Resurgence in sine-Gordon quantum mechanics:
Exact agreement between multi-instantons and uniform WKB
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We compute multi-instanton amplitudes in the sine-Gordon quantum mechanics (periodic cosine potential) by integrating out quasi-moduli parameters corresponding to separations of instantons and anti-instantons. We propose an extension of Bogomolnyi–Zinn-Justin prescription for multi-instanton configurations and an appropriate subtraction scheme. We obtain the multi-instanton contributions to the energy eigenvalue of the lowest band at the zeroth order of the coupling constant. For the configurations with only instantons (anti-instantons), we obtain unambiguous results. For those with both instantons and anti-instantons, we obtain results with imaginary parts, which depend on the path of analytic continuation. We show that the imaginary parts of the multi-instanton amplitudes precisely cancel the imaginary parts of the Borel resummation of the perturbation series, and verify that our results completely agree with those based on the uniform-WKB calculations, thus confirming the resurgence: divergent perturbation series combined with the nonperturbative multi-instanton contributions conspire to give unambiguous results. We also study the neutral bion contributions in the $\mathbb{C}P^{N-1}$ model on $\mathbb{R}^1 \times S^1$ with a small circumference, taking account of the relative phase moduli between the fractional instanton and anti-instanton. We find that the sign of the interaction potential depends on the relative phase moduli, and that both the real and imaginary parts resulting from quasi-moduli integral of the neutral bion get quantitative corrections compared to the sine-Gordon quantum mechanics.
I. INTRODUCTION

In the recent study on quantum field theories and quantum mechanics, topologically neutral soliton molecules, which are locally composed of (fractional) instantons and anti-instantons, have been attracting a great deal of attention in relation to the IR-renormalon [1–25]. Imaginary ambiguities arising in amplitudes of such topologically neutral configurations can cancel out those arising in non-Borel-summable perturbative series (IR-renormalon) in quantum theories under certain conditions on the spacetime manifold [7–16, 18, 19, 21, 22, 26, 28]. In field theories on compactified spacetime with a small compact dimension, these objects are termed as “bions” [7–10]. It is expected that full semi-classical expansion including perturbative and non-perturbative sectors as bions, which is called “resurgent” expansion [29–54], leads to unambiguous and self-consistent definition of field theories in the same manner as the conjecture in quantum mechanics [55–61].

The resurgence in theoretical physics was at first investigated in the matrix model and topological string theory [30–33, 36, 39]. Then, the study on the topic has been extended to ABJM theory [34, 37, 43, 46], string and supersymmetric gauge theories [35, 44, 47, 49], and general quantum systems [38, 40, 42, 45, 48, 50, 54]. Bions and resurgence in non-SUSY field theories, especially in the low-dimensional models, have been extensively investigated for the $\mathbb{C}P^{N-1}$ model [41, 18–20], the Grassmann sigma model [22, 25], the principal chiral model [13, 16, 23], and the $O(N)$ model [24, 25]. According to these studies, the leading-order renormalon ambiguity $\mp i \pi e^{-2S_I/N}$ arising in non-Borel-summable perturbative series, which corresponds to the singularity closest to the origin on the Borel plane, is compensated by the amplitude of neutral bions. On the other hand, it is expected but not verified that the ambiguities corresponding to singularities further from the origin ($\mp i \pi e^{-4S_I/N}$, $\mp i \pi e^{-6S_I/N}$,...) are cancelled by amplitudes of bion molecules with more than four instanton constituents.

In the case of quantum mechanics, not only the sector of zero instanton charge but also those of nonzero instanton charge contribute to physical observables such as the energy levels. The authors in Refs. [56–61] investigated quantum mechanics with several types of potential including the sine-Gordon type. They showed that the leading instanton contributions are consistent with the perturbative calculation, and conjectured the explicit equation connecting perturbative and instanton contributions, which they call the generalized quantization condition. Recently the authors in Refs. [12, 15] adopted the uniform-WKB method based on the boundary condition, which is equivalent to the quantization condition in Refs. [56–61], and pointed out the general relation between perturbative and non-perturbative contributions. Explicit calculations of multi-
instanton amplitudes at each configuration level are expected to clarify the structure of resurgence and to verify the conjectured relation between perturbative and non-perturbative contributions \cite{12, 13, 56-61, 63}.

In this paper, we focus on a quantum mechanical system with the sine-Gordon potential, and we calculate the multi-instanton amplitude by explicitly integrating quasi moduli parameters corresponding to separations of instanton-constituents in a semi-classical limit, in comparison with the uniform WKB calculations \cite{12, 15, 59, 60}. We adopt an extension of Bogomolnyi-Zinn-Justin prescription \cite{55, 56} for multi-instanton configurations with an appropriate subtraction scheme for divergent parts. We calculate contributions to the energy eigenvalue of the lowest band from each multi-instanton configuration in a semi-classical limit (\(|g^2| \ll 1\)). For the configurations with only instantons (anti-instantons) such as \([II]\), \([III]\) and \([IIII]\), we have unambiguous results without imaginary parts. Here, we have denoted an instanton (anti-instanton) as \(I (\bar{I})\). For configurations containing both instantons and anti-instantons such as \([II\bar{I}]\), \([III\bar{I}]\) and \([IIII\bar{I}\bar{I}]\), the results contain ambiguous imaginary parts, which depend on the path of analytic continuation. These imaginary parts correspond to the large-order behavior of perturbation series around the saddle point without the \([I\bar{I}]\) pair. For instance, we show explicitly that the imaginary part of the multi-instanton amplitude \([II\bar{I}]\) cancels the imaginary part of the Borel resummation of the large-order perturbation series around the nontrivial background with a single instanton \([I]\). By investigating the uniform-WKB calculations in detail, we verify that all of our results agree completely with those based on the uniform-WKB calculations up to a four-instanton order.

While the sine-Gordon quantum mechanics is worth to study on its own, another strong motivation lies in its close relationship to small circumference limit of the two-dimensional \(\mathbb{C}P^{N-1}\) model on \(\mathbb{R}^1 \times S^1\) (circumference \(L\)) with the \(\mathbb{Z}_N\)-symmetric twisted boundary condition \cite{9, 10}. However, we observe that some of the field configurations of the \(\mathbb{C}P^{N-1}\) model are not faithfully represented by means of the sine-Gordon quantum mechanics. One can derive the sine-Gordon quantum mechanics from the two-dimensional \(\mathbb{C}P^{N-1}\) model by applying the Scherk-Schwarz dimensional reduction, which requires a particular dependence of the phases of fields on the coordinate \(x_2\) of compactified dimension \((0 \leq x_2 < L)\). It is important to realize that only parts of field configuration of \(\mathbb{C}P^{N-1}\) model can be consistent with this \(x_2\) dependence. For instance, the BPS solution of two fractional instantons is not consistent with the Scherk-Schwarz reduction, and hence its small circumference limit cannot be described by the sine-Gordon quantum mechanics. On the other hand, two adjacent instantons in the sine-Gordon quantum mechanics are mutually non-BPS, although each individual instanton may be understood as a limit of BPS fractional in-
stanton (with a different $x_2$ dependence). Even in the instanton and anti-instanton configurations, $\mathbb{C}P^{N-1}$ model has a significant difference compared to the sine-Gordon quantum mechanics: The phase moduli of the fractional instantons in the $\mathbb{C}P^{N-1}$ model are neglected in the sine-Gordon quantum mechanics. For the configuration of a neutral bion composed of a fractional instanton and an anti-fractional instanton, we find that the interaction between them strongly depends on the relative phase of constituents. We calculate the neutral bion contribution in the $\mathbb{C}P^{N-1}$ model, based on the interaction potential with the quasi moduli parameter corresponding to the relative phase between the fractional instanton and anti-instanton. We find that this calculation gives a correction factor compared to the neutral bion amplitude obtained in the sine-Gordon quantum mechanics \[9,10\].

This paper is organized as follows. In Sec. II we review instantons and their interactions in the quantum mechanics with sine-Gordon potential and the Borel summation. In Sec. III we calculate amplitudes of multi-instanton configurations in sine-Gordon quantum mechanics by integrating out the moduli parameters. In Sec. IV we discuss the results from the uniform WKB calculations, and show that they completely agree with the instanton moduli calculations. In Sec. V we discuss the neutral bion contributions in the compactified $\mathbb{C}P^{N-1}$ model based on the interaction potential including the relative phase parameter. Section VI is devoted to a summary and discussion. In Appendix A we give some details of four-instanton calculations.

II. QUANTUM MECHANICS WITH THE SINE-GORDON POTENTIAL

In this article, we focus on the sine-Gordon quantum mechanics described by the Schrödinger equation

$$H\psi(x) = -\frac{1}{2} \frac{d^2}{dx^2} \psi(x) + \frac{1}{8g^2} \sin^2(2gx) \psi(x) = E \psi(x),$$ \hspace{1cm} (1)

where we follow the notation in Refs. [12, 59] except $g$ is replaced by $g^2$ here [79]. The Euclidian Lagrangian for the sine-Gordon quantum mechanics is given by [80]

$$L = \frac{1}{2} \left( \frac{dx}{dt} \right)^2 + V(x), \quad V(x) = \frac{1}{8g^2} \sin^2(2gx).$$ \hspace{1cm} (2)

In the $g^2 \to 0$ limit, it reduces to the Schrödinger equation of the harmonic oscillator.

The energy eigenvalues of periodic potentials split into bands of states. Within each band, they are labeled by the Bloch angle $\theta \in [0, \pi]$ defined by

$$\psi \left( x + \frac{\pi}{2g} \right) = e^{i\theta} \psi(x).$$ \hspace{1cm} (3)
In this article, we are interested in the lowest band, although excited bands can be treated similarly.

The energy eigenvalue $E$ of the lowest band can be expressed in terms of the path-integral

$$E = \lim_{\beta \to \infty} \frac{-1}{\beta} \text{Tr} e^{-\beta H} = \lim_{\beta \to \infty} \frac{-1}{\beta} \int_{x(t=-\beta/2)=x(t=\beta/2)} Dx(t) e^{-S+iQ\theta}. \quad (4)$$

For weak coupling, the path-integral has contributions $E_{\text{pert}}(g^2)$ around the perturbative vacuum, as well as contributions $\Delta E$ from nonperturbative saddle points

$$E = E_{\text{pert}}(g^2) + \Delta E. \quad (5)$$

Perturbation series in powers of coupling constant $g^2$ in quantum field theories or in quantum mechanics are extremely useful, but are usually factorially divergent

$$E_{\text{pert}}(g^2) = \sum_{K=0}^{\infty} a_K (g^2)^K, \quad a_K \sim K! \quad (6)$$

It is useful to define the Borel transform $B_{\text{pert}}(t)$

$$B_{\text{pert}}(t) = \sum_{K=0}^{\infty} \frac{a_K}{K!} t^K. \quad (7)$$

The Borel resummation $E_{\text{pert}}(g^2)$ of the divergent series $E_{\text{pert}}(g^2)$ is defined as an integral of the Borel transform along the positive real axis in the complex Borel plane $t$

$$E_{\text{pert}}(g^2) = \int_{0}^{\infty} dte^{-t}B_{\text{pert}}(g^2t). \quad (8)$$

If the factorially divergent series is alternating, the Borel transform has no singularities along the positive real $t$ axis, and the Borel resummation becomes well-defined (Borel-summable). For the potential with degenerate minima such as the sine-Gordon quantum mechanics, however, the perturbation series is non-alternating factorially divergent. In that case, the Borel transform is convergent with the finite radius of convergence, but the Borel resummation is ill-defined because of singularities in the complex Borel plane. Since the series become alternating and the Borel resummation $E_{\text{pert}}(g^2)$ is unambiguous for $-g^2 > 0$, we can analytically continue it from $-g^2 > 0$ to the physical region $g^2 > 0$ to obtain a real analytic function $E_{\text{pert}}(g^2)$. If there is no complex singularities, we obtain a branch cut along the positive real axis of complex $g^2$ plane. The imaginary part $\text{Im} E_{\text{pert}}(g^2)$ at $g^2 > 0$ is related to the large-order behavior ($K \gg 1$) of perturbation series $E_{\text{pert}}(g^2)$ in Eq.(6) through the dispersion relation

$$a_K \approx \frac{-1}{\pi} \int_{0}^{\infty} dg^2 \frac{\text{Im} E_{\text{pert}}(g^2)}{(g^2)^{K+1}}. \quad (9)$$
This large-order behavior corresponds to the singularities of the Borel transform $B_{\text{pert}}(g^2 t)$ in the complex Borel plane $t$. Of course this ambiguous (path-dependent) imaginary part is unacceptable, and should disappear, since the energy eigenvalue $E$ should be real, and ambiguity due to the choice of path is unphysical. In fact, it has been found that the leading term of the imaginary ambiguities is cancelled by the contributions from non-perturbative saddle points associated with neutral objects composed of instantons $^{[12,15]}$. This phenomenon is called the resurgence of the perturbation series.

Let us now consider non-perturbative saddle points. By rescaling the variable

$$2gx = y,$$  \hspace{1cm} (10)

the Euclidean Lagrangian in Eq.$^{[2]}$ can be rewritten as

$$L = \frac{1}{8g^2} \left( \frac{dy}{dt} \right)^2 + V, \quad V = \frac{1}{8g^2} \sin^2(y).$$  \hspace{1cm} (11)

and the instanton number as a topological charge may be defined by

$$Q = \frac{1}{\pi} \int_{-\infty}^{\infty} dt \frac{dy}{dt}.$$  \hspace{1cm} (12)

Single instanton solution ($Q = 1$) is given by $^{[81]}$

$$y_{I}(t) = 2 \arctan e^{t-t_0} + n\pi, \quad n \in \mathbb{Z},$$  \hspace{1cm} (13)

whereas single anti-instanton solution ($Q = -1$) is given by

$$y_{\bar{I}}(t) = 2 \arctan e^{-(t-t_0)} + (n - 1)\pi, \quad n \in \mathbb{Z},$$  \hspace{1cm} (14)

with the Euclidean action

$$S_{I} = \frac{1}{2g^2}.$$  \hspace{1cm} (15)

The moduli parameter $t_0$ is a zero mode (moduli) associated to the breakdown of translation, representing the location of the (anti-)instanton. For even $n$, the solutions $^{[13]}$ and $^{[14]}$ satisfy the following BPS equation$^{[82]}$ saturating the BPS bound for $S$

$$\frac{dy}{dt} = \sin y, \quad S = \int_{-\infty}^{\infty} dt \frac{dy}{dt} \sin y.$$  \hspace{1cm} (16)

For odd $n$, they satisfy the anti-BPS equation saturating the anti-BPS bound for $S$

$$\frac{dy}{dt} = -\sin y, \quad S = - \int_{-\infty}^{\infty} dt \frac{dy}{dt} \sin y.$$  \hspace{1cm} (17)
By integrating over the translational zero mode \( t_0 \), one finds the contribution \( \Delta E^{(1,0)} \) of single instanton \([I]\) to the energy as

\[
\Delta E^{(1,0)} = -[I] = - \left( \frac{e^{-S_I}}{\sqrt{\pi g^2}} \right) e^{i\theta}.
\]  

(18)

Suppose, for instance, we have a BPS instanton in Eq. (13) with \( n = 0 \) and wish to place another instanton or anti-instanton to its right, we are forced to take either instanton with \( n = 1 \) in Eq. (13) or anti-instanton with \( n = 1 \) in Eq. (14), both of which are anti-BPS configurations. Therefore two successive (anti-)instantons are inevitably non-BPS. The energy of the non-BPS configuration of two successive instantons should be more than the sum of individual instanton energies. They are found to repel each other with the potential [64] for large separations \( R \gg 1 \)

\[
V_{II}(R) = \frac{2}{g^2} \exp[-R].
\]  

(19)

The non-BPS configuration of successive instanton and anti-instantons are found to attract each other with the potential for large separations \( R \gg 1 \)

\[
V_{I\bar{I}}(R) = -\frac{2}{g^2} \exp[-R].
\]  

(20)

For later convenience, we introduce the uniform-WKB ansatz by following Ref. [12]. With the coordinate variable \( y \) in Eq. (10), Eq. (1) can be rewritten as

\[
-g^4 \frac{d^2}{dy^2} \psi(y) + \frac{1}{16} \sin^2(y) \psi(y) = \frac{g^2}{2} E \psi(y).
\]  

(21)

We define the potential as \( U(y) \equiv \frac{1}{16} \sin^2(y) \). By using the parabolic cylinder function \( D_\nu(z) \) satisfying the differential equation

\[
\frac{d^2}{dz^2} D_\nu(z) + \left( \nu + \frac{1}{2} - \frac{z^2}{4} \right) D_\nu(z) = 0,
\]  

(22)

we introduce an ansatz for the wave function [65–69]

\[
\psi(y) = \frac{D_\nu(u(y)/g)}{\sqrt{u'(y)}},
\]  

(23)

where the parameter \( \nu = E - 1/2 \) is the shift of energy eigenvalue \( E \) from the ground state energy of the harmonic oscillator (\( g^2 = 0 \) limit). Then the Schrödinger equation (21) becomes

\[
U(y) - \frac{1}{4} u^2(u')^2 - \frac{g^2 E}{2} + g^2 \left( \nu + \frac{1}{2} \right) (u')^2 + \frac{g^4}{2} \sqrt{u'} \left( \frac{u''}{(u')^{3/2}} \right)' = 0,
\]  

(24)

with \( u' \equiv du/dy \). In the \( g^2 \to 0 \) limit, Eq. (24) just reduces to \( 4U(y) = u^2(u')^2 \), whose solution \( u_0(y) \) is

\[
u_0(y)^2 = 4 \int_0^y \sqrt{U} \, dy = 2 \sin^2 \frac{y}{2} \quad \rightarrow \quad \nu_0(y) = \sqrt{2} \sin \frac{y}{2},
\]  

(25)
which gives the zeroth-order argument of the parabolic cylinder function in Eq. (23) and solves the Schrödinger equation of the harmonic oscillator.

III. MULTI-INSTANTON AMPLITUDES IN SINE-GORDON QUANTUM MECHANICS

A. General setting

In this section we calculate multi-instanton amplitudes in sine-Gordon quantum mechanics. We need to integrate over the distances $R$ between instantons and (anti-)instantons as quasi-moduli. Since the interaction (19) and (20) between instantons and (anti-)instantons vanish at large distances, we need to regulate the integral by introducing a factor $\epsilon$ into the effective potential

$$V[R] = \pm \frac{2}{g^2} \exp(-R) + \epsilon R,$$

(26)

where $+$ is for the instanton-instanton repulsive interaction and $-$ for the instanton–anti-instanton attractive interaction. The regularization parameter $\epsilon$ can be identified as the number $N_f$ of fictitious fermions [9, 55–57, 61, 62]. After subtracting divergences, we need to take the limit $\epsilon \to 0$.

Even after eliminating the divergence arising from large separations ($R \to \infty$), we have another source of divergence for the case of the attractive instanton–anti-instanton interaction: the integrand $\exp[\frac{2}{g^2} \exp(-R) - \epsilon R]$ becomes divergent as $g^2 \to +0$, contrary to the repulsive case. Therefore the moduli-integral gets divergent contributions from small $R$ regions, and is ill-defined in the semi-classical limit ($|g^2| \ll 1$). This is why we need to introduce the Bogomolnyi–Zinn-Justin (BZJ) prescription [55, 56]: We first regard $-g^2$ as real positive ($-g^2 > 0$) to make the integral well-defined in the semi-classical limit, and then we analytically continue $-g^2 > 0$ back to $g^2 > 0$ in the complex $g^2$ plane at the end of the calculation.

The energy eigenvalue of the lowest band has contributions $\Delta E^{(n,m)}$ from the amplitude $[\mathcal{I} \cdots \mathcal{I}]_{\text{all}}$ of $n$-instanton and $m$-anti-instanton configuration as

$$\Delta E^{(n,m)} = -[\mathcal{I} \cdots \mathcal{I}]_{\text{all}},$$

(27)

$$[\mathcal{I} \cdots \mathcal{I}]_{\text{all}} = \left( \frac{e^{-S_I}}{\sqrt{\pi g^2}} \right)^{n+m} e^{i(n-m)\theta} \int dR_1 dR_2 \cdots dR_{n+m-1} e^{-V[R_1] - V[R_2] - \cdots - V[R_{n+m-1}]},$$

(28)

where $[\mathcal{I} \cdots \mathcal{I}]_{\text{all}}$ stands for the sum of configurations which can be composed of $n$ instantons and $m$ anti-instantons in all possible orderings. As shown in Ref. [59], the contribution contains $e^{iQ\theta}$ with
$Q = n - m$ being the instanton charge since the Bloch angle $\theta$ shows up in a topological term $iQ\theta$ in the Euclidian action in Eq.(4). We perform the quasi-moduli integral taking only interactions between neighboring instantons among the $(n + m - 1)$ instantons. We should perform this multi-integral in the semi-classical region $|g^2| \ll 1$, and subtract the divergent parts appropriately at each level of the multi-integral. We will evaluate them explicitly from the next subsection.

**B. 2 instantons**

\begin{align*}
2\pi & \\
\pi & \\
\mathcal{II} & 0 \\
-\pi & \\
-2\pi & \\
\end{align*}

\text{FIG. 1: A schematic figure of an example of two instanton configurations $\mathcal{II}$. Each horizontal line stands for the vacuum in the sine-Gordon potential.}

The amplitude of two instantons shown in Fig. 1 is obtained as

$$\mathcal{II} e^{-2i\theta} \xi^{-2} = \int_0^\infty dR \exp \left( -\frac{2}{g^2} e^{-R} - \epsilon R \right) = \left( \frac{g^2}{2} \right)^\epsilon \int_0^{2/g^2} ds \ e^{-s} s^{\epsilon - 1}$$

\begin{align*}
&\xrightarrow{|g^2| \ll 1} \left( \frac{g^2}{2} \right)^\epsilon \Gamma(\epsilon) \\
&= - \left( \gamma + \log \frac{2}{g^2} \right) + O\left( \frac{1}{\epsilon} \right) + O(\epsilon), \quad (29)
\end{align*}

where $\gamma$ is the Euler constant and $\xi$ is an instanton factor defined by

$$\xi \equiv e^{-S_I} / \sqrt{\pi g^2} = e^{-1/(2g^2)} / \sqrt{\pi g^2}. \quad (30)$$

Here we have neglected terms of order $O(g^2)$ or higher. To simplify the formula, we divide the amplitude by $\xi^2$ and $e^{2i\theta}$. Precisely speaking, the interaction energy between instantons at small separation $R \ll 1$ may not be precisely represented by the potential in Eq.(26). However, our result is unchanged as long as $|g^2| \ll 1$ is satisfied. We need to subtract the divergent term $O(1/\epsilon)$
while the $O(\epsilon)$ term disappears in the $\epsilon \to 0$ limit. The contribution from this amplitude to the energy eigenvalue of the lowest band is then given by

$$\Delta E^{(2,0)} = e^{2i\theta}\xi^2 \left( \gamma + \log \frac{2}{g^2} \right),$$

(31)

where the superscript $(2,0)$ stands for two-instanton and zero–anti-instanton amplitude. We note that the contribution from the two anti-instanton amplitude is obtained by replacing $e^{2i\theta}$ by $e^{-2i\theta}$. 

C. 1 instanton + 1 anti-instanton

The amplitude of one instanton and one anti-instanton amplitude is composed of two configurations $[I\bar{I}]$ and $[\bar{I}I]$, as shown in Fig. 2. In these cases, the interaction between the two constituents is attractive, and the quasi moduli integral is ill-defined. Therefore we introduce the Bogomolnyi–Zinn-Justin (BZJ) prescription [55, 56]: we first evaluate the integral by taking $-g^2 > 0$, and then we analytically continue the result from $-g^2 > 0$ back to $g^2 > 0$ in the complex $g^2$ plane. This procedure provides the imaginary ambiguity depending on the path of the analytic continuation as $-g^2 = e^{\mp i\pi}g^2$.
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FIG. 2: A schematic figure of an example of one-instanton and one anti-instanton amplitude ([I\bar{I}], [\bar{I}I]). Each horizontal line stands for the vacuum in the sine-Gordon potential.

The amplitude of one-instanton and one anti-instanton configuration $[I\bar{I}]$ corresponding to the
left of Fig. 2 is obtained as

$$[\mathcal{II}]^{-2} = \int_0^\infty dR \exp \left( -\frac{2}{g^2} e^{-\epsilon R} - \epsilon R \right) \left( \frac{-g^2}{2} \right)^\epsilon \Gamma(\epsilon)$$

where we perform the integral in the first line by considering $-g^2 > 0$, and in the second line analytically continue $-g^2 > 0$ back to $g^2 > 0$ in the complex $g^2$ plane \[55, 56\]. The third line shows a two-fold ambiguous expression of $-g^2$ depending on the path of analytic continuation as $-g^2 = e^{\mp i\pi} g^2$. As with the two-instanton case, we have subtracted the divergent part $O(1/\epsilon)$ while the $O(\epsilon)$ term disappears in the $\epsilon \to 0$ limit.

Another amplitude of one-instanton and one anti-instanton configurations $[\mathcal{II}]$ corresponding to the right of Fig. 2 turns out to give identical contribution as that in Eq. (32). The total contribution is given by the sum of them with dropping $O(1/\epsilon)$ and $O(\epsilon)$ terms,

$$([\mathcal{II}] + [\mathcal{II}])^{-2} = -2 \left( \gamma + \log \frac{2}{g^2} \right) \mp 2i\pi . \hspace{1cm} (33)$$

Its contribution to the energy eigenvalue of the lowest band is then given by

$$\Delta E^{(1,1)} = \xi^2 \left[ 2 \left( \gamma + \log \frac{2}{g^2} \right) \pm 2i\pi \right] . \hspace{1cm} (34)$$

If the resurgence idea is valid, this imaginary ambiguity should cancel the imaginary ambiguity of the non-Borel summable divergent series of the perturbative contribution.

$$\text{Im}[\Delta E^{(1,1)}] + \text{Im}[E_{\text{pert}}] = 0 . \hspace{1cm} (35)$$

If we insert Eqs. (34) and (35) into the dispersion relation in Eq. (9), we should be able to reproduce the large-order behavior of the perturbation series

$$a_k = -\frac{1}{\pi} \int_0^\infty d(2g^2) \text{Im}[E_{\text{pert}}(g^2)] \left( \frac{2}{(g^2)^{k+1}} \right) = -\frac{1}{\pi} \int_0^\infty d(2g^2) \text{Im}[\Delta E^{(1,1)}] \left( \frac{2}{(g^2)^{k+1}} \right)$$

$$= -\frac{2}{\pi} \int_0^\infty d(g^2) \frac{2e^{-1/g^2}}{(g^2)^{k+2}} = -\frac{2}{\pi} k! \left( k \geq 2 \right) , \hspace{1cm} (36)$$

in accordance with the leading large-order behavior of the perturbation series \[56\]. Thus we find that the imaginary ambiguity of the instanton–anti-instanton amplitude correctly cancels the imaginary ambiguity of the Borel resummation of the (non-Borel summable) perturbation series.
For the three-instanton amplitude shown in Fig. 3, we have two quasi modulus $R_1, R_2$ corresponding to the separations between adjacent instantons. For multiple moduli integral of each given configuration, we need to specify subtraction scheme explicitly, and propose the following:

1. Enumerate possible ordering of quasi moduli integrations, such as $\int dR_1 \int dR_2$ and $\int dR_2 \int dR_1$ for the three instanton case.

2. Subtract possible poles like $1/\epsilon$ for the first integration, and then perform the next integration successively, and retain the finite piece.

3. Average the results of all possible orderings.

Incorporating the repulsive potentials between adjacent instantons, we obtain the three instanton amplitude as:

$$[III] e^{-3i \theta} \xi^{-3} = \int_0^\infty dR_1 \int_0^\infty dR_2 \exp \left[ -\frac{2}{g^2} (e^{-R_1} + e^{-R_2}) - \epsilon (R_1 + R_2) \right]$$

$$\xrightarrow{|g^2| \ll 1} \left( \frac{g^2}{2} \right)^\epsilon \Gamma(\epsilon) \left( \frac{g^2}{2} \right)^\epsilon \Gamma(\epsilon) - \frac{1}{\epsilon}$$

$$= \frac{3}{2} \left( \gamma + \log \frac{2}{g^2} \right)^2 + \frac{\pi^2}{12} + O \left( \frac{1}{\epsilon} \right) + O(\epsilon).$$

In the three instanton case, we have two possible orderings of the multi integral, each of which gives the identical contribution. Then the three instanton contribution to the energy eigenvalue of
the lowest band is given by

$$\Delta E^{(3,0)} = -e^{3i\theta} \xi^3 \left[ \frac{3}{2} \left( \gamma + \log \frac{2}{g^2} \right)^2 + \frac{\pi^2}{12} \right].$$

(38)

We note that the contribution from the three anti-instanton amplitude is obtained by replacing $e^{3i\theta}$ by $e^{-3i\theta}$.

### E. 2 instantons + 1 anti-instanton

The two-instanton and one-anti-instanton amplitudes consist of three types of configurations, as shown in Fig. 4. The first one is $[\bar{I} \bar{II}]$, where the anti-instanton is sandwiched between two instantons. For this type of configuration, adjacent constituent (anti-)instantons attract each other.

![Diagram](image-url)

**FIG. 4**: A schematic figure of an example of two-instanton and one-anti-instanton amplitudes ($[\bar{I} \bar{II}],[III],[\bar{II}]$). Each horizontal line stands for the vacuum in the sine-Gordon potential.

Therefore we first take $-g^2 > 0$ in order to apply the BZJ prescription to the integral, and follow
our subtraction prescription

\[
[IIT] e^{-i\theta} \xi^{-3} = \int_0^\infty dR_1 dR_2 \exp \left[ -\frac{2}{g^2}(e^{-R_1} + e^{-R_2}) - \epsilon(R_1 + R_2) \right] 
\]

\[
|\gamma^2| \ll 1 \quad \left( -\frac{g^2}{2} \right)^\epsilon \Gamma(\epsilon) \left[ \left( -\frac{g^2}{2} \right)^\epsilon \Gamma(\epsilon) - \frac{1}{\epsilon} \right] 
\]

\[
-\frac{g^2}{2} e^{i\pi x} \frac{3}{2} \left( \gamma + \log \frac{2}{g^2} \right)^2 + \frac{5\pi^2}{12} \pm 3i\pi \left( \gamma + \log \frac{2}{g^2} \right) + O \left( \frac{1}{\epsilon} \right) + O(\epsilon), \quad (39)
\]

where we again subtract \( 1/\epsilon \) in the first integral, before integrating the second quasi-moduli.

The second type of configuration is \([III]\), where one pair of constituents is repulsive and the other attractive. In order to apply the BZJ prescription only to the attractive part of the interaction, we temporarily distinguish two coupling constants \( g^2 \) for the repulsive interaction and \( \tilde{g}^2 \) for the attractive interaction, and apply the BZJ prescription to \( \tilde{g}^2 \), but not to \( g^2 \). After analytic continuation, we identify \( \tilde{g}^2 \) as the original \( g^2 \) at the end of the calculation. The moduli-integral of \([III]\) is given by

\[
[III] e^{-i\theta} \xi^{-3} = \int_0^\infty dR_1 dR_2 \exp \left[ -\frac{2}{g^2} e^{-R_1} - \frac{2}{\tilde{g}^2} e^{-R_2} - \epsilon(R_1 + R_2) \right]. \quad (40)
\]

For this configuration \([III]\), we have two possible orderings of moduli integral. The first ordering is to integrate over \( R_2 \) and to subtract the \( 1/\epsilon \) pole, before integrating over \( R_1 \). We call this ordering as \( F_1(\tilde{g}^2) \)

\[
F_1(\tilde{g}^2) |\gamma^2|, |\tilde{g}^2| \ll 1 \quad \left( -\frac{\tilde{g}^2}{2} \right)^\epsilon \Gamma(\epsilon) \left[ \left( -\frac{\tilde{g}^2}{2} \right)^\epsilon \Gamma(\epsilon) - \frac{1}{\epsilon} \right] 
\]

\[
-\tilde{g}^2 = \frac{3}{2} \left( \gamma + \log \frac{2}{\tilde{g}^2} \right)^2 + \frac{5\pi^2}{12} \pm 2i\pi \left( \gamma + \log \frac{2}{\tilde{g}^2} \right) + O \left( \frac{1}{\epsilon} \right) + O(\epsilon). \quad (41)
\]

We call the result of another ordering as \( F_2(g^2) \), which is given by integrating over \( R_1 \) first and then over \( R_2 \)

\[
F_2(g^2) |\gamma^2|, |\tilde{g}^2| \ll 1 \quad \left( -\frac{\tilde{g}^2}{2} \right)^\epsilon \Gamma(\epsilon) \left[ \left( -\frac{\tilde{g}^2}{2} \right)^\epsilon \Gamma(\epsilon) - \frac{1}{\epsilon} \right] 
\]

\[
-\tilde{g}^2 = \frac{3}{2} \left( \gamma + \log \frac{2}{\tilde{g}^2} \right)^2 + \frac{5\pi^2}{12} \pm 2i\pi \left( \gamma + \log \frac{2}{\tilde{g}^2} \right) + O \left( \frac{1}{\epsilon} \right) + O(\epsilon). \quad (42)
\]

In the final expressions for \( F_1, F_2 \), we implicitly put back \( \tilde{g}^2 \) to \( g^2 \) after analytic continuation. We obtain the amplitude of \([III]\) as an average of \( F_1(g^2) \) and \( F_2(g^2) \) with dropping \( O(1/\epsilon) \) and \( O(\epsilon) \) terms

\[
[III] e^{-i\theta} \xi^{-3} = (F_1 + F_2)/2 
\]

\[
= \frac{3}{2} \left( \gamma + \log \frac{2}{g^2} \right)^2 - \frac{\pi^2}{6} \pm \frac{3}{2} i\pi \left( \gamma + \log \frac{2}{g^2} \right). \quad (43)
\]
The third type of configuration is \( \overline{III} \), which gives the identical result as the second type in Eq. (43): 
\[ \overline{III} = [III] \).

By taking the sum of all three types of configurations, we end up with
\[
([III] + [II] \overline{I} + [\overline{III}]) e^{-i\theta} \xi^{-3} = \frac{9}{2} \left[ \left( \gamma + \log \frac{2}{g^2} \right)^2 - \frac{7\pi^2}{18} \pm \frac{4}{3} i\pi \left( \gamma + \log \frac{2}{g^2} \right) \right].
\] (44)

Its contribution to the energy eigenvalue of the lowest band is then given by
\[
\Delta E^{(2,1)} = -\frac{9}{2} e^{i\theta} \xi^3 \left[ \left( \gamma + \log \frac{2}{g^2} \right)^2 - \frac{7\pi^2}{18} \pm \frac{4}{3} i\pi \left( \gamma + \log \frac{2}{g^2} \right) \right].
\] (45)

We note that the two–anti-instanton and one-instanton contribution is obtained by replacing \( e^{i\theta} \) by \( e^{-i\theta} \).

Resurgence implies that the two–anti-instanton and one-instanton amplitude should correspond to the large-order behavior of the perturbation series around the one-instanton saddle point. Using the cancellation between imaginary ambiguities of Borel resummed perturbation series around one-instanton saddle point and of the two–anti-instanton and one-instanton amplitude, the large-order behavior of the perturbation series around the one instanton saddle point can be estimated from the imaginary part of (45) by means of the dispersion relation as
\[
a_k \approx \frac{1}{\pi} \int_0^\infty \frac{dg^2}{g^{2(k+1)}} \Im \left[ \Delta E^{(2,1)} e^{-i\theta} / \xi \right] = \frac{6}{\pi} \int_0^\infty \frac{dg^2}{g^{2+k+2}} e^{-1/g^2} \frac{e^{-1/g^2} (\gamma + \log(2/g^2))}{(g^2)^{k+2}}
\] (46)

where \( s(k + 1, 2) \) is the Stirling number of the first kind, which is the solution of the recurrence relation \( s(k + 1, 2) = (k + 1) s(k, 2) + k! \). The first few numbers are given as \( s(k + 1, 2) = 3, 11, 50, 274, 1764, 13068, 109584 \) for \( k = 2, 3, 4, 5, 6, 7, 8 \). In Ref. [56], the large-order perturbative series around one instanton is numerically calculated as
\[
a_k^\text{pert.} = \frac{6}{\pi} k! \left( \gamma + \log 2k \right) + O \left( \frac{\log k}{k} \right),
\] (47)

which is consistent with Eq. (46) for large \( k \).

**F. 4 instantons**

For the four-instanton amplitude, the interaction between each pair of instantons is repulsive, as shown in Fig. 5. Since all the possible orderings of multi-moduli integral has the identical
The four-instanton contribution, we easily obtain the amplitude using the polygamma function defined as $\psi^{(2)}(z) \equiv d^3 \log \Gamma(z)/dz^3$

$$[\text{ alike}] e^{-4i\theta}\xi^{-4} = \int_0^\infty dR_1dR_2dR_3 \exp \left[ -\frac{2}{g^2} (e^{-R_1} + e^{-R_2} + e^{-R_3}) - \epsilon (R_1 + R_2 + R_3) \right]$$

$$\xi \ll 1 \rightarrow \left( \frac{g^2}{2} \right)^{\epsilon} \Gamma(\epsilon) \left[ \left( \frac{g^2}{2} \right)^{\epsilon} \Gamma(\epsilon) \left\{ \left( \frac{g^2}{2} \right)^{\epsilon} \Gamma(\epsilon) - \frac{1}{\epsilon} \right\} + \frac{\gamma + \log(2/g^2)}{\epsilon} \right]$$

$$= -\frac{8}{3} \left[ \left( \gamma + \log \frac{2}{g^2} \right)^3 + \frac{\pi^2}{8} \left( \gamma + \log \frac{2}{g^2} \right) - \frac{1}{16} \psi^{(2)}(1) \right] + O\left(\frac{1}{\epsilon}\right) + O(\epsilon),$$

where we have first subtracted $1/\epsilon$ in the first integral $dR_3$, and subtracted $-(\gamma + \log(2/g^2))/\epsilon$ in the next integral $dR_2$, and finally dropped the $O(1/\epsilon)$ term in the integral $dR_1$. Its contribution to the eigenvalue of the lowest band is then given by

$$\Delta E^{(4,0)} = \frac{8}{3} e^{4i\theta} \xi^4 \left[ \left( \gamma + \log \frac{2}{g^2} \right)^3 + \frac{\pi^2}{8} \left( \gamma + \log \frac{2}{g^2} \right) - \frac{1}{16} \psi^{(2)}(1) \right].$$

The four anti-instanton contribution is obtained by replacing $e^{4i\theta}$ by $e^{-4i\theta}$.

**G. 3 instantons + 1 anti-instanton**

The three-instanton and one–anti-instanton amplitudes consist of four types of configurations $[\text{ alike}], [\text{ alike}], [\text{ alike}]$ and $[\text{ alike}]$, as shown in Fig. 6.

In the first configuration $[\text{ alike}]$, two pairs of adjacent instantons have repulsive interactions, and the other is attractive. We again apply the BZJ prescription only to the integral for the
FIG. 6: A schematic figure of examples of four-instanton amplitudes ([\text{III} \bar{I}], [\text{III} \bar{I}], [\bar{I} \bar{I} \bar{I}], and [\bar{I} \bar{I} \bar{I}]). Each horizontal line stands for the vacuum in the sine-Gordon potential.

pair with the attractive interaction, where we denote the coupling as $\tilde{g}^2$, evaluate the integral at $-\tilde{g}^2 > 0$, and analytically continue to $\tilde{g}^2 > 0$, while keeping $g^2 > 0$ for the repulsive interactions.

The multi-moduli integral is given by

$$\frac{[\text{III} \bar{I}]}{e^{2i\theta \xi^4}} = \int_0^\infty dR_1 dR_2 dR_3 \exp \left[ -\frac{2}{g^2} e^{-R_1} - \frac{2}{\tilde{g}^2} e^{-R_2} - \frac{2}{-\tilde{g}^2} e^{-R_3} - \epsilon (R_1 + R_2 + R_3) \right].$$

(50)

Here we have three orderings of the multi-integral, distinguished by the ordering of $dR_3$ (attractive interaction) relative to $dR_1, dR_2$. We denote the results $G_1(g^2), G_2(g^2),$ and $G_3(g^2)$ as the first, the second, and the third integral, respectively. Referring the calculations given in Appendix A, we just show the result

$$G_1(g^2) = -\frac{8}{3} \left( \gamma + \log \frac{2}{g^2} \right)^3 + \frac{7}{6} \pi^2 \left( \gamma + \log \frac{2}{g^2} \right) + \frac{1}{6} \psi^{(2)}(1) = 4i\pi \left( \gamma + \log \frac{2}{g^2} \right)^2,$$

$$G_2(g^2) = -\frac{8}{3} \left( \gamma + \log \frac{2}{g^2} \right)^3 + \frac{1}{6} \pi^2 \left( \gamma + \log \frac{2}{g^2} \right) + \frac{1}{6} \psi^{(2)}(1) = i\pi \left[ \frac{5}{2} \left( \gamma + \log \frac{2}{g^2} \right)^2 + \frac{\pi^2}{12} \right],$$

$$G_3(g^2) = -\frac{8}{3} \left( \gamma + \log \frac{2}{g^2} \right)^3 - \frac{1}{3} \pi^2 \left( \gamma + \log \frac{2}{g^2} \right) + \frac{1}{6} \psi^{(2)}(1) = i\pi \left[ \frac{3}{2} \left( \gamma + \log \frac{2}{g^2} \right)^2 + \frac{\pi^2}{12} \right].$$

(51)
We obtain the amplitude of $\{III\}$ as the average of $G_1(g^2)$, $G_2(g^2)$ and $G_3(g^2)$,

$$\frac{\langle III \rangle}{e^{2i\theta} \xi^4} = \left( G_1(g^2) + G_2(g^2) + G_3(g^2) \right) / 3$$

$$= -\frac{8}{3} \left( \gamma + \log \frac{2}{g^2} \right)^3 + \frac{1}{3} \pi^2 \left( \gamma + \log \frac{2}{g^2} \right) + \frac{1}{6} \psi^{(2)}(1) \mp i\pi \left[ \frac{8}{3} \left( \gamma + \log \frac{2}{g^2} \right)^2 + \frac{\pi^2}{18} \right].$$

(52)

The amplitude of the second configuration $\{\bar{I}III\}$ is found to give identical result as the above configuration: $\{\bar{I}III\} = [\{III\}]$.

In the third configuration $\{\bar{I}III\}$, the two pairs of adjacent instantons have attractive interactions, while the other is repulsive. We again apply the BZJ prescription only to the attractive pairs, by denoting the couplings as $\bar{g}^2$. The multi-integral is given as

$$\frac{\langle \bar{I}III \rangle}{e^{2i\theta} \xi^4} = \int_0^\infty dR_1 dR_2 dR_3 \exp \left\{ -\frac{2}{g^2} e^{-R_1} - \frac{2}{\bar{g}^2} e^{-R_2} - \frac{2}{g^2} e^{-R_3} - \epsilon (R_1 + R_2 + R_3) \right\}. \quad (53)$$

We have three orderings of the multi-integral, distinguished by the ordering of $dR_1$ (repulsive interaction) relative to $dR_2,dR_3$. We denote the results $G_4(g^2)$, $G_5(g^2)$, and $G_6(g^2)$ as the first, the second, and the third integral, respectively. Referring the calculations given in Appendix A, we just show the result

$$G_4 = -\frac{8}{3} \left( \gamma + \log \frac{2}{g^2} \right)^3 + \frac{7}{6} \pi^2 \left( \gamma + \log \frac{2}{g^2} \right) + \frac{1}{6} \psi^{(2)}(1) \mp i\pi \left[ \frac{4}{3} \left( \gamma + \log \frac{2}{g^2} \right)^2 + \frac{\pi^2}{6} \right],$$

$$G_5 = -\frac{8}{3} \left( \gamma + \log \frac{2}{g^2} \right)^3 + \frac{19}{6} \pi^2 \left( \gamma + \log \frac{2}{g^2} \right) + \frac{1}{6} \psi^{(2)}(1) \mp i\pi \left[ \frac{11}{2} \left( \gamma + \log \frac{2}{g^2} \right)^2 - \frac{5\pi^2}{12} \right],$$

$$G_6 = -\frac{8}{3} \left( \gamma + \log \frac{2}{g^2} \right)^3 + \frac{14}{3} \pi^2 \left( \gamma + \log \frac{2}{g^2} \right) + \frac{1}{6} \psi^{(2)}(1) \mp i\pi \left[ \frac{13}{2} \left( \gamma + \log \frac{2}{g^2} \right)^2 - \frac{11\pi^2}{12} \right].$$

(54)

We obtain the amplitude of $\{\bar{I}I\bar{I}I\}$ as the average of $G_4(g^2)$, $G_5(g^2)$ and $G_6(g^2)$,

$$\frac{\langle \bar{I}I\bar{I}I \rangle}{e^{2i\theta} \xi^4} = \left( G_4(g^2) + G_5(g^2) + G_6(g^2) \right) / 3$$

$$= -\frac{8}{3} \left( \gamma + \log \frac{2}{g^2} \right)^3 + 3\pi^2 \left( \gamma + \log \frac{2}{g^2} \right) + \frac{1}{6} \psi^{(2)}(1) \mp i\pi \left[ \frac{16}{3} \left( \gamma + \log \frac{2}{g^2} \right)^2 - \frac{7\pi^2}{18} \right].$$

(55)

The amplitude of the fourth configuration $\{I\bar{I}\bar{I}\bar{I}\}$ turns out to be identical to the above third configuration: $\{I\bar{I}\bar{I}\bar{I}\} = [\{III\}]$.

The sum of all the four configurations gives

$$\langle I\bar{I}\bar{I}\bar{I} \rangle + \langle \bar{I}III \rangle + \langle I\bar{I}\bar{I}I \rangle + \langle III \rangle \rangle e^{-2i\theta} \xi^{-4}$$

$$= -\frac{32}{3} \left( \gamma + \log \frac{2}{g^2} \right)^3 + \frac{20}{3} \pi^2 \left( \gamma + \log \frac{2}{g^2} \right) + \frac{2}{3} \psi^{(2)}(1) \mp i\pi \left[ 16 \left( \gamma + \log \frac{2}{g^2} \right)^2 - \frac{2\pi^2}{3} \right].$$

(56)
Therefore the contribution of three instantons and one anti-instanton to the energy eigenvalue of the lowest band is given by

\[
\Delta E^{(3,1)}(3_1) = e^{2i\theta} \xi^4 \left[ \frac{32}{3} \left( \gamma + \log \frac{2}{g^2} \right)^3 - \frac{20}{3} \pi^2 \left( \gamma + \log \frac{2}{g^2} \right) - \frac{2}{3} \psi^{(2)}(1) \pm i\pi \left[ 16 \left( \gamma + \log \frac{2}{g^2} \right)^2 - \frac{2\pi^2}{3} \right] \right].
\]

We note that the three anti-instanton and one-instanton contribution is obtained by replacing \( e^{2i\theta} \) by \( e^{-2i\theta} \).

Resurgence implies that the three-instanton and one–anti-instanton amplitude should correspond to the large-order behavior of the perturbation series around the two-instanton saddle point. Using the cancellation between imaginary ambiguities of Borel resummed perturbation series around two-instanton saddle point and of the three-instanton and one–anti-instanton amplitude, the large-order behavior of the perturbation series around the two instanton saddle point can be estimated from the imaginary part of (57) by means of the dispersion relation as

\[
a_k \approx \frac{1}{\pi} \int_0^\infty dg^2 \frac{\text{Im}[\Delta E^{(3,1)}(3_1)e^{-2i\theta}/\xi^2]}{(g^2)^{k+1}} = -\frac{16}{\pi} \int_0^\infty dg^2 \frac{e^{-1/g^2}}{(g^2)^{k+2}} \left( (\gamma + \log 2)^2 - \frac{\pi^2}{24} - 2(\gamma + \log 2) \log(g^2) + \log^2(g^2) \right). \quad (58)
\]

This integral can be performed numerically, and the first few results are \( a_k \sim -48.826, -191.16, -919.05, -5273.0 \) for \( k = 2, 3, 4, 5 \). One should be able to check this large-order behavior, by performing the perturbation around the two-instanton saddle point to high orders.

H. 2 instantons + 2 anti-instantons

The two-instanton and two-anti-instanton amplitudes consist of six types of configurations \([I\bar{I}I\bar{I}], [\bar{I}I\bar{I}I], [I\bar{I}\bar{I}\bar{I}], [\bar{I}I\bar{I}I], [I\bar{I}\bar{I}\bar{I}]\) and \([\bar{I}I\bar{I}I]\), as shown in Fig. 7.

The first one is \([\bar{I}I\bar{I}I]\), where all three adjacent pairs of constituents have attractive interactions. Thus we apply the simple BZJ prescription to all the integration. Since all the orderings of the
FIG. 7: A schematic figure of examples of four-instanton amplitudes ([III], [IIII], [IIII], [III], [III] and [III]). Each horizontal line stands for the vacuum in the sine-Gordon potential.

multi integral have the same contributions, the amplitude can be easily calculated as

\[ [III] \xi^{-4} = \int_0^\infty dR_1 dR_2 dR_3 \exp \left[ -\frac{2}{g^2} (e^{-R_1} + e^{-R_2} + e^{-R_3}) - \epsilon (R_1 + R_2 + R_3) \right] \]

\[ \xrightarrow{|g^2| \ll 1} \left( -\frac{g^2}{2} \right)^\epsilon \Gamma(\epsilon) \left[ \left( -\frac{g^2}{2} \right)^\epsilon \Gamma(\epsilon) \left\{ \left( -\frac{g^2}{2} \right)^\epsilon \Gamma(\epsilon) - \frac{1}{\epsilon} \right\} + \frac{\gamma + \log(2/g^2)}{\epsilon} \right] \]

\[ \xrightarrow{-g^2 \to g^2 e^{i\pi}} -\frac{8}{3} \left( \gamma + \log \frac{2}{g^2} \right)^3 + \frac{23}{3} \pi^2 \left( \gamma + \log \frac{2}{g^2} \right) + \frac{1}{6} \psi^{(2)}(1) \]

\[ + i\pi \left[ 8 \left( \gamma + \log \frac{2}{g^2} \right)^2 - \frac{7\pi^2}{3} \right] + O \left( \frac{1}{\epsilon} \right) + O(\epsilon). \quad (59) \]

The second configuration [III] gives identical result as the first one: [III] = [III].

For the third [III] and fourth configurations [III], the two pairs of interactions are repulsive, but the other pair is attractive. Since these moduli-integrals are the same as that of [III] in
Eq. (52), we obtain
\[
[\bar{\mathcal{II}} \bar{\mathcal{II}}] \xi^{-4} = [\bar{\mathcal{II}} \bar{\mathcal{II}}] \xi^{-4}
\]
\[
= \frac{8}{3} \left( \gamma + \log \frac{2}{g^2} \right)^3 + \frac{1}{3} \pi^2 \left( \gamma + \log \frac{2}{g^2} \right) + \frac{1}{6} \psi'(1) \mp i\pi \left[ \frac{16}{3} \left( \gamma + \log \frac{2}{g^2} \right)^2 - \frac{7\pi^2}{18} \right]. \tag{60}
\]

For the fifth \([\bar{\mathcal{II}} \bar{\mathcal{II}}]\) and the sixth configurations \([\bar{\mathcal{II}} \bar{\mathcal{II}}]\), the two pairs of interactions are attractive, but the other pair is repulsive. Since these moduli-integrals are the same as \([\bar{\mathcal{II}} \bar{\mathcal{II}}]\) in Eq. (55), we obtain
\[
[\bar{\mathcal{II}} \bar{\mathcal{II}}] \xi^{-4} = [\bar{\mathcal{II}} \bar{\mathcal{II}}] \xi^{-4}
\]
\[
= -\frac{8}{3} \left( \gamma + \log \frac{2}{g^2} \right)^3 + 3\pi^2 \left( \gamma + \log \frac{2}{g^2} \right) + \frac{1}{6} \psi'(1) \mp i\pi \left[ \frac{16}{3} \left( \gamma + \log \frac{2}{g^2} \right)^2 - \frac{7\pi^2}{18} \right]. \tag{61}
\]

The sum of all the six configurations gives
\[
([\bar{\mathcal{II}} \bar{\mathcal{II}}] + [\bar{\mathcal{II}} \bar{\mathcal{II}}] + [\bar{\mathcal{II}} \bar{\mathcal{II}}] + [\bar{\mathcal{II}} \bar{\mathcal{II}}] + [\bar{\mathcal{II}} \bar{\mathcal{II}}] + [\bar{\mathcal{II}} \bar{\mathcal{II}}]) \xi^{-4}
\]
\[
= -16 \left( \gamma + \log \frac{2}{g^2} \right)^3 + 22\pi^2 \left( \gamma + \log \frac{2}{g^2} \right) + \psi'(1) \mp i\pi \left[ 32 \left( \gamma + \log \frac{2}{g^2} \right)^2 - \frac{16\pi^2}{3} \right]. \tag{62}
\]

Therefore the contribution of two instantons and two anti-instantons to the energy eigenvalue of the lowest band is given by
\[
\triangle E^{(2,2)}
\]
\[
= \xi^4 \left[ 16 \left( \gamma + \log \frac{2}{g^2} \right)^3 - 22\pi^2 \left( \gamma + \log \frac{2}{g^2} \right) - \psi'(1) \pm i\pi \left[ 32 \left( \gamma + \log \frac{2}{g^2} \right)^2 - \frac{16\pi^2}{3} \right] \right]. \tag{63}
\]

According to the resurgence, the imaginary part of the two-instanton and two anti-instanton amplitudes should cancel the imaginary part of the Borel resummation of the divergent perturbation series. Using the dispersion relation, we can obtain the large-order behavior of the perturbation series corresponding to the two-instanton and two anti-instanton amplitude in Eq. (63)
\[
a_k \approx \frac{1}{\pi} \int_0^\infty dg^2 \frac{\text{Im}[\triangle E^{(2,2)}]}{(g^2)^{k+1}}
\]
\[
= -\frac{32}{\pi^2} \int_0^\infty dg^2 \frac{e^{-2/g^2}}{(g^2)^{k+3}} \left( (\gamma + \log 2)^2 - \frac{\pi^2}{6} - 2(\gamma + \log 2) \log(g^2) + \log^2(g^2) \right). \tag{64}
\]

This integral can be performed numerically, and the first few results are \(a_k \sim -2.4317, -7.0925, -22.797, -82.273\) for \(k = 2, 3, 4, 5\). Because of the factor \(e^{-2/g^2}\) associated
with the four-instanton action \(2/g^2 = 4S_I\), the large-order \((k \gg 1)\) behavior of \(a_k\) in Eq. (64) can be estimated with a constant \(C\) as

\[
a_k = \left(\frac{1}{2}\right)^{k+2} (k+1)! \left[ C + O(\log k/k) \right],
\]

(65)

exhibiting the \((1/2)^{k+2}\) factor besides the factorial growth \(k!\). This large-order behavior corresponds to the singularity of the Borel transform \(B_{\text{pert}}(g^2t)\) at \(t = 2/g^2 = 4S_I\) in the Borel plane

\[
B_{\text{pert}}(g^2t) \approx C \sum_{k=0}^{\infty} \left(\frac{1}{2}\right)^{k+2} (k+1)! \left(\frac{(g^2t)^k}{k!}\right) \rightarrow \frac{C}{(2 - g^2t)^2}.
\]

(66)

This is consistent with the known and expected results in quantum mechanics. We comment that we can also calculate the large-order perturbative behavior around the one-instanton and one–anti-instanton vacuum as

\[
a_k \approx \frac{\pi}{2} \int_0^\infty dg^2 \text{Im}[\Delta E^{(2,2)}(\xi^{-2})/(g^2)^{k+1}].
\]

I. General cases: \(n\) instantons + \(m\) anti-instantons

For general cases with \(n\) instantons and \(m\) anti-instantons, we have \((n+m)C_n\) configurations depending on the arrangement of constituents. We can classify these \((n+m)C_n\) configurations into classes based on how many attractive and repulsive interactions are among the \(n+m-1\) nearest-neighbor interactions. (We can classify them into \(2 \times \min(n,m)\) classes for \(n \neq m\), and \(2n-1\) classes for \(n = m\) with \(n, m \geq 1\).) We use the expression \(N_{k,l}\) as the number of configurations including \(k\) attractive and \(l\) repulsive interactions satisfying \(k + l = n + m - 1\), and show examples of classification for \((n,m) = (3,2)\), \((n,m) = (3,3)\), \((n,m) = (4,4)\) and \((n,m) = (5,5)\) as following,

\[
(3+2)C_3 = N_{4,0} + N_{3,1} + N_{2,2} + N_{1,3}
= 1 + 4 + 3 + 2,
\]

(67)

\[
(3+3)C_3 = N_{5,0} + N_{4,1} + N_{3,2} + N_{2,3} + N_{1,4}
= 2 + 4 + 8 + 4 + 2,
\]

(68)

\[
(4+4)C_4 = N_{7,0} + N_{6,1} + N_{5,2} + N_{4,3} + N_{3,4} + N_{2,5} + N_{1,6}
= 2 + 6 + 18 + 18 + 18 + 6 + 2,
\]

(69)

\[
(5+5)C_5 = N_{9,0} + N_{8,1} + N_{7,2} + N_{6,3} + N_{5,4} + N_{4,5} + N_{3,6} + N_{2,7} + N_{1,8}
= 2 + 8 + 32 + 48 + 72 + 48 + 32 + 8 + 2.
\]

(70)

When calculating the amplitude of each in the \(N_{k,l}\) configurations, we have \((k+l)C_k\) possible orderings of the multi moduli integrals in relation to the subtraction scheme which is described in
After calculating these \((k+l)C_k\) integrals, we average the results and obtain a contribution from one of \(N_{k,l}\) configurations. As such, we calculate each contribution, and by summing up all the integral results, we end up with the semi-classical amplitude of the configuration with \(n\) instantons and \(m\) anti-instantons.

IV. COMPARISON TO UNIFORM-WKB

A. General formalism

A systematic method called the uniform-WKB method has been applied extensively to study quantum mechanics for potentials with degenerate minima, such as the sine-Gordon quantum mechanics \([12, 15]\). In this method, one combines the ansatz in Eq.\((23)\) with a global boundary condition to take account of the other minima than the one to do perturbative computation. This boundary condition enables one to go beyond the ordinary perturbative computation, and obtain all nonperturbative contributions leading to the resurgence. Defining the even \(f_1\) and odd \(f_2\) functions, and the Wronskian \(W\),

\[
f_1(y) = \frac{1}{\sqrt{u'(y)}} \left[ D_\nu(u(y)/g) + D_\nu(-u(y)/g) \right], \tag{71}
\]

\[
f_2(y) = \frac{1}{\sqrt{u'(y)}} \left[ D_\nu(u(y)/g) - D_\nu(-u(y)/g) \right], \tag{72}
\]

\[
W = f_1 f_2' - f_1' f_2 = -\frac{8\pi}{g^2 \Gamma(-\nu)} \sqrt{\frac{\xi}{\pi}}, \tag{73}
\]

the following uniform-WKB boundary condition \([12, 15]\) is imposed at the midpoint \(y = \pi/2\) of the adjacent minima of the sine-Gordon potential

\[
\cos \theta = \frac{1}{W} \left( f_1'(\pi/2)f_2(\pi/2) + f_2'(\pi/2)f_1(\pi/2) \right), \tag{74}
\]

where parameter \(\theta\) is the Bloch angle in Eq.\((3)\) to label the state within the energy band. This boundary condition can be rewritten as

\[
\frac{1}{\Gamma(-\nu)} \left( \frac{2}{g^2} \right)^{-\nu} \pm \frac{i\pi}{2} \left( \frac{2e^{\pm i\pi}}{g^2} \right) \nu \xi^2 H_0^2(\nu, g^2) \Gamma(1 + \nu) = \xi H_0(\nu, g^2) \cos \theta, \tag{75}
\]

where \(\xi\) is the instanton factor with the instanton action \(S_I = \frac{1}{2g^2}\) in Eq.\((15)\)

\[
\xi \equiv \frac{1}{\sqrt{\pi g^2}} \exp \left[ -S_I \right], \tag{76}
\]

The function \(H_0(\nu, g^2)\) describing the perturbative fluctuations around the instanton is defined in terms of hypergeometric functions in Ref.\([15]\). We just show the necessary expression at the zeroth
order of \( g^2 \) \(|g^2| \ll 1\):

\[
H_0(\nu, |g^2| \ll 1) = 2, \quad \frac{dH_0}{d\nu} = 0, \quad \frac{d^2H_0}{d\nu^2} = 0, \ldots \tag{77}
\]

This boundary condition of the uniform-WKB approximation is also derived as the quantization condition in Ref. [59].

Since \( \nu = E - 1/2 \) is the shift of energy eigenvalue \( E \) from the harmonic oscillator ground state energy, the expansion of Eq. (75) up to the \( \xi^4 \) order with respect to \( \nu \) for the energy eigenvalue of the lowest band is

\[
\left[ -\nu Q_0 + \nu^2 Q_1 + \nu^3 Q_2 + \nu^4 Q_3 \right] \\
\pm \frac{i\pi \xi^2}{2} \left[ H_0^2 + \nu(2H_0'H_0'' + H_0^2 Q_1^\pm) + \nu^2(2(H_0')^2 + 2H_0 H_0'' - H_0^2 Q_2^\pm) \right] \\
= \xi \cos \theta \left[ H_0 + \nu H_0' + \nu^2 H_0'' + \nu^3 H_0''' \right] , \tag{78}
\]

with

\[
Q_0 = 1 \\
Q_1^\pm = \gamma + \sigma_\pm \\
Q_2^\pm = -\frac{1}{2}(\gamma + \sigma_\pm)^2 + \frac{\pi^2}{12} \\
Q_3^\pm = \frac{1}{6}(\gamma + \sigma_\pm)^3 - \frac{\pi^2}{12}(\gamma + \sigma_\pm) - \frac{1}{6}\psi(2)(1), \tag{79}
\]

with \( \sigma_\pm = \gamma + \log(2/g^2) \pm \pi \). For \( Q_1 \), \( Q_2 \) and \( Q_3 \), we just replace \( \sigma_\pm \) by \( \sigma = \gamma + \log(2/g^2) \). We iteratively solve the expansion in Eq. (78) in the semi-classical limit \(|g^2| \ll 1, H_0' = H_0'' = 0\), then obtain the expression of \( \nu \) as

\[
\nu = -\xi H_0 \cos \theta \\
+ \xi^2 H_0^2 \left[ Q_1 \cos^2 \theta \pm \frac{i\pi}{2} \right] \\
+ \xi^3 H_0^3 \left[ -(2Q_1^2 + Q_2) \cos^3 \theta + \left( \frac{\pi^2}{2} \mp i\pi \frac{3}{2} Q_1 \right) \cos \theta \right] \\
+ \xi^4 H_0^4 \left[ (5Q_1^3 + 5Q_1 Q_2 + Q_3) \cos^4 \theta \\
+ \left( -2\pi^2 Q_1 \pm i\pi \frac{9}{2} Q_1^2 + Q_2 - \frac{\pi^2}{4} \right) \cos^2 \theta - \left( \frac{\pi^2}{2} Q_1 \pm i\pi \frac{\pi^2}{4} \right) \right] . \tag{80}
\]

For \(|g^2| \ll 1\), the lowest energy level \( E(\nu, g^2) \) is expressed as

\[
E(\nu, |g^2| \ll 1) = \frac{1}{2} + \nu . \tag{81}
\]
B. Uniform-WKB results at each \( \xi \) order

From Eq. (80), we can calculate the contributions from each order of \( \xi \) and \( e^{i\theta} \). The order of \( \xi \) is interpreted as the number of instanton and anti-instanton constituents in the corresponding configurations while the order of \( e^{i\theta} \) is interpreted as the instanton number. In the followings, we show that the coefficients at each order of \( \xi \) and \( e^{i\theta} \) are completely consistent with the contributions derived from the instanton calculations in the previous section.

We first start with the \( \xi^2 \) order, where we have two instanton constituents. In the \( \xi^2 \) order, the terms proportional to \( e^{2i\theta} \) are

\[
\frac{e^{2i\theta} \xi^2 H_0^2}{2^2} \left[ \gamma + \log \frac{2}{g^2} \right].
\]

(82)

It agrees with the contribution from the two-instanton amplitude in Eq. (31). On the other hand, the terms proportional to \( e^{0 \times i\theta} = 1 \) are given by

\[
\frac{\xi^2 H_0^2}{2^2} \times \left[ 2 \left( \gamma + \log \frac{2}{g^2} \right) \pm 2i\pi \right].
\]

(83)

These terms composed of the real and imaginary parts precisely agree with the result of the one-instanton and one–anti-instanton amplitude in Eq. (34).

We next look into the \( \xi^3 \) order. In the \( \xi^3 \) order, the terms with \( e^{3i\theta} \) are

\[
-\frac{e^{3i\theta} \xi^3 H_0^3}{2^3} \left[ \frac{3}{2} \left( \gamma + \log \frac{2}{g^2} \right)^2 + \frac{\pi^2}{12} \right],
\]

(84)

which agree with the contributions from the three-instanton amplitude in Eq. (38). The terms proportional to \( e^{i\theta} \) are given by

\[
-\frac{e^{i\theta} \xi^3 H_0^3}{2^3} \times \frac{9}{2} \left[ \left( \gamma + \log \frac{2}{g^2} \right)^2 - \frac{7\pi^2}{18} \pm \frac{4}{3} i\pi \left( \gamma + \log \frac{2}{g^2} \right) \right] .
\]

(85)

The real and imaginary parts in this result are identical to the results from the two-instanton and one–anti-instanton amplitudes in Eq. (45).

We finally investigate the \( \xi^4 \) order. In this order, the terms proportional to \( e^{4i\theta} \) are given by

\[
\frac{e^{4i\theta} \xi^4 H_0^4}{2^4} \times \frac{8}{3} \left[ \left( \gamma + \log \frac{2}{g^2} \right)^3 + \frac{\pi^2}{8} \left( \gamma + \log \frac{2}{g^2} \right) - \frac{1}{16} \psi(2)(1) \right],
\]

(86)

which agrees with the four-instanton contribution in Eq. (49). Next, the terms with \( e^{2i\theta} \) are

\[
\frac{e^{2i\theta} \xi^4 H_0^4}{2^4} \left[ \frac{32}{3} \left( \gamma + \log \frac{2}{g^2} \right)^3 - \frac{20}{3} \pi^2 \left( \gamma + \log \frac{2}{g^2} \right) - \frac{2}{3} \psi(2)(1) \pm i\pi \left[ 16 \left( \gamma + \log \frac{2}{g^2} \right)^2 - \frac{2\pi^2}{3} \right] \right].
\]

(87)
These terms are the same ones as the contribution obtained from the three-instanton and one-anti-instanton amplitudes in Eq. (57). Finally, the terms proportional to $e^{0 \times i \theta} = 1$ are given by

$$\frac{\xi^4 H_0^4}{24} \left[ 16 \left( \gamma + \log \frac{2}{g^2} \right)^3 - 22\pi^2 \left( \gamma + \log \frac{2}{g^2} \right) - \psi^{(2)}(1) \pm i\pi \left[ 32 \left( \gamma + \log \frac{2}{g^2} \right)^2 - \frac{16\pi^2}{3} \right] \right],$$

which precisely agree with the contribution from two-instanton and two-anti-instanton amplitudes shown in Eq. (63).

V. NEUTRAL BIONS IN THE $\mathbb{C}P^{N-1}$ MODEL ON $\mathbb{R}^1 \times S^1$

In this section, we discuss fractional instantons and neutral bions in the $\mathbb{C}P^{N-1}$ model on $\mathbb{R}^1 \times S^1$ with the $\mathbb{Z}_N$ twisted boundary conditions in comparison to the sine-Gordon quantum mechanics. The $\mathbb{C}P^{N-1}$ model is described in terms of the $N$-component complex field $H$ satisfying the constraint $HH^\dagger = v^2$ with a constant $v^2$, whose euclidean Lagrangian is given by

$$L_{\mathbb{C}P^{N-1}} = \text{Tr} \left[ D_\mu H D_\mu H^\dagger \right], \quad D_\mu = \partial_\mu + iA_\mu, \quad A_\mu = \frac{i}{v^2} \partial_\mu HH^\dagger. \quad (89)$$

The parameter $1/v$ serves as a coupling constant [84] of the $\mathbb{C}P^{N-1}$ model, which is asymptotically free. The BPS solutions are obtained if a complex $N$-component vector $H_0$ called the moduli matrix is holomorphic (independent of $\bar{z}$) [73]

$$H = S^{-1} H_0(z), \quad SS^\dagger = H_0 H_0^\dagger / v^2, \quad (90)$$

whereas the moduli matrix $H_0$ for anti-BPS solutions should be anti-holomorphic ($H_0(\bar{z})$ independent of $z$). Here we have defined the complex coordinate $z \equiv x_1 + ix_2$ with $-\infty < x_1 < \infty, 0 \leq x_2 < L$. The $\mathbb{Z}_N$ symmetric twisted boundary condition can be written as

$$H_0(z + iL) = H_0(z) \text{diag} \left( 1, \exp \left( \frac{2\pi}{N}, \exp \left( \frac{4\pi}{N}, \ldots \exp \left( \frac{2\pi}{N} \right) \right) \right). \quad (91)$$

The moduli matrix for a fractional instanton as a BPS solution is given by

$$H_0^T(z) = \left( 0, \ldots, 0, \lambda e^{i\phi} e^{-2\pi z/(NL)}, 1, 0, \ldots, 0 \right), \quad (92)$$

for which we find the topological charge to be fractional $1/N$ [71,73] (see also subsequent works [74]). This solution can be regarded as a kink connecting two neighboring vacua [75,76], where real parameters $\lambda, \phi$ are their modulus, representing the relative phase $e^{i\phi}$ of the neighboring vacua and the position of the kink at $x_1 = \frac{NL}{2\pi} \log \lambda$. The action and topological charge densities of the
single fractional instanton solution has no dependence on the coordinate $x_2$ of the compactified dimension, thus at the first glance the situation seems quite similar to that of the (euclidean) quantum mechanics with the periodic potential, namely the sine-Gordon quantum mechanics.

To clarify the similarities and differences with the sine-Gordon quantum mechanics, we consider a small compactification length limit ($L \to 0$) of the two-dimensional $\mathbb{C}P^{N-1}$ model. Let us first take the $\mathbb{C}P^1$ model for simplicity. By a stereographic projection, we can parametrize $\mathbb{C}P^1 = S^2$ target space in terms of two fields $\Theta(x_1, x_2)$ and $\Phi(x_1, x_2)$ corresponding to the zenith and azimuth angles of $S^2$

$$H(x_1, x_2) = v \left( \cos \frac{\Theta(x_1, x_2)}{2} e^{i \frac{\Phi(x_1, x_2)}{2}}, \sin \frac{\Theta(x_1, x_2)}{2} e^{-i \frac{\Phi(x_1, x_2)}{2}} \right).$$

(93)

One should note that only the ratio of the first and second components $H_1/H_2$ is needed to parametrize $S^2$ as the inhomogeneous coordinate of the $\mathbb{C}P^1$ field space

$$\frac{H_1(x_1, x_2)}{H_2(x_1, x_2)} = \cot \left( \frac{\Theta(x_1, x_2)}{2} \right) e^{i \Phi(x_1, x_2)}.$$  

(94)

Choosing $N = 2$ in Eq.(89), the Lagrangian of the two-dimensional $\mathbb{C}P^1$ model can be rewritten in terms of $\Theta(x_1, x_2)$ and $\Phi(x_1, x_2)$

$$\mathcal{L}_{\mathbb{C}P^1} = \frac{v^2}{4} \left[ (\partial_\mu \Theta)^2 + (\sin \Theta)^2 (\partial_\mu \Phi)^2 \right].$$

(95)

The Scherk-Schwarz dimensional reduction assumes the following ansatz of a particular $x_2$ dependence for the fields

$$\Theta(x_1, x_2) = \Theta(x_1), \quad \Phi(x_1, x_2) = \phi - \kappa x_2,$$

(96)

with constants $\phi, \kappa$. One should note that we have restricted $\Theta$ to $x_2$ independent field and ignored the fluctuation of field $\Phi$. By inserting the ansatz [96] and integrating over $x_2$, we obtain the euclidean action $S$ as an integral of the euclidean Lagrangian $L$ over the euclidean time $t$ as

$$S = \int dx_1 \int_0^L dx_2 L_{\mathbb{C}P^1} = \int dx_1 \frac{L v^2 \kappa^2}{4} \left[ \left( \frac{1}{\kappa} \frac{d \Theta}{dx_1} \right)^2 + (\sin \Theta)^2 \right] = \int dt L.$$  

(97)

We notice that the euclidean Lagrangian $L$ is identical to that of the sine-Gordon quantum mechanics in Eq.(11) with the identification $y = \Theta$, $t = \kappa x_1$, and the sine-Gordon coupling $g$ as

$$g = \frac{1}{v \sqrt{2 \kappa \lambda}}.$$  

(98)

Since the $\mathbb{Z}_N$-twisted boundary condition ($N = 2$ for $\mathbb{C}P^1$ model) requires

$$\kappa = \frac{2 \pi}{LN},$$

(99)
we finally find the coupling of the sine-Gordon quantum mechanics \( g \) in terms of the parameters of the \( \mathbb{C}P^{N-1} \) model

\[
g = \frac{1}{2v} \sqrt{\frac{N}{\pi}},
\]

which is independent of the compactification scale \( L \). In Fig. 8 we show how the sine-Gordon model is embedded into the \( \mathbb{C}P^1 \) model. The target space of the \( \mathbb{C}P^1 \) model is \( \mathbb{C}P^1 \simeq S^2 \) in which the \( S^1 \) as a great circle of \( S^2 \) is the target space of the sine-Gordon model. The two fixed points of the action of the twisted boundary conditions, the north and south poles denoted by \( N \) and \( S \), respectively, corresponding to \( \Theta = 0 \) and \( \pi \) (modulo \( 2\pi \)) in the Lagrangian in Eq. (97), are two vacua in the reduced sine-Gordon model (see Fig. 8):

\[
N : \quad \Theta = 0 \mod 2\pi, \\
S : \quad \Theta = \pi \mod 2\pi.
\]

\[\Phi(x_1, x_2) = \phi - \frac{\pi x_2}{L}, \quad \Theta(x_1, x_2) = 2 \arctan \left( e^{\frac{\pi}{L} (x_1 - \frac{1}{2} \log \lambda)} \right).\]

**FIG. 8**: The embedding of the sine-Gordon model into the \( \mathbb{C}P^1 \) model. The great circle \( S^1 \) denotes the target space of the sine-Gordon model. \( N \) and \( S \) are two vacua \( \Theta = 0 \) and \( \Theta = \pi \mod 2\pi \) of the sine-Gordon model.

To see the correspondence between instantons in the \( \mathbb{C}P^1 \) model and reduced sine-Gordon model, let us first examine the BPS one-instanton solution in Eq. (92), whose inhomogeneous coordinate is given as

\[
\frac{H_1}{H_2} = \frac{H_{0,1}}{H_{0,2}} = \lambda e^{i\phi} e^{-\frac{\pi x_1}{L}} = \lambda e^{-\frac{\pi x_1}{L} + i(\phi - \frac{\pi x_2}{L})},
\]

\[\Phi(x_1, x_2) = \phi - \frac{\pi x_2}{L}, \quad \Theta(x_1, x_2) = 2 \arctan \left( e^{\frac{\pi}{L} (x_1 - \frac{1}{2} \log \lambda)} \right).\]
We see that this solution is consistent with the assumption of the Scherk-Schwarz reduction in Eq. (96) with Eq. (99). This solution gives the vertical path starting from \( N \) at \( x_1 = -\infty \) and reaching \( S \) at \( x_1 = \infty \) with \( \Phi = 0 \) when \( x_2 = 0 \). With varying from \( x_2 = 0 \) to \( x_2 = L \), this vertical path revolves in \( \Phi \) to end up at \( x_2 = L \) with another vertical path connecting \( N \) (at \( x_1 = -\infty \)) to \( S \) (at \( x_1 = \infty \)) with \( \Phi = \pi \). Thus the paths sweep precisely half of \( S^2 \), as illustrated in Fig. 9. The solution \( \Theta \) in Eq. (103) is identical to the single instanton solution of the sine-Gordon quantum mechanics in Eq. (13). Therefore the fractional instanton solution of the \( CP^1 \) model is captured correctly by the sine-Gordon quantum mechanics as the instanton solution. The second homotopy group \( \pi_2 \) for the \( CP^1 \) fractional instanton is \( 1/2 \), while the first homotopy group \( \pi_1 \) for the reduced sine-Gordon model is also \( 1/2 \) because it corresponds to a half orbit of the great circle.

![Fractional instanton configuration on \( S^2 \)](image)

**FIG. 9:** Fractional instanton configuration on \( S^2 \) in the reduced quantum mechanics is depicted. It corresponds to a single line from the north to the south pole which is rotated over the half of \( S^2 \) homogeneously. The figure depicts the rotation of the line around the half sphere. The red arrows denote paths depending on \( x_2 \) with a constant \( x_1 \), while the blue arrows denote the \( x_1 \) dependence of such paths.

In Fig. 10 we classify how all possible (anti-)instanton configurations in the reduced sine-Gordon model correspond to the fractional instantons in the original \( CP^1 \) model. As shown in Eqs. (16) and (17), a sine-Gordon soliton connecting from a vacuum labeled by even \( n \) to a vacuum labeled by odd \( n \) is BPS while that from odd \( n \) to even \( n \) is anti-BPS. When the sine-Gordon quantum mechanics is embedded into the \( CP^1 \) model, a soliton from \( N \) to \( S \) on \( S^2 \) is BPS while that from \( S \) to \( N \) is anti-BPS, consistent with BPS and anti-BPS kinks in the \( CP^1 \) model. In other words, configurations with positive values of the second homotopy class \( \pi_2 \) are BPS while those with negative values are anti-BPS both in the \( CP^1 \) model and reduced sine-Gordon model. Thus, (a)
and (d) in Fig. 10 are BPS while (b) and (c) are anti-BPS.

\[
\begin{array}{cccc}
\pi_1 & +1/2 & -1/2 & +1/2 \\
\pi_2 & +1/2 & -1/2 & -1/2 \\
\end{array}
\]

(a) (b) (c) (d)

**Fig. 10:** Fractional (anti-)instanton configurations in the reduced quantum mechanics is depicted on the $S^2$ target space of the $\mathbb{C}P^1$ model. The first and second homotopy groups for instantons in the sine-Gordon model and $\mathbb{C}P^1$ model are shown. Configurations with positive values of the second homotopy class $\pi_2$ are BPS while those with negative values are anti-BPS both in the $\mathbb{C}P^1$ model and reduced sine-Gordon model. Thus, (a) and (d) are BPS while (b) and (c) are anti-BPS.

Here we point out that the BPS solution of two fractional-instantons in the $\mathbb{C}P^1$ model cannot be described in the reduced sine-Gordon model. The BPS solution of two fractional-instantons, which contains the ordinary one-instanton BPS solution ($Q = 1$) in the limit of small separation of two fractional instantons is given by

\[
H^{II}_0(z) = \left( \lambda_1 e^{i\phi_1} e^{-\frac{\pi x_1}{L}} + \lambda_2 e^{i\phi_2} e^{\frac{\pi x_2}{L}}, 1 \right).
\]

This is a composite of (a) and (d) in Fig. 10. The inhomogeneous coordinate of $\mathbb{C}P^1$ now reads

\[
\frac{H^{II}_1}{H^{II}_2} = \frac{H^{II}_{0,1}}{H^{II}_{0,2}} = \lambda_1 e^{-\frac{\pi x_1}{L}} e^{i(\phi_1 - \frac{\pi x_2}{L})} + \lambda_2 e^{\frac{\pi x_1}{L}} e^{i(\phi_2 + \frac{\pi x_2}{L})},
\]

which cannot satisfy the assumption (96) of the Scherk-Schwarz reduction. This is because in the reduced sine-Gordon model a configuration starting from $N$ and ending at $S$ [(a) in Fig. 10] cannot be connected to another configuration starting from $N$ and ending at $S$ [(d) in Fig. 10]. The former can be connected only to a configuration starting from $S$ and ending at $N$. Therefore the BPS two fractional instanton solution cannot be described by the sine-Gordon quantum mechanics even in the limit of small $L$. More generally, all the BPS multi-fractional-instanton solutions are
inconsistent with the Scherk-Schwarz reduction and hence the sine-Gordon quantum mechanics fails to capture them. This is consistent with the fact that configurations containing \(n\)-instantons \((n \geq 2)\) are always non-BPS in the sine-Gordon quantum mechanics.

\[ s(x_1, x_2) \]

Next let us consider the non-BPS configuration of neutral bion, which is a composite of a fractional instanton and a fractional anti-instanton as depicted in Fig. 11. We can write down an Ansatz for the moduli matrix \(H_0\)

\[
H_0^{TT}(z, \bar{z}) = \left( \lambda_1 e^{i\phi_1} e^{-\frac{\pi x_1}{L}} + \lambda_2 e^{i\phi_2} e^{\frac{\pi x_1}{L}}, 1 \right),
\]

which is guaranteed to become an exact solution of the field equation in the limit of large separation \((-\frac{1}{\pi} \log(\lambda_1 \lambda_2) \to \infty)\) between constituents. The inhomogeneous coordinate of \(\mathbb{C}P^1\) now reads

\[
\frac{H_0^{TT}}{H_0^{T\bar{T}}} = \frac{H_0^{TT}}{H_0^{T\bar{T}}} = \left( \lambda_1 e^{-\frac{\pi x_1}{L}} + \lambda_2 e^{\frac{\pi x_1}{L}} e^{i(\phi_2-\phi_1)} \right) e^{i(\phi_1 - \frac{\pi x_2}{L})},
\]

which satisfy the assumption of the Scherk-Schwarz reduction if and only if \(e^{i(\phi_2-\phi_1)} = \pm 1\).

In that case, we obtain the angular coordinate fields of \(S^2\) as

\[
\Phi(x_1, x_2) = \phi_1 - \frac{\pi x_2}{L}, \quad \cot \theta(x_1, x_2) = \lambda_1 e^{-\frac{\pi x_1}{L}} + \lambda_2 e^{\frac{\pi x_1}{L}}.
\]

This configuration starts from N at \(x_1 = -\infty\). For the upper sign, it goes through S at \(x_1 = -\frac{1}{\pi} \log(\lambda_1 \lambda_2)\) and reaches to N with \(\Theta = 2\pi\) at \(x_1 = \infty\), namely it winds once around the
great circle. The configuration represents the double instanton configuration of the sine-Gordon quantum mechanics as shown in Fig.1. For the lower sign, the configuration returns back to N with \( \Theta = 0 \) at \( x_1 = \infty \) approaching but never reaching S at any point in \( -\infty < x_1 < \infty \). This clearly represents the instanton and anti-instanton configuration \([I\bar{I}]\) of the sine-Gordon quantum mechanics, as shown in the left panel of Fig. 2. The sine-Gordon quantum mechanics captures only field configurations that can cover the (part of) \( S^2 \) in the following specific fashion: When \( x_1 \) is varied with fixed \( x_2 \), \( \Theta \) goes along the great circle (namely fixed \( \Phi \)), whereas \( x_2 \) variation with fixed \( x_1 \) makes a rotation of \( \Phi \) with the constant velocity by an amount \( \pi \) at fixed \( \Theta \). The first homotopy group \( \pi_1 \) for the sine-Gordon model is one for the upper sign and zero for the lower sign, but the second homotopy group \( \pi_2 \) for the \( \mathbb{C}P^1 \) model is zero for the both cases. In Fig. 12, we show the instanton–anti-instanton and instanton-instanton configurations in the sine-Gordon quantum mechanics corresponding to \( e^{i(\phi_2-\phi_1)} = \mp 1 \) in Eq. (107), and how the corresponding configuration of the \( \mathbb{C}P^1 \) model in Eq. (108) cover the sphere \( S^2 \). Here, each of fractional instanton again corresponds to the line between the north and south poles sweeping around the half sphere.

On the other hand, generic configurations of the neutral bion of the \( \mathbb{C}P^1 \) model in Eq. (107) exhibit complicated ways of covering (part of) \( S^2 \) in terms of \( \Theta, \Phi \). In terms of the \( H(x_1, x_2) \) field, however, they are quite similar to those special configurations with \( e^{i(\phi_2-\phi_1)} = \mp 1 \) describable by the sine-Gordon quantum mechanics except for an important new feature: they have the relative phase \( e^{i(\phi_2-\phi_1)} \) between fractional instanton and anti-instanton as an additional moduli of the neutral bion configuration. This relative phase moduli introduces a striking physical effect into interactions between fractional instanton and anti-instanton constituents even in the limit of \( L \to 0 \), as we see immediately.

The absence of the relative phase moduli between the instanton constituents in the bion configuration is a crucial drawback of the sine-Gordon quantum mechanical description. To clarify how crucial it is, we discuss the neutral bion configuration in the \( \mathbb{C}P^{N-1} \) model on \( \mathbb{R}^1 \times S^1 \) with the \( \mathbb{Z}_N \) twisted boundary conditions. Generalizing Eq. (106) in the \( \mathbb{C}P^1 \) model, the neutral bion configuration with the relative phase moduli between the two constituents is given by

\[
H_0^{I\bar{I}} = \left( \lambda_1 e^{-\frac{2\pi}{NL}z} + e^{i\phi} \lambda_2 e^{\frac{2\pi}{NL}z}, 1, 0, ..., 0 \right),
\]

(109)

where \( \lambda_1, \lambda_2 \) are real parameters corresponding to positions of constituent fractional instanton and fractional anti-instanton, and \( \phi \) is the relative phase. Here, the separation between the fractional instanton and anti-instanton is given by \( R = -(NL/2\pi) \log \lambda_1 \lambda_2 \). We study the interaction potential as a function of separation \( R \) of constituents for the fixed relative phase \( \phi \). As we vary
FIG. 12: One fractional instanton and anti-instanton (left) and two fractional instantons (right) in the $\mathbb{C}P^1$ model are depicted.

This relative phase $\phi$ from 0 to $2\pi$, we find that the interaction between the instanton and anti-instanton constituents is attractive for $0 \leq \phi < \pi/2$ and $3\pi/2 < \phi \leq 2\pi$, whereas it is repulsive for $\pi/2 < \phi < 3\pi/2$. We compare the energy density for various relative phases in Fig. 13. The interaction potential between fractional instanton and fractional anti-instanton is derived by both numerically \cite{19} and analytically as

$$V[R] = -4\kappa L v^2 \cos \phi \exp(-\kappa R),$$

(110)

where we note $\kappa = 2\pi/(NL)$ and the coupling of $\mathbb{C}P^{N-1}$ model is denoted as $1/v$. We here follow the definition in our previous work \cite{19}: Our coupling $1/v$ is related to the coupling $g_{DU}$ adopted in \cite{9} as $v^2 = 2/g_{DU}^2$. We note that the corresponding configuration in the sine-Gordon quantum mechanics has no relative phase moduli and the interaction potential between the instanton and anti-instanton constituents is given by Eq. (26) with the minus sign (attraction). Therefore the neutral bion contribution in the $\mathbb{C}P^{N-1}$ model cannot be calculated in the reduced quantum mechanics correctly.

The neutral bion amplitude has been computed previously by ignoring the relative phase moduli
FIG. 13: The euclidean action density \( s(x_1, x_2) \) of neutral bion configurations for \( \lambda_1 = 1/2, \lambda_2 = 1/2 \) are shown for several values of relative phase moduli \( \phi : \phi = 0 \) (left), \( \pi/2 \) (center) and \( \pi \) (right). The total action increases as the relative phase \( \phi \) is varied from 0 to \( \pi \), while configurations in a far-separated situation are almost the same for the three cases. The attractive force decreases in the region from \( \phi = 0 \) to \( \phi = \pi/2 \), then becomes repulsive for \( \pi/2 < \phi < \pi \).

\( (\phi = 0) \). The result can be given in terms of the dimensionless separation variable \( \tau = \kappa R \) [9, 22]

\[
[B_{ii}]^{\phi=0} = Ce^{-2S_I/N}I(v^2),
\]

\[
I(v^2) = \int_0^\infty d\tau \exp \left( 4\kappa L v^2 e^{-\tau} - \epsilon \tau \right) = \int_0^\infty d\tau \exp \left( \frac{8\pi v^2}{N} e^{-\tau} - \epsilon \tau \right) = - \left( \gamma + \log \left( \frac{8\pi v^2}{N} \right) \right) \mp i\pi,
\]

(111)

where \( S_I = 2\pi v^2 \) is the instanton action and \( C \) denotes the numerical coefficient when the relative phase moduli is ignored (\( \phi = 0 \)). Based on the interaction potential we obtained in Eq. (110), we find that the corrected contributions of the neutral bion is given by taking account of the relative phase moduli as

\[
[B_{ii}] = Ce^{-2S_I/N} \int_0^{2\pi} d\phi I(v^2 \cos \phi).
\]

(112)

Since the moduli integrals for [0, \( \pi \)] and [\( \pi, 2\pi \)] are identical, we will double the result for [0, \( \pi \)].

We apply the BZJ prescription to the integral in the case of the attractive interaction for [0, \( \pi/2 \)], while we simply perform the integral for the repulsive case [\( \pi/2, \pi \)]. Using Eqs. (29) and (32), we obtain

\[
\int_0^{2\pi} d\phi I(v^2 \cos \phi) = 2 \left[ \int_0^{\pi/2} d\phi \left\{ - \left( \gamma + \log \left( \frac{8\pi v^2}{N} \cos \phi \right) \right) \mp i\pi \right\} + \int_{\pi/2}^{\pi} d\phi \left\{ - \left( \gamma + \log \left( \frac{-8\pi v^2}{N} \cos \phi \right) \right) \right\} \right] = -2\pi \left( \gamma + \log \left( \frac{4\pi v^2}{N} \right) \right) \mp i\pi^2.
\]

(113)
Thus we obtain the neutral bion contribution as

$$[B_{ii}] = C e^{-\frac{2\pi i}{N}} \left[ -2\pi \left( \gamma + \log \left( \frac{4\pi v^2}{N} \right) \right) \mp i\pi^2 \right],$$  \hspace{1cm} (114)

in contrast to the result in Eq. (111) where the relative phase is ignored. We have obtained quantitative corrections to that in Ref. [9], by taking account of the effects of the integral of the relative phase moduli. To establish the absolute magnitude of the instanton contribution definitely, it is desirable to examine the one-loop determinant around the fractional instanton and anti-instanton background for the two-dimensional $\mathbb{C}P^{N-1}$ model which has an explicit (weak) dependence on $x_2$. We consider these as future works.

Before closing this section, we note an alternative possibility to relate the sine-Gordon quantum mechanics and the $\mathbb{C}P^{N-1}$ model without compactification. Even if the compactification length is nonzero, the $\mathbb{C}P^1$ model can be deformed so as to produce the sine-Gordon instanton solutions. To clarify this point, we move to the $O(3)$ non-linear sigma model equivalent to the $\mathbb{C}P^1$ model. In this model, we have three real scalar fields $n_1, n_2, n_3$ subjected by the constraint $(n_1)^2 + (n_2)^2 + (n_3)^2 = 1$. We introduce the two potential terms $V_1 = m^2(1 - n_3^2)$ and $V_2 = -\Delta m^2 n_1$, with a mass hierarchy $\Delta m^2 \ll m^2$. For the parameter region $\Delta m^2 \sim 0$, the potential $V_1$ admits two discrete vacua $n_3 = \pm 1$ and a $\mathbb{C}P^1$ domain wall solution interpolating these two vacua with the width $m^{-1}$. Let us place it perpendicularly to the $x_2$ direction. With a small $\Delta m^2(\neq 0) \ll m^2$, the above vacua are shifted and the domain wall is deformed accordingly. In this case, the sine-Gordon model is induced on the $\mathbb{C}P^1$ domain wall as the effective theory. Then, an $O(3)$ ($\mathbb{C}P^1$) instanton is restricted to the $\mathbb{C}P^1$ domain wall and becomes a sine-Gordon instanton with the width $\Delta m^{-1}$ (in the $x_1$ direction), in the domain wall effective theory. This setting gives a precise relation between the $\mathbb{C}P^1$ model and the sine-Gordon quantum mechanics. By sending $m, \Delta m$ to zero, we may be able to investigate how the contribution of the relative complex phase disappears in the reduction process from the $\mathbb{C}P^1$ model to the sine-Gordon quantum mechanics. In the case of the $\mathbb{C}P^{N-1}$ model, multiple $N - 1$ parallel domain walls in it play the role to connect the $\mathbb{C}P^{N-1}$ model instantons and instantons in a sine-Gordon-like model.

VI. SUMMARY AND DISCUSSION

In this paper we have calculated multi-instanton contributions in the quantum mechanics with the sine-Gordon potential by integrating out separation moduli parameters between instantons and anti-instantons in the semi-classical limit ($|g^2| \ll 1$). We have adopted an extended Bogomolnyi-
Zinn-Justin prescription for multi-instanton configurations and the step-by-step subtraction scheme for divergent parts. We show that the imaginary parts of the multi-instanton amplitudes cancel those arising from the Borel resummation of the large-order perturbation series. We verify that our results completely agree with those based on the uniform-WKB calculations up to a four-instanton order. We have also shown that the neutral bion amplitude in $\mathbb{C}P^{N-1}$ model based on the potential including the relative phase moduli parameter gives corrections to the results obtained in the sine-Gordon quantum mechanics.

Our main results, that the multi-instanton amplitudes in the sine-Gordon quantum mechanics are consistent with the large-order behavior of the perturbative calculations, and are completely reproduced by the uniform-WKB boundary conditions, strongly indicate the following facts: the uniform-WKB boundary condition provides the correct link between the perturbation series around the perturbative vacuum and non-perturbative instanton effects, and furthermore the perturbative calculation knows non-perturbative aspects of the quantum system in the first place. We can take the result as an evidence at least in the quantum mechanics, in favor of the resurgence conjecture, which gives an unambiguous and self-consistent definition of the quantum theory.

As for the neutral bion in the $\mathbb{C}P^{N-1}$ model on $\mathbb{R}^1 \times S^1$, we have calculated, for the first time, the neutral bion amplitude beyond the sine-Gordon quantum mechanics, with the moduli integral of the relative phase parameter, which does not exist in the sine-Gordon quantum mechanics. As a future study, we will perform perturbative calculations and multi-instanton calculations in the $\mathbb{C}P^{N-1}$ model with keeping the compactified-direction dependence, then we may be able to show that its large-order behavior of the perturbations originates in the imaginary part of the neutral-bion and bion-molecule amplitude at the field theory level.

We here make a comment on the relation of the configuration Eq. (109) to the Lefschetz thimble. In the recent attempt to perform the path integral in the extended theory, one complexifies the coupling constant (arg$[g^2] \neq 0$) and the field variables, then the standard path integral can be replaced by the integral along the steepest descent curves in the complex configuration space, or Lefschetz thimbles with the imaginary part of the action being constant Im$[S] = \text{const.}$. In terms of this method, the configuration Eq. (109) corresponds to the special thimble for arg$[g^2] = 0$, called the Stokes line, where the two critical points, in which fractional instantons are infinitely-separated or completely compressed, are directly connected by the configuration. Although, for a general case arg$[g^2] \neq 0$, the two critical points should belong to two different Lefschetz thimbles, our study on the Stokes line arg$[g^2] = 0$ could be a good starting point for investigating the general Lefschetz thimbles. Part of future work will be devoted to this study. We also note that the relation of
Lefschetz thimbles and the topologically neutral configurations has been investigated in terms of the hidden topological angles in Ref. [17]. We also comment that the cancellation of imaginary ambiguities in the sine-Gordon quantum mechanics, or the resurgent structure in the system, can be understood as a special case of the generic resummation structure, called “median resummation” [40]. It is expected that this resummation is applicable to any quantum theories including quantum mechanics and field theory. Thus, we consider that it is intriguing to study the application of the median resummation to the sine-Gordon quantum mechanics and verify its structure as a future work.
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Appendix A: Calculation of $G_i$ ($i = 1, ..., 6$)

In this appendix we show the details of calculation of the functions $G_i(g^2)$ ($i = 1, 2, 3, 4, 5, 6$). The functions $G_1, G_2, G_3$ are based on the three subtraction patterns of the integral in Eq. [50]. They are given by

$$G_1(g^2) \xrightarrow{|g^2|, |\tilde{g}^2| \ll 1} \left( \frac{g^2}{2} \right)^\epsilon \Gamma(\epsilon) \left[ \left( \frac{g^2}{2} \right)^\epsilon \Gamma(\epsilon) \left[ \left( -\tilde{g}^2 \right)^\epsilon \Gamma(\epsilon) - \frac{1}{\epsilon} \right] + \frac{\gamma + \log(2/(-\tilde{g}^2))}{\epsilon} \right]$$

$$-\frac{-\tilde{g}^2 = \tilde{g}^2 e^{i\pi}}{g^2} \xrightarrow{\epsilon} -\frac{8}{3} \left( \gamma + \log \frac{2}{g^2} \right)^3 + \frac{7}{6} \pi^2 \left( \gamma + \log \frac{2}{g^2} \right) + \frac{1}{6} \psi^{(2)}(1)$$

$$\mp 4i\pi \left( \gamma + \log \frac{2}{g^2} \right)^2 + O \left( \frac{1}{\epsilon} \right) + O(\epsilon), \quad (A1)$$
The functions $G_4, G_5, G_6$ are based on the three patterns of subtraction in the integral Eq. (53).

They are given by

$$G_4(g^2) \mid g^2, |\bar{g}^2| \ll 1 \quad \frac{g^2}{2} \Gamma(\epsilon) \left[ \left( -\frac{g^2}{2} \right)^\epsilon \Gamma(\epsilon) \left( \frac{g^2}{2} \right)^\epsilon \Gamma(\epsilon) - \frac{1}{\epsilon} \right] + \frac{\gamma + \log(2/g^2)}{\epsilon}$$

$$-\frac{g^2}{2} = \frac{\bar{g}^2}{2} + \pi i\epsilon$$

$$-\frac{g^2}{2} = \frac{\bar{g}^2}{2} + \pi i\epsilon$$

$$= \frac{1}{6} \left[ \frac{1}{3} \left( \gamma + \log \frac{2}{g^2} \right)^3 + \frac{19}{6} \pi^2 \left( \gamma + \log \frac{2}{g^2} \right) + \frac{1}{6} \psi(2)(1) 
+ i\pi \left[ \frac{11}{2} \left( \gamma + \log \frac{2}{g^2} \right)^2 - \frac{5\pi^2}{12} \right] + O \left( \frac{1}{\epsilon} \right) + O(\epsilon),$$

(A4)

$$G_5(g^2) \mid g^2, |\bar{g}^2| \ll 1 \quad \frac{g^2}{2} \Gamma(\epsilon) \left[ \left( -\frac{g^2}{2} \right)^\epsilon \Gamma(\epsilon) \left( \frac{g^2}{2} \right)^\epsilon \Gamma(\epsilon) - \frac{1}{\epsilon} \right] + \frac{\gamma + \log(2/(\bar{g}^2))}{\epsilon}$$

$$-\frac{g^2}{2} = \frac{\bar{g}^2}{2} + \pi i\epsilon$$

$$-\frac{g^2}{2} = \frac{\bar{g}^2}{2} + \pi i\epsilon$$

$$= \frac{1}{6} \left[ \frac{1}{3} \left( \gamma + \log \frac{2}{g^2} \right)^3 + \frac{14}{3} \pi^2 \left( \gamma + \log \frac{2}{g^2} \right) + \frac{1}{6} \psi(2)(1) 
+ i\pi \left[ \frac{13}{2} \left( \gamma + \log \frac{2}{g^2} \right)^2 - \frac{11\pi^2}{12} \right] + O \left( \frac{1}{\epsilon} \right) + O(\epsilon).$$

(A5)
In the final expressions, we implicitly return $\tilde{g}^2$ to $g^2$.
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