MODULI OF NODAL SEXTIC CURVES VIA PERIODS OF $K3$ SURFACES
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Abstract. In this paper we study the moduli spaces of nodal sextic curves. We realize each irreducible component of the GIT space of sextic curves with given number of nodes as an open subspace of type IV arithmetic quotients. We then focus on the compactifications of the moduli spaces, one side is the geometric (GIT) compactifications, the other side is the Hodge theoretic compactifications such as Looijenga compactifications and Baily-Borel compactifications. The main result is the isomorphism between GIT and Looijenga compactifications. Some examples are closely related to del Pezzo surfaces. We also extend our results to moduli of nodal sextic curves with specified symmetry.

1. Introduction

The study of moduli spaces of nodal plane curves has a long history tracing back to Severi [Sev68]. He proved the smoothness and counted the dimension of the moduli space of nodal curves with given degree and number of nodes. (He also asserted the connectedness of the moduli of irreducible nodal plane curves with fixed degree and number of nodes, which was proved by Harris [Har86].)

In this paper we focus on sextic curves. The double cover of $\mathbb{P}^2$ branched along a smooth plane sextic is a $K3$ surface of degree 2 and a generic $K3$ surface of degree 2 arises this way. Consequently the period map of $K3$ surfaces gives rise to an open embedding from the GIT moduli of smooth sextic curves to an arithmetic quotient of type IV domain of dimension 19. An important problem related to this construction is the compactification of the moduli spaces. On one side, we can obtain a geometric (GIT) compactification parametrizing certain singular curves. On the other side, we have a Hodge theoretical (Baily-Borel, or toroidal) compactification describing the degenerations of Hodge structures. A natural question is the comparison between the two different approaches of compactifications. The remarkable work by Shah [Sha80] realizes the GIT compactification as an explicit modification of the Baily-Borel compactification. This construction fits into a more general framework developed by Looijenga [Loo03a, Loo03b], which we explain below.

The period map extends to a morphism from the moduli space of plane sextic curves with at worst ADE singularities to the arithmetic quotient, with image the complement of an irreducible divisor which is the quotient of a hyperplane arrangement $\mathcal{H}_\infty$ in the type IV domain (see theorem 2.1). Looijenga [Loo03a, Loo03b] has developed a machinery for compactifications of arithmetic quotients of arrangement complements in complex hyperbolic balls or type IV domains. Notice that these are the only irreducible Hermitian symmetric domains which have totally geodesic hypersurfaces. There are two steps in Looijenga compactification. First step is a partial blowup of the boundary components of Baily-Borel compactification, sitting between toroidal compactification and Baily-Borel. Second step
is blowups of the intersection poset of the hyperplane arrangement and blowdowns in the opposite direction.

In [Zar83], Zarhin classified the Mumford-Tate groups of $K3$ type Hodge structures. The corresponding Mumford-Tate subdomains are complex hyperbolic balls and type IV domains. In particular, the moduli spaces of the $K3$ type Hodge structures with specified symmetries give rise to arithmetic quotients of complex hyperbolic balls and type IV domains. Symmetries of Hodge structures can arise from those of the geometric objects. This leads to constructions of many moduli spaces as arithmetic quotients of complex hyperbolic balls or type IV domains, such as Kondō [Kon00, Kont02], Allcock-Toledo-Carlson [ACT02, ACT11], Looijenga-Swierstra [LS07], Laza-Pearlstein-Zhang [LPZ18]. See also [YZ20] for a systematic treatment of symmetric cubic fourfolds.

The starting idea of this work is that symmetries of Hodge structures can also arise from degenerations of geometric objects. Precisely, given a one dimensional degeneration of smooth projective varieties to a nodal one, we have a Picard-Lefschetz reflection on the cohomology of a generic fiber with respect to the vanishing cycle. This reflection can be regarded as a symmetry of the Hodge structure of a generic fiber. This inspires us to characterize moduli spaces of degenerated objects using modified period maps. In this paper, we work on the case of degenerated sextic curves.

A double cover of $\mathbb{P}^2$ branched along a nodal sextic curve is a nodal $K3$ surface, with nodes at the preimage of singularities on that curve. After resolving the singularities, we obtain a $K3$ surface with natural lattice polarization (we refer to [Dol96] for the notion of lattice polarization). Along this direction, there are lots of works on moduli spaces of singular sextic curves, especially when the sextic curve is the union of curves with lower degrees. In [MSY92], Matsumoto-Sasaki-Yoshida studied the moduli space of (ordered) six lines on $\mathbb{P}^2$. They realized the GIT compactification of the moduli space as the Baily-Borel compactification of an arithmetic quotient of type IV domain of dimension 4. It is called Coble variety which is a double cover of $\mathbb{P}^4$ branched along the Igusa quartic given by equation $(x_0x_1 + x_0x_2 + x_1x_2 - x_3x_4)^2 - 4x_0x_1x_2 \sum x_i = 0$, see [Hun00, Example 7]. In [Laz09], Laza studied the moduli of pairs consisting of a plane quintic curve and a line. An important motivation for Laza’s work is the study of the deformations of the minimally elliptic surface singularity $N_{16}$. Recently, Pearlstein and Zhang [PZ19] related this period map to the study of special Horikawa surfaces and proved generic Torelli theorem. Another case about triples consisting of a plane quartic curve and two lines is studied by Gallardo, Martinez-Garcia and Zhang in [GMGZ18]. In the works [MSY92], [Laz09], [GMGZ18] mentioned above, the GIT compactifications of moduli spaces with respect to suitable polarizations are isomorphic to the Baily-Borel compactifications of the period domains. The main purpose of this paper is to give a uniform and systematic account of these results, hence enlarge the list of examples for which we have identifications between GIT compactifications and Hodge theoretic (Looijenga, most cases Baily-Borel) compactifications.

Notice that there is a natural stratification on the moduli space of nodal plane sextic curves induced by number of nodes. Let $T$ be a singular type, which corresponds to an irreducible component of certain strata. Let $\mathcal{F}_T$ be the moduli space of sextic curves of type $T$ and $\overline{\mathcal{F}}_T$ a compactification constructed via GIT. See §3.1 for detailed definition.
We denote by $n$ the number of nodes on a generic sextic curve $C$ of singular type $T$. Let $S$ be the double cover of $\mathbb{P}^2$ branched along $C$, and $\tilde{S} \to S$ the resolution of the $n$ nodes on $S$. The resolution gives $n$ smooth rational curves (with self-intersection $-2$) on $\tilde{S}$, while the total transformation of the degree 2 polarization on $S$ is a norm 2 class in the Picard lattice $\text{Pic}(\tilde{S})$. Those $n+1$ classes generate a sublattice (of type $I_{1,n}(2)$, and not primitive when $C$ has multiple irreducible components) in $\text{Pic}(\tilde{S})$. In general it is an interesting question to determine the Picard lattice $\text{Pic}(\tilde{S})$ for all singular types $T$ of nodal sextic curves. We process in two steps. Firstly, by purely topological argument, we show that (essentially in lemma 3.3) the $n$ $(-2)$-classes and the norm 2 class generate the rational Picard group $\text{Pic}(\tilde{S})_{\mathbb{Q}} = H^2(\tilde{S}, \mathbb{Q}) \cap H^{1,1}$ (notice that $C$ is chosen generically). The second step is to describe how the lattice $I_{1,n}(2)$ is saturated to $\text{Pic}(\tilde{S})$. This is done in proposition 3.4 where we show that the quotient of $\text{Pic}(\tilde{S})$ by $I_{1,n}(2)$ is $(\mathbb{Z}/2)^{l-1}$, where $l$ is the number of irreducible components of $C$.

Denote by $M$ a lattice isomorphic to $\text{Pic}(\tilde{S})$ for a generic choice of $C$ of singular type $T$. Then the $K3$ surface associated with any point in $\mathcal{F}_T$ is naturally $M$-polarized. The period map of the $M$-polarized $K3$ surfaces gives a morphism $\mathcal{P}: \mathcal{F}_T \to \Gamma \backslash \mathbb{D}$. Here $\Gamma \backslash \mathbb{D}$ is the global period domain for $M$-polarized $K3$ surfaces. There is a $\Gamma$-invariant hyperplane arrangement $\mathcal{H}_*$ in $\mathbb{D}$. We have the Looijenga compactification $\Gamma \backslash \mathbb{D}^{H_*}$ of $\Gamma \backslash (\mathbb{D} - \mathcal{H}_*)$, see [Loo03b]. Our main theorem is:

**Theorem 1.1 (Main Theorem).** *For any singular type $T$, the period map $\mathcal{P}: \mathcal{F}_T \to \Gamma \backslash \mathbb{D}$ is an algebraic open embedding with image $\mathcal{P}(\mathcal{F}_T) \subset \Gamma \backslash (\mathbb{D} - \mathcal{H}_*)$, and the map $\mathcal{P}: \mathcal{F}_T \to \Gamma \backslash (\mathbb{D} - \mathcal{H}_*)$ extends to an isomorphism between the GIT compactification and the Looijenga compactification $\mathcal{P}: \overline{\mathcal{F}_T} \cong \overline{\Gamma \backslash \mathbb{D}^{H_*}}$.*

We briefly introduce the strategy of the proof. The injectivity of the period map essentially relies on the global Torelli for $K3$ surfaces (however, some subtlety on lattice-theoretic side needs to be dealt with). We then show that the period map is a bimeromorphism by observing that both two sides are irreducible varieties of the same dimension. The key step is to establish the identification between GIT compactification and Looijenga compactification. We use the ideas and techniques developed in [YZ20]. Namely, we observe the following commutative diagram:

$$
\begin{array}{ccc}
\mathcal{F}_T & \xrightarrow{\mathcal{P}} & \Gamma \backslash (\mathbb{D} - \mathcal{H}_*) \\
\downarrow & & \downarrow \\
\overline{\mathcal{F}_T} & \xrightarrow{\mathcal{P}} & \overline{\Gamma \backslash \mathbb{D}^{H_*}} \\
\downarrow j & & \downarrow \pi \\
\overline{\mathcal{M}} & \xrightarrow{\mathcal{P}} & \overline{\Gamma \backslash \mathbb{D}^{H_*}}.
\end{array}
$$

Here $\overline{\mathcal{M}}$ and $\overline{\Gamma \backslash \mathbb{D}^{H_*}}$ are the GIT compactification and the Looijenga compactification for the moduli space of smooth sextic curves, see §2. Both $\overline{\mathcal{F}_T}$ and $\overline{\Gamma \backslash \mathbb{D}^{H_*}}$ are normal projective
varieties. The morphism $j: \mathcal{F}_T \to \overline{\mathcal{M}}$ is naturally finite. From the appendix in [YZ20], the morphism $\pi$ between Looijenga compactifications is also finite. Combining with the fact that the period map on the top row of the diagram is a bimeromorphism, we conclude the existence of a natural identification between $\mathcal{F}_T$ and $\Gamma \setminus \mathcal{H}^\ast$.

Remark 1.2. In this paper we only consider nodal sextic curves. The more general case for sextic curves with ADE singularities is also interesting but more involved. In particular, Galatì [Gal09] found an interesting phenomenon for cuspidal sextic curves. She showed that the moduli space of irreducible sextic curves with 6 cusps has two irreducible components and each has dimension equal to 7. Another interesting example related is the Apéry pencil, which is a one dimensional family of sextic curves with certain type of ADE singularity and symmetry. This pencil appeared in Apéry’s proof of irrationality of $\zeta(3)$ in [Apé79]. Peters and Beukers [BP84] observed that this family is related to $K3$ surfaces polarized by certain lattice of rank 19. We will return to $ADE$ situation in future works.

Structure of the paper: In §2 we introduce the work by Shah and Looijenga on moduli of $K3$ surfaces of degree 2. In §3 we formulate and prove our main theorem 1.1. In the end of this main section we include a criterion on GIT side about when $\Gamma \setminus \mathcal{H}^\ast$ is actually a Baily-Borel compactification. Section 4 is devoted to examples and applications. Irreducible nodal sextic curves are naturally related with del Pezzo surfaces. We investigate this relation in §4.1. When a generic sextic curve of singular type $T$ is a union of smooth components, we identify (in §4.2) $\mathcal{F}_T$ with GIT quotients of products of projective spaces. See equation (9) and table (1). In our previous work [YZ20], we considered moduli spaces of symmetric cubic fourfolds. Similar construction is achieved for sextic curves in §5. We end the paper with two examples 5.4 and 5.5 for which the sextic curves are both nodal and symmetric. Interestingly, example 5.5 gives rise to a ball quotient of dimension 5, and is related to one of the examples in Deligne-Mostow theory [DM86].
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2. Periods of $K3$ Surfaces of Degree 2

In this section we review the characterization of moduli of sextic curves via period map of $K3$ surfaces. See [Sha80], [Loo03b, §8, Theorem 8.6], [Laz16, §1.2.3].

Let $V$ be a 3-dimensional vector space over $\mathbb{C}$. We call a sextic curve together with an embedding into $\mathbb{P}(V)$ a plane sextic curve. The space of plane sextic curves is $\mathbb{P}\text{Sym}^6(V^*)$. We call a homogeneous polynomial smooth if it defines a smooth hypersurface. Denote by $\mathbb{P}\text{Sym}^6(V^*)^{sm}$ the subset of $\mathbb{P}\text{Sym}^6(V^*)$ consisting of smooth sextic polynomials. Consider the action of $\text{SL}(V)$ on $\mathbb{P}\text{Sym}^6(V^*)$, and define $\mathcal{M}$ to be the GIT quotient $\text{SL}(V) \backslash \mathbb{P}\text{Sym}^6(V^*)^{sm}$. Denote by $\overline{\mathcal{M}}$ the GIT compactification of $\mathcal{M}$, and $\mathcal{M}_1$ the moduli of sextic curves with at worst simple singularities.
Consider the double cover \( S_C \rightarrow \mathbb{P}^2 \) branched along a smooth plane sextic curve \( C \subset \mathbb{P}^2 \). Let \( H \in H^2(S_C, \mathbb{Z}) \) be the pull-back of the hyperplane class of \( \mathbb{P}^2 \). Then \((S_C, H)\) is a polarized smooth \( K3 \) surface with \( \varphi(H, H) = 2 \). Here \( \varphi \) is the topological intersection pairing on the second cohomology.

The isomorphism type of \((H^2(S_C, \mathbb{Z}), \varphi, H)\) does not depend on \( C \). Let \((\Lambda, \varphi, H)\) be a triple isomorphic to \((H^2(S_C, \mathbb{Z}), \varphi, H)\). Then \((\Lambda, \varphi) \cong U^3 \oplus E_8(-1)^2\) is an even unimodular lattice of signature \((3, 19)\). This is usually called the \( K3 \) lattice. We write \( \Lambda \) for \((\Lambda, \varphi)\) for short. Let \( \Lambda_0 \) be the orthogonal complement of \( H \) in \( \Lambda \). Let \( \hat{D} \) be a component of \( \mathbb{P}\{x \in \Lambda_0 \otimes \mathbb{C}|\varphi(x, x) = 0, \varphi(x, x) > 0\} \). This is the period domain for \( K3 \) surfaces of degree 2.

The second cohomology of degree two \( K3 \) family over \( \mathbb{P}\text{Sym}^6(V^*)^\text{sm} \) gives rise to a variation of Hodge structures on \( \mathbb{P}\text{Sym}^6(V^*)^\text{sm} \). This induces a period map \( \mathcal{P} : \mathbb{P}\text{Sym}^6(V^*)^\text{sm} \rightarrow \hat{\Gamma} \backslash \hat{D} \). Here \( \hat{\Gamma} \subset O(\Lambda, \varphi, H) \) is the index two subgroup leaving \( \hat{D} \) stable. The quotient space \( \hat{\Gamma} \backslash \hat{D} \) is an arithmetic quotient of type IV domain, hence quasi-projective thanks to the Baily-Borel compactification (see [BB66]). Since \( \text{SL}(V) \) is a connected Lie group acting on the \( K3 \) family, the holomorphic map \( \mathcal{P} \) descends to

\[
\mathcal{P} : \text{SL}(V) \backslash \mathbb{P}\text{Sym}^6(V^*)^\text{sm} \rightarrow \hat{\Gamma} \backslash \hat{D}.
\]

We have two \( \hat{\Gamma} \)-invariant hyperplane arrangements \( \mathcal{H}_\Delta \) and \( \mathcal{H}_\infty \) in \( \hat{D} \), which correspond to two \( O(\Lambda, \varphi, H) \)-orbits of vectors in \( \Lambda_0 \) with self-intersection \(-2\). The vectors defining \( \mathcal{H}_\Delta \) have divisibility 1, and those defining \( \mathcal{H}_\infty \) have divisibility 2. We have the Looijenga compactification of \( \hat{\Gamma} \backslash (\hat{D} - \mathcal{H}_\infty) \), denoted by \( \overline{\Gamma \backslash \hat{D}}^{\mathcal{H}_\infty} \). See [Loo03b].

From [Sha80] and [Loo03b], we have

**Theorem 2.1 (Shah, Looijenga).** The period map (1) defined above is an algebraic open embedding with image the complement of \( \hat{\Gamma} \backslash (\mathcal{H}_\Delta \cup \mathcal{H}_\infty) \). Moreover \( \mathcal{P} \) extends to an isomorphism \( \mathcal{M}_1 \cong \hat{\Gamma} \backslash (\hat{D} - \mathcal{H}_\infty) \), and further to \( \overline{\mathcal{M}} \cong \overline{\Gamma \backslash \hat{D}}^{\mathcal{H}_\infty} \).

**Remark 2.2.** The Looijenga compactification \( \overline{\Gamma \backslash \mathcal{H}_\infty} \) can be constructed from the Baily-Borel compactification \( \overline{\Gamma \backslash \hat{D}}^{\text{bb}} \) in the following way. First we blow up some boundary components of \( \overline{\Gamma \backslash \hat{D}}^{\text{bb}} \) to make the closure of each hypersurface in \( \hat{\Gamma} \backslash \mathcal{H}_\infty \) Cartier. Then we contract the strict transform of \( \overline{\Gamma \backslash \mathcal{H}_\infty} \) to a point. The corresponding point in \( \overline{\mathcal{M}} \) is a semi-stable sextic, represented by the cube of a quadratic polynomial.

### 3. Moduli of Nodal Sextic Curves

In this section, we will first characterize the moduli spaces of nodal sextic curves via GIT constructions (§3.1). Using the Hodge structures of certain \( K3 \) surfaces naturally associated with nodal sextic curves, we can realize those moduli spaces as arithmetic quotients of type IV domains (§3.2).
Consider the subspace $\Sigma^n$ of $\mathbb{P}\text{Sym}^6(V^*)$ consisting of plane sextic curves with $n$ different nodes. A singular type $T$ is defined to be an irreducible component of $\Sigma^n$. We also denote by $\Sigma_T$ to be the irreducible component corresponding to the type $T$. A plane sextic curve in $\Sigma_T$ is called to have singular type $T$. In the rest of this section, we fix $T$ and write $\Sigma = \Sigma_T$ for short.

3.1. GIT construction of nodal sextic curves. Let $\bar{\Sigma}$ be the Zariski closure of $\Sigma$ and let $f: \bar{\Sigma} \to \Sigma$ be the normalization of $\bar{\Sigma}$. Denote by $\mathcal{O}(1)$ the natural polarization on $\bar{\Sigma}$ induced from the ambient space $\mathbb{P}\text{Sym}^6(V^*)$. The group $\text{SL}(V)$ acts equivariantly on the polarized varieties

$$(\bar{\Sigma}, f^*\mathcal{O}(1)) \to (\Sigma, \mathcal{O}(1)) \hookrightarrow (\mathbb{P}\text{Sym}^6(V^*), \mathcal{O}(1)). \quad (2)$$

Denote by $\Sigma^{ss}, \bar{\Sigma}^{ss}$ and $\mathbb{P}\text{Sym}^6(V^*)^{ss}$ the spaces of semi-stable points with respect to the actions of $\text{SL}(V)$. By [Sev68], $\Sigma$ is smooth, hence can be identified with its preimage in $\bar{\Sigma}$. By [Sha80], the points in $\Sigma$ is stable under the action of $\text{SL}(V)$.

**Definition 3.1.** We define $\mathcal{F} = \text{SL}(V)\backslash \Sigma$ to be the moduli space of singular sextic curves of type $T$. Define $\bar{\mathcal{F}} = \text{SL}(V)\backslash \bar{\Sigma}^{ss}$, which is a natural compactification of $\mathcal{F}$.

By [MFK94, theorem 1.19], $\bar{\Sigma}^{ss}$ is the preimage of $\Sigma^{ss}$ in $\bar{\Sigma}$. Taking quotient of (2) by $\text{SL}(V)$, we obtain morphisms among GIT quotients:

$$j: \bar{\mathcal{F}} = \text{SL}(V)\backslash \bar{\Sigma}^{ss} \to \text{SL}(V)\backslash \Sigma^{ss} \hookrightarrow \overline{\mathcal{M}} = \text{SL}(V)\backslash \mathbb{P}\text{Sym}^6(V^*)^{ss}$$

with the first map the normalization of $\text{SL}(V)\backslash \Sigma^{ss}$. In conclusion, we have

**Proposition 3.2.** The morphism $j: \bar{\mathcal{F}} \to \overline{\mathcal{M}}$ is a normalization of its image $j(\bar{\mathcal{F}})$.

3.2. Period domain and period map. Let $F \in \text{Sym}^6(V^*)$ with $Z(F) \in \Sigma$. We denote by $S_F$ the double cover of $\mathbb{P}(V)$ branched along $Z(F)$. Then $S_F$ is a $K3$ surface with $n$ nodal singularities on the preimage of $Z(F)$. Let $Q_F$ be the blowup of $\mathbb{P}(V)$ at the $n$ nodes of $Z(F)$. Assume $Z(F)$ has $l$ irreducible components. The proper transforms of those components in $Q_F$ are $l$ disjoint curves, denoted by $C_1, C_2, \ldots, C_l$. Let $\tilde{S}_F$ be the double cover of $Q_F$ branched along $\bigcup_{i=1}^l C_i$. Then $\tilde{S}_F$ is a smooth $K3$ surface which resolves the nodal singularities of $S_F$. There is an anti-symplectic involution $\iota$ on $\tilde{S}_F$ induced by the double-cover construction. We use the same notation to denote the induced involution of $H^2(\tilde{S}_F)$. Define

$$M_F := \{x \in H^2(\tilde{S}_F, \mathbb{Z}) | \iota x = x\}$$

which is a primitive sublattice of $H^2(\tilde{S}_F, \mathbb{Z})$. Since the action of $\iota$ on $\tilde{S}_F$ is anti-symplectic, the lattice $M_F$ has signature $(1, n')$. Here $n'$ is a non-negative integer and we will show $n' = n$ from the next lemma.

**Lemma 3.3.** Let $X \to Y$ be a branched cyclic cover between two closed manifolds with branch locus $B$ a closed submanifold of $Y$ with codimension 2. Suppose $\iota$ is a generator of the Deck transformation group, and denote by $H^*(X, \mathbb{Q})^{\iota}$ the invariant subspace of $H^*(X, \mathbb{Q})$ under the induced action of $\iota$. Then we have an isomorphism $H^*(Y, \mathbb{Q}) \cong H^*(X, \mathbb{Q})^{\iota}$. 

6
Proof. The preimage of $B$ in $X$ is also denoted by $B$. Let $N_Y(B)$ be a tubular neighbourhood of $B$ in $Y$, and $S_Y(B)$ be the boundary of $N_Y(B)$ which is a circle bundle over $B$. Take $Y^\circ := Y - N_Y(B)$. Let $N_X(B), S_X(B)$ and $X$ be the preimage of $N_Y(B), S_Y(B)$ and $Y^\circ$ in $X$, respectively. The Mayer-Vietoris exact sequence gives the following commutative diagram:

\[
\begin{array}{cccccc}
\cdots & \longrightarrow & H^k(Y) & \longrightarrow & H^k(N_Y(B)) \oplus H^k(Y^\circ) & \longrightarrow & H^k(S_Y(B)) & \longrightarrow & \cdots \\
& \downarrow & & \downarrow & & \downarrow & & \downarrow \\
\cdots & \longrightarrow & H^k(X) & \longrightarrow & H^k(N_X(B)) \oplus H^k(X^\circ) & \longrightarrow & H^k(S_X(B)) & \longrightarrow & \cdots
\end{array}
\]  

(3)

where all the cohomology groups have $\mathbb{Q}$-coefficients. The second long exact sequence in diagram (3) admits an induced action by $\iota$. The image of the first exact sequence in the second is contained in the $\iota$-invariant part. Since $N_X(B) \to N_Y(B)$ is a homotopy equivalence, the morphism $H^k(N_Y(B)) \to H^k(N_X(B))$ is an isomorphism. The maps $X^\circ \to Y^\circ$ and $S_X(B) \to S_Y(B)$ are regular covers, hence the maps $H^k(Y^\circ) \to H^k(X^\circ)^\iota$ and $H^k(S_Y(B)) \to H^k(S_X(B))^\iota$ are isomorphisms. Therefore we have isomorphism $H^k(Y, \mathbb{Q}) \cong H^k(X, \mathbb{Q})^\iota$ by five lemma. \hfill $\square$

Let $H$ be the total transform of the hyperplane class in $Q_F$ and $E_i$ $(1 \leq i \leq n)$ be the exceptional divisors in $Q_F$. These $n + 1$ cycles form an integral basis for the lattice $H^2(Q_F, \mathbb{Z})$. By lemma 3.3, the rank of $M$ is equal to $n + 1$. Consider the embedding of lattice $H^2(Q_F, \mathbb{Z})(2)$ into $H^2(\tilde{S}_F, \mathbb{Z})$, which has image contained in $M$. We use $[H]$ and $[E_i]$ to denote the corresponding cohomology classes in $H^2(\tilde{S}_F, \mathbb{Z})$. The preimage of $C_i$ in $\tilde{S}_F$ is still denoted by $C_i$. The proper transform of $\mathcal{O}_{Q_F}(C_i)$ to $\tilde{S}_F$ is $\mathcal{O}_{\tilde{S}_F}(2C_i)$. We denote by $[C_i]$ the first Chern class of $\mathcal{O}_{\tilde{S}_F}(C_i)$. Let $d_i$ be the degree of the image of $C_i$ in $\mathbb{P}(V)$. Then

\[
[C_i] = \frac{d_i[H] - \sum_{j=1}^{n} a_{ij}[E_j]}{2}.
\]  

(4)

Here $a_{ij} = 1$ if $E_j$ is from blowing up of an intersection point between image of $C_i$ in $\mathbb{P}(V)$ and another component of $Z(F)$, $a_{ij} = 2$ if $E_j$ is from blowing up of a node on the image of $C_i$ in $\mathbb{P}(V)$ and $a_{ij} = 0$ otherwise. We have the following description of $M_F$.

**Proposition 3.4.** The primitive sublattice $M_F$ is generated by $H^2(Q_F, \mathbb{Z})(2)$ and $[C_1], [C_2], \cdots, [C_l]$. Moreover

\[
\frac{M_F}{H^2(Q_F, \mathbb{Z})(2)} \cong (\mathbb{Z}/2)^{l-1}.
\]

**Proof.** Take $M_1 = H^2(Q_F, \mathbb{Z})(2)$ and $\tilde{M}$ the sublattice generated by $M_1$ and $[C_1], [C_2], \cdots, [C_l]$. We have $\tilde{M} \subset M_F$ with the same rank. Since $H^2(Q_F, \mathbb{Z})$ is a unimodular lattice, we have $M_1/\tilde{M} \cong (\mathbb{Z}/2)^{n+1}$. Since $M_1 \subset \tilde{M} \subset M_F \subset M_1^{\perp}$, the quotients $M_F/M_1$ and $\tilde{M}/M_1$ are both $\mathbb{Z}/2$-vector spaces. Tensoring the short exact sequence

\[
0 \to H^2(Q_F, \mathbb{Z}) \to H^2(\tilde{S}_F, \mathbb{Z}) \to H^2(\tilde{S}_F, \mathbb{Z})/M_1 \to 0
\]

\[1\]For a lattice $L$, we denote by $L(n)$ the lattice with the same underlying abelian group while the intersection pairing rescaled by $n$. \hfill $\square$
with $\mathbb{Z}/2$, we obtain a long exact sequence

$$0 \to \text{Tor}(H^2(\tilde{S}_F, \mathbb{Z})/M_1, \mathbb{Z}/2) \to H^2(Q_F, \mathbb{Z}/2) \to H^2(\tilde{S}_F, \mathbb{Z}/2) \to (H^2(\tilde{S}_F, \mathbb{Z})/M_1)\otimes \mathbb{Z}/2 \to 0. \quad (5)$$

So the $\mathbb{Z}/2$-rank of the kernel of $H^2(Q_F, \mathbb{Z}/2) \to H^2(\tilde{S}_F, \mathbb{Z}/2)$ is equal to the $\mathbb{Z}/2$-rank of the torsion part $(H^2(\tilde{S}_F, \mathbb{Z})/M_1)_{\text{tor}}$ of $H^2(\tilde{S}_F, \mathbb{Z})/M_1$. On the other hand, according to theorem 1 in [LW95], we have the exact sequence

$$0 \to H^1(Q_F, \bigcup_{i=1}^l C_i, \mathbb{Z}/2) \to H^2(Q_F, \mathbb{Z}/2) \to H^2(\tilde{S}_F, \mathbb{Z}/2). \quad (6)$$

The long exact sequence for relative cohomology groups

$$0 \to H^0(Q_F, \mathbb{Z}/2) \to H^0(\bigcup_{i=1}^l C_i, \mathbb{Z}/2) \to H^1(Q_F, \bigcup_{i=1}^l C_i, \mathbb{Z}/2) \to 0 \quad (7)$$

implies that the rank of $H^1(Q_F, \bigcup_{i=1}^l C_i, \mathbb{Z}/2)$ is $l - 1$. Combining sequences (5), (6) and (7), we conclude that the $\mathbb{Z}/2$-rank of $(H^2(\tilde{S}_F, \mathbb{Z})/M_1)_{\text{tor}}$ is equal to $l - 1$. Since $M_F$ is the saturation of $M_1$ in $H^2(\tilde{S}_F, \mathbb{Z})$, we have $M_F/M_1 \cong (\mathbb{Z}/2)^{l-1}$ as abelian groups.

We claim that $[C_1], [C_2], \ldots, [C_{l-1}] \in \tilde{M}/M_1$ are $\mathbb{Z}/2$-independent.

Apparently $l \leq 6$. For $l = 1$, the claim is clear. Suppose $l \geq 2$. For any $i \in \{1, 2, \ldots, l-1\}$, take $s(i) \in \{1, 2, \ldots, n\}$, such that $E_{s(i)}$ is from blowing up of an intersection point of images of $C_i$ and $C_j$ in $\mathbb{P}(V)$. Then $a_{s(i)} = 1$. Thus the coefficient of $[E_{s(i)}]$ in the expression (4) of $[C_i]$ is equal to $-\frac{1}{2}$. Therefore, any nontrivial $\mathbb{Z}/2$-linear combination of $[C_1], [C_2], \ldots, [C_{l-1}]$ cannot vanish. The claim follows.

Then the $\mathbb{Z}/2$-rank of $\tilde{M}/M_1$ is at least $l - 1$. Since $\tilde{M}/M_1 \subset M_F/M_1 \cong (\mathbb{Z}/2)^{l-1}$, we have $\tilde{M}/M_1 \cong (\mathbb{Z}/2)^{l-1}$ and hence $M_F = \tilde{M}$. \hfill $\square$

The isomorphism type of $(H^2(\tilde{S}_F, \mathbb{Z}), M_F, H, \iota)$ does not depend on the choice of $F \in \Sigma$. Let $(\Lambda, M, H, \iota)$ be an abstract data isomorphic to $(H^2(\tilde{S}_F, \mathbb{Z}), M_F, H, \iota)$. Let $\Lambda_T$ be the orthogonal complement of $M$ in $\Lambda$. We use the same notation for the corresponding elements of $[H], [E_i]$ in $M$. We have a family $p: \mathcal{S} \to \Sigma$ of smooth $K3$ surfaces with anti-symplectic involution $\iota$. The Hodge structures of $K3$ surfaces give rise to a variation of polarized Hodge structures on the local system $R^2p_*\mathbb{Z}$ with induced involution $\iota$. Let $\mathbb{H}$ be the $(1)$-eigensubsheaf of $R^2p_*\mathbb{Z}$. We have a subvariation of Hodge structures on $\mathbb{H}$, which is naturally polarized by the topological intersection pairing $\varphi$.

**Definition 3.5.** We define the period domain $\mathbb{D} = \mathbb{D}_T$ of type $T$ to be the connected component of

$$\mathbb{P}\{x \in \Lambda_T \otimes \mathbb{C}|\varphi(x, x) = 0, \varphi(x, \overline{x}) > 0\}$$

contained in $\tilde{\mathbb{D}}$. The arithmetic group $\Gamma$ is defined to be the centralizer of $\iota$ in $\tilde{\Gamma}$. Equivalently, $\Gamma = \{\sigma \in \tilde{\Gamma}|\sigma(M) = M\}$ can be viewed as the group of automorphisms of the data $(\Lambda, M, H, \iota)$ with spinor norm 1.
The variation of Hodge structures $\mathbb{H}$ induces a period map $\mathcal{P}: \Sigma \rightarrow \Gamma \backslash \mathbb{D}$. Since the group $\text{SL}(V)$ acts equivariantly on $\mathbb{H}$, the period map is constant on each $\text{SL}(V)$-orbit in $\Sigma$. Therefore, the map $\mathcal{P}$ descends to $\mathcal{F}_T \rightarrow \Gamma \backslash \mathbb{D}$, still denoted by $\mathcal{P}$.

Define $\mathcal{H}_*$ to be the intersection of $\mathcal{H}_\infty$ with $\mathbb{D}$, which is a $\Gamma$-invariant hyperplane arrangement. We have the Looijenga compactification $\overline{\Gamma \backslash \mathbb{D}}^{\mathcal{H}^*}$ of $\Gamma \backslash (\mathbb{D} - \mathcal{H}_*)$.

**Proof of theorem 1.1.** There is a natural finite morphism $\pi: \Gamma \backslash \mathbb{D} \rightarrow \hat{\Gamma} \backslash \hat{\mathbb{D}}$ (see [YZ20, Proposition A.1] for finiteness). We have a commutative diagram

$$
\begin{array}{ccc}
\mathcal{F} & \xrightarrow{\mathcal{P}} & \Gamma \backslash \mathbb{D} \\
\downarrow j & & \downarrow \pi \\
\mathcal{M} & \xleftarrow{\mathcal{P}} & \hat{\Gamma} \backslash \hat{\mathbb{D}}.
\end{array}
$$

Since the composed map from $\mathcal{F}$ to $\hat{\Gamma} \backslash \hat{\mathbb{D}}$ is injective, the map $\mathcal{P}: \mathcal{F} \rightarrow \Gamma \backslash \mathbb{D}$ is also injective. The image of $\mathcal{F}$ in $\hat{\Gamma} \backslash \hat{\mathbb{D}}$ does not meet $\hat{\Gamma} \backslash \mathcal{H}_\infty$, thus the image of $\mathcal{F}$ in $\Gamma \backslash \mathbb{D}$ is contained in $\Gamma \backslash (\mathbb{D} - \mathcal{H}_*)$.

It is a classical result ([Sev59], also see [Ser06, Chapter 4.7]) that $\dim \Sigma = 27 - n$, hence $\dim \mathcal{F} = \dim \Sigma - \dim \text{PSL}(V) = 19 - n$. On the other hand, $\dim \mathbb{D} = \text{rank}(\Lambda_T) - 2 = 20 - \text{rank}(\mathcal{M}) = 19 - n$. Thus $\mathcal{F}$ and $\Gamma \backslash \mathbb{D}$ are irreducible quasi-projective varieties with the same dimension. We conclude that $\mathcal{P}$ is a birational morphism.

We claim that $\pi$ is generically injective. The argument here follows [YZ20, Proposition A.1]. Recall that $\Gamma$ is the centralizer of $\iota$ in $\hat{\Gamma}$. For any point $x \in \mathbb{D}$, denote by $\text{Pic}(x) = H_x^{1,1} \cap \Lambda$ the Picard lattice. Take two points $x, y \in \mathbb{D}$ with $\text{Pic}(x) = M$. Suppose there exists $\sigma \in \hat{\Gamma}$ with $\sigma(x) = y$. Then $\sigma^{-1}(\text{Pic}(y)) \subset \text{Pic}(x) = M$, hence $\text{Pic}(y) = M$ and $\sigma$ preserves $M$. Thus $\sigma \in \Gamma$. This implies the generic injectivity of $\pi$. By [YZ20, Theorem A.13], the morphism $\pi$ extends to a finite morphism $\overline{\Gamma \backslash \mathbb{D}^{\mathcal{H}^*}} \rightarrow \overline{\hat{\Gamma} \backslash \hat{\mathbb{D}}^{\mathcal{H}_\infty}}$, still denoted by $\pi$. We conclude that $\pi: \overline{\Gamma \backslash \mathbb{D}^{\mathcal{H}^*}} \rightarrow \overline{\hat{\Gamma} \backslash \hat{\mathbb{D}}^{\mathcal{H}_\infty}}$ is a normalization of its image.

We now have the following commutative diagram:

$$
\begin{array}{ccc}
\mathcal{F} & \xrightarrow{\mathcal{P}} & \Gamma \backslash (\mathbb{D} - \mathcal{H}_*) \\
\downarrow j & & \downarrow \pi \\
\mathcal{M} & \xleftarrow{\mathcal{P}} & \overline{\Gamma \backslash \mathbb{D}^{\mathcal{H}_\infty}}.
\end{array}
$$

Since $\mathcal{F}$ and $\Gamma \backslash \mathbb{D}$ are birational via $\mathcal{P}$, the Zariski closure of $j(\mathcal{F})$ in $\overline{\mathcal{M}}$ and that of $\pi(\Gamma \backslash \mathbb{D})$ in $\overline{\Gamma \backslash \mathbb{D}^{\mathcal{H}_\infty}}$ are identified via $\mathcal{P}$. By Proposition 3.2, $\mathcal{F}$ is the normalization of the closure of $j(\mathcal{F})$ in $\overline{\mathcal{M}}$. Therefore, by taking normalizations of the two closures, we obtain a unique isomorphism between $\mathcal{F}$ and $\overline{\Gamma \backslash \mathbb{D}^{\mathcal{H}_*}}$, which extends the upper row morphism in diagram (8), and is still denoted by $\mathcal{P}$. This argument essentially follows from a slightly more general result [YZ20, Lemma 5.2]. The theorem follows. \qed
We provide another proof of the injectivity of \( \mathcal{P} : \mathcal{F} \to \Gamma \backslash \mathbb{D} \) which does not rely on the injectivity of \( \mathcal{P} : \mathcal{M} \to \Gamma \backslash \mathbb{D}. \) We call an element in a lattice with self-intersection \(-2\) a root. Let \( H_{M}^{\perp} \) be the orthogonal complement of \( H \) in \( M \). We need the following lemma (which is a property of lattices with independent interest):

**Lemma 3.6.** The vectors \( \pm E_i \in M \) are all the roots in \( H_{M}^{\perp} \).

**Proof.** Suppose not, let \( v \) be a root in \( H_{M}^{\perp} \) which is distinct from \( \pm E_1, \pm E_2, \ldots, \pm E_n \). From proposition 3.4, \( M \) is integrally generated by \( [H], [E_1], [E_2], \ldots, [E_n], [C_1], [C_2], \ldots, [C_l] \). We can write \( v \) as an integral linear combination of \( [H], [E_1], [E_2], \ldots, [E_n], [C_1], [C_2], \ldots, [C_l] \). Suppose the coefficient of \( [C_i] \) is \( \epsilon_i \). Let \( C' \) be the union of images of those \( C_i \) in \( \mathbb{P}(V) \) with \( \epsilon_i \) odd, and \( C'' \) be the union of images of other \( C_i \) in \( \mathbb{P}(V) \).

There is a unique expression of \( v \) as a half-integral combination of \( [E_1], [E_2], \ldots, [E_n] \). In this expression, the coefficient of \( [E_j] \) is congruent to \( \frac{1}{2} \) (mod \( \mathbb{Z} \)) if and only if \( E_j \) is from blowing up of certain intersection point of \( C' \) and \( C'' \). By the assumption on \( v \), there is at least one \( j \in \{1, 2, \ldots, n\} \) with the coefficient of \( [E_j] \) congruent to \( \frac{1}{2} \), hence both \( C' \) and \( C'' \) are nonempty. Since \( \text{deg}(C') + \text{deg}(C'') = 6 \), there are at least 5 intersection points between \( C' \) with \( C'' \). Choose 5 intersection points, and let the corresponding exceptional rational curves be \( E_{j_1}, E_{j_2}, E_{j_3}, E_{j_4}, E_{j_5} \). Notice that the orthogonal complement of \( [H] \) in \( M \) is negative definite, we have

\[
-2 = v^2 = \frac{1}{2} (E_{j_1} + E_{j_2} + E_{j_3} + E_{j_4} + E_{j_5})^2 = \frac{5}{2},
\]

contradiction! The lemma follows. \( \square \)

Now we give the second proof of the injectivity of \( \mathcal{P} : \mathcal{F} \to \Gamma \backslash \mathbb{D} \). Suppose \( F_1, F_2 \in \Sigma \) satisfy \( \mathcal{P}(F_1) = \mathcal{P}(F_2) \). Then there exists an isomorphism \( \kappa : (H^2(\tilde{S}_{F_1}), M_{F_1}, H, \iota) \cong (H^2(\tilde{S}_{F_2}), M_{F_2}, H, \iota) \), sending \( H^2(\tilde{S}_{F_1}) \) to \( H^2(\tilde{S}_{F_2}) \). Notice that \( \kappa \) maps roots in \( H_{M_{F_1}}^{\perp} \) to roots in \( H_{M_{F_2}}^{\perp} \). By lemma 3.6, the effective roots \( [E_i] \in M_{F_1} \) are sent to \( \pm [E_j] \in M_{F_2} \). Denote by \( r_i \) the reflection of \( H^2(\tilde{S}_F, \mathbb{Z}) \) with respect to \( [E_i] \). We can compose \( \kappa \) with some reflections \( r_j \) such that effective roots are sent to effective roots. Suppose \( \kappa \) sends \( [E_i] \) to \(-[E_j]\), then we use \( r_j \circ \kappa \) instead of \( \kappa \). After adjustments, we may assume \( \kappa \) sends exceptional divisor classes \( [E_1], \ldots, [E_n] \) in \( H_{M_{F_1}}^{\perp} \) to those in \( H_{M_{F_2}}^{\perp} \). Furthermore, the class \( 16H - [E_1] - [E_2] - \cdots - [E_n] \) is ample on both \( \tilde{S}_{F_1} \) and \( \tilde{S}_{F_2} \). The map \( \kappa \) preserves this ample class, hence (by global Torelli theorem) is induced by an isomorphism \( f : \tilde{S}_{F_2} \cong \tilde{S}_{F_1} \), which commutes with \( \iota \). So \( f \) descends to an isomorphism \( Q_{F_2} \cong Q_{F_1} \). This morphism preserves \( \{E_1, \ldots, E_n\} \) on both sides. So it descends to a linear transformation \( \mathbb{P}(V) \to \mathbb{P}(V) \) sending \( Z(F_2) \) to \( Z(F_1) \). The injectivity follows.

When \( \mathcal{H}_* \) is empty, the Looijenga compactification \( \overline{\Gamma \setminus \mathbb{D}}^{\mathcal{H}_*} \) is actually the Baily-Borel compactification \( \overline{\Gamma \setminus \mathbb{D}}^{bb} \) of \( \Gamma \setminus \mathbb{D} \). In the remaining of this section, we give a criterion to determine whether \( \mathcal{F} \) is identified with the Baily-Borel compactification \( \overline{\Gamma \setminus \mathbb{D}}^{bb} \).

**Proposition 3.7.** Let \( T \) be a singular type. The hyperplane arrangement \( \mathcal{H}_* \) is empty if and only if \( \Sigma_T \) does not contain any cube of quadric polynomial.
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Proof. This is straightforward from remark 2.2 and diagram (8). □

4. Examples and Related Constructions

4.1. Relation to del Pezzo surfaces. Let $T$ be a singular type of nodal sextic curves. Suppose a generic sextic curve $Z(F)$ of type $T$ is not irreducible, then it contains a line, a quadric curve or a cubic curve. Suppose $Z(F)$ contains a line, then there are at least 5 nodes on that line. Suppose $Z(F)$ contains a quadric curve, then there are at least 8 nodes on that quadric curve. Suppose $Z(F)$ contains a cubic curve, then there are at least 9 nodes on that cubic curve. In any cases, the nodes are not of general position.

Now we assume that a generic sextic curve of type $T$ is irreducible. Let $n$ be the number of nodes. Since a sextic curve has arithmetic genus 10, we have $n \leq 10$. It is well-known that for generically $n \leq 8$ points on $\mathbb{P}^2$, there exists an irreducible plane sextic curve containing those points as nodes. This implies the following relation between nodal sextic curves and del Pezzo surfaces. For reader’s convenience, we include a proof.

**Proposition 4.1.** Suppose a generic curve $Z(F)$ of singular type $T$ is an irreducible nodal sextic curve with $n \leq 8$ nodes, then the surface $Q_F$ (which is the blowup of $\mathbb{P}(V)$ at the $n$ nodes of $Z(F)$) is a del Pezzo surface of degree $9-n$, and the double cover $\widetilde{S}_F \to Q_F$ is branched along a smooth irreducible curve of genus $10-n$.

**Proof.** Let $S_n$ be the permutation group of $n$ elements acting naturally on $(\mathbb{P}^2)^n$. Consider the map

$$f: \Sigma_T \to S_n \setminus ((\mathbb{P}^2)^n - \bigcup_{i \neq j} \Delta_{ij})$$

sending $C \in \Sigma_T$ to the set of its nodes. Here $\Delta_{ij}$ consists of points in $(\mathbb{P}^2)^n$ with the $i$-th and $j$-th coordinates equal. We claim that the tangent map of $f$ is surjective at any $C \in \Sigma_T$. Let $p_1, \ldots, p_n$ be the $n$ nodes of $C$. Let $\widetilde{C}$ be the normalization of $C$, and denote by $q_{2i-1}, q_{2i}$ the preimage of $p_i$. Let $D = p_1 + \cdots + p_n$ be a divisor on $C$, and $\tilde{D} = q_1 + \cdots + q_{2n}$ be a divisor on $\widetilde{C}$. By local calculation of variation of nodes, the tangent space of $\Sigma_T$ at $C$ is naturally identified with:

$$H^0(C, \mathcal{O}(6)(-D)) \cong H^0(\widetilde{C}, \pi^*\mathcal{O}(6)(-\tilde{D})).$$

The tangent map $df$ at $C$ is:

$$df|_C: H^0(\widetilde{C}, \pi^*\mathcal{O}(6)(-\tilde{D})) \to \bigoplus \pi^*(\mathcal{O}(6)(-\tilde{D})|_{q_i})$$

sending $s$ to $(s(q_i))$. We claim that $df|_C$ is surjective. From the following exact sequence of coherent sheaves on $\widetilde{C}$:

$$0 \to \pi^*\mathcal{O}(6)(-2\tilde{D}) \to \pi^*\mathcal{O}(6)(-\tilde{D}) \to \bigoplus_i \pi^*\mathcal{O}(6)(-\tilde{D})|_{q_i} \to 0$$

it suffices to show $H^1(\widetilde{C}, \pi^*\mathcal{O}(6)(-2\tilde{D})) = 0$. The degree of $\pi^*\mathcal{O}(6)(-2\tilde{D})$ equals to $36-4n$. The genus of $\widetilde{C}$ is $g(\widetilde{C}) = 10-n$. Since $n \leq 8$, we have $36-4n > 2g(\widetilde{C}) - 2$. Thus $H^1(\widetilde{C}, \pi^*\mathcal{O}(6)(-2\tilde{D})) = 0$ and the claim follows.
It is now clear that a generic point \( C = Z(F) \in \Sigma_T \) has \( n \) nodes of general position. Therefore, the surface \( Q_F \) is a del Pezzo surface of degree \( 9 - n \). Moreover, the double cover \( \tilde{S}_F \longrightarrow Q_F \) is branched along \( \tilde{C} \), which is a smooth irreducible curve of genus \( 10 - n \). □

**Remark 4.2.** A generic choice of 9 points on \( \mathbb{P}^2 \) can not be realized nodes of any sextic curve. See [Cay71].

### 4.2. Union of smooth plane curves.

In this section, we apply theorem 1.1 to describe the moduli spaces of tuples of smooth plane curves with total degree 6. Special cases were studied in [Laz09], [MSY92], [GMGZ18]. Let \( T \) be the singular type such that a generic sextic curve in \( \Sigma_T \) is the union of several smooth curves. Suppose the degrees of those smooth components are \( m_1 \leq m_2 \leq \cdots \leq m_l \), then we also denote \( T = (m_1, \ldots, m_l) \). We have 11 possibilities of such \( T \). They are \((6), (1,5), (2,4), (3,3), (1,1,4), (1,2,3), (2,2,2), (1,1,1,3), (1,1,2,2), (1,1,1,1,2) \) and \((1,1,1,1,1)\).

Now we give an explicit description of the GIT quotient \( F_T \) for the types above. Let \( n_1 \cdot 1 + n_2 \cdot 2 + \cdots + n_k \cdot k = 6 \) be a partition of 6. Then we have a natural finite map

\[
f : \prod_i \mathbb{P}(\text{Sym}^i V^*)^{n_i} \longrightarrow \mathbb{P}(\text{Sym}^6 V^*).
\]

Taking quotient by the action of permutation group \( \prod_i S_{n_i} \) on the left, we have a generically injective finite map

\[
\prod S_{n_i} \setminus \prod \mathbb{P}(\text{Sym}^i V^*)^{n_i} \longrightarrow \mathbb{P}(\text{Sym}^6 V^*).
\]

which is the normalization of \( \tilde{\Sigma} \). So we have

\[
\tilde{\Sigma} \cong \prod S_{n_i} \setminus \prod \mathbb{P}(\text{Sym}^i V^*)^{n_i}.
\]

Next we describe the polarization on \( \tilde{\Sigma} \). The pullback of \( O(1) \) under \( f \) is

\[
f^*(O(1)) \cong O(1)^{\mathbb{Z}(n_1+\cdots+n_k)}.
\]

So the GIT construction has the following form

\[
(\text{SL}(V) \times \prod_i S_{n_i}) \setminus (\prod_i \mathbb{P}(\text{Sym}^i V^*)^{n_i}, O(1)^{\mathbb{Z}(n_1+\cdots+n_k)})
\]

In other words, the GIT quotients of the form (9) are isomorphic to Looijenga compactifications of arithmetic quotients of type IV domains. From proposition 3.7, we have:

**Proposition 4.3.** For the following \( T \): \((6), (1,5), (3,3), (1,1,4), (1,2,3), (1,1,1,3), (1,1,2,2), (1,1,1,2), (1,1,1,1,2), (1,1,1,1,1), \) we obtain identifications of \( F_T \) with the Baily-Borel compactifications \( \Gamma \setminus \mathbb{D}^b \).

We put together the information in table (1).
Table 1. Information of singular types $T$ when a generic member in $\Sigma_T$ is the union of some smooth curves

| Type | Number of Nodes | Dim($F_T$) | Rank($\mathcal{M}$) | $A_M$ | Whether Baily-Borel |
|------|----------------|------------|----------------------|-------|---------------------|
| (6)  | 0              | 19         | 1                    | $\mathbb{Z}/2\mathbb{Z}$ | no      |
| (1, 5)| 5              | 14         | 6                    | $\mathbb{Z}/2\mathbb{Z}$ | yes     |
| (2, 4)| 8              | 11         | 9                    | $\mathbb{Z}/2\mathbb{Z}$ | no      |
| (3, 3)| 9              | 10         | 10                   | $\mathbb{Z}/2\mathbb{Z}$ | yes     |
| (1, 1, 4)| 9         | 10         | 10                   | $\mathbb{Z}/2\mathbb{Z}$ | yes     |
| (1, 2, 3)| 11         | 8          | 12                   | $\mathbb{Z}/2\mathbb{Z}$ | yes     |
| (2, 2, 2)| 12         | 7          | 13                   | $\mathbb{Z}/2\mathbb{Z}$ | no      |
| (1, 1, 1, 3)| 12         | 7          | 13                   | $\mathbb{Z}/2\mathbb{Z}$ | yes     |
| (1, 1, 2, 2)| 13         | 6          | 14                   | $\mathbb{Z}/2\mathbb{Z}$ | yes     |
| (1, 1, 1, 1, 2)| 14         | 5          | 15                   | $\mathbb{Z}/2\mathbb{Z}$ | yes     |
| (1, 1, 1, 1, 1)| 15         | 4          | 16                   | $\mathbb{Z}/2\mathbb{Z}$ | yes     |

5. Moduli of Nodal and Symmetric Sextic Curves

We follow [YZ20] to define the so-called symmetry type. Let $A$ be a finite subgroup of $\text{SL}(V)$ which contains the center $\mu_3 \subset \text{SL}(V)$. For any $\zeta \in \mu_3$ and $F \in \text{Sym}^6(V^*)$, we have $\zeta^6(F) = F$. Let $\lambda$ be a character of $A$ sending $\zeta$ to 1. We consider the eigenspace of $\text{Sym}^6(V^*)$ associated with $\lambda$. Two pairs $(A_1, \lambda_1)$ and $(A_2, \lambda_2)$ are called equivalent if and only if there exists $g \in \text{SL}(V)$ such that $gA_1g^{-1} = A_2$ and $\lambda_2(gag^{-1}) = \lambda_1(a)$ for all $a \in A_1$. In this case we write $(A_2, \lambda_2) = g(A_1, \lambda_1)$.

**Definition 5.1.** A symmetry type for sextic curves is an equivalence class of pairs $(A, \lambda)$, denoted by $[(A, \lambda)]$.

Next we consider moduli of sextic curves with singular type $T_{\text{sin}}$ and symmetry type $T_{\text{sym}}$. Recall that $\Sigma_{T_{\text{sin}}}$ is the irreducible space of plane sextic curves of singular type $T_{\text{sin}}$. Let $n$ be the number of nodes. Choose a representative $(A, \lambda)$ for the symmetry type $T_{\text{sym}}$. Define $\Sigma_{T_{\text{sin}}, T_{\text{sym}}} := \Sigma_{T_{\text{sin}}} \cap \mathbb{P}\mathcal{V}_\lambda$. This may be reducible, see example 5.4. We denote by $\Sigma$ one of the irreducible components of $\Sigma_{T_{\text{sin}}, T_{\text{sym}}}$. Let $\overline{\Sigma}$ be the closure of $\Sigma$ in $\mathbb{P}\text{Sym}^6(V^*)$, and $\overline{\Sigma}$ the normalization of $\overline{\Sigma}$. Define $N := \{g \in \text{SL}(V) | gAg^{-1} = A, \lambda(a) = \lambda(gag^{-1}), \forall a \in A, g \in \text{SL}(V)\}$ which is a reductive subgroup of $\text{SL}(V)$. For any $g \in N$, $x \in \Sigma$ and $a \in A$, we have $a(gx) = g(g^{-1}ag)(x) = g\lambda(g^{-1}ag)x = \lambda(a)gx$, which implies that $gx \in \Sigma$. Thus $N$ naturally acts on $\Sigma$, hence also on $\overline{\Sigma}$ and $\overline{\Sigma}$. The points in $\Sigma$ are stable under the action of $N$. Define $\mathcal{F} := N \backslash \Sigma$ and $\overline{\mathcal{F}} := N \backslash \Sigma^{ss}$. From [Lun75] and the argument in the proof of proposition 2.7 in [YZ20], we have:

**Proposition 5.2.** There is a natural morphism $j: \mathcal{F} \rightarrow \mathcal{F}_{T_{\text{sin}}}$ which extends to a finite morphism $j: \overline{\mathcal{F}} \rightarrow \overline{\mathcal{F}}_{T_{\text{sin}}}$. 
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Next we define the period domain and period map associated with the type \((T_{\text{sin}}, T_{\text{sym}})\). Given a symmetry type \([\langle A, \lambda \rangle]\), we denote \(\overline{A} = A/\mu_3 \subset \text{PSL}(V)\). From previous discussion, the character \(\lambda\) descends to \(\overline{A}\) and is still denote by \(\lambda\). We define \(A^\lambda\) to be the kernel of the morphism \(\mathbb{C}^* \times \overline{A} \to \mathbb{C}^*, (t,a) \mapsto t^{-2} \cdot \lambda(a)\). Let \(F \in \mathcal{V}_\lambda\), then \(A^\lambda\) acts naturally on \(S_F = \{y^2 = F(x_0, x_1, x_2)\}\) by \((t,a) \cdot [y : x_0 : x_1 : x_2] = [ty : a[x_0 : x_1 : x_2]]\). Suppose \(F \in \Sigma_{T_{\text{sin}}, T_{\text{sym}}}\), then \(A^\lambda\) also acts naturally on \(\tilde{S}_F\). Thus we have an action of \(A^\lambda\) on \(\Lambda\). Let \((\Lambda, M, H, \iota)\) be the data attached to \(T_{\text{sin}}\), see §3. Clearly, the involution \(\iota\) on \(\tilde{S}_F\) is contained in \(A^\lambda\).

The induced action of \(A^\lambda\) on \(\Lambda\) preserves \(M\) and its orthogonal complement \(M^\perp\) in \(\Lambda\). Let \(\eta\) be the character of \(A^\lambda\) associated with \(H^{2,0}(\tilde{S}_F)\). Let \(\Lambda_\eta\) be the eigenspace of \(M^\perp\) associated with \(\eta\).

When \(\eta(A^\lambda) \subset \{\pm 1\}\) (we then say \(\eta\) is real), we define \(\mathbb{D}\) to be one component of \(\mathbb{P}\{x \in \Lambda_\eta|\varphi(x, x) = 0, \varphi(x, \overline{x}) > 0\}\), which is the type IV domain associated with \(\Lambda_\eta\). When \(\eta\) is not real, we define \(\mathbb{D} := \mathbb{P}\{x \in \Lambda_\eta|\varphi(x, x) < 0\}\), which is a complex hyperbolic ball.

Recall that \(\Gamma_{T_{\text{sin}}}\) is the centralizer of \(\iota\) in \(\hat{\Gamma}\). We write \(r_i\) for the reflection with respect to \([E_i] \in \Lambda\). We have \(r_i \in \Gamma_{T_{\text{sin}}}\) and \(A^\lambda \subset \Gamma_{T_{\text{sin}}}\). Define \(\Gamma_{T_{\text{sin}}, T_{\text{sym}}}\) to be the normalizer of \(\langle A^\lambda, r_1, \cdots, r_n \rangle\) in \(\Gamma_{T_{\text{sin}}}\). We write \(\Gamma = \Gamma_{T_{\text{sin}}, T_{\text{sym}}}\) for short. Then \(\Gamma\) is an arithmetic group acting on \(\mathbb{D}\). Take \(F \in \text{Sym}^6(V^*)\) with \([F] \in \Sigma\). Choose an isomorphism

\[
\Phi: (H^2(\tilde{S}_F), M_F, H, \iota, A^\lambda) \longrightarrow (\Lambda, M, H, \iota, A^\lambda),
\]

then \(\Phi(H^{2,0}(\tilde{S}_F)) \subset \mathbb{D}\). Two choices of \(\Phi\) differ by an element in the centralizer of \(A^\lambda\) in \(\Gamma_{T_{\text{sin}}}\), which is contained in \(\Gamma\). Thus we obtain an analytic morphism \(\mathcal{P}: \Sigma \longrightarrow \Gamma/\mathbb{D}\). Taking quotient by \(N\) on the left side, the map \(\mathcal{P}\) descends to \(\mathcal{P}: \mathcal{F} \longrightarrow \Gamma/\mathbb{D}\). This morphism is called the period map for sextic curves of type \((T_{\text{sin}}, T_{\text{sym}})\). Let \(\mathcal{H}_* := \mathbb{D} \cap \mathcal{H}_\infty\) be a hyperplane arrangement in \(\mathbb{D}\). It is clear that \(\mathcal{P}(\mathcal{F}) \subset \Gamma\mathbb{D}(\mathbb{D} - \mathcal{H}_*)\).

**Theorem 5.3.** The period map \(\mathcal{P}: \mathcal{F} \longrightarrow \Gamma\mathbb{D}(\mathbb{D} - \mathcal{H}_*)\) is an algebraic open embedding, and extends to an isomorphism \(\mathcal{P}: \mathcal{F} \cong \Gamma\mathbb{D}^{\mathcal{H}_*}\).

**Proof.** Take \(F_1, F_2 \in \text{Sym}^6(V^*)\) such that \([F_1], [F_2] \in \Sigma\). Suppose \(\mathcal{P}([F_1]) = \mathcal{P}([F_2])\). Then there exist markings \(\Phi_1, \Phi_2\) of \(\tilde{S}_{F_1}, \tilde{S}_{F_2}\) respectively, such that \(\Phi_1(H^{2,0}(\tilde{S}_{F_1})) = \Phi_2(H^{2,0}(\tilde{S}_{F_2}))\). We have that \(r_i \in \Gamma\) for any \(1 \leq i \leq n\). Hence we can assume without loss of generality that \(\Phi_2^{-1}\Phi_1\) sends effective roots in \(M_{F_1}\) to those in \(M_{F_2}\). Then \(\Phi_2^{-1}\Phi_1\) sends an ample class (say, \(16H - [E_1] - \cdots - [E_n]\)) to an ample class. By global Torelli for polarized \(K3\) surfaces, there exists an isomorphism between \(\tilde{S}_{F_1}\) and \(\tilde{S}_{F_2}\) inducing \(\Phi_2^{-1}\Phi_1: H^2(\tilde{S}_{F_1}, \mathbb{Z}) \longrightarrow H^2(\tilde{S}_{F_2}, \mathbb{Z})\). This isomorphism is compatible with \(\iota\), hence is induced by a linear transform \(g \in \text{SL}(V)\). We have \(gAg^{-1} = A\). Now take any \(a \in A\), we have

\[
\lambda(a)F_2 = aF_2 = agF_1 = gF_1 = g(gag^{-1})F_2 = \lambda(gag^{-1})F_2,
\]

hence \(\lambda(gag^{-1}) = \lambda(a)\). This implies that \(g \in N\). The injectivity of \(\mathcal{P}\) follows.

\(^2\)This is well-defined in the weighted projective space \(\mathbb{P}^{1,1,1}_{y,x_0,x_1,x_2}\).
Take \([F] \in \Sigma\) and \(\Phi\) a marking of \(\tilde{S}_F\). Denote \(x = \Phi(H^{2,0}(\tilde{S}_F)) \in \mathbb{D} \subset \mathbb{D}_{T_{\text{sin}}}\). By theorem 1.1, an open neighbourhood of \(x\) in \(\mathbb{D}\) is induced by sextic curves of singular type \(T_{\text{sin}}\). In particular, there exists a contractible open neighbourhood \(U\) of \(x\) in \(\mathbb{D}\), parametrizing a family of type \(T_{\text{sin}}\) sextic curves \(\mathcal{C} \to U\). For every \(x \in U\), let \(Z(F_x)\) be the sextic curve over \(x\). We have \(\Phi(H^{2,0}(\tilde{S}_{F_x})) = x\). Points in \(U\) are polarized Hodge structures invariant under the action of \(A^\lambda\). By theorem 1 in [BR75], the K3 surface \(\tilde{S}_{F_x}\) admits an action of \(A^\lambda\). Thus the family over \(U\) of K3 surfaces \(\tilde{S}_{F_x}\) admits an action of \(A^\lambda\). This action is induced by an action of \(A\) on \(\mathcal{C}\). Therefore, the image of \(\mathcal{P}\colon \mathcal{F} \to \Gamma\backslash \mathbb{D}\) contains an image of \(U\) in \(\Gamma\backslash \mathbb{D}\). Thus \(\mathcal{P}\) has open image in \(\Gamma\backslash \mathbb{D}\). We conclude that \(\mathcal{P}\) is a bimeromorphism.

By [YZ20, Theorem A.13], there is a natural morphism \(\Gamma\backslash \mathbb{D} \to \tilde{\Gamma}\backslash \mathbb{D}\), which extends to \(\Gamma\backslash \mathbb{D}^{H_*} \to \tilde{\Gamma}\backslash \mathbb{D}^{H_*}\). Both are finite.

We have the following commutative diagram:

\[
\begin{array}{ccc}
\mathcal{F} & \xrightarrow{\mathcal{P}} & \Gamma\backslash \mathbb{D} \\
j & & \pi \\
M & \xrightarrow{\mathcal{P}} & \tilde{\Gamma}\backslash \mathbb{D}^{H_*}.
\end{array}
\]

Since \(\mathcal{P}(\mathcal{F})\) is open in \(\Gamma\backslash \mathbb{D}\), the two closures \(\overline{j(\mathcal{F})}\) and \(\overline{\pi(\Gamma\backslash \mathbb{D})}\) are identified via \(\mathcal{P}\colon M \cong \Gamma\backslash \mathbb{D}^{H_*}\). By lemma 5.4 in [YZ20], there is an isomorphism \(\mathcal{F} \cong \Gamma\backslash (\mathbb{D} - H_*)\).

As an end, we give two examples of theorem 5.3.

**Example 5.4.** An involution \(\tau\) of \(\mathbb{P}(V)\) must be represented by \(\text{diag}(1, 1, -1)\) on \(V\), with respect to certain choice of coordinate \((x_1, x_2, x_3)\). Let \(\overline{A} = \{\text{id}, \tau\}\) and \(A\) be the preimage of \(\overline{A}\) in \(\text{SL}(V)\). Take \(\lambda\) to be the trivial character of \(A\). We take symmetry type \(T_{\text{sym}} = [(A, \lambda)]\), and singular type \(T_{\text{sin}} = (1, 1, 1, 1, 1, 1)\). We next describe \(\Sigma_{T_{\text{sin}}, T_{\text{sym}}}\). A point in \(\Sigma_{T_{\text{sin}}, T_{\text{sym}}}\) corresponds to six lines on \(\mathbb{P}(V)\) preserved by the action of \(\tau\), such that any three of them do not intersect at one point. A line \(l \subset \mathbb{P}(V)\) satisfies \(\tau(l) = l\) if and only if \(l = \{x_3 = 0\}\) or \(l\) passes through \([0 : 0 : 1]\). We call a pair of different lines \(\tau\)-conjugate, if one line is mapped to the other via \(\tau\). The points in \(\Sigma_{T_{\text{sin}}, T_{\text{sym}}}\) belong to the following two irreducible components: one component \(\Sigma_1\) with the corresponding six lines being union of three \(\tau\)-conjugate pairs, the other component \(\Sigma_2\) with the corresponding six lines being union of two different lines passing through \([0 : 0 : 1]\) and two \(\tau\)-conjugate pairs. Denote by \(\mathbb{P}(V^*)\) the space of lines on \(\mathbb{P}(V)\), and by \(\mathbb{P}(V^*)/\tau \cong \mathbb{P}(1, 1, 2)\) the space \(\tau\)-orbits in \(\mathbb{P}(V^*)\). Let \(N = \text{SL}(\text{GL}(2, \mathbb{C}) \times \mathbb{C}^*)\).

Consider the morphism

\[
j_1: S_3 \backslash (\mathbb{P}(V^*)/\tau)^3 \to S_6 \backslash \mathbb{P}(V^*)^6
\]

sending \([(l_1, l_2, l_3)]\) to \([(l_1, l_2, l_3, \tau(l_1), \tau(l_2), \tau(l_3))\] for \(l_1, l_2, l_3 \in \mathbb{P}(V^*)\). This morphism is a closed embedding with image \(\tilde{\Sigma}_1\). Hence \(\tilde{\Sigma}_1 = \Sigma_1 = S_3 \backslash (\mathbb{P}(V^*)/\tau)^3\). So the GIT quotient is \(\mathcal{F}_1 \cong (N \times S_3) \backslash ((\mathbb{P}(V^*)/\tau)^3, \mathcal{O}(1) \boxtimes \mathcal{O}(1) \boxtimes \mathcal{O}(1)) \cong (N \times S_3) \backslash ((\mathbb{P}(1, 1, 2)^3, \mathcal{O}(1) \boxtimes \mathcal{O}(1) \boxtimes \mathcal{O}(1))\).
and is isomorphic to the Baily-Borel compactification of an arithmetic quotient of a type IV domain with dimension 2, i.e. product of two upper half planes by theorem 5.3.

Let $V_2$ be the quotient of $V$ by the line $\{x_1 = x_2 = 0\} \subset V$. Then $\mathbb{P}(V_2^*)$ parametrizes lines in $\mathbb{P}(V)$ passing through $[0 : 0 : 1]$. Consider the finite morphism

$$j_2: (S_2 \mathbb{P}(V_2^*)^2) \times (S_2 \mathbb{P}(V^*)^2) / \tau^2 \rightarrow S_0 \mathbb{P}(V^*)^6$$

sending $[(l_1, l_2, l_3, l_4)]$ to $[(l_1, l_2, l_3, \tau(l_3), \tau(l_4))]$ for $l_1, l_2$ passing through $[0 : 0 : 1]$ and $l_3, l_4 \in \mathbb{P}(V^*)$. This morphism is generically injective with image $\Sigma$. Hence $\Sigma = (S_2 \mathbb{P}(V_2^*)^2) \times (S_2 \mathbb{P}(V^*)^2) / \tau^2)$. So the GIT-quotient is $\mathcal{F}_2 \cong N \times (S_2 \mathbb{P}(V_2^*)^2 \times \mathbb{P}(V^*)^2, \mathcal{O}(1)^{2\Sigma})$, and is isomorphic to the Baily-Borel compactification of an arithmetic quotient of a type IV domain with dimension 2, i.e. product of two upper half planes, by theorem 5.3.

**Example 5.5.** Let $\rho$ be an automorphism of $\mathbb{P}(V)$ represented by $\text{diag}(1, 1, \omega)$ with respect to certain choice of coordinate $(x_1, x_2, x_3)$. Here $\omega = e^{2\pi \sqrt{-1}}$ is a third root of unity. Let $\overline{A} = \{1, \rho, \rho^2\}$ and $A$ be the preimage of $\overline{A}$ in $\text{SL}(V)$. Take $\lambda$ to be the trivial character of $A$. We take symmetry type $T_{\text{sym}} = [(A, \lambda)]$ and singular type $T_{\text{sym}} = (1, 5)$. In this case $\Sigma_{T_{\text{sym}}, T_{\text{sym}}}$ is irreducible and we write $\Sigma = \Sigma_{T_{\text{sym}}, T_{\text{sym}}}$ for short. The equation of a point in $\Sigma$ can be arranged as

$$(t_1 x_1 + t_2 x_2)(L_2(x_1, x_2)x_3^3 + L_5(x_1, x_2)),$$

where $t_1, t_2 \in \mathbb{C}$ and $L_2, L_5$ are polynomials of $x_1, x_2$ of degree 2, 5 respectively. The line $(t_1 x_1 + t_2 x_2 = 0)$ passes through $[0 : 0 : 1]$, and such lines are parametrized by $\mathbb{P}(V_2^*)$ as defined in example 5.4. The quintics $Z(L_2(x_1, x_2)x_3^3 + L_5(x_1, x_2))$ are parametrized by $\mathbb{P}(\text{Sym}^2(V_2^*) \oplus \text{Sym}^5(V_2^*))$. Consider the natural finite morphism

$$j: \mathbb{P}(V_*^*) \times \mathbb{P}(\text{Sym}^2(V_*^*) \oplus \text{Sym}^5(V_*^*)) \rightarrow \mathbb{P}(V^*) \times \mathbb{P}(\text{Sym}^5(V_*^*))$$

This morphism is generically injective with image $\Sigma$. Thus $\Sigma = \mathbb{P}(V_*^*) \times \mathbb{P}(\text{Sym}^2(V_*^*) \oplus \text{Sym}^5(V_*^*))$. The reductive group $N$ is equal to $\text{SL}(\text{GL}(2, \mathbb{C}) \times \mathbb{C}^*)$. So the GIT-quotient is

$$\mathcal{F} \cong N \mathbb{P}(V_*^*) \times \mathbb{P}(\text{Sym}^2(V_*^*) \oplus \text{Sym}^5(V_*^*)) \mathcal{O}(1) \mathcal{O}(1)). \quad (10)$$

Consider the following short exact sequence:

$$1 \rightarrow \mathbb{Z}/2 \rightarrow \text{SL}(2, \mathbb{C}) \times \mathbb{C}^* \rightarrow N \rightarrow 1$$

where $\text{diag}(B, t) \in \text{SL}(2, \mathbb{C}) \times \mathbb{C}^*$ is sent to $\text{diag}(tB, t_2^{-1}) \in N$. The kernel $\mathbb{Z}/2$ is acting trivially on $\overline{\Sigma}$. Straightforward calculation shows that the GIT quotient of $\mathbb{P}(V_2^n) \times \mathbb{P}(\text{Sym}^2(V_*^*) \oplus \text{Sym}^5(V_*^*)) \mathcal{O}(1) \mathcal{O}(1))$ by $\mathbb{C}^*$ ($t \in \mathbb{C}^*$ is acting via $\text{diag}(t, t, t^{-2})$) is $\mathbb{P}(V_*^*) \times \mathbb{P}(\text{Sym}^2(V_*^*) \times \mathbb{P}(\text{Sym}^5(V_*^*))$ with polarization $\mathcal{O}(3) \mathcal{O}(2) \mathcal{O}(1)$. So the GIT quotient (10) can be rearranged as

$$\mathcal{F} \cong \text{SL}(2) \mathbb{P}(\mathbb{P}^1 \times \mathbb{P}^5, \mathcal{O}(3) \mathcal{O}(2) \mathcal{O}(1)).$$

In this case, the character of $\mu_3$ on $H^{2,0}(\overline{\Sigma})$ is non-real. Thus $\mathcal{F}$ is isomorphic to the Baily-Borel compactification of an arithmetic ball quotient with dimension 5 by theorem 5.3.
Notice that \( S_n \backslash ((\mathbb{P}^1)^n, \mathcal{O}(1)^{2n}) \cong (\mathbb{P}^n, \mathcal{O}(1)) \). So \( \mathcal{F} \) is a quotient of
\[
\tilde{\mathcal{F}} \cong \text{SL}(2) \backslash ((\mathbb{P}^1)^8, \mathcal{O}(3) \boxtimes \mathcal{O}(2)^{52} \boxtimes \mathcal{O}(1)^{55}).
\]
by permutation group \( S_2 \times S_5 \). The GIT quotient \( \tilde{\mathcal{F}} \) also appears in Deligne-Mostow’s list of ball quotients. See example (11) in [Mos88] or example (20) in [Thu98]. The construction in Deligne-Mostow [DM86] uses period of certain cyclic cover of \( \mathbb{P}^1 \), which is quite different from period of \( K^3 \) surface used here. We conjecture these two constructions give the same ball-quotient structure on \( \mathcal{F} \), and there exists a geometric construction relating the two approaches.
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