Integrable symplectic maps associated with discrete Korteweg-de Vries-type equations
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Abstract
In this paper, we present novel integrable symplectic maps, associated with ordinary difference equations, and show how they determine, in a remarkably diverse manner, the integrability, including Lax pairs and the explicit solutions, for integrable partial difference equations which are the discrete counterparts of integrable partial differential equations of Korteweg-de Vries-type (KdV-type). As a consequence it is demonstrated that several distinct Hamiltonian systems lead to one and the same difference equation by means of the Liouville integrability framework. Thus, these integrable symplectic maps may provide an efficient tool for characterizing, and determining the integrability of, partial difference equations.
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1 INTRODUCTION

Integrable symplectic maps1–4 comprise some of the remarkable outcomes from the theory of discrete integrable systems: such maps allow the construction of special solutions for the corresponding partial difference equations by means of algebro-geometric methods.5–9 Many of the infinite-dimensional discrete integrable models that are supported by (in the sense that they can be reduced to) integrable symplectic maps have interesting properties: the existence of Lax pairs, Bäcklund transformations, symmetries and conservation laws, Hamiltonian structures, the construction of integrable algorithms, (elliptic) soliton solutions, finite genus solutions [see Refs. 10–23, and references therein].
By definition, in the symplectic space \( \mathcal{N} = (\mathbb{R}^{2N}, dp \wedge dq) \) with associated coordinates \((p, q) = (p_1, \ldots, p_N, q_1, \ldots, q_N)^T\), where \( N \) is a positive integer, a mapping \( S \) that sends \((p, q)\) to \((\tilde{p}, \tilde{q})\) is called an integrable symplectic map, if the induced map \( S^* \) on the space of differential forms on \( \mathcal{N} \) satisfies \( S^*(dp \wedge dq) = dp \wedge dq \) and \( S^*F_j = F_j, 1 \leq j \leq N \), where \( F_1, \ldots, F_N \) are smooth, functionally independent, and pairwise in involution (with respect to the Poisson bracket associated with symplectic form), functions in a dense open subset of \( \mathbb{R}^{2N} \). We will construct in this paper some novel integrable symplectic maps, which turn out to constitute a powerful tool to study the natural discrete analogs of Korteweg-de Vries (KdV)-type equations. The latter are members of the celebrated Adler-Bobenko-Suris (ABS) list \(^24\) of integrable partial difference equations on the quadrilateral lattice.

In Refs. \(^25, 26\), some of the integrability characteristics of multidimensional mappings arising by periodic reductions from the partial difference analogues of the KdV equation were investigated. These include Lax pairs, classical \( r \)-matrix structures, and Liouville integrability, but the explicit solutions for the map remained to be established. In Ref. \(^27\), by means of the finite-gap technique, the rational maps generated from periodic initial problems of the lattice KdV equation, were parameterized in terms of Kleinian functions, and the closed-form modified Hamiltonians for one- and two-degree symplectic mappings arising from the lattice KdV and modified KdV equations were constructed, combined with the application of the method of separation of variables.\(^28–30\) The latter gave rise to a discrete analog of the Kowalewski-Dubrovin equations, describing the dynamics in terms of the separation variables. The quantization of the latter systems have been investigated as well in connection with integrable quantum field systems.\(^31–33\) Symplectic mappings related to higher-order counterparts of the KdV type, eg, the Boussinesq type, have been studied as well.\(^34\)

The motivation for this paper originates from Ref. \(^16\), in which finite genus solutions for the lattice potential KdV (lpKdV) equation

\[
(\tilde{u} - u)(\tilde{u} - \tilde{u}) = \beta_2 - \beta_1
\]

are obtained through integrable symplectic maps and where the lattice KdV (lKdV) equation is solved as well. Here, we use the usual notation, \( \tilde{h}(m, n) = h(m + 1, n), \tilde{h}(m, n) = h(m, n + 1) \), for any function \( h(m, n) \). A discrete spectral problem associated with (1) can be constructed from the property of multidimensional consistency of (1), cf.\(^19\), namely,

\[
\tilde{\chi} = (\lambda - \beta)^{-1/2}D(\beta)(\lambda; a, b)\chi, \quad D(\beta)(\lambda; a, b) = \begin{pmatrix} a - \lambda + \beta + ab & b \\ 1 & \lambda \end{pmatrix} \chi,
\]

where \( \chi \) is a two-component vector function, \( \lambda \) is a spectral parameter, \( \beta \) is the parameter of the lattice, and \( a, b \) are potentials (ie, functions of the independent variables), which is different from the ones in Refs. \(^16, 35\). Furthermore, from the Darboux/Bäcklund approach, it is found that (2) also allows a compatible spectral problem\(^36–38\)

\[
\partial_x \chi = U(\lambda; v, w)\chi = \begin{pmatrix} v - \lambda + w \\ 1 - v \end{pmatrix} \chi.
\]

The resolution of the potentials \( v, w \) in (3) are not independent from the \( a, b \) in (2), and the relations between them are the key to the problem (see Section 2).
Another ingredient in our treatment is the methodology of “nonlinearization,”\textsuperscript{39,40} which is related to the expansions of potentials $a, b, v, w$ in terms of squared eigenfunctions. In this paper, following this method we prove that the spectral problem (3) can be nonlinearized resulting in a finite-dimensional integrable Hamiltonian system which provides the essential conditions for constructing the relevant integrable symplectic map stemming from (2). Using this map, we deduce several well-defined meromorphic functions on the spectral curve. Finally, the $l_p$KdV equation (1) is solved by solving the relevant Jacobi inversion problem in terms of theta functions on the hyperelliptic Riemann surface. In contrast to the usual cases treated in Refs. \textsuperscript{16,41,42}, where potentials themselves satisfy the corresponding discrete models, the solutions here are expressed in terms of the derivative of a special theta function with respect to the auxiliary Darboux variable.

As it turns out, we conclude that one and the same discrete model can be solved through different Liouville integrable models. Inspired by this, we will also investigate the lattice potential modified KdV ($l_pm$KdV) equation
\begin{equation}
\beta_1(\bar{u}\bar{u} - u\bar{u}) = \beta_2(\bar{u}\bar{u} - u\bar{u}),
\end{equation}
which is closely related to the Hirota equation, ie, the lattice sine-Gordon (lsG) equation whose algebro-geometric solutions have been discussed.\textsuperscript{43,44} In Ref. \textsuperscript{41}, integrable symplectic maps and novel theta function solutions for Equation (4) were constructed through integrable Hamiltonian systems associated with the continuous sG equation. In contrast, in this paper, we start from the Kaup-Newell spectral problem\textsuperscript{45}
\begin{equation}
\partial_x \chi = V(\lambda; v, w)\chi = \left(\frac{\lambda^2/2}{\lambda w} - \frac{\lambda v}{-\lambda^2/2}\right) \chi,
\end{equation}
and the associated discrete spectral problem
\begin{equation}
\tilde{\chi} = (\lambda^2 - \beta^2)^{-1/2} D(\beta)(\lambda; a)\chi, \quad D(\beta)(\lambda; a) = \left(\begin{array}{cc}
\lambda a & \beta \\
\beta & \lambda a^{-1}
\end{array}\right).
\end{equation}
In this example, we actually have a different type of situation from the one of the previous examples\textsuperscript{16,41,42} since the relation between the discrete potential $a$ and the continuous potentials $v, w$ is implicit. However, based on the Lax structure of the Kaup-Newell equation, (6), the system can still be nonlinearized, in the sense mentioned above, as an integrable symplectic map.

In addition, we will investigate the lattice Schwarzian KdV (lSkdV) equation, first given in Ref. \textsuperscript{35},
\begin{equation}
\beta_1^2(\bar{u}\bar{u} - u\bar{u})(\bar{u}\bar{u} - u\bar{u}) = \beta_2^2(\bar{u}\bar{u} - u\bar{u})(\bar{u}\bar{u} - u\bar{u}),
\end{equation}
which expresses the cross-ratio of four points in the complex plane being equal to a constant. Equation (7) was used in Ref. \textsuperscript{44} to define a discrete conformal map, consequently in Ref. \textsuperscript{46} solutions in terms of the Riemann theta function were written down in the context of the geometry of those conformal maps. Moreover, the finite genus solutions to lSkdV equation (7) are discussed, with the help of some finite-dimensional integrable systems arising from one Lax matrix for the derivative Schwarzian KdV equation.\textsuperscript{47} Interestingly, in Ref. \textsuperscript{48} by using the so-called direct linearization method, a more general form of (7) was deduced (nowadays sometimes referred to as Nijhoff-Quispel-Capel (NQC) equation), which in different special
parameter cases reduces to both (1), (4), and (7). In the present case, the relevant Hamiltonian system is associated with the continuous spectral problem

\[ \partial_x \chi = W(\lambda; v, w) \chi = \begin{pmatrix} -\lambda^2/2 + v + w & \lambda v \\ -\lambda & \lambda^2/2 - v - w \end{pmatrix} \chi, \]  

(8)

which is curiously compatible with the dynamic problem of the Kac-van Moerbeke hierarchy,\textsuperscript{49} and whose corresponding discrete spectral problem is given by

\[ \tilde{\chi} = (\lambda^2 - \beta^2)^{-1/2} D^{(\beta)}(\lambda; a, s) \chi, \quad D^{(\beta)}(\lambda; a, s) = \begin{pmatrix} \lambda a & \beta s \\ \beta s & \lambda a^{-1} \end{pmatrix}. \]  

(9)

Similarly, the parameterization of the potentials plays an essential role in this case.

This paper is organized as follows. In Section 2, the construction of integrable symplectic maps and the resulting finite genus solutions to the lpKdV equation (1) are presented. In Section 3, we deal with the lpmKdV equation (4), and exploit the permutability of the integrable discrete phase flows arising from the iteration of a novel parameter-family of integrable symplectic maps, leading to the corresponding finite-genus solutions to the partial difference equation. In Section 4, we study the lSKdV case and establish a useful relation between the two discrete potentials present in the same spectral problem for the construction of the relevant integrable symplectic map. By this relation, a novel Lax pair for lSKdV equation (7) is obtained, different from the ones given in Refs. 35, 47. As a result, a recursion relation for the finite genus solutions is presented. In Section 5, the conclusion is given.

2  THE lpKdV EQUATION

In this section, we will investigate the lpKdV equation (1) via integrable symplectic maps. For further calculations, an integrable Hamiltonian system is needed, which provides the integrals, the spectral curve, and so on.

2.1  An integrable Hamiltonian system

For the sake of self-containment, we first review some of the methodology of Ref. 16. This is based on the observation, going back to Ref. 50, that finite-dimensional integrable systems can be obtained by restricting the infinite-dimensional integrable systems to a finite-dimensional invariant manifold. To realize it, a good way is the nonlinearization of the spectral problem.\textsuperscript{39,40} Here, we use this technique to construct a finite-dimensional integrable Hamiltonian system.

Consider \( N \) copies of (3) with distinct eigenvalues \( \alpha_1, \ldots, \alpha_N \), and write them in the vector form:

\[ \begin{align*}
\partial_x p &= v p - A q + w q, \\
\partial_x q &= p - v q,
\end{align*} \]  

(10)

where \( A = \text{diag}(\alpha_1, \ldots, \alpha_N) \). According to the principle of nonlinearization,\textsuperscript{39,40} the reflectionless potential can be expressed by the squared sum of eigenfunctions. In the present case, we impose some constraint on the potentials \( v, w \), so that the linear equation (10) can be nonlinearized to produce a completely integrable Hamiltonian system.
By Refs. 6, 45, 49, we take the following Lax equation as a starting point:

$$\partial_x L(\lambda; p, q) = [U(\lambda; v, w), L(\lambda; p, q)], \quad (11)$$

which is the compatibility condition of (3) and the eigenvalue problem $L(\lambda; p, q) \chi = \kappa \chi$. The Lax matrix is computed in a similar way as in Refs. 6, 45, 49 from (11), and adopts the following traceless form:

$$L(\lambda; p, q) = \begin{pmatrix} \sqrt{<q, q>} + Q_\lambda(p, p) & -\lambda - Q_\lambda(p, p) \\ 1 + Q_\lambda(q, q) & -\sqrt{<q, q>} - Q_\lambda(p, q) \end{pmatrix}, \quad (12)$$

where $Q_\lambda(\xi, \eta) = \frac{<(\lambda I - A)^{-1} \xi, \eta>}{\lambda}$, and $<\xi, \eta> = \sum_{j=1}^{N} \xi_j \eta_j$ is the usual inner product of two $N$-dimensional vectors $\xi, \eta$.

It is well-known that the characteristic polynomial $\det(\lambda I - L(\lambda; p, q)) = \lambda^2 + \det L(\lambda; p, q)$ represents the spectral curve of the system, which in turn gives rise to the integrals of the corresponding Hamiltonian system. In our case, we have the determinant

$$\mathcal{F}_\lambda \triangleq \det L(\lambda; p, q) = \lambda + Q_\lambda(Aq, q) + Q_\lambda(p, p) - 2\sqrt{<q, q>Q_\lambda(p, q)} + Q_\lambda(p, p)Q_\lambda(q, q) - Q_\lambda^2(p, q), \quad (13)$$

where $Q_\lambda(Aq, q) = -<q, q> + \lambda Q_\lambda(q, q)$. Actually, $\mathcal{F}_\lambda$ is a rational function of $\lambda$, having simple poles at $\{\alpha_j\}_{j=1}^{N}$, since the coefficient of $(\lambda - \alpha_j)^{-2}$ is zero. Thus,

$$\mathcal{F}_\lambda = \frac{\prod_{j=1}^{N+1}(\lambda - \lambda_j)}{\prod_{j=1}^{N}(\lambda - \alpha_j)} = \frac{\Lambda(\lambda)}{\alpha(\lambda)}, \quad (14)$$

where $\Lambda(\lambda) = \prod_{j=1}^{N+1}(\lambda - \lambda_j)$, $\alpha(\lambda) = \prod_{j=1}^{N}(\lambda - \alpha_j)$. By virtue of general results of the theory of algebraic curves, cf. Refs. 51–53, the spectral curve associated with a two-sheeted Riemann surface of genus $g = N$ is constructed according to the method elaborated in Refs. 54, 55,

$$\mathcal{R} : \xi^2 = -R(\lambda), \quad (15)$$

where $R(\lambda) = \Lambda(\lambda)\alpha(\lambda)$. For values of $\lambda$ not corresponding to a branch point, there are two points $p(\lambda), (\tau p)(\lambda)$ on $\mathcal{R},$

$$p(\lambda) = (\lambda, \xi = \sqrt{-R(\lambda)}), \quad (\tau p)(\lambda) = (\lambda, \xi = -\sqrt{-R(\lambda)})$$

with $\tau : \mathcal{R} \to \mathcal{R}$ the map of changing sheets.

Furthermore, from Equation (11) it follows $\mathcal{F}_\lambda$ is independent of the argument $x$, therefore, $\mathcal{F}_\lambda$ can act as the generating function of the integrals associated with the Hamiltonian system (see below). In fact, setting

$$\mathcal{F}_\lambda = \lambda + \sum_{j=1}^{\infty} F_j \lambda^{-j}, \quad (16)$$
the coefficients in the expansion are given by

\[
F_1 = < Aq, q > + < p, p > - 2 \sqrt{< q, q >} < p, q >, \\
F_l = < A^l q, q > + < A^{l-1} p, p > - 2 \sqrt{< q, q >} < A^{l-1} p, q > + \\
+ \sum_{j+k+2=l, j,k \geq 0} (< A^j p, p > < A^k q, q > - < A^j p, q > < A^k p, q >), (l \geq 2).
\]

(17)

Inspired by the structure of the spectral curve (15), we find that \( F_\lambda \) is proportional to a perfect square of a quantity \( H_\lambda \), namely,

\[
\lambda H_\lambda^2 = F_\lambda.
\]

(18)

By using the expression (16), we obtain

\[
H_\lambda = 1 + \sum_{j=1}^{\infty} H_j \lambda^{-j-1},
\]

(19)

where

\[
H_1(p, q) = \frac{1}{2}(< Aq, q > + < p, p >) - \sqrt{< q, q >} < p, q >.
\]

(20)

Now we consider \( H_1(p, q) \) as a Hamiltonian function and calculate the corresponding Hamiltonian system. Fortunately, when choosing \((v, w) = (\sqrt{< q, q >}, < p, q > / \sqrt{< q, q >})\)

(21)

in the reflectionless case, what the solution \((p_j, q_j)^T\) of the linear equation (10) satisfies, is actually a system of nonlinear equations, which can be written in Hamiltonian form as:

\[
p_x = -\partial H_1 / \partial q, \quad q_x = \partial H_1 / \partial p.
\]

(22)

So far, we have finished the nonlinearization of the eigenvalue problem (3), resulting in the Hamiltonian system (22). In the future analysis, we need the following ingredients:

1. The canonical basis \( a_1, \ldots, a_g, b_1, \ldots, b_g \) of the homology group of contours.
2. The basis of the holomorphic differentials, written in the vector form as

\[
\tilde{\omega}' = (\omega'_1, \ldots, \omega'_g)^T, \quad \omega'_j = \lambda^{g-j} \partial / (2\xi),
\]

(23)

which can be normalized into \( \tilde{\omega} = C \tilde{\omega}' \), where \( C = (a_{jk})_{g \times g}^{-1} \), with \( a_{jk} \) the integral of \( \omega'_j \) along \( a_k \) and \( \tilde{C}_l \) the \( l \)th column vector of \( C \). Near the point at infinity, the following local expansion holds:

\[
\tilde{\omega} = [\tilde{\Omega}_1 + O(t^2)]dt,
\]

(24)

where \( \tilde{\Omega}_1 = -\tilde{C}_1 \) and \( t(t^{-2} = -\lambda) \) is the local coordinate for the branch point \( \infty \).
3. The periodicity vectors $\vec{\delta}_k, \vec{B}_k$ defined as integrals of $\vec{\omega}$ along $a_k, b_k$, respectively. They span a lattice $\mathcal{T}$ of periods, which defines the Jacobian variety $J(R) = \mathbb{C}^g / \mathcal{T}$. The matrix $B = (\vec{B}_1, ..., \vec{B}_g)$ is used to construct the Riemann theta function

$$\theta(z, B) = \sum_{z' \in \mathbb{Z}^g} \exp \pi \sqrt{-1} (<Bz', z'> + 2 <z, z'>), \ z \in \mathbb{C}^g.$$ (25)

The Abel map $\mathcal{A} : \text{Div}(R) \to J(R)$ is given as

$$\mathcal{A}(\mathcal{p}) = \int_{\mathcal{p}_0}^{\mathcal{p}} \vec{\omega}, \ \mathcal{A}(\Sigma n_k p_k) = \Sigma n_k \mathcal{A}(p_k).$$ (26)

Thus by Equation (24), we solve

$$-\mathcal{A}(\mathcal{p}) = \int_{\mathcal{p}}^{\mathcal{p}_0} \vec{\omega} = \int_{\infty}^{\mathcal{p}_0} \vec{\omega} + \int_{\mathcal{p}}^{\infty} \vec{\omega} = \eta - \tilde{\Omega}_1 t + O(t^3), \ \eta = \int_{\infty}^{\mathcal{p}_0} \vec{\omega}. \ (27)$$

Now we discuss the complete integrability of (22) in the Liouville sense. Here we employ the $r$-matrix and the evolution of the Lax matrix along a certain phase flow, which can be used to encode the involution and independence of the integrals in our case.

Referring to Refs. 56–58, we verify by direct computation that there are two matrix-valued functions, $r_{12}$ and $r_{21}$, on the symplectic space,

$$r_{12} = \begin{pmatrix} \frac{2}{\lambda - \mu} & 0 & \frac{-1}{\sqrt{<q, q>}} & 0 \\ 0 & 0 & \frac{\lambda - \mu}{2} & \frac{1}{\sqrt{<q, q>}} \\ 0 & \frac{2}{\lambda - \mu} & 0 & 0 \\ 0 & 0 & 0 & \frac{2}{\lambda - \mu} \end{pmatrix},$$

$$r_{21} = \begin{pmatrix} \frac{2}{\mu - \lambda} & \frac{-1}{\sqrt{<q, q>}} & 0 & 0 \\ 0 & 0 & \frac{2}{\mu - \lambda} & 0 \\ 0 & \frac{2}{\mu - \lambda} & 0 & \frac{1}{\sqrt{<q, q>}} \\ 0 & 0 & 0 & \frac{2}{\mu - \lambda} \end{pmatrix},$$

in terms of which the fundamental Poisson bracket between the Lax matrices takes the form:

$$\{L(\lambda) \otimes L(\mu)\} = [r_{12}, L_1(\lambda)] - [r_{21}, L_2(\mu)],$$ (28)

where $L(\lambda)$ is the abbreviation for $L(\lambda; p, q)$, $L_1(\lambda) = L(\lambda) \otimes I, L_2(\mu) = I \otimes L(\mu)$ and $I$ is the usual unit matrix.
Lemma 1. The Lax matrix $L(\mu)$ satisfies the evolution equation along the $t_{\lambda}$-flow defined by the Hamiltonian vector field of $F_{\lambda}$.

$$
\frac{dL(\mu)}{dt_{\lambda}} = [W(\lambda, \mu), L(\mu)],
$$

where $W(\lambda, \mu)$ satisfies

$$
W(\lambda, \mu) = \frac{2}{\lambda - \mu} L(\lambda) + \frac{2L_{11}(\lambda)}{\sqrt{<q, q>}} \sigma_+,
\quad \sigma_+ = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}.
$$

Proof. Since $L^2(\lambda) = -F_{\lambda}I$, we obtain

$$
\{L^2(\lambda) \otimes L(\mu)\} = \{-F_{\lambda}I \otimes L(\mu)\}.
$$

By Equation (28), we calculate the left-hand side of (30) again and get

$$
\{L^2(\lambda) \otimes L(\mu)\} = L_1(\lambda)\{L(\lambda) \otimes L(\mu)\} + \{L(\lambda) \otimes L(\mu)\}L_1(\lambda)
$$

$$
= -L_1(\lambda)r_{21}L_2(\mu) + L_1(\lambda)L_2(\mu)r_{21}
- r_{21}L_2(\mu)L_1(\lambda) + L_2(\mu)r_{21}L_1(\lambda)
= -[L_1(\lambda)r_{21} + r_{21}L_1(\lambda), L_2(\mu)]
$$

$$
= \begin{pmatrix} [W(\lambda, \mu), L(\mu)] & 0 \\ 0 & [W(\lambda, \mu), L(\mu)] \end{pmatrix},
$$

where we use the formulas $L_1^2(\lambda) = -F_{\lambda}I$ and $L_1(\lambda)L_2(\mu) = L_2(\mu)L_1(\lambda) = L(\lambda) \otimes L(\mu)$ which are easily got by some calculations. Then comparing (30) with (31), Equation (29) is verified.

As a corollary of Lemma 1, we have $dL^2(\mu)/dt_{\lambda} = [W(\lambda, \mu), L^2(\mu)]$, which implies

$$
\frac{dF_\mu}{dt_{\lambda}} = \{F_\mu, F_{\lambda}\} = 0, \quad \forall \mu, \lambda \in \mathbb{C},
$$

by using the formula $L^2(\mu) = -F_\mu I$ and the fact that $F_{\lambda}$ is Hamiltonian for the $t_{\lambda}$-flow. As a consequence, we have

$$
\{F_\mu, F_{\lambda}\} = \{F_\mu, H_{\lambda}\} = \{H_\mu, F_{\lambda}\} = 0, \quad \forall \mu, \lambda \in \mathbb{C},
$$

$$
\{F_j, F_k\} = \{F_j, H_k\} = \{H_j, H_k\} = 0, \quad \forall j, k = 1, 2, 3, ...
$$
implying that $F_1, \ldots, F_N$ are in pairwise involution, moreover, they are integrals for Hamiltonian system (22).

In the theory of Liouville integrability, the functional independence of $F_1, \ldots, F_N$ plays a fundamental role. To prove the latter, we introduce the elliptic variables $\nu_j$, i.e., curvilinear orthogonal coordinates, obtaining

\[ L^{21}(\lambda) = 1 + Q_2(q, q) = \prod_{j=1}^{N} \frac{\lambda - \nu_j}{\lambda - \alpha_j} = \frac{n(\lambda)}{\alpha(\lambda)}. \]  

(33)

A resolution of (33) is given in terms of the quasi-Abel-Jacobi variable $\vec{\phi}'$ and the Abel-Jacobi variable $\vec{\phi}$, which are defined as

\[ \vec{\phi}' = \sum_{k=1}^{g} \int_{\nu_0}^{\nu_k} \vec{\omega}', \quad \vec{\phi} = C \vec{\phi}' = \mathcal{A} \left( \sum_{k=1}^{g} \psi(\nu_k) \right), \]  

(34)

taking values in the Jacobian variety $J(R)$, by using the Abel map $\mathcal{A}$.

Consider one of the entries of matrix equation (29):

\[ dL^{21}(\mu)/dt_\lambda = 2(W^{21}(\lambda, \mu)L^{11}(\mu) - W^{11}(\lambda, \mu)L^{21}(\mu)), \]  

(35)

Since $F_\lambda = -(L^{11}(\lambda))^2 - L^{12}(\lambda)L^{21}(\lambda)$, we find

\[ L^{11}(\nu_k) = \sqrt{-R(\nu_k)}/\alpha(\nu_k) \]

as a consequence of Equation (14). Evaluating Equation (35) at the point $\mu = \nu_k$, we obtain the evolution of the elliptic variables $\nu_k$ along the $t_\lambda$-flow,

\[ \frac{1}{2\sqrt{-R(\nu_k)}} \frac{d\nu_k}{dt_\lambda} = \frac{-2}{\alpha(\lambda)} \frac{n(\lambda)}{\lambda - \nu_k} \frac{n'(\nu_k)}{\alpha(\nu_k)}, \quad (1 \leq k \leq g), \]

which are the Dubrovin equations for our case. Then by means of the Lagrange interpolation formula for polynomials, we have

\[ \frac{g}{2\sqrt{-R(\nu_k)}} \frac{d\nu_k}{dt_\lambda} = \frac{-2}{\alpha(\lambda)} \sum_{k=1}^{g} \frac{\nu_k^{g-l}}{(\lambda - \nu_k)} \frac{n(\lambda)}{\lambda - \nu_k} \frac{n'(\nu_k)}{\alpha(\nu_k)}, \quad (1 \leq l \leq g), \]

which can be rewritten in a simple form

\[ \{\phi'_l, F_\lambda\} = \frac{d\phi'_l}{dt_\lambda} = \frac{-2}{\alpha(\lambda)} \lambda^{g-l}, \quad (1 \leq l \leq g), \]  

(36)

using the quasi-Abel-Jacobi variable $\vec{\phi}' = (\phi'_1, \ldots, \phi'_g)^T$ given by (34). Expanding both sides of Equation (36), we obtain

\[ \sum_{j=1}^{\infty} \{\phi'_l, F_j\} \lambda^{-j} = \frac{-2\lambda^{-l}}{\Pi_{k=1}^{g} (1 - \alpha_k \lambda^{-1})} = -2 \sum_{i=0}^{\infty} A_i \lambda^{-(i+l)} = -2 \sum_{j=-\infty}^{\infty} A_{j-l} \lambda^{-j}, \]
with $A_0 = 1, A_{-l} = 0, \forall l \in \mathbb{N}$. Hence, we get

$$\frac{\partial (\phi'_1, \ldots, \phi'_g)}{\partial (t_1, \ldots, t_g)} = \begin{pmatrix} 1 & A_1 & \cdots & A_{g-1} \\ 1 & A_1 & \cdots & A_{g-2} \\ \vdots & \ddots & \ddots & \vdots \\ 1 & \cdots & \cdots & 1 \end{pmatrix},$$

(37)

where $t_j$ is the flow variable, ie, $dG/dt_j = \{G, F_j\}$ for any smooth function $G(p, q)$. We note in passing that the matrix (37) is nondegenerate, hence $dF_1, \ldots, dF_N$ are linearly independent throughout each cotangent space $T^*_y \mathbb{R}^{2N}, \forall y \in \mathbb{R}^{2N}$. Indeed suppose $\sum_{j=1}^N c_j dF_j = 0$, then $\sum_{j=1}^N c_j \{\phi'_j, F_j\} = 0, \forall l$, which implies that $c_j = 0, \forall j$. Thus we arrive at the main result:

**Proposition 1.** The Hamiltonian system (22) is completely integrable in the sense of Liouville, possessing the integrals $F_1, \ldots, F_N$, which are in involution with respect to the canonical Poisson brackets and functionally independent on $\mathcal{N} = (\mathbb{R}^{2N}, dp \wedge dq)$.

### 2.2 An integrable symplectic map

We now use the results in Section 2.1 to construct an integrable symplectic map. Motivated by Ref. 16, we define the following linear map on $\mathcal{N}$:

$$S_\beta : \left( \begin{array}{c} \tilde{p}_j \\ \tilde{q}_j \end{array} \right) = (\alpha_j - \beta)^{-1/2} D^{(\beta)}(\alpha_j; a, b) \left( \begin{array}{c} p_j \\ q_j \end{array} \right), \quad (1 \leq j \leq N),$$

(38)

where $D^{(\beta)}$ is the relevant Darboux matrix given in (2). Similarly, we will find the constraint on the discrete potentials $a, b$, under which $S_\beta$ can be nonlinearized to derive an integrable symplectic correspondence. This can be seen to arise from the following discrete Lax equation:

$$D \overset{\Delta}{=} L(\lambda; \tilde{p}, \tilde{q}) D^{(\beta)}(\lambda; a, b) - D^{(\beta)}(\lambda; a, b) L(\lambda; p, q) = 0.$$  

(39)

In fact, by direct calculations, we have

$$D = \begin{pmatrix} \bar{v} & -\lambda \\ 1 & -\bar{v} \end{pmatrix} D^{(\beta)}(\lambda) - D^{(\beta)}(\lambda) \begin{pmatrix} v & -\lambda \\ 1 & -v \end{pmatrix}$$

$$+ \sum_{j=1}^N \frac{1}{\lambda - \alpha_j} (\bar{\epsilon}_j D^{(\beta)}(\lambda) - D^{(\beta)}(\lambda) \epsilon_j),$$

where $v$ is given by Equation (21) and

$$\epsilon_j = \begin{pmatrix} p_j q_j & -p_j^2 \\ q_j^2 & -p_j q_j \end{pmatrix}$$
satisfies \( \tilde{\varepsilon} J D^{(\beta)}(\alpha_j; a, b) - D^{(\beta)}(\alpha_j; a, b)\varepsilon_j = 0 \). Then the entries of the matrix \( D \) are expressed as

\[
D^{11} = a(\bar{\nu} - \nu - b) + \nu^2 - \beta, \\
D^{12} = -\lambda(b - a + \nu + \bar{\nu}) + (\beta + ab)(\nu + \bar{\nu}) - <\tilde{p}, \tilde{q}> - <p, q>, \\
D^{21} = a - \bar{\nu} - \nu - b, \\
D^{22} = b(a - \bar{\nu} + \nu) - \nu^2 + \beta.
\]

Hence, from the formula for \( D^{21} \) we choose the restriction

\[ a = b + \nu + \bar{\nu}. \quad (40) \]

Substituting (40) into the other components, we obtain

\[
D^{12} = bD^{11} + aD^{22}, \\
D^{11} = -D^{22} = -P^{(\beta)}(b; p, q),
\]

where

\[ P^{(\beta)}(b; p, q) = L^{21}(\beta)b^2 + 2L^{11}(\beta)b - L^{12}(\beta), \quad (41) \]

by using

\[
\tilde{p}_j = (\alpha_j - \beta)^{-1/2}[ap_j + (-\alpha_j + \beta + ab)q_j], \\
\tilde{q}_j = (\alpha_j - \beta)^{-1/2}(p_j + bq_j),
\]

derived from (38). Therefore, we assert that the roots of the quadratic equation \( P^{(\beta)}(b; p, q) = 0 \) give rise to an explicit constraint on \( b \),

\[
b = f^2_\beta(p, q) = \frac{1}{1 + Q_\beta(q, q)} \left( -\sqrt{<q, q>} - Q_\beta(p, q) \pm \frac{\sqrt{-R(\beta)}}{\alpha(\beta)} \right). \quad (42)
\]

Actually, they are the values of a meromorphic function on the curve \( R \) defined by (15),

\[
\Psi(p) = \frac{1}{1 + Q_\beta(q, q)} \left( -\sqrt{<q, q>} - Q_\beta(p, q) + \frac{\xi}{\alpha(\beta)} \right)
\]

at the points \( p(\beta) \) and \( (\tau p)(\beta) \), respectively. Then by the relation (40), we get

\[
a = f^1_\beta(p, q) = f^2_\beta(p, q) + \sqrt{<\tilde{q}, \tilde{q}>} + \sqrt{<q, q>}. \quad (43)
\]

Though (42) and (43) are doubled-valued as functions of \( \beta \in C \), they are single-valued as functions of \( p(\beta) \in R \). Thus, we get the following expression for the discrete potentials in term of the square
of eigenfunctions:

\( (a, b) = f_\beta(p, q) = \left(f^1_\beta(p, q), f^2_\beta(p, q) \right), \) \tag{44}

by which the linear map \( S_\beta \) given by (38) becomes a nonlinear map

\[
S_\beta : \begin{pmatrix} \tilde{p} \\ \tilde{q} \end{pmatrix} = (A - \beta)^{-1/2} \begin{pmatrix} ap + (-A + \beta + ab)q \\ p + bq \end{pmatrix}_{(a, b) = f_\beta(p, q)}.
\] \tag{45}

Here, we use the same symbol \( S_\beta \) for short.

**Proposition 2.** The above map (45) is an integrable symplectic map, under which the quantities \( F_1, \ldots, F_N \) on phase space given by (17) are invariant.

**Proof.** According to the above analysis, we have

\[
L(\lambda; \tilde{p}, \tilde{q}) D^{(\beta)}(\lambda; f_\beta(p, q)) - D^{(\beta)}(\lambda; f_\beta(p, q)) L(\lambda; p, q) = 0
\] \tag{46}

by substituting (44) into the left-hand side of the discrete Lax equation (39). Taking the determinant on (46), we obtain \( \tilde{F}_\lambda = F_\lambda \) which implies \( F_j(\tilde{p}, \tilde{q}) = F_j(p, q) \), ie, \( S_\beta^* F_j = F_j, 1 \leq j \leq N \).

To get the symplectic property of (45), we calculate

\[
\sum_{j=1}^N (d\tilde{p}_j \wedge d\tilde{q}_j - dp_j \wedge dq_j) = -\frac{1}{2} dP^{(\beta)}(b; p, q) \wedge d\sqrt{\tilde{q}, \tilde{q}},
\] \tag{47}

where \( P^{(\beta)}(b; p, q) \) is given by (41). Thus \( S_\beta^* (dp \wedge dq) = dp \wedge dq \) under the constraint (44). \( \Box \)

Proposition 2 implies the Liouville integrability of the symplectic map.\(^1\text{–}^4\) Considering the map (45) as an iterative map, we can create a discrete orbit starting from an initial data \( (p_0, q_0) \in \mathbb{R}^{2N} \). Thus we are able to define a discrete phase flow \( (p(m), q(m)) = S^{m}_\beta(p_0, q_0) \) repeated application of the map, ie, \( S^{m}_\beta = S_\beta \circ S^{m-1}_\beta \). The potentials along the \( S^m_\beta \)-flow are,

\[
(a(m), b(m)) = (a_m, b_m) = f_\beta(p(m), q(m)) = f_\beta\left(S^{m}_\beta(p_0, q_0)\right),
\] \tag{48}

\[
a_m = b_m + v_m + v_{m+1}, \text{ or } a = b + v + \tilde{v},
\] \tag{49}

where \( v_m = \sqrt{\tilde{q}(m), \tilde{q}(m)} \). Then, Equation (46) can be written in the form

\[
L_{m+1}(\lambda) D^{(\beta)}_m(\lambda) = D^{(\beta)}_m(\lambda)L_m(\lambda),
\] \tag{50}

where we have used the abbreviations \( L_m(\lambda) = L(\lambda; p(m), q(m)), D^{(\beta)}_m(\lambda) = D^{(\beta)}(\lambda; a_m, b_m) \).
We remark that since $F_{\lambda}(S_{p}(p, q)) = F_{\lambda}(\tilde{p}, \tilde{q}) = F_{\lambda}(p, q)$, we have $F_{\lambda}(r(m), q(m)) = F_{\lambda}(p_{0}, q_{0})$. Thus, the spectral curve $R$ is invariant under the $S_{p}^{m}$-flow.

2.3 The finite genus solutions to the lpKdV equation

Our aim is to calculate finite gap classes of exact solutions for lpKdV equation (1). We now consider $D_{m}^{(\beta)}(\lambda)$ as a difference operator and $L_{m}(\lambda)$ as an algebra operator. The above commutativity relation (50) between them reminds us of the Burchnall-Chaundy theory, for commutative differential operators, the discrete analog of which we formulate below, and the Baker-Akhiezer functions as well. Therefore, we introduce a new discrete spectral problem with potentials $a_{m}, b_{m}$ as

$$h_{\beta}(m + 1, \lambda) = D_{m}^{(\beta)}(\lambda)h_{\beta}(m, \lambda),$$

and investigate its fundamental solution matrix $M_{\beta}(m, \lambda)$ with $M_{\beta}(0, \lambda) = I$. Fortunately, the solution space $\varepsilon_{\lambda}$ of Equation (51) is invariant under the action of the linear operator $L_{m}(\lambda)$. In fact, if $h \in \varepsilon_{\lambda}$, then by (50),

$$(Lh)_{m+1} = L_{m+1}\left(D_{m}^{(\beta)}h_{m}\right) = D_{m}^{(\beta)}(Lh)_{m},$$

which implies $Lh \in \varepsilon_{\lambda}$.

In the invariant space $\varepsilon_{\lambda}$, the linear operator $L_{m}(\lambda)$ has two eigenvalues $\rho_{\lambda}^{\pm}$, independent of the discrete argument $m$ due to Proposition 2,

$$\rho_{\lambda}^{\pm} = \pm \rho_{\lambda} = \pm \sqrt{-\frac{F_{\lambda}}{\alpha(\lambda)}},$$

which are the values of a well-defined meromorphic function $\xi(p)/\alpha(\lambda(p))$ on $R$ at the points $p(\lambda), (\tau p)(\lambda)$, respectively.

The corresponding eigenvectors $h_{\beta, \pm}$ are given by

$$(L_{m}(\lambda) - \rho_{\lambda}^{\pm})h_{\beta, \pm}(m, \lambda) = 0.$$  

Simultaneously $h_{\beta, \pm}$ are solutions of Equation (51), thus we have

$$h_{\beta, \pm}(m + 1, \lambda) = D_{m}^{(\beta)}(\lambda)h_{\beta, \pm}(m, \lambda),$$

and in this sense the $h_{\beta, \pm}$ are common eigenvectors for $D_{m}^{(\beta)}(\lambda)$ and $L_{m}(\lambda)$. Since the rank of $L_{m}(\lambda) \mp \sqrt{-F_{\lambda}}$ is equal to 1, in each case the common eigenvector is uniquely determined up to a constant factor. We choose

$$h_{\beta, \pm}(m, \lambda) = \begin{pmatrix} h_{\beta, \pm}^{(1)}(m, \lambda) \\ h_{\beta, \pm}^{(2)}(m, \lambda) \end{pmatrix} = M_{\beta}(m, \lambda) \begin{pmatrix} e_{\lambda}^{\pm} \\ 1 \end{pmatrix}.$$
By letting \( m = 0 \) in Equations (53) and (55), we solve
\[
c_\lambda^\pm = \frac{L_0^{11}(\lambda) \pm \rho_\lambda}{L_0^{21}(\lambda)} = -\frac{L_0^{12}(\lambda)}{L_0^{11}(\lambda) \mp \rho_\lambda}. \tag{56}
\]
Hence, \( c_\lambda^+ c_{\lambda}^- = -L_0^{12}(\lambda)/L_0^{21}(\lambda) \), and \( c_\lambda^+, c_{\lambda}^- \) are two branches of a meromorphic function on two sheets of \( \mathcal{R} \), since \( L_0^{jk}, j, k = 1, 2 \) are rational functions of \( \lambda \) apart from \( \rho_\lambda \).

Following,\(^16\)\(^65\)–\(^67\) we now investigate a well-defined meromorphic function \( \mathbb{h}_\beta^{(2)}(m, \nu) \) on \( \mathcal{R} \), ie, Baker-Akhiezer function, with values \( h_{\beta, +}^{(2)}(m, \lambda) \) and \( h_{\beta, -}^{(2)}(m, \lambda) \) at the points \( \nu(\lambda) \) and \( (\tau \nu)(\lambda) \), respectively. It turns out that the explicit expression of \( \mathbb{h}_\beta^{(2)}(m, \nu) \) is the key to the solutions for \( \text{lpKdV} \) equation (1), in terms of theta functions. According to the theory of Riemann surfaces,\(^51\)–\(^53\) we need to consider the zeros and poles of \( \mathbb{h}_\beta^{(2)}(m, \nu) \).

**Lemma 2.** *The following formula holds:*
\(^16\)
\[
h_{\beta, +}^{(2)}(m, \lambda) \cdot h_{\beta, -}^{(2)}(m, \lambda) = (\lambda - \beta)^m \prod_{j=1}^g \frac{\lambda - \nu_j(m)}{\lambda - \nu_j(0)}. \tag{57}
\]

**Proof.** Since \( M_\beta(m, \lambda) \) is the solution matrix of Equation (51), we have
\[
M_\beta(m + 1, \lambda) = L_m^{(\beta)}(\lambda)M_\beta(m, \lambda), \tag{58}
\]
and by induction, we obtain
\[
M_\beta(m, \lambda) = D_m^{(\beta)}(\lambda)D_{m-1}^{(\beta)}(\lambda) \ldots D_0^{(\beta)}(\lambda). \tag{59}
\]
Then from the commutativity relation (50), the action of the algebra operator \( L_m(\lambda) \) on \( M_\beta(m, \lambda) \) gives rise to
\[
L_m(\lambda)M_\beta(m, \lambda) = M_\beta(m, \lambda)L_0(\lambda). \tag{60}
\]
Finally, we calculate
\[
\begin{pmatrix}
  h_{\beta, +}^{(1)}(m, \nu) & h_{\beta, -}^{(1)}(m, \nu) \\
  h_{\beta, +}^{(2)}(m, \nu) & h_{\beta, -}^{(2)}(m, \nu)
\end{pmatrix} = M_\beta(m, \lambda) \begin{pmatrix}
  c_\lambda^+ c_{\lambda}^- & c_\lambda^+ \\
  c_{\lambda}^- & 1
\end{pmatrix} M_\beta^T(m, \lambda)
\]
\[
= \frac{1}{L_0^{21}(\lambda)}M_\beta(m, \lambda)[L_0(\lambda) + \rho_\lambda]i\sigma_2M_\beta^T(m, \lambda)
\]
\[
= \frac{1}{L_0^{21}(\lambda)}[L_m(\lambda) + \rho_\lambda]M_\beta(m, \lambda)i\sigma_2M_\beta^T(m, \lambda)
\]
\[
= \frac{1}{L_0^{21}(\lambda)}[L_m(\lambda) + \rho_\lambda]i\sigma_2(\lambda - \beta)^m,
\]
where $\sigma_2$ is the Pauli matrix. Thus, $h_{\beta,+}^{(2)} h_{\beta,-}^{(2)} = (\lambda - \beta)^m L_m^{21}(\lambda)/L_0^{21}(\lambda)$, which implies (57) by using (33). □

Lemma 2 gives the total zeros and some poles. We now exhibit the remaining poles stemming from the asymptotic behaviors.

**Lemma 3.** In the neighborhood of $\infty$, the following formula reads:

$$h_{\beta,\pm}^{(2)}(m,\lambda) = (\pm t)^{-m} [1 + O(t)]. \quad (61)$$

**Proof.** By using Equation (55), we have

$$h_{\beta,\pm}^{(2)}(m,\lambda) = c_\pm^\lambda M_{\beta}^{21}(m,\lambda) + M_{\beta}^{22}(m,\lambda). \quad (62)$$

Thus the asymptotic behaviors for $c_\pm^\lambda$ and $M_{\beta}(m,\lambda)$ are needed. From Equation (56), we solve

$$c_\pm^\lambda = \pm \sqrt{-\lambda} [1 + O(\lambda^{-1/2})], \quad (\lambda \to \infty). \quad (63)$$

Moreover, as $\lambda \to \infty$, we get

$$M_{\beta}(2k,\lambda) = \begin{pmatrix} (-\lambda)^k [1 + O(\lambda^{-1})] & O(\lambda^k) \\ O(\lambda^{k-1}) & (-\lambda)^k [1 + O(\lambda^{-1})] \end{pmatrix},$$

$$M_{\beta}(2k + 1,\lambda) = \begin{pmatrix} O(\lambda^k) & (-\lambda)^{k+1} [1 + O(\lambda^{-1})] \\ (-\lambda)^k [1 + O(\lambda^{-1})] & O(\lambda^k) \end{pmatrix}, \quad (64)$$

by Equation (59) and induction.

Substituting (63) and (64) into (62), we obtain

$$h_{\beta,\pm}^{(2)}(2k,\lambda) = O(\lambda^{k-1/2}) + (-\lambda)^k [1 + O(\lambda^{-1})] = (\pm t)^{-2k} [1 + O(t)],$$

$$h_{\beta,\pm}^{(2)}(2k + 1,\lambda) = \pm(-\lambda)^{k+1/2} [1 + O(\lambda^{-1/2})] = (\pm t)^{-2k-1} [1 + O(t)],$$

whose unified form is exactly Equation (61). □

The spectral curve $\mathcal{R}$ has a local coordinate $t = (-\lambda)^{-1/2}$ at the branch points $\infty$. Thus, by Equation (61), $h_{\beta}^{(2)}(m, p)$ has a pole at $\infty$ of order $m$. Considering zeros and other poles by Equation (57), we arrive at

**Proposition 3.** The Baker-Akhiezer function $h_{\beta}^{(2)}(m, p)$ has divisors

$$\text{Div} \left( h_{\beta}^{(2)}(m, p) \right) = \sum_{j=1}^{g} (p(\nu_j(m)) - p(\nu_j(0))) + m(p(\beta) - \infty). \quad (65)$$
According to Refs. 51–53, for any two distinct points \( q, r \in R \), there exists a dipole \( \omega[q, r] \), an Abel differential of the third kind, with residues 1, −1 at the poles \( q, r \), respectively, satisfying

\[
\int_{a_j} \omega[q, r] = 0, \quad \int_{b_j} \omega[q, r] = \int_q^r \omega_j, \quad (j = 1, \ldots, g).
\]

Decomposing the meromorphic differential as the combination

\[
d\ln h^{(2)}_\beta(m, \mathfrak{p}) = \sum_{j=1}^{g} \omega[p(\nu_j(m)), p(\nu_j(0))] + m\omega[p(\beta), \infty] + \sum_{j=1}^{g} \gamma_j \omega_j + \Omega,
\]

where \( \gamma_j \) are constants, and \( \Omega \) is the Abelian differential of the second kind, with residues equal to zero at all poles. Refer to Ref. 69, the differential leads to

\[
\sum_{j=1}^{g} \int_{p(\nu_j(0))}^{p(\nu_j(m))} \tilde{\omega} + m \int_{\infty}^{p(\beta)} \tilde{\omega} \equiv 0, \quad (\text{mod} \mathcal{T}).
\]

Now we consider the formula (66) from the Abel-Jacobi variables, and find that the \( S^m_\beta \)-flow viewed in the Jacobian variety \( J(R) \) is linear, ie,

\[
\tilde{\phi}(m) \equiv \tilde{\phi}(0) + m\tilde{\Omega}_\beta, \quad (\text{mod} \mathcal{T}),
\]

where \( \tilde{\Omega}_\beta = \int_{p(\beta)}^{\infty} \tilde{\omega} \), and

\[
\tilde{\phi}(m) = \sum_{j=1}^{g} \int_{p_0}^{p(\nu_j(m))} \tilde{\omega} = \mathcal{A} \left( \sum_{j=1}^{g} p(\nu_j(m)) \right),
\]

which is the Abel-Jacobi variable (34) along the \( S^m_\beta \)-flow.

Hence, the Baker-Akhiezer function \( h^{(2)}_\beta(m, \mathfrak{p}) \) can be constructed, in terms of the Riemann theta functions corresponding to the Riemann surface determined by the spectral curve (15), 16, 51–53, 65, 66

\[
h^{(2)}_\beta(m, \mathfrak{p}) = C_m \cdot \frac{\theta[-\mathcal{A}(p) + \tilde{\phi}(m) + \tilde{K}]}{\theta[-\mathcal{A}(p) + \tilde{\phi}(0) + \tilde{K}]} e^{m \int_{p_0}^{p(\beta)} \omega[p(\beta), \infty]},
\]

where \( C_m, \tilde{K} \) are constants, independent of \( \mathfrak{p} \in R \). By letting \( \mathfrak{p} \to \infty \) in Equation (69), with the help of Lemma 3, we solve the constant factor as

\[
C_m = \frac{\theta[-\mathcal{A}(\infty) + \tilde{\phi}(0) + \tilde{K}]}{\theta[-\mathcal{A}(\infty) + \tilde{\phi}(m) + \tilde{K}]} \frac{1}{(r_\beta^\infty)^m}, \quad r_\beta^\infty = \lim_{\mathfrak{p} \to \infty} t(\mathfrak{p}) e^{\int_{p_0}^{p(\beta)} \omega[p(\beta), \infty]}. \]

Thus,

\[
h^{(2)}_\beta(m, \mathfrak{p}) = \frac{\theta[-\mathcal{A}(p) + \tilde{\phi}(m) + \tilde{K}]}{\theta[-\mathcal{A}(p) + \tilde{\phi}(0) + \tilde{K}]} \cdot \frac{\theta[-\mathcal{A}(\infty) + \tilde{\phi}(0) + \tilde{K}]}{\theta[-\mathcal{A}(\infty) + \tilde{\phi}(m) + \tilde{K}]} \left( \frac{1}{r_\beta^\infty} e^{\int_{p_0}^{p(\beta)} \omega[p(\beta), \infty]} \right)^m.
\]
In Refs. 5, 7, 8, 65–67, it indicates that the reconstruction of some finite-gap potentials can be reduced to the classical Jacobi inversion problem on hyperelliptic Riemann surfaces. In the present case, we reconstruct the discrete potentials $a_m, b_m$ by using the expression (71), even through the constraint (44) on them has been given. Then the finite genus solutions to the lpKdV equation (1) can be deduced.\(^{16}\) Hence, we consider Equation (54) implying

\[
\begin{align*}
\hat{b}_{\beta}^{(1)}(m+1, p) &= a_m \hat{b}_{\beta}^{(1)}(m, p) + (-\lambda + \beta + a_m b_m)\hat{b}_{\beta}^{(2)}(m, p), \\
\hat{b}_{\beta}^{(2)}(m+1, p) &= \hat{b}_{\beta}^{(1)}(m, p) + b_m \hat{b}_{\beta}^{(2)}(m, p).
\end{align*}
\]

After eliminating $\hat{b}_{\beta}^{(1)}(m, p)$, we have

\[
\hat{b}_{\beta}^{(2)}(m+1, p) = (b_m + a_{m-1})\hat{b}_{\beta}^{(2)}(m, p) - (\lambda - \beta)\hat{b}_{\beta}^{(2)}(m-1, p).
\]

(72)

Note that the relation (49) between $a_m$ and $b_m$ is not enough for further calculations. Actually, we need to combine it with the compatibility of spectral problems (2) and (3). Then, the following relations are obtained:

\[
\begin{align*}
a_m &= z_m + v_{m+1}, \\
b_m &= z_m - v_m, \\
(2m + 1) x &= z_m + z_{m-1},
\end{align*}
\]

(73) \hspace{1cm} (74) \hspace{1cm} (75)

where $z_m = \sqrt{u_{m+1}^2 + v_m^2 - \beta}$.

Remark: Equation (75) can also be derived from a Bäcklund transformation for the potential KdV equation\(^{19,70}\)

\[
(u_{m+1} + u_m) x = 2\lambda - \frac{1}{2}(u_{m+1} - u_m)^2,
\]

when selecting

\[
-2z_m = u_{m+1} - u_m.
\]

(76)

According to the permutability property of the Bäcklund transformations, $u$ satisfies the lpKdV equation.

Hence, we are supposed to integrate $z_m$. By Equations (73) and (74), the coefficient $b_m + a_{m-1}$ in Equation (72) can be written as $z_m + z_{m-1}$. Now we calculate $z_m + z_{m-1}$ in two ways. First, we have

\[
z_m + z_{m-1} = \lim_{p \to \infty} \left( \frac{\hat{b}_{\beta}^{(2)}(m+1, p)}{\hat{b}_{\beta}^{(2)}(m, p)} + \frac{\lambda(p)\hat{b}_{\beta}^{(2)}(m-1, p)}{\hat{b}_{\beta}^{(2)}(m, p)} \right).
\]

(77)
and with the help of Equation (24), we get
\[
\frac{\theta[-\mathcal{A}(\psi) + \hat{\phi}(m) + \hat{K}]}{\theta[-\mathcal{A}(\infty) + \hat{\phi}(m) + \hat{K}]} = 1 - t\Theta + O(t^2),
\]
where \( \Theta_m = \partial_x |_{x=0} \log \theta[x \hat{\Omega}_1 + \hat{K}(m)] \), \( \hat{K}(m) = \eta + \hat{\phi}(m) + \hat{K} \) with \( \eta \) given by (27). Thus,
\[
\frac{\lambda(\psi) h(2)(m+1, \psi)}{h(2)(m, \psi)} = \frac{1}{t} \{1 + [\Theta_m - \Theta_{m+1} + \epsilon_\beta] t + O(t^2)\},
\]
\[
\frac{\lambda(\psi) h(2)(m-1, \psi)}{h(2)(m, \psi)} = \frac{1}{t} \{-1 + [\Theta_{m-1} - \Theta_m + \epsilon_\beta] t + O(t^2)\},
\]
where \( \epsilon_\beta \) is given by
\[
\frac{t}{r_\beta} e^{\int_{\psi_0}^{\psi} [\psi(\beta), \infty]} = 1 + \epsilon_\beta t + O(t^2).
\]
Therefore, we have
\[
z_m + z_{m-1} = \Theta_{m-1} - \Theta_{m+1} + 2\epsilon_\beta.
\]
Second, we have
\[
z_m + z_{m-1} = \lim_{\psi \to \psi(\beta)} \frac{(\lambda - \beta) h(2)(m-1, \psi)}{h(2)(m, \psi)} \bigg|_{\psi \to \psi(\beta)}
\]
\[
= \frac{r_\beta^\infty}{r_\beta} \cdot \frac{\partial^2[\hat{K}(m)]}{\partial[\hat{K}(m+1)] \partial[\hat{K}(m-1)]},
\]
with
\[
r_\beta = \lim_{\psi \to \psi(\beta)} \frac{1}{\lambda - \beta} e^{\int_{\psi_0}^{\psi} [\psi(\beta), \infty]}.
\]
Then by Equation (75), we obtain
\[
z_m - z_{m-1} = 2\Theta_m - \Theta_{m+1} - \Theta_{m-1}.
\]
As a result, by adding (79) and (81), we arrive at the explicit formula
\[
z_m = \Theta_m - \Theta_{m+1} + \epsilon_\beta
\]
\[
= \partial_x |_{x=0} \log \frac{\theta[x \hat{\Omega}_1 + \hat{K}(m)]}{\theta[x \hat{\Omega}_1 + \hat{K}(m+1)]} + \epsilon_\beta.
\]
Here, the exact expressions for $a_m$ and $b_m$ are not obtained. However, the formula (82) is enough when we compute the solutions for the $l$P$\text{KdV}$ equation (1) in terms of Riemann theta functions.

Let the parameters $\hat{\beta} = \hat{\beta}_1, \hat{\beta}_2$ be distinct and nonzero, and applying the theory in Section 2.2 to the two parameter cases, respectively, the resulting integrable maps $S_{\hat{\beta}_1}, S_{\hat{\beta}_2}$ possess the same Liouville set of integrals $F_1, ..., F_N$ which subsequently determine the action-angle variables $(I, \varphi)$ with $I = I(F_1, ..., F_N)$. Thus, in the neighborhood of each level set

$$ \mathcal{M}_c = \{(p, q) \in \mathbb{R}^{2N} : F_1(p, q) = c_1, ..., F_N(p, q) = c_N\} $$

the phase flows $S_{\hat{\beta}_1}^m$ and $S_{\hat{\beta}_2}^n$ are linearized by the same action-angle variables. As a corollary of the discrete version of the Liouville-Arnold theorem, $S_{\hat{\beta}_1}^m$ and $S_{\hat{\beta}_2}^n$ commute. Then we get a well-defined function, and it can be expressed in two ways, respectively, as

$$ (p(m, n), q(m, n)) = S_{\hat{\beta}_1}^m S_{\hat{\beta}_2}^n (p_0, q_0) = S_{\hat{\beta}_1}^m (p(0, n), q(0, n)) $$

$$ = S_{\hat{\beta}_2}^n S_{\hat{\beta}_1}^m (p_0, q_0) = S_{\hat{\beta}_2}^n (p(m, 0), q(m, 0)). $$

Thus, by Equation (38) in the two special cases, (73) and (74), the $j$th component satisfies two equations simultaneously with $\lambda = \alpha_j$:

$$ \left( \begin{array}{c} \tilde{p}_j \\
\tilde{q}_j \end{array} \right) = (\alpha_j - \beta_1)^{-1/2} D(\beta_1)(\alpha_j ; z' + \bar{v}, z' - v) \left( \begin{array}{c} p_j \\
q_j \end{array} \right), \quad z' = \sqrt{\bar{v}^2 + v^2 - \beta_1}, $$

$$ \left( \begin{array}{c} \tilde{p}_j \\
\tilde{q}_j \end{array} \right) = (\alpha_j - \beta_2)^{-1/2} D(\beta_2)(\alpha_j ; z'' + \bar{v}, z'' - v) \left( \begin{array}{c} p_j \\
q_j \end{array} \right), \quad z'' = \sqrt{\bar{v}'^2 + v'^2 - \beta_2}. $$

Besides the evolution of Equation (67) along the above two discrete flows gives

$$ \tilde{\phi}(m, n) = \tilde{\phi}(0, 0) + m\bar{\Omega}_{\hat{\beta}_1} + n\bar{\Omega}_{\hat{\beta}_2}. $$

Comparing Equation (76) and the theta function expression (82) of $z_m$, we now define

$$ Z_{mn} = \partial_x |_{x=0} \log \theta \left( x\bar{\Omega}_1 + m\bar{\Omega}_{\hat{\beta}_1} + n\bar{\Omega}_{\hat{\beta}_2} + \bar{K}_{00} \right), $$

with $\bar{K}_{00} = \eta + \tilde{\phi}(0, 0) + \bar{K}$. Then, we have

$$ z' = Z_{mn} - \tilde{Z}_{mn} + \varepsilon_{\hat{\beta}_1}, $$

$$ z'' = Z_{mn} - \tilde{Z}_{mn} + \varepsilon_{\hat{\beta}_2}, $$

and straightforward calculations tell us that $(\tilde{z}')^2 - (\tilde{z}'')^2 = (z'')^2 - (z')^2 - 2(\hat{\beta}_1 - \hat{\beta}_2)$. The latter relations can be used to calculate the commutator

$$ D(\hat{\beta}_1) D(\hat{\beta}_2) - D(\hat{\beta}_2) D(\hat{\beta}_1) = \left( \begin{array}{c} 1 - \tilde{Z}_{mn} + \tilde{Z}_{mn} + Z_{mn} - Z_{mn} + \bar{\varepsilon} + v \\
0 \end{array} \right) \Xi, $$

(86)
where
\[
\Xi = (\bar{Z}_{mn} - \bar{Z}_{mn} + \epsilon_\beta - \epsilon_\beta) (Z_{mn} - \bar{Z}_{mn} + \epsilon_\beta + \epsilon_\beta) + \beta_2 - \beta_1.
\]

**Proposition 4.** The lpKdV equation (1) has the finite genus solutions

\[
u(m, n) = \partial_x |_{x=0} \log \theta(x \Omega_1 + m \Omega_2 + n \Omega_2 + K_{00}) - m \epsilon_\beta - n \epsilon_\beta.
\]

**Proof.** The commutativity of the flow \(S_{\beta_1}^m \) and \(S_{\beta_2}^n \) guarantees the compatibility of Equation (84). Thus \(D(\beta_1)D(\beta_2) = D(\beta_2)D(\beta_1) \) which implies \(\Xi = 0\). This leads to lpKdV equation (1) when choosing \(u(m, n) = Z_{mn} - m \epsilon_\beta - n \epsilon_\beta\).

So far, from a novel Hamiltonian system different from the one in Ref. 16, we have succeeded in deducing the explicit analytic solutions, ie, finite genus solutions in our case, for the lpKdV equation via integrable symplectic maps. Next we will investigate the lpmKdV equation and the lSKdV equation in a similar way.

### 3. THE lpmKdV EQUATION

Let us now consider the lattice version of the potential mKdV equation (4). Note that Lax pairs for (4) have been written down in Refs. 30, 35, but we have not been able to blend those linear problems with the algebro-geometric technique of nonlinearity employed in this paper. Inspired by Section 2.3, here we select a different parameterization for the discrete potential \(a\) given in the Lax matrix (6), whereby (4) then arises as the compatibility condition of a pair of such linear problems associated with the shifts of the vector-function \(\chi\) in the \(m\) and \(n\) directions, namely,

\[
\tilde{\chi} = (\lambda^2 - \beta_1^2)^{1/2} D(\beta_1)(\lambda) \chi, \quad \bar{\chi} = (\lambda^2 - \beta_2^2)^{1/2} D(\beta_2)(\lambda) \chi,
\]

where \(D(\beta_1)(\lambda)\) is given by

\[
D(\beta_1)(\lambda) = \begin{pmatrix} \frac{\lambda \bar{u}}{u} & \beta_1 \\ \beta_1 & \frac{\lambda u}{\bar{u}} \end{pmatrix},
\]

and where \(D(\beta_2)(\lambda)\) is given by a similar matrix obtained from (89) by making the replacements \(\beta_1 \rightarrow \beta_2\) and \(\rightarrow \leftarrow\).

In fact, we have

\[
D(\beta_1)D(\beta_2) - D(\beta_2)D(\beta_1) = \begin{pmatrix} 0 & -\frac{\lambda}{\bar{u}u} \\ \frac{\lambda}{u\bar{u}} & 0 \end{pmatrix} \Xi,
\]

where \(\Xi = \beta_1(\bar{u}u - u\bar{u}) - \beta_2(u\bar{u} - u\bar{u})\).
It turns out that almost everything that holds true for the lpKdV equation also holds true for the lpmKdV equation. We now discuss the integrable symplectic maps and show how to solve lpmKdV equation (4) via the nonlinearization approach, which differs from previous approaches.

### 3.1 An integrable Hamiltonian system

As the starting point for the subsequent calculations, we now review some results from Ref. 45. Introducing a Lax matrix

\[
L(\lambda; p, q) = \begin{pmatrix}
\frac{1}{2} + Q_\lambda(A^2p, q) & -\lambda Q_\lambda(Ap, p) \\
\lambda Q_\lambda(Aq, q) & -1/2 - Q_\lambda(A^2p, q)
\end{pmatrix},
\]

where \(Q_\lambda(\xi, \eta) = <(\lambda^2 - A^2)^{-1}\xi, \eta>, A = \text{diag}(\alpha_1, ..., \alpha_N)\) with \(\alpha_1^2, ..., \alpha_N^2\) distinct in pairs and nonzero. It satisfies the \(r\)-matrix ansatz

\[
\{L(\lambda) \otimes L(\mu)\} = [r_{12}(\lambda, \mu), L_1(\lambda)] - [r_{12}(\mu, \lambda), L_2(\mu)],
\]

\[
r_{12}(\lambda, \mu) = \frac{\lambda}{\lambda^2 - \mu^2}(\lambda(I + \sigma_3 \otimes \sigma_3) + \mu(\sigma_1 \otimes \sigma_1 + \sigma_2 \otimes \sigma_2))
\]

\[
= \frac{2\lambda}{\lambda^2 - \mu^2} \begin{pmatrix}
\lambda & 0 & 0 & 0 \\
0 & 0 & \mu & 0 \\
0 & \mu & 0 & 0 \\
0 & 0 & 0 & \lambda
\end{pmatrix},
\]

where \(\sigma_1, \sigma_2, \sigma_3\) are the usual Pauli matrices. Considering the determinant of the Lax matrix (91),

\[
F_\lambda \triangleq \det L(\lambda; p, q) = -(1/2 + Q_\lambda(A^2p, q))^2 + \lambda^2 Q_\lambda(Ap, p)Q_\lambda(Aq, q),
\]

we also have the evolution equation in the present case,

\[
dL(\mu)/dt_\lambda = [W(\lambda, \mu), L(\mu)], \quad W(\lambda, \mu) = \frac{2\mu}{\lambda^2 - \mu^2} \begin{pmatrix}
\mu L^{11}(\lambda) & \lambda L^{12}(\lambda) \\
\lambda L^{21}(\lambda) & -\mu L^{11}(\lambda)
\end{pmatrix},
\]

where \(t_\lambda\) is the flow variable corresponding to the Hamiltonian function \(F_\lambda\). In a similar way as in Section 2, we obtain pairwise involutive quantities \(F_0, F_1, ..., F_{N-1}\), ie, \(\{F_j, F_k\} = 0\), from the power series expansions

\[
F_\lambda = -\frac{1}{4} + \sum_{j=1}^{\infty} F_j \lambda^{-2j}, \quad |\lambda| > \max\{|\alpha_1|, ..., |\alpha_N|\},
\]

\[
= \sum_{j=0}^{\infty} F_{-j} \lambda^{2j}, \quad |\lambda| < \min\{|\alpha_1|, ..., |\alpha_N|\},
\]

\]
where
\[
F_0 = -(2 \cdot p \cdot q)^2,
\]
\[
F_1 = <Ap, p> <Aq, q> - <A^2 p, q>,
\]
\[
F_k = -<A^{2k} p, q> - \sum_{i+j=k, i,j \geq 1} <A^{2i} p, q> <A^{2j} p, q> \\
- \sum_{i+j=k+1, i,j \geq 1} <A^{2i-1} p, p> <A^{2j-1} q, q>, \quad (k \geq 2).
\]

Besides, \( F_\lambda \) is a rational function of \( \zeta = \lambda^2 \) and can be factorized as
\[
F_\lambda = -\frac{1}{4} \frac{R(\zeta)}{\alpha^2(\zeta)},
\]
where
\[
\alpha(\zeta) = \prod_{j=1}^{N} (\zeta - \alpha_j^2), \quad Z(\zeta) = \prod_{k=1}^{N} (\zeta - \zeta_k), \quad R(\zeta) = \alpha(\zeta)Z(\zeta).
\]

The relevant spectral curve is defined as
\[
\mathcal{R} : \xi^2 - R(\zeta) = 0,
\]
with genus \( g = N - 1 \) and two infinities \( \infty_+, \infty_- \). For any \( \zeta \in \mathbb{C} \), in the nonbranch case (not equal to \( \zeta_j, \alpha_j^2 \)) there are two corresponding points on \( \mathcal{R} \):
\[
\mathfrak{p}(\zeta) = (\zeta, \xi = \sqrt{R(\zeta)}), \quad (\mathfrak{r}\mathfrak{p})(\zeta) = (\zeta, \xi = -\sqrt{R(\zeta)}).
\]

From the Lax matrix (91), we get the zeros of the off-diagonal entries, which are exactly the elliptic variables \( \mu_j^2, \nu_j^2 \),
\[
L^{12}(\lambda) = -\lambda <Ap, p> \frac{m(\zeta)}{\alpha(\zeta)}, \quad m(\zeta) = \prod_{j=1}^{g} (\zeta - \mu_j^2),
\]
\[
L^{21}(\lambda) = \lambda <Aq, q> \frac{n(\zeta)}{\alpha(\zeta)}, \quad n(\zeta) = \prod_{j=1}^{g} (\zeta - \nu_j^2)
\]
in terms of which the corresponding quasi-Abel-Jacobi variables and Abel-Jacobi variables read
\[
\vec{\phi}' = \sum_{k=1}^{g} \int_{\mathfrak{p}_0}^{\mathfrak{p}(\nu_k^2)} \vec{\omega}', \quad \vec{\phi} = \mathcal{A} \left( \sum_{k=1}^{g} \mathfrak{p}(\nu_k^2) \right),
\]
\[
\vec{\psi}' = \sum_{k=1}^{g} \int_{\mathfrak{p}_0}^{\mathfrak{p}(\mu_k^2)} \vec{\omega}', \quad \vec{\psi} = \mathcal{A} \left( \sum_{k=1}^{g} \mathfrak{p}(\mu_k^2) \right).
\]
where $\tilde{\phi}' = (\phi'_1, \ldots, \phi'_g)^T$, $\tilde{\psi}' = (\psi'_1, \ldots, \psi'_g)^T$, and $\tilde{\omega}' = (\omega'_1, \ldots, \omega'_g)^T$. $\omega'_l = \xi^{g-l}d\xi/2\sqrt{R(\xi)}$ (1 \leq l \leq g).

It turns out that (5) can be nonlinearized to create a completely integrable Hamiltonian system possessing integrals $F_0, F_1, \ldots, F_{N-1}$. The latter is defined by the canonical equations

$$\partial_\xi \left( \begin{array}{c} p_j \\ q_j \end{array} \right) = \left( \begin{array}{c} -\frac{\partial H_1}{\partial q_j} \\ \alpha_j <Ap, p> - \alpha_j <Aq, q> - \frac{\alpha_j^2}{2} \end{array} \right) \left( \begin{array}{c} p_j \\ q_j \end{array} \right), (1 \leq j \leq N),$$

where $H_1 = F_1/2$ is the first member in the expression of square root $H_\lambda$ satisfying

$$-4F_\lambda = (-4H_\lambda)^2, \quad H_\lambda = -\frac{1}{4} + \sum_{j=1}^{\infty} H_j \lambda^{-2j}.$$ (100)

The nonlinearization procedure explained above also plays an important role in solving the (2+1)-dimensional derivative Toda equation by algebra-geometric technique, while the nonlinearization of the discrete spectral problem (6) can lead to new theta function solutions for lpmKdV equation (4).

### 3.2 An integrable symplectic map

Following the conclusion of Section 3.1, we now construct the integrable symplectic map arising from the $N$ copies of the discrete spectral problem (6),

$$\left( \begin{array}{c} \bar{p}_j \\ \bar{q}_j \end{array} \right) = (\alpha_j^2 - \beta^2)^{-1/2} D^{(\beta)}(\alpha_j; a) \left( \begin{array}{c} p_j \\ q_j \end{array} \right), \quad (j = 1, \ldots, N).$$ (101)

According to the procedure of Section 2.2, we discuss the discrete Lax equation in the present case. The Lax matrix (91) can be rewritten as

$$L(\lambda; p, q) = \left( \frac{1}{2} - <p, q> \right) \sigma_3 + \frac{\lambda}{2} \sum_{j=1}^{N} \left( \frac{\varepsilon_j}{\lambda - \alpha_j} + \frac{\delta_j}{\lambda + \alpha_j} \right),$$

where $\delta_j = \sigma_3 \varepsilon_j \sigma_3$ satisfying $\delta_j D^{(\beta)}(-\alpha_j) = D^{(\beta)}(-\alpha_j) \delta_j$. Through direct calculations, we get

$L(\lambda; \bar{p}, \bar{q})D^{(\beta)}(\lambda; a) - D^{(\beta)}(\lambda; a)L(\lambda; p, q) = -\beta P^{(\beta)}(a; p, q)i\sigma_2,$

where

$$aP^{(\beta)}(a; p, q) = a(<\bar{p}, \bar{q}> + <p, q> - 1)$$

$$= a^2 L^{12}(\beta) - 2a L^{11}(\beta) - L^{21}(\beta).$$ (103)

Thus, the constraint on $a$ is derived by solving the quadratic equation $aP^{(\beta)}(a; p, q) = 0$,

$$a = f_\beta(p, q) = -\frac{1}{\beta Q_\beta(A p, p)} \left( \frac{1}{2} + Q_\beta(A^2 p, q) \pm \frac{\sqrt{R(\beta^2)}}{2\alpha(\beta^2)} \right),$$ (104)
Moreover, \( \beta a \) gives two values of a single-valued meromorphic function on the curve \( \mathcal{R} \) given by (96),

\[
\mathcal{U}(p) = \frac{-1}{Q_\beta(Ap, p)} \left( 1/2 + Q_\beta(A^2p, q) + \frac{\xi}{2\alpha(\beta^2)} \right),
\]

at the points \( p(\beta^2) \) and \( (\tau p)(\beta^2) \), respectively. The constraint (104) leads to the nonlinear map

\[
S_\beta : \left( \frac{\bar{p}}{\bar{q}} \right) = (A^2 - \beta^2)^{-1/2} \left( \frac{aAp + \beta q}{a^{-1}Aq + \beta p} \right) \Bigg|_{a = f_\beta(p, q)}.
\]

**Proposition 5.** The map \( S_\beta \) of (105) is symplectic and Liouville integrable, i.e., \( S_\beta^*(dp \wedge dq) = dp \wedge dq \), and \( F_0, F_1, \ldots, F_{N-1} \) given by Equation (94) satisfies \( S_\beta^*F_j = F_j \).

**Proof.** Substituting (104) into (102), we obtain

\[
L(\lambda; \bar{p}, \bar{q})D(\lambda; a) - D(\lambda; a)L(\lambda; p, q) = 0.
\]

Thus, \( \det L(\lambda; \bar{p}, \bar{q}) = \det L(\lambda; p, q) \) by taking the determinant, which implies \( S_\beta^*F_j = F_j \).

The symplectic property is confirmed by the expression

\[
S_\beta^*(dp \wedge dq) - dp \wedge dq = \sum_{j=1}^{N} (d\bar{p}_j \wedge d\bar{q}_j - dp_j \wedge dq_j)
\]

\[
= \frac{1}{2a} da \wedge dp(\beta)(a; p, q),
\]

which is derived from Equation (101). \( \square \)

We now define the discrete orbit \( (p(m), q(m)) = S_\beta^m(p_0, q_0) \). This is more discernible if we reformulate the potentials \( a(m) = a_m \) and \( u(m) = u_m \) as

\[
a(m) = f_\beta(p(m), q(m)) = (S_\beta^m)^*f_\beta(p_0, q_0),
\]

\[
\bar{u}/u = a, \text{ or } u_{m+1}/u_m = a_m.
\]

On the \( S_\beta^m \)-flow, Equation (106) is rewritten as

\[
L_{m+1}(\lambda)D_{m}^{(\beta)}(\lambda) = D_{m}^{(\beta)}(\lambda)L_{m}(\lambda),
\]

where \( L_m(\lambda) = L(\lambda; p(m), q(m)), D_{m}^{(\beta)}(\lambda) = D_{m}^{(\beta)}(\lambda; a_m) \).
Then by Equation (98), the Abel-Jacobi variables in the Jacobi variety \( J(\mathcal{R}) = \mathbb{C}^g / \mathcal{T} \) can be defined as

\[
\tilde{\phi}(m) = A \left( \sum_{j=1}^{g} \mathbf{p} \left( \nu_j^2(m) \right) \right) = \sum_{j=1}^{g} \int_{\mathcal{P}_0} \mathbf{p}(\nu_j^2(m)) \tilde{\omega},
\]
\[
\tilde{\psi}(m) = A \left( \sum_{j=1}^{g} \mathbf{p}(\mu_j^2(m)) \right) = \sum_{j=1}^{g} \int_{\mathcal{P}_0} \mathbf{p}(\mu_j^2(m)) \tilde{\omega}.
\]

Let us now introduce the discrete spectral problem with potential \( a_m \)

\[
h_\beta(m + 1, \lambda) = D_\beta (\lambda) h_\beta(m, \lambda),
\]

and let \( M_\beta(m, \lambda) \) be solution matrix with \( M_\beta(0, \lambda) = I \). Obviously,

\[
M_\beta(m, \lambda) = D_\beta \left( \frac{m}{m-1} \right) D_\beta \left( \frac{m-2}{m-3} \right) \ldots D_\beta(0, \lambda),
\]

\[
L_m(\lambda) M_\beta(m, \lambda) = M_\beta(m, \lambda) L_0(\lambda),
\]

where \( \det M_\beta(m, \lambda) = (\lambda^2 - \beta^2)^m \). As \( \lambda \to \infty \), we have the asymptotic behavior

\[
M_\beta(m, \lambda) = \begin{pmatrix} O(\lambda^m) & O(\lambda^{m-1}) \\ O(\lambda^{m-1}) & O(\lambda^m) \end{pmatrix}.
\]

Solving the eigenvalues of the linear map \( L_m(\lambda) \),

\[
\rho_\pm^\lambda = \pm \rho_\lambda = \pm \sqrt{-F_\lambda} = \pm \sqrt{R(\zeta) / 2\pi(\zeta)},
\]

\[
\rho_\lambda = 1/2 + O(\lambda^{-2}), \quad (\lambda \to \infty),
\]

the associated eigenfunctions satisfy

\[
h_\beta,\pm(m + 1, \lambda) = D_\beta(\lambda) h_\beta,\pm(m, \lambda),
\]

\[
h_\beta,\pm(m, \lambda) = \begin{pmatrix} h_{\beta,\pm}(m, \lambda) \\ h_{\beta,\pm}(m, \lambda) \end{pmatrix} = M_\beta(m, \lambda) \begin{pmatrix} c_\pm^\lambda \\ 1 \end{pmatrix}.
\]

We now study the common eigenvectors \( h_{\beta,\pm}(m, \lambda) \) for operators \( L_m(\lambda) \) and \( D_\beta(\lambda) \) with the help of the Baker-Akhiezer functions expressed by the theta functions of hyperelliptic Riemann surface defined by the curve \( \mathcal{R} \).

Since \( h_{\beta,\pm}(0, \lambda) = (c_\pm^\lambda, 1)^T \), the relevant entries \( c_\pm^\lambda \) are given by

\[
c_\pm^\lambda = \frac{L_0^{11}(\lambda) \pm \rho_\lambda}{L_0^{21}(\lambda)} = - \frac{L_0^{12}(\lambda)}{L_0^{11}(\lambda) \mp \rho_\lambda}, \quad c_\pm^\lambda c^-_\lambda = - \frac{L_0^{12}(\lambda)}{L_0^{21}(\lambda)},
\]

(117)
which as $\lambda \to \infty$, behave as

$$c_\lambda^+ = \frac{\lambda}{<Aq, q>_{\lambda}}(1 + O(\lambda^{-2})), \
c_\lambda^- = \frac{<Ap, p>_{\lambda}}{\lambda}(1 + O(\lambda^{-2})).$$

(118)

Furthermore, $\lambda c_\lambda^+$ and $\lambda c_\lambda^-$ are the values of a meromorphic function on $\mathcal{R}$,

$$C(p) = \frac{-\zeta - (\zeta - A^2)^{-1}Ap_0, p_0 >}{-1/2 - <(\zeta - A^2)^{-1}A^2p_0, q_0 > + \xi/2\alpha(\zeta)},$$

at the points $p(\lambda^2)$ and $(\tau p)(\lambda^2)$, respectively.

Quite similarly as in Section 2, relying on Equations (97), (112), (116), and (117), we have in this case the following formulas:

$$h^{(1)}_{\beta, +}(m, \lambda) \cdot h^{(1)}_{\beta, -}(m, \lambda) = \frac{-L_{12}^m(\lambda)}{L_0^1(\lambda)}(\zeta - \beta_2)^m = \frac{<Ap, p>|_m}{<Aq, q>|_0}(\zeta - \beta_2)^m \prod_{j=1}^{g} \frac{\zeta - \mu_j^2(m)}{\zeta - \nu_j^2(0)}$$

(119)

$$h^{(2)}_{\beta, +}(m, \lambda) \cdot h^{(2)}_{\beta, -}(m, \lambda) = \frac{L_{21}^m(\lambda)}{L_0^1(\lambda)}(\zeta - \beta_2)^m = \frac{<Aq, q>|_m}{<Aq, q>|_0}(\zeta - \beta_2)^m \prod_{j=1}^{g} \frac{\zeta - \nu_j^2(m)}{\zeta - \nu_j^2(0)}.$$

As $\lambda \to \infty$, from Equations (113), (116), and (118), we find their asymptotic behaviors,

$$h^{(1)}_{\beta, +}(m, \lambda) = \frac{u_m}{<Aq, q>|_0} \lambda^m + O(\lambda^{m-1}),$$

$$h^{(1)}_{\beta, -}(m, \lambda) = O(\lambda^{m-1}),$$

$$h^{(2)}_{\beta, +}(m, \lambda) = O(\lambda^m),$$

$$h^{(2)}_{\beta, -}(m, \lambda) = \frac{u_m}{u_m} \lambda^m + O(\lambda^{m-2}).$$

(120)

To get well-defined meromorphic functions on $\mathcal{R}$, we separate the two cases of odd and even $m$, ie, $m = 2k - 1, 2k$, then put Equation (116) in the form

$$h^{(1)}_{\beta, \pm}(2k - 1, \lambda) = \lambda c_\lambda^+ [\lambda^{-1}M^1_{\beta}(2k - 1, \lambda)] + M^{12}_{\beta}(2k - 1, \lambda),$$

$$\lambda h^{(2)}_{\beta, \pm}(2k - 1, \lambda) = \lambda c_\lambda^+ M^{21}_{\beta}(2k - 1, \lambda) + \lambda M^{22}_{\beta}(2k - 1, \lambda),$$

$$\lambda h^{(1)}_{\beta, \pm}(2k, \lambda) = \lambda c_\lambda^+ M^1_{\beta}(2k, \lambda) + \lambda M^{12}_{\beta}(2k, \lambda),$$

$$h^{(2)}_{\beta, \pm}(2k, \lambda) = \lambda c_\lambda^+ \left[\lambda^{-1}M^{21}_{\beta}(2k, \lambda)\right] + M^{22}_{\beta}(2k, \lambda).$$

(121)

Apart from $\lambda c_\lambda^\pm$, the remaining functions $M^{ij}_{\beta}$ appearing on the right-hand sides are polynomials of the argument $\zeta = \lambda^2$. Thus, four meromorphic functions on $\mathcal{R}$ can be obtained, with the values
at $\mathfrak{p}$ and $\tau\mathfrak{p}$ given as

\begin{align}
\mathbb{B}^{(1)}_{\beta}(2k-1, \mathfrak{p}(\lambda^2)) &= h^{(1)}_{\beta, +}(2k-1, \lambda), \quad \mathbb{B}^{(1)}_{\beta}(2k-1, \tau\mathfrak{p}(\lambda^2)) = h^{(1)}_{\beta, -}(2k-1, \lambda), \\
\mathbb{B}^{(2)}_{\beta}(2k-1, \mathfrak{p}(\lambda^2)) &= \lambda h^{(2)}_{\beta, +}(2k-1, \lambda), \quad \mathbb{B}^{(2)}_{\beta}(2k-1, \tau\mathfrak{p}(\lambda^2)) = \lambda h^{(2)}_{\beta, -}(2k-1, \lambda), \\
\mathbb{B}^{(1)}_{\beta}(2k, \mathfrak{p}(\lambda^2)) &= \lambda h^{(1)}_{\beta, +}(2k, \lambda), \quad \mathbb{B}^{(1)}_{\beta}(2k, \tau\mathfrak{p}(\lambda^2)) = \lambda h^{(1)}_{\beta, -}(2k, \lambda), \\
\mathbb{B}^{(2)}_{\beta}(2k, \mathfrak{p}(\lambda^2)) &= h^{(2)}_{\beta, +}(2k, \lambda), \quad \mathbb{B}^{(2)}_{\beta}(2k, \tau\mathfrak{p}(\lambda^2)) = h^{(2)}_{\beta, -}(2k, \lambda).
\end{align}

(122)

Then by using Equation (119), we get

\begin{align}
\mathbb{B}^{(1)}_{\beta}(2k-1, \mathfrak{p}(\lambda^2))&\mathbb{B}^{(1)}_{\beta}(2k-1, \tau\mathfrak{p}(\lambda^2)) = \frac{< A p, p >_{10}^{2k-1}(\zeta - \beta^2)^{2k-1} \prod_{j=1}^{g} \frac{\zeta - \mu^2_{j}(2k-1)}{\zeta - \nu^2_{j}(0)}}, \\
\mathbb{B}^{(2)}_{\beta}(2k-1, \mathfrak{p}(\lambda^2))&\mathbb{B}^{(2)}_{\beta}(2k-1, \tau\mathfrak{p}(\lambda^2)) = \frac{< A q, q >_{10}^{2k-1}(\zeta - \beta^2)^{2k-1} \prod_{j=1}^{g} \frac{\zeta - \nu^2_{j}(2k-1)}{\zeta - \nu^2_{j}(0)}}, \\
\mathbb{B}^{(1)}_{\beta}(2k, \mathfrak{p}(\lambda^2))&\mathbb{B}^{(1)}_{\beta}(2k, \tau\mathfrak{p}(\lambda^2)) = \frac{< A p, p >_{10}^{2k}(\zeta - \beta^2)^{2k} \prod_{j=1}^{g} \frac{\zeta - \mu^2_{j}(2k)}{\zeta - \nu^2_{j}(0)}}, \\
\mathbb{B}^{(2)}_{\beta}(2k, \mathfrak{p}(\lambda^2))&\mathbb{B}^{(2)}_{\beta}(2k, \tau\mathfrak{p}(\lambda^2)) = \frac{< A q, q >_{10}^{2k}(\zeta - \beta^2)^{2k} \prod_{j=1}^{g} \frac{\zeta - \nu^2_{j}(2k)}{\zeta - \nu^2_{j}(0)}}{2k}.
\end{align}

(123)

Thus by using Equations (120) and (123), we obtain divisors for the four meromorphic functions $\mathbb{B}^{(1)}_{\beta}(2k-1, \mathfrak{p})$, $\mathbb{B}^{(2)}_{\beta}(2k-1, \mathfrak{p})$, $\mathbb{B}^{(1)}_{\beta}(2k, \mathfrak{p})$, and $\mathbb{B}^{(2)}_{\beta}(2k, \mathfrak{p})$, respectively:

\begin{align}
\text{Div} \left( \mathbb{B}^{(1)}_{\beta}(2k-1, \mathfrak{p}) \right) &= \sum_{j=1}^{g} \left( p \left( \mu^2_{j}(2k-1) \right) - p \left( \nu^2_{j}(0) \right) \right) + (2k-1)p(\beta^2) - k\infty_{+} - (k-1)\infty_{-}, \\
\text{Div} \left( \mathbb{B}^{(2)}_{\beta}(2k-1, \mathfrak{p}) \right) &= \sum_{j=1}^{g} \left( p \left( \nu^2_{j}(2k-1) \right) - p \left( \nu^2_{j}(0) \right) \right) + \{p(0)\} + (2k-1)p(\beta^2) - k\infty_{+} - k\infty_{-}, \quad (59) \\
\text{Div} \left( \mathbb{B}^{(1)}_{\beta}(2k, \mathfrak{p}) \right) &= \sum_{j=1}^{g} \left( p \left( \mu^2_{j}(2k) \right) - p \left( \nu^2_{j}(0) \right) \right) + \{p(0)\} + 2kp(\beta^2) - (k+1)\infty_{+} - k\infty_{-}, \\
\text{Div} \left( \mathbb{B}^{(2)}_{\beta}(2k, \mathfrak{p}) \right) &= \sum_{j=1}^{g} \left( p \left( \nu^2_{j}(2k) \right) - p \left( \nu^2_{j}(0) \right) \right) + 2kp(\beta^2) - k\infty_{+} - k\infty_{-}. \quad (124)
\end{align}

Similarly as proved in Section 2.3, we put the above results in the Jacobian variety $J(R)$, and arrive at the evolution formula for Abel-Jacobi variables (110).
\[ \vec{\psi}(2k-1) \equiv \vec{\phi}(0) + (2k-1)\vec{\Omega}_\beta + k\vec{\Omega}, \quad (\text{mod} \mathcal{T}), \]
\[ \vec{\phi}(2k-1) \equiv \vec{\phi}(0) + (2k-1)\vec{\Omega}_\beta + k\vec{\Omega} + \vec{\Omega}_0, \quad (\text{mod} \mathcal{T}), \]
\[ \vec{\psi}(2k) \equiv \vec{\phi}(0) + 2k\vec{\Omega}_\beta + (k+1)\vec{\Omega} + \vec{\Omega}_0, \quad (\text{mod} \mathcal{T}), \]
\[ \vec{\phi}(2k) \equiv \vec{\phi}(0) + 2k\vec{\Omega}_\beta + k\vec{\Omega}, \quad (\text{mod} \mathcal{T}), \]

where \( \vec{\Omega}_\beta = \int_{p(\beta^2)}^\infty \vec{\omega}, \vec{\Omega}_0 = \int_{p(0)}^\infty \vec{\omega}, \) and \( \vec{\Omega} = \int_{\infty}^\infty \vec{\omega}. \) As a result, the theta function expressions of Baker-Akhiezer functions \( \mathfrak{h}_\beta^{(l)}(m, p), \) \( l = 1, 2, \) read

\[ \mathfrak{h}_\beta^{(1)}(2k-1, p) = \frac{\theta[-\mathfrak{A}(p) + \vec{\psi}(2k-1) + \vec{\Omega}]}{\theta[-\mathfrak{A}(p) + \vec{\phi}(0) + \vec{\Omega}]} \cdot \frac{\theta[-\mathfrak{A}(\infty_+) + \vec{\phi}(0) + \vec{K}]}{\theta[-\mathfrak{A}(\infty_+) + \vec{\psi}(2k-1) + \vec{K}]}. \]

\[ < A_q > \left| \begin{array}{c} u_{2k-1} \ \frac{1}{(r_0^+)^k} \ \text{e}^{-(1-k)\int_{p_0}^\infty \omega[p(\beta^2), \infty_+]} + k \int_{p_0}^p \omega[p(\beta^2), \infty_+]) + \omega[p(0), \infty_-], \end{array} \right| \]

\[ \mathfrak{h}_\beta^{(2)}(2k-1, p) = \frac{\theta[-\mathfrak{A}(p) + \vec{\phi}(2k-1) + \vec{\Omega}]}{\theta[-\mathfrak{A}(p) + \vec{\phi}(0) + \vec{\Omega}]} \cdot \frac{\theta[-\mathfrak{A}(\infty_+) + \vec{\phi}(0) + \vec{K}]}{\theta[-\mathfrak{A}(\infty_+) + \vec{\phi}(2k-1) + \vec{K}]}. \]

\[ < A_q > \left| \begin{array}{c} u_0 \ \frac{1}{(r_0^-)^k} \ \text{e}^{-k\int_{p_0}^\infty \omega[p(\beta^2), \infty_-] + k \int_{p_0}^p \omega[p(\beta^2), \infty_-]+\omega[p(0), \infty_-]}, \end{array} \right| \]

\[ \mathfrak{h}_\beta^{(1)}(2k, p) = \frac{\theta[-\mathfrak{A}(p) + \vec{\psi}(2k) + \vec{\Omega}]}{\theta[-\mathfrak{A}(p) + \vec{\phi}(0) + \vec{\Omega}]} \cdot \frac{\theta[-\mathfrak{A}(\infty_+) + \vec{\phi}(0) + \vec{K}]}{\theta[-\mathfrak{A}(\infty_+) + \vec{\psi}(2k) + \vec{K}]}. \]

\[ < A_q > \left| \begin{array}{c} u_{2k} \ \frac{1}{(r_0^+)^k} \ \text{e}^{-k\int_{p_0}^\infty \omega[p(\beta^2), \infty_-] + k \int_{p_0}^p \omega[p(\beta^2), \infty_-]+\omega[p(0), \infty_-]}, \end{array} \right| \]

\[ \mathfrak{h}_\beta^{(2)}(2k, p) = \frac{\theta[-\mathfrak{A}(p) + \vec{\phi}(2k) + \vec{\Omega}]}{\theta[-\mathfrak{A}(p) + \vec{\phi}(0) + \vec{\Omega}]} \cdot \frac{\theta[-\mathfrak{A}(\infty_+) + \vec{\phi}(0) + \vec{K}]}{\theta[-\mathfrak{A}(\infty_+) + \vec{\phi}(2k) + \vec{K}]}. \]

\[ < A_q > \left| \begin{array}{c} u_0 \ \frac{1}{(r_0^-)^k} \ \text{e}^{-k\int_{p_0}^\infty \omega[p(\beta^2), \infty_-] + k \int_{p_0}^p \omega[p(\beta^2), \infty_-]+\omega[p(0), \infty_-]}, \end{array} \right| \]

where

\[ r_0^+ = \lim_{p \to \infty^+} \frac{1}{\zeta(p)} \text{e}^{\int_{p_0}^p \omega[p(\beta^2), \infty_+]+k \int_{p_0}^p \omega[p(\beta^2), \infty_-]}, \]

\[ r_0^- = \lim_{p \to \infty^-} \frac{1}{\zeta(p)} \text{e}^{\int_{p_0}^p \omega[p(\beta^2), \infty_+]+k \int_{p_0}^p \omega[p(\beta^2), \infty_-]}, \]

\[ r_0^+ = \lim_{p \to \infty^+} \frac{1}{\zeta(p)} \text{e}^{\int_{p_0}^p \omega[p(\beta^2), \infty_+]+k \int_{p_0}^p \omega[p(\beta^2), \infty_-]}, \]

\[ r_0^- = \lim_{p \to \infty^-} \frac{1}{\zeta(p)} \text{e}^{\int_{p_0}^p \omega[p(\beta^2), \infty_+]+k \int_{p_0}^p \omega[p(\beta^2), \infty_-]}, \]

In this case, we meet a problem that the discrete potentials are in the expression (126). However, when we deduce the formulas for the potentials \( u(m) \) and \( a(m), \) the problem is solved with the help of the relation in (108). This relation arises from the parameterization for constructing the
Lax pair of lpmKdV equation (4). According to Section 2.3, we now inverse the discrete potentials by using the above results.

**Proposition 6.** The potentials $u(m)$ and $a(m)$, defined by Equation (108), have explicit evolution formulas along the $S^m_\beta$-flow, respectively,

$$u(m) = u(\delta_m) \cdot \frac{\theta[(1 - \delta_m)\tilde{\Omega} + (\delta_{m+1} - \delta_m)\tilde{\Omega}_0 + \tilde{K}(m)] \cdot \theta[\tilde{K}(\delta_m) + \tilde{\Omega}]}{\theta[(1 - \delta_m)\tilde{\Omega} + (\delta_{m+1} - \delta_m)\tilde{\Omega}_0 + \tilde{K}(\delta_m)] \cdot \theta[\tilde{K}(m) + \tilde{\Omega}]} \cdot e^{\frac{m-\delta_m}{2} [\delta_m R_\beta + (-1)^m R_{0\beta}]},$$

$$a(m) = (a(0))^{-1} \cdot \frac{\theta[(1 - \delta_{m+1})\tilde{\Omega} - (\delta_{m+1} - \delta_m)\tilde{\Omega}_0 + \tilde{K}(m+1)] \cdot \theta[\tilde{K}(\delta_{m+1}) + \tilde{\Omega}]}{\theta[(1 - \delta_{m+1})\tilde{\Omega} - (\delta_{m+1} - \delta_m)\tilde{\Omega}_0 + \tilde{K}(\delta_m)] \cdot \theta[\tilde{K}(m) + \tilde{\Omega}]} \cdot \frac{\theta[(1 - \delta_m)\tilde{\Omega} + (\delta_{m+1} - \delta_m)\tilde{\Omega}_0 + \tilde{K}(m)] \cdot \theta[\tilde{K}(\delta_m) + \tilde{\Omega}]}{\theta[(1 - \delta_m)\tilde{\Omega} + (\delta_{m+1} - \delta_m)\tilde{\Omega}_0 + \tilde{K}(m)] \cdot \theta[\tilde{K}(\delta_m) + \tilde{\Omega}]} \cdot e^{\frac{1}{2}m(-1)^m + \delta_m} R_\beta + m(-1)^{m+1} R_{0\beta},$$

where $\delta_j$ is equal to 0 and 1 for even and odd $j$, respectively, and

$$\tilde{K}(m) = \tilde{\phi}(m) + \int_{\omega_0}^{\omega} \omega, \quad R_\beta = \ln \frac{r_0^+ r_0^-}{r_\beta^+ r_\beta^-},$$

$$R_{0\beta} = \left( \int_{\omega_0}^{\omega} \omega[\omega_0, \omega_+] + \omega[\omega_0, \omega_-] \right) \ln \frac{r_0^+}{\beta^2 r_\beta^+ r_\beta^- r_0^-},$$

$$r_\beta^+ = e^{\int_{\omega_0}^{\omega} \omega[\omega_0, \omega_+]}, \quad r_\beta^- = e^{\int_{\omega_0}^{\omega} \omega[\omega_0, \omega_-]}.$$

**Proof.** By Equation (115), we have

$$\begin{cases}
    \beta_0^{(1)}(2k, p) = \zeta a_{2k-1} \beta_0^{(1)}(2k - 1, p) + \beta \beta_0^{(2)}(2k - 1, p), \\
    \beta_0^{(2)}(2k, p) = \beta \beta_0^{(1)}(2k - 1, p) + a_{2k-1} \beta_0^{(2)}(2k - 1, p),
\end{cases} \quad (130)$$

and

$$\begin{cases}
    \beta_0^{(1)}(2k + 1, p) = a_{2k} \beta_0^{(1)}(2k, p) + \beta \beta_0^{(2)}(2k, p), \\
    \beta_0^{(2)}(2k + 1, p) = \beta \beta_0^{(1)}(2k, p) + \zeta a_{2k} \beta_0^{(2)}(2k, p),
\end{cases} \quad (131)$$

where $p = p(\zeta), \zeta = \lambda^2$. According to (124), the order of the zero $p(\beta^2)$ of $\beta_0^{(l)}(m, p)$, $(l = 1, 2)$, is equal to $m$. Thus, from the above equations we get
\[ a_{2k-1} = \lim_{\lambda \to \beta} \frac{-\theta^{(2)}_\beta(2k-1, \mathbf{p}(\lambda^2))}{\theta^{(1)}_\beta(2k-1, \mathbf{p}(\lambda^2))}, \quad a_{2k} = \lim_{\lambda \to \beta} \frac{-\beta \theta^{(2)}(2k, \mathbf{p}(\lambda^2))}{\theta^{(1)}_\beta(2k, \mathbf{p}(\lambda^2))}. \]

By using Equations (125) and (126), we obtain the following relation in terms of theta functions between \( u_m \) and \( a_m \):

\[
\begin{align*}
a^2_{2k-1} &= \frac{\theta[2k\bar{\Omega} + (k+1)\tilde{\Omega} + \bar{K}(0)]}{\theta[2k\bar{\Omega} + (k+1)\tilde{\Omega} + \bar{K}(0)]} \cdot \frac{\theta[\bar{\Omega} + \tilde{K}(0)]}{\theta[\bar{\Omega} + \tilde{K}(0)]} \cdot \frac{\theta[(2k-1)\bar{\Omega} + k\tilde{\Omega} + \bar{K}(0)]}{\theta[K(0)]} \cdot \frac{-\beta u^2_{2k-1}}{-\beta u^2_{2k-1}} \cdot (-\beta)^{k-1} u^2_{2k-1} \cdot \left( r^2 r^2 k_{k-1} r^2 k_{k-1} \right) \cdot e^{\int_0^\infty \omega[\mathbf{p}(0), \infty]} \cdot (132) \\
a^2_{2k} &= \frac{\theta[(2k+1)\bar{\Omega} + (k+1)\tilde{\Omega} + \bar{K}(0)]}{\theta[(2k+1)\bar{\Omega} + (k+1)\tilde{\Omega} + \bar{K}(0)]} \cdot \frac{\theta[\bar{\Omega} + \tilde{K}(0)]}{\theta[\bar{\Omega} + \tilde{K}(0)]} \cdot \frac{\theta[2k\bar{\Omega} + (k+1)\tilde{\Omega} + \bar{K}(0)]}{\theta[K(0)]} \cdot \frac{\theta^2}{\theta^2} \cdot \frac{-\beta u^2_{2k}}{-\beta u^2_{2k}} \cdot \left( r^2 r^2 k_{k} r^2 k_{k} \right) \cdot e^{-\int_0^\infty \omega[\mathbf{p}(0), \infty]} \cdot (135).
\end{align*}
\]

Note that (108) gives another relation between them, ie, \( a_{2k-1} = u_{2k} / u_{2k-1}, a_{2k} = u_{2k+1} / u_{2k} \), which implies

\[
\begin{align*}
\frac{a^2_{2k}}{a^2_{2k-1}} &= \frac{u_{2k-1} u_{2k+1}}{u^2_{2k}}, \\
\frac{a^2_{2k+1}}{a^2_{2k}} &= \frac{u_{2k} u_{2k+2}}{u^2_{2k+1}}. \quad (133)
\end{align*}
\]

Substituting (132) into (133), we obtain the central result (127) for the solution by induction and some calculations. Then by using (108), Equation (128) is obtained as well.

Now the theta function expression for the discrete potential \( u(m) \) is written down. By which we will discuss the explicit solutions to the pmpKdV equation (4) through the commutativity of discrete flows.

### 3.3 The finite genus solutions to the pmpKdV equation

Taking now any two distinct lattice parameters \( \beta_1^2, \beta_2^2 \), the integrable symplectic maps \( S_{\beta_1} \) and \( S_{\beta_2} \) share the same Liouville set of integrals, the confocal polynomials, therefore, the resulting discrete phase flows, ie, \( S_{\beta_1}^m \) and \( S_{\beta_2}^m \)-flow commute. Thus a well-defined function \( (p(m, n), q(m, n)) \) is obtained, and by Equation (108) the \( j \)th component \( (p_j(m, n), q_j(m, n)) \) solves two copies of Equation (101) with \( \beta = \beta_1, \beta_2 \) simultaneously in the case of \( \lambda = \alpha_j \),

\[
\begin{align*}
\left( \tilde{p}_j \overline{\alpha}_j \right) &= \left( \alpha_j^2 - \beta_1^2 \right)^{-1/2} D^{(\beta_1)}(\alpha_j; \mathbf{u}) \left( p_j \overline{q}_j \right), \\
\left( \tilde{p}_j \overline{\alpha}_j \right) &= \left( \alpha_j^2 - \beta_2^2 \right)^{-1/2} D^{(\beta_2)}(\alpha_j; \mathbf{u}) \left( p_j \overline{q}_j \right). \quad (134, 135)
\end{align*}
\]
The compatibility of Equations (134) and (135) is provided by the commutativity of the \( S^m_{\beta_1} \) and \( S^n_{\beta_2} \)-flow expressed by \( \tilde{D}^{(\beta_1)}D^{(\beta_2)} = \tilde{D}^{(\beta_2)}D^{(\beta_1)} \). Then from Equation (90), the evolution of the function \( u(m) \) given by Equation (127) along the discrete flows yields

**Proposition 7.** The lpmKdV equation (4) has finite genus solutions as

\[
u(m, n) = u(\delta_m, \delta_n) \cdot \frac{\theta[(1 - \delta_m)\tilde{\Omega} + (\delta_{m+1} - \delta_m)\tilde{\Omega}_0^- + \tilde{K}(m, n)]}{\theta[(1 - \delta_n)\tilde{\Omega} + (\delta_{n+1} - \delta_n)\tilde{\Omega}_0^- + \tilde{K}(\delta_m, \delta_n)]} \cdot \frac{\theta[(1 - \delta_n)\tilde{\Omega} + (\delta_{n+1} - \delta_n)\tilde{\Omega}_0^- + \tilde{K}(\delta_m, n)]}{\theta[(1 - \delta_m)\tilde{\Omega} + (\delta_{m+1} - \delta_m)\tilde{\Omega}_0^- + \tilde{K}(\delta_m, \delta_n)]} \cdot e^{\frac{m - \delta_m}{2} [\delta_m R_{\beta_1} + (-1)^m R_{0\beta_1}] + \frac{n - \delta_n}{2} [\delta_n R_{\beta_2} + (-1)^n R_{0\beta_2}]},
\]

where \( \tilde{K}(m, n) = \tilde{\phi}(m, n) + \tilde{K} + \int_{\infty}^{0} \tilde{\omega}, \quad \tilde{\phi}(m, n) = \tilde{\phi}(0, 0) + m\tilde{\Omega}_0^- + n\tilde{\Omega}_0^- + \frac{m + n + \delta_m + \delta_n}{2} \tilde{\Omega} + (\delta_m + \delta_n)\tilde{\Omega}_0^-, \) and \( R_{\beta_1}, R_{0\beta_1}, R_{\beta_2}, R_{0\beta_2} \) are given by Equation (129) with \( \beta = \beta_k, k = 1, 2 \).

Up to now, the lpmKdV equation has been resolved via new integrable symplectic maps generated by a finite-dimensional integrable Hamiltonian system associated with the Kaup-Newell problem, which is different from the results in Ref. 41.

## 4 | THE ISKdV EQUATION

Let us now study the ISKdV equation. The associated continuous spectral problem (8) and discrete spectral problem (9) carries two potentials, respectively, similar to the case of the lpKdV equation, while the way to deal with them are somewhat different from the other cases. Nonetheless, from the earlier sections, it is evident that the discrete Lax equation plays an essential role, and that is also true in the present case. We note in passing that the ISKdV (7) first appeared in Ref. 35 as a special parameter limit of a slightly more general equation, the NQC equation derived in Ref. 48 in the context of the direct linearization method. The latter quadrilateral lattice equation, that is equivalent to the \((Q^3)_{l=0}\) equation of the ABS list\(^{24}\) found more recently, also gives rise to discrete version of the Volterra-Kac-van Moerbeke equation in special parameter and continuum limits. In the present context, following the computations of the previous sections, we are naturally concerned with the Lax matrix, for which we take the one of Ref. 49 (up to a factor \(-2\lambda\)), which corresponds to the finite-dimensional Hamiltonian systems for the Kac-van Moerbeke hierarchy,

\[
L(\lambda; p, q) = \begin{pmatrix}
\lambda/2 + \lambda Q_1(p, q) \\
1 + Q_1(Aq, q)
\end{pmatrix}
-\begin{pmatrix}
-<p,q>-Q_1(Ap,p)

\lambda/2 - \lambda Q_1(p, q)
\end{pmatrix},
\]

(137)

where \( Q_1(\xi, \eta) = <(\lambda^2 - \alpha^2)^{-1}\xi, \eta>, A = \text{diag}(\alpha_1, ..., \alpha_N) \) with \( \alpha_1^2, ..., \alpha_N^2 \) pairwise distinct and nonzero. Moreover, we have the following linear map from (9):

\[
\begin{pmatrix}
\tilde{p}_j \\
\tilde{q}_j
\end{pmatrix}
= \begin{pmatrix}
(\alpha_j^2 - \beta^2)^{-1/2} D(\beta)(\alpha_j; a, s)
\end{pmatrix}
\begin{pmatrix}
p_j \\
q_j
\end{pmatrix}, \quad (j = 1, ..., N).
\]

(138)
Now we compute
\[ Y \equiv L(\lambda; \tilde{p}, \tilde{q})D(\beta)(\lambda; a, s) - D(\beta)(\lambda; a, s)L(\lambda; p, q), \] (139)
with the entries
\[ Y_{11} = -\beta s^{-1} < \tilde{p}, \tilde{q}> - \beta s + a( < \tilde{p}, \tilde{q}> - < p, q >), \]
\[ Y_{12} = \lambda \beta s - \lambda a^{-1} < \tilde{p}, \tilde{q}> + \lambda a < p, q >, \]
\[ Y_{21} = \lambda a - \lambda a^{-1} - \lambda \beta s^{-1}, \]
\[ Y_{22} = \beta s^{-1} < p, q > + \beta s - a^{-1}( < \tilde{p}, \tilde{q}> - < p, q >). \]

By using \( Y_{21} \), we choose the formula
\[ s = \beta / (a - a^{-1}). \] (140)

On one hand, (140) guarantees the realization of an associated integrable symplectic map; on the other hand, imposing (140), the spectral problem (9) can be written in the form
\[ \check{\chi} = (\lambda^2 - \beta^2)^{-1/2}D(\beta)(\lambda; \check{z}) \chi, \quad D(\beta)(\lambda; a) = \begin{pmatrix} \lambda a & \beta^2/a - a^{-1} \\ a - a^{-1} & \lambda a^{-1} \end{pmatrix}. \] (141)

Now the number of the discrete potentials is reduced to one, same as the lpmKdV situation. Inspired by the construction of the Lax pair for lpmKdV equation (4) (see Section 3), we find the Lax pair for lSKdV equation (7),
\[ \check{\chi} = D(\beta_1)(\lambda; \check{z}/z, \beta_1 z \check{z}/(z^2 - z^2)) \chi, \quad \check{\chi} = D(\beta_2)(\lambda; \check{z}/z, \beta_2 z \check{z}/(z^2 - z^2)) \chi. \] (142)

Indeed, by direct calculation, we get
\[ D(\beta_1)D(\beta_2) - D(\beta_2)D(\beta_1) = \begin{pmatrix} \check{z} & \lambda z \check{z}(\check{z}^2 + z^2 - z^2) \\ z(\check{z}^2 - z^2)(\check{z}^2 - z^2) & \check{z}(\check{z}^2 - z^2)(z^2 - z^2) - \beta_2^2(\check{z}^2 - z^2)(\check{z}^2 - z^2) \end{pmatrix} \Xi, \] (143)
where \( \Xi = \beta_1^2(\check{z}^2 - z^2)(\check{z}^2 - z^2) - \beta_2^2(\check{z}^2 - z^2)(\check{z}^2 - z^2) \), and hence the discrete zero curvature equation \( D(\beta_1)D(\beta_2) - D(\beta_2)D(\beta_1) = 0 \) implies \( \Xi = 0 \). The lSKdV equation (7) can be deduced by letting \( u = z^2 \).

Following the procedure applied in the preceding sections, we now treat the lSKdV equation in a similar way.

### 4.1 The integrable Hamiltonian system

Based on the Lax matrix (137), we now exhibit an integrable Hamiltonian system for further calculations. The following fundamental Poisson bracket relation links (137) to a classical \( r \)-matrix.
structure,

\[ \{L(\lambda) \otimes L(\mu)\} = [r(\lambda, \mu), L_1(\lambda)] + [r'(\lambda, \mu), L_2(\mu)], \]

\[ r = \frac{2}{\lambda^2 - \mu^2} P_{\lambda \mu} + \sigma_3 \otimes \sigma_+, \quad r' = \frac{2}{\lambda^2 - \mu^2} P_{\lambda \mu} - \sigma_3 \otimes \sigma_+, \]

\[ P_{\lambda \mu} = \begin{pmatrix} \lambda & 0 & 0 & 0 \\ 0 & 0 & \mu & 0 \\ 0 & \mu & 0 & 0 \\ 0 & 0 & 0 & \lambda \end{pmatrix}. \]  

The associated generating function reads:

\[ T_\lambda = -\lambda^2 (1/4 + Q^2_\lambda (p, q)) + \langle p, q \rangle (1 + Q_\lambda (Aq, q)) + Q_\lambda (Ap, p)(1 + Q_\lambda (Aq, q)), \]

and the corresponding evolution along the \( t_\lambda \)-flow for the Lax matrices reads:

\[ dL(\mu)/dt_\lambda = [W(\lambda, \mu), L(\mu)], \quad W(\lambda, \mu) = \frac{2\mu}{\lambda^2 - \mu^2} L(\lambda) + \left( \frac{2L_{11}(\lambda)}{\lambda} - \frac{L_{21}(\lambda)}{\mu} - L_{21}(\lambda) \right) \sigma_3. \]  

Considering now the power series expression,

\[ F_\lambda = -\frac{\zeta}{4} + \sum_{j=1}^{\infty} F_j \zeta^{-j}, \quad \zeta = \lambda^2, \]

it yields two types of objects:

1. \( N \) smooth functions \( \{F_j(p, q), 1 \leq j \leq N\} \) involutive with each other,

\[ F_1 = -\langle p, q \rangle - \langle A^2 p, q \rangle + \langle Ap, p \rangle + \langle p, q \rangle < Aq, q >, \]

\[ F_j = -\langle A^2 p, q \rangle + \langle A^{2j-1} p, p \rangle + \langle p, q \rangle < A^{2j-1} q, q > - \sum_{k+l+1=j, k,l \geq 0} \langle A^k p, q \rangle < A^l p, q > + \sum_{k+l+2=j, k,l \geq 0} \langle A^{2k+1} p, p \rangle < A^{2l+1} q, q >, \quad (j \geq 2). \]

2. Square root \( H_\lambda \) satisfying

\[ -\frac{4}{\lambda^2} F_\lambda = (1 + 4H_\lambda)^2, \quad H_\lambda = \sum_{j=1}^{\infty} H_j \zeta^{-j-1}, \]  

where \( H_1 = -\frac{1}{2} F_1 \), whose corresponding Hamiltonian system is

\[ \partial_x \begin{pmatrix} p_j \\ q_j \end{pmatrix} = \begin{pmatrix} \partial H_1 / \partial q_j \\ \partial H_1 / \partial p_j \end{pmatrix} \]

\[ = \begin{pmatrix} -\alpha_j^2/2 + \langle p, q \rangle + \frac{Aq, q}{2} & \alpha_j < p, q > \\ -\alpha_j & \alpha_j^2/2 - \langle p, q \rangle - \frac{Aq, q}{2} \end{pmatrix} \begin{pmatrix} p_j \\ q_j \end{pmatrix}. \]  

(144)

(145)

(146)

(147)

(148)
Comparing with Equation (8), we select the constraint
\[(v, w) = (< p, q >, < Aq, q > / 2).\] (149)

In this sense, (148) is the nonlinearization of (8).

Consider the fractional expression
\[\frac{1}{4} \frac{R(\zeta)}{\zeta^2(\zeta)}\]
then a curve \( R : \xi^2 = R(\zeta) \), with genus \( g = N \), is obtained. The curve \( R \) has two infinities \( \infty_+ \), \( \infty_- \), and a useful branch point \( \phi \). And the general points on \( R \) are
\[p(\zeta) = (\zeta, \xi = \sqrt{R(\zeta)}), (\tau p)(\zeta) = (\zeta, \xi = -\sqrt{R(\zeta)}), \zeta \in \mathbb{C}.\]

Introducing the corresponding elliptic coordinates \( \mu_j^2, v_j^2 \):
\[L^{12}(\lambda) = - < p, q > \frac{m(\zeta)}{\alpha(\zeta)}, m(\zeta) = \Pi_{j=1}^N (\zeta - \mu_j^2),\]
\[L^{21}(\lambda) = \frac{n(\zeta)}{\alpha(\zeta)}, n(\zeta) = \Pi_{j=1}^N (\zeta - v_j^2),\] (151)

the quasi-Abel-Jacobi and Abel-Jacobi variables are defined, respectively, as
\[\tilde{\varphi}' = (\phi'_1, \ldots, \phi'_g)^T = \sum_{k=1}^g \int_{\psi_0}^{p(v_k^2)} \phi'_k, \quad \tilde{\varphi} = C \tilde{\varphi}' = sl \left( \sum_{k=1}^g p(v_k^2) \right),\]
\[\tilde{\psi}' = (\psi'_1, \ldots, \psi'_g)^T = \sum_{k=1}^g \int_{\psi_0}^{p(\mu_k^2)} \phi'_k, \quad \tilde{\psi} = C \tilde{\psi}' = sl \left( \sum_{k=1}^g p(\mu_k^2) \right),\] (152)

where \( \phi'_k = (\omega'_1, \ldots, \omega'_g)^T, \omega'_j = \xi^{g-j} d\xi / (2 \sqrt{R(\zeta)}). \)

Let us consider one of the entries in (145), namely,
\[dL^{12}(\mu) / dt = 2(W^{11}(\lambda, \mu)L^{12}(\mu) - W^{12}(\lambda, \mu)L^{11}(\mu)),\]
and setting \( \mu = \mu_k \), then we get the Dubrovin type equations
\[
\frac{1}{2 \sqrt{R(\mu_k^2)}} \frac{d(\mu_k^2)}{dt} = \frac{1}{\alpha(\zeta)(\zeta - \mu_k^2)m'(\mu_k^2)}, \quad (1 \leq k \leq g),
\]
from which we have
\[
\{\psi'_l, F_\lambda\} = \frac{d\psi'_l}{dt} = \frac{1}{\alpha(\zeta)^{\gamma_l}}, \quad (1 \leq l \leq g).
\]
Hence,
\[
\sum_{j=1}^{\infty} \{\psi'_1, F_j\} \zeta^{-j} = - \sum_{j=l}^{\infty} A_{j-l} \zeta^{-j},
\] (154)
where \(A_0 = 1, A_{j-l} = 0 (j < l)\). Thus, we conclude

\[
\left(\{\psi'_1, F_j\}\right)_{g \times g} = \begin{pmatrix}
1 & A_1 & A_2 & \ldots & A_{g-1} \\
1 & A_1 & A_2 & \ldots & A_{g-2} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\vdots & \vdots & \vdots & \ddots & A_1 \\
1 & & & & 1
\end{pmatrix},
\]

which implies \(F_1, \ldots, F_N\) are functionally independent on the phase space \(\mathcal{N} = (\mathbb{R}^{2N}, dp \wedge dq)\).

The Liouville integrability for the Hamiltonian system (148) is established. We will proceed by constructing integrable symplectic maps for ISKdV equation.

### 4.2 The integrable symplectic map

With the help of the formula (140), the map (138) can be written in the form
\[
\begin{pmatrix}
\hat{p}_j \\
\hat{q}_j
\end{pmatrix} = \frac{1}{\sqrt{\alpha^2 - \beta^2}} D^{(\beta)}(\alpha_j; a) \begin{pmatrix}
p_j \\
q_j
\end{pmatrix}, \quad (1 \leq j \leq N),
\] (155)

where \(D^{(\beta)}\) is given in (141). Moreover, Equation (139) becomes
\[
\Upsilon \triangleq L(\lambda; \hat{p}, \hat{q}) D^{(\beta)}(\lambda; a) - D^{(\beta)}(\lambda; a) L(\lambda; p, q),
\] (156)

with the components
\[
\begin{align*}
Y_{11} &= a^{-1} \langle \hat{p}, \hat{q} \rangle - a < p, q > - \frac{\beta^2}{a - a^{-1}}, \\
Y_{12} &= -\lambda Y_{11}, \\
Y_{21} &= 0, \\
Y_{22} &= -Y_{11}.
\end{align*}
\]

Here we also use \(Y\) for short. Then, by Equations (137) and (155), we get
\[
\langle \hat{p}, \hat{q} \rangle = (a^2 - 1)L_{12}^{12}(\beta) + a^2 < p, q > + \frac{\beta^2}{a^2 - 1}(1 - L_{21}^{21}(\beta)) + 2\beta \left(\frac{\beta}{2} - L_{11}^{11}(\beta)\right).
\] (157)
Substituting it into $Y^{11}$, we obtain

$$Y = \frac{P(\beta)(a; p, q)}{a^3 - a} \begin{pmatrix} 1 & -\lambda \\ 0 & -1 \end{pmatrix}, \quad (158)$$

where

$$P(\beta)(a; p, q) = (a^2 - 1)^2 L^{12}(\beta) - 2\beta(a^2 - 1)L^{11}(\beta) - \beta^2 L^{21}(\beta), \quad (159)$$

which is a quadratic polynomial with respect to $a^2 - 1$. The roots to the quadratic equation $P(\beta)(a; p, q) = 0$ are given by

$$a^2 - 1 = \frac{-1}{\langle p, q \rangle + Q(\beta,Ap, p)} \left( \beta^2(1/2 + Q(\beta,p,q)) \pm \frac{\sqrt{R(\beta^2)}}{2\alpha(\beta^2)} \right), \quad (160)$$

which are the values of a well-defined meromorphic function on $R$,

$$\mathfrak{D}(p) = \frac{-1}{\langle p, q \rangle + Q(\beta,Ap, p)} \left( \beta^2(1/2 + Q(\beta,p,q)) + \frac{\xi}{2\alpha(\beta^2)} \right),$$

at the points $p(\beta^2)$ and $(\tau p)(\beta^2)$, respectively. Equation (160) provides the constraint on the discrete potential $a$, denoting it $a = f(\beta, p, q)$. Thus, we obtain the following nonlinear map from the linear map (155):

$$S(\beta) : \begin{pmatrix} \tilde{p} \\ \tilde{q} \end{pmatrix} = (A^2 - \beta^2)^{-1/2} \begin{pmatrix} \frac{\beta^2 q}{a - a^{-1}} \\ (a - a^{-1})p + a^{-1}Aq \end{pmatrix} \bigg|_{a = f(\beta, p, q)}. \quad (161)$$

We assert that the map $S(\beta)$ is an integrable symplectic map sharing the same set of integrals \{\$F_j(p, q)\$, $1 \leq j \leq N\} as the Hamiltonian system (148). In fact, under the constraint (160) we have

$$L(\lambda; \tilde{p}, \tilde{q})D(\beta)(\lambda; a) = D(\beta)(\lambda; a)L(\lambda; p, q), \quad (162)$$

by Equations (156) and (158), which implies $S(\beta)^n \circ F_j(p, q) = F_j(p, q), 1 \leq j \leq N$.

The symplectic property for $S(\beta)$, i.e., $S(\beta)^n(d p \wedge dq) = d p \wedge dq$ relies on the following formula:

$$\sum_{j=1}^{N} (d \tilde{p}_j \wedge d \tilde{q}_j - d p_j \wedge dq_j) = \frac{1}{a(a^2 - 1)^2} dP(\beta)(a; p, q) \wedge da. \quad (163)$$

As a consequence, a discrete $S(\beta)^n$-flow can be set up by setting $(p(m), q(m)) = S(\beta)^{m}(p_0, q_0)$, with $(p_0, q_0)$ as an initial point. By Equations (142) and (160), we denote the corresponding potentials as

$$a(m) = a_m = z_{m+1}/z_m, \quad u(m) = u_m = z_m^2, \quad (164)$$
which lead to the discrete spectral problem

\[ h_\beta(m + 1, \lambda) = D_m^{(\beta)}(\lambda)h_\beta(m, \lambda), \]  

(165)

where \( D_m^{(\beta)}(\lambda) = D^{(\beta)}(\lambda; a_m) \), whose fundamental solution matrix \( M_\beta(m, \lambda) \) satisfies

\[ M_\beta(m + 1, \lambda) = D_m^{(\beta)}(\lambda)M_\beta(m, \lambda), \quad M_\beta(0, \lambda) = I. \]  

(166)

Hence, following this by iteration, we get the solution as a matrix product chain

\[ M_\beta(m, \lambda) = D_{m-1}^{(\beta)}(\lambda)D_{m-2}^{(\beta)}(\lambda) \cdots D_0^{(\beta)}(\lambda), \]  

(167)

which implies \( \det M_\beta(m, \lambda) = (\lambda^2 - \beta^2)^m \), and as \( \lambda \to \infty \),

\[ M_\beta(m, \lambda) = \begin{pmatrix} \frac{Z_m}{Z_0} \lambda^m + O(\lambda^{m-2}) & O(\lambda^{m-1}) \\ O(\lambda^{m-1}) & \frac{Z_0}{Z_m} \lambda^m + O(\lambda^{m-2}) \end{pmatrix}. \]  

(168)

Furthermore, from the compatibility relation (162) along the \( S_m^{(\beta)} \)-flow

\[ L_{m+1}(\lambda)D_m^{(\beta)}(\lambda) = D_m^{(\beta)}(\lambda)L_m(\lambda), \]  

(169)

where \( L_m(\lambda) = L(\lambda; p(m), q(m)) \), and Equation (167), we obtain

\[ L_m(\lambda)M_\beta(m, \lambda) = M_\beta(m, \lambda)L_0(\lambda), \]  

(170)

which is helpful to derive the relevant formulas below for zeros and poles of the corresponding meromorphic functions.

To proceed, we need some properties of the linear operator \( L_m(\lambda) \) with values in the solution space of Equation (165). Through direct calculation, we obtain the eigenvalues of the operator as follows:

\[ \rho_\lambda^\pm = \pm \rho_\lambda = \pm \sqrt{-F_\lambda} = \pm \sqrt{R(\xi)/2\lambda \alpha(\xi)}, \]  

(171)

\[ \rho_\lambda = \frac{\lambda}{2}(1 + O(\xi^{-2})), \quad (\lambda \to \infty), \]  

(172)

together with the associated eigenfunctions satisfying

\[ h_{\beta, \pm}(m + 1, \lambda) = D_m^{(\beta)}(\lambda)h_{\beta, \pm}(m, \lambda), \]  

(173)

\[ h_{\beta, \pm}(m, \lambda) = \begin{pmatrix} h_{\beta, \pm}^{(1)}(m, \lambda) \\ h_{\beta, \pm}^{(2)}(m, \lambda) \end{pmatrix} = M_\beta(m, \lambda) \begin{pmatrix} \rho_\lambda^\pm \\ 1 \end{pmatrix}, \]  

(174)

\[ (L_m(\lambda) - \rho_\lambda^\pm)h_{\beta, \pm}(m, \lambda) = 0. \]  

(175)
Let \( m = 0 \) in Equations (174) and (175), then
\[
\begin{align*}
\frac{c_{\lambda}^+}{c_{\lambda}^-} &= \frac{L_{01}^1(\lambda) \pm \rho_{\lambda}}{L_{01}^1(\lambda) \mp \rho_{\lambda}}, \quad \frac{c_{\lambda}^+}{c_{\lambda}^-} = L_{01}^2(\lambda) \mp \rho_{\lambda},
\end{align*}
\]
(176)

As \( \lambda \to \infty \), we have
\[
\begin{align*}
c_{\lambda}^+ &= \lambda (1 + O(\xi^{-1})),
\quad c_{\lambda}^- = <p_0, q_0 > \lambda^{-1} (1 + O(\xi^{-1})).
\end{align*}
\]
(177)

Moreover, \( \lambda c_{\lambda}^+ \) and \( \lambda c_{\lambda}^- \) are the values of a meromorphic function on \( \mathcal{R} \) constructed by (150),
\[
C(p) = \frac{\xi/2 + \xi <(\xi - A^2)^{-1} p_0, q_0 > + \xi/2 \alpha(\xi)}{1+ <(\xi - A^2)^{-1} Aq_0, q_0 >},
\]

at the points \( p(\lambda^2) \) and \( (\tau p)(\lambda^2) \), respectively.

Based on the results above, we now prepare some formulas to discuss the common eigenvectors \( h_{\beta, \pm}(m, \lambda) \) on the level of Riemann surface theory. Through some calculations, we have
\[
\begin{align*}
&h^{(1)}_{\beta, +}(m, \lambda) \cdot h^{(1)}_{\beta, -}(m, \lambda) = < p, q > | m | (\xi - \beta^2)^m \prod_{j=1}^{N} \frac{\xi - \mu_j^2(m)}{\xi - \nu_j^2(0)},
\quad h^{(2)}_{\beta, +}(m, \lambda) \cdot h^{(2)}_{\beta, -}(m, \lambda) = (\xi - \beta^2)^m \prod_{j=1}^{N} \frac{\xi - \nu_j^2(m)}{\xi - \nu_j^2(0)},
\end{align*}
\]
(178)

by using Equations (151), (167), (170), (174), and (176). Similarly as the previous sections, the following asymptotic behaviors \((\lambda \to \infty)\) are also obtained via Equations (168), (174), (177):
\[
\begin{align*}
&h^{(1)}_{\beta, +}(m, \lambda) = \frac{Z_m}{Z_0} \lambda^m + O(\lambda^{m-1}),
\quad h^{(1)}_{\beta, -}(m, \lambda) = O(\lambda^{m-1}),
\quad h^{(2)}_{\beta, +}(m, \lambda) = O(\lambda^m),
\quad h^{(2)}_{\beta, -}(m, \lambda) = \frac{Z_0}{Z_m} \lambda^m + O(\lambda^{m-2}).
\end{align*}
\]
(179)

Technically, separating out the two cases: \( m = 2k - 1, 2k \), from Equation (174) we get
\[
\begin{align*}
&h^{(1)}_{\beta, \pm}(2k - 1, \lambda) = \lambda c_{\lambda}^+ [\lambda^{-1} M_{\beta}^{11}(2k - 1, \lambda)] + M_{\beta}^{12}(2k - 1, \lambda),
\quad \lambda h^{(2)}_{\beta, \pm}(2k - 1, \lambda) = \lambda c_{\lambda}^+ M_{\beta}^{21}(2k - 1, \lambda) + \lambda M_{\beta}^{22}(2k - 1, \lambda),
\quad \lambda h^{(1)}_{\beta, \pm}(2k, \lambda) = \lambda c_{\lambda}^+ M_{\beta}^{11}(2k, \lambda) + \lambda M_{\beta}^{12}(2k, \lambda),
\quad \lambda h^{(2)}_{\beta, \pm}(2k, \lambda) = \lambda c_{\lambda}^+ [\lambda^{-1} M_{\beta}^{21}(2k, \lambda)] + M_{\beta}^{22}(2k, \lambda),
\end{align*}
\]
(180)
then four meromorphic functions on $R$ can be constructed, with the values at $p$ and $\tau p$ as

\[
\begin{align*}
\mathfrak{h}^{(1)}_\beta (2k - 1, p(\lambda^2)) &= h^{(1)}_{\beta, +} (2k - 1, 1, \lambda), \quad \mathfrak{h}^{(1)}_\beta (2k - 1, \tau p(\lambda^2)) = h^{(1)}_{\beta, -} (2k - 1, \lambda), \\
\mathfrak{h}^{(2)}_\beta (2k - 1, p(\lambda^2)) &= \lambda h^{(2)}_{\beta, +} (2k - 1, \lambda), \quad \mathfrak{h}^{(2)}_\beta (2k - 1, \tau p(\lambda^2)) = \lambda h^{(2)}_{\beta, -} (2k - 1, \lambda), \\
\mathfrak{h}^{(1)}_\beta (2k, p(\lambda^2)) &= \lambda h^{(1)}_{\beta, +} (2k, \lambda), \quad \mathfrak{h}^{(1)}_\beta (2k, \tau p(\lambda^2)) = \lambda h^{(1)}_{\beta, -} (2k, \lambda), \\
\mathfrak{h}^{(2)}_\beta (2k, p(\lambda^2)) &= h^{(2)}_{\beta, +} (2k, \lambda), \quad \mathfrak{h}^{(2)}_\beta (2k, \tau p(\lambda^2)) = h^{(2)}_{\beta, -} (2k, \lambda).
\end{align*}
\]

(181)

From the formulas (178), we have

\[
\begin{align*}
\mathfrak{h}^{(1)}_\beta (2k - 1, p(\lambda^2)) \mathfrak{h}^{(1)}_\beta (2k - 1, \tau p(\lambda^2)) &= <p, q > |_{2k-1} (\zeta - \beta^2)^{2k-1} \prod_{j=1}^{N} \frac{\zeta - \mu_j^2 (2k - 1)}{\zeta - \nu_j^2 (0)}, \\
\mathfrak{h}^{(2)}_\beta (2k - 1, p(\lambda^2)) \mathfrak{h}^{(2)}_\beta (2k - 1, \tau p(\lambda^2)) &= \zeta (\zeta - \beta^2)^{2k-1} \prod_{j=1}^{N} \frac{\zeta - \mu_j^2 (2k - 1)}{\zeta - \nu_j^2 (0)}, \\
\mathfrak{h}^{(1)}_\beta (2k, p(\lambda^2)) \mathfrak{h}^{(1)}_\beta (2k, \tau p(\lambda^2)) &= <p, q > |_{2k} \zeta (\zeta - \beta^2)^{2k} \prod_{j=1}^{N} \frac{\zeta - \mu_j^2 (2k)}{\zeta - \nu_j^2 (0)}, \\
\mathfrak{h}^{(2)}_\beta (2k, p(\lambda^2)) \mathfrak{h}^{(2)}_\beta (2k, \tau p(\lambda^2)) &= (\zeta - \beta^2)^{2k} \prod_{j=1}^{N} \frac{\zeta - \nu_j^2 (2k)}{\zeta - \nu_j^2 (0)}.
\end{align*}
\]

(182)

Now the zeros and poles for the meromorphic functions $\mathfrak{h}^{(l)}_\beta (m, p)), (l = 1, 2)$ can be obtained by Equations (179) and (182). This results into the following expressions of the divisors for $\mathfrak{h}^{(l)}_\beta (m, p)), (l = 1, 2)$:

\[
\begin{align*}
\text{Div} \left( \mathfrak{h}^{(1)}_\beta (2k - 1, p) \right) &= \sum_{j=1}^{g} \left( p \left( \mu_j^2 (2k - 1) - p \left( \nu_j^2 (0) \right) \right) + (2k - 1)p(\beta^2) - k\infty_+ - (k - 1)\infty_- , \\
\text{Div} \left( \mathfrak{h}^{(2)}_\beta (2k - 1, p) \right) &= \sum_{j=1}^{g} \left( p \left( \nu_j^2 (2k - 1) - p \left( \nu_j^2 (0) \right) \right) + \{o\} + (2k - 1)p(\beta^2) - k\infty_+ - k\infty_- , \\
\text{Div} \left( \mathfrak{h}^{(1)}_\beta (2k, p) \right) &= \sum_{j=1}^{g} \left( p \left( \mu_j^2 (2k) - p \left( \nu_j^2 (0) \right) \right) + \{o\} + 2kp(\beta^2) - (k + 1)\infty_+ - k\infty_- , \\
\text{Div} \left( \mathfrak{h}^{(2)}_\beta (2k, p) \right) &= \sum_{j=1}^{g} \left( p \left( \nu_j^2 (2k) - p \left( \nu_j^2 (0) \right) \right) + 2kp(\beta^2) - k\infty_+ - k\infty_- .
\end{align*}
\]

(183)

We now view the above formula (183) from the Abel-Jacobi variables. Then, the associated $S^m_{\beta}$-flow is linearized on the Jacobi variety $J(R)$ as
\[
\ddot{\psi}(2k - 1) \equiv \ddot{\phi}(0) + (2k - 1)\ddot{\Omega}^- + k\ddot{\Omega}, \quad \text{(mod} \mathcal{T}) ,
\]
\[
\ddot{\phi}(2k - 1) \equiv \ddot{\phi}(0) + (2k - 1)\ddot{\Omega}^- + k\ddot{\Omega} + \ddot{\Omega}_0, \quad \text{(mod} \mathcal{T}),
\]
\[
\ddot{\psi}(2k) \equiv \ddot{\phi}(0) + 2k\ddot{\Omega}^- + (k + 1)\ddot{\Omega} + \ddot{\Omega}_0, \quad \text{(mod} \mathcal{T}),
\]
\[
\ddot{\phi}(2k) \equiv \ddot{\phi}(0) + 2k\ddot{\Omega}^- + k\ddot{\Omega}, \quad \text{(mod} \mathcal{T}),
\]

where \(\ddot{\Omega}^- = \int_{\mathcal{F}(\beta^2)}\ddot{\omega}, \ddot{\Omega}_0 = \int_{\mathcal{F}}\ddot{\omega},\) and \(\ddot{\Omega} = \int_{\mathcal{F}}\ddot{\omega} .\) We can now write down Baker-Akhiezer functions \(b_{2k}(m, p), (l = 1, 2)\) in terms of theta functions,

\[
b^{(1)}_{\beta} (2k - 1, p) = \frac{\theta[-\mathcal{A}(p) + \ddot{\phi}(2k - 1) + \mathcal{K}]}{\theta[-\mathcal{A}(p) + \ddot{\phi}(0) + \mathcal{K}]} \cdot \frac{\theta[-\mathcal{A}(\infty) + \ddot{\phi}(2k - 1) + \mathcal{K}]}{\theta[-\mathcal{A}(\infty) + \ddot{\phi}(0) + \mathcal{K}]} \cdot \
\cdot \frac{1}{z_0} \cdot \frac{(r_\beta^+)^{k}}{z_2^{2k-1}} \cdot e^{(1-k)\int_{\mathcal{F}}^\infty \omega[p(\beta^2), \infty_+] + k \int_{p_0}^p \omega[p(\beta^2), \infty_+]},
\]

\[
b^{(2)}_{\beta} (2k - 1, p) = \frac{\theta[-\mathcal{A}(p) + \ddot{\phi}(2k - 1) + \mathcal{K}]}{\theta[-\mathcal{A}(p) + \ddot{\phi}(0) + \mathcal{K}]} \cdot \frac{\theta[-\mathcal{A}(\infty) + \ddot{\phi}(2k - 1) + \mathcal{K}]}{\theta[-\mathcal{A}(\infty) + \ddot{\phi}(0) + \mathcal{K}]} \cdot \
\cdot \frac{1}{z_0} \cdot \frac{(r_\beta^-)^{k}}{z_2^{2k-1}} \cdot e^{(1-k)\int_{\mathcal{F}}^\infty \omega[p(\beta^2), \infty_+] + k \int_{p_0}^p \omega[p(\beta^2), \infty_+]},
\]

where

\[
r_0^+ = \lim_{p \to \infty^+} \frac{1}{\zeta(p)} e^{\int_{p_0}^p \omega[p(\beta^2), \infty_+]}, \quad r_0^- = \lim_{p \to \infty^-} \frac{1}{\zeta(p)} e^{\int_{p_0}^p \omega[p(\beta^2), \infty_+]},
\]

\[
r_\beta^+ = \lim_{p \to \infty^+} \frac{1}{\zeta(p)} e^{\int_{p_0}^p \omega[p(\beta^2), \infty_+]}, \quad r_\beta^- = \lim_{p \to \infty^-} \frac{1}{\zeta(p)} e^{\int_{p_0}^p \omega[p(\beta^2), \infty_+]}.
\]

With the help of the expression (185), we now calculate the discrete potential which leads to the finite genus solutions for ISKdV equation (7).

**Proposition 8.** The discrete potential \(u(m)\), defined by (164), satisfies the recursive relation,
\[ u(m) - u(m + 1) = u(0) \cdot \frac{\partial [\tilde{\Omega} + \tilde{K}(0)]}{\partial [\tilde{K}(0)]} \cdot \frac{\partial [\delta_m \tilde{\Omega} + (\delta_m - \delta_{m+1}) \tilde{\Omega}_0 + \tilde{K}(m + 1)]}{\partial [\tilde{\Omega} + \tilde{K}(m)]} \]
\[ \cdot \frac{\partial [\delta_{m+1} \tilde{\Omega} - (\delta_m - \delta_{m+1}) \tilde{\Omega}_0 + \tilde{K}(m)]}{\partial [\tilde{\Omega} + \tilde{K}(m)]} \cdot (r_0^+)^{m+\delta_{m+1}} \cdot (r_0^-)^{m-\delta_m} \cdot e^{\int_{p_0}^{p_0 + \frac{m-\delta_m}{2} \omega[\phi(\beta^2), \infty_+] - \int_{p_0}^{p_0 + \frac{m+\delta_m}{2} \omega[\phi(\beta^2), \infty_-] - \delta_{m+1} \int_{p_0}^{p_0} \omega[\phi, \infty_+] + \delta_m \int_{p_0}^{p_0} \omega[\phi, \infty_-]}} \]
\[ (187) \]

where \( \tilde{K}(m) = \dot{\phi}(m) + \tilde{K} + \int_{p_0}^{p_0} \tilde{\omega} \), and \( \delta_j \) is equal to 0 and 1 for even and odd \( j \), respectively.

**Proof.** From Equation (173), we obtain
\[ \mathcal{B}_\beta(2k, \mathcal{P}) = a_{2k} \mathcal{B}_\beta(2k, \mathcal{P}) + \frac{\beta^2}{a_{2k} - a_{2k-1}} \mathcal{B}_\beta(2k+1, \mathcal{P}), \]
\[ (188) \]

\[ \mathcal{B}_\beta(2k+2, \mathcal{P}) = \zeta a_{2k+1} \mathcal{B}_\beta(2k, \mathcal{P}) + \frac{\beta^2}{a_{2k+1} - a_{2k+1-1}} \mathcal{B}_\beta(2k+1, \mathcal{P}), \]
\[ (189) \]

which implies
\[ \frac{\mathcal{B}_\beta(2k+1, \mathcal{P})}{\mathcal{B}_\beta(2k, \mathcal{P})} = a_{2k} + \frac{\beta^2}{a_{2k} - a_{2k-1}} \mathcal{B}_\beta(2k+1, \mathcal{P}), \]
\[ (190) \]

\[ \frac{\mathcal{B}_\beta(2k+2, \mathcal{P})}{\mathcal{B}_\beta(2k+1, \mathcal{P})} = \zeta a_{2k+1} + \frac{\beta^2}{a_{2k+1} - a_{2k+1-1}} \mathcal{B}_\beta(2k+1, \mathcal{P}), \]
\[ (191) \]

where \( \mathcal{P} = \psi(\zeta), \zeta = \lambda^2 \). Let \( \lambda \to \beta \), we have
\[ a_{2k}^2 + \beta^2 \lim_{\lambda \to \beta} \mathcal{B}_\beta(2k, \mathcal{P}(\lambda^2)) = 1, \]
\[ (192) \]

\[ a_{2k+1}^2 + \lim_{\lambda \to \beta} \mathcal{B}_\beta(2k+1, \mathcal{P}(\lambda^2)) = 1, \]
\[ (193) \]

according to the divisors given by (183).
Then substituting (164) and the theta function expressions (185) into (192) and (193), respectively, we get

$$u(2k) - u(2k + 1) = u(0) \cdot \frac{\theta[-\mathcal{A}(\infty_-) + \tilde{\phi}(0) + \tilde{K}]}{\theta[-\mathcal{A}(\infty_+) + \tilde{\phi}(0) + \tilde{K}]} \cdot \frac{\theta[-\mathcal{A}(\mathcal{P}\beta^2) + \tilde{\phi}(2k) + \tilde{K}]}{\theta[-\mathcal{A}(\mathcal{P}\beta^2) + \tilde{\psi}(2k) + \tilde{K}]} \cdot \beta^2 \cdot \frac{r_0^+}{r^-} \cdot \left(\frac{r_0^+}{r^-}\right)^k \cdot e^{k \int_{\phi_0}^{\infty} \omega[\mathcal{P}\beta^2, \infty_-] - k \int_{\phi_0}^{\infty} \omega[\mathcal{P}\beta^2, \infty_+]}$$

and

$$u(2k + 1) - u(2k + 2) = u(0) \cdot \frac{\theta[-\mathcal{A}(\infty_-) + \tilde{\phi}(0) + \tilde{K}]}{\theta[-\mathcal{A}(\infty_+) + \tilde{\phi}(0) + \tilde{K}]} \cdot \frac{\theta[-\mathcal{A}(\mathcal{P}\beta^2) + \tilde{\phi}(2k + 1) + \tilde{K}]}{\theta[-\mathcal{A}(\mathcal{P}\beta^2) + \tilde{\psi}(2k + 1) + \tilde{K}]} \cdot \frac{1}{r_0} \cdot \frac{(r_0^+)^{k+1}}{(r_0^-)^k} \cdot \beta^2 \cdot \frac{r_0^+}{r^-} \cdot \left(\frac{r_0^+}{r^-}\right)^k \cdot e^{k \int_{\phi_0}^{\infty} \omega[\mathcal{P}\beta^2, \infty_-] - (k+1) \int_{\phi_0}^{\infty} \omega[\mathcal{P}\beta^2, \infty_+]}$$

which give rise to the unified form

$$u(m) - u(m + 1) = u(0) \cdot \frac{\theta[-\mathcal{A}(\infty_-) + \tilde{\phi}(0) + \tilde{K}]}{\theta[-\mathcal{A}(\infty_+) + \tilde{\phi}(0) + \tilde{K}]} \cdot \frac{\theta[-\mathcal{A}(\mathcal{P}\beta^2) + \tilde{\phi}(m) + \tilde{K}]}{\theta[-\mathcal{A}(\mathcal{P}\beta^2) + \tilde{\psi}(m) + \tilde{K}]} \cdot \beta^2 \cdot \frac{r_0^+}{r^-} \cdot \left(\frac{r_0^+}{r^-}\right)^{(m+\delta_m)/2} \cdot \left(\frac{r_0^+}{r^-}\right)^{(m-\delta_m)/2} \cdot \left(\frac{r_0^+}{r^-}\right)^{\delta_m} \cdot e^{\int_{\phi_0}^{\infty} \omega[\mathcal{P}\beta^2, \infty_-] - \int_{\phi_0}^{\infty} \omega[\mathcal{P}\beta^2, \infty_+] - \delta_{m+1} \int_{\phi_0}^{\infty} \omega[\alpha, \infty_+] + \delta_m \int_{\phi_0}^{\infty} \omega[\alpha, \infty_-]}.$$

Then by using formulas $-\mathcal{A}(\mathcal{P}\beta^2) = \Omega^- + \Omega + \int_{\phi_0}^{\infty} \omega$ and $\tilde{\psi}(m) = \tilde{\phi}(m) + \delta_{m+1} \Omega + (\delta_{m+1} - \delta_m) \Omega_0^-$ deduced by Equation (184), Equation (187) is proved.

4.3 | The finite genus solutions to the lSKdV equation

According to the methods used in the preceding sections, we now have two integrable symplectic maps $S_{\beta_1}, S_{\beta_2}$ by imposing the lattice parameter $\beta$ two values $\beta_1, \beta_2$, respectively. Then by iteration, $S^n_{\beta_1}$ and $S^n_{\beta_2}$-flow commuting with each other are obtained as well. As a result, from recursive relation (187) we obtain the solutions for the lSKdV equation.

**Proposition 9.** The finite genus solutions for the lSKdV equation (7) satisfy
\[ u(m, n) - u(m + 1, n) = u(0, n) \cdot \frac{\theta[\Omega + \bar{K}(0, n)]}{\theta[k(0, n)]} \cdot \frac{\theta[\delta_m \Omega + (\delta_m - \delta_{m+1})\Omega_n^0 + \bar{K}(m + 1, n)]}{\theta[(\delta_m + \delta_{m+1})\Omega + \bar{K}(m + 1, n)]} \cdot \frac{\theta[\delta_{m+1} \Omega - (\delta_m - \delta_{m+1})\Omega_n^0 + \bar{K}(m, n)]}{\theta[\Omega + \bar{K}(m, n)]} \cdot (\beta_2^2)^{\delta_{m+1}}. \]

\[ \frac{(r_1^+)^{(m+\delta_m)/2}}{(r_1^-)^{m-\delta_m/2}} \cdot \frac{(r_0^+)^{\delta_{m+1}}}{(r_0^-)^{\delta_m}} \cdot e^{\int_{\psi_0}^{\infty} \frac{m-\delta_m}{2} \omega[\psi(\beta_1^2), \infty_-] - \int_{\psi_0}^{\infty} \frac{m+\delta_m}{2} \omega[\psi(\beta_1^2), \infty_+] - \delta_{m+1} \int_{\psi_0}^{\psi} \omega[\phi, \infty_+] + \delta_m \int_{\psi_0}^{\psi} \omega[\phi, \infty_-]}, \] (197)

where \( u(0, n) \) is given by

\[ u(0, n) - u(0, n + 1) = u(0, 0) \cdot \frac{\theta[\Omega + \bar{K}(0, 0)]}{\theta[k(0, 0)]} \cdot \frac{\theta[\delta_n \Omega + (\delta_n - \delta_{n+1})\Omega_n^0 + \bar{K}(0, n + 1)]}{\theta[(\delta_n + \delta_{n+1})\Omega + \bar{K}(0, n + 1)]} \cdot \frac{\theta[\delta_{n+1} \Omega - (\delta_n - \delta_{n+1})\Omega_n^0 + \bar{K}(0, n)]}{\theta[\Omega + \bar{K}(0, n)]} \cdot (\beta_2^2)^{\delta_{n+1}} \cdot \frac{(r_1^+)^{(n+\delta_n)/2}}{(r_1^-)^{n-\delta_n/2}} \cdot \frac{(r_0^+)^{\delta_{n+1}}}{(r_0^-)^{\delta_n}} \cdot e^{\int_{\psi_0}^{\infty} \frac{n-\delta_n}{2} \omega[\psi(\beta_2^2), \infty_-] - \int_{\psi_0}^{\infty} \frac{n+\delta_n}{2} \omega[\psi(\beta_2^2), \infty_+] - \delta_{n+1} \int_{\psi_0}^{\psi} \omega[\phi, \infty_+] + \delta_n \int_{\psi_0}^{\psi} \omega[\phi, \infty_-]}, \] (198)

and \( \bar{K}(m, n) = \bar{\varphi}(m, n) + \bar{\nu} + \int_{\psi_0}^{\psi} \bar{\omega}. \) \( \bar{\varphi}(m, n) = \bar{\varphi}(0, 0) + m \Omega_{\beta_1^+} + n \Omega_{\beta_2^-} + \frac{m+n+\delta_m+\delta_n}{2} \Omega + (\delta_m + \delta_n) \Omega_n^0. \) Besides, \( r_1^+, r_1^- \) are obtained by putting \( \beta = \beta_j, j = 1, 2 \) in Equation (186), respectively.

Another way to obtain the analytic solution in terms of theta functions for Equation (7) is calculating the potential \( u(m) \) by the discrete integration

\[ u(m) = u(0) + \sum_{j=1}^{m} (u(j) - u(j - 1)), \]

with the help of Equation (187). The evolution of \( u(m) \) along the corresponding discrete flows leads to the solutions as well.

5 CONCLUSION

In this paper, we exhibited a new version of the algebro-geometric approach to deal with the partial difference equations of KdV-type, which is different from the existing results in the literatures.\(^{16,41,42}\)

We have presented examples of integrable symplectic maps and finite genus solutions for lattice KdV-type equations. In the IpKdV and ISKdV cases, there are two discrete potentials, and we need to impose constraints between them to construct the algebro-geometric solutions using the
technique of nonlinearization. Applying the method and the constraints, we end up with expressions for a single potential for the ISKdV equation as in the lpKdV case. These cases share a similar algebro-geometric structure when constructing the explicit solutions in terms of theta functions. However, in the lpKdV case, the Riemann surface is different and the constraint is not enough to characterize the solution. Hence, an alternative parameterization was constructed to solve the problem.

In this paper, the discrete version of the Liouville-Arnol’d theorem\textsuperscript{2,3} plays an essential role. We point out in the present context that different Liouville integrable reductions can be considered associated with distinct Hamiltonian systems, leading all to solutions of one and the same partial difference equation.

At this juncture, we would like to point out that Noether’s principle for Hamiltonian systems tells us that there is a correspondence between integrals and symmetries. Furthermore, the integrals of a Hamiltonian system form a Lie algebra with respect to the Poisson bracket, while the corresponding flows generate a Lie group. Therefore, we may conjecture that the algebraic structure behind the approach employed in our analysis could shed a light on this phenomenon in discrete integrable systems.
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