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ABSTRACT

A new class of continuous distributions with two extra shape parameters is introduced named the generalized odd Burr III (GOBIII) family of distributions. The expression of density can be written as a linear combination of exponentiated densities related to baseline model. The basic properties such as ordinary moments, quantile and generating functions, two entropy measures and order statistics are derived. Three special models of proposed family are presented. Characterizations related to truncated moments and hazard function for GOBIII-G distribution are derived. Method of maximum likelihood is used to estimate the model parameters. We study the behaviour of the estimators by means of simulations. The importance of the new family is illustrated using two real data sets. The real data applications suggest that this family can provide better fits than other competitive distributions. The significance of GOBIII-G family lies in its capability to fit symmetric as well as skewed type of data.

1. Introduction

Burr III distribution attracts extraordinary consideration since it includes several families of distributions and it incorporates the qualities of different distributions such as exponential and logistic distributions. The Burr III distribution extensively used in various fields such as survival and reliability analysis, environmental studies, economics, meteorology and water resources, forestry among others. This distribution is also applied to wages, income and wealth datasets. A comprehensive and suitable model is always preferred throughout the literature. So many attempts are made to enhance the flexibility of the distribution by inducting one or more parameters to the parent distribution. Numerous generators are available in the literature to derive the extended forms of distributions are a mixture of two distributions. Eugene et al. \cite{1} derived and studied the Beta-G family of distributions and using this idea many extended forms of beta distribution proposed, for example, beta normal, beta Weibull, etc. Furthermore, researchers proposed generalized families; Kumaraswamy-G \cite{2}, Marshall–Olkin-G \cite{3}, McDonald-G \cite{4}, Weibull-G \cite{5}, Lomax-G \cite{6}, Type II half logistic-G \cite{7}, exponentiated extended-G \cite{8}, odd Fréchet-G \cite{9}, moment exponential-G \cite{10} family of distributions. A review on well-known G-classes is reported by \cite{11}.

The cumulative distribution function (cdf) and probability density function (pdf) of Burr III distribution are respectively, given by

\begin{equation}
H(x; c, k) = (1 + x^{-c})^{-k}
\end{equation}

\begin{equation}
h(x; c, k) = c k x^{-c-1} (1 + x^{-c})^{-k-1}, \quad x > 0, c, k > 0.
\end{equation}

where \( c \) and \( k \) are two shape parameters.

Recently \cite{12} introduced the idea of T-X family of distributions and its cdf is defined as

\begin{equation}
F(x) = \int_0^{W(G(x))} r(t) dt, \quad x \in R
\end{equation}

and the cdf of Generalized Odd-G distribution is

\begin{equation}
F(x) = \int_0^{G(x)/W} r(t) dt, \quad x \in R
\end{equation}

Using this generator, we propose generalized odd Burr III-G (GOBIII-G) family of distributions. The suggested class is much wider and flexible.

The new family can get by integrating the Burr III density function

\begin{equation}
F(x; c, k, \alpha, \zeta) = ck \int_0^{G(x)/G(x; \zeta)} t^{-c-1} (1 + t^{-c})^{-k-1} dt
\end{equation}

\begin{equation}
= \left\{ 1 + \left( \frac{1 - G(x; \zeta)^\alpha}{G(x; \zeta)^\alpha} \right)^\zeta \right\}^{-k}
\end{equation}

The cdf of GOBIII-G family is obtained by (3) using baseline G. Equation (3) gives a vast family of continuous...
distributions and one of its special case is Odd Burr III [13].

The pdf of the GOBIII-G corresponding to Equation (3) is given by

\[
f(x; c, k, \alpha, \zeta) = c k \alpha g(x; \zeta) \left[ \frac{1 - G(x; \zeta)^{\gamma}}{G(x; \zeta)^{\alpha + 1}} \right]^{c - 1} \left( 1 + \frac{1 - G(x; \zeta)^{\gamma}}{G(x; \zeta)^{\alpha}} \right)^{-k - 1}
\]

where \( g(x; \zeta) \) is pdf of baseline model. After this, a random variable \( X \) with density function (4) is represented by \( X \sim \text{GOBIII-G}(c, k, \alpha, \zeta) \). Or we can write simply \( G(x; \zeta) = G(x; \zeta) \). The density function (4) permits more flexibility and can be widely applied in numerous areas of real life. It will be manageable when baseline \( G(x) \) and \( g(x) \) are in closed-form.

The survival \( S(x) \), hazard function \( h(x) \) and reversed hazard rate \( \tau(x) \) functions of \( X \) becomes

\[
S(x) = F(x; c, k, \alpha, \zeta) = 1 - \left\{ 1 + \left( \frac{1 - G(x; \zeta)^{\gamma}}{G(x; \zeta)^{\alpha}} \right)^{c - 1} \right\}^{-k},
\]

\[
h(x; c, k, \alpha, \zeta) = \frac{ck\alpha g(x; \zeta) \left[ \frac{1 - G(x; \zeta)^{\gamma}}{G(x; \zeta)^{\alpha + 1}} \right]^{c - 1} \left( 1 + \frac{1 - G(x; \zeta)^{\gamma}}{G(x; \zeta)^{\alpha}} \right)^{-k - 1}}{1 - \left( 1 + \frac{1 - G(x; \zeta)^{\gamma}}{G(x; \zeta)^{\alpha}} \right)^{-k}},
\]

and

\[
\tau(x; c, k, \alpha, \zeta) = \frac{ck\alpha g(x; \zeta) \left[ \frac{1 - G(x; \zeta)^{\gamma}}{G(x; \zeta)^{\alpha + 1}} \right]^{c - 1} \left( 1 + \frac{1 - G(x; \zeta)^{\gamma}}{G(x; \zeta)^{\alpha}} \right)^{-k - 1}}{1 + \left( \frac{1 - G(x; \zeta)^{\gamma}}{G(x; \zeta)^{\alpha}} \right)^{c - 1} \left( 1 + \frac{1 - G(x; \zeta)^{\gamma}}{G(x; \zeta)^{\alpha}} \right)}.
\]

The basic inspirations of using GOBIII-G family of distributions are:

- To extend baseline distribution, T-X family of distributions is a good generator.
- To enhance the characteristics of the baseline distribution.
- To make the shape of the proposed distribution more flexible as compared to the baseline model.
- To give special models with different trends of hazard rate function.
- To state special models having closed form of cdf and hrf.
- To provide consistently better fits than other generated distributions having the same or higher number of parameters.

2. Special models

Here, we give some special models of the GOBIII-G family of distributions, namely: the generalized odd Burr-Weibull (GOBIII-W), generalized odd Burr-Lomax (GOBIII-Lx), generalized odd Burr-Logistic (GOBIII-Log) distributions.

2.1. Generalized odd Burr III Weibull distribution

Let the Weibull distribution is the baseline distribution with probability density and cumulative distribution functions given, respectively by

\[
g(x, \beta, \gamma) = \left( \frac{x}{\beta} \right)^{\gamma - 1} e^{-\left( x/\beta \right)^{\gamma}}, x \geq 0, \beta, \gamma > 0,
\]

and \( G(x, \beta, \gamma) = 1 - e^{-\left( x/\beta \right)^{\gamma}} \).

Then the GOBIII–W distribution has the following cdf and pdf

\[
F(x) = 1 + \left( \frac{1 - \left( 1 - e^{-\left( x/\beta \right)^{\gamma}} \right)^{c}}{\left( 1 - e^{-\left( x/\beta \right)^{\gamma}} \right)^{\alpha - 1}} \right)^{-k}.
\]

and

\[
f(x) = c k \alpha \left( \frac{x}{\beta} \right)^{\gamma - 1} \left[ \frac{1 - \left( 1 - e^{-\left( x/\beta \right)^{\gamma}} \right)^{c}}{\left( 1 - e^{-\left( x/\beta \right)^{\gamma}} \right)^{\alpha - 1}} \right]^{-k}.
\]

The graphs of pdf and hazard function of Generalized Odd Burr III-Weibull distribution are given in Figure 1 for specific values of parameters. The pdf of GOBIII-W is decreasing when \( \gamma < 1 \). The pdf curves are right-skewed when \( \gamma > 1 \).

2.2. Generalized odd Burr III Lomax distribution

Let us consider the Lomax distribution with probability density and distribution functions given, respectively by

\[
g(x, \beta, \gamma) = \left( \frac{x}{\beta} \right)^{\gamma - 1} e^{-\left( x/\beta \right)^{\gamma}}, x \geq 0, \beta, \gamma > 0,
\]

and \( G(x, \beta, \gamma) = 1 - \left[ 1 + \left( x/\beta \right)^{\gamma} \right]^{-1} \).

Then the GOBIII–Lx distribution has the following cdf and pdf

\[
F(x) = 1 + \left( \frac{1 - \left( 1 - \left[ 1 + \left( x/\beta \right)^{\gamma} \right]^{-1} \right)^{c}}{\left( 1 - \left[ 1 + \left( x/\beta \right)^{\gamma} \right]^{-1} \right)^{\alpha - 1}} \right)^{-k},
\]

and

\[
f(x) = c k \alpha \left( \frac{x}{\beta} \right)^{\gamma - 1} \left[ \frac{1 - \left( 1 - \left[ 1 + \left( x/\beta \right)^{\gamma} \right]^{-1} \right)^{c}}{\left( 1 - \left[ 1 + \left( x/\beta \right)^{\gamma} \right]^{-1} \right)^{\alpha - 1}} \right]^{-k}.
\]
Following are the plots of density and hazard function of Generalized Odd Burr III-Lomax distribution are given below for specific values of parameters taking $\beta = 5$ (Figure 2).

### 2.3. Generalized odd Burr III logistic distribution

Let us consider the logistic distribution with probability density and distribution functions given, respectively by $g(x, \delta) = \delta e^{-\delta x} (1 + e^{-\delta x})^{-2}, \delta > 0,$ and $G(x, \delta) = (1 + e^{-\delta x})^{-1}$.

Then GOBIII – Log distribution has the following cdf and pdf

$$F(x) = \left\{1 + \left(1 - \frac{(1 + e^{-\delta x})^{-\alpha}}{1 + e^{-\delta x}}\right)^c\right\}^{-k}, \quad (12)$$

and

$$f(x) = ck\alpha\delta e^{-\delta x}(1 + e^{-\delta x})^{-2} \left[1 - \frac{(1 + e^{-\delta x})^{-\alpha}}{1 + e^{-\delta x}}\right]^{-c-1} \left[1 + \left(1 - \frac{(1 + e^{-\delta x})^{-\alpha}}{1 + e^{-\delta x}}\right)^c\right]^{-k-1} \quad (13)$$

Following are the plots of density and hazard rate function of Generalized Odd Burr III-Logistic distribution for specific values of parameters (Figure 3).

### 3. Properties

In this section, we derive the expressions of some structural characteristics including ordinary, probability weighted. Further, we also derived the moment generating function, quantile function, expressions of mean deviation, order statistics, and Renyi entropy.

#### 3.1. Quantile function

Let X denotes a random variable has the pdf (4), the quantile function; say $Q(u)$ of X is given by

$$Q(u) = G^{-1}\left[1 + \left(u \frac{1}{2} - 1\right)^\frac{1}{\alpha}\right], \quad (14)$$

where $u$ is a uniform distribution on the interval $(0, 1)$ and $G^{-1}(.)$ is the inverse function of $G(.)$.

#### 3.2. Useful expansion

In this subsection, using binomial series expansion, the density function for GOBIII-G family is obtained.

$$(1 + z)^{-\beta} = \sum_{j=0}^{\infty} (-1)^j \binom{\beta + j - 1}{j} z^j, \quad (15)$$

for $|z| < 1$, and $\beta$ is a positive real non-integer.

Applying the binomial theorem (15) in (4), it becomes

$$f(x) = \sum_{i=0}^{\infty} c k \alpha (-1)^i \binom{k + i}{i} g(x, \zeta) \times \frac{[1 - (G(x, \zeta))^{\alpha}]^{(i+1)-1}}{[(G(x, \zeta))^{\alpha}]^{(i+1)+\frac{1}{2}}}.$$  

By adding and subtracting 1 we can rewrite the previous equation as follows

$$f(x) = \sum_{i=0}^{\infty} c k \alpha (-1)^i \binom{k + i}{i} g(x, \zeta) \times \frac{[1 - (G(x, \zeta))^{\alpha}]^{(i+1)-1}}{[1 - (1 - (G(x, \zeta))^{\alpha})^{(i+1)+\frac{1}{2}}]}.$$  

By using the generalized binomial series

$$(1 - z)^{-\beta} = \sum_{j=0}^{\infty} \binom{\beta + j - 1}{j} z^j, \quad (17)$$

where $|\beta| > 0$ is a real number.
By inserting (10) in (9) the pdf become

\[ f(x) = \sum_{i,j=0}^{\infty} c^k \alpha \left( \begin{array}{c} k \alpha \vspace{-1.5em} \\ i \end{array} \right) \left( \begin{array}{c} \zeta \vspace{-1.5em} \\ j \end{array} \right) \left( \begin{array}{c} \zeta \vspace{-1.5em} \\ 1 \end{array} \right) \times g(x, \zeta) \left[ 1 - (G(x, \zeta))^\alpha \right] \]

\[ \times \left( \begin{array}{c} k \alpha \vspace{-1.5em} \\ i \end{array} \right) \left( \begin{array}{c} \zeta \vspace{-1.5em} \\ j \end{array} \right) \left( \begin{array}{c} \zeta \vspace{-1.5em} \\ 1 \end{array} \right). \tag{18} \]

18) Again using the binomial expansion

\[ (1 - z)^\beta = \sum_{m=0}^{\infty} (-1)^m \left( \begin{array}{c} \beta \vspace{-1.5em} \\ m \end{array} \right) z^m. \tag{19} \]

By inserting (19) in (18) the pdf can be written as follows

\[ f(x) = \sum_{m=0}^{\infty} \eta_m g(x, \zeta) (G(x, \zeta))^\alpha m, \tag{20} \]

where

\[ \eta_m = \sum_{i,j=0}^{\infty} c^k \alpha \left( \begin{array}{c} k \alpha \vspace{-1.5em} \\ i \end{array} \right) \left( \begin{array}{c} \zeta \vspace{-1.5em} \\ j \end{array} \right) \left( \begin{array}{c} \zeta \vspace{-1.5em} \\ 1 \end{array} \right) \times \left( \begin{array}{c} k \alpha \vspace{-1.5em} \\ i \end{array} \right) \left( \begin{array}{c} \zeta \vspace{-1.5em} \\ j \end{array} \right) \left( \begin{array}{c} \zeta \vspace{-1.5em} \\ 1 \end{array} \right), \]

Another formula can be extracted from pdf (20), which gives the following infinite linear combination

\[ f(x) = \sum_{m=0}^{\infty} W_m h_{m+1}(x), \]

where \( W_m = \frac{n_m}{m+1}, \) and \( h_{m}(x) = a g(x, \zeta) G(x, \zeta)^{a-1}, \) is the exponentiated-generated (Exp-G) density with the power parameter \( a. \)

Further, an expansion for the \( [F(x)]^h \) is derived, for \( h \) is an integer, again, using the binomial expansion (15), (17) and (19) then \( [F(x)]^h \) becomes

\[ [F(x)]^h = \sum_{z=0}^{\infty} s_z G(x, \zeta)^{az}, \tag{21} \]

where

\[ s_z = \sum_{i,j=0}^{\infty} (-1)^{i+j} \left( \begin{array}{c} k \alpha h + i - 1 \vspace{-1.5em} \\ i \end{array} \right) \left( \begin{array}{c} \zeta \vspace{-1.5em} \\ j \end{array} \right) \left( \begin{array}{c} \zeta \vspace{-1.5em} \\ 1 \end{array} \right). \]
3.3. Characterizations

This section is related to the characterization of GOBIII-G family of distributions in two ways: related to truncated moments and related to hazard function. Characterization is theoretically important as it is the unique way of identifying the distribution. Characterizing a distribution is an important problem which helps the researcher to see if the proposed model is the correct one.

3.3.1. Characterization based on two truncated moments

For characterization of GOBIII-G family we use the proposition based on the ratio of two truncated moments [14] and also presented in the Appendix.

Theorem 3.1: Let \( X \sim \Omega \rightarrow (0, \infty) \) be distributed as Equation (4) and

\[
q_1(x) = [G(x; \xi)]^{c+\alpha} \left[ 1 + \left( \frac{1 - G(x; \xi)^a}{G(x; \xi)^a} \right)^c \right]^{k+1} \tag{22}
\]

\[
q_2(x) = q_1(x)(1 - G(x; \xi)^a)^c \quad \text{for} \quad x > 0. \tag{23}
\]

The random variable \( X \) follows GOBIII-G distribution if and only if the function \( \eta \) is of the form

\[
\eta(x) = \frac{1}{2} (1 - G(x; \xi)^a)^c \tag{24}
\]

Proof: It can be seen that

\[
(1 - F(x))E[q_1(X) | X \geq x] = k(1 - G(x; \xi)^a)^c x > 0
\]

\[
(1 - F(x))E[q_2(X) | X \geq x] = \frac{k(1 - G(x; \xi)^a)^c}{2} x > 0
\]

and so

\[
\eta(x) = \frac{1}{2} (1 - G(x; \xi)^a)^c
\]

As

\[
\eta(x)q_1(x) - q_2(x) \neq 0 \quad \text{for all} \quad x,
\]

the proof follows.

Conversely, given \( q_1(x), q_2(x) \) and \( \eta(x) \) we show that the random variable \( X \) has GOBIII-G family.

Here,

\[
s'(x) = \frac{\eta'(x)q_1(x)}{\eta(x)q_1(x) - q_2(x)} = \frac{\eta'(x)}{\eta(x) - (1 - G(x; \xi)^a)^c}
\]

\[
s'(x) = \frac{c \alpha G(x; \xi)^{a-1} g(x; \xi)}{1 - G(x; \xi)^a}, x > 0
\]

and so

\[
s(x) = - \ln (1 - G(x; \xi)^a)^c, \quad x > 0 \tag{25}
\]

Now

\[
F(x) = d \int_0^x \frac{\eta'(u)}{\eta(u)q_1(u) - q_2(u)} \exp(-s(u))du
\]

\[
= k \int_0^x c \alpha G(u; \xi)^{a-1} g(u; \xi) (1 - G(x; \xi)^a)^{c-1} \frac{1 + (1 - G(x; \xi)^a)^c}{G(u; \xi)^a} \left[ 1 + \left( \frac{1 - G(x; \xi)^a}{G(u; \xi)^a} \right)^c \right]^{k+1} du
\]

which can be simplified to

\[
\int_0^x f_{\text{GOBIII}-G}(u)du = F_{\text{GOBIII}}(x) \quad \blacksquare
\]

3.3.2. Characterization based on hazard function

Theorem 3.2: The pdf of GOBIII-G family of distributions is (4) if and only if its hazard function \( h(x) \) satisfies the differential equation

\[
h'(x; \xi) - \frac{g'(x; \xi)}{g(x; \xi)} h(x; \xi) = \frac{g(x; \xi)ck \alpha G(x; \xi)^{-\alpha-2}(1 - G(x; \xi)^a)^{c-2}}{(1 + (G(x; \xi)^{-\alpha-1})^2}
\]

\[
\left( -1 + (1 + (G(x; \xi)^{-\alpha-1})^2 \right) \left[ \begin{array}{c}
\{ 1 - c \alpha + (ck \alpha - 1)(G(x; \xi)^{-\alpha-1}) \} + \\
\{ 1 + (1 + (G(x; \xi)^{-\alpha-1})^2 \}
\end{array} \right]
\]

\[
\int_0^x f_{\text{GOBIII}-G}(u)du = F_{\text{GOBIII}}(x) \quad \blacksquare
\]

Proof: If \( X \) has pdf (4), then clearly (26) holds. Now if (26) holds then

\[
\frac{d}{dx} [g(x; \xi)^{-1} h(x)] = \frac{d}{dx}
\]

\[
\left( \left[ 1 + \frac{1 - G(x; \xi)^a}{G(x; \xi)^a} \right]^{-k-1} \right) \left[ 1 - \left( 1 + \frac{1 - G(x; \xi)^a}{G(x; \xi)^a} \right) \right]^{-k-1} \]

\[
h(x) = \frac{ck \alpha (1 - G(x; \xi)^a)^{c-1} G(x; \xi)^{-\alpha-1}}{\left[ 1 + \left( \frac{1 - G(x; \xi)^a}{G(x; \xi)^a} \right)^c \right]^{k+1} g(x)}
\]

\[
\int_0^x f_{\text{GOBIII}-G}(u)du = F_{\text{GOBIII}}(x) \quad \blacksquare
\]

3.4. The probability-weighted moments

The power weighted moments of a random variable \( X \) is denoted by \( r_k \). It can be derived using the following
The power weighted moments of GOBIII are obtained where the moment for the GOBIIID-G family is obtained. If
\[ M_X(t) = \sum_{r=0}^{\infty} \sum_{m=0}^{\infty} \frac{t^r}{r!} \mu_r^m \sum_{z,r,m=0}^{\infty} \eta_m \tau_{r,am}, \]

Then, \[ \tau_{r,s} = \int_{-\infty}^{\infty} x^r f(x)(F(x))^s \, dx. \] (27)

The expression of \( \tau_{r,s} \) with \( r, s \) is obtained as follows
\[ \tau_{r,s} = \int_{-\infty}^{\infty} \sum_{m,z=0}^{\infty} z^2 \eta_m x^r g(x, \zeta) (G(x, \zeta))^a(m+z) \, dx. \]

Then, \[ \tau_{r,s} = \sum_{m,z=0}^{\infty} z^2 \eta_m \tau_{r,am+z}, \]
where \( \tau_{r,am+z} = \int_{-\infty}^{\infty} x^r g(x, \zeta) (G(x, \zeta))^a(m+z) \, dx. \]

### 3.5. Moments

The moments of any probability distribution play an important role in any statistical analysis, as well as in real data applications. Therefore, the expression of \( r \)th moment for the GOBIIID-G family is obtained. If \( X \) has the pdf (20), then \( r \)th moment is obtained as follows
\[ \mu_r^m = \int_{-\infty}^{\infty} x^r f(x) \, dx \]
\[ = \int_{-\infty}^{\infty} \sum_{m=0}^{\infty} \eta_m x^r g(x, \zeta) (G(x, \zeta))^a m \, dx. \]

Then, \[ \mu_r^m = \sum_{m=0}^{\infty} \eta_m \tau_{r,am}, \]
where \( \tau_{r,am} \) is the PWMs of the \( G(x, \zeta) \) distribution.

### 3.6. The mean deviation

The measure of variation in real data can be studied by mean deviation about the mean and mean deviation about the median. It measures the amount of dispersion in a population. For random variable \( X \) with pdf (20) \( f(x) \), cdf \( F(x) \), the mean deviation about the mean and mean deviation about the median, are defined by
\[ \delta_1 = 2 \mu F(\mu) - 2 T(\mu) \quad \text{and} \quad \delta_2 = \mu - 2 T(M), \]
where \( \mu = E(X) \), \( M = \text{Median} (X) \), and \( T(q) = \int_{-\infty}^{q} f(x) \, dx \) which is the first incomplete moment.

### 3.7. Moment generating function

If \( X \) follows GOBIII distribution then its moment generating function is defined as
\[ M_X(t) = \sum_{r=0}^{\infty} \sum_{m=0}^{\infty} \frac{t^r}{r!} \eta_m \tau_{r,am}, \]

### 3.8. Order statistics

Order statistics have been broadly used in many areas of statistics including reliability analysis and real-life study. Let \( X_1, X_2, \ldots, X_n \) be independent and identically distributed random variables with distribution function \( F(x) \). Let \( X(1) < X(2) < \cdots < X(n) \) the corresponding ordered random sample from a population of size \( n \).

According to [15], the pdf of the \( k \)th order statistic is defined as
\[ f_{X(k)}(x(k)) = \frac{g(x(k), \zeta)}{B(k, n-k+1)} \sum_{v=0}^{n-k} \sum_{z,m=0}^{\infty} \eta_m p_{Z,v} G(x(k), \zeta)^{v(z+m)}, \] (29)

where \( p_{Z,v} = (-1)^v \binom{n-k}{v} s_2 \),

where \( g(\cdot) \) and \( G(\cdot) \) are the pdf and cdf of the GOBIII-G family, respectively.

Further, the \( r \)th moment of \( k \)th order statistics for GOBIII-G is defined family by
\[ E(X(k)^m) = \int_{-\infty}^{\infty} x(k)^m f(x(k)) \, dx(k). \] (30)

By substituting (29) in (30), leads to
\[ E(X(k)^m) = \frac{1}{B(k, n-k+1)} \sum_{v=0}^{n-k} \sum_{z,m=0}^{\infty} \eta_m p_{Z,v} \tau_{r,am(z+m)}. \] (31)

### 3.9. Rényi entropy

The entropy has been used in many fields such as engineering, physics, finance, electronics and economics. It is a measure of variation of uncertainty. Renyi [16] stated

...
that the entropy is defined as
\[ I_\delta(X) = \frac{1}{1 - \delta} \log \int_{-\infty}^{\infty} f(x)^\delta \, dx, \quad \delta > 0 \text{ and } \delta \neq 1. \]

By applying the binomial theory (15), (17) and (6) in the pdf (29), then the pdf \( f(x)^\delta \) can be expressed as follows:
\[ f(x)^\delta = \sum_{m=0}^{\infty} t_m g(x, \xi)^\delta G(x, \xi)^{i\alpha m}, \]
where
\[ t_j = (2\lambda)^\delta (1 - 1)^j \left( 2\delta + j - 1 \right). \]
\[ t_m = \sum_{i=0}^{\infty} (ck)^\delta (1 - 1)^i \left( \delta(k + 1) + j - 1 \right) \]
\[ \times \left( c(i + \delta) + j + \frac{\alpha}{a} - 1 \right) \left( c(i + \delta) + j - \delta \right). \)

Therefore, the Rényi entropy of GOBIII generated family of distributions is given by
\[ I_\delta(X) = \frac{1}{1 - \delta} \log \sum_{m=0}^{\infty} t_m \int_{-\infty}^{\infty} g(x, \xi)^\delta G(x, \xi)^{i\alpha m} \, dx. \tag{32} \]

4. Maximum likelihood method

This section deals with the maximum likelihood estimators of the unknown parameters for the GOBIII family of distributions which are based on complete samples. Let \( X_1, \ldots, X_n \) be the observed values from the GOBIII family with parameters \( \Phi = (c, k, \alpha, \xi)^T \). The log-likelihood function for parameter vector \( \Phi = (c, k, \alpha, \xi)^T \) is obtained as follows
\[ \ln L(\Phi) = n \ln c + n \ln k + n \ln \alpha + \sum_{i=1}^{n} \ln g(x_i, \xi)) \]
\[ + (c - 1) \sum_{i=1}^{n} \ln (1 - G(x_i, \xi)) \]
\[ - (\alpha + 1) \sum_{i=1}^{n} \ln G(x_i, \xi) - (k + 1) \sum_{i=1}^{n} \ln \]
\[ \times \left\{ 1 + \left( \frac{1 - G(x_i, \xi)^\alpha}{G(x_i, \xi)^\alpha} \right)^c \right\}. \tag{33} \]

The elements of the score function \( U(\Phi) = (U_c, U_k, U_\alpha, U_\xi) \) are given by
\[ U_c = \frac{n}{c} + \sum_{i=1}^{n} \ln (1 - G(x_i, \xi)) - \alpha \sum_{i=1}^{n} \ln G(x_i, \xi) \]
\[ - (k + 1) \sum_{i=1}^{n} \frac{1 - G(x_i, \xi)^\alpha}{G(x_i, \xi)^\alpha} \ln \left( \frac{1 - G(x_i, \xi)^\alpha}{G(x_i, \xi)^\alpha} \right) \frac{G(x_i, \xi)^\alpha}{1 + \left( \frac{1 - G(x_i, \xi)^\alpha}{G(x_i, \xi)^\alpha} \right)^c}, \tag{34} \]
\[ U_k = \frac{n}{k} - \sum_{i=1}^{n} \ln \left( 1 + \left( \frac{1 - G(x_i, \xi)^\alpha}{G(x_i, \xi)^\alpha} \right)^c \right), \tag{35} \]
\[ U_\alpha = -c \sum_{i=1}^{n} \ln G(x_i, \xi) + c(k + 1) \]
\[ \times \sum_{i=1}^{n} \frac{1 - G(x_i, \xi)^\alpha}{G(x_i, \xi)^\alpha} \left( \frac{G(x_i, \xi)^\alpha}{1 + \left( \frac{1 - G(x_i, \xi)^\alpha}{G(x_i, \xi)^\alpha} \right)^c} \right) \], \tag{36} \]
\[ U_\xi = \frac{\partial g(x_i, \xi)}{\partial \xi} \frac{\partial G(x_i, \xi)}{\partial \xi} - (c - 1) \sum_{i=1}^{n} \frac{\partial g(x_i, \xi)}{\partial \xi} \frac{\partial G(x_i, \xi)}{\partial \xi} \]
\[ - (\alpha + 1) \sum_{i=1}^{n} \frac{\partial g(x_i, \xi)}{\partial \xi} \frac{\partial G(x_i, \xi)}{\partial \xi} \frac{1 - G(x_i, \xi)^\alpha}{G(x_i, \xi)^\alpha} \ln \left( \frac{1 - G(x_i, \xi)^\alpha}{G(x_i, \xi)^\alpha} \right) \frac{G(x_i, \xi)^\alpha}{1 + \left( \frac{1 - G(x_i, \xi)^\alpha}{G(x_i, \xi)^\alpha} \right)^c}. \tag{37} \]

Setting \( U_c, U_k, U_\alpha, U_\xi \) equal to zero and solving Equations (35), (36), (37) simultaneously yield the maximum likelihood estimate (MLE) \( \hat{\Phi} = (\hat{c}, \hat{k}, \hat{\alpha}, \hat{\xi}) \) of \( \Phi = (c, k, \alpha, \xi)^T \). The analytical solutions of these equations cannot be obtained. Therefore computer software’s can be used to solve these equations numerically using iterative methods.

5. Simulation study

In this section, we assess the performance of the maximum likelihood estimators in terms of the sample size \( n \). Numerical evaluation is carried out to examine the performance of maximum likelihood estimators for GOBIII-Lx model (a particular case from the family). The evaluation of estimates is performed based on the following quantities for each sample size; the biases and the empirical mean square errors (MSEs) using the Mathematica package. The numerical steps are listed as follows:

**Step (1):** A random sample \( X_1, \ldots, X_n \) of sizes; \( n = 50, 100 \) and \( 150 \) are considered, these random samples are generated from the GOBIII-G distribution by using the inversion method.

**Step (2):** Six sets of the parameters are considered. The Maximum Likelihood estimates (MLEs) of GOBIII-Lx model are evaluated for the value of each parameter and for each sample size.

**Step (3):** Repeat this process 3000 times and then obtain the means, biases and MSEs of the MLE for different values of parameters for both models and at each sample size.
Empirical results are reported in Tables 1–3. We can detect from these tables that the estimates are quite stable and are close to the true value of the parameters as the sample sizes increase.

The performance of model parameters can be evaluated by this simulation study and we observe:

- MSE decreases as sample size increases.
- Biases decrease as sample size increases.
- Estimates of model parameters are closer to true values as sample sizes increase.

### Table 1. Simulation results for GOBIII-Lx and MLE, bias and MSE are reported.

| n   | Parameter | MLE   | Bias  | MSE   | MLE   | Bias  | MSE   |
|-----|-----------|-------|-------|-------|-------|-------|-------|
| 50  | α         | 0.5483| 0.0483| 0.0660| 0.5039| 0.0039| 0.0019|
|     | C         | 2.0653| 0.0653| 0.1622| 0.5137| 0.0137| 0.0095|
|     | K         | 2.0378| 0.0378| 0.0903| 2.0435| 0.0435| 0.0901|
|     | γ         | 2.1932| 0.1932| 1.0559| 2.0155| 0.0155| 0.0305|
|     | β         | 0.5222| 0.0222| 0.0157| 0.5017| 0.0017| 0.0006|
| 75  | α         | 0.5213| 0.0213| 0.0333| 0.5019| 0.0019| 0.0009|
|     | C         | 2.0328| 0.0327| 0.0740| 0.5079| 0.0079| 0.0049|
|     | K         | 2.0211| 0.0211| 0.0434| 2.0198| 0.0198| 0.0421|
|     | γ         | 2.0851| 0.0851| 0.2133| 2.0078| 0.0077| 0.0154|
|     | β         | 0.5101| 0.0110| 0.0061| 0.5006| 0.0006| 0.0003|
| 300 | α         | 0.5144| 0.0144| 0.0078| 0.5022| 0.0022| 0.0007|
|     | C         | 2.0234| 0.0234| 0.0475| 0.5059| 0.0059| 0.0029|
|     | K         | 2.0161| 0.0161| 0.0282| 2.0186| 0.0186| 0.0283|
|     | γ         | 2.0575| 0.0575| 0.1245| 2.0087| 0.0087| 0.0105|
|     | β         | 0.5076| 0.0076| 0.0038| 0.5008| 0.0008| 0.0002|

### Table 2. Simulation results for GOBIII-Lx and MLE, bias and MSE are reported.

| n   | Parameter | MLE   | Bias  | MSE   | MLE   | Bias  | MSE   |
|-----|-----------|-------|-------|-------|-------|-------|-------|
| 50  | α         | 0.5213| 0.0213| 0.0148| 0.5216| 0.0216| 0.0177|
|     | C         | 1.5549| 0.0549| 0.0919| 2.0507| 0.0807| 0.0507|
|     | K         | 2.0356| 0.0356| 0.0895| 2.0865| 0.0865| 0.2825|
|     | γ         | 2.0852| 0.0852| 0.2374| 2.0926| 0.0926| 0.0926|
|     | β         | 0.5104| 0.0104| 0.0068| 0.5116| 0.0116| 0.0059|
| 75  | α         | 0.5103| 0.0103| 0.0059| 0.5057| 0.0057| 0.0025|
|     | C         | 2.0194| 0.0194| 0.0407| 2.0413| 0.0413| 0.0945|
|     | K         | 0.0050| 0.0050| 0.0030| 0.0046| 0.0046| 0.0021|
|     | γ         | 0.0488| 0.0488| 0.0245| 0.0543| 0.0543| 0.0336|
|     | β         | 1.5165| 1.0165| 0.2610| 2.0111| 0.0111| 0.0111|
| 300 | α         | 0.0505| 0.0050| 0.0020| 0.5016| 0.0016| 0.0017|
|     | C         | 0.5252| 0.0252| 0.0347| 2.0176| 0.0176| 0.0367|
|     | K         | 2.0161| 0.0161| 0.0276| 2.0171| 0.0171| 0.0606|
|     | γ         | 2.0352| 0.0352| 0.0628| 0.5010| 0.0010| 0.0014|
|     | β         | 0.5061| 0.0061| 0.0032| 0.5052| 0.0025| 0.0017|

### Table 3. Simulation results for GOBIII-Lx and MLE, bias and MSE are reported.

| n   | Parameter | MLE   | Bias  | MSE   | MLE   | Bias  | MSE   |
|-----|-----------|-------|-------|-------|-------|-------|-------|
| 50  | α         | 0.5388| 0.0388| 0.0347| 0.5173| 0.0173| 0.0130|
|     | C         | 2.0815| 0.0815| 0.1485| 1.5332| 0.0332| 0.0836|
|     | K         | 1.5253| 0.0253| 0.0499| 1.5226| 0.0226| 0.0497|
|     | γ         | 2.1552| 0.1552| 0.5555| 2.0692| 0.0692| 0.2087|
|     | β         | 0.5176| 0.0176| 0.0123| 0.5070| 0.0070| 0.0056|
| 75  | α         | 0.5167| 0.0167| 0.0116| 0.5076| 0.0076| 0.0057|
|     | C         | 2.0292| 0.0292| 0.0657| 1.5277| 0.0277| 0.0361|
|     | K         | 1.5121| 0.0121| 0.0243| 1.5103| 0.0103| 0.0237|
|     | γ         | 2.0668| 0.0668| 0.1857| 2.0305| 0.0305| 0.0905|
|     | β         | 0.5078| 0.0078| 0.0052| 0.5027| 0.0027| 0.0026|
| 300 | α         | 0.5122| 0.0122| 0.0068| 0.5055| 0.0055| 0.0036|
|     | C         | 2.0222| 0.0222| 0.0449| 1.5158| 0.0158| 0.0234|
|     | K         | 1.5107| 0.0107| 0.0157| 1.5075| 0.0075| 0.0153|
|     | γ         | 2.0488| 0.0488| 0.1094| 2.0222| 0.0222| 0.0571|
|     | β         | 0.5061| 0.0061| 0.0032| 0.5025| 0.0025| 0.0017|

### 6. Applications

In this section, two real data sets are employed to compare the fits of the derived distributions with other known lifetime models. For both data, the parameters are estimated by the maximum likelihood method. We consider criteria like Anderson and Darling test statistic (A) and Cramer Von Mises test statistic (W). Generally, the lower values of these criteria indicate the better fit to the data. Further, the histograms of the data sets are provided.
Table 4. MLEs (standard errors in parentheses) and goodness of fit statistics for gauge length data.

| Model                          | Estimates          | Statistics         |
|-------------------------------|--------------------|--------------------|
|                              |                    | A                  | W                  |
| GOBIII-Lx(c,k,a,b)            | 1.47435 (0.8552)   | 5.491928 (68.637)  | 9.498 (22.78)      |
|                              |                    | 20.07157 (14.707)  | 14.563692 (13.05)  |
| TWLx(β,λ,a,b)                 | 0.3922 (0.339)     | 0.6603 (1.174)     | 0.7364 (0.286)     |
|                              |                    | 0.5287 (3.320)     | 8.4451 (4.397)     |
| MBW(α,β,λ,a,b)                | 1.8974 (0.283)     | 5.2354 (0.435)     | 17.2067 (13.115)   |
|                              |                    | 6.4617 (2.277)     | 0.0514 (0.034)     |
| WC-Mcx(λ,a,b)                 | 45.9249 (59.312)   | 48.3024 (63.047)   | 353.1435 (375.678) |
|                              |                    | 18.1192 (8.855)    | 195.4633 (123.217) |
| McLx(α,β,λ,a,b)               | 0.2471 (0.060)     | 0.3255 (0.571)     | 8.003 (49.403)     |
|                              |                    | 10.1366 (4.602)    | -                  |

Figure 4. (left) Plot of fitted densities superimposed on sample histogram (right) empirical cdf and cdf of fitted GOBIII-Lx.

Data Set 1:
The first data set (gauge lengths of 10 mm) is taken from [17]. This data set consists of 63 observations. We fit the above data sets by the GOBIII-Lx model along with the other well-known lifetime distributions namely; transmuted Weibull Lomax (TWLx) [18], modified beta Weibull (MBW) [19], Macdonald Lomax (Mc-Lx) [20] and Weibull Lomax (WLx) [21] distributions. The estimates and fitting measures are obtained by fitting different models to gauge length data and recorded in Table 4.

The fitted densities and fitted cdf for the first dataset are displayed in Figure 4.

The estimates obtained from GOBIII-Lx distribution are considered better than all other fitted models as its accuracy measures are least. Also, the fitted density of GOBIII-Lx distribution is closer to the sample histogram and fitted cumulative distribution function is nearer to empirical cdf.

Data Set 2:
The second data set represents the remission times (in months) of a random sample of 128 bladder cancer patients as reported by [22]. We fit the above data sets by the GOBIII-W model along with the other well-known lifetime distributions namely; Kumaraswamy Weibull (Kw-W) [23], BEW, TEW, BEE, beta modified Weibull (BMW) [24], and beta Weibull (BW) [25] distributions. The estimates and fitting measures are obtained by fitting different models to bladder cancer data and recorded in Table 5.

We find that the GOBIII-W distribution provides a better fit than six models. It has the smallest A and W values among those considered here. Plots of the fitted densities and the histogram and empirical cdfs are given in Figure 5.

The estimates obtained from GOBIII-Lx distribution are considered better than all other fitted models as its accuracy measures are least. Also, the fitted density of

Table 5. MLEs (standard errors in parentheses) and goodness of fit statistics for bladder cancer data.

| Model                          | Estimates          | Statistics         |
|-------------------------------|--------------------|--------------------|
|                              |                    | A                  | W                  |
| GOBIII-W (c,k,a,b)            | 2.4259215 (2.31901) | 0.4106689 (0.13955) | 4.349117 (1.17219) |
|                              |                    | 0.3384453 (0.28274) | 1.5331815 (2.0991) |
| Kw-W (β,α,λ,a,b)              | 0.3222286 (0.25205) | 0.540658 (0.368956) | 2.3035236 (1.39464) |
|                              |                    | 2.38848 (5.20245)  | –                  |
| BEW (α,γ,λ,a,b,c)             | 2.3999 (3.364)     | 0.1799 (15.818)    | 0.550923 (0.243)   |
|                              |                    | 1.36362 (25.029)   | 2.13209 (3.079)    |
| TEW (k,α,β,λ)                 | 1.1333 (1.8985)    | 0.749922 (1.2456)  | 0.04784 (2.5871)   |
|                              |                    | 7.6765-10 (5.2142) | –                  |
| BEE (a,b,γ,λ)                 | 20.1471 (574.98)   | 15.0994 (0.01021)  | 0.141486 (37.768)  |
|                              |                    | 0.0031253 (0.14151) | –                  |
| BMW (α,γ,λ,a,b)               | 0.4697 (0.4788)    | 0.6661 (0.3123)    | 5.8 x 10–13 (0.0064) |
|                              |                    | 2.7348 (2.0202)    | 0.9083 (1.522)     |
| BW (a,b,γ,λ)                  | 2.73477 (0.31749)  | 0.908258 (1.74023) | 0.666132 (0.38549) |
|                              |                    | 0.321567 (0.00795) | –                  |

Figure 5. Plots of the fitted densities and the histogram and empirical cdfs for fitted GOBIII-Lx and GOBIII-W.
Figure 5. (left) Plot of fitted densities superimposed on sample histogram. (right) empirical cdf and cdf of fitted GOBIII-W distribution.

GOBIII-Lx distribution is closer to the sample histogram and fitted cumulative distribution function is nearer to empirical cdf.

7. Conclusion

There has been rising interest among scientists in developing flexible lifetime models in order to improve the modelling of survival data. In this paper, we have proposed a new family of continuous distributions called generalized odd Burr III-G family of distributions. We have derived some mathematical properties of this proposed family along with its characterizations. The estimation of the unknown parameters of this family is approached by the method of maximum likelihood. We have presented real data applications to both skewed as well as symmetric data to illustrate the importance of the proposed family. Different special models of GOBIII family are used to fit real data sets and the results of these applications suggested that the new family provides consistently better fits for skewed and symmetric data sets. We hope that the newly proposed family of distributions may attract wider applications in survival analysis of all kind of types.
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Appendix

Theorem A.1: Let \( X: \Omega \rightarrow (0, \infty) \) be a continuous random variable with the distribution function \( F \) and let \( q_1(x) \) and \( q_2(x) \) be two real functions defined on \( H \) (let \( H = [d, e] \) be an interval for some \( d < e \)) such that

\[
\int_{a}^{x} \left( \frac{q_1(u) - q_2(u)}{\eta(u)} \right)^{\frac{q_1(u) - q_2(u)}{\eta(u)}} \exp(-s(u))du,
\]

where the function \( s \) is a solution of the differential equation

\[
\frac{d^2f}{dx^2} = \frac{\eta(x)}{\eta(y)} \frac{f(x) - f(y)}{y(x) - y(y)},
\]

and \( C \) is the normalization constant such that

\[
\int_{a}^{b} df = 1.
\]

This is the characterization.

Data set 1: 1.901, 2.132, 2.203, 2.228, 2.257, 2.350, 2.361, 2.396, 2.397, 2.445, 2.454, 2.474, 2.518, 2.522, 2.525, 2.532, 2.575, 2.614, 2.616, 2.618, 2.624, 2.659, 2.675, 2.738, 2.740, 2.856, 2.917, 2.928, 2.937, 2.977, 2.996, 3.030, 3.125, 3.139, 3.145, 3.220, 3.223, 3.235, 3.243, 3.264, 3.272, 3.294, 3.332, 3.346, 3.377, 3.408, 3.435, 3.493, 3.501, 3.537, 3.554, 3.562, 3.628, 3.852, 3.871, 3.886, 3.971, 4.024, 4.027, 4.225, 4.395, 5.020.

Data set 2: 0.08, 2.09, 3.48, 4.87, 6.94, 8.66, 11.31, 23.63, 0.20, 2.23, 0.26, 0.73, 0.52, 4.98, 6.97, 9.02, 13.29, 0.40, 2.26, 3.57, 5.06, 7.09, 11.98, 4.51, 2.07, 0.22, 13.8, 25.74, 0.50, 2.46, 3.64, 5.09, 7.26, 9.47, 14.24, 19.13, 6.54, 3.36, 0.82, 0.51, 2.54, 3.7, 5.17, 3.65, 14.77, 32.15, 1.81, 17.68, 3.5, 1.9, 6.32, 3.82, 5.32, 7.32, 10.06, 14.77, 32.15, 2.64, 3.88, 5.32, 3.23, 12.03, 8.65, 0.39, 10.34, 14.83, 34.26, 0.29, 2.69, 4.18, 5.34, 7.59, 10.66, 4.5, 20.28, 12.63, 9.66, 1.05, 2.69, 4.23, 5.41, 7.62, 10.75, 16.62, 43.01, 6.25, 2.02, 22.69, 0.19, 2.75, 4.26, 5.41, 7.63, 17.12, 46.12, 1.26, 28.33, 4.33, 3.37, 3.59, 5.49, 6.66, 11.25, 17.14, 79.05, 1.35, 2.87, 5.62, 7.87, 11.64, 17.36, 12.02, 6.76, 0.40, 3.02, 4.34, 5.71, 7.93, 11.79, 18.1, 1.46, 4.40, 5.85, 2.02, 12.07.

R code for Application

```r
library(AdequacyModel)
data <- c(0.08, 2.09, 3.48, 4.87, 6.94, 8.66, 11.31, 23.63, 0.2, 2.23, 0.26, 0.73, 0.52, 4.98, 6.97, 9.02, 13.29, 0.4, 2.26, 3.57, 5.06, 7.09, 11.98, 4.51, 2.07, 0.22, 13.8, 25.74, 0.5, 2.46, 3.64, 5.09, 7.26, 9.47, 14.24, 19.13, 6.54, 3.36, 0.82, 0.51, 2.54, 3.7, 5.17, 3.65, 14.77, 32.15, 1.81, 17.68, 3.5, 1.9, 6.32, 3.82, 5.32, 7.32, 10.06, 14.77, 32.15, 2.64, 3.88, 5.32, 3.23, 12.03, 8.65, 0.39, 10.34, 14.83, 34.26, 0.29, 2.69, 4.18, 5.34, 7.59, 10.66, 4.5, 20.28, 12.63, 9.66, 1.05, 2.69, 4.23, 5.41, 7.62, 10.75, 16.62, 43.01, 6.25, 2.02, 22.69, 0.19, 2.75, 4.26, 5.41, 7.63, 17.12, 46.12, 1.26, 28.33, 4.33, 3.37, 3.59, 5.49, 6.66, 11.25, 17.14, 79.05, 1.35, 2.87, 5.62, 7.87, 11.64, 17.36, 12.02, 6.76, 0.40, 3.02, 4.34, 5.71, 7.93, 11.79, 18.1, 1.46, 4.40, 5.85, 2.02, 12.07)

data()

df_OBIW <- function(par,x){
  alpha <- par[1]
c <- par[2]
k <- par[3]
a <- par[4]
b <- par[5]
g <- dweibull(x,a,b)
G <- pweibull(x,a,b)
c*t*alpha^*(((1-G*alpha)/(1-G(1+(c*alpha)+1)))^*(1+((1-G*alpha)/(G*alpha))^c))^-1)
}
cdf_OBIW <- function(par,x){
  alpha <- par[1]
c <- par[2]
k <- par[3]
a <- par[4]
b <- par[5]
g <- dweibull(x,a,b)
G <- pweibull(x,a,b)
cdf <- 1+(1-G*alpha)/(G*alpha)^c)^(-1)
}
goodness.fit(df_OBIW, cdf=cdf_OBIW,starts = c(1,2,1,3,15),data,methode = "S", domain = c(0,Inf),mle = NULL)
```