We reveal the crucial effect of strong spin-charge coupling on high-harmonic generation (HHG) in Mott insulators. In a system with antiferromagnetic correlations, the HHG signal is drastically enhanced with decreasing temperature, even though the gap increases and the production of charge carriers is suppressed. This anomalous behavior, which has also been observed in recent HHG experiments on Ca$_2$RuO$_4$, originates from a cooperative effect between the spin-charge coupling and the thermal ensemble, and the strongly temperature-dependent coherence between charge carriers. We argue that the peculiar temperature dependence of HHG is a generic feature of Mott insulators, which can be controlled via the Coulomb interaction and dimensionality of the system. Our results demonstrate that correlations between different degrees of freedom, which are a characteristic feature of strongly correlated solids, have significant and nontrivial effects on nonlinear optical responses.
pair of local many-body states – a doublon (doubly occupied state) and holon (empty state) – generated by strong fields, where the three-step model picture is applicable [45, 52]. The kinematics of doublons and holons is strongly correlated with spins, since their hopping disturbs the spin background. We demonstrate that this spin-charge coupling and its cooperation with thermal fluctuations produces a drastic enhancement of the HHG intensity, accompanied with an increasing Mott gap, as observed in Ca$_2$RuO$_4$ (Fig. 1(b)). These results demonstrate that strong correlations between active degrees of freedom in SCRs can result in counter-intuitive behaviors of highly nonlinear optical phenomena such as HHG.

We focus on the single-band Hubbard model, which is a standard model for SCRs. The Hamiltonian is

$$\hat{H}(t) = -t_{\text{hop}} \sum_{\langle ij \rangle} e^{i\phi_{ij}(t)} \hat{c}_{i\sigma}^{\dagger} \hat{c}_{j\sigma} + U \sum_{i} \hat{n}_{i\uparrow} \hat{n}_{i\downarrow},$$

(1)

where $\hat{c}_{i\sigma}^{\dagger}$ is the creation operator for an electron with spin $\sigma$ at site $i$, $\langle ij \rangle$ indicates a pair of neighboring sites, and $\hat{n}_{i\sigma} = \hat{c}_{i\sigma}^{\dagger} \hat{c}_{i\sigma}$. $t_{\text{hop}}$ is the hopping parameter and $U$ the onsite interaction. The electric field is included via a Peierls phase $\phi_{ij}$, see Supplemental Material (SM) [61]. We mainly use the nonequilibrium dynamical mean-field theory (DMFT) [62–66] to solve this problem, and focus on the Bethe lattice for simplicity [67]. The qualitatively same results are obtained for the two-dimensional square lattice, see [61]. In the following, we use the quarter of the bandwidth at $U = 0$ as the energy unit, and mainly consider $U = 6$. If our energy unit corresponds to 0.5 eV, the Mott gap ($\Delta_{\text{Mott}} \simeq 3$, see below) corresponds to 1.5 eV. This is a typical gap size of cuprates, which are often described by the Hubbard model.

We consider the half-filled system, which becomes a Mott insulator for large enough $U$ in equilibrium. While the Mott insulator can be realized in the paramagnetic (PM) phase, the system on the bipartite lattice exhibits an antiferromagnetic (AF) phase below the Néel temperature $T_c \simeq 0.15$. The corresponding evolution of the single-particle spectra is shown in Fig. 2(a). With decreasing temperature $T$, the Mott gap $\Delta_{\text{Mott}}$ increases. In the PM phase, the upper and lower Hubbard bands are featureless. On the other hand, in the AF phase, peak structures develop within the bands, indicating the formation of spin-polarons [60, 68, 69]. When an electron is added (removed from) the system, a doublon (holon) is created, see [61] for schematics. When this doublon (holon) moves around, it can disturb the spin background at the cost of multiples of the exchange energy $J_{\text{ex}} (= \frac{4t_{\text{hop}}^2}{U})$. This results in strong spin-charge coupling, of which the spin-polaron is one manifestation.

Now we discuss the kinematics of doublons and holons accompanied by a disturbance of the spin configurations, and its effect on highly nonlinear optical phenomena. We study the $T$-dependence of HHG in Mott insulators excited with frequency $\Omega$ smaller than the Mott gap $\Delta_{\text{Mott}}$. We mainly use $\Omega = 0.5$ in the following. If our energy unit corresponds to 0.5 eV, this is a mid-infrared excitation with 0.25 eV, whose period $T_p$ is about 16 fs. From the $T$-dependence of the spectral functions, one would naively speculate that the HHG intensity is suppressed by lowering temperature, since the enhancement of the gap reduces the tunneling probability (see [61]) and the formation of the spin-polarons suggests a reduced mobility of the charge carriers. However, the $T$-dependence turns out to be opposite to this naive expectation.

Applying a Gaussian electric field pulse $E(t)$, we evaluate the HHG intensity $I_{\text{HHG}}(\omega)$ from the Fourier transformation of the current $J(t)$ as $I_{\text{HHG}}(\omega) = |\omega J(\omega)|^2$. The pulse is characterized by the standard deviation $\sigma$, the center $t_0$ and the maximum field strength $E_0$. We show the resulting HHG spectra for various temperatures in Fig. 2(b) and plot the $T$-dependence of the relative intensity of the HHG peaks in Fig. 2(c). $I_{\text{HHG}}(\omega)$ is strongly enhanced above $\Delta_{\text{Mott}}$ and the width of the HHG plateau is enhanced with decreasing temperature. The increase in the ratio of HHG signals is larger for the higher harmonic peaks. Above $T_c$, the $T$-dependence becomes very weak. As a function of the gap, the intensity increases almost exponentially, as illustrated in Fig. 1(b). Importantly, the DMFT results of the simple Hubbard model reproduce the qualitative features of the HHG spectrum and the empirical scaling law observed in Ca$_2$RuO$_4$ [43] (see Fig. 1(a) and [61]).
To reveal the origin of this $T$-dependence, we consider the $U$-dependence of the relative increase of the HHG signal (Fig. 2(d)). For large $U$ the bandwidth of the upper and lower Hubbard bands is insensitive to $U$ and the Mott gap scales almost linearly with $U$. Therefore, in order to focus on the contribution from the kinetic energy of the doublon-holon pair, we compare $I_{HHG}(ω)$ for the same $ω−U$. It turns out that the increase ratio monotonically decreases with increasing $U$. Since $J_{ex}$ is reduced with increasing $U$, the disturbance of the spin background costs less energy, and the spin-charge coupling becomes weaker. Hence, the $U$-dependence of the HHG increase ratio suggests that the anomalous $T$-dependence of HHG is related to the spin-charge coupling.

Next we perform a subcycle analysis considering a windowed Fourier transform $J(ω, t_p) = \int dt e^{iωt} F_{window}(t−t_p) J(t)$ and evaluating $I_{HHG}(ω, t_p) \equiv |ωJ(ω, t_p)|^2$. $I_{HHG}(ω, t_p)$ provides the time-resolved spectral features of the emitted light around $t_p$. Since HHG in Mott insulators mainly originates from the recombination of doublon-holon pairs [45, 52], the subcycle spectra reveal the recombination time of the pairs and their energy at that time. In Figs. 3(a),(b), we show $I_{HHG}(ω, t_p)$ in the PM and AF phases. In both cases, the dominant intensity appears at early times within one period, suggesting that only short trajectories of the doublon-holon pairs contribute to the HHG signal. In other words, the coherence time of the doublon-holon pair is very short ($< T_p/4$) compared to one cycle of the pulse field and to the coherence times typically considered in the analysis of semiconductors, see e.g. Fig. 6 in Ref. 20. The kinematics estimated from the peak position of $I_{HHG}(ω, t_p)$ at each $ω$ as a function of $t_p$ is represented with red dashed (blue dot-dashed) lines for the AF (PM) phase in Figs. 3(a),(b). These lines define the function $f_ω(t_p)$. The difference between the blue and red lines is mostly explained by the difference in the gap size ($\simeq 1.1$), indicating that the trajectory of the doublon-holon pair is almost the same in the AF and PM phases. The main difference is the coherence time of the pair.

To quantify this, we show in Fig. 3(c) the intensity along the peaks, $I_{HHG}(f_ω(t_p), t_p)$. The results indeed show that for the higher $T$ the intensity decays faster, suggesting that the dephasing time of the doublon-holon pair is shorter. This is in a stark contrast with the behavior of the charge distribution, where the absence of the AF spin background at high $T$ leads to a slower relaxation [70–72]. On the other hand, with increasing $U$, the behavior of $I_{HHG}(f_ω(t_p), t_p)$ in the PM and AF phases becomes more similar, see Fig. 3(d). Furthermore, the peak in $I_{HHG}(f_ω(t_p), t_p)$ becomes clearer, which indicates that the intensity coming from longer-time trajectories of the doublon-holon pairs and hence the coherence time are increased. This feature appears counter-intuitive, because the single-particle spectrum becomes highly incoherent for large $U$ [60, 69], and demonstrates that HHG in SCs is not directly related to the single-particle spectra, in contrast to semiconductors [45, 49, 52].

These behaviors can be consistently explained in terms of the spin-charge coupling. To directly compare cases with and without spin-charge coupling, we switch to the one-dimensional (1D) Hubbard model with a staggered magnetic field $B_{stagg}$. In one dimension, without $B_{stagg}$, the kinematics of the doublons and holons is independent of the spin-degrees of freedom (spin-charge separation), while for $B_{stagg} \neq 0$, the hopping of a doublon (holon) creates a mismatch between the staggered field and the spin configuration, as it happens in higher-dimensional systems without field, see [61] for schematics. With this set-up, the 1D model can mimic the spin-charge coupling in higher dimensions. The infinite time-evolving block decimation (ITEBD) [73] allows to compute accurate results for this model at $T = 0$ in the thermodynamic limit.

We show the HHG spectra for various $B_{stagg}$ in Fig. 4(a) and the corresponding subcycle analysis in Figs. 4(b),(c). For small $B_{stagg}$, the expected HHG peaks at $(2n+1)Ω$ in $I_{HHG}(ω)$ are not clear, suggesting that the system is not fully time periodic during the pulse. This is attributed to the long coherence time of the doublon-holon pair, which leads to the interference of many quasi-classical trajectories within the three-step model [20]. Indeed, the subcycle spectra for small $B_{stagg}$ suggest that.
emitted at $t_p$ and the creation of the doublon-holon pair, which is predicted from the three-step model using the doublon and holon dispersions from the Bethe ansatz [52]. The color indicates the time interval between the recombination and the creation of the doublon-holon pair $t_{\text{pair}}$, and $T_p = \frac{2\pi}{\Omega}$.

(d) Phase of the Fourier component of $J(\omega)$ at $\omega = n\Omega$ ($n$ is an integer). In all panels, we set $U = 8$, and the excitation parameters are $\Omega = 0.5, E_0 = 0.8, t_0 = 60$ and $\sigma = 15$.

The reduction of the coherence time of the doublon-holon pair with increasing $T$ can be understood as a co-operative effect of the spin-charge coupling and the thermal ensemble. At nonzero temperatures, the initial equilibrium state is described by an ensemble of eigenstates, represented by the density matrix $\hat{\rho} \propto e^{-\beta H}$. In such a system, the total current induced by the field can be calculated as the ensemble average over the individual currents evaluated for these eigenstates. With increasing $T$, the weight of the high-energy states increases. In our case, at higher temperatures, spin configurations different from the AF ground state are activated, see [61].

The dynamics of the doublon or holon is different for each configuration, since the energy transfer to the spin background during an excursion depends on the spin configuration. This should produce emitted light with different phases for different spin configurations, resulting in phase cancellations after the ensemble average, and thus reduce the coherence between the doublon-holon pairs with increasing $T$. Note that this effect does not rely on long-range magnetic ordering and is also relevant in the PM phase, but is absent without spin-charge coupling. Namely, for small $J_\text{ex}$, weaker cancellations between different spin configurations are expected, which explains the results in Fig. 3(d) and the reduction of the enhancement of the HHG signal with larger $U$ in Fig. 2(d). To exemplify that the spin-charge coupling can indeed provide such phase shifts, in Fig. 4(d), we show the $B^z_{\text{stagg}}$-dependence of the phase of $J(\omega)$ for $\omega = n\Omega$ (with $n$ some integer). The result suggests that the phase is sensitive to $B^z_{\text{stagg}}$, which supports the above argument. Hence, the modification of the coherence time due to the spin-charge coupling and thermal fluctuations dominates over the reduction of the tunneling rate by the gap opening, leading to an enhancement of $I_{\text{HHG}}$ at lower temperatures.

The strong $T$-dependence of the HHG spectrum observed in Mott insulators is not expected in typical semiconductors. In the theoretical analysis of HHG in semiconductors, a short dephasing time $T_2$ of a few fs for an electron-hole pair is often used. The main origin of the fast dephasing is the experimental setup, i.e. the dephasing by the propagation of light and the inhomogeneity of the field strength [30, 74], which is insensitive to temperature. Another relevant factor is the electron-electron scattering among excited carriers in semiconductors [75, 76]. Still, this is also expected to be insensitive to temperature, since thermal fluctuations cannot efficiently excite carriers across the gap. These considerations are supported by the experimental HHG spectrum for the semiconductor InAs shown in Fig. 1(a).

In summary, our theoretical study revealed important effects of strong spin-charge coupling on the coherent carrier dynamics in Mott insulators, which lead to the counter-intuitive enhancement of HHG accompanied by a gap enhancement. Spin-charge coupling is inevitable in Mott insulators in dimensions larger than one, so that this peculiar behavior should be a generic feature of HHG in SCSs (see [61]). In addition, in multiorbital systems like Ca$_2$RuO$_4$, the orbital-charge coupling should have a similar effect as the spin-charge coupling (see [61]) [77]. These insights demonstrate the important role of correlations in highly nonlinear optical responses and provide useful guidance for the future exploration of HHG in SCSs. On the one hand, our results suggest that the $T$-dependence of $I_{\text{HHG}}$ can be controlled by changing the ratio $\frac{U}{t_{\text{hop}}}$, which is feasible with the application of chemical or physical pressure. On the other hand, to realize a strong HHG signal, 1D Mott systems are more favorable than higher-dimensional ones due to the absence of spin-charge coupling. The recovery of coherence and the possible increase of the HHG intensity due to the reduction of the dimensionality could be systemat-
ically analyzed by exploiting the dimensional crossover in ladder-type compounds such as Sr\textsubscript{n−1}Cu\textsubscript{n+1}O\textsubscript{2n} [59]. Furthermore, the sensitivity of HHG to the temperature and spin-charge coupling suggests possible HHG-based techniques for detecting and characterizing thermal and non-thermal phases, and for measuring the strength of the spin-charge coupling. In the future, it will also be interesting to study HHG with more sophisticated methods such as cluster DMFT to reveal the role of magnetic fluctuations.

The calculations have been performed on the Beo05 cluster at the University of Fribourg. This work is supported by Grant-in-Aid for Scientific Research from JSPS, KAKENHI Grant Nos. JP20K14412 (Y.M.), JP21H05017 (Y.M., K.U., K.T.), JP19H05821, JP18K04678, JP17K05536 (A.K.), JST CREST Grant No. JPMJCR1901 (Y.M.), and ERC Consolidator Grant No. 724103 (P.W.). The nonequilibrium DMFT calculations have been implemented using the open source library Nessi [66].
NON-EQUILIBRIUM DYNAMICAL MEAN-FIELD THEORY

Dynamical mean-field theory (DMFT) is a powerful theoretical framework that can deal with strongly correlated systems [62], and in particular Mott physics. Nonequilibrium DMFT is the extension of DMFT to nonequilibrium problems [64]. The DMFT approach gives reliable results for high-dimensional systems. This has been confirmed also for the nonequilibrium dynamics by a recent ab-initio comparison between nonequilibrium DMFT and cold atom quantum simulators for a three dimensional system.[65] DMFT is based on the Green’s function formalism, and in nonequilibrium DMFT the Green’s functions \( G(t, t') \) are defined on the so-called L-shape contour, which includes the Matsubara (imaginary time) branch and a real-time contour.[64] The information on the temperature enters through the Matsubara (imaginary time) branch and a real-time contour.

To evaluate the Green’s functions, in DMFT, we map the lattice system to an effective impurity model with a self-consistently determined time-dependent noninteracting bath [64]. In the present case, we consider the single-band Hubbard model with a possible antiferromagnetic (AF) order, and assume that the spins can be polarized along the \( z \) axis. In the AF phase, the two sublattices A and B show opposite magnetizations and effective impurity models are introduced for each sublattice. The action of the impurity model for the sublattice \( \alpha \) can be expressed as

\[
S^\alpha_{\text{imp}} = -i \int dt dt' \sum_\sigma \hat{d}^\dagger_\sigma(t) \Delta^\alpha_{\sigma}(t, t') \hat{d}_\sigma(t') - i \int dt \hat{H}_{\text{loc}}(t),
\]

where \( \Delta \) is the hybridization function and \( \hat{H}_{\text{loc}}(t) = -\mu \sum_\sigma \hat{d}^\dagger_\sigma(t) \hat{d}_\sigma(t) + U \hat{d}^\dagger_\uparrow(t) \hat{d}_\uparrow(t) \hat{d}^\dagger_\downarrow(t) \hat{d}_\downarrow(t) \). We note that here the times \( t, t' \) are defined on the L-shaped contour. In DMFT, \( \Delta \) is self-consistently determined such that the local Green’s functions and the self-energies of the lattice are the same as those of the impurity model. We solve the impurity model using the non-crossing approximation (NCA) [63], which yields reliable results in the strong coupling regime.

The lattice self-consistency condition for the hybridization function used in the main text is \( \Delta^\alpha_{\xi}(t, t') = \sum_\xi \Delta^\alpha_{\xi,\xi}(t, t') \), where \( \xi = \pm \) corresponds to the positive/negative bond direction (relative to the polarization of the field) and \( \Delta^\alpha_{\xi,\xi}(t, t') = e^{iA(t)} G^\alpha_{\text{imp},\xi}(t, t') e^{-iA(t')} \), with \( A \) the vector potential of the field pulse [67]. Here, the bond length \( a \) and the electron charge are set to unity. The vector potential is related to the electric field \( E(t) \) by \( E(t) = -\partial_t A(t) \). We choose the vector potential \( A(t) = \frac{E_0}{2} F_G(t, t_0, 0) \sin(\Omega(t-t_0)) \) with \( F_G(t, t_0, \sigma) = \exp[-\frac{(t-t_0)^2}{2\sigma^2}] \). \( E_0 \) indicates the maximum value of the electric field. The corresponding current (per site) can be computed as \( J(t) = \text{Im} \sum_{\sigma,\xi,\xi} [\Gamma^\alpha_{\sigma,\xi}(t)] \), where \( \Gamma^\alpha_{\sigma,\xi}(t) = -i [G^\alpha_{\text{imp},\sigma} \Delta^\alpha_{\sigma,\xi}](t, t) \). The self-consistency condition represents a Bethe lattice with \( d \) bonds connected to each lattice site, where we take the limit of \( d \to \infty \) with a rescaled hopping parameter \( t_{\text{hop}}/\sqrt{d} \). In the free system \( (U = 0) \), the full bandwidth becomes \( W = 4t_{\text{hop}} \). For the Bethe lattice, the self-consistency condition is simplified, compared to other lattices, which reduces the numerical cost and enables a systematic analysis. The qualitative features of the HHG spectrum are expected to be insensitive to the choice of the lattice.

Below we confirm this point with simulations for the two-dimensional square lattice, although the scope of this analysis is limited.

In equilibrium, we define the momentum-averaged single-particle spectral function as

\[
A_{\text{loc}}(\omega) = -\frac{1}{\pi} \text{Im} G_{\text{loc}}^R(\omega).
\]

Here, we introduced the retarded Green’s function \( G_{ij,\sigma}(t-t') = -i\theta(t-t') \langle \hat{c}_{i\sigma}(t), \hat{c}_{j\sigma}^\dagger(t') \rangle \), and \( G_{\text{loc}} = \frac{1}{N} \sum_i G_{ii,\sigma}. G^R(\omega) \) is defined as \( \int dt e^{i\omega t} G^R(t) \). In practice, since the simulation is limited to finite \( t \), we use a Gaussian window function with standard deviation \( \sigma' = 8 \) in the Fourier transformation. The Mott gap \( \Delta_{\text{Mott}} \) is determined by the criterion \( A_{\text{loc}}(\Delta_{\text{Mott}}/2) = \delta \) with \( \delta = 0.005 \). We checked that the choice of \( \delta \) has no qualitative effect on the results.

INFINITE TIME-EVOLVING BLOCK DECIMATION

The Hamiltonian of the one-dimensional Hubbard model considered here is

\[
\hat{H}(t) = -t_{\text{hop}} \sum_{i,\sigma} [e^{-iA(t)} c_{i+1,\sigma} c_{i,\sigma} + \text{h.c.}] + U \sum_i \hat{n}_{i,\uparrow} \hat{n}_{i,\downarrow} + B_{\text{stagg}} \sum_i (-1)^i \hat{S}_{z,i},
\]

where \( \hat{S}_{z,i} = \frac{1}{2} (\hat{n}_{i,\uparrow} - \hat{n}_{i,\downarrow}) \) and \( t_{\text{hop}} \) is set to unity. We analyze this model with the infinite time-evolving block decimation (iTEBD) method [73]. In iTEBD, assuming translational invariance, we express the wave function of the system as a matrix product state (MPS). iTEBD directly treats the thermodynamic limit and we use the cut-off dimension \( D = 2000 \) for the MPS to obtain converged results. In the implementation, we use the conservation laws for the numbers of spin-up and spin-down electrons to improve the numerical efficiency.
Spectrum at $t = 150$

![Graph](image)

Panel i) shows the spin configuration of an antiferromagnetic state, ii) shows a doublon added to this state, and iii) shows the dynamics of the doublon, which disturbs the spin configuration (zigzag lines) at the cost of multiples of the exchange energy $J_{ex}$.

**SUPPLEMENTARY RESULTS FOR THE BETHE LATTICE**

In this section, we present supplementary results obtained with DMFT for the Hubbard model on the Bethe lattice. First, we show the magnetization in equilibrium in Fig. 5(a). As explained in the main text, it shows the appearance of an AF phase below the transition temperature $T_{N\text{eet}} \approx 0.15$. Figure 5(b) illustrates the kinematics of a doublon added to the AF state. It explains how the doublon dynamics couples to the modification of the spin background. Panel i) shows the spin configuration of an antiferromagnetic state, ii) shows a doublon added to this state, and iii) shows the dynamics of the doublon, which disturbs the spin configuration (zigzag lines) at the cost of multiples of the exchange energy $J_{ex}$.

Next, we show the temperature dependence of the number of charge carriers created by the field. To this end, we compute the time-dependent single-particle spectral functions [64]

$$A_{\text{loc}}(\omega, t_{av}) = -\frac{1}{\pi} \text{Im} \ G_{\text{loc}}^{R}(\omega, t_{av}),$$

$$A_{\text{loc}}^{<}(\omega, t_{av}) = \frac{1}{2\pi} \text{Im} \ G_{\text{loc}}^{<}(\omega, t_{av}).$$

Here, we introduced the Green’s functions $G_{ij,\sigma}(t, t') = -i(T_{C} \langle \hat{c}_{i\sigma}(t) \hat{c}_{j\sigma}^{\dagger}(t') \rangle)$ with $T_{C}$ being the contour ordering operator, $G_{\text{loc}} = \frac{1}{N} \sum_{ij,\sigma} G_{ij,\sigma}$ and $G^{R}$ and $G^{<}$ are the retarded and lesser parts of the Green’s function. $G^{R/\langle}(\omega, t_{av})$ is defined as $\int dt_{rel} e^{i\omega t_{rel}} G^{R/\langle}(t_{rel}, t_{av})$, where $G^{R/\langle}(t_{rel}, t_{av}) = G^{R/\langle}(t, t')$, $t_{rel} = t - t'$ and $t_{av} = \frac{t + t'}{2}$. $A_{\text{loc}}(\omega, t_{av})$ yields the energy spectrum at time $t_{av}$ and $A_{\text{loc}}^{<}(\omega, t_{av})$ the occupied states. Figure 6 shows how many charge carriers are created after the pulse field. Panel (a) plots the results for the same condition as in the main text, while panel (b) shows the results for a pulse without oscillations ($E(t) = E_{0} F_{G}(t, t_{0}, \sigma)$), i.e. close to a DC excitation. Both panels demonstrate that a much smaller amount of charge carriers is produced when the temperature is lowered and the Mott gap is increased, as expected.

Next, we show the supplemental data for the HHG spectra for $\Omega = 1$. This excitation frequency is twice larger than what is used in the main text, and, in terms of the value of $\Delta_{\text{Mott}}/\Omega$, this choice is closer to the situ-
Now we discuss to what extent the empirical scaling relation for the HHG intensity introduced in Ref. 43 for Ca$_2$RuO$_4$ is reproduced by our theoretical results. The empirical relation has the form

$$I_{\text{peak}}(n,T)/I_{\text{peak}}(n,T_0) \sim \left(\frac{n\Omega}{\Omega_{\text{th}}}ight)^{\Delta_{\text{Mott}}(T)-\Delta_{\text{Mott}}(T_0)/\Delta_{\text{th}}},$$

where $I_{\text{peak}}(n,T)$ is the peak intensity of the $n$th HHG peak at temperature $T$, $T_0$ is a reference temperature, and $\Omega_{\text{th}}$ and $\Delta_{\text{th}}$ are fitting parameters. This equation implies the following three features of HHG:

(i) The HHG intensity for a given order of harmonics exponentially increases with $\Delta(T) - \Delta(T_0)$.

(ii) The increase ratio of the HHG peak intensity is determined only by the emission energy $\omega_{\text{emit}} = n\Omega$.

(iii) At fixed temperature, the increase ratio exhibits a power law as a function of $\omega_{\text{emit}}$ with positive exponent.

These three features are the necessary and sufficient conditions for Eq. (6). The present theory does not perfectly, but well reproduce these features in the following sense. Property (i) is almost satisfied as pointed out in the main text. A close inspection reveals that the theoretical results show a slight saturation at large $\Delta$, which makes the fitting by Eq. (6) not perfect, but the main trend is consistent. Property (ii) is nicely reproduced by the present analysis as shown in Fig. 8, where we compare the increase ratio for different excitation frequencies. Property (iii) is also consistently reproduced as long as we focus on $\omega_{\text{emit}} \geq \Delta_{\text{Mott}}(T \to 0)$, see Fig. 8. Note that in Ref. 43 the empirical law has been proposed for the harmonics above the maximum gap of the system. In the theoretical results, the ratio for the harmonics below the gap does not follow the scaling law (6). This qualitatively different behavior below the gap likely originates from a different HHG mechanism in this regime. Above the
the coherence time behaves as a function of the gap size is expected. As for (ii), we need to remember that the strength of the electric field \((E_0)\) is fixed. Therefore, when the excitation frequency \((\Omega)\) is increased, the amplitude of the vector potential \((A_0 = E_0/\Omega)\) is reduced, and vice versa. The increase of the excitation frequency tends to reduce the time interval \(t_p\), while the decrease of the vector potential tends to increase it. These two effects may compensate each other such that the interval \(t_p\) for a given emission energy \((\omega_{\text{emit}})\) becomes insensitive to a change in the excitation frequency. The ratio of the interval \(t_p\) and the coherence time determines how much the pairs contribute to the emission. Since this ratio is almost unchanged, the effects of the dephasing for a given \(\omega_{\text{emit}}\) should be almost independent of the excitation frequency. Thus, given that the change of the HHG intensity mainly originates from the change of the dephasing time, the increase ratio should also be insensitive to the excitation frequency. As for (iii), we can only explain why the exponent should be positive, i.e. that the increase ratio is larger for a larger emission energy.

For a larger emission energy, the corresponding interval \(t_p\) increases, and therefore the effect of the change in the coherence time becomes larger. Further systematic analyses are needed to reveal the origin of the power law. Finally, we note that, for a detailed discussion, the efficiency of the creation of the doublon-holon pair should also be taken into account. However, this effect should be subdominant for the analysis of the temperature dependence of a given harmonic, and the above discussion should cover the main effects. We note that the creation becomes more efficient as we increase the temperature and suppress the gap, as shown in Fig. 2 of the Supplemental Material. However, the HHG intensity is enhanced if temperature is decreased, which suggests that the dephasing effect dominates.

In Fig. 9, to support the explanations about the effect of thermal fluctuations in the main text, we show schematic pictures of the dynamics of a doublon-holon pair in different spin backgrounds. Panels i)-iii) show cases with different spin configurations activated by thermal fluctuations. The difference between case i) and case ii) is indicated by the blue dashed rectangle, while that between case i) and case iii) is indicated by the green dashed rectangle. The zigzag lines in each panel show the sites where the mismatch in the spin configuration occurs as the doublon moves around. The horizontal arrows with different colors indicate the difference in the kinematics of the doublon due to the spin-charge coupling.

We note that a systematic derivation and explanation of the empirical formula is difficult and beyond the scope of this paper. Here we simply propose plausible scenarios for some of the above features and leave a detailed analysis to some future work. As for (i), the strong increase of the HHG intensity originates from the large change in the coherence time of the doublon-holon pairs. This is indeed an important message of this paper. The exponential enhancement of the HHG intensity as a function of the gap size can be explained in the following manner. It is natural to assume that the factor in the intensity originating from the dephasing can be expressed as \(\exp(-t_p/T_2)\). Here \(t_p\) is the time interval between the creation and recombination of a relevant doublon-holon pair, and \(T_2\) is the coherence time. This \(T_2\) decreases with increasing temperature, which is accompanied by a decrease of the gap. In this situation, if the inverse of the coherence time behaves as \(1/T_2 = C_1 - C_2\Delta\text{Mott}\), with \(C_1\) and \(C_2\) some positive constants, an exponential enhancement of the HHG signal as a function of the gap size is expected. For a larger emission energy, the corresponding interval \(t_p\) increases, and therefore the effect of the change in the coherence time becomes larger. Further systematic analyses are needed to reveal the origin of the power law.
FIG. 10. Local single-particle spectral functions $A_{\text{loc}}(\omega)$ and momentum-resolved single-particle spectral functions $A_k(\omega)$ for the Hubbard model on the two-dimensional square lattice. Panels (a) is for $T = 0.2$ in the PM phase and (b) is for $T = 0.05$ in the AF phase. Here, $U = 6$, $t_{\text{hop}} = 0.5$ and $(L_x, L_y) = (16, 16)$. In the momentum-resolved spectra, $\Gamma$, $X$ and $M$ follow the canonical notation for the Brillouin zone of the PM phase.

should play a similar role also in the three band case, since the dynamics of excited local multiplets disturbs the spin background. Secondly, in multi-orbital systems, the orbital-charge coupling can play a similar role as the spin-charge coupling, as has been discussed for the charge relaxation in a previous study. More specifically, the dynamics of the excited multiplets disturbs the orbital configurations at the cost of the Hund energy. We expect that, in Ca$_2$RuO$_4$, both the spin-charge coupling and the orbital-charge coupling should contribute to the peculiar behavior of HHG, while the physical mechanism is essentially the one discussed for the single-band Hubbard model.

**SUPPLEMENTARY RESULTS FOR THE SQUARE LATTICE**

In this section, we present supplementary DMFT results for the Hubbard model on the two-dimensional square lattice at half filling. We show that the equilibrium features and the characteristic temperature dependence of the HHG are essentially the same as in the case of the Bethe lattice, although a systematic analysis is difficult since the DMFT calculation becomes numerically more demanding. We assume that the system only has nearest neighbor hopping, $t_{\text{hop}}$. We set $t_{\text{hop}} = 0.5$ so that the bandwidth of the free system becomes 4 as in the case of the Bethe lattice. The lattice constant $a$ is set unity. In the following the system size is $(L_x, L_y) = (16, 16)$, where $L_x$ ($L_y$) is the number of sites along the $x$ ($y$) axis, and we use periodic boundary conditions.

In Fig. 10, we show the local single-particle spectral function $A_{\text{loc}}(\omega)$ and the momentum-resolved single-particle spectral function $A_k(\omega)$ in equilibrium. The latter is defined as $A_k(\omega) = -\frac{1}{\pi} \text{Im} G_{k\sigma}^{R}(\omega)$, where $G_{k\sigma}^{R}(\omega)$ is the Fourier component of the retarded part of the Green’s function $G_{k\sigma}(t)$. Here, $G_{k\sigma}(t) = -i \langle \hat{c}_{k\sigma}(t) \hat{c}_{k\sigma}^\dagger(0) \rangle$ and $\hat{c}_{k\sigma}^\dagger = \frac{1}{\sqrt{N}} \sum_l e^{i k_x l_x} e^{i k_y l_y}$. As in the case of the Bethe lattice, the local spectral function $A_{\text{loc}}(\omega)$ is featureless above the transition temperature $T_c$. Below $T_c$ the Mott gap is enhanced and peaks corresponding to spin polaron emerge. In the PM phase, the dispersions of the upper and lower Hubbard bands are parallel to each other, similar to the prediction of the Hubbard I approximation, see Fig. 10(a). On the other hand, in the AF phase, the momentum-resolved spectral function consists of many almost-flat spin-polaron bands, see Fig. 10(b).

Next, we discuss the HHG spectrum of this system. We apply linearly polarized light along the $\mathbf{e}_\theta = \{\cos(\theta), \sin(\theta)\}$ direction:

$$A_x(t) = \frac{E_0}{\Omega} \cos(\theta) F(t, t_0, \sigma) \sin(\Omega(t - t_0)),$$

$$A_y(t) = \frac{E_0}{\Omega} \sin(\theta) F(t, t_0, \sigma) \sin(\Omega(t - t_0)).$$

We extract the HHG signal along the $\mathbf{e}_\theta$ direction from the Fourier transformation of $J_\theta(t)$, where $J_\theta(t) = e_\theta \cdot \mathbf{J}(t)$ and $\mathbf{J}(t) = [J_x(t), J_y(t)]$. The resulting HHG spectra are shown in Figs. 11(a)/(b) for $\Omega = 1$ and $U = 6$. These data show that the temperature dependence of the HHG intensity is qualitatively the same as that obtained for the Bethe lattice, and the enhancement of the HHG signal with decreasing temperature is independent of the polarization. In Figs. 11(c-f), we show the polarization dependence of the intensity of the HHG peaks for a given order. In the AF phase, the intensity becomes largest when the field is polarized along the bond direction, which is consistent with the experiment on Ca$_2$RuO$_4$ [43]. However, interestingly, in the PM phase, the polarization dependence changes qualitatively for the higher harmonic components ($n \geq 5$).

For lower frequencies, like $\Omega = 0.5$ used in the main text, the DMFT self-consistency becomes too expensive for the full simulation of the time evolution. Still, one can simulate halfway, and analyze the subcycle features around the peak of the pulse, see Fig. 12. Again, we find
FIG. 11. (a)(b) HHG spectra of the Mott insulator evaluated with DMFT for the indicated temperatures. Here, we consider the Hubbard model on the two-dimensional square lattice and set $U = 6$ and $t_{\text{hop}} = 0.5$. The pulse parameters are (a) $\Omega = 1, E_0 = 0.8$, $t_0 = 30, \sigma = 7.5$ and $\theta = 0$, and (b) $\Omega = 1, E_0 = 0.8$, $t_0 = 30, \sigma = 7.5$ and $\theta = \pi/4$. (c-f) The corresponding polarization dependence of the HHG peak intensity. In all cases, we evaluate the HHG intensity along the direction of the applied electric field.

FIG. 12. (a)(b) Subcycle analysis of the HHG signal, $I_{\text{HHG}}(\omega, t_p)$, for the field along the (1, 1) direction ($\theta = \pi/4$). Panel (a) is for $T = 0.2$ (PM phase) and (b) is for $T = 0.05$ (AF phase). The pulse parameters are $\Omega = 0.5, E_0 = 0.9\sqrt{2}$, $t_0 = 60, \sigma = 15$. The vertical dashed lines indicate the times when $E(t) = 0$.

In the main text, we revealed the important effect of the correlations between different degrees of freedom on HHG in strongly correlated systems, focusing of the single-band Hubbard model, where the spin-charge coupling is strong. We showed that this simple model can explain many peculiar HHG features reported in an experimental study of Ca$_2$RuO$_4$.[43] The underlying physics should be applicable to a wide range of Mott insulators. In particular, orbital-charge coupling in addition to spin-charge coupling can yield similar phenomena in multi-orbital Mott insulators, since a previous study [77] showed that orbital-charge coupling can have a similar effect on nonequilibrium charge carriers as spin-charge coupling. More specifically, in multi-orbital systems with Hund coupling, the dynamics of local multiplets disturbs the orbital configurations in a similar way as the doublon dynamics disturbs the spin background in the single-band Hubbard model. Here, we briefly show some results for two other models to support the above statements.

**SUPPLEMENTAL RESULTS FOR OTHER MODELS**

In the main text, we revealed the important effect of the correlations between different degrees of freedom on HHG in strongly correlated systems, focusing of the single-band Hubbard model, where the spin-charge coupling is strong. We showed that this simple model can explain many peculiar HHG features reported in an experimental study of Ca$_2$RuO$_4$.[43] The underlying physics should be applicable to a wide range of Mott insulators. In particular, orbital-charge coupling in addition to spin-charge coupling can yield similar phenomena in multi-orbital Mott insulators, since a previous study [77] showed that orbital-charge coupling can have a similar effect on nonequilibrium charge carriers as spin-charge coupling. More specifically, in multi-orbital systems with Hund coupling, the dynamics of local multiplets disturbs the orbital configurations in a similar way as the doublon dynamics disturbs the spin background in the single-band Hubbard model. Here, we briefly show some results for two other models to support the above statements.

**d-p model for charge transfer insulators**

In this section we analyze the $d$-$p$ model in one dimension using iTEBD. The Hamiltonian consists of the two parts

$$\hat{H}_{dp} = \hat{H}_{dp,\text{kin}} + \hat{H}_{dp,\text{int}}.$$  (9)
In all panels, we set \( B = 15 \) and consider a three-quarter filled system. The excitation parameters are \( \Omega = 0.5, E_0 = 0.8, t_0 = 75 \) and \( \sigma = 15 \).

If we assume that the \( d \) orbital corresponds to \( d_{x^2-y^2} \) and the \( p \) orbital to \( p_z \), the explicit form of these terms is

\[
\hat{H}_{dp,\text{kin}} = - \sum_{i,\sigma}[v_{dp}(t)\hat{p}_{i,\sigma}\hat{d}_{i,\sigma} + h.c.]
\]

\[
+ \sum_{i,\sigma}[v_{dp}(t)\hat{d}_{i,\sigma}\hat{p}_{i-1,\sigma} + h.c.]
\]

\[
+ \epsilon_d \sum_i n_{i}^d + \epsilon_p \sum_i n_{i}^p + B_{\text{stagg}}^z \sum_{i}(-1)^i \hat{S}_{z,i}^d,
\]

\[
\hat{H}_{dp,\text{int}} = U_{dd} \sum_i n_{i}^d n_{i}^d + U_{pp} \sum_i n_{i}^p n_{i}^p + V_{dp} \sum_i n_{i}^d (n_{i}^p + n_{i-1}^p).
\]

Here, \( \hat{d}_{i}^\dagger \) represents the creation operator of the \( d \)-orbital electron, while \( \hat{p}_{i} \) represents the creation operator of the \( p \)-orbital electron. \( \hat{n}_{i}^d = \hat{d}_{i}^\dagger \hat{d}_{i} \), \( \hat{n}_{i}^p = \hat{p}_{i}^\dagger \hat{p}_{i} \), \( \hat{n}_{i} = \sum_{\sigma} \hat{n}_{i}^\sigma \), \( \hat{S}_{z,i}^d = \frac{1}{2} [\hat{d}_{i}^\dagger \hat{d}_{i+1} - \hat{d}_{i+1}^\dagger \hat{d}_{i}] \).

\( v_{dp} \) is the hopping parameter between the neighboring \( d \) and \( p \) orbitals, \( \epsilon_d \) indicates the energy level of the orbital \( a \), and \( B_{\text{stagg}}^z \) is the staggered magnetic field applied to the \( d \) orbitals. \( U_{dd} \) and \( U_{pp} \) are the on-site interactions for the \( d \) and \( p \) orbitals, respectively, and \( V_{dp} \) is the nearest neighbor interaction. We assume that the \( d \) and \( p \) orbitals are equally distanced, and set the lattice constant and the charge to unity. The effect of the electric field is considered through the Peierls substitution as in the Hubbard model, i.e., \( v_{dp}(t) = v_{dp} \exp(iAt)/2 \). The current is defined as \( \hat{J}(t) = -\frac{\delta \hat{H}_{dp}}{\delta A(t)} \). We focus on the three-quarter filled system, which corresponds to a Mott or charge transfer (CT) insulator, and simulate the time evolution by iTEBD. The HHG intensity is evaluated by the field induced current as in the case of the Hubbard model. We note again that the staggered magnetic field mimics the effect of the spin-charge coupling expected in higher dimensions.

In Fig. 13, we show the results for a parameter set corresponding to a CT insulator. We choose the parameters such that the bandwidth of the upper Hubbard band and the Zhang-Rice singlet band, as well as the band gap, become similar to those in the Hubbard model studied in the main text. One can identify essentially the same HHG features as in the results for the single-band Hubbard model discussed in the main text. Namely, when \( B_{\text{stagg}}^z \) is small, the HHG spectrum does not show clear HHG peaks, while with larger \( B_{\text{stagg}}^z \), the HHG peaks become clearer, see Fig. 13(a). Also the subcycle analysis shows that the coherence time of the pairs of excited local multiplets is efficiently reduced by \( B_{\text{stagg}}^z \), see Fig. 13(b)(c). These results suggest that also in CT insulators, the spin-charge coupling plays a crucial role in the HHG mechanism and that the physics discussed for the single-band Hubbard model is relevant.

Two-band Hubbard model

As a second example, we consider a two-orbital Hubbard model with Hamiltonian

\[
\hat{H}_{2\text{bH}} = \sum_{\langle ij \rangle} \sum_{\alpha=1,2} \sum_{\sigma} v_{ij}^\sigma(t)\hat{c}_{i,\alpha\sigma}^\dagger \hat{c}_{j,\alpha\sigma} + \sum_{\alpha=1,2} \sum_{i} \left[ U_{\alpha} \hat{n}_{i,\alpha} \hat{n}_{i,\alpha} - \mu (\hat{n}_{i,\alpha\uparrow} + \hat{n}_{i,\alpha\downarrow}) \right] + \sum_{\sigma} \left[ (U - 2J) \hat{n}_{\downarrow,\sigma} \hat{n}_{\uparrow,\sigma} + (U - 3J) \hat{n}_{\uparrow,\sigma} \hat{n}_{\downarrow,\sigma} \right].
\]
Hubbard chain + $B_{\text{stagg}}$

i) 
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FIG. 15. Schematic pictures of the effects of the staggered magnetic field $B_{\text{stagg}}$ applied to the one-dimensional Hubbard chain, which can be directly compared to Fig. 5 (b). i) In equilibrium, each site is occupied by one electron, and the spin is aligned anti-parallel to the staggered field. ii), iii) As the doublon moves, it produces a mismatch between the spin configuration and the staggered magnetic field at the cost of the Zeeman energy, about $B_{\text{stagg}}^z$ (zigzag lines).

Here $\hat{c}^\dagger_{\alpha\sigma}$ is the creation operator of the electron in orbital $\alpha$ with spin $\sigma$ and $\hat{n}_{i,\alpha\sigma} = \hat{c}^\dagger_{i,\alpha\sigma} \hat{c}_{i,\alpha\sigma}$, $v_{ij}^\alpha$ is the hopping parameter between site $i$ and $j$ for orbital $\alpha$, $\mu$ the chemical potential, $U$ the intra-orbital interaction and $J$ the Hund coupling. For simplicity, we neglect the spin-flip and pair-hopping terms. In the following, we put $v_{ij}^1 = v_{ij}^2$, and consider the Bethe lattice as in the Hubbard model case, following Refs. 47 and 78. We set the quarter of the free electron bandwidth to unity. Focusing on half filling, we simulate the time evolution of the system under an electric field pulse with DMFT.

In Fig. 14, we show the local spectrum averaged over spins and orbitals ($A_{\text{loc}}(\omega)$) and the HHG spectra for different temperatures. Here, we simulate the system in the paramagnetic (PM) phase. As we decrease the temperature, the band gap increases and peak structures develop within the bands [see Fig. 14(a)]. This is in contrast to the single-band case, where the local spectrum in the PM phase is featureless. The difference originates from the Hund coupling and the resultant orbital-charge coupling. When a test charge is injected into the half-filled system, a triplon is created and its dynamics disturbs the orbital background at the cost of the Hund energy. This results in a strong orbital-charge coupling, which plays a similar role as the spin-charge coupling in the single-band Hubbard model. Figure 14(b) shows that the HHG intensity increases as the temperature decreases (the gap increases), as in the single-band Hubbard model. These results suggest that indeed the orbital-charge coupling in multi-orbital systems has a similar effect on HHG as the spin-charge coupling in the single-band Hubbard model, and thus the physics discussed in the paper should also be applicable for this case. We note that, if we go into the antiferromagnetic phase in the two-orbital model, the spin-charge coupling also starts to play a role and a further increase of the HHG signal is expected.

SUPPLEMENTARY DATA FOR THE ONE-DIMENSIONAL SYSTEM

In this section, we present supplementary results obtained with iTEBD for the one-dimensional Hubbard model with staggered magnetic field. First, we show a schematic picture to illustrate the analogy between this model and the Hubbard model in higher dimensions, which is discussed in the main text, see Fig. 15. i) In equilibrium, each site is occupied by one electron, and the spin is aligned anti-parallel to the staggered field. ii), iii) As the doublon moves, it produces a mismatch between the spin configuration and the staggered magnetic field at the cost of the Zeeman energy, about $B_{\text{stagg}}^z$ (zigzag lines).

In Fig. 16, we show how the single-particle spectra change with the magnetic field $B_{\text{stagg}}^z$. One can see that,
with increasing field strength, there emerges a separated band at the bottom (top) of the upper (lower) Hubbard band in the momentum-resolved spectrum $A_k(\omega)$. Furthermore, replicas of these separated bands can be identified. In the momentum-integrated spectrum $A_{\text{loc}}(\omega)$, these sub-bands correspond to the peaks that emerge with increasing field strength. These features are qualitatively the same as those of the DMFT spectra, and originate from the effective spin-charge coupling and the resulting spin-polarons that are induced by the staggered magnetic field, as mentioned in the main text.
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