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Abstract: With the prompt improvement in research progress of various zones, selection of research proposals became a remarkable methodology in many research funding agencies and organizations. When a less number of research proposals are received, then it is easy to cluster the research proposals and the selection process became as non-problematic way. If a number of research proposals elevated, then the clustering and selecting the proposals became complicated. In current system, proposals grouping is done in manual-based or along with their similarities in subject disciplines which yield irrelevant results in some cases. The main goal of this research work is to develop an enhanced system in selection of research proposals based on Domain ontology, where the ontology acts as a searching criteria for the topics of research proposals. This proposed system will help to select the topics of research proposals in well-systematic way without the interference of manual progression. In this paper, an algorithm is proposed as Scikit-learn K-means Multiclass Document Clustering(SKMDC) to group each subject discipline according to their sub-topics and sub-domains. Here, the k-means clustering technique is implemented on categorical data to implement the clustering process. As, the categorical data are not able to applied directly in K-means clustering algorithm, the LabelEncoder method is implemented to encode the text data to numerical values and the dimensions of a dataset are reduced using Principal Component Analysis. This paper also overhelms the weaknesses of k-means technique in specification of cluster number in initial stage. It is done through the determination of optimal number of clusters by using Elbow Curve method and it is cross-validated through Silhouette Score analysis.
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I. INTRODUCTION

For any research funding agencies or organizations, for instance government or non-government funding agencies, research proposal selection remains as predominant task when huge number of research proposals are received.

It is a multi-process task starts from call-for-proposals to germaine communities. The collected proposals are categorized and grouped by appropriate authorities and then the proposals are assigned to peer review to select the praiseworthy proposals. [1] Figure 1. presents the traditional method of selecting a proposal. These steps are followed mostly in all research funding agencies. [2]

Fig 1. Research Proposal Selection Process

In current method, once the proposals are submitted from various sources, categorizing the proposals along with their subject domains and grouping the research proposals along their subject domains and then assigning the proposals to experts for review process are done manually or keyword similarities. [3] In manual progression, the authorities in grouping departments may not have sufficient ideas in all subject views which leads to misinterruptions in subject concepts [4].

And also in some cases, the research agencies follow some private software or program to do the selection process, that too not help while the proposals are huge in number [5]. On the other hand, the grouping is done according to similarities of keywords in subject domains but not in semantic manner which results in wrong set of grouping proposals.

To conquer the demerits of current research proposal selection system, Domain Ontology based K-means clustering algorithm is proposed to group the research proposals for each subject disciplines. Ontology is defined as a semantic technique of knowledge symbolization by using a set of concepts and properties for a specific domain. With the help of this ontology based clustering, the research proposals are grouped in well-defined manner as well as in semantic way.

Contribution of the Work

In this paper, a new approach is presented to select the research proposals without the interference of manual progress and to group the research proposals of each subject areas by using K-means clustering algorithm and overwhelm the manual progression in research proposal selection system. The main contributions of this research work are stated as follows:

Revised Manuscript Received on March 05, 2020. 
Iyswarya E., Research Scholar, School of Computer Science, Engineering and Applications, Kalamalai Campus, Bharathidasan University, Tiruchirappalli, India. Email id: eiyswarya@gmail.com
Balamurugan M., Professor and Head School of Computer Science, Engineering and Applications, Kalamalai Campus, Bharathidasan University, Tiruchirappalli, India. Email id: mbala@gmail.com
Vinoth Kumar N.J., Assistant Professor, Department of Electrical and Electronics Engineering, Government Polytechnic College, Nagercoil, India. Email: vinothkumarnj@gmail.com

Retrieval Number: E2807039520/2020/BEIESP
DOI: 10.35940/ijitee.E2807.039520

Published By: Blue Eyes Intelligence Engineering & Sciences Publication
• We present a new solution for keyword occurrences of research proposals in a single set of time by using a frequency distribution method.
• A novel approach is modeled to search a domains and sub-domains of a subjects with the help of domain ontology.
• An enhanced method is introduced to cluster the research proposals with a K-means clustering algorithm.
• A traditional process of K-means algorithm are surmounted by determining an optimal number of clusters.

Paper Organization:
Rest of a paper is organized as follows: Section II, presents a brief work that are related to cluster the research proposals, frequency distribution method and domain ontology framework. Section III, discuss the problem statement of this proposed research methodology. In section IV, presents a proposed approach for research proposals selection system. Section V, shows a proposed algorithm on research proposals and in section VI, the experimental results are evaluated. Finally, in section VII, the conclusion of this research work is presented.

II. RELATED WORK
Okko Rasanen, Shreyas Seshadri et. al [6] presents an Automatic Word Count Estimation (AWCE) to estimate a number of words spoken in an audio recording. But this method is used only for a words that are in an audio format. Xiuwon Chen et.al [7] proposed a co-word analysis based on keywords from the funded project. The relationship between the research topics are studied by cluster analysis and social network analysis. The keywords with the frequencies under 8 are removed from the list because only few researchers pay attention on them.

In general, there are no proper “methodology” for developing the ontology. It can be constructed based on the needs and purpose of an application and user i.e. it is mostly depending upon user of ontology. Domain Ontologies are constructed for Safety Risk identification to formalize the safety risk knowledge in metro construction [8], for historical documents [9], for university purpose [10].

Qijia Tian et.al [11] proposed a decision support system for a Research and Development (R&D) project selection. the object-orient method is used to design a decision support system, but the decision models are used only in structured documents. Henriksen A.D and Traynor A.J presented a scoring tool for R&D project evaluation and selection in which they rank the project alternatives by using tokenization, s characteristics of relevance, risk and return [12]. O. Liu et.al [13] established multilingual ontology framework for R&D system. M. Nagy and M. Vargas-Vera [14] presented multi-agent ontology mapping skeleton for a heterogeneous data integration on semantic web. Ontology matching has been progressed to assign proposals to experts by using two ontologies [15]. Hossein Shahsav and Baghdadi et al, 2011 developed an Automatic Topic Identification Algorithm to identify the topic for a textual document, by this method, they achieved 86% of matching for both total and partial matching among 200 random documents from the Wikipedia [16].

III. PROBLEM STATEMENT
A selection of research proposals is an important and difficult task for many research funding agencies. Mostly, in some organizations and agencies they follow a system named as traditional system to select the research proposals in which they face misinterruptions in terms of wrong grouping and time consuming. The proposed research methodology develops a novel approach for a research proposal selection system by developing a domain ontology for research proposals which performs as a background knowledge to search research proposal topics. In order to collect the keywords from a research proposal an algorithm is proposed as Research Proposal Selection Frequency Distribution Algorithm (RPSFDA).

Then these keywords are classified based on their subject discipinaries by using a Multinomial Logistic Regression. Once a research proposals are classified an unsupervised approach is performed to group the proposals for each subject discipline because it is not able to directly delineate a set of techniques and methods adopted for each subject domain or discipline and then it is assigned to expert reviewers for a review the proposals. Some subject discipline techniques like medical science are not used in other domains, are directly assigned to their appropriate reviewers so that all the received proposals are under the control of a system which does not leads to any neglecting process.

IV. PROPOSED APPROACH
The proposed research progress is amalgamated with five processing phases starts from the collection of a research proposals. They are Document preprocessing, frequency distribution, Domain Ontology framework, research proposal classification and clustering the proposals for each subject discipline. The figure 2. presents the workflow for a proposed research progress to develop a research proposal selection system. The implementation of a grouping progress is accomplished as:

• RPSFDA
• Domain Ontology framework
• SKL-MLR
• SKMDC

The data taken for the proposed work is in the form of research proposals from the year of 2013 to 2016 which consist of 1630 proposals with various subject discipinaries from Association for the Advancement of Artificial Intelligence (AAAI) repository. The research progress starts from preprocessing the research proposals by using tokenization, stopwords removal and stemming process [17]. The AAAI dataset applied for preprocessing and for normalization (stemming) is splitted into training and testing phase. In preprocessing phase, the total number of tokens gained are 6350 which are reduced into 5306 using stopwords removal. Porter stemmer algorithm is applied in the refined tokens to normalize into their root words which is very accessible for the further progress of a proposed research methodology. A frequency distribution is calculated from this stemmed words.
Fig 2. Workflow of Research Process

A. RPSFDA

The frequency distribution is defined as a number of occurrences of a word in a document. The frequency distribution is calculated for a stemmed token with Research Proposal Selection Frequency Distribution Algorithm (RPSFSA) [18]. It is proposed to count the topics of a research proposals and it also overcomes the existing system of keyword count based on feature set [19]. The consumption of time is more in existing system because a feature set has to be created for each domain then the research topics are attained based on this feature set. The RPSFDA acquired a list of keyword count for overall refined data in single set of time. Figure 3. displays a word frequencies for a sample set of 50 classes (subjects).

B. Domain Ontology Framework

The domain ontology is developed according to research areas that are presented as a background for searching basis. The ontology editor, Protégé [ 20] is used to develop this proposed ontology. The development of this ontology is more complex than a normal tree-like structure representation. The keywords gained from RPSFDA is taken to develop it which are narrow down it specific discipline areas called as programs. For example, the keyword as ‘machine learn nlp’ can be placed under the domain ‘Machine Learning’ and ‘Natural Language Processing’. There are some terms with different names in different proposals which characterize the same concept must also be identified. This leads to a complex relationship between the concepts in ontology comparing to a basic tree-like structure. [19]

Once funding the research proposals completed for each year, the domain ontology is updated according to a subject techniques and funding agencies policy.

C. SKL-MLR

The Scikit-Learn Multinomial Logistic Regression algorithm (SKL-MLR) is proposed to achieve a better classification and analysis in the research topics. The performance of this proposed algorithm is evaluated by precision, recall, confusion matrix, intercepts and coefficients. The accuracy achieved for this proposed classification algorithm is 0.97%.

D. SKMDC

Once the proposals are classified according to their subject areas. The clustering approach is performed on each subject areas. Each subject discipline has 1 to N number of clusters which are grouped according to their specific techniques and sub-domains. A Scikit-learn K-means Multiclass Document Clustering (SKMDC) algorithm is proposed to perform a clustering process which are presented in upcoming section.

V. PROPOSED ALGORITHM FOR GROUPING RESEARCH PROPOSALS

The novel Scikit-learn K-means Multiclass Document Clustering (SKMDC) algorithm is to cluster the research proposals by using a python tool with sklearn library. The Elbow Curve and Silhouette Score analysis is performed to determine an optimal number of clusters for k-means algorithm. The step-by-step procedure of this proposed algorithm is described as follows:

Algorithm: Novel SKMDC Algorithm

Input: Data, Numpy (np), Pandas (pd), PCA.
Output: Result (PCA variables, Elbow Curve, Silhouette Score, kmeans clustering report )
Step 1: Import linear algebra(numpy), data analysis (pandas), dimensionality reduction(PCA) and metrics to compute a score.
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Step 2: Read a preprocessed data by using a data analysis(pd).
Step 3: Encode a categorical data to numerical variables using a LabelEncoder.

Step 4: Perform Principal Component Analysis to simplify a dimension of data in order to identify a better cluster.

For N samples,

\[ \text{mean vector}(S) = (S_1 + S_2 + \cdots + S_N)/N \]
\[ S_{\text{mean}} = [S_1/\ldots/S_N] \]
\[ \text{cov}(x,y) = (S_x - S)(S_y - S) \quad //X,Y \text{ are document topic vectors} \]
\[ \lambda - C = 0 \]
\[ \lambda - Q + V = 0 \]
\[ S_B = S_{\text{mean}} + EV \]
\[ \text{PCA} = S_B + S_{\text{mean}} \]

Step 5: The above process is computed for an encoded data and stored a result as npca.

Step 6: The optimal number of clusters is obtained initially for a k-means algorithm.

Step 7: First, the Elbow Curve method is plotted as avg within cluster sum of square vs No. of clusters.

\[ wss = \sum_{i=1}^{k} \frac{1}{n_i} D_r \]

Where,
\[ k = \text{No. of clusters} \]
\[ n_r = \text{No. of points in r} \]
\[ D_r = \text{Sum of distance between all points in clusters} \]

Whereas,
\[ D_r = \sum_{i=1}^{n_r} \sum_{j=1}^{n_r} \|d_i - d_j\|^2 \]

Step 8: Then, the Silhouette Score analysis is calculated.

\[ \text{score} = \frac{(p - q)}{\max (p, q)} \]

Where,
\[ p = \text{mean distance to points in nearest cluster} \]
\[ q = \text{mean intra-cluster distance to all points} \]

Step 9: From the above two methods, the optimal number of clusters is determined.

Step 10: The Euclidean distance measure is used as a metric for the determination of optimal cluster and for kmeans clustering process.

Step 11: Fit the k-means

\[ k\text{means}(n, \text{clusters} = \text{optimal no. of clusters}), \text{fit (npca)} \]

Step 12: Plot the result

(kmeans, label, kmeans.cluster_center)

The proposed algorithm explains a categorical clustering of research proposals for a selection of funding agencies. In initial stage, the PYTHON tool imports a package for linear algebra, data analysis, dimensionality reduction and a metrics to explore a score analysis. The pandas package is used to read the input dataset file which contains a refined set of tokens. As, an input dataset consists of categorical data, for a best performance and to identify a better clusters the categorical data is encoded into numerical variables.

Then, the Principal Component Analysis (PCA) is performed for N samples of a input data with following steps: (i) Compute a mean vector(S) for N samples and then mean adjusted matrix (S_{mean}) is assembled. Once this standardization is done, all variables are transformed into same scale. The Covariance Matrix (\text{cov}(x,y)) is computed to identify the correlations, (i.e.,) how the variables of input data varies from the mean. The Covariance Matrix is a summaries of correlations between all pairs of variables.

Next, the Eigen Value (\lambda) and Eigen Vector (EV) of a Covariance Matrix(\text{cov}(x,y)) is performed to recognize a principal components. The principal components are new variables that are constructed as a linear combination of initial variables. Then, the basis vector (S_B) is executed to choose whether to keep all the components or to abandon the components that have a less importance and to build a matrix for a remaining ones. It keeps a EV as column which initiate a first step for a dimensionality reduction. Then, the final dimensionality reduction data (PCA) is obtained by multiplying a S_B and S_{mean}. Once a result is acquired the PCA result is stored as npca.

Next, to perform k means clustering algorithm an optimal number of clusters are determined initially. To do so, the Elbow Curve method and Silhouette Score analysis is performed. In Elbow Curve method, the optimal number of clusters obtained is 3. Though, both the process (i.e., Elbow Curve method and Silhouette Score ) are used to determine an optimal number of clusters, but in some cases, the Elbow in the arm shape curve is not displayed clearly. So, to provide more confident decision, the Silhouette Score analysis is performed and results achieved as a 3 which are same as the number of optimal cluster gained by Elbow Curve method. Then, the kmeans clustering process is performed using a Euclidean Distance as similarity measure for both optimal number and clustering process.

VI. EXPERIMENTAL RESULTS AND DISCUSSION

The proposed experiment evaluates the progress of clustering research proposals in algorithm based system for a funding agencies. The proposed Novel SKMDC algorithm makes research proposals to group according to their similarities in subject disciplines. Grouping or clustering the proposals after a classification progress became more advantage for agencies to allocate them to appropriate expertise to review the proposals. The determination of optimal number of clusters and clustering quality are evaluated as an important factor for a clustering process. The Elbow method and the cluster report are visualized. The Silhouette Score and PCA are also performed and analyzed.

A. Principal Component analysis

The PCA is a mathematical tool from applied linear algebra. It is one of the important backbone of a data analysis and it is assumed as a black box because it is highly efficient but poorly understood. In general, PCA are used to reduce a dimensionality of a dataset which consists of many variables that are correlated with each other.

The transformation of a variable in same scale of data to a new set is called as a Principal Components. The PCA is applied before a k-means clustering algorithm in order to improve the cluster results as it reduce a noise in data. In PCA, it represents all n data vectors as linear combination of eigenvectors which are done to minimize reconstruction error, in other hand, in k-means it represent all n data vectors as linear combination of a small number of cluster centroid vectors. This the main connection between this PCA and k-means clustering algorithm.
Figure 4, shows the PCA results for some sample components from the results obtained for overall refined dataset.

![PCA result](image)

**Fig 4. Principal Component Analysis Results**

B. **Optimal Number of Clusters**

In k-means clustering algorithm the right number of cluster should be specified initially and it is considered as demerit for this efficient algorithm. It is overwhelmed in this proposed work by determining the optimal number of clusters. In general, getting the optimal number of clusters is a significant in the analysis. If k is too high, then each datapoint acts as a cluster and if k is low, then the points are not clustered correctly. So, forming an optimal number of cluster leads to granularity in cluster process.

![Elbow Curve](image)

**Fig 5. Elbow Curve point**

The Elbow Curve is visible by plotting the k values which is like arm shape point. In some cases, the elbow point is not clearly visible so it is cross validated by silhouette score analysis. Figure 5, shows the elbow point for optimal number of clusters.

C. **Silhouette Score Analysis**

The performance of a clustering is attained by number of metrics. One of the main performance measure that are used to quantify the quality of clustering process is a Silhouette Score or Silhouette Coefficient. It refers a consistency and validation within a cluster of data. The value acquired by a Silhouette measure shows of how similar an object is to its cluster comparing to other clusters. The values ranges from $-1$ to $+1$. The Silhouette Score, $s(x)$, for a data point, x is defined as:

$$s(x) = \left\{ \begin{array}{ll}
1 - \frac{a(x)}{b(x)} & \text{if } a(x) < b(x) \\
0 & \text{if } a(x) = b(x) \\
\frac{b(x)}{a(x)} - 1 & \text{if } a(x) > b(x)
\end{array} \right.$$

The above equation makes a clear note on the Silhouette value range as $-1 \leq s(x) \leq 1$. The Silhouette Score indicates that high values are well matched to its own clusters and the clustering configuration is more appropriate, on the other hand, the low values are poorly matched to neighboring clusters and it may have too many or too less clusters.

**Table 1. Silhouette Score for a Cluster range (2, 5)**

| Number of Cluster | Silhouette Score Values |
|------------------|------------------------|
| 2                | 0.58953                |
| 3                | 0.59717                |
| 4                | 0.58272                |

The number of cluster for cluster range (2,5) are 2,3 and 4 whereas for the cluster range (2,10) are 2,3,4,5,6,7,8 and 9. The visual representations for both iterations are displayed in figure 6 and 7.

**Table 2. Silhouette Score for a Cluster range (2, 10)**

| Number of Cluster | Silhouette Score Values |
|------------------|------------------------|
| 2                | 0.58953                |
| 3                | 0.59717                |
| 4                | 0.58272                |
| 5                | 0.57855                |
| 6                | 0.55976                |
| 7                | 0.54725                |
| 8                | 0.54906                |
| 9                | 0.53767                |
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VII. CONCLUSION

The research proposals for each subject discipline according to their sub-domains and sub-topics are grouped with the proposed Scikit-learn Multiclass Document Clustering (SKMDC) algorithm. It clusters each subject domain from 1 to N number of clusters according to their individual subject domain’s techniques and methods. The proposed algorithm overcomes the randomly selection of cluster number in traditional k-means clustering algorithm by determining the optimal number of cluster. The Elbow Curve method is used to detect the right number of cluster. The optimal number of cluster for the proposed algorithm is, $k = 3$. Next, the quality of a cluster performance and to check the consistency of Elbow Curve results, the Silhouette Score analysis is performed and the results obtained in the two range of clusters as $(2,5)$ and $(2, 10)$. In this two iterations the optimal number of cluster is $k = 3$. So, it is proved that the optimal number of cluster obtained by both Elbow Curve method and Silhouette Score remains same. Then, the optimal number of cluster is used to fit in the proposed Scikit-learn Multiclass Document Clustering (SKMDC) algorithm. Once the research proposals are clustered it is assigned to the peer reviewers. On the other hand, some miscellaneous subject domain which cannot adopt by other subject areas are directly sent appropriate reviewers, so that all the proposals received are under the control of selection system. It is concluded that with the help of proposed SKMDC algorithm the research proposals are clustered in well-systematic way and the intervention of manual progress is also avoided.
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