HOW FAR IS AN EXTENSION OF p-ADIC FIELDS FROM HAVING A NORMAL INTEGRAL BASIS?
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ABSTRACT. Let \( L/K \) be a finite Galois extension of \( p \)-adic fields with group \( G \). It is well-known that \( \mathcal{O}_L \) contains a free \( \mathcal{O}_K[G] \)-submodule of finite index. We study the minimal index of such a free submodule, and determine it exactly in several cases, including for any cyclic extension of degree \( p \) of \( p \)-adic fields.

1. INTRODUCTION

Let \( L/K \) be a Galois extension of \( p \)-adic fields with Galois group \( G \), ramification index \( e_{L/K} \) and inertia degree \( f_{L/K} \), and let \( \mathcal{O}_K \) (respectively \( \mathcal{O}_L \)) denote the ring of integers of \( K \) (resp. \( L \)). For any \( p \)-adic field \( F \), let \( e_F \) and \( f_F \) be the absolute ramification index and inertia degree, \( \pi_F \) a uniformiser, and \( v_F \) the valuation, normalised by \( v_F(\pi_F) = 1 \). We will write \( K[G] \) for the \( K \)-algebra whose elements are formal linear combinations of elements of \( G \) with \( K \)-coefficients. We similarly define the group ring \( \mathcal{O}_K[G] \) and observe that \( L \) is in a natural way a \( K[G] \)-module (resp. \( \mathcal{O}_L \) is a \( \mathcal{O}_K[G] \)-module). The classical normal basis theorem shows that in this setting \( L \) is a free \( K[G] \)-module of rank 1. It is then natural to ask whether \( \mathcal{O}_L \) is also a free \( \mathcal{O}_K[G] \)-module of rank 1. The answer to this question is given by the following result.

Theorem 1.1 ([23], [12, Theorem 3 on p. 26]). Let \( L/K \) be a Galois extension of \( p \)-adic fields with Galois group \( G \). Then \( \mathcal{O}_L \) is free of rank 1 as an \( \mathcal{O}_K[G] \)-module if and only if the extension is tamely ramified.

More generally, one may ask whether \( \mathcal{O}_L \) is free over other subrings of \( K[G] \). It turns out that there is a natural candidate for a ring over which \( \mathcal{O}_L \) could be free, the so-called associated order.

Definition 1.2. The associated order (of \( \mathcal{O}_L \) in \( K[G] \)) is the ring

\[
\mathfrak{A}_{L/K} = \{ \lambda \in K[G] : \lambda \cdot x \in \mathcal{O}_L \ \forall x \in \mathcal{O}_L \}.
\]

It is well-known that the associated order is indeed an \( \mathcal{O}_K \)-order in \( K[G] \). Furthermore, if \( \mathcal{O}_L \) is free of rank 1 over an \( \mathcal{O}_K \)-order \( \Lambda \) in \( K[G] \), then necessarily \( \Lambda = \mathfrak{A}_{L/K} \) (see Proposition 3.2). In our setting, we have that \( \mathfrak{A}_{L/K} \) coincides with \( \mathcal{O}_K[G] \) precisely when \( L/K \) is at most tamely ramified.

In this paper, we investigate the situation when \( \mathcal{O}_L \) is not free over \( \mathcal{O}_K[G] \). More specifically, we measure the failure of freeness by studying the minimal index of a free \( \mathcal{O}_K[G] \)-module inside \( \mathcal{O}_L \), namely the quantity

\[
m(L/K) := \min_{\alpha \in \mathcal{O}_L} [\mathcal{O}_L : \mathcal{O}_K[G] \alpha],
\]
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where \([\mathcal{O}_L : \mathcal{O}_K[G][\alpha]]\) denotes the group index. This quantity is well defined since for every integral normal basis generator \(\alpha\) of the extension the index \([\mathcal{O}_L : \mathcal{O}_K[G][\alpha]]\) is finite. Clearly, by Theorem 1.1 we have \(m(L/K) = 1\) if and only if the extension is at most tamely ramified. Notice that, even though this is not clear from the definition, \(m(L/K)\) is in principle computable for any finite extension \(L/K\): this is the content of Theorem 3.1. In certain settings it may be more natural to consider indices of the form \([\mathcal{O}_L : \mathfrak{A}_{L/K}\alpha]\), but, as we will see, these differ from \([\mathcal{O}_L : \mathcal{O}_K[G][\alpha]]\) only by a constant factor independent of \(\alpha\) (cf. Proposition 3.3). On the other hand, the proportionality factor \([\mathfrak{A}_{L/K} : \mathcal{O}_K[G]]\) also carries interesting arithmetic content, so that \(m(L/K)\) might in fact capture more complete information than the indices \([\mathcal{O}_L : \mathfrak{A}_{L/K}\alpha]\).

It is not the first time that the quantity \(m(L/K)\) appears in the literature, in more or less explicit form. For example, in [17] Johnston computed an explicit free generator of the ring of integers over \(p\)-adic fields. Then \(m(L/K) = p^fL\).

In a closely related direction, K"ock [18] and Johnston [17] discuss whether a power of the maximal ideal \((\pi_L)\) can be \(\mathcal{O}_K[G]\)-free, thus giving some information on the possible indices \([\mathcal{O}_L : \mathcal{O}_K[G][\alpha]]\); see also Ullom [29]. Besides being useful for understanding the additive structure of \(\mathcal{O}_L\), free \(\mathcal{O}_K[G]\)-submodules \(M\) of the ring of integers also appear in the cohomological study of local class field theory. In fact, starting from such an \(M\), one can construct a cohomologically trivial submodule \(V\) of finite index in \(\mathcal{O}_L^\times\) (see for example [11] p. 8); the cohomology of \(\mathcal{O}_L^\times\) is then isomorphic to that of the finite quotient \(\mathcal{O}_L^\times/V\), so that information on \([\mathcal{O}_L : M]\) (hence on \([\mathcal{O}_L^\times : V]\)) translates into bounds for the cohomology groups \(H^1(G, \mathcal{O}_L^\times)\).

In this paper we provide both widely-applicable estimates for \(m(L/K)\) and exact formulas in several special cases. Our first result is the following general upper bound for \(m(L/K)\), that will be proved in Subsection 3.4. Notice that \(m(L/K)\) is by definition a power of \(p\), so bounding its absolute value is equivalent to bounding its \(p\)-adic valuation.

**Theorem 1.3** ([17] Proof of Theorem 1.2]). Let \(L/K\) be a wildly and weakly ramified Galois extension of \(p\)-adic fields. Then \(m(L/K) = p^fL\).

Theorem 1.3

We prove Theorem 1.5 in Section 4.
In Section 5 we consider an analogous quantity $m(E/F)$ for a number field extension $E/F$ and, in the case when $F = \mathbb{Q}$ and $E/\mathbb{Q}$ is abelian, we establish some relations between the $p$-adic valuation of the minimal index for $E/\mathbb{Q}$, and the $p$-adic valuation of the minimal index for their $p$-adic completions.

Section 6 is devoted to the special interesting case of cyclic extensions of degree $p$. We prove the following exact formula for $m(L/K)$, which holds without any assumption on $K$.

**Theorem 1.6.** Let $L/K$ be a ramified Galois extension of $p$-adic fields of degree $p$, with ramification jump $t$. Let $a \in \{0, \ldots, p-1\}$ be the residue class of $t$ modulo $p$ and set $v_i = \lfloor \frac{a+i}{p} \rfloor$. Then if $a \neq 0$ we have $v_p(m(L/K)) = f_L \left( \sum_{i=0}^{p-1} v_i + \min_{0 \leq i < p-1} (ie_K - (p-1)v_i) \right)$, while for $a = 0$ we have $v_p(m(L/K)) = \frac{1}{2}[L : \mathbb{Q}_p]$.

The method used to show Theorem 1.6 also allows us to give, in Section 7, a new proof of a result originally due to Ferton and Bertrandias [6, Théorème].

**Theorem 1.7.** Let $L/K$ be a totally ramified cyclic extension of degree $p$ of $p$-adic fields. Let $t$ be the unique ramification jump of the extension (in the lower numbering) and let $a \in \{0, \ldots, p-1\}$ be the residue class of $t$ modulo $p$. The following hold:

1. if $a = 0$ or $a \mid p - 1$, then $\mathcal{O}_L$ is free over $\mathfrak{A}_{L/K}$.
2. Suppose that the inequality $t < \frac{a}{p-1} - 1$ holds. If $\mathcal{O}_L$ is free over $\mathfrak{A}_{L/K}$, then $a \mid p - 1$.

**Remark 1.8.** The inequality $t < \frac{a}{p-1} - 1$ corresponds to the condition that $L/K$ is not almost maximally ramified, see Definition 2.6.

Finally, a natural related question is to understand which elements generate $\mathcal{O}_K[G]$-submodules of minimal index. We obtain some partial results on this problem by exhibiting an explicit minimal element for cyclic extensions of degree $p$ (Proposition 6.3 and Remark 6.21).

**Acknowledgements.** The authors are indebted to Henri Johnston for his many insightful comments, especially on Theorem 1.2, and to Nigel Byott for helpful discussions and for pointing out some relevant results in the literature. We are also grateful to Cornelius Greither for his comments on a preliminary version of the paper and for suggesting Remark 6.6.

2. Preliminaries

2.1. Preliminaries on discriminants. We will use the notation fixed in the Introduction, so $L/K$ is a Galois extension of $p$-adic fields with Galois group $G$. The normal basis theorem ensures that $L/K$ admits a normal basis, namely a $K$-basis of the form $\{\sigma(\alpha)\}_{\sigma \in G}$ for some $\alpha \in L$ (equivalently, we have $L = K[G][\alpha]$). In this case the element $\alpha$ is called a normal basis generator. Clearly, $\alpha$ can be chosen to lie in $\mathcal{O}_L$, and it is easy to see that $\alpha \in \mathcal{O}_L$ is a normal basis generator if and only if $\mathcal{O}_K[G][\alpha]$ is a full $\mathcal{O}_K$-lattice in $L$; this happens precisely when $[\mathcal{O}_L : \mathcal{O}_K[G][\alpha]]$ is finite. Therefore, in order to compute $m(L/K)$, it suffices to consider elements $\alpha \in \mathcal{O}_L$ that are normal basis generators.

Let $X \supseteq Y$ be $\mathcal{O}_K$-lattices of the same rank ($\mathcal{O}_K$ is a principal ideal domain, so the rank of an $\mathcal{O}_K$-lattice, which is free, is well defined). Choosing two bases for $X$ and $Y$, we easily see that the quotient $X/Y$ is of the form $\mathcal{O}_K/(\pi^\sum_i a_i)$. Hence in particular, finite, and we define the *module index* $[X : Y]_{\mathcal{O}_K}$ as the ideal of $\mathcal{O}_K$ generated by $\pi^\sum_i a_i$. The *subgroup index* is instead defined as $[X : Y] := |X/Y|$, and we have $[X : Y] = N([X : Y]_{\mathcal{O}_K})$.
where $N$ is the ideal norm. More generally, if $V$ is a finite-dimensional $K$ vector space and $X$ and $Y$ are full $\mathcal{O}_K$-lattices in $V$, then we set $[X : Y]|_{\mathcal{O}_K} = [X : X \cap Y]|_{\mathcal{O}_K}[X : X \cap Y]|_{\mathcal{O}_K^{-1}}$, and this is a fractional ideal of $\mathcal{O}_K$. Note that there exists an invertible $K$-linear transformation of $V$ such that $\varphi(X) = Y$, so that

(1) \[ [X : Y]|_{\mathcal{O}_K} = (\det \varphi)|_{\mathcal{O}_K} \]

(see [8] for details and [9] for an overview).

**Remark 2.1.** Let $L/K$ be an extension of number fields and let $X, Y$ be full $\mathcal{O}_K$-lattices in $L$. In this setting, the index $[X : Y]|_{\mathcal{O}_K}$ is defined to be the only ideal of $\mathcal{O}_K$ with the following property: for every maximal ideal $p$ of $\mathcal{O}_K$, the $p$-adic valuation of $[X : Y]|_{\mathcal{O}_K}$ is equal to that of $[X \otimes_{\mathcal{O}_K} \mathcal{O}_{K_p} : Y \otimes\mathcal{O}_K \mathcal{O}_{K_p}|_{\mathcal{O}_{K_p}}$, where $K_p$ is the completion of $K$ at $p$. Note that a formula analogous to (1) holds if $X$ and $Y$ are free over $\mathcal{O}_K$, which happens for instance whenever $K$ has class number 1.

Suppose now that $X$ is an $\mathcal{O}_K$-lattice and let $V := X \otimes_{\mathcal{O}_K} K$ be the corresponding finite-dimensional vector space. Let $B$ be a non-degenerate symmetric $K$-bilinear form on $V$.

**Definition 2.2.** We define the discriminant of $X$ by means of the module index:

\[ \text{disc}_B(X) := [X' : X]|_{\mathcal{O}_K}, \]

where $X'$ is the dual module of $X$ with respect to $B$, namely

\[ X' = \{ v \in V \mid B(v, X) \subseteq \mathcal{O}_K \}. \]

With these definitions, for $Y \subseteq X$ we have the following proposition, which is a special case of [8] Proposition 4 on p.12.

**Proposition 2.3.** Let $X, Y$ be $\mathcal{O}_K$-lattices such that $X \otimes_{\mathcal{O}_K} K = Y \otimes_{\mathcal{O}_K} K =: V$. Let $B$ be a non-degenerate symmetric bilinear form on $V$. Then

1. $\text{disc}_B(Y) = [X : Y]|_{\mathcal{O}_K^2} \text{disc}_B(X)$.
2. If $X$ is the free $\mathcal{O}_K$-module generated by $\{x_i\}_{i=1}^n$ then
   \[ \text{disc}_K(X) = \det\{B(x_i, x_j)\}. \]

2.2. Preliminaries on ramification groups. Let $L/K$ be a Galois extension of $p$-adic fields with Galois group $G$.

**Definition 2.4.** For $i \geq -1$ we let

\[ G_i = \{ g \in G : (g - 1)(\mathcal{O}_L) \subseteq (\pi_L)^{i+1} \} \]

be the $i$-th ramification group of $G$ in the lower numbering.

Clearly, $G_{i+1} \subseteq G_i$ for each $i \geq -1$ and we say that $t$ is a (lower) ramification jump for the extension $L/K$ if $G_t \neq G_{t+1}$. It is well-known that for a fixed Galois extension $L/K$ the group $G_i$ is trivial for $i$ large enough (see [27] Chapter 4 for details). The extension $L/K$ is called unramified (respectively tamely ramified, weakly ramified) when $G_0$ (respectively $G_1, G_2$) is trivial. The unique ramification jump of a ramified extension of degree $p$ has the following property.

**Proposition 2.5** ([27] Chapter IV, §2, Ex. 3 and [11] III.2, Prop. 2.3). Let $L/K$ be a cyclic ramified extension of degree $p$ and let $t$ be its ramification jump. Then:

1. the inequality $-1 \leq t \leq \frac{e_K}{p-1}$ holds;
2. if $p \mid t$, then $t = \frac{e_K}{p-1}$, the ground field $K$ contains the $p$-th roots of unity, and there exists a uniformiser $\pi_K$ of $K$ such that $L = K(\pi_K^{1/p})$. 
Define 2.6. Let $L/K$ be a ramified cyclic extension of degree $p$. The extension $L/K$ is called maximally ramified if its ramification jump assumes its maximum possible value, namely $t = \frac{e_Kp}{p-1}$, and is called almost maximally ramified if $t$ satisfies
\[
\frac{e_Kp}{p-1} - t \leq 1.
\]

More generally, a totally ramified cyclic extension $L/K$ of degree $dp^n$, with $(d, p) = 1$, is called almost maximally ramified if its first ramification jump $t_1$ satisfies
\[
\frac{e_Kdp}{p-1} - t_1 \leq 1.
\]

Remark 2.7. Jacobinski [16] defined an extension $L/K$ with Galois group $G$ to be almost maximally ramified if all idempotents $e_H = \frac{1}{|H|} \sum_{\sigma \in H} \sigma$ belong to the associated order $A_{L/K}$, when $H$ ranges over all subgroups of $G$ included between two consecutive ramification groups of the extension. Using basic facts on ramification explained in [27, Chapters 3 and 4], one can verify that $e_H \in A_{L/K}$ if and only if
\[
\sum_{i=0}^{\infty} (|G_i(L/L^H)| - 1) \geq e_Lv_p(|H|),
\]
where $L^H$ is the field fixed by $H$ and $G_i(L/L^H)$ the $i$-th ramification group of the extension $L/L^H$. One may then show that Jacobinski’s definition is equivalent to the inequalities in Definition 2.6. See [2, §1.2] or [4, Proposition 1] for further details.

3. General results

Let $L/K$ be a Galois extension of $p$-adic fields with group $G$. As observed in the Introduction, the quantity $m(L/K) = \min_{\alpha \in \mathcal{O}_L} [\mathcal{O}_L : \mathcal{O}_K[G] \alpha]$ is well defined as a minimum, and can be computed on the integers which are normal basis generators. In fact, these are precisely the cases for which $\mathcal{O}_K[G] \alpha$ is a full $\mathcal{O}_K$-submodule of $L$.

We are interested in bounding the value of $m(L/K)$ in terms of the standard invariants of the extensions $L/K$ and $L/\mathbb{Q}_p$. Before doing this, we will show in Theorem 3.1 that in principle the minimal index $m(L/K)$ can be effectively computed for any finite Galois extension $L/K$. In practice, direct computation of $m(L/K)$ with the algorithm we propose is limited to very simple extensions only. For this reason, an a priori bound on $m(L/K)$ (such as in Theorem 1.4) can be very useful both for the study of a single extension and for understanding the behaviour of $m(L/K)$ in families.

3.1. The minimal index $m(L/K)$ is effectively computable.

Theorem 3.1. Let $L/K$ be a finite Galois extension of $p$-adic fields with Galois group $G$. The quantity $m(L/K)$ may be determined through a finite, effective procedure.

Proof. We fix a basis $\alpha_1, \ldots, \alpha_n$ of $\mathcal{O}_L$ over $\mathcal{O}_K$ and use it to identify $L$ with $K^n$ and $\mathcal{O}_L$ with $\mathcal{O}_K^n$; for a vector $v = (c_1, \ldots, c_n) \in \mathcal{O}_K^n$, we let $\omega(v) \in \mathcal{O}_L$ be the element $\sum_{i=1}^n c_i \alpha_i$. Note that an integral basis may be computed effectively, for example using the Montes algorithm [13, 14].

Let $g_1 = 1d_1, \ldots, g_n$ be an enumeration of the elements of $G$. Every $g_i$ corresponds to a $K$-linear transformation of $K^n$, which can be represented by a matrix $M_i \in \text{Mat}_n(K)$. Notice that $M_k = \{ m(i) \}$ where $g_k(\alpha_j) = \sum_{i=1}^n m(i,j) \alpha_i$. Since the $\alpha_j$’s are a basis of $\mathcal{O}_L$ over $\mathcal{O}_K$ it follows that the entries of $M_k$ lie in $\mathcal{O}_K$.
Let \( \omega_1, \omega_2 \in \mathcal{O}_L \) and let \( v_1, v_2 \) be the vectors of the coordinates of \( \omega_1, \omega_2 \) in the basis \( \alpha_j \). Assume that \( \omega_1 \) generates a normal basis and let \( [\mathcal{O}_L : \mathcal{O}_K[G]\omega_1]_{\mathcal{O}_K} = \pi_R^i \mathcal{O}_K \). With the previous notation, for \( i = 1, 2 \), we have
\[
[\mathcal{O}_L : \mathcal{O}_K[G]\omega_i] = N \left( \det \begin{pmatrix} v_1 & M_2 v_1 & \cdots & M_n v_1 \end{pmatrix} \right).
\]

We claim that if \( v_2 \equiv v_1 \pmod{\pi_R^{i+1}} \) then
\[
[\mathcal{O}_L : \mathcal{O}_K[G]\omega_2]_{\mathcal{O}_K} = [\mathcal{O}_L : \mathcal{O}_K[G]\omega_1]_{\mathcal{O}_K}.
\]

Indeed from \( v_2 \equiv v_1 \pmod{\pi_R^{i+1}} \) we obtain \( M_k v_1 \equiv M_k v_2 \pmod{\pi_R^{i+1}} \) for every \( k \), so the claim follows from Equation (3).

We turn to the description of a possible algorithm to compute \( m(L/K) \). First we claim that one can effectively find a normal basis generator \( \omega_0 \) of \( L/K \). The usual proof of the normal basis theorem (see for example [19] Theorem VI.13.1) shows that there exists a non-zero (and effectively computable) polynomial \( p(x_1, \ldots, x_n) \in K[x_1, \ldots, x_n] \) such that all elements \( \omega = \sum_{i=1}^n c_i \alpha_i \) in \( L \) do not generate a normal basis for \( L/K \) satisfy \( p(c_1, \ldots, c_n) = 0 \). Hence it suffices to find a point where \( p(x_1, \ldots, x_n) \) does not vanish, and it is enough to try sufficiently many values of \( x_1, \ldots, x_n \) to find some \( v_0 := (c_1, \ldots, c_n) \in \mathcal{O}_K^n \) for which \( p(c_1, \ldots, c_n) \neq 0 \). The element \( \omega_0 := \omega(v_0) \in \mathcal{O}_L \) is then a normal basis generator for \( L/K \). Next we compute the positive integer \( R_0 \) defined by the equality
\[
[\mathcal{O}_L : \mathcal{O}_K[G]\omega_0] = \pi_{R_0}^0 \mathcal{O}_K\mathcal{O}_K.
\]

This can also be done effectively: indeed, it suffices to compute the determinant
\[
\det \begin{pmatrix} v_0 & M_2 v_0 & \cdots & M_n v_0 \end{pmatrix}
\]

to sufficient \( \pi_K \)-adic precision to ensure that one can determine its \( \pi_K \)-adic valuation.

Fix representatives \( v_1, \ldots, v_s \) of the (finitely many) residue classes in \( \mathcal{O}_K/(\pi_{R_0}^{i+1} \mathcal{O}_K)^n \), and for every \( i = 1, \ldots, s \) let \( \omega_i = \omega(v_i) \). Write \( [\mathcal{O}_L : \mathcal{O}_K[G]\omega_i] = \pi_{R_i}^i \mathcal{O}_K \). By the same argument as above, each of the finitely many \( R_i \) is effectively computable, and there is no loss of generality in assuming that there is an index \( i_0 \) for which \( \omega_{i_0} = \omega_0 \). We claim that \( m(L/K) \) is equal to the norm of the ideal \( \pi_{R_{i_0}}^{\min R_i} \). To prove this, let
\[
r_i = \min_{v \equiv v_i \pmod{\pi_{R_0}^{i+1}}} v_K \left[ [\mathcal{O}_L : \mathcal{O}_K[G]\omega(v)]_{\mathcal{O}_K} \right],
\]

where the minimum is taken over all vectors \( v \in \mathcal{O}_K^n \) all of whose coordinates are congruent to the respective coordinates of \( v_i \) modulo \( \pi_{R_0}^{i+1} \). We now show that either \( r_i = R_i \) or \( r_i \geq R_0 \). Indeed, it is clear by definition that \( r_i \leq R_i \). So \( r_i = R_i \) or \( r_i < R_i \), and in this last case we can show that \( r_i \geq R_0 \). In fact, if we had \( r_i < R_0 \) the index would be constant on the coset \( v_i + \pi_{R_0}^{i+1} \), and this is not the case since we are assuming \( r_i < R_i \). This proves that for all \( i \) we have
\[
\min \{ r_i, R_0 \} = \min \{ R_i, R_0 \};
\]

note in particular that for the index \( i_0 \) such that \( \omega_i = \omega_0 \) we have \( r_{i_0} = R_{i_0} = R_0 \). Taking the minimum over all \( i \) now yields
\[
\min_{\omega \in \mathcal{O}_L} v_K \left[ [\mathcal{O}_L : \mathcal{O}_K[G]\omega]_{\mathcal{O}_K} \right] = \min_i r_i = \min \{ r_i, r_{i_0} \} \leq \min \{ R_i, R_0 \} = \min R_i,
\]

hence \( m(L/K) = N \left( \pi_{R_{i_0}}^{\min R_i} \right) \). Since the finitely many quantities \( R_i \) are effectively computable, so is \( m(L/K) \), as claimed. \( \square \)
3.2. The associated order. We briefly review the notion of associated order in the general setting of Dedekind domains that we will need later. We also show that the quantity \( m(L/K) \) may be expressed in a natural way in terms of the associated order. The following result is well known.

**Proposition 3.2.** Let \( R \) be a Dedekind domain with field of fractions \( K \), and let \( A \) be a finite-dimensional \( K \)-algebra. Let \( N \) be an \( R \)-lattice such that \( KN := K \otimes_R N \cong A \) as \( A \)-modules. Finally, suppose that \( \Lambda \) is an \( R \)-order in \( A \) such that \( N \) is a free \( \Lambda \)-module. Then \( \Lambda \) is equal to the associated order of \( N \) in \( A \):

\[
\Lambda = \mathfrak{A}(A, N) := \{ \lambda \in A \mid \lambda N \subseteq N \}.
\]

**Proof.** By assumption there exists \( \alpha \in N \) such that \( N = \Lambda \alpha \) is a free \( \Lambda \)-module. Then \( \alpha \) is also such that \( KN = A\alpha \) is free over \( A \). The inclusion \( \Lambda \subseteq \mathfrak{A}(A, N) \) is clear. Conversely, let \( a \in \mathfrak{A}(A, N) \); then \( a\alpha \in N = \Lambda \alpha \), so there exists \( \lambda \in \Lambda \) such that \( a\alpha = \lambda \alpha \) in \( A \). Since \( KN \) is freely generated by \( \alpha \), this means that \( a = \lambda \in \Lambda \). \( \square \)

**Proposition 3.3.** Let \( L/K \) be a Galois extension of \( p \)-adic fields with Galois group \( G \). Then

\[
m(L/K) = [\mathfrak{A}_{L/K} : \mathcal{O}_K[G]] \cdot \min_{\alpha \in \mathcal{O}_L} [\mathcal{O}_L : \mathfrak{A}_{L/K}\alpha].
\]

In particular, \( \mathcal{O}_L \) is free over \( \mathfrak{A}_{L/K} \) if and only if \( m(L/K) = [\mathfrak{A}_{L/K} : \mathcal{O}_K[G]] \). In this case, given an element \( \beta \) that realises the minimal index \( m(L/K) \), the elements realising \( m(L/K) \) are precisely those of the form \( \lambda \beta \) for \( \lambda \in \mathfrak{A}_{L/K}^* \). Equivalently, an element \( \beta \in \mathcal{O}_L \) realises the minimum if and only if it generates \( \mathcal{O}_L \) over \( \mathfrak{A}_{L/K} \).

**Proof.** Let \( \beta \in \mathcal{O}_L \) be an element such that

\[
m(L/K) = [\mathcal{O}_L : \mathcal{O}_K[G]\beta].
\]

By the definition of the associated order, we have that \( \mathfrak{A}_{L/K}\beta \subseteq \mathcal{O}_L \), so

\[
m(L/K) = [\mathcal{O}_L : \mathfrak{A}_{L/K}\beta] \cdot [\mathfrak{A}_{L/K}\beta : \mathcal{O}_K[G]\beta].
\]

Since \( \beta \) generates a normal basis for \( L/K \), we have that the \( K \)-linear map \( \varphi_\beta : K[G] \to K[G]\beta \) defined by \( x \mapsto x\beta \) is nonsingular, so \( [\mathfrak{A}_{L/K}\beta : \mathcal{O}_K[G]\beta] = [\mathfrak{A}_{L/K} : \mathcal{O}_K[G]] \). The result follows. \( \square \)

**Remark 3.4.** Proposition 3.3 shows that every index \([\mathcal{O}_L : \mathcal{O}_K[G]\alpha]\) differs from the corresponding index \([\mathcal{O}_L : \mathfrak{A}_{L/K}\alpha]\) by a constant independent of \( \alpha \). Combined with Proposition 3.2 this suggests that it may be more natural to study separately the two quantities \([\mathfrak{A}_{L/K} : \mathcal{O}_K[G]]\) and \( \min_{\alpha \in \mathcal{O}_L} [\mathcal{O}_L : \mathfrak{A}_{L/K}\alpha] \). Therefore our results can be also read as bounds on the minimum of \([\mathcal{O}_L : \mathfrak{A}_{L/K}\alpha]\).

3.3. **Index of \( \mathcal{O}_K[G] \) in a maximal order.** In the spirit of Remark 3.4 we now give a simple upper bound on \([\mathfrak{A}_{L/K} : \mathcal{O}_K[G]]\) by estimating the index of \( \mathcal{O}_K[G] \) in a maximal \( \mathcal{O}_K \)-order \( \mathfrak{M} \) in which it is contained.

We consider on \( K[G] \) the bilinear form \((x, y) \mapsto \text{tr}(xy)\), where we denote by \( \text{tr}(z) \) the trace of multiplication by \( z \) on the \( K \)-vector space \( K[G] \); it is nondegenerate since \( K \) has characteristic 0, so it allows us to compute discriminants of lattices in the sense of Definition 2.2. Let \( \underline{\mathfrak{m}} = [\mathfrak{M} : \mathcal{O}_K[G]]_{| \mathcal{O}_K} \). By Proposition 2.3 we have an equality of ideals

\[
m^2 \cdot \text{disc} \mathfrak{M} = \text{disc} \mathcal{O}_K[G],
\]

and writing \( \underline{\mathfrak{m}} = \pi_A^\mathfrak{K} \mathcal{O}_K \) we obtain

\[
[\mathfrak{M} : \mathcal{O}_K[G]] = N(\underline{\mathfrak{m}}) = p^f \pi_A^\mathfrak{K}.
\]
We now show that $\text{disc} \mathcal{O}_K[G] = |G|^G \mathcal{O}_K$. We claim that the trace of an element $g \in G \subset \mathcal{O}_K[G]$ is 0 if $g \neq \text{Id}$ and is $|G|$ for $g = \text{Id}$. To see this, notice that an $\mathcal{O}_K$-basis of $\mathcal{O}_K[G]$ is given by \{ $g \in G$ \}, and in this basis the left multiplication action by $g$ is represented by a permutation matrix, whose trace equals the number of fixed points of the map $h \mapsto gh$. The group axioms imply that either $h \mapsto gh$ has no fixed points ($g \neq \text{Id}$), or every element of $G$ is fixed ($g = \text{Id}$). This proves the claim. In particular, the Gram matrix of the bilinear form $(x, y) \mapsto \text{tr}(x, y)$ in this basis is

$$ (\text{tr}(gh))_{g,h \in G} = |G| (\delta_{gh, \text{Id}})_{g,h \in G}, $$

whose determinant is clearly $\pm |G|^G$, because $(\delta_{gh, \text{Id}})_{g,h \in G}$ is a permutation matrix. From Equation (4) we obtain

$$ m^2 = \frac{|G|^G \mathcal{O}_K}{\text{disc} \mathcal{M}} \cdot |G|^G \mathcal{O}_K, $$

so (writing again $m = \pi_A \mathcal{O}_K$) we have $A \leq \frac{1}{2} |G| e_K v_p(|G|)$. Via Equation (5), this implies

$$ v_p \left( \# \frac{\mathcal{M}}{\mathcal{O}_K[G]} \right) \leq \frac{1}{2} |K : \mathbb{Q}_p| \cdot |G| \cdot v_p(|G|). $$

We summarise these results in the following Proposition.

**Proposition 3.5.** Let $\mathcal{M}$ be a maximal order of $K[G]$. We have $[\mathcal{M} : \mathcal{O}_K[G]] \mathcal{O}_K = \pi_A \mathcal{O}_K$ with $A = \frac{1}{2} |G| e_K v_p(|G|) - v_K(\text{disc} \mathcal{M}) \leq \frac{1}{2} |G| e_K v_p(|G|)$.

### 3.4. Proof of Theorem 1.4

In this section we prove a bound on $m(L/K)$ which holds in complete generality. Let $\mathfrak{B}$ be an $\mathcal{O}_K$-order in $K[G]$ containing $\mathcal{O}_K[G]$. We define $\mathfrak{B} \mathcal{O}_L$ to be the $\mathfrak{B}$-lattice generated by $\mathcal{O}_L$, that is,

$$ \mathfrak{B} \mathcal{O}_L = \left\{ \sum_i b_i x_i : b_i \in \mathfrak{B}, x_i \in \mathcal{O}_L \right\} \subset L, $$

and suppose that $\mathfrak{B} \mathcal{O}_L$ is a free $\mathfrak{B}$-module of rank 1. We note that every maximal order $\mathfrak{B}$ has this property. Indeed, let $\mathfrak{B}$ be a maximal order of the separable $K$-algebra $K[G]$; by the normal basis theorem $K \mathfrak{B} \mathcal{O}_L = L$ is isomorphic to $K \mathfrak{B} = K[G]$ as a left $K[G]$-module, so $\mathfrak{B} \mathcal{O}_L$ is isomorphic to $\mathfrak{B}$ as a left $\mathfrak{B}$-module by [24, Theorem 18.10].

**Lemma 3.6.** The set $\mathfrak{B} \mathcal{O}_L$ is a fractional ideal in $L$.

**Proof.** Indeed, given $\sum_{g \in G} k_g g$ in $\mathfrak{B}$ (where $k_g \in K$ and $x, y \in \mathcal{O}_L$ we have

$$ \left( \sum_{g \in G} k_g g x \right) y = \sum_{g \in G} k_g (x g^{-1}(y)) \in \mathfrak{B} \mathcal{O}_L. $$

$\square$

In the light of this lemma we can write $\mathfrak{B} \mathcal{O}_L$ as $\pi^{-a} \mathcal{O}_L$ for a certain integer $a \geq 0$. Let now $x$ be a generator of $\mathfrak{B} \mathcal{O}_L$ over $\mathfrak{B}$ (in particular, $x$ is a normal basis generator for $L/K$), and let $0 \neq r \in \mathcal{O}_K$ be such that $rx \in \mathcal{O}_L$. Then we have:

$$ [\mathfrak{B} \mathcal{O}_L : \mathcal{O}_L] [\mathcal{O}_L : \mathcal{O}_K[G]rx] = [\mathfrak{B} \mathcal{O}_L : \mathcal{O}_K[G]rx] = [\mathfrak{B} : \mathcal{O}_K[G]x][\mathcal{O}_K[G]x : \mathcal{O}_K[G]rx], $$
and since $x$ is a normal basis generator this quantity is equal to

$$[\mathfrak{B} : \mathcal{O}_K[G]] \cdot |\mathcal{O}_K[G] : \mathcal{O}_K[G] r] = [\mathfrak{B} : \mathcal{O}_K[G]] \cdot |\mathcal{O}_K/r \mathcal{O}_K[G] r|
= [\mathfrak{B} : \mathcal{O}_K[G]] \cdot p^{f_K[G]v_K(r)},$$

where we have used that $\mathcal{O}_K[G]$ is a free $\mathcal{O}_K$-module of rank $|G|$. Hence we have

$$m(L/K) \leq [\mathfrak{B} : \mathcal{O}_K[G]] \cdot \frac{p^{f_K[G]v_K(r)}}{[\mathfrak{B} \mathcal{O}_L : \mathcal{O}_L]},$$

and we may replace $[\mathfrak{B} \mathcal{O}_L : \mathcal{O}_L]$ by $[\pi_L^{-a} \mathcal{O}_L : \mathcal{O}_L] = p^af_L$. Given that $\mathfrak{B} \mathcal{O}_L$ is the fractional ideal $(\pi_L^{-a})$, it is clear that $\pi_K^b x$ is in $\mathcal{O}_L$ provided that $v_L(\pi_K^b) \geq a$, that is, $b \geq \frac{a}{e_{L/K}}$. Plugging in $r = \pi_K^b$ (with $b = \lfloor \frac{a}{e_{L/K}} \rfloor$) in the formula above, and noticing that $b \leq \frac{a + e_{L/K} - 1}{e_{L/K}}$, we obtain

$$m(L/K) \leq [\mathfrak{B} : \mathcal{O}_K[G]] \cdot \frac{p^{f_K[G]v_K(b)}}{p^{aL}}$$
$$\leq [\mathfrak{B} : \mathcal{O}_K[G]] \cdot p^{f_K f_L(e_{L/K} - a + e_{L/K} - 1)}$$
$$= [\mathfrak{B} : \mathcal{O}_K[G]] \cdot p^{f_L(e_{L/K} - 1)}.$$

Using Equation (6) we then obtain

$$v_p(m(L/K)) \leq f_L(e_{L/K} - 1) + \frac{1}{2}[K : \mathbb{Q}_p] : |G| \cdot v_p(|G|)$$
$$= f_L(e_{L/K} - 1) + \frac{1}{2}[L : \mathbb{Q}_p]v_p([L : K]).$$

This proves Theorem 1.4 and it is clear that one can get a very simple (albeit rough) estimate by replacing $f_L(e_{L/K} - 1)$ with $[L : \mathbb{Q}_p]$, thus obtaining

$$(7) \quad v_p(m(L/K)) < [L : \mathbb{Q}_p](1 + \frac{1}{2}v_p([L : K])).$$

**Remark 3.7.** Comparison with cases in which we can compute $m(L/K)$ exactly suggests that the bound of Theorem 1.4 is sharper when $L/K$ is highly ramified. In fact, in some maximally ramified cases our bound is almost optimal: take for example $K = \mathbb{Q}_p(\zeta_{p^r})$ and $L = K(\sqrt[r]{\pi_K})$. One may show that $v_p(m(L/K)) = \frac{r}{2}[L : \mathbb{Q}_p]$ (see Remark 6.4), while our result – in the form of Equation (7) – gives the upper bound $(\frac{r}{2} + 1)[L : \mathbb{Q}_p]$, which is essentially sharp for large $r$. Theorem 1.4 might thus be useful in situations where a complicated ramification structure prevents the use of other tools.

3.5. **Reduction to the totally ramified case.** Let $L/K$ be a Galois extension of $p$-adic fields, $L^{nr}$ be its maximal unramified subextension, and $G_0$ be the inertia subgroup of $G = \text{Gal}(L/K)$. In this section we show that $[\mathfrak{A}_{L/K} : \mathcal{O}_K[G]]$ is bounded above by the analogous quantity for the extension $L/L^{nr}$, and discuss some cases in which the equality $m(L/K) = m(L/L^{nr})$ holds. To compare $\mathfrak{A}_{L/K}$ and $\mathfrak{A}_{L/L^{nr}}$ we start with a result of Jacobinski (see the beginning of §2.1 in [2]), according to which we have

$$\mathfrak{A}_{L/K} = \bigoplus_{s \in G/G_0} (\mathfrak{A}_{L/L^{nr}} \cap K[G_0]) s,$$
where $G/G_0$ denotes a fixed system of left coset representatives. Then
\[
\mathfrak{A}_{L/K} : \mathcal{O}_K[G] = \bigoplus_{s \in G/G_0} (\mathfrak{A}_{L/L^{nr}} \cap K[G_0]) s : \bigoplus_{s \in G/G_0} \mathcal{O}_K[G_0] s
\]
\[
= [\mathfrak{A}_{L/L^{nr}} \cap K[G_0] : \mathcal{O}_K[G_0]]^{G : G_0}
\]
\[
= [\mathcal{O}_{L^{nr}} \otimes_{\mathcal{O}_K} (\mathfrak{A}_{L/L^{nr}} \cap K[G_0]) : \mathcal{O}_{L^{nr}}[G_0]]
\]
(we are using that $\mathcal{O}_{L^{nr}}$ is free over $\mathcal{O}_K$ of rank $[G : G_0]$). As noted for instance by Bergé in [2], we always have an injection
\[
\mathcal{O}_{L^{nr}} \otimes_{\mathcal{O}_K} (\mathfrak{A}_{L/L^{nr}} \cap K[G_0]) \hookrightarrow \mathfrak{A}_{L/L^{nr}}.
\]
We have thus obtained the following.

**Proposition 3.8.** In the above notation,
\[
[\mathfrak{A}_{L/K} : \mathcal{O}_K[G]] \leq [\mathfrak{A}_{L/L^{nr}} : \mathcal{O}_{L^{nr}}[G_0]],
\]
with equality if and only if (8) is a surjection.

However, the injection (8) is not always a surjection. In the same article, Bergé computed the image of (8) when $G_1$ is cyclic, see [2] Remarque after Lemme 5. She also gave an elegant description of the image of (8) in the general case that we now recall.

**Proposition 3.9 (3 Proposition 4).** The following equality holds:
\[
\mathcal{O}_{L^{nr}} \otimes_{\mathcal{O}_K} (\mathfrak{A}_{L/L^{nr}} \cap K[G_0]) = \bigcap_{g \in G} g \mathfrak{A}_{L/L^{nr}} g^{-1}.
\]
In particular, if $G$ is abelian then (8) is a surjection.

Note that $\bigcap_{g \in G} g \mathfrak{A}_{L/L^{nr}} g^{-1}$ is an $\mathcal{O}_{L^{nr}}$-order in $L^{nr}[G_0]$ contained in $\mathfrak{A}_{L/L^{nr}}$, hence $\mathcal{O}_L$ has the structure of a module over it. It is natural to ask whether there is a relation between freeness of $\mathcal{O}_L$ over $\mathfrak{A}_{L/K}$ and over $\bigcap_{g \in G} g \mathfrak{A}_{L/L^{nr}} g^{-1}$ (which would imply $\bigcap_{g \in G} g \mathfrak{A}_{L/L^{nr}} g^{-1} = \mathfrak{A}_{L/L^{nr}}$ by Proposition 3.2). In full generality we only know the following.

**Theorem 3.10 ([3 Théorème]).** Keeping the above notation, $\mathcal{O}_L$ is projective over $\mathfrak{A}_{L/K}$ if and only if it is projective over $\bigcap_{g \in G} g \mathfrak{A}_{L/L^{nr}} g^{-1}$.

Fortunately there are situations in which knowing that $\mathcal{O}_L$ is projective is sufficient to conclude that it is free, for example when the relevant orders are commutative. More precisely, the next proposition shows that in several cases the minimal index $m(L/K)$ is controlled purely by the totally ramified extension $L/L^{nr}$.

**Proposition 3.11.** Assume that $G_0$ is abelian and that $\mathcal{O}_L$ is free over $\mathfrak{A}_{L/K}$. Then $\mathcal{O}_L$ is free over $\mathfrak{A}_{L/L^{nr}}$ and
\[
m(L/K) = m(L/L^{nr}) = [\mathfrak{A}_{L/K} : \mathcal{O}_K[G]] = [\mathfrak{A}_{L/L^{nr}} : \mathcal{O}_{L^{nr}}[G_0]].
\]
Conversely, if $G$ is abelian and $\mathcal{O}_L$ is free over $\mathfrak{A}_{L/L^{nr}}$, then $\mathcal{O}_L$ is free over $\mathfrak{A}_{L/K}$ and as before
\[
m(L/K) = m(L/L^{nr}) = [\mathfrak{A}_{L/K} : \mathcal{O}_K[G]] = [\mathfrak{A}_{L/L^{nr}} : \mathcal{O}_{L^{nr}}[G_0]].
\]
**Proof.** For the forward implication, assume that the $\mathfrak{A}_{L/K}$-module $\mathcal{O}_L$ is free, hence also projective. By Theorem 3.10 we have that $\mathcal{O}_L$ is projective over $\bigcap_{g \in G} g \mathfrak{A}_{L/L^{nr}} g^{-1}$. The latter is a commutative order since $G_0$ is abelian, so it is “clean”, that is, every projective $\bigcap_{g \in G} g \mathfrak{A}_{L/L^{nr}} g^{-1}$-lattice that
spans the algebra $L^{nr}[G_0]$ is free (see [15] or [26 IX Corollary 1.5]). It follows that $\mathcal{O}_L$ is free over $\bigcap_{g \in G} g\mathfrak{A}_{L/L^{nr}} g^{-1}$, so the latter is the associated order of $\mathcal{O}_L$ in $L^{nr}[G_0]$, that is,

$$\bigcap_{g \in G} g\mathfrak{A}_{L/L^{nr}} g^{-1} = \mathfrak{A}_{L/L^{nr}}$$

and $\mathcal{O}_L$ is free over $\mathfrak{A}_{L/L^{nr}}$. By Proposition 3.9 we have that (8) is a bijection. Therefore, by Proposition 3.8 and Proposition 3.3 we have

$$m(L/K) = [\mathfrak{A}_{L/K} : \mathcal{O}_K[G]] = [\mathfrak{A}_{L/L^{nr}} : \mathcal{O}_L^{nr}[G_0]] = m(L/L^{nr})$$

As for the converse, assume that $\mathcal{O}_L$ is free over $\mathfrak{A}_{L/L^{nr}}$, which coincides with the intersection $\bigcap_{g \in G} g\mathfrak{A}_{L/L^{nr}} g^{-1}$ since $G$ is abelian. It follows from Theorem 3.10 that $\mathcal{O}_L$ is projective over $\mathfrak{A}_{L/K}$, which is commutative, hence clean. We obtain that $\mathcal{O}_L$ is free over $\mathfrak{A}_{L/K}$, and the remaining equalities are proved as above. □

4. THE CASE WHEN THE ASSOCIATED ORDER IS MAXIMAL

When $\mathfrak{A}_{L/K}$ is a maximal order in $K[G]$ the problem of studying $m(L/K)$ simplifies considerably. In this section we study this situation and prove Theorem 1.5. We start with the following simple lemma.

**Lemma 4.1.** Let $L/K$ be a Galois extension of $p$-adic fields with Galois group $G$. Suppose that $\mathfrak{A}_{L/K}$ is a maximal $\mathcal{O}_K$-order in $K[G]$. Then $\mathcal{O}_L$ is free over $\mathfrak{A}_{L/K}$ and $m(L/K) = [\mathfrak{A}_{L/K} : \mathcal{O}_K[G]]$.

**Proof.** The first assertion follows from [24 Theorem (18.10)], the second from Proposition 3.3. □

Under the assumption of Lemma 4.1 the discussion in [3.3] shows that the minimal index $m(L/K)$ is determined by the discriminant of a maximal order in $K[G]$. We now describe some interesting instances of this situation.

If $G$ is abelian, the Wedderburn decomposition of $K[G]$ is given by a product of cyclotomic extensions of $K$,

$$K[G] \cong \prod_{\gamma \in \Phi} K(\gamma),$$

where $\Phi$ is the set of orbits of the characters of $G$ under the action of the absolute Galois group of $K$ and $K(\gamma)$ is the extension of $K$ generated by the image of any character in the orbit $\gamma$. In this case the unique maximal order is

$$\mathfrak{M} \cong \prod_{\gamma \in \Phi} \mathcal{O}_{K(\gamma)},$$

and using Proposition 2.3 one gets

$$\text{disc } \mathfrak{M} = \prod_{\gamma \in \Phi} \text{disc}(K(\gamma)/K).$$

Hence, by Proposition 3.5 when $G$ is abelian we have

$$(10) \quad v_p[\mathfrak{M} : \mathcal{O}_K[G]] = \frac{f_K}{2} \left( e_K|G|v_p(|G|) - \sum_{\gamma \in \Phi} v_K(\text{disc}(K(\gamma)/K)) \right).$$

If in addition $\mathfrak{A}_{L/K} = \mathfrak{M}$, this is also the value of $m(L/K)$. As a consequence, we can deal with the case of absolutely abelian extensions of $\mathbb{Q}_p$ when $p$ is odd.
Proof of Theorem 1.5. In this case $L$ is absolutely abelian, and the main result of [21] shows that $\mathcal{O}_L$ is free over $\mathfrak{A}_{L/K}$. This, together with Proposition 3.11 implies $m(L/K) = m(L/L^{nr})$. Thus we can suppose that $L/K$ is totally ramified. By the local version of the Kronecker-Weber Theorem, when the extension is totally ramified we know that $L \subseteq K(\zeta_{p^n})$ for some $n$. Hence $G = \text{Gal}(L/K)$ is a quotient of $\text{Gal}(\mathbb{Q}(\zeta_{p^n})/\mathbb{Q})$, which is cyclic since $p$ is odd. So $G$ is also cyclic, and the Wedderburn decomposition of $K[G]$ is

$$K[G] \cong \prod_{d | [L : K]} K(\zeta_d)^{\varphi(d)[K(\zeta_d):K]}.$$  

By [21, Theorem 1] the associated order $\mathfrak{A}_{L/K}$ is the maximal order in $K[G]$. By Lemma 4.1 and Equation (10), we get

$$v_p(m(L/K)) = v_p(m(L/L^{nr})) = \frac{f_L}{2} \left( |G_0| e_K v_p(|G_0|) - \sum_{d | [L : K]} \frac{\varphi(d)}{[L^{nr}(\zeta_d) : L^{nr}]} v_{L^{nr}}(\text{disc}(L^{nr}(\zeta_d)/L^{nr})) \right),$$

as required. \qed

Remark 4.2. The formula in the previous theorem needs to be modified for $p = 2$ and $L/K$ ramified. The main difference is that the associated order is not necessarily maximal in this case (see [21]). In addition, since the Galois group $G$ may not be cyclic in this case, for the maximal order we get:

$$v_2[\mathfrak{M} : \mathcal{O}_K[G]] = \frac{f_L}{2} \left( |G_0| v_2(|G_0|) e_K - \sum_{d | [L : K]} a(d) \frac{\varphi(d)}{[L^{nr}(\zeta_d) : L^{nr}]} v_{L^{nr}}(\text{disc}(L^{nr}(\zeta_d)/L^{nr})) \right),$$

where $a(d)$ is the number of element of order $d$ in $G$. When $\mathfrak{A}_{L/K}$ is maximal, this is also the value of $m(L/K)$, but $m(L/K)$ may be much smaller in general. A general formula may also be established in the case $p = 2$ by following the description of $\mathfrak{A}_{L/K}$ given in [21], but we content ourselves with describing a case in which the result of Theorem 1.5 does not hold for $p = 2$.

Let $m \geq 2$, $L = \mathbb{Q}_2(\zeta_{2^m})$ and $K = \mathbb{Q}_2(\zeta_{2^m} + \tilde{\zeta}_{2^m})$. Let $\sigma$ be a generator of the Galois group $G$ of $L/K$, which is cyclic of order $2$. We have $K[G] \cong K \oplus K$, and so $\mathfrak{M} \cong \mathcal{O}_K \oplus \mathcal{O}_K$. Via the same isomorphism, which can be taken to be the Chinese Remainder Theorem map $\alpha + \beta \sigma \rightarrow (\alpha + \beta, \alpha - \beta)$, one can check that

$$\mathcal{O}_K[G] \cong \{(a, b) \in \mathcal{O}_K \oplus \mathcal{O}_K \mid a - b \in 2\mathcal{O}_K\}.$$

By [21, Proposition 3] the associated order in this case is the ring generated by $\frac{1 - \sigma}{\pi_K}$ over $\mathcal{O}_K[G]$, and via the above isomorphism

$$\mathfrak{A}_{L/K} \cong \{(a, b) \in \mathcal{O}_K \oplus \mathcal{O}_K \mid a - b \in \pi_K^{-1} \mathcal{O}_K\}.$$

Since $\mathcal{O}_L$ is free over $\mathfrak{A}_{L/K}$ by [21, Proposition 3], these explicit descriptions allow us to easily compute

$$m(L/K) = [\mathfrak{A}_{L/K} : \mathcal{O}_K[G]] = N(\pi_K) = 2,$$

while on the other hand

$$[\mathfrak{M} : \mathcal{O}_K[G]] = 2e_K = 2^{2^m - 2}.$$  

Finally, we remark that in this case the value $m(L/K)$ may also be obtained easily from Theorem 1.6 (one may check that in our situation we have $t = 1$ and $v_1 = 1$, hence $v_2(m(L/K)) = f_K \cdot 1 = 1$).

In addition, the description of the associated order can also be obtained from Theorem 7.2.
The discriminants of the cyclotomic extensions of $\mathbb{Q}_p$ are well-known, so from Theorem 1.5 we easily deduce the following.

**Corollary 4.3.** Let $L/K$ be an absolutely abelian extension of $p$-adic fields with ramification index $p^n d$, where $p$ is an odd prime and $(d, p) = 1$, and suppose that $K$ is unramified over $\mathbb{Q}_p$. Then

$$m(L/K) = p \frac{f_{L, n}(p^n - 1)}{p^n - d}.$$  

**Proof.** Up to replacing $K$ with $L^n$ we can assume that $L$ is totally ramified over $K$ of degree $p^n d$, so from Theorem 1.5 we have

$$v_p(m(L/K)) = \frac{f_L}{2} \left( dp^n n - \sum_{\delta | dp^n} \varphi(\delta) \frac{\varphi(\delta)}{[K(\zeta_n) : K]} v_p(\text{disc}(K(\zeta_n)/K)) \right).$$

Let $s$ be a positive integer relatively prime to $p$ and let $f_s = [\mathbb{Q}_p(\zeta_s) : \mathbb{Q}_p]$. We recall that the extension $\mathbb{Q}_p(\zeta_s)/\mathbb{Q}_p$ is unramified, so its discriminant is trivial, while for each $r \geq 1$ we have

$$\text{disc}(\mathbb{Q}_p(\zeta_{p^r s})/\mathbb{Q}_p) = p^{(p^r - 1)(pr - r - 1)f_s}$$

(this follows e.g. from [22], Theorem 2.20, combined with the transitivity of the discriminant in towers). The extension $K/\mathbb{Q}_p$ is unramified, so $K \cap \mathbb{Q}_p(\zeta_{p^r s}) = K \cap \mathbb{Q}_p(\zeta_s)$; denote this extension by $K_s$. Letting $[K_s : \mathbb{Q}_p] = l_s$, the extensions $K/K_s$ and $K(\zeta_{p^r s})/\mathbb{Q}_p(\zeta_{p^r s})$ have degree $f_{K_s}$ and, being unramified, have trivial discriminant. We also have

$$[K(\zeta_{p^r s}) : K] = [\mathbb{Q}_p(\zeta_{p^r s}) : \mathbb{Q}_p] = \varphi(p^r) \frac{f_s}{l_s}.$$  

By transitivity of the discriminant in towers of extensions we get

$$\text{disc}(\mathbb{Q}_p(\zeta_{p^r s})/\mathbb{Q}_p) = N_{K_s/\mathbb{Q}_p}(\text{disc}(\mathbb{Q}_p(\zeta_{p^r s})/K_s)) = \text{disc}(\mathbb{Q}_p(\zeta_{p^r s})/K_s)^{l_s}.$$  

Computing $\text{disc}(K(\zeta_{p^r s})/K_s)$ along the extensions $K(\zeta_{p^r s})/\mathbb{Q}_p(\zeta_{p^r s})/K_s$ and $K(\zeta_{p^r s})/K/K_s$ we also obtain

$$\text{disc}(\mathbb{Q}_p(\zeta_{p^r s})/K_s)^{[K(\zeta_{p^r s}) : \mathbb{Q}_p(\zeta_{p^r s})]} = N_{K/K_s}(\text{disc}(K(\zeta_{p^r s})/K)) = \text{disc}(K(\zeta_{p^r s})/K)^{[K : K_s]},$$

so from (12) we get

$$\text{disc}(K(\zeta_{p^r s})/K) = \text{disc}(\mathbb{Q}_p(\zeta_{p^r s})/\mathbb{Q}_p)^{\frac{1}{l_s}} = p^{(p^r - 1)(pr - r - 1)f_s}.$$  

This gives

$$\varphi(p^r) \frac{[K(\zeta_{p^r s}) : K]}{f_{K_s}} v_p(\text{disc}(K(\zeta_{p^r s})/K)) = \varphi(s)p^{r - 1}(pr - r - 1),$$

and, by Equation (11),

$$v_p(m(L/K)) = \frac{f_L}{2} \left( dp^n n - \sum_{r=1}^{n} \sum_{\delta | d} \varphi(s)p^{r - 1}(pr - r - 1) \right) = \frac{f_L}{2} \left( dp^n n - d \sum_{r=1}^{n} p^{r - 1}(pr - r - 1) \right) = f_L d \frac{p^n - 1}{p - 1}.$$  

$\square$
There are also other known cases in which the associated order is maximal. From now on, we no longer assume that $p$ is odd.

**Lemma 4.4** ([2], Corollaire 3 to Théorème 1). Let $L/K$ be a totally ramified cyclic extension of $p$-adic fields with almost-maximal ramification. Assume that $K$ is unramified over $\mathbb{Q}_p$. Then $\mathfrak{A}_{L/K}$ is a maximal order.

**Corollary 4.5.** Let $L/K$ be a Galois extension of $p$-adic fields with group $G$. Assume that $L/L^{nr}$ is cyclic of order $p^n d$ (with $(p, d) = 1$) and almost-maximally ramified, and that $K/\mathbb{Q}_p$ is unramified. Then $\mathfrak{O}_L$ is free over $\mathfrak{A}_{L/L^{nr}}$, and if $G$ is abelian it is also free over $\mathfrak{A}_{L/K}$.

**Proof.**

1. $L/L^{nr}$ satisfies the assumptions of Lemma 4.4, hence $\mathfrak{A}_{L/L^{nr}}$ is a maximal order in $L^{nr}[G]$, and in particular $\mathfrak{O}_L$ is free over $\mathfrak{A}_{L/L^{nr}}$ by Lemma 4.1. If $G$ is abelian, then Proposition 3.11 applies giving that $\mathfrak{O}_L$ is free also over $\mathfrak{A}_{L/K}$.

2. By Proposition 3.11 we see that $m(L/K) = m(L/L^{nr}) = [\mathfrak{A}_{L/L^{nr}} : \mathfrak{O}_{L^{nr}}[G_0]]$; since $\mathfrak{A}_{L/L^{nr}}$ is a maximal order of $L^{nr}[G_0]$, it suffices to compute the index of $\mathfrak{O}_{L^{nr}}[G_0]$ inside a maximal order of $L^{nr}[G_0]$. Using Equation (10) and the same computation of discriminants as in the proof of Corollary 4.3 we get the result.

It is possible for the associated order to be maximal also when $K/\mathbb{Q}_p$ is ramified. This happens for instance whenever $L/K$ is an almost-maximally ramified Kummer extension of degree $p$: see Proposition 6.3, Corollary 6.5 and Remark 6.6.

**Remark 4.6.** If $G$ is abelian, a necessary condition for the associated order to be maximal is that $G$ is cyclic. For other considerations in the abelian case, see the survey of Thomas [28].

5. A LOCAL–GLOBAL PRINCIPLE

Our main goal in this paper is to investigate the index $m(L/K)$ for a Galois extension $L/K$ of $p$-adic fields. In this section we shift slightly away from this setting, and show that in some special cases it is possible to study an analogous quantity $m(L/K)$ for extensions of number fields by reducing it to the local indices at the various completions. First of all note that, if $L/K$ is a Galois extension of number fields, the quantity

$$m(L/K) := \min_{\alpha \in \mathfrak{O}_L} [\mathfrak{O}_L : \mathfrak{O}_K[G]|_{\alpha}]$$

is still well-defined: in fact, as in the case of $p$-adic fields, any normal basis generator gives a finite index. However, in this case it is less interesting to define $m(L/K)$ as a minimum, since for instance it could be the case that the greatest common divisor of all the possible finite indices is strictly smaller than their minimum. We can still make some interesting remarks about the globally defined index. As a preliminary observation, note that the associated order $\mathfrak{A}_{L/K}$ is defined exactly as for extensions of $p$-adic fields, and this continues to be the only possible candidate for an $\mathfrak{O}_K$-order over which $\mathfrak{O}_L$ is free. With the same proof as Proposition 3.3 we have the following.

**Proposition 5.1.** Let $L/K$ be a Galois extension of number fields with Galois group $G$ such that $\mathfrak{O}_L$ is free as an $\mathfrak{A}_{L/K}$-module. Then

$$m(L/K) = [\mathfrak{A}_{L/K} : \mathfrak{O}_K[G]],$$

and the minimal index is realised exactly by the generators of $\mathfrak{O}_L$ as an $\mathfrak{A}_{L/K}$-module.
Our main theorem is the following.

**Theorem 5.2.** Let \( L/Q \) be a finite abelian extension. Then for every rational prime \( p \) and every prime \( \mathfrak{P} \) of \( L \) above \( p \) we have

\[
v_p(m(L/Q)) = \frac{[L : Q]}{e(\mathfrak{P} | p)f(\mathfrak{P} | p)} v_p(m(L_{\mathfrak{P}}/Q_{\mathfrak{P}})).
\]

Hence \( m(L/Q) = \prod_{\mathfrak{P} | p} m(L_{\mathfrak{P}}/Q_{\mathfrak{P}}) \), where the products runs over all the primes \( \mathfrak{P} \) of \( L \).

**Proof.** Let \( G \) be the Galois group of \( L/Q \). By Proposition \ref{prop:main} and Leopoldt’s Theorem \ref{thm:leopoldt} we know that \( m(L/Q) = [\mathfrak{A}_{L/Q} : \mathbb{Z}[G]] \). Note that \( \mathfrak{A}_{L/Q} \) and \( \mathbb{Z}[G] \) are two \( \mathbb{Z} \)-lattices in \( \mathbb{Q}[G] \), hence both are free of rank \( |G| \). Let \( f : \mathbb{Q}[G] \to \mathbb{Q}[G] \) be a map of \( \mathbb{Q} \)-vector spaces such that \( f(\mathfrak{A}_{L/Q}) = \mathbb{Z}[G] \). Then by Remark \ref{rem:leopoldt} we have

\[
[\mathfrak{A}_{L/Q} : \mathbb{Z}[G]] = |\det f|.
\]

Let \( p \) be a rational prime; tensoring with \( \mathbb{Q}_p \), the map \( f \) induces a map \( f_p : \mathbb{Q}_p[G] \to \mathbb{Q}_p[G] \) of \( \mathbb{Q}_p \)-vector spaces with the same determinant. Denoting by \( \mathfrak{A}_{L/Q,p} := \mathfrak{A}_{L/Q} \otimes \mathbb{Z}[p] \), note that \( f_p(\mathfrak{A}_{L/Q,p}) = \mathbb{Z}_p[G] \). By (1), we deduce that \( (\mathfrak{A}_{L/Q,p}: \mathbb{Z}_p[G]) = (\det f) \) as ideals in \( \mathbb{Z}_p \), which implies

\[
v_p(m(L/Q)) = v_p([\mathfrak{A}_{L/Q,p} : \mathbb{Z}_p[G]]).
\]

We now study the \( \mathbb{Z}_p \)-order \( \mathfrak{A}_{L/Q,p} \). Let \( \mathfrak{P} \) be a prime of \( L \) above \( p \) and \( D \) be its decomposition group in \( G \). Note that \( \mathfrak{A}_{L/Q,p} \) can be seen as the associated ordered of

\[
\mathcal{O}_{L,p} = \mathcal{O}_L \otimes \mathbb{Z}_p \cong \mathcal{O}_{\mathbb{Q}_p} \otimes \mathbb{Z}_p[D] \mathbb{Z}_p[G]
\]

in \( \mathbb{Q}_p[G] \), in the sense of Proposition \ref{prop:ordering}

Then by \cite{3} Equation (2) we have the relation

\[
\mathfrak{A}_{L/Q,p} = \bigcap_{g \in G} g \left( \mathfrak{A}_{\mathbb{Q}_p/Q_p} \otimes \mathbb{Z}_p[D] \mathbb{Z}_p[G] \right) g^{-1},
\]

and since \( G \) is abelian this simply means \( \mathfrak{A}_{L/Q,p} = \mathfrak{A}_{\mathbb{Q}_p/Q_p} \otimes \mathbb{Z}_p[D] \mathbb{Z}_p[G] \). As \( \mathbb{Z}_p[G] \) is free of rank \( |G : D| = [L : Q]/(e(\mathfrak{P} | p)f(\mathfrak{P} | p)) \) over \( \mathbb{Z}_p[D] \), then we find that

\[
[\mathfrak{A}_{L/Q,p} : \mathbb{Z}_p[G]] = [\mathfrak{A}_{\mathbb{Q}_p/Q_p} \otimes \mathbb{Z}_p[D] \mathbb{Z}_p[G] : \mathbb{Z}_p[G]] = [\mathfrak{A}_{\mathbb{Q}_p/Q_p} : \mathbb{Z}_p[D]]^{[G : D]}.
\]

The statement follows. \( \square \)

From Corollary \ref{cor:main} we immediately deduce the following.

**Corollary 5.3.** Let \( L/Q \) be a finite abelian extension and \( p \) an odd prime. Let \( p^a d \) be the ramification index of any prime of \( L \) above \( p \), with \( (d, p) = 1 \). Then

\[
v_p(m(L/Q)) = \frac{[L : Q](p^a - 1)}{p^a(p - 1)}.
\]

**Remark 5.4.** Let \( f \) be the conductor of \( L \). Then, since \( \mathbb{Q}(\zeta_f)/L \) is tamely ramified above odd primes (as follows for example from \cite{22} Theorem 8.2), in the notation of the above corollary we have that \( v_p(f) = n + 1 \) for all ramified primes \( p \). In unpublished notes, Henri Johnston already established, by different methods, a similar formula relating \( v_p(m(L/Q)) \) with the degree and conductor of an abelian extension.
6. CYCLIC EXTENSIONS OF DEGREE $p$

6.1. Preliminaries. In this section we need the following notation. Let $L/K$ be a Galois extension of degree $p$ of a $p$-adic fields. Let $G = \text{Gal}(L/K)$, and let $\sigma$ be a generator of $G$. We assume that $L/K$ is ramified with ramification jump $t$; we denote by $a \in \{0, \ldots, p-1\}$ the residue class modulo $p$ of $t$ and write $t = pt_0 + a$. To simplify the notation, we will also denote simply by $e$ (instead of $e_K$) the absolute ramification index of $K$.

**Remark 6.1.** Proposition [2.5] implies $\frac{p-1}{p} t = \frac{p-1}{p} a + (p-1)t_0 \leq e$, so we have the inequality

$$e \geq \left\lfloor \frac{p-1}{p} a \right\rfloor + (p-1)t_0 = a + (p-1)t_0$$

since $p > a$. Moreover, if $L/K$ is assumed not to be almost-maximally ramified, then equality cannot hold and we have $e \geq a + (p-1)t_0 + 1$. Recall that $L/K$ is maximally ramified if $t = \frac{p}{p-1}$, and this corresponds to the case $a = 0$.

We will repeatedly need the following well-known lemma.

**Lemma 6.2.** Suppose $L/K$ is totally ramified. Then any set of elements $\alpha_0, \ldots, \alpha_{p-1} \in \mathcal{O}_L$ such that $\nu_L(\alpha_i) = i$ forms a basis of $\mathcal{O}_L$ as a free $\mathcal{O}_K$-module. Similarly, any set of elements $\beta_0, \ldots, \beta_{p-1} \in L$ such that $\nu_L(\beta_i) \equiv i \pmod{p}$ form a basis of $L$ as a $K$-vector space.

The case $a = 0$ is special, and we handle it first. This case is well studied in the literature (see e.g. [6, Proposition 3]), but our approach seems to be new.

**Proposition 6.3.** Suppose that $L/K$ is ramified and $a = 0$. Then $L = K(\pi_K^{1/p})$ for a suitable uniformiser $\pi_K$ of $K$, we have $m(L/K) = p^{1/2}[L: \mathbb{Q}_p]$, and $\omega = \sum_{i=0}^{p-1} c_i \pi_K^{p-1}$ achieves the minimal index if and only if every $c_i$ is a unit in $\mathcal{O}_K$.

**Proof.** By Proposition 2.5 we have $t = \frac{sp}{p-1}$, the extension $L/K$ is maximally ramified, $K$ contains the $p$-th roots of unity, and $L = K(\pi_K^{1/p})$ for a suitable choice of uniformiser $\pi_K$. Letting $\pi_L := \pi_K^{1/p}$, Lemma 5.2 ensures that $1, \pi_L, \ldots, \pi_L^{p-1}$ is an $\mathcal{O}_K$-basis of $\mathcal{O}_L$. Let $\zeta_p = \sigma(\pi_L)/\pi_L$; it is a $p$-th root of unity. Writing an arbitrary element of $\mathcal{O}_L$ as $\omega = \sum_{i=0}^{p-1} c_i \pi_L^i$ (with $c_i \in \mathcal{O}_K$), the Galois conjugates of $\omega$ are the elements $\omega_j := \sigma^j(\omega) = \sum_{i=0}^{p-1} c_i \zeta_p^j \pi_L^i$, so the index of $\mathcal{O}_K[G] \cdot \omega$ in $\mathcal{O}_L$ is the norm of the determinant of the matrix $M := \left( c_i \zeta_p^j \right)_{i,j=0,\ldots,p-1}$. We have $\det(M) = \prod_{i=0}^{p-1} c_i \cdot \det \left( \zeta_p^j \right)_{i,j=0,\ldots,p-1}$, and the latter is a Vandermonde determinant, so

$$[\mathcal{O}_L : \mathcal{O}_K[G] \cdot \omega] = N(\det M) = N \left( \prod_{i=0}^{p-1} c_i \right) \cdot \prod_{0 \leq i < j \leq p-1} N(\zeta_p^i - \zeta_p^j) = N \left( \prod_{i=0}^{p-1} c_i \right) \cdot N(p\mathcal{O}_K)^{p/2},$$

where the last equality follows from the well-known fact that $\text{disc}(x^p - 1) = \pm p^p$. The minimum of $[\mathcal{O}_L : \mathcal{O}_K[G] \cdot \omega]$ is then achieved whenever $\prod_{i=0}^{p-1} c_i$ is a unit in $\mathcal{O}_K$, and is equal to $N(p\mathcal{O}_K)^{p/2}$. Notice that $\zeta_p \in \bar{K}$ ensures that $p - 1 \mid e$, hence $N(p\mathcal{O}_K)^{p/2} = p^{e_{\mathbb{F}_p}}$ is an integer. The statement follows from the fact that $e_{F_Kp} = [K : \mathbb{Q}_p][L : K] = [L : \mathbb{Q}_p]$. \hfill \Box

**Remark 6.4.** An immediate extension of the argument in the previous proof shows that when $K$ contains the $p^r$-th roots of unity and $L = K(\sqrt[p^r]{\pi_K})$ we have

$$v_p(m(L/K)) = \frac{1}{2}[K : \mathbb{Q}_p]v_p(\text{disc}(x^{p^r} - 1)) = \frac{1}{2}[K : \mathbb{Q}_p]rp^r = \frac{1}{2}r[L : \mathbb{Q}_p].$$
Corollary 6.5. Suppose that $L/K$ is ramified and $a = 0$, so we can write $L = K(\pi_1^1/p)$. Then $O_L$ is free over $A_{L/K}$, and an $O_K$-basis of the latter is given by $\pi_K^{-ei/(p-1)}(\sigma - 1)^i$ for $i = 0, \ldots, p - 1$. Moreover, $\omega = \sum_{i=0}^{p-1} c_i \pi_K^{i/p}$ generates $O_L$ over $A_{L/K}$ if and only if every $c_i$ is a unit in $O_K$.

Proof. Let $\pi_L = \pi_K^{1/p}$. We know that $1, \pi_L, \ldots, \pi_L^{p-1}$ is an $O_K$-basis of $O_L$. If $j \geq 1$, then we have $\pi_K^{-ei/(p-1)}(\sigma - 1)^i \pi_L = \pi_K^{-ei/(p-1)}(\sigma - 1)^i \pi_L$, which has $L$-valuation $-epi/(p-1) + \frac{1}{p} j + j \geq 0$, so all the elements $\pi_K^{-ei/(p-1)}(\sigma - 1)^i$ do in fact belong to $A_{L/K}$. Set $\mathcal{B} = \bigoplus O_K \pi_K^{-ei/(p-1)}(\sigma - 1)^i$: it is a sub-$O_K$-lattice of $A_{L/K}$ containing $O_K[G]$. The index $[\mathcal{B} : O_K[G]] = N(\prod_{i=0}^{p-1} \pi_K^{ei/(p-1)}) = N(\pi_K^{\frac{1}{p} ep}) = p^2[L:Q_p]$, which by Proposition 6.3 is also $m(L/K)$. Proposition 6.3 then yields $[\mathcal{B} : O_K[G]] = m(L/K) = [A_{L/K} : \mathcal{B}] \cdot [\mathcal{B} : O_K[G]] \cdot \min_{\omega \in O_L} [A_{L/K} : \omega]$, which implies that $\mathcal{B}$ coincides with $A_{L/K}$ and that $O_L$ is free over $A_{L/K}$. The last part of the statement follows from the analogous description of the elements that achieve the minimal index in Proposition 6.3.

Remark 6.6. In the setting of Proposition 6.3 the associated order is maximal: this is well-known, but it can also be deduced from our results. In fact, $m(L/K)$ is equal to the index of $O_K[G]$ in the maximal order $\mathfrak{m}$ (see Equation (10)); on the other hand, since $O_L$ is free over the associated order by Corollary 6.5, Proposition 6.3 shows that $m(L/K) = [A_{L/K} : O_L]$, so $A_{L/K} = \mathfrak{m}$.

Proposition 6.3 also shows that the elements realising the minimal index $m(L/K)$ are obtained as a fixed generator times a unit of $A_{L/K} = \mathfrak{m}$. More precisely we have $\mathfrak{m} \cong O_K^\times$, with the isomorphism given by a basis of orthogonal idempotents, and the action of $(u_0, \ldots, u_{p-1}) \in (O_K^\times)^p$ on a generator $\alpha_0 = c_0 + c_1 \pi_L + \cdots + c_{p-1} \pi_L^{p-1}$ sends it to $\sum_{i=0}^{p-1} u_i c_i \pi_L$, thus recovering in another way the description of all minimal generators given in Proposition 6.3. Finally, $\omega_1$ and $\omega_2$ generate the same $O_K[G]$-module if and only if $\omega_1/\omega_2$ is a unit of $O_K[G]$. As a consequence, the set of Galois modules $M_\omega := O_K[G][\omega$ realising the minimal index is potentially very large, because $\mathfrak{m}^\times$ is much bigger than $O_K[G]^\times$ in general: indeed, the quotient $\mathfrak{m}^\times/O_K[G]^\times$ is finite, but (usually) nontrivial since the torsion subgroup of $\mathfrak{m}^\times$ is isomorphic to $(O_K^\times)^p$ while $(O_K[G]^\times)_{tors}$ is isomorphic to $(O_K^\times)^p \times G$ (see [25 Corollary 2.2]).

In all that follows it will be useful to work with a special element $f$ of the group ring, which we now define and whose properties we describe next.

Definition 6.7. We let $f := (\sigma - 1) \in O_K[G]$.

The following proposition summarises the key properties of the action of $f$.

Proposition 6.8. Suppose $L/K$ is totally ramified. The following hold:

1. the powers $1, f, f^2, \ldots, f^{p-1}$ of $f$ form an $O_K$-basis of $O_K[G]$;
2. the equality $f^p = -\sum_{j=1}^{p-1} (j) f^j$ holds.

Suppose in addition $a \neq 0$. Then:

3. $v_L(f^i \pi_L^a) = a + i$ for $i = 0, \ldots, p - 1$;
4. the element $\pi_L^a$ generates a normal basis for $L/K$. Explicitly, $\{f^i \pi_L^a\}_{i=0,\ldots,p-1}$ is a $K$-basis of $L$;
5. we have $v_L(f^p \pi_L^a) = ep + t + a$;
6. for every $x \in O_L$ we have $v_L(f x) \geq v_L(x) + t$. 
Proof. (1) By definition, an $\mathcal{O}_K$-basis of $\mathcal{O}_K[G]$ is given by the powers of $\sigma$. The claim then follows because the transition matrix between powers of $\sigma$ and powers of $f$ is unitriangular (that is, upper-triangular with all diagonal entries equal to 1), hence invertible over $\mathcal{O}_K$.

(2) By definition we have $\sigma^p = 1$ in $\mathcal{O}_K[G]$, hence we obtain

$$0 = \sigma^p - 1 = (1 + f)^p - 1 = \sum_{j=1}^{p-1} \binom{p}{j} f^j + f^p = - \sum_{j=1}^{p-1} \binom{p}{j} f^j.$$  

(3) We begin by noticing that $t \geq 1$: indeed $t = -1$ would imply that $L/K$ is unramified, and $t = 0$ would give $a = 0$. By [27, IV.2, Proposition 5], since $\sigma$ belongs to $G_t$ but not to $G_{t+1}$ we have

$$\frac{\sigma(\pi_L)}{\pi_L} = 1 + \pi_L^t u$$

for some $u \in \mathcal{O}_L^\times$. Raising both sides to the $j$-th power, for any $j$ prime to $p$, gives

$$\frac{\sigma(\pi_L^j)}{\pi_L^j} = 1 + \pi_L^t u_j$$

where $u_j \in \mathcal{O}_L^\times$ since $(j, p) = 1$. Rearranging the previous equality gives

$$\sigma(\pi_L^j) - \pi_L^j = \pi_L^t u_j,$$

so we obtain $v_L(f \pi_L^j) = j + t$, provided that $(j, p) = 1$. We now show the claim by induction on $0 \leq i < p - 1$, the base case $i = 0$ being trivial. We have

$$f^{i+1} \alpha_i = f(\pi_L^i) = f(\pi_L^{a+it})$$

for some $v_i \in \mathcal{O}_L^\times$. Notice that $i < p - 1$ (otherwise we would not need to prove anything for $i + 1$), so $a + it \equiv a + ia \equiv a(i + 1) (\mod p)$ is nonzero. Using that $\sigma(v_i) \equiv v_i$ (mod $\pi_L^{i+1}$) (since $\sigma \in G_t$) we obtain $\sigma(v_i) = v_i + \gamma \pi_L^{t+1}$ for some $\gamma \in \mathcal{O}_L$, so we can write

$$f(\pi_L^{a+it} v_i) = \sigma(\pi_L^{a+it}) \sigma(v_i) - \pi_L^{a+it} v_i$$

$$= (\pi_L^{a+it} + \pi_L^{a+(i+1)t} u_{a+it})(v_i + \pi_L^{t+1} \gamma) - \pi_L^{a+it} v_i$$

$$= \pi_L^{a+(i+1)t} u_{a+it} v_i + \pi_L^{a+(i+1)t+1} \gamma + \pi_L^{a+(i+2)t+1} u_{a+it} \gamma.$$  

Since $u_{a+it}$ and $v_i$ are units, last expression contains only one summand of minimal valuation, namely $\pi_L^{a+(i+1)t} u_{a+1} u_i$, so the valuation of $f^{i+1}(\pi_L^a)$ is $a + (i + 1)t$ as desired.

(4) By part (3), the $L$-valuations of the elements $\{f^i \pi_L^a\}_{i=0}^{p-1}$ are all distinct modulo $p$. The claim then follows from Lemma 6.2.

(5) Follows from (2) and (3) upon noticing that $v_L \left( \binom{p}{j} \right) = v_L(p) = ep$ for all $j = 1, \ldots, p - 1$.

(6) By (4) we may write every element of $\mathcal{O}_L$ as $\sum_{i=0}^{p-1} c_i f^i \pi_L^a$ with $c_i \in K$. The claim then follows combining (3), (5) and Proposition 25 together they show that we have $v_L(f(c_i f^i \pi_L^a)) \geq v_L(c_i f^i \pi_L^a) + t$ for all $i$.

The following quantity will be important in all that follows.

**Definition 6.9.** We set $\nu_i = \left\lfloor \frac{it + a}{p} \right\rfloor$.

In terms of this notation, we have very explicit descriptions of the ring of integers of $L$.  

Theorem 6.10. Assume $a \neq 0$. The set $\{ \pi_K^{-\nu_i} f^i \pi_L^a \}_{i=0,\ldots,p-1}$ is a $\mathcal{O}_K$-basis of $\mathcal{O}_L$.

Proof. The $L$-valuation of $\pi_K^{-\nu_i} f^i \pi_L^a$ is $v_L(f^i \pi_L^a) - \nu_i$ and $v_L(f^i \pi_L^a) = v(\lambda_i(f^i v))$ for all $i = 0, \ldots, p-1$. The claim follows from Lemma 6.2.

We conclude this section of preliminaries with a technical lemma that we will need several times.

Lemma 6.11. The inequality $e \geq \nu_{p-1}$ holds for all $s = 0, \ldots, p-1$. Moreover, $e > \nu_s$ holds for all $s = 0, \ldots, p-2$.

Proof. The sequence $s \mapsto \nu_s$ is increasing in $s$, so it suffices to prove $e \geq \nu_{p-1}$ and $e > \nu_{p-2}$.

By Remark 6.1 we have $e \geq (p-1)t_0 + a$. Now simply observe that $\nu_{p-1} = \left\lfloor \frac{a + (p-1)t}{p} \right\rfloor = a + (p-1)t_0 \leq e$, and that

$$\nu_{p-2} = \left\lfloor \frac{a + (p-2)t}{p} \right\rfloor \leq \frac{a + (p-2)t}{p} = (p-2)t_0 + \frac{(p-1)a}{p} < a + (p-1)t_0.$$

\[ \square \]

6.2. The minimal index for cyclic extensions of degree $p$. Our purpose in this section is to prove the following result, which – combined with Proposition 6.3 – will give a proof of Theorem 1.6.

Theorem 6.12. Suppose $a \neq 0$. Let $\nu_i$ be as in Definition 6.9 and let $\mu := \min_{0 \leq i \leq p-1} (ie - (p-1)\nu_i)$.

Then $m(L/K) = p^{f_K(\mu + \sum_{i=0}^{p-1} \nu_i)}$.

We identify the elements of $L$ with the vectors of their coordinates with respect to the $K$-basis of $L$ given by $\{ f^i \pi_L^a \}_{i=0,\ldots,p-1}$.

We let $v := f^p \pi_L^a = -\sum_{i=1}^{p-1} (\binom{p}{i}) f^i \pi_L^a$ and, with the identification above, we have $v = \begin{pmatrix} 0 \\ -\binom{p}{1} \\ -\binom{p}{2} \\ \vdots \\ -\binom{p}{p-1} \end{pmatrix}$.

Also denote by $\lambda_i : L \rightarrow K$ the dual basis of $\{ f^i \pi_L^a \}_{i=0,\ldots,p-1}$, so that every $\beta \in L$ can be written as $\beta = \sum_{i=0}^{p-1} \lambda_i(\beta) f^i \pi_L^a$.

Lemma 6.13. The following hold for all $j = 0, \ldots, p-1$:

1. $\lambda_0(f^j v) = 0$;
2. $v_K(\lambda_i(f^j v)) \geq 2e$ for $i = 1, \ldots, j$;
3. $v_K(\lambda_i(f^j v)) = e$ for $i = j + 1, \ldots, p-1$.

Proof. For $j = 0$ the statement follows from the well-known fact that $v_p \left( \binom{p}{i} \right) = 1$ for all $i = 1, \ldots, p-1$. The general case then follows by an immediate induction.

We now compare several $\mathcal{O}_K$-lattices in $L$, namely $\mathcal{O}_L$, $\mathcal{O}_K[G] \pi_L^a$, and the lattice $\mathcal{O}_K[G] \beta$ generated by a normal basis generator $\beta \in \mathcal{O}_L$. To each of these lattices $\Lambda$ we associate a matrix whose $i$-th column is the vector of coordinates of the $i$-th generator of $\Lambda$ in the basis $\{ f^i \pi_L^a \}_{i=0,\ldots,p-1}$. The theory of Section 2 will then allow us to describe the index $[\mathcal{O}_L : \mathcal{O}_K[G] \beta]$ in terms of the determinants of
these matrices. By Theorem 6.10 we have \( \mathcal{O}_L = \langle 1, \pi_K^{-\nu_1} f, \ldots, \pi_K^{-\nu_p} f^{p-1} \rangle \mathcal{O}_K \pi_L^a \), so the matrix of the lattice \( \mathcal{O}_L \) is simply
\[
B := \begin{pmatrix}
1 & 0 & 0 & \cdots & 0 \\
0 & \pi_K^{-\nu_1} & 0 & \cdots & 0 \\
0 & 0 & \pi_K^{-\nu_2} & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & \pi_K^{-\nu_p-1}
\end{pmatrix},
\]
while the lattice \( \mathcal{O}_K[G] \pi_L^a = \langle 1, f, \ldots, f^{p-1} \rangle \mathcal{O}_K \pi_L^a \) corresponds to the \( p \times p \) identity matrix.

Now let \( \beta \in \mathcal{O}_L \) be a normal basis generator of the extension \( L/K \). To write the matrix associated to the lattice \( \langle 1, f, \ldots, f^{p-1} \rangle \mathcal{O}_K \beta \) we need to compute the coordinates of \( f^j \beta \) in the basis \( \{ f^i \pi_L^a \}_{i=0,\ldots,p-1} \). Writing \( \beta = \begin{pmatrix} c_0 \\ c_1 \\ \vdots \\ c_{p-1} \end{pmatrix} \), we have \( f \beta = \begin{pmatrix} c_1 \\ c_1 \\ \vdots \\ c_{p-2} \end{pmatrix} + c_{p-1} v \), and iterating \( f \) we find
\[
f^j \beta = \sum_{k=0}^{p-1-j} c_k f^{k+j} \pi_L^a + \sum_{k=0}^{j-1} c_{p-1-k} f^{j-1-k} v.
\]

Our goal is to estimate the determinant of the matrix corresponding to the lattice \( \mathcal{O}_K[G] \beta \). To do this we estimate the valuation of the coefficients of each \( f^j \beta \), which are the entries of the aforementioned matrix, looking at the two separate terms of (14). We start with the following observation.

Remark 6.14. Since \( \mathcal{O}_L \) is free over \( \mathcal{O}_K \) with basis \( \{ \pi_K^{-\nu_i} f^i \pi_L^a \}_{i=0,\ldots,p-1} \) we have \( v_K(c_i) \geq -\nu_i \) for all \( i = 0, \ldots, p - 1 \).

Lemma 6.15. The following inequality holds for all \( j = 1, \ldots, p - 1 \) and \( i = 1, \ldots, j \):
\[
v_K \left( \lambda_i \left( \sum_{k=0}^{j-1} c_{p-1-k} f^{j-1-k} v \right) \right) \geq e - \nu_{p-1-j+i}.
\]

Proof. As \( \lambda_i \) is linear, the quantity we want to estimate is at least
\[
\min_{k=0,\ldots,j-1} v_K(\lambda_i(c_{p-1-k} f^{j-1-k} v)) = \min_{k=0,\ldots,j-1} \left( v_K(c_{p-1-k}) + v_K(\lambda_i(f^{j-1-k} v)) \right).
\]
Now if \( i \leq j - 1 - k \) we have \( v_K(\lambda_i(f^{j-1-k} v)) \geq 2e \) by Lemma 6.13, and by the same lemma for all \( i \) we have \( v_K(\lambda_i(f^{j-1-k} v)) \geq e \), so the previous expression is bounded below by
\[
\min \left\{ \min_{k=0,\ldots,j-1-i} (2e + v_K(c_{p-1-k})), \min_{k=j-i,\ldots,j-1} (e + v_K(c_{p-1-k})) \right\}.
\]
Now recall from Remark 6.14 that \( v_K(c_{p-1-k}) \geq -\nu_{p-1-k} \), hence we get the lower bound
\[
\min \left\{ \min_{k=0,\ldots,j-1-i} (2e - \nu_{p-1-k}), \min_{k=j-i,\ldots,j-1} (e - \nu_{p-1-k}) \right\}.
\]
Since the sequence \( \nu_s \) is increasing in \( s \), each of the two internal minima is achieved for \( p - 1 - k \) as large as possible, that is, for the minimal admissible value of \( k \) in each case. Thus we are reduced to studying
\[
\min \{2e - \nu_{p-1}, e - \nu_{p-1-j+i}\};
\]
Lemma \[6.11\] implies \(2e - \nu_{p-1} \geq e \geq e - \nu_{p-1-j+i}\), so the minimum above is in fact equal to \(e - \nu_{p-1-j+i}\), and we are done.

The following is a variant of the previous lemma for \(i = j + 1, \ldots, p - 1\).

**Lemma 6.16.** The following inequality holds for all \(j = 1, \ldots, p - 1\) and \(i = j + 1, \ldots, p - 1\):

\[
v_K \left( \lambda_i \left( \sum_{k=0}^{j-1} c_{p-1-k} f^{j-1-k} \nu \right) \right) \geq e - \nu_{p-1}\]

**Proof.** This is proved as the previous lemma, but is in fact easier, because for every index \(j\) we have \(v_K(c_{p-1-k}) \geq -\nu_{p-1-k} \geq -\nu_{p-1}\) and \(v_K(\lambda_i(f^{j-1-k} \nu)) \geq v_K(p) = e\).

Combining Equation \[14\] (which implies in particular \(\lambda_0(f^j \beta) = 0\) for \(j > 0\)) with Lemmas \[6.11, 6.15 \text{ and } 6.16\] allows us to conclude that the coefficients \(a_{ij} := \lambda_i(f^j \beta)\) have valuation at least

\[
v_K(a_{ij}) \geq \begin{cases} -\nu_{i-j} & \text{for } i \geq j \\ e - \nu_{p-1-j+i} & \text{for } i < j \end{cases}
\]

Notice moreover that \(a_{0,j} = 0\) for \(j = 1, \ldots, p - 1\). Let \(A = (a_{ij})_{i,j=0,\ldots,p-1}\) be the matrix corresponding to the lattice \(\mathcal{O}_K[G]\beta\) in the basis \(f^i \pi_L^j\). Recalling that the subgroup index is the norm of the index as a module and relation \[11\], we get

\[
[\mathcal{O}_L : \mathcal{O}_K[G]\beta] = [\mathcal{O}_L : \mathcal{O}_K[G] \pi_L^j] [\mathcal{O}_K[G] \pi_L^j : \mathcal{O}_K[G] \beta] = N \left( \det(B^{-1}) \right) N(\det(A)) = N(\pi_K^{\sum_{i=0}^{p-1} \nu_i}) N(\det(A)).
\]

It follows that the index \([\mathcal{O}_L : \mathcal{O}_K[G]\beta]\) is minimal if and only if the valuation of \(\det(A)\) is minimal. We are now in a position to prove our exact formula for \(m(L/K)\) in the case of cyclic extensions of order \(p\). Let

\[
\mu := \min_{0 \leq i \leq p-1} (ie - (p-1)\nu_i).
\]

We will prove that \(v_K(\det(A)) \geq \mu\), and that for suitable \(\beta\) equality holds.

In reading the next few paragraphs, the reader may find it useful to bear in mind the following description of \(A\), which is equivalent to the inequalities discussed above: we have

\[
A = \begin{pmatrix}
d_0 & 0 & 0 & \cdots & 0 \\
\pi_K^{-\nu_1} d_1 & d_0 & 0 & \cdots & 0 \\
\pi_K^{-\nu_2} d_2 & \pi_K^{-\nu_1} d_1 & d_0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\pi_K^{-\nu_{p-1}} d_{p-1} & \pi_K^{-\nu_{p-2}} d_{p-2} & \pi_K^{-\nu_{p-3}} d_{p-3} & \cdots & d_0 
\end{pmatrix}
\]

\[
+ \begin{pmatrix}
0 & 0 & 0 & \cdots & 0 \\
\pi_K^{-\nu_1} \gamma_{1,1} & \pi_K^{-\nu_2} \gamma_{1,2} & \pi_K^{-\nu_3} \gamma_{1,3} & \cdots & \pi_K^{-\nu_1} \gamma_{1,p-1} \\
0 & \pi_K^{-\nu_1} \gamma_{2,1} & \pi_K^{-\nu_2} \gamma_{2,2} & \pi_K^{-\nu_3} \gamma_{2,3} & \cdots & \pi_K^{-\nu_2} \gamma_{2,p-1} \\
0 & \pi_K^{-\nu_1} \gamma_{3,1} & \pi_K^{-\nu_2} \gamma_{3,2} & \pi_K^{-\nu_3} \gamma_{3,3} & \cdots & \pi_K^{-\nu_3} \gamma_{3,p-1} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & \pi_K^{-\nu_1} \gamma_{p-1,1} & \pi_K^{-\nu_2} \gamma_{p-1,2} & \pi_K^{-\nu_3} \gamma_{p-1,3} & \cdots & \pi_K^{-\nu_{p-1}} \gamma_{p-1,p-1} 
\end{pmatrix}
\]

where we have written \(c_i = d_i \pi_K^{-\nu_i}\) with \(d_i \in \mathcal{O}_L\) and where every \(\gamma_{i,j}\) is in \(\mathcal{O}_L\). The two terms of \(A\) correspond to the two terms of \[14\].
Let \( \tilde{A} \) denote the \((p - 1) \times (p - 1)\) submatrix \((a_{i,j})_{i,j=1,\ldots,p-1}\), that is, the bottom-right block of \( A \). Since the only non-zero coefficient in the first row of \( A \) is \( a_{0,0} = c_0 = d_0 \), the Laplace expansion of \( \det A \) gives \( \det(A) = d_0 \det(\tilde{A}) \). Define now

\[
\begin{aligned}
b_{i,j} &= \begin{cases} 
\pi_K^{e-\nu(p-1)+(i-j)}, & \text{if } i < j \\
\pi_K^{-\nu_j}, & \text{if } i \geq j
\end{cases}
\end{aligned}
\]

for \( i, j = 1, \ldots, p - 1 \); by what we have already shown, \( v_K(a_{i,j}) \geq v_K(b_{i,j}) \) for all \( i, j = 1, \ldots, p - 1 \). Consider the Leibniz formula for \( \det(\tilde{A}) \):

\[
\det(\tilde{A}) = \sum_{\sigma \in S_{p-1}} \text{sgn}(\sigma) \prod_{i=1}^{p-1} a_{i,\sigma(i)}.
\]

We will show that \( \det(\tilde{A}) \) (hence also \( \det(A) = d_0 \det(\tilde{A}) \)) has valuation at least \( \mu \) by proving that \( v_K \left( \prod_{i=1}^{p-1} a_{i,\sigma(i)} \right) \geq \mu \) for all \( \sigma \). Since \( v_K(a_{i,\sigma(i)}) \geq v_K(b_{i,\sigma(i)}) \), it is enough to prove that the inequality \( v_K \left( \prod_{i=1}^{p-1} b_{i,\sigma(i)} \right) \geq \mu \) holds for every \( \sigma \). Given the definition of the coefficients \( b_{i,j} \) we have that in general

\[
\prod_{i=1}^{p-1} b_{i,\sigma(i)} = \pi_K^{ke-\sum_{j \in S} \nu_j},
\]

where \( k = k(\sigma) \) is a non-negative integer and \( S = S(\sigma) \) is a multiset of indices of cardinality \( p - 1 \) (taking into account the multiplicities).

**Lemma 6.17.** If for some \( \sigma \) we have \( \prod_{i=1}^{p-1} b_{i,\sigma(i)} = \pi_K^{ke-\sum_{j \in S} \nu_j} \), then \( \sum_{j \in S} j = (p - 1)k \).

**Proof.** By the definition of \( b_{i,j} \) we have

\[
v_K \left( \prod_{i=1}^{p-1} b_{i,\sigma(i)} \right) = \sum_i \begin{cases} 
ev_i-\nu(p-1)+(i-\sigma(i)), & \text{if } i < \sigma(i) \\
-\nu_i-\sigma(i), & \text{if } i \geq \sigma(i)\end{cases} = ke - \sum_{j \in S} \nu_j,
\]

for \( k = \#\{i \in \{1, \ldots, p - 1\} : i < \sigma(i)\} \) and \( S \) the multiset \( \{s_i \mid i \in \{1, \ldots, p - 1\}\} \), where

\[
s_i = \begin{cases} 
(p - 1) + (i - \sigma(i)) & \text{if } i < \sigma(i) \\
i - \sigma(i) & \text{if } i \geq \sigma(i).
\end{cases}
\]
In particular,
\[
\sum_{s \in S} s = \sum_{i=1}^{p-1} s_i = \sum_{i=1}^{p-1} \begin{cases} (p-1) + (i - \sigma(i)) & \text{if } i < \sigma(i) \\ i - \sigma(i) & \text{if } i \geq \sigma(i) \end{cases} \\
= k(p-1) + \sum_{i=1}^{p-1} \begin{cases} i - \sigma(i) & \text{if } i < \sigma(i) \\ i - \sigma(i) & \text{if } i \geq \sigma(i) \end{cases} \\
= k(p-1) + \sum_{i=1}^{p-1} i - \sum_{i=1}^{p-1} \sigma(i) \\
= k(p-1).
\]

Now consider the function \( g : \{0, \ldots, p-1\} \to \mathbb{Q} \) given by \( j \mapsto \frac{j}{p-1} e - \nu_j \) and let \( i_m \) be an index that realises the minimum of \( g \). Notice that \( (p-1)g(i_m) \) realises the minimum of \( j \mapsto je - (p-1)\nu_j \), that is, \( (p-1)g(i_m) = \mu \). Hence for every \( \sigma \in S_p \) we have

\[
v_K \left( \prod_i b_{i,\sigma(i)} \right) = ke - \sum_{j \in S} \nu_j = \sum_{j \in S} j e - \sum_{j \in S} \nu_j \quad \text{ (Lemma 6.17)}
\]

\[
= \sum_{j \in S} g(j) \geq (p-1)g(i_m) = \mu
\]

as claimed. Finally, we show that for suitable \( \beta \in \mathcal{O}_L \) we do in fact have \( v_K(\det A) = \mu \). If the minimum of the function \( g(j) \) is 0 we can take \( \beta = \pi_{\nu_m}^a \) (in this case \( \mu = 0 \) and the matrix \( A \) is simply the identity), otherwise we claim that \( \beta = \pi_{\nu_m}^a + \pi_{f_{im}}^{-\nu_m} f_{im} \pi_{\nu_m}^a \) does the job (in terms of Equation (16)) we are choosing \( d_0 = d_{i_m} = 1 \) and \( d_i = 0 \) for \( i \neq 0, i_m \). Notice that we may assume \( i_m > 0 \), for otherwise the minimum would be 0. Similarly, we may assume \( i_m < p-1 \), because \( g(p-1) \geq 0 \) by Lemma 6.11. To show the claim, we begin by noticing that specialising Equation 14 to our choice of \( \beta \) we obtain

\[
f^k \beta = f^k \pi_{\nu_m}^a + \begin{cases} \pi_{-\nu_m} f^{k+i_m} \pi_{\nu_m}^a, & \text{if } k + i_m \leq p-1 \\ \pi_{-\nu_m} f^{k+i_m-p} \nu, & \text{if } k + i_m \geq p, \end{cases}
\]

We now show that in the Leibniz development of \( \det(A) \) there is precisely one summand of valuation \( \mu \), while all other have strictly larger valuation, whence \( v_K(\det A) = \mu \) will follow. Observe that with our choice we have \( d_0 = 1 \), so \( \det(A) = \det(\tilde{A}) \); we will work with this latter determinant and its Leibniz expansion. Let \( \tau : \{1, \ldots, p-1\} \to \{1, \ldots, p-1\} \) be defined by

\[
\tau(j) = \begin{cases} i_m + j & \text{if } j + i_m \leq p-1 \\ i_m + j + 1 - p & \text{if } j + i_m \geq p \end{cases}
\]
One checks that the function $\tau$ is a permutation (indeed, it's easily seen to be injective). The Leibniz term $\text{sgn } \tau \cdot \prod_{j=1}^{p-1} a_{\tau(j), j}$ in the development of $\det(\tilde{A})$ has valuation

$$
\sum_{j=1}^{p-1} v_K(a_{\tau(j), j}) = \sum_{j=1}^{p-1-i_m} (-\nu_{i_m}) + \sum_{j=p-i_m}^{p-1} (e - \nu_{i_m}) = (p-1)g(i_m) = \mu.
$$

We now show that all other terms in the Leibniz development have strictly greater valuation. Since we already know that $v_K\left(\prod_{i=1}^{p-1} a_{i,\sigma(i)}\right) \geq \mu$, it suffices to prove the following.

**Proposition 6.18.** Let $\sigma$ be a permutation such that $v_K\left(\prod_{i=1}^{p-1} a_{i,\sigma(i)}\right) = \mu$. Then $\sigma = \tau^{-1}$.

By Equation (17) and Lemma 6.13 we know that

$$
v_K(a_{i,j}) = \begin{cases} 
0, & \text{if } i = j \\
\infty, & \text{if } i \leq p - i_m - 1 \text{ and } i \neq j \text{ and } i \neq j + i_m \\
-\nu_{i_m}, & \text{if } j \leq p - i_m - 1 \text{ and } i = j + i_m \\
e - \nu_{i_m}, & \text{if } j \geq p - i_m \text{ and } i \neq j \text{ and } i \geq j + i_m - (p - 1) \\
v_K(a_{i,j}) \geq 2e - \nu_{i_m}, & \text{if } j \geq p - i_m \text{ and } i \leq j + i_m - p
\end{cases}
$$

We set for simplicity $\nu := \nu_{i_m}$. We shall need the following observation multiple times:

**Lemma 6.19.** We have $e - \nu > 0$.

**Proof.** Follows from Lemma 6.11 and the fact that, as already observed, $i_m$ cannot be $p - 1$. \hfill $\square$

By what we have already shown, the inequalities

$$
v_K\left(a_{i,\sigma(i)}\right) \geq v_K\left(b_{i,\sigma(i)}\right), \quad \sum_{i=1}^{p-1} v_K\left(b_{i,\sigma(i)}\right) \geq \mu
$$

hold for every permutation $\sigma$. If $\sigma$ is such that $v_K\left(\prod_{i=1}^{p-1} a_{i,\sigma(i)}\right) = \mu$ holds, then equality must hold in both inequalities above. In particular, we must have $v_K\left(a_{i,\sigma(i)}\right) = v_K\left(b_{i,\sigma(i)}\right)$ for all $i$. We now remark that $v_K\left(b_{i,j}\right)$ is either of the form $-\nu_{i-j} \leq 0 < 2e - \nu$ or of the form $e - \nu + (p-1) \nu < 2e - \nu$. It follows that none of the terms $a_{i,\sigma(i)}$ can have valuation $2e - \nu$ (or more), for otherwise its valuation would be strictly greater than the valuation of the corresponding term $b_{i,\sigma(i)}$. Hence, by (18), for each $i$ we have $v_L(a_{i,\sigma(i)}) = v_L(b_{i,\sigma(i)}) \in \{0, \nu, e - \nu\}$. Next suppose that $v_K\left(a_{i,\sigma(i)}\right) = e - \nu > 0$. Then also $v_K\left(b_{i,\sigma(i)}\right) > 0$, so $b_{i,\sigma(i)}$ must be of the form $\pi_K^{e - \nu + (p - 1) \nu}$, and in order for equality to hold we must have $\nu = 0 = \nu_0$ or $-\nu$, then so does the corresponding $b_{i,\sigma(i)}$. It follows that

$$
v_K\left(\prod_{i=1}^{p-1} b_{i,\sigma(i)}\right) = ke - \sum_{j \in S} \nu_j
$$

for some multiset $S$ with the property that every $\nu_j$ is either equal to $\nu$ or to $0$, and (by Lemma 6.17) $(p-1)k = \sum_{j \in S} j$. Notice that we are not claiming that every $j$ is either 0 or $i_m$, but just that
\(\nu_j \in \{0, \nu\} \) for every \(j \in S\). We may then continue our chain of inequalities as follows:

\[
\mu = v_K \left( \prod_{i=1}^{p-1} a_{i, \sigma(i)} \right) = v_K \left( \prod_{i=1}^{p-1} b_{i, \sigma(i)} \right) = ke - \sum_{j \in S} \nu_j = \sum_{j \in S} \left( \frac{j}{p-1} e - \nu_j \right) = \sum_{j \in S} g(j) \geq (p-1)g(i_m) = \mu,
\]

which again yields that equality must hold everywhere. In particular, we must have that for all \(j \in S\) the equality \(g(j) = g(i_m)\) holds, so that for no \(j \in S\) we can have \(\nu_j = 0\). By the above remarks, this implies that no valuation \(v_K(a_{i, \sigma(i)})\) is equal to 0, hence no valuation \(v_K(a_{i, \sigma(i)})\) is equal to 0 either. Since clearly no \(v_K(a_{i, \sigma(i)})\) can be equal to \(\infty\) (for otherwise \(\prod_{i=1}^{p-1} a_{i, \sigma(i)} = 0\) does not have valuation \(\mu\)), by Equation \(13\) we have shown that \(v_K(a_{i, \sigma(i)})\) is either \(-\nu\) or \(e - \nu\) for every \(i = 1, \ldots, p-1\).

Let us recapitulate which terms of \(A\) are such that \(v_K(a_{i,j}) = v_K(b_{i,j}) \in \{-\nu, e - \nu\}\) (these are the only entries \(a_{i, \sigma(i)}\) that may be involved in a Leibniz term of minimal valuation): from \(18\) we see that if \(1 \leq j \leq p - 1 - i_m\) then we can only have \(v_K(a_{\sigma^{-1}(j),j}) = -\nu\) and \(\sigma^{-1}(j) = j + i_m\); if \(p - i_m \leq j \leq p - 1\) then \(v_K(a_{\sigma^{-1}(j),j}) = e - \nu\) and \(\sigma^{-1}(j) \geq j - p + 1 + i_m\) (more precisely, even if this is not necessary for the proof, note that we also have \(\sigma^{-1}(j) \leq j - p + 1 + \max\{i \geq i_m : \nu_i = \nu_{i_m}\}\)). While reading the rest of the proof, the reader may find it useful to look at the following matrix, where in correspondence of such terms \((i,j)\) we display their valuation \(v_K(a_{i,j})\):

\[
\begin{pmatrix}
  e - \nu & \cdots & e - \nu \\
  \vdots & \ddots & \vdots \\
  e - \nu & \cdots & e - \nu \\
  -\nu & \cdots & e - \nu \\
  \vdots & \cdots & \vdots \\
  -\nu & \cdots & -\nu
\end{pmatrix}
\]

\((i_m + 1)\)-th row \(\rightarrow\) \((-\nu\), \(i_m\)-th row \(\leftrightarrow\) \((-e - \nu)\)

**Lemma 6.20.** Let \(\sigma : \{1, \ldots, p - 1\} \rightarrow \{1, \ldots, p - 1\}\) be a permutation such that \(v_K(a_{i, \sigma(i)}) \in \{-\nu, e - \nu\}\) for all \(i = 1, \ldots, p - 1\). Then \(\sigma = \tau^{-1}\).

**Proof.** For every \(i = 1, \ldots, p - 1\) the element \((i, \sigma(i))\) must be among those displayed in the matrix above (call such elements admissible). For \(j \leq p - i_m - 1\), the \(j\)-th column contains only one admissible element, in position \(j + i_m\), hence \(\sigma^{-1}(j) = j + i_m\) for \(j = 1, \ldots, p - 1 - i_m\), that is, \(\sigma(i) = i - i_m = \tau^{-1}(i)\) for \(i = i_m + 1, \ldots, p - 1\). It remains to determine \(\sigma(i)\) for \(i \leq i_m\). There is only one admissible element on the first row, in position \((1, p - i_m)\), which forces \(\sigma(1) = p - i_m\). After erasing the first \(p - i_m\) columns there is only one admissible element on the second row, in position \((2, p - i_m + 1)\), hence \(\sigma(2) = p - i_m + 1\). Continuing in this way, by induction one shows easily that \(\sigma(i) = (p - i_m - 1) + i = \tau^{-1}(i)\) for \(i = 1, \ldots, i_m\), hence \(\sigma = \tau^{-1}\) as claimed. \(\square\)
This finishes the proof of Proposition 6.18 hence it shows that for our special choice of $\beta$ we have $v_K(\det(A)) = \mu$. It now follows from Equation (15) and the previous considerations that
\[
m(L/K) = N(\pi_{K}^{\nu_{i}}) \cdot N(\pi_{L}^{\mu}) = p^{fK(\sum_{i=0}^{p-1} \nu_{i} + \min_{0 \leq i \leq p-1}(i(e-(p-1)\nu_{i}))},
\]
which concludes the proof of Theorem 6.12.

Remark 6.21. The proof shows in particular that the element $\beta = \pi_{L}^{a}$ (if $\mu = 0$) or $\beta = \pi_{L}^{a} + \pi_{K}^{-\nu_{i}} f^{i} \pi_{L}^{a}$ (if $\mu \neq 0$) realises the minimal index.

7. SOME CLASSICAL RESULTS ON CYCLIC EXTENSIONS OF DEGREE $p$

In this section we recover two results, originally due to Bertrandias, Bertrandias and Ferton, concerning the Galois structure of the ring of integers in cyclic extensions of degree $p$: we characterise the associated order and the cases when $O_L$ is free over $\mathbb{A}_{L/K}$. The original results may be found in [6], [10], and [5], but these papers do not contain detailed proofs. We remark that in [5] the authors also obtain a characterisation of the almost maximally ramified extensions $L/K$ for which $O_L$ is $\mathbb{A}_{L/K}$-free. Specifically, they show that -- for $L/K$ almost maximally ramified -- the ring of integers $O_L$ is free over $\mathbb{A}_{L/K}$ and only if in the continued fraction expansion $\frac{t}{p} = a_0 + \frac{1}{a_1 + \frac{1}{a_2 + \cdots + \frac{1}{a_N}}}$ one has $N \leq 4$. While it would probably be possible to also obtain this result by our methods, the proof would involve computations very similar to those of [3], so we prefer not to treat this case.

Our approach is based on the following corollary, itself a consequence of Proposition 6.8.

Corollary 7.1. Let $0 \leq i, j \leq p-1$ be such that $i + j \geq p$. Then
\[
\pi_{K}^{-\nu_{i}} f^{i} \cdot \pi_{K}^{-\nu_{j}} f^{j} \pi_{L}^{a}
\]
ilies in $O_L$, and if $L/K$ is not almost maximally ramified, then it also lies in $\pi_{K}O_L$.

Proof. We may write
\[
\pi_{K}^{-\nu_{i}} f^{i} \cdot \pi_{K}^{-\nu_{j}} f^{j} \pi_{L}^{a} = \pi_{K}^{-\nu_{i}-\nu_{j}} f^{i+j-p} f^{p} \pi_{L}^{a},
\]
and by Proposition 6.8 (5) we know $v_L(f^{p} \pi_{L}^{a}) = ep + t + a$. Since every further application of $f$ increases the valuation by at least $t$ (by Proposition 6.8 (6)), we get
\[
v_L(\pi_{K}^{-\nu_{i}} f^{i} \cdot \pi_{K}^{-\nu_{j}} f^{j} \pi_{L}^{a}) \geq v_L(\pi_{K}^{-\nu_{i}-\nu_{j}}) + (i + j - p)t + ep + t + a = (-\nu_{i} - \nu_{j})p + (i + j - p + 1)t + ep + a.
\]
Using the obvious inequality $\nu_k \leq \frac{a + kt}{p}$ and the fact that $e \geq (p-1)t_0 + a = t - t_0$ (Remark 6.1) we obtain
\[
v_L(\pi_{K}^{-\nu_{i}} f^{i} \cdot \pi_{K}^{-\nu_{j}} f^{j} \pi_{L}^{a}) \geq (-a - it - a - jt) + (i + j - p + 1)t + p(t - t_0) + a = 0,
\]
so $\pi_{K}^{-\nu_{i}} f^{i} \cdot \pi_{K}^{-\nu_{j}} f^{j} \pi_{L}^{a}$ is integral. If $L/K$ is not almost maximally ramified, then (again by Remark 6.1) we have $e \geq t - t_0 + 1$, which leads to $v_L(\pi_{K}^{-\nu_{i}} f^{i} \cdot \pi_{K}^{-\nu_{j}} f^{j} \pi_{L}^{a}) \geq p$, that is, this element lies in $\pi_{K}O_L$. \hfill \Box

7.1. Description of the associated order.

Theorem 7.2. Assume $a \neq 0$. Then the associated order $\mathbb{A}_{L/K}$ is a free $O_L$-module with basis $\pi_{K}^{-n_{i}} f^{i}$ for $i = 0, \ldots, p-1$, where
\[
n_{i} = \min_{0 \leq j \leq p-1-i} (\nu_{i+j} - \nu_{j}).
\]
Proof. Let \( \lambda \) be an element of \( K[G] \). As \( 1, f, \ldots, f^{p - 1} \) is a \( K \)-basis of \( K[G] \), we may write uniquely \( \lambda = \sum_{i=0}^{p-1} c_i f^i \) with the \( c_i \) in \( K \). By Theorem 6.10, \( \lambda \in \mathfrak{A}_{L/K} \) if and only if \( \lambda(\pi_K^{-\nu_j} f^j \pi_L^q) \) is in \( \mathcal{O}_L \) for every \( j \). Taking \( j = 0 \) yields \( \sum_{i=0}^{p-1} c_i f^i \pi_L^q \in \mathcal{O}_L \), and since \( v_L(c_i f^i \pi_L^q) = pv_K(c_i) + a + it \) by Proposition 6.8(3), we see that the valuations of the terms in the previous sum are pairwise distinct (since they are all different modulo \( p \)). In particular there can be no cancellation among them, hence \( c_i f^i \pi_L^q \in \mathcal{O}_L \) holds for all \( i = 0, \ldots, p - 1 \). Using again that the valuation of \( f^i \pi_L^q \) is \( a + it \) we obtain \( v_L(c_i) \geq -a - it \), from which it follows that \( v_K(c_i) \geq -\nu_i \) is a necessary condition for \( \lambda = \sum_{i=0}^{p-1} c_i f^i \in \mathfrak{A}_L \). We claim that \( \lambda = \sum_{i=0}^{p-1} c_i f^i \) is in \( \mathfrak{A}_{L/K} \) if and only if each summand \( c_i f^i \) is. One implication is clear. On the other hand, we have that \( \lambda \in \mathfrak{A}_{L/K} \) exactly when, for each \( j \),

\[
\left( \sum_{i=0}^{p-1} c_i f^i \right) \pi_K^{-\nu_j} f^j \pi_L^q = 0 \in \mathfrak{A}_L.
\]

We rewrite this last condition as

\[
\sum_{i=0}^{p-1-j} c_i \pi_K^{-\nu_j} f^{i+j} \pi_L^q + \sum_{i=p-j}^{p-1} c_i \pi_K^{-\nu_j} f^{i+j} \pi_L^q \in \mathfrak{A}_L.
\]

Now, all the summands \( c_i \pi_K^{-\nu_j} f^{i+j} \pi_L^q \) with \( i + j \geq p \), namely those of the second sum, are in \( \mathfrak{A}_L \) by Corollary 7.1, since \( v_K(c_i) \geq -\nu_i \), so the condition reduces to

\[
\sum_{i=0}^{p-1-j} c_i \pi_K^{-\nu_j} f^{i+j} \pi_L^q \in \mathfrak{A}_L.
\]

By Proposition 6.8(3) we have \( v_L(c_i \pi_K^{-\nu_j} f^{i+j} \pi_L^q) \equiv a + (i + j)t \equiv (i + j + 1)a \) (mod \( p \)), namely, the valuations of the terms in the above sum are all distinct, and the only possibility for the sum to be integral is that every summand is itself integral. This shows that \( c_i f^i \cdot \pi_K^{-\nu_j} f^j \pi_L^q \in \mathfrak{A}_L \), for each \( i \) and \( j \), namely that \( c_i f^i \) must be in \( \mathfrak{A}_{L/K} \).

Thus it remains to understand what elements of the form \( c_i f^i \) are in \( \mathfrak{A}_{L/K} \); equivalently, we require \( v_L(c_i f^i \cdot \pi_K^{-\nu_j} f^j \pi_L^q) \geq 0 \) for all \( j = 0, \ldots, p - 1 \). In turn, this is equivalent to

\[
pv_K(c_i) - pv_j + v_L(f^{i+j} \pi_L^q) \geq 0 \quad \text{for all } j = 0, \ldots, p - 1.
\]

As observed above, for \( i + j \geq p \) this is guaranteed by the condition \( v_K(c_i) \geq -\nu_i \). For \( j = 0, \ldots, p - 1 - i \), using Proposition 6.8(3) we get

\[
-pv_j + (i + j)t + a \geq -pv_K(c_i) \iff v_{i+j} - \nu_j \geq -v_K(c_i);
\]

since this needs to hold for every \( j \), we obtain \( v_K(c_i) \geq -\nu_i \). Putting everything together, we see that \( \sum_{i=0}^{p-1} c_i f^i \) is in \( \mathfrak{A}_{L/K} \) if and only if \( v_K(c_i) \geq -\nu_i \) for every \( i \); that is, \( \mathfrak{A}_{L/K} \) is free over \( \mathfrak{A}_K \) with basis \( \{ f^i \}_{i=0}^{p-1} \).

\[ \square \]

7.2. On the \( \mathfrak{A}_{L/K} \)-freeness of \( \mathcal{O}_L \). In this section we show how our approach leads to a new proof of Theorem 17. Notice that if \( a = 0 \) then \( \mathcal{O}_L \) is free over \( \mathfrak{A}_{L/K} \) by Corollary 6.5, while if \( L/K \) is not almost maximally ramified, then \( a \neq 0 \) by Proposition 2.5. Hence in what follows we can prove the theorem under the additional assumption that \( a \neq 0 \). We aim to compare the two expressions

\[
\sum_{i=0}^{p-1} v_i + \min_{0 \leq i \leq p-1} (ei - (p-1)v_i)
\]

(19)
and

\[ p-1 \sum_{i=0}^{n_i} \]

which, by Theorems 6.12 and 7.2, are the minimal index of \( O_L \) over a free \( O_K[G] \)-submodule and the index \( [\mathcal{A}_{L/K} : O_K[G]] \), respectively. As a consequence of Proposition 3.3, \( O_L \) is free over \( \mathcal{A}_{L/K} \) if and only if (19) and (20) are equal, so we are reduced to showing the following statement.

**Theorem 7.3.** Let \( L/K \) be a degree-\( p \) cyclic extension of \( p \)-adic fields with ramification jump \( t \). Let \( a \) be the residue class of \( t \) modulo \( p \). The following hold:

1. Suppose \( a \mid p-1 \). Then (19) and (20) are equal, so \( O_L \) is free over \( \mathcal{A}_{L/K} \).
2. Suppose \( L/K \) is not almost maximally ramified and that \( O_L \) is free over \( \mathcal{A}_{L/K} \), so that (19) and (20) are equal. Then \( a \mid p-1 \).

**7.2.1. Sufficiency.** In this section we assume that \( a \mid p-1 \) and show that (19) and (20) are equal, thus proving (1) in Theorem 7.3. We start with the following arithmetical lemma:

**Lemma 7.4.** Assume that \( a \mid p-1 \) and set \( k = \frac{p-1}{a} \). Then \( \nu_i = it_0 + \left\lfloor \frac{i}{k} \right\rfloor \) for \( i = 0, \ldots, p-1 \).

*Proof.* By definition we have \( \nu_i = \left\lfloor \frac{(ip_0 + a) + a}{p} \right\rfloor = it_0 + \left\lfloor \frac{(i+1)a}{p} \right\rfloor \), so we have to prove that \( \left\lfloor \frac{(i+1)a}{p} \right\rfloor = \left\lfloor \frac{i+1}{k} \right\rfloor = 0 \). We establish this by induction on \( i \). For \( i \leq k-1 \) we have \( (i+1)a \leq ka = p-1 \), and \( \left\lfloor \frac{(i+1)a}{p} \right\rfloor = 0 \). Now let \( i \geq k \): we have

\[
\left\lfloor \frac{(i+1)a}{p} \right\rfloor = \left\lfloor \frac{(i-k+1)a + ka}{p} \right\rfloor = \left\lfloor \frac{(i-k+1)a + (p-1)}{p} \right\rfloor,
\]

which is easily seen to be equal to \( \left\lfloor \frac{(i-k+1)a}{p} \right\rfloor + 1 \), provided that \( (i-k+1)a \) is not divisible by \( p \).

Since \( a < p \) and \( i-k+1 \leq p-k < p \) we never have \( (i-k+1)a \equiv 0 \pmod{p} \), so we obtain

\[
\left\lfloor \frac{(i+1)a}{p} \right\rfloor = \left\lfloor \frac{(i-k+1)a}{p} \right\rfloor + 1 = \left\lfloor \frac{i-k}{k} \right\rfloor + 1 = \left\lfloor \frac{i}{k} \right\rfloor
\]

as claimed. \( \Box \)

**Lemma 7.5.** Assume that \( a \mid p-1 \). Then \( \min_{0 \leq i \leq p-1}(ei - (p-1)\nu_i) = 0 \) and \( \nu_i = n_i \) for all \( i = 0, \ldots, p-1 \). In particular, (19) and (20) are equal.

*Proof.* We need to prove that \( ei - (p-1)\nu_i \geq 0 \) for all \( i = 0, \ldots, p-1 \) (notice that equality holds for \( i = 0 \)): this can be seen by writing \( k = \frac{p-1}{a} \) and using the inequality \( e \geq a + (p-1)t_0 \) (Remark 6.1) and Lemma 7.4 that yield

\[
ei - (p-1)\nu_i \geq (a + (p-1)t_0)i - (p-1)\left( \left\lfloor \frac{i}{k} \right\rfloor + it_0 \right) \geq ai - \frac{(p-1)i}{k} = ai - ai = 0.
\]

We now turn to the equality \( \nu_i = n_i \). Notice that \( n_i \) is defined as the minimum of several quantities, one of which is \( \nu_i - v_0 = \nu_i \), so we certainly have \( n_i \leq \nu_i \). As for the opposite inequality, we need to prove that \( \nu_i - n_i \geq \nu_i \), that is, using Lemma 7.4 again,

\[
(i + j)t_0 + \left\lfloor \frac{i+j}{k} \right\rfloor \geq it_0 + \left\lfloor \frac{i}{k} \right\rfloor + jt_0 + \left\lfloor \frac{j}{k} \right\rfloor,
\]

which is obvious. \( \Box \)
7.2.2. *Necessity.* We now prove that if $\mathcal{O}_L$ is $\mathfrak{A}_{L/K}$-free, and the extension is not almost maximally ramified, then $a \mid p - 1$. Let $0 \leq i, j \leq p - 1$ be such that $i + j \geq p$. By Corollary [7.1] and the obvious inequality $n_i \leq \nu_i$ we see that $\pi_K^{-\nu_i} f^i \cdot \pi_K^{-\nu_j} f^j \pi_L$ is in $\pi_K \mathcal{O}_L$. Now start with $\pi \in \mathcal{O}_L$, which we assume to generate $\mathcal{O}_L$ over $\mathfrak{A}_{L/K}$ and which we represent as a vector \[
abla = \begin{pmatrix} d_0 \\ d_1 \\ \vdots \\ d_{p-1} \end{pmatrix} \] of coordinates in the basis $\pi_K^{-\nu_i} f^i \pi_L$ of $\mathcal{O}_L$. We consider the $\mathcal{O}_K$-lattice $\mathfrak{A}_{L/K} \pi$ in $L$, namely, the free $\mathcal{O}_K$-module spanned by $\pi_K^{-\nu_j} f^j \pi$ for $i = 0, \ldots, p - 1$. Using the fact that $\pi_K^{-\nu_i} f^{i+j} \pi_L$ lies in $\pi_K \mathcal{O}_L$ for $i + j \geq p$ we obtain \[
abla = \pi_K^{-\nu_i} f^i \pi = \pi_K^{-\nu_i} f^i \sum_{j=0}^{p-1} d_j \pi_K^{-\nu_j} f^{j} \pi_L \] \[= \sum_{k=1}^{p-1} \left( d_{k-\nu_i-\nu_k} \pi_K^{-\nu_k} f^{k} \pi_L \right) \pi_K^{-\nu_k} f^{k} \pi_L \quad (\text{mod } \pi_K). \] The matrix of the lattice $\mathfrak{A}_{L/K} \pi$, expressed with respect to the basis $\{\pi_K^{-\nu_j} f^i \pi_L\}$ of $\mathcal{O}_L$, is then congruent modulo $\pi_K$ to \[egin{pmatrix} d_0 & 0 & \cdots & 0 \\ d_1 \pi_K^{-\nu_1} & 0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ d_{p-1} \pi_K^{-\nu_{p-1}} & \cdots & \cdots & \pi_K^{-\nu_{p-1}+\nu_{p-1}} \end{pmatrix}. \] The assumption $\mathfrak{A}_{L/K} \pi = \mathcal{O}_L$ implies that the above matrix must be invertible. On the other hand, it is clear that its determinant is congruent modulo $\pi_K$ to $d_0^{p-1} \cdot \sum_{i=1}^{p-1} (\nu_i - n_i)$, so it is invertible if and only if this quantity has valuation $0$. Since $\nu_K(d_0) \geq 0$ and $\nu_i - n_i \geq 0$ for all $i$, this happens if and only if $d_0$ is a $\pi_K$-adic unit and $\nu_i = n_i$ for $i = 1, \ldots, p - 1$, so that in particular we must have \[n_i = \min_{0 \leq j \leq p-1} (\nu_i + j \nu_i - \nu_j) = \nu_i, \] which implies $\nu_i + j \nu_i - \nu_j \geq \nu_i$ for all $i, j$ such that $i + j \leq p - 1$. Set for simplicity $\tilde{\nu}_i := \nu_i - it_0 = \left[ \frac{a(i+1)}{p} \right]$ and notice that the previous inequality is equivalent to \begin{equation} \tilde{\nu}_i + j \nu_i - \nu_j \geq \tilde{\nu}_i \quad \text{for all } i, j \text{ such that } i + j \leq p - 1. \end{equation} Let $k$ be such that $ka < p \leq (k + 1)a$; clearly $0 \leq k \leq p - 1$ and $a(k + 1) = p + r$ with $r < a$, so that $\tilde{\nu}_{k-1} = 0$ and $\tilde{\nu}_k = 1$. For $i \geq 0$ we have \[\tilde{\nu}_{i+k} = \frac{(i+k+1)a}{p} = \left[ \frac{ia + r + p}{p} \right] \leq \left[ \frac{(i+1)a}{p} \right] + 1 = \tilde{\nu}_i + \tilde{\nu}_k, \] which, together with Equation (21), shows that $\tilde{\nu}_{i+k} = \tilde{\nu}_i + \tilde{\nu}_k$ for each $i \leq p - 1 - k$. An immediate induction then implies $\tilde{\nu}_i = \left[ \frac{i}{k} \right]$ for all $i \leq p - 1$. Setting $i = p - 1$ we then obtain \[a = \tilde{\nu}_{p-1} = \frac{p - 1}{k} \Rightarrow a \leq \frac{p - 1}{k}, \] hence in particular $ak \leq p - 1$. We can then set $i = ak \leq p - 1$ to obtain \[a = \left[ \frac{ak}{k} \right] = \tilde{\nu}_{ak} = \left[ \frac{(ak + 1)a}{p} \right] \Rightarrow a \leq \frac{(ak + 1)a}{p} \Rightarrow p \leq ak + 1 \Rightarrow ak \geq p - 1, \]
hence \( ak = p - 1 \) and \( a \mid p - 1 \) as desired. This concludes the proof of Theorem 7.3 (2).
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