No large population of unbound or wide-orbit Jupiter–mass planets

Przemek Mróz1, Andrzej Udalski1, Jan Skowron1, Radosław Poleski1,2, Szymon Kozłowski1, Michał K. Szymański1, Igor Soszyński1, Łukasz Wyrzykowski1, Paweł Pietrukowicz1, Krzysztof Ulaczyk1,3, Dorota Skowron1 & Michał Pawlak1

Planet formation theories predict that some planets may be ejected from their parent systems as result of dynamical interactions and other processes1–3. Unbound planets can also be formed through gravitational collapse, in a way similar to that in which stars form4. A handful of free-floating planetary-mass objects have been discovered by infrared surveys of young stellar clusters and star-forming regions5,6 as well as wide-field surveys7, but these studies are incomplete8–10 for objects below five Jupiter masses. Gravitational microlensing is the only method capable of exploring the entire population of free-floating planets down to Mars-mass objects, because the microlensing signal does not depend on the brightness of the lensing object. A characteristic timescale of microlensing events depends on the mass of the lens: the less massive the lens, the shorter the microlensing event. A previous analysis11 of 474 microlensing events found an excess of ten very short events (1–2 days)—more than known stellar populations would suggest—indicating the existence of a large population of unbound or wide-orbit Jupiter-mass planets (reported to be almost twice as common as main-sequence stars). These results, however, do not match predictions of planet-formation theories11–12 and surveys of young clusters8–10. Here we analyse a sample of microlensing events six times larger than that of ref. 11 discovered during the years 2010–15. Although our survey has very high sensitivity (detection efficiency) to short-timescale (1–2 days) microlensing events, we found no excess of events with timescales in this range, with a 95 per cent upper limit on the frequency of Jupiter-mass free-floating or wide-orbit planets of 0.25 planets per main-sequence star. We detected a few possible ultrashort-timescale events (with timescales of less than half a day), which may indicate the existence of Earth-mass and super-Earth-mass free-floating planets, as predicted by planet-formation theories11,12.

The sample of 2,617 microlensing events we analysed was selected from data collected during the fourth phase of the Optical Gravitational Lensing Experiment13 (OGLE-IV) during the years 2010–15. The survey is monitoring dense fields towards the Galactic centre, nine of which (about 12.6 square degrees in total) were observed with a cadence of either 20 min or 60 min, allowing the detection of extremely short microlensing events. We examined the light curves of almost 50 million stars identified on deep stacked images of each field; each light curve consisted of 4,500–12,000 data points.

The selection of events was conducted in three steps, described in detail in the Methods. First, we searched for ‘bumps’ in the light curves, which we define as at least three consecutive points 3σbase above the baseline level (where σbase is the dispersion of points outside a 360-day window centred on the bump). To minimize contamination from moving objects (like asteroids) and photometry artefacts, we required that the centre of the additional flux coincided with the centre of the star. Events with a very low signal-to-noise ratio and those exhibiting a variability in the baseline were also rejected by these criteria. Next, we removed any remaining artefacts located mainly near the edges of the charge-coupled device (CCD) camera, low-amplitude pulsating red giants, and other variable stars (dwarf novae, flaring stars) that have multiple bumps in their light curves.

Finally, we fitted the microlensing point-source point-lens model to the data and required that the model describe the data appropriately. The lensing model has three parameters: the time t0 and the projected separation u0 (in Einstein radius units) between the lens and the source during the closest approach, and the Einstein radius crossing time tE. (The angular Einstein radius θE of a lens depends on its mass M and relative lens–source parallax θparallax = 1 AU × (Dsource − Dlens)−1, where AU are astronomical units, and Ds and Dl are the distances to the lens and the source, respectively, as follows: θE = √4πMθparallax, where k = 8.14 mas per M⊙, and Ms is the solar mass). Two additional parameters describe the source flux Fs and blended unmagnified flux Fb from possible unresolved neighbours or the lens itself. To ensure that the shortest events were not mistaken for stellar flares, we required at least four data points on the rising branch of the light curve (two if the descending part of the light curve was also covered).

Using our detection efficiency simulations (see below), we found that the event timescales cannot be reliably measured for faint, highly blended events (that is, with blending parameter fblend = Fs/(Fs + Fb) < 0.1, that is, less than 10% of the baseline flux comes from the source), which was predicted theoretically13. Therefore, to ensure that our final results were robust, highly blended events were not included in our sample of high-quality events. Thus, regardless of the timescale, there is no systematic shift between measured and real timescales for simulated data. The final distribution of the event timescales is shown in Fig. 1.

To calculate the detection efficiency we conducted extensive image-level simulations, in which artificial microlensing events were injected into real OGLE images using the point spread function derived from the neighbouring stars. In total, 8.6 million artificial events were simulated. Parameters u0, t0 and logtE were drawn from uniform distributions, but sources were randomly drawn from the luminosity function of each subfield (Extended Data Fig. 1). For simulated events we applied exactly the same selection criteria as those applied to the observed sample of events. Detection efficiency curves for all analysed fields are shown in Extended Data Fig. 2.

The detection-efficiency-corrected histogram of event timescales is presented in Fig. 2 and, clearly, does not show the excess of events with timescales tE ≈ 1–2 days claimed in ref. 11. The difference (at a confidence level of 2.5σ to 3σ) can be explained in part by the relatively small number of events found in the earlier analysis11. In addition to the 2,617 events analysed in this work, we detected over twenty short-duration events that showed clear signatures of binarity19 and did not pass our strict selection criteria for the fit quality. Owing to lower photometric precision, such events may have been mistaken for single short-timescale events. It is also possible that event timescales measured in the previous work suffer from systematic effects (differential refraction,
We detected six possible ultrashort-timescale events ($t_E < 0.5$ d), which may be due to Earth-mass free-floating planets (grey histogram). Solid (dotted) green lines mark the expected microlensing signal assuming that 5-Earth-mass planets are ten (five) times more frequent than stars. Error bars are the 1σ Poisson uncertainties on the counts of the number of events observed in a given $t_E$ bin.

Figure 1 | Observed distribution of timescales of 2,617 high-quality microlensing events discovered by OGLE in 2010–15. The purple line is the best-fitting model. The dotted line constrains the 95% confidence limit on the number of wide-orbit or unbound Jupiter-mass planets of 0.25 planets per star. The dashed red line is the best-fitting model from ref. 11 predicting almost two Jupiter-mass free-floating planets per star. According to that model we should find 64 events with $0.3 < t_E < 1.8$ d, but only 21 were observed (the discrepancy is even larger for events with $0.3 < t_E < 1.3$ d, where 6 events were found out of 42 expected by ref. 11). We detected six possible ultrashort-timescale events ($t_E < 0.5$ d), which may be due to Earth-mass free-floating planets (grey histogram). Solid (dotted) green lines mark the expected microlensing signal assuming that 5-Earth-mass planets are ten (five) times more frequent than stars. Error bars are the 1σ Poisson uncertainties on the counts of the number of events observed in a given $t_E$ bin.

Figure 2 | Distribution of event timescales corrected for the detection efficiency. This distribution, at short timescales, can be well approximated as a power law with a slope of $-3$, consistent with theoretical expectations.27 There remains a small possible excess of events with timescales $0.5 < t_E < 1$ d. If they were caused by the Jupiter-mass lenses, the best-fitting models predict their frequency of 0.05 Jupiter-mass planets per star with a 95% confidence limit of 0.25 planets per star (dotted purple line). All symbols are the same as in Fig. 1. Error bars are the 1σ Poisson uncertainties on the counts of the number of events observed in a given $t_E$ bin.

unphysical treatment of negative blending). Thanks to better image quality (smaller pixel scale, better seeing) and a narrower filter, our photometry is less prone to such systematic effects.

We modelled the observed distribution of event timescales by maximizing the likelihood function $L = \prod \rho(t_E)$, where $\rho(t_E) = \rho_{\text{mod}}(t_E)/\varepsilon(t_E)$ is the normalized predicted timescale distribution (corrected for the detection efficiency $\varepsilon(t_E)$).11,16 We adopted a standard Galactic model17,18 of the distribution and kinematics of stars and tested several mass functions. In our best-fitting model, the initial mass function (IMF) can be approximated as a broken power law with slopes $-0.8$ in the brown dwarf regime ($0.01M_\odot < M < 0.08M_\odot$), $-1.3$ for low-mass stars ($0.08M_\odot < M < 0.5M_\odot$), and $-2.0$ for $M > 0.5M_\odot$. We assumed that all stars mass more massive than $1M_\odot$ evolved into white dwarfs, neutron stars and black holes, depending on their initial mass, and we assumed the binary fraction $f_{\text{bin}} = 0.4$. The model is marked with a purple line in Figs 1 and 2.

Our best-fitting model describes the observed timescale distribution well, but we found there remains a small possible excess of events with timescales $0.5 < t_E < 1.0$ d. If we assume that they can be attributed to Jupiter-mass lenses ($M_{\text{lims}} = 10^{-3}M_\odot$), the maximum-likelihood models predict their frequency of 0.05 per main-sequence star with a 68% confidence interval of $[0.0, 0.12]$ planets per star. The 95% confidence limit is 0.25 Jupiter-mass planets per star. These results agree with upper limits on the frequency of Jupiter-mass planets inferred from direct imaging surveys,23,24 which suggests that almost the entire possible excess of events with timescales $0.5 < t_E < 1.0$ d can be attributed to planets on wide orbits.23

The timescales of the six events passing our criteria for high-quality events are shorter than half a day and these events last less than one night (Fig. 3). We carefully checked CCD images by eye to ensure that these brightenings are real, which rules out problems such as photometry artefacts or asteroids. We also analysed historical light curves for these events; four of the six have been observed by the OGLE survey for 20 years and we did not find any evidence for other outbursts in archival data. Nevertheless, because these events were so short and the light curves were not fully covered, we cannot rule out the possibility that some of them might be flaring stars (especially BLG512.18.22725 and BLG500.10.140417).

The best-fitting microlensing models of these six short events constrain their Einstein timescales in the range $0.1 < t_E < 0.4$ d (Extended Data Table 1). Such short events should be caused by Earth- and super-Earth-mass objects, provided that they have kinematics that are similar to the brown dwarf, stellar and remnant lenses. They might be gravitationally unbound to any star or located at wide orbits (at least several astronomical units from the host star), given no signs of binarity in their light curves. Because the number of ultrashort events is very small and their nature is uncertain, we do not attempt to model their mass function. However, the mere detection of such ultrashort events means that Earth-mass lenses should be very common. If we assume that 5-Earth-mass planets are five times more common than main-sequence stars, the expected number of ultrashort microlensing events is 2.2. For a more realistic mass function12 the expected number of detections is 25% smaller.

According to planet formation theories, most Earth-mass and super-Earth-mass planets should form at relatively small orbital separations (<10AU).22 The most likely sources of wide-orbit and free-floating Earth-mass planets are dynamical interactions in young multi-planet systems.12,23,24 Other mechanisms (including ejections from multiple-star systems, stellar fly-bys, interactions in stellar clusters, and post-main-sequence evolution of the host star(s)) have also been proposed.3 Although these processes are unlikely to produce a sizeable population of Jupiter-mass free-floating planets, Earth-mass planets can be scattered and ejected much more efficiently. Thanks to the superb quality of photometry from space-based observatories and the possibility of continuous observations during approximately
100-day-long windows, future space-based missions, such as WFIRST and Euclid, will have the potential to explore the population of free-floating Earth-mass planets in more detail.

**Online Content** Methods, along with any additional Extended Data display items and Source Data, are available in the online version of the paper; references unique to these sections appear only in the online paper.
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METHODS

Data. All data presented in this paper were collected as part of the OGLE-IV sky survey during the years 2010–15. The survey uses the 1.3-m Warsaw Telescope, located at Las Campanas Observatory, Chile. The observatory is operated by the Carnegie Institution for Science. The telescope is equipped with a mosaic, 32-chip CCD camera covering a field of view of 1.4 square degrees with a pixel scale of 0.26″ per pixel. All objects analysed are located within nine OGLE fields, observed with a cadence of either 20 min (BLG501, BLG505, and BLG512) or 60 min (BLG509, BLG504, BLG506, BLG511, BLG534, and BLG611), covering in total 12.6 square degrees. We analysed data collected between 2010 June 29 and 2015 November 8, that is, five and a half Galactic bulge observing seasons. Light curves consist of 4,500–12,000 data points, depending on the field, which gives a total of 360 billion photometric measurements. All analysed data were taken through the I-band filter.

Basic information about the fields analysed is presented in Extended Data Table 2. OGLE photometric pipeline is based on the difference image analysis method. For each field, a reference image is constructed by stacking several highest-quality and seeing frames. This reference image is then subtracted from incoming frames and the photometry is performed on subtracted images. Variable and transient objects that are detected on subtracted images are stored in two databases. The ‘standard’ database consists of all stellar-like objects detected on the reference frame, whereas ‘new’ objects (those that do not correlate with any identified stars) are stored separately; see the description of the OGLE photometric pipeline.

Event selection. We analysed 50 million light curves, from all the objects in the ‘standard’ database. We began our analysis by computing photometric uncertainties and transforming magnitudes into fluxes. It is known that uncertainties returned by the difference image analysis method are underestimated and ref. 31 provides an algorithm for their correction, so that these uncertainties match the observed scatter of the data. The purity of our sample is almost 100%. Over 90% of microlensing events detected in real time by the OGLE Early Warning System passed our cut 2 criteria. We detected an additional 20–30% events (depending on the field) compared to Early Warning System detections. The full distribution of timescales of detected microlensing events is shown in Fig. 1. Extended Data Table 4 presents the number of events detected in individual fields and timescale bins.

Detection efficiency. To calculate the event detection efficiency, we carried out extensive image-level simulations in which we injected artificial microlensing events into real OGLE frames using the PSF derived from neighbouring stars. In each iteration we simulated 5,000 events per CCD detector, so the star density did not increase much (by 5–10%). We carried out six iterations for each field, so in total 8,6 million events were simulated in all fields. Parameters \(t_0\) and \(\sigma_0\) were drawn from uniform distributions: \(0.0 \leq t_0 \leq 1.5\) and \(2455377 \leq \sigma_0 \leq 2455388\). Einstein timescales were drawn from a log-uniform distribution \(-1.0 \leq \log(E) \leq 2.5\). Sources were taken from the range 14 mag \(\leq I_s \leq 22\) mag from the luminosity function of each subfield, which was created as follows. We constructed a very deep luminosity function for the subfield BLG513.12, which was observed both by the OGLE-IV survey and by the Hubble Space Telescope. The OGLE-IV luminosity function and the Hubble Space Telescope luminosity function overlap in the range 16 mag \(\leq I_c \leq 18\) mag (Extended Data Fig. 1). This deep luminosity function was used as a template to generate artificial microlensing events in other fields, after shifting it so that the centroid of the red clump giant stars matched the centroid of the red clump stars, which serve as good standard candles, form a local maximum in the luminosity functions (in Extended Data Fig. 1). We therefore took into account variable bulge geometry and reddening. If there was evidence for differential reddening, we divided subfields into smaller parts. There were a few subfields (7% of the total analysed area) where we were not able to detect the red clump stars owing to extremely high extinction; such events were omitted from the final calculations (we detected only a negligible number of 48 microlensing events in these fields).

For the simulated events we applied exactly the same selection criteria as for the real events (Extended Data Table 3). The detection efficiency curves for all analysed fields are shown in Extended Data Fig. 2 and listed in Extended Data
Table 5. We note that the detection efficiency for events with \( t_E = 2 \) d is very high, up to 53% of the maximum efficiency for field BLG1512. Efficiencies for fields observed with 20-min and 60-min cadence are very similar, except for the shortest events with \( t_E < 0.5 \) d. In general, we found that detection efficiencies are most sensitive to crowding and interstellar reddening towards the given field (fields with higher reddening and higher crowding have lower efficiencies). We note that events were simulated using a standard point-lens point-source model. Higher-order effects, like the parallax (causing deviations in the light curve induced by the Earth’s motion\(^{50}\)) were not included and so detection efficiencies for long events (\( t_E > 100 \) d) may be slightly underestimated. Similarly, we did not include the finite source effect, which may reduce our detection efficiency for the shortest events (\( t_E \approx 0.1 \) d), when the Einstein ring size becomes similar to the source star radius\(^{48}\).

Parameter recovery. We also used our simulations to ensure that there is no systematic difference between measured and real timescales. In Extended Data Fig. 3 we plot timescales for simulated events passing all criteria from Extended Data Table 3. We found there is no systematic bias in measured timescales, unless events were faint and highly blended. This effect was predicted by ref. 14, where it was found theoretically that in such cases the event timescale, impact parameter and blending parameter may be severely correlated, because information on the event timescale comes mostly from wings of the light curve that can more easily be affected by the photometric noise. In Extended Data Fig. 4a we show the ratio between measured and ‘real’ (simulated) timescale \( t_{E,\text{real}}/t_{E,\text{meas}} \) versus the blending parameter \( f_b = F_b/F_l + F_s \). It is clear that timescales of highly blended and faint events are not well measured and are systematically underestimated. A similar effect was also noticed in earlier work\(^ {51} \), where it was found that \( t_{E,\text{in}} \) was systematically about 5% smaller than \( t_{E,\text{meas}} \) regardless of \( f_b \). Strong correlations between blending, impact parameter, and event timescale may also lead to the incorrect determination of parameters. For example, one short event reported by ref. 11, MOA-ip-1, has an about 5% smaller than \( t_{E,\text{meas}} \), where it was found that \( t_{E,\text{in}} \), consistent with our models from Extended Data Fig. 5a for fixed \( \alpha_{\text{bd}} \).

The IMF slope derived in the stellar regime is consistent with the ‘canonical’\(^ {53} \) value of \(-1.3\). Observations of brown dwarfs in open clusters and star-forming regions indicate \( \alpha_{\text{bd}} \approx 0.6-0.7 \) (ref. 55 and references therein) and our models are consistent with those values. On the other hand, censuses of nearby field brown dwarfs tend to prefer lower slopes. Ref. 56 found a 60% confidence interval of \( \alpha_{\text{bd}} \approx 0.6-0.7 \) and other studies (ref. 55 and references therein) support \( \alpha_{\text{bd}} \approx 0.6 \). However, mass function measurements for isolated field brown dwarfs are affected by difficulties in measuring their ages, distances, and masses.

**Planetary mass function.** To explain the excess of short events, ref. 11 modelled their event timescale distribution using a stellar IMF with \( \alpha_{\text{bd}} = 0.8, \alpha_{\text{stellar}} = 1.3 \) and \( M_{\text{break}} = 0.7M_{\odot} \) with an additional planetary component, approximated as a delta function at \( M = 10^{-5} M_{\odot} \). That model is shown in Figs 1 and 2 as a dashed red line. According to that model we should find 64 events with \( 0.3 \leq t_E < 1.8 \) d, but only 21 were observed (the discrepancy is even larger for events with \( 0.3 \leq t_E < 1.3 \) d, where 6 events were found but 42 expected). Moreover, the model of ref. 11 systematically underpredicts the number of long-timescale events (because of its very low sensitivity to long events, \( t_E > 100 \) d, the model found only five events in this range).

The best-fitting model described the observed timescale distribution well, but there remains a small possible excess of events with timescales \( 0.5 \leq t_E < 1 \) (Figs 1 and 2). If we assume, following ref. 11, that they are due to Jupiter-mass lenses (\( M_{\text{break}} = 10^{-5} M_{\odot} \)), the best-fitting models predict their frequency of 0.05 Jupiter-mass planets per star with a 68% confidence interval of [0, 0.12] planets per star. The 95% confidence limit is 0.25 Jupiter-mass planets per star. Our results agree with upper limits on the frequency of Jupiter-mass planets inferred from direct imaging surveys\(^ {53,54} \). For example, a high-contrast adaptive imaging search\(^ {55} \) for giant planets around nearby M-dwarf stars did not find any planets, proving very strong upper limits (at the 95% confidence limit) of 10–16% (depending on the model) for planets of between 1 and 13 Jupiter masses, at a distance of approximately 10–100 au. This suggests that almost the entire possible excess of events with timescales \( 0.5 \leq t_E < 1 \) d can be attributed to planets on wide orbits.

**Code availability.** We have opted not to make the event detection and simulation codes publicly available, because they were designed to work with internal photometric databases. The code for the modelling of the timescale distribution is available from the corresponding author upon reasonable request.

**Data availability.** The data that support the findings of this study are available from the corresponding author upon reasonable request.
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Extended Data Figure 1 | Galactic bulge luminosity function used for simulations. a, Deep luminosity function (LF) for subfield BLG513.12, which was observed both by the OGLE-IV survey and by the Hubble Space Telescope (HST)\textsuperscript{38}. Both luminosity functions overlap in the range $16 \, \text{mag} < I < 18 \, \text{mag}$. This deep luminosity function was used as a template to generate artificial microlensing events in analysed fields, after shifting to match the centroid of the red clump giant stars in a given field. b, Comparison between the observed luminosity function for subfield BLG512.32 and the simulated luminosity function.
Extended Data Figure 2 | Detection efficiency curves. Detection efficiencies as a function of the Einstein timescale $t_E$ for all analysed fields (averages for all subfields in the given field). Fields BLG501, BLG505 and BLG512 were observed with a 20-min cadence, and the remaining fields with a 60-min cadence. Error bars are the $1\sigma$ Poisson uncertainties on the counts of the number of simulated events in a given $t_E$ bin.
Extended Data Figure 3 | Comparison between measured Einstein timescales $t_{E,\text{out}}$ and ‘real’ (simulated) timescales $t_{E,\text{in}}$ for simulated events. Only events passing selection criteria from Extended Data Table 3 (including the cut on the blending parameter $f_s > 0.1$) are shown. Note that the colour scale is logarithmic. There is no systematic offset between measured and real timescales.
Extended Data Figure 4 | Comparison between measured and ‘real’ (simulated) parameters. a, Ratio between the measured Einstein timescale $t_{E,\text{out}}$ and ‘real’ (simulated) timescale $t_{E,\text{in}}$ for simulated events versus the blending parameter $f_s = F_s/(F_s + F_b)$. Timescales of faint and highly blended ($f_s < 0.1$) events are not well measured and are biased by a strong degeneration between Einstein timescale, blending and impact parameters. Timescales of events showing a high negative blending ($f_s > 1.5$) are systematically underestimated, but the bias is relatively small and such events comprise a negligible fraction of all events. b, Distributions of $t_{E,\text{out}}/t_{E,\text{in}}$ for simulated events passing selection criteria from Extended Data Table 3 (including the cut on the blending parameter $f_s > 0.1$). Regardless of the timescale, there is no systematic bias between measured and real timescales within 1%. For 90% of simulated events $0.63 < t_{E,\text{out}}/t_{E,\text{in}} < 1.65$. The MAD is the median absolute deviation from the data’s median.
Extended Data Figure 5 | Constraints on IMF slopes. a, Assuming that all lenses are single; b, assuming binary fraction $f_{\text{bin}} = 0.4$. 
Extended Data Table 1 | Best-fitting parameters for ultrashort microlensing event candidates

| Star             | RA             | Decl. | $t_b$ (HJD) | $t_l$ (d) | $t_f$ (d) | $\omega_b$ | $i_s$ | $i_b$ | $\lambda_e$ | $\lambda_f$ |
|------------------|----------------|-------|-------------|-----------|-----------|------------|-------|-------|--------------|--------------|
| BLGS01.315900    | 17$^\mathrm{h}$50$^\mathrm{m}$42$^\mathrm{s}$45 | 29$^\mathrm{d}$24$^\mathrm{h}$49$^\mathrm{m}$7 | 2456175.648 | 0.241     |           | [0.21,0.78] | 0.772 | 18.20 | 0.97         |
| BLGS01.02127000  | 17$^\mathrm{h}$53$^\mathrm{m}$13s44 | 30$^\mathrm{d}$18$^\mathrm{h}$59$^\mathrm{m}$6 | 2457172.692 | 0.146     |           | [0.12,0.26] | 0.517 | 19.13 | 0.77         |
| BLGS00.10140417  | 17$^\mathrm{h}$53$^\mathrm{m}$16s89 | 28$^\mathrm{d}$40$^\mathrm{h}$51$^\mathrm{m}$4 | 2456116.554 | 0.246     |           | [0.23,0.37] | 0.377 | 19.08 | 1.24         |
| BLGS01.2633361   | 17$^\mathrm{h}$54$^\mathrm{m}$17s54 | 29$^\mathrm{d}$18$^\mathrm{h}$17$^\mathrm{m}$0 | 2455671.124 | 0.320     |           | [0.29,0.79] | 0.471 | 18.04 | 1.11         |
| BLGS05.27114211  | 17$^\mathrm{h}$59$^\mathrm{m}$04s18 | 28$^\mathrm{d}$36$^\mathrm{h}$51$^\mathrm{m}$7 | 2457157.780 | 0.158     |           | [0.15,0.21] | 0.597 | 19.14 | 1.38         |
| BLGS12.1822725   | 18$^\mathrm{h}$05$^\mathrm{m}$25s00 | 28$^\mathrm{d}$28$^\mathrm{h}$23$^\mathrm{m}$9 | 2456064.921 | 0.128     |           | [0.08,0.19] | 0.138 | 20.95 | 0.16         |

$i_s$ is the source brightness and $i_b = f_s/(f_s + f_b)$ is the blending parameter. We also show 1σ confidence intervals for $t_b$. The inclusion of the finite source effect does not improve $\chi^2$ much (typically $\Delta \chi^2 = 0.0–3.3$). Equatorial coordinates are given for the epoch J2000. RA, right ascension; Decl., declination.
Extended Data Table 2 | Basic information about analysed fields

| Field  | RA       | Decl.      | i    | b     | N_{stars} | N_{epochs} |
|--------|----------|------------|------|-------|-----------|------------|
| BLG00  | 17°51'60'' | -28°36'35'' | 0.9999 | -1.0293 | 4.0       | 4708       |
| BLG01  | 17°51'56'' | -29°50'00'' | -0.0608 | -1.6400 | 5.2       | 12117      |
| BLG04  | 17°57'33'' | -27°59'40'' | 2.1491 | -1.7747 | 5.8       | 6435       |
| BLG05  | 17°57'34'' | -29°13'15'' | 1.0870 | -2.3890 | 6.9       | 12083      |
| BLG06  | 17°57'31'' | -30°27'23'' | 0.0103 | -2.9974 | 5.3       | 4712       |
| BLG11  | 18°03'02'' | -27°22'49'' | 3.2835 | -2.5219 | 5.5       | 4595       |
| BLG12  | 18°03'04'' | -28°36'39'' | 2.2154 | -3.1355 | 6.9       | 10268      |
| BLG34  | 17°51'51'' | -31°04'15'' | -1.1356 | -2.2547 | 4.2       | 4652       |
| BLG61  | 17°35'33'' | -27°09'41'' | 0.3282 | +2.8242 | 5.0       | 4526       |

Equatorial coordinates are given for the epoch J2000. N_{stars} is the number of stars in millions and N_{epochs} is the number of collected frames during 2010–15. I and b are Galactic longitude and latitude, respectively.
## Extended Data Table 3 | Selection criteria for high-quality microlensing events

| Criteria | Remarks | Number |
|----------|---------|--------|
| $\chi^2_{\text{red}} / \text{dof} \leq 2.0$ | No variability outside the 360 day window centered on the event | |
| $n_{\text{OA}} \geq 3$ | Centroid of the additional flux coincides with the source star centroid | |
| $\chi^2_{s} = \sum (F_i - F_{\text{best}}) / \sigma_i \geq 32$ | Significance of the bump | 43,158 |
| $s < 0.4$ | Rejecting photometry artifacts | |
| $A > 0.1 \text{ mag}$ | Rejecting low-amplitude variables | |
| $n_{\text{bump}} = 1$ | Rejecting objects with multiple bumps | 11,989 |
| $\chi^2_{f_0} / \text{dof} \leq 2.0$ | Fit quality: | |
| $\chi^2_{b_{f,\text{E}}} / \text{dof} \leq 2.0$ | $\chi^2$ for all data | |
| $\chi^2_{b_{f,\text{E}}} / \text{dof} \leq 2.0$ | $\chi^2$ for $|f - b| < 4b$ | |
| $\chi^2_{b_{f,\text{S}}} / \text{dof} \leq 2.0$ | $\chi^2$ for $|f - b| < 2b$ | |
| $\chi^2_{b_{f,\text{T}}} / \text{dof} \leq 2.0$ | $\chi^2$ for $|f - b| < 1$ day | |
| $\chi^2_{b_{f,\text{S}}} / \text{dof} \leq 2.0$ | $\chi^2$ for $|f - b| < 5$ days | |
| 2455377 ≤ $t_0$ ≤ 2457388 | Event peaked between 2010 June 29 and 2015 December 31 | |
| $u_b \leq 1$ | The minimum impact parameter | |
| $t_b \leq 22.0$ | The minimum $f$-band source magnitude | |
| $n_{b} \geq 2$ if $n_{g} \geq 2$ | Rising and descending parts of the light curve should be sufficiently sampled | |
| $n_{b} \geq 4$ if $n_{g} < 2$ | | |
| $F_{b} > -0.25$ | The maximum negative blend flux, corresponding to $f = 19.5$ mag star | |
| $t_{b} > 0.1$ | Rejecting highly-blended events | 2617 |
Extended Data Table 4 | Number of events detected in individual timescale bins

| Bin $\log_10 t$ | BLG500 | BLG501 | BLG504 | BLG505 | BLG506 | BLG511 | BLG512 | BLG534 | BLG611 |
|----------------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| 1              | -0.93  | 0      | 1      | 0      | 0      | 0      | 0      | 0      | 0      |
| 2              | -0.79  | 0      | 0      | 1      | 0      | 0      | 0      | 0      | 0      |
| 3              | -0.65  | 1      | 1      | 0      | 0      | 0      | 0      | 0      | 0      |
| 4              | -0.51  | 0      | 1      | 0      | 0      | 0      | 0      | 0      | 0      |
| 5              | -0.37  | 0      | 0      | 0      | 0      | 0      | 0      | 0      | 0      |
| 6              | -0.23  | 0      | 1      | 0      | 0      | 0      | 0      | 0      | 0      |
| 7              | -0.09  | 1      | 0      | 0      | 1      | 0      | 0      | 0      | 0      |
| 8              | 0.05   | 1      | 1      | 1      | 0      | 0      | 0      | 0      | 0      |
| 9              | 0.19   | 0      | 4      | 0      | 2      | 0      | 4      | 1      | 1      |
| 10             | 0.33   | 3      | 5      | 4      | 4      | 1      | 0      | 3      | 5      |
| 11             | 0.47   | 4      | 9      | 7      | 8      | 5      | 8      | 3      | 8      |
| 12             | 0.61   | 10     | 19     | 13     | 28     | 10     | 10     | 13     | 6      |
| 13             | 0.75   | 17     | 40     | 17     | 39     | 19     | 11     | 13     | 17     |
| 14             | 0.89   | 22     | 32     | 24     | 55     | 26     | 19     | 28     | 20     |
| 15             | 1.03   | 25     | 39     | 30     | 78     | 34     | 22     | 40     | 22     |
| 16             | 1.17   | 26     | 35     | 46     | 57     | 44     | 33     | 46     | 24     |
| 17             | 1.31   | 29     | 62     | 38     | 62     | 39     | 30     | 40     | 24     |
| 18             | 1.45   | 23     | 42     | 39     | 53     | 32     | 32     | 41     | 33     |
| 19             | 1.59   | 15     | 39     | 27     | 40     | 32     | 24     | 25     | 20     |
| 20             | 1.73   | 12     | 25     | 20     | 39     | 19     | 21     | 31     | 18     |
| 21             | 1.87   | 7      | 13     | 11     | 20     | 10     | 10     | 12     | 6      |
| 22             | 2.01   | 3      | 9      | 6      | 11     | 6      | 7      | 3      | 2      |
| 23             | 2.15   | 5      | 2      | 3      | 2      | 7      | 1      | 4      | 2      |
| 24             | 2.29   | 0      | 1      | 1      | 3      | 2      | 3      | 0      | 1      |
| 25             | 2.43   | 0      | 0      | 0      | 1      | 2      | 0      | 0      | 0      |

There are 25 bins equally spaced in $\log_10 t$ between −1.0 and 2.5.
### Extended Data Table 5 | Detection efficiencies for the analysed fields

| Bin | \( \log_{10} E \) | BLG500 | BLG501 | BLG504 | BLG505 | BLG506 | BLG511 | BLG512 | BLG534 | BLG611 |
|-----|-------------------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| 1   | -0.93             | 0.0016 | 0.0033 | 0.0021 | 0.0045 | 0.0015 | 0.0016 | 0.0039 | 0.0013 | 0.0012 |
| 2   | -0.79             | 0.0030 | 0.0071 | 0.0046 | 0.0078 | 0.0043 | 0.0038 | 0.0085 | 0.0033 | 0.0041 |
| 3   | -0.65             | 0.0041 | 0.0086 | 0.0061 | 0.0110 | 0.0057 | 0.0057 | 0.0126 | 0.0047 | 0.0053 |
| 4   | -0.51             | 0.0061 | 0.0118 | 0.0089 | 0.0139 | 0.0086 | 0.0077 | 0.0144 | 0.0068 | 0.0084 |
| 5   | -0.37             | 0.0096 | 0.0144 | 0.0126 | 0.0180 | 0.0120 | 0.0119 | 0.0186 | 0.0095 | 0.0121 |
| 6   | -0.23             | 0.0130 | 0.0209 | 0.0176 | 0.0248 | 0.0189 | 0.0181 | 0.0297 | 0.0160 | 0.0180 |
| 7   | -0.09             | 0.0194 | 0.0279 | 0.0255 | 0.0343 | 0.0299 | 0.0278 | 0.0381 | 0.0226 | 0.0290 |
| 8   | 0.05              | 0.0278 | 0.0365 | 0.0368 | 0.0423 | 0.0396 | 0.0388 | 0.0503 | 0.0335 | 0.0390 |
| 9   | 0.19              | 0.0371 | 0.0423 | 0.0461 | 0.0506 | 0.0495 | 0.0486 | 0.0603 | 0.0395 | 0.0525 |
| 10  | 0.33              | 0.0447 | 0.0506 | 0.0559 | 0.0571 | 0.0593 | 0.0596 | 0.0705 | 0.0484 | 0.0631 |
| 11  | 0.47              | 0.0508 | 0.0557 | 0.0630 | 0.0692 | 0.0675 | 0.0680 | 0.0790 | 0.0592 | 0.0755 |
| 12  | 0.61              | 0.0608 | 0.0630 | 0.0701 | 0.0753 | 0.0784 | 0.0758 | 0.0876 | 0.0641 | 0.0863 |
| 13  | 0.75              | 0.0658 | 0.0669 | 0.0750 | 0.0816 | 0.0866 | 0.0832 | 0.0940 | 0.0746 | 0.0874 |
| 14  | 0.89              | 0.0737 | 0.0746 | 0.0855 | 0.0876 | 0.0937 | 0.0907 | 0.0990 | 0.0772 | 0.1025 |
| 15  | 1.03              | 0.0760 | 0.0769 | 0.0910 | 0.0940 | 0.1011 | 0.0949 | 0.1056 | 0.0838 | 0.1107 |
| 16  | 1.17              | 0.0858 | 0.0826 | 0.0939 | 0.0950 | 0.1035 | 0.1035 | 0.1113 | 0.0899 | 0.1204 |
| 17  | 1.31              | 0.0872 | 0.0831 | 0.1026 | 0.1014 | 0.1079 | 0.1067 | 0.1131 | 0.0913 | 0.1252 |
| 18  | 1.45              | 0.0949 | 0.0898 | 0.1099 | 0.1055 | 0.1184 | 0.1151 | 0.1206 | 0.1012 | 0.1361 |
| 19  | 1.59              | 0.0964 | 0.0940 | 0.1145 | 0.1108 | 0.1191 | 0.1212 | 0.1286 | 0.1048 | 0.1389 |
| 20  | 1.73              | 0.1024 | 0.0973 | 0.1192 | 0.1134 | 0.1264 | 0.1249 | 0.1302 | 0.1105 | 0.1470 |
| 21  | 1.87              | 0.1000 | 0.1004 | 0.1207 | 0.1174 | 0.1288 | 0.1254 | 0.1336 | 0.1111 | 0.1525 |
| 22  | 2.01              | 0.1029 | 0.0965 | 0.1182 | 0.1124 | 0.1253 | 0.1218 | 0.1331 | 0.1085 | 0.1500 |
| 23  | 2.15              | 0.0989 | 0.0928 | 0.1122 | 0.1072 | 0.1148 | 0.1146 | 0.1160 | 0.1029 | 0.1458 |
| 24  | 2.29              | 0.0853 | 0.0788 | 0.0979 | 0.0890 | 0.0998 | 0.0914 | 0.0906 | 0.0888 | 0.1295 |
| 25  | 2.43              | 0.0618 | 0.0539 | 0.0638 | 0.0538 | 0.0596 | 0.0560 | 0.0548 | 0.0578 | 0.0891 |

There are 25 bins equally spaced in \( \log_{10} E \) between –1.0 and 2.5.