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Abstract

We provide a compactness criterion for the set of laws $\mathcal{P}_{ac \text{ sem}}(\Theta)$ on the Skorokhod space for which the canonical process $X$ is a semimartingale having absolutely continuous characteristics with differential characteristics taking values in some given set $\Theta$ of Lévy triplets. Whereas boundedness of $\Theta$ implies tightness of $\mathcal{P}_{ac \text{ sem}}(\Theta)$, closedness fails in general, even when choosing $\Theta$ to be additionally closed and convex, as a sequence of purely discontinuous martingales may converge to a diffusion. To that end, we provide a necessary and sufficient condition that prevents the purely discontinuous martingale part in the canonical representation of $X$ to create a diffusion part in the limit. As a result, we obtain a sufficient criterion for $\mathcal{P}_{ac \text{ sem}}(\Theta)$ to be compact, which turns out to be also a necessary one if the geometry of $\Theta$ is similar to a box on the product space.

As an application, we consider a semimartingale optimal transport problem, where the transport plans are elements of $\mathcal{P}_{ac \text{ sem}}(\Theta)$. We prove the existence of an optimal transport law $\hat{P}$ and obtain a duality result extending the classical Kantorovich duality to this setup.
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1 Introduction

The goal of this paper is to provide a compactness criterion for semimartingale laws. Given a set $\Theta$ of Lévy triplets, we denote by $\mathcal{P}_{ac \text{ sem}}(\Theta)$ the set of all probability measures $P$ on the Skorokhod space for which the canonical process $X = (X_t)_{0 \leq t \leq T}$ is a semimartingale with differential characteristics taking values in $\Theta$; this means that the semimartingale characteristics $(B^P, C^P, \nu^P)$ are of the form $(b^P_t dt, c^P_t dt, F^P_t dt)$ and the processes $(b^P, c^P, F^P)$ evolve in $\Theta$. For simplicity in the introduction, let us only consider laws with starting point $X_0 = 0$.
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We restrict our attention to sets of Lévy triplets \( \Theta \subseteq \mathbb{R}^d \times \mathbb{S}^d_+ \times \mathcal{L} \) satisfying the following boundedness condition

\[
\sup_{(b,c,F) \in \Theta} \left\{ |b| + |c| + \int_{\mathbb{R}^d} |x|^2 \land |x| F(dx) \right\} < \infty, \tag{1.1}
\]

where \( \mathcal{L} \) denotes the set of Lévy measures. It turns out that the condition (1.1) on \( \Theta \) implies tightness of \( \mathcal{P}^{ac}_{\text{sem}}(\Theta) \) and that under any limit law \( \mathbb{P}_0 \) of a sequence \( (\mathbb{P}_n) \subseteq \mathcal{P}^{ac}_{\text{sem}}(\Theta) \) the canonical process remains a semimartingale with absolutely continuous characteristics, see Corollary 3.22 and Proposition 4.4.

Finding tightness conditions on semimartingale laws is a well-studied problem. In [26], tightness of solutions of a martingale problem is proven. In fact, (1.1) can be seen as the analogue of the boundedness conditions on the triplet in the integro-differential operator of the martingale problem in [26]. In [35], conditions on the predictable quadratic covariation of a sequence of locally square-integrable martingales \( (M_n) \) is studied, which guarantee tightness of the laws of \( (M_n) \). Tightness for semimartingale laws was studied in [27] on the space of càdlàg paths, but endowed with a weaker topology than the usual Skorokhod \( J_1 \)-topology, which makes it easier to obtain tightness. They show that a sequence of quasimartingales laws with uniformly bounded conditional variation is tight, and any such limit is a quasimartingale law. We refer to [20, 6, 21] for general tightness results for processes.

For continuous semimartingales, i.e. when \( F \equiv 0 \), it was shown in [39] using techniques developed in [41] that if in addition to (1.1) \( \Theta \subseteq \mathbb{R}^d \times \mathbb{S}^d_+ \) is closed and convex, then \( \mathcal{P}^{ac}_{\text{sem}}(\Theta) \) is compact. In other words, in the continuous case, closedness and boundedness of \( \Theta \) provides compactness of the corresponding set of probability measures \( \mathcal{P}^{ac}_{\text{sem}}(\Theta) \).

However, on the Skorokhod space, it is straightforward to see that closedness of \( \mathcal{P}^{ac}_{\text{sem}}(\Theta) \) may fail, even when choosing \( \Theta \), in addition to (1.1), to be closed (and convex). We are not aware of any closedness criterion of that type. To understand the difficulty, consider in dimension one the set

\[
\Theta := \left\{ (b,c,F) \in \mathbb{R} \times [0,\infty) \times \mathcal{L} \left| \begin{array}{l}
    b = 0, c = 0, \\
    \text{supp}(F) \subseteq \{ |x| \leq 1 \}
\end{array} \right. \right\}.
\]

We see that \( \Theta \) satisfies (1.1), is convex, and it is straightforward to argue that \( \Theta \) is closed. However, \( \Theta \) contains the sequence of Lévy triplets \( \left( (0,0,n \delta \frac{1}{\sqrt{n}}) \right)_{n \in \mathbb{N}} \). Consider the sequence of laws \( (\mathbb{P}_n) \subseteq \mathcal{P}^{ac}_{\text{sem}}(\Theta) \), where each element \( \mathbb{P}_n \) is defined as the unique law such that \( X \) becomes a Lévy process with triplet \( (0,0,n \delta \frac{1}{\sqrt{n}}) \). Under each \( \mathbb{P}_n \), \( X \) is the scaled compensated Poisson process \( \frac{1}{\sqrt{n}} (N^\mu_t - nt) \) with intensity \( n \), which is known to converge weakly to Brownian motion. However, the Wiener measure \( \mathbb{P}_0 \) is not an element of \( \mathcal{P}^{ac}_{\text{sem}}(\Theta) \), as the corresponding triplet \( (0,1,0) \) is not an element of \( \Theta \). So closedness of \( \mathcal{P}^{ac}_{\text{sem}}(\Theta) \) fails.

The key difficulty of getting closedness of \( \mathcal{P}^{ac}_{\text{sem}}(\Theta) \) is that a sequence of purely discontinuous martingales may converge to a diffusion, and this (additional) diffusion may destroy the closedness of \( \mathcal{P}^{ac}_{\text{sem}}(\Theta) \), even when choosing \( \Theta \) to be closed. Therefore, we need to characterize the condition on \( \Theta \) that prevents the purely discontinuous (local) martingale part of \( X \) to create an additional diffusion part in the limit.
We show in Theorem 2.1 that any limit of a sequence $(\mathbb{P}_n)$ of purely discontinuous martingale laws being in $\mathcal{P}_{\text{ac}}(\Theta)$ is a martingale law; the necessary and sufficient condition for the limit $\mathbb{P}_0$ to be a purely discontinuous martingale law turns out to be

$$\lim_{\delta \downarrow 0} \limsup_{n \to \infty} \mathbb{E}^{\mathbb{P}_n} \left[ \int_0^T \int_{|x| \leq \delta} |x|^2 F^{\mathbb{P}_n}_t(dx) \, dt \right] = 0.$$

Now, the intuition is the following. If we can exclude the sequence of purely discontinuous martingale parts to create an additional diffusion in the limit, then the boundedness condition (1.1) together with closedness of $\Theta$ should lead to compactness of $\mathcal{P}_{\text{ac}}(\Theta)$. The condition

$$\lim_{\delta \downarrow 0} \sup_{(b,c,F) \in \Theta} \int_{|x| \leq \delta} |x|^2 F(dx) = 0 \quad (1.2)$$

is the weakest condition on $\Theta$ one can impose that prevents limits of purely discontinuous martingales to possess a diffusion part.

We show in Theorem 2.5 that if $\Theta$ is closed, convex and satisfies (1.1), then (1.2) is a sufficient condition that $\mathcal{P}_{\text{ac}}(\Theta)$ is compact. Moreover, if the geometry of $\Theta \subseteq \mathbb{R}^d \times S^d_+ \times \mathcal{L}$ is similar to the one of a box on the product space (see Definition 2.4), then (1.2) is also a necessary condition.

As an application of the compactness criterion for $\mathcal{P}_{\text{ac}}(\Theta)$, we study a semimartingale optimal transport problem. In classical optimal transport theory, the Monge-Kantorovich transport problem for given distributions $\mu_0, \mu_1$ on $\mathbb{R}^d$ and cost function $c : \mathbb{R}^d \times \mathbb{R}^d \to [0, \infty)$ consists of minimizing the functional

$$\mathbb{P} \mapsto \mathbb{E}^{\mathbb{P}}[c(X_0, X_1)]$$

over all distributions $\mathbb{P}$ on $\mathbb{R}^d \times \mathbb{R}^d$ with initial marginal $\mathbb{P} \circ X_0^{-1} = \mu_0$ and final marginal $\mathbb{P} \circ X_1^{-1} = \mu_1$. A duality result was established in [24, 25] under some suitable conditions on the cost function $c$. We refer to [40] as reference for classical optimal transport. Recently, martingale optimal transport has been a very active field of research ([11, 14, 17, 5, 4, 15]), also in connection to Skorokohod Embedding Problems ([18, 19, 34, 16, 2]) and to robust pricing in mathematical finance ([11, 14, 3, 11, 12, 37]), to name but a few.

Semimartingale optimal transport was introduced in [30] as an extension of the classical Monge-Kantorovich optimal transport problem, where for a given cost function $c^{\mathbb{P}}(X)$ (which may vary in $\mathbb{P}$) and given distributions $\mu_0, \mu_1$ on $\mathbb{R}^d$, one minimizes

$$\mathbb{P} \mapsto \mathbb{E}^{\mathbb{P}}[c^{\mathbb{P}}(X)]$$

over all semimartingale laws $\mathbb{P}$ with initial marginal $\mathbb{P} \circ X_0^{-1} = \mu_0$ and final marginal $\mathbb{P} \circ X_1^{-1} = \mu_1$. We see that the semimartingale optimal transport problem recover the classical Monge-Kantorovich optimal transport problem when choosing $c^{\mathbb{P}}(X) \equiv c(X_0, X_1)$.

We study the following semimartingale optimal transport problem. For any distributions $\mu_0, \mu_1$ on $\mathbb{R}^d$ we denote by $\mathcal{P}_0(\mu_0, \mu_1)$ the set of all probability measures $\mathbb{P} \in \mathcal{P}_{\text{ac}}(\Theta)$ which have initial marginal $\mathbb{P} \circ X_0^{-1} = \mu_0$ and final marginal $\mathbb{P} \circ X_1^{-1} = \mu_1$. Then, given a cost
function $L$, distributions $\mu_0, \mu_1$ on $\mathbb{R}^d$, and a set $\Theta \subseteq \mathbb{R}^d \times \mathbb{S}_+ \times \mathcal{L}$, we want to minimize the functional

$$\mathbb{P} \mapsto \mathbb{E}^\mathbb{P}
\left[
\int_0^1 L(t, X, b_t^\mathbb{P}, c_t^\mathbb{P}, F_t^\mathbb{P}) \, dt
\right]$$

over all probability measures $\mathbb{P} \in \mathcal{P}_\Theta(\mu_0, \mu_1)$. We prove the existence of a minimizer $\hat{\mathbb{P}} \in \mathcal{P}_\Theta(\mu_0, \mu_1)$ and a duality theorem which is an extension of the classical Kantorovich duality to this setup (see [24, 25]). When choosing $\Theta := \mathbb{R}^d \times \{I_{d \times d}\} \times \{0\}$ and $\Theta \subseteq \mathbb{R}^d \times \mathbb{S}_+ \times \{0\}$, we recover the semimartingale optimal transport and the corresponding strong duality result in [30] and [39], respectively. We also refer to [9, 29] for related work on semimartingale optimal transport for continuous semimartingales. Following the arguments of [30, 39], the existence of a minimizer $\hat{\mathbb{P}}$ and the duality theorem is obtained in Theorem 2.16 using classical convex duality results, which require that the value function

$$(\mu_0, \mu_1) \mapsto V(\mu_0, \mu_1) := \inf_{\mathbb{P} \in \mathcal{P}_\Theta(\mu_0, \mu_1)} \mathbb{E}^\mathbb{P}
\left[
\int_0^1 L(t, X, b_t^\mathbb{P}, c_t^\mathbb{P}, F_t^\mathbb{P}) \, dt
\right]$$

is convex and lower semicontinuity. The lower semicontinuity of the value function heavily depends on the compactness property $\mathcal{P}_{ac}(\Theta)$, which we now can ensure from the compactness criterion by imposing $\Theta$ to satisfy (1.1) and (1.2).

The remainder of this paper is organized as follows. In Section 2, we introduce the notions and present the main results. In Section 3, we lift the laws $\mathcal{P}_{ac}(\Theta)$ to an enlarged space $\overline{\Omega}$, where we prove our main results about the characterization when purely discontinuous martingales can create a diffusion in the limit and the compactness criterion for the semimartingale laws. The enlarged space allows us to consider the joint distribution of the summands in the canonical representation of $X$. The main tool for the proof is the Skorokhod representation theorem, which enables us to translate weak convergence to pointwise convergence. In Section 4, we prove the above results on the original Skorokhod space using the corresponding results derived on the enlarged space. To that end, an analysis of semimartingale characteristics with respect to a filtration smaller than the original one on the enlarged space is needed. In Section 5, we prove the existence of a minimizer and the duality result of the semimartingale optimal transport problem.

## 2 Setup and Main Results

Fix $d \in \mathbb{N}$, $T < \infty$ and let $\Omega := \mathbb{D}([0, T], \mathbb{R}^d)$ be the space of all càdlàg paths $\omega = (\omega_t)_{0 \leq t \leq T}$ endowed with the usual Skorokhod $J_1$-topology, where we equip $\Omega$ with the corresponding Borel $\sigma$-field $\mathcal{F}$. Denote by $X = (X_t)_{0 \leq t \leq T}$ the canonical process $X_t(\omega) = \omega(t)$ and by $\mathbb{F} = (\mathcal{F}_t)_{0 \leq t \leq T}$ the (raw) filtration generated by $X$. Moreover, we denote by $\mathcal{M}_1(\Omega)$ the space of all probability measures on $(\Omega, \mathcal{F})$, which is a Polish space by the usual topology of weak convergence, see e.g. [5, Chapter 7].

For a given probability measure $\mathbb{P}$ and a filtration $\mathcal{G}$ on $(\Omega, \mathcal{F})$, we call $\mathcal{G}$-adapted process $Y$ with càdlàg paths a $\mathbb{P}$-$\mathcal{G}$-semimartingale if there exist right-continuous, $\mathcal{G}$-adapted
processes \( M \) and \( A \) with \( M_0 = A_0 = 0 \) such that \( M \) is a \( \mathbb{P} \)-\( G \)-local martingale, \( A \) has paths of finite variation \( \mathbb{P} \)-a.s. such that \( Y = Y_0 + M + A \mathbb{P} \)-a.s.

Fix a continuous truncation function \( h : \mathbb{R}^d \to \mathbb{R}^d \); that is a bounded continuous function such that \( h(x) = x \) in a neighborhood of the origin. Having defined a topology on \( \Theta \) semimartingale theory. Under a given probability measure \( \mathbb{P} \) induced by the bounded continuous functions on \( \Theta \), we say that \( \mathbb{P} \)-a.s., \( B^\mathbb{P} \) is the predictable finite variation part in the canonical decomposition of \( \mathbb{P} \)-a.s., \( C^\mathbb{P} \) is the quadratic covariation of the continuous local martingale part of \( X \) under \( \mathbb{P} \) and \( \nu^\mathbb{P} \) is the \( \mathbb{P} \)-compensator of the measure \( \mu^X \) associated to the jumps of \( X \). We refer to [31] as our main reference for standard notions related to general semimartingale theory. Under a given probability measure \( \mathbb{P} \), \( X \) is a \( \mathbb{P} \)-semimartingale if and only if it is one with respect to the right continuous filtration \( \mathbb{F}_+ \) or the usual augmentation \( \mathbb{F}_+^\mathbb{P} \), and the semimartingale characteristics with these filtrations are the same, see [31 Proposition 2.2]. We denote by \( \Psi_{\text{sem}} \) the set of all probability measures on \( (\Omega, \mathbb{F}) \) such that \( X \) is a \( \mathbb{P} \)-semimartingale.

Given a semimartingale law \( \mathbb{P} \), we say that \( X \) has absolutely continuous characteristics under \( \mathbb{P} \) if \((dB^\mathbb{P}, dC^\mathbb{P}, d\nu^\mathbb{P}) = (b^\mathbb{P} dt, c^\mathbb{P} dt, F^\mathbb{P} dt)\). The differential characteristics \((b^\mathbb{P}, c^\mathbb{P}, F^\mathbb{P})\) take values in \( \mathbb{R}^d \times \mathcal{S}_+^d \times \mathcal{L} \), where \( \mathcal{S}_+^d \) denotes the set of all symmetric, nonnegative definite \( d \times d \) matrices and

\[
\mathcal{L} := \left\{ F \text{ measure on } \mathbb{R}^d \bigg| \int_{\mathbb{R}^d} |x|^2 \wedge 1 \, F(dx) < \infty \text{ and } F(\{0\}) = 0 \right\}
\]

denotes the set of Lévy measures. We write

\[
\Psi_{\text{sem}}^{\text{ac}} := \{ \mathbb{P} \in \Psi_{\text{sem}} \mid X \text{ has absolutely continuous characteristics} \}.
\]

Given a set \( \Theta \subseteq \mathbb{R}^d \times \mathcal{S}_+^d \times \mathcal{L} \), we denote by

\[
\Psi_{\text{sem}}^{\text{ac}}(\Theta) := \{ \mathbb{P} \in \Psi_{\text{sem}}^{\text{ac}} \mid (b^\mathbb{P}, c^\mathbb{P}, F^\mathbb{P}) \in \Theta \mathbb{P} \times dt \text{-a.e.} \}
\]

the set of all semimartingale laws in \( \Psi_{\text{sem}}^{\text{ac}} \) with differential characteristics taking value in \( \Theta \mathbb{P} \times dt \)-a.s. Given a set \( \Gamma_0 \subseteq \mathcal{M}_1(\mathbb{R}^d) \) of distributions on \( \mathbb{R}^d \), we write

\[
\Psi_{\text{sem}}^{\text{ac}}(\Theta)(\Gamma_0) := \{ \mathbb{P} \in \Psi_{\text{sem}}^{\text{ac}}(\Theta) \mid \mathbb{P} \circ X_0^{-1} \in \Gamma_0 \}
\]

for those elements in \( \Psi_{\text{sem}}^{\text{ac}}(\Theta) \) with corresponding initial distribution lying in \( \Gamma_0 \).

To provide our compactness criterion for semimartingale laws, we first need to introduce a topology on \( \Theta \). To that end we endow \( \mathcal{L} \) with the topology of weak convergence induced by the bounded continuous functions on \( \mathbb{R}^d \) vanishing in a neighborhood of the origin. More precisely, given \((F_n)_{n \in \mathbb{N}} \subseteq \mathcal{L} \) and \( F \in \mathcal{L} \), we say that \((F_n)_{n \in \mathbb{N}} \) converges to \( F \) if \( \lim_{n \to \infty} \int_{\mathbb{R}^d} g(x) F_n(dx) = \int_{\mathbb{R}^d} g(x) F(dx) \) for all bounded continuous functions \( g \) on \( \mathbb{R}^d \) vanishing in a neighborhood of the origin. Having defined a topology on \( \mathcal{L} \), we can equip \( \mathbb{R}^d \times \mathcal{S}_+^d \times \mathcal{L} \) with the corresponding product topology.

Consider the following condition on the values of the differential characteristics.
Condition (B). A set $\Theta \subseteq \mathbb{R}^d \times \mathbb{S}^{d}_+ \times \mathcal{L}$ satisfies Condition (B) if

$$\mathcal{K} := \sup_{(b,c,F) \in \Theta} \left\{ |b| + |c| + \int_{\mathbb{R}^d} |x|^2 \wedge |x| F(dx) \right\} < \infty. \quad (2.1)$$

Note that Condition (B) guarantees that both the continuous and purely discontinuous local martingale part of the canonical representation of $X$ under any $\mathbb{P} \in \mathcal{P}_{\text{sem}}(\Theta)$ are true martingales, and every element $\mathbb{P} \in \mathcal{P}_{\text{sem}}(\Theta)$ being a $\sigma$-martingale law satisfying $\mathbb{E}^\mathbb{P}[|X_0|] < \infty$ is a true martingale law, see the proof of [32, Lemma 5.2].

Now, let us state our first result, which provides a necessary and sufficient condition for limits of purely discontinuous martingale measures to be again a purely discontinuous martingale measure. To that end, denote

$$\mathcal{P}_{\text{ac}} := \mathcal{P}^{\text{ac}}_{\text{sem}} | X \text{ is a } \mathbb{P}\text{-F-martingale},$$

$$\mathcal{P}_{\text{ac},d} := \mathcal{P}^{\text{ac}}_{\text{m,d}} | X \text{ is a } \mathbb{P}\text{-purely discontinuous martingale}$$

$$= \{ \mathbb{P} \in \mathcal{P}^{\text{ac}}_{\text{m,d}} | C^\mathbb{P} = 0 \},$$

$$\mathcal{P}_{\text{ac},d}(\Theta) := \{ \mathbb{P} \in \mathcal{P}^{\text{ac}}_{\text{m,d}} | (\mathbb{P}, Y, F^\mathbb{P}) \in \Theta \times \mathbb{P} \times \text{dt-a.e.} \}.$$

**Theorem 2.1.** Let $\Theta \subseteq \mathbb{R}^d \times \mathbb{S}^{d}_+ \times \mathcal{L}$ satisfy Condition (B) and $(\mathbb{P}_n)_{n \in \mathbb{N}} \subseteq \mathcal{P}_{\text{ac},d}(\Theta)$ be a sequence of purely discontinuous martingale measures which converges weakly to some $\mathbb{P}_0 \in \mathcal{M}_1(\Omega)$ satisfying $\mathbb{E}^{\mathbb{P}_0}[|X_0|] < \infty$. Then the following hold true.

1) We have $\mathbb{P}_0 \in \mathcal{P}_{\text{ac}}$.

2) We have the following necessary and sufficient criterion for the limit law to be a purely discontinuous martingale measure:

$$\mathbb{P}_0 \in \mathcal{P}_{\text{ac},d} \iff \lim_{\delta \downarrow 0} \lim_{n \to \infty} \mathbb{E}^{\mathbb{P}_n} \left[ \int_0^T \int_{\{ |x| \leq \delta \}} |x|^2 F^{\mathbb{P}_n}(dx) \, dt \right] = 0. \quad (2.2)$$

**Corollary 2.2.** Let $\Theta \subseteq \mathbb{R}^d \times \mathbb{S}^{d}_+ \times \mathcal{L}$ satisfy Condition (B) and $(\mathbb{P}_n)_{n \in \mathbb{N}} \subseteq \mathcal{P}_{\text{ac},d}(\Theta)$. Assume that the sequence of laws $(\mathbb{P}_n \circ (M^d, \mathbb{P}_n)^{-1})_{n \in \mathbb{N}}$ of the corresponding purely discontinuous martingale part of the canonical process $X$ under $\mathbb{P}_n$ converges to some law $\mathbb{P}_0 \in \mathcal{M}_1(\Omega)$. Then 1) and 2) of Theorem 2.1 hold true, too.

**Remark 2.3.** The condition for a martingale to be a purely discontinuous one is of local nature. Therefore, the above theorem and corollary also hold true when considering (semi-)martingale laws defined on the time interval $[0, \infty)$, up to the slight modification that the right-hand side of (2.2) must then hold for all $T \in [0, \infty)$.

We can use Theorem 2.1 to obtain a necessary and sufficient criterion on $\Theta$ for $\mathcal{P}_{\text{ac},d}(\Theta)(\Gamma_0)$ to be compact. To that end, we introduce the following condition.

**Condition (J).** A set $\Theta \subseteq \mathbb{R}^d \times \mathbb{S}^{d}_+ \times \mathcal{L}$ satisfies Condition (J) if

$$\lim_{\delta \downarrow 0} \sup_{(b,c,F) \in \Theta} \int_{\{ |x| \leq \delta \}} |x|^2 F(dx) = 0.$$
Moreover, denote
\[
\text{proj}_c(\Theta) := \{ c \in \mathbb{S}_+^d \mid \text{there exists } (b, F) \in \mathbb{R}^d \times \mathcal{L} \text{ such that } (b, c, F) \in \Theta \},
\]
\[
\text{proj}_F(\Theta) := \{ F \in \mathcal{L} \mid \text{there exists } (b, c) \in \mathbb{R}^d \times \mathbb{S}_+^d \text{ such that } (b, c, F) \in \Theta \}.
\]

**Definition 2.4.** Given \( \Theta \subseteq \mathbb{R}^d \times \mathbb{S}_+^d \times \mathcal{L} \), we say that \( \text{proj}_c(\Theta) \) does not depend on \( \text{proj}_F(\Theta) \) if for any fixed \( F \in \text{proj}_F(\Theta) \)
\[
\{ c \in \text{proj}_c(\Theta) \mid \text{there exists } b \in \mathbb{R}^d \text{ such that } (b, c, F) \in \Theta \} = \text{proj}_c(\Theta).
\]

The condition on \( \Theta \) introduced in Definition 2.4 can be seen as a generalization of a box. Indeed, for any subsets \( D_b \subseteq \mathbb{R}^d, D_c \subseteq \mathbb{S}_+^d, D_F \subseteq \mathcal{L} \), the box \( \Theta_{\text{Box}} := D_b \times D_c \times D_F \) satisfies the above condition. Let us state the compactness criterion for \( \mathcal{P}_{\text{sem}}(\Theta)(\Gamma_0) \).

**Theorem 2.5.** Let \( \Theta \subseteq \mathbb{R}^d \times \mathbb{S}_+^d \times \mathcal{L} \) be closed, convex and satisfy Condition (B). Then the following hold true:

1. \( \Theta \) satisfying Condition (J) implies closedness of \( \mathcal{P}_{\text{sem}}(\Theta) \).
2. On the other hand, if additionally \( \Theta \) is satisfying the condition in Definition 2.4 then closedness of \( \mathcal{P}_{\text{sem}}(\Theta) \) implies that \( \Theta \) satisfies Condition (J).

In addition, consider a set of distributions \( \Gamma \subseteq \mathcal{M}_1(\mathbb{R}^d) \) being compact. Then:

3. \( \Theta \) satisfying Condition (J) implies compactness of \( \mathcal{P}_{\text{sem}}(\Theta)(\Gamma_0) \).
4. On the other hand, if additionally \( \Theta \) is satisfying the condition in Definition 2.4 then compactness of \( \mathcal{P}_{\text{sem}}(\Theta)(\Gamma_0) \) implies that \( \Theta \) satisfies Condition (J).

**Remark 2.6.** Under the above conditions, tightness of \( \Gamma_0 \subseteq \mathcal{M}_1(\mathbb{R}^d) \) implies tightness of \( \mathcal{P}_{\text{sem}}(\Theta)(\Gamma_0) \), see Corollary 3.22. Moreover, closedness of \( \Gamma_0 \) ensures that any limit law \( \mathbb{P}_0 \) of a sequence \( (\mathbb{P}_n) \in \mathcal{P}_{\text{sem}}(\Theta)(\Gamma_0) \) satisfies \( \mathbb{P}_0 \circ X_0^{-1} \in \Gamma_0 \). Therefore, part 3) and 4) are simple consequences of part 1) and 2).

**Remark 2.7.** By the same arguments, the results of Theorem 2.5 also hold true when considering semimartingale laws defined on the time interval \([0, \infty)\).

Next, we provide a second compactness criterion for \( \mathcal{P}_{\text{sem}}(\Theta)(\Gamma_0) \) expressed by the infinitesimal generator of the Lévy laws in \( \mathcal{P}_{\text{sem}}(\Theta) \). To that end, for any set of Lévy triplets \( \Theta \) set
\[
\mathcal{P}_L(\Theta) := \{ \mathbb{P} \in \mathcal{P}_{\text{sem}}(\Theta) \mid X \text{ is a } \mathbb{P}-\text{Lévy process} \}.
\]

For any \( (b, c, F) \in \Theta \) we consider the infinitesimal generator \( \mathcal{L}^{(b,c,F)} \), which satisfies for any smooth enough function \( f \) that
\[
(\mathcal{L}^{(b,c,F)} f)(x) := \sum_{i=1}^{d} b^i \frac{\partial f}{\partial x^i}(x) + \frac{1}{2} \sum_{i,j=1}^{d} c^{ij} \frac{\partial^2 f}{\partial x^i \partial x^j}(x)
\]
\[
+ \int_{\mathbb{R}^d} \left( f(x+y) - f(x) - \sum_{i=1}^{d} \frac{\partial f}{\partial x^i}(x) h^i(y) \right) F(dy),
\]
and introduce the Lévy exponent function $\psi(b,c,F) \in C(\mathbb{R}^d, \mathbb{C})$ given by

$$\psi(b,c,F)(x) = ix \cdot b - \frac{1}{2} x \cdot c \cdot x + \int_{\mathbb{R}^d} (e^{ixy} - 1 - ix \cdot h(y)) F(dy).$$

Furthermore, consider a function $u: \mathbb{R}^d \times S_d^+ \times \mathcal{L} \rightarrow \mathbb{R}^d \times S_d^+ \times \mathcal{L}$ defined by

$$(b, c, F) \mapsto (b, \tilde{c}, F), \quad \text{where} \quad \tilde{c}^{ij} = c^{ij} + \int_{\mathbb{R}^d} h^i(x) h^j(x) F(dx). \quad (2.3)$$

Denote by $C_b^2(\mathbb{R}^d)$ the set of bounded continuous functions with bounded continuous derivatives up to the second order. Then we obtain the following second compactness criterion for semimartingale laws $\mathcal{P}_{ac}^{sem}(\Theta)(\Gamma_0)$.

**Theorem 2.8.** Let $\Theta \subset \mathbb{R}^d \times S_d^+ \times \mathcal{L}$ be closed, convex and satisfy condition (B). Then the following are equivalent:

1) $u(\Theta) \subseteq \mathbb{R}^d \times S_d^+ \times \mathcal{L}$ is closed.

2) For any compact set $\Gamma_0 \subseteq \mathcal{M}_1(\mathbb{R}^d)$ of distributions on $\mathbb{R}^d$, the set of laws $\mathcal{P}_{ac}^{sem}(\Theta)(\Gamma_0)$ is compact.

3) $\mathcal{P}_L(\Theta)$ is compact.

4) The set $\{\Omega^{(b,c,F)} : (b,c,F) \in \Theta\}$ is sequentially compact with respect to $C_b^2(\mathbb{R}^d)$-test functions for the topology of pointwise convergence. More precisely, for every sequence $((b^n,c^n,F^n))_{n \in \mathbb{N}} \subseteq \Theta$ there exists a subsequence $(b^{nk},c^{nk},F^{nk})_{k \in \mathbb{N}}$ and $(b^0,c^0,F^0) \in \Theta$ such that for all $f \in C_b^2(\mathbb{R}^d)$ the subsequence of functions $((\Omega^{(b^{nk},c^{nk},F^{nk})}f))_{k\in\mathbb{N}}$ converges pointwise to the function $\Omega^{(b^0,c^0,F^0)}f$.

5) The set of functions $\{\psi^{(b,c,F)} : (b,c,F) \in \Theta\}$ is sequentially compact for the topology of pointwise convergence. More precisely, for every sequence $((b^n,c^n,F^n))_{n \in \mathbb{N}} \subseteq \Theta$ there exists a subsequence $(b^{nk},c^{nk},F^{nk})_{k \in \mathbb{N}}$ and $(b^0,c^0,F^0) \in \Theta$ such that the subsequence of functions $((\psi^{(b^{nk},c^{nk},F^{nk})})_{k\in\mathbb{N}}$ converges pointwise to the function $\psi^{(b^0,c^0,F^0)}$.

**Remark 2.9.** Since Conditions 1), 4) and 5) are local conditions, Theorem 2.8 remains valid for semimartingale laws defined on the time interval $[0, \infty)$.

**Remark 2.10.** For most sets of Lévy triplets $\Theta$, if one wants to check whether one of the equivalent conditions in Theorem 2.8 to $\mathcal{P}_{ac}^{sem}(\Theta)(\Gamma_0)$ being compact holds true, one needs to verify that any sequence of (sums of compensated) small jumps cannot create an additional diffusion in the limit. This immediately links to the results obtained in Theorem 2.1 and Theorem 2.5. In particular, Theorem 2.8 cannot replace Theorem 2.1 and Theorem 2.5 which are much deeper results as they explain how one can prevent purely discontinuous martingales to create an additional diffusion in the limit which then leads to a compactness criterion expressed through Condition (J). However, if roughly speaking, $\Theta$ is described by
a boundedness condition on the modified second differential characteristic (cf., e.g., Example 2.11), then Condition 1) in Theorem 2.8 can be verified directly. The intuition why this holds is the following.

A semimartingale is described by its drift, its diffusion, its sum of big jumps and its sum of compensated small jumps. Notice that drifts converge to a drift, diffusions converge to a diffusion, and the sum of big jumps converges to a sum of big jumps; we refer to Subsection 3.2 for a precise statement. However, a sequence of sums of compensated small jumps converges to a sum of compensated small jumps and a possible additional diffusion. This is why if no additional diffusion may be created in the limit, then closedness of $\Theta$ implies closedness of $\mathcal{P}^\text{ac \ sem}(\Theta)(\Gamma_0)$, and hence also compactness of $\mathcal{P}^\text{ac \ sem}(\Theta)(\Gamma_0)$, due to $\Theta$ satisfying Condition (B). But notice that the modified second characteristic is defined as the sum of the (quadratic variation of the) diffusion and the (compensator of the sum of the squared) small jumps. Therefore, a sequence of modified second characteristics converges to the modified second characteristic of the limit process. Thus, if $\Theta$ is described by a constraint only on the modified second differential characteristic, without any constraints on the second differential characteristic, then Condition 1) in Theorem 2.8 can be verified directly due to the definition of the map $u$ involved in Condition 1).

The proofs of Theorem 2.1, Theorem 2.5, and Theorem 2.8 are given in Section 4. Now, we present an example showing that in Theorem 2.5, Condition (J) is not necessary for $\mathcal{P}^\text{ac \ sem}(\Theta)(\delta_0)$ to be compact.

**Example 2.11.** Let the dimension be $d = 1$. For any $F \in \mathcal{L}$ denote by $\text{supp}(F)$ the support of the measure $F$ and define $\Theta \subseteq \mathbb{R} \times [0, \infty) \times \mathcal{L}$ by

$$\Theta := \{(b, c, F) \mid \text{supp}(F) \subseteq \{|x| \leq 1\}, \ b = 0, \ c + \int_{\mathbb{R}} |x|^2 F(dx) = 1\},$$

where the (differential) characteristics are defined with respect to a continuous truncation function $h$ satisfying $h(x) = x$ on $\{|x| \leq 1\}$. Observe that $\Theta$ does not satisfy the condition in Definition 2.4. It turns out that $\Theta$ is closed, convex and satisfies Condition (B), but Condition (J) fails. However, the set $\mathcal{P}^\text{ac \ sem}(\Theta)(\{\delta_0\})$ is compact. Compactness of $\mathcal{P}^\text{ac \ sem}(\Theta)(\{\delta_0\})$ is shown by verifying that Condition 1) in Theorem 2.8 holds true. We provide the proof at the end of Section 4.

**Remark 2.12.** As mentioned above, we know from [31, Proposition 2.2] that the precise choice of the filtration in the definition of the set $\mathcal{P}_\text{sem}$ and its subsets introduced above is not crucial in the sense that the results above also hold true with respect to any filtration $\mathcal{F} \subseteq \mathcal{G} \subseteq \mathbb{R}^\infty_+$.

**Remark 2.13.** Even though $\mathcal{P}^\text{ac \ sem}_m(\Theta) \neq \emptyset$, we might have that $\mathcal{P}^\text{ac \ m}(\Theta) = \emptyset$ or $\mathcal{P}^\text{ac \ m,d}(\Theta) = \emptyset$. However, one can easily impose conditions (additional to the one in Theorem 2.1) on $\Theta$ such that both sets above are nonempty. In fact, if in addition to Condition (B) we assume that

$$\Theta \subseteq \{(b, c, F) \in \mathbb{R}^d \times \mathbb{S}^d_+ \times \mathcal{L} \mid b + \int_{\mathbb{R}^d} [x - h(x)] F(dx) = 0\} =: \Theta_M,$$
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then we have \( \{ P \in \mathcal{P}_{\text{sem}}(\Theta) \mid |E^P[X_0]| < \infty \} = \mathcal{P}_{\text{uc}}(\Theta) \). Moreover, if we impose that

\[
\Theta \subseteq \{(b, c, F) \in \Theta_{\text{ac}} \mid c = 0 \} =: \Theta_{\text{ac}},
\]

then we even obtain \( \{ P \in \mathcal{P}_{\text{sem}}(\Theta) \mid |E^P[X_0]| < \infty \} = \mathcal{P}_{\text{uc}}(\Theta) \).

As an application of Theorem 2.15 we consider the following semimartingale optimal transportation problem. First, let \( T = 1 \) and fix any set \( \Theta \subset \mathbb{R}^d \times S^d \times \mathcal{L} \) being closed, convex and satisfying Condition (B) and Condition (J). To shorten the notation, we write \( \mathcal{P}_{\Theta} = \mathcal{P}_{\text{sem}}(\Theta) \). Given two arbitrary probability measures \( \mu_0 \) and \( \mu_1 \) in \( \mathcal{M}(\mathbb{R}^d) \), we denote

\[
\mathcal{P}_{\Theta}(\mu_0) := \{ P \in \mathcal{P}_{\Theta} \mid P \circ X^{-1}_0 = \mu_0 \},
\]

\[
\mathcal{P}_{\Theta}(\mu_0, \mu_1) := \{ P \in \mathcal{P}_{\Theta}(\mu_0) \mid P \circ X^{-1}_1 = \mu_1 \}.
\]

The semimartingale \( X \) under \( P \in \mathcal{P}_{\Theta}(\mu_0, \mu_1) \) can be viewed as a medium of mass transportation from the initial distribution \( \mu_0 \) to the target distribution \( \mu_1 \). We couple \( P \) with a transportation cost

\[
\mathcal{J}(P) := \mathbb{E}^P \left[ \int_0^1 L(t, X, b_t^P, c_t^P, F_t^P) \, dt \right],
\]

where \( L : [0, 1] \times \Omega \times \Theta \to [0, \infty) \) is a given cost function. Then, we are interested in the following optimal transport problem

\[
V(\mu_0, \mu_1) := \inf_{P \in \mathcal{P}_{\Theta}(\mu_0, \mu_1)} \mathcal{J}(P),
\]

using the convention \( \inf \emptyset = \infty \). The goal is to prove a duality result for the minimizing problem (2.4), which can be seen as an extension of the classical Kantorovich duality in optimal transportation. To that end, we need some conditions on \( L \).

**Assumption 2.14.** The cost function \( L : (t, \omega, \theta) \in [0, 1] \times \Omega \times \Theta \to L(t, \omega, \theta) \in [0, \infty) \) satisfies:

1) \( L \) is nonnegative, continuous in \( (t, \omega, \theta) \) and convex in \( \theta \).

2) \( L \) is uniformly continuous in \( t \) in the sense that

\[
\Delta_t L(\epsilon) := \sup_{0 \leq s, t \leq 1, |t-s| < \epsilon} \frac{|L(s, \omega, \theta) - L(t, \omega, \theta)|}{1 + L(t, \omega, \theta)} \rightarrow 0 \text{ as } \epsilon \to 0.
\]

**Remark 2.15.** In the case \( \Theta = (U \times \{0\}) \) where \( U \subset \mathbb{R}^d \times S^d_+ \) and here \( 0 \) denotes the zero-measure in \( \mathcal{L} \), Condition 1) and 2) coincide with [39] Assumption 3.1 and Assumption 3.2. In fact, when \( U = \{I_{dx,d}\} \times \mathbb{R}^d \), Assumption 2) coincide with [30] Assumption A.1.

We define the dual formulation of (2.4) by

\[
\mathcal{V}(\mu_0, \mu_1) := \sup_{\lambda_1 \in C_b(\mathbb{R}^d)} \left\{ \int_{\mathbb{R}^d} \lambda_1^+(x) \mu_0(dx) - \int_{\mathbb{R}^d} \lambda_1(x) \mu_1(dx) \right\},
\]
where

\[ \lambda_0^\lambda(x) := \inf_{F \in \mathcal{P}_0(\delta_x)} \mathbb{E}^F \left[ \int_0^1 L(t, X, \theta^\xi_t, c^\xi_t, F^\xi_t) \, dt + \lambda_1(X_1) \right]. \]

The integral \( \int_{\mathbb{R}^d} \lambda_0^\lambda(x) \mu_0(dx) \) is well-defined as the function \( \lambda_0^\lambda \) is bounded from below (might taking value \( \infty \)) and is measurable, cf. Lemma 5.3. Then, our main duality result is the following.

**Theorem 2.16.** Let \( \Theta \subset \mathbb{R}^d \times \mathbb{S}_+^d \times \mathcal{L} \) being closed, convex, satisfying Condition (B) and Condition (J). Moreover, let the cost function \( L \) satisfy Assumption 2.14. Then

\[ V(\mu_0, \mu_1) = V(\mu_0, \mu_1), \quad \text{for all } \mu_0, \mu_1 \in \mathcal{M}_1(\mathbb{R}^d), \]

and the infimum is achieved by some \( \hat{\mathcal{P}} \in \mathcal{P}_0(\mu_0, \mu_1) \) for the primal problem \( V(\mu_0, \mu_1) \) defined in (2.4), whenever it is finite.

**Remark 2.17.** In general, \( \mathcal{P}_0(\mu_0, \mu_1) \) might be empty. However, for example when \( \mu_0 = \delta_x \) for some \( x \in \mathbb{R}^d \) and \( \mu_1 \) is some suitable infinitely divisible distribution (suitable with respect to \( \Theta \)), then \( \mathcal{P}_0(\mu_0, \mu_1) \) is clearly nonempty containing at least the corresponding Lévy law. Moreover, \( \mathcal{P}_0(\mu_0, \mu_1) \) being nonempty is closely related to the Skorokhod Embedding Problem for Lévy processes with nontrivial initial law.

### 3 A Version of Theorem 2.1 \\ & 2.5 on an Enlarged Space

#### 3.1 An Enlarged Space

In this subsection, we introduce an enlarged space. The strategy of the proofs of our main results is to derive them first in the enlarged space and then conclude for the original space.

Let \( \mathcal{C}^+(\mathbb{R}^d) := \{ g_i \mid i \in \mathbb{N} \} \) be a countable family of bounded continuous functions on \( \mathbb{R}^d \) vanishing in a neighborhood of the origin with the following properties:

- it is a law-determining class for Lévy measures, i.e. for any two Lévy measures \( F, F' \in \mathcal{L} \), if one has \( \int_{\mathbb{R}^d} g(x) \, F(dx) = \int_{\mathbb{R}^d} g(x) \, F'(dx) \) for all \( g \in \mathcal{C}^+(\mathbb{R}^d) \), then \( F = F' \).
- it is a convergence-determining class for the weak convergence induced by the bounded continuous functions on \( \mathbb{R}^d \) vanishing in a neighborhood of the origin, i.e. given any sequence \( (F_n)_{n \in \mathbb{N}} \subseteq \mathcal{L} \) and \( F \in \mathcal{L} \), if \( \lim_{n \to \infty} \int_{\mathbb{R}^d} g(x) \, F_n(dx) = \int_{\mathbb{R}^d} g(x) \, F(dx) \), for all \( g \in \mathcal{C}^+(\mathbb{R}^d) \), then \( \lim_{n \to \infty} \int_{\mathbb{R}^d} g(x) \, F_n(dx) = \int_{\mathbb{R}^d} g(x) \, F(dx) \) for all bounded continuous functions on \( \mathbb{R}^d \) vanishing in a neighborhood of the origin.
- For each \( m \in \mathbb{N} \), let \( g_{2m} \) be a continuous function on \( \mathbb{R}^d \) satisfying for all \( x \in \mathbb{R}^d \) that \( 0 \leq g_{2m}(x) \leq |x|^2 \land 1 \) and that

\[
g_{2m}(x) = \begin{cases} 0 & \text{if } |x| \leq \frac{1}{2m}; \\ |x|^2 \land 1 & \text{if } |x| > \frac{1}{m}. \end{cases}
\]

We refer to [21, II.2.20] together with [21, VII.2.7&2.8] for the existence of such a class \( \mathcal{C}^+(\mathbb{R}^d) \).
For any $n \in \mathbb{N}$, write $\Omega_n = \mathbb{D}([0,T], \mathbb{R}^n)$ endowed with the Skorokhod topology, and $\Omega_n^d := C([0,T], \mathbb{R}^n)$ for the space of continuous function with the usual uniform topology. Recall $\Omega = \Omega_d = \mathbb{D}([0,T], \mathbb{R}^d)$ our original space. We introduce the enlarged space

$$\overline{\Omega} := \Omega \times \Omega_0^c \times \Omega \times \Omega_0^c \times \Omega_0^c \times \Omega_0^c \times \Omega_0^c \times (\Omega_0^c \times \Omega_0^c)^N,$$

endowed with the product topology, becoming a Polish space. We write

$$\overline{X} := (\overline{X}, \overline{\mathcal{B}}, \overline{M}^c, \overline{M}^d, \overline{J}, \overline{\mathcal{C}}, [\overline{M}], \overline{C}, (\overline{U}^i, \overline{V}^i)_{i \in \mathbb{N}})$$

for the canonical process $\overline{X}_1(\omega) = \overline{X}(t), \overline{\omega} \in \overline{\Omega}$. We endow $\overline{\Omega}$ with its Borel $\sigma$-field $\overline{\mathcal{F}}$ and denote by $\overline{\mathbb{P}} = (\overline{\mathbb{P}}_t)_{0 \leq t \leq T}$ the (raw) filtration generated by $\overline{X}$.

Denote by $\overline{\mathbb{P}}_{\text{sem}}^{\text{ac}}$ the set of all probability measures on $(\overline{\Omega}, \overline{\mathcal{F}})$ such that $\overline{X}$ is a $\overline{\mathbb{P}}$-$\overline{\mathbb{F}}$-semimartingale with absolutely continuous characteristics having canonical representation

$$\overline{X} - \overline{X}_0 = \overline{M}^c + \overline{M}^d + \overline{J} \quad \overline{\mathbb{P}}\text{-a.s., satisfying} \quad (3.1)$$

- $\overline{M}_0^c = \overline{M}_0^d = \overline{B}_0 = 0 \quad \overline{\mathbb{P}}\text{-a.s.}$
- $\overline{B}$ has $\overline{\mathbb{P}}$-a.s. finite variation paths.
- $\overline{M}^c$ is a continuous $\overline{\mathbb{P}}$-$\overline{\mathbb{F}}$-local martingale with quadratic covariation $\overline{C}$. 
- $\overline{M}^d$ is a purely-discontinuous $\overline{\mathbb{P}}$-$\overline{\mathbb{F}}$-local martingale.
- $\overline{J} = \sum_{0 \leq s \leq T} [\Delta \overline{X}_s - h(\Delta \overline{X}_s)]$ $\overline{\mathbb{P}}$-a.s.,
- $\overline{C}$ is the modified second characteristic of $\overline{X}$ under $\overline{\mathbb{P}}$-$\overline{\mathbb{F}}$. (for definition, see e.g. [21, p.79])
- $[\overline{M}]$ is the quadratic covariation of the local martingale $\overline{M} := \overline{M}^c + \overline{M}^d$.
- $\overline{\mathbb{P}}$-a.s., each $\overline{U}^i$ coincides with $\int_0^T g_i(x) \mu^{-}(dx,dt)$ (writing $g_i(x) * \mu^{-}$ for brevity) and each $\overline{V}^i$ coincides with $g_i(x) * \nu^+$, where $\nu^+(dx,dt)$ denotes the $\overline{\mathbb{P}}$-$\overline{\mathbb{F}}$-compensator of the measure $\mu^{-}(dx,dt)$ associated to the jumps of $\overline{X}$, and $g_i$ denotes the $i$-th element in $C^{+} (\mathbb{R}^d)$.

We also define a slightly bigger class $\overline{\mathbb{P}}_{\text{sem}}^{\text{ac}, \text{w}}$ of probability measures which contains all laws $\overline{\mathbb{P}}$ on $(\overline{\Omega}, \overline{\mathcal{F}})$ satisfying the same conditions as above to be in $\overline{\mathbb{P}}_{\text{sem}}^{\text{ac}}$, up to $(*)$, where we instead impose the weaker condition on $\overline{M}^d$ to be a $\overline{\mathbb{P}}$-$\overline{\mathbb{F}}$-local martingale (but not necessarily a purely discontinuous one). Moreover, for any $\overline{\mathbb{P}} \in \overline{\mathbb{P}}_{\text{sem}}^{\text{ac}}$ denote by $(\overline{\nu}, \overline{\mathcal{F}}, \overline{\mathcal{F}}^\nu)$ the differential characteristics of $\overline{X}$ with respect to $\overline{\mathbb{P}}$-$\overline{\mathbb{F}}$. Then, given $\Theta \subseteq \mathbb{R}^d \times S^d_+ \times \mathcal{L}$ and $\Gamma_0 \subseteq \mathcal{M}_1(\mathbb{R}^d)$, define $\overline{\mathbb{P}}_{\text{sem}}^{\text{ac}}(\Theta)$ in accord with the definition of the corresponding sets on the original space $\Omega$ by

$$\overline{\mathbb{P}}_{\text{sem}}^{\text{ac}}(\Theta) := \{ \overline{\mathbb{P}} \in \overline{\mathbb{P}}_{\text{sem}}^{\text{ac}} | (\overline{\nu}, \overline{\mathcal{F}}, \overline{\mathcal{F}}^\nu) \in \Theta \quad \overline{\mathbb{P}} \times dt\text{-a.e.} \},$$

$$\overline{\mathbb{P}}_{\text{sem}}^{\text{ac}}(\Theta)(\Gamma_0) := \{ \overline{\mathbb{P}} \in \overline{\mathbb{P}}_{\text{sem}}^{\text{ac}}(\Theta) \mid \overline{\mathbb{P}} \circ \overline{X}^{-1}_0 \in \Gamma_0 \}.$$

Next, we introduce a function $\overline{\varphi} : \mathbb{R}^d \times S^d_+ \times \mathcal{L} \rightarrow \mathbb{R}^d \times S^d_+ \times \mathbb{R}^N$, which turns out to be useful for proving that the differential characteristics under a limit law $\overline{\mathbb{P}}_0$ of a sequence
\((\overline{\mathbb{P}}_n) \subseteq \overline{\mathbb{P}}_{\text{sem}}(\Theta)\) are taking values in \(\Theta\). Let \(\{g_i \mid i \in \mathbb{N}\} = \mathcal{C}^+(\mathbb{R}^d)\) and define first an additive, positive homogeneous function \(\varphi : \mathcal{L} \to \mathbb{R}^\mathbb{N}\) via
\[
\varphi(F) := \left(\int_{\mathbb{R}^d} g_i(x) F(dx)\right)_{i \in \mathbb{N}}.
\] (3.2)
We deduce from \(\mathcal{C}^+(\mathbb{R}^d)\) being a law-determining class on \(\mathcal{L}\) that \(\varphi\) is injective. Now, define \(\overline{\varphi} : \mathbb{R}^d \times S_+^d \times \mathcal{L} \to \mathbb{R}^d \times S_+^d \times \mathbb{R}^\mathbb{N}\) by
\[
(b, c, F) \mapsto (b, c, \varphi(F))
\] (3.3)
Clearly, \(\overline{\varphi}\) is additive, positive homogeneous and also a bijection onto its image. Mostly, we will use the function \(\overline{\varphi}\) in the following way: Define the processes
\[
b_t := \limsup_{n \to \infty} n(\overline{B}_t - \overline{B}_{(t - \frac{1}{n})\vee 0}), \quad c_t := \limsup_{n \to \infty} n(\overline{C}_t - \overline{C}_{(t - \frac{1}{n})\vee 0}), \quad t \in [0, T],
\]
as well as the sequence of processes \(\overline{v}_t := (\overline{v}_1^t, \overline{v}_2^t, \ldots)\) by setting for each \(i \in \mathbb{N}\)
\[
\overline{v}_i^t := \limsup_{n \to \infty} n(\overline{V}_i^t - \overline{V}_{(t - \frac{1}{n})\vee 0}), \quad t \in [0, T].
\]
Whenever \(\overline{\mathbb{P}} \in \overline{\mathbb{P}}_{\text{sem}}\), we have
\[
(b_t^\overline{\mathbb{P}}, c_t^\overline{\mathbb{P}}, \left(\int_{\mathbb{R}^d} g_i(x) F^\overline{\mathbb{P}}(dx)\right)_{i \in \mathbb{N}}) = (b_t, c_t, (\overline{v}_i^t)_{i \in \mathbb{N}}) \quad \overline{\mathbb{P}} \times dt\text{-a.s.}
\] (3.4)
Therefore, for any given \(\Theta \subseteq \mathbb{R}^d \times S_+^d \times \mathcal{L}\) and \(\overline{\mathbb{P}} \in \overline{\mathbb{P}}_{\text{sem}}\) we have
\[
(b^\overline{\mathbb{P}}, c^\overline{\mathbb{P}}, F^\overline{\mathbb{P}}) \in \Theta \quad \overline{\mathbb{P}} \times dt\text{-a.s.} \iff (b, c, \overline{v}) \in \overline{\varphi}(\Theta) \quad \overline{\mathbb{P}} \times dt\text{-a.s.}
\] (3.5)
In addition, note that as \(\mathcal{C}^+(\mathbb{R}^d)\) is a convergence-determining class for the weak convergence induced by the bounded continuous functions on \(\mathbb{R}^d\) vanishing in a neighborhood of the origin, we see from (3.4) that for any given \(\Theta \subseteq \mathbb{R}^d \times S_+^d \times \mathcal{L}\) which is closed and \(\overline{\mathbb{P}} \in \overline{\mathbb{P}}_{\text{sem}}\) we have
\[
(b^\overline{\mathbb{P}}, c^\overline{\mathbb{P}}, F^\overline{\mathbb{P}}) \in \Theta \quad \overline{\mathbb{P}} \times dt\text{-a.s.} \iff (b, c, \overline{v}) \in \text{cl}(\overline{\varphi}(\Theta)) \quad \overline{\mathbb{P}} \times dt\text{-a.s.},
\]
where \(\text{cl}(\overline{\varphi}(\Theta))\) denotes the closure of \(\overline{\varphi}(\Theta) \subseteq \mathbb{R}^d \times S_+^d \times \mathbb{R}^\mathbb{N}\).

The main goal of Section 3 is to formulate and prove the following proposition, which is a version of Theorem 2.1 on the enlarged space \(\overline{\Omega}\). Recall that under each \(\overline{\mathbb{P}} \in \overline{\mathbb{P}}_{\text{sem}}\), \(\overline{\mathcal{M}}^d\) is a purely discontinuous local martingale.

**Proposition 3.1.** Let \(\Theta \subseteq \mathbb{R}^d \times S_+^d \times \mathcal{L}\) satisfy Condition (B) and let \((\overline{\mathbb{P}}_n)_{n \in \mathbb{N}} \subseteq \overline{\mathbb{P}}_{\text{sem}}(\Theta)\) be a sequence converging weakly to some law \(\overline{\mathbb{P}}_0 \in \mathcal{M}_1(\overline{\Omega})\). Then, the following hold true:

1) \(\overline{\mathcal{M}}^d\) is a \(\overline{\mathbb{P}}_0\)-\overline{\mathbb{P}}-martingale.
2) We have the following necessary and sufficient criterion for $\overline{M}^d$ being a purely discontinuous martingale under $\overline{P}_0$:

$$\overline{M}^d \text{ is a purely discontinuous } \overline{P}_0\text{-martingale } \iff \lim_{\delta \to 0} \limsup_{n \to \infty} \mathbb{E}^{\overline{P}_n} \left[ \int_0^T \int_{\{|x| \leq \delta\}} |x|^2 F^\overline{P}_t (dx) \, dt \right] = 0.$$ 

As a consequence of Proposition 3.1, we obtain a closedness criterion for $\overline{P}^\text{ac,sem} (\Theta)$.

**Corollary 3.2.** Let $\Theta \subseteq \mathbb{R}^d \times S^d_+ \times \mathcal{L}$ satisfy Condition (B) and Condition (J). Consider a sequence $(\overline{P}_n) \subseteq \overline{P}^\text{ac,sem} (\Theta)$ converging weakly to some $\overline{P}_0 \in \mathcal{M}_1 (\overline{\Omega})$. The following hold:

1) We have $\overline{P}_0 \in \overline{P}^\text{ac,sem} (\Theta)$.

2) If in addition, $\Theta$ is closed and convex, then $\overline{P}_0 \in \overline{P}^\text{ac,sem} (\Theta)$. In particular, $\overline{P}^\text{ac,sem} (\Theta)$ is closed.

One of the key techniques to prove Proposition 3.1 and Corollary 3.2 is the Skorokhod representation theorem [36] (see also [22]), which states the following.

**Theorem 3.3** (Skorokhod representation theorem). There exists a sequence of $\Omega$-valued random variables $(z^n)_{n \in \mathbb{N}_0}$ defined on $([0,1], B([0,1]), \lambda)$, where $\lambda$ denotes the Lebesgue measure, such that for each $n \in \mathbb{N}_0$, $\overline{P}_n = \lambda \circ (z^n)^{-1}$ and $(z^n)$ converges to $z^0$ with respect to the product topology on $\Omega$.

Denote by $z^n, X := X \circ z^n \in \Omega$, and define in the same way $z^n, B, \ldots, z^n, \overline{C}$ as well as $z^n, B^i, \ldots, z^n, \overline{C}^i$ for each $i \in \mathbb{N}$. The convergence of $(z^n)$ to $z^0$ on $\overline{\Omega}$ implies the convergence of each sequence $(z^n, X), \ldots, (z^n, \overline{C})$ to $z^0, X, \ldots, z^0, \overline{C}$, respectively, on the corresponding space.

The proof of Proposition 3.1 and Corollary 3.2 are divided into several lemmas, provided in the following subsections. For standard notation appearing in the theory of weak convergence of processes, we refer to [21].

### 3.2 Semimartingale property of $\overline{X}$ under the limit law $\overline{P}_0$

The main objective of this subsection is to prove that any limit law $\overline{P}_0$ of a sequence $(\overline{P}_n)_{n \in \mathbb{N}} \subseteq \overline{P}^\text{ac,sem} (\Theta)$ with $\Theta$ satisfying Condition (B) is an element of $\overline{P}^\text{ac,w} (\Theta)$. In particular, $\overline{X}$ has no fixed time of discontinuity.

**Proposition 3.4.** Let $\Theta \subseteq \mathbb{R}^d \times S^d_+ \times \mathcal{L}$ satisfy Condition (B) and let $(\overline{P}_n)_{n \in \mathbb{N}} \subseteq \overline{P}^\text{ac,sem} (\Theta)$ be a sequence converging weakly to some law $\overline{P}_0$. Then, $\overline{P}_0 \in \overline{P}^\text{ac,w} (\Theta)$. In addition, we have

(i) $\mathbb{E}^{\overline{P}_0} \left[ \int_0^T \left[ |\overline{u}_s| + |\overline{c}_s| + \int_{\mathbb{R}^d} |h(x)|^2 F^\overline{P}_s (dx) \right] \, ds \right] < \infty$;

(ii) Both $\overline{M}^c$ and $\overline{M}^d$ are $\overline{P}_0, \overline{F}$-martingales.
Theorem 2.13]. Therefore, we conclude that the so-called \( S(z) \) Lemma 3.5.
is continuous, see [21, Corollary VI.2.8, p.340].

\( \text{(ii)} \) For each \( z \),

\[ f \in C \] \( \text{continuous function vanishing in a neighborhood of zero, the function} \]

\( j = \sum_{0 \leq s \leq s} f(\Delta \alpha_s) \tag{3.6} \]

is continuous, see [21, Corollary VI.2.8, p.340].

**Lemma 3.5.** Let \((\mathbb{P}_n)_{n \in \mathbb{N}} \subseteq \mathbb{P}_{sem} \) be a sequence converging weakly to some law \( \mathbb{P}_0 \in \mathcal{M}_1(\Omega) \).

Then we have:

\( \text{(i)} \) \( \mathcal{J} = \sum_{0 \leq s \leq s} [\Delta \mathbf{X}_s - h(\Delta \mathbf{X}_s)] \) \( \mathbb{P}_0 \)-a.s.;

\( \text{(ii)} \) For each \( i \in \mathbb{N} \), we have \( \mathcal{U}_i = \sum_{0 \leq s \leq s} g_i(\Delta X_s) \) \( \mathbb{P}_0 \)-a.s.;

\( \text{(iii)} \) \( \mathbf{X} = \mathbf{X}_0 + \mathbf{B} + \mathbf{M}^f + \mathcal{J} \) \( \mathbb{P}_0 \)-a.s.

**Proof.** By the Skorokhod representation theorem, both sequences \((z^n,\mathbf{X})\) and \((z^n,\mathcal{J})\) converge pointwise to \( z^0,\mathbf{X} \) and \( z^0,\mathcal{J} \), respectively, on the Skorokhod space. Now, as \( x \rightarrow h(x) \) is a continuous function vanishing in a neighborhood of zero, the function \( I^{x-h(x)} : \Omega \rightarrow \Omega \) defined in (3.6) is continuous, hence

\[ \lim_{n \rightarrow \infty} I^{x-h(x)}(z^n,\mathbf{X}) = I^{x-h(x)}(z^0,\mathbf{X}). \]

On the other hand, as \( \mathcal{J} = \sum_{0 \leq s \leq s} [\Delta \mathbf{X}_s - h(\Delta \mathbf{X}_s)] \) \( \mathbb{P}_n \)-a.s. for each \( n \), we deduce from the relation \( \mathbb{P}_n = \lambda \circ (z^n)^{-1} \) that

\[ \lambda[z^n,\mathcal{J} = I^{x-h(x)}(z^n,\mathbf{X})] = 1. \]

Therefore, we conclude \( z^0,\mathcal{J} = I^{x-h(x)}(z^0,\mathbf{X}) \) \( \lambda \)-a.s., which in turn implies (i).

Next, as each \( g_i(x) \) is a continuous function vanishing in a neighborhood of the origin, the same argument as in (i), but with \( g_i(x) \) and \( \mathcal{U}_i \) yields (ii).

To prove (iii), we notice the existence of a different topology on the Skorokhod space \( \Omega \), the so-called \( S \)-topology, which is weaker than the usual Skorokhod \( J_1 \)-topology, but has the property that the addition \( (\alpha, \beta) \in \Omega \times \Omega \mapsto \alpha + \beta \in \Omega \) is sequentially continuous, see [20]. Theorem 2.13]. Therefore, we conclude that

\[ \lim_{n \rightarrow \infty} \left( z^n,\mathbf{X} - z^0,\mathbf{X} - z^n,\mathbf{B} - z^n,\mathbf{M}^f - z^n,\mathcal{J} \right) \]

pointwise in the \( S \)-topology. On the other hand, \( \mathbf{X} = \mathbf{X}_0 + \mathbf{B} + \mathbf{M}^f + \mathcal{J} \) \( \mathbb{P}_n \)-a.s., hence \( z^n,\mathbf{X} - z^0,\mathbf{X} - z^n,\mathbf{B} - z^n,\mathbf{M}^f - z^n,\mathcal{J} = 0 \) \( \lambda \)-a.s. for each \( n \). Therefore, we conclude that also \( z^0,\mathbf{X} - z^0,\mathbf{B} - z^0,\mathbf{M}^f - z^0,\mathcal{J} = 0 \) \( \lambda \)-a.s., which indeed gives us (iii). \( \square \)
For any constant $K > 0$, we denote by $\text{Lip}_K$ the set of all Lipschitz-continuous functions on $[0, T]$ with Lipschitz constant $K$. Recall that Condition (B) provides the finiteness of
\[
\mathcal{K} := \sup_{(b,c,F) \in \Theta} \left\{ |b| + |c| + \int_{\mathbb{R}^d} |x|^2 \wedge |x| F(dx) \right\} < \infty.
\]

**Lemma 3.6.** Let $\Theta \subseteq \mathbb{R}^d \times \mathcal{S}_+^d \times \mathcal{L}$ satisfy Condition (B) and let $(\overline{P}_n)_{n \in \mathbb{N}} \subseteq \overline{P}_{\text{sem}}^{\infty}(\Theta)$ be a sequence converging weakly to some law $\overline{P}_0 \in \overline{\mathcal{M}}_1(\Omega)$. Then $\overline{B}$ is absolutely continuous $\overline{P}_0$-a.s. satisfying $\mathbb{E}^{\overline{P}_0}[\int_0^T |\overline{b}_s| ds] < \infty$. In particular, it is $\mathbb{P}$-predictable of $\overline{P}_0$-integrable variation. Moreover, the same holds true for $\overline{C}$ and $\overline{C}$.

**Proof.** As $\Theta \subseteq \mathbb{R}^d \times \mathcal{S}_+^d \times \mathcal{L}$ satisfy Condition (B), we have $\overline{P}_n$-a.s. that for any $0 \leq s \leq t \leq T$
\[
|\overline{B}_t - \overline{B}_s| \leq \int_s^t |\overline{b}_r| dr \leq \mathcal{K}|t - s|,
\]

hence $\overline{B} \in \text{Lip}_K \overline{P}_n$-a.s. We can conclude by
\[
1 = \mathbb{P}_n[|\overline{B}_t - \overline{B}_s| \leq \mathcal{K}|t - s|, \forall t, s \in [0, T] \cap \Omega] = \lambda[|z^0_n,\overline{P}_n| - |z^n_n,\overline{P}_n| \leq \mathcal{K}|t - s|, \forall t, s \in [0, T] \cap \Omega]
\]

that $z^n,\overline{P}_n \in \text{Lip}_K$, $\lambda$-a.s. for each $n$. As $z^n,\overline{P}_n$ converges to $z^0,\overline{P}_n$ pointwise in $\Omega^c$, we have $z^0,\overline{P}_n \in \text{Lip}_K$ $\lambda$-a.s., which means that $\overline{B} \in \text{Lip}_K \overline{P}_0$-a.s.. Hence, by Rademacher’s theorem, $\overline{B}$ has $\overline{P}_0$-a.s. absolutely continuous trajectories, and $\mathbb{E}^{\overline{P}_0}[\int_0^T |\overline{b}_s| ds] \leq \mathcal{K}T$. The finite variation property of $\overline{B}$ follows. Note that by continuity, $\overline{B}$ is $\mathbb{P}$-predictable.

Next, the same arguments as above yield also the $\overline{P}_0$-a.s. absolute continuity of $\overline{C}$ with the same integrability property. Moreover, as by [21] II.2.18, p.79], each component satisfies
\[
\overline{C}^{ij} = \mathbb{C}^{ij} + \int_0^T \int_{\mathbb{R}^d} h^i(x)h^j(x)\overline{F}_t^n(dx) dt \ \overline{P}_n\text{-a.s. for each } n,
\]

the same also hold for $\overline{C}$. \hfill \Box

**Lemma 3.7.** Let $\Theta \subseteq \mathbb{R}^d \times \mathcal{S}_+^d \times \mathcal{L}$ satisfy Condition (B) and let $(\overline{P}_n)_{n \in \mathbb{N}} \subseteq \overline{P}_{\text{sem}}^{\infty}(\Theta)$ be a sequence converging weakly to some law $\overline{P}_0 \in \overline{\mathcal{M}}_1(\Omega)$. Then:

(i) both $\overline{M}^d$ and $\overline{M}^d$ are $\overline{P}_0$-$\overline{P}$-martingales;

(ii) For each $i \in \mathbb{N}$, we have $\overline{V}^i = g_i(x) * \nu_{\overline{P}_0} \overline{P}_0$-a.s..

**Proof.** To see that $\overline{M}^d$ is $\overline{P}_0$-$\overline{P}$-martingale we first claim that for each $t \in [0, T]$, the sequence $(\overline{M}^d_t | \overline{P}_n)$ is uniformly integrable in the sense that
\[
\lim_{a \to \infty} \sup_{n \in \mathbb{N}} \mathbb{E}^{\overline{P}_n}[\overline{M}^{d}_t 1_{\{|\overline{M}^d_t| \geq a\}}] = 0.
\]
To see this, observe that due to $\Theta$ satisfying Condition (B),
\[
\mathbb{E}^{\mathbb{F}}[|M^d_t|^2] = \mathbb{E}^{\mathbb{F}}[|M^d_t|] \leq \mathbb{E}^{\mathbb{F}}[\int_0^t \int_{\mathbb{R}^d} |h(x)|^2 \mathbb{F}^n_s(dx)ds] \leq KKT
\]
uniformly for all $n$, hence the result follows from the de la Vallée-Poussin theorem. Then
in terms of the Skorokhod representation, this means that for all $t \in [0,T]$, the sequence of
random variables $(z^n_{s,M^d_t})_{n\in\mathbb{N}}$ defined on $([0,1],\mathcal{B}([0,1]),\lambda)$ is uniformly integrable.

Next, note that the canonical process $\mathbb{X}$ on $\Omega$ with state space $S := \mathbb{R}^{5d+3d^2} \times (\mathbb{R}^2)^{\mathbb{N}}$ is
right-continuous and the set $\mathcal{J} := \{t \in [0,T] \mid \mathbb{F}_0[\Delta\mathbb{X}_t \neq 0] > 0\}$ is at most countable. Thus,
the set $\mathcal{D} := [0,T] \setminus \mathcal{J}$ is dense in $[0,T]$, and for all $t \in \mathcal{D}$ the sequence of laws $(\mathbb{F}_n \circ \mathbb{X}_t^{-1})_{n\in\mathbb{N}}$
converges weakly to $\mathbb{F}_0 \circ \mathbb{X}_t^{-1}$. In terms of the Skorokhod representation, the latter means
that for all $t \in \mathcal{D}$, $\lim_{n \to \infty} z^n_t = z^0_t$ in $S \lambda$-a.s. Thus, for any $s,t \in \mathcal{D}$ with $s < t$, for any finite
partition $0 = s_1 < ... < s_m \leq s$ taking values in $\mathcal{D}$, and for any $f_j \in C_b(S)$, $j = 1,...,m$, we
have by the uniform integrability of the sequence $(z^n_{s,M^d_t} - z^n_{s,M^d_t})_{n\in\mathbb{N}}$
that
\[
0 = \lim_{n \to \infty} \mathbb{E}^{\mathbb{F}}[\prod_{j=1}^m f_j(\mathbb{X}_{s_j})(M^d_t - M^d_s)] = \mathbb{E}^{\mathbb{F}}[\prod_{j=1}^m f_j(z^n_{s_j})(z^n_{s,M^d_t} - z^n_{s,M^d_s})] = \mathbb{E}^{\mathbb{F}}[\prod_{j=1}^m f_j(\mathbb{X}_{s_j})(M^d_t - M^d_s)].
\]

As the filtration $\mathbb{F}$ is generated by the canonical process $(\mathbb{X}_t)_{t \in [0,T]}$, we can deduce from
the monotone class theorem that $(M^d_t)_{t \in \mathcal{D}}$ is an $\mathbb{F}$-martingale under $\mathbb{F}_0$, and as $\mathcal{D}$ is dense in
$[0,T]$, the whole process $(M^d_t)_{t \in [0,T]}$ is also an $\mathbb{F}$-martingale under $\mathbb{F}_0$. Finally, we observe
that the same argument also works for $\mathbb{M}^d$, hence (i) holds.

Now, fix any $i \in \mathbb{N}$. By continuity, $\nabla^i$ is $\mathbb{F}$-predictable. Moreover, as $g_i$ is a bounded
continuous function vanishing in a neighborhood of the origin, there exists $0 < \delta_i \leq 1$ such
that for each $n$
\[
\nabla^i = \int_0^t \int_{\mathbb{R}^d} g_i(x) \mathbb{F}^n_s(dx)ds = \int_0^t \int_{\{|x| \geq \delta_i\}} g_i(x) \mathbb{F}^n_s(dx)ds \quad \mathbb{F}_n\text{-a.s.}
\]
Thus, we can argue as in Lemma 3.6 to conclude that for $c_i := \sup_{x} |g_i(x)|$ and $\mathcal{K}_i := c_iK_i/\delta_i^2$,
we have $\nabla^i \in \text{Lip}_{\mathcal{K}_i} \mathbb{F}_n\text{-a.s.}$ for all $n$ and then also $\nabla^i \in \text{Lip}_{\mathcal{K}_i} \mathbb{F}_0\text{-a.s.}$. Therefore, by applying
Lemma 3.5 (ii), it remains to show that $\nabla^i := \nabla - \nabla^i$ is a $\mathbb{F}_0\text{-}\mathbb{F}_n\text{-}(local)$-martingale. But this
follows directly when applying the same arguments as in (i), but with respect to $\mathbb{W}$. \qed
Remark 3.8. Whereas $\overline{M}$ is a continuous $\mathbb{F}$-martingale under $\mathbb{P}_0$, it is not necessarily true that $\overline{M}^d$ is a purely discontinuous $\mathbb{P}_0$-$\mathbb{F}$-martingale. We recall that our goal in this section is to provide a necessary and sufficient condition for $\overline{M}^d$ to be a purely discontinuous martingale under $\mathbb{P}_0$, see Proposition 3.1.

Lemma 3.9. Let $\Theta \subseteq \mathbb{R}^d \times S^d_+ \times \mathcal{L}$ satisfy Condition (B) and let $(\mathbb{P}_n)_{n \in \mathbb{N}} \subseteq \mathbb{P}^{ac}_0(\Theta)$ be a sequence converging weakly to some law $\mathbb{P}_0 \in \mathfrak{M}_1(\Omega)$. Then the $\mathbb{P}_0$-$\mathbb{F}$-compensator $\nu_{\mathbb{P}_0}(dx, dt)$ of the measure $\mu(X)(dx, dt)$ associated to the jumps of $X$ is absolutely continuous in the sense that $\nu_{\mathbb{P}_0}(dx, dt)$ satisfies a disintegration $\nu_{\mathbb{P}_0}(dx, dt) = F_{\mathbb{P}_0}^\omega(dx) dt \mathbb{P}_0$-a.s..

Proof. A careful inspection of the proof of [21, Proposition II.2.9, p.77] shows that the absolute continuity of $\nu_{\mathbb{P}_0}$ is equivalent to the absolute continuity of the process $A := (1 \wedge |x|^2)^* \nu_{\mathbb{P}_0}$.

Recall the countable family $C^+(\mathbb{R}^d) := \{g_i \mid i \in \mathbb{N}\}$ introduced at the beginning of Subsection 3.1. In particular, for each $m \in \mathbb{N}$, $g_{2m}$ is a continuous function on $\mathbb{R}^d$ satisfying for all $x \in \mathbb{R}^d$ that $0 \leq g_{2m}(x) \leq |x|^2 \wedge 1$ and that

$$g_{2m}(x) = \begin{cases} 0 & \text{if } |x| \leq \frac{1}{2m}; \\ |x|^2 \wedge 1 & \text{if } |x| > \frac{1}{m}. \end{cases}$$

Then by definition, we have for each $n$ that

$$V_{2m} = \int_0^T \int_{\mathbb{R}^d} g_{2m}(x) \mathbb{P}_n^\omega(dx) ds \mathbb{P}_n-\text{a.s.}$$

Thus for each $m$, by the same argument as in Lemma 3.7 (ii) we obtain that $V_{2m} \in \text{Lip}_K \mathbb{P}_0$-a.s. Therefore, Fatou’s lemma and Lemma 3.7 (ii) yields

$$\mathbb{E}_{\mathbb{P}_0} [A_T] \leq \liminf_{m \to \infty} \mathbb{E}_{\mathbb{P}_0} [V_{2m}^T] \leq KT,$$

in particular, $\overline{A}_t < \infty \mathbb{P}_0$-a.s. for all $t \in [0, T]$. Thus, by dominated convergence, $\overline{A}_t = \lim_{m \to \infty} V_{2m}^T$ $\mathbb{P}_0$-a.s. for each $t \in [0, T]$, hence also

$$\overline{A} = \sup_{m \in \mathbb{N}} V_{2m} \mathbb{P}_0\text{-a.s.}$$

As $(V_{2m})_{m \in \mathbb{N}} \subseteq \text{Lip}_K$, we obtain that $\overline{A} \in \text{Lip}_K$, which implies its absolute continuity $\mathbb{P}_0$-a.s.. \qed

Lemma 3.10. Let $\Theta \subseteq \mathbb{R}^d \times S^d_+ \times \mathcal{L}$ satisfy Condition (B) and let $(\mathbb{P}_n)_{n \in \mathbb{N}} \subseteq \mathbb{P}^{ac}_0(\Theta)$ be a sequence converging weakly to some law $\mathbb{P}_0 \in \mathfrak{M}_1(\Omega)$. Then, the following hold true:

(i) $\overline{C}$ is the quadratic covariation of $\overline{M}$ under $\mathbb{P}_0$-$\overline{F}$.
(ii) $[\overline{M}]$ is the quadratic covariation of $\overline{M} := \overline{M}^c + \overline{M}^d$ under $\mathbb{P}_0$-$\overline{F}$.
(iii) $\overline{C}$ is the modified second characteristic of $\overline{X}$ under $\mathbb{P}_0$-$\overline{F}$.
Proof. To obtain (i), denote by $\langle M^c \rangle^{P_0}$ the quadratic variation of $M^c$ under $P_0$. As $C$ is the quadratic variation of $M^c$ under each $P_n$, we deduce from [21, Corollary VI.6.29, p.385] that $(M^c, C) = (M^c, \langle M^c \rangle^{P_0})$ in law under $P_0$. This implies that also $(M^c, \langle M^c \rangle^{P_0} F_0)$ in law under $P_0$. By applying [21, Theorem VI.6.22, p.383], we see that $(M^c, \langle M^c \rangle^{P_0} F_0, \int M^c_{t \wedge \cdot} \, dM^c_{t \wedge \cdot}) = (M^c, \langle M^c \rangle^{P_0}, \int M^c_{t \wedge \cdot} \, dM^c_{t \wedge \cdot})$ in law under $P_0$. As a consequence, we obtain componentwise for any $1 \leq i, j \leq d$

\[
C_{ij} - M^c_{i,j} - \int \Delta M^c_{i,j} \, dM^c_{i,j} - \int \Delta M^c_{i,j} \, dM^c_{i,j} = 0
\]

in law under $P_0$, hence by definition of the quadratic variation, $C$ coincide with $\langle M^c \rangle^{P_0}$.

The proof of (ii) is identical to the one for (i), hence it remains to prove (iii).

To obtain (iii), we know from Lemma 3.6 that $\overline{C}$ is of integrable variation under $P_0$. Moreover, we know from (ii) that $\overline{M}$ is the quadratic variation of $M := M^c + M^d$ under $P_0$. Hence by definition of the modified second characteristic, it remains to show that $\overline{M} - C$ is a $P_0$-martingale, which we obtain by applying the same arguments as in Lemma 3.7 once we derived that the sequence $(\overline{M}_t - C_t | P_n)$ is uniformly integrable for each $t \in [0, T]$. To see this, observe that due to Condition (B)

\[
E^P_n [ |(\overline{M}_t - C_t | P_n) |^2] \leq E^P_n [ \sum_{0 \leq s \leq t} |\overline{M}_s|^2] = E^P_n [ \int_0^t \int_{\mathbb{R}^2} |h(x)|^4 F^n_s (dx) ds] \leq KKt
\]

uniformly for all $n$, which implies the desired uniform integrability.

Proof of Proposition 3.4. This is simply the summary of Lemma 3.5–Lemma 3.10, noticing that the absolute continuity of the second characteristic $C^{P_0}$ (which is not necessarily equal to $C$!) of $\overline{X}$ under $P_0$ follows from the absolute continuity of the modified second characteristic $\overline{C}$ and the third characteristic.

3.3 Proof of Proposition 3.1 and Corollary 3.2

The goal of this subsection is to prove Proposition 3.1 and Corollary 3.2. We divide the proof into several lemmas. To keep the notation short, we provide the proof of Proposition 3.1 in the one-dimensional case, i.e. $\Omega = \mathbb{D}([0, T], \mathbb{R})$. The extension to the multi-dimensional case is straightforward, which we explain right after the proof in Remark 3.15.
Lemma 3.11. Let \( \Theta \subseteq \mathbb{R}^d \times \mathcal{S}_d \times \mathcal{L} \) satisfy Condition (B) and let \((\overline{F}_n)_{n \in \mathbb{N}} \subseteq \overline{F}_{sem}(\Theta)\) be a sequence converging weakly to some law \( \overline{F}_0 \in \mathcal{M}_1(\Omega) \). Then, the sequence \( \overline{F}_n \circ (\overline{X}, \overline{M}^d, \overline{M}^d)^{-1} \) converges weakly to \( \overline{F}_0 \circ (\overline{X}, \overline{M}^d, \overline{M}^d)^{-1} \).

Proof. First, recall that by Proposition \([3,4]\) we know that \( \overline{M}^d \) is a \( \overline{F}_0\)-martingale, hence \( [\overline{M}^d] \) is well-defined also under the limit law \( \overline{F}_0 \). Moreover, by \([21]\) Corollary VI.6.29, p.385, the sequence \( \overline{F}_n \circ (\overline{M}^d, [\overline{M}^d])^{-1} \) converges weakly to the law \( \overline{F}_0 \circ (\overline{M}^d, [\overline{M}^d])^{-1} \). From the Skorokhod representation theorem, we obtain \( \mathbb{D}([0,1], \mathbb{R}^2)\)-valued random variables \((z^n, [\overline{M}^d], y^n)\) \( n \in \mathbb{N} \), \((z^0, [\overline{M}^d], y^0)\) on \((0,1], \mathcal{B}([0,1]), \lambda)\) such that \((z^n, [\overline{M}^d], y^n)\) converges to \((z^0, [\overline{M}^d], y^0)\) in \( \mathbb{D}([0,1], \mathbb{R}^2) \) pointwise and for each \( n \geq 0 \)

\[
\lambda \circ (z^n, [\overline{M}^d], y^n)^{-1} = \overline{F}_n \circ (\overline{M}^d, [\overline{M}^d])^{-1}.
\]

Now, as \((z^n, \overline{X})\) converges pointwise to \((z^0, \overline{X})\), there is for each \( t \) a sequence \((t_n)\) converging to \( t \) such that \( \Delta z^n_{t_n} \overline{X} \) converges to \( \Delta z^0_0 \overline{X} \), see \([21]\) Proposition VI.2.1, p.337. By continuity of the truncation function \( h(\cdot) \), also \( h(\Delta z^n_{t_n} \overline{X}), h^2(\Delta z^n_{t_n} \overline{X}) \) converges to \( h(\Delta z^0_0 \overline{X}), h^2(\Delta z^0_0 \overline{X}) \). Moreover, note that \( h(h(\Delta z^n_{t_n} \overline{X}), [\overline{M}^d_{t_n}]), h^2(h(\Delta z^n_{t_n} \overline{X}), [\overline{M}^d_{t_n}]) \) \( \overline{F}_n\)-a.s., therefore we have that \( h(\Delta z^n_{t_n} \overline{X}), h^2(\Delta z^n_{t_n} \overline{X}) \) \( \lambda\)-a.s. for each \( n \), and from Proposition \([3,4]\) we know that \( h(\Delta z^n_{t_n} \overline{X}), h^2(\Delta z^n_{t_n} \overline{X}) \) \( \overline{F}_0\)-a.s., hence \( h(\Delta z^n_{t_n} \overline{X}), h^2(\Delta z^n_{t_n} \overline{X}) \) \( \lambda\)-a.s. Therefore, we obtain that \( \Delta z^n_{t_n} \overline{M}^d, \Delta y^n_{t_n} \) converges to \( \Delta z^0_0 \overline{M}^d, \Delta y^0_0 \) \( \lambda\)-a.s. We can then conclude by applying \([21]\) Proposition VI.2.2(b), p.338 that

\[
(z^n, \overline{X}, [\overline{M}^d], y^n) \text{ converges to } (z^0, \overline{X}, [\overline{M}^d], y^0) \text{ in } \mathbb{D}([0, T], \mathbb{R}^3) \text{ } \lambda\text{-a.s.,}
\]

which implies the desired result. \( \square \)

From the previous Lemma, there exists a sequence of \( \mathbb{D}([0, T], \mathbb{R})\)-valued random variables \( y^n \) converging pointwise to \( y^0 \), satisfying

\[
\overline{F}_n \circ [\overline{M}^d]^{-1} = \lambda \circ (y^n)^{-1} \text{ for each } n \in \mathbb{N}_0.
\]

For the rest of this section, we fix for any \( \delta > 0 \) a continuous function \( \psi_\delta : \mathbb{R} \to [0,1] \) such that \((\psi_\delta)_\delta\) is a nonincreasing sequence of functions when \( \delta \) tends to zero satisfying

\[
\psi_\delta(x) = \begin{cases} 
1 & \text{if } |x| \leq \delta/2; \\
0 & \text{if } |x| > \delta.
\end{cases}
\]

Moreover, for each \( n \geq 0 \), we introduce

\[
\beta^n_\delta := \sum_{s \leq t} (1 - \psi_\delta(\Delta z^n_{s} \overline{X})) h^2(\Delta z^n_{s} \overline{X}),
\]

\[
\gamma^n_\delta := \sum_{s \leq t} \psi_\delta(\Delta z^n_{s} \overline{X}) h^2(\Delta z^n_{s} \overline{X}).
\]
Assume that the conditions of Proposition 3.11 hold true. Under each $\mathbb{F}_n$, $\overline{M}^d$ is the purely discontinuous martingale part in the canonical representation of the $\mathbb{F}_n$-$\mathbb{F}$-semimartingale $\overline{X}^*$, satisfying $\Delta \overline{M}^d_t = h(\Delta_X^*) \mathbb{F}_n$-a.s.. Hence, using Lemma 3.11 we have for each $n \geq 1$

$$y^n = \sum_{0 \leq s \leq t} h^2(\Delta z^n_s, X) = \beta^n + \gamma^n \quad \lambda\text{-a.s.} \tag{3.7}$$

However, $\overline{M}^d$ is not necessarily a purely discontinuous martingale under $\mathbb{F}_0$. In fact, as by Proposition 3.4 $\Delta \overline{M}^d = h(\Delta_X)$ $\mathbb{F}_0$-a.s., $\overline{M}^d$ is a purely discontinuous martingale if and only if equation (3.7) also holds true for $n = 0$.

**Lemma 3.12.** For any $\delta > 0$, we have:

(i) $\beta^{n, \delta}$ converges pointwise to $\beta^{0, \delta}$ in $D([0, T], \mathbb{R})$;

(ii) $y^n - \beta^{n, \delta}$ converges pointwise to $y^0 - \beta^{0, \delta}$ in $D([0, T], \mathbb{R})$.

**Proof.** Notice that $(1 - \psi_\delta(x))h^2(x)$ is a continuous function vanishing in a neighborhood of the origin, hence by (3.3), the convergence of $(z^n, X)$ to $z^0, X$ implies (i).

To see (ii), we can use (i) and argue as in Lemma 3.11 to see that for each $t$ there exists a sequence $(t_n)$ converging to $t$ such that $(\Delta y^n_t)$ converges to $\Delta y^0_t$ and $(\Delta \beta^n_t)$ converges to $\Delta \beta^0_t$. Hence (ii) now follows directly from [21 Proposition VI.2.2(a), p.338].

From now on, we fix a sequence $(\delta_m) \subseteq (0, \infty)$ which converges to 0.

**Lemma 3.13.** The following hold true.

(i) $\lim_{m \to \infty} \beta^{0, \delta_m} = \lim_{m \to \infty} \sum_{0 \leq s \leq t} h^2(\Delta z^{0, X}_s) \in D([0, T], \mathbb{R})$.

(ii) $y^{0, \text{cont}} := \lim_{m \to \infty} y^0 - \beta^{0, \delta_m} = y^0 - \sum_{0 \leq s \leq t} h^2(\Delta z^{0, X}_s) \in D([0, T], \mathbb{R})$.

**Proof.** To obtain (i), as each $\beta^{0, \delta_m}$ and $\sum_{0 \leq s \leq t} h^2(\Delta z^{0, X}_s)$ are nonnegative, nondecreasing functions starting in the origin, it suffices to verify that the conditions of [21 Theorem VI.2.15, p.342] are satisfied. To that end, we want to show that for $t \in [0, T]$

$$\lim_{m \to \infty} \beta^{0, \delta_m}_t = \sum_{s \leq t} h^2(\Delta z^{0, X}_s), \quad \text{and} \quad \lim_{m \to \infty} \sum_{s \leq t} |\Delta \beta^{0, \delta_m}_s|^2 = \sum_{s \leq t} |h(\Delta z^{0, X}_s)|^2.$$ 

But this follows directly from the definition by applying the monotone convergence theorem, as $\lim_{\delta \to 0} \psi_\delta(x) = 0$ for all nonzero $x$.

For (ii), argue as in Lemma 3.12 and apply [21 Proposition VI.2.2(a), p.338].

Let us summarize what we have shown so far. By Lemma 3.11 and as $\Delta \overline{M}^d = h(\Delta_X) \mathbb{F}_0$-a.s., we get $\Delta y^0 = h^2(\Delta z^{0, X}) \lambda$-a.s.. Hence, we conclude that $y^{0, \text{cont}}$ has continuous paths. Moreover, $\overline{M}^d$ is a purely discontinuous $\mathbb{F}_0$-$\mathbb{F}$-martingale if and only if $y^{0, \text{cont}} = 0$ $\lambda$-a.s. In fact, decomposing

$$\overline{M}^d = \overline{M}^{d, c} + \overline{M}^{d, d}$$
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into its continuous and purely discontinuous martingale part under $\bar{\mathbb{P}}_0$, we see that $\bar{\mathbb{P}}_0 \circ (\langle M^L \rangle)^{-1} = \lambda \circ (y^{0,\text{cont}})^{-1}$. Being a nonnegative, nondecreasing function starting in zero, we obtain $y^{0,\text{cont}} = 0$ $\lambda$-a.s. if and only if $\mathbb{E}[y^{0,\text{cont}}] = 0$. Therefore, it remains to show that

$$\mathbb{E}[y^{0,\text{cont}}] = 0 \iff \lim_{\delta \downarrow 0} \limsup_{n \to \infty} \mathbb{E}[n] = \left[ \int_0^T \int_{\{|x| \leq \delta\}} |x|^2 \bar{\mathbb{F}}_t^n (dx) \, dt \right] = 0. \quad (3.8)$$

In the subsequent proofs, $K > 0$ will be a constant whose value may change from line to line. Moreover, we recall the constant $K < \infty$ defined in the Condition (B).

**Lemma 3.14.** For each $m \in \mathbb{N}$, the following hold true.

$$\mathbb{E}[y_T^0 - \beta_T^{0,\delta_m}] = \lim_{n \to \infty} \mathbb{E}[\gamma_T^{n,\delta_m}] = \lim_{n \to \infty} \mathbb{E}[\gamma_T^{n,\delta_m}] = \left[ \int_0^T \int_{\mathbb{R}} \psi_{\delta_m}(x) h^2(x) \bar{\mathbb{F}}_s^n (dx) \, ds \right].$$

**Proof.** Fix $m \in \mathbb{N}$. We know from Lemma 3.12 that $\gamma^{n,\delta_m}$ converges pointwise to $y^0 - \beta_T^{0,\delta_m}$ in $\mathbb{D}([0, T], \mathbb{R})$. By Proposition 3.4, $\bar{X}$ is a $\mathbb{P}_0$-semimartingale with absolutely continuous characteristics, in particular $\mathbb{P}_0[\Delta X_t \neq 0] = 0$ for every $t \in [0, T]$. As a consequence, we can conclude that $\lambda[\Delta y_t^0 \neq 0] = 0$ for all $t \in [0, T]$. Therefore, by [22] VI.2.3, p.339, $\gamma_T^{n,\delta_m}$ converges pointwise to $y^0 - \beta_T^{0,\delta_m}$ $\lambda$-a.s. when $n \to \infty$.

To obtain the first equality, it remains to show that the sequence $(\gamma_T^{n,\delta_m})_{n \in \mathbb{N}}$ is uniformly integrable with respect to $\lambda$. By the de la Vallée-Poussin theorem, it suffices to show the boundedness in $L^2(\lambda)$ of that sequence. Define the nondecreasing process

$$\bar{A}_t^n := \sum_{0 \leq s \leq t} \psi_{\delta_m} (\Delta X_s) h^2 (\Delta X_s), \quad t \in [0, T].$$

Then, for each $n \in \mathbb{N}$, we have $\mathbb{P}_n \circ (\bar{A}_T^n)^{-1} = \lambda \circ (\gamma_T^{n,\delta_m})^{-1}$, hence we need to check that $\sup_{n \in \mathbb{N}} \mathbb{E}_n [(\bar{A}_T^n)^2] < \infty$. To that end, by the product-rule, write

$$(\bar{A}_T^n)^2 = 2 \int_0^T \bar{A}_s^n \, d\bar{A}_s^n + [\bar{A}_T^n]_T.$$

Moreover, $\bar{A}_T^n$ has

$$\bar{A}_T^n, \bar{F}_n := \int_0^T \int_{\mathbb{R}} \psi_{\delta_m} (x) h^2 (x) \bar{\mathbb{F}}_s^n (dx) \, ds$$

as its $\mathbb{P}_n$-$\mathbb{F}$-compensator. As $\Theta$ satisfies Condition (B), we obtain from (2.1) that

$$\mathbb{E}_n [(\bar{A}_T^n)]_T = \mathbb{E}_n \left[ \sum_{0 \leq s \leq T} \psi_{\delta_m}^2 (\Delta X_s) h^4 (\Delta X_s) \right]$$

$$\leq K \mathbb{E}_n \left[ \sum_{0 \leq s \leq T} \psi_{\delta_m} (\Delta X_s) h^2 (\Delta X_s) \right]$$

$$= K \mathbb{E}_n [\bar{A}_T^n, \bar{F}_n]$$

$$\leq KK.$$
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where $K$ is a constant only depending on $h$. Similarly, using [21, Theorem I.3.17(iii), p.32],

$$\mathbb{E}^n \left[ \int_0^T \mathcal{A}_s^m \, d\mathcal{A}_s^m \right] = \mathbb{E}^n \left[ \int_0^T \mathcal{A}_s^m \, d\mathcal{A}_s^m, \mathcal{F}_n \right] \leq K \mathbb{E}^n \left[ \mathcal{A}_T^m, \mathcal{F}_n \right] \leq K K T \mathbb{E}^n \left[ \mathcal{A}_T^m \right] \leq (K K T)^2.$$

Therefore, we conclude that indeed $\sup_{n \in \mathbb{N}} \mathbb{E}^n \left[ (\mathcal{A}_T^m)^2 \right] < \infty$, hence the first equality holds.

The second equality follows simply from the fact that for each $n \in \mathbb{N}$

$$\mathbb{E}^\lambda \left[ y_{T, n, \delta m}^0 \right] = \mathbb{E}^n \left[ \mathcal{A}_T^m \right] = \mathbb{E}^n \left[ \mathcal{A}_T^m, \mathcal{F}_n \right] = \mathbb{E}^n \left[ \int_0^T \int_\mathbb{R} \psi_{\delta_m}(x) h^2(x) \mathcal{F}_s^m (dx) \, ds \right].$$

Now we are able to prove Proposition 3.1.

**Proof of Proposition 3.1.** Recall that part (i) was already proven in Proposition 3.4, hence it remains to show part (ii).

To see (ii), assume for the first direction that there is $u > 0$ such that

$$\lim_{\delta \downarrow 0} \limsup_{n \to \infty} \mathbb{E}^n \left[ \int_0^T \int_{\{|x| \leq \delta\}} |x|^2 \mathcal{F}_t^m (dx) \, dt \right] \geq u > 0.$$

As by definition, $\psi_{\delta_m} \geq 1_{\{|x| \leq \delta_m/2\}}$, we get from Lemma 3.14 that for each big enough $m$

$$\mathbb{E}^\lambda \left[ y_{T, 0, \delta m}^0 \right] \geq \limsup_{n \to \infty} \mathbb{E}^n \left[ \int_0^T \int_{\{|x| \leq \delta_m/2\}} |x|^2 \mathcal{F}_t^m (dx) \, dt \right] \geq u.$$

Now, a similar argument as in Lemma 3.14 yields

$$\mathbb{E}^\lambda \left[ (y_{T, 0}^n)^2 \right] \leq 2(K K T)^2 + K K T$$

uniformly for each $n$, so the sequence $(y_{T, 0}^n)_{n \in \mathbb{N}}$ is uniformly integrable with respect to $\lambda$. As $y^n$ converges pointwisely to $y^0$ in $\mathbb{D}([0, T], \mathbb{R})$ and $\lambda[\Delta y^0_t \neq 0] = 0$, we have $y_{T, 0}^n$ converging to $y_T^0$ $\lambda$-a.s., and by uniform integrability also in $L^1(\lambda)$. In particular, we see that $\mathbb{E}^\lambda[y_{T, 0}^0] < \infty$.

Therefore, by dominated convergence, we can conclude that

$$\mathbb{E}^\lambda[y_{T, 0}^{cont}] = \lim_{m \to \infty} \mathbb{E}^\lambda[y_{T, 0}^0 - \beta_{T, 0}^{\delta m}] \geq u, \quad (3.9)$$

hence by the discussion before (3.8), $\mathcal{M}^d$ is not a purely discontinuous martingale.

Conversely, suppose that

$$\lim_{\delta \downarrow 0} \limsup_{n \to \infty} \mathbb{E}^n \left[ \int_0^T \int_{\{|x| \leq \delta\}} |x|^2 \mathcal{F}_t^m (dx) \, dt \right] = 0. \quad (3.10)$$
From the fact that $\psi_{\delta_m} \leq 1_{\{|x| \leq \delta_m\}}$ and by Lemma 3.14, we have for each big enough $m$

$$E^\lambda[y_T^0 - \beta_T^0, \delta_m] \leq \limsup_{n \to \infty} E^{\mathbb{P}_n}[\int_0^T \int_{\{|x| \leq \delta_m\}} |x|^2 \mathbb{P}_t^n(dx) \, ds].$$

Therefore, as in (3.9), we obtain by dominated convergence and by (3.10) that

$$E^\lambda[y_T^0, \text{cont}] = \lim_{m \to \infty} E^\lambda[y_T^0 - \beta_T^0, \delta_m] \leq \lim_{m \to \infty} \limsup_{n \to \infty} E^{\mathbb{P}_n}[\int_0^T \int_{\{|x| \leq \delta_m\}} |x|^2 \mathbb{P}_t^n(dx) \, ds] = 0.$$

Thus, $y^0, \text{cont} = 0$ $\lambda$-a.s., hence by the discussion before (3.8), we have that $\overline{M}^d$ is indeed a purely discontinuous martingale.

**Remark 3.15.** The proof of Proposition 3.1 was given in dimension $d = 1$. However, we see from its proof that it can be easily adapted for the multidimensional case. Indeed, clearly, $\overline{M}^d := (\overline{M}^{d,1}, \ldots, \overline{M}^{d,d})$ is a purely discontinuous martingale if and only if each component $\overline{M}^{d,i}$ is. Therefore, one can apply the above proof for each of its component $\overline{M}^{d,i}$. Then,

$$\lim_{\delta \downarrow 0} \limsup_{n \to \infty} E^{\mathbb{P}_n}[\int_0^T \int_{\{|x| \leq \delta\}} |x|^2 \mathbb{P}_t^n(dx) \, dt] = 0$$

implies that each of its component $\overline{M}^{d,i}$ is a purely discontinuous martingale, hence so is $\overline{M}^d$. On the other hand, if

$$\lim_{\delta \downarrow 0} \limsup_{n \to \infty} E^{\mathbb{P}_n}[\int_0^T \int_{\{|x| \leq \delta\}} |x|^2 \mathbb{P}_t^n(dx) \, dt] > 0,$$

then there exists at least one $j \in \{1, \ldots, d\}$ such that $\overline{M}^{d,j}$ is not a purely discontinuous martingale, hence $\overline{M}^d$ is not one either.

In the rest of this subsection, we provide the proof of Corollary 3.2 which we present directly in the multidimensional case.

**Proof of Corollary 3.2.** By Proposition 3.4, $\mathbb{P}_0 \in \mathbb{P}_{\text{sem}}^{ac}$. In particular, $X$ has canonical representation

$$X = X_0 + B + M^c + \overline{M}^d + J \quad \mathbb{P}_0 \text{-a.s.}$$

Moreover, as $\Theta \subseteq \mathbb{R}^d \times \mathbb{S}^d_+ \times \mathcal{L}$ is satisfying Condition (J), we deduce from Proposition 3.1 that $\overline{M}^d$ is a $\mathbb{P}_0$-$\mathbb{F}$-purely discontinuous martingale, which implies that $\overline{C}$ is the second characteristic of $X$ under $\overline{\mathbb{F}}_{0,\mathbb{F}}$ and $\mathbb{P}_0 \in \mathbb{P}_{\text{sem}}^{ac}$.

Now, assume for the rest of the proof that in addition, $\Theta \subseteq \mathbb{R}^d \times \mathbb{S}^d_+ \times \mathcal{L}$ is closed, convex. Let $(\overline{b}^0, \overline{c}^0, \overline{F}^0)$ be the $\mathbb{P}_0$-$\mathbb{F}$-differential characteristics of $X$. It remains to show that
Lemma 3.17. Let \( \phi \) be the additive, positive homogeneous bijection \( \phi : \Theta \to \mathbb{V}(\Theta) \subseteq \mathbb{R}^d \times \mathbb{S}^d \times \mathbb{R}^N \) defined in (3.3). Due to (3.3), it is equivalent to show that \( \phi \) is convex and closed. Therefore, as \( \eta := \phi \) \( \in \mathbb{cl}(\mathbb{V}(\Theta)) \), \( \mathbb{P}_n \times dt \)-a.s., we have for each \( m \) that \( m \int_0^{t+\frac{1}{m}} \eta_t ds \in \mathbb{cl}(\mathbb{V}(\Theta)) \), \( \mathbb{P}_n \times dt \)-a.s., for all \( n \in \mathbb{N} \). In other words, for each \( n \in \mathbb{N} \),

\[
\mathbb{E}^{\mathbb{P}_n} \left[ \int_0^T 1 \{ m(\phi_t - \phi_{t+\frac{1}{m}}) \in \mathbb{cl}(\mathbb{V}(\Theta)) \} dt \right] = T.
\]

In terms of the Skorokhod representation, it means that

\[
\mathbb{E}^{\mathbb{P}_n} \left[ \int_0^T 1 \{ m(\phi_t - \phi_{t+\frac{1}{m}}) \in \mathbb{cl}(\mathbb{V}(\Theta)) \} dt \right] = T.
\]

Now, letting \( n \) tends to infinity, by applying the dominated convergence theorem, the closedness of \( \mathbb{cl}(\mathbb{V}(\Theta)) \) yields

\[
\mathbb{E}^{\mathbb{P}_n} \left[ \int_0^T 1 \{ m(\phi_t - \phi_{t+\frac{1}{m}}) \in \mathbb{cl}(\mathbb{V}(\Theta)) \} dt \right] = T,
\]

which implies that \( m(\phi_t - \phi_{t+\frac{1}{m}}) \in \mathbb{cl}(\mathbb{V}(\Theta)) \), \( \mathbb{P}_0 \times dt \)-a.e. for all \( m \in \mathbb{N} \). Now letting \( m \) tend to infinity, we obtain that \( \eta_t = (\phi_t, \eta_{\Theta t}) \in \mathbb{cl}(\mathbb{V}(\Theta)) \) holds \( \mathbb{P}_0 \times dt \)-a.e., hence we are done.

### 3.4 Tightness of \( \mathbb{P}_{ac}^{sem}(\Theta)(\Gamma_0) \)

The goal of this subsection is to prove tightness of \( \mathbb{P}_{ac}^{sem}(\Theta)(\Gamma_0) \). More precisely:

**Proposition 3.16.** Let \( \Theta \subseteq \mathbb{R}^d \times \mathbb{S}^d \times \mathbb{L} \) satisfy Condition (B) and \( \Gamma_0 \subseteq \mathcal{M}_1(\mathbb{R}^d) \) be tight. Then the set \( \mathbb{P}_{sem}^{ac}(\Theta)(\Gamma_0) \) defined as in Subsection 3.1 is tight.

In fact, a careful inspection of the proof will lead to the conclusion that with the same arguments we also obtain the tightness of \( \mathbb{P}_{ac}^{sem}(\Theta)(\Gamma_0) \) on the original space \( \mathcal{M}_1(\Omega) \) (when imposing the same conditions as Proposition 3.16), see Corollary 3.22.

We divide the proof of Proposition 3.16 into several lemmas. We will use the notation introduced in Subsection 3.1. We recall the constant \( \mathcal{K} < \infty \) defined in the Condition (B).

**Lemma 3.17.** Let \( \Theta \subseteq \mathbb{R}^d \times \mathbb{S}^d \times \mathbb{L} \) satisfy Condition (B) and \( (\mathbb{P}_n)_{n \in \mathbb{N}} \subseteq \mathbb{P}_{sem}^{ac}(\Theta) \). Then, the sequences \( (\mathbb{P}_n \circ \mathbb{B}^{-1})_{n \in \mathbb{N}}, (\mathbb{P}_n \circ \mathbb{C}^{-1})_{n \in \mathbb{N}}, (\mathbb{P}_n \circ \mathbb{C}^{-1})_{n \in \mathbb{N}} \) of laws on \( \Omega^d \) and \( \Omega^d_{\mathbb{L}} \) are tight.

**Proof.** By definition, we have \( \mathbb{P}_0[\mathbb{B}_0 = 0] = 1 \) for each \( n \). Moreover, due to \( \Theta \) satisfying Condition (B), we have \( \mathbb{P}_n \)-a.s. that for any \( 0 \leq s \leq t \leq T \)

\[
|\mathbb{B}_t - \mathbb{B}_s| \leq \int_s^t |\mathbb{B}_r| dr \leq \mathcal{K}|t - s|.
\]
Consequently, by Markov’s inequality, we have for each $\varepsilon > 0$ that
\[
\limsup_{n \to \infty} \sup_{t-s \in [0,T]} \frac{|\overline{B}_{t} - \overline{B}_{s}|}{\delta_{0}} \geq \varepsilon = 0.
\]

By applying [6, Theorem 7.3, p.82], we obtain the tightness of $(P_{n} \circ \overline{B}^{-1})_{n \in \mathbb{N}}$. Replacing $\overline{B}$ by $\overline{C}$ in the above proof, we conclude the tightness also for the sequence $(P_{n} \circ \overline{C}^{-1})_{n \in \mathbb{N}}$. Moreover, using [21, II.2.18, p.79], the same arguments yields tightness of $(P_{n} \circ \overline{C}^{-1})_{n \in \mathbb{N}}$. □

**Lemma 3.18.** Let $\Theta \subseteq \mathbb{R}^{d} \times S_{+}^{d} \times \mathcal{L}$ satisfy Condition (B) and let $(P_{n})_{n \in \mathbb{N}} \subseteq \mathcal{P}_{sem}(\Theta)$. Then, both sequences $(P_{n} \circ \overline{M}^{-1})_{n \in \mathbb{N}}$ and $(P_{n} \circ \overline{M}^{d}_{-1})_{n \in \mathbb{N}}$ of laws on $\Omega_{d}^{\prime}$ and $\Omega$ are tight.

**Proof.** For each $n \in \mathbb{N}$, we have by definition that both $\overline{M}$ and $\overline{M}^{d}$ are $\mathbb{F}_{n}$-locally square integrable martingales with $P_{n}[M_{0} = 0] = P_{n}[M_{0}^{d} = 0] = 1$. By Lemma 3.17, the sequence $(P_{n} \circ \overline{C}^{-1})_{n \in \mathbb{N}}$ of laws on $\Omega_{d}^{\prime}$ is tight. As by definition, $(\overline{M}) = \overline{C}$ under each $P_{n}$, we deduce the tightness of $(P_{n} \circ (\overline{M}^{-1}))_{n \in \mathbb{N}}$ directly from [35, Corollary 3, p.29].

Now, we define the process
\[
\overline{G}^{d}_{t,n} := \sum_{j=1}^{d} \int_{0}^{t} \int_{\mathbb{R}^{d}} |h_{j}(x)|^{2} \overline{P}_{t}^{n}(dx) dt.
\]

Since $\Theta$ satisfies Condition (B), we can apply the same arguments as in Lemma 3.17 to obtain the tightness of the sequence $(P_{n} \circ (\overline{G}^{d}_{t,n}^{-1}))_{n \in \mathbb{N}}$ as laws on $\Omega_{d}^{\prime}$ or equivalently the $C$-tightness, if we think of them as laws on $\mathcal{D}([0,T],\mathbb{R})$. As a consequence, we get the tightness of the sequence of laws $(P_{n} \circ (\overline{M}^{d}_{-1}))_{n \in \mathbb{N}}$ directly from [21, Theorem VI.4.13, p.358]. □

For any adapted process $\overline{Z}$ defined on $(\Omega, \mathcal{F}, \mathbb{P})$ and any law $\mathbb{P}$ defined on that filtered measurable space, we write $(\overline{Z}, \mathbb{P})$ when considering $(\overline{Z}, \mathcal{F}, \mathbb{P})$ as its stochastic basis. Moreover, we refer to [21, p.377] for the standard notion for a sequence of processes to be Predictably Uniformly Tight (P-UT).

**Lemma 3.19.** Let $\Theta \subseteq \mathbb{R}^{d} \times S_{+}^{d} \times \mathcal{L}$ satisfy Condition (B) and let $(P_{n})_{n \in \mathbb{N}} \subseteq \mathcal{P}_{sem}(\Theta)$. Then, the sequence $(\overline{X}, \mathbb{P}_{n})_{n \in \mathbb{N}}$ is (P-UT).

**Proof.** Fix any $t \in [0,T]$ and $i = 1, \ldots, d$. Due to Condition (B), the variation of $B^{i}$ satisfies
\[
\sup_{n} \mathbb{E}^{\overline{P}_{n}} \left[ \text{Var}(\overline{B}_{t}) \right] \leq \sup_{n} \mathbb{E}^{\overline{P}_{n}} \left[ \int_{0}^{t} |\overline{b}_{s}| ds \right] \leq Kt,
\]

hence tightness of $(P_{n} \circ (\text{Var}(\overline{B}_{t})^{-1}))_{n \in \mathbb{N}}$ follows directly from the Markov inequality.

Now, the modified second characteristic $\overline{C}$ satisfies in each component $1 \leq k, l \leq d$
\[
\overline{C}^{kl} = \overline{C}^{kl} + \int_{0}^{t} \int_{\mathbb{R}^{d}} h_{k}(x)h_{l}(x) \overline{P}_{s}^{n}(dx) ds \quad \mathbb{P}_{n}\text{-a.s.,}
\]
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hence we can argue as above to obtain tightness of the sequence \((\mathbb{P}_n \circ (C_t)^{-1})_{n \in \mathbb{N}}\).

Next, we see that for the variation of \(\mathcal{J}\), we have

\[
\mathbb{E}^{\mathbb{P}_n} \left[ \text{Var}(\mathcal{J})_{t} \right] = \mathbb{E}^{\mathbb{P}_n} \left[ \int_0^t \int_{\mathbb{R}^d} |x - h(x)| \mu(x) (dx) \, ds \right]
\]

\[
= \mathbb{E}^{\mathbb{P}_n} \left[ \int_0^t \int_{\mathbb{R}^d} |x - h(x)| \widetilde{F}_{s}^{\mathbb{P}_n} (dx) \, ds \right],
\]

hence in the same way as above, we get also the tightness of the sequence \((\mathbb{P}_n \circ \text{Var}(\mathcal{J})^{-1})_{n \in \mathbb{N}}\). As under each \(\mathbb{P}_n\), \(\mathcal{X}\) is a \(\mathbb{P}_n\)-semimartingale with canonical representation (3.1), we conclude that the sequence \((\mathcal{X}, \mathbb{P}_n)_{n \in \mathbb{N}}\) is (P-UT) directly from [21, Theorem 6.15, p.380]. \(\square\)

**Lemma 3.20.** Let \(\Theta \subseteq \mathbb{R}^d \times S_+^d \times \mathcal{L}\) satisfy Condition (B), \(\Gamma_0 \subseteq \mathcal{M}_1(\mathbb{R}^d)\) be tight and let \((\mathbb{P}_n)_{n \in \mathbb{N}} \subseteq \overline{\mathcal{P}}_{\text{sem}}(\Theta)(\Gamma_0)\). Then, the sequence \((\mathbb{P}_n \circ \mathcal{X}^{-1})_{n \in \mathbb{N}}\) is tight.

**Proof.** As \(\mathcal{X}\) is a \(\mathbb{P}_n\)-semimartingale for each \(n\), it suffices to verify that the conditions in [21, Theorem VI.4.18, p.359] are satisfied.

By assumption, \((\mathbb{P}_n \circ (\mathcal{X}_0)^{-1})_{n \in \mathbb{N}} \subseteq \Gamma_0\) is tight. By Lemma 3.19, \((\mathcal{X}, \mathbb{P}_n)_{n \in \mathbb{N}}\) is P-UT, hence by [21, Theorem 6.16, p.380]

\[
\lim_{a \to \infty} \mathbb{P}_n \left[ \nu^{\mathbb{P}_n}([0, T] \times \{x : |x| > a\}) > \varepsilon \right] = 0.
\]

Consider the following increasing process

\[
\overline{D}^{\mathbb{P}_n} := \sum_{i=1}^d \left[ \text{Var}(\overline{B}^i) + \overline{C}^i \right] + \int_0^T \int_{\mathbb{R}^d} |x|^2 \wedge 1 \overline{F}_{s}^{\mathbb{P}_n} (dx) \, ds
\]

Using the same argument as in Lemma 3.17, we obtain the C-tightness of the sequence \((\mathbb{P}_n \circ (\overline{D}^{\mathbb{P}_n})^{-1})_{n \in \mathbb{N}}\). Therefore, by [21, Remark VI.4.20, pp.359–360], the conditions of [21, Theorem VI.4.18, p.359] are satisfied, hence we get the result. \(\square\)

**Lemma 3.21.** Let \(\Theta \subseteq \mathbb{R}^d \times S_+^d \times \mathcal{L}\) satisfy Condition (B) and let \((\mathbb{P}_n)_{n \in \mathbb{N}} \subseteq \overline{\mathcal{P}}_{\text{sem}}(\Theta)\). Then the following hold true.

(i) The sequence of laws \((\mathbb{P}_n \circ \overline{J}^{-1})_{n \in \mathbb{N}}\) on \(\Omega\) is tight.

(ii) The sequence of laws \((\mathbb{P}_n \circ \overline{U}^{-1})_{n \in \mathbb{N}}\) on \(\Omega_1\) is tight for each \(i \in \mathbb{N}\).

(iii) The sequence of laws \((\mathbb{P}_n \circ \overline{V}^{-1})_{n \in \mathbb{N}}\) on \(\Omega_1^i\) is tight for each \(i \in \mathbb{N}\).

(iv) The sequence of laws \((\mathbb{P}_n \circ \overline{M}^{-1})_{n \in \mathbb{N}}\) on \(\Omega_2\) is tight.

**Proof.** Using the notation introduced in (3.6), we have \(\mathcal{J} = I^{x-h(x)}(\mathcal{X} - \mathcal{X}_0)\) \(\mathbb{P}_n\)-a.s. for each \(n\), and for each \(i \in \mathbb{N}\), \(\mathcal{U}^i = I^{g_i(x)|x|^2 \wedge 1}(\mathcal{X} - \mathcal{X}_0)\) \(\mathbb{P}_n\)-a.s.. Therefore, (i) and (ii) follows directly from the tightness of \((\mathbb{P}_n \circ (\mathcal{X} - \mathcal{X}_0)^{-1})_{n \in \mathbb{N}}\), see Lemma 3.20. To see that (iii) holds, recall that under each \(\mathbb{P}_n\), we have for each \(i \in \mathbb{N}\) that

\[
\overline{V}^i = \int_0^T \int_{\mathbb{R}^d} g_i(x) \overline{F}_{s}^{\mathbb{P}_n} (dx) \, ds \quad \mathbb{P}_n\text{-a.s.}
\]
As $g_i(x)$ is a bounded function vanishing in a neighborhood of the origin, we can argue as in Lemma 3.17 to obtain (iii). Finally, (iv) follows by Theorem II.2, p.28 from tightness of $(\mathbb{P}_n \circ \overline{C})_{n \in \mathbb{N}}$, see Lemma 3.17.

Now we are able to prove Proposition 3.16.

**Proof of Proposition 3.16.** By an application of Prohorov’s theorem, it suffices to show that any sequence $(\mathbb{P}_n) \subseteq \mathcal{P}_{\text{sem}}^\text{ac}(\Theta)(\Gamma_0)$ is tight. To that end, fix such a sequence. From all previous lemmas, we have established the tightness of all the following families

- $(\mathbb{P}_n \circ X^{-1})_{n \in \mathbb{N}}$, $(\mathbb{P}_n \circ B^{-1})_{n \in \mathbb{N}}$, $(\mathbb{P}_n \circ (M^{-1})_{n \in \mathbb{N}}$, $(\mathbb{P}_n \circ (\overline{C}^{-1})_{n \in \mathbb{N}}$,
- $(\mathbb{P}_n \circ J^{-1})_{n \in \mathbb{N}}$, $(\mathbb{P}_n \circ C^{-1})_{n \in \mathbb{N}}$, $(\mathbb{P}_n \circ (M^{-1})_{n \in \mathbb{N}}$, $(\mathbb{P}_n \circ (\overline{C}^{-1})_{n \in \mathbb{N}}$,
- $(\mathbb{P}_n \circ U^{-1})_{n \in \mathbb{N}}$, $(\mathbb{P}_n \circ (V^{i})^{-1})_{n \in \mathbb{N}}$, $i \in \mathbb{N}$.

Fix $\varepsilon > 0$, and let $K(X) \subseteq \Omega$ be a compact set such that $\sup_{n \in \mathbb{N}} \mathbb{P}_n[X \not\in K(X)] \leq \frac{\varepsilon}{10}$. The same way, define the compact sets $K(B) \subseteq \Omega_d$, $K(C) \subseteq \Omega_2$. Moreover, choose for each $i \in \mathbb{N}$ compact sets $K(U^i) \subseteq \Omega_1$, $K(V^i) \subseteq \Omega_2$ such that

$$\max \left\{ \sup_{n \in \mathbb{N}} \mathbb{P}_n[U^i \not\in K(U^i)], \sup_{n \in \mathbb{N}} \mathbb{P}_n[V^i \not\in K(V^i)] \right\} \leq \frac{\varepsilon}{10} \cdot \frac{1}{2^i}.$$

By Tychonoff’s theorem, the set

$$\overline{K} := K(X) \times K(B) \times \cdots \times K(C) \times \prod_{i \in \mathbb{N}} [K(U^i) \times K(V^i)] \subseteq \overline{\Omega}$$

is compact. Moreover, we have for each $n \in \mathbb{N}$ that

$$\mathbb{P}_n[\overline{K}] \leq \mathbb{P}_n[X \not\in K(X)] + \cdots + \mathbb{P}_n[C \not\in K(C)] + \sum_{i=1}^{\infty} (\mathbb{P}_n[U^i \not\in K(U^i)] + \mathbb{P}_n[V^i \not\in K(V^i)]) \leq \varepsilon.$$

In fact, we observe that by the same arguments as above, we also get tightness of $\mathcal{P}_{\text{sem}}^\text{ac}(\Theta)(\Gamma_0)$ in the original space $\mathcal{M}_1(\Omega)$.

**Corollary 3.22.** Let $\Theta \subseteq \mathbb{R}^d \times S_+^d \times \mathcal{L}$ satisfy Condition $(B)$ and $\Gamma_0 \subseteq \mathcal{M}_1(\mathbb{R}^d)$ be tight. Then $\mathcal{P}_{\text{sem}}^\text{ac}(\Theta)(\Gamma_0)$ is tight.

**Proof.** By an application of Prohorov’s theorem, it suffices to show that any sequence $(\mathbb{P}_n) \subseteq \mathcal{P}_{\text{sem}}^\text{ac}(\Theta)$ is tight. For any such a sequence, we can apply exactly the same argument as in Lemma 3.20 to obtain the tightness result. \[\Box\]
4 Proof of Theorem 2.1, Theorem 2.5, and Theorem 2.8

The goal of this section is to prove Theorem 2.1 and Theorem 2.5. The strategy of their proofs is the following. In the last section, we stated and proved corresponding results in an enlarged space. We need to find a way how to go back and forth from the original space \( \Omega = \mathbb{D}([0,T], \mathbb{R}^d) \) to the enlarged space \( \Omega \) to conclude the results in the original space \( \Omega \). On the one hand, to get from \( \Omega \) to \( \overline{\Omega} \), we introduce for any measure \( \overline{\mathbb{P}} \in \mathbb{P}_{\text{sem}}(\Theta) \) a corresponding measure \( \mathbb{P} \in \mathbb{P}_{\text{sem}}(\Theta) \) which is simply the probability measure induced by the canonical representation of \( X \) under \( \overline{\mathbb{P}} \). On the other hand, to get back from \( \overline{\Omega} \) to \( \Omega \), we consider for any \( \mathbb{P} \in \mathbb{P}_{\text{sem}}(\Theta) \) the corresponding push forward measure \( \mathbb{P} := \mathbb{P} \circ X^{-1} \), which will turn out to be in \( \mathbb{P}_{\text{sem}}(\Theta) \).

Let us start with a fixed probability measure \( \mathbb{P} \in \mathbb{P}_{\text{sem}} \). Consider the canonical representation of \( X \) under \( \mathbb{P} \cdot \mathbb{F}_+^{\text{sem}} \) is given by

\[
X = X_0 + B^{\mathbb{P}_+} + M^{c, \mathbb{P}_+} + M^{d, \mathbb{P}_+} + J,
\]

where \( J := \sum_{0 \leq s \leq T} \Delta X_s - h(\Delta X_s) \), \( B^{\mathbb{P}_+} = \int_0^T b^\mathbb{P}_+ \, ds \) and \( M^{c, \mathbb{P}_+}, M^{d, \mathbb{P}_+} \) denotes the continuous and purely discontinuous local martingale part. Moreover, denote by \( C^{\mathbb{P}_+} \) and \( F^{\mathbb{P}_+}(dx) \) the second and third \( \mathbb{P} \cdot \mathbb{F}_+^{\text{sem}} \)-characteristic of \( X \), by \([M^{\mathbb{P}_+}] \) the quadratic variation of \((M^{c, \mathbb{P}_+} + M^{d, \mathbb{P}_+})\), by \( \overline{C}^{\mathbb{P}_+} \) the modified second \( \mathbb{P} \cdot \mathbb{F}_+^{\text{sem}} \)-characteristic of \( X \), and write

\[
U^i := \int_0^T \int_{\mathbb{R}^d} g_i(x) \mu^X(dx, ds),
\]

\[
V^{i, \mathbb{P}_+} := \int_0^T \int_{\mathbb{R}^d} g_i(x) F^{\mathbb{P}_+}(dx) \, ds.
\]

We can define the map \( \Psi^\mathbb{P} : \Omega \to \overline{\Omega} \) by

\[
\omega \mapsto (X(\omega), B^{\mathbb{P}_+}(\omega), M^{c, \mathbb{P}_+}(\omega), M^{d, \mathbb{P}_+}(\omega), J(\omega), C^{\mathbb{P}_+}(\omega), [M^{\mathbb{P}_+}], \overline{C}^{\mathbb{P}_+},
\]

\[
(U^i(\omega), V^{i, \mathbb{P}_+}(\omega))_{i \in \mathbb{N}},
\]

which in measurable with respect to the Borel \( \sigma \)-field, completed by \( \mathbb{P} \). Then, the measure

\[
\mathbb{P} := \mathbb{P} \circ (\Psi^\mathbb{P})^{-1}
\]

is an element of \( \mathbb{P}_{\text{sem}}^{\text{ac}} \). We used the canonical representation of \( X \) with respect to \( \mathbb{F}_+^{\text{sem}} \) to guarantee that for every \( \omega \), each summand has càdlàg paths and continuous paths, respectively, and not only \( \mathbb{P} \)-a.s., so that \( \Psi^\mathbb{P} \) is well-defined. However, as the characteristics of \( X \) do not depend on the choice of \( \mathbb{F} \) or \( \mathbb{F}_+^{\text{sem}} \), we conclude that \( \mathbb{P} \in \mathbb{P}_{\text{sem}}^{\text{ac}}(\Theta) \) implies \( \mathbb{P} \in \mathbb{P}_{\text{sem}}^{\text{ac}}(\Theta) \), i.e. \( \mathbb{P} \) preserves the structure of \( \mathbb{P} \).

**Remark 4.1.** By construction, we have

\[
\mathbb{P} \circ X^{-1} = \mathbb{P} \circ (X \circ \Psi)^{-1} = \mathbb{P} = \mathbb{P} \circ X^{-1}.
\]
This implies e.g. that for each $\delta > 0$, we have
\[
\mathbb{E}^\mathbb{P}\left[ \int_0^T \int_{\{|x| \leq \delta\}} |x|^2 \, F^\mathbb{P}_t(dx) \, dt \right] = \mathbb{E}^\mathbb{P}\left[ \sum_{0 \leq t \leq T} |\Delta X_t|^2 \mathbb{1}_{\{0 < \Delta |X_t| \leq \delta\}} \right]
= \mathbb{E}^\mathbb{P}\left[ \sum_{0 \leq t \leq T} |\Delta X_t|^2 \mathbb{1}_{\{0 < \Delta |X_t| \leq \delta\}} \right]
= \mathbb{E}^\mathbb{P}\left[ \int_0^T \int_{\{|x| \leq \delta\}} |x|^2 \, F^\mathbb{P}_t(dx) \, dt \right],
\]
which will play a crucial role in the proof of Theorem 2.1.

On the other hand, the natural candidate connecting the set $\mathbb{P}_{ac}^\mathbb{sem}(\Theta)$ with $\mathbb{P}_{ac}^\mathbb{sem}(\Theta)$ seems to be for any $\mathbb{P} \in \mathbb{P}_{ac}^\mathbb{sem}(\Theta)$ its corresponding push forward measure $\mathbb{P} := \mathbb{P} \circ (X)^{-1}$. The following positive answer is stated in such a way that it is compatible with any limit law $\mathbb{P}_0$ of sequences $(\mathbb{P}_n)_{n \in \mathbb{N}} \subseteq \mathbb{P}_{ac}^\mathbb{sem}(\Theta)$ with $\Theta$ satisfying Condition (B), see Proposition 3.4.

**Lemma 4.2.** Let $\mathbb{P} \in \mathbb{P}_{ac,w}^\mathbb{sem}$ satisfying
\[\begin{align*}
\cdot \quad & \mathbb{E}^\mathbb{P}\left[ \int_0^T \left[ |b^\mathbb{P}_s| + |c^\mathbb{P}_s| + \int_{\mathbb{R}^d} |h(x)|^2 \, F^\mathbb{P}_s(dx) \right] ds \right] < \infty, \\
\cdot \quad & \text{both } M^\mathbb{P}, M^d \text{ are } \mathbb{P} \cdot \mathbb{F} \text{-martingales.}
\end{align*}\]

Then, the corresponding pushforward measure
\[\mathbb{P} := \mathbb{P} \circ (X)^{-1}\] (4.2)
is an element in $\mathbb{P}_{sem}^{ac}$. Moreover, if the $\mathbb{P} \cdot \mathbb{F}$-differential characteristics $(\tilde{b}^\mathbb{P}, \tilde{c}^\mathbb{P}, \tilde{F}^\mathbb{P})$ are taking values in some set $\Theta \subseteq \mathbb{R}^d \times \mathbb{S}^d_+ \times \mathcal{L}$ which is closed, convex and satisfy Condition (B), then the corresponding pushforward measure $\mathbb{P} := \mathbb{P} \circ (X)^{-1}$ is an element in $\mathbb{P}_{sem}^{ac}(\Theta)$.

**Proof.** By Lemma A.1, $X$ is a $\mathbb{P} \cdot \mathbb{F}^X$-semimartingale with absolutely continuous characteristics, and the local martingale part $M^X_{\mathbb{F}^{X\mathbb{P}}}$ of the canonical representation
\[X = X_0 + B^X_{\mathbb{F}^X} + M^X_{\mathbb{F}^X} + \sum_{0 \leq s \leq t} [\Delta X_s - h(\Delta X_s)] \quad \mathbb{P} \text{-a.s.}\]
of $X$ under $\mathbb{P} \cdot \mathbb{F}^X$ is a $\mathbb{P} \cdot \mathbb{F}^X$-martingale. Define the map $\Phi : \Omega \to \Omega$, by $\omega \mapsto (\omega, 0, 0, 0, \ldots)$. We claim that
\[X_0 \circ \Phi + B^X_{\mathbb{F}^X} \circ \Phi + M^X_{\mathbb{F}^X} \circ \Phi + \sum_{0 \leq s \leq t} [\Delta X_s - h(\Delta X_s)] \circ \Phi\] (4.3)
is the canonical representation of $X$ under $\mathbb{P}\cdot\mathbb{F}$. To see this, observe that each summand in (1.3) is $\mathbb{F}$-adapted, as $\Phi^{-1}(A) \in \mathcal{F}_t$ for all $A \in \mathcal{F}_t^\nu$ for each $t \in [0, T]$. In view of [38, Exercise 1.5.6, p.44], the $\mathcal{F}_t^\nu$-adapted process $B_t^\nu \mathbb{P}$ admits a representation
\[
B_t^\nu \mathbb{P} = \Lambda(t, \underline{X}_{t_1}, \underline{X}_{t_2}, \ldots), \quad t \in [0, T],
\]
where $\Lambda$ is a measurable function defined on the product space $[0, T] \times (\mathbb{R}^d)^N$ and $0 \leq t_1 < t_2 < \ldots$ is a sequence in $[0, T]$. This implies that for all $\varpi \in \Omega$ and $t \in [0, T]$, it holds that
\[
B_t^\nu \mathbb{P}(\varpi) = B_t^\nu \mathbb{P} \circ \Phi \circ X(\varpi).
\]
In particular, we obtain that
\[
\text{the law of } B_t^\nu \mathbb{P} \circ \Phi \text{ under } \mathbb{P} = \text{the law of } B_t^\nu \mathbb{P} \text{ under } \mathbb{P}, \tag{4.4}
\]
hence $B_t^\nu \mathbb{P} \circ \Phi$ is absolutely continuous $\mathbb{P}$-a.s. Of course, (4.4) also holds with respect to the other summands in (1.3). In particular, $\underline{X}^\nu \mathbb{P} \circ \Phi$ is a $\mathbb{P}$-$\mathbb{F}$-martingale and (1.3) is $\mathbb{P}$-a.s. equal to $X \circ \Phi = X$, hence (1.3) is indeed the canonical representation of $X$ under $\mathbb{P}\cdot\mathbb{F}$.

Next, from the canonical representation, we see that $B_t^\nu \mathbb{P} \circ \Phi$ is the first characteristic of $X$ under $\mathbb{P}\cdot\mathbb{F}$, which we argued above to be $\mathbb{P}$-a.s. absolutely continuous. Denote by $\nu^\nu(dx, dt)$ the third characteristic of $X$ under $\mathbb{P}\cdot\mathbb{F}$. Applying (4.4) to the third characteristic $\nu^\nu \mathbb{P}$ of $X$ under $\mathbb{P}\cdot\mathbb{F}$ yields that for any $g_i \in C^+(\mathbb{R}^d)$
\[
\text{the law of } g_i(x) \ast \nu^\nu \mathbb{P} \circ \Phi \text{ under } \mathbb{P} = \text{the law of } g_i(x) \ast \nu^\nu \mathbb{P} \circ \Phi \text{ under } \mathbb{P}, \tag{4.5}
\]
As a consequence, we have for each $g_i \in C^+(\mathbb{R}^d)$ that
\[
g_i(x) \ast \nu^\nu(dx, dt) = g_i(x) \ast \nu^\nu \mathbb{P} \circ \Phi,
\]
which implies that $\nu^\nu$ satisfies a disintegration $\nu^\nu(dx, dt) = F_t^\nu(dx) dt \mathbb{P}$-a.s. For the second characteristic $C^\nu$ of $X$ under $\mathbb{P}\cdot\mathbb{F}$, observe that $X = \overline{X} \circ \Phi$ implies the same for the quadratic variation, namely $[X] = [\underline{X}] \circ \Phi$. As the second characteristic is the continuous part of the quadratic variation as finite variation process (see e.g. [31, Proposition 6.6]), we obtain that $C^\nu = C_{\overline{X}} \circ \Phi$, where $C_{\overline{X}} \mathbb{P}$ denotes the second characteristic of $\overline{X}$ under $\mathbb{P}\cdot\mathbb{F}$ (which coincides with the one with respect to $\mathbb{P}\cdot\mathbb{F}$). Therefore, applying (1.3) as above, but with respect to the second characteristic, yields that $C^\nu$ is absolutely continuous $\mathbb{P}$-a.s. We conclude that $\mathbb{P} \in \mathcal{P}_{sem}^{ac}$.

Now, for the rest of the proof, assume that in addition $\mathbb{P} \in \mathcal{P}_{sem}^{ac}(\Theta)$ for some $\Theta \subseteq \mathbb{R}^d \times \mathcal{S}_d^+ \times \mathcal{L}$ which is closed, convex and satisfies Condition (B). From the above arguments, we see that $X$ is a $\mathbb{P}\cdot\mathbb{F}$ semimartingale with differential characteristics
\[
(b^\nu, c^\nu, F^\nu) = (\overline{b}^\nu \mathbb{P} \circ \Phi, \overline{c}^\nu \mathbb{P} \circ \Phi, \overline{F}^\nu \mathbb{P} \circ \Phi),
\]
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where \((\mathcal{b}^{X,p}, \mathcal{c}^{X,p}, F^{X,p})\) denotes the \(\mathfrak{P} \times \mathfrak{F}^{X,p}\)-differential characteristics of \(X\). To see that the differential characteristics are taking values in \(\Theta \mathfrak{P} \times dt\)-a.s., we recall the map \(\varphi : \mathbb{R}^d \times S^d_+ \times \mathcal{L} \to \mathbb{R}^d \times S^d_+ \times \mathbb{R}^N\) defined in (3.3) (with corresponding function \(\varphi\), see (3.2)). By definition of the map \(\varphi\), (4.5) and Lemma A.1, we obtain that

\[
\begin{align*}
E^\mathfrak{P} & \left[ \int_0^T \{ \mathcal{b}^{X,p} \circ \varphi, \mathcal{c}^{X,p} \circ \varphi, (F^{X,p} \circ \varphi) \} \in \text{cl}(\varphi(\Theta)) \} \right] \\
& = \int_0^T \{ \mathcal{b}^{X,p} \circ \varphi, \mathcal{c}^{X,p} \circ \varphi, (F^{X,p} \circ \varphi) \} \in \text{cl}(\varphi(\Theta)) \} \\
& = \int_0^T \{ \mathcal{b}^{X,p} \circ \varphi, \mathcal{c}^{X,p} \circ \varphi, (F^{X,p} \circ \varphi) \} \in \text{cl}(\varphi(\Theta)) \} \\
& = T.
\end{align*}
\]

Using the property (3.5) of the map \(\varphi\), we conclude that \(\mathfrak{P} := \mathfrak{P} \circ (X)^{-1} \in \mathfrak{P}_{sem}(\Theta)\).

Let us continue with the following Lemma.

**Lemma 4.3.** Let \((\mathfrak{P}_n) \subseteq \mathfrak{P}_{sem}\) and consider the corresponding sequence \((\overline{\mathfrak{P}}_n) \subseteq \overline{\mathfrak{P}}_{sem}\) on the enlarged space \(\overline{\Omega}\) defined by (4.1). Assume that both sequences \((\mathfrak{P}_n)\) and \((\overline{\mathfrak{P}}_n)\) converge to some law \(\mathfrak{P}_0 \in \mathfrak{M}_1(\Omega)\) and \(\overline{\mathfrak{P}}_0 \in \mathfrak{M}_1(\overline{\Omega})\), respectively. Then, we have

\[
\mathfrak{P}_0 = \overline{\mathfrak{P}}_0 \circ (X)^{-1}.
\]

**Proof.** To see this, observe first that by definition (4.1), we have for any \(n\) that

\[
\overline{\mathfrak{P}}_n \circ (X)^{-1} = \mathfrak{P}_n \circ (X \circ \Psi^\mathfrak{P})^{-1} = \mathfrak{P}_n.
\]

Therefore, for any bounded continuous function \(g \in C_b(\Omega)\), we obtain that

\[
\int_{\Omega} g \, d\mathfrak{P}_n = \int_{\Omega} g \circ X \, d\mathfrak{P}_n,
\]

for every \(n\). Consequently, as \(\overline{\mathfrak{P}}_n\) converges to \(\overline{\mathfrak{P}}_0\) weakly and as \(X : \overline{\Omega} \to \Omega\) is continuous,

\[
\lim_{n \to \infty} \int_{\Omega} g \, d\mathfrak{P}_n = \lim_{n \to \infty} \int_{\Omega} g \circ X \, d\mathfrak{P}_n = \int_{\Omega} g \circ X \, d\overline{\mathfrak{P}}_0 = \int_{\Omega} g \, d(\overline{\mathfrak{P}}_0 \circ (X)^{-1}).
\]

As \(g \in C_b(\Omega)\) was arbitrary, we conclude that \(\overline{\mathfrak{P}}_0 \circ (X)^{-1}\) is the weak limit of \((\mathfrak{P}_n)_{n \in \mathbb{N}}\).

Due to Lemma 4.3, we can identify the structure of limit laws of sequences in \(\mathfrak{P}_{sem}(\Theta)\).

**Proposition 4.4.** Let \(\Theta \subseteq \mathbb{R}^d \times S^d_+ \times \mathcal{L}\) satisfy Condition (B) and let \((\mathfrak{P}_n)_{n \in \mathbb{N}} \subseteq \mathfrak{P}_{sem}(\Theta)\) converging to some law \(\mathfrak{P}_0 \in \mathfrak{M}_1(\Omega)\). Then the following holds true:
1) We obtain that $P_0 \in \mathcal{P}^{ac}_{sem}$.

If in addition, $\Theta$ is closed, convex and satisfies Condition (J). Then the following holds true:

2) We obtain that $P_0 \in \mathcal{P}^{ac}_{sem}(\Theta)$. In particular, $\mathcal{P}^{ac}_{sem}(\Theta)$ is closed.

Proof. By Prohorov’s theorem, $(P_n)_{n \in \mathbb{N}}$ is tight. Since $X_0 : \Omega \to \mathbb{R}^d$ is continuous, $(P_n \circ X_0^{-1})_{n \in \mathbb{N}} \subseteq \mathcal{M}_1(\mathbb{R}^d)$ is tight, too. Consider the corresponding sequence $(P_n)_{n \in \mathbb{N}} \in \mathcal{P}^{ac}_{sem}(\Theta)$ on the enlarged space $\overline{\Omega}$ defined in (4.1). By definition, $(P_n \circ X_0^{-1})_{n \in \mathbb{N}} \subseteq \mathcal{M}_1(\mathbb{R}^d)$ is tight. Therefore, by Proposition 3.16 we have tightness of $(P_n)_{n \in \mathbb{N}}$, hence there exists a subsequence $(P_{n_k})_{k \in \mathbb{N}}$ which converges to some $P_0 \in \mathcal{M}_1(\overline{\Omega})$.

To prove 1), we can apply Proposition 3.4 to conclude that $P_0 \in \mathcal{P}^{ac, w}_{sem}$ satisfying both

- $E^{P_0}[\int_0^T |\bar{b}_{s}^{P_0}| + |\bar{c}_{s}^{P_0}| + \int_{\mathbb{R}^d} |h(x)|^2 F_s^{P_0}(dx)] ds < \infty$,
- $\overline{M}^c, \overline{M}^d$ are $P_0$-martingales.

By Lemma 4.2, we obtain that $P_0 \circ X^{-1} \in \mathcal{P}^{ac}_{sem}$. Moreover, we know from Lemma 4.3 that $P_0 = P_0 \circ X^{-1}$, hence $P_0 \in \mathcal{P}^{ac}_{sem}$.

To show 2), assume from now on that $\Theta$ is closed, convex and satisfies Condition (J). Then by Corollary 3.2 $P_0 \in \mathcal{P}^{ac}_{sem}(\Theta)$. Therefore, we obtain the desired results directly from Lemma 4.2 and Lemma 4.3.

Next, we present the proof of Theorem 2.1 and Corollary 2.2 characterizing when a limit law of purely discontinuous martingales remains a purely discontinuous martingale law.

Proof of Theorem 2.1. By Proposition 4.4 $P_0 \in \mathcal{P}^{ac}_{sem}$, hence it remains to prove that $P_0$ is a martingale law and the characterization to be a purely discontinuous martingale law.

Step 1: We show that the canonical process $X$ on $\Omega$ is a $P_0$-$\mathcal{F}$-martingale.

To see this, consider the corresponding sequence $(P_n)_{n \in \mathbb{N}} \in \mathcal{P}^{ac}_{m,d}(\Theta)$ on the enlarged space $\overline{\Omega}$ defined by (4.1). By the same argument as in the beginning of the proof of Proposition 4.4 we obtain the existence of a subsequence $(P_{n_k})_{k \in \mathbb{N}}$ which converges weakly to some law $\overline{P}_0 \in \mathcal{M}_1(\overline{\Omega})$. We deduce from Proposition 3.3 that the first coordinate $X$ is a $\overline{P}_0$-$\mathcal{F}$-semimartingale having absolutely continuous characteristics and canonical representation

$$X = X_0 + \overline{B} + \overline{M}^c + \overline{M}^d + J \quad P_0\text{-a.s.}$$

Moreover, by assumption, $E^{\overline{P}_0}[|X_0|] < \infty$.

Now, we claim that $X$ is a $\overline{P}_0$-$\mathcal{F}$-martingale. Since we know by Proposition 3.3 that $X$ is a $\overline{P}_0$-$\mathcal{F}$-semimartingale with the above canonical representation, where both $\overline{M}^c$ and $\overline{M}^d$ are $\overline{P}_0$-$\mathcal{F}$-martingales, it remains to show that

$$\overline{B} + J$$

is a $\overline{P}_0$-$\mathcal{F}$-martingale.
From the Skorokhod representation, we have that both \((z^n_B, \mathbf{B})\) and \((z^n_J, \mathbf{J})\) converge pointwise to \(z^0_B, \mathbf{B}\) and \(z^0_J, \mathbf{J}\), respectively. As each \(z^n_B\) and \(z^n_J\) are continuous, we deduce from [21 Proposition VI.2.2 a], p.338] that \(z^n_B + z^n_J\) converges to \(z^0_B + z^0_J\). Moreover, we know from the proof of Lemma 3.7 that for each \(t \in [0, T]\), both sequences \((\overline{M}_t^c | \mathbb{P}_n)\) and \((\overline{M}_t^d | \mathbb{P}_n)\) are uniformly integrable, and the same holds true by [32, Lemma 5.2] for the sequence \((\overline{X}_t - \overline{X}_0 | \mathbb{P}_n)\). Therefore, due to the canonical representation of \(\overline{X}\) under each \(\mathbb{P}_n\), we can also conclude that the sequence \((\overline{B}_t + \overline{J}_t | \mathbb{P}_n)\) is uniformly integrable for each \(t \in [0, T]\). As a consequence, we can apply the same proof as in Lemma 3.7(i), but with respect to \(\overline{B} + \overline{J}\) instead of \(\overline{M}\) to derive that \(\overline{B} + \overline{J}\) is a \(\mathbb{P}_0\)-martingale.

Consider the smaller filtration \(\mathbb{F}_{\overline{X}} \subseteq \mathbb{F}\) generated by \(\overline{X}\). As \(\overline{X}\) is a \(\mathbb{P}_0\)-martingale being \(\mathbb{F}_{\overline{X}}\)-adapted, it is also a \(\mathbb{P}_0\)-\(\mathbb{F}_{\overline{X}}\)-martingale by the tower property of the conditional expectation. Therefore, by construction, we obtain that under the push forward measure \(\mathbb{P}_0 = \mathbb{P}_0 \circ \overline{X}^{-1}\), the canonical process \(\overline{X}\) on the original space \(\Omega\) is a \(\mathbb{P}_0\)-\(\mathbb{F}_{\overline{X}}\)-martingale.

Moreover, applying Lemma 4.3 yields

\[
\mathbb{P}_0 = \mathbb{P}_0 \circ \overline{X}^{-1}, \tag{4.6}
\]

hence we get the desired result of Step 1.

**Step 2:** We want to characterize when \(\overline{X}\) is a \(\mathbb{P}_0\)-purely discontinuous martingale, i.e.

\[
\mathbb{P}_0 \in \mathcal{P}_{\text{ac,d}}^\text{m,d} \iff \lim \limsup_{\delta,0} \lim_{n \to \infty} \mathbb{E}^{\mathbb{P}_n}_c \left[ \int_0^T \int_{|x| \leq \delta} |x|^2 \mathbb{F}^{\mathbb{P}_n}_t (dx) \, dt \right] = 0.
\]

To see this, observe that from the first step, \(\overline{X}\) is a \(\mathbb{P}_0\)-martingale and by [416]

\[
\overline{X} \text{ is a } \mathbb{P}_0\text{-purely cont. martingale} \iff \overline{X} \text{ is a } \mathbb{P}_0\text{-}\overline{X}\text{-purely cont. martingale}. \tag{4.7}
\]

We obtained in Step 1 that \(\overline{X}\) is a \(\mathbb{P}_0\)-\(\mathbb{F}_{\overline{X}}\) and \(\mathbb{P}_0\)-\(\overline{X}\)-martingale. Moreover, the quadratic variation \([\overline{X}]\) is \(\mathbb{F}_{\overline{X}}\)-adapted, hence so is its continuous part, which implies that the second characteristic of \(\overline{X}\) under \(\mathbb{P}_0\) and \(\mathbb{P}_0\)-\(\overline{X}\) are the same. From the fact that a martingale is a purely discontinuous one if and only if its second characteristic vanishes, we obtain that

\[
\overline{X} \text{ is a } \mathbb{P}_0\text{-}\overline{X}\text{-purely discontinuous martingale} \iff \overline{X} \text{ is a } \mathbb{P}_0\text{-purely discontinuous martingale}. \tag{4.8}
\]

Now, as \(\overline{X}\) is a purely discontinuous \(\mathbb{P}_n\)-martingale, we have that \([\overline{M}] = 0 \mathbb{P}_n\text{-a.s. for all } n \in \mathbb{N}\). Using the Skorokhod representation, this means that \(z^n_{\overline{M}} = 0 \lambda\text{-a.s. for each } n\). As \(z^n_{\overline{M}}\) converges pointwise to \(z^0_{\overline{M}}\), we also have that \(z^0_{\overline{M}} = 0 \lambda\text{-a.s.}, which means that }\]

\([\overline{M}] = 0 \mathbb{P}_0\text{-a.s. Therefore, as from Step 1 we know that }\overline{X} = \overline{X}_0 + \overline{M}^c + \overline{M}^d + (\overline{B} + \overline{J}) \mathbb{P}_0\text{-a.s.,
with \((\bar{B} + \bar{J})\) being a \(\mathbb{F}_0\)-purely discontinuous martingale, we conclude that

\[X\] is a \(\mathbb{F}_0\)-purely discont. martingale \hspace{1cm} (4.9)

\[\iff\] \(M^d\) is a \(\mathbb{F}_0\)-purely discont. martingale.

In Section 3, we proved in Proposition 3.1 that

\[M^d\] is a \(\mathbb{P}_0\)-\(\mathbb{F}\)-purely discontinuous martingale \iff

\[\lim_{\delta \downarrow 0} \limsup_{n \to \infty} \mathbb{E}^\mathbb{P}_n \left[ \int_0^T \int_{\{|x| \leq \delta\}} |x|^2 \bar{F}^\mathbb{P}_n (dx) \, dt \right] = 0.\] \hspace{1cm} (4.10)

Finally, by definition of the corresponding measures \((\mathbb{P}^n)_{n \in \mathbb{N}}\) on the enlarged space, we deduce from Remark 4.1 that

\[\lim_{\delta \downarrow 0} \limsup_{n \to \infty} \mathbb{E}^\mathbb{P}^n \left[ \int_0^T \int_{\{|x| \leq \delta\}} |x|^2 \bar{F}^\mathbb{P}^n (dx) \, dt \right] = 0.\] \hspace{1cm} (4.11)

The desired characterization now follows from the equivalence of the statement (4.7)–(4.11).

\[\square\]

**Proof of Corollary 2.2.** For each \(\mathbb{P}_n\), the purely discontinuous martingale part \(M^d,\mathbb{P}_n\) has \(\mathbb{P}_n\)-\(\mathbb{F}\)-differential characteristics \((0, 0, F^\mathbb{F}, \mathbb{P}_n, M^d)\) with \(F^\mathbb{F}, \mathbb{P}_n, M = F^\mathbb{P}_n \circ h^{-1}\), where \(F^\mathbb{P}_n\) denotes the third \(\mathbb{P}_n\)-\(\mathbb{F}\)-differential characteristic of the canonical process \(X\). In particular, \(F^\mathbb{F}, \mathbb{P}_n, M = F^\mathbb{P}_n\) on \(\{|x| \leq \delta\}\) for any small enough \(\delta > 0\). Denote by \(\mathbb{F}^M \subseteq \mathbb{F}^X\) the filtration generated by \(M^{d,\mathbb{P}_n}\). We deduce from Lemma A.1 and Remark A.2 that \(M^{d,\mathbb{P}_n}\) is also a \(\mathbb{P}_n\)-\(\mathbb{F}^M\)-purely discontinuous martingale with corresponding differential characteristics \((0, 0, F^{\mathbb{F}^M}, \mathbb{P}_n, M^d)\) satisfying for any small enough \(\delta > 0\)

\[
\mathbb{E}^\mathbb{P}_n \left[ \int_0^T \int_{\{|x| \leq \delta\}} |x|^2 F^{\mathbb{F}^M, \mathbb{P}_n, M^d} (dx) \, dt \right] = \mathbb{E}^\mathbb{P}_n \left[ \int_0^T \int_{\{|x| \leq \delta\}} |x|^2 F^{\mathbb{P}^n, M^d} (dx) \, dt \right] = \mathbb{E}^\mathbb{P}_n \left[ \int_0^T \int_{\{|x| \leq \delta\}} |x|^2 F^{\mathbb{P}^n} (dx) \, dt \right].
\]

Therefore, the result follows directly from Theorem 2.1.

\[\square\]

We continue with the proof of Theorem 2.5, which provides a necessary and sufficient condition for \(\mathbb{P}_{ac}^{\text{sem}}(\Theta)(\Gamma_0)\) to be compact.
Proof of Theorem 2.5. We already have proved in Proposition 4.4 that Condition (J) implies closedness of the set $\mathcal{P}_{\text{sem}}^\text{ac}(\Theta)$.

For the other direction, i.e., to see that closeness of $\mathcal{P}_{\text{sem}}^\text{ac}(\Theta)$ implies that Condition (J) holds whenever $\Theta$ additionally satisfies the condition in Definition 2.4 we assume that Condition (J) fails and want to conclude that then also closedness of $\mathcal{P}_{\text{sem}}^\text{ac}(\Theta)$ fails.

By definition, if Condition (J) fails, then there exists $\varepsilon > 0$ and a sequence $(F^m)_{m \in \mathbb{N}} \subseteq \text{proj}_F(\Theta)$ such that for each $m \in \mathbb{N},$

$$\int_{\{|x| \leq \frac{1}{m}\}} |x|^2 F^m(dx) \geq \varepsilon.$$ 

Denote by $\hat{c} := \max\{|c| \in \text{proj}_c(\Theta)\}$. Due to $\Theta$ satisfying the condition in Definition 2.4 there exists for each $m$ an element $b^m \in \mathbb{R}^d$ such that $(b^m, \hat{c}, F^m) \in \Theta$. Denote by $\mathbb{P}^m$ the law where the canonical process $X$ is a Lévy process with corresponding Lévy triplet $(b^m, \hat{c}, F^m)$. By definition, each $\mathbb{P}^m \in \mathcal{P}_{\text{sem}}^\text{ac}(\Theta)$ with $X_0 = 0 \mathbb{P}^m$-a.s.. We derive from Corollary 3.22 that the sequence $(\mathbb{P}^m)$ is tight, hence there exists a subsequence $(\mathbb{P}^{mk})_{k \in \mathbb{N}}$ which by Proposition 4.4 converges weakly to some law $\mathbb{P}_0 \in \mathcal{P}_{\text{sem}}^\text{ac}$. Our goal is to show that $\mathbb{P}_0 \notin \mathcal{P}_{\text{sem}}^\text{ac}(\Theta)$ which would mean that the closedness of $\mathcal{P}_{\text{sem}}^\text{ac}(\Theta)$ fails.

To that end, consider the corresponding sequence $(\mathbb{P}^k) \subseteq \mathcal{P}_{\text{sem}}^\text{ac}(\Theta)$ of $(\mathbb{P}^{mk})$ on the enlarged space $\overline{\Theta}$ defined by (1.1). Due to Proposition 6.16 $(\mathbb{P}^k)$ is tight, hence there exists a subsequence $(\mathbb{P}^{ku})_{u \in \mathbb{N}}$ which by Proposition 4.4 converges weakly to some law $\mathbb{P}_0 \in \mathcal{P}_{\text{sem}}^\text{ac,w}$. Recall $\overline{c}$ being the differential of $\overline{C}$, which is the quadratic variation of $\overline{M}_t$ under $\mathbb{P}_0$.

Moreover, denote by $\overline{\overline{c}}$ the differential of the quadratic variation of the continuous martingale part of $\overline{M}_t$ under $\mathbb{P}_0$ (note that under $\mathbb{P}_0$, $\overline{M}_t$ is not necessarily a purely discontinuous martingale). Then, the differential $\overline{\overline{c}}_0$ of the second characteristic of $\overline{X}$ under $\mathbb{P}_0$ satisfies

$$\overline{\overline{c}}_0 = \overline{c} + \overline{\overline{c}}, \overline{0} \times dt \text{-a.s..}$$

Observe that by construction of the sequence $(\mathbb{P}^{ku})$, we have

$$\lim_{\delta \downarrow 0} \limsup_{u \to \infty} \mathbb{E}[\mathbb{P}^{ku} \left( \int_0^T \int_{\{|x| \leq \delta\}} |x|^2 F^{ku}_t(dx) dt \right)]$$

$$= \lim_{\delta \downarrow 0} \limsup_{u \to \infty} \int_0^T \int_{\{|x| \leq \delta\}} |x|^2 F^{ku}_t(dx) dt$$

$$\geq \varepsilon.$$ 

Therefore, we deduce from Proposition 6.11 that $\overline{M}_t$ is not a $\mathbb{P}_0$-purely discontinuous martingale, which implies that $(\mathbb{P}_0 \times dt)[\overline{X}^{\mathbb{P}_0,M}_t > 0] > 0$.

Now, we claim that $\overline{c} = \hat{c}$ $\mathbb{P}_0 \times dt \text{-a.s..}$ To see this, we know from the Skorokhod representation that the sequence $(z^{ku}C)_{u \in \mathbb{N}}$ converges uniformly to $z^0C$. But by definition of the sequence $(\mathbb{P}^{ku})$, we have $\lambda$-a.s. that $z^{ku}_tC = \hat{c}t$, $t \in [0,T]$, for all $u$. Therefore, we also have $\lambda$-a.s. that $z^0_t \overline{c} = \hat{c}t$, $t \in [0,T]$, which implies that indeed $\overline{c} = \hat{c} \mathbb{P}_0 \times dt \text{-a.s..}$
As the second characteristic of $\overline{X}$ under $\mathbb{P} \cdot \overline{\mathbb{F}}$ coincide with the one under $\mathbb{P} \cdot \mathbb{F}$, we obtain that the second differential characteristic $\overline{\mathbb{X}}_{\overline{\mathbb{F}}}^{\overline{\mathbb{F}}_0}$ under $\mathbb{P} \cdot \overline{\mathbb{F}}$ satisfies

$$\overline{\mathbb{X}}_{\overline{\mathbb{F}}} = \overline{\mathbb{F}} = \overline{c} + \overline{\mathbb{F}}_{\overline{\mathbb{F}}_0} \mathbb{F}_0 \times \text{a.s.}$$

Recall that $\overline{c} := \max\{|c| \in \text{proj}_c(\Theta)\}$. Due to the positive definiteness, we conclude that

$$(\overline{\mathbb{F}}_0 \times dt)[\overline{\mathbb{X}}_{\overline{\mathbb{F}}} \notin \text{proj}_c(\Theta)] \geq (\overline{\mathbb{F}}_0 \times dt)[\overline{\mathbb{F}}_0 \mathbb{F}_0 \times \text{a.s.}] > 0.$$ 

As $\mathbb{P}_0 = \overline{\mathbb{F}}_0 \circ \overline{X}^{-1}$, we can argue as in Lemma 4.2 to see that $\mathbb{P}_0 \in \mathcal{P}^{\mathcal{F}}$, but $\mathbb{P}_0 \notin \mathcal{P}^{\mathcal{F}}(\Theta)$, since the second differential characteristic $\overline{c}$ satisfies

$$(\mathbb{P}_0 \times dt)[\overline{c} \notin \text{proj}_c(\Theta)] > 0.$$ 

Summarizing, we have shown that if Condition (J) fails, we can find a sequence of probability measures in $\mathcal{P}^{\mathcal{F}}(\Theta)$ converging to some element $\mathbb{P}_0$ which is not an element in $\mathcal{P}^{\mathcal{F}}(\Theta)$. Hence closedness of $\mathcal{P}^{\mathcal{F}}(\Theta)$ fails as desired.

Finally, for the compactness criterion, observe that the compactness assumption on $\Gamma_0 \subseteq \mathcal{M}_1(\mathbb{R}^d)$ implies tightness of $\mathcal{P}^{\mathcal{F}}(\Theta)(\Gamma_0)$, see Corollary 3.22. Moreover, $\Gamma_0$ being closed implies that any sequence $(\mathbb{P}_n) \subseteq \mathcal{P}^{\mathcal{F}}(\Theta)(\Gamma_0)$ converging to some $\mathbb{P}_0 \in \mathcal{M}_1(\Omega)$ satisfies $\mathbb{P}_0 \circ \overline{X}_0^{-1} \in \Gamma_0$. Hence, the compactness characterization follows directly from the closedness one proved above.

Next, we provide the proof of Theorem 2.8 which is our second compactness criterion for the set $\mathcal{P}^{\mathcal{F}}(\Theta)(\Gamma_0)$ of semimartingale laws.

**Proof of Theorem 2.8** (1) $\implies$ (2): Let $\Gamma_0 \subseteq \mathcal{M}_1(\mathbb{R}^d)$ be a compact subset of distributions on $\mathbb{R}^d$. As by assumption, $\Theta$ satisfies Condition (B), we obtain from Corollary 3.22 that $\mathcal{P}^{\mathcal{F}}(\Theta)(\Gamma_0)$ is tight. Hence, it remains to show that $\mathcal{P}^{\mathcal{F}}(\Theta)(\Gamma_0)$ is closed. To that end, let $(\mathbb{P}_n)_{n \in \mathbb{N}} \subseteq \mathcal{P}^{\mathcal{F}}(\Theta)(\Gamma_0)$ converge to some $\mathbb{P}_0 \in \mathcal{M}_1(\Omega)$. We need to show that $\mathbb{P}_0 \in \mathcal{P}^{\mathcal{F}}(\Theta)(\Gamma_0)$.

Consider the corresponding sequence $(\mathbb{P}_n)_{n \in \mathbb{N}} \subseteq \mathcal{P}^{\mathcal{F}}(\Theta)(\Gamma_0)$ on the enlarged space $\overline{\mathbb{X}}$ defined by (4.1). By Proposition 3.1.4, $\mathcal{P}^{\mathcal{F}}(\Theta)(\Gamma_0)$ is tight, hence there exists a subsequence $(\mathbb{P}_{n_k})_{k \in \mathbb{N}}$ which converges weakly to some law $\mathbb{P}_0 \in \mathcal{M}_1(\overline{\mathbb{X}})$. Observe that closedness of $\Gamma_0$ assures that $\mathbb{P}_0 \circ \overline{X}_0^{-1} \in \Gamma_0$, whereas Proposition 3.4 implies that $\mathbb{P}_0 \in \mathcal{P}^{\mathcal{F}_{\text{ac},\overline{\mathcal{F}}}}$. In particular, $\overline{C}$ is the modified second characteristic of $\overline{X}$ under each $\mathbb{P}_n \cdot \overline{\mathbb{F}}$ and also under $\mathbb{P}_0 \cdot \overline{\mathbb{F}}$. Following the proof of Corollary 3.2, we see that

$$\mathbb{E}_{\mathbb{P}_{n_k}} \left[ \int_0^T 1 \left\{ m(\overline{n}_{t+\frac{1}{m}} - \overline{n}_{t+1}, \overline{c}_{t+\frac{1}{m}} - \overline{c}_t, (\overline{\nu}_{t+\frac{1}{m}} - \overline{\nu}_t)_{t \in \mathbb{N}}) \in \text{cl}(\overline{\mathbb{F}}(u(\Theta))) \right\} dt \right] = T.$$ 

In terms of the Skorokhod representation, it means that

$$\mathbb{E}_\lambda \left[ \int_0^T 1 \left\{ m(z_{t+\frac{1}{m}} - z_{t+1}, z_{t+\frac{1}{m}} - z_t, (z_{t+\frac{1}{m}} - z_t)_{t \in \mathbb{N}}) \in \text{cl}(\mathbb{F}(u(\Theta))) \right\} dt \right] = T.$$ 
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Observe that \((z^{n_k,c})\) converges to \((z^0,c)\) in \(\Omega^c\) \(\lambda\)-a.s. Therefore, when letting \(k\) tend to infinity, we get that

\[
\mathbb{E}^\lambda \left[ \int_0^T 1 \{ \frac{m(z^0,c)}{t+m} - z^{0}c, \frac{z^0,c}{t+m} - z^{0}c, (z^0,c) - z^{0}c, (z^0,c) - z^{0}c)_{t \in N} \} \in \text{cl}(\varphi(u(\Theta))) \} \right] = T.
\]

This demonstrates that \(m(B_{t+\frac{1}{m}} - B_t, C_{t+\frac{1}{m}} - C_t, (V_{t+\frac{1}{m}} - V_t)_{t \in N}) \in \text{cl}(\varphi(u(\Theta))) \) \(\mathbb{P}_0 \times dt\)-a.e. for all \(m \in \mathbb{N}\). Now letting \(m\) tend to infinity, we obtain that \((b_t, c_t, v_t) \in \text{cl}(\varphi(u(\Theta)))\) holds \(\mathbb{P}_0 \times dt\)-a.e., where \(c_t := \limsup_{n \to \infty} n(C_t - C(t-\frac{1}{m})_{0})\), \(t \in [0,T]\). Moreover, due to the assumption 1) that \(u(\Theta)\) is closed, we can argue as in (3.3) to obtain the relation

\[
(b^0, c^0, F^0) \in u(\Theta) \implies (b, c, v) \in \text{cl}(\varphi(u(\Theta))) \implies (b^0, c^0, F^0) \in u(\Theta).
\]

This and the definition of the function \(u\) ensure that \((b^0, c^0, F^0) \in \Theta \mathbb{P}_0 \times dt\)-a.s.. Therefore, Lemma 1.2 and Lemma 1.3 imply that \(\mathbb{P}_0 = \mathbb{P}_0 \circ \varphi^{-1} \in \mathbb{P}_{\varphi}^{ac}(\Theta)(\Gamma_0)\).

2) \(\implies\) 3): Since \(\mathbb{P}_{\varphi}(\Theta) \subseteq \mathbb{P}^{ac}_{\varphi}(\Theta)\), tightness of \(\mathbb{P}_{\varphi}(\Theta)\) follows from the assumption 2) that \(\mathbb{P}^{ac}_{\varphi}(\Theta)\) is compact. Therefore, it remains to show that \(\mathbb{P}_{\varphi}(\Theta)\) is closed. To that end, let \((\mathbb{P}_n)_{n \in \mathbb{N}} \subseteq \mathbb{P}^{ac}_{\varphi}(\Theta)(\Gamma_0)\) converge to some \(\mathbb{P}_0 \in \mathbb{P}(\Theta)\). Due to Assumption 2), \(\mathbb{P}^{ac}_{\varphi}(\Theta)\) is compact, hence \(\mathbb{P}_0 \in \mathbb{P}^{ac}_{\varphi}(\Theta)(\{\delta_0\})\). Thus, it remains to show that \(\mathbb{P}_0 \in \mathbb{P}_{\varphi}(\Theta)\).

3) \(\implies\) 4): Let \((b^0, c^0, F^0)_{n \in \mathbb{N}} \subseteq \Theta\). We need to show that there exists a subsequence \((b^{n_k}, c^{n_k}, F^{n_k})_{k \in \mathbb{N}}\) and \((b^0, c^0, F^0) \in \Theta\) such that for all \(f \in C^2_b(\mathbb{R}^d)\) the subsequence of functions \((\mathcal{L}(b^{n_k}, c^{n_k}, F^{n_k}) f)_{k \in \mathbb{N}}\) converges pointwise to the function \(\mathcal{L}(b^0, c^0, F^0) f\). To that end, fix any \(f \in C^2_b(\mathbb{R}^d)\). For each \(n \in \mathbb{N}\) let \(\mathbb{P}_n \in \mathbb{P}_{\varphi}(\Theta)\) be the Lévy law with corresponding Lévy triplet \((b^0, c^0, F^0)\). Due to assumption 3), \(\mathbb{P}_{\varphi}(\Theta)\) is compact, hence there exists a subsequence \((\mathbb{P}_{n_k})_{k \in \mathbb{N}}\) which converges to some Lévy law \(\mathbb{P}_0\) with Lévy triplet \((b^0, c^0, F^0) \in \Theta\). We claim that the corresponding subsequence of functions \((\mathcal{L}(b^{n_k}, c^{n_k}, F^{n_k}) f)_{k \in \mathbb{N}}\) converges pointwise to the corresponding function \(\mathcal{L}(b^0, c^0, F^0) f\). To see this, denote by \(\overline{c}^n\) the modified second Lévy triplet for each \(n \in \mathbb{N}_0\). Then, observe that for each \(n \in \mathbb{N}_0\), we have for all
$x \in \mathbb{R}^d$ that

$$(\mathcal{L}^{(b^n,c^n,F^n)}f)(x)$$

$$= \sum_{i=1}^{d} b_i^n \frac{\partial f}{\partial x_i}(x) + \frac{1}{2} \sum_{i,j=1}^{d} c_{ni,j} \frac{\partial^2 f}{\partial x_i \partial x_j}(x)$$

$$+ \int_{\mathbb{R}^d} \left( f(x+y) - f(x) - \sum_{i=1}^{d} \frac{\partial f}{\partial x_i}(x)h^i(y) \right) F^n(dy)$$

$$= \sum_{i=1}^{d} b_i^n \frac{\partial f}{\partial x_i}(x) + \frac{1}{2} \sum_{i,j=1}^{d} c_{ni,j} \left( \int_{\mathbb{R}^d} h^i(y)h^j(y) F^n(dy) \right) \frac{\partial^2 f}{\partial x_i \partial x_j}(x)$$

$$+ \int_{\mathbb{R}^d} \left( f(x+y) - f(x) - \sum_{i=1}^{d} \frac{\partial f}{\partial x_i}(x)h^i(y) \right) - \frac{1}{2} \sum_{i,j=1}^{d} \frac{\partial^2 f}{\partial x_i \partial x_j}(x)h^i(y)h^j(y) \right) F^n(dy)$$

$$= \sum_{i=1}^{d} b_i^n \frac{\partial f}{\partial x_i}(x) + \frac{1}{2} \sum_{i,j=1}^{d} c_{ni,j} \frac{\partial^2 f}{\partial x_i \partial x_j}(x) + \int_{\mathbb{R}^d} R_x(y) F^n(dy),$$

where $R_x(y) = f(x+y) - f(x) - \sum_{i=1}^{d} \frac{\partial f}{\partial x_i}(x)h^i(y) - \frac{1}{2} \sum_{i,j=1}^{d} \frac{\partial^2 f}{\partial x_i \partial x_j}(x)h^i(y)h^j(y)$. Since $h$ is a bounded continuous function on $\mathbb{R}^d$ with $h(y) = y$ in a neighborhood of the origin and $f \in C^2_b(\mathbb{R}^d)$, the basic property of Taylor expansion guarantees that $R_x$ is a bounded continuous function on $\mathbb{R}^d$ satisfying $R_x(y) = o(\|y\|^2)$ as $y \to 0$. Thus, since the subsequence of Lévy laws $(\mathbb{P}_{\mu_k})_{k \in \mathbb{N}}$ converges weakly to the Lévy law $\mathbb{P}_0$, [21] Theorem VII.2.9, p.396 guarantees that the sequence $((b^n_k,\bar{c}^n_k,F^n_k))_{k \in \mathbb{N}}$ converges to $(b^0,\bar{c}^0,F^0)$ and the sequence $(\int_{\mathbb{R}^d} R_x(y) F^n_k(dy))_{k \in \mathbb{N}}$ converges to $\int_{\mathbb{R}^d} R_x(y) F^0(dy)$. This, together with the above representation for $(\mathcal{L}^{(b^n,c^n,F^n)}f)(x)$, $n \in \mathbb{N}_0$, demonstrates that the subsequence $((\mathcal{L}^{(b^n_k,c^n_k,F^n_k)}f))_{k \in \mathbb{N}}$ indeed converges pointwise to $(\mathcal{L}^{(b^0,\bar{c}^0,F^0)}f)$.

4) $\implies$ 5): Fix any $x \in \mathbb{R}^d$ and define the function $f_x: \mathbb{R}^d \to \mathbb{C}$ by $f_x(z) := e^{ix \cdot z}$. Observe that for each Lévy triplet $(b,c,F)$, we have

$$\psi^{(b,c,F)}(x) = ix \cdot b - \frac{1}{2} x \cdot c \cdot x + \int_{\mathbb{R}^d} (e^{ix \cdot y} - 1 - ix \cdot h(y)) F(dy) = (L^{(b,c,F)}f_x)(0).$$

Therefore, we see that 5) follows from assumption 4) applied to both the real and imaginary part of $f_x$.

5) $\implies$ 1): Let $((b^n,c^n,F^n))_{n \in \mathbb{N}} \subseteq \mathcal{U}(\Theta)$ be a sequence which converges to some $(b,\bar{c},\bar{\gamma}) \in \mathbb{R}^d \times \mathbb{S}^d_+ \times \mathcal{L}$. We need to show that there exists $(b^0,c^0,F^0) \in \Theta$ such that $u(b^0,c^0,F^0) = (b,\bar{c},\bar{\gamma})$. To that end, for each $n \in \mathbb{N}$, let $(b^n,c^n,F^n) \in \Theta$ such that $u(b^n,c^n,F^n) = (b^n,c^n,F^n)$. Moreover, for each $n \in \mathbb{N}$, let $\mu_n$ be the infinitely divisible distribution with Lévy triplet $(b^n,c^n,F^n)$ and characteristic function $\varphi_{\mu_n}(x) := e^{\psi^{(b^n,c^n,F^n)}(x)}$. Consider the sequence of functions $(\psi^{(b^n,c^n,F^n)})_{n \in \mathbb{N}}$. Due to assumption 5), $\{\psi^{(b,c,F)} : (b,c,F) \in \Theta\}$ is sequentially compact for the topology of pointwise convergence. Therefore, there exists a subsequence of functions $(\psi^{(b^{n_k},c^{n_k},F^{n_k})})_{k \in \mathbb{N}}$ and a Lévy triplet $(b^0,c^0,F^0) \in \Theta$ such that the subsequence of functions $(\psi^{(b^{n_k},c^{n_k},F^{n_k})})_{k \in \mathbb{N}}$ converges pointwise to the function $\psi^{(b^0,c^0,F^0)}$. This implies that the subsequence of characteristic functions $(e^{\psi^{(b^{n_k},c^{n_k},F^{n_k})}})_{k \in \mathbb{N}}$ converges
Therefore, it remains to show that \( \supp(b^{0}, c^{0}, F^{0}) \) of the infinitely divisible distribution \( \mu_{0} \) with Lévy triplet \((b^{0}, c^{0}, F^{0})\). By Lévy’s continuity theorem, this implies that the subsequence \((\mu_{nk})_{k \in \mathbb{N}}\) converges weakly to \(\mu_{0}\). Therefore, [21] Theorem VII.2.9, p.396] and the definition of the function \(u \) in (2.3) assure that \((u(b^{nk}, c^{nk}, F^{nk}))_{k \in \mathbb{N}}\) also converges to \((b^{0}, c^{0}, F^{0})\). Since by assumption \((u(b^{nk}, c^{nk}, F^{nk}))_{k \in \mathbb{N}}\) also converges to \((b, \tilde{c}, \tilde{f})\), we obtain that indeed, \((b^{0}, c^{0}, F^{0}) = (b, \tilde{c}, \tilde{f})\).

We finish this section with the proof of Example 2.11 showing that in general, Condition (J) is not necessary for \(\mathcal{P}_{sem}^{ac}(\Theta)\) to be closed.

**Proof of Example 2.11** Let \(d = 1\), and consider the set \(\Theta \subseteq \mathbb{R} \times [0, \infty) \times \mathcal{L}\) defined by

\[
\Theta := \left\{(b, c, F) \mid \text{supp}(F) \subseteq \{ |x| \leq 1 \}, \ b = 0, \ c + \int_{\mathbb{R}} |x|^2 F(dx) = 1 \right\}.
\]

Clearly, \(\Theta\) is closed, convex and satisfies Condition (B). We claim that \(\mathcal{P}_{sem}^{ac}(\Theta)(\delta_0)\) is compact. By 1) in Theorem 2.8 it suffices to show that \(u(\Theta) \subseteq \mathbb{R}^d \times \mathbb{R}_+^d \times \mathcal{L}\) is closed. To that end, observe that

\[
u(\Theta) = \{0\} \times \{1\} \times \{ F \in \mathcal{L} \mid \text{supp}(F) \subseteq \{ |x| \leq 1 \} \}.
\]

(4.12)

Therefore, it remains to show that \(\{ F \in \mathcal{L} \mid \text{supp}(F) \subseteq \{ |x| \leq 1 \} \} \subseteq \mathcal{L}\) is closed. Let \((F_n)_{n \in \mathbb{N}} \subseteq \{ F \in \mathcal{L} \mid \text{supp}(F) \subseteq \{ |x| \leq 1 \} \} \) converge to some \(F_0 \in \mathcal{L}\). We need to show that \(\text{supp}(F_0) \subseteq \{ |x| \leq 1 \} \). Consider a sequence of functions \((f_k) \subseteq C_0(\mathbb{R})\) with values in \([0,1]\) such that \(f_k = 0\) on \(\{ |x| \leq 1 \}\) for each \(k\) and \((f_k)\) increasingly converges pointwise to \(\mathbb{1}_{\{ |x| > 1 \}}\). Then, by the monotone convergence theorem

\[
\int_{\mathbb{R}^d} \mathbb{1}_{\{ |x| > 1 \}} F_0(dx) = \lim_{k \to \infty} \int_{\mathbb{R}^d} f_k(x) F_0(dx).
\]

Since each \(f_k\) is a bounded continuous function vanishing in a neighborhood of the origin, we obtain for each \(k \in \mathbb{N}\) that

\[
\int_{\mathbb{R}^d} f_k(x) F_0(dx) = \lim_{n \to \infty} \int_{\mathbb{R}^d} f_k(x) F_n(dx).
\]

Therefore, as each \(F_n\) satisfies \(\text{supp}(F_n) \subseteq \{ |x| \leq 1 \}\) and each \(f_k\) satisfies \(f_k = 0\) on \(\{ |x| \leq 1 \}\), we obtain that

\[
\int_{\mathbb{R}^d} \mathbb{1}_{\{ |x| > 1 \}} F_0(dx) = \lim_{k \to \infty} \lim_{n \to \infty} \int_{\mathbb{R}^d} f_k(x) F_n(dx) = 0.
\]

This implies that \(\text{supp}(F_0) \subseteq \{ |x| \leq 1 \}\). \(\square\)
5 Semimartingale Optimal Transport

The goal of this section is to prove Theorem 2.16 which provides the existence of a minimizer of the primal optimal transport problem introduced in (2.4), and also present a corresponding duality result. We follow Tan and Touzi [39], and Mikami and Thieullen [30].

Recall the optimal transport problem (2.4) defined by

$$V(\mu_0, \mu_1) := \inf_{\mathcal{P} \in \Psi_{\Theta}(\mu_0, \mu_1)} \mathcal{J}(\mathcal{P}) := \inf_{\mathcal{P} \in \Psi_{\Theta}(\mu_0, \mu_1)} \mathbb{E}[\int_0^1 L(t, X_t, b_t^\mathcal{P}, c_t^\mathcal{P}, F_t^\mathcal{P}) dt],$$

where we write $\Psi_{\Theta} \equiv \Psi_{sem}(\Theta)$ to shorted the notation.

**Remark 5.1.** Under the assumption on $\Theta$ stated in Theorem 2.16 we have as a consequence of Theorem 2.5 that $\Psi_{\Theta}(\mu_0, \mu_1)$ is compact. Indeed, tightness is clear as $\Psi_{\Theta}(\mu_0, \mu_1) \subseteq \Psi_{\Theta}$. Closedness follows from the observation that for any sequence $(\mathcal{P}_n)$ in $\Psi_{\Theta}$ converging to some $\mathcal{P}_0 \in \Psi_{\Theta}$, we have the convergence of $(\mathcal{P}_n \circ X_0^{-1})_{n \in \mathbb{N}}$ to $\mathcal{P}_0 \circ X_0^{-1}$, and as $\mathcal{P}_0$ has no fixed time of discontinuity, we also have the convergence of $(\mathcal{P}_n \circ X_1^{-1})_{n \in \mathbb{N}}$ to $\mathcal{P}_0 \circ X_1^{-1}$.

We start with a useful lemma which allows us to consider the optimal transport problem introduced in (2.4), but on the enlarged space introduced in Section 3 and give its relation to the original one. To that end, recall the function $\mathbf{\varphi} : \mathbb{R}^d \times S_+^d \times \mathcal{L} \to \mathbb{R}^d \times S_+^d \times \mathbb{R}^N$ introduced in (3.3) (with corresponding function $\varphi$). We have seen that $\mathbf{\varphi}$ is an additive, positive homogeneous map being a bijection onto its image, see Section 3.1.

Define the corresponding function $\mathbf{\overline{L}} : [0, 1] \times \Omega \times \mathbf{\varphi}(\Theta) \to [0, \infty)$ by setting

$$\mathbf{\overline{L}}(t, \omega, \mathbf{\varphi}(b, c, F)) := L(t, \omega, b, c, F),$$

and define for any $\mathbf{\overline{P}} \in \Psi_{\Theta}(\mu_0, \mu_1)$ the associated transportation cost

$$\mathcal{\overline{J}}(\mathbf{\overline{P}}) := \mathbb{E}[\int_0^1 \mathbf{\overline{L}}(t, \mathbf{\overline{X}}_t, \mathbf{\overline{b}}_t, \mathbf{\overline{c}}_t, \mathbf{\overline{F}}_t) dt] = \mathbb{E}[\int_0^1 \mathbf{\overline{L}}(t, \mathbf{\overline{X}}_t, \mathbf{\overline{b}}_t, \mathbf{\overline{c}}_t, \mathbf{\overline{F}}_t) dt],$$

where $\mathbf{\overline{b}}, \mathbf{\overline{c}}, \mathbf{\overline{F}}$ are defined as in Section 3.1.

**Lemma 5.2.** Under the conditions of Theorem 2.16, the following hold true:

(i) For any $\mathcal{P} \in \Psi_{\Theta}(\mu_0, \mu_1)$, let $\mathbf{\overline{P}} \in \Psi_{\Theta}(\mu_0, \mu_1)$ be the corresponding measure on the enlarged space $\mathbf{\Omega}$ defined in (4.1). Then, we have $\mathcal{J}(\mathcal{P}) = \mathcal{\overline{J}}(\mathbf{\overline{P}})$.

(ii) Conversely, for any $\mathbf{\overline{P}} \in \Psi_{\Theta}(\mu_0, \mu_1)$, let $\mathcal{P} := \mathbf{\overline{P}} \circ \mathcal{X}^{-1} \in \Psi_{\Theta}(\mu_0, \mu_1)$ be the push forward measure defined in (4.2). Then, we have $\mathcal{\overline{J}}(\mathbf{\overline{P}}) \geq \mathcal{J}(\mathcal{P})$.

**Proof.** To see part (i), let $\mathcal{P} \in \Psi_{\Theta}(\mu_0, \mu_1)$ and let $\mathbf{\overline{P}} := \mathcal{P} \circ (\mathbf{\Psi}^\mathcal{P})^{-1} \in \Psi_{\Theta}(\mu_0, \mu_1)$, where $\mathbf{\Psi}^\mathcal{P} : \Omega \to \mathbf{\Omega}$ is defined just above (4.1). Moreover, recall the set $C^+(\mathbb{R}^d) := \{g_i | i \in \mathbb{N}\}$ and
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the processes $\bar{b}, \bar{c}$ and $\overline{\nu} := (\overline{\nu}^1, \overline{\nu}^2, \ldots)$ defined in Section 3.1. Then,

$$\overline{J}(\mathbb{P}) = \mathbb{E}_\mathbb{P}\left[ \int_0^1 L(t, X, b_t^\mathbb{P}, c_t^\mathbb{P}, F_t^\mathbb{P}) \, dt \right]$$

$$= \mathbb{E}_\mathbb{P}\left[ \int_0^1 L(t, X, \bar{b}_t, \bar{c}_t, \overline{\nu}_t, (\int_{\mathbb{R}^d} g_i(x) F_t^\mathbb{P}(dx))_{i \in \mathbb{N}}) \circ \Psi^\mathbb{P} \, dt \right]$$

$$= \mathbb{E}_\mathbb{P}\left[ \int_0^1 L(t, X, \bar{b}_t, \bar{c}_t, \overline{\nu}_t) \circ \Psi^\mathbb{P} \, dt \right]$$

$$= \mathbb{E}_\mathbb{P}\left[ \int_0^1 L(t, X, \bar{b}_t, \overline{\nu}_t) \, dt \right]$$

$$= \overline{J}(_{\mathbb{P}}).$$

For part (ii), let $\mathbb{P} \in \mathbb{P}_{\Theta}(\mu_0, \mu_1)$ and $\mathbb{P} := \mathbb{P} \circ X^{-1} \in \mathbb{P}_{\Theta}(\mu_0, \mu_1)$ be the push forward measure defined in Lemma 4.2. Denote by $(\bar{b}_{\mathbb{P}}^X, \bar{c}_{\mathbb{P}}^X, F_{\mathbb{P}}^X)$ the $\mathbb{P}^X$-differential characteristics of $X$. Due to Assumption 2.14 and its definition, the function $\mathcal{L}(t, \omega, \cdot, \cdot)$ is convex on $\mathcal{P}(\Theta)$ for each $t, \omega$. Denote by $X^\mathbb{P}$ the usual $\mathbb{P}$-augmentation of $X$. Using Fubini’s theorem, Jensen inequality and the definition of $\mathbb{P}$ yields

$$\overline{J}(\mathbb{P})$$

$$= \int_0^1 \mathbb{E}_{\mathbb{P}}\left[ L(t, X, \bar{b}_t, \bar{c}_t, \overline{\nu}_t) \right] \, dt$$

$$\geq \int_0^1 \mathbb{E}_{\mathbb{P}}\left[ L(t, X, \mathbb{E}_{\mathbb{P}}\left[ (\bar{b}_t, \bar{c}_t, \overline{\nu}_t) \mid F_{t+}^\mathbb{P} \right]) \right] \, dt$$

$$= \int_0^1 \mathbb{E}_{\mathbb{P}}\left[ L(t, X, \mathbb{E}_{\mathbb{P}}\left[ (\bar{b}_t, \bar{c}_t, \overline{\nu}_t, (\int_{\mathbb{R}^d} g_i(x) F_t^\mathbb{P}(dx))_{i \in \mathbb{N}}) \mid F_{t+}^\mathbb{P} \right]) \right] \, dt.$$

By Lemma 4.1, the differential characteristics $(\bar{b}_{\mathbb{P}}^X, \bar{c}_{\mathbb{P}}^X, F_{\mathbb{P}}^X)$ of $X$ under $\mathbb{P}^X$ (which are the same under $\mathbb{P}^X_{\mathbb{P}}$) are optional projections of the differential characteristics of $X$ under $\mathbb{P}^X$. Therefore, we obtain from the definition of $\mathbb{P}$ defined in (3.3) that

$$\int_0^1 \mathbb{E}_{\mathbb{P}}\left[ L(t, X, \mathbb{E}_{\mathbb{P}}\left[ (\bar{b}_t, \bar{c}_t, (\int_{\mathbb{R}^d} g_i(x) F_t^\mathbb{P}(dx))_{i \in \mathbb{N}}) \right] \mid F_{t+}^\mathbb{P} \right]) \, dt$$

$$= \int_0^1 \mathbb{E}_{\mathbb{P}}\left[ L(t, X, \mathbb{E}_{\mathbb{P}}\left[ (\bar{b}_t, \bar{c}_t, F_t^\mathbb{P}) \right] \right] \, dt$$

$$= \int_0^1 \mathbb{E}_{\mathbb{P}}\left[ L(t, X, \mathbb{E}_{\mathbb{P}}\left[ (\bar{b}_t, \bar{c}_t, F_t^\mathbb{P}) \right] \right] \, dt.$$

We know from the proof of Lemma 4.2 that

the law of $\mathbb{P}(\bar{b}_{\mathbb{P}}^X, \bar{c}_{\mathbb{P}}^X, F_{\mathbb{P}}^X)$ under $\mathbb{P}$

$= \text{the law of } \mathbb{P}(\bar{b}_{\mathbb{P}}^X, \bar{c}_{\mathbb{P}}^X, F_{\mathbb{P}}^X) \circ \Phi$ under $\mathbb{P}$
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and that the differential characteristics of $X$ under $P$-$F$ satisfy

$$(b^P, c^P, F^P) = \left( \frac{\partial X}{\partial P} \circ \Phi, \frac{\partial X}{\partial P} \circ \Phi, \frac{\partial X}{\partial P} \circ \Phi \right).$$

Therefore, we conclude that

$$\int_0^1 E^P \left[ L(t, X, b_t^P, c_t^P, F_t^P) \right] dt = \int_0^1 E^P \left[ L(t, X, b_t^P, c_t^P, F_t^P) \right] dt = J(P).$$

Now we are able to prove the existence of a minimizer $\hat{P} \in \mathcal{P}_\Theta(\mu_0, \mu_1)$ for (2.4).

**Lemma 5.3.** The function

$$\mathcal{M}_1(\mathbb{R}^d) \times \mathcal{M}_1(\mathbb{R}^d) \to [0, \infty], \quad (\mu_0, \mu_1) \mapsto V(\mu_0, \mu_1)$$

is lower semicontinuous. As a consequence, there exists $\hat{P} \in \mathcal{P}_\Theta(\mu_0, \mu_1)$ satisfying

$$J(\hat{P}) = \inf_{P \in \mathcal{P}_\Theta(\mu_0, \mu_1)} J(P).$$

**Proof.** We follow [39, Lemma 3.13], which goes back to the arguments in [30, Lemma 3.1].

Let $(\mu_0^n)_{n \in \mathbb{N}}$ and $(\mu_1^n)_{n \in \mathbb{N}}$ be two sequences in $\mathcal{M}_1(\mathbb{R}^d)$ converging weakly to $\mu_0$ and $\mu_1$, respectively. We need to show that

$$\liminf_{n \to \infty} V(\mu_0^n, \mu_1^n) \geq V(\mu_0, \mu_1).$$

Without loss of generality, assume that $\liminf_{n \to \infty} V(\mu_0^n, \mu_1^n) < \infty$. Then, after choosing a subsequence if necessary, we can assume that the sequence $(V(\mu_0^n, \mu_1^n))_{n \in \mathbb{N}}$ is bounded, and for each $n \in \mathbb{N}$, there exists a probability measure $\bar{P}_n \in \mathcal{P}_\Theta(\mu_0^n, \mu_1^n)$ such that

$$0 \leq J(\bar{P}_n) - V(\mu_0^n, \mu_1^n) \leq \frac{1}{n}. \quad (5.1)$$

Thanks to Lemma 5.2, we find for each $n \in \mathbb{N}$ a corresponding measure $\overline{P}_n \in \mathcal{P}_\Theta(\mu_0^n, \mu_1^n)$ on the enlarged space satisfying $J(\overline{P}_n) = J(\bar{P}_n)$.

Note that the sequences $(\mu_0^n)_{n \in \mathbb{N}}$ and $(\mu_1^n)_{n \in \mathbb{N}}$ are tight as they converge weakly to $\mu_0$ and $\mu_1$, respectively. Consequently, Proposition 3.16 implies tightness of the sequence $(\overline{P}_n)_{n \in \mathbb{N}}$. Moreover, we deduce from Corollary 3.2 and the arguments in Remark 5.1 that any limit law $\overline{P}_0$ of a converging subsequence $(\overline{P}_n)_{k \in \mathbb{N}} \subseteq (\overline{P}_n)_{n \in \mathbb{N}}$ is an element of $\mathcal{P}_\Theta(\mu_0, \mu_1)$.

Now, as the cost function satisfy Assumption 2.14, we can follow exactly the arguments of [39, Lemma 3.9], which go back to [28], to derive the lower semicontinuity of the map

$$\overline{P}_\Theta \to [0, \infty], \quad P \mapsto J(\overline{P}).$$
In particular, the integral
\[ \lim_{n \to \infty} V(\mu_0^n, \mu_1^n) = \lim_{n \to \infty} J(\bar{\mathbb{P}}_n) = \lim_{n \to \infty} \overline{J}(\bar{\mathbb{P}}_n) \geq \overline{J}(\bar{\mathbb{P}}_0) \geq \overline{J}(\mathbb{P}_0) \geq V(\mu_0, \mu_1). \]

To obtain the existence of a minimizer \( \hat{\mathbb{P}} \in \mathcal{P}_\Theta(\mu_0, \mu_1) \), choose \( (\mu_0^n, \mu_1^n) = (\mu_0, \mu_1) \) and follow the arguments used above from equation (5.1) on to derive the result. \( \square \)

In the rest of this section, we prove the duality result for the value function \( V(\mu_0, \mu_1) \) stated in Theorem 2.16. We will use classical convex duality arguments, which require that \( V(\mu_0, \mu_1) \) is lower semicontinuous and convex. Whereas the lower semicontinuity of \( V(\mu_0, \mu_1) \) was already shown in Lemma 5.3, we can argue exactly the same way as in [39] Lemma 3.15 to obtain the convexity of the map
\[ \mathcal{M}_1(\mathbb{R}^d) \times \mathcal{M}_1(\mathbb{R}^d) \to [0, \infty], \quad (\mu_0, \mu_1) \mapsto V(\mu_0, \mu_1). \]

Before starting the proof of the duality result, recall the dual function
\[ V(\mu_0, \mu_1) := \sup_{\lambda_1 \in C_b(\mathbb{R}^d)} \left\{ \int_{\mathbb{R}^d} \lambda_1^0(x) \mu_0(dx) - \int_{\mathbb{R}^d} \lambda_1(x) \mu_1(dx) \right\}, \]
where
\[ \lambda_1^0(x) := \inf_{\mathbb{P} \in \mathcal{P}_\Theta(\delta_x)} \mathbb{E}[\int_0^1 L(t,X,b^p_t,c^p_t,F^p_t) dt + \lambda_1(X_1)]. \]

By arguing exactly as in the proof of [39] Lemma 3.5 (using [32] Theorem 2.1 for the conditioning and pasting of probability measures), we get immediately the following result.

**Lemma 5.4.** Let the cost function \( L \) satisfy Assumption 2.14. Then for any \( \lambda_1 \in C_b(\mathbb{R}^d) \), the function \( \lambda_1^0 \) is measurable with respect to the Borel \( \sigma \)-field on \( \mathbb{R}^d \) completed by \( \mu_0 \), and
\[ \int_{\mathbb{R}^d} \lambda_1^0(x) \mu_0(dx) = \inf_{\mathbb{P} \in \mathcal{P}_\Theta(\mu_0)} \mathbb{E}[\int_0^1 L(t,X,b^p_t,c^p_t,F^p_t) dt + \lambda_1(X_1)]. \]
In particular, the integral \( \int_{\mathbb{R}^d} \lambda_1^0(x) \mu_0(dx) \) is well-defined.

To keep the notation short, denote \( \mu(\phi) := \int_{\mathbb{R}^d} \phi(x) \mu(dx) \) for all \( \mu \in \mathcal{M}_1(\mathbb{R}^d), \phi \in L^1(\mu) \).

**Proof of Theorem 2.16.** In Lemma 5.3 we already have proved the existence of a minimizer \( \hat{\mathbb{P}} \in \mathcal{P}_\Theta(\mu_0, \mu_1) \) of the primal optimal transport problem (2.14), whenever \( V(\mu_0, \mu_1) < \infty \).

To obtain the duality result, we follow the argument of [39] p.9 and [30] Theorem 2.1. For any fixed initial distribution \( \mu_0 \), observe that if \( V(\mu_0, \mu_1) = \infty \) for every \( \mu_1 \in \mathcal{M}_1(\mathbb{R}^d) \), then \( J(\mathbb{P}) = \infty \) for all \( \mathbb{P} \in \mathcal{P}_\Theta(\mu_0) \), which by definition of the dual function and Lemma 5.4 implies that also \( V(\mu_0, \mu_1) = \infty \). In this case, the duality result holds true trivially.
Therefore, the classical convex duality result (5.2) becomes as desired.

Denote by $\mathcal{M}_{f,s}(\mathbb{R}^d)$ the space of all finite signed measures on $\mathbb{R}^d$ equipped with the coarsest topology making the maps $\mu \mapsto \mu(\phi)$ continuous for every $\phi \in C_b(\mathbb{R}^d)$. Then, the subspace topology on $\mathcal{M}_1(\mathbb{R}^d)$ coincides with the usual weak topology on it, see [2, Chapter 8]. By extending $V(\mu_0, \cdot)$ from $\mathcal{M}_1(\mathbb{R}^d)$ to $\mathcal{M}_{f,s}(\mathbb{R}^d)$ setting $V(\mu_0, \mu_1) = \infty$ for all $\mu_1 \in \mathcal{M}_{f,s}(\mathbb{R}^d) \setminus \mathcal{M}_1(\mathbb{R}^d)$, we retain its lower semicontinuity and convexity also on the bigger space $\mathcal{M}_{f,s}(\mathbb{R}^d)$.

Now, recall that the dual space $\mathcal{M}_{f,s}(\mathbb{R}^d)^*$ of $\mathcal{M}_{f,s}(\mathbb{R}^d)$ is defined by

$$
\mathcal{M}_{f,s}(\mathbb{R}^d)^* = \{ \mu \mapsto \int_{\mathbb{R}^d} \phi(x) \mu(dx) \mid \phi \in C_b(\mathbb{R}^d) \},
$$

see e.g. [10, Lemma 3.2.3, p.65], and the Legendre transform $g : C_b(\mathbb{R}^d) \to (-\infty, \infty]$ of $V(\mu_0, \cdot)$, which is defined by

$$
g(\lambda) := \sup_{\mu \in \mathcal{M}_{f,s}(\mathbb{R}^d)} \{ \mu(\lambda) - V(\mu, \mu_1) \}.
$$

We can apply the classical convex duality result [10, Theorem 2.2.15, p.55] to get

$$
V(\mu_0, \mu_1) = \sup_{\lambda \in C_b(\mathbb{R}^d)} \{ \mu_1(\lambda) - g(\lambda_1) \}. 
$$

(5.2)

Moreover, using the definition of $V(\mu_0, \mu_1)$ and Lemma 5.4 leads to the following characterization of the Legendre transform

$$
g(-\lambda_1) := \sup_{\mu_1 \in \mathcal{M}_{f,s}(\mathbb{R}^d)} \{ \mu_1(-\lambda_1) - V(\mu_0, \mu_1) \}
\begin{equation}
\begin{aligned}
= & \sup_{\mu_1 \in \mathcal{M}_1(\mathbb{R}^d)} \{ \mu_1(-\lambda_1) - V(\mu_0, \mu_1) \} \\
= & -\inf_{\mu_1 \in \mathcal{M}_1(\mathbb{R}^d)} \inf_{\mathbb{P} \in \mathfrak{P}_{\Theta}(\mu_0, \mu_1)} \{ \mathbb{E}[\lambda_1(X_1)] + J(\mathbb{P}) \} \\
= & -\inf_{\mathbb{P} \in \mathfrak{P}_{\Theta}(\mu_0)} \{ \mathbb{E}[\lambda_1(X_1)] + J(\mathbb{P}) \} \\
= & -\mu_0(\lambda_0^{\lambda_1}).
\end{aligned}
\end{equation}

Therefore, the classical convex duality result [5.2] becomes as desired

$$
V(\mu_0, \mu_1) = \sup_{-\lambda_1 \in C_b(\mathbb{R}^d)} \{ \mu_1(-\lambda_1) + \mu_0(\lambda_0^{\lambda_1}) \} = \sup_{\lambda_1 \in C_b(\mathbb{R}^d)} \{ \mu_0(\lambda_0^{\lambda_1}) - \mu_1(\lambda_1) \} = V(\mu_0, \mu_1).
\square
$$

A Appendix

For the appendix, let $(\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P})$ be any filtered probability space. Consider a subfiltration $\mathcal{G} \subseteq \mathcal{F}$ and denote by $\mathcal{P}(\mathcal{G})$ the corresponding $\mathcal{G}$-predictable $\sigma$-field. For any process $Y$, [45]
denote by \( o Y \) the optional projection of \( Y \) with respect to \( \mathcal{G}_t^P \), i.e. the usual augmentation of \( \mathcal{G} \). The reason why we consider the usual augmentation is that the optional projection with respect to \( \mathcal{G} \) might not exist, if \( \mathcal{G} \) does not satisfy the usual conditions. We recall that by \[ 31 \] Proposition 2.2, an \( \mathcal{F} \)-adapted process \( X \) having càdlàg paths is a \( \mathcal{F} \)-semimartingale if and only if it is a \( \mathcal{F}_+^P \)-semimartingale, and the characteristics associated with these filtrations are the same. If in addition \( X \) is \( \mathcal{G} \)-adapted, the same holds true with respect to \( \mathcal{G} \) (but of course, the characteristics may vary between \( \mathcal{F} \) and \( \mathcal{G} \)).

We present the following useful lemma which identifies the characteristics of a semimartingale \( X \) when considering a smaller filtration. The lemma is not stated in full generality, but in such a way that it fits the framework needed for this paper.

**Lemma A.1.** Let \((\Omega, \mathcal{F}, \mathcal{F}, \mathbb{P})\) be a filtered probability space, let \( X \) be a stochastic process with càdlàg paths which is a \( \mathcal{F} \)-semimartingale having absolutely continuous characteristics \((b_t^P dt, c_t^P dt, F_t^P dt)\), and let \( \mathcal{G} \subseteq \mathcal{F} \) be a subfiltration such that \( X \) is \( \mathcal{G} \)-adapted. Moreover, assume that the canonical representation of \( X \) under \( \mathbb{P} \),

\[
X = X_0 + \int_0^T b_s^P ds + M_t^P + \sum_{0 \leq s \leq T} [\Delta X_s - h(\Delta X_s)],
\]

satisfies \( \mathbb{E}^P \left[ \int_0^T |b_s^P| ds \right] < \infty \) and the local martingale part \( M_t^P \) is a true \( \mathbb{P}-\mathcal{F} \)-martingale. Then the following hold:

1) \( X \) is a \( \mathcal{F} \)-\( \mathcal{G} \)-semimartingale having absolutely continuous characteristics with differential characteristics of the form

\[
(b^G, c^G, F^G) := (o b^P, c^P, o F^P),
\]

where \( o F^P \) is defined by setting for any \( \mathcal{F} \otimes \mathcal{B}([0, T]) \otimes \mathcal{B}(\mathbb{R}^d) \)-measurable function \( W \)

\[
\int_{\mathbb{R}^d} W(t, x) o F^P_t(dx) := o \left( \int_{\mathbb{R}^d} W(\cdot, x) F^P_t(dx) \right) , \quad t \in [0, T].
\]

Moreover, the local martingale part \( M_t^G \) in the canonical representation of \( X \) under \( \mathcal{P} \)-\( \mathcal{G} \) is a true \( \mathcal{P}-\mathcal{G} \)-martingale.

2) Furthermore, if \( \mathcal{P} \times dt \)-a.s., \((b^F, c^F, F^F)\) are taking values in some \( \Theta \subseteq \mathbb{R}^d \times \mathbb{S}^d_+ \times \mathcal{L} \) which is closed, convex and satisfies Condition \( (B) \), then also \((b^G, c^G, F^G) \in \Theta \) \( \mathcal{P} \times dt \)-a.s.

**Proof.** W.l.o.g., assume that \((\Omega, \mathcal{F}) = (\mathcal{D}([0, T], \mathbb{R}^d), \mathcal{B}(\mathcal{D}([0, T], \mathbb{R}^d)))\) and let \( X \) be the canonical process.

Let \((B^F, C^F, \nu^F)\) be the \( \mathcal{F} \)-characteristics of \( X \). The second characteristic can be defined as the continuous part of the finite variation process \([X]\), see e.g. \[ 31 \] Proposition 6.6. As by assumption, \( X \) is \( \mathcal{G} \)-adapted, so is the quadratic variation process \([X]\) and hence also its continuous part. Therefore, \( C^G = C^F \), in particular \( C^G \) is absolutely continuous \( \mathcal{P} \)-a.s., and \( C^G \) can be chosen to be \( \mathcal{G} \)-predictable. Consider the canonical representation

\[
X = X_0 + \int_0^T b_s^{P+} ds + M_t^{P+} + \sum_{0 \leq s \leq T} [\Delta X_s - h(\Delta X_s)]
\]
of the $\mathbb{P}$-$\mathbb{F}_+^+$-semimartingale $X$, where $M^\mathbb{F}_+^+$ is a true $\mathbb{P}$-$\mathbb{F}_+^+$-martingale. Therefore, by the tower property, its optional projection $^oM^\mathbb{F}_+^+$ (with respect to $\mathbb{G}_+^\mathbb{F}_+^+$) is a $\mathbb{P}$-$\mathbb{G}_+^\mathbb{F}_+^+$-martingale. Moreover, by the integrability condition imposed on $B^\mathbb{F}_+$, it is straightforward to verify that the process $Z := ^oB^\mathbb{F}_+^+ - \int_0 ^o b_s^\mathbb{F}_+^+ \, ds$ is a $\mathbb{P}$-$\mathbb{G}_+^\mathbb{F}_+^+$-martingale, too. By assumption, $X$ is $\mathbb{G}$-adapted, so $X$ is a $\mathbb{G}$- (and hence also $\mathbb{G}_+^\mathbb{F}_+^+$)-semimartingale with $\mathbb{G}_+^\mathbb{F}_+^+$-canonical representation

$$X = X_0 + \int_0 \int_0 ^o b_s^\mathbb{F}_+^+ \, ds + (^oM^\mathbb{F}_+^+ + Z) + \sum_{0 \leq s \leq t} [\Delta X_s - h(\Delta X_s)] \quad \mathbb{P}\text{-a.s.}.$$ 

This implies that $B^\mathbb{G}_+ = \int_0 ^o b_s^\mathbb{F}_+^+ \, ds$, hence by [31, Proposition 2.2], we obtain $b^\mathbb{G} = ^o b^\mathbb{F}_+$. Moreover, $M^\mathbb{G}_+ = (^oM^\mathbb{F}_+^+ + Z) \mathbb{P}\text{-a.s.}$, so it is a $\mathbb{P}$-$\mathbb{G}$-martingale.

For the third characteristic, we have by definition that $^oF^\mathbb{F}_+(dx) \, dt$ is a predictable random measure with respect to $\mathbb{G}_+^\mathbb{F}_+^+$. Moreover, we obtain for any nonnegative $\mathcal{P}(\mathbb{G}_+^\mathbb{F}_+) \otimes \mathcal{B}(\mathbb{R}^d)$-measurable function $W$ by Fubini’s theorem that

$$\mathbb{E}[\int_0 ^T \int_{\mathbb{R}^d} W(t,x)^oF^\mathbb{F}_+(dx) \, dt] = \mathbb{E}[\int_0 ^T \int_{\mathbb{R}^d} W(t,x)\mu^X(dx,dt)],$$

which implies that the $^oF^\mathbb{F}_+(dx) \, dt$ is the $\mathbb{P}$-$\mathbb{G}_+^\mathbb{F}_+^+$-compensator of $\mu^X(dx,dt)$, see [21, Theorem II.1.8, p.66]. Therefore, we conclude from [31, Proposition 2.2] that $F^\mathbb{G}_+(dx) = ^oF^\mathbb{F}_+(dx)$.

Finally, for the second part, assume from now on that $(^o\mathcal{F}_+, ^o\mathcal{F}_+)$ are taking values in some $\Theta \subseteq \mathbb{R}^d \times \mathcal{S}_+^\mathbb{F}_+^+ \times \mathcal{L}$ which satisfies Condition (B) and is closed, convex. Recall the function $\overline{\mathcal{P}}$ defined in (3.3). By the characterization (3.5), we know that

$$(^o\mathcal{F}_+, ^o\mathcal{F}_+, F^\mathbb{F}_+) \in \Theta \quad \mathbb{P} \times dt\text{-a.s.}$$

$$\iff (^o\mathcal{F}_+, ^o\mathcal{F}_+, (\int_{\mathbb{R}^d} g_i(x) F^\mathbb{G}_+(dx))_{i \in \mathbb{N}}) \in \mathcal{cl}(\overline{\mathcal{P}}(\Theta)) \quad \mathbb{P} \times dt\text{-a.s.}$$

where $C_+^\mathbb{F}_+(\mathbb{R}^d) = \{ g_i \mid i \in \mathbb{N} \}$, see Section 3.1. Now by assumption, we know that

$$(^o\mathcal{F}_+, ^o\mathcal{F}_+, (\int_{\mathbb{R}^d} g_i(x) F^\mathbb{G}_+(dx))_{i \in \mathbb{N}}) \in \mathcal{cl}(\overline{\mathcal{P}}(\Theta)) \quad \mathbb{P} \times dt\text{-a.s.}$$

Moreover, due to the first part, we have

$$(^o\mathcal{F}_+, ^o\mathcal{F}_+, (\int_{\mathbb{R}^d} g_i(x) F^\mathbb{G}_+(dx))_{i \in \mathbb{N}})$$

$$= (\mathbb{E}(^o\mathcal{F}_+, (\int_{\mathbb{R}^d} g_i(x) F^\mathbb{F}_+(dx))_{i \in \mathbb{N}}), (\mathbb{E}(^o\mathcal{F}_+, (\int_{\mathbb{R}^d} g_i(x) F^\mathbb{G}_+(dx))_{i \in \mathbb{N}}), (\mathbb{E}(^o\mathcal{F}_+, (\int_{\mathbb{R}^d} g_i(x) F^\mathbb{F}_+(dx))_{i \in \mathbb{N}}))$$

$$= \mathbb{E}(\mathcal{F}_+, (\int_{\mathbb{R}^d} g_i(x) F^\mathbb{G}_+(dx))_{i \in \mathbb{N}}) \mid \mathbb{G}_+^\mathbb{F}_+^+].$$

Thus, as $\mathcal{cl}(\overline{\mathcal{P}}(\Theta))$ is convex and closed,

$$(^o\mathcal{F}_+, ^o\mathcal{F}_+, (\int_{\mathbb{R}^d} g_i(x) F^\mathbb{G}_+(dx))_{i \in \mathbb{N}}) \in \mathcal{cl}(\overline{\mathcal{P}}(\Theta)) \quad \mathbb{P} \times dt\text{-a.s.}.$$
Remark A.2. Observe that in the setting of Lemma A.1, we have for any $\delta > 0$ that

$$\mathbb{E}^p \left[ \int_0^T \int_{\{|x| \leq \delta\}} |x|^2 F^p_t (dx) \, dt \right] = \mathbb{E}^p \left[ \int_0^T \int_{\{|x| \leq \delta\}} |x|^2 F^G_t (dx) \, dt \right].$$
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