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Abstract

In this study, we present a method for synthesizing novel views from a single 360-degree RGB-D image based on the neural radiance field (NeRF). Prior studies relied on the neighborhood interpolation capability of multi-layer perceptrons to complete missing regions caused by occlusion and zooming, which leads to artifacts. In the method proposed in this study, the input image is reprojected to 360-degree RGB images at other camera positions, the missing regions of the reprojected images are completed by a 360-degree image completion network that is trained in a self-supervised manner to simulate occlusion and resolution changes with viewpoint changes. The completed images are utilized for training NeRF. Because multiple completed images contain inconsistencies in 3D, we introduce a method to learn the NeRF model using a subset of completed images that cover the target scene with less overlap of completed regions. The selection of such a subset of images can be attributed to the maximum weight independent set problem, which is solved through simulated annealing. Experiments demonstrated that the proposed method can synthesize plausible novel views while preserving the features of the scene for both artificial and real-world data.

1. Introduction

The synthesis of novel views from a set of captured images has a wide range of application, including AR/VR and immersive 3D photography. Conventionally, structure-from-motion [26] and image-based rendering [63] have been employed for this task. In recent years, neural networks-based rendering methods have been rapidly developed, and the neural radiance field (NeRF) [50] is a promising method for synthesizing photorealistic views. However, NeRF requires tens to hundreds of images with known relative positions and the same shooting conditions to be given as the input, and it is a large and time-consuming process. Accordingly, various efforts have been made to reduce the number of input images [82, 77, 75, 32, 95] or ease the shooting conditions [49, 79, 45, 33].

With this background, we attempted to learn a 3D scene model from a single 360-degree image taken in all directions. Learning NeRF from a single 360-degree image is advantageous; that is, we do not need to align the shooting conditions between images or know the relative positions between images. This is because we use only one image that contains massive omnidirectional information. OmniNeRF [30] is a prior study of this approach; however, it relies only on the neighborhood interpolation ability of the multi-layer perceptron to complete the missing regions caused by occlusion and zooming. This leads to artifacts, and the image quality is significantly reduced when moving away from the camera position of the input image.

In contrast, the technology of completing the missing regions of 2D images (i.e., inpainting or image completion) has been studied for a long time. Recent learning-based approaches such as generative adversary networks (GANs) [22], variational autoencoders (VAEs) [36, 59], and diffusion models [64, 29] have made enabled the generation of semantically high-quality images. In addition, 360-degree image generation has been well-researched [69, 1, 23, 24, 2, 25], and high-quality image generation is possible over the entire field of view. However, 2D image completions generally do not consider the 3D structure; thus, there is no 3D consistency between images completed at multiple camera positions.

In this study, we attempted to synthesize plausible novel views with 3D consistency from a single 360-degree image by combining NeRF and image completion using 360-degree images. Based on a 360-degree image generation model trained in a self-supervised manner, we present a method for completing missing regions caused by occlusion and resolution changes due to viewpoint changes. To maintain 3D consistency, we introduce a method to learn the NeRF model using a subset of completed images that cover the target scene so that the overlap of the completed regions is smaller. Figure 1 illustrates the overview of our method.

The contributions of this study are as follows.

• We propose a method for synthesizing novel views by learning NeRF from a single 360-degree RGB-D im-
Figure 1. Given only a single 360 RGB-D image, our method can render novel views. The input image is reprojected to 360-degree images at another camera positions, and the missing regions of the reprojected images are completed. A subset of the selected completed images is used to train the NeRF, and novel views are synthesized. Notably, the 360-degree image is represented by the equirectangular projection that maps the longitude of the viewing direction to the horizontal coordinate and the latitude to the vertical coordinate.
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age, which improves image quality by employing the 360-degree image completion network that is trained in a self-supervised manner to simulate occlusion and resolution changes with viewpoint changes.

• We designed a new architecture that selects a subset of completed images that cover the target scene with less overlap of completed regions to train the NeRF model, allowing us to maintain 3D consistency for novel views.

• Our method can be applied to arbitrary NeRF model, and does not require iterations of image completion and NeRF training.

• We demonstrate that our proposed method can synthesize more plausible views while preserving the features of the scene for both artificial and real-world data.

2. Related Work

2.1. Novel view synthesis

Novel view synthesis from a set of captured images has been a consistent challenge in computer vision. Traditionally, structure-from-motion [26], mesh-based methods [34, 4], multi-plane images (MPI) [94, 62, 3], image-based rendering [18, 63, 27] and light-field photography [42] have been studied. There are still problems of image quality limitations and high photographic load.

Recently, rendering techniques using neural networks, which map 3D spatial location to an implicit representation, have been applied to this task [74]. In particular, NeRF [50] can render objects with complex shapes and textures in a high-quality and photorealistic manner. However, the NeRF requires tens to hundreds of images with known relative positions and the same shooting conditions to be given as input, and such imaging is a large and time-consuming process. Accordingly, various efforts have been made to reduce the number of input images [82, 77, 75, 32, 11, 95], ease the shooting conditions [49, 79, 45, 33], speed up processing [67, 20, 56, 81, 51, 9, 12, 57], and express the entire scene [86, 15, 7, 58, 73, 76].

Among them, OmniNeRF [30] learns an entire scene from a single 360-degree RGB-D image without the need to set relative positions or identify shooting conditions. However, it only relies on the neighborhood interpolation capability of the multi-layer perceptron to complete the missing regions caused by occlusion and zooming, which leads to artifacts. Additionally, the image quality is significantly reduced when moving away from the camera position of the input image. An alternative method to NeRF, pathdreamer [38], synthesizes novel views from a single 360-degree RGB-D image. However, it the method has low 3D consistency in the synthesized views because it is based on 2D image-to-image translation [53].

2.2. Image Completion

Thus far, various image completion technologies for predicting the missing regions of an image have been proposed. Conventionally, many diffusion-based methods [5, 8] diffused the information of the visible regions into the missing regions, and multiple patch-based methods [13, 6] completed the missing regions by matching, copying, and realignment using visible regions. Generative models, which are trained using large-scale datasets, have experienced a significant boost, and the models have been adopted for image completion, with VAE-based methods [92, 54], GAN-based methods [44, 19, 40, 31, 46, 84, 80, 90, 91, 47, 71], autoregressive model-based methods [85, 43, 16], and diffusion model-based methods [48, 60, 61].

360-degree image generation has also been researched. Han et al. [23] proposed an image-inpainting method for spherical structures using a cube map. In [70, 69], a 360-
degree image was generated from a set of images captured in multiple directions as an input. Additionally, panoramic three-dimensional structure prediction methods have been proposed [66, 68]. In [21, 65, 52, 1, 24, 2, 25], a 360-degree image was generated from a single normal field of view image. Based on these 360-degree image generation models, we present a self-supervised learning network that completes missing regions caused by occlusion and resolution changes due to changes in viewpoint.

There are also studies of RGB-D image completion [89, 14, 88]. RGBD2 [41] performs reprojection and completion incrementally from a few RGB-D images to complete a consistent 3D scene. When this approach is applied to NeRF, the training of NeRF has to be repeated for each image completion, which is computationally very expensive. Therefore, we take the approach of separating NeRF training from image completion, which does not require iterations of NeRF training.

3. Preliminaries

Here, we present an overview of NeRF and OmniNeRF, which forms the basis of this study. NeRF employs a multilayer perceptron to construct a function that takes the 3D position $x \in \mathbb{R}^3$ and a unit-norm viewing direction $d \in S^2$ as the input, and outputs density $\sigma \in \mathbb{R}$ and color $c \in \mathbb{R}^3$. Using the approximation method of volume rendering, the density and color on the ray that corresponds to the pixel of the image are integrated to calculate the RGB value. Using images captured from multiple viewpoints, the weights of the MLP are learned to minimize the L2 error between the observed and predicted RGB values.

OmniNeRF [30] generates multiple images at virtual camera positions from a single 360-degree RGB-D image and then utilizes these images to train NeRF. A set of 3D points was generated from the given RGB-D panorama and then the 3D points are reprojected into multiple omnidirectional images that correspond to different virtual camera locations. When reprojecting the 3D points onto the virtual camera spheres, their sparsity of the 3D points causes the back part of the object, which is not originally visible to see through. To address this challenge, a median filter was applied to the depth map to mitigate the sparsity.

4. Proposed Method

Here, we describe our proposed method that learns the NeRF model and synthesizes novel views from a single 360-degree RGB-D image. Figure 2 illustrates the training pipeline of the proposed method. The input image is first reprojected onto 360-degree RGB images of the virtual camera positions, and the missing regions are completed by a self-supervised 2D image generation model. To maintain 3D consistency, a subset of completed images with less overlap of completed regions is selected. The subset selection is equivalent to the maximum weight independent set problem (MWISP) [55], which is solved using simulated annealing (SA) [37]. The input data to train NeRF includes the selected completed images along with RGB data of the input image and its reprojected image. The NeRF is trained to minimize L2 loss of the synthesized and inputed images.

4.1. Reprojection and completion

First, the input image is reprojected onto 360-degree RGB images of the virtual camera positions. This reprojection adopts the same approach as OmniNeRF, as described in Section 3. The reprojected image has missing regions owing to occlusion and zooming, as illustrated in Fig. 1. We complete the missing regions using an image comple-
tion network trained by self-supervised learning manner as shown in Fig. 3. Masks of missing regions are generated by reprojecting the 360 RGB-D images of the training data at various positions and applied to the images to train the image completion network. This makes it possible to learn a network on a large number of images with missing regions that may occur, without manual annotations. Our self-supervised learning framework allows the use of any image completion network, and in this paper we employ OmniDreamer [2], which is a state-of-the-art 360-degree image generation model based on VQ-GAN [17]. The image completion network was trained from scratch for this purpose.

4.2. Selection of completion positions

Because image completion is processed in the 360-degree field of view from a single point of view, the consistency within an image is achieved, however the consistency between images observed from different positions cannot be guaranteed. Therefore, a set of images for training the NeRF is adaptively selected from the completed images. It is not easy to determine the combination of the completed images that is 3D consistent. We can determine 3D consistency as a result of training NeRF; however, it takes long to train NeRF once, and it is practically difficult to try all combinations. Therefore, we propose a method for selecting a subset of completed images that cover the target scene; thus, the overlap of the completed regions is smaller in the preliminary stages of training NeRF.

4.2.1 Formulation as optimization problem

Assuming that there are $N$ completed images, we introduce variable $z_i \in \{0, 1\}$ that takes 1 if $i$-th complete image is selected and 0 if not. Let $r_{ij} \in \mathbb{R}$ be the degree of overlap of the completed regions in images $i$ and $j$ (Section 4.2.2), $R_i$ is a set of rays corresponding to the completed regions in the $i$-th complete image, and $|R_i|$ is the number of elements in $R_i$. We formulate the problem of selecting a subset of completed images for training NeRF as follows:

$$\text{maximize}_{\{z_i\}_{i=1}^N} : \sum_{i=1}^N |R_i| z_i \quad (1)$$

subject to : \hspace{2cm} r_{ij} < C \hspace{0.5cm} (1 \leq i < j \leq N) \quad (2)$$

where $C$ is the threshold parameter that determines overlaps. This optimization problem is equivalent to MWISP. As MWISP is known to be an NP-hard problem [55], we employ SA [37] as the optimization method to obtain a sub-optimal solution in practical time. The details of the optimization method are described in the Supplemental Material.

4.2.2 Degree of overlap

We formulated the degree of overlap $r_{ij}$ between $i$-th and $j$-th completed images. Determining the overlap between completed regions of different images requires training NeRF, which is time-consuming. Therefore, an assumption is made on the collision probability between rays in the completed region, from which the degree of overlap is estimated.

As shown in Fig. 4, the projection center $i$-th completed image is described as $o_i \in \mathbb{R}^3$, and the direction of the $k$-th ray in $R_i$ is describe as $e^k_i \in S^2$. We assume that the probability that rays $(o_i, e^k_i)$ and $(o_j, e^l_j)$ reflect the same location on the surface is as follows:

$$P_{ijkl} = \beta \exp \left( -\frac{d^2_{ijkl}}{2\sigma^2} \right) \exp \left( \kappa \langle e^k_i, e^l_j \rangle \right) \quad (3)$$

where $\beta$, $\sigma$ and $\kappa$ are hyper-parameters, $\langle \cdot, \cdot \rangle$ is inner product, and $d_{ijkl}$ is the minimum distance between rays $(o_i, e^k_i)$ and $(o_j, e^l_j)$ as follows:

$$d_{ijkl} = \frac{\langle e^k_i \times e^l_j, o_i - o_j \rangle}{||e^k_i \times e^l_j||} \quad (4)$$

Eq. (3) represents that the co-located reflection probability of the rays is expressed as a Gaussian distribution for the distance between the rays and a von Mises-Fisher distribution for the direction of the rays, which are the standard distributions for distances and angles. Using probability $P_{ijkl}$, the degree of overlap $r_{ij}$ is defined as

$$r_{ij} = \sum_{k \in R_i} \sum_{l \in R_j} P_{ijkl} \quad (5)$$

To speed up the above calculation, a smaller number of pixels are used as $R_i$, randomly sampled from the completed regions.

4.3. Training NeRF

The model of NeRF is trained using the selected subset of completed images as the input. Our method can be applied to arbitrary NeRF model since NeRF training and image selection are separated. This has the advantage as
NeRF have been improved rapidly in recent years, resulting in a wide variety of methods. In this paper, we employ Instant-NGP [51], which has been used as a baseline in many studies due to its high image quality and fast rendering capability.

5. Experimental Results

Quantitative and qualitative experiments were conducted to verify the effectiveness of the proposed method for both synthetic and real-world datasets.

5.1. Dataset

5.1.1 Structured3D

Structured3D dataset [93] contains 3,500 synthetic departments (scenes) with 185,985 photorealistic panoramic renderings. As the original virtual environment is not publicly accessible, we utilized the rendered panoramas directly. The data were divided into 3,100 scenes for training, and 400 scenes for testing.

5.1.2 Matterport3D

Matterport3D dataset [10] is an indoor real-world 360 dataset, which was captured by Matterport’s Pro 3D camera in 90 furnished houses (scenes). The dataset provides 10,800 RGB-D panorama images, and the RGB-D signals near the polar region are missing. The data were divided into 71 scenes for training and 19 scenes for testing.

5.2. Implementation Details

The input images, completed images, and novel views were in equirectangular projection format with a resolution of 1,024 × 512. The reprojection and completion positions are taken at 10 × 10 grid points on the x-y horizontal plane by equally dividing the interval [αx_{min}, αx_{max}] on the x-axis and the interval [αy_{min}, αy_{max}] on the y-axis, where α = 0.6 and x_{min}, x_{max}, y_{min}, y_{max} are the boundary point of the depth of the input image. For the selection of completion positions, the hyper-parameters of P_{ijkl} are set as β = 1.0, σ = 0.01 and κ = 1.0, overlap threshold C is set to 4.0 × 10^3, and the sampling rate of the rays for R_s is set to 0.01.

The image completion networks were trained on training data, whereas NeRF was trained on test data, according to the division defined in Section 5.1. The 360-degree RGB-D images were reprojected to generate 3,200 masks of missing regions, which were applied to the images on training data for training the image completion network. We trained the NeRF model with 200,000 iterations for each experiment with a batch size of 1,400. The network structures of NeRF were identical to those of Instant-NGP [51]. OmniNeRF [30] was used for comparison, and the NeRF model and training settings are identical to those of the proposed method. The details of the models and training configurations are described in the Supplemental Material.

5.3. Qualitative evaluation

First, we qualitatively validate the novel view synthesis using a single 360-degrees RGB-D image. Figure 5 illustrates examples of synthesized novel views using the proposed method. A plausible view with 3D consistency is synthesized at a position different from the camera position of the input. The depth data in the Matterport3D dataset is subject to measurement error, which results in some distortion in the synthesized views. In Fig. 6 and Fig. 7, we compare images synthesized using OmniNeRF and the proposed method. OmniNeRF produces artifacts and noise in the occlusion regions and in the area where the resolution has changed, whereas the proposed method produces a plausible image. These results indicate that the Image completion is working effectively. Additional results are available in the Supplementary Material.

5.4. Quantitative evaluation

5.4.1 Evaluation metrics

We quantitatively evaluated each method using the following four evaluation metrics: the peak signal-to-noise ratio (PSNR), SSIM [78], LPIPS [87] and the negative log likelihood (NLL). PSNR, SSIM, and LPIPS are calculated between the synthesized and the ground truth images. NLL evaluates the plausibility of the synthesized views for the feature distribution of test data. Using the values of the last pooling layer of inception-v3 [72] as features, the likelihood of the synthesized image is calculated for the feature distribution of the test data. A detailed definition and validity are provided in the Supplementary Material. Although FID score [28] is standard for evaluating image generation, it requires more than 1000 images to obtain reliable results, making it inappropriate for use in this study, where it takes more than 4 hours to generate a single scene.
Figure 5. Visualization of novel view rendering in the proposed method. (a) A sample in the Structure3D dataset. (b) A sample in the Matterport3D dataset. A plausible viewpoint image with 3D consistency is synthesized at a position different from the input image.

Figure 6. Qualitative comparison of OmniNeRF and the proposed method on the Structure3D dataset. OmniNeRF produces artifacts in occlusion regions such as behind the yellow chair in the blue bounding box of scene S1 and on the wall in the red bounding box of scene S2, whereas the proposed method reduces these artifacts. The backless chair in the green bounding box of scene S1 has a collapsed image in OmniNerf owing to changes in the resolution and the viewing angle, whereas the proposed method reduces shape collapse.

5.4.2 Evaluation results

To verify the effectiveness of our method in various scenes, we selected 22 and 19 images for the evaluation from the test data of the Structure3D and Matterport3D respectively, and calculated the mean of the evaluation metrics. The evaluation results of novel view synthesis for each dataset are presented in Table 1 and 2. Note that the Structured3D dataset does not have the ground truth image at the novel viewpoint, therefore only the NLL is used for evaluation. The proposed method outperforms OmniNeRF on all datasets and all evaluation metrics. This results reflects the reduction of artifacts and blurring in the regions of occlusion and resolution change, as seen in the qualitative evaluation. This could be because the image completion network trained on the training data generalized image features and it plausibly completed the missing regions in the scene.
Figure 7. Qualitative comparison of each novel view synthesis method on the Matterport3D dataset. The Matterport3D dataset contains missing regions at the top and bottom regions of the input image, and the proposed method completes the missing regions naturally, as in the floor of scenes M1 and M2. The refrigerator and the window in scene M1 have some artifacts in OmniNeRF owing to resolution change; however, the proposed method reduces these artifacts.

5.5. Ablation study

We conduct an ablation study with learning NeRF using all 100 completed images without selection. The results are presented in Table 1 and 2. Without the image selection, only PSNR for the Matterport3D dataset is clearly better, while LPIPS and NLL for the same dataset are even worse than OmniNeRF. On the other hand, the method with the image selection outperforms OmniNeRF in all evaluation metrics. From this perspective, we can see the usefulness of the image selection.

Fig. 8 shows a comparison of the ground truth images and the images synthesized by each method. Since the Structured3D dataset does not contain enough overlapping images, we use the input image as the ground truth image for comparison with the synthesized image at the input image position. In the Matterport3D dataset, we use the image taken at the position closest to the input image as the ground truth image. Without the image selection, the synthesized image is prone to blurring. This is due to the reason that the completed images with 3D inconsistencies were used to train the NeRF, resulting in synthesizing average images. Image blurring degrades LPIPS which evaluates semantic similarity and NLL which evaluates image plausibility in the Matterport3D dataset. The NLL in the Structured3D dataset was almost the same with and without image selection. This may be due to the reason that Structured3D is an artificial data set with relatively little texture and is less susceptible to blurring, and that the scene is narrower and the missing areas are on average 16% smaller than in Matterport3D, resulting in fewer inconsistencies due to image completion. The reason that PSNR and SSIM are equal or better than method with image selection can be attributed to the fact that the image blurring leads to robustness against the positional shift under conditions where the evaluation position is far from the input image position and difficult to reproduce with high positional accuracy.

5.6. Limitations

Although the performance of the proposed method is promising, it has several limitations. First, if there are large
missing regions that exceed the image completion capabilities, it is difficult to synthesize plausible views. Second, the reprojection process highly depends on the depth accuracy, and geometric distortion occurs in the synthesized image when the depth accuracy is low.

6. Conclusions

In this study, we propose a method for synthesizing novel views by learning the NeRF from a single 360-degree RGB-D image. Unlike existing methods [30], the proposed method employed the 360-degree image completion network that is trained in a self-supervised manner to simulate occlusion and resolution changes with viewpoint changes. The completed images for reprojected images at other camera positions are utilized for training the NeRF. To avoid 3D inconsistencies, we introduced a method to train NeRF using a subset of completed images that cover the target scene with less overlap of completed regions.

The experiments indicated that the proposed method can synthesize plausible novel views while preserving the features of the scene, both for artificial and real-world data. These results confirm the effectiveness of employing image completion and the selection of a subset of the completed image with consistency for novel view synthesis. Recently, a method for training NeRF from a single 360-degree RGB-D image was proposed, and it used a large vision-language model to maintain consistency of novel viewpoints [39]. Our method has the advantage of being lightweight in processing, and it can be combined with such methods to improve quality since the proposed method can employ arbitrary NeRF model.
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A. Optimization method for complete images selection

A.1. Algorithm

The optimization problem for selecting a subset of the completed images formulated in Eq. (1) is solved through simulated annealing (SA) [37]. SA does not only proceed with the search in the direction of higher values of the evaluation function, but also adopts a solution with a specific probability even when the evaluation value becomes worse. The probability of selecting a modified solution is controlled by the temperature parameter $T$. In the early stages of the search, the temperature is high and a large area is explored, while at the end of the search, the temperature is low and local search is approached. This allows finding a global suboptimal solution without falling into a local solution.

Using the camera pose of the completes images and the positions of the completed regions as input, the algorithm outputs a subset of the completed images to be used for training NeRF. Fig. 9 shows the optimization process flow, which is described below.

**Step 1:** We calculate the degree of overlap between the completed images using the camera pose of the completes images and the positions of the completed regions according to Eq. (3), (4) and (5).

**Step 2:** The initial solution is changed $K = 10$ times and optimization by SA is performed; if it is repeated $K$ times, the process is terminated and the best solution in the search is outputted; otherwise, proceed to the next step.

**Step 3:** Initialize the SA parameters and solution. The temperature $T$ is set to $1.0 \times 10^3$, and the temperature attenuation factor $\eta$ is set to 0.9995. A randomly selected one completed image is set as the initial solution, and the one that includes no completed images is set as the tentative solution.

**Step 4:** $L = 20,000$ iterations were used to terminate one search. if it is repeated $L$ times, go to Step 2; otherwise, proceed to the next step.

**Step 5:** Determine if the current solution, a subset of the completed images, has no overlap based on the constraint Eq. (2). If the constraints are satisfied, proceed to the next step; otherwise, go to Step 9.

**Step 6:** Calculate the value of the evaluation function in Eq. (1), i.e., the number of rays in the completed area of the completed images selected as the solution.

**Step 7:** If the current solution evaluation value is higher than the tentative solution evaluation value, the tentative solution is updated with the current solution and go to Step 10. Otherwise, go to the next step.

**Step 8:** Accept the current solution with probability $\exp(d/T)$, where $d$ is the evaluation value of the current solution minus the tentative evaluation value. If the current solution is accepted, the tentative solution is updated with the current solution and go to Step 10. Otherwise, go to the next step.

**Step 9:** Revert the current solution to the tentative solution.

**Step 10:** Modify the current solution. We randomly selects a new completed image to add to the solution with 10% probability, randomly deletes a completed image in the current solution with 10% probability, and replaces com-
completed images in the current solution with the completed images in the neighborhood with 80% probability. For the replacement of completed images in the neighborhood, the completed images have the indices of \(\{1, 2, \ldots, 10\} \times \{1, 2, \ldots, 10\}\) grid, and the random numbers sampled from the standard normal distribution are added to the indices and rounded to integer values.

**Step 11:** The temperature \(T\) is updated as \(T \leftarrow \eta T\), and return to step 4.

**A.2. Processing time**

We measured the processing times of the above optimization algorithms on the Tesla V100. Ten trials were performed, and the average processing time was 222.1 sec, standard deviation 148.4 sec, and maximum 488.3 sec. The variation in processing time is due to the fact that the computational complexity is on the order of squared for the number of completed images selected as the solution.

**A.3. Selected completed images**

Figure 10 shows an example of the content and location of the completed images selected to train NeRF. Notably, although not indicated in this figure, 100 non-completed re-projection images were also utilized to train NeRF, as in OmniNeRF [30]. From this figure, it can be seen that the completed images are selected to be widely distributed in space to cover the occlusion region. Many images are selected near the input image position (0, 0), because the completed region is smaller near the input image, resulting in less overlap.

**B. Details of image completion**

**B.1. Settings**

We trained the network using the training data in Section 5.1 and 3,200 masks of missing regions. 32 scenes are selected from the training data in both Structured3D and Matterport3D dataset and each 360-degree RGB-D image is re-projected onto the 10 × 10 grid shown in Section 5.2 to generate masks of missing regions. As a data augmentation, the training image and mask were randomly rotated around the gravity axis, which corresponds to a horizontal cyclic shift on the equirectangular image. We utilized OmniDreamer [2] as the image completion network and default settings in [2] are used for training and model hyper-parameters.

**B.2. Completed images**

Examples of images in which the missing pixels in the reprojected images are completed by OmniDreamer is shown in Fig. 11.

**C. Details of NeRF**

We trained the NeRF model using the Adam optimizer [35] while exponentially decreasing the learning rate from \(5.0 \times 10^{-4}\) to \(5.0 \times 10^{-5}\). The NeRF model was trained with 200,000 iterations for each experiment with a batch size of 1,400. We set the number of sampling \(N_c = 64\) and \(N_f = 128\) for the coarse and refined networks, respectively. The network structures of NeRF were identical to those of Instant-NGP [51]. Learning one scene took approximately 4 hours on an NVIDIA Tesla V100 GPU.

**D. NLL for synthesized images**

**D.1. Definition of NLL**

We employ the negative log likelihood (NLL) for quantitative evaluation of the image quality of novel views. The \(D = 2048\) dimensional values of the last pooling layer of inception-v3 [72] are used as features, their distribution is modeled with a normal distribution. The mean \(\mu_f \in \mathbb{R}^D\) and covariance matrix \(\Sigma_f \in \mathbb{R}^{D \times D}\) of the distribution were obtained from the features of 20,000 randomly cropped perspective images from the test data by maximum likelihood estimation. Using the features \(\{x_i \in \mathbb{R}^D\}^M_{i=1}\) of randomly synthesizing \(M = 2,000\) perspective projection images from the learned 3D scene, and the NLL is calculated by the following formula:

\[
NLL = \frac{1}{MD} \sum_{i=1}^{M} (x_i - \mu_f)^T \Sigma_f^{-1} (x_i - \mu_f) \tag{6}
\]

**D.2. Validity of NLL**

To confirm the validity of this metric, examples of images and NLL values are shown in Fig. 12. In this figure, NLL is calculated using 512 perspective images randomly cropped from a single 360-degrees image. The smaller the value of NLL, the better the perceived image quality appears.

**E. Additional Results**

**E.1. Synthesized novel views**

The results of novel view synthesis using OmniNeRF [30] and the proposed method (with and without the completed images selection) in scenes S3, S4, S5, M3, M4, and M5 are illustrated in Fig. 13, 14, 15, 16, 17 and 18. The figures show synthesized novel views in equirectangular and perspective projections with different camera positions.

**E.2. Rendering from a free moving camera**

Examples of rendering from a freely moving camera are shown in Fig. 19. In the figure, novel views are rendered in perspective projection with a horizontal field of view of 90 degrees.
Figure 10. Example of the content and location of the completed images selected to train NeRF. The X- and Y-axis lie on a plane that is orthogonal to gravity axis Z, and the maximum depth in the input image is scaled to 1.0. The each completed image exists on a grid equally divided by 10 points in the x-axis interval [-0.363, 0.192] and y-axis interval [-0.261, 0.227], respectively.
Figure 11. Examples of the completed images. Black pixels on the reprojected images are missing pixels due to occlusion or resolution change.
Figure 12. Examples of images and NLL values. Note that the absolute value of NLL has no meaning across data sets because the likelihood models are different for Structured3D dataset and Matterport3D dataset.
Figure 13. Novel views synthesized in equirectangular and perspective projections with different camera positions for scenes S3.

Figure 14. Novel views synthesized in equirectangular and perspective projections with different camera positions for scenes S4.
Figure 15. Novel views synthesized in equirectangular and perspective projections with different camera positions for scenes S5.

Figure 16. Novel views synthesized in equirectangular and perspective projections with different camera positions for scenes M3.
Figure 17. Novel views synthesized in equirectangular and perspective projections with different camera positions for scenes M4.

Figure 18. Novel views synthesized in equirectangular and perspectrive projections with different camera positions for scenes M5.
Figure 19. Examples of rendering from a freely moving camera. The novel views are rendered in perspective projection with a horizontal field of view of 90°.