Covariant transverse-traceless projection for secondary gravitational waves
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Second-order tensor modes induced by nonlinear gravity are a key component of the cosmological background of gravitational waves. A detection of this background would allow us to probe the primordial power spectrum at otherwise inaccessible scales. Usually, the energy density of these gravitational waves is studied within perturbation theory in a particular gauge — a connection between our physical spacetime and a fictitious background. It is a widely recognized issue that the second-order, scalar-induced gravitational waves are gauge dependent. This issue arises because they are not well-defined as tensors in the physical spacetime at second-order and are thus unphysical. In this paper, we propose the covariant transverse-traceless projection of the extrinsic curvature to study cosmological gravitational waves on a spatial hypersurface. We define a new energy density which is based purely on spacetime tensors, independent of perturbation theory, and thus is gauge invariant by definition. We show that, in the context of second-order perturbation theory, this new energy density contains only propagating modes in the constant-time hypersurface in the Newtonian gauge. We further show that we can recover the same gravitational waves after a transformation to the synchronous gauge, so long as we correctly identify the Newtonian hypersurface.

I. INTRODUCTION

A new era of observational astrophysics began with the discovery of gravitational waves (GWs) from a binary black hole merger [1]. Increasing numbers of events will eventually allow for precise measurements of cosmological parameters using GWs [2]. In addition to measurements of isolated events, both astrophysical and cosmological backgrounds of GWs may be detected in the coming years [3–8]. A cosmological background of GWs is usually described by tensor perturbations on top of a background Friedmann-Lemaître-Robertson-Walker (FLRW) spacetime. While the primordial GWs generated during inflation is the best known example of such a GW background [see, e.g., 9–11], nonlinear dynamics of gravity also source propagating tensor modes at second-order in perturbation theory [12–19]. These scalar-induced GWs are attracting growing attention as a means to probe large density perturbations in the early Universe [20–43].

Cosmological perturbation theory has a gauge freedom, which arises from general covariance of the physical spacetime. Induced tensor modes have been studied in a variety of gauges, and have been shown to contain gauge-dependent, non-propagating tensor modes at second order [44–54]. This implies the effective GW energy density usually defined in the literature is gauge dependent. This is a crucial issue for writing the GW effective energy momentum as a spacetime tensor in the physical spacetime. We therefore must find a definition of the induced GW energy density that is consistent at nonlinear order.

From a perturbation theory perspective, the construction of gauge-invariant quantities at nonlinear order has been discussed [47, 55, 56]. A gauge-invariant version of the nonlinear Isaacson formalism may be possible using such gauge-invariant variables [57]. However, this approach is complex at nonlinear order, and the existence of the GW energy momentum as a spacetime tensor is not guaranteed. Refs. [53, 54] recently introduced a reference manifold to define the GW energy density as a quasi-local energy density — which may offer alleviation of the gauge issue —; however, here, we consider an alternate approach. In this paper, we propose a new way to define the GW energy density in a covariant perspective and without reference to any background spacetime. Such an approach is, by definition, free from the gauge issue — making it potentially viable for non-perturbative analysis, e.g., using numerical relativity (NR) to study nonlinear regimes such as primordial black holes or cosmological structure formation.

Latin indices \((a, b, c \cdots)\) represent abstract indices for a general tensor field, Greek indices \((\mu, \nu, \rho, \cdots)\) are spacetime indices with a coordinate basis and take values \(0 \ldots 3\), and Latin indices \((i, j, k, \cdots)\) are spatial indices and take values \(1 \ldots 3\). Repeated indices imply summation irrespective of their position, and indices are always raised and lowered by the spatial or spacetime metric tensor. In Appendix A we provide further specifics on our index convention. We set the speed of light \(c = 1\) throughout this paper.
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II. GRAVITATIONAL WAVE ENERGY IN THE COVARIANT PERSPECTIVE

GWs are usually defined in cosmological perturbation theory as the transverse-traceless (TT) part of the spatial metric for a particular background spacetime. This procedure is not covariant with respect to a general coordinate transformation, which causes the GWs to be gauge dependent at second-order in cosmological perturbation theory. From a geometrical perspective, using a fully covariant decomposition in the physical spacetime should be more robust. In Ref. [58], York discussed such a covariant TT decomposition in 3–space, which we will apply to study the GW energy density in cosmology.

A. York’s covariant TT projection

Ref. [58] showed that the covariant TT decomposition for an arbitrary symmetric tensor \( Q^{ab} \), on a smooth Riemannian 3–manifold with metric \( \gamma_{ab} \), is written as

\[
Q^{ab} = Q^{ab}_{TT} + (LV)^{ab} + \frac{1}{3} \gamma^{ab} Q, \tag{1}
\]

where \( Q \equiv \gamma_{ab} Q^{ab} \) is the trace of \( Q^{ab} \), and we have defined

\[
(LV)^{ab} \equiv D^a V^b + D^b V^a - \frac{2}{3} \gamma^{ab} D^c V_c, \tag{2}
\]

where \( D_a \) is the covariant derivative associated with \( \gamma_{ab} \), \( V^a \) is the unique solution to the vector Laplacian equation, namely,

\[
D_a (LV)^{ab} = D_a \left( Q^{ab} - \frac{1}{3} \gamma^{ab} Q \right), \tag{3}
\]

for certain boundary conditions [58]. The covariant TT conditions on \( Q^{ab}_{TT} \) imply \( D_a Q^{ab}_{TT} = 0 \) and \( \gamma_{ab} Q^{ab}_{TT} = 0 \), which we note are distinct from the non-covariant TT conditions usually considered for the tensor perturbation in an FLRW background spacetime.

Since the TT condition (1) defines a tensor which is TT with respect to \( \gamma_{ab} \), we cannot apply this covariant decomposition to the spatial metric itself. Therefore, we must first identify a tensor that carries the energy of GWs in a covariant perspective. In NR simulations of binary black holes, the covariant TT part of the extrinsic curvature is loosely associated with GWs. Specifically, this tensor is often set to zero in the initial data to remove any GWs not generated by the binary itself [see Chapter 3 of 59]. We will consider this tensor in the following section and assess its use in cosmology.

York’s construction implies that we first need to define a 3–dimensional spatial foliation of a 4–dimensional spacetime; it requires choosing a particular spatial hypersurface. The hypersurface dependence of GWs defined as spin–2 degrees of freedom (DOFs) associated with the spatial metric is, therefore, essentially inevitable. We discuss the implications of this hypersurface dependence in Section IV. We note that ‘hypersurface dependence’ is distinct from ‘gauge dependence’: the latter is defined only in the context of perturbation theory and the former refers to the dependence on a particular foliation of spacetime into a series of spatial surfaces, which is independent of perturbation theory [60].

B. Curvature energy density in FLRW spacetime

In Section II C below, we will define the energy density of GWs from their contribution to the total energy density via the Hamiltonian constraint. In this section, we will first briefly review the analogous (but familiar) contribution of the curvature to the total energy density in an FLRW spacetime.

In the FLRW model, the metric tensor in spherical coordinates is

\[
ds^2 = -dt^2 + a^2 \left[ \frac{dr^2}{1 - \kappa r^2} + r^2 (d\theta^2 + \sin^2 \theta d\phi^2) \right], \tag{4}
\]

where \( a = a(t) \) is the scale factor, and \( \kappa \) is the scalar curvature. The total (critical) energy density, \( \bar{\rho}_c \), is defined from the Hamiltonian constraint, which for an FLRW spacetime reduces to the Friedmann equation

\[
3M^2_{\text{pl}} H^2 = \bar{\rho}_c, \tag{5}
\]

where \( H \) is the Hubble parameter, \( M_{\text{pl}} = 1/\sqrt{8\pi G} \) is the reduced Planck mass, and \( G \) is the gravitational constant. In the above, \( \bar{\rho}_c \) is distinct from the energy density of the matter content, \( \bar{\rho} \). The remaining energy density is the contribution from curvature

\[
\bar{\rho}_c - \bar{\rho} = \rho_{\kappa} = -\frac{\kappa}{a^2}. \tag{6}
\]

Here we see that the curvature in the metric tensor (4) contributes to the total energy density and therefore to the cosmic expansion, \( H \). We do not need to consider a perturbative expansion with respect to \( \kappa \) to define the energy-density of curvature in Eq. (6).

In a perturbed FLRW spacetime, GWs are also present in the components of the metric tensor, and will therefore contribute to the cosmic expansion. This should also hold in the case of a general spacetime — independent of a background cosmology — which will also contain GWs. In the next section, we will show that the energy density in the Hamiltonian constraint for a general spacetime naturally includes both curvature and GW energy densities.

C. Hamiltonian constraint for GW energy density

We consider a 4–dimensional spacetime with metric tensor \( g_{ab} \), which we foliate into a series of 3–dimensional spatial hypersurfaces with time-like unit normal \( n_a \). The
extrinsic curvature of the hypersurfaces, $K_{ab}$, is the Lie

derivative of the spatial metric

$$\gamma_{ab} \equiv g_{ab} + n_an_b,$$

along the normal vector, namely

$$K_{ab} \equiv \frac{1}{2} \mathcal{L}_n \gamma_{ab}. \quad (8)$$

The trace of the extrinsic curvature $K \equiv \gamma^{ab}K_{ab}$ is the

logarithmic expansion rate of the volume element $\sqrt{|\gamma|}$

along $n^a$, which reduces to $K = 3H$ in an FLRW space-

time. The Friedmann equation comes from the Hamilto-



tian constraint [see, e.g. 61]

$$R + K^2 - K_{ab}K^{ab} - \frac{2\rho}{M_{\text{pl}}^2} = 0, \quad (9)$$

where $R$ is the 3–Ricci curvature of the hypersurface, and

$$\rho \equiv T_{ab}n^a n^b$$

is the energy-density of matter, with $T_{ab}$ the energy-

momentum tensor. We can recast Eq. (9) into a

Friedmann-like form, namely

$$3M_{\text{pl}}^2 \left( \frac{K}{3} \right)^2 = \rho_c, \quad (10)$$

where $\rho_c$ is the total energy density and $\rho_c - \rho$

therefore must contain all forms of energy density not contained

in matter, including the energy density of GWs. As we

mentioned above, we will show that the covariant TT

part of the extrinsic curvature may represent the kinetic

energy density of the GWs in a covariant perspective. We

aim to isolate the GWs from other contributions by

considering the covariant TT decomposition (1) of the

extrinsic curvature (see Ref. [62] for a similar method

without the transverse projection), namely

$$K_{ab} = K_{TT}^{ab} + (LV)^{ab} + \frac{1}{3} \gamma^{ab} K. \quad (11)$$

Combining this decomposition with Eq. (2), we find

$$K_{ab}K^{ab} = K_{TT}^{ab} K_{TT}^{ab} + \frac{1}{3} K^2$$

$$+ (LV)^{ab} (LV)^{ab} + 4D_a(V_b K_{TT}^{ab}), \quad (12)$$

and substituting Eq. (12) into Eq. (9), we can now write

Eq. (10) as

$$3M_{\text{pl}}^2 \left( \frac{K}{3} \right)^2 = \rho + \rho_K + \rho_R + \rho_V + \rho_{\text{div}}, \quad (13)$$

where we have defined

$$\rho_K \equiv - \frac{M_{\text{pl}}^2}{2} K_{TT}^{ab} K_{TT}^{ab}, \quad (14)$$

$$\rho_R \equiv - \frac{M_{\text{pl}}^2}{2} R, \quad (15)$$

$$\rho_V \equiv \frac{M_{\text{pl}}^2}{2} (LV)^{ab} (LV)^{ab}, \quad (16)$$

The energy density in Eq. (17) is a covariant divergence,

which vanishes in the perturbative approach when taking

the Brill-Hartle average, as shown in Ref. [63] [see also

Section 35.15 of 64]. In the general case, this becomes a

surface term and will thus still vanish when considering

its spatial average. The left hand side of Eq. (13) is the

energy of expansion of the hypersurface, and $\rho_K + \rho_R + \rho_V$

is the contribution to this expansion from the metric
tensor.

The energy density $\rho_K$ must contain curvature as well

as the gradient energy density of GWs — since $R$ contains only

spatial gradients of the metric tensor — and $\rho_V$

is related to the vector field $V^a$, including the scalar shear,

and thus its physical interpretation is unclear. However,

since the latter is not purely TT it cannot contain GWs
energy in a covariant perspective.

The energy density $\rho_K$ is purely TT and is built from
time derivatives of the metric tensor, and we thus
define $\rho_K$ as the kinetic energy density of GWs. We

have confirmed that Eq. (14) reduces to the Isaacson energy
density [63, 65, 66] in the case of linear tensor perturba-
tions about an FLRW background cosmology, and we
also find $\rho_K = 0$ for linear scalar or vector perturbations,

which can be seen from our perturbation theory calcula-
tions in Section V. Therefore, we might naively expect
the 4–scalar $\rho_K$ to be a generalized kinetic energy den-
sity of GWs which could be useful in cosmology. Since
$\rho_K$ is a scalar in the spacetime, any coordinate trans-
formation cannot set $\rho_K = 0$, unlike the tensor mode in
perturbation theory.

For linear tensor modes, $\rho_R$ reduces to the gradient
energy of GWs with time average the same as that of $\rho_K$
at high frequencies. In the case of linear scalar perturba-
tions, $\rho_R$ contains only the curvature energy density.
Therefore, in a general spacetime $\rho_R$ will contain both
curvature and GW gradient energy density, making it
difficult to isolate the GW contribution. Instead using $\rho_K$
to characterize the GW energy density, we can potentially
separate the GW energy from other sources. Further,
the notion of gauge-dependence only arises within pertur-
bation theory. Since Eq. (13) is exact and obtained in
the physical spacetime without reference to perturbation
theory, $\rho_K$ must be gauge independent by definition.

---

1 This definition holds after performing a proper volume average
of $\rho_K$ over a domain larger than the wavelength of the GWs of
interest.

2 To be more precise, $\rho_K = \langle \rho_{\text{Isaacson}} \rangle / 2$, and $\rho_K$
corresponds to the time derivative term when we do not use the linearized
equation of motion for the tensor mode in Isaacson’s derivation. When
$\langle \rho_K \rangle = \langle \rho_R \rangle$, our expression recovers
$\langle \rho_{\text{Isaacson}} \rangle = \langle \rho_K \rangle + \langle \rho_R \rangle$. 

The diffeomorphism \( \Phi \circ \Psi : \mathcal{M}_0 \to \mathcal{M}_0 \) on \( \mathcal{M} \) is not unique, and one may choose \( \Phi : \mathcal{M}_0 \to \mathcal{M}_0 \) instead. Both \( \Psi^*Q \) and \( \Phi^*Q \) are physically equivalent, but their representations are not necessary the same. The diffeomorphism \( \Phi \circ \Psi^{-1} : \mathcal{M}_0 \to \mathcal{M}_0 \) is the gauge transformation, and the representation of \( Q \) changes from \( Q_0 \equiv \Psi^*Q \) to \( \hat{Q}_0 \equiv \Phi^*Q \). In general, the gauge transformation is approximated by the Knight-diffeomorphism: a sequence of exponential maps generated by a set of infinitesimal tangents in the 4-dimensional spacetime. The gauge transformation of \( Q \) along \( \xi_{(1)}, \xi_{(2)}, \cdots \) is written as [67]

\[
Q_0 \to \hat{Q}_0 = e^{\xi_{(1)}} e^{\xi_{(2)}} \cdots Q_0.
\]

For the remainder of this paper, we use a hat to denote quantities transformed by Eq. (18). The tensor \( Q_0 \) is identified with \( \hat{Q}_0 \) by the Knight diffeomorphism, which implies that they are physically equivalent quantities. Therefore, the variation

\[
\delta Q_0 \equiv \hat{Q}_0 - Q_0,
\]

represents unphysical degrees of freedom, that is, the gauge freedom.

### III. GAUGE TRANSFORMATION

In practice, we need perturbation theory for the analytic evaluation of \( \rho_K \), and hence the gauge issue arises. In Section IIIA we explain the gauge freedom in cosmological perturbation theory and in Section IIIB we provide a proper interpretation of the gauge transformation of GWs.

#### A. Gauge freedom in perturbation theory

In cosmological perturbation theory, we start from a physical spacetime \( \mathcal{M} \) with some approximate symmetry — e.g. homogeneity and isotropy on large scales. Then we consider a solution to Einstein’s equations which has that exact symmetry — e.g., the FLRW model — and define this as the background spacetime \( \mathcal{M}_0 \). We then identify this fictitious background spacetime with the physical spacetime through a particular choice of gauge, \( \Psi: \mathcal{M}_0 \to \mathcal{M} \) (see Fig. 1). This identification is not unique, which is the “gauge freedom” in perturbation theory (see, e.g., Ref. [60] for a recent review).

A physical quantity is expressed by a spacetime tensor \( Q \) in \( \mathcal{M} \). When the calculation of \( Q \) is difficult in practice, we often go to \( \mathcal{M}_0 \), where \( Q \) is identified with \( \Psi^*Q \); the pullback of \( Q \) by \( \Psi \). However, a choice of gauge is not unique, and one may choose \( \Phi : \mathcal{M}_0 \to \mathcal{M} \) and \( \Phi^*Q \) instead. Both \( \Psi^*Q \) and \( \Phi^*Q \) are physically equivalent, but their representations are not necessary the same. The diffeomorphism \( \Phi \circ \Psi^{-1} : \mathcal{M}_0 \to \mathcal{M}_0 \) is the gauge transformation, and the representation of \( Q \) changes from \( Q_0 \equiv \Psi^*Q \) to \( \hat{Q}_0 \equiv \Phi^*Q \). In general, the gauge transformation of \( \rho_K \) is

\[
\hat{\rho}_K = \rho_K + \xi_{(1)}^a \nabla_a \rho_K + \cdots,
\]

where \( \xi^a \) is the infinitesimal transformation along \( \mathcal{M}_0 \).
where \( \cdots \) represents corrections higher order in \( \xi^{(1)}, \xi^{(2)} \cdots \). For the scalar-induced GWs, the leading-order term of \( \hat{\rho}_K \) is fourth order in the scalar perturbations, so we find that

\[
\hat{\rho}_K = \rho_K \tag{21}
\]

is satisfied in any gauge to fourth order in scalar perturbations, which is the main result of this paper. We have proposed an energy density of GWs that is expressed by a 4–scalar which is gauge invariant at leading order. We will provide the explicit form of \( \rho_K \) in perturbation theory in Section V and will show that the gauge-dependent part cancels in \( \hat{\rho}_K \).

**IV. HYPERSONSURFACE DEPENDENCE**

Eq. (21) implies that we can compute \( \rho_K \) for a specific hypersurface in any gauge. The gauge transformation of \( \rho_K \) is given by Eq. (20), which identifies \( \hat{\rho}_K \) with the energy density defined in the original hypersurface in the new gauge. A practical choice of hypersurface might be one where the time coordinate is constant. A gauge transformation will change the constant-time hypersurface and therefore the corresponding energy densities are physically different scalars associated with different spatial hypersurfaces. Here we denote the former as \( \rho_K \) and the latter as \( \hat{\rho}_K \), whereas the gauge transform of \( \rho_K \) is \( \hat{\rho}_K \).

As we already discussed, \( \rho_K \) and \( \hat{\rho}_K \) are physically equivalent and their representations are equal at leading order. However, as we will show in the following, in general we have \( \rho_K \neq \hat{\rho}_K \). This is because gauge dependence and hypersurface dependence are different concepts. The former can be imposed from theoretical consistency, but the latter depends on our choice of the system.

To show that \( \hat{\rho}_K \neq \hat{\rho}_K \) in general, we start with \( \hat{\rho}_K \) which is the energy density associated with the time-like normal in the new gauge

\[
\hat{n}_a = e^{\xi^{(1)}} e^{\xi^{(2)}} \cdots n_a. \tag{22}
\]

The construction of the extrinsic curvature is given coordinate independently, so once we have \( \hat{n}_a \) we straightforwardly obtain

\[
\hat{K}_{ab} = \frac{1}{2} \hat{e}^{a}_c \hat{n}^c \hat{\gamma}_{ab}, \tag{23}
\]

where the spatial metric in the new gauge is

\[
\hat{\gamma}_{ab} = \hat{g}_{ab} + \hat{n}_a \hat{n}_b. \tag{24}
\]

Then, \( \hat{\rho}_K \) can be constructed from \( \hat{K}_{ab}^{TT} \) (which is TT with respect to \( \hat{\gamma}_{ab} \)). We also arrive at Eq. (23) when directly considering the gauge transformation of \( \rho_{ab} \) via Eq. (18).

Next, we will compute \( \hat{\rho}_K \). The gauge transform also applies to the coordinate time \( t \rightarrow \hat{t} \), which consequently defines a time-like normal for the new hypersurface, \( \hat{n}_a \). The fact that we change the constant-time hypersurface in the gauge transform naturally implies

\[
\hat{n}_a \neq n_a, \tag{25}
\]

which can be shown by explicitly calculating the components of the 1-form \( \hat{n}_a \), an example of which we show in Section VB. Then, the spatial metric of the new constant-\( \hat{t} \) hypersurface is

\[
\hat{\gamma}_{ab} \equiv \hat{g}_{ab} + \hat{n}_a \hat{n}_b, \tag{26}
\]

and the extrinsic curvature in the new hypersurface is

\[
\hat{K}_{ab} \equiv \frac{1}{2} \hat{e}^{a}_c \hat{n}^c \hat{\gamma}_{ab}. \tag{27}
\]

The GW energy density associated with the new hypersurface, \( \hat{\rho}_K \), can then be calculated from \( \hat{K}_{ab} \) after applying the covariant TT projection (11) with respect to \( \hat{\gamma}_{ab} \).

From Eqs. (27) and (23), one finds \( \hat{K}_{ab} \neq \hat{K}_{ab} \) and consequently \( \hat{K}_{ab}^{TT} \neq \hat{K}_{ab}^{TT} \), which further implies \( \hat{\rho}_K \neq \hat{\rho}_K \).

We emphasize again that the energy density \( \hat{\rho}_K \) is physically identified with \( \rho_K \) via Eq. (18) but does not represent the energy density associated with the original hypersurface as seen from the new gauge. Instead, \( \hat{\rho}_K \) is the energy density on the new constant-time hypersurface — and therefore contains the TT component associated with \( \hat{\gamma}_{ab} \) and not the original spatial metric \( \gamma_{ab} \). The transformation \( \rho_K \rightarrow \hat{\rho}_K \) is thus not a gauge transformation since they are physically different quantities. In Figure 2, we illustrate the relation between the different hypersurfaces involved in the transformation.

Due to the explicit dependence of \( \rho_K \) on a particular spatial hypersurface, its connection to physical observables is unclear. We leave an investigation into this.
connection to future work. However, $\rho_K$ may still prove useful in analytic studies in cosmology via perturbation theory — which typically need to define a spatial hypersurface. In the following section we will consider its use in both the Newtonian and synchronous gauges.

V. SECOND ORDER PERTURBATION THEORY

In the previous section, we presented the gauge invariance of $\rho_K$ at the lowest order of $\xi$ in a general way. Although $\rho_K$ may be computed in any gauge, it depends on the choice of a hypersurface from which to define the expansion, $K$, and thus the energy densities in Eq. (13). Therefore, identifying the hypersurface where $\rho_K$ behaves as physical GW radiation is important. One approach is to make use of NR simulations, for which we must specify a hypersurface for the evolution of Einstein’s equations. We can then directly compute $\rho_K$ from the simulation itself, i.e. without a perturbative expansion, and see if it behaves as radiation in terms of cosmological evolution. We perform this test in a paper in preparation [69], while in the following we will instead consider an approach based on perturbation theory.

We consider the metric in 3+1 form,

$$ds^2 = -\alpha^2 dt^2 + \gamma_{ij}(\beta^i dt + dx^i)(\beta^j dt + dx^j),$$

(28)

where $\alpha$ is the lapse function, $\beta^i$ is the shift vector, and $x^\mu = (t, x^i)$ are the spacetime coordinates. The normal vector to the constant-time hypersurface is $n^\mu = \alpha^{-1}(1, -\beta^i)$, and the components of the extrinsic curvature are

$$K^{ij} = -\frac{1}{2\alpha}(\ddot{\gamma}^{ij} - \beta^k \partial_k \gamma^{ij} + \gamma^{ik} \partial_k \beta^j + \gamma^{kj} \partial_k \beta^i),$$

(29)

where an overdot implies a derivative with respect to coordinate time, we have defined $\partial_k \equiv \partial/\partial x^k$, and we have $\dot{K}^{00} = K^{0i} = 0 = \dot{\gamma}^{00} = \dot{\gamma}^{0i} = 0$.

In Section V.A, we will first calculate $\rho_K$ in the Newtonian gauge up to fourth order in scalar perturbations. We will then consider a gauge transformation from the Newtonian gauge to the synchronous gauge in Section V.B. Consequently, we will show that the gauge-transformed energy density $\tilde{\rho}_K$ is equivalent to $\rho_K$ at leading order, however, the energy density on the new (synchronous) constant-time hypersurfaces, $\tilde{\rho}_K$, is physically different.

A. Newtonian gauge

First, we consider an FLRW background with scalar perturbations and second-order induced vector and tensor perturbations in the Newtonian gauge. Our metric ansatz is

$$\alpha = e^\phi, \quad \beta_i = C_i^t, \quad \gamma_{ij} = a^2 e^{2\psi}(\delta_{ij} + h_{ij}^H),$$

(30)

where $a(t)$ is the background scale factor, and the superscripts ’t’ and ’H’ imply the non-covariant transverse condition, $\partial_i C_i^t = 0$, and transverse-traceless condition, $\delta_{ij} h_{ij}^H = \delta_{ij} \dot{h}_{ij}^H = 0$, respectively. The tensor perturbation $h_{ij}^H$ is the second-order GWs induced by the scalar perturbations — composed of terms quadratic in the first order $\phi$ and $\psi$. Similarly, the vector perturbation $C_i^t$ is also of quadratic order in the scalar perturbations. In Eq. (30), gauge fixing is perfect up to second order for both vector and scalar perturbations.

Expanding Eq. (29) up to second order for the metric (30), we find

$$K^{ij} = -\frac{1}{2} \dot{\gamma}^{ij} - \frac{1}{2a^4} \partial_j C_i^t - \frac{1}{2a^4} \dot{\partial}_j C_i^t,$$

(31)

$$\frac{K}{3} = \ddot{H} + \dot{\psi}. $$

(32)

Then, the trace-free part of the extrinsic curvature (the shear tensor) is evaluated as

$$K^{ij} - \gamma^{ij} \frac{K}{3} = \frac{1}{2a^2} h_{ij}^t - \frac{1}{2a^2} \partial_j C_i^t - \frac{1}{2a^2} \ddot{\partial}_j C_i^t.$$  

(33)

Applying the projection in Eq. (1), we find the following covariant TT decomposition of the extrinsic curvature

$$K^{ij}_{\text{TT}} = \frac{\dot{h}_{ij}^t}{2a^2}, \quad V^i = -\frac{C_i^t}{2a^2},$$

(34)

and we have $K^{00}_{\text{TT}} = K^{0i}_{\text{TT}} = 0$. Hence, the leading order energy density is

$$\rho_K = \frac{M^2_{\text{pl}}}{8} h_{ij}^t \dot{h}_{ij}^t + \cdots,$$

(35)

which is correct to fourth order in scalar perturbations. This is the energy density of GWs in the constant-time hypersurface in Newtonian gauge. This expression may appear similar to the Isaacson energy density, however, this coincidence is only explicitly valid for the special case of linear tensor modes in a vacuum spacetime. For the case considered here — namely, second-order induced tensor modes — $\rho_K$ does not in general give the same result as the Isaacson energy density.

It has been shown that the RHS of Eq. (35) has physically nice properties in Newtonian gauge. namely that the short-scale induced $\dot{h}_{ij}^t$ contains only oscillating modes for various constant equations of state [18] including during matter domination [49]. These authors find $(\dot{h}_{ij}^t)^2 \propto a^{-3}$ in the Newtonian gauge on subhorizon scales, which further implies $\rho_K \propto a^{-3}$. We expect this result for propagating GWs since they should decay like radiation in an expanding universe. Therefore, the constant-time hypersurface in Newtonian gauge could be a helpful reference to describe physical GWs. The gauge transformation of Eq. (35) is given by Eq. (20) and the energy density is gauge invariant at fourth order in the scalar perturbations as we discussed in Section III.B. We should note that the particular form of Eq. (35) that we find is valid only in the Newtonian gauge.
B. Synchronous gauge

Next, we will compute the GW energy density in the new constant-time hypersurface in the synchronous gauge, i.e., ̃ρK. The metric tensor in the synchronous gauge is written as

\[ \tilde{\alpha} = g_{00} = -1, \quad \tilde{\beta}_i = g_{0i} = \tilde{e}^{S,t}, \]
\[ \tilde{\gamma}_{ij} = \tilde{g}_{ij} = a^2 e^{2\nu S} (\delta_{ij} + \tilde{h}^{S,tt}_{ij}) + 2a^2 \partial_i \partial_j \tilde{E}^S, \]
where we distinguish the perturbations in the synchronous gauge from those in Newtonian gauge using the superscript S. In this gauge, after the equivalent calculation as Eqs. (31) to (34) (see Appendix B for details), we find

\[ \tilde{K}^{ij}_{TT} = \frac{\tilde{h}^{S,tt}_{ij}}{2a^2} - \frac{X^{tt}_{ij}}{2a^2}, \]
\[ \tilde{V}^i = \frac{\partial_i \tilde{E}^S}{2} - \frac{\partial_i \tilde{E}^S \partial_j \partial_j \tilde{E}^S}{2} - \frac{C^{S,t}_{ij}}{2a^2}, \]
where \( X^{tt}_{ij} \) and \( X^t_i \) are defined such that

\[ 4\tilde{Y}^j S \partial_j \partial_i \tilde{E}^S + \partial_k \partial_i \tilde{E}^S \partial_j \partial_j \tilde{E}^S = \tilde{X} \delta_{ij} + 2 \partial_i \partial_j \tilde{X}_t + \partial_i X^t_j + \partial_j X^t_i + X^{tt}_{ij}. \]

This calculation is more complicated than in Newtonian gauge because in this gauge we have a non-vanishing scalar shear, \( \tilde{E}^S \). From Eq. (37), we find

\[ \tilde{\rho}_K = \frac{M_{pl}^2}{8} \left( \tilde{h}^{S,tt}_{ij} - X^{tt}_{ij} \right)^2, \]
from which we can see we have an additional contribution, \( X^{tt}_{ij} \), to \( \tilde{\rho}_K \) in the synchronous gauge hypersurface.

Next we wish to directly compare \( \rho_K \) and \( \tilde{\rho}_K \). The second-order gauge transformation of the metric tensor from the Newtonian gauge to the synchronous gauge gives the relation between the tensor modes in each gauge to be (see Appendix C for details)

\[ \tilde{h}^{S,tt}_{ij} = h^{tt}_{ij} + X^{tt}_{ij} - Y^{tt}_{ij}, \]
where we have introduced

\[ Y_{ij} = a^2 \partial_i \tilde{E}^S \partial_j \tilde{E}^S. \]
Combining Eqs. (41) and (40) we can write \( \tilde{\rho}_K \) in terms of Newtonian gauge variables, which gives

\[ \tilde{\rho}_K = \frac{M_{pl}^2}{8} \left( \tilde{h}^{tt}_{ij} - Y^{tt}_{ij} \right)^2 \neq \rho_K, \]
i.e., the energy density in the new hypersurface (synchronous) is not equal to the energy density on the original hypersurface (Newtonian). The GW energy density in the synchronous gauge hypersurface contains the secondary effect of the scalar shear \( E^S \) via \( Y_{ij} \) — which are not GWs. To remove these fictitious tensor modes, we must correctly identify the constant time hypersurface of the Newtonian gauge from the synchronous gauge, i.e., we must calculate \( \tilde{\rho}_K \) instead of \( \tilde{\rho}_K \). Specifically, this requires using \( \tilde{\gamma}_{\mu\nu} \) instead of \( \tilde{\gamma}_{\mu\nu} \), i.e., calculating \( \tilde{K}^{ij}_{TT} \) instead of \( K^{ij}_{TT} \). Using Eq. (18) for \( n_\mu = -\alpha \delta_{0\mu} \), we find

\[ \tilde{n}_i = a^2 \partial_i \tilde{E}^S. \]
Thus, \( \tilde{n}_\mu \neq n_\mu \) since \( \tilde{n}_\mu = -\delta_{0\mu} \) and we get

\[ \tilde{n}_i \tilde{n}_j - \tilde{n}_n \tilde{n}_j = a^4 \partial_i \tilde{E}^S \partial_j \tilde{E}^S. \]

The two spatial metrics are thus related by

\[ \tilde{\gamma}_{ij} = \tilde{\gamma}_{ij} + a^2 Y_{ij}. \]

This connection implies that for the correct calculation, we should replace \( \tilde{h}^{S,tt}_{ij} \rightarrow h^{S,tt}_{ij} + Y^{tt}_{ij} \) in Eq. (40) and thus in Eq. (43). We thus arrive at \( \tilde{\rho}_K = \rho_K \) correct to fourth order in the scalar perturbations. Thus, we confirmed Eq. (21) for this particular gauge transformation.

In the separate case of linear tensor modes, from Eq. (42) we will have \( Y_{ij} = 0 \), which implies all energy densities are equivalent \( \rho_K = \tilde{\rho}_K = \tilde{\rho}_K \). Therefore, the GW energy density in linear theory is not only gauge independent but also hypersurface independent leading to order.

Let us briefly consider when the hypersurface dependence is negligible at second order, i.e., in which cases we find \( \rho_K \approx \tilde{\rho}_K \). During the radiation era, \( Y_{ij} \) is decreasing as we approach the sub-horizon limit such that \( \rho_K = \tilde{\rho}_K = \tilde{\rho}_K \). During matter domination, the formation of structures leads to natural time variation between different locations in space-time. The synchronous gauge unnaturally synchronizes the time and consequently the scalar shear introduces unphysical effects. As the scalar shear grows during matter domination, so does the additional contribution to (43) and we have \( \tilde{\rho}_K \neq \rho_K \). This argument is limited to the synchronous gauge, however, extending this to a general gauge condition should be possible.

C. Analogy with gauge-invariant scalar perturbations

We may draw an analogy between the gauge invariance of \( \rho_K \) within perturbation theory and the well-known gauge invariant Bardeen potentials in cosmology [70]. One usually finds the “gauge transformation” of metric perturbations by comparing the metric components before and after a gauge transformation. We can then construct gauge invariant variables, such as the Bardeen potentials, by making combinations such that gauge dependent parts cancels one other. We can also construct these variables more concisely from a geometrical perspective, as we will now demonstrate. In linear perturbation theory, we may define the metric perturbation tensor...
as the difference between the physical metric tensor \( g_{ab} \)
and a fictitious background metric tensor \( g_{ab(0)} \), i.e.,
\[
\delta g_{ab} \equiv g_{ab} - g_{ab(0)} \tag{47}
\]
where the parentheses indicate the order of each tensor. Eq. \( \text{Eq. (47)} \) is different from “metric perturbations”
we defined in Eqs. \( \text{Eq. (30)} \) and \( \text{Eq. (36)} \). Once we fix a reference
gauge, we always identify the equivalent background metric \( g_{ab(0)} \), which is obtained by transforming \( g_{ab(0)} \) with
Eq. \( \text{Eq. (18)} \). As a result, \( \delta g_{ab} \) is also considered as a spacetime tensor. To linear order, the gauge transformation
of \( \delta g_{ab} \) is written as
\[
\delta g_{ab} \rightarrow \delta g_{ab} + \xi \delta g_{ab} \tag{48}
\]
Thus, the \textit{metric perturbation tensor} is a linear gauge
invariant, which is a formal construction of a gauge-invariant quantity. In Newtonian gauge, the first order \( \delta g_{ab(1)} \) is constructed from the Bardeen potentials \( \Phi_B \) and \( \Psi_B \). Specifically, in component representation we have
\[
\begin{align*}
\delta g_{00(1)} &= -2\Phi_B, \tag{49} \\
\delta g_{ij(1)} &= 2a^2\Psi_B \delta_{ij}, \tag{50}
\end{align*}
\]
and \( \delta g_{0i(1)} = 0 \). Only in this gauge we find that \( \Phi_B \) and \( \Psi_B \) coincide with the gravitational potential and curvature
perturbations, respectively. However, it is well known that we can always compute the Bardeen potentials as a combination of the perturbations in a generic
gauge. Thus, the metric perturbation tensor is gauge invariant to the lowest order as we simultaneously transform both \( g_{ab} \) and \( g_{ab(0)} \). As shown in Section \( \text{Section V} \), this is analogous to our formalism within perturbation theory.
Namely, we used the constant-time hypersurface in the Newtonian gauge as a reference, and maintaining the same reference for the GW energy density before and after
the gauge transformation we found that \( \rho_K \) is gauge invariant.

VI. CONCLUSIONS

The effective GW energy momentum tensor in the literature is gauge dependent for the second-order scalar-induced GWs. This implies that it is not consistently defined from a spacetime tensor. This is a crucial problem for the physical interpretation of these GWs since any physical quantities must be written as tensors in the physical spacetime. In this paper, we revisited the definition of GWs outside of perturbation theory and showed that the covariant TT part of the extrinsic curvature may represent the kinetic energy of GWs associated with a particular hypersurface. The definition is based only on spacetime tensors. We showed that we can correctly interpret the gauge transformation of the GW energy density by identifying the original hypersurface on which the GW energy density of interest was defined. Our work is consistent with the traditional Isaacson formalism for linear GWs and may be straightforwardly used in analyses of second-order induced GWs. This new energy density has gauge invariance at leading order by construction, and we have shown an example of this by calculating its gauge transformation from the Newtonian to synchronous gauge. Our approach is independent of any form of the stress-energy tensor and therefore is valid for eras of radiation, matter, or dark energy dominance (or any combination of these).

We propose Eq. \( \text{Eq. (14)} \) as a non-perturbative characterization of the kinetic energy density of GWs in the expanding Universe, with the gauge freedom wholly removed.

While \( \rho_K \) is independent of any particular gauge choice (i.e., a map between the physical spacetime and a fictitious background), it is explicitly dependent on a particular choice of spatial hypersurface. The issue of finding hypersurfaces which best represent the physical GWs that we observe remains to be solved [though see \( \text{51} \)]. Additionally, the relation of \( \rho_K \) (as defined on a hypersurface) to the observable signature of GWs remains unclear, and we leave this to future work. However, we have shown that the Newtonian constant-time hypersurface could be useful to study physical (purely oscillating) GWs at second order. We have not explored the extension of \( \rho_K \) to a fully nonlinear framework in this paper. We investigate this extension, making use of NR simulations of nonlinear cosmological structure formation, in a paper in preparation \[69\].
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Appendix A: Index convention

In this paper, we distinguish between the spatial component of tensors (defined with a coordinate basis) and variables labeled by the spatial index (which are not tensors or components of tensors).

As an example of the former, \( K_{\mu \nu} \) represents the components of the spacetime tensor \( K_{ab} \) with a coordinate basis (whereas \( K_{ab} \) is defined without reference to any coordinate basis). \( K_{ij} \) then represents the spatial components of \( K_{\mu \nu} \). The spatial upper indices in \( K^{ij} \) imply the spatial part of \( K^{\mu \nu} \), which is the component of the corresponding tensor in the cotangent space, \( K^{ab} \). The
extrinsic curvature is automatically projected onto the hypersurface, so we have

\[ K^{ij} = g^{i\mu} g^{j\nu} K_{\mu\nu} = \gamma^i k^j, \quad (A1) \]

where the last equality is true only for the tensors projected onto the hypersurface. The index levels are meaningful only for tensors to distinguish the tangent space and the cotangent space.

On the other hand, quantities such as the vector and tensor perturbations \( C^i_1 \) and \( h^i_{1i} \), respectively, and the partial derivative \( \partial_i \) are variables labeled by the spatial indices, which are not components of tensors themselves. In this paper, we do not make use of the Kronecker delta \( \delta_{ij} \) to raise and lower the indices of quantities which are not tensors. Instead, we clarify that we have contraction/summation over repeated indices regardless of position. We choose to have raised indices only for quantities which are tensors.

---

**Appendix B: Covariant TT decomposition in Synchronous gauge**

In this section we provide a derivation for the TT decomposition of the extrinsic curvature associated with the synchronous gauge hypersurfaces, namely Eqs. (37) and (38). We first compute the extrinsic curvature using Eq. (29) for the spatial metric in synchronous gauge (36) and derive the traceless part of the extrinsic curvature (shear tensor). Then, we define \( \tilde{V}^i \) in such a way that the transverse component of the shear tensor is all subtracted. In this section, we always truncate the perturbative expansion at second order in scalar perturbations. The result for \( K_{TT}^{ij} \) in Newtonian gauge shown in Eq. (34) can be found by setting \( E^S = 0 \) in this derivation.

First of all, from Eqs. (29) and (36), we obtain

\[ \tilde{K}^{ij} = \frac{1}{2} \tilde{\gamma}^{ij} - \frac{1}{2 a^2} \partial_j C_i^{S,t} - \frac{1}{2 a^2} \partial_i C_j^{S,t}, \quad (B1) \]

where the tilde implies that the induced metric and associated extrinsic curvature are defined on the constant-time hypersurface in the synchronous gauge. The inverse of the induced metric is

\[ \tilde{\gamma}^{ij} = \frac{1}{a^2} e^{-2\psi} (\delta_{ij} - h_{ij}^{S,tt}) - \frac{2}{a^2} \partial_i \partial_j E^S + \frac{8}{a^2} \psi \partial_i \partial_j E^S + \frac{4}{a^2} \partial_i \partial_k E^S \partial_j \partial_k E^S, \quad (B2) \]

which satisfies \( \tilde{\gamma}^{ij} \tilde{\gamma}_{ij} = \delta_{ij} \). Substituting (B2) into (B1), and taking the trace of the extrinsic curvature, we find

\[ \frac{\tilde{K}}{3} = H + \psi^S + \frac{2}{3} \partial^2 E^S - \frac{2}{3} (\psi^S \partial^2 E^S) - \frac{1}{3} (\partial_i \partial_k E^S \partial_j \partial_k E^S). \quad (B3) \]

From Eqs. (B1) to (B3), we arrive at the following shear tensor:

\[ \tilde{K}^{ij} - \tilde{\gamma}^{ij} \tilde{K}/3 = \frac{1}{a^2} \left[ \frac{1}{3} \partial^2 E^S + \frac{2}{3} (\psi^S \partial^2 E^S) + \frac{2}{3} \psi^S \partial^2 E^S + \frac{1}{3} (\partial_i \partial_k E^S \partial_j \partial_k E^S) \right] \delta_{ij} + \frac{1}{a^2} \frac{h_{ij}^{S,tt}}{\partial_j \partial_j E^S} \partial_i \partial_j E^S - \frac{2}{a^2} (\psi^S \partial_i \partial_j E^S) \partial_j \partial_j E^S + \frac{2}{a^2} \psi^S \partial_i \partial_j E^S \partial_j \partial_k E^S - \frac{2}{a^2} \partial_i \partial_k E^S \partial_j \partial_k E^S + \frac{2}{a^2} \partial_i \partial_j E^S \partial_j \partial_k E^S \partial_j \partial_k E^S - \frac{1}{2 a^2} \partial_i C_j^{S,t} - \frac{1}{2 a^2} \partial_i C_j^{S,t}. \quad (B4) \]

Next, we compute \( (L\tilde{V})^j \). We will put forward an ansatz of \( \tilde{V}^i \) and determine the form to subtract all transverse part from the shear tensor (B4). The covariant derivative of \( \tilde{V}^i \) is defined as

\[ \tilde{D}^j \tilde{V}^i = \tilde{\gamma}^{im} \partial_m \tilde{V}^i + \tilde{\gamma}^{im} \tilde{\Gamma}^i_{mk} \tilde{V}^k, \quad (B5) \]

where \( \tilde{\Gamma}^i_{mk} \) and \( \tilde{D}_i \) are the Christoffel symbol and the covariant derivative with respect to \( \tilde{\gamma}_{ij} \), respectively. Then we find

\[ \tilde{D}^j \tilde{V}^i + \tilde{D}^i \tilde{V}^j = \tilde{\gamma}^{im} \partial_m \tilde{V}^i + \tilde{\gamma}^{im} \partial_m \tilde{V}^j - \tilde{V}^k \partial_k \tilde{\gamma}^{ij}, \quad (B6) \]

Substituting Eq. (B2) into Eq. (B6), we find

\[ \tilde{D}^j \tilde{V}^i + \tilde{D}^i \tilde{V}^j = \frac{1}{a^2} (\partial_j \tilde{V}^i + \partial_i \tilde{V}^j - 2 \psi \partial_j \tilde{V}^i - 2 \psi \partial_i \tilde{V}^j + 2 \tilde{V}^k \partial_k \psi \delta_{ij} \]
\[-2\partial_h \tilde{V}^i \partial_j \partial_k E^S - 2\partial_h \tilde{V}^j \partial_i \partial_k E^S + 2\tilde{V}^k \partial_h \partial_i \partial_j E^S].  \tag{B7}\]

Using (B7) in the definition of \((LV)_{ij}^k\) in Eq. (2), we obtain
\[
(L\tilde{V})_{ij}^k = \frac{1}{a^2}[\partial_j \partial_i E^S - 2\partial^S \partial_j \partial_i E^S - (\partial_h \partial_i E^S \partial_j \partial_k E^S) + \partial_h E^S \partial_j \partial_i \partial_k E^S + \frac{2}{3} \partial_h \partial_k E^S \partial_h \partial_i \partial_j E^S
- \frac{1}{3} \delta_{ij}(\partial_k \partial_h E^S - 2\partial_h \partial_k E^S \partial_j \partial_i E^S + \partial_h E^S \partial_j \partial_k \partial_i E^S - \partial_h \partial_i \partial_j \partial_k E^S) - \frac{1}{2} (\partial_k \partial_h E^S \partial_h \partial_j \partial_i E^S) - \partial_h E^S \partial_h \partial_i \partial_j E^S]
- \frac{1}{2a^2} \partial_j \tilde{X}^i_t - \frac{1}{2a^2} \partial_i \tilde{X}^j_t - \frac{1}{4a^4} \partial_i C_{ij}^{S,t} - \frac{1}{4a^4} \partial_j C_{ij}^{S,t}.  \tag{B10}\]

Finally, combing Eqs. (B4) and (B10), we get
\[
\tilde{K}_{ij} = \tilde{K}_{ij}^0 + \frac{1}{3} - (L\tilde{V})_{ij}^k = \frac{1}{2a^2} \tilde{h}_{ij}^{S,t} + \frac{1}{2a^2} \partial_i \tilde{X}^j_t + \frac{1}{2a^2} \partial_j \tilde{X}^i_t
+ \frac{1}{a^2} \left(2\tilde{V}^j \partial_i E^S + \frac{1}{2} \partial_h \partial_i E^S \partial_j \partial_k E^S \partial_i \partial_k \partial_h E^S \right) \delta_{ij} - \frac{1}{a^2} \left(2\tilde{V}^j \partial_i E^S + \frac{1}{2} \partial_h \partial_i E^S \partial_j \partial_k E^S \right).  \tag{B11}\]

Now, we introduce \(X_{ij}^0\) and \(X_i^0\) via Eq. (39) in the main text. Then, from Eq. (B9) we arrive at the result for \(\tilde{V}^i\) given in Eq. (38), and we thus obtain Eq. (37) via
\[
\tilde{K}_{ij}^0 = \tilde{K}_{ij} - \tilde{V}^j \tilde{K} \frac{T^0}{3} - (L\tilde{V})_{ij}^k = \frac{\tilde{h}_{ij}^t}{2a^2} - \frac{\tilde{X}^t_{ij}}{2a^2}.  \tag{B12}\]

**Appendix C: Gauge transformation of the spacetime metric**

The gauge transformation (18) expands to second order as [67]
\[
\tilde{Q}_0 = \left(1 + \mathcal{E}_{\xi(1)} + \mathcal{E}_{\xi(2)} + \frac{1}{2} \mathcal{E}^2(3) + \cdots \right) Q_0.  \tag{C1}\]

In this appendix, we apply this transformation Eq. (C1) for the metric tensor \(g_{\mu\nu}\) from the Newtonian gauge to the synchronous gauge. We specify the order in scalar perturbations with a subscript in parentheses.

### 1. First order

At first order, the gauge transformation is
\[
\delta^{(1)} g_{00} = -2\xi^{(0)}_1 \tag{C2} \\
\delta^{(1)} g_{0i} = -\partial_i \xi^{(0)}_1 + a^2 \xi^{(1)}_i, \tag{C3} \\
\delta^{(1)} g_{ij} = 2a^2 H_1^{(0)} \delta_{ij} + a^2 \partial_j \xi^{(1)}_i + a^2 \partial_i \xi^{(1)}_j \tag{C4}.
\]

To realize the transformation from Newtonian gauge to the synchronous gauge, the first order \(\xi\) must satisfy
\[
0 = -\phi^{(1)} - \xi^{(0)}_1,  \tag{C5a}\]
\[ 0 = -\partial_i \xi^0_{(1)} + a^2 \xi^1_{(1)}, \quad \text{(C5b)} \]
\[ \psi^S_{(1)} = \psi_{(1)} + H \psi^0_{(1)}, \quad \text{(C5c)} \]
\[ 2a^2 \partial_i \partial_j E^S_{(1)} = a^2 \partial_j \xi^i_{(1)} + a^2 \partial_i \xi^j_{(1)}, \quad \text{(C5d)} \]

From Eqs. (C5b) and (C5d), we get
\[ \xi^i_{(1)} = \partial_i E^S_{(1)}, \quad \text{(C6)} \]
\[ \xi^0_{(1)} = a^2 \dot{E}^S_{(1)}, \quad \text{(C7)} \]

which implies that \( E^S \) satisfies \( \dot{(a^2 \dot{E}^S_{(1)})} = -\phi_{(1)}. \)

### 2. Second order

The second-order gauge transformation from Newtonian gauge to the synchronous gauge is
\[ \delta_{(2)\theta_0} = -2 \xi^0_{(2)} + \xi^0_{(1)} \partial_i \xi^i_{(1)} - 2 \xi^0_{(1)} \partial_i \xi^0_{(1)} - 2 \xi^0_{(1)} \partial_i \phi^0_{(1)} - 4 \phi^0_{(1)} \dot{\xi}^0_{(1)}, \quad \text{(C8)} \]
\[ \delta_{(2)\phi_0} = -\partial_i \xi^0_{(2)} + a^2 \xi^1_{(2)} - \frac{1}{2} \xi^0_{(1)} \partial_i \xi^0_{(1)} - a^2 \xi^0_{(1)} \partial_i \xi^0_{(1)} - (\phi_{(1)} + \xi^0_{(1)}) \partial_i \xi^0_{(1)} + a^2 (\psi_{(1)} + H \xi^0_{(1)}) \dot{\xi}^i_{(1)} \]
\[ + \frac{1}{2} a^2 \partial_k \xi^1_{(1)} \partial_j \xi^k_{(1)} + \frac{1}{2} a^2 \partial_k \xi^1_{(1)} \dot{\xi}^k_{(1)} - \phi_{(1)} \partial_i \xi^0_{(1)} + a^2 \psi_{(1)} \dot{\xi}^i_{(1)} \quad \text{(C9)} \]
\[ \delta_{(2)\psi_{(1)}} = \left[ 2a^2 H \xi^0_{(2)} + 2 \xi^0_{(1)} \partial_i \psi_{(1)} + \xi^0_{(1)} \partial_i (a^2 H \xi^0_{(1)}) \right] \delta_{ij} + a^2 \partial_j \xi^1_{(2)} + a^2 \partial_i \xi^j_{(2)} \]
\[ + 2a^2 H \xi^0_{(1)} \partial_j \xi^0_{(1)} + 2a^2 (H \xi^0_{(1)} + \psi_{(1)}) \partial_i \xi^0_{(1)} \]
\[ + \frac{1}{2} a^2 \partial_k \xi^1_{(1)} \partial_j \xi^k_{(1)} + \frac{1}{2} a^2 \partial_k \xi^1_{(1)} \dot{\xi}^k_{(1)} + a^2 \partial_k \xi^1_{(1)} \partial_j \xi^k_{(1)} \]
\[ + \frac{a^2}{2} \xi^0_{(1)} \partial_j \xi^i_{(1)} + \frac{a^2}{2} \xi^0_{(1)} \partial_i \xi^j_{(1)} + \frac{a^2}{2} \xi^k_{(1)} \partial_k \partial_i \xi^j_{(1)} + \frac{a^2}{2} \xi^k_{(1)} \partial_k \partial_j \xi^i_{(1)} \quad \text{(C10)} \]

Using the constraints at first order in (C5), the second-order gauge transformation is simplified to
\[ \delta_{(2)\theta_0} = -\partial_i \xi^0_{(2)} + a^2 \xi^1_{(2)} + a^2 \partial_k \partial_i E^S_{(1)} \partial_k \dot{E}^S_{(1)} + a^2 (2 \psi^S_{(1)} + a^2 H \dot{E}^S_{(1)}) \partial_i \dot{E}^S_{(1)}, \quad \text{(C11)} \]
\[ \delta_{(2)\psi_{(1)}} = \left[ 2a^2 H \xi^0_{(2)} + 2 \xi^0_{(1)} \partial_i \psi_{(1)} + \xi^0_{(1)} \partial_i (a^2 H \xi^0_{(1)}) \right] \delta_{ij} + a^2 \partial_j \xi^1_{(2)} + a^2 \partial_i \xi^j_{(2)} \]
\[ + 4a^2 \psi^S_{(1)} \partial_j \partial_k E^S_{(1)} + 2a^2 \partial_k \partial_i E^S_{(1)} \partial_j \partial_k E^S_{(1)} + a^4 \dot{E}^S_{(1)} \partial_i \partial_j \dot{E}^S_{(1)} + a^2 \partial_k E^S_{(1)} \partial_k \partial_i \partial_j E^S_{(1)} \quad \text{(C12)} \]

Next, we consider the following decomposition:
\[ \partial_k \partial_i E^S_{(1)} \partial_k \dot{E}^S_{(1)} + (2 \psi^S_{(1)} + a^2 H \dot{E}^S_{(1)}) \partial_i \dot{E}^S_{(1)} = \partial_i Z + Z^I, \quad \text{(C13)} \]

and
\[ 4 \psi^S_{(1)} \partial_j \partial_i E^S_{(1)} + 2a^2 \partial_k \partial_i E^S_{(1)} \partial_j \partial_k E^S_{(1)} + a^2 \dot{E}^S_{(1)} \partial_j \dot{E}^S_{(1)} + \partial_k E^S_{(1)} \partial_k \partial_i \partial_j E^S_{(1)} \]
\[ = \tilde{W} \delta_{ij} + 2a \partial_i W + \partial_i W^I + \partial_i W^I + W^I, \quad \text{(C14)} \]

To realize the synchronous gauge up to second order, the second-order tangents, \( \xi \), must satisfy
\[ \xi^i_{(2)} = \partial_i \xi^S_{(2)} - \partial_i W - W^I, \quad \text{(C15)} \]
\[ \xi^0_{(2)} = a^2 \dot{E}^S_{(2)} - a^2 \dot{W} + a^2 Z. \quad \text{(C16)} \]

The gauge transformation for the secondary vector and tensor perturbations are given as
\[ C^{S}_{(2)i} = C^{(2)i}_i - a W^I + a Z^I, \quad \text{(C17)} \]
\[ h_{(2)ij}^{S,tt} = h_{(2)ij}^{tt} + W_{ij}^{tt}, \]  
(C18)

and integrating by parts we also find

\[ \left[ 4\psi_{(1)}^S \partial_j \partial_i E_{(1)}^S + \partial_k \partial_i E_{(1)}^S \partial_j \partial_k E_{(1)}^S - 2\partial_k \dot{E}_{(1)}^S \partial_j \dot{E}_{(1)}^S \right]_{tt} = W_{ij}^{tt}, \]  
(C19)

where, in the main text, we have used \( W_{ij}^{tt} = X_{ij}^{tt} - Y_{ij}^{tt}. \)
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