Abstract

With the magnitude of graph-structured data continually increasing, graph processing systems that can scale-out and scale-up are needed to handle extreme-scale datasets. While existing distributed out-of-core solutions have made it possible, they suffer from limited performance due to excessive I/O and communication costs.

We present DFOGraph, a distributed fully-out-of-core graph processing system that applies and assembles multiple techniques to enable I/O- and communication-efficient processing. DFOGraph builds upon two-level partitions with adaptive compressed representations to allow fine-grained selective computation and communication. Our evaluation shows DFOGraph outperforms Chaos and HybridGraph significantly (>12.94× and >10.82×) when scaling out to eight nodes.

1 Introduction

Recent Internet-scale graphs can have hundreds of billions of vertices and trillions of edges [6]. Analysis of these massive graphs can be challenging, and recent works include scale-up and scale-out solutions. Scale-up ones process the graph on a single machine using a disk or an array of disks. Scale-out ones include distributed in-memory and out-of-core systems. Although distributed in-memory systems have excellent performance, they require a large number of machines and incur high costs when processing these large graphs. In contrast, distributed out-of-core systems are more cost-efficient.

We propose DFOGraph, a novel distributed out-of-core graph processing system targeting high-speed NVMe SSDs and networks, featuring:

- Fully out-of-core support. Vertex data may not fit in the memory. Previous system Chaos [8] also lies in this category, while some out-of-core systems like HybridGraph [9] and TurboGraph++ [4] do not.
- Relaxed bandwidth assumption. DFOGraph only requires the network bandwidth comparable to per-node disk throughput to scale out. In contrast, Chaos requires the network to outstrip the aggregate disk bandwidth of the whole cluster.

To achieve the goal, we design DFOGraph as follows:

- The core design is vertex-centric [7] push abstraction and two-level partitioning. Pushing enables various optimizations. Partitions narrow the random access span and make pushing practical for fully-out-of-core cases without touching excessive on-disk pages.
- The design enables effective I/O and communication optimizations. CSR (compressed sparse row) or DCSR (doubly-compressed sparse row) are adaptively chosen
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for edge representation of each chunk, reducing the space consumption and the I/O cost. Messages are efficiently filtered, and only needed ones are sent on the wire to reduce the network traffic, resulting in relaxed bandwidth assumptions.

- We develop multiple adaptive strategies of communication. Operations related to disk or network are decomposed and pipelined, which mostly hides the extra latency caused by optimizations, and helps better utilize and trade-off among the CPU, network, and I/O.

2 Core Design

The core design includes vertex-centric push abstraction and two-level (inter-node and intra-node) partitioning.

- Inter-node partitioning. Each partition contains vertices of continuous IDs, and we try to make a balanced weight of \((P \times |V| + |E|)\) for each partition, where \(P\), \(V\), and \(E\) denote the number of partitions, the vertex set, and the edge set of the partition, respectively.

- Intra-node batching. In each machine, we split vertices to batches of fixed size. Random accesses to vertex data are limited to the span of one batch, which is critical for fully-out-of-core cases to eliminate random accesses to disks. Each edge chunk stores edges from the same source partition to the same destination batch.

Corresponding to the two levels, DFOGraph passes each message inter-node and dispatches it intra-node to batches that need it. The communication contains four phases:

1. Generating. Each batch interacts with its vertex data and saves the generated messages to disk.
2. Inter-node passing. Each node sends messages into buffers of each peer’s memory.
3. Intra-node dispatching. Each node dispatches the messages to its batches, resulting in a file storing needed messages for each batch.
4. Processing. Each batch does computation and interacts with vertex data, based on its edges and messages.

3 Optimizations

- Adaptive edge representations. Each chunk is stored as DCSR in \(O(|E|)\) space, and optionally CSR if its space does not exceed \(32|E|\). The representation to use is decided during message processing, based on the estimated cost given the number of incoming messages.

- Adaptive message dispatching strategies. Message dispatching is either sequential or parallel based on the CPU load. Dispatching uses an auxiliary graph, storing the destination batches of each source vertex, which also follows the adaptive edge representations. DFOGraph may choose not to dispatch if the incoming messages are fewer than the dispatching cost.

- Message filtering. Before sending messages to a peer, a node eliminates unneeded messages (whose source vertex does not have outgoing edges to the peer). DFOGraph may choose not to filter if its cost is too high.

- Pipelining. We decompose and pipeline operations of disk or network, hiding the latency of expensive steps such as message filtering. The communication is also pipelined – after a batch of messages completes one phase, it enters the next phase if resources are ready. Sending messages to different peers can be parallel as no data race exists, which happens if extra network bandwidth is available to reduce the latency.

4 Experiments

Table 1 shows the five graphs used for evaluation. Table 2 compares DFOGraph, Chaos, and HybridGraph, running four algorithms with eight AWS EC2 i3en.3xlarge instances. DFOGraph significantly outperforms Chaos (>12.94x) and HybridGraph (>10.82x) on the three smaller graphs. For the trillion-edge graph KRON-38 (fully-out-of-core – 2 TB vertex data vs. 746 GB aggregate memory), we only attempted one PR iteration. Chaos did not complete loading and one iteration in 24 hours, while DFOGraph preprocessed it in 6.51 hours and finished one iteration in 7.36 hours.

To evaluate the effect of intra-node batching to narrow the random accessing span, we ran PR on KRON-34 with four nodes. The memory is enough or insufficient\(^1\) to store vertex data. Table 3 shows the comparison between DFOGraph with a modified version without intra-node batching\(^2\). Given insufficient memory, DFOGraph without batching had massive random accesses to the disk and did not finish one iteration in 6 hours, even though the vertex data is only 1/3 larger than the memory. With batching, DFOGraph performed one iteration in 23 minutes. Batching brings only 8% overhead in the semi-out-of-core case, and enables efficient fully-out-of-core processing.

To measure the I/O and communication efficiency, we ran five PR iterations using DFOGraph and Chaos on RMAT-32 with eight nodes, recording the disk and network traffic

---

\(^1\) Extra memory is locked in a sleeping process.

\(^2\) There are fewer edge chunks without the batches, each storing edges from the same source partition and to the same destination partition (rather than the same destination batch). No message dispatching happens, and threads of each node process messages in parallel. Vertex data is memory-mapped and operations on it need to be atomic.

---

| Graph      | \(|V|/10^6\) | \(|E|/10^9\) | Size/GB |
|------------|-------------|-------------|---------|
| twitter-2010 [1, 2] | 41.7 | 1.47 | 10.9 |
| uk-2014 [1, 2] | 787.8 | 47.61 | 354.7 |
| RMAT-32 [3] | 4 295.0 | 68.72 | 1 024.0 |
| KRON-34 [5] | 17 179.9 | 68.72 | 1 024.0 |
| KRON-38 [5] | 274 877.9 | 1 099.51 | 16 384.0 |

Table 1. Graph datasets for experiments.
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