STATISTICAL STABILITY FOR MULTIDIMENSIONAL PIECEWISE EXPANDING MAPS

JOSÉ F. ALVES, ANTONIO PUMARIÑO, AND ENRIQUE VIGIL

Abstract. We present sufficient conditions for the (strong) statistical stability of some classes of multidimensional piecewise expanding maps. As a consequence we get that a certain natural two-dimensional extension of the classical one-dimensional family of tent maps is statistically stable.
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1. INTRODUCTION

Along this paper we deal with multidimensional piecewise expanding maps defined in some compact subset of an Euclidean space. A first approach to this topic has been made in dimension one by Lasota and Yorke in [12], where they proved the existence of absolutely continuous invariant probability measures for a class of piecewise $C^2$ expanding maps of the interval. The extension to higher dimensions in general is a very delicate question, mostly because of the intricate geometry of the domains of smoothness and their images under iterations. In the last decades many results have appeared in the literature with several different approaches. A first result in dimension two was obtained by Keller in [11]. In the multidimensional case, Gora and Boyarski in [9] proved the existence of absolutely continuous invariant probability measures for maps with a finite number of domains of smoothness under some condition of no cusps in the domains of smoothness. This result
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was later extended by Adl-Zarabi in [1] to piecewise expanding maps allowing cusps in the domains of smoothness, and by Alves in [2] to piecewise expanding maps with countably many domains of smoothness. Similar results were drawn in the particular case of piecewise linear maps by Buzzi and Tsujii in [5, 20], and by the same authors in the case of piecewise real analytic expanding maps of the plane in [6, 19]. A general result on the existence of absolutely continuous invariant probability measures in any finite dimension was given by Saussol in [17] for $C^{1+}$ piecewise expanding maps with infinitely many domains of smoothness under some control on the accumulation of discontinuities under iterations of the map.

Many concrete situations lead to the appearance of families of piecewise expanding maps under conditions that guarantee the existence of absolutely continuous invariant probability measures, in many cases this probability measure being unique. It is then a natural question trying to decide whether these measures depend continuously on the dynamics, i.e the statistical stability of those maps. This question was addressed in [4] for certain robust classes of maps with non-uniform expansion; see also [3]. In [13], the authors consider a one-parameter family $(\Lambda_t)_t$ of two-dimensional piecewise linear maps defined on a triangle in $\mathbb{R}^2$. This family $(\Lambda_t)_t$ is closely related to the family of limit return maps arising when certain three-dimensional homoclinic bifurcations take place; see [18]. It is showed in [13, Proposition 6.1] and the comments following it that $\Lambda_t$ becomes the best choice in the piecewise linear setting for describing the dynamics of the original limit return maps given in [18] when the unstable manifold of the saddle point has dimension two.

The results in the present paper have a twofold aim: to give sufficient conditions for the statistical stability of some general classes of multidimensional piecewise expanding maps; and to prove the statistical stability of the family of maps introduced in [13]. This last result will be obtained as an application of our general result.

1.1. Statistical stability. In this work we consider discrete-time dynamical systems defined in a compact region $R \subset \mathbb{R}^d$, for some $d \geq 1$. Given a measurable map $\phi : R \to R$, we say that a probability measure $\mu$ on the Borel sets of $R$ is $\phi$-invariant if $\mu(\phi^{-1}(A)) = \mu(A)$, for any Borel set $A \subset R$. If $\mu(A) = 0$ whenever $m(A) = 0$, where $m$ denotes the Lebesgue measure on the Borel sets of $\mathbb{R}^d$, then $\mu$ is called absolutely continuous. In this case, there exists an $m$-integrable function $h \geq 0$, usually denoted $d\mu/dm$ and called the density of $\mu$ with respect to $m$, such that for any Borel set $A \subset R$ we have $\mu(A) = \int_A h dm$. A $\phi$-invariant probability measure $\mu$ is called ergodic if $\mu(A)\mu(R \setminus A) = 0$, whenever $\phi^{-1}(A) = A$.

As a consequence of Birkhoff’s Ergodic Theorem we have that any $\phi$-invariant absolutely continuous ergodic probability measure $\mu$ is a physical measure, meaning that for a subset of points $x \in R$ with positive Lebesgue measure we have

$$
\lim_{n \to \infty} \frac{1}{n} \sum_{j=0}^{n-1} f(\phi^j(x)) = \int f d\mu
$$

for all continuous $f : R \to \mathbb{R}$.

Let $I$ be a metric space and $(\phi_t)_{t \in I}$ a family of maps $\phi_t : R \to R$ such that each $\phi_t$ has some absolutely continuous $\phi_t$-invariant probability measure. We say that the family $(\phi_t)_{t \in I}$ is statistically stable if for any $t_0 \in I$, any choice of a sequence $(t_n)_n$ in $I$ converging to $t_0$ and any choice of a sequence of absolutely continuous $\phi_{t_n}$-invariant probability measures $(\mu_{t_n})_n$, then any accumulation point of the sequence of densities
$d\mu_t/dm$ must converge in the $L^1$-norm to the density of an absolutely continuous $\phi_{t_0}$-invariant probability measure. Of course, when each $\phi_t$ has a unique absolutely continuous invariant probability measure $\mu_t$, then statistical stability means that $d\mu_t/dm$ converges in the $L^1$-norm to $d\mu_{t_0}/dm$ when $t \to t_0$. A strictly weaker notion of statistical stability may be given if we assume only weak* convergence of the measures $\mu_t$ to $\mu_{t_0}$ when $t \to t_0$.

1.2. Piecewise expanding maps. Here we state precisely sufficient conditions for the statistical stability of certain higher dimensional families of $C^2$ piecewise expanding maps with countably many domains of smoothness. We follow the approach in [2] which, on its turn, was inspired in [9].

Let $R$ be a compact set in $\mathbb{R}^d$, for some $d \geq 1$. For each $1 \leq p \leq \infty$ we denote by $L^p(R)$ the Banach space of functions in $L^p(m)$ with support contained in $R$, endowed with the usual norm $\| \|_p$. Let $\phi : R \to R$ a map for which there is a (Lebesgue mod 0) partition $\{R_i\}_{i=1}^\infty$ of $R$ such that each $R_i$ is a closed domain with piecewise $C^2$ boundary of finite $(d-1)$-dimensional measure and $\phi_i = \phi|_{R_i}$ is a $C^2$ bijection from $\text{int}(R_i)$, the interior of $R_i$, onto its image with a $C^2$ extension to $R_i$. We say that $\phi$ is piecewise expanding if

\[(P_1)\] there is $0 < \sigma < 1$ such that for every $i \geq 1$ and $x \in \text{int}(\phi(R_i))$

$$\|D\phi_i^{-1}(x)\| < \sigma.$$ 

We say that $\phi$ has bounded distortion if

\[(P_2)\] there is $D \geq 0$ such that for every $i \geq 1$ and $x \in \text{int}(\phi(R_i))$

$$\frac{\|D(J \circ \phi_i^{-1})(x)\|}{|J \circ \phi_i^{-1}(x)|} \leq D,$$

where $J$ is the Jacobian of $\phi$.

Finally, we say that $\phi$ has long branches if

\[(P_3)\] there are $\beta, \rho > 0$ and for each $i \geq 1$ there is a $C^1$ unitary vector field $X_i$ in $\partial \phi(R_i)$ such that:

(a) the segments joining each $x \in \partial \phi(R_i)$ to $x + \rho X_i(x)$ are pairwise disjoint and contained in $\phi(R_i)$, and their union forms a neighborhood of $\partial \phi(R_i)$ in $\phi(R_i)$.

(b) for every $x \in \partial \phi(R_i)$ and $v \in T_x\partial \phi(R_i) \setminus \{0\}$ the angle $\angle(v, X_i(x))$ between $v$ and $X_i(x)$ satisfies $|\sin \angle(v, X_i(x))| \geq \beta$.

Here we assume that at the singular points $x \in \partial \phi(R_i)$ where $\partial \phi(R_i)$ is not smooth the vector $X_i(x)$ is a common $C^1$ extension of $X_i$ restricted to each $(d-1)$-dimensional smooth component of $\partial \phi(R_i)$ having $x$ in its boundary. We also assume that the tangent space of any such singular point $x$ is the union of the tangent spaces to the $(d-1)$-dimensional smooth components it belongs to.

In the one-dimensional case $d = 1$, condition $(P_3)(a)$ is clearly satisfied once we take the sets in the partition of $R$ as being intervals whose images $\phi(R_i)$ have sizes uniformly bounded away from zero. Additionally, condition $(P_3)(a)$ always holds in dimension one, since $\phi(R_i)$ is a 0-dimensional manifold and so $T_x\partial \phi(R_i) = \{0\}$ for any $x \in \phi(R_i)$. In this case we can even take the optimal value $\beta = 1$; see Remark 3.2.

**Theorem A.** Let $I$ be a metric space and $(\phi_i)_{i \in I}$ a family of $C^2$ piecewise expanding maps $\phi_i : R \to R$ with bounded distortion and long branches. Assume that for each $t \in I$

1. for each continuous $f : R \to \mathbb{R}$ we have $\|f \circ \phi_{t'} - f \circ \phi_t\|_d \to 0$ when $t' \to t$;
orbits are dense in $A$ exponents. Furthermore, $A$ Theorem B. Two-dimensional tent maps. 1.3. The family of maps $\Lambda_t : T \to T$ on the triangle $T = T_0 \cup T_1$, where

$$T_0 = \{(x, y) : 0 \leq x \leq 1, \ 0 \leq y \leq x\}, \quad T_1 = \{(x, y) : 1 \leq x \leq 2, \ 0 \leq y \leq 2 - x\},$$

and

$$\Lambda_t(x, y) = \begin{cases} \left(t(x + y), t(x - y)\right), & \text{if } (x, y) \in T_0; \\ \left(t(2 - x + y), t(2 - x - y)\right), & \text{if } (x, y) \in T_1. \end{cases}$$

The domains $T_0$ and $T_1$ are separated by a straight line segment $C = \{(x_1, x_2) \in T : x_1 = 1\}$ that we call the critical set of $\Lambda_t$.

As shown in [15], the map $\Lambda_1$ displays the same properties of the one-dimensional tent map $\lambda_2(x) = 1 - 2|x|$. Among them, the consecutive pre-images $\{\Lambda_t^{-n}(C)\}_{n \in \mathbb{N}}$ of the critical line $C$ define a sequence of partitions (whose diameter tends to zero as $n$ goes to infinity) of $T$ leading them to conjugate $\Lambda_1$ to a one sided shift with two symbols. Hence, it easily follows that $\Lambda_1$ is transitive in $T$. Furthermore, for every point $(x_0, y_0) \in T$ whose orbit never hits the critical line the Lyapunov exponent of $\Lambda_1$ along the orbit of $(x_0, y_0)$ is positive (and coincides with $\frac{1}{2} \log 2$) in all nonzero direction. Finally, it can be constructed an absolutely continuous ergodic invariant probability measure for $\Lambda_1$; see [15]. Because of this, $\Lambda_1$ was called the two-dimensional tent map. Since the parameter $t$ in (2) essentially gives the rate of expansion for $\Lambda_t$ (playing the same roll of the parameter $a$ for $\lambda_a(x) = 1 - a|x|$), the family $(\Lambda_t)_t$ can be considered as a natural extension of the one-dimensional family of tent maps and naturally called a family of two-dimensional tent maps.

The results obtained in [15] for $t = 1$ were extended to a larger set of parameters. More precisely, it was proved in [14] that for each $t \in [\tau, 1]$, with $\tau = \frac{1}{\sqrt{2}}(\sqrt{2} + 1)^{\frac{1}{2}} \approx 0.882$, the map $\Lambda_t$ exhibits a strange attractor $A_t \subset T$: $\Lambda_t$ is (strongly) transitive in $A_t$, the periodic orbits are dense in $A_t$, and there exists a dense orbit in $A_t$ with two positive Lyapunov exponents. Furthermore, $A_t$ supports a unique absolutely continuous $\Lambda_t$-invariant ergodic probability measure $\mu_t$. As an application of Theorem A we shall obtain the following result.

**Theorem B.** The family $(\Lambda_t)_{t \in [\tau, 1]}$ is statistically stable.
As each $\Lambda_t$ has a unique absolutely continuous invariant probability measure $\mu_t$, the statistical stability means in this case that $d\mu_t/dm$ converges in the $L^1$-norm to $d\mu_{t_0}/dm$ when $t \to t_0$, for each $t_0 \in [\tau, 1]$.

2. Functions of bounded variation

The main ingredient for the proof of Theorem [1] is the notion of variation for functions in multidimensional spaces. We adopt the definition given in [8]. Given $f \in L^1(\mathbb{R}^d)$ with compact support we define the variation of $f$ as

$$V(f) = \sup \left\{ \int f \text{div}(g) dm : g \in C^1_0(\mathbb{R}^d, \mathbb{R}^d) \text{ and } \|g\| \leq 1 \right\},$$

where $C^1_0(\mathbb{R}^d, \mathbb{R}^d)$ is the set of $C^1$ functions from $\mathbb{R}^d$ to $\mathbb{R}^d$ with compact support, $\text{div}(g)$ is the divergence of $g$ and $\| \cdot \|$ is the sup norm in $C^1_0(\mathbb{R}^d, \mathbb{R}^d)$. Given a bounded set $R \subset \mathbb{R}^d$ we consider the space of bounded variation functions in $L^1(R)$

$$BV(R) = \left\{ f \in L^1(R) : V(f) < +\infty \right\}.$$

Contrarily to the classical one-dimensional definition of bounded variation, a multidimensional bounded variation function need not to be bounded; see [10]. However, by Sobolev’s Inequality (see e.g. [8, Theorem 1.28]) there is some constant $C > 0$ (only depending on the dimension $d$) such that for any $f \in BV(R)$

$$\left( \int |f|^p dm \right)^{1/p} \leq C V(f), \quad \text{with } \quad p = \frac{d}{d-1}. \quad (3)$$

This in particular gives $BV(R) \subset L^p(R)$. We shall use the following properties of bounded variation functions whose proofs may be found in [7] or [8]:

(B1) $BV(R)$ is dense in $L^1(R)$;

(B2) if $(f_k)_k$ is a sequence in $BV(R)$ converging to $f$ in the $L^1$-norm, then $V(f) \leq \lim \inf_k V(f_k)$;

(B3) if $(f_k)_k$ is a sequence in $BV(R)$ such that $(\|f_k\|_1)_k$ and $(V(f_k))_k$ are bounded, then $(f_k)_k$ has some subsequence converging in the $L^1$-norm to a function in $BV(R)$.

3. Piecewise expanding maps

In this section we prove Theorem [1]. Let $\{R^i_t\}_{i=1}^\infty$ be the domains of smoothness of $\phi_t$ with $t \in I$ satisfying the assumptions of Theorem [1] and define $\phi_{t,i} = \phi_t|_{R^i_t}$ for all $i \geq 1$. For each $t \in I$ we consider the Perron-Frobenius operator

$$P_t : L^1(R) \rightarrow L^1(R)$$

defined for $f \in L^1(R)$ as

$$P_t f = \sum_{i=1}^\infty \int_{\phi^{-1}_t(R^i_t)} f \circ \phi_t^{-1} \chi_{\phi_t(R^i_t)}.\,$$

It is well known that the following two properties hold for each $P_t$.

(C1) $\|P_t f\|_1 \leq \|f\|_1$ for every $f \in L^1(R)$;

(C2) $P_t f = f$ if and only if $f$ is the density of an absolutely continuous $\phi_t$-invariant probability measure.
Considering $0 < \lambda < 1$ and $K > 0$ as in the statement of Theorem \[A\] the proof of the next lemma follows immediately from \[2\] Lemma 5.4 & Lemma 5.5 with

$$K_1 = K \sum_{j=0}^{\infty} \lambda^j.$$ 

**Lemma 3.1.** Given $t \in I$ and $j \geq 1$ we have for each $f \in BV(R)$

$$V(P_t^j f) \leq \lambda^j V(f) + K_1 \|f\|_1.$$

**Remark 3.2.** The proof of \[2\] Lemma 5.4 uses \[9\] Lemma 3 applied to the sets $S = \phi(R_i)$, which gives for a function $f \in C^1(S)$,

$$\int_{\partial S} |f| dm \leq \frac{1}{\beta} \left( \frac{1}{\rho} \int_S |f| dm + \int_S |Df| dm \right).$$

(4)

In the one-dimensional case we have for any interval $S$ and $x \in S$

$$f(x) \leq \frac{1}{|S|} \int_S |f| dm + \int_S |Df| dm,$$

which yields a formula similar to (4) in the one-dimensional case with $\beta = 1$.

In the proof of the result below we follow some standard arguments with functions of bounded variation, namely those used in \[12\] for the one-dimensional case.

**Proposition 3.3.** Given $t \in I$ and $f \in L^1(R)$ the sequence $1/n \sum_{j=0}^{n-1} P_t^j f$ has some accumulation point in the $L^1$-norm. Moreover, any such accumulation point belongs to $BV(R)$ and has variation bounded by $4K_1 \|f\|_1$.

**Proof.** Given $f \in L^1(R)$, by property (B$_1$) we may consider a sequence of functions $(f_k)_k$ in $BV(R)$ converging to $f$ in the $L^1$-norm. With no loss of generality we may assume that $\|f_k\|_1 \leq 2\|f\|_1$ for every $k \geq 1$. It follows from Lemma 3.1 that for each $k \geq 1$ and large $j$ we have

$$V(P_t^j f_k) \leq \lambda^j V(f_k) + K_1 \|f_k\|_1 \leq 3K_1 \|f\|_1.$$

So, for large $n$ we have

$$V \left( \frac{1}{n} \sum_{j=0}^{n-1} P_t^j f_k \right) \leq 4K_1 \|f\|_1.$$

Using that $\|f_k\|_1 \leq 2\|f\|_1$ for every $k \geq 1$, it easily follows from (C$_1$) that

$$\left\| \frac{1}{n} \sum_{j=0}^{n-1} P_t^j f_k \right\|_1 \leq 2\|f\|_1.$$

Then it follows from (B$_3$) that there exists some $g_k \in BV(R)$ and a sequence $(n_i)_i$ such that $1/n_i \sum_{j=0}^{n_i-1} P_t^j f_k$ converges in the $L^1$-norm to $g_k$ as $i$ goes to $+\infty$. Moreover, by (B$_2$) we have $V(g_k) \leq 4K_1 \|f\|_1$ for every $k \geq 1$. Hence, we may apply the same argument to the sequence $(g_k)_k$ and obtain a subsequence $(k_i)_i$ such that $(g_{k_i})_i$ converges in the $L^1$-norm to some $g \in BV(R)$ with $V(g) \leq 4K_1 \|f\|_1$. Hence, there must be some sequence $(n_k)_k$
converging to $+\infty$ for which $1/n_\ell \sum_{j=0}^{n_{\ell}-1} P_\ell^j f_{k_\ell}$ converges to $g$ in the $L^1$-norm as $\ell \to +\infty$. On the other hand,
\[ \left\| \frac{1}{n_\ell} \sum_{j=0}^{n_{\ell}-1} (P_\ell^j f_{k_\ell} - P_\ell^j f) \right\|_1 \leq \frac{1}{n_\ell} \sum_{j=0}^{n_{\ell}-1} \| f_{k_\ell} - f \|_1 = \| f_{k_\ell} - f \|_1 \]
and this last term goes to 0 as $\ell \to +\infty$. This clearly gives that $1/n_\ell \sum_{j=0}^{n_{\ell}-1} P_\ell^j f$ converges to $g$ in the $L^1$-norm.

To prove the second part of the lemma, consider some subsequence of $1/n_\ell \sum_{j=0}^{n_{\ell}-1} P_\ell^j f$ converging to $f_0$ in the $L^1$-norm. Taking that subsequence playing the role of the whole sequence in the argument above we easily see that $f_0$ satisfies the conclusion by uniqueness of the limit. \qed

**Corollary 3.4.** If $h_\ell$ is the density of an absolutely continuous $\phi_\ell$-invariant probability measure, then $h_\ell \in BV(R)$ and $V(h_\ell) \leq 4K_1$.

**Proof.** Take $h_\ell$ the density of an absolutely continuous $\phi_\ell$-invariant probability measure. We have from property (C) that $P_\ell^j h_\ell = h_\ell$ for all $j \geq 1$. This implies that the sequence $1/n_\ell \sum_{j=0}^{n_{\ell}-1} P_\ell^j h_\ell$ is constant and equal to $h_\ell$, and so the result follows. \qed

Now we are in conditions to conclude the proof of Theorem A. Let $(t_n)_n$ be a sequence in $I$ converging to some $t_0 \in I$. Assume that for each $n \geq 1$ we have an absolutely continuous $\phi_{t_n}$-invariant probability measure $\mu_n$ and consider
\[ h_n = \frac{d\mu_n}{dm}. \]
Using the fact that each $h_n$ is the density of a probability measure and Corollary 3.4 we have for all $n \geq 1$
\[ \| h_n \|_1 = 1 \quad \text{and} \quad V(h_n) \leq 4K_1. \]
Hence, by (B2) and (B3) there exists $h_0 \in BV$ with $V(h_0) \leq 4K_1$ such that the sequence $(h_n)_n$ converges to $h_0$ in the $L^1$-norm. Let $\mu_0$ be the probability measure in $R$ whose density with respect to $m$ is $h_0$. Theorem A is now a consequence of the following lemma.

**Lemma 3.5.** $\mu_0$ is a $\phi_{t_0}$-invariant measure.

**Proof.** Since the sequence $(h_n)_n$ converges to $h_0$ in the $L^1$-norm, it easily follows that $(\mu_n)_n$ converges to $\mu_0$ in the weak* topology. Thus, given any $f : R \to \mathbb{R}$ continuous we have
\[ \int f d\mu_n \to \int f d\mu, \quad \text{when } n \to \infty. \]
On the other hand, since $\mu_n$ is $\phi_{t_n}$-invariant we have
\[ \int f d\mu_n = \int (f \circ \phi_{t_n}) d\mu_n, \quad \text{for every } n. \]
It is enough to prove that
\[ \int (f \circ \phi_{t_0}) d\mu_n \to \int (f \circ \phi_{t_0}) d\mu, \quad \text{when } n \to \infty. \]
We have
\[
\left| \int (f \circ \phi_t) d\mu_n - \int (f \circ \phi_0) d\mu \right| \\
\leq \left| \int (f \circ \phi_t) d\mu_n - \int (f \circ \phi_0) d\mu_n \right| + \left| \int (f \circ \phi_0) d\mu_n - \int (f \circ \phi_0) d\mu \right| \\
\leq \int |f \circ \phi_t - f \circ \phi_0| d\mu_n + \int (f \circ \phi_0) d\mu_n - \int (f \circ \phi_0) d\mu \\
= \int |f \circ \phi_t - f \circ \phi_0| h_n dm + \int (f \circ \phi_0) (h_n - h_0) dm.
\]
Now using (3) we easily get that each \( h_n \in L^p(R) \) with \( p = d/(d - 1) \) and
\[
\|h_n\|_p \leq CV(h_n) \leq 4CK_1.
\]
Observing that \( 1/p + 1/d = 1 \), then by Hölder’s Inequality we get
\[
\int |f \circ \phi_t - f \circ \phi_0| h_n dm \leq \|f \circ \phi_t - f \circ \phi_0\|_d \cdot \|h_n\|_p \leq 4C_dK_1\|f \circ \phi_t - f \circ \phi_0\|_d,
\]
and this clearly converges to zero, when \( n \to +\infty \), by assumption (1) in the statement of Theorem \( A \). On the other hand, as \( f \) is bounded we have
\[
\left| \int (f \circ \phi_0) (h_n - h_0) dm \right| \leq \|f \circ \phi_0\|_\infty \cdot \|h_n - h_0\|_1
\]
and this clearly converges to 0 when \( n \to +\infty \) as well. \( \square \)

4. Two-dimensional tent maps

In this section we shall prove Theorem \( B \). The idea is to obtain it as a corollary of Theorem \( A \). As observed before, each \( \Lambda_t \) is strongly transitive: any open set becomes the whole space under a finite number of iterations by \( \Lambda_t \). This implies that the absolutely continuous \( \Lambda_t \)-invariant ergodic probability measure \( \mu_t \) must be unique. Moreover, any power of \( \Lambda_t \) has a unique absolutely continuous invariant ergodic probability measure as well, which must necessarily coincide with \( \mu_t \). Thus, it is enough to obtain the statistical stability for some power of the maps in our family.

We are going to see that the family \( (\Lambda^3_t)_{t \in [\tau,1]} \) is in the conditions of Theorem \( A \). Namely, each \( \Lambda^3_t : T \to T \) is a \( C^2 \) piecewise expanding map with bounded distortion and long branches with constants \( \sigma_t, D_t, \beta_t, \rho_t \) satisfying (P1), (P2) and (P3), and
\[
\sigma_t \left( 1 + \frac{1}{\beta_t} \right) \leq \lambda \quad \text{and} \quad D_t + \frac{1}{\beta_t \rho_t} + \frac{D_t}{\beta_t} \leq K, \tag{5}
\]
for some choice of uniform constants \( 0 < \lambda < 1 \) and \( K > 0 \); observe that as the maps \( \Lambda^3_t \) are continuous then the first condition in Theorem \( A \) is trivially satisfied.

From the definition of \( \Lambda_t \) in (1) and (2) we obviously have that \( T_0 \) and \( T_1 \) are the domains of smoothness of \( \Lambda_t \). The map \( \Lambda_t \) is piecewise linear with
\[
D\Lambda_t(x) = \begin{pmatrix} t & t \\ t & -t \end{pmatrix}
\]
for $x \in T_0 \setminus C$, and

$$D \Lambda_t(x) = \begin{pmatrix} -t & t \\ -t & -t \end{pmatrix}$$

for $x \in T_1 \setminus C$. From here we deduce that for all $x \in T \setminus C$ we have

$$\|D \Lambda_t^{-1}(x)\| \leq \frac{1}{2t}. \quad (6)$$

Now take $R = T$ and $\{R_t\}_{i=1}^8$ the (Lebesgue mod 0) partition of $R$ given by the domains of smoothness of $\Lambda_t^3$. From (6) we easily deduce that
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\caption{(a) for $\Lambda_t$}
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\caption{Smoothness domains: (a) for $\Lambda_t$ (b) for $\Lambda_t^2$ (c) for $\Lambda_t^3$}
\end{figure}

$$\|D \Lambda_t^3(x)\| \leq \frac{1}{8t^3} := \sigma_t < 1$$

and so property (P_1) holds for each $t \in [\tau, 1]$; recall that $\tau \approx 0.88$. Since $\Lambda_t^3$ is linear on each domain of smoothness, then it has 0 distortion. Thus we obtain property (P_2) with $D_t = 0$, for each $t \in [\tau, 1]$.

Let us now check (P_3). As each $\Lambda_t^3$ is linear on each $R_t^i$ and preserves angles, it is enough to obtain the geometric property (P_3) for the domains $R_t^i$’s instead of their images. Since the pre-image of the critical set $C$ delimits the boundary of the domains of smoothness, it easily follows that the boundary of each $R_t^i$ is formed by at most five straight line segments with slope $-1, 0, 1$ or $\infty$ meeting at an angle at least $\pi/4$; see Figure 1(c). Then, it is

\begin{figure}[h]
\centering
\includegraphics[width=0.3\textwidth]{d.png}
\caption{A long branch for $\Lambda_t^3$}
\end{figure}
not hard to check that for every $t \in [\tau, 1]$ and $i = 1, \ldots, 8$ there is a piecewise $C^1$ unitary vector filed $X_t^i$ in $\partial R_t^i$ such that

$$| \sin \angle(v, X_t^i(x)) | \geq \sin \frac{\pi}{8} := \beta_t$$

for every $x \in \partial R_t^i$ and $v \in T_x \partial R_t^i \setminus \{0\}$; see Figure 2. To prove the existence of $\rho_t$ is enough to observe that the domains of smoothness of $\Lambda_t^3$ depend continuously on the parameter $t$ as illustrated in Figure 3 and so it is possible to choose an uniform value of $\rho$ such that (P_3) holds for each $t \in [\tau, 1]$.

**Figure 3. Domains of smoothness: (a) for $\Lambda_1^3$ (b) for $\Lambda_\tau^3$**

Altogether this shows that there are $0 < \lambda < 1$ and $K > 0$ such that

$$\sigma_t \left( 1 + \frac{1}{\beta_t} \right) \leq \frac{1}{8\beta^3} \left( 1 + \frac{1}{\sin(\pi/8)} \right) \leq \lambda$$

for every $t \in [\tau, 1]$ (recall that $\tau \approx 0.88$) and

$$D_t + \frac{1}{\beta_t \rho_t} + \frac{D_t}{\beta_t} = \frac{1}{\rho \sin(\pi/8)} := K,$$

thus having proved (5) and hence Theorem B.
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