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Abstract

The Poincaré sphere is a graphical representation in a three-dimensional space for the polarization of light. Similarly, an optical element with spatially varying birefringence can be represented by a surface on a four-dimensional “Poincaré hypersphere”. A projection of this surface onto the traditional Poincaré sphere provides an intuitive geometric description of the polarization transformation performed by the element, as well as the induced geometric phase. We apply this formalism to quantify the effects of birefringence on the image quality of an optical system.

1 Introduction

Several recent technologies have enabled the production of optical elements with tailored spatially varying birefringence, allowing the generation of beams with complex polarization patterns [1]. These technologies include metasurfaces composed of plasmonic [2,3] or dielectric [4–8] nanostructures, as well as liquid crystal devices such as $q$-plates [9–11], light valves [12,13], and spatial light modulators [14]. Spatially varying birefringence also occurs naturally in standard materials like plastic or glass, due to internal mechanical stress. Stress-induced birefringence in optical elements can result from their manufacture process or be caused by their mount, and often has undesirable effects on their optical performance [15]. It is worth mentioning, though, that stress can also be tailored to produce birefringence distributions [16] that are useful in polarimetry [17–19] or for the generation of beams with interesting polarizations [20–22].

In this work we propose a geometric description of spatially varying birefringence distributions, whether they are designed or accidental, based on a generalization of the Poincaré sphere, which is usually employed to describe beams and not materials. Our assumption is that the material is transparent.
(i.e. absorption is negligible), static (i.e. it induces no depolarization), and thin
(so that the polarization transformation it induces is local).

2 Jones matrix of a birefringent mask

The Jones matrix of a thin, transparent birefringent mask (BM) can in general
be written as [21]

\[
\mathbb{J}(x) = \exp(i\Gamma) \begin{bmatrix} \mathbf{p}_1 \mathbf{p}_1^\dagger \exp(-i\delta) + \mathbf{p}_2 \mathbf{p}_2^\dagger \exp(i\delta) \end{bmatrix},
\]

where \(x\) is a two-dimensional spatial coordinate determining a position over
the surface of the mask, \(\Gamma(x)\) is a global phase function, \(\mathbf{p}_{1,2}(x)\) are the two
(not necessarily linear) eigenpolarizations at each point of the BM, \(\delta(x)\) is half
the phase mismatch (retardance) between these eigenpolarizations, and \(\mathbf{p}_j^\dagger\)
is a conjugate transpose. Since \(\mathbb{J}\) is invariant to a full-wave retardance increment,
we may restrict \(\delta \in [0, \pi]\) without loss of generality. In fact, any BM can be
represented within the range \(\delta \in [0, \pi/2]\), since the substitution \(\delta \rightarrow \pi - \delta\)
simply reverses the roles of \(\mathbf{p}_1\) and \(\mathbf{p}_2\) and introduces a \(\pi\) phase shift that can
be absorbed by \(\Gamma\).

We assume a transparent mask, so the Jones matrix is unitary and hence \(\Gamma\)
and \(\delta\) are real and the eigenpolarizations \(\mathbf{p}_j\) are orthonormal. For convenience,
in what follows we use the circular polarization basis. The eigenpolarizations of
the BM are

\[
\mathbf{p}_{1,2}(x) = \frac{1}{\sqrt{2}} \begin{bmatrix} \pm \cos(\Theta/2) + \sin(\Theta/2) e^{-i\Phi/2} \\
\cos(\Theta/2) \mp \sin(\Theta/2) e^{i\Phi/2} \end{bmatrix},
\]

where the functions \(\Theta(x)\) is \([-\pi/2, \pi/2]\) and \(\Phi(x)\) is \([0, 2\pi]\) are the latitude and
longitude angles of \(\mathbf{p}_1(x)\) over the Poincaré sphere. By expanding Eq. (1), the
Jones matrix may be written as

\[
\mathbb{J}(x) = \exp(i\Gamma) \begin{bmatrix} q_0 - iq_3 & -q_2 - iq_1 \\
q_2 - iq_1 & q_0 + iq_3 \end{bmatrix},
\]

where the \(q_n\) are the elements of a unit four-vector \(\vec{q}(x)\), given by

\[
q_0(x) = \cos \delta, \quad q_1(x) = \sin \delta \cos \Theta \cos \Phi, \quad q_2(x) = \sin \delta \cos \Theta \sin \Phi, \quad q_3(x) = \sin \delta \sin \Theta.
\]

3 Poincaré sphere and hypersphere

We now provide a geometric description of the birefringence distribution over
the same three-dimensional Poincaré sphere that describes the field’s polarization.
The polarization state of the incident field \(\mathbf{E}_0\) can be represented on
the Poincaré sphere by its normalized Stokes vector \( s = (s_1, s_2, s_3) \). At each point over the BM, the local eigenpolarizations \( p_{1,2} \) have Stokes parameters \( \mathbf{s}_{p_{1,2}} = \pm (\cos \Theta \cos \Phi, \cos \Theta \sin \Phi, \sin \Theta) \), which correspond to antipodal points on the surface of the Poincaré sphere.

Similarly, the unit vector \( \mathbf{q} \) is constrained to the hypersurface of a 4D unit hypersphere (the “Poincaré hypersphere”), described by a polar angle \( \delta \) and the latitude and longitude angles \( \Theta \) and \( \Phi \). As mentioned earlier, replacing \( \delta \rightarrow \pi - \delta \) is equivalent to swapping \( \mathbf{p}_1 \) and \( \mathbf{p}_2 \), that is, to changing \( \Theta \rightarrow -\Theta \) and \( \Phi \rightarrow \Phi + \pi \). Any pair of antipodal points \( \mathbf{q} \) and \( -\mathbf{q} \) on the Poincaré hypersphere then correspond to the same birefringence, so only the upper half of the hypersphere (where \( \delta \in [0, \pi/2] \), \( q_0 \geq 0 \)) is needed to describe an arbitrary BM. This half of the hypersphere can be projected onto the solid 3D Poincaré sphere by dropping the coordinate \( q_0 = (1 - |\mathbf{q}|^2)^{1/2} \), where \( \mathbf{q} = (q_1, q_2, q_3) \).

The resulting projection \( \mathbf{q} \) onto the Poincaré sphere lies in the direction of \( \mathbf{s}_{p_1} \) at a distance \( |\mathbf{q}| = \sin \delta \) from the origin. Note that points for which \( \delta \in (\pi/2, \pi] \) (that is, \( q_0 < 0 \)) must be mapped onto \( -\mathbf{q} \), and therefore a smooth transition in which \( \delta \) crosses \( \pi/2 \) corresponds to points leaving the 3D Poincaré sphere at one point over its surface and reentering at the opposite point (with a \( \pi \) phase offset, as discussed above).

At each point of the BM, the local effect on the incident polarization \( s \) is a rotation on the Poincaré sphere about the axis \( \mathbf{s}_{p_1} \mathbf{s}_{p_2} \) through an angle \( 2 \delta \) [23,24]. The quaternion algebra formalism, which has been used previously to describe polarized light [25–28], provides an intuitive description of this transformation. The Jones matrix of the BM can be expanded as

\[
\mathbf{J}(x) = q_0 \mathbf{\sigma}_0 + \mathbf{q} \cdot \mathbf{\sigma},
\]

where \( \mathbf{\sigma}_0 \) is the 2 \( \times \) 2 identity matrix and \( \mathbf{\sigma} = (\mathbf{\sigma}_1, \mathbf{\sigma}_2, \mathbf{\sigma}_3) \), with

\[
\mathbf{\sigma}_1 = \begin{bmatrix} 0 & -i \\ -i & 0 \end{bmatrix}, \quad \mathbf{\sigma}_2 = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix}, \quad \mathbf{\sigma}_3 = \begin{bmatrix} -i & 0 \\ 0 & i \end{bmatrix}.
\]

Then \( \mathbf{J}(x) \) can be regarded as a quaternion with basic units \( \mathbf{\sigma}_n \) \( (n = 1, 2, 3) \) since \( \mathbf{\sigma}_1^2 = \mathbf{\sigma}_2^2 = \mathbf{\sigma}_3^2 = \mathbf{\sigma}_1 \mathbf{\sigma}_2 \mathbf{\sigma}_3 = -\mathbf{\sigma}_0 \). To describe the transformation of the input Stokes parameters by the BM, we use the polarization matrix [29]

\[
\mathbf{W} = (\mathbf{E}_0 \mathbf{E}_0^\dagger)_t = \frac{1}{2} \mathbf{S}_0 (\mathbf{\sigma}_0 + i \mathbf{s} \cdot \mathbf{\sigma}),
\]

where \( \langle \cdot \rangle_t \) indicates a temporal average in the case of partially polarized light, and the Stokes parameter \( \mathbf{S}_0 \) is the total intensity. The polarization matrix after the BM is then \( \mathbf{W}' = \mathbf{J} \mathbf{W} \mathbf{J}^\dagger \). Since \( \mathbf{J}^\dagger = \mathbf{J}^{-1} \), this leads to the relations \( \mathbf{S}_0' = \mathbf{S}_0 \) and

\[
\mathbf{s}' \cdot \mathbf{\sigma} = \mathbf{J} (\mathbf{s} \cdot \mathbf{\sigma}) \mathbf{J}^{-1},
\]

where \( \mathbf{S}_0' \) and \( \mathbf{s}' \) are the output Stokes parameters. The pure quaternions \( \mathbf{s} \cdot \mathbf{\sigma} \) and \( \mathbf{s}' \cdot \mathbf{\sigma} \) correspond to points in a three-dimensional space (namely the Poincaré sphere), so Eq. (8) describes a rotation by the unit quaternion \( \mathbf{J} \). By explicitly writing

\[
\mathbf{J}(x) = \mathbf{S}_0 \cos \delta + \mathbf{q} \cdot \mathbf{\sigma} \sin \delta,
\]
one can see that indeed the axis of rotation is the unit vector $\hat{q} = q/|q|$ and the angle of rotation is equal to the retardance $2\delta$, following the right-hand rule as shown in Fig. 1.

![Figure 1: Rotation of the input polarization at a single point on the BM, illustrated for cases where the input polarization and local BM eigenpolarizations are (a) linear and (b) elliptical. Since $|q| = \sin \delta$, an orthogonal projection of $q$ onto the surface of the sphere spans half the rotation angle (shown in green).](image)

Taking into account the spatial variation of the BM, the distribution $\vec{q}(\mathbf{x})$ corresponds to a surface on the Poincaré hypersphere, which can be projected onto a surface $q(\mathbf{x})$ within the solid Poincaré sphere. Therefore, a uniformly polarized incident field is transformed into a spatially varying polarization, which also occupies a surface on the Poincaré sphere, as seen in Fig. 2. The irregular distribution shown in Fig. 2(a) serves to illustrate the general case of a BM with elliptical eigenpolarizations. For devices with linear eigenpolarizations, such as the $q$-plate and stress-engineered optic (SEO) [16] shown in Figs. 2(b-d), $q(\mathbf{x})$ is confined to the equatorial disk. Notice that a $q$-plate and an SEO convert uniform right-circular polarization into distributions occupying a ring and a spherical cap, respectively. In the $\delta = \pi/2$ limit, the $q$-plate produces a left-circularly polarized beam with a phase vortex having the same topological charge as its eigenpolarization pattern [9]. Similarly, if the stress coefficient of the SEO is increased until $q(\mathbf{x})$ spans the equatorial disk, then any incident polarization is transformed into a beam which covers the entire surface of the sphere, with a particularly simple polarization mapping occurring for the case of circularly polarized input [20]. Using the quaternion representation, one can also see that if uniform waveplates are inserted on either side of a BM, the surface $\vec{q}(\mathbf{x})$ undergoes a rigid rotation in four dimensions [30], which will in general alter the shape of its projection $q(\mathbf{x})$. However, the effect of a uniform waveplate after the BM is simply a rigid rotation of $s'(\mathbf{x})$ in three dimensions.
Figure 2: Input (red) and output (orange) polarizations of various BM distributions (blue). Each surface is mapped to the spatial coordinate $x$ according to the radial (grayscale) and azimuthal (colored) contours shown at center. The BM distributions are (a) an irregular BM, (b) a $q$-plate with retardance $\pi/3$, and (c-d) an SEO with maximum retardance $\pi/3$. The input polarizations are (a-c) right-circular and (d) horizontal.

4 Geometric phase

This representation provides not only a geometric description of the transformation of polarization but also of the associated geometric (Pancharatnam-Berry) phase [31, 32] of the resulting field at each point. Suppose for example that a uniform input polarization is transformed into a given output polarization by two different points of the BM. The difference in phase between the field at these two points of equal polarization is not necessarily proportional to the solid angle enclosed by the two circular trajectories over the Poincaré sphere, since these trajectories are in general not geodesic [33]. To understand this phase geometrically, consider an input polarization $e$ represented by a point $s$ on the Poincaré sphere, which is transformed by a BM into an output polarization $e'$ represented by a Poincaré sphere point $s'$. There are many Jones matrices that could achieve this transformation, because there are many ways to rotate the sphere so that $s$ becomes $s'$. However, it is easy to see that, by symmetry, the
axis of rotation (the direction of $\mathbf{q}$) must be contained within the plane that bisects $\mathbf{s}$ and $\mathbf{s}'$. Further, as can be seen from Fig. 3(a), the angle of rotation (or retardance) $2\delta$ is related to the angle between $\mathbf{s}$ and $\mathbf{s}'$, referred to here as $2\alpha$, through the simple relation $\tan \delta = \tan \alpha / \sin \gamma$, where $\gamma$ is the angle between $\mathbf{q}$ and the bisector of $\mathbf{s}$ and $\mathbf{s}'$. Using this result, one can find a continuum set of vectors $\mathbf{q}(\gamma)$, and therefore of Jones matrices $J(\gamma)$, that achieve the desired transformation. A tedious but straightforward calculation shows that $J(\gamma) \cdot \mathbf{e} \propto \exp[i(\Gamma + \eta)]\mathbf{e}'$, where $\tan \eta = \tan \gamma / \sin \alpha$. Here $\Gamma$ and $\eta$ are the dynamic and geometric phases, respectively, imparted on the input field by the BM. Therefore, the geometric phase difference between two BM transformations that take a given input polarization to a given output polarization equals the difference in their phases $\eta$. From Fig. 3(a) one can see that $\eta$ has a simple geometric interpretation. Suppose that the Poincaré sphere is projected onto a plane normal to the input polarization $\mathbf{s}$. Then $\eta$ is the angle between the projections of $\mathbf{s}'$ and $\mathbf{q}$. From this interpretation, one can infer that the geometric phase difference resulting from two different birefringence matrices that achieve the same final polarization from the same initial one is equal to the angle $\Delta \eta$ between the projections of their vectors $\mathbf{q}$ onto the plane perpendicular to the Stokes vector of the input polarization, as shown in Fig. 3(b).

![Figure 3](image_url)

Figure 3: Visualization of (a) the geometric phase $\eta$ due to a birefringence vector $\mathbf{q}$ and (b) the geometric phase difference $\Delta \eta$ between two transformations by vectors $\mathbf{q}_a$ and $\mathbf{q}_b$.

## 5 Effect on imaging systems

As an example, we now apply this formalism to optical systems that include a focusing element, and where the BM is at a Fourier-conjugate plane to the final plane where the intensity is measured. The most common scenario is that of an (exit-telecentric) imaging system, where the BM is assumed to be placed at the pupil plane. The position-dependent retardance could be caused by undesired stress in the optical elements, or by the intentional inclusion of a BM, e.g., for polarimetric applications [17–19]. (If the birefringence is due to elements not at
the pupil plane, an approximation from aberration theory can be used in which
the errors are accumulated at the pupil by transporting them there along the
system’s nominal rays [34].) In what follows, we study the effect of a BM at the
pupil plane on the point-spread function (PSF). These results are then used to
quantify the effects on measures of image quality, such as the size of the PSF
and the Strehl ratio.

Suppose that a uniformly polarized input field \( E_0 \) is incident on a BM at
the plane of an aperture with real pupil function \( A \) (binary or apodized) and
is focused by a lens, as shown in Fig. 4. Let \( u \) and \( x \) represent the spatial
coordinates in the pupil and image planes, respectively, where \( u \) is normalized
such that in the paraxial limit, its magnitude is equal to the focusing angle after
the lens. The field \( E(x) \) in the image plane is related to the pupil distribution
via the Fourier transformation

\[
E(x) = \mathcal{F}\{AJ \cdot E_0\} = \int A(u) J(u) \cdot E_0 \exp[ik(u \cdot x)] \, d^2u. \tag{10}
\]

The PSF \( I(x) = \langle |E(x)|^2 \rangle_t \) may then be written as

\[
I(x) = \int \int A(u_1) A(u_2) \text{Tr} [J(u_2) \cdot \mathcal{W} \cdot J^\dagger(u_1)] \\
\times \exp[ik(u_2 - u_1) \cdot x] \, d^2u_1 d^2u_2. \tag{11}
\]

For the common case of an unpolarized input field (\( \mathcal{W} = \sigma_0 \)), this reduces to

\[
I(x) = 2|\mathcal{F}\{A \exp(i\Gamma)q\}|^2. \tag{12}
\]

The RMS width \( r \) of the PSF (with respect to the ideal focal point \( x = 0 \))
is given by

\[
r^2 = \frac{\int |x|^2 I(x) \, d^2x}{\int I(x) \, d^2x} = \frac{1}{k^2} \int \frac{\| \nabla [A \exp(i\Gamma)q] \|^2 \, d^2u}{\int |A \exp(i\Gamma)q|^2 \, d^2u}, \tag{13}
\]
where in the second step we used Parseval’s theorem and the Fourier property $x \rightarrow -(i/k) \nabla$, with $\nabla$ being the gradient in $\mathbf{u}$. The integrand in the numerator is the squared Frobenius norm of the $4 \times 2$ Jacobian matrix of derivatives of $A \exp(i\Gamma)q_n (n = 0, 1, 2, 3)$ with respect to the components of $\mathbf{u}$. One can expand this expression to obtain the surprisingly simple result

$$r^2 = \frac{1}{k^2} \frac{\int (|\nabla A|^2 + A^2|\nabla \Gamma|^2 + A^2\|\nabla \bar{q}\|^2) d^2u}{\int A^2 d^2u}.$$ (14)

Each of the three terms within the parentheses in the numerator has an intuitive interpretation as a contribution to the PSF’s RMS width. The first accounts for diffraction by the aperture. Note that if $A$ represents a hard aperture, the RMS width is not well-defined since this term diverges; it is well-defined only if the pupil function $A$ represents an apodized pupil that provides a continuous transition to zero. The second term accounts for the effects of variations of the global phase $\Gamma$, which can be regarded as a standard phase aberration. The third term is the one that accounts for variations in birefringence. Here, the Frobenius norm $\|\nabla \bar{q}\|$ indicates the rate of change of $\bar{q}$ over the Poincaré hypersphere as the pupil position varies. Notice that the second and third terms can also be interpreted respectively as the effects of dynamic and geometric phase discrepancies over the pupil.

Next we consider the effect of the BM on the Strehl ratio, defined as the intensity at the center of the PSF, normalized by the same quantity when there is no birefringence or aberration:

$$S = \frac{I(\mathbf{0})}{I(\mathbf{0})|\delta = \Gamma = 0|} = \frac{|\int A \exp(i\Gamma)\bar{q} d^2u|^2}{(\int A d^2u)^2},$$ (15)

where in the second step we again assumed an unpolarized input. In the absence of aberrations (constant $\Gamma$), $S = |\langle \bar{q} \rangle_A|^2$, where $\langle \bar{q} \rangle_A$ is the spatial average of $\bar{q}$ over the pupil, weighted by the pupil function $A$. That is, if one densely samples the pupil uniformly and finds all points $\bar{q}(\mathbf{u})$, the distance from the origin to their centroid on the Poincaré hypersphere is the square root of the Strehl ratio. Since $\bar{q}(\mathbf{u})$ is constrained to the surface of the Poincaré hypersphere, it follows that $S \leq 1$, with the equality occurring when $\bar{q}$ is constant. Note that Eqs. (14) and (15) are explicitly invariant under global unitary transformations caused by the cascading of uniform waveplates, since these only cause a rotation of the surface $\bar{q}(\mathbf{u})$ over the hypersphere.

6 Concluding remarks

We proposed a graphic representation for visualizing the effects of spatially varying birefringence on an incident field, including both polarization and geometric phase. The basis for this representation is the definition of a Poincaré hypersphere, and then its “vertical” projection onto the Poincaré sphere by dropping one component, $q_0$ (except for its sign), from the four-dimensional space. Note
that other projections of the 3D hypersurface of half the unit Poincaré hyper-
sphere onto a flat 3D region could have been used, such as the “central”
projection $q/q_0$, which naturally accounts for the effects of a sign change in
$q_0$, and for which the length of the vector is $\tan \delta$ instead of $\sin \delta$. However,
the resulting distribution would occupy all space, while the mapping used here
occupies only a solid unit sphere. The convenience of being restricted to a finite
space that is also occupied by all possible polarization states of the field is the
reason for our choice of mapping.

For imaging or focusing systems that include birefringence in their pupil
plane, the distribution of $\vec{q}$ over the Poincaré hypersphere enters naturally into
the image quality metrics, its effects being particularly simple if the object
is unpolarized: there is an increase in the RMS area of the PSF that is di-
rectly related to the rate of change of $\vec{q}$ over the pupil, while the Strehl ratio is
the squared magnitude of the centroid vector of the distribution of $\vec{q}$ over the
Poincaré hypersphere for all points in the pupil. These results are also relevant
to non-imaging applications that use similar configurations. For example, the
birefringence distribution in the pupil plane can be tailored such that the fo-
cused field forms an optical bottle ($S = 0$) for circular input polarization [21,22].
The formalism introduced here can also be applied to optimize the polarimetry
technique used in [17–19]. The results will be discussed in a future publication.

Acknowledgments

The authors would like to thank Konstantin Bliokh and Thomas G. Brown for
useful comments. This work was funded by the National Science Foundation
(NSF) (PHY-1507278).

References

[1] E. Hasman, G. Biener, A. Niv, and V. Kleiner, “Space-variant polarization
manipulation,” Prog. Opt. 47, 215 (2005).

[2] A. V. Kildishev, A. Boltasseva, and V. M. Shalaev, “Planar photonics with
metasurfaces,” Science 339, 1232009 (2013).

[3] N. Yu and F. Capasso, “Flat optics with designer metasurfaces,” Nat. Mat.
13, 139 (2014).

[4] Z. Bomzon, G. Biener, V. Kleiner, and E. Hasman, “Radially and az-
imuthally polarized beams generated by space-variant dielectric subwave-
length gratings,” Opt. Lett. 27, 285–287 (2002).

[5] A. Arbabi, Y. Horie, M. Bagheri, and A. Faraon, “Dielectric metasurfaces
for complete control of phase and polarization with subwavelength spatial
resolution and high transmission,” Nat. Nanotechnol. 10, 937–943 (2015).
[6] S. Kruk, B. Hopkins, I. I. Kravchenko, A. Miroshnichenko, D. N. Neshev, and Y. S. Kivshar, “Invited article: Broadband highly efficient dielectric metadevices for polarization control,” APL Photonics 1, 030801 (2016).

[7] P. Genevet, F. Capasso, F. Aieta, M. Khorasaninejad, and R. Devlin, “Recent advances in planar optics: from plasmonic to dielectric metasurfaces,” Optica 4, 139–152 (2017).

[8] R. C. Devlin, A. Ambrosio, D. Wintz, S. L. Oscurato, A. Y. Zhu, M. Khorasaninejad, J. Oh, P. Maddalena, and F. Capasso, “Spin-to-orbital angular momentum conversion in dielectric metasurfaces,” Opt. Express 25, 377–393 (2017).

[9] L. Marrucci, C. Manzo, and D. Paparo, “Optical spin-to-orbital angular momentum conversion in inhomogeneous anisotropic media,” Phys. Rev. Lett. 96, 163905 (2006).

[10] S. C. McEldowney, D. M. Shemo, and R. A. Chipman, “Vortex retarders produced from photo-aligned liquid crystal polymers,” Opt. Express 16, 7295–7308 (2008).

[11] L. Marrucci, “The q-plate and its future,” J. Nanophot. 7, 078598–078598 (2013).

[12] P. Aubourg, J.-P. Huignard, M. Hareng, and R. Mullen, “Liquid crystal light valve using bulk monocrystalline Bi_{12}SiO_{20} as the photoconductive material,” Appl. Opt. 21, 3706–3712 (1982).

[13] A. Aleksanyan, N. Kravets, and E. Brasselet, “Multiple-star system adaptive vortex coronagraphy using a liquid crystal light valve,” Phys. Rev. Lett. 118, 203902 (2017).

[14] I. Moreno, J. A. Davis, T. M. Hernandez, D. M. Cottrell, and D. Sand, “Complete polarization control of light from a liquid crystal spatial light modulator,” Opt. Express 20, 364–376 (2012).

[15] K. Doyle, J. Hoffman, V. Genberg, and G. Michels, “Stress birefringence modeling for lens design and photonics,” in “International Optical Design Conference,” (Optical Society of America, 2002), p. IWC1.

[16] A. K. Spilman and T. G. Brown, “Stress birefringent, space-variant wave plates for vortex illumination,” Appl. Opt. 46, 61–66 (2007).

[17] R. D. Ramkhalawon, T. G. Brown, and M. A. Alonso, “Imaging the polarization of a light field,” Opt. Express 21, 4106–4115 (2013).

[18] B. G. Zimmerman and T. G. Brown, “Star test image-sampling polarimeter,” Opt. Express 24, 23154–23161 (2016).
[19] S. Sivankutty, E. R. Andresen, G. Bouwmans, T. G. Brown, M. A. Alonso, and H. Rigneault, “Single-shot polarimetry imaging of multicore fiber,” Opt. Lett. 41, 2105–2108 (2016).

[20] A. M. Beckley, T. G. Brown, and M. A. Alonso, “Full Poincaré beams,” Opt. Express 18, 10777–10785 (2010).

[21] A. Vella, H. Dourdent, L. Novotny, and M. A. Alonso, “Birefringent masks that are optimal for generating bottle fields,” Opt. Express 25, 9318–9332 (2017).

[22] A. Vella, H. Dourdent, L. Novotny, and M. A. Alonso, “Birefringent masks that are optimal for generating bottle fields: erratum,” Opt. Express 25, 19654–19654 (2017).

[23] W. Baylis, J. Bonenfant, J. Derbyshire, and J. Huschilt, “Light polarization: A geometric-algebra approach,” Am. J. Phys. 61, 534–545 (1993).

[24] R. Ossikovski, J. J. Gil, and I. San José, “Poincaré sphere mapping by mueller matrices,” J. Opt. Soc. Am. A 30, 2291–2305 (2013).

[25] M. Richartz and H.-Y. Hsiü, “Analysis of elliptical polarization,” J. Opt. Soc. Am. 39, 136–157 (1949).

[26] P. Pellat-Finet, “An introduction to a vectorial calculus for polarization optics,” Optik 84, 169–175 (1990).

[27] P. Pellat-Finet, “Geometrical approach to polarization optics. II, quaternionic representation of polarized light,” Optik 87, 68–76 (1991).

[28] L. Ainola and H. Aben, “Transformation equations in polarization optics of inhomogeneous birefringent media,” J. Opt. Soc. Am. A 18, 2164–2170 (2001).

[29] E. Wolf, “Optics in terms of observable quantities,” Nuovo Cimento 12, 884–888 (1954).

[30] F. Thomas and A. Pérez-Gracia, “On Cayley’s factorization of 4D rotations and applications,” Adv. Appl. Clifford Algebras 27, 523–538 (2016).

[31] S. Pancharatnam, “Generalized theory of interference, and its applications,” Proc. Ind. Acad. Sci. A 44, 247–262 (1956).

[32] M. V. Berry, “The adiabatic phase and Pancharatnam’s phase for polarized light,” J. Mod. Opt. 34, 1401–1407 (1987).

[33] R. Bhandari, “Synthesis of general polarization transformers. A geometric phase approach,” Phys. Lett. A 138, 469–473 (1989).

[34] R. N. Youngworth and B. D. Stone, “Simple estimates for the effects of mid-spatial-frequency surface errors on image quality,” Appl. Opt. 39, 2198–2209 (2000).