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Abstract—Aggregation functions largely determine the convergence and diversity performance of multi-objective evolutionary algorithms in decomposition methods. Nevertheless, the traditional Tchebycheff function does not consider the matching relationship between the weight vectors and candidate solutions. In this paper, the concept of matching degree is proposed which employs vectorial angles between weight vectors and candidate solutions. Based on the matching degree, a new modified Tchebycheff aggregation function is proposed, which integrates matching degree into the Tchebycheff aggregation function. Moreover, the proposed decomposition method has the same functionality with the Tchebycheff aggregation function. Based on the proposed decomposition approach, a new multiobjective optimization algorithm named decomposition based multi-objective state transition algorithm is proposed. Relevant experimental results show that the proposed algorithm is highly competitive in comparison with other state-of-the-art multiobjective optimization algorithms.
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1 INTRODUCTION

Many real-world engineering problems often involve the optimization of several different conflicting objectives [1]. They are often referred to as multi-objective optimization problems (MOPs). It is necessary to find optimization approaches to solve these problems effectively and obtain solutions with trade-offs among different objectives. Evolutionary algorithms are well suited for solving MOPs by obtaining a solution set in one single run. Over the past two decades, multi-objective evolutionary algorithms (MOEAs) have developed rapidly [2].

According to the selection strategy, MOEAs can be divided into three categories [3]: (i) MOEAs based on Pareto dominance, (ii) MOEAs based on decomposition, (iii) MOEAs based on indicators. Dominance-based MOEAs have been prevalent in recent decades [4] such as NSGA [5], PAES [6], SPEA-II [7], and NSGA-II [8]. However, the domination principle will be too weak to provide an adequate selection pressure. Many methods based on performance indicators are proposed, e.g., hypervolume (HV) indicator [9], the S-metric selection-based evolutionary multiobjective algorithm [10], and HypE [11]. A indicator-based evolutionary algorithm (IBEA) was proposed that can be combined with arbitrary indicators [12]. In the IBEA, there is no need for any diversity preservation mechanism such as fitness sharing. Unfortunately, this type of MOEAs tends to be time-consuming when calculating performance indicators [13].

MOEAs based on decomposition obtain increasing attention in recent years [14], [15], [16]. In MOEA/D [17], a MOP is decomposed into a set of subproblem, and each solution is associated with a subproblem. With the growing complexity of real-world MOPs whose Pareto Fronts (PFs) tend to be irregular, some weight vector adjustment strategies are proposed to enhance the existing MOEA/D on solving such MOPs [18]. Several variants of MOEA/D are proposed to enhance the selection strategy for each subproblem [19], [20], [21], [22], [23]. MOEA/D-M2M works by dividing PF into a set of segments and solving them separately [24]. RVEA is guided by a set of predefined reference vectors [25]. MOEA/DD takes advantage of dominance- and decomposition-based approaches, it can be able to balance convergence and diversity [26]. A decomposition-based idea is employed in NSGA-III to maintain population diversity, and the concept of Pareto dominance is adopted to maintain the population convergence [27].

Aggregation functions largely determine the convergence and diversity performance of MOEAs in decomposition methods. Many decomposition approaches are proposed to make algorithms get better convergence and distribution. The Inverted PBI (IPBI) decomposition method can better approximate widely spread Pareto fronts [28]. Adaptive penalty scheme (APS) and subproblem-based penalty scheme (SPS) are proposed to solve the problem that PBI needs to adjust parameters appropriately, and they can improve algorithm convergence and diversity [29]. Moreover, a Tchebycheff decomposition-based MOEA with l2-norm is proposed. In MOEA/D-MR, both the ideal points and the nadir points are adopted in decomposition methods to obtain Pareto optimal solutions [30]. Meanwhile, there are also plenty of achievements regarding to other improvements on decomposition based algorithms. However, the traditional Tchebycheff method does not consider the matching relationship between the candidate solutions and weight vectors, which may cause the Pareto optimal solution obtained not uniformly distributed and make better solutions not be retained.

In addition to decomposition approach, search ability is vital for MOEAs. Lots of heuristic algorithms with different search
strategies have been proposed in recent years. For example, MOEA/D-DE [31], multi-objective particle swarm optimization (MOPSO) algorithm [32], etc. State transition algorithm (STA) [33] is proposed and presents excellent performance compared with other global optimization algorithms [34], [35], [36], [37], [38], [39], [40], [41], [42]. When the objective functions and their PFs are non-convex, the state transformation operators proposed in STA are advantageous for exploration and exploitation. Various state transformation operators can be used for global search, local search and heuristic search. Alternative use of local search and global search, which can quickly converge to the PFs for saving the search time.

In this paper, the influence between the matching of weight vectors and candidate solutions on the update process of candidate solutions is analyzed in detail. The concept of matching degree is proposed, and vectorial angle is employed to evaluate the matching degree between weight vectors and candidate solutions. Based on the matching degree, a modified Tchebycheff approach is proposed. Furthermore, a decomposition based multi-objective state transition algorithm (MOSTA/D) is proposed based on the modified Tchebycheff approach. The main new contributions of this paper can be summarized as follows.

1) State transformation operators are adopted to reproduce candidate solutions in a collaborative manner. These state transformation operators not only can be controlled with search region but also can balance the global search and local search.

2) The concept of matching degree is proposed which considers the matching relationship between weight vectors and candidate solutions. Based on the matching degree, a new decomposition approach named modified Tchebycheff approach is proposed.

3) A new decomposition based multi-objective state transition algorithm is proposed. Verified by several benchmark test functions, the proposed algorithm is valid and effective to solve MOPs with complex Pareto set shapes, and it can obtain Pareto optimal solutions with good convergence and diversity.

The structure of this paper is organized as follows. Section 2 introduces some background knowledge and analyzes the matching relationship between candidate solutions and weight vectors. The details of the proposed MOSTA/D are described in Section 3. Section 4 presents experiments and discussions. Finally, the conclusion and future work are given in Section 5.

2 RELATED WORK

In this section, a brief review of basic definitions and Tchebycheff decomposition are presented firstly. Then, an introduction to the analysis of the decomposition aggregation function in this paper is given, including the matching relationship how to influence the updating process.

2.1 Basic definitions

The MOP solved in this paper can be formulated as follows:

$$\min_{x \in \Omega} F(x) = (f_1(x), f_2(x), \cdots, f_m(x))^T$$

(1)

where $\Omega$ is the decision space and $x = (x_1, \cdots, x_n) \in \Omega$ is an $n$-dimensional decision variable vector which represents a solution to the target MOP. $F(x) : \Omega \rightarrow \mathbb{R}^m$ denotes the $m$-dimensional objective vector of the solution $x$.

2.2 Tchebycheff decomposition

The scalar optimization problem of Tchebycheff approach is described in the following:

$$\min g(x|\lambda, z^*) = \max_{1 \leq i \leq m} \{\lambda_i | f_i(x) - z_i^*|\}$$

(2)

where $\lambda = (\lambda_1, \lambda_2, \cdots, \lambda_m)^T$ is a weight vector whose length is equal to the number of the objective function, with $\lambda_i \geq 0$ and $\sum_{i=1}^{m} \lambda_i = 1$ for all $i = 1, \cdots, m$. $z^* = (z_1^*, \cdots, z_m^*)^T$ is the reference point. There exists a correspondence that each Pareto optimal solution is an optimal solution of objective function Eq. (2).

![Fig. 1: The schematic diagram of the Tchebycheff decomposition approach](image)

The above theorem is expressed intuitively in Fig. 1 based on a two-objective MOP. The green curve is the PF of the problem. The optimal solution in the objective space of the scalar subproblem with weight vector $\lambda$ is collinear with $\omega$.

2.3 Motivations

When the ideal reference point is fixed, the decomposition aggregation function can be regarded as a function of weight vectors and candidate solutions. Hence, the decomposition aggregation function value of one candidate solution with different weight vectors are quite different. Weighted sum aggregation function is the projection on the weight vector, which owns good geometric performance and is easy to understand. Therefore, the weighted sum approach is taken as an example to give further analysis of influence of decomposition aggregation function in updating process.

The matching relationship between weight vectors and candidate solutions demonstrated in Fig. 2. $x_1$ is one of the solutions in the primitive population and $x_2$ is one of the solutions in the new population. $f(x_1)$ and $f(x_2)$ are the objective functions. $\lambda_1$ and $\lambda_2$ are different weight vectors. The objective function of the scalar optimization problem based on the weighted sum approach of two solutions is considered. $g_i^j$ represents the objective function value of the scalar optimization problem of $x_j$ when it matches the weight vector $\lambda_i$.

From Fig. 2 we can find that if $x_1$ and $x_2$ match with weight vector $\lambda_1$, then $g_1^1$ is bigger than $g_1^2$, so according to the replacement criteria of aggregation function, $x_1$ would...
be replaced by \(x_2\). However, if \(x_1\) and \(x_2\) match with the weight vector \(\lambda_2\), then \(g_1^1\) is bigger than \(g_2^2\), so according to the replacement criteria of aggregation function, \(x_1\) would not be replaced by \(x_2\). It can be found that the results of updating population process are different when the same candidate solution is matched with different weight vectors.

Therefore, the matching degree between weight vectors and candidate solutions should be carefully considered in the updating procedure with the decomposition approach. Moreover, the decomposition approach should comprehensively consider the optimal matching degree. Considering that the Tchebycheff aggregation function is the most commonly used decomposition approach, in this paper, the matching degree in the Tchebycheff aggregation function will be analyzed in detail.

3 Decomposition Based Multi-Objective State Transition Algorithm

The details of the proposed MOSTA/D are described in this section. A new decomposition approach based on the matching degree, named modified Tchebycheff decomposition. The updating process not only updates the population, but also strengthens the information communication among potential excellent solutions. Further explanation will be illustrated in the following.

3.1 Initialization of weight vectors

For each weight vector \(\lambda^i = (\lambda^i_1, \lambda^i_2, \cdots, \lambda^i_m)\), the elements takes values from \(\{0/N, 1/N, 2/N, \cdots, N/N\}\) under the condition of \(\sum_{i=1}^{m} \lambda^i_i = 1\). For a MOP with \(m\) objectives, \(N = C_{N+m-1}^{m-1}\) is the number of such vectors, where \(N\) is a user-defined positive integer. If \(N\) is larger than the number, we can sample weight vectors up to the number. The neighborhood \(B\) between subproblems are obtained by calculating Euclidean distances. The weight vector obtained by uniform sampling is shown in Fig. 3.

Fig. 3: The schematic diagram of weight vectors

For each subproblem, it has \(T\) subproblems in its neighborhood. The initial population \(P = \{x^{(1)}, x^{(2)}, \cdots, x^{(n)}\}\) is randomly sampled. A candidate solution \(x^i\) is assigned to a subproblem randomly. The ideal reference point \(z^*\) is set as \(z^* = \min \{f_i(x) | x \in P\}\).

3.2 Reproduction

Four state transformation operators are used for generating candidate solutions. Different state transformation operators can be used for global search, local search and heuristic search. Alternative use of different operators, so that the state transition algorithm can quickly find the global optimal solution with a certain probability.

- Rotation transformation
  \[ s_{k+1} = s_k + \alpha \frac{1}{\omega \| s_k \|_2} R \omega s_k, \]  
  where \(s_k \in \mathbb{R}^m\) is a candidate solution, \(\alpha\) is a positive constant, called the rotation factor, \(R\) is a random variable with its components obeying the uniform distribution in the range of \([0,1]\), and \(\| \cdot \|_2\) is the 2-norm of a vector.

- Translation transformation
  \[ s_{k+1} = s_k + \beta R \omega s_k - s_{k-1}, \]
  where \(\beta\) is a positive constant, called the translation factor. \(R\) is a random variable with its components obeying the uniform distribution in the range of \([0,1]\).

- Expansion transformation
  \[ s_{k+1} = s_k + \gamma R \omega s_k, \]  
  where \(\gamma\) is a positive constant, called the expansion factor. \(R\) is a random diagonal matrix with its entries obeying the Gaussian distribution.

- Axesion transformation
  \[ s_{k+1} = s_k + \delta R \omega s_k, \]
  where \(\delta\) is a positive constant, called the axesion factor. \(R\) is a random diagonal matrix whose entries obey a Gaussian distribution with variable variance and only one random position has a nonzero value.

3.3 A new decomposition approach based on Tchebycheff and matching degree

The candidate solutions matching different weight vectors would cause the difference of decomposition aggregation function values. Furthermore, it affects the selection and updating process of candidate solutions. Hence, the matching degree of weight vectors
and candidate solutions is critical for selection in decomposition based algorithms. However, the Tchebycheff decomposition approach not explicitly highlights the matching degree between the weight vectors and candidate solutions, which may cause the Pareto optimal solution not uniformly distributed. In this section, a new decomposition approach based on matching degree is proposed, which comprehensively takes into account the Tchebycheff decomposition approach and the relationship. It can be demonstrated that the proposed approach has the same functionality with the Tchebycheff decomposition approach.

First, the following lemma explains the geometric properties of the Tchebycheff decomposition approach:

**Lemma 1** It is assumed that the target Pareto front of the multiobjective problems to be solved is piecewise continuous. If the straight line \( L_1 \) \( \frac{x_1 - x_1^*}{\lambda_1} = \frac{x_2 - x_2^*}{\lambda_2} = \ldots = \frac{x_m - x_m^*}{\lambda_m} \), taking \( f_1, f_2, \ldots, f_m \) as variables, has an intersection with the PF, then the intersection point is the optimal solution \( x^* \) to the scalar subproblem with weight vector \( \lambda = (\lambda_1, \lambda_2, \ldots, \lambda_m) \). \( z^* = (z_1^*, z_2^*, \ldots, z_m^*) \) is the ideal reference vector of optimization problems.

From the theorem mentioned above, it can be concluded that \( F(x^*|\lambda) - z^* \) is collinear with \( \omega = (1/\lambda_1, 1/\lambda_2, \ldots, 1/\lambda_m) \), where \( F(x^*|\lambda) \) is the objective function values vector. Here, cosine value of vectorial angle is introduced to represent the relationship between \( F(x^*|\lambda) \) and \( \omega \).

**Definition 5** (Cosine Value of Vectorial Angle) Cosine value of vectorial angle of \( v \) and \( u \) is defined as follows:

\[
\cos(v, u) \triangleq \frac{v \cdot u}{||v|| \cdot ||u||}
\]

If \( v \) and \( u \) are collinear, the absolute value of \( \cos(v, u) \) is equal to 1. The more consistent the direction between \( v \) and \( u \), the closer the absolute value of \( \cos(v, u) \) to 1. Therefore, focusing on \( F(x^*|\lambda) \) and \( \omega \), the absolute value of \( \cos(F(x^*|\lambda), \omega) \) is equal to 1. Whereas, if the absolute value of \( \cos(F(x^*|\lambda), \omega) \) is not equal to 1, \( x \) is not the optimal solution.

![Fig. 4: The schematic diagram of vectorial angle in decomposition approach](image)

Based on the above analysis, the matching degree of weight vectors and candidate solutions based on the vectorial angle is defined as follows:

**Definition 6** (Matching Degree) The matching degree \( \phi \) between the weight vector \( \lambda \) and candidate solution \( x \) is:

\[
\phi = \cos(\omega, F(x|\lambda) - z^*) - 1
\]

where \( \omega = (1/\lambda_1, 1/\lambda_2, \ldots, 1/\lambda_m)^T \), which is a row vector and \( F(x|\lambda) = (f_1(x|\lambda), f_2(x|\lambda), \ldots, f_M(x|\lambda))^T \), which is the vector of objective function values of the MOP with solution \( x \), and \( F(x|\lambda) \) is also a row vector. The schematic diagram of the matching degree is shown in Fig. 4 angle \(< F, \lambda >\) represents the vectorial angle between \( F \) and \( \lambda \). The smaller the angle \(< F, \lambda >\), the closer \( \phi \) is to 0. In objective function space, \( F(x) \) is closer with \( \lambda \), which is considered that candidate solution \( x \) is more suitable matching with the weight vector \( \lambda \). On the contrary, The larger the angle \(< F, \lambda >\), \( F(x) \) is farther with \( \lambda \), which is considered that candidate solution \( x \), is less suitable matching with the weight vector \( \lambda \).

Based on Tchebycheff and matching degree, a new decomposition approach is proposed as follows:

\[
\min g^{te}(x|\lambda) = g^{te}(x|\lambda) \cdot (1 + \phi)
\]

where \( g^{te}(x|\lambda) \) is the Tchebycheff aggregation function defined in general, \( \phi \) is the matching degree.

**Proposition 1** Let \( x^*_{te} \) be the optimal solution of Eq. (2) and \( x^*_{tdm} \) be the optimal solution of Eq. (9) for a fixed \( \lambda \), Correspondingly, let \( g^{te}(x^*_{te}) \) be the optimal value of Eq. (2) and \( g^{tdm}(x^*_{tdm}) \) is optimal value of Eq. (9). It can be concluded that \( x^*_{tdm} = x^*_{te} \) and \( g^{tdm}(x^*_{tdm}) = g^{te}(x^*_{te}) \).

**Proof:** From the construction of \( \phi \), when \( \lambda \) is fixed, it can be found that \( \phi \geq 0 \). Therefore, it can be concluded that \( g^{tdm}(x|\lambda) \geq g^{te}(x|\lambda) \). Let \( x^*_{te} \) be the optimal solution of Eq. (2) and \( x^*_{tdm} \) the optimal solution of Eq. (9). Therefore, \( g^{tdm}(x^*_{tdm}) \geq g^{te}(x^*_{te}|\lambda) \). So, \( g^{tdm}(x^*_{tdm}) \) has a lower bound and has a minimum value. When the \( g^{te}(x|\lambda) \) obtains the optimal value, the value of \( \phi \) is equal to 0. Meanwhile, \( g^{tdm}(x|\lambda) = g^{te}(x|\lambda) \) and \( g^{tdm}(x|\lambda) \) obtains the optimal value. Hence, \( x^*_{tdm} = x^*_{te} \) and \( g^{te}(x^*_{te}|\lambda) = g^{tdm}(x^*_{te}|\lambda) \).

### 3.4 Update procedure and complexity analysis

As mentioned above, the updating procedure is shown in Algorithm 1. Compared with the objective value of the scalar subproblems, the better solutions are stored in \( P \). It is worth noting that the update process strengthens the information communication of potential excellent solutions. When the offspring candidate solutions are compared with parent candidate solutions based on the proposed decomposition approach and offspring candidate solutions are superior to parent candidate solutions, those solution are considered as potential excellent solutions and strengthened search will be activated. Those solutions will act as initial solutions and will be transformed by translation transformation operators to generate new solutions. More information are put in lines 9-34 of Algorithm 1.

According to Algorithm 1 the main computational complexity is determined by updating candidate solutions. The population size is \( N \), and the number of the weight vectors in the neighborhood is \( Nh \). Besides, when evaluating the modified Tchebycheff approach, the time complexity of translation transformation is \( O(SE) \). In summary, the Update step need \( O(N \cdot Nh \cdot SE) \)
Algorithm 1: The pseudo-code of the proposed method

Input: MOP; the popsize of population N; the number of weight vectors in the neighborhood Nh; search enforcement SE; a stopping criterion;

Output: the Pareto optimal solution $P^*$;

1: **Step 1 Initialization**
   - Initialization weight vector $\lambda$, initial population $P$ and calculate the objective function $FP$.
   - Calculate the ideal reference point $z^*$, and neighborhood set $B(i)$ for weight vector $\lambda_i$ corresponding to solution $P(i)$. Initialization parameters of the state transformation operators $\alpha, \gamma, \beta, \delta, \epsilon$, upper and lower bounds of state transformation factors $\alpha_{\min}, \alpha_{\max}, \gamma_{\max}, \gamma_{\min}$, and decay rate of state transformation factors $f_{\alpha}, f_{\gamma}$.

2: **Step 2 Reproduction**
   - Randomly select $T$ candidate solutions from the population $P$ as initial solutions $P'$, and each candidate solution generates $SE$ new solutions by one or more state transformation operators and form new population $Q$, and calculate the objective function $F(Q)$.
   - $Q_1 \leftarrow$ rotation ($P', SE, \alpha$)
   - $Q_2 \leftarrow$ expansion ($P', SE, \gamma$)
   - $Q_3 \leftarrow$ axension ($P', SE, \delta$)
   - $Q \leftarrow \{Q_1, Q_2, Q_3\}$

3: **Step 3 Update**
   - Generate a random number $\delta$.
   - If $\delta < 0.5$ then
     - Randomly select $Nh$ weight vectors as $B(i)$
     - $\alpha \leftarrow \alpha_{\min}$
     - $\gamma \leftarrow \gamma_{\min}$

4: **Step 4 Stopping Criteria**
   - If stopping criteria is satisfied, then stop and output.
   - Otherwise, go to Steps 2 and 3.

The pseudo-code of the proposed method finishes in linear time.

4 EXPERIMENTAL ANALYSIS

In this section, several experiments are conducted to verify the convergence and diversity of the proposed algorithm. The population size is 200 and each algorithm runs 30 times independently. The stopping criterion of all algorithms is that the maximum number of objective function evaluations reaches $10e^5$.

The four state transformation operators adopted in MOSTA/D are insensitive to the values of parameters in the range of 0.5-0.9. To make a fair comparison of various algorithms, a compromise parameter value is usually adopted within this range. The parameters of comparing algorithms are set to their default values in PlatEMO [43]. All the benchmark test functions [44] are shown in Table 1.

The Wilcoxon rank sum test is adopted to compare the results at a significance level of 0.05. Symbol “+” indicates that the compared algorithm is significantly outperformed by MOSTA/D, while “∗” means that MOSTA/D is significantly outperformed by the compared algorithm. Finally, “≈” means that there is no statistically significant difference between them.

4.1 Performance metrics

Two performance metrics are adopted in assessing the performance of the compared algorithms on benchmark test functions. The details are given in the following:

1) Modified Inverted Generational Distance (IGD$^+$) Metric

$$IGD^+(P^*, P) = \frac{\sum_{P \in P^*} \text{dist}(P, PF)}{|P^*|}$$

where $\text{dist}(P, PF)$ denotes the nearest distance from $P$ to the solution $Y$ in $PF$, and the distance is calculated by $\sqrt{\sum_{j=1}^{m-1} (Y_j - P_j)^2}$. $|P^*|$ is the number of solutions in $P^*$. Obviously, the smaller the value of $IGD^+$ is, the better convergence and diversity algorithm has.

2) Hypervolume (HV) Metric

$$HV(P, z^*) = \text{volume}(\bigcup_{x \in P} [f_1(x), z_1^*] \times ... [f_m(x), z_m^*])$$

where $\text{volume}(\cdot)$ indicates the Lebesgue measure. The larger is the HV value, the better is the quality of $P$ for approximating the PF. $z^* = (z_1^*, ..., z_m^*)^T$ is a reference point. In the experiments, $z^*$ is set to be 1.2 times the maximum value of the objective function in the PF.

4.2 Validation of the proposed decomposition method

P1-P4 are adopted to demonstrate the effectiveness of the modified Tchebycheff aggregation function based on matching degree in multi-objective optimization algorithms. Traditional Tchebycheff aggregation function is adopted in state transition algorithm to conduct comparison experiments which is called MOSTA/D-Tcheby. Furthermore, in order to verify the generality of the modified Tchebycheff aggregation function, MOEA/D-DE is combined with the proposed aggregation which is called MOEA/D-DE-tmd. The original MOEA/D-DE is compared with MOEA/D-DE-tmd in the comparative experiments.

Figs.5-8 plots the distribution of the final solutions with the median $IGD^+$-metric value of all algorithms for each test instance.
TABLE 1: Benchmark test functions of multi-objectives optimization algorithms

| Problem | dimension (D) | variable domain | objective functions |
|---------|--------------|----------------|---------------------|
| P1      | 7            | [0,1]          | \( f_1(x) = 0.5x_1x_2(1+g(x)) \) |
|         |              |                | \( f_2(x) = 0.5x_1(1-x_2)(1+g(x)) \) |
|         |              |                | \( g(x) = 100(5+\sum_{i=3}^{10} x_i - 0.5)^2 - \cos(20\pi x_i - 0.5)) \) |

| Problem | dimension (D) | variable domain | objective functions |
|---------|--------------|----------------|---------------------|
| P2      | 12           | [0,1]          | \( f_1(x) = \cos(0.5\pi x_1) \cos(0.5\pi x_2)(1+g(x)) \) |
|         |              |                | \( f_2(x) = \cos(0.5\pi x_1) \sin(0.5\pi x_2)(1+g(x)) \) |
|         |              |                | \( g(x) = \sum_{i=3}^{10} x_i - 0.5)^2 \) |

| Problem | dimension (D) | variable domain | objective functions |
|---------|--------------|----------------|---------------------|
| P3      | 12           | [0,1]          | \( f_1(x) = \cos(0.5\pi x_1^2) \cos(0.5\pi x_2^2)(1+g(x)) \) |
|         |              |                | \( f_2(x) = \cos(0.5\pi x_1^2) \sin(0.5\pi x_2^2)(1+g(x)) \) |
|         |              |                | \( g(x) = \sum_{i=3}^{10} x_i - 0.5)^2 \) |

| Problem | dimension (D) | variable domain | objective functions |
|---------|--------------|----------------|---------------------|
| P4      | 13           | \( z_{1:n:max} = 2i \) | \( t_i^2 = \sum_{k=0}^{M-1} \left( \frac{1}{n} \sum_{y_i \in \{y_{(i-1)k/(M-1)+1}, \ldots, y_{(i-1)k/(M-1)+k}\}} \right) \) |
|         |              |                | \( t_i^1 = \sum_{k=0}^{M-1} \left( \frac{1}{n} \sum_{y_i \in \{y_{(i-1)k/(M-1)+1}, \ldots, y_{(i-1)k/(M-1)+k}\}} \right) \) |
|         |              |                | \( g(x) = 2\sum_{i=1}^{n} \left( x_i - \sin(0.5\pi x_i) \right)^2 \) |

| Problem | dimension (D) | variable domain | objective functions |
|---------|--------------|----------------|---------------------|
| P5      | 10           | [0,1]          | \( f_1(x) = (1 + g(x))x_1 \) |
|         |              |                | \( f_2(x) = (1 + g(x))(1 - x_2^2) \) |
|         |              |                | \( t_i = x_i - \sin(0.5\pi x_i) \) |

| Problem | dimension (D) | variable domain | objective functions |
|---------|--------------|----------------|---------------------|
| P6      | 10           | [0,1]          | \( f_1(x) = (1 + g(x))\cos(\frac{\pi}{2}x_1) \) |
|         |              |                | \( f_2(x) = (1 + g(x))(1 - x_2^2) \) |
|         |              |                | \( t_i = x_i - \sin(0.5\pi x_i) \) |

| Problem | dimension (D) | variable domain | objective functions |
|---------|--------------|----------------|---------------------|
| P7      | 10           | [0,1]          | \( f_1(x) = (1 + g(x))x_1 \) |
|         |              |                | \( f_2(x) = (1 + g(x))(1 - x_2^2) \) |
|         |              |                | \( t_i = x_i - \sin(0.5\pi x_i) \) |
| P8      | 30           | [0,1]          | \( f_1(x) = (1 + g(x))(1 - x_1) \) |
|         |              |                | \( f_2(x) = 0.5 \left( 1 + g(x) \right)(1 - x_1^2 + (1 - \sqrt{2x_2})^2 \cos^2(3\pi x_1)) \) |
|         |              |                | \( t_i = x_i - \sin(0.5\pi x_i) \) |

| Problem | dimension (D) | variable domain | objective functions |
|---------|--------------|----------------|---------------------|
| P9      | 30           | [0,1]          | \( f_1(x) = (1 + g(x))x_1 \) |
|         |              |                | \( f_2(x) = 0.5 \left( 1 + g(x) \right)(1 - x_1^2 + (1 - \sqrt{2x_2})^2 \cos^2(3\pi x_1)) \) |
|         |              |                | \( t_i = x_i - \sin(0.5\pi x_i) \) |
| P10     | 30           | [1,4]          | \( f_1(x) = (1 + g(x))x_1 \) |
|         |              |                | \( f_2(x) = 0.5 \left( 1 + g(x) \right)(1 - x_1^2 + (1 - \sqrt{2x_2})^2 \cos^2(3\pi x_1)) \) |
|         |              |                | \( t_i = x_i - \sin(0.5\pi x_i) \) |

| Problem | dimension (D) | variable domain | objective functions |
|---------|--------------|----------------|---------------------|
| P11     | 12           | [0,1]          | \( f_1(x) = \cos(0.5\pi x_1) \cos(0.5\pi x_2)(1 + g(x)) \) |
|         |              |                | \( f_2(x) = \cos(0.5\pi x_1) \sin(0.5\pi x_2)(1 + g(x)) \) |
|         |              |                | \( t_i = x_i - \sin(0.5\pi x_i) \) |

| Problem | dimension (D) | variable domain | objective functions |
|---------|--------------|----------------|---------------------|
| P12     | 14           | \( z_{1:n:max} = 2i \) | \( t_i^2 = \sum_{k=1}^{1+k+l/2} \left( \frac{1}{n} \sum_{y_i \in \{y_{(i-1)k/(M-1)+1}, \ldots, y_{(i-1)k/(M-1)+l}\}} \right) \) |
|         |              |                | \( t_i^1 = \sum_{k=0}^{M-1} \left( \frac{1}{n} \sum_{y_i \in \{y_{(i-1)k/(M-1)+1}, \ldots, y_{(i-1)k/(M-1)+k}\}} \right) \) |
|         |              |                | \( g(x) = 2\sum_{i=1}^{n} \left( x_i - \sin(0.5\pi x_i) \right)^2 \) |

| Problem | dimension (D) | variable domain | objective functions |
|---------|--------------|----------------|---------------------|
| P13     | 13           | \( z_{1:n:max} = 2i \) | \( t_i^2 = \sum_{k=0}^{M-1} \left( \frac{1}{n} \sum_{y_i \in \{y_{(i-1)k/(M-1)+1}, \ldots, y_{(i-1)k/(M-1)+k}\}} \right) \) |
|         |              |                | \( t_i^1 = \sum_{k=0}^{M-1} \left( \frac{1}{n} \sum_{y_i \in \{y_{(i-1)k/(M-1)+1}, \ldots, y_{(i-1)k/(M-1)+k}\}} \right) \) |
|         |              |                | \( g(x) = 2\sum_{i=1}^{n} \left( x_i - \sin(0.5\pi x_i) \right)^2 \) |

| Problem | dimension (D) | variable domain | objective functions |
|---------|--------------|----------------|---------------------|
| P14     | 13           | \( z_{1:n:max} = 2i \) | \( t_i^2 = \sum_{k=0}^{M-1} \left( \frac{1}{n} \sum_{y_i \in \{y_{(i-1)k/(M-1)+1}, \ldots, y_{(i-1)k/(M-1)+k}\}} \right) \) |
|         |              |                | \( t_i^1 = \sum_{k=0}^{M-1} \left( \frac{1}{n} \sum_{y_i \in \{y_{(i-1)k/(M-1)+1}, \ldots, y_{(i-1)k/(M-1)+k}\}} \right) \) |

TABLE 2: Statistical results of the IG D+ values obtained by four algorithms

| Problem | MOSTA/D | MOSTA/D-Tcheby | MOEA/D-DE-trmd | MOEA/D-DE |
|---------|---------|----------------|--------------|-----------|
| P1      | 1.2499e-2 | 1.4161e-1 | 1.4622e-2 | 1.5067e-1 |
| P2      | 1.7191e-2 | 5.9085e-5 | 2.1155e-2 | 2.4271e-2 |
| P3      | 1.0067e-2 | 2.0978e-4 | 1.1936e-2 | 2.0487e-2 |
| P4      | 1.4201e-1 | 1.3655e-4 | 1.4416e-1 | 1.4647e-1 |
Fig. 5: The Pareto fronts of P1 test function obtained by different algorithms

Fig. 6: The Pareto fronts of P2 test function obtained by different algorithms

Fig. 7: The Pareto fronts of P3 test function obtained by different algorithms

Fig. 8: The Pareto fronts of P4 test function obtained by different algorithms

TABLE 3: Statistical results of the HV values obtained by four algorithms

| problem | MOSTA/D | MOSTA/D-Tcheby | MOEA/D-DE-tmd | MOEA/D-DE |
|---------|---------|----------------|---------------|------------|
| P1      | 8.4224e-1 (8.9115e-4) | 8.3511e-1 (7.6611e-4) | 8.3356e-1 (2.3654e-4) | 8.2671e-1 (6.4312e-4) |
| P2      | 5.7603e-1 (8.0312e-5) | 5.6225e-1 (6.4652e-5) | 5.6125e-1 (9.3525e-4) | 5.5197e-1 (8.3625e-4) |
| P3      | 5.5568e-1 (7.9064e-2) | 5.5535e-1 (5.3245e-2) | 5.5477e-1 (6.5565e-2) | 5.5436e-1 (2.4214e-2) |
| P4      | 5.3329e-1 (1.1525e-3) | 5.3036e-1 (4.5512e-3) | 5.2595e-1 (6.9462e-3) | 5.0595e-1 (2.5334e-3) |
Obviously, four algorithms can converge to the true PFs of P1-P4. In addition, MOSTA/D can approximate the PFs of these problems quite well.

The statistical results are summarized in Table 2 and Table 3, respectively. MOSTA/D is much better than comparison algorithms on all instances. For P1, MOSTA/D performs better than its variants in terms of the mean of $IGD^+$ and HV values. MOEA/D-DE is outperformed by MOEA/D-DE-tmd. For P2, the performance of MOSTA/D and MOEA/D-DE-tmd on this instance is much better than MOSTA/D-Tcheby and MOEA/D-DE, respectively. By contrast, MOSTA/D-Tcheby is slightly outperformed by MOSTA/D on P3. P4 is a test problem with multimodality. MOSTA/D obtains a higher HV value and a smaller $IGD^+$ value than other three algorithms on P4. Furthermore, the performance of MOEA/D-DE-tmd is improved compared to MOEA/D-DE.

From the above discussion, MOSTA/D achieves the best results and shows the most competitive overall performance on all instances. MOEA/D-DE combined with the modified Tchebycheff aggregation function is still significantly better than the original MOEA/D-DE. The improved algorithms both achieve better performance because the proposed aggregation function comprehensively takes into account the Tchebycheff decomposition approach and the relationship. The better candidate solutions are retained by considering the matching degree during the selection process. It is evident that the proposed aggregation function shows adequate generality and outperforms the traditional Tchebycheff aggregation significantly. MOSTA/D can generate evenly distributed solutions.

4.3 Validation of the proposed algorithm

In this part, several benchmark test functions and a typical engineering optimization problem are adopted to verify the performance of the proposed algorithm.

4.3.1 Benchmark test function verification

10 benchmark test functions (P5-P14) are adopted to verify the proposed algorithm compared with MOEA/DD [26], MOEA/D-DE [31], MOEA/D-M2M [24] and NSLS [46].

The PFs are plotted to visualize the Pareto optimal solutions obtained by algorithms in Figs. 9-18. The statistical results obtained by five algorithms are summarized in Table 4 and Table 5, respectively. The PFs of both P5 and P6 are non-convex, and MOSTA/D has achieved the best performance on these two problems. Obviously, MOSTA/D can find a set of evenly distributed solutions. However, MOEA/DD, MOEA/D-DE, and NSLS can only obtain boundary points. P7 is a relatively complex test problem, only MOSTA/D and MOEA/D-M2M can generate evenly distributed solutions on P7. These two algorithms can obtain all the branches of the PF, while other algorithms completely fail to obtain the true PF.

MOSTA/D is tried on P8-P10 with more decision variables. Although the PF of P8 is disconnected, MOSTA/D can solve this problem with the minimal $IGD^+$-metric and the maximal HV-metric, which means MOSTA/D has good distribution and convergence. MOEA/DD, MOEA/D-DE and MOEA/D-M2M can also solve this problem. However, it appears that NSLS can only find boundary points of the true PF. It can be observed that the overall performance of each algorithm is generally good. Although MOEA/D-M2M is slightly outperformed by MOSTA/D, its performance is still significantly better than MOEA/D-DE and NSLS. MOEA/D-DE and NSLS can not guarantee that all solutions converge to the optimal solution on P10. It can be observed that MOSTA/D succeeds in experiments for more decision variables with good scalability.

The PF approximated by MOSTA/D is of high quality on a highly multimodal problem P11, although the performance of MOEA/D, MOEA/D-M2M, and NSLS are not very stable on this problem, as evidenced by the results, since all of them completely can not reach the true PF. MOSTA/D is better than other comparison algorithms on P12 with a disconnected PF. However, the other three algorithms can not generate evenly distributed solutions on this problem. MOSTA/D is slightly outperformed by MOEA/DD on P13. Compared to MOEA/D-DE, MOEA/D-M2M, and NSLS, the performance of MOSTA/D on this instance is much better. MOSTA/D has achieved a comparable smaller $IGD^+$ value and higher HV value than comparison algorithms on P14. MOEA/DD also show generally competitive performance.

Since different state transformation operators in MOSTA/D can be used for global search, local search and heuristic search. Alternative use of local search and global search can help MOSTA/D quickly converge to the PFs. By considering the matching relationship between weight vectors and candidate solutions, the proposed algorithm can obtain better convergence and diverse solution set than comparison algorithms.

4.3.2 Engineering optimization problem verification

The four bar plane truss design is a typical optimization problem in the structural optimization field, in which structural mass ($f_1$) and compliance ($f_2$) of a 4-bar plane truss should be minimized. The design drawing is shown in Fig. 20. The four bar plane truss design optimization problem can be formulated as follows:

$$f_1(x) = L(2x_1 + \sqrt{2}x_2 + \sqrt{3}x_3 + x_4) \quad (12)$$
$$f_2(x) = \frac{FL}{E} \left( \frac{2}{x_1} + \frac{2\sqrt{2}}{x_2} - \frac{2\sqrt{2}}{x_3} + \frac{2}{x_4} \right)$$
$$\text{s.t.} \quad (F/\epsilon) \leq x_1 \leq 3(F/\epsilon)$$
$$\sqrt{2}(F/\epsilon) \leq x_2 \leq 3(F/\epsilon)$$
$$\sqrt{2}(F/\epsilon) \leq x_3 \leq 3(F/\epsilon)$$
$$(F/\epsilon) \leq x_4 \leq 3(F/\epsilon)$$

where $F = 10kN$, $E = 2 \times 10^5 kN/cm^2$, $\epsilon = 10kN/cm^2$, $L = 0.2m$.

It can be observed that the objective functions differ greatly in order of magnitude. Hence, a parameter is added to the second objective function and the optimization objectives can be shown as Eq. (13). After optimization, the objective function value is transformed into the original optimization objective function value.

$$f_1(x) = L(2x_1 + \sqrt{2}x_2 + \sqrt{3}x_3 + x_4) \quad (13)$$
$$f_2(x) = \frac{\tau FL}{E} \left( \frac{2}{x_1} + \frac{2\sqrt{2}}{x_2} - \frac{2\sqrt{2}}{x_3} + \frac{2}{x_4} \right)$$

where $\tau = 75000$.

The PFs formed by the set of target values corresponding to Pareto optimal solution sets obtained by five algorithms are shown on
Fig. 9: The Pareto fronts of P5 test function obtained by different algorithms

Fig. 10: The Pareto fronts of P6 test function obtained by different algorithms

Fig. 11: The Pareto fronts of P7 test function obtained by different algorithms

Fig. 12: The Pareto fronts of P8 test function obtained by different algorithms

Fig. 13: The Pareto fronts of P9 test function obtained by different algorithms
Fig. 14: The Pareto fronts of P10 test function obtained by different algorithms

Fig. 15: The Pareto fronts of P11 test function obtained by different algorithms

Fig. 16: The Pareto fronts of P12 test function obtained by different algorithms

Fig. 17: The Pareto fronts of P13 test function obtained by different algorithms

Fig. 18: The Pareto fronts of P14 test function obtained by different algorithms
The proposed decomposition approach has the following advantages compared to traditional approaches: it comprehensively takes into account the reference point vector, candidate solutions vectors, and weight vectors for matching relationship, which is a significant improvement over the simple one-to-one matching relationship. The new approach is better suited for solving higher-dimensional multi-objective problems where the relationship between weight vectors and candidate solutions on selection and updating is crucial. This approach is expected to be particularly effective in solving complex practical problems in industries, including a variety of control problems. In the future, this proposed algorithm will be applied to more complex practical problems, especially those involving multi-objective optimization-based PID control, robust control of process control, and the design of effective weight generation strategies. The approach will be studied in more detail for solving high-dimensional MOPs.

### Conclusion

In this paper, the influence of matching relationship between weight vectors and candidate solutions on selection and updating procedure in decomposition approaches for solving MOPs has been studied. The matching relationship has been found to have a significant impact on the performance of the algorithms. A new decomposition approach has been proposed which takes into account the vectorial angle among the reference point vector, candidate solutions vectors, and weight vectors. This approach is expected to be effective in solving complex practical problems, especially those involving multi-objective optimization-based PID control, robust control of process control, and the design of effective weight generation strategies. The approach will be studied in more detail for solving high-dimensional MOPs.
same functionality with the Tchebycheff approach. Furthermore, a decomposition based multi-objective state transition algorithm is proposed. By testing several benchmark test functions and an engineering optimization problem, MOSTAD can approximate the true PF with high convergence precision and good diversity.
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