A double series for $\pi$ using Fourier series and the Grothendieck-Krivine constant
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Abstract

We provide a double-series formula for $\pi$ obtained using the Fourier series expansion of $1/\cos(x/4)$ and applying the Parseval-Plancherel identity. We show that such a formula involves the Grothendieck-Krivine constant, and that the latter can therefore be expressed as a double series as well.

1 Introduction

The seek for series expressions of $\pi$ has challenged mathematicians for many centuries (see for instance the Leibniz-Gregory-Madhava, Nilakantha, Ramanujan and Bailey-Borwein-Plouffe series) [1]. The purpose can be either to obtain the best compromise between simplicity and accuracy, to extract one specific digit without knowing the others, or to exhibit connections between $\pi$ and other mathematical quantities such as the golden ratio, the constants named after Catalan, Euler, Theodorus, etc.

An important contribution of Grothendieck to Banach space theory is the fundamental theorem in the metric theory of tensor products [2]. This theorem, also referred to as “Grothendieck’s inequality”, had a major impact in $C^*$-algebra theory [3]. A version of the theorem has been developed in the framework of “operator spaces” or non-commutative Banach spaces. Grothendieck’s inequality is strongly related, in quantum mechanics, to the Bell inequalities [4] for probabilities in classical locally deterministic theory and probabilities that arise in quantum theory. Grothendieck’s inequality was crucial to test the Einstein-Podolsky-Rosen (EPR) framework of “hidden variables” proposed as an alternative to quantum mechanics [5]. Using Bell’s ideas, experiments were carried out (see Refs. [6,7]) to verify the presence of a deviation that invalidated the EPR conception. Tsirelson observed that the Grothendieck constant could be interpreted as an upper bound for the deviation in the generalized Bell inequalities.
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(in particular there would be no deviation if the Grothendieck constant was equal to 1) \[8, 9\]. The Grothendieck constant has been introduced in graph theory and in computer science where the Grothendieck inequality is invoked to replace certain NP problems by others that can be treated by “semidefinite programming” and hence solved in polynomial time [10].

In 1977, Krivine introduced the constant
\[
K_G = \frac{\pi}{2 \ln (1 + \sqrt{2})},
\]
which he called “Grothendieck’s constant” [11,12], but a better upper bound for Grothendieck’s inequality was published in 2011 by Braverman, Makarychev, Makarychev and Naor [13,14]. Therefore, in order to avoid confusion, the constant given by formula (1) will be named the Grothendieck-Krivine in the following.

In section 2, we present the Fourier series of a specific function and show that the Parseval-Plancherel enables one to obtain a double series formula for \(\pi\). In section 3, we mention that the latter formulas involves the Grothendieck-Krivine constant, and provides therefore a connection between the latter and \(\pi\) via a simple double series.

## 2 Fourier series of \(x \mapsto \cos \left(\frac{x}{4}\right)\)

Let us consider the function
\[
\mathcal{F}(x) = \frac{1}{\cos \left(\frac{x}{4}\right)}.
\]
defined on \([-\pi, \pi]\). Its Fourier series reads
\[
\mathcal{F}(x) = \frac{a_0}{2} + \sum_{n=1}^{\infty} a_n \cos(nx) + \sum_{n=1}^{\infty} b_n \sin(nx).
\]
Since the function is even, all the \(b_n\) coefficients are equal to zero. We have in particular [15,16]:
\[
a_n = \frac{2}{\pi} \int_{0}^{\pi} \mathcal{F}(t) \cos(nt) dt = \frac{8}{\pi} \int_{0}^{\pi/4} \frac{\cos(4nt)}{\cos(t)} dt
\]
and
\[
a_0 = \frac{8}{\pi} \int_{0}^{\pi/4} dt = \frac{8}{\pi} \ln \left[ \tan \left( \frac{3\pi}{8} \right) \right].
\]
Taking into account the fact that
\[
\tan \left( \frac{3\pi}{8} \right) = \frac{1 - \cos \left( \frac{3\pi}{4} \right)}{\sin \left( \frac{3\pi}{4} \right)} = 1 + \sqrt{2},
\]
we get
\[
a_0 = \frac{8}{\pi} \ln(\sqrt{2} + 1).
\]
Let us now calculate the difference of two successive coefficients $a_n - a_{n-1}$ [17]:

\[
a_n - a_{n-1} = \frac{8}{\pi} \int_0^{\pi/4} \left[ -2 \frac{\sin((4n-2)t) \sin(2t)}{\cos t} - \frac{32}{\pi} \int_0^{\pi/4} \sin((4n-2)t) \sin t \, dt \right. \\
- \left. \frac{16}{\pi} \int_0^{\pi/4} \left\{ \cos((4n-3)t) - \cos((4n-1)t) \right\} \, dt \right] \\
= \frac{16}{\pi} \left[ \frac{\sin \left( \frac{(4n-3)\pi}{4} \right)}{4n-3} - \frac{\sin \left( \frac{(4n-1)\pi}{4} \right)}{4n-1} \right] \\
= \frac{8\sqrt{2}}{\pi} (-1)^n \left[ \frac{1}{4n-3} - \frac{1}{4n-1} \right]. \tag{8}
\]

Therefore, one has

\[
a_n = \frac{8}{\pi} \ln(1 + \sqrt{2}) - \frac{8\sqrt{2}}{\pi} \mathcal{J}_n \tag{9}
\]

where

\[
\mathcal{J}_n = \sum_{k=1}^{n} (-1)^{k-1} \left( \frac{1}{4k-3} - \frac{1}{4k-1} \right). \tag{10}
\]

Since $\lim_{n \to \infty} a_n = 0$,

\[
\mathcal{J} = \lim_{n \to \infty} \mathcal{J}_n = \frac{\sqrt{2}}{2} \ln(1 + \sqrt{2}) \tag{11}
\]

and we have also

\[
a_n = \frac{8\sqrt{2}}{\pi} (\mathcal{J} - \mathcal{J}_n). \tag{12}
\]

Thus

\[
a_n = \frac{8\sqrt{2}}{\pi} \sum_{k=n+1}^{\infty} (-1)^k \left( \frac{1}{4k-1} - \frac{1}{4k-3} \right). \tag{13}
\]

The Parseval-Plancherel theorem [18,19] states that

\[
\int_{-\pi}^{\pi} \frac{dt}{\cos^2 \left( \frac{t}{4} \right)} = 8 \int_0^{\pi/4} \frac{du}{\cos^2 (u)} = 8 \tag{14}
\]

and finally

\[
\sum_{n=1}^{\infty} \left[ \sum_{k=n+1}^{\infty} (-1)^k \left( \frac{1}{4k-1} - \frac{1}{4k-3} \right) \right]^2 = \frac{\pi}{16} - \frac{1}{4} \ln^2 \left( \sqrt{2} + 1 \right). \tag{15}
\]
3 The Grothendieck-Krivine constant

Let $A$ be an $n \times n$ real square matrix with $n \geq 2$ such that [20]:

$$\left| \sum_{i=1}^{n} \sum_{j=1}^{n} a_{ij} s_i t_j \right| \leq 1$$

(16)

for all real numbers $s_1, s_2, ..., s_n$ and $t_1, t_2, ..., t_n$ satisfying $|s_i|, |t_j| \leq 1$. Then Grothendieck showed that there exists a constant $K_R(n)$ ensuring

$$\left| \sum_{i=1}^{n} \sum_{j=1}^{n} a_{ij} x_i y_j \right| \leq K_R(n)$$

(17)

for all vectors $x_1, x_2, ..., x_m$ and $y_1, y_2, ..., y_n$ in a Hilbert space with norms $|x_i| \leq 1$ and $|y_j| \leq 1$. The Grothendieck constant is the smallest possible value of $K_R(n)$. As mentioned in the introduction, Krivine postulated that the limit

$$\lim_{n \to \infty} K_R(n).$$

(18)

is equal to [11]:

$$K_G = \frac{\pi}{2 \ln(1 + \sqrt{2})}.\quad (19)$$

The conjecture was refuted in 2011 by Braverman, Makarychev and Naor, who showed that $K_R$ is strictly less than Krivine’s bound [13, 14].

Similarly, if the numbers $s_i$ and $t_j$ and matrix $A$ are taken as complex, then a similar set of constants $K_C(n)$ may be defined [11, 21–23], where the upper limit is given by $8/\pi(x_0 + 1)]$, $x_0$ being the root of

$$\frac{1}{8} \pi (x + 1) = x \int_0^{\pi/2} \frac{\cos^2 \theta}{\sqrt{1 - x^2 \sin^2 \theta}} d\theta = \frac{1}{x} \left[ E(x) - (1 - x^2)K(x) \right],$$

(20)

where

$$K(k) = \int_0^{\pi/2} \frac{d\theta}{\sqrt{1 - k^2 \sin^2 \theta}}$$

(21)

and

$$E(k) = \int_0^{\pi/2} \sqrt{1 - k^2 \sin^2 \theta} d\theta$$

(22)

are complete elliptic integrals of the first and second kind respectively. However, Haagerup has suggested that the upper limit would more plausibly be given by [22]

$$\left[ \int_0^{\pi/2} \frac{\cos^2 \theta}{\sqrt{1 + \sin^2 \theta}} d\theta \right]^{-1} = \frac{1}{2K(i) - E(i)}.$$

(23)
It is worth mentioning that $K_G$ is related to Khintchine’s constant [24] [27]. Equation (19) can be put in the form
\begin{equation}
\ln^2 \left( \sqrt{2} + 1 \right) = \frac{\pi^2}{4K_G^2}.
\end{equation}
(27)
yielding
\begin{equation}
\sum_{n=1}^{\infty} \left[ \sum_{k=n+1}^{\infty} (-1)^k \left( \frac{1}{4k-1} - \frac{1}{4k-3} \right) \right]^2 = \frac{\pi}{16} \left( 1 - \frac{\pi}{K_G^2} \right),
\end{equation}
(28)
or
\begin{equation}
K_G = \sqrt{\pi - 16 \sum_{n=1}^{\infty} \left[ \sum_{k=n+1}^{\infty} (-1)^k \left( \frac{1}{4k-1} - \frac{1}{4k-3} \right) \right]^2}.
\end{equation}
(29)

In 1935, Einstein, Podolsky and Rosen published a famous article suggesting that the quantum mechanical description of reality is incomplete and proposing the existence of hidden variables that cannot be measured, but explain the statistical character of the (experimentally confirmed) predictions of quantum mechanics. The concept of “locality” is connected to the assumption that the observations are independent; it constitutes the cornerstone of the Bohm theory involving non-local hidden variables in order to reconcile theory with experiments. In other words, standard quantum mechanics would rely on the statistical description of the underlying hidden variables. In 1964, Bell observed that such an assumption could be tested and proposed an inequality that should be satisfied by those hidden variables. Clauser, Horne, Shimony and Holt [28] modified the Bell inequality and suggested that it could be checked experimentally. Many experiments later, there is no doubt that the Bell-Clauser-Horne-Shimony-Holt inequality [28] is violated, invalidating thus the “hidden variables” theory [6, 7]. In 1980 Tsirelson observed that the Grothendieck constant could be interpreted as an upper bound for a generalized Bell inequality, and that such a violation is closely related to the assertion that the Grothendieck constant is greater than 1. He also found a variant of the Clauser-Horne-Shimony-Holt inequality (now called “Tsirelson’s bound” [8]).

\footnote{1If
\begin{equation}
x = [a_0; a_1, ...] = a_0 + \frac{1}{a_1 + \frac{1}{a_2 + \frac{1}{a_3 + ...}}}
\end{equation}
is the simple continued fraction of a real number $x$, where the numbers $a_i$ are the partial denominators, Khintchine has shown, using the Gauss-Kuz’min distribution, that for almost all positive irrationals the limiting geometric mean of the positive elements $a_i$ exists and is equal to [24]:
\begin{equation}
K = \lim_{n \to \infty} (a_1 a_2 ... a_n)^{1/n}.
\end{equation}
In particular, one has
\begin{equation}
K = \prod_{n=1}^{\infty} \left[ 1 + \frac{1}{n(n+2)} \right]^{\frac{n+1}{2}}.
\end{equation}}
4 Conclusion

We obtained a double-series formula for $\pi$ using the Fourier series expansion of $\frac{1}{\cos(x/4)}$ and applying the Parseval-Plancherel identity. We pointed out that such a formula can in turn be interpreted as an expression of the Grothendieck-Krivine constant.
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5 Appendix

It is worth mentioning that it is possible to derive further relations for the Grothendieck constant using the following formulas recently published by Valdebenito [29]:

\[ \pi^2 = 4 \left[ \ln(1 + \sqrt{2}) \right]^2 + 8 \int_{\ln(1 + \sqrt{2})}^{\infty} \text{arcSinh} \ (\text{csch} \ x) \ dx, \tag{30} \]

\[ \pi^2 + 4 \left[ \ln(1 + \sqrt{2}) \right]^2 + 8 \int_{0}^{\ln(1 + \sqrt{2})} \text{arcSinh} \ (\text{csch} \ x) \ dx, \tag{31} \]

\[ \pi^2 = 4 \left[ \ln(1 + \sqrt{2}) \right]^2 + 8 \int_{\ln(1 + \sqrt{2})}^{\infty} \text{arcCosh} \ (\text{coth} \ x) \ dx \tag{32} \]

and

\[ \pi^2 = 4 \left[ \ln(1 + \sqrt{2}) \right]^2 + 8 \int_{\ln(1 + \sqrt{2})}^{\infty} \text{arcTanh} \ (\text{sech} \ x) \ dx, \tag{33} \]

where

\[ \text{csch} \ x = \frac{1}{\sinh x} \tag{34} \]

is the usual cosecant function and

\[ \text{sech} \ x = \frac{1}{\cosh x} \tag{35} \]

the hyperbolic secant. Using the definition of the Grothendieck-Krivine constant (1), Eqs. (30) to (33) give respectively

\[ K_G = \frac{1}{\sqrt{1 - \frac{8}{\pi^2} \int_{\pi/K_G}^{\infty} \text{arcSinh} \ (\text{csch} \ x) \ dx}}, \tag{36} \]

\[ K_G = \frac{1}{\sqrt{8 \int_{0}^{\pi/K_G} \text{arcSinh} \ (\text{csch} \ x) \ dx - 1}}, \tag{37} \]

\[ K_G = \frac{1}{\sqrt{1 - \frac{8}{\pi^2} \int_{\pi/K_G}^{\infty} \text{arcCosh} \ (\text{coth} \ x) \ dx}}, \tag{38} \]

and

\[ K_G = \frac{1}{\sqrt{1 - \frac{8}{\pi^2} \int_{\pi/K_G}^{\infty} \text{arcTanh} \ (\text{sech} \ x) \ dx}}. \tag{39} \]