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Minimal stochastic field equations for one-dimensional flocking
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(Dated: December 5, 2018)

We consider the collective behaviour of active particles that locally align with their neighbours. Agent-based simulation models have previously shown that in one dimension, these particles can form into a flock that maintains its stability by stochastically alternating its direction. Until now, this behaviour has been seen in models based on continuum field equations only by appealing to long-range interactions that are not present in the simulation model. Here, we derive a set of stochastic field equations with local interactions that reproduces both qualitatively and quantitatively the behaviour of the agent-based model, including the alternating flock phase. A crucial component is a multiplicative noise term of the voter model type in the dynamics of the local polarization whose magnitude is inversely proportional to the local density. We show that there is an important subtlety in determining the physically appropriate noise, in that it depends on a careful choice of the field variables used to characterise the system. We further use the resulting equations to show that a nonlinear alignment interaction of at least cubic order is needed for flocking to arise.

I. INTRODUCTION

The collective motion of self-propelled particles has been an active area of research for a number of years [1–3], with areas of particular interest including bird flocking [4,5], fish schooling patterns [6,7], insect swarms [8,9], and the motion of bacteria [10], among others. Interest in these systems lies in the fact that they are internally driven, and therefore generate complex non-equilibrium behaviours at the macroscopic scale. For example, in two dimensions, one can find long-range orientational order [11] in which the particles move in a randomly selected direction, thus breaking the continuous rotational symmetry—such continuous symmetry breaking is precluded from equilibrium models in two dimensions. There are two main methods to study such systems: agent-based models or continuum field equations. Simulations of stochastic agent-based models [11–13] allow changes in behaviour to be explored as inter-particle interactions are varied, while a deeper theoretical understanding can be gained by deriving and analysing equations that govern the time evolution of particle density and velocity fields [14,15]. It is important to recognise that these approaches are complementary. Simulations allow fine-grained control over the microscopic dynamics of the system, but are typically limited in the range of system sizes and timescales that can be accessed. On the other hand, field equations are usually free from such restrictions, but instead necessitate some degree of approximation or coarse-graining to render them tractable.

Here, our focus is on the case of flocking in one spatial dimension (1d), as this exhibits some interesting behaviours that are not observed in higher dimensions, and for which a theoretical understanding through field equations is incomplete. Of particular interest is the case where a flock—that is, a localised group of particles moving in the same direction—is maintained by alternating between the two possible directions that are available in 1d (i.e., left and right). Thus the order of the flock is maintained, but as the timescale for the flock to alternate grows only logarithmically with system size, there is no spontaneous symmetry breaking. This effect was first studied in a simulation model [16] in which interactions are local and involve some degree of stochasticity in the dynamics. Various sets of field equations involving only local interactions have been constructed for active particles in 1d, both with [12,17] and without noise [15,18,19]. These demonstrate an instability for particles to form into a discrete number of bands or as a single large flock, but do not display an alternating behaviour as far as we are aware. However, both deterministic and stochastic equations with non-local interactions [20,22] do generate a variety of complicated patterns, including the alternating state (“zig-zags”) of interest here, and it has been suggested that non-local interactions are necessary to reproduce such behaviours in the deterministic setting [23]. Thus the question of whether it is possible to represent the alternating state in a system of local stochastic field equations is left open.

In this work, we return to the agent-based model introduced in [16] that is defined on a lattice and use this to construct a set of stochastic field equations in one spatial dimension. Through numerical integration of these equations, we show that they reproduce the alternating behaviour seen in the agent-based model both qualitatively and quantitatively. The strategy we adopt to obtain the equations comprises two steps. First, we perform a Kramers-Moyal expansion [24] in the particle density (the fraction of particles at a given lattice site) and polarization (the fraction of particles at a site that are moving to the left subtracted from the corresponding fraction moving to the right), and truncate at second order. Then, we introduce a continuum approximation to the lattice-based model, which gives rise to a set of equations that involve spatial derivatives of the two fields, and a noise term. Although these are both widely-used procedures, we identify an important subtlety that arises: the choice of fields used to describe the system is crucial. In the
case where we describe the difference in densities of the right- and left-moving particles in terms of the polarization, which is normalised by the local particle density and therefore constrained to lie between $-1$ and $1$, we obtain a multiplicative noise that is of the voter type to lowest order [25,27] and find that this generates the fluctuations that are required to precipitate the wholesale reversal of a flock. By contrast, if we use instead the local momentum (i.e., the difference in densities of the left- and right-moving particles), we obtain a noise that is additive to leading order and does not display the alternating behaviour. The reason for this is that by truncating the Kramers-Moyal expansion at second order is an approximation that can discard relevant contributions under certain choices of variables, but not others.

Having established a set of equations that reproduces the correct macroscopic physics, we then use them to identify the leading order terms in the inter-particle interactions that are required, and therewith a minimal model for one-dimensional flocking. In addition to voter-type noise, we find that it is necessary that the propensity for particles to align with their neighbours is a nonlinear (specifically, at least cubic) function of local polarization. A linear alignment rule reduces to non-interacting run-and-tumble particles [28] that do not flock.

II. FROM AN AGENT-BASED MODEL TO STOCHASTIC FIELD EQUATIONS

A. Agent-based model

We begin by defining the agent-based model that serves as the starting point for deriving the stochastic field equations. This model is inspired by that introduced by O’Loan and Evans [10], as under certain conditions the particles form a cohesive flock that stochastically alternates direction.

In this model, $N$ identical particles are distributed across $L$ lattice sites in a ring geometry, with no maximum occupancy at each site. Each particle is initially assigned a random direction $\nu^\alpha = \pm 1$. In a single update, a particle $\alpha \in \{1, \ldots, N\}$ at site $x^\alpha \in \{1, \ldots, L\}$ is chosen at random. It then hops either to the left ($-$) or the right ($+$) (updating its velocity to $-1$ or $+1$ respectively) with rate $W^\pm(\theta(x^\alpha))$ defined as

$$W^\pm(\theta) = \frac{1}{2}[1 \pm g(\theta)]$$

as shown in Fig. 1. Here, the polarization $\theta(x)$ is defined as

$$\theta(x) = \frac{\sum_{\alpha=1}^{N} \nu^\alpha \delta_{x,x^\alpha}}{\sum_{\alpha=1}^{N} \delta_{x,x^\alpha}}$$

and lies in the range $\theta(x) \in [-1, 1]$. Concretely, the polarization is equal to the fraction of particles at a site that are moving to the right, minus the corresponding fraction moving to the left.

The difference in the probabilities $W^+(\theta) - W^-(\theta) = g(\theta)$ specifies the velocity (normalised to the range $[-1, 1]$) with which particles at position $x$ move if the polarization $\theta(x) \in [-1, 1]$. We can therefore think of $g(\theta)$ as specifying the extent to which particles align themselves with the local polarization (i.e., the velocity of the other particles). In the original model of [16], particles aligned themselves with the majority with probability $(1 - \eta)$, and in the opposite direction with probability $\eta$, which corresponds to the choice $g(\theta) = (1 - 2\eta)\text{sgn}(\theta)$. Here, we adopt a form that regularises the step at $\theta = 0$, namely

$$g(\theta) = (1 - 2\eta)\tanh(\beta\theta)$$

With this form, we recover the majority alignment rule in the limit $\beta \to \infty$, and a linear alignment rule as $\beta \to 0$. We will later show that to achieve the alternating flock behaviour, it is necessary for $g(\theta)$ to be nonlinear. One further difference from the model of [16] is that in that work, particles were also sensitive to the polarization on nearest-neighbour sites. We have found that this is not in fact required for the alternating state to emerge, and have thus excluded such interactions for simplicity.

Fig. 2 demonstrates that the basic phase behaviour of this model is the same as that established in [10]. Depending on the values of $\beta$ and $\eta$ above, the system will manifest one of two phases: a disordered paramagnetic phase with uniform average density and negligible average on-site polarization; or an ordered phase where a region of larger density propagates through the ring, alternating direction stochastically. In Fig. 3 we plot the global velocity

$$\varphi = \frac{1}{N} \left| \sum_{\alpha=1}^{N} \nu^\alpha \right|$$

against $\eta$. This locates the transition between these two states for different values of $\beta$, with a non-zero value of $\varphi$ in the ordered (alternating) state at low $\eta$.

A third phase is seen in both the low noise ($\eta \to 0$) and the high-density ($N \to \infty$ with finite $L$) limits. Here, the particles spread out across the lattice uniformly travelling
FIG. 2. Sample space-time trajectories of the fractional density $\rho$ with periodic boundaries displaying the two behaviours observed in the agent-based model (darker regions indicate higher density). a) Paramagnetic phase ($\eta = 0.2$). b) Alternating flock ($\eta = 0.02$). We have $N = L = 2000$ and $\beta = 2.0$ for both.

in a single direction and we term it the “ferromagnetic” phase. However, Ramaswamy [29] argues that this is not a true thermodynamic phase, as it cannot exist if $\eta$ is nonzero and $N/L$ is finite in the $L \to \infty$ limit. This is due to an instability to transition to the alternating state, where the symmetry-breaking property of the ferromagnetic state is no longer observed.

Observations made in [16] for an agent-based model and [30] for a related mean-field model without alternating behaviours show that the flock in the alternating phase diffuses slowly between directional flips, with these flips appearing to serve the purpose of condensing the flock and keeping it together. If the time between successive flips is too long, this can result in a temporary transition to the ferromagnetic pseudo-phase until a fluctuation causes the flock to return.

B. Stochastic field equations

We now show how to construct a set of field equations that correctly reproduces the behaviour described above. The first step is to employ a Kramers-Moyal expansion [24, 31, 32]. If this is truncated at second order, we arrive at an approximation for the time evolution of a stochastic variable $\psi$ of the form

$$\frac{d\psi}{dt} \approx \langle \delta \psi \rangle \delta t + \sqrt{\langle \delta \psi^2 \rangle} \xi(t)$$

where $\delta \psi$ represents the possible changes in $\psi$ in a single timestep $\delta t$ and $\xi(t) \sim N(0, 1)$ is a white Gaussian noise. This equation is to be interpreted in the Itô sense. For our system, the stochastic variables of interest are the local fractional density,

$$\rho(x, t) = \frac{1}{N} \sum_{\alpha=1}^{N} \delta(x - x^\alpha),$$

and the local polarization, $\theta$, as in (2). In order to view these variables as continuous, we must consider the large $N$ limit of our system. As we shall explore later the choice
of stochastic variables $\psi$ matters here, as a consequence of truncating the expansion at second order to arrive at an Itô SDE (for general discussion of Itô versus Stratonovich noise, see [24]).

Given the rules for the agent-based model set out in Sec. 1A above, we can determine the changes in the fractional density and polarization at site position $x_i$ arising from a single update as follows:

$$\delta \rho_i(t) = \begin{cases} \frac{1}{N} & \text{with prob. } W_{i-1}^+ \rho_{i-1} + W_{i+1}^- \rho_{i+1} \\ -\frac{1}{N} & \text{with prob. } \rho_i \\ 0 & \text{otherwise} \end{cases} \tag{7}$$

$$\delta \theta_i(t) = \begin{cases} \frac{1-\theta_i}{N \rho_i} & \text{with prob. } W_{i-1}^+ \rho_{i-1} \\ \frac{1+\theta_i}{N \rho_i} & \text{with prob. } W_{i+1}^- \rho_{i+1} \\ \frac{1-\theta_i}{N \rho_i} & \text{with prob. } \rho_i^- \\ \frac{1+\theta_i}{N \rho_i} & \text{with prob. } \rho_i^+ \\ 0 & \text{otherwise} \end{cases} \tag{8}$$

where $\rho_i^+$ and $\rho_i^-$ represent the local fractional densities of right- and left-moving particles respectively. The second step of the derivation is to take the limit of large lattice size, $L \to \infty$, which is achieved by making the replacements $\rho_i \to \rho(x)$ and $\theta_i \to \theta(x)$, with $x = ia$, and Taylor expanding expressions like $\rho(x \pm a)$ to second order in $a$. Finally, the lattice spacing $a$ is set to 1.

With the assumption that the density and polarization fields are uncorrelated in space, this procedure yields the expressions

$$\langle \delta \rho \rangle = \frac{1}{N} \left[ -\frac{\partial (g(\theta) \rho)}{\partial x} + \frac{1}{2} \frac{\partial^2 \rho}{\partial x^2} \right]$$ \tag{9}$$

$$\langle \delta \rho^2 \rangle = \frac{1}{N^2} \left[ 2 \rho - \frac{\partial (g(\theta) \rho)}{\partial x} + \frac{1}{2} \frac{\partial^2 \rho}{\partial x^2} \right]$$ \tag{10}$$

$$\langle \delta \theta \rangle = \frac{1}{N} \left[ g(\theta) - \frac{\partial \ln \rho}{\partial x} + \frac{1}{2} \frac{\partial^2 (g(\theta) \rho)}{\partial x^2} \right] - \frac{\theta}{\rho} \langle \delta \rho \rangle$$ \tag{11}$$

$$\langle \delta \theta^2 \rangle = \frac{2}{N^2 \rho} \left[ 1 - \theta g(\theta) \right].$$ \tag{12}$$

Inserting the above into (5), setting $\delta t = N^{-1}$, and keeping terms of $O(1)$ gives the following coupled stochastic differential equations for the time evolution of the fractional density and polarization fields

$$\frac{\partial \rho}{\partial t} = -\frac{\partial (g(\theta) \rho)}{\partial x} + \frac{1}{2} \frac{\partial^2 \rho}{\partial x^2}$$ \tag{13}$$

$$\frac{\partial \theta}{\partial t} = g(\theta) - \theta - \frac{\partial \ln \rho}{\partial x} + \frac{1}{2} \frac{\partial^2 (g(\theta) \rho)}{\partial x^2} - \frac{\theta}{\rho} \frac{\partial \ln \rho}{\partial t}$$

$$+ \frac{2}{N \rho} \sqrt{1 - \theta g(\theta)} \xi(x,t).$$ \tag{14}$$

Equations (13) and (14) form the basis for our field equation description of alternating flocking.

First we must comment on why we have dropped noise term in (13) but not in (14), as naively both are of the same order, $1/N^2$, in [10] and [12], respectively. The key difference is that the magnitude of the second jump moment $\langle \delta \theta^2 \rangle$ is inversely proportional to the density, $\rho$, which can be of order $1/N$, particularly in the nose and the tail of a flock. Consequently in these regions, the stochastic and deterministic terms are of similar magnitude, and as argued in [16], it is these fluctuations that are responsible for reversing the direction of the flock. This we will confirm explicitly in the following. A further implication of dropping the noise term in (13) is that the equation has the form of a continuity equation and respects the fact that the density $\rho$ is a conserved quantity across the system. If we had retained the second order term [10] in (13), the resulting equation would no longer conserve density. This would seem to arise from the assumption that density and polarization fields are spatially uncorrelated. If we were to retain these correlations, we would end up with a nontrivial noise term arising whose amplitude is given by the Cholesky decomposition of the correlation matrix [33, 34]. In principle, this should lead to a conservative noise, as obtained in other methods of deriving field equations from microscopic interactions such as those described by Bertin [35] and Dean [36]. However, as our aim is to describe a simple model for this behaviour in 1d, we have chosen instead to drop this noise, as it is of lower order in $N$ than the terms we have retained. This is justified a posteriori by the good quantitative agreement between numerical integration of these equations and the agent-based simulations that we report below.

C. Numerical integration of the stochastic field equations

To investigate the behaviour of the system described by the stochastic field equations [13] and [14], we numerically integrate them. In the deterministic terms, we follow the standard approach of replacing space and time derivatives with finite differences: throughout this work we use $\delta x = 1$ and $\delta t = 0.01$. The standard (Euler-Maruyama) method for handling the stochastic term, wherein one replaces the combination $\xi(x,t) \sqrt{\delta t}$ with a Gaussian random variable with zero mean and variance $\delta t$ is not well adapted to the problem at hand. The issue is that as $\theta \to \pm 1$, this can generate unphysical values of the polarization (i.e., $|\theta| > 1$).

To handle this difficulty we first linearise the function $g(\theta)$ in the noise term whilst leaving it as a general function in the deterministic terms. That is, we put $g(\theta) = \theta$ under the square root in [14]. This then yields a noise term of the voter type [25–27] (also characteristic of the Wright-Fisher model [37, 38]), causing the noise to vanish at the boundary points $\theta = \pm 1$. As we are trying to find a minimal model for 1d flocking, we need to keep only the necessary terms for the alternating flock to be observed. A crucial feature of the dynamics is that $\theta$ must be constrained to the interval $-1 \leq \theta \leq 1$: the noise term in [14] satisfies this requirement at the lowest
order in powers of \( \theta \) and \( \eta \). Therefore we may neglect higher order terms in \( \theta \) and \( \eta \) here. Numerically, however, it is still possible that a Gaussian random number large enough to exit the boundaries is generated. In the following we compare results using two strategies to deal with this. The first, and more straightforward strategy, is simply to truncate \( \theta \) to the physical range whenever it is left. The more sophisticated strategy, inspired by the approach of [39], is to replace the Gaussian random variable in the numerical integration scheme with a variable drawn from a distribution that is defined only over the physical range, and has the required mean and variance.

More precisely, this second approach involves integrating the stochastic and deterministic parts of the equation separately using Hamiltonian operator splitting on the Fokker-Planck equation equivalent to (14) [40]. This involves sampling an intermediate value of \( \theta, \theta_{\text{int}} \), from the distribution obtained by solving \( \partial_t P(\rho, \theta, t) = (N\rho)^{-1} \partial_\theta \left[ (1 - \theta^2)P \right] \). By transforming to another variable \( y = \frac{1}{2}(1 + \theta) \), this distribution can be transformed to one with a known solution [11]. However, unlike other forms of noise with a known distribution such as directed percolation [42], this distribution cannot be written in a form that allows it to be easily sampled.

However, it can be shown that, given an initial condition \( \theta \), the mean of \( y \) after a time \( \delta t \) is equal to \( \mu = \frac{1}{2}(1 + \theta) \) and has a variance

\[
\sigma^2 = (1 - \theta^2) \left( 1 - \exp\left[ -\frac{2}{N\rho} \delta t \right] \right).
\] (15)

An appropriate distribution to sample \( y \) from is the Beta distribution, \( P(y) \propto y^\alpha (1 - y)^\beta \) for \( y \in [0,1] \), with the parameters \( \alpha \) and \( \beta \) chosen so that the distribution has the desired mean and variance. This is the natural distribution to choose because it is defined only for a finite interval, and has an independent mean and variance. Since we have already truncated the Kramers-Moyal expansion at second order to obtain the stochastic field equations [13] and [14], we do not expect differences between the Beta and Gaussian distributions in the third and higher moments to be physically relevant for small timesteps. Once the intermediate value \( \theta_{\text{int}} = 2y - 1 \) is sampled, we then integrate the deterministic part of (14) numerically using the usual Euler method.

III. MINIMAL MODEL FOR 1D FLOCKING

We now show that the stochastic field equations [13] and [14] generate realisations of the density and polarization fields that are in both qualitative and quantitative agreement with the agent-based model. We also show that a nonlinear function \( g(\theta) \) is required in the deterministic part of the equations in order to replicate alternating flocks.

A. Alternating flocks

In the agent-based model we found that the alternating phase exists for small values of the anti-alignment parameter \( \eta \). Specifically, in Fig. 2 the alternating state is shown for the case \( \eta = 0.02 \) and with \( \beta = 2 \) in the alignment interaction (5). In Fig. 3 we show the result of integrating the stochastic field equations (13) and (14) at the same point in parameter space, under both the truncated Gaussian and Beta sampling strategies.

In both cases we find that a flock forms and reverses its direction at random intervals, as in the agent-based model. Closer inspection of the data suggest that the flocks are more stable in the case of truncated Gaussian noise, with an apparently smaller number ‘splinter’ flocks being emitted from the main flock than in either the agent-based model or when the Beta sampling strategy is used.

To investigate these differences more systematically, we investigate the behaviour of the order parameter \( \varphi \) defined by Eq. (4) as a function of the parameter \( \eta \), recalling that flocking is seen for small \( \eta \) and a homogenous phase is seen for large \( \eta \). Fig. 4 shows results from the agent-based model along with those obtained from the field equations using the two different noise sampling strategies. We see that there is a transition to flocking in both cases, but that the truncated Gaussian strategy leads to the order parameter being systematically overestimated (and therewith the critical \( \eta \)). On the other hand, the results using the Beta sampling strategy are in excellent agreement with those from the agent-based model, showing that (13,14) quantitatively capture the dynamics of the interacting particle system.

B. Choice of field variables

Starting from (13) and (14) we can obtain an alternative set of field equations using a momentum-like variable

\[ \phi = \rho \theta. \] (16)

The pair \((\rho, \phi)\) then contain the same information as \((\rho, \theta)\) and in principle ought to give an equivalent description. We apply an Itô transformation to the equations (13) and (14). Taking \( g(\theta) = \theta \) under the square root, as previously, yields

\[
\frac{\partial \phi}{\partial t} = g'(\phi, \rho) \rho - \phi - \frac{\partial \rho}{\partial x} + \frac{1}{2} \frac{\partial^2 (g'(\phi, \rho) \rho)}{\partial x^2}
\]

\[
+ \sqrt{\frac{2}{N\rho}} \sqrt{\rho^2 - \phi^2} \xi(x,t)
\] (17)

where \( g'(\phi, \rho) = g\left( \frac{\phi}{\rho} \right) \). Although, this would appear to introduce issues when \( \rho = 0 \), these issues are already present with the original definition of \( \theta \). Numerically integrating (13) and (17) instead of (13) and (14) changes none of the behaviour of the system.
FIG. 4. Numerically integrated solution of (13) using (a) truncated Gaussian and (b) Beta distributed noise. While both display similar behaviours in terms of the main flock, the density of splinter flocks using Gaussian noise is lower than expected from the agent-based model. Both solutions have \( N = L = 2000, \eta = 0.02 \) and \( \beta = 2.0 \) and random initial starting conditions.

We now show that difficulties occur if instead of using (14) we try to derive equations for the \((\rho, \phi)\) system using a Kramers-Moyal expansion from the microscopic dynamics to second order. We shall show that this approach can lead to equations that do not describe a system that orders as \( \eta \) is reduced.

When we follow through the Kramers-Moyal expansion, as described in Section II B but using \((\rho, \phi)\) as variable, we find that the deterministic parts of the resulting field equations are equivalent (up to a transformation of variables) to those of (17,13), but the stochastic terms differ. While \( \langle \delta \theta^2 \rangle = \frac{2}{N^2} (1 - \theta g(\theta)) \) as in (12), \( \langle \delta \phi^2 \rangle = \frac{2}{N \eta} \), with the \( 1 - \theta g(\theta) \) term missing even under a change of variables via an Itô transformation. This corresponds to an additive noise term in the field equations, rather than the multiplicative voter-like noise that is a feature of Eq. (14).

This difference turns out to be highly significant, as can be seen from Fig. 5. We find that when we omit the \( 1 - \theta^2 \) term in the stochastic prefactor in Eq. (14), which is equivalent to integrating the field equations in \( \phi \), the global velocity is negligible for all values of \( \eta \). This corresponds to the disordered paramagnetic state as described for the agent-based model above.

The reason why the two sets of field equations differ in their phenomenology lies in truncating the Kramers-Moyal expansion at second order: equivalence would be restored if we were to keep all orders in the expansion. However, we cannot then couch the dynamics in an SDE of the usual form. What appears to be important for the present application is that the noise vanishes at the boundary points \( \theta = \pm 1 \) (or \( \phi = \pm \rho \)) as \( \eta \to 0 \), which happens at second order when we choose to represent the system using \( \theta \), but not when we choose \( \phi \).

FIG. 5. Plot of the change in the average order parameter \( \langle \phi \rangle \) against anti-alignment strength \( \eta \) with \( N = L = 2000 \) and \( \beta = 2.0 \). The behaviour of the agent-based model (ABM) is described by (13) and (14) with \( \beta \) distributed sampling \((\theta - \beta, \theta)\), the green line (color online)). Using truncated Gaussian noise instead gives a higher than expected global velocity, while using the equations derived via the Kramers-Moyal expansion of the momentum \( \phi \) yields a negligible global velocity for all parameter values. There is a transition between the alternating state and paramagnetic state at \( \eta \approx 0.05 \). The exact value depends on the choice of \( \beta \) and of \( g \).
Beta noise as before also displays this behaviour, as can this occurring. Numerically integrating (13, 14) using observing the effect of sending a small pulse (the equiv-

C. Strong low-density fluctuations

A notable feature of the noise in Eq. (14) is that its variance is inversely proportional to the density, ρ, indicating that its effect on the polarization is stronger in low-density regions. For a single large flock, the strongest stochastic effects should thus be found in the nose and tail. It was shown in [16] that minor fluctuations in the nose of the flock were sufficient to cause the flock to al-

D. Necessity of a non-linear alignment interaction

Having established that the stochastic field equations correspond to the agent-based model for the specific choice of the alignment interaction term g(θ) given by (3), we now use them to understand the space of functional forms of g(θ) that allow the emergence of alternating flocks. In particular, we find that some degree of non-linearity is required for the coherent flock to exist.

To see this, we modify the agent-based model to al-

FIG. 6. Numerically integrated solution of (13) with only the deterministic part of (14) included. In the absence of any stochasticity, the flock will diffuse until it has spread over the system. However, the flock alternates direction when a smaller flock impacts the nose. This artificially introduced small flock can be seen as a thin line coming from the right edge at t = 3000. Here, we have chosen L = N = 2000, η = 0.02 and β = 2.0

be seen in Fig. 4b.

These findings reveal that the stochastic field equations reproduce in detail the physical mechanisms responsible for the alternating state that is seen in the agent-based model.
FIG. 7. Agent-based model (a) and numerical integration of (13,14) (b) with modified $g(\theta)$ as in (18). Note that both display the same qualitative behaviour as Fig. 2b and Fig. 4b. Here, we have chosen $L = N = 2000$, $\eta = 0.02$ and $\beta = 2.0$.

IV. CONCLUSIONS

In this work, we have constructed a set of stochastic field equations, Eqs. (13) and (14), that exhibited alternating motion without the need for long-range interactions. We found that the precise form of the noise term in the equation for the polarization was crucial to obtain this behaviour. Specifically, we found that the variance of the noise needs to increase as the density decreases (as previously discussed in [12]) and that it must vanish as the polarization approaches its boundary values $\theta = \pm 1$. The voter-type noise, with a variance proportional to $(1 - \theta^2)/\rho$, is probably the simplest noise with these properties. While the noise term we derive is not precisely the usual voter noise [25][27], the two multiplicative prefactors agree to first order approximation in $\eta$ and $\theta$. Furthermore, we found that, for flocks to form, a nonlinear alignment interaction is required for the deterministic terms of both density and polarization fields: that is, when a particle adopts a direction to move from its local neighbourhood, it needs to be biased towards the majority direction. Again, a cubic function is the simplest polynomial with these properties, and we have found this sufficient to generate a steady state with an alternating flock. In this sense, we regard the field equations derived here as a minimal model for one-dimensional flocking.

These results highlight the importance of deriving the form of the noise from first principles when constructing continuum models of active particle systems. Whilst at equilibrium, it is usually sufficient to add Gaussian white noise to model the effects of reversible heat exchanges with a reservoir, for internally-driven systems one may miss important aspects of the dynamics. More subtly, we found that the choice of variables used to describe the system (i.e., polarization versus momentum) is significant in determining the form of the noise. This is due to truncating the Kramers-Moyal expansion at second order and the assumption that density and momentum are uncorrelated in space, which are necessary if one wishes to obtain a description that takes the form of a stochastic differential equation. It would be of interest to determine a systematic procedure for identifying the appropriate combination of variables for active particle systems in general, as this appears to be nontrivial.

We also identified a strategy for integrating equations with voter-type noise that gives excellent quantitative agreement between the agent-based model and stochastic field equations. Specifically, instead of using stochastic increments that are drawn from a Gaussian distribution, which is the usual approach to integrating an SDE, we sampled instead from a Beta distribution with the desired mean and variance. The benefit of this approach is that random variables drawn from this distribution are naturally bounded, and therefore one does not need to apply an ad-hoc rule to restrain variables to the physical region. This technique may prove useful in understanding other models with voter-type noise. A further benefit is that one can simulate systems with higher densities with less computational effort than the corresponding agent-based models.

These stochastic field equations have further allowed us to better understand the stability of the alternating state, and to examine the causes of the flock flipping. The inverse density dependence observed in [14] suggests that stochastic contributions in regions of low density, such as the nose and tail of the flock, are important, confirming O’Loan & Evans [16]. By modifying the fluctuations in low density regions, we showed that the alternating state was no longer stable. In this case, the large aggregate...
flock collapsed and the modified behaviour was observed everywhere (run-and-tumble and unbiased random walk were the two examples used). We also showed that the flock was deterministically unstable to changing direction under a head-on collision with a much smaller oncoming flock, also confirming [16]. If this smaller flock hadn’t existed and in the absence of stochastic contributions, the main flock would have eventually diffused over the full system and the cohesive flock would have been lost.
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