Abstract. We introduce a new spin chain which is a deformation of the Fredkin spin chain and has a phase transition between bounded and extensive entanglement entropy scaling. In this chain, spins have a local interaction of three nearest neighbors. The Hamiltonian is frustration-free and its ground state can be described analytically as a weighted superposition of Dyck paths that depends on a deformation parameter \( t \). In the purely spin 1/2 case, whenever \( t \neq 1 \), the entanglement entropy obeys an area law: it is bounded from above by a constant, when the size of the block \( n \) increases. When a local color degree of freedom is introduced and \( t > 1 \) the entanglement entropy increases linearly, while for \( t < 1 \) an area law is obeyed. The half-chain entanglement entropy is tightly bounded by \( n \log s \) where \( 2n \) is the length of the chain, and \( s \) is the number of colors. Our chain fosters a new example for a significant boost to entropy and for the existence of the associated critical rainbow phase where the entanglement entropy scales with volume that discovered by Zhang, Ahmadain and Klich (Proc. Natl Acad. Sci 2017).
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1. Introduction

Spin chains have been at the center of high energy physics, solid state physics, quantum optics and statistical mechanics for many years. Arguably the most famous spin chain is the Heisenberg XXX chain [2]. Bethe’s solution [3] helped to construct multiple generalizations (see e.g. [4]), with some generalizations playing important roles for example in the context of the AdS/CFT correspondence [5]. Some spin chains are solvable in a weaker sense: only the ground state, and perhaps a few other eigenstates, can be described analytically. The best-known example for such a chain is the AKLT chain [6, 7]. Chains where the ground state can be efficiently described are often ‘frustration free’ in that the ground state is a common ground state of the individual local terms comprising the Hamiltonian.

We are searching for solvable spin chains with a high level of quantum fluctuations. Such fluctuations manifest themselves in the entropy of subsystems even when the complete state of the system is known, in contrast with classical systems. Indeed, in a classical theory of random variables, a zero entropy state implies that the probability measure is concentrated on one particular realization. Thus all local variables have definite values, and in particular, there is no entropy in any sub-system. This is not true in the quantum case, where a sub-system can have enhanced entropy if strong quantum fluctuations are present even under the condition that the total entropy is zero.

For spin chains, the usual set up is to find a Hamiltonian with a unique ground state, ensuring that the entropy of the total quantum state is zero. Let us consider a block of spins [in the ground state] of length $n$ in a spin-chain with only local interactions. How does the entropy of the block behave as $n$ increases? For gap-full spin-chains in 1D the entropy is bounded [8] as $n \to \infty$, this behavior is conjectured to be typical also in higher dimensional systems, and is often referred to as an area law scaling (for a review see, e.g. [9]). For many gapless chains the entropy increases logarithmically...
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with the growth of \( n \), which is the typical behavior for conformal field theories \([10, 11]\). Logarithmic violations of area law behavior are also typical for gapless fermion models in higher dimensions \([12, 13]\).

However, it has been recently realized that entropy can grow much faster: indeed as fast as the (maximally possible) volume scaling. One way to achieve this is, of course, allowing for non-local terms in the Hamiltonian that can generate long-range correlations, as studied, e.g. in \([14]\). However, most physical systems are well described by local Hamiltonians, thus we stress the fact that we are considering here strictly local spin-chains with enhanced entropy. Even within the restriction of strict locality, a special spin chain with entropy scaling as fast as volume was found in \([15]\). In addition, particular examples of systems with volume scaling, but non translationally invariant Hamiltonians have been presented in \([16–18]\).

Recently, the existence of an entire quantum critical phase, featuring extensive entanglement has been demonstrated for a class of spin-chains \([1]\). The phase is characterized by a linear scaling of entropy and has a phase transition into an area law regime. With respect to certain variables (color), the ground state may be thought of as a ‘rainbow’ state where pairs of spins diametrically opposite the middle of the chain are strongly entangled. Such a state has been discussed in terms of tensor network states and even produced in the laboratory using photonics states entangled on the frequency comb \([19]\), moreover, it has been shown that this type of state may be generated in a free fermion model with a local Hamiltonian \([17, 18]\). The free fermion model is very useful as direct numerical simulations are possible. However, unfortunately, the coupling constants are not translationally invariant: in particular, this means that when going to a large system limit, new sites are added to the system with couplings that must be explicitly tuned, and are different from the couplings already existing in the bulk of the original system. This limitation makes it hard to discuss quantum phases, as even at finite temperatures thermodynamic quantities such as free energy would not scale with the volume as they would for any translationally invariant system.

The transition point itself (area law and extensive entropy), is very interesting in itself and described by the Motzkin chain of \([20]\) it is novel as it is different from many of the quantum critical points studied before (which are most often described by conformal field theories) and has entropy scaling as the square root of the volume. In this model the ground state is represented by a superposition of so-called colored Motzkin paths and the extensive entropy phase of \([1]\) is obtained by deforming the Hamiltonian to have a particular weighted type of superposition favoring highly entangled states.

Another square root enhancement of entanglement has also been recently demonstrated in the Fredkin spin chain of \([21, 22]\). The Fredkin spin chain is described by the following Hamiltonian:

\[
H = H_0 + \sum_j H_j, \tag{1.1}
\]

where

\[
H_0 = |\downarrow\rangle_1 \langle \downarrow| + |\uparrow\rangle_N \langle \uparrow|,
\]

\[
H_j = |\uparrow\rangle_j \langle \uparrow| \otimes |S\rangle_{j+1,j+2} \langle S| + |S\rangle_{j,j+1} \langle S| \otimes |\downarrow\rangle_{j+2} \langle \downarrow|,
\]
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with $|S\rangle_{i,j}$ standing for singlet state $\frac{1}{\sqrt{2}}(|\uparrow\rangle_i|\downarrow\rangle_j - |\downarrow\rangle_i|\uparrow\rangle_j)$. To satisfy the singlet projectors, the ground state must consist of different strings of spin configurations with the same total $S_z$ equally superpositioned. The boundary terms together with the bulk projectors penalize all strings where the sum of spins up to any site in the Fredkin chain is negative. If one maps ‘up’ and ‘down’ local spin states to ‘upward’ and ‘downward’ steps on a lattice, respectively (i.e. $\{\uparrow, \downarrow\} \rightarrow \{\uparrow, \downarrow\}$), the aforementioned restrictions are equivalent to saying the ground state is a uniform superposition of all paths going from height 0 back to height 0 without passing below 0 at any intermediate step. The Fredkin spin chain is a special generalization of the XXX spin chain: neighboring spins switch on and off the Heisenberg interaction (see formula (3) of [21]). The Fredkin chain has a unique ground state: it is a uniform superposition of Dyck paths. Much as in the Motzkin chain of [20, 23], the colorless case features entanglement entropy that scales as $\log n$ while in the colored case the entropy scales as $\sqrt{n}$.

Here we introduce a deformed Fredkin chain that is a new example of the extensively entangled critical phase of [1], showing that this is a feature in a larger class of systems. Owing to the 3-term Fredkin interaction, the treatment of the ground state involves Dyck paths rather than Motzkin paths (appearing in [1]) and makes the analysis simpler to carry out. The coefficient of the volume law scaling is enhanced compared to the deformed Motzkin chain of [1] from $\log(\frac{d}{2})$ to $\log(\frac{d}{2})$ where $d$ is the local Hilbert space dimension. In particular, the counting of Dyck paths that we use is intimately related to interesting problems whose combinatorics have been extensively studied, namely the enumeration of Young diagrams.

1.1. Summary of results

Here we summarize our main finding: the translationally invariant, frustration free, and local Hamiltonian (2.1) parametrized by a continuous parameter $t \in (0, \infty)$ and an integer-valued parameter $s \in \{1, 2, 3, \cdots\}$ has the ground state (2.7) exhibiting entanglement entropy of half system of size $n$ scaling summarized below.

| Scaling of $S_n$ | $s = 1$ | $s > 1$ |
|------------------|---------|---------|
| $t < 1$          | Bounded | Bounded |
| $t > 1$          | Bounded | Linear  |

The most interesting phase is when $t > 1$, $s > 1$, the system has maximal scaling of entanglement entropy, as shown in theorem 2. Together with the $t = 1$ critical point studied in [21], the two parameters describe the full quantum phase transition picture. The Hamiltonian is introduced in section 2, and the analytical proof of the scalings are given in section 3.

2. Hamiltonian and ground state

We first explain the relationship between Dyck paths and spin 1/2 chains. A Dyck path on $2n$ steps is any path from $(0, 0)$ to $(2n, 0)$ with steps $(1, 1)$ and $(1, -1)$ that never passes below the $x$-axis. When we regard a $(1, 1)$ step as a local up-spin and a
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step as a local down-spin, any Dyck path corresponds to a state of \(2^n\) spins. The total height traversed by the path is zero, implying a total zero magnetization for the corresponding spin state. The unique ground state of a Fredkin spin chain is a uniform superposition of Dyck paths. When the \(j\)th step is assigned a color \(c_j\), picked among a set of \(s\) colors, \(|\uparrow c_j\rangle\) is a spin \(+c_j/2\) state. In this way, the local Hilbert space dimension is \(2s\). Now we extend our definition of Dyck path to colored Dyck path to describe all half-integer spin chains.

**Definition 1.** \(D^s_{2n}\) is the set of \(s\)-colored Dyck paths from \((0, 0)\) to \((2n, 0)\) with steps \((1, 1)\) and \((1, -1)\), with color \(c \in \{1, 2, \ldots, s\}\), that never passes below the \(x\)-axis and such that the color of every down step must be the same as the closest unmatched up step to its left.\(^4\)

The ground state of the Fredkin model with a color degree of freedom is a uniform superposition of colored Dyck paths in \(D^s_{2n}\) [21, 22]. An illustration of a generic Dyck path to colored Dyck path to describe all half-integer spin chains.

We introduce the Hamiltonian of a deformed Fredkin spin chain with the parameter \(t\) while remaining frustration free. The Hamiltonian is

\[
H(s, t) = H_F(s, t) + H_X(s) + H_0(s)
\]

where

\[
H_F(s, t) = \sum_{j=2}^{2n-1} \sum_{c_1, c_2, c_3=1}^s (|\phi_{j_+}^{c_1, c_2, c_3}\rangle \langle \phi_{j_+}^{c_1, c_2, c_3}| + |\phi_{j_-}^{c_1, c_2, c_3}\rangle \langle \phi_{j_-}^{c_1, c_2, c_3}|)
\]

with

\[
|\phi_{j_+}^{c_1, c_2, c_3}\rangle = \frac{1}{\sqrt{1+t^2}} (|\uparrow c_1\rangle |\uparrow c_2\rangle |\uparrow c_3\rangle - t |\downarrow c_1\rangle |\downarrow c_2\rangle |\downarrow c_3\rangle)
\]

\(\)

\(^4\) Several alternative sets of colored Dyck paths appear in the literature, reflecting different coloring schemes.
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\[\langle \phi_{c_1c_2c_3,j}^c | \phi_{c_1c_2c_3,j}^c \rangle = \frac{1}{\sqrt{1 + t^2}} \left( |\uparrow_{j-1}^c \downarrow_{j}^c \downarrow_{j+1}^c \rangle - t |\uparrow_{j-1}^c \downarrow_{j}^c \downarrow_{j+1}^c \rangle \right) \]

(2.4)

and

\[H_X(s) = \sum_{j=1}^{2n-1} \left( \sum_{c_1 \neq c_2} |\uparrow_{j}^{c_1} \downarrow_{j}^{c_2} \downarrow_{j+1}^{c_1} \rangle \langle \uparrow_{j}^{c_1} \downarrow_{j}^{c_2} \downarrow_{j+1}^{c_1} | \right) \]

\[+ \frac{1}{2} \sum_{c_1,c_2=1} |\uparrow_{j}^{c_1} \downarrow_{j}^{c_2} \downarrow_{j+1}^{c_1} \rangle \langle \uparrow_{j}^{c_1} \downarrow_{j}^{c_2} \downarrow_{j+1}^{c_1} | - |\uparrow_{j}^{c_2} \downarrow_{j}^{c_1} \downarrow_{j+1}^{c_2} \rangle \langle \uparrow_{j}^{c_2} \downarrow_{j}^{c_1} \downarrow_{j+1}^{c_2} | \right]. \]

(2.5)

The boundary conditions, that the first step in a Dyck path is upwards and the last step is downwards, are implemented by:

\[H_\partial(s) = \sum_{c=1}^{s} |\downarrow_{1}^{c} \rangle \langle \downarrow_{1}^{c} | + |\uparrow_{2n}^{c} \rangle \langle \uparrow_{2n}^{c} | \]  

(2.6)

Note that we are using here the parameter \(t\) as a deformation parameter, as opposed to \(q\) which is often used to denote deformations. In what comes next we always take \(t\) real.

The unique ground state of the model (2.1) is given by:

\[|\text{GS}\rangle = \frac{1}{N} \sum_{w \in D_{2n}} t^{2A(w)} |w\rangle \]

(2.7)

where \(N\) is a normalization factor and \(A\) is the area below the path \(w\). That (2.7) is the ground state can be verified directly, namely, by checking that \(|\text{GS}\rangle\) is annihilated by each of the projection operators making up the deformed Fredkin Hamiltonian.

To see how the Hamiltonian (2.1) results in our desired ground state, we start with the role played by local Fredkin projectors in \(H_F\), equation (2.2) as illustrated in figure 2. To be annihilated by a local projector such as (2.3) or (2.4), a path appearing in the ground state superposition must be accompanied by another related one with only local difference but otherwise identical in the remainder of the chain. Such related paths come with a fixed ratio of their weights of \(t\) or \(1/t\). Notice that this kind of local

| φ_rbb_j+1,->⟨φ_rbb_j+1,+ | and | φ_rbb_j+1,-⟩⟨φ_rbb_j+1,- |.

Figure 2. Illustration of two representative local Fredkin projectors |φ_rbb_j+1,->⟨φ_rbb_j+1,+ | and | φ_rbb_j+1,-⟩⟨φ_rbb_j+1,- |.
alternations only exchanges colorwise paired set altogether with neighboring single spin and therefore would never introduce violation to the color constraint.

For example, the area under a Dyck path containing the spin configuration $| \ldots \uparrow_{j-1} \uparrow_{j} \downarrow_{j+1} \ldots \rangle$, will be larger than the area under the same Dyck path where the $j, j+1$ spins have been interchanged (getting $| \ldots \uparrow_{j+1} \uparrow_{j} \downarrow_{j-1} \ldots \rangle$) by exactly 2, as illustrated in figure 4. Thus, in the ground state superposition, (2.7) the relative amplitude between these will be

$$t \frac{\text{area difference}}{2} = t.$$  

The states will thus be annihilated by the projectors $|\phi_{j+1}^{c_1,c_2,c_3}\rangle$ in $H_F$, (2.2). In general, every time a pair of $\uparrow \downarrow$ is moved around a third neighbor, the area below the Dyck walk changes by a unit of 2, while the weight of it changes by a factor of $t$.

The role of the boundary projectors $H_{\partial}(s)$ is to ensure that the walks included in ground state can never pass below zero. To see this, assume that a path descends below 0 somewhere along the chain. As illustrated in figure 3 one can shift its location by sequential application of Fredkin moves (described in figure 2) without changing the local minimum height. When the position of the negative height is shifted all the way to the ends of the chain it will eventually feature a down move at the left end or an up move at the right end. This violates the boundary configurations enforced by the projectors in $H_{\partial}(s)$. The same argument goes for paths with separated color-wise unmatched pairs: such paths are all related to one with neighboring color violating up-down pair and are penalized by the projectors in (2.5).

Therefore the zero energy ground state (GS) of the Hamiltonian is indeed a superposition of the Dyck walks weighted by $t$ to the power of the area $A$ below them (which also satisfy the boundary projectors). It is also straightforward to see that the ground state is unique: any other superposition of walks will violate at least one of the projectors and will have non-zero energy.

To study entanglement of half a chain with the rest, we rewrite the ground state in the Schmidt decomposition form

$$|\text{GS}\rangle = \sum_{m=0}^{n} \sqrt{p_{n,m}(s,t)} \sum_{x \in \{\uparrow_1, \uparrow_2, \ldots \}} \frac{\hat{C}_{0,m,x}}{1, \ldots , n} \otimes \frac{\hat{C}_{m,0,x}}{n+1, \ldots , 2n},$$  

(2.8)
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where

\[ p_{n,m}(s,t) = \frac{M_{n,m}^2(s,t)}{N_n(s,t)}, \]  

\[ M_{n,m}(s,t) = s^{\frac{n-m}{2}} \sum_{w \in \{ 1\text{st half of Dyck paths stopping at } (n,m) \}} t^{A(w)}, \]  

\[ N_n(s,t) = \sum_{m=0}^{n} s^m M_{n,m}^2(s,t) = M_{2n,0}(s,t) \]  

and \( |\hat{C}_{a,b,x}⟩ \) is a weighted superposition of spin configuration with \( a \) excess \( \downarrow \), \( b \) excess \( \uparrow \) and a particular coloring \( x \) of unmatched arrows.

With these definitions the entanglement entropy of half a chain is given by:

\[ S_n = -\sum_{m=0}^{n} s^m p_{n,m}(s,t) \log p_{n,m}(s,t). \]  

3. Entanglement entropy

3.1. Colorless model: \( s = 1, t > 1 \)

We start with a deformation of the colorless Fredkin model, namely the case of \( t > 1 \) and \( s = 1 \). We define \( N \equiv n - m \).

**Lemma 1.** When \( t > 1 \) and \( s = 1 \), \( p_{n,m}(s,t)(= p_{n,n-N}) \) satisfies the following inequality and equation

\[ \frac{t^{-\frac{1}{2}N^2}}{C(t)} < p_{n,n-N} < t^{-\frac{1}{2}N^2} C(t)^2 \quad \text{for even } N, \]  

\[ p_{n,n-N} = 0 \quad \text{for odd } N \]  

where \( C(t) \) is an \( n \) independent constant.

**Proof.** We first note that there is no path which stops at \( (n, n-N) \) where \( N \) is odd. Therefore, \( p_{n,n-N} = 0 \) for odd \( N \), equation (3.2).

Next, we consider the case of even \( N \). Writing explicitly the normalization factor

\[ N_n(s=1,t) = M_{2n,0}(s=1,t) = t^{n^2} + t^{n^2-2} + 2t^{n^2-4} + 3t^{n^2-6} + \cdots + t^n. \]  

The coefficient of a term like \( t^{n^2-2k} \) in equation (3.3) is the number of Dyck paths of area \( n^2 - 2k \). We note that:

\[ N_n(s=1,t) = t^{n^2} + t^{n^2-2} + 2t^{n^2-4} + 3t^{n^2-6} + \cdots + t^n \]  

\[ < t^{n^2} \sum_{k=0}^{\infty} t^{-2k} P(k) \equiv t^{n^2} C(t) \]  
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where $P(k)$ is the integer partition of $k$ as illustrated in figure 5. More precisely, $P(k)$ is the number of Young diagrams made up of $k$ boxes. $C(t) = \sum_{k=0}^{\infty} t^{-2k} P(k)$ is a generating function of integer partitions and is known to converge when $t > 1$ [24].

Note that $N_n(t) > t^{n^2}$, and we thus have

$$t^{n^2} < N_n(s=1, t>1) < t^{n^2}C(t). \tag{3.6}$$

Dyck paths reaching a height $(n, n-N)$, can have at most area $\frac{1}{2}n^2 - \frac{1}{4}N^2$ (Obtained by going up $n - \frac{N}{2}$ steps and then making $\frac{N}{2}$ downward steps). As figure 6 shows, these paths correspond to partitions of $n^2 - \frac{1}{2}N^2 - 2k$ where $k$ is the number of greyed boxes in figure 6. Therefore we have:

$$M_{n,m}(s=1, t>1)^2 = M_{n,n-N}(s=1, t>1)^2 = \left( t^{\frac{1}{2}n^2 - \frac{1}{4}N^2} + t^{\frac{1}{4}n^2 - \frac{1}{4}N^2 - 2} \
+ 2t^{\frac{1}{4}n^2 - \frac{1}{4}N^2 - 4} + \ldots + t^{\frac{1}{4}n^2 - nN + \frac{1}{2}N^2 + \frac{1}{2}N} \right)^2 \tag{3.7}$$

$$< t^{-\frac{1}{2}N^2} t^{n^2} \left( \sum_{k=0}^{\infty} t^{-2k} P(k) \right)^2 = t^{-\frac{1}{2}N^2} t^{n^2} C(t)^2. \tag{3.8}$$

Therefore,

$$t^{-\frac{1}{2}N^2} t^{n^2} \leq M_{n,m}(s=1, t>1)^2 < t^{-\frac{1}{2}N^2} t^{n^2} C(t)^2. \tag{3.9}$$

https://doi.org/10.1088/1742-5468/aa6b1f
Combining equations (3.6) and (3.9), with the definition (2.9) we get the following inequality

\[ \frac{t^{-\frac{1}{2}N^2}}{C(t)} < p_{n,n-N} < t^{-\frac{1}{2}N^2}C(t)^2. \] (3.10)

This lemma will be used to prove that the entanglement entropy of half a chain is bounded:

**Theorem 1.** When \( t > 1 \) and \( s = 1 \), there exists an \( n \) independent constant \( D_1(t) \) such that the entanglement entropy \( S_n \) satisfies \( S_n(s = 1, t > 1) < D_1(t) \).

**Proof.**

\[ S_n(s = 1, t > 1) = -\sum_{m=0}^{n} p_{n,m} \log p_{n,m} \] (3.11)
We defined $N = 2N'$ and used lemma 1 in equations (3.13)–(3.15). Since the first and the second terms in equation (3.17) are convergent, $D_1(t)$ is an $n$-independent constant.

**Remark 1.** $D_1(t)$ is roughly estimated as

$$D_1(t) \sim C(t)^2 \int_0^\infty dN'[2N'^2 \log t + \log C(t)]t^{-2N'^2} = \frac{C(t)^2}{2} \sqrt{\frac{\pi}{2 \log t}} (\log C(t) + \frac{1}{2}).$$

Since $C(t) \to 1$ when $t \to \infty$, we have $D_1 \to 0$, and $S_n \to 0$. In this limit only the contribution from the dominant path, with area $n^2$ is important. Since there is only one ‘highest area’ path, corresponding to the spin configuration $|\uparrow_1 \ldots \uparrow_n \downarrow_{n+1} \ldots \downarrow_2 n\rangle$, the system is close to being in a product state and clearly not entangled.
3.2. Colorful model: $s > 1, t > 1$

We now add the color degree of freedom, and use $N, N'$ and $C(t)$ as defined in the previous section. It is useful to relate the probabilities of the colored case to those of the non-colored. To do so, note that using the definition, equation (2.10), we have:

$$M_{n,m}(s, t) = s \frac{n-m}{2} \sum_{w \in \{ \text{1st half of Dyck paths stopping at } (n,m) \}} t^{A(w)} = s^{N'} M_{n,m}(s = 1, t),$$

(3.19)

and

$$N_n(s, t) = M_{2n,0}(s, t) = s^n N_n(s = 1, t).$$

(3.20)

In particular, the colored probabilities $p_{n,m}(s, t)$ are related to the uncolored ones by:

$$p_{n,m}(s, t) = \frac{M_{n,m}^2(s, t)}{N_n(s, t)} = s^{-m} p_{n,m}(s = 1, t).$$

(3.21)

We are now ready to address the entropy in the colored case. Equation (3.21) allows us to write $S_n(s, t)$ explicitly in terms of the probabilities $p_{n,m}(1, t)$ of the uncolored case, yielding:

$$S_n(s, t) = -\sum_{m=0}^{n} s^m p_{n,m}(s, t) \log p_{n,m}(s, t)$$

(3.22)

$$= -\sum_{m=0}^{n} p_{n,m}(1, t) \left( \log p_{n,m}(1, t) - m \log s \right)$$

(3.23)

$$= S_n(1, t) + \log s \sum_{m=0}^{n} m p_{n,m}(1, t).$$

(3.24)

For $t > 1$, we have established in theorem 1 that $S_n(1, t)$ is bounded. Thus the behavior of the entropy is determined by the remainder term in the last equation. We find that:

**Theorem 2.** When $t > 1$ and $s > 1$, the entanglement entropy of the ground state $S_n$ satisfies the inequality

$$n \log s + S_n(1, t) - D_2(s, t) < S_n(s, t) < n \log s + S_n(1, t)$$

(3.25)

where $D_2(s, t)$ is an $n$ independent constant.

As we have seen before, $S_n(1, t) < D_1(t)$, the above theorem shows that $S_n(s, t) = n \log s + O(1)$. The dramatic increase in entanglement entropy for $t > 1$ and $s > 1$ is depicted in figure 7.

**Proof.** As before, recalling that $n - m$ is even and writing $m = n - 2N'$, equation (3.24) gives us:

$$S_n(s, t) = S_n(1, t) + \log s \sum_{m=0}^{n} m p_{n,m}(1, t)$$

(3.26)
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\[ S_n(1, t) + \log s \sum_{N'=0}^{\lfloor n/2 \rfloor} p_{n,n-2N'}(1, t)(n - 2N') \]

\[ = S_n(1, t) + n \log s - 2 \log s \sum_{N'=0}^{\lfloor n/2 \rfloor} p_{n,n-2N'}(1, t)N'. \quad (3.28) \]

Using lemma 1 we can immediately bound the remainder sum in (3.28):

\[ 0 < 2 \log s \sum_{N'=0}^{\lfloor n/2 \rfloor} p_{n,n-2N'}(1, t)N' < 2C(t)^2 \log s \sum_{N'=0}^{\lfloor n/2 \rfloor} t^{\frac{1}{2}N'^2}N' \]

\[ < 2C(t)^2 \log s \sum_{N'=0}^{\infty} t^{-2N'^2}N' \equiv D_2, \]

where \( D_2 \) is an \( n \) independent constant since the sum \( \sum_{N'=0}^{\infty} t^{-2N'^2}N' \) is convergent for \( t > 1 \). This proves the extensivity result for the entropy equation (3.25).

**Remark 2.** \( D_2(s, t) \) is roughly estimated by

\[ D_2(s, t) \sim \int_{0}^{\infty} dN' 2C(t)^2 t^{-2N'^2}N' \log s = C(t)^2 \log s/2 \log t \]

3.3. Both colorless and colorful models, \( s \geq 1, \ t < 1 \)

In this case, the model has bounded entropy. The area law can be viewed as a consequence of the fact that \( t < 1 \) exponentially favors paths with lowest possible area. The superposition of lowest height paths, can be written in the form

\[ |\sum_{c_1=1}^{s} \uparrow_{1}^{c_1} \downarrow_{2}^{c_2} (\sum_{c_2=1}^{s} \uparrow_{3}^{c_3} \downarrow_{4}^{c_4}) \cdots (\sum_{c_n=1}^{s} \uparrow_{2n-1}^{c_{2n-1}} \downarrow_{2n}^{c_{2n}})|. \]

Therefore, these paths carry only nearest-neighbour non trivial correlations. Longer range entanglement must come from higher paths. While such paths are more numerous, their amplitude is exponentially suppressed: paths that produce correlations on a distance \( d \), say between the spins at site \( j \) and \( j+d \) must stay above the height where they first encountered \( j \) until they reach \( j+d \) such paths have an area at least \( 2d-1 \) larger than the lowest area paths, and appear with a relative amplitude of at least \( t^d \) in the ground states (see figure 8). While this argument is intuitively appealing, still, one has to properly account for the fact that such paths are numerous. Below, we establish the boundedness of the entropy for \( t < 1 \).

For convenience, we make slight changes in notation and introduce the symbols \( \tilde{M}, \tilde{N} \), defined as:

\[ \tilde{M}_{n,m}(t) = t^{-\frac{n}{2}}M_{n,m}(1, t) \]  

\[ \tilde{N}_n(t) = M_{2n,0}, \]

where \( D_2(s) \) is an \( n \) independent constant since the sum \( \sum_{N'=0}^{\infty} t^{-2N'^2}N' \) is convergent for \( t > 1 \). This proves the extensivity result for the entropy equation (3.25).

**Remark 2.** \( D_2(s, t) \) is roughly estimated by

\[ D_2(s, t) \sim \int_{0}^{\infty} dN' 2C(t)^2 t^{-2N'^2}N' \log s = C(t)^2 \log s/2 \log t \]

3.3. Both colorless and colorful models, \( s \geq 1, \ t < 1 \)

In this case, the model has bounded entropy. The area law can be viewed as a consequence of the fact that \( t < 1 \) exponentially favors paths with lowest possible area. The superposition of lowest height paths, can be written in the form

\[ |\sum_{c_1=1}^{s} \uparrow_{1}^{c_1} \downarrow_{2}^{c_2} (\sum_{c_2=1}^{s} \uparrow_{3}^{c_3} \downarrow_{4}^{c_4}) \cdots (\sum_{c_n=1}^{s} \uparrow_{2n-1}^{c_{2n-1}} \downarrow_{2n}^{c_{2n}})|. \]

Therefore, these paths carry only nearest-neighbour non trivial correlations. Longer range entanglement must come from higher paths. While such paths are more numerous, their amplitude is exponentially suppressed: paths that produce correlations on a distance \( d \), say between the spins at site \( j \) and \( j+d \) must stay above the height where they first encountered \( j \) until they reach \( j+d \) such paths have an area at least \( 2d-1 \) larger than the lowest area paths, and appear with a relative amplitude of at least \( t^d \) in the ground states (see figure 8). While this argument is intuitively appealing, still, one has to properly account for the fact that such paths are numerous. Below, we establish the boundedness of the entropy for \( t < 1 \).

For convenience, we make slight changes in notation and introduce the symbols \( \tilde{M}, \tilde{N} \), defined as:

\[ \tilde{M}_{n,m}(t) = t^{-\frac{n}{2}}M_{n,m}(1, t) \]  

\[ \tilde{N}_n(t) = M_{2n,0}, \]
which corresponds to a change in normalization of $|\hat{C}_{a,b,r}\rangle$ so that the coefficient of the basis state corresponding to the lowest area path is 1. The analog of (3.3) is then:

$$\tilde{N}_n(t) = \tilde{M}_{2n,0}(t) = t^{n^2-n} + t^{n^2-2-n} + 2t^{n^2-4-n} + 3t^{n^2-6-n} + \cdots + 1. \quad (3.31)$$

This change in normalization ensures that $\tilde{N}_n$ is a strictly increasing function of $n$ for arbitrarily small $t$. This can be shown by observing that $\tilde{N}_n$ obeys the Catalan-like recursion relation $\tilde{N}_{n+1} = \sum_{k=0}^{n} t^{2k} \tilde{N}_k \tilde{N}_{n-k}$, with $\tilde{N}_0 = 1$.

**Lemma 2.** When $t < 1$, we have that $\tilde{M}_{n,m}(t)$ is bounded by

$$\tilde{M}_{n,m}(t < 1) \leq \tilde{M}_{n-m,0} \frac{t^{\frac{m(m-1)}{2}}}{(1-t)^m} \quad (3.32)$$

**Proof.** The key idea here is that the paths counted by $\tilde{M}_{n,m}(s, t)$ can be constructed by inserting unmatched steps into a Dyck path of length $n - m$. Inserting an unmatched step at a distance $d$ from the edge increases the area by $d^2 + \frac{1}{4}$. This leads to a term with weight $t^d$ in $\tilde{M}$, where we note that the definition of $\tilde{M}$ earlier in this section conveniently eliminates $t^1$ factors. Thus we can bound $\tilde{M}_{n,m}(s, t)$ from above with

$$\tilde{M}_{n,m}(s, t) \leq \tilde{M}_{n-m,0} \frac{t^{\frac{m(m-1)}{2}}}{(1-t)^m} \quad (3.33)$$

$$= \tilde{M}_{n-m,0}(s, t) \frac{t^{\frac{m(m-1)}{2}}}{(1-t)^m} = \tilde{M}_{n-m,0}(s, t) \frac{t^{\frac{m(m-1)}{2}}}{(1-t)^m} \quad (3.34)$$

**Lemma 3.** For any $t < 1$, we have that

$$p_{n,m}(1, t) \leq \frac{t^{m(m-1)}}{(1-t)^{2m}} \quad (3.35)$$

**Proof.** We use the definition of $p_{n,m}$, namely

$$p_{n,m} = \frac{M_{n,m}^2}{N_n^2} = \frac{M_{n,m}^2}{M_{2n,0}^2} = \frac{\tilde{M}_{n,m}^2}{\tilde{M}_{2n,0}^2} \quad (3.36)$$

where in the last step we observe that the factors of $t$ cancel out. We may then insert the approximation in the previous lemma, which gives us

$$p_{n,m} = \frac{\tilde{M}_{n,m}^2}{\tilde{M}_{2n,0}^2} \leq \frac{\tilde{M}_{n-m,0}^2}{\tilde{M}_{2n,0}^2} \frac{t^{m(m-1)}}{(1-t)^{2m}} \quad (3.37)$$

Our next step is then simply to observe that since $\tilde{M}_{2k,0} = \tilde{N}_k$ is a monotonously increasing function of $k$ and $p_{n,m}$ is nonzero only for even $n - m$, $\tilde{M}_{n-2m,0}^2 \tilde{M}_{2n,0}^2 \leq \frac{\tilde{M}_{n,0}^2}{\tilde{M}_{2n,0}^2}$. 
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However, the RHS in this last inequality is simply \( p_{n,0} \leq 1 \), meaning that we can write down our final upper bound:

\[
p_{n,m}(1,t) \leq \frac{t^{m(m-1)}}{(1-t)^{2m}},
\]

which is fully independent of \( n \).

**Lemma 4.** For \( 0 < t < 1 \), there exists an \( m_0(t) \) such that

\[
p_{n,m}(1,t) \leq \begin{cases} \frac{1}{e^{-m}} & m < m_0(t) \\ e^{-m} & m \geq m_0(t) \end{cases}
\]  

**Proof.** To show this, we use the fact that all \( p_{n,m} \leq 1 \), combined with a coarse upper bound for the approximation in (3.35). That is, we observe that for any \( t < 1 \), there exists a \( m_0 \) such that for all \( m > m_0 \),

\[
\frac{t^{m-1}}{(1-t)^2} < \frac{1}{e}.
\]

The bound (3.35) then implies that for \( m > m_0 \) we have:

\[
p_{n,m}(1,t) \leq \left( \frac{t^{m-1}}{(1-t)^2} \right)^m < e^{-m}
\]

**Theorem 3.** For any \( t < 1 \) and \( s \), there exists a constant \( C(t, s) \) such that the entropy of the ground state \( S_n \) satisfies \( S_n < C \) for all \( n \).

**Proof.** To show this, we make use of the lemma 4 above and equation (3.23). We write \( S_n \) as

\[
S_n = \sum_{m=0}^{n} [p_{n,m}(1,t) m \log s - p_{n,m}(1,t) \log(p_{n,m}(1,t))]
= \sum_{m=0}^{m_0} [p_{n,m}(1,t) m \log s - p_{n,m}(1,t) \log(p_{n,m}(1,t))]
+ \sum_{m=m_0+1}^{n} [p_{n,m}(1,t) m \log s - p_{n,m}(1,t) \log(p_{n,m}(1,t))]
\equiv \Sigma_1 + \Sigma_2.
\]

\( \Sigma_1 \) is bounded since it has a finite number \( m_0 \) of terms:

\[
\Sigma_1 = \sum_{m=0}^{m_0} [p_{n,m} m \log s - p_{n,m} \log(p_{n,m})] < \log(s)m_0^2 - \frac{m_0}{e}.
\]

where we used that \(-p \log(p) < \frac{1}{e} \) for \( 0 < p < 1 \).

To show that \( \Sigma_2 \) is bounded we use that by lemma 4, \( m > m_0 \Rightarrow p_{n,m}(1,t) \leq e^{-m} \), and that \(-p \log(p) < -q \log(q) \) if \( 0 < p < q < \frac{1}{e} \). With these relations we have
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\[ \Sigma_2 = \sum_{m=m_0+1}^{n} [p_{n,m}(1,t)m \log s - p_{n,m}(1,t) \log p_{n,m}(1,t)] \]
\[ \leq \sum_{m=m_0+1}^{\infty} e^{-m}(m \log s - \log(e^{-m})) = (1 + \log s) \sum_{m=m_0+1}^{\infty} e^{-m}m \]
\[ \leq (1 + \log s), \]

where in the last step we used that \( \sum_{m=1}^{\infty} e^{-m}m = \frac{1}{(e-1)^2} < 1. \)

We have thus established that the entropy is bounded by an \( n \) independent constant,
\[ S_n(s,t) < (m_0^2 + 1) \log(s) + \frac{m_0}{e} + 1 \quad (3.42) \]

4. Conclusions

The search for highly entangled ground states is one of the most important pursuits in the field of many-body entanglement. Precisely because these are not typical, yet are highly interesting and potentially useful.

Here we took another step in this direction. We have introduced a novel highly entangled spin chain, the deformed Fredkin spin chain, and studied it’s quantum phase diagram. The model’s ground state has a simple interpretation as a superposition of weighted Dyck paths. In the colored case, it features an unusual phase transition from an area-law scaling phase to a volume-law scaling phase (as expressed in our theorem 2.), while the entanglement entropy of half the chain scales as a square root at the transition.

Besides the high entanglement content of the model, its appeal is the relative simplicity of the interactions and the tractability of the ground state. The calculation of many more interesting quantities associated with the model is an ongoing project. These include behavior of correlations functions as function of \( t \), the study of the spectral density at low energies and other entanglement measures. For example, \([27]\) gives results on Renyi entropies and on the magnetization in the ground state, as well as an exponential decay of the gap. A recent work, \([25]\) established faster than exponential gap scaling for the highly entangled phase in \([1]\), while \([26]\) show a similar super-exponential decay for the present model as well as a general multi-parameter frustration free deformation of the Fredkin chain \([1]\).
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