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Abstract—Stride length estimation using inertial measurement unit (IMU) sensors is getting popular recently as one representative gait parameter for health care and sports training. The traditional estimation method requires some explicit calibrations and design assumptions. Current deep learning methods suffer from few labeled data problem. To solve above problems, this paper proposes a single convolutional neural network (CNN) model to predict stride length of running and walking and classify the running or walking type per stride. The model trains its pretext task with self-supervised learning on a large unlabeled dataset for feature learning, and its downstream task on the stride length estimation and classification tasks with supervised learning with a small labeled dataset. The proposed model can achieve better average percent error, 4.78%, on running and walking stride length regression and 99.83% accuracy on running and walking classification, when compared to the previous approach, 7.44% on the stride length estimation.

Index Terms—Sensor signal processing, inertial-measurement-unit sensor, convolutional neural networks, self-supervised, gait parameter, stride length.

I. INTRODUCTION

Stride length is an important gait parameter widely used in personal health monitoring systems [1] [2] [3] for sports training and daily life. For daily life, the accurate walking distance and average velocity can represent the energy expenditure. For sports training, tracking running/jogging performance from distance and velocity can prevent overtraining and provide more effective training [4] [5]. Above tracking applications with global positioning system (GPS) have high energy consumption and need strong satellite signal strength. Even more, it only provides average speed and total distance instead of single step speed and length. In contrast, an IMU system has low power consumption and flexible usage to obtain per stride information. This paper adopts a foot-mounted IMU device instead of the smartphone built-in IMU for data collection since a dedicated IMU device is much lighter than a smartphone. A lightweight device is much desired for high speed running in the athletes training to avoid carry extra weight or equipment.

Various IMU based approaches have been proposed in recent years to extract stride length, either with conventional signal processing or deep learning methods, but these approaches still have some shortcomings. Lateddo [6] developed a linear combination formula with step frequency and acceleration variance. Weinberg [7] used vertical acceleration on the upper body of the subject to model the stride length with an adjustable parameter to adjust the distance. Kim [8] proposed an equation that uses average acceleration in each step during walking. Yao [9] developed an equation consisting of three trainable step parameters, step frequency, and acceleration to estimate walking stride length with a smartphone. The above researches only focus on the walking stride length. Shin [10] indicates that the stride length of walking and running can not be estimated with the same regression model. Therefore, they used two regression equations based on step frequency and acceleration variance to estimate walking and running stride length respectively. However, the above approaches usually need calibrations or explicit filter processing to get an accurate result, which is time-consuming and not universal for different situations.

Beyond the signal processing approaches, another approach is to use a deep learning model to predict stride length due to their better performance than their conventional counterparts. Hannink [11] proposed a CNN model to predict walking stride length. Sui [12] trained a fused convolutional neural network...
to extract gait trajectory in 3-D domain. Chen [13] used an all convolutional neural network to fit walking stride length. Above deep learning researches only train and test on walking data, and fail to be extended to the running data case. Zhang [14] presented a machine learning based method to predict walking and running stride length with not only an embedded IMU sensor but also a multi-cell piezo-resistive insole, but they did not test on the high-speed running data and only verified their model on the treadmill instead of the over ground data. Above deep learning or machine learning methods use supervised training, which usually requires massive amount of labeled data to get better performance. However, the human-annotated labels are both expensive and time consuming, especially in this kind of sensor data collection.

To address above issues, this paper proposes a stride length estimation model that uses self-supervised learning on a large unlabeled dataset to train a pretext task and then uses supervised learning with a small labeled dataset to train a downstream task. Self-supervised training has been getting popular recently to improve performance when labeled data are scarce but with abundant unlabeled data [15] [16] [17] [18] [19] [20]. For stride length estimation, [21] used stacked autoencoders to predict walking and jogging stride length, which used unlabeled data to learn features. But their model just used three layers of encoders and decoders, which is too simple to have a good performance for high speed running case as the reproduced result shown in Section IV. In contrast, the proposed model is able to estimate stride length for running and walking at different speeds and per stride running and walking classification. The self-supervised learning reconstructs sensor data as a self learning task with different data transformations on unlabeled data to learn representative features of the sensor data. The supervised learning augments the small label dataset by adding random noise for better model training, and adopts a percentage error weighted root mean square error (PEW_RMSE) as loss function to overcome the unbalance of ground truth range between walking and running. The final evaluation shows significant improvements (7.44% to 4.78%) compared to the previous approach.

The rest of the paper is organized as follows. Section II shows the overall sensor system used in this paper. Section III presents our network and training methodology. The evaluation results and comparisons are shown in Section IV. Finally, we concluded this paper in Section V.

**II. SENSOR SYSTEM**

**A. Sensor**

Fig. 1 shows the sensor system architecture to collect our dataset. It consists of a consumer grade 9-axis IMU from InvenSense MPU-9250 (tri-axis accelerometer, tri-axis gyroscope, and tri-axis magnetometer), and has a 1-Gb flash memory for storage. For data transmission, this system can transmit sensor data to a computer via USB for further data processing or connect to a mobile phone via Bluetooth for real-time calculation.

The whole system is integrated in a 30 mm \( \times \) 30 mm printed circuit board (PCD), as shown in Fig. 2. This sensor consumes only 9.3 mA current for the highest sampling rate (1000 Hz) and can ensure all day long continuous data recording. The sampling rate can be 1000, 500, 200, 100, and 50Hz. In this research, we used 1000Hz sampling rate to collect our dataset. The accelerometer has a dynamic range of ± 16 g (g = 9.81 m/s\(^2\)) and the gyroscope has a dynamic range of ± 2000 °/s [22]. Table I shows the details of this sensor.

**TABLE I THE DETAIL OF THE SENSOR.**

| PCB      | Processor | BLE                     |
|----------|-----------|-------------------------|
| Spec.    | 30 mm \( \times \) 30 mm | 32-bit ARM Cortex-M4 SoC Nordic Semiconductor nRF52832 |
| Storage  | Windbond W25N01GV 1G-bit NAND flash | 1000Hz (highest) 20Hz (lowest) |
| Data rate| 9.3 mA (at 1000Hz) 4.2mA (at 20Hz) |
| Current  | tri-axis accelerometer, tri-axis gyroscope, tri-axis magnetometer |
| Dynamic Range | ±16 g, ±2000°/s, ±4800 µT |

...
that can record the position and time of the contact point. Therefore, we can extract stride length by this system. But due to the complicated setting, calibration, and length of the bars, this system is only suitable for indoor short-distance use. To overcome the distance problem, we use a treadmill to help collect long-distance sensor data. The experiments include running and walking at various speeds (5, 7, 9, 11, 13, 17 and 19 km/h) based on the treadmill record and forefoot and rearfoot strike patterns. Fig. 3 shows the placements of the Optojump and sensor systems.

For outdoor unlabeled data, we collect a more diverse unlabeled dataset, including different persons, action patterns, grounding, etc. The experiments collected data from 11 normal subjects. The action pattern included sprinting, jogging, normal running, and walking patterns. In addition to the action pattern, the unlabeled data contained more diverse ground materials and states, including treadmill, playground, asphalt road, incline road, and decline road. Fig. 4 shows accelerometer data of the same subject with different ground materials.

Table II shows the details of labeled dataset and unlabeled dataset.

### Table II

| Labeled Dataset            | Unlabeled Dataset |
|----------------------------|-------------------|
| **Type**                   | **Type**          |
| Walk 5km/hr                | treadmill         |
| Walk 7km/hr                | playground        |
| Run 9km/hr                 | asphalt road ( flat & incline & decline ) |
| Run 11km/hr                |                   |
| Run 13km/hr                |                   |
| Run 15km/hr                |                   |
| Run 17km/hr                |                   |
| Run 19km/hr                |                   |

| **Steps** | 180 | 360 | 360 | 360 | 360 | 360 | 240 | 120 |
|-----------|-----|-----|-----|-----|-----|-----|-----|-----|
| **Seconds** | 17.62 | 30.77 | 22.98 | 26.88 | 25.56 | 24.80 | 14.84 | 8.45 |
| **Steps** | 3220 | 12414 | 30637 |       |       |       |       |     |
| **Seconds** | 2664 | 9198 | 25560 |       |       |       |       |     |

Fig. 3. (a) The position of the Optojump system, which is placed on both sides of the treadmill. (b) The position of the sensor system, which is mounted and fixed on the shoes.

Fig. 4. The accelerometer data of the same subject with different ground materials.
Therefore, we use our previous proposed deep learning based segmentation model, IMU-Net [23], for stride segmentation. IMU-Net can classify each data point and is suitable for running and walking at different speeds. The accuracy of IMU-Net can achieve 99.97% of stride detection.

3) Data order and normalization: Following segmentation, we can arrange IMU data into two types of order for deep learning model, namely Spatial-First and Temporal-First. The Temporal-First order treats different axes of sensor data as channels, $6 \times 1 \times 600$ (sensors $\times$ channel $\times$ one segment length). The Spatial-First order puts different axis of sensor data together in one channel, $1 \times 6 \times 600$ (channel $\times$ sensors $\times$ one segment length). In this paper, we use the Spatial-First order since Spatial-First order is better than Temporal-First order on the IMU data [23].

Finally, we apply normalization to our dataset. In our dataset, the range of accelerometer and gyroscope is different, $\pm 16$ g ($g = 9.81 \text{ m/s}^2$) and $\pm 2000$ °/s respectively. To avoid accelerometer or gyroscope data dominating in the whole process, we divide these data by their maximum value so that the data is within $\pm 1$ in every axis of sensor data.

III. DEEP LEARNING TRAINING

Fig. 5 shows the whole training processes that can be divided into two parts. One is self-supervised feature learning, which reconstructs sensor data as a pretext task. The other part is supervised learning for downstream tasks, which uses a labeled dataset for stride length estimation and run/walk classification.

A. Self-supervised reconstruction pretext task

1) Reconstruction network: The self-supervised network uses IMU-Net [23], which is modified from U-Net [24] with the same structure but fewer channels. U-Net contains an encoding path and a decoding path. The encoding path consists of several combinations of double-convolutional layer and max-pooling layers. The decoding path is the reverse of the encoding path, where each layer concatenates upsampled feature maps with the corresponding feature maps from the encoding path. In the last layer, both IMU-Net and U-Net use a convolutional layer with softmax for classification. For the reconstruction task, we use a convolutional layer with a linear layer to map feature maps into ground truth (raw sensor data). Compared to U-Net, IMU-Net reduces the number of filters for lower complexity and changes max-pooling size from $2 \times 2$ to $1 \times 4$ to set the receptive field covering whole IMU data input. Besides, this $1 \times 4$ max-pooling is to downsample data along the temporal domain rather than the spatial domain (different axis of the sensor), because the spatial domain downsampling will lose too much information.

2) Sensor data augmentation: Self-supervised learning uses different data augmentations to build self generated targets to learn from a large amount of non-human-labeled data. [25] surveyed and discussed many image data augmentation, such as jittering, scaling, flipping, cropping, rotation, and color space transformations, etc.. [26] also proposed many sensor data augmentation methods, like jittering, permutating, and time-warping methods. However, most of them are not suitable for the regression task of the time series data. This paper chooses two methods suitable for our sensor data reconstruction task, cut-out and random normal noise.

First, we randomly split the unlabeled data into 600-sample-point segments to increase dataset size. After the random segmentation, the data length becomes 1855 minutes, 3 times than the original. We will use these augmented sensor data as self generated target.

The cut-out augmentation randomly removes part of the sensor data and fills in that part with zero for data reconstruction task. The cut-out size is one-fifth of the sensor data (120-sample-point), as shown in Fig. 6.

The random normal noise augmentation adds zero mean random normal noise on both accelerometer data and gyroscope data. The random noise is to simulate the effect of the sensor noise. In our dataset, we found that many sensor data have different waveforms but with the same stride length, as shown in Fig. 7. The example waveforms in Fig. 7 is very similar but will get very different prediction outcome. Thus, slight noise will cause a great error on prediction. This result means that the model is too sensitive to noise. [27] presented a denoising autoencoder approach to reconstruct their merged feature and solve the noise problem. In this paper, instead of the denoising approach, we add random noise to the training dataset, forcing the network to extract more significant features. This makes the model more noise tolerant and generates more stable prediction results. The standard deviation of the noise is set as one percent of the maximum value of the sensor data, that is, 0.16 for accelerometer data and 20 for gyroscope data, as shown in (1).

Finally, we apply normalization to our dataset. In our dataset, the range of accelerometer and gyroscope is different, $\pm 16$ g ($g = 9.81 \text{ m/s}^2$) and $\pm 2000$ °/s respectively. To avoid accelerometer or gyroscope data dominating in the whole process, we divide these data by their maximum value so that the data is within $\pm 1$ in every axis of sensor data.

$$y_i^{ax} = \begin{cases} y_i^{ax} + N(\mu = 0, \sigma = 0.16), & \text{if } ax = Acc \\ y_i^{ax} + N(\mu = 0, \sigma = 20), & \text{if } ax = Gyr \end{cases}$$

3) Training of self-supervised learning: Self-supervised learning uses IMU-Net to learn the features of the time series data with reconstruction as the learning task. This model uses Mean-Square-Error of the reconstructed data and self generated target as the loss. The model is trained for 100 epochs with batch size 30 with the Adam optimizer [28]. After training, this model learns the characteristics of sensor data and can be effectively applied to our sensor tasks.

B. Supervised stride length task

1) Network architecture: The downstream supervised task uses the encoding path of the trained IMU-Net as the pre-trained model, and adds one fully connected hidden layer with 128 neurons and two output layers, one for run/walk classification with softmax activation function and one for the stride length regression, as shown in Fig. 8. This multi-task model can help solve our stride length task since the stride length of running is larger than the length of walking.
Fig. 5. Illustration of the whole process. The entire process is divided into self-supervised reconstruction pretext task and supervised downstream tasks, run/walk classification and stride length estimation. The pretext task uses three data augmentation methods on the training data as input to train the IMU-Net with data reconstruction for self-supervised learning. Then, only the encoding part of IMU-Net is extracted with a downstream network to solve the target tasks.

Fig. 6. The cut-out data augmentation. We cut out the one-fifth of the sensor data (120-sample-point) and fill it with zero for data augmentation.

2) \textbf{PEW RMSE: Percent Error Weighted RMSE loss function:}
For stride length estimation, we use RMSE as our initial regression loss function. However, stride length range is quite different for running and walking, from 80 cm to 140 cm for walking, and 140 cm to 300 cm for running. Thus, we will not only focus on the absolute error but also on percentage error. The percentage error is scale independent to help running/walking loss balance. However, this loss function will make the prediction of walking stride length more accurate than the running stride length in terms of percentage error. The percentage error of the running case is larger than that in the walking by 2%. Thus, we modify the RMSE loss function by adding the percentage error as a loss weighting as below.

\[ PEW_{RMSE} = \sqrt{\frac{1}{M} \sum_{n=1}^{M} \beta \times (p - g)^2} \]  
\[ \beta = e^{\left| \frac{p - g}{g} \right|} \]

In the above equation, (3) is an exponential percentage error, which is obtained by simply dividing the prediction error by the ground truth and takes its exponential value. (2) takes the percentage error into consideration, and thus it can optimize more for running that has a larger percentage error to narrow the percentage error gap between walking and running.

3) Training and evaluation: For the supervised multi-tasks, we train the model for 150 epochs with batch size 30, use Super-Convergence [29] to speed up the training process with
Fig. 7. Different sensor data with same stride length ground truth data, 231 cm.

Fig. 8. Supervised network architecture that uses the encoding part of IMU-Net and connects to one fully connected layer and two output layers for multi-task prediction.

IV. RESULT AND ANALYSIS

A. Ablation study

1) Self-supervised only training: Fig. 9 depicted the comparison with self-supervised training or not from one fold of the evaluation process, where the “w/o self supervised” model uses the labeled data for training, and the “w self supervised” model uses the unlabeled data for pretext task training and labeled data for downstream task training. As shown in Fig. 9 (a) and (b), our self-supervised training can improve the training performance where the histogram within 5% error is increased from 55.78% to 99.4%. Table III shows the mean error and standard deviation that the self-supervised training can effectively increase the model accuracy for both running and walking cases, reducing MAE error from 13.21 cm to 11.41 cm, and the percentage error from 6.5% to 5.24%.

2) Loss function: Fig. 10 shows the effect of different regression loss functions for one test case. Other cases have similar trends. For RMSE loss, the running stride length has higher errors than the walking stride length due to much higher variation in the large and high speed movement. With our proposed PEW RMSE, error in each case is reduced and also close to each other. Table IV shows the detailed average error number, which have reduced total errors to 4.78%.

B. Comparison with previous work

Fig. 11 shows comparisons with other approaches by implementing their methods to our dataset for fair comparisons with a 3-fold cross-validation if needed. Note that, [6], [13] and [21] only focused on walking or walking/jogging instead of high...
Table IV

| Metrics          | CrossEntropy & RMSE | CrossEntropy & PEW, RMSE |
|------------------|---------------------|--------------------------|
| MAE (cm)         | Running: 12.15       | Walking: 6.43             | Avg: 11.41 |
|                  | 10.62               | 6.22                     | 10.15     |
| Percentage Error | Running: 5.38        | Walking: 4.40             | Avg: 5.24 |
|                  | 4.82                | 4.37                     | 4.78      |
| Run/Walk         | Avg: 99.43          |                          | 99.83%    |

C. Unseen data

In order to verify the robustness of our model, we collected unlabeled data of three persons running or walking on the playground and only recorded the total distance, 400 meters. First, we apply our stride segmentation on these unseen data, feed all sensor data into our trained network model, and then sum all the stride length to get the total distance to verify the accuracy. The result is shown in Table [V]. The proposed model can achieve 3.84% average errors even on unseen data, which is attributed to our self-supervised learning.

V. Conclusion

This paper presents an IMU based stride length estimation with self-supervised learning to solve the scarce labeled data problem. Our self-supervised learning uses random cut-out and random normal noise as data augmentation to help the reconstruction pretext task for feature learning. The following downstream task predicts running and walking stride length and their type classification, and adopts a percentage error weighted RMSE to balance data difference of running and walking stride length. The simulation results show that the proposed method can achieve average error of 4.78% on stride length and 99.83% accuracy on running/walking classification, which outperforms the previous best result, 7.44% average error on stride length. Further error reduction is possible by incorporating more data into this model.
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