Predicting Survival of Patients With Rectal Neuroendocrine Tumors Using Machine Learning: A SEER-Based Population Study
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Background: The number of patients diagnosed with rectal neuroendocrine tumors (R-NETs) is increasing year by year. An integrated survival predictive model is required to predict the prognosis of R-NETs. The present study is aimed at exploring epidemiological characteristics of R-NETs based on a retrospective study from the Surveillance, Epidemiology, and End Results (SEER) database and predicting survival of R-NETs with machine learning.

Methods: Data of patients with R-NETs were extracted from the SEER database (2000–2017), and data were also retrospectively collected from a single medical center in China. The main outcome measure was the 5-year survival status. Risk factors affecting survival were analyzed by Cox regression analysis, and six common machine learning algorithms were chosen to build the predictive models. Data from the SEER database were divided into a training set and an internal validation set according to the year 2010 as a time point. Data from China were chosen as an external validation set. The best machine learning predictive model was compared with the American Joint Committee on Cancer (AJCC) seventh staging system to evaluate its predictive performance in the internal validation dataset and external validation dataset.

Results: A total of 10,580 patients from the SEER database and 68 patients from a single medical center were included in the analysis. Age, gender, race, histologic type, tumor size, tumor number, summary stage, and surgical treatment were risk factors affecting survival status. After the adjustment of parameters and algorithms comparison, the predictive model using the eXtreme Gradient Boosting (XGBoost) algorithm had the best predictive performance in the training set [area under the curve (AUC) = 0.87, 95%CI: 0.86–0.88]. In the internal validation, the predictive ability of XGBoost was better than that of the AJCC seventh staging system (AUC: 0.90 vs. 0.78). In the external validation, the XGBoost predictive
INTRODUCTION
Gastroenteropancreatic neuroendocrine tumors (GEP-NETs) are heterogeneous malignancies that originate from gastrointestinal peptidergic neurons and neuroendocrine cells. The rectum is one of the most common primary sites of GEP-NETs. As mass screening for gastrointestinal cancer has become more widespread and endoscopy has advanced, the number of patients diagnosed with rectal neuroendocrine tumors (R-NETs) is increasing year by year. In the United States, the Surveillance, Epidemiology, and End Results (SEER) registry database show that the incidence of R-NETs increased from 0.2 per 100,000 in 1973 to 0.86 per 100,000 in 2004 (1). Although the 5-year survival is high overall (range, 83%–94%), patients with nodal disease and distant metastases have a poor prognosis and high rates of mortality (2). Early study based on the SEER estimated the 5-year survival of localized, regional, and distant metastatic R-NETs were 90, 62, and 24%, respectively (3). Therefore, effective models to predict the prognosis of R-NETs are required.

Tumor–node–metastasis (TNM) staging system proposed by the American Joint Committee on Cancer (AJCC) and the European Neuroendocrine Tumor Society (ENETS) and pathology classification proposed by the World Health Organization have been considered as prognostic systems of R-NETs. However, these systems mainly include tumor size, organ invasion, mitotic count, and Ki-67 as predictors (1, 4, 5). Many other factors, such as age, sex, tumor numbers, or treatment, are not involved. Previous studies are heterogeneous when the respective roles of staging and grading are compared (6), so an integrated survival predictive model composed of various clinicopathological characteristics is immediately needed.

Recently, the use of artificial intelligence for medicine has drawn much attention, especially in model data. In artificial intelligence, machine learning can help analyze implicit useful information from a large number of data and reveal the relationship between data. Multiple machine learning algorithms could be used in building predictive models.

The present study is aimed at exploring epidemiological characteristics of R-NETs based on a retrospective study from the SEER database and predicting the survival of R-NETs with machine learning algorithms.

MATERIALS AND METHODS
Participants
For this research, data of patients with R-NETs were extracted from the SEER database (2000–2017), using the SEER® Stat software version 8.3.6.1. The primary site code (C20.9, rectum, NOS) and the following International Classification of Diseases for Oncology, Third Edition (ICD-O-3), histology codes were used to identify cases with R-NETs: 8240 (Carcinoid tumor), 8246 (Neuroendocrine carcinoma), and 8249 (Atypical carcinoid tumor). We included cases with cancer diagnosed microscopically and excluded cases with cancer diagnosed solely by autopsy or death certificate.

Data including age at diagnosis, sex, race, grade, tumor size, survival months, distant metastasis, surgery type, AJCC seventh stage, death status were retrieved from the SEER database. The main outcome measure was overall survival. In addition, we collected data of patients with R-NETs in Peking Union Medical College Hospital from January 2012 to January 2016. The same encoding was adopted as the SEER database to validate the predictive model. Patients with missing data were excluded. Since the predictive model needed to classify the data, we chose the 5-year survival status as the target of the predictive model. The patients included in the study were who died during the 5-year follow-up and survived for >5-year follow-up period. Because the follow-up period was not long enough to obtain an accurate 5-year survival status, we excluded patients who survived for <5-year follow-up period.

Data Preprocessing
In this study, data were preprocessed according to the characteristics of the SEER database. For the text record, we used label encode to convert it into numerical values to facilitate data processing by machine learning algorithms. For unordered categorical variables with three or more categories, we used one hot encode to convert them into multiple binary categorical variables, so the data could be used more effectively.

For the sake of interpretability, we simplified partial data. The primary site surgery was simplified to tumor destruction, tumor resection, no surgery, and an unknown type of surgery. In addition, the data of tumor size were simplified to tumor size larger than 1 cm or not. For the missing data in the database, we calculated the Euclidean distance between each case and used the mean values of the five closest cases to estimate and fill in the missing values. This method is called the k-Nearest Neighbors approach (7).

For most machine learning algorithms, when variables range from 0 to 1, the optimum conditions are obtained. Data were scaled to the range from 0 to 1 at the preprocessing stage to boost the efficiency of machine learning algorithms.

Establishment of Predictive Model
We used Python’s scikit-learn 0.24.1 package to construct a machine learning predictive model (8). The scikit-learn
0.24.1 package is widely used because it includes common machine learning algorithms. In this study, we selected six common machine learning algorithms to build predictive models. Among the support vector machine algorithms, we chose the C-Support Vector Classification (SVC) and Nu-SVC with the radial basis function kernel. Among the ensemble-based algorithms, we chose the random forest (RF) algorithm, AdaBoost algorithm, and eXtreme Gradient Boosting (XGBoost) algorithm. The Naive Bayes (NB) algorithm is also considered to have a good predictive ability, so we also chose it to build a predictive model. For comparison, we chose the AJCC seventh staging system as a representative of clinically used predictive models.

**Feature Selection**
First, we used all the demographic characteristics, tumor grade, tumor size, tumor metastasis, and other descriptive information obtained from the SEER database as the features to optimize the predictive power of the machine learning models. We used the machine learning algorithms described above to establish preliminary predictive models under default conditions and used Shapley additive explanations (SHAP) to assess the importance of each feature. SHAP is a method of interpreting machine learning predictive models. It can analyze the impact of each feature of each patient on the predictive results (9).

Integrating the SHAP results of all preliminary predictive models, features that are considered important in all preliminary predictive models are used as the final features of the machine learning model.

**Ten-Fold Cross-Validation**
Ten-fold cross-validation is a commonly used method to evaluate predictive capacity in the process of constructing machine learning predictive models. Due to the characteristics of machine learning algorithms, the data used in the training process cannot be used to test the trained predictive model again. Therefore, when we evaluated machine learning predictive models, the data from the SEER database were divided into training data and test data. In the 10-fold cross-validation process, we equally divided the data into 10 sets, from where one set was selected as training data and the remaining 9 were testing data. The training data were used to train machine learning predictive models, and then the testing data were used to calculate the receiver operating characteristic (ROC) curve and area under the curve (AUC) of the predictive model. The results obtained with 10 repetitions and the average ROC curve over the generated 10 different ROC curves were employed to assess the performance of the predictive model.

**Parameter Adjustment**
The parameter settings of the machine learning algorithms will affect the predictive ability of the predictive model and each machine learning classifier has different parameter settings. In the present study, we used the grid-search algorithm to determine the optimal parameters for each machine learning algorithm. We used the potential range of optimal parameters to establish the predictive model one by one and used 10-fold cross-validation to compare the predictive ability of the predictive model relying on parameter combinations. Then we selected

---

**FIGURE 1** | The flow chart for study identification, screening, and inclusion in the training set and validation set.
### TABLE 1 | Main characteristics of the patients.

| Variable                        | Overall          | Survived for more than 5-year follow-up | Died during the 5-year follow-up | P-value |
|---------------------------------|------------------|-----------------------------------------|----------------------------------|---------|
| **Age (years)**                 | 56.3 ± 11.9      | 55.1 ± 11.2                             | 64.5 ± 13.0                      | <0.001  |
| **Gender (%)**                  |                  |                                         |                                  | <0.001  |
| Male                            | 5,267 (49.8%)    | 4,418 (48.1%)                           | 849 (60.8%)                      |         |
| Female                          | 5,313 (50.2%)    | 4,765 (51.9%)                           | 548 (39.2%)                      |         |
| **Race (%)**                    |                  |                                         |                                  | <0.001  |
| White                           | 6,099 (57.6%)    | 5,280 (57.5%)                           | 819 (58.6%)                      |         |
| Black                           | 2,516 (23.8%)    | 2,111 (23.0%)                           | 405 (29.0%)                      |         |
| Others                          | 1,537 (14.5%)    | 1,369 (14.9%)                           | 188 (12.0%)                      |         |
| NA                              | 428 (4.0%)       | 423 (4.6%)                              | 5 (0.4%)                         |         |
| **Histology type (%)**          |                  |                                         |                                  | <0.001  |
| Carcinoid tumor                 | 9,560 (90.4%)    | 8,677 (94.5%)                           | 883 (63.2%)                      |         |
| Neuroendocrine carcinoma        | 1,004 (9.5%)     | 503 (5.5%)                              | 501 (35.9%)                      |         |
| Atypical carcinoid tumor        | 16 (0.2%)        | 3 (0.2%)                                | 13 (0.9%)                        |         |
| **Surgical treatment (%)**      |                  |                                         |                                  | <0.001  |
| No surgery                      | 2,106 (19.9%)    | 1,573 (17.1%)                           | 553 (38.2%)                      |         |
| Tumor destruction               | 34 (0.3%)        | 30 (0.3%)                               | 4 (0.3%)                         |         |
| Tumor resection                 | 8,306 (78.5%)    | 7,467 (81.3%)                           | 839 (60.1%)                      |         |
| Surgery, unknown type           | 25 (0.2%)        | 19 (0.2%)                               | 6 (0.4%)                         |         |
| NA                              | 109 (1.0%)       | 94 (1.0%)                               | 15 (1.1%)                        |         |
| **Tumor size (cm)**             |                  |                                         |                                  | <0.001  |
| <1                              | 3,119 (29.5%)    | 2,889 (31.5%)                           | 230 (16.5%)                      |         |
| 1–2                             | 645 (6.1%)       | 539 (5.9%)                              | 106 (7.6%)                       |         |
| >2                              | 477 (4.5%)       | 198 (2.2%)                              | 279 (20.0%)                      |         |
| NA                              | 6,339 (59.9%)    | 5,557 (60.5%)                           | 782 (56.0%)                      |         |
| **Tumor numbers**               | 1.00 (1.00–1.00) | 1.00 (1.00–1.00)                        | 1.00 (1.00–2.00)                 | <0.001  |
| **Regional lymph nodes invasion (%)** | 10,079 (95.3%) | 8,835 (96.2%) | 1,244 (89.0%) | <0.001 |
| **Grade (%)**                   |                  |                                         |                                  | <0.001  |
| Well differentiated             | 1,783 (16.9%)    | 1,559 (17.0%)                           | 224 (16.0%)                      |         |
| Moderately differentiated       | 354 (3.3%)       | 287 (3.1%)                              | 67 (4.8%)                        |         |
| Poorly differentiated           | 266 (2.5%)       | 36 (0.4%)                               | 230 (16.5%)                      |         |
| Undifferentiated                | 111 (1.0%)       | 12 (0.1%)                               | 99 (7.1%)                        |         |
| NA                              | 8,066 (76.2%)    | 7,289 (79.4%)                           | 777 (55.6%)                      |         |
| **TNM staging (%)**             |                  |                                         |                                  | <0.001  |
| I                               | 1,417 (13.4%)    | 1,271 (13.8%)                           | 146 (10.5%)                      |         |
| II                              | 128 (1.2%)       | 99 (1.1%)                               | 29 (2.1%)                        |         |
| III                             | 67 (0.6%)        | 27 (0.3%)                               | 40 (2.9%)                        |         |
| IV                              | 185 (1.7%)       | 16 (0.2%)                               | 169 (12.1%)                      |         |
| NA                              | 8,783 (83.0%)    | 7,770 (84.6%)                           | 1,013 (72.5%)                    |         |
| **Summary staging (%)**         |                  |                                         |                                  | <0.001  |
| In situ                         | 39 (0.4%)        | 37 (0.4%)                               | 2 (0.1%)                         |         |
| Localized                       | 8,648 (81.7%)    | 7,897 (86.0%)                           | 751 (53.8%)                      |         |
| Regional                        | 205 (1.9%)       | 97 (1.1%)                               | 108 (7.7%)                       |         |
| Distant                         | 447 (4.2%)       | 59 (0.6%)                               | 388 (27.8%)                      |         |
| NA                              | 1,241 (11.7%)    | 1,093 (11.9%)                           | 148 (10.6%)                      |         |
| **Total**                       | 10,580           | 9,183                                  | 1,397                            |         |

NA refers to the count of missing values.
parameter combinations with the best predictive capacity. This process is called the grid-search algorithm. By changing the ranges of parameters, the best parameter combination of the machine learning algorithm was finally obtained.

**Evaluation of Predictive Models**

The predictive power built by six machine learning algorithms was assessed by a 10-fold cross-validation procedure. For comparisons based on the ROC curves and the AUC, we selected the predictive model with the best predictive power as the representative of the machine learning predictive model. To compare with traditional predictive models, we used the AJCC seventh staging system as the representative of traditional predictive models. The data from the SEER database for the period 2000–2009 were used as the training set, and the data from the SEER database for the period 2010–2017 were used as the internal validation set. In the internal validation set, we also deleted patients with missing AJCC staging. External validation with a cohort from Peking Union Medical College Hospital was performed. The training set was used to train the machine learning predictive model. We calculated the ROC curve and the AUC of predictive models using the internal validation set and the external validation set for internal and external validation. We compared the best machine learning predictive model with the AJCC seventh staging system to evaluate their predictive performance. In addition, we used the parametric approach based on Platt's logistic model to calibrate model-predicted probabilities and calculated the Brier score to evaluate the calibration performance of the predictive model.

**Statistical Analysis**

R 4.0.4 was used for data description and statistical analysis. According to whether continuous variables satisfied the normal distribution, data expressed as mean ± standard deviation or median, first, and third quartiles. We used Student’s *t*-test or the Mann–Whitney *U* test for statistical analysis. Categorical variables were expressed by frequency (*n*) and percentage (%).

### TABLE 2 | Multivariable Cox regression results.

| Characteristics                  | B     | *P* value | HR value | HR 95% CI       |
|----------------------------------|-------|-----------|----------|-----------------|
| Female                           | 0.359 | <0.001    | 0.699    | 0.643–0.760     |
| Race—White                       |       |           |          |                 |
| Black                            | 0.371 | <0.001    | 1.449    | 1.320–1.592     |
| Other                            | 0.180 | 0.006     | 0.835    | 0.733–0.960     |
| NA                               | 1.787 | <0.001    | 0.167    | 0.087–0.323     |
| Histologic type—carcinoid tumor  |       |           |          |                 |
| Neuroendocrine carcinoma         | 0.482 | <0.001    | 1.819    | 1.378–1.901     |
| Atypical carcinoid tumor         | 1.334 | <0.001    | 3.796    | 2.168–6.645     |
| Grade—well differentiated         |       |           |          |                 |
| Moderately differentiated        | 0.106 | 0.378     | 1.112    | 0.879–1.406     |
| Poorly differentiated             | 0.798 | <0.001    | 2.221    | 1.802–2.738     |
| Undifferentiated                 | 0.800 | <0.001    | 2.255    | 1.714–2.888     |
| NA                               | 0.069 | 0.383     | 0.942    | 0.825–1.077     |
| Summary stage—In situ            |       | <0.001    |          |                 |
| Localized                        | 0.089 | 0.828     | 1.093    | 0.490–2.438     |
| Regional                         | 1.153 | 0.006     | 3.169    | 1.386–7.246     |
| Distant                          | 2.109 | <0.001    | 8.241    | 3.641–18.655    |
| NA                               | 0.073 | 0.861     | 1.075    | 0.477–2.423     |
| Surgical approach—no surgery     |       | <0.001    |          |                 |
| Tumor destruction                | 0.333 | 0.326     | 0.717    | 0.389–1.393     |
| Unknown type                     | 0.209 | <0.001    | 0.734    | 0.661–0.815     |
| Tumor resection                  | 0.142 | 0.674     | 1.153    | 0.594–2.237     |
| NA                               | 0.048 | 0.820     | 0.954    | 0.633–1.436     |
| Tumor size < 1 cm                |       | 0.022     |          |                 |
| 1–2 cm                           | 0.250 | 0.009     | 1.284    | 1.066–1.546     |
| > 2 cm                           | 0.249 | 0.011     | 1.283    | 1.059–1.554     |
| NA                               | 0.104 | 0.084     | 1.110    | 0.986–1.248     |
| Tumor numbers                    | 0.358 | <0.001    | 1.431    | 1.359–1.507     |
| Age                              | 0.068 | <0.001    | 1.060    | 1.056–1.064     |

*NA* refers to the count of missing values.  
HR, hazard rate.
We conducted Chi-square test or Fisher’s exact test for statistical analysis. Net reclassification index (NRI) was deployed to compare the performance improvement of the predictive model. P-value of $<0.05$ was considered statistically significant, and all P values were two sided.

**RESULTS**

**Patient Characteristics**

A total of 16,677 patients with R-NETs were extracted from the SEER database and a total of 79 patients with R-NETs were collected from Peking Union Medical College Hospital according to the inclusion criteria. Based on the exclusion criteria, a total of 10,580 patients from the SEER database and 68 patients from Peking Union Medical College Hospital were finally included in the analysis (Figure 1). Basic characteristics of patients from the SEER database were summarized in Table 1, the median age of the study group was 56.3 years old and 49.8% were male. Many baseline characteristics were significantly different between the patients who survived for more than 5-years of the follow-up period and patients who died during the 5-year follow-up period.

**Survival Factors Associated With the Prognosis With R-NETs**

In the cohort of SEER database patients, multivariable Cox regression analysis showed that age, gender, race, histologic type, tumor size, tumor number, summary stage, and surgical treatment were independent prognostic factors for the 5-year survival status (Table 2). It was found that older age, increased tumor grade, larger tumor size, more tumor numbers, and advanced staging could significantly decrease the 5-year survival. Also, histologic type of atypical carcinoid tumor was associated with a worse survival outcome than the histologic type of carcinoid tumor and neuroendocrine carcinoma. The female gender was a protective factor for the 5-year survival status.

**Feature Analysis**

In the cohort of SEER database patients, we evaluated all machine learning predictive models using the SHAP method, and finally, we selected 12 features that were considered important features in all machine learning predictive models (Table 3). The SHAP summary plot of the predictive model ordered 12 features based on their impact on the 5-year survival status in Figure 2. The higher SHAP value of a feature indicates the greater possibility of a 5-year survival. The color of the dot represents a large or small feature value. Red indicates that the feature value is large, purple indicates that the feature value is close to the overall average, and blue indicates that the feature value is small. Take age as an
Model Evaluation

The SEER database started recording the seventh edition of the AJCC staging system for R-NETs in 2010. To further evaluate the predictive performance of the AJCC seventh staging system and the machine learning predictive model, we chose patients from the SEER database during the 2000–2009 period as the training set, involving a total of 7,380 patients. Based on the data from 2010 to 2017, we excluded patients without the AJCC seventh staging. Finally, a total of 1,797 patients were selected in the internal validation set (Figure 1).

Clinical characteristics of the training set and internal validation set were summarized in Table 4. First, we used the training set to establish and train machine learning models. After parameters adjustment and algorithms comparison, the AUC values of six machine learning models were higher than 0.78, thereby demonstrating a good predictive ability of predictive models (Figure 3). As described in Table 4, the AUC of SVC was 0.80 (95%CI: 0.78–0.82), the AUC of Nu-SVC was 0.79 (95%CI: 0.78–0.81), the AUC of RF was 0.85 (95%CI: 0.83–0.86), the AUC of Ada Boost was 0.84 (95%CI: 0.83–0.85), the AUC of NB was 0.78 (95%CI: 0.76–0.80), and the AUC of XGBoost was 0.87 (95% CI: 0.86–0.88). Among them, the predictive model using the XGBoost algorithm had the best predictive performance. Subsequently, we compared the XGBoost model and the AJCC seventh staging system for predicting the 5-year survival status in R-NETs.

Internal Validation

We analyzed the predictive performance of the machine learning predictive model and the AJCC seventh staging system in the internal validation set. We calibrated the machine learning model using the parametric approach based on Platt’s logistic model, the Brier score obtained from the machine learning predictive model was 0.084, indicating good calibration and discriminative ability. The ROC curve of machine learning predictive models had a better degree of calibration and its Brier score is 0.103, 95% CI: 0.151–0.199, $P<0.001$.

Table 4 | Main characteristics of training set and internal validation set.

| Variable | Training set | Internal validation set | $P$ value |
|---------|-------------|-------------------------|----------|
| Age (years) | 56.1 ± 12.0 | 56.6 ± 11.8 | 0.107 |
| Gender (%) | 0.969 |
| Male | 3,663 (49.6%) | 891 (49.6%) |
| Female | 3,717 (50.4%) | 906 (50.4%) |
| Race (%) | 0.001 |
| White | 4,381 (59.4%) | 1,001 (55.7%) |
| Black | 1,688 (22.9%) | 442 (24.6%) |
| Others | 1,043 (14.1%) | 305 (17.0%) |
| NA | 268 (3.6%) | 49 (2.7%) |
| Histology type (%) | <0.001 |
| Carcinoid tumor | 6,964 (94.4%) | 1,391 (77.4%) |
| Neuroendocrine carcinoma | 409 (5.5%) | 402 (22.4%) |
| Atypical carcinoid tumor | 7 (0.1%) | 4 (0.2%) |
| Surgical treatment (%) | <0.001 |
| No surgery | 1,385 (18.8%) | 262 (14.6%) |
| Tumor destruction | 29 (0.4%) | 2 (0.1%) |
| Tumor resection | 5,685 (79.7%) | 1,522 (84.7%) |
| Surgery, unknown type | 17 (0.2%) | 5 (0.3%) |
| NA | 64 (0.9%) | 6 (0.3%) |
| Tumor size (cm) | <0.001 |
| <1 | 1,754 (23.8%) | 1,251 (69.6%) |
| 1–2 | 388 (5.3%) | 227 (12.6%) |
| >2 | 215 (2.9%) | 218 (12.1%) |
| NA | 5,023 (68.1%) | 101 (5.6%) |
| Tumor numbers | 1.00 (1.00–1.00) | 1.00 (1.00–1.00) | 0.135 |
| Regional lymph nodes invasion (%) | <0.001 |
| Negative | 7,051 (95.5%) | 1,726 (96.0%) |
| Positive | 130 (1.8%) | 60 (3.3%) |
| NA | 199 (2.7%) | 11 (0.6%) |
| Grade (%) | <0.001 |
| Well differentiated | 720 (9.8%) | 667 (37.1%) |
| Moderately differentiated | 164 (2.2%) | 120 (6.7%) |
| Poorly differentiated | 125 (1.7%) | 108 (6.0%) |
| Undifferentiated | 48 (0.7%) | 47 (2.6%) |
| NA | 6,323 (85.7%) | 855 (47.6%) |
| TNM staging (%) | – |
| I | 0 (0.0%) | 1,417 (78.9%) |
| II | 0 (0.0%) | 128 (7.1%) |
| III | 0 (0.0%) | 67 (3.7%) |
| IV | 0 (0.0%) | 185 (10.3%) |
| NA | 7,380 (100.0%) | 0 (0.0%) |
| Summary staging (%) | <0.001 |
| In situ | 30 (0.4%) | 0 (0.0%) |
| Localized | 6,130 (83.1%) | 1,543 (85.9%) |
| Regional | 125 (1.7%) | 66 (3.7%) |
| Distant | 223 (3.0%) | 188 (10.5%) |
| NA | 872 (11.8%) | 0 (0.0%) |
| 5-Year survival | 6,618 (98.7%) | 1,413 (78.6%) | <0.001 |
| Total | 7,380 | 1,797 |

NA refers to the count of missing values.

External Validation

To evaluate the performance of machine learning predictive models, we collected data of 68 patients with R-NETs from Peking Union Medical College Hospital as the external validation set. The basic characteristics of 68 patients are summarized in Table 6. In external validation, the machine learning predictive model had a better degree of calibration and its Brier score is 0.080. Although the number of data was relatively small, the ROC curve of the machine learning predictive model (AUC = 0.89, 95%CI: 0.77–1.00) was still superior to the ROC curve of the SEER database during the 2000–2009 period as the training set, involving a total of 7,380 patients.
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FIGURE 3 | Comparison of the AUCs of six machine learning algorithms. The predictive model using the eXtreme Gradient Boosting (XGBoost) algorithm had the best predictive performance. SVC, C-Support Vector Classification; RF, random forest; NB, Naive Bayes.

FIGURE 4 | Comparison of the XGBoost model and the AJCC seventh staging system. The area under the curve (AUC) of the XGBoost model to predict 5-year survival status was larger than that of the AJCC seventh staging system in both internal (A) and external validation (B).

AJCC seventh staging system (AUC = 0.83, 95% CI: 0.66–0.99) (Figure 4; Table 5). In addition, more patients were correctly classified by the machine learning predictive model (NRI = 0.190, 95%CI: 0.089–0.291, P < 0.001).

DISCUSSION

In this study, we constructed prognostic models through six common machine learning algorithms based on clinical features. To our knowledge, this is the first study to use machine learning algorithms predicting the survival status of patients with R-NETs. As the result showed, these models had a good predictive ability based on a large number of patient data from the SEER database. Our study proved that machine learning predictive models performed better than the AJCC staging system. In both internal validation and external validation, the XGBoost model performed best among all the models overall.

Machine learning can discern patterns from large datasets. Identified patterns are then used to encode a mathematical model, which applies to new data for further validation (10). Applications of machine learning in medicine are being used in disease diagnosis, prognosis, therapy development, and treatment assessment. As the number of data grows, machine learning algorithms will develop more accurate predictive power. Because NETs are relatively rare tumors, only a few machine learning applications studies have focused on NETs. Most research studies have focused on disease diagnosis, such as imaging parameters (11), pathological manifestations (12), or biomarker analysis (13). The SEER registry database effectively compensates for the deficiencies in the clinical data in traditional
TABLE 5 | Performance of machine learning predictive models and the AJCC seventh staging system.

| Predictive models                | AUC   | 95% CI of AUC |
|----------------------------------|-------|---------------|
| Machine learning predictive models |       |               |
| SVC                              | 0.80  | 0.78–0.82     |
| Nu–SVC                           | 0.79  | 0.78–0.81     |
| Random Forest                    | 0.85  | 0.83–0.86     |
| Ada Boost                         | 0.84  | 0.83–0.85     |
| Naïve Bayes                      | 0.78  | 0.76–0.80     |
| XGBoost                          | 0.87  | 0.86–0.88     |
| Internal validation              |       |               |
| Machine Learning (XGBoost)       | 0.90  | 0.89–0.92     |
| AJCC seventh staging system      | 0.78  | 0.76–0.80     |
| External validation              |       |               |
| Machine Learning (XGBoost)       | 0.89  | 0.77–1.00     |
| AJCC seventh staging system      | 0.83  | 0.66–0.99     |

AJCC, American Joint Committee on Cancer; AUC, area under the curve; SVC, support vector classification; XGBoost, extreme gradient boosting.

research centers. Using the SEER database from 1973 to 2014, research has found that the models developed with classic machine learning algorithms performed well in survival prediction of pancreas neuroendocrine tumors (14). At present, there is no relevant literature report about machine learning prognostic models of patients with R-NETs.

A gradual increase of patients with R-NETs has highlighted the need for a more comprehensive and refined system for disease prognosis. To date, a variety of prognostic predictive systems have been established. In 2008, a study developed a new TNM staging system through data from the SEER database. Primary tumor size, depth of invasion, lymph node involvement, and distant metastasis were related to the prognosis of R-NETs (15). Fields et al. indicated that the number of positive locoregional lymph nodes was an independent factor to estimate survival of R-NETs (16). In another recent study by Capurso and colleagues, the prognostic role of the ENETs staging and grading systems was evaluated in rectal neuroendocrine neoplasms. They reported that the presence of metastatic disease at diagnosis and the proliferative index was associated with overall and progression-free survival (6). Feng and collaborators developed a nomogram predicting the overall survival of R-NETs. They found that age, sex, tumor size, and TNM stage were independently correlated with prognosis (17). Apart from these, we found out that tumor numbers, race, and surgical approach also influenced prognosis.

Prognostic risk models based on a single anatomical stage or pathological grade have some limitations. They mainly relate to the depth of tumor invasion, tumor size, involvement of lymph nodes, the presence of metastatic disease, and the Ki-67 index. The machine learning model based on multiple factors is expected to be a more effective tool in predicting the prognosis. Machine learning can process a large number of data in a short time, and it has certain advantages in comparison with the traditional methods. Currently, logistic regression is the

TABLE 6 | Main characteristics of SEER database and China database.

| Variable                           | SEER database | China database | P-value |
|------------------------------------|---------------|----------------|---------|
| Age (years)                        | 56.3 ± 11.9   | 49.3 ± 11.9    | <0.001  |
| Gender (%)                         |               |                | 0.447   |
| Male                               | 5,267 (49.8%) | 37 (54.4%)     |         |
| Female                             | 5,313 (50.2%) | 31 (45.6%)     |         |
| Race (%)                           |               |                | <0.001  |
| White                              | 6,099 (57.6%) | 0 (0.0%)       |         |
| Black                              | 2,516 (23.8%) | 0 (0.0%)       |         |
| Others                             | 1,537 (14.5%) | 68 (100.0%)    |         |
| NA                                 | 428 (4.0%)    | 0 (0.0%)       |         |
| Histology type (%)                 | 0.329         |                |         |
| Carcinoid tumor                    | 9,560 (90.4%) | 58 (85.3%)     |         |
| Neuroendocrine carcinoma           | 1,004 (9.5%)  | 10 (14.7%)     |         |
| Atypical carcinoid tumor           | 16 (0.2%)     | 0 (0.0%)       |         |
| Surgical treatment (%)             | 0.086         |                |         |
| No surgery                         | 2,106 (19.9%) | 5 (7.4%)       |         |
| Tumor destruction                  | 34 (3.3%)     | 0 (0.0%)       |         |
| Surgery, unknown type              | 8,306 (78.5%) | 63 (92.6%)     |         |
| Tumor resection                    | 25 (2.2%)     | 0 (0.0%)       |         |
| NA                                 | 109 (1.0%)    | 0 (0.0%)       |         |
| Tumor size (cm)                    |               |                | <0.001  |
| <1                                 | 3,119 (29.5%) | 37 (54.4%)     |         |
| 1–2                                | 645 (6.1%)    | 23 (33.8%)     |         |
| >2                                 | 477 (4.5%)    | 8 (11.8%)      |         |
| NA                                 | 6,339 (59.9%) | 0 (0.0%)       |         |
| Tumor numbers                      | 1.00 (1.00–1.00) | 1.00 (1.00–1.00) |       |
| Regional lymph nodes invasion (%)  |               |                | <0.001  |
| Negative                           | 10,079 (96.3%) | 54 (79.4%)     |         |
| Positive                           | 193 (1.8%)    | 14 (20.6%)     |         |
| NA                                 | 308 (2.9%)    | 0 (0.0%)       |         |
| Grade (%)                          |               |                | <0.001  |
| Well differentiated                | 1,783 (16.9%) | 50 (73.5%)     |         |
| Moderately differentiated          | 354 (3.3%)    | 16 (23.5%)     |         |
| Poorly differentiated              | 266 (2.5%)    | 2 (2.9%)       |         |
| Undifferentated                    | 111 (1.0%)    | 0 (0.0%)       |         |
| NA                                 | 8,066 (76.2%) | 0 (0.0%)       |         |
| TNM staging (%)                    |               |                | <0.001  |
| I                                  | 1,417 (13.4%) | 44 (64.7%)     |         |
| II                                 | 128 (1.2%)    | 1 (1.5%)       |         |
| III                                | 67 (0.6%)     | 13 (19.1%)     |         |
| IV                                 | 185 (1.7%)    | 10 (14.7%)     |         |
| NA                                 | 8,783 (83.0%) | 0 (0.0%)       |         |
| Summary staging (%)                |               |                | <0.001  |
| In situ                            | 39 (0.4%)     | 6 (8.88%)      |         |
| Localized                          | 8,648 (81.7%) | 47 (69.1%)     |         |
| Regional                           | 205 (1.9%)    | 4 (5.9%)       |         |
| Distant                            | 447 (4.2%)    | 11 (16.2%)     |         |
| NA                                 | 1,241 (11.7%) | 0 (0.0%)       |         |
| 5-Year survival                    | 9,183 (86.8%) | 58 (85.3%)     | 0.715   |
| Total                              | 10,580        | 68             |         |

NA refers to the count of missing values.
most frequently used traditional analytical statistical algorithm, which can determine risk predictive factors in the short term (18). However, clinical characteristics often have a non-linear relationship, which makes logistic regression sometimes fail to obtain the desired results. Machine learning can use algorithms and statistical models to identify data and learn from the data, which can handle non-linear data (19). Therefore, many researchers support the use of more advanced machine learning algorithms to build predictive models for big data analysis. In most studies, the performance of machine learning models is better than that of logistic regression.

The challenges of building machine learning models include multicollinearity, incorrect imputation, data leakage, neglecting feature scaling, and normalization, which will cause overfitting, loss of feature importance interpretability, and model instability. Using a clear validation set, feature importance analysis, and standard techniques provides efficient approaches for establishing prognostic models (20). As shown in Table 1, some information was missing in the database. We used the k-Nearest Neighbors approach to avoid incorrect imputation. During the validation process, we used the algorithm to automatically split the data into a training set and a validation set, thus ensuring a clean validation set.

The ultimate purpose of constructing predictive models is to facilitate clinical decision making. We built an accessible online application (https://gastrointestinal.github.io/NET/) based on the XGBoost algorithm for the convenience of clinical practice. Despite its merits, this study has certain limitations. First, this was a retrospective study, so the potential for selective bias was inevitable. Second, because R-NETs were a rare disease in China, the sample size of external validation is relatively small. Although machine learning models showed good predictive performance with the currently small dataset, they require a larger scale study for external validation in the future. Third, we cannot analyze the appropriateness of medication due to the lack of detailed drug regimens in the SEER database. Finally, machine learning predictive models do not provide a predictive scoring system. This limits their applications in routine clinical practice. However, the online application we have established could be more conveniently combined with the electronic medical record system to help clinical decision making.

In summary, we explored and analyzed the demographic characteristics of patients with R-NETs and used machine learning algorithms to establish survival predictive models. The XGBoost algorithm had better predictive power than the AJCC staging system, which had a potential clinical application value.
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