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Abstract—This paper introduces a new estimation-theoretic framework for experiment design in the context of MR image reconstruction under sparsity constraints. The new framework is called OEDIPUS (Oracle-based Experiment Design for Imaging Parsimoniously Under Sparsity constraints), and is based on combining the constrained Cramér-Rao bound with classical experiment design techniques. Compared to popular random sampling approaches, OEDIPUS is fully deterministic and automatically tailors the sampling pattern to the specific imaging context of interest (i.e., accounting for coil geometry, anatomy, image contrast, etc.). OEDIPUS-based experiment designs are evaluated using retrospectively subsampled in vivo MRI data in several different contexts. Results demonstrate that OEDIPUS-based experiment designs perform favorably in comparison to conventional MRI sampling approaches.
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I. INTRODUCTION

Slow data acquisition speed is a natural consequence of acquiring MRI data with high signal-to-noise ratio (SNR), high spatial resolution, and desirable image contrast characteristics. Slow acquisitions are problematic because they are expensive, limit scanner throughput and temporal resolution, and can be uncomfortable for scan subjects. In practice, these concerns lead to the use of shorter-duration experiments that represent undesirable trade-offs between image resolution and contrast when data is sampled according to the conventional sampling theorem [1]. To mitigate this problem, the research community has been working for decades to develop image reconstruction methods that enable conventional sampling requirements to be relaxed [2]. While many such image reconstruction methods have been proposed over the years, this paper focuses on a popular and widely-used class of methods based on sparsity constraints [3].

While successful applications of sparsity-constrained MRI are widespread throughout the literature, the optimal design of sampling patterns remains a longstanding open problem. Some of the earliest methods sampled low-resolution data at the conventional Nyquist rate, and used sparsity constraints to recover the unsampled high-frequency data and enable super-resolution reconstruction [4]. More recently, insight provided by compressed sensing theory has inspired the emergence and popularity of pseudo-random Fourier sampling schemes [5].

Random Fourier sampling for MRI has often been motivated by theoretical performance guarantees for random sampling that depend on mathematical concepts of incoherence and/or restricted isometry [6], [7]. Within the MRI community, a fairly common misconception is that random sampling is required for good sparsity-constrained MRI. In reality, uniform random Fourier sampling is neither necessary nor sufficient for good performance [5], [8], [9]. Most modern approaches have come to rely on heuristic variations of random Fourier sampling that are often adapted for each new application context based on extensive empirical trial-and-error testing [5]. [10]–[12]. While these random sampling variations often work adequately well, their good performance is not guaranteed from a theoretical perspective [8], and it remains unclear whether they are near-optimal.

This paper describes a principled method called OEDIPUS (Oracle-based Experiment Design for Imaging Parsimoniously Under Sparsity constraints) for designing sampling patterns for sparsity-constrained MRI. Compared to randomization-based approaches, OEDIPUS is fully deterministic and automatically tailors the sampling pattern to the specific imaging context (accounting for coil geometry, anatomy, image contrast, etc.) of interest without the need for manual interaction. A preliminary description of this work was previously presented in [13].

The OEDIPUS framework is inspired by classical experiment design approaches. Experiment design is a well-developed subfield of statistics [14]–[16], and experiment design tools have been previously used to improve the efficiency of a wide variety of MRI experiments. These methods are perhaps most visible within the MRI literature in the context of selecting flip angles, repetition times, echo times, and related pulse sequence parameters that influence image contrast. Such methods have already had a major impact in the context of quantitative MRI parameter estimation for applications such as spectroscopy [17], water-fat separation [18], dynamic contrast enhanced imaging [19], diffusion MRI [20], relaxometry [21], and multi-parametric mapping [22], among many others.

On the other hand, the use of experiment design techniques to optimize k-space sampling patterns (as done in OEDIPUS) has not been as widely explored, in part due to the computational complexity of applying experiment design techniques to image reconstruction problems (which are often substantially larger in scale than MRI parameter estimation problems). However, there are a few notable exceptions. Marseille et al. [23] performed optimization of phase encoding positions in 1D under a heuristic surrogate model of an MR image. Reeves et al. [24]–[28] optimized phase encoding positions in 2D assum-
ing that the image had limited support in the spatial domain, with perfect a priori knowledge of the image support. Xu et al. [29] performed optimization of phase encoding positions in 1D for the case of parallel imaging using the SENSE model [30]. Samsonov [31] optimized the projection angles for radial radial imaging under the SENSE model. Haldar et al. [32] compared different spatiotemporal (k-t) sampling patterns for parameter mapping in the presence of prior knowledge of the image contrast model. Levine and Hargreaves [33] optimized 2D sampling patterns under support constraints and parallel imaging constraints with the SENSE model. Importantly, none of these approaches directly incorporated transform domain sparsity constraints into the experiment design problem.

The only previous sparsity-based MR experiment design work we are aware of is by Seeger et al. [34]. While this work has the strongest similarity to OEDIPUS among existing methods from the literature, it also has substantial differences, including being developed with a completely different context in mind. In particular, the approach described by Seeger et al. is intended for real-time adaptive sampling design, in which each subsequent k-space sampling location is chosen greedily on-the-fly using real-time feedback from the data that has already been acquired for that scan. In contrast, OEDIPUS is a non-adaptive and subject-independent approach to experiment design, which enables offline prior computation of the sampling pattern and reuse of the same sampling scheme for different subjects. Another major difference is that Seeger et al. assume a Bayesian formulation in which the sparse image coefficients are modeled using the Laplace distribution as a statistical prior, while OEDIPUS is a non-Bayesian approach that does not use any statistical priors. Instead, OEDIPUS takes a deterministic approach based on the constrained Cramér-Rao bound (CRB) [35, 36].

The rest of this paper is organized as follows. Section II introduces notation and reviews the CRB for linear inverse problems with Gaussian noise, and reviews optimal experiment design approaches that aim to minimize the CRB. Section III describes the general OEDIPUS framework as an extension of the methods from Section II. This section also describes the specific OEDIPUS implementation choices we have used in the remainder of the paper. Section IV describes empirical evaluations of OEDIPUS with comparisons against other common k-space sampling methods from the literature. Discussion and conclusions are presented in Section V.

II. REVIEW OF “CLASSICAL” EXPERIMENT DESIGN

A. Linear Inverse Problems with Gaussian Noise

The data acquisition process in MRI is often formulated using a standard finite dimensional linear model [37]

\[ \mathbf{d} = \mathbf{A} \mathbf{f} + \mathbf{n}, \]

where \( \mathbf{f} \in \mathbb{C}^N \) are the coefficients of a finite-dimensional representation of the image, \( \mathbf{d} \in \mathbb{C}^M \) is the vector of measured data samples, the system matrix \( \mathbf{A} \in \mathbb{C}^{M \times N} \) provides a linear model of the MRI data acquisition physics (e.g., potentially including Fourier encoding, sensitivity encoding, and physical effects like field inhomogeneity), and \( \mathbf{n} \in \mathbb{C}^M \) is modeled as zero-mean circularly-symmetric complex Gaussian noise. Without loss of generality, we will assume that noise whitening has been applied such that the entries of \( \mathbf{n} \) are assumed to be independent and identically distributed with variance \( \sigma^2 = 1 \).

The objective of MRI reconstruction methods is to estimate the original image \( \mathbf{f} \) based only on the noisy measured data \( \mathbf{d} \) and prior knowledge of the noise statistics and imaging model \( \mathbf{A} \). We will denote such an estimator as \( \hat{\mathbf{f}}(\mathbf{d}) \).

B. The Cramér-Rao Bound for the Linear Model

The CRB is a theoretical lower bound on the covariance of an unbiased estimator [38]. Assume for now that data has been acquired according to Eq. (1), that \( \mathbf{A} \) has full-column rank, and that we have an unbiased estimator \( \hat{\mathbf{f}}(\mathbf{d}) \), i.e., \( E[\hat{\mathbf{f}}(\mathbf{d})] = \mathbf{f} \), where \( E[\cdot] \) denotes statistical expectation. The CRB says that

\[ \text{cov}(\hat{\mathbf{f}}(\mathbf{d})) \geq (\mathbf{A}^\dagger \mathbf{A})^{-1}, \]

where \( \text{cov}(\hat{\mathbf{f}}(\mathbf{d})) \in \mathbb{C}^{N \times N} \) is the covariance matrix of the estimator \( \hat{\mathbf{f}}(\mathbf{d}) \), and the \( \geq \) symbol is used to signify an inequality relationship with respect to the Loewner ordering of positive semidefinite matrices [16]. To be precise, Eq. (2) signifies that \( \text{cov}(\hat{\mathbf{f}}(\mathbf{d}))- (\mathbf{A}^\dagger \mathbf{A})^{-1} \) will always be a positive semi-definite matrix. As a result, the CRB matrix \( (\mathbf{A}^\dagger \mathbf{A})^{-1} \) represents the smallest possible covariance matrix that can be achieved using an unbiased estimator, since we must always have that \( \mathbf{u}^\dagger \text{cov}(\hat{\mathbf{f}}(\mathbf{d})) \mathbf{u} \geq \mathbf{u}^\dagger (\mathbf{A}^\dagger \mathbf{A})^{-1} \mathbf{u} \) for every possible choice of \( \mathbf{u} \in \mathbb{C}^N \). To illustrate the importance of this relationship, consider the case where we select \( \mathbf{u} \) to be the \( j \)th canonical basis vector for \( \mathbb{C}^N \), i.e., the \( j \)th entry of \( \mathbf{u} \) is \( [\mathbf{u}]_j = 1 \), with \( [\mathbf{u}]_n = 0 \) for all \( n \neq j \). This implies that \( \text{var}(\hat{\mathbf{f}}(\mathbf{d}))_{jj} \geq (\mathbf{A}^\dagger \mathbf{A})^{-1}_{jj} \), where \( \text{var}(\hat{\mathbf{f}}(\mathbf{d}))_{jj} \) is the scalar variance of the estimator for the \( j \)th entry of \( \hat{\mathbf{f}} \). Note that, because we have chosen \( j \) arbitrarily in this illustration, we have that the \( N \) diagonal elements of the CRB matrix each provide a fundamental lower bound on the variance for the corresponding \( N \) entries of the unbiased estimator \( \hat{\mathbf{f}}(\mathbf{d}) \).

Importantly, the CRB is a function of the matrix \( \mathbf{A} \), which means that it can be possible to use the CRB to compare the SNR-efficiency of different experiments. For readers familiar with the parallel MRI literature, it is worth mentioning that in the case of SENSE reconstruction, the CRB is an unnormalized version of the SENSE g-factor [30, 39], which is already well known and widely used for its usefulness in comparing different k-space sampling strategies in parallel MRI.

In addition, the CRB is a reconstruction-agnostic lower bound, in the sense that it is completely independent from the actual method used to estimate \( \mathbf{f} \). However, it should also be noted that the CRB is only valid for unbiased estimators, while different estimation-theoretic tools are necessary to characterize biased estimators. This fact is particularly relevant to this paper, since most sparsity-constrained reconstruction methods use some form of regularization procedure, and regularized image reconstruction will generally produce biased results [40]. Nevertheless, minimizing the CRB can still be a useful approach to experiment design even if a biased estimator will ultimately be used for reconstruction. In some sense, minimizing the CRB ensures that the data acquisition
procedure represented by the matrix A will encode as much information as possible about f.

C. Optimal Experiment Design using the CRB

Methods for minimizing the CRB have been studied for many years in both the statistics [14]–[16] and the signal processing [41], [42] literature. There are generally two classes of popular experiment design approaches: continuous approaches and discrete approaches. Optimal continuous designs are often easier to compute than optimal discrete designs, but are approximate in nature and do not translate easily to the constraints of practical MRI experiments because they do not account for the fact that real experiments acquire a finite, integer number of samples. As a result, we will focus on discrete designs in this paper.

The discrete version of optimal experiment design is often formulated as follows: given a set of $P$ candidate measurements with $P > M$, choose a subset of $M$ measurements in a way that minimizes the CRB. Formally, let $a_p \in \mathbb{C}^{1 \times N}$ for $p = 1, \ldots, P$ represent the $P$ potential rows of the optimal A matrix from Eq. (1). Given the corresponding set of potential measurement indices $\Gamma = \{1, \ldots, P\}$, the optimal design problem is to select a subset $\Omega \subset \Gamma$ of cardinality $M$ to ensure that the resulting CRB is as small as possible. This leads to the optimal design problem

$$\Omega^* = \arg \min_{\Omega \subset \Gamma} \mathcal{J} \left( \sum_{m \in \Omega} a_m^H a_m \right)^{-1},$$

where $\mathcal{J}(\cdot): \mathbb{C}^{N \times N} \rightarrow \mathbb{R}$ is a user-selected functional used to measure the size of the CRB.

An ideal choice of $\mathcal{J}(\cdot)$ would ensure that for arbitrary positive semidefinite matrices $C \in \mathbb{C}^{N \times N}$ and $D \in \mathbb{C}^{N \times N}$, having $\mathcal{J}(C) \geq \mathcal{J}(D)$ would imply that $C \succeq D$, and therefore that $D$ is uniformly smaller than $C$. Unfortunately, the Loewner ordering is only a partial ordering, and not all positive semidefinite matrices are comparable. This means that there are generally no universally-optimal experiment designs, and it is necessary to choose $\mathcal{J}(\cdot)$ subjectively [16].

Out of many options [16], one of the most popular choices is the average variance criterion (also known as A-optimality):

$$\mathcal{J} \left( \sum_{m \in \Omega} a_m^H a_m \right)^{-1} \triangleq \text{Trace} \left[ \sum_{m \in \Omega} a_m^H a_m \right]^{-1},$$

which takes its name from the fact that the cost function is a lower bound on the sum of elementwise variances, i.e.,

$$\text{Trace} \left[ \sum_{m \in \Omega} a_m^H a_m \right]^{-1} \leq \sum_{n=1}^{N} \text{var}[\tilde{f}(d)]_n$$

for every possible unbiased estimator $\tilde{f}(d)$. Since the mean-squared error (MSE) is proportional to the sum of elementwise variances for any unbiased estimator, Eq. (5) also provides a CRB-based lower bound for the MSE. For the sake of concreteness and without loss of generality, we will focus on the A-optimality criterion in this paper, though note that OEDIPUS can also easily be used with some of the other cost functionals that are popular in the experiment design literature.

Given this choice of $\mathcal{J}(\cdot)$, the optimization problem from Eq. (5) is still nontrivial to solve because it is a nonconvex integer programming problem, and global optimality may require exhaustive search through the set of candidate solutions. This is generally infeasible from a practical computational perspective. Specifically, there are $P$-choose-$M$ possible designs $\Omega$, and this will be a very large number in most scenarios of interest. As a result, Eq. (5) is often minimized using heuristic algorithms that can provide high-quality solutions, but which cannot guarantee global optimality. Popular heuristics include the use of Monte Carlo methods (which randomly construct potential sampling pattern candidates for evaluation) or greedy algorithms (which add, subtract, or exchange candidate measurements to/from the current design in a sequential greedy fashion) [14], [15], [41], [42].

While these kinds of algorithms have been used previously for k-space trajectory design in several image reconstruction contexts [24]–[29], certain computational problems arise when the CRB is applied to conventional image reconstruction approaches (without sparsity constraints). In particular, the CRB matrix is of size $N \times N$, which can be very large if $N$ is chosen equal to the number of voxels in a reasonably-sized image. For example, for a $256 \times 256$ image, the CRB matrix will have nearly $4.3 \times 10^9$ entries, which will occupy more than 34 GB of memory if each entry is stored in a standard double precision floating point number format. While storing a matrix of this size in memory is feasible on modern high-end computers, other computations (e.g., inverting the matrix) are generally prohibitively expensive. Another problem is that the assumptions underlying the CRB will be violated whenever $N > M$, which means that traditional experiment design approaches are not straightforward to apply for the design of undersampled experiments. These issues are mitigated within the OEDIPUS framework as described in the sequel.

III. ORACLE-BASED EXPERIMENT DESIGN FOR IMAGING PARSIMONIOUSLY UNDER SPARSITY CONSTRAINTS

A. Theoretical components of OEDIPUS

The previous section considered CRB-based design under the standard unconstrained linear model, but modifications are necessary to inform experiment design under sparsity constraints. To describe OEDIPUS, we will assume that it is known in advance that the image vector $f$ possesses a certain level of sparsity in a known transform domain, i.e., $||\Psi f||_0 \leq S$ where $\Psi \in \mathbb{C}^{Q \times N}$ is a known sparsifying transform, $S$ is the known sparsity level, and the $\ell_0$-“norm” $\|\cdot\|_0$ counts the number of nonzero entries of its vector argument. It should be noted that the assumptions that the signal is strictly sparse and that the value of $S$ is known in advance are not conventional in sparsity-constrained MRI reconstruction, though we need them to construct the CRB for this case.

In this work, we will make the additional assumption that $\Psi$ is left-invertible such that $f = \Psi^+ \Psi f$ for all $f \in \mathbb{C}^N$, where $\Psi^+$ is used to denote the matrix pseudoinverse. In the presence of sparsity constraints, this allows us to rewrite Eq. (1) in terms
of the vector of transform coefficients $c = \Psi f \in \mathbb{C}^Q$ as:
\[ d = A \Psi^\dagger c + n. \] 
(6)
Recently, Ben-Haim and Eldar [36] derived a version of the constrained CRB that is applicable to Eq. (6) under the constraint that $\|c\|_0 = S$. In particular, they derived that the CRB in this case is equal to the CRB of the oracle estimator, i.e., the estimator that is additionally bestowed with perfect knowledge of which of the $S$ entries of $c$ are non-zero.

The oracle-based version of the problem can be viewed as a simple unconstrained linear model, and thus fits directly within the framework described in the previous section. In particular, let $\hat{c} \in \mathbb{C}^S$ denote the vector of nonzero entries from the $c$ vector, with the two vectors related through $c = U \hat{c}$, where $U \in \mathbb{R}^{Q \times S}$ is a matrix formed by concatenating the $S$ columns of the $Q \times Q$ identity matrix corresponding to the non-zero entries of $c$. This matrix can be viewed as performing a simple zero-filling operation (i.e., putting the nonzero entries of $\hat{c}$ in their correct corresponding positions and leaving the remaining entries equal to zero). Given this notation, the oracle-based version of the problem is then written as
\[ d = A \Psi^\dagger U \hat{c} + n. \] 
(7)
From here, we can use the results of the previous section to easily derive the oracle-based CRB for $\hat{d}(d)$:
\[ \text{cov}(\hat{c}(d)) \succeq \left( U^H \left( \Psi^\dagger \right)^H A^H A \Psi^\dagger U \right)^{-1}, \] 
(8)
such that the oracle-based CRB for $\hat{c}(d) = U \hat{c}(d)$ is:
\[ \text{cov}(\hat{c}(d)) \succeq U \left( U^H \left( \Psi^\dagger \right)^H A^H A \Psi^\dagger U \right)^{-1} U^H, \] 
(9)
and the oracle-based CRB for $\hat{f}(d) = \Psi^\dagger \hat{c}(d)$ is:
\[ \text{cov}(\hat{f}(d)) \succeq \Psi^\dagger U \left( U^H \left( \Psi^\dagger \right)^H A^H A \Psi^\dagger U \right)^{-1} U^H \left( \Psi^\dagger \right)^H. \] 
(10)
Given these sparsity-constrained CRBs, it is easy to formulate and solve an experiment design problem using exactly the same design methods described for the linear model in the previous section. The CRB expressions given above will be valid whenever the $M \times S$ matrix $A \Psi^\dagger U$ has full column rank, which is still feasible for undersampled experiments where $M < N$ (though we still need to satisfy $S \leq M$).

In addition to enabling the use of sparsity constraints and undersampling in experiment design, the expressions in Eqs. (8)-(10) are generally also substantially easier to work with from a computational point of view. In particular, it should be noted that the matrices being inverted in these expressions are only of size $S \times S$, rather than the $N \times N$ matrices that needed to be inverted in the previous case. This can lead to massive computational complexity advantages since we usually have $S \ll N$. For example, for a $256 \times 256$ image with $S = 0.15N$, the matrix to be inverted in this case would have roughly $2.25\%$ the memory footprint of the matrix to be inverted in the $N \times N$ case. In this example, this is the difference between a 0.8 GB matrix and a 34 GB matrix.

Even though the final CRB matrices in Eqs. (9) and (10) are generally larger (respectively of size $Q \times Q$ and $N \times N$) than the $S \times S$ matrix being inverted in Eq. (8), it is not hard to show that the matrices in Eqs. (8) and (9) always have the same trace value. In addition, the trace value for the matrix from Eq. (10) will also have this same trace value if $\Psi$ is a unitary transform (e.g., an orthonormal wavelet transform) and will be proportional to this same trace value if $\Psi$ corresponds to a tight frame representation [43] (e.g., the undecimated Haar wavelet transform [44] or the discrete curvelet transform [45]). As a result, it often suffices to work directly with the small $S \times S$ matrix from Eq. (8) when performing experiment design using the A-optimality design criterion.

B. Practical Implementation for MRI Applications

1) Constructing the OEDIPUS optimization problem: For the sake of concreteness and without loss of generality, we will describe our implementation of OEDIPUS assuming that we are applying the A-optimality design criterion to the sparsity-constrained CRB from Eq. (8). Given an application context, there are several ingredients we need to select prior to the experiment design process.

The first choice that needs to be made is the sparsifying transform $\Psi$. While some groups have explored the use of data-dependent sparsifying transforms (e.g., [46], [47]), it is by far more common for the sparsifying transform to be chosen in advance based on past empirical experience with a given MRI application. Our description will focus on the conventional case where $\Psi$ is fixed and provided in advance.

The second choice we need to make relates to the set of candidate measurement vectors $a_p \in \mathbb{C}^{1 \times N}$ for $p = 1, \ldots, P$. This choice is relatively straightforward in the case of ideal single-channel Fourier encoding. Given a field-of-view (FOV) size and the number of voxels within the FOV (which we assume are fixed, and dictated by the specific application context of interest), the candidate measurement vectors will often have entries (assuming an $N$-dimensional voxel-based finite series expansion of the image [37]) of the form:
\[ [a_p]_n = b_{pn} \exp(-i2\pi k_p \cdot r_n), \] 
(11)
where $b_{pn}$ is a weighting coefficient that depends on the specific choice of voxel basis function (common choices are to use either a Dirac delta voxel function in which $b_{pn} = 1$ or a rectangular voxel basis function in which case $b_{pn}$ takes the form of a sinc function in k-space [37]), $r_n$ is the spatial coordinate vector specifying the center position of the $n$th voxel (the common choice is to choose the voxel centers to lie on a rectilinear grid), and $k_p$ is the $p$th candidate k-space measurement position. The parameters $b_{pn}$ and $r_n$ are parameters of the image model that are generally chosen in advance, and which will be invariant to different experiment design choices. As a result, selection of the full set of the candidate measurements reduces to selection of the set of $k_p$ k-space sampling locations. The set of candidate k-space sampling locations will be sequence dependent, but typical choices might include the set of all possible k-space sampling locations from a “fully-sampled” Cartesian grid, a “fully-sampled” radial trajectory, a “fully-sampled” spiral trajectory,
etc. In each of these cases, we can define “full-sampling” either based on the conventional Nyquist rate, or we can also consider schemes that sample more densely than the Nyquist rate if we want to consider a larger range of possibilities. There is a trade-off here – the more options we consider, the better our optimized schemes can be, though this comes at the expense of increased computational complexity.

Some additional considerations are required if the model is designed to incorporate sensitivity encoding, field inhomogeneity, radiofrequency encoding, or other similar effects. For illustration, in the case of parallel imaging with the SENSE model [30], the measurements take the more general form:

$$[a_p]_n = c_p(r_n)b_{pn}\exp(-i2\pi k_p \cdot r_n),$$ (12)

where $c_p(r_n)$ is the value of the sensitivity profile at spatial location $r_n$ for the coil used in the $p$th measurement.\footnote{In parallel MRI, the same $k$-space location is measured simultaneously through all of the coils that are present in the receiver array. For simplicity and without loss of generality, we have adopted a notation in which individual measurement is indexed by a separate $p$ value, even if the measurements are required to be sampled simultaneously.}

The main complication in applying OEDIPUS to the SENSE model is that, while the Fourier encoding model is independent of the person or object being imaged, the coil sensitivity profiles often vary slightly from subject to subject, and this means that ideally we should design optimal experiments on a subject-by-subject basis. However, subject-by-subject design is not conducive to the kind of offline subject-independent experiment design that we would like to use OEDIPUS to address. Similar complications exist because of subject-dependent effects for other advanced modeling schemes that account for $B_0$ inhomogeneity, transmit $B_1$ inhomogeneity, etc. To mitigate the issue of subject-dependent observations, our formulation for the SENSE case (and similarly for other subject-dependent acquisition models) will assume that we have a set of $T$ different representative sensitivity maps that are appropriate for the given application context, i.e.,

$$[a^t_p]_n = c^t_p(r_n)b_{pn}\exp(-i2\pi k_p \cdot r_n),$$ (13)

for $t = 1, \ldots, T$, and will optimize the experiment design with respect to the ensemble of these representative cases. We will formalize this approach mathematically later in this section.

The remaining ingredients that need to be chosen are the sparsity level $S$ and the matrix $U$ that specifies the transform-domain positions of the non-zero coefficients. However, real MRI images are only approximately sparse rather than exactly sparse, and the locations of the significant transform-domain coefficients will generally vary from subject to subject. To address these issues and enable subject-independent experiment design, we will assume that we are given a set of $K$ exemplar images acquired from a given imaging context, and similar to the previous case, will identify $S_k$ and $U_k$ values for $k = 1, \ldots, K$ that are appropriate for each case. Ultimately, we will attempt to find a design that is optimal with respect to the ensemble of exemplars. In this context, we first apply the sparsifying transform $\Psi$ to each exemplar, and explore sparse approximation quality by hard-thresholding the transform domain coefficients with different choices of $S_k$. The value of $S_k$ is then chosen as the smallest value that gives adequate sparse approximation quality for that exemplar. Note that “adequate quality” is necessarily subjective and application dependent. Given the choice of $S_k$ for each exemplar image, we can obtain corresponding $U_k \in \mathbb{R}^{Q \times S_k}$ matrices by identifying the locations of the $S_k$ largest transform coefficients.

We are now almost ready to perform experiment design, except that we have not specified how to handle optimization with respect to the ensemble of $T$ different measurement models and $K$ different exemplar sparsity constraints. There are a few different options for obtaining a unified treatment. One typical approach would be to minimize the average-case CRB across each of these different conditions, which results in the following optimization problem:

$$\Omega^* = \arg\min_{\Omega \in \mathbb{R}^{Q \times T}} \frac{1}{K} \sum_{k=1}^{K} \sum_{t=1}^{T} \text{Trace} \left[ C_{kt}(\Omega) \right],$$ (14)

where

$$C_{kt}(\Omega) \triangleq \left( \sum_{m \in \Omega} U_k^H \left( \Psi^t \right)^H a^t_m \Psi^t U_k \right)^{-1}.$$ (15)

Another typical choice would be to optimize the worst-case CRB, which leads to the following minimax optimization problem:

$$\Omega^* = \arg\min_{\Omega \in \mathbb{R}^{Q \times T}} \max_{(k,t)} \text{Trace} \left[ C_{kt}(\Omega) \right].$$ (16)

Many other choices are also possible and may be preferable in certain contexts, though we leave such an exploration for future work. The choice between minimizing the average-case and the worst-case in experiment design is subjective in nature, and will depend on context-dependent factors. For example, in a large population study with a neuroscientific objective, experimenters may be able to tolerate the situation where a few subjects have low-quality images if the average image quality for the remaining subjects is very high on average. On the other hand, in an emergency medical situation, it may be preferable that every individual image meets certain quality standards, even if that means that the average-case image quality is lower as a result. In the case where $K = T = 1$, both Eq. (14) and (15) lead to identical optimization problems.

2) Solving the OEDIPUS optimization problem: Given a choice of objective function, it remains to find an experiment design that is as close to optimal as possible. While there are many potential ways to minimize these cost functionals, the implementation we have used for this paper is based on a modified sequential backward-selection (SBS) procedure. The standard SBS procedure [41], [42] starts with a hypothetical experiment that collects all $P$ measurements, and then identifies the individual measurement that is the least important to the CRB and deletes it in a greedy fashion. This procedure is then iterated, deleting candidate measurements one-by-one until only $M$ measurement vectors remain. SBS is greedy and will not generally find the globally optimal solution, but it is a simple deterministic algorithm that typically obtains local minima that compare very well in ultimate quality compared to alternative optimization approaches. Additional
theoretical comments about the characteristics of SBS can be found in [41], and methods that have the potential to improve on SBS results are discussed in [42].

While the conventional SBS approach may be well-suited to certain applications, it is not immediately applicable to many MRI contexts in which sets of measurements must be acquired simultaneously. For example, in parallel imaging, it does not make any sense to delete a k-space measurement made with one coil without also deleting the same k-space measurement from the remaining coils. Similarly, it would not make sense to delete one k-space measurement from a given readout without also deleting the other measurements from the same readout. As a result, it is important to be able to adapt SBS to consider sets of candidate measurements rather than individual candidate measurements. Specifically (and similar to [27]–[29]), we will assume that our set of \( P \) measurements is grouped into \( L \) disjoint subsets \( \Xi = \{1, \ldots, L\} \), and that all measurements within a given subset \( \Xi = \{1, \ldots, L\} \) must either be acquired simultaneously or not acquired at all. We will further assume the practical scenario in which all of these measurement sets have the same cardinality, i.e., \( |\Xi| = C \) for some integer \( C \). This leads to the following modified SBS procedure for OEDIPUS:

1. For \( k = 1, \ldots, K \) and \( t = 1, \ldots, T \), construct the sparsity-constrained CRB matrix corresponding to the use of all \( P \) candidate measurements:

\[
\mathbf{C}_{kt}^{\text{full}} = \left( \sum_{p=1}^{P} \mathbf{U}_{k}^{H} \psi_{p} \right)^{H} \left( \mathbf{a}_{p}^{H} \mathbf{a}_{p} \psi \mathbf{U}_{k} \right)^{-1}.
\] (17)

2. For each \( \ell = 1, \ldots, L \), compute the cost-function value (e.g., the average-case cost from Eq. (14) or the worst-case cost from Eq. (16)) for an experiment that uses all \( P \) measurements except the \( C \) candidate measurements included in \( \Xi_{\ell} \).

3. The cost-function values are compared for each choice of \( \ell \), and the measurement set whose removal causes the smallest degradation in the cost function value is then removed from the set of measurement candidates. Specifically, if \( i \) is the index for the removed set of measurement candidates, set \( \Gamma = \Gamma \setminus \Xi_{i} \), and correspondingly set \( P = P - C \). Similarly, remove \( \Xi_{i} \) from the set of measurement candidates such that \( L = L - 1 \).

4. Repeat Steps 1-3 until the desired number of measurements is achieved, i.e., stop when \( |\Gamma| = M \).

The main computational complexity associated with this modified SBS approach is that Step 2 requires \( TLK \) matrix inversions at each iteration. However, as thoroughly discussed by [41], it should be noted that it is easy and computationally-efficient to use the Sherman-Morrison-Woodbury matrix inversion lemma [48] to use the matrix from Step 1 to quickly compute the matrices needed for Step 2. Specifically, if we use \( \mathbf{B}_{t}^{\ell} \in \mathbb{C}^{C \times N} \) to denote the matrix formed by stacking together the potential rows associated with \( \Xi_{t} \) for the \( t \)th acquisition model and let \( \mathbf{B}_{t}^{\ell} \Psi \mathbf{U}_{k} \in \mathbb{C}^{C \times N} \), then the CRB matrix \( \mathbf{C}_{kt}^{\text{full}} \Xi_{t} \) that would be obtained by keeping all \( P \) measurements except those from \( \Xi_{t} \) can be written as

\[
\mathbf{C}_{kt}^{\text{full}} \Xi_{t}^{-1} = \left( \sum_{p=1}^{P} \mathbf{U}_{k}^{H} \left( \psi_{p}^{t} \right)^{H} \left( \mathbf{a}_{p}^{t} \mathbf{a}_{p}^{H} - \mathbf{B}_{t}^{k} \mathbf{U}_{k} \right)^{-1} \right)^{-1}.
\] (18)

where \( \mathbf{I}_{C} \) is the \( C \times C \) identity matrix and \( \mathbf{G}_{kt}^{\ell} = \mathbf{C}_{kt}^{\text{full}} \left( \mathbf{B}_{t}^{k} \right)^{H} \). Note that this final expression only requires the inversion of a \( C \times C \) matrix, which is a much faster computation than inverting an \( S \times S \) matrix if \( C \ll S \) (which it usually will be). In addition, it should be noted that except for the first time that \( \mathbf{C}_{kt}^{\text{full}} \) is computed using Eq. (17) in Step 1, all subsequent computations of \( \mathbf{C}_{kt}^{\text{full}} \) for Step 1 can be performed recursively from the previous value using Eq. (18).

Further computational simplifications are possible by noting that the trace values required for computing Step 2 are also easily evaluated in a recursive fashion:

\[
\text{Trace} \left[ \mathbf{C}_{kt}^{\text{full}} \Xi_{t}^{-1} \right] = \text{Trace} \left[ \mathbf{C}_{kt}^{\text{full}} \right] + \text{Trace} \left[ \mathbf{G}_{kt}^{k} \left( \mathbf{I}_{C} - \mathbf{B}_{t}^{k} \mathbf{G}_{kt}^{k} \right)^{-1} \left( \mathbf{G}_{kt}^{k} \right)^{H} \right].
\] (19)

**IV. EMPIRICAL EVALUATIONS AND COMPARISONS**

In the following subsections, we illustrate the performance and flexibility of OEDIPUS relative to traditional sampling design methods in several settings.

**A. 2D T2-weighted Brain Imaging**

In a first set of evaluations, we designed sampling patterns for the context of 2D T2-weighted brain imaging, based on an acquisition protocol that is routinely used at our neuroscience imaging center. Data was acquired on the same scanner from two different healthy volunteers. The second subject was scanned more than 13 months after the first subject.

All acquisition parameters were identical for both subjects. Imaging data was acquired with a TSE pulse sequence on a 3T scanner using a 12-channel receiver coil. We used a fully-sampled 256 × 160 Nyquist-rate Fourier acquisition matrix, corresponding to a 210 mm × 131 mm FOV, with a 3.5 mm slice thickness. Other parameters include TE=88 ms and TR= 10 sec. This data was whitened using standard methods [49], and receiver coil sensitivity maps were obtained using a smoothness-regularized estimation formulation [50]. Gold standard reference images were obtained by applying SENSE reconstruction [30], [49] to the fully sampled data. These gold standard images are shown in Fig. [1]a,b.

Sampling patterns were designed using OEDIPUS for two different imaging scenarios: single-channel imaging (a simple Fourier transform with no sensitivity encoding) and 12-channel imaging (including coil sensitivity maps). We denote the OEDIPUS sampling patterns designed for the single-channel and multi-channel cases as SCO and MCO, respectively. Since this is a 2D imaging scenario, OEDIPUS was constrained so that all samples from the same readout line must be
sampled simultaneously, meaning that undersampling was only performed in 1D along the phase encoding dimension.

OEDIPUS sampling patterns were designed for a single exemplar (i.e., $K = 1$), and in the multi-channel case, for a single set of sensitivity maps (i.e., $T = 1$). Specifically, OEDIPUS was performed based on the transform-domain sparsity pattern and sensitivity maps estimated from the first subject. Sparse approximation of this dataset was obtained by keeping the top 15% largest-magnitude transform coefficients (i.e., $S = 0.15N$). The sparsifying transform $\Psi$ was chosen to be the 3-level wavelet decomposition using a Daubechies-4 wavelet filter, whose transform coefficients are shown for the two reference images in Fig. 1(c).

MCO sampling patterns were designed for the acceleration factors of $R = 2$, 3, and 4, and an SCO sampling pattern was designed for $R = 2^2$.

For comparison against SCO and MCO, we also considered two classical undersampling patterns: uniform undersampling and random undersampling. Uniform undersampling is a deterministic sampling pattern that is frequently used in parallel imaging [30], and obtains phase encoding lines that are uniformly spaced on a regular lattice in k-space. Random sampling is often advocated for sparsity-constrained reconstruction [5], [8], [10]–[12]. In this case, we used a common variable-density approach in which the central 16 lines of k-space were fully sampled, and the remaining portions of k-space were acquired with Poisson disc random sampling [51]. To avoid the possibility of getting a particularly bad random design, we created ten independently generated realizations of Poisson disc sampling, and report the best quantitative results.

The sampling patterns we obtained are shown in Fig. 2.

2Note that we attempted to design SCO sampling patterns for the acceleration factors of $R = 3$ and 4, but did not obtain meaningful OEDIPUS results. Highly-accelerated single-channel imaging scenario with 1D undersampling leads to a highly ill-conditioned inverse problem, and the matrix inversions needed for computing the OEDIPUS design became numerically unstable.

and demonstrate some interesting features. In particular, we observe that both SCO and MCO generate variable density sampling patterns, which is consistent with the popularity of variable density sampling approaches in the literature [5], [8], [10]–[12]. However, unlike standard variable density approaches, we observe that OEDIPUS automatically tailors the sampling pattern to the specific imaging context, without the need for manual interaction. For example, OEDIPUS automatically produces different sampling density variations for single-channel and multi-channel contexts, with SCO sampling the center of k-space much more densely than MCO.

To evaluate these different sampling patterns in a practical reconstruction context, we also performed sparsity-constrained reconstructions of retrospectively-undersampled single-channel and multi-channel datasets derived from the gold standard reference images. We might expect to see especially good empirical reconstruction results for OEDIPUS for the first subject, since the SCO and MCO sampling patterns were designed based on the characteristics of that data. In this case, we are testing on the same data that we trained on, and our results may be overly optimistic due to the common problem of overfitting. On the other hand, the empirical results from the second subject may be more interesting, since this case will demonstrate whether or not the OEDIPUS sampling design generalizes to cases it hasn’t been trained on.

We performed two different types of sparsity-constrained reconstruction. In the first case, we applied standard $\ell_1$-regularized reconstruction [5] according to

$$\hat{f} = \arg\min_{f \in \mathbb{C}^N} \| Af - d \|_2^2 + \lambda \| \Psi f \|_1.$$  

(20)

This formulation will encourage sparsity in the 3-level Daubechies-4 wavelet decomposition of the image. The reg-
normalization parameter $\lambda$ was set to a small number (i.e., $\lambda = 0.01$) to promote data consistency. We might expect OEDIPUS to perform particularly well in this case, because the sparsifying transform used to design SCO and MCO sampling patterns is matched to the sparsifying transform being used for reconstruction. While MR images are known to possess wavelet sparsity, it has also been observed that wavelet-based sparse regularization often results in undesirable high-frequency oscillation artifacts. As a result, many authors (e.g., [5], [8]) have advocated the use of total variation (TV) regularization [22] to either augment or replace wavelet regularization. TV regularization is designed to impose sparsity constraints on the finite differences of a reconstructed image. Unfortunately, our OEDIPUS formulation is not easy to apply to TV regularization, because TV is not associated with a left-invertible transform. However, some authors have postulated that CRB-based experiment design may still be beneficial even in cases where the model used to compute the CRB is different from the model used for image reconstruction [23], as long as both models capture the behavior of similar image features of interest. To test this, we also performed TV-regularized reconstruction. Specifically, we solved the same optimization problem as in Eq. (20), but replacing the $\ell_1$-norm with a TV penalty.

Reconstruction quality was measured quantitatively using the normalized root-mean-squared error (NRMSE), defined as $\text{NRMSE} = ||\mathbf{f} - \mathbf{f}^*||_2 / ||\mathbf{f}^*||_2$, where $\mathbf{f}^*$ is the gold standard.

The empirical NRMSE results for the reconstruction of single-channel data are shown in Table I with illustrative reconstructed images shown in Supplementary Fig. S1 [1].

For single-channel data, the SCO sampling pattern worked the best for both wavelet- and TV-based reconstruction. The differences in NRMSE between SCO and the other approaches were often substantial, with random sampling being the next best approach. Uniform undersampling had very poor performance in this case, although this is unsurprising because uniform undersampling is known to be a poor choice for sparsity-constrained reconstruction of single-channel data [5].

In the multi-channel case, the MCO sampling worked the best for both wavelet- and TV-based reconstruction at high acceleration factors (i.e., $R = 3$ and 4). We observed that uniform random sampling worked the best with $R = 2$, although MCO follows close behind and all four sampling schemes work similarly well at this low acceleration rate. The good performance of uniform undersampling for multi-channel data at low-acceleration rates is consistent with theoretical g-factor arguments from the parallel imaging literature [30, 49].

These results suggest several conclusions. First, results confirm that the OEDIPUS-derived sampling patterns can be used to design good sampling patterns that outperform classical sampling approaches. While it may be possible to manually tune a variable density random sampling pattern that achieves similar performance to the OEDIPUS patterns, OEDIPUS has the advantage that the sampling density is deterministic and automatically tailored to the specific scenario of interest, without the need for the user to exhaustively explore a range of different random sampling distributions or realizations. We also observe that SCO and MCO designs have distinct characteristics from one another, and that the SCO pattern seems to work better with single-channel data and MCO works better with multi-channel data, as should be expected. Second, sampling patterns designed based on data from the first subject appear to generalize well to the second subject. This observation is important, since it confirms that it is not necessary to create unique sampling patterns for each subject, and that offline sampling pattern design can be a viable strategy. And finally, our results suggest that sampling schemes that were designed based on wavelet sparsity seem to generalize well to the case of TV reconstruction.

### 3D T1-weighted Brain Imaging

In a second set of evaluations, we designed sampling patterns for the context of 3D T1-weighted brain imaging, also based on an acquisition protocol that is routinely used at our neuroscience imaging center. Data was acquired on the same scanner from one healthy volunteer and one subject with a chronic stroke lesion. The healthy volunteer was scanned more than 13 months after the stroke subject.

Most acquisition parameters were identical for both subjects. Imaging data was acquired with an MPRAGE pulse sequence on a 3T scanner using a 12-channel receiver coil. Along the two phase-encoding dimensions, we used a fully-sampled $156 \times 192$ Fourier acquisition matrix, corresponding to a $208 \text{ mm} \times 256 \text{ mm}$ FOV. Because this FOV is much smaller than the brain volume, the OEDIPUS sampling patterns produced worse results than the wavelet sparsity-based patterns.

### Table I

| First Subject (Training) | Second Subject |
|-------------------------|---------------|
| Uni Rand SCO MCO        |
| R = 2                   |
| Wav                     | 0.792 0.178 0.126 0.310 0.855 0.204 0.143 0.339 |
| TV                      | 0.801 0.114 0.095 0.185 0.801 0.155 0.114 0.305 |

### Table II

| First Subject (Training) | Second Subject |
|-------------------------|---------------|
| Uni Rand SCO MCO        |
| R = 2                   |
| Wav                     | 0.046 0.051 0.056 0.049 0.053 0.061 0.065 0.056 |
| TV                      | 0.043 0.046 0.052 0.046 0.050 0.055 0.060 0.053 |
| R = 3                   |
| Wav                     | 0.087 0.090 0.072 0.105 0.110 0.084 0.061 0.075 |
| TV                      | 0.071 0.076 0.064 0.085 0.092 0.075 |
| R = 4                   |
| Wav                     | 0.160 0.149 0.096 0.194 0.176 0.113 |
| TV                      | 0.126 0.117 0.082 0.145 0.144 0.097 |
larger than necessary along the left-right dimension, all image reconstructions and experiment designs were performed with respect to a $156 \times 126$ voxel grid corresponding to a smaller $208 \text{ mm} \times 168 \text{ mm}$ FOV. The third (readout) dimension was reconstructed with $1 \text{ mm}$ resolution, and we extracted one slice along this dimension to be used in our sampling investigation. Other parameters include $\text{TI}=800 \text{ ms}$, $\text{TE}=3.09 \text{ ms}$, and $\text{TR}=2530 \text{ ms}$, and flip angle $= 10^\circ$.

While both datasets were acquired using the same 12-channel array coil, the data for the stroke subject had been hardware-compressed by the scanner down to 4 virtual channels, while we had access to the original 12-channels of data for the healthy subject. To reduce the differences in sensitivity encoding information content between the two datasets, we used standard software coil-compression methods [53], [54] to reduce the data for the healthy subject to 5 virtual channels. From the coil-compressed data, we obtained receiver coil sensitivity maps and gold standard reference images following the same procedures as described in the previous section. These gold standard images are shown in Fig. 3.

Similar to the previous case, we used OEDIPUS to design sampling patterns for both single-channel imaging and multi-channel imaging. Since this is a 3D imaging scenario, we gave OEDIPUS the freedom to undersample in 2D along both phase encoding dimensions. OEDIPUS sampling patterns were designed using the same approach described in the previous section (i.e., $K=1$, $T=1$, $S=0.15N$, and using the 3-level Daubechies-4 wavelet decomposition) based on the data from the healthy subject. The wavelet coefficients for both reference images are shown in Fig. 3(c).

MCO and SCO sampling patterns were both designed for several acceleration factors between $R=2$ and 8. Compared to the previous case, the use of 2D undersampling instead of 1D undersampling enables higher acceleration factors for SCO, although high ill-posedness still prevented us from computing meaningful SCO results for $R=7$ and 8.

Similar to the previous case, we compared SCO and MCO sampling designs against uniform and random sampling. For uniform undersampling, we used CAIPI-type uniform lattice sampling designs that are known to have good parallel imaging characteristics [55]. For random sampling, we used a standard variable-density approach in which the central $16 \times 16$ region of k-space was fully sampled, and the remaining portions of k-space were acquired with Poisson disc random sampling. As before, we created ten independently generated realizations of Poisson disc sampling, and report the best results.

The sampling patterns we obtained are shown in Fig. 4. Similar to the previous case, we observe that both SCO and MCO generate variable density sampling patterns, but that SCO and MCO have very different sampling density characteristics from one another. In particular, SCO frequently samples the center of k-space more densely than MCO does, while MCO samples peripheral k-space more densely than SCO. Interestingly, we observe that SCO with $R=2$ performs full sampling of central k-space. Because the k-space acquisition grid was designed for a larger FOV while reconstruction is performed over a smaller FOV, this corresponds to oversampling the center of k-space (i.e., at a rate higher than the conventional Nyquist rate). On the other hand, at higher acceleration factors, we observe that both the SCO and MCO approaches sample the center of k-space less densely than conventional variable-density random sampling schemes (where the center of k-space is frequently sampled at the Nyquist rate) that are popular for sparsity-constrained MRI. In addition, the SCO
pattern visually appears to have more structure than is typical in random designs. This illustrates the fact that not only is OEDIPUS adaptive to the imaging context, but it can also explore a broader range of sampling patterns than traditional sampling design techniques.

Similar to before, images were reconstructed from retrospectively undersampled data in both single-channel and multi-channel reconstruction contexts using either $\ell_1$-regularization of the wavelet transform coefficients or TV regularization. The empirical NRMSE results for the reconstruction of single-channel data are shown in Table III with illustrative reconstructed images shown in Supplementary Fig. S3. NRMSE results for the reconstruction of multi-channel data are shown in Table IV with illustrative reconstructed images shown in Supplementary Fig. S4.

Although the use of 2D undersampling admits the use of higher acceleration factors than were achieved in the previous case, our observations are still largely consistent with the observations from Section IV-A. In particular, we observe that SCO generally yields the best performance in the single-channel case for both wavelet and TV-regularization, and for both the healthy subject (which OEDIPUS was trained for) and the stroke subject (which was not used for training). Similarly, MCO generally yields the best performance in the multi-channel case in all of these different scenarios. There are some exceptions to these general rules, e.g., MCO slightly outperforms SCO in many of the cases with $R = 3$ and single-channel data, while MCO is outperformed by uniform (CAIPI) sampling in the multi-channel case with lower acceleration factors. This result is not necessarily surprising, since we have no guarantees that the OEDIPUS sampling design will yield optimal results for any given dataset. However, it is noteworthy that in each of these cases where the most relevant OEDIPUS strategy was outperformed by an alternative approach, the OEDIPUS design is not far behind the leader. In addition, at higher and higher acceleration factors, we observe that the most relevant OEDIPUS strategy consistently yields the best performance (by wider margins as acceleration increases).

V. DISCUSSION AND CONCLUSIONS

This paper introduced the OEDIPUS framework to designing sampling patterns for sparsity-constrained MRI. Unlike standard randomization based approaches (which are inspired by theoretical results but not fully justifiable theoretically [8]), our proposed approach is guided by estimation theory, deterministic, and automatically tailors itself to the given imaging context at hand. Empirical results confirmed the potential of this new approach, and we anticipate that OEDIPUS will become a powerful tool for designing sampling patterns. It should be noted that while the implementation described in this paper made use of the greedy SBS method for simplicity, we expect that even better OEDIPUS performance could be further enhanced using appropriate exchange algorithms [42].

While our results were shown in the context of static MRI imaging, our general approach generalizes in natural ways to other imaging contexts where sparsity constraints may be useful. For example, this approach has the potential to be useful in MRI parameter mapping with sparsity constraints, for which CRBs have already been described [56], and where we have performed some initial investigations of OEDIPUS-like sampling [57] in the context of high-dimensional diffusion-relaxation correlation spectroscopic imaging [58, 59].

Although OEDIPUS was formulated in the context of sparsity constraints, it is interesting to observe that there are natural generalizations to other imaging constraints that are recently popular in the literature. For example, CRBs have been derived for low-rank matrix recovery [60], structured low-rank matrix recovery [61], and low-rank tensor recovery [62], and it would be straightforward in principle to adapt the OEDIPUS approach to design sampling patterns for popular

---

**TABLE III**

| R | Healthy Subject (Training) | Stroke Subject |
|---|---------------------------|---------------|
|   | Uni | Rand | SCO | MCO | Uni | Rand | SCO | MCO |
| 2 | Wav | 0.470 | 0.153 | 0.117 | 0.118 | 0.413 | 0.122 | 0.085 | 0.086 |
|   | TV  | 0.325 | 0.141 | 0.104 | 0.105 | 0.238 | 0.114 | 0.075 | 0.076 |
| 3 | Wav | 0.601 | 0.249 | 0.199 | 0.166 | 0.616 | 0.217 | 0.136 | 0.135 |
|   | TV  | 0.512 | 0.203 | 0.145 | 0.141 | 0.427 | 0.178 | 0.110 | 0.112 |
| 4 | Wav | 0.831 | 0.324 | 0.270 | 0.650 | 0.856 | 0.295 | 0.210 | 0.613 |
|   | TV  | 0.748 | 0.246 | 0.182 | 0.289 | 0.867 | 0.233 | 0.140 | 0.253 |
| 5 | Wav | 0.815 | 0.389 | 0.324 | 0.735 | 0.913 | 0.354 | 0.273 | 0.699 |
|   | TV  | 0.732 | 0.288 | 0.213 | 0.376 | 0.869 | 0.272 | 0.177 | 0.371 |
| 6 | Wav | 0.820 | 0.439 | 0.402 | 0.767 | 0.896 | 0.385 | 0.330 | 0.763 |
|   | TV  | 0.787 | 0.317 | 0.264 | 0.535 | 0.889 | 0.297 | 0.248 | 0.600 |

**TABLE IV**

| R | Healthy Subject (Training) | Stroke Subject |
|---|---------------------------|---------------|
|   | Uni | Rand | SCO | MCO | Uni | Rand | SCO | MCO |
| 2 | Wav | 0.070 | 0.074 | 0.074 | 0.073 | 0.053 | 0.056 | 0.055 | 0.054 |
|   | TV  | 0.069 | 0.071 | 0.071 | 0.069 | 0.052 | 0.054 | 0.052 | 0.052 |
| 3 | Wav | 0.092 | 0.095 | 0.103 | 0.096 | 0.070 | 0.072 | 0.074 | 0.071 |
|   | TV  | 0.088 | 0.089 | 0.092 | 0.089 | 0.067 | 0.068 | 0.069 | 0.067 |
| 4 | Wav | 0.112 | 0.114 | 0.126 | 0.114 | 0.087 | 0.089 | 0.090 | 0.086 |
|   | TV  | 0.103 | 0.105 | 0.109 | 0.103 | 0.080 | 0.082 | 0.082 | 0.079 |
| 5 | Wav | 0.122 | 0.129 | 0.142 | 0.129 | 0.104 | 0.107 | 0.105 | 0.098 |
|   | TV  | 0.112 | 0.117 | 0.121 | 0.113 | 0.089 | 0.095 | 0.093 | 0.089 |
| 6 | Wav | 0.144 | 0.145 | 0.154 | 0.141 | 0.161 | 0.126 | 0.117 | 0.111 |
|   | TV  | 0.128 | 0.129 | 0.130 | 0.122 | 0.105 | 0.109 | 0.102 | 0.098 |
| 7 | Wav | 0.181 | 0.161 | 0.153 | 0.153 | 0.316 | 0.151 | 0.122 |
|   | TV  | 0.143 | 0.140 | 0.130 | 0.130 | 0.146 | 0.128 | 0.106 |
| 8 | Wav | 0.194 | 0.178 | 0.162 | 0.162 | 0.336 | 0.177 | 0.135 |
|   | TV  | 0.156 | 0.152 | 0.138 | 0.138 | 0.164 | 0.145 | 0.114 |

---

4This paper has supplementary downloadable material provided by the authors, available at [http://ieeexplore.ieee.org](http://ieeexplore.ieee.org) in the supplementary files/multimedia tab.
recent MRI reconstruction methods that leverage such low-rank modeling assumptions [63–70]. This promises to be an interesting direction for further research.

As a final note, it is worth reiterating that, despite common misconceptions, sparsity-constrained MRI does not enjoy any theoretical performance guarantees [8]. OEDIPUS is no exception to this rule, and while OEDIPUS was observed to work well in several practical scenarios, we make no claim that the OEDIPUS approach will always be optimal. In addition, the OEDIPUS formulation we used in this work was designed to minimize the average variance, which is a parameter related to NRMSE. Since NRMSE has some well-known limitations [71], the exploration of alternative criteria appears worthwhile.
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Fig. S1. Reconstruction results for wavelet-regularized single-channel 2D T2-weighted brain data with $R = 2$. The top row shows results from the first subject, while the bottom row shows results from the second.

Fig. S2. Reconstruction results for wavelet-regularized multi-channel 2D T2-weighted brain data with $R = 4$. The top row shows results from the first subject, while the bottom row shows results from the second.

Fig. S3. Reconstruction results for wavelet-regularized single-channel 3D T1-weighted brain data with $R = 4$. The top row shows results from the healthy subject, while the bottom row shows results from the stroke subject.

Fig. S4. Reconstruction results for TV-regularized multi-channel 3D T1-weighted brain data with $R = 8$. The top row shows results from the healthy subject, while the bottom row shows results from the stroke subject.
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