On the robustness of the NV - NMR spectrometer setup to magnetic field inhomogeneities
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The NV-NMR spectrometer is a promising candidate for detection of NMR signals at the nano scale. Field inhomogeneities, however, are a major source of noise that limits spectral resolution in state of the art NV - NMR experiments and constitutes a major bottleneck in the development of nano scale NMR. Here we propose, a route in which this limitation could be circumvented in NV-NMR spectrometer experiments, by utilising the nanometric scale and the quantumness of the detector.

Introduction — Nuclear Magnetic Resonance (NMR) spectroscopy can identify the magnetic frequencies associated with specific atoms, bonds or molecules[1] and thus is used ubiquitously for structure and chemical analysis. It can estimate frequencies with very high precision, but needs relatively large sample sizes. Thus, considerable efforts have been invested in decreasing the size of an NMR sensing region.

The simplest way to decrease the minimal sample volume is to decrease the size of the measuring coil[2–4]. These micro-coil setups are susceptible to noise in the frequency domain due to field inhomogeneities and variations in magnetic susceptibilities. These issues result in line broadening of atomic spectra, that limits the NMR precision.

Another way to decrease the minimal size of the probe is to use the NV - NMR spectrometer[5–15] which is based on the nitrogen-vacancy (NV) quantum defect in diamond. This promising direction enables reductions in the sample volumes by several orders of magnitude. Because of the local nature of the detection of each NV, one might expect a significant sensitivity to field inhomogeneities and local fluctuations as is indeed the case in [5–7]. We will show here that with suitable detection protocols, the NV - NMR spectrometer can be made extremely robust to field inhomogeneities, thus, overcoming the main bottleneck in micro/nano-NMR setups.

Any type of nanometric probe will solve the inhomogeneity problem, since it will measure a small spatial region in which there are only slight variations in the field, as shown in fig.1. Whenever creating a grid of such probes, with no ability for individual readout, the final signal will again average noise and inhomogeneities over the entire region, resulting in the same problem. We will show that quantum probes, as a result of their inherent non linearity, do not suffer from this problem and will almost exclusively only be affected by the tiny gradients that smear the signal in the region read by a single probe. This noise can reasonably be assumed to be smaller by orders of magnitude than the total noise on the whole sample.

In this paper we demonstrate how such a scheme can be carried out, by only changing the measurement base of current NV based NMR experiments, thus avoiding any technological or experimental overhead. This result can be generalized to hypothetical grids of either conducting coils or NVs that independently measure the signal from each nanometric probe.

Definition of the problem — We address the main scenario of the NV - NMR spectrometer; i.e., the resolution of very close frequencies which occur, for example, due to chemical shifts or J - couplings of a sample at the nano scale. As a proof of principle analysis we address the resolution capability of two adjacent frequencies.

The NV magnetic dipole is coupled to a mesoscopic sample of nuclei, that can be modelled semi-classically: To the leading order, the effect of the nuclei on the NV can be modelled by the influence of an oscillating magnetic field. Thus the Hamiltonian that captures the central components of the problem is:

\[
H_C = g \sigma_z \left( \sin(\delta_1 t) + \sin(\delta_2 t) \right),
\]

where \( \delta_1, \delta_2 \) are the two frequencies of the sample, up to an offset, \( g \) is the effective coupling and \( \sigma_z \) is a Pauli matrix.

Before analyzing this Hamiltonian, let us start by introducing the problem that appears in the regular NMR setting. In this case the signal, which is the current, is proportional to the derivative of the magnetic flux; i.e.,

\[
I(t) \propto g \delta_1 \cos(\delta_1 t) + g \delta_2 \cos(\delta_2 t)
= g \delta_1 \cos(\delta_1 t) + \cos(\delta_2 t) + g (\delta_2 - \delta_1) \cos(\delta_2 t),
\]

Figure 1. NV Probe

A diamond doped with NV centers measures the magnetic field created by two populations of atomic dipoles in a sample. The two populations of dipoles, labeled by blue and green, each rotate with a different frequency. The black surface represents a projection of the magnetic field, to show its inhomogeneities, which affect each location in the sample differently and change the dipole’s rotation frequency. The dotted lines indicate the region sampled by a single NV. The small magnetic fluctuation in this region will affect the resolution. The large fluctuations between the regions, however, will be canceled out by the method presented here.
because of the large $\delta_1$ factor, which is due to the high magnetic field, the information on the difference between the frequencies is in the first part; hence, we will concentrate on it. Due to field inhomogeneities, both signals which originate from the same microscopic region have a random shift $(\epsilon)$ in their frequency, but as this shift is common, the signal is proportional to:

$$I(t) \propto 2g\delta_1 \cos\left(\frac{\delta_1 + \delta_2}{2} t\right) \cos\left(\frac{\delta_1 - \delta_2}{2} t\right) \frac{\sin(\sigma t)}{\sigma t}. \quad (4)$$

Hence the inhomogeneity imposes a decay time of $1/\sigma$ (set by the range of inhomogeneity).

The inhomogeneity range is determined by the type of conducting coil. For a single micro-coil, the distribution of the shift is very narrow, on the scale of the microscopic region it probes. Denoting the standard deviation of this distribution as $\Delta$, the corresponding decay time scales as $\Delta^{-1}$. Hence a micro-coil gives rise to a longer decay time (compared to a macroscopic coil); however, due to the smaller integration region, the signal is much weaker. Ideally we would like to have the (large) amplitude of a macroscopic coil and the small decay of a microscopic coil. Is this achievable? Here, we show that by employing a grid of NV centers we can achieve a desirable small decay, that scales as the microscopic region probed by a single NV. Remarkably this does not require single site addressing of the NV centers or any complex measurement or data analysis techniques[16].

**Quantum case** — Let us derive the signal obtained from a grid of NV centers. Consider first a single NV center: we read the probability of measuring $|\uparrow_x\rangle$ or $|\downarrow_x\rangle$ after initiating the NV in $|\uparrow_x\rangle = \frac{1}{\sqrt{2}} (|\uparrow_x\rangle + |\downarrow_x\rangle)$. The evolution of this state is:

$$|\psi(t)\rangle = \frac{1}{\sqrt{2}} \int_{t-\frac{\tau}{2}}^{t+\frac{\tau}{2}} dt' \frac{g}{\Delta} (\sin(\delta_1 t') + \sin(\delta_2 t')),$$

where the phase is $\phi(t) = \int_{t-\frac{\tau}{2}}^{t+\frac{\tau}{2}} dt' (\sin(\delta_1 t') + \sin(\delta_2 t'))$, integrated over the length of the interaction $(\tau)$. In this setup, the probability of measuring $|\downarrow_{\phi_m}\rangle$ is:

$$P_{1+m} = \sin^2\left(\phi + \frac{\phi_m}{2}\right), \quad (5)$$

where $\phi_m$ denotes the measurement angle (in the Bloch sphere) with respect to $x$. Given a microscopic noise $(\epsilon)$, the accumulated phase $(\phi)$ reads:

$$\phi = g \int_{t-\frac{\tau}{2}}^{t+\frac{\tau}{2}} dt \langle \sin((\delta_1 + \epsilon) t) + \sin((\delta_2 + \epsilon) t) \rangle_{\text{microscopic}}, \quad (6)$$

where the brackets indicate a microscopic average. We assume the noise $(\epsilon)$ is uniformly distributed in a range $\pm \Delta$ around some value $\epsilon_0$. For each frequency this averaging gives:

$$\langle \sin((\delta_1 + \epsilon) t) \rangle_{\epsilon_0 \pm \Delta} = \frac{\sin(\Delta t)}{\Delta} \sin((\delta_1 + \epsilon_0) t), \quad (7)$$

which means that the noise inflicts a decay time of $\Delta^{-1}$ and a shift. The expression of the phase, assuming a short interaction $(\tau(\delta + \Delta) \ll \pi)$, gives:

$$\phi = (g \tau) \sin(\frac{\Delta t}{\Delta}) \sum_{1,2} \sin((\delta_1 + \epsilon_0) t) \quad (8)$$

$$= (2g \tau) \sin(\frac{\Delta t}{\Delta}) \sin\left(\frac{\delta_1 + \delta_2 + 2\epsilon_0}{2} t\right) \cos\left(\frac{\delta_1 - \delta_2}{2} t\right).$$

From this expression it can be seen that the resolution information is in the beat note, whereas the noise ($\epsilon_0$) is in the carrier frequency. In the weak coupling regime, in which $\phi \ll 1$, the probability of measurement when choosing $\phi_m = 0$ is $P_{1+m} = (2g \tau \sin(\frac{\Delta t}{\Delta}))^2 \sin^2\left(\frac{\delta_1 + \delta_2 + 2\epsilon_0}{2} t\right) \cos^2\left(\frac{\delta_1 - \delta_2}{2} t\right)$, which is comparable to the result of a single microscopic coil (Eq. 3) averaging only over a $\Delta$ noise distribution. But unlike Eq. 3, when averaging the noise ($\epsilon_0$) over the wide noise of the entire sample ($\sigma$), the $\sin^2$ term averages to a half and we get:

$$P_{1+m} = 2 (g \tau \sin(\frac{\Delta t}{\Delta}))^2 \cos^2\left(\frac{\delta_1 - \delta_2}{2} t\right). \quad (9)$$

In other words, the macroscopic noise does not inflict a decay at all. Note that the short interaction assumption can be easily satisfied in the quantum case, since in this case $\delta$ is not the Larmor frequency but the difference between the Larmor frequency and the control [5, 17].

Eq. 9 implies that an individual readout of the NV’s is not necessary. By measuring the total luminosity, we are in fact averaging $P_{1+m}$ over the entire sample. Hence we get a decay of a microscopic sample and the SNR of a macroscopic sample, as desired. Thus, a diamond based NV nano - NMR setup has the advantages of a macroscopic probe even when probing a microscopic region.

This analysis describes a situation in which a large ensemble of NV centers close to the surface observe nuclear ensembles that each see a spatially homogenous magnetic field over the detection volume of a single NV. With magnetic field inhomogeneities existing over the entire observation region, covered by all NVs. This can be the case for NVs that are implanted some distance below a planar surface that is smaller than the lateral extent of the NV ensemble. In this situation a phase insensitive scheme that reads out all NVs will pick up the same signal, resulting from the frequency difference, which can therefore be added (incoherently). This result is a considerable improvement over a Y-readout scheme which would see strongly shifted lines upon averaging over many NVs, that would lead to a broadening larger than the chemical shifts.
This scheme can be though of as a noise spectroscopy method as in [18, 19] in which the variance of the phase is measured directly, \( \langle \phi^2 \rangle \), instead of the average phase. As can be seen in Fig 2, the information about the frequency difference \( \delta_1 - \delta_2 \) is not encoded in the averaged phase, but in its variance. Depending on the measurement basis, we can either measure the averaged phase or its variance, and by measuring the variance the quantum protocol can identify the frequency. In the weak coupling regime \( (g \tau \ll 1) \), a variance measurement sacrifices some signal since the signal is quadratic in the coupling. To a limited extent, it is possible to regain the signal with an amplifying scheme we will described below.

A few remarks are in order: the assumption of weak coupling \( (g \tau \ll 1) \) is not necessary. Given a general coupling strength, the probability in eq. 9 is generalized to:

\[
P_{\phi_m} = 0.5 \left( 1 - \cos(\phi_m) J_0 \left( 4g \tau \sin(\Delta t) \cos\left( \frac{\delta_1 - \delta_2 \tau}{2} \right) \right) \right),
\]

where \( J_0 \) is the zeroth Bessel function. Hence, for \( \phi_m = 0 \) measurement, the decay time still goes as \( \Delta^{-1} \), and the only difference is that this expression also contains higher harmonics of \( \delta_1 - \delta_2 \) (see fig. 2, 3). This expression is only valid, however, in the semi-classical regime.

The performance of this protocol depends on the measurement basis. The only terms that survive the averaging over the sample are even powers of \( \phi \). Therefore measuring in the \( x \) basis (\( \phi_m = 0 \)) is optimal since the probability in this case only contains even powers of \( \phi \). On the other hand this scheme does not work with \( y \) basis (\( \phi_m = \frac{\pi}{2} \)) measurement which only yields odd powers of \( \phi \). This result is seen explicitly in Eq. 10.

It is worth noting that the measurement of a chemical shift / J-coupling is more sensitive than the measurement of a single frequency because the signal of a single frequency decays on the scale of \( \sigma \) and is strongly damped. As noted earlier in the weak coupling regime the robust measurement scheme sacrifices signal. A low signal strength may for example be due to a stand-off distance of NV detectors from the target. In such a situation it would be interesting to devise a signal amplification method, one such approach closely related to optical homodyne detection will be described in the following. Indeed, an interesting effect occurs when the chemical shift appears with a background strong central frequency, \( \left( \frac{\delta_1 + \delta_2}{2} \right) \). This adds an interaction to the NV’s Hamiltonian:

\[
H_{\text{central frequency}} = \sigma_z \left[ g \alpha \cos\left( \frac{\delta_1 + \delta_2 + 2\varepsilon_0 \tau}{2} \right) \right],
\]

where \( \alpha \) is the strength of central frequency. This results in the overall phase:

\[
\phi = (2g \tau) \sin(\Delta t) \sin\left( \frac{\delta_1 + \delta_2}{2} + \frac{2\varepsilon_0 \tau}{2} \right) \cos\left( \frac{\delta_1 - \delta_2 \tau}{2} \right) + \alpha.
\]

When the probability is read, the chemical shift is amplified by a factor of \( \alpha \). This amplification increases the variance of the signal by a linear element in \( \alpha \), so the measurement of the variance, as described in Fig 2, should be amplified. This can be seen in the simulations shown in Fig 4. The central frequency amplification is limited to the small phase regime; i.e., \( \phi \sim \tau g \alpha \ll 1 \), since \( \phi \) does not vanish on a beat note of the chemical-shift frequency. On this beat note, different moments of \( \phi \) are added together in \( \sin(\phi)^2 \) and interfere destructively, so that the signal is lost (see Fig 4 for details).

Fisher Information – In a given experiment, \( N \) consecutive measurements of length \( \tau \) will occur. The Fisher information[20] for this set of Bernoulli experiments, is:

\[
I = \sum_{n=1}^{N} \left( \frac{\partial P(t_n)}{\partial (\delta_1 - \delta_2)} \right)^2 P(t_n)(1 - P(t_n)),
\]

with \( t_n = n \tau \). Even with a strong noise \( \sigma t \gg 1 \) and in the resolvable limit, i.e., \( (\delta_1 - \delta_2) \tau \gg \pi \) this simplifies to:
with $\varphi = 2g\tau \frac{\sin(\Delta t)}{\Delta}$, and $J_1$ is the first Bessel function. In the weak coupling limit, we arrive at exactly the Fisher information scaling expected from a phase sensitive experiment [5–7, 21, 22]. This result is of course limited by the noise measured by a single NV, apparent here in the factor $\left(\frac{\sin(\Delta t)}{\Delta}\right)^2$.

In the case of high SNR and low coupling ($g\tau \ll 1$), $\delta_1 - \delta_2$ can be estimated by a simple Fourier transform, yielding the uncertainty derived in Eq. 41. However this result is also valid outside this limit and can be estimated using maximum likelihood methods. To examine behavior in the strong coupling regime (large $\varphi$) we numerically simulated the process by averaging $P(t)$ (Eq. 5) over a distribution of the noise $\varepsilon$, with phase $\varphi$ determined by Eq. 8 (see below for details). We observed that the frequency $\delta_1 - \delta_2$ was still visible in the Fourier spectrum of $P(t)$ along with its harmonics (see fig. 3).

**Figure 3.** Numerical simulation at strong coupling—FFT of a numerical simulation of $P_1(t)$ with phase determined by Eq. 8 and different couplings $g$, averaged over the entire sample. (A) In the weak coupling regime, it is clear that only a single frequency corresponding to the beat note $\delta_1 - \delta_2 = 10^{-2}$, as expected from Eq. 9. (B) The strong coupling case is characterized by $g_{\text{strong}} = g_{\text{weak}} \cdot 10^3$; in it we can still see the original beat note at $(\delta_1 - \delta_2)$, with additional peaks at the harmonics since for the strong coupling $\varphi \sim g\tau$ and contributes a strong peak at the second harmonic. The simulation parameters were $g_{\text{weak}} = 1$, $\delta_1 = 10^2$, $\delta_2 - \delta_1 = 10^{-3}$, $\sigma = 1$, $\Delta = 10^{-6}$. The number of measurements was $N = 10^6$, and the time for each interaction was $\tau = 5 \cdot 10^{-3}$.

This scheme’s Fisher Information scales like a phase sensitive experiment; hence, we expect longer measurements to have better sensitivity. More precisely, the variance of the measured quantity $(\delta_1 - \delta_2)$ should be proportional to $T^{-3}$ where $T$ is the total length of the measurement.

**Temporal magnetic field fluctuations** – One setting of considerable practical relevance are temporal fluctuations in the globally applied magnetic field over long measurement cycles. Averaging over these long measurement cycles will lead to a line broadening of the individual Larmor resonances while frequency differences; e.g., due to chemical shifts will suffer merely the same relative broadening; in other words, if the Larmor are broadened to a width that is for example, $10^{-3}$ of the Larmor frequency; i.e., kHz, then the frequency differences are broadened to $10^{-3}$ of the chemical shift; i.e., well below 1Hz, thus remaining resolvable. To see this explicitly, we assume some time dependent noise $\epsilon(t)$ and define

$$I = \sum_{n=1}^{N} \frac{4g^2\tau^3\varphi^2}{\left(\frac{\sin(\Delta n\tau)}{\Delta}\right)^2} \sin^2\left(\frac{\delta_1 - \delta_2}{2}\right) J_1^2(\varphi)$$

$$\sim \left(\frac{\frac{4}{\tau^3} N^3}{3}\right) g\tau \gg 1 \quad g\tau \ll 1,$$

(12)
the phase accumulated due to noise \( \theta(t) = \int_{t_0}^{t} \epsilon(t') dt' \). The probability then for an \( x \) basis measurement is:

\[
P_{x\dagger} = \sin^2 \left( g \int_{t_0}^{t} \frac{1}{2} \mathrm{d}t' \sin(\delta_1 t' + \theta(t')) + \sin(\delta_2 t' + \theta(t')) \right).
\]

Averaged over the noise ensemble, it can be shown that assuming variance of the noise \( \sigma \), the amplitude of the frequency difference \( \delta_1 - \delta_2 \) decays as \( g^2 \tau \sigma^{-1} \) (see SI Section-II for details). Given the same setup, a \( y \) measurement would average a linear term over the noise, which would again result in a decay exponential in \( \sigma \).

**Hartmann-Hahn type scheme** – Interestingly there is an alternative approach to remove the central frequency noise, by decoupling the measurement probability completely from the average frequency. This can be achieved with a Hartmann-Hahn type detection. By continuously driving the NV, we can get an effective Hamiltonian of the form:

\[
H_{\text{eff}} = \frac{g}{2} \sum_{i=1,2} \sigma_i \cos(\delta_i t) + \sigma_y \sin(\delta_i t),
\]

see supplemental for details (SI Section-IV). Notice that the \( \sigma \) and \( \sigma_y \) rotations have a \( \pi/2 \) phase with respect to the average frequency, while the beat note, \( \delta_1 - \delta_2 \), is in sync:

\[
H_{\text{eff}} = g \sigma_x \cos \left( \frac{\delta_1 + \delta_2}{2} t \right) \cos \left( \frac{\delta_1 - \delta_2}{2} t \right) + g \sigma_y \sin \left( \frac{\delta_1 + \delta_2}{2} t \right) \cos \left( \frac{\delta_1 - \delta_2}{2} t \right).
\]

This will result in an effective rotation around a general axis, \( \nu(t) \), in the \( x - y \) plane. The rotation angle goes as the norm of \( H_{\text{eff}} \) (the radius in \( x - y \) plane) which is completely independent from the average frequency \( H_{\text{eff}} = g \sigma_x \cos \left( \frac{\delta_1 + \delta_2}{2} t \right) \). Assuming a short interaction time \( \tau \delta \ll 1 \), we can take \( \sigma_{\nu(t)} \) to be constant. By initializing and measuring in the \( z \) axis, we only probe the \( \delta_1 - \delta_2 \) frequency, and any noise in the \( \delta_1 + \delta_2 \) signal will not affect our measurement. Thus, the probability for initializing and measuring \( |\uparrow_z\rangle \) measurement is:

\[
P_{\uparrow_z} = \cos^2 \left( g \tau \cos \left( \frac{\delta_1 - \delta_2}{2} t \right) \right),
\]

which clearly is not affected by any macroscopic noise. This scheme is still affected by microscopic noise in the same manner as described earlier (see eq. 7). The two methods have comparable Fisher Information (see SI Section-VI).

**Discussion and outlook** – We have presented two NV -NMR Spectrometer readout techniques which are robust to field inhomogeneities. We have analysed in detail the limit for which state of the art techniques fail to resolve the frequencies, and we have shown that the presented methods can efficiently estimate the frequency difference. We have also presented an amplification method that can improve the signal measured by the above-mentioned schemes. Our study provides strong indication that small chemical shifts and J-couplings could be estimated efficiently in the NV -NMR spectrometer setup.
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Supplementary Information

I. THE FULL QUANTUM ANALYSIS

The analysis above was done in the semiclassical approximation. Here we show the full quantum analysis. We assume two sets of atoms, coupled to the NV with the same coupling constant $g$, which rotate at different frequencies $\delta_1, \delta_2$:

$$H = g\sigma_z \left( \sum_i I^z_i + S^z_i \right) + \sum_i \left( \frac{\delta_1}{2} I^x_i + \frac{\delta_2}{2} S^z_i \right).$$ (17)

All atoms begin in a polarized state of $|\uparrow\rangle$, and the NV is initialized and measured in the same scheme as mentioned above. For every specific signal the Hamiltonian is:

$$H = \sum_i g\sigma_z I^x_i + H^i_{\text{atom}},$$ (18)

with the additional term $H^i_{\text{atom}} = \frac{\delta_i}{2} I^x_i$ that rotates each atom with a frequency $\delta$. We show that if we assume very little back-action, we can approximate the $I_i$ term with its expected value, $\langle I_i \rangle = \cos(\delta t)$.

In general, if at any point we can decouple the two systems $\rho_{\text{NV}}$ and $\rho_{\text{atoms}}$, we get:

$$\rho_{\text{NV}} = -i\text{Tr}_{\text{atoms}}[H, \rho_{\text{NV}} \otimes \rho_{\text{atoms}}]$$
$$\quad = -i[g\sigma_z, \rho_{\text{NV}}] \text{Tr}_{\text{atoms}} \left( \rho_{\text{atoms}} \sum_i I^z_i \right)$$
$$\quad = -i[g\sigma_z \langle I_z \rangle_{\text{atoms}}, \rho_{\text{NV}}],$$ (19)

where the expected value of $I_z$ is the sum over all the atoms combined. This is the expression we wanted (18).

Although this result is quite general, it uses the semiclassical approximation that might not be appropriate in our case, since there is some entanglement between the atoms and the NVs. Even so, it is possible to show that our approximation still holds on short time scales. Assuming all the atoms start in the same $|\uparrow\rangle$ state, the wave function of the system is:

$$|\psi(t, \tau)\rangle = \frac{|\uparrow\rangle_{\text{NV}} \langle \varphi_+(t, \tau)\rangle_{\text{atoms}} + |\downarrow\rangle_{\text{NV}} \langle \varphi_-(t, \tau)\rangle_{\text{atoms}}}{\sqrt{2}}$$

$$|\varphi_\pm(t, \tau)\rangle = \left( \cos(\delta t) e^{\pm ig\tau} |\uparrow\rangle + i \sin(\delta t) e^{\mp ig\tau} |\downarrow\rangle \right)^N$$ (20)

where $N$ is the number of atoms coupled to the NV. The diagonal of the density matrix $\rho_{\text{NV}}$ of the NV is constant in the $z$ basis, since the basis states are eigenstates. For $g \tau \ll 1$ and $N \gg 1$ we find:

-
\[ \langle \uparrow \downarrow | \rho_{NV} | \downarrow \uparrow \rangle = \frac{1}{2} \left( \cos^2 \left( \frac{\delta}{2} t \right) e^{-i2\epsilon t} + \sin^2 \left( \frac{\delta}{2} t \right) e^{i2\epsilon t} \right)^N \]  

(21)

This is the same result we obtained from the semi-classical Hamiltonian (18), which is \( H = g \sigma_z \cos(\delta t) \). The diagonals are again eigenstates, and looking at the remaining elements of the density matrix for short times we find:

\[ \langle \uparrow | \rho_{NV} | \downarrow \rangle = \frac{1}{2} e^{-i2N \gamma \tau \cos(\delta t)} \]  

(22)

\[ \approx \frac{1}{2} \exp(-i2N \gamma \tau \cos(\delta t)). \]

II. STRONG NOISE AND TIME DEPENDENT NOISE

In the large phase regime, due to strong constant noise or a time dependent noise, the quantum scheme still avoids the exponential decay, and only results in a \( \frac{1}{2} \) decay. We develop this result in what follows.

For this case, not much will change in the classical NMR setup. The noise only appears in the \( \sin^2 \left( \frac{\delta t}{2} + \frac{2\epsilon t}{2} \right) \) term, where now the noise \( \epsilon(t) \) may depend on time. This however, does not lower the sensitivity as in the time independent case. The probability is now:

\[ P(t) = \sin^2 \left( g \int_{t-\frac{1}{2}}^{t+\frac{1}{2}} dt' \sin \left( \delta t' + \theta(t') \right) \right) \]  

\[ \approx \sin^2 \left( \int_{t-\frac{1}{2}}^{t+\frac{1}{2}} dt' \sin \left( \frac{\delta t' + \theta(t')}{} \right) \cos \left( \frac{\delta - \delta_t}{2} \right) \right). \]  

(24)

where \( \theta(t) = \int_0^t \epsilon(t') dt' \) where this expression has to be averaged over the microscopic and the macroscopic terms. \( \epsilon(t') \) is a random process that can be modeled by an Ornstein Uhlenbeck process with the correlation function \( \langle \epsilon(t_1) \epsilon(t_2) \rangle = e^{-|t_1-t_2|} \) and thus \( \theta(t) \) describes Brownian motion. Thus we can assume that the previous result is still valid for times in which the random phase is much smaller than \( \pi \); i.e., \( \langle \theta(t)^2 \rangle \ll \pi \). Otherwise, for large phases, there are theoretically two regimes. The correlation time can either be bigger or smaller than the interaction time \( \tau \), but they both converge to the same result. The probability for \( |\downarrow \rangle \) is again:

\[ P_{\downarrow} = \left( 2g \int_{t-\frac{1}{2}}^{t+\frac{1}{2}} dt' \sin \left( \frac{\delta t' + \theta(t')}{} \right) \right)^2 \]  

(25)

in the limit in which \( (\delta_t - \delta) \tau \ll \pi \) the cos can go out of the integral and we get:

\[ P_{\downarrow} = 4g^2 \left( \int_{t-\frac{1}{2}}^{t+\frac{1}{2}} dt' \sin \left( \frac{\delta t' + \theta(t')}{} \right) \right)^2 \]  

(26)

In this case, time dependent noise behaves similarly to an average over an ensemble of time independent noises with the same variance. If we assume \( \epsilon(t) \) is described by an OU process of the form \( \epsilon(t + dt) = \epsilon(t) - \frac{\epsilon(t)}{\tau} \epsilon(t) dt + \sigma dw(t) \), it can be compared to an ensemble of constant \( \epsilon \)'s with variance \( \sigma^2 = \frac{\sigma^2}{\tau} \).

For such an ensemble, the region where \( |\epsilon(t)| \ll 1 \) dominates. Removing the \( \delta_t - \delta \) term for the following analysis, we are interested in the average amplitude of:

\[ \frac{4g^2}{\sqrt{2}\pi \sigma} \int d\epsilon e^{-\left( \frac{\epsilon^2}{2\sigma^2} \right)} \left( \int_{t-\frac{1}{2}}^{t+\frac{1}{2}} dt' \sin \left( \frac{\delta t' + \theta(t') + 2\epsilon t'}{2} \right) \right)^2. \]  

(27)

In the region where \( |\epsilon(t)| \ll 1 \), we can again assume a constant integrand to get:

\[ \frac{4g^2}{\sqrt{2}\pi \sigma} \int_{|\epsilon|<1} d\epsilon e^{-\left( \frac{\epsilon^2}{2\sigma^2} \right)} \sin^2 \left( \frac{\delta t + \theta(t) + 2\epsilon t}{2} \right) e^{-2\epsilon t}. \]  

(28)

The width of this integral is of order \( \frac{1}{\tau} \), so we approximate this integral as proportional to:

\[ \frac{4g^2}{\sqrt{2}\pi \sigma} \sin^2 \left( \frac{\delta t + \theta(t) + 2\epsilon t}{2} \right) e^{-\epsilon}, \]  

(29)

and get \( \sigma^{-1} \) scaling for this regime. A more detailed solution includes terms of order \( \sigma^{-2} \), which in this approximation (\( \sigma \tau \gg 1 \)) should not be visible. Numerical simulations of both time dependent and time independent noises corroborate the above result (see Fig. 5).

III. NUMERICAL SIMULATIONS

To verify the above predictions, there are two types of possible experiments we would like to simulate. The first is a single NV measurement, resulting in a time series of 1.0 depending on the result of a projective measurement. By repeating the same experiment many times and averaging the time series values, we get a time series proportional to \( P(t) \), which is the probability of the projective measurement at time \( t \). The second type of measurement involves a global measurement of an average luminosity of an ensemble of NV’s, each either emitting a photon or not. This experiment results in a time series of a global luminosity \( I(t) \), which is proportional to \( P(t) \). It is worth noting that \( P(t) \) is a function of the time \( t \) from the beginning of the whole experiment, which is a continuous set of short experiments of length \( \tau \); i.e., \( tn = t \).

In the simulation process, we created a time series \( P(t = \tau n) \) with Eq. Main-5 using \( \phi(t) \) determined by the specific process we wanted to simulate and choosing \( \phi_0 = 0 \). Since \( \phi \) is a function of the noise \( \epsilon \), we assumed \( \epsilon \) originated from a normal distribution with STD \( \sigma \), and averaged the resulting \( P(t) \) over the distribution. Depending on the parameters of the simulation, we either numerically integrated \( P(t) \) over \( \epsilon \) or generated a finite sample from the distribution and averaged the resulting \( P(t) \). Integration was used whenever computationally possible.
A numerical simulation of the effect of time dependent noise on the amplitude of the $\delta_1 - \delta_2$ signal (Eq. 24). The accumulated phase was produced by an Ornstein-Uhlenbeck process, which is described by the stochastic process $d\epsilon = -\tau^{-1} \epsilon dt + \sigma_d dW_c$ ($\tau$ is the correlation time, while $\sigma_d^2$ is the instantaneous variance). This time dependent noise process has a variance of $\sigma^2 = \sigma_d^2 \tau$, and hence can be compared with an averaged ensemble of time independent noises with the same variance. For the time independent ensemble, $\theta(t) = \epsilon t$, with $\epsilon$ distributed with a variance $\sigma^2$ and averaged over the probability (and not the phase $\phi$). In this graph, amplitude was simulated as a function of $\tau/\tau \sim \sqrt{\tau}$ (with $\tau$ being the interaction time), and a decay of $\sigma^{-1} \sim \tau^{-1/2}$ can be seen. We can see that this result is valid both when $\tau \gg \tau_i$ and $\tau \ll \tau_i$. The parameters for this simulation were $\tau = 5 \cdot 10^{-3}$, $g = 10^{-2}$, $N = 10^5$, $\delta_1 = 10^2$, $\delta_1 - \delta_2 = 1.0 \tau_i = 10^5$.

IV. DETAILS OF THE HARTMANN-HAHN DETECTION

Let us consider a Hartmann-Hahn type of detection; i.e., the NV sensor continuously driven by a microwave field (spinlock) which is initially prepared in the $|\uparrow_z\rangle$ state, and the nuclear spins are rotated in the $x-y$ plane after the application of a short rf-pulse. The flip-flop Hamiltonian between NV and the nuclei will now aim to transfer the population to the $|\downarrow_z\rangle$ state. Now, crucially, let us observe over time the population of the NV center in the originally prepared $|\uparrow_z\rangle$. In the presence of a single Larmor frequency, the nuclei will create a precessing field with a fixed magnitude $\delta_1$. It is then evident that the state vector of the NV-center will rotate on the Bloch sphere at a rate determined by the $\delta_1$ field and the overlap with the originally prepared $|\uparrow_z\rangle$ state will decrease irrespective of the phase as $\cos(\delta_1 t)$. If, however, there are two nuclear species with slightly differing Larmor frequencies, the effective field will be modulated at a rate that equals the differences of the two Larmor frequencies and, as a consequence, at any moment in time the precession rate of the state vector of the NV will now depend on the relative phase between the Larmor precessions of the two species. Therefore, this setup is sensitive to differences in Larmor frequencies alone and not to single Larmor frequency, at the expense of a reduction in signal strength that is quadratic in $\delta_1$ rather than linear.

We consider two nuclear spins that precess in the $x-y$ plane $(|\Psi_{\text{nuc}}\rangle = \cos(\delta_{1/2}) |+\rangle + i \sin(\delta_{1/2}) |−\rangle) \otimes (|\Psi_{\text{nuc}}\rangle = \cos(\delta_{2/2}) |+\rangle + i \sin(\delta_{2/2}) |−\rangle)$, acquiring phases according to their respective magnetic fields. We compare the probabilities given by an interaction with the sensing Hamiltonian:

$$H_{\text{sensing}} = g \sum_i \sigma_x I_i^x,$$

with the probabilities given by the flip-flop Hamiltonian (effected by a Hartmann-Hahn scheme):

$$H_{\text{flip-flop}} = \frac{g}{\sqrt{2}} \sum \sigma_i I_i^x + \sigma_i I_i^y,$$

where the index $I_{i,x}$ runs over the different nuclear spins, and $\sigma_{x,y}$ are the spin operators of the NV. Note that in this normalisation it is easier to compare the FI of the different methods, but it is different from the normalisation used in the semi-classical approximation (Eq. Main-14). By initiating and measuring the NV in the $z$ basis, we find the probability for an $|\uparrow_z\rangle$ measurement given the Flip-Flop scheme is:

$$P_{\uparrow} = \frac{1}{4}(3 + \cos(4g \tau) - \sin^2(2g \tau) \cos((\delta_1 - \delta_2) \tau)),$$

which decouples the measurement from the frequency noise, since the probability is only sensitive to $\delta_1 - \delta_2$. This is compared with an $x$ basis measurement, which doesn’t decouple from the noise:

$$P_x = \frac{1}{2} + \frac{1}{\sqrt{2}} \sin(g \tau) \cos^3(g \tau) \cos(\delta_1 \tau) \cos(\delta_2 \tau).$$

For the sensing scheme, neither basis decouples from the average frequency. The probability for a same-basis measurement (i.e. $z$ basis measurement) is:

$$P_{\uparrow} = \frac{1}{4} \left(3 + \cos(4g \tau) \right) - \frac{1}{2} \sin^2(2g \tau) \cos(\delta_1 \tau) \cos(\delta_2 \tau),$$

and in the orthogonal $x$ basis we have:

$$P_x = \frac{1}{2} + \frac{1}{4} \sin(4g \tau) \cos(\delta_1 \tau + \cos(\delta_2 \tau),$$

neither of which decouple from the average frequency.

In our original discussion of the Hartmann-Hahn scheme, we used the exact same semi-classical approximation as in Eq. 19. The only difference is that in this case, $\langle I_{i,x} \rangle$ also rotates. As can be seen in Eq. 30, treating the nuclei quantum mechanically results in the same decoupling.

Another way to obtain a signal proportional to a frequency difference and the second order in $g \tau$ is to use X initialisation, $Y$ readout and a Hamiltonian $H_{\text{eff}} = \frac{g}{\sqrt{2}} \sum \left( S_{x}(I_{i}^{1}) + |I_{i}^{2}\rangle \langle I_{i}^{2}| \right)$.
but this is only possible if the frequencies are sufficiently well separated to distinguish them with a pulse sequence, and the signal \( p = \frac{1}{2} \left[ 1 - \frac{1}{16} \cos(4g\tau) \sin(\delta_n^\tau_1 - \delta_n^\tau_2) \right] \) does not give an advantage over normal X-readout.

Once this basic set up is understood, it is easier to see that there is a range of essentially equivalent alternatives which include detection based on pulsed polarisation schemes; i.e., PulsePol [23], and [24, 25], where the NV state is initialised and measured along the same direction; e.g., the +z-direction. This sequence is designed to create a flip-flop Hamiltonian analogous to the Hartmann-Hahn scheme. Furthermore, standard xy-sequences in which initialisation and read-out are performed along the same direction will also serve this purpose.

**Signal for nuclear ensembles with 2 frequencies** – For many nuclei we obtain similar results. Without accounting for the measurement backaction of the NV on the nuclei and a sensitivity to chemical shifts and J-couplings. If the J-couplings and chemical shifts are identified as differences of Larmor frequencies, even the smallest fluctuations in these Larmor frequencies will wash out the J-couplings and chemical shifts. If the relative change in frequency differences is the same as the absolute Larmor frequencies, schemes that are sensitive to frequency differences can offer an advantage. This is because the X-readout makes it possible to precisely determine this desired frequency, whereas measuring the individual frequencies using Y-readout and inferring the difference from them is impossible, see Figure 8. There are three principal scenarios:

Temporal magnetic field fluctuations – One setting of considerable practical relevance are temporal fluctuations in the globally applied magnetic field over long measurement cycles. Averaging over these long measurement cycles will lead to a line broadening of the individual Larmor resonances while frequency differences; e.g., due to chemical shifts will suffer merely the same relative broadening; in other words, if the Larmor are broadened to a width that is for example, 10^{-3} of the Larmor frequency; i.e., kHz, then the frequency differences are broadened to 10^{-3} of the chemical shift; i.e., well below 1Hz, thus remaining resolvable.

Spatial magnetic field fluctuations across detector ensemble – In the first case we considered long measurement sets obtained by a single NV where the target nuclei are subject to temporal magnetic field fluctuations. The measurement records obtained over time are averaged classically. This is equivalent to a situation in which we have a large ensemble of NV centers, e.g. close to the surface, which observe nuclear ensembles that see a spatially homogenous magnetic field over the detection volume of a single NV but a which may see spatial magnetic field inhomogeneities across the entire observation region covered by all NVs. This can be the case for NVs
that are implanted some distance below a planar surface that is smaller than the lateral extent of the NV ensemble. In this situation a phase insensitive scheme that reads out all NV centers will pick up the same signal, resulting from the frequency difference, which can therefore be added (incoherently) thus presenting a considerable gain over an X-preparation-Y-readout scheme which would see strongly shifted lines upon averaging over many NVs, which would lead to a broadening that could easily be larger than the chemical shifts.

Diffusion – Recall the readout of specific two individual nuclei. Assuming they diffuse through a magnetic field gradient that is larger than the frequency difference to be measured, only the X-readout allows resolution of this difference. However, this is a relatively specialised setting as it does not apply to a larger ensemble of nuclei. In that case, frequency differences from all over the ensemble are measured simultaneously, which leads to a strong broadening of both Larmor frequencies and directly measured difference frequencies.

Simulations - Several simulations are shown in the following plots. Starting from a basic example of a signal and its Fourier transformation for an X- and Y-readout in Figure 6. We analyze backaction in Figure 7. As a flipflop-Hamiltonian exchanges part of the state between the NV and the nuclei, the desired nuclear state is slowly replaced by a polarized state carrying no information about the desired frequencies. In contrast, backaction only decreases the state purity for a sensing Hamiltonian, see also [26]. The effects of temporal B-field fluctuations are discussed in Figure 8. Figure 9 show different characteristics for sensing/polarization sequences for longer fluctuations are discussed in Figure 8. Figure 9 show different Hamiltonian, see also [26]. The effects of temporal B-field fluctuations are discussed in more detail in the figure captions.

Relevant effects are explained in more detail in the figure captions.

VI. COMPARISON OF THE FISHER INFORMATION BETWEEN THE SENSING HAMILTONIAN AND THE HARTMAN HAHN

Let us compare between the FI obtained with the sensing Hamiltonian ($H_1$) and the HH Hamiltonian ($H_2$):

$$H_1 = g \sum_{i=1}^{2} \cos(\omega t) \sigma_z$$

$$H_2 = \frac{g}{\sqrt{2}} \sum_{i=1}^{2} \cos(\omega t) \sigma_x + \sin(\omega t) \sigma_y. \quad (39)$$

Regarding $H_1$: Taking $\omega_t = \frac{\omega_1 + \omega_2}{2}$ to be noisy, we get that the transition probability (in $\sigma_z$ basis) reads:

$$P = 0.5 \left( 1 - J_0 \left( 4g \tau \cos \left( \frac{\omega_1 - \omega_2}{2} \right) \right) \right). \quad (40)$$

The FI about $\omega_t = \omega_1 - \omega_2$ is thus:

$$I \sim \left\{ \begin{array}{ll}
\frac{2}{3} \tau^4 N^3 & g \tau \ll 1 \\
\left( \frac{g}{2} \right)^2 \tau^4 N^3 & g \tau \gg 1
\end{array} \right. \quad (41)$$

Note that for the noiseless case (where $\omega_t$ is not noisy) $I \sim \frac{2}{3} \tau^4 N^3$ for all $g \tau$. So interestingly for $g \tau \ll 1$ the noisy $\omega_t$ does not degrade the FI, for both cases we get $\frac{2}{3} \tau^4 N^3$. For $g \tau \gg 1$ we lose a factor of $g \tau$ due to the noisy $\omega_t$.

Regarding $H_2$: Let us first analyze the FI for the noiseless case. The optimal QFI for the noiseless case reads:

$$I = \sum_{i} 4 \tau^2 \mu^2 = \sum_{i} 2g^2 \tau^2 \tau_2^2 \sin^2 \left( \frac{\omega_t}{2} \right) \sim \frac{g^2 \tau^4 N^3}{3}. \quad (42)$$

Initializing and measuring in the $\sigma_z$ basis, the transition probability and the FI read:

$$p = \sin^2 \left( \sqrt{2}g \tau \cos \left( \frac{\omega_t}{2} \right) \right) \Rightarrow I = \sum_{i} 2g^2 \tau^2 \tau_2^2 \cos^2 \left( \frac{\omega_t}{2} \right) \sim \frac{g^2 \tau^4 N^3}{3}. \quad (43)$$

Hence this measurement scheme saturates the optimal QFI (for any $g \tau$), and is completely resilient to fluctuations of $\omega_t$.

In general, the amplitudes are not identical, hence the Hamiltonians read:

$$H_1 = \sum_{i=1}^{2} g_i \cos(\omega t) \sigma_z$$

$$H_2 = \frac{1}{\sqrt{2}} \sum_{i=1}^{2} g_i \cos(\omega t) \sigma_z + g_i \sin(\omega t) \sigma_y. \quad (44)$$

Regarding $H_1$: Let us first analyze the FI for the noiseless case:

$$I \sim \sum_{i} (g_1^2 + g_2^2) \tau_2^2 I_2^2 \frac{\tau}{2} \approx \frac{(g_1^2 + g_2^2) \tau^4 N^3}{6}. \quad (45)$$

This is the same as the FI about $\omega_t$, we get contribution from both $g_1, g_2$. This FI however assumes knowledge of $\omega_t$ (it assumes that $\omega_t$ is the only unknown parameter), an assumption...
Figure 6. Simulation for 2 nuclei with $\omega_1 = (2\pi)0.71$ MHz and $\omega_2 = (2\pi)0.71126$ MHz Larmor frequency, coupled with $A_x = (2\pi)1$ kHz to the NV center without backaction with $t_s = 8\pi/\omega_1$ a) Signal for the X-readout: the sensing Hamiltonian has additional contributions from the double frequency. b) Signal for the Y-readout: the sensing Hamiltonian signal is larger by a factor of 2 as expected, and the amplitude is far larger than in case of the Y-readout. c) Purity does not change since there is no backaction d) Full spectrum in a loglog-plot e) Zoom on the Y-readout peaks f) Zoom on the frequency difference peaks

Figure 7. Parameters as in Figure 6, but with backaction: for flipflop interaction the purity does not decrease, but the interaction accrues more population to $|\uparrow\uparrow\rangle$ which does not contribute to the signal.
The relevant information about $\omega$ and $g$ to consider the FI matrix of $\omega$, $\omega$:

$$L = \frac{1}{6} e^{4} N^{3} \left[ \frac{g_{1}^{2} + g_{2}^{2}}{2 (g_{1}^{2} - g_{2}^{2})} - 2 \left( \frac{g_{1}^{2} - g_{2}^{2}}{2 (g_{1}^{2} + g_{2}^{2})} \right) \right].$$  \tag{46}

The relevant information about $\omega$ is then:

$$L_{r} = \frac{1}{L_{1,1}} = \frac{2 g_{1}^{2} g_{2}^{2}}{3 g_{1}^{4} + g_{2}^{4}} \tau^{4} N^{3},$$  \tag{47}

(a simple way to understand this expression is: $L_{r} = \frac{1}{\text{var}(\omega_{1}) + \text{var}(\omega_{2})}$). Note that if there is a large difference between the amplitudes, $g_{1} \ll g_{2}, I_{r} \sim \frac{2}{3} g_{1}^{2} \tau^{4} N^{3}$, namely it goes as the minimal amplitude. What is the FI in the noisy case (when averaging is performed)? Note that:

$$p = 0.5 \left( 1 - J_{0} \left( 2 \tau \sqrt{\frac{g_{1}^{2} + g_{2}^{2} + 2 g_{1} g_{2} \cos(\omega t)}{\text{var}(\omega_{1}) + \text{var}(\omega_{2})}} \right) \right).$$  \tag{48}

hence for $g_{1} \tau, g_{2} \tau \ll 1$ the FI reads:

$$I = \sum_{f} g_{1}^{2} g_{2}^{2} \frac{i^{2} \sin(\omega_{f} t)^{2}}{0.5 (g_{1}^{2} + g_{2}^{2}) + g_{1} g_{2} \cos(\omega_{f} t)} \approx g_{\text{min}}^{2} \frac{\tau^{4} N^{3}}{3},$$  \tag{49}

where $g_{\text{min}} = \text{min}(g_{1}, g_{2})$. In general the FI reads:

$$I \sim \begin{cases} g_{\text{min}}^{2} \frac{\tau^{4} N^{3}}{3} & \text{if } g_{1} \tau, g_{2} \tau \ll 1 \\ \frac{2}{f(c)} f_{\text{max}}^{2} \frac{\tau^{4} N^{3}}{3} & \text{if } g_{1} \tau, g_{2} \tau \gg 1 \end{cases}$$  \tag{50}

where $c = \frac{g_{\text{min}}}{g_{\text{max}}}$ and $f(c) = \frac{2 \pi}{\tau} \int_{0}^{\frac{2 \pi}{1 + r^{2} + 2 r \cos(x)}} \sin(x)^{2} dx$ ($c < 1$).

$f(c)$ is increasing with $c$ and takes values between $0.5 < f(c) < 2$. We get again a worse scaling for large amplitudes, and in this case we also lose due to a $\frac{g_{\text{min}}}{g_{\text{max}}}$ factor.

Regarding $H_{2}$: If we again initialize and measure in $\sigma_{z}$ basis we get that the transition probability reads:

$$p = \sin^{2} \left( \sqrt{\frac{1}{2} \left( g_{1}^{2} + g_{2}^{2} + 2 g_{1} g_{2} \cos(\omega_{f} t) \right)} \right).$$  \tag{51}

The FI is exactly like the FI of sensing for a small phase ($g_{1} \tau, g_{2} \tau \ll 1$, just like with identical amplitudes), hence it is:

$$I = \sum_{f} g_{1}^{2} g_{2}^{2} \frac{i^{2} \sin(\omega_{f} t)^{2}}{0.5 (g_{1}^{2} + g_{2}^{2}) + g_{1} g_{2} \cos(\omega_{f} t)} \approx \text{min}(g_{1}, g_{2})^{2} \frac{\tau^{4} N^{3}}{3}.$$  

Again, unlike $H_{1}$, this is the FI for any $g_{1}, g_{2}$.

We remark that in this analysis we assume no back-action and thus the limit of the large phase does not apply to the quantum case in which the NMR signal is generated by a collection of molecules.
Figure 8. Parameters as in Figure 6, but with temporal magnetic field fluctuations: only the frequency differences remain clear enough to distinguish small frequencies.

Figure 9. Parameters as in Figure 6, but with longer sampling time. Now the sensing sequence in the X-readout is affected by more noise for high frequencies.