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Negligible influence of the trend component

In order to isolate the influence of the seasonality of the data regarding the leading indicator estimation, the Bayesian model comparison is repeated for the measures computed on the datasets detrended by subtracting a Gaussian kernel smoothing with kernelwidth of 150. The smoothing is performed by the Python function `scipy.ndimage.filters.gaussian_filter` [8]. The results considering a linear model $M_1$ with positive slope are presented in table S1 and complemented by the Bayes factors of the skewness based on a linear model $M_1$ with negative slope in table S2. By comparing the tables in the main article without any preprocessing (cf. main article, table 1) to the detrended ones shown here, we can deduce that the influence of the trend component of the time series is negligible in contrast to its seasonality.

Bayes factors of skewness assuming a linear model with negative slope

For completeness of the presented analysis, the Bayesian model comparison of the skewness is also performed assuming negative slopes for the linear model $M_1$ without and with deseasonalization. The results, shown in table S3 and S4, confirm the calculations stated in the main article (cf. main article, tables 1 and 2).

Leading indicator calculation and exclusion of the kurtosis from further analysis

Furthermore, we present the statistical measures of each considered case for inspection by eye in the figures S1, S2 and S3 without any preprocessing, with deseasonalization and with detrending, respectively. Most of the cases under study do not exhibit a clear trend of the kurtosis which is therefore excluded from further analysis in the main article. In the end, the generally late increase of the standard deviation as well as the improved clear trends of autocorrelation and skewness in the deseasonalized cases is underlined by the results of figures S1, S2 and S3.

Analytical drift slope

The drift slope of the planktivore $F$-component in planktivore $F$-direction is analytically computed for a quantitative comparison in figure 3 of the main article. One example is shown in figure S4. The time series realisations of the model are plugged into the analytical form of

$$\frac{\partial}{\partial F} \left( \frac{dF}{dt} \right) = -D_F - c_{FA} \cdot A$$

(1)

to compute the drift slope. The result for the pink noise case with noise level $\sigma = 4.5$ is shown as the blue-shaded line in figure S4. A Gaussian kernel smoothing with width 50 via `scipy.ndimage.filters.gaussian_filter` [8] is used to get an impression of the average evolution of the drift slope without seasonality effects. The corresponding smoothed drift slope is presented as orange line in figure S4.

Direct drift slope estimation

A simplistic way to estimate the drift is proposed in [2, 3]. Briefly summarized the data is binned, the average drift per bin is computed and a polynomial of order one or of order three is fitted to the data. The derivative of the resulting parameterization is computed in the fixed point that is estimated as the average time series value per data window. The results of that direct drift slope estimation applied to the investigated realisations of the ecological model without and with deseasonalization are shown for both a linear fit and a polynomial fit of order three in the figures S5 and S6, respectively. In contrast to the Bayesian drift slope estimation (cf. main article, figure 3) the direct drift slope estimation does not provide quantitatively reliable results of the drift slope in the case of weak white noise as shown in the figures S5 (A) and S6 (A). Furthermore, the direct drift slope estimates are much more noisy in general, probably due to the small amount of data per bin in a rolling window approach, and do not replicate the analytical drift slope indicated by the black dotted lines as precise as the Bayesian drift slope estimates in the white noise cases in the figures S5 (B,C), which complicates their interpretation even more due to the absence of intrinsic uncertainty estimates. In the colored noise cases in figure S5 (D-I) the stability of the direct drift slope estimation via a polynomial breaks down completely. Its linear fit pendant yields at least a qualitative trend measure of the ongoing destabilization processes, but deviates significantly more from the analytical drift slopes as the corresponding estimates of the Bayesian drift-diffusion estimation method (cf. main article, figure 3).

In order to give a comprehensive picture of the limits of the direct slope estimation procedure in comparison to the Bayesian drift slope estimation the analysis of the model realisations is repeated for the deseasonalized versions of the main article in figure S6. The polynomial fits do not yield reasonable results and the linear counterparts tend to be less
Table S1: Summary of the Bayes factors comparing a linear model \( M_1 \) with positive slope to a constant model \( M_2 \) for the drift slope \( \zeta \), the AR1, the std \( \sigma \) and the skewness \( \gamma \) with detrending of the data. The kurtosis is excluded because of its non-monotone behaviour. Green tiles mark a \( BF_{12} > 100 \) which is the threshold for a significant leading indicator trend. Grey tiles mark insignificant results. The constant model \( M_2 \) is never preferred in the analysis. Infinite Bayes factors result from one model with evidence zero which leads to preferring the finite evidence model. Apart from slightly different values the significance does not change compared to the Bayes factors of the original data (cf. main article, table 1). This confirms the conclusion that the seasonality has a predominant importance for the calculation of the standard leading indicators in the considered ecological model.

| noise level  | white noise \((P_{white} \approx 7.5)\) | pink noise \((P_{pink} \approx 2 \cdot P_{white})\) | red noise \((P_{red} \approx P_{pink})\) |
|--------------|------------------------------------------|------------------------------------------|------------------------------------------|
| \( \zeta \)  | \( \sigma = 0.1 \) \( \sigma = 2.2 \) \( \sigma = 4.5 \) | \( \sigma = 0.1 \) \( \sigma = 2.2 \) \( \sigma = 4.5 \) | \( \sigma = 0.1 \) \( \sigma = 2.2 \) \( \sigma = 4.5 \) |
| \( \zeta \)  | \( BF_{12} \) \( BF_{12} \) \( BF_{12} \) | \( BF_{12} \) \( BF_{12} \) \( BF_{12} \) | \( BF_{12} \) \( BF_{12} \) \( BF_{12} \) |
| \( \zeta \)  | \( BF_{21} \) \( BF_{21} \) \( BF_{21} \) | \( BF_{21} \) \( BF_{21} \) \( BF_{21} \) | \( BF_{21} \) \( BF_{21} \) \( BF_{21} \) |

Table S2: Summary of the Bayes factors comparing a linear model \( M_1 \) with positive slope to a constant model \( M_2 \) for the skewness \( \gamma \) for various noise types and levels with detrending of the data. Green tiles mark a \( BF_{12} > 100 \) which is the threshold for a significant leading indicator trend. Grey tiles mark insignificant results.

| noise level  | white noise \((P_{white} \approx 7.5)\) | pink noise \((P_{pink} \approx 2 \cdot P_{white})\) | red noise \((P_{red} \approx P_{pink})\) |
|--------------|------------------------------------------|------------------------------------------|------------------------------------------|
| \( \gamma \) | \( \sigma = 0.1 \) \( \sigma = 2.2 \) \( \sigma = 4.5 \) | \( \sigma = 0.1 \) \( \sigma = 2.2 \) \( \sigma = 4.5 \) | \( \sigma = 0.1 \) \( \sigma = 2.2 \) \( \sigma = 4.5 \) |
| \( \gamma \) | \( BF_{12} \) \( BF_{12} \) \( BF_{12} \) | \( BF_{12} \) \( BF_{12} \) \( BF_{12} \) | \( BF_{12} \) \( BF_{12} \) \( BF_{12} \) |
| \( \gamma \) | \( BF_{21} \) \( BF_{21} \) \( BF_{21} \) | \( BF_{21} \) \( BF_{21} \) \( BF_{21} \) | \( BF_{21} \) \( BF_{21} \) \( BF_{21} \) |

Table S3: Bayesian model comparison with a linear model \( M_1 \) with negative slope and a constant model \( M_2 \) for the skewness \( \gamma \) computed on the data without deseasonalization or detrending. Grey tiles mark insignificant results, i.e. \( BF_{12} \leq 100 \).

| noise level  | white noise \((P_{white} \approx 7.5)\) | pink noise \((P_{pink} \approx 2 \cdot P_{white})\) | red noise \((P_{red} \approx P_{pink})\) |
|--------------|------------------------------------------|------------------------------------------|------------------------------------------|
| \( \gamma \) | \( \sigma = 0.1 \) \( \sigma = 2.2 \) \( \sigma = 4.5 \) | \( \sigma = 0.1 \) \( \sigma = 2.2 \) \( \sigma = 4.5 \) | \( \sigma = 0.1 \) \( \sigma = 2.2 \) \( \sigma = 4.5 \) |
| \( \gamma \) | \( BF_{12} \) \( BF_{12} \) \( BF_{12} \) | \( BF_{12} \) \( BF_{12} \) \( BF_{12} \) | \( BF_{12} \) \( BF_{12} \) \( BF_{12} \) |
| \( \gamma \) | \( BF_{21} \) \( BF_{21} \) \( BF_{21} \) | \( BF_{21} \) \( BF_{21} \) \( BF_{21} \) | \( BF_{21} \) \( BF_{21} \) \( BF_{21} \) |

stable in general. In conclusion the direct drift slope estimation is only a reasonable alternative in a very limited number of cases.
Fig. S1. Statistical measures calculated for the datasets without preprocessing, i.e. without deseasonalization or detrending. (A-C) White noise cases, (D-F) pink noise cases and (G-I) red noise cases with increasing noise levels $\sigma = \{0.1, 2.2, 4.5\}$. The solid orange vertical line marks the “point of no return” up to which the data is used for the Bayesian model comparison in analogy to [7] and [1].

Fig. S2. Statistical measures calculated for the datasets with deseasonalization. (A-C) White noise cases, (D-F) pink noise cases and (G-I) red noise cases with increasing noise levels $\sigma = \{0.1, 2.2, 4.5\}$. The solid orange vertical line marks the “point of no return” up to which the data is used for the Bayesian model comparison in analogy to [7] and [1].
Table S4: Bayesian model comparison with a linear model $M_1$ with negative slope and a constant model $M_2$ for the skewness computed on the data with deseasonalization. Orange tiles mark a $BF_{21} > 100$ which is the threshold for preferring the constant model. Grey tiles mark insignificant results.

| Noise Level | White Noise ($P_{\text{white}} \approx 7.5$) | Pink Noise ($P_{\text{pink}} \approx 2 \cdot P_{\text{white}}$) | Red Noise ($P_{\text{red}} \approx P_{\text{pink}}$) |
|-------------|---------------------------------|---------------------------------|---------------------------------|
| Indicator $I$ | $BF_{12}$ $BF_{12}$ $BF_{12}$ | $BF_{12}$ $BF_{12}$ $BF_{12}$ | $BF_{12}$ $BF_{12}$ $BF_{12}$ |
| Skewness $\gamma$ | 5.3 $\cdot 10^{-2}$ 0.16 0.19 | 4.7 $\cdot 10^{-3}$ 4.5 $\cdot 10^{-3}$ 5.4 $\cdot 10^{-3}$ | 4.7 $\cdot 10^{-3}$ 5.4 $\cdot 10^{-3}$ 4.8 $\cdot 10^{-3}$ |
| $\sigma$ | 0.1 2.2 4.5 | 0.1 2.2 4.5 | 0.1 2.2 4.5 |

Fig. S3. Statistical measures calculated for the datasets with detrending. (A-C) White noise cases, (D-F) pink noise cases and (G-I) red noise cases with increasing noise levels $\sigma = \{0.1, 2.2, 4.5\}$. The detrending is performed by subtracting a Gaussian kernel smoothing with kernelwidth of 150 from the original data. The Python function `scipy.ndimage.filters.gaussian_filter` is used for this procedure. The solid orange vertical line marks the “point of no return” up to which the data is used for the Bayesian model comparison in analogy to [7] and [1].
**Fig. S4.** Analytical slopes of the planktivore $F$-component in planktivore $F$-direction (blue line) of the pink noise case with noise level $\sigma = 4.5$. The seasonal component is smoothed via a Gaussian kernel smoothing with width 50 via `scipy.ndimage.filters.gaussian_filter` as indicated by the orange line.

**Fig. S5.** The results of the direct drift slope estimation procedure discussed in subsection 1.5 are presented in the figure. The results of the first and the third order polynomial fit are indicated by the orange and green lines, respectively. The analysed time series are shown in blue. The analytical drift slope of the planktivores in planktivore $F$-direction is shown as black dotted line. The point of no return as defined in the main article is marked by the vertical orange line and the post-transition zone is signed by the grey shaded area. It is subjectively defined to guide the eye as the time at which the planktivore $F$-population exceeds 21 individuals for the first time. In contrast to the Bayesian drift slope estimates of the main article (cf. main article, figure 3) the direct estimation results deviate from the analytical values in the weak white noise case (A). In general the results are more erratic than the Bayesian estimates and do not yield intrinsic uncertainty estimates which makes them more difficult to interpret especially in an on-line approach. In the colored noise cases (D-I) the polynomial estimates become unstable and the linear ones deviate much more from the analytical values than observed for the Bayesian estimates in the main article.
Fig. S6. Same as figure S5, but for the deseasonalized versions of the time series. The polynomial estimates yield unreasonable results, whereas the linear ones tend to be less stable.
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