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Abstract: Measurement using terrestrial laser scanning is performed at several stations to measure an entire object. In order to obtain a complete and uniform point cloud, it is necessary to register each and every scan in one local or global coordinate system. One registration method is based on reference points—in this case, checkerboard targets. The aim of this research was to analyse the accuracy of checkerboard target identification and propose an algorithm to improve the accuracy of target centre identification, particularly for low-resolution and low-quality point clouds. The proposed solution is based on the geometric determination of the target centre. This work presents an outline of a new approach, designed by the author, to discuss the influence of the point cloud parameters on the process of checkerboard centre identification and to propose an improvement in target centre identification. The validation of the proposed solutions reveals that the difference between the typical automatic target identification and the proposed method amounts to a maximum of 6 mm for scans of different qualities. The proposed method may serve as an alternative to, or supplement for, checkerboard identification, particularly when the quality of these scans is not sufficient for automatic algorithms.
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1. Introduction

For topographic applications, Terrestrial Laser Scanning (TLS) uses medium-range equipment. Measurements are performed at several stations to measure an entire object. Each scan is conducted in the local scanner coordinate system, which is directly related to the position of the instrument. In order to obtain a complete and uniform point cloud, it is necessary to orient each and every scan to one common local or global coordinate system. In the case of laser scanning data, this process is referred to as the scan registration. One of the methods for the scan registration of independently obtained data is the transformation of the systems on the basis of reference points—in this case, the points that are common in both data sets. These can be both natural points, such as roof corners, edges, and other elements of topographic objects, or signalized points in the form of LiDAR targets or ground markers [1–5]. Signalized points are usually pre-defined targets/marks with known geometry, shape and pattern. The points can be used for automatic or manual registration. In publication [6], the efficiency of different registration methods was validated.

In the case of TLS, there are a few typical artificial reference objects. The selected targets and their representation on the point cloud are presented in Figure 1.
Figure 1. Identification of the target centre (a) automatically (yellow crosses) on two different dense point clouds; (b) the manual identification of the centre in a sparse point cloud; (c,d) erroneous centre autodetection. Fuchsia crosses indicate theoretical target centre.

The principal advantage of using reference spheres is the possibility of scanning them from various angles. They also guarantee a uniform reference surface. The sphere’s mass centre is determined on the basis of a point cloud that represents its surface. The main disadvantage is that they are difficult to use in georeferencing, namely, returning them to the centre of the target and its main surface. Spherical targets are omnidirectional; nevertheless, the accuracy of extracting sphere parameters is range-dependent [7]. In turn, checkerboard targets became the most common and universal among all the available artificial reference targets. Checkerboards are usually printed targets, with squares arranged in two alternating colours (white and black). The accuracy of the centre identification of the scanned checkerboards may be higher than that of spheres (considering the same point resolution and conditions); however, the measurement process itself is more problematic. Checkerboard targets are immobile and require the right scanning sampling. High Definition System (HDS) targets (Figure 2c) are objects that are specifically designed for the material from which they are made. These materials have different reflectance coefficients. On the other hand, checkerboard printed targets are cheaper and more universal, for example, when combing different data types of scans and images.

Figure 2. Typical targets: (a) checkerboard, (b) sphere, and (c) HDS target [5].

With almost all kinds of objects, the centres of the reference points are extracted from the scan point clouds. Due to the irregular distribution of the points in a point cloud, the selection and determination of characteristic elements is ambiguous. Sparse point distribution is always different in each separate scan. Therefore, it can be concluded that it is impossible to define the exact same points for two or more scans. First, the points are never identical, so they are referred to as pseudo-homologous points; secondly, this ambiguity results mainly from the nature of laser data and the varying resolution of both data sets.

Figure 1a shows an example of the automatic identification of the target centre from two different scans, with an algorithm that is applied in dedicated software. In the results, we obtain two different centre positions. Similarly, inaccurate manual centre identification might also be erroneous in sparse point clouds (marked with blue crosses in Figure 1b–d; fuchsia crosses indicate the theoretical target centre).
For the efficient registration of scans of different qualities, it is desirable to estimate the above-mentioned target centres automatically, with a high precision. Many automatic methods have been developed by both scanners and software vendors for each processing type. Automatic detection algorithms are mostly based on the intensity values and identification of, e.g., edges or normals of the target edges. While they work correctly, it is evident that their accuracy depends on the resolution and quality of the data. Nevertheless, the primary drawback of these algorithms is that the processing results depend strongly on the quality and resolution of the point clouds. Of course, there are some algorithms to improve homologous point identification, for example, the Iterative Closest Point (ICP) method is mostly dedicated to the cloud-to-cloud registration methods [6,8]. Without good initial values, these methods do not work well or efficiently [9]. The authors of the first publication regarding this method were Besl and McKay [10], who, in 1992, based their method on the Horn method. At the same time, in that same year, further works appeared on the same method [11–14]. The latest document regarding the changes and modifications of the ICP algorithm, during the years 2002–2007, is the work of Wild [15]. Since then, the algorithm has undergone many modifications [16]. The ICP method is simple and fast, which allows it to be easily used in the elaboration of data. The disadvantage of the method is its sensitivity to gross errors and interferences in the data. Of course, the adverse impact of gross errors can be compensated by data filtration, performed before the main data processing. Another downside of the method is its inability to match points in point clouds with different densities (resolutions), noise, and unfiltered and low coverage [9]. Therefore, many improvements of this algorithms have been introduced. For example, in paper [17], the The Picky ICP algorithm was developed, which has been created by merging several extensions of the standard ICP algorithm, thus improving its robustness and computation time. Similarly, Bae and Lichti [18] proposed a method for the registration of two point clouds, the Geometric Primitive ICP with the RANSAC (GP-ICPR), and new, advanced improvements of this method can be found in [19–21]. Nevertheless, ICP and similar algorithms are very popular in cloud-to-cloud scan registration and were not used in this paper.

1.1. Related Works

There is not much research into the literature describing the problem of identifying targets, although automatic recognition and measurement of targets is implemented in a lot of data processing software. The instruments are capable of preliminarily localizing the rough target position, and consequently, high-resolution scanning is performed in the vicinity. When a target is scanned, the acquisition software automatically calculates the centre of it by applying an algorithm for its measurement. Nevertheless, the algorithms implemented in commercial software are unknown for the most part [22]. Various methods relating to the identification of the centre of the target, on the basis of, e.g., information about the radiometric centre of all returns or point of maximum radiance, are presented in the literature [23]. The coordinates of the centre should be estimated from a number of laser returns covering the surface of the target. This estimation process will introduce target reduction error [24]. What is more, when detecting targets—particularly those using the intensity parameter—some discrepancies related to beam reflection, such as the halo effect, can occur. The halo effect presents the problem of how to estimate the position of the target centre from a cluster of responses. This intensity-based weighting strategy implicitly assumes that the strongest signal should be returned from the centre of the reflective target [25]. Some other approaches using the fuzzy clustering technique, introduced by Bezdek in [26] and developed by Valanis and Tsakiri in [27], may be found. Intensity investigations were conducted in [28] that present a general approach to intensity normalization, considering the diffuse and specular scattering characteristics of the surface. Such an assumption could be proved by investigating reference targets, where the backscattering characteristic is known or could be measured by reference measurements. Meanwhile, Wang and Brenner applied the SIFT method in the extraction of feature points from the reflectance image and geometric constraint to exclude false matches [29]. Nevertheless, all of these methods involve the intensity value as the most influential parameter.
Target identification is one of the basic tasks in the process of scan registration or georeferencing. For example, in [30,31], the problem of the accuracy of reference points used in georeferencing is described. Therefore, this article will discuss the question of the accuracy of identifying the centre of checkerboard targets for targets with a low scanning quality. Of course, target identification is not only a problem during registration, but it also plays a very important role in point distribution. The registration effect of target distribution is the main topic of publication [32].

1.1.1. Target Identification Problem and Research Background

Manufacturers and distributors of software for obtaining and processing data from terrestrial laser scanning provide recommendations for obtaining such targets. One of them is that the laser’s angle of incidence should not be more than 45°. Depending on the chosen scanning resolution, the automatic detection of checkerboard references is unreliable beyond a certain distance from the scanner. For example, when using A4 checkerboard references and scanning with a resolution of 1/4, the distance to the scanner should not be greater than 15 m [33]. Moreover, to detect the checkerboard, the software (i.e., Faro Scene) needs at least four scan points on each quadrant (black/white area). The centre of the checkerboard target is calculated by means of edge detection. The better the line between black and white is identified, the greater chance that the calculated centre will be in the real centre. The same distributor has determined scan parameters and the distance to the station for optimal measurement quality. Two black and white checkerboard targets in two versions of the target size were compared. The objective was to determine how the detection of targets behaves with increasing distance from the scanner. That means that we simply click on the target, and an algorithm searches for the intersection point of both black rectangles [34].

The detection of small targets by means of automatic target detection works very well at a distance of 7.5 m. Detection works for almost all of the selected resolutions. It is only at 1/32 resolution that the 7.5 m distance provides too few points to determine the target’s centre. As might be expected, the visibility decreases with increasing distance. At a distance of 35 m, the small target can easily be detected at 1/2 resolution [35].

Nevertheless, in practice it is difficult to preserve the above measurement conditions; thus, this article will examine the possibility and accuracy of identifying checkerboard targets and their impact on the registration quality. Point clouds representing checkerboard targets with different scan qualities are presented in Figure 3.

![Figure 3](image)

Figure 3. Target scans with different representation qualities. (a,b)–sparse points; (c,d)–dense point clouds.

The quality consists of: the point cloud resolution, point distribution pattern (regularity) and completeness (missing structures). These parameters will later determine the choice of processing method.

Of course, the software dedicated to the processing of point clouds has its own embedded search algorithms for such points and targets, but they are not explicit. In addition, targets are not always identified or are embedded incorrectly in the selected scan point. Nevertheless, the basic factors
affecting the quality of target detection are the spatial resolution and the interaction of the laser beam with the object.

1.1.2. Resolution

One of the most important parameters for the detection of objects in a point cloud is the cloud’s resolution, understood as the distance between the neighbouring points. The distance depends on the type of scanning system, its technical data, and measurement parameters, including surface sampling. In the case of terrestrial laser scanners, it is possible to achieve an average distance between the points at a level of 1–2 mm; however, in practice, the values of 0.5–3 cm (static scanners) and 1–8 cm (mobile scanners) are used [36–40].

1.1.3. Laser Beam—Object Interaction

In the case of TLS data, a single return is registered. Even in favourable data-obtaining conditions, the laser footprint during the reflection of a light beam from the object surface will have a certain size, and depending on the type of surface and scanning angle, artefacts, such as noise or mixed pixels, may occur, generally indicating partial or multiple returns from nearby objects [41]. The value of the return intensity is also related to the material from which the surface of the object is made. The scanning angle and distance will then influence the energy/intensity of the return. Research related to the determination of the impact of the abovementioned factors on the quality and intensity of the returning beam has been published in several papers [28,42–46].

1.2. Research Purpose

This article will discuss the question of the accuracy improvement of identifying the centre of checkerboard targets for targets with a low quality (low resolution, irregular point distribution), particularly for scans where recommended scanning parameters could not have been applied. The correct determination of reference points is of particular importance in the processing of georeferencing scans. Therefore, the results were referenced to the data and measured using a total station instrument.

The aim of this research was to analyse the accuracy of checkerboard target identification and propose an algorithm to improve the accuracy of target centre identification, particularly for low-resolution and low-quality point clouds, when automatic algorithms cannot detect the target centre. The proposed solution is based on the geometric determination of the target centre but takes into account different point cloud quality parameters. Point intensity (radiometry) serves as a support rather than a basis for identification.

The article discusses the influence of the point cloud parameters on the process of checkerboard centre identification, presenting the results of the proposed method and an accuracy analysis based on reference data.

2. Materials

The analysed point clouds were obtained on a 650-metre-long street in the old district of the city. The studies were conducted by means of a phase-based terrestrial laser scanner (Focus 3D, Faro, Lake Mary, FL, USA). Reference data used for accuracy assessment were measured using a GPT-3100N5 reflectorless total station (Topcon, Tokyo, Japan) and a Sprinter 250M bar code level (Leica Geosystems AG, Heerbrugg, Switzerland). A topographic network was established, to which the check measurements referred.

The checkerboard targets were selected for the analyses and arranged on different elements of the test area: building walls, road signs, poles, lampposts, etc. They were to be used for orienting every station for scanning, conducted on section of a narrow street that was about 650 m long. Due to the geometry of the station sequence and the distribution of objects to be scanned (buildings and elements of road infrastructure), the targets could not always be situated in the recommended manner (angle
and distance—Figure 4). In narrow street point distribution, possibilities are limited, though this aspect is very important [32]. Thus, the analysis concerned targets both favourably and unfavourably positioned in relation to the measuring instrument as well as the type and flatness of the ground.

![Figure 4. Fragment of obtained street data (stations marked by different colours).](image)

The scan was conducted with a resolution of ca. 10 mm at 20 m. Over 80 checkerboard targets were scanned, together with all objects. The coordinates of the check points were determined in the local and global national coordinate system (PL-2000, and the heights in the PL-EVRF-2007-NH system). Points were to be reference points for point cloud registration in the local coordinates system and georeferencing in the global one. The accuracy of the reference (and check) point determination of the global coordinate system is between 5 mm (2D) and 10 mm (3D), which is related to the topographic network. For further analysis, the topographic network points are considered as reference measurements.

**Types of Target Scan Quality**

Data from measurement sets were used for the analysis. Different target scan qualities are considered:

1. Regular, high-resolution target scan: Complete, dense point cloud representing a checkerboard (Figure 5a);
2. Regular scan points of a lower quality: Sparse point cloud but complete representation of the target (Figure 5b)—such quality still causes problems in target identification;
3. Irregular scan points, and low completeness level: Incomplete, low scan quality (Figure 5c,d).

![Figure 5. Scans of different qualities: (a) 142 regular point distribution targets (b) 99 regular scans of a lower density, (c,d) 97 irregular scan points, and the low completeness level is 106.](image)

Usually for targets of a very low resolution or number of points in each target field, it is not possible to detect them automatically. In the case of the target in Figure 5d, both the resolution and cloud quality are relatively low, which hinders both automatic and manual centre detection. The target was obtained from an unfavourable and not recommended angle (less than 45°), from a distance of more than 20 m.
3. Methods and Description of the Approach

Below, the proposed workflow has been introduced. At the same time, for each processing step, some results are presented on selected examples.

3.1. Research Framework and Overview of the Proposed Method

The proposed scheme used the concept of point-based target identification, employing the weighting of point cloud quality parameters. Figure 6 shows the workflow of the proposed scheme.

![Figure 6](image_url)

Figure 6. Overview of the methods for the developed approach. Numbers in brackets represent the corresponding sections in this paper.

In the method, four main processing steps can be distinguished:

**Step I** is a preliminary processing step, which includes preparing the input data, meaning point clouds representing the checkerboard target area. During the segmentation process (described in Section 3.1), black and white polygons and edge points are determined.

**Step II** is the calculation of the proposed point cloud parameters and developed coefficients. These are: point cloud density (PC_D), resolution (PC_Res), surface area ratio (SR) and a regularity test,
leading to point cloud classification in a distribution condition (PR and PIR). These parameters are
direct indicators for point cloud quality and are based on decisions on which variant of the target
centre calculations to choose. A description of the proposed quality parameters and the point cloud
quality classification are introduced in Section 3.2.

The decision process is included in Step III and precisely described in Section 3.3.

Step IV is a final step, resulting in calculations of target centres according to variants chosen in the
previous stage. Variants are precisely described in Section 3.4.

All the variants are based on the analysis of all points identified as target fields, but with due
regard to the points with a higher or lower quality. The fundamental element of the method is the
weight assigned to every point group, based on which the target centre is determined. Weights are
chosen considering the above-mentioned point cloud quality parameters.

In this paper, a comparison of the well-known manual and automatic method of target
identification, with proposed algorithms, is conducted. Target centres can be identified using one of
the 5 following methods. The first is manual operator interpretabilities and skills and the second is
automatic method – implemented in the software dedicated to particular scanning system. Methods
3-5 are proposed methods:

1. Manual (MAN)—point representing the target centre chosen by the operator. Selection of one of
   the points representing the target.
2. Automatic (AUTO)—determining the target centre using an algorithm based on field edge
detection. As in the previous method, the target centre is also one of the existing cloud points.
3. Weighted mean values (WMV)—method proposed by an author for determining the target centre
   by means of selected weighting scan parameters (variant II). Using this method, the data are
   processed in order to determine the point where the target centre should be located. It is not
   one of the points existing in the set but is calculated on the basis of other points representing
   the object.
4. Weighted mean of the inner extreme points (WIP)—proposed method for determining the target
   centre by means of weighting scan parameters and/or “extreme inner” points (variant III in
   the diagram in Figure 6). In this approach, similarly to the WMV method, the centre point is
   calculated from the data set.
5. Terrain reference measurements (TR)—checking the total station measurements representing the
   ground truth. The measured points are real points of the intersections of the black and white
   target fields (squares).

The consecutive paper sections contain precise descriptions of the processing steps presented in
Figure 6.

3.2. STEP I—Preliminary Processing of Input Data

Before considering the particular variants, specific preliminary processing steps, common to all of
the variants, are conducted in the first stage.

3.2.1. Checkerboard Segmentation

In the first step, points belonging to and representing the black and white checkerboard fields
are detected. It can be done semi-automatically or using other automatic target area sub-selection.
The segmentation is based on intensity thresholding. Threshold value should be chosen respectively
to data statistic. The appropriate threshold was determined from each test sample as a mean value,
but sometimes it did not classify all points correctly (Figure 7b,c). Some erroneous observations of
the targets had to be excluded by conducting the filtering step again for the entire dataset. Some of
the erroneous measurements were also filtered using gross error limitation processing. Nevertheless,
removal using the intensity value is useful when the point clouds are attached to the background of
the same reflectance characteristics (for example, a white or black wall) (Figure 7a).
which is capable of extracting a variety of different types of primitive shapes, while remaining robust.

After filtering and denoising, the third dimension, “depth,” of the target scan can be disregarded, assuming the flatness and low roughness of the target surface. On the basis of the intensity of the reflection and the arrangement of the four checkerboard fields, four separate fields (two white and two black) are determined. Then, the edge (boundary) points of each field are determined. For further analysis, separate fields are labelled P1, P2, P3 and P4, numbered counter-clockwise (Figure 7a).

Of course, in this step, other aggregation algorithms could be applied, for example, RANSAC, which is capable of extracting a variety of different types of primitive shapes, while remaining robust, general and simple. This algorithm was successfully applied in engineering tasks dealing with point clouds. The results can be seen in [41,47,48].

3.2.2. Edge Points Determination

The boundary points of individual fields after segmentation will be successive vertices of polyhedrons or polygons. Then, we can consider the point cloud as a partially ordered set. However, at the stage of data processing in the form of sets of points, we can also specify some of them as the minimum and maximum elements in a partially ordered set. These minimum and maximum elements can be vertices of black and white squares.

Definition 1. Partially ordered set

A partially ordered set is defined as an ordered pair $(D, \preceq)$, $s$ is called the ground set, and $\preceq$ is the partial order. $p_i$—stands for the elements of the set.

An element of a partially ordered set is the minimal element, when there are no elements in the set that are smaller than this element.

Definition 2. Convex set

If $D$ is a linear space over the field of real numbers, set $W \subseteq D$ is a convex set, if $\forall p_x, p_y \in D \forall (a_1, a_2 \geq 0 \land a_1 + a_2 = 1) \left( a_1 p_x + a_2 p_y \right) \in W$.

Empirically, this definition means that, for every pair of points within the set, every point on the line segment that joins the pair of points is also within the set.

Thus, the extreme points of a convex set can be determined either manually, or by means of search algorithms for the maximal and minimal points in a partially ordered set. The output set is then a point cloud, and the partial order relationship is made up of the following relations:

![Figure 7. Point cloud segmentation based on the intensity parameter: (a) point clouds after intensity thresholding; (b) all target points reduced to 2D; and (c) points after intensity segmentation with noise.](image)
Points that fulfil the above relationship are the appropriate vertex points; however, they might be points that fulfil the above relations only partially, while globally belonging, e.g., to the vertex of the square. Such points should be excluded from further analysis [2].

An alternative existing method is the implementation of Andrew’s [49] monotone chain algorithm:

A chain $C = (u_1, \ldots, u_p)$ is a straight-lined graph, with a set of vertices $\{u_1, \ldots, u_p\}$ and a set of edges $\{(u_i, u_{i+1}) : i = 1, \ldots, p-1\}$. The chain $C = (u_1, \ldots, u_p)$ is considered to be monotonic relative to the $L$ line. If the line is an orthogonal line, $L$ intersects $C$ at exactly one point.

First, the algorithm sorts the point set $S = \{P_0, P_1, \ldots, P_{n-1}\}$ by increasing the value of $x$ and $y$ coordinates. Let the minimal and maximal $x$ coordinates be marked as $x_{\text{min}}$ and $x_{\text{max}}$, respectively. Of course, $P_0. x = x_{\text{min}}$, but there might exist other points with the minimal value of the $x$ coordinate. Let $P_{\text{minmin}}$ be a point of the $S$ set, with $P. x = x_{\text{min}}$ and then with the minimal $y$ value among those points. Similarly, let $P_{\text{minmax}}$ be a point, with $P. x = x_{\text{min}}$ and then the maximal $y$. It should be noted that $P_{\text{minmin}} = P_{\text{minmax}}$ if there exists one unique point with a minimal $x$ value. Points $P_{\text{maxmin}}$ and $P_{\text{maxmax}}$ are similarly defined as those which first assume the maximal $x$ coordinate value, and then assume either the minimal or the maximal $y$ coordinate value, respectively. Again, $P_{\text{maxmin}} = P_{\text{maxmax}}$ if there exists one unique point with the maximal $x$ coordinate value. Then, points $P_{\text{minmin}}$ and $P_{\text{minmax}}$ are connected in order to define line $L_{\text{min}}$. Similarly, points $P_{\text{minmax}}$ and $P_{\text{maxmax}}$ are defined in order to define line $L_{\text{max}}$. Those points and lines are shown in the diagram above (Figure 8). In the next step, the algorithm uses the vertices to create a convex chain $\Omega_{\text{min}}$ under $L_{\text{min}}$ connecting points $P_{\text{minmin}}$ and $P_{\text{maxmin}}$. Similarly, a chain $\Omega_{\text{max}}$ over $L_{\text{max}}$ is created, connecting points $P_{\text{minmax}}$ and $P_{\text{maxmax}}$. Then, the convex hull $\Omega$ of the set $S$ is created by connecting $\Omega_{\text{min}}$ and $\Omega_{\text{max}}$ (Figure 8).

3.3. STEP II—Calculation the Basic Point Cloud Quality Parameters

3.3.1. Surface Area and Surface Area Ratio

Based on the separated sets of points representing the corresponding squares and their boundary (edge) points, the surface areas of the subsequent polygons are calculated. The polygon area can be determined using Gaussian formulas:
where \( SP_n \)—area of the square of interest, \( P \)—area of sub-polygons, \( i – 1 \)—previous point index, \( i + 1 \)—next point index, \( i \)—current point index, and \( X, Y \)—point coordinates. Of course, for the control, some conditions have to be preserved:

\[
\sum (Y_{i+1} - Y_{i-1}) = 0 \\
\sum (X_{i+1} - X_{i-1}) = 0
\]  

Surface areas of the individual fields/squares (\( SP_1, SP_2, SP_3, SP_4 \)) are then compared to the theoretical values (\( TSP_1, TSP_2, TSP_3, TSP_4 \)). The theoretical area of every field of the target is known if we know the real dimensions of the target used. Consequently, the Surface Area Ratio (\( SR \)) is calculated as their quotient:

\[
SR = \frac{SP_n}{TSP_n} \cdot 100\% 
\]  

I suggest the following classification of the \( SR \) values:

(a) \((95 \div 100\%)\)—fields classified as group I of the surface quality (\( SRC_1 \))
(b) \((95 \div 68\% >\)—fields classified as group II of the surface quality (\( SRC_2 \))
(c) \((68 \div 33\%)\)—fields classified as group III of the surface quality (\( SRC_3 \))
(d) \(<33\%\)—fields classified as group IV of the surface quality (\( SRC_4 \))

These surface area ratios will be used in calculating the weights in the final Step IV.

3.3.2. Basic Quality Parameters of the Point Cloud—Number and Density of Points

Apart from the surface area, the other indirect quality metrics are the number of points and cloud density. Both parameters, and the Surface Area Ratio, provide indirect information about the regularity of the distributed points and the quality of the points representing the given checkerboard field. Therefore, the following symbols will be used later in this article: \( PC_N \)—number of points in the cloud, \( PC_D \)—point cloud density (number of points in the polygon area), \( PC_{Res} \)—point cloud resolution (understood as an average distance between neighbouring points in the cloud), and \( SP_n \)—the surface area of \( n \) target square.

Presented in Table 1 are the example results of the parameters, calculated for the selected targets, scanned with different qualities.

### Table 1. Chosen parameters of the target point clouds (142, 156—good quality, 106—low quality).

|         | 142 |        | 156 |        | 106 |        |
|---------|-----|--------|-----|--------|-----|--------|
| \( PC_N \) | 101 | 94     | 99  | 100    | 35  | 33     |
| \( PC_D \) (p/cm\(^2\)) | 1.6 | 1.6    | 1.5 | 1.4    | 0.5 | 0.5    |
| \( PC_{Res} \) (cm) | 0.8 | 0.9    | 0.8 | 0.8    | 1.3 | 1.5    |

3.3.3. \( Rscale \) Regularity Test

Of course, as we can see in Table 1, an area bounded by extreme points, determined on the basis of the convex hull method, may not have the appropriate point number, density or point distribution. Point Pattern analysis seems to be obligatory because of the regularity or irregularity of the spatial
distribution of points. Among many methods, in this case, it is reasonable to use the simplest and most popular of TLS applications [50], the method based on Nearest Neighbour Analysis. One of the developed methods is calculating the so-called Clark Evans statistics. The Clark Evans test is designed for areas with simple boundaries, preferably close to the square, because with the increase of irregularities of the area, the length of boundaries increases, which intensifies the boundary effect. Authors of this method showed that for a homogeneous Poisson distribution, for which the spatial process is isotropic, the average closest distance to the neighbouring object depends only on the density of events in a given area and is:

\[ r_{exp} = \frac{1}{2} \sqrt{\frac{N}{TSP_n}} \]  

(5)

where \( N \) is the number of points in the distribution, and \( TSP_n \) is the theoretical area of interest. Therefore, \( r_{exp} \) is the expected average distance between the nearest neighbours, as determined by the theoretical pattern being tested.

In turn, according to [51], \( r_{obs} \) is the observed average distance between the nearest neighbours. To measure the observed average distance between the nearest neighbours, we can calculate the distance between each point and all of its neighbour points. The shortest distance will be the nearest point.

The randomness of the empirical distribution is determined using, e.g., \( R \) statistic. The first step is to define the ratio of the average closest distance, observed to be the mean of the closest theoretical distance. It can be calculated as follows:

\[ R = \frac{r_{obs}}{r_{exp}} \]  

(6)

Knowing \( R_{scale} \), we can determine if the point pattern is more or less clustered than a random pattern. Of course, we have to determine the degree of this discrepancy, but generally we can claim that the smaller the \( R \) values \((r_{obs} < r_{exp})\), the more clustered the patterns. The \( R_{scale} \) ranges from completely clustered \((R = 0)\) to random \((R = 1)\) and, finally, to dispersed \((R = 2.49)\) [51].

For the current analysis, \( r_{obs} \) can be associated with \((PC_{Res})\) for measured data with \( SP_n \) empirical value, and \( r_{exp} \) is calculated for the theoretical, expected surface of the square.

Using \( R \) statistic, we should know the extent to which the observed average distance differs from the expected average distance by comparing it with the standard error \( SE_r \). Following this, we can define a calculated difference to be statistically significant when:

\[ \text{Probability (}<0.05\%) = (-1.96 \times SE_r, +1.96 \times SE_r) \]  

(7)

To calculate \( SE_r \), we use:

\[ SE_r = \frac{0.26136}{\sqrt{N^2/TSP_n}} \]  

(8)

Knowing this, we can see how the difference is compared with it by calculating a standardized \( Z \) score:

\[ Z_R = \frac{r_{obs} - r_{exp}}{SE_r} \]  

(9)

If \( Z_R > 1.96 \) or \( Z_R < -1.96 \), we can say that the calculated difference between the observed pattern and the random pattern is statistically significant. Otherwise, although it may look somewhat clustered or dispersed visually, the pattern is not significantly different from a random pattern. Additionally, the \( Z_R \) sign indicates the tendency of the pattern to be clustered or dispersed.

For further analysis, \( R_{scale} \) classification is used to determine if points are close to the regular distribution \((P_R)\) or have a tendency to be clustered or dispersed \((P_{NR})\).

Knowing the point distribution, we can decide which variant would be useful for a particular target scan.
3.4. STEP III—Checking the Conditions and Parameters

Knowing all point cloud parameters for each checkerboard field separately, we can choose the proper variant of target centre calculation. We assume that there must be more than two points in each field. If at least one of the fields fulfils the conditions shown below, a particular variant is chosen to calculate the target centre:

1. Variant I:
   \[ SRC_1 \cup SRC_2 \cap P_R \] (COND.1)
   \[ SRC_1 \cap P_{NR} \] (COND.2)

   In this simple case, the surface area ratio is at least 95%, and points are close to the regular distribution.

2. Variant II:
   \[ SRC_2 \cap P_{NR} \] (COND.3)
   \[ SRC_3 \cap P_R \cup P_{NR} \] (COND.4)

   This variant is adequate for fields with a lower surface area ratio (<68–95%) and points with a tendency to be clustered or have a dispersed distribution (RScale \( \neq \) 1), or generally, for fields with a very low surface ratio (68–33%).

3. Variant III:
   \[ SRC_4 \cap P_R \cup P_{NR} \] (COND.5)

   This variant is suitable for cases when at least one of the checkerboard fields has a very low SR (below 33%).

Reassuming the above conditions, we can write them into a table (Table 2):

| SRC_1 | SRC_2 | SRC_3 | SRC_4 |
|-------|-------|-------|-------|
| P_R   | I     | I     | II    |
| P_{NR} | I   | II    | III   |

As shown in the results, the choice of the variant depends on the quality of the point clouds.

3.5. STEP IV—Solution Variants

According to the scheme in Figure 6, there are several options for point cloud processing. All of them are first based on the Surface Area Ratio and the calculation of other parameters, and then on the weighting of particular point sets. In this way, the variants are also closely related to the quality (completeness, resolution, and number of points) of point clouds, representing each square of the target.

**Variant I—regular, high-resolution point cloud**

The first solution (Figure 6) is the best possible variant, as the Surface Area Ratio (SR) must be higher than 95%. If both compatibility tests reach high values, the target centre can be determined by means of simply calculating the mass centre of all the points of the target (\( p_i \)):

\[
S^{-x} = \frac{1}{N_x} \sum_{i=1}^{N_x} p_{xi} \quad S^{-y} = \frac{1}{N_y} \sum_{i=1}^{N_y} p_{yi} \quad S^{-z} = \frac{1}{N_z} \sum_{i=1}^{N_z} p_{zi}
\]

(10)

where \( S^{-x} \)—mean for X coordinate, \( S^{-y} \)—mean for Y coordinate, and \( S^{-z} \)—mean for Z coordinate.

Otherwise, the point should be processed with one of the variants proposed below.
Variant II—regular or irregular scan points of a lower quality

In this variant, it is assumed that the target is scanned “in its entirety,” but with a low density or unfavourable distribution of points (Figure 7b,c). This introduces an error or makes it impossible to select the centre. It is then necessary either to reconstruct the target or to determine the point that will represent the target centre in the most precise manner. Nevertheless, the surface area ratio should not be lower than 33% ($SRC_2$ or $SRC_3$).

In discussing this solution, the following parameters will be taken into consideration: $PC_N$, $PC_D$ and point cloud surface area ratio ($SR$), in order to determine the influence of particular field (square) points for target reconstruction.

First, the centres of point clouds (Formula (8)) from each field are calculated ($S_{P_1}$, $S_{P_2}$, $S_{P_3}$, $S_{P_4}$). Subsequently, the number of points ($PC_N$) and cloud density ($PC_D$) are determined for each “square”. Based on those values, weights assigned to each mean of the fields are calculated, according to the following procedure.

Weighting the Parameters

In this solution, nonparametric statistic ranking method is used. For each of the four fields, the degree of fulfilment of the maximum for the given parameter condition ($PC_N$, $PC_D$, $SR$) is determined. Every condition may be fulfilled, in a range from 1 to 4, with a unit step determined as the Compliance Level ($CL$). Then, subsequent levels of fulfilment of the given condition for each square ($P_n$) are added together, resulting in $CLP_n$. Next, based on the obtained values, the impact of every field on the total projection of the target is determined. This will constitute the weight, which will be assigned to each mass centre of the individual field at the time of the final determination of the target centre.

Weights of the individual squares ($WP_n$) are calculated by normalising the obtained $CL$ sums. Earlier, the normalising coefficient ($NC$) is calculated on the basis of the following formula:

$$NC = \frac{1}{\sum_{i=1}^{n} CLP_n}$$

(11)

Therefore, the new values of the target centre coordinates ($X'$, $Y'$, $Z'$) are calculated on the basis of the weighted mass centres of all the fields:

$$X' = \frac{X_{P_1}WP_1 + X_{P_2}WP_2 + X_{P_3}WP_3 + X_{P_4}WP_4}{WP_1 + WP_2 + WP_3 + WP_4}$$

$$Y' = \frac{Y_{P_1}WP_1 + Y_{P_2}WP_2 + Y_{P_3}WP_3 + Y_{P_4}WP_4}{WP_1 + WP_2 + WP_3 + WP_4}$$

$$Z' = \frac{Z_{P_1}WP_1 + Z_{P_2}WP_2 + Z_{P_3}WP_3 + Z_{P_4}WP_4}{WP_1 + WP_2 + WP_3 + WP_4}$$

(13)

An example of this step is shown in Table 3.

The fields that, in the “impact ranking,” have the smallest values—have also the smallest weights assigned to the resultant calculations.
Table 3. List of parameters for individual fields for regular, good quality target scans (142) and for irregular, incomplete target scans (97).

| Target 142 (Good Quality) B and W Polygons Parameters | Target 142 (Good Quality) B and W Polygons CL and Weights |
|--------------------------------------------------------|----------------------------------------------------------|
| Surface Area | Number of Points | Density | $P_1$ | $P_2$ | $P_3$ | $P_4$ |
| $P_1$ | $P_1$ | $P_2$ | 4 | 4 | 3 | 1 |
| $P_3$ | $P_2$ | $P_3$ | 4 | 3 | 3 | 1 |
| $P_2$ | $P_3$ | $P_1$ | 2 | 2 | 2 | 1 |
| $P_4$ | $P_4$ | $P_4$ | WP1 = 0.33 | WP2 = 0.30 | WP3 = 0.27 | WP4 = 0.10 |

| Target 97 (Low Quality) B and W Polygons Parameters | Target 97 (Low Quality) B and W Polygons CL and Weights |
|--------------------------------------------------------|----------------------------------------------------------|
| Surface Area | Number of Points | Density | $P_1$ | $P_2$ | $P_3$ | $P_4$ |
| $P_4$ | $P_4$ | $P_4$ | 3 | 3 | 1 | 4 |
| $P_1$ | $P_1$ | $P_2$ | 3 | 2 | 1 | 4 |
| $P_2$ | $P_2$ | $P_1$ | 2 | 2 | 1 | 4 |
| $P_3$ | $P_3$ | $P_3$ | WP1 = 0.27 | WP2 = 0.23 | WP3 = 0.10 | WP4 = 0.40 |

Variant III—irregular scan points, low completeness level

Targets are scanned with a low resolution or are incomplete (missing centre points or most edge points, SRC$_4$). In this approach, the edge points of the set of points of individual polygons and the “inner extreme points” are first determined (circled in white in Figure 9a and in orange in Figure 9b). These points belong to the corners of each of the checkerboard fields (squares/polygons) and are the closest points to the target centre.

Figure 9. Examples of the “inner extreme points” of the target point cloud (a) regular points; (b) irregular and missing points.

These points are selected from the set of boundary points by determining the minimum and maximum of the set (1). Next, the mass centre ($S^-$) of all the points representing the entire target (all fields) is determined. Then, the Euclidean distances from $S^-$ to the neighbouring points $p_n$ (Figure 10) are calculated $d[S^-, p_n]$. 
These points belong to the corners of each of the checkerboard fields (squares/polygons) and are the closest points to the target centre.

Figure 9. Examples of the “inner extreme points” of the target point cloud (a) regular points; (b) irregular and missing points.

These points are selected from the set of boundary points by determining the minimum and maximum of the set (1). Next, the mass centre \( S_i \) of all the points representing the entire target (all fields) is determined. Then, the Euclidean distances from \( S_i \) to the neighbouring points \( p_n \) (Figure 10) are calculated \( d|S_i, p_n| \).

Figure 10. Example of the nearest neighbour analysis for inner extreme points.

Points are accepted as internal extreme points (IEP) if:

\[
d|S_i - p_n| \leq 1.96 \text{ SD} \quad \text{(COND.6)}
\]

If the number of points with similar or identical distance and scan resolution is lower than 4, the inner extreme points cannot serve as the basis for directly identifying the target centre (Figure 10). They will then be subject to weighting on the basis of the surface areas of individual squares (\( SP_1 \)). The centre points are assigned the weights, calculated as in variant II, with the difference that the “inner extreme points,” instead of mass centres, are weighted in this variant.

4. Results and Discussion

As depicted in the introduction of this paper, point cloud-based solutions were considered in the development of the approach. The developed approach is applied to a few datasets within the same scan project in order to draw conclusions regarding the degree of automation and the transferability of the approach.

The subject of the assessment was the geometric quality of the target centre identification using different methods. The assessment of the proposed approach is divided into two parts: assessment relative to the reference (terrain) measurements and assessment relative to different methods—manual point identification, mean of all points, and the automatic detection of the target centre.

In the experiment, over 20 different types of targets, acquired from different scan stations of a lower quality, were used.

A proposed workflow (Figure 6) has been calculated for all of the chosen points. Part of the results are described briefly below. First, all cloud parameters for each target field were defined. Then, Surface Area Ratio and Rscale classification were conducted. In Table 4, the results for the chosen targets are presented.
Table 4. Results of surface and regularity tests for the chosen targets.

|         | 97 s 27 | 97 s 26 | 99 s 27 | 99 s 26 | 106 s 28 | 104 s 28 | 106 s 27 | 92 s 26 |
|---------|---------|---------|---------|---------|---------|---------|---------|---------|
| r obs   | 0.014   | 0.037   | 0.024   | 0.043   | 0.061   | 0.015   | 0.041   | 0.022   |
| r exp   | 0.009   | 0.017   | 0.013   | 0.020   | 0.028   | 0.010   | 0.021   | 0.010   |
| Rscale  | 1.60    | 2.15    | 1.82    | 2.15    | 1.49    | 1.90    | 2.00    | 1.63    |
| PC      | 105     | 27      | 63      | 20      | 10      | 219     | 20      | 55      |
| Z score | 20.030  | 3.976   | −0.806  | 0.745   | 5.963   | −4.773  | 8.520   | 1.391   |

For targets marked in grey, the Rscale is close to 2.15, and the validation of the statistic, the Z score, indicates a regular point pattern.

Next, for all targets, new centres are calculated. In Figure 11, an example of the workflow results for two of the targets (97 and 106) is presented. The abbreviations indicate the centres identified with different solutions: MV—mass centre of all target points, WV—target centre determined by variant II, WIP—by variant III, MAN—manual identification of the target centre, and AUTO—automatic detection of the centre. Polygons represent the detected B&W checkerboard fields.

![Figure 11](image1.png)

**Figure 11.** The centres identified with different solutions: MV—mass centre of all target points, WV—target centre determined by the variant II approach, WIP—variant III, MAN—manual identification of the target centre, and AUTO—automatic. (a) Target 97 (regular, good quality), (b) target 106 (incomplete, irregular).

According to the conditions (COND.1-5), it can be seen that, for target 97, COND.1 indicates that variant I of the target centre solution should be used. Similarly, for target 106, COND.5 indicates that variant III of the target centre solution should be used. The numerical results are presented in the table below.

Due to the fact that the scanning data are measured in a different coordinate system from the reference data, the values of the distance between the target centres calculated on the basis of the designated coordinates were used for the purposes of control and comparative analysis. The values for the selected distances are presented in Figures 12 and 13. Differences in the distance lengths are presented as absolute values.
Figure 12. Accuracy check for the chosen targets.

When comparing the values listed in Figure 12, it can be seen that the values, obtained as a result of calculating the accuracy of the point clouds using the proposed methods, are close to those obtained by means of the total station measurements. The accuracy of the terrain measurements reaches a standard deviation of 3–4 mm. The smallest differences are in the distances calculated on the basis of coordinates, determined with two variants of the weighted mean method (WV and WIP). In the case of targets scanned with a good quality (141, 142, and 156), the smallest discrepancies are observable for the WV method, ranging from 1 to 18 mm, and for targets with an assumed lower accuracy (158), the accuracies are even higher (in the range of 1 and 10 mm). The results are comparable to the accuracies obtained by the manual measurement (MAN) and ranges from 0 to 17 mm. The means and standard deviations for both methods do not exceed 10 mm.

It can therefore be concluded that the results of the proposed methods for the automatic identification of the target centre are close in accuracy to those of the manual measurement. At the same time, in comparison with other automatic methods of checkerboard target centre detection, they are approximate 40% more accurate.

Similar comparisons have been conducted for targets with assumed low-quality scans. Different configurations of distances between these points and points of better quality were calculated. The results are shown in Figure 13.

Figure 13. Accuracy check for the chosen low-quality targets.

Again, the results of the proposed methods for the improvement of the automatic identification of the target centre are close in accuracy to those of the manual measurement and particularly in those cases when automatic detection is impossible. The standard deviation ranges from 9 to 17 mm for the proposed methods, while using other methods, it ranges from 5 to 7 mm.

The adequate choice of the variant determines the quality of the results. This is particularly visible in the case of points 97 and 99. According to COND.1-5, targets 97 and 99 (s26) should be calculated using variant III. Indeed, the discrepancy in the distance between these two points is critically lowest.

Some other examples of final results using different variants in different targets are shown below (Figure 14). Methods of target centre determination are color-coded: black—automatic, yellow—manual, red—mean value/mass (variant I), orange—weighted mean value (variant II), green—weighted inter extreme points (WIP).
In the upper-right corners of each target, the Surface Area Ratio class, $R_{scale}$ class and preferred variant are given. In almost all cases, the proposed original methods gave better results in target centre identification than the automatic or manual methods.

5. Conclusions

The main goal of this work was to propose an easy and alternative method to improve target centre identification using weighted point cloud parameters. This could be useful in cases where there is no possibility of secondary measurement, when the number of targets is too low or the scans are of a low accuracy (distance too long or unfavourable scan angle). It could be helpful to improve the quality of target identification. Precise, fully automatic identification is not possible, but it is important to be aware of its quality, particularly in the context of further processing (georeferencing or registration). What is more, preliminary, initial semi-automatic centre detection can be improved using the proposed solutions.

The metrics for the assessment of the results were also proposed. First, modified Point Pattern Analysis and Surface Ratio classification were presented. The standard deviations related to the distance between test points and reference check points were proposed as a quality index. Therefore, weight-based approaches are proposed. These tools are essential for quality assessment and detection improvement, since a complete automation of target centre detection seems to be insufficient for poorly scanned targets. Thus, the developed approach responds positively to the three items considered, namely, the transferability, the degree of automation and the geometric quality. The results of the proposed methods for the automatic identification of the target centre are close in accuracy to those of the manual measurement. At the same time, the proposed methods checkerboard target centre
detection from low-quality point clouds are approximate 40% more accurate than automatic and manual methods. Further research will focus on improvement of proposed solutions mainly in automatic preliminary target shape sub-selection.

**Funding:** This research was funded by Faculty of Civil Engineering and Geodesy (Institute of Geodesy) Military University of Technology, supported by Statutory Research Program.

**Acknowledgments:** I thank the anonymous reviewers for their suggestions and comments that have improved the quality of the paper.

**Conflicts of Interest:** The author declares no conflict of interest.

**References**

1. Csanyi, N.; Toth, C. Improvement of LIDAR data accuracy using LIDAR-specific ground targets. *Photogramm. Eng. Remote Sens.* 2007, 73, 385–396. [CrossRef]

2. Kedzierski, M.; Fryskowska, A. Methods of laser scanning point clouds integration in precise 3D building modelling. *Measurement* 2015, 74, 221–232. [CrossRef]

3. Kedzierski, M.; Fryskowska, A.; Wierzbicki, D.; Dabrowska, M.; Grochala, A. Impact of the method of registering terrestrial laser scanning data on the quality of documenting cultural heritage structures. *Int. Arch. Photogramm. Remote Sens. Spat. Inf. Sci.* 2015, 40, 245–248. [CrossRef]

4. Fryskowska, A.; Walczykowska, P.; Delis, P.; Wojtkowska, M. ALS and TLS data fusion in cultural heritage documentation and modeling. *Int. Arch. Photogramm. Remote Sens. Spat. Inf. Sci.* 2015, 40, 147–150. [CrossRef]

5. Radziejewski, R.; Markiewicz, J.; Zawieska, D. Analysis of possibilities to apply laser scanning technology in investigations of industrial objects. In Proceedings of the 14th International Multidisciplinary Scientific Geoconference (SGEM), Albena, Bulgaria, 17–26 June 2014. [CrossRef]

6. Lachat, E.; Landes, T.; Grussenmeyer, P. The comparison of point cloud registration algorithms for better result assessment—Towards an open-source solution. *Int. Arch. Photogramm. Remote Sens. Spat. Inf. Sci.* 2018, XLII-2, 551–558. [CrossRef]

7. Elkhrachy, I.; Niemeier, W. Fitting sphere targets and their impact on data registration accuracy for terrestrial laser scanner. In Proceedings of the Fifth International Symposium “Turkish-German Joint Geodetic Days”, Berlin, Germany, 29–31 March 2006.

8. Markiewicz, J.S. The use of computer vision algorithms for automatic orientation of terrestrial laser scanning data. *Int. Arch. Photogramm. Remote Sens. Spat. Inf. Sci.* 2016, XLI-B3, 315–322. [CrossRef]

9. Tournas, E.; Tsakiri, M. Automatic 3D point cloud registration for cultural heritage documentation. In Proceedings of the Laser Scanning 2009, IAPRS, Paris, France, 1–2 September 2009; Volume 63.

10. Besl, P.; Meckay, N. A method for registration of 3-d shapes. *IEEE Trans. Pattern Anal. Mach. Intell.* 1992, 14, 239–256. [CrossRef]

11. Champleboux, G.; Lavalle, S.; Szeliski, R.; Brunie, L. From accurate range imaging sensor calibration to accurate model based 3-D object localization. In Proceedings of the IEEE Conference on Vision and Pattern Recognition, Champaign, IL, USA, 15–18 June 1992.

12. Chen, Y.; Medioni, G. Object modeling by registration of multiple range images. *IEEE Int. Conf. Robot. Autom.* 1991, 3, 2724–2729.

13. Menq, C.H.; Yau, H.T.; Lai, G.Y. Automated precision measurement of surface profile in cad-directed inspection. *IEEE Trans. Robot. Autom.* 1992, 8, 268–278. [CrossRef]

14. Zhang, Z. Iterative point matching for registration of free-form curves and surfaces. *Int. J. Comput. Vis.* 1994, 13, 119–152. [CrossRef]

15. Wild, M.; Pomerleau, F.; Colas, F. Recent Development of the Iterative Closest Point (ICP) Algorithm, An Overview of the Years 2002 to 2007; Autonomous systems lab report; ETH Zurich: Zurich, Switzerland, 2010.

16. Bang, K.I.; Habib, A.F.; Kusevic, K.; Mrstik, P. Integration of terrestrial and airborne lidar data for system calibration. *Int. Arch. Photogramm. Remote Sens. Spat. Inf. Sci.* 2008, 62, 391–398. [CrossRef]

17. Zinszer, T.; Schmidt, J.; Niemann, H. A Refined ICP Algorithm for Robust 3-D Correspondence Estimation. In Proceedings of the 2003 International Conference on Image Processing, Barcelona, Spain, 14–17 September 2003; Volume 3, pp. 695–698. [CrossRef]
18. Bae, M.; Lichti, D. A method for automated registration of unorganised point clouds. *ISPRS J. Photogramm. Remote Sens.* 2008, 63, 36–54. [CrossRef]

19. Wang, J.; Zhao, M.; Chen, W. MIM_SLAM: A Multi-Level ICP Matching Method for Mobile Robot in Large-Scale and Sparse Scenes. *Appl. Sci.* 2018, 8, 2432. [CrossRef]

20. He, Y.; Liang, B.; Yang, J.; Li, S.; He, J. An Iterative Closest Points Algorithm for Registration of 3D Laser Scanner Point Clouds with Geometric Features. *Sensors* 2017, 17, 1862. [CrossRef] [PubMed]

21. Altuntas, C.; Yildiz, F.; Scaiioni, M. Laser Scanning and Data Integration for Three-Dimensional Digital Recording of Complex Historical Structures: The Case of Mevlana Museum. *ISPRS Int. J. Geo-Inf.* 2016, 5, 18. [CrossRef]

22. Alba, M.; Roncoroni, F.; Scaiioni, M. Investigations about the Accuracy of Target Measurement for Deformation Monitoring. *Int. Arch. Photogramm. Remote Sens. Spat. Inf. Sci.* 2008, 37 Pt B, 1053–1059.

23. Lichti, D.D.; Stewart, M.P.; Tsakiri, M.; Snow, A.J. Benchmark Tests on a Three-dimensional Laser Scanning System. *Geomat. Res. Australas.* 2000, 72, 1–23.

24. Gordon, S.J.; Lichti, D.D. Terrestrial laser scanners with a narrow field of view: The effect on 3D resection solutions. *Surv. Rev.* 2004, 37, 448–468. [CrossRef]

25. Lichti, D.D.; Stewart, M.P.; Tsakiri, M.; Snow, A.J. Calibration and testing of a terrestrial laser scanner. *Int. Arch. Photogramm. Remote Sens.* 2000, 58, 485–492.

26. Bezděk, J.C. Pattern Recognition with Fuzzy Objective Function Algorithms; Plenum Press: New York, NY, USA, 1981.

27. Valanis, A.; Tsakiri, M. Automatic target identification for laser scanners. In Proceedings of the XXth ISPRS Congress, Istanbul, Turkey, 12–23 July 2004; Volume 55.

28. Jutzi, B.; Gross, H. Normalization of LiDAR Intensity Data Based on Range and Surface Incidence Angle. *Int. Arch. Photogramm. Remote Sens. Spat. Inf. Sci.* 2009, 38, 213–218.

29. Wang, Z.; Brenner, C. Point based registration of terrestrial laser data using intensity and geometry features. *Int. Arch. Photogramm. Remote Sens. Spat. Inf. Sci.* 2008, 37 Pt B5, 583–590.

30. Fryskowska, A. Accuracy assessment of point clouds geo-referencing in surveying & documentation of historical complexes. *Int. Arch. Photogramm. Remote Sens. Spat. Inf. Sci.* 2017, 42, 161–165. [CrossRef]

31. Scaiioni, M. Direct Georeferencing of TLS In Surveying of Complex Sites. *Remote Sens. Spat. Inf. Sci.* 2005, 36, 8.

32. Fan, L.; Smethurst, J.A.; Atkinson, M.P.; Powrie, W. Error in target-based georeferencing and registration in terrestrial laser scanning. *Comput. Geosci.* 2015, 83, 54–64. [CrossRef]

33. Target Alignment Guidelines for Laser Scanners. Available online: https://knowledge.faro.com/Software/FARO_SCENE/SCENE/Target_Alignment_Guidelines_for_Laser_Scanners (accessed on 30 January 2018).

34. Principle of Detection of Checkerboard Targets in FARO Scene. Available online: http://www.laserscanning-europe.com/en/principle-detection-checkerboard-targets-faro-scene (accessed on 30 January 2018).

35. Testing of Laser Scanning Checkerboard Targets—A comparison of targets. Available online: http://www.laserscanning-europe.com/en/news/testing-laser-scanning-checkerboard-targets-comparison-targets (accessed on 30 January 2018).

36. Lichti, D.; Pfeifer, N. *Introduction to Terrestrial Laser Scanning*; Calgary University: Calgary, AB, Canada, 2008.

37. Blaszczak-Bak, W.; Koppanyi, Z.; Toth, C. Reduction Method for Mobile Laser Scanning Data. *ISPRS Int. J. Geo-Inf.* 2018, 7, 285. [CrossRef]

38. Janowski, A.; Szulwic, J.; Tysiak, P.; Wojtowicz, A. Airborne and Mobile Laser Scanning in Measurements of Sea Cliffs on The Southern Baltic. In Proceedings of the Science and Technologies in Geology, Exploration and Mining, SGEM, Albena, Bulgaria, 18–24 June 2015; Volume 2. [CrossRef]

39. Blaszczak-Bak, W.; Janowski, A.; Srokosz, P. High performance filtering for big datasets from Airborne Laser Scanning with CUDA technology. *Surv. Rev.* 2016, 50, 262–269. [CrossRef]

40. Głowienka, E.; Michalowska, K.; Hejmanowska, B.; Mikrut, S.; Kramarczyk, P.; Strus, A.; Opalinski, P. 4D Reconstruction and Visualisation of Krakow Fortress. In Proceedings of the Baltic Geodetic Congress (Geomatics), Gdansk, Poland, 22–25 June 2017. [CrossRef]

41. Schnabel, R.; Wahl, R.; Klein, R. Efficient RANSAC for Point-Cloud Shape Detection. *Comput. Graph. Forum* 2007, 26, 214–226. [CrossRef]
42. Schaer, P.; Skaloud, J.; Landtwing, S.; Legat, K. Accuracy estimation for laser point cloud including scanning geometry. In Proceedings of the International Symposium on Mobile Mapping Technology, Padua, Italy, 29–31 May 2007.
43. Wilinska, M.; Kedzierski, M.; Zaplata, R.; Fryskowska, A.; Delis, P. Noninvasive methods of determining historical objects deformation using TLS. *Struct. Anal. Hist. Constr.* 2012, 3, 2582–2588.
44. Kazimierski, W.; Stateczny, A. Adjusting multiple model neural filter for the needs of marine radar target tracking. In Proceedings of the International Radar Symposium, International Radar Symposium (IRS 2011), Leipzig, Germany, 7–9 September 2011; pp. 617–622.
45. Kaasalainen, S.; Jaakkola, A.; Kaasalainen, M.; Krooks, A.; Kukko, A. Analysis of Incidence Angle and Distance Effects on Terrestrial Laser Scanner Intensity: Search for Correction Methods. *Remote Sens.* 2011, 3, 2207–2221. [CrossRef]
46. Lubczonek, J. Location determination of radar sensors by using LIDAR data. In Proceedings of the 2017 Baltic Geodetic Congress (Geomatics), Krakow, Poland, 10–12 May 2017. [CrossRef]
47. Blaszczak-Bak, W.; Janicka, J.; Sobieraj-Zlobiska, A. Applying RANSAC Algorithm for Fitting Scanning Strips from Airborne Laser Scanning. *Civ. Environ. Eng. Rep.* 2016, 23, 29–42. [CrossRef]
48. Ziolkowski, P.; Szulwic, J.; Miskiewicz, M. Deformation Analysis of a Composite Bridge during Proof Loading Using Point Cloud Processing. *Sensors* 2018, 18, 4332. [CrossRef] [PubMed]
49. Andrew, A.M. Another Efficient Algorithm for Convex Hulls in Two Dimensions. *Inf. Proc. Lett.* 1979, 9, 216–219. [CrossRef]
50. Krishna Moorthy Parvathi, S.; Calders, K.; Brugnera, M.; Schnitzer, S.; Verbeeck, H. Terrestrial laser scanning to detect liana impact on forest structure. *Remote Sens.* 2018, 10, 810. [CrossRef]
51. Lee, J.; Wong, D. Pattern Detectors. In *Statistical Analysis with ArcView GIS*; John Wiley & Sons: New York, NY, USA, 2001; 192p, ISBN 13: 978-0471348740.

© 2019 by the author. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).