Sign Language Recognition from Digital Videos Using Deep Learning Methods
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Abstract. In this paper, we investigate the state-of-the-art deep learning methods for sign language recognition. In order to achieve this goal, Capsule Network (CapsNet) is proposed in this paper, which shows positive result. We also propose a Selective Kernel Network (SKNet) with attention mechanism in order to extract spatial information. Sign language as an important means of communications, the problems of recognizing sign language from digital videos in real time have become the new challenge of this research field. The contributions of this paper are: (1) The CapsNet attains the accuracy of overall recognition up to 98.72% based on our own dataset. (2) SKNet with attention mechanism is able to achieve the best recognition accuracy 98.88%.
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1 Introduction

Gesture plays an important role in our daily conversation. Sign language is an organized form of gestures, including lip movements and gestures. Moreover, it uses symbols in visual space instead of oral communications and voice patterns.

Sign language recognition is regarded as a part of behavior recognition, it is a cooperative research field which is related to pattern recognition, computer vision, etc. The term of sign language recognition refers to the whole process of tracking human gestures, recognizing the representations, and converting them into semantically meaningful commands [1]. For the traditional approaches in sign language/gesture recognition, it includes three stages: Detection, tracking, and recognition to complete the most of hand talks [1–5]. Moreover, hand detection and segmentation of the corresponding image area is the primary task of the gesture recognition system. This segmentation is critical because it separates the task-related data from the image background and then passes it to the subsequent tracking and recognition stage. Therefore, the traditional approaches are time consuming, required multiple pre-processing steps.

In this paper, we implement and investigate multiple sign language recognition models, which are time efficiency and achieve high performance in model training and testing.
Moreover, the model has shown the capabilities to implement sign language recognition, how to make the model more stable and robust for sign language recognition has become a new challenge of this study. In summary, this paper aims to develop an accurate deep learning method to conduct sign language recognition without any interruptions. As the outcome of this paper, we hope to achieve over 90% accuracy for sign language recognition in real time.

Our contribution of this paper is to adopt the deep learning-based model to achieve sign language recognition by using capsule network (CapsNet). Moreover, an RTX 2080Ti GPU is used to accelerate the training process so as to achieve the efficiency.

The remaining parts of this paper are organized as follows: The related work will be described in Sect. 2. Our method will be explicated in Sect. 3. In Sect. 4, we showcase our experimental results. Finally, the conclusion and future work of this paper will be delineated and envisioned in Sect. 5.

2 Related Work

In the past decades, with the growth of computing capacity and computational speed, deep learning methods with its derived neural networks have attracted wide attention in visual object detection, which have opened up a new era of computer vision [6–9]. As the state-of-the-art technology, deep learning (DL) becomes more and more popular because of its superiority to conventional machine learning. Deep learning methods [10, 11] were implemented not only for vision-based object detection, but also for text-based natural language processing (NLP) as well as speech recognition. Moreover, deep learning as an end-to-end model normally does not require low-level processing which is able to cut off human labor and gain time efficiency though the training is costly.

The deep neural networks (DNNs) [11, 12] encapsulate hidden layers, the pretraining method is utilized to resolve the problems of optimal local solution. In the neural network model, the number of hidden layers increases with the “depth”. The most advanced methods rely heavily on artificial neural networks, such as convolutional neural networks (CNNs), single shot multibox detector (SSD), you only look once (YOLO) etc. In addition, deep learning includes both supervised and unsupervised learning [13]. Apparently, the work clearly unfolds the differences between deep neural networks and shallow neural networks in various aspects [14].

CNN as a type of DNNs [15] is derived by combining digital image processing and artificial neural networks. The traditional CNN includes multiple convolutional layers and pooling operations, the outputs of convolutional layers are extracted as the feature maps which are flattened and fed to fully connected layer. As an active research area in computer vision, sign language recognition has successfully exploited by adopting CNN and achieved the outstanding results [7, 16].

2D CNN based on the single frame has been employed to extract feature maps and conduct temporal information to recognize gestures [17, 18]. Moreover, 2D CNN is expanded to 3D CNN [19–21] so as to learn the motion features by adopting 3D filters in the convolutional layers, which show the positive results for recognizing hand gestures. CNN model was proposed to detect and segment hands in both unlabeled and synthetic dataset, which achieved 82% accuracy based on segmentation and detection [22].
The CNN network has been well investigated to solve the image classification and recognition tasks. Moreover, it also has been investigated and implemented for sign language recognition in recent years. A CNN-based method was proposed with Gaussian skin color model and background subtraction to achieve gestures recognition from the camera images. The Gaussian skin color model controlled the influence of light on skin color, and the non-skin color of image is filtered out directly, which has 93.80% accuracy from a given dataset [23]. A two-stage CNN architecture (HGR-Net) was given, where the first stage was proposed to determine the region of interest by performing pixel-level semantic segmentation, the second stage is to recognize hand gesture [24]. Moreover, the combination of fully convolutional residual network with spatial pyramid pooling was adopted at the first stage, the result shows that proposed architecture improves 1.6% accuracy for recognition by using OUHands dataset.

A deep convolutional network was proposed with multidimensional feature learning approach (MultiD-CNN) to recognize the gestures from the RGB-D videos [25]. The method took use of 3D ResNet for training a model with both spatiotemporal features, the long short-term memory (LSTM) for processing temporal dependencies and the proposed method is outperformed compared with the previous methods based on different datasets. Chen et al. implemented the spatiotemporal attention with dynamic graph constructed (DG-STA) method to achieve hand gesture recognition. It took advantage of fully connected graph and self-attention mechanism to learn the node features and edges from the hand skeleton, a novel spatiotemporal mask is applied to reduce the computational cost. According to the experimental results, DG-STA method achieved the superior performance compared with others for recognizing hand gestures [26].

A deep-learning-based method was proposed by adopting two ResNet CNNs and soft attention with fully connected layer to recognize dynamic gestures. Moreover, a method was proposed to condense a digital video into a single RGB image and passed to the model for the final classification. The experimental result based on public datasets shows that the proposed method is able to improve the accuracy compared with other methods [27]. Three representations of depth sequences are constructed, which includes dynamic depth images (DDI), dynamic depth normal images (DDNI), and dynamic depth motion normal images (DDMNI) from the depth maps to capture the spatiotemporal information by adopting the bidirectional rank pooling, the CNNs-based model is considered to achieve gesture recognition. The proposed model was evaluated based on large-scale isolated gesture recognition at the ChaLearn LAP challenge 2016 and the model was achieved the growth of 16.34% accuracy on the IsoGD dataset [28].

Two different deep learning methods were fused to achieve gesture recognition. The convolutional two-stream consensus voting network (2SCVN) to explicitly simulate the short-term and long-term structures of RGB sequences, and 3D Depth-Saliency CNN stream (3DDSN) was used to present the motion features. The proposed methods have been evaluated based on ChaLearn IsoGD dataset with 4.47% growth of accuracy compared with other models in 2016 [29]. Molchanov et al. designed a dynamic hand gesture recognition method by adopting a recurrent 3D CNN model. Four kinds of visual data were fused to boost the recognition rate, which includes RGB, depth, optical flow and stereo IR. The proposed model achieved the positive accuracy rate based on ChaLearn dataset, which has 1% growth compared with other models [20]. A hand
gesture recognition and identification model was proposed based on the two-stream CNNs, the depth map and optical flow as the inputs were utilized in this method. The proposed model has 18.91% accuracy improvement based on MSR Action3D dataset compared with the relevant models [18].

Rastgoo et al. set forth the model for hand sign language recognition by utilizing the restricted Boltzmann machine (RBM) for visual data. The model took use of RGB and depth as the input: Original image, cropped image, and noisy cropped image. The CNN is used to detect the hand in each image, three forms of the detected hand images are generated to the RGB and depth will be inputted to the RBM. The output of the RBM will be fused to recognize the sign label. As the result, the proposed model has been able to achieve significant improvement based on four different public datasets compared with the state-of-the-art models [30]. After the RBM model, Rastgoo et al. proposed a deep cascaded model for sign language recognition from the videos in 2020. The model employed three spatial features: Hand features, extra spatial hand relation (ESHHR), and hand pose (HP) features which were fused in the model and feed into the LSTM for temporal feature extraction. The SSD model was also adopted for hand detection. The proposed model was evaluated based on IsoGD dataset, which achieved 4.25% accuracy improvement compared with others [31].

3 Our Method

CNN is good at capturing the existence of features, because the convolution structure was designed for this purpose. However, CNN is unable to explore the relationship between each feature attributes, such as relative positions, size, and direction of the feature etc. Thus, Sabour et al. firstly proposed a new deep learning network that is much effective for image processing, which called capsule network (CapsNet) [32]. It combines the advantages of CNN structure and takes into account the relative position, angle and other information that are missing from the CNN, thereby improving the recognition effect. The CapsNet structure contains two main components, which are primary capsule and digital capsule.

Capsule is a group of neurons whose input and output vectors represent the parameters of a specific type like the probability of occurrence of objects, conceptual entities, etc. It took use of the length of input and output vectors to represent the probability of the existence of the entity, the direction of a vector represents the instantiation parameters. Capsules of the same level predict the instantiation parameters of higher-level capsules through the transformation matrix. The higher-level capsules become active, if the multiple predictions are consistent. The activity of the neurons in an active capsule represents the various attributes of the specific entities that are appearing in the image, which contains the parameters, such as posture (position, size, direction), deformation, speed, reflectivity, color, texture, etc. The lengths of the output vectors represent the probability of an entity, its range is between [0, 1]. A nonlinear function called “squashing” was proposed to ensure that the length of the short vector is reduced to almost zero, while the length of the long vector is compressed. The following equation is the
expression of the non-linear function:
\[
V_j = \frac{\|S_j\|^2}{1 + \|S_j\|^2} S_j
\]

where \(V_j\) represents the vector output of capsule \(j\), \(S_j\) denotes the total input. Moreover, the total input \(S_j\) is a weighted sum over all predicted vectors from the capsules, which acquired by multiplying the vector output \(u_i\) from capsule in the layer below by the weight matrix \(W_{ij}\).

\[
S_j = \sum_i c_{ij} \hat{u}_{j|i}
\]

where \(c_{ij}\) represents coupling coefficients, which are updated and determined iteratively by the dynamic routing process.

A spatial attention-based model SKNet is put forward \cite{33} in this paper to recognize sign language, which explicates the positive results than previous deep learning models. Regarding the spatial attention, its focus is on where the information is. The Eq. (3) shows how to calculate the spatial attention:

\[
M_s(F) = \sigma \left( f^{7\times7} \left( [\text{AvgPool}(F); \text{MaxPool}(F)] \right) \right)
\]

where \(\sigma(\cdot)\) is the sigmoid function, \(f^{7\times7}\) is a convolution operation with the filter size of \(7 \times 7\). The spatial attention module utilizes average-pooling and max-pooling operations along the channel axis and concatenates them to generate an efficient feature descriptor. Consequently, a convolution operation with a \(7 \times 7\) filter is applied to produce the feature maps, a sigmoid function for normalization is offered to yield the final feature maps.

A highly modularized deep learning network (ResNeXt) was recommended for image classification. It raises up accuracy without ramping up the complexity of the deep learning method, meanwhile it effectively cuts off the number of hyperparameters \cite{34}. The ResNeXt was motivated from the idea of VGG stacking blocks of the same shape and the split-transform-merge idea of the Inception model, which holds robust scalability and is able to meliorate the accuracy without substantially altering the complexity of the model. ResNeXt is similar to Inception, the both follow the “split-transform-merge” paradigm. However, in ResNeXt, the outputs of the paths are combined by addition operations, in Inception module, they are deeply concatenated. Each path in Inception module has bias from each other, while in the ResNeXt module, all paths follow the same topology. It replaces the three-layer convolution block of original ResNet model by using a parallel stack of blocks with the same topology, which uplifts the accuracy without significantly raising the number of the parameters.

Simultaneously, the hyperparameters are reduced because of topological structure of ResNeXt model. Moreover, cardinality in ResNeXt is the size of the set of transformation and an essential factor to the dimensions of depth and width. By adopting ResNeXt model, the training error is much lower compared with the ResNet parameters. Moreover, by extending the cardinality, the model is much efficient compared with only extending the network depth or width on the ResNet model, thus dips 1.6% error rate.
In sign language recognition, most of researchers investigated both spatiotemporal information to extract the motion features in time sequences. Thus, LSTM is considered in this paper. We take use of LSTM to acquire the temporal information from video frames and predict sign language. Moreover, CapsNet and LSTM are combined together in the end by adopting the class score fusion to achieve sign language recognition in this paper.

4 Experimental Results

In this paper, we create our own sign language dataset for the purpose of model testing and validation in this project. Our dataset contains nine video footages of four classes with the tags: Hello, Nice, Meet, You, which includes the sign language data captured by ourself with the static camera. The resolution of this dataset is $960 \times 564$. The dataset contains 3,596 frames in total, there are 2,500 frames chosen for model training, 1,096 frames were selected for model testing. Figure 1 shows the example of our own dataset.

Our focus of this paper is mainly on the proposed deep learning methods and its impact on our result outcomes. We chiefly took use of three different state-of-the-art deep learning methods to fulfil the sign language recognition. Moreover, an attention mechanism based on the SKNet and ResNeXt was verified in this paper. In Fig. 2, we demonstrate the result of sign language recognition from the video frames.

Figure 3 shows the training and validation losses by using adopted deep learning methods, especially SKNet, ResNeXt and its attention mechanism. From Fig. 3, we see that SKNet models are able to achieve 97.95% accuracy. Moreover, by combining the attention model with the SKNet net, the accuracy reaches to 98.88%. Compared with these two models, the accuracy grows 0.93%. ResNeXt individually achieved 97.82% accuracy with the assistance of our dataset; ResNeXt after combined with attention mechanism is able to earn 98.19% accuracy. In these experiments, it required large amount of computations, we chose the batch size 8 and learning rate 0.001. Moreover, the number of the epoch is set to 60. In Fig. 3, the green dots represent the training and validation accuracy, the red dots stand for the training and validation loss, and the x-axis denotes the number of epochs, the y-axis represents the accuracy/loss values.
Figure 4 shows the training/testing accuracy and loss by using CapsNet for sign language recognition. The CapsNet individually achieved 98.72% accuracy with the assistance of our dataset. Compared with the previous SKNet method, the accuracy grows 0.77%. Moreover, the orange line represents the training set; the blue line stands for the testing set; where the x-axis represents the training/test steps, the y-axis represents the training/test values. In our experiment, the number of iterations is set to 10,000, the batch size is 8, and the learning rate is 0.001.
Throughout our experiments, we took use of various deep learning methods to compare our experimental results. The deep learning models with attention mechanism are much stable and robust in sign language recognition. Table 1. shows the comparison of our deep learning models on sign language recognition by adopting our own dataset.

Figure 5 exhibits the sign language recognition of training/validation accuracy and loss by using LSTM, where the blue line denotes the training accuracy; the orange line denotes the training loss; the black dots denotes the training/validation accuracy and loss; the x-axis represents the number of iterations and the y-axis represents the values of the accuracy and loss. The LSTM attained 99.56% accuracy with the assistance of our dataset. In this experiment, due to the small dataset we use, the number of iterations is set to 380, the batch size is 4, and the learning rate is 0.001. We adopted CapsNet + LSTM model with class score fusion to fulfil this study.

In Table 1, SKNet net with attention mechanism shows positive results for sign language recognition. The network of SKNet with attention mechanism is able to get 98.88% accuracy which has 5.19% growth of the total accuracy compared with the
Table 1. The different deep learning methods on sign language recognition

| Our dataset       | Hello   | Nice    | Meet    | You     | Accuracy |
|-------------------|---------|---------|---------|---------|----------|
| DenseNet          | 95.23%  | 93.82%  | 95.28%  | 94.11%  | 94.61%   |
| ResNet            | 94.77%  | 93.27%  | 94.89%  | 91.83%  | 93.69%   |
| YOLOv3            | 94.35%  | 95.26%  | 96.71%  | 97.12%  | 95.86%   |
| YOLOv4            | 96.37%  | 97.49%  | 97.55%  | 98.35%  | 97.44%   |
| ResNeXt           | 96.87%  | 98.64%  | 98.25%  | 97.52%  | 97.82%   |
| ResNext + Attention | 97.63% | 98.66%  | 98.36%  | 98.11%  | 98.19%   |
| SKNet             | 97.89%  | 97.02%  | 97.93%  | 98.96%  | 97.95%   |
| SKNet + Attention | 98.91%  | 98.64%  | 98.93%  | 99.04%  | 98.88%   |
| YOLOv3 + LSTM     | 97.28%  | 97.79%  | 95.33%  | 95.28%  | 96.42%   |
| CapsNet           | 98.76%  | 98.96%  | 98.94%  | 98.22%  | 98.72%   |
| CapsNet + LSTM    | 99.24%  | 98.53%  | 99.45%  | 98.62%  | 98.96%   |

traditional deep learning Resnet model. CapsNet for sign language recognition reaches 98.72% accuracy. Moreover, LSTM was adopted to extract the temporal information from the video frames and the CapsNet was employed to extract the spatial information. Finally, we combined these two deep learning models with score fusion which shows the positive result for sign language recognition. In this paper, by combining CapsNet with LSTM we are able to achieve 98.96% total accuracy of recognition rate, which has 2.54% increasing compared with YOLOv3 + LSTM and 0.24% growth compared with only extracting spatial information by adopting CapsNet.

5 Conclusion and Future Work

In this paper, we have proffered CapsNet-based deep learning model to achieve sign language recognition. Through the experiments, deep learning model is well implemented to achieve our goal. The CapsNet model shows positive results for sign language recognition, which has 0.77% growth of accuracy by using the SKNet. The SKNet with attention mechanism attains the highest recognition accuracy 98.88%.

From the outcomes, we see that most of the traditional deep learning models could be extended through either depth or width of the layers to improve the accuracy of the model and make the model more robust and stable. The convolution-based deep learning showcases that without increasing the complexity of the parameters, the model will be efficient and accurate. Moreover, by adopting the attention mechanism in the convolution-based deep learning methods, it shows the positive results in sign language recognition. Meanwhile, CapsNet model is also outperformed in this paper compared with other traditional deep learning methods.

In our future work, we will add the attention module into the proposed CapsNet model in order to get the temporal information, which achieves a better accuracy in sign language recognition.
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