An experimental approach to mapping chemical bonds in nanostructured materials.
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Abstract
We introduce a number of techniques in quantitative convergent-beam electron diffraction under development by our group and discuss the basis for measuring interatomic electrostatic potentials (and therefore also electron densities), localised at sub-nanometre scales, with sufficient accuracy and precision to map chemical bonds in and around nanostructures in nanostructured materials. This has never been possible as experimental measurements of bonding have always been restricted to homogeneous single-phased crystals.

Introduction
The electronic structure of chemical bonds is the dominant determinant of almost all materials properties$^{1}$ and it is in the accurate experimental measurement of chemical bonding as well as its modelling and interpretation by quantum theory, that the modern field of quantum crystallography resides.$^{2}$ Originally the domain of X-ray diffraction experiments, quantum crystallography now also embraces quantitative convergent-beam electron diffraction (QCBED) measurements of quantum mechanical observables in crystals, namely the Fourier coefficients of the crystal potential (called structure factors).$^{2, 4}$ Transforming crystal potential structure factors into electron density structure factors (measured directly by X-ray diffraction) is trivial via the Mott-Bethe formula$^{2, 4, 6}$ and it is in the measurement of bonding-sensitive structure factors that QCBED has made a name for itself in the last few decades, in terms of both precision and accuracy.$^{2, 4, 7, 56}$

By definition, QCBED is the fitting of a calculated CBED pattern to an experimental one while adjusting the parameters to which the intensities in the pattern are most sensitive in order to minimise the pattern mismatch. Fig. 1 schematically illustrates CBED in the context of a specimen and gives an example of the comparison of experimental and calculated CBED intensities within QCBED.

A significant benefit of QCBED, besides accuracy and precision, is its spatial selectivity. It is routine to form focussed electron probes with nanometre or smaller dimensions in the process of obtaining convergent-beam electron diffraction (CBED) patterns. This is by virtue of electrons being charged and thus being easily manipulable by magnetic and electrostatic optical elements in electron microscopes. This means that CBED patterns can be acquired from volumes of crystal of order ~10$^9$ times smaller than in X-ray diffraction experiments, even at synchrotrons. Furthermore, these tiny electron probes can be positioned with sub-Ångström lateral precision to avoid inhomogeneities such as precipitate phases and crystal defects as shown in Fig. 1. Our new research concerning bonding in and around nanostructures in inhomogeneous materials means that we will be aiming to do the opposite of what is illustrated in Fig. 1: instead of targeting only the perfect regions of the matrix material, we will selectively probe the nanostructures as well. With the aid of computer-controlled scanning of the CBED probe over areas of, in principle, arbitrary user-defined shape, QCBED measurements of localised bonding structure as a function of position in nanostructured materials become a very interesting prospect.
QCBED involves the collection of an experimental CBED pattern from a real material, often replete with crystal defects, using a probe size of the order of 1 nm or smaller. The experimental intensities are pre-processed to eliminate errors due to instrumental point spread function (PSF) and inelastic scattering.\textsuperscript{44, 57, 58} QCBED involves the fitting of a calculated CBED pattern to an experimental one while refining the parameters to which the intensities ($I$) — and therefore also the derivative of the intensities with respect to scattering angle ($I' = dI/d\theta$) — are most sensitive, in order to minimise the mismatch (shown here in multiples of the standard uncertainty of the experimental data, $\sigma$, in every pixel).
Nanostructures are, by definition, 3-dimensional of course and whilst sub-Ångström positioning of a nanometre or smaller sized electron probe in the x and y coordinates of a transmission electron microscope (TEM) has become routine, the ability to resolve structural information along the electron beam direction (defined as z) is a complex challenge. This difficulty is one that we are developing new QCBED techniques to overcome. We discuss these in this paper with the view to expanding bonding measurements from the current domain of homogeneous, single-phased crystals, to nanostructured materials.

Among the nanostructured materials that we are focussing on are aluminium alloys\textsuperscript{59–65} and self-assembling thermoelectric (ZnO)\textsubscript{k}In\textsubscript{2}O\textsubscript{3} (k is an integer) superlattices.\textsuperscript{66–69} These systems present situations in which there is no three-dimensional periodicity at all (aluminium alloys and some (ZnO)\textsubscript{k}In\textsubscript{2}O\textsubscript{3} thermoelectrics), or highly anisotropic three-dimensional periodicity where a unit cell of extreme aspect ratio can be defined (some thermoelectric (ZnO)\textsubscript{k}In\textsubscript{2}O\textsubscript{3} superlattices). In both types of materials, the layered structures within them are key to their desirable properties – aluminium alloys being ubiquitous in automotive, aerospace, packaging and structural materials applications, and thermoelectric (ZnO)\textsubscript{k}In\textsubscript{2}O\textsubscript{3} thin films being candidates for capturing and converting thermal energy normally lost in power plants, into electricity.

While the aim of this short paper is not to present or review results, we see it as an opportunity to discuss the measurement of bonding using electron diffraction in materials systems that have never before been accessible experimentally, namely nanostructured materials.

**Resolving atomic structure and bonding information along z – the beam direction**

Fig. 2 presents atomic-resolution high-angle annular dark field (HAADF) scanning transmission electron microscopy (STEM) images from our two families of materials that our future research will explore (Fig. 2a – d). Whilst the schematic illustration of a CBED probe at the same scale (Fig. 2e) grossly exaggerates the convergence angle (given that typical CBED convergence angles are of order 10 mrad), it serves to illustrate that the nanostructures to be probed are significantly greater in extent in directions perpendicular to the CBED probe than the dimensions of the probe itself, effectively rendering many nanostructures planar in the locality of the electron beam.

Fig. 2 also presents two CBED patterns. The first, Fig. 2f, was collected with the CBED probe aligned along the [001] direction in a (ZnO)\textsubscript{1}In\textsubscript{2}O\textsubscript{3} thermoelectric superlattice material, an example of which is imaged in the [1-10] direction in Fig. 2b. The second pattern was obtained with the probe incident in a near-[001] orientation on an Al-Cu-Sn alloy containing voids coated with single atomic layers of tin like the one shown in Fig. 2c and d.\textsuperscript{65} The CBED probe was positioned to pass through the void, resulting in the pattern shown in Fig. 2g. The purpose of showing these diffraction patterns is twofold, namely: (i) to evidence that for nanostructures with crystallographically coherent interfaces throughout the probed volume and perpendicular to the electron beam direction, the CBED patterns have sharply defined reflection discs because the 2-dimensional projection of the reciprocal lattice along the beam direction is invariant as a function of depth within the specimen; and (ii) to show that there are many turning points in the intensity distributions within these patterns that will constrain the refinement of structural parameters, including the structure factors to which the pattern intensities are most sensitive – particularly those with short scattering vectors at or near their Bragg conditions (such as those that are shown in the present examples). These also contain the most bonding information.\textsuperscript{9, 37, 53, 54}

Until recently, almost all QCBED in its modern incarnation was carried out by applying the Bloch-wave formalism for describing electron scattering.\textsuperscript{7–30, 32–51, 53–56, 70} This theory assumes three-dimensional periodicity throughout the scattering volume and has restricted QCBED to homogeneous, single-phased crystalline materials.\textsuperscript{2, 4, 7–56}
Figure 2: Examples of nanostructures that are at least 2-dimensionally periodic in the context of a CBED probe and CBED patterns from two of these examples. The first example (a) is a HAADF-STEM image of an aluminium alloy in a region containing two different precipitate phases that are both copper rich (brighter spots), namely the η' and θ" phases. The second example (b) is a HAADF-STEM image from a thermoelectric (ZnO)_kIn_2O_3 superlattice thin film where k = 4. The indium-containing layers, perpendicular to the plane of the image, manifest as brighter lines of spots. In this case, unlike the aluminium alloy, there is 3-dimensional periodicity and the projection of the unit cell has been drawn into the image. A more complex ensemble of nanostructures is shown in the third example (c) from an aluminium-copper-tin alloy containing voids attached to tin particles and θ' precipitates. The shell around each void in this system is composed of a single atomic layer of tin. The high-resolution images (a, b and d) are at the same magnification as indicated by the scale bar common to these images, with the lower resolution HAADF-STEM image (c) having its own scale bar. The CBED probe has been drawn schematically (e) and is shown at the same scale as the high-resolution HAADF-STEM images (a, b and d), albeit with the angle of convergence grossly exaggerated to show that it is a convergent electron beam. CBED patterns from a (ZnO)_kIn_2O_3 superlattice thin film and through a void in the aluminium-copper-tin alloy are also shown (f and g respectively) and were collected with 200 keV electrons in both cases.
Recent work using the stacked Bloch-wave method has shown great promise in using CBED to resolve structural discontinuities within bulk materials.\textsuperscript{71–75} Nonetheless, the ultimate spatial limit of Bloch-wave methods, including the stacking approach, is a unit cell. In contrast, the multislice theory of electron scattering requires the subdivision of a material into slices perpendicular to the beam and these slices can be taken to the limit of infinitesimal thickness.\textsuperscript{76} In practical terms, it is often important to divide crystal potentials into slices with subatomic thicknesses to model electron scattering with sufficient accuracy. This results in the multislice formalism being intrinsically suited to situations in which there is no structural periodicity in the $z$ direction (along the electron beam), as would indeed be the case for any inhomogeneous nanostructured material in which bonding is to be measured and mapped.

A small number of papers from the present group have applied the multislice theory of electron scattering to QCBED.\textsuperscript{31, 52, 77} However, when it came to accurate structure factor measurements, only homogeneous systems were studied in this way.\textsuperscript{31, 52} Such a situation in the present context is schematically illustrated in Fig. 3a and b. It is worth noting that QCBED does in fact have its historical origins in the multislice formalism with the pioneering work of Goodman and Lehmpfuhl\textsuperscript{78}; and Voss, Lehmpfuhl and Smith\textsuperscript{79}.

Work on localised surface plasmon resonances (LSPRs) in aluminium nanovoids, involving some of the members of the present group, used multislice-based QCBED to determine the depths of two voids that appeared to be immediately adjacent to one another but were in fact separated by a significant vertical distance in the beam direction, as revealed by QCBED.\textsuperscript{77} In that application of QCBED, the multislice model incorporated a block of empty slices, similarly to the situation schematically illustrated in Fig. 3c, and the extent and depth of this vacant block were refined. Work is currently under way to test if structural details including bonding-sensitive structure factors and vacancy concentrations and their effects can be measured in the region of material surrounding nanovoids. In the present illustration (Fig. 3c), the additional presence of a single atomic layer of tin which coats nanovoids in Al-Cu-Sn alloys is also being interrogated and is the subject of ongoing work within our group (XT).

Voids present an interesting situation in physical optics in which the electron beam will Fresnel propagate across an extended block of vacuum, as illustrated in Fig. 3c. Early results have shown CBED patterns to be extremely sensitive to the depth and $z$-dimension of voids as a consequence of the entanglement inherent in the dynamical scattering of electrons as well as their propagation through free space.

Work has also commenced on layered (ZnO)$_n$In$_2$O$_3$ systems, with CBED data such as the pattern in Fig. 2f collected from regions of material such as the one shown in Fig. 2b and Fig. 3d. We are yet to collect CBED data from precipitates in aluminium alloys that can also be described as layered structures as shown in Fig. 2a and Fig. 3d.

Ultimately, the principles upon which measurements of bonding in and around nanostructures in inhomogeneous materials hinge are:

(i) The systems probed must be periodic in the two dimensions perpendicular to the direction of the electron beam.

(ii) The electrostatic potentials in each of the slices making up a multislice calculation of dynamical electron scattering in CBED simulations, must have periodicities that are coherent from slice to slice. This is necessary to preserve coherence in the two-dimensional reciprocal lattices projected along the beam direction that ultimately determine the geometries of the resultant diffraction patterns.

If these conditions can be met within the locality of a focused electron beam, and if the probe size is large enough to sample more than one repeating unit of the 2-dimensionally periodic structure perpendicular to the electron beam direction, then, in principle at least, it may be possible to measure
bonding in nanostructured materials and map bonds within and around nanostructures and across their interfaces with the parent matrix in which they are embedded.

Figure 3: Using the multislice formalism to perform QCBED of homogeneous and inhomogeneous materials. Fig. 1 is repeated (a) in order to support the illustration of the different scenarios for applying QCBED in the context of nanostructured materials. Three scenarios are illustrated. In the first (b), the material volume to be probed (boxed in blue) is between two different precipitates in an Al-Cu binary alloy. This region is homogeneous in three dimensions within the locality of a CBED probe. The corresponding multislice model is an uninterrupted sequence of planes of aluminium atoms (blue). The second case (c) is one in which the CBED probe is passed through a tin-coated nanovoid (the segment boxed in pink) in an Al-Cu-Sn alloy. The corresponding multislice model involves the removal of a number of atomic planes – to create the void – plus the replacement of the bounding planes of aluminium atoms (blue) with planes of tin atoms (red) to model the tin coating. The third scenario (d) presents continuously solid regions of a (ZnO)$_3$In$_2$O$_3$ thermoelectric and η' and θ" precipitates in an Al-Cu alloy. The changes in atomic structure from layer to layer in these examples is accommodated by the introduction of atomic planes with different structures into the multislice model as is schematically illustrated by the red and yellow planes in the present figure (d). In all of the schematic illustrations of multislice models presented here, an attempt has been made to illustrate the modulation of the phase of the electron wave as it scatters from each slice of matter and propagates through the free space between slices. The exit wavefunction is used to calculate the scattered intensity making up the calculated CBED pattern being matched to the experimental one.
QCBED-DFT and multislice

The field of X-ray constrained wavefunctions (XCW), well known in quantum crystallography, uses X-ray diffraction measurements to constrain many-body wavefunction calculations which return, among other things, the three-dimensional electron density distribution based on an exact quantum mechanical framework.\textsuperscript{2, 80–85} This is analogous, in many ways, to QCBED-DFT – a new technique in which density functional theory (DFT) is embedded within QCBED so that DFT provides the crystal potentials used in the electron scattering calculations of CBED patterns instead of an independent atom model (IAM) as per conventional QCBED.\textsuperscript{56} In QCBED-DFT, experimental CBED patterns constrain density functional and structural parameters that change the DFT-calculated electron distribution in real space. This in turn changes all structure factors in the Fourier sum that describes the electrostatic potential used in the calculation of the CBED patterns being matched to experimental ones (see Fig. 4), the latter being a direct consequence of the actual potential in the real material being probed in a TEM. As a consequence, QCBED-DFT is an answer to Walter Kohn’s call in his Nobel Lecture, to constrain DFT with accurately known electron density distributions as opposed to the conventional approach of comparing DFT-calculated and experimentally measured materials properties and system energies.\textsuperscript{86} It is worth noting that a three-dimensional electron density distribution is a much more complex (and therefore rigid) constraint than even very large sets of properties and energies.

Importantly, DFT is, in principle, exact, just like many-body wavefunction calculations. The use of functionals of the electron density makes DFT less computationally expensive than wavefunction methods as the number of atoms in a structure increases. However, for DFT to be exact in its calculations of both electron densities and system energies, it must be furnished with the exact density functional. The exact density functional remains one of the most hotly sought enigmas in science, let alone condensed matter physics.\textsuperscript{86–91} Approximations abound in many different forms and are more or less suitable to different materials. We have already manifested our interest in QCBED-DFT as a means for testing different functionals as well as searching for the exact one, elsewhere.\textsuperscript{56}

Here we express our interest in QCBED-DFT as a means for determining the bonding electron density in and around nanostructures within inhomogeneous materials. This interest is motivated by the nature of the synergy between QCBED and DFT, the key points being:

(i) DFT is constrained by experimental CBED data which are a direct consequence of the electron distributions within materials (as has already been pointed out).

(ii) The theoretical framework of DFT allows the interpretation of the QCBED-DFT-determined electron densities (and potentials) in terms of the large suite of materials properties that this theoretical framework makes accessible.\textsuperscript{92–95}

(iii) A very complex parameter space can be compressed into a problem that has far fewer variables.

Having already discussed (i) above, and (ii) being a handy and self-contained statement of the obvious, our attention turns to point (iii), the basis of which derives from the fact that changing even a single, let alone a few, DFT model parameters, changes all structure factors and not just those to which the CBED pattern intensities are most sensitive, as explained above.

In any QCBED pattern-matching refinement, the fitting process will ultimately be driven by the sensitivity of the diffracted intensities to just a few structure factors, so in effect, within QCBED-DFT, those few structure factors are being refined by adjusting one or a few DFT model parameters that change all other structure factors according to the mould provided by the density functional being applied. If we now consider what this means in terms of the problems that we are setting out to solve in nanostructured materials, we can illustrate the implications via an example.
This new technique builds density functional theory (DFT) into QCBED where previously, an independent atom model (IAM) was used to furnish the electron scattering calculations with the necessary crystal potentials. Instead of refining individual structure factors as per conventional QCBED, QCBED-DFT refines DFT model parameters which change the electron distribution in real space. This in turn changes all structure factors that are fed into the CBED pattern calculations.56

Figure 4: QCBED-DFT. This new technique builds density functional theory (DFT) into QCBED where previously, an independent atom model (IAM) was used to furnish the electron scattering calculations with the necessary crystal potentials. Instead of refining individual structure factors as per conventional QCBED, QCBED-DFT refines DFT model parameters which change the electron distribution in real space. This in turn changes all structure factors that are fed into the CBED pattern calculations.56
The periodic, two-dimensional sheets of InO$_2$, sandwiched between blocks of ZnO in (ZnO)$_n$In$_2$O$_3$ thermoelectric materials are considered key to the properties of these superlattice thin-films since they act to scatter both phonons and conduction electrons.\textsuperscript{66–69} It is therefore intuitive to ask about the nature of the chemical bonds in the InO$_2$ layers themselves as well as between these layers and their neighbouring ZnO layers. Setting out to do this by conventional QCBED could involve either the multislice or Bloch-wave formalisms in case of the example shown in Fig. 2b and Fig. 3d, owing to the three-dimensional periodicity, albeit with a very long c-axis unit cell (Fig. 2b). This would place quite severe requirements on the refinements of individual structure factors in order to be able to resolve bonding accurately within and around these layers of interest. Furthermore, a significant number of structure factors may be required to describe bonding at sufficient spatial resolution.

It is possible that \textit{QCBED-DFT} may provide an avenue for simplifying this problem because rather than measuring many structure factors with the accuracy required to resolve bonding in and around the InO$_2$ planes, the structure factors will all be tied together by the density functional that generates them and that can only be manipulated and refined via a very small number of parameters. Here, we would be relying on the theoretical framework to fill a complex parameter space accurately, based entirely on the adjustments made to that framework via the tweaking of a small set of global parameters.

Having highlighted why \textit{QCBED-DFT} has exciting potential for application to nanostructured materials, it is important to point out that the current form of \textit{QCBED-DFT} requires three-dimensional periodicity because it is based on the Bloch-wave formalism for describing electron scattering.\textsuperscript{70} This would work for the example of (ZnO)$_n$In$_2$O$_3$ presented here in Fig. 2b and Fig. 3d (i.e. where $k=4$) because of the three-dimensional periodicity that is present in this case, but it would fail for other (ZnO)$_n$In$_2$O$_3$ systems where the spacings between InO$_2$ layers are non-uniform. It would also fail in the interrogation of the nanostructures in aluminium alloys that we have shown as examples in this paper (Fig. 2a, c and d; and Fig. 3c and d).

The ultimate method for measuring bonding in and around nanostructures within nanostructured materials would be \textit{QCBED-DFT} based on the multislice theory of electron scattering and a priority of our future work will be the development of this approach. The software that will actuate it is in a beta stage of development by one of the authors (DP) at the time of writing. Ongoing programming will incorporate parallelisation methods introduced into recent iterations of our existing programs by another author (TL).

**Concluding remarks**

In this paper, we have presented no new results or reviewed any older ones but have instead discussed developments in QCBED that may pave the way to measuring bonding in and around nanostructures embedded in a parent matrix. Most materials in use today and in the future have and will have hybridised properties tailored to very specific applications where the target properties and combinations of different desired properties can only be achieved by the interaction between nanostructured precipitate phases and their surrounding host material. To understand these interactions and the properties that derive from them at the most fundamental level means that we must understand the nature of the chemical bonds within these nanostructures, within the host material and at the interfaces between them.
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