Work and heat distributions for a Brownian particle subjected to an oscillatory drive
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Abstract. Using the Onsager–Machlup functional integral approach, we obtain the work distribution function and the distribution of the dissipated heat of a Brownian particle subjected to a confining harmonic potential and an oscillatory driving force. In the long time limit, the width of the work distribution function initially increases with the frequency of the driving force and finally saturates to a fixed value for large values of the angular frequency. Using the results from the work distribution part, we next obtain the distribution of the dissipated heat for the equilibrium initial condition. Using the method of steepest descent, we obtain a Gaussian distribution for small fluctuations in the large time limit. The distribution function for a fixed time has been obtained numerically. It is shown that the heat distribution, in general, does not satisfy the transient fluctuation theorem.
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1. Introduction

The fluctuation-dissipation theorem displaying the connection between the ‘friction coefficient’ and the fluctuations in thermodynamic variables has been derived for systems close to equilibrium [1, 2]. The role of fluctuations in non-equilibrium systems is described through a set of powerful, general results known as fluctuation theorems [3–11]. Fluctuation theorems have been proposed for various fluctuating thermodynamic quantities like heat, work, entropy production etc and they display the macroscopic irreversibility of the system subjected to non-equilibrium conditions. According to the fluctuation theorem, the probability \( P(W_\tau = w_\tau) \) that a time-integrated quantity \( W_\tau = \int_0^{\tau} dt \, \dot{W} \) (\( W_\tau \) may represent the work done by an external drive over time interval \( \tau \)) has a value \( w_\tau \) satisfies the following relation

\[
\lim_{\tau \to \infty} \frac{1}{\tau} \ln \frac{P(W_\tau = w_\tau)}{P(W_\tau = -w_\tau)} = w. \tag{1}
\]

The asymmetry displayed in this equation is due to the external field responsible for driving the system out of equilibrium. Fluctuation theorems are of two kinds: the transient fluctuation theorem and the steady-state fluctuation theorem. In case of the transient fluctuation theorem, the system evolves from an initial equilibrium state at \( \tau = 0 \). For the steady-state fluctuation theorem, the system is in its non-equilibrium stationary state throughout the entire time interval \( \tau \) [3].
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Onsager–Machlup used a functional integral approach in their original study on fluctuations in linear-relaxation processes [12, 13]. An outcome of a variational treatment on the functional integral is Onsager’s principle of minimum energy dissipation [14]. Since the development of the Onsager–Machlup fluctuation theory, there have been many efforts to extend their functional integral approach to systems far away from equilibrium [15–21]. Using the Onsager–Machlup approach for non-equilibrium steady states, Taniguchi and Cohen obtained the work and heat distribution functions of a Brownian particle dragged by a moving harmonic potential [18–20]. They showed the validity of the work fluctuation theorem in the long time limit for arbitrary initial conditions and discussed the extended heat fluctuation theorem for the heat distribution function. Similar methods have also been used to investigate the asymptotics of the work distribution functions for a number of non-equilibrium systems [22].

In the present work, we extend the Onsager–Machlup functional integral approach to obtain the distributions of the total work and the dissipated heat for a Brownian particle subjected to an external oscillatory driving force and a confining harmonic trap. We express the transition probability in a functional integral form in terms of a Lagrangian. The distribution of the total work done on the particle can be expressed in terms of an appropriate functional integral involving the transition probability. Our approach involves an explicit evaluation of the functional integral to obtain the general form of the distribution function. The distribution function reflects clearly the oscillatory features of the external drive. In the long time limit, the work distribution function becomes Gaussian with a variance that depends non-trivially on the angular frequency of the oscillatory drive. Analytical results appear to be in agreement with those from numerical simulations. Results from the work distribution part are used further to obtain the Fourier transform of the distribution of the dissipated heat. Using the method of steepest descent, we have obtained a Gaussian distribution for the dissipated heat over the central region (small fluctuations). The general behavior of the heat distribution, at a fixed time (not necessarily large), is obtained by numerically evaluating the inverse Fourier transform. The numerically evaluated distribution for a finite time and the simulation results show that the distribution, in general, does not satisfy the transient fluctuation theorem.

Much before the application of the Onsager–Machlup theory to the nonequilibrium steady state problems involving a dragged Brownian particle [18, 19], it has been shown in a general way that the work distribution function for a parabolic potential with an arbitrary motion of the center satisfies the transient and stationary state fluctuation theorem [8, 23]. The distribution function of heat for a Brownian particle dragged by a moving parabolic potential has been studied in [9, 18, 19, 24]. The present work provides a detailed evaluation of the work distribution and the distribution of the dissipated heat for a non-equilibrium oscillatory state using the Onsager–Machlup path integral approach. Using this method, the work distribution for an oscillatory potential has been obtained earlier in [25]. The work distribution in [25] is essentially for the mechanical part of the work associated with the driving force. On the other hand, the work distribution evaluated here is for the total work which consists of the change in the potential energy as well as the dissipative part. We have further used this result to find the distribution of the dissipated heat. We obtain the Fourier transform of the heat distribution whose Fourier inverse is found out using the method of
steepest descent under certain conditions and also through a direct numerical integration. We also independently obtain the heat distribution function through numerical simulations. The numerical integration and the simulation results indicate, in general, a non-Gaussian nature of the heat distribution function.

The paper is organized in the following way. In section 2, we introduce the Langevin equation describing the motion of the Brownian particle. Deriving the Fokker-Planck equation, we then obtain a functional integral description for the transition probability. In section 3, the explicit form of the transition probability is determined using a variational approach. The functional integral description of the transition probability involves an Onsager–Machlup type Lagrangian which is used later in section 4, to obtain the entropy production rate for this system. The energy-conservation principle further allows us to identify the total work done, the rate of mechanical work, that contributes to the potential energy, and the dissipative part of the work [8]. In section 5, we obtain a general expression for the distribution function of the total work. Section 6 provides a derivation of the distribution of the dissipated heat. The details on the numerical simulations of our system are provided in section 7. We summarize our work in section 8. Some of the details of the calculations related to the derivation of the transition probability, and the distributions are presented in appendices.

2. Brownian particle in the presence of an oscillatory driving force

The over-damped Langevin equation describing the motion of the Brownian particle is given by

$$\alpha \frac{dx_t}{dt} = -\Xi \cos \omega t - kx_t + \zeta_t,$$

where $\alpha$ is the friction coefficient and $\zeta_t$ is a Gaussian distributed noise arising due to the coupling of the system with a thermal reservoir. The noise distribution is specified through the averages $\langle \zeta_t \rangle = 0$ and $\langle \zeta_t \zeta_{t_2} \rangle = g \delta(t_1 - t_2)$, with $g$ being the strength of the noise. The particle is subjected to a confining harmonic potential $\frac{k}{2} x_t^2$ and an oscillatory force of strength $\Xi$.

Our aim here is to find out the transition probability $P(x_f, t_f | x_i, t_i)$ which describes the probability of finding the Brownian particle at position $x_f$ at time $t_f$ given that the particle is located at $x_i$ at time $t_i$. In order to determine this, we obtain the Fokker-Planck equation for the probability distribution function $\rho(x, t)$ of finding the particle at $x$ at time $t$. The Fokker-Planck equation is

$$\frac{\partial \rho(x, t)}{\partial t} = \mathcal{L} \rho(x, t),$$

where the Fokker-Planck operator $\mathcal{L}$ is

$$\mathcal{L} = \frac{\partial}{\partial x} \left[ \frac{kx}{\alpha} + \frac{\Xi}{\alpha} \cos \omega t \right] + \frac{g}{2\alpha^2} \frac{\partial}{\partial x},$$

$$\mathcal{L} = \frac{\partial}{\partial x} \left[ \frac{kx}{\alpha} + \frac{\Xi}{\alpha} \cos \omega t \right] + \frac{g}{2\alpha^2} \frac{\partial}{\partial x}.$$
From now onwards, we use the following parameters $D = \frac{g}{2\alpha^2}$, $\gamma = \frac{k}{\alpha}$ and $\eta = \frac{\xi}{\alpha}$. The expression of $D$ can be further simplified by using the fluctuation-dissipation theorem [2] that leads to $g = 2\alpha/\beta$ and $D = 1/(\alpha\beta)$. The Fokker-Planck equation allows us to obtain the following functional integral description for the transition probability $P(x_f, t_f|x_i, t_i)$ [26, 27]

$$P(x_f, t_f|x_i, t_i) = \int_{x_i}^{x_f} \mathcal{D}x_t \exp\left[\int_{t_i}^{t_f} dt \, L(x_t, \dot{x}_t, t)\right],$$

where

$$L(x_t, \dot{x}_t, t) = -\frac{1}{4D}(\gamma x_t + \dot{x}_t + \eta \cos \omega t)^2.$$  

Here $\int_{x_i}^{x_f} \mathcal{D}x_t$ denotes a sum over all possible paths between the initial and final points, $x_i$ and $x_f$, respectively.

In

$$\exp\left[-\frac{1}{4D} \int_{t_i}^{t_f} dt (\gamma x_t + \dot{x}_t + \eta \cos \omega t)^2\right]$$

the integrand as well as the integral are either zero or positive. The condition for zero of the integrand is satisfied by the average path which, from equation (2), is the solution of

$$\frac{d\langle x_t \rangle}{dt} = -\eta \cos \omega t - \gamma \langle x_t \rangle.$$  

It is equivalent to saying that at each time instant, one considers the average position of the Brownian particle. The path constructed this way is the average path. There is another special path which corresponds to a path in a given time interval $[t_i; t_f]$ with maximum probability. This path is the most probable path that contributes maximally to the transition probability$^1$.

### 3. Transition probability

The most probable path for the Brownian particle can be found out by extremizing the integral $\int_{t_i}^{t_f} dt \, L(x_t, \dot{x}_t, t)$ in equation (5). The extremization leads to the Euler-Lagrange equation

$$\frac{d}{dt}\left( \frac{\partial L}{\partial \dot{x}_t} \right) - \frac{\partial L}{\partial x_t} = 0,$$

$^1$ For a linear model, an approximation through most probable path is expected to be a good approximation in the small $D$ limit [27].
from which we find the following equation for the most probable path
\[
\ddot{x}_t - \gamma^2 x_t - \dot{\eta}(\omega \sin \omega t + \gamma \cos \omega t) = 0, \tag{10}
\]
where a dot denotes a derivative with respect to time. The most probable path denoted as \(\bar{x}_t\) is found as
\[
\bar{x}_t = A \exp[\gamma t] + B \exp[-\gamma t] - \frac{\eta \gamma}{\omega^2 + \gamma^2} \cos \omega t - \frac{\eta \omega}{\omega^2 + \gamma^2} \sin \omega t, \tag{11}
\]
where \(A\) and \(B\) are the integration constants which depend on the initial conditions.

Using the initial conditions, \(x_t = x_i\) at \(t = t_i = 0\) and \(\bar{x}_t = x_f\) at \(t = t_f\), we find
\[
A = x_i + \frac{\gamma \eta}{\omega^2 + \gamma^2} - \frac{1}{e^{-\gamma t_i} - e^{\gamma t_i}} \left[ e^{\gamma t_i} \left( -\frac{\eta \gamma}{\omega^2 + \gamma^2} - x_i \right) + \frac{\eta \omega}{\omega^2 + \gamma^2} \sin \omega t_f + x_f \right],
\]
\[
B = x_i + \frac{\eta \gamma}{\omega^2 + \gamma^2} - A. \tag{12}
\]

The corresponding Lagrangian for the most probable path is given by
\[
L(x_t, \dot{x}_t, t) = -\frac{1}{4D}(4\gamma^2 A^2 \exp[2\gamma t]).
\]

In order to obtain the explicit form of \(P(x_f, t_f|x_i, t_i)\), we need to do the functional integration in (5). The functional integration is done by considering paths with infinitesimal deviations, \(z_t\), about the most probable path as \(x_t = \bar{x}_t + z_t\) and \(\dot{x}_t = \dot{\bar{x}}_t + \dot{z}_t\). Expanding in small \(z_t\) and \(\dot{z}_t\), we have
\[
\int_{t_i}^{t_f} dt L(\bar{x}_t + z_t, \dot{x}_t + \dot{z}_t, t) = \int_{t_i}^{t_f} dt L(\bar{x}_t, \dot{\bar{x}}_t, t) + \int_{t_i}^{t_f} dt \left[ \frac{\partial L(\bar{x}_t, \dot{\bar{x}}_t, t)}{\partial \bar{x}_t} \right] z_t + \frac{1}{4D} \int_{t_i}^{t_f} dt \left[ \gamma z_t^2 + \dot{z}_t^2 + 2\gamma z_t \dot{z}_t \right]. \tag{14}
\]
The term with a negative sign in the second integral in expression (14) is obtained after doing an integration by parts of \(\int_{t_i}^{t_f} dt \frac{\partial L}{\partial \bar{x}_t}(\bar{x}_t, \dot{\bar{x}}_t) \dot{z}_t\) that appears at the first order in the expansion. The transition probability can now be expressed as
\[
P(x_f, t_f|x_i, t_i) = \exp \left[ \int_{t_i}^{t_f} dt L(\bar{x}_t, \dot{x}_t, t) \right] \int Dz \exp \left[ -\frac{1}{4D} \int_{t_i}^{t_f} dt \left[ \gamma z_t^2 + \dot{z}_t^2 + 2\gamma z_t \dot{z}_t \right] \right]. \tag{15}
\]
The functional integral in the above expression is to be done with the constraints \(z_t = z_{t_f} = 0\). Appendix A provides the details of calculation of the functional integral in equation (15). The final result for the transition probability is
\[
P(x_f, t_f|x_i, t_i) = \left( \frac{2\pi D}{\gamma} \right)^{1/2} \exp \left[ -\frac{\gamma A^2}{2D} (e^{2\gamma t_f} - e^{2\gamma t_i}) \right] \left( 1 - \exp[-2\gamma(t_f - t_i)] \right)^{1/2}. \tag{16}
\]
Clearly, at large time \( t_f \to \infty \), \( A \approx \left( x_f + \frac{\eta_\omega}{\omega^2 + \gamma^2} \sin \omega t_f + \frac{\eta_\gamma}{\omega^2 + \gamma^2} \cos \omega t_f \right) e^{-\gamma t_f} \). In this limit, the transition probability has the form,
\[
P(x_f, t_f|x_i, t_i) = \left( \frac{2\pi D}{\gamma} \right)^{-1/2} \exp \left[ -\frac{\gamma}{2D} \left( x_f + \frac{\eta_\omega}{\omega^2 + \gamma^2} \sin \omega t_f + \frac{\eta_\gamma}{\omega^2 + \gamma^2} \cos \omega t_f \right)^2 \right].
\] (17)

The above result implies that in the absence of the oscillatory force (\( \eta = 0 \)), one recovers, at large time, the equilibrium probability distribution
\[
\rho_{eq}(x_f) = \int dx_i P(x_f, t_f|x_i, t_i)f(x_i, t_i) \approx \left( \frac{2\pi D}{\gamma} \right)^{-1/2} \exp \left[ -\frac{\gamma x_f^2}{2D} \right] = \left( \frac{2\pi}{\kappa m} \right)^{-1/2} \exp \left[ -\beta \left( \kappa x_f^2 / 2 \right) \right],
\] (18)

where we have assumed the initial distribution, \( f(x_i, t_i) \), to be normalized, i.e. \( \int f(x_i, t_i) \, dx_i = 1 \).

### 4. Energy conservation and Onsager–Machlup Lagrangian

In section 2, we have shown that the transition probability can be expressed as a functional integral involving an Onsager–Machlup type Lagrangian. The purpose of this section is to use Langevin equation to obtain a formal expression for the work done by the external force. The Onsager–Machlup Lagrangian may be used to identify the rate of entropy production in this process. We show that the expressions for the work done by the external force and the entropy production rate, as obtained here, consistently satisfy the energy conservation principle.

The Langevin equation expresses the force-balance condition,
\[
\left( -\alpha \frac{dx}{dt} + \zeta \right) - \Xi \cos \omega t - kx = 0,
\] (19)

where terms in the bracket represent the force on the particle due to the reservoir. For simplicity, in this subsection, we have removed the subscript of the variable \( x \). Multiplying with a small displacement of the particle, this equation can be converted to the energy conservation equation
\[
dQ + dU = dW,
\] (20)

where \( dU = \frac{\partial U(x, t)}{\partial x} \, dx + \frac{\partial U(x, t)}{\partial t} \, dt \) is an exact differential with \( U(x, t) = \Xi x \cos \omega t + \frac{1}{2} kx^2 \) as the potential energy and \( dW = \frac{\partial U(x, t)}{\partial t} \, dt \) is the work done by the external force [28]. The term \( dQ = - \left( -\alpha \frac{dx}{dt} + \zeta \right) \, dx \) is the heat released by the particle to the heat reservoir.
This work $W$, referred to in this paper as the total work, thus consists of a dissipative part associated with the heat release and a mechanical part associated with the change in $U$. Over the interval $\{t_i; t_f\}$, various quantities can be written as

$$\Delta Q = T \int_{t_i}^{t_f} \hat{S} \, dt,$$

$$\Delta W = \int_{t_i}^{t_f} \hat{W} \, dt = -\Xi \omega \int_{t_i}^{t_f} dt \, x \sin \omega t,$$

$$\Delta U = \int_{t_i}^{t_f} dU = \left[ \frac{1}{2} k x^2 + \Xi x \cos \omega t \right] \bigg|_{t_i}^{t_f},$$

where $\hat{W} = -\Xi x \omega \sin \omega t$.

The Onsager–Machlup Lagrangian can be expressed as

$$L = -\frac{1}{2k_B} \left\{ \{\gamma^2 x^2 + 2\gamma \eta x \cos \omega t\} + \{\dot{x}^2 + \eta^2 (\cos \omega t)^2\} - \{-2\gamma \ddot{x} - 2\eta \dot{x} \cos \omega t\} \right\} \frac{\alpha}{2T}$$

$$= -\frac{1}{2k_B} \left\{ \Phi(\dot{x}, t) + \Psi(x, t) - \hat{S}(x, \dot{x}, t) \right\},$$

where

$$\Phi(\dot{x}, t) = \frac{\alpha}{2T} (\dot{x}^2 + \eta^2 (\cos \omega t)^2),$$

$$\Psi(x, t) = \frac{\alpha}{2T} (\gamma^2 x^2 + 2\gamma \eta x \cos \omega t)$$

are the dissipation functions and

$$\hat{S}(x, \dot{x}, t) = -2 \left( \frac{k}{\alpha} \right) xx \frac{\alpha}{2T} - 2 \left( \frac{\Xi}{\alpha} \right) \frac{\alpha}{2T} \dot{x} \cos \omega t$$

is the rate of entropy production. Using (28), (21) and (22), one finds the change in the energy as expressed in (23).

5. Work distribution

We now determine the work distribution $P(W, t) = \langle \langle \delta(W - \mathcal{W}(\{x_i\})) \rangle \rangle$, where

$$\mathcal{W}(\{x_i\}) = \int_{t_i}^{t_f} dt \frac{\partial U(x_i, t)}{\partial t}$$

denotes the work done by the time-dependent oscillatory
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force along the path $x_t$ in time interval $[t_i; t_f]$ and $P(W, t)$ implies the probability that this work has a value $W$. $\langle \langle - \rangle \rangle$ denotes a functional average over all possible paths in the given time interval and integrals over initial and final positions.

We express $P(W)$ in terms of the Fourier transform of $\mathcal{W}(\{x_t\})$ as

$$P(W) = \frac{1}{2\pi} \int_{-\infty}^{\infty} d\lambda e^{i\lambda W} \langle \langle e^{-i\lambda \mathcal{W}(\{x_t\})} \rangle \rangle. \quad (29)$$

The functional integral can be expressed in terms of the transition probability shown in (5). Since the Lagrangian function $L$ in the transition probability has a prefactor $\beta$, it is convenient if we introduce a $\beta$ in equation (29) and re-express it as,

$$P(W) = \frac{\beta}{2\pi} \int_{-\infty}^{\infty} d\lambda e^{i\beta\lambda W} \langle \langle e^{-i\beta\lambda \mathcal{W}(\{x_t\})} \rangle \rangle. \quad (30)$$

Thus,

$$\langle \langle e^{-i\beta\lambda \mathcal{W}(\{x_t\})} \rangle \rangle = \int dx_t \int dx_i f(x_i, t_i) \int_{x_i}^{x_f} dx_t e^{-i\beta\lambda \mathcal{W}(\{x_t\})} \int_{t_i}^{t_f} dt L(x_i, x_t)$$

$$= \int dx_t \int dx_i f(x_i, t_i) F(x_f, x_i, \lambda), \quad (31)$$

where

$$F(x_f, x_i, \lambda) = \int_{x_i}^{x_f} dx_t e^{\int_{t_i}^{t_f} dt [L(x_i, x_t, t) - i\lambda\beta \mathcal{W}(x_t)]}. \quad (32)$$

Here the functional average is done over all possible paths extending from $x_i$ to $x_f$ over the time interval $[t_i; t_f]$. The final result is obtained upon averaging over all initial points with the distribution $f(x_i, t_i)$ and integrating over the final point. As discussed before, in our case $\mathcal{W}(x_t) = \frac{\partial U}{\partial t} = - \Xi x_t \omega \sin(\omega t)$. The functional integral in (32) is evaluated by maximizing the integral $\int_{t_i}^{t_f} dt [L(x_i, x_t, t) - i\lambda\beta \mathcal{W}(x_t)]$. This leads to the Euler–Lagrange equation

$$\frac{d}{dt} \left( \frac{\partial L(x_t, x_i, t)}{\partial \dot{x}_t} \right) - \frac{\partial L(x_t, x_i, t)}{\partial x_t} + i\beta\lambda \frac{\partial \mathcal{W}(x_t)}{\partial x_t} = 0. \quad (33)$$

The Euler–Lagrange equation written in terms of $x_t$,

$$\dot{x}_t - \gamma^2 x_t - (\eta\omega - i(2D\lambda \beta \Xi \omega)) \sin \omega t - \eta\gamma \cos \omega t = 0 \quad (34)$$

has a solution of the form

$$x_t^* = A_W e^{i\omega t} + B_W e^{-i\omega t} - \frac{(\eta\omega - i\bar{\lambda})}{\omega^2 + \gamma^2} \sin \omega t - \frac{\eta\gamma}{\omega^2 + \gamma^2} \cos \omega t, \quad (35)$$

where $\bar{\lambda} = 2D\lambda\beta\Xi\omega = 2\lambda\eta\omega$. The two integration constants, $A_W$ and $B_W$, determined using the initial and final conditions, $x_t = x_f$ at $t = t_f$ and $x_t = x_i$ at $t = t_i = 0$, are
\[ A_W = \left[ x_f - \left( x_i + \frac{\eta \gamma}{(\omega^2 + \gamma^2)} \right) e^{-\gamma t_f} + \frac{\eta(\omega \sin \omega t_f + \gamma \cos \omega t_f)}{\omega^2 + \gamma^2} - \frac{i\lambda}{\omega^2 + \gamma^2} \right] \times (\exp[\gamma t_f] - \exp[-\gamma t_f])^{-1} \] (36)

and

\[ B_W = x_i + \frac{\eta \gamma}{\gamma^2 + \omega^2} - A_W. \] (37)

The quantity \( L(x_i^*, \dot{x}_i^*) - i\lambda/\beta \mathcal{W}(x_i^*) \) now has the form

\[ L(x_i^*, \dot{x}_i^*) - i\lambda/\beta \mathcal{W}(x_i^*) = -\frac{1}{4D}\left[ 2\gamma A_W e^{\gamma t} + \frac{i\lambda}{(\omega^2 + \gamma^2)}(\gamma \sin \omega t + \omega \cos \omega t) \right]^2 + \frac{i\lambda}{2D} x_i^* \sin \omega t. \] (38)

As before, the evaluation of \( \mathcal{F}(x_f, x_i, \lambda) \) is done about the path \((x_i^*, \dot{x}_i^*)\) which maximizes \( \int_{t_i}^{t_f} dt \left[ L(x_t, \dot{x}_t, t) - i\beta \lambda \mathcal{W}(x_t) \right] \). Thus

\[ \mathcal{F}(x_i, x_f, \lambda) = e^{\int_{t_i}^{t_f} dt \left[ L(x_t^*, \dot{x}_t^*) - i\lambda \beta \mathcal{W}(x_t^*) \right]} \int_{\mathcal{D}_x} e^{-\frac{1}{4D} \int_{t_i}^{t_f} dt (\gamma z_t + \dot{z}_t)^2}, \] (39)

where \( z_t \) describes a small deviation about the maximal path as \( x_t = x_i^* + z_t \) and \( \dot{x}_t = \dot{x}_i^* + \dot{z}_t \) with the condition that \( z_t \) vanishes at the initial and final time points. The derivation of equation (39) is similar to that done before for the transition probability. The functional integral \( \int_{\mathcal{D}_z} e^{-\frac{1}{4D} \int_{t_i}^{t_f} dt (\gamma z_t + \dot{z}_t)^2} \) has been evaluated earlier (see appendix A). Using this result, we find

\[ \mathcal{F}(x_f, x_i, \lambda) = \left( \frac{2\pi D}{\gamma} \right)^{-1/2} (1 - e^{-2\gamma t_f})^{-1/2} e^{-\frac{1}{4D}(x_f^2 + x_i^2 + c_3)}. \] (40)

The expressions for \( c_1, c_2, c_3 \) are given in appendix B.

Combining equations (30) and (31), we may write

\[ P(W) = \frac{\beta}{2\pi} \int dx_i f(x_i, t_i) \int_{-\infty}^{\infty} d\lambda e^{i\lambda \beta W} \int_{-\infty}^{\infty} dx_f \mathcal{F}(x_f, x_i, \lambda). \] (41)

Using (40), and doing a Gaussian integration over \( x_f \), we obtain

\[ P(W) = \left( \frac{2\gamma}{c_1} \right)^{1/2} (1 - e^{-2\gamma t_f})^{-1/2} \frac{\beta}{2\pi \eta \omega} \int dx_i f(x_i, t_i) \int_{-\infty}^{\infty} d\lambda e^{-\frac{\beta}{2\pi}(m_1 x_i^2 + m_2 \lambda^2)} e^{i\lambda \mathcal{W}}, \] (42)

where \( \mathcal{W} = \frac{W}{2D \Xi \omega} \). The expressions for \( m_1 \) and \( m_2 \) are also given in appendix B. 
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After completing the integration over \( \lambda \), we have

\[
P(W) = \left( \frac{\gamma \beta^2}{2 \pi c_1 m_2} \right)^{1/2} \left( 1 - e^{-2 \gamma \eta} \right)^{-1/2} \int dx_i f(x_i, t_i) \exp \left[ -\frac{(W - W_m)^2}{4 m_2} \right],
\]

where \( W_m = m_1 / i \).

In the large time limit (\( t_f \to \infty \)), the distribution function (43) becomes independent of the initial distribution \( f(x_i, t_i) (\int dx_i f(x_i, t_i) = 1) \). In this limit, the work distribution has the form

\[
\lim_{t_f \to \infty} P(W, t_f) = \frac{\beta}{2 \eta \omega} \left( \frac{1}{2 \pi \sigma^2} \right)^{1/2} \exp \left[ -\frac{(W - \eta \omega \sigma^2)^2}{2 \sigma^2} \right],
\]

where \( \sigma^2 = \frac{t_f}{4D(\omega^2 + \gamma^2)} \). A similar Gaussian distribution in the long time limit was found for a dragged Brownian particle in [18, 23, 29]. Thus, in the long time (\( t_f \to \infty \)) limit, the work distribution function satisfies the work fluctuation theorem,

\[
\lim_{t_f \to \infty} \frac{P(W, t_f)}{P(-W, t_f)} = \exp[\beta W]
\]

for any initial condition.

In the present problem of a non-equilibrium oscillatory state, the width of the distribution

\[
(\langle W^2 \rangle - \langle W \rangle^2)^{1/2} = \frac{2 \eta \omega \sigma}{\beta}
\]

increases linearly with the strength of the oscillatory force. Further, for a given strength of the oscillatory force, the width increases initially with the angular frequency \( \omega \) and finally saturates to a value that depends on the strength of the oscillatory drive. The fourth central moment of the work distribution in equation (44) is

\[
\langle (W - \langle W \rangle)^4 \rangle = \frac{48 \eta^4 \omega^4 \sigma^4}{\beta^4}.
\]

In the following section, we derive the distribution of heat using the results obtained so far.

### 6. Distribution of dissipated heat

The dissipated heat can be defined as

\[
Q = W(x_i) - \Delta U,
\]

\[\text{doi:10.1088/1742-5468/2014/08/P08014}\]
where $\Delta U = U(x_f, t_f) - U(x_i, t_i)$ and $U = \frac{1}{2} kx^2 + \Xi x \cos(\omega t)$. The distribution of heat can be expressed as

$$P(Q) = \frac{\beta}{2\pi} \int_{-\infty}^{\infty} d\lambda \ e^{i\lambda Q} \langle \langle e^{-i\lambda Q} \rangle \rangle. \tag{49}$$

We denote $\langle \langle e^{-i\lambda Q} \rangle \rangle$ by $P(i\lambda Q, t_f)$ and it can be determined by evaluating the functional averages over all possible paths as well as the integrals over initial and final positions. Hence,

$$P(i\lambda Q, t_f) = \int dx_f \int dx_i f(x_i, t_i) e^{i\lambda[U(x_f, t_f) - U(x_i, t_i)]} \mathcal{F}(x_f, x_i, \lambda), \tag{50}$$

where, we directly substitute the expression of $\mathcal{F}(x_f, x_i, \lambda)$ from equation (40).

Assuming that the system evolves from initial equilibrium distribution, we express the normalized initial distribution of position $f(x_i, t_i = 0)$ as

$$f(x_i) = \sqrt{\frac{\gamma}{2\pi D}} \ e^{-\frac{\eta^2}{2D\gamma}} e^{-\left(\frac{1}{2}\gamma x^2 + \eta x_i\right)/D}. \tag{51}$$

The shifted Gaussian nature of the distribution follows from the confining harmonic potential (defined after equation (20)) with its minimum varying in an oscillatory fashion. After performing the integrations over $x_f$ and $x_i$, we write the final form of $P(i\lambda Q, t_f)$ as a function of $\lambda$,

$$P(i\lambda Q, t_f) = \frac{e^{-\eta^2/(2D\gamma)}}{(1 + \lambda^2 - e^{-2\gamma t_f \lambda^2})^{1/2}} \exp(q_n/q_d), \tag{52}$$

where $q_d$ and $q_n$ are given by

$$q_d = 4D\gamma e^{2\gamma t_f} (1 + \lambda^2 - e^{-2\gamma t_f \lambda^2}) (\omega^2 + \gamma^2)^{1/2} \tag{53}$$

and

$$q_n = l_4 \lambda^4 + il_3 \lambda^3 + l_2 \lambda^2 + il_1 \lambda + l_0, \tag{54}$$

where the expressions for $l_4$, $l_3$, $l_2$, $l_1$ and $l_0$ are given in appendix B. Substituting equation (52) into (49), we have

$$P(Q) = \frac{\beta}{2\pi} \int_{-\infty}^{\infty} d\lambda \ e^{i\lambda Q} \frac{e^{-\eta^2/(2D\gamma)}}{(1 + \lambda^2 - e^{-2\gamma t_f \lambda^2})^{1/2}} \exp(q_n/q_d). \tag{55}$$

In order to obtain an approximate form of the distribution in the $t_f \to \infty$ limit, equation (55) can be written as,
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\[ P(Q) = \frac{\beta}{2\pi} e^{-\frac{\eta^2}{2DF}} \int_{-\infty}^{\infty} \frac{\exp(t_f S(\lambda))}{(1 + \lambda^2)^{1/2}} d\lambda, \quad (56) \]

where

\[ S(\lambda) = i\lambda \beta Q_f - \frac{\omega^2 \eta^2 (\lambda^4 + i\lambda^3 + \lambda^2 + i\lambda)}{2D(\omega^2 + \gamma^2)(1 + \lambda^2)}, \quad (57) \]

and \( Q_f = Q/t_f \). Since, in the \( t_f \to \infty \) limit, the exponent in the integrand in equation (56) is linear in \( t_f \), the integral can be evaluated using the method of steepest descents \[30\]. In this method, the integral is approximated by the largest contribution that comes from the saddle point. The saddle point is determined by extremizing \( S(\lambda) \). After finding out the saddle points, we deform the contour for \( \lambda \) in the complex plane in such a way that it passes through the saddle point and the saddle point corresponds to the maximum of \( S(\lambda) \) along the path.

Since the derivative of \( S(\lambda) \) with respect to \( \lambda \) is

\[ S'(\lambda) = i\beta Q_f - \frac{\omega^2 \eta^2}{2D(\omega^2 + \gamma^2)} (2\lambda + i), \quad (58) \]

there is only one saddle point \( \lambda_0 \)

\[ \lambda_0 = \frac{i(2\beta DQ_f(\omega^2 + \gamma^2) - \omega^2 \eta^2)}{2\omega^2 \eta^2} \]

located on the imaginary axis. We further note that there are two saddle points located at \( \pm i \), and we choose the imaginary axis extending from \( i \) to \( +\infty \) and \( -i \) to \( -\infty \) to be the branch cut and the contour should not cross these cut lines. After doing a Taylor expansion and a Gaussian integral, we obtain the leading term of the heat distribution as

\[ P(Q) = \frac{\beta}{2\pi} e^{-\frac{\eta^2}{2DF}} \left( \frac{2\pi}{t_f |S''(\lambda_0)|} \right)^{1/2} \frac{\exp(t_f S(\lambda_0))}{(1 + \lambda_0^2)^{1/2}} e^{i\theta}, \quad (60) \]

where, double prime denotes two derivatives with respect to \( \lambda \). \( \theta \) gives the direction of the steepest descent and, in this case, it is given by

\[ \theta = \frac{\pi}{2} - \frac{1}{2} \arg[S''(\lambda_0)] = 0, \quad (61) \]

which indicates a contour parallel to the real axis. In order to avoid crossing the branch cuts, we restrict \( Q_f \) such that the saddle point is always located between \( i \) and \( -i \). The variation in the saddle point with \( Q \) for a given set of parameter values is shown in figure 1(a). Upon substituting \( \lambda_0, S(\lambda_0) \) and \( |S''(\lambda_0)| \) into equation (60), the final form of the distribution, in the large time limit, becomes
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\[
\beta \omega \gamma \eta 
= 
\begin{bmatrix}
\beta \omega \\
\gamma \omega \\
\eta
\end{bmatrix}
\begin{bmatrix}
\omega \\
\eta
\end{bmatrix}
\times
\begin{bmatrix}
\beta \omega \\
\gamma \omega \\
\eta
\end{bmatrix}
\begin{bmatrix}
\omega \\
\eta
\end{bmatrix}
\times
\begin{bmatrix}
\beta \omega \\
\gamma \omega \\
\eta
\end{bmatrix}
\begin{bmatrix}
\omega \\
\eta
\end{bmatrix}
\times
\begin{bmatrix}
\beta \omega \\
\gamma \omega \\
\eta
\end{bmatrix}
\begin{bmatrix}
\omega \\
\eta
\end{bmatrix}
\]

Since \( \lambda_0 \) must lie between \( \pm i \), the \( \lambda \)-dependent part of the denominator of equation (62) can be approximated further and exponentiated to finally obtain a Gaussian distribution. Hence it appears that in the large time limit, the central part of the distribution is Gaussian and, as a consequence, the distribution satisfies the conventional fluctuation theorem for small fluctuations.

That the asymptotic result in the large time limit indicates a Gaussian behavior for small fluctuations is similar to what has been observed earlier through an explicit derivation of the heat distribution function for a uniformly moving parabolic potential [7, 9]. For large fluctuations, the distribution deviates from the Gaussian one. The existence of a non-Gaussian tail in the heat distribution for the same system has been also proved generally using the energy conservation relation [18]. Although, we have not evaluated an explicit analytical form of the distribution, under the most general circumstances, here also we expect similar non-Gaussian feature for large fluctuations. This inference is supported by results from numerical integration and simulations discussed below.

Next, we evaluate the integration in equation (55) numerically using MATLAB which implements adaptive Gauss-Kronrod quadrature formula. For the parameter values mentioned in figure 2(a), we perform the numerical integration for which the
error bound is $1.48 \times 10^{-9}$. The resulting distribution is plotted in figure 2(a) which also shows a reasonably good agreement with the histogram obtained from numerical simulations. Next, we consider the function $f_L(Q) = \ln \left( \frac{P(Q)}{P(-Q)} \right)$. To satisfy the transient fluctuation theorem, it is required that $f_L(Q) = Q$. In figure 2(b), we have plotted $f_L(Q)$ with $Q$ for $t_f = 10$. From this plot, it is evident that the probability distribution function of the dissipated heat does not satisfy the transient fluctuation theorem.

### 7. Numerical simulations

Using the Euler-Maruyama method [31], a discretized version of equation (2) can be written as

$$x_{n+1} = x_n - \Delta t \eta \cos (\omega n \Delta t) - \gamma x_n \Delta t + \sqrt{2D} \, d\xi_n,$$

where $\Delta t = (t_f - t_i)/N$ is a small time interval that divides the entire time interval $t_f - t_i$ into $N$ parts and $x_n$ denotes the position of the particle at $t_n = t_i + \Delta t \, n$ with $n = 0, 1 \ldots N$. $d\xi_1 \ldots d\xi_n$ are independent normally distributed random variables with mean zero and standard deviation $\sqrt{\Delta t}$. These random variables are generated using
the in-built ‘random’ function of MATLAB that supplies Gaussian-distributed random numbers $N(0,1)$ with zero mean and unit standard deviation.

After calculating the position of the particle at each time-step, we have calculated the work and dissipated heat at each time step using equation (22) and (48), respectively. To obtain the histogram for the work distribution, we have computed its values at final time $t_f = 1000$ for 40,000 random trajectories with time step taken as $\Delta t = 0.05$. The histogram for the work probability distribution obtained from this data is shown in figure 3(a). The variations of the standard deviation with the strength and the angular frequency of the oscillatory drive are shown in figures 3(b) and 4(a), respectively. In figure 4(b), we have shown the variation of the central fourth moment $\langle (W - \langle W \rangle)^4 \rangle$ and the variance of the work distribution with $\eta$ at large time $t_f = 1000$. The agreement with the relation $\langle (W - \langle W \rangle)^4 \rangle = 3 (\langle W^2 \rangle - \langle W \rangle^2)^2$ is also shown in this figure. We have also seen the variation of the coefficient of skewness, $\frac{\langle (W - \langle W \rangle)^3 \rangle}{\langle (W^2 \rangle - \langle W \rangle^2)^{3/2}}$, with $\eta$. Over a range of $\eta$ between $[0.05:1]$, the coefficient of skewness varies between 0.001 and 0.016.

To plot the distribution of dissipated heat, we compute the heat values at time $t_f = 10$ for $10^5$ realizations with the time step $\Delta t = 0.0125$. The histogram is then compared with the analytical result in figure 2(a). In figure 2(b), we have compared the function $f_L(Q)$ obtained from numerical simulations with its values obtained after numerically evaluating the Fourier transform (55).
In this paper, using the Onsager–Machlup fluctuation theory, we obtain the distribution functions for work and dissipated heat for a Brownian particle subjected to a confining harmonic potential and an oscillatory driving force. We start with a Langevin equation for the Brownian particle and obtain the transition probability in a functional integral form with an Onsager–Machlup type Lagrangian function. The final form of the transition probability is obtained by evaluating the contribution from the optimal path and deriving the functional integral explicitly for the fluctuations about the optimal path. From the Langevin equation and the energy conservation principle, we identify the total work done on the Brownian particle. This work consists of two parts, one associated with the change in the potential energy and the other, the heat dissipated to the reservoir. The Onsager–Machlup type Lagrangian function can be expressed in terms of the entropy production rate and the dissipation functions. The expressions for the entropy production rate and the work done by the external force, obtained above, are shown to be consistent with the energy conservation principle.

The expression for the total work is used further to define the work distribution function in a functional integral form. As before, the functional integral is evaluated by considering the optimal path and the fluctuations about this. The work distribution function
satisfies the work fluctuation theorem in the long time limit. While the width of the distribution saturates for large values of the angular frequency of the oscillatory drive, the width increases with the angular frequency for small values of the frequency. Using the results derived in the work distribution part, we obtain the Fourier transform of the distribution of the dissipated heat. From this, using a saddle point approximation, an approximate analytical expression for the heat distribution is obtained in the long time limit. This result shows that for small fluctuations, the resulting distribution is Gaussian. The heat distribution, at finite time, is obtained by numerically evaluating the inverse Fourier transform. This result as well as the results from numerical simulations show that the heat distribution function does not satisfy transient fluctuation theorem.

Appendix A. Calculation of the functional integral

In this appendix we evaluate the functional integral of equation (15). The time interval is split into $N$ slices through the following specifications $t_n = t_i + n\Delta t_N$ where $n = 1, 2, ..., N$ and $\Delta t_N = (t_f - t_i)/N$. The functional integral can be written in the summation form as

$$
\int Dz \exp \left[ -\frac{1}{4D} \int_i^f dt \left[ \gamma z_t + \dot{z}_t \right]^2 \right] = \lim_{N \to \infty} \left( \frac{1}{4\pi D \Delta t_N} \right)^{N/2} \int dz_{N-1} dz_{N-2} ... dz_1 
\times \exp \left[ -\frac{1}{4D} \sum_{n=0}^{N-1} \Delta t_N \left( \frac{z_{n+1} - z_n}{\Delta t_N} + \gamma z_n \right)^2 \right] 
\times \exp \left[ -\frac{1}{4D \Delta t_N} \sum_{n=0}^{N-1} \left( z_{n+1} + z_n \phi \right)^2 \right],
$$

(A.1)

where $\phi = \Delta t_N \gamma - 1$. The Gaussian integral over all the $z$ variables can be done using the matrix method. We however follow the straightforward method of completing square for one integral at a time. Starting with $z_{N-1}$ integral, we have

$$
\lim_{N \to \infty} \left( \frac{1}{4\pi D \Delta t_N} \right)^{N/2} \int dz_{N-1} dz_{N-2} ... dz_1 \exp \left[ -\frac{1}{4D \Delta t_N} \sum_{n=0}^{N-1} (z_{n+1} + z_n \phi)^2 \right]
\times \exp \left[ -\frac{1}{4D \Delta t_N} \sum_{n=0}^{N-1} \left( z_{n+1} + z_n \phi \right)^2 \right].
$$

(A.2)

While doing this integration, we have used $z_N = 0$. After performing integrations over $N - 2$ variables starting with variable $z_{N-1}$, we are left with the final integration over $z_1$. (A.1) reduces to
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\[ \lim_{N \to \infty} \left( \frac{1}{4\pi D\Delta t_N} \right)^{N/2} \int \text{d}z_{N-1} \text{d}z_{N-2} \ldots \text{d}z_1 \exp \left[ -\frac{1}{4D\Delta t_N} \sum_{n=0}^{N-1} (z_{n+1} + z_n\phi)^2 \right] \]

\[ = \lim_{N \to \infty} \left( \frac{1}{4\pi D\Delta t_N} \right)^{1/2} \left[ 1 + \phi^2 + \phi^4 + \ldots + \phi^{2(N-1)} \right]^{-1/2} \]

\[ \times \int \text{d}z_1 \exp \left[ -\frac{1}{4D\Delta t_N} z_1^2 - \frac{1}{4D\Delta t_N} \left( 1 + \phi^2 + \phi^4 + \ldots + \phi^{2(N-1)} \right) z_1^2 \right] \]

The integration over \( z_1 \) leads to the final result

\[ \lim_{N \to \infty} \left( \frac{1}{4\pi D\Delta t_N} \right)^{N/2} \int \text{d}z_{N-1} \text{d}z_{N-2} \ldots \text{d}z_1 \exp \left[ -\frac{1}{4D\Delta t_N} \sum_{n=0}^{N-1} (z_{n+1} + z_n\phi)^2 \right] \]

\[ = \lim_{N \to \infty} \left( \frac{1}{4\pi D\Delta t_N} \right)^{1/2} \left[ 1 + \phi^2 + \ldots + \phi^{2(N-1)} \right]^{-1/2} \]

\[ = \lim_{N \to \infty} \left( \frac{2\pi D}{\gamma} \right)^{-1/2} \left[ 1 - \gamma(t_f - t_i) \right]^{-1/2} \left[ 1 - \gamma(t_f - t_i) \right]^{-1/2} \left[ 1 - \gamma(t_f - t_i) \right]^{-1/2}. \]

In order to obtain the last step, we have used

\[ \left( 1 + \phi^2 + \phi^4 + \ldots + \phi^{2(N-1)} \right)^{-1/2} = \left[ \frac{1 - \phi^2}{1 - \phi^{2N}} \right]^{1/2}. \]  

(A.3)

Next, we need to consider \( N \to \infty \) limit. This finally leads to

\[ \int \mathcal{D}z \exp \left[ -\frac{1}{4D} \int_{t_i}^{t_f} \text{d}t \left( \gamma z_t + \dot{z}_t \right)^2 \right] \]

\[ = \left( \frac{2\pi D}{\gamma} \right)^{-1/2} \left[ 1 - \exp \left[ -2\gamma(t_f - t_i) \right] \right]^{-1/2}. \]

(A.4)

(A.6)

(A.7)

Appendix B. Expressions appearing in various integrations in sections 5 and 6

The expressions for \( c_1, c_2 \) and \( c_3 \) in equation (40) are

\[ c_1 = \frac{2\gamma e^{2\gamma t_f}}{(e^{2\gamma t_f} - 1)}. \]

(B.1)

\[ c_2 = -4\gamma \frac{x_f \exp[\gamma t_f]}{(\exp[2\gamma t_f] - 1)} - A_W \phi(t_f) + \frac{2i\tilde{\lambda}}{(\omega^2 + \gamma^2)\tilde{\omega}} \]

(B.2)
\[
c_{3} = -2i \gamma \left[ x_f \exp[\gamma t_f] - A_W \right] \frac{\gamma \lambda^2}{2(\omega^2 + \gamma^2)^2} + - \frac{2i \lambda \eta \gamma}{4\omega(\omega^2 + \gamma^2)} + \frac{2i \lambda \eta \gamma}{2(\omega^2 + \gamma^2)} + \frac{\gamma \lambda^2}{2(\omega^2 + \gamma^2)^2} + \frac{2i \lambda \eta \gamma}{4\omega(\omega^2 + \gamma^2)}
\]

and

\[
\begin{align*}
& - \frac{2i \lambda \omega}{(\omega^2 + \gamma^2)} \left[ x_i + \frac{\eta \gamma}{(\omega^2 + \gamma^2)} \right] + \frac{\lambda^2 t_f}{2(\omega^2 + \gamma^2)} + \frac{i \lambda \eta \omega t_f}{(\omega^2 + \gamma^2)} + \left[ - \frac{\lambda^2(\omega^2 - \gamma^2)}{4\omega(\omega^2 + \gamma^2)^2} + \frac{2i \lambda(\eta \omega - i \lambda)}{4\omega(\omega^2 + \gamma^2)} \right] \sin 2\omega t_f
\end{align*}
\]

\[
+ \frac{2i \lambda \omega}{(\omega^2 + \gamma^2)} \exp[-\gamma t_f] \left[ x_i + \frac{\eta \gamma}{(\omega^2 + \gamma^2)} + x_f \exp[\gamma t_f] - A_W \right] \exp[\gamma t_f] \sin \omega t_f
\]

\[
- \frac{2i \lambda \omega}{(\omega^2 + \gamma^2)} \exp[\gamma t_f] \left[ x_i + \frac{\eta \gamma}{(\omega^2 + \gamma^2)} + x_f \exp[\gamma t_f] - A_W \right] \cos \omega t_f
\]

\[
+ \frac{1}{4\omega} \left( \frac{2\gamma \omega \lambda^2}{(\omega^2 + \gamma^2)^2} - \frac{2i \lambda \eta \gamma}{(\omega^2 + \gamma^2)} \right) \cos 2\omega t_f,
\]

where \( \omega = \cos \omega t_f + \gamma \sin \omega t_f \).

The expressions for \( m_2 \) and \( m_4 \) in equation (42) of the main text are

\[
m_2 = - \left[ \gamma^2 \omega(1 + e^{2\gamma t_f}) + \omega^3(1 - e^{2\gamma t_f}) - 2e^{2\gamma t_f} \gamma \omega t_f(\gamma^2 + \omega^2) + \gamma^2 \omega \cos(2\omega t_f)(1 + e^{2\gamma t_f}) + \omega^3 \cos(2\omega t_f)(1 - e^{2\gamma t_f}) + 2\gamma^2 \omega^2 \sin(2\omega t_f) + e^{2\gamma t_f} \gamma(\gamma^2 + \omega^2) \sin(2\omega t_f) \right] (16D e^{2\gamma t_f} \gamma \omega(\gamma^2 + \omega^2)^{-1})^{-1}
\]

\[
m_4 = - \frac{i}{8} \gamma \omega \cos(2\omega t_f - 1) \left[ x_i + \frac{\eta \gamma}{(\omega^2 + \gamma^2)} \right] 4\omega(\omega - \omega \exp[-\gamma t_f])
\]

\[
- 2\omega^3 \eta t_f + \eta \omega \sin 2\omega t_f \left( D\omega(\gamma^2 + \omega^2)^{-1} \right)
\]

The expressions for \( l_4, l_3, l_2, l_1, l_0 \) appearing in equation (54) are

\[
l_4 = -2\eta^2 \gamma \omega \left[ (1 + e^{2\gamma t_f}) \gamma \omega \cos(2\omega t_f) + e^{2\gamma t_f} \{ -2\gamma \omega \cosh(\gamma t_f) + 2\omega t_f \sinh(\gamma t_f)(\omega^2 + \gamma^2) + (\omega^2 - \gamma^2) \sin(2\omega t_f) \sinh(\gamma t_f) \} \right] \]

\[
l_3 = -2\eta^2 \gamma \omega \left[ (1 + e^{2\gamma t_f}) \gamma \omega \cos(2\omega t_f) + e^{2\gamma t_f} \{ -2\gamma \omega \cosh(\gamma t_f) + 2\omega t_f \sinh(\gamma t_f)(\omega^2 + \gamma^2) + (\omega^2 - \gamma^2) \sin(2\omega t_f) \sinh(\gamma t_f) \} \right].
\]
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\[ l_2 = \eta^2 \gamma \left[ -2\gamma(\gamma^2 + 2\omega^2) + 8e^{i\gamma t}\omega^3 \sin(\omega t_f) + e^{2i\gamma t} \left\{ 2\gamma(\gamma^2 + 3\omega^2) - 2\omega^2(\omega^2 + \gamma^2) t_f - 2\gamma\omega^2 \cos(2\omega t_f) + (\gamma^2 - \omega^2) \omega \sin(2\omega t_f) \right\} \right] \]  

(B.8)

\[ l_1 = \eta^2 \omega \left[ 2\omega^3 + 8e^{i\gamma t}\gamma\omega^2 \sin(\omega t_f) - e^{2i\gamma t} \left\{ -2\omega\gamma^2 + 2\omega^3 + 2\omega\gamma t_f(\omega^2 + \gamma^2) + 2\omega\gamma^2 \cos(2\omega t_f) + \gamma(\omega^2 - \gamma^2) \sin(2\omega t_f) \right\} \right] \]  

(B.9)

and

\[ l_0 = 2e^{2i\gamma t}\eta^2(\omega^2 + \gamma^2)^2. \]  

(B.10)
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