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Abstract—When performing real-time learning tasks, the radial basis function neural network (RBFNN) is expected to make full use of the training samples such that its learning accuracy and generalization capability are guaranteed. Since the approximation capability of the RBFNN is finite, training methods with forgetting mechanisms such as the forgetting factor recursive least squares (FFRLS) and stochastic gradient descent (SGD) methods are widely used to maintain the learning ability of the RBFNN to new knowledge. However, with the forgetting mechanisms, some useful knowledge will get lost simply because they are learned a long time ago, which we refer to as the passive knowledge forgetting phenomenon. To address this problem, this paper proposes a real-time training method named selective memory recursive least squares (SMRLS) in which the feature space of the RBFNN is evenly discretized into a finite number of partitions and a synthesized objective function is developed to replace the original objective function of the ordinary recursive least squares (RLS) method. SMRLS is featured with a memorization mechanism that synthesizes the samples within each partition in real-time into representative samples uniformly distributed over the feature space, and thus overcomes the passive knowledge forgetting phenomenon and improves the generalization capability of the learned knowledge. Compared with the SGD or FFRLS methods, SMRLS achieves improved learning performance (learning speed, accuracy and generalization capability), which is demonstrated by corresponding simulation results.
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I. INTRODUCTION

A result of its linearly parameterized form and universal approximation capabilities, the radial basis function neural network (RBFNN) has become one of the most popular function approximators in the field of adaptive control and system identification [1]–[5]. Compared with traditional approximators such as polynomials, the RBFNN has stronger nonlinear approximation capabilities and higher computational complexity [6]. Therefore, when it is employed as an approximator in control systems, it is expected to achieve large-scale accurate approximation. In order to achieve good learning performance (high learning speed, accuracy and generalization capability), appropriate training methods are essential. For neural network control, the RBFNN is usually employed as an adaptive controller or observer to interact with the plant online, which leads to the considerable attention of the real-time training methods of RBFNNs. Among different real-time training methods, the gradient descent (GD) based and recursive least squares (RLS) based methods have received extensive attention and been applied to various systems [7]–[10].

As one of the most classical training methods of neural networks, the GD method and its variants have achieved good performance in various offline learning scenarios, where the training sets are known a priori [11]. Different from the offline applications of neural networks, the real-time learning, as a special case of online learning, refers to the scenarios where the samples are collected one by one in chronological order. For instance, in neural network control where the RBFNN should keep sensitivity to parameter changes, the GD based update of the neural network will be carried out whenever a new sample is collected, which can also be regarded as a stochastic gradient descent (SGD) based training method with the batch size of one. Generally, the SGD based weight update law of the RBFNN in neural network control is derived from the Lyapunov stability theory based analysis and thus can guarantee the stability and closed-loop control performance of the system [12]–[14]. By contrast, the learning performance of the RBFNN in this case is very limited because the learned knowledge is closely related to the chronological distribution of the samples input to the RBFNN. Specifically, since the objective function of SGD is squared approximation error of the current sampling time, the RBFNN will mostly allocate its approximation capabilities to the latest samples while the knowledge learned from the past samples will be gradually forgotten, which is named passive knowledge forgetting phenomenon in this paper.

Due to passive knowledge forgetting phenomenon, the RBFNN needs to persistently review the past samples to realize the real-time learning (parameter convergence to the optimal value). From the perspective of adaptive control, this is the reason why the weight convergence of the RBFNN based on SGD requires the persistent excitation (PE) condition [15], [16]. When employing an RBFNN as the function approximator, what we expect is to obtain accurate approximation of the unknown function over a large-scale feature space (i.e. input space) region of the RBFNN rather than over local regions filled with the latest samples. Therefore, the training method...
with memory of the past samples is required to improve the real-time learning performance of the RBFNN.

As a result of its linearly parameterized form, the real-time training of the RBFNN can also adopt the RLS method. While the SGD method optimizes an objective function of the current squared approximation error, the objective function of the RLS method is the sum of squared approximation errors at each sampling time. Therefore, the RBFNN trained through RLS will allocate its approximation capabilities uniformly to each sample and keep memory to all of the past samples during the real-time learning process. Moreover, it is claimed that the RLS based training method has faster learning speed compared with the SGD based method [17]–[20]. However, as the number of samples gradually increases, the approximation capabilities of the RBFNN will be insufficient to express the excessive knowledge such that the RBFNN will be insensitive to new samples, which is also known as the data saturation phenomenon. With data saturation, the RBFNN will allocate its approximation capabilities mostly to the feature space regions where the samples are dense, resulting in limited learning performance.

To overcome the data saturation phenomenon of RLS, different forgetting mechanisms such as the forgetting factor are adopted [21]–[26]. However, while data saturation is suppressed by these forgetting mechanisms, the passive knowledge forgetting phenomenon occurs, i.e. the knowledge carried by the past samples will be gradually forgotten as the real-time learning process goes on [27]. The directional forgetting factor discussed in [19] restricts forgetting to the information-rich subspace, and suppresses the passive forgetting phenomenon to some extent. However, it is computationally complex and thus inappropriate for real-time applications. Moreover, with these forgetting factor RLS (FFRLS) methods, the learning performance of the RBFNN will still be affected by the spatial distribution of the samples. It is still possible for RBFNN to allocate its approximation capabilities too much to the regions where the samples are relatively dense, leading to poor learning of the knowledge carried by the samples within the regions where the samples are sparse.

For RLS based training methods whose objective function is the sum of the squared approximation errors of each sample, the learning performance of the RBFNN is also influenced by the distribution of samples in the feature space. To obtain the function approximation which has good generalization capability over the feature space, the samples learned by the RBFNN should be uniformly distributed over the feature space while the number of the samples should be large enough [28]. For offline learning scenarios, we can preprocess the training set such that the samples are uniformly distributed. However, for real-time applications where the samples are mostly collected in chronological order with the same sampling period, it is difficult to distribute the samples uniformly. In this case, the RBFNN cannot allocate its approximation capabilities uniformly to the feature space such that the approximation accuracy over different regions of the feature space is different.

From the aforementioned analysis, the existing real-time training methods for RBFNNs based on SGD or RLS have the following problems to be solved: i) there is no method to suppress passive knowledge forgetting and data saturation at the same time with sufficiently little computational complexity, ii) with these methods, the RBFNN cannot allocate its approximation capabilities uniformly to the feature space, leading to the large difference in the approximation accuracy over different regions of the feature space. To address these problems, this paper proposes an RLS based real-time training method with a mechanism of memory, which is named as the selective memory recursive least squares (SMRLS) method. The design of SMRLS based training method of the RBFNN includes the following three steps:

1) The feature space of the RBFNN is normalized and then evenly discretized into a finite number of partitions, which is named as the finite-state implementation of the feature space.
2) In a real-time learning process, the memory update functions are designed according to a priori knowledge to synthesize samples within the same partition into one sample.
3) The synthesized objective function is obtained by summing up the squared approximation errors of the synthesized samples to replace the original objective function in RLS method. Similar to the ordinary RLS method, a recursive algorithm is proposed to calculate the optimal weights of the RBFNN minimizing the synthesized objective function in the real-time learning process.

As an example, specific memory update functions are proposed based on two classical assumptions respectively: i) the latest samples are more reliable than the past ones [27], ii) the measurement is accurate while the function to be approximated is time-invariant. Based on these memory update functions, the SMRLS method is simplified such that its computational complexity is reduced to the level of the ordinary RLS method.

The discretization of the feature space and the calculation of the synthesized objective function according to memory update functions are collectively called the memory mechanism of SMRLS. Thanks to this mechanism, SMRLS obtains the following merits over the SGD and RLS methods:

1) Through the finite-state implementation, the maximum number of the synthesized samples is set to the number of the partitions, so the data saturation phenomenon is suppressed. The knowledge of the samples within the same partition will be synthesized rather than gradually forgotten, so passive knowledge forgetting is also suppressed. This improves the learning speed and accuracy of the RBFNN.
2) Since the samples within the same partition only contribute one synthesized sample to the objective function, the RBFNN allocates its approximation capabilities uniformly to the feature space, i.e. the approximation effects over different regions of the feature space are similar. Therefore, the generalization capability of the learned knowledge is improved.

The rest of this paper is organized as follows: Section [III] introduces preliminaries and formulates the problem. In Section [III], the passive knowledge forgetting phenomenon of SGD and FFRLS methods is analyzed. Section [IV] provides the design
process of SMRLS method in detail and analyzes its merits. Section V provides the simulation results to demonstrate the effectiveness of SMRLS. Finally, Section VI concludes the main results.

II. PROBLEM FORMULATION AND PRELIMINARIES

In Section II-A an open-loop real-time function approximation problem is introduced. Section II-B, II-C, II-D provide a brief introduction to the RBFNN based function approximation, SGD method and RLS method, respectively.

A. Real-Time Function Approximation: An Open-Loop Case

Consider an open-loop real-time approximation task where the output of the approximator will not influence the state orbit of the system. The function to be approximated is described as follows:

\[
\begin{cases}
    y = f(x) + v \\
x = g(t)
\end{cases}
\]  

(1)

where \( g(t) : [0, \infty) \mapsto \mathbb{R}^n \), \( f(x) : \mathbb{R}^n \mapsto \mathbb{R} \) are unknown continuous functions, \( x \in \Omega_x \subseteq \mathbb{R}^n \) is the argument of \( f(\cdot) \) defined on the compact set \( \Omega_x \), \( y \in \mathbb{R} \) is the measurement of \( f(x) \), and \( v \in \mathbb{R} \) is the measurement error including the measurement noise. The state orbit starting from the initial state \( x(0) \) is denoted by \( \mu(x(0)) \) during the learning task.

Assumption 1. To facilitate understanding of the theoretical analysis in subsequent sections, it is assumed that the measurement is accurate such that \( v = 0 \).

Assume that the output of the approximator is \( \hat{f}(x, \theta) \) with the parameter \( \theta \), and the following objective function is considered:

\[
J(\theta) = \int_{\Omega_x} \left\| f(x) - \hat{f}(x, \theta) \right\|^2 dx.
\]  

(2)

Let \( \theta^* \) denote the optimal parameter minimizing \( J(\theta) \), and we have:

\[
\theta^* \triangleq \arg \min_{\theta \in \mathbb{R}^n} J(\theta).
\]  

(3)

Let \( i = 1, 2, \ldots, m \) denote the serial number of the sampling time, \( m \) denote the total number of samples, and the real-time approximation task is to constantly improve the approximation of \( \theta^* \) as samples \( (x(i), y(i)) \) keep being collected. The following sum of squared error (SSE) objective function

\[
J_f(\theta) = \sum_{i=1}^{m} \left\| y(i) - \hat{f}(x(i), \theta) \right\|^2
\]  

(4)

is adopted to substitute \( J(\theta) \) to obtain an estimation of \( \theta^* \). As analyzed in [28], if the samples \( (x(i), y(i)) \) are uniformly distributed over the compact set \( \Omega_x \) under Assumption 1 we obtain:

\[
\lim_{m \to \infty} \frac{1}{m} J_f(\theta) = J(\theta)
\]  

(5)

which indicates the importance of the uniform distribution of samples for the approximation. Therefore, \( \theta^* \) can be estimated using:

\[
\theta^* \approx \arg \min_{\theta \in \mathbb{R}^n} J_f(\theta)
\]  

(6)

if there are sufficient samples uniformly distributed over \( \Omega_x \).

The compact set \( \Omega_x \) consisting of all possible values of \( x \) is named as the feature (input) space of the approximator. In practice, the scope of \( \Omega_x \) is designed to be the scope over which the approximation \( \hat{f}(x, \theta) \) is expected to be accurate. According to the aforementioned analysis, to obtain an accurate estimation of \( \theta^* \), the samples \( (x(i), y(i)) \) are required to fill the feature space \( \Omega_x \), which is named as a sufficient distribution. The sufficient distribution can be satisfied using the following methods: i) for active approximation scenarios where the state orbit \( \mu(x(0)) \) can be designed, \( \mu(x(0)) \) is designed properly such that the feature space is filled with samples; ii) for passive approximation scenarios, although \( \mu(x(0)) \) cannot be designed, we can still collect sufficient samples by long-term sampling.

Even if the sufficient distribution of samples is satisfied, for real-time approximation tasks, the approximation method is still difficult to realize because: i) the direct optimization of \( J_f(\theta) \) is computationally complex; ii) the uniform distribution of the samples is hard to guarantee. While there is still no effective method to address ii), some real-time approximation methods have been proposed to address i) including the commonly used SGD and RLS methods [15].

Remark 1. The real-time approximation problem discussed in this section is an open-loop case where the output of the approximator will not influence the state orbit \( \mu(x(0)) \). In this case, the only issue to be considered for the design of the approximation method is how to accurately approximate the function. However, when the function approximator and the original system constitute a closed-loop system, the stability of the system should also be considered. Although the closed-loop function approximation methods are more complex, they are still based on the open-loop methods. Therefore, the real-time function approximation methods discussed in this paper can also be applied to closed-loop systems with some modifications used to guarantee the stability.

B. RBFNN based Function Approximation

The RBFNN is a class of single hidden layer feedforward neural networks whose activation function is the radial basis function. The output of the RBFNN can be formulated as:

\[
f_{NN}(\chi) = \sum_{i=1}^{N} w_i \phi_i(\chi) = W^T \Phi(\chi)
\]  

(7)

where \( \chi \in \mathbb{R}^l \) is the input vector, \( f_{NN}(\chi) \in \mathbb{R} \) is the corresponding output, \( W = [w_1, w_2, \ldots, w_N]^T \in \mathbb{R}^N \) is the weight vector, \( N \) is the number of neurons, and \( \Phi(\chi) = [\phi_1(\chi), \phi_2(\chi), \ldots, \phi_N(\chi)]^T \in \mathbb{R}^N \) is the regressor vector composed of radial basis functions \( \phi_i(\chi), i = 1, 2, \ldots, N \). The radial basis function employed in this paper is the Gaussian function as follows:

\[
\phi_i(\chi) = \exp \left( -\frac{\|\chi - c_i\|^2}{2\sigma_i^2} \right), i = 1, 2, \ldots, N
\]  

(8)

where \( c_i \in \mathbb{R}^l \) is the center and \( \sigma_i \in \mathbb{R} \) is the receptive field width of the radial basis function \( \phi_i(\chi) \).
Consider the function approximation problem in Section II-A. RBFNNs have the ability to approximate any continuous function \( f(x) : \mathbb{R}^n \to \mathbb{R} \) over the compact set \( \Omega_x \subseteq \mathbb{R}^n \) to arbitrary accuracy on the premise of sufficient neurons and suitably selected centers and receptive field widths [1]. Then \( f(x) \) can be approximated as:

\[
 f(x) = W^*T \Phi(x) + \epsilon(x), \forall x \in \Omega_x
\]

where \( W^* \in \mathbb{R}^N \) is the optimal weight vector of the approximation, and \( \epsilon(x) \) is the bounded approximation error satisfying \( |\epsilon(x)| < \epsilon^*, \forall x \in \Omega_x \). In this paper, the optimal value of \( W^* \in \mathbb{R}^N \) is defined as follows:

\[
 W^* \triangleq \arg \min_{W \in \mathbb{R}^N} \left\{ \int_{\Omega_x} \| f(x) - W^T \Phi(x) \|^2 \left. dx \right| \right\}
\]

where the compact set \( \Omega_x \) is known as the feature space (input space) of the RBFNN.

According to [4], [4], if there are sufficient samples uniformly distributed over \( \Omega_x \), \( W^* \) can be estimated by minimizing \( J_f(W) \) as follows:

\[
 W^* \approx \arg \min_{W \in \mathbb{R}^N} \left\{ \sum_{i=1}^{m} \| y(i) - W^T \Phi(x(i)) \|^2 \right\}
\]

**Assumption 2.** It is assumed that, the RBFNN has a lattice distribution of the neuron centers, which covers the (normalized) feature space of the RBFNN.

The persistent excitation (PE) condition is an important concept in the function approximation problems based on the linearly parameterized approximators including the RBFNN and is defined as follows.

**Definition 1.** (PE Condition [29]:) The piecewise-continuous and uniformly-bounded regressor vector \( \Phi(x) : \mathbb{R}^n \to \mathbb{R}^N \), is said to satisfy the PE condition, if there exist positive constants \( \delta, \alpha_1, \alpha_2 \) such that

\[
 \alpha_1 I \geq \int_{t_0}^{t_0 + \delta} \Phi(\tau) \Phi^T(\tau) d\tau \geq \alpha_2 I
\]

holds for \( \forall t_0 \geq 0 \), where \( I \in \mathbb{R}^{N \times N} \) is an identity matrix and \( \alpha_1, \alpha_2 \) are known collectively as the PE levels.

In this paper, the amount of knowledge learned by the RBNN is measured through the memory of samples, which is defined as follows.

**Definition 2.** (Memory of Samples): An RBFNN is said to have memory of the sample \( (x(i), y(i)) \) with the accuracy of \( \epsilon_m \) if and only if:

\[
 \| y(i) - W^T \Phi(x(i)) \| < \epsilon_m
\]

where \( \epsilon_m > 0 \) is a small approximation error upper bound.

**C. Stochastic Gradient Descent based Training for RBFNNs**

To approximate \( W^* \) in real-time, the following squared error objective function is considered:

\[
 J_{GD}(W, k) = \frac{1}{2} \| y(k) - W^T \Phi(x(k)) \|^2
\]

where \( k \) is the current sampling time. The gradient of \( J_{GD}(W, k) \) corresponding to \( W \) is formulated as:

\[
 \nabla J_{GD}(W, k) = \frac{\partial J_{GD}(W, k)}{\partial W} = -\Phi(x(k)) \left[ y(k) - W^T \Phi(x(k)) \right]
\]

Then \( W \) is updated in the direction of \( -\nabla J_{GD}(W, k) \) as follows:

\[
 W(k + 1) = W(k) - \eta \nabla J_{GD}(W, k)
\]

where \( \eta \in \mathbb{R}^+ \) is the designed learning rate.

The following theorem indicates the rationality of the weight update law (16).

**Theorem 1.** Assume that the sampling period is small enough. Consider the weight update law (16), if the regressor vector \( \Phi(x) \) satisfies the PE condition and the learning rate \( \eta \) is designed properly, \( W \) will exponentially converge to a small neighborhood around \( W^* \).

**Proof.** Substitute (9), (15) into (16) and we obtain:

\[
 W(k + 1) - W(k) \\
 = \eta \Phi(x(k)) \left[ f(x(k)) - W^T(k) \Phi(x(k)) \right] \\
 = \eta \Phi(x(k)) \Phi^T(x(k)) \tilde{W}(k) + \eta \Phi(x(k)) \epsilon(x(k))
\]

where \( \tilde{W} = W^* - W \) is the estimation error of the optimal weight vector \( W^* \). Since the sampling period is small enough, (17) can be reformulated into the continuous form as follows:

\[
 \dot{W} = \eta_0 \Phi(x(k)) \Phi^T(x(k)) \tilde{W} + \eta_0 \Phi(x(k)) \epsilon(x(k))
\]

where \( \eta_0 \in \mathbb{R}^{N \times N} \) is the designed learning rate which is proportional to \( \eta \). Since \( \tilde{W} = W^* - W \), we have:

\[
 \dot{\tilde{W}} = -\tilde{W} \\
 = -\eta_0 \Phi(x(k)) \Phi^T(x(k)) \tilde{W} - \eta_0 \Phi(x(k)) \epsilon(x(k))
\]

Since \( \Phi(x) \) is bounded and \( \epsilon(x) \) is very small, system (19) can be regarded as a nominal system with a small perturbation. The nominal part of (19) is described as:

\[
 \dot{\tilde{W}} = -\eta_0 \Phi(x(k)) \Phi^T(x(k)) \tilde{W}.
\]

According to Theorem 2.5.1 in [15], with the PE condition of \( \Phi(x) \), (20) is exponentially stable. To analyze the convergence of system (19), Lemma 9.2 in [30] is considered. This nonvanishing perturbation lemma indicates that with properly designed \( \eta_0 \), the small perturbation term \( \eta_0 \Phi(x) \epsilon(x) \) will not lead to large steady-state deviations of \( \tilde{W} \) from zero. Therefore, under the PE condition of \( \Phi(x), W \) will exponentially converge to a small neighborhood around its optimal value \( W^* \) with properly designed learning rate \( \eta \).

**D. Recursive Least Squares based Training for RBFNNs**

Different from many other neural networks, which are highly nonlinear in the parameters and require nonlinear optimization methods for learning, the RBFNN can learn with linear optimization methods such as the RLS method thanks to its linearly parameterized form.
Consider the following SSE objective function which has been mentioned in [11]:

\[ J_{LS}(W, k) = \sum_{i=1}^{k} \| y(i) - W^{T} \Phi(x(i)) \|^2. \]  

(21)

Let \( W_{LS}^{*}(k) \in \mathbb{R}^N \) denote the optimal weight vector minimizing \( J_{LS}(W, k) \), and it can be formulated as:

\[ W_{LS}^{*}(k) = \arg \min_{W \in \mathbb{R}^N} J_{LS}(W, k). \]  

(22)

Let \( H_k = [\Phi(x(1)), \Phi(x(2)), \ldots, \Phi(x(k))]^{T} \in \mathbb{R}^{k \times N} \) denote the input sample matrix and \( Y_k = [y(1), y(2), \ldots, y(k)]^{T} \in \mathbb{R}^{k} \) denote the output sample vector. It is assumed that there are sufficient samples such that the matrix \( H_k^{T}H_k \in \mathbb{R}^{N \times N} \) is positive definite. Therefore, the optimal weight vector \( W_{LS}^{*}(k) \) can be calculated as follows:

\[ W_{LS}^{*}(k) = (H_k^{T}H_k)^{-1}H_k^{T}Y_k. \]  

(23)

According to [11], if there are sufficient samples \((x(i), y(i)), i = 1, 2, \ldots, m \) uniformly distributed over \( \Omega_x \), \( W^{*} \) can be estimated as follows:

\[ W^{*} \approx W_{LS}^{*}(m). \]  

(24)

When the samples are obtained from the online sampling of the chronological data, the RLS method can be applied to estimate \( W_{LS}^{*}(k) \) in real-time. Let \( P(k) = (H_k^{T}H_k)^{-1} \) denote the covariance matrix at sampling time \( k \), and two equivalent RLS methods are given as follows:

- **RBFFNN-RLS1**
  
  \[
  W(k) = W(k - 1) + P(k)\Phi(x(k)) \left[ y(k) - W^{T}(k - 1)\Phi(x(k)) \right] \\
  P^{-1}(k) = \lambda P^{-1}(k - 1) + P(k)\Phi(x(k))\Phi^{T}(x(k)) \\
  \Phi(x(k)) = [\phi_1(x(k)), \phi_2(x(k)), \ldots, \phi_N(x(k))]^{T} 
  \]

  (25)

- **RBFFNN-RLS2** (matrix inversion lemma)
  
  \[
  W(k) = W(k - 1) + P(k)\Phi(x(k)) \left[ y(k) - W^{T}(k - 1)\Phi(x(k)) \right] \\
  P(k) = \frac{1}{\lambda} \left[ P(k - 1) - \frac{P(k - 1)\Phi(x(k))\Phi^{T}(x(k))P(k - 1)}{\lambda + \Phi^{T}(x(k))P(k - 1)\Phi(x(k))} \right] \\
  \Phi(x(k)) = [\phi_1(x(k)), \phi_2(x(k)), \ldots, \phi_N(x(k))]^{T} 
  \]

  (26)

where \( \lambda \in (0, 1) \) is the forgetting factor used to suppress the data saturation phenomenon [31].

Let \( P(0) = p_0I \), \( W(0) = W_0 \) denote the initial values of \( P(k) \) and \( W(k) \) respectively, where \( I \in \mathbb{R}^{N \times N} \) is an identity matrix. According to Theorem 1 in [32], the real objective function of the RLS methods (25) and (26) is formulated as:

\[
J_{RLS}(W, k) = \sum_{i=1}^{k} \lambda^{k-i} \left\| y(i) - W^{T} \Phi(x(i)) \right\|^2 + \frac{\lambda^{k}}{p_0} \left\| W - W_0 \right\|^2. 
\]

(27)

Therefore, using (25) or (26) to update \( W(k) \), we obtain:

\[ W(k) = \arg \min_{W \in \mathbb{R}^N} J_{RLS}(W, k). \]  

(28)

Let \( \lambda = 1 \), i.e. the RLS method is applied without the forgetting factor, to make \( J_{RLS}(W, k) \) coincide with \( J_{LS}(W, k) \) in (21), \( p_0 \) should be chosen as large as possible.

**Assumption 3.** Assume that the matrix \( H_k^{T}H_k \) is positive definite such that \( W_{LS}^{*}(k) \) exists. In this paper, the RLS method is initialized with a sufficiently large \( p_0 \) such that the weight vector \( W(k) \) based on (25) or (26) with \( \lambda = 1 \) satisfies:

\[ \| W(k) - W_{LS}^{*}(k) \| < \epsilon_k \]  

(29)

where \( \epsilon_k > 0 \) is a small estimation error upper bound corresponding to the samples and RBFNN.

The following lemma shows the derivation of the ordinary RLS method which does not adopt a forgetting factor.

**Lemma 1.** Consider the SSE objective function (21), if the following constraints:

\[
\begin{align*}
W(k) &= \arg \min_{W \in \mathbb{R}^N} J_{LS}(W, k) \\
W(k + 1) &= \arg \min_{W \in \mathbb{R}^N} J_{LS}(W, k + 1)
\end{align*}
\]

(30)

hold for \( \forall k \in \mathbb{N}_+ \) such that \( H_k^{T}H_k \) is positive definite, then \( W(k + 1) \) can be calculated using \( W(k) \) as follows:

\[ W(k + 1) = W(k) + P(k + 1)\Phi(x(k + 1)) \left[ y(k + 1) - W^{T}(k)\Phi(x(k + 1)) \right] \]  

(31)

where \( P(k) = (H_k^{T}H_k)^{-1} \) and satisfies:

\[ P^{-1}(k + 1) = P^{-1}(k) + \Phi(x(k + 1))\Phi^{T}(x(k + 1)). \]  

(32)

**Proof.** According to (25), \( W(k) \) and \( W(k + 1) \) can be formulated as:

\[
\begin{align*}
W(k) &= (H_k^{T}H_k)^{-1}H_k^{T}Y_k \\
W(k + 1) &= (H_{k+1}^{T}H_{k+1})^{-1}H_{k+1}^{T}Y_{k+1}
\end{align*}
\]

(33)

Since \( P(k) = (H_k^{T}H_k)^{-1} \), \( H_{k+1} = \left[ \begin{array}{c} H_k \\ \Phi^{T}(x(k + 1)) \end{array} \right] \in \mathbb{R}^{(k+1) \times N} \), \( Y_{k+1} = \left[ \begin{array}{c} Y_k \\ y(k + 1) \end{array} \right] \in \mathbb{R}^{k+1} \), we have:

\[ P^{-1}(k + 1) = H_{k+1}^{T}H_{k+1}^{-1} = H_k^{T}H_k + \Phi(x(k + 1))\Phi^{T}(x(k + 1)), \]  

(34)

\[ W(k + 1) = P(k + 1)H_{k+1}^{T}Y_{k+1} = P(k + 1)\left[ H_k^{T}Y_k + \Phi(x(k + 1))y(k + 1) \right] = P(k + 1)\left[ \Phi(x(k + 1))y(k + 1) \right]. \]  

(35)

Substitute (34) into (35), and (31) is obtained.

\[ \square \]

### III. Passive Knowledge Forgetting and Finite Memory of RBFNNs

The passive knowledge forgetting phenomenon of SGD and FFLS based RBFNNs is introduced in Section [III-A]. By contrast, the finite memory of the ordinary RLS based RBFNN is analyzed in Section [III-B].
A. Passive Knowledge Forgetting Phenomenon

The passive knowledge forgetting phenomenon can be analyzed from the perspective of objective function. For SGD training method, the objective function $J_{GD}(W,k)$ is shown in (14). It should be noted that the squared error term $\|y(i) - W^T \Phi(x(i))\|^2$ only appears in $J_{GD}(W,k)$ at sampling time $i$ indicating that the update of the RBFNN will not aim at reducing the error $\|y(i) - W^T \Phi(x(i))\|^2$ except for the update at sampling time $i$. Therefore, even if the error $\|y(i) - W^T \Phi(x(i))\|^2$ is reduced by the update at sampling time $i$, it may increase in the subsequent training process. Similarly, for FFRLS training method whose objective function $J_{RLS}(W,k)$ is shown in (27), the weight of the squared error term $\|y(i) - W^T \Phi(x(i))\|^2$, i.e. $\lambda^{k-i}$, will gradually decrease as the real-time learning process goes on. The term “passive knowledge forgetting” is used to summarize this phenomenon in which the past samples will gradually lose the attention of the approximator as the learning process goes on.

Consider the real-time approximation problem of $f(x)$ mentioned in Section II-A. To facilitate the understanding, this passive knowledge forgetting phenomenon is presented with a special case in Fig. 1, where $x = [x_1,x_2]^T \in \mathbb{R}^2$ is the input of the RBFNN, and the state orbit of $x$ is divided into two segments: i) an explored segment $\mu_a$ and ii) a new segment $\mu_b$ to be explored. Let $W_a^*$ denote the optimal weight vector of the RBFNN along $\mu_a$ and we have:

$$W_a^* \triangleq \text{arg min}_{W \in \mathbb{R}^N} \left\{ \int_{\mu_a} \| f(x) - W^T \Phi(x) \|^2 dx \right\}. \quad (36)$$

Let $\Omega_a$ denote the compact set consisting of all possible values of $x$ along $\mu_a$. In this case, $f(x)$ can be locally approximated as follows:

$$f(x) = W_a^* \Phi(x) + \epsilon_a(x), \forall x \in \Omega_a. \quad (37)$$

It is assumed that after real-time learning along $\mu_a$ using SGD or FFRLS methods, the weights of the RBFNN have converged to $W_a^*$ and thus realize locally accurate approximation of $f(x)$ along $\mu_a$. However, when the segment $\mu_b$ is sampled and learned by the RBFNN, the converged weights will gradually deviate from $W_a^*$ and thus lose the accurate approximation of $f(x)$ along $\mu_a$.

According to Definition [2] passive knowledge forgetting will make the RBFNN lose its memory of past samples but obtain memory of latest samples. Therefore, when SGD or FFRLS methods are used to train the RBFNN, the knowledge learned by the RBFNN cannot be accumulated effectively as learning goes on, which leads to the unqualified real-time learning performance.

B. Finite Memory of the Ordinary RLS based RBFNN

For ordinary RLS method which does not adopt a forgetting factor, the squared approximation error of each sample always has the same weight in the objective function. Therefore, in real-time learning, the RBFNN will evenly allocate its approximation capabilities to each sample and tries to keep memory of as many samples as possible. The following lemma shows this memory characteristic of the ordinary RLS based RBFNN.

**Lemma 2.** (Finite Memory of the RBFNN): Consider the real-time function approximation scenario where the update law (25) or (26) with $\lambda = 1$ is used to train the RBFNN to approximate $f(x)$ under Assumption 3. If the RBFNN has reasonable hyperparameter settings, then it can keep good memory of the past samples as described in Definition 2. Specifically, assume that the serial number of current sampling time is $k$, and then there exists a small constant $\epsilon_m > 0$ such that the following inequation:

$$\|y(i) - W^T(k) \Phi(x(i))\| < \epsilon^* \quad (38)$$

holds for $\forall i \leq k \leq m$, where $m \in \mathbb{N}_+$ is a finite integer.

**Proof.** Under Assumption 1 the approximation error of $W_{LS}^*$ defined in (22) can be formulated as follows:

$$\sum_{i=1}^{k} \| y(i) - W_{LS}^T(k) \Phi(x(i)) \|^2 = \min_{W \in \mathbb{R}^N} \left\{ \sum_{i=1}^{k} \| y(i) - W^T \Phi(x(i)) \|^2 \right\} \quad (39)$$

\begin{align*}
\leq \sum_{i=1}^{k} \| f(x(i)) - W^* \Phi(x(i)) \|^2 \quad \text{where } W^* \text{ is the optimal weight vector defined in (10).}
\end{align*}

Substitute (38) into (39) and we obtain:

$$\sum_{i=1}^{k} \| y(i) - W_{LS}^T(k) \Phi(x(i)) \|^2 \leq \sum_{i=1}^{k} \epsilon^2(x(i)) \quad (40)$$

where $\epsilon^* > 0$ is the approximation error upper bound that can be arbitrarily reduced by adjusting the hyperparameters of the RBFNN.

Consider the difference between ordinary RLS and least squares (LS) caused by the initial value $p_0$ of the covariance.
matrix $P(k)$ mentioned in Assumption 3 and the approximation error of the RLS based RBFNN satisfies:

$$
\sum_{i=1}^{k} \left| y(i) - W^T(k)\Phi(x(i)) \right|^2 \\
= \sum_{i=1}^{k} \left| y(i) - W_{LS}^T(k)\Phi(x(i)) + W_{LS}^T(k)\Phi(x(i)) - W^T(k)\Phi(x(i)) \right|^2 \\
\leq \sum_{i=1}^{k} \left| W_{LS}^T(k)\Phi(x(i)) - W^T(k)\Phi(x(i)) \right|^2 \\
+ \sum_{i=1}^{k} \left| y(i) - W_{LS}^T(k)\Phi(x(i)) \right|^2.
$$

(41)

According to (29), the following inequality is considered:

$$
\sum_{i=1}^{k} \left| W_{LS}^T(k)\Phi(x(i)) - W^T(k)\Phi(x(i)) \right|^2 \\
\leq \sum_{i=1}^{k} \left| W(k) - W_{LS}^T \right| \left| \Phi(x(i)) \right|^2 \\
<kN^2 \epsilon_k^2
$$

(42)

where $N$ is the number of the neurons, $\epsilon_k^2 > 0$ is the small estimation error upper bound caused by the initial value $p_0$ of $P(k)$.

Substitute (40), (42) into (41) and we obtain:

$$
\sum_{i=1}^{k} \left| y(i) - W^T(k)\Phi(x(i)) \right|^2 < kN^2 \epsilon_k^2 + ke^*^2.
$$

(43)

Therefore, for $\forall i \leq k \leq m$, the approximation error of the past sample $(x(i), y(i))$ satisfies:

$$
\left| y(i) - W^T(k)\Phi(x(i)) \right|^2 \leq \sum_{i=1}^{k} \left| y(i) - W^T(k)\Phi(x(i)) \right|^2 \\
< kN^2 \epsilon_k^2 + ke^*^2.
$$

(44)

Since $\epsilon_k^2$, $e^*$ can be arbitrarily reduced by designing $p_0$ and the hyperparameters of the RBFNN while $k \leq m$ is a finite value, the term $kN^2 \epsilon_k^2 + ke^*^2$ in (44) can be arbitrarily reduced. Let $\epsilon_k^2 = \sqrt{kN^2 \epsilon_k^2 + ke^*^2}$ and this ends the proof.

2) As analyzed in Section 1-A to guarantee the generalization capability of the learned knowledge, the samples included in the objective function should be uniformly distributed over the feature space, i.e. the RBFNN should allocate its finite memory uniformly to the feature space. However, with ordinary RLS, the distribution of samples is determined by the state orbit $\mu(x(0))$ of the input vector $x$, resulting in the different approximation accuracy over different regions of the feature space.

IV. SELECTIVE MEMORY RECURSIVE LEAST SQUARES

To overcome the aforementioned passive knowledge forgetting and data saturation while allocating the finite memory of the RBFNN uniformly to the feature space, a real-time training method named selective memory recursive least squares (SMRLS) is proposed in this section.

A. Finite-state Implementation of the Feature Space

Although the ordinary RLS method essentially minimizes the objective function (27) with $\lambda = 1$ using a recursive method, Lemma 1 indicates that the derivation of RLS actually considers optimization of the SSE objective function (21). Therefore, to obtain a training method uniformly allocating the finite memory of the RBFNN to its feature space, the following SSE objective function is considered:

$$
J_{LS}(W, M(k)) = \sum_{j=1}^{M(k)} \left| y(j) - W^T \Phi(x(j)) \right|^2
$$

(45)

where $k$ is the serial number of the current sampling time, $M(k)$ is the number of samples at sampling time $k$, and the sampled input $x(j), j = 1, 2, \ldots, M(k)$ is uniformly distributed over the feature space $\Omega_x$ for $\forall k \in \mathbb{N}_+$. The most prominent characteristic of $J_{LS}(W, M(k))$ is that its samples are always uniformly distributed over the feature space during the real-time learning process.

To obtain an objective function in the form of (45), the following steps, which are collectively named as the finite-state implementation of the feature space, are adopted:

1) The feature space $\Omega_x$ of the RBFNN is normalized into a certain scope $\bar{\Omega}_x$. For example, Fig. 2 shows a two-dimensional case of the normalization into the scope of $[-1,1] \times [-1,1]$. In this case, the original input of the RBFNN $x = [x_1, x_2]^T \in \Omega_x$ is normalized as follows:

$$
\bar{x}_i = \frac{2x_i - \max_{x \in \Omega_x} \{ x_i \} - \min_{x \in \Omega_x} \{ x_i \}}{\max_{x \in \Omega_x} \{ x_i \} - \min_{x \in \Omega_x} \{ x_i \}}, i = 1, 2
$$

(46)

where $\bar{x} = [\bar{x}_1, \bar{x}_2]^T \in \bar{\Omega}_x$ is the normalized input. The reason for the normalization is to simplify the neuron center distribution of the RBFNN such that $f(x)$ along different state orbits can be approximated using the same neuron distribution satisfying Assumption 2 as follows:

$$
f(x) = \bar{W}^*^T \Phi(\bar{x}) + e(\bar{x}), \forall x \in \bar{\Omega}_x
$$

(47)

where $\bar{W}^*$ is the optimal weight vector defined as:

$$
\bar{W}^* = \arg \min_{W \in \mathbb{R}^N} \left\{ \int_{\Omega_x} \left| \int f(x) - W^T \Phi(\bar{x}) \right|^2 dx \right\}.
$$

(48)
2) The normalized feature space $\Omega_x$ is evenly divided into $N_P$ partitions which are mutually disjoint as shown in Fig. 2. Let $\Omega_{xj}, j = 1, 2, \ldots, N_P$ denote the $N_P$ partitions, and the samples within each partition $\Omega_{xj}$ are synthesized into one sample $((\gamma_j(k), \varphi_j(k)))$ in real-time. Assume that there are $M_P(k)$ partitions which have been sampled before sampling time $k$ and the number of partitions $N_P$ is large enough, if the synthesized samples satisfy $\gamma_j(k) \in \Omega_{xj}, j = 1, 2, \ldots, M_P(k)$, the uniform distribution of the synthesized samples is guaranteed.

![Fig. 2: Finite-state implementation of the feature space](image)

**Assumption 4.** To facilitate the analysis, in a certain real-time learning process, the serial number $j$ of a partition is assumed to be the order in which this partition is first sampled. For example, the partition in which the first sample $(x(1), y(1))$ is collected is denoted by $\Omega_{x1}$.

With the finite-state implementation, the number of the synthesized samples at sampling time $k$ is equal to the number of the sampled partitions $M_P(k)$. Therefore, at sampling time $k + 1$, the number of the synthesized samples $M_P(k + 1)$ satisfies:

$$M_P(k + 1) = \begin{cases} M_P(k), & \text{for } \forall \bar{x}(k + 1) \in \Omega_{M_P(k)} \\ M_P(k) + 1, & \text{for } \forall \bar{x}(k + 1) \notin \Omega_{M_P(k)} \end{cases} \quad (49)$$

where $\Omega_{M_P(k)} = \bigcup_{j=1}^{M_P(k)} \Omega_{xj} \subset \Omega_x$ is the union set of the partitions which have been sampled at least once before sampling time $k$. Therefore, the SSE objective function of the synthesized samples can be formulated as follows:

$$J_S(W, M_P(k)) = \sum_{j=1}^{M_P(k)} \| \varphi_j(k) - W^T \Phi(\gamma_j(k)) \|^2 \quad (50)$$

which is named as the synthesized objective function and coincides with the form of $\{45\}$.

Since $((\gamma_j(k), \varphi_j(k)))$ represents the synthesis of the samples within the partition $\Omega_{xj}$ at sampling time $k$, its value will be updated only when the samples within $\Omega_{xj}$ increase. Therefore, a partition judgment function is defined as follows:

$$G(j, \bar{x}(k)) = \begin{cases} 0, & \text{for } \bar{x}(k) \notin \Omega_{xj} \\ 1, & \text{for } \bar{x}(k) \in \Omega_{xj} \end{cases} \quad (51)$$

The partition judgment function $G(j, \bar{x}(k))$ is used to determine in which partition the current sample $(\bar{x}(k), y(k))$ locates and thus to determine which synthesized sample should be updated. Based on the partition judgment function, the update laws of $\gamma_j(k)$ and $\varphi_j(k)$ are proposed as follows:

$$\gamma_j(k + 1) = \gamma_j(k) + G(j, \bar{x}(k + 1)) S_j(\gamma_j(k), \bar{x}(k + 1))$$

$$\varphi_j(k + 1) = \varphi_j(k) + G(j, \bar{x}(k + 1)) S_\varphi(\varphi_j(k), y(k + 1)) \quad (52)$$

where $S_j(\cdot)$ and $S_\varphi(\cdot)$ are memory update functions representing the update mechanism of the synthesized samples. Specially, if the new knowledge $((\bar{x}(k + 1), y(k + 1)))$ is believed to be more reliable than the old knowledge $((\gamma_j(k), \varphi_j(k)))$, the memory update functions $S_j(\cdot), S_\varphi(\cdot)$ can be designed as:

$$\{ \begin{array}{l} S_j(\gamma_j(k), \bar{x}(k + 1)) = -\gamma_j(k) + \bar{x}(k + 1) \\ S_\varphi(\varphi_j(k), y(k + 1)) = -\varphi_j(k) + y(k + 1) \end{array} \quad (53)$$

**Remark 2.** It should be noted that the implementation of the memory update law (52) requires the initialization of the synthesized sample $((\gamma_j(k), \varphi_j(k)))$. In this paper, the initial value of $((\gamma_j(k), \varphi_j(k)))$ is set to the first sample within the partition $\Omega_{xj}$ during the online learning process. Let $k_j \leq k$ denote the sampling time when partition $\Omega_{xj}$ is first sampled, and the initialization of $((\gamma_j(k), \varphi_j(k)))$ is described as follows:

$$\{ \begin{array}{l} \gamma_j(k) = \bar{x}(k) \\ \varphi_j(k) = y(k) \end{array} \quad (54)$$

where $j = 1, 2, \ldots, M_P(k)$ represent the serial numbers of the partitions which have been sampled at least once before sampling time $k$.

Through the normalization and partitioning operations, the finite memory of the RBFN is uniformly allocated to the normalized input space $\Omega_x$ and the maximum quantity of the synthesized samples is limited to the total number of the partitions, i.e. $N_P$. With the finite-state implementation, the aforementioned uniform sample distribution and data saturation problems of the ordinary RLS method are addressed.

**B. Recursive Optimization for Synthesized Objective Function**

To calculate the weight vector $W(k)$ minimizing $J_S(W, M_P(k))$ in real-time with little computational complexity, a method named selective memory recursive least squares (SMRLS) is proposed. The derivation of SMRLS is shown in detail as follows.

**Assumption 5.** It is assumed that the sample $(\bar{x}(k + 1), y(k + 1))$ is collected from the partition $\Omega_{xj}$ at sampling time $k + 1$.

Consider the objective function $J_S(W, M_P(k))$ and the memory update functions (52). Different from the SSE objective function of the ordinary LS method in (24) whose samples continuously increase at each sampling time, the objective function $J_S(W, M_P(k))$ of SMRLS is about the synthesized samples $((\gamma_j(k), \varphi_j(k)))$, $j = 1, 2, \ldots, M_P(k)$ whose number does not necessarily increase as the learning process goes on. At the sampling time $k + 1$, the behaviors of $J_S(W, M_P(k))$ can be classified into two categories: addition or replacement. Under Assumption 5 these two behaviors can be explained as follows:
1) The addition behavior means that if the sample \((\bar{x}(k + 1), y(k + 1))\) is the first sample within the partition \(\Omega^a_0\), a new synthesized sample \((\gamma_a(k + 1), \varphi_a(k + 1))\) is generated and a new term \(\|\varphi_a(k + 1) - W^T \Phi(\gamma_a(k + 1))\|^2\) will be added to the synthesized objective function (50). In this case, \(a = M_P(k + 1) = M_P(k + 1) + 1\).

2) The replacement behavior means that if the sample \((\bar{x}(k + 1), y(k + 1))\) is not the first sample within the partition \(\Omega^a_0\), the synthesized sample \((\gamma_a(k), \varphi_a(k))\) will be updated to \((\gamma_a(k + 1), \varphi_a(k + 1))\) according to (52) and the squared error term \(\|\varphi_a(k) - W^T \Phi(\gamma_a(k))\|^2\) in (50) will also be replaced by a new term \(\|\varphi_a(k + 1) - W^T \Phi(\gamma_a(k + 1))\|^2\). In this case, \(a \leq M_P(k + 1) = M_P(k)\).

To distinguish these two behaviors, a function of the latest sampled input vector \(\bar{x}(k + 1)\) is defined as follows:

\[
\rho(\bar{x}(k + 1)) = \begin{cases} 0, & \text{for } \forall \bar{x}(k + 1) \notin \Omega_{M_P(k)} \\ 1, & \text{for } \forall \bar{x}(k + 1) \in \Omega_{M_P(k)} \end{cases}
\]

where \(\Omega_{M_P(k)}\) is the union of the sets of partitions which have been sampled at least once before sampling time \(k\).

To obtain the update law of SMRLS, the update from sampling time \(k\) to \(k + 1\) is analyzed. According to (50), the SMRLS based weight vector \(W(k)\) and \(W(k + 1)\) are assumed to satisfy the following constraints:

\[
\begin{cases} W(k) = \arg \min_{W \in N} J_S(W, M_P(k)) \\ W(k + 1) = \arg \min_{W \in N} J_S(W, M_P(k + 1)) \end{cases}
\]

Based on the aforementioned addition and replacement behaviors of \(J_S(W, M_P(k))\), the update from \(W(k)\) to \(W(k + 1)\) can be classified into two cases as follows:

1) If \(\bar{x}(k + 1) \notin \Omega_{M_P(k)}\), which means that the sample \((\bar{x}(k + 1), y(k + 1))\) is the first sample within the partition \(\Omega^a_0\), the aforementioned addition behavior occurs. Therefore, we have \(a = M_P(k + 1) = M_P(k) + 1\), and the synthesized objective function \(J_S(W, M_P(k + 1))\) can be described as:

\[
J_S(W, M_P(k + 1)) = \sum_{j=1}^{M_P(k + 1)} \|\varphi_j(k + 1) - W^T \Phi(\gamma_j(k + 1))\|^2 + \Delta J_S(k + 1)
\]

where \(\Delta J_S(k + 1) = \|\varphi_a(k + 1) - W^T \Phi(\gamma_a(k + 1))\|^2\), and the constraints of the update can be summarized as:

\[
\begin{cases} W(k) = \arg \min_{W \in N} J_S(W, M_P(k)) \\ W(k + 1) = \arg \min_{W \in N} J_S(W, M_P(k + 1)) \\ J_S(W, M_P(k + 1)) = J_S(W, M_P(k)) + \Delta J_S(k + 1) \end{cases}
\]

which coincides with the constraints of the ordinary RLS as analyzed in Lemma 1. Therefore, if \(\bar{x}(k + 1) \notin \Omega_{M_P(k)}\), the update from \(W(k)\) to \(W(k + 1)\) can adopt the ordinary RLS based update law (31), (32) and be formulated as follows:

\[
W(k + 1) = W(k) + \frac{P_S(k + 1) \Phi(\gamma_a(k + 1))}{\|\varphi_a(k + 1) - W^T \Phi(\gamma_a(k + 1))\|^2} \left[\varphi_a(k + 1) - W^T \Phi(\gamma_a(k + 1))\right]
\]

where \(P_S(k)\) is the corresponding covariance matrix. According to the analysis in Section II-D, the initial value of \(P_S(k)\) is set to \(p_0 I\), where \(I \in \mathbb{R}^{N \times N}\) is an identity matrix and \(p_0 > 0\) is as large as possible.

According to Remark 2, the value of \((\gamma_a(k + 1), \varphi_a(k + 1))\) is set to \((\bar{x}(k + 1), y(k + 1))\), and thus (59) becomes:

\[
J_S(W, M_P(k + 1)) = \sum_{j=1}^{a-1} \|\varphi_j(k + 1) - W^T \Phi(\gamma_j(k + 1))\|^2 + \Delta J_S(k + 1)
\]

where \(\Delta J_S(k + 1) = \| \varphi_a(k + 1) - W^T \Phi(\gamma_a(k + 1)) \|^2\), and the value of \(\sum_{j=a+1}^{M_P(k)} \|\varphi_j(k) - W^T \Phi(\gamma_j(k))\|^2\) is set to zero if \(a = M_P(k)\).

To obtain the recursive update law of \(W(k)\), a virtual synthesized objective function, which involves the synthesized samples of the partitions apart from \(\Omega^a_0\), is proposed as follows:

\[
J_{V_S}(k) = \sum_{j=1}^{a-1} \|\varphi_j(k) - W^T \Phi(\gamma_j(k))\|^2 + \sum_{j=a+1}^{M_P(k)} \|\varphi_j(k) - W^T \Phi(\gamma_j(k))\|^2.
\]
Since $J_{VS}(k+1) = J_{VS}(k)$, substitute (62) into (61), and we have:

$$J_S(W, M_P(k+1)) = J_{VS}(k+1) + \Delta J_S(k). \quad (63)$$

Similar to $J_S(W, M_P(k+1))$, the synthesized objective function $J_S(W, M_P(k))$ can be described as follows:

$$J_S(W, M_P(k)) = \sum_{j=1}^{a-1} \|\varphi_j(k) - W^T \Phi(\gamma_j(k))\|^2 + \Delta J_S(k)$$

$$+ \sum_{j=a+1}^{M_P(k)} \|\varphi_j(k) - W^T \Phi(\gamma_j(k))\|^2$$

$$= J_{VS}(k) + \Delta J_S(k) \quad (64)$$

where $\Delta J_S(k) = \|\varphi_a(k) - W^T \Phi(\gamma_a(k))\|^2$. Let $W_{VS}^*(k) \in \mathbb{R}^N$ denote the virtual weight vector minimizing the objective function $J_{VS}(k)$ as follows:

$$W_{VS}^*(k) = \arg \min_{W \in \mathbb{R}^N} J_{VS}(k). \quad (65)$$

Consider (66), (64), (65), and we have the following update constraints:

$$W(k) = \arg \min_{W \in \mathbb{R}^N} J_S(W, M_P(k))$$

$$W(k) = \arg \min_{W \in \mathbb{R}^N} J_S(W, M_P(k+1)).$$

$$W_{VS}^*(k) = \arg \min_{W \in \mathbb{R}^N} J_{VS}(k)$$

$$J_S(W, M_P(k)) = J_{VS}(k) + \Delta J_S(k)$$

$$J_S(W, M_P(k+1)) = J_{VS}(k+1) + \Delta J_S(k+1).$$

According to Lemma 1, the relationship between $W(k)$ and $W_{VS}^*(k)$ can be formulated as follows:

$$W(k) = W_{VS}^*(k) +$$

$$P_S(k) \Phi(\gamma_a(k)) \left[ \varphi_a(k) - W_{VS}^T(k) \Phi(\gamma_a(k)) \right]$$

$$P_S^{-1}(k) = P_{VS}^{-1}(k) + \Phi(\gamma_a(k)) \Phi^T(\gamma_a(k))$$

$$\Phi(\gamma_a(k)) = [\phi_1(\gamma_a(k)), \ldots, \phi_N(\gamma_a(k))]^T \quad (66)$$

where the virtual covariance matrix $P_{VS}(k)$ is given as:

$$P_{VS}(k) = \left[ \sum_{j=1}^{M_P(k)} \Phi(\gamma_j(k)) \Phi^T(\gamma_j(k)) - \Phi(\gamma_a(k)) \Phi^T(\gamma_a(k)) \right]^{-1}. \quad (68)$$

Similarly, the relationship between $W(k+1)$ and $W_{VS}^*(k)$ can be formulated as:

$$W(k+1) = W_{VS}^*(k) +$$

$$P_S(k+1) \Phi(\gamma_a(k+1)) \left[ \varphi_a(k+1) - W_{VS}^T(k) \Phi(\gamma_a(k+1)) \right]$$

$$P_S^{-1}(k+1) = P_{VS}^{-1}(k) + \Phi(\gamma_a(k+1)) \Phi^T(\gamma_a(k+1))$$

$$\Phi(\gamma_a(k+1)) = [\phi_1(\gamma_a(k+1)), \ldots, \phi_N(\gamma_a(k+1))]^T. \quad (69)$$

Substitute (67) into (69), and the recursive update law from $W(k)$ to $W(k+1)$ is summarized as follows:

$$W(k+1) = W(k) - P_S(k+1) \Phi(\gamma_a(k)) \left[ \varphi_a(k) - W^T(k) \Phi(\gamma_a(k)) \right]$$

$$+ P_S(k+1) \Phi(\gamma_a(k+1)) \left[ \varphi_a(k+1) - W^T(k) \Phi(\gamma_a(k+1)) \right]$$

$$P_S^{-1}(k+1) = P_S^{-1}(k) - \Phi(\gamma_a(k)) \Phi^T(\gamma_a(k)) + \Phi(\gamma_a(k+1)) \Phi^T(\gamma_a(k+1)). \quad (70)$$

Synthesize (70) and (60), and the update law of the SMRLS method is summarized as follows:

**Selective Memory Recursive Least Squares**

1) if $\rho(x(k+1)) = 0$, i.e. $x(k+1) \notin \Omega_{MP}(k)$:

$$W(k+1) = W(k) + P_S(k+1) \Phi(\gamma_a(k)) \left[ \varphi_a(k) - W^T(k) \Phi(\gamma_a(k)) \right]$$

$$P_S^{-1}(k+1) = P_S^{-1}(k) + \Phi(\gamma_a(k)) \Phi^T(\gamma_a(k))$$

2) if $\rho(x(k+1)) = 1$, i.e. $x(k+1) \notin \Omega_{MP}(k)$:

$$W(k+1) = W(k) - P_S(k+1) \Phi(\gamma_a(k)) \left[ \varphi_a(k) - W^T(k) \Phi(\gamma_a(k)) \right]$$

$$+ P_S(k+1) \Phi(\gamma_a(k+1)) \left[ \varphi_a(k+1) - W^T(k) \Phi(\gamma_a(k+1)) \right]$$

$$P_S^{-1}(k+1) = P_S^{-1}(k) - \Phi(\gamma_a(k)) \Phi^T(\gamma_a(k)) + \Phi(\gamma_a(k+1)) \Phi^T(\gamma_a(k+1)). \quad (71)$$

where $\Phi(\gamma_a(k+1)) = [\phi_1(\gamma_a(k+1)), \ldots, \phi_N(\gamma_a(k+1))]^T$, and $(\gamma_a(k), \varphi_a(k))$ represents the synthesized samples obtained from (62).

**Remark 3.** It should be noted that the implementation of (70) requires storage of the past synthesized samples of each partition. At sampling time $k+1$, each partition $\Omega_x^j = \{1, 2, \ldots, M_P(k+1)\}$ should hold the memory of $(\gamma_j(k), \varphi_j(k))$ to realize the recursive calculation. Assume that the number of partitions $N_P$ is large enough such that $|| \Phi(\gamma_a(k+1)) - \Phi(\gamma_a(k))||$ is very small and $\Phi(\gamma_a(k))$ can be approximated by $\Phi(\gamma_a(k+1))$. Substitute $\Phi(\gamma_a(k)) = \Phi(\gamma_a(k+1))$ into (70), and we obtain:

$$W(k+1) = W(k) + P_S(k+1) \Phi(\gamma_a(k+1)) \left[ \varphi_a(k+1) - \varphi_a(k) \right]$$

$$P_S^{-1}(k+1) = P_S^{-1}(k). \quad (72)$$

which only requires the storage of $\varphi_a(k)$. To reduce the computational complexity, (72) can be used to replace (70) in the recursive optimization process. The rationality of this simplification is based on the premise that the number of partitions $N_P$ is large enough, so when $N_P$ is small, this simplification will reduce the learning accuracy of SMRLS.

**Remark 4.** Since the maximum number of the samples in SMRLS is limited to $N_P$, i.e. the number of partitions, the accuracy of SMRLS is related to the partitioning operation. When $N_P$ is too small, the accuracy of SMRLS will be affected while too many partitions will increase the computational complexity. Therefore, $N_P$ should be designed properly according
to specific learning tasks and partitioning methods other than evenly partitioning deserve further exploration.

C. SMRLS Based on Common Assumptions

The implementation of SMRLS requires the specific design of the memory update functions in (52) based on a priori knowledge of the system. Different memory update functions will lead to very different characteristics of the SMRLS based methods. For real-time function approximation scenarios, there is a classical assumption that the latest samples are more reliable than the past ones, which is also the basis of the SGD and FFRLS methods [27]. Interestingly, SMRLS can also be simplified with this assumption and the derivation of the simplified method is shown in detail as follows.

Assumption 6. In the SMRLS based real-time function approximation process, the latest sample within the partition \( \Omega^j_k, j = 1, 2, \ldots, M_k \) can represent the unknown function more accurately compared with the past samples within the same partition.

Consider case 2) of (71), where \( \rho(\bar{x}(k+1)) = 1 \). With Assumption 6, the memory update functions (53) are adopted. Since it is assumed that \( \bar{x}(k+1) \in \Omega^j_k \), we have \( \rho(a, \bar{x}(k+1)) = 1 \) according to (51). Therefore, substitute (53) into (52) where \( j = a \), and the update law of the synthesized samples can be described as:

\[
\begin{align*}
\gamma_a(k+1) &= \bar{x}(k+1) \\
\varphi_a(k+1) &= y(k+1).
\end{align*}
\]

Let \( (x(k), y(k), a(k)) \) denote the latest sample within the partition \( \Omega^j_k \) before sampling time \( k \). In addition, the initial value of \( (x(k), y(k), a(k)) \) before the partition \( \Omega^j_k \) is first sampled is set to \( (0, x(1), 0) \). Under Assumption 6, the synthesized sample of \( \Omega^j_k \) at sampling time \( k \) is the latest sample within this partition, and thus we have:

\[
\begin{align*}
\gamma_a(k) &= \bar{x}(k, a) \\
\varphi_a(k) &= y(k, a).
\end{align*}
\]

Substitute (73), (74) into 2) of (71), and the update law becomes:

\[
\begin{align*}
W(k+1) &= W(k) - P_S(k+1) \Phi(\bar{x}(k, a)) [y(k, a) - W^T(k) \Phi(\bar{x}(k, a))] \\
&\quad + P_S(k+1) \Phi(\bar{x}(k+1)) [y(k+1) - W^T(k) \Phi(\bar{x}(k+1))] \\
P_S^{-1}(k+1) &= P_S^{-1}(k) - \rho(\bar{x}(k+1)) \Phi(\bar{x}(k, a)) \Phi^T(\bar{x}(k, a)) + \Phi(\bar{x}(k+1)) \Phi^T(\bar{x}(k+1)).
\end{align*}
\]

One of the most distinctive characteristics of the SMRLS method based on Assumption 6 is that the past samples will be replaced by the latest samples within each partition in real time. Therefore, this SMRLS method is named as replaceable SMRLS (SMRLS-R). Consider the memory judgment function (55), the weight update law (75) and case 1) of (71). SMRLS-R is described as follows:

- **Replaceable Selective Memory Recursive Least Squares**

\[
\begin{align*}
W(k+1) &= W(k) - \rho(\bar{x}(k+1)) P_S(k+1) \Phi(\bar{x}(k, a)) [y(k, a) - W^T(k) \Phi(\bar{x}(k, a))] \\
&\quad + P_S(k+1) \Phi(\bar{x}(k+1)) [y(k+1) - W^T(k) \Phi(\bar{x}(k+1))] \\
P_S^{-1}(k+1) &= P_S^{-1}(k) - \rho(\bar{x}(k+1)) \Phi(\bar{x}(k, a)) \Phi^T(\bar{x}(k, a)) + \Phi(\bar{x}(k+1)) \Phi^T(\bar{x}(k+1)).
\end{align*}
\]

Similar to the analysis of Remark 3 when \( N_P \) is large enough, SMRLS-R can also be simplified as follows:

- **Simplified SMRLS-R**

1) if \( \rho(\bar{x}(k+1)) = 0 \), i.e. \( \bar{x}(k+1) \notin \Omega_{M_k}(k) \):

\[
\begin{align*}
W(k+1) &= W(k) + P_S(k+1) \Phi(\bar{x}(k+1)) [y(k+1) - W^T(k) \Phi(\bar{x}(k+1))] \\
P_S^{-1}(k+1) &= P_S^{-1}(k) + \Phi(\bar{x}(k+1)) \Phi^T(\bar{x}(k+1)).
\end{align*}
\]

which reduces the computational complexity of SMRLS-R.

In many practical systems, the unknown functions to be approximated are time-invariant, and thus the following assumption is also considered.

Assumption 7. The function to be approximated by the RBFNN is time-invariant and the measurement is accurate.

Under Assumption 7, each sample within the same partition is regarded to have the same effect to characterize the unknown function. Therefore, the first sample within the partition \( \Omega^j_k, j = 1, 2, \ldots, N_P \) is taken as the memory of \( \Omega^j_k \) and not updated in the subsequent learning process. In this case, the memory of each partition is fixed after the learning of the first sample within the partition, and thus the method is named as fixed SMRLS (SMRSL-F). Consider (71), and we only need to stop the update when \( \rho(\bar{x}(k+1)) = 1 \) to obtain the description of SMRLS-F:

- **Fixed Selective Memory Recursive Least Squares**

1) if \( \rho(\bar{x}(k+1)) = 0 \), i.e. \( \bar{x}(k+1) \notin \Omega_{M_k}(k) \):

\[
\begin{align*}
W(k+1) &= W(k) + P_S(k+1) \Phi(\bar{x}(k+1)) [y(k+1) - W^T(k) \Phi(\bar{x}(k+1))] \\
P_S^{-1}(k+1) &= P_S^{-1}(k) + \Phi(\bar{x}(k+1)) \Phi^T(\bar{x}(k+1)).
\end{align*}
\]

2) if \( \rho(\bar{x}(k+1)) = 1 \), i.e. \( \bar{x}(k+1) \in \Omega_{M_k}(k) \):

\[
\begin{align*}
W(k+1) &= W(k) \\
P_S^{-1}(k+1) &= P_S^{-1}(k).
\end{align*}
\]

In this case, the memory update functions in (52) are regarded as \( S_j(\gamma_j(k), \bar{x}(k+1)) = S_\rho(\varphi_j(k), y(k+1)) = 0 \) after the initialization of \( (\gamma_j(k), \varphi_j(k)) \). Compared with the ordinary RLS method, SMRSL-F obtains lower computational complexity.
while its accuracy is influenced by the number of partitions according to Remark 4.

**D. Merits of Selective Memory Recursive Least Squares**

Compared with the classical RLS or SGD based training methods, SMRLS has the following merits:

1) **Selective Memory of the RBFNN:**

Since the derivation of SMRLS is based on the ordinary RLS method, the SMRLS based RBFNN also has the finite memory mentioned in Lemma 2, such that all of the knowledge samples will be synthesized and learned by the RBFNN during the real-time learning process. In this way, with properly designed memory update functions, the passive knowledge forgetting phenomenon is effectively suppressed.

In addition, the finite-state implementation of the feature space also suppresses the data saturation problem of the ordinary RLS method. According to (71), if \( \rho(\bar{x}(k+1)) = 0 \), the eigenvalues of \( P_{S}^{-1}(k+1) \) satisfies:

\[
\sum_{i=1}^{N} \lambda_{i}(P_{S}^{-1}(k+1)) = \text{tr}(P_{S}^{-1}(k+1)) \\
= \text{tr}(P_{S}^{-1}(k) + \Phi(\bar{x}(k+1))\Phi^{T}(\bar{x}(k+1))) \\
= N \lambda_{1}(P_{S}^{-1}(k)) + \text{tr}(\Phi(\bar{x}(k+1))\Phi^{T}(\bar{x}(k+1))) \\
\geq N \lambda_{1}(P_{S}^{-1}(k))
\]

where \( \lambda_{1}(P_{S}^{-1}(k)), i = 1, 2, \ldots, N \) represent the eigenvalues of \( P_{S}^{-1}(k) \) and \( \text{tr}(\cdot) \) is the trace operator. Since \( P_{S}^{-1}(k) \) is positive definite, i.e., \( \lambda_{1}(P_{S}^{-1}(k)) > 0 \), the eigenvalues of \( P_{S}^{-1}(k) \) will gradually increase as more partitions are explored and thus the eigenvalues of \( P_{S}(k) \) will gradually decrease. The term \( P_{S}(k+1)\Phi(\bar{x}(k+1)) \) in case 1 of (71), which represents the learning rate, satisfies the following constraint:

\[
\|P_{S}(k+1)\Phi(\bar{x}(k+1))\|^2 \leq \lambda_{\text{max}}^{2}(P_{S}(k+1))\|\Phi(\bar{x}(k+1))\|^2 \\
\leq N\lambda_{\text{max}}(P_{S}(k+1)) \\
= N\lambda_{\text{min}}(P_{S}^{-1}(k+1))
\]

(80)

where \( N \) is the number of the neurons, \( \lambda_{\text{max}}(\cdot) \) and \( \lambda_{\text{min}}(\cdot) \) represent the maximum and minimum of the eigenvalues, respectively. According to (71), the learning rate \( \|P_{S}(k+1)\Phi(\bar{x}(k+1))\| \) will gradually decrease as more partitions are explored, which means that the finite memory of the RBFNN is being consumed. With the ordinary RLS method, this memory consumption happens whenever a new sample is learned by the RBFNN and thus the weights \( W(k) \) will nearly stop updating when the finite memory is depleted, i.e. the data saturation occurs. By contrast, with the SMRLS method, the maximum number of the synthesized samples is set to \( N_{P} \), so the finite memory of the RBFNN will not be depleted during the real-time learning process. Therefore, SMRLS also effectively suppresses the data saturation phenomenon.

Since both the passive knowledge forgetting and the data saturation are suppressed through the selective memory, the real-time learning speed and accuracy of the RBFNN are improved.

2) **Uniformly Allocated Approximation Capabilities:**

As analyzed in Section II-A, the uniform distribution of the samples over the feature space is essential for the generalization capability of the learned knowledge. With SMRLS, if the number of partitions \( N_{P} \) is large enough, the synthesized samples \( (\gamma_{j}(k), \varphi_{j}(k)), j = 1, 2, j = 1, 2, \ldots, M_{P}(k) \) can be regarded to be uniformly distributed over the feature space.

Therefore, the SMRLS based RBFNN allocates its finite approximation capabilities uniformly to the feature space and thus obtains good generalization capability.

**V. SIMULATION STUDIES**

In this section, the RBFNN is employed to approximate an unknown function of a single inverted pendulum-cart system, whose state space description is formulated as follows:

\[
\begin{align*}
\dot{x}_1 &= x_2 \\
\dot{x}_2 &= f_1(x) + g_1(x)u
\end{align*}
\]

where

\[
f_1(x) = \frac{g\sin x_1 - mlx_2^2\cos x_1\sin x_1/(m_c + m)}{l(4/3 - m\cos^2 x_1/(m_c + m))}, \quad g_1(x) = \frac{\cos x_1/(m_c + m)}{l(4/3 - m\cos^2 x_1/(m_c + m))}.
\]

The state variables \( x_1 \) and \( x_2 \) represent the angular position and velocity of the pendulum, respectively, \( g = 9.8m/s^2 \) is the gravitational acceleration, \( m_c = 0.1kg \) is the weight of the cart, \( m = 0.02kg \) is the weight of the pendulum, and \( l = 0.2m \) is half the length of the pendulum. The RBFNN is used to approximate \( f_1(x) \) in real-time.

In this section, the following real-time learning methods are compared: SMRLS-R (76), ordinary RLS (25) with \( \lambda = 1 \), FFRLS (25) with \( \lambda = 0.9995 \), SGD (16) with \( \eta = 0.05 \), and SMRLS-F (78). The initial values of these methods are set as follows: \( P_S(0) = P(0) = 10^{-5} \times I \in \mathbb{R}^{25 \times 25} \), \( W(0) = 0 \in \mathbb{R}^{25 \times 1} \). The SMRLS-R and SMRLS-F methods partition the normalized feature space with the same method, where there are 100 \( \times \) 100 partitions uniformly distributed over \([−1, 1] \times [−1, 1]\). The sampling period (simulation step size) is set to \( 5 \times 10^{-3} \). The RBFNNs with the same structure are used in these methods, whose \( 5 \times 5 \) neurons are uniformly distributed over the normalized feature space \([−1, 1] \times [−1, 1]\) with the normalization method (46) and the receptive field width \( \sigma_i = 0.5, i = 1, 2, \ldots, N \).

It should be noted that this paper focuses on the real-time learning problem of the RBFNN rather than the control. Therefore, the RBFNN is not involved in the closed-loop system and it is assumed that the output of the unknown function \( f_1(x) \) to be approximated can be measured directly as follows:

\[
y(k) = f_1(x(k)) + v(k).
\]

The objective of the real-time learning task is to obtain an accurate approximation of \( f_1(x) \) over the normalized feature space \( \Omega_x \) using the increasing samples \( (\bar{x}(k), y(k)) \).
A. Simulation Studies for Data Saturation

To test the suppression effect of different learning methods to data saturation, the following two real-time learning scenarios are considered.

(A) Abrupt parameter perturbation

Consider the following state orbit of \( x_1(t) \) and corresponding measurement:

\[
\begin{align*}
  x_1(t) &= \sin t \\
  y(k) &= f_I(x(k))
\end{align*}
\]

(85)

where the value of \( l \) in (82) is changed abruptly as below:

\[
  l = \begin{cases} 
    0.2, & \text{for } 0 \leq t < 50s \\
    0.3, & \text{for } 50s \leq t \leq 100s.
  \end{cases}
\]

(86)

The training of RBFNNs is carried out over \([0, 100s] \).

Fig. 3 and Fig. 4 demonstrate the convergence process of the approximation errors and weights, respectively. In the first 50s of the training, the RBFNNs have approximated the unknown function \( f_I(x) \) with the parameter \( l = 0.2 \), and thus when the parameter abruptly changes, the data saturation phenomenon greatly reduces the convergence speed of the ordinary RLS method. Compared with SGD and FFRLS methods which can suppress data saturation, SMRLS-R achieves faster learning speed to the changed function. According to the derivation of SMRLS in Section [IV] the SMRLS-R based weight convergence can be completed within only one period of the state orbit (2\( \pi s \) for case (A)) if the sampling period is small enough such that all of the partitions along the state orbit can be sampled at least once in a single period.

To test the accuracy of the approximation, the weights at 100s are recorded as the learned knowledge to approximate \( f_I(x) \) with the latest parameter \( l = 0.3 \). Let \( e_I = f_I(x) - W^T \Phi(\hat{x}) \) denote the approximation error. As shown in Fig. 5 while all the four methods achieve the basic approximation of \( f_I(x) \), the accuracy of FFRLS and SMRLS-F methods is obviously better than the other two methods. The reason why SMRLS-R is less accurate than FFRLS lies in the limitation of the maximum number of samples, i.e. \( N_P \), mentioned in Remark 4. The increase of \( N_P \) will improve the approximation accuracy but also increases the computational complexity and the requirement for sampling period.

(B) Decreasing measurement error

Consider the following state orbit of \( x_1(t) \) over \([0, 100s] \) and corresponding measurement:

\[
\begin{align*}
  x_1(t) &= \sin t \\
  y(k) &= f_I(x(k)) + v(k)
\end{align*}
\]

(87)

where \( v(k) = e^{-0.2k}\sin k \) is the decreasing measurement error. Case (B) represents the scenarios where the output of the unknown function cannot be measured directly and requires extra estimation with the converging measurement error. For example, in a class of control systems, the output of the unknown function to be approximated can only be obtained using an observer and the objective of the RBFNN is to approximate the function with the measurements.

Fig. 6 shows the convergence of the approximation error in the real-time training process, indicating that SMRLS-R still has the fastest convergence speed. The approximation effect using the learned knowledge is shown in Fig. 7 where FFRLS has the highest learning accuracy and the accuracy of SMRLS-R is higher than the ordinary RLS method.

According to the results in case (A) and (B), SMRLS-R suppresses the data saturation phenomenon effectively, and thus has faster convergence speed for time-varying learning scenarios compared with the other classical real-time training methods. However, the accuracy of its approximation is determined by the partitioning operation.

B. Simulation Studies for Passive Knowledge Forgetting

(C) Non-repetitive state orbit

To test the suppression effect of SMRLS to passive knowledge forgetting, the following non-repetitive state orbit is considered:

\[
\begin{align*}
  x_1(t) &= \frac{(10 + t)\sin t}{110} \\
  y(k) &= f_I(x(k))
\end{align*}
\]

(88)

where the duration of the learning task is set to 100s.

Since case (C) coincides with Assumption 7 SMRLS-F is also compared with the other methods in this case. Fig. 8 shows that FFRLS has the highest real-time tracking accuracy of \( f_I(x) \) along the non-repetitive state orbit while SMRLS-R, ordinary RLS and SMRLS-F have similar tracking accuracy.
Fig. 4: Convergence of the weights in case (A)

Fig. 5: Approximation using the learned knowledge in case (A)

Fig. 6: Real-time tracking performance in case (B)
However, high tracking accuracy does not mean high accuracy of the learned knowledge. As shown in Fig. 9, the weights of FFRLS maintain a relatively large updating speed over the training process indicating that its high-accuracy tracking of $f_I(x)$ may be at the cost of forgetting the past samples. The weight vectors at 100s are recorded as the learned knowledge and Fig. 10 demonstrates the learning accuracy of the methods. Consistent with the analysis in Section III, the passive knowledge forgetting of FFRLS and SGD improves their real-time tracking accuracy of $f_I(x)$ while reducing the accuracy of the learned knowledge because the past samples are gradually forgotten. By contrast, the SMRLS and ordinary RLS methods sufficiently utilize both the past and the latest samples such that the accuracy of the learned knowledge is guaranteed. Moreover, the results also indicate that SMRLS-F has very similar learning performance to SMRLS-R in case (C) and thus becomes a computationally efficient alternative of SMRLS-R under Assumption 7.

C. Simulation Studies for Approximation Capability Allocation

(D) Non-uniformly distributed state orbit

One of the most important merits of SMRLS is its uniform allocation of the approximation capabilities such that the RBFNN will pay average attention to its approximation effect in different regions of the feature space and thus obtains good generalization capability. To test this merit, the random Non-Uniform Rational B-Splines (NURBS) state orbit $\mu(x(0))$ in Fig. 11(a) is adopted and the value of $f_I(x)$ along this orbit is shown in Fig. 12. Since the learning of SGD is less effective than the RLS based methods and SMRLS-F has very similar learning effect to SMRLS-R, only SMRLS-R, ordinary RLS and FFRLS methods are compared in case (D). Fig. 11(b)-(d) and Fig. 13 demonstrate the update of the weight vectors and approximation errors, respectively. In the learning process, FFRLS has higher real-time tracking accuracy to $f_I(x)$ than SMRLS-R and ordinary RLS methods. In real-time approximation tasks including case (D), the stability of the weights reflects the generalization capability of the learned knowledge. Specifically, if the weights hardly update over a time interval, it means that this set of weights can approximate $f_I(x)$ accurately during this interval. Therefore, the dramatical update of the weights shown in Fig. 11(d) indicates the weak generalization capability of FFRLS.

Fig. 13 demonstrates the accuracy of the learned knowledge along the same random NURBS state orbit. The four subplots...
Fig. 10: Approximation using the learned knowledge in case (C)

Fig. 11: Evolving weight vectors along random NURBS orbit in case (D)

Fig. 12: Varying value of $f_l(x)$ in case (D)

(i) – (iv) of Fig. 13(b) are corresponding to the four segments in red of Fig. 11(a). While ordinary RLS mostly allocates the approximation capabilities of RBFNN to the regions where the samples are dense (i.e. the segments in blue of Fig. 11(a)) and FFRLS mostly allocates the approximation capabilities to the latest samples, SMRLS-R allocates the approximation capabilities uniformly to the feature space. Therefore, the FFRLS based approximation is more accurate over the regions filled with the latest samples than the other regions, the ordinary RLS approximates $f_l(x)$ more accurately over the regions where the samples are dense, and SMRLS-R has relatively uniform approximation accuracy along the state orbit. Particularly, SMRLS-R effectively improves the approximation accuracy over the regions (i) – (iv) in Fig. 11(a) where the samples are sparse compared with FFRLS and ordinary RLS methods.

The aforementioned simulation results indicate that the SMRLS method can suppress data saturation and passive knowledge forgetting at the same time and thus improves the real-time learning performance of the RBFNN. Moreover, through SMRLS, the finite approximation capabilities of the RBFNN are uniformly allocated to the feature space such that the learned knowledge has good generalization capability.

VI. CONCLUSION

In this paper, the real-time learning problem of RBFNNs is studied and a phenomenon named passive knowledge forgetting is analyzed to explain the limited learning performance of RBFNNs caused by the forgetting mechanism in SGD.
and RLS based training methods. To suppress both passive knowledge forgetting and data saturation, the SMRLS method is proposed by discretizing the feature space and optimizing a synthesized objective function with the recursive method. Through SMRLS, the RBFNN can allocate its finite approximation capabilities uniformly to its feature space and thus obtains improved real-time learning performance.

In addition to the RBFNN, SMRLS is also applicable for real-time training of other single hidden layer feedforward neural networks. Moreover, as a result of its good learning performance and acceptable computational complexity, SMRLS has considerable potentials in the field of adaptive control, system identification and machine learning.

Fig. 13: Approximation performance with different methods in case (D)

REFERENCES

[1] J. Park and I. W. Sandberg, “Universal approximation using radial-basis-function networks,” Neural Computation, vol. 3, pp. 246–257, 1991.
[2] C. Wang and D. Hill, “Learning from neural control,” IEEE Transactions on Neural Networks, vol. 17, no. 1, pp. 130–146, 2006.
[3] G. Chowdhary and E. Johnson, “Concurrent learning for convergence in adaptive control without persistency of excitation,” in 49th IEEE Conference on Decision and Control (CDC), pp. 3674–3679, 2010.
[4] T. Wang, H. Gao, and J. Qiu, “A combined adaptive neural network and nonlinear model predictive control for multirate networked industrial process control,” IEEE Transactions on Neural Networks and Learning Systems, vol. 27, no. 2, pp. 416–425, 2016.
[5] W. He, Y. Chen, and Z. Yin, “Adaptive neural network control of an uncertain robot with full-state constraints,” IEEE Transactions on Cybernetics, vol. 46, no. 3, pp. 620–629, 2016.
[6] N. T. Nguyen, Model-Reference Adaptive Control, pp. 152–183. Cham: Springer International Publishing, 2018.
[7] Y. Wu, H. Wang, B. Zhang, and K.-L. Du, “Using radial basis function networks for function approximation and classification,” International Scholarly Research Notices, vol. 2012, pp. 1–34, 2012.
[8] N.-y. Liang, G.-b. Huang, P. Saratchandran, and N. Sundararajan, “A fast and accurate online sequential learning algorithm for feedforward networks,” IEEE Transactions on Neural Networks, vol. 17, no. 6, pp. 1411–1423, 2006.
[9] J. Qiu, M. Ma, T. Wang, and H. Gao, “Gradient descent-based adaptive learning control for autonomous underwater vehicles with unknown uncertainties,” IEEE Transactions on Neural Networks and Learning Systems, vol. 32, no. 12, pp. 5266–5273, 2021.
[10] N. Karayiannis, “Reformulated radial basis neural networks trained by gradient descent,” IEEE Transactions on Neural Networks, vol. 10, no. 3, pp. 657–671, 1999.
[11] Y. LeCun, Y. Bengio, and G. Hinton, “Deep learning,” Nature, vol. 521, pp. 436–444, 2015.
[12] S.-L. Dai, S. He, M. Wang, and C. Yuan, “Adaptive neural control of underactuated surface vessels with prescribed performance guarantees,” IEEE Transactions on Neural Networks and Learning Systems, vol. 30, no. 12, pp. 3686–3698, 2019.
[13] Z. Chen, Z. Li, and C. L. P. Chen, “Adaptive neural control of uncertain mimo nonlinear systems with state and input constraints,” IEEE Transactions on Neural Networks and Learning Systems, vol. 28, no. 6, pp. 1318–1330, 2017.
[14] S. A. Emami, P. Castaldi, and A. Banazadeh, “Neural network-based flight control systems: Present and future,” Annual Reviews in Control, vol. 53, pp. 97–137, 2022.
[15] S. S. Sastry and M. Bodson, Adaptive Control: Stability, Convergence, and Robustness. Englewood Cliff, NJ: Prentice-Hall, 1989.
[16] A. Kurdila, F. Narpowich, and J. Ward, “Persistency of excitation in identification using radial basis function approximators,” SIAM Journal on Control and Optimization, vol. 33, 03 1995.
[17] B. Fidan, A. Çamlıca, and S. Güler, “Least-squares-based adaptive target localization by mobile distance measurement sensors,” International Journal of Adaptive Control and Signal Processing, vol. 29, no. 2, pp. 259–271, 2015.
[18] S. Güler, B. Fidan, S. Dasgupta, B. D. O. Anderson, and I. Shames, “Adaptive source localization based station keeping of autonomous vehicles,” IEEE Transactions on Automatic Control, vol. 62, no. 7, pp. 3122–3135, 2017.
[19] A. Goel, A. L. Bruce, and D. S. Bernstein, “Recursive least squares with variable-direction forgetting: Compensating for the loss of persistency [lecture notes],” IEEE Control Systems Magazine, vol. 40, no. 4, pp. 80–102, 2020.
[20] M. Krtic, “On using least-squares updates without regressor filtering in identification and adaptive control of nonlinear systems,” Automatica, vol. 45, no. 3, pp. 731–735, 2009.
[21] S. Ciochina, C. Paleologu, J. Benesty, and A. A. Enescu, “On the influence of the forgetting factor of the rls adaptive filter in system identification,” in 2009 International Symposium on Signals, Circuits and Systems, pp. 1–4, 2009.
[22] C. Paleologu, J. Benesty, and S. Ciochina, “A robust variable forgetting factor recursive least-squares algorithm for system identification,” IEEE Signal Processing Letters, vol. 15, pp. 597–600, 2008.
[23] A. A. Ali, J. B. Hoagg, M. Mossberg, and D. S. Bernstein, “On the stability and convergence of a sliding-window variable-regularization recursive-least-squares algorithm,” International Journal of Adaptive Control and Signal Processing, vol. 30, no. 5, pp. 715–735, 2016.
[24] J.-J. E. Slotine and W. Li, “Composite adaptive control of robot manipulators,” Automatica, vol. 25, no. 4, pp. 509–519, 1989.
[25] N. Zengin and B. Fidan, “Lyapunov analysis of least squares based direct adaptive control,” 04 2022.
[26] S.-H. Leung and C. So, “Gradient-based variable forgetting factor recursive-least-squares algorithm,” IEEE Transactions on Signal Processing, vol. 53, no. 8, pp. 3141–3150, 2005.
[27] P. Kulhavý, “Restricted exponential forgetting in real-time identification,” IFAC Proceedings Volumes, vol. 18, no. 5, pp. 1143–1148, 1985. 7th IFAC/FORS Symposium on Identification and System Parameter Estimation, York, UK, 3-7 July.
[28] J. Farrell, “Stability and approximator convergence in nonparametric nonlinear adaptive control,” IEEE Transactions on Neural Networks, vol. 9, no. 5, pp. 1008–1020, 1998.
[29] T. Zheng and C. Wang, “Relationship between persistent excitation levels and rbf network structures, with application to performance analysis of deterministic learning,” IEEE Transactions on Cybernetics, vol. 47, no. 10, pp. 3380–3392, 2017.
[30] H. K. Khalil. *Nonlinear Systems Third Edition*. Upper Saddle River, NJ: Prentice-Hall, 2002.

[31] L. Ljung. *System Identification: Theory for the User (Second Edition)*. Englewood Cliffs, NJ: Prentice-Hall, 1999.

[32] S. A. U. Islam and D. S. Bernstein, "Recursive least squares for real-time implementation [lecture notes]." *IEEE Control Systems Magazine*, vol. 39, no. 3, pp. 82–85, 2019.