Effects of memory on spreading processes in non-Markovian temporal networks
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Many biological, social and man-made systems are better described in terms of temporal networks, i.e. networks whose links are only present at certain points in time, rather than by static ones. In particular, it has been found that non-Markovianity is a necessary ingredient to capture the non-trivial temporal patterns of real-world networks. However, our understanding of how memory can affect the properties of dynamical processes taking place over temporal networks is still very limited, being especially constrained to the case of short-term memory. Here, by introducing a model for temporal networks in which we can precisely control the link density and the strength and length of memory for each link, we unveil the role played by memory on the dynamics of epidemic spreading processes. Surprisingly, we find that the average spreading time in our temporal networks is often non-monotonically dependent on the length of the memory, and that the optimal value of the memory length which maximizes the spreading time depends on the strength of the memory and on the density of links in the network. Through analytical arguments we then explore the effect that changing the number and length of network paths connecting any two nodes has on the value of optimal memory.

I. INTRODUCTION

When a system is composed of many individual entities and pairwise interactions between them, then it is natural to describe its underlying structure as a complex network. We then say that it is on this backbone that all relevant dynamical processes take place [1, 2]. Often in real world systems this underlying structure is in its self dynamic, and so it is better described in terms of networks in which links among a fixed set of nodes change over time [3–6]. Examples of such temporal networks include human contacts, which vary as individuals move over space [7, 8], online social interactions that take place at certain points in time [9], or functional brain networks where correlations among the different areas of the human brain fluctuate over time [10, 11]. Recently many of these, and similar, systems have been empirically investigated, and the main dynamical properties required of temporal networks in order for them to better describe reality have started to be uncovered [12]. In particular, it has been found that non-Markovianity is necessary to capture the non-trivial temporal patterns of real-world networks [13–16], and can play an important role on processes occurring on temporal networks. It has been shown that non-Markovianity can affect the dynamics of random walks [17], the speed of information [15], and the way diseases spread in systems with non-exponential inter-event times [18–23]. Also non-Markovianity turns out to be useful in the definition of flow-based communities [24].

While the presence of memory has been found to be important, the influence that the strength (intensity) and length (range or order) of this memory can have on dynamical processes are still poorly understood. To shed light on the role of memory on spreading processes on temporal networks, we here propose a model for time-varying networks where the dynamics of the links is non-Markovian and is generated by a discrete autoregressive process of tuneable order. The key feature of our model, which we call the *Discrete Autoregressive Network* model of order $p$, or DARN($p$) model, is that it allows us to precisely control not only the graph density, but also the strength and length of memory of each link. By considering a standard susceptible-infected (SI) epidemic over networks generated by the proposed model, we study how the range of the memory affects the rate at which infection is spread across the network. The main result of our work is to show that memory can play either of two opposing roles: it can slow-down or speed-up the spreading depending on the features of the network. In particular, it turns out that that the average spreading time is often non-monotonically dependent on the memory length, and there is a given value of the memory length for which we obtain the maximal average time until the entire network is infected. The DARN($p$) model as presented is analytically tractable enough to allow for a more in depth study of the influence of memory than would be practical through numerics alone. We are in fact able to predict through analytical arguments the position of this maximum for a range of values of the variables associated with the model. We then explore the effect that changing the number and length of network paths connecting two nodes has on the value for the memory length which maximises the average passage time of the infection.
II. MODELLING TEMPORAL NETWORKS WITH MEMORY

Generating temporal networks is conceptually simple and a great deal of work has been done in this area [3, 25]. One takes a set of nodes and defines some way for them to interact over time (be it discrete or continuous). Without the direct use of empirical data, this can be done in a number of different ways, each with their own advantages and disadvantages. For instance, much attention has been devoted to temporal networks generated by the interactions of individuals in agent based models [12, 26–29]. While such models might intuitively reflect reality on some level, they are often difficult to work with, without relying entirely on simulations. In order to keep precise control over key aspects of a temporal network, such as the strength and length of memory, while maintaining analytical tractability, we propose a model for generating temporal networks by assigning each link its own independent stochastic process. Given a set of nodes \( N \), with \( |N| = N \), we assign to each possible pair \( i, j \in N \) a discrete time stochastic process for the element of the adjacency matrix \( X_{ij} \) such that \( X_{ij}^t \in \{0,1\} \) \( \forall t \). For our purposes, we take links to be undirected, and for any two different links, \((i,j)\) and \((k,l)\), the two random variables \( X_{ij}^t \) and \( X_{kl}^t \) are independent and identically distributed (i.i.d). Thus we can talk more generally about the single process \( X_t \) without worrying about which link we are referring to. The most important ingredient of our model is that the process \( X_t \) is in general not only non-Markovian, but has a precisely controllable amount of memory. This in practice means that the presence of link \((i,j)\) at time \( t_2 \) can depend on the presence of the link at time \( t_1 \) for any \( t_2 > t_1 \). In particular, \( X_t \) is chosen as a special case of the Discrete Auto-Regression Process of fixed order \( p \), from now on referred to as DAR\((p)\) [6, 30, 31], which allows us to control both for the strength of the memory and for its length. The principle here can be explained as follows. To determine the state of the link at time \( t \), i.e. its presence (sampling of \( X_t \) gives 1) or absence (\( X_t \) gives 0), first we decide, with probability \( q \), whether to copy one of the previous link states, or to determine the presence of the link through a Bernoulli trial with probability \( y \). When we draw a state from the past, this state can be chosen in any way, but as we shall see in the following, here for simplicity we pick uniformly from the last \( p \) steps of the time series. In terms of random variables this can be written as:

\[
X_t = Q_t X_{(t-Z_t)} + (1 - Q_t) Y_t, \tag{1}
\]

where, for each \( t \), \( Q_t \sim \text{Bernoulli}(q) \), \( Y_t \sim \text{Bernoulli}(y) \) and \( Z_t \) is some random variable which picks integers in the range \((1, ..., p)\). As mentioned this \( Z_t \) could take any form, indeed a natural choice may be \( Z_t \sim \exp(t) \), but for the sake of simplicity we here take \( Z_t \sim \text{Uniform}(1, p) \). When \( q = 0 \) the link has no memory, while for \( q \neq 0 \) the process in Eq. (1) is clearly non-Markovian, however, since the memory is finite, in that we only consider \( p \) previous values, we can view a DAR\((p)\) process as a \( p \)-th order Markov chain with an enlarged space of states [32]. We can then define the so-called “\( p \)-state” of link \((i,j)\) at time \( t \), by combining the state of the link at time \( t \) along with its previous \( p - 1 \) states as the vector \( \Sigma_t^{ij} = \{X_t^{ij}, X_{t-1}^{ij}, ..., X_{t-p+1}^{ij}\} \). The set of \( p \)-states for each of the links is sufficient to completely describe the dynamics of the network. In a network with \( N \) nodes generated by our model, one can show that the expected degree \((k)\) of a randomly chosen node at any point in time is given purely as a function of \( y \) as \((k) = y(N-1) \) (see Appendix A). In summary, our model for temporal networks, which we name Discrete Autoregressive Network model of order \( p \), or DARN\((p)\) model, depends on three parameters, namely: \( y \), \( q \) and \( p \). The first parameter \( y \) controls the density of the network. The second, \( q \), tunes the strength of the memory term in the process with respect to the memoryless term. The final parameter, \( p \), controls the length of the memory, which can be thought of as the number of time steps before the autocorrelation function decays exponentially (see Appendix B for a discussion of the autocorrelation function, and Appendix C for the initialisation of the network).

III. SPREADING PROCESSES ON TEMPORAL NETWORKS

We have considered the simplest possible mechanism for propagating a disease, or some message: the SI model, which is a special case of the SIS model with a recovery rate of zero [23, 33, 34]. We have adapted this for temporal networks by only allowing infection to pass between nodes at times when a link is present (see Appendix D). Let us define \( I_t \) to be the set of infected nodes at a time \( t \). In our simulations we start with \(|I_0| = 1\) and we study the dynamics of the epidemics for different values of the three parameters controlling our network model, namely the link density \( y \), the strength of the memory \( q \), and its length \( p \). In Fig. 1a we plot the fraction \(|I_t|/N\) of infected nodes at time \( t \) obtained, for infectivity \( \lambda = 0.5 \), in a temporal network with \( N = 1000 \) nodes produced by a DARN\((p)\) model with \( y = 0.002 \) and \( q = 0.9 \). This is compared to the case of a temporal network without memory, generated by setting \( q = 0 \) in our model. We can see that the infection spreading in the temporal network with no memory is faster than when any memory is taken into account (i.e. when \( q \neq 0 \)). In the cases where memory is present, the infection spreading appears to depend heavily on both \( q \) and \( p \). It is apparent that increasing the memory length \( p \) changes how long it takes for the infection to spread across the network, and that increasing \( q \) exacerbates this behaviour. We also observe that for large values of \( p \) the curves converge to that of the \( q = 0 \) case, and this is in agreement with the fact that the dynamics of our model in the limit of large \( p \) are the same as those of a random temporal network with no memory (see Appendix E).
FIG. 1. Effects of the memory length of a temporal network on a spreading process. a, The average fraction of infected nodes over time for a disease spreading according to the SI model with $\lambda = 0.5$ on temporal networks with memory, as generated by the DARN(p) model in Eq. (1) with $y = 0.002$, $q = 0.9$ and various values of $p$. Each network has $N = 1000$ nodes. Results are averaged over 10000 realizations of the process. b, The average time $\tau$ until all the nodes in a temporal network are infected, given an SI model with $\lambda = 0.5$, is shown as a function of the memory length $p$ for $y = 0.002$ and $y = 0.006$, and $q = 0.95$ and $q = 0.85$. Each temporal network has $N = 1000$ nodes. Results are averaged over 100000 realizations of the process. Resulting error bars are smaller than the markers.

In order to gain further insights into the spreading behaviour as a function of the memory variables we quantify the speed of the spreading by looking at the expected time taken until all of the nodes in the network are infected. As before, we consider a temporal network with $N = 1000$ nodes and we fix an infection spreading rate $\lambda = 0.5$. The SI model is run until the first time where all $N$ nodes are infected. This value is then averaged over 100000 iterations of the process to return the average time $\tau$ until full infection of the network. Fig. 1b shows $\tau$ as a function of the memory length $p$ when $q = 0.95$. However, when we increase the strength of the memory to $q = 0.95$, the time taken until the entire network is infected shows a non-monotonic dependence of the memory length, with the presence of a maximum at $p_{\text{max}} = 2$. When we further decrease the network density to $y = 0.002$, these maxima move to $p_{\text{max}} = 2$ and $p_{\text{max}} = 3$ respectively.

IV. THEORETICAL RESULTS

Our model is in essence a generalisation of the ER random graph model to the case of temporal networks with memory. As such, in our networks there are no correlations between pairs of different links. Since each link is independent, we can analyse the model by first analysing a single link. The dynamics of a link can be explained in terms of the transition matrix of the higher order Markov chain corresponding to the DAR(p) process. While the transition matrix for a first order Markov chain expresses the probabilities of moving between the possible states over a time step, namely here $(0 \rightarrow 0), (0 \rightarrow 1), (1 \rightarrow 0)$ and $(1 \rightarrow 1)$, a $p$-th order transition matrix expresses the probability of moving between $p$-states representing the possible histories of the system. If $S_p = (X_1, X_{t-1}, \ldots X_{t-p+1})$ is the $p$-state of our process $X_t$ at time $t$, then, for any $\alpha, \beta \in S$, where set $S$ is the set of all $2^p$ possible $p$-states, we can look at the probability $\text{Prob}(S_{t+1} = \beta | S_t = \alpha)$. This defines the entries of the $p$-th order $2^p \times 2^p$ transition matrix $T_{\alpha\beta}$. To write down this transition matrix it is useful to introduce an ordering into the possible states of the system. Since there are $2^p$ possible states, we assign to each $\alpha \in S$ a unique label $l(\alpha) \in [0, 2^p - 1]$. To do this we note that by definition $\alpha = (\alpha_1, \ldots, \alpha_p)$ with each $\alpha_i \in \{0, 1\}$. Hence, a convenient unique labelling is to take $l(\alpha) = \sum_{i=1}^p \alpha_i 2^{p-i}$. For ease of notation, unless explicitly stated, $\alpha$ will refer to its label $l(\alpha)$. In this way we can write the $p$-th order transition matrix as:

$$T_{\alpha\beta} = \left[\frac{h(\alpha)}{p} + (1 - q)y\right] \delta\left(\beta, 2^p-1 + \left\lfloor \frac{\alpha}{2} \right\rfloor \right) +$$
$$\left[1 - \frac{h(\alpha)}{p} - (1 - q)y\right] \delta\left(\beta, 1 + \left\lfloor \frac{\alpha}{2} \right\rfloor \right), \quad (2)$$

where $h(x)$ is the Hamming weight of the number $x$ (the number of $1$s in its binary representation), $\delta(x, y) = 1$ if $x = y$ and $0$ otherwise, and $\lfloor x \rfloor$ is the largest integer value smaller than $x$. Note also that, for the sake of sim-
plicity, this matrix is indexed from zero, not one. Taking two nodes, one of which is initially infected, we study the expected time taken for the second node to become infected. Since the infection process is modelled as a Bernoulli random variable \( \Lambda_t \sim Bernoulli(\lambda) \), the infection is passed at the first value of \( t \) such that \( \Lambda_t X_t = 1 \).

We can cast this process as a Markov chain by considering a “dual-state” \( (\tilde{S}_t, \Lambda_t) \), where \( \tilde{S}_t \) and \( \Lambda_t \) are the \( p \)-state of the link and its infectivity state at time \( t \), respectively. Let us call the set of all possible dual-states \( \tilde{S} \), then we note that \( |\tilde{S}| = 2^{p+1} \), and we set \((\alpha, t) = \tilde{\alpha} \in \tilde{S} \), where \( \alpha \) is defined as for the transition matrix in Eq. 2 and \( t = 1 \) if an infection is passed and zero otherwise. The corresponding label function is then \( \tilde{l}(\tilde{\alpha}) = \tilde{l}(\alpha) + 2^p t \). We can then define the transition matrix \( P_{\tilde{\alpha}, \tilde{\beta}} \) in block form as:

\[
P = \frac{(1 - \lambda) T}{(1 - \lambda) T + \lambda T},
\]

where the sub-matrix \( T \) has elements given by Eq. (2).

Consider the set \( A \) of dual-states where an infection is passed, i.e. \( A = \{ \tilde{\alpha} \in \tilde{S} : \alpha_1 = 1, \alpha_{p+1} = 1 \} \). We are now interested in how long it takes the system to reach a state in \( A \). We can find the average hitting time \( \tau_{\tilde{\alpha}} \) from each starting state \( \tilde{\alpha} \not\in A \) as the minimal solution of the following equations [35]:

\[
\tau_{\tilde{\alpha}} = 1 + \sum_{\beta \not\in A} P_{\tilde{\alpha}, \beta} \tau_{\beta}.
\]

This is effectively saying that, if we start in state \( \tilde{\alpha} \), the average time taken to reach a state in \( A \) is the average time taken to reach a state in \( A \) from any \( \tilde{\beta} \) weighted by the probability of moving to \( \tilde{\beta} \) from \( \tilde{\alpha} \), plus the one time step it would take to make that move. This equation can be simplified (see Appendix F), then we can average over the initial states of the system to get:

\[
\langle \tau \rangle_p = \sum_{\alpha=0}^{2^p-1} \tau_{\alpha} \frac{\text{Prob}(l(S_0) = \alpha)}{\sum_{\alpha=0}^{2^p-1} \text{Prob}(l(S_0) = \alpha)},
\]

where the last term refers to the probability that the label of the initial \( p \)-state \( S_0 \) of the process \( X_t \) corresponds to the label of the \( p \)-state \( \alpha \).

Eqs. (4) and (5) can be solved directly for small values of \( p \) (see Appendix I for details). The plots in the two panels of Fig. 2a show not only that the theoretical predictions are in very good agreement with the simulations, but also that the non-monotonic behaviour observed in Fig. 1b for networks with \( N = 1000 \) nodes can emerge even in the case of a single link. In particular, we find that \( \langle \tau \rangle_p \) has a maximum at \( p_{\text{max}} = 8 \) when \( y = 0.03 \) and at \( p_{\text{max}} = 6 \) when \( y = 0.07 \). Eq. (5) can be used to explore how \( p_{\text{max}} \) depends on the values of the parameters \( y \) and \( q \), and on the infectivity \( \lambda \). In Fig. (2b) (upper panel) we see that, at fixed \( \lambda \), the value of \( p_{\text{max}} \) decreases with \( y \), while it increases with the memory strength \( q \). In this way, for small \( y \) and large \( q \), the length of the memory process that produces the maximal value of \( \langle \tau \rangle_p \) can be very large. For instance, when \( y = 0.01 \) and \( q = 0.95 \) we get \( p_{\text{max}} = 13 \). Fig. (2b) (lower panel) shows that \( p_{\text{max}} \) decreases with the infectivity of the SI process for each value of \( y \).

\section{Phase Diagram of the Model}

We have found a solution to the average time taken for an infection to pass across a single link, and hence along any chain of links. Real world networks, however, often contain many paths between any two nodes, and these paths are often of varying lengths. Eq. (4) can be extended to deal with multiple paths of any length (see Appendix G). To do this, let us index each link in the network as \( \ell \), with \( \ell = 1, 2, ..., N(N-1)/2 \). We can then define the dual-state of the \( \ell \)th link as \( \tilde{\alpha}_\ell \), as we did in the single link case. The dual-state of the entire network can then be written as \( \tilde{\alpha} = (\tilde{\alpha}_1, \tilde{\alpha}_2, \ldots) \). We can then generalise Eq. (4) in terms of \( P_{\tilde{\alpha}, \tilde{\beta}} \), which we refer to as the transition tensor, between any two network dual-states, as:

\[
\tau_{\tilde{\alpha}} = 1 + \sum_{\tilde{\beta} \neq A} P_{\tilde{\alpha}, \tilde{\beta}} \tau_{\tilde{\beta}}.
\]

where \( A \) is the now the set of network dual-states where we stop our infection process. In principle, this equation can be used for networks with any number of nodes \( N \), to study \( p_{\text{max}} \) as a function of \( y, q \), and \( \lambda \), as was done in Fig. 2a, although computational constraints do not allow this for large \( N \). The equation can be simplified to find the average passage time of an infection over multiple paths of the same length (see Appendix H). However, since we are interested in the most general case of multiple paths with different lengths, let us now focus on a network with \( N = 3 \) nodes, the smallest possible example of this type, having paths of length 1 and length 2 between any two nodes. Eqs. (6) can be used to determine when a maximum in the time taken to pass an infection between any two nodes in a temporal network with \( N = 3 \) should occur as a function of \( p \). For each value of \( \lambda \), by comparing the mean passage time for \( p = 1, 2 \) and \( \infty \), we find sufficient conditions for the existence of a maximum of \( \langle \tau \rangle_p \) at \( p_\text{other} > 1 \) (see Appendix J). This defines a curve which breaks the \( q, y \) plane into two sections, the upper section being the one where \( \langle \tau \rangle_p \) is non-monotonic. These curves are displayed for \( \lambda = 0.3, 0.5 \) and 0.7 in Fig. 3 for a single link (left) and for the \( N = 3 \) node network (right). The regions where a maximum must be present are clearly dependent on \( \lambda \) and on the number of nodes in the network. For \( N = 3 \) we observe that approximately half of the \( q, y \) plane must result in a maximum for \( \lambda = 0.3 \), however increasing \( \lambda \) reduces this fraction. For example, at a fixed value \( y = 0.5 \), when \( \lambda = 0.3 \) then nearly half of the possible
**FIG. 2. Theoretical results for the spreading over a single link.** a, The theoretical prediction of Eq. (5) is in good agreement with the simulated values of the average passage time $\tau$ of the infection over a single link as a function of the memory length $p$. Shown are cases with infectivity $\lambda = 0.5$, $q = 0.95$ and two values of $y$, namely $y = 0.03$ and $y = 0.07$. The average passage time $\tau$ as a function of $p$ has a maximum at the value $p = p_{\text{max}}$, where $p_{\text{max}}$ is dependent on $y$. b, The theoretical values for $p_{\text{max}}$ are reported as a function of $y$ for infectivity $\lambda = 0.5$ and for multiple values of $q$ (upper panel), and as a function of $\lambda$ for multiple values of $y$, when $q$ is fixed to 0.95 (lower panel).

$q$ values must produce a maximum, when $\lambda = 0.5$ this fraction decreases to approximately 0.2, and for $\lambda = 0.7$ then only 0.1 of the values of $q$ must result in a maximum according to our criterion. The size of the regions where a maximum must be present in general decreases with the number of nodes in the network. Together with the shape of the curves in Fig. 3, this explains why in large and sparse networks, such as those considered in Fig. 1b, we observe a non-monotonic behaviour of $\langle \tau \rangle$ vs $p$ only for high memory strength $q$ and low graph density $y$.

### VI. CONCLUSIONS

Memory plays an important role in many processes in physics. In our networked world, interactions change in time. Such temporal changes must be taken into account when studying dynamical processes, be they the spreading of epidemics [23], the diffusion of ideas [36], the movement of people or patterns in broader social interactions [14]. The model we have introduced is a simple way to include memory in a temporal network and can be further extended in many directions, for instance to include correlations among links, or to allow for different links to have different memory characteristics. The results we have obtained, and the methods developed in doing so, pave the way for a radical change in how we consider the influence of memory in networks, and highlights how unexpected the results can be when we do.
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FIG. 3. Phase diagram for the presence of a non monotonic dependence of spreading time on memory length. For each value of the infectivity $\lambda$, the region above the curve denotes the values of the parameters $q, y$ where there must be a value of $p > 1$ such that $\tau$ has a local maximum. The left panel refers to the case of a single link, while the right panel refers to the case of a DARN(p) model with $N = 3$ nodes.
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Appendix A: THE AVERAGE DEGREE OF A DAR(p) NETWORK

The average degree of a network with $N$ nodes, where each link is an independent DAR(p) process, is its self a random process, defined by:

$$\langle k \rangle_t = \frac{2}{N} \sum_i \sum_{j > i} X_{ij}^t.$$ (A1)

where $X_t = \{X_{ij}^t\}$ is the adjacency matrix of the network at time $t$. The average of this over time, which we simply denote by $\langle k \rangle$ is then:

$$\langle k \rangle = \frac{2}{N} \sum_i \sum_{j > i} \overline{X_{ij}}$$

$$= \frac{2}{N} \sum_i \sum_{j > i} y$$

$$= y(N - 1).$$

where the second line comes from the time averaged quantity $\overline{X_{ij}}$ being equal to $y$ [30].

Appendix B: AUTOCORRELATION FUNCTIONS OF DAR(p) PROCESSES

It is well known that DAR(p) processes have an autocorrelation function given by the Yule-Walker equations [30, 31]. The value $\rho_k$ of the autocorrelation function at time shift $k$ is given by:

$$\rho_k = \frac{q}{p} \sum_{i=1}^{p} \rho_{k-i}.$$ (B1)

Using the facts that $\rho_0 = 1$ and $\rho_{-t} = \rho_t$ we find the first $p$ values of $\rho_k$, i.e. the values for $k \leq p$. Expanding and rearranging Eq (B1) gives

$$\frac{p}{q} \rho_{k} - \sum_{i=1}^{k-1} \rho_i - \sum_{i=1}^{p-k} \rho_i = 1.$$ (B2)

We can then rewrite these equations in matrix form as

$$\mathbf{M} \rho = \mathbf{1}$$

$$M_{ij} = \frac{p}{q} \delta_{ij} - \delta(j \leq i - 1) - \delta(j \leq p - i).$$ (B3)

We then notice the following:

$$\sum_j M_{ij} = \frac{p}{q} - (i - 1) - (p - i) =$$

$$= p \left( \frac{1}{q} - 1 \right) + 1.$$ (B4)

Since this does not depend on $i$, we see that $\rho_k = \rho$ is a constant for all $k \leq p$, with:

$$\rho = \left( \frac{p}{q} \left( \frac{1}{q} - 1 \right) + 1 \right)^{-1}.$$ (B5)
This then allows us to solve Eq. (B1) for the autocorrelation function up to any finite time. Resulting autocorrelation functions are shown in Fig. 4 for various values of the parameters.

Appendix C: INITIALISATION OF THE TEMPORAL NETWORK

In our numerical simulations, we choose the initial condition of each random variable by sampling a $p$-vector from the joint stationary distribution of the DAR($p$) process. This is done in the following way. We first sample each element of the $p$-state vector $S_{ij}^0$ of link $(i,j)$ at time $t = 0$ from the Bernoulli random variable $Y_i$. We then allow the process in Eq. (1) to run until the autocorrelation function of each link has decayed below some threshold value. Once this point is reached we consider this to be the state $S_{ij}^0$ of each link in the network. This defines the time $t = 0$ at which we start to run any dynamical process on the network. Any theoretical results will use the steady state of the Markov chain directly.

Appendix D: THE SI MODEL ON A TEMPORAL NETWORK

In the SI model, the nodes of the network can be in one of two possible states, namely susceptible (S) or infected (I). The infection can be passed over each link of the network connecting an infected to a susceptible, with the infection process modelled as a Bernoulli random variable $\Lambda_t \sim \text{Bernoulli}(\lambda)$. We define $I_t$ to be the set of infected nodes at a time $t$, and take some initial subset $I_0 \subset N$ of nodes in the infected state, then at each time $t$ for all infected nodes $i \in I_t$ each neighbouring node $j \in \partial i(t)$, where $\partial j(t) := \{j \in N : a_{ij}^t = 1\}$ becomes infected with probability $\lambda$. We take all infection spreading to happen simultaneously on the network at time $t$. If there are multiple infected neighbours to a susceptible node then they will all attempt to pass an infection, and the susceptible node will become infected if at least one of these neighbours succeeds. Since there is no recovery, this change in state in the SI model is permanent.

Appendix E: THE LONG MEMORY LIMIT OF THE NETWORK

To explore the limiting behaviour of our model, let us first consider the conditional probability

$$P(X_t = 1|X_{t−1} = x_{t−1}, \ldots, X_{t−p} = x_{t−p}) = (1−q)y + q\phi_t(p), \quad (E1)$$

where

$$\phi_t(p) = \frac{1}{p} \sum_{i=1}^{p} x_{t−i}. \quad (E2)$$

Since Eq. (E2) is a sample expectation of a stationary DAR($p$) process, and $X_t = y$ [30], we can see that $\phi_t(p) \to y$ as $p \to \infty$. Now it remains to prove that fluctuations away from the stationary state can be ignored. Consider the time series for $\phi_t(p)$, as given by

$$\phi_{t+1}(p) = \phi_t(p) + \frac{x_t - x_{t−p}}{p}. \quad (E3)$$

Since $x_t - x_{t−p} \in \{-1, 0, 1\}$ we can then set the following bounds:

$$y - \frac{t}{p} \leq \phi_t(p) \leq y + \frac{t}{p}. \quad (E4)$$

Given that the passage of an infection over a link in our model must happen in finite time (except in trivial cases such as $\lambda = 0$) then we know that as $p \to \infty$ we must have that $\phi_t(p) \to y$. Given that the conditional probability of observing a link does not change in time, the large $p$ limit of the DAR($p$) process is then indistinguishable from a Bernoulli process with probability $y$. Since each link in our network is independent then each link will follow a Bernoulli process, and so the network becomes a memoryless random network with link probability $y$.

Appendix F: AVERAGE PASSAGE TIME FOR A SINGLE LINK

Eq. 4 can be solved directly as a set of $2p+1$ linear equations. Given that this grows rapidly with $p$, we wish to make use of some inherent symmetry to reduce the number of equations, and thereby allow us to find solutions for higher values of $p$. 

FIG. 4. The autocorrelation function $\rho_k$ as a function of time $k$ for $q = 0.95$ and various values of $p$. The function is flat for the first $p$ time steps, and then decays exponentially.
Consider Eq. 4, we know that for all \( j \in A \) we have  \( j > 2^p \), so this can be broken up into

\[
\tau_i^A = 1 + \sum_{j \in 2^p} P_{ij} \tau_j^A + \sum_{j \notin 2^p} P_{ij} \tau_j^A.
\]  

(F1)

Looking at our matrix \( P \) in Eq. 3 we can re-write this as:

\[
\tau_i^A = 1 + \sum_{j \leq 2^p} (1 - \lambda) T_{ij} \tau_j^A + \sum_{j > 2^p} \lambda T_{ij} \tau_j^A.
\]  

(F2)

As before we note that all the elements of \( A \) are memory states with leading value 1, so we can define the matrix \( T_{ij} = T \) if \( j < 2^p - 1 \) and 0 else. This allows us to write

\[
\tau_i^A = 1 + \sum_{j \leq 2^p} (1 - \lambda) T_{ij} \tau_j^A + \sum_{j < 2^p} \lambda T_{ij} \tau_j^A.
\]  

(F3)

Hence we only need to solve for the first \( 2^p \) values, allowing us to write the equation in matrix form as:

\[
\mathcal{I} = 1 + (1 - \lambda) \mathbf{T} + \lambda \mathbf{T}^L \mathcal{I}.
\]  

(F4)

Giving

\[
\mathcal{I} = (\mathbf{I} - (1 - \lambda) \mathbf{T} - \lambda \mathbf{T}^L)^{-1} \mathbf{1}.
\]  

(F5)

Then, defining the matrix \( \Phi \) as:

\[
\Phi_{\alpha\beta} = (1 - \lambda) \left[ \frac{h(\alpha)}{p} + (1 - q)y \right] \delta(\beta, 2^p - 1) |\frac{\alpha}{2}| + \left[ 1 - \frac{h(\alpha)}{p} - (1 - q)y \right] \delta(\beta, |\frac{\alpha}{2}|).
\]  

(F6)

We can write

\[
\mathcal{I} = (\mathbf{I} - \Phi)^{-1} \mathbf{1}.
\]  

(F7)

This greatly simplifies any calculation of average passage times for single links.

Appendix G: TEMPORAL NETWORKS DESCRIBED BY TENSORS

In this work we model each link in a network as a Markov chain, and so each link has a transition matrix associated with it. If each Markov chain has a state space \( S \) with \( |S| = \sigma \) then the temporal network with \( N \) nodes can be described as a Markov chain with state space \( S^N \) (meaning the cartesian product of \( S \) with itself \( N \) times) with \( |S^N| = \sigma^N \). Rather than attempt to directly impose an ordering on the states and generate a transition matrix we instead form a transition tensor of rank \( 2N \). This tensor is formed by having one source index and one target index for each link in the network; each index represents a label for a state in \( S \), and so varies from 1 to \( N \) (or 0 to \( N - 1 \)). We then define the transition tensor \( T \) as

\[
T_{a\beta} = P \left( \bigcap_{i=1,...,N} \alpha_i \rightarrow \beta_i \right),
\]  

(G1)

With \( \alpha \) and \( \beta \) the sets of source and target indices for each link.

We use this approach to transform quantities derived from the transition matrix into a tensor form in the same way. When calculating the average hitting time of a Markov chain, we do so from some starting state, as labeled by a single index. For our new formulation, each state is labeled by a vector of indices, and so each possible starting state is labeled by a vector of indices. In this way Eq. (4) becomes

\[
\langle \tau \rangle_{\alpha} = 1 + \sum_{\beta \notin A} T_{a\beta} \langle \tau \rangle_{\beta},
\]  

(G2)

as in Eq. (6). The two equations can be seen to become equivalent upon flattening Eq. (G2) so that \( T \) becomes an \( \sigma^N \times \sigma^N \) matrix and \( \langle \tau \rangle \) becomes a vector of length \( \sigma^N \).

Appendix H: AVERAGE PASSAGE TIME FOR MULTIPLE LINKS IN PARALLEL

Solving for the average passage time over a single link allows us to extrapolate the average passage time along any number of links in series by using the linearity of expectation. Real systems however will often have multiple paths, eventually of different lengths. Here we examine the simplest case of \( m \) paths of unit length in parallel. Naively solving Eq. (6) for the case of \( m \) links in parallel requires us to handle a \( 2^{m(p+1)} \times 2^{m(p+1)} \) matrix. However, in the same way as with the single link, we can greatly simplify this. We wish to find the average time taken for an infection to pass across any of \( m \) direct links from a source node to a target node. Let us start with the tensor equation Eq. (6). If we write \( \tilde{\alpha} = (\alpha_1, \tau_1) \) and \( \tilde{\beta} = (\beta_1, \tau_1) \) then

\[
T_{\tilde{\alpha} \tilde{\beta}} = 1 + \sum_{\tilde{\beta} \notin A} P_{\tilde{\alpha} \tilde{\beta}} T_{\tilde{\beta}}
\]  

(H1)

\[
= 1 + \sum_{(\beta_1, \tau_1) \notin A} T_{\tilde{\alpha} \tilde{\beta}} \tilde{\Lambda}_{\beta_1 \tau_1} T_{\tilde{\beta}}.
\]  

(H2)

Here the tensors \( T_{\tilde{\alpha} \tilde{\beta}} \) and \( \tilde{\Lambda}_{\beta_1 \tau_1} \) are defined by

\[
T_{\tilde{\alpha} \tilde{\beta}} = \prod_{i=1}^{m} T_{\alpha_i, \tau_i}.
\]  

(H3)

\[\Lambda_{\beta_1 \tau_1} = \lambda^{h(\beta_1)} \left( 1 - \lambda \right)^{m-h(\beta_1)}.
\]  

Where \( h(\beta_1) \) is the number of ones in \( \beta_1 \). Let us now assert that no link will start in an infecting state, and so we \( \tau_{\tilde{\alpha} \tilde{\beta}}(\beta_1) = \tau_{\tilde{\alpha} \tilde{\beta}}(\beta_2) \) for any two \( \beta_1 \) and \( \beta_2 \), hence we may write \( \tau_{\tilde{\alpha}} \) as \( \tau_{\tilde{\alpha}, \beta} \).

Then we introduce two index partitioning sets \( I_1 \) and \( I_2 \) so that \( I_1 \subset \{1, ..., m\} \) and \( \{1, ..., m\} = I_1 \cup I_2 \). So that

\[
\tau_{\tilde{\alpha}} = 1 + \sum_{I_1, I_2} \sum_{\beta_i \in I_1 \beta_i \in I_2} \sum_{\beta_1 \notin A} T_{\tilde{\alpha} \tilde{\beta}, \beta_1} \tau_{\tilde{\beta}} \chi \left( (\beta, \tau_1) \notin A \right).
\]  

(H3)
With $\chi$ being the indicator function. Due to the lack of dependence of $\Lambda$ on its source state, we can write this as

$$\tau_{\alpha} = 1 + \sum_{i_1, i_2} \sum_{\beta_i \in I_1 \leq 2^{p-1}} \sum_{\beta_i' \in I_2 > 2^{p-1}} T_{\alpha, \beta_i} T_{\alpha, \beta_i'} L(I_1, I_2), \quad (H4)$$

for some function $L(I_1, I_2)$, by noticing that we only care about the value of $i_1$ if $\beta_i > 2^{p-1}$. It is then straightforward to show that $L(I_1, I_2) = (1 - \lambda)^{|I_2|}$. We can now take our definition of $\tilde{T}$ and define $\tilde{T}^R = T - \tilde{T}^L$ and write

$$\tau_{\alpha} = 1 + \sum_{i_1, i_2} \left( \prod_{\beta_i \in I_1} T_{\alpha, \beta_i} \right) \left( \prod_{\beta_i' \in I_2} T_{\alpha, \beta_i'} \right) (1 - \lambda)^{|I_2|} \tau_{\beta}, \quad (H5)$$

$$= 1 + \sum_{\beta} \Phi_{\alpha, \beta}.$$ 

Giving us an equation in terms of elements of a single $2^p \times 2^p$ matrix.

### Appendix I: AVERAGE PASSAGE TIME FOR A SMALL NETWORK

We wish to find the average passage time for an infection between any two nodes in a three node complete network. To do this, we must first write down $P_{\tilde{\alpha}, \tilde{\beta}}$. First we define the set of possible dual-states $H$ of a link where an infection is passed. Then define the “infected” transition matrix $P_{\alpha, \beta}'$ to be $P_{\tilde{\alpha}, \tilde{\beta}}$ (as in Eqn. 3) if $\tilde{\alpha} \notin H$, and $P_{\tilde{\alpha}, \tilde{\beta}}' = \delta_{\tilde{\alpha}, \tilde{\beta}}$ otherwise, and the “waiting” transition matrix $P_{\alpha, \beta} = T_{\alpha, \beta}$ if $\tilde{\alpha} = (\alpha, 0)$ and $\tilde{\beta} = (\beta, 0)$ and $P_{\alpha, \beta} = \delta_{\beta(\alpha, 0)}$ if $\tilde{\alpha} = (\alpha, 1)$. We then write

$$P_{\tilde{\alpha}, \tilde{\beta}} = P_{\alpha, \beta}' \left( \lambda H(\tilde{\alpha}^1) P_{\alpha, \beta}^2 + (1 - \lambda H(\tilde{\alpha}^1)) P_{\alpha, \beta}^2 \right) P_{\alpha, \beta}^2 \quad (II)$$

Where links 1 and 3 are connected to the infection source, and links 2 and 3 are connected to the infection target. Our set $A$ from Eqn. 4 has now become $A = \{\tilde{\alpha} : \alpha^2, \alpha^3 \in H\}$.

### Appendix J: CONDITIONS FOR THE EXISTENCE OF MAXIMUM POINTS

Equations (4) and (6) for the average passage time can be solved numerically for $p = 1$ and $p = 2$. We can then use the obtained values, namely $\langle \tau_1 \rangle$ and $\langle \tau_2 \rangle$, along with the solution $\langle \tau \rangle_\infty$ in the $p \to \infty$ limiting case, to look for values of $\lambda, g$ and $y$ that must result in a non-monotonic behaviour of $\langle \tau \rangle_p$ as a function of $\rho$. These occur when $\langle \tau_1 \rangle < \langle \tau_2 \rangle$ and $\langle \tau \rangle_\infty < \langle \tau_2 \rangle$. It is important to note that this is only a sufficient condition for the existence of inflection points. Whilst when this condition holds there must be non monotonic behaviour in $\langle \tau \rangle_p$, it is possible to observe non monotonicity without it, so what we can extract in this way is only a subset of the possible cases where maxima will be observed.

---

[1] M. E. J. Newman, Networks: An Introduction (Oxford University Press, Oxford, 2010).
[2] Vito Latora, Vincenzo Nicosia, and Giovanni Russo, Complex networks: principles, methods and applications (Cambridge University Press, 2017).
[3] P. Holme and J. Saramäki, “Temporal networks,” Physics Reports 519, 97 – 125 (2012), temporal Networks.
[4] P. Holme and J. Saramäki, Temporal Networks (Springer-Verlag Berlin Heidelberg, 2013).
[5] N. Masuda and R. Lambiotte, A Guide to Temporal Networks (World Scientific (Europe), 2016).
[6] P. Mazza, F. Barucca, F. Lillo, and D. Tantari, “A dynamic network model with persistent links and node-specific latent variables, with an application to the interbank market,” (2017).
[7] Marta C. González, César A. Hidalgo, and Albert-László Barabási, “Understanding individual human mobility patterns,” Nature 453, 779 EP – (2008).
[8] A. Buscarino, L. Fortuna, M. Frasca, and V. Latora, “Disease spreading in populations of moving agents,” EPL (Europhysics Letters) 82, 38002 (2008).
[9] Petter Holme, “Network reachability of real-world contact sequences,” Phys. Rev. E 71, 046119 (2005).
[10] M. Valencia, J. Martinerie, S. Dupont, and M. Chavez, “Dynamic small-world behavior in functional brain networks unveiled by an event-related networks approach,” Phys. Rev. E 77, 050905 (2008).
[11] F. De Vico Fallani, V. Latora, L. Astolfi, F. Cincotti, D. Mattia, M G Marciani, S Salinari, A Colosimo, and F Babiloni, “Persistent patterns of interconnection in time-varying cortical networks estimated from high-resolution eeg recordings in humans during a simple motor act,” Journal of Physics A: Mathematical and Theoretical 41, 224014 (2008).
[12] J. Tang, S. Scellato, M. Musolesi, C. Mascolo, and V. Latora, “Small-world behavior in time-varying graphs,” Phys. Rev. E 81, 055101 (2010).
[13] Hyewon Kim, Meesoon Ha, and Hwoong Jeong, “Scaling properties in time-varying networks with memory,” The European Physical Journal B 88, 315 (2015).
[14] M. Rosvall, A. V. Esquivel, A. Lancichinetti, J. D. West, and R. Lambiotte, “Memory in network flows and its effects on spreading dynamics and community detection,”
[15] I. Scholtes, N. Wider, R. Pfitzner, A. Garas, C. J. Tessenore, and F. Schweitzer, “Causality-driven slow-down and speed-up of diffusion in non-markovian temporal networks,” Nat. Commun. 5, 5024 (2014).

[16] Ingo Scholtes, “When is a network a network?: Multi-order graphical model selection in pathways and temporal networks,” in Proceedings of the 23rd ACM SIGKDD International Conference on Knowledge Discovery and Data Mining, KDD ’17 (ACM, New York, NY, USA, 2017) pp. 1037–1046.

[17] R. Lambiotte, V. Salnikov, and M. Rosvall, “Effect of memory on the dynamics of random walks on networks,” Journal of Complex Networks 3, 177–188 (2015).

[18] P. Van Mieghem and R. van de Bovenkamp, “Non-markovian infection spread dramatically alters the susceptible-infected-susceptible epidemic threshold in networks,” Phys. Rev. Lett. 110, 108701 (2013).

[19] Istvan Z. Kiss, Gergely Rost, and Zsolt Vizi, “Generalization of pairwise models to non-markovian epidemics on networks,” Phys. Rev. Lett. 115, 078701 (2015).

[20] Michele Starnini, James P. Gleeson, and Marián Boguñá, “Equivalence between non-markovian and markovian dynamics in epidemic spreading processes,” Phys. Rev. Lett. 118, 128301 (2017).

[21] Tomokatsu Onaga, James P. Gleeson, and Naoki Masuda, “Concurrency-induced transitions in epidemic dynamics on temporal networks,” Phys. Rev. Lett. 119, 108301 (2017).

[22] Iain L MacDonald and Walter Zucchini, Hidden Markov and other models for discrete-valued time series, Vol. 110 (CRC Press, 1997).

[23] Fred Brauer, “Compartmental models in epidemiology,” in Mathematical Epidemiology, edited by Fred Brauer, Pauline van den Driessche, and Jianhong Wu (Springer Berlin Heidelberg, Berlin, Heidelberg, 2008) pp. 19–79.

[24] P. Singer, D. Helic, B. Taraghi, and M. Strohmaier, “Detecting memory and structure in human navigation patterns using markov chain models of varying order,” PLOS ONE 9, 1–21 (2014).

[25] E. Cinlar, Introduction to Stochastic Processes, Dover Books on Mathematics Series (Dover Publications, Incorporated, 2013).

[26] I. Iacopini, S. Milojević, and V. Latora, “Network dynamics of innovation processes,” Phys. Rev. Lett. 120, 048301 (2018).