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Abstract

The ability to interpret decisions taken by Machine Learning (ML) models is fundamental to encourage trust and reliability in different practical applications. Recent interpretation strategies focus on human understanding of the underlying decision mechanisms of the complex ML models. However, these strategies are restricted by the subjective biases of humans. To dissociate from such human biases, we propose an interpretation-by-distillation formulation that is defined relative to other ML models. We generalize the distillation technique for quantifying interpretability, using an information-theoretic perspective, removing the role of ground-truth from the definition of interpretability. Our work defines the entropy of supervised classification models, providing bounds on the entropy of Piece-Wise Linear Neural Networks (PWLNs), along with the first theoretical bounds on the interpretability of PWLNs. We evaluate our proposed framework on the MNIST, Fashion-MNIST and Stanford40 datasets and demonstrate the applicability of the proposed theoretical framework in different supervised classification scenarios.
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1 Introduction

Trust and reliability form the core principles in various safety-critical applications such as medicine and autonomous driving. With the growing demand for more complex data-driven computational models for such applications, model interpretation has become the focus of major research in the past few years (Doshi-Velez and Kim 2017).

The deployment of deep learning models in critical domains, such as law and medicine, requires unbiased computational estimates of interpretability. This would allow policy-makers in these domains to evaluate and select computationally more interpretable models for different tasks, free from subjective human biases.

The motivations and difficulties associated with interpretability are explained by Lipton 2018. The lack of a single notion of interpretability leaves the applications of deep learning models vulnerable, thus amplifying the need for a robust quantification of interpretability. This lack of a proper measurable bias-free definition for interpretability poses a serious problem when deep learning models fail silently, leaving end-users with no clues on the possible correction mechanisms, which can be fatal in safety-critical scenarios.

Inspired by the work of Mukhopadhyay 2018, we define interpretability from an information-theoretic perspective and decouple human understanding from the current notion of interpretability. We define the process of interpretation as a communication mechanism between two models and define interpretability relative to their model entropies. Since the abstraction levels defined in Mukhopadhyay 2018 do not properly define the entropies of Machine Learning (ML) models, our work proposes a novel way of defining these entropies. Further, we derive tight lower bounds on the entropy of supervised classification models using graph theory.

Our interpretation-by-distillation framework for quantifying interpretability (refer Fig. 1) generalizes the common distillation technique (Hinton, Vinyals, and Dean 2015); providing researchers, corporations and policy-makers, better, unbiased interpretability estimates. Further, we provide the first theoretical guarantees on the interpretability of black-box Piece-Wise Linear Networks (PWLNs), when interpreted by another PWLN. The major contributions of our proposed theoretical framework are:

- We remove the accuracy-interpretability trade-off, present in most previous works. We propose that the interpretability of any ML model depends only on the decision structure of the model, independent of the ground-truth.

- Local surrogates such as SHAP (Lundberg and Lee 2017) and LIME (Ribeiro, Singh, and Guestrin 2016) provide a localized view of robustness of classifiers only around individual data points. Our work, on the other hand, proposes a global metric for defining the interpretability of a model in relation to another model.

- Our empirical interpretation-by-distillation mechanism represents a computational approach for interpretability. We generalize standard distillation which considers the generic human understanding of a lower complexity model being used to interpret a higher complexity model, by considering the entire spectrum of computational complexity of learning models.
2 Related Work

The necessity for humans to have confidence on the predictions of deep learning models (Goodman and Flaxman 2016) has led to the development of various explanation mechanisms (Guidotti et al. 2018). These mainly explore two directions - Model-based and Post-hoc methods.

Model-based interpretation mechanisms such as focus on building interpretable ML models from the bottom up using basic decision mechanisms, retaining the complexity of deep neural networks, while making it easier to interpret their decisions. (Das et al. 2019), (Murdoch et al. 2019), (Caruana et al. 2015), (Abdul et al. 2018) have explored model-based methods extensively, but they have not been able to perform at par with existing complex deep learning models.

Post-hoc interpretation mechanisms, on the other hand, have mainly focused on the visualization of deep neural networks such as CNNs (Zhang and Zhu 2018). Previous works by (Kim et al. 2018), (Selvaraju et al. 2016), (Shrikumar, Greenside, and Kundaje 2017) use visual cues such as Concept Activation Vectors (CAV), Grad-CAM and Layer-wise relevance scores (Bach et al. 2015) respectively to enable human understanding of the complex ML models. However, these face a major challenge due to the fragile nature of the proposed interpretations, which decreases human understanding and trust in practical systems using these cues (Ghorbani, Abid, and Zou 2018).

Our interpretation-by-distillation mechanism considers interpretation by any supervised learning model, moving beyond its usual association with human understanding (see Figure 1). (Dhurandhar et al. 2017) present a work most similar to ours, but suffer from the accuracy-interpretability trade-off which does not arise in our work. We de-couple the accuracy/performance of the ML model from its interpretability. In practical settings, interpretability can be computed by our empirical interpretation mechanism. As compared to knowledge distillation (Hinton, Vinyals, and Dean 2015), where a small network (student) is taught by a larger pre-trained network (teacher); our interpretation-by-distillation mechanism covers the entire spectrum of their relative computational complexities (refer Section 4.4).

As a special case of interest, we consider PWLNs and derive theoretical bounds on their interpretability, in terms of their complexity defined in previous works.

2.1 Complexity of PWLNs

A lot of previous research has focused on deriving the complexity of PWLNs. (Zaslavsky 1975) first proposed the number of cells formed by an \( n \)-dimensional arrangement of hyperplanes in a \( d \)-dimensional space as \( \sum_{i=0}^{d} \binom{n}{i} \). (Serra, Tjandraatmadja, and Ramalingam 2018) propose tight upper and lower bounds on the maximum number of linear regions for ReLU and maxout networks. (Montufar et al. 2014) and (Montufar 2017) present tight lower and upper bounds respectively, on the maximum number of linear regions for ReLU networks. (Hanin and Rolnick 2019) provide average case complexities for ReLU networks in terms of the number of linear regions.

While we directly use most of these results for deriving the upper and average bounds on the entropy of PWLNs, we present a tighter lower bound on the entropy by incorporating the graph coloring concept.

3 Background

We consider two models \( A (\theta_A : X \rightarrow Y_A) \) and \( B (\theta_B : X \rightarrow Y_B) \) that take an \( n_0 \)-dimensional input, say \( x \in X \subseteq \mathbb{R}^{n_0} \) and predict outputs \( y_A \) and \( y_B \) in the output space \( Y_A, Y_B \subseteq \mathcal{Y} \) respectively. The input to both models need not be same (as is the case in Section 7.2). These models are trained on the dataset, \( D \triangleq \{(x_i, y_i)\}_{i=1}^{n} \) containing \( n \) data points and \( c \) output classes.

\( B \) represents the “black-box” model being interpreted, while \( A \) represents the “known” model used for interpreting \( B \), as shown in Figure 1. Model \( A \) need not be more interpretable than \( B \) from a human perspective. The interpretation process is performed using the dataset, \( D \triangleq \{(x_i, \hat{y}_i)\}_{i=1}^{n} \), containing \( n \) data points, where \( \hat{y}_i \) represents the prediction of \( B \) on the \( i \)-th sample, \( x_i \) after training.

A cell formed in the input space by a model is defined as a bounded region in the input space in which all points map to the same output domain as well as have the same linear nature of the PWLN. Based on this, we derive the definition of model complexity from (Serra, Tjandraatmadja, and Ramalingam 2018) as in Definition 1.

Definition 1 Model Complexity: The complexity of a supervised classification model is defined as the number of unique cells identified by the model in the input space.

Throughout the paper, we denote the complexity of any model \( Q \) as \( C_Q \), and the upper, lower and average bounds on \( C_Q \) as \( \bar{C}_Q \), \( C_Q \) and \( \bar{Q}_Q \) respectively.

The theoretical bounds on the complexity of PWLNs from previous research used for theoretical derivations are given in Supplementary Material.

Based on Definition 1, we define model entropy as:

Definition 2 Model Entropy: The entropy of a supervised classification model is defined as the number of unique ways of assigning output classes to different cells identified in the input space by the model.

This definition of model entropy does not take into account the shape of the cells. Throughout the paper, we denote the entropy of any model \( Q \) as \( H_Q \). We denote the upper, lower and average bounds on \( H_Q \) as \( \bar{H}_Q \), \( H_Q \) and \( \bar{H}_Q \) respectively.

3.1 Relation between Complexity and Entropy

A rudimentary approximation of the relationship between the complexity and entropy of any supervised classification model, say \( Q \), for a \( c \)-class classification problem, based on the definitions 1 and 2, is given by \( H_Q = (c)^{C_Q} \), representing the maximal possible number of ways of assigning the output classes.

4 Problem Formulation

As shown in Figure 1, we have two models \( A \) and \( B \). \( A \) belongs to the class of known models i.e. those models for
which the decision mechanism is available to us through access to the model internals including structure and parameters. $B$ belongs to the class of black-box models i.e. those models whose internals are completely unknown. The semantic understanding of “known” is unimportant in our context. The interpretation mechanism is then defined as the process of communication between these models, where $A$ tries to emulate $B$’s decision boundary. This process can continue indefinitely until $A$ has learnt all the information possible about $B$’s decision mechanism.

The relative simplicity of model $A$ w.r.t. $B$ is not important in our work. Our aim is only demonstrating the explainability of $B$ in terms of $A$ and not finding the most compact model. Based on the definitions given in [Mukhopadhyay 2018], we formally define interpretability and its associated concepts as follows:

**Definition 3 Complete Interpretation**: Complete Interpretation is defined as the process of model updation by communication between the known model $A$ and the target black-box model $B$ through an infinite set of query data points until no further information gain about the decision boundary of model $B$ is possible.

To define the notion of interpretability, we first define two terms as $H_{A \leftarrow B}$ and $H_{A \leftarrow B}$, which represent entropies of the communication process between models $A$ and $B$. $H_{A \leftarrow B}$ and $H_{A \leftarrow B}$ represent the entropy about $B$’s decision boundary before and after the process of complete interpretation respectively, $H_{A \leftarrow B}$ and $H_{A \leftarrow B}$ can be also be obtained in terms of the model entropies $H_A$ and $H_B$ as, $H_{A \leftarrow B} = H_A$ and $H_{A \leftarrow B} = \max ((H_B - H_A), 0)$.

However, it is not possible to consider the entire input space $\mathcal{R}^n$ due to its massive cardinality. So, for practical purposes, the process of complete interpretation (Definition 3) is relaxed into that of empirical interpretation (Definition 4).

**Definition 4 Empirical Interpretation**: Empirical Interpretation is defined as the process of model updation by communication between the known model $A$ and the target black-box model $B$ using a finite subset of query data points.

For **Empirical Interpretation**, the model entropy $H_B$ cannot be determined. Empirically, the interpretability measure depends only on model $A$. Hence, the model entropies $H_{A \leftarrow B}$ and $H_{A \leftarrow B}$ are approximated as $H_{A \leftarrow B} \approx H_A$ and $H_{A \leftarrow B} \approx H_A$, where $H_A$ and $H_A$ represent the entropy of model $A$ before and after the process of Empirical Interpretation respectively.

Based on these concepts, we define interpretability as:

**Definition 5 Interpretability**: Interpretablity ($I_{A \leftarrow B}$) is the ratio between information gain about target model $B$’s decision boundary through interpretation and the initial uncertainty about $B$’s decision boundary. More formally,

$$ I_{A \leftarrow B} = \frac{H_{A \leftarrow B} - H_{A \leftarrow B}}{H_{A \leftarrow B}}, \quad I_{A \leftarrow B} \in [0, 1] \quad (1) $$

This interpretability formulation measures the maximal information gain about the decision boundary of black-box model $B$, through minimal querying by known model $A$. Thus, an interpretability value of 0.9 means that 90% of the decision boundary of $B$ can be matched by $A$ on a particular dataset. This process of interpretation in Definition 5 is modelled as the optimization given by $\min (KL(p(Y_B|X, \theta_B)||p(Y_B|X, \theta_A)))$. This is solved by approximating $p(Y_B|X, \theta_A)$ from $p(Y_A|X, \theta_A)$, where $\theta_B$ is unknown and $\theta_A$ is known.

### 4.1 Bounds on Entropy and Interpretability

Based on the formulation in Section [3.1] we obtain the upper and average bounds on the entropy for PWLN, in terms of the corresponding bounds on their complexities. However, we derive tighter lower bound estimates for these entropies.

To obtain the lower bounds, we model the entropy of PWLN in terms of the graph coloring problem. The linear cells identified by the PWLN in the input space can be modelled as the vertices of a graph $G$ and the output classes represent the different colors available for coloring the vertices of $G$. The entropy of the PWLN can now be modelled as the process of coloring the vertices of $G$ such that no two adjacent vertices are assigned the same color.
We model this process of calculating the entropy, as an iterative process through all the layers in the PWLN. At each iteration, the adjacent linear cells of the input space are approximated as a path graph in each dimension and the chromatic polynomial of path graph is used to calculate the number of ways of coloring the graph. Based on the construction, we obtain a lower bound on the entropy of an L-layer PWLN, say $H_Q$, with $n_f$-dimensional input and $c$ output classes and $n_l$ ReLU neurons in the $l$-th layer as:

$$H_Q = \left( \prod_{l=1}^{L-1} c(c-1)^{(l(n_l\bar{n})-1)n_0} \right) * (c(c-1)^{(n_L-1)n_0})$$

The detailed derivation of the above is given in the Supplementary Material.

4.2 Interpretation based on Bias-Variance trade-off

We consider different cases for models $A$ and $B$ based on the relative bias-variance trade-off. Table 2 provides a description of the 9 possible cases for complete interpretation, with examples of PWLNs and their bounds. This is in contrast to the typical interpretation-by-distillation situation considered in most previous works on interpretability and distillation, where $A$ is simpler than $B$ i.e. $\Delta A > \Delta B \& \sigma_A^2 > \sigma_B^2$, where $\Delta$ and $\sigma^2$ represent the Bias and Variance respectively. The distillation technique (Hinton, Vinyals, and Dean 2015) presents a similar idea of transferring knowledge from a complex to a simple network, in contrast to our work which considers the entire spectrum of complexity. In this typical distillation case (represented in 2nd column in Table 2), $A$ can be considered as the minimum description length encoding of $B$.

5 Theoretical Bounds on Interpretability for PWLNs

We determine the theoretical bounds on interpretability with both models $A$ and $B$ as PWLNs, for complete interpretation. We denote the upper, lower and average bounds on the interpretability of model $B$ by model $A$ as $\tilde{I}_{A\rightarrow B}$, $\tilde{I}_{A\leftarrow B}$ and $\tilde{I}_{A\leftrightarrow B}$ respectively. Table 3 presents the obtained bounds on interpretability for PWLNs. The derivations are demonstrated in the Supplementary Material.

6 Calculation of Empirical Interpretability

Empirical interpretation is determined based on the global surrogate model, as a generalization of distillation (Hinton, Vinyals, and Dean 2015). $H_{emp}^{A\rightarrow B}$ is determined by solving the optimization problem interpreting model $B$ on the set $\mathcal{D} = \{(x_i, \hat{y}_i)\}_{i=1}^m$, where $\hat{y}_i$ represents the prediction of model $B$ on the $i$th example. Before interpretation, let model $A$ output probability vectors on $D$ as $P^{in} = \{p_1^{in}, p_2^{in}, \ldots, p^{in}\}$, where $p^{in} \in [0,1]^c$. After interpretation, let model $A$ output probability vectors on $D$ as $P^{fin} = \{p_1^{fin}, p_2^{fin}, \ldots, p^{fin}\}$, where $p^{fin} \in [0,1]^c$. Here, $in$ and $fin$ represent the initial state (before interpretation) and final state (after interpretation) of model $A$ respectively. The initial state of model $A$ comes from the initial parameter set assigned to model $A$. Figure 2 represents the basic idea of the 5-step formulation used for calculating empirical interpretability, using the following color coding:

1. Obtain the predictions of black-box model $B$ on input $X$.
2. Transform $X$ to $X'$ as: $X' = \text{crop}(X)$ for section 7.2 and $X' = X$ otherwise.
3. Obtain predictions and output of model $A$ on input $X$ before interpretation.
4. Train model $A$ on the predictions of model $B$.
5. Obtain predictions and output of model $A$ on input $X$ after interpretation.

Let the set of predicted classes by model $A$ on $D$ be denoted as $\hat{Y}^{fin}_A = \{\hat{y}_1^{fin}, \hat{y}_2^{fin}, \ldots, \hat{y}_m^{fin}\}$, where $\hat{y}_i^{fin} = \text{argmax}_{j \in \{1, \ldots, c\}}(p^{fin}_{ij})$. Similarly, the set of predicted classes by model $A$ on $D$ after interpretation is denoted as $\hat{Y}^{fin}_A = \{\hat{y}_1^{fin}, \hat{y}_2^{fin}, \ldots, \hat{y}_m^{fin}\}$, where $\hat{y}_i^{fin} = \text{argmax}_{j \in \{1, \ldots, c\}}(p^{fin}_{ij})$.

Consider the $i$th sample. Based on the above formulation; $p^{fin}_{i, \hat{y}_i}$ represents the probability assigned by model $A$ to the predicted class of model $B$ (i.e. $\hat{y}_i$), before the process of interpretation. Similarly, $p^{fin}_{i, \hat{y}_i}$ represents the corresponding probability after the process of interpretation. On the other hand, $p^{fin}_{i, \hat{y}_i}$ and $p^{fin}_{i, \hat{y}_i}$ represent the maximum probability values assigned to any class by $A$ before and after the process of interpretation respectively.

Now, we define the entropies $H_{emp}^{A\rightarrow B}$ and $H_{emp}^{A\rightarrow B}$. The general notion of entropy considers $p^{in}_{i, \hat{y}_i} = P(p^{in}_{i, \hat{y}_i} = p^{in}_{i, \hat{y}_i})$ and $p^{fin}_{i, \hat{y}_i} = P(p^{fin}_{i, \hat{y}_i} \neq p^{fin}_{i, \hat{y}_i})$. $p^{fin}$ and $p^{fin}$ can be defined in a similar way. Then, the entropies are defined as:

$$H_{emp}^{A\rightarrow B} = -(p^{in}_{i, \hat{y}_i}) \log_2(p^{in}_{i, \hat{y}_i}) - (p^{fin}_{i, \hat{y}_i}) \log_2(p^{fin}_{i, \hat{y}_i})$$

$$H_{emp}^{A\rightarrow B} = -(p^{fin}_{i, \hat{y}_i}) \log_2(p^{fin}_{i, \hat{y}_i}) - (p^{fin}_{i, \hat{y}_i}) \log_2(p^{fin}_{i, \hat{y}_i})$$

(2)

We define the above entropies in a slightly different way. We calculate the entropies using differences in the probabilities calculated earlier (as a lower difference implies more information gain), as:

$$H_{emp}^{A\rightarrow B} = \sum_{i=1}^n -\log_2(|p^{in}_{i, \hat{y}_i} - p^{in}_{i, \hat{y}_i}|)$$

$$H_{emp}^{A\rightarrow B} = \sum_{i=1}^n -\log_2(|p^{fin}_{i, \hat{y}_i} - p^{fin}_{i, \hat{y}_i}|)$$

(3)
The empirical interpretability can now be formulated based on the definition of interpretability in Equation (1) and entropies defined as in Equation (3).

## 7 Experimental Setup and Results

Through these experiments, we demonstrate the applicability of our proposed interpretation-by-distillation framework in different supervised classification scenarios. Our experiments demonstrate the stability of our interpretation-by-distillation framework as well as its conformity to human understanding, while interpreting state-of-the-art deep learning models.

### 7.1 Overview of Experimental Setup

In Experiment 7.2, our quantification conforms with the human understandable visual explanations of the predictions of the state-of-the-art InceptionV3 [Szegedy et al. 2016] network. In Experiment 7.3, we break down the complex structure of a MiniVGGNet in the form of a human understandable ensemble of simpler models, through our interpretation-by-distillation framework. In Experiment 7.4, we demonstrate the stability of our interpretation formulation for PWLNs (based on our theoretical formulation).

**Dataset:** In Experiment 7.2, we use the Stanford40 dataset [Yao et al. 2011], which contains 9072 RGB images corresponding to 40 different human actions. We use the popular MNIST [LeCun and Cortes 2010] and Fashion-MNIST [Xiao, Rasul, and Vollgraf 2017] datasets for all other experiments. Both datasets contain 60,000 and 10,000 grayscale images (of size 28×28) as part of the train and test sets respectively, with 10 output classes.

**Data Pre-Processing:** We normalize the data using a min-

---

### Table 1: Relative Bias-Variance trade-Off between model A and model B along with the interpretability bounds for PWLNs for complete interpretation. The two remaining cases represented by (a) $\Delta_A > \Delta_B$ & $\sigma_B^2 > \sigma_B^2$, (b) $\Delta_A < \Delta_B$ & $\sigma_A^2 < \sigma_B^2$ are not possible (In the table, $\text{pow}(a, b)$ represents $a^b$)

| $\Delta_A$ | $\Delta_B$ | $\sigma_A^2$ | $\sigma_B^2$ | $\sigma_A^2$ | $\sigma_B^2$ |
|------------|------------|--------------|--------------|--------------|--------------|
| $> 0$      | $\approx 0$| $> 0$        | $< 0$        | $\approx 0$  | $< 0$        |
| $< 0$      | $\approx 0$| $> 0$        | $> 0$        | $\approx 0$  | $> 0$        |
| $\approx 0$| $\approx 0$| $\approx 0$  | $\approx 0$  | $\approx 0$  | $\approx 0$  |

---

### Example cases of PWLNs

| Model A vs. Model B | $I_{A \rightarrow B}$ | $I_{A \rightarrow B}$ | $I_{A \rightarrow B}$ |
|---------------------|-----------------------|-----------------------|-----------------------|
| Single Layer ReLU network with $n_A$ neurons | $\frac{1}{2} n_A^2 (n_B^n - n_A^n)$ | $\min\left(\frac{1}{2} n_A^2 (n_B^n - n_A^n), 1\right)$ | $\min\left(\frac{1}{2} n_A^2 (n_B^n - n_A^n), 1\right)$ |
| Deep ReLU network with $L$ layers with $n_L$ neurons in the $i^{th}$ layer $\forall i = 1, \ldots, L$ and total $n_B$ neurons | $\min\left(1, \frac{\sum_{i=1}^{L} n_L (n_B^n - n_A^n)}{\prod_{i=1}^{L} (c - 1)\left(\frac{n_B^n - n_A^n}{n_B^n}\right)}\right)$ | $\min\left(1, \frac{\sum_{i=1}^{L} n_L (n_B^n - n_A^n)}{\prod_{i=1}^{L} (c - 1)\left(\frac{n_B^n - n_A^n}{n_B^n}\right)}\right)$ | $\min\left(1, \frac{\sum_{i=1}^{L} n_L (n_B^n - n_A^n)}{\prod_{i=1}^{L} (c - 1)\left(\frac{n_B^n - n_A^n}{n_B^n}\right)}\right)$ |
| Single Layer ReLU network with $n_B$ neurons | $\min\left(1, \frac{\sum_{i=1}^{L} n_L (n_B^n - n_A^n)}{\prod_{i=1}^{L} (c - 1)\left(\frac{n_B^n - n_A^n}{n_B^n}\right)}\right)$ | $\min\left(1, \frac{\sum_{i=1}^{L} n_L (n_B^n - n_A^n)}{\prod_{i=1}^{L} (c - 1)\left(\frac{n_B^n - n_A^n}{n_B^n}\right)}\right)$ | $\min\left(1, \frac{\sum_{i=1}^{L} n_L (n_B^n - n_A^n)}{\prod_{i=1}^{L} (c - 1)\left(\frac{n_B^n - n_A^n}{n_B^n}\right)}\right)$ |
max normalization and perform a 5-fold cross validation split on the training set, considering 4 folds for interpretation and the remaining fold for cross-validation. Empirical interpretability is calculated on the test set.

**Notations:** In the experiments below, γ represents the batch size and α represents the learning rate. Also, the term "Piece-Wise Linear Neural Networks with ReLU activations" is abbreviated as PWLN-R.

We implement the experimental setup in Python using the Tensorflow and Keras libraries. The experiments were conducted on a NVIDIA Tesla V100 GPU node with 192GB RAM and CentOS Linux.

### 7.2 Explaining the predictions

Visual explanation of the predictions of black-box models is key to human understanding of these models for various tasks. While our interpretation-by-distillation framework is completely theoretical; through this experiment, we provide a connection between our interpretability measure and human understanding of the decision structure of black-box models. We determine the parts of the input image which affect the classifier prediction in the maximum capacity, thus explaining where the classifier "looks" in the image for the task-at-hand.

**Model Configurations:** Both models A and B are InceptionV3 networks, pre-trained on ImageNet. We add a global-average pooling and two dense layers at the end for fine-tuning. B is trained on the original Stanford40 images while A is trained on cropped portions of the images in the Stanford40 dataset. We use the annotations and bounding boxes for the associated objects provided with the Stanford-40 dataset. This experiment falls under the relative complexity case of both models having similar complexity in Table 1.

**Hyperparameters and Pre-Processing:** γ = 256, α = 0.01, no_of_epochs = 150 for both models. For 5 epochs, the models are trained using RMSProp optimizer, and then SGD optimizer is used for 150 epochs. We also augment the dataset using Keras libraries. The first 249 layers of the models are kept fixed during training. All cropped images are resized to a 200×200 shape across all the 3 channels.

**Explanation:** Figure 3 demonstrates the behaviour of interpretability when the Stanford40 images are cropped in 3 different fashions. A higher interpretability is obtained when the cropped images contain the objects in focus (e.g.- bottom left image in Figure 3 Right, containing the objects "Person" and "Umbrella" for the action "Holding An Umbrella"). The interpretability is lower when cropping is done from the top left and bottom right corners (with the same size as that of the bounding box) (e.g. - see Fig. 3 Right) as shown by the red and green bars respectively in Figure 3. Note that, the accuracy remains the same for all the three different cropping cases, at around 70%.

![Figure 3](image3.png)

**Figure 3:** Left: Empirical Interpretability when an InceptionV3 network trained on the Stanford40 dataset is interpreted by another InceptionV3 network trained on different cropped versions of the same set of images. Right: An example from the Stanford40 dataset labelled as "Holding An Umbrella", showing the original image (top right), Original Cropped Image (bottom left), Cropped Top Left Image (top left) and Cropped Bottom Right Image (bottom right).

### 7.3 Explaining the Black Box Model

Using ensembles of human understandable models to interpret black-box models encourages the breakdown of the complex decision mechanism of the black-box model into a human understandable form. Further, using an ensemble to interpret black-box model B removes the bias of the choice of model A prevalent in previous model-based interpretation

![Figure 4](image4.png)

**Figure 4:** Evaluation of Empirical Interpretability on MNIST and Fashion MNIST. Different ensembles (A) are used to interpret a MiniVGGNet (B).
mechanisms.

Model Configurations: We take B as a MiniVGGNet, and use different ensembles as A, to interpret B. This experiment falls under the relative complexity case where A is simpler than B in Table 1.

Hyperparameters: $\gamma = 128$, $\alpha = 1e - 3$. Both models use Adam optimizer and are trained for 150 epochs each.

Explanation: Figure 4 demonstrates the interpretability of a CNN in terms of a simple ensemble, particularly the ensemble of SVM, Logistic Regression and Decision Tree, which interprets better than other more complex ensembles on both datasets.

### 7.4 Effect of the number of Queries

As explained in Section 3, the process of complete interpretation is relaxed into the process of empirical interpretation for practical purposes. Due to finite queries in empirical interpretation, the choice of the dataset affects empirical interpretability. However, as the number of queries is increased, the empirical interpretation mechanism moves towards complete interpretation. As complete interpretation is achieved, the bias introduced by the choice of the dataset is removed, thus suggesting the convergence of interpretability values with increasing number of queries. Hence, we demonstrate the effect of the number of queries on the empirical interpretability (while keeping the size of test set for interpretability calculations fixed) and demonstrate convergence of interpretability with increasing number of queries.

Model Configurations: We fix model B as a 4-layer PWLN-R with 512, 256, 128 and 64 neurons in its 4 layers respectively. We use three different architectures for model A: a 1-layer PWLN-R with 256 hidden neurons, a Decision Tree with Gini criterion and an SVM with RBF kernel.

Hyperparameters: $\gamma = 128$, $\alpha = 1e - 3$. We train both B and A for 30 epochs each, using Adam optimizer and Truncated Normal initializer. We determine the mean and deviation over three runs for each point.

Explanation: Figure 5 demonstrates that by increasing the number of queries (1-100% of the dataset) for A to perform empirical interpretation on B, it is better to match the decision boundary of the black-box model B and a stable value of interpretability is achieved (demonstrated by the decreasing deviations of interpretability values). As the number of query points increases to 100% of the data, we observe that the interpretability converges.

All the models perform better (in terms of fidelity) on MNIST as compared to Fashion-MNIST, owing to higher complexity of Fashion-MNIST. However as in Fig.5(b), despite obtaining higher accuracy on MNIST, the interpretability is lower for Decision Tree classifier, thus showing that our interpretability formulation is decoupled from accuracy.

### 8 Discussion and Future Work

Our interpretation-by-distillation framework provides a novel interpretability definition from an information-theoretic perspective, with the aim of providing policymakers an unbiased interpretability estimate. We also provide the first theoretical bounds on the interpretability of ReLU networks and demonstrate stability and conformity of our proposed formulation to human understanding.

The current theoretical interpretability estimates are quite far from the obtained empirical estimates (due to the exponential nature of the complexity estimates from previous literature), but present a good starting point for developing tighter estimates. As tighter complexity bounds will be derived in future, the theoretical measures will closely follow the empirical ones.

In our future work, we also plan to explore the effect of complexity of the dataset used for interpretation. As the dataset complexity increases, it becomes increasingly difficult to emulate the decision boundary of the black box model. We plan to take this into consideration for our interpretability formulation. Further, our model entropy definition currently only considers the arrangement of the decision boundary. Our future work would focus on incorporating the shape of the decision boundary as well into our entropy definition.

Our future work would aim to derive tight upper and average bounds on the entropies of PWLN-Rs, just like the tight lower bounds derived in the current work. Further, purposed theoretical interpretability bounds are limited to PWLN-Rs, since previous literature has explored complexity bounds for only PWLN-Rs. As and when the complexities for networks like CNNs are defined, our work can be extended to these networks as well.

The current work presents a first direction towards a new definition for interpretability, dissociated from human un-
understanding. This presents researchers with a previously unexplored notion of quantifying interpretability using information theory which we hope inspires other researchers to explore further.

References

Abdul, A.; Vermeulen, J.; Wang, D.; Lim, B. Y.; and Kankanhalli, M. 2018. Trends and Trajectories for Explainable, Accountable and Intelligible Systems: An HCI Research Agenda. In Proceedings of the 2018 CHI Conference on Human Factors in Computing Systems, CHI ’18, 582:1–582:18. New York, NY, USA: ACM. ISBN 978-1-4503-5620-6. doi:10.1145/3173574.3174156. URL http://doi.acm.org/10.1145/3173574.3174156

Bach, S.; Binder, A.; Montavon, G.; Klauschen, F.; Müller, K.-R.; Samek, W.; and Suárez, O. D. 2015. On Pixel-Wise Explanations for Non-Linear Classifier Decisions by Layer-Wise Relevance Propagation. In PloS one.

Belkin, M.; Hsu, D.; Ma, S.; and Mandal, S. 2019. Reconciling modern machine-learning practice and the classical bias–variance trade-off. In Proceedings of the National Academy of Sciences 116: 201903070. doi:10.1073/pnas.1903070116.

Birkhoff, G. D. 1912. A Determinant Formula for the Number of Ways of Coloring a Map. Annals of Mathematics 14(1/4): 42–46. ISSN 0003486X. URL http://www.jstor.org/stable/1967597

Caruana, R.; Lou, Y.; Gehrke, J.; Koch, P.; Sturm, M.; and Elhadad, N. 2015. Intelligible Models for HealthCare: Predicting Pneumonia Risk and Hospital 30-day Readmission. In Proceedings of the 21th ACM SIGKDD International Conference on Knowledge Discovery and Data Mining, KDD ’15, 1721–1730. New York, NY, USA: ACM. ISBN 978-1-4503-3664-2. doi:10.1145/2783258.2788613. URL http://doi.acm.org/10.1145/2783258.2788613

Das, D.; Ito, J.; Kadowaki, T.; and Tsuda, K. 2019. An interpretable machine learning model for diagnosis of Alzheimer’s disease. PeerJ 7: e6543. doi:10.7717/peerj.6543.

Dhurandhar, A.; Iyengar, V.; Luss, R.; and Shanmugam, K. 2017. A Formal Framework to Characterize Interpretability of Procedures. CoRR abs/1707.03886. URL http://arxiv.org/abs/1707.03886

Doshi-Velez, F.; and Kim, B. 2017. Towards A Rigorous Science of Interpretable Machine Learning. arXiv URL https://arxiv.org/abs/1702.08608

Ghorbani, A.; Abid, A.; and Zou, J. Y. 2018. Interpretation of Neural Networks is Fragile. ArXiv abs/1710.10547.

Goodman, B.; and Flaxman, S. 2016. EU regulations on algorithmic decision-making and a “right to explanation”. AI Magazine 38, doi:10.1609/aimag.v38i3.2741.

Guidotti, R.; Monreale, A.; Turini, F.; Pedreschi, D.; and Giannotti, F. 2018. A Survey Of Methods For Explaining Black Box Models. CoRR abs/1802.01933. URL http://arxiv.org/abs/1802.01933

Hanin, B.; and Rolnick, D. 2019. Complexity of Linear Regions in Deep Networks.

Hinton, G.; Vinyals, O.; and Dean, J. 2015. Distilling the Knowledge in a Neural Network. In NIPS Deep Learning and Representation Learning Workshop. URL http://arxiv.org/abs/1503.02531

Kim, B.; Wattenberg, M.; Gilmer, J.; Cai, C. J.; Wexler, J.; Viégas, F. B.; and Sayres, R. 2018. Interpretability Beyond Feature Attribution: Quantitative Testing with Concept Activation Vectors (TCAV). In ICML.

LeCun, Y.; and Cortes, C. 2010. MNIST handwritten digit database URL http://yann.lecun.com/exdb/mnist/

Lipton, Z. C. 2018. The Mythos of Model Interpretability. Queue 16(3): 30:31–30:57. ISSN 1542-7730. doi:10.1145/3236386.3241340. URL http://doi.acm.org/10.1145/3236386.3241340

Lundberg, S. M.; and Lee, S.-I. 2017. A Unified Approach to Interpreting Model Predictions. In Guyon, I.; Luxburg, U. V.; Bengio, S.; Wallach, H.; Fergus, R.; Vishwanathan, S.; and Garnett, R., eds., Advances in Neural Information Processing Systems 30, 4765–4774. Curran Associates, Inc. URL http://papers.nips.cc/paper/7062-a-unified-approach-to-interpreting-model-predictions.pdf

Montufar, G. 2017. Notes on the number of linear regions of deep neural networks.

Montufar, G. F.; Pascanu, R.; Cho, K.; and Bengio, Y. 2014. On the Number of Linear Regions of Deep Neural Networks. In Ghahramani, Z.; Welling, M.; Cortes, C.; Lawrence, N. D.; and Weinberger, K. Q., eds., Advances in Neural Information Processing Systems 27, 2924–2932. Curran Associates, Inc. URL http://papers.nips.cc/paper/5422-on-the-number-of-linear-regions-of-deep-neural-networks.pdf

Mukhopadhyay, A. 2018. A Theory of Diagnostic Interpretation in Supervised Classification. CoRR abs/1806.10080. URL http://arxiv.org/abs/1806.10080

Murdoch, W. J.; Singh, C.; Kumbier, K.; Abbasi-Asl, R.; and Yu, B. 2019. Interpretable machine learning: definitions, methods, and applications. URL http://arxiv.org/abs/1901.04592. Cite arxiv:1901.04592Comment: 11 pages.

Ribeiro, M. T.; Singh, S.; and Guestrin, C. 2016. “Why Should I Trust You?”: Explaining the Predictions of Any Classifier. CoRR abs/1602.04938. URL http://arxiv.org/abs/1602.04938

Selvaraju, R. R.; Das, A.; Vedantam, R.; Cogswell, M.; Parikh, D.; and Batra, D. 2016. Grad-CAM: Why did you say that? Visual Explanations from Deep Networks via Gradient-based Localization. CoRR abs/1610.02391. URL http://arxiv.org/abs/1610.02391

Serra, T.; Tjandraatmadja, C.; and Ramalingam, S. 2018. Bounding and Counting Linear Regions of Deep Neural Networks. URL https://openreview.net/forum?id=SytszZRZ

Shrikumar, A.; Greenside, P.; and Kundaje, A. 2017. Learning Important Features Through Propagating Activation Diff-
9 Supplementary Material

9.1 Complexity of PWLNs

Consider two PWLNs with ReLU activations, say $P$ and $Q$. $P$ is a single-layer PWLN with $h$ hidden neurons. $Q$ is a deep PWLN with $L$ layers and $n_l$ neurons in its $l^{th}$ hidden layer. Let the total number of hidden neurons in the models $P$ and $Q$ be $n_P$ and $n_Q$ respectively. Then, the complexity bounds are summarized as:

- For model $P$, $\bar{C}_P$ is given by $\sum_{s=0}^{n_0} \binom{h}{s}$ (Zaslavsky 1975), while $C_P = 1$.
- For model $Q$, $\bar{C}_Q$ is given by $\sum_{j} \prod_{l=1}^{L} \binom{n_j}{n_l}$, where $J = \{(j_1, j_2, \ldots, j_L) \in \mathbb{Z}^L : 0 \leq j_l \leq \min(n_0, n_1 - j_1, \ldots, n_{l-1} - j_{l-1}, n_l) \forall l = 1, \ldots, L\}$ (Serra, Tjandraatmadja, and Ramalingam 2018). $\bar{C}_Q$ represents the total number of breakpoints in the non-linearity of the activation function of the neural network (for ReLU, $T = 1$).
- $\tilde{C}_P$ and $\tilde{C}_Q$ are given by $(n_P)^{n_0}$ and $(n_Q)^{n_0}$ respectively, when $n_0 > 1$. For $n_0 = 1$, $\tilde{C}_P$ and $\tilde{C}_Q$ are given by $n.T.n_P$ and $n.T.n_Q$ respectively, where $T$ represents the number of breakpoints in the non-linearity of the activation function of the neural network (for ReLU, $T = 1$).

9.2 Interpretability Formulation

As defined in the interpretation mechanism, we have two models $A$ and $B$ where $B$ is the black-box model which is being interpreted by the known model $A$. Then, we define the entropy $H_{A \rightarrow B}$ as the number of mappings in the input space identified by model $B$ but not identified by model $A$, before the process of complete interpretation. Similarly, we define $H_{A \rightarrow B}$ as the number of mappings in the input space identified by model $B$ but not identified by model $A$, after the process of complete interpretation. Hence,

$$H_{A \rightarrow B} = H_B$$
$$H_{A \rightarrow B} = \max(0, H_B - H_A)$$
$$I_{A \rightarrow B} = \frac{H_B - \max(0, H_B - H_A)}{H_B}$$

9.3 Model Entropy

The derivation here is based on a similar concept as used by Montufar et al. (Montufar et al. 2014) for the derivation of the lower bound on the maximal number of linear regions for deep rectifier networks. The derivation of (Montufar et al. 2014) clearly demonstrates that every linear region identified in the input space by the PWLN maps to the same region in the output space, hence for PWLNs our derivation holds as for PWLNs, cells are the same as linear regions. We demonstrate the derivation for rectifier networks, but the result can be extended to other PWLNs as well using a similar idea.
Consider a L-layered deep neural network composed of ReLU activations and containing $n_l$ neurons in its $l$-th layer. Let $n_0$ represent the number of input variables, where $n_l > n_0$, $\forall l = \{1, 2, \ldots, L\}$. Now, partition the set of $n_l$ neurons in the $l$-th layer into $n_0$ subsets, each with cardinality $p = \lfloor \frac{n_l}{n_0} \rfloor$. For simplification, we assume $n_0$ divides $n_l$ and there are no remaining neurons, however, the construction can be easily modified for the case of remaining neurons as well.

As demonstrated in (Montufar et al., 2014), an alternating sum of rectifier units divides the input space into equal-length segments. If we consider the rectifier units in the $j$-th subset, we can choose the input weights and biases of the units in this subset such that they are only sensitive to the $j$-th coordinate of the input $x$ and the output activations of these units are given in (Montufar et al. 2014).

The alternating sum of these rectifier units of the $j$-th subset produces a new function $h_j(x) = h_1(x) - h_2(x) + \ldots + (-1)^{j-1}h_p(x)$ which effectively acts on only the scalar input $x_j$.

This construction identifies $p$ cells in each coordinate of the input $x$, given as $[0, 1], [1, 2], \ldots, [p−1, \infty)$. Now, considering all the $n_0$ subsets each of which operates on distinct dimensions of the input, we get a total of $p^{n_0}$ hypercubes which all map into the same output space.

As illustrated in the construction in (Montufar et al., 2014), the identified input cells are continuous along each dimension. Thus, the cells can be identified as forming a graph, where each cell represents a vertex and any two continuous/adjacent cells are connected directly via an edge. The $p$ linear cells thus form a linear graph along each dimension as shown in Figure S1 which when modelled graphically represents a path graph.

Based on the definition of the entropy of a supervised classification model as given in Definition[2] we can visualize the problem of assigning classes to the cells in the input space as a graph coloring problem, where there are $p$ vertices and $c$ colors (representing the $c$ classes). For the graph coloring problem, the chromatic polynomial (Birkhoff, 1912) defines a graph polynomial which counts the number of colorings possible for the graph as a function of the number of colors.

Having modelled the cells in each dimension as a path graph, our problem is essentially converted into a path-graph-coloring problem with $p$ vertices and $c$ colors. For a path graph, the chromatic polynomial is given by $P(G, k) = k(k - 1)^{(n−1)}$, where $n$ is the number of vertices. So, the number of possible colorings for the defined path graph is given as $c(c-1)^{(p-1)}$, for each subset defined in the $l$-th layer. Extending this for all the $n_0$ subsets, we have the total number of possible colorings as $c(c-1)^{(p-1)n_0}$. This is true for layers $l = \{1, 2, \ldots, L−1\}$. Hence, the total number of possible colorings on the cells in the input space, up to layer $L − 1$ is given by $\prod_{l=1}^{L−1}c(c-1)^{(\lfloor \frac{n_l}{n_0} \rfloor−1)n_0}$.

For the last layer $l = L$, the number of linear cells formed is given by $O(n_0^L)$. Hence, using a similar construction as earlier, we can say that the last layer defines a total of $n_L$ linear cells (forming a path graph), in each of the $n_0$ input dimensions, so the total number of possible colorings induced by the last layer is given by $c(c-1)^{(n_L−1)n_0}$. As a result, the total number of possible colorings in the input space formed by the entire network is given by $\prod_{l=1}^{L−1}c(c-1)^{(\lfloor \frac{n_l}{n_0} \rfloor−1)n_0} * (c(c-1)^{(n_L−1)n_0})$.

9.4 Interpretablity of PWLN based on the Relative Bias-Variance Trade-Off

Let model $A$ be a 1-layer PWLN with ReLU activations, with $h$ hidden neurons, and model $B$ be a deep PWLN with ReLU activations, with $L$ layers and $n_l$ neurons in its $l$-th hidden layer. Both models take an $n_0$-dimensional input. Let the total number of neurons in the models $A$ and $B$ be given by $n_A$ and $n_B$ respectively. Based on the complexity bounds defined in Section 3 we can obtain the values given in Table S1.

Thus, the various bounds on interpretability, $I_{A\uparrow B}$, $I_{A\downarrow B}$ Table S1: Bounds on Complexity and Entropy for PWLN with ReLU activations. (In the table, $pow(a, b)$ represents $a^b$ and $J = \{(j_1, j_2, \ldots, j_L) \in \mathbb{Z}^L : 0 \leq j_l \leq \min\{n_0, n_1−j_1, \ldots, n_{L−1}−j_{L−1}, n_l|\forall l = 1, \ldots, L\}$)

| Model $P$ as $A$ | Model $P$ as $B$ |
|------------------|------------------|
| $C_P$ | $\sum_{s=0}^{n_0} \binom{b}{s}$ |
| $P$ | $(n_A)^{n_0}$ |
| $H_P$ | $pow(c, \sum_{s=0}^{n_0} \binom{b}{s})$ |
| $I_{A\uparrow B}$ | $H_B - \max(0, H_B - \tilde{H}_A)$ |
| $I_{A\downarrow B}$ | $\min(1, H_B, \tilde{H}_A)$ |

and $I_{A\downarrow B}$ can be defined as:

\[
I_{A\downarrow B} = H_B - \max(0, \tilde{H}_B - \tilde{H}_A) = \min(1, \tilde{H}_A, H_B)
\]

The formulae in Table S1 are simple applications of the formulae presented above.
9.5 Experiment: Effect of the Optimizer

We study the effect of different optimization techniques (an implementation choice) for the optimization process (given at the end of Section 4) over our empirical interpretability.

**Model Configurations:** Models $A$ and $B$ have the same configurations as in Section 7.4. The experiment is performed on the MNIST dataset. The box plots are constructed using $\alpha = \{1 \times 10^{-4}, 3 \times 10^{-4}, 1 \times 10^{-3}, 3 \times 10^{-3}, 1 \times 10^{-2}, 3 \times 10^{-2}, 0.1, 0.3, 1\}$.

**Explanation:** The box plots in Figure S2 demonstrates that both RMSProp and Adam are very stable and perform better than other optimizers, when used by model $A$ to interpret model $B$. Further, due to a finite number of queries, different optimizers affect the optimization process differently.

9.6 Experiment: Explaining PWLN

We use an ensemble to interpret PWLN, which breaks down their complex decision structures into ensembles of simpler models. This is an extension to experiment 7.3.

**Model Configurations:** We fix model $B$ as a 4-layer PWLN-R with 512, 256, 128 and 64 neurons in its 4 layers respectively. We use an ensemble of an SVM, Decision Tree and 1-layer PWLN-R ($A$) to interpret a 4-layer PWLN-R ($B$).

Hyperparameters: $\gamma = 128$ and $\alpha = 1 \times 10^{-3}$. Both models are trained for 30 epochs using Adam optimizer for both.
Figure S4: Double Ascent behaviour when a 1-layer PWLN-R with 512 neurons is interpreted by a 1-layer PWLN-R with different number of hidden neurons.

Explanation: Figure S3 shows that the decision structure of the black-box 4 layer PWLN-R can be explained in terms of the simplified decision structure of the ensemble $A$ with high interpretability.

9.7 Double Descent Behaviour

The behaviour of modern deep learning methods is quite at odds with the classical U-shaped risk curve defined by the bias-variance trade-off. Modern deep learning architectures, on the contrary, tend to obtain high accuracy on both the test and train sets. Belkin et al. (2019) demonstrates the double descent curve, which better explains the behaviour of modern deep learning networks. We determine whether our interpretation-by-distillation mechanism is in conformance with the equivalent double ascent curve of interpretability.

Model Configurations: $B$ is a 1-layer PWLN-R with 512 hidden neurons, $A$ as a 1-layer PWLN-R with increasing number of hidden neurons in the order $[8, 16, \ldots, 5120, 6144]$. This covers the entire relative complexity spectrum between $A$ and $B$.

Hyperparameters: $\gamma = 128$, $\alpha = 1e - 3$. We train both models for 20 epochs with Adam optimizer, Truncated Normal kernel initializer, all biases initialized to 1 and no regularizers. We obtain the mean and deviation over three runs.

Explanation: Figure S4 demonstrates the conformity of our interpretability formulation with the double ascent behaviour. This shows that our formulation replicates behaviours that are fundamental in modern deep learning.