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We reanalyze published magnetization data and demonstrate that the conclusion of the original authors, claiming enhanced two-dimensional properties of the cuprate superconductor TlBa$_2$Ca$_3$Cu$_4$O$_y$, is not supported by the experimental results. Our analysis shows that the magnetic field dependence of the mixed-state magnetization for this particular sample is amazingly close to the results of numerical calculations by E. H. Brandt for an ideal vortex lattice without fluctuations. This good agreement between experiment and theory allows for the evaluation of the absolute values of the upper critical field $H_{c2}(T)$.
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We consider the recent study of the magnetization in the superconducting state of TlBa$_2$Ca$_3$Cu$_4$O$_y$ While we appreciate the high quality of the experimental data, we question most of the conclusions that were made in Ref. [1]. As we argue below, the questionable conclusions are not due to some obvious errors in the data analysis but rather a consequence of the inadequacy of the methods that are traditionally used for the analyses of equilibrium magnetization data obtained for the mixed state of type-II superconductors.

The tool most often used for such analyses is the Hao-Clem model which represents an analytical approximation to the Ginzburg-Landau theory of the Abrikosov vortex lattice. It is commonly accepted that this model provides a quantitative description of the mixed state magnetization in high-$T_c$ superconductors (HTSC) and offers the possibility to calculate the thermodynamic critical field $H_c$ and the Ginzburg-Landau parameter $\kappa$ from experimental magnetization data. It has been noticed that the use of this model for the interpretation of corresponding $M(H)$ data practically always leads to unphysical results, such as a strong increase of the calculated $\kappa$ values with increasing temperature. Instead of rising some doubts in the validity of the model, this feature was taken as evidence of a particularly strong influence of thermal fluctuations on the sample magnetization at temperatures still well below $T_c$. However, we recently demonstrated that the fluctuation induced corrections to the magnetization remain negligibly small up to temperatures very close to $T_c$, thus suggesting a more general inadequacy of the model. While on previous occasions we could only speculate on the origin of the failure of the model, we are now able to show that most likely it is the insufficient accuracy in the calculation of $M(H, \kappa)$ using the Hao-Clem model.

For our data analysis we use a simple scaling procedure developed in Ref. [22]. Subsequent work demonstrated that this scaling procedure may successfully be used for analysing the reversible magnetization data, collected for numerous samples of different families of HTSC’s and available in the literature. One of the main advantages of this scaling approach is that no specific $M(H)$ dependence needs to be assumed a priori. The procedure may thus be used for any mixed-state configuration and any type-II superconductor, independent of the symmetry of the order parameter or the sample geometry. Because of this universality, the scaling procedure does not provide absolute values of $H_{c2}$ but only its relative temperature variation. In order to obtain the $H_{c2}(T)$ curve, it is sufficient, however, to evaluate $H_{c2}$ at one single temperature. In the following, we demonstrate that by comparison of the scaled magnetization curve with results of theoretical calculations by Brandt, this last step can indeed be made.

According to Ref. [22], the relation between the magnetizations at two different temperatures may be written as

$$M(H/h_{c2}, T_0) = M(H, T)/h_{c2} + c_0(T)H$$

with

$$c_0(T) = \chi_n(T) - \chi_n(T_0),$$

where $h_{c2}(T) = H_{c2}(T)/H_{c2}(T_0)$ and $\chi_n$ is the normal-state magnetic susceptibility. While the first term on the right-hand side of Eq. (1) is universal for any type-II superconductor, the second is introduced to account for the temperature dependent normal-state susceptibility of HTSC’s.

Fig. 1 shows the magnetization data, scaled according to the mentioned procedure. Here, as in our previous publications, we use $M_{eff}$ to denote the magnetizations calculated from measurements at different temperatures employing Eq. (1). $M_{eff}(H)$ represents the equilibrium magnetization curve for $T = T_0$. As may be seen in Fig. 1, all available data perfectly merge onto a single curve with virtually no scatter. No corrections for possible fluctuation effects need to be considered and hence we disagree with the conclusion of Ref. [1] which claims that fluctuation induced effects on the magnetization are already significant at $T = 115$ K.
versus were taken in magnetic fields \( H < H_{c2} \) model and Brandt’s calculations in higher fields is, for the present between the two types of calculations needs to be explained in the text. The inset displays the same data, corrected for the normal-state paramagnetic contribution.

The temperature dependencies of the scaling parameters \( h_{c2} \) and \( c_0 \) are presented in Fig. 2. Extrapolating \( h_{c2}(T) \) to \( h_{c2} = 0 \), we obtain the value of \( T_c = 126.7 \pm 0.5 \) K. As may be seen in the upper inset of Fig. 2, this value is consistent with the low-field magnetization data. For this particular sample, the temperature dependence of \( \chi_n \) turns out to be weak and its contribution to the total magnetization is significant only at \( T \geq 118 \) K. This is the reason why \( c_0 \) can be evaluated only in a narrow temperature range between 118 and 123 K and with a rather large uncertainty (see the lower inset in Fig. 2).

As far as we are aware, the only reliable calculations of the magnetic response of type-II superconductors in the mixed state were presented in Ref. 28. As may be seen in the upper inset of Fig. 2, the theoretical curve fitted in this manner, it must be taken into account that this curve, in addition to the diamagnetic response \( M_d \) of the mixed state, also includes a paramagnetic contribution corresponding to \( \chi_0(135 K) = \chi_n(135 K) - \chi_n(T_c) \). Because from the data presented in the lower inset of Fig. 2, the value of \( c_0(135 K) \) cannot be evaluated with sufficient accuracy, we introduce it as an additional fit parameter. As may be seen in Fig. 1, the theoretical curve fitted in such a way follows perfectly the data points over the entire covered range of magnetic fields. The fitting procedure leads to the following values of the parameters: \( H_{c2}(102 K) = (800 \pm 80) \) kOe, \( \kappa^* = (118 \pm 5) \) (we use here \( \kappa^* \) because, as we discuss below, the value estimated in such a way may differ significantly from the true value of the Ginzburg-Landau parameter for this compound), \( c_0(135 K) = -7.3 \pm 0.8 \) G/Oe. The indicated error margins reflect only the quality of the fit and do not include experimental and possible systematic errors in the magnetization data presented in Ref. 1.

Evidently, the quoted fit value for \( c_0(135 K) \) matches very well the trend of the other \( c_0 \) values that were obtained via the scaling of the magnetization data (see lower inset in Fig. 1). This is encouraging for two reasons. First, this consistency together with the very high quality of the fit demonstrates that the comparison of
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\]
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$M_{\text{eff}}(H)$ with the results of Brandt’s calculations is indeed justified. Second, it provides an additional confirmation of the validity of our scaling procedure.

Although the agreement between experimental results and theory, demonstrated in Fig. 1, is very good, several important remarks considering the reliability of the numerical values of $H_{c2}(102K)$ and $\kappa^*$ have to be made. (i) The obtained value of $\kappa^* = 118$ does not represent the real value of the Ginzburg-Landau parameter $\kappa$ for this compound. Indeed, the calculations in Ref. 26 were made assuming a zero demagnetizing factor $n$, which is not the case for the experiment that we consider here. Nonzero values of $n$ reduce the sample magnetization at a given value of $B/B_{c2}$, i.e., $M = 0$ for $n = 1$. As may be seen from Fig 3, for magnetic fields $H \gg H_{c1}$, $M \sim \kappa^{-2}$.

In other words, an increase of $n$ from $n = 0$ has exactly the same impact on the sample magnetization as an enhancement of $\kappa$. This is why the true value of $\kappa$ is certainly smaller than $\kappa^* = 118$. (ii) The evaluation of $H_{c2}(T_0)$ is achieved by extrapolating the diamagnetic part $M_d(H)$ at $T = T_0$ to $M_d(H) = 0$. Because the range of the experimental data points covers only magnetic fields $H \lesssim 0.3H_{c2}$ (see inset of Fig. 1), even relatively small experimental errors, which cannot be taken into account in our calculations, may result in a significant error in the absolute value of $H_{c2}(102K)$.

In conclusion, we have shown that the magnetization data presented in Ref. 1 may perfectly well be described by the Ginzburg-Landau theory for an isotropic type-II superconductor. No significant contribution of fluctuation effects on the magnetization data for $T \leq 123$ K $\approx 0.97T_c$ may be identified. Therefore, all the statements in Ref. 1 that are a consequence of the analysis of the high-temperature magnetization data, including the consideration of fluctuation induced contributions to $M(H)$, are not supported by the available experimental results. For the same reason, the title of Ref. 1 claiming a strongly two-dimensional character of superconductivity in Ti-1234 is not tenable. Our analysis provides the following characteristic parameters of the Ti-1234 sample investigated in Ref. 1: $T_c = 127 \pm 0.5$ K (instead of 128-130.5 K quoted in Ref. 1), $(dH_{c2}/dT)_{T=T_c} = (42.5 \pm 4)$ kOe/K (instead of 22.3 kOe/K in Ref. 1) and $\kappa < 118$, which is, in fact, close to the value quoted in Ref. 1. Finally, we note that the use of the weak-coupling BCS theory in this context the so called Werthamer-Helfand-Hohenberg formula for calculating the value of $H_{c2}$ for $T = 0$, as it is done in Ref. 1 and many other studies of HTSC compounds, is not at all justified. Indeed, as may clearly be seen in Fig. 2, the real $H_{c2}(T)$ curve deviates substantially from the prediction of the BCS theory.
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