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Abstract: With the rapid development and deployment of Industrial Internet of Things technology, it promotes interconnection and edge applications in smart manufacturing. However, challenges remain, such as yet-to-improve communication efficiency and trade-offs between computing power and energy consumption, which limits the application and further development of IIoT technology. This paper proposes the digital twin systems into the IIoT to build model between physical objects and digital virtual systems to optimize the structure of IIoT. And we further introduce federal learning to train the digital twins model and to improve the communication efficiency of IIoT. In this paper, we first establish the digital twins model of IIoT based on industrial scenario. Moreover, to optimize the communication overhead allocation problem, this paper proposes an improved communication-efficient distribution algorithm, which speeds up the training performance of federated model and ensures the performance of industrial system model by changing the update training mode of client and server and allowing some industrial equipment to participate in federated training. This paper simulates the real-word intelligent camera detection to validate the proposed method. Comparing our proposed method with the existing traditional methods, the results show the advantages of the proposed method can improve the communication performance of the training model.
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1. INTRODUCTION

Industry 4.0 was first proposed by Germany to use information technology to promote the transformation and upgrading of productivity and reach the era of intelligent (King and Grobbelaar, 2020). However, the development of Industry 4.0 is inseparable from the application of technologies such as Cyber-Physical Systems, Internet of Things, and Big Data (Pereira and Romero 2017). Industry 4.0 has also promoted the emergence of the Industrial Internet of Things (IIoT). The IIoT, as a new type of industrial technology that combines a new generation of information technology with industrial production, fully connects the operating dynamics of a series of industrial equipment, products, analysis modules, and practitioners, and then constructs an industrial-grade intelligent manufacturing system (Jeschke et al., 2017). The IIoT integrates sensors and controllers with perception and monitoring capabilities through different communication methods and advanced learning and analysis technologies, so as to greatly improve manufacturing efficiency, product quality, and resource costs in traditional industries. Therefore, the research of IIoT technology needs to make full use of technologies such as digital twins, machine learning, and intelligent manufacturing to better realize the intelligence and interconnection of industries, and finally realize industry 4.0 (Song et al., 2021). However, the implementation of the IIoT relies to a large extent on dynamic perception and intelligent decision-making in industrial scenarios. In actual situations, it is difficult to obtain information about different industrial equipment and complex environments. The digital twin technology provides a new solution to the problems encountered by the IIoT. Digital twin technology (Ma et al., 2019) can support the model establishment of the actual system and the synchronous update of the status information of the industrial equipment. Using digital twins, an established virtual system can perform real-time update and interaction, and complete the analysis and planning of industrial system equipment based on the actual input data.

The digital twin systems established under the typical IIoT scenario, as shown in Figure 1, mainly includes the following three layers: user layer, edge computing layer, and digital twin layer (Lu et al., 2020). The user layer mainly includes industrial equipment, products, and industrial workers, which are used for data generation and input at different industrial levels. The edge computing layer mainly includes a series of edge computing servers. The use of such devices can accelerate the processing of industrial data, achieve the results of low latency, efficient sensing operation, and data
security protection, and save the energy of mobile devices (Wang et al., 2019). The digital twin layer includes real industrial systems and digital twin systems, and these two systems interact in real time through inputting the status information of equipment and products. However, in the IIoT, a large amount of equipment data is needed to complete the analysis and learning tasks of the industrial system. In the industrial production of different industries, as the security and privacy protection of industrial data are particularly important, it is particularly difficult to establish an effective digital twin technology based on the IIoT technology.

Research on the IIoT based on federated learning has attracted the attention of researchers from different industries. The author used federated learning for proactive content caching in edge computing, which alleviated the difficulty of processing large amounts of data in mobile devices (Yu et al., 2018). Lu et al. solve the data security problem in the IIoT by introducing the federal learning of privacy protection, and provides a distributed industrial equipment data sharing mechanism (Lu et al., 2020). Tran et al. used federated learning to solve the optimal problem of communication energy consumption and training cost under wireless network (Tran et al., 2019). Other research work (Chen et al., 2020, Triastcyn et al., 2019 and Lu et al., 2020) also focuses on user data privacy and the leakage of model parameter under federated learning, and designs reasonable security privacy algorithms.

However, in the IIoT system, federated learning faces the huge consumption of communication-cost. For example, when model training is performed on different industrial data, the obtained model parameters occupy more memory, and the required communication capacity and communication frequency will be increased. In order to get a good-performance model, the many iterations times is required, and the number of communications between the client and the server will increase. Therefore, many researchers begin to focus on how to reduce the communication-cost of the federated learning. The research work by McMahan et al. is considered to be a pioneering work in federated learning, which improves communication efficiency by increasing the local computation time of each participant client in each global communication round (McMahan et al., 2017). In addition, they also propose to increase the parallelism degree to increase the speed of federated training. Nashio and Yonetani developed the FedCS framework for mobile edge devices, which maximize the integration of available clients in each global epoch to achieve high efficiency in the federated learning (Nashio and Yonetani, 2019). Zhu proposed a sparse training mode through the sketch update method, so that only some particular parameters need to be uploaded to the server to reduce the volume of transmitted data, and further reducing the communication overhead (Zhu and Jin, 2020).

Moreover, changing the aggregation training mode between the client and the server can also reduce the communication-cost of the federated learning system. In terms of training mode, Sprague et al. combined the asynchronous aggregation method with the FedAvg algorithm based on the asynchronous gradient descent to obtain the good training results and verify the effectiveness of local asynchronous training in federated learning (Sprague et al., 2019). Wu et al. proposed a semi-asynchronous protocol that allows each participating client to participate in training at a moderate time and accelerate the training convergence of the federated

![Figure 1. Digital Twin Systems Model (Lu et al., 2020)](image_url)

Federated learning can establish a distributed learning model without requiring local data access to multiple devices (McMahan et al., 2017). This avoids the data leakage of industrial data to a certain extent. However, when using federated learning for learning and training, the circular communication between the server and the client is required. There are a large number of communication processes. Generally, in actual industrial situations, there are a large amount of industrial data, such as temperature, humidity, real-time data of equipment, and other parameters such as product manufacturing. It has multiple physical quantities, multiple scales, and multiple dimensions (Lade et al., 2017). And the complexity of the selected training model is much higher than the learning model of the general system. In addition, industrial systems include multi-dimensional information such as production equipment, manufactured products, and process knowledge. The distributions of generated industrial data do not have consistent characteristics. In the actual industrial digital twin system, it faces the limitation of communication and computing resources (Gao et al., 2021), that is, the communication delay between different industrial equipment is inconsistent, the generation time of the different industrial data does not have synchronization consistency, and then a good synchronization state cannot be achieved. Therefore, the communication and computing costs of the training system are further increased. For the above practical challenges, we propose a communication-efficient distribution algorithm to ensure the performance of industrial system model by changing the update training mode of client and server and allowing some industrial equipment to participate in federated training.

The rest of the work is organized as follows: section 2 presents the related studies on federated learning of the IIoT. Section 3 sets federal learning model established in the digital twin systems. Section 4 develops communication-efficient distribution algorithm. Section 5 conducts the experiments and performance comparisons. Finally, Section 6 summarizes the conclusions of the work.

2. RELATED STUDIES

Section 3 sets federal learning model established in the digital twin systems. Section 4 develops communication-efficient distribution algorithm. Section 5 conducts the experiments and performance comparisons. Finally, Section 6 summarizes the conclusions of the work.
model by using the information of delayed local model (Wu et al., 2021).

3. FEDERATED LEARNING SYSTEM MODEL

This section will introduce in detail the federated learning model established in the digital twin systems of IIoT, and explain the IIoT digital twins model, communication model and federated learning model of IIoT respectively.

3.1 IIoT Digital Twins Model

This paper establishes the system model of the typical industrial digital twins system described in Figure 1. Assuming that the client of the user layer is \( U = \{ u_1, u_2, ..., u_n \} \), and each client device holds its own dataset, and can be denoted as \( D = \{ D_1, D_2, ..., D_n \} \). And its sample capacity is represented as \( N = \{ n_1, n_2, ..., n_n \} \). Mobile edge servers are distributed in the edge computing layer. They can communicate with the client equipment of the user layer through the wireless network and carry out a series of data processing tasks with low latency and high computing performance. Let the edge computing layer be \( S = \{ S_1, S_2, ..., S_m \} \). In this paper, the edge computing layer can be used to construct a digital twin system of the real physical model. Let each client \( u_i \) performs a digital twin model through the closest edge server be expressed as \( DT_i \), which specifically includes the following information: the client's local training model \( M_i \), the historical production data \( D_i \), the operation state \( s_i \), and interaction status with the client \( us_i \). Then, at time \( t \), the digital twin model of client \( k \) is recorded as:

\[
DT_i(t) = [M_i, s_i, u_i] \tag{1}
\]

In equation (1), the client needs to use the generated operation data for training and learning to obtain the local model \( M_i \), and the operation state of each client also needs to continuously interact with its \( DT_i \) to maintain the consistent convergence of the system. Generally, the generated digital twin system of one client can also interact with the other clients.

3.2 Federated Learning Model of IIoT

The main goal of federated learning is to train the data on distributed industrial equipment to obtain the learning model of the entire system \( M \). Let the single data sample in the client be \( (x_i, y_i) \), and the loss function of the training model be \( f(w, x_i, y_i) \), which defines the difference value between the real label and the predicted result of train sample. \( F(w) \) is defined as the model loss function of the whole data set in client \( i \), which is the average value of the sum of the loss functions of all samples in client \( i \), can be expressed as:

\[
F_i(w) = \frac{1}{n_i} \sum_{(x_i, y_i) \in D_i} f(w, x_i, y_i) \tag{2}
\]

The total number of data samples for all clients is \( N = \sum_{i=1}^{N} n_i \), and the loss function value after the aggregation of the entire training model can be calculated as:

\[
F_g(w) = \frac{1}{N} \sum_{i=1}^{N} F_i(w) \tag{3}
\]

Therefore, the optimal training goal of the entire federation learning system is:

\[
\min_w F_g(w) \tag{4}
\]

In federated learning, all clients in an industrial system have the same machine learning model \( w \). Each client participating in the training will update the global model according to the local data, and obtain the local model of client \( i \) on the edge computing server \( w_i(t) \):

\[
w_i(t) = w(t-1) - \eta \nabla F_i(w(t-1)) \tag{5}
\]

Where, \( \eta \) is the learning rate, and \( w(t-1) \) is the global model parameter at time \( t-1 \). In order to obtain the global model of federated learning, we need to select an edge computing server as the aggregator to globally aggregate the models of all the clients participating in the training. And the resulting global model is:

\[
w(t) = \frac{1}{N} \sum_{i=1}^{N} n_i w_i(t) \tag{6}
\]

Therefore, the optimal federated learning training model can be obtained by repeatedly training the optimization formula (6).

4. COMMUNICATION-EFFICIENT FEDERATED LEARNING DISTRIBUTION ALGORITHM

In order to reduce the communication overhead of real industrial systems and establish the excellent-performance digital twin systems, this section will propose a communication-efficient distribution algorithm to obtain the best federated learning training model.

In the existing communication distribution algorithm FedAvg, federated learning needs to follow the synchronization training mode of all clients, that is, the local model of each participating client uploads to the aggregation server after completing the local training, and then performs federated aggregation update task. However, in the real industrial system, when iterative training is carried out in this way, the following problems will be encountered. 1) There are different communication states in the industrial system. 2) As the federated learning follows the client-server training mode, there are many upload and download communication processes between client and server. For the above practical problems, this paper proposes an efficient communication distribution algorithm by improving the federal training mode and client participation.

4.1 Preliminaries

The FedAvg algorithm is a communication algorithm that accelerates and optimizes distributed equipment resources composed of a parameter server and multiple working nodes. The FedAvg algorithm is a communication algorithm that accelerates and optimizes distributed equipment resources composed of a parameter server and multiple working nodes. In order to reduce the communication overhead of the federated system, when the FedAvg algorithm is used for training, the working node will perform multiple iterations of local model training on the local device, and then upload the
local model to the parameter server. In this way, the communication-cost of upload between the client and the server can be reduced. In the industrial system, the industrial equipment client $i$ conduct more times local model parameter training on the edge computing server side close to client $i$, that is, it will execute the formula (7) $k$ times:

$$w_i^k(t) = w_i^k(t - 1) - \eta\nabla F_i(w_i^k(t - 1)) \quad (7)$$

When $t = 0$, the local model parameters of industrial equipment can be calculated: $w_i^0(t) = w(t - 1)$.

4.2 Partial participation of industrial equipment clients

This article combines the real industrial system to improve the efficiency of the federal system by selecting only some proportion of industrial equipment for participation in model training, thereby can reduce the upload and download communication number between the client and the server, and making full use of the limited computing power of the edge computing server.

In the proposed method, we set $C$ to be the selected proportion of clients to participate in training at each global epoch, $E$ to be the iteration times when one client performs local training, and $B$ to be the sample batches randomly selected when one client performs local training. Therefore, for a client including $n_k$ data samples, the local model update times $u_k = E \frac{n_k}{B}$ at one global epoch. However, for the communication status of real industrial equipment, as comprehensively considering the convergence of global aggregation, we also set an aggregation parameter $G$, which represents the selected proportion of clients that need to be uploaded during global aggregation training, and needs to satisfy that $G$ is less than or equal to $C$. In this way, when the aggregator collects the local models of $G$ clients, it can perform global aggregation tasks without waiting for the training of $C - G$ local models to set a certain tolerance degree for federated learning.

4.3 Semi-synchronous update mode

In a real industrial environment, since it is easy to increase the unnecessary waiting time of the client and server by using the synchronous training update mode in the federated learning, the proposed algorithm introduces the semi-synchronous training update mode. In the industrial digital twin system model, the aggregation server does not need to wait for the client equipment with slow training speed when aggregating the local model. This method not only sets a certain tolerance degree, but also introduces a lag parameter $\tau$ and builds a cloud buffer. In federated training, when the delayed time of local training of selected clients does not exceed $\tau$, the delay local model will be stored in the cloud buffer. In a new round global training, it can be moderately added to the global model aggregation task without additional communication cost. But when the delayed time of local training of selected clients exceeds $\tau$, the local model of the client will be discarded to prevent the stale model of selected clients from negatively affecting the convergence of the global model. The implementation process of selecting the client and participating in the global training is shown in Figure 2.

5. EXPERIMENTS

This section will conduct the experiments to evaluate the learning performance and communication-cost of the proposed method. We set the data distribution and experimental configuration, and compare the results of different methods.

5.1 Data Sets and Models

In this experiment, we proposed the MNIST dataset(Yan 1998) to verify the proposed algorithm. As a typical public pattern recognition dataset, the MNIST dataset can simulate intelligent image generated by different real industrial camera. The MNIST includes a total of 60,000 training samples and 10,000 test samples. Combined with the industrial situation, we use the MNIST data set as data generated by some industrial equipment, such as industrial cameras, or the input data of industrial workers. Therefore, in this experiment, we set the number of industrial equipment to 60, and randomly set the communication status of industrial equipment. In addition, we select an edge computing server as the aggregation server device. When distributing the data, we randomly shuffle the training samples and distribute them to 60 devices. The specific number of samples on each industrial device is different, which satisfies the Gaussian distribution that the mean value is 1000, and variance value is 50. The Multilayer Perceptron (MLP) model is selected as the training model. The MLP classification model trained on the federated learning client is composed of three hidden layers, including 20, 10 and 5 units respectively, and uses ReLu function as the activation function. Softmax is set as the output layer.

5.2 Experimental Configuration

In this experiment, we determine that all clients use the same model parameter, such as mini-batch sample size $B$ and local training iteration times $E$. In order to weigh the influence between the local training time of the client and the training accuracy of the global model, this paper selects the number of local iterations of the client $E$ to 5 and the mini-batch sample size $B$ to 50. In addition, the termination condition of global model training is that the global training times reach 50, or
the training results can reach the predefined accuracy and training loss.

Firstly, we determine the values of the model parameters $C$ and $G$. By selecting different values of $C$ and $G$, the training results curve of $C$ with $G$ is shown in Figure 3.
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Figure 3 The training results of different values of $C$ and $G$

From Figure 3 and Table 1, it can be seen that increasing the values of $C_1$ and $C_2$ does not always improve the accuracy of the global training model. In federated learning, as the values of $C_1$ and $C_2$ increase, the number of clients participating in training also increases, and the communication-cost of the downlink is increased, which may cause communication congestion. Therefore, choosing appropriate values of $C_1$ and $C_2$ is very important to improve the communication efficiency of the system. In this paper, we evaluated the balance between the calculation efficiency and convergence speed, and set $C_1$ and $C_2$ to 25 and 20 respectively.

Then, In order to simulate the heterogeneity of client devices and industrial data, this experiment assumes that all clients have a certain probability of crashing, and a certain number of crashed clients is preset at each global training, and the delay time of crashed clients should be set to simulate their slow state.

In this experiment, semi-synchronous training was performed under different delay conditions, and the results of global model training are shown in Figure 4. When the delay time $\tau$ is set to 0, the system is in the client-server synchronous training mode, the larger the delay time $\tau$, the greater the tolerance degree of the aggregator for delayed clients.

As can be seen from Fig. 4, the accuracy of the training model is greater than 96% by using the semi synchronous communication protocol. In the case of low latency federated learning, the semi synchronous training mode has great advantages in the accuracy, convergence speed and communication cost. But when the value of the delay time $\tau$ is too large, the local model versions of different industrial equipment clients are too different, and the stale information may be introduced and cause the gradient update of the global model to be outdated. Therefore, in practical application, we comprehensively consider the delay time of the system and set the delay time $\tau$ to 4.

![Figure 4](Image)

Figure 4 The training results under the different delay time

5.3 Performance of our proposed method

This experiment will compare the proposed algorithm and the existing FedAvg algorithm to verify the effect of our algorithm for the data distribution of typical industrial equipment. In this article, the system is set to allow some crashed clients and delayed clients among all the industrial equipment. In our experiments, Communication-cost coefficient represents a normalized value of the communication round between the server and the client. The smaller the value, the lower the communication cost required. The model performances are shown in Table 1.

| Model       | Accuracy | Loss  | Communication-cost coefficient |
|-------------|----------|-------|--------------------------------|
| FedAvg      | 0.9627   | 0.1695| 1                              |
| Our Algorithm | 0.9648   | 0.1597| 0.375                          |

It can be seen from Table 1 that the performance of the proposed federated learning method is better than the existing FedAvg method, and it can save communication costs and improve the training effect.

6. CONCLUSIONS

Aiming at optimizing the communication overhead allocation problem in federated learning of the model of digital twins, we propose a communication-efficient distribution algorithm to ensure the performance of industrial system model by changing the update training mode of client and server and allowing some industrial equipment to participate in federated training. This paper sets up the actual experimental configuration to analyze the effectiveness of the proposed method. Comparing our proposed method with the existing FedAvg method, the results show that our proposed method can improve the communication performance of the training model and reduce the communication cost. Our proposed
method is more suitable for the environmental configuration of the digital twin system of complex industrial situations.
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