Learning Front-end Filter-bank Parameters using Convolutional Neural Networks for Abnormal Heart Sound Detection
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Abstract—Automatic heart sound abnormality detection can play a vital role in the early diagnosis of heart diseases, particularly in low-resource settings. The state-of-the-art algorithms for this task utilize a set of Finite Impulse Response (FIR) band-pass filters as a front-end followed by a Convolutional Neural Network (CNN) model. In this work, we propose a novel CNN architecture that integrates the front-end band-pass filters within the network using time-convolution (tConv) layers, which enables the FIR filter-bank parameters to become learnable. Different initialization strategies for the learnable filters, including random parameters and a set of predefined FIR filter-bank coefficients, are examined. Using the proposed tConv layers, we add constraints to the learnable FIR filters to ensure linear and zero phase responses. Experimental evaluations are performed on a balanced 4-fold cross-validation task prepared using the PhysioNet/CinC 2016 dataset. Results demonstrate that the proposed models yield superior performance compared to the state-of-the-art system, while the linear phase FIR filter-bank method provides an absolute improvement of 9.54% over the baseline in terms of an overall accuracy metric.

I. INTRODUCTION

Cardiovascular diseases (CVDs) are responsible for about 17.7 million deaths every year, representing 31% of the global mortality [1]. Cardiac auscultation is the most popular non-invasive and cost-effective procedure for the early diagnosis of various heart diseases. However, effective cardiac auscultation requires trained physicians, a resource which is limited especially in low-income countries of the world [2]. Thus, machine learning based automated heart sound classification systems implemented with a smart-phone attachable digital stethoscope in the point-of-care locations can be of significant impact for early diagnosis of cardiac diseases, particularly for countries that suffer from a shortage and geographic mal-distribution of skilled physicians.

Automated classification of the Phonocardiogram (PCG), i.e., the heart sound, have been extensively studied and researched in the past few decades. Analysis of the PCG can be broadly divided into two principal areas: (i) segmentation of the PCG signal, i.e., detection of the first and second heart sounds (S1 and S2), and (ii) classification of recordings as pathologic or physiologic. Conventionally heart sound classification methods employed Artificial Neural Networks (ANN) [3], Support Vector Machines (SVM) [4] and Hidden Markov Models (HMM) [5]. The 2016 Physionet/CinC Challenge released an archive of 4430 PCG recordings, which is the most extensive open-source heart sound dataset to date. Time, frequency and statistical features [6], Mel-frequency Cepstral Coefficients (MFCC) [7], and Continuous Wavelet Transform (CWT), were some of the commonly used features by the PhysioNet challenge entrants. Among the top scoring systems, Maknickas et al. [8] extracted Mel-frequency Spectral Coefficients (MFSC) from unsegmented signals and used a 2D CNN. Plesinger et al. [9] proposed a novel segmentation method, a histogram based feature selection method and parameterized sigmoid functions per feature, to discriminate between classes. Various machine learning algorithms including SVM [10], k-Nearest Neighbor (k-NN) [7], Multilayer Perceptron (MLP) [11], Random Forest [6], 1D [13] and 2D CNNs [8], and Recurrent Neural Network (RNN) [14] were employed in the challenge. A good number of submissions used an ensemble of classifiers with a voting algorithm [6], [11], [12], [13]. The best performing system was presented by Potes et al. [13] that combined a 1D-CNN model with an Adaboost-Abstain classifier using a threshold based voting algorithm. Filter-banks are used as a standard pre-processing step during audio feature engineering and are also incorporated in [13] before the 1D-CNN. However, no particular physiological significance of the filter-bank structure and their cutoff frequency definitions were presented. In this work, we propose a CNN based Finite Impulse Response (FIR) filter-bank front-end, that learns the frequency characteristics of the FIR filters, such that they are more effective in distinguishing pathologic heart sounds.

II. DATASET

A. PhysioNet/CinC Challenge Dataset

The 2016 PhysioNet/CinC Challenge dataset [15] is an accumulation of PCG recordings from seven different research groups, consisting of an open training set and a hidden test set. The dataset contains six subsets (a-f) corresponding to the contributing groups. The training data contains 3153 heart sound recordings collected from 764 patients with a total number of 84,425 cardiac cycles ranging from 35 to 159 bpm. The dataset is class unbalanced with 2488 Normal and 665 Abnormal heart sound recordings.

B. Dataset Preparation for Cross-validation

Considering the fact that the dataset is unbalanced and the number of recordings is small, we divided the dataset
III. PROPOSED METHOD

A. Baseline Implementation

Our baseline system follows the CNN system proposed in the top scoring solution [13] of the Physionet/CinC 2016 challenge. First we pre-process the signal, to decompose it into four frequency bands (25 − 45, 45 − 80, 80 − 200, 200 − 500 Hz). Next, cardiac cycles are extracted using PCG segmentation [16] and zero padded to be 2,5s in length. Four different bands of each cardiac cycle are fed into 4 different input branches of the 1D-CNN. Each branch has two convolutional layers of kernel size 5, followed by a Rectified Linear Unit (ReLU) activation and a max-pooling of 2. The first convolutional layer has 8 filters while the second has 4. The outputs of the four branches are fed to an MLP network after being flattened and concatenated. The MLP network has a hidden layer of 20 neurons with dropout activation and a single neuron as output with sigmoid activation. Adam optimization is used with binary cross-entropy as the loss function. The resulting model provides significant phase distortion into their activations. The phase of the kernel. Especially, large kernels can introduce significant phase distortion into their activations. The phase response of a filter indicates the phase shift in radians that each input component sinusoid will undergo. A convolutional kernel with non-linear phase would introduce a temporal shift between the high frequency (e.g., murmurs) and low frequency (e.g., systole and diastole) patterns in the PCG signal. To mitigate the effect, we propose a novel convolutional architecture termed linear phase tConv. Linear Phase (LP) is the condition when the phase response of a filter is a linear function of frequency (excluding phase wraps at +/- π radians). A kernel with symmetric weights around its center would have linear phase, i.e., it would introduce an equal

\[
\begin{align*}
    y[n] &= b_0x[n] + b_1x[n-1] + \ldots + b_Nx[n-N] \\
    &= \sum_{i=0}^{N} b_i x[n-i]. 
\end{align*}
\]

(1)

Through a local connectivity pattern of neurons between adjacent layers, a 1D-CNN performs cross-correlation between its input and its kernel. The output of a convolutional layer, with a kernel of odd length \(N+1\), can be expressed as:

\[
\begin{align*}
    y[n] &= b_0x[n + \frac{N}{2}] + b_1x[n + \frac{N}{2} - 1] + \ldots + b_Nx[n] + \ldots \\
    &\quad + b_{N-1}x[n - \frac{N}{2} + 1] + b_Nx[n - \frac{N}{2}] \\
    &= \sum_{i=0}^{N} b_i x[n + \frac{N}{2} - i]. 
\end{align*}
\]

(2)

where \(b_0, b_1, \ldots, b_N\) are the kernel weights. Considering a causal system the output of the convolutional layer becomes:

\[
y[n - \frac{N}{2}] = \sigma \left( \beta + \sum_{i=0}^{N} b_i x[n-i] \right) 
\]

(3)

where \(\sigma(\cdot)\) is the activation function and \(\beta\) is the bias term. Therefore, a 1D convolutional layer with linear activation and zero bias, acts as an FIR filter with an added delay of \(N/2\) [17]. We denote such layers as time-convolutional (tConv) layers (Fig. 2) [18]. Naturally, the kernels of these layers (similar to filter-bank coefficients) can be updated with Stochastic Gradient Descent (SGD). This enables the tConv layers to learn coefficients that decompose the signal into pathologically meaningful sub-bands. The front-end filter-banks used in [13] were coalesced with the model architecture using tConv layers. The resulting architecture is shown in Fig. 3.

During implementation of the tConv network, further modifications over the baseline model was made that include: addition of the initialization scheme presented by He et al. [19], dropping out activations before max-pooling, and addition of batch-normalization after every convolutional layer. The hyper-parameters are re-tuned for optimal performance as shown in Table I using Tree of Parzen Estimators [20].

C. Variants of the tConv Layer

1) Linear Phase tConv: The FIR intuition of tConv layers institutes new insights into the frequency and phase response of the kernel. Especially, large kernels can introduce significant phase distortion into their activations. The phase response of a filter indicates the phase shift in radians that each input component sinusoid will undergo. A convolutional kernel with non-linear phase would introduce a temporal shift between the high frequency (e.g., murmurs) and low frequency (e.g., systole and diastole) patterns in the PCG signal. To mitigate the effect, we propose a novel convolutional architecture termed linear phase tConv. Linear Phase (LP) is the condition when the phase response of a filter is a linear function of frequency (excluding phase wraps at +/- π radians). A kernel with symmetric weights around its center would have linear phase, i.e., it would introduce an equal

| Hyperparameters of the 1D-CNN Model |
|------------------------------------|
| Parameter                         | Value                  |
| Learning Rate                     | 0.00012843784          |
| Learning Rate Decay               | 0.0001132885           |
| Dropout after Conv Layers         | 50%                   |
| L2-regularization in Conv layers  | 0.0486                |
| Pool size                         | 2                     |
86.47 86.54 76.53 89.30 91.72 91.35 94.15 88.14 87.29 72.78

### TABLE II

| Model        | Fold | Sensitivity (%) | Specificity (%) | Macc (%) | Cross-fold Sensitivity (%) | Cross-fold Specificity (%) | Cross-fold Macc (%) |
|--------------|------|-----------------|-----------------|---------|---------------------------|--------------------------|---------------------|
| Baseline [13]| 0    | 63.76           | 81.11           | 72.44   | 64.06                     | 91.06                    | 77.56               |
|              | 1    | 64.07           | 94.15           | 79.11   | 64.06                     | 91.06                    | 77.56               |
|              | 2    | 61.06           | 96.57           | 78.82   | (±2.5)                    | (±6.8)                   | (±3.4)              |
|              | 3    | 67.33           | 92.39           | 79.86   | (±2.5)                    | (±6.8)                   | (±3.4)              |
| 2) Zero Phase tConv: Zero phase (ZP) filter is a special case of a linear phase FIR filter, where the phase response is nullified. Incorporating a forward-reverse convolution into tConv layers [21], we propose a zero phase tConv layer, the operation of which is shown in Fig 4. If \( x[n] \) is the input signal, \( h[n] \) is the impulse response of the kernel, and \( X(e^{j\omega}) \) and \( Y(e^{j\omega}) \) are fourier transforms of \( x[n] \) and \( h[n] \):

\[
Y(e^{j\omega}) = X(e^{j\omega})H^*(e^{j\omega})H(e^{j\omega})
\]

where \( H(e^{j\omega}) = |H(e^{j\omega})| \angle H(e^{j\omega}) \)

Note that, the flip operation in time domain is equivalent to taking the complex conjugate in the frequency domain. Therefore, the effect of a ZP-tConv is just a multiplication by the squared magnitude in the frequency domain.

\[
x[n] \rightarrow H(e^{j\omega}) \rightarrow \text{Flip} \rightarrow X[n] \rightarrow H(e^{j\omega}) \rightarrow \text{Flip} \rightarrow y[n]
\]

### IV. RESULTS AND DISCUSSION

#### A. Experimental Evaluation

The performance of the proposed methods are evaluated and compared with the baseline on our 4-fold cross validation dataset (Sec. II-B). The loss function was weighted during training to draw emphasis on abnormal recordings as they represented only 21% of the data. As performance metrics, sensitivity, specificity and Macc (mean of sensitivity and specificity) are calculated and averaged over the 4-folds. The proposed tConv model is also evaluated with the FIR filter parameters fixed as described in Sec. III-A (tConv Non-Learn). The results are summarized in Table II.

From the results, we observe that the best system attained an averaged cross-fold Macc of 87.10(±6.79)% using the proposed LP-tConv approach with FIR initialization. This represents an absolute improvement of 9.54% over the baseline CNN system [13]. Other variants of the proposed tConv system also provided superior performance compared to the baseline as seen in Table II.

#### B. Kernel Initialization for tConv layers

As discussed in III-C.1 making the kernel symmetric reduces phase distortion which has an additional benefit of requiring half the number of learnable parameters in a tConv.

![Fig. 4. Forward reverse filtering in a Zero Phase tConv (ZP-tConv) layer.](image-url)
layer. Compared to ZP-tConv, learning symmetric pattern improves the Macc metric (Table II). We also experimented with zero, random and FIR initialization (initialized with FIR coefficients as in Sec. III-A) schemes. Visualizing the learned coefficients and their frequency responses (Fig. 5), we observe that higher frequency coefficients are less affected by training compared to lower frequency coefficients.

C. Dataset Variability and Result Analysis

In Fig. 6, we compare the performance of the proposed LP-tConv system over different data subsets. The model performed lowest on the SUAHSDB (training-f) subset of the PhysioNet data. Performance on fold 0 is substandard compared to the other folds (Table II). We were unable to find any correlation between signal quality and the model performance. A Long-Term Spectral Average (LTSA) [22] over normal heart sound PCG showed differences in the frequency characteristics of sensors used during recording as seen in Fig. 7. Here, a distinct difference is visible between the frequency envelope of JABES electronic stethoscope and the other stethoscopes. Approximately 67% of the training data belongs to training-e, which created a dependency of the model towards the characteristics of this subset. Besides, training-e was recorded using a unique piezoelectric sensor based stethoscope [15], which may also be contributing towards the suboptimal generalization. Fold 0 contained a lower percentage of training-e in its validation set, which explains the poor validation performance.

V. CONCLUSION

In this study, we have proposed novel tConv layers with CNN as learnable filter-banks for normal-abnormal heart sound classification. Different initialization strategies have been examined for the tConv layers while constraints have been added to ensure a zero and linear phase response in the resulting FIR filters. Experimental results using the proposed architecture shows significant improvements compared to state-of-the-art solutions with respect to various performance metrics on a cross-validation task prepared using the PhysioNet heart sound challenge dataset.
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