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\textbf{ABSTRACT}

We propose two models inspired by the COVID-19 pandemic: a coupled disease-human behaviour (or disease-game theoretic), and a coupled disease-human behaviour-economic model, both of which account for the impact of social-distancing on disease control and economic growth. The models exhibit rich dynamical behaviour including multistable equilibria, a backward bifurcation, and sustained bounded periodic oscillations. Analyses of the first model suggests that the disease can be eliminated if everybody practices full social-distancing, but the most likely outcome is some level of disease coupled with some level of social-distancing. The same outcome is observed with the second model when the economy is weaker than the social norms to follow health directives. However, if the economy is stronger, it can support some level of social-distancing that can lead to disease elimination.

\textbf{1. Introduction}

Emerging infectious diseases, defined as new outbreaks triggered by unknown pathogens, or previously known infections which have spread to new geographic regions or whose incidence has increased dramatically within a geographic region in a short time have been on the rise within the past two decades \cite{6,36,41}. The pathogens that cause these infections can become efficiently human-to-human transmissible to generate large epidemics or pandemics. These epidemics or pandemics can have devastating public health and economic consequences to whole communities and countries, especially when there are limited or no immediate pharmaceutical mitigation and control measures at the time of emergence \cite{17,24,42}. An example of a pathogen that caused a global pandemic is SARS-CoV-2—the pathogen that is responsible for COVID-19. COVID-19 infected more than 107 million people, killed over 2.3 million people, and crippled the economies of many countries between late December 2020 and early February 2021 \cite{10,24,50}.

The first line of defense against emerging influenza-like (respiratory) infections (which is generally aimed at slowing the outbreak in order not to overwhelm
healthcare systems or run down the economies of nations while pharmaceutical companies develop antiviral drugs and vaccines) are non-pharmaceutical interventions (NPIs) [4,8,14,21,27,28,49]. These include quarantining of suspected cases, contact-tracing of the contacts of confirmed cases, isolation of confirmed cases, social-distancing, etc. Social-distancing entails limiting face-to-face contact with others in order to reduce disease spread [5,13,16,27]. In particular, social-distancing includes staying a certain distance (e.g. six feet in the case of COVID-19) apart in public, shelter-in-place mandates, partial or full lockdown of whole communities, businesses, schools, etc. These interventions are largely behavioural and from one side, if applied consistently and correctly can be instrumental for slowing down, and possibly stopping the outbreak, from another, they have the potential to cause significant hardship and economic loss. As observed with the COVID-19 pandemic, governments were faced with the trade-off between shutting down their economies (e.g. through strict large-scale shelter-in-place and lockdown mandates) in order to reduce the burden of the pandemic (e.g. the number of cases, hospitalizations, and deaths) and the stress on the healthcare systems or remaining open, i.e. easing these measures in order to save their economies from being paralyzed. Each option is associated with a positive and a negative outcome. For example, large-scale shelter-in-place and lockdowns will reduce the burden of the pandemic, but might drive the economy to depression. This will in turn reduce the amount of resources to be invested on healthcare. On the other hand, leaving the economy open will increase the burden of the pandemic, while increasing healthcare spending and reduced productivity associated with morbidity and mortality of members of the workforce. Nonetheless, the success of either option relies on human response to respect or not to respect the chosen measure. Human response whether to adopt a measure is determined by the risk associated with not adopting the measure and the payoff ensuing from adopting the measure. Thus, it is important to study the dynamics of these influenza-like diseases from a combined epidemiological, evolutionary game theory (or human-behavioural), and socio-economic perspective. Unfortunately, many infectious disease models fail to account for the joint contributions of these three components, let alone considering all three components in a single framework.

There has been significant interest in recent years in understanding the interaction between human behaviour and infectious diseases through multiple approaches including evolutionary game theory [19]. In particular, Bauch [1] and Poletti et al. [39] have studied human behaviour change through imitation dynamics, while Breban [3] used inductive games. Apart from a study by Reluga [40] that used a game theory approach to investigate the impact of social-distancing on disease risk and another study by Ngonghala et al. [26] that used a game theory approach in which human behaviour change is governed by three-state imitation dynamics to investigate the impact of social-isolation (e.g. self-quarantine and social-distancing) on the transmission dynamics and burden of COVID-19, the aforementioned approaches have been applied (1) mostly in the context of vaccination [1,18], (2) to understand the transmission dynamics of COVID-19 in Wuhan city of China [52], (3) to assess the impact of the media on combating infectious diseases [9], and (4) to assess the impact of human behaviour change and control measures to small pox [45].

Coupled epidemiological-economic frameworks have been attracting attention within the scientific, public health, and economic communities. Specifically, coupled disease-economic models have been developed and used to assess feedbacks between disease and economic processes that can lead to vicious cycles of disease and poverty, as well as the
impact of healthcare on breaking these vicious cycles [2,25,29,37,38]. However, a single framework that accounts for the epidemiological component, evolutionary game theory component, i.e. the effects of human behavioural change in response to these diseases or control measures, and the economic component is missing from the literature.

Here, we develop a novel mathematical model framework (1) that is based on a coupled epidemiological-evolutionary game theory approach and use the framework to study the impact of human behaviour on the control of influenza-like illnesses, and (2) that incorporates an epidemiological, evolutionary game theory, and economic component and use the framework to study the interplay between human response to disease control measures, as well as the economic impact of diseases and human response to control measures. In both frameworks dynamic coupling of the separate components (i.e. the epidemiological, evolutionary game theory, and economic components) will be achieved through social-distancing. These novel models lead to new dynamics, new insights at the interface of disease-human behaviour-economics, and new conclusions. To our knowledge, this is the first study that couples models from three different areas (disease ecology, game theory, and economic growth) in a single framework and uses the framework to assess the impact of social-distancing in mitigating the epidemiological and economic burden of diseases.

In the next section we introduce a social-distancing coupled disease-human behaviour model which is inspired by the COVID-19 pandemic. We derive the model in the first subsection of the next section and analyse and simulate it in the second subsection. In the third subsection we consider the question of containing the disease when $R_0 > 1$. In the first subsection of Section 3, we introduce a novel model at the interface of disease-human behaviour-economics, which we analyse and simulate in the second subsection (of this section). In the third subsection we address the problem of disease elimination when $R_0 > 1$ in the context of social-distancing and economic growth. In the last section we discuss our results and present conclusions and limitations of the study.

2. A coupled disease-human behaviour model of social-distancing to control emerging diseases

Game theory is the study of mathematical (analytical) tools of strategic interaction among rational decision-makers. It has applications in many areas such as economics, philosophy and biology [11,32]. In the context of infectious diseases, evolutionary game theory has been applied mostly to study the impact of human behaviour or response to vaccination [1,51]. In this section we introduce a novel coupled disease-human behaviour model based on social-distancing. This is important because it can enhance our understanding of why some countries can eliminate a pandemic pathogen, while in other countries, the pathogen persists. Also, we develop the mathematical techniques, which will facilitate the study of evolutionary game theoretic models of social-distancing in general.

2.1. Deriving the coupled disease-human behaviour model of social-distancing

To link evolutionary game theory to social-distancing and hence disease dynamics, we assume that there are two strategies: Strategy $A$ and Strategy $B$, where Strategy $A$ involves keeping social-distancing strictly and contacting only family members in the same household, while Strategy $B$ involves not respecting social-distancing strictly, i.e. contacting people who do not live in the same household. It should be mentioned that Strategy $B$
includes both individuals who do not respect social-distancing at all, together with those
who respect social-distancing but not in the strict sense. A possible extension of this work
will be to split Strategy B into two separate strategies, i.e. those who do not respect social-
distancing at all and those who do not respect social-distancing strictly. Let the proportion
of individuals in the population, who adopt strategy A at time \( t \), be \( x_A(t) \) and the propor-
tion who adopt Strategy B at time \( t \), be \( x_B(t) \). Then, \( x_A + x_B = 1 \) or \( x_B = 1 - x_A \). In
evolutionary game theory \( x_A \) and \( x_B \) are called replicators or players, who are producing
their own strategies. As in [18], the replicator equation is given by:

\[
x'_i = x_i(f_i - \Phi) \quad i = A, B,
\]

where the “′” attached to \( x_i \) denotes differentiation with respect to time \( t \), \( f_i \) is the fitness of
replicator \( i \), and \( \Phi = x_A f_A + x_B f_B \) is the average fitness in the system of replicators. With
the replicator equation (1), the dynamics of the proportion of the population that is keeping
social-distancing strictly is described by

\[
x'_A = x_A(f_A - x_A f_A - x_B f_B)
= x_A(1 - x_A)(f_A - f_B), \quad \text{since } x_B = (1 - x_A).
\]

As in [1,34], we assume that the fitness of keeping social-distancing strictly increases propor-
tionally with the strength of social norms to follow health directives, \( \delta_0 \), weighted by
the fraction of the population applying strategy \( A \), and decreases by the cost, \( r_s \), asso-
ciated with applying strict social-distancing. That is, the fitness of replicator \( A \) is given
by \( f_A = \delta_0 x_A - r_s \). Similarly, the fitness of strategy \( B \) is given by \( f_B = \delta_0(1 - x_A) - c i(t) \),
where \( i(t) \) is the fraction of individuals known to be infectious, and \( c \) is a proportionality
constant. It should be mentioned that in this study, we are considering the case of strong
selection, i.e. we are assuming that behaviour is completely determined by payoff/fitness,
where the payoff matrix is given by:

\[
P_M = \begin{pmatrix}
\delta_0 - r_s & -r_s \\
-c i & \delta_0 - c i
\end{pmatrix}.
\]

To introduce a simple coupled disease-game theoretic model of social-distancing, we con-
sider a generic susceptible-infectious-susceptible (SIS) model framework, with a constant
human population. That is, we divide the total human population (which is assumed to
be constant) into two mutually exclusive classes. Let \( S(t) \) denote the number of susceptible
individuals and \( I(t) \) the number of infectious individuals in the population. Thus, the total
circulating population at time \( t \) is \( N(t) = S(t) + I(t) \). We will denote by \( s(t) \) and \( i(t) \) the
respective fractions of susceptible and infectious individuals, i.e. \( s(t) = S(t)/N(t), i(t) = I(t)/N(t) \)
and \( s(t) + i(t) = 1 \), or \( s(t) = 1 - i(t) \). Since we want to broaden the applicability
of the framework, we incorporate vital dynamics, i.e. birth and death processes. We denote
the daily recruitment rate by \( \mu \) (all into the \( S \) class) and the daily natural death rate by \( \mu \).
We assume that individuals recover at rate \( \gamma \) per day. The transmission rate for infectious
individuals is \( \beta \) per day.

With the descriptions of the human behaviour and epidemiological models, the coupled
disease-human behaviour model of social-distancing takes the following form:

\[
\dot{i} = (1 - x)\beta i(1 - i) - (\mu + \gamma)i,
\]
\[
x' = x(1 - x)(\delta_0 x - r_s + ci - \delta_0(1 - x)),
\]
where we have dropped the subscript \( A \) from \( x \), i.e. \( x_A = x \). The model is equipped with the initial conditions:
\[
i(0) = i_0, \ x(0) = x_0.
\]

In system (2), we assume that social-distancing affects transmission and multiply the force of infection \((\beta i)\) by the proportion of individuals who practice only partial social-distancing or do not practice social-distancing at all, \((1 - x(t))\). This is reasonable since social-distancing reduces the number of effective contacts, and hence the possibility of disease transmission.

2.2. Analytical and numerical results of Model (2)

Model (2) is a simple framework with a unique infectious class, which appears to have relatively complex dynamics. The existence of equilibria depends on the parameters of the model, as well as the basic reproduction number of the disease system:

\[
\mathcal{R}_0 = \frac{\beta}{\mu + \gamma}.
\]

Considering the equilibria of the model (obtained by setting the left-hand sides of System (2) to zero and solving the resulting algebraic equations for the variables \( i \) and \( x \)), we have the following result:

**Theorem 2.1.** Model (2) has five types of equilibria

1. Disease-free, social-distancing free equilibrium \( E_0 = (0, 0) \), which always exists.
2. Disease-free full social-distancing equilibrium \( E_1 = (0, 1) \), which always exists.
3. Disease-free intermediate social-distancing \( E_2 = (0, x^*_2) \), where \( 0 < x^*_2 < 1 \). The equilibrium, \( x^*_2 = \frac{\delta_0 + r_s}{2\delta_0} \), exists if and only if \( r_s < \delta_0 \).
4. A unique endemic equilibrium with no social-distancing \( E_3 = (i^*_3, 0) \), where \( i^*_3 = 1 - \frac{1}{\mathcal{R}_0} \). This equilibrium exists if and only if the disease reproduction number satisfies the condition: \( \mathcal{R}_0 > 1 \).
5. One or more interior equilibria, e.g. \( E_4 = (i^*_4, x^*_4) \), and \( E_5 = (i^*_5, x^*_5) \), which exist under somewhat more complex conditions.

It should be noted that the trivial equilibrium \((0, 0)\) represents the situation in which there is no disease and nobody is strictly social-distancing. Analytical results depicting the stability of the equilibrium points identified in Theorem 2.1 are presented in Theorem 2.2, while the number of equilibria and their stability are illustrated in Figure 1. For the parameter regime indicated in the caption of Figure 1, the disease-free social-distancing-free equilibrium \( E_0 = (0, 0) \), is locally asymptotically stable since the disease reproduction number is \( \mathcal{R}_0 = 0.59 < 1 \), the disease-free full social-distancing equilibrium \( E_1 = (0, 1) \), is locally asymptotically stable since \( \delta_0 = 0.4 > 0.2 = r_s \), and the intermediate social-distancing equilibrium \( E_2 = (0, 0, 0.75) \) is unstable (Figure 1(a)). In Figure 1 (b), the unique interior equilibrium \( E_4 = (0.21, 0.46) \), is locally asymptotically stable (or a spiral sink),
Figure 1. Phase plot of the coupled disease-game theory model (2), illustrating various equilibria (i.e. the points of intersection of the blue and magenta curves denoted by filled blue and open magenta circles) for the parameter values (a) $\beta = 0.2$ per day and $\delta_0 = 0.4$ per day, (b) $\beta = 1.2$ and $\delta_0 = 0.1$, and (c) $\beta = 1.2$ and $\delta_0 = 0.4$. The other parameter values used for the simulations are $\mu = 0.01$ per day, $\gamma = 0.5$ per day, $r_s = 0.2$ per day and $c = 1$.

while $E_0 = (0,0)$, $E_1 = (0,1)$, and $E_3 = (0.0,0.58)$ are unstable. Figure 1 (c) shows that $E_0 = (0,0)$ is unstable (since $R_0 = 2.35 > 1$), $E_1 = (0,1)$ is locally asymptotically stable (since $\delta_0 = 0.4 > 0.2 = r_s$), and $E_3 = (0.0,0.58)$ is locally asymptotically stable (since $R_0 = 0.94 < 1$). Also, the higher interior equilibrium $E_4 = (0.26,0.41)$ is locally asymptotically stable, while the lower interior equilibrium $E_5 = (0.54,0.07)$ and the intermediate social-distancing equilibrium $E_2 = (0.0,0.75)$ are unstable.

The presence of social-distancing in the population leads to a backward bifurcation of the interior equilibrium from a disease-free equilibrium with respect to the control reproduction number $R_c = \frac{\delta_0 - r_s}{2\delta_0} R_0$ (Figure 2(c)–(d)). In such a case there are two interior equilibria for $R_c^* < R_c < 1$ (Figure 2(c)–(d)) and a unique interior equilibrium if $R_c > 1$ (red curves in Figure 2(a)–(b)). To derive the conditions for backward bifurcation, we consider the equations for the interior equilibria:

$$0 = (1 - x)\beta(1 - i) - (\mu + \gamma),$$
$$0 = x(1 - x)(\delta_0 x - r_s + ci - \delta_0(1 - x)),$$

where we have divided both sides of the first equation by $i$, since $i$ is non-zero at endemic or interior equilibria. From the second equation, we have

$$x = \frac{\delta_0 + r_s - ci}{2\delta_0}.$$

Since $0 < x < 1$, we need $i$ to satisfy

$$\frac{r_s - \delta_0}{c} < i < \frac{\delta_0 + r_s}{c}.$$

(5)

From the first equation, we have the following equation

$$\left(\frac{\delta_0 - r_s}{2\delta_0} + \frac{c}{2\delta_0}i\right)(1 - i) = \frac{1}{R_0}.$$

(6)

The left-hand side of this equation is a parabola that opens down; the right-hand side is a horizontal line. If $\delta_0 < r_s$, then the constant term in the $i$ equation is negative, and the coefficient in front of $i$ is positive, so there are 2 positive real solutions or no positive real
Figure 2. Simulations of the coupled disease-game theory model (2) depicting a forward bifurcation when \( \delta_0 = r_s + c \) with \( \delta_0 = 0.8 \) per day, \( r_s = 0.1 \) per day, \( c = 0.7 \) per day ((a) and (b)), and a backward bifurcation when \( \delta_0 < r_s + c \) with \( \delta_0 = 0.8 \) per day, \( r_s = 0.1 \) per day, \( c = 1.2 \) per day ((c) and (d)). The values of the other parameters used for the simulations are \( \mu = 0.01 \) per day and \( \gamma = 0.4 \) per day. It should be mentioned that for these simulations, the disease transmission rate \( \beta \) is varied in the range \([0, 4]\) per day. The graphs illustrate typical stabilities of equilibria.

solution by Descartes Rule of Signs. If \( \delta_0 > r_s \), then \( R_c \) is well-defined and two positive solutions exist if \( R_c < 1 \) through backward bifurcation (Figure 2(c)–(d)). Backward bifurcation with respect to \( R_c \) in this case occurs if and only if \( \delta_0 - r_s - c < 0 \). In both cases the two equilibria satisfy the condition

\[
\frac{r_s - \delta_0}{c} < i < 1.
\]

Then (5) is always satisfied if \( \delta_0 + r_s > c \) and may or may not be satisfied if \( \delta_0 + r_s < c \).

To better understand the emergence of the backward bifurcation, we simulated the model (2) when \( \delta_0 < r_s + c \) for different values of the disease transmission rate (\( \beta \)). The results presented in Figure 3 suggest that for a disease with low transmission, e.g. when \( \beta = 0.2 \), both the disease-free social-distancing-free equilibrium (\( E_0 \)) and the disease-free full social-distancing equilibrium (\( E_1 \)) are locally asymptotically stable (Figure 3(a)). As the disease transmission rate increases (e.g. when \( \beta = 0.42 \) or \( \beta = 0.6 \), \( E_0 \) loses stability, while a stable infection social-distancing-free equilibrium (\( E_3 \)) emerges Figure 3(b)–(c). Further increases in \( \beta \) (e.g. when \( \beta = 0.91 \)) lead to the emergence of two interior equilibria, one of which is locally asymptotically stable as long as the control reproduction number is less than unity (Figure 3(d)). Increasing \( \beta \) such that the control reproduction number is greater than or equal to one results to a scenario in which only \( E_1 \) is stable as long as \( \delta_0 < r_s + c \).

Stability of equilibria to the model (2) is somewhat unusual, particularly with regard to interior equilibria. In general, when a backward bifurcation occurs in epidemic models, the endemic equilibrium with a smaller proportion of infected individuals (\( i \)) is unstable, while the other endemic equilibrium with a larger proportion of infected individuals is stable [23]. However, this is not the case here (Figure 2(c)). The replicator equation ‘switches’
Figure 3. Simulations of the coupled disease-game theory model (2) depicting different equilibria (points of intersection of the dashed magenta and black curves denoted by filled blue and open magenta circles) and their stabilities for different values of the community transmission rate ($\beta$) and hence different control reproduction numbers ($R_c$). The dashed magenta and black curves are isoclines that correspond to the equations 

$$
(1 - x)\beta(1 - i) - (\mu + \gamma)i = 0 \quad \text{and} \quad x(1 - x)(\delta_0 x - \delta_0(1 - x) + ci - r_s) + x(1 - x)2\delta_0 = 0,
$$

respectively. Sample solution trajectories are illustrated by blue curves. The values of the other parameters used for the simulations are $\delta_0 = 0.8$ per day, $r_s = 0.1$ per day, $\mu = 0.01$ per day, $\gamma = 0.4$ per day, and $c = 1.2$ per day. It should be mentioned that $\delta_0 < r_s + c$ for each graph.

The stability of interior equilibria and the interior endemic equilibrium with a smaller proportion of infected individuals is locally asymptotically stable or can lose stability through a Hopf bifurcation, while the other interior endemic equilibrium is unstable. We have the following Theorem concerning stability of equilibria:

**Theorem 2.2.** The equilibria of model (2) have the following stabilities:

1. The disease-free, social-distancing free equilibrium $E_0 = (0, 0)$ is locally asymptotically stable if $R_0 < 1$ and unstable if $R_0 > 1$.
2. The disease-free full social-distancing equilibrium $E_1 = (0, 1)$ is locally asymptotically stable if $\delta_0 > r_s$ and unstable if $\delta_0 < r_s$.
3. The disease-free intermediate social-distancing $E_2 = (0, x_2^*)$, where $0 < x_2^* < 1$ is always unstable whenever it exists.
4. A unique no social-distancing endemic equilibrium $E_3 = (i_3^*, 0)$, is locally asymptotically stable if $R < 1$ and unstable if $R > 1$, where $R$ is the replicator reproduction number.
5. The lower of the interior equilibria $E_4 = (i_4^*, x_4^*)$ is locally asymptotically stable or can lose stability under a Hopf bifurcation; the upper one is unstable.

**Proof:** We prove 4 and 5. The Jacobian in its general form is given by

$$
J = \begin{pmatrix}
(1 - x)\beta(1 - i) - (\mu + \gamma)i & -\beta(1 - i)i \\
\mu x + c x(1 - x)(\delta_0 x - \delta_0(1 - x) + ci - r_s) + x(1 - x)2\delta_0 & (1 - 2x) (\delta_0 x - \delta_0(1 - x) + ci - r_s) + x(1 - x)2\delta_0
\end{pmatrix}.
$$

For the equilibrium $E_3 = (i_3^*, 0)$, we have

$$
J = \begin{pmatrix}
-\beta i & -\beta(1 - i)i \\
0 & (\delta_0 x - \delta_0(1 - x) + ci - r_s)
\end{pmatrix}.
$$
This equilibrium is locally asymptotically stable iff \( ci < \delta_0 + r_s \) or when \( \mathcal{R} < 1 \) where
\[
\mathcal{R} = \frac{c - \delta_0 - r_s}{c} \mathcal{R}_0.
\]
If \( \mathcal{R} > 1 \) this equilibrium is unstable. Stability of \( \mathcal{E}_5 \) is given by the matrix
\[
J = \begin{pmatrix}
-(1-x)\beta i & -\beta(1-i)i \\
cx(1-x) & x(1-x)2\delta_0
\end{pmatrix}.
\]
The characteristic equation corresponding to this Jacobian is given by
\[
-((1-x)\beta i + \lambda)(x(1-x)2\delta_0 - \lambda) + cx(1-x)\beta(1-i)i = 0,
\]
from where we obtain the following quadratic equation
\[
\lambda^2 + ((1-x)\beta i - x(1-x)2\delta_0)\lambda + cx(1-x)\beta(1-i)i - (1-x)\beta ix(1-x)2\delta_0 = 0.
\]
The two interior equilibria differ by the sign of the slope at each equilibrium. Differentiating (6) we obtain that the lower equilibrium satisfies
\[
\frac{c}{2\delta_0}(1-i) - \left(\frac{\delta_0 - r_s}{2\delta_0} + \frac{c}{2\delta_0}i\right) > 0.
\]
The expression in the second parenthesis is \( 1-x \), so we also have at the lower equilibrium
\[
\frac{c}{2\delta_0}(1-i) - (1-x) > 0.
\]
At the upper equilibrium, the opposite inequality holds:
\[
\frac{c}{2\delta_0}(1-i) - (1-x) < 0.
\]
Thus at the upper equilibrium we have for the constant term of the characteristic equation
\[
 cx(1-x)\beta(1-i)i - (1-x)\beta ix(1-x)2\delta_0 \\
= 2\delta_0 x(1-x)\beta i \left(\frac{c}{2\delta_0}(1-i) - (1-x)\right) < 0.
\]
Therefore, the characteristic equation at the upper equilibrium has a positive root and the upper equilibrium is always unstable. The constant term at the lower equilibrium is positive. Therefore, the lower equilibrium is locally asymptotically stable if \( \text{Tr} J < 0 \):
\[
x(1-x)2\delta_0 - (1-x)\beta i < 0.
\]
If \( \text{Tr} J > 0 \) the equilibrium becomes unstable, with the stability lost through a Hopf bifurcation. The bifurcating periodic solution is stable (see Figure 4).

Figure 4 shows that the solutions of the model can experience multiple stabilities. For this scenario two equilibria \( \mathcal{E}_1, \mathcal{E}_3 \), are locally asymptotically stable simultaneously. An interior equilibrium has lost stability through a Hopf bifurcation and we are observing sustained bounded periodic oscillations, which are also stable.
Figure 4. Simulations of the model (2) depicting the dynamics of the proportion of infectious individuals $i(t)$ as a function of time ((a) and (b)) and the proportion of individuals who are strictly socially-distancing $x(t)$ ((c) and (d)) for different initial conditions. The dynamics for the first 50 days are illustrated in (a) and (c), while the remaining dynamics for days 50 to 250 are illustrated in (b) and (d). The parameter values used for the simulations are $\beta = 1.2$ per day, $\delta_0 = 0.4$ per day, $r_s = 0.2$ per day, $\mu = 0.01$ per day, $\gamma = 0.5$ per day, and $c = 1$.

2.3. Can social-distancing lead to elimination of the disease?

Here, we address the question when $R_0 > 1$. The short answer is – it depends; however, attaining and sustaining elimination with no strict social-distancing is not an option. This conclusion is supported by other authors including [31]. If the social norms to follow health directives are stronger than the cost of strict social-distancing, that is $\delta_0 > r_s$, then elimination is possible if all follow strict social-distancing. If the social norms to follow health directives are weaker than the cost of strict social-distancing, that is $\delta_0 < r_s$, then elimination is not possible and the disease will persist at some level. The higher the proportion of the population following strict social-distancing, the lower the prevalence of the disease. The prevalence of the disease is highest if no one follows strict social-distancing. Because of the multi-stability, the end result also depends on the starting point. If the starting point has a high proportion following strict social-distancing, then the outcome is elimination of the disease; if the starting point has a low proportion of strictly socially distancing individuals, then the end result is disease persistence at a moderate or high level (Figure 4).

3. A model at the disease-human behaviour-economic nexus

Now that we have a sound understanding of the interplay between social-distancing and disease, and that we have developed mathematical tools to study model (2), we extend this knowledge to model the interplay between disease, social-distancing and economic
growth. Hence, the next step towards modelling the complex disease-human behaviour-economic system is a coupled disease-human behaviour model of disease spread with an economic component. This study is inspired by the economic impact of COVID-19 and the measures taken to control the COVID-19 pandemic [24,30].

3.1. The disease-human behaviour-economic model

Mathematical models at the disease-economic nexus have been proposed and investigated in the literature, see, for example, [25,29]. Some of these models are based in part on the fact that socio-economic conditions are risk factors for infectious diseases [22], while disease on the other hand can have a devastating impact on the economic status of individuals and communities. Many of these models have focused primarily on understanding feedbacks between poverty and ecological drivers of poverty such as infectious diseases and renewable resources in rural areas of resource challenged communities. However, the COVID-19 pandemic has demonstrated that infectious diseases may impact not only economically challenged rural communities, but also developed economies including world economic leaders [10]. In particular, developed countries like the U.S., and many European countries bore the brunt of the burden of the COVID-19 pandemic, with containment or elimination prospects seemingly not dependent on the economic status of these countries [10].

NPIs including border closures, quarantine of suspected COVID-19 cases, isolation of confirmed COVID-19 cases, and social-distancing, e.g. lockdown mandates implemented in an effort to fight the pandemic affected almost every economic sector of many countries around the world. Specifically, these measures slowed down economic activities in many countries through job losses, disruption of production, supply chains, consumption patterns, etc., [24,30,33,47]. School closures, for example, have a direct consequence on the accumulation of human capital (measured in terms of education or training of the workforce), which has the potential to influence future economic productivity [25,29]. Also, social-distancing, e.g. shelter-in-place and lockdown mandates, as well as COVID-related morbidities and mortalities impact economic productivity directly by reducing the workforce, especially in industries that require physical labour, e.g. agriculture. In the midst of this, the need for medical and personal protective equipment has been on the rise, while testing and managing COVID-19 infected cases require economic resources. This interdependence between disease and economic activities is not limited to COVID-19. Therefore, it is important to understand this interdependence, especially in the context of emerging respiratory infectious diseases and human response to NPIs against these diseases. The lack of economic perspective has been identified as a serious drawback of the multiple COVID-19 mathematical models that have emerged since the beginning of the pandemic [46].

The question is so important that it has driven some preliminary studies with limited mathematical discussion [12]. Our goal here is to develop mathematical model frameworks, as well as the mathematical techniques to study these types of frameworks (an aspect that has been hitherto omitted in some of the earlier models that considered coupled disease-economic dynamics), and then use the developed framework and tools to understand the interplay between infectious diseases, human response to disease control measures, and the associated economic impact.

We build our model on the basis of system (2). To introduce the model, we first discuss the economic component. The economic model is based on the neoclassical (Solow-Swan)
economic growth model [43,44], which emphasizes structural relationships between different factors of production such as capital (e.g. equipment, infrastructure, education, health, etc.), labour, and economic productivity. Specifically, the neoclassical growth model describes the change in capital with time according to the equation

\[ K'(t) = sY(t) - \sigma K(t), \]  

where \( s \) is the capital accumulation rate per unit of time, \( \sigma \) is the capital depreciation rate, \( K \) is the stock of capital, \( Y \) is a production function or the total output obtained by combining various factors of production (e.g. capital and labour), \( sY \) is capital investment, i.e. the portion of the output that is reinvested into capital, and \( \sigma K \) is capital depreciation, i.e. the decline in the value of capital. It should be clarified that through a process called production, capital is converted into output \( Y \), a proportion of this output \( cY \), where \( 0 < c < 1 \) is consumed, while the rest, i.e. \((1 - c)Y\) is reinvested into capital. The fraction \(1 - c\) is commonly denoted by \( s \). For simplicity, we use the Cobb-Douglas production function [7]

\[ Y(t) = K(t)^\alpha (A(t)L(t))^{1-\alpha}, \]  

where \( \alpha \) is the elasticity of the output with respect to the capital, \( A \) is the labour-augmenting technology, and \( L \) is the labour. It is commonly assumed that the inputs of the production function, e.g. capital, exhibit decreasing returns to scale (i.e. economic growth is accelerated for low input levels and falls in the long run as the inputs are increased) so that \( 0 < \alpha < 1 \) [20]. Unlike constant return to scale, where increases in inputs will trigger proportional increases in output, for decreasing (increasing) returns to scale increases in input will cause less than (more than) proportional increases in the output in the long run. Because of this decreasing returns to scale assumption, the investment curve intersects with the depreciation curve in the model (7) in the long run resulting in a single (non-trivial) stable equilibrium point given by \( k^* = (s/\sigma)^{1/(1-\alpha)} \) or \( y^* = (s/\sigma)^{\alpha/(1-\alpha)} \). It is also commonly assumed that labour and labour-augmented technology grow exponentially, i.e.

\[ A(t) = A(0)e^{nt} \quad \text{and} \quad L(t) = L(0)e^{gt}, \]

where the initial values \( A(0), L(0) \) and \( K(0) \) are given and \( n \) and \( g \) are the respective growth rates of labour and technological progress per unit of time.

Unlike the types of diseases considered in [25,29], where the economic status of an individual or a community has a strong impact on disease transmission and recovery from infection, transmission of, or recovery from diseases like COVID-19 do not necessarily depend on economic status. Hence, the main dynamic coupling between the types of diseases considered in this study, the behaviour model, and the economic model is through social-distancing. Specifically, the coupled disease-human behaviour (or disease-game theoretic) model is linked to the economic model through labour productivity in the production function, i.e. economic productivity and hence capital accumulation is a function of social-distancing. This is justified by the fact that social-distancing mandates reduction of the available labour force and hence economic productivity, especially in the context of the types of industries that require in-person or physical labour under consideration in this study. With the assumption that full social-distancing only reduces labour,
the aggregated production function becomes

\[ Y(t) = K(t)^\alpha (A(t)L(t)(1-x))^{1-\alpha}, \]  

and equation (7) becomes

\[ K'(t) = sK(t)^\alpha (A(t)L(t)(1-x))^{1-\alpha} - \sigma K(t), \]  

It should be mentioned that \( 1-x \) can also be regarded as the proportion of the population that is still able to work (regardless of social-distancing, or morbidity/mortality from disease). It should also be mentioned that in the context of this study, production refers to producing actual physical goods. This applies, for example, to agricultural workers (e.g. farmers and meat factory workers), grocery store workers, manufacturing industries, etc. This assumption will be relaxed in a later study to incorporate the service industry, where even individuals who respect social-distancing strictly can contribute to economic productivity and hence capital accumulation by working remotely. It is convenient to rescale the variables of the economic model in per capita terms by setting \( y = Y/(AL) \) and \( k = K/AL \). In this case, \( y \) and \( k \) are the respective per capita output and capital, i.e. the output and capital per effective worker (or effective unit of labour), since we are assuming that labour growth is proportional to the workforce. It should be noted that \( k \) can also be regarded as the capital intensity, i.e. the amount of available capital with reference to the other factors of production. This scaling simplifies Equation (10) to:

\[ k'(t) = sk(t)^\alpha (1-x)^{1-\alpha} - dk(t), \]  

where \( d = g + n + \sigma \) and \( n \) and \( g \) are assumed to be constant.

According to studies in [35,48], the wealthy are more likely to comply with social-distancing measures than the poor. It should be mentioned that many of the poor in developed countries such as the US double as essential workers in restaurants, the hospitality industry, retail stores, meat packaging industries, etc., who live from paycheck to pay check. As observed during the COVID-19 period in the US, some low income earners who were pushed into earning unemployment benefits were reluctant to return to work because they earned more through unemployment benefits [15]. This points to the fact that being wealthy, or providing capital or income facilitates social-distancing. Hence, we assume that increasing capital facilitates social-distancing at rate \( \rho \). Putting together Equations (2) and (11), we obtain the following coupled disease-human behaviour-economic model:

\[ i' = (1-x)\beta i(1-i) - (\mu + \gamma)i, \]

\[ x' = x(1-x)(\delta_0 x - r_s + ci(t) - \delta_0(1-x) + \rho k), \]

\[ k' = sk^\alpha (1-x)^{1-\alpha} - dk. \]  

Under normal circumstances, disease and economic processes occur on different time scales, with the economic time scale as long as generations. However, in the case of a pandemic like COVID-19, economic changes as a function of disease can occur on a faster time scale than even the time scale of the disease.

### 3.2. Mathematical properties of the disease-human behaviour-economic model

In this section, we want to understand the dynamical behaviour of model (12). For analytical tractability, we set \( \alpha = 0.5 \). With this value of \( \alpha \), the equilibria of the model (12) satisfy
the following nonlinear system of algebraic equations:

\[
0 = (1 - x)\beta i(1 - i) - (\mu + \gamma)i, \\
0 = x(1 - x)(\delta_0 x - r_s + ci - \delta_0(1 - x) + \rho k), \\
0 = s\sqrt{(1 - x)k - dk}.
\]  

(13)

In the case when \(x = 0\), the second equation is trivially satisfied. From the first equation we have two possible equilibria \(i = 0\) or \(i = 1 - \frac{\mu + \gamma}{\beta}\). From the last equation, we also have two possible equilibria:

\[
k = 0, \quad k = \left(\frac{s}{d}\right)^2.
\]

Hence, there are four resulting equilibria: \(E_0 = (0, 0, 0)\), \(E_1 = (0, 0, \frac{s^2}{d^2})\), \(E_3 = (1 - \frac{\mu + \gamma}{\beta}, 0, \left(\frac{s}{d}\right)^2)\) and \(E_4 = (1 - \frac{\mu + \gamma}{\beta}, 0, 0)\). When \(x = 1\), the second equation is again trivially satisfied. From the last equation we have \(k = 0\). From the first equation, we have \(i = 0\). The resulting equilibrium is \(E_2 = (0, 1, 0)\). Finally we consider the case \(0 < x < 1\). From the last equation we have either \(k = 0\) or for interior equilibria we have

\[
k = \frac{s^2}{d^2}(1 - x).
\]

For \(k = 0\), we have from the discussion in the previous section that there could be one or two equilibria of the form \(E_5 = (i_5, x_5, 0)\). We also have a unique equilibrium of the form \(E_6 = (0, x_6, k_6)\). To find the interior equilibria, we use

\[
k = \frac{s^2}{d^2}(1 - x)
\]

and substitute into

\[
2\delta_0 x - r_s - \delta_0 + \rho \frac{s^2}{d^2}(1 - x) = 0
\]

(14)

Solving for \(x\) we have

\[
x = \frac{r_s + \delta_0 - \rho \frac{s^2}{d^2}}{2\delta_0 - \rho \frac{s^2}{d^2}}
\]

Thus, this equilibrium exists iff

\[
\rho \frac{s^2}{d^2} < \min\{2\delta_0, r_s + \delta_0\} \quad \text{or} \quad \rho \frac{s^2}{d^2} > \max\{2\delta_0, r_s + \delta_0\} \quad \text{and} \quad 0 < x < 1
\]

(15)

For the interior equilibria from the second equation and above we have

\[
2\delta_0 x - r_s - \delta_0 + ci + \rho \frac{s^2}{d^2}(1 - x) = 0
\]

(16)

Expressing \(x\) in terms of \(i\) from the first equation, we get

\[
x = 1 - \frac{1}{R_0(1 - i)}
\]
Figure 5. Figure showing the intersection of the right-hand side (red line or $g(i)$) and left-hand side (blue curve or $f(i)$) of the equation (18) for (a) $\delta_0 = 0.8$ and (b) $\delta_0 = 0.1$. The other parameter values used are $\rho = 1$ per day, $r_s = 0.2$ per day, $s = 0.1$ per day, $d = 0.5$ per day, $c = 0.5$, and $q = 0.9$. The value of the basic reproduction number is $R_0 = 3.5$.

In order for $x > 0$ we need

$$i < 1 - \frac{1}{R_0}.$$  

(17)

Substituting in equation (14), we have

$$2\delta_0 \left(1 - \frac{1}{R_0(1-i)}\right) + ci + \frac{s^2}{d^2} \frac{1}{R_0(1-i)} = r_s + \delta_0$$

Simplifying, we have

$$\left(\frac{s^2}{d^2} - 2\delta_0\right) \frac{1}{R_0(1-i)} = r_s - \delta_0 - ci$$

$$cR_0i^2 + (\delta_0 - r_s - c)R_0i + R_0 \left( (r_s - \delta_0) - \frac{1}{R_0} \left( \frac{s^2}{d^2} - 2\delta_0 \right) \right) = 0$$

(18)

The following results gives the existence of interior equilibria

**Theorem 3.1.** Assume $R_0 > 1$.

1. If $\left((r_s - \delta_0) - \frac{1}{R_0} \left( \frac{s^2}{d^2} - 2\delta_0 \right) \right) < 0$, then there exists a unique equilibrium.

2. If $\left((r_s - \delta_0) - \frac{1}{R_0} \left( \frac{s^2}{d^2} - 2\delta_0 \right) \right) > 0$ and $\delta_0 - r_s - c < 0$, then there exist 2 equilibria.

The possible number of interior equilibria from Theorem 3.1 are illustrated in Figure 5 using the left- and right-hand sides of Equation (18) (denoted by $f(i)$ and $g(i)$). The model can have one interior equilibrium (Figure 5(a)) or two interior equilibria (Figure 5(b)).

To investigate the stability of the equilibria we compute the generic Jacobian.

$$J = \begin{pmatrix}
(1-x)\beta(1-2i) - (\mu + \gamma) & -\beta(1-i)i & 0 \\
\rho x(1-x) & (1-2x)(\delta_0 x - \delta_0(1-x)) + ci - r_s + \rho k + x(1-x)2\delta_0 & \rho x(1-x) \\
0 & -\frac{s\sqrt{k}}{2\sqrt{(1-x)}} & \frac{s\sqrt{(1-x)}}{2\sqrt{k}} - d
\end{pmatrix}$$
For the stability of \( E_0 = (0, 0, 0) \) we have
\[
J(E_0) = \begin{pmatrix}
\beta - (\mu + \gamma) & 0 & 0 \\
0 & (-\delta_0 - r_s) & 0 \\
0 & 0 & \infty
\end{pmatrix}
\]

Thus, equilibrium \( E_0 \) is always unstable. For the stability of \( E_1 = (0, 0, s_2^2 d^2) \), we have
\[
J(E_1) = \begin{pmatrix}
\beta - (\mu + \gamma) & 0 & 0 \\
0 & (-\delta_0 - r_s + \rho s^2 d^2) & 0 \\
0 & -\frac{s^2}{2d} & -\frac{d}{2}
\end{pmatrix}
\]

Thus equilibrium \( E_1 \) is locally asymptotically stable if \( R_0 < 1 \) and \( \rho \frac{s^2}{d^2} < \delta_0 + r_s \), and unstable if \( R_0 > 1 \) or \( \rho \frac{s^2}{d^2} > \delta_0 + r_s \). The stability of equilibrium \( E_2 = (0, 1, 0) \) is determined by the Jacobian:
\[
J(E_2) = \begin{pmatrix}
-(\mu + \gamma) & 0 & 0 \\
0 & -(\delta_0 - r_s) & 0 \\
0 & undefined & undefined
\end{pmatrix}
\]

Thus, equilibrium \( E_2 \) is unstable if \( r_s > \delta_0 \). Because the last entry is undetermined, stability of this equilibrium in the case \( r_s < \delta_0 \) cannot be determined from the Jacobian. The stability of equilibrium \( E_3 = (i_3, x_3, k_3) = \left( 1 - \frac{\mu + \gamma}{\beta}, 0, \left( \frac{s^2}{d^2} \right) \right) \) is given by the Jacobian:
\[
J(E_3) = \begin{pmatrix}
-\beta i_3 & -\beta (1 - i_3) i_3 & 0 \\
0 & -\delta_0 + ci_3 - r_s + \rho \frac{s^2}{d^2} & 0 \\
0 & -\frac{s^2}{2d} & -\frac{d}{2}
\end{pmatrix}
\]

Thus, equilibrium \( E_3 \) is locally asymptotically stable if
\[
c \left( 1 - \frac{1}{R_0} \right) + \rho \frac{s^2}{d^2} < \delta_0 + r_s \tag{19}
\]
and unstable if
\[
c \left( 1 - \frac{1}{R_0} \right) + \rho \frac{s^2}{d^2} > \delta_0 + r_s. \tag{20}
\]

Just as the equilibrium \( E_0 \), the equilibrium \( E_4 \) is always unstable. Next, we consider the stability of equilibria \( E_5 \). We have the following Jacobian for them.
\[
J(E_5) = \begin{pmatrix}
-(1 - x_5) \beta i_5 & -\beta (1 - i_5) i_5 & 0 \\
x_5(1 - x_5) & x_5(1 - x_5) 2 \delta_0 & \rho x_5 (1 - x_5) \\
0 & 0 & \infty - d
\end{pmatrix}
\]
Hence, equilibria $E_5$ are unstable. The stability of $E_6$ is given by

$$J(E_6) = \begin{pmatrix}
(1-x_6)\beta - (\mu + \gamma) & 0 & 0 \\
-cx_6(1-x_6) & x_6(1-x_6)2\delta_0 & \rho x_6(1-x_6) \\
0 & -\frac{s^2}{2d} & -\frac{d}{2}
\end{pmatrix}$$

This equilibrium is stable if

$$\frac{r_s - \delta_0}{\rho \frac{s^2}{d^2} - 2\delta_0} R_0 < 1 \quad \text{and} \quad \rho \frac{s^2}{d^2} - 2\delta_0 > 0. \quad (21)$$

The equilibrium is unstable if either inequality is reversed, that is, it is unstable if

$$\frac{r_s - \delta_0}{\rho \frac{s^2}{d^2} - 2\delta_0} R_0 > 1 \quad \text{or} \quad \rho \frac{s^2}{d^2} - 2\delta_0 < 0. \quad (22)$$

The stability of interior equilibria is given by the generic Jacobian. We notice that at the interior equilibrium the generic Jacobian can be simplified as follows:

$$J(E_7) = \begin{pmatrix}
-(1-x_7)\beta i_7 - \beta(1-i_7)i_7 & 0 \\
cx_7(1-x_7) & x_7(1-x_7)2\delta_0 & \rho x_7(1-x_7) \\
0 & -\frac{s^2}{2d} & -\frac{d}{2}
\end{pmatrix}$$

The characteristic equation is given by

$$((1-x)\beta i + \lambda)(x(1-x)2\delta_0 - \lambda) \left(\frac{d}{2} + \lambda\right) - \frac{s^2}{2d}\rho x(1-x)((1-x)\beta i + \lambda) - \beta(1-i)icx(1-x) \left(\frac{d}{2} + \lambda\right) = 0$$

We rewrite this as a cubic polynomial $\lambda^3 + A\lambda^2 + B\lambda + C = 0$ where

$$A = \frac{d}{2} + (1-x)\beta i - x(1-x)2\delta_0$$
$$B = (1-x)\beta i\frac{d}{2} - x(1-x)2\delta_0 \left(\frac{d}{2} + (1-x)\beta i\right) + \frac{s^2}{2d}\rho x(1-x) + \beta(1-i)icx(1-x)$$
$$C = -x(1-x)2\delta_0(1-x)\beta i\frac{d}{2} + \frac{s^2}{2d}\rho x(1-x)^2\beta i + \frac{d}{2}\beta(1-i)icx(1-x)$$
From Equation (18) we see that the slopes at the lower equilibrium satisfy:

\[ \left( \rho \frac{s^2}{d^2} - 2\delta_0 \right) \frac{1}{R_0} \frac{1}{(1 - i)^2} > -c \]

and the opposite inequality at the higher equilibrium. We can rewrite this inequality as

\[ \left( \rho \frac{s^2}{d^2} - 2\delta_0 \right) (1 - x) > -c(1 - i) \]

Thus, at the lower equilibrium, we have for the constant term

\[ C = \frac{d}{2} (1 - x) x \beta i \left( c(1 - i) - 2\delta_0 (1 - x) + \frac{s^2}{d^2} \rho (1 - x) \right) > 0 \]

At the same time, at the upper equilibrium we have \( C < 0 \) and we conclude that the upper equilibrium is unstable. At a unique equilibrium when \( (\rho \frac{s^2}{d^2} - 2\delta_0) < 0 \), we have

\[ \left( \rho \frac{s^2}{d^2} - 2\delta_0 \right) (1 - x) < -c(1 - i) \]

and therefore \( C < 0 \) and such an equilibrium is unstable. At the unique equilibrium when \( (\rho \frac{s^2}{d^2} - 2\delta_0) > 0 \), we have

\[ \left( \rho \frac{s^2}{d^2} - 2\delta_0 \right) (1 - x) > -c(1 - i). \]

Hence, \( C > 0 \) and such equilibrium has the potential to be stable but it may lose stability through a Hopf bifurcation. We summarize the results on the existence of equilibria and their local stability in Table 1.

**Table 1. Existence and stability of equilibria.**

| Equilibrium | Existence   | Stability       | Instability            |
|-------------|-------------|-----------------|------------------------|
| \( E_0 \)   | always      | –               | always                 |
| \( E_1 \)   | always      | \( R_0 < 1 \)  | \( R_0 > 1 \)          |
| \( E_2 \)   | \( R_0 > 1 \) | \( r_s < \delta_0 \) | \( r_s > \delta_0 \) |
| \( E_3 \)   | \( R_0 > 1 \) | Condition (19)  | Condition (20)         |
| \( E_4 \)   | \( R_0 > 1 \) | –               | always                 |
| \( E_5 \)   | multiple conditions | –          | always                 |
| \( E_6 \)   | Condition (15) | Condition (21) | Condition (22)         |
| \( E_7 \)   | multiple conditions | multiple conditions | through a Hopf bifurcation |

**3.3. Simulations of the disease-human behaviour-economic model**

Table 1 suggests that out of ten possible equilibria, only five have the potential to be locally stable. For the simulations, we consider the case \( R_0 > 1 \), which leaves four equilibria as being possibly stable or losing stability to stable periodic orbits. Each of these equilibria can
Figure 6. Simulations of the model (12) depicting the dynamics of the proportion of infectious individuals, $i(t)$ ((a) and (d)), the proportion of individuals who are strictly social-distancing, $x(t)$ ((b) and (e)), and the capital per effective worker, $k(t)$ ((c) and (f)) as a function of time for different initial conditions. Dynamics for the first 20 days from (e)-(f) are illustrated in (a)–(c). The parameter values used for the simulations are $\delta_0 = 0.1$ per day, $r_s = 0.2$ per day, $c = 0.2$, $\mu = 0.01$ per day, $\gamma = 0.5$ per day, $\beta = 3.9$ per day, $\rho = 1$ per day, $s = 0.1$ per day, and $d = 0.5$ per day.

Figure 7. Simulations of the model (12) showing the dynamics of (a) the proportion of infectious individuals ($i(t)$), (b) the proportion of individuals who are strictly social-distancing ($x(t)$), and (c) the capital per effective worker ($k(t)$) as a function of time for different initial conditions. The parameter values used for the simulations are $\delta_0 = 0.1$ per day, $r_s = 0.2$ per day, $c = 0.4$, $\mu = 0.01$ per day, $\gamma = 0.5$ per day, $\beta = 3.9$ per day, $\rho = 1$ per day, $s = 0.1$ per day, $d = 0.5$ per day.

be reached through simulations. For example, Figure 6 shows the stability of $E_3$ where the disease persists without social-distancing and the economy is intact at equilibrium level. For the parameters in Figure 6 we have $R_0 = 7.6$ and $R = 11.5$. Since $r_s = \delta_0$ the stability of $E_3$ is unclear from the analysis but the simulation suggests that $E_3$ is stable.

Figure 7 shows the stability of the interior equilibrium. In this case the disease persists at a lower level, social-distancing is applied at about 80%, and the economy is affected and persists at a lower level. In this case $R_0 = 7.6$, but $R = 5.7$. We did not detect multi-stability in this case, although it is possible we did not explore all initial conditions. The simulations suggested that $E_3$ may be unstable.

In Figure 8, we demonstrate several different concepts. First we show that the interior equilibrium can lose stability and that sustained oscillations are possible. Second, we show that multi-stability is possible in this model although it appears to be rare. As multi-stability occurs, we have two stable solutions – sustained oscillations around the interior equilibrium, and equilibrium $E_2$. Third, we show that the equilibrium $E_2$ may be stable, even though our analysis was inconclusive in this case.
Figure 8. Simulations of the model (12) depicting the dynamics of the proportion of infectious individuals, $i(t)$ ((a) and (d)), the proportion of individuals who are strictly social-distancing, $x(t)$ ((b) and (e)), and the capital per effective worker, $k(t)$ ((c) and (f)) as a function of time for different initial conditions. Dynamics for the first 20 days from (e)-(f) are illustrated in (a)–(c). The parameter values used for the simulations are $\delta_0 = 0.4$ per day, $r_s = 0.2$ per day, $c = 1$, $\mu = 0.01$ per day, $\gamma = 0.5$ per day, $\beta = 1.2$ per day, $\rho = 0.2$ per day, $s = 0.1$ per day, and $d = 0.3$ per day.

Figure 8 is an extension of Figure 4 to the disease-human behaviour-economic model. The reproduction number is $R_0 = 2.35$. Compared to Figures 4 and 8 has only $E_2$ stable. Thus, the presence of capital to be used in funding social-distancing makes the equilibrium $E_3$ unstable and not attractive.

Figures 6–8 occur when $\rho s^2 - 2\delta_0 < 0$. But, when $\rho s^2 - 2\delta_0 > 0$, the equilibrium $E_6$, can be stable and the disease can be eliminated with a high level of social-distancing maintained through capital infusions. We illustrate this in Figure 9. In this figure $R_0 = 5.3$, but we do not find bistability.

Figure 9. Simulations of the model (12) showing the dynamics of (a) the proportion of infectious individuals ($i(t)$), (b) the proportion of individuals who are strictly social-distancing ($x(t)$), and (c) the capital per effective worker ($k(t)$) as a function of time for different initial conditions. The parameter values used for the simulations are $\delta_0 = 0.01$ per day, $r_s = 0.2$ per day, $c = 2.7$, $\mu = 0.01$ per day, $\gamma = 0.5$ per day, $\beta = 2.7$ per day, $\rho = 1$ per day, $s = 0.5$ per day, and $d = 0.4$ per day.
3.4. The disease-human behaviour-economic interplay

We address the question, ‘How does capital help with disease elimination when \( R_0 > 1 \)?’ It turns out that elimination is possible both in the case when the economy is stronger than the social norms \( \rho_s^2 \sigma^2 > 2\delta_0 \) and when it is weaker, i.e. when \( \rho_s^2 \sigma^2 < 2\delta_0 \). However, the long-term outlook for the economy is different and the proportion of individuals who engage in strict or full social-distancing is different. If the economy is weaker than the social norms, elimination of the disease is only possible when 100% of the population practices complete social-distancing. This leads to exhaustion and possible collapse of the economy. This scenario, although leading to disease-elimination is unlikely to be attainable or sustainable under realistic conditions. On the other hand, if the economy is stronger than the social norms, elimination of the disease is possible when only a potentially small fraction of the population practices complete social-distancing. This leads to, possibly, lower capital persistence but the economy does not collapse. This scenario leading to disease-elimination is attainable or sustainable under realistic conditions.

4. Discussion

This paper introduces two models: a coupled disease-human behaviour (or disease-game theoretic) model to study the impact of full social-distancing, and a coupled disease-human behaviour model with an economic component to study the interplay between infectious diseases, human behaviour, and economic growth. The first model can have five different kinds of equilibria: a disease-free social-distancing free equilibrium, which is stable if \( R_0 < 1 \) and unstable if \( R_0 > 1 \); a disease-free full social-distancing equilibrium, which is stable if social norms to follow health directives are stronger than the cost of full social-distancing, and unstable otherwise; a disease-free intermediate level of full social-distancing, which is always unstable; an endemic equilibrium without full social-distancing, which is stable if the replicator reproduction number is smaller than one, i.e. \( R < 1 \) and unstable otherwise; and one or two interior equilibria, one of which may be stable while the other is unstable. The stable interior equilibrium may lose stability via a Hopf bifurcation and sustained periodic oscillations are possible. When \( R_0 > 1 \), there are three possible outcomes: disease persistence without full social-distancing, disease persistence at a lower level of the fraction of the population practicing full social-distancing, and disease eradication with 100% of the population practicing full social-distancing.

Next, we introduced a model of social-distancing with an economic compartment. The second model has ten possible equilibria. These include an extinction equilibrium, with no disease, no strict social-distancing, and a possibility of the economy collapsing. This equilibrium is always unstable. There are three equilibria with only one non-trivial component: an equilibrium where the disease persists but there is no social-distancing and the economy collapses. This equilibrium is always unstable. There is also an equilibrium where everyone practices full social-distancing and there is no disease and the economy collapses. This equilibrium is always unstable. The third equilibrium occurs when there is no disease and no social-distancing, but the economy persists at its usual level. This equilibrium is stable under certain conditions. We also found another group of three equilibria in which one of the components is trivial, and the other two are non-trivial. The first of
these three equilibria is an equilibrium in which there is no disease, but part of the population practices complete social-distancing and the economy is persisting at some level, another equilibrium when there is no complete social-distancing, the disease persists, and the economy is at some level. These two are stable under appropriate conditions. The last of these three equilibria is an equilibrium in which the disease persists, a portion of the population practices complete social-distancing, but the economy collapses. This equilibrium is unstable. The last equilibrium is the interior equilibrium. As in the first model the interior equilibrium can undergo backward bifurcation and multiple interior equilibria are possible. When multiple equilibria exist, the lower one (i.e. the one with a smaller proportion of infectious individuals) is locally stable, while the upper one (i.e. the one with a larger proportion of infectious individuals) is unstable. When a unique equilibrium exists it could be stable or unstable depending on additional conditions. A stable interior equilibrium can lose stability through a Hopf bifurcation accompanied by sustained oscillations.

We asked the question ‘When can the disease be eliminated in the case $R_0 > 1$?’ It turns out that disease elimination might be possible. According to the first model this is possible only if the entire population practices complete social-distancing. The second model, however, highlights the role of the economy. If the economy is weaker than the social norms, then elimination of the disease is only possible if the entire population practices complete social-distancing, a scenario that is potentially not very realistic. If however, the economy is stronger than the social norms, then elimination is possible with some portion of the population practicing complete social-distancing at the expense of the economy.

In both systems, we modelled disease transmission through a generic susceptible-infectious-susceptible (SIS) framework. Our goal in this manuscript was to understand the interplay between infectious diseases that can be controlled using NPIs such as social-distancing, human response to interventions against these diseases and economic growth from an analytical and numerical perspective. Hence, we used simplified models for analytical tractability. However, we used COVID-19 to motivate the study since it was ongoing at the time of the study and an intervention like social-distancing was instrumental in the fight against COVID-19. Although using a simple SIS model enabled us to be able to explore various properties and behaviours of the model analytically and numerically, it is restrictive and might not be applied directly to model COVID-19. An extension of the framework involving more realistic epidemiological features of COVID-19 such as pre-symptomatic infectious, asymptomatic infectious, hospitalized, and recovered classes, as well as COVID-19 related mortalities is currently under investigation. Another possible extension includes the role of testing and vaccines in the fight against the COVID-19 pandemic. It should also be mentioned that this study was performed with randomly selected parameter values since our goal was to illustrate the analytical results and to explore various dynamical behaviours. However, a future study will consider a more realistic framework in which disease, human behaviour, and economic data will be used to calibrate the parameters of the model. Another possible extension include considering economic processes that do not rely on the production of physical goods, where people can work remotely, while fully social-distancing. Furthermore, Strategy B can be broken into two other strategies involving individuals who do not adopt social-distancing at all and individuals who adopt social-distancing only partially.
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