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Abstract

Archetypal analysis is an unsupervised learning method for exploratory data analysis. One major challenge that limits the applicability of archetypal analysis in practice is the inherent computational complexity of the existing algorithms. In this paper, we provide a novel approximation approach to partially address this issue. Utilizing probabilistic ideas from high-dimensional geometry, we introduce two preprocessing techniques to reduce the dimension and representation cardinality of the data, respectively. We prove that provided the data is approximately embedded in a low-dimensional linear subspace and the convex hull of the corresponding representations is well approximated by a polytope with a few vertices, our method can effectively reduce the scaling of archetypal analysis. Moreover, the solution of the reduced problem is near-optimal in terms of prediction errors. Our approach can be combined with other acceleration techniques to further mitigate the intrinsic complexity of archetypal analysis. We demonstrate the usefulness of our results by applying our method to summarize several moderately large-scale datasets.
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1 Introduction

Archetypal analysis (AA) is an unsupervised learning method introduced by Cutler and Breiman in 1994 [10]. For fixed $k \in \mathbb{N}$, the method finds a convex polytope with $k$ vertices, referred to as archetypes, in the convex hull of the data that explains the most variation of the data. Equivalently, given $\{x_i\}_{i \in [N]} \subset \mathbb{R}^d$, AA can be formulated as the following optimization problem:

$$\min_{A \in \mathbb{R}^{N \times k}, B \in \mathbb{R}^{k \times N}} \frac{1}{\sqrt{N}} \|X - XAB\|_F, \quad X = [x_1, \ldots, x_N] \in \mathbb{R}^{d \times N},$$

where $F$ denotes the Frobenius norm, and ‘cs’ stands for column stochastic matrices, which are entry-wise nonnegative matrices with each column summing to 1. The normalizing factor $1/\sqrt{N}$

*Equal contribution.
is introduced for convenience later. To understand this formulation, note that the columns of \( XA \) are the expected archetypes, and the columns of \( B \) correspond to the projection coefficients of the columns of \( X \) to the convex hull of the archetypes. Consequently, the objective defined in (1.1) represents the (average) variation of the data that cannot be explained by the convex combinations of the archetypes.

AA is closely related to other unsupervised learning methods such as the \( k \)-means, principal component analysis (PCA) and nonnegative matrix factorization (NMF) [19, 22]. In fact, AA can be seen as an interpolation between the \( k \)-means and PCA; it has more geometry than the former while it is more restrictive than the latter due to additional convexity constraints. This allows AA to produce more interpretable results in many applications, e.g., in evolutionary biology [38], meanwhile raising additional questions of increased computational complexity. Under suitable assumptions, the consistency and convergence of AA have recently been established in [33], laying the foundation for AA to be applicable to large-scale inference.

Despite offering interpretable results, AA did not gain equal attention compared to its alternatives. One possible reason, as pointed out in [6], is due to the lack of efficient computational resources for applying AA to large-scale datasets, which are becoming increasingly ubiquitous in the big-data era. Indeed, the optimization defined in (1.1) is non-convex, and one common approach to solving (1.1) is based on an alternating minimization algorithm [10], which will be reviewed in Section 2. The subproblems in the alternating minimization scheme are equivalent to quadratic programming problems (see Section 2), which makes the full loop for solving AA computationally intensive for moderately large dimension \( d \) and cardinality \( N \).

The scope of this paper is to provide a promising perspective for addressing the theoretical computational challenges encountered by the AA. Instead of focusing on optimizing the subproblem solvers to accelerate computation, we introduce two separate dimensionality reduction techniques to downsize the problem before applying optimization methods to solve (1.1). We show that under appropriate conditions, a solution of the reduced AA (i) well-approximates the solution of the original problem (1.1) in terms of projection error and (ii) can be obtained significantly faster than the original solution. Our approach relies on a few fundamental results in high-dimensional geometry. Note that our proposed method is a data preprocessing procedure by nature, and complements the many existing methods to further accelerate computation.

1.1 Related work

Making archetypal analysis practical for large-scale data analysis has been an active area of research in recent years. Various approaches have been proposed to attack the problem from different perspectives. For example, feasible optimization techniques such as projected gradients [31], active-subsets [6], and the Frank-Wolfe method [4] are considered for accelerating solving the quadratic programming problem in the alternating minimization scheme. Relaxation methods including decoupling [30] and sparse projections [1] are concerned with relaxing the alternating minimization into problems that enjoy better scalability properties. Another direction of work is centered around approximately solving AA by first reducing the cardinality of the data via sparse representation [40, 27]. Although these approaches are demonstrated to work well empirically, they either do not address the intrinsic complexity of the problem or lack theoretical guarantee on the quality of approximation. In the recent work [28], the authors proposed to use the coreset of the data to reduce the computational complexity of the objective function and theoretically quantified the approximation error.
Using approximate isometric embedding to reduce dimensionality is a fruitful idea in data analysis. The technique has been successfully applied to a variety of problems including least-squares regression [12, 2], clustering [5, 8, 29], low-rank approximation [41, 7, 18], nonnegative matrix factorization [14, 34], and tensor decomposition [44, 3].

1.2 Contributions of this paper

This paper proposes two novel dimensionality reduction techniques which can be combined with existing approaches to mitigate the inherent complexity of archetypal analysis. Both techniques come with theoretical guarantees on their approximation accuracy. In particular,

- We introduce a data compression technique based on a randomized Krylov subspace method [32] to reduce data dimension. This procedure allows us to circumvent frequent queries to high-dimensional data and is new in the context of archetypal analysis.
- We propose to use random projections to compute an approximate convex hull of the data to reduce the cardinality of the dictionary to represent archetypes.
- We theoretically analyze the approximation accuracy and time complexity for both techniques. In particular, we show that the reduced archetypal analysis gives a near-optimal solution but assigns significantly reduced complexity provided that the data is low-dimensional and approximately described by a few extreme patterns.

Our results yield an approximate algorithm that is capable of dealing with data that is large both in size and dimension. Numerical experiments are provided which support and illustrate our theoretical findings.

1.3 Outline

The rest of the paper is organized as follows. In Section 2, we review the standard alternating minimization algorithm for solving archetypal analysis as well as the corresponding computational challenges. In Section 3 and 4, we introduce two separate randomized techniques to reduce the data dimension and representation cardinality of the archetypes, respectively. We also quantify the approximation accuracy and the computational complexity for both techniques. In Section 5, we combine the ideas in Section 3 and 4 to devise an approximate algorithm for archetypal analysis. We show that the proposed algorithm gives a near-optimal solution meanwhile having significantly reduced computational complexity for datasets that are approximately embedded in a low-dimensional subspace and well summarized via a few extreme points. We numerically verify our results in Section 6.

1.4 Notation

In the rest of the paper, \( \mathbf{X} \in \mathbb{R}^{d \times N} \) denotes the data matrix. We always use \((\mathbf{A}_\star, \mathbf{B}_\star)\) to denote a minimizer to (1.1), and \( \text{opt}(\mathbf{X}) = \|\mathbf{X} - \mathbf{X} \mathbf{A}_\star \mathbf{B}_\star\|_F / \sqrt{N} \) the corresponding optimum value.

Denote \([m] = \{1, \ldots, m\} \subset \mathbb{N}\). For a matrix \( \mathbf{A} \in \mathbb{R}^{m \times n} \), we denote by \( \sigma_i(\mathbf{A}) \) the \( i \)-th largest singular value of \( \mathbf{A} \), and \( \mathbf{A}^\dagger \) the Moore-Penrose pseudoinverse of \( \mathbf{A} \). For \( T_1 \subseteq [m] \) and \( T_2 \subseteq [n] \), we use notation \( \mathbf{A}[T_1, :] \), \( \mathbf{A}[-T_1, :] \), \( \mathbf{A}[; T_2] \), and \( \mathbf{A}[; -T_2] \) to denote the submatrices formed by taking the rows of \( \mathbf{A} \) with indices in \( T_1 \), the rows of \( \mathbf{A} \) with indices in \( [m] \setminus T_1 \), the columns of
with indices in $T_2$, and the columns of $A$ with indices in $[n] \setminus T_2$, respectively. When talking about subspace embedding for $A$, we view $A$ as $n$ points $A[; 1], \ldots, A[; n]$ in the column space of $A$, i.e., $\text{col}(A)$. We use $\text{conv}(A)$ and $\text{ex}(A)$ to represent the convex hull of the columns of $A$ and the corresponding extreme points, respectively.

Moreover, $O(\cdot), a(n_1, \ldots, n_\ell) \lesssim b(n_1, \ldots, n_\ell)$ and $a(n_1, \ldots, n_\ell) \gtrsim b(n_1, \ldots, n_\ell)$ are standard notation in complexity theory, where the implicit constants do not depend on the indices $n_1, \ldots, n_\ell$.

2 An alternating minimization algorithm for archetypal analysis

In this section, we review an alternating minimization algorithm for solving $AA$, due to Cutler and Breiman [10].

Note that (1.1) is a non-convex optimization. However, when fixing $A$ or $B$ and solving for the other, the problem becomes convex. This observation gives rise to the following alternating minimization algorithm for computing a stationary solution for (1.1).

Algorithm 1: Alternating Minimization Algorithm for AA [10]

Input: $\{x_i\}_{i \in [N]}$: dataset, $k$: number of archetypes

Output: $A, B$

1: Initialize $XA$
2: while not converged do
3: $B \leftarrow \arg \min_{B' \in \mathbb{R}^{k \times N}} \|X - XAB'\|_F^2$
4: $A \leftarrow \arg \min_{A' \in \mathbb{R}^{N \times k}} \|X - XA'B\|_F^2$
5: end while
6: final update for $B$: $B \leftarrow \arg \min_{B' \in \mathbb{R}^{k \times N}} \|X - XAB'\|_F^2$
7: return $A, B$

The loop in Algorithm 1 updates $B$ and $A$ alternatingly. To analyze the computational complexity of these subroutines, we formulate the optimization problems in steps 3 and 4 more explicitly as follows.

In step 3, $A$ is fixed and $B$ needs to be updated. If we let $Z = XA$, then the optimization is equivalent to computing the projection coefficients for each column in $X$ to $\text{conv}(Z)$. In particular, we need to solve $N$ independent $k$-dimensional quadratic programming problems:

$$\min_{b \in \mathbb{R}^k, \|b\|_1 = 1, b \geq 0} \|Zb - X[; i]\|_2^2 \quad i \in [N].$$

In step 4, $B$ is fixed and $A$, or equivalently, $Z$, needs to be updated. Using the Pythagorean theorem, one can first compute the least-squares solutions

$$\arg \min_{Z \in \mathbb{R}^{d \times k}} \|X - ZB\|_F^2 = ((B^TX)^T)^T = XBB^T(BB^T)^{-1},$$

then update each column of $A$ by projection:

$$\min_{a \in \mathbb{R}^N, \|a\|_1 = 1, a \geq 0} \|Xa - XB^T(BB^T)^{-1}[; i]\|_2^2 \quad i \in [k]. \quad (2.1)$$

Alternatively, one can use a Gauss-Seidel approach to update the columns of $Z$ sequentially to accelerate computation [33]. Since the rest of the paper uses the Gauss-Seidel technique in
the subroutine of solving reduced AA, we derive the optimization problems resulting from the procedure; more details can be found in [33, Appendix B].

The Gauss-Seidel method updates the identified archetypes (i.e. the columns of $Z$) one at a time. In the $i$-th step, the procedure optimizes over the $i$-th column of $Z$ with the rest kept fixed. It can be verified from direct computation that for $i \in [k]$,

$$
\|X - ZB\|_F^2 = \sum_{j \in [d]} \sum_{\ell \in [N]} \left[ X[j, \ell]^2 - 2X[j, \ell] \sum_{s \in [k]} Z[j, s]B[s, \ell] + \left( \sum_{s \in [k]} Z[j, s]B[s, \ell] \right)^2 \right] \\
= \sum_{j \in [d]} \sum_{\ell \in [N]} \left[ (Z[j, i]B[i, \ell])^2 - 2Z[j, i]B[i, \ell] \left( X[j, \ell] - \sum_{s \neq i} Z[j, s]B[s, \ell] \right) \right] + \Delta \\
= \|B[i, :]\|^2 \sum_{j \in [d]} \left[ Z[j, i] - \frac{1}{\|B[i, :]\|^2} \sum_{\ell \in [N]} B[i, \ell] \left( X[j, \ell] - \sum_{s \neq i} Z[j, s]B[s, \ell] \right) \right]^2 + \Delta,
$$

where $D_i = X - Z[:, -i]B[-i, :]$ and $\Delta$ collects the terms that do not depend on $Z[:, i]$. Since $Z[:, i] = XA[:, i]$, minimizing $\|X - ZB\|_F^2$ is equivalent to solving

$$
\min_{a \in \mathbb{R}^N, \|a\|_1 = 1, a \geq 0} \left\| Xa - \frac{D_i(B[i, :])^T}{\|B[i, :]\|^2} \right\|_2^2 \quad i \in [k]. \quad (2.2)
$$

Either (2.1) or (2.2) involves solving $k$ quadratic programming problems with variable dimension $N$.

For small $k$ and large $N$, the computation time in step 3 scales linearly in $N$ (assuming solving a $k$-dimensional quadratic programming problem takes constant time). For step 4, the computation time is approximately equal to a multiplicative constant ($k$) times the complexity of solving an $N$-dimensional quadratic programming problem, which can be computationally infeasible for large $N$. We will provide a theoretically justified accelerated scheme for step 4 in Section 4. Moreover, when $d$ is large, taking repeated numerical operations on $X$ is inconvenient. We will introduce a data dimensionality reduction technique to address this issue in Section 3.

### 3 Data dimensionality reduction

We first consider the scenario where the data dimension is large. This may happen, for instance, when each data point is obtained from the discretization of a continuous function (time series) or encodes a high-resolution image. In this case, directly working with the data is inconvenient. Instead, we can embed $X$ in a lower dimensional space while maintaining the convexity structure of $X$. This compression will save us from frequently querying the columns of $X$ in the iterative process for solving (1.1), which can be computationally expensive. A straightforward idea for embedding is via singular value decomposition (SVD), which we recall below:
**Definition 3.1.** Suppose \( \text{rank}(X) = r \leq \min\{N, d\} \). The singular value decomposition (SVD) of \( X \) is given by \( X = U\Sigma V^T \), where \( U \in \mathbb{R}^{d \times r}, V \in \mathbb{R}^{r \times N} \) are the left and right singular vector matrices, respectively, and \( \Sigma \in \mathbb{R}^{r \times r} \) is a diagonal matrix with diagonal entries arranged in non-increasing order.

Under the columns of \( U, \Sigma V^T \in \mathbb{R}^{r \times N} \) provides a sparse representation for \( X \) (since \( r \leq d \)). If we first embed \( X \) in \( U \) using SVD and apply AA to \( \Sigma V^T \), then for every feasible \((A, B)\), by the unitary invariance of Frobenius norm,

\[
\|\Sigma V^T - \Sigma V^T AB\|_F^2 = \|U^T X - U^T X AB\|_F^2 = \|X - X AB\|_F^2,
\]

which establishes the equivalence between (1.1) and the AA under the SVD representation.

In fact, if \( X \) has full rank but possesses low-rank structure, one may use a truncated SVD to further reduce the data dimension at a minor cost of accuracy, as made precise in the following theorem:

**Theorem 3.1.** Suppose \( p \leq r = \text{rank}(X) \). Denote by \( U_p, V_p \) the first \( p \) columns of \( U \) and \( V \), respectively, and \( \Sigma_p \) the top \( p \times p \) submatrix of \( \Sigma \). Let \((\tilde{A}, \tilde{B})\) be a solution to the AA for the truncated SVD representation of \( X \) at \( p \)-th level:

\[
\min_{A \in \mathbb{R}^{N \times d}, B \in \mathbb{R}^{k \times N}} \frac{1}{\sqrt{N}} \|\Sigma_p V_p^T - \Sigma_p V_p^T AB\|_F.
\]

Then,

\[
\frac{1}{\sqrt{N}} \|X - X \tilde{A} \tilde{B}\|_F \leq \text{opt}(X) + 4\sigma_{p+1}(X).
\]

**Proof.** Let

\[
X_p := U_p \Sigma_p V_p \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad X_{-p} := X - X_p.
\]

By the Eckart–Young theorem [13], \( X_p \) is the best rank-\( p \) approximation for \( X \) in the spectral norm, with approximation error \( \|X_{-p}\|_2 = \sigma_{p+1}(X) \). Let \((A_*, B_*)\) be a solution to (1.1). Consequently,

\[
\|X - X \tilde{A} \tilde{B}\|_F \leq \|X_p - X_p \tilde{A} \tilde{B}\|_F + \|X_{-p} - X_{-p} \tilde{A} \tilde{B}\|_F
\]
\[
\leq \|X_p - X_p A_* B_*\|_F + \|X_{-p} - X_{-p} \tilde{A} \tilde{B}\|_F
\]
\[
\leq \|X - X A_* B_*\|_F + \|X_{-p} - X_{-p} A_* B_*\|_F + \|X_{-p} \tilde{A} \tilde{B}\|_F
\]
\[
\leq \|X - X A_* B_*\|_F + 2\|X_{-p}\|_F + \|X_{-p} A_* B_*\|_F + \|X_{-p} \tilde{A} \tilde{B}\|_F.
\]

Since \( A_*, \tilde{A}, B_*, \tilde{B} \) are column stochastic matrices, so are \( A_* B_* \) and \( \tilde{A} \tilde{B} \). It follows from direct computation and Cauchy-Schwarz inequality that

\[
\|X_{-p} A_* B_*\|_F = \sqrt{\sum_{i \in [N]} \|X_{-p}(A_* B_*)[:, i]\|_2^2} \leq \sqrt{\sum_{i \in [N]} \|X_{-p}\|_2^2 \|(A_* B_*)[:, i]\|_2^2}
\]
\[
\leq \sqrt{\sum_{i \in [N]} \|X_{-p}\|_2^2 \|(A_* B_*)[:, i]\|_1^2}
\]
\[
\leq \|X_{-p}\|_2 \sqrt{N}.
\]
Similarly,
\[ \|X - p\tilde{A}\tilde{B}\|_F \leq \|X - p\|_2\sqrt{N}. \quad (3.6) \]

Plugging (3.5) and (3.6) into (3.4) and dividing by \( \sqrt{N} \) yields
\[
\frac{1}{\sqrt{N}}\|X - X\tilde{A}\tilde{B}\|_F \leq \text{opt}(X) + \frac{2}{\sqrt{N}}\|X - p\|_2 + 2\|X - p\|_2 \leq \text{opt}(X) + 4\|X - p\|_2
\]
\[
= \text{opt}(X) + 4\sigma_{p+1}(X),
\]
completing the proof.

Thus, for data \( X \) that admits a good low-rank approximation, AA applied to the truncated SVD representation yields a near-optimal solution in terms of prediction errors. In this case, the data dimension can be significantly reduced to streamline computation. However, to obtain truncated SVD representations, one often needs to compute the full SVD of \( X \), which has complexity \( O(dN \min\{d, N\}) \). For large \( d \) and \( N \), this procedure is computationally intensive and thus can be restrictive in practice. To address this issue, we consider an approximate version of the best rank-\( p \) approximation without taking the SVD of \( X \).

**Definition 3.2.** A matrix \( \tilde{X}_p \) is a \( (1 + \varepsilon) \) rank-\( p \) approximation to \( X \) if \( \text{rank}(\tilde{X}_p) \leq p \) and
\[
\|X - \tilde{X}_p\|_2 \leq (1 + \varepsilon)\|X - X_p\|_2,
\]
where \( X_p \) is the best rank-\( p \) approximation to \( X \) as defined in (3.3).

Before turning to discuss how to find such an \( \tilde{X}_p \), we consider a few consequences assuming its existence. Similar to the previous discussion, we can apply AA to \( \tilde{X}_p \), which can be efficiently represented using the SVD. As will be seen shortly, computing the SVD of \( \tilde{X}_p \) is much cheaper than \( X \) when \( p \) is small. On the other hand, let \( \tilde{X}_p = \tilde{U}_p\tilde{\Sigma}_p\tilde{V}_p^T \) be the SVD of \( \tilde{X}_p \) and define
\[
\tilde{X} = \tilde{\Sigma}_p\tilde{V}_p^T \quad \Rightarrow \quad \tilde{X}_p = \tilde{U}_p\tilde{X}.
\]
(3.8)

The following theorem quantifies the approximation error if we use \( \tilde{X} \) in place of \( X \) for archetypal analysis:

**Theorem 3.2.** Let \( \varepsilon > 0 \). Suppose \( \tilde{X}_p \) is a \((1 + \varepsilon)\) rank-\( p \) approximation to \( X \), and \( \tilde{X} \) is the representation of \( \tilde{X}_p \) under the left singular vectors. Let \((A, B)\) be a solution to the AA applied to \( \tilde{X} \):
\[
\min_{A \in \mathbb{R}^{N \times k}, B \in \mathbb{R}^{k \times N}} \frac{1}{\sqrt{N}} \|\tilde{X} - \tilde{X}AB\|_F.
\]
(3.9)

Then,
\[
\frac{1}{\sqrt{N}}\|X - X\tilde{A}\tilde{B}\|_F \leq \text{opt}(X) + 4(1 + \varepsilon)\sigma_{p+1}(X).
\]
Proof. Proceeding similarly as proof of Theorem 3.1 with $X_p, X_{-p}$ replaced by $\tilde{X}_p$ and $\tilde{X}_{-p} = X - \tilde{X}_p$, respectively,

$$\frac{1}{\sqrt{N}}\|X - X\tilde{A}\tilde{B}\|_F \leq \text{opt}(X) + 4\|\tilde{X}_{-p}\|_2 \overset{(3.7)}{\leq} \text{opt}(X) + 4(1 + \varepsilon)\sigma_{p+1}(X).$$

Theorem 3.2 implies that for $X$ with small best rank-$p$ approximation error, using the SVD representation of $\tilde{X}_p$ will only result in a small impact on prediction accuracy. The following algorithm, due to Musco and Musco [32], provides a way to compute $\tilde{X}_p$ (i.e., $\tilde{X}$) via randomized block Krylov methods. The details of the algorithm are given in Algorithm 2:

**Algorithm 2:** Block Krylov Iteration [32]

**Input:** $X \in \mathbb{R}^{d \times N}$: data matrix, $p$: approximation rank, $s$: power parameter

**Output:** $\tilde{X}_p$

1. generate $p$ random initializations: $S \in \mathbb{R}^{N \times p}$, $S_{ij} \overset{i.i.d}{\sim} \mathcal{N}(0,1)$
2. construct the Krylov subspace: $K = [XS, (XX^T)XS, \ldots, (XX^T)^{s-1}XS] \in \mathbb{R}^{d \times (sp)}$
3. compute the QR decomposition for $K$: $K = QR$
4. compute the SVD of $X_{\text{emd}} = X^TQ$: $X_{\text{emd}} = U_{\text{emd}} \Sigma_{\text{emd}} V_{\text{emd}}^T$
5. compute $\tilde{X}$: $\tilde{X}_p = LL^T X$, with $L = QV_{\text{emd}}[; i : p]$

For moderately large $s$, with high probability, $\tilde{X}_p$ returned by Algorithm 2 is a good approximation to $X_p$:

**Lemma 3.1** ([32]). For $\varepsilon, \delta > 0$, there exist absolute constants $C_1, C_2 > 0$ such that if

$$s > \frac{C_1}{\sqrt{\varepsilon}} \log \left( \frac{N}{\varepsilon \delta} \right) \quad p \geq C_2 \log \left( \frac{4}{\delta} \right),$$

then for with probability at least $1 - \delta$, the $\tilde{X}_p$ in Algorithm 2 satisfies (3.7).

Proof. Lemma 3.1 is a probabilistic version of [32, Theorem 1] where a fixed probability (0.99) is used instead of $1 - \delta$ for an arbitrary $\delta$. Nevertheless, the proof is the similar except one needs to apply sharp concentration inequalities to bound extreme singular values of Gaussian matrices [43, Corollary 7.3.3], [36, Theorem 1.2] to control the failure probability.

**Remark 3.1.** Other randomized low-rank approximation algorithms may also be used in place of Algorithm 2. For example, one can use the randomized simultaneous iteration to compute $\tilde{X}_p$ [18, 45]. Under the same approximation error $\varepsilon$ and failure probability $\delta$, the sample complexity of this method has a slightly worse dependence on $\varepsilon$ (i.e. $s = O(\log(N/\varepsilon \delta)/\varepsilon)$) than (3.10). As such theoretical discrepancy was also manifested in several empirical studies in [32], we use Algorithm 2 to compute $\tilde{X}_p$ in this article.

**Remark 3.2.** The desired low-rank approximation $\tilde{X}_p$ is computed under the spectral norm, which is necessary in the derivation of approximation error in Theorem 3.2. Other randomized algorithms based on oblivious sketching [37, 45, 8] or leverage score sampling [9] only produce low-rank approximations under the Frobenius norm. Since an error bound under the Frobenius norm does not imply a similar bound under the spectral norm, these methods do not directly work for the problem considered in this paper.
To apply Theorem 3.2, we need to compute the SVD representation of the low-rank approximation matrix \( \tilde{X}_p \), that is, \( \tilde{X} \) rather than \( \tilde{X}_p \) itself; see (3.8). Since the output of Algorithm 2 is the full low-rank matrix \( \tilde{X}_p \), finding its SVD representation may incur additional computational cost for our purpose. However, in Algorithm 2, \( \tilde{X} \) can be read off the shelf as \( \tilde{X} = \Sigma_{\text{emd}}[1:p,1:p](U_{\text{emd}}[:,1:p])^T \), where \( \Sigma_{\text{emd}} \) and \( U_{\text{emd}} \) are computed in step 4. Thus, the total cost for \( \tilde{X}_p \) is the computational complexity for the first four steps in Algorithm 2.

**Theorem 3.3.** Let \( \tilde{X} \) be the SVD representation of \( \tilde{X}_p \) in Algorithm 2. Then, the computational complexity for \( \tilde{X} \) is \( \mathcal{O}(dNp + dp^2s^2 + Nps \min\{N,ps\}) \).

**Proof.** We only sketch the proof; more details can be found in [32]. Step 1 in Algorithm 2 generates a random Gaussian matrix which takes time \( \mathcal{O}(Np) \). Step 2 computes the Krylov subspace basis which takes time \( \mathcal{O}(dNps) \). The QR decomposition of \( K \) in step 3 takes time \( \mathcal{O}(dp^2s^2) \). In step 4, we first compute \( X_{\text{emd}} \), which takes time \( \mathcal{O}(dNp) \), then compute the SVD of \( X_{\text{emd}} \), which takes time \( \mathcal{O}(Np \cdot \min\{N,ps\}) \). Computing \( \tilde{X} = \Sigma_{\text{emd}}[1:p,1:p](U_{\text{emd}}[:,1:p])^T \) takes time \( \mathcal{O}(Np) \). \( \square \)

**Remark 3.3.** When \( ps \ll \min\{d, N\} \), the computational complexity of \( \tilde{X} \) becomes \( \mathcal{O}(dNps) \), which is significantly smaller than \( \mathcal{O}(dN \min\{d, N\}) \).

Setting \( \varepsilon = 1 \) in Lemma 3.1 and combining Theorem 3.2, we have the following result:

**Theorem 3.4.** Let \( \tilde{X} \) be the SVD representation of \( \tilde{X}_p \) returned by Algorithm 2. Let \((\tilde{A}, \tilde{B})\) be a solution to the AA for \( \tilde{X} \):

\[
\min_{A \in \mathbb{R}^{N \times k}, B \in \mathbb{R}^{k \times N}} \frac{1}{\sqrt{N}} \| \tilde{X} - \tilde{X}AB \|_F. \tag{3.11}
\]

For \( \delta > 0 \), if \( p \) satisfies (3.10) and \( s > C \log(N/\delta) \) for some absolute constant \( C > 0 \), then with probability at least \( 1 - \delta \),

\[
\frac{1}{\sqrt{N}} \| X - X \tilde{A}\tilde{B} \|_F \leq \text{opt}(X) + 8\sigma_{p+1}(X).
\]

**Remark 3.4.** Fixing \( \delta \) small, say \( \delta = 0.01 \), \( s = \mathcal{O}(\log N) \). The computational complexity of \( \tilde{X} \) is \( \mathcal{O}(dNp \log N + dp^2 \log^2 N + Np \log N \min\{N,p \log N\}) \). Consequently, for data \( X \) that can be well approximated via low-rank matrices with approximation rank \( p \ll N \), using Algorithm 2 can effectively reduce the dimension of AA.

## 4 Representation cardinality reduction

We now consider the situation where the dataset has a large cardinality, i.e., \( N > d \). In this case, to reduce computational complexity, we propose to use a parsimonious subset of points in \( X \) to approximately represent \( \text{conv}(X) \), i.e., we wish to find a small subset \( T \subset [N] \) such that

\[
\text{conv}(X_T) \approx \text{conv}(X), \tag{4.1}
\]

where \( X_T := X[:,T] \) and \( \approx \) will be made rigorous later. We will refer to \( \text{conv}(X_T) \) as an approximate convex hull of \( X \).
The idea of using subsets of \( X \) (i.e. extreme points) to represent \( \text{conv}(X) \) has been considered in [40, 27], where exact equality in (4.1) is expected. Here we only ask for approximate representation of \( \text{conv}(X) \) (allowing for a small approximation error), so that it is possible to further reduce the cardinality of the representation set for the archetypes (Figure 1).

![Figure 1: An example of the convex hull (red solid curves) and an approximate convex hull (blue dashed curve) of a randomly generated dataset.](image)

Similar to the discussion in the previous section, we first give a few consequences assuming \( X_T \) exists.

**Definition 4.1.** We say that \( X_T \) is an \( \varepsilon \)-approximate convex hull of \( X \) if

\[
d_H(\text{conv}(X_T), \text{conv}(X)) \leq \varepsilon,
\]

where \( d_H(X, Y) := \max \left\{ \sup_{x \in X} d(x, Y), \sup_{y \in Y} d(X, y) \right\} \) is the Hausdorff distance.

**Theorem 4.1.** For \( \varepsilon > 0 \) and \( T \subseteq [N] \), suppose \( X_T \) is a \( (\text{opt}(X) \cdot \varepsilon) \)-approximate convex hull of \( X \). Consider the following AA optimization problem constrained to \( \text{conv}(X_T) \):

\[
\min_{A \in \mathbb{R}^{T|Xk}, B \in \mathbb{R}_{c \times N}} \frac{1}{\sqrt{N}} \|X - X_T AB\|_F. \tag{4.3}
\]

Then, the archetype points given by the solution of (4.3) provide a \( (1 + \varepsilon) \)-approximation to the solution for (1.1) in terms of prediction errors:

\[
\min_{A \in \mathbb{R}^{T|Xk}, B \in \mathbb{R}_{c \times N}} \frac{1}{\sqrt{N}} \|X - X_T AB\|_F \leq (1 + \varepsilon)\text{opt}(X).
\]

**Proof.** For an optimal solution \((A_*, B_*)\) of (1.1) that resides on the boundary of \( \text{conv}(X) \) (such a solution always exists [10]), consider the projection of each column of \( X A_* \) to \( \text{conv}(X_T) \), and denote the projected points as \( Z \). Note that \( Z \) is well-defined as \( \text{conv}(X_T) \subset \text{conv}(X) \). By
the triangle inequality, the distance between each column of $X$ and $\text{conv}(Z)$ is bounded by the sum of the distance between the column of $X$ and $\text{conv}(XA_*)$ and $d_H(XA_*, Z)$. Since $X_T$ gives an $(\text{opt}(X) \cdot \epsilon)$-approximate convex hull of $X$, 

$$d_H(XA_*, Z) \leq d_H(\text{conv}(X), \text{conv}(X_T)) \leq \epsilon \cdot \text{opt}(X) = \frac{\epsilon}{\sqrt{N}} \|X - XA_*B_*\|_F.$$  

(4.4)

It follows from direct computation that

$$\min_{A \in \mathbb{R}^{[T] \times k}, B \in \mathbb{R}^{k \times N}} \frac{1}{N} \|X - X_TAB\|_F^2 \leq \min_{B \in \mathbb{R}^{k \times N}} \frac{1}{N} \|X - ZB\|_F^2$$

$$= \frac{1}{N} \sum_{i \in [N]} d(x_i, \text{conv}(Z))^2$$

$$\leq \frac{1}{N} \sum_{i \in [N]} (d(x_i, \text{conv}(XA_*)) + d_H(XA_*, Z))^2$$

$$\leq (1 + \epsilon)^2 \cdot \frac{1}{N} \|X - XA_*B_*\|_F^2,$$

where the last inequality follows from (4.4) and Cauchy-Schwarz inequality. Taking the square root on both sides completes the proof.

Theorem 4.1 establishes an approximate equivalence between the solutions of (4.3) and (1.1) in terms of objective values. Compared to (1.1), the dimension of $A$ is significantly reduced provided $|T| \ll N$, while the dimension of $B$ stays unchanged.

To see the computational gain from solving (4.3) instead of (1.1), recall the alternating minimization in Section 2. When $B$ is fixed and $A$ is updated, one needs to solve $k$ quadratic programming problems with variable dimensions equal to the number of rows of $A$. For certain optimization methods such as the ellipsoid method, the complexity of quadratic programming problems with positive-definite quadratic matrix has weakly polynomial time (of the variable dimension) [24]. Thus, when $|T| \ll N$, a notable acceleration is expected for the subroutine of updating $A$, which justifies the significance of using a parsimonious subset of points to represent the archetypes.

On the other hand, when $A$ is fixed and $B$ is updated, one needs to compute the projection of each column of $X$ to $\text{conv}(XA)$. This step is the same in both (1.1) and (4.3) and consists of $N$ independent quadratic programming problems with variable dimension $k$. In this case, it is possible to take an additional step of acceleration via parallelization combined with the coreset approximation [28], which reduces the computation of $N$ projection coefficient vectors to a small subset of points in $X$ with appropriate weights, similar to the ideas of quadrature. Indeed, given a coreset $X_C \subset X$ and appropriate weight diagonal matrix $W$, one can approximate the objective function in (1.1) with $\|WX_C - WXAB\|_F/\sqrt{N}$. Note the complexity of the subproblem for updating $B$ in the alternating minimization algorithm is proportional to the number of points in the objective function. Therefore, when $|X_C| \ll |X|$, the step of solving the $B$-subproblem can be significantly accelerated. Combining the idea of coreset with (4.4) yields an approximate objective function $\|WX_C - WX_TAB\|_F/\sqrt{N}$, which has significantly reduced complexity when solved by the alternating minimization algorithm. The details are not discussed here.

We next discuss how to find a “small” subset $T$ such that (4.2) is satisfied. Note that to represent $\text{conv}(X)$, it suffices to consider the extreme points of $X$. In other words, we will
find a subset $X_T \subset \text{ex}(X)$ whose convex hull can well approximate $\text{conv}(X)$. As will be seen below, this procedure can be effectively implemented by taking random projections. Indeed, random projections are linear maps whose inverse image of the extreme points of a convex set are a subset of the extreme points of the inverse image of that convex set [25]. Similar ideas have been used in the empirical study of archetypal analysis to seek extreme points [40, 11].

Finding all the extreme points of $\text{conv}(X)$ may itself be computationally demanding unless $\text{ex}(X)$ is small. When $\text{conv}(X)$ can be well approximately using a few extreme points, it is desired to single them out to further shrink the complexity of the problem at a small sacrifice of accuracy. To this end, we need to know which extreme points are more important than the others in terms of composing $\text{conv}(X)$. The following result, which originally appeared in [17], is precisely what is needed here.

Observe that under a random projection $v \in S^{d-1}$, the points in $X$ have projected values $\{\langle x_i, v \rangle\}_{i \in [N]}$, which with probability one have a unique maximum. The inverse image of the maximum is an element in $\text{ex}(X)$. Thus, throwing away a null set, we can partition the unit sphere $S^{d-1}$ as follows:

$$S^{d-1} = \bigcup_{x \in \text{ex}(X)} V_x$$

$$V_x = \{v \in S^{d-1} : v^T x \geq v^T x_i, i \in [N]\}.$$

For $x \in \text{ex}(X)$, its curvature is defined as

$$\kappa(x) = \frac{|V_x|}{|S^{d-1}|},$$

which is the relative area of the directions that distinguish $x$ as the maximum to the unit sphere in $\mathbb{R}^d$. By definition, points with larger curvature are more likely to be sampled if $v$ is uniformly drawn from $S^{d-1}$; in fact, they are also more ‘important’ as specified by the following lemma [17, Theorem 3.4]:

**Lemma 4.1.** Let $S \subset [N]$. Suppose that both $\text{conv}(X_S)$ and $\text{conv}(X)$ are non-degenerate (i.e., with nonempty interior), and $R := \max_{i \in [N]} \|x_i\|_2$. Then,

$$d_H(\text{conv}(X), \text{conv}(X_S)) \leq \min \left\{ \sqrt{2\pi(2\omega)}^\frac{1}{d-1}, 2 \right\} \cdot R \quad \omega = \sum_{i \in [N] \setminus S} \kappa(x_i). \quad (4.5)$$

As a result, to compute a sparse approximate convex hull, it suffices to use high-curvature points to approximately represent $\text{conv}(X)$. To find high-curvature points, we apply a Monte-Carlo (MC) procedure to estimate the curvature of each point and then truncate at some thresholding parameter. The details are given in Algorithm 3:
Algorithm 3: Approximate Convex Hull

**Input:** \{\(x_i\}_{i \in [N]}\): dataset, \(M\): number of projections, \(\eta\): approximation accuracy

**Output:** approximate convex hull \(\text{conv}\{\{x_i\}_{i \in T}\}\)

1: \(e_j = 0\) for \(j \in [N]\).
2: for \(i = 1, \ldots, M\) do
3: \(v_i \sim \text{Uniform}(S^{d-1})\)
4: \(u_i = \arg \max_j v_i^T x_j\)
5: \(e_{u_i} \leftarrow e_{u_i} + 1\)
6: end for
7: sort \(\{e_j\}_{j \in [N]}\) in decreasing order as \(e^{(1)} \geq \cdots \geq e^{(N)}\)
8: compute \(L = \min \left\{ \ell : \frac{1}{M} \sum_{j \in [\ell]} e^{(j)} > 1 - \eta/3 \right\}\)
9: compute \(L \leftarrow \max \{L, d + 1\}\)
10: let \(T\) be the index set of \(e^{(1)}, \cdots, e^{(L)}\) and return \(\{x_j\}_{j \in T}\)

A similar MC method based on a different truncation rule has been proposed [17, Algorithm 1], where points are removed whenever their estimated curvatures are below some fixed threshold. To ensure that the remaining points have large cumulative curvature, this algorithm requires the thresholding parameter to be overly small, leaving most points unremoved. To facilitate parsimony, Algorithm 3 first sorts points based on their estimated curvatures, then truncates based on the estimated cumulative curvatures.

The computational complexity of Algorithm 3 can be easily obtained from direct computation:

**Theorem 4.2.** The computational complexity for Algorithm 3 is \(O(MNd + N \log N)\).

**Proof.** The MC procedure in Algorithm 3 (step 2 to 6) involves \(M\) repetitions of computing \(N\) \(d\)-dimensional vector inner product and finding the (index of the) maximum of the projected points, which takes time \(O(MNd)\) in total. Step 7 is a simple sorting that has complexity \(O(N \log N)\) using Merge sort [23].

We will show that for large \(M\), with high probability, the output of Algorithm 3 satisfies (4.2) with \(\varepsilon = \min \left\{ \sqrt{2\pi} \eta^{1/2}, 2 \right\} \cdot R\). Without loss of generality, in the following discussion we assume |ex(X)| = \(h\) and

\[
\kappa(x_1) \geq \kappa(x_2) \geq \cdots \geq \kappa(x_h) > \kappa(x_{h+1}) = \cdots = \kappa(x_N) = 0. \tag{4.6}
\]

We have the following theorem:

**Theorem 4.3.** Let \(T\) be the subset returned by Algorithm 3, and \(R = \max_{i \in [N]} \|x_i\|_2\). Suppose \(\text{conv}(X_D)\) is non-degenerate for every \(D \subset [N]\) with \(|D| > d\). Denote \(q\) as the smallest integer such that \(\sum_{i \in [q]} \kappa(x_i) \geq 1 - \eta/18\):

\[
q := \min \left\{ j : \sum_{i \in [j]} \kappa(x_i) \geq 1 - \frac{\eta}{18} \right\}, \tag{4.7}
\]

and the truncation gap

\[
\Delta := \kappa(x_q) - \kappa(x_{q+1}) > 0.
\]
If

\[ M \geq \max \left\{ \frac{324q^2}{\eta^2 \cdot \Delta^2} \cdot \frac{4}{\Delta^2} \right\} \log \left( \frac{3N}{\sqrt{\delta}} \right), \quad (4.8) \]

then with probability at least 1 - \( \delta \), \( |T| \leq \max\{q, d + 1\} \) and

\[ d_H(\text{conv}(X_T), \text{conv}(X)) \leq \min \left\{ \sqrt{2\pi\eta^{d+1}}, 2 \right\} \cdot R. \quad (4.9) \]

Remark 4.1. Setting the upper bound in (4.9) equal to \( \text{opt}(X) \varepsilon \) yields

\[ M \geq \max \left\{ \frac{324q^2}{\eta^2 \cdot \Delta^2} \cdot \frac{4}{\Delta^2} \right\} \log \left( \frac{3N}{\sqrt{\delta}} \right), \]

which has an unpleasant but expected exponential dependence on \( d \) (curse of dimensionality). For datasets with low-dimensional structure, i.e., well approximated via rank-\( p \) matrices with \( p \ll d \), it is possible to use ideas in Section 3 to improve the exponential dimension dependence to \( p \) (Algorithm 4).

Proof of Theorem 4.3. Note that step 9 in Algorithm 3 ensures that \( \text{conv}(X_T) \) is non-degenerate. Therefore, to show (4.9), by (4.5), it suffices to show \( \sum_{i \notin [N]\setminus T} \kappa(x_i) \leq \eta/2 \), or equivalently, \( \sum_{i \in T} \kappa(x_i) \geq 1 - \eta/2 \).

We first show that for \( M \) satisfying (4.8), with high probability, the estimated curvatures \( e_j/M \) are close to their expectations for all reasonably large \( e_j \). Note that for every \( j \in [q] \), \( e_j \) is a sum of \( M \) independent Bernoulli random variables with parameter \( \kappa(x_j) \), and the tail sum \( \sum_{j \geq q} e_j \) is a sum of \( M \) independent Bernoulli random variables with parameter \( \sum_{j \geq q} \kappa(x_j) < \eta/18 \).

Thus, by Hoeffding’s inequality [20],

\[ \mathbb{P} \left( \left| \frac{1}{M} \sum_{j \geq q} e_j - \sum_{j \geq q} \kappa(x_j) \right| \leq \frac{\eta}{18q} \right) \geq 1 - 2 \exp \left( -\frac{2\pi^2 R^2}{\text{opt}(X)^2 \varepsilon^2} \right). \]

Taking a union bound over \( j \in [q] \) and combining the two inequalities yields

\[ \mathbb{P} \left( \left\{ \max_{j \in [q]} \left| \frac{1}{M} e_j - \kappa(x_j) \right|, \left| \frac{1}{M} \sum_{j \geq q} e_j - \sum_{j \geq q} \kappa(x_j) \right| \leq \frac{\eta}{18q} \right\} \right) \geq 1 - 2(q + 1) \exp \left( -\frac{2\pi^2 R^2}{\text{opt}(X)^2 \varepsilon^2} \right) \geq 1 - 4q \exp \left( -\frac{2\pi^2 R^2}{\text{opt}(X)^2 \varepsilon^2} \right). \quad (4.10) \]

The right-hand side in (4.10) can be further lower bounded by \( 1 - \delta/2 \) if \( M \) satisfies (4.8).

We next show that for large \( M \), with high probability, the largest \( q \) terms of \( e_j \), i.e., \( e^{(1)}, \cdots, e^{(q)} \), coincide with \( \{x_j\}_{j \in [q]} \). Particularly, denoting the index of \( e^{(j)} \) as \( \ell_j \), we will show \( [q] = \{\ell_1, \cdots, \ell_q\} \). Note that \( [q] = \{\ell_1, \cdots, \ell_q\} \) if and only if the following probabilistic event occurs:

\[ C_q := \left\{ \min_{1 \leq i,j \leq q} e_i > \max_{j \geq q} e_j \right\}. \]
Since for every $i \leq q$ and $j > q$, $e_i - e_j$ is a sum of $M$ i.i.d. random variables $Z$, where $Z = 1$ with probability $\kappa(x_i)$, $Z = -1$ with probability $\kappa(x_j)$, and $Z = 0$ otherwise. Thus, we can bound the probability of $C_q$ from below with another application of Hoeffding’s inequality:

$$
P[C_q] = 1 - P[C^c_q] \geq 1 - \sum_{i \leq q, j > q} P[e_i - e_j < 0]$$

$$\geq 1 - \sum_{i \leq q, j > q} P[e_i - e_j - E[e_i - e_j] < -M\Delta]$$

$$\geq 1 - \frac{\kappa^2}{4} \exp \left( -\frac{M\Delta^2}{2} \right)$$

$$\geq 1 - \frac{N^2}{4} \exp \left( -\frac{M\Delta^2}{2} \right),$$

which is lower bounded by $\delta/2$ if $M$ satisfies (4.8). Taking a union bound, for $M$ satisfying (4.8), both the event in (4.10) and $C_q$ occur with probability at least $1 - \delta$.

To finish the proof, it suffices to show that conditional on both events, (i) $\sum_{i \in T} \kappa(x_i) \geq 1 - \eta/2$ and (ii) $|T| \leq \max\{q, d + 1\}$. Let $T_\ominus = T \setminus \{\ell_L\}$. Conditional on the event in (4.10), it follows from the stopping rule in Algorithm 3 that

$$\sum_{j \in T} \kappa(x_j) \geq \sum_{j \in T \cap [q]} \left( \frac{1}{M} e_j - \frac{\eta}{18q} \right) + \sum_{j \in [N] \setminus [q]} \kappa(x_j)$$

$$\geq \sum_{j \in T \cap [q]} \left( \frac{1}{M} e_j - \frac{\eta}{18q} \right) + \sum_{j \in [N] \setminus [q]} \kappa(x_j) - \sum_{j \in [N] \setminus [q]} \kappa(x_j)$$

$$\geq \sum_{j \in T \cap [q]} \left( \frac{1}{M} e_j - \frac{\eta}{18q} \right) + \sum_{j \in [N] \setminus [q]} \frac{1}{M} e_j - \frac{\eta}{18q} - \frac{\eta}{18}$$

$$\geq \frac{1}{3} - \frac{\eta}{18} - \frac{\eta}{18q} - \frac{\eta}{18} > 1 - \frac{\eta}{2},$$

which shows that (i) holds true.

To show (ii), it suffices to consider the case where $\min \left\{ \ell : \frac{1}{M} \sum_{j \in [\ell]} e^{(j)} > 1 - \eta/3 \right\} > d + 1$, since otherwise $L = d + 1 \leq \max\{q, d + 1\}$. In this case, the stopping rule in Algorithm 3 tells us

$$\sum_{j \in T_\ominus} \kappa(x_j) \overset{(4.10)}{\leq} \sum_{j \in T_\ominus \cap [q]} \left( \frac{1}{M} e_j + \frac{\eta}{18q} \right) + \sum_{j \in [N] \setminus [q]} \kappa(x_j)$$

$$\overset{(4.7)}{\leq} \sum_{j \in T_\ominus \cap [q]} \left( \frac{1}{M} e_j + \frac{\eta}{18q} \right) + \frac{\eta}{18}$$

$$\leq \sum_{j \in T_\ominus} \frac{1}{M} e_j + \frac{\eta}{18} + \frac{\eta}{18} \overset{(4.7)}{\leq} \sum_{j \in [q]} \kappa(x_j).$$

Further conditioning on $C_q$, we have $T_\ominus \subset [q]$ or $[q] \subset T_\ominus$. But the latter cannot happen owing to (4.11). This implies $|T| = |T_\ominus| + 1 \leq q = \max\{q, d + 1\}$, establishing (ii).
5 An approximate AA algorithm

Putting results in Section 3 and 4 together, we have the following approximate algorithm for archetypal analysis (AAA):

Algorithm 4: Approximate Archetypal Analysis (AAA)

**Input:** \( \{x_i\}_{i \in [N]} \): dataset, \( k \): number of archetypes, \( p \): approximation rank, \( s \): Krylov subspace parameter, \( M \): number of projections, \( \eta \): approximation accuracy

**Output:** an approximate solution to (1.1)

1. generate \( p \) random initializations: \( S \in \mathbb{R}^{N \times p} \), \( S_{ij} \sim \mathcal{N}(0, 1) \)
2. construct the Krylov subspace: \( K = [XX,(XX^T)XS, \ldots,(XX^T)^{s-1}XS] \in \mathbb{R}^{d \times (sp)} \)
3. compute the QR decomposition for \( K \): \( \tilde{K} = QR \)
4. compute the SVD of \( X_{\text{rand}} = X^TQ \): \( X_{\text{rand}} = U_{\text{rand}} \Sigma_{\text{rand}} V_{\text{rand}}^T \)
5. form approximate reduced SVD representation: \( \tilde{X} = \Sigma_{\text{rand}}[1:p,1:p](U_{\text{rand}}[:,1:p])^T \)
6. apply Algorithm 3 to \( \tilde{X} \) with parameters \((M, \eta)\) to find a subset of \( T \subset [N] \)
7. solve the reduced archetypal analysis problem:

\[
(\tilde{A}_*, \tilde{B}_*) \in \underset{\tilde{A} \in \mathbb{R}^{N \times k}, \tilde{B} \in \mathbb{R}^{k \times N}}{\text{arg min}} \frac{1}{\sqrt{N}} \| \tilde{X} - \tilde{X}_T \tilde{A} \tilde{B} \|_F
\]

8. extend \( \tilde{A}_* \) to an \( \mathbb{R}^{N \times k} \) matrix by first creating a zero matrix \( A_{\text{null}} \in \mathbb{R}^{N \times k} \), then \( A_{\text{null}}[T,:) \leftarrow \tilde{A}_* \), and finally \( \tilde{A}_* \leftarrow A_{\text{null}} \)
9. return \( \tilde{A}_*, \tilde{B}_* \)

Under appropriate assumptions on the input parameters, we have the following guarantee for the solutions computed by Algorithm 4:

**Theorem 5.1.** Under the same assumptions in Theorem 4.3 and \( p \gtrsim \log(1/\delta) \), if

\[
s \geq C \log \left( \frac{N}{\delta} \right), \quad \eta = \left( \frac{\text{opt}(X)\varepsilon}{\sqrt{2\pi} \max_{i \in [N]} \| x_i \|_2} \right)^{p-1} \quad (5.1)
\]

\[
M \geq \max \left\{ \frac{32q^2}{\eta^2}, \frac{4}{\Delta^2} \right\} \log \left( \frac{3N}{\sqrt{\delta}} \right), \quad (5.2)
\]

where \( C \) is the same constant as in Theorem 3.4, \( \text{opt}(X) \) is the optimum value of (1.1), \( q, \Delta \) are the same as defined in Theorem 4.3, then with probability at least \( 1 - 2\delta \), \( |T| \leq \max\{q,p+1\} \), and the approximate archetypes \( X \tilde{A}_* \) as well as the coefficient matrix \( \tilde{B}_* \) returned by Algorithm 4 satisfy

\[
\frac{1}{\sqrt{N}} \| X - X \tilde{A}_* \tilde{B}_* \|_F \leq (1 + \varepsilon) (\text{opt}(X) + 8\sigma_{p+1}(X)).
\]

**Remark 5.1.** According to Theorem 3.3 and Theorem 4.2, the computational complexity of data dimensionality reduction (step 1 to step 5) and representation cardinality reduction (step 6) is \( O(dNp \log N + dp^2 \log^2 N + Np \log N \min\{N,p \log N\}) \) and \( O(MNP + N \log N) = O \left( (q^2 \varepsilon^{-2}(p-1) + \Delta^{-2} + N) \log N \right) \), respectively. With probability at least \( 1 - 2\delta \), step 6 solves the reduced problem which has data dimension \( p \) and representation cardinality \( |T| \leq \max\{p+ \)
compare the computation time and accuracy of the following algorithms: 

Proof of Theorem 5.1. Let \((A_*, B_*)\) and \((\tilde{A}, \tilde{B})\) be solutions to (1.1) and

\[
\min_{A \in \mathbb{R}^{N \times k}, B \in \mathbb{R}^{k \times N}} \frac{1}{\sqrt{N}} \| \tilde{X} - \tilde{X} AB \|_F, \tag{5.3}
\]

respectively. Under the assumptions on \(\eta\) and \(M\), Theorem 4.1 and Theorem 4.3 together imply that with probability at least \(1 - \delta\), \(|T| \leq \max\{p + 1, q\}\) and

\[
\| \tilde{X} - \tilde{X} A_*, B_* \|_F \leq (1 + \varepsilon) \| \tilde{X} - \tilde{X} \tilde{A} \tilde{B} \|_F \leq (1 + \varepsilon) \| \tilde{X} - \tilde{X} A_*, B_* \|_F. \tag{5.4}
\]

Let \(\tilde{X}_p = \tilde{U}_p \tilde{X}\) and \(\tilde{X}_p = X - \tilde{X}_p\), where \(\tilde{U}_p\) is the left singular vector matrix of the low-rank approximation given by Algorithm 2. For \(s\) satisfying (5.1), it follows from Lemma 3.1 that with probability at least \(1 - \delta\),

\[
\| \tilde{X}_p \|_2 = \| X - \tilde{X}_p \|_2 \leq 2 \| X - X_p \|_2 = 2 \sigma_{p+1}(X), \tag{5.5}
\]

where \(X_p\) is the best rank-\(p\) approximation for \(X\). Thus, both (5.4) and (5.5) hold with probability \(1 - 2\delta\). Conditioning on (5.4) and (5.5), the rest of the proof is similar to the computation in (3.4):

\[
\| X - X \tilde{A}_*, \tilde{B}_* \|_F \leq \| \tilde{X}_p - \tilde{X}_p \tilde{A}_*, \tilde{B}_* \|_F + \| \tilde{X}_p - \tilde{X}_p \tilde{A}_*, \tilde{B}_* \|_F \\
= \| \tilde{X} - \tilde{X} \tilde{A}_*, \tilde{B}_* \|_F + \| \tilde{X}_p - \tilde{X}_p \tilde{A}_*, \tilde{B}_* \|_F \\
\leq (1 + \varepsilon) \| \tilde{X} - \tilde{X} A_*, B_* \|_F + \| \tilde{X}_p - \tilde{X}_p \tilde{A}_*, \tilde{B}_* \|_F \\
\leq (1 + \varepsilon) \left( \| X - X A_*, B_* \|_F + 2 \| \tilde{X}_p \|_F + 2 \sqrt{N} \| \tilde{X}_p \|_2 \right) \\
\leq (1 + \varepsilon) \left( \| X - X A_*, B_* \|_F + 4 \sqrt{N} \| \tilde{X}_p \|_2 \right) \\
\leq (1 + \varepsilon) \left( \| X - X A_*, B_* \|_F + 8 \sigma_{p+1}(X) \sqrt{N} \right). \tag{5.6}
\]

Dividing both sides by \(\sqrt{N}\) yields the desired result.

6 Numerical experiments

In this section, we apply the proposed algorithm (Algorithm 4) to compute the archetypes for three real datasets, including a time series dataset and two image datasets. When implementing the alternating minimization algorithm for solving AA, we use the k-means to find an initial guess for the archetypes; the subproblems are solved using the existing package ‘quadprog’ [42] in R [35]. The algorithm stops if the relative objective decrease falls below 1e-3. We will compare the computation time and accuracy of the following algorithms:
- (SVD-AA): Alternating minimization applied to the reduced singular value representation of $X$ as in (3.1), where truncation keeps 99.99% of the variance of the data. SVD is implemented using the built-in function ‘svd’ in R.

- (AAA): Approximate archetypal analysis (Algorithm 4), with $s = \lceil \log N \rceil$.

- (archetypes): A function for archetypal analysis in the package archetypes in R [15, 16], whose implementation is different from Algorithm 1.

To ensure comparability of the results, we do not include other accelerated algorithms such as the active-subset solver [6] and the coreset approximation [28], which have a different focus than our methods. All reported results in this section were obtained on a Macbook Air with an M1 processor and 8GB of RAM.

6.1 S&P 500 cumulative log-returns

The Standard and Poor’s 500 (S&P 500) is a stock market index consisting of 500 large companies listed on stock exchanges in the United States. It is one of the most commonly used equity indices to evaluate the financial market as well as the economy. The companies that are selected for the S&P 500 index are changing with time. In this example, we consider a dataset comprised of 385 companies that are currently in the S&P 500 index by January 2022, with close price recorded from December 2011 to December 2021. We compute for each column in $X$ a 2515-dimensional time series representing the cumulative log-return (CLR) of a company over ten years. The CLR is calculated on a daily basis using the adjusted prices of stocks. Visualization of the dataset is given in the first plot in Figure 2. In the rest of the section, we assume that the CLR of each company in the S&P 500 index can be decomposed with respect to a few distinct growth patterns that can be identified via AA.

![Figure 2](image-url)  
*Figure 2: The CLR of 504 S&P 500 stocks from December 2011 to December 2021 (left). Variances of $X$ explained by the $k$ archetypes identified by AA as a function of $k$ for $k = 2, \cdots, 8$ (right).*

To apply AA, we need to first determine the number of archetypes $k$. Like other unsupervised learning methods such as the $k$-means and PCA, there is no principled rule to find the correct number of $k$ for real-life datasets. A more practical solution is to follow the heuristic ‘elbow
rule" [39] to choose $k$ approximately. In this case, we apply SVD-AA to find such a $k$. In particular, we plot the variance of the dataset explained by the archetypes given by SVD-AA as a function of $k$ (see Figure 2) and choose $k$ to be the point where the curve starts to plateau, which is around $k = 3$.

Setting $k = 3$, we apply SVD-AA, AAA, and archetypes to compute the archetypes for $X$. The parameters $p$, $M$ and $\eta$ in AAA are set as 20, 10000 and 0.003 (so that $\eta/3 = 0.001$), respectively. Each experiment is repeated 100 times, with the learned archetypes (in the first 10 experiments), the running times (elapsed time computed using the ‘system.time(’ function in R) and residuals reported in Figure 3 and Figure 4, respectively.

![Figure 3](image3.png)

Figure 3: Instances of the computed archetypes by SVD-AA, AAA and archetypes in the first 10 experiments.

![Figure 4](image4.png)

Figure 4: Boxplots of the running times (left) and residuals (right) of SVD-AA, AAA and archetypes in 100 experiments.

It can be seen from Figure 4 that SVD-AA, as expected, gives the best-computed archetypes in terms of the residual on average; however, its computation time is significantly longer than
Figure 5: Variances explained by the first five principal components of $X$ (left). Scatterplot of the reduced representation of $X$ with respect to the first two left singular vectors (which account for 97% of the variation of the dataset) and its convex hull. The red triangles are the reduced representation of the three archetypes (right).

the other two methods. The built-in function archetypes has the worst performance, and its computation time is between the other two methods. The AAA, which first reduces the dimension of the dataset before applying the alternating minimization, achieves competitive results with SVD-AA (despite a few outliers) but takes much less time (more than 30 times faster than SVD-AA). This may be because $X$ is essentially low-dimensional and admits a parsimonious approximation for its convex hull. A numerical justification for this argument can be seen from the spectral decay of the sample covariance matrix of $X$ as well as the scatterplot of the reduced representation of $X$ with respect to the first two principal components (PCs), as illustrated in Figure 5.

To implement AAA, it is necessary to choose the input parameters in advance. The optimal choice for the parameters is problem-dependent and often there is no universal tuning strategy for it. The Krylov subspace parameter $s$ is set as $\lceil \log N \rceil$ deterministically. We investigate the accuracy/running time dependence on $p, M,$ and $\eta$. In particular, we will use the same parameters as in the previous simulation. Whenever we test the dependence on one parameter, the other two are set fixed. We will test $p, M$ and $\eta$ at three different values, respectively, i.e., $p = 10, 20, 30, M = 10^3, 10^4, 10^5$ and $\eta = 0.3, 0.03, 0.003$. The results are given in Figure 6.

Figure 6 shows that for the S&P 500 dataset, the accuracy of AAA has a strong dependence on $\eta$, which measures the missing proportion of curvature in the approximate convex hull construction. The number of random projections $M$ mostly influences the running time while having only a mild impact on the accuracy when $p = 20$. The approximation rank $p$, as long as set reasonably large, is sufficient to give a good approximation result.

In this example, we compare the three archetypes with the same number of centers identified by the $k$-means; see the first plot in Figure 7. It can be seen that the archetypal curves are visually more illustrative than the centers of the $k$-means, which share a similar growth pattern with differing slopes. Indeed, the percentage of variance explained by AA is around 90%; the same number for the $k$-means and PCA are 64% and 98%, respectively. Visualization of the convex coefficients for each data point with respect to the three archetypes is given in the
Figure 6: Accuracy/running time dependence of AAA algorithm for the S&P 500 dataset with base parameters $p = 20, M = 10^4$ and $\eta = 0.003$. 
ternary plot in Figure 7. In this case, most of the data fall in the interior of the simplex, suggesting the S&P dataset can be well summarized using a polytopic structure.

![Figure 7: Comparison of the three centers (C1, C2, C3) given by the k-means and the three archetypes (A1, A2, A3) given by the SVD-AA for the S&P 500 dataset (left). Visualization of the convex combination coefficients of each data point with respect to the three archetypes (right).](image)

To further understand the meanings of the three archetypes, for each archetype, we single out the tickers of the top five companies having the largest component in the direction:

- **A1**: NFLX: (1, 0, 0), STZ.B: (0.9, 0.1, 0), ILMN: (0.89, 0.03, 0.08), REGN: (0.84, 0.16, 0), FLT: (0.83, 0.17, 0);
- **A2**: AMD: (0, 1, 0), FTNT: (0, 0.89, 0.11), ISRG: (0.02, 0.83, 0.15), LRCX: (0.17, 0.83, 0), CPRT: (0.18, 0.81, 0);
- **A3**: MRO: (0, 0, 1), DVN: (0, 0, 1), OXY: (0, 0, 1), APA: (0, 0, 1), MOS: (0, 0.03, 0.97).

All the five companies in A3 are in the energy industry (oil, mining, etc.), representing the traditional aspect of the financial market. Companies in A1 and A2 leave more room for interpretation. In particular, for A1, NFLX is an entertainment company, STZ.B is a food company (beer and wine), ILMN is a biotechnology company, REGN is a pharmaceutical company, FLT is a financial service company; for A2, both AMD and LRCX are in the semiconductor industry, FTNT is a cybersecurity company, ISRG is a surgical equipment design company, and CPRT is a company that provides online vehicle auction and remarketing services. According to the quant ratings on https://seekingalpha.com/ between 2021 and 2022, all these companies have high profitability; each of these companies has consecutively ranked above A- and many have been A+ in the three latest reports (the factor grade ranges from A+ to F). This feature is also manifested in the upward trend in the archetypal curves associated with A1 and A2. Moreover, they are more resilient than the traditional industries when unexpected events occur (e.g. Covid-19 pandemic in early 2020), as can be seen from the “V” shape of these curves near Day 2000 in the first plot in Figure 7. The difference between A1 and A2 is more difficult to corroborate using recent financial data. From a macroscopic perspective, A1 represents the more established highly profitable industries in the market; they maintain a steady pace of...
CLR growth over time. A2 represents the emerging industries that, while not as profitable as A1, possess relatively more growth potential. This conclusion can be numerically inspected by comparing the slope of the A1 and A2 curves in Figure 7.

6.2 Intel Image

The Intel Image dataset [21] has been used for multi-class classification in machine learning, and consists of 24000 images representing 6 different categories of the scene: Buildings, Forest, Glacier, Mountain, Sea, and Street. Each image is a 150 × 150 pixel color image, which corresponds to a 67500-dimensional vector through vectorization and stacking of the pixel matrices \( d = 67500 \). We randomly select 3000 samples in the training dataset \( (N = 3000) \) and apply AAA to extract representative patterns. Note we could have used the full dataset; however, this would require using a more efficient optimization solver for the subproblems to ensure the computation is done in a reasonable time. Since there are 6 different categories of images, we set \( k = 6 \). The input parameters for AAA are chosen as \( p = 30, M = 10^4 \) and \( \eta = 0.03 \). We compare the computed archetypes given by AAA with the clustering centers given by the \( k \)-means in Figure 8.

![Figure 8: Six images in the dataset with largest component in each archetypal direction identified by AAA (top) compared to the six images in the dataset closest to the centers of the \( k \)-means (bottom).](image)

In this experiment, the instance running time is 527.356s (107.147s for data dimensionality reduction, 1.627s for representation cardinality reduction and 418.582s for solving the reduced problem using Algorithm 1) for AAA, and 151.787s for the \( k \)-means. In this case, the cardinality of the extreme points used to build up the approximate convex hull is 738. The 6 archetypes account for about 41.2% of the variance of the dataset, as opposed to 28.3% explained by the \( k \)-means. The other two methods, SVD-AA, and archetypes cannot be implemented within a reasonable time.

For each archetype, we find the image that has the largest component with respect to it in the dataset. We also identify the images closest to the \( k \)-means centers. The results are reported in Figure 8. According to the label information, the images on the top and bottom panels in Figure 8 (from left to right) correspond to “Forest”, “Buildings”, “Glacier”, “Glacier”, “Street”, “Sea” and “Mountain”, “Mountain”, “Mountain”, “Sea”, “Glacier”, “Forest”, respectively.
Despite an approximate algorithm, AAA produces more diversified results than the $k$-means in terms of image content. The only repetition occurs in the third and fourth pictures, where both the snow mountains are classified as Glacier.

6.3 MNIST dataset

The MNIST database [26] is a large database of handwritten digits that is commonly used for both classification and clustering tasks. Each data point in MNIST is a $28 \times 28$ gray-scale image (i.e. a 784-dimensional vector) representing handwritten digits from 0 to 9. The total size of the training dataset is 42000.

In this experiment, we use both the $k$-means and AA to analyze the data structure in each label class separately. We first split the training data into 10 different datasets corresponding to labeled digits 0, ⋯, 9, respectively, each having a size of around 4000. We apply both the $k$-means and AAA to the split datasets to identify the typical patterns and the archetypes, respectively. After running the “elbow inspection” for the $k$-means at different labels, we found $k = 5$ to be a reasonable choice on average. To be consistent, we also use $k = 5$ for AAA. Moreover, the other parameters in AAA are set as $p = 10$, $M = 10^4$ and $\eta = 0.03$. As before, in each label class, we find the images in the corresponding datasets that are closest to the $k$-means centers as well as have the largest convex combination coefficients with respect to the archetypes. The results are reported in Figure 9.

In general, the $k$-means centers are the images that are representative of each label class. They are more standard and usually can be distinguished using raws eyes. On the flip side, the approximate archetypes found by AAA are more extreme in terms of size, shape, position, etc.

![Figure 9: Typical patterns (left) and archetypes (right) identified by the $k$-means and AAA in each label class in the MNIST training dataset.](image-url)
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