Thermodynamic evidence of a second skyrmion lattice phase and tilted conical phase in Cu$_2$OSeO$_3$
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Precision measurements of the magnetization and ac susceptibility of Cu$_2$OSeO$_3$ are reported for magnetic fields along different crystallographic directions, focussing on the border between the conical and the field-polarized state for a magnetic field along the ⟨100⟩ axis, complemented by selected specific heat data. Clear signatures of the emergence of a second skyrmion phase and a tilted conical phase are observed, as recently identified by means of small-angle neutron scattering. The low-temperature skyrmion phase displays strongly hysteretic phase boundaries, but no dissipative effects. In contrast, the tilted conical phase is accompanied by strong dissipation and higher-harmonic contributions, while the transition fields are essentially nonhysteretic. The formation of the second skyrmion phase and tilted conical phase are found to be insensitive to a vanishing demagnetization factor. A quantitative estimate of the temperature dependence of the magnetocrystalline anisotropy may be consistently inferred from the magnetization and the upper critical field and agrees well with a stabilization of the low-temperature skyrmion phase and tilted conical state by conventional cubic magnetic anisotropies.

I. INTRODUCTION

In the past decade, an abundance of magnetic materials has been discovered featuring skyrmions, i.e., topologically nontrivial spin textures.$^3$ An incomplete list of bulk systems includes cubic chiral magnets such as the B20 transition metal compounds$^4$–$^6$, rhombohedral lacunar spinel$^7$, hexagonal M-type ferrites$^8$, perovskites$^9$, and tetragonal Heusler compounds.$^{10}$ The formation of skyrmions has also been reported in epitaxially thin films of these bulk systems, as well as nanowiskers and nanoparticles.$^{11}$ Further, tailored magnetic bubbles featuring skyrmion characteristics have been detected in a wide range of heterostructures$^{12}$–$^{14}$, as well as in carefully selected atomically thin films.$^{15}$

While the microscopic interactions across this exceptionally wide range of materials are inherently different, all of the known systems were believed to exhibit a single temperature and field regime of the skyrmion lattice order. Thus, even though different mechanisms may allow to stabilize skyrmions, there has been no example in which two different mechanisms are sufficiently strong to cause the formation of skyrmion lattice order in the same material in disconnected temperature and field regimes.

A first example for two such independent skyrmion phases was recently reported in Cu$_2$OSeO$_3$.$^{16}$ Using small-angle neutron scattering, two disconnected phases could be identified driven by different mechanisms. On the one hand, Cu$_2$OSeO$_3$ displays a well-known skyrmion phase near the onset of helimagnetic order in a small applied magnetic field.$^{17}$–$^{19}$ In the following this state will be referred to as high-temperature skyrmion (HTS) phase. As a key characteristic, the temperature versus field range of the HTS phase varies only very weakly under changes of field direction. Phenomenological considerations as well as Monte-Carlo calculations establish that the HTS phase is stabilized by entropic contributions of thermal Gaussian fluctuations.$^{20}$–$^{22}$

In addition, a second skyrmion phase was identified in Cu$_2$OSeO$_3$ at the border between the conical phase and the field polarized phase in the low-temperature limit. In the following this state will be referred to as low-temperature skyrmion (LTS) phase. Experimentally, the LTS phase differs from the HTS phase in two distinct ways. First, as it stabilizes at low temperatures it does not require the effects of thermal fluctuations. Second, it exists for magnetic fields close to the crystallographic ⟨100⟩ axis only but not for fields along ⟨110⟩ and ⟨111⟩. In addition, the LTS phase is accompanied by another new phase in which the propagation direction of the conical state under increasing field strength increasingly tilts away from the field direction.

The magnetic phase diagram of Cu$_2$OSeO$_3$ including the two new phases may be fully accounted for in terms of the theoretical Ginzburg-Landau theory developed for the class of cubic chiral magnets (cf. Refs.$^2$–$^4$, $^16$ and references therein). At the heart of this model is the notion of a hierarchical set of energy scales, comprising in decreasing strength of the ferromagnetic exchange, Dzyaloshinsky-Moriya spin-orbit terms, dipolar interactions, and higher order crystal-field contribution.$^{23}$

Even though Cu$_2$OSeO$_3$ exhibits ferri- instead of ferromagnetic order with a long-wavelength modulation driven by DM interactions, this Ginzburg-Landau model appears to be in excellent agreement with experiment. Indeed, taking into account conventional cubic magnetic
anisotropies of a fairly strong (100) easy magnetic axis, the LTS and tilted conical phase may be explained in excellent qualitative and semi-quantitative agreement with experiment.\cite{19}

The search for several topologically non-trivial phases in the cubic chiral magnets has a long history. For instance, data recorded in FeGe were interpreted in terms of complex mesophases.\cite{20,21} In contrast, comprehensive measurements in MnSi unambiguously established a single skyrmion phase.\cite{22} This motivated to revisit FeGe, where an analysis using the same set of criteria as established in MnSi provided a phase diagram identical to that observed in MnSi.\cite{20} Further, a splitting of the skyrmion phase reported in Cu$_2$OSeO$_3$ under Zn doping could be attributed to chemical phase segregation.\cite{23,24}

A strong dependence on the temperature and field history of the HTS phase was found in cubic chiral magnets subject to disorder, notably Fe$_{1-x}$Co$_x$Si\cite{25} and the series of Co-Zn-Mn alloys.\cite{26,27} These have been exploited to obtain detailed information on the processes of nucleation and decay of skyrmions.\cite{28,29} Following the discovery of two phases in Cu$_2$OSeO$_3$, a similar observation was reported in Co$_{1-x}$Zn$_x$Mn$_8$ with a high-temperature phase as observed in Cu$_2$OSeO$_3$ and the B20 systems and a three-dimensionally disordered skyrmion phase at low temperatures.\cite{30} However, in contrast to Cu$_2$OSeO$_3$, the stability of the low-temperature skyrmion phase is attributed to the interplay of DM interactions with the effects of frustration as opposed to magnetocrystalline anisotropies.

As the observations of the LTS and tilted conical phases in Cu$_2$OSeO$_3$ are so far based on small-angle neutron scattering (SANS), several pressing questions exist concerning the thermodynamic signatures and the sensitivity to the temperature and field history addressed in this paper. Beginning with an account of the experimental methods in section II our paper proceeds in sections A and B with an account of the designations of the phase transitions and the magnetic phase diagrams, respectively. Typical magnetization and ac susceptibility data as recorded under zero-field cooling (ZFC) and high-field cooling (HFC) are presented in sections C.1 and C.2 respectively. This is followed by a microscopic justification of the transition fields in section C.3 where the intensity patterns observed in neutron scattering are compared with the magnetization and susceptibility. Evidence underscoring the presence of dissipation and hysteresis is presented in section D followed by information on different sample shapes and thus demagnetizing fields in section E which are compared to calculations in a Ginzburg-Landau model. Finally, a comparison of the magnetic field dependence of the specific heat and magnetization at low temperatures is presented in section F.

The discussion of the experimental data in section IV begins with an account of the anisotropies observed for different crystallographic orientations in section A. The second part of the discussion presented in section B addresses the temperature dependence of the anisotropy energy. The field dependence of the magnetic anisotropy as reflected in the magnetization is finally discussed in section C. The paper closes with a brief summary in section V.

### II. EXPERIMENTAL METHODS

Several Cu$_2$OSeO$_3$ single crystals were prepared from ingots grown by vapor transport. Numerous studies on samples from the same ingots have been reported in the literature.\cite{31,32} This concerns in particular the small-angle neutron scattering reported in Refs.\cite{16,18} as summarized below. All single crystals investigated here displayed the same high sample quality in terms of their optical appearance, the crystallinity as inferred from the lattice mosaic spread and sharpness of diffraction spots observed in x-ray and neutron diffraction, as well as their physical properties, for instance, the value of the paramagnetic-to-helimagnetic transition temperature. In our study we focussed on five specimens, all of which were of cuboid shape. The designations, dimensions, orientations, and demagnetizing factors of these samples are summarised in table I.

| Sample  | $B\parallel$ | $a \times b \times c$ (mm$^3$) | $N$ | Data in Figs. |
|---------|--------------|-------------------------------|-----|--------------|
| VTG1-19 | (100)        | $1.87 \times 1.28 \times 1.53$ | 0.28| 11 to 12     |
| VTG1-20 | (110)        | $1.76 \times 1.27 \times 1.74$ | 0.29| 12, 13, 15, 10, 12 |
| VTG1-20 | (111)        | $1.74 \times 1.27 \times 1.76$ | 0.30| 12, 13, 15, 10, 12 |
| VTG1-10-1| (100)        | $3.00 \times 0.50 \times 0.50$ | 0.07| 6 and 7     |
| VTG1-18-2| (100)        | $1.85 \times 0.86 \times 0.78$ | 0.18| 6 and 7     |
| VTG1-18-2| (100)        | $0.86 \times 1.85 \times 0.78$ | 0.39| 6 and 7     |
| VTG1-18-3| (100)        | $0.15 \times 0.85 \times 1.88$ | 0.77| 6 and 7     |
susceptibility measurements were performed at an excitation frequency \( f = 911 \text{ Hz} \) and an excitation field of \( H_{ac} = 0.1 \text{ mT} \). It is important to note that the susceptibilities presented in our paper essentially represent the coefficients of a Fourier expansion in response to the excitation frequency. Technically speaking, these coefficients are typically referred to as harmonic susceptibilities. In comparison, expanding the response to a magnetic field in a Taylor series, the expansion coefficients are referred to as nonlinear susceptibilities. In principle, it is possible to convert the harmonic into the nonlinear susceptibilities as discussed in Sec. C and Ref. 39. For the comparison of the magnetization and ac susceptibility with small-angle neutron scattering a data set was recorded at the beamline SANS-1 at MLZ following the technical procedure described in Ref. 16.

The experimental data are either shown as a function of applied field, without correction of demagnetizing effects, or as a function of internal field, where the effects of demagnetizing fields were corrected by means of an analytical expression as reported in Ref. 41 taking into account the cuboid sample shape. For those figures in which data are shown as a function of internal field the susceptibility calculated from the magnetization, \( \Delta M/\Delta H \), as well as the real and imaginary parts of the ac susceptibility, \( \chi' \) and \( \chi'' \), are consistently presented with respect to the internal field. That is, \( \Delta M/\Delta H \) was computed with respect to the internal field, whereas measured values of \( \chi' \) and \( \chi'' \) were converted following convention (for details see e.g. Ref. 22).

The heat capacity was measured by means of a conventional heat pulse method using the standard PPMS set up. Data were recorded in a sequence of increasing field values, where typical heat pulses generated a temperature increase of \( \sim 1\% \). All specific heat data shown in this paper represent the average over 15 measurements recorded at the same unchanged applied field and reference temperature.

For the scientific questions addressed in our study, the temperature and field history prove to be very important. The protocols used in our study correspond to those used in the small-angle neutron scattering study reported in Ref. 16. However, whereas data in the SANS study were dominantly recorded as a function of temperature, essentially all of the data reported here were recorded as a function of field.

Focusing on the formation of two new phases at low temperatures, we have confirmed that our experimental data in \( \text{Cu}_2\text{OSeO}_3 \) may be classified in terms of data recorded under increasing and decreasing magnitude of the magnetic field denoted “up” and “down”, respectively. In addition, we distinguish two different temperature versus field protocols, namely zero-field cooling (ZFC) and high-field cooling (HFC). For ZFC, the sample was cooled from a starting temperature well above \( T_c \) in zero magnetic field with a cooling rate of \( \sim 10 \text{ K min}^{-1} \) to the desired temperature of the field sweep. It is important to note that for the pristine helical state created this way the domain populations for different \( \langle 100 \rangle \) directions are the same. Subsequently, data were recorded while the magnitude of the magnetic field was increased in steps of 0.5 mT.

For HFC, the sample was cooled from a starting temperature well above \( T_c \) in a large negative applied field of \( -140 \text{ mT} \), i.e., below \( -H_{c2} \), with a cooling rate \( \sim 10 \text{ K min}^{-1} \) until the desired temperature of the field sweep was reached. Subsequently, data were recorded in a single field sweep in which the magnetic field was stepped from the field value at which the sample was cooled up to positive values exceeding \( +H_{c2} \). Note that this field sweep comprises data under decreasing magnitude of the magnetic field (down) in the range \( -H_{c2} < H < 0 \) and data under increasing magnitude of the magnetic field (up) in the range \( 0 < H < +H_{c2} \), respectively. For fields exceeding \( H_{c1} \), we find accurately the same behavior under increasing magnitude of the magnetic field no matter whether the sweep was initiated following ZFC or HFC. Discrepancies in the range \( 0 < H \leq +H_{c1} \) may be attributed to different domain populations in the helical state, notably for field along \( \langle 100 \rangle \), i.e., the easy magnetic axis, only domains along the field direction are populated after HFC. In the following, such differences below \( H_{c1} \) will be pointed out where relevant.

### III. RESULTS

The presentation of the experimental results begins in section A with a summary of the designations and terminology used to describe the transitions of the different magnetic phases. Next, the magnetic phase diagrams are summarized in section B before typical data used to infer these phase diagrams are presented in section C. Higher-harmonic contributions in the ac susceptibility, providing first hand information on the presence and nature of hysteresis, are reported in section D. The presentation of the experimental results continues in section E with data for different sample shapes and demagnetizing fields and closes in section F where typical specific heat data are shown.

#### A. Designations and terminology

The temperature versus field diagram of \( \text{Cu}_2\text{OSeO}_3 \) as determined in SANS displays five different noncollinear magnetic phases. In addition, the paramagnetic state at high temperatures and low fields and the field-polarized (ferromagnetic) state at low temperatures and high fields may be distinguished. This implies considerable complexities when inferring the magnetic phase diagram from bulk properties such as the magnetization, ac susceptibility and specific heat. In turn, it proves to be helpful to start with the designations and terminology used to address the phase boundaries before presenting the experimental data.
TABLE II. Definitions of the transition fields between the different phases observed in our study. The labels “u” and “d” denote increasing (up) and decreasing (down) direction of the field sweep, respectively. The subscripts “1” and “2” denote values at lower and higher absolute field values, respectively.

| fields                  | sweep dir. | phase boundary                      |
|-------------------------|------------|-------------------------------------|
| $H_{c1}^t$, $H_{c1}^d$ | up, down   | helical to conical                  |
| $H_{c2}^t$, $H_{c2}^d$ | up, down   | conical to field-polarized          |
| $H_{s1}^t$, $H_{s1}^d$ | up, down   | high-temp. skyrmion, low field      |
| $H_{s2}^t$, $H_{s2}^d$ | up, down   | high-temp. skyrmion, high field     |
| $H_{t1}^t$, $H_{t1}^d$ | up, down   | tilted conical, low field           |
| $H_{t2}^t$, $H_{t2}^d$ | up, down   | tilted conical, high field          |

Among the five noncollinear magnetic phases three are well known, namely, (i) the helical order, (ii) the conical order, and (iii) the high-temperature skyrmion (HTS) phase at the border between the paramagnetic phase and the conical state. Recent SANS studies identified in addition (iv) the tilted conical (TC) state and (v) a low-temperature skyrmion (LTS) phase at the border between the conical and field-polarized state.

Accordingly, we distinguish in the following eight transition fields as summarized in Table II. The boundaries between the helical and the conical, and the conical and field-polarized phases are denoted $H_{c1}$ and $H_{c2}$, respectively. The boundaries of the high-temperature skyrmion phase are denoted $H_{s1}$ and $H_{s2}$. Likewise, the boundaries of the low-temperature skyrmion phase and the tilted conical phase, are denoted $H_{s1}/H_{s2}$ and $H_{t1}/H_{t2}$, respectively. Values determined under increasing (up) and decreasing (down) magnetic field are labeled by the superscript “u” and “d”, respectively. We note that for the high-temperature and low-temperature skyrmion phases as well as the tilted conical phase the subscripts 1 or 2 denote boundaries at lower and higher absolute field values, respectively.

B. Magnetic phase diagrams

Shown in Fig. 1 are the magnetic phase diagrams for field along the major crystallographic directions, namely ⟨111⟩, ⟨110⟩, and ⟨100⟩. All diagrams are shown as a function of internal magnetic field, following correction for demagnetizing fields. The phase boundaries, as marked here by circles, were inferred from the susceptibility data, where the definitions for the transitions are given below. The color coding shown in the background of the phase diagrams reflects the size of the susceptibility, dM/dH, calculated from the magnetization. The temperature versus field protocols used, namely zero-field cooled and high-field cooled, are stated in each panel, where the direction of the field sweeps is marked by an arrow.

For magnetic fields along ⟨111⟩ and ⟨110⟩, shown in Figs. 1(a) and 1(b), the behavior reported in the literature is observed.15 Here the phase diagrams comprise helical (H), conical (C), and HTS lattice order. With decreasing temperature both $H_{c1}$ and $H_{c2}$ increase monotonically. Only the ZFC phase diagrams are shown, since $H_{c1}$ and $H_{c2}$ exhibit very little and no hysteresis between increasing and decreasing field, respectively. It is also helpful to note that the magnetization displays a clear signature of the transition from the conical to the helical state under decreasing field (not shown). Taken together, the magnetic phase diagrams display all the characteristics that are well known from stoichiometric cubic chiral magnets, such as MnSi and FeGe.29

The phase diagrams for a field parallel to ⟨100⟩, as shown in Figs. 1(c) and 1(d), display the following similarities with ⟨111⟩ and ⟨110⟩. The HTS phase emerges in a temperature and field range that varies somewhat with crystallographic orientation.15 Further, the phase boundary between the conical and field-polarized state at $H_{c2}$ increases with decreasing temperature down to about 40 K. Also, under ZFC, the phase boundary between the helical and the conical state at $H_{c1}$ increases, albeit the absolute value is smaller than for a field along ⟨111⟩ and ⟨110⟩.

In contrast to the behavior for field parallel to ⟨111⟩ and ⟨110⟩, $H_{c2}$ for a field parallel to ⟨100⟩ reaches the highest value of ~40 mT around 40 K followed by a gentle decrease. Along with this decrease in $H_{c2}$, clear signatures in the magnetization of two new phases, identified microscopically in neutron scattering16 may be distinguished. Namely, below ~30 K the tilted conical (TC) phase emerges. This is followed by the LTS phase, which emerges below ~15 K. The absence of the tilted conical phase and LTS phase for field directions other than ⟨100⟩ provides compelling evidence that magnetocrystalline anisotropies must play a decisive role in their formation.

We note that for all temperature versus field protocols, our data are consistent with the tilted conical state appearing first, followed by the LTS phase as described in the SANS study reported in Ref.16 Moreover, once the tilted conical state and LTS phase have formed, the tilted conical phase disappears before the LTS phase. The precise temperature and field range are thereby subject to the temperature versus field protocol. Namely, under increasing fields [positive field values in Figs. 1(c), 1(d)] the LTS phase extends to larger field values, whereas for decreasing fields [negative field values in Fig. 1(d)] it persists down to lower magnetic field values.

Another difference of field along the ⟨100⟩ direction as compared with ⟨111⟩ and ⟨110⟩ concerns, finally, the conical to helical transition at $H_{c1}$. While a clear signature is observed after ZFC under increasing field, no evidence suggesting the existence of $H_{c1}$ is observed under HFC. This originates in differences of domain populations as


explained above and was previously observed in other cubic chiral magnets.\textsuperscript{28,43} Namely, in this configuration, one easy axis is parallel to the magnetic field while the other easy axes are perpendicular to the field direction. Therefore, when the magnetic field is reduced from the conical to the helical state, only the domain population parallel to the field is populated leading to a single domain helical state that is indistinguishable from the conical state.

C. Experimental data

The presentation of the experimental data is organized in three parts. First, typical magnetization and ac susceptibility data for different field orientations recorded under ZFC will be reported in section C.1. This serves to illustrate the key features and associated definitions of the different phase transitions. It is followed by related data recorded under HFC in section C.2 emphasizing the role of the temperature versus field protocol. Finally, selected susceptibility data are compared with neutron scattering data to justify the interpretation and definitions of the transition fields in section C.3.

C.1. Magnetization and susceptibility under ZFC

Shown in Figs. 2(a)–2(d) are typical data of the magnetization, $M$, the susceptibility calculated from the magnetization, $dM/dH$, as well as the real and imaginary parts of the ac susceptibility, $\chi'$ and $\chi''$, respectively. All quantities are determined with respect to the internal field as described above. Note that the real part of the susceptibility is presented on a logarithmic scale, whereas the imaginary part is presented on a linear scale. Data are shown as a function of internal magnetic field, $H_{\text{int}}$, across the high-temperature skyrmion phase for a high temperature of 57.5 K after ZFC, where the helimagnetic transition temperature is $T_c = 58.5$ K. For fields along $\langle 111 \rangle$, $\langle 110 \rangle$, and $\langle 100 \rangle$ data are presented in blue, green, and red, respectively. In perfect agreement with the literature, the magnetization increases at low fields quasilinearly, with a distinct change of slope at $H_{c2}$. Small changes of slope at low and intermediate fields are related to the helical-to-conical transition and the HTS phase, respectively.

The detailed features associated with the transitions between the different phases may be seen in $dM/dH$ shown in Figs. 2(b)–2(d), depicted as discrete data points. Related features are also reflected in the ac susceptibility, $\chi'$, shown as a line. With increasing field, three distinct maxima may be distinguished corresponding to the helical-to-conical transition at $H_{u1}$, the conical-to-skyrmion transition at $H_{u2}$, and the skyrmion-to-conical transition at $H_{u3}$. The change of slope at high fields, denoted as $H_{u2}$, marks the transition between the conical and the field-polarized state.

Quantitatively, the lowest value of $H_{u2}$ is observed for $H \parallel \langle 100 \rangle$, whereas the largest value is observed for $H \parallel \langle 111 \rangle$. In comparison with the conical state, the susceptibility is reduced both in the helical and the HTS phase. Further, the real part of the ac susceptibility, $\chi'$, tracks $dM/dH$ except for the transition regions around $H_{c1}$, $H_{c2}$, and $H_{u1}$, suggesting the presence of reorien-
FIG. 2. Typical magnetization and susceptibility data as a function of internal field following zero-field cooling with fields aligned along (111) (blue), (110) (green), and (100) (red). Data were recorded at $T = 57.5$ K (left column) and $T = 2$ K (right column). [(a) and (e)] Magnetization data. [(b)–(d) and (f)–(h)] Susceptibility calculated from the magnetization, $dM/dH$ (symbols), the real part of ac susceptibility $\chi'$ (black line) and the imaginary part of ac susceptibility $\chi''$ (colored line) for a field along (111) [second row: (b), (f)], field along (110) [third row: (c), (g)] and a field along (100) [fourth row: (d), (h)].

With decreasing temperature, the well-known signatures of the HTS phase disappear, before the characteristics shown for $2$ K in Figs. [(2) (e)–(h)] emerge. For magnetic field along (111) and (110) two transitions may be distinguished, which may be attributed to the helical to conical transition at $H_{c1}$ and the conical to field-polarized transition at $H_{c2}$. In contrast, for (100), the field dependence is qualitatively different and four transition fields may be discerned in the magnetization and ac susceptibility. As shown below, comparison with SANS identifies these as the helical to conical transition at $H_{c1}$, the transitions of the tilted conical state at $H_{c1}^{\alpha}$ and $H_{c2}^{\alpha}$, and the high field transition of the LTS phase at $H_{c2}^{\beta}$. As the signatures of the onset of the tilted conical state are rather pronounced, it is not possible to identify a well-defined signature of the onset of the LTS phase at $H_{c1}^{\beta}$.

For magnetic field between $H_{c1}^{\alpha}$ and $H_{c2}^{\alpha}$ distinctly anisotropic behavior may be observed between two crossing points in the field-dependence of the magnetization. Namely, at low fields the magnetization for all three directions is at first essentially identical. As a side note we remark that the signature in $M$ seen for (100) at $H_{c1}^{\alpha}$ is tiny. Above $H_{c1}^{\alpha}$ the magnetization for field along (100) (red curve) is slightly larger. This situation changes at $H_{c1}^{\alpha}$ for (111), where a pronounced jump in the magnetization for field along (111) (blue curve) defines the first crossing point. For fields between this crossing point and the onset of the tilted conical phase at $H_{c1}^{\alpha}$, the magnetization for field along (111) (blue curve) is largest. At $H_{c1}^{\alpha}$ the magnetization for field along (100) (red curve) displays a jump that defines the second crossing point. For field values above this second crossing point the magnetization for field along (100) (red curve) is again largest.

Thus, between the two crossing points the easy magnetic axis appears to have changed from (100) to (111). Interestingly, closer inspection of the crossing points reveals that the magnetization is not exactly identical for all three directions. However, when calculating the magnetic work $W(M)$ considered below, a sharp crossing point is observed for all three directions. Thus, at the crossing points, the system appears to be perfectly isotropic. We return to an account of the mechanism driving all of this behavior in Sec. [V].

Further, for a field along (111) and (110) the jump in the magnetization at the helical-to-conical transition at $H_{c1}$ results in a clear peak in $dM/dH$. This peak is not seen in the real part of the ac susceptibility $\chi'$, suggesting slow domain reorientations as observed in previous studies of MnSi and Fe$_{1-x}$Co$_x$S. The underlying dissipative processes may account also for the presence of nonvanishing contributions to the imaginary part of the ac susceptibility $\chi''$, at $H_{c1}^{\alpha}$ and $H_{c2}^{\alpha}$.

On a related note, at low temperatures, the imaginary part of the ac susceptibility, $\chi''$, displays a tiny contribution at $H_{c1}$ for fields along (111) and (110) only. In stark contrast, we find a pronounced contribution in $\chi''$ for a field along (100) in the regime of the tilted conical phase. Comparison with the SANS data, presented below, reveals that $H_{c1}^{\alpha}$ and $H_{c2}^{\alpha}$ correspond with the points of inflection in $\chi''$. We note that $H_{c2}^{\alpha}$ is always smaller than $H_{c2}^{\beta}$. Moreover, in contrast to the high-temperature skyrmion phase, where $H_{a1}$ and $H_{a2}$ [cf. Figs. [(2) (b)–(d)]]

$tions of long-range textures and viscous processes occurring on time-scales that are slow as compared with the oscillation period of the ac fields. The underlying dissipative processes may account also for the presence of nonvanishing contributions to the imaginary part of the ac susceptibility, $\chi''$, at $H_{c1}^{\alpha}$ and $H_{c2}^{\alpha}$.
are accompanied by strong dissipation processes causing a large finite value of $\chi''$, no such dissipation is observed for the LTS phase in the frequency range studied.

The evidence for dissipation may reflect the underlying microscopic processes characteristic of the different magnetic phases and/or their creation. As concerns the tilted conical phase, a change of field strength results in a change of propagation direction. In turn, it seems plausible that the strong dissipation within the tilted conical phases arises from changes of propagation direction with ac field. In contrast, the dissipation at the boundary of the HTS phase reflects processes of creation and decay of skyrmions, which originate in the creation and motion of Bloch points. The absence of such dissipation at the phase boundaries of the LTS may be interpreted as putative evidence for a large energy barrier that inhibits the creation and destruction of the skyrmions by means of the ac field. This might also hint at a different nucleation path of the LTS phase as compared to the HTS phase, notably by virtue of the tilted conical phase as an intermediate step.

More generally, the absence or presence of dissipation might be used to distinguish between two different scenarios for first-order transitions. The presence of dissipation indicates the coexistence of two phases and slow dynamics of phase boundaries driven by oscillating fields. The absence of dissipation is expected both for second- and for those first-order transitions, where phase coexistence is suppressed and an oscillating field is not able to induce oscillations in the volume occupied by each phase. This may occur if there is a transition from a high-energy metastable state A to a state B with lower free energy. In this case, only transitions from A to B but not from B to A are induced. Thus, an oscillating field will not induce oscillations between the two phases. This picture explains naturally the absence of dissipative effects when leaving the low-temperature skyrmion phase, which is expected to be metastable due to its topological protection.

**C.2. Magnetization and susceptibility under HFC**

Shown in Figs. [3](a)–[3](d) are the magnetization and the susceptibilities under HFC for different crystallographic directions as recorded at a temperature of 2 K. Again the real part of the susceptibility is presented on a logarithmic scale, whereas the imaginary part is presented on a linear scale. Data are presented for field sweeps from negative to positive field values as indicated by the black arrows. Thus, data recorded at negative fields (left hand side) were determined under decreasing absolute field strength (down) starting at $H < -H_{c2}$, whereas data observed at positive fields (right hand side) were recorded under increasing absolute field strength (up) starting effectively at $H = 0$. As emphasized above, we have confirmed in a large number of careful tests, that the data observed for positive field values (the right-hand side of Fig. [3]), which start at $H = 0$, with the exception of the signature of $H_{c1}$, agrees very well with data observed under ZFC, shown in Fig. [2].

![Typical magnetization and susceptibility data at $T = 2$ K following high-field cooling. Data were recorded in a field sweep from left to right. Data are shown as a function of internal field along (111) (blue), (110) (green), and (100) (red). (a) Magnetization as a function of magnetic field under HFC. (b)–(d) Susceptibility calculated from the magnetization, $dM/dH$ (dots), the real part of ac susceptibility $\chi'$ (black line), and the imaginary part of ac susceptibility $\chi''$ (colored line) for fields along (111), (110), and (100).](image-url)
and to the field-polarized state at $H_{s2}^d$. The susceptibilities associated with the different phases display a plateau in the conical phase, a reduced value in the helical state, and a rapid decrease when entering the field-polarized regime. Concerning the evidence of magnetic anisotropy, we note that $H_{s1}$ is quantitatively almost identical for $\langle 111 \rangle$ and $\langle 110 \rangle$, whereas $H_{c2}$ is highest for field parallel $\langle 111 \rangle$ and visibly smaller for field parallel $\langle 110 \rangle$.

In comparison to fields along $\langle 111 \rangle$ and $\langle 110 \rangle$, the magnetization as a function of field for a field along $\langle 100 \rangle$ displays a sizable asymmetry with respect to $H = 0$ and $M = 0$. Data recorded under increasing fields (positive field values) are equivalent to the data recorded under ZFC data with the exception of the tiny signature of $H_{s1}^c$ marked in Fig.2(b1). As explained above, this reflects differences in domain population arising from the different temperature versus field histories.

Starting at large negative fields as a function of decreasing field, the system undergoes a transition from the field-polarized to the tilted conical phase at $H_{t2}^d$ and exits the tilted conical phase at $H_{t1}^d$. The transition from the LTS phase to the conical state takes place at $H_{t1}^s$, much below $H_{t1}^d$. Continuing this field sweep through zero, the transition from the conical to the tilted conical phase is observed at $H_{t1}^c$, which vanishes at $H_{t2}^s$, followed by the transition of the LTS phase to the field-polarized state at $H_{s2}^d$.

A key result of our study concerns the detailed behavior and field range of the tilted conical and LTS phases. Correcting the effects of demagnetizing fields, we find no hysteresis for the transition fields $H_{t1}$ and $H_{t2}$ of the tilted conical phase between increasing (u) and decreasing (d) field strength. In contrast, under decreasing magnetic fields (negative field values), the LTS phase appears to emerge essentially together with the tilted conical phase around $H_{t1}^d$. However, when decreasing the field further the LTS phase survives down to $H_{t1}^s$, i.e., well below the regime of the tilted conical state vanishing at $H_{t1}^c$. Strictly speaking, we infer the formation of the LTS phase from the observation of $H_{t1}^c$ and $H_{t2}^s$ in combination with what is known from the SANS study.

Interestingly, the small maximum of $dM/dH$ at $H_{s1}^d$ is related to a change of the magnetization, where the magnitude of $M$ is larger in the presence of the low-temperature skyrmion phase (cf just below $H_{s1}^d$), while $M$ collapses onto the value of the magnetization observed for the other field directions just below $H_{s1}^c$. Regardless whether the data are recorded under increasing or decreasing field, the tilted conical phase always emerges first while the low temperature skyrmion phase vanishes last.

Concerning the agreement and discrepancies between $dM/dH$ and $\chi'$ under HFC, we find essentially the same properties observed under ZFC. Namely, analogous to the behavior at $H_{s2}^d$ described above, where $\chi'$ does not track $dM/dH$ and $\chi''$ remains vanishingly small, $\chi'$ does not track $dM/dH$ at $H_{s1}^d$ either, and there is also no evidence for dissipation in the imaginary part of the ac susceptibility. This indicates potentially important differences regarding the process of nucleation of the low-temperature skyrmion phase as compared with the high-temperature skyrmion phase that are beyond the scope of our study.

### C.3. Comparison with small-angle neutron scattering

The definitions of the transition fields introduced above may be justified by means of a direct comparison with the magnetic field dependence of the scattering intensities observed in small-angle neutron scattering shown in Fig.4. For the comparison a data set was recorded under the same conditions reported in Ref.16. We note that the intensities shown here represent peak intensities and not an integration over rocking scans. Therefore quantitative comparison between different phases is not possible. For further technical details, we refer to Ref.16.

Great care was exercised in order to avoid systematic errors. First, the neutron scattering data were recorded for a spherical Cu$_2$OSeO$_3$ sample prepared from the same batch of material used to prepare the samples for the magnetization and ac susceptibility measurements reported here. Second, the magnetization and susceptibility data were recorded in a sample of almost cubic shape as listed in Table1. This way, the demagnetization factors were similar and differences of corrections tiny. In turn, data are shown as a function of internal field, where the demagnetization correction for the SANS data was calculated from the magnetization data measured on a different sample. Third, the same ZFC and HFC protocols were followed when recording the neutron scattering data, magnetization and susceptibility to minimize systematic differences.

For what follows, it is helpful to review briefly the intensity patterns associated with the different magnetic phases shown schematically in Figs.4(a1–4(a5). Taken together, all magnetic phases are characterized by scattering intensities on the surface of a small sphere in reciprocal space depicted in blue shading. The radius of this sphere reflects the characteristic length scale $|Q|$ of the competition of ferromagnetic exchange and Dzyaloshinsky-Moriya interactions.

The illustrations shown in Figs.4(a1–4(a5 correspond to the helical phase (green), conical phase (gray), high-temperature skyrmion phase (light red), tilted conical phase (dark gray), and low-temperature skyrmion phase (dark red). In these depictions, the crystallographic $\langle 100 \rangle$ directions are shown as black arrows, while the detector plane is indicated by gray shading. It is important to note the orientations of the applied magnetic field with respect to the detector plane and the crystallographic crystal axes.

In the helical state, illustrated in Fig.4(a1), the $\langle 100 \rangle$ easy magnetic axes result in three energetically equivalent domain populations as indicated by green-shaded dots. Under ZFC, these domains are populated equally.
For sufficiently large field the conical state stabilizes. The associated scattering pattern corresponds to intensities for $\pm Q \parallel H$ as illustrated in Fig. 4(a2). Note that for $H \parallel \langle 100 \rangle$, the conical intensity is indistinguishable from the magnetic domain of the helical state in the field direction. Further, shown in Fig. 4(a3) is the scattering pattern of the high-temperature skyrmion phase, which is located in a plane perpendicular to the applied magnetic field. Shown here is the sixfold scattering pattern of a single skyrmion lattice domain population, where an energetically degenerate second domain population exists in principle under a rotation of $30^\circ$ with respect to the field direction.

In addition to these well-known scattering patterns, the tilted conical phase and the LTS phase are characterized by the scattering patterns illustrated in Figs. 4(a4) and 4(a5). For the tilted conical phase the diffraction spots along the magnetic field split into four contributions under an angle with respect to the field direction. This tilting angle increases under increasing magnetic field. Second, in the LTS phase, scattering intensity emerges in the plane perpendicular to the applied magnetic field. While this pattern assumes the shape of a uniform ring in most experiments, characteristic of a glassy appearance of the skyrmion lattice, it was demonstrated that the ring represents an average of a randomly oriented sixfold diffraction patterns.

The magnetic field dependence of the different scattering intensities is shown in Figs. 4(b1) and (b2) for HFC, as well as Figs. 4(c1) and 4(c2) for ZFC. Here, the color shading corresponds to the shading used in Figs. 4(a1)–4(a5). Under HFC and decreasing field, the tilted conical phase emerges at $H_{d2}^t$, defined at the point of inflection of the scattering intensity, which corresponds to the point of inflection of $\chi''$. It is not possible to identify a clear signature of the emergence of the LTS phase in the magnetization or susceptibility, which in neutron scattering clearly appears at a field value smaller than $H_{d2}^t$. The transition field at which the tilted conical phase vanishes, $H_{d1}^t$, may be defined at the point of inflection in $\chi''$ as marked. Finally, when decreasing the field further, the disappearance of the LTS phase at $H_{d1}^t$ is clearly connected with a distinct maximum in the susceptibility inferred from the magnetization, $dM/dH$, where neither a
peak in $\chi'$ is seen nor a contribution in $\chi''$.

Increasing the magnetic field after HFC further [the right-hand side of panels (b1) – (b4)], the conical-to-helical transition may be seen at $H_{c1}^d$ (not marked for clarity), which coincides with $H_{c1}^d$, as well as $H_{c1}^s$. Yet, no signatures may be seen in the magnetization and susceptibility at $H_{c1}^d$, which why we labelled the $H_{c1}^s$ only. However, when increasing the field further, the magnetic field dependence of the scattering intensities of the tilted conical phase displays again excellent agreement with $\chi''$ at the points of inflection of both quantities, defining $H_{c1}^s$, and $H_{c2}^s$. Again, the LTS phase emerges at a field value $H_{c1}^s$, slightly larger than $H_{c1}$, and vanishes at a field $H_{c2}^s$ well above $H_{c2}^s$. Here $H_{c2}^s$ corresponds accurately to the location of an additional small peak in $dM/dH$ that is neither tracked in $\chi'$ nor visible in $\chi''$, where the latter is vanishingly small.

The characteristics observed in the neutron scattering intensity, the magnetization, and the susceptibilities observed under HFC are reproduced very well under ZFC as shown in Figs. 4(c1) through 4(c4). The only difference that may be noticed here concerns the tiny signature in $dM/dH$ at $H_{c1}^s$, which is not present under HFC.

D. Higher harmonics in the susceptibility

Motivated by the observation of clear differences between $dM/dH$ and $\chi'$, as well as substantial contributions in $\chi''$, we explored the question of higher-harmonic contributions to the ac susceptibility up to third order for field along $\langle 110 \rangle$ and $\langle 100 \rangle$ at selected temperatures. Data were recorded in a single field sweep from negative to positive fields after HFC, i.e., data recorded for positive field values during these sweeps essentially corresponded to ZFC conditions.

In general higher harmonics reflect the presence of strong non-linearities in $M(H)$ even for the tiny excitation amplitudes of the ac probing field (of the order 0.1 mT). In the spirit of a brief introduction we note that the magnetic response of a sample to an external magnetic field

$$H(\omega, t) = H_{dc} + H_{ac} \cos \omega t$$  \hspace{1cm} (1)

may be expressed in terms of the Fourier expansion

$$M(\omega, t) = M_0 + \sum_{n=1}^{\infty} (M_n' \cos n \omega t + M_n'' \sin n \omega t)$$ \hspace{1cm} (2)

$$= \chi_{dc} H_{dc} + H_{ac} \sum_{n=1}^{\infty} (\theta_n' \cos n \omega t + \theta_n'' \sin n \omega t)$$

where the Fourier coefficients represent unitless quantities given by

$$\theta_n' = \frac{1}{\pi H_{ac}} \int_0^{2\pi} M(\omega, t) \cos n \omega t \, d\omega t$$ \hspace{1cm} (4)

and

$$\theta_n'' = \frac{1}{\pi H_{ac}} \int_0^{2\pi} M(\omega, t) \sin n \omega t \, d\omega t$$ \hspace{1cm} (5)

As mentioned in Sec. II in the literature, the coefficients $\theta_n'$ and $\theta_n''$ are also known as harmonic susceptibilities. In comparison, when developing the response to an excitation in a Taylor series the expansion coefficients, denoted $\chi_n'$ and $\chi_n''$, are referred to as nonlinear susceptibilities. For mathematically well behaved properties it is possible to infer the real and imaginary parts of the nonlinear susceptibilities, $\chi_n'$ and $\chi_n''$, from these Fourier coefficients $\theta_n'$ and $\theta_n''$ (see, e.g., Ref. 39 for details). However, since higher order contributions rapidly decrease in strength, we approximate the nonlinear susceptibility by the leading order contributions of the harmonic susceptibilities, namely, $\chi = \chi_1 \approx \theta_1$, $\chi_2 \approx 2 H_{ac}^2 \theta_2$ and $\chi_3 \approx 4 H_{ac}^2 \theta_3$.

In view that the magnetization curve for field along $\langle 100 \rangle$ is not point symmetric with respect to $M = 0$ and $H = 0$, the second harmonic may not be point symmetric either. Further, for the sharp changes of slope of the magnetization curve the second harmonic may be expected to be finite subject to the precise excitation amplitude.

Shown in Fig. 5 are typical higher order contributions of the harmonic susceptibility, notably $\chi_2$, $\chi_3$, and $\theta_3$. In our measurements, we recorded the properties up to the third harmonic at selected temperatures following HFC. Data are shown as a function of internal field for field along $\langle 110 \rangle$ (left panels) and field along $\langle 100 \rangle$ (right panels), where rows correspond to first, second and third harmonic susceptibility, while columns correspond to different temperatures. Data for negative fields for $\langle 110 \rangle$ are not shown for clarity and because they are symmetrical to the data at positive field values, thus not adding any additional information.

For a field along $\langle 110 \rangle$ and $T = 2K$, the second harmonic is essentially zero except for a negative peak of the real part, $\chi_2$, at $H_{c2}$. At $T = 57.5K$, tiny additional peaks are present at $H_{c2}$ and two very weak peaks at $H_{c1}$ and $H_{c1}$ (hardly visible on the scale shown here). Moreover, the third harmonic, $\chi_3$, is essentially zero at both $T = 2K$ and 57.5K.

In comparison, for a field along $\langle 100 \rangle$, the behavior at high temperatures is similar to that for field along $\langle 110 \rangle$. Namely, at $T = 57.5K$, the second harmonic, $\chi_2$, displays a negative peak associated with $H_{c2}$ as well as additional tiny peaks at $H_{c2}$, $H_{c1}$, and $H_{c1}$ (barely resolved on the scale shown here). Moreover, the third harmonic, $\chi_3$, is essentially zero. Similarly, at $T = 45K$ only the peak associated with $H_{c2}$ is observed in $\chi_2$, where the data are point symmetric with respect to $H = 0$ and $\chi_2 = 0$. Again the third harmonic, $\chi_3$, is essentially zero.

In contrast, at $T = 2K$, a huge second harmonic is observed in the field range of the tilted conical phase for $H \parallel \langle 100 \rangle$. Interestingly, in comparison with the second harmonic signal at high temperatures associated with $H_{c2}$ the new contribution has the opposite sign.
FIG. 5. Higher-harmonic contributions in the ac susceptibility as a function of field at selected temperatures for fields along the ⟨110⟩ and ⟨100⟩ direction. The set of panels on the left corresponds to $\mathbf{H} \parallel ⟨110⟩$; the set of panels on the right corresponds to $\mathbf{H} \parallel ⟨100⟩$. Rows display the first, second and third harmonic. Columns correspond to different temperatures as marked in the plots. Data have been recorded following high-field cooling in a field sweep from negative to positive field values. The negative branch of the ⟨110⟩ data is not shown for clarity, as it provides no further information.

Also, a huge third harmonic is observed in the field region of the tilted conical phase. In fact, key features of the second and third harmonic are already present at $T = 20\,\text{K}$, where they are weaker with additional fine structure (double peak).

The highly nonlinear response we observe in Cu$_2$OSeO$_3$ represents a key characteristic of the tilted conical state rather than the LTS phase. We speculate that the strong nonlinear and dissipative response arises from domain walls and other inhomogeneous textures generated when the tilted phase is nucleated. In the literature, similar properties are typically reported for superconductors, and molecular and low-dimensional magnets\textsuperscript{44}, where specific models are required for the interpretation. Unfortunately, it is at present not clear how the non-linearities are generated. In the future, a Cole-Cole plot of the interdependence of the real and imaginary parts of $\chi$ for different frequencies may, for instance, provide information on the characteristic activation energies\textsuperscript{44}. However, this level of experimental exploration and analysis is beyond the scope of the study presented here.

E. Demagnetizing Effects

In view of the importance of the temperature versus field protocol and the rather subtle features in the magnetization and susceptibilities associated with the various phase transitions we have recorded the magnetization and ac susceptibility for a series of samples with different demagnetization factors. For samples with large demagnetization factors, we find the reconstruction of the intrinsic behavior to be prohibitively difficult as small effects are irreversibly smeared out. Also, for an irregular sample shape, the nucleation processes may actually be altered. Moreover, theoretical modeling reported in Ref.\textsuperscript{16} revealed that dipolar interactions play an important role for the details of the magnetic phase diagram as discussed below.

Shown in Fig. 6 are typical magnetization and susceptibility data as a function of applied field for various samples with different demagnetization factors (see also Table 1). Each column corresponds to a different demagnetization factor as stated at the top of the figure. Data were measured in a single field sweep corresponding to HFC, i.e., analogous to the data shown in Fig. 4. For lack of space, data at negative fields are shown as a function of positive field values. Therefore data shown in rows
FIG. 6. Magnetization \( M \), calculated susceptibility, \( \mathrm{d}M/\mathrm{d}H \), as well as real and imaginary part of the ac susceptibility, \( \chi' \) and \( \chi'' \), respectively, for different sample shapes with different demagnetization factors and field along \( \langle 100 \rangle \). The demagnetization factors are denoted above each column (see Table I for further details). Data were recorded following high-field cooling in a single field sweep, where data recorded at negative fields are mirrored to positive field values. Data branches recorded under decreasing and increasing magnitude of the field are shown in blue and red shading, respectively.

(b) and (c) were recorded under increasing field, corresponding to the right-hand side of Fig. 3, i.e., positive field values. They are essentially equivalent to the behavior observed under ZFC. In comparison, data shown in rows (d) and (e) were recorded under decreasing field, corresponding to the left-hand side of Fig. 3, i.e., negative field values.

Assuming uniform demagnetization fields across the sample volume a shearing of the data towards larger field values with increasing demagnetization factor is expected. Moreover, the bar-shaped sample geometry results in a distribution of internal field directions that generates a smearing out of all features. As shown in the first column of Fig. 6 for a tiny demagnetizing factor, \( N = 0.07 \), all features observed under ZFC and HFC described in detail above may be readily identified. The two most important characteristics concern the presence of hysteresis in the magnetization due to the LTS phase, and the observation of dissipation in the imaginary part of the susceptibility \( \chi'' \), associated with the tilted conical phase.

For increasing demagnetization factor the steep rise (jump) in the magnetization associated with the onset of the tilted conical phase turns into a shallow rise. Nonetheless, a non-vanishing contribution in \( \chi'' \) is observed in a well-defined field range. This suggests that the tilted conical phase continues to form in a finite field range. In contrast, the signatures of the LTS phase are smeared out and vanish. Without microscopic information it is unfortunately not possible to infer any further information on the LTS phase.

In order to illustrate the effects of demagnetizing fields on a theoretical level, we consider the Ginzburg-Landau model described in Ref. [16] taking into account the cubic magnetocrystalline anisotropy, cf. Eq. (6) shown below. For a given applied field \( \mathbf{H} \), the magnetic moments are subject to an internal field \( \mathbf{H}_{\text{int}} = \mathbf{H} - \mathbf{N}M \) that depends on the magnetization \( \mathbf{M} \) as well as the demagnetization tensor \( \mathbf{N} \). This results in three main physical effects: (i) a shift of phase boundaries due to the change of the internal fields, (ii) a possible tilt of the internal field in the tilted conical phase, and (iii) the stabilization of coexistence.
regimes.

Shown in Fig. 7(a) and (b) are phase diagrams under an applied field $\mathbf{H}$ along $\langle 100 \rangle$ as a function of demagnetization factor $N_z$. The two phase diagrams only consider uniform phases, ignoring the possibility of phase coexistence discussed below. The thermodynamically stable phases are the conical, the LTS and the ferromagnetic state. We also show the metastable tilted conical state in the regime where its energy is higher than the LTS phase but lower than both the conical and ferromagnetic phase. It vanishes for small $N_z$. Parameters and units correspond to those used in Ref. 16. Here we assumed that only single-domain states exist. We also display the metastable tilted conical state in the regime where it has lower energy than both the conical and ferromagnetic phase. It vanishes for $N_z \to 0$. Parameters used in Ref. 16 the tilted conical phase vanishes for $N_z \to 0$, see Fig. 7(a). Our experimental data display, in contrast, the signatures of the tilted conical phase even for tiny values of $N_z$, as summarized in Fig. 7(d). However, there are different possibilities (or combinations thereof) to account for this seeming discrepancy. First, additional anisotropies, such as exchange contributions $c \sum_i (\nabla_x M_x)^2 + (\nabla_y M_y)^2 + (\nabla_z M_z)^2$, could stabilize the tilted conical phase further such that it remains metastable even for $N_z \to 0$. This is illustrated in Fig. 7(b), where the additional exchange anisotropy term given here has been taken into account as compared with the model evaluated in Fig. 7(a). Furthermore, the suppression of the tilted conical phase by internal field components perpendicular to the external field can be reduced when several domains with different tilting directions exist [cf. Fig. 4(a4)]. Thus the total transverse magnetization might average out. We have checked that this effect indeed enlarges the metastable tilted phase but not up to $N_z = 0$.

Both phase diagrams, Figs. 7(a) and (b), were generated in finding a uniform phase with minimal energy for a given external field $\mathbf{H}$ At the first order phase transitions, however, the two states in question have different magnetization. In this case demagnetization effects stabilize regions of phase coexistence. Boundaries of regions of phase-coexistence (ignoring hysteresis effects and domain wall formation assuming a perfectly “soft” magnet and smooth transitions into the coexistence regime) are

\[ (c) \text{ Theoretical phase diagram obtained from a Ginzburg-Landau model in the presence of the cubic anisotropy of Eq. (9), as described in Ref. 16. Here we assumed that only single-domain states exist. We also display the metastable tilted conical state in the regime where its energy is higher than the LTS phase but lower than both the conical and ferromagnetic phase. It vanishes for small $N_z$. Parameters and units correspond to those used in Ref. 16. (b) Phase diagram of (a) when including the exchange anisotropy $c \sum_i (\nabla_x M_x)^2$ with $c = -0.06$, as described in the main text. The metastable tilted conical state exists even for $N_z \to 0$. (c) Thermodynamic phase diagrams for samples with different demagnetization factor $N_z$, as detailed in Fig. 6 with data for negative fields mirrored to positive fields. (d) Summary of the experimental critical fields for samples with different demagnetization factor $N_z$, from Ref. 16. Here we assumed that only single-domain states exist. We also display the metastable tilted conical state in the region where phases are metastable. (d) Summary of the experimental critical fields for samples with different demagnetization factor $N_z$, as detailed in Fig. 6 with data for negative fields mirrored to positive fields.}
FIG. 8. Magnetization (first row) and specific heat (second row) as a function of internal field at 2 K for all major directions. Data were recorded following high-field cooling in a single field sweep from negative to positive field values, where data recorded at negative fields are mirrored to positive field values. Data branches recorded under decreasing and increasing are indicated in blue and red shading, respectively.

The specific heat for field along \( \langle 111 \rangle \) and \( \langle 110 \rangle \) as a function of magnetic field, shown in Figs. 8(d) and 8(e) exhibits three regimes of different slope, \( dC/dH \). In the helical state, the specific heat is essentially constant, followed by a linear decrease in the conical state, which becomes steeper in the field-polarized state. Apart from a small amount of hysteresis in \( M \) at \( H_{c1} \), there is no evidence for further hysteresis.

In contrast, there are clear differences between increasing and decreasing field for field along \( \langle 100 \rangle \) shown in Fig. 8(f). Namely, under increasing magnetic field (red), three distinct kinks corresponding to the transitions at \( H_{u1}^{d} \), \( H_{u2}^{d} \), and \( H_{u2}^{u} \) are visible. At low magnetic fields up to \( H_{u1}^{d} \), the specific heat is essentially unchanged, \( \Delta C(B) \approx 0 \), where we note that this includes the helical and the conical phase. Between \( H_{u1}^{d} \) and \( H_{u2}^{u} \), \( \Delta C(B) \) drops sharply, coinciding with the steep increase in \( M \). Between \( H_{u2}^{d} \) and \( H_{u2}^{u} \), the rate of change, \( dC/dH \), decreases, followed by another decrease of \( dC/dH \) above \( H_{u2}^{u} \). In comparison, under decreasing field (blue), only two changes of slope corresponding to \( H_{u1}^{d} \) and \( H_{u2}^{d} \) may...
be observed. Thus, there is clearly hysteresis between \( H_{c1} \) and \( H_{c2} \). When further decreasing the field, the specific heat coincides with the data recorded under increasing field. In particular, there is very faint evidence of \( H_{c1} \) in the specific heat, which is clearly present in the magnetization.

As the tilted conical phase and the low-temperature skyrmion phase emerge as a function of magnetic field, changes of the entropy to be expected between the different phases are rather tiny. Nonetheless, we observe a suppression of the specific heat with increasing magnetic field for all three field directions. The observation of clear signatures in the specific heat at the transition fields of the tilted conical phase and low-temperature skyrmion phase, as well as the observation of hysteresis provide clear signatures of thermodynamically distinct phases. However, some caution is necessary as the strongly hysteretic behavior observed in neutron scattering, the magnetization and the specific heat are characteristic of strong first order transitions. Both the size of the effects as well as the experimental method we use here, notably small heat pulse relaxation calorimetry, make the detection of a latent heat for a weakly field dependent phase transition line essentially impossible.

IV. DISCUSSION

The changes of the magnetic phase diagram of \( \text{Cu}_2\text{OSeO}_3 \) as a function of crystallographic direction inferred from our magnetization, susceptibility and specific heat data reflect the presence of distinct magnetic anisotropies. The discussion of these anisotropies is organized in three parts. In section A a comparison of the anisotropies of the magnetization of \( \text{Cu}_2\text{OSeO}_3 \) is presented with those observed in the related compounds \( \text{Fe}_{1-x}\text{Co}_x\text{Si} \) (\( x = 0.2 \)) and MnSi. This is followed by a quantitative estimate of the strength of the cubic anisotropies, presented in section B. The discussion closes in section C with qualitative considerations of the effective anisotropy potential as a function of applied magnetic field, and how these connect with the anisotropy of the magnetization and the different magnetic phases.

A. Anisotropy of the magnetization

Shown in Fig. 9 is a comparison of the magnetization of \( \text{Cu}_2\text{OSeO}_3 \), \( \text{Fe}_{1-x}\text{Co}_x\text{Si} \) (\( x = 0.2 \)), and MnSi for all major crystallographic directions. Data are shown as a function of internal magnetic field in units of the upper critical field, \( H_{c2} \), determined in the direction exhibiting the largest value of \( H_{c2} \). The magnetization is presented in units of the upper critical field, \( H_{c2} \), and characteristic of \( \langle 100 \rangle \) easy-axes anisotropy.

The magnetization is largest in the direction exhibiting the largest value of \( H_{c2} \). The behavior at intermediate fields may be interpreted in terms of a field induced inversion of the magnetic anisotropy, where the \( \langle 111 \rangle \) axes appear to be the easy axes for a small field range. However, as shown in further detail below, the cubic anisotropy (sign of \( K \)) does not change as a function of field and the \( \langle 100 \rangle \) axes remain the easy axes, consistent with \( H_{c2} \) being smallest and largest for \( \langle 100 \rangle \) and \( \langle 111 \rangle \), respectively. Instead, the behavior observed here reflects the property of a modulated spin structure that remains essentially rigid in a cubic anisotropy potential.

The magnetization of \( \text{Fe}_{1-x}\text{Co}_x\text{Si} \) (\( x = 0.2 \)) shown in Fig. 9(b) is reminiscent of \( \text{Cu}_2\text{OSeO}_3 \) and characteristic of a weak \( \langle 100 \rangle \) easy-axes anisotropy, even though the
variations in Fe$_{1-x}$Co$_x$Si are not as pronounced. In comparison to Cu$_2$OSeO$_3$, the lower critical field $H_{c1}$ seems essentially isotropic. It is important to emphasize that in particular the helical-to-conical transition in Fe$_{1-x}$Co$_x$Si may be dominated by disorder and defect-related pinning, accounting for the large value of $H_{c1}$ as compared to $H_{c2}$.$^{[23]}$ The fairly small changes of $H_{c2}$ as a function of orientation reflect a weak magnetic anisotropy. Also, the magnetization for fields above $H_{c1}$ is qualitatively different for different field directions, where the magnetization for $\langle 100 \rangle$ is steeper than for the other directions up to $H_{c2}$. For fields above $H_{c1}$, the slope is initially larger than just below $H_{c2}$. This corresponds to the jump in $M$ at $H_{c1}$ in Cu$_2$OSeO$_3$ characteristic of a broadened first order transition. Thus, in comparison to Cu$_2$OSeO$_3$, the magnetic anisotropy as analyzed in terms of the magnetic work presented below is by far not as pronounced. An exciting unresolved question for Fe$_{1-x}$Co$_x$Si concerns, whether a tilted conical phase and LTS phase exist at least for some $x$.

The field dependence of the magnetization of MnSi shown in Fig. 9(c) exhibits, finally, the signatures of a very weak $\langle 111 \rangle$ easy-axes anisotropy. Here differences between the different crystallographic directions are difficult to discern. In comparison to Cu$_2$OSeO$_3$ and Fe$_{1-x}$Co$_x$Si ($x = 0.2$), the ratio of $H_{c2}$ to $H_{c1}$ is largest, whereas the variation of $H_{c2}$ with orientation is smallest (see Ref. 43 for further details). Moreover, the changes of slope are tiny between the different phases for all crystallographic directions. Thus, taken together, the comparison of the magnetization shown here underscores that the anisotropy is clearly strongest in Cu$_2$OSeO$_3$ with $\langle 100 \rangle$ easy axes, followed by Fe$_{1-x}$Co$_x$Si, which displays also $\langle 100 \rangle$ easy axes, whereas MnSi exhibits the well-known, very weak $\langle 111 \rangle$ easy-axes anisotropy.

### B. Magnetocrystalline Anisotropy

The LTS and tilted conical phases arise in the presence of cubic magnetocrystalline anisotropies provided that they are sufficiently strong.$^{[16],[18]}$ The energy density associated with the leading anisotropy may be expressed in terms of the unit vector $\hat{M}$ describing the orientation of the magnetization

$$F_a = K(\hat{M}_x^4 + \hat{M}_y^4 + \hat{M}_z^4)$$

where $K$ is the anisotropy constant. The definition of $F_a$ used here is identical to a recent ferromagnetic resonance study.$^{[18]}$ It differs from the SANS study$^{[10]}$ in terms of the sign of $K$ and the units of the magnetization. As shown in Ref. 16 the cubic anisotropy is sufficient to give rise to a stable LTS and a metastable tilted conical phase for a magnetic field along $\langle 100 \rangle$, provided that $K$ is negative and exceeds a critical value $K_c$. An estimate of the critical anisotropy value is given by

$$K_c \approx -0.07\mu_0 H_{c2}^2 M_s,$$

where $H_{c2}^2$ is the internal critical field of the conical to field-polarized transition (evaluated for $K = 0$). (Note that we use a different notation as compared to Ref. 16). However, the stability of the LTS and tilted conical phases may be reduced or enhanced by additional contributions to the free energy arising, for example, from other anisotropy terms.

Following Ref. 44 the magnetocrystalline anisotropy may be estimated by considering the magnetic work

$$W_\text{R} = \mu_0 \int_0^{M_s} dM H$$

for $K = 0$. The magnetic work $W$, transition fields $H_{c1}$ and $H_{c2}$, and anisotropy constant $K$ as inferred from the magnetization and the transition fields as a function of temperature. (a) Temperature dependence of the magnetic work $W$ for all major crystallographic orientations under magnetic field saturating the magnetization. (b) Difference of the magnetic work $\Delta W$ with respect to field along $\langle 100 \rangle$. (c) Transition fields $H_{c1}$ and $H_{c2}$ for field along $\langle 111 \rangle$ (blue), $\langle 110 \rangle$ (green), and $\langle 100 \rangle$ (red) as a function temperature. (d) Anisotropy constant $K$ as a function of temperature, as extracted from the magnetic work (green, blue), and the upper critical field $H_{c2}$ (orange). Shown in gray shading is the regime in which an LTS phase becomes favorable ($K \leq -0.07$).
vector $\hat{H}$. The subscript $\hat{H}$ serves to indicate the dependence on the specific crystallographic direction. From the experimental magnetization data, we may determine $W_{\hat{H}}$ for fields along high symmetry directions, i.e., $(100)$, $(110)$, and $(111)$. Values as a function of temperature determined this way are shown in Fig. 10(a). With decreasing temperature, $W$ increases monotonically below $T_c$. At high temperatures, $W$ does not change as a function of field direction. However, towards lower temperatures a small but distinct anisotropy emerges below $\sim 30$ K. In the zero temperature limit, we find $W \approx 20 \text{ neV} \cdot \text{Å}^{-3}$, which is in quantitative agreement with density functional calculations predicting the value $23.8 \text{ neV} \cdot \text{Å}^{-3}$.

In the field-polarized state the magnetocrystalline anisotropy simplifies for magnetic fields along high symmetry directions

$$F_a = K \begin{cases} 
1 & M \parallel (100) \\ 
1/2 & M \parallel (110) \\ 
1/3 & M \parallel (111). 
\end{cases}$$  \hspace{1cm} (8)

One may, for example, estimate the anisotropy constant by considering the differences of the magnetic work between different orientations:

$$W_{(110)} - W_{(100)} = -\frac{1}{2} K.$$  \hspace{1cm} (9)

$$W_{(111)} - W_{(100)} = -\frac{2}{3} K.$$  \hspace{1cm} (10)

These differences are shown in Fig. 10(b). While the curves are guides to the eye, it is interesting to note the quantitative consistency of the different directions with Eqs. 9 and 10. The resulting anisotropy constant $K$ as a function of temperature derived from these differences is shown by the blue and green curves in Fig. 10(d).

In fact, the critical field $H_{c2}^\text{int}$ also displays a directional dependence in the presence of the anisotropy $K$ as reported in Ref. 19. The difference of critical fields along $(110)$ and $(111)$ is proportional to $K$ and may be expressed as

$$H_{c2,(110)}^\text{int} - H_{c2,(111)}^\text{int} = -\frac{5}{3} \frac{K}{\mu_0 M_s} [1 + \mathcal{O}(\frac{K}{\mu_0 M_s})].$$  \hspace{1cm} (11)

where the correction, $\mathcal{O}(\ldots)$, may be neglected for small $K$. This allows to determine the value of $K$ with the help of the upper critical fields $H_{c2}$ for the three crystallographic directions $(100)$, $(110)$, and $(111)$ as shown in Figs. 10(c) and 10(d). At high temperatures, just below $T_c$ essentially no anisotropy may be observed. However, with decreasing temperature, the values of $H_{c2}$ for different directions separate below $\sim 40$ K, becoming distinctly different.

Values of the anisotropy constant $K$ inferred from $H_{c2}$ are shown as orange curve in Fig. 10(d). With decreasing temperature $K$ deviates from zero and decreases below $\sim 35$ K. Within the accuracy of the estimates carried out here it is not possible to rule out a change of sign and small positive value of $K$ between $T_c$ and $\sim 35$ K. This might hint at the existence of further, weaker anisotropy terms. The putative existence of such terms may be clarified with the help of the anisotropy of $H_{c1}$. However, it is important to emphasize that despite a possible change of sign of $K$ as a function of temperature the easy magnetic axes remain the $(100)$ axes throughout. In the limit of low temperatures, the values of $K$ as calculated from magnetization and the upper critical fields are, finally, quantitatively consistent with the anisotropy constant determined at $T = 5$ K with the help of ferromagnetic resonance measurements, $K_{\text{FMR}} = -0.6 \times 10^3$ J/m$^3 \approx -3.7$ neV/Å$^3$ (see supplement of Ref. 38 for details).

Also shown in Fig. 10(d) are the anisotropy constants in dimensionless units, $K/\mu_0 M_s H_{c2,(111)}^\text{int} \approx K/\mu_0 M_s H_{c2,(111)}^\text{int} |_{K=0}$ (ordinate on the right-hand side), where $M_s$ and $H_{c2}^\text{int}$ are temperature dependent. As reported in Ref. 16 the cubic anisotropy may be expected to stabilize the LTS as a metastable state without need for further exchange anisotropies when the ratio $K/\mu_0 M_s H_{c2,(111)}^\text{int}$ falls below a threshold of $-0.07$. This condition is indicated by gray shading in Fig. 12(d). Indeed, below $\sim 15$ K, where the LTS phase is observed for $H \parallel (100)$, the ratio $K/\mu_0 M_s H_{c2,(111)}^\text{int}$ reaches this strength suggesting that the cubic anisotropy $K$ represents the main stabilization mechanism for the additional phases.

### C. Effective energy landscape

For weak magnetic anisotropies it is very well established experimentally and theoretically, that the direction of the conical helix aligns with the magnetic field. While this alignment is on the expense of magnetic anisotropy energy, it allows to minimize Zeeman energy as the magnetic moments cant most effectively towards the field direction. In turn, this raises the question why a sufficiently strong anisotropy stabilizes a skyrmion phase and a tilted conical phase in which the moments twist around propagation directions that are not aligned with the magnetic field. In the following, we present a qualitative discussion in order to provide an intuitive picture of the competition between Zeeman energy and magnetocrystalline anisotropy for modulated structures. A quantitative numerical analysis has been reported in Ref. 16.

For what follows, it is helpful to consider the magnetization of a right-handed conical modulation,

$$\mathbf{M}(r)/M_s = \cos \alpha \, \hat{e}_3 + \sin \alpha \left( \hat{e}_1 \cos(k \hat{e}_3 \mathbf{r}) + \hat{e}_2 \sin(k \hat{e}_3 \mathbf{r}) \right),$$

where $M_s$ is the saturated magnetization, $\alpha$ is the cone angle with $\cos \alpha \approx H/H_{c2}$ and $k$ is the magnitude of the pitch vector that is oriented along the unit vector $\mathbf{k} = \hat{e}_3$ with the orthonormal right-handed basis $\hat{e}_1 \times \hat{e}_2 = \hat{e}_3$. 


The uniform magnetization component of the conical helix points into the same direction than the pitch vector, namely \( \hat{e}_3 \). Using the primitive conical helix as the starting point of a variational calculation in the magnetocrystalline potential of Eq. (6), an effective anisotropy potential for the orientation of the pitch vector \( \hat{k} \) may be obtained given by

\[
V_{\text{eff}}(\hat{k}) = K_{\text{eff}}(\alpha) \left( \hat{k}_x^4 + \hat{k}_y^4 + \hat{k}_z^4 \right). \tag{12}
\]

We note that this approximation neglects distortions of the conical helix, which are of the order of a few \% as observed in the SANS study (see supplement of Ref. 16; see also discussion in Ref. 43). The effective anisotropy, \( K_{\text{eff}} \), depends on the cone angle \( \alpha \) where

\[
K_{\text{eff}}(\alpha) = \frac{K}{64} (9 + 20 \cos(2\alpha) + 35 \cos(4\alpha)). \tag{13}
\]

As a key observation, \( K_{\text{eff}} \) changes sign as a function of \( \alpha \). Whereas the sign of \( K \) and \( K_{\text{eff}} \) are the same for small \( \alpha \) and cone angles close to \( \pi/2 \), they possess opposite sign at intermediate cone angles, \( 30^\circ \lesssim \alpha \lesssim 70^\circ \).

The effective anisotropy potential is illustrated in Fig. 11. Large energies are shown in red shading, whereas low energies are shown in blue shading. The first three panels represent a cubic potential (a) with \( K = 0 \), (b) with \( K < 0 \) favoring the cubic (100) axes, and (c) with \( K > 0 \) favoring the cubic (111) axes. The panels in the next three rows, (d)–(l), indicate the energy landscape of the magnetocrystalline potential, Eq. (6) with \( K < 0 \), that is scanned by the conical helix state of Eq. (12) for different cone angles \( \alpha \) and different orientations of the pitch vector \( \hat{k} \). Finally, the last three panels represent the effective anisotropy potential for the pitch orientation \( \hat{k} \), i.e., the function \( V_{\text{eff}}(\hat{k}) \) for three different cone angles. Whereas \( K_{\text{eff}}(\alpha) < 0 \) for \( \alpha = 10^\circ \) in panel (m) and for \( \alpha = 80^\circ \) in panel (o), it is positive \( K_{\text{eff}}(\alpha) > 0 \) for \( \alpha = 55^\circ \) in panel (n).

When the magnetic field is applied along a (100) direction, both, the Zeeman energy as well as the effective anisotropy energy are minimized for \( K_{\text{eff}}(\alpha) < 0 \). However, they compete for intermediate cone angles where \( K_{\text{eff}}(\alpha) > 0 \). Whereas the Zeeman energy favors to align the helix with the field, the effective anisotropy supports a pitch vector that is oriented away from the field, since, otherwise, the magnetic moments of the helical state would dominantly point into hard (111) axes resulting in a large energy penalty, see Fig. 11(c). If the cubic anisotropy exceeds a threshold value \( K < K_c \) with \( K_c \approx -0.07\mu_0M_s H_{\text{int}} \), the anisotropy dominates such that even a LTS phase becomes favorable. A numerical assessment reveals, moreover, that the LTS phase comprising modulations perpendicular to the field, even forms the ground state at intermediate magnetic fields.

The notion of an effective magnetocrystalline anisotropy, Eq. (13), may also be confirmed by considering the magnetization process. Fig. 12(a) displays typical magnetization data in terms of the internal field \( H_{\text{int}} \) versus \( M \) for three crystallographic directions. The data shown here were measured at a temperature of 2K following ZFC with field along \( \langle 111 \rangle \) (blue), \( \langle 110 \rangle \) (green), and \( \langle 100 \rangle \) (red). As pointed out first in Sec. C.1 the magnetization displays two intersections of the \( \langle 111 \rangle \) and \( \langle 110 \rangle \) directions. The magnetic work \( W_H(M) = \mu_0 \int_0^M dM' H(M') \) for the \( \langle 111 \rangle \) and \( \langle 110 \rangle \) direction as inferred from the magnetization data is shown in Fig. 12(b) relative to the magnetic work for the \( \langle 100 \rangle \) orientation. It reflects the behavior of the effective anisotropy shown in Figs 11(m) through 11(o).

Close to saturation as well as for small values of \( M \) both \( \langle 111 \rangle \) and \( \langle 110 \rangle \) are energetically larger than \( \langle 100 \rangle \) identifying the latter as the easy axis. For intermediate magnetization, however, the energy of the \( \langle 111 \rangle \) and \( \langle 110 \rangle \) orientations drops below the \( \langle 100 \rangle \) orientation, equivalent to a change of the effective anisotropy, i.e., a sign change of \( K_{\text{eff}} \). The magnetization interval where the inversion occurs indeed corresponds to the magnetization range in which the tilted conical phase is observed.
In conclusion, we reported a comprehensive study of the magnetization and ac susceptibility of the magnetic phase diagram of Cu$_2$OSeO$_3$. For magnetic field parallel to the (100) axis in the cubic crystal structure and low temperatures we found clear evidence of the formation of two new phases, a tilted conical state and a LTS phase. In contrast, recent reports in Co$_7$Zn$_7$Mn$_6$ identified a second skyrmion lattice phase at low temperatures interpreted as a three-dimensional order arising from the interplay of DM interactions with the effects of frustration. Judging from the literature this material exhibits also a pronounced magnetocrystalline anisotropy for the (100) axes similar to Cu$_2$OSeO$_3$. It is therefore tempting to speculate, whether the low temperature skyrmion phase in Co$_7$Zn$_7$Mn$_6$ originates, in fact, in the same mechanism we identify in Cu$_2$OSeO$_3$, however in the presence large amounts of disorder. This speculation finds further support by the observation that the effects of frustration, which must be present in Cu$_2$OSeO$_3$ for the sake of the same analogy, do not seem to appear essential for stabilizing the LTS in Cu$_2$OSeO$_3$.

V. CONCLUSIONS

In conclusion, we reported a comprehensive study of the magnetization and ac susceptibility of the magnetic phase diagram of Cu$_2$OSeO$_3$. For magnetic field parallel to the (100) axis in the cubic crystal structure and low temperatures we found clear evidence of the formation of two new phases, a tilted conical state and a LTS state identified recently in a SANS study. The magnetization and susceptibility are thereby in remarkable agreement with the SANS data, providing clear thermodynamic signatures of these two new phases. Complementary selected specific heat data support these results. A detailed analysis of the strength of the magnetic anisotropy establishes that the conventional quartic contribution to the free energy by itself is sufficient to stabilize the LTS phase. Detailed measurements exploring the role of different sample shapes shed new insights on the role of demagnetizing fields in the stabilization of the tilted conical state. Taken together, we find that the LTS phase in Cu$_2$OSeO$_3$ represents a thermodynamically stable ground state driven by cubic magnetocrystalline anisotropies, whereas the tilted conical state exists as a metastable phase even for tiny demagnetization factors.

It is finally instructive to speculate on the more general importance of our observations in Cu$_2$OSeO$_3$. As discussed in our paper the magnetocrystalline anisotropies in the B20 compounds MnSi and Fe$_{1-x}$Co$_x$Si do not appear to be sufficient to drive the formation of a LTS phase. In contrast, recent reports in Co$_7$Zn$_7$Mn$_6$ identified a second skyrmion lattice phase at low temperatures interpreted as a three-dimensional order arising from the interplay of DM interactions with the effects of frustration. Judging from the literature this material exhibits also a pronounced magnetocrystalline anisotropy for the (100) axes similar to Cu$_2$OSeO$_3$. It is therefore tempting to speculate, whether the low temperature skyrmion phase in Co$_7$Zn$_7$Mn$_6$ originates, in fact, in the same mechanism we identify in Cu$_2$OSeO$_3$, however in the presence large amounts of disorder. This speculation finds further support by the observation that the effects of frustration, which must be present in Cu$_2$OSeO$_3$ for the sake of the same analogy, do not seem to appear essential for stabilizing the LTS in Cu$_2$OSeO$_3$.
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