Plasma dynamics at the Schwinger limit and beyond
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Strong field physics close to or above the Schwinger limit are typically studied with vacuum as initial condition, or by considering test particle dynamics. However, with a plasma present initially, quantum relativistic mechanisms such as Schwinger pair-creation are complemented by classical plasma nonlinearities. In this work we use the Dirac-Heisenberg-Wigner formalism to study the interplay between classical and quantum mechanical mechanisms for ultra-strong electric fields. In particular, the effects of initial density and temperature on the plasma oscillation dynamics are determined.

I. INTRODUCTION

In recent years, much research has been devoted to strong field physics where various QED effects come into play, see e.g. Refs. [1, 2] for review articles. A key motivating factor has been the rapid evolution of laser intensities [1–3]. Nevertheless, in spite of the steady progress, peak electric fields for current lasers are still well below the critical field strength $E_{cr} = m^2 c^3 / e \hbar \approx 1.3 \times 10^{18} \text{V/m}$ [34]. It should be noted, however, that there are proposals trying to use plasma based schemes in order to magnify present day laser fields to reach the Schwinger limit [5].

Research on ultra-high intensities, i.e. close to or above the Schwinger limit, has been particularly concerned with Schwinger pair-creation in vacuum [6, 10]. Problems of study include e.g., understanding the interplay between temporal and spatial variations of the fields [7, 9], comparing different computational schemes [6, 8], or optimizing the geometry of colliding laser pulses to maximize pair-creation [10].

For sufficiently strong fields, large number of pairs are created, leading to plasma currents modifying the original fields, such that the back-reaction through Ampère’s law is relevant [11–24]. Starting the dynamics with a Sauter-pulse [25] or a constant initial electric field, the system will undergo plasma oscillations, with a plasma frequency proportional to the peak electric field.

In the present paper we intend to study how the dynamics is modified when a plasma of high density is present initially. In this case several new questions enter the picture. How does the dynamics depend on the plasma temperature and density? What is the interplay between classical plasma nonlinearities, and those due to quantum relativistic effects? To what extent can pair creation be blocked if the low-energy states are already occupied?

For this purpose, we will use the Dirac-Heisenberg-Wigner (DHW) formalism [26] in order to address the above questions numerically. After theoretical preliminaries, including settling the issue of charge renormalization, we study plasma oscillations in an electron-ion plasma focusing on the homogeneous limit. It is worth noting that with a plasma present from the start, the energy density necessary for pair-creation can equally well be stored in the plasma current. In this case the initial electric field is zero, but the plasma kinetic energy is converted into an electric field of sufficient magnitude.

No restrictions on the electric field amplitude will be made, and thus the dynamics will be studied also for field strengths well beyond the critical field. For a field strength of the order of the critical field or higher, the plasma oscillations increase their frequency due to the pair-creation process, at the same time as they are damped.

This paper is organized as follows: In Section II we briefly discuss the derivation of the DHW-formalism and present a reduced system applicable for electrostatic fields. In Section III we present the calculations relevant to vacuum. Next, the numerical results are presented in Section IV. Here we show the scaling of the damping with the initial electric field amplitude and with the plasma parameters, study issues related to Pauli blocking, and relate our findings to previous results starting from vacuum. Finally, we discuss potential competing mechanisms in Section VI and draw the final conclusions in Section VII.

II. THE DHW-FORMALISM:

The analysis will be based on the DHW-formalism, first presented in Ref. [26]. Slightly different derivations have also been presented by Refs. [3, 27, 28]. As the presentation given in these works are fully satisfactory, we will not give details of the derivations here, just point out the main features:

1. The derivations is based on a Gauge invariant Wigner transformation of the Dirac equation, producing a 4 by 4 Wigner matrix (due to the Dirac four spinors), where $\hat{W}(r,p,t)$ is depending on the...
phase space variables
\[ \dot{W}(r, p, t) = -\frac{1}{2} \int d^3z \exp \left( -i p \cdot z - ie \int_{-1/2}^{1/2} d\lambda z \cdot A(r + \lambda z, t) \right) \times \left[ \hat{\Psi}(r + z/2, t), \hat{\Psi}(r - z/2) \right]. \]

Note that the Wilson-line factor has been used to ensure the gauge invariance. The Wigner function \( W(r, p, t) \) is defined as the expectation value of the Wigner operator
\[ W(r, p, t) = \langle \Omega | \hat{W}(r, p, t) | \Omega \rangle. \]

2. In the derivation, the vacuum fluctuations are dropped in comparison with the electromagnetic mean field, which is a particularly accurate approximation for strong field problems.

3. The 16 components of \( W(r, p, t) \) can be split using various projections, to formulate the theory in a physically attractive way. We have used the standard split of Refs. [26, 29], which divides \( W(r, p, t) \) into phase space functions for quantities like, mass, charge density, current density, spin, and magnetization; see Ref. [26] for the full details.

4. Since the DHW-functions couple to current and charge sources, the system is closed by Maxwell's equations.

With the closed system in place, further simplifications can be made depending on the geometry of the electromagnetic field. For the case of a one-dimensional electrostatic field \( E = E(z, t) \hat{z} \), the full system (see Ref. [30]) can be reduced to
\[
\begin{align*}
D_t \chi_1(z, \p, t) &= 2 \epsilon_\perp (p_\perp) \chi_3(z, \p, t) - \frac{\partial \chi_4}{\partial z}(z, \p, t) \\
D_t \chi_2(z, \p, t) &= -2p_\perp \chi_3(z, \p, t) \\
D_t \chi_3(z, \p, t) &= -2\epsilon_\perp (p_\perp) \chi_1(z, \p, t) + 2p_\perp \chi_2(z, \p, t) \\
D_t \chi_4(z, \p, t) &= -\frac{\partial \chi_1}{\partial z}(z, \p, t)
\end{align*}
\]

Together with the Ampère's law
\[ \frac{\partial E}{\partial t} = -\frac{\epsilon}{(2\pi)^3} \int \chi_1 d^3p \]

where \( D_t = \partial/\partial t + eE \partial/\partial p_z \) and \( \epsilon_\perp = \sqrt{m^2 + p_\perp^2} \), and where \( p_\perp \) is the perpendicular momentum. Apart from constants (see Ref. [26, 30]), the variable \( \chi_1 \) is the (phase space) current density, \( \chi_2 \) mass density, \( \chi_3 \) spin density, and \( \chi_4 \) charge density.

First we rewrite the system Eq. (3) to simplify the numerical calculations. In this context it is important to note that \( \chi_1 \) and \( \chi_2 \) have nonzero vacuum contributions, associated with the expectation values of the free Dirac field operators, (see e.g. Ref. [26, 31]) where the vacuum expressions are given by
\[
\begin{align*}
\chi_{1\text{vac}} &= -\frac{2p_z}{\epsilon} \\
\chi_{2\text{vac}} &= -\frac{2\epsilon_\perp}{\epsilon}.
\end{align*}
\]

Here \( \epsilon = \sqrt{m^2 + p^2} \), and we introduce new variables \( \tilde{\chi}_i(z, \p, t) \) as the deviation from the vacuum state, i.e. we let
\[ \tilde{\chi}_i(z, \p, t) = \chi_i(z, \p, t) - \chi_{i\text{vac}}(p). \]

Note that \( \tilde{\chi}_{3,4} = \chi_{3,4} \). Secondly, we switch to the canonical momentum. Using the Weyl gauge where the scalar potential is zero such that \( E = -\partial A/\partial t \), the \( z \)-component of the kinetic momentum is replaced by \( q = p_z + eA \). With \( q \) as one of the independent variables, the operator \( D_t \) simplifies to \( D_t = \partial/\partial t \). Our third modification is to switch to dimensionless variables. The normalized variables are given by, \( t_n = \omega_t t, q_n = q/mc, p_{n\perp} = p_\perp/mc, E_n = E/E_{\text{cr}}, A_n = eA/mc \), where \( \omega_t = (mc^2/\hbar) \) is the Compton frequency, and we note that the DHW-functions are already normalized. For notational convenience, we omit the index \( n \) in what follows. Finally, we consider the homogeneous limit, making the variable \( \tilde{\chi}_4 = 0 \). The equations to be solved numerically now read:
\[
\begin{align*}
\frac{\partial \tilde{\chi}_1}{\partial t}(q, p_\perp, t) &= 2\epsilon_\perp \tilde{\chi}_3 + 2E \epsilon_\perp^2 \epsilon \chi \frac{\partial}{\partial \epsilon} \\
\frac{\partial \tilde{\chi}_2}{\partial t}(q, p_\perp, t) &= -2(q - A) \tilde{\chi}_3 - 2(q - A) E \epsilon_\perp \chi \frac{\partial}{\partial \epsilon} \\
\frac{\partial \tilde{\chi}_3}{\partial t}(q, p_\perp, t) &= -2\epsilon_\perp \tilde{\chi}_1 + 2(q - A) \tilde{\chi}_2
\end{align*}
\]

with Ampère’s law
\[ \frac{\partial E}{\partial t} = -\eta \int \chi_1 d^3p \]

where the dimensionless factor \( \eta = \alpha/\pi \approx 2.322 \times 10^{-3} \). Note that due to cylindrical symmetry the azimuthal integration has already been carried out and hence \( d^2p = p_\perp dq dp_\perp \).

III. CHARGE RENORMALIZATION

Generally, the momentum integrals in Ampère’s law in Eq. (6) are subject to UV-divergences, i.e. the vacuum contribution to the integrand scales as \( 1/\epsilon \) for large energy (momentum) leading to a logarithmic divergence. For a numerical solution this could possibly be solved by a numerical cut-off acting as an effective regularization. To assure the soundness of the numerical scheme, however, we must analyze this issue in more detail. From Eq. (7) we immediately obtain
\[ \frac{\partial^2 \tilde{\chi}_3}{\partial t^2} + 4\epsilon_\perp^2 \tilde{\chi}_3 = -\frac{4\epsilon_\perp E}{\epsilon} + 2E \tilde{\chi}_2. \]
For a modest plasma density, with a plasma frequency well below the pair-creation resonance (i.e. $\partial t \ll 2\varepsilon$), the left hand side operator of Eq. \((9)\) can be inverted to all orders in an expansion in the small operator $(1/\varepsilon) \partial_t$. Formally solving Eq. \((9)\) for $\tilde{\chi}_3$ we get

\[
\tilde{\chi}_3 = -D^{-1} \left[ \frac{4\varepsilon_\perp E}{\varepsilon} - 2E\tilde{\chi}_2 \right]
\]

where the inverse operator is

\[
D^{-1} = \left[ 1 - \frac{1}{4\varepsilon^2} \frac{\partial^2}{\partial t^2} + \left( \frac{1}{4\varepsilon^2} \frac{\partial^2}{\partial t^2} \right)^2 \right] \frac{1}{4\varepsilon^2}
\]

(11)

Keeping only terms up to $\partial^2/\partial t^2$, we use Eqs. \((10)-(11)\) in Eq. \((7)\) to get an equation for the phase space current $\tilde{\chi}_1$, which reads

\[
\frac{\partial \tilde{\chi}_1}{\partial t} = 2\frac{\varepsilon_\perp^2}{\varepsilon^2} \frac{\partial^2}{\partial t^2} \left( \frac{E}{4\varepsilon^3} \right) + 4\varepsilon_\perp \left[ \left( 1 - \frac{1}{4\varepsilon^2} \frac{\partial^2}{\partial t^2} \right) \frac{E\tilde{\chi}_2}{4\varepsilon^2} \right].
\]

(12)

Finally, combining Eq. \((12)\) with the time derivative of Ampère’s law \((8)\), we obtain,

\[
\frac{\partial^2 E}{\partial t^2} \left( \frac{1}{\eta_B} + 2 \int \frac{\varepsilon^2}{\varepsilon^5} d^3p \right) = \int 2\frac{\varepsilon^2}{\varepsilon^2} \left[ 2\frac{\partial E}{\partial t} \frac{\partial}{\partial t} \left( \frac{1}{\varepsilon^3} \right) + E \frac{\partial^2}{\partial t^2} \left( \frac{1}{\varepsilon^3} \right) \right] d^3p - \frac{\partial j_p}{\partial t}
\]

(13)

where we have renamed $\eta = \eta_B$ to highlight that this corresponds to the bare value of the coefficient, obtained by using the bare value of the charge $e_B$, and noting that $\eta_B \propto e_B^2$. Here we have introduced the plasma current

\[
j_p = \int 4\varepsilon_\perp \left[ \left( 1 - \frac{1}{4\varepsilon^2} \frac{\partial^2}{\partial t^2} \right) \frac{E\tilde{\chi}_2}{4\varepsilon^2} \right] d^3p
\]

(14)

which is the part of the current that is proportional to the mass density. Recall that $\tilde{\chi}_2$ is defined as the deviation from the vacuum state, and thus new particles that are created will also contribute to the plasma current. However, our main concern here is the vacuum contribution of the left hand side of Eq. \((13)\), containing the the integral $2 \int (\varepsilon_\perp^2/\varepsilon^5) d^3p$ which has a logarithmic divergence. As deduced in Refs. \([14],[32]\), by introducing a regularization (i.e. a cut-off $\Lambda$ in momentum space) and replacing the bare value of the electron charge $e_B$ with the physically measurable one, $e_R$, according to

\[
e_R^2 = \frac{\varepsilon_B^2}{1 + \frac{\varepsilon_B}{2\pi\alpha} \ln \left( \frac{\Lambda}{m} \right)}
\]

(15)

Ampère’s law gets its standard form. Since $\eta_B \propto e_B^2$, this corresponds to

\[
\frac{1}{\eta_B} + 2 \int \frac{\varepsilon_\perp^2}{\varepsilon^5} d^3p = \frac{1}{\eta_B} + \frac{\ln \Lambda}{6} \to \frac{1}{\eta_R}
\]

(16)

The remaining part of the vacuum current, written on the right hand side of Eq. \((13)\), is nonzero but finite, due to the temporal variations of $\varepsilon(t) = m (1 + p^2 + (q - A(t))^2)^{1/2}$. Moreover, as $1/\eta_R \gg 1$, the relative importance of the non-vanishing vacuum contribution, also known as vacuum polarization, is small.

From a theoretical point of view, when the back-reaction in Ampère’s law is included, it is important to confirm that the UV-divergences can be handled by a renormalization. However, for our case to be studied, typically with a numerical cut-off of the order $\Lambda \sim 70$, and with $\eta = \alpha/2\pi^2$, the slow logarithmic divergence term gives a finite contribution that in practice is very small, of the order 0.002 of the plasma current or smaller. Accordingly, for the parameters used here, the difference between the bare charge and the measurable one is negligible. It should be stressed, though, that this conclusion is largely dependent on technical details. For a much larger numerical cut-off, or for an enhanced value of the fine structure constant (as is sometimes used to speed up numerical schemes, see e.g. Ref. \([14]\)), it could very well be necessary to use the renormalized expression. The above calculation shows that it is straightforward to do so also when applying the DHW-formalism. However, due to the smallness of this correction for the parameters of our case, we have not done this in the numerical calculations that follow.

### IV. NUMERICAL RESULTS

#### A. Preliminaries

Equations \((7)-(8)\) are solved numerically using a phase corrected staggered leapfrog method. While this is straightforward in principle, the full problem with three independent variables $\chi = \chi(q,p_\perp,t)$ is still numerically demanding when run on a standard workstation. One reason is the strongly relativistic motion (gamma factors sometimes exceeding 50) requiring a high value of the momentum cut-off in $q$-space.

That the numerical scheme produce sound results is confirmed by studying the energy conservation law. An energy conservation law of the system \((7)-(8)\) can be written in the form

\[
d \frac{E^2}{2} + \eta \int [\tilde{\chi}_2 + (q - A)\tilde{\chi}_1] d^3p = 0 \quad (17)
\]

Due to the back-reaction in Ampère’s law, containing both the conduction current and polarization current \([12],[14]\), the energy density of the electric field is diminished at the same rate as the kinetic energy of the initial plasma and of the produced pairs grow. For the numerical resolutions used in the runs presented below, the total energy of the system is conserved within a relative error typically less than $10^{-4}$. Note that the total energy includes also the growing rest mass energy due to particle creation.

As initial conditions in the runs we let $E(t = 0) = E_0$ and $A(t = 0) = 0$. Moreover, the normalized background
We normalize both \( \mu \) and \( T \) to show the evolution of \( A \) plotted for different values of \( E \) (chemical potential). The parameter \( \mu \) varies. Here we choose \( \mu = 1 \) and \( T = 0.1 \), we have nonlinear relativistic motion with \( A_{\text{peak}} = 1.85 \). Essentially once the motion becomes relativistic, \( A_{\text{peak}} \) corresponds to the peak gamma factor during an oscillation cycle, averaged over all particles. In spite of the relativistic motion, the deviation from linear behavior is not clearly visible in the wave profile, although a careful analysis would show a harmonic content in the wave form. However, changing the initial electric field to \( E(t = 0) = 0.1E_{\text{cr}} \) (still with \( \mu = 1 \) and \( T = 0.1 \)), the moderately relativistic motion turns into strongly relativistic oscillations (with \( A_{\text{peak}} = 15.9 \)). The oscillation is still perfectly periodic, as seen in the second panel of Fig. 1, but now there is a clear sawtooth profile of the electric field. This effect comes from the strong relativistic motion, where the gamma factors are much larger than unity for most of the oscillation, except at the turning points. As a result, for most of the oscillations, all particles move close to the speed of light, giving a current that is more of less constant until it changes direction. Given this, the sawtooth profile of the electric field is a direct consequence of Ampère’s law. Moreover, due to the strong relativistic motion, the effective (nonlinear) plasma frequency is much lower, due to the high gamma factors giving the electrons a large effective mass.

However, the results in the two upper panels do not deviate much from a computation based on the relativistic Vlasov equation (in the standard classical version of Plasma physics, see e.g. Ref. [31] for a comparison of quantum and classical versions of the Vlasov equation). To see quantum relativistic physics, we need to approach the Schwinger critical field, i.e. let \( E(t = 0) \sim 1 \). In the third panel, we have used \( E(t = 0) = 1 \), \( \mu = 1.5 \) and \( T = 0.2 \). Here we still see a sawtooth profile for the electric field as expected, since \( A_{\text{peak}} = 67.2 \). However, we now also have pronounced decrease of the vector potential for each oscillation. While the electric field also decreases, we note that \( A \) decreases more rapidly than \( E \). With \( E = -\partial A/\partial t \) the more rapid decrease of \( A \) is consistent with an increase in the plasma frequency. While the energy loss of the electric field due to pair-production is clearly seen, the increase in plasma frequency (due to the increased number density) is even more pronounced. The latter effect is seen both in the relation between \( E \) and \( A \), and by observing the gradual change in time period between successive peaks.

Finally, in the fourth panel, by picking \( E(t = 0) = 4 \), \( \mu = 4 \) and \( T = 0.2 \), corresponding to \( A_{\text{peak}} = 39.7 \) we have displayed the dynamics of the plasma oscillation in a regime well beyond the Schwinger critical field. The curve might look surprisingly similar to the third panel with \( E(1 = 0) = 1 \), with the same type of energy loss and decrease in frequency. However, from the temporal scale we see that here the oscillation frequency is much higher, due to the higher value of the electron number density.

**B. Plasma oscillation dynamics**

In Fig. 1 the electric field and vector potential are plotted for different values of \( E_0 \), \( \mu \), and \( T \). To be able to show the evolution of \( A \) in the same plot as \( E \), we have normalized the vector potential once more, displaying \( A_n = E(t = 0)A(t)/A_{\text{peak}} \), where \( A_{\text{peak}} \) is the peak absolute value of \( A(t) \). Even in the upper panel, with a comparatively modest field strength, \( E(t = 0) = 0.01E_{\text{cr}} \), \( \mu = 1 \) and \( T = 0.1 \), we have nonlinear relativistic motion with \( A_{\text{peak}} = 1.85 \). Essentially once the motion becomes relativistic, \( A_{\text{peak}} \) corresponds to the peak gamma factor during an oscillation cycle, averaged over all particles. In spite of the relativistic motion, the deviation from linear behavior is not clearly visible in the wave profile, although a careful analysis would show a harmonic content in the wave form. However, changing the initial electric field to \( E(t = 0) = 0.1E_{\text{cr}} \) (still with \( \mu = 1 \) and \( T = 0.1 \)), the moderately relativistic motion turns into strongly relativistic oscillations (with \( A_{\text{peak}} = 15.9 \)). The oscillation is still perfectly periodic, as seen in the second panel of Fig. 1, but now there is a clear sawtooth profile of the electric field. This effect comes from the strong relativistic motion, where the gamma factors are much larger than unity for most of the oscillation, except at the turning points. As a result, for most of the oscillations, all particles move close to the speed of light, giving a current that is more of less constant until it changes direction. Given this, the sawtooth profile of the electric field is a direct consequence of Ampère’s law. Moreover, due to the strong relativistic motion, the effective (nonlinear) plasma frequency is much lower, due to the high gamma factors giving the electrons a large effective mass.

However, the results in the two upper panels do not deviate much from a computation based on the relativistic Vlasov equation (in the standard classical version of Plasma physics, see e.g. Ref. [31] for a comparison of quantum and classical versions of the Vlasov equation). To see quantum relativistic physics, we need to approach the Schwinger critical field, i.e. let \( E(t = 0) \sim 1 \). In the third panel, we have used \( E(t = 0) = 1 \), \( \mu = 1.5 \) and \( T = 0.2 \). Here we still see a sawtooth profile for the electric field as expected, since \( A_{\text{peak}} = 67.2 \). However, we now also have pronounced decrease of the vector potential for each oscillation. While the electric field also decreases, we note that \( A \) decreases more rapidly than \( E \). With \( E = -\partial A/\partial t \) the more rapid decrease of \( A \) is consistent with an increase in the plasma frequency. While the energy loss of the electric field due to pair-production is clearly seen, the increase in plasma frequency (due to the increased number density) is even more pronounced. The latter effect is seen both in the relation between \( E \) and \( A \), and by observing the gradual change in time period between successive peaks.

Finally, in the fourth panel, by picking \( E(t = 0) = 4 \), \( \mu = 4 \) and \( T = 0.2 \), corresponding to \( A_{\text{peak}} = 39.7 \) we have displayed the dynamics of the plasma oscillation in a regime well beyond the Schwinger critical field. The curve might look surprisingly similar to the third panel with \( E(1 = 0) = 1 \), with the same type of energy loss and decrease in frequency. However, from the temporal scale we see that here the oscillation frequency is much higher, due to the higher value of the electron number density.
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Hence the energy loss due to pair-production is indeed more rapid with a higher initial electric field, as expected.

That the energy-loss and frequency increase is the result of electron-positron pair production can be confirmed by investigating the evolution of the total particle (electron and positron) number density \( n \). In terms of the normalized \( \chi \)-variables, \( n \) can be expressed as

\[
n = \frac{1}{(2\pi)^3} \int \frac{1}{\epsilon} [\epsilon \chi_2 + (q - A)\chi_1] d^3p
\]

Plotting the quantity \( n(t)/n(t=0) \) in Fig. 2 for the same initial data used in the four panels of Fig 1, we see that there is as a gradual increase of particles in panels 3 and 4, consistent with the energy loss and increase of plasma frequency seen in the corresponding panels of Fig 1.

At the same time, it is also of some interest to note the fast but small-scale oscillations of \( n \) seen in panels 1 and 2. At the peak of the number density in the oscillation cycle, the particle data is noisy, due to zitterbewegung creating small scales in momentum space. The increase in particle density, however, is reversible, and thus there is no long-term gradual particle increase. The common belief has been that such fluctuations in particle number, as seen in panels 1 and 2 during an oscillation cycle, is artificial. According to this view, while the electromagnetic field is varying dynamically, the particle number is not really well-defined. Instead, to make an unambiguous computation of \( n \), the time-asymptotic limit must be considered, when the electromagnetic field decay to zero. However, this view has recently been challenged in an interesting paper, see Ref. [33]. There it is shown that a high pair-count in the middle of a continuous cycle actually can be realized as measurable pairs, provided the field can be turned off rapidly. On the other hand, in our case, with a self-consistent plasma oscillation field, there is no way to make this happen. Thus, in what follows, when we speak of pair-production, we will be referring to the accumulative process seen in panels 3 and 4, rather than the reversible small-amplitude oscillations seen in panels 1 and 2.

Interestingly, the damping of the electric field is relatively modest even when the pair creation is rather high, as seen when comparing the third and fourth panels of Fig. 1 and Fig. 2. The reason is that the energy loss by creating low-energy pairs is of the order of two rest mass energies, whereas the characteristic energy of the plasma particles is much higher, larger by a factor \( \gamma \). Here the characteristic value of the \( \gamma \)-factor typically is \( \sim 35 \) (with the corresponding peak value \( \gamma \) \( \sim 70 \)). As a result significant creation of low-energy pairs can take place without heavy damping.

Furthermore, in regard to Fig. 2 while the relative increase in number density is somewhat higher in panel 3 as compared to panel 4, the pair-production is considerably more rapid for the higher field, as can be seen when comparing the temporal scales. Finally, we note that there is a saturation of the number density in panels 3 and 4. For a lower field intensity, the decreasing field strength is a partial explanation, but for a higher field strength, the saturation of the damping is mostly due to the created pairs filling the available low-energy states (Pauli blocking). In this context, see e.g. Refs. [14, 24] where the difference between scalar and spinor QED is studied, starting from vacuum.

For the case of a plasma initially present, there is no need to have the initial energy stored in the electric field. Starting instead with a sufficiently strong plasma current, that is with a kinetic energy density of the order \( \sim \varepsilon_0 E_{cr}^2/2 \), the kinetic energy will be converted into an electric field, and the pair production will set in. In Fig. 3 the evolution of the electric field and the vector potential is plotted for the initial conditions of \( p_d = 70 \), \( E = 0 \), \( \mu = 3 \), and \( T = 0.2 \), where \( p_d \) is the kinetic drift momentum of the electrons relative to the stationary ions. For comparison, the results are compared with similar oscillations starting from no initial drift but with \( E = 1 \), \( \mu = 1.5 \), and \( T = 0.2 \). Once the kinetic energy has been converted into an electric field of the order of the Schwinger critical field, the pair creation dynamics shows similar type of damping and frequency up-shift as seen in the plots starting from an electric field and a
C. Analytical estimates

In order to gain some qualitative understanding, let us make certain analytical estimates of the pair-creation process. While we are interested in the dynamics with an initial plasma present, let us first consider the pair-creation rate starting from vacuum. As long as the available particle states are free to be filled, the pair-creation rate $dn/dt$, is given by (see e.g. [34])

$$\frac{dn}{dt} = \frac{1}{4\pi^3c} \left( \frac{eE}{\hbar} \right)^2 \sum_{n=1}^{\infty} \frac{1}{n^2} \exp\left( -\frac{n\pi E_{cr}}{E} \right)$$  \hspace{1cm} (21)

For electrical fields well above the critical field, in normalized units, we thus have

$$\frac{dn}{dt} \sim \frac{E^2}{4\pi^3}$$  \hspace{1cm} (22)

which should be applicable as an order of magnitude estimate also for $E \gtrsim E_{cr}$. Since the created particles will move close to the speed of light soon after creation, the current generated from the pairs can be written as $j \sim \int_0^T (dn/dt)dt'$, in which case the electric field energy will be completely converted to particle energy during a time $T \sim 2\pi/(\alpha E_0)^{1/2}$ (consistent with the results presented in Refs [23][40][41]), which constitute a quarter of an oscillation cycle, implying an oscillation frequency of the order

$$\omega \sim \frac{1}{4} (\alpha E_0)^{1/2},$$  \hspace{1cm} (23)

where $E_0$ is the initial electric field. After the electrostatic energy has been converted to particle energy, the peak $\gamma-$factor for the created particles $\gamma_p$ will be of the order $\gamma_p \sim E_0/\omega$, and the average $\gamma-$factor will roughly be

$$\langle \gamma \rangle \sim \frac{\gamma_p}{2} \sim \frac{E_0}{2\omega} \sim 2 \left( \frac{E_0}{\alpha} \right)^{1/2}.$$  \hspace{1cm} (24)

Moreover, the number of particles that have been created imply a plasma frequency $\omega_p^2$ (with $\omega_p^2 = ne^2/\varepsilon_0m$ by definition, not accounting for the relativistic frequency lowering of the wave frequency)

$$\omega_p^2 \sim \omega^2 \langle \gamma \rangle \sim \frac{1}{8} \alpha^{1/2} E_0^{3/2}$$  \hspace{1cm} (25)

With a plasma initially present, if the value of $\omega_p^2$ at $t = 0$ is much larger than $\sim \alpha^{1/2} E_0^{3/2}/8$, naturally the influence on the plasma dynamics due to the Schwinger mechanism will be comparatively modest. Nevertheless, the accumulated effect during a large number of periods may still be noticeable.

Next we assume, for the sake of the argument, that the initial plasma density is of the same order as the Schwinger induced contribution after a wave period. This case is considered in the two lower panels of Figs 1 and 2, and as a consequence we see that the plasma density roughly increases by a factor 2 during the first oscillation period. While this implies a substantial increase in both the plasma density and the wave frequency, interestingly we see that the wave damping of the plasma oscillation still is relatively modest, as shown by the electric field evolution. To understand this, for simplicity we concentrate on the specific case with $E(t = 0) \sim 1$, in which case the pairs will be generated with initial energies $\sim 2m$. Thus for each created pair, the plasma oscillation energy will decrease by an amount of the order $\sim 2m$. However, subsequent acceleration of the pairs just converts the electrostatic plasma oscillation energy into kinetic plasma oscillation energy. As a result, no further wave damping occurs due to acceleration of the created pairs. Thus we can estimate the relative drop in plasma oscillation energy during a wave period as

$$\frac{\delta W}{W} \sim \frac{\langle \gamma \rangle}{n_0 + \delta n_0} \sim \frac{\delta n_0}{\alpha^{1/2} E_0^{1/2}}.$$  \hspace{1cm} (26)

This shows that even with a substantial increase in particle number density and wave energy, i.e. with $\delta n_0 \sim n_0$, the decrease in wave energy during an oscillation is only a few percent for $E$ of the order unity. Moreover, for $E > 1$, the damping of the plasma oscillation amplitude will not increase with the initial electric field, but rather the opposite. Naturally, for $E < 1$, the exponential dependence included in Eq. (21) will suppress the influence of the Schwinger mechanism.

As seen in Figs 1 and 2, and confirmed by the present analysis, the change in wave frequency is a much more pronounced effect than the plasma oscillation damping (i.e., the energy loss as captured by the decreasing peak electric field), which explains why the vector potential $A$ falls off more rapidly than the electric field. As an order of magnitude estimate, the relative increase in frequency during a wave period is

$$\frac{\delta \omega}{\omega} \sim \frac{\delta n_0}{\alpha^{1/2}}.$$  \hspace{1cm} (27)

The above scaling can be deduced using $\omega^2 \sim \omega_p^2/\langle \gamma \rangle$ together with $\delta \omega/\omega \sim -\delta \langle \gamma \rangle/\langle \gamma \rangle$, as follows from Eq. (24).
given that the electric field amplitude is conserved to zero order in \( \alpha \).

That the frequency upshift is a more pronounced effect than the damping (larger by a factor \( E^{1/2} \alpha^{-1/2} \)) as indicated by Eq. \((27)\) is also illustrated in Fig. 4, where the pair-creation damping and frequency up-shift has been evaluated for the same parameters as in panel 3 of Fig. 1. We note that the electric field is reduced by roughly 10\% after five oscillation periods, whereas the frequency has been nearly doubled during the same time. Although in the next subsection we will study wave damping in more detail, we note that the scaling relation Eq. \((27)\) can be used to provide a rough estimate for the corresponding frequency upshift.

### D. Plasma oscillation damping

The damping of plasma oscillations and the increase in plasma frequency, due to electron-positron pair-production, is the main focus of our work. While the estimates provided in the previous sub-section will give a rough idea of the scaling, important effects such as Pauli-blocking preventing pairs from being created is not accounted for. Accordingly, we will study how the pace of the damping scales with the plasma parameters (the temperature and the chemical potential) as well as the initial electric field-strength. We define the relative one-period electric field damping \( \Gamma \) as

\[
\Gamma = \frac{|E(T) - E(t = 0)|}{E(t = 0)},
\]

where \( T \) is the period time of the first oscillation. In Fig. 5 the damping \( \Gamma \) is plotted for different values of \( E, \mu \) and \( T \). In the upper panel of Fig. 5 we use the initial electric field \( E(t = 0) = 1 \), a temperature \( T = 1 \) and a varying \( \mu \). We see that there is a clear decay in the damping rate with increasing chemical potential. The main reason for the decay in damping with \( \mu \) is due to the increase in plasma frequency, as the pair-creation rate grows continually during a plasma oscillation cycle. In the second panel, where \( \mu \) is fixed but the temperature is varied, there is a similar effect, as the particle density grows with \( T \) for a fixed \( \mu \). In principle, we could expect a reversal of this mechanism for low temperature, as there would be no free low-energy states to create pairs for a fully degenerate system. While this mechanism certainly is present in principle, we cannot see the effect for this value of \( \mu \), as the particle density is too low to block a sufficient volume in momentum space.

In order to investigate the effect of blocked low-energy states, and to separate the dependence on temperature from that on the initial number density, in the third panel we vary the temperature, but compensate with varying \( \mu \) such as to keep the initial number density fixed. Contrary to the second panel in Fig. 5 we now see an increase in \( \Gamma \) with temperature. As argued above, this can be explained as a partial pair-production blocking for the colder system, with less empty low-energy states available where pairs can be produced.

Finally, in the fourth panel of Fig. 5 for \( \mu = 1.5 \) and \( T = 0.4 \), we see a rapid increase in \( \Gamma \) as the initial electric field approaches and pass the critical field. At first one may be a bit surprised to see the saturation in damping occurring for \( E(t = 0) \sim 3 - 4 \). However, it should be noted that the energy loss rate after a cycle is \( \propto E^2 \Gamma \), such that even if \( \Gamma \) is more or less saturated, the pair-production rate continue to increase with the field \( \propto E^2 \).

Next, there is a question where in the momentum space the new pairs are produced. In Fig. 6 contour curves over the integrand in Eq. \((26)\) is shown, \( n(p_\perp, p_z) \), where we have switched back to kinetic momentum \( p_z \) rather than canonical momentum \( q \). The upper panel shows the contour curves for the initial Fermi-Dirac distribution. A quarter of a plasma period later, we can clearly distinguish the initial particle distribution. As can be seen, the initial particles has been shifted a distance \( \approx A(t) \) in the \( p_z \)-direction, but with a more or less conserved shape. However, in addition to the original particles, a contribution from electron-positron pairs have been added, accelerated by the fields to have a much larger parallel momentum than perpendicular momentum. For a more detailed discussion about the parallel and perpendicular momentum distribution of the produced pairs see Ref.
Figure 4. A plot of the electric field damping (squares) and frequency increase (dots) for $E(t = 0) = 1$, $\mu = 1.5$ and $T = 0.2$, where a line equal to unity is drawn for comparison. The electric field dots are evaluated at successive peaks, and the frequencies are computed as $\omega = 2\pi/T$, with the time period $T$ computed for successive peak values of the electric field. The frequencies are normalized against the frequency for the first oscillation period (with $T = 462$).

Figure 5. The damping of the electric field $\Gamma$ is plotted as a function of three different parameters. In the upper panel we plot $\Gamma$ versus $\mu$ for $E = 1$ and $T = 1$. For the second panel, we plot $\Gamma$ versus the temperature $T$ for $E = 1$ and $\mu = 1.5$. For the third panel, we vary $T$ but compensate with varying $\mu$ to keep the number density fixed. Finally, in the fourth panel, we plot $\Gamma$ versus initial electric field for $E = 4$ for $T = 0.4$ and $\mu = 1.5$.

Figure 6. Color mappings of the momentum distribution of the total particle density $n(p_z, p_{\perp})$ at three different times $t = (0, T/4, T/2)$.

Note that after a quarter period, the produced pairs have larger negative $p_z$ momentum than the original particles. In the lower panel, after a half cycle, the symmetry has been restored, as the produced pairs are located on both sides (in parallel momentum space) of the original particles. As the pair-production process continues, eventually it will be difficult to separate the original particles from the newly produced ones, as the produced particles will outnumber the original ones.

Before we end the discussion of the pair-creation dynamics in the presence of plasma, let us point out that there are interesting papers of relevance in this context by Refs. 37, 39. Firstly, in Ref. 37, the authors consider an initial plasma in the context of Schwinger pair-production. However, rather than studying an electrostatic field, they compute the damping of an electromagnetic wave due to the energy loss through the Schwinger mechanism. However, in contrast to our study, that paper considered a cold plasma with a delta function for the initial momentum distribution, which limits the potential applicability to rather modest plasma densities (with a small Fermi momentum) and temperatures.

Finally, in Ref. 39, production of pairs by electrostatic waves in plasma was studied using a relativistic quantum
fluid model assuming that the electric field varies slowly in comparison with the Compton frequency. While the overall pair production rate used in hydrodynamics based on the Schwinger theory (proportional to \( \exp(-\pi E_{cr}/(E)) \)) is consistent with the DHW-formalism, the kinetic details (e.g. where in momentum space the pairs are created) are important for the plasma oscillation properties. More specifically, many features seen in our treatment such e.g. Pauli blocking, cannot be covered in a hydrodynamic approach. Nevertheless, the more modest computational demands makes hydrodynamical studies a good complement to kinetic treatments, which is illustrated by the fact that the spatial influence also could be covered in Ref. [39].

\[ \alpha \text{ does not change when using a magnified peak parallel momentum rather drastically. This is not the actual value. As it turns out, this choice limits the }
\]

E. The initial vacuum regime

Up to now we have considered pair-creation dynamics in the presence of a plasma. By contrast, previous works of a similar nature, e.g. Refs. [14,15,18,22,24], have been focusing on pair-creation dynamics when starting from a vacuum state. In this case, naturally one cannot begin by postulating a plasma oscillation with a fixed amplitude as initial condition, as there is no initial plasma. Instead one has to use an external electric field starting up the process, either in the form of a time-dependent Sauter-pulse [25] or by imposing a constant external field at \( t = 0 \). In spite of these differences, once the plasma is created, many of the features seen in the present paper when considering a plasma are the same as those seen in previous works starting from vacuum. In particular, the plasma oscillation amplitude tend to diminish gradually and the plasma oscillation frequency increases due to pairs being gradually created [11,12,14].

However, starting from vacuum is numerically more challenging than studying the physics of a high-density plasma, due to the very large parallel momenta induced by a field close to the Schwinger limit, unless the initial plasma density and thereby plasma frequency is high. As a result, most previous numerical works have simplified the numerical schemes in various ways. For example, some works (e.g. Refs. [12,15]) limited the treatment to include no perpendicular momentum dependence in the calculation. While several of the previous works (e.g. Ref. [14]) account also for the dependence on perpendicular momenta, importantly, most previous calculations starting from vacuum and including the back-reaction through Ampère’s law have simplified the numerics by using a fine structure constant that is much larger than the actual value. As it turns out, this choice limits the peak parallel momentum rather drastically. This is not entirely unproblematic when a complex dynamical situation is studied. While the basic physical mechanisms does not change when using a magnified \( \alpha \), the relative importance of the dynamical mechanisms will not stay the same.

In order to compare with previous works, particularly Ref. [14], we have started the dynamics with an external Sauter-pulse of the form

\[ A_{ex}(t) = A_0 \left[ 1 + \tanh \left( \frac{t - t_0}{\tau} \right) \right] \]

\[ E_{ex}(t) = -\frac{A_0}{\tau \cosh^2 \left( \frac{t - t_0}{\tau} \right)} \]

and used the actual value of the fine structure constant \( \alpha = 0.007297 \) with \( \eta = \alpha/(2\pi)^2 \). Starting the numerical computation at \( t = 0 \), we let \( t_0 = -2 \) in all our runs, to include a short build-up phase of the Sauter-pulse. For the above case, the tendency is that almost all pair-creation happens in the very first initial stage, much shorter than a plasma period, before any plasma oscillations can be seen.

This is illustrated in Fig. [7] where we have used the parameters \( A_0 = 1 \) and \( \tau = 0.5 \). As the density immediately (compared to the plasma oscillation time scale) reaches its peak value, no visible pair creation is done by the self-consistent field that is responsible for the plasma oscillation seen in the two upper panels. This is perhaps not surprising, as the electric field strength of the self-consistent field (upper panel) is below the critical field by orders of magnitude, although the peak field of the Sauter pulse is fairly strong (of the order of the critical field).

Next, we consider a much stronger Sauter pulse with \( A_0 = 10 \) and \( \tau = 0.5 \). The result is shown in Fig. [8]. As can be seen in the upper panel, the self-consistent field is much stronger (peak electric field around \( 0.6E_{cr} \)), but the qualitative dynamics is still close to the previous case. In particular, the peak electric field of the Sauter pulse is far from recovered, and the extra pair-creation that takes place after the initial phase is more or less negligible, as seen from the constant number density in the lower panel.

As our next step, in order to illustrate the influence of a modified value of \( \alpha \) on the dynamics, we consider an enhanced value of the fine structure constant. For this purpose, we match the parameters of Ref. [14], also accounting for the charge renormalization (with a cut-off value \( \Lambda = 25 \)), the magnified value of the coefficient in Ampère’s law become \( \eta = 0.26 \) (as compared to \( \eta = \alpha/(2\pi)^2 \approx 0.3697 \times 10^{-3} \)). In Fig. [9] the electric field and pair density is shown for a Sauter pulse with initial parameters \( A_0 = 40 \) and \( \tau = 0.5 \). With a peak field of \( E \sim 15 \), and a similar oscillation frequency and decay in the upper panel as previously found by Ref. [14], there is close resemblance to results computed for a magnified value of \( \alpha \). In the lower panel of Fig. [9] we see the evolution of the number of pairs. While much of the particles are created by the initial Sauter-pulse, there is subsequent significant pair-creation due to the plasma field (generated by the back-reaction), accompanied by further damping of the electric field. However, as is apparent from a comparison with Fig. [8] the dynamics depend rather sensitively on the value of \( \alpha \).
Figure 7. Plot of the induced electric field (i.e. without including the external field of the initial Sauter pulse) (upper panel), and the induced number density (lower panel). The parameter values for the Sauter pulse used here are $A_0 = 1$ and $\tau = 0.5$.

From now on, we return to the real value of the fine-structure constant. In Fig. 10, the evolution is shown for the initial parameters $A_0 = 40$ and $\tau = 0.5$. Just as for the weaker pulses shown in Fig. 7 and Fig. 8, still there is not much pair-creation after the initial stage. Interestingly, though, rather the reverse process can be seen, as illustrated in the plot of the number density in the lower panel of Fig. 10. Here we see that during the later stage of the evolution, the pair density decreases with roughly 14% compared to the peak value. Accordingly we have a collective dynamic where annihilation is more prominent than pair-creation, even though both processes can take place simultaneously in different parts of momentum space. Interestingly, although the effect is too small to be clearly visible in the upper panel, we can note a slight increase in the electric field amplitude. To illustrate this feature the peak amplitude has been explicitly written out in the upper panel of Fig. 10.

Usually one expects annihilation processes to generate gamma rays. In this context, the main point is that the collective annihilation mechanism gives energy to the electric field of the plasma oscillation, rather than producing hard photons. Still, in principle there will also be collisional annihilation, that can produce gamma rays, an effect not covered by the present study. The corresponding cross-section is small, however, and thus neglecting collisional annihilation is a good approximation.

While the use of a magnified fine structure constant has been rather common in the research literature when starting from vacuum, some works (e.g. Refs. [19, 23]) have used the actual value. Specifically, we now compare our results with those of [23]. Here the authors started from a homogeneous electric field as initial condition (rather than a Sauter pulse). This is a numerically challenging problem, due to large relativistic factors (requiring a large volume in momentum space) combined with the distinct separation of time scales, with the Compton scale being much shorter than the plasma oscillation time scale. However, for very strong initial fields, the problem turns out to be less demanding computationally, as the separation in time scales is not equally pronounced. To confirm the agreement with previous works in this regime, we have used a very strong initial field $E(t = 0) = 100E_{cr}$, together with the actual value of $\alpha$, and compared the electric field profile with the curve shown in Ref. [23] using the same parameters, see Fig. 11. While there is a small but visible difference between the two curves, the deviation is not larger than should be expected with regard to the numerical precision.

As the dynamics when the back-reaction is prominent (for a discussion of when back-reaction can be neglected,
The present DHW-model is an accurate description of the mean-field physics, but processes converting energy from coherent degrees of freedom to non-coherent degrees of freedom is not covered. For high plasma densities, we note that in principle it is possible that certain incoherent processes outside the mean field description can be suppressed due to many-particle effects. For a concrete example illustrating the interplay between, long-scale collective phenomena, and short-scale incoherent processes, see e.g. Ref. 33.

Specifically, single particle radiation emitted by accelerated particles can be suppressed when the generated frequencies $\omega_e$ fulfill $N \equiv ne^3/\omega_e^3 > 1$, indicating that a large number of electrons $N$ simultaneously interact with the same photon quanta. A precise estimate of the characteristic frequency $\omega_e$ would require substantial research, considering that the emission depend on the details of the particle distribution and may vary a lot during the oscillation period. Here we just note that soft emission (with $\omega_e \ll \omega_c$), generally will have $N \gg 1$, in which case collective interaction captured in the mean field description will suppress single-particle effects. However, due to field strengths of the order the critical field, and a spread in perpendicular momentum not much smaller than $m$, a significant part of the emitted spectrum is likely to have frequencies $\omega_e$ of the order $\omega_c$ or possibly higher, implying $N < 1$, in which case single particle emission gives an extra energy loss mechanism for the plasma oscillations not captured by the DHW-model. Accordingly, in what follows, we will assume that single-particle emission is present, and estimate the energy loss of the plasma oscillations based on this.

Next we note that the single-particle photon emission implies an effective friction-like force, where the standard expression is referred to as the Landau-Lifshitz force 43. This force scales as $\gamma^2$, and tend to be important when the field is strong enough to induce large particle energies. However, to a large degree this effect is suppressed in a 1D electrostatic geometry, when the large gamma factor only comes from the motion parallel to the field. However, also in this case there is a finite contribution that survives, due to the particle spread in momentum. Using the classical Landau-Lifshitz expression 43 for the radiation reaction force $F_{rad}$, which reduces to

$$F_{rad} = \frac{2e^3\epsilon}{3m^2} \left[ \left( \frac{\partial E}{\partial t} + \frac{eE^2p_z}{c^2} \right) \hat{z} - \frac{eE^2e^2}{m^2c^2} p \right]$$

(31)

in the given field geometry, we can estimate the energy density loss due to the radiation field induced by the particle self-interaction during a plasma period. Dropping the term proportional to the time-derivative of the electric field in Eq. (31) (as this contribution is considerably smaller in the strong field regime of interest here), the energy loss rate $d\Delta W/dt$ of the plasma wave energy is given by 17

$$\frac{d}{dt}\Delta W = \langle F_{rad} \cdot v \rangle \approx \frac{2}{3} \omega_p^2 \eta E^2 \langle p_z^2/m^2 \rangle$$

(32)
Here \( \langle \ldots \rangle \) denotes averaging over the particle distribution, \( r_0 \) is the classical electron radius and \( \omega_p \) is the non-relativistic plasma frequency. It can be noted that \( \omega_p = \sqrt{n_0 e^2/(\epsilon_0 m)} \) is related to the wave oscillation frequency (as seen e.g. in Fig. 1), according to \( \omega^2 \sim \omega_p^2/\gamma \), where \( n_0 \) is the number density in the laboratory frame, and \( \gamma \) is the characteristic relativistic factor of the particles averaged over a wave-period. Using Eq. (32), the relative energy loss \( \Delta W_p/W \) during a wave period can be estimated as

\[
\Delta W_p/W \sim r_0 \frac{\omega_p^2}{\omega}
\]

(33)

Here we have used \( \int (E^2(t)dt/E^2(t = 0)) \sim 3/\omega \), and \( \langle p_\perp^2/m^2 \rangle \sim 1/2 \) for the plasma parameters typically used. Using the Lorentz-force equation \( dp_z/dt = eE \) we can estimate \( \gamma \sim p_z/m \sim eE/m\omega \) and hence

\[
\Delta W_p/W \sim \alpha \frac{E}{E_{cr}}.
\]

(34)

Thus for \( E \) of the order of the critical field, the energy loss per wave period scales as \( \alpha \) rather than \( \sqrt{\alpha} \) as for the Schwinger mechanism. While this suggests that radiation reaction gives a smaller effect, comparing with Fig. 5 we see that for the actual value of \( \alpha \), we cannot be certain.

On the other hand, we note that an estimate based on the classical expression Eq. (31) tend to overestimate the loss rate as compared to a more accurate calculation based on QED, see e.g. [44]. This is captured in the so called Gaunt-factor \( G \), which describes the quantum reduction in the energy loss rate. This is usually used in cases with large perpendicular momenta (for which a general field appears as a crossed field), while in our case we have large longitudinal momentum instead. Nevertheless, Fig. 14 of Ref. [44], where the standard \( G(\chi_e) \) is plotted, suggests that the quantum corrected result significantly reduces the classical estimate for \( \chi_e := \sqrt{-(F_{\mu\nu}p_\nu)^2/(mE_{cr})} = E_{\perp}/mE_{cr} = 0.5 - 1 \).

Naturally, for electric field strengths well below the critical field, the exponential suppression of the pair-creation rate will make radiation losses dominant. For further results concerning field depletion due to radiation losses, see e.g. Ref. [45].

To conclude, we expect that for fields of the order of the critical field, the inclusion of radiation reaction would not significantly modify the plasma oscillation dynamics, even though the wave damping due to pair-creation is not necessarily stronger than that due to radiation losses (compare e.g. Fig. 1). For the case when both mechanisms are small, however, to leading order the plasma oscillation energy loss can be computed perturbatively as the sum over two separate mechanisms while disregarding the other. Importantly, the frequency up-shift due to the increasing number density, as induced by pair-creation, is a much more pronounced effect than the wave damping (compare Eq. (27)), and this has no correspondence due to radiation reaction. Nevertheless, although radiation reaction does not change the plasma number density, there will still be a frequency increase due to the decreasing (average) gamma factors, as induced by the energy loss, although that effect is one order higher in \( \alpha \), as compared to the frequency increase due to the Schwinger mechanism.

Finally, it should be noted that there is also a possibility that mechanisms such as Breit-Wheeler pair production could affect the dynamics. In this case, similar dynamics as studied here can be expected, i.e. a frequency up-shift due to the produced pairs, see e.g. Ref [46]. However, a rigorous analysis of such contributions are outside the scope of the present paper.

VI. CONCLUSION

The main purpose with this study has been to study self-consistent plasma dynamics for ultra-strong field strengths. It is seen that for fields strengths of the order \( E_{cr} \) or larger, electron-positron pair-production leads to a pronounced increase in the plasma oscillation frequency, and also a damping in the amplitude. The scaling of the damping with the plasma parameters have been investigated numerically. In particular, for a fixed chemical potential \( \mu \), pair-production is suppressed for higher temperatures. This is because the mechanism depends sensitively on the plasma density, which is increased with higher temperature (for a fixed \( \mu \)). However, if the particle number density is kept fixed instead, there is a slight increase in the damping with temperature. This is because more low energy states will be available for pair-creation.

For numerical convenience, we have picked fairly high plasma densities in our study, since the code can be executed on a PC in this case. However, from the point of view of laboratory experiments, the case with \( \mu \) and \( T \) much less than unity is of most interest. While we have not probed this regime here, the scaling behavior displayed in Fig. 5 still applies. Nevertheless, extended simulations (run on a parallel computer) must be made for detailed quantitative predictions in the regime where both \( \mu \ll 1 \) and \( T \ll 1 \) applies.

For field strength well beyond \( E_{cr} \), the dynamics is similar to the case \( E \sim E_{cr} \), but the processes is considerably more rapid. Moreover, starting with an electron-positron plasma as initial condition, the process can evolve in the opposite direction. That is, instead of Schwinger pair-production, we can have collective Schwinger annihilation, leading to an increase in the oscillation amplitude. While this process is much faster than collisional annihilation, it still competes with pair production taking place in the part of momentum space that is not filled with electrons and positrons. Thus, as far as we have seen, pair-annihilation is typically not a dominant mechanism.

In conclusion, the DHW-formalism is very well suited for studies of collective strong field plasma dynamics. Future problems of interest based on this approach include extensions to non-homogeneous systems, electromagnetic fields [37, 38], and magnetized plasmas.
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