The role of nanoparticle size and ligand coverage in size focusing of colloidal metal nanoparticles†
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Controlling the size distribution of nanoparticles is important for many applications and typically involves the use of ligands during synthesis. In this study, we show that the mechanism of size focusing involves a dependence of the growth rate on the size of the nanoparticles and the ligand coverage on the surface of the nanoparticles. To demonstrate these effects, we used in situ small angle X-ray scattering (SAXS) and population balance kinetic modeling (PBM) to investigate the evolution of size distribution during the synthesis of colloidal Pd metal nanoparticles. Despite temporal overlap of nucleation and growth, our in situ SAXS show size focusing of the distribution under different synthetic conditions (different concentrations of metal and ligand as well as solvent type). To understand the mechanism of size focusing using PBM, we systematically studied how the evolution of the nanoparticle size distribution is affected by nucleation rate, and dependence of the growth rate constant on ligand surface coverage, and size of the nanoparticles. We show that continuous nucleation contributes to size defocusing. However, continuous nucleation results in different reaction times for the nanoparticle population leading to time and size-dependent ligand surface coverage. Using density functional theory (DFT) calculations and Brønsted–Evans–Polanyi relations, we show that as the population grows, larger nanoparticles grow more slowly than smaller ones due to lower intrinsic activity and higher ligand coverage on the surface. Therefore, despite continuous nucleation, the faster growth of smaller nanoparticles in the population leads to size focusing. The size focusing behaviour (due to faster growth of smaller nanoparticles) was found to be model independent and similar results were demonstrated under different nucleation and growth pathways (e.g. growth via ion reduction on the surface and/or monomer addition). Our results provide a microscopic connection between kinetics and thermodynamics of nanoparticle growth and metal–ligand binding, and their effect on the size distribution of colloidal nanoparticles.

Introduction

Nanoparticles are becoming key building blocks for many applications. Colloidal synthesis offers a versatile bottom-up approach and has been constantly advancing over the past few decades, with better control over size, shape, composition, super-lattice structure and consequently the nanoparticles’ properties (catalytic, electronic, optical, etc.).1−4 For example, recent synthetic methods enabled fabrication of colloidal nanoparticles with different sizes by simply altering the reaction conditions (solvent, ligand, precursor, and synthesis temperature).5−11 However, since the size distribution of the nanoparticles is often key to their specific, desired physical and chemical properties,12−18 a fundamental understanding of how to control the nucleation and growth is key to enable predictive synthesis of nanoparticles with the desired properties. To date, different models and mechanisms have been proposed to describe the nucleation and growth of colloidal nanoparticles as well as size focusing and defocusing.19−23 The classical LaMer model which has been used to describe the formation of various nanoparticles, postulates a burst nucleation followed by diffusion-controlled growth of existing nuclei, where no additional nuclei form during the growth step.24,25 In this model (and other models based on LaMer’s), the temporal separation of nucleation and growth and the diffusion-controlled growth result in narrowing of the size distribution to near monodisperse. Other mechanisms such as oxidative etching (dissolution process due to the presence of structural
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defects\textsuperscript{30,31} and digestive ripening\textsuperscript{30–32} (transformation of polydisperse nanoparticles into monodisperse ones, where ligands play major role in the etching process) could also result in controlling the morphology and focusing of the size distribution.

Recent breakthroughs in advanced \textit{in situ} characterization techniques, such as \textit{in situ} scanning transmission electron microscopy (STEM) and \textit{in situ} small-angle X-ray scattering (SAXS) have allowed direct observation of the nanoparticles nucleation and growth\textsuperscript{7,13–16} and provided key insights on the underlying mechanisms.\textsuperscript{7,39–41} Additionally, the direct observation during synthesis can provide evidence for, or against the central hypotheses in the different proposed nucleation and growth models. For example, in contrast to the LaMer burst nucleation, temporal overlap of nucleation and growth has been observed in the synthesis of several colloidal nanoparticles including Ir\textsuperscript{7,41}, Pd\textsuperscript{7,40,44,45}, Rh\textsuperscript{46} and CdSe.\textsuperscript{47} Moreover, growth was shown to be reaction- instead of diffusion-limited while the final nanoparticles had a narrow size distribution.\textsuperscript{7,22,46,49} Therefore, it can be seen that the conditions of burst of nucleation followed by diffusion-controlled growth in the LaMer model are neither sufficient, nor necessary for the synthesis of narrow size distribution nanoparticles. In fact, Watzky and Finke developed an important minimalistic two step mechanism\textsuperscript{48,49} where the synthesis follows a slow continuous nucleation and fast autocatalytic growth and has been successfully used to describe the kinetics (but not size distribution) in different systems.\textsuperscript{42,50,51} However, it is not well understood how continuous nucleation, and/or the growth not being diffusion limited, lead to nanoparticles with narrow size distribution. One of the important factors affecting the nucleation and growth kinetics, and consequently size distribution,\textsuperscript{52} is the presence of ligands\textsuperscript{53} but few models explicitly account for the ligand–metal interactions.\textsuperscript{7,22,47,54} In our recent study, using \textit{in situ} SAXS and kinetic modeling, we showed that the binding of ligands with both the metal complex and nanoparticle surface control the rates of nucleation and growth, and accounting for the ligand–metal binding was critical to predict the evolution of average diameter and concentration of nanoparticles.\textsuperscript{7,55} While significant progress has been made in the field, no theoretical framework could yet unravel the non-trivial role of capping ligands in controlling the evolution of particle size distribution.

In this manuscript, we investigated the possible mechanisms leading to the focusing and defocusing of colloidal nanoparticle size distribution during the synthesis. We used \textit{in situ} SAXS to measure the evolution of size, size distribution and concentration of Pd colloidal nanoparticles during synthesis. Using population balance modeling (PBM), we accounted for different possible nucleation and growth pathways and predicted the evolution of the particle size distribution. In addition, we systematically studied the effect of continuous nucleation on the size distribution and how size focusing could be achieved under the condition where nucleation overlaps with the nanoparticle growth. In order to describe the size focusing observed experimentally, our PBM results provide evidence for growth rate constant that strongly depends on ligand coverage. Specifically, we demonstrate that ligand surface coverage plays a key role in altering the activation energy of surface growth to slow down the growth on larger nanoparticles and allow size focusing. Additionally, our thermodynamic calculations show that the nanoparticle size can affect the enthalpy of surface growth, which leads to faster growth of smaller nanoparticles than larger ones and contribute to size focusing. Finally, we compared the contribution of different mechanisms involved in size focusing and the ligand surface coverage-dependent growth rate constant appeared to be the major factor in size focusing of Pd nanoparticles studied in this work.

### Methodology

#### In situ Small Angle X-ray Scattering

\textit{In situ} SAXS measurements were conducted at sector 12-ID-C at the Advanced Photon Source in Argonne National Laboratory. The synthesis of Pd nanoparticles was performed with different concentrations of Pd(OAc)_2 ranging from 2.5 to 10 mM and trioctylphosphine (TOP) in pyridine or toluene and hexanol mixture (TOP : Pd molar ratios = 1 and 2, solvent : hexanol = 1 : 1 by volume) at 100 °C under 300 rpm stirring. We note that using filtered solvents (filter with pore size of 2 μm) had no effect on the final nanoparticle size. 600 μL of 3 mL reaction solution was taken into a quartz capillary through the pump every few seconds for SAXS data collection, and then injected back into the reactor. The energy of incident X-ray and the exposure time were 18 keV and 0.1 s, respectively. SAXS spectra examples for the solvent, solvent + ligand, solvent + ligand + precursor, and Pd nanoparticles in pyridine (10 mM Pd(OAc)\textsubscript{2} with TOP : Pd = 1) at different reaction time are shown in Fig. S1.† Detailed experimental and data analysis procedures can be found in previous reports.\textsuperscript{7,55}

#### Ligand-mediated nanoparticle nucleation and growth reactions

As shown in our previous work\textsuperscript{7} for the synthesis of Pd nanoparticles in different solvents (\textit{i.e.} toluene and pyridine), trioctylphosphine (TOP) plays an important role in controlling the rates of both nucleation and growth. Specifically, we found that accounting for the reversible reactions of ligands with both the metal precursor and nanoparticle surface in the model is necessary to capture the evolution of average diameter and concentration of the nanoparticles.\textsuperscript{7} The model of ligand-mediated nanoparticle nucleation and growth is schematically presented in Fig. 1.
shown in Fig. 1, and the corresponding reactions are presented below:

\[
\begin{align*}
A + L & \underset{k_{1-r}}{\xrightarrow{k_{1-t}}} AL \quad \text{ligand-precursor reversible binding} \quad (1) \\
A & \underset{k_{2-nuc}}{\xrightarrow{k_{2-nuc}}} B \quad \text{reduction/nucleation} \quad (2) \\
A + B & \underset{k_{3-growth}}{\xrightarrow{k_{3-growth}}} 2B \quad \text{autocatalytic surface growth} \quad (3) \\
B + L & \underset{k_{4}}{\xrightarrow{k_{e}} BL} \quad \text{ligand–particle reversible binding} \quad (4)
\end{align*}
\]

\(k_{1-t}\) and \(k_{1-r}\) are the forward and reverse rate constants for ligand-precursor reversible binding, eqn (1). \(k_{2-nuc}\) and \(k_{3-growth}\) are the rate constants of reduction/nucleation, eqn (2), and autocatalytic surface growth, eqn (3), respectively. \(k_{e}\) is the forward rate constant for ligand–particle reversible binding, eqn (4). Herein, \(A\) and \(AL\) represent the kinetically active metal precursor (e.g. \(\text{Pd}[n]\)) and the ligand-metal complex (\(\text{Pd}(n)\)-TOP), respectively. \(L\) is the capping ligand (here TOP); \(B\) the free PD surface sites; and \(BL\) the surface sites capped by a ligand. In this model (reactions (1)–(4)), a slow continuous nucleation step overlaps with fast autocatalytic surface growth (i.e. growth through reduction of precursor on the nanoparticle surface) which follows Finke-Watzky’s two-step model.\(^{44}\) Depending on the binding strength (AL, BL), the ligand affects the concentrations of the active precursor\(^{45}\) (A) and number of free surface sites (B), respectively, thereby controlling the rates of both the nucleation and surface growth. We note that the solvent (e.g. pyridine) can also act as a ligand and cover the surface of nanoparticles; however, pyridine is expected to be replaced by TOP via ligand exchange due to the stronger binding affinity of TOP towards the nanoparticle surface. Therefore, \(L\) in reaction (4) represents TOP, and the reaction represents a ligand exchange between \(L\) and the solvent. It is necessary to account for both association and dissociation reactions of the ligand binding and as we will discuss later in the text, the modeling results (average diameter and concentration of nanoparticles) are strongly affected by changing the \(k_{e}\) indicating the ligand–nanoparticle binding (eqn (4)) is not at equilibrium. Consequently, the ligand surface coverage changes with time and reaches equilibrium only at the late stage of reaction. Recent studies have also shown that the ligand surface coverage is time-dependent and the equilibrium assumption does not hold true, in particular in the early stage of reaction.\(^{7,45,54}\) In these studies (for the synthesis of thiol-capped Au nanoparticles and TOP-capped CdSe), the reported ligand adsorption rate constant \(k_{e}\) ranged from \(2-25 \text{ m}^3 \text{ mol}^{-1} \text{ h}^{-1}\) (reaction temperature for the synthesis of Au and CdSe was 25 and 230 °C, respectively) which is in the same order of magnitude of our estimated values shown in this work (1.5–2.2 m³ mol⁻¹ h⁻¹) and previous work.\(^{45,54}\) Additionally, the ligand exchange reaction on the nanoparticle surface already covered by other coordinating ligands can be in the range of several minutes to hours.\(^{27,58}\)

We note that the process of nanoparticle nucleation and growth can include larger number of complex reactions (e.g. nucleation through AL, solvent–nanoparticle binding, growth by monomer addition). Our sensitivity analysis showed that reactions (1)–(4) constitute the minimal model required to capture the underlying kinetics of nucleation and growth in the presence of ligands.\(^{7}\) However, it is important to mention that while statistically less probable, a model with a different growth mode, specifically solution reduction followed by monomer addition to the nanoparticle surface, similar results were obtained as autocatalytic surface growth for all the cases considered in this work (details provided in the Results section and ESI†). Lastly, growth by agglomeration was not considered in the model since there was no evidence of agglomeration during the synthesis (as evident by the continuous increase in the concentration of nanoparticles from SAXS).

**Population balance model (PBM)**

To predict the evolution of particle size distribution, it is required to develop a model capable of tracking the properties of different sized nanoparticles. PBM explicitly identifies the nanoparticles of different sizes during synthesis and therefore allows for predicting the particle size distribution (concentration of nanoparticles, average diameter, and polydispersity).\(^{25,47,59}\) As the nanoparticle surface area and surface coverage of ligands evolve with time, we can identify the nanoparticles using a bivariate number density \(n(v,a,l)\), where \(n(v,a,l)dvda\) signifies the number of nanoparticles in size (volume) range \(v\) to \(v + dv\) with ligand covered surface area in the range \(a\) to \(a + da\) per reaction volume at time \(t\). The developed PBM framework is based on Peralta and Kumar modeling approach,\(^{54}\) but we take into account the reversible binding of ligand with the metal precursor as well as with the nanoparticle surface. In addition, the rates of nanoparticle growth and surface binding of ligands are considered to be proportional to the number of available surface sites and not the volume of the nanoparticles as used in our previous work and other literature reports.\(^{7,45,58}\) The governing population balance equation for ligand-mediated nanoparticle nucleation and growth in the absence of agglomeration is presented by:\(^{54}\)

\[
\frac{\partial n(v,a,l)}{\partial t} + \frac{\partial}{\partial v} \left[ G(v,a,l)n(v,a,l) \right] + \frac{\partial}{\partial a} \left[ K(v,a,l)n(v,a,l) \right] = \tilde{N}(v)\sigma(v - v_{\text{nuc}})\delta(a - a_{\text{nuc}})
\]

where \(G\) is the rate of nanoparticle growth, \(K\) the rate of ligand capping on the nanoparticle surface (net rate of increase in ligand coverage), and \(\tilde{N}(t)\) the nucleation rate. In addition, \(v_{\text{nuc}}\) and \(a_{\text{nuc}}\) represent the volume and capped surface area of nuclei, respectively. We assume (except where otherwise mentioned) that nuclei have a zero-ligand coverage, \(a_{\text{nuc}} = 0\) and that capping starts taking place after a nucleus forms. The parameters \(G\) and \(K\) can be defined as

\[
G(v,a) = \frac{dv}{dt} = k_{3-growth}[A]v_{\text{pd}}(a_{1} - a_{l})N_{\text{sites}}
\]
here, $v_{pd}$ is the volume of Pd atom, $N_{sites}$ the number of surface sites per unit area, $a_i$ the total surface area of nanoparticles (all nanoparticles are assumed to be spherical, which is in agreement with the TEM images for the case studies considered herein), and $a_1$ the capped surface area of the nanoparticles. Therefore, $(a_i - a_1)N_{sites}$ corresponds to the number of free surface sites for growth or capping. As shown in eqn (7), the capped surface area of the nanoparticles changes with ligand association and dissociation from the surface. Here, $a_{TOP}$ is the surface area covered by one ligand (TOP) which is assumed to be size independent, and $k_{a-TOP}$ the ligand–nanoparticle dissociation rate constant which is related to the association rate constant by thermodynamics, $k_{a-TOP} = \frac{k_{a}}{K_{eq}}$. The constant parameters (i.e. $N_{sites}$, $a_{TOP}$, $V_{pd}$, and etc.) are summarized in Table S1.†

To extract the properties of the size distribution, the general moments of distribution ($M_{i,k}$) can be defined as

$$M_{i,k}(t) = \int_0^\infty \int_0^\infty v^k a^i n(v, a_i, t) dv da_i$$

(8)

where, $M_{0,0}(t)$ is the total number of nanoparticles per reaction volume; $M_{1,0}$ is the total volume of nanoparticles; $M_{2/3,0}$ and $M_{1,3,0}$ are the total surface area and sum of the diameter of all nanoparticles, respectively. In addition, $M_{0,1}$ accounts for the total ligand covered surface area of all nanoparticles.

To obtain the time variation of the general moments ($\frac{dM_{i,k}}{dt}$), the governing population balance eqn (5) needs to be multiplied by $v^k a^i$ and integrated with respect to both $v$ and $a_i$ from 0 to $\infty$. Using the generic moments of size distribution, the concentration of nanoparticles ($N_0$), number average diameter ($D_{ave}$), width of size distribution ($\sigma$), polydispersity ($P$), and the average fractional surface coverage ($F_c$; i.e. the ligand capped surface area over total nanoparticle surface area) as a function of time for spherical shape nanoparticle can be formulated as follows:

$$N_0(t) = M_{0,0}(t) = \int_0^t k_{2-sun}[A] \frac{N_\Lambda \text{d}t}{n_c}$$

(9)

$$D_{ave}(t) = \left(\frac{6}{\pi}\right)^{1/3} \frac{M_{1/3,0}(t)}{M_{0,0}(t)}$$

(10)

$$\sigma(t) = \sqrt{\left(\frac{6}{\pi}\right)^{2/3} \frac{M_{2/3,0}(t)}{M_{0,0}(t)} - \left(\frac{6}{\pi}\right)^{2/3} \left(\frac{M_{1/3,0}(t)}{M_{0,0}(t)}\right)^2}$$

(11)

$$P(t) = \frac{\sigma(t)}{D_{ave}(t)}$$

(12)

$$F_c = \frac{M_{0,1}(t)}{(36\pi)^{1/3} M_{2/3,0}(t)}$$

(13)

here "$n_c$" in eqn (9) corresponds to the number of atoms/nucleus (based on the estimation reported in our previous work, $n_c = 4$ (ref. 7 and 55)). We note that with this definition of coverage, the time dependent coverage can be obtained only as an average for the entire population (i.e. the average coverage changes with time, but is the same for all sizes of the population at that time). To compute the above terms, the differential equations for moments of size distribution need to be coupled with the reactants' concentrations (metal precursor, ligands, and etc.) and solved simultaneously (see corresponding differential equations in ESI†). In addition, to estimate the rate constants ($k_1$ and $k_2$) more accurately, we used different sets of experimental observables from in situ SAXS, namely the average diameter and concentration of nanoparticles as the model input and fitted both simultaneously (see the details of data fitting and model parameters estimation in the ESI†). The rate constants are summarized in Tables S2 and S3.† Additionally, the obtained model parameters were similar under different synthetic conditions (different concentrations of metal and ligand) despite the different final sizes as shown in Table S2 (refer to the ESI† for the full lists of model constants and symbols). Therefore, the results suggest our model can capture the kinetics of nucleation and growth with chemical fidelity.

### Density functional theory (DFT) calculations

Periodic DFT calculations were performed using the CP2K package with the PBE functional. To account for dispersion interactions between ligands Grimme’s D3 dispersion corrections were employed. Double-zeta valence polarized basis sets (DZVP) with the Goedecker, Teter, and Hutter (GTH) pseudopotentials were used with a kinetic energy cutoff of 500 Ry. The bulk unitcell parameters of Pd were obtained by relaxing a 2×2×2 supercell of the conventional metallic Pd unit cell. The Brodway–Fletcher–Goldfarb–Shanno (BFGS) minimization algorithm was used to optimize initial geometries with convergence criteria of 4.0×10⁻⁴ & for Bohr and 10⁻⁷ au for force and energy, respectively. We chose Pd(111) surface to perform DFT calculations of ligand–particle binding energy as Pd(111) was the dominant crystal facet in the nanoparticle synthesis (see Fig. S2 in the ESI†). Previous reports also showed that Pd(111) facet was the dominant facet in Pd nanoparticle synthesis. To construct the model of the (111) surface facet of Pd, we employed 5×5×5 supercell that was created using the primitive (optimized) unitcell. The surface slab calculations were performed with four atomic layers and a vacuum of 12 Å was used. The atoms of two bottom layers were kept frozen at their corresponding bulk positions and two top layers were allowed to relax. To reduce the computational cost, we used triethylphosphine (TEP) as a model to represent the TOP ligand. We note that four TEP molecules sufficiently cover the full supercell of Pd(111). The adsorption energy of TEP ($E_{ads}$) and the Pd–TEP complex ($E_{ads-Pd}$) as a function of TEP coverage are defined as:

$$E_{ads} = E_{ads}^{ML} - E_{ads}^{TEP-Pd(111)} - E_{TEP}^{(0.25)ML-Pd(111)}$$

(14)

$$E_{ads-Pd} = E_{ads}^{Pd-TEP(111)} - E_{ads}^{ML-Pd(111)}$$

(15)

where $E_{ads}^{ML-Pd(111)}$ is the energy of the Pd(111) surface at a given coverage of TEP ($n = 0.25$ monolayer (ML), 0.50 ML, 0.75 ML,
1.00 ML, corresponding to one, two, three and four TEP molecules on the surface, respectively), $E_{\text{TEP/Pd(111)}}^{\text{TEP/TEP/Pd(111)}}$ is the energy of the surface Pd(111) surface at a TEP-coverage of $n$-0.25 ML and $E_{\text{TEP}}(y)$ is the energy of TEP molecule in the gas phase. $E_{\text{TEP}}^{\text{TEP/TEP/Pd(111)}}$ is the energy of the Pd(111) surface with a Pd–TEP complex (Pd single atom bound to a TEP molecule) adsorbed on the surface at a given coverage of TEP ($m = 0.0$ ML, 0.25 ML, 0.50 ML, 0.75 ML, corresponding to zero, one, two and three TEP molecules on the surface, respectively), $E_{\text{TEP/Pd(111)}}^{\text{TEP/Pd(111)}}$ is the energy of the Pd(111) surface at a TEP-coverage of $m$ and $E_{\text{Pd–TEP}}(y)$ is the energy of Pd–TEP molecule in the gas phase.

Results and discussion

Size focusing for overlapped nucleation and growth

Despite observing continuous nucleation in many colloidal synthesis studies, the final polydispersity can be as low as 10–20%. It has been shown that nucleation overlaps with the nanoparticles growth (increase in the average diameter) from $t = 0$ to 0.2 h, which is consistent with our previous work. However, the polydispersity during this time dropped noticeably from ~48% to 10%, indicating focusing of the size distribution (average diameter and polydispersity from TEM was 4.9 ± 0.65 nm (see Fig. S3†), i.e. 13% polydispersity, which agrees with the SAXS results shown in Fig. 2, 4.9 ± 0.49 nm). We compared the measured size distribution from TEM with the one obtained from SAXS based on Shultz distribution and as shown in Fig. S3† the results are in excellent agreement. Additionally, we used the Monte Carlo based McSAS software to fit some of the SAXS spectra† to estimate the size distribution and compare it with the Shultz imposed distribution and the distribution obtained from TEM. As shown in Fig. S3† the fitting results and the corresponding size distribution (average diameter = 4.8 ± 0.70 nm; polydispersity = 14%) are consistent with the results from TEM and SAXS fitting Igor. Moreover, the overall shape of the distribution is similar to a Shultz distribution except for the small percentage of smaller nanoparticles (~4 nm) which were observed by TEM and also captured in the size distribution from McSAS. The presence of smaller nanoparticles should be expected due to the continuous nucleation and they have a small effect on the size distribution at the end of the synthesis (average diameter and polydispersity) but it is noteworthy that it can be detected using the fit from the McSAS software.

The continuous increase in concentration of nanoparticles at early times (Fig. 2) further confirms that the nanoparticle growth via agglomeration is not a major growth pathway; otherwise, the concentration of nanoparticles should decrease. The size focusing behaviour was also observed under different concentrations of metal and ligand in pyridine as well as different type of solvent (i.e. toluene, see Fig. S4†). The overlap of nucleation and growth while reaching a narrow final

![Fig. 2](image-url) Time evolution of (a) average diameter ($D_{\text{ave}}$) and concentration of nanoparticles ($N_p$); and (b) polydispersity ($P(t) = \frac{\sigma(t)}{D_{\text{ave}}(t)}$). Symbols (circles and squares) and lines correspond to the experimental data from in situ SAXS and modeling results, respectively. The window at early times shows the overlap of nucleation and growth (increase in concentration of nanoparticles and average diameter) and highlights the concomitant decrease in polydispersity. Experimental conditions: 10 mM Pd(OAc)$_2$ in 1 : 1 pyridine/hexanol, TOP : Pd = 1, and $T = 100 \degree$C.
size distribution is in fact very common and has been reported for Au, Pd, Ir, and CdSe. Fig. 3 and Table S4† show several examples of size focusing despite continuous nucleation and overlap with growth (including this work). Additionally, since growth is reaction limited, the underlying assumptions used for solving the PBM equations were found to be in the range of $10^{-8}$ to $10^{-9}$ confirming that growth is not limited by diffusion, the results indicate that both requirements of the LaMer model are not applicable in these systems and subsequently cannot be used to explain the size focusing behaviour. Therefore, it is important to determine the mechanism(s) involved in focusing of the size distribution; in particular, under the condition where nucleation and growth overlap.

**Model prediction for size-independent ligand coverage**

Using our PBM approach, we estimated the evolution of size, concentration of nanoparticles, and polydispersity for Pd nanoparticles synthesis in pyridine/hexanol with accounting for the effect of capping ligands (Fig. S5† shows the results without the binding with ligands, eqn (1) and (4), and it did not capture the experimental results). The results in Fig. 2 show that the PBM closely follows the average diameter and concentration of the nanoparticles (model parameters and rate constants under different synthetic conditions are listed in Tables S1–S3†). However, in contrast to the size focusing observed experimentally, the model predicts a size defocusing and the distribution becomes broader overtime (Fig. 2b). This result is worth discussing in more details to understand how it could be related to the underlying assumptions used for solving the PBM equations or the reactions chosen for the model.

To determine if the choice of the model reactions affects the prediction of polydispersity, we accounted for different nucleation and growth pathways (i.e. solution reduction followed by growth via monomer addition; $\text{Pd}^0 + \text{Pd}_n^{0.5} \rightarrow \text{Pd}_{n+1}^0$) and similar results were obtained as the autocatalytic surface growth case shown in Fig. 2 (see the reaction network and simulation results for growth via monomer addition in Table S5 and Fig. S6†). Unlike the experimentally observed size focusing, the model predicts an increase in polydispersity regardless of the mode of growth. Therefore, we suspect that the increase in polydispersity is related to the PBM approach and not the reactions chosen. In particular, to solve the PBM equations, the ligand-surface coverage was assumed to be independent of size. In other words, while the model accounts for the ligand-surface coverage of the entire population as it evolves with time (see Fig. S7† for the time evolution of average surface coverage), at each time, the different size nanoparticles in the population were assumed to have the same ligand coverage. This assumption is similar to imposing an equilibrium on eqn (4) (i.e. the ligand-surface coverage is at equilibrium at all times). However, our sensitivity analysis shows that the average diameter and concentration of nanoparticles are strongly affected by altering the rate constants for the ligand–nanoparticle binding indicating the importance of accounting for both ligand association and dissociation reactions (see Fig. S8†). Furthermore, the ligand–nanoparticle binding was also reported to be time-dependent (not equilibrated) in particular in the early stage of reaction. Consequently, due to the continuous nucleation, the population consists of nanoparticles with different size and also different “age” (time since nucleation) resulting in a ligand-surface coverage that depends on size and time as also described by Lazzari et al. Therefore, it is important to correctly account for ligand-surface coverage to determine the effect of ligand affinity and continuous nucleation on evolution of polydispersity and will be investigated next.

**Model prediction while accounting for ligand coverage as a function of size and time**

We modified the model by using separate multiple nanoparticle populations to account for continuous nucleation while allowing to track (vs. time) the size distribution as well as ligand surface coverage as a function of nanoparticle size and time (see the model equations for the modified PBM that accounts for the size-dependent ligand coverage in ESI†). Specifically, starting at the time where the polydispersity was ~48% (time = 0.03 h in Fig. 2), we replaced the continuous nanoparticle population with two monodisperse populations (delta functions) of 0.6 and 2 nm. The diameters of 0.6 and 2 nm were chosen for the two populations to represent nuclei just formed and large nanoparticles that have had time to grow, respectively (the exact initial size of the two populations had no effect on the results, see details below). This allows us to determine what controls the relative growth rates of small and large nanoparticles and track the evolution of size distribution under different conditions (i.e. in the absence or presence of continuous nucleation, different ligand surface coverage, etc.). The initial concentration of nanoparticles in each population was chosen such that the average diameter and polydispersity of the combined population would be equal to the experimental values at time $= 0.03$ h (1.3 nm and 48%, respectively). The initial ligand coverage for the 2 nm nanoparticle population was 15% (based on the average fractional surface coverage $F_s$ at time $= 0.03$ h in Fig. S7† from the full modelling results) while that on the 0.6 nm (and all new nuclei) was 0% (the effect of this assumption was negligible, see details in ESI text and Fig. S9†). The higher coverage on the 2 nm population is due to longer time spent in solution and the kinetics of ligand-surface association (reaction (4)) where the coverage increases with time (see Fig. S7†).

Reactions (1), (3), and (4) are allowed to proceed with shared metal precursor and ligands among the two populations (and all new populations, see below) as schematically shown in Fig. 4 (the rate constants reported in Table S2† were used to perform the simulations). To account for continuous nucleation (reaction (2)), we added a series of nucleation events at specific times (200 new monodisperse populations, 0.6 nm in diameter) where the rate (concentration of nanoparticles in each new population) drops as the reaction proceeds (as $[A]$ decreases, according to eqn (2) and (9)) to match the concentration of nanoparticles measured experimentally at each time (see details in ESI text†). Fig. 5a shows the results for ligand coverage vs.
nanoparticle diameter at two different reaction times. It can be seen that the larger nanoparticles have higher ligand coverage and the average coverage increases with time. By accounting for the different ligand surface coverage on the different size nanoparticles, the polydispersity was found to decrease with time (from ~48% to 28%, see Fig. 5b). The decrease in polydispersity can be attributed to the higher ligand coverage on the larger nanoparticles thereby decreasing the available number of surface sites which allows the smaller nanoparticles (and new nuclei formed at later times) to grow at a faster rate (see Fig. S10† for agreement with the time evolution of the average diameter and concentration of the nanoparticles). However, the predicted final polydispersity (28%) was still much higher than the experimental value of ~10% indicating this mechanism by itself cannot explain such a sharp size focusing observed during the synthesis. To confirm those findings, we also compared the results of the full PBM and our modified-PBM considering the coverage to be constant for the entire population. As shown in Fig. S11,† the size focusing behaviour was not observed similar to the full PBM prediction. This further confirms that the difference in the ligand surface coverage of different nanoparticle sizes plays an important role in size focusing (and not the introduction of multiple populations in our modified PBM).

To investigate how much continuous nucleation and effectively the length of overlap with growth contributes to size focusing/defocusing, we compared the time evolution of the average diameter and polydispersity of the all the populations using different nucleation rates (see Fig. S12 and S13 and additional details in the ESI†). The results for different nucleation rates confirm that continuous nucleation contributes to defocusing of the size distribution due to the introduction of smaller nanoparticles at later times when the population has grown to a larger average size. We next investigate different mechanisms that could lead to the size focusing observed experimentally.

Fig. 4 Schematic diagram for the growth and capping of two different sized populations. The metal precursor and ligands are shared among 0.6 nm (new born nanoparticles) and 2 nm nanoparticles. Additional nucleation events are not shown for clarity; however, continuous nucleation is accounted for in this approach by adding more nuclei (0.6 nm) overtime as described in the text.

Fig. 5 (a) Model prediction of coverage vs. nanoparticle diameter at time = 0.05 and 0.10 h; a (b) time evolution of polydispersity $P(t) = \frac{\sigma(t)}{D_{ave}(t)}$. At time zero, the 2 nm nanoparticle population has 15% initial ligand coverage, while the initial coverage of smaller size population; 0.6 nm, is zero. Experimental conditions: 10 mM Pd(OAc)$_2$ in 1 : 1 pyridine/hexanol, TOP : Pd = 1, and T = 100 °C.
Effect of ligand–nanoparticle binding affinity on the evolution of polydispersity

One of the possible mechanisms that could explain the formation of near monodispersed nanoparticles in the presence of continuous nucleation is that the nuclei formed at different stages of the synthesis grow to almost the same size when they are almost fully capped by the ligands.40,43 This could occur as larger nanoparticles have much higher coverage than the smaller nanoparticles. As a result, the smaller nanoparticles can grow faster than the larger ones leading to focusing the size distribution. However, full capping of the surface by the ligands is not common and some open surface sites are expected to be present. Fig. 6 compares the effect ligand–nanoparticle binding affinity, which is reflected in the initial coverage on the 2 nm nanoparticles (15–40% for the 2 nm nanoparticles while the 0.6 nm nanoparticles start with 0% coverage, see the corresponding rate constants and further details in the ESI†) on the time evolution of polydispersity in the case of continuous nucleation. A higher initial ligand coverage on the 2 nm nanoparticles (40% vs. 15%) decreases the final polydispersity (down to 24% compared with 28%, respectively) due to a decrease in available number of surface sites which allows the 0.6 nm nanoparticle population and new nuclei formed at later times to grow at a faster rate (see the average diameter and ligand coverage difference in Fig. S14†). However, the effect was small and did not lower the polydispersity to the value measured experimentally. Additionally, higher initial coverage than 40% on the 2 nm nanoparticles (even when adjusting the rate constants in the model) could not capture both the increase in size and decrease in polydispersity observed experimentally (see Fig. S15 and S16†). Therefore, this proposed mechanism, by itself, could not explain the extent of size focusing observed experimentally.

The results therefore show that in order to capture such a large decrease in the polydispersity (size focusing) with overlap of nucleation and growth, the smaller nanoparticles should grow at a much faster rate than the larger ones. The higher growth rate for the smaller nanoparticles (e.g. nanoparticles nucleated at later times) than larger ones could be due to one or a combination of the following: (i) the smaller nanoparticles have higher growth rate constant than the larger ones (the nanoparticle size can affect growth enthalpies and/or catalytic properties72); (ii) larger nanoparticles grow at the expense of smaller ones (Ostwald ripening73) and/or growth via agglomeration. However, we did not observe any evidence of ripening and/or agglomeration in our system (based on SAXS) as these phenomena often lead to a significant and measurable decrease in the concentration of nanoparticles.56,74 Additionally, as shown in several studies, the nanoparticle average diameter increases much more rapidly once ripening and/or agglomeration occurs70,74 (not observed in our system); (iii) the growth rate on free surface sites is affected by the ligand coverage on the surface of the nanoparticle. As shown in Fig. 5, the continuous nucleation and gradual increase in ligand coverage result in a size-dependent ligand coverage, where the larger nanoparticles have higher ligand coverage than those new born ones. Therefore, if the ligand coverage affects the growth rate on neighbouring free sites, in addition to having a smaller fraction of free surface sites, the larger nanoparticles will grow at a slower rate per site. Below we account for the effects of ligand surface coverage and size-dependent growth rate on the evolution of size distribution. We will first focus on case (iii) to understand if/how the extent of ligand coverage (B + L ⇌ BL, and the higher coverage on larger nanoparticles than smaller ones, see Fig. 5a) could affect the growth rate to counteract the size defocusing effect caused by continuous nucleation and decrease the polydispersity overtime. We then show the effect of size-dependent (i.e. case (i)) intrinsic growth rate and ligand–nanoparticle binding and their contribution to the size focusing of metal nanoparticles.

Ligand coverage-dependent growth rate constant

In the presence of continuous nucleation, the decrease in polydispersity predicted by the PBM for the different cases considered was still far from that observed experimentally, despite the higher ligand coverage on the larger nanoparticles. This suggests that in order to achieve such a sharp size focusing as observed experimentally (where polydispersity drops from 48% to 10%, see Fig. 2), the smaller nanoparticles should grow at a much faster rate than the larger ones. In other words, the higher ligand coverage on larger nanoparticles should have a stronger effect on the growth rate other than simply decreasing the number of free surface sites. An extreme case is the synthesis of molecular nanoparticles75,76 (e.g. Au and Ag atomically precise nanoparticles and we use Ag34 synthesis as an example) where the nanoparticle becomes “inert” due to achieving a closed electronic shell at a certain number of atoms (size) and ligands (e.g. Na2Ag34(p-MBA)30, hence the term “molecule”).77,78 Consequently, despite continuous nucleation, the growth of existing nanoparticles completely stops at that size (or a narrow distribution around that size for non-

Fig. 6 Effect of initial ligand coverage at time zero (15, 30 and 40%) of the larger size (2 nm) population on the time evolution of polydispersity \( P(t) = \frac{a(t)}{D_{\text{ave}}(t)} \) in the case of continuous nucleation. The maximum coverage for the cases with 15%, 30%, and 40% initial ligand coverage on 2 nm nanoparticles is 32%, 45%, and 55%, respectively. Nucleation rate (model = experiment).
molecular-like nanoparticles) leading to monodisperse nanoparticles. Therefore, we investigated how the coverage of ligands can affect the reactivity of neighbouring free sites as explained below.

It is well known that the ligand–nanoparticle binding energy decreases with increase in coverage on the nanoparticle surface.\(^{79-82}\) For example, the CO adsorption energy on Pt(111) was shown to decrease (i.e. less exothermic) significantly from \(-121\) to \(-52\) and \(-7\) kJ mol\(^{-1}\) as the coverage of CO increased from 0.11 to 0.55 and 0.67 ML, respectively, indicating strong repulsive interactions between the adsorbed CO molecules.\(^{80}\) Similarly, in the case of 3-mercaptopropanol (MPOH) capped CdSe, the ligand–nanoparticle binding energy decreased as the fractional coverage on the nanoparticle surface increased.\(^{81}\) The coverage-dependent ligand binding energy effectively lowers the maximum coverage on larger nanoparticles (due to weaker adsorption as coverage increases). Consequently, this will limit the effect of surface site blockage by ligands in focusing the size distribution, since the size focusing observed in Fig. 6 was a result of decreasing the fraction of free surface sites on larger nanoparticles (i.e. coverage independent adsorption energy).

The nanoparticle growth, which occurs through the reduction of metal precursor and/or monomer addition to the nanoparticle surface, is also expected to depend on ligand surface coverage. In both modes of growth, the metal precursor or the reduced metal atom (monomer) are often coordinated with ligands as illustrated in our recent studies for the formation of Pd nanoparticles\(^{57-55}\) and other types of nanoparticles, such as Ir,\(^{69}\) CdSe,\(^{65}\) and Pt.\(^{91}\) Therefore, the activation energy for growth (i.e. the activation energy for the reduction of metal precursor and/or monomer addition to the nanoparticle surface) is expected to be affected by the ligand surface coverage due to: (i) lateral interaction of metal atoms (that are coordinated with ligands) with the ligands bound to the nanoparticle surface (steric hindrance or just adsorbate–adsorbate interaction due to the long chain length\(^{68}\)), and/or (ii) the change in the electronic state of the free metal surface sites induced by the ligands that are bound to adjacent surface sites.\(^{84,85}\)

To estimate the effect of ligand-surface coverage, we used density functional theory (DFT) to calculate the adsorption energy (\(E_{\text{ads}}\)) of triethylphosphine (modelled as triethylphosphine, TEP) at coverages from 0.25 ML to 1 ML on Pd(111) (where 1 ML represents the maximum coverage on Pd(111) which was equal to 20%). As depicted in Fig. 7a, the ligand adsorption energy decreases by ~15% with increase in coverage (from \(-259\) to \(-220\) kJ mol\(^{-1}\)). Similarly in the case of surface growth, modelled as adsorption of Pd–TEP (a monomer–ligand complex consisting of Pd atom coordinated with TEP) on Pd(111), the DFT calculations show the adsorption energy of Pd–TEP vs. TEP coverage also decreases by 9% (from \(-340\) to \(-309\) kJ mol\(^{-1}\), see Fig. 7b). According to Brønsted–Evans–Polanyi (BEP)\(^{86,87}\) relationship (eqn (16)), the decrease in reaction (here adsorption of TEP and Pd–TEP) energy leads to an increase in the reaction activation energy. This is important since it would increase the activation energy for surface growth as the ligand coverage increases (i.e. \(k_{\text{growth}}\) decreases with increase in coverage) and thus the growth rate (per site) of larger nanoparticles slows down compared to smaller nanoparticles (because of higher coverage on larger nanoparticles). The increase in reaction activation energy due to the increase in the ligand coverage has been also reported in the literature. For example, the activation energy for O\(_2\) dissociation on Pt(111) increased from 27 kJ mol\(^{-1}\) to 100 kJ mol\(^{-1}\) as CO coverage increased from 0.22 to 0.67 ML, respectively.\(^{80}\) To simulate the effect of coverage on ligand binding and growth rates in our model, we used the BEP relationship to correlate the activation energy (\(E_a\)) of the reaction (i.e. ligand–nanoparticle binding and surface growth) to the reaction enthalpy (\(\Delta H\)) via the following equation:\(^{86,87}\)

\[
E_a = E_0 + \alpha \Delta H
\]

where \(E_0\) and \(\alpha\) are the intrinsic activation energy and transfer coefficient, respectively. Assuming \(\Delta H\) decays linearly with increase in ligand surface coverage (\(\theta\)) following a Temkin adsorption isotherm,\(^{86,87}\) the following relationship can be written between \(\Delta H\) and \(\theta\):

---

**Fig. 7** (a) Adsorption energy (\(E_{\text{ads}}\)) of triethylphosphine at coverages from 0.25 ML to 1 ML on Pd(111); (b) adsorption energy of Pd–TEP (where a single Pd atom is coordinated with triethylphosphine through a Pd–P bond) vs. TEP coverage on Pd(111). Color code for atoms: Pd-teal, H-white, C-grey, and P-magenta. Adsorbed Pd atoms are shown in light grey.
\[ \Delta H_1(\theta) = \Delta H_{0.1}(1 - C_L \theta) \]  

where \( \Delta H_{0.1} \) is the enthalpy of reaction at zero coverage, \( C_L \) the constant which varies depending on the type of chemical reaction \( (C_L \) is the slope of eqn (17) and can be obtained by measuring \( \Delta H \) at different coverages). Substituting eqn (17) into (16), the activation energy for ligand–nanoparticle binding can be obtained via the following relationship:

\[ E_{a-L}(\theta) = E_0 + a_L \Delta H_{0.1}(1 - C_L \theta) \]  

Similarly, we can obtain the activation energy for the ligand dissociation \( (E_{a-L}) \) and for the nanoparticle surface growth \( (E_{a-C}) \):

\[ E_{a-L}(\theta) = E_0 + (a_L - 1) \Delta H_{0.1}(1 - C_L \theta) \]  

\[ E_{a-C}(\theta) = E_{01} + a_C \Delta H_{0.1}(1 - C_C \theta) \]  

The transfer coefficient, \( \alpha \) varies between 0 to 1 (the earlier the transition state, the smaller the value of \( \alpha \)). For relatively high exothermic reactions (e.g. ligand–nanoparticle binding and surface growth), \( \alpha \approx 0.1-0.5^{99,100} \)

Based on eqn (18) and (20), the activation energies of ligand–nanoparticle binding and nanoparticle growth increase as the ligand coverage increases \( (E_{a-L}(\theta) = E_{a-L}0 - a_L \Delta H_{0.1}C_L \theta; k_1 \) and \( k_{growth} \) decrease accordingly since \( k \propto \exp(-E_a/RT) \)). We estimated \( C_L \) (in eqn (17): \( \Delta H_L(\theta) = \Delta H_{0.1}(1 - C_L \theta) \)) and \( C_C \) (in \( \Delta H_C(\theta) = \Delta H_{0.1}(1 - C_C \theta) \)) in a way to obtain similar trends in the adsorption energies at different coverages as those calculated using DFT. Additionally, the activation energies at zero coverage for ligand binding and for surface growth were both chosen to be 25 kJ mol\(^{-1}\)). We note that while this value was chosen such that the range of activation energies is consistent with reports from the literature, the exact value does not affect the results. This is because the observed effect of coverage on the rate constants is relative and depends on the change in activation energy with ligand coverage rather than the actual values.

Based on the adsorption energies and other parameters summarized in Table 1, as the ligand coverage increases from 0 to 20%, the activation energies for ligand binding and for nanoparticle growth increase from 25 to 37 kJ mol\(^{-1}\) and 25 to 35 kJ mol\(^{-1}\) respectively. In addition, for thermodynamic consistency, the desorption is also affected by the ligand coverage which limits the coverage to a maximum of \( \sim 20\% \) (the forward and reverse rate constants are reported in Table S6†).

The values for growth activation energy are consistent with literature reports. For example, in the synthesis of Pd nanoparticles an activation energy of \( \sim 43 \text{ kJ mol}^{-1} \) for autocatalytic surface growth was reported.\(^9\) During the growth and dissolution of quantum dots (i.e. CdSe), the extracted activation energy for growth was found to be in the range of \( \sim 20-50 \text{ kJ mol}^{-1} \).\(^{17,94} \)

The ligand coverage on the nanoparticle surface and its effect on the evolution of the size distribution for the case of ligand coverage-dependent growth rate constant is shown in Fig. 8. First, Fig. 8a shows that larger nanoparticles have a higher ligand coverage because they have been in solution longer (similar to Fig. 5a, which is expected, and similar trend can be seen at other reaction times, see Fig. S18†) and this results in a significantly lower growth rate constant on larger nanoparticles. For example, at time = 0.10 h, the 0.8 nm nanoparticles have 2% coverage, while the coverage is 17% for 3.8 nm nanoparticles. Such a large difference in coverage translates into a significant difference in the growth rate, where the 3.8 nm nanoparticles grow at a much slower rate than 0.8 nm (20 vs. 145 h\(^{-1}\) per site, respectively). In Fig. 8b we show the effect of coverage-dependent growth rate constant on the evolution of polydispersity and compare it to the case where the growth rate constant is independent of ligand coverage. The polydispersity decreases significantly when the coverage effect on growth rate constant is considered (see blue dashed line in Fig. 8b), while the polydispersity decreases to a much lesser extent for the case of coverage-independent growth rate constant (i.e. the green line; see also Fig. S19† for agreement with the time evolution of the average diameter and concentration of the nanoparticles). Using the Schulz distribution function,\(^9\) we also compared the final size distribution for the two cases of coverage-dependent and coverage-independent growth rate constants with the one obtained from TEM. As shown in Fig. 8c, the case of coverage-dependent growth rate constant closely matches the narrow size distribution obtained from TEM, while the case of coverage-independent growth rate constant shows a broad size distribution.

To show the generality of the results, we also tested the model, specifically the effect of coverage-dependant growth rate constant, using \( \text{in situ} \) data for different ligand/metal ratio, metal concentration, and different solvent type (i.e. toluene), and the model could capture the experimentally measured size focusing behaviour (see Fig. S20 and S21 and the corresponding rate constants in the ESI†). Additionally, we considered different modes of surface growth (i.e. monomer addition to the nanoparticle surface) and the results were similar to those obtained via autocatalytic surface growth already shown in Fig. 8 (see Fig. S22†). This further suggests that, for this Pd system, the effect of ligand coverage on the growth kinetics (reaction (4), \( B + L \rightleftharpoons BL \)) has a major contribution to the size focusing behaviour, independent of the growth pathway.

It is important to emphasize that while the ligand coverage affects both, the number of free surface sites and the growth rate constant, the contribution of the latter to size focusing is much more pronounced (exponential \( \text{via} \) change in \( E_a \)). More

| Table 1 | Activation energy and enthalpy values at 0 and 20% ligand coverage (for both ligand–nanoparticle binding and surface growth) used for the simulations in this study |
|---------|-----------------|-----------------|-----------------|-----------------|
| \( \Delta H_L \) (ligand–nanoparticle binding) | -260 kJ mol\(^{-1}\) | -220 kJ mol\(^{-1}\) | 25 kJ mol\(^{-1}\) | 37 kJ mol\(^{-1}\) |
| \( E_{a-L} \) (ligand–nanoparticle binding) | (25 kJ mol\(^{-1}\) | (37 kJ mol\(^{-1}\) | (25 kJ mol\(^{-1}\) | (37 kJ mol\(^{-1}\) |
| \( \Delta H_C \) (growth) | -340 kJ mol\(^{-1}\) | -310 kJ mol\(^{-1}\) | 25 kJ mol\(^{-1}\) | 35 kJ mol\(^{-1}\) |
| \( E_{a-C} \) (growth) | (25 kJ mol\(^{-1}\) | (35 kJ mol\(^{-1}\) | (25 kJ mol\(^{-1}\) | (35 kJ mol\(^{-1}\) |
| \( a_L \) and \( a_C \) | 0.3 | 0.75 | 0.3 | 0.75 |
| \( C_L \) | 0.75 | 0.75 | 0.75 | 0.75 |
| \( C_C \) | 0.45 | 0.45 | 0.45 | 0.45 |
importantly, we note that the actual value (20%) of the maximum ligand coverage is not crucial given that the exact value of ligand coverage is not the main cause of the sharp size focusing (when the activation energy of growth \(E_a-G\) was independent of coverage, the polydispersity only dropped slightly from 28% to 24% when the maximum coverage in the model was increased from 20% to 55%, Fig. S14†). The size focusing is due to the effect of coverage on the activation energy of growth \(E_a-G\), i.e. the relative activity of surface sites for different coverage, which will be dominant regardless of the actual maximum coverage. Even though the nanoparticles are not fully covered with ligands, the ligand surface coverage can have a very strong effect on the activity of the free surface sites and therefore, make the growth rate very slow as the coverage increases. Such a very low activity of surface sites makes the nanoparticles almost inactive, thereby limiting the nanoparticles to a specific size distribution that depends on initial concentrations (see Fig. S4† for effect of Pd and TOP concentrations in pyridine and Fig. S20† for model prediction using the same kinetic parameters). This effect is similar to the synthesis of molecular nanoparticles\(^75-76\) (e.g. Au and Ag atomically precise nanoparticles) where it was shown that the nanoparticle becomes “inert” due to achieving a closed electronic shell at a certain number of atoms (size) and ligands.

**Size-dependent growth rate constant**

In addition to the effect of ligand coverage on the reaction energy for surface growth and binding with ligands, and consequently the rate constants, the nanoparticle size could also have a strong effect on both. However, there are contradictory reports on the effect of size on ligand–nanoparticle binding energies\(^94-96\) and surface reactivity.\(^97,98\) Nevertheless, to

---

**Fig. 8** (a) Model prediction of ligand coverage (blue square) and growth rate per site (orange circle) as a function of diameter at time = 0.10 h; (b) model prediction of polydispersity \(P(t) = \frac{\sigma(t)}{D_{ave}(t)}\) for two different cases; coverage-independent (green line) and coverage-dependent (blue dashed line) growth rate constant, and (c) comparison of the particle size distribution (frequency) for the two cases with the size distribution from TEM. In the case of coverage-independent growth rate constant (green lines), the 2 nm nanoparticle population starts with 15% initial ligand coverage and the activation energies are not affected by coverage (the initial coverage of smaller size population; 0.6 nm, is zero in all cases). In the case of coverage-dependent growth rate constant (blue dashed line), the 2 nm nanoparticles population starts with 15% ligand surface coverage and the surface coverage affects both the enthalpy and activation energies for ligand–nanoparticle binding and surface growth linearly according to Table 1. Nucleation rate (model = experiment). The results were unaffected by the initial size of the starting two populations as shown in Fig. S17† for 1 and 3 nm instead of 0.6 and 2 nm.
account for the nanoparticle size we used the square root bond cutting model\textsuperscript{39,80} which was applied for predicting the stability of metal nanoparticles,\textsuperscript{80} to calculate the binding energy of an adatom (on hollow position in every case) on nanoparticles of different sizes (10–300 atoms). The results showed a small effect on the enthalpy of growth as a function of size, where the enthalpy changed from \(-251\) to \(-240\) kJ mol\(^{-1}\) (4.5% less exothermic for larger nanoparticles, see Fig. S23 in ESI\textsuperscript{†}). Similarly, the ligand–nanoparticle binding can be size-dependent\textsuperscript{85,100} and similar to the case of growth, we expect the smaller nanoparticles to have higher affinity to bind with ligands (due to higher number of under-coordinated sites than larger nanoparticles\textsuperscript{82}),. It can be seen that from a thermodynamics perspective, the size-dependent growth and ligand binding reaction energies would have opposite effects on size focusing. Specifically, as the nanoparticles get larger, the reaction energy for both, growth and ligand binding become less exothermic which means that while the growth rate constant for each site will be lower (due to less exothermic growth), the ligand binding is also expected to be weaker leading to larger fraction of free surface sites on larger nanoparticles. To estimate both effects, we accounted for the size-dependent growth and binding reaction energies on the activation energies of the growth and binding rate constants (same trend for both was used in the model as shown in Fig. S23,\textsuperscript{†} see the corresponding rate constants vs. diameter for the surface growth and ligand–nanoparticle binding in Fig. S24\textsuperscript{†}). As shown in Fig. 9, despite their opposite effects, accounting for nanoparticle size-dependent growth and size-dependent ligand binding leads to an overall decrease in the polydispersity down to \(~22\%\) (see Fig. S25\textsuperscript{†} for the prediction of average diameter and polydispersity). However, the effect is small compared to the effect of ligand surface coverage. This is due to the smaller effect on the dependence of the growth rate constant on size as seen in Fig. S26\textsuperscript{†} where the growth of larger nanoparticles is slowed down to a lesser extent for the case of size-dependent growth rate constant than the coverage-dependent case.

We note that the objective of this work was to show the possible effects (i.e. size and ligand coverage) that contribute to size focusing. While we find that the effect of ligand coverage-dependent growth rate constant appeared to contribute the most to size focusing, the effects of nanoparticle size and ligand binding affinity have non-negligible contributions and could become dominant depending on the system (different ligand and/or metal, temperature) and therefore need to be considered on case-by-case basis. Additionally, we do not account for the agglomeration and digestive ripening phenomena. While these phenomena are not the major growth pathways in our system, they could be important under different synthetic conditions (e.g. different type of metal and temperature).

The results contribute to the current understanding of nanoparticle nucleation and growth and signify the importance of nanoparticle size and ligand surface coverage in size focusing of colloidal nanoparticles. Our PBM approach along with the findings highlight the limitations of current kinetic models in accurately capturing the nanoparticle size distribution. Additionally, the PBM approach provides a new method to account for the non-trivial effects of ligand surface coverage and nanoparticle size on the kinetics of ligand binding and surface growth. The results highlight the important connection between growth kinetics and thermodynamics of metal–ligand binding for the control of colloidal nanoparticle size distribution. In order to further investigate the effects of ligand coverage and role of nanoparticle size, experimental measurements of the enthalpies and activation energies for ligand–nanoparticle binding and surface growth would be required. Future work will be focused on investigating how general the findings are using different metal–ligand systems and determining the most likely model/mechanism capable of capturing the size distribution.

**Conclusions**

In this work, we developed a population balance model (PBM) to account for the role of ligand surface coverage in the evolution of size distribution. Using \textit{in situ} small angle X-ray scattering we directly compared the average properties of size distribution (size, concentration of nanoparticles, and polydispersity) to those predicted by the model under different synthetic conditions (different concentrations of metal and ligand as well as solvent type). We examined: (i) how the formation of new nuclei (nucleation events) alters the size distribution and (ii) how size focusing could be obtained under the condition where nuclei formation overlaps with the growth of existing nanoparticles. The results show that continuous nucleation contributes to defocusing of the size distribution. On the other hand, continuous formation of nuclei at different stages of the reaction leads to time and size-dependent ligand coverage. Based on theoretical calculations and Brønsted–Evans–Polanyi relations, our results show that as the population grows, larger nanoparticles...
grow at a slower rate than smaller ones due to: (i) lower intrinsic surface activity and (ii) higher coverage of ligand on the surface which affects the fraction and reactivity of the free surface sites. Therefore, despite continuous nucleation, the smaller nanoparticles (having lower ligand coverage and higher growth rate constant) grow faster than larger nanoparticles, leading to size focusing. The size focusing behaviour was found to be model independent and the results were similar under different nucleation and growth modes. The presented methodology allows for the prediction of size distribution in ligated nanoparticle systems and help guide the control over size and polydispersity.
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