Adaptive Event-Triggered Control for Complex Dynamical Network with Random Coupling Delay under Stochastic Deception Attacks
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This study concentrates on adaptive event-triggered control of complex dynamical networks with unpredictable coupling delays and stochastic deception attacks. The adaptive event-triggered mechanism is used to avoid the wasting of limited bandwidth. The probability of data communicated by the network is established by statistical properties and Bernoulli stochastic variables with an uncertain occurrence probability. Stability analysis based on Lyapunov–Krasovskii functional (LKF) and the stability of the closed-loop system is guaranteed. Using the LMI technique, we obtain triggered parameters. To demonstrate the feasibility and usefulness of the suggested methodology, two examples are shown.

1. Introduction

Complex dynamical network systems (CDNs) are typically made up of multiple nodes spread across a large area, with each node representing a dynamical system and control signals exchanged via a communication network [1]. CDNs have piqued the interest of many researchers in recent decades due to their wide range of applications in fields such as real-world networks, physics, telephone cell graphs, scientific citation webs, metabolic pathways, electrical power grids, biological networks, and food webs [2–5]. As a result, academics have spent considerable time studying the topological structure and dynamic behavior of CDNs [6–9].
To deal with limited communication and processing resources, a learning-based ETM is presented, in which the triggering threshold can be adaptively changed via a vehicle communication network based on the states of the vehicle [19, 20].

The time delay is inevitable due to the amplifier’s constrained switching speed and the nodes’ inherent communication time. Its presence will have an impact on the stability of complex networks by causing oscillation and instability. In the models, the coupling delays of the huge complex systems are deterministic [10, 21]. Coupling delay is unavoidable in large-scale coupled nonlinear systems, such as CDNs, due to the limiting transmission speed of information between nodes [22]. Time-varying delays are more regular than constant time delays. The use of time-varying coupling delays in complex dynamical network stability has gained a lot of attention [23, 24]. In [25, 26], the synchronization of both continuous and discrete time complex dynamical networks are investigated. In [27], the problem of CDNs with sampled-data control and time-varying coupling delay was studied. To construct CDNs with time-varying coupling delay, the event-triggered mechanism and Jensen inequality were employed to estimate portions of the integral terms of the Lyapunov functional [28, 29].

Networked embedded signals in networked power systems are frequently transmitted through infrastructures, public networks, and devices that are susceptible to potential cyberattacks, and due to the inherent cyber vulnerability, the transmitted data could be exposed to malicious attacks by adversaries [30–32]. Cyberattacks are carried out by malicious attackers, according to several network control system researchers, and different cyberattacks attempt to compromise the data’s security or availability [33, 34]. Deception attacks and denial-of-service (DoS) attacks are two of the most popular forms of attacks [35, 36]. It is worth noting that DoS attacks can disrupt communication and cause data to become unavailable by interrupting the transmission medium [37, 38]. One of the really popular types of network security risks is deception attacks. Deception attacks, in particular, may undermine information integrity by modifying the content of sent data packets to prohibit the achievement of a predetermined performance index [39–44]. Some recent results about deception attacks are discussed in [36, 45, 46].

Based on the previous discussions, the purpose of this research is to build an adaptive event-triggered technique to address the complex dynamical network with random coupling delay and unknown probability under stochastic deception attacks. The following are the major contributions of this study:

1. This study addresses the problem of adaptive event-triggered control for complex dynamical networks with time-varying coupling delays under stochastic deception attacks.

2. Due to the threat of cyber security, the effect of deception attacks is considered. The independent Bernoulli variable is used to determine the probability of deception attacks.

3. By constructing Lyapunov–Krasovskii functional, novel sufficient criteria are established for stochastic stability.

4. The deception attacks damage the actuators and sensor signals, changing their value, delaying them, or doing both.

Notations: throughout the study, the symmetry-induced vector term is denoted by the symbol $\ast$. $\mathcal{C} > 0$ denotes $\mathcal{C}$ is a positive definite matrix. The superscript $T$ is the transpose. $\mathbb{R}^m$ signifies the $m$-dimensional Euclidean space, and $\mathbb{R}^{m \times n}$ denotes the set of all $m \times n$ real matrices. The Kronecker product is written in the form $\otimes$. The expectation operator is denoted by $\mathbb{E}$ and $\| \cdot \|$ refers to Euclidean norm. $\mathcal{I}$ is an identity matrix with appropriate dimension.

**2. Problem Formulation and Preliminaries**

Consider the complex dynamical network system determined by the following equations:

$$
\dot{\omega}(r) = (\mathcal{A} \otimes \mathcal{B})\omega(r) + (\mathcal{A} \otimes \mathcal{D})h(\omega(r)) + (\mathcal{A} \otimes \mathcal{E})u(r) + (1 - \lambda(r)) \sum_{q=1}^{N} \delta_{pq} \dot{\omega}(q)(r) + (\mathcal{A} \otimes \mathcal{R})\omega(r) \\
+ \lambda(r) \sum_{q=1}^{N} \delta_{pq} \dot{\Lambda} \omega(q)(r - \alpha(r)),
$$

$$
z(r) = (\mathcal{A} \otimes \mathcal{R})\omega(r),
\omega(r) = \zeta(r), \quad r \in (-\infty, 0],
$$

in which $z(r) \in \mathbb{R}^m$, $u(r) \in \mathbb{R}^m$, and $\omega (r) \in \mathbb{R}^m$ denote, respectively, the controlled output vector, the control input vector, and the state vector. The external disturbance vector $\omega(r)$, that is, $\omega(r) \in \mathcal{Z}_2 \times [0, \infty)$. $h(\omega(r)) = [h_1(\omega_1(r)), h_2(\omega_2(r)), \ldots, h_m(\omega_m(r))]^T$ represents the nonlinear vector-valued function. Delayed and nondelayed inner coupling matrices are $\hat{\Lambda}$ and $\Lambda$, respectively. Delayed and nondelayed outer coupling matrices are $\hat{O} = \delta_{pq}$, and $O = \delta_{pq}$, respectively. $\zeta$ denotes the initial condition of the state. $\alpha$ is the time-varying coupling delay. Its satisfies $\alpha_1 \leq \alpha(r) \leq \alpha_2$, where $\alpha_1 > 0$ and $\alpha_2 > 0$, which represents minimum and maximum bounds of $\alpha(r)$ and $\alpha(r) \leq \zeta < 1$. Furthermore,
the given system matrices are $\mathcal{A}, \mathcal{B}, \mathcal{D}, \mathcal{E},$ and $\mathcal{C}$ with proper dimensions.

**Remark 1.** A coupling delay appears during the transmission of signals or information in many natural systems and also practical systems such as communication channels. The random variable $\lambda(r)$ satisfies the Bernoulli distributed white sequence, where $0 \leq \lambda \leq 1$. If $\lambda = 0$, the coupling delay does not happen. If $\lambda = 1$, the coupling delay happens, which obeys the following probability distribution laws: $\Pr \{ \lambda(r) = 0 \} = 1 - \bar{\lambda}$ and $\Pr \{ \lambda(r) = 1 \} = \bar{\lambda}$. $E \{ \lambda(r) - \bar{\lambda} \} = 0$ and $E \{ (\lambda(r) - \bar{\lambda})^2 \} = \bar{\lambda}(1 - \bar{\lambda})$.

The configuration of AETr for the complex dynamical network system with deception attack is given in Figure 1. Adaptive event-triggered device is introduced between the sensor and the communication network in each subsystem. This device is responsible for selecting some necessary sampling packets for the control system to transmit over the network. It is assumed that the systems’ state variables are periodically measured by a set of sensors with a constant sampling period. The measured state variables are transmitted to the AETr which is located near the sensor.

If the following condition is violated, the AETr transmits the instant to the controller via the communication network:

$$e^T(ih)\Phi e(ih) - \eta \omega^T(ih)\Phi \omega(ih) \leq 0,$$

(2)

where $e(ih) = \bar{\omega}(r_k h) - \bar{\omega}(ih)$. Here, $\bar{\omega}(r_k h)$ and $\bar{\omega}(ih)$ represent the released instant and initial instant, respectively. $h$ is sampling period; $r_k h, \{r_1, r_2, \ldots \} \subseteq \mathbb{N}$ represents the triggered instant. $0 < \Theta \in \mathbb{R}^{n_x \times n_x}$ is a matrix to be designed. The time-dependent function $0 < \eta(ih) < 1$ is a triggering threshold function which is revised by the adaption law that follows:

$$\eta((i + 1)h) = \text{Sat}_{[\eta, \overline{\eta}]} \left[ \eta(ih) + \zeta \left( \omega^T(r_k h)\Phi \omega(r_k h) - \omega^T(ih)\Phi \omega(ih) \right) \right], \quad \eta(0) \in [\eta, \overline{\eta}],$$

(3)

where $\zeta > 0$ is a design parameter,

$$\text{Sat}_{[\eta, \overline{\eta}]} \left[ \omega \right] = \begin{cases} \eta, & \omega \geq \eta, \\ \omega, & \eta \leq \omega \leq \overline{\eta}, \\ \overline{\eta}, & \omega \leq \eta. \end{cases}$$

(4)

$\eta$ and $\overline{\eta}$ are chosen as lower and upper bound of the triggering threshold function $\eta(ih)$, respectively, and prescribed by the designer with considering the constraint $0 < \eta \leq \overline{\eta} < 1$.

**Remark 2.** It is worth noting that the presented event-triggered mechanism (2) and the adaption law (3) are completely discrete unlike continuous-time adaptation laws presented in [16]. Hence, the proposed AETr is more practical for implementing on digital hardware. In the event of a disturbance, the value of $\rho_{th}$ should be decreased properly to improve performance. Some adaptation mechanisms, such as those described in [16, 18], keep the value of $\rho_{th}$ constant between two release instants, resulting in a delayed controller response to the disturbance. The suggested event-triggered mechanism (2), in contrast to them, uses an adaptive threshold $\rho_{th}$ that is modified at each sampling instant. As a result, the controller may respond quickly to external disturbances.

The control signal after the zero-order-hold (ZOH), while considering the effect of deception attacks, is regarded as

$$u(r) = \rho(r_k h)K\omega(r_k h) + (1 - \rho(r_k h))Kf(\bar{\omega}(r_k h)), \quad r \in \Theta_k,$$

(5)

where $\Theta(k) = \{ r_k h + \beta_k, r_{k+1} h + \beta_k \}, K \in \mathbb{R}^{n_x \times n_x}$ is the state feedback gain matrix to be designed. The time-varying network-induced delay $\beta_k \geq 0$, which is satisfying

$$0 \leq \beta_k \leq \beta_a, \quad \forall k \in \mathbb{N},$$

(6)

where $\beta_a \geq 0$ is known as a constant scalar, and

$$r_{k+1} = \inf_{\beta_k \leq \beta_k} \{ t \mid e^T(ih)\Phi e(ih) > \eta(ih)\omega^T(ih)\Phi \omega(ih) \}.$$  

(7)

Define $\beta(r) = r - (ih)$ and $\gamma(r) = r - (r_k h), \quad r \in \Theta_k$. It is easy to show that $0 \leq \beta_a \leq \beta(r) \leq h + \beta_a = v_a$, and $0 \leq \gamma(r) \leq Mh = y_M$, where $M \in \mathbb{N}$ is a known constant.

To solve the problem under investigation with all the above challenges, we suggest that the adaptive controller (5) can be written as

$$u(r) = \rho(r_k h)K\omega(r - \beta(r)) + \rho(r_k h)Kf(\bar{\omega}(r - \gamma(r))), \quad r \in \Theta_k,$$

(8)

where $f: \mathbb{R}^{n_\omega} \rightarrow \mathbb{R}^{n_\omega}$ is the function of deception attacks and $\gamma(r)$ is the time delay of the deception attacks.

**Remark 3.** The objective of a deception attack is to modify or inject data into communication channels. In contrast to the
attack method in [20], the data injection issue in the sensor-to-actuator controller channel is specifically examined in this study. The random variable $\rho(r_h)$ describes the occurrence of deception attacks on the communication network channel. If $\rho(r_h) = 0$, the communication network channel suffers from the deception attack signal. Otherwise, $\rho(r_h) = 1$ means that there is no attack and the network is working normally. The sequence of data transmission is from the sampler to the controller. Here, $\rho$ is a random variable with Bernoulli distribution which takes the value 1 with probability $\bar{\rho}$ and the value 0 with probability $1 - \bar{\rho}$, that is, $\text{Prob} \{ \rho(r_h) = 1 \} = \bar{\rho}$ and $\text{Prob} \{ \rho(r_h) = 0 \} = 1 - \bar{\rho}$.

Abovementioned $\bar{\rho}$ is very difficult or impossible in practice. So, it is assumed that this value is accompanied by uncertainty and is described by

$$\begin{align*}
\mathbb{E} \{ \rho(r_h) \} &= \bar{\rho} = \rho_1 + \rho_2 y(r_h), \\
\mathbb{E} \{ (\rho(r_h) - \mathbb{E}[\rho(r_h)])^2 \} &= \bar{\rho}(1 - \bar{\rho}),
\end{align*}$$

(9)

where $\rho_1$ and $\rho_2$ are known nominal value and known constant scaling of the uncertainty, respectively, and $y(r_h)$ is an unknown function which satisfies the following condition:

$$y^2(r_h) \leq 1, \quad \forall r_h \in \mathbb{N}. \tag{10}$$

 Noticed that $\bar{\rho} \in [0, 1]$. If $\rho_1 \in [0, 1]$ and $\rho_2 \in [0, 0.5]$; then, the closer $\bar{\rho}$ to zero, the greater the chances of an attack. The values of $\rho_1$ and $\rho_2$ indicate the uncertainty interval on this probability.

Assumption 1 (see [43]). The functions $h: \mathbb{R}^{n_u} \rightarrow \mathbb{R}^{n_u}$ and $f: \mathbb{R}^{n_u} \rightarrow \mathbb{R}^{n_u}$ are assumed to satisfy the following conditions:

$$\| h(\omega(r)) \|_2 \leq \| H \omega(r) \|_2, \quad \| f(\omega(r)) \|_2 \leq \| F \omega(r) \|_2, \tag{11}$$

where $H$ and $F$ are known constant matrices.

From (1) and (8), the closed-loop complex dynamical network system can be described by

$$\dot{\omega}(r) = (\mathcal{F} \otimes \Delta)\omega(r) + (\mathcal{F} \otimes D)Kf(\omega(r) - \beta(r)) + (\mathcal{F} \otimes D)\bar{\rho}Ke(\omega(r) - \bar{\omega})(r)$$

$$+ (\mathcal{F} \otimes E)\omega(r) + (1 - \lambda(r))(\mathcal{F} \otimes \Delta)\omega(r) + \lambda(r)\tilde{\omega}(r), \quad r \in \Theta_k$$

where $\bar{\omega}$ is prescribed performance level.

Definition 1 (see [17]). The closed-loop system (12), under AETM and deception attacks, is stochastically stable and satisfies a prescribed $\mathcal{R}_\infty$ performance index $\gamma$ if the following conditions hold:

$$\begin{align*}
\mathbb{E} \left\{ \int_0^\infty \bar{\gamma}^2 \sum T(r)z(r)dr \right\} &\leq \gamma^2 \int_0^\infty \bar{\gamma}^2 \sum T(r)\omega(r)dr,
\end{align*}$$

(13)

for any nonzero $\omega \in L_2([0, \infty))$ under zero initial condition, where $\bar{\gamma}$ is prescribed performance level.

Lemma 1 (see [18], improved statement). For any constant matrices $U$ and $V$, the inequality,

$$U + \eta(V)V < 0, \quad \eta \geq 0, \tag{14}$$

holds, for all $\eta \leq \eta(r) \leq \eta$, if and only if

$$U + \eta V < 0, \tag{15}$$

Lemma 2 (see [22]). For $\beta(r) \in [0, h]$ and any matrices $\mathcal{F}$ and $\mathcal{D}$ with proper dimension, which satisfy $[\mathcal{F} \mathcal{D}] \geq 0$, the following inequality holds:

$$-h \int_{r-v_\eta}^r \tilde{\omega}^T(t) (\mathcal{F} \otimes \mathcal{D} - (\mathcal{F} \otimes \eta) (\mathcal{F} \otimes \mathcal{D}) \tilde{\omega}(r) \eta \psi(r). \tag{16}$$

where $\psi(r) = \text{col} \{ \tilde{\omega}(r) \tilde{\omega}(r - \beta(r)) \tilde{\omega}(r - v_\eta) \}$ and

$$\Gamma = \begin{bmatrix}
-\mathcal{F} \otimes \mathcal{D} & (\mathcal{F} \otimes \mathcal{D}) - (\mathcal{F} \otimes \mathcal{D}) \\
* & -2(\mathcal{F} \otimes \mathcal{D}) + (\mathcal{F} \otimes \mathcal{D}) + (\mathcal{F} \otimes \mathcal{D})^T - (\mathcal{F} \otimes \mathcal{D}) \\
* & * - (\mathcal{F} \otimes \mathcal{D})
\end{bmatrix} \tag{17}$$

3. Main Results

In this section, a sufficient criterion will be established to verify that a complex networked control system with a deception attack is stochastically stable in controlling instants via an adaptive event-triggered mechanism.

Theorem 1. For a given positive constants $\bar{\gamma}, \bar{\eta}, \mu, \omega$ and $\bar{\eta}, \bar{\omega} \in [0, 1]$, the closed-loop system (12) is stochastically stable, presumed the existence of positive definite matrices $\mathcal{F}, \mathcal{F}', \mathcal{F}_1, \mathcal{W}_1, \mathcal{W}_2, \mathcal{G}_1, \mathcal{G}_2, \mathcal{R}_1, \mathcal{R}_2, \mathcal{R}_3, \mathcal{R}_4, \mathcal{I}, \mathcal{S}_1$, and $\mathcal{S}_2$ are any proper dimension matrices and the event-triggered weighting matrix $\Phi > 0$, such that the following conditions hold:
\[
\begin{bmatrix}
\sigma_{11} & \sigma_{12} & \sigma_{13} & \sigma_{14} & \sigma_{15} & \sigma_{16} & \sigma_{17} & \sigma_{18} & \sigma_{19} & \sigma_{1,11} & \sigma_{1,12} & \sigma_{1,13}
\end{bmatrix}
\]

\[
\sigma =
\begin{bmatrix}
\sigma_{22} & 0 & 0 & 0 & \sigma_{26} & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

\[
\sigma =
\begin{bmatrix}
\sigma_{9,9} & -\sigma_{7,7} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

\[
\sigma =
\begin{bmatrix}
\sigma_{10,10} & \sigma_{11,11} & \sigma_{12,12}
\end{bmatrix}
\]

\[
\begin{bmatrix}
\sigma_i & \delta_i
\end{bmatrix} \geq 0, \quad i = 1, 2,
\]

where \(\sigma_{11} = (3 \otimes \mathscr{A}) + (3 \otimes \mathscr{A})^T + (1 - \lambda(r))(O \otimes \Lambda_{\mathscr{T}}^T)
\]

\[
+ (3 \otimes \mathcal{W}_1) + (3 \otimes \mathcal{W}_2) - (3 \otimes \mathcal{E}_1) - (3 \otimes \mathcal{E}_1) + (3 \otimes \mathcal{F})
\]

\[
+ (3 \otimes \mathcal{R}_1) + \mu(3 \otimes H^T H) + (3 \otimes \mathcal{E})(3 \otimes \mathcal{E})^T + 2(3 \otimes J_1 \mathcal{D}) + 2(1 - \lambda(r))(O \otimes J_1 \Lambda),
\]

\[
\sigma_{12} = \overline{p}(3 \otimes \mathcal{T} \mathcal{D}) + (\rho(r_h - \overline{p})(3 \otimes \mathcal{T} \mathcal{D})K + (3 \otimes \mathcal{E}_1) - (3 \otimes \delta_i)
\]

\[
+ 2\overline{p}(3 \otimes J_1 \mathcal{D})K + 2(\rho(r_h - \overline{p})(3 \otimes J_1 \mathcal{D})K,
\]

\[
\sigma_{13} = \overline{p}(3 \otimes \mathcal{T} \mathcal{E}) + (\rho(r_h - \overline{p})(3 \otimes \mathcal{T} \mathcal{E})K + 2\overline{p}(3 \otimes J_1 \mathcal{D})K + 2(\rho(r_h - \overline{p})(3 \otimes J_1 \mathcal{D})K
\]

\[
\sigma_{14} = (1 - \overline{p})(3 \otimes \mathcal{T} \mathcal{F}) - (\rho(r_h - \overline{p})(3 \otimes \mathcal{T} \mathcal{D})K + 2(1 - \overline{p})(3 \otimes J_1 \mathcal{D})K
\]

\[
- 2(\rho(r_h - \overline{p})(3 \otimes J_1 \mathcal{D})K,
\]

\[
\sigma_{15} = (3 \otimes \mathcal{T} \mathcal{E}) + 2(3 \otimes \mathcal{T} \mathcal{E}),
\]

\[
\sigma_{16} = (3 \otimes \delta_i),
\]

\[
\sigma_{17} = (3 \otimes \delta_i),
\]

\[
\sigma_{18} = 2(3 \otimes J_1 \mathcal{D}) + (3 \otimes \mathcal{T} \mathcal{D}),
\]

\[
\sigma_{19} = (3 \otimes \mathcal{E}_2) - (3 \otimes \delta_i).
\]

\[
\sigma_{1,11} = 2\lambda(r)(O \otimes J_1 \Lambda) + \lambda(r)(O \otimes \Lambda_{\mathscr{T}} + (\mathcal{T} \mathcal{F}),
\]

\[
\sigma_{1,13} = -2(3 \otimes J_1),
\]

\[
\sigma_{2,2} = -2(3 \otimes \mathcal{E}_1) + (3 \otimes \delta_i) + (3 \otimes \delta_i^T) + \rho(3 \otimes \Phi),
\]

\[
\sigma_{26} = (3 \otimes \mathcal{E}_1) - (3 \otimes \delta_i),
\]

\[
\sigma_{6,6} = -(3 \otimes \mathcal{W}_1) - (3 \otimes \mathcal{E}_1),
\]

\[
\sigma_{7,7} = -(3 \otimes \mathcal{W}_2) - (3 \otimes \mathcal{E}_2),
\]

\[
\sigma_{7,9} = (3 \otimes \mathcal{E}_2) - (3 \otimes \delta_i),
\]

\[
\sigma_{9,9} = -2(3 \otimes \mathcal{E}_2) + (3 \otimes \delta_i) + (3 \otimes \delta_i^T) + (3 \otimes F^T F),
\]

\[
\sigma_{10,10} = (3 \otimes \mathcal{E}) - (3 \otimes \mathcal{R}_2),
\]

\[
\sigma_{11,11} = -(1 - \phi)(3 \otimes \mathcal{E}) - (1 - \phi)(3 \otimes \mathcal{R}_2),
\]

\[
\sigma_{12,12} = -(3 \otimes \mathcal{R}_3),
\]

\[
\sigma_{13,13} = (3 \otimes \mathcal{E}_1) + (3 \otimes \mathcal{E}_2) - 2(3 \otimes J_1).
Proof. Choose the Lyapunov–Krasovskii functional candidate as follows:

\begin{align}
\mathcal{V}_1 (\omega (r)) &= \omega^T (r) (\mathfrak{J} \otimes \mathcal{F}) \omega (r), \\
\mathcal{V}_2 (\omega (r)) &= \int_{r-v_a}^r \omega^T (r) (\mathfrak{J} \otimes \mathcal{W}_1) \omega (t) dt + \int_{r-\gamma_M}^r \omega^T (t) (\mathfrak{J} \otimes \mathcal{W}_2) \omega (t) dt, \\
\mathcal{V}_3 (\omega (r)) &= v_a \int_{r-v_a}^r \omega^T (t) (\mathfrak{J} \otimes \mathcal{C}_1) \omega (t) dt + \int_{r-\gamma_M}^r \int_{r-\theta}^r \omega^T (t) (\mathfrak{J} \otimes \mathcal{C}_2) \omega (t) \omega (\theta) d\theta dt, \\
\mathcal{V}_4 (\omega (r)) &= \int_{r-a(r)}^r \omega^T (t) (\mathfrak{J} \otimes \mathcal{F}) \omega (t) dt, \\
\mathcal{V}_5 (\omega (r)) &= \int_{r-a_1}^r \omega^T (t) (\mathfrak{J} \otimes \mathcal{C}_1) \omega (t) dt + \int_{r-a_2}^r \omega^T (t) (\mathfrak{J} \otimes \mathcal{C}_2) \omega (t) dt + \int_{r-a_3}^r \omega^T (t) (\mathfrak{J} \otimes \mathcal{C}_3) \omega (t) dt.
\end{align}

Let \( \mathfrak{I} \) be the infinitesimal generator of \( \mathcal{V} (r) \):

\begin{align}
\mathfrak{L}\mathcal{V}_1 (\omega (r)) &= 2 \omega^T (r) (\mathfrak{J} \otimes \mathcal{F}) \omega (r), \\
\mathfrak{L}\mathcal{V}_2 (\omega (r)) &= \omega^T (r) (\mathfrak{J} \otimes \mathcal{W}_1) + \mathfrak{J} \otimes \mathcal{W}_2 \omega (r) \\
- \omega^T (r-v_a) (\mathfrak{J} \otimes \mathcal{W}_1) \omega (r-v_a), \\
- \omega^T (r-\gamma_M) (\mathfrak{J} \otimes \mathcal{W}_2) \omega (r-\gamma_M), \\
\mathfrak{L}\mathcal{V}_3 (\omega (r)) &= \omega^T (r) \left[ v_a^2 (\mathfrak{J} \otimes \mathcal{C}_1) + \gamma_M^2 (\mathfrak{J} \otimes \mathcal{C}_2) \right] \omega (r) \\
- v_a \int_{r-v_a}^r \omega^T (t) (\mathfrak{J} \otimes \mathcal{C}_1) \omega (t) dt,
\end{align}

\begin{equation}
\mathfrak{L}\mathcal{V}_4 (\omega (r)) = \omega^T (r) (\mathfrak{J} \otimes \mathcal{F}) \omega (r) - (1-\theta) \omega^T (r-a(r)) (\mathfrak{J} \otimes \mathcal{F}) \omega (r-a(r)),
\end{equation}

\begin{equation}
\mathfrak{L}\mathcal{V}_5 (\omega (r)) = \omega^T (r) (\mathfrak{J} \otimes \mathcal{C}_1) \omega (r) - \omega^T (r-a_1) (\mathfrak{J} \otimes \mathcal{C}_1) \omega (r-a_1) + \omega^T (r-a_2) (\mathfrak{J} \otimes \mathcal{C}_2) \omega (r-a_2) \\
- (1-\theta) \omega^T (r-a(r)) (\mathfrak{J} \otimes \mathcal{C}_1) \omega (r-a(r)) + \omega^T (r-a_1) (\mathfrak{J} \otimes \mathcal{C}_2) \omega (r-a_1) - \omega^T (r-a_2) \times (\mathfrak{J} \otimes \mathcal{C}_3) \omega (r-a_3).
\end{equation}

From Assumption (1),

\begin{equation}
\mu \omega^T (r) H^T H \omega (r) - \mu h^T (\omega (r)) h (\omega (r)) \geq 0,
\end{equation}

For any appropriately dimensioned matrices \( J_1 \), the following equations hold:
\[
0 = 2\left( (I \otimes A)(\omega (r)) + (I \otimes B)h(\omega (r)) + (I \otimes D)\bar{\rho} \times K(\omega (r) - \beta (r)) + (I \otimes D)\bar{\rho}K(\omega (r) - \beta (r)) + e(\omega (r) - f(\omega (r) - \gamma (r)))\right)
\]

\[
+ (I \otimes E)\omega (r) + (1 - \lambda (r))(O \otimes \Lambda)\omega (r) + \lambda (r)(\tilde{Q} \otimes \tilde{\Lambda})\omega (r - \alpha (r)) - \tilde{\omega}(r)\left[ (\omega (r)\bar{I}_1 + \tilde{\omega}(r)\bar{I}_1)\right].
\]

Combining (21)–(30) and taking mathematical expectation, we obtain

\[
\mathbb{E}\left\{ \mathcal{L}V(\omega (r)) + z^T(r)z(r) - \rho^2(\omega^T(r)\omega(r)) \right\},
\]

\[
\leq 2\rho^2(\omega^T(r)\omega(r)) + \tilde{\omega}^T(r)(I \otimes \tilde{\Lambda})\omega (r) - \tilde{\omega}^T(r)(\omega - v_0)((I \otimes \tilde{\Lambda})\omega (r) - \tilde{\omega}^T(r)(\omega - \gamma_M)),
\]

\[
(\tilde{I} \otimes \tilde{\Lambda})\omega (r - \gamma_M) + \tilde{\omega}^T(r)\left[ v_0^2(\tilde{I} \otimes \tilde{\Lambda}) + \gamma_M^2(\tilde{I} \otimes \tilde{\Lambda})\right]\omega (r) + \psi^T(r)\tilde{\Gamma}_1\psi_1(r) + \psi^T(r)\tilde{\Gamma}_2\psi_2(r)
\]

\[
\times \omega (r - a_1) + \tilde{\omega}^T(r)(\bar{I} \otimes \bar{\Lambda})\omega (r - \alpha (r) - (1 - \delta)\tilde{\omega}^T(r)(\omega - \alpha (r)))(\bar{I} \otimes \bar{\Lambda})\omega (r - \tilde{\omega}^T(r)(\omega - r - a_1)),
\]

\[
(\bar{I} \otimes \bar{\Lambda})\omega (r - a_1) - \tilde{\omega}^T(r)(\omega - \alpha (r))(\bar{I} \otimes \bar{\Lambda})\omega (r - \tilde{\omega}^T(r)(\omega - r - a_1)),
\]

\[
\times \tilde{\omega}^T(r)(\bar{I} \otimes \bar{\Lambda})\omega (r - \alpha (r)) + \mu \tilde{\omega}^T(r)H^T\tilde{H}(\omega (r) - \beta (r))h(\omega (r)) + \omega^T(r - \gamma_M),
\]

\[
\times F^T\tilde{F}\tilde{\omega}(r - \gamma_M) - f^T(\tilde{\omega}(r - \gamma_M))f(\tilde{\omega}(r - \gamma_M)) - c^T(r)\Phi e(r) + \eta(\rho)\omega^T(r - \beta (r))\Phi\omega (r - \beta (r)) \]

\[
+ 2[(\bar{I} \otimes \bar{\Lambda})\omega (r) + (I \otimes B)h(\omega (r)) + (I \otimes D)\bar{\rho} \times K(\omega (r) - \beta (r)) + (I \otimes D)\bar{\rho}K(\omega (r) - \beta (r))]
\]

\[
\times Kf(\omega (r - \gamma(r)) + (I \otimes D)(\rho(r_h) - \bar{\rho})\bar{K}((\omega (r - \beta (r)) + e(r) - f(\omega (r - \gamma(r)))) + (I \otimes E)\omega (r)
\]

\[
+ (1 - \lambda (r))(O \otimes \Lambda)\omega (r) + \lambda (r)(\tilde{Q} \otimes \tilde{\Lambda})\omega (r - \alpha (r)) - \tilde{\omega}(r)\left[ (\omega (r)\bar{I}_1 + \tilde{\omega}(r)\bar{I}_1)\right] + z^T(r)z(r)
\]

\[
- \gamma^2(\omega^T(r)\omega(r))
\]

\[
\leq \mathbb{E}\left\{ \pi^T(r)\mathcal{Y}(\pi (r)) \right\},
\]

where \( \pi (r) = \co\left[ (\omega (r) - \omega (r) - \beta (r))e(\omega (r) - \gamma (r))\right] \omega (r)\omega (r - v_0)\omega(\omega - \gamma_M)h(\omega (r)\omega (r) - \alpha (r)\omega (r - \alpha (r))\omega (r - \alpha (r))\omega (r - \alpha (r))\omega (r - \alpha (r))\right] \).

By employing Schur complement [4], it can be implied that (18) is equivalent to (31), which means \( Y < 0 \) when \( \gamma < 0 \).

Then, substituting \( \eta \) with \( \eta(\rho) \). Based on Lemma (1), the sufficient condition for \( Y = Y_1 + \eta Y_2 \leq 0 \) holds for

\[
Y = Y_1 + \eta Y_2 < 0,
\]

\[
Y = Y_1 + \eta Y_2 = 0,
\]

\[
Y = Y_1 + \eta Y_2 < 0.
\]

By the fact that \( Y_2 < 0 \), the following is always true:

\[
Y_1 + \eta Y_2 \leq Y_1 + \eta Y_2 < 0.
\]

So, \( Y < 0 \) is equivalent to \( Y_1 + \eta Y_2 < 0 \) and (18) by Schur complements [4]. Therefore,

\[
\mathbb{E}\left\{ \mathcal{L}V(\omega (r)) + z^T(r)z(r) - \rho^2(\omega^T(r)\omega(r)) \right\} < 0.
\]

By integrating both sides of the inequality from 0 to \( t \) under zero initial conditions, one obtains (13). Note that, for \( \omega (t) = 0 \), the above condition can be expressed as

\[
\mathbb{E}\left\{ \mathcal{L}V(\omega (r)) + z^T(r)z(r) \right\} < 0.
\]

It can be conclude that closed-loop system (12) with \( \omega (r) = 0 \) is stochastically stable according to Definition 1. This completes the proof.

**Theorem 2.** For given positive constants \( \gamma, \eta, \rho \) and \( \rho, \lambda \in [0, 1] \), the closed-loop system (12) is stochastically stable, provided the existence of positive definite matrices \( \tilde{\Psi}, \tilde{T}, \tilde{W}_1, \tilde{W}_2, \tilde{\Xi}_1, \tilde{\Xi}_2, \tilde{\Xi}_3, \tilde{\Xi}_4, \tilde{\Xi}_5, \tilde{\Xi}_6, \) and \( \tilde{\Xi}_7 \) are any proper dimension matrices. \( \mu \) be positive scalars and the event-triggered weighting matrix \( \tilde{\Phi} > 0 \), such that the following conditions hold:

\[
\tilde{\gamma} < 0,
\]

(36)
where

\begin{equation}
\mathcal{S} = \begin{bmatrix}
\bar{\sigma}_{11} & \bar{\sigma}_{12} & \bar{\sigma}_{13} & \bar{\sigma}_{14} & \bar{\sigma}_{15} & \bar{\sigma}_{16} & \bar{\sigma}_{17} & \bar{\sigma}_{18} & \bar{\sigma}_{19} & 0 & \bar{\sigma}_{1,11} & 0 & \bar{\sigma}_{1,13} & \bar{\sigma}_{1,14} & 0 \\
* & \bar{\sigma}_{22} & 0 & 0 & 0 & \bar{\sigma}_{26} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
* & * & \bar{\sigma}_{33} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
* & * & * & -3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
* & * & * & * & -\gamma^2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
* & * & * & * & \bar{\sigma}_{77} & 0 & \bar{\sigma}_{79} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
* & * & * & * & * & * & -3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
* & * & * & * & * & * & \bar{\sigma}_{99} & 0 & 0 & 0 & 0 & 0 & \bar{\sigma}_{9,15} & 0 & 0 & 0 \\
* & * & * & * & * & * & * & \bar{\sigma}_{10,16} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
* & * & * & * & * & * & * & * & \bar{\sigma}_{11,11} & 0 & 0 & 0 & 0 & 0 & 0 \\
* & * & * & * & * & * & * & * & * & \bar{\sigma}_{12,12} & 0 & 0 & 0 & 0 & 0 \\
* & * & * & * & * & * & * & * & * & * & \bar{\sigma}_{13,13} & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\end{equation}

\begin{equation}
\begin{bmatrix}
\bar{\xi}_i \\
\bar{\zeta}_i
\end{bmatrix} \geq 0, \quad i = 1, 2,
\end{equation}

where

\begin{equation}
\bar{\sigma}_{11} = (3 \otimes \mathcal{A}^T \mathcal{A}) + (3 \otimes \mathcal{A}^T \mathcal{A}) + (1 - \lambda(r) \mathcal{F} (O \otimes \Lambda) + (3 \otimes \mathcal{A}^T \mathcal{A}) - (3 \otimes \mathcal{A}^T \mathcal{A}) - (3 \otimes \mathcal{A}^T \mathcal{A}) + 2 \mathcal{F} (3 \otimes \mathcal{A}^T \mathcal{A}) + 2 \mathcal{F} (3 \otimes \mathcal{A}^T \mathcal{A})
\end{equation}

Moreover, the controller gain matrix \( K \) is given by

\begin{equation}
K = \mathcal{F}^{-1} X.
\end{equation}
Proof. We can calculate $\mathcal{G} = \mathcal{N}^T(r)\mathcal{G}_{ij}^T\mathcal{N}(r)$ with $i, j = 1, 2, \ldots, 15$.

\[
\mathcal{N}(r) = \text{diag}[\mathcal{F}, \mathcal{G}, \mathcal{F}, \mathcal{G}, \mathcal{F}, \mathcal{G}, \mathcal{F}, \mathcal{G}, \mathcal{F}, \mathcal{G}, \mathcal{F}, \mathcal{G}, \mathcal{F}, \mathcal{G}, \mathcal{F}, \mathcal{G}],
\]

where $\mathcal{F} = \mathcal{F}^{-1}$. Defining $\mathcal{W}_\gamma = \mathcal{F}^T\mathcal{W}\mathcal{F}, \mathcal{G}_\gamma = \mathcal{F}^T\mathcal{G}\mathcal{F}, \mathcal{A}_\gamma = \mathcal{F}^T\mathcal{A}\mathcal{F}$ ($* = 1, 2, 3$), $\mathcal{H}_\gamma = \mathcal{F}^T\mathcal{H}\mathcal{F}$, $\mathcal{S}_\gamma = \mathcal{F}^T\mathcal{S}\mathcal{F}$ ($\gamma = 1, 2$), and $\mathcal{G} = \mathcal{F}^T\mathcal{G}\mathcal{F}$ and letting $J_1 = \mathcal{F}$, we obtain (36).

□

4. Numerical Example

In this section, we provide some numerical information to ensure the method’s effectiveness and applicability.

Example 1. Consider the adaptive event-triggered control for complex dynamical network system (12) with time-varying coupling delays under stochastic deception attacks, with the following parameters:

\[
\begin{align*}
\dot{\omega}(r) &= (\mathcal{D} \otimes \mathcal{D})\omega(r) + (\mathcal{D} \otimes \mathcal{D})h(\omega(r)) \\
&\quad + (\mathcal{D} \otimes \mathcal{D})\bar{p} K\omega(r - \gamma(r)) \\
&\quad + (\mathcal{D} \otimes \mathcal{D})\bar{p} K\omega(r - \gamma(r)) \\
&\quad + (\mathcal{D} \otimes \mathcal{D})\rho(r_h) - \bar{p} K(\omega(r - \beta(r)) \\
&\quad + e(r) - f(\omega(r - \gamma(r))) \\
&\quad + (\mathcal{D} \otimes \mathcal{D})(\rho(r_h) - \bar{p} K)(\omega(r - \beta(r)) \\
&\quad + e(r) - f(\omega(r - \gamma(r))) \\
&\quad + (\mathcal{D} \otimes \mathcal{D})\omega(r) + (1 - \lambda(r))(O \otimes \Lambda)\omega(r) \\
&\quad + \lambda(r)(\mathcal{G} \otimes \Lambda)\omega(r - \alpha(r)),
\end{align*}
\]

\[
z(r) = (\mathcal{D} \otimes \mathcal{D})\omega(r).
\]

Choose $\gamma_M = 0.8, \lambda(r) = 0.5, \mu = 2, \nu_\alpha = 12.5, \bar{p} = 0.5, \eta = 0.4, \epsilon = 0.1, \phi = 0.2$, and $H_\infty$ performance $\gamma = 1.4$. The following solutions are achieved by solving LMI in Theorem (2):

\[
\begin{align*}
\mathcal{W}_1 &= \begin{bmatrix}
-8.9 & 0.1 & 0.1 \\
0.1 & -8.9 & 0.1 \\
0.1 & 0.1 & -8.9
\end{bmatrix},
\end{align*}
\]

\[
\begin{align*}
\mathcal{W}_2 &= \begin{bmatrix}
-4.4 & 0.1 & 0.1 \\
0.1 & -4.4 & 0.1 \\
0.1 & 0.1 & -4.4
\end{bmatrix},
\end{align*}
\]

\[
\begin{align*}
\mathcal{Q}_1 &= \begin{bmatrix}
4.2512 & -0.0382 \\
-0.0382 & 4.1737
\end{bmatrix},
\end{align*}
\]

\[
\begin{align*}
\mathcal{Q}_2 &= \begin{bmatrix}
369.6281 & -4.3094 \\
-4.3094 & 327.1350
\end{bmatrix},
\end{align*}
\]

\[
\begin{align*}
\mathcal{Q}_3 &= \begin{bmatrix}
213.2716 & 28.8430 \\
28.8430 & 160.1214
\end{bmatrix},
\end{align*}
\]

\[
\begin{align*}
\mathcal{R}_1 &= \begin{bmatrix}
152.2082 & 25.0528 \\
25.0528 & 145.7121
\end{bmatrix},
\end{align*}
\]

\[
\begin{align*}
\mathcal{R}_2 &= \begin{bmatrix}
64.3787 & 4.0647 \\
4.0647 & 13.3491
\end{bmatrix},
\end{align*}
\]

\[
\begin{align*}
\mathcal{R}_3 &= \begin{bmatrix}
43.9148 & 10.4940 \\
10.4940 & 66.1815
\end{bmatrix},
\end{align*}
\]

\[
\begin{align*}
X &= \begin{bmatrix}
4.0192 & -3.7714 \\
-3.7714 & 4.4543
\end{bmatrix},
\end{align*}
\]

\[
\begin{align*}
\delta_1 &= \begin{bmatrix}
51.7924 & -9.4347 \\
-9.4347 & 70.0517
\end{bmatrix},
\end{align*}
\]

\[
\begin{align*}
\delta_2 &= \begin{bmatrix}
18.0418 & 6.4145 \\
6.4145 & 22.5261
\end{bmatrix},
\end{align*}
\]

\[
\begin{align*}
J_1 &= \begin{bmatrix}
16.5926 & 1.67527 \\
1.67527 & 8.3300
\end{bmatrix},
\end{align*}
\]

\[
\begin{align*}
\mathcal{F} &= \begin{bmatrix}
165.9265 & 16.5727 \\
16.5727 & 83.3000
\end{bmatrix},
\end{align*}
\]

\[
\begin{align*}
\Phi &= \begin{bmatrix}
72.4205 & 13.7013 \\
13.7013 & 103.9256
\end{bmatrix},
\end{align*}
\]

\[
\begin{align*}
K &= \begin{bmatrix}
0.0294 & -0.0512 \\
-0.0238 & 0.0101
\end{bmatrix},
\end{align*}
\]

Then, it follows from Theorem (2), adaptive event-triggered mechanism for a complex dynamical network system subject to deception attack (12), is stochastically stable.
Example 2. Consider the adaptive event-triggered control for complex dynamical network system (12) with time-varying coupling delays under stochastic deception attacks, with the following parameters:

\[
\dot{\omega}(r) = (\mathcal{A} \otimes \mathcal{A}) \omega(r) + (\mathcal{A} \otimes \mathcal{B}) \mathcal{H}(\omega(r)) \\
+ (\mathcal{A} \otimes \mathcal{D}) \mathcal{F} \times K \omega(r - \beta(r)) \\
+ (\mathcal{A} \otimes \mathcal{D}) \mathcal{F} \kappa \mathcal{V}(r) + (\mathcal{A} \otimes \mathcal{D}) \\
(1 - \mathcal{F}) K f(\omega(r - \gamma(r))) \\
+ (\mathcal{A} \otimes \mathcal{D})(\rho(r_h) - \mathcal{F}) K[(\alpha - \beta(r))] \\
+ (\mathcal{A} \otimes \mathcal{E}) \omega(r) + (1 - \lambda(r))(O \otimes \Lambda) \omega(r) \\
+ \lambda(r)(O \otimes \Lambda) \omega(r - \alpha(r)),
\]

\[
z'(r) = (\mathcal{B} \otimes \mathcal{E}) \omega(r),
\]

\[
\mathcal{A} = \begin{bmatrix}
-23 & 0.1 & 0 \\
0 & -23 & 0.1 \\
0 & 0.1 & -22
\end{bmatrix}, \\
\mathcal{B} = \begin{bmatrix}
-1.2 & -0.5 & 0.2 \\
-0.5 & 0.5 & -0.5 \\
0.1 & 0.5 & -0.5
\end{bmatrix}, \\
\mathcal{D} = \begin{bmatrix}
0.1 & -0.8 & 0 \\
-0.8 & 0.2 & 0 \\
0 & -1.4 & 0.6
\end{bmatrix}, \\
\mathcal{E} = \begin{bmatrix}
1.8 & 0 & -1.2 \\
-1.5 & 0 & 1.8 \\
1.2 & -0.1 & 0
\end{bmatrix}, \\
\mathcal{F} = \begin{bmatrix}
-0.5 & 0 & 0 \\
0 & -0.5 & 0 \\
0 & 0 & -0.5
\end{bmatrix}, \\
\mathcal{G} = \begin{bmatrix}
-0.5 & 0 & 0 \\
0 & -0.5 & 0 \\
0 & 0 & -0.5
\end{bmatrix}, \\
\mathcal{H} = \begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix}, \\
\mathcal{I} = \begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix}.
\]

The inner coupling matrices are \( \Lambda = \text{diag}(1, 1, 1) \) and \( \tilde{\Lambda} = \text{diag}(1, 1, 1, 1). \) The outer coupling matrices are

\[
\begin{align*}
O &= \begin{bmatrix}
-2 & 1 & 1 & 0 \\
0 & -2 & 1 & 1 \\
1 & 0 & 0 & -2 \\
1 & 1 & 0 & 0
\end{bmatrix}, \\
\tilde{O} &= \begin{bmatrix}
-2 & 1 & 1 & 0 \\
0 & -2 & 1 & 1 \\
1 & 0 & 0 & -2 \\
1 & 1 & 0 & 0
\end{bmatrix}.
\end{align*}
\]

Choose \( \gamma_M = 0.82, \lambda(r) = 0.5, \mu = 2, \nu_a = 11.3, \varphi = 0.5, \eta = 0.4, \varrho = 0.2, \) and \( \varepsilon = 0.1 \) with \( H_{\infty} \) performance \( \gamma = 0.9. \) The following solutions are achieved by solving LMI in Theorem (2):

\[
W_1 = \begin{bmatrix}
85.6969 & 17.6977 \\
16.7977 & 126.4490
\end{bmatrix}, \\
W_2 = \begin{bmatrix}
99.3898 & 5.6280 \\
5.6280 & 133.1595
\end{bmatrix}, \\
Q_1 = \begin{bmatrix}
4.2512 & -0.0382 \\
-0.0382 & 4.1737
\end{bmatrix}, \\
Q_2 = \begin{bmatrix}
369.6281 & -4.3094 \\
-4.3094 & 327.1350
\end{bmatrix}, \\
\mathcal{Y} = \begin{bmatrix}
213.2716 & 28.8430 \\
28.8430 & 160.1214
\end{bmatrix}, \\
\mathcal{R}_1 = \begin{bmatrix}
152.2082 & 25.0528 \\
25.0528 & 145.7121
\end{bmatrix}, \\
\mathcal{R}_2 = \begin{bmatrix}
64.3787 & 4.0647 \\
4.0647 & 13.3491
\end{bmatrix}, \\
\mathcal{R}_3 = \begin{bmatrix}
43.9148 & 10.4940 \\
10.4940 & 66.1815
\end{bmatrix}, \\
X = \begin{bmatrix}
4.0192 & -3.7714 \\
-3.7714 & 0.4453
\end{bmatrix}, \\
Z_1 = \begin{bmatrix}
51.7924 & -9.4347 \\
-9.4347 & 70.5017
\end{bmatrix}, \\
Z_2 = \begin{bmatrix}
18.0418 & 6.4145 \\
6.4145 & 22.5261
\end{bmatrix}, \\
J_1 = \begin{bmatrix}
16.59265 & 1.67527 \\
1.67527 & 8.33000
\end{bmatrix}, \\
J_2 = \begin{bmatrix}
165.9265 & 16.7527 \\
16.7527 & 83.3000
\end{bmatrix}, \\
\Phi = \begin{bmatrix}
72.4205 & 13.7013 \\
13.7013 & 103.9256
\end{bmatrix}, \\
K = \begin{bmatrix}
0.0294 & -0.0512 \\
-0.0238 & 0.0101
\end{bmatrix}.
\]
Then, it follows from Theorem (2) that adaptive event-triggered mechanism for a complex dynamical network subject to deception attack (12) is stochastically stable.

5. Conclusion

The issue of adaptive event-triggered mechanism for a class of complex dynamical networks with random time-varying coupling delays under stochastic deception attacks has been investigated. We established two sets of random stochastic variables $\rho(i, h)$ and $\lambda(r)$, respectively, to represent the probability of data conveyed by the network being subjected to deception attacks and time-varying coupling delays. Based on the Lyapunov–Krasovskii functional theory some sufficient conditions derived for the closed-loop system that can ensure the system is stochastically stable. Two examples are presented to demonstrate the effectiveness of the presented approach.

Data Availability

No data were used to support this study.

Conflicts of Interest

The authors declare no conflicts of interest.

Authors’ Contributions

All authors contributed equally and significantly in writing this article. All authors read and approved the final manuscript.

Acknowledgments

This work was supported by the Rajamangala University of Technology Suvarnabhumi, Thailand.

References

[1] Y. Wang, X. Hu, K. Shi, X. Song, and H. Shen, “Network-based passive estimation for switched complex dynamical networks under persistent dwell-time with limited signals,” Journal of the Franklin Institute, vol. 357, no. 15, pp. 10921–10936, 2020.

[2] M. Syed Ali, L. Palanisamy, N. Gunasekaran, A. Alsaedi, and B. Ahmad, “Finite-time exponential synchronization of reaction-diffusion delayed complex-dynamical networks,” Discrete & Continuous Dynamical Systems - S, vol. 14, no. 4, pp. 1465–1477, 2021.

[3] T. H. Lee, J. H. Park, H. Y. Jung, S. M. Lee, and O. M. Kwon, “Synchronization of a delayed complex dynamical network with free coupling matrix,” Nonlinear Dynamics, vol. 69, no. 3, pp. 1081–1090, 2012.

[4] J. Yogambigai, M. Syed Ali, H. Alsulami, and M. S. Alhodal, “Impulsive and pinning control synchronization of Markovian jumping complex dynamical networks with hybrid coupling and additive interval time-varying delays,” Communications in Nonlinear Science and Numerical Simulation, vol. 85, Article ID 105215, 2020.

[5] M. S. Ali, M. Usha, O. M. Kwon, N. Gunasekaran, and G. K. Thakur, “Passive non-fragile synchronisation of Markovian jump stochastic complex dynamical networks with time-varying delays,” International Journal of Systems Science, vol. 52, no. 7, pp. 1270–1283, 2021.

[6] B. Kaviarasana, O. M. Kwon, M. J. Park, and R. Sakthivel, “Composite synchronization control for delayed coupling complex dynamical networks via a disturbance observer-based method,” Nonlinear Dynamics, vol. 99, no. 2, pp. 1601–1619, 2020.

[7] N. Gunasekaran, M. S. Ali, S. Arick, H. A. Ghaﬀar, and A. A. Z. Diab, “Finite-time and sampled-data synchronization of complex dynamical networks subject to average dwell-time switching signal,” Neural Networks, vol. 149, pp. 137–145, 2022.

[8] J. Wang, X. Hu, Y. Wei, and Z. Wang, “Sampled-data synchronization of semi-Markov jump complex dynamical networks subject to generalized dissipativity property,” Applied Mathematics and Computation, vol. 346, pp. 853–864, 2019.

[9] N. Gunasekaran, R. Saravanakumar, Y. H. Joo, and H. S. Kim, “Finite-time synchronization of sampled-data T-S fuzzy complex dynamical networks subject to average dwell-time approach,” Fuzzy Sets and Systems, vol. 374, pp. 40–59, 2019.

[10] H. Lu, Y. Hu, C. Guo, and W. Zhou, “Cluster synchronization for a class of complex dynamical network system with randomly occurring coupling delays via an improved event-triggered pinning control approach,” Journal of the Franklin Institute, vol. 357, no. 4, pp. 2167–2184, 2020.

[11] M. Gao, J. Liu, L. Zhang et al., “Security control for T-S fuzzy systems with multi-sensor saturations and distributed event-triggered mechanism,” Journal of the Franklin Institute, vol. 357, no. 5, pp. 2851–2867, 2020.

[12] J. Wang, C. Yang, J. Xia, Z.-G. Wu, and H. Shen, “Observer-based sliding mode control for networked fuzzy singularly perturbed systems under weighted try-once-discard protocol,” IEEE Transactions on Fuzzy Systems, .

[13] G. Nagamani, C. Karthik, and Y. H. Joo, “Event-triggered observer-based sliding mode control for T-S fuzzy systems via improved relaxed-based integral inequality,” Journal of the Franklin Institute, vol. 357, no. 14, pp. 9543–9567, 2020.

[14] X. Li, D. Peng, and J. Cao, “Lyapunov stability for impulsive systems via event-triggered impulsive control,” IEEE Transactions on Automatic Control, vol. 65, no. 11, pp. 4908–4913, 2020.

[15] G. Nagamani, Y. H. Joo, G. Soundararajan, and R. Mohajerpoor, “Robust event-triggered reliable control for T-S fuzzy uncertain systems via weighted based inequality,” Information Sciences, vol. 512, pp. 31–49, 2020.

[16] J. Liu, Q. Liu, J. Cao, and Y. Zhang, “Adaptive event-triggered H∞ filtering for T-S fuzzy system with time delayfiltering for T-S fuzzy system with time delay,” Neurocomputing, vol. 189, pp. 86–94, 2016.

[17] A. Kazemy, J. Lam, and Z. Chang, “Adaptive event-triggered mechanism for networked control systems under deception attacks with uncertain occurring probability,” International Journal of Systems Science, vol. 52, no. 7, pp. 1426–1439, 2021.

[18] Z. Gu, D. Yue, and E. Tian, “On designing of an adaptive event-triggered communication scheme for nonlinear networked interconnected control systems,” Information Sciences, vol. 422, pp. 257–270, 2018.

[19] Y. Wang, Z. Jia, and Z. Zuo, “Dynamic event-triggered and self-triggered output feedback control of networked switched linear systems,” Neurocomputing, vol. 314, pp. 39–47, 2018.
[20] M. Rehan, M. Tufail, and S. Ahmed, "Leaderless consensus control of nonlinear multi-agent systems under directed topologies subject to input saturation using adaptive event-triggered mechanism," *Journal of the Franklin Institute*, vol. 358, no. 12, pp. 6217–6239, 2021.

[21] M. Syed Ali, M. Usha, J. Cao, and G. Lu, "Synchronisation analysis for stochastic TS fuzzy complex networks with coupling delay," *International Journal of Systems Science*, vol. 50, no. 3, pp. 585–598, 2019.

[22] Z. G. Wu, J. H. Park, H. Su, and J. Chu, "Stochastic stability analysis of piece wise homogeneous Markovian jump neural networks with mixed time-delays," *Journal of the Franklin Institute*, vol. 349, no. 6, pp. 2136–2150, 2012.

[23] H. Shen, X. Hu, J. Wang, J. Cao, and W. Qian, "Non-fragile synchronization for markov jump singularly perturbed coupled neural networks subject to double-layer switching regulation," *IEEE Transactions on Neural Networks and Learning Systems*, vol. 31, no. 6, pp. 2205–2221, 2021.

[24] N. Padmaja and P. Balasubramaniam, "Mixed/passivity based stability analysis of fractional-order gene regulatory networks with variable delays," *Mathematics and Computers in Simulation*, vol. 192, pp. 167–181, 2022.

[25] P. Selvaraj, R. Sakhivel, and O. M. Kwon, "Synchronization of fractional-order complex dynamical network with random coupling delay, actuator faults and saturation," *Nonlinear Dynamics*, vol. 94, no. 4, pp. 3011–30116, 2018.

[26] N. Gunasekaran, G. Zhai, and Q. Yu, "Sampled-data synchronization of delayed multi-agent networks and its application to coupled circuit," *Neurocomputing*, vol. 413, pp. 499–511, 2020.

[27] R. Sakhivel, R. Sakhivel, O. M. Kwon, and B. Kaviarasan, "Fault estimation and synchronization control for complex dynamical networks with time-varying coupling delay," *International Journal of Robust and Nonlinear Control*, vol. 31, no. 6, pp. 2205–2221, 2021.

[28] J. Suo, Z. Wang, and B. Shen, "Pinning synchronization control for a class of discrete-time switched stochastic complex networks under event-triggered mechanism," *Nonlinear Analysis: Hybrid Systems*, vol. 37, Article ID 100886, 2020.

[29] H. Dong, N. Hou, and Z. Wang, "Fault estimation for complex networks with randomly varying topologies and stochastic inner couplings," *Automatica*, vol. 112, Article ID 108734, 2020.

[30] J. Liu, W. Suo, X. Xie, D. Yue, and J. Cao, "Quantized control for a class of neural networks with adaptive event-triggered scheme and complex cyber-attacks," *International Journal of Robust and Nonlinear Control*, vol. 31, no. 10, pp. 4705–4728, 2021.

[31] K. Shi, J. Wang, S. Zhong, Y. Tang, and J. Cheng, "Hybrid-driven finite-time Hco sampling synchronization control for coupling memory complex networks with stochastic cyber attackssampling synchronization control for coupling memory complex networks with stochastic cyber attacks," *Neurocomputing*, vol. 387, pp. 241–254, 2020.

[32] R. Pan, Y. Tan, D. Du, and S. Fei, "Adaptive event-triggered synchronization control for complex networks with quantization and cyber-attacks," *Neurocomputing*, vol. 382, pp. 249–258, 2020.

[33] X. Zhou, Z. Gu, and F. Yang, "Resilient event-triggered output feedback control for load frequency control systems subject to cyber attacks," *IEEE Access*, vol. 7, pp. 58951–58958, 2019.

[34] T. Li, X. Tang, H. Zhang, and S. Fei, "Improved event-triggered control for networked control systems under stochastic cyber-attacks," *Neurocomputing*, vol. 350, pp. 33–43, 2019.

[35] M. Cong, X. Mu, and Z. Hu, "Sampled-data-based event-triggered secure bipartite tracking consensus of linear multi-agent systems under DoS attacks," *Journal of the Franklin Institute*, vol. 358, no. 13, pp. 6798–6817, 2021.

[36] D. Ding, Z. Tang, Y. Wang, and Z. Ji, "Secure synchronization of complex networks under deception attacks against vulnerable nodes," *Applied Mathematics and Computation*, vol. 399, p. 126017, 2021.

[37] D. Liu and D. Ye, "Pinning-observer-based secure synchronization control for complex dynamical networks subject to dos attacks," *IEEE Transactions on Circuits and Systems I: Regular Papers*, vol. 67, no. 12, pp. 5394–5404, 2020.

[38] L. Zhao and G. H. Yang, "Adaptive fault-tolerant control for nonlinear Multi-agent systems with DoS attacks," *Information Sciences*, vol. 526, pp. 39–53, 2020.

[39] J. Feng, J. Xie, J. Wang, and Y. Zhao, "Secure synchronization of stochastic complex networks subject to deception attack with nonidentical nodes and internal disturbance," *Information Sciences*, vol. 547, pp. 514–525, 2021.

[40] B. Shen, Z. Wang, D. Wang, and Q. Li, "State-saturated recursive filter design for stochastic time-varying nonlinear complex networks under deception attacks," *IEEE Transactions on Neural Networks and Learning Systems*, vol. 31, no. 10, pp. 3788–3800, 2020.

[41] D. Wang, F. Chen, B. Meng, X. Hu, and J. Wang, "Event-based secure load frequency control for delayed power systems subject to deception attacks," *Applied Mathematics and Computation*, vol. 394, p. 125788, 2021.

[42] H. Lu, Y. Deng, Y. Xu, and W. Zhou, "Event-Triggered Filtering for Networked Systems under Hybrid Probability Deception Attackfiltering for networked systems under hybrid probability deception attacks," *IEEE Access*, vol. 8, pp. 192030–192040, 2020.

[43] Y. Wang, F. Chen, G. Zhuang, and G. Song, "Event-based asynchronous and resilient filtering for Markov jump singularly perturbed systems against deception attacks," *ISA Transactions*, vol. 112, pp. 56–73, 2021.

[44] M. S. Mahmoud, M. M. Hamdan, and U. A. Baroudi, "Secure control of cyber physical systems subject to stochastic distributed DoS and deception attacks," *International Journal of Systems Science*, vol. 51, no. 9, pp. 1653–1668, 2020.

[45] J. Xie, S. Zhu, and D. Zhang, "A robust distributed secure interval observation approach for uncertain discrete-time positive systems under deception attacks," *Applied Mathematics and Computation*, vol. 413, Article ID 126638, 2022.

[46] W. Yang, X. K. Liu, Y. W. Wang, Z. W. Liu, and J. W. Xiao, "Secure stabilization of singularly perturbed switched systems under deception attacks," *Nonlinear Dynamics*, vol. 108, no. 1, pp. 683–695, 2022.