Background: Good public health ensures an efficient work force. Organizations can ensure a prominent position on the global stage by staying on the leading edge of technological development. Public health and technological innovation are vital elements of prosperous economies. It is important to understand how these elements affect each other. This research study explored and described the relationship between these two critical elements/constructs.

Methods: Indicators representing technological innovation and public health were identified. Indicator data from 2000 to 2009 were collected from various US federal government sources, for the four US Census regions. The four US Census regions were then compared in terms of these indicators. Canonical correlation equations were formulated to identify combinations of the indicators that are strongly related to each other. Additionally, the cause–effect relationship between public health and technological innovation was described using the structural equation modeling technique.

Results: The four US Census regions ranked differently in terms of both type of indicators in a statistically significant manner. The canonical correlation analysis showed that the first set of canonical variables had a fairly strong relationship, with a magnitude > 0.65 at the 95% confidence interval, for all census regions. Structural equation modeling analysis provided $\beta < -0.69$ and Student’s $t$ statistic > 12.98, for all census regions. The threshold Student’s $t$ statistic was 1.98. Hence, it was found that the $\beta$ values were significant at the 95% confidence interval, for all census regions.

Discussion: The results of the study showed that better technological innovation indicator scores were associated with better public health indicator scores. Furthermore, the study provided preliminary evidence that technological innovation shares causal relation with public health.
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Introduction

The economic success of an organization depends on its competitiveness. Innovation and market competition share an inverted U relationship. Novel goods and services provide monopolistic incentives to the innovators. Hence, technological innovation is very important for organizations and political regions. US employers spend billions of dollars annually in health-related expenses. Multiple studies have confirmed that better health results in higher productivity. Thus, public health is also critical to the viability of organizations and political regions. The United Nations Human Development index presents the clearest evidence that year over year, countries with stronger economies tend to have better public health and advanced technological accomplishments. However, these reports don’t present a quantified relationship between the two constructs.
Importance of the research study

Dreyfuss\(^9\) noted that it is challenging to measure the value and impact of knowledge generated by technological innovation. One way to make this measurement is the process of technology assessment.\(^{10}\) However, this method seems to be limited to assessment of specific technologies and not the complete spectrum of technological development.\(^{11}-^{16}\) Rogers\(^17\) held that technological innovation is dynamic and iterative and that it propagates under the influence of myriad socioeconomic forces.\(^17\) However, this theory doesn’t address the collective impact of technological innovation on the society. Berwick\(^18\) observed that decision makers need to understand all affects of innovation. Türmen and Clift\(^19\) maintained that without access to all products of technological innovation, there is limited public health benefit. Nevertheless, the relationship between technological innovation and public health was not quantified.

Open innovation improves the effectiveness of the underlying research.\(^{20,21}\) Blank spots in the prioritization of technologies implementation must be understood.\(^22\) Moniruzzaman and Andersson\(^23\) stressed the need to understand the relationship between innovation and health care. Hughes\(^24\) argued that value created by a technological innovation goes beyond the preconceived individual service applications. Greenberg\(^25\) presented many examples where technologies that were not directly geared toward healthcare had substantive public health effect. Policy makers should thus take a holistic approach to research and development-associated technological innovation.\(^26,27\) Gill\(^27\) recommended that this relationship should be explored at a macro level and over an extended period of time. It is pertinent to study how technological innovation, at a macro level, impacts the broad socioeconomic systems, including the public health. Hence, this study explored the relationship between technological innovation indicators and public health indicators for the four US Census regions over a period of 10 years.

Research questions

The research questions were:

1. Is there a statistically significant difference between the mean values of technological innovation indicators and the mean values of public health indicators for the four US Census regions?

2. What relationship, if any, exists between technological innovation indicators and public health indicators in the Midwest US Census region?

Hypothesis

The hypotheses associated with this study were tested with a significance level of \( P \) value \( \leq 0.05 \). The hypotheses tested were:

1. There is no statistically significant difference between the mean values of technological innovation indicators and the mean values of public health indicators associated with the four US Census regions.

2. There is no statistically significant relationship between technological innovation indicators and public health indicators in the Midwest US Census region.

Delimitations

Delimitations

Data from the District of Columbia and from US territories not federated as a state were not included in the study. The smallest geographical unit included in the study was a single US Census region.\(^28\) A small number of indicators were used to describe both constructs.\(^29-31\) The public health indicators, for this study, were selected from the 26 leading health indicators tracked by the US Department of Health and Human Services.\(^32\) The technological innovation indicators were selected from a list of innovation indicators tracked by the Organisation for Economic Co-operation and Development\(^33\) and studied by Reffitt and Sorenson\(^34\) for the Michigan Department of Labor and Economic Growth. Four technological innovation indicators and five public health indicators were selected by the author.
Limitations

The data were collected from publicly available sources commissioned by governmental agencies and/or organizations. The data collected for the study were limited to the 50 US states. The interval 2000–2009 was the only contiguous period for which data are available for the identified technological innovation indicators and public health indicators. The availability of data influenced selection of the indicators. Formative path models were used for structural equation modeling, to illustrate constructs of technological innovation and public health defined in terms of the respective indicators.35

Definition of terms

Public health indicator

A public health indicator is a variable with characteristics used to quantify, directly or indirectly, an aspect of public health.36 The five public health indicators included in this study were: (1) Health Status, which was the percent of people reporting that their general health is fair or poor, in the annual behavioral risk factor surveillance survey conducted by the US Centers for Disease Control and Prevention;27 (2) Insurance, which was the percent of people reporting that they don’t have any kind of health care coverage, in the annual behavioral risk factor surveillance survey conducted by the US Centers for Disease Control and Prevention;27 (3) Obesity and Overweight Rate, which was the percent of people reporting that their weight classification by body mass index is overweight or obese, in the annual behavioral risk factor surveillance survey conducted by the US Centers for Disease Control and Prevention;27 (4) Preterm Birth Rate, which was the ratio of the births before 36 weeks of gestation to the total number of births, as reported in the US Centers for Disease Control and Prevention’s Natality public-use data in the CDC WONDER Online Database;38–40 and (5) Tobacco Use, which was the percent of people reporting that they are current smokers, in the annual Behavioral Risk Factor Surveillance survey conducted by the US Centers for Disease Control and Prevention.37

US Census region

The 50 federated states are grouped together into four census regions by the US Census Bureau:28 (1) the Midwest, consisting of Indiana, Illinois, Michigan, Ohio, Wisconsin, Iowa, Nebraska, Kansas, North Dakota, Minnesota, South Dakota, and Missouri; (2) the Northeast, consisting of Connecticut, Maine, Massachusetts, New Hampshire, Rhode Island, Vermont, New Jersey, New York, and Pennsylvania; (3) the South, consisting of Delaware, Florida, Georgia, Maryland, North Carolina, South Carolina, Virginia, West Virginia, Alabama, Kentucky, Mississippi, Tennessee, Arkansas, Louisiana, Oklahoma, and Texas; and (4) the West, consisting of Arizona, Colorado, Idaho, New Mexico, Montana, Utah, Nevada, Wyoming, Alaska, California, Hawaii, Oregon, and Washington.

Technological innovation indicator

A technological innovation indicator is a variable used to measure, directly or indirectly, an aspect of technological innovation.36 The four technological innovations indicators included in this study were: (1) Articles per 1000 Capita, which was the number of scholarly articles published per 1000 people in a state, as reported by the US National Science Foundation’s National Center for Science and Engineering Statistics;28 (2) Patents per 1000 Capita, which was the number of patents awarded per 1000 people in a state, as reported by the US Patents and Trademarks Office;42 (3) Percentage of Science and Engineering Degrees, which was the number of science and engineering degrees awarded as a percentage of all higher education degrees awarded in a state, as reported by the US National Science Foundation’s National Center for Science and Engineering Statistics;43 and (4) Venture Capital per $1000 of Gross Domestic Product (GDP), which was the volume of venture capital investment in a state per $1000 of the state GDP, as reported by the US National Science Foundation’s National Center for Science and Engineering Statistics.41

Methodology

The various indicator data were collected from different US governmental agencies. Table 1 presents the indicators along with their associated codes and data type. Analysis of variance (ANOVA) multiple range tests were performed to assess whether there were significant differences between indicator scores from the four US Census regions. Canonical correlation equations were formed between the technological innovation indicators and the public health indicators. The strength of the relationship was measured in terms of the magnitude of the canonical correlation statistic. Formative structural equation modeling technique was employed to demonstrate whether a causal relationship existed between technological innovation and public health.

Results

Results of the descriptive data analysis are presented in Table 2. The standardized kurtosis and standardized skewness
values for the indicators are presented in Table 3. These values are outside the range of −2 to +2. This indicates a significant departure from normality. A natural logarithm transformation improved the kurtosis and skewness values. These results are also presented in Table 3. It was hence determined that ANOVA and canonical correlation analyses could be performed on the transformed data.

In order to test Hypothesis 1, a single-factor ANOVA was performed for every transformed indicator, with regards to the four US Census regions. Statistically significant difference at 95% confidence interval is highlighted with an asterisk symbol in Table 4. The mean range tests are presented in the Figure S1. The results of the ANOVA tests showed that there were statistically significant differences in both the technological innovation indicator scores and public health indicator scores, with regards to the four US Census regions.

Data analysis showed that the South was the only US Census region that had poor Health Status scores. In fact, the South US Census region had the poorest scores for all the public health and technological indicators. On the other hand, the Northeast US Census region had good scores for all public health and technological indicators. The Midwest and the West US Census regions did not have the best scores for any of the technological innovation indicators. The Midwest US Census region fared well in terms of Health Status and Insurance. This region had poor scores for Obesity and/or Overweight rate, Science and Engineering Degrees, and Venture Capital per $1000 of GDP. The West US Census region fared well in terms of Health Status, Obesity and Overweight Rate and Tobacco Use. The West region had poor scores for Insurance and Articles per 1000 Capita. The results data analyses provided no evidence to support Hypothesis 1, at the 0.05 level of significance.

### Canonical correlation

Canonical correlation analysis relates a set of dependent variables to a set of independent variables. This is achieved by defining a scalar linear combination of the dependent variables and a scalar linear combination of the independent variables. The magnitude of the correlation between the two scalars is used to quantify the relationship between the independent and dependent variables. For the purposes of this study, technological innovation indicators formed the independent variables and public health indicators constituted the dependent variables. The results of the canonical correlation are presented in Table 5.

It was found that the technological innovation indicators and the public health indicators demonstrated a fairly strong relationship at the 95% confidence interval. The first combination for the Midwest region had a canonical correlation of 0.66 with a $P$-value of <0.001. The first combination for the Northeast region had a canonical

### Table 1 Indicator and associated codes

| Indicator type      | Indicator                                      | Data type     | Indicator code |
|---------------------|------------------------------------------------|---------------|----------------|
| Public health       | Lack of health insurance                      | Sample        | I_N            |
|                     | Obese and/or overweight                       | Sample        | OW_Ob          |
|                     | Poor health status                            | Sample        | HS             |
|                     | Preterm birth rate                            | Census        | PTB_R          |
|                     | Tobacco use                                   | Sample        | T_Y            |
| Technological innovation | Articles per 1000 capita                | Census        | Art_PGC        |
|                     | Patents per 1000 capita                       | Census        | Pat_PGC        |
|                     | S&E degrees per 100 higher education degrees  | Census        | SED_PED        |
|                     | Venture capital investment per $1000 of GDP   | Census        | VC_GGDP        |

### Abbreviations:
S&E, science and engineering; GDP, gross domestic product.

### Table 2 Descriptive data analysis

|                | HS  | T_Y  | OW_Ob | PTB_R | I_N  | Pat_PGC | Art_PGC | VC_GGDP | SED_PED |
|----------------|-----|------|-------|-------|------|---------|---------|---------|---------|
| Count          | 500 | 500  | 500   | 500   | 500  | 500     | 500     | 500     | 500     |
| Average        | 15.21 | 21.25 | 60.58 | 0.12  | 14.46 | 0.25    | 0.49    | 1.61    | 29.07   |
| Std dev        | 3.30 | 3.58 | 3.67  | 0.02  | 4.24 | 0.20    | 0.22    | 3.34    | 4.44    |
| Minimum        | 9.40 | 9.30 | 48.00 | 0.08  | 4.40 | 0.03    | 0.16    | 0.00    | 16.66   |
| Maximum        | 25.40 | 32.60 | 70.30 | 0.19  | 28.50 | 1.36    | 1.66    | 37.82   | 40.50   |
| Range          | 16.00 | 23.30 | 22.30 | 0.11  | 24.10 | 1.34    | 1.49    | 37.82   | 23.84   |

### Abbreviations:
Std Dev, standard deviation; HS, health status; T_Y, tobacco use; OW_Ob, obesity and overweight rate; PTB_R, preterm birth rate; I_N, insurance; Pat_PGC, patents per 1000 capita; Art_PGC, articles per 1000 capita; VC_GGDP, venture capital per $1000 of gross domestic product; SED_PED, percentage of science and engineering degrees.
Table 3 Raw indicator data transformation

|       | HS   | T_Y  | OW_Ob | PTB_R | I_N   | Pat_PGC | Art_PGC | VC_GGDP | SED_PED | ln(HS) | ln(T_Y) | ln(OW_Ob) | ln(PTB_R) | ln(I_N) | ln(Pat_PGC) | ln(Art_PGC) | ln(VC_GGDP) | ln(SED_PED) |
|-------|------|------|-------|-------|-------|---------|---------|---------|---------|--------|--------|----------|-----------|--------|-------------|-------------|-------------|------------|
| Std   | 7.443| −7.735| −1.930| 6.807 | 3.434 | 19.432  | 17.761  | 53.430  | 1.893   | 2.083  | −1.462 | −1.434   | 1.281      | −1.110 | −0.134      | −0.027      | −1.192      | −1.616     |
| Skewness | −2.030 | 8.562 | −0.304 | 5.491 | −0.681 | 31.546  | 31.020  | 219.904 | −2.243  | 0.297  | 1.702  | 0.857    | 0.871      | 0.133  | −1.357      | 1.560       | −0.793      | 0.345      |

Abbreviations: Std, standard; HS, health status; T_Y, tobacco use; OW_Ob, obesity and overweight rate; PTB_R, preterm birth rate; I_N, insurance; Pat_PGC, patents per 1000 capita; Art_PGC, articles per 1000 capita; VC_GGDP, venture capital per $1000 of gross domestic product; SED_PED, percentage of science and engineering degrees; ln, logarithm.

Table 4 ANOVA multiple range test for transformed indicator data

| Contrast                  | Public health indicators | Technological innovation indicators |
|---------------------------|--------------------------|-------------------------------------|
|                           | ln(I_N) Sig              | ln(OV_Ob) Sig                        | ln(HS) Sig               | ln(PTB_R) Sig        | ln(T_Y) Sig           | ln(Art_PGC) Sig       | ln(Pat_PGC) Sig       | ln(SED_PED) Sig | ln(VC_GGDP) Sig |
| Midwest – Northeast       | *                        | *                                    | *                        | *                     | *                    | *                      | *                      | *                    | *                |
| Midwest – South           | *                        | *                                    | *                        | *                     | *                    | *                      | *                      | *                    | *                |
| Midwest – West            | *                        | *                                    | *                        | *                     | *                    | *                      | *                      | *                    | *                |
| Northeast – South         | *                        | *                                    | *                        | *                     | *                    | *                      | *                      | *                    | *                |
| Northeast – West          | *                        | *                                    | *                        | *                     | *                    | *                      | *                      | *                    | *                |
| South – West              | *                        | *                                    | *                        | *                     | *                    | *                      | *                      | *                    | *                |

Note: *Statistically significant difference in means (at the 0.05 level of significance).

Abbreviations: ANOVA, analysis of variance; ln, logarithm; I_N, insurance; OW_Ob, obesity and overweight rate; HS, health status; PTB_R, preterm birth rate; T_Y, tobacco use; Art_PGC, articles per 1000 capita; Pat_PGC, patents per 1000 capita; SED_PED, percentage of science and engineering degrees; VC_GGDP, venture capital per $1000 of GDP.
correlation of 0.81 with a P-value of <0.001. The first combination for the South region had a canonical correlation of 0.89 with a P-value of <0.001. The first combination for the West region had a canonical correlation of 0.80 with a P-value of <0.001. Although the canonical correlation analysis provided evidence for a strong relationship between the indicators, an examination of the coefficients didn’t provide a clear picture of the proportionality between the two constructs. The first combination for each region is presented in Table 6. In order to further explore the proportionality issue, the structural equation modeling technique was employed.

**Structural equation modeling**

The structural equation modeling (SEM) technique was employed to further study the relationship between the constructs of public health and technological innovation. The SEM technique can be employed to test causal relationships between constructs built upon measurable variables. The SEM technique used for this study involved the covariance-based partial least square (PLS) path model method. PLS path models are formally defined by two sets of linear equations: the inner model and the outer model. The inner model specifies the relationships between unobserved or latent variables. The outer model specifies the relationships between a latent variable and its observed or manifest variables. Latent variables are hypothetical constructs that cannot be directly measured. They are represented by multiple manifest variables that serve as indicators of the underlying constructs. The SEM model is an a priori hypothesis about a pattern of linear relationships among a set of observed and unobserved variables.

The individual path coefficients of the SEM-PLS structural path model can be interpreted as standardized β coefficients of ordinary least squares regressions. The

| Combination | US Census region | Eigen value | Canonical correlation | Wilks lambda | Chi-squared | P-value |
|-------------|------------------|-------------|-----------------------|--------------|-------------|---------|
| 1           | Midwest          | 0.44        | 0.66                  | 0.41         | 89.39       | <0.001  |
| 2           |                  | 0.17        | 0.41                  | 0.74         | 30.78       | 0.002   |
| 3           |                  | 0.07        | 0.27                  | 0.88         | 12.42       | 0.053   |
| 4           |                  | 0.05        | 0.22                  | 0.95         | 4.88        | 0.087   |
| 1           | Northeast        | 0.66        | 0.81                  | 0.14         | 164.09      | <0.001  |
| 2           |                  | 0.50        | 0.71                  | 0.42         | 73.35       | <0.001  |
| 3           |                  | 0.15        | 0.39                  | 0.84         | 15.04       | 0.020   |
| 4           |                  | 0.01        | 0.10                  | 0.99         | 0.91        | 0.633   |
| 1           | South            | 0.79        | 0.89                  | 0.10         | 339.69      | <0.001  |
| 2           |                  | 0.46        | 0.68                  | 0.46         | 112.87      | <0.001  |
| 3           |                  | 0.13        | 0.37                  | 0.85         | 22.89       | 0.001   |
| 4           |                  | 0.01        | 0.11                  | 0.99         | 1.78        | 0.411   |
| 1           | West             | 0.64        | 0.80                  | 0.16         | 187.97      | <0.001  |
| 2           |                  | 0.38        | 0.62                  | 0.46         | 80.72       | <0.001  |
| 3           |                  | 0.17        | 0.41                  | 0.74         | 30.79       | <0.001  |
| 4           |                  | 0.11        | 0.33                  | 0.89         | 11.71       | 0.003   |

**Table 5** Canonical correlation analysis, by US Census region

| Combination | US Census region | Eigen value | Canonical correlation | Wilks lambda | Chi-squared | P-value |
|-------------|------------------|-------------|-----------------------|--------------|-------------|---------|
| 1           | Midwest          | 0.44        | 0.66                  | 0.41         | 89.39       | <0.001  |
| 2           |                  | 0.17        | 0.41                  | 0.74         | 30.78       | 0.002   |
| 3           |                  | 0.07        | 0.27                  | 0.88         | 12.42       | 0.053   |
| 4           |                  | 0.05        | 0.22                  | 0.95         | 4.88        | 0.087   |
| 1           | Northeast        | 0.66        | 0.81                  | 0.14         | 164.09      | <0.001  |
| 2           |                  | 0.50        | 0.71                  | 0.42         | 73.35       | <0.001  |
| 3           |                  | 0.15        | 0.39                  | 0.84         | 15.04       | 0.020   |
| 4           |                  | 0.01        | 0.10                  | 0.99         | 0.91        | 0.633   |
| 1           | South            | 0.79        | 0.89                  | 0.10         | 339.69      | <0.001  |
| 2           |                  | 0.46        | 0.68                  | 0.46         | 112.87      | <0.001  |
| 3           |                  | 0.13        | 0.37                  | 0.85         | 22.89       | 0.001   |
| 4           |                  | 0.01        | 0.11                  | 0.99         | 1.78        | 0.411   |
| 1           | West             | 0.64        | 0.80                  | 0.16         | 187.97      | <0.001  |
| 2           |                  | 0.38        | 0.62                  | 0.46         | 80.72       | <0.001  |
| 3           |                  | 0.17        | 0.41                  | 0.74         | 30.79       | <0.001  |
| 4           |                  | 0.11        | 0.33                  | 0.89         | 11.71       | 0.003   |

**Table 6** First combination of canonical correlation equations, by US Census region

| Region | Construct | First combination of canonical correlation equations |
|--------|-----------|-----------------------------------------------------|
| Midwest| Public health | 0.519864 × ln(HS) – 0.171572 × ln(T_Y) – 0.464393 × ln(OW_Ob) + 0.054693 × ln(PTB_R) – 1.12974 × ln(I_N) |
|        | Technological | 0.335711 × ln(Pat_PGC) – 0.0514066 × ln(Art_PGC) + 0.56347 × ln(VC_GGDP) + 0.35743 × ln(SED_PED) |
| Northeast| Public health | -0.322851 × ln(HS) – 0.396228 × ln(T_Y) – 0.736038 × ln(OW_Ob) + 0.404037 × ln(PTB_R) – 0.399636 × ln(I_N) |
|        | Technological | 0.129338 × ln(Pat_PGC) + 0.785715 × ln(Art_PGC) + 0.151089 × ln(VC_GGDP) + 0.401051 × ln(SED_PED) |
| South | Public health | -0.554020 × ln(HS) – 0.0739683 × ln(T_Y) – 0.297344 × ln(OW_Ob) – 0.416647 × ln(PTB_R) + 0.187316 × ln(I_N) |
|        | Technological | 0.540725 × ln(Pat_PGC) – 0.650479 × ln(Art_PGC) + 0.152914 × ln(VC_GGDP) + 0.899588 × ln(SED_PED) |
| West  | Public health | 0.132727 × ln(HS) – 0.40142 × ln(T_Y) – 0.373328 × ln(OW_Ob) – 0.857425 × ln(PTB_R) + 0.335588 × ln(I_N) |
|        | Technological | 0.611958 × ln(Pat_PGC) + 0.292141 × ln(Art_PGC) + 0.244158 × ln(VC_GGDP) + 0.302859 × ln(SED_PED) |

Abbreviations: ln, logarithm; HS, health status; T_Y, tobacco use; OW_Ob, obesity and overweight rate; PTB_R, preterm birth rate; I_N, insurance; Pat_PGC, patents per 1000 capita; Art_PGC, articles per 1000 capita; VC_GGDP, venture capital per $1000 of GDP; SED_PED, percentage of science and engineering degrees.
algebraic signs of $\beta$ provide a partial empirical validation of the theoretically assumed relationships. Parameter estimates are obtained by minimizing the residual variances of dependent variables.\textsuperscript{35}

In order to determine the confidence intervals of the path coefficients and draw statistical inference, resampling nonparametric algorithms, called bootstrapping, can be used. The SEM-PLS results for all bootstrap samples provide the mean value and standard error for each path model coefficient. This information permits a Student’s $t$-test to be performed for the significance of path model relationships.\textsuperscript{35} The SEM-PLS technique can be used for data with any type of distribution and in cases with large or small sample sizes.\textsuperscript{46–51}

Henseler et al\textsuperscript{35} asserted that a formative measurement model is adequate when a construct is defined as a combination of its indicators. Furthermore, the SEM-PLS bootstrap path modeling algorithm allows for the computation of cause–effect relationship models that employ both reflective and formative measurement models.\textsuperscript{52} Thus, for the purposes of this study, a formative SEM-PLS path model was used. The indicator data formed the manifest variables. The constructs of technological innovation and public health formed the latent variables.

The SEM-PLS path model and $\beta$ coefficients are presented in Figure 1. The Student’s $t$ values and bootstrap sample rates are presented in Table 7. For data samples with degrees of freedom $\geq 60$, statistical significance is demonstrated at two-sided 95% confidence intervals if the $t$ values are $\geq 2$. For all US Census regions, the Student’s $t$ statistic was found to be greater than the threshold values for both 95% and 99% confidence intervals. The degrees of freedom associated with the threshold values were calculated from the number of data points. Furthermore, all $\beta$ values were negative. These findings provide evidence that there could be a causal relationship between technological innovation and public health in all four US Census regions.

Based on the results of the canonical correlation and SEM analyses presented above, the null Hypotheses 2.1, 2.2,
2.3, and 2.4 were rejected. In other words, no evidence was found to support the hypotheses that there is no statistically significant relationship between technological innovation and public health, for any of the four US Census regions, at the 0.05 level of significance.

Conclusion

The states of technological innovation and public health were at different levels for the four US Census regions between 2000 and 2009. The South region lagged behind other regions in terms of all the indicators studied. On the other hand, technological innovation and public health fared relatively well in the Northeast region. Future research studies should focus on isolating specific dimensions of technological innovation and public health.

The relationships between the technological innovation indicators and public health indicators were quantified in terms of canonical correlation equations. It was found that technological innovation and public health share a fairly strong relationship. These equations could serve as predictive models to calculate the projected change in public health, given a specific change in technological innovation.

The results of SEM data analyses provided evidence that high levels of technological innovation were associated with better public health. Based on the data analyses, it could be argued that better technological innovation is linked with better public health.

Future studies can validate the results of this study by exploring the relationship between technological innovation and public health using additional indicators, over extended time periods, and in other locations. Future research could also focus on isolating specific dimensions of technological innovation that have the most impact on public health. Experimental research studies could also be conducted to verify the causal effect of technological innovation on public health. Extensive verification of this relationship could help policy makers in making informed decisions about future investment in a broad spectrum of technologies, to improve public health.
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Supplementary figure

Figure S1 Multiple range tests.
Abbreviations: ln, logarithm; HS, health status; I_n, insurance; OW_Ob, obesity and overweight rate; PTB_R, preterm birth rate; T_Y, tobacco use; Art_PGC, articles per 1000 capita; Pat_PGC, patents per 1000 capita; SED_PED, percentage of science and engineering degrees; VC_GGDP, venture capital per $1000 of GDP.