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Abstract—we propose a novel neural network model for the identification of low back injury using electromyography (EMG) data. By connecting task condition variables to the second hidden-layer of the neural network, the importance of those variables can be improved. A 4-muscle method and a 10-muscle method are discussed. A higher classification accuracy was achieved by the 10-muscle method since it takes the correlation between muscle activities into account. We also found that identification accuracy decreases when the object weight or the lifting height increases. The obtained results improve our understanding of low back disorders and provide important guidance for future experimental studies.

I. INTRODUCTION

Low back disorders (LBDs) are one of the most common musculoskeletal problems reported in industry which result in substantial costs to society [1][2]. Diagnoses and classification schemes of low back disorders are important because appropriate treatment can be administered and the risk of exacerbating the problem can be minimized. However, low back disorders can not be easily assessed [3]. Several traditional approaches have been discussed in [1] and [4]. In the approach identifying a pathoanatomic source of the LBDs, patients are classified according to the presumed structure that is injured or painful. However, a pathoanatomic diagnosis has been found in fewer than 15% of patients with LBDs. In the Quebec study classification system, the classification accounts for the fact that structural abnormalities are not always identifiable in LBDs and recognizes that LBDs are time dependent. However, common symptoms can arise from different structural problems, thus confusing the diagnosis.

In view of limitations and disadvantages of the above mentioned methods, we consider using EMG responses of the trunk muscles to identify cases of LBDs. EMG response is a direct reflection of muscular activity and can be used to represent the dynamics of those activities [5]. Therefore, it may be promising to identify LBDs from EMG data.

Currently, the exact relationship between LBDs and EMG responses is not clearly known. In [6], a neural network model was proposed to estimate EMG of trunk muscles using kinematics variables. The model was trained by data of healthy subjects and has produced satisfactory results when used to predict EMG of healthy subjects. However, when the model was used to predict EMG of subjects with low back disorders, errors of the estimation increased substantially, especially for four of the ten muscles. This indicates that trunk muscle activities of healthy subjects and low back-injured subjects are different, and the difference is reflected on EMG responses. This fact makes it possible to identify LBDs using EMG data of trunk muscles.

Information obtained for evaluation of body stresses in manual lifting activities is often uncertain, imprecise, and noisy [7]. Muscle activities are influenced by multiple factors, without much knowledge of their underlying dynamics. Since the EMG characteristics of trunk muscles of a low back-injured person are unknown, and the differences of EMG responses between a healthy person and an injured person are not fully understood, neural network methods can be used for the LBDs identification purpose.

In this paper, a novel multi-layer feedforward neural network structure with two hidden layers is proposed. The capabilities and characteristics of neural networks with one hidden layer or two hidden layers have been discussed in literature [8]-[13]. In [8], learning capability and storage capacity of two-hidden-layer neural network was studied. In [9], advantages of two-hidden-layer neural network in certain problems were presented. In [10] and [11], classification ability and sensitivity of single hidden-layer neural networks were studied. In this paper, we are not focusing on the differences between single hidden-layer and two-hidden-layer models. We propose a new structure of neural network with two hidden layers in which certain input variables are connected to the second hidden layer to increase their importance. The proposed network structure is discussed and its effectiveness is validated using benchmark data. The model is then used in the low back-injury identification problem.

In this study, we use EMG data collected during manual lifting tasks to build the LBDs identification model. Two methods are discussed in the paper: the 4-muscle method and the 10-muscle method. In both methods, the proposed neural network structure is used. In Section II, the models of those two methods are presented. In Section III, the proposed structure of neural network is discussed and its performance is validated with two benchmark data sets (including both function approximation problem and pattern recognition problem). Simulation results of LBD identification are given in Section IV.
II. TWO METHODS FOR LBD IDENTIFICATION

To identify low back-injured subjects using EMG signals, ten trunk muscles have been considered: right latissimus dorsi (RLD), left latissimus dorsi (LLD), right erector spine (RES), left erector spine (LES), right rectus abdominus (RRA), left rectus abdominus (LRA), right external oblique (REO), left external oblique (LEO), right internal oblique (RIO), and left internal oblique (LIO). EMG responses of these ten muscles during manual lifting tasks were collected in laboratory. All the EMG data were normalized by maxima recorded from each muscle during a series of six static calibration exertions for the purpose of magnitude comparison and data uncertainty reduction. The normalized EMG data points for each muscle were plotted as a function of normalized time. The details of experimental instruments and data analysis have been reported in [15].

The knowledge about EMG responses of trunk muscles of a low back-injured person is limited. Their characteristics and differences to EMG responses of a healthy person are not fully understood. Since it is not known which features should be extracted from the EMG responses of the trunk muscles for the LBD identification purpose, the original EMG signals are used as input. Such input contains EMG samplings at different stage of a motion to represent the whole motion pattern.

Muscular activities are affected by variety of human- and environment-related factors. Anthropometric characteristics of subjects and task requirements can both affect EMG responses of trunk muscles during a lifting motion. Among those factors, three of task condition variables, such as object weight, lifting height and torso asymmetry are regarded as the most important ones. Therefore, these factors should be taken into account in LBDs identification using EMG signals. In this paper, we only study the sagittal symmetric motions. So only object weight and lifting height are considered (they will be referred to as “task variables” hereafter).

There is no known pattern of EMG response which can tell us if a subject is injured. However, it is known that for subject with LBDs, four trunk muscles (RRA, LRA, REO, and LEO) usually have higher EMG activity level than those observed in healthy people. These four muscles will be referred to as “the four primary muscles” hereafter. For the other six trunk muscles, we do not know if there are differences between injured and non-injured subjects. Therefore, two models are built for LBDs identification, one using EMG of four muscles and the other one using EMG of ten muscles.

A. Method 1: Using EMG Data of Four Muscles

The first neural network model uses EMG of the four primary muscles. Four neural networks are built for four muscles, one for each respectively. The model diagram is shown in Figure 1. As mentioned above, four trunk muscles of injured subject are often observed to have higher EMG activity level than those four muscles of healthy subject. It is not to say that all the four muscles always follow this rule at the same time. In many cases, at least one of the four muscles has higher EMG activity level. Therefore, if all the neural networks classify the subject as healthy, then the subject is considered as healthy; if one of the neural networks classifies the subject as injured, then the subject is considered as injured. It is a logic “OR” operation between the outputs of the four neural networks.

For each of the four neural networks in Figure 1, 30 sampling data points of the corresponding muscle’s EMG data of a whole lift motion are used as input, as well as two task variables (object weight and lifting height). As mentioned before, task variables are important because they significantly affect EMG responses of trunk muscles. The same subject can generate totally different EMG responses under different task conditions. Therefore to identify injured subjects using their EMG responses, task variables should be included.

A traditional multilayer feedforward neural network can be constructed using EMG signals of a muscle together with task variables as input, as shown in Figure 2. There are thirty-two input variables (thirty EMG sampling data points plus two task variables) and one output variable (the classification output). Thirty EMG sampling data points are time series and two task variables are static values. This kind of combined input has a disadvantage that the significance of the task variables can not be shown. According to simulations (will be discussed later), task variables in this configuration are not as effective as expected.
To increase the importance of task variables in the network, we consider separating the time series input variables and the static task variables by configuring them in the way shown in Figure 3. Task variables are connected to the second hidden-layer of the network to achieve better performance. The effectiveness of this configuration is proven in Section III and its performance in LBDs identification is discussed in Section IV.

**Fig. 3.** The proposed network structure for LBDs identification

### B. Method 2: Using EMG Data of Ten Muscles

Using the 4-muscle method, it is expected that in some cases, the model cannot correctly identify a subject as healthy or injured. That is because for some subjects with LBDs, none of their four primary muscles show higher EMG activity level than healthy subject; and for some healthy subjects, some of their four primary muscles do occasionally show higher EMG activity level. Thus in these situations, the performance of the model cannot be improved if only those four muscles are considered.

Although it is unknown if there are differences in EMG responses of the other six trunk muscles between injured and healthy subjects, the EMG data of those six muscles may provide important information, when considered together with the four primary muscles. It is known that there is a correlation between activities of different muscles. Behavior of the other six muscles can be taken into account if their EMG responses are introduced into the model. Additional information may be provided by those muscles so that decision of classification can be correctly made.

In the 10-muscle method, we cannot simply use a logic “OR” operation between outputs of networks of the muscles as we did in Figure 1. The differences in those six muscles’ EMG responses between injured and healthy subjects are not known. Their EMG responses do not have the same characteristics as the four primary muscles. Therefore, a way need to be found to make the classification decision based on information of ten muscles’ EMG responses. Since a large number of variables are under consideration, a modular neural network model is proposed, as shown in Figure 4.

In modular neural networks [16]-[18], a sub-network is trained independently and in parallel with other sub-networks, using a particular feature subset. The outputs of these sub-networks are mediated by a higher level neural network on the top of the individual networks (a gating network). Modular neural networks have been used in many applications and demonstrated advantages in some aspects over existing methods based on traditional single neural networks [19][20][21]. According to those applications, we can see that the major advantages of modular neural networks are as follows: First, the decomposition of input space makes it easier to deal with complex and large-scale problems. Second, better generalization performance can be achieved because learning subtasks using sub-networks is easier than learning a complex task. Thirdly, the modular neural network is more robust since the failure of one sub-network does not mean that all of the sub-networks fail.

In Figure 4, each of the sub-networks (ten NNs on the left) classifies the subject based on EMG data of one of ten muscles. They are independent neural networks trained offline. The gating network on the right takes outputs of those sub-networks of ten muscles as input and makes the classification decision based on them. This model can take the correlation between muscle activities into account, instead of simply using a logic “OR” operation between outputs of sub-networks.

Again, we configure the gating network in the way as described in the previous subsection: connect outputs of the sub-networks of the four primary muscles to the second hidden-layer since they are more important in LBDs identification. The outputs of the other six networks are used as supplementary information to the gating network. It should be pointed out that if all the muscles are of the same importance, then this configuration has no advantage. This kind of network structure is discussed in the following section.

### III. Algorithm and Validation

To increase the importance of task variables in the neural network, different types of input variables were separated and the static task variables were connected to the second hidden-layer. In this section, training algorithm is presented and two data sets are used to validate the effectiveness of the network structure.
Error back-propagation algorithm is used to train the network. The output of the first hidden-layer can be expressed as:

\[ y_{(1)t} = f^{h1}(net_{(1)t}) = f^{h1}(\sum_i v_{(1)t} \cdot x_i) \]  (1)

in which

\( (1) \) denotes that it is a variable related to the first hidden-layer.

\( f^{h1} \) is the activation function of the first hidden-layer.

\( v_{(1)t} \) is the weight of connection between the \( i \)th input layer neuron and the \( t \)th first hidden-layer neuron. \( t = 1, 2, ..., T \) is the number of the first hidden-layer neurons. \( i = 1, 2, ..., I \) is the number of input variables.

\( x_i \) is the \( i \)th input variable.

The output of the second hidden-layer can be expressed as:

\[ y_{(2)p} = f^{h2}(net_{(2)p}) = f^{h2}(\sum_t v_{(2)t} \cdot y_{(1)t} + \sum_k v_{(2)pk} \cdot x'_k) \]  (2)

in which

\( (2) \) denotes that it is a variable related to the second hidden-layer.

\( f^{h2} \) is the activation function of the second hidden-layer.

\( v_{(2)t} \) is the weight of connection between the \( t \)th first hidden-layer neuron and the \( p \)th second hidden-layer neuron. \( p = 1, 2, ..., P \) is the number of the second hidden-layer neurons.

\( v_{(2)pk} \) is the weight of connection between the \( k \)th input neuron (which is connected to the second hidden-layer) and the \( p \)th second hidden-layer neuron. \( k = 1, 2, ..., K \) is the number of variables which are connected directly to the second hidden-layer.

\( x'_k \) is the \( k \)th input variable which is connected to the second hidden-layer.

The output of the output-layer can be expressed as:

\[ o_q = f^{o}(net_q) = f^{o}(\sum_p w_{qp} \cdot y_{(2)p}) \]  (3)

in which

\( f^{o} \) is the activation function of the output layer.

\( w_{qp} \) is the weight of connection between the \( p \)th second hidden-layer neuron and the \( q \)th output-layer neuron.

The error function to be minimized is

\[ E = \frac{1}{2} \sum_{k=1}^{K} (d_q - o_q)^2 \]  (4)

where \( d_q \) and \( o_q \) are the actual output and the network output, respectively.

Weight adjustment of \( w_{qp} \) is calculated as:

\[ \Delta w_{qp} = \eta \cdot (d_q - o_q) \cdot \frac{\partial f^{o}(net_q)}{\partial net_q} \cdot y_{(2)p} \]  (5)

where \( \eta \) is the learning rate.

Let

\[ Odel_q = (d_q - o_q) \cdot \frac{\partial f^{o}(net_q)}{\partial net_q} \]  (6)

Weight adjustment of \( v_{(2)p} \) can be calculated as:

\[ \Delta v_{(2)p} = \eta \cdot \sum_q w_{qp} \cdot Odel_q \cdot \frac{\partial f^{h2}(net_{(2)p})}{\partial net_{(2)p}} \cdot y_{(1)t} \]  (7)

in which \( j = 1, 2, ..., J \) and \( J = T + K \).

If we let

\[ Hdel_p = \sum_q w_{qp} \cdot Odel_q \cdot \frac{\partial f^{h2}(net_p)}{\partial net_p} \]  (8)

weight adjustment of \( v_{(1)t} \) can be written as:

\[ \Delta v_{(1)t} = \eta \cdot \sum_p v_{(2)p} \cdot Hdel_p \cdot \frac{\partial f^{h1}(net_{(1)t})}{\partial net_{(1)t}} \cdot x_i \]  (9)

To investigate the influence of inputs connected to the first hidden-layer and inputs connected to the second layer, we use the configuration shown in Figure 5. In Figure 5 (A), the effective input (real input) is connected to the first hidden-layer, and random signals (dummy input) of the same size of the effective input is connected to the second hidden-layer. In Figure 5 (B), the locations of real input and dummy input are exchanged. By examining the performance of these two networks, we can find out the importance of inputs at different places.

![Fig. 5](image-url)
A. Example 1: A Function Approximation Problem

The first experiment is carried out with the automobile fuel consumption prediction problem. In this problem, variables such as model year and horsepower are used to predict miles per gallon (MPG) of the automobiles. Data set used here is from [23]. It consists of 392 complete instances without missing values. Each instance is composed of six input variables (number of cylinders, displacement, horsepower, weight, acceleration, and model year) and one output variable (MPG). Random input signals (dummy input signals) are generated using Matlab command with the same size of the real input pattern set.

Simulations are done on the two configurations shown in Figure 5 (A) and Figure 5 (B), using the same network parameters: 6 inputs to the first hidden-layer (real input or dummy input), 6 inputs to the second hidden-layer (dummy input or real input), 1 output, 300 training patterns, 92 test patterns, 16 neurons in the first hidden-layer, 18 neurons in the second hidden-layer, learning rate 0.6. The same random input signals are used. Training profile of the two networks are shown in Figure 6. We can find that training error of the second network drops faster than training error of the first network, which means the second one converges faster than the first one.

| Simulations | MAE using Fig. 5 (A) | MAE using Fig. 5 (B) |
|-------------|----------------------|----------------------|
| 1           | 0.1019               | 0.0697               |
| 2           | 0.1002               | 0.0863               |
| 3           | 0.0954               | 0.0565               |
| 4           | 0.1024               | 0.0584               |
| 5           | 0.1269               | 0.0585               |
| Average     | 0.1054               | 0.0659               |

To guard against bias caused by different random input signals and random initial weight values, every simulation was performed five times. The mean absolute errors (MAE) of the output of all simulations are listed in Table I. It is obvious that MAE of the network in Figure 5 (B) are smaller than MAE of the network in Figure 5 (A). Therefore it confirms that input to the second hidden-layer has more influence than input to the first hidden-layer.

B. Example 2: A Pattern Recognition Problem

The second experiment is carried out with the digit recognition problem. In this problem, images of hand-drawn digits need to be recognized by the neural network. The images are vectors of 20 numbers representing 5-by-4 pixel gray-level images, with gray levels normalized in the range 0 to 1. These vectors stand for four digits: zero, one, two, and three.

Again, simulations are done on the two networks shown in Figure 5 (A) and Figure 5 (B), using the same network parameters: 20 inputs to the first hidden-layer (real input or dummy input), 20 inputs to the second hidden-layer (dummy input or real input), 4 outputs, 32 training patterns, 8 test patterns, 8 neurons in the first hidden-layer, 8 neurons in the second hidden-layer, learning rate 0.6. Training errors of the two networks are shown in Figure 7. Similar to Example 1, training error of the second network drops faster than training error of the first network.

Simulations were also performed five times. Mean absolute errors of the output of all simulations are listed in Table I. As we can see, MAE of the network in Figure 5 (B) are also smaller than MAE of the network in Figure 5 (A). This again confirms that input to the second hidden-layer has more influence than input to the first hidden-layer. Therefore this structure is used in LBDs identification problem to make the task variables more effective.
TABLE II

| Simulations | MAE using Fig. 5 (A) | MAE using Fig. 5 (B) |
|-------------|----------------------|----------------------|
| 1           | 0.1787               | 0.1136               |
| 2           | 0.1915               | 0.1145               |
| 3           | 0.1814               | 0.1225               |
| 4           | 0.1834               | 0.1160               |
| 5           | 0.1819               | 0.1124               |
| Average     | 0.1834               | 0.1158               |

IV. SIMULATIONS AND RESULTS

A. The Data Set and Its Preprocessing

The data set used for LBDs identification contains 44 subjects, in which half of them (22) have low back disorders. EMG responses of ten trunk muscles (RLD, LLD, RES, LES, RRA, LRA, REO, LEO, RIO, and LIO) of 1588 trials were recorded. All of these trials are sagittal symmetrical motions. EMG data were normalized by maxima recorded from each muscle during a series of six static calibration exertions. The normalized EMG data points for each muscle were plotted as a function of normalized time. Task conditions are defined by the combination of three factors: object weight, original height, and destination height. Lifting height can be obtained by using the destination height minus the original height. Object weight includes 10 pounds, 15 pounds, 20 pounds, and 25 pounds. Original height includes floor, knee, waist, and shoulder. Destination height is fixed at elbow. Except from shoulder to elbow (which is a lowering motion), the other conditions are lifting motions (from floor to elbow, from knee to elbow, and from waist to elbow).

EMG data and task variables are preprocessed to avoid ill-conditioning before they can be used in neural network model [6]. For EMG data, three procedures are performed. They are synchronizing, re-sampling and re-scaling. EMG data of all muscles and of all subjects are synchronized to represent the whole process of a motion so that incorrect timing can be avoided. At the same sampling rate, different subjects might have different number of sampling points if the motion speed is different. Since the input dimension of the model is constant, re-sampling is needed to make sure all the motions have the same number of EMG sampling points. The original measurements of task variables are not suitable for neural networks. Thus re-scaling these variables is necessary. These preprocessing procedures are done in computer programs.

B. Results

Conservative cross-validation method is used in the simulations. Every time EMG data of all participated trials of two injured subjects and two healthy subjects were taken out as test data. Data of all other subjects were used to train the network. Performance of different models for LBDs identification is compared below.

1) Performance of the Traditional Structure and the Proposed Structure in 4-muscle Method: In the 4-muscle method, two network structures were presented in Section 2. The traditional network structure (Figure 2) and the proposed network structure (Figure 3) were both used for the four neural networks in Figure 1. Simulations were done for both networks to obtain comparison results.

In the traditional network structure, thirty EMG inputs and two task variable inputs are combined as a single input vector. Using this structure, an accuracy of 78.3% was obtained for LBDs identification (1243 successful classifications over 1588 trials total). To increase the importance of task variables in the network, the EMG input (time series) and the task variables (static values) are separated by connecting task variables to the second hidden-layer of the network. Table III shows that better performance has been achieved. Parameters in the table are for each of the four networks NN1 to NN4 in Figure 1 (in the expression “30 + 2” and “10 + 10", the first number is parameter of the first hidden-layer, and the second number is the parameter of the second hidden-layer).

The errors of misclassification include two conditions:
- 1) a subject was classified incorrectly in all participated task conditions;
- 2) a subject was classified incorrectly in some participated task conditions.

Most unsuccessful cases belong to the first condition. This means if in one task condition a subject is classified as injured (or healthy) by the model, then in other task conditions he is often also classified as injured (or healthy). There are exceptions that a subject is classified correctly in some task conditions but he is classified incorrectly in other task conditions. As stated before, the same subject can have very different EMG responses for different task conditions. Given this fact, the performance of the model is consistent through all task conditions. That is because task variables are used as input variables to the model. Less than 10% exceptions that occurred when the proposed network structure was used. Compared to about 20% of exceptions happened when the traditional network structure was used, the proposed network structure has improved the importance of task variables.
2) Performance of the 4-Muscle Method and the 10-Muscle Method: Performance of the 4-muscle method and the 10-muscle method is also compared. Table IV shows number of successfully identified trials and classification accuracies of the two methods. Benefited from more information provided (not only EMG data of the other six muscles but also the underlying correlation between muscle activities), the 10-muscle method can correctly identify more cases than the 4-muscle method.

Parameters of the gating network in the 10-muscle method are as follows: six input variables to the first hidden-layer; four input variables to the second; one output variable in the output layer; eight neurons in the first; twelve neurons in the second; learning rate is 0.1. The number of hidden neurons is decided using a trial-and-error procedure. The final LBDs identification accuracy of this model is 88.9%. The 10-muscle method using a modular neural network was provided. A 4-muscle method and a 10-muscle method are discussed. Higher classification accuracy would be more significant. Consequently the classification would be easier to perform. However, results in Table V show that it may not be true. It seems when the object weight is greater (which means more muscle exertion is needed), EMG responses of injured and non-injured subjects behave more similarly. To obtain more evidence and validate this new finding, LBDs classification accuracies of different lifting heights were calculated, as shown in Table VI.

In Table VI, motion type, original height, destination height, absolute height (average), number of successfully identified trials and classification accuracies are listed. The motion from shoulder to elbow is a lowering motion which requires less muscle exertion than the other lifting motions in the table. Correspondingly, we found that its LBDs classification accuracy is the highest. As for the lifting motions, it is also observed that the higher lifting height (more muscle exertion), the lower LBDs classification accuracy. Therefore according to the results given in and Table V and Table VI, LBDs classification accuracy decreases when object weight or lifting height increase. Does this mean when object weight or lifting height increases, muscles have to be recruited on a high (and similar) activity level, no matter if the subject is injured or healthy? The obtained results increase our understanding of low back-disorders and may provide important guidance for future experimental studies.

V. CONCLUSIONS AND DISCUSSIONS

In this paper we discussed a novel neural network structure and its application in the identification of low back disorders using EMG data. Benchmark data validation for the proposed neural network was provided. A 4-muscle method and a 10-muscle method are discussed. Higher classification accuracy was achieved by the 10-muscle method. It was found that the LBDs identification accuracy decreases when object weight or lifting height increase.

EMG responses of trunk muscles under different task conditions such as different object weight and different lifting height were studied. However, different torso asymmetries were not involved in this research. Such a study could be done to gain more knowledge about EMG responses of low back-injured subjects.

TABLE IV
CLASSIFICATION RESULTS OF 4-MUSCLE METHOD AND 10-MUSCLE METHOD

| Conditions     | 1   | 2   | 3   | 4   |
|----------------|-----|-----|-----|-----|
| LBD trials     | 234 | 218 | 194 | 143 |
| Non-LBD trials | 230 | 222 | 200 | 147 |
| Total trials   | 464 | 440 | 394 | 290 |
| Correct trials | 421 | 398 | 344 | 250 |
| Accuracies (%) | 90.7| 90.5| 87.3| 86.2|

TABLE V
CLASSIFICATION ACCURACIES OF DIFFERENT OBJECT WEIGHS

| Conditions | Accuracies (%) | 4   | 3   | 2   | 1   |
|------------|----------------|-----|-----|-----|-----|
| Object weight (lbs.) |     |     |     |     |     |
| 10          | 10.7           | 90.5| 87.3| 86.2|     |
| 15          | 10.7           | 90.5| 87.3| 86.2|     |
| 20          | 10.7           | 90.5| 87.3| 86.2|     |
| 25          | 10.7           | 90.5| 87.3| 86.2|     |

TABLE VI
CLASSIFICATION ACCURACIES OF DIFFERENT LIFTING HEIGHTS

| Conditions     | Accuracies (%) | 4   | 3   | 2   | 1   |
|----------------|----------------|-----|-----|-----|-----|
| Motion type    | Lifting        |     |     |     |     |
| Orig. height   | Lifting        |     |     |     |     |
| Dest. height   | Elbow          |     |     |     |     |
| Avg. abs. height (cm) |      |     |     |     |     |
| LBD trials     | 234 | 218 | 194 | 143 |
| Non-LBD trials | 230 | 222 | 200 | 147 |
| Total trials   | 464 | 440 | 394 | 290 |
| Correct trials | 421 | 398 | 344 | 250 |
| Accuracies (%) | 90.7 | 90.5| 87.3| 86.2|
Considering the complexity of human muscle activities and the differences of these activities between subjects, the performance of the developed models may be further improved if data sets of more subjects are used. Also, conservative cross-validation method was applied in the simulations. Evaluating performance of the LBDs identification model on independent data sets would be desirable.

According to the performance of the proposed model, it would be promising to estimate the extent of a disorder using EMG data, if related information is provided. This application can be of great importance since currently few quantitative methods can effectively identify the extent of LBDs.
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