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Abstract. Accurately assessing the life and operating status of transformers has important guiding significance for the formulation of maintenance strategies for power grid companies, and at the same time plays a key role in the risk management of power grid companies. However, the traditional methods for predicting the remaining life of the equipment have the problems of insufficient accuracy or long data training time. In order to achieve a more accurate assessment of the life and status of the transformer, a random forest-based transformer life prediction method is constructed in this paper. Relying on the theory of big data analysis, by mining and analyzing the accumulated data of massive transformers, the life prediction model of the transformer is established and the characteristic parameters affecting the life of the transformer are extracted to predict the life of the transformer. The experimental data research demonstrates that the model can be accurate and effective. Predicting the life of transformers has higher prediction accuracy than traditional methods, providing method references for asset management and risk management of power grid companies.
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1. Introduction
Power transformer is a key asset in power grid equipment and plays a vital role in the reliability of power system operation. During the operation and maintenance period, the investment of overhauls technical innovation project would not only affect the safe and stable operation of the power grid, but also affect the profitability output of the company. Based on the goal of technical feasibility and the best economic benefits, realizing the precise decision of capital investment in equipment overhauls technical innovation project was an important research direction at the moment [1]. At the same time, the continuous increase in energy demand and the increase in the number of operating transformers have made the operating transformers close to or have exceeded their expected technical life, leading to the problem of high failure rates of operating transformers [2]. The failure of an in-service transformer will have catastrophic consequences for the economy and operation of the power grid. Therefore, it is necessary to conduct regular condition monitoring of the transformer to predict the life of the transformer to plan equipment maintenance and replacement and reduce the risk of equipment failure. How to use the advantages of big data to find a data-supported analysis method for the life
management of transformers is a hot research issue for smart grids [3-4].

The main purpose of data mining technology is to explore the relationship between hidden variables from big data sets. Data mining technology involves three aspects: statistical learning, artificial intelligence and machine learning. In addition, data mining techniques are also used to analyze and predict research objects. Most of the data mining techniques used for analysis use clustering algorithms and association rules, while the data mining techniques used for prediction mainly use classification and regression algorithms. These include decision trees, artificial neural networks, genetic algorithms, K nearest neighbors, and naive Bayes. Generally speaking, the process of data mining on large data sets includes 7 steps. These steps can be defined as "data cleansing", "data integration", "data selection", "data conversion", "data mining", "model evaluation" and "analysis report".

So far, most of the research work in this field has focused on the discussion of the first two procurement strategies, operation and maintenance strategies, and LCC cost calculation methods, while the research on how to formulate decommissioning strategies, especially determining the economic decommissioning point of equipment, is very limited. Literature 5 proposes a method to determine the economic retirement point of the main equipment of the power grid by constructing an equipment failure model [5]. A large number of researchers have used data mining technology in power-related fields [6], For example, in document 6 and 7 [7].Applying the random forest algorithm to the field of power load has ideal results. Use big data processing to mine the relevant variables of each transformer, find out how it affects the life of the transformer, and predict the life of the transformer.

Some scholars have proposed to use the massive data of electricity meters for correlation analysis, and use data mining techniques to find out the hidden relationship between big data and performance status of electricity meters that are difficult to explore with traditional statistical methods. In literature 8, the characteristic parameters that affect the life of the transformer are extracted, and these characteristic parameters are learned through an adaptive fuzzy neural network, and the back propagation algorithm is used to solve the adaptive dynamic adjustment of the weights, and the life prediction model of the transformer is constructed [8]. In Literature 9, a dynamic failure rate model of a transformer suitable for short-term and medium- and long-term prediction is established based on the Markov model, and the remaining life of the transformer is modeled according to the calculated failure rate [9]. In Literature 10, a deep belief network is used to extract and classify the multi-dimensional data of power transformer faults, and combined with D-S evidence theory to solve the uncertainty problem in fault diagnosis, a multi-level decision fusion model for power transformer fault diagnosis is constructed [10]. However, the above methods have problems such as insufficient prediction accuracy and long data training time.

This paper proposes a transformer model based on random forest (RF). By mining and analyzing the basic attribute information of the transformer, the service life of the transformer is used as the output label of the model to predict [11]. Each meter can be obtained before the transformer is put into use. The estimated life of the transformer provides an analysis basis for the monitoring and rotation cycle of the transformer, and verifies the accuracy of the model proposed in this article. The transformer life prediction based on the random forest algorithm has extremely high accuracy and is currently a new prediction method in terms of transformer life prediction. It has great advantages over the previous prediction methods and has improved prediction accuracy and training duration.

2. Introduction to Random Forest Model Algorithm
Random forest is one of the extension methods of decision trees. It is an integrated learning algorithm composed of multiple decision trees. Because decision trees are prone to overfitting, in order to improve this shortcoming, the prediction result of random forest is composed of multiple decision trees. The trees are independently voted on, and the combination of decision trees makes parallel training of data sets possible. When the data set is large in scale and complex in nature, a single decision tree is not enough to obtain the data information in the synchronized phasor data, and a single
tree requires more time to classify the entire data set, and multiple decision trees are used to work in parallel. The speed and accuracy of classifying data sets are very efficient. The classification principle of random forest is shown in Figure 1.

Random forest does not use all variables to split tree nodes, but selects a random subset of variables at each node to obtain the best split of the node. The main purpose of such randomization is to remove related decision trees, so that the set of all trees has a lower variance. The method of constructing a random forest generally includes the following steps:

1) Extract n-tree sample subsets from the original data.
2) Use each sample subset to generate a decision tree. At each node of the tree, a variable M is randomly selected to split. Continue to grow the tree so that the number of nodes at each terminal node is not less than the size of the node.
3) Use voting mechanism to count the results of n-tree decision trees for classification. Random forest adopts the mode of multiple decision trees working in parallel, sampling the data randomly with replacement, and its predictive ability is relatively better than the single classification model. It is suitable for large data sets. Its classification model is generally considered to have high precision.

![Random forest classification principle](image)

Figure 1. Random forest classification principle

3. Construct a Life Prediction Model for Transformer Equipment

This paper preprocesses the collected transformer data and divides it into a training set and a test set, and then filters out multiple variables that may be associated with the life of the transformer, establishes a random forest model through computer programming and training set data, and substitutes it into the test set Data and adjust parameters to obtain different prediction results, and compare with the prediction results of the SVM method.

3.1. Data Preprocessing

The transformer data used in this article is provided by Anhui Power Grid. The transformer data in the data includes 14 basic information for analysis, including: "equipment classification", "start date", "asset manufacturer", "model", "Asset manufacturing country", "maintenance factory", "maintenance factory", "factory area", "cost center", "physical management department", "use storage department", "use custodian", "voltage level", "equipment Attribute data of various types of transformers: increase method" and "transformation capacity". These data are converted into corresponding digital labels, which are respectively used as the input feature quantities of the prediction model, and the life expectancy can be predicted by establishing the model.

When constructing the equipment life prediction model, the service life of 2000 transformers is counted and classified according to the service life, which is divided into "A", "B", "C", "D", "E" There are 7 levels of "F" and "G", where A level represents the equipment service life of 0-5 years, the B level represents the equipment service life of 5-10 years, and the C level represents the equipment service life of 10-15 years. D Class E means the service life of the equipment is 15-20 years, Class E
means the service life of the equipment is 20-30 years, Class F means the service life of the equipment is 30-40 years, and Class G means the service life of the equipment is more than 40 years. The remaining 14 items of basic attribute information are combined and converted into input feature quantities composed of 15 numbers.

3.2. Establishment of the Life Prediction Model of Transformer Equipment

There are more than 2,065 electricity meters used in this article. Among them, 2000 pieces of data are used as training data, and 65 pieces of data are used as prediction data to test the model. The prediction idea is shown in Figure 2.

![Figure 2. Flow chart of transformer life prediction](image)

In this article, the collected equipment data will be preprocessed to obtain a transformer data set composed of many influencing factors. The transformer data set is divided into two parts, one part is used for model training and consists of 2000 sets of data. This part is used to test the model and consists of 65 sets of data. As a result, analyze the predictions of the two models and compare them to get the final conclusion.

4. Analysis of Transformer Life Prediction Results

In order to verify the validity of the prediction model proposed in this article, the transformer data is verified experimentally according to the previous retained data and the verification method of model reliability.

4.1. Transformer Life Prediction Results

In the life prediction model of the electric meter, the 14 feature vectors mentioned above are input, and the error of the prediction result is shown in Figure 3. Among them, the data used for training the prediction model is 2000 transformer equipment data, and the data used for testing is 65 equipment data. Bring in different n-tree values to train the experimental data and the results are shown in the figure below.
Figure 3. RF prediction error map of different transformer life classes

In the figure, the n-tree value corresponding to RF1 is 25, the n-tree value corresponding to RF2 is 20, the n-tree value corresponding to RF3 is 15, the n-tree value corresponding to RF4 is 10, and the n-tree value corresponding to RF5 is 5.

It can be seen from the table that using the random forest prediction model constructed in this article, the accuracy of the equipment lifetime predicted by the basic information of 15 transformer equipment is above 95% except for the experimental result with an n-tree value of 5. And the larger the n-tree value, the lower the prediction error, and the better the prediction effect, and there are a small amount of prediction error for transformers with a service life of 15-20 years. However, the training time required for prediction will continue to increase with the increase of the n-tree value. If the amount of data is large, a lower n-tree value can be used for life prediction to balance the prediction time and the prediction effect. According to different needs make changes.

4.2. Random Forest Prediction Vs. SVM Prediction

Similarly, use the SVM algorithm to predict the life of the equipment using the data of 2000 transformer equipment and 65 equipment data. The results are shown in Figure 4 below. In most life classes, the number of scrapped equipment predicted by the SVM algorithm is greater than the number of true scraps, and the predicted number of scrapped equipment for the transformer life class of some equipment is less than 50% of the real data.

Figure 4. The result of life prediction of transformer equipment based on SVM algorithm

In Figure 5, the prediction result of the random forest prediction model with an n-tree value of 25, except that there are a small amount of error in the prediction of the life level of 15-20 years, the prediction accuracy of the rest of the life level is 100%, and the overall prediction is accurate. The rate is 98.45%, indicating that random forest can predict the life of equipment well based on the given data.

The comparison between the prediction results of the random forest prediction model with an n-tree value of 25 and the life prediction results of transformer equipment based on the SVM algorithm is shown in Figure 6 below.

It can be seen from the figure that the prediction accuracy of the random forest model under the transformer life level is higher than that of the SVM model, except that the sample number of the equipment life level of 30-40 years is 0. It shows that the prediction accuracy of the random forest model is higher than that of the SVM model. Under the condition of 15 items of data, the prediction effect of the random forest model in the prediction of transformer life is much higher than that of the SVM model. Moreover, the data training time of the SVM model is much longer than that of the random forest model. From the overall accuracy analysis, the accuracy of the SVM model is 63.08%, which is much lower than the 98.45% of the random forest model.
5. Conclusion

Based on the random forest algorithm, this paper constructs a transformer life prediction model. Through the provided 2065 transformer data, the experimental test is carried out, and the following conclusions can be obtained:

1) The random forest model constructed in this paper can effectively predict the life of the transformer, and through comparison with other algorithms, it is verified that the model has a high prediction accuracy.

2) Changing the value of the model's only parameter n-tree, the prediction accuracy will increase as the value of n-tree increases, but the prediction time will also increase as the value of n-tree increases; therefore, change n-tree according to different needs. The value of tree to balance the prediction time and prediction accuracy.

3) The method is based on the idea of big data, and the operation is simple and practical, which is convenient for the asset management and risk management of power grid enterprises.
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