Scalar field dynamics in a BTZ background with generic boundary conditions
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Abstract

We revisit the dynamics of a massive scalar field in a BTZ background taking into account the lack of global hyperbolicity of the spacetime. We approach this issue using the strategy of Ishibashi and Wald which finds a unique smooth solution as the causal evolution of initial data, each possible evolution corresponding to a positive self-adjoint extension of certain operator in a Hilbert space on the initial surface. Moreover, solutions obtained this way are the most general ones satisfying a few physically-sensible requirements. This procedure is intimately related to the choice of boundary conditions and the existence of bound states. We find that the scalar field dynamics in the (effective) mass window $-3/4 \leq m^2\ell^2 < 0$ can be well-defined within a one-parametric family of distinct boundary conditions ($-3/4$ being the conformally-coupled case), while for $m^2\ell^2 \geq 0$ the boundary condition is unique (only one self-adjoint extension is possible).

It is argued that there is no sensible evolution possible for $m^2\ell^2 < -1$, and also shown that in the range $m^2\ell^2 \in [-1, -3/4)$ there is a U(1) family of allowed boundary conditions, however, the positivity of the self-adjoint extensions is only motivated but not proven. We focus mainly in describing the dynamics of such evolutions given the initial data and all possible boundary conditions, and in particular we show the energy is always positive and conserved.
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1 Introduction

Since its discovery, the black hole solution (BTZ) to the three-dimensional Einstein’s equations with a negative cosmological constant [1] has been the focus of a large number of research articles. First of all, because it “should not be there” since every solution is locally AdS. However, black holes are, by definition, objects of a global nature, and the BTZ is a beautiful example of this fact. As reasonable solutions of general relativity, they should be considered as part of the classical phase space of solutions of gravity. Secondly, its resemblance with the four-dimensional spherically axisymmetric black holes is remarkable, notably having the same thermodynamical properties.

Within semiclassical gravity, the phenomena of Hawking radiation [2] appears when fields are placed in the BTZ background, and the temperature is precisely the surface gravity of the horizon divided by $2\pi$. In [3] the stress tensor with Euclidean signature was obtained for a conformally-coupled scalar field, with Dirichlet and Neumann boundary conditions, while in [4] and [5] the stress tensor was computed by the method of images. In the last two references a conformally-coupled scalar field was studied and the crucial fact of lack of global hyperbolicity of the spacetime was stated and resolved by imposing boundary conditions on the scalar field at infinity. In [4] the “transparent” boundary condition of [6] was considered, while in [5] Dirichlet and Neumann boundary conditions were imposed, also taking advantage of the previous results of [6]. In [6] the quantization of a massive or massless conformally-coupled scalar field in AdS spacetime has been considered, and the possible boundary conditions resulted from the requirement that a set of charges, constructed from the stress tensor, should be conserved. It is however not evident that this requirement guarantees a causal unique evolution of initial data, a feature that is generally desirable, and necessary to develop a canonical quantization.

In this paper we revisit in detail the possible boundary conditions that can be imposed on the free real massive scalar field when propagating on a static BTZ background. We focus on the causal evolution of initial conditions on a spacelike surface $\Sigma$, by using the strategy first developed by Wald [7] and continued by Ishibashi and Wald [8, 9]. This prescription for the evolution involves the study of (positive self-adjoint extensions of) an operator $A$ on a Hilbert space $\mathcal{H}$ on $\Sigma$. Different operators $A$ correspond with different boundary conditions). We differ the technical details for the next section, and prefer to highlight the virtues of such prescription, studied in [8]. Given a set of initial conditions $(\phi_0, \dot{\phi}_0) \in C_0^\infty(\Sigma) \times C_0^\infty(\Sigma)$ the prescribed evolution gives an element $\phi_t$ of $\mathcal{H}$, such that there is a unique smooth solution $\Phi$ of the equation of motion on the whole spacetime such that $\Phi|_{\Sigma_t} = \phi_t$ and $\nabla_\xi \Phi|_{\Sigma_t} = \dot{\phi}_t$. Here $\xi$ is the timelike Killing vector orthogonal to $\Sigma$ and $\Sigma_t$ is the image of the time-translation of $\Sigma$ “during an interval $t'$, generated by $\xi$. Thus, we can speak of a smooth solution
associated to a specific initial data \((\phi_0, \dot{\phi}_0)\). Even more, the evolution is causal in the sense that if \(K_0\) is the union of the supports of \(\phi_0\) and \(\dot{\phi}_0\), then the support of the solution \(\Phi\) is included in the union of the causal future and causal past of \(K_0\):\
\[\text{supp}(\Phi) \subset J^+(K_0) \cup J^-(K_0)\]
This fact implies that if the initial data is of compact support, then the solution \(\Phi\) restricted to \(\Sigma_t\) is also of compact support for a small enough \(t\) \[8\].

Further sensible properties are shown in \[8\] to be met by the prescription of \[7\], these being first that the solution \(\Phi\) respects time-translation and time-inversion. Second, there exists an energy functional \(\tilde{E}\) acting on the space of solutions which is positive and conserved. This energy functional agrees with an energy functional defined for globally hyperbolic spacetimes (we will come back to this at the end of this work). In addition, other technical properties are satisfied by this functional that the reader can consult in \[8\]. An important result of that reference is that the prescription of \[7\] is actually unique if all these requirements are demanded. This means that any other way of describing an evolution that respects these physically-sensible features can be cast in the form described in \[7\].

In \[9\] the evolution in AdS spacetime and possible boundary conditions at infinity were thoroughly studied for scalar, electromagnetic and gravitational perturbations. Here we repeat their analysis for the scalar field in a static BTZ background with an arbitrary mass (which will allow to consider for example the conformally-coupled case as well as other cases in a unified setting). The main difference we need to consider with respect to the AdS case, apart from the different form of the operator \(A\) to be studied, is that by working on the outer region of the black hole we may need to impose boundary conditions both at the horizon and at infinity. Everything we do could be extended, in principle, to the rotating BTZ by means of \[10\]. For a recent analysis with a particular resonance condition involving the BTZ angular velocity see \[11\].

It should be pointed out that the method here employed requires the spacetime to have a timelike Killing vector field, so we are not able to explore the dynamics inside the black hole. This is an open problem. However, is it important to stress that the dynamics outside the black hole are of most interest, since they alone imply the existence of Hawking radiation \[2, 12\], as is rigorously shown in \[13\].

The choice of boundary conditions is important not only from a canonical quantization perspective, but also in the context of the AdS/CFT correspondence \[13\]. In brief, the boundary conditions on, say, a scalar field in AdS\(_3\) at infinity \((x = 0)\) can be schematically written as \(ax^{1-\nu} + bx^{1+\nu}\), which is interpreted as giving both the expectation value of an operator \(\mathcal{O}\) of a CFT living on its boundary, as well as the source \(J\) coupled with such operator. For example, for Dirichlet boundary conditions

\[1\] To be precise, the domain of \(\tilde{E}\) is the space of solutions \(\mathcal{V}\) which can be written as a finite sum of other solutions with compactly supported initial data \[5\]. Remarkably, \(\tilde{E}\) is conserved even for this enlarged set of solutions \(\mathcal{V}\).
\((a = 0)\), \(a\) serves as the source at the boundary and \(b = \langle \mathcal{O} \rangle\), where \(\mathcal{O}\) has scaling dimension \(1 + \nu\). This was first pointed out in [16], as far as we know, where different propagators of a scalar field were computed depending on the chosen boundary conditions (the ratio \(b/a\)). Choosing different boundary conditions can be interpreted, within the AdS/CFT duality, as the insertion of a relevant perturbation in the CFT given by a double-trace operator with coupling \(b/a\) [15]. Among the observations that followed, it should be noticed that, according to the correspondence dictionary, when \(b/a\) is positive the double-trace perturbation is stable. For further details see [17] and references therein. It seems that the analysis of the dynamics on AdS of [9] gives further insight on the considerations just mentioned within Maldacena’s conjecture. In particular [9] gave a weaker (negative) bound on \(b/a\) in order to have a sensible evolution of initial data. Our present work can be considered in the same manner, but for a finite-temperature setting. In particular it gives the necessary results to compute analogous quantities at finite temperature, such as the two-point function on the boundary theory.

Recently, when we were culminating this article, a preprint appeared which approaches the solutions of the equation of motion in a BTZ but from a Sturm-Liouville theory point of view, focusing mainly in the classification of the end-points and computation of Wightman two-point function [18].

2 Dynamics in non-globally hyperbolic static spacetimes: the AdS case

Now that we have motivated the advantages of the prescription of [7, 8] to classify all possible sensible evolutions of initial data, we give provide a review of this approach. Although it works for any static non-globally spacetime, it seems better to aim directly towards of AdS [9]. We include this here in order to make self-contained the present work, although the reader should see those references in order to find a more detailed account. We work only with a scalar field. Let us consider AdS\((2 + n)\) in global coordinates

\[
\frac{l^2}{\sin^2(x)} \left(-dt^2 + dx^2 + \cos^2(x)d\Omega_n^2\right),
\]

where infinity is at \(x = 0\) and the origin at \(x = \pi/2\). AdS is a static spacetime since it admits a global Killing vector field \(\xi = \partial_t\) orthogonal to spacelike hypersurfaces \(\Sigma_t\) defined by fixing the coordinate \(t\). From now on we consider one fixed spacelike surface, say at \(t = 0\), and just call it \(\Sigma\).
The Klein-Gordon equation becomes

\[(\Box - m_e^2)\phi = 0 \Rightarrow \frac{\partial^2 \phi}{\partial t^2} = -A\phi,\]

(2)

where \(A\) denotes the spatial part of the Klein-Gordon operator. \(m_e\) is an effective mass which may contain a non-minimally coupling \(\Xi\) to the (constant) curvature: \(m_e^2 = m_0^2 - \Xi(n + 1)(n + 2)\ell^{-2}\). Ishibashi and Wald propose to consider the Hilbert space \(L^2(\Sigma, ||\xi||^{-1}d\Sigma)\) of square-integrable functions on \(\Sigma\) with measure given by \(||\xi||^{-1}d\Sigma\). The inner product coincides with the standard Klein-Gordon product for globally-hyperbolic spacetimes [8].

Let the initial conditions on \(\Sigma\) be \((\phi_0; \dot{\phi}_0) \in C_0^\infty (\Sigma) \times C_0^\infty (\Sigma)\), then the unique and globally defined solution to (2) is

\[
\phi_t = \cos\left(\frac{A_E^{1/2}}{2} t\right) \phi_0 + A_E^{-1/2} \sin\left(\frac{A_E^{1/2}}{2} t\right) \dot{\phi}_0,
\]

(3)

where \(A_E\) is a positive self-adjoint extension of \(A\). The domain of \(A\) is taken to be \(C_0^\infty (\Sigma)\) and so it is a symmetric operator. The key point is then to find these \(A_E\) operators. Note that there is always at least one self-adjoint extension if \(A\) is positive, the Friederich extension. For example, \(A\) is positive when \(m_e^2 \geq 0\).

\[2.1 \text{ Positive self-adjoint extensions of } A\]

Here we summarize and give a few details about the analysis of existence of positive self-adjoint extensions of [9] for the scalar field with arbitrary mass \(m_e\) (remember that this mass can be interpreted as an effective mass containing a non-minimal coupling to the curvature). It will serve to show how the procedure is performed and also to compare later on with our results regarding the case of spinless BTZ black holes. We start by describing how self-adjoint extensions are found and then which of these are positive.

We start by using the following decomposition

\[
\phi(t, r, \theta_i) = r^{-n/2} \sum_{m, \bar{k}} C_{m, \bar{k}} e^{i\omega t} \varphi_m(r) S_{m, \bar{k}}(\theta_i),
\]

(4)

where \(S_{m, \bar{k}}\) are eigenfunctions of the SO\((n + 1)\) Casimir differential operator: \(J^2 S_{m, \bar{k}} = m(m + n - 1) S_{m, \bar{k}}\). It is being used the fact that the Hilbert space can be decomposed in irreducible

\[2\text{Actually, since the operators } \cos(A_E^{1/2}) \text{ and } A_E^{-1/2} \sin(A_E^{1/2}) \text{ are bounded, the initial data can belong to } L^2(\Sigma, ||\xi||^{-1}d\Sigma). \text{ However for initial data of compact support the corresponding evolution meets the nice properties described in [8] and succinctly in the Introduction.}
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representations of the SO\((n + 1)\) rotation group, so it is convenient to work with these subspaces labeled by \(m\). Then, if \(\phi_1\) and \(\phi_2\) both belong to an \(m\)–subspace,

\[
(\phi_1, \phi_2)_{L^2(\Sigma, ||\xi||^{-1}d\Sigma)} = \int_\Sigma \phi_1^* \phi_2 ||\xi||^{-1}d\Sigma = \int_0^{\pi/2} \varphi_{1m}(x) \varphi_{2m}(x)dx
\]

(5)

This means we can just consider \(L^2([0, \pi/2], dx)\) in the following.

The differential equation for \(\varphi_m\) becomes

\[
A\varphi_m = -\frac{d^2 \varphi_m}{dx^2} + \frac{\varphi_m \sin^2(x)}{2} \left( \nu^2 - \frac{1}{4} \right) + \frac{\varphi_m \cos^2(x)}{2} \left( \sigma^2 - \frac{1}{4} \right) = \omega^2 \varphi_m,
\]

where

\[
\nu^2 - \frac{1}{4} = \frac{n(n + 2)}{4} + m^2 \ell^2; \quad \sigma^2 - \frac{1}{4} = m(m + n - 1) + \frac{n(n - 2)}{4}
\]

(7)

For later purposes we will choose to use sometimes the following parameters that simplify notation a little bit and come from the standard notation for the Gaussian hypergeometric function

\[
a = \frac{1 + \nu + \sigma + \omega}{2}, \quad b = \frac{1 + \nu + \sigma - \omega}{2}, \quad c = 1 + \sigma
\]

(8)

Notice that \(c\) and the combination \(a + b\) do not depend on \(\omega\).

The domain of \(A\) is \(D(A) = C^\infty_0[0, \pi/2]\), and \(A\) is then a symmetric operator. Moreover, \(A\) is positive if and only if \(\nu^2 \geq 0\) (Proposition 3.1, [9]). This is the Breitenlohner-Freedman (BF) bound [20] which translates in three dimensions to \(m^2 \ell^2 \geq -1\). Thus, in the case \(\nu^2 \leq 0\) there is no positive self-adjoint extension of \(A\), implying it is impossible to define a sensible evolution of initial data, where sensible means precisely the requirements proposed in [8]. We shall then not consider this case anymore.

Equation (6) is precisely the eigenvalue equation for the operator \(A\), as well as for the operator \(A^\dagger\), taking into account that its domain is larger. It can be obtained by a few integration by parts and using that the domain of \(A\) is the space of smooth functions of compact support,

\[
D(A^\dagger) = \{ \varphi \in L^2([0, \pi/2], dx) \mid \varphi' \in AC[0, \pi/2], \quad A^\dagger \varphi \in L^2([0, \pi/2], dx) \}\n\]

(9)

Here \(AC\) means absolutely continuous.

We will need the general solution to (6) which can be described in terms of hypergeometric functions

\[
\varphi_m = \sin^{\nu + \frac{1}{2}}(x) \cos^{\sigma + \frac{1}{2}}(x) \left[ B_1 F_1(a, b; c; \cos^2(x)) + B_2 \cos^{-2\sigma}(x) F_1(a - c + 1, b - c + 1; 2 - c; \cos^2(x)) \right],
\]

(10)

3Here \(a(b)\) equals \(\nu(\nu)\) for positive (negative) \(\omega\) in [9]. Also \(\nu\) denotes the positive square root of \(\nu^2\)

4To be precise, the second term should be replaced by eq. (147) in [9] if \(\sigma + 1\) is a natural number. However it does not change the fact that it is not square-integrable and thus \(B_2 = 0\) anyway.
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however the function multiplying $B_2$ is not square-integrable because of its behaviour near the origin $x = \pi/2$ and so $B_2 = 0$ must be set \[9\]. The remaining solution can be written in terms of two other hypergeometric functions depending on $\sin^2(x)$, which is more suitable for analysing the boundary at infinity $x = 0$ (if $\nu + 1 \in \mathbb{N}$ other expressions apply, see \[9\] and the following section):

$$
\varphi_m(x) = G_{\nu}(x) \left( \frac{\Gamma(c)\Gamma(c-a-b)}{\Gamma(c-a)\Gamma(c-b)} \sin^{2\nu}(x)f_1 + \frac{\Gamma(c)\Gamma(a+b-c)}{\Gamma(a)\Gamma(b)}f_2 \right)
$$

(11)

where we have denoted $f_1 = 2F_1(a,b;1+a+b-c;\sin^2(x))$ and $f_2 = 2F_1(c-a,c-b;1+c-a-b;\sin^2(x))$ to shorten notation, and also

$$
G_{\nu} := \sin^{-\nu+1/2}(x)\cos^{\sigma+1/2}(x)
$$

(12)

A function (11) is a generic eigenfunction of $A^\dagger$ with arbitrary eigenvalue $\omega^2 \in \mathbb{C}$ (disregarding momentarily the domain of $A^\dagger$). However, it is not square-integrable for $\nu \geq 1$, except for certain discrete real values of $\omega$.

### 2.1.1 Self-adjoint extensions

Since $\sigma$ only depends on $n$ and the total angular momentum $m$, $\sigma = m + (n-1)/2$, it is enough to vary $\nu^2 \geq 0$ in order to give quantitative different possibilities for the self-adjoint extensions of $A$ (notice that in three dimensions $\sigma = m$). Without loss of generality we shall consider $\nu \geq 0$. The formalism developed by von Neumann requires that we find the eigenvectors of $A^\dagger$ with eigenvalues $\pm i$. It is actually more convenient (and ultimately equivalent) to consider the eigenvalues $\omega^2 = \pm 2i$.

We shall call such eigenfunctions $\varphi^\pm_m$. Taking into account the dimension of the deficiency subspaces\(^5\), we summarize next the results of \[9\] regarding self-adjoint extensions.

\(\nu^2 \geq 1\): There is no eigenvectors (11) of $A^\dagger$ with eigenvalues $\omega^2 = \pm 2i$ and then there is only one self-adjoint extension. It is actually the positive one, because $A$ is positive, called Friedrichs extension.

\(^5\)Deficiency subspaces are the eigenspaces associated to the purely imaginary eigenvalues $\omega^2 = \pm i$ of $A^\dagger$. If their dimensions are $n_\pm$, then there are self-adjoint extensions if and only if $n_+ = n_-$. If $n_+ = n_- = 0$ there is only one self-adjoint extension. If $n_+ > 0$ then there are infinite self-adjoint extensions, labelled by partial isometries from one eigenspace to the other \[21\]. The case $n_+ = n_- = 1$ is of particular relevance to us, and implies there is a $U(1)$ family of self-adjoint extensions.
0 \leq \nu^2 < 1: \ There is one eigenvector (11) of \( A^\dagger \) for each \( \omega^2 = \pm 2i \) and so there is a \( U(1) \) family of self-adjoint extensions, parameterized by a phase \( e^{i\theta} \).

Physically what this means is that depending on the value of \( \nu^2 \) we can have the freedom of considering different boundary conditions, each giving a distinct causal evolution of initial data. Let us explain this in more detail. Let us consider the latter case above so there is one eigenvector \( \varphi^\pm_m \) generating each deficiency subspace and we have a family \( A_\theta \) of self-adjoint extensions (we will make explicit \( \varphi^\pm_m \) shortly). The way to see each of these operators is in one-to-one relation to different boundary conditions, and that we can indeed explicitly state them, can be seen as follows. First we have to mention that if the initial data is of compact support the solution restricted to a constant \( t \) surface will always be in the domain of \( A_\theta \) \( [8] \). The domain of such self-adjoint extension is \( [21] \)

\[
D(A_\theta) = D(\bar{A}) + C\varphi^\theta_m
\]

where \( \bar{A} \) is the closure of \( A \) and \( \varphi^\theta_m = \varphi^+_m + e^{i\theta}\varphi^-_m \). Since the domain of \( A \) are the smooth compactly supported functions, it is then clear that the boundary values of functions in \( D(A_\theta) \) are only given by the behaviour of \( \varphi^\theta_m \). Since this function depends on the phase \( e^{i\theta} \), this is how it is seen that the particular self-adjoint extension determines the boundary conditions. Recall what we just mentioned above that for any time \( t \) the solution is in the domain of \( A_\theta \) as long as the initial conditions are of compact support. For completeness let us mention that the way \( A_\theta \) operates on a function in its domain is \( [21] \)

\[
A_\theta(\varphi_0 + z\varphi^\theta_m) = \bar{A}\varphi_0 + 2iz\varphi^+_m - 2ize^{i\theta}\varphi^-_m, \quad \varphi_0 \in D(\bar{A}), \quad z \in \mathbb{C}.
\]

In order to show the explicit way the solution behaves near infinity \((x = 0)\), from the discussion above it is clear that we need to understand the behavior of \( \varphi^\theta_m \) in that limit. First let us write

\[
\varphi^\theta_m = G_\nu \left\{ \sin(x)^{2\nu} \left[ \frac{\Gamma(c)\Gamma(c-a-b)}{\Gamma(c-a_+)\Gamma(c-b_+)} f_1^+ + e^{i\theta} \frac{\Gamma(c)\Gamma(c-a-b)}{\Gamma(c-a_-)\Gamma(c-b_-)} f_1^- \right] \\
+ \left[ \frac{\Gamma(c)\Gamma(a+b-c)}{\Gamma(a_+)\Gamma(b_+)} f_2^+ + e^{i\theta} \frac{\Gamma(c)\Gamma(a+b-c)}{\Gamma(a_-)\Gamma(b_-)} f_2^- \right] \right\}
\]

where \( f_1^\pm \) and \( f_2^\pm \) are the hypergeometric functions defined after (11) and evaluated at \( \omega_\pm = 1 \pm i \) (the root chosen does not change anything, since just means an interchange \( a \leftrightarrow b \) which leaves the hypergeometric functions invariant). The same applies for \( a_\pm \) and \( b_\pm \), and recall that \( c \) and \( a+b \) do not depend on \( \omega \), that is why in those cases we do not indicate the sign \( \pm \).
Since for $\nu^2 \geq 1$ there is only one positive self-adjoint extension, the remaining case to study near $x = 0$ is $0 < \nu < 1$ ($\nu = 0$ is similarly analyzed [9]),

$$\varphi^0_m = G_\nu \{ a_\nu + b_\nu \sin(x)^{2\nu} + \ldots \}, \quad x \sim 0,$$

(16)

where

$$a_\nu = -\frac{2e^{i\frac{\theta}{2}}\Gamma(1 + \sigma)\Gamma(\nu)}{\left| \zeta^{-(1+i)} \sigma \right|^2} \sin\left( \frac{\theta}{2} - \theta_{+\nu} \right)$$

(17)

and

$$b_\nu = -\frac{2e^{i\frac{\theta}{2}}\Gamma(1 + \sigma)\Gamma(-\nu)}{\left| \zeta^{-i\nu} \sigma \right|^2} \sin\left( \frac{\theta}{2} - \theta_{-\nu} \right) = a_{-\nu},$$

(18)

and where $\theta_{+\nu} \in (-\pi/2, \pi/2]$ is given by,

$$\sin(\theta_{\pm\nu}) = \frac{\pm \nu + \sigma}{\sqrt{1 + (\pm \nu + \sigma)^2}}$$

(19)

We have used the notation of [9] where $\zeta^{-(1+i)} = b_+ = \zeta^{-i\nu} + \nu$. In what follows it will prove useful to keep this notation.

It is not hard to see that possible values of $\theta \in (-\pi, \pi]$ are in bijection with the real values of the ratio

$$\frac{b_\nu}{a_\nu} = \frac{\left| \zeta^{-(1+i)} \sigma \right|^2 \Gamma(\nu) \sin\left( \frac{\theta}{2} - \theta_{-\nu} \right)}{\left| \zeta^{-(1+i)} \sigma \right|^2 \Gamma(\nu) \sin\left( \frac{\theta}{2} - \theta_{+\nu} \right)}$$

(20)

In other words, we have a self-adjoint extension, and thus a choice of boundary condition at infinity of AdS, for a given value of $b_\nu/a_\nu \in \mathbb{R}$.

### 2.1.2 Positivity: discarding the bound states

In order to have a well-defined evolution of the initial data, one must make sure that these self-adjoint extensions are positive. This does not happen for every boundary condition. As we will perform this analysis in detail for the BTZ black hole in the following section, it seems a good idea now to review the strategy laid out in the proof of Theorem 3.2 of [9] for the case of AdS. At the end we summarize the results.

Since the operator $A_\theta$ when restricted to the domain of compactly supported smooth functions (or better, to its closure) is positive, and since the remaining part of its domain [13] is one-dimensional
(generated by \(\varphi^0_m\)), the spectral theorem for self-adjoint operators implies that the negative spectral subspace of \(A_\theta\) is at most one-dimensional. Then, if this subspace is non-empty there must be an eigenvector with negative eigenvalue. We call such eigenvector a bound state \(\varphi^\lambda_m\), with eigenvalue \(\omega^2 = -\lambda^2\) (we take \(\omega = i\lambda\) with \(\lambda > 0\)). We want to see which \(\theta\)'s allow for the existence of a bound state and which do not.

Since the bound state must belong to the domain of \(A_\theta\), it must necessarily have the asymptotic behavior of \(\varphi_m^0\) for \(x = 0\). Then, we should compare the asymptotic of (11) with \(\omega = i\lambda\) and the asymptotic (16). The former is given in an analogous way to the latter, and we define accordingly the quantities for any \(\omega\)

\[
E = \frac{\Gamma(c)\Gamma(c-a-b)}{\Gamma(c-a)\Gamma(c-b)} = \frac{\Gamma(c)\Gamma(-\nu)}{\Gamma(\zeta^\omega_{-\nu,\sigma})\Gamma(\zeta^{-\omega}_{-\nu,\sigma})} \\
D = \frac{\Gamma(c)\Gamma(a+b-c)}{\Gamma(a)\Gamma(b)} = \frac{\Gamma(c)\Gamma(\nu)}{\Gamma(\zeta^\omega_{\nu,\sigma})\Gamma(\zeta^{-\omega}_{\nu,\sigma})}
\]

The matching of the asymptotics gives the necessary condition (now evaluating these expressions for \(\omega = i\lambda\)) for \(\varphi_m^\lambda\) to belong in \(D(A_\theta)\),

\[
\frac{|\Gamma(\zeta^\lambda_{\nu,\sigma})|^2}{|\Gamma(\zeta^\lambda_{-\nu,\sigma})|^2} = \frac{\sqrt{(\nu + \sigma)^2 + 1} |\Gamma\left(\zeta^{-(-1+i)}_{\nu, \sigma}\right)|^2}{\sqrt{(-\nu + \sigma)^2 + 1} |\Gamma\left(\zeta^{-(-1+i)}_{-\nu, \sigma}\right)|^2} \sin \left(\frac{\theta}{2} - \theta_{-\nu}\right) \sin \left(\theta_{\nu} - \frac{\theta}{2}ight) \tag{22}
\]

Now, the left-hand side is increasing with \(\lambda\) and the minimum is at \(\lambda = 0\). This implies that a necessary condition to have a bound state can be written as,

\[
\frac{b_\nu}{a_\nu} < -\frac{\Gamma(-\nu)}{\Gamma(\nu)} \frac{\Gamma(0_{\nu,\sigma})^2}{\Gamma(\zeta^0_{-\nu,\sigma})^2} \tag{23}
\]

If this does not hold then there is no bound state and \(A_\theta\) is a positive self-adjoint operator giving rise to a sensible propagation through AdS of initial data. That (23) is sufficient for assuring the existence of a bound state is however not clear to us: it could be the case that \(\varphi_m^\lambda\) has the requested asymptotics but nevertheless it is not in the domain of \(A_\theta\). What is indeed certain is that if (23)

\[\text{This can be seen as follows [22]: consider the property of the } \Gamma \text{ function } \left|\frac{\Gamma(x+iy)}{\Gamma(x)}\right|^2 = \prod_{n=0}^{\infty} \left(1 + \frac{y^2}{(x+n)^2}\right)^{-1}. \text{ If we define } s := \zeta^0_{\nu,\sigma} \text{ and } y = i\lambda/2, \text{ by using the property with both } x = s \text{ and } x = s + \nu, \text{ we get} \]

\[
\left|\frac{\Gamma(s+\nu+iy)}{\Gamma(s+iy)}\right|^2 \left|\frac{\Gamma(s)}{\Gamma(s+\nu)}\right|^2 = \prod_{n=0}^{\infty} \left(1 + \frac{y^2}{(s+\nu+n)^2}\right)^{-1} \left(1 + \frac{y^2}{(s+n)^2}\right) \geq 1
\]
does not hold we can assure that the operator $A_\theta$ is positive and being also self-adjoint it gives a sensible propagation of the scalar field.

We can make an additional observation to the analysis of [9], regarding the appearance of bound states and the part they play in the Hilbert space on the initial surface. Let us say there is such a $\varphi_m^\lambda$, so this means that taking into account the time dependence a solution on AdS could be $\phi_m^\lambda = e^{-\lambda t} \varphi_m^\lambda$, where $\varphi_m^\lambda$ does not depend on the time coordinate and is not of compact support (if it were it would belong to the domain of $A$ which is positive). The Klein-Gordon squared norm of such bound state is then

$$\langle \phi_m^\lambda, \phi_m^\lambda \rangle = \int_\Sigma \left[ (\phi_m^\lambda)^* (\nabla_\mu \phi_m^\lambda) - (\nabla_\mu (\phi_m^\lambda)^*) \varphi_m^\lambda n^\mu \right] d\Sigma = \int_\Sigma \left[ (-\lambda)(\phi_m^\lambda)^* \phi_m^\lambda + \lambda (\phi_m^\lambda)^* \varphi_m^\lambda \right] \frac{1}{||\partial_l||} d\Sigma = 0$$

We see this state has zero norm. So a bound state cannot be induced on $\Sigma$ from a solution of the Klein-Gordon equation in the whole spacetime, since such solution has zero norm and should be quotiented away. Since in the case of globally hyperbolic spacetimes the previous squared norm makes sense and one is interested in including the globally hyperbolic case in the evolution prescription, this shows that bound states should not appear. It might be the case that it is possible to modify the prescription of [7, 8] in order to allow first a finite-dimensional negative spectral subspace of $A_\theta$, and finally to redefine the Hilbert space by quotienting away these bound states. However, it would be expected that at least one of the nice requirements of [8] will not be satisfied. We leave this as an open question.

3 Dynamics in a BTZ black hole

The content of this section is the main original contribution of the present work, apart from a few minor computations and comments in the previous section. We apply here the formalism developed in [7, 8, 9] to the case of the exterior of a static BTZ black hole, and we obtain different possible boundary conditions where the causal evolution can be defined and then the quantization can be in principle achieved.

The metric of a static BTZ outer region is given by,

$$ds^2 = \frac{r^2 - r_+^2}{\ell^2} dt^2 + \frac{\ell^2}{r^2 - r_+^2} dr^2 + r^2 d\phi^2$$

(24)

where $r_+ < r$, $-\infty < t < +\infty$, and $0 \leq \phi < 2\pi$.

By a change of coordinates $x = \coth^{-1} \left( \frac{x}{r_+} \right)$, we have that the horizon $r_+$ is at $x = \infty$ while infinity is at $x = 0$. We already see a crucial difference with the AdS case: the range of the radial
coordinate $x$ is now on the half-line (we could make a further change of coordinates to work on a finite range, but coordinate $x$ allows to keep the expressions similar to those of the previous section). Let us again perform a separation of variables as in (11), but with a rescaled frequency $\omega \ell^2/r_+ \to \omega$. By the same arguments as in the AdS case, the Hilbert space for a fixed angular momentum eigenspace is $L^2([0,\infty), dx)$, and the operator $A$ on such eigenspace is

$$A\phi_m = -\frac{\partial^2 \phi_m}{\partial x^2} + \frac{\phi_m}{\sinh^2(x)} \left[ \frac{3}{4} + m_0^2 \ell^2 \right] + \frac{\phi_m}{\cosh^2(x)} \left[ \frac{1}{4} + m^2 \left( \frac{l}{r_+} \right)^2 \right] = \omega^2 \phi_m$$  (25)

We find convenient, in order to keep as close as possible to the AdS case, to rewrite this as

$$A\phi_m = -\frac{\partial^2 \phi_m}{\partial x^2} + \frac{\phi_m}{\sinh^2(x)} \left[ \nu^2 - \frac{1}{4} \right] + \frac{\phi_m}{\cosh^2(x)} \left[ |\sigma|^2 + \frac{1}{4} \right] = \omega^2 \phi_m$$  (26)

where $\sigma$ may be now a complex number of absolute value $m\ell/r_+$. We will keep the notation of the previous section, $\nu, \sigma, \omega$ and so on, in order to avoid clutter by writing subscripts 'BTZ', although the reader should understand that all these quantities are referring to the present case of the black hole.

At this point we can discuss the positivity of $A$. Eventhough we aim to find positive self-adjoint extensions of $A$, recall from the AdS case that just from the positivity of $A$ it was possible to discard the region $\nu^2 < 0$. Even more, the positivity of $A$ was also useful to study the positivity of the self-adjoint extensions. Unfortunately, the procedure in [9] to show that $A$ is positive for $\nu^2 > 0$ does not work in the case of the BTZ. We will content ourselves to point out that as long as $\nu^2 \geq 1/4$, $A$ is positive on its domain of compactly supported smooth functions. To see this it is enough to decompose $(\phi, A\phi)$ as a sum of three positive integrals. Notice that this includes the conformally coupled case $\nu^2 = 1/4$. Although the positivity for $0 \leq \nu^2 < 1/4$ (and non-positivity for $\nu^2 < 0$) remains to be proved, it is nevertheless possible to provide fairly convincing evidence: the operator $A$ consists of a kinetic term, which always gives a positive contribution, plus a potential term which is positive for $\nu^2 \geq 1/4$, as we already pointed out, and for other values is positive for $x > \eta$, with $\eta$ some real positive number. The proof in [9], for the region $\nu^2 < 0$ consists of looking at the potential where it is most negative, namely near the region $x = 0$. And since in this region the AdS potential in $A$ has the same behaviour as the one for the BTZ case, then it is reasonable to expect that the same reasoning, with some adaptation, applies for the BTZ and one concludes that for $\nu^2 < 0$ (26) is not positive. It seems harder to give compelling evidence for the range $0 \leq \nu^2 < 1/4$, however it

\[\text{We leave the rigorous treatment of the remaining cases for future work, although see the main text for a non-rigorous discussion.}\]
is a fact that the problematic region is close to \( x = 0 \) where both operators look the same. For all this we will still consider the region \( \nu^2 \geq 0 \) in what follows.

The adjoint operator \( A^\dagger \) is the same as \( A \) as a differential operator, and its domain is computed in complete analogy to the AdS case,
\[
D(A^\dagger) = \{ \varphi \in L^2([0, \infty), dx) \mid \varphi' \in AC[0, \infty), \ A^\dagger \varphi \in L^2([0, \infty), dx) \} \tag{27}
\]

The general solution of (26) regular at \( x = \infty \), as long as \( a - b = i \omega \) is not an integer (this is discussed later), is
\[
\varphi_m = \sinh^{\nu + 1/2}(x) \cosh^{\frac{1}{2} + \sigma}(x) \left[ B_1 \cosh^{-2a}(x) \psi_1 \left( a, 1 + a - c, 1 + a - b; \cosh^{-2}(x) \right) + B_2 \cosh^{-2b}(x) \psi_2 \left( b, 1 + b - c, 1 + b - a; \cosh^{-2}(x) \right) \right] \tag{28}
\]
where now \( a \) and \( b \) are defined as in (8) but with \( \omega \) replaced by \( i \omega \), and \( \sigma = i m \ell / r_+ \):
\[
a = \frac{1 + \nu + \sigma + i \omega}{2}, \quad b = \frac{1 + \nu + \sigma - i \omega}{2}, \quad c = 1 + \sigma \tag{29}
\]

Now, it is important to stress that (28) represents a two-dimensional space of solutions of fixed \( \omega^2 \in \mathbb{C} \), but in what follows we need square-integrable functions. By looking at the behaviour of the two linearly independent functions (28) near the horizon, \( x = \infty \), it is straightforward to see that their absolute value goes as \( e^{x \Im(\omega)} \) for \( B_2 = 0 \) and \( e^{-x \Im(\omega)} \) for \( B_1 = 0 \). Thus, only one of them is square-integrable. We consider the squared root of \( \omega^2 \) with \( \Im(\omega) > 0 \) and set \( B_1 = 0 \) in (28). Choosing the other root amounts to the replacement \( \omega \rightarrow -\omega \) and the interchange \( a \leftrightarrow b \) in the former solution, which leaves it invariant. Thus we can consider only the case \( \Im(\omega) > 0 \), with \( B_1 = 0 \).

This square-integrable solution, as long as \( \nu + 1 \notin \mathbb{Z} \), can be rewritten using the transformation identities for hypergeometric functions as [22],
\[
\varphi_m = \tilde{G}_\nu(x) \left[ \sinh^{2\nu}(x) \frac{\Gamma(b - a + 1) \Gamma(c - a - b)}{\Gamma(1 - a) \Gamma(c - a)} \psi_{1m} + \frac{\Gamma(b - a + 1) \Gamma(a + b - c)}{\Gamma(b) \Gamma(b - c + 1)} \psi_{2m} \right], \tag{30}
\]
where
\[
\psi_{1m} = \psi_1(a, b; 1 + a + b - c; 1 - \cosh^2(x)), \quad \psi_{2m} = \psi_1(c - a, c - b; 1 + c - a - b; 1 - \cosh^2(x)) \tag{31}
\]
and
\[
\tilde{G}_\nu(x) = \sinh^{-\nu + 1/2}(x) \cosh^{\sigma + 1/2}(x) \tag{32}
\]
However, this is not square-integrable for all values of \( \nu^2 \). We have already studied the behavior near the horizon and now we have to do the same near infinity, \( x = 0 \). From this it follows that (30) is
not square-integrable unless $\nu^2 < 1$, and as in AdS we arrive at the Breitenlohner-Freedman window [20],

$$0 \leq \nu < 1$$ (33)

The case $\nu = 0$ has to be considered separately, as in the AdS case, and we do it next. But first, let us say that it is not that surprising to arrive to the same condition for the mass in the BTZ case as in the AdS case since it comes from the behaviour of the functions near the (conformal) boundary, which both spacetimes have in common.

The cases $\nu + 1 \in \mathbb{N}$, which include the BF bound $\nu = 0$, can be considered in a similar way as in [9]. The hypergeometric function in (28) multiplying $B_2$ has $z^{-1} = \cosh(x)^{-2}$ in its argument, and using the transformation formulas 15.3.10 and 15.3.12 of [22] it can be put as a function of $1 - z^{-1}$, for the cases $\nu = 0$ and $\nu = \mathbb{N}$ respectively. Now, this gives almost the same result as in [9], the main difference being that in that reference the solution is a function of $\sin^2(x)$ while in our case is a function of $\tanh^2(x)$, however in the limit $x = 0$ both give the same and we conclude then as in [9]: there is no square integrable solution for $\nu \geq 1$ (even if it is an integer) but for $\nu = 0$ the solution is square-integrable. In brief, square-integrable solutions must have $0 \leq \nu < 1$. This is valid for any $\omega \in \mathbb{C}$, with the exceptions when $\omega$ is such that the denominators in (30) diverge because of a negative integer in the Gamma functions. These particular cases are called degenerate [22] and we prefer not to analyze them in full detail [8]. Coming back to the $\nu = 0$ case, this is done in detailed in [9] and since we already justified that for $\nu = 0$ the expansion near $x = 0$ in the BTZ case is exactly the same as in the AdS case, we will omit the computations for $\nu = 0$ and just state the results together with those for $\nu > 0$.

Now we have to repeat the analysis of square-integrability close to $x = \infty$ when $a - b = i\omega$ is an integer. When $\text{Im}(\omega) = 0$ we have no square-integrable solution, since one solution of (26) goes like a constant and the other is linear in $x$ [22]. For $\text{Im}(\omega) = n \in \mathbb{N}$ we will consider $n > 0$, and $n < 0$ will become evident from an exchange $a \leftrightarrow b$. If $a - b = n > 0$, we have two independent solutions (see [22] and [23]),

$$\varphi_{1+} = z^{a - n/2}(1 - z^{-1})^{\frac{1}{2}(\nu + 1/2)} z^{-a} F(a, a - c + 1; n + 1; z^{-1}) \sim z^{-n/2}$$

$$\varphi_{2+} = z^{a - n/2}(1 - z^{-1})^{\frac{1}{2}(\nu + 1/2)} z^{-a} \left[ F(a, a - c + 1; n + 1; z^{-1}) \log(z^{-1}) + \sum_{r=1}^{\infty} \rho z^{-r} + \sum_{r=1}^{n} \tilde{\rho} z^{-r} \right] \sim z^{n/2}$$

[8] To be precise, the degenerate cases are defined for $c$ not an integer and at least one of the numbers $a, b, c - a, c - b$ is an integer. In our case this translates to $\omega = \pm m_{r+} \pm i2n \pm i(\nu - 1)$ or $\omega = \pm m_{r+} \pm i2n \pm i(\nu - 1)$, where $m \neq 0$.  
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where $z = \cosh^2(x)$ and $\rho$ and $\tilde{\rho}$ mean coefficients of the sums that are unimportant. The point is
that in region $x = \infty$ we see that $\phi_{1+}$ is square-integrable while $\phi_{2+}$ is not. For the case $n < 0$ let
us redefine $n$ to be positive and consider $-i\omega = b - a = n > 0$, which amounts to exchange $a \leftrightarrow b$
above, but the asymptotic behaviour is still the same:

$$\phi_{1-} \sim z^{-n/2}$$  \hspace{1cm} (36)

$$\phi_{2-} \sim z^{n/2}$$  \hspace{1cm} (37)

We see then that regardless the integer $a - b + 1$, we have one possible square-integrable solution
given by $\phi_{1+}$ if $a - b = n > 0$ and by $\phi_{1-} = \phi_{1+}|_{a \leftrightarrow b}$ if $b - a = n > 0$. There remains to see their
behaviour close to the boundary $x = 0$. Proceeding as for the case $\omega \notin i\mathbb{Z}$, the computations are the
same and as long as $\nu + 1 \notin \mathbb{N} > 0$ we conclude $\nu < 1$ in order to have a square-integrable solution.
If $\nu = 0$ we can use again formula 15.3.10 from [22] and see that indeed this is a square-integrable
solution. For $\nu$ a positive integer we use formula 15.3.12 in [22] and see it is not square-integrable.
So we have covered all cases, with the possible exceptions of the ones called degenerate (see footnote
8).

### 3.1 Self-adjoint extensions

As in the AdS case, we need to find the deficiency subspaces. It will be more convenient to look for
eigenstates of $A^\dagger$ with eigenvalues $\pm 2i$. From the discussion above, we can summarize the results
regarding the dimensions of the deficiency subspaces and thus the existence of self-adjoint extensions
of $A$:

$\nu^2 \geq 1$: There are no eigenvectors of $A^\dagger$ with eigenvalues $\omega^2 = \pm 2i$ and then there is only one
self-adjoint extension. It is actually the positive one called Friedrichs extension.

$0 \leq \nu^2 < 1$: There is one eigenvector of $A^\dagger$ for each $\omega^2 = \pm 2i$ and so there is a $U(1)$ family of
self-adjoint extensions parameterized by a phase $e^{i\theta}$.

These are the same conclusions as in the AdS case as for existence of self-adjoint extensions. However, the dynamics of the field, which depends on the boundary conditions, may be different in
the region $0 \leq \nu < 1$. We discuss the possible boundary conditions next.

We have just seen that, as in the AdS case, the deficiency subspaces are one-dimensional, which
implies that the self-adjoint extensions (and thus the boundary conditions) are parametrized by a
phase $e^{i\theta}$. The boundary conditions satisfied by the scalar field coincide with the ones of $\phi_m^\theta =$
\[ \varphi^+ + e^{i\theta} \varphi^- \text{ as explained in the previous section. The functions } \varphi^+_m \text{ and } \varphi^-_m \text{ correspond to solutions (30) with eigenvalues } \omega_\pm = i \pm 1. \text{ Note that the scalar field is necessarily exponentially suppressed when approaching the horizon } x \to \infty \text{ given the analysis above in this region, so one is left to study in more detail the boundary conditions at the boundary of the BTZ.} \]

The asymptotic behaviour of \( \varphi^\theta_m \) at infinity \((x = 0)\) with \( \nu \neq 0 \) is (the \( \nu = 0 \) case is similar, see [9]),

\[ \varphi^\theta_m = \sinh^{1/2-\nu}(x) \left[ \tilde{a}_\nu + \tilde{b}_\nu \sinh^{2\nu}(x) + ... \right], \tag{38} \]

where we have defined the constants

\[ \tilde{a}_\nu = -2\Gamma(\nu) e^{i\theta} \left| \frac{\Gamma(1-i\omega_-)}{\Gamma(b_-)\Gamma(\nu+1-a_-)} \right| \sin \left( \frac{\theta}{2} - \theta_a \right) \tag{39} \]

\[ \tilde{b}_\nu = -2\Gamma(-\nu) e^{i\theta} \left| \frac{\Gamma(1-i\omega_-)}{\Gamma(b_-)\Gamma(1-a_-)} \right| \sin \left( \frac{\theta}{2} - \theta_b \right) = \tilde{a}_{-\nu} \tag{40} \]

where \( \theta_a \) and \( \theta_b \) are defined as

\[ \sin \theta_a = -\frac{\text{Re} \left( \frac{\Gamma(1-i\omega_-)}{\Gamma(b_-)\Gamma(\nu+1-a_-)} \right)}{\text{Re} \left( \frac{\Gamma(1-i\omega_-)}{\Gamma(b_-)\Gamma(1-a_-)} \right)}, \quad \sin \theta_b = -\frac{\text{Re} \left( \frac{\Gamma(1-i\omega_-)}{\Gamma(b_-)\Gamma(1-a_-)} \right)}{\text{Re} \left( \frac{\Gamma(1-i\omega_-)}{\Gamma(b_-)\Gamma(\nu+1-a_-)} \right)} \tag{41} \]

We have used that \((b_\pm)^* = \nu + 1 - a_\pm\). Again, as in the previous section, the parameters with upper index + or − are defined using \( \omega_\pm \). We follow the same reasoning of [9] as described in the previous section and note that the values of \( \theta \) are in one-to-one relation with the values of the ratio \( \tilde{b}_\nu/\tilde{a}_\nu \), which can be any real number and also \( \pm \infty \) (corresponding to \( \tilde{a}_\nu = 0 \)). This is a sort of Dirichlet condition at \( x = 0 \), which is precisely Dirichlet in the conformally coupled case (see the discussion in [9]). The generic values of \( \tilde{b}_\nu/\tilde{a}_\nu \) correspond to Robin boundary conditions. These are the allowed boundary conditions at infinity that can be imposed on the scalar field in order to have a well-defined evolution, except for the fact that we have to check that the operator is positive for these boundary conditions.

### 3.2 Positivity: discarding BTZ bound states

Finally we need to see if there is a range of the parameter \( \theta \) where the self-adjoint extension \( A_\theta \) is not positive. If this is the case then the corresponding boundary condition will not give an evolution with the properties described in [8]. Recall from the discussion of positivity in the AdS case that it is important first to see the positivity of \( A \) on its domain of compactly supported functions. We already discussed previously in this section that this is the case provided \( \nu^2 \geq 1/4 \) and gave reasons
to believe that it is in fact positive for $\nu^2 \geq 0$ and non-positive if $\nu^2 < 0$. So let us assume that this
is in fact the case and proceed by noticing that since the deficiency indices are 1, the domain of $A_0$
is just the sum (as vector spaces) of the closure of $A$ and $\mathbb{C}\varphi^\theta_{r_m}$, the one-dimensional space generated
by $\varphi^\theta_{r_m}$. Then by the same argument as for the AdS case, the operator is not positive if and only if
there is a bound state on its domain (there is at most one), namely a state $\varphi^\lambda_{m}$ with negative energy
$\omega^2 = -\lambda^2$. Let us take the squared root $\omega = i\lambda$ with positive $\lambda$.

In order to study the existence of such state we repeat the procedure as in the AdS case, namely
looking for a necessary condition for its existence, which comes from demanding that it satisfies the
boundary conditions (38). As in (21) we define the coefficients that determine the asymptotics of
any solution of (26):

$$
\tilde{D} = \frac{\Gamma(\nu)\Gamma(1 - i\omega)}{\Gamma(b)\Gamma(\nu + 1 - a)}, \quad \tilde{E} = \frac{\Gamma(-\nu)\Gamma(1 - i\omega)}{\Gamma(b - \nu)\Gamma(1 - a)}
$$

We use this notation momentarily and these parameters should not be confused with the energy
functional. In order for $\varphi^\lambda_{m}$ to have the asymptotics of $\varphi^\theta_{m}$, the value $\lambda$ needs to satisfy that

$$
\frac{|\Gamma(b_\lambda)|^2}{|\Gamma(b_\lambda - \nu)|^2} = \frac{\Gamma(\nu)\tilde{b}_\nu}{\Gamma(-\nu)\tilde{a}_\nu}
$$

where $b_\lambda$ is $b$ evaluated at $\omega = i\lambda$. Similar to the strategy followed by [9] in the AdS case, we will
show that the left hand side is increasing with $\lambda$ and that it takes its minimum at $\lambda = 0$. However,
the identity used for AdS in the previous section is not useful here, and we instead take advantage
of theorem 5.2 in [24] which readily gives that

$$
\left| \frac{\Gamma(b_\lambda)}{\Gamma(b_\lambda - \nu)} \right| \geq \left| \frac{\Gamma(b_0)}{\Gamma(b_0 - \nu)} \right|
$$

(44)

which means that a necessary condition to have a bound state is,

$$
\frac{\tilde{b}_\nu}{\tilde{a}_\nu} < -\left| \frac{\Gamma(-\nu)}{\Gamma(\nu)} \right| \left| \frac{\Gamma(b_0)}{\Gamma(b_0 - \nu)} \right|^2,
$$

(45)

where we have used $\frac{\Gamma(-\nu)}{\Gamma(\nu)} < 0$ for $\nu \in (0, 1)$. If this inequality is not satisfied then we can claim the
self-adjoint extension given by $\frac{\tilde{b}_\nu}{\tilde{a}_\nu}$ is positive. In other words, a sufficient condition for the self-adjoint
extension to be positive is,

$$
\frac{\tilde{b}_\nu}{\tilde{a}_\nu} \geq -\left| \frac{\Gamma(-\nu)}{\Gamma(\nu)} \right| \left| \frac{\Gamma(b_0)}{\Gamma(b_0 - \nu)} \right|^2.
$$

(46)
3.3 Energy conservation

In this subsection we argue that the boundary conditions imposed at infinity of the BTZ black hole guarantee the energy conservation of the real free scalar field. This is stated somewhat differently in [8] where no mention of the stress energy tensor is made, so we include here an explicit computation involving $T_{\mu\nu}$. According to the prescription proposed by Isibashi and Wald to define sensible dynamics in non-globally hyperbolic static spacetimes [8], the functional

$$\tilde{E}(\phi, \dot{\phi}) = \frac{1}{2} \int_{\Sigma} \dot{\phi}^2 ||\xi||^{-1} d\Sigma + \frac{1}{2} \int_{\Sigma} \dot{\phi} A\phi ||\xi||^{-1} d\Sigma$$

$$= \frac{1}{2} \left( \phi_0, \dot{\phi}_0 \right)_{L^2} + \frac{1}{2} \left( \phi_0, A\phi_0 \right)_{L^2}$$

(47)

is conserved (is invariant under the time translation isometry applied to any solution [8]). The inner product is the one defined on the Hilbert space $\mathcal{H} = L^2(\Sigma, ||\xi||^{-1} d\Sigma)$ and $(\phi_0, \dot{\phi}_0) \in C^\infty_0(\Sigma) \times C^\infty_0(\Sigma)$ is real initial data for the Klein-Gordon equation. In the following calculations, we will show that $\tilde{E}(\phi, \dot{\phi})$ corresponds to the energy of the solution $\phi$ generated from the initial data $(\phi_0, \dot{\phi}_0)$ (in this subsection $E$ and $\tilde{E}$ here are not to be confused with the parameters defined in the previous subsections).

Let us consider the stress-energy tensor of a real scalar field

$$T_{\mu\nu} = \nabla_\mu \phi \nabla_\nu \phi - \frac{1}{2} g_{\mu\nu} \left[ \nabla^\rho \phi \nabla^\rho \phi + m_\phi^2 \phi^2 \right]$$

(48)

Let $\phi$ be the solution defined by the real initial data $(\phi|_{\Sigma} = \phi_0, \nabla_\alpha \phi|_{\Sigma} = \dot{\phi}_0) \in C^\infty_0(\Sigma) \times C^\infty_0(\Sigma)$. The energy of the field at $t = 0$, $E_0$, can be calculated as the integral over the hypersurface of constant time ($t = 0$), $\Sigma$, of the contraction of $T_{\mu\nu}$ with the time-like Killing vector field $\xi = \partial_t$ and the unit normal $n = \xi/||\xi||$.

$$E_0 = \int_{\Sigma} \left\{ \frac{1}{2} \dot{\phi}_0^2 - \frac{1}{2} \left[ g_{tt} \nabla^i \phi_0 \nabla_i \phi_0 + g_{tt} m_\phi^2 \phi_0^2 \right] \right\} \frac{1}{||\xi||} d\Sigma,$$

(49)

where we used that the spacetime is static and the Latin indices correspond to spacelike coordinates. If $\sqrt{g}$ is the determinant of the spacelike part of the metric $\tilde{g}$,

$$E_0 = \int_{\Sigma} \left\{ \frac{1}{2} \dot{\phi}_0^2 + \frac{1}{2} \sqrt{-g_u} \frac{1}{\sqrt{g}} \left[ \partial_i \left( \sqrt{-g_u} \sqrt{g} \phi_0 \partial_j \phi_0 \right) - \phi_0 \partial_i \left( \sqrt{-g_u} \sqrt{g} \phi_0 \partial_j \phi_0 \right) \right] - \frac{1}{2} g_{tt} m_\phi^2 \phi_0^2 \right\} \frac{1}{||\xi||} d\Sigma.$$
Integrating by parts, the boundary term vanishes because \((\phi_0, \dot{\phi}_0) \in C_0^\infty(\Sigma) \times C_0^\infty(\Sigma)\) so
\[
E_0 = \int_{\Sigma} \left\{ \frac{1}{2} \dot{\phi}_0^2 - \frac{1}{2} \sqrt{-g} u \phi_0 \partial_i \left( \sqrt{-g} g^{ij} \partial_j \phi_0 \right) - \frac{1}{2} g u m_e^2 \phi_0^2 \right\} \frac{1}{||\xi||} d\Sigma \tag{50}
\]
Now, the differential operator \(A\) can be expressed as \(A = -||\xi|| \frac{1}{\sqrt{g}} \partial_i \left( ||\xi|| \sqrt{g} g^{ij} \partial_j \right) + ||\xi||^2 m_e^2\); the energy of the field at \(t = 0\) results
\[
E_0 = \frac{1}{2} \int_{\Sigma} \left\{ \phi_0^2 + \phi_0 A \phi_0 \right\} \frac{1}{||\xi||} d\Sigma = \tilde{E}(\phi, \phi) \tag{51}
\]
Because the prescription of Ishibashi and Wald guarantees the conservation of the functional \(\tilde{E}(\phi, \phi)\), the energy of the field must be constant too.

To conclude this section, we highlight that the energy is conserved for every possible positive self-adjoint extension of the operator \(A\). Physically, this means that for every admissible boundary condition which can be imposed to the scalar field on the BTZ black hole, no flux of energy escapes or enters through infinity even though this spacetime is not globally hyperbolic.

4 Conclusions

In this work we have studied the scalar field dynamics of a real massive scalar field in the exterior of a static BTZ black hole. In order to give a detailed analysis of the evolution of initial data despite the lack of global hyperbolicity, we have taken advantage of the results of Wald [7] and Ishibashi and Wald [8, 9], which allow to determine all the boundary conditions that guarantee a physically sensible evolution.

Despite the black hole being locally AdS, the analysis of boundary conditions needed to be repeated with caution since the horizon provides a second surface (apart from the common conformal infinity) where a specific boundary condition could be needed. For example, the operator \(A\) in the case of the black hole turned out to have a different (unbounded) domain, and its form is similar though different enough from the one of AdS, making the study of positivity, in particular, non-trivial. Let us summarize what we find.

Our results show that for \(m^2 \ell^2 \geq 0\) there is only one possible boundary condition, a generalized Dirichlet boundary condition. Technically, this is given by the Friedrichs self-adjoint extension of the operator \(A\) in the equation of motion, which is positive. Heuristically, the effective potential at infinity is large enough to aminish the scalar field modes in that region. What is more interesting
is the BF window $-1 \leq m^2_\varepsilon \ell^2 < 0$, which includes both the conformally coupled case $m^2_\varepsilon \ell^2 = -3/4$ and the lower bound $m^2_\varepsilon \ell^2 = -1$. Within this window a U(1) family of boundary conditions, called Robin boundary conditions, can be imposed. More precisely, at least for $-3/4 \leq m^2_\varepsilon \ell^2 < 0$, we have shown that not all of them are admissible, since the evolution meets the requirements of [8] if the extension $A_\theta$ of $A$ is not only self-adjoint but also positive. For a scalar field in the BTZ background, in order for a self-adjoint extension $A_\theta$ to be positive, negative-energy eigenstates (bound states) should not exist. A necessary condition for the existence of such bound states was given in (45), so if this inequality is not met, then $A_\theta$ must be positive. We failed to give a proof that (45) also holds for the whole BF window $-1 \leq m^2_\varepsilon \ell^2 < 0$, although we provided indications that this is in fact the case.

At the end we showed that one of the consequences of having a positive self-adjoint operator governing the evolution is that the typical energy functional constructed from the stress-energy tensor is positive and conserved, for any of the admissible boundary conditions. This actually holds for solutions that are not related with compactly supported initial, but are finite linear combinations of solutions labeled by initial data (see the Introduction and [8] for further details).

All of these results are intended to give a clear understanding of the kind of solutions that one can encounter, depending not only on the boundary conditions but on the kind of initial data. For example, if the initial data is smooth and of compact support, the solution will remain to be so for a short enough time, but will belong to the domain of $A_\theta$ at any time. We hope that this description can be used in order to construct a rigorous quantization of a scalar field on a BTZ, where it is important to have control over the space of solutions. Strictly speaking, for every boundary condition one would get a different phase space (space of solutions), which should be endowed with a symplectic structure, and then different canonical quantizations would arise. We also hope that our results give further insight on the interpretation of double-trace perturbations on the boundary theory, according to the AdS/CFT correspondence, as we already commented in the Introduction. For instance, the lower bound (46), from a bulk dynamics perspective, would allow to have a small but negative double-trace perturbation coupling on the dual CFT.

It would be also interesting to consider the influence of different Robin boundary conditions on the various notions of conserved charges, in the lines of [25] and [26]. In those references the comparison between holographic charges and covariant phase space charges is performed, but boundary conditions on the fields are crucial in both cases (in [25] Dirichlet boundary conditions are imposed, while in [26] the results of [9] are taken into account). In addition, the case of dimension three is somewhat pathological, since the Weyl tensor vanishes identically and the analysis of [26] needs to be adapted.
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