Cardiovascular disease prediction using deep learning techniques
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Abstract: Cardiovascular Disease or coronary illness is one of the significant dangerous infections in India as well as in the entire world. It is estimated that 28.1% of deaths occur due to heart diseases. It is also the major cause for significant number of deaths which is more than 17.6 million in the year 2016. So proper and timely diagnosis, treatment of such diseases require a system that can predict with precise accuracy and reliability. Intensive research is carried out by various researchers using diverse machine learning algorithms to forecast the heart disease taking different datasets which consists of different attributes that result in heart attack. In this paper we analyzed the dataset collected from kaggle which consists of attributes related to heart disease such as age, gender, blood pressure, cholesterol and so on. We have also investigated the accuracy levels of various machine learning techniques such as Support Vector Machines (SVM), K-Nearest Neighbor (KNN), Decision Trees (DT). The performance and accuracy of above algorithms is not so well when executed using large dataset, so here we tried to improving the prediction accuracy using Artificial Neural Network (ANN), Tensor Flow Keras.
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1. Introduction

The most important part of human body is the heart which pumps blood to every other part. In the event that the heart doesn't work appropriately, at that point the mind and different organs will quit working which prompts the demise of the individual inside couple of moments. So proper functioning of the heart is of vital importance. Heart diseases have developed as one of the most indispensable reason for death all around the globe. As indicated by World Health Organization, heart related diseases are answerable for the taking 17.7 million lives consistently, 31% of every single worldwide demise [1]. In India as well, heart related sicknesses have become the main source of mortality. Thus it
has become important for precise and accurate prediction of heart related diseases. For this many researchers all around the globe started working on predicting heart related diseases by analyzing the massive datasets. Various machine learning techniques have the potential to work on massive datasets and draw useful conclusions. The machine learning models run on various algorithms and hence these algorithms have become important in predicting the existence or non existence of heart diseases accurately.

2. Related work

2.1 Support vector machine

It is a supervised machine learning techniques which attempts to find the optimal hyper-plane by learning through training data of target labeled tuples. The objective is to discover the hyper-plane that see various classes. There can be multiple hyper-planes that can do this task but the objective is to find the hyper-plane with highest margin that maximizes distance between classes. The new data point that need to be classified can be classified easily using the above hyper-plane [2].

![Figure 1. Support Vector Machine](image)

2.2 K– nearest neighbour

Fix and Hodge proposed the KNN model which is one of the simple and most widely used supervised classification algorithm. It works by calculating distance between the test and training datapoints inorder to identify its nearest neighbours. The new sample is then assigned to the class of its closet neighbor. In KNN, K represents the number of closest neighbors [3]. The classification is greatly influenced by this value of ‘K’. KNN works with numeric data which uses various measures such as Euclidean, Manhattan, Minkowsky [4].
2.3 Decision tree

Decision Tree is one of the supervised learning technique which is capable of handling both continuous and categorical attributes. It initiates the classification by dividing the dataset into two or more similar sets according to the most significant predictors [5][6]. It then calculates the entropy of each and every attribute. The attribute that has maximum information gain or minimum entropy is selected as splitting attribute. The same process continues recursively on remaining attributes.

\[
\text{Entropy}(S) = -\sum_{j=1}^{c} p_j \log_2 p_j \\
\text{Gain}(S, A) = \text{Entropy}(S) - \sum_{v \in \text{values}(A)} \frac{|S_v|}{|S|} \text{Entropy}(S_v)
\]

2.4 Artificial neural network

An Artificial neural Network(ANN), also referred to as "neural Network" (NN).It is a multi-level, that performs computations and numerical models by mimic of neurons found in human anatomy. It functions as a single neuron of the human brain [7]. It has various levels and each level has various perceptrons.The output depends on the weight attached to each perceptron. It also has various input layers that performs computations and reassigning of weights and an output layer that generates the output [8].
3. Our approach

Algorithm Steps:

Step 1: Splitting the given dataset into training and test
Training set size and test set size is configured as 0.8 and 0.2.

Step 2: Model Creation:
In the model input layer consists of 13 nodes and activation function as ‘relu’
Hidden layer with 4 nodes and with activation function as ‘relu’.
Output layer with 1 node with activation function as ‘sigmoid’.
Learning Rate=0.001
Loss=binary_crossentropy and optimizer=‘adam’.

Step 3: Training
Training is done for 100 epochs and batch size=10

Step 4: Result
The result for binary model is obtained is below.

4. Results for Binary Model

Accuracy: 0.8524590163934426

|   | Precision | Recall | F1-Score | Support |
|---|-----------|--------|----------|---------|
| 0 | 0.84      | 0.91   | 0.88     | 35      |
| 1 | 0.87      | 0.77   | 0.82     | 26      |
|   | **Accuracy** |        | **0.85** | **61**  |
|   | **Micro Avg** | 0.86  | 0.84     | 61      |
|   | **Weighted Avg** | 0.85  | 0.85     | 61      |
Precision – Precision is the ratio of the positive observations correctly predicted to the total positive observations predicted [9][12]. Using the above algorithm we have got a precision rate of 0.85 which is quite good.

\[
\text{Precision} = \frac{TP}{TP + FP}
\]

Recall (Sensitivity) - is the proportion of effectively anticipated positive perceptions to all observations in actual class - yes. Using the above algorithm the recall value is predicted as 0.85 which is quite good and is par beyond average [10].

\[
\text{Recall} = \frac{TP}{TP + FN}
\]

F1 score – It is also called F score or F Measure which is the balance between precision and recall. It is particularly useful when falsepositive and falsenegative are crucial [11]. Using the above algorithm the predicted F1 score is 0.85.

\[
\text{F1 Score} = \frac{2 \times (\text{Recall} \times \text{Precision})}{\text{Recall} + \text{Precision}}
\]

5. Comparison with other algorithms

| Table 2. Accuracy Comparison |
|------------------------------|
| **Algorithm** | **Accuracy** |
| SVM | 81.97 |
| KNN | 67.2 |
| Decision Tree | 81.97 |
| ANN(binary model) | 85.24 |

6. Conclusion

In this paper we have analyzed different algorithms like Support Vector Machines (SVM), K-Nearest Neighbor (KNN) [13][14], Decision Trees (DT), Artificial Neural Network(ANN), TensorFlow Keras by comparing their accuracy levels on heart attack dataset collected from Kaggle. We also summarized the various prediction parameters obtained using each of the above mentioned algorithms[15].
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