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Abstract
News organizations increasingly tailor their news offering to the reader through personalized recommendation algorithms. However, automated recommendation algorithms reflect a commercial logic based on calculated relevance to the user, rather than aiming at a well-informed citizenry. In this paper, we introduce the EventDNA corpus, a dataset of 1773 Dutch-language news articles annotated with information on entities, news events and IPTC Media Topic codes, with the ultimate goal to outline a recommendation algorithm that uses news event diversity rather than previous reading behaviour as a key driver for personalized news recommendation. We describe the EventDNA annotation guidelines, which are inspired by the well-known ERE framework and conclude that it is not practical to apply a fixed event typology such as used in ERE to an unrestricted data context. The corpus and related source code is made available at https://github.com/NewsDNA-LT3/.github.
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1 Introduction
News recommendation algorithms are increasingly popular tools for online news organizations to tailor their offering to consumers (Thurman et al., 2019; Thurman & Schifferes, 2012; Liemans, 2019). The main news personalization paradigms
define good recommendations in terms of similarity to user’s previous reading behaviour. In content-based filtering, articles are recommended based on their proximity to other articles the user has read in terms of content, such as topics, keywords, etc. (Liu et al., 2010; Adnan et al., 2014). In collaborative filtering, articles are recommended based on what other users with similar interests have read before (Sarwar et al., 2001).

However, defining personalization in terms of similarity to the user’s previous reading behaviour presents the risk that users are exposed to an increasingly less diverse news offering, similar to the idea of filter bubbles (Pariser, 2011; Borgesius et al., 2016). This contrasts with the normative concept of journalism as a marketplace of ideas, where users are confronted with a spread of ideas reflecting those present in society (Joris et al., 2020). The NewsDNA project at Ghent University aims to tackle this issue by adopting an interdisciplinary approach to outline a news recommendation algorithm driven by diversity, such that the recommended content reflects the diversity of topics and events that occur in unfiltered news streams.1

To diversify the content offered by news recommendation algorithms, often referred to as topic diversity, a mechanism is necessary to measure diversity in a collection of news articles and rate the similarity between items. We propose to use news events as the unit of analysis for this mechanism. A granular semantic analysis of news articles based on events can enhance the precision of news recommenders and can be used to increase the diversity of the proposed material. Identifying and linking events across incoming articles could allow us to collect them into buckets by the events they discuss. This allows for a general analysis of the diversity of events over a collection, and could later on allow us to examine e.g. sentiment and viewpoint diversity within the bucket of articles pertaining to a single event, ultimately leading to a more balanced public opinion. For instance once a (cross-document) event extraction system has found all articles referring to the waiving of coronavirus vaccines, a viewpoint diverse system ideally presents the reader with different articles in which the pros and cons of waiving the patents on COVID-19 vaccines are discussed.

For the current publication, we focus on the first step of modeling content diversity. While extracting named entities or topics can give a rough idea of the theme of a news article, identifying the specific events they mention represents a deep level of semantic understanding of the text. Specifically, event mention extraction refers to the task of identifying which spans in a text refer to real-world events and extracting certain features of that mention. Mentions are typically linked to entities that play a role in the event as arguments.

While event extraction has received much attention in recent years (Vossen et al., 2016; Peng et al., 2015; Aguilar et al., 2014; Doddington et al., 2004; Song et al., 2015; Pustejovsky et al., 2003), it remains a challenging field with many unsolved problems. Events are conceptually difficult to delineate, especially in a task-oriented setup which considers the relevance of news events. They may be worded in idiosyncratic ways, making consistent annotation difficult (Vossen, 2018). Poor event

1 https://www.ugent.be/mict/en/research/newsdna.
mention recall—human annotators not recognising the same events—is an acknowledged issue (Mitamura et al., 2015b; Inel & Aroyo, 2019). In supervised learning contexts, many programs (Doddington et al., 2004; Song et al., 2015) define fixed semantic categories of events, such that event mentions are found and sorted into a layered taxonomy of semantic categories such as Conflict-Attack or Transaction-TransferOwnership (Aguilar et al., 2014). Events that fall outside the typology are considered irrelevant. This closed-domain setting limits more advanced applications for event extraction (Araki & Mitamura, 2018). It also forms a problem in transferring models to unrestricted data contexts, since existing training corpora used in these settings tend to be unnaturally skewed to contain more events from the typology (Grishman, 2010).

In an event extraction task on unrestricted data, we try to extract all relevant news items from incoming data, regardless of semantic type. Designing a taxonomy for this context is a difficult balancing act. A small taxonomy will exclude relevant kinds of events if they have not been foreseen, while a large taxonomy can become difficult to apply and easily lead to data sparsity problems (where classes that rarely occur in the data are difficult to predict). Additionally, the type distribution can change over time. For instance, after a certain terrorist attack, incoming news may be saturated with events of a certain type. A system trained on data from one period may be disadvantaged when dealing with news from a different period. Overall, the scope of annotated events depends more on their relevance as news items rather than their adherence to a taxonomic standard.

This work introduces efforts to design an event extraction system for incoming Dutch news text, the design of which is motivated by the NewsDNA use case. We describe the creation of the EventDNA corpus: a novel Dutch-language corpus of news events, entities, IPTC Media Topic codes and coreference links, consisting of 1773 news documents. We introduce the idea that event mentions can be described by longer clauses, in an effort to address difficulties with annotation in previous work, where mentions are restricted to one or two tokens. As the use of longer clauses brings additional challenges to match annotation spans over different annotators, we present our solution which takes into account syntactic head information for the calculation of inter-annotator agreement. Given our goal of extracting relevant news items in unrestricted news data, we focus on the annotation of news-relevant events. As part of the annotation effort, we also investigate whether it is possible or practical to further annotate event mentions according to a fixed typology. The Rich ERE (see Sect. 2) was chosen as a taxonomy for this annotation. We adapted this taxonomy by, among others, allowing for events that are relevant but fall outside the typology to receive an Unknown type label. We are the first to apply such a typology to Dutch news text. As the Unknown type makes up a large proportion of events in the resulting annotated corpus, we conclude that event type is not a meaningful event attribute in this task. Annotators were also asked to provide Media

---

2 IPTC Topics are a standardized taxonomy of news topics, comprising 17 top-level topics (e.g. crime, law and justice, politics or education) that are divided in increasingly granular subtopics (e.g. law enforcement, election or higher education).
Topic codes for all documents, using the taxonomy provided by the International Press Telecommunications Council (IPTC). We find that correlating event mentions and IPTC Topics may provide a more useful bridge to link events across articles. We furthermore perform pilot event span extraction experiments using Conditional Random Fields, framing events as \textit{IOB}-sequences over sentences, achieving a promising F1-score of 0.67.

We present the state-of-the-art for event annotation schemas and event detection in Sect. 2 and we outline the annotation guidelines and the annotation process in Sect. 3. Section 4 describes the inter-annotator study we performed to evaluate the guidelines and the consistency of the annotated corpus. In Sect. 5, we share insights on the composition of the annotations in the experimental corpus. Section 6 describes the pilot event detection experiments performed on the corpus.

2 Related work

Many conceptualizations of events in text have been designed and deployed for different research purposes. While programs such as FrameNet (Ruppenhofer et al., 2016) operate on a very granular level of lexical semantics, other systems are more task-oriented. In the latter, events must answer the more immediate needs of information retrieval or slot-filling tasks, and are typically restricted in scope. In this context, \textit{event mention extraction} refers to the task of identifying which spans in a text refer to real-world events and extracting certain features of that mention.

2.1 Event annotation schemas

The schema used in this work branches off the ACE (Automatic Context Extraction) lineage of annotation systems. The Message Understanding Conferences (MUC) were the first foray into event extraction, casting it as a slot-filling task from 1987 to 1997 (Grishman & Sundheim, 1996; MUC, 2001). The ACE program succeeded MUC in 1999 with more or less the same goals, and inherited a strong connection between entities and events: Entity Detection and Tracking is “the core annotation task, providing the foundation for all remaining tasks” (Doddington et al., 2004). Entity extraction remains a major component of event extraction systems: entities serve important roles as arguments to events, and their presence has been used as predictors for events (Yang & Mitchell, 2016). Event extraction was only introduced in ACE in 2004; the last ACE evaluation took place in 2008 (Aguilar et al., 2014). Starting in 2014, the ACE schema served as a design basis for the family of schemas used in DARPA’s Deep Exploration and Filtering of Text (DEFT) program.

A number of approaches to events were designed in the context of DEFT (Bies et al., 2016). First among them, the Entities, Relations, and Events (ERE) schema (Song et al., 2015; Aguilar et al., 2014) builds on the concepts introduced by the ACE evaluation. Its starting point, Light ERE, is a consolidated version of ACE which streamlines its predecessor’s more complex aspects. Rich ERE, introduced in 2015, expands the number of semantic types that define the scope of events, and
introduces important considerations towards annotating event co-reference. ERE is meant to be extensible to tasks with different areas of focus. Event–Event Relations (EER) annotation focuses on the relations between ACE/ERE-style events (Bies et al., 2016). The ACE and ERE programs both employ strict taxonomies of event types that are considered relevant to annotate a priori, and the datasets used to train these systems are implicitly skewed towards these event types (Grishman, 2010). While the prototype ACE taxonomy was designed with hard news topics in mind, this raises the question whether it is practical to apply a taxonomy to a context where relevant events are not theoretically restricted by a typology. This is exactly what we explore in this research in Sect. 5.

The output of entity and event extraction systems can be used to populate knowledge bases. After ACE’s final evaluation, the Knowledge Base Population (KBP) track of the Text Analysis Conference (TAC) was started to facilitate this kind of downstream work (Aguilar et al., 2014). Originally focusing on entity extraction, evaluations related to events were introduced in 2014. Two are specific to event arguments: Event Argument Extraction and Event Argument Linking (Bies et al., 2016). The ACE, ERE, TAC and KBP workshops and competitions stimulated the creation of data sets labeled with entities and events, e.g. the ACE 2005 corpus (Walker et al., 2006) but initially concentrated on short and fixed event types using single-word event spans. Single-word event triggers are usually (main) verbs, nouns, adjectives and adverbs. Multi-word event triggers (Mitamura et al., 2015, 2016, 2015b), which are more challenging to predict, can be continuous when the event span consists of consecutive tokens and even complete sentences, or discontinuous, meaning that the words belonging to the multi-word event trigger not always lie next to each other. For the Dutch sentence “XYZ moet extra personeelsleden vinden wegens uitval van werknemers.” [(The company) XYZ has to find extra staff due to employee absence.], Table 1 represents an example of a single-word, multi-word discontinuous and continuous event annotation schema, where the square brackets denote the annotation boundaries. The infinitive vinden [to find] is selected as head verb as this contains the most prominent event information and not the auxiliary modal verb “moet” [has to]. The arguments of the head verb are the subject “(The company) XYZ” and object “extra personeelsleden” [extra staff]. Annotating multi-word triggers allows for a more precise annotation of ambiguous cases, and forms a break in

| Table 1 | Examples of single-word, multi-word discontinuous and continuous event annotation schemas |
|---------|------------------------------------------------------------------------------------------|
| **Event annotation schemas**         |
| Single-word                           |
| XYZ moet extra personeelsleden [vinden] wegens uitval van werknemers                  |
| [(The company) XYZ has to find extra staff due to employee absence]                  |
| Multi-word discontinuous              |
| [XYZ] moet [extra personeelsleden] [vinden] wegens uitval van werknemers              |
| Multi-word continuous (target annotation)                                           |
| [XYZ moet extra personeelsleden vinden] wegens uitval van werknemers                  |
tradition with the majority of other schemas. EventDNA, which is the corpus presented in this paper, applies this concept of an event as a multi-word span to the Dutch language by allowing entire clauses to be annotated as event triggers, in order to eliminate the ambiguity of choosing short triggers.

Event schemas are also found outside the ACE tradition. TimeML (Pustejovsky et al., 2003) and its successor, ISO-TimeML (Pustejovsky et al., 2010) focus on events and their temporal relations. This ISO-TimeML standard was the basis for the time annotations in the Richer Event Description (RED) annotation project (O’Gorman et al., 2016), in which the focus was not so much on the relationships between events and the entities participating in them, but rather on the marking of entities, events or times in a document, and the temporal, causal, and coreference relations between them, leading to a timeline of events within a document. The ISO-TimeML guidelines also inspired the MEANTIME schema that was used for annotation in the NewsReader project (Vossen et al., 2016). NewsReader aims to construct knowledge bases from real-time news streams in different languages. In this context, the MEANTIME guidelines and corpus were translated from English into Italian, Spanish and Dutch (Minard et al., 2016), forming, as far as we know, the only Dutch-language event extraction dataset before the one presented here. It consists of 120 Wikinews articles annotated for events, entities, numerical and time expressions, and coreference. MEANTIME events differ from our events in two important aspects. First of all, MEANTIME accepts events triggers in the form of “verbs, nouns, pronouns, adjectives, or prepositional constructions” (Minard et al., 2016) whereas in this work, events can take the form of phrases, clauses or complete sentences. Secondly, MEANTIME events do not carry a semantic category, whereas in EventDNA we investigate the applicability of the ERE typology to the annotated news events.

While English is the traditional focus of event research, annotation has been applied to many languages. NewsReader is multilingual by design and provides parallel data in English, Italian, Spanish and Dutch. ACE has been applied to Chinese and Arabic (Doddington et al., 2004) and ERE has been applied to Spanish and Chinese (Song et al., 2015). TimeML, for its part, has been adapted for use in Hindi (Goud et al., 2019), French (Bittar et al., 2011), Italian (Caselli et al., 2011), Persian (Yaghoobzadeh et al., 2012), Korean (Im et al., 2009) and Basque (Altuna et al., 2018).

Our focus is different from the previously described approaches. In this work, we aim to design an event extraction system for incoming news text, the design of which is motivated by a content-based news recommender use case. This use case also guides our definition of what we consider as a news event, which partly deviates from previous definitions. TimeML, for example, considers events “a cover term for situations that happen or occur. Events can be punctual or last for a period of time” (Pustejovsky et al., 2003b). The ACE and ERE style of event annotation, e.g. Linguistic Data Consortium (2016), also starts from a very broad definition, by considering events as something that happens or as specific occurrences involving participants, but then narrows down the event annotation to a particular set of types and subtypes. This adherence to a taxonomic standard was not the guiding principle for our annotations, but given our goal of extracting relevant news items from incoming
data, we focused on the annotation of news-relevant events. Furthermore, we also wanted to assess to what extent the ERE standard was applicable to these annotated news events.

2.2 Event detection

As previously mentioned, event mention detection systems target event spans with a short length, often using the ACE 2005 corpus that has been annotated with single-word event spans. Initially, knowledge-based event detection methods were based on rule-sets (Valenzuela-Escárcega et al., 2015) or ontologies (Frasincar et al., 2009; Schouten et al., 2010; Arendarenko & Kakkonen, 2012). These also include extracting candidate event words with certain part-of-speech tags (Mihalcea & Tarau, 2004), which can also satisfy predefined syntactic patterns (Nguyen & Phan, 2009). Statistical methods detect event spans by means of n-grams (Witten et al., 2005; Grineva et al., 2009), term frequency inverse document frequency (TF-IDF), word frequency and word co-occurrence (Kaur & Gupta, 2010).

Event detection was recast as a binary classification problem using supervised machine learning approaches (Hasan & Ng, 2014) in order to decide whether an input word is part of an event or not. To that end, maximum entropy (Yih et al., 2006), support vector machines (SVM) (Lopez & Romary, 2010) and Conditional Random Fields (CRF) (Zhang, 2008) were applied. As these feature engineering approaches emerged, a larger scope than one-word event spans was targeted and hand-designed sets of lexical, semantic or syntactic features were extracted and fed into classifiers. More recently, deep neural networks superseded feature engineering-based methods, although the latter ones are still not definitely outperformed. Jacobs et al. (2018) and Nugent et al. (2017), for example, used lexical, syntactic features, word2vec (Mikolov et al., 2013), GLoVe (Pennington et al. 2014) and fastText (Bojanowski et al., 2017) word embeddings in a SVM classifier and reported better performances for the SVM classifier compared to a Recurrent Neural Network (RNN). Jacobs et al. (2018), for example, compared an SVM, integrating rich lexical and syntactic features with a Long Short Term Memory (LSTM) RNN for a discontinuous multi-word economical event span classification task and reported the best performances for the SVM classifier (0.73 versus 0.70 F-score). Nugent et al. (2017) also report better performances for an SVM classifier as compared to an attention based Recurrent Neural Network (RNN) approach and a Support Vector Machine (SVM) on a dataset for natural disaster and critical event detection (0.77 vs. 0.76 F-score). In contrast, Nguyen and Grishman (2015) demonstrated that Convolutional Neural Networks (CNN) significantly outperformed feature-based methods on the ACE 2005 task.

Other than most of the above-mentioned event detection approaches, in this work we evaluate the quality of our multi-word event span annotations, using a CRF model and by going beyond short event span detection. The CRF model is well capable of exploiting context information and still performs well using smaller sized data sets (Simonnet et al., 2017), other than deep learning models which require vast amounts of data. Section 6 describes how we train a CRF event detection model on
the multi-word event mentions of our annotated EventNDA corpus, using a rich set of lexical and syntactic features.

3 Corpus description

In this paper, we present an annotated corpus of Dutch news events, the EventDNA corpus. This section describes the data collection (Sect. 3.1) and gives more insight in the fine-grained annotation guidelines that were developed to enrich the documents with annotations of entities, events and IPTC-topics (Sect. 3.2).

3.1 Data collection

The EventDNA corpus consists of 1773 annotated news documents, where each document consists of the title and lead paragraph of a news article. Newspaper articles generally follow an inverted-pyramid structure, where the most important information is given first. Inspired by the work from van Dijk (1988) on the schematic structure of news texts, we selected the headline and lead paragraph as the text unit under consideration for our annotations as they uncover the most important information about the story and should attract the reader’s attention to read the whole piece. We stripped off the subsequent paragraphs of each article, as these tend to elaborate on the lead paragraph with information that is less relevant.

In total, the corpus counts 6937 sentences. For comparison, the ACE 2005 corpus, which is widely used for English-language event detection, counts 16,375 sentences over 599 documents (Li et al., 2013). MEANTIME—to our knowledge the only other Dutch-language event extraction corpus—consists of 120 news articles and 1797 sentences (Minard et al., 2016).

Articles were selected for annotation from a large collection of archived news articles provided by Mediahuis, a media company that publishes several major newspapers in Belgium and the Netherlands. This collection comprises news articles from a number of Flemish online newspapers published between 2017 and 2018. Articles were randomly sampled from this collection and manually filtered. Only “hard news” items were retained, with a preference for international news items. We define hard news as serious news, urgent in nature, pertaining for example to economics, politics, war and crime. This can be contrasted with news stories meant to entertain the reader, such as news on celebrities, sports or popular science. We consider hard news to be more relevant to the broader aims of the NewsDNA project, as recommended news items should reflect important topics in the public debate (Shoemaker, 2006; Patterson, 2000).

3.2 Annotation guidelines

This section summarizes the major features of the EventDNA annotation schema, which cover entities (Sect. 3.2.1), events (Sect. 3.2.2) and IPTC Media Topic codes
(Sect. 3.2.3). The full annotation guidelines have been published as an open-access technical report (Colruyt et al. 2019a).

3.2.1 Entities

All news articles contain mentions of entities. What we call entities are objects in the real or fictional world that a string of text can refer to, like people, companies, places, etc. For each instance, the entity type, mention level type and attribute individuality are annotated. Furthermore, coreference links are marked between the annotated entity mentions referring to the same entity.

Mentions can point at three possible entity types: persons (abbreviated PER), organizations or companies (ORG) and places or locations (LOC). Additionally, we assign the label miscellaneous (MISC) as a fallback for entities that play an important role in news events, but cannot be clearly tagged as PER, LOC or ORG. An example would be the “Titanic” in the headline “RMS Titanic sunk off the coast of Newfoundland.” Entity mentions that do not refer to specific, well-defined entities are not tagged. For instance, the companies mentioned in “Some companies weathered the crisis better than others” are ignored.

Entity mentions can be proper names (NAM, such as “Joe Biden”), nominal constructions (NOM, such as “the president of the United States”) or pronouns (PRON); this is referred to as their mention level type. If the mention is nominal, the semantic head of the construction is also marked (HD). Entity mentions can also overlap with one another, as shown in example [1], in which three location entities are annotated, of which two named entity location mentions are embedded in a nominal location entity mention, which has “kasteel” as semantic head.

The individuality attribute indicates whether the mention refers to an individual (IND) entity or a group of entities (GRP), as exemplified in [2]. Metonymy, in which one expression is used to refer to the referent of a related one, is handled by noting the underlying semantic entity rather than the surface representation. As such, in example [3] “the White House” is considered an organisation entity if it used in that sense.

Coreference between entity mentions within the same document is also annotated, following the annotation guidelines for identity-of-reference annotation from Schuurman et al. (2010). The conditions for indicating coreference are that the entities intuitively refer to the same entity and that they carry the same entity type. In example [4], the entity Mariano Rajoy is referred to by name, by a descriptive noun phrase, and twice with a pronoun.

[1] Het slachtoffer werd gevonden in [een 19e-eeuws [kasteel]HD bij de [Zweedse]LOC[NAM] hoofdstad [Stockholm]LOC[NAM]LOC[NOM].
English: The victim was found in [a 19th century [castle]HD near the [Swedish]LOC[NAM] capital [Stockholm]LOC[NAM]LOC[NOM].
[2] [Alle drie bedrijven]GRP zeggen de beslissing aan te vechten.

3 https://iptc.org/standards/media-topics/.
3.2.2 Events

As mentioned in Sect. 2, event schemas usually recognize a single token as the trigger for an event. However, during preliminary testing, we often found it difficult to recognize single-token triggers, because events can be lexicalized in highly ambiguous ways. Other projects have noted the same difficulty and allowed for longer annotations (e.g. Mitamura et al., 2015b). EventDNA therefore generalizes the idea of event triggers further: event mention spans are taken to be multi-word spans or phrases, rather than single tokens. Although one of the annotation guidelines for EventDNA states that relevant semantic information has priority over syntactic information, meaning that the event annotation was not applied on top of a syntactically parsed corpus, the annotations evidently often coincide with grammatical clauses. Event annotation often targets verbal clauses (as part of a sentence or even a complete sentence in itself), as in “a terrorist attack took place in New York”. But also nominal phrases (e.g. “the terrorist attack in New York”) can be marked as an event mention.

Within EventDNA, event mentions are anchored to a certain textual span and additionally carry the following attributes: prominence, type and subtype, negation, modality and tense. Besides this, arguments to the events are annotated and coreference between events inside the document is also marked.

Prominence is an original attribute compared to previous schemas, although this idea of prominence is not new. In the investigation of speech and spoken dialogue, for example, information structure aspects such as saliency, givenness or focus and their acoustic correlates (e.g. pitch accent) are widely used to label prominence (Calhoun et al., 2010; Sridhar et al., 2008). While the focus there is mainly on words and nominal constituents at the sentence level, our prominence annotation concerns the annotation of events in running news text. The prominence attribute can take two values, main or background. Main events are those events that cause the reporter to write the article: they are the new information the piece reports on. Background events are those that give background or context to the main event. While being inspired by frameworks as proposed by van Dijk (1988), this fairly shallow prominence annotation was decided because of feasibility concerns, and because we hypothesized it to be sufficient for the content-based news recommendation application we have in mind. In their annotation efforts, Baiamonte et al. (2016) concluded that 72% of the main or foreground events were located in the opening sections of the articles.
All selected events were further annotated with type and subtype information. The Rich ERE guidelines were chosen as a basis for this annotation (Song et al., 2015). The ERE standard operates with a fixed typology of 9 types and 38 subtypes. The EventDNA typology inherits this typology, but a few adaptations were made. A full list of event types and subtypes found in ERE and their counterparts in NewsDNA can be found in “Appendix A”. Regarding the adaptations, Business.DeclareBankruptcy was merged with Business.EndOrg, and Personell.Nominate was merged with Personell.StartPosition since we consider that one type subsumes the other. Besides these mergers, initial annotation testing rounds revealed the need for a small number of new (sub)types found in hard news texts. The types Conflict and Justice were each enriched with generic subtypes (Conflict.Conflict and Justice.Justice) to account for events that could not be brought under an existing subtype. Journalism.Publication was created to cover events such as “Turkish media report two incidents that occurred at the polls yesterday”. Journalism.Investigation to cover journalistic investigations, as in “the Russian press dove into Toporovski’s past”. The type Politics with one subtype Vote to cover events of all types of popular elections. Finally, the generic type Unknown (with subtype Unknown) to cover any other event considered relevant for annotation. This results in a typology with 12 types and 41 subtypes. Especially the addition of an Unknown type represents a break with the ACE/ERE tradition.

In an unrestricted data context like the one NewsDNA describes, we thus hypothesized that relevance should be the key factor for deciding which events should be annotated. Throughout the annotation process, the guiding questions the annotators used to determine whether an event should be annotated were the following:

- Is this candidate event relevant as a news item? If so, is it an event that caused the author to write the article on or is it an event giving background or context to the main event?
- Can the candidate event be classified into one of the adapted ERE typology types and subtypes?
In the example given in Fig. 1, the main event is that Kitty Van Nieuwenhuyse’s murderer will not be released (a grammatically negated event). An event mention later in the same article refers to the murder itself. We consider the murder event to be a background event as it provides necessary context.

The attribute Negation can take two values: negative when the mention is grammatically negative, as in “Kitty Van Nieuwenhuyse’s murderer will not be released”, or positive. Modality refers to the level of assertion of the event: an event is asserted if the writer refers to it as having really occurred or as certainly occurring in the future. It is set to other for events that are believed to have happened, that may happen, that have been proposed, or that exist under any other kind of hypothetical condition. Please note that this is not tied to negation, in that negation is an explicit grammatical feature seen in the event mention, while modality refers to the event’s real or hypothetical nature. In the sentence “Kitty Van Nieuwenhuyse’s murderer will not be released”, the event (the non-release of the murderer) comprises a negation, but is definitely asserted. This would be different if the sentence would be “Commenters speculate that Kitty Van Nieuwenhuyse’s murderer will not be released”.

Tense indicates the event mention’s grammatical tense and can thus take the value of past, present or future. In the case of nominal events it takes the value unspecified.

This brings us to the arguments which are annotated to the events and for which we follow the standard set by Rich ERE. Most arguments correspond to entities that fulfill roles in the event. For instance, the event type Conflict.Attack takes as arguments an Attacker, a Target and a Place, which may be filled in by PER, LOC or ORG entities. Other arguments do not correspond to entities, such as the Time the attack takes place.

3.2.3 IPTC Media topics

Annotators were also asked to provide Media Topic codes for all documents, using the taxonomy as issued by the IPTC. The IPTC is a body composed of more than 60 news organizations and companies which aims to develop technical standards to coordinate news activity across the world. The IPTC Media Topic codes framework is a taxonomy of language-agnostic topics that can be used to classify news stories. It defines 17 top-level codes that branch into subordinate topics up to five levels down. For instance, the top-level IPTC topic Economy, business and finance is divided into Business information, Economic sector, Economy and Market and exchange on the second level. Business information subdivides into Business finance, Human resources, Strategy and marketing and Corporate social on the third level, and

---

4 We refer to “Appendix A” of the annotation guidelines (Colruyt et al., 2019a) for a complete overview.
5 https://iptc.org/about-iptc/.
6 https://iptc.org/standards/media-topics/.
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so on. The deeper into the tree, the more granular and specific the topic definitions become. A total of 1226 topics can be defined this way.

Annotators were provided with the taxonomy and asked to mark each document with all relevant IPTC topics, choosing the most specific ones applicable. These specific tags can be traced back up the tree to the desired level of granularity.

Figure 1 gives an example of a fully annotated news headline. The first box shows the annotated entities. There are two nested entities in this example: “Moordenaar Kitty Van Nieuwenhuyse/Kitty Van Nieuwenhuyse’s murderer” is marked as PER (person), INDIV (individual) and NOM (a nominalized entity mention). It is linked to a head, “moordenaar/murderer”. The second entity mention is “Kitty Van Nieuwenhuyse”, which is marked as NAM (a named entity). The second box represents the event annotations, the entire sentence is marked as one event mention trigger of the type Justice.ReleaseParole. Regarding the other attributes, the event has been labelled as a main and asserted event which is written in the present tense and comprises a negation. This events carries one argument, “Moordenaar Kitty Van Nieuwenhuyse” in the Person role, which corresponds to the previously described entity. Finally, the third box illustrates annotation of IPTC Media Topics. This headline has been annotated with the IPTC topics Homicide, Police, Criminal law and Prison, which are all subtopics of the Crime, law and justice top-level label.

4 Annotation process and agreement study

Annotation was performed by four annotators using the WebAnno tool (Yimam et al., 2014). These annotators were all native Dutch speakers and university students with a background in linguistics, level Master or Postgraduate Course. In order to be hired, they first had to successfully pass a test and after selection they were thoroughly trained by an expert supervisor.

In a first phase they all annotated, independently from one another, the same set of 38 documents. These annotations were used to conduct an inter-annotator agreement study, the results of which are presented below. Following this, each of the four workers annotated a portion of the corpus individually and at their own speed. Two were hired full-time, and two part-time. All annotators worked individually, but were urged to call on the help of an expert supervisor to discuss and resolve difficult cases.

4.1 Event mention recognition

This study uses F1-scores to evaluate event mention recognition, i.e. in how far do different annotators identify the same event mentions in a sentence. To do so, we designed and applied a fuzzy matching mechanism to accurately match event annotations from one annotator to another. Only mention spans (as tokens) are compared; other features of the event descriptions are not taken into account.
F1-scores over event annotations were computed by taking each time one annotator as the gold standard and scoring the annotations of the other for precision and recall. Because this is a recall task rather than a categorical classification task, we consider that Cohen’s Kappa and related measures, which are popular in agreement studies, are not applicable. Specifically, event mention identification is often phrased as a categorization over tokens, where trigger tokens are labeled as positive instances and other tokens as negative instances. Cohen’s Kappa is a natural fit in this scenario. However, in this study, we consider the annotations over a sentence as a “bag of annotations”, and then map the annotations of one worker to those of another. The more matches found, the better the consistency between annotators.

Furthermore, EventDNA annotation generalizes event mentions to multi-word spans, i.e. groups of words (rather than single tokens) that can take the form of a nominal constituent or a verbal clause, if they comprise a subject and verb. In this setting, it is possible that annotators recognize the same events mentions, but mark slightly different token spans, either through error or a different interpretation of the mention scope. Table 2 shows an example of two overlapping mentions that refer to the same event while not having the exact same span, due to one annotator omitting the descriptive phrase “in België ondergedoken” “gone into hiding in Belgium”). Achieving a good mapping between two buckets of annotations is therefore not straightforward, and requires a fuzzy matching mechanism.

The matching mechanism used in this work is described in Colruyt et al. (2019b). We refine token-based matching methods by using the syntactic heads of each annotation. Intuitively we only consider annotations to match if the “semantic core” of their constructions agree. Given a pair of annotations like [There were several violations—There were several violations severe enough to talk about a breach of confidence], we would roughly identify “violations” as the core element of the event described. If two annotations share the same semantic core, we consider them to match. Conversely, in the pair [There were several violations severe enough to talk about a breach of confidence—a breach of confidence], the semantic cores are different and the annotations do not match. The “breach of confidence” is not the focus of the first event mention. We correlated this idea of semantic cores with the syntactic heads of the mention. These heads are extracted using the state-of-the-art Alpino dependency parser for Dutch (van Noord, 2006). We report the results obtained using two head-selection methods. The first considers as heads all nodes and descendants of nodes that have “HD” (head) as a dependency label. The second

| Table 2 | An example of matching overlapping event mentions |
|---------|-----------------------------------------------|
| In België ondergedoken internationaal gezochte hacker opgepakt aan Poolse grens [Internationally hunted hacker who had gone into hiding in Belgium caught on the Polish border] |
| Annotator A | Annotator B |
| In België ondergedoken | internationaal gezochte hacker |
| internationaal gezochte hacker | opgepakt aan Poolse grens |
| opgepakt aan Poolse grens | opgepakt aan Poolse grens |
constrains heads by discarding heads that are part of adverbial phrases, adjective phrases, modifiers and prepositional phrases.

Given the head sets of each annotation, the matching function proceeds as follows. Given annotations $a_1$ and $a_2$, the sets of their tokens is compared. If they overlap perfectly, $a_1$ and $a_2$ are assumed to match a priori. If they do not overlap at all, this is counted as a negative match. The fuzzy matching mechanism comes into play when the match is only partial. The similarity between head sets is calculated using the Dice coefficient; if the Dice score exceeds a threshold of 0.8, a positive match is found. The threshold of 0.8 was found to be optimal after testing a series of thresholds against the judgment of a human evaluator. If for any reason no syntactic heads are found in an annotation, the function falls back to comparing the sets of tokens of $a_1$ and $a_2$. It similarly reports a positive match if the Dice score between token sets exceeds 0.8. To come back to the example in Table 2, the two head sets extracted from the mentions are shown; the Dice score of these two sets is 0.91, and this is judged to be a positive match.

To perform the IAA study, the annotations of each pair of annotators $X$ and $Y$ are collected. Each pair of annotations is considered a potential match and run through the matching function. Results are tallied in a confusion matrix; one of the annotators, $X$, is arbitrarily considered the gold standard. A positive match is counted as a true positive outcome. An annotation that $X$ found but $Y$ did not is a false negative (since there should have been a positive match), and annotations in $Y$ but not in $X$ are false positives. No true negatives are counted. Recall, precision and F1-score are computed from this matrix.

Table 3 shows the results of this analysis. Given the difficulty of the task, F1 scores are good overall. There is noticeably higher disagreement between annotators $B$ and $D$. During the rest of the annotation process, care was taken to reconcile difficult cases. To this purpose, all annotators were urged to reach out to an expert supervisor whenever they were in doubt about a certain annotation in order to reach a consensus. On the basis of these IAA results, the annotations by annotator $A$ were selected and incorporated into the full corpus.

| Pair | All heads | | Restricted heads | | |
|------|----------|------|----------------|------|------|
|      | Precision | Recall | F1 | Precision | Recall | F1 |
| A–B  | 0.62      | 0.84  | 0.72 | 0.64 | 0.87 | 0.74 |
| A–C  | 0.80      | 0.75  | 0.78 | 0.84 | 0.78 | 0.81 |
| A–D  | 0.74      | 0.72  | 0.73 | 0.78 | 0.75 | 0.76 |
| B–C  | 0.89      | 0.63  | 0.73 | 0.89 | 0.63 | 0.74 |
| B–D  | 0.81      | 0.57  | 0.67 | 0.85 | 0.59 | 0.70 |
| C–D  | 0.74      | 0.71  | 0.72 | 0.73 | 0.75 | 0.74 |
| Avg. | 0.77      | 0.70  | 0.73 | 0.79 | 0.73 | 0.75 |
4.2 IPTC code annotation agreement

To evaluate the agreement of the IPTC code annotation, we also gathered the precision, recall and F1 scores over each annotator pair. In this setting we resolved the annotated IPTC codes to their top-level equivalents, i.e. at the most general level of granularity, which implies 17 different labels. Table 4 shows the results of this evaluation. The F1 score over pairs averages out to 0.74. While encouraging, we believe this result also reflects the ambiguous nature of topic annotations.

5 Corpus statistics

In this section we offer more insight into the composition of the annotated EventDNA corpus when it comes to entities (Sect. 5.1), events (Sect. 5.2) and IPTC-topics (Sect. 5.3). We each time present a detailed overview of the annotated instances and their attributes, but start this section by presenting some general corpus statistics in Table 5.

Regarding the size of the corpus, the EventDNA corpus is smaller than the popular English ACE 2005 corpus, especially when it comes to the number of sentences. However, when we compare our corpus to the only other Dutch-language event extraction corpus, i.e. MEANTIME, which consists of 120 news articles and 1797
sentences, we can state that EventDNA presents a substantial new resource to the field of Dutch event extraction.

Regarding the annotations, in total the 1773 documents have been enriched with no less than 17,491 entity annotations, 7409 event annotations and 4327 IPTC Topics.

5.1 Entity annotations

As can be derived from Table 5 our corpus comprises a large number of entities. In fact every document in the corpus contains 9.87 entities on average.

Let us now dive deeper into the distribution of the different entity attributes as summarized in Table 6. Regarding the entity types we can state that the entity mentions are spread fairly evenly across PER (40% of entities), LOC (32%) and ORG (25%) types, with a minority of MISC entities (3%). As explained in Sect. 3.2.1 MISC entities are entities which do not fall under another type, but nevertheless play an important role in the news story. These entities were manually examined and found to consist mostly of mentions referring to abstract entities of a political nature (e.g. the “Trump’s new travel ban”), to vehicles that are the agents of events (e.g. “a Ryanair Boeing 737-800”), and to products and objects (e.g. “Bose headphones”, “fentanyl”).

Looking at the mention level type the great majority of mentions refer to named entities; to be exact, 57.72% of the entities are named entities (NAM), 32.82% nominal constructions (NOM) and 9.46% pronouns (PRON). A possible explanation for this skew towards named entities is that the documents in EventDNA consist of only a news article’s headline and lead and that named entities frequently occur at the beginning of a text, whereas subsequent entities are more often nominal or pronominal mentions referring to the same entity. A surface level examination revealed that in 56% of the EventDNA document the first entity to occur was indeed a named entity. In order to get more insight into this we also had a closer look at the coreference annotations. In total, there are 6111 coreference chains of two or more entities in the corpus. Of these, 3255 (53%) start with a named entity as the first mention.

| Attribute       | Value            | Count | % of total |
|-----------------|------------------|-------|------------|
| **Type**        | Person (PER)     | 6986  | 39.94      |
|                 | Location (LOC)   | 5549  | 31.72      |
|                 | Organisation (ORG) | 4450  | 25.44      |
|                 | Miscellaneous (MISC) | 506   | 2.89       |
| **Mention Level** | **Type** |       |            |
| Proper name (NAM) |                | 10,095 | 57.72     |
| Nominal construction (NOM) | | 5741  | 32.82     |
| Pronoun (PRON)  |                  | 1655  | 9.46      |
| **Individuality** | **IND** |     |           |
| Individual      |                  | 14,830 | 84.79     |
| Group (GRP)     |                  | 2661  | 15.21     |
in the sentence: 1255 chains (21%) begin with a named entity and are followed by a nominal or pronominal entity at any point in the chain, while 2000 chains (33%) are composed entirely of named entities. 1634 chains (27%) chains consist of only nominal or pronominal mentions, with the rest consisting of a mix of all three mention level types.

Regarding the individuality attribute we clearly observe that most entities mentioned throughout the corpus refer to an individual (IND).

### 5.2 Event annotations

In total 7409 events have been annotated, this boils down to an average of 4.18 events per document and one of 1.3 events per sentence.

Let us again consider the distribution of the annotated event attributes, starting with the prominence as presented in Table 7.

We observe that the Main events outnumber the Background events. During the annotation process, it was noticeable that events in the title are usually main events. Indeed, as shown in Fig. 2, 75% of events that are mentioned in the title (labeled as sentence_{1}) of the article are Main events, with this proportion dropping in the following sentences. It is notable that, with 4249 Main events, there are

| Attribute | Value | Count | % of total |
|-----------|-------|-------|------------|
| Prominence | Main | 4249  | 57.36      |
|           | Background | 3158 | 42.64      |
on average 2.4 Main events per document. However, many documents are written such that the title gives a first mention of the Main event, and a second mention of the same event is given in the following paragraph.

This brings us to a discussion of the attribute types as presented in Table 8. What immediately draws attention is that 35% of the annotated events were assigned the type Unknown, followed by 17% of Contact events.

Table 9 presents some examples of these Unknown events (UNK). These events can roughly be broken down into a number of categories. Natural or manmade crises and disasters are particularly represented. Unlike sports events (e.g. a goal being made during a soccer match), political and economic events are a rather complex category. Events of this type frequently do not refer to concretely delineated events or use fuzzy wording, as in “breakthrough in Brexit negotiations”. Interpreting these Unknown events is often dependent on recent developments, and they are abstracted to a degree that they belong more to a topic or sphere of interest (such as “political activity”) rather than to any discrete, bounded event type.

Contact events are another category found to be disorientating. The generic subtype Contact is used to classify Contact events that can not be brought cleanly under Meet, Broadcast or Correspondence. There are criteria for inclusion in these subtypes, such as that Meet events must involve participants meeting face-to-face. In the dataset, the circumstances of such events are often left unclear. In such cases, the event mention is treated as a generic Contact Contact event. In other cases, the lexicalization of the event is generic in itself, such that it is not possible to recognize a concrete event type other than that some sort of communication is taking place (such as in “May tries to calm down British citizens”). Some examples of Contact-Contact events are shown in Table 10.

Our treatment of Unknown and Contact events reveals a source of friction in the annotation process. When a fixed typology is used, it is natural to mark all event mentions that fall under each type, regardless of its scale or lexicalization.

| Type       | Count | % of total |
|------------|-------|------------|
| Unknown    | 2559  | 34.55      |
| Contact    | 1321  | 17.83      |
| Conflict   | 821   | 11.08      |
| Justice    | 798   | 10.77      |
| Life       | 514   | 6.94       |
| Transaction| 358   | 4.83       |
| Movement   | 352   | 4.75       |
| Personnel  | 293   | 3.96       |
| Politics   | 206   | 2.78       |
| Journalism | 88    | 1.19       |
| Business   | 70    | 0.95       |
| Manufacture| 27    | 0.36       |
EventDNA annotation used a number of generic types, Unknown and Contact. Contact being the most prominent, that allow for the annotation of events that do not neatly fall under a type. In these cases, relevance and lexicalization become important considerations. An event must be relevant enough to include, such that it is reasonable to assume the event would be brought up in different articles; and it must be lexicalized or described clearly enough to be understood as a real and concrete event. There are therefore conflicting criteria for the inclusion of event mentions.

One of the research goals of this annotation was to gauge the applicability of pre-existing event typologies to a unrestricted news data context. The coverage and number of the Unknown type and the other newly-introduced generic types skew the type distribution of the data in such a way that is not a semantically meaningful or computationally useful feature of the event.

The distribution of the remaining attributes over all events is given in Table 11.
Events are overwhelmingly Asserted (91%) and Positive (96%), as can be expected from news text which mainly reports on facts. Most events that are expressed as a verbal construction are in the Present (32%) or Past (30%) tense, with a minority in the Future tense (6%). 32% of events have Unspecified as tense, which indirectly indicates they are lexicalized as noun phrases. Linking this latter attribute back to Prominence, we interestingly found that the distribution in tense differs for Main and Background events. 49% of Background events are of Unspecified tense, against 18% of Main events. On the other hand, 43% of Main events are in the Present against 17% of Background events. During the annotation process, it was noticeable that events in the Present usually occur in the titles of articles, as they often use a particular telegraphic writing style.
5.3 IPTC Media Topic annotations

Each document in the corpus is annotated with any number of IPTC Media Topics. As mentioned in Sect. 3.2.3, the IPTC Media Topics taxonomy defines 17 top-level topics that branch into more granular categories. The labels in the document are as specific as possible and can be traced back to more general labels. Additionally, each label is marked as Certain or Uncertain if there is any possible doubt about its applicability. The corpus contains 4327 topic annotations in total, which makes 2.44 on average per document.

We derived the top-level IPTC topic from each Certain topic annotation in each document (discarding duplicates) and, for each topic, counted the number of documents in which it occurs. Figure 3 shows the results. As mentioned earlier, for the selection of the articles in the corpus, we chose to only select articles which we intuitively considered as hard news. Evidently, the counts mirror our selection of hard news articles from the historical dataset: Politics is strongly represented as a topic, followed by Crime, Economy, Society and Conflict in a smoothly curving trend. However, as the annotators were asked to annotate all relevant IPTC topics for a given article, this sometimes also resulted in the annotation of soft topics next to the hard topics. For instance a given article could be annotated with the soft topic weather, but also with topics such as disaster, accident and emergency_incident.

We have argued that within EventDNA the attribute event type cannot be considered as meaningful. In addition to the mismatch between the strict typology we employed and the natural diversity of event types in unrestricted data, our analysis of Contact events reveals some confusion between the lexical clarity and the concrete character of the described events. However, a semantic classification of events is a desirable feature of an event extraction system as a basis to assess the diversity
in events across collections of articles. In the absence of a concrete categorization of
events, correlations can be established with IPTC topics. The IPTC topics represent
a semantic categorization on the level of articles; we can assume this categoriza-
tion transfer to its main event(s). In this way, we propose that the widely-applied
IPTC topic typology can provide a useful bridge to describe the semantic content of
events.

A hypothetical approach to event typology via IPTC topics might be attractive
in another way. As we have seen, the ERE-style typology we applied suffered par-
ticularly in the case of Contact events. The existence of this event type is rooted
in the assumption that events are categorized based on their concrete nature as
“acts”. Considering this, a declaration of war is a clear act of communication and
therefore a Contact event. It can be argued that if the goal is to identify events in
order to increase the diversity in news offering, this type is not very meaningful. A
hypothetical event typology via IPTC topics can avoid this, as a declaration of war
would first and foremost be recognized as belonging to the broader topic of Armed
conflicts.

6 Experiments

Pilot experiments were conducted on the annotated corpus, outlined in the previous
section, with the aim to identify event mention spans and to evaluate the quality of
the annotations. Since our description of event triggers as clauses presumes that the
trigger includes all information necessary to understanding the content of the event
(e.g. its arguments), we consider detecting and delimiting the event spans to be the
scope of the experiments outlined in this work. In the next sections the architecture
of our approach is outlined, followed by a description of the extracted features.

6.1 Architecture

The event detection task is framed as a sequence labeling problem using Conditional
Random Fields (CRF), a class of probabilistic classifiers that are well suited to label
sequential data (Lafferty et al., 2001). Given an input sequence $X$, where each item
is represented as a bundle of features, the CRF predicts a sequence of target labels
$Y$. The target sequence is given in IOB format: tokens which begin an event mention
are labelled as $B$, tokens inside the mention are $I$, and tokens outside the mention are $O$.

Based on our observations in Sect. 5.2 that a sentence on average contains 1.3
events, we chose to consider one event per sentence for the experiments. When mul-
tiple events occur in a sentence, the longest event was picked and the rest discarded
from the dataset. The CRFsuite package\(^7\) was used to implement the CRF learner.

\(^7\) [http://www.chokkan.org/software/crfsuite/](http://www.chokkan.org/software/crfsuite/)
The **sklearn-crfsuite** wrapper\(^8\) provided bindings for **CRFsuite** in Python. The CRF model was trained for 10 iterations.

To evaluate CRF performance, we performed 10-fold cross-validation on the 6937-sentence corpus, with a 90–10% training-test split. As the main target of our experiments is an evaluation of the quality of the EventDNA data annotations, we wanted to evaluate the complete data set. Hence we chose 10-fold cross-validation, with each fold given a chance to be the held-out test set, instead of splitting the data into one training and held-out test set.

Inspired by previous research on Named Entity Recognition (Van de Kauter et al. 2013) using a sequential labeling approach and event extraction (Jacobs et al., 2018) and in order to create a first baseline, a range of lexical and context features were extracted for the pilot experiments:

- **Basic features:**
  - The original form of the token,
  - Its lemma or dictionary form,
  - Its position in the sentence as an integer index,
  - The last two characters of the token,
  - The last three characters of the token,
  - A binary feature indicating whether it is the first token in the sentence,
  - A binary feature indicating whether it is the last token in the sentence.

- **Word shape information** as binary features:
  - Is the token capitalized?
  - Does the token only consist of lower-case characters?
  - Does the token only consist of upper-case characters?
  - Does the token contain any upper-case characters?
  - Does the token consist only of alphabetic characters?
  - Does the token consist only of digits?

- **Syntactic information** extracted using the LeTs toolkit (Van de Kauter et al. 2013):
  - Reduced part of speech information (e.g. *N* for a noun),
  - Full part of speech information (e.g. *N*(soort,ev,basis,zijd,stan)),
  - Reduced chunk information (one of *I*, *O*, *B*),
  - Full chunk information, which includes syntactic category (e.g. *B-NP* meaning *token begins a noun phrase*),
  - Full named entity information (e.g. *B-PER* meaning *begins a PER entity*),
  - Named entity type (e.g. *PER*; the label *O* is used for tokens that are not part of a named entity).

---

\(^8\) [https://sklearn-crfsuite.readthedocs.io/en/latest/index.html](https://sklearn-crfsuite.readthedocs.io/en/latest/index.html)
Context information: the same sets of features for the previous and next token. Tokens at the beginning or end of the sentence are given a BOS or EOS feature instead.

### 6.2 Evaluation and results

Evaluation took place in two settings: once in terms of IOB labeling at the word level and once in terms of event mention recall over sentences: correctly predicted event sequences evidently also imply a complete match between predicted and gold IOB labels. In the first setting, precision, recall and F1-score where measured for each label (I, O, B) compared to the gold sequence. Table 12 shows the results of this evaluation. Scoring was done using methods provided by scikit-learn, a popular machine learning toolkit for Python. In this dataset, the I label represents the majority of labels with about 54K instances. There are about 5K instances of the B label and 46K of the O label. The results follow this slight skew. I labels were predicted with 0.72 F1-score and O labels with 0.64 F1-score. As our goal is to extract those sequences in text as a basis for further event classification, our main interest lies in the B and primarily I scores.

Although the scores at the word level provided in Table 12 give insight in whether the system was able to extract potential event sequences to a certain extent, they do not show whether the system correctly detects event mentions. Therefore, in a second setting, event mentions were also extracted out of the raw sentence context, such that each gold (annotated) and predicted event sequence is represented as a “bag of events” (where an event is encoded as a set of indices over the source sentence). The

---

9 https://scikit-learn.org/stable/.
predicted event mentions were then compared to the gold event mentions. On top of that, they were matched using the same syntactic event matching function described in the inter-annotator agreement study (Sect. 4). A perfect syntactic match and match between predicted and annotated IOB labels indicates a correctly recognized event. This evaluation answers the question whether the system detects the presence and absence of an event. If the match is positive—i.e. if the system correctly predicts the gold mention—this is counted as a true positive. If the system predicts an event that does not match the gold standard, this is counted as a false negative. False negatives also occur when there is a gold event but no mention was predicted. If there is no gold event but the system predicted one, this is counted as a false positive. Finally, if neither the gold standard nor the prediction contain events, this is a true negative. The recall, precision and F1 score results of this evaluation are shown in Table 13. Event mentions (Gold Event) were correctly predicted with a fairly low recall of 0.53, but a high precision of 0.78. Instances without gold event (No Event) were predicted with 0.82 recall, but suffer from low precision (0.58). Similar to event IOB label prediction, performances show a tendency towards a prediction of the most frequent (54K instances) I (inside event) IOB label of which a predicted Gold Event is mainly constituted.

Future work in this evaluation goes in four directions. First, in order to decrease the bias towards Gold Events predictions, we will add the raw sentences of the original EventDNA corpus to the training data, that have not been assigned an event type class label during the annotation process and consist completely of O (outside event) IOB labels. Second, for the detection of event spans, training parameters will be tuned to focus on recall more than on precision. Third, a syntactic feature set that is richer than the features generated with the LeTs toolkit (Van de Kauter et al., 2013) will be generated. To that end, we will use Alpino, a Dutch dependency tagger (van Noord, 2006) in order to determine for a given span whether it is an event or not.

Semantic and discourse features will be incorporated to determine whether a given syntactic sequence can be considered as a news event and also to distinguish between main and background events in an event classification task. Finally, work will be done to predict event features such as arguments and co-reference links.

7 Conclusions and future work

In this paper, we described our efforts to design an event corpus and baseline event extraction system for incoming Dutch news text, the design of which was motivated by the NewsDNA use case. The NewsDNA project aims to design a novel news recommendation algorithm that prioritizes the diversity of news offering over its similarity to the user’s previous reading behavior. Identifying the news events that are brought up in incoming news articles and linking them across articles could allow us to perform fine-grained analyses of the diversity within a collection of articles, and
retrieve articles for recommendation so as to maximize the diversity of topics the user is exposed to.

In this context, we present the EventDNA corpus, a dataset of 1773 news articles stripped to their title and lead paragraph, annotated with entities, events, coreference links and IPTC Media Topic codes. The annotated entities are marked as persons, locations, organizations or as belonging to a miscellaneous category. Having the NewsDNA use case in mind, events are marked as being the main news event of an article or a background news event. Further, we investigated whether it is feasible to apply a strict typology of events to unrestricted news data where all relevant events must be captured. To this end, we applied a typology adapted from the ERE framework (Aguilar et al., 2014) and introduced a special Unknown type to mark relevant events outside the typology. Based on the observation that over a third of all annotated events were marked as Unknown, we concluded that the applied typology is not sufficient to cover all events relevant to our task. We therefore suggest that the IPTC Media Topics in the corpus can form a bridge to this kind of classification. IPTC Topics are a standardized taxonomy of news topics, comprising 17 top-level topics (e.g., Crime, law and justice, Politics or Education) that are divided in increasingly granular sub-topics (e.g., Law enforcement, Election or Higher education). Each article in the corpus is annotated with any number of relevant topics up to the most specific level of granularity possible. In this way, a semantic categorization is performed on the level of articles. If we assume the main events of articles reflect the article-level IPTC topics, these topic annotations could effectively transfer to events.

We performed pilot experiments on the corpus. A Conditional Random Field learner was trained to identify event mentions as IOB-formatted sequences over sentences. No event attributes past the span were predicted, and only lexical and syntactic features were used. The CRF achieved a 0.67 F1-score in assigning IOB labels to tokens. A second evaluation was performed on the level of events, such that gold and predicted spans were extracted from the sentence context and matched against each other using an original event-matching function. The system predicted the correct event with an F1-score of 0.56.

In future work, we wish to further develop the experiments using the EventDNA corpus and test the overall effectiveness of incorporating event information into a news recommendation algorithm.

A ERE and EventDNA types

See Table 14.
| Table 14 | Changes in event types and subtypes between Rich ERE and EventDNA |
|----------|---------------------------------------------------------------|
| ERE (v3.0) | | EventDNA (v1.0) |
| Types | Subtypes | Types | Subtypes |
| Life | BeBorn | Life | BeBorn |
| | Marry | | Marry |
| | Divorce | | Divorce |
| | Injure | | Injure |
| | Die | | Die |
| Movement | TransportPerson | Movement | TransportPerson |
| | TransportArtifact | | TransportArtifact |
| Transaction | TransferOwnership | Transaction | TransferOwnership |
| | TransferMoney | | TransferMoney |
| | Transaction | | Transaction |
| Business | StartOrg | Business | StartOrg |
| | MergeOrg | | MergeOrg |
| | DeclareBankruptcy | | |
| | EndOrg | | EndOrg |
| Conflict | Attack | Conflict | Attack |
| | Demonstrate | | Demonstrate |
| | | | Conflict |
| Contact | Meet | Contact | Meet |
| | Correspondence | | Correspondence |
| | Broadcast | | Broadcast |
| | Contact | | Contact |
| Personell | StartPosition | Personell | StartPosition |
| | EndPosition | | EndPosition |
| | Nominate | | |
| | Elect | | Elect |
| Justice | ArrestJail | Justice | ArrestJail |
| | ReleaseParole | | ReleaseParole |
| | TrialHearing | | TrialHearing |
| | ChargeIndict | | ChargeIndict |
| | Sue | | Sue |
| | Convict | | Convict |
| | Sentence | | Sentence |
| | Fine | | Fine |
| | Execute | | Execute |
| | Extradite | | Extradite |
| | Acquit | | Acquit |
| | Appeal | | Appeal |
| | Pardon | | Pardon |
| | Justice | | Justice |
| Manufacture | Artifact | | Artifact |
| | Journalism | | Publication |
Table 14 (continued)

| ERE (v3.0) | EventDNA (v1.0) |
|------------|-----------------|
| Types      | Subtypes        | Types        | Subtypes |
| Manufacture| Investigation   | Politics     | Vote     |
| Unknown    | Unknown         | 9            | 38       |
| 12         | 41              |
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