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Spectral clustering based methods have achieved leading performance on subspace clustering problem. State-of-the-art subspace clustering methods follow a three-stage framework: compute a coefficient matrix from the data by solving an optimization problem; construct an affinity matrix from the coefficient matrix; and obtain the final segmentation by applying spectral clustering to the affinity matrix. To construct a feasible affinity matrix, these methods mostly employ the operations of exponentiation, absolutely symmetrization, or squaring, etc. However, all these operations will force the negative entries (which cannot be explicitly avoided) in the coefficient matrix to be positive in computing the affinity matrix, and consequently damage the inherent correlations among the data. In this paper, we introduce the simplex representation (SR) to remedy this problem of representation based subspace clustering. We propose an SR based least square regression (SRLSR) model to construct a physically more meaningful affinity matrix by integrating the non-negative property of graph into the representation coefficient computation while maintaining the discrimination of original data. The SRLSR model is reformulated as a linear equality-constrained problem, which is solved efficiently under the alternating direction method of multipliers framework. Experiments on benchmark datasets demonstrate that the proposed SRLSR algorithm is very efficient and outperforms state-of-the-art subspace clustering methods on accuracy.

Index Terms—Subspace clustering, simplex representation, spectral clustering.

I. INTRODUCTION

HIGH-dimensional data are commonly observed in various computer vision and image processing problems. The structure of those data usually lie in a union of low-dimensional subspaces [1]. Recovering the low-dimensional subspaces from the high-dimensional data can reduce the computational and memory cost of subsequent algorithms. In many image processing tasks, we need to find the clusters of high-dimensional data such that each cluster can be fitted by a low-dimensional subspace, which is referred to as the subspace clustering (SC) problem [1].

SC has been extensively studied in the past decades [2]–[34]. Most of existing SC methods can be categorized into four categories: iterative methods [2], [3], algebraic methods [4]–[6], statistical methods [7]–[10], and self-expressive methods [14]–[34]. Among these four categories, self-expressive methods have become the mainstream due to their theoretical guarantees and promising performance on real-world applications such as motion segmentation [16], face clustering [18], and digit clustering [31]. Most of the self-expressive methods usually follow a three-step framework: Step 1) obtain a coefficient matrix of the data points by solving an optimization problem, which usually incorporates sparse or low rank regularizations due to their good mathematical properties; Step 2) construct a n affinity matrix from the coefficient matrix by employing exponentiation [14], absolutely symmetrization [15], [16], [20], [23]–[31], and squaring operations [17]–[19], [32], [33], etc.; Step 3) apply spectral analysis techniques [35] to the affinity matrix and obtain the final clusters of the data points.

Most spectral clustering based methods [14]–[33] obtain the expected coefficient matrix under the self-expressiveness property [15], [16], which states that each data point in a union of multiple subspaces can be linearly represented by the other data points in the same subspace. However, in some real-world applications, the data points lie in a union of multiple affine subspaces rather than linear subspaces [16]. A trivial solution is to ignore the affine structure of the data points and directly perform clustering as in the subspaces of linear structures. A non-negligible drawback of this solution is the increasing dimension of the intersection of two subspaces, which can make the subspaces indistinguishable from each other [16]. To cluster data points lying in affine subspaces instead of linear subspaces, the affine constraint is introduced [15], [16], in which each data point can be written as an affine combination of other points with the sum of coefficients being one.

Despite their high clustering accuracy, most of spectral clustering based methods [14]–[33] suffer from three major drawbacks. First, under the affine constraint, the coefficient vector is not flexible enough to handle real-world applications where the data points are corrupted by noise or outliers. Second, negative coefficients cannot be fully avoided since the existing methods do not explicitly consider non-negative constraint in Step 1. However, in real-world applications, it is physically problematic to reconstruct a data point by allowing the others to “cancel each other out” with complex additions and subtractions [36]. Thus, most of these methods are limited by being stranded at this physical bottleneck. Third, the exponentiation, absolutely symmetrization, and squaring operations in Step 2 will force the negative coefficients to be positive ones, and thus damage the inherent correlations.
among the data points.

To solve the three drawbacks mentioned above, we introduce the Simplex Representation (SR) for spectral clustering based SC. Specifically, the SR is introduced from two interdependent aspects. First, to broaden its adaptivity to real scenarios, we extend the affine constraint to the scaled affine constraint, in which the coefficient vector in the optimization model will sum up to a scalar $s$ ($s > 0$) instead of 1. By changing the value of $s$, we can adapt the generative and discriminative properties of the optimization model. Note that the affine constraint is only a special case of the introduced scaled affine constraint when $s = 1$. Second, to make the overall optimization model physically more meaningful, we introduce the non-negative constraint on the coefficients in the optimization model. The introduction of non-negative constraint have at least three benefits: 1) in Step 1, it can avoid complex additions and subtractions among the data points in the optimization model; 2) since the coefficient matrix is naturally non-negative in Step 1, it maintains the inherent correlations among the data points by avoiding the operations of exponentiation, absolutely symmetrization, and squaring for building the affinity matrix in Step 2; 3) with the scaled affine constraint, the non-negativity can enhance the discriminativity of the coefficients, so that the input data point will more likely be reconstructed by the data points from the same subspace. With the introduced SR, a novel SC model called SR based Least Square Regression (SRLSR) is proposed. Our experiments on commonly used benchmark datasets show that the proposed SRLSR is very efficient and it achieves lower clustering errors than state-of-the-art SC algorithms.

The major contributions of this article are summarized as follows:

- We introduce a new representation framework, i.e., the Simplex Representation (SR), as an alternative to the popular sparse or low rank representation to solve the SC problem. The proposed SR can maintain the inherent correlations among the data points, and thus remedy the damages on the affinity matrix brought by previous spectral clustering based SC methods. As far as we know, our work is among the first to introduce SR to solve the SC problem.
- We propose an SRLSR model to solve the SC problem. We reformulate the proposed SRLSR model into a linear equality-constrained problem with two variables, and solve the relaxed problem with an alternating direction method of multipliers [37] algorithm. Each variable can be updated efficiently, and the convergence of the algorithm can be guaranteed.
- Experiments on three benchmark datasets, i.e., the Hopkins 155 dataset [38], the Extended Yale B dataset [39], and the MNIST dataset [40], demonstrate that the proposed SRLSR algorithm is very efficient, and it achieves much better performance than state-of-the-art SC algorithms on motion segmentation, face clustering, and digit clustering. The code will be released with the publication of this paper.

The remainder of this paper is organized as follows. Section II provides a brief survey of related work. In section III, we first present the proposed SRLSR model, and then provide the optimization of the SRLSR model, and finally give an SRLSR based SC algorithm. In Section IV, extensive experiments are conducted to evaluate the SRLSR algorithm and compare it with state-of-the-art SC algorithms. Finally, several concluding remarks are given in Section V.

II. RELATED WORK

A. Prior Work on Subspace Clustering

Over the past decades, numerous subspace clustering (SC) algorithms [2]–[33] have been proposed. According to the mathematical frameworks they employ, most of existing SC algorithms can be divided into four main categories: iterative methods, algebraic methods, statistical methods, and spectral clustering based methods.

The iterative methods such as K-subspaces [2] and algebraic subspace clustering (ASC) [3] solve the SC problem by alternating between assigning points to subspaces and fitting subspaces to corresponding clusters. Such approaches are limited by the requirement to know the number and dimensions of the subspaces, and they are sensitive to the initialization.

The algebraic methods solve the SC problem by modeling each subspace as a gradient of a polynomial [4]–[6]. These methods do not require prior information of each subspace, and can enforce structural restriction on the subspaces. Two representative methods in this category are the Shape Interaction Matrix (SIM) [4] and the Generalized Principal Component Analysis (GPCA) [5]. The algebraic methods suffer from exponentially expensive computations due to the polynomial fitting. Besides, these methods are sensitive to noise and outliers, and thus difficult to cluster points near the intersection of subspaces.

The statistical methods model each subspace as a Gaussian distribution, and solve the SC problem as an estimation of mixture of Gaussians. Specific algorithms include Agglomerative Lossy Compression (ALC) [10], Mixture of Probabilistic PCA (MPPCA) [7], Multi-Stage Learning (MSL) [8], and the well-known RANSAC [9]. These methods typically require prior information of the latent subspaces, such as the number of subspaces and their dimensions. The computational complexity of these methods is also exponential with respect to the number of subspaces and their dimensions.

The spectral clustering methods use local information around each data point to compare the similarity between a pair of points. The clustering of data points is achieved by applying spectral clustering to the affinity matrix. Local Subspace Affinity (LSA) [11], Spectral Local Best-fit Flats (SLBF) [12], Locally Linear Manifold Clustering (LLMC) [13], and Spectral Curvature Clustering (SCC) [14] are methods of this class. However, they can not deal well with points near the intersection of two subspaces if the neighborhood of one point contains points from different subspaces. Inspired by the work of compressed sensing [41], [42], the Sparse Subspace Clustering (SSC) algorithm [15], [16] solves the clustering problem by seeking a sparse representation of data points over a dictionary. By resolving the sparse
representations for all data points and constructing an affinity graph, SSC automatically finds different subspaces as well as their dimensions from a union of subspaces. Finally, the SC is performed by spectral clustering [43]. A robust version of SSC to deal with noise and corruptions or missing observations is also given in [15], [16].

Instead of finding a sparse representation, the Low-Rank Representation (LRR) method [17]–[19] poses the SC problem as finding a low-rank representation of the data over the data itself. Lu et al. proposed a clustering method based on Least Squares Regression (LSR) [23] to take advantage of data correlation and group highly correlated data together. The grouping information can be used to construct an affinity matrix which is block diagonal and can be used for SC through spectral clustering algorithms. Recently, Lin et al. analyzed the grouping effect deeply and proposed a Smooth Representation framework [24] which also achieves state-of-the-art performance in subspace clustering problem. Different from SSC, the LRR, LSR, and SMR algorithms all use Normalized Cuts [44] in the spectral clustering step. You et al. proposed a scalable SSC method to solve the SSC model [16] via Orthogonal Matching Pursuit [31].

B. The Spectral Clustering based Framework

Most of state-of-the-art SC methods are designed under the spectral clustering framework. Mathematically, denote by $X = [x_1, \ldots, x_N] \in \mathbb{R}^{D \times N}$ the data matrix, each data point $x_i \in \mathbb{R}^D$, $i \in \{1, \ldots, N\}$, in $X$ can be expressed as

$$x_i = Xc_i,$$

where $c_i \in \mathbb{R}^N$ is the coefficient vector. One can also put the data points column by column and rewrite (1) as

$$X = XC,$$

where $C \in \mathbb{R}^{N \times N}$ is the coefficient matrix. To find the desired $C$, existing SC methods [15]–[18], [20], [23]–[32] impose on $C$ different regularizations such as sparsity and low rankness. Denote by $\| \cdot \|_F$, $\| \cdot \|_1$, $\| \cdot \|_2$, $\| \cdot \|_{2,1}$, $\| \cdot \|_4$, $\lambda$, and $p$ the Frobenius norm, the $\ell_1$ norm, the $\ell_2$ norm, the $\ell_{2,1}$ norm, the nuclear norm, the regularization parameter, and a positive integer, respectively. The optimization models of some representative work are summarized as follows:

Sparse Subspace Clustering (SSC) [16]:

$$\min_C \| C \|_1 \quad \text{s.t.} \quad X = XC, 1^T C = 1^T, \text{diag}(C) = 0. \quad (3)$$

Low-Rank Representation (LRR) [18]:

$$\min_C \| X - XC \|_{2,1} + \lambda \| C \|_4. \quad (4)$$

Least Squares Regression (LSR) [23]:

$$\min_C \| X - XC \|_F^2 + \lambda \| C \|_F^2 \quad \text{s.t.} \quad \text{diag}(C) = 0. \quad (5)$$

SSC by Orthogonal Matching Pursuit (SSCOMP) [31]:

$$\min_{c_i} \| x_i - Xc_i \|_2^2 \quad \text{s.t.} \quad \| c_i \|_{0} \leq p, c_{ii} = 0. \quad (6)$$

Once the coefficient matrix $C$ is computed, the affinity matrix $A$ is usually constructed by exponentiation [14], absolutely symmetrization [15], [16], [20], [23]–[31], and squaring operation [17], [18], [32], etc. For example, the widely used absolutely symmetrization operation in [15], [16], [20], [23]–[31] is defined by

$$A = \frac{|C| + |C^T|}{2}. \quad (7)$$

After the affinity matrix $A$ is obtained, spectral clustering techniques [44] are applied on it to obtain the final segmentation of the subspaces.

However, the spectral clustering framework suffers from one major bottleneck: the exponentiation, absolutely symmetrization, and squaring operations will force the negative entries in $C$ to be positive in $A$, and hence damage the inherent correlations among the data points in $X$. Besides, the affine constraint in SSC limits the model flexibility, making SSC difficult to deal with complex real-world applications. In order to remedy these drawbacks, in this paper, we introduce the simplex representation into the SC problem.

III. SIMPLEX REPRESENTATION BASED SUBSPACE CLUSTERING

In this section, we propose a Simplex Representation (SR) based Least Square Regression (SRLSR) model, develop an optimization algorithm to solve it, and present a novel SRLSR based algorithm for SC.

A. The SRLSR Model

Given a set of data points $X = \{x_i \in \mathbb{R}^D\}_{i=1}^N$ drawn from a union of $n$ subspaces $\{S_j\}_{j=1}^n$, SC aims to cluster the data points in $X$ into $n$ groups in which each group only contains the data points from the same subspace. To this end, we propose an SR based model

$$\min_{c_i} \| x_i - Xc_i \|_2^2 + \lambda \| c_i \|_2^2 \quad \text{s.t.} \quad c_i \geq 0, 1^T c_i = s, \quad (8)$$

where $c_i$ is the coefficient vector of $x_i$ over the data matrix $X$, and $c_i \geq 0$ means that each entry of $c_i$ is non-negative. $1$ is the vector of all ones and $s > 0$ is a scalar denoting the sum of entries in the coefficient vector $c_i$. We use the term “simplex” here because the entries in the coefficient vector $c_i$ are constrained by a positive simplex, i.e., non-negative and sum up to a scalar $s$.

In real-world applications, data are often corrupted by outliers due to ad-hoc data collection techniques. Existing SC methods deal with outliers by explicitly modeling them as an additional variable, and updating this variable using the ADMM algorithm. For example, in the seminal work of SSC [15], [16] and its successors [23], [25], [28], [30], $c_{ii}$ is set as 0 for $x_i$, indicating that each data point cannot be represented by itself, thus avoiding trivial solution of identity matrix. However, this will bring more computational cost and make the whole algorithm hardly convergent [16], [18].

Different from these existing methods [16], [23], [25], [28], [30], we do not consider the constraint of $c_{ii} = 0$ for three major reasons. 1) First, the regularization term with positive $\lambda$ can naturally avoid the potential trivial solution of identity matrix $C = I$. 2) Second, allowing $c_{ii} \neq 0$ has a clear physical
meaning that it can allow a sample $x_i$ in the subspace to be partially represented by itself. This is particularly useful when $x_i$ is corrupted by noise. 3) Third, when the data are corrupted by outliers in the same subspace, $c_{ii} = 1$ can help each data point $x_i$ fully represents itself. By removing the constraint of $c_{ii} = 0$, our proposed SRLSR model is very robust to noise and outliers, as will be demonstrated in the experimental section (Section IV).

We can also rewrite the SR based model (8) for all $N$ data points into the matrix form and obtain

$$
\min_C \frac{1}{F} \| X - X C \|_F^2 + \lambda \| C \|_F^2
\text{ s.t. } C \geq 0, \ 1^\top C = s 1^\top,
$$

(9)

where $C \in \mathbb{R}^{N \times N}$ is the coefficient matrix. Here, the constraint $C \geq 0$ welcomes positive values on the entries corresponding to the data points from the same subspace while suppressing the entries corresponding to the data points from different subspaces, thus making the coefficient matrix $C$ discriminative. The constraint $1^\top C = s 1^\top$ limits the sum of each coefficient vector $c_i$ to be $s$, and thus make the representation more discriminative due to the fact that each entry should be non-negative.

### B. Model Optimization

The proposed SRLSR model (9) can not be solved in an analytical form. In this section, we solve it by employing the variable splitting methods [45], [46]. Specifically, we introduce an auxiliary variable $Z$ into the SRLSR model (9), which can then be equivalently reformulated as a linear equality-constrained problem:

$$
\min_{C, Z} \frac{1}{F} \| X - X C \|_F^2 + \lambda \| Z \|_F^2
\text{ s.t. } Z \geq 0, \ 1^\top Z = s 1^\top, \ Z = C,
$$

(10)

whose solution w.r.t. $C$ coincides with the solution of (9). Since the objective function in Eq. (10) is separable w.r.t. the variables $C$ and $Z$, it can be solved via the alternating direction method of multipliers (ADMM) [37]. The corresponding augmented Lagrangian function is

$$
\mathcal{L}(C, Z, \Delta, \rho)
= \frac{1}{F} \| X - X C \|_F^2 + \lambda \| Z \|_F^2 + \langle \Delta, Z - C \rangle + \frac{\rho}{2} \| Z - C \|_F^2
= \frac{1}{F} \| X - X C \|_F^2 + \lambda \| Z \|_F^2 + \frac{\rho}{2} \| Z - C + \frac{1}{\rho} \Delta \|_F^2
= \frac{1}{F} \| X - X C \|_F^2 + \frac{2\lambda + \rho}{2} \| Z - \frac{\rho}{2\lambda + \rho} (C - \frac{1}{\rho} \Delta) \|_F^2
+ \frac{\lambda \rho}{2\lambda + \rho} \| C - \frac{1}{\rho} \Delta \|_F^2,
$$

(11)

where $\Delta$ is the augmented Lagrangian multiplier and $\rho > 0$ is the penalty parameter. Denote by $(C_k, Z_k, \Delta_k)$ the optimization variables and the Lagrange multiplier at iteration $k$ $(k = 0, 1, 2, \ldots)$, respectively. We initialize the variables $C_0$, $Z_0$, and $\Delta_0$ to be comfortable zero matrices. By taking derivatives of the Lagrangian function $\mathcal{L}$ w.r.t. $C$ and $Z$, and setting the derivatives to be zeros, we can alternatively update the variables as follows:

1. **Updating $C$ while fixing $Z_k$ and $\Delta_k$:**

   The update of $C$ is to solve the following problem:

   $$
   C_{k+1} = \arg \min_C \frac{1}{F} \| X - X C \|_F^2 + \frac{\rho}{2} \| C - (Z_k + \frac{1}{\rho} \Delta_k) \|_F^2.
   $$

   (12)

   This is a standard least square regression problem and has a closed-from solution given by

   $$
   C_{k+1} = (X^\top X + \frac{\rho}{2} I)^{-1} (X^\top X + \frac{\rho}{2} Z_k + \frac{1}{\rho} \Delta_k).
   $$

   (13)

2. **Updating $Z$ while fixing $C_k$ and $\Delta_k$:**

   The update of $Z$ is to solve the following problem:

   $$
   Z_{k+1} = \arg \min_Z \frac{1}{F} \| Z - \frac{\rho}{2\lambda + \rho} (C_{k+1} - \rho^{-1} \Delta_k) \|_F^2
   \text{ s.t. } Z \geq 0, \ 1^\top Z = s 1^\top.
   $$

   (14)

   This is a quadratic program and the objective function is strictly convex with a close and convex constraint, so there is a unique solution. In fact, the problem (14) can be solved by active set methods [47], [48] and projection based methods [49]–[51], etc. Here, we employ a projection based method [50] whose computational complexity is $O(N \log N)$ to project a vector of length $N$ onto a simplex. Denote by $u_{k+1}$ an arbitrary column of $\frac{\rho}{2\lambda + \rho} (C_{k+1} - \rho^{-1} \Delta_k)$, the solution of $z_{k+1}$ (the corresponding column in $Z_{k+1}$) can be solved by projecting $u_{k+1}$ onto a simplex [50]. The solution of problem (14) is summarized in Algorithm 1.

3. **Updating $\Delta$ while fixing $C_k$ and $Z_k$:**

   $$
   \Delta_{k+1} = \Delta_k + \rho (Z_{k+1} - C_{k+1} - \Delta_k).
   $$

   (15)

We repeat the above alternative updates until certain convergence condition is satisfied or the number of iterations reaches a preset threshold $K$. The convergence condition of the ADMM algorithm is:

$$
\| C_{k+1} - Z_{k+1} \|_F \leq \text{Tol}, \ ||C_{k+1} - C_k||_F \leq \text{Tol}, \ ||Z_{k+1} - Z_k||_F \leq \text{Tol}
$$

are simultaneously satisfied, where $\text{Tol} > 0$ is a small tolerance value. Since the objective function and constraints are convex, the problem (10) solved by the ADMM algorithm is guaranteed to converge to a global optimal solution. We summarize the updating procedures in Algorithm 2.

### C. Theoretical Analysis

In fact, our optimization problem (9) is a convex optimization problem, which means $f(C) := \| X - X C \|_F^2 + \lambda \| C \|_F^2$ is a convex function and the set $S := \{ C | C \succeq 0, 1^\top C = s 1^\top \}$ is a convex set. Then the function $f$ has a minimum on hyperplane $S := \{ C | 1^\top C = s 1^\top \}$, which is the linear span
of $S$. In the following, we discuss the location of the solution of $f$ over the set $S$.

**Theorem 1.** Suppose $C^*$ is the minimum of the convex function $f$ over the convex set $S$. If $C^*$ is not the minimum of $f$ on $\mathbb{S}$, then $C^*$ is on the boundary of $S$: $\partial S$.

**Proof.** We first make the assumption that $C^* \notin \partial S$, then we will derive a contradiction. In this way, there exists a high-dimensional open sphere $B_r(C^*) = \{C\|C - C^*\| < r\} \subset \mathbb{R}^{N \times N}$ centered at $C^* \cap S$ with radius $r > 0$, such that for all $C \in B_r$, $f(C) \geq f(C^*)$ holds.

We consider $\forall D \in \mathbb{S}, \exists \lambda \in (0, 1)$ such that $C^* + \lambda(D - C^*) \in B_r(C^*)$. In fact, we can set $\lambda = \min(\frac{r}{\|D-C^*\|}, 1)$. Then we have $\|C^* + \lambda(D - C^*) - C^*\| = \|\lambda(D - C^*)\| < r$, which means $C^* + \lambda(D - C^*) \in B_r(C^*)$. In this way, we have

$$f(C^* + \lambda(D - C^*)) \geq f(C^*) .$$

(16)

However, due to the convexity of $f$, we have the following Jensen’s inequality:

$$f(C^* + \lambda(D - C^*)) = f((1 - \lambda)C^* + \lambda D) \leq (1 - \lambda)f(C^*) + \lambda f(D) .$$

(17)

Combining with Eqn. (16), we obtain $\lambda f(D) \geq f(C^*)$ and hence $f(D) \geq f(C^*)$, $\forall D \in \mathbb{R}^{N \times N}$. Then $C^*$ is the minimum of $f$ on the hyperplane $\mathbb{S}$, which leads to a contradiction. $\square$

**D. Discussion**

The constraint of “$1^T c = 1$” has been already used in the work of Sparse Subspace Clustering (SSC) [15], [16] to deal with affine subspaces instead of linear subspaces. However, limiting the sum of the coefficient vector $c$ to be 1 is not flexible enough for real-world clustering problems. What’s more, suppressing the sum of the entries in the coefficient vector $c$ can make it more discriminative, since these entries should be non-negative but sum up to a scalar $s$. Considering the extreme case that $s$ is nearly zero, each data point must be represented by its most similar data points in the homogeneous subspace. To this end, in our proposed SRLSR model, we extend the affine constraint of “summing up to 1” to a scaled affine constraint of “summing up to a scalar $s$”. According to our experiments (please refer to Section IV), this extension can indeed improve the performance of SC.

To better illustrate the advantages of SR, in Figure 1 we show an example of three subspaces $S_1$ (red), $S_2$ (green), and $S_3$ (blue) lying in $\mathbb{R}^3$. Denote by $O$ the origin point in $\mathbb{R}^3$ and set the scalar $s = 0.5$. For simplicity, we assume that there are only two data points in each subspace, and the six points $\{x_1, ..., x_6\}$ satisfy $x_3 = -x_4$ and $x_1 = x_3 + x_5$. The coefficients of the data point $x_1$ over the others can be solved under different cases. In the “Sparse” case of Figure 1, the coefficients solved by the Lasso model [52] are non-zero over the points $x_4$ and $x_5$. In the “Non-negative” case of Figure 1, we compute the coefficients by the Lasso model [52] with a non-negative constraint. Due to the non-negative constraint, the obtained coefficients are non-zero over $x_4$ and $x_5$. In the “Affine” case of Figure 1, one can see that the coefficients solved by the proposed SRLSR algorithm are only non-zero over $x_1, x_2$, which also belongs to $S_1$ as $x_1$, and hence the points $x_1, x_2$ can be correctly clustered into the same subspace.

**E. Subspace Clustering via Simplex Representation**

1) Subspace Clustering Algorithm

Denote by $X = \{x_i \in \mathbb{R}^D\}_{i=1}^N$ a set of data points drawn from a union of $n$ subspaces $\{S_j\}_{j=1}^n$. Most existing spectral clustering based SC algorithms [16], [18], [20], [24], [28], [31] first compute the coefficient matrix $C$, and then construct a non-negative affinity matrix $A$ from $C$ by exponentiation [14], absolutely symmetrization [15], [16], [20], [23]–[28], [30], [31], or squaring operations [17], [18], [32], etc. On the contrary, in our proposed SRLSR model, the coefficient matrix is guaranteed to be non-negative by the introduced simplex constraint. Hence, we can remove the absolute operation and construct the affinity matrix by a simple symmetrizing operation:

$$A = C + C^T / 2 .$$

(18)

As a common post-processing step in [15]–[18], [20], [23]–[28], [30]–[32], we apply the spectral clustering technique [43] to the affinity matrix $A$, and obtain the final segmentation of data points. Specifically, we employ the widely used Normalized Cut algorithm [44] to segment the affinity matrix. The proposed SRLSR based subspace clustering algorithm is summarized in Algorithm 3.

2) Complexity Analysis

Assume that there are $N$ data points in the data matrix $X$. In Algorithm 2, the costs for updating $C$ and $Z$ are $O(N^3)$ and

| Algorithm 2: Solve the SRLSR model (10) via ADMM |
| --- |
| **Input:** Data matrix $X$, $\text{Tol} > 0$, $\rho > 0$, $K$; |
| **Initialization:** $C_0 = Z_0 = \Delta_0 = 0$, $T = \text{False}$, $k = 0$; |
| **While** ($T = \text{False}$) **do** |
| 1. Update $C_{k+1}$ by Eqn. (13); |
| 2. Update $Z_{k+1}$ by Eqn. (14); |
| 3. Update $\Delta_{k+1}$ by Eqn. (15); |
| 4. If (Convergence condition is satisfied) or ($k \geq K$) |
| 5. $T = \text{True}$ |
| **end while** |
| **Output:** Matrices $C$ and $Z$. |

| Algorithm 3: Subspace Clustering by SRLSR |
| --- |
| **Input:** A set of data points $X = \{x_1, ..., x_N\}$ lying in a union of $n$ subspaces $\{S_j\}_{j=1}^n$; |
| 1. Obtain the coefficient matrix $C$ by solving the SRLSR model: |
| $\min_C \sum ||X - X(C)||_2^2 + \lambda ||C||_2^2$ s.t. $C \geq 0, 1^T C = s 1^T$; |
| 2. Construct the affinity matrix by |
| $A = C + C^T$; |
| 3. Apply spectral clustering [43] to the affinity matrix; |
| **Output:** Segmentation of data: $X_1, ..., X_n$. |
The proposed SRLSR model (9) is solved under the ADMM framework. There are four parameters to be determined in the ADMM algorithm: the regularization parameter $\lambda$ in most of the competing methods [6], [14]–[18], [20], [23]–[32], the parameter $\lambda$ will be tuned on each dataset to achieve the best performance of SRLSR on that dataset, which will be introduced in Section IV-D. We also tune the parameter $\lambda$ to see the best performance of SRLSR on that dataset. All experiments are run under the Matlab2014b environment on a machine with Inter(R) Core(TM) i7-4770K CPU of 3.50GHz and 12GB RAM. The code will be released with the publication of this work.

B. Datasets

We evaluate the proposed SRLSR method and the competing methods on the Hopkins 155 dataset [38] for motion segmentation, the Extended Yale B dataset [39] for human face clustering, and the MNIST dataset [40] for handwritten digit clustering.

C. Ablation Study: Effectiveness of Simplex Representation

We perform comprehensive ablation studies on the three commonly used datasets to validate the effectiveness of the proposed SRLSR model. The SRLSR includes two constraints, i.e., $c \geq 0$ and $1^T c = s$. To analyze the effectiveness of each
constraint, we compare the clustering errors of the proposed SRLSR model with several baseline methods.

The first baseline is the trivial Least Square Regression (LSR) model as follows:

$$\text{LSR: } \min_{C} \| X - XC \|_F^2 + \lambda \| C \|_F^2. \quad (19)$$

By removing each individual constraint in the simplex constraint from the proposed SRLSR model (9), we have the second baseline method, called the Non-negative Least Square Regression (NLSR) model:

$$\text{NLSR: } \min_{C} \| X - XC \|_F^2 + \lambda \| C \|_F^2 \quad \text{s.t. } C \geq 0. \quad (20)$$

The NLSR model can be formulated by either removing the scaled affinity constraint 1^T e = s from SRLSR or adding a non-negative constraint to the LSR model (19). For structural integration of this paper, we put the solution of the NLSR model (20) in Appendix A. We can also remove the non-negative constraint $C \geq 0$ in the scaled simplex set \( \{ C \in \mathbb{R}^{N \times N} | C \geq 0, 1^T C = s1^T \} \), and obtain a Scaled-affine Least Square Regression (SLSR) model:

$$\text{SLSR: } \min_{C} \| X - XC \|_F^2 + \lambda \| C \|_F^2 \quad \text{s.t. } 1^T C = s1^T. \quad (21)$$

The solution of the SLSR model (21) is given in Appendix B. To validate the effectiveness of scaled-affinity over the trivial affine constraint, we introduce the Affine constrained Least Square Regression (ALSR) model as another baseline method for SC. The ALSR can be formulated as follows:

$$\text{ALSR: } \min_{C} \| X - XC \|_F^2 + \lambda \| C \|_F^2 \quad \text{s.t. } 1^T C = 1^T. \quad (22)$$

The affinity in ALSR can also be explained from the perspective of probability simplex constraint: the aim is to obtain a set of non-negative coefficients summed to 1, like a probability distribution function. The solution of the ALSR model (22) is similar to that of the SLSR model (21) when $s = 1$.

The proposed SRLSR method as well as the four baseline methods can be expressed in a standard form:

“\( \min_C \) Data Term $+ \text{Regularization Term} \quad \text{s.t. Constraints} $”. In the methods of NLSR, SLSR, ALSR, and SRLSR, the data and regularization terms are the same as those of the basic LSR model, i.e., \( \| X - XC \|_F^2 \) and \( \lambda \| C \|_F^2 \), respectively. The difference among these comparison methods lies in the Constraints. We summarize the proposed SRLSR as well as the four baseline methods LSR, NLSR, SLSR, and ALSR in Table I.

In Tables II-IV, we list the average clustering errors (%) of the proposed SRLSR and the four baseline methods on the Hopkins 155 dataset [38], the Extended Yale B dataset [39], and the MNIST dataset [40]. Note that here we tune the parameter $s$ to achieve the best performance of SRLSR on different datasets.

1) Effectiveness of the Non-negative Constraint

The effectiveness of the non-negative constraint $C \geq 0$ in the proposed SRLSR model can be validated from two complementary aspects. First, we can validate the effectiveness of the non-negative constraint by evaluating the performance improvement of the baseline NLSR (20) over LSR [23]. Since the only difference between the baseline methods LSR (19) and NLSR (20) is the additional non-negative constraint in NLSR (20), the performance gain of NLSR over LSR can directly reflect the effectiveness of the non-negative constraint. Second, the effectiveness of the non-negative constraint can also be validated by comparing the performance of the proposed SRLSR (9) and the baseline method SLSR (21).

Since the only difference between the two methods is that SLSR (21) lacks a non-negative constraint, the performance gain of SRLSR over SLSR can reflect the usefulness of the non-negative property.

From the results listed in Table II, one can see that, on the Hopkins 155 dataset the baseline methods LSR and NLSR achieve average clustering errors of 3.67% and 1.75%, respectively. This demonstrates that by adding the non-negative constraint to LSR, the resulting baseline NLSR reduces significantly the clustering error. Besides, the average clustering errors of SRLSR ($s = 0.9$) and SLSR are 1.04% and 3.16%, respectively. This demonstrates that if we remove the non-negative constraint from the SRLSR model, the resulting SLSR model will drop a lot the clustering performance. Similar trends can be found from Tables III and IV on the Extended Yale B dataset [39] and the MNIST dataset [40], respectively. All these comparisons demonstrate that the non-negative constraint is an essential factor for the success of the proposed SRLSR method.

2) Effectiveness of the Scaled-Affine Constraint

The effectiveness of the scaled-affine constraint can be validated from three aspects. First, we can validate the scaled affine constraint by comparing the baseline methods LSR (19) and SLSR (21), which are summarized in Table I. Since the only difference between LSR (19) and SLSR (21) is that SLSR contains an additional scaled affine constraint over LSR, the performance gain of SLSR over LSR can directly validate the effectiveness of scaled affine constraint. Second, the effectiveness can be validated by comparing the proposed SRLSR (9) and the baseline method SLSR (21). This is because NLSR can be formulated by removing the scaled affine constraint from SRLSR. Third, we can also validate the advantages of scaled affine constraint over affine constraint by comparing the baseline methods SLSR (21) and ALSR (22).

From the results listed in Tables II-IV, we can observe that, on the Hopkins 155 dataset [38], the proposed SRLSR ($s = 0.9$) can achieve lower clustering error (1.04%) than the baseline method NLSR (1.75%). Similar conclusions can be found in Tables III and IV for the experiments on the Extended Yale B dataset [39] and the MNIST dataset [40], respectively. All these comparisons demonstrate that the scaled affine constraint is another essential factor for the success of SRLSR.

3) Effectiveness of the Simplex Constraint

We find that the proposed simplex constraint, i.e., the integration of the non-negative and scaled affine constraints, can further boost the performance of SC. This can be validated by comparing the performance of the proposed SRLSR (9) and the baseline method LSR (19). From the results listed in Tables II-IV, one can see that on all the three commonly used datasets, the proposed SRLSR can achieve much
Solving SLSR (21) with $\lambda$.

See Appendix B.

See Section III-B.

Regularization Term

Scaled-affinity

Solution

$C = (X'X + \lambda)^{-1}X'X$.

D. Comparison with State-of-the-art Methods

1) Comparison Methods

We compare the proposed SRLSR with several state-of-the-art SC methods, including SSC [15], [16], LRR [17], [18], LRSC [20], LSR [23], SMR [24], SC [28], [29], RSIM [6], and SSCOMP [31]. For SRLSR, we provide the results when fixing $s = 0.5$, and those reported in ablation study, i.e., $s = 0.9$ on Hopkins 155, $s = 0.25$ on Extended YaleB, and $s = 0.15$ on MNIST. For the SMR method, we use the $J_1$ affinity matrix (i.e., (7) in Section II) as described in [24] for fair comparison. For the other methods, we tune their corresponding parameters on each of the three datasets, i.e., the Hopkins 155 dataset [38] for motion segmentation, the Extended Yale B dataset [39] for face clustering, and the MNIST dataset [40] for handwritten digit clustering, to achieve their best clustering results.

2) Comparison on Affinity Matrix

The affinity matrix plays a key role to the success of SC algorithms. In this section, we visualize the affinity matrix of the proposed SRLSR and the comparison methods on SC problem. We run the proposed SRLSR algorithm and the competing methods [6], [16], [18], [20], [23], [28], [29], [31] on the MNIST dataset [40]. The training set contains 6,000 images for each digit in $\{0, 1, \ldots, 9\}$. We randomly select 50 images for each digit, and use the total 500 images to construct the affinity matrices by these competing SC methods. The affinity matrices of these methods are visualized in Figure 2, from which one can see that the affinity matrices of SRLSR show better connection within each subspace, and generate less noise than most of the other methods. Though LSR [23] and RSIM [6] show less noise than our proposed SRLSR, their affinity matrices suffer from strong diagonal entries, indicating that by these two methods the data points are mainly reconstructed by themselves. As will be demonstrated in the following sections, with the simplex constraint, the proposed SRLSR algorithm can exploit better the inherent correlations among the data points and achieve better clustering performance than the other competing SC algorithms.

3) Results on Motion Segmentation

The Hopkins 155 dataset [38] has been widely used as a benchmark to evaluate the SC methods for the motion segmentation problem. Figure 3 presents some example segmentations from the Hopkins 155 dataset [38], where different colors indicate different moving objects and persons, etc.

We first study how the parameter $s$ influences the average clustering errors of the proposed SRLSR algorithm. The clustering errors with respect to the value of $s$ are plotted.

lower clustering errors than the baseline method LSR. For example, on the MNIST dataset, the clustering errors of SRLSR ($s = 0.15$) are 10.29%, 5.40%, 4.36%, 3.09%, 2.52% when we randomly select 50, 100, 200, 400, 600 images for each of the 10 digits, respectively. Meanwhile, the corresponding clustering errors of the baseline method LSR are 24.98%, 20.24%, 20.56%, 22.24%, 20.12%, respectively. The SRLSR performs much better than LSR in all cases. Similar trends can also be found on the Hopkins 155 dataset (Table I) and the Extended Yale B dataset (Table II).
in Figure 4, from which one can see that the proposed SRLSR achieves average clustering error of 1.53% when setting \( s = 0.5 \), better than all previous methods. Note that SRLSR can achieve the lowest average clustering error of 1.04% when the scalar \( s \) is set as \( s = 0.9 \). The parameter \( \lambda \) is set as \( \lambda = 0.001 \). We then compare the proposed SRLSR with the other competing SC algorithms [6], [16], [18], [20], [23], [24], [28], [29], [31]. The results of average clustering errors are listed in Table V, from which we can see that the proposed SRLSR achieves the lowest clustering error. Besides, the speed of the proposed SRLSR approach is only slightly slower than LRSC, LSR, and SSCOMP, but much faster than the other competing methods.

4) Results on Human Face Clustering

In this section, we compare the proposed SRLSR algorithm with the competing methods on the commonly used Extended Yale B dataset [39] for human face clustering. Figure 5 shows some face images of this dataset captured under different lighting conditions. For dimensional reduction purpose, the original \( 48 \times 42 \) face images are projected onto a \( 6n \)-dimensional \( (n \) is the number of subjects) subspace by applying PCA.

We first study how the scalar \( s \) influences the clustering errors (%) of the proposed SRLSR algorithm. The average clustering errors with respect to the value of \( s \) are plotted in Figure 6. One can see that SRLSR achieves average clustering error of 3.26% when setting \( s = 0.5 \), and achieves its lowest average clustering errors of 2.16% when \( s = 0.25 \). The parameter \( \lambda \) is set as \( \lambda = 0.005 \). The comparison results of different algorithms are listed in Table IV. We can observe that, on different number \((\{2, 3, 5, 8, 10\})\) of clustering subjects, the average clustering errors of SRLSR are always much lower than the other competing methods. For example, when clustering 10 subjects, the average error of SRLSR (when fixing \( s = 0.5 \)) is 5.10%, while the results of the other methods are 10.94% for SSC, 28.54% for LRR, 30.05% for LRSC, 28.59% for LSR, 28.18% for SMR, 5.16% for...
TABLE V: Average clustering errors (%) and running time (second) of different algorithms on the Hopkins 155 dataset [38] with the 12-dimensional data points obtained by applying PCA.

| Algorithms | SSC [16] | LRR [18] | LRSC [20] | LSR [23] | SMR [24] | S3C [29] | RSIM [6] | SSCOMP [31] | SRLSR | SRLSR ($s = 0.9$) |
|------------|----------|----------|-----------|----------|----------|----------|----------|-------------|-------|------------------|
| Error (%)  | 2.18     | 3.28     | 5.41      | 2.33     | 2.27     | 2.61     | 1.76     | 25.35       | 1.53  | 1.04             |
| Time (s)   | 0.49     | 0.28     | 0.04      | 0.05     | 0.35     | 2.86     | 0.18     | 0.06        | 0.07  | 0.07             |

Fig. 4: The influence of scalar $s$ on the average clustering errors (%) of the proposed SRLSR algorithm on the Hopkins 155 dataset [38].

Fig. 5: Some face images from the Extended Yale B dataset [39].

S3C, 6.56% for RSIM, and 14.80% for SSCOMP, respectively. The performance gain of SRLSR (5.10%) over LSR (28.59%) demonstrates the power of simplex representation on human face clustering. On running time, one can see that the proposed SRLSR algorithm is efficient and comparable to SSCOMP, which is the most efficient algorithm among all competing methods.

5) Results on Handwritten Digit Clustering

For the digit clustering problem, we follow the experimental settings in SSOMP [31] and evaluate the competing methods on the MNIST dataset [40]. Figure 7 shows some example of the handwritten digit images. The testing data consist of a randomly chosen number of $N_i \in \{50, 100, 200, 400, 600\}$ images for each of the 10 digits, with features extracted from the scattering convolution network [54]. The extracted features of the digit images are originally 3,472-dimensional and are projected onto a 500-dimensional subspace by applying PCA.

We first evaluate the influence of scalar $s$ on the average clustering errors (%) of SRLSR. The curve of clustering errors w.r.t. $s$ is plotted in Figure 8, in which we compute the average clustering errors of 20 trials sampled from 6,000 randomly selected images ($N_i = 600$). One can see that the proposed SRLSR algorithm achieves an average clustering error of 4.53%, and achieves its lowest average clustering error (2.52%) when $s = 0.15$. The parameter $\lambda$ is set as $\lambda = 0.01$. We list the average clustering errors (%) of the competing methods in Table VII, in which the results of other methods are copied from [31]. One can see that the proposed SRLSR algorithm performs better than all the other competing methods. For example, SRLSR achieves clustering errors of 11.81%, 6.90%, 5.65%, 5.31%, and 4.53% when the number of digit images are 500, 1000, 2000, 4000, and 6000, respectively. These results are much better than the other competing algorithms including the recently proposed SSOMP, whose clustering errors are 16.36%, 13.33%, 9.40%, 8.78%, and 8.75%, respectively.
TABLE VI: Average clustering errors (%) and running time (second) of different algorithms on the Extended Yale B dataset [39] with the $6n$-dimensional ($n$ is the number of subjects) data points obtained by applying PCA.

| # of Subjects | 2 Subjects | 3 Subjects | 5 Subjects | 8 Subjects | 10 Subjects |
|---------------|------------|------------|------------|------------|-------------|
|               | Error (%)  | Time (s)   | Error (%)  | Time (s)   | Error (%)  | Time (s)   |
| SSC [16]      | 1.86       | 0.17       | 3.10       | 0.31       | 4.31       | 0.74       |
| LRR [18]      | 4.99       | 0.15       | 6.86       | 0.29       | 14.04      | 0.65       |
| LRSC [20]     | 4.42       | 0.03       | 6.14       | 0.06       | 13.06      | 0.13       |
| LSR [23]      | 4.98       | 0.03       | 6.87       | 0.05       | 14.14      | 0.12       |
| SMR [24]      | 4.68       | 0.21       | 6.56       | 0.30       | 13.78      | 0.76       |
| S3C [29]      | 1.27       | 1.31       | 2.96       | 0.17       | 4.13       | 0.47       |
| SMR [24]      | 1.27       | 1.31       | 2.96       | 0.17       | 4.13       | 0.47       |
| SSCOMP [31]   | 2.76       | 0.03       | 5.35       | 0.04       | 7.89       | 0.08       |
| SRLSR         | 1.26       | 0.03       | 1.58       | 0.04       | 2.70       | 0.08       |
| SRLSR ($s = 0.25$) | 0.96   | 0.03       | 1.32       | 0.04       | 2.22       | 0.08       |

TABLE VII: Average clustering errors (%) and running time (second) of different algorithms on the MNIST dataset [40]. The features are extracted from a scattering network and projected onto a 500-dimensional subspace by applying PCA. The experiments are repeated for 20 times and the average results are reported.

| # of Images | 500 | 1,000 | 2,000 | 4,000 | 6,000 |
|-------------|-----|-------|-------|-------|-------|
|             | Error (%)  | Time (s) | Error (%)  | Time (s) | Error (%)  | Time (s) | Error (%)  | Time (s) | Error (%)  | Time (s) |
| SSC [16]    | 16.99 | 27.36      | 15.95 | 49.25      | 14.42 | 94.84      | 14.00 | 239.95     | 14.40 | 423.47     |
| LRR [18]    | 17.97 | 15.64      | 16.88 | 28.14      | 16.63 | 54.19      | 15.42 | 137.11     | 15.45 | 241.98     |
| LRSC [20]   | 24.16 | 0.34       | 21.58 | 0.96       | 21.91 | 4.74       | 20.94 | 27.40      | 20.09 | 78.21      |
| LSR [23]    | 24.98 | 0.29       | 20.24 | 0.91       | 20.56 | 4.74       | 22.24 | 28.86      | 20.12 | 83.14      |
| SMR [24]    | 18.45 | 19.56      | 13.97 | 35.18      | 9.46  | 67.75      | 9.14  | 171.39     | 7.36  | 302.48     |
| S3C [29]    | 15.92 | 135.20     | 12.23 | 263.33     | 10.54 | 521.93     | 9.46  | 1308.30    | 9.34  | 2544.41    |
| SRLSR       | 11.81 | 0.35       | 6.90  | 1.02       | 5.65  | 5.23       | 5.31  | 31.42      | 4.53  | 89.62      |
| SRLSR ($s = 0.15$) | 10.29 | 0.37      | 5.40  | 1.03       | 4.36  | 5.25       | 3.09  | 31.43      | 2.52  | 89.65      |

Fig. 8: The influence of scalar $s$ on the average clustering errors (%) of the proposed SRLSR algorithm on the MNIST dataset [40] with 600 images for each digit.

V. Conclusion

In this paper, we proposed a simplex representation based least square regression (SRLSR) model for spectral clustering based subspace clustering. Specifically, we introduced the non-negative and scaled affine constraints into the least square regression (LSR) model. The proposed SRLSR model can reveal the inherent correlations among the data points while being very discriminative. Based on the SRLSR model, a novel spectral clustering based algorithm was developed for subspace clustering. Extensive experiments on three benchmark clustering datasets demonstrated that the proposed SRLSR algorithm is very efficient and achieves better clustering performance than state-of-the-art subspace clustering algorithms. The significant improvements of SRLSR over the baseline LSR model demonstrate the effectiveness of the introduced simplex representation.

APPENDIX A

SOLUTION OF THE NLSR MODEL (20)

The NLSR model (20) does not have an analytical solution. We employ the variable splitting method [45], [46] to solve the NLSR model (20). By introducing an auxiliary variable
\(Z\), we can reformulate the NLSR model (20) into a linear equality-constraint problem with two variables \(C\) and \(Z\):

\[
\min_{C, Z} \|X - XC\|_F^2 + \lambda \|C\|_F^2 \quad \text{s.t.} \quad Z = C, Z \geq 0. \tag{23}
\]

Since the objective function is separable w.r.t. the variables \(C\) and \(Z\), the problem (23) can be solved under the alternating direction method of multipliers (ADMM) [37] framework. The Lagrangian function of the problem (23) is

\[
\mathcal{L}(C, Z, \Delta, \lambda, \rho) = \|X - XC\|_F^2 + \lambda \|C\|_F^2 + (\Delta, Z - C) + \frac{\rho}{2} \|Z - C\|_F^2, \tag{24}
\]

where \(\Delta\) is the augmented Lagrangian multiplier and \(\rho > 0\) is the penalty parameter. We initialize the vector variables \(C_0, Z_0,\) and \(\Delta_0\) to be zero vector and set \(\rho > 0\) with a suitable value. Denote by \((C_k, Z_k)\) and \(\Delta_k\) the optimization variables and the Lagrange multiplier at iteration \(k\) \((k = 0, 1, 2, ..., K)\), respectively. The variables can be updated by taking derivatives of the Lagrangian function (24) w.r.t. the variables \(C\) and \(Z\) and setting the derivative function to be zero.

(1) **Updating \(C\) while fixing \(Z\) and \(\Delta\):**

\[
\min_{C} \|X - XC\|_F^2 + \lambda \|C\|_F^2 + \frac{\rho}{2} \|C - (Z_k + \rho^{-1}\Delta_k)\|_F^2. \tag{25}
\]

This is a standard least squares regression problem with closed form solution:

\[
C_{k+1} = (X^\top X + \frac{2\lambda + \rho}{2} I)^{-1}(X^\top X + \frac{\rho}{2} Z_k + \frac{1}{2} \Delta_k) \tag{26}
\]

(2) **Updating \(Z\) while fixing \(C\) and \(\Delta\):**

\[
\min_{Z} \|Z - (C_{k+1} - \rho^{-1}\Delta_k)\|_F^2 \quad \text{s.t.} \quad Z \geq 0. \tag{27}
\]

The solution of \(Z\) is

\[
Z_{k+1} = \max(0, C_{k+1} - \rho^{-1}\Delta_k), \tag{28}
\]

where the “\(\max(\cdot)\)” operator outputs element-wisely the maximal value of the inputs.

(3) **Updating the Lagrangian multiplier \(\Delta\):**

\[
\Delta_{k+1} = \Delta_k + \rho(Z_{k+1} - C_{k+1}). \tag{29}
\]

The above alternative updating steps are repeated until the convergence condition is satisfied or the number of iterations exceeds a preset threshold \(K\). The convergence condition of the ADMM algorithm is: \(\|Z_{k+1} - C_{k+1}\|_F \leq \text{Tol}, \|C_{k+1} - C_k\|_F \leq \text{Tol},\) and \(\|Z_{k+1} - Z_k\|_F \leq \text{Tol}\) are simultaneously satisfied, where \(\text{Tol} > 0\) is a small tolerance value. Since the least square objective function and the linear equality and non-negative constraints are all strictly convex, the problem (23) solved by the ADMM algorithm is guaranteed to converge to a global optimal solution.

**Algorithm 4:** Projection of the vector \(v_{k+1}\) onto a scaled affine space

**Input:** Data point \(v_{k+1} \in \mathbb{R}^N\), scalar \(s\).

1. Sort \(v_{k+1}\) into \(w_n; w_1 \geq w_2 \geq ... \geq w_N\);
2. Find \(\alpha = \max\{1 \leq j \leq N : w_j + \frac{1}{\rho}(s - \sum_{i=1}^{j} w_i) > 0\}\)
3. Define \(\beta = \frac{1}{\rho}(s - \sum_{i=1}^{\alpha} w_i)\);

**Output:** \(z_{k+1}\) : \(z_{k+1} = v_{k+1} + \beta, i = 1, ..., N\).

**APPENDIX B**

**SOLUTION OF THE SLSR MODEL (21)**

In this section we solve the SLSR model (21) by employing the variable splitting methods [45], [46]. Specifically, we introduce an auxiliary variable \(Z\) into the SLSR model (21), which can then be equivalently reformulated as a linear equality-constrained problem:

\[
\min_{C, Z} \|X - XC\|_F^2 + \lambda \|Z\|_F^2 \quad \text{s.t.} \quad 1^\top Z = s^1^\top, Z = C, \tag{30}
\]

whose solution for \(C\) coincides with the solution of (21). Since its objective function is separable w.r.t. the variables \(C\) and \(Z\), the problem (30) can also be solved via the ADMM method [37]. The corresponding augmented Lagrangian function is the same as Eqn. (11). Denote by \((C_k, Z_k)\) and \(\Delta_k\) the optimization variables and Lagrange multiplier at iteration \(k\) \((k = 0, 1, 2, ..., K)\), respectively. We initialize the variables \(C_0, Z_0,\) and \(\Delta_0\) to be comfortable zero matrices. By taking derivatives of the Lagrangian function \(\mathcal{L}(11)\) w.r.t. \(C\) and \(Z\), and setting the derivatives to be zeros, we can alternatively update the variables as follows:

(1) **Updating \(C\) while fixing \(Z_k\) and \(\Delta_k\):**

The update on \(C\) is to solve the following problem:

\[
C_{k+1} = \arg \min_{C} \|X - XC\|_F^2 + \frac{\rho}{2} \|C - (Z_k + 1/\rho \Delta_k)\|_F^2. \tag{31}
\]

This is a standard least square regression problem and has a closed-from solution given by

\[
C_{k+1} = (X^\top X + \frac{\rho}{2} I)^{-1}(X^\top X + \frac{\rho}{2} Z_k + \frac{1}{2} \Delta_k). \tag{32}
\]

(2) **Updating \(Z\) while fixing \(C_k\) and \(\Delta_k\):**

The update on \(Z\) is to solve the following problem:

\[
Z_{k+1} = \arg \min_{Z} \|Z - \frac{\rho}{2\lambda + \rho} (C_{k+1} - \rho^{-1}\Delta_k)\|_F^2 \quad \text{s.t.} \quad 1^\top Z = s^1^\top. \tag{33}
\]

This is a quadratic program and the objective function is strictly convex with a close and convex constraint, so there is a unique solution. Here, we employ the projection based method [50] whose computational complexity is \(O(N \log N)\) to process a vector of length \(N\). Denote by \(v_{k+1}\) an arbitrary column of \(\sqrt{\rho/\lambda} (C_{k+1} - \rho^{-1}\Delta_k)\), the solution of \(z_{k+1}\) (the corresponding column in \(Z_{k+1}\)) can be solved by projecting \(v_{k+1}\) onto a scaled affine space [50]. The solution of the problem (33) is summarized in Algorithm 4.

(3) **Updating \(\Delta\) while fixing \(C_k\) and \(Z_k\):**

\[
\Delta_{k+1} = \Delta_k + \rho(Z_{k+1} - C_{k+1}). \tag{34}
\]
We repeat the above alternative updates until certain convergence condition is satisfied or the number of iterations reaches a preset threshold $K$. The convergence condition of the ADMM algorithm is: $$\|C_{k+1} - Z_{k+1}\| \leq \text{Tol},$$ $$\|C_{k+1} - C_k\| \leq \text{Tol},$$ and $$\|Z_{k+1} - Z_k\| \leq \text{Tol}.$$ are simultaneously satisfied, where Tol $> 0$ is a small tolerance value. Since the objective function and constraints are convex, the problem (30) solved by the ADMM algorithm is guaranteed to converge to a global optimal solution.
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