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Abstract

The issues of bias-correction and robustness are crucial in the strategy of divide-and-conquer (DC), especially for asymmetric nonparametric models with massive data. It is known that quantile-based methods can achieve the robustness, but the quantile estimation for nonparametric regression has non-ignorable bias when the error distribution is asymmetric. This paper explores a global bias-corrected DC by quantile-matched composite for nonparametric regressions with general error distributions. The proposed strategies can achieve the bias-correction and robustness, simultaneously. Unlike common DC quantile estimations that use an identical quantile level to construct a local estimator by each local machine, in the new methodologies, the local estimators are obtained at various quantile levels for different data batches, and then the global estimator is elaborately constructed as a weighted sum of the local estimators. In the weighted sum, the weights and quantile levels are well-matched such that the bias of the global estimator is corrected significantly, especially for the case where the error distribution is asymmetric. Based on the asymptotic properties of the global estimator, the optimal weights are attained, and the corresponding algorithms are then suggested. The behaviors of the new methods are further illustrated by various numerical examples from simulation experiments and real data analyses. Compared with the competitors, the new methods have the favorable features of estimation accuracy, robustness, applicability and computational efficiency.
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1 Introduction

1.1 Problem setup and article frame

A commonly used strategy for analyzing massive data set is the well-known method of divide-and-conquer, denoted by DC for short. From the perspective of statistical estimation, a main challenge in DC algorithms is how to sufficiently reduce the estimation bias, especially for the case when the bias of local estimators is ineradicable, such as the bias from the nonparametric and penalty-based methods. The second challenge is how to construct robust strategy since outliers, fatted features and heterogeneity are more likely to hide in these massive data, and it is usually hard to detect or address them because of the structural complexity of massive data. Although quantile-based methodologies can achieve the robustness, the quantile estimation for nonparametric models has non-ignorable bias when the error distribution is asymmetric, and such a bias is irreducible as well in the procedure of common DC algorithms. We then are interested in the following issue:

• Develop quantile-based algorithms such that the final bias of the global DC estimator can be significantly corrected. Then, our goal is to achieve the bias-correction and robustness, simultaneously.

It is known that common DC quantile estimations use an identical quantile level to construct a local estimator by each local data set. Unlike common DC, the main feature of our technique is what follows:

• It is a multilevel quantile-matched composite methodology. Specifically, the local estimators are obtained at various quantile levels for different data batches, and then the global estimator is elaborately constructed as a weighted sum of the local estimators, in which the weights and quantile levels are well-matched such that the bias of the global estimator is corrected significantly.

The paper is then organized in the following way. In the remainder of this section, some related works on DC are reviewed, and our main contributions are summarized. In Section 2 the main idea of our methodologies is introduced. In Section 3 the asymptotic properties of the proposed method
are established, the optimal selections of the weights, quantile levels and bandwidths are discussed deeply. In Section 4, the estimations of unknown parameters needed in computing the optimal weights and bandwidths are suggested. Section 5 contains comprehensive simulation studies and real data analyses to further illustrate our theoretical findings. Some conditions and technical proofs are deferred to the Appendix.

1.2 Related works

In the procedure of DC, the local results (e.g., the local estimators of a parameter) are obtained by each batch of data, and then the global result is constructed by aggregating these local results. See e.g. Guha and McGregor (2008), Lin and Xi (2011), Xie (2014), Song and Liang (2015), Scott et al. (2016), Pillonetto et al. (2019), Chen et al. (2019) and the references therein. A variety of DC strategies have been widely used in statistics. The related works include but are not limited to the DC expression for linear model of Chen et al. (2006), Lin and Xi (2011) and Schifano et al. (2016), the density estimation of Li et al. (2013), the parametric regression estimation of Chen and Xie (2014), and Zhang et al. (2015), the high-dimensional parametric regression estimation of Lee et al. (2017), the semi-parametric regression estimation of Zhao et al. (2016), the M-estimator of Shi et al. (2018), the distributed testing and estimation of Battey et al. (2018), the quantile regression processes of Volgushev et al. (2019), the optimal subdata selection of Wang et al. (2019), the sparse logistic regression of Hong et al. (2020), the communication-efficient composite quantile regression of Wang et al. (2021), and the distributed statistical inference of Chen and Peng (2021).

It is known that the convergence rate of the variance of a typical estimator is usually of the order proportional to $\sqrt{n}$ with $n$ the sample size. When dealing with massive data sets, the estimation variance can be quite small even if the used estimation method is less efficient. Thus, when evaluating the estimation method for analyzing massive data sets, variance-reduction is not very significant. Contrarily, the bias-correction is crucial in the framework of DC, it is because the accumulated bias of local estimators is typically non-negligible with the increasing of the number $m$ of data batches. In the worst case, the global estimator would be even divergent as $m$ tends to infinity if the bias of the local estimators is not small enough. Due to the bias of local estimators, the number of batches is usually restricted, to achieve the standard convergence rate for the global
estimator. This imposes great restrictions on the DC methodologies (see, e.g. Chen et al. 2019, Lin and Li 2019, Chen and Peng 2021). To address this issue, the most common procedures use iterative algorithm (see, e.g. Wang et al. 2017) and local bias-correction (see, e.g. Lee et al. 2017, Lian et al. 2019, Li and Yang 2022) to reduce the bias of local estimators and then to control the bias of the global estimator. However, the iterative algorithm and the bias-correction for local estimators are computationally complex, and the resulting bias-correction for global estimation is not sufficient usually.

Apart from the bias-correction, the robustness plays an important role the area of massive data. It is known that outliers, fat-tailed and heterogenous distributions often appear in the environment of massive data. Because of the structural complexity of massive data sets, it is usually difficult to recognize and address these abnormal phenomena. Thus the robust strategies are particularly desirable for analyzing massive data. Quantile-based methods are frequently used in classical statistics because of their robustness and relative efficiency. For nonparametric regression, the local linear quantile regression (Fan et al. 1994, Welsh 1996) is a robust alternative to local linear regression (Fan and Gijbels 1996). Based on this method, a kind of composite quantile regressions (CQRs) (e.g. Zou and Yuan 2008, Kai et al. 2010, Sun et al. 2013, Lin et al. 2019, Gu and Zou 2020, Wang et al. 2021) have been proposed for parametric and nonparametric models. The CQRs enjoys great advantages in terms of estimation efficiency whether the variance of error is finite or not. In Kai et al. (2010), the proposed local CQR could even be much more efficient than local linear least squares in some cases of non-normal and symmetric error distributions.

Despite these advantages, in nonparametric regressions, the aforementioned CQR methods deeply rely on the assumption of symmetric random errors. If the errors were asymmetric, these methods could become invalid, since the estimation would suffer a non-vanishing bias; see the proof of Theorem 1 in Kai et al. (2010). To correct the non-vanishing bias for the case of symmetric conditions, Sun et al. (2013) introduce a weighted local linear CQR (WCQR). The WCQR method contains local linear CQR as a special case, and moreover, it not only inherits good properties that local linear CQR owns for symmetric errors, but also is applicable to asymmetric error distributions. The main idea and desirable features of WCQR motivate us to put forward a robust estimation
for nonparametric regressions with massive data sets.

1.3 Our main contributions

As stated before, although there have already been numerous studies on the estimation method in the framework of DC, few of them focus on bias-correction and robustness, simultaneously. Hence it is particularly desirable to explore new strategies with the features of bias-correction and robustness. In this paper, our goal is then to achieve the two objectives by quantile-based method in the framework of DC for nonparametric regression with general error distributions.

- Unlike common quantile methods, ours is a multilevel quantile-matched composite.

Firstly, the local estimators are constructed by quantile estimation respectively at various quantile levels from each data batch. Secondly, the global estimator is designed as a weighted sum of the local estimators. As a consequence, when the weights and quantile levels are well-matched, the bias of the global estimator is corrected significantly. Moreover, the optimal weights are obtained by minimizing the asymptotic variance of the global estimator, and the bandwidths are selected under criterion of the optimal convergence rate. Theoretically, the asymptotic properties of our global estimator are established. The behavior of the method is further illustrated by various numerical examples from simulation experiments and real data analyses.

Compared with the competitors, our method has the following main virtues:

1) Robustness. Thanks to the robust feature of the quantile estimation, our method enjoys the robustness compared with the common methods such as ordinary least squares (OLS).

2) Bias-correction. The bias of the global estimator is significantly reduced by the quantile-matched composite.

3) General applicability. Because of fully use of weights and quantile levels, the method is adaptive to symmetric or asymmetric distributions, homogeneous or heterogenous models.

4) Computationally efficiency. The procedure of constructing global estimator is an one-shot aggregation via weighted averaging, without need for multiple rounds of iterative algorithms.
1.4 Notations

Denote by $f_Z(\cdot)$ and $F_Z(\cdot)$ the probability density function (PDF) and the cumulative distribution function (CDF) of a random variable $Z$, respectively. Let $\mathbb{N}$ be the set of natural numbers. Denote by $I_m$ and $1_m$ the $m \times m$-dimensional identity matrix and the $m \times m$-dimensional matrix with all the elements equal to 1, respectively. For the sequences $\{a_n\}_{n=1}^{\infty}$ and $\{b_n\}_{n=1}^{\infty}$, say $a_n = O(b_n)$ if $a_n = O(b_n)$ and $b_n = O(a_n)$, as $n \to \infty$. For a vector $v = (v_i)_{i=1}^{d} = (v_1, \cdots, v_d)^\top$, denote $\|v\|_q = \left(\sum_{i=1}^{d} v_i^q\right)^{1/q}$ for $q = 1, 2$, and denote $\|v\|_\infty = \max_{1 \leq i \leq d} |v_i|$. For vectors $u, v \in \mathbb{R}^d$, denote $v_1 \otimes v_2 = (u_1, \cdots, u_d, v_1, \cdots, v_d)^\top \in \mathbb{R}^{2d}$. For vectors $v_1, \cdots, v_q \in \mathbb{R}^d$, write $\otimes_{i=1}^{q} v_i = v_1 \otimes \cdots \otimes v_q$. For a matrix $M$, the minimum and maximum eigenvalues of $M$ are denoted by $\lambda_{\min}(M)$ and $\lambda_{\max}(M)$, respectively. For matrices $S_1, \cdots, S_q$, define the block matrix by

$$
\text{diag}(S_1, \cdots, S_q) = \begin{bmatrix}
S_1 & 0 \\
S_2 & \\
& \ddots \\
0 & S_q
\end{bmatrix}.
$$

2 Methodology

2.1 Model and data sets

We consider the following general nonparametric regression model:

$$
Y = m(X) + \sigma(X) \varepsilon.
$$

(1)

Here, for simplicity, $Y$ and $X$ are supposed respectively to be scalar response variable and covariate, with $X \in [0, 1]$. In the model, $m(\cdot) : [0, 1] \to \mathbb{R}$ is a smooth regression function to estimate, $\sigma(\cdot) \in \mathbb{R}^+$ is the standard derivation of the error term, $\varepsilon$ is the random error independent of $X$, and satisfies $\mathbb{E}[\varepsilon] = 0$ and $\text{Var}[\varepsilon] = 1$.

Let $\mathcal{D} = \{(X_{ij}, Y_{ij}) : j = 1, \cdots, n_i, i = 1, \cdots, m\}$ be the massive data set of independent and identically distributed (i.i.d.) observations of $(X, Y)$. For estimation from massive data, the full data set $\mathcal{D}$ is divided into $m$ data batches with the $i$-th data batch as $\mathcal{D}_i = \{X_{ij}, Y_{ij}\}_{j=1}^{n_i}$. Thus, the size of data set $\mathcal{D}_i$ is $n_i$, and the total number of samples is $n = \sum_{i=1}^{m} n_i$. 


2.2 Quantile-matched composite estimator and bias correction

Denote by $Q_Y(\tau|X) = \inf \{ t : \mathbb{P}(Y \leq t|X = x) \geq \tau \}$ the conditional 100$\tau$% quantile of $Y$ given $X = x \in [0, 1]$ and $\tau \in (0, 1)$, i.e. $Q_Y(\tau|x) = \inf \{ t : \mathbb{P}(Y \leq t|X = x) \geq \tau \}$.

For $i = 1, \cdots, m$, the standard local linear quantile estimator for $Q_Y(\tau|x)$ from the $i$-th data batch is given by

$$
\hat{m}_i(x; \tau, h) = \hat{a} \quad \text{with} \quad (\hat{a}, \hat{b}) = \arg \min_{(a, b) \in \mathbb{R} \times \mathbb{R}} \sum_{j=1}^{n_i} \rho_\tau(Y_{ij} - a - b(X_{ij} - x)) K_h(X_{ij} - x),
$$

where $\rho_\tau(u) = (\tau - I(u < 0)) u$, the check function, and $K_h(\cdot) = \frac{1}{h} K(\cdot/h)$ with $K(\cdot)$ a kernel function and $h$ a smoothing parameter or bandwidth. As stated in Introduction, all the local estimators $\hat{m}_i(x; \tau, h), i = 1, \cdots, m$, have a non-vanishing bias if the error distribution is asymmetric.

To unbiasedly estimate the regression function $m(\cdot)$ in the framework of massive data, we design the following DC strategy:

1. On each data batch $D_i$ and quantile level $\tau_{ij} \in (0, 1), i = 1, \cdots, m, j = 1, \cdots, J$, the $i$-th machine computes $J$ local quantile estimators $\{\hat{m}_i(x; \tau_{ij}, h_{ij})\}_{j=1}^{J}$ by (2), where $\tau_{ij}$ and $h_{ij}$ are respectively artificially selected quantile levels and bandwidths specified later;

2. Each machine send $J$ local quantile estimators $\{\hat{m}_i(x; \tau_{ij}, h_{ij})\}_{j=1}^{J}$ to center machine, and the center machine constructs the global estimator by weighted averaging all the local estimators as

$$
\hat{m}(x) = \sum_{i=1}^{m} \sum_{j=1}^{J} \omega_{ij} \hat{m}_i(x; \tau_{ij}, h_{ij}),
$$

where $\omega_{ij}$ are artificially selected weights specified later;

3. In the above two steps, the weights $\omega_{ij}$ and quantile levels $\tau_{ij}$ are well-matched via eliminating the estimation bias and minimizing the estimation variance of $\hat{m}(\cdot)$ asymptotically (the details will be given later).

Unlike common DC, the above is a new DC by multilevel quantile-matched composite. To determine weights and quantile levels that guarantee the required properties of the global estimator, we first discuss the asymptotic representation of $\hat{m}(x)$. Under some regularity conditions (see, e.g. [Hong 2003, Chaudhuri 1991, Guerre and Sabbah 2012]), following local Bahadur representation...
holds:

\[ \hat{m}(x) = \sum_{i=1}^{m} \sum_{j=1}^{J} \omega_{ij} m(x) + \mathbb{I}_1 + \mathbb{I}_2 + \mathbb{I}_3 + \mathbb{I}_4, \]  

(4)

where

\[ \mathbb{I}_1 = \sum_{i=1}^{m} \sum_{j=1}^{J} \omega_{ij} F_{\varepsilon}^{-1}(\tau_{ij}) \sigma(x), \quad \mathbb{I}_2 = \sum_{i=1}^{m} \sum_{j=1}^{J} \omega_{ij} h_{ij}^2 \beta(x, \tau_{ij}), \]

\[ \mathbb{I}_3 = \sum_{i=1}^{m} \sum_{j=1}^{J} \omega_{ij} \phi(\tau_{ij}, h_{ij}, D_i), \quad \mathbb{I}_4 = \sum_{i=1}^{m} \sum_{j=1}^{J} \omega_{ij} R_{i}^B(n_i, h_{ij}, \tau_{ij}) \]

with

\[ \beta(x, \tau_{ij}) = \frac{\mu_2}{2} \left( m''(x) + \sigma''(x) F_{\varepsilon}^{-1}(\tau_{ij}) \right), \quad \mu_2 = \int_{\mathbb{R}} v^2 K(v) dv. \]  

(5)

Here \( \phi(\tau_{ij}, h_{ij}, D_i) \) is given in (26) in the next section, and satisfies

\[ \mathbb{E} [\phi(\tau_{ij}, h_{ij}, D_i)] = 0, \quad \phi(\tau_{ij}, h_{ij}, D_i) = O_p(n_i^{-1/2}), \]

and \( R_{i}^B(n_i, \tau_{ij}, h_{ij}) \) are the remainder terms satisfying

\[ R_{i}^B(n_i, \tau_{ij}, h_{ij}) = O_p \left( \left( \log n_i \right)^{-3/4} \right) + o(h_{ij}^2). \]

In the asymptotic expansion (4), the first term is equal to \( m(x) \) if weights fulfill \( \sum_{i=1}^{m} \sum_{j=1}^{J} \omega_{ij} = 1. \)

Then the estimation error is determined by the terms \( \mathbb{I}_1, \cdots, \mathbb{I}_4. \) Under some standard conditions (see, Theorem 1), \( \mathbb{I}_4 \) is an infinitesimal of higher order than the others; \( \mathbb{I}_3 \) has zero mean and characterizes the asymptotic variance of \( \hat{m}(x) \); \( \mathbb{I}_2 \) is the estimation bias related with the bandwidths; \( \mathbb{I}_1 \) would be a non-vanishing bias unless the weights were well-chosen.

Focusing on bias-correction, we introduce the following conditions on the weights and quantile levels:

\[
\begin{cases}
\sum_{i=1}^{m} \sum_{j=1}^{J} \omega_{ij} = 1, \\
\sum_{i=1}^{m} \sum_{j=1}^{J} \omega_{ij} F_{\varepsilon}^{-1}(\tau_{ij}) = 0.
\end{cases}
\]  

(6)

In (6), the first condition is standard for weight selection, and the second one eliminates the non-vanishing bias \( \mathbb{I}_1. \)
Remark 1. The global estimator given by (3) contains the local linear CQR estimator (e.g. Kai et al., 2010) as a special case, in which the uniform weights are used. However, the uniform-weight estimator relies on the assumption of symmetric random errors. The symmetry ensures the validity of the second equation in (6), so as to eliminate the non-vanishing bias $I_1$ in the asymptotic expansion (4) (Sun et al., 2013). Without this assumption, the uniform-weight estimator may suffer from a non-negligible bias.

The candidate weights and quantile levels satisfying (6) are not unique. Additionally, as shown in Theorem 1 in the next section, the weights $\omega_{ij}$, the quantile levels $\tau_{ij}$ and the bandwidths $h_{ij}$ have a significant influence on the feature of the asymptotic distribution of $\hat{m}(x)$. This suggests that we can select the best ones by optimizing an objective subject to (6) and, consequently, obtain an optimal global estimator.

2.3 The optimal weights

The optimal weights can be obtained by minimizing the asymptotic variance of $\hat{m}(x)$ under constraint (6). For convenience, denote the vectors of weights, quantile levels, and bandwidths by $\omega = \otimes_{i=1}^{m} \omega_i$, $\tau = \otimes_{i=1}^{m} \tau_i$ and $h = \otimes_{i=1}^{m} h_i$, respectively, where $\omega_i = (\omega_{ij})_{j=1}^{J}$, $\tau_i = (\tau_{ij})_{j=1}^{J}$ and $h_i = (h_{ij})_{j=1}^{J}$.

Under some regular conditions (see Theorem 1), the asymptotic variance of $\hat{m}(x)$ can be expressed as

$$\Sigma(x, \omega, \tau, h) = a(x) \omega^T S(\tau, h) \omega$$

with

$$a(x) = \frac{\sigma^2(x) \int_{R} K(v)^2 dv}{\int X(x)}, \quad S(\tau, h) = \text{diag} \left( n_1^{-1} \mathcal{R}(h_1, \tau_1), \cdots, n_m^{-1} \mathcal{R}(h_m, \tau_m) \right),$$

$$\mathcal{R}(h_i, \tau_i) = \left[ \frac{\tau_{ij} \wedge \tau_{ij'} - \tau_{ij} \tau_{ij'}}{\sqrt{h_{ij} h_{ij'} f_{X}(F^{-1}(\tau_{ij})) f_{X}(F^{-1}(\tau_{ij'}))}} \right]_{j,j'=1}^{J}.$$  

(8)

Then the optimal weight vector that minimizes the asymptotic variance of $\hat{m}(x)$ can be expressed as

$$\omega^*(\tau, h) = \frac{c_1 d_1 - c_2 d_2}{c_1 e_3 - c_2 e_2},$$

(9)
where

\[ d_1 = S^{-1}(\tau, h)1_{mJ}, \quad d_2 = S^{-1}(\tau, h)F_{\varepsilon}^{-1}(\tau), \]

\[ c_1 = d_2^\top F_{\varepsilon}^{-1}(\tau), \quad c_2 = d_2^\top 1_{mJ}, \quad c_3 = d_1^\top 1_{mJ} \]

with \( F_{\varepsilon}^{-1}(\tau) = \otimes_{i=1}^m (F_{\varepsilon}^{-1}(\tau_{ij}))_{j=1}^J \).

**Remark 2.** The optimal weights given by (9) depend on the bandwidth vector \( h \). Fortunately, \( h \) can be empirically chosen as

\[ h = h(\alpha, \nu) = \alpha \otimes_{i=1}^m (n_i^{-\nu}1_J), \]

where \( \alpha \) and \( \nu > 0 \) are parameters. Then, the optimal weight vector in (9) is independent of \( \alpha \). Consequently, it can be written as

\[ \omega^* (\tau, h(\alpha, \nu)) = \omega^* (\tau, h(1, \nu)). \]

Since it is often the case that the parameter \( \nu \) can be determined empirically (e.g., for each local estimator, the theoretically optimal choice is \( \nu = 1/5 \)), the optimal weigh vector (11) can be easily computed.

### 2.4 The choices of quantile levels

The optimal weight vector in (9) relies on the vector \( \tau \) of quantile levels. As an example, in this paper we only use the uniformly-spaced quantile levels in the form of

\[ \tau = \tau(\bar{\tau}) = \otimes_{i=1}^m (\bar{\tau}_{ij})_{j=1}^J \quad \text{with} \quad \bar{\tau}_{ij} = \bar{\tau} + \left( \frac{i + mj - m}{mJ} - \frac{1}{2} \left( 1 + \frac{1}{mJ} \right) \right) d_\tau, \]

where \( d_\tau \) controls the range of used quantile levels and \( \bar{\tau} \) is the central position of all the quantile levels. Naturally, \( d_\tau \) and \( \bar{\tau} \) should be constrained such that

\[ \left( \bar{\tau} - \frac{1}{2}d_\tau, \bar{\tau} + \frac{1}{2}d_\tau \right) \subset (\delta_\tau, 1 - \delta_\tau). \]
where \( \delta \) is an arbitrary small positive constant. The choice of \( \bar{\tau} \) is not unique in our approach. In the simulation studies of this paper, a type of \( \bar{\tau} \) is chosen as \( \bar{\tau}^* \) satisfying
\[
1^T_{m,J} F_{\varepsilon}^{-1}(\bar{\tau}(\bar{\tau}^*)) = 0. \tag{14}
\]

With the choice of \( \tau = \bar{\tau}(\bar{\tau}^*) \), the uniform weight vector \( \omega_u = 1 / (mJ) \) satisfies the constraints in (6). Thus, our optimal weight vector in (9) performs at least better than \( \omega_u \) under the criterion of asymptotic variance. Moreover, when the distribution of random error is symmetric, we have \( \bar{\tau}^* = 1/2 \), then the resulting quantile levels \( \tau(\bar{\tau}^*) \) is identical to the ones extensively used in those CQR-based works, e.g., Zou and Yuan (2008), Kai et al. (2010), Sun et al. (2013), Lin et al. (2019).

Remark 3. Alternatively, we can also select \( \bar{\tau} = \bar{\tau}^{**} \) with \( \bar{\tau}^{**} \) satisfying
\[
1^T_{m,J} S^{-1}(\bar{\tau}(\bar{\tau}^{**}), h(1, \nu)) F_{\varepsilon}^{-1}(\bar{\tau}(\bar{\tau}^{**})) = 0. \tag{15}
\]

Under \( \tau = \bar{\tau}(\bar{\tau}^{**}) \) and \( h = h(\alpha, \nu) \), the optimal weight vector can be written as
\[
\omega^{**} = \omega^*(\bar{\tau}(\bar{\tau}^{**}), h(\alpha, \nu)) = d_3 / 1^T_{m,J} d_3 \quad \text{with} \quad d_3 = S^{-1}(\bar{\tau}(\bar{\tau}^{**}), h(1, \nu)) 1_{m,J}. \tag{16}
\]

The above is a best choice because the resulting asymptotic variance reaches its minimum over all the weight constrained by \( \omega^T 1_{m,J} = 1 \) (instead of \( \omega^T 1_{m,J} = 1 \)), i.e.,
\[
\Sigma(x, \omega^{**}, \tau(\bar{\tau}^{**}), h(\alpha, \nu)) = \min_{\omega^T 1_{m,J} = 1} \Sigma(x, \omega, \tau(\bar{\tau}^{**}), h(\alpha, \nu)). \tag{16}
\]

2.5 The sub-optimal bandwidths

We only consider the case where the bandwidths are of the form of (10) for simplicity. By Theorem 2 and Corollary 3 in the next section, to obtain the optimal convergence rate of \( \text{AMSE}(\hat{m}(x)) \), the optimal parameters \( \nu \) and \( \alpha \) should satisfy
\[
\nu^* = \frac{\ln n}{5 \ln \left( n - \ln m \right)} \to \frac{1}{5s}, \quad \alpha^*(x, \omega) = \left( \frac{A_2^* (x, \omega)}{4A_1^* (x, \omega)} \right)^{1/5}, \tag{17}
\]
where
\[
A_1^* (x, \omega) = \left( \sum_{i=1}^{m} \sum_{j=1}^{J} \omega_{ij} n_i^{-2\nu^*} \beta(x, \tau_{ij}) \right)^2,
\]
and
\[
A_2^* (x, \omega) = \left( \sum_{i=1}^{m} \sum_{j=1}^{J} \omega_{ij} n_i^{-2\nu^*} \beta(x, \tau_{ij}) \right)^2.
\]
\[ A_2^* (x, \omega) = a(x) \sum_{i=1}^{m} n_i^{-1} \omega_i^\top \mathcal{R}_1 (\tau_i) \omega_i \text{ with } \mathcal{R}_1 (\tau_i) = \mathcal{R}(1, \tau_i). \] (18)

For constant bandwidths, the optimal \( \alpha \) that minimizes AMISE \( \hat{m} \) can be expressed as
\[
\alpha^* (\omega) = \left( \frac{\int_{\mathcal{R}} A_2^*(x, \omega) W(x) dx}{4 \int_{\mathcal{R}} A_1^*(x, \omega) W(x) dx} \right)^{1/5},
\]
where \( W(\cdot) \) is a given nonnegative weight function with a compact support in \([0, 1]\).

If data batches \( D_i \) have the same size, i.e., \( n_i = n/m \) for all \( i \), we can choose that the bandwidth vector is of the form of
\[
h = h1_{mJ}, \text{ where } h = \alpha \left( \frac{n}{m} \right)^{-\nu}.
\] (19)

Then the optimal bandwidth vector has a more concise form. In fact, by Theorem 2 in the next section, and by minimizing the AMSE of \( \hat{m}(x) \), we get the optimal \( h \) as
\[
h^*(x, \omega) = \left( \frac{a(x)}{\mu_2^2 m''(x)^2} \sum_{i=1}^{m} n_i^{-1} \omega_i^\top \mathcal{R}_1 (\tau_i) \omega_i \right)^{\frac{1}{5}} n^{-\frac{1}{5}},
\] (20)
and the optimal constant bandwidth as
\[
h^*(\omega) = \left( \frac{\int_{\mathcal{R}} a(x) W(x) dx}{\mu_2^2 \int_{\mathcal{R}} m''(x)^2 W(x) dx} \sum_{i=1}^{m} n_i^{-1} \omega_i^\top \mathcal{R}_1 (\tau_i) \omega_i \right)^{\frac{1}{5}} n^{-\frac{1}{5}}.
\] (21)

**Remark 4.** Another natural idea to find the optimal weights, quantile levels, and bandwidths is to minimize the AMSE directly. However as shown in Corollary 2, the function AMSE to be minimized is generally high dimensional and nonconvex with a complex structure, which means that the optimization problem is difficult to solve. Even worse, the minimizer is generally not unique, when the quantile level vector \( \tau \) is considered as an independent parameter. Thus we consider a sub-optimal but more practical approach in this paper, which can drastically reduce the computational expense.

As previously discussed, the choices of weights, quantile levels and bandwidths rely on the information of the CDF \( F_\varepsilon(\cdot) \), PDF \( f_\varepsilon(\cdot) \), the functions \( \sigma(\cdot, \cdot) \) and \( \beta(\cdot, \cdot) \). When these parameters and functions are unknown, they can be replaced by some consistent estimators. More details will be discussed in Section 4.
3 Theoretical Properties

3.1 Regularity conditions

To establish the theoretical properties of the global estimator \( \hat{m}(x) \), we introduce the following regularity conditions.

**Assumption 1.** For some open interval \( I_x \subseteq [0, 1] \), the functions \( f_X(x) \) and \( \sigma(x) \) are strictly positive for \( x \in I_x \), their derivative functions \( f''_X(x) \), \( m''(x) \) and \( \sigma''(x) \) exist and are continuous for \( x \in I_x \). Moreover, the PDF \( f_\varepsilon(u) \) is strictly positive and its derivative function \( f'_\varepsilon(u) \) is continuous and bounded for \( u \in \mathbb{R} \).

**Assumption 2.** The kernel function \( K(u) \) is Lipschitz for \( u \in \mathbb{R} \), nonnegative with a compact support and satisfies
\[ \int_{\mathbb{R}} K(u)du = 1, \quad \int_{\mathbb{R}} uK(u)du = 0, \quad \int_{\mathbb{R}} u^2K(u)du < \infty, \quad \int_{\mathbb{R}} K(u)^2du < \infty. \]
Moreover, there exist constants \( \delta_K > 0 \) and \( s_K > 0 \), such that \( K(u) \geq \delta_K \) for \( u \in [-s_K, s_K] \).

**Assumption 3.** The vector \( \omega \) of weights and vector \( \tau \) of quantile levels satisfy (6). Additionally, there exist constants \( M_w, \delta_\tau, \lambda_{\text{min}} \) and \( \lambda_{\text{max}} \) independent with \( n \) and \( m \), such that
\[ \|\omega\|_{\infty} < M_w < 0, \quad 0 < \delta_\tau < \tau_{ij} < 1 - \delta_\tau, \quad 0 < \lambda_{\text{min}} < \lambda_{\text{min}}(\mathcal{R}_1(\tau_i)) \leq \lambda_{\text{max}}(\mathcal{R}_1(\tau_i)) < \lambda_{\text{max}} < +\infty \]
for all \( i = 1, \cdots, m \) and \( j = 1, \cdots, J \), where \( \mathcal{R}_1(\tau_i) \) is defined in (18).

**Assumption 4.** There exist constants \( M_b > 0 \) and \( s \in (\frac{2}{3}, 1] \) such that
\[ M_b^{-2}n^s < n_i < M_b^2n^s, \quad i = 1, \cdots, m. \]
Moreover, the bandwidths satisfy
\[ h_{ij} = \Omega \left( n_i^{-\nu} \right) \text{ i.e. } h_{ij} = \Omega \left( n_i^{-s\nu} \right) \text{ with } \nu < 3 - \frac{2}{s} \text{ for } i = 1, \cdots, m, j = 1, \cdots, J. \]

Assumptions 1 and 2 are fairly general in nonparametric regression. In Assumption 3, the constraint (6) is used to eliminate the non-negligible bias, and additionally, the first condition in (22) requires a uniform boundedness of \( \omega \), which is standard for designing weights, and the the
second condition in (22) is necessary to obtain a uniformly convergence rate of the remainder term in (4). Moreover, in Assumption 3, the condition in (23) is standard in asymptotic analysis which guarantee the boundedness and nonsingularity of the covariance matrix in (8). Assumption 4 means that the sample size in each data batch is of the same order of \(O(n/m)\), and the use of conditions on \(s\) and \(\nu\) is to guarantee that the remainder term in (4) is infinitesimal of higher order than the others. For the the assumptions above, we have the following further remarks.

Remark 5. It is worth pointing out that the condition on the error distribution in Assumption 4 is quite mild, which neither requires the error distribution to be symmetric as in Zou and Yuan (2008), Kai et al. (2010) and Gu and Zou (2020), nor requires the error distribution to have a finite variance as in the local polynomial regression (Fan, 1993). In the case of massive data, it is usually quite difficult to obtain the exact information about the error distribution. Hence, our method is desirable for its general applicability in term of error distribution.

Remark 6. The condition (24) in Assumption 4 implies that the number \(m\) of data batches is restricted, namely, \(m = O(n^\gamma)\) with \(0 \leq \gamma < \frac{1}{3}\). This restriction is necessary to suppress the remainder term \(R(\omega,h)\) and to establish the asymptotic normality in (29). However, this is a common condition in DC quantile methods with one-shot aggregation, even for parametric models, this condition is commonly used (see e.g. Zhao et al., 2015, Jiang et al., 2018, Chen and Zhou 2020).

3.2 Asymptotic properties

For simplicity, we define

\[
Q_{Y,h}(\tau|x) = a^* \quad \text{with} \quad (a^*, b^*) = \arg\min_{(a,b) \in \mathbb{R} \times \mathbb{R}} \mathbb{E} \left[ \rho_\tau (Y - a - b(X - x)) K_h (X - x) \right],
\]

and

\[
\phi(x, \tau, h, D_i) = \frac{1}{n_i h v(x; \tau, h)} \sum_{j=1}^{n_i} \psi_\tau (Y_{ij} - Q_{Y,h}^*(\tau|X_{ij})) K \left( \frac{X_{ij} - x}{h} \right) \quad \text{for} \ 1 \leq i \leq m \quad (26)
\]

with

\[
v(x; \tau, h) = \int_{\mathbb{R}} \frac{K(u)}{\sigma(x + hu)} f_X(x + hu) f_\epsilon \left( \frac{Q_{Y,h}^*(\tau|x) - m(x + hu)}{\sigma(x + hu)} \right) du.
\]
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The following theorem states the asymptotic properties of the global estimator $\hat{m}(x)$.

**Theorem 1.** Under Assumptions 1–4, the global estimator $\hat{m}(x)$ defined by (3) has the following asymptotic representation:

$$
\hat{m}(x) = m(x) + B(x, \omega, \tau, h) + \sum_{i=1}^{m} \sum_{j=1}^{J} \omega_{ij} \phi(\tau_{ij}, h_{ij}, D_t) + R(\omega, h) \quad \text{for } x \in [0, 1],
$$

where

$$
B(x, \omega, \tau, h) = \sum_{i=1}^{m} \sum_{j=1}^{J} \omega_{ij} h_{ij}^2 \beta(x, \tau_{ij})
$$

and

$$
R(\omega, h) = O_p \left( \|\omega\|_2 \sqrt{m} (\log n)^{\frac{3}{4}} n^{-\frac{3}{4} (1-\nu)} \right) + o \left( \|\omega\|_1 n^{-2\nu} \right).
$$

Consequently, we have

$$
\frac{\hat{m}(x) - m(x) - B(x, \omega, \tau, h)}{\Sigma(x, \omega, \tau, h)} \xrightarrow{d} N(0, 1) \quad \text{for } x \in [0, 1],
$$

where “$\xrightarrow{d}$” stands for the convergence in distribution, and $\beta(x, \tau_{ij})$ and $\Sigma(x, \omega, \tau, h)$ are defined in (5) and (7), respectively.

In Theorem 1, the asymptotic distribution of $\hat{m}(x)$ can throw light on the reasonability of the choices of the optimal weights, bandwidths and quantile levels proposed in the previous section.

For the theorem, we have the following remark.

**Remark 7.** When the bandwidths have the form $h = h_1 m J$, by the theorem together with the conditions in (6), we can write the bias term (28) in the following concise form

$$
B(x, \omega, \tau, h) = \frac{h_2}{2} h^2 m''(x) \quad \text{for } x \in [0, 1],
$$

which is no longer dependent on $\omega$ and $\tau$. From Theorem 1, we can see that despite the local estimations on each data set have a non-ignorable bias, the bias of our global estimator is even of the order of $O(\|h\|_{\infty}^2)$, which is identical to the standard convergence rate of kernel regressions obtained by using the full data set. This is owing to our strategy of multilevel quantile-matched composite, in which the weights and quantile levels are well-chosen, such that the non-vanishing
biases in local estimators are globally corrected.

3.3 Asymptotic mean square error

If the remainder term $R(\omega, h)$ in the asymptotic representation (27) is ignored, we have the following theorem, which clarifies the asymptotic mean square error of our estimator.

**Theorem 2.** Under the conditions of Theorem 1, when the vector of bandwidths are of the form of (10), the AMSE of $\hat{m}(x)$ can be expressed as

$$\text{AMSE}(\hat{m}(x)) = \alpha^4 \left( \sum_{i=1}^{m} \sum_{j=1}^{J} \omega_{ij} n_i^{-2\nu} \beta(x, \tau_{ij}) \right)^2 + \frac{a(x)}{\alpha} \sum_{i=1}^{m} \frac{1}{n_i^{1-\nu}} \mathbf{R}_1(\tau_i) \omega_i \text{ for } x \in [0,1].$$

(31)

When the vector of bandwidths further satisfies the form $h = h_{1mJ}$ with the scaler $h = \Omega(n^{-s\nu})$, the AMSE of $\hat{m}(x)$ can be simplified to

$$\text{AMSE}(\hat{m}(x)) = \frac{\mu^2}{4} m''(x)^2 h^4 + \frac{a(x)}{h} \sum_{i=1}^{m} \frac{1}{n_i} \mathbf{R}_1(\tau_i) \omega_i \text{ for } x \in [0,1].$$

(32)

In either case, it holds that

$$\text{AMSE}(\hat{m}(x)) = O \left( \|\omega\|^2 n^{-4s\nu} \right) + \Omega \left( \|\omega\|^2 n^{-s(1-\nu)} \right) \text{ for } x \in [0,1].$$

(33)

Theorem 2 shows that the AMSE of our estimator depends on the used weights, quantile levels and bandwidths. Moreover, as shown in (33), the convergence rate of $\hat{m}(x)$ not only relies on the parameter $\nu$ but also relies on the weights. Before finding the optimal convergence rate of our estimator, it is necessary to discuss the properties of the optimal weights in (9). The following theorem justifies the optimality of the weights given by (9).

**Theorem 3.** Under the conditions of Theorem 1, the weight vector in (9) minimizes the asymptotic variance of $\hat{m}(x)$. Moreover, under the quantile levels $\tau = \tau^*$ or $\tau = \tau^{**}$ which satisfy (14) and (15), respectively, it holds that

$$\Sigma(x, \omega^*, \tau, h) \leq \Sigma(x, \omega_u, \tau, h) \text{ with } \omega_u = \frac{1}{mJ} 1_{mJ}.$$

(34)

Theorem 3 shows that if the quantile levels satisfy (14) or (15), the use of the optimal weight
vector can achieve a smaller asymptotic variance of \( \hat{m}(x) \) than that obtained by the use of the uniform weight vector. This conclusion will be useful for the efficiency of our estimator discussed later. For the choice of weight vector, we have the following result.

**Corollary 4.** Under the conditions of Theorem 1, let the quantile levels \( \tau(\bar{\tau}^\ast) \) and \( \tau(\bar{\tau}^{**}) \) satisfy \([14]\) and \([15]\), respectively. Then for \( \omega = \omega^\ast(\tau(\bar{\tau}^\ast), h) \) and \( \omega = \omega^\ast(\tau(\bar{\tau}^{**}), h) \), the following holds:

\[
\|\omega\|_1 = O(1), \quad \|\omega\|_2^2 = \Omega(m^{-1}).
\]

The above indicates the regularity of the selected weights. On the other hand, combining Theorem 2 and Corollary 4, we immediately obtain the convergence rate of the estimator \( \hat{m}(x) \) with the optimal weights.

**Corollary 5.** Under the conditions of Theorem 1, given the bandwidths \( h = h(\alpha, \nu) \) and the weights

\[
\omega = \omega^\ast(\tau(\bar{\tau}^\ast), h(\alpha, \nu)) \quad \text{or} \quad \omega = \omega^\ast(\tau(\bar{\tau}^{**}), h(\alpha, \nu)),
\]

then, the following conclusions hold:

- **If** \( \frac{11}{15} \leq s \leq 1 \), we have \( \text{AMSE}(\hat{m}(x)) = O\left( n^{-4s\nu} + n^{s\nu-1} \right) \) for \( x \in [0, 1] \). **If** \( \frac{2}{3} < s \leq \frac{11}{15} \), we have \( \text{AMSE}(\hat{m}(x)) = O\left( n^{-4s\nu} \right) \) for \( x \in [0, 1] \).

- **Particularly**, when \( \frac{11}{15} \leq s \leq 1 \) and \( \nu = \nu^\ast \) given in \([17]\), the global estimator \( \hat{m}(x) \) enjoys the optimal convergence rate as

\[
\text{AMSE}(\hat{m}(x)) = O(n^{-4/5}) \quad \text{for} \quad x \in [0, 1].
\]

The above shows the oracle convergence rate of our estimator, which is the same as that of the entire data estimator.

### 3.4 Asymptotic relative efficiency

In this subsection, we establish the asymptotic relative efficiency (ARE) between our estimator \( \hat{m}(x) \) and the oracle local linear estimator \( \hat{m}_{\text{oll}}(x) \) obtained on the entire data set \( D \) by comparing
their AMSEs. Throughout this subsection, we suppose Assumptions 1-4 hold with \( 11/15 ≤ s ≤ 1 \) and the vector of bandwidth satisfies \( h = h_{1,m,J} \). Then the AMSE of our estimator is given by (32). Minimizing AMSE \((\hat{m}(x))\) and AMISE \((\hat{m})\), the optimal variable bandwidth and constant bandwidth for our estimator are given by (20) and (21), respectively. On the other hand, according to Fan (1993), Kai et al. (2010), under some regular conditions, the oracle local linear estimator \( \hat{m}_{oll}(x) \) for \( m(x) \) has AMSE as

\[
\text{AMSE}(\hat{m}_{oll}(x)) = \frac{\mu^2}{4} m''(x)^2 h^4 + \frac{a(x)}{nh} \quad \text{for} \quad x \in [0,1].
\] (37)

Minimizing AMSE \((\hat{m}_{oll}(x))\) and AMISE \((\hat{m}_{oll})\), respectively, the optimal variable bandwidth and constant bandwidth for \( \hat{m}_{oll}(x) \) can be respectively expressed as

\[
h_{oll}^*(x) = \left( \frac{a(x)}{\mu^2 m''(x)^2} \right)^{\frac{1}{2}} n^{-\frac{1}{5}}, \quad h_{oll}^* = \left( \frac{\int_a \frac{a(x)W(x)dx}{\mu^2 \int_a m''(x)^2 W(x)dx}}{n} \right)^{\frac{1}{2}} n^{-\frac{1}{5}}.
\] (38)

The ARE between \( \hat{m}(x) \) and \( \hat{m}_{oll}(x) \) is defined by

\[
\text{ARE}(\hat{m}(x), \hat{m}_{oll}(x)) = \frac{\text{AMSE}_{\text{opt}}(\hat{m}_{oll}(x))}{\text{AMSE}_{\text{opt}}(\hat{m}(x))},
\]

where \( \text{AMSE}_{\text{opt}}(\hat{m}(x)) \) and \( \text{AMSE}_{\text{opt}}(\hat{m}_{oll}(x)) \) respectively denote the AMSE of \( \hat{m}(x) \) and \( \hat{m}_{oll}(x) \) evaluated at the optimal variable bandwidths given in (20) and (38). Then by straightforward calculations, it follows from the AMSEs in (32) and (37) that

\[
\text{ARE}(\hat{m}(x), \hat{m}_{oll}(x)) = \left( \sum_{i=1}^m \frac{n}{n_i} \omega_i R_1(\tau_i) \omega_i \right)^{-\frac{1}{2}}.
\] (39)

From (39), we can see that the ARE not only depends on the error distribution, but also depends on the used weights and quantile levels. Moreover, the relevance among them is rather complex. To address this issue, we turn to discuss the lower bound of the ARE.

Apart from Assumptions 1-4 mentioned before, we further assume that the data batches \( D_i \) have the same size, i.e., \( n_i = n/m \) for all \( i \), the weights are given by \( \omega = \omega^*(\tau, h(1, \nu^*)) \) with the
quantile levels $\tau = \tau(\bar{\tau}^*)$ satisfying (14). Then, Theorem 3 leads to a lower bound for ARE as

$$\text{ARE}(\hat{m}(x), \hat{m}_{\text{oll}}(x)) \geq R_u = \left( \frac{1}{m} \sum_{i=1}^{m} \frac{1}{J^2} J_1^r \mathcal{R}_1(\tau_i) 1_J \right)^{-\frac{3}{2}}. \quad (40)$$

In (40), $R_u$ is just the ARE between the local CQR estimator with uniform weights and the oracle local linear estimator $\hat{m}_{\text{oll}}(x)$. According to the values of $J$, we have the following observations:

- For relatively small $J$, it was shown by Table 3.1 in [Kai et al., 2010] that under some typical non-normal error distributions, e.g., Laplace distribution, $t$-distribution and mixtures of normal distributions, it holds that $R_u > 1$. This implies that our estimator is able to improve the estimation efficiency for relatively small $J$ if the error distribution is non-normal.

- For large $J$, Theorem 2 in [Kai et al., 2010] shows that regardless of whether the error is normal or not, $R_u \to 1$ as $J \to \infty$ and $d_\tau \to 1$. Recalling (14), we have $\bar{\tau}^* = \frac{1}{2}$ for symmetric error distributions, which implies that $d_\tau$ can be close to 1 and the constraint in (13) can be satisfied. Thus, for symmetric error distributions including the normal distribution, our estimator does not lose any efficiency, as long as $J$ is large and $d_\tau$ approaches 1.

4 Practical Implementation

4.1 Pilot estimations for weights and quantile levels

As discussed in Section 2, the choices of weights and quantile levels rely on the information of CDF $F_\varepsilon(\cdot)$, PDF $f_\varepsilon(\cdot)$ and $\sigma(\cdot)$. When these functions are unknown, they can be replaced by the corresponding estimators. As an example, we propose the following pilot estimation procedures.

The functions $F_\varepsilon(\cdot)$, $f_\varepsilon(\cdot)$ and $\sigma(\cdot)$ can be estimated as follows:

1. Construct the N-W estimator of the DC form as an initial estimator for $m(\cdot)$ by

$$\hat{m}_{\text{nw}}(x) = \frac{\sum_{i=1}^{m} S^c_i(x)}{\sum_{i=1}^{m} T_i(x)}, \quad x \in [0, 1], \quad (41)$$

where $S^c_i(x)$ and $T_i(x)$ are computed on the $i$-th data batch by

$$S^c_i(x) = \sum_{j=1}^{n} Y_{ij} K_h(X_{ij} - x), \quad T_i(x) = \sum_{j=1}^{n} K_h(X_{ij} - x).$$
2. Estimate \( \sigma(\cdot) \) by N-W estimator of the DC form by

\[
\hat{\sigma}^2(x) = \frac{1}{m} \sum_{i=1}^{m} S_i^2(x), \quad x \in [0,1],
\]

where \( S_i^2(x) = \sum_{j=1}^{n_i} (Y_{ij} - \hat{m}_{nw}(X_{ij}))^2 K_h(X_{ij} - x) \) is computed on the \( i \)-th data batch.

3. Let \( \epsilon_{ij} = \frac{Y_{ij} - \hat{m}_{nw}(X_{ij})}{\hat{\sigma}(X_{ij})} \), for \( j = 1, \cdots, n_i \) and \( i = 1, \cdots, m \). For \( \tau \in (0,1) \) and \( x \in [0,1] \), estimate \( f_\epsilon(x) \) and \( F_\epsilon(x) \) by

\[
\hat{f}_\epsilon(x) = \frac{1}{m} \sum_{i=1}^{m} \hat{f}_{\epsilon,i}(x), \quad \hat{F}_\epsilon(x) = \int_{-\infty}^{x} \hat{f}_\epsilon(x) \, dx,
\]

respectively, where \( \hat{f}_\epsilon(x) \) is local estimator computed on the \( i \)-the data batch by

\[
\hat{f}_{\epsilon,i}(x) = \frac{1}{n_i} \sum_{j=1}^{n_i} K_h(\hat{\epsilon}_{ij} - x).
\]

4.2 Practical bandwidth selection

The bandwidth selection is an important issue in practical application. According to the idea in [Kai et al. 2010], we give two bandwidth selectors as follows:

- The “pilot” selector: We can use the optimal bandwidth formulas in Subsection 2.5 to estimate the optimal bandwidth. The unknown functions \( F_\epsilon, f_\epsilon \) and \( \sigma \) can be replaced with the associated pilot estimators given in the previous subsection, and \( \beta(x, \tau_{ij}) \) can be estimated by

\[
\hat{\beta}(x, \tau_{ij}) = \mu_2 \hat{b}_{ij}^{(2)}, \quad i = 1, \cdots, m, \quad j = 1, \cdots, J,
\]

where \( \hat{b}_{ij}^{(2)} \) is the local cubic CQR estimators defined by

\[
\begin{align*}
\left( \hat{a}_i, \hat{b}_{ij}^{(1)}, \hat{b}_{ij}^{(2)} \right) &= \underset{(a,b^{(1)},b^{(2)}) \in \mathbb{R}^3}{\text{arg min}} \sum_{l=1}^{n_i} \rho_{\tau_{ij}} \left( Y_{il} - a - \sum_{k=1}^{2} b^{(k)}(X_{il} - x)^k \right) K_{h_p}(X_{il} - x),
\end{align*}
\]

with \( h_p \) being a pre-given pilot bandwidth.

- A short-cut strategy: Recalling the optimal bandwidths in [20] and [21], and comparing
them with the ones in (38), we can obtain the following relationships:

\[ h^*(x, \omega) = V_{\tau}(\omega, \tau) h^*_{\text{all}}(x), \quad h^*(\omega) = V_{\tau}(\omega, \tau) h^*_{\text{all}} \]

\[ V(\omega, \tau) = \sum_{i=1}^{n} \frac{n}{n_i} \omega_i^\top \mathbf{R}_1(\tau_i) \omega_i, \]

which shows that the optimal bandwidths for \( \hat{m}(x) \) can be estimated via the optimal bandwidths for \( \hat{m}_{\text{all}}(x) \). Actually, the optimal bandwidths for the local least squares estimators can be chosen by the existing bandwidth selectors, and \( V(\omega, \tau) \) can be replaced with the associated plug-in estimator by using the pilot estimators in the previous subsection.

### 4.3 The entire estimation procedure

To be clearer, we summary the entire estimation procedure for \( m(x) \) as follows:

1. Carry out the pilot estimations in Section 4.1 to obtain the estimators for \( F_\varepsilon(\cdot) \), \( f_\varepsilon(\cdot) \) and \( \sigma(\cdot) \).

2. After replacing the unknown parameters and functions with the corresponding estimators, compute the quantile level vector \( \tau^* = \tau(\hat{\tau}^*) \) with \( \hat{\tau}^* \) solved from (14), and then compute the optimal weight vector \( \omega^* = \omega^*(\tau^*, h(1, \nu^*)) \) by the formula (9) with \( \nu^* \) given by (17).

3. Select the optimal bandwidth vector \( h^* = h(\alpha^*, \nu^*) \) based on the selectors in Section 4.2.

4. For \( i = 1, \ldots, m \), compute the local estimator \( \hat{m}_{ij}^*(x) = \hat{m}_i(x; \tau_{ij}^*, h_{ij}^*) \) by (2) on the \( i \)-th data batch.

5. Compute the optimal global estimator for \( m(x) \) by

\[ \hat{m}^*(x) = \sum_{i=1}^{m} \omega_{ij}^* \hat{m}_{ij}^*(x). \]

### 5 Numerical analyses

In this section, we conduct simulation studies and real data analyses to verify performance of the optimal global estimator \( \hat{m}^*(\cdot) \). We consider two competing estimators. The first one is a benchmark estimator, namely, the oracle local linear estimator denoted by \( \hat{m}_{\text{all}}(\cdot) \), which is computed by the full data set with the bandwidths selected via cross validation. The second
competitor is the simple-average local linear least absolute deviation (ALAD) estimator denoted by \( \hat{m}_{\text{alad}} (\cdot) \), which is actually the simple average of the local linear least absolute deviation (LAD) estimators from each data batch, in other words, it can be expressed by

\[
\hat{m}_{\text{alad}} (x) = \frac{1}{m} \sum_{i=1}^{m} \hat{m}_i (x; 0.5, h), \quad x \in [0, 1],
\]

where the bandwidth \( h \) is obtained by the short-cut strategy introduced in Section 4.2. In the procedure of simulation, we use the Epanechnikov kernel as \( K(z) = \frac{3}{4} (1 - z^2)_+ \).

5.1 Simulation Studies

In this subsection, we will carry out simulation studies to make a comprehensive comparison between our estimators and the two competing estimators. We consider various experiment conditions, such as symmetric or asymmetric errors, and homoscedastic or heteroscedastic models. We also consider the mixtures of two distributions, more specifically, a mixture distribution can be chosen as \((1 - \lambda)F_\varepsilon + \lambda F_{\sqrt{10}\varepsilon} \) with mixture proportion denoted by \( \lambda \), where \( F_\varepsilon \) is distribution function of \( \varepsilon \). If without special statement, all the distributions of \( \varepsilon \) involved in the simulations are centralized.

The total number \( n \) of samples in the full data set is taken as 10000. The full data set is divided equally into \( m \) data batches. To show the influence of the number of data batches, we successively take \( m = 1, 5, 10, 20, 50 \). For constructing the composite estimator \( \hat{m}^*(\cdot) \), the quantile levels are chosen as the form of \((12) \) with \( J = 5 \) and \( d_\tau = 0.5 \), the bandwidths are obtained by the short-cut strategy introduced in Section 4.2. The number of replications in the simulation is designed as 400. The performance of any estimator \( \hat{g}(\cdot) \) of a function \( g(\cdot) \) is evaluated by the average squared errors (ASEs) defined by

\[
\text{ASE}(\hat{g}) = \frac{1}{n_{\text{grid}}} \sum_{i=1}^{n_{\text{grid}}} |\hat{g}(u_k) - g(u_k)|^2,
\]

where \( \{u_k, k = 1, \ldots, n_{\text{grid}}\} \) are the grid points at which the estimator \( \hat{g}(\cdot) \) is evaluated. In this subsection, we take \( n_{\text{grid}} = 200 \) and let the grid points be evenly distributed over the interval on
which \( \hat{g}(\cdot) \) is estimated. We use the ratio of average squared errors (RASEs)

\[
\text{RASE} (\hat{g}_1, \hat{g}_2) = \frac{\text{ASE}(\hat{g}_2)}{\text{ASE}(\hat{g}_1)}
\]
to compare the performance of two estimators \( \hat{g}_1 \) and \( \hat{g}_2 \).

5.1.1 Homoscedastic model

We first consider the homoscedastic model from Fan and Gijbels (1992):

\[
Y = m(X) + \sigma \varepsilon,
\]

where the covariate \( X \) follows \( N(0, 1) \), the regression function is chosen as \( m(x) = \sin(2x) + 2 \exp\left(-16x^2\right) \) and the standard deviation is \( \sigma = 0.5 \). By taking various error distributions, we manage to estimate \( m(x) \) for \( x \in [-1.5, 1.5] \).

- Example 1a. We consider the model (44) with various symmetric error distributions. The means and standard derivations of RASEs are reported in Table 1.

- Example 1b. We consider the model (44) with various asymmetric error distributions. The means and standard derivations of RASEs are reported in Table 2.

From the values of RASE(\( \cdot \), \( \cdot \)) in Tables 1 - 2, we have the following findings:

(i) When the number \( m \) of data batches is no more than 20, the values of RASE(\( \hat{m}^\ast, \hat{m}_{\text{all}} \)) are significantly greater than 1 in most cases, indicating that \( \hat{m}^\ast(\cdot) \) outperforms \( \hat{m}_{\text{all}}(\cdot) \) uniformly for all choices of the mixture proportion \( \lambda \). Generally, the values of RASE(\( \hat{m}^\ast, \hat{m}_{\text{all}} \)) increase with \( \lambda \) increasing. This means that our estimator is more robust than the local linear estimator. However, sometimes the above advantage vanishes gradually as \( m \) increases, and particularly, when \( m = 50 \), the advantage of \( \hat{m}^\ast(\cdot) \) depends on the choices of the mixture proportion \( \lambda \). This illustrates that in the asymptotic expansion of (4), the effect of the remainder term \( I_4 \) become more significant for larger \( m \).

(ii) Our estimator \( \hat{m}^\ast(\cdot) \) performs significantly better than \( \hat{m}_{\text{alad}}(\cdot) \) in most cases. Unlike the observation in (1), however, the values of RASE(\( \hat{m}^\ast, \hat{m}_{\text{alad}} \)) seems to be insensitive to \( m \) and \( \lambda \).
Table 1: The means and standard derivations of RASEs in Example 1a

| Distributions | λ | RASE($\hat{m}^*$, $\bar{m}_{\text{call}}$) | RASE($\hat{m}_{\text{ad}}$, $\bar{m}_{\text{call}}$) |
|---------------|---|--------------------------------------|--------------------------------------|
|               |    | m = 1 | m = 5 | m = 10 | m = 20 | m = 50 | m = 1 | m = 5 | m = 10 | m = 20 | m = 50 |
| N(0, 1)       | 0  | mean  | 1.0254 | 1.0305 | 0.9616 | 0.9118 | 0.7438 | 1.2079 | 1.1346 | 1.1612 | 1.1660 | 1.2533 |
|               |    | std   | 0.1252 | 0.1341 | 0.1616 | 0.1264 | 0.1736 | 0.2140 | 0.2014 | 0.2256 | 0.2069 | 0.3747 |
|               | 0.05| mean  | 1.3159 | 1.2548 | 1.2184 | 1.1479 | 1.0005 | 1.2162 | 1.2379 | 1.1495 | 1.0802 | 1.5681 |
|               |    | std   | 0.1833 | 0.1773 | 0.1438 | 0.1881 | 0.2402 | 0.2400 | 0.2584 | 0.1791 | 0.2025 | 0.4424 |
|               | 0.1 | mean  | 1.5727 | 1.5862 | 1.6809 | 1.5197 | 1.1865 | 1.1187 | 1.2572 | 1.3413 | 1.3332 | 1.1835 |
|               |    | std   | 0.2985 | 0.2448 | 0.2524 | 0.2467 | 0.2859 | 0.2224 | 0.2276 | 0.2720 | 0.2469 | 0.2888 |
|               | 0.2 | mean  | 1.8212 | 2.2943 | 2.1070 | 2.2799 | 1.6583 | 0.8811 | 1.2282 | 1.2099 | 1.4501 | 1.3078 |
|               |    | std   | 0.2275 | 0.3266 | 0.3192 | 0.3385 | 0.4646 | 0.1301 | 0.2588 | 0.2325 | 0.2569 | 0.3469 |

Standard Laplace

|               |    | m = 1 | m = 5 | m = 10 | m = 20 | m = 50 | m = 1 | m = 5 | m = 10 | m = 20 | m = 50 |
| t(3)          | 0  | mean  | 2.9770 | 2.6554 | 2.4556 | 1.9365 | 1.5956 | 1.0118 | 1.3706 | 1.3092 | 1.2974 | 1.3106 |
|               |    | std   | 0.4688 | 0.4135 | 0.4934 | 0.2740 | 0.2676 | 0.1631 | 0.1983 | 0.2218 | 0.2348 | 0.2218 |
|               | 0.05| mean  | 3.3970 | 3.4090 | 3.3435 | 2.8602 | 2.0082 | 0.7931 | 1.2049 | 1.4851 | 1.1493 | 1.1426 |
|               |    | std   | 0.4805 | 0.6973 | 0.4937 | 0.4882 | 0.5291 | 0.1147 | 0.2227 | 0.2249 | 0.1954 | 0.2605 |
|               | 0.1 | mean  | 4.7786 | 4.7811 | 4.4703 | 3.7875 | 3.0340 | 0.8356 | 1.5946 | 1.3792 | 1.1839 | 1.2004 |
|               |    | std   | 0.6943 | 0.7389 | 0.7028 | 0.8086 | 0.4678 | 0.1223 | 0.2148 | 0.2294 | 0.2514 | 0.1829 |
|               | 0.2 | mean  | 6.0830 | 6.5949 | 5.9595 | 5.3552 | 5.0854 | 0.8611 | 1.3713 | 1.4206 | 1.3085 | 1.4601 |
|               |    | std   | 0.9913 | 1.0297 | 0.7839 | 1.0495 | 1.1607 | 0.1413 | 0.2572 | 0.1928 | 0.1994 | 0.2775 |

U(−1, 1)

|               |    | m = 1 | m = 5 | m = 10 | m = 20 | m = 50 | m = 1 | m = 5 | m = 10 | m = 20 | m = 50 |
|               | 0  | mean  | 0.8383 | 0.8062 | 0.8519 | 0.8077 | 0.5439 | 1.5189 | 1.3554 | 1.3818 | 1.2370 | 1.0708 |
|               |    | std   | 0.1298 | 0.1035 | 0.1086 | 0.1164 | 0.1901 | 0.1802 | 0.2006 | 0.1721 | 0.2021 | 0.3188 |
|               | 0.05| mean  | 1.0764 | 1.0708 | 1.1029 | 0.9470 | 0.5721 | 1.5218 | 1.4023 | 1.3360 | 1.2669 | 1.2674 |
|               |    | std   | 0.1627 | 0.1598 | 0.1933 | 0.1467 | 0.2343 | 0.2610 | 0.2763 | 0.2178 | 0.1958 | 0.3629 |
|               | 0.1 | mean  | 1.0488 | 1.2561 | 1.1950 | 1.1398 | 0.6686 | 1.4198 | 1.3949 | 1.3189 | 1.2142 | 1.0641 |
|               |    | std   | 0.1247 | 0.1800 | 0.1219 | 0.1744 | 0.3164 | 0.1778 | 0.2639 | 0.1933 | 0.2207 | 0.3481 |
|               | 0.2 | mean  | 1.5591 | 1.6670 | 1.4182 | 1.2928 | 0.8542 | 1.4387 | 1.3615 | 1.2676 | 1.1630 | 0.9363 |
|               |    | std   | 0.2374 | 0.2060 | 0.2295 | 0.2680 | 0.2455 | 0.2512 | 0.2248 | 0.2049 | 0.2124 | 0.1871 |

It is because both estimators $\hat{m}^*(\cdot)$ and $\bar{m}_{\text{ad}}(\cdot)$ are quantile-based methods, implying that they have the same sensitivity to $m$, and the same robustness against outliers.

(iii) All the values of RASE($\bar{m}_{\text{ad}}, \bar{m}_{\text{coll}}$) under asymmetric distributions are close to 0, indicating that the ALAD estimator can be inconsistent when the distribution of $\varepsilon$ is asymmetric. Contrarily, our estimator $\hat{m}^*(\cdot)$ performances satisfactorily in this case, which further demonstrates the effectiveness of the strategy of multilevel quantile-matched composite.
### Table 2: The means and standard derivations of RASE in Example 1b

| Distributions | λ | RASE($\hat{m}^\lambda$, $\hat{m}_{\text{std}}$) | RASE($\hat{m}_{\text{std}}$, $\hat{m}_{\text{all}}$) |
|---------------|---|---------------------------------|---------------------------------|
|               | m = 1 | m = 5 | m = 10 | m = 20 | m = 50 | m = 1 | m = 5 | m = 10 | m = 20 | m = 50 |
|               |      |      |      |      |      |      |      |      |      |      |
| F(10,6)       | 0 | 2.2923 | 0.3799 | 1.7210 | 0.9068 | 0.5713 | 0.0527 | 0.0829 | 0.0781 | 0.0811 | 0.1262 |
|               | 0.05 | 2.9001 | 0.5529 | 2.5495 | 1.6956 | 0.6319 | 0.0758 | 0.0954 | 0.1050 | 0.1097 | 0.1975 |
|               | 0.1 | 3.4260 | 0.6717 | 3.6826 | 3.6411 | 2.3170 | 0.8495 | 0.0973 | 0.1181 | 0.1233 | 0.1587 | 0.1971 |
|               | 0.2 | 4.7415 | 0.9762 | 5.3339 | 4.4346 | 2.9963 | 1.2439 | 0.1364 | 0.1973 | 0.2519 | 0.2305 | 0.2836 |
| F(4,6)        | 0 | 1.2126 | 0.1730 | 1.0855 | 0.9705 | 0.4944 | 0.0851 | 0.1237 | 0.1310 | 0.1683 | 0.2398 |
|               | 0.05 | 1.6789 | 0.2052 | 1.3079 | 1.2808 | 1.1388 | 0.5061 | 0.1081 | 0.1611 | 0.1648 | 0.2019 | 0.2918 |
|               | 0.1 | 1.8913 | 0.3129 | 1.6964 | 1.5126 | 1.1989 | 0.5927 | 0.1365 | 0.1909 | 0.2109 | 0.2300 | 0.4111 |
|               | 0.2 | 2.5731 | 0.4777 | 2.3831 | 2.1421 | 1.6621 | 0.7365 | 0.1894 | 0.2721 | 0.2886 | 0.3554 | 0.3861 |
| Gamma(2,1.5)  | 0 | 2.8140 | 0.4291 | 2.2767 | 1.9924 | 1.1168 | 0.3754 | 0.0649 | 0.0687 | 0.0798 | 0.0865 | 0.1114 |
|               | 0.05 | 3.1935 | 0.4759 | 2.9592 | 2.9543 | 2.1384 | 0.4910 | 0.0734 | 0.1092 | 0.0979 | 0.1255 | 0.1608 |
|               | 0.1 | 4.1320 | 0.5061 | 3.8945 | 3.7167 | 3.7500 | 0.9170 | 0.1110 | 0.1472 | 0.1565 | 0.1683 | 0.2087 |
|               | 0.2 | 4.7578 | 0.8538 | 5.1823 | 5.2982 | 4.1367 | 1.7631 | 0.1766 | 0.2548 | 0.2431 | 0.2263 | 0.3651 |

### 5.1.2 Heteroscedastic model

We consider the heteroscedastic model from [Kai et al. (2010)]:

\[
Y = m(X) + \sigma(X)\varepsilon, \tag{45}
\]

where the covariate \(X\) follows \(U(0,1)\), the regression function is set as \(m(x) = x \sin(2\pi x)\) and the standard deviation function is chosen as \(\sigma(x) = (2 + \cos(2\pi x))\). By taking various error distributions, we manage to estimate \(m(x)\) for \(x \in [0,1]\).

- Example 2a. We consider the model \(Y = m(X) + \sigma(X)\varepsilon\) with various symmetric error distributions.
the results in example 1, however, the superiority of Standard Laplace and larger
means and standard derivations of RASE are reported in Table 4.

Example 2b. We consider the model (45) with various asymmetric error distributions. The
means and standard derivations of RASEs are reported in Table 4.

From the numerical results in Tables 3–4 we have the following observations:

(i) In general, the results in this example are similar to those in example 1. Compared with
the results in example 1, however, the superiority of \( \hat{m}(\cdot) \) over \( m_{\text{all}}(\cdot) \) is slightly decreased.

(ii) Particularly, our estimator \( \hat{m}^{*}(\cdot) \) generally performs better than \( \hat{m}_{\text{all}}(\cdot) \) in cases with smaller
m and larger \( \lambda \), illustrating the robustness of our estimator. On the other hand, our estimator \( \hat{m}^{*}(\cdot) \)
generally outperforms \( \hat{m}_{\text{alad}}(\cdot) \), and in the case with asymmetric error distributions, the estimator
Table 4: The means and standard derivations of RASE in Example 2b

| Distributions | $\lambda$ | $\text{mean}$ | $\text{std}$ | $\text{mean}$ | $\text{std}$ | $\text{mean}$ | $\text{std}$ | $\text{mean}$ | $\text{std}$ | $\text{mean}$ | $\text{std}$ |
|---------------|-----------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|
| $F(10, 4)$    | 0         | 1.3735        | 0.6105        | 1.4389        | 0.6019        | 1.1962        | 0.4199        | 0.1672        | 0.1947        | 0.0531        | 0.0405        |
|               | 0.05      | 1.8304        | 0.8976        | 1.2887        | 0.8193        | 0.1992        | 0.3556        | 0.0215        | 0.0398        | 0.0445        | 0.0351        |
|               | 0.1       | 1.7119        | 0.5776        | 1.5812        | 0.8008        | 0.3009        | 0.4651        | 0.0140        | 0.0398        | 0.0517        | 0.0351        |
|               | 0.2       | 2.3697        | 0.9219        | 1.6650        | 0.7953        | 0.1618        | 0.4644        | 0.0141        | 0.0627        | 0.0656        | 0.0351        |
| $F(2, 5)$     | 0         | 1.1049        | 0.3335        | 1.0591        | 0.5031        | 0.3579        | 0.3228        | 0.0250        | 0.0294        | 0.0263        | 0.0399        |
|               | 0.05      | 1.1271        | 0.5365        | 1.3010        | 0.6589        | 0.3566        | 0.3564        | 0.0278        | 0.0393        | 0.0377        | 0.0421        |
|               | 0.1       | 1.2899        | 0.3169        | 1.3446        | 0.5187        | 0.3515        | 0.4101        | 0.0151        | 0.0381        | 0.0388        | 0.0134        |
|               | 0.2       | 1.4844        | 0.7717        | 1.4122        | 0.6367        | 0.3590        | 0.5650        | 0.0335        | 0.0530        | 0.0575        | 0.0622        |
| $\text{Gamma}(2, 2)$ | 0         | 1.0588        | 0.4150        | 0.9268        | 0.3408        | 0.2620        | 0.4002        | 0.0487        | 0.0613        | 0.0726        | 0.1031        |
|               | 0.05      | 1.3546        | 0.3608        | 1.1785        | 0.3919        | 0.2957        | 0.3832        | 0.0579        | 0.1142        | 0.1272        | 0.1428        |
|               | 0.1       | 1.3725        | 0.4375        | 1.2431        | 0.3993        | 0.3197        | 0.4349        | 0.0490        | 0.0941        | 0.1779        | 0.1460        |
|               | 0.2       | 1.3237        | 0.3888        | 1.2846        | 0.4407        | 0.3295        | 0.4365        | 0.0343        | 0.1518        | 0.1243        | 0.1258        |
| $\text{Lognorm}(0.5, 1)$ | 0         | 1.1939        | 0.6830        | 0.9354        | 0.4620        | 0.2510        | 0.4101        | 0.0156        | 0.0235        | 0.0257        | 0.0266        |
|               | 0.05      | 1.2456        | 0.9349        | 1.2355        | 0.7200        | 0.2059        | 0.6983        | 0.0208        | 0.0288        | 0.0399        | 0.0545        |
|               | 0.1       | 1.2581        | 0.7062        | 1.4572        | 0.6170        | 0.2357        | 0.6091        | 0.0233        | 0.0314        | 0.0396        | 0.0407        |
|               | 0.2       | 1.9738        | 0.8356        | 1.9726        | 0.8191        | 0.4986        | 0.9007        | 0.0349        | 0.0415        | 0.0438        | 0.0449        |

$m_{\text{oll}}$ and $m_{\text{oll}}$ is even inconsistent. When the number $m$ is larger than 20, however, our estimator $\hat{m}^*(\cdot)$ is not better than the benchmark estimator $\hat{m}_{\text{oll}}$ because the values of $\text{RASE}(\hat{m}^*, \hat{m}_{\text{oll}})$ is generally less than 1. This is not surprising since the benchmark estimator $\hat{m}_{\text{oll}}$ is computed on the full data set.

5.2 Real data examples

For case study, we apply our method to the Beijing Multi-Site Air-Quality Data set from the UCI machine learning repository\footnote{https://archive-beta.ics.uci.edu/ml/datasets/beijing+multi+site+air+quality+data}. This data set consists of hourly data about 6 main air
pollutants and 6 relevant meteorological variables collected from 12 nationally-controlled air-quality monitoring sites in Beijing, China. The observational data cover the time period from March 1st, 2013 to February 28th, 2017, and each variable including 420768 observed values. Our goal is to fit the relationship between the main air pollutants and the relevant meteorological variables in the dataset.

In model (1), we use $Y$ and $X$ to denote a main index from 6 air pollutants and a covariate from 6 relevant meteorological variables in the data set, respectively. To test the performance of the estimators, we drop the data that suffer from data missing and then equally divide the remainder data set into training set $D_{\text{train}}$ and testing set $D_{\text{test}}$. In the training set $D_{\text{train}}$, we call the observations $(X_i, Y_i)$ as outliers if $|Y_i - \hat{m}_{\text{nw}}(X_i)| > \gamma \hat{\sigma}(X_i)$, where $\hat{m}_{\text{nw}}(\cdot)$ and $\hat{\sigma}(\cdot)$ are the pilot estimators from (41) and (42), respectively, and $\gamma$ is successively taken as 2.5, 3.0 and 3.5. Then the proportion of outliers is defined as $r_{\text{ol}} = n_{\text{ol}}/n_{\text{train}} \times 100\%$, where $n_{\text{ol}}$ and $n_{\text{train}}$ are the numbers of outliers and the number of total observations in $D_{\text{train}}$, respectively. To show the robustness of estimators, we replace the outliers $(X_i, Y_i)$ by $(X_i, cY_i)$ for the constant $c = \text{NaN}, 1, 2, 5, 10, 50$, successively, where $c = \text{NaN}$ means that the outliers are removed from the training set. To simulate the DC environment, the training set is naturally divided into 12 parts, i.e., $D_1, \cdots, D_{12}$, corresponding to the 12 monitoring sites mentioned before.

In this example, we still consider the estimators $\hat{m}^*(\cdot)$, $\hat{m}_{\text{alad}}(\cdot)$ and $\hat{m}_{\text{oll}}(\cdot)$ computed on the training set $D_{\text{train}}$. The prediction accuracy of an estimator $\hat{g}(\cdot)$ is described by the root mean square error (RMSE) and the mean absolute error (MAE) on $D_{\text{test}}$, namely

$$\text{RMSE}(\hat{g}) = \sqrt{\frac{1}{n_{\text{test}}} \sum_{(X_i, Y_i) \in D_{\text{test}}} (Y_i - \hat{g}(X_i))^2}, \quad \text{MAE}(\hat{g}) = \frac{1}{n_{\text{test}}} \sum_{(X_i, Y_i) \in D_{\text{test}}} |Y_i - \hat{g}(X_i)|,$$

where $n_{\text{test}}$ is the number of observations in $D_{\text{test}}$.

### 5.2.1 Asymmetric Data

We first fit the relationship between the PM2.5 concentration and the wind speed. After dropping missing data, the training set and testing set both consist of 205856 observations, which are shown in Figure 1. The Figures 1(a) - 1(c) present the same training set with different values
Figure 1: The scatter plot of data sets the PM2.5 concentration (ug/m$^3$) and the wind speed (m/s), where the red signs “×” are outliers in the training set.

of γ (i.e., with different representations of outliers), and Figure 1(d) shows the scatters of testing data. It can be seen from the figures that the distribution of testing data is very similar to that of the training data. By the data scatters in Figure 1, we conclude that the random error is strongly asymmetric in this example.

The RMSEs and MAEs of the three estimators are reported in Table 5. From Table 5, we can see that when $c = 1$ and $r_{ol} = 0$, i.e., without treating the outliers, the estimators $\hat{m}^* (\cdot)$ and $\hat{m}_{oll} (\cdot)$ appear to have the similar estimation errors, and their RMSEs is lower than that of $\hat{m}_{allad} (\cdot)$. As $c$ and $r_{ol}$ increase, i.e., the influence of outliers becomes significant, the estimation errors of $\hat{m}^* (\cdot)$ and $\hat{m}_{allad} (\cdot)$ remains nearly the same, while the estimation errors of local linear estimator $\hat{m}_{oll} (\cdot)$ increase significantly. Hence, our estimator possesses strong robustness comparable to the ALAD estimator and is much better than the local linear estimator.
Table 5: The performance of estimators in fitting the relationship between the PM2.5 concentration and the wind speed.

| c    | γ       | r_{ol} | RMSE | MAE    |
|------|---------|--------|------|--------|
|      |         |        | \hat{m}_* | \hat{m}_{lad} | \hat{m}_{oll} | 53.6384 | 52.3926 | 54.1895 |
| 3.5  | 0.41%   | NaN    | 77.3222 | 79.6549 | 77.0962 | 3.5  | 0.41%   | NaN    | 77.5062 | 79.8907 | 77.2698 | 53.3794 | 52.3790 | 53.8054 |
| 2.5  | 1.00%   | 77.8519 | 80.2599 | 77.6102 | 53.0411 | 52.3745 | 53.3455 |
| 1  | \infty   | 0      | 77.0365 | 79.2596 | 76.9024 | 54.3319 | 52.4481 | 55.3774 |
| 2  | 3.5 0.41% | 77.0159 | 79.2587 | 77.1191 | 54.4273 | 52.4486 | 57.1707 |
| 2.5 | 1.00%   | 77.0188 | 79.2588 | 77.8787 | 54.4282 | 52.4485 | 59.3164 |
| 5  | 3.0 0.64% | 77.0255 | 79.2610 | 84.5667 | 54.4697 | 52.4481 | 69.7040 |
| 2.5 | 1.00%   | 77.0258 | 79.2644 | 92.0792 | 54.5605 | 52.4476 | 78.3188 |
| 10 | 3.0 0.64% | 77.0761 | 79.2677 | 110.7647 | 54.5348 | 52.4472 | 98.2934 |
| 2.5 | 1.00%   | 77.0992 | 79.2695 | 137.9665 | 54.8022 | 52.4470 | 124.9198 |
| 50 | 3.0 0.64% | 77.5585 | 79.2695 | 314.2545 | 54.1327 | 52.4470 | 303.0136 |
| 2.5 | 1.00%   | 77.9308 | 79.2751 | 630.4774 | 54.6406 | 52.4460 | 615.5673 |

Regardless of the change in outliers, our estimator gives better RMSEs than that given by \( \hat{m}_{lad} (\cdot) \). Since the random error in this example is asymmetrical, the estimation of LAD is biased, resulting a poor performance of the ALAD estimator. However, the asymmetry does not influence our estimator, since estimation bias is corrected by the quantile-matched composite. We should remark that \( \hat{m}_{lad} (\cdot) \) always has the lowest MAEs among these estimators. This is not surprising because the LAD estimator is just the minimizer of the MAE on the training set. This phenomenon is consistent with the results in real data example of [Jiang et al. (2018)].

5.2.2 Symmetric Data

We manage to fit the relationship between the O3 concentration (ug/m^3) and the temperature (degree Celsius). Dropping missing data, the resulting training set and test set both consist of 203550 observations, which are shown in Figure 2. Comparing Figures 1 and 2, we can see that in this example, the asymmetry in error distribution is less significant than that in the former example of asymmetric data. Also, the tail of error distribution is thinner with less outliers. This
example is designed to show the adaptability of our estimator for symmetric errors, i.e. whether or not our estimator has advantages over the competing estimators when the error is symmetric.

The RMSEs and MAEs of the three estimators are listed in Table 5. In general, the results in this example are similar to those in the previous example, namely, our estimator together with the ALAD estimator are quite robust against the outliers, which outperform the local linear estimator. The differences lie in the gap between the RMSEs of $\hat{m}^* (\cdot)$ and $\hat{m}_{\text{alad}}$, which is smaller than those in the previous example because the random error in this example is more symmetric than before. Nevertheless, our estimator still shows advantages over the ALAD estimator under the criterion of RMSEs.

In summary, by comprehensively investigating the numerical results in various experiment conditions such as symmetric and asymmetric errors, homoscedastic and heteroscedastic models,
Table 6: The performance of estimators in fitting the relationship between the O3 concentration and the temperature.

| $c$ | $\gamma$ | $r_{ol}$ | RMSE | MAE |
|-----|-----------|---------|------|-----|
|     |           |         | $\hat{m}^*$ | $\hat{m}_{lad}$ | $\hat{m}_{oll}$ | $\hat{m}^*$ | $\hat{m}_{lad}$ | $\hat{m}_{oll}$ |
| NaN | 3.0       | 0.03%   | 41.0046 | 41.3196 | 40.9419 | 31.8436 | 31.3884 | 31.8251 |
|     | 3.0       | 0.11%   | 40.9941 | 41.3396 | 40.9469 | 31.8124 | 31.3866 | 31.7951 |
|     | 2.5       | 0.34%   | 40.9782 | 41.4136 | 40.9791 | 31.7313 | 31.3818 | 31.7222 |
| 1   | $\infty$  | 0       | 41.0091 | 41.3120 | 40.9407 | 31.8569 | 31.3898 | 31.8466 |
| 2   | 3.5       | 0.03%   | 41.0105 | 41.3119 | 40.9423 | 31.8578 | 31.3896 | 31.8759 |
|     | 3.0       | 0.11%   | 41.0119 | 41.3121 | 40.9555 | 31.8593 | 31.3897 | 31.9304 |
|     | 2.5       | 0.34%   | 41.0319 | 41.3118 | 41.0314 | 31.8995 | 31.3896 | 32.1106 |
| 5   | 3.5       | 0.03%   | 41.0141 | 41.3120 | 40.9684 | 31.8624 | 31.3897 | 31.9771 |
|     | 3.0       | 0.11%   | 41.0079 | 41.3120 | 41.1679 | 31.8485 | 31.3897 | 32.2897 |
|     | 2.5       | 0.34%   | 41.1210 | 41.3118 | 42.3723 | 31.8985 | 31.3896 | 33.5672 |
| 10  | 3.5       | 0.03%   | 41.0091 | 41.3122 | 41.0831 | 31.8486 | 31.3896 | 32.1918 |
|     | 3.0       | 0.11%   | 41.0057 | 41.3122 | 42.0706 | 31.8414 | 31.3896 | 33.2458 |
|     | 2.5       | 0.34%   | 41.2199 | 41.3113 | 47.7517 | 31.8348 | 31.3895 | 38.0221 |
| 50  | 3.5       | 0.03%   | 41.0097 | 41.3122 | 45.0173 | 31.8508 | 31.3896 | 35.8894 |
|     | 3.0       | 0.11%   | 41.0068 | 41.3117 | 60.6623 | 31.8445 | 31.3896 | 52.5894 |
|     | 2.5       | 0.34%   | 41.4667 | 41.3116 | 139.9563 | 32.3168 | 31.3894 | 114.4186 |

Homogeneous and heterogeneous data, we can conclude the effectiveness and the robustness of our estimation method.
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A Lemmas and Proofs

Lemma 6. Under Assumption 1 and 2, we have

\[ R^*(h, \tau) = \beta(x, \tau) h^2 + o(h^2) \quad (46) \]

with \( \beta(x, \tau) = \frac{1}{2} (m''(x) + \sigma''(x) F^{-1}_\varepsilon(\tau)) \int R v^2 K(v) dv \). Consequently, \( R^*(h, \tau) = O(h^2) \) uniformly for \( \tau \in [\delta_\tau, 1 - \delta_\tau] \) with \( \delta_\tau \) an arbitrary small constant in \( (0, \frac{1}{2}) \).

Proof. The equation (46) is a direct corollary of Theorem 1 in Fan et al. (1994). By Theorem 1 in Guerre and Sabbah (2012), we conclude that \( R^*(h, \tau) = O(h^2) \) uniformly for \( \tau \in [\delta_\tau, 1 - \delta_\tau] \) with \( \delta_\tau \) an arbitrary small constant in \( (0, \frac{1}{2}) \).

Lemma 7. Under Assumption 1 and 4, the asymptotic variance in (7) satisfies

\[ \Sigma(x, \omega, \tau, h) = \Omega \left( \|\omega\|_2^2 n^{-s(1-\nu)} \right), \]

uniformly for \( x, \tau, n \) and \( m \).

Proof. By Assumption 1 and 2, there exist positive constant \( \delta_a \) and \( M_a \) independent with \( m \) and \( n \), such that \( \delta_a < a(x) < M_a \). Then recalling (7), using the equation (23), we have

\[ \delta \Sigma \sum_{i=1}^m \sum_{j=1}^J \frac{\omega_{ij}^2}{n_i h_{ij}} \leq \Sigma(x, \omega, \tau, h) \leq M \Sigma \sum_{i=1}^m \sum_{j=1}^J \frac{\omega_{ij}^2}{n_i h_{ij}} \]

with \( \delta \Sigma = \delta_a \lambda_{\min} \) and \( M \Sigma = M_a \lambda_{\max} \) independent with \( m \) and \( n \). By Assumption 4 we have

\[ \Sigma(x, \omega, \tau, h) = \Omega \left( \|\omega\|_2^2 n^{-s(1-\nu)} \right). \]

We complete the proof.

\[ \square \]
A.1 Proof of Theorem 1

Proof. Following Theorem 2 in Guerre and Sabbah (2012), under Assumption 1 and 2, we have

the Bahadur representation

\[
\hat{m}_i(x; \tau) = Q^*[Y, h](\tau|x) + \phi(x, \tau, h, D_i) + R^B_i(n_i, h, \tau), \tag{47}
\]

where

\[
R^B_i(n_i, h) = O_p \left( \left( \frac{\log n_i}{n_i h} \right)^{3/4} \right), \tag{48}
\]

which holds uniformly for \( x \in [0, 1] \) and \( \tau \in [\delta_\tau, 1 - \delta_\tau] \). By Lemma 6, we have

\[
Q^*[Y, h](\tau|x) = m(x) + \sigma(x)F^{-1}_\varepsilon(\tau) + \beta(x, \tau)h^2 + o(h^2), \tag{49}
\]

uniformly for \( x \in [0, 1] \) and \( \tau \in [\delta_\tau, 1 - \delta_\tau] \), where

\[
\beta(x, \tau) = \frac{\mu_2}{2} \left( m''(x) + \sigma''(x)F^{-1}_\varepsilon(\tau) \right). \tag{50}
\]

Inserting (49) into (47), and using Assumption 3, we obtain

\[
\hat{m}(x) = m(x) + B(x, \omega, \tau, h) + \sum_{i=1}^{m} \sum_{j=1}^{J} \omega_{ij} \phi(x, \tau_{ij}, h_{ij}, D_i)
\]

\[
+ \sum_{i=1}^{m} \sum_{j=1}^{J} \omega_{ij} R^B_i(n_i, h_{ij}) + o \left( \sum_{i=1}^{m} \sum_{j=1}^{J} |\omega_{ij}| h_{ij}^2 \right). \tag{51}
\]

By Assumption 4, it holds that

\[
\left( \frac{\log n_i}{n_i h_{ij}} \right)^{3/4} = O \left( \left( \log n \right)^{3/2} n^{-\frac{3}{2}(1-\nu)} \right) \tag{52}
\]

\[
\sum_{i=1}^{m} \sum_{j=1}^{J} |\omega_{ij}| h_{ij}^2 = O \left( \|\omega\|_1 n^{-2\nu} \right), \tag{53}
\]

uniformly with respect to \( i \) and \( m \). Since all the data batches \( \{D_i\}_{i=1}^{m} \) are i.i.d., which means that

(48) holds uniformly for \( x \in [0, 1], \tau \in [\delta_\tau, 1 - \delta_\tau], i = 1, \cdots, m \) and \( m \in \mathbb{N} \). Then by (48) and
\[ \sum_{i=1}^{m} \sum_{j=1}^{J} \omega_{ij} R_i^B(n_i, h) \leq \|\omega\|_2 \sqrt{\sum_{i=1}^{m} \left| R_i^B(n_i, h) \right|^2} = O_p \left( \|\omega\|_2 (\log n)^{\frac{3}{2} - s} n^{-\frac{s}{2}(1-\nu) + \frac{1}{2}} \right). \] (54)

Then the equation (27) is proven by combining (53) and (54) with (51).

In the following, we prove (29). Letting
\[ \xi_{ijk} = \frac{1}{h_{ij} v(x; \tau_{ij}, h_{ij})} \psi_{\tau_{ij}} \left( Y_{ik} - Q_{Y,h}^* (\tau_{ij} | x) \right) K \left( \frac{X_{ik} - x}{h_{ij}} \right), \]
we have \( \phi_{n_i} (\tau_{ij}, h_{ij}, \mathcal{D}_i) = \frac{1}{n_i} \sum_{k=1}^{n_i} \xi_{ijk} \). It’s easy to verify that
\[
\text{Var} \left( \sum_{i=1}^{m} \sum_{j=1}^{J} \frac{\omega_{ij} n_i}{n_i} \xi_{ijk} \right) = \sum_{i=1}^{m} \frac{1}{n_i^2} \sum_{k=1}^{n_i} \text{Var} \left( \sum_{j=1}^{J} \omega_{ij} \xi_{ijk} \right),
\]
where
\[
\text{Var} \left( \sum_{j=1}^{J} \omega_{ij} \xi_{ijk} \right) = \frac{\sigma^2(x) \int \mathcal{R}(h_i, \tau_i) \omega_i \mathcal{R}(h_i, \tau_i) \omega_i^\top dV}{f_X(x)} + o \left( \sum_{j=1}^{J} \sum_{j'=1}^{J} \frac{\omega_{ij} \omega_{ij'}}{h_{ij} h_{ij'}} \right).
\]
Then, we have
\[
\text{Var} \left( \sum_{i=1}^{m} \sum_{j=1}^{J} \frac{\omega_{ij} n_i}{n_i} \sum_{k=1}^{n_i} \xi_{ijk} \right) = \Sigma(x, \omega, \tau, h) + o \left( \sum_{i=1}^{m} \sum_{j=1}^{J} \frac{\omega_{ij}^2}{n_i h_{ij}} \right).
\]
By Lemma 7 it holds that
\[
\Sigma(x, \omega, \tau, h) = \Omega \left( \|\omega\|_2^2 n^{-s(1-\nu)} \right) \] (55)
uniformly for \( x, n \) and \( m \). Recalling the condition \( s \in (\frac{2}{3}, 1] \) in Assumption 4, (54) leads to
\[
\sum_{i=1}^{m} \sum_{j=1}^{J} \omega_{ij} R_i^B(n_i, h) = o_p(\|\omega\|_2 n^{-\frac{s}{2}(1-\nu)}). \] (56)
Then by (55) and (56), we have
\[
\left( \sum_{i=1}^{m} \sum_{j=1}^{J} \omega_{ij} R_i^B(n_i, h) \right) / \sqrt{\Sigma(x, \omega, \tau, h)} = o_p(1).
\]
Then considering the Slutsky lemma, to prove (29), we only need to establish the asymptotic nor-
mality of \( \sum_{i=1}^{m} \sum_{j=1}^{J} \sum_{k=1}^{n_i} \xi_{ijk} / \sqrt{\Sigma(x, \omega, \tau, h)} \). Further considering the Lindeberg-Feller central limit theorem, it’s sufficient to show that

\[
\sum_{i=1}^{m} \sum_{j=1}^{J} \sum_{k=1}^{n_i} \mathbb{E} \left[ \frac{\omega_{ij}^2 |\xi_{ijk}|^2}{n_i^2 \Sigma(x, \omega, \tau, h)} I \left( \frac{|\omega_{ij}||\xi_{ik}|}{n_i \sqrt{\Sigma(x, \omega, \tau, h)}} > \delta \right) \right] \to 0, \quad \forall \delta > 0. \tag{57}
\]

By Assumption 1, there exists a positive constant \( M_\xi \) independent with \( i, j, k, \) and \( m, n \) such that \( |\xi_{ijk}| \leq M_\xi < \infty \) a.s.. By the Jensen’s inequality, we have \( \|\omega\|_2 \geq (mJ)^{-\frac{1}{2}} \), which leads to \( \|\omega\|_\infty \|\omega\|_2^{-1} = O \left( n^{1/3} \right) \) recalling Assumptions 3 and 4. Then by Lemma 7, there exist a constant \( M_\Sigma \) independent with \( i, j, k, \) and \( n \), such that

\[
\frac{|\omega_{ij}| |\xi_{ij}|}{n_i \sqrt{\Sigma(x, \omega, \tau, h)}} \leq M_\Sigma M_\xi \|\omega\|_\infty \|\omega\|_2^{-1} n^{-\frac{1}{2} \epsilon (1+\nu)} = O \left( n^{\frac{1}{2}} n^{-\frac{1}{2} \epsilon (1+\nu)} \right) \to 0, \quad \text{a.s. as } n \to \infty.
\]

Therefore for sufficiently large \( n \), we have

\[
I \left( \frac{|\omega_{ij}||\xi_{ik}|}{n_i \sqrt{\Sigma(x, \omega, \tau, h)}} > \delta \right) = 0, \quad \text{a.s. } \forall i, j, k,
\]

which implies (57).

\[\square\]

**A.2 Proof of Theorem 2**

**Proof.** The equations (31) and (32) are direct corollaries of (29).

By Assumption 4, it holds uniformly for \( x \in [0, 1] \) that

\[
|B(x, \omega, \tau, h)| \leq \sum_{i=1}^{m} \sum_{j=1}^{J} b_{ij}^2 |\omega_{ij}| |\beta(x, \tau_{ij})| = O \left( M_\beta \|\omega\|_1 n^{-2\epsilon} \right)
\]

with the constant

\[
M_\beta = \sup \{ |\beta(x, \tau)|, x \in [0, 1], \tau \in [\delta_\tau, 1 - \delta_\tau] \} < \infty
\]

by Assumption 1. Then we have

\[
B^2(x, \omega, \tau, h) = O \left( \|\omega\|^2 n^{-4\epsilon} \right), \tag{58}
\]
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uniformly for \( x \in [0, 1] \). By Lemma 7, we have
\[
\Sigma(x, \omega, \tau, h) = \Omega \left( \|\omega\|_2^2 m^{-s(1-\nu)} \right),
\] (59)
uniformly for \( x \in [0, 1] \). Combining (58) and (59), we obtain (33).

A.3 Proof of Theorem 3

Proof. The optimal weight vector can be expressed as
\[
\omega^* (\tau, h) = \arg \min_{\omega} \Sigma(x, \omega, \tau, h), \quad \text{subject to} \quad \begin{cases} \omega^\top \mathbf{1}_{m,j} = 1, \\ \omega^\top \mathbf{F}_\epsilon^{-1}(\tau) = 0, \end{cases}
\]
Then (9) can be obtained by the Lagrange’s method of multipliers.

Let \( \omega_u = 1/(mJ)\mathbf{1}_{m,j} \) be the uniform weight vector. By (14), \( \omega_u \) satisfy the constraints in (6).

Since the weight vector \( \omega^* = \omega^* (\tau (\bar{\tau}^*), h) \) is optimal, we have
\[
\Sigma (x, \omega^*, \tau (\bar{\tau}^*), h) \leq \Sigma (x, \omega_u, \tau (\bar{\tau}^*), h).
\] (60)
By (16) with \( \omega^{**} = \omega^* (\tau (\bar{\tau}^{**}), h) \), we also have
\[
\Sigma (x, \omega^{**}, \tau (\bar{\tau}^{**}), h) \leq \Sigma (x, \omega_u, \tau (\bar{\tau}^{**}), h).
\] (61)
Then we complete the proof.

A.4 Proof of Corollary 4

Proof. Let \( \omega^* = \omega^* (\tau (\bar{\tau}^*), h) \). By Lemma 7, we have
\[
\Sigma (x, \omega^*, \tau (\bar{\tau}^*), h) = \Omega \left( n^{\nu-1}m^{1-\nu}\|\omega^*\|_2^2 \right),
\]
\[
\Sigma (x, \omega_u, \tau (\bar{\tau}^*), h) = \Omega \left( n^{\nu-1}m^{1-\nu}\|\omega_u\|_2^2 \right).
\]
By (60), we have
\[
\|\omega^*\|_2^2 = O \left( \|\omega_u\|_2^2 \right) = \Omega(m^{-1}).
\]
By the Jensen’s inequality, we have

\[ \|\omega^*\|_2^2 \geq \|\omega_u\|_2^2. \]

Then we obtain \( \|\omega^*\|_2^2 = \Omega\left(m^{-1}\right) \). Further by the Cauchy-Schwarz inequality, we have

\[ \|\omega^*\|_1 \leq \sqrt{mj}\|\omega^*\|_2 = O(1). \]

Then we obtain \( 35 \).

By \( 61 \) and similar derivations as before, \( 35 \) holds for \( \omega = \omega^{**} \).

\[ \square \]