A TRACE INEQUALITY FOR SOLENOIDAL CHARGES
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Abstract. We prove that for $\alpha \in (d - 1, d]$, one has the trace inequality

$$\hat{I}_\alpha F \leq C |F|_{\mathcal{M}^{d-\alpha}(\mathbb{R}^d)}$$

for all solenoidal vector measures $F$, i.e., $F \in M_b(\mathbb{R}^d, \mathbb{R}^d)$ and $\text{div} F = 0$. Here $\hat{I}_\alpha$ denotes the Riesz potential of order $\alpha$ and $\mathcal{M}^{d-\alpha}(\mathbb{R}^d)$ the Morrey space of $(d - \alpha)$-dimensional measures on $\mathbb{R}^d$.

1. Introduction

A result of V. Maz’ya [11] (and later reproved by N. Meyers and W.P. Ziemer [12]) asserts the existence of a constant $C_1 > 0$ such that one has the inequality

$$\int_{\mathbb{R}^d} |u| \, d\nu \leq C_1 |\text{Du}|(\mathbb{R}^d)$$

for every $u \in \text{BV}(\mathbb{R}^d)$ and every non-negative Radon measure $\nu$ satisfying the ball growth condition $|\nu|_{\mathcal{M}^{d-1}(\mathbb{R}^d)} < +\infty$, where for $\beta \in (0, d]$

$$|\nu|_{\mathcal{M}^\beta(\mathbb{R}^d)} := \sup_{x \in \mathbb{R}^d, r > 0} \frac{\nu(B(x, r))}{r^\beta}$$

is the norm of $\nu$ in the Morrey space $\mathcal{M}^\beta(\mathbb{R}^d)$. Here and in the sequel, with an abuse of notation, we use $|\cdot|$ to denote the total variation of vector-valued Radon measure (it also denotes the absolute value of a scalar and Euclidean norm of a vector).

The inequality (1.1) is sometimes referred to as a trace inequality, as it gives an estimate for functions on lower dimensional subspaces, e.g. hyperplanes. It is the analogue in the regime $p = 1$ of the strong capacitary inequalities pioneered by V. Maz’ya [10] and represents the state of the art concerning Sobolev inequalities under the assumption that $\text{Du}$ is a bounded measure. Indeed, as discussed by A. Ponce and the second named author in [14], and recounted in [17, Section 6], it implies the Sobolev inequality of E. Gagliardo [7] and L. Nirenberg [13], its Lorentz improvement [5], and even Hardy’s inequality (the latter two are in fact equivalent in this case, as a result of the Pólya-Szegö inequality and [6, Lemma 4.3 on p. 3424]). Yet perhaps the most significant consequence of the inequality (1.1) are its implications concerning the well-definedness for $H^{d-1}$ almost every $x \in \mathbb{R}^d$ not only of $u \in W^{1,1}(\mathbb{R}^d)$ but even $u \in \text{BV}(\mathbb{R}^d)$, the deduction of which requires several additional ingredients found in the work of D. Adams [1]. In particular, Adams shows firstly that the estimate for each such measure extends to an estimate on the space of functions Choquet integrable with respect to the Hausdorff content $\mathcal{H}_\infty^{d-1}$, $L^1(\mathcal{H}_\infty^{d-1})$, and secondly that the Hardy–Littlewood maximal function is bounded on these spaces $L^1(\mathcal{H}_\infty^{d-1})$, $\beta \in (0, d]$. From this he obtains [1, Theorem 1]: There exists a constant $C_2 = C_2(\alpha, d) > 0$ such that

$$\int_0^\infty \mathcal{H}_\infty^{d-1}(\{M(u) > t\}) \, dt \leq C_2 |\text{Du}|(\mathbb{R}^d)$$
for all \( u \in \text{BV}(\mathbb{R}^d) \). Here the integral on the left-hand-side is the Choquet integral with respect to the outer measure \( \mathcal{H}^{d-1} \) and \( M \) is the Hardy-Littlewood maximal function, defined for \( f \in L^1_{\text{loc}}(\mathbb{R}^d) \) by

\[
Mf(x) := \sup_{r>0} \int_{B(x,r)} |f(y)| \, dy.
\]

In this paper we are interested in similar sharp trace inequalities for potentials acting on constrained subspaces of the space of vectorial measures, where surprisingly there are only two known results. The first is not explicitly written, though it is almost an immediate consequence of (1.1): For \( \alpha \in (1, d] \), there exists a constant \( C_3 = C_3(\alpha, d) > 0 \) such that

\[
\int_0^\infty \mathcal{H}^{d-\alpha}_\infty (\{M(\lambda F) > t\}) \, dt \leq C_3\|F\|_{\mathcal{H}^1(\mathbb{R}^d)}
\]

for all \( F \in M_b(\mathbb{R}^d; \mathbb{R}^d) \) such that \( \text{curl} \, F = 0 \) (or, equivalently, \( F = Du \) for some \( u \in \text{BV}(\mathbb{R}^d) \)); the symbols \( I_\alpha \) and \( M_b(\mathbb{R}^d; \mathbb{R}^d) \) denote the Riesz potential and the space of \( \mathbb{R}^d \)-valued measures (charges) of bounded total variation. That the restriction \( \alpha > 1 \) is necessary can be seen by the counterexample \( F = D\chi_Q \), see e.g. [18]. The second known result is [1, Proposition 5]: For \( \alpha \in (0, d] \), there exists a constant \( C_4 = C_4(\alpha, d) > 0 \) such that

\[
\int_0^\infty \mathcal{H}^{d-\alpha}_\infty (\{M(\lambda F) > t\}) \, dt \leq C_4\|F\|_{\mathcal{H}^1(\mathbb{R}^d)}
\]

for all \( F \) in the real Hardy space \( \mathcal{H}^1(\mathbb{R}^d) \). In particular, the inequalities (1.3) and (1.4) prompt one to wonder whether similar inequalities hold for other various constrained subspaces of measures, and if so, to determine the relationship between each subspace and the minimal \( \alpha \) in such an inequality. For curl free measures, it seems useful to express the validity of the inequality in terms of \( \alpha > 1 = d - (d - 1) \), since \( d - 1 \) is the largest number for which

\[
\mathcal{H}^{d-1}(E) = 0 \implies |F|(E) = 0
\]

for all \( F \in M_b(\mathbb{R}^d; \mathbb{R}^d) \) with \( \text{curl} \, F = 0 \). This heuristic agrees with what one understands from the Hardy space inequality, where one has its validity for \( \alpha > 0 = d - d, d \) being the largest number for which

\[
\mathcal{H}^d(E) = 0 \implies |F|(E) = 0
\]

for all \( F \in \mathcal{H}^1(\mathbb{R}^d) \) (since any element of the Hardy space is absolutely continuous with respect to the Lebesgue measure).

These two examples motivate the following: Given any closed translation and dilation invariant subspace \( X \subset M_b(\mathbb{R}^d, \mathbb{R}^k) \), one defines a number associated with the dimension of the singular set of this subspace,

\[
\kappa := \inf_{\nu \in X} \dim_H \nu,
\]

where

\[
\dim_H \nu := \sup_{s>0} \{ s : \mathcal{H}^s(E) = 0 \implies |\nu|(E) = 0 \}.
\]

Then one poses

**Open Question 1.1.** Let \( \alpha \in (d - \kappa, d] \). Can one show the existence of a constant \( C = C(\alpha, d, X) > 0 \) such that

\[
\int_0^\infty \mathcal{H}^{d-\alpha}_\infty (\{M(\lambda F) > t\}) \, dt \leq C\|F\|_{\mathcal{H}^1(\mathbb{R}^d)}
\]

for all \( F \in X \)?
Theorem 1.3. Let Smirnov’s theorem [15] that the case of divergence free measures. Note that for such measures, it follows from

\[ \int_0^\infty H^{d-\alpha}_\infty (\{ |M(1_\alpha F) > t\}) \, dt \leq C_5 |F| (\mathbb{R}^d) \]

for all \( F \in M_b(\mathbb{R}^d; \mathbb{R}^d) \) such that \( \text{div} F = 0 \).

By the duality formula (see [1] or Section 2.5 in [3])

\[ \int_0^\infty H^a_\infty (\{ |g(x)| \geq t\}) \, dt = \sup \left\{ \left\{ \int g(x) \, d\mu(x) \right\} : \|\mu\|_{M^a} \leq 1 \right\}, \]

and the boundedness of the maximal function on \( L^1 (H^a_\infty) \), Theorem 1.3 is equivalent to the trace inequality given in

Theorem 1.4. Let \( \alpha \in (d-1, d] \). There exists a constant \( C_6 = C_6(\alpha, d) > 0 \) such that

\[ \int_{\mathbb{R}^d} |1_\alpha F| \, dv \leq C_6 \|v\|_{M^{d-a}(\mathbb{R}^d)} |F| (\mathbb{R}^d) \]

for all vector measures \( F \in M_b(\mathbb{R}^d; \mathbb{R}^d) \) such that \( \text{div} F = 0 \).

Theorems 1.3 and 1.4 are sharp in the sense that they fail for \( \alpha \in \{0, d-1\} \). Indeed, as in D. Adams’ proof of [1, Proposition 5 on p. 121], the proof of any value in this range would imply the validity of the result for \( \alpha = d-1 \), which cannot hold as a result of the following

Theorem 1.5. There exists \( F \in M_b(\mathbb{R}^d; \mathbb{R}^d) \) with \( \text{div} F = 0 \) in the sense of distributions and

\[ \sup_{t>0} tH^1_\infty (\{ |1_{d-1} F| > t\}) = +\infty. \]

Inequalities analogous to (1.5) and (1.7) hold for broader classes of differential constraints. In particular, if one has a measure \( F \) and a first order cocancelling (see [9,20] for a definition, for example) differential constraint \( L \) for which \( L(D)F = 0 \), then one can write

\[ F = T^T TF \]

where \( T, T^T \) are maps on finite dimensional spaces and \( \text{div} TF = 0 \) row-wise. Therefore, the estimate for divergence free fields extends to those which admit such annihilators. We refer to [9] for the details, which is based upon an idea from [20]. Note, however, that for other choices of first order differential constraints the result may fail to be sharp with respect to the minimal admissible \( \alpha \). For example, our result implies the curl free case, inequality (1.3), for \( \alpha > d-1 \), while the result in fact holds for any \( \alpha > 1 \).

Concerning the endpoint case \( \alpha = d-1 \) (and more generally \( \alpha = d-\kappa \)), the situation remains unclear. In the curl free case, while the inequality (1.3) fails at the endpoint \( \alpha = 1 \), the inequality (1.2) is only a singular integral transformation away: If we denote by \( R^* \) the adjoint of the vector-valued Riesz transform, while the estimate fails for \( 1_1 \nabla u \), it holds for \( R^* \cdot 1_1 \nabla u = u \). This suggests that

Remark 1.2. The answer to the open question above is positive in a related martingale model, see [3]. It is also possible that one needs to impose some additional conditions on \( X \) like closedness in some weaker topology, as in [19].

The main result of this paper is to answer this question in the affirmative in the case of divergence free measures. Note that for such measures, it follows from Smirnov’s theorem [15] that \( \kappa = 1 \). In particular, we here establish
with an appropriate singular integral transformation (with additional cancellation properties) it may be possible to obtain an estimate in the endpoint $\alpha = d - 1$ (and by extension, in endpoints for other various subspaces). In particular, we let $K_1, K_2, \ldots, K_d$ be a collection of (sufficiently smooth) functions on $\mathbb{R}^d$ that are homogeneous of order $-1$ and consider the operator

\begin{equation}
\mu \mapsto \sum_{j=1}^{d} K_j * \mu_j
\end{equation}

acting on $\mathbb{R}^d$-valued charges. Let us call this operator $K$.

**Conjecture 1.6.** The inequality

\begin{equation}
\hat{\mathcal{R}}^d \left| \mathcal{I}_\alpha \mu \right| d\nu \lesssim |\mu|_{\mathcal{M}^1(\mathbb{R}^d)}, \quad \div F = 0,
\end{equation}

holds true if and only if

\begin{equation}
\sum_{j=1}^{d} K_j(\xi)\xi_j = 0.
\end{equation}

for any $\xi \in \mathbb{R}^d$.

The "only if" may be obtained by testing the case where $F$ and $\nu$ are concentrated on one and the same segment. The condition (1.10) may be restated in terms of the Fourier transform as $\div[\hat{\mathcal{K}}] = 0$, where $\mathcal{K} = (K_1, K_2, \ldots, K_d)$.

2. **Proofs**

The notation $A \lesssim B$ means there exists $C > 0$ such that $A \leq CB$, where $C$ may depend on the dimension, $\alpha$, but not on the functions or measures being estimates. For example, in formula (2.1) it does not depend on the choice of $\mu$. The following technical and elementary proposition is interesting in itself.

**Proposition 2.1.** Let $\mu$ be a (signed or vector valued) measure on $\mathbb{R}^d$ with compact support, zero mean, and such that

\begin{equation}
|\mu|_{\mathcal{M}^1} \lesssim 1.
\end{equation}

Then, for any $\alpha \in (d - 1, d)$ the inequality

\begin{equation}
\int_{\mathbb{R}^d} |I_{\alpha} \mu| \, d\nu \lesssim \diam(\text{supp } \mu) \cdot \|\nu\|_{\mathcal{M}^{d-\alpha}}
\end{equation}

holds true for any non-negative measure $\nu$.

**Proof.** Without loss of generality, by translation we may assume $0 \in \text{supp } \mu$. Define

\[ R := \max_{x \in \text{supp } \mu} |x|, \]

so that $\mu$ is supported in the ball $B(0, R)$ with $R \leq 2 \diam(\text{supp } \mu)$. We will estimate $I_{\alpha} \mu$ at the points $x \in B(0, 2R)$ and $x \notin B(0, 2R)$ in two different ways.

Let us start with the former case, where a telescoping dyadic argument and the location of $x$ in relation to the support of $\mu$ yields the inequality

\[ |I_{\alpha} \mu(x)| \lesssim \int_{\mathbb{R}^d} \frac{d\mu(y)}{|x - y|^{d-\alpha}} \lesssim \sum_{2^k \leq R} 2^{-(d-\alpha-1)k} \|\mu\|_{\mathcal{M}^1} \lesssim R^{-d + \alpha + 1}. \]

Concerning the latter case, using that $\int d\mu = 0$ we have

\[ |I_{\alpha} \mu(x)| = c_{d, \alpha} \int_{\mathbb{R}^d} \frac{d\mu(y)}{|x - y|^{d-\alpha}} = c_{d, \alpha} \int_{\mathbb{R}^d} \left( \frac{1}{|x - y|^{d-\alpha}} - \frac{1}{|y|^{d-\alpha}} \right) d\mu(y). \]
In particular, an application of the mean value theorem gives the standard estimate
\[
\left| \frac{1}{|x - y|^{d-\alpha}} - \frac{1}{|x|^{d-\alpha}} \right| \lesssim \frac{|y|}{|x|^{d-\alpha+1}}, \quad y \in B(0, R), \ x \notin B(0, 2R),
\]
so that in this regime
\[
|I_\alpha \mu(x)| \lesssim |x|^{-d+\alpha-1} \int_{\mathbb{R}^d} |y| d\mu(y) \lesssim |x|^{-d+\alpha-1} R^2.
\]

Therefore, we have proved the estimate
\[
(2.3) \quad \frac{R^{-d+\alpha+1}}{|x|^{-d+\alpha-1} R^2}, \quad x \in B(0, 2R);
\]
\[
\frac{R^{-d+\alpha+1}}{|x|^{-d+\alpha-1} R^2}, \quad x \notin B(0, 2R).
\]

We integrate this estimate with respect to \( \nu \):
\[
\int_{\mathbb{R}^d} |I_\alpha \mu(x)| d\nu(x) \lesssim \int_{B_{2R}(0)} R^{-d+\alpha+1} d\nu(x) + R^2 \int_{\mathbb{R}^d \setminus B_{2R}(0)} |x|^{-d+\alpha-1} d\nu(x)
\]
\[
\lesssim R||\nu||_{M^{d-\alpha}} + \sum_{2^k \geq R} 2^{k(-d+\alpha-1)} 2^{k(d-\alpha)} R^2 ||\nu||_{M^{d-\alpha}}
\]
\[
\lesssim R||\nu||_{M^{d-\alpha}}.
\]

We next give the

Proof of Theorem 1.4. The case \( \alpha = d \) is an \( L^\infty \) estimate which has been established in the literature (e.g. see Theorem 5 in [10]), therefore we focus on the case \( \alpha \in (d - 1, d) \). Following the argument in [8] and [9], by Smirnov’s decomposition (see [13]) and the surgery lemma (Lemma 4.1 in [8]), it suffices to prove the estimate for \( F = \mu_\Gamma \), where \( \mu_\Gamma \) is a measure induced by integration along a piecewise-\( C^1 \) closed loop \( \Gamma \):
\[
\int_{\mathbb{R}^d} \Phi \cdot \mu_\Gamma := \int_{\Gamma} \Phi(\gamma(t)) \cdot \dot{\gamma}(t) dt, \quad \Phi \in C(\mathbb{R}^d, \mathbb{R}^d),
\]
and which satisfies
\[
||\mu_\Gamma||_{M^1} \lesssim 1.
\]
Here we use the notation \( \gamma : [0, |\Gamma|] \rightarrow \mathbb{R}^d \) to denote the parametrization of the closed loop \( \Gamma \) by arclength.

However, for any such curve we have that the diameter of the curve is proportional to its total variation, \( \text{diam} \supp \Gamma \lesssim ||\mu_\Gamma||_{M(\mathbb{R}^d)} \), and therefore Proposition 2.1 implies the theorem.

Proof of Theorem 1.5. Define the curve \( \Gamma \) to be the boundary of the square \((0, 1)^2\) embedded in \( \mathbb{R}^2 \times \mathbb{R}^2 \) (which in the sequel we denote by \((x_1, x_2, x')\)). For such a choice of \( \Gamma \), we let \( \gamma : [0, 4] \rightarrow \mathbb{R}^d \) be its parametrization by arclength, oriented counterclockwise. Then the desired solenoidal measure is \( F = \gamma \mathcal{H}^d|_{\Gamma} \). Indeed, one has that \( F \in M_n(\mathbb{R}^d; \mathbb{R}^d) \) and is divergence free, the latter following from the fact that it is closed (one can see this by an application of the fundamental theorem of calculus and using that the endpoints are the same). Meanwhile, \( I_{d-1} \) applied to \( F \) is given by:
\[
I_{d-1}(\gamma \mathcal{H}^d|_{\Gamma})(x) = \int_{\Gamma} \frac{\dot{\gamma}(y)d\mathcal{H}^1(y)}{|x - y|} \quad \text{for} \ x \in \mathbb{R}^d.
\]
For our purposes it will suffice to make estimates for the first component,

\[
[I_d^{-1}(\dot{\gamma}^{1}|\Gamma)(x)]_1 = \left( \int_{\Gamma \cap \{y_2 = 0\}} \int_{\Gamma \cap \{y_2 = 1\}} \frac{\dot{\gamma}^{1}(y) d\mathcal{H}^1(y)}{|x-y|} \right)_1
\]

\[
= \int_0^1 \left( |x_1 - y_1|^2 + |x_2|^2 + |x'|^2 \right)^{1/2} dy_1
\]

\[
- \int_0^1 \left( |x_1 - y_1|^2 + |x_2 - 1|^2 + |x'|^2 \right)^{1/2} dy_1.
\]

In particular, to prove the failure of the weak-type estimate with respect to the content it suffices to show that the estimate blows up for the first component,

\[
\sup_{t > 0} t \mathcal{H}^1_{\infty} \left( \{|I_d^{-1}(\dot{\gamma}^{1}|\Gamma)| > t\} \right) = \infty.
\]

By the functional equivalence given in (1.6), this blow up, in turn, will be demonstrated if we can show that for any \( t > 0 \) sufficiently large, one can find a measure \( \mu_s, s = s(t) \), with \( \|\mu_s\|_{\mathcal{M}^1} \leq 1 \) and

\[
\mu_s \left( \{|I_d^{-1}(\dot{\gamma}^{1}|\Gamma)| > t\} \right) \geq 1.
\]

Returning to our choice of \( \Gamma \), in the halfspace given by \( x_2 \leq 0 \), the second term in (2.4) is bounded from above by 1, so

\[
|I_d^{-1}(\dot{\gamma}^{1}|\Gamma)(x)| \geq \int_0^1 \frac{dy_1}{(|x_1 - y_1|^2 + |x_2|^2 + |x'|^2)^{1/2}} - 1.
\]
Thus, if $x_1 \in (0, 1)$, $x_2 = -s < 0$ for some $s \in (0, 1)$ and $x' = 0$, since $\max\{1 - x_1, x_1\} \geq 1/2$, we have
\[
|I_{d-1}(\gamma_1 H^1 |r)(x)| \geq \int_{-x_1}^{1-x_1} \frac{dz}{(z^2 + 1)^{1/2}} - 1 \\
\geq \int_0^{1/2s} \frac{dz}{(z^2 + 1)^{1/2}} - 1 \\
= \ln \left(\frac{\sqrt{1 + 1/4s^2} + 1/2s}{\sqrt{1} + 1} \right) - 1 \\
\geq \ln \frac{1}{s} - 1.
\]

In particular, for every $s \in (0, 1)$ we define the measures $\mu_s$ by $\mu_s = H^1_{|I_s}$ where $I_s = \{(x_1, -s, 0) : x_1 \in (0, 1)\}$. Then $\|\mu_s\|_{M^1} \leq 1$ and for $x \in \text{supp } \mu_s$ one has
\[
|I_{d-1}(\gamma_1 H^1 |r)(x)| \geq \ln \frac{1}{s} - 1.
\]

Therefore
\[
\mu_s \left(\left\{ |I_{d-1}(\gamma_1 H^1 |r)| > t \right\} \right) \geq |\{x_1 \in (0, 1) : \ln 1/s > t + 1\}|.
\]

However, the condition on the right hand side is uniform over $x_1 \in (0, 1)$, and for every $t > 0$ sufficiently large, any choice of $s < \exp(-t - 1)$ yields
\[
\mu_s \left(\left\{ |I_{d-1}(\gamma_1 H^1 |r)| > t \right\} \right) \geq 1,
\]
which completes the proof of the claimed inequality (2.7) and therefore the Theorem. \hfill \Box
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