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Abstract

Various measures have been used to evaluate the effectiveness of automated text scoring (ATS) systems with respect to a human gold standard. However, there is no systematic study comparing the efficacy of these metrics under different experimental conditions. In this paper we first argue that measures of agreement are more appropriate than measures of association (i.e., correlation) for measuring the effectiveness of ATS systems. We then present a thorough review and analysis of frequently used measures of agreement. We outline desirable properties for measuring the effectiveness of an ATS system, and experimentally demonstrate using both synthetic and real ATS data, that some commonly used measures (e.g., Cohen’s kappa) lack these properties. Finally, we identify the most appropriate measures of agreement and present general recommendations for best evaluation practices.

1 Introduction

Automated assessment of text was introduced in the early 1960s in an attempt to address several issues with manual assessment (e.g., expense, speed, and consistency). Further advantages become more pronounced when it comes to scoring extended texts such as essays, a task prone to an element of subjectivity. Automated systems enable rigid application of scoring criteria, thus reducing the inconsistencies which may arise, in particular, when many human examiners are employed for large-scale assessment.

There is a substantial literature describing and evaluating ATS systems (Page, 1968; Powers et al., 2002; Rudner and Liang, 2002; Burstein et al., 2003; Landauer et al., 2003; Higgins et al., 2004; Attali and Burstein, 2006; Attali et al., 2008; Williamson, 2009; Briscoe et al., 2010; Chen and He, 2013). Such systems are increasingly used but remain controversial. Although a comprehensive comparison of the capabilities of eight existing commercial essay scoring systems (Shermis and Hamner, 2012) across five different performance metrics in the recent ATS competition organised by Kaggle\(^1\) claimed that ATS systems grade similarly to humans, critics (Wang and Brown, 2007; Wang and Brown, 2008; Perelman, 2013) have continued to dispute this.

For the evaluation of ATS systems (Williamson, 2009; Williamson et al., 2012), emphasis has been given to the “agreement” of machine-predicted scores (ordinal grades) with that of a human gold standard; that is, scores assigned by human examiners to the same texts that the machine is evaluated on. Various metrics have been used, the most prominent being Pearson’s correlation, percentage of agreement, and variations of Cohen’s kappa statistic. Inconsistencies in the reporting of, and misconceptions in the interpretation of, these metrics in published work makes cross-system comparisons on publicly-available datasets more difficult. The lack of careful motivation of any metric fuels opposition to the deployment of ATS. To date, several ATS systems are being used operationally for high-stakes assessment in addition to them being part of self-assessment and self-tutoring sys-

\(^1\)https://www.kaggle.com/c/asap-aes
tems, underscoring the need for common and well-motivated metrics that establish true system performance.

In this paper, we define the task of ATS as the accurate prediction of gold-standard scores (pre-defined ordinal grades), and we experimentally examine the robustness and efficacy of measures of agreement for a number of different conditions under two different experimental setups. First, we use synthetic data to simulate various experimental conditions, and second, we use real ATS data to assess the effectiveness of the metrics under realistic scenarios. For the latter, we run a series of experiments on the output of state-of-the-art ATS systems. We outline some deficiencies in commonly used metrics that have been previously overlooked, and consequently we propose more appropriate metrics for evaluating ATS systems focusing primarily on optimising system effectiveness and facilitating cross-system comparison.

The focus on measures of agreement is motivated by their use as the primary metric for evaluating system effectiveness in the recent Kaggle essay scoring competition. To the best of our knowledge, there is no systematic study comparing the efficacy of different measures of agreement under different experimental conditions. Although we focus on the task of ATS, the recommendations regarding the metrics covered in this paper extend naturally to many similar NLP tasks, i.e., those where the task is to accurately predict a gold-standard score.

The remainder of the paper is structured as follows: Section 2 defines our task and objectives. Section 3 reviews a number of performance metrics relevant to the ATS task. Section 4 describes a set of desired metric properties and presents an analysis of some prominently used metrics for the ATS task that uses the output of both simulated and real systems. Section 5 concludes with a discussion, general recommendations for evaluation practices and an outline of future work.

2 Task Definition

In the standard ATS evaluation, there exists a set of $n$ texts where each text is indexed $t_1$ to $t_n$. Each text $t_i$ is assigned a gold standard score $gs(t_i)$ by a human assessor (or group of human assessors). This score is one of $g$ ordinal scores, which for convenience we index 1 to $g$. It is worth noting that, in general, it is not a requirement that the differences in scores are uniform. Furthermore, there exists some number of ATS systems $ats_j$ indexed $j = 1$ to $j = m$ that predict scores $ats_j(t_i)$ for each of the $n$ texts.

Given two ATS systems $ats_1$ and $ats_2$, we would like to determine a metric $M$ that returns a measure of performance for $ats_1$ and $ats_2$ for which $M(ats_1, gs, t) > M(ats_2, gs, t)$ when $ats_1$ is a better system than $ats_2$. Note that we have not defined what “better” means at this stage. We will return to describing some desirable properties of $M$ in Section 4.

From an educational point of view, our task is to ascertain whether the writing abilities required to warrant a particular score/grade have been attained. From this perspective, measures of agreement seem the appropriate type of measurement to apply to the output of ATS systems to address the accuracy of the (numerical) solution compared to the gold standard.

3 Measuring Performance of ATS systems

In this section, we review and critique metrics that have been frequently used in the literature to ascertain the performance of ATS systems. These performance metrics can be broadly categorised into measures of association and measures of agreement (e.g., see Williamson et al. (2012)).

3.1 Measures of Association

Measures of association (i.e., correlation coefficients) have been widely used in ATS (e.g., Yannakoudakis et al. (2011)), with Pearson’s product-moment correlation coefficient being the most common. Pearson’s correlation is a parametric measure of association that quantifies the degree of linear dependence between two variables and, more specifically, describes the extent to which the variables co-vary relative to the degree to which they vary independently. The greater the association, the more accurately one can use the value of one variable to predict the other. As the data depart from the coefficient’s assumptions (e.g., unequal marginals), its maximum values may not be attainable (Carroll, 1961). For ordinal data, unequal marginals will al-
ways involve ties. As the number of ties increases relative to the number of observations, its appropriateness largely diminishes.

Spearman’s rank correlation coefficient is a non-parametric measure of association that has the same range as Pearson, and it is calculated by ranking the variables and computing Pearson on the ranks rather than the raw values. In contrast to Pearson, it assesses the strength of a monotonic rather than linear relation between two variables, and has the advantage of independence from various assumptions. Unlike Pearson, it exhibits robustness to outliers; however, its reliability also decreases as the number of ties increases. It is worth noting at this point Kendall’s $\tau_b$, which is a more effective tie-adjusted non-parametric bivariate coefficient that quantifies the degree of agreement between rankings, and it is defined in terms of concordant and discordant pairs, although ties also affect its reliability.

3.1.1 Discussion

In essence, non-parametric measures are measures of rank correlation. In the context of the evaluation of ATS, they measure agreement with respect to the ranks, that is, whether an ATS system ranks texts similarly to the gold standard. However, this is not an appropriate type of measurement given the task definition in Section 2, where we would like to ascertain actual agreement with respect to the scores. Furthermore, correlation coefficients do not account for any systematic biases in the data; for example, a high correlation can be observed even if the predicted scores are consistently $n$ points higher than the gold standard.

In the presence of outliers, the coefficient can be misleading and pulled in either direction. For example, for Pearson’s correlation an outlier can influence the value of the correlation to the extent that a high correlation is observed even though the data may not be linearly dependent. Furthermore, it is well known that the value of the correlation will be greater if there is more variability in the data than if there is less. This is caused by the mathematical constraints in their formulation, and does not necessarily reflect the true relationship of predicted to gold standard scores. Finally, their reliability decreases as the number of ties increases. We come back to the appropriateness and recommended use of correlation metrics in Section 5.

In summary, (non-parametric) correlation measures are more apt at measuring the ability of the ATS system to correctly rank texts (i.e., placing a well written text above a poorly written text), rather than the ability of the ATS system to correctly assign a score/grade. In other words, correlation measures do not reward ATS systems for their ability to correctly identify the thresholds that separate score/grade boundaries $(1 : 2$ to $g − 1 : g)$.

3.2 Measures of Agreement

A simple way of gauging the agreement between gold and predicted scores is to use percentage agreement, calculated as the number of times the gold and predicted scores are the same, divided by the total number of texts assessed. A closely-related variant is percentage of adjacent agreement, in which agreement is based on the number of times the gold and predicted scores are no more than $n$ points apart.

Despite its simplicity, it has been argued (Cohen, 1960) that this measure can be misleading as it does not exclude the percentage of agreement that is expected on the basis of pure chance. That is, a certain amount of agreement can occur even if there is no systematic tendency for the gold and predicted scores to agree. The kappa coefficient ($C_\kappa$) was introduced by Cohen (1960) as a measure of agreement adjusted for chance. Let $P_a$ denote the percentage of observed agreement and $P_e$ the percentage of agreement expected by chance, Cohen’s kappa coefficient is calculated as the ratio between the “true” observed agreement and its maximum value:

$$C_\kappa = \frac{P_a - P_e(\kappa)}{1 - P_e(\kappa)}$$

where $P_e(\kappa)$ is the estimated agreement due to chance, and is calculated as the inner-product of the marginal distribution of each assessor (a worked example of this follows in Section 3.2.1). The values of the coefficient range between $−1$ and $1$, where $1$ represents perfect agreement and $0$ represents no agreement beyond that occurring by chance. Most
measures of agreement that are corrected for chance agreement, of which there are many, follow the general formula above where $P_e$ varies depending on the specific measure. The disadvantage of this basic measure applied to ordinal data (scores in our case) is that it does not allow for weighting of different degrees of disagreement.

Weighted kappa (Cohen, 1968) was developed to address this problem. Note that this was the main metric used for evaluation and cross-system comparison of essay scoring systems in the recent Kaggle shared-task competition on ATS. It is commonly employed with ordinal data and can be defined either in terms of agreement or disagreement weights. The most common weights used are the (absolute) linear error weights and the quadratic error weights (Fleiss, 1981). The linear error weights are proportional to the actual difference between the predicted scores and the gold standard, while the quadratic error weights are proportional to the squared actual difference between these scores. The choice of weights is important as they can have a large effect on the results (Graham and Jackson, 1993).

In what follows, we discuss two of the main problems regarding the kappa coefficient: its dependency on trait prevalence and on marginal homogeneity. We note that the properties kappa exhibits (as shown below) are independent of the type of data on which it is used, that is, whether there is a categorical or an ordinal (gold standard) scale.

### 3.2.1 Trait Prevalence

Trait prevalence occurs when the underlying characteristic being measured is not distributed uniformly across items. It is usually the case that gold standard scores are normally distributed in the ATS task (i.e., the scores/grades are biased towards the mean).

Table 1 shows an example of the effect of trait prevalence on the $C_\kappa$ statistic using a contingency table. In this simple example there are two scores/grades (i.e., pass P or fail F) for two different sets of 100 essays with different gold-score distributions, $gs_1$ and $gs_2$. The rows of the matrix indicate the frequency of the scores predicted by the ATS, while the columns are the gold-standard scores. Although percentage agreement (along the main diagonal) in both cases is quite high, $P_\alpha = 0.8$, the $C_\kappa$ statistic varies quite considerably. As the observed marginals (i.e., the totals either vertically or horizontally, or otherwise, the distribution of the scores / grades) in $ats \setminus gs_1$ are uniformly distributed, the correction for chance agreement is much lower (i.e., $P_e(\kappa) = 0.5 \times 0.5 + 0.5 \times 0.5 = 0.5$) than for $ats \setminus gs_2$ (i.e., $P_e(\kappa) = 0.68 \times 0.8 + 0.32 \times 0.2 = 0.61$) with unequal marginals, which leads to a lower absolute $C_\kappa$ value for $ats \setminus gs_2$. In this example, it is not clear why one would want a measure of agreement with this behaviour, where $P_e$ is essentially artificially increased when the marginals are unequal.

Fundamentally, this implies that the comparison of systems across datasets (or indeed the comparison of datasets given the same system) is very difficult because the value of $C_\kappa$ not only depends on actual agreement, but crucially also on the distribution of the gold standard scores.

### 3.2.2 Marginal Homogeneity

A second problem with $C_\kappa$ is that the difference in the marginal probabilities affects the coefficient considerably. Consider Table 2, which shows two different ATS system ratings ($ats_1$ and $ats_2$) along the same gold standard scores. The value of $C_\kappa$ for $ats_2$ is much smaller (and actually it is 0) compared to that for $ats_1$ (0.12), even though $ats_2$ has higher percentage and marginal agreement; that is, $ats_2$ predicts scores with frequencies that are more similar to those in the gold standard.\(^4\)

The root cause of this paradox is similar to the one described earlier, and arises from the way $P_e$ is calculated, and more specifically the assumption that marginal probabilities are classification propensities that are fixed, that is, they are known to the assessor before classifying the instances/texts into categories/scores. This

---

\(^4\)Of course higher marginal agreement does not translate to overall higher agreement if percent agreement is low.
Table 2: $C_\kappa$ for two systems $ats_1$ and $ats_2$ for the same set of gold scores. Although percentage agreement for $ats_1$ and $ats_2$ is 0.4 and 0.65 respectively, $C_\kappa$ for $ats_1$ and $ats_2$ is $C_\kappa = 0.12$ (left) and $C_\kappa = 0$ (right).

is clearly not the case for ATS systems, and therefore the dependence of chance agreement on the level of marginal agreement is questionable when the marginals are free to vary (Brennan and Prediger, 1981).^5

Essentially, the end result when a system predicts scores with a marginal distribution that is more similar to the gold standard (i.e., $ats_2$), is that any misclassification is penalised more severely even though percent agreement may be high. This is not the behaviour we want in a performance metric for ATS systems. Using kappa as an objective function in any machine learning algorithm could easily lead to learning functions that favour assigning distributions that are different to that of the gold standard (e.g., Chen and He (2013)).

3.2.3 Discussion

Previous work has also demonstrated that there exist cases where high values of (quadratic) kappa can be achieved even when there is low agreement (Graham and Jackson, 1993). Additionally, Brennan and Kliebsch (1996) investigated the effect of the score range on the magnitude of weighted kappa and found that the quadratic weighted kappa coefficient tends to have high variation and increases as the score range increases, particularly in ranges between two and five distinct scores. In contrast, linearly weighted kappa appeared to be less affected, although a slight increase in value was observed as the range increased.

The correction for chance agreement in Cohen’s kappa has been the subject of much controversy (Brennan and Prediger, 1981; Feinstein and Cicchetti, 1990; Uebersax, 1987; Byrt et al., 1993; Gwet, 2002; Di Eugenio and Glass, 2004; Sim and Wright, 2005; Craggs and Wood, 2005; Artstein and Poesio, 2008; Powers, 2012). Firstly, it assumes that when assessors are unsure of a score, they guess at random according to a fixed prior distribution of scores. Secondly, it includes chance correction for every single prediction instance (i.e., not only when an assessor is in doubt). Many have argued (Brennan and Prediger, 1981; Uebersax, 1987) that this is a highly improbable model of assessor error and vastly over-estimates agreement due to chance, especially in the case when prior distributions are free to vary. Although it is likely that there is some agreement due to chance when an assessor is unsure of a score (Gwet, 2002), it is unlikely that human assessors simply guess at random, and it is unlikely that this happens for all predictions. For the task of ATS, the distribution of scores to assign are not fixed a priori. Although trained assessors may have a certain expectation of the final distribution, it is certainly not fixed.\(^6\)

Consequently, there are a number of different agreement metrics – for example, Scott’s $\pi$ (Scott, 1955), which is sensitive to trait prevalence but not the marginals, and Krippendorff’s $\alpha$ (Krippendorff, 1970) which is nearly equivalent to $\pi$ (Artstein and Poesio, 2008) – all of which vary in the manner in which chance agreement (i.e., $P_e$) is calculated, but have similar problems (Zhao, 2011; Gwet, 2014). It is also worth noting that weighted versions of kappa do not solve the issues of trait prevalence and marginal homogeneity.

The two most noteworthy variants are the agreement coefficient AC (Gwet, 2002) and the Brennan-Prediger (BP) coefficient (Brennan and Prediger, 1981), which both estimate $P_e$ more conservatively using more plausible assumptions. In particular, the BP coefficient estimates $P_e$ using $1/g$, with the assumption that the probability that an assessor would guess the score of an item by chance is inversely related to the number of scores $g$ in the rating scale.\(^7\) Substituting $P_e$ in equation (1) gives $(P_o - 1/g)/(1 - 1/g)$, which is better suited when one or both of the marginals are free to vary. When

---

5However, we would like to penalise trivial systems that e.g., always assign the most prevalent gold score, in which case the marginals are indeed fixed.

6See Brennan and Prediger (1981) for a more detailed discussion.

7We note that this is equivalent to the S coefficient (Bennett et al., 1954) discussed in (Artstein and Poesio, 2008).
the grades are not uniformly distributed, $P_e$ may be higher than $1/g$; nevertheless, it can be a useful lower limit for $P_e$ (Lawlis and Lu, 1972). Note that in the example in Table 1, $BP$ would be the same for both $ats\backslash gs_1$ and $ats\backslash gs_2$, $(0.8 - 0.5)/(1 - 0.5) = 0.6$, and thus effectively remains unaltered under the effects of trait prevalence.\footnote{However, it can be artificially increased as the scoring scale increases.}

The AC coefficient calculates $P_e$ as follows:

$$P_e = \frac{1}{(g-1)} \sum_{k=1}^{g} \pi_k (1 - \pi_k)$$

(2)

$$\pi_k = (p_{a,k} + p_{b,k})/2$$

(3)

where $\pi_k$ represents the probability of assigning grade/score $k$ to a randomly selected item by a randomly selected assessor, calculated based on $p_{a,k}$ and $p_{b,k}$, which are the marginal probabilities of each assessor $a$ and $b$ respectively for grade/score $k$. More specifically, $p_{a,k} = n_{a,k}/n$ and $p_{b,k} = n_{b,k}/n$, where $n_{a,k}$ refers to the number of instances assigned to grade $k$ by assessor $a$, $n_{b,k}$ refers to the number of instances assigned to grade $k$ by assessor $b$, and $n$ refers to the total number of instances. Gwet (2002;2014) defines chance agreement as the product of the probability that two assessors agree given a non-deterministic instance, denoted as $\pi_{pass} = \pi_{fail} = 0.5$, and $P_e = (0.74 \times (1 - 0.74) + 0.26 \times (1 - 0.26))/(2 - 1) = 0.38$ for $ats\backslash gs_2$, which is in contrast to $C_\kappa$ that overestimated $P_e$ for $ats\backslash gs_2$ with unequal marginals. More specifically, the AC coefficient would be higher for $ats\backslash gs_2$ than for $ats\backslash gs_1$: 0.67 versus 0.60 respectively.\footnote{That is, it is a hard-to-score instance, which is the case where random ratings occur.}

In this section, we analyse the aforementioned metrics of agreement (with different weights) with respect to these properties using both synthetic and real ATS-system scores (where applicable).

### 4.1 Robustness to Trait Prevalence

In order to test metrics for robustness to trait prevalence, we simulated 5,000 gold standard scores on a 5-point scale using a Gaussian (normal) distribution with a mean score at the mid-point. By controlling the variance of this Gaussian, we can create gold standard scores that are more peaked at the center (high trait prevalence) or more uniform across all grades (low trait prevalence). We simulated systems by randomly introducing errors in these scores. The system output in Figure 1 (left) was created by randomly sampling 25\% of the gold standard scores and perturbing them by 2 points in a random direction.\footnote{See (Gwet, 2014) for more details regarding the differences between AC and Aickin’s alpha (Aickin, 1990).} This led to a simulated system with 75\% percentage agreement, which also translates to a constant mean absolute error (MAE) of 0.5 (i.e., on average, each predicted score is 0.5 scores away from its gold counterpart).

Figure 1 (left) shows that nearly all evaluation measures are very sensitive to the distribution of the gold standard scores, and the magnitude of the metrics does change as the distribution becomes more peaked. The AC measure is less sensitive than $C_\kappa$ (and actually rewards systems), but the only measure of agreement that is invariant under changes in trait prevalence is the BP coefficient, which actually is in line with percentage agreement and assigns 75\% agreement using quadratic weights.

To study the effect of trait prevalence on real systems, we replicated an existing state-of-the-art ATS system (Yannakoudakis et al., 2011). The model...
evaluates writing competence on the basis of lexical and grammatical features, as well as errors, and achieves a correlation of around 0.75 on the publicly available First Certificate in English (FCE) examination scripts, that have been manually annotated with a score in the range 1 to 40 (with 40 being the highest). In this setting, robustness to trait prevalence was evaluated by plotting the magnitude of the metrics as a function of the prevalence rate, calculated as the proportion of passing scores in the data, as judged by both the ATS system and the examiner, as we varied the passing threshold from 1 to 40.

In Figure 1 (right) we can see that all metrics are sensitive to trait prevalence.\textsuperscript{13} In order to get a clearer picture on the effect of trait prevalence on real systems, it is important we plot percent agreement (PA) along with the metrics. The reason is that chance-corrected agreement measures should remain reasonably close to the quantity that they adjust for chance, as this quantity varies (Gwet, 2014). AC and BP remain reasonably close to PA as the prevalence rate increases. On the other hand, $C_k$ is further away, and at times considerably lower. The behaviour of kappa is difficult to explain, and in fact, even when the prevalence rate approaches 1, $C_k$ still produces very low results. Note that in the binary pass/fail case, linear and quadratic weights do not affect the value of kappa and produce the same results.

\textsuperscript{13}Curve fitting is performed to be able to observe the tendency of the metrics.

\subsection{Robustness to Marginal Homogeneity}

In order to test the metrics for robustness to marginal homogeneity, we simulated 5,000 gold standard scores on a 10-point scale using a Gaussian distribution with a mean score at the mid-point and a standard deviation of one score. We simulated different systems by randomly introducing errors in these scores. In particular, we simulated outputs that had distributions different to that of the gold standard by drawing a number of incorrect scores from a different Gaussian centred around a different mean (0–9 in Figure 2). We kept percentage agreement with linear weights constant, which again also translates to a constant MAE ($1.0$). We are looking for metrics that are less sensitive to varying marginals, and ideally which promote systems that distribute scores similarly to the gold standard when agreement is otherwise identical.

For the measures of agreement, as expected, Cohen’s kappa (both linear and quadratic) penalises systems that distribute scores similarly to those of the gold standard. However, AC (with linear and quadratic weights) and quadratic BP promote systems that distribute scores similarly to the gold scores. On the other hand, BP linear remains unchanged.

To study the sensitivity of the metrics to the variations in the marginal distributions in real ATS systems, we plot their variation as a function of the similarity of the passing-score distributions, where the similarity is calculated as $\text{sim}_{\text{pass}} = 1 - |p_{\text{gold,pass}} - p_{\text{ats,pass}}|$, which is based on the absolute difference
between the marginal probabilities of the gold and predicted passing scores. The higher the value of \( \text{sim} \), the more similar the distributions are. Again, we employ Yannakoudakis et al. (2011)’s ATS system.

Similarly to the simulated experiments, we observe increases in the magnitude of AC and BP as the similarity increases, whereas \( C_\kappa \) is considerably lower and has a decreasing tendency which does not stay close to PA. In fact, marginal homogeneity does not guarantee the validity of the results for Cohen’s kappa. This can be seen more clearly in Figure 3, where we plot the magnitude of the metrics as a function of the overall probability of assigning a passing score, as judged by both the human assessor and the ATS system. That is, \( \langle p_{\text{gold,pass}} + p_{\text{ats,pass}} \rangle / 2 \). As the overall probability of a passing score becomes very large or very small, \( C_\kappa \) yields considerable lower results, regardless of whether the marginal probabilities are equal or not.

4.3 Sensitivity to Magnitude of Misclassification

It is common that human assessors disagree by small margins given the subjectivity of the ATS task. However, larger disagreements are usually treated more seriously. Therefore, given two ATS systems, we would prefer a system that makes more small misclassifications over a system that makes a few large misclassifications when all else is equal. A metric with quadratic-weighting is likely to adhere to this property.

To test the sensitivity of the metrics to the magnitude of misclassification, we simulated 5,000 gold standard scores on a 10-point scale using a Gaussian (normal) distribution with a mean score at the midpoint. Again, we simulated systems by randomly introducing errors to the scores. For each system, we varied the magnitude of the misclassification while the total misclassification distance (i.e., MAE or PA) was kept constant. Figure 4 confirms that measures of agreement that use quadratic weights decrease as the magnitude of each error increases. The metrics of agreement that use linear weights actually increase slightly.\(^1\)

4.4 Robustness to score scales

Robustness of the metrics to the score range or scale was tested by binning the gold and predicted scores at fixed cutpoints and re-evaluating the results. In the FCE dataset, the scale was varied between 40 and 3 points by successively binning scores. Metrics that are less sensitive to scoring scales facilitate cross-dataset comparisons.

All metrics were affected by the scale, although those with quadratic weights appeared to be more sensitive compared to those with linear ones. Quadratic \( C_\kappa \) was the most sensitive metric and showed larger decreases compared to the others as the scoring scale was reduced, while AC quadratic exhibited higher stability compared to BP quadratic.\(^2\)

\(^1\)Note that such an experiment cannot be controlled and reliably executed for real systems.

\(^2\)Detailed results omitted due to space restrictions.
5 Recommendations and Conclusion

Our results suggest that AC and BP (with quadratic weights) overall are the most robust agreement coefficients. On the basis of this analysis, we make the following recommendations:

- We recommend against using Cohen’s kappa. Interpretation of the magnitude of kappa within / across system and dataset comparisons is problematic, as it depends on trait prevalence, the marginal distributions and the scoring scale. It is worth noting at this point that the inefficacy of kappa is independent on the type of data that it is being used on, that is, whether there is a categorical or ordinal (gold standard) scale.

- We recommend using the AC coefficient with quadratic weights. Although BP is a good alternative as it adjusts percent agreement simply based on the inverse of the scoring scale, it is more sensitive to, and directly affected by the scoring scale.

- We recommend reporting a rank correlation coefficient (Spearman’s or Kendall’s $\tau_b$ rank correlation coefficient), rather than using it for system evaluation and comparison, as it can facilitate error analysis and system interpretation; for example, low agreement and high rank correlation would indicate a large misclassification magnitude, but high agreement with respect to the ranking (i.e., the system ranks texts similarly to the gold standard); high agreement and low rank correlation would indicate high accuracy in predicting the gold scores, but small ranking errors.\footnote{A low correlation could also point to effects of the underlying properties of the data as the metric is sensitive to trait prevalence (see Section 3.1.1).} Kendall’s $\tau_b$ may be preferred, as it is a more effective tie-adjusted coefficient that is defined in terms of concordant and discordant pairs; however, further experiments beyond the scope of this paper would be needed to confirm this.

It is worth noting that given the generality of the ATS task setting as presented in this paper (i.e., aiming to predict gold standard scores on an ordinal scale) and the metric-evaluation setup (using synthetic data in addition to real output), the properties discussed and resulting recommendations may be more widely relevant within NLP and may serve as a useful benchmark for the wider community (Siddharthan and Katsos, 2010; Bloodgood and Grothendieck, 2013; Chen and He, 2013; Liu et al., 2013, among others) as well as for shared task organisers.

An interesting direction for future work would be to explore the use of evaluation measures that lie outside of those commonly used by the ATS community, such as macro-averaged root mean squared error that has been argued as being suitable for ordinal regression tasks (Baccianella et al., 2009).
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