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Abstract. We establish a smoothing result for the generalized KdV (gKdV) on the torus with polynomial non-linearity, damping, and forcing that matches the smoothing level for the gKdV at $H^1$. As a consequence, we establish the existence of a global attractor for this equation as well as its compactness in $H^s(\mathbb{T})$, $s \in (1,2)$.

1. Introduction

This paper is concerned with the g-KdV of the form

$$\begin{cases} u_t + u_{xxx} + (g(u))_x = 0, & x \in \mathbb{T}, \ t \in \mathbb{R} \\ u(x,0) = u_0 \in H^s, \end{cases}$$

(1)

where we will be interested in, specifically, the case when $u$ is real and $g(u) = P(u)$ for some real polynomial. For $\mathbb{K} := \mathbb{T}$ or $\mathbb{R}$, it’s known that

$$\int_\mathbb{K} u \, dx,$$

$$\int_\mathbb{K} |u|^2 \, dx,$$

and

$$E(u) = \frac{1}{2} \|u_x\|^2 - \int_\mathbb{K} G(u) \, dx,$$

where $G(0) = 0$ is a primitive of $g$ are all conserved quantities of (1).

The local and global well-posedness of (1) has been extensively studied over the last 25 or so years. In particular, integrability methods which are applicable for the KdV and mKdV via the Miura transformation defined by

$$Mv = -6(v_x + v^3),$$

which takes solutions of the mKdV equation to those of the KdV equation, give global well-posedness for the KdV in $H^{-1}$ as well as for the mKdV in $H^0 = L^2$. Additionally, work done at the turn of the century by Bourgain, Colliander, Keel, Staffilani, Takaoka,
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and Tao using fixed point arguments in Bourgain spaces and, more specifically, the I-method, (see: [2, 3, 4, 5, 6]), a general method for establishing global well-posedness below the energy level, established that the KdV was globally well-posed on $\mathbb{T}$ for $s \geq -1/2$ and on $\mathbb{R}$ for $s > -3/4$. Similarly, they showed the analogous result for the mKdV with $s \geq 1/2$ on $\mathbb{T}$ and $s > 1/4$ on $\mathbb{R}$.

It’s known (see: [4, 13, 20] and sources within) that, for small data and polynomial non-linearity $g(x) = u^{k+1}$, (1) is globally well-posed below the $H^1$ level on $\mathbb{T}$. Additionally, it’s similarly known that in the defocusing case (negative sign in front of the derivative non-linearity) with even $k$ we again recover global well-posedness regardless of the size of the initial data. In particular, they establish global existence results for the supercritical defocusing gKdV in $H^s(\mathbb{T})$ for $s > \frac{13}{14} - \frac{2}{7k}$. On the real line it’s been shown ([13] and sources within) we have global existence in the supercritical case for $s > \frac{1-k}{2k}$ given small initial data.

Consider now the dissipative gKdV on $\mathbb{K} = \mathbb{R}$ or $\mathbb{T}$ given by

$$
\begin{cases}
  u_t + u_{xxx} + \gamma u + (g(u))_x = f(x), & x \in \mathbb{K}, \ t \in \mathbb{R} \\
  u(x, 0) = u_0 \in H^s,
\end{cases}
$$

with $\gamma > 0$ and $f \in H^s$ time independent. When $\mathbb{K} = \mathbb{R}$, it’s been shown by Dlotko, et al. [8] that (2) with forcing in $H^1$ and $g \in C^2$ with Lipschitz second derivative as well as additional growth assumptions at 0 and infinity possesses a global attractor in $H^1$. Similarly, Wang et al. [23] established the existence of a global attractor in $H^2$ for $g(x) = x^4/4$ given $f \in H^2$ time independent, with a refinement by Wang [24] establishing the existence in $H^s$ given $f \in L^2 \cap H^{s-3}$.

We now restrict ourselves to the case that $\mathbb{K} = \mathbb{T}$, where $\dot{H}^s$ is the space of mean-zero $f$ in $H^s$, $\gamma > 0$, and $f \in \dot{H}^1$ time independent. Goubet [14] showed that (2) in $\dot{L}^2$ has a global attractor in $\dot{L}^2$ that is compact in $H^3$. Tsugawa [22] then applied the I-method to establish the existence of a global attractor for (2) in $\dot{H}^s$ with $s > -3/8$ and forcing $f \in \dot{L}^2$, as well as showing that the attractor is compact in $H^3$. Following the techniques used in refining the I-method (adding correction terms to the modified energy functional), Yang [25] was able to improve the $s$ bound to $s \geq -1/2$, coinciding with the local existence theory for the KdV. Later, Erdoğan and Tzirakis showed in [11] using smoothing that (2) has a global attractor in $\dot{L}^2$ that is compact in $H^s$, $s \in (0, 1)$, with forcing in $\dot{L}^2$. Moving on to the mKdV, Goyal [15] proved an analogous statement to those of Tsugawa and Yang by proving that the forced and damped mKdV possesses a global attractor in $\dot{H}^s$ for $1 > s > 11/12$ with forcing $f \in \dot{L}^2 \cap H^1$.

Following ideas presented in [12], we seek to prove the following.

**Theorem 1.** Let $g, H, Q$ be polynomials with $g(0) = 0$ and

$$
g(x) = H(x) + Q(x),$$

\[2\]
where \( \deg H \leq 4 \), \( Q \equiv 0 \) or \( \deg Q \geq 5 \) with \( n \) odd with negative leading coefficient. Then \( g(k) = T \), \( \gamma > 0 \), and \( f \in H^1(T) \) is globally well-posed and the data-to-solution map, \( S_t \), has a global attractor \( A \subset H^1 \) that is compact in \( H^s \) for \( s \in (1, 2) \).

In order to prove Theorem \( 1 \) we follow the method in \([20]\), in which they proved a local smoothing result for the gKdV and polynomial bounds on higher order Sobolev norms. In particular, we adopt their analysis of the resonant set described in the beginning of Section 3, as well as Lemmas \( 2 \) and \( 3 \) although we have changed the statement to Lemma \( 2 \) and the proofs to both. We overcome obstacles involved in the application of the gauge transformation to the forcing term, as employed in \([15]\), at the cost of a much longer local existence proof. We then apply a normal form transformation and perform an analysis on the resulting terms. While we do employ a normal form transformation similar to \([20]\), we change the restrictions associated to the transformation. The benefit of this is simplified proofs, at the cost of somewhat nasty subscripts on the summations. In total, however, we are able to match the level of smoothing known for the gKdV at the \( H^1 \) level, and then use this as well as Rellich’s theorem to conclude the existence of a global attractor.

Remark 1. It’s unclear if the proof of Goubet, \([14]\), would extend to the gauge gKdV that we work with, whereas the result follows readily from smoothing with a modification for local well-posedness.

Remark 2. The method we employ to close the contraction for our gauged, forced, and damped equation is of independent interest. It appears that such a method will be useful in handling resonance interactions of the form \( k_j = k \) for some internal \( k_j \), allowing one to systematically study unconditional well-posedness for the KdV hierarchy. Specifically, it will enable one to handle “linear” groups of the form

\[
\partial_t u + \partial_x^{k+1} u + \alpha_{2k-1}(t, u) \partial_x^{k-1} u + \cdots + \alpha_1(t, u) \partial_x u,
\]

where \( \alpha_j(t, u) \) are \( x \)-independent functions of \( t \) and \( u \).

2. Preliminaries

Let \( k \) be the dual Fourier variable to \( x \in T \) and \( \tau \) be the dual Fourier variable to \( t \in \mathbb{R} \). We denote the Fourier transform of a function \( u \) on the torus \( T \) by \( \hat{u}(k) \) or \( \hat{u}_k \). When \( u \) is a spacetime function on \( T \times \mathbb{R} \), we denote both the space-time Fourier transform and the spacial Fourier transform as \( \hat{u}_k \), since confusion is mitigated by including the variables.

We write \( A \lesssim_\varepsilon B \) when there is a constant \( 0 < C(\varepsilon) \) such that \( |A| \leq C|B| \); \( A \gg_\varepsilon B \) to be the negation of \( A \lesssim_\varepsilon B \); and \( A \sim_\varepsilon B \) if, in addition, \( B \lesssim_\varepsilon A \).

Define \( h := (1 + |h|) \) and \( J^\varepsilon \) to be the Fourier multiplier given by \( \langle k \rangle^\varepsilon \). Let \( W_\varepsilon = e^{-i\varepsilon_3} \) be the propagator for the Airy equation and \( W_\varepsilon^\gamma = e^{-i\varepsilon_3 - \gamma t} \) be the propagator for the

\( \text{That is, } g(x) = \sum_{k=0}^{4} a_k x^k + \sum_{k=5}^{n} a_k x^k \text{ where } n \geq 5 \text{ is either odd with } a_n < 0, \text{ or } a_5 = \cdots = a_n = 0. \)
damped Airy equation with damping coefficient \( \gamma > 0 \). We then define the Bourgain space \( X^{s,b} \) first introduced in the seminal paper \([2]\), by

\[
\|u\|_{X^{s,b}} = \| \langle k \rangle^s \langle \tau - k^3 \rangle^{b} \hat{u} \|_{L^2_t F^s}
\]

which measures, in a sense, how much \( u \) deviates from the free solution \( W_t u \). Given \( u_0 \in H^s \), we see that \( \|W_t u_0\|_{X^{s,b}} \) is infinite, so for \( T > 0 \) we define the restricted Bourgain space as the space of equivalence classes of functions endowed with the norm

\[
\|u\|_{X^{s,b}_T} := \inf \{ \|v\|_{X^{s,b}} \mid u|_{[0,T]} = v|_{[0,T]} \},
\]

with dual space \( X^{-s,-b} \). Because of this natural pairing, we will often invoke duality and hence it will be natural to define the hyper-plane

\[
\Gamma_n := \{ \tau + \tau_1 + \cdots + \tau_n = 0, \ k + k_1 + \cdots + k_n = 0 \},
\]

with obvious inherited measure denoted by \( d\Gamma \). This Bourgain space is almost good enough, but it’s known (see: \([17]\)) that the bilinear estimate

\[
\|\partial_x (uv)\|_{X^{s,-b_1}_T} \lesssim \|u\|_{X^{s,b_2}_T} \|v\|_{X^{s,b_2}_T}
\]

fails for any \( b_1 > 0, b_2 \neq \frac{1}{2} \), and \( b_1 + b_2 \leq 1 \). However, the \( X^{s,1/2} \) norm barely fails to control the \( C^0_t H^s_x \) norm, so we have to define the modified Bourgain space \( Y^s \) by

\[
\|u\|_{Y^s} := \|u\|_{X^{s,1/2}} + \| \langle k \rangle^s \hat{u} \|_{L^2_t F^s},
\]

and the auxiliary space \( Z^s \) by

\[
\|u\|_{Z^s} := \|u\|_{X^{s,-1/2}} + \| \langle k \rangle^s \hat{u} \|_{L^2_t H^{s,1}_T}.
\]

Analogously to the way we defined restricted norm \( X^{s,b}_T \), we define \( Y^s_T \) and \( Z^s_T \). It’s well known that with these modifications \( Y^s \hookrightarrow C^0_t H^s \), for reference see: \([12]\).

We now record some facts (see: \([4, 12]\)):

**Proposition 1.** For any \( \chi \in \mathcal{S} \) and \( f \in C^\infty_x(\mathbb{T}) \), \( F \in Z^s \),

\[
\|\chi(t) e^{-t \partial^2_x} f\|_{Y^s} \lesssim \|f\|_{H^s}
\]

\[
\left\| \chi(t) \int_0^t e^{-(t-s) \partial^2_x} F(s) \, ds \right\|_{Y^s} \lesssim \|F(s)\|_{Z^s}.
\]

Additionally, we have the following linear estimates:

\[
\|\chi(t) u\|_{L^4_t H^s_{x,t}} \lesssim \|u\|_{X^{0.1/3}}, \quad \|\chi(t) v\|_{L^6_{x,t}} \lesssim_\delta \|v\|_{X^{0.1/3+\delta}},
\]

and

\[
\|\chi(t/T) u\|_{X^{s,b}} \lesssim T^{b'-b} \|v\|_{X^{s,b'}} \text{ for } -\frac{1}{2} < b < b' < \frac{1}{2}.
\]
For $2 < q < 6$ interpolation between the $L^6$ and the trivial estimate gives the existence of an $\varepsilon > 0$ such that
\[
\|\chi(t)v\|_{L^q_{x,t}} \lesssim_\varepsilon \|v\|_{X^{\frac{1}{2} - \varepsilon}}.
\] (4)

We also have (See: [1])
\[
\|\chi(t)v\|_{L^\infty_{x,t}} \lesssim \varepsilon \|v\|_{Y^{\frac{1}{2} + \varepsilon}}.
\] (5)

and (7.1) in [5]: there exists $\delta > 0$ so that for all $u_i$ with support of $\hat{u}_i$ in $T \times [0, T]$, we have
\[
\|u_1 \cdot \cdot \cdot u_n\|_{L^2_{x,t}} \lesssim_\delta \|u_1\|_{X^{0,1/2-\delta}} \|u_2\|_{X^{0,1/2-\delta}} \prod_{i=3}^n \|u_i\|_{X^{1/2-\delta,1/2-\delta}}.
\] (5)

Remark 3. With the modified linear group $W^\gamma_t$, it follows that
\[
\|\chi(t)W^\gamma_t f\|_{Y^s} \lesssim \|f\|_{H^s}.
\]
See ([11] Lemma 3.3) and ([12], Remark 3.13 & Lemma 3.15). The key fact is that $\chi(t)e^{-t\gamma}$ is a Schwarz function for any smooth cutoff $\chi$.

The following lemma will be of use for proving Theorem 1:

Lemma 1. Consider, $u$, a solution to (2) with $K = T$. Then $\|u\|_2$ and $\|u_x\|_2$ are bounded a priori.

Proof. The first part of this is well known by differentiating $\|u\|_2^2$:
\[
\partial_t \|u\|_2^2 = -2\gamma \|u\|_2^2 + \int_T u f\, dx
\leq -\gamma \|u\|_2^2 + C(\|f\|_{L^2}).
\]
Applying Gronwall’s inequality completes the first part of the proof.

The case $g(x) = a_2x^2 + a_3x^3 + a_4x^4$ is handled in ([8], Lemma 4), as $g(x) \lesssim |x|^3 + |x|^5$.

Assuming $g(x) = \sum_{k=2}^n a_k u^k$ with $n \geq 5$ odd and $0 > a_k$, $N > 0$ large enough, and differentiating $E(u)$, we have
\[
\partial_t E(u) = \int_T u_x \left( f_x - \sum_{k=2}^n a_k \partial_x u^k - \gamma u_x - u_{xxxx} \right)
- \sum_{k=2}^n a_k u^k \left( f - \sum_{j=2}^n a_j \partial_x u^j - \gamma u - u_{xxx} \right)\, dx
\leq -\gamma E(u) + \int_T u_x f_x - \sum_{k=2}^n a_k u^k f + \sum_{k=1}^n \frac{a_k \gamma(k-1)}{k+1} u^k \, dx
\lesssim -\gamma E(u) + \frac{\gamma}{4} \|u_x\|_2^2 + \int_T \sum_{k=2}^n \frac{|a_k|}{N} u^{n+1} + \sum_{k=1}^n \frac{|a_k| \gamma(k-1)}{N(k+1)} u^{n+1} \, dx.
\[-\int_T \frac{|a_n|\gamma(k-1)}{k+1} u^{n+1} \, dx + C(f, N, \gamma)\]

\[-\frac{1}{2} \gamma E(u) + \int_T \sum_{k=2}^n \frac{\gamma a_k}{2(k+1)} u^{k+1} + \sum_{k=2}^n \frac{|a_k|}{N} u^{n+1} + \sum_{k=1}^{n-1} \frac{|a_k|\gamma(k-1)}{(N(k+1))} u^{n+1} \, dx\]

\[-\int_T \frac{|a_n|\gamma(n-1)}{n+1} u^{n+1} \, dx + C(f, N, \gamma)\]

\[\lesssim -\frac{1}{2} \gamma E(u) + \int_T C(|a_2|, \cdots, |a_{n-1}|, \gamma) u^{n+1} - \frac{\gamma |a_n| n}{2(n+1)} u^{n+1} \, dx + C(f, N, \gamma)\]

\[\leq -\frac{1}{2} \gamma E(u) + C(f, N, \gamma),\]

for \(N\) large enough. Note that we have only used Young’s inequality, the definition of \(E(u)\) to replace \(\gamma/4\|u_x\|_2^2\), and the fact that we’re on \(T\). The claim then follows from Gronwall’s by

\[\|u_x\|_2^2 \lesssim E(u).\]

\[\square\]

**Remark 4.** It follows from Lemma 7 that \(\lim\sup_t \|u\|_{H^1_x} \leq C(\|f\|_{H^1})\), and hence that there is an absorbing set in \(H^1\).

### 3. Set-up

We first note that if \(u\) is mean-zero, then, at least formally, we have the relation:

\[\partial_t \int u \, dx = -\int \gamma u \, dx.\]

It follows that if \(u_0\) has mean-zero, then so must \(u\) for all time. Additionally, we have that the transformation \(u \mapsto u(t, x - ct)\) removes any linear term in the polynomial non-linearity in (2). We thus assume that \(g\) contains only terms of degree two and up, and that we can assume that we are always working with mean-zero functions.

Now, we first seek to prove local existence of the forced and damped equation, encapsulated in the following proposition.

**Proposition 2.** Consider (2) with \(K = T\):

\[
\begin{aligned}
\begin{cases}
  u_t + u_{xxx} + \gamma u + (g(u))_x = f(x), & x \in T, \ t \in \mathbb{R} \\
  u(x, 0) = u_0 \in H^1
\end{cases}
\end{aligned}
\]

(6)

for \(f \in \dot{H}^1\) time-independent, \(\gamma > 0\), and \(g \in \mathbb{R}[x]\). Then there is a \(T = T(\gamma, \|f\|_{H^1}, \|u_0\|_{H^1})\) such that, on \([0, T]\), (6) has a unique solution, \(u\), given by the translate (9). Furthermore, we have that, on \([0, T]\), \(u\) satisfies

\[\|u\|_{C^0_T H^1_x} \lesssim \|L_t[u]u\|_{Y^2} = \|\tilde{u}\|_{Y^2} \leq C,\]

where \(C = C(\gamma, \|f\|_{H^1}, \|u_0\|_{H^1})\), with \(L_t\) and \(\tilde{u}\) defined at (7).
Remark 5. The non-dissipative $g$-KdV considered in [5] is shown to be locally well-posed in $H^s$, so this proposition is, in a sense, obvious. However, the application of $L_t$ modifies the forcing term to be $u$ dependent, which makes closing the contraction non-trivial.

Moreover, the local well-posedness bound will be important in the later sections.

For simplicity we will assume that the non-linearity in (6) has only two terms given by $\partial_x(au^n + bu^m)$, as this will be enough to generalize later. Passing through the Fourier transform we see that we may write the homogenous non-linearity as

$$a \sum_{k_1 + \cdots + k_n = k} ik \prod_{j=1}^{n} \hat{u}_{k_j} + b \sum_{k_1 + \cdots + k_m = k} ik \prod_{j=1}^{m} \hat{u}_{k_j},$$

For us, we will say resonance occurs when an internal frequency equals an external frequency. Using this, we decompose the above into $\mathcal{R}[u]$ and $\mathcal{N}\mathcal{R}[u]$ given by

$$\hat{\mathcal{R}}[u]_k = a \sum_{k_1 + \cdots + k_n = k} ik \prod_{j=1}^{n} \hat{u}_{k_j} + b \sum_{k_1 + \cdots + k_m = k} ik \prod_{j=1}^{m} \hat{u}_{k_j},$$

We write $\mathcal{R} = \mathcal{R}^1 + \mathcal{R}^2$, where, by symmetry,

$$\hat{\mathcal{R}}^1[u]_k := a \sum_{r=1}^{n} \sum_{k_1 + \cdots + k_n = k} \prod_{j=1}^{n} \hat{u}_{k_j} + b \sum_{r=1}^{m} \sum_{k_1 + \cdots + k_m = k} \prod_{j=1}^{m} \hat{u}_{k_j}$$

$$= ik \hat{a}_k \left( an \sum_{k_1 + \cdots + k_{n-1} = k} \prod_{j=1}^{n-1} \hat{u}_{k_j} + bm \sum_{k_1 + \cdots + k_{m-1} = k} \prod_{j=1}^{m-1} \hat{u}_{k_j} \right)$$

$$= ik \hat{a}_k \left( an \int_{\mathbb{T}} u^{n-1}(x,t) \, dx + bm \int_{\mathbb{T}} u^{m-1}(x,t) \, dx \right).$$

$\mathcal{R}^2$ is then defined to be what remains of $\mathcal{R}$. In particular, $\mathcal{R}^2$ has at least two internal frequencies equal to the external frequency, $k$.

Define the Fourier multiplier

$$\overline{L_t}[u]_k := \exp \left( ik \int_0^t \int_{\mathbb{T}} anu^{n-1}(x,s) + bmv^{m-1}(x,s) \, dxds \right)$$

and denote

$$\hat{u} = \mathcal{F}^{-1} \left( \overline{L_t}[u] \hat{u} \right), \quad \hat{f} = \mathcal{F}^{-1} \left( \overline{L_t}[u] \hat{f} \right).$$

Notice that, using the exponential nature of the multiplier, we have:

$$\left( \hat{u}^n \right)_k = \sum_{k_1 + \cdots + k_n = k} \prod_i \hat{u}_{k_i} = \sum_{k_1 + \cdots + k_n = k} \prod_i \overline{L_t}[u]_{k_i} \hat{u}_{k_i} = \overline{L_t}[u]_k \left( \hat{u}^n \right)_k,$$

\footnote{In the literature this is frequently defined differently. Specifically, it is defined to be when $H_n = 0$, as defined in [10].}
and hence the zero modes are equal. It follows that if \( u \) solves (6), then \( \tilde{u} \) solves

\[
\begin{aligned}
\tilde{u}_t + \tilde{u}_{xxx} + \gamma \tilde{u} + \mathcal{N}\mathcal{R}[\tilde{u}] &= \tilde{f}(x,t) \\
\tilde{u}(x,0) &= u_0 \in H^s \quad x \in \mathbb{T}, \ t \in \mathbb{R},
\end{aligned}
\]  

(8)

and if \( \tilde{u} \) solves (8), then a simple translate of \( \tilde{u} \),

\[
u(x,t) = \tilde{u} \left(x + \int_0^t \int_\mathbb{T} an\tilde{u}^{n-1}(y,s) + bm\tilde{u}^{m-1}(y,s) \ dy \ ds, t\right),
\]  

(9)

solves (6).

3.1. Dispersion Relation. Let

\[
H_n := H_n(k_1, \cdots, k_n) = \left(\sum_{j=1}^n k_j\right)^3 - \sum_{j=1}^n k_j^3.
\]  

(10)

We then have the following proposition:

**Proposition 3** ([20], Proposition 2). Consider \( k = \sum_{j=1}^n k_j \) for \( k_j \in \mathbb{Z}^* \) and \( H_n \) as defined above. Denote \( k^* := \max\{|k_1|, \cdots, |k_n|\} \) and \( k_j^* \) be the \( j \)-th largest term in \( \{ |k_1|, \cdots, |k_n|\} \). Then the following are true:

1. If \( n = 2 \) then \( H_2 \gtrsim (k^*)^2 \).
2. If \( n = 3 \) then at least one of the following is true:
   - A. \( H_3 \gtrsim (k^*)^2 \).
   - B. \( k_{j_0} = k \) for some \( j_0 \in \{1, 2, 3\} \).
   - C. \( k_j \gtrsim k \) for all \( j \in \{1, 2, 3\} \).
3. If \( n \geq 4 \) at least one of the following is true:
   - A. \( H_n \gtrsim (k^*)^2 \).
   - B. \( k_{j_0} = k \) for some \( j_0 \in \{1, \cdots, n\} \).
   - C. \( k_3^* \gtrsim k \)
   - D. \( (k_3^*)^2 k_4^* \gtrsim (k^*)^2 \)

3.2. Multilinear Operators. Here we quickly introduce some notation that appears frequently in what is to come, as well as several related lemmas that will be used time and time again. The generality employed in Lemmas 2 and 3 is perhaps a bit much, but the language it’s in will be useful in the following sections. Additionally, the vast majority of the estimates in the following sections follow from Lemma 3 and the Corollaries to Lemmas 2 and 3.

**Definition 1.** Given a symbol \( \sigma(k, \vec{k}) = \sigma(k, k_1, \cdots, k_n) \) with \( n \geq 2 \), a multilinear Fourier multiplier \( T^n_\sigma \) is defined by

\[
T^n_\sigma(u_1, \cdots, u_n) := \sum_{k \in \mathbb{Z}^*} e^{ikx} \sum_{(k_1, \cdots, k_n) \in \Omega_k} \sigma(k_1, \cdots, k_n) \prod_{j=1}^n \hat{u}_{k_j},
\]

where \( \Omega_k \) restricts the frequency interactions and is associated with the operator \( T \).
Remark 6. Because of mean-zero conservation, every \( \Omega_k \) associated to a \( T^n_\sigma \) considered in this paper will be of the form \( \Omega_k \subset (\mathbb{Z}^*)^n \).

Lemma 2. Let \( n \geq 2, 0 < T \ll 1, s_0 \in \mathbb{R}, s_1 > 1/2, u_i := \chi(t/T)u_i(t) \) for a smooth cut-off function \( \chi \), and \( T^n_\sigma \) a multilinear operator of the type above. If \( \sigma(k, \vec{k}) \subset \Gamma_n \cap \{ H_n \gtrsim k^2 \} \) and:

\[
\sup_{(k_1, \ldots, k_n) \in \Omega_k} \frac{|k_1|^{s_0-1}|\sigma(k, k_1, \ldots, k_n)|}{(k^* k_2^*)^{s_1}} = O(1),
\]

(11) then we have the bound

\[
\|T^n_\sigma(u_1, \ldots, u_n)\|_{X^{s_0-1/2}} \lesssim T^{\varepsilon_n} \prod_{i=1}^n \|u_i\|_{Y^{s_1}}^T,
\]

for some \( \varepsilon > 0 \).

Proof.
This proof is essentially the same as in [15, 20], but for the sake of completeness we will include it. We assume that \( n \geq 4 \) (for otherwise the bounds are strictly better), \(|k_1| \geq \cdots \geq |k_n|\), and that all Fourier transforms considered are non-negative.

We first look at the \( X^{s_0-1/2} \) portion, and split ourselves into two cases:

(A1) \( \tau - k^3 \gtrsim \max_{1 \leq r \leq n} \{ \tau - k^3, \tau_r - k^3_r \} \)

(A2) \( \tau_i - k^3_i \gtrsim \max_{1 \leq r \leq n} \{ \tau - k^3, \tau_r - k^3_r \} \) for some \( 1 \leq i \leq n \).

To prove the \( X^{s_0-1/2} \) estimate in Case A1, we notice that

\[
k^2 \lesssim H_n \lesssim \sum_{r=1}^n (\tau_r - k^3_r) + (\tau - k^3) \lesssim (\tau - k^3),
\]

so that by duality and applying condition (11), it suffices to prove:

\[
\int_{\Gamma_n, H_n \gtrsim k^2} |k| \hat{z}_k (k^*_1 k^*_2)^{s_1} (\tau - k^3)^{-1/2} \prod_{r=1}^n \hat{u}_k, dG \leq T^{\varepsilon} \|z\|_{L^2} \prod_{r=1}^n \|u_r\|_{X^{s_1,1/2}}^T.
\]

This, however, follows from Plancherel and Hölders with \( L^2 \) on \( z \) and applying (5) to the remaining terms in \( L^2 \). We then have

\[
\|T^n_\sigma(u_1, \ldots, u_n)\|_{X^{s_0-1/2}} \lesssim \|u_1\|_{X^{s_1,1/2-\delta}} \|u_2\|_{X^{s_1,1/2-\delta}} \prod_{r=3}^n \|u_r\|_{X^{1/2-\delta,1/2-\delta}}.
\]

The result follows by summation over all index orderings and yields a small power of \( T \).

To prove the \( \ell_k L^1_T \) estimate, we note that, for \( a > 0 \),

\[
\int_{\mathbb{R}} \frac{1}{(|\tau| + a)^2} d\tau \lesssim \frac{1}{a},
\]

(12)
Now, since \( \langle \tau - k^3 \rangle \gtrsim H_n \gtrsim k^2 \), we must have that \( \langle \tau - k^3 \rangle \gtrsim \langle \tau - k^3 \rangle + k^2 \). It follows from Hölders in \( \tau \) and condition (11) that

\[
\left\| \frac{(k^*)^n}{(\tau - k^3)} F_{x,t} \left( T^n_{\sigma \chi H_n \gtrless k^2} (u_1, \cdots, u_n) \right) \right\|_{L^2 L^2} \lesssim \left\| (k^*)^{n-1} F_{x,t} \left( T^n_{\sigma \chi H_n \gtrless k^2} (u_1, \cdots, u_n) \right) \right\|_{L^2 L^2} \\
\lesssim \left\| F_{x,t} \left( T^n_{(k^1)^{s_1} (k^2)^{s_2} \chi H_n \gtrless k^2} (u_1, \cdots, u_n) \right) \right\|_{L^2 L^2} \\
\lesssim \varepsilon T^\varepsilon \prod_{r=1}^n \| u_r \|_{X^{s_1,1/2}_T},
\]

by the proof of the \( X^{s_0-1/2} \) bound after the simplification.

**Case A2:** Assume that \( \langle \tau - k^3 \rangle \gtrsim k^2 \) is the largest, and note that this estimate will be the only part of this lemma that will require the \( Y^s \) norm to explicitly appear on the right hand side, as opposed to the \( X^{s,b} \) norm.

For the \( X^{s_0-1/2} \) norm, we use duality again to reduce the problem to

\[
\left| \int_{\Gamma_n} |k|^{s_0-1} \tilde{z}_k \langle \tau - k^3 \rangle^{-1/2} \sigma(k,k) \prod_{r=1}^n \tilde{u}_k d\Gamma \right| \lesssim \left| T^\varepsilon \| z \|_{X^{s_0,1/2}} \| u_1 \|_{X^{s_1,0}_T} \prod_{r=1}^n \| u_r \|_{Y^{s_1}_T} \right).
\]

This quantity reduces to

\[
\left| \int_{\Gamma_n} |k|^{s_0-1} \tilde{z}_k \sigma(k,k) \prod_{r=1}^n \tilde{u}_k d\Gamma \right| \lesssim \left| \int_{\Gamma_n} (k^* k^*_2)^{s_1} \tilde{z}_k \prod_{r=1}^n \tilde{u}_k d\Gamma \right. \quad (13)
\]

First assume that \( k^* = |k_1|, k^*_2 = |k_2| \), and that \( k^*, k^*_2 \neq |k_i| \), then by applying Plancherel, Hölders, Bourgain space embeddings, and Sobolev embedding we get:

\[
(13) \lesssim \| z J_{x millions}^{s_1} u_1 \|_{L^2_{x,T}} \| u_1 J_{x millions}^{s_1} u_2 \|_{L^2_{x,T}} \prod_{r=3}^n \| u_r \|_{L^\infty_{x,T}} \\
\lesssim \| z \|_{L^1_{x,T}} \| u_1 \|_{L^2_{x,T}} \| J_{x millions}^{s_1} u_1 \|_{L^2_{x,T}} \| J_{x millions}^{s_1} u_2 \|_{L^2_{x,T}} \prod_{r=3}^n \| u_r \|_{L^\infty_{x,T}} \\
\lesssim \| z \|_{X^{1/2}} \| u_1 \|_{X^{1/2+\delta,0}_T} \| u_1 \|_{X^{s_1,1/3}_T} \| u_2 \|_{Y^{s_1}_T} \prod_{r=3}^n \| u_r \|_{L^\infty_{x,T}} \\
\lesssim T^\varepsilon \| z \|_{X^{1/2}} \| u_1 \|_{X^{s_1,0}_T} \prod_{r=1}^n \| u_r \|_{Y^{s_1}_T}.
\]

Assuming now that \( k^*_1 = |k_1| \) (the case \( k^*_2 = |k_1| \) is identical), we use a simpler Plancherel and Hölders application:

\[
(13) \lesssim \| J_{x millions}^{s_1} u_1 \|_{L^2_{x,T}} \| z J_{x millions}^{s_1} u_2 \|_{L^2_{x,T}} \prod_{r=3}^n \| u_r \|_{L^2_{x,T}}
\]
where we conclude the result by trivial embeddings and time localization to gain a small power of $T$.

The only remaining piece is the $\ell_k^2 L_r^2$ norm, but for $0 < \delta \ll 1$ we apply Hölders in $\tau$ to reduce to

$$\left\| \frac{\langle k \rangle^{s_0}}{\langle \tau - k^3 \rangle^{1/2 - \delta}} F_{x,t} \left( T_n^{n \sigma} \sigma_{X^{\omega} \geq \chi^2} (u_1, \ldots, u_n) \right) \right\|_{L_k^2 L_r^2}.$$ Duality in the same manner as above leaves us with having to show

$$\int_{\Gamma_n} |k|^{s_0} \sigma(k, \tilde{k}) \hat{z}(k, \tau) \langle \tau_i - k^3 \rangle^{-1/2} \prod_{r=1}^n \hat{u}_{k_r} d\Gamma \leq T^\varepsilon \| \hat{z} \|_{X^{0,1/2 - \delta}} \| u_1 \|_{X^{s_1,0}} \prod_{r=1}^n \| u_{\tau} \|_{Y_r^{\varepsilon}}.$$ Again using that $\langle \tau_i - k^3 \rangle \gtrsim k^2$ and Condition (14), we reduce to having to showing the same bound for the integral

$$\int_{\Gamma_n} \hat{z}_k (k_r^*)^{s_1} \prod_{r=1}^n \hat{u}_{k_r} d\Gamma.$$ This bound follows in exactly the same way as we did the $X^{s_0, -1/2}$ bound for Case A2 above, because both $X^{0,1/3} \hookrightarrow L^4$ and (5) have at least $\delta$ space for localization. Since we have other terms with room for localization, we again have a (slightly smaller) power of $T$. $\square$

**Lemma 3.** Let $n \geq 2$, $0 < T \ll 1$, $s_0 \in \mathbb{R}$, $s_1 > 1/2$, $0 < \delta \ll 1$, $\varepsilon > 0$, $u_i := \chi(t/T) u_i(t)$ for a smooth cut-off function $\chi$, and $T_n^{n \sigma}$, a multilinear operator of the type above. If:

$$\sup_{(k_1, \ldots, k_n) \in \Omega_k} \frac{|k|^{s_0} |\sigma(k, \tilde{k})|}{(k^*)^{s_1 - \delta}(k_2^{*}k_3^{*}k_4^{*})^{s_1}} = O(1),$$

with the convention $k_j^* = 1$ for all $j > n$, then

$$\| T_n^{n \sigma} (u_1, \ldots, u_n) \|_{Z_{r}^{s_0}} \lesssim_{\varepsilon, \delta, n} T^\varepsilon \prod_{i=1}^n \| u_i \|_{Y_r^{\varepsilon}}.$$ **Proof.**

Assume the same conventions as in Lemma 2. In this regime we again invoke duality, Plancherel, and (14) to see that we must bound

$$\int_{\Gamma_n} |k|^{s_1 - \delta}(k_2^{*}k_3^{*}k_4^{*})^{s_1} \hat{z}_k \prod_{r=1}^n \hat{u}_{k_r} d\Gamma,$$

for $z \in X^{0,1/2}$. From here on, we assume that $n \geq 4$, for otherwise the estimates are strictly better. Now, splitting the region we assume again that $|k_1| \geq \cdots \geq |k_n|$, it follows, by trading up powers of $k^*$ for lower powers of $k_j^*$ for $j = 2, 3, 4$ and applying
Plancherel with Hölders, that:

\[
\|z\|_{L^4_{x,t}} \lesssim \|J^{s_1-\delta/4}_{x,t}u_1\|_{L^4_{x,t}} \|J^{s_1-\delta/4}_{x,t}u_2\|_{L^4_{x,t}} \|J^{s_1-\delta/4}_{x,t}u_3\|_{L^4_{x,t}} \\
\times \|J^{s_1-\delta/4}_{x,t}u_4\|_{L^4_{x,t}} \prod_{r=5}^n \|u_r\|_{L^\infty_{x,t}}
\]

(16)

\[
\lesssim \|z\|_{X^{0,1/3}} \|u_1\|_{X^{s_1-1/2-\delta/4}} \|u_2\|_{X^{s_1-1/2-\delta/4}} \|u_3\|_{X^{s_1-1/2-\delta/4}} \\
\times \|u_4\|_{X^{s_1-1/2-\delta/4}} \prod_{r=5}^n \|u_r\|_{L^\infty_{x,t}},
\]

with time-localization and \(Y^s \hookrightarrow L^\infty_t H^s_x\) concludes this portion of the proof.

The final estimate involving the \(l^2_kL^1_{x,t}\) is nearly the exact same as before, but here we split off \(2/3\) powers of \(\langle \tau - k^3 \rangle\), reducing it to an \(X^{s_0-1/3}\) estimate, which, by duality, is of the form

\[
\int_{\Gamma_n} |k^s|^{s_1-\delta} |k_2^s k_3^s k_4^s| \lesssim_k \prod_{r=1}^n \hat{u}_{k_r} \, d\Gamma,
\]

for \(z \in X^{0,1/3}\). Applying Hölders in exactly the same way as in the \(X^{s_0-1/2}\) case, and noting that the \(z\) bound is in \(X^{0,1/3}\), we arrive at (16) with a small power of \(T\).

\[\Box\]

The two following lemmas are useful variants of the above and all follow from the same proof:

**Corollary 1.** Under the assumptions of lemma 2, we have

\[
\|T^n_\sigma(u, \cdots, u)\|_{Z^{s_0}_T} \lesssim_{\varepsilon,n} T^\varepsilon \|u\|_{Y^{s_1}_T}^n.
\]

Furthermore, under the assumptions of lemma 3

\[
\|T^n_\sigma(u, \cdots, u)\|_{Z^{s_0}_T} \lesssim_{\varepsilon,n} T^\varepsilon \|u\|_{Y^{s_1}_T}^n.
\]

**Corollary 2.** Under the assumptions of lemma 3 with the modified (11):

\[
\frac{|\sigma(k, \vec{k})|}{|k|(k_2^s)^{s_1}} = O(1),
\]

and the additional assumption that \(k_1 \gtrsim k^s\), we have

\[
\|T^n_\sigma(v, u_1, \cdots, u_{n-1})\|_{Z^{s_0}_T} \lesssim_{\varepsilon,n} T^\varepsilon \|v\|_{Y^{s_0}_T} \prod_{i=1}^{n-1} \|u_i\|_{Y^{s_1}_T}.
\]

**Proof.**

This follows from the proof of the above lemmas. The only important piece is that the additional assumption allows us to know the full \(s_0\) regularity can be taken from \(v\). \[\Box\]

### 3.3. Local Well-posedness of \([8]\)

In this section we apply the idea used in [15] to prove well-posedness. We begin by proving that the non-linear Duhamel term is in \(Y^1\). This
is necessary because we will take the time here to strengthen some prior estimates in particular situations, and this will enable us to perform the technique.

Before getting to the idea, we note that (as will be seen in the Lemma 5) it’s not at all obvious how one should go about proving the contraction in $Y^1$ with an $f \in H^1$. However, the non-linear part of the Duhamel term has $X^{1,-1/2}$ and $\|\langle k \rangle \langle \tau - k^3 \rangle^{-1} \mathcal{F}_x(u) \|_{L_t^2}$ norms that are both bounded by powers of $\|\tilde{u}\|_{X^{1,1/2}}$, as opposed to powers of $\|\tilde{u}\|_{Y^1}$. This observation alone justifies doing the contraction in $X^{1,1/2}$, since any bound on $\|\tilde{u}\|_{X^{1,1/2}}$ implies a bound on $\|\Gamma_T[\tilde{u}]\|_{Y^1}$ (defined in the proof of well-posedness for (8)) by Lemma 4. Additionally, the closed balls in $X^{s_1,1/2}$ are also closed with respect to $\cdot \quad \| \cdot \|_{X^{s_1,1/2}}$ for $0 \leq s \leq s_1$, so that we may perform a fixed point argument in $X^{s_1,1/2}$ using $\| \cdot \|_{X^{s_1,1/2}}$ and recover the same well-posedness properties enjoyed by traditional approaches. For more information on the second point, see Kato ([10], Lemma 7.3).

The above two observations suggest we should attempt to do the contraction in $X^{1,1/2}$ with the $X^{0,1/2}$ norm to compensate for the loss incurred on $f$ in closing the contraction. This is exactly the route we take in this section.

**Lemma 4 ([20], Lemma 2).** There exists an $\varepsilon > 0$ such that for any $0 < T \ll 1$ we have:

$$\|\mathcal{R}^2[u]\|_{Z_T^2} + \|\mathcal{N}\mathcal{R}[u]\|_{Z_T^2} \lesssim T^\varepsilon \|u\|_{X_T^{1,1/2}} \left(\|u\|_{X_T^{1,1/2}}^{n-1} + \|u\|_{X_T^{1,1/2}}^{m-1}\right),$$

where $u = \chi(t/T)u(t)$.

**Proof.**

Here our $\sigma = ik$, so we proceed by case:

**Case A:** Case A is handled by Lemma 2. Case A1 as we have at least one large frequency, so that Condition (11) becomes:

$$\frac{|ik|}{k_1^*} = O(1).$$

All that remains is the Case A2, which we improve by noting that we only need $k_1^*$ to make this estimate. Looking back at the $X^{1,-1/2}$ proof of Lemma 2 in Case A2 under the assumptions that $k^* = k_1$ and $\langle \tau_i - k_i^3 \rangle \gtrsim k^2$, we see that we need to bound:

$$\int_{\Gamma_n} \langle k \rangle \hat{u}_{k_1} \prod_{r=1}^n \hat{u}_{k_1} d\Gamma.$$ (17)

This bound differs slightly from that in Lemma 2 but we still apply Plancherel, Hölders, and then (5). Specifically, when $i = 1$ we need to show

$$\langle 17 \rangle \lesssim T^\varepsilon \|z\|_{X_T^{0,1/2-\delta}} \|u\|_{L_T^{2,1}} \|u\|_{X_T^{1,1/2}}^{n-1};$$

$$\langle 17 \rangle \lesssim \int_{\Gamma_n} |k_1| \langle \tau_i - k_i^3 \rangle^{-1/2} \hat{u}_{k_1} \prod_{r=1}^n \hat{u}_{k_1} d\Gamma \lesssim \int_{\Gamma_n} \hat{u}_{k_1} \prod_{r=1}^n \hat{u}_{k_1} d\Gamma$$

$$\lesssim \|u\|_{L_T^{2,1}} \|z\|_{X_T^{0,1/2-\delta}} \lesssim \|z\|_{X_T^{0,1/2-\delta}} \|u\|_{L_T^{2,1}} \|u\|_{X_T^{1,1/2-\delta}} \|u\|_{X_T^{1/2-6,1/2-\delta}}.$$
When \( i \neq 1 \), we need to show

\[
\langle k \rangle \lesssim T^\varepsilon \| z \|_{X^{0,1/2-\delta}} \| u \|_{X_{T}^{0,1/2}} \| u \|_{X_{T}^{1,0}} \| u \|_{X_{T}^{1,1/2}}^{n-2},
\]

where the estimate follows by the exact same estimate as before, but with \( F^{-1} (\hat{u}_k) \) being placed in \( L_{x,t}^2 \). As before, a small power of \( T \) follows by localization in both estimates.

The \( \ell_{k}^{2} L_{x}^{1} \) follows exactly the same way as in the original proof of Case A2, but we note that instead of \( Y_{k}^{1} \) bounds we now have \( X_{T}^{1,1/2} \) bounds. Indeed, letting \( 0 < \delta \ll 1 \) and applying Hölder’s to split off \( \langle \tau - k^{3} \rangle^{1/2+\delta} \) powers reduces the norm we need to estimate to:

\[
\left\| \langle k \rangle \right\|_{\langle \tau - k^{3} \rangle^{1/2-\delta} F_{x,t} \left( T_{n \sigma X_{H_{0} \geq k_{2}}^{+}}^{n} (u, \ldots, u) \right) \right\|_{L_{k}, x}^{2}.
\]

In exactly the same way we proved A2, we use duality, Plancherel, Condition (11), \( \langle \tau - k^{3} \rangle \gtrsim k^{2} \), and the fact that we have \( 1/2 - \delta \) appearing in every \( z \) norm for the proof of (17) and conclude the desired result.

**Case B, C, D:** For these cases, we prove a version of Lemma 3 in the specific case that the exponent on \( k_{2}^{2} k_{3}^{2} k_{4}^{2} \) is 1/2 instead of \( s_{1} \). The reason for this will be, as in the prior part of this proof, to gain \( X_{T}^{1,1/2} \) bounds for the \( \ell_{k}^{2} L_{x}^{1} \) portion of the proof. Note that even though \( s_{2} = 1/2 \), we have that our bound must be in terms of \( X_{T}^{1,1/2} \).

Since \( N^{R} \) has no Case B and we’ve removed single resonances, we see that in all of the remaining cases we have \( k_{2}^{2} k_{3}^{2} k_{4}^{2} \gtrsim k^{2} \) or, better yet, \( (k_{3}^{2})^{2} k_{4}^{2} \gtrsim k^{2} \) in Case D. It follows that:

\[
\frac{|k||\sigma(k, \vec{k})|}{k^{*} (k_{2}^{2} k_{3}^{2} k_{4}^{2})^{1/2}} = O(1).
\]

Assuming that we have reorganized the \( u \)’s in descending order of frequency and that \( n \geq 5 \), we see that duality reduces the problem to finding a bound on

\[
\int \hat{z}_{k} |k_{1} |\hat{u}_{k_{1}} |k_{2} |^{1/2} \hat{u}_{k_{2}} |k_{3} |^{1/2} \hat{u}_{k_{3}} |k_{4} |^{1/2} \hat{u}_{k_{4}} \prod_{r=5}^{n} \hat{u}_{k_{r}} \, d\Gamma
\]

for \( z \in X_{T}^{0,1/2} \). Invoking Hölder’s, Plancherel, and (5) we get

\[
(18) \lesssim \| z \|_{L_{x,t}^{2}} \| (J_{x} u) (J_{x}^{1/2} u)^{3} u^{n-4} \|_{L_{x,t}^{2}}^{2} \lesssim \| z \|_{X_{T}^{0,0}} \| u \|_{X_{T}^{1,0}} \| u \|_{X_{T}^{1,2,1/2-\delta}}^{2} \| u \|_{X_{T}^{1,1/2,1/2-\delta}}^{n-4},
\]

which yields a small power of \( T \) by localization.

The \( \ell_{k}^{2} L_{x}^{1} \) norm follows by a similar trick used in most of the prior corollaries. That is, apply Hölder’s in time to reduce to bounding the \( X_{T}^{1,-1/2+\delta} \) norm or, equivalently, bounding (13) with \( z \in X_{T}^{0,1/2-\delta} \). Duality, Hölder’s, Plancherel, and (5) finishes the proof in exactly the same way as the \( X_{T}^{1,-1/2} \) estimate done above. Note that we again have a small power of \( T \) by localization. \( \square \)
Remark 7. Note that both the $X^{1,-1/2}$ and the $\ell^2_k L^1_\tau$ estimates are bounded by

$$T^c \left( \|u\|_{X^{1,1/2}_T}^n + \|u\|_{X^{1,1/2}_T}^m \right),$$

instead of the traditional $Y^1$ norm.

Because the mean removing transformation, $L_t$, ends up changing $f$ from a time independent function into a time and $u$ dependent translation of $f$, we no longer have its disappearance when considering whether or not the integral form of the equation is a contraction. The natural way to obtain a bound of $\|u - v\|_{Y^1_T}$ would then be some kind of a Taylor series and $Y^1_T \hookrightarrow L^\infty$ application, but the following Lemma demonstrates how doing so inadvertently requires one more derivative on $f$.

Lemma 5. Let $f$ be time independent, $s \geq 1/2$, $u, v \in X^{s,1/2}$, $\|u\|_{X^{s,1/2}}$, $\|v\|_{X^{s,1/2}} \lesssim M$, and $0 < T \ll 1$. Then:

$$\|\chi(t/T) (L_t[u] - L_t[v])\|_{Z^2_T} \leq C(M) T^{1/2} \|f\|_{H^{1+\eps}} \|u - v\|_{X^{0,1/2}_T}.$$  

Proof.

Consider, first, the $X^{s,-1/2}$ portion:

$$\|\langle k \rangle^s \left( \frac{1}{\tau - k^3}^{1/2} F_{x,t} (\chi(t/T) (L_t[u] - L_t[v])) \right) \|_{\ell^2_k L^2_\tau} \lesssim \|\langle k \rangle^s F_{x,t} (\chi(t/T) (L_t[u] - L_t[v]))\|_{\ell^2_k L^2_\tau}$$

$$= \|\langle k \rangle^s \hat{f}(k)\| \|\chi(t/T) e^{ik \int_0^t \int_T^n\tau an^{1-k - a'} + bn^{1-k - b} dx ds} - 1\|_{L^2_k} \|L^2_k\|$$

$$\lesssim T^{1/2} C(M) \|f\|_{H^{1+\eps}} \|u - v\|_{X^{0,1/2}_T},$$

where we have used Parsevals in time, the trivial bound $|e^{i\theta} - 1| < |\theta|$, Hölders in the inner double integral, and (4).

As for $\ell^2_k L^1_\tau$, we apply Hölders in the same way that, in Lemma 3, we reduced the $\ell^2_k L^1_\tau$ approximation to the $X^{s,-1/3}$ approximation— that is, the exact same bound considered above, but with $\langle k \rangle^{1/3}$ instead of $\langle k \rangle^{-1/2}$. Trivially estimating out the $\langle k \rangle^{-1/3}$ term allows us to finish the proof exactly the same way we did following the first inequality above.

Lemma 6. Let $n \geq 2$, $0 < T \ll 1$, and $u, v \in X^{1,1/2}_T$. We then have that

$$\|\mathcal{R}^2[u] - \mathcal{R}^2[v]\|_{X^{0,-1/2}_T} + \|\mathcal{N} \mathcal{R}[u] - \mathcal{N} \mathcal{R}[v]\|_{X^{0,-1/2}_T} \leq T^c C \left( \|u\|_{X^{1,1/2}_T}, \|v\|_{X^{1,1/2}_T} \right) \|u - v\|_{X^{0,1/2}_T},$$

where $u = \chi(t/T) u(t)$ and $v = \chi(t/T) v(t)$.

Proof.

We simply proceed by case noting that the above claim will follow if we can prove, under
the same hypothesis as the lemma and with \( w_2, \ldots, w_n \in X^{1,1/2} \), that
\[
\| R^2[u - v, w_2 \cdots, w_n] \|_{X^{0,-1/2} T} + \| N^T R[u - v, w_2 \cdots, w_n] \|_{X^{0,-1/2} T}
\leq T^2 C \left( \| w_2 \|_{X^{1,1/2} T}, \ldots, \| w_n \|_{X^{1,1/2} T}, \| u \|_{X^{1,1/2} T}, \| v \|_{X^{1,1/2} T} \right) \| u - v \|_{X^{0,1/2} T}.
\]
This, just like every other lemma, follows by considering cases. The crux of the proof in every case is simply that we must only overcome one power of \( k \) arising from the symbol \( \sigma(k, \vec{k}) = ik \), and in every case but \( A \) there is at least one other large frequency (or combination of other frequencies leading to a large combined frequency). This will allow us great freedom in where we take regularity from to fulfill the single derivative requirement. Note that this primarily differs from Lemma 2 in that we may completely avoid the bad subcase of \( A2 \) in which \( k_1, k_2 \neq k_i \).

Just like in Lemma 2 we denote \( \hat{w}_j(\tau_j, k_j) \) by \( \hat{w}_k \) and proceed by cases:

**Case A:** This case follows by examining the proofs of Lemmas 2 and 4. Assuming Case A1, the \( X^{0,-1/2} \) norm reduces, by duality and Plancherel, to showing
\[
\int_{\Gamma_n} \langle \tau - k^3 \rangle^{-1/2} \sigma(k, \vec{k}) \hat{z}_k(\hat{u}_k - \hat{v}_k) \prod_{r=2}^n \hat{w}_k, d\Gamma \lesssim \| z \|_{L^2_{x,t}} \| u - v \|_{X^{0,1/2} T} \prod_{r=2}^n \| w_r \|_{X^{1/2} T}.
\]
However,
\[
\sigma(k, \vec{k}) \langle \tau - k^3 \rangle^{-1/2} = O(1)
\]
in this regime, so that by Plancherel, Hölders, and (5) we have
\[
\text{(19)} \lesssim \| z \|_{L^2_{x,t}} \| u - v \|_{X^{0,1/2} T} \prod_{r=2}^n \| w_r \|_{X^{1/2} T},
\]
which leaves room for a small power of \( T \) by localization.

Assuming Case A2, we let \( \langle \tau_i - k_i^3 \rangle^{-1/2} \) be the largest of the factors considered in the statement of A2 and additionally assume that \( i = 1 \). Duality and Plancherel then reduce the problem to showing
\[
\int_{\Gamma_n} \langle \tau_i - k_i^3 \rangle^{-1/2} \sigma(k, \vec{k}) \hat{z}_k(\hat{u}_k - \hat{v}_k) \prod_{r=2}^n \hat{w}_k, d\Gamma
\]
\[
\lesssim \| z \|_{X^{0,1/2} T} \| u - v \|_{L^2_{x,t}} \prod_{r=2}^n \| w_r \|_{X^{1/2} T}.
\]
Since we again have that
\[
\langle \tau_i - k_i \rangle^{-1/2} \sigma(k, \vec{k}) = O(1),
\]
it follows by Plancherel, Hölders, and (5) that
\[
\text{(20)} \lesssim \| u - v \|_{L^2_{x,t}} \| z \|_{L^2_{x,t}} \prod_{r=2}^n \| w_r \|_{X^{1/2} T}
\]
where we again have a small power of \( T \) afforded by localization.
If, on the other hand, \( i \neq 1 \), then we need to show

\[
\|z\|_{X^{0,1/2}} \|u - v\|_{X^{0,1/2}} \|w_i\|_{X^{t,1,0}} \prod_{r \neq i} \|w_r\|_{X^{1,1/2}}.
\]

This again reduces by Plancherel, Hölders, and (5) to

\[
\|w_i\|_{L^2_{x,t}} \left\| z(u - v) \prod_{r \neq i} \|w_r\|_{L^2_{x,t}} \right\| \lesssim \|z\|_{X^{0,1/2}} \|u - v\|_{X^{0,1/2}} \|w_i\|_{X^{1/2,1/2}} \prod_{r = 1} \|w_r\|_{X^{1/2,1/2}}.
\]

with again a small power of \( T \) by localization.

**Case B:** In this case, \( \mathcal{R}^2 \) has three frequencies comparable to \( k \) and \( \mathcal{N}\mathcal{R} \) doesn’t contribute by definition. This, then, nearly follows from the proof of Lemma 4 since

\[
|\sigma| = O(1)
\]

for any of the three \( k_j \) mentioned earlier. For the sake of simplicity, let \( j = 2 \) (all that matters is that it is not the one of the three possibly associated to \( u - v \)). It follows by duality and the above fact that we have to prove the bound

\[
\int_{\Gamma_n} \hat{z}_k(\hat{u}_{k_1} - \hat{v}_{k_1}) \prod_{i=2}^n \hat{w}_{k_i} d\Gamma \lesssim \|z\|_{X^{0,1/2}} \|u - v\|_{X^{0,1/2}} \|w_2\|_{X^{1,1/2}} \prod_{r = 3} \|w_r\|_{X^{1,1/2}}.
\]

Applying Plancherel, Hölders, and (5) we get

\[
\int_{\Gamma_n} \hat{z}_k(\hat{u}_{k_1} - \hat{v}_{k_1}) \prod_{i=2}^n \hat{w}_{k_i} d\Gamma \lesssim \|z\|_{X^{0,1/2}} \|u - v\|_{X^{0,1/2}} \|w_2\|_{X^{1,1/2}} \prod_{r = 3} \|w_r\|_{X^{1,1/2}}.
\]

where we again get a small power of \( T \) by localization.

**Case C:** In this case, \( k_3^* \gtrsim k \). However, this only means that we have three frequencies comparable to \( k \), and hence the proof for Case B handles this.

**Case D:** In this case we have \( (k_3^*)^2 k_4^* \gtrsim k^2 \) and again assume that \( n \geq 5 \). We first split the proof into two cases: \( k_1 = k^* \) and \( k_1 \neq k^* \). In the first case, we have

\[
\frac{|\sigma(k, \vec{k})|}{|k_2^* k_3^* k_4^*|^{1/2}} = O(1),
\]

and hence, without loss of generality, need to prove the bound

\[
\begin{aligned}
\int_{\Gamma_n} \hat{z}_k(\hat{u}_{k_1} - \hat{v}_{k_1}) \hat{w}_{k_2} \hat{w}_{k_3} \hat{w}_{k_4} \prod_{r = 5}^n \hat{w}_{k_r} d\Gamma \\
\lesssim \|z\|_{X^{0,1/2}} \|u - v\|_{X^{0,1/2}} \prod_{r = 2}^4 \|w_r\|_{X^{1/2,1/2}} \prod_{r = 5}^n \|w_r\|_{X^{1,1/2}}.
\end{aligned}
\]
Using Plancherel, H"older’s, and $(5)$

\[
\|z\|_{L^2_{x,t}} \left\| (u - v)w_2w_3w_4 \prod_{r=5}^{n} w_r \right\|_{L^2_{x,t}} \lesssim \|z\|_{X^{0,0}} \left\| u - v \right\|_{X^{0,1/2-\delta}} \prod_{r=2}^{4} \left\| w_r \right\|_{X^{1/2-\delta,1/2-\delta}} \prod_{r=5}^{n} \left\| w_r \right\|_{X^{1/2-\delta,1/2-\delta}}.
\]

Time localization again gives a small power of $T$.

If, on the other hand, $k_1 \neq k^*$ then, without loss of generality,

\[
\left| \sigma(k, \vec{k}) \right| = O(1).
\]

It follows by the exact same Plancherel and Hölder’s application followed by another $(5)$ used in Case B, that we have the bound

\[
\|z\|_{X^{0,0}} \left\| u - v \right\|_{X^{0,1/2-\delta}} \prod_{r=2}^{n} \left\| w_r \right\|_{X^{1,1/2-\delta}},
\]

with the usual small power of $T$ gain.

Here we use the prior work and finally proceed to prove local existence for $(8)$.

**Proof.** Well-posedness of $(8)$

Let $u_0 \in H^1$, $B := \{ u \in X^{1,1/2}_T : \|u\|_{X^{1,1/2}_T} \leq M\|u_0\|_{H^1} \}$, $0 < T \ll 1$, and define the integral operator

\[
\Gamma_T[u] := \chi(t/T)e^{-t \partial_3^3} u_0
\]

\[
+ \int_0^t e^{-(t-s)\partial_3^3} \chi(s/T) \left( L_t[\chi(s/T)u]f - R^2[\chi(s/T)u] - N'R[\chi(s/T)u] - \gamma u \right) ds.
\]

It follows that a fixed point of $\Gamma_T$ on $B$ would give us a solution of $(8)$ in $X^{1,1/2}_T$ with the desired bounds.

Now, by the proof of Lemma 4 Remark 7 and the proof of Lemma 5 we see that for any $u \in B$ we have

\[
\|\Gamma_T[u]\|_{X^{1,1/2}_T} \lesssim \|u_0\|_{H^1} + T^\varepsilon \left( \|f\|_{H^1} + \|u_0\|_{H^1} + \|u_0\|_{H^1} + \gamma \|u_0\|_{H^1} \right),
\]

so that for small enough $T = T(\|u_0\|_{H^1}, \|f\|_{H^1}, \gamma)$ and large enough $M$, $\Gamma_T$ maps $B$ to $B$.

By our prior remarks, $B$ is closed under the $\| \cdot \|_{X^{0,1/2}}$ norm, so it suffices to prove the contraction with this norm. Let $u, v \in B$, and apply Lemmas 5 and 6. It follows immediately that

\[
\|\Gamma_T[u] - \Gamma_T[v]\|_{X^{0,1/2}_T} \lesssim C(\|u\|_{X^{1,1/2}_T}) T^\varepsilon \|f\|_{H^1} \|u - v\|_{X^{0,1/2}_T}.
\]
This proves that $\Gamma_T$ is a contraction on $B$ for a possibly smaller

$$T = T(\|u_0\|_{H^1}, \|f\|_{H^1}, \gamma),$$

and hence there is a solution, $\tilde{u}$, of (8) in $X^{1,1/2}$.

It remains to prove the final claim of Proposition 2— that is,

$$\|\tilde{u}\|_{Y^2_T} \leq C(\|f\|_{H^1}, \gamma, \|u_0\|_{H^1}).$$

This follows by the proof that $\tilde{u} \in Y^2_T$. Indeed, Lemma 4 demonstrates that the non-linear part of the Duhamel term is in $Y^2_T$, while $f, \gamma \tilde{u}$, and the free solution portions are handled trivially. Furthermore, the conclusion of Lemma 4 gives $X^{1,1/2}$ bounds on the non-linear term, and hence the bound follows. \hfill \Box

4. Smoothing

Letting $u$ be the solution to (6) guaranteed above. We now seek to show that removing a shifted version of the linear solution results in smoothing. That is, we seek to prove the following proposition.

**Proposition 4.** Let $u$ a solution (6) at $s = 1$, $0 < \rho < 1$, and $L_t$ defined in (7). There is then a $T = T(\gamma, \|f\|_{H^1}, \|u_0\|_{H^1})$ so that

$$\|L_t[u]u - W^\gamma_t u_0\|_{H^{1+\rho}} \leq C(\rho, \gamma, \|u_0\|_{H^1}, \|f\|_{H^1})$$

for all $0 \leq t \leq T$. This persists globally if we have a priori control of $\|u\|_{H^1}$.

**Remark 8.** The lemmas used in both local existence and local smoothing are sufficiently general enough to be applied to $s > 1/2$, as studied in [20] and sources within. The end point (obtained in [5]) should also be obtainable using [5] and the ideas present in Section 3.3. However, we do not pursue this herein since we lack suitable conserved quantities for $1/2 \leq s < 1$.

4.1. Smoothing Set-Up. In this section assume that the non-linearity of (6) is again $au^n + bu^m$, with $n \neq m \geq 2$. It will be clear that our methods are unaltered by additional terms.

As previously noted, $R^2$ must automatically come with at least 3 frequencies comparable to the external frequency, $k$— but the same cannot be said for $NR$. For example, there could be just one very large frequency with no product of smaller frequencies similar in magnitude to the external frequency. This necessarily lives in Case A, in which case (in view of Lemma 2) we would have to counteract a $|k|^{1+\rho}$ weight with only a $|k|$ factor, which grants us no smoothing.
Using this intuition, we do another decomposition in order to remove this poor situation. Indeed, we decompose $N R[\tilde{u}]$ by defining:

$$
\hat{H}L^n[\tilde{u}]_k := \sum_{k_1 + \cdots + k_n = k} ik \prod_{j=1}^n \hat{u}_{k_j}
$$

and

$$
\hat{RE}[\tilde{u}]_k := \hat{N}R[\tilde{u}]_k - an\hat{H}L^n[\tilde{u}]_k - bm\hat{H}L^m[\tilde{u}]_k.
$$

It follows that $RE$ contains the terms with multiple nearly large internal frequencies as well as the negation of $H_n \gtrsim (k^*)^2$. Note that we have used symmetry to move the highest frequency to the first input, and that $HL$ carries the Case $A$ restriction, and not simply a large frequency.

We additionally define a normal form transformation by

$$
T^n_{N,F}[u_1, \cdots, u_n] := \sum_{k_1 + \cdots + k_n = k} \frac{k}{H_n(k_1, \cdots, k_n)} e^{ikx} \prod_{j=1}^n \hat{u}_{k_j}.
$$

Remark 9. Normal form transformations have a long history in the periodic setting (Recently, see: [9, 10, 19]) and, in this case, the stipulation that $H_n \gtrsim (k^*)^2$ makes the connection to other approaches to smoothing very clear (see [7]). Indeed, if we perform a change of variables on the initial PDE (2) with $K = \mathbb{T}$ and non-linearity $g(x) = x^k$ and set $u = W_tv$, then $v$ satisfies an equation of the form

$$
\hat{v}(k, t) = \hat{v}(k, 0) - \int_0^t \sum_{\Omega} ike^{-is(k^3-k_1^3-\cdots-k_r^3)} \prod_{i=1}^n \hat{u}(k_i, s) \, ds,
$$

where the exponent is $-isH_n$. It follows that when $H_n \gtrsim (k^*)^2 > 0$ we can perform integration by parts and pick up a large denominator– an essential observation.

The following lemma places a bound on the amount of smoothing we will be able to get:

Lemma 7. It follows from this definition that for any $s \in \mathbb{R}$ and $\varepsilon > 0$, we have

$$
\|T^n_{N,F}[u_1(x, 0), u_2(x, 0), \cdots, u_n(x, 0)]\|_{H^{s+\varepsilon}} \lesssim_\varepsilon \|u_1(x, 0)\|_{H^s} \prod_{r=2}^n \|u_r(x, 0)\|_{H^{1/2+\varepsilon}}.
$$

Proof.

Since we are, by definition, in Case A, we must have that $\sigma(k, \vec{k}) = O(1/k)$. Denoting $\hat{u}_i(k_i)$ by $\hat{u}_{k_i}$, the result follows fairly quickly by Hölders and Sobolev embedding:

$$
\lesssim \|J_x^s u_1(x, 0)\|_{L^2} \prod_{r>1} \|u_r\|_{L^\infty} \lesssim \|u_1\|_{H^s} \prod_{r>1} \|u_r\|_{H^{1/2+\varepsilon}}.
$$
Using (23) and symmetry, we see that

\[
(\partial_t - ik^3 + \gamma) \mathcal{F}_x (T_{N,F}^n) (W_t^n u_0, \tilde{u}, \ldots, \tilde{u})_k
\]

\[
= \sum_{k_1 + \cdots + k_n = k} \frac{k(ik_1^3 - \gamma)}{H_n(k_1, \ldots, k_n)} W_t^n u_0 \prod_{r=2}^{n} \tilde{u}_{k_r}
\]

\[
+ \sum_{k_1 + \cdots + k_n = k} \frac{k(n - 1)}{H_n(k_1, \ldots, k_n)} W_t^n u_0 \partial_t v_k \prod_{r=3}^{n} \tilde{u}_{k_r}
\]

\[
+ \sum_{k_1 + \cdots + k_n = k} \frac{k(-ik^3 + \gamma)}{H_n(k_1, \ldots, k_n)} W_t^n u_0 \prod_{r=2}^{n} \tilde{u}_{k_r}
\]

\[
= -i k W_t^n u_0 \prod_{r=2}^{n} \tilde{u}_{k_r}
\]

\[
+ \sum_{k_1 + \cdots + k_n = k} \frac{k(n - 1)}{H_n(k_1, \ldots, k_n)} W_t^n u_0 (\partial_t - ik^3) \tilde{u}_{k_2} \prod_{r=3}^{n} \tilde{u}_{k_r}
\]

\[
= -\mathcal{F}_x (\mathcal{H}\mathcal{L}^n) [W_t^n u_0, \tilde{u}, \ldots, \tilde{u}]_k
\]

\[
+ (n - 1) \mathcal{F}_x (T_{N,F}^n) [W_t^n u_0, (\partial_t + \partial^3_x) \tilde{u}, \ldots, \tilde{u}]_k.
\]

The above calculation is the reasoning behind the definition of $\mathcal{H}\mathcal{L}$, and motivates the following definition:

\[
\tilde{u} = W_t^n u_0 + anT_{N,F}^n [W_t^n u_0, \tilde{u}, \ldots, \tilde{u}] + bmT_{N,F}^n [W_t^n u_0, \tilde{u}, \ldots, \tilde{u}] + \mathcal{F}_x^{-1} (L_t [u \hat{F}]) + v,
\]

where

\[
\hat{F} = \frac{\hat{f}}{\gamma - ik^3}
\]

and

\[
(\partial_t - ik^3 + \gamma) L_t [u \hat{F}] = L_t [u \hat{f} + L_t [u] ik \hat{F} \int_{\mathbb{T}} an \bar{\tilde{u}}^{n-1} + bm \tilde{u}^{n-1} ds
\]

\[
:= \mathcal{F}_x \left( \hat{f} + F_x G \right),
\]

(24)
where

$$\hat{G} = L_t[u] \int_T an\hat{u}^{n-1} + bm\hat{u}^{m-1} \, ds.$$ 

**Remark 10.** The definition of $v$ is reminiscent of the result in [23], which asserted the existence of a global attractor for the 4-gKdV in $H^s(\mathbb{R})$ with forcing $f \in L^2 \cap H^{s-3}$. A trick similar in nature to the $u - v$ one used above allows one to work with a modified equation that has sufficiently smooth forcing, at the cost of smooth potential terms.

Substitution into the equation yields that $v$ satisfies the equation:

$$v_t + v_{xxx} + \gamma v = -F_x G - R^2[\hat{u}] - R^2[\hat{u}] - H\hat{H}[\hat{u}]$$

$$- an(n - 1)T_{N,F}^m[W_t^\gamma u_0, N R[\hat{u}]] + R^2[\hat{u}] + \gamma \hat{u} + \hat{f}, \hat{u}, \cdots, \hat{u}]$$

$$- bm(m - 1)T_{N,F}^m[W_t^\gamma u_0, N R[\hat{u}]] + R^2[\hat{u}] + \gamma \hat{u} + \hat{f}, \hat{u}, \cdots, \hat{u}]$$

$$- an HL^m[anT_{N,F}^m[W_t^\gamma u_0, \hat{u}, \cdots, \hat{u}] + bmT_{N,F}^m[W_t^\gamma u_0, \hat{u}, \cdots, \hat{u}]$$

$$+ F_x^{-1}(L_t[u] \tilde{F}) + v, \hat{u}, \cdots, \hat{u}],$$

with initial condition

$$v(x, 0) = -anT_{N,F}^m[u_0, \cdots, u_0] - bmT_{N,F}^m[u_0, \cdots, u_0] - F,$$

Observe that the above equation is obtained by replacing the first input of all of the $HL^m$’s with (24).

**4.2. Smoothing Lemmas.** As in the prior lemmas, we assume that $\hat{u} = \chi(t/T)\hat{u}(x, t)$, $\tilde{v} = \chi(t/T)v(x, t)$, $F = \chi(t/T)F(x, t)$, and $u_0^* = \chi(t/T)W_t^\gamma u(x, 0)$ where $\chi$ is a smooth cutoff function that is 1 on $[-1, 1]$ and 0 outside $[-2, 2]$, and $n \neq m \geq 2$.

**Remark 11.** As a reminder, for $n \geq 4$ we defined in Lemma 2 the cases

A. $H_n \gtrsim (k^*)^2$.
B. $k_{j_0} = k$ for some $j_0 \in \{1, \cdots, n\}$.
C. $k^* \gtrsim k$
D. $(k_3^*)^2 k_4^* \gtrsim (k^*)^2$.

This notation will be frequently used in the lemmas to come.

**Lemma 8.** If $\rho < 1$, then there is $\varepsilon > 0$ so that for $0 < T \ll 1$:

$$\|H\hat{H}[\hat{u}]\|_{L^{2^\rho}} \lesssim T^\varepsilon \left( \langle \hat{u} \rangle_{W_2^n}^{n} + \|\hat{u}\|_{W_2^n}^{m} \right).$$

**Proof.**

In this regime, we must have that there are at least two high internal frequencies and we have no Case B. Also note that $\sigma(k, \bar{k}) = ik$. Proceeding by cases:
Case A: We have \( H_n \gtrsim (k^*)^2 \), so it follows by condition (11) of Lemma 2 with \( s_0 = 1 + \rho \) and \( s_1 = 1 \) that
\[
\frac{|k|^\rho |ik|}{|k|^2} = |k|^\rho - 1 = O(1),
\]
for \( \rho < 1 \).

Cases C, D: We have that \((k_2^*k_3^*k_4^*) \gtrsim (k^*)^2\), so condition (14) of Lemma 3 with \( s_0 = 1 + \rho \) and \( s_1 = 1 \) gives:
\[
\frac{|k|^{1+\rho}|ik|}{|k^*|^{1-\epsilon}|k_2^*k_3^*k_4^*|} \lesssim \frac{|k|^{2+\rho}}{|k|^3} \sim |k|^{\rho+\epsilon-1} = O(1).
\]

Lemma 9. If \( \rho < 1 \), there is \( \varepsilon > 0 \) so that for \( 0 < T \ll 1 \):
\[
\| R^2[\tilde{u}] \|_{L^{1+\rho}_T} \lesssim T^\varepsilon \left( \| \tilde{u} \|_{Y^1_T}^n + \| \tilde{u} \|_{Y^1_T}^m \right).
\]

Proof.
Note that \( \sigma(k, \tilde{k}) = ik \). Proceeding by cases:

Case A: We have \( H_n \gtrsim (k^*)^2 \), so using the fact that we must have at least two high internal frequencies (larger than \( k \)), we use condition (11) of Lemma 2 with \( s_0 = 1 + \rho \), \( s_1 = 1 \) to get
\[
\frac{|k|^\rho |ik|}{|k|^2} \lesssim \frac{|k|^{2+\rho}}{|k|^2} = |k|^\rho - 1 = O(1),
\]
which gives the desired \( \rho \leq 1 \).

Cases B, C, D: In all of these cases we necessarily have that \((k_2^*k_3^*k_4^*) \gtrsim k^2\), so that condition (14) of Lemma 3 with \( s_0 = 1 + \rho \) and \( s_1 = 1 \) gives
\[
\frac{|k|^{1+\rho}|ik|}{|k^*|^{1-\epsilon}|k_2^*k_3^*k_4^*|} \lesssim |k|^{\rho+\epsilon-1} = O(1),
\]
which is good for \( \rho < 1 \).

Lemma 10. Let \( \rho < 1 \). There is then an \( \varepsilon > 0 \) so that for \( 0 < T \ll 1 \):
\[
\| R^2[\tilde{u}] \|_{L^{1+\rho}_T} \lesssim T^\varepsilon \left( \| \tilde{u} \|_{Y^1_T}^n + \| \tilde{u} \|_{Y^1_T}^m \right).
\]

Proof.
The symbol is \( \sigma(k, \tilde{k}) = ik \). Considering only the degree \( n \) non-linearity first, we have the restriction that \( H_n \ll (k^*)^2 \) and that, without loss of generality, \( k_1 \gg \max(|k_2|, \cdots, |k_n|) \).
It follows that we must have Case D, and hence, by condition (14) of Lemma 3 with \( s_0 = 1 + \rho \) and \( s_1 = 1 \):
\[
\frac{|k|^{1+\rho}|ik|}{|k^*|^{1-\epsilon}|k_2^*k_3^*k_4^*|} \lesssim k^{\rho+\epsilon-1} = O(1),
\]
for \( \rho < 1 \).

Lemma 11. If \( \rho < 1 \), then there exists \( \varepsilon > 0 \) such that for any \( 0 < T \ll 1 \):
\[
\| T^m_{\mathcal{N}}[u_0^\gamma, \tilde{f}, \tilde{u}, \cdots, \tilde{u}] \|_{L^{1+\rho}_T} \lesssim T^\varepsilon \| u_0 \|_{H^1} \| f \|_{H^1} \| \tilde{u} \|_{C^0_H}^{n^2},
\]

\[
\| T^m_{\mathcal{N}}[u_0^\gamma, \tilde{f}, \tilde{u}, \cdots, \tilde{u}] \|_{L^{1+\rho}_T} \lesssim T^\varepsilon \| u_0 \|_{H^1} \| f \|_{H^1} \| \tilde{u} \|_{C^0_H}^{n^2}.
\]
Proof. 

Here our 

$$\sigma(k, \vec{k}) = \frac{k}{H_n(k_1, \cdots, k_n)},$$

and by construction we must have that $H_n(k_1, \cdots, k_n) \gtrsim (k_1)^2$, so that $\sigma(k, \vec{k}) = O(\frac{1}{k})$. It follows that 

$$\|T_{X,F}^n[u_0^{\gamma}, \tilde{f}, \tilde{u}, \cdots, \tilde{u}]\|_{Z^{1+\rho}} \lesssim T^{1/2}\|T_{X,F}^n[u_0^{\gamma}, \tilde{f}, \tilde{u}, \cdots, \tilde{u}]\|_{X^{*+\rho,0}}$$

$$\lesssim T^{1/2}\|u_0^{\gamma}\|_{X^{*+\rho-1,0}} \|	ilde{f}\|_{L_{x,t}^{\infty}} \|	ilde{u}\|_{L_{x,t}^{n-2}}.$$ 

The result then follows by Sobolev embedding for $\rho \leq 1$. 

\[ \Box \]

Lemma 12. If $\rho < 1$, then there exists $\varepsilon > 0$ such that for any $0 < T \ll 1$: 

$$\|T_{X,F}^n[u_0^{\gamma}, (R^2 + N\mathcal{R}) [\bar{u}], \tilde{u}, \cdots, \tilde{u}]\|_{Z^{1+\rho}} \lesssim T^\varepsilon \|u_0\|_{H^1} \left(\|\bar{u}\|_{Y_1^{n-2}} + \|	ilde{u}\|_{Y_1^{n+m-2}}\right).$$

Proof. 

We assume that $R^2$ and $N\mathcal{R}$ contain only $\bar{u}^m$ as a non-linearity, and let $s_0 = 1 + \rho$ and $s_1 = 1$. We then have 

$$\sigma(k, \vec{k}) = \frac{k(k_2 + \cdots + k_{m+1})}{H_n(k_1, k_2 + \cdots + k_{m+1}, k_{m+2}, \cdots, k_{m+n-1})},$$

where $|k_1| \gg \max\{|k_2 + \cdots + k_{m+1}|, |k_{m+2}|, \cdots, |k_{n+m-1}|\}$ and the denominator is $\gtrsim k_1^2$. It follows from this that $\sigma(k, \vec{k}) = O(1)$.

Now, proceeding case by case:

Case A: Here, we must have $H_{n+m-1} \gtrsim (k^*)^2$ and hence Lemma 2 condition (11) becomes 

$$\frac{|k|^\rho}{|k^*|} \lesssim |k|^\rho - 1 = O(1),$$

for $\rho < 1$.

Case B: To be in Case B, we must either have $k_1 = k$ or $k = k_j$ for some $j \in \{2, \cdots, m + 1\}$. In the first case we must have that $k_j \gtrsim k_2 + \cdots + k_{m+1}$ for some $j \notin \{1, 2, \cdots, m + 1\}$. Hence by the frequency restrictions on $T_{X,F}^n$ with $s_0 = 1 + \rho, s_1 = 1$, \[14\] becomes: 

$$\frac{|k|^{1+\rho}k(k_2 + \cdots + k_{m+1})}{|k^*|^{1-\varepsilon}k_2k_3k_4^* (H_n(k_1, k_2 + \cdots + k_{m+1}, k_{m+2}, \cdots, k_{m+n-1}))} \lesssim \frac{|k|^{2+\rho}}{|k|^{3-\varepsilon}} \lesssim |k_1|^{\rho - 1 + \varepsilon} = O(1)$$

if $\rho < 1$. This case then follows by Lemma 3.

On the other hand, if we have a frequency in the $\{2, \cdots, m+1\}$ range that is equal to $k$, we must have another large frequency similar to $|k_1|$. We thus have three frequencies on the order of $|k|$ and another application of Lemma 3 gives: 

$$\frac{k^{1+\rho}}{|k^*|^{1+\varepsilon}k_2k_3k_4^*} \lesssim \frac{k^{1+\rho}}{|k|^{3+\varepsilon}} \lesssim |k|^{\rho + \varepsilon - 2} = O(1)$$

for $\rho < 2$. 
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Cases C, D: In both of these cases we must have \( |k_2^*k_3^*k_4^*| \gtrsim |k_*|^2 \), so we must have, by Lemma 3 and condition (14):

\[
\frac{k_1^{1+\rho}}{|k_*|^{1+\rho}|k_2^*k_3^*k_4^*|} \lesssim \frac{k_1^{1+\rho}}{|k|^2} \lesssim |k|^{\rho+\varepsilon-2} = O(1),
\]

for \( \rho < 2 \). \( \square \)

Lemma 13. Let \( \rho < 1 \). Then there exists \( \varepsilon > 0 \) such that for any \( 0 < T \ll 1 \):

\[
\left\| \mathcal{H}L^n_T [v_0^*, v, w, v, w] \right\|_{Z_T^{1+\rho}} \lesssim \varepsilon T^\varepsilon \|v_0^*\|_H^\varepsilon \|v\|_{Y_T^{1+\varepsilon}}^{n-1}. \]

Proof. The symbol for this estimate is

\[
\sigma = \frac{k(k_1 + \cdots + k_m)}{H_m(k_1, \cdots, k_m)},
\]

where we have the restrictions

\[
k_1 \gg \max\{|k_2|, \cdots, |k_m|\}, \tag{25}
\]

\[
k_1 + \cdots + k_m \gg \max\{|k_{m+1}|, \cdots, |k_{m+n-1}|\}, \tag{26}
\]

\[
(k_1 + \cdots k_m)^2 \lesssim H_n(k_1 + \cdots + k_m, k_{m+1}, \cdots, k_{m+n-1}), \tag{27}
\]

\[
k_1^2 \lesssim H_m(k_1, \cdots, k_m). \tag{28}
\]

From the above, it follows that

\[
k_1^2 \lesssim H_n(k_1 + \cdots + k_m, k_{m+1}, \cdots, k_{m+n-1}) \text{ and } \tag{29}
k_1 \gg \max\{|k_2|, \cdots, |k_{n+m-1}|\}. \tag{30}
\]

By adding together the restrictions on \( H_n \) and \( H_m \) we find

\[
k_1^2 \lesssim H_{n+m-1}(k_1, \cdots, k_{n+m-1}) \text{ and } \sigma = O(1). \]

As \( H_{m+n-1} \gtrsim k_1^2 \), this enables us to apply Lemma 2 Condition (11) with \( s_0 = s + \rho \) and \( s_1 = 1 \), so that we have:

\[
\frac{|k|^\rho}{|k_*|^2} \lesssim \frac{|k|^\rho}{|k|} = |k|^{\rho-1} = O(1),
\]

for \( \rho \leq 1 \). \( \square \)

Remark 12. In the prior lemma we concluded that \( H_{m+n-1} \gtrsim k_1^2 \), which does not preclude the possibility of resonance. However, Lemma 2 is insensitive to this, allowing us to avoid appealing to cancellation properties as in [20].

Lemma 14. If \( \rho \in \mathbb{R} \), then there exists \( \varepsilon > 0 \) such that for \( 0 < T \ll 1 \):

\[
\left\| \mathcal{H}L^n_T [v, \tilde{u}, \cdots, \tilde{u}] \right\|_{Z_T^{1+\rho}} \lesssim \varepsilon T^\varepsilon \|v\|_{Y_T^{1+\varepsilon}}^{n-1}. \]
Proof.
Here, our $\sigma(k, \vec{k}) = ik$ and by definition we satisfy the condition of Case A. Taking $s_0 = 1 + \rho$ and $s_1 = 1$, we apply Corollary \[2\] with Condition \[11\] taking the form:

$$\frac{|k|^\rho |ik|}{|k^*|^{1+\rho}} = O(1).$$

□

Proof. Proposition \[2\]
Let $T$ be chosen to satisfy Proposition \[2\]. Using Duhamel and applying the lemmas and remarks in this section we conclude the result. Specifically, we find

$$\|v\|_{Y^1_T^{1+\rho}} \lesssim_{\gamma, \varepsilon, \rho} T^\rho \|F\|_{H^{1+\rho}} \left(\|\tilde{u}\|_{Y^1_T^{1+\rho}}^{n-1} + \|\tilde{u}\|_{Y^1_T^{1+\rho}}^{m-1}\right) \lesssim T^\rho \|v\|_{Z^{1+\rho}} \|\tilde{u}\|_{Y^1_T^{1+\rho}} + C_2(\|f\|_{H^1_T}, \|\tilde{u}\|_{Y^1_T^{1+\rho}}) + C_3(\|f\|_{H^1_T}, \|\tilde{u}\|_{Y^1_T^{1+\rho}}).$$

We then choose $T = T(\|f\|_{H^1}, \rho, \gamma, \|u_0\|_{H^1})$ smaller than the local well-posedness size and small enough so that $T^\rho C_1(\|f\|_{H^1_T}, \|\tilde{u}\|_{Y^1_T^{1+\rho}}) \ll 1$, and apply the triangle inequality and the inequality at the end of Proposition \[2\] to conclude

$$\|v\|_{Y^1_T^{1+\rho}} \leq C(\|f\|_{H^1}, \rho, \gamma, \|u_0\|_{H^1}),$$

for $0 < t < T$. Using the definition of $z$ given at \[24\], the triangle inequality, and the $C_1^\rho H_T^{1+\rho}$ embedding, we obtain:

$$\|\tilde{u} - W^\rho_t u(x, 0)\|_{C_0^\rho H_T^{1+\rho}} \lesssim \|v\|_{Y^1_T^{1+\rho}} + \|T^\rho_{N_F}[\tilde{u}, \cdots, \tilde{u}]\|_{C_0^\rho H_T^{1+\rho}} + \|f\|_{H^1} + \|T^\rho_{N_F}[\tilde{u}, \cdots, \tilde{u}]\|_{C_0^\rho H_T^{1+\rho}} \lesssim C(\|f\|_{H^1}, \rho, \gamma, \|u_0\|_{H^1}),$$

as desired.

When we have control of the $H^1$ norm of $u_0$, then this extends globally by noting that the above arguments imply (by iteration) that for $t \in [NT, (N + 1)T)$ and $\rho < 1$:

$$\|\tilde{u}(x, t) - W^\rho_{t-NT} u(x, NT)\|_{H_T^{1+\rho}} \lesssim C(\|f\|_{H^1}, \rho, \gamma, \|u_0\|_{H^1}).$$

We then apply a simple telescoping argument from, e.g., Theorem 4.3 of \[12\]. □

Proof of Theorem 1

Proof of Theorem \[1\]
We follow a general strategy presented in \[11\] for proving the existence of a global attractor given a smoothing statement akin to Proposition \[4\] and suitable compact embeddings. Let $u_0$ be mean zero. In light of Lemma \[1\] we see that solutions to \[2\] with $g$ described in Theorem \[1\] can be extended globally in time. It follows that the results of Proposition \[4\] can, as well.
Now, let $0 < \rho < 1$, $S_t$ be the data-to-solution map at time $t$, $B$ the absorbing set (guaranteed by Remark 1), $u_0 \in B$, and $S_t u_0 = L_t^{-1} [S_t u_0] W_t^\gamma u_0 + N_t u_0$. It’s immediate that, uniformly on $B$,

$$\| L_t^{-1} [S_t u_0] W_t^\gamma u_0 \|_{H^1} = \| W_t^\gamma u_0 \|_{H^1} \lesssim e^{-\gamma t} \to 0. \quad (31)$$

Furthermore, by Proposition 4 and Lemma 1 we see that

$$\| N_t u_0 \|_{H^{1+\rho}} = \| (L_t [S_t u_0] S_t - W_t^\gamma) u_0 \|_{H^{1+\rho}} \leq C(\gamma, \rho, \| f \|_{H^1}),$$

and hence, by Rellich’s Theorem, $\{ N_t u_0 : t > 0 \}$ is pre-compact in $H^1$. It follows that $S_t$ is asymptotically compact, ensuring the existence of a global attractor, $A$ (For more information, see [21]). To prove the final claim we let $0 < \rho < 1$, note that

$$A = \omega(B) = \bigcap_{t>\tau} S_t B := \bigcap_{\tau} U_\tau,$$

and define $B_\rho$ to be the ball of radius $C(\gamma, \rho, \| f \|_{H^1})$ in $H^{\rho/2+3/2}$. By our proof of the existence of an absorbing set, there is a time $T = T(\gamma, \| u_0 \|_{H^1}; \| f \|_{H^1})$ so that for $t > T$,

$$\| S_t u_0 - W_{t-T}^\gamma L_t^{-1} [S_t u_0] L_T [S_t u_0] S_T u_0 \|_{H^{1+\rho}(\mathbb{T})} \leq C(\rho, \gamma, \| f \|_{H^1(\mathbb{T})}),$$

with

$$\| W_{t-T}^\gamma L_t^{-1} [S_t u_0] L_T [S_t u_0] S_T u_0 \|_{H^1(\mathbb{T})} = e^{-(t-T)\gamma} \| S_T u_0 \|_{H^1(\mathbb{T})} \leq e^{-(t-T)\gamma} C(\gamma, \| f \|_{H^1(\mathbb{T})}) \to_{t \to \infty} 0.$$ 

Now, by Proposition 4 and iteration, at any time $t > T$ guaranteed by the prior sentence, we see that

$$\| u \|_{H^{1+\rho}} \lesssim C(\gamma, \rho, \| f \|_{H^1}).$$

Hence, for $\tau > T$, $U_\tau \subset B_\rho + B(\delta_\tau, 0)$ in $H^1$, where $\delta_\tau \to 0$ as $\tau \to \infty$. Since $B_\rho$ is compact in $H^1$, it follows that $A \subset B_\rho$, a compact set in $H^{1+\rho}$ by Rellich’s theorem. \]
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