Exact results in $\mathcal{N} = 8$ Chern-Simons-matter theories and quantum geometry
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Abstract: We show that, in ABJ(M) theories with $\mathcal{N} = 8$ supersymmetry, the non-perturbative sector of the partition function on the three-sphere simplifies drastically. Due to this simplification, we are able to write closed form expressions for the grand potential of these theories, which determines the full large $N$ asymptotics. Moreover, we find explicit formulae for the generating functionals of their partition functions, for all values of the rank $N$ of the gauge group. They involve Jacobi theta functions on the spectral curve associated to the planar limit. We also show that the partition function, as a function of $N$, can be extended in a natural way to an entire function on the full complex plane, and we explore some possible consequences of this fact for the quantum geometry of M-theory and for putative de Sitter extensions.
1. Introduction

In the last years, the techniques of localization have led to many results in supersymmetric quantum field theories. After the use of localization, the path integral is typically reduced to a matrix model. This is indeed an enormous simplification, but in many cases one needs to go further and extract analytic information from the resulting expression. For example, in applications to AdS/CFT, one is typically interested in the large $N$ behavior of the matrix model, which is indeed a non-trivial problem.

The localization of supersymmetric Chern–Simons–matter theories was initiated in [1], where the partition function on the three-sphere was calculated for theories with a least $\mathcal{N} = 3$ supersymmetry. The corresponding matrix models have been analyzed in detail by using different techniques. In the case of ABJ(M) theory [2, 3], the partition function has been computed both at finite $N$ and at large $N$. In particular, the full large $N$ asymptotics of the ABJM matrix integral, including non-perturbative corrections, has been found explicitly in a series of papers [4, 5, 6, 7, 8, 9, 10, 11]. The results have been also generalized to ABJ theory [12, 13, 14, 15, 16].
In both cases, the large $N$ asymptotics is expressed in terms of a subsidiary theory, the (refined) topological string on a non-compact Calabi–Yau known as local $\mathbb{P}^1 \times \mathbb{P}^1$. It involves the topological closed string amplitudes at all genus, as well as the all-genus expansion of the Nekrasov–Shatashvili (NS) limit [17] of the refined theory.

ABJ(M) theory has generically $N = 6$ supersymmetry, but it is well known that in some cases there is an enhancement to $N = 8$ supersymmetry. This happens for ABJM theory with Chern–Simons level $k = 1, 2$ [18, 19, 20, 21], and also for ABJ theory, when the ranks of the nodes differ in one unity and $k = 2$ [22]. One would expect that, in those cases, the theory simplifies in a substantial way (see for example [23] for a recent study of these theories in the context of the conformal bootstrap). However, such a simplification has not been put to fruition in the studies on localization of these theories. One good reason is that it is not visible in the ’t Hooft expansion of [5], nor in the perturbative M-theory expansion studied in [24, 25].

In this paper we will show that, indeed, a radical simplification takes place in the expression for the partition function of $N = 8$ ABJ(M) theories, but it takes place in the non-perturbative sector. As we mentioned before, this sector involves, in the $N = 6$ case, the (refined) topological string at all genus. It turns out that, in theories with enhanced $N = 8$ supersymmetry, only the $g = 0, 1$ amplitudes contribute. This is somewhat similar to what happens for topological strings on manifolds with reduced holonomy. Therefore, from the point of view of the subsidiary topological string, $N = 8$ theories are one-loop exact. Due to this simplification, we are able to write down closed form expressions for the grand potential of these theories, which determines the full large $N$ expansion. Moreover, and more surprisingly, we find generating functionals for the partition functions at finite $N$. These partition functions were calculated up to high $N$ in [26, 27, 7], and they are particularly simple: they are polynomials in $1/\pi$ with rational coefficients. Due to this simple form, it was suspected that there should be explicit generating functionals for these numbers. In this paper we present completely explicit expressions for these generating functionals. They turn out to involve in a crucial way the non-perturbative partition functions for spectral curves of [28, 29, 30], which are written in terms of Jacobi theta functions. As a further spinoff of this result, we derive exact quantization conditions for the spectral problem associated to the Fermi gas of $N = 8$ ABJ(M) theories. They are determined by the zeros of the relevant theta functions, and they fully agree with the conjectures put forward in [11, 16].

Armed with these results, we can address some interesting conceptual problems concerning the quantum geometry of M-theory. As it is already implicit in [5], the ’t Hooft expansion of ABJM theory leads to a picture of stringy geometry in the type IIA superstring dual which is very similar to what was obtained for $N = 2$ theories in two dimensions [31, 32]: worldsheet instantons correct the point-particle limit, and this leads to two “phases” in the moduli space of the ’t Hooft parameter. In the type IIA dual, these phases correspond to a large distance or geometric phase, and to a short-distance or non-geometric phase. However, this result is intrinsically perturbative from the point of view of the genus expansion. The question which originally triggered this investigation was: how is this stringy geometry changed when we go to M-theory? In other words, what is the quantum geometry of the target space as we go beyond string perturbation theory? When we try to address this question in the context of the AdS/CFT correspondence, we have to take into account that the target space is naturally discretized. For example, in ABJM theory, the AdS/CFT dictionary tells us that

$$\left( \frac{L}{\ell_p} \right)^6 \approx kN, \quad (1.1)$$

where $L$ is the radius of the M-theory background given by $\text{AdS}_4 \times S^7/\mathbb{Z}_k$. Although this
relationship is in principle only valid at large $N$ (and indeed it is known to have corrections [33, 34]), it indicates that, as we go to small distances in the target space, we face the intrinsic discreteness of $N$. However, we show in this paper that the partition function of ABJ(M) theory can be naturally promoted to an *entire* function of $N$ in the complex plane (for fixed $k$). This is in contrast to the results in the ’t Hooft expansion, where the genus $g$ free energies have branch cuts which lead to the non-trivial phase structure mentioned above. Therefore, based on this analytic continuation of the M-theory partition function to complex $N$, one can say that quantum corrections “erase” the non-trivial analytic structure of the semiclassical $1/N$ expansion. This is conceptually very similar to what was found in [35], albeit in a different context. Our analytic continuation makes it even possible to consider the theory at negative $N$, where the theory might have an interpretation in terms of quantum gravity in de Sitter space.

The organization of this paper is as follows. In section 2, we review the existing relevant results on the localization of the ABJ(M) partition function on the three-sphere, and the conjectural answer for the series of non-perturbative effects. In section 3 we show that these effects simplify drastically in the maximally supersymmetric cases, and we write down explicit expressions for the modified grand potential which determine completely the full large $N$ expansion of the partition function. In section 4 we use the results of section 3 and the connection to the formalism developed in [28, 29, 30] to write down explicit generating functionals for the partition functions. In section 5 we find the exact quantization conditions determining the spectrum of the Fermi gas in $\mathcal{N} = 8$ theories. In section 6, we discuss the implications of our results for the understanding of the quantum geometry of M-theory, and for possible de Sitter continuations. Finally, in section 7 we conclude and list some prospects for future research. The Appendix A summarizes results on the special geometry of local $\mathbb{P}^1 \times \mathbb{P}^1$ which are used throughout this paper, while Appendix B lists some results on the Jacobi theta functions which are used in section 4.

2. Localization and non-perturbative effects

The partition function of ABJ(M) theory on $S^3$ has been reduced, by localization, to a matrix integral of the form [1] (see [36] for a review and a list of references):

$$Z(N_1, N_2, k) = \frac{i^{-\frac{1}{2}(N_1^2-N_2^2)}}{N_1!N_2!} \int \frac{d\mu_i}{2\pi} \frac{d\nu_j}{2\pi} \prod_{i<j} \left( 2 \sinh \left( \frac{\mu_i-\mu_j}{2} \right)^2 \left( 2 \sinh \left( \frac{\nu_i-\nu_j}{2} \right)^2 \right)^2 \prod_{i,j} \left( 2 \cosh \left( \frac{\mu_i-\nu_j}{2} \right)^2 \right)^2 e^{-\frac{ik}{\pi N} (\sum_i \mu_i^2 - \sum_j \nu_j^2)} \right).$$

(2.1)

The ABJM case corresponds to $N_1 = N_2 = N$. An alternative formulation of the theory, known as the Fermi gas approach, has been proposed in [6]. Let us first consider the ABJM case, where $N_1 = N_2 = N$, and let us denote the resulting ABJM partition function as $Z(N, k)$. One finds [37, 6],

$$Z(N, k) = \frac{1}{N!} \sum_{\sigma \in S_N} (-1)^{\epsilon(\sigma)} \int \frac{d^N x}{(2\pi k)^N} \frac{1}{\prod_i 2 \cosh \left( \frac{x_i}{2k} \right) 2 \cosh \left( \frac{x_i-x_{\sigma(i)}}{2k} \right)}. \tag{2.2}$$

Using standard results in Statistical Mechanics, one can identify (2.2) as the partition function of a one-dimensional ideal Fermi gas with density matrix

$$\rho(x_1, x_2) = \frac{1}{2\pi k} \frac{1}{\left( 2 \cosh \left( \frac{x_1}{2k} \right) \right)^{1/2}} \frac{1}{\left( 2 \cosh \left( \frac{x_2}{2k} \right) \right)^{1/2}} \frac{1}{2 \cosh \left( \frac{x_1-x_2}{2k} \right)}. \tag{2.3}$$
By using the Cauchy identity, we can also rewrite (2.2) as
\[
Z(N, k) = \frac{1}{N!} \int \prod_{i=1}^{N} \frac{dx_i}{4\pi k} \frac{1}{2 \cosh \frac{x_i}{2}} \prod_{i<j} \left( \tanh \left( \frac{x_i - x_j}{2k} \right) \right)^2.
\] (2.4)

The kernel (2.3) defines a positive Hilbert–Schmidt operator \( \hat{\rho} \) through
\[
\langle x | \hat{\rho} | x' \rangle = \rho(x, x').
\] (2.5)

Its eigenvalues lead to a discrete, infinite set of real energies \( E_n \) via the spectral problem,
\[
\int \rho(x, x') \phi_n(x') \, dx = e^{-E_n} \phi_n(x), \quad n \geq 0,
\] (2.6)
where \( \phi_n(x) \) are \( L^2(\mathbb{R}) \) functions.

In the ABJ case, i.e. when \( N_1 \neq N_2 \), the Fermi gas formulation of the theory has been worked out in [12, 13, 15] (a different approach to ABJ theory has been proposed in [14]). Let us denote \( N_1 = N \) and \( N_2 = N + M \), and let us introduce the simpler matrix integrals,
\[
Z(N, k; M) = \frac{1}{N!} \int \prod_{i=1}^{N} \frac{dx_i}{4\pi k} \left( \frac{\cosh \frac{x_i}{2}}{2} \right) \prod_{i<j} \left( \tanh \left( \frac{x_i - x_j}{2k} \right) \right)^2.
\] (2.7)

Note that this function is real, since both \( s \) and \( -s \) appear in the product. It turns out that the partition function (2.1), in the ABJ case, is given by (2.7), times the partition function of pure Chern–Simons theory for group \( U(M) \) at level \( k \), and an additional phase factor. The Fermi gas formulation of (2.7) leads to a density matrix given by the following kernel,
\[
\rho(x_1, x_2) = \frac{1}{4\pi k} \frac{V_{\frac{1}{2}}(x_1) V_{\frac{1}{2}}(x_2)}{2 \cosh \left( \frac{x_1 - x_2}{2k} \right)}.
\] (2.9)

It is again easy to see that this defines a positive, Hilbert–Schmidt operator, and therefore a discrete, real spectrum of energies as in (2.6).

Although localization reduces the path integral of ABJ(M) theory to a matrix model, one still has to evaluate the resulting integrals. There are two possible approaches to this problem. First, one can try to compute the partition functions above for finite values of \( N_1, N_2, k \). This can be done recursively by combining the Fermi gas approach reviewed above with the results of [38, 39]. One obtains in this way explicit expressions for the partition functions for fixed \( N \) and \( k \), in a recursive way. This strategy was first proposed in [26, 27] and pursued in [7, 14, 15]. It does not lead though to a closed formula for the partition function as a function of \( N \) and \( k \). It rather leads to concrete expressions for \( Z(N, k) \) or \( Z(N, k; M) \) for low \( N \) and fixed \( k, M \). For example, for ABJM theory and \( k = 1 \), one finds, for the very first values of \( N \),
\[
Z(1, 1) = \frac{1}{4}, \quad Z(2, 1) = \frac{1}{16\pi}, \quad Z(3, 1) = \frac{\pi - 3}{64\pi}.
\] (2.10)
Figure 1: The standard contour in the complex plane of the chemical potential, defining the Airy function $\text{Ai}$.

In some cases, one can push the calculation to rather high values of $N$, although the procedure is indirect and requires computing various auxiliary functions.

The second approach, which is the most useful one in the applications to the AdS/CFT correspondence, involves a large $N$ analysis of the above integrals. In this case, having an explicit knowledge of the very first partition functions for $N$ finite is not extremely useful. However, one can use the Fermi gas approach to analyze the M-theory limit, first considered in [24], in which $N$ is large and $k$ is finite. To state the results of this analysis, let us first focus on ABJM theory and let us introduce the grand canonical partition function,

$$\Xi(\mu, k) = 1 + \sum_{N \geq 1} Z(N, k) e^{N \mu}.$$  \hspace{1cm} (2.11)

It can be easily shown [6] that this function can be represented as a Fredholm determinant for the integral operator with kernel (2.3),

$$\Xi(\mu, k) = \prod_{n \geq 0} \left( 1 + e^{\mu - E_n} \right).$$  \hspace{1cm} (2.12)

Since this integral operator is positive, one has by Mercer’s theorem (see for example [40], chapter IV) that

$$\text{Tr} \hat{\rho} = \sum_{n \geq 0} e^{-E_n} < \infty,$$  \hspace{1cm} (2.13)

therefore $\hat{\rho}$ is trace class. Standard results (see for example [41]) show that (2.12) is well-defined and analytic on the full complex plane of the fugacity$^1$,

$$\kappa = e^\mu.$$  \hspace{1cm} (2.14)

The conventional grand potential of the theory is defined as

$$\mathcal{J}(\mu, k) = \log \Xi(\mu, k).$$  \hspace{1cm} (2.15)

---

$^1$Usually, the fugacity is denoted by $z$. However, we will use a notation adapted to previous results in ABJM theory, and as we will show the fugacity will be identified with a parameter denoted by $\kappa$ in [5]. In this paper, the letter $z$ will be used to denote the “bare” coordinate parametrizing the moduli space of local $\mathbb{P}^1 \times \mathbb{P}^1$. 

By using standard tools from Statistical Mechanics, one can show that [6]

\[ J(\mu, k) \approx \frac{2\mu^3}{3\pi^2 k} + \left( \frac{k}{24} + \frac{1}{3k} \right) \mu, \quad \mu \gg 1. \]  

(2.16)

The partition function \( Z(N, k) \) can then be obtained, for finite \( N \), by extracting the \( N \)-th coefficient of the power series (2.11) through a contour integral around the origin,

\[ Z(N, k) = \frac{1}{2\pi i} \oint_{\Gamma} \Xi(\mu, k) z^{-N-1} dz = \int_{-\pi i}^{\pi i} \frac{d\mu}{2\pi i} e^{J(\mu, k) - N\mu}. \]  

(2.17)

We can use the explicit result (2.16) to calculate \( Z(N, k) \) in the saddle-point approximation, at large \( N \) and fixed \( k \) [6]. Since \( J(\mu, k) \) is a cubic polynomial, one deforms the contour in (2.17) to the standard contour \( C \) for the Airy function, see Fig. 1, and finds,

\[ Z(N, k) \approx \int_{C} \frac{d\mu}{2\pi i} e^{J(\mu, k) - N\mu} = C^{-1/3}(k) Ai \left[ C^{-1/3}(k) (N - B(k)) \right], \]  

(2.18)

where

\[ C(k) = \frac{2}{3\pi^2 k}, \quad B(k) = \frac{k}{24} + \frac{1}{3k}. \]  

(2.19)

Using the asymptotics of the Airy function at large \( N \), one derives from (2.18) the \( N^{3/2} \) behavior of M2-brane theories predicted in [42]. The result (2.18), expressing the partition function in terms of an Airy function, was first obtained in [25] for ABJM theory by using the results of [5, 43], and then rederived (and generalized) in [6] in this simpler language. It has been argued in [44] that this result follows, to a large extent, from a localization calculation in supergravity.

If we are interested in obtaining corrections to the large \( N \) result (and in particular non-perturbative corrections at large \( N \)), it is important to be precise about the corrections to the saddle-point approximation (2.18). In [7] this problem was handled by introducing a different object: the modified (or “naïf”) grand potential \( J(\mu, k) \), which is defined by the equality

\[ Z(N, k) = \int_{C} \frac{d\mu}{2\pi i} e^{J(\mu, k) - N\mu}. \]  

(2.20)

\( J(\mu, k) \) is related to the conventional grand potential \( \mathcal{J}(\mu, k) \) by the relation [7]

\[ e^{\mathcal{J}(\mu, k)} = \sum_{n \in \mathbb{Z}} e^{J(\mu + 2\pi i n, k)}. \]  

(2.21)

Indeed, if we plug this relationship in (2.17), we can use the sum over \( n \) to extend the integration region in the second integral from \([-\pi i, \pi i]\) to the full imaginary axis. If we then deform the contour to \( C \), we obtain (2.20). Notice that (2.21) is manifestly invariant under

\[ \mu \to \mu + 2\pi i, \]  

(2.22)

which is indeed the case in view of the analyticity properties of \( \Xi(\mu, k) \) as a function of the fugacity.

Based on various works [6, 5, 43, 6, 27, 7, 9, 8, 10, 11], a precise conjecture has emerged for the explicit structure of the modified grand potential \( J(\mu, k) \). This conjecture has not been
derived from first principles, although many of its ingredients have been verified analytically and numerically. As stated in its final form in [10], the conjecture says that

\[ J(\mu, k) = J^{(p)}(\mu_{\text{eff}}, k) + J^{\text{WS}}(\mu_{\text{eff}}, k) + \mu_{\text{eff}} \tilde{J}_b(\mu_{\text{eff}}, k) + \tilde{J}_c(\mu_{\text{eff}}, k). \]  

(2.23)

In this expression, the perturbative piece is essentially the cubic polynomial in \( \mu \) written down in (2.19),

\[ J^{(p)}(\mu, k) = \frac{C(k)}{3} \mu^3 + B(k)\mu + A(k), \]

(2.24)

where the coefficients \( C(k) \) and \( B(k) \) are given in (2.19). \( A(k) \) is a constant which can be written in closed form as [45, 46],

\[ A(k) = \frac{2\zeta(3)}{\pi^2 k} \left( 1 - \frac{k^3}{16} \right) + \frac{k^2}{\pi^2} \int_0^\infty \frac{dx}{e^{kx} - 1} \log(1 - e^{-2x}). \]

(2.25)

The function \( J^{\text{WS}}(\mu, k) \), where WS stands for “worldsheet instantons,” is determined by topological string theory on the toric Calabi–Yau manifold known as local \( \mathbb{P}^1 \times \mathbb{P}^1 \) (in the so-called diagonal slice), and it can be written as

\[ J^{\text{WS}}(\mu, k) = \sum_{g \geq 0} \sum_{d_1, d_2 \geq 1} n_g^d \left( 2 \sin \frac{2\pi w}{k} \right)^{2g-2} \left( \frac{(-1)^{d_1}}{w} e^{-\frac{4\mu k w}{2}} \right), \]

(2.26)

where \( n_g^d \) are the “diagonal” Gopakumar–Vafa invariants [47] of local \( \mathbb{P}^1 \times \mathbb{P}^1 \) (see [10] for more details). The two functions \( \tilde{J}_b(\mu, k) \) and \( \tilde{J}_c(\mu, k) \) take into account the membrane instanton contributions first identified in [43, 6]. When expanded at large \( \mu \), they are expressed in terms of two sets of coefficients \( \tilde{b}_\ell(k) \), \( \tilde{c}_\ell(k) \):

\[ \tilde{J}_b(\mu, k) = \sum_{\ell=1}^\infty \tilde{b}_\ell(k)e^{-2\ell\mu}, \quad \tilde{J}_c(\mu, k) = \sum_{\ell=1}^\infty \tilde{c}_\ell(k)e^{-2\ell\mu}. \]

(2.27)

The coefficients \( \tilde{b}_\ell(k) \) can be computed from the so-called refined topological string invariants \( N_{d_1, d_2}^{d_1, d_2} \) of local \( \mathbb{P}^1 \times \mathbb{P}^1 \) [48], as

\[ \tilde{b}_\ell(k) = -\frac{\ell}{2\pi} \sum_{j_L, j_R} \sum_{\ell=0}^\infty \sum_{d_1, d_2 = d} N_{j_L, j_R}^{d_1, d_2} q_{\frac{d_1-d_2}{2}}(2j_L + 1) \sin \frac{\pi k w}{2} \left( \frac{2j_L + 1}{w^2 \sin^3 \frac{\pi k w}{2}} \right). \]

(2.28)

It was conjectured in [8] that one has the following relationship,

\[ \tilde{c}_\ell(k) = -k^2 \frac{\partial}{\partial k} \left( \frac{\tilde{b}_\ell(k)}{2\ell k} \right), \]

(2.29)

which relates \( \tilde{c}_\ell(k) \) to \( \tilde{b}_\ell(k) \), and we will assume it to be true in what follows. Finally, the “effective” chemical potential \( \mu_{\text{eff}} \) is given by

\[ \mu_{\text{eff}} = \mu + \frac{1}{C(k)} \sum_{\ell=1}^\infty a_\ell(k)e^{-2\ell\mu}, \]

(2.30)
where \(a_\ell(k)\) are the coefficients of the so-called quantum mirror map of local \(\mathbb{P}^1 \times \mathbb{P}^1\) introduced in [49]. More details and relevant references on these quantities can be found in [10]. Note that, since this conjectural result on the non-perturbative structure of the ABJM partition function involves the modified grand potential \(J(\mu, k)\), the original grand potential \(\mathcal{F}(\mu, k)\) has played little role, except in the work [50].

All these results have been obtained for ABJM theory, but there are also similar results for ABJ theory. As in [15], we can focus on the matrix integral (2.7), since the ABJ partition function can be obtained from it by known multiplicative factors. The grand canonical partition function is defined as

\[
\Xi(\mu, k; M) = 1 + \sum_{N \geq 1} Z(N, k; M)e^{N\mu},
\]

(2.31)

and one can introduce a modified grand potential \(J(\mu, k; M)\), similarly to what we did in (2.20) for ABJM theory. A conjectural form for this function has been proposed in [14, 15]. It has a perturbative and a non-perturbative contribution,

\[
J(\mu, k; M) = J^{(p)}(\mu, k; M) + J^{(np)}(\mu, k; M).
\]

(2.32)

The perturbative piece is again a cubic polynomial in \(\mu\),

\[
J^{(p)}(\mu, k; M) = \frac{2\mu^3}{3\pi^2 k} + B(k, M)\mu + A(k, M),
\]

(2.33)

with

\[
B(k, M) = \frac{1}{3k} - \frac{k}{12} + \frac{k}{2} \left( \frac{M}{k} - \frac{1}{2} \right)^2,
\]

\[
A(k, M) = -\log |Z^{(M)}_{CS}(k)| + A(k).
\]

(2.34)

In (2.34), \(A(k)\) is given in (2.25), and \(Z^{(M)}_{CS}(k)\) is the partition function of Chern–Simons theory with gauge group \(U(M)\) and level \(k\),

\[
Z^{(M)}_{CS}(k) = k^{-M} \prod_{s=1}^{M-1} \left( 2 \sin \frac{\pi s}{k} \right)^{M-s}.
\]

(2.35)

The non-perturbative piece has a particularly simple expression in the case \(M = 1\), which is the only one that will be considered in this paper. One has, from the general formulae in [14, 15],

\[
J(\mu, k; 1) = J^{(p)}(\mu_{\text{eff}}, k; 1) + J^{WS}(\mu_{\text{eff}}, k; 1) + \mu_{\text{eff}}\tilde{J}_b(\mu_{\text{eff}}, k) + \tilde{J}_c(\mu_{\text{eff}}, k),
\]

(2.36)

where the functions \(\tilde{J}_b(\mu, k), \tilde{J}_c(\mu, k)\) are the same ones which appear in (2.23), while the world-sheet instanton contribution is now given by

\[
J^{WS}(\mu, k; 1) = \sum_{g \geq 0} \sum_{w, d \geq 1} n_g^d \left( 2 \sin \frac{2\pi w}{k} \right)^{2g-2} \frac{1}{w} e^{-4\mu w}.
\]

(2.37)

It differs in a sign \((-1)^d w\) from the expression in (2.26). This can be interpreted as the effect of a \(B\)-field in the topological string, which leads to a shift

\[
\mu \to \mu + \frac{\pi i}{2}.
\]

(2.38)

Finally, the expression for the effective potential \(\mu_{\text{eff}}\) appearing in (2.36) is explicitly known for any integer \(k\), see [15].
3. Exact results for $N = 8$ ABJ(M) theories

In this section we will evaluate the above expressions for the modified grand potential of ABJ(M) theory in the cases with maximal $N = 8$ supersymmetry. This will allow us to write down a closed form expression for it. Mathematically, the reason we will be able to find closed formulae is the equivalence between two different things of writing the topological string free energies: the (refined) BPS representation of (2.26), (2.28), and the B-model representation. The simplest case to analyze turns out to be ABJM theory with $k = 2$, although the other two cases are similar. We will then start with this case.

3.1 ABJM with $k = 2$

The first thing we can evaluate in closed form is the “effective” chemical potential $\mu_{\text{eff}}$, as a function of $\mu$. This was done in [8] and the result is

$$\mu_{\text{eff}} = \mu + 2e^{-2\mu} F_3 \left( \frac{1}{2}, \frac{3}{2}, \frac{3}{2}; \frac{3}{2}, \frac{3}{2}, \frac{3}{2}; -16e^{-2\mu} \right).$$

(3.1)

As we will see in this paper, all of our closed formulae can be written in terms of the basic quantities appearing in the special geometry of diagonal, local $\mathbb{P}^1 \times \mathbb{P}^1$ (together with some ingredients of the off-diagonal theory). The relevant results are collected in the Appendix A. In the so-called diagonal theory, the relevant moduli space of complex structures has complex dimension one and is parametrized by the “bare” parameter $z$. The flat coordinate associated to this modulus is usually denoted by $t$, and the relation between them is given by the mirror map (A.14). By comparing to (3.1), we find that the relation between the parameters in ABJM theory and the parameters appearing in special geometry is

$$z = e^{-2\mu}$$

(3.2)

and

$$t = 2\mu_{\text{eff}},$$

(3.3)

i.e. the chemical potential is related to the “bare” parameter of mirror symmetry, while the “effective” chemical potential $\mu_{\text{eff}}$ is identified with the flat coordinate (up to a factor of 2). This gives an interesting geometric interpretation to $\mu_{\text{eff}}$, which was introduced in [8] to incorporate the contribution of bound states between membrane and worldsheet instantons. Prior to the inclusion of these bound states, and taking into account only the worldsheet instantons, one would naturally identify $t = 2\mu$. Therefore, the effect of the bound states is to “undo” the mirror map.

Let us now study (2.23) in the case $k = 2$. The first thing to take into account is that all the summands in the r.h.s. (except of course the first one, which is just the perturbative piece) will have poles at $k = 2$. However, it was shown in [10] that they all cancel at the end of the day (this is the HMO cancellation mechanism postulated in [7]). So we can just expand these summands around $k = 2$, forget about the poles, and keep the finite part of the expansion (i.e. the coefficient of the $(k - 2)^0$ term in the Laurent expansion around $k = 2$).

The first remarkable thing we find in this limit is that, for $k = 2$, all terms with $g \geq 2$ in (2.26) vanish. The $g = 1$ contribution survives in the limit $k \to 2$, and we have to keep the finite part of $g = 0$. An elementary calculation shows that the finite part as $k \to 2$ of

$$\left( 2 \sin \frac{2\pi w}{k} \right)^{-2} e^{-4\mu_{\text{eff}}}$$

(3.4)
is
\[ \frac{e^{-2dw\mu}}{12\pi^2w^2} \left( 3 + \pi^2w^2 + 6dw\mu + 6d^2w^2\mu^2 \right). \]  
(3.5)

The finite piece of (2.26) as \( k \to 2 \) is then,
\[ \frac{\mu_{\text{eff}}^2}{2\pi^2} \partial_t^2 F_0^{\text{inst}}(t) - \frac{\mu_{\text{eff}}}{2\pi^2} \partial_t F_0^{\text{inst}}(t) + \frac{1}{4\pi^2} F_0^{\text{inst}}(t) + F_1^{\text{inst}}(t), \]  
(3.6)

where
\[ F_0^{\text{inst}}(t) = \sum_{w,d \geq 1} n_0 \left( \frac{-1}{w^3} \right) \frac{dw}{w} e^{-dt}, \quad F_1^{\text{inst}}(t) = \sum_{w,d \geq 1} \left( \frac{n_0}{12} + n_1 \right) \frac{(-1)^{wd}}{w} e^{-dt} \]  
(3.7)

are the genus zero and genus one free energies of the standard topological string. Here, and for the moment being, we only keep the instanton part of these free energies (i.e. we drop all the polynomial parts in \( t \)), and we use the dictionary (3.3). We conclude that for \( k = 2 \) only the \( g = 0,1 \) topological string free energies contribute.

Let us now look at the membrane part, i.e. at the third and fourth summands in (2.23). From the explicit expression (2.28), it is easy to see that the coefficient \( \tilde{b}_\ell(k) \) has the following behavior as \( k \to 2 \):
\[ \tilde{b}_\ell(k) = \frac{\tilde{b}_{\ell-1}}{k-2} + \tilde{b}_\ell(k-2) + \cdots \]  
(3.8)

therefore its finite part vanishes when \( k \to 2 \). The finite part of \( \tilde{c}_\ell(k) \) is then, from (2.29),
\[ \tilde{c}_\ell(k) = -\frac{1}{\ell} \tilde{b}_\ell + \cdots \]  
(3.9)

From (2.28) we find the following expression,
\[ \tilde{b}_\ell = \frac{\ell}{24} \sum_{j_L,j_R} \sum_{d = w / d_1 + d_2 = d} N^d_{j_L,j_R} \left( \frac{-1}{w} \right) m_L m_R \left( -3 + 3(d_1 - d_2)^2 + m_L^2 + m_R^2 \right), \]  
(3.10)

where we have denoted
\[ m_L = 2j_L + 1, \quad m_R = 2j_R + 1. \]  
(3.11)

As in the case of the worldsheet instanton contribution, we would like to express this quantity in terms of functions known in closed form. To do this, we compare the BPS expansion of the refined free energy in the NS limit,
\[ F_\text{NS}^{\text{inst}}(Q, h) = \sum_{j_L,j_R \geq 0} \sum_{w \geq 1} \sum_d \frac{1}{w^2} N^d_{j_L,j_R} \chi_{j_L}(q^{w/2}) \chi_{j_R}(q^{-w/2}) Q^d, \]  
(3.12)

to its perturbative expansion,
\[ F_{\text{NS}}(Q, h) = \sum_{n \geq 0} h^{2n-1} F_n^{\text{NS}}(Q), \]  
(3.13)

and we deduce that the finite part of \( \tilde{J}_\ell(\mu_{\text{eff}}) \) as \( k \to 2 \) is
\[ \frac{1}{8} (\partial_{t_1} - \partial_{t_2})^2 F_0^{\text{inst}}(t_1, t_2) \big|_{t_1 = t_2 = t} + F_1^{\text{NS}, \text{inst}}(t). \]  
(3.14)
This involves the instanton part of the genus zero free energy of the off-diagonal local $\mathbb{P}^1 \times \mathbb{P}^1$, $F_0(t_1, t_2)$, and we have used the fact that the $n = 0$ term in (3.13) is equal to the standard genus zero free energy: $F_0^{\text{NS}}(t_1, t_2) = F_0(t_1, t_2)$. The expression (3.14) also involves the instanton part of the NS genus one free energy, $F_1^{\text{NS}}(t)$. This genus one free energy appears in the refinement of the topological string and it is different from the standard genus one free energy $F_1(t)$. Note that, again, only the $n = 0, 1$ free energies of (3.13) appear in this formula, and higher corrections are absent. Since the perturbative part of the grand potential is given by,

$$J^{(p)}(\mu_{\text{eff}}, 2) = \frac{\mu_{\text{eff}}^3}{3\pi^2} + \frac{\mu_{\text{eff}}}{4} + A(2),$$

(3.15)

where [15]

$$A(2) = -\frac{\zeta(3)}{2\pi^2},$$

(3.16)

we conclude that

$$J(\mu, k = 2) = J^{(p)}(\mu_{\text{eff}}, 2) + \frac{\mu_{\text{eff}}^2}{2\pi^2} \partial_1^2 F_0^{\text{inst}}(t) - \frac{\mu_{\text{eff}}}{2\pi^2} \partial_1 F_0^{\text{inst}}(t) + \frac{1}{4\pi^2} F_0^{\text{inst}}(t) + F_1^{\text{inst}}(t)$$

$$+ \frac{1}{8} (\partial_1 - \partial_2)^2 F_0^{\text{inst}}(t_1, t_2) |_{t_1 = t_2 = t} + F_1^{\text{NS}, \text{inst}}(t),$$

(3.17)

and we have to set $t = 2\mu_{\text{eff}}$, as required in (3.3). This expression can be further simplified. The first term in the second line seems to involve the off-diagonal theory, but in the Appendix A we show, by using special geometry, that it can be fully evaluated in the diagonal theory, and it has the simple expression

$$(\partial_1 - \partial_2)^2 F_0^{\text{inst}}(t_1, t_2) |_{t_1 = t_2 = t} = \tilde{\omega}_1(z),$$

(3.18)

where $\tilde{\omega}_1(z)$ is given in (A.10). The resulting expression for $J(\mu, k = 2)$ is completely explicit and it can be computed easily by using known results for local $\mathbb{P}^1 \times \mathbb{P}^1$. The genus zero free energy is well known from mirror symmetry, and we summarize its calculation in Appendix A. Also, the genus one free energies appearing in (3.17) are known in closed form. For the standard genus one topological string free energy, we have

$$F_1(t) = -\frac{1}{12} \log [64z(1 + 16z)] - \frac{1}{2} \log \left( \frac{K(-16z)}{\pi} \right),$$

(3.19)

where $K(k^2)$ is the elliptic integral of the first kind (we use a notation in which the argument of the elliptic integrals is the square modulus $k^2$.) The instanton part is obtained after subtracting the linear term in $t$,

$$F_1^{\text{inst}}(t) = F_1(t) - \frac{t}{12},$$

(3.20)

Similarly, we have [51]

$$F_1^{\text{NS}}(t) = \frac{1}{12} \log z - \frac{1}{24} \log (1 + 16z).$$

(3.21)

and

$$F_1^{\text{NS}, \text{inst}}(t) = F_1^{\text{NS}}(t) + \frac{t}{12}.$$

(3.22)

Note that, as compared to the standard formulae appearing in the literature, we have changed the sign of $z$ in agreement with our conventions above. By taking into account (3.18), (3.20) and (3.22), we find

$$J(\mu, 2) = A(2) + \frac{\mu_{\text{eff}}^3}{3\pi^2} + \frac{\mu}{4} + \frac{\mu_{\text{eff}}^2}{2\pi^2} \partial_1^2 F_0^{\text{inst}}(t) - \frac{\mu_{\text{eff}}}{2\pi^2} \partial_1 F_0^{\text{inst}}(t) + \frac{1}{4\pi^2} F_0^{\text{inst}}(t) + F_1(t) + F_1^{\text{NS}}(t).$$

(3.23)
We can write down an even simpler formula for the modified grand potential, by using the natural quantities appearing in mirror symmetry, i.e. by using the full genus zero free energy of diagonal, local $\mathbb{P}^1 \times \mathbb{P}^1$: 

$$ F_0(t) = \frac{t^3}{6} + 4\pi^2 A(2) + F_0^{\text{inst}}(t). \quad (3.24) $$

We can finally write

$$ J(\mu, 2) = \frac{1}{4\pi^2} \left( F_0 - t\partial_t F_0 + \frac{1}{2} t^2 \partial_t^2 F_0 \right) + \frac{\mu}{4} + F_1(t) + F_1^{\text{NS}}(t). \quad (3.25) $$

Here, $F_0(t), F_1(t)$ and $F_1^{\text{NS}}(t)$ are the standard free energies appearing in the theory of diagonal, local $\mathbb{P}^1 \times \mathbb{P}^1$, and we identify

$$ t = 2\mu + 4e^{-2\mu} F_3 \left( 1, 1, \frac{3}{2}, \frac{3}{2}; 2, 2, 2; -16e^{-2\mu} \right), \quad (3.26) $$

as prescribed by (3.3) and (3.1). Using (3.25), it is easy to calculate $J(\mu, 2)$ in an expansion at large $\mu$ (this is just the large radius expansion, in the Calabi–Yau context), and check that it reproduces the results for the modified grand potential presented in [27, 7].

Another useful formula, which only involves $\mu$, is obtained by taking a derivative of $J(\mu, 2)$ w.r.t. $\mu$. Using the following result for the Yukawa coupling, which can be found in for example [5],

$$ \partial_t^3 F_0^{\text{inst}}(t) = -1 + \frac{\pi^3}{8(16z + 1)K(-16z)^3}, \quad (3.27) $$

one obtains

$$ \frac{\partial J(\mu, 2)}{\partial \mu} = \frac{1}{4} + \frac{1}{1 + 16z} \left[ \frac{1}{4} \left( \frac{\mu_{\text{eff}}}{K(-16z)} \right)^2 + \frac{1}{2} \frac{E(-16z)}{K(-16z)} \right] - \frac{1}{2} \frac{1 + 8z}{1 + 16z}. \quad (3.28) $$

Here, $E(k^2)$ is the elliptic integral of the second kind, and we remind that $z$ is related to $\mu$ through (3.2). This expression is very convenient in order to obtain an explicit expansion at large $\mu$.

We have then seen that the grand potential of ABJM theory simplifies enormously for $k = 2$. From the point of view of the topological string, we have a sort of “non-renormalization” result for $k = 1, 2$, since only tree-level ($g = n = 0$) and one-loop ($g = n = 1$) free energies contribute to the final result. It is easy to see that, in ABJM theory with $k \geq 3$, all the higher genus amplitudes will contribute to $J(\mu, k)$. Therefore, only when $k = 1, 2$ do we find a simplification. It is quite reassuring that these are precisely the values that lead to extended $\mathcal{N} = 8$ supersymmetry.

### 3.2 ABJM with $k = 1$

The calculation for $k = 1$ is very similar to what we have done, but there are also some important differences. First of all, the effective chemical potential is now given by [8]

$$ \mu_{\text{eff}} = \mu + e^{-4\mu} F_3 \left( 1, 1, \frac{3}{2}, \frac{3}{2}; 2, 2, 2; -16e^{-4\mu} \right), \quad (3.29) $$

so in order to use the special geometry of local $\mathbb{P}^1 \times \mathbb{P}^1$ we should identify

$$ t = 4\mu_{\text{eff}}, \quad z = e^{-4\mu}. \quad (3.30) $$
The perturbative part of the grand potential is now given by

\[ J^{(p)}(\mu, 1) = \frac{2\mu^3}{3\pi^2} + 3\frac{\mu}{8} + A(1), \]  

(3.31)

where \( A(1) \) is known in closed form [46],

\[ A(1) = \frac{\log(2)}{4} - \frac{\zeta(3)}{8\pi^2}. \]  

(3.32)

We can now perform a similar computation for the non-perturbative part, as we did for \( k = 2 \). As before, the worldsheet instanton contributions with \( g \geq 2 \) vanish. One finds,

\[ J^{(\mu,k=1)} = \frac{2\mu^3}{3\pi^2} + \frac{3\mu}{8} + A(1) + \frac{\mu^2_{\text{eff}}}{2\pi^2} \partial_t^2 F^\text{inst}_0(t) - \frac{\mu_{\text{eff}}}{4\pi^2} \partial_t F^\text{inst}_0(t) + \frac{1}{16\pi^2} F^\text{inst}_0(t) + F^1_1(t) \]

\[ + \frac{1}{32} (\partial_{t_1} - \partial_{t_2})^2 F^\text{inst}_0(t_1,t_2)|_{t_1=t_2=t} + \frac{3}{4} F^\text{NS, inst}_1(t) + f(\mu_{\text{eff}}), \]

(3.33)

where we use the identification (3.30) and we find an additional term which was not present in the case \( k = 2 \),

\[ f(\mu_{\text{eff}}) = \sum_{w,d_1,d_2} \sum_{j_L,j_R}((-1)^w(m_L - m_R) + m_L + m_R) \frac{e^{-2(d_1 + d_2)(2w + 1)\mu_{\text{eff}}}}{16(2w + 1)}. \]  

(3.34)

It turns out that this function has a simple expression in terms of genus zero and genus one refined string amplitudes,

\[ f(\mu_{\text{eff}}) = \frac{1}{16} (\partial_{t_1} - \partial_{t_2})^2 F^\text{inst}_0(t_1,t_2)|_{t_1=t_2=t} + \frac{3}{4} F^\text{NS, inst}_1(t) = -\frac{1}{32} \log(1 + 16z). \]  

(3.35)

We have verified this identity in various ways, but we do not have a proof of it. It would be interesting to fill out this loophole in our calculations. Using this identity, we find the following closed formula for the modified grand potential

\[ J(\mu, k = 1) = \frac{2\mu^3}{3\pi^2} + \frac{3\mu}{8} + A(1) + \frac{\mu^2_{\text{eff}}}{2\pi^2} \partial_t^2 F^\text{inst}_0(t) - \frac{\mu_{\text{eff}}}{4\pi^2} \partial_t F^\text{inst}_0(t) + \frac{1}{16\pi^2} F^\text{inst}_0(t) \]

\[ + F_1(t) + F^\text{NS}_1(t). \]

(3.36)

Like in the case of \( k = 2 \), this can be written in a slightly more compact form by introducing the full genus zero free energy. In this case, it differs from the one in (3.24) in its constant term,

\[ F_0(t) = \frac{t^3}{6} + 16\pi^2 A(1) + F^\text{inst}_0(t). \]

(3.37)

The function (3.36) can be now written as,

\[ J(\mu, 1) = \frac{1}{16\pi^2} \left( F_0 - t\partial_t F_0 + \frac{1}{2} \partial_t^2 F_0 \right) + \frac{3\mu}{8} + F_1(t) + F^\text{NS}_1(t). \]

(3.38)
Of course, here we have to relate $t$ to $\mu$ through (3.30). The derivative of $J(\mu, 1)$ w.r.t. $\mu$ has a simple expression,

$$
\frac{\partial J(\mu, 1)}{\partial \mu} = \frac{3}{8} + \frac{1}{1 + 16z} \left[ \frac{1}{2} \left( \frac{\mu_{\text{eff}}}{K(-16z)} \right)^2 + \frac{E(-16z)}{K(-16z)} \right] - \frac{1 + 8z}{1 + 16z}. 
$$

(3.39)

We have verified explicitly that the large $\mu$ expansion of the modified grand potential given by these formulae agrees with the results in [7, 8].

3.3 ABJ with $M = 1$ and $k = 2$

The calculation of the grand potential in this case is again very similar to the previous ones. For $M = 1$ and even $k$, the effective chemical potential is given by [15]

$$
\mu_{\text{eff}} = \mu - 2e^{-2\mu} F_3 \left( 1, 1, - \frac{3}{2}, 2, 2, 2; 16e^{-2\mu} \right),
$$

(3.40)

which differs from (3.1) by the shift (2.38). This means that the dictionary with special geometry takes now the form

$$
t = 2\mu_{\text{eff}} + i\pi, \quad z = -e^{-2\mu}. 
$$

(3.41)

The computation of the modified grand potential works very similarly to the case of ABJM with $k = 2$, and one finds:

$$
J(\mu, 2; 1) = A(2, 1) + \frac{\mu_{\text{eff}}^3}{3\pi^2} + \frac{\mu_{\text{eff}}^2}{2\pi^2} \partial_t F_{0}^{\text{inst}}(t) - \frac{\mu_{\text{eff}}}{2\pi^2} \partial_t F_{0}^{\text{inst}}(t) + \frac{1}{4\pi^2} F_{0}^{\text{inst}}(t) + F_1(t) + F_1^{\text{NS}}(t),
$$

(3.42)

where

$$
A(2, 1) = \frac{1}{2} \left( \log(2) - \frac{\zeta(3)}{\pi^2} \right).
$$

(3.43)

Let us now define the genus zero free energy by

$$
F_0(t) = \frac{(t - i\pi)^3}{6} + 4\pi^2 A(2, 1) + F_{0}^{\text{inst}}(t).
$$

(3.44)

Then, the result (3.42) can be written in a more compact form as

$$
J(\mu, 2; 1) = \frac{1}{4\pi^2} \left( F_0 - (t - i\pi)\partial_t F_0 + \frac{1}{2}(t - i\pi)^2 \partial_t^2 F_0 \right) + F_1(t) + F_1^{\text{NS}}(t).
$$

(3.45)

Like in the previous cases, the derivative of this function can be written in closed form in terms of elliptic integrals and $\mu_{\text{eff}}$,

$$
\frac{\partial J(\mu, 2; 1)}{\partial \mu} = \frac{1}{1+16z} \left[ \frac{1}{4} \left( \frac{\mu_{\text{eff}}}{K(-16z)} \right)^2 + \frac{1}{2} \frac{E(-16z)}{K(-16z)} \right] - \frac{1 + 8z}{2(1+16z)}. 
$$

(3.46)

We have verified that these expressions for the modified grand potential, once expanded at large $\mu$, agree with the results obtained in [15].
4. Generating functionals for the partition function

In the previous section we have written down closed formulae for the modified grand potential of $N = 8$ ABJ(M) theories. Would it be possible to obtain from these results explicit generating functionals for the partition functions? In other words, can we compute the standard grand canonical partition function of these theories? In this section we will show that indeed this is possible, and that the answer involves in an interesting way the partition functions studied in [28, 29, 30].

4.1 ABJM with $k = 2$

As in the previous section, let us start with the simplest case, namely ABJM theory with $k = 2$. In order to evaluate $\Xi(\mu, k = 2)$, we should use the formula (2.21), together with the explicit expressions (3.23), (3.25) for the modified grand potential. Notice that the instanton part of (3.23) depends on $\mu$ through $z$, so it is left invariant by the shift

$$\mu \rightarrow \mu + 2\pi in, \quad n \in \mathbb{Z},$$

(4.1)

Therefore, the shift only affects $\mu_{\text{eff}}$. An easy calculation shows that

$$\exp \left[ J(\mu + 2\pi in, 2) \right] = \exp \left( J(\mu, 2) \right) \exp \left[ \pi in^2 \tau + 2\pi in \left( \xi - \frac{1}{12} \right) \right],$$

(4.2)

where

$$\tau = \frac{2i}{\pi} \partial_\xi^2 F_0 = -\frac{i}{\pi} \omega_2'(z)$$

(4.3)

and

$$\xi = \frac{1}{2\pi^2} \left( i\partial_\xi^2 F_0 - \partial_\xi F_0 \right).$$

(4.4)

In (4.3), $\omega_{1,2}(z)$ are the periods of local $\mathbb{P}^1 \times \mathbb{P}^1$, and they are defined in (A.7). Notice that in calculating $J(\mu + 2\pi in, 2)$ one obtains a cubic term in $n^3$, but in deriving (4.2) we used that

$$\exp \left( -\frac{8\pi n^3 i}{3} \right) = \exp \left( -\frac{2\pi ni}{3} \right), \quad n \in \mathbb{Z}.$$

(4.5)

We now recognize the form of the second factor in (4.2): it is the standard summand of a Jacobi theta function. Of course, in order for this interpretation to be correct, one needs $\text{Im}(\tau) > 0$. But the $\tau$ appearing here is (up to an overall factor of 2 and an integer shift) the modular parameter of the spectral curve describing the planar solution of ABJM theory [5]. Therefore, the resulting theta function is well-defined, and we finally obtain:

$$\Xi(\mu, k = 2) = \exp \left( J(\mu, 2) \right) \vartheta_3 \left( \xi - \frac{1}{12}, \tau \right),$$

(4.6)

where $\vartheta_3(v, \tau)$ is the Jacobi theta function, defined in (B.1).

The function (4.6) is very similar to the “non-perturbative partition function” $Z_{\alpha,\beta}(\Sigma)$ introduced in [28, 29] and further studied in [30]. Let us briefly review its construction, following the notations of [30] (see also [52] for an overview in the context of matrix model asymptotics). The function $Z_{\alpha,\beta}(\Sigma)$ is canonically associated to a spectral curve $\Sigma$, together with a choice of meromorphic differential

$$\lambda = y(x)dx.$$ 

(4.7)
The basic ingredients in constructing this function are the free energies $F_g$, determined by the pair $(\Sigma, \lambda)$ via special geometry and the topological recursion of [53] (we use a boldface notation since these free energies differ from the ones used above in overall normalizations). Let us focus on the case in which $\Sigma$ has genus one, which is the relevant one for us. Given two symplectically conjugated cycles on $\Sigma$, $A, B$, one defines the genus zero free energy $F_0(\epsilon)$ from the standard relationships in special geometry,

$$\epsilon = \frac{1}{2\pi i} \oint_A \lambda, \quad F'_0 = \oint_B \lambda.$$  

where the $'$ denotes a derivative w.r.t. $\epsilon$. To construct the “non-perturbative partition function,” one needs in addition the theta function with characteristics $\alpha, \beta$,

$$\vartheta_{[\alpha \beta]}(\xi|\tau) = \sum_{n \in \mathbb{Z}} \exp \left[ i\pi(n + \alpha)\tau(n + \alpha) + 2\pi i(n + \alpha)(\xi + \beta) \right],$$

as well as a modified theta function which depends on an additional parameter $N$,

$$\Theta_{\alpha,\beta} = \exp \left[ -N^2 \left( \epsilon F'_0 - \pi i \epsilon^2 \tau \right) \right] \vartheta_{[\alpha \beta]}(\xi|\tau).$$

The argument of the theta function is given by

$$\xi = N \left( \frac{F'_0}{2\pi i} - \tau \epsilon \right).$$

We recall that, under a modular transformation

$$\Gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}(2, \mathbb{Z}),$$

where $a, b, c, d \in \mathbb{Z}$ and $ad - bc = 1$, we have

$$\tau \rightarrow \tilde{\tau} = \frac{a\tau + b}{c\tau + d},$$

and

$$\xi \rightarrow \tilde{\xi} = \frac{\xi}{c\tau + d},$$

therefore $\xi$ is a modular form of weight $-1$, as required from the argument of a theta function.

The non-perturbative partition function $Z_{\alpha,\beta}(\Sigma)$ of [28, 29, 30] is defined by a formal $1/N$ expansion, and its leading term, which we will denote as $\mathcal{T}_{\alpha,\beta}(\Sigma)$, is given by

$$\mathcal{T}_{\alpha,\beta}(\Sigma) = \exp \left( N^2 F'_0 + F_1 \right) \Theta_{\alpha,\beta}.$$ 

The full function $Z_{\alpha,\beta}(\Sigma)$ is given by (4.15), plus an infinite series of $1/N$ corrections which involve the higher genus free energies $F_g$, with $g \geq 2$. These corrections will not be needed in our case. One of the most important properties of (4.15), proved in [30], is that it is essentially modular invariant: it transforms into itself, up to a phase and a change of characteristic of the theta function.

It is easy to see that the function (4.6) can be put in the form of (4.15), up to an overall function of $z$. To see this, we take into account the following relationship between the quantities appearing in the special geometry of local $\mathbb{P}^1 \times \mathbb{P}^1$, and those used in [30]:

$$t = -2\epsilon, \quad F_0 = -F_0, \quad F_1 = F_1.$$ 

(4.16)
In particular, we have that $\partial_t F_0 = F'_0/2$. The modular properties of $t$ and $\partial_t F_0$ can be obtained from those written down in [30] by using (4.16), and the quantity (4.11) coincides with (4.4). Once (4.16) is taken into account, we find that (4.6) can be written as

$$\Xi(\mu, 2) = \exp\left(\frac{\mu}{4} + F_{1}^{\text{NS}}\right) T_{0, \beta}(\Sigma),$$  

(4.17)

with

$$\beta = -\frac{1}{12}, \quad N = \frac{1}{2\pi i}.$$  

(4.18)

We now note that the prefactor

$$\exp\left(\frac{\mu}{4} + F_{1}^{\text{NS}}\right)$$  

(4.19)

only depends on the “bare” coordinate $z$, therefore it is modular invariant. We conclude that $\Xi(\mu, 2)$ has the same properties under a modular transformation than the “non-perturbative partition function,” and its leading order term (4.15), i.e. it is modular invariant, up to a phase and a change of characteristic.

Actually, in our case there is an additional subtlety w.r.t. to the analysis of [30]. The reason is that in local mirror symmetry there are three different periods, and not two. One of the periods is constant and usually it does not play a crucial rôle, but its presence means that the non-trivial periods can be shifted by constants when making a modular transformation. One consequence of the presence of such shifts is that the quantity which transforms as (4.14) is not $\xi$, but rather the shifted quantity $\xi - 1/12$ appearing in the argument of the theta function. Therefore, the natural theta function is the one written down in (4.6), with characteristics $\alpha = \beta = 0$.

The fact that the grand canonical partition function involves the “non-perturbative perturbative function” of [28, 29, 30] is not that surprising, since this function appears naturally when we sum over all possible filling fractions of a matrix model, with the constraint that the total number of eigenvalues is fixed. Using the result of [4] relating the ABJ(M) matrix model to the lens space matrix model of [54, 55], we can interpret the sum over $N$ appearing in the definition of the grand canonical partition function as a sum over all possible filling fractions of the lens space matrix model, where the total number of eigenvalues is set to zero. This is because, in going from the lens space matrix model to the ABJ(M) matrix model, one has to perform the analytic continuation $N_2 \to -N_2$, and the constraint $N_1 = N_2$ of ABJM theory becomes, in the lens space matrix model, $N_1 + N_2 = 0$.

It should be also noted that, in computing the grand canonical partition function we need, on top of the “non-perturbative perturbative function” of [28, 29, 30], the prefactor (4.19), which comes from the contribution of membrane instantons. These are invisible in the ’t Hooft expansion of the matrix model, which was the only ingredient considered in [28, 29, 30]. Therefore, the “non-perturbative partition function” does not include all the non-perturbative information needed in the matrix model.

The expression (4.6), when expanded in the fugacity (2.14) around $\kappa = 0$, should give the generating functional for all the partition functions $Z(N, k = 2)$. However, the expression (4.6) is not immediately useful for this purpose. The reason is that the quantities involved in this equation are appropriate for the large radius regime, which corresponds to large and positive chemical potential,

$$\mu \to \infty,$$  

(4.20)

while the expansion around $\kappa = 0$ is an expansion around

$$\mu \to -\infty.$$  

(4.21)
In the language of special geometry, the expansion around \( \kappa = 0 \) is an expansion around the orbifold point \( z \to \infty \), while the expansion considered in the previous section was an expansion at large radius \( z \to 0 \). It is known that these two points are related by a modular transformation [56], and this fact was heavily exploited in [5] to determine the full \( 1/N \) expansion of the free energy. Since the relevant modular transformation is essentially an \( S \)-transformation, it is convenient to introduce the orbifold modular parameter,

\[
\bar{\tau} = -\frac{1}{\tau} = \frac{i}{2} K'\left(-\frac{\kappa^2}{16}\right) - \frac{1}{2}.
\]

We also introduce the \( S \)-transform of \( \xi - \frac{1}{12} \),

\[
\bar{\xi} = \frac{\xi - \frac{1}{12}}{\tau}.
\]

The almost modular invariance of \( \Xi(\mu, 2) \) says that it should be possible to write it in the original form (4.6), (3.25), but in terms of quantities appropriated to the orbifold frame. In particular, the function

\[
F_0 - t\partial_t F_0 + \frac{1}{2} t^2 \partial^2_t F_0
\]

appearing in (3.25), should be written in the orbifold frame. A convenient basis of periods around the orbifold point is the one featuring in the planar solution of ABJM theory worked out in [5],

\[
\lambda = \frac{\kappa}{8\pi} 3 F_2 \left( \frac{1}{2}, \frac{1}{2}, \frac{1}{2}; 1, \frac{3}{2}; -\frac{\kappa^2}{16} \right),
\]

\[
\partial_\lambda F_0(\lambda) = \frac{\kappa}{4} G_{3,3}^{2,3} \left( \frac{1}{2}, \frac{1}{2}, \frac{1}{2}; 1, \frac{3}{2}; -\frac{\kappa^2}{16} \right) + \frac{\pi^2 \kappa^2}{2} 3 F_2 \left( \frac{1}{2}, \frac{1}{2}, \frac{1}{2}; 1, \frac{3}{2}; -\frac{\kappa^2}{16} \right),
\]

where we have denoted by \( F_0(\lambda) \) the orbifold frame genus zero free energy of [5]. Its expansion around \( \lambda = 0 \) is given by

\[
F_0(\lambda) = -4\pi^2 \lambda^2 \left( \log(2\pi \lambda) - \frac{3}{2} - \log(4) \right) + \cdots
\]

We also have that,

\[
\partial_\lambda^2 F_0(\lambda) = -8\pi^3 i \bar{\tau}.
\]

Note that the periods in (4.25) are analytic continuations of the periods at large radius, see (A.22) for the precise relationship. This was useful in the calculations of [5] to relate the strong coupling and the weak coupling expansions of the planar free energy. We will now use this analytic continuation, together with the modular transformation, to relate the quantities appearing in (4.6) to orbifold quantities. Using the modular properties of \( \xi \), we should expect that \( \bar{\xi} \) is given by an expression similar to (4.4), but in the orbifold frame. Indeed, a simple computation shows that

\[
\bar{\xi} = \frac{i}{4\pi^3} \left( \lambda \partial_\lambda^2 F_0(\lambda) - \partial_\lambda F_0(\lambda) \right),
\]

and we find, for (4.17),

\[
\Xi(\mu, 2) = \exp \left\{ \frac{\mu}{4} + F_1 + F_{1NS} - \frac{1}{\pi^2} \left( F_0(\lambda) - \lambda \partial_\lambda F_0(\lambda) + \frac{\lambda^2}{2} \partial^2_\lambda F_0(\lambda) \right) \right\} \vartheta_3(\xi, \bar{\tau}).
\]
Here, $F_1$ is the genus one free energy at the orbifold point, which is given by \[ F_1 = - \log \eta(2\tau) - \frac{1}{2} \log 2. \] (4.30)

The linear term $\mu/4$ appearing in (4.29) cancels against similar terms in $F_1$ and $F_{NS}^1$, and all the other quantities appearing here have expansions in power series in $\kappa$, around $\kappa = 0$. For example, the theta function has the following expansion,

$$\vartheta_3(\xi, \tau) = 1 + \frac{\kappa}{8} + \left( \frac{1}{64\pi^4} - \frac{1}{512} \right) \kappa^3 + \frac{\kappa^4}{32768} + \mathcal{O}(\kappa^5),$$ (4.31)

and

$$-\frac{1}{\pi^2} \left( F_0(\lambda) - \lambda \partial_\lambda F_0(\lambda) + \frac{\lambda^2}{2} \partial_\lambda^2 F_0(\lambda) \right) = \frac{\kappa^2}{32\pi^2} - \frac{\kappa^4}{1536\pi^2} + \frac{199\kappa^6}{884736\pi^2} + \mathcal{O}(\kappa^8),$$

$$\frac{\mu}{4} + F_1 + F_{NS}^1 = \frac{\kappa^4}{32768} - \frac{\kappa^6}{524288} + \mathcal{O}(\kappa^8).$$ (4.32)

We can now put all these ingredients together and compute the expansion of $\Xi(\mu, 2)$, which gives then the values of $Z(N, 2)$ for $N = 1, 2, \cdots$. We find,

$$\Xi(\mu, 2) = 1 + \frac{\kappa}{8} + \frac{\kappa^2}{32\pi^2} + \left( \frac{10 - \pi^2}{512\pi^2} \right) \kappa^3 + \frac{24 - 32\pi^2 + 3\pi^4}{49152\pi^4} \kappa^4 + \mathcal{O}(\kappa^5).$$ (4.33)

From this expansion we can read,

$$Z(1, 2) = \frac{1}{8}, \quad Z(2, 2) = \frac{1}{32\pi^2}, \quad Z(3, 2) = \frac{10 - \pi^2}{512\pi^2},$$ (4.34)

and so on. This agrees with the results obtained in [7]. Note that the coefficients in this power series are polynomials in $1/\pi$ with rational coefficients, as noted in [26, 27]. Our formula (4.29) makes this essentially manifest. Of course, we can push the calculation up to any order in $\kappa$, and we have checked that we reproduce all known values of $Z(N, 2)$.

### 4.2 ABJM with $k = 1$

For $k = 1$, the relevant dictionary is (3.30). The bare modulus $z$ is then related to the fugacity as

$$z = \frac{1}{\kappa^4}.\quad (4.35)$$

A computation similar to the one for $k = 2$ gives

$$\Xi(\mu, 1) = \exp(J(\mu, 1)) \vartheta_3 \left( \frac{\xi}{2}, \frac{7}{24}, \tau \right).$$ (4.36)

Like before, we would like to obtain from this expression a generating functional of the partition functions $Z(N, 1)$. We use again modular invariance and re-express the above result in terms of orbifold quantities. After using some theta functions identities, listed in (B.2), one finds,

$$\Xi(\mu, 1) = \exp \left[ \frac{3\mu}{8} - \frac{3}{4} \log 2 + F_1 + F_{NS}^1 - \frac{1}{4\pi^2} \left( F_0(\lambda) - \lambda \partial_\lambda F_0(\lambda) + \frac{\lambda^2}{2} \partial_\lambda^2 F_0(\lambda) \right) \right]$$

$$\times \left( \vartheta_2 \left( \frac{\xi}{4}, \frac{\tau}{4} \right) + i \vartheta_1 \left( \frac{\xi}{4}, \frac{\tau}{4} \right) \right).$$ (4.37)
All the quantities appearing here are the same ones appearing in the formula (4.29) for $k = 2$, with the only difference that we have to change
\[ \kappa \rightarrow \kappa^2, \]  
(4.38)
due to the relation (4.35). We have the following expansions around $\kappa = 0$,
\begin{align*}
\frac{3\mu}{8} - \frac{3}{4} \log 2 + F_1^{\text{NS}} + J_1 &= -\frac{\log(\kappa)}{8} - \frac{3\log(2)}{4} + \frac{\kappa^6}{32768} + \mathcal{O}(\kappa^{12}), \\
\psi_2 \left( \frac{\xi}{4}, \frac{\tau}{4} \right) + i\psi_1 \left( \frac{\xi}{4}, \frac{\tau}{4} \right) &= \exp \left( \frac{\log(\kappa)}{8} + \frac{3\log(2)}{4} \right) \left( 1 + \frac{\kappa}{4} + \frac{\kappa^2}{16\pi} + \mathcal{O}(\kappa^3) \right), 
\end{align*}
(4.39)
and we see that, as in the case of $k = 2$, all the $\log(\kappa)$ terms cancel (as well as the constant terms.) Note that in this calculation the dictionary relating $z$ to $\kappa$ is given by (4.35). Putting everything together, we find,
\[ \Xi(\mu, 1) = 1 + \frac{\kappa}{4} + \frac{\kappa^2}{16\pi} + \frac{(\pi - 3)\kappa^3}{64\pi} + \frac{(10 - \pi^2)\kappa^4}{1024\pi^2} + \mathcal{O}(\kappa^5), \]  
(4.40)
which reproduces the known results for $Z(N, 1)$ in [26, 27, 7], for the very first $N$ (see (2.10)). Again, we can push the computation up to arbitrary order and reproduce all known $Z(N, 1)$ with the above generating function.

4.3 ABJ with $M = 1$ and $k = 2$

In this case, the modulus $z$ is related to the fugacity by
\[ z = -\frac{1}{\kappa^2}. \]  
(4.41)
The same type of computations we did above leads to the following explicit formula,
\[ \Xi(\mu, 2; 1) = \exp \left( J(\mu, 2; 1) \right) \psi_3 \left( \frac{\xi}{4} - \frac{7}{12}, \frac{\tau}{4} \right). \]  
(4.42)
We can now use modular invariance and standard transformations of the theta functions to write this quantity in the orbifold frame,
\[ \Xi(\mu, 2; 1) = \exp \left[ \frac{\log 2}{2} + J_1 + F_1^{\text{NS}} - \frac{1}{\pi^2} \left( F_0(\lambda) - \lambda \partial_\lambda F_0(\lambda) + \frac{\lambda^2}{2} \partial^2_\lambda F_0(\lambda) \right) \right] \psi_1 \left( \frac{\xi}{4} + \frac{\tau}{4} \right). \]  
(4.43)
The quantities that appear here are the same ones appearing in (4.29), but with the change
\[ \kappa \rightarrow ik. \]  
(4.44)
Like before, there is a cancellation of $\log(\kappa)$ terms between the theta functions and the genus one free energies. We have the following expansions around $\kappa = 0$,
\begin{align*}
J_1 + F_1^{\text{NS}} &= \frac{\log(\kappa)}{4} + \frac{\pi i}{8} + \frac{\kappa^6}{32768} + \mathcal{O}(\kappa^8), \\
\psi_1 \left( \frac{\xi}{4} + \frac{\tau}{4} \right) &= \exp \left( \frac{\log(\kappa)}{4} - \frac{\pi i}{8} - \frac{\log 2}{2} \right) \left( 1 + \frac{\kappa}{4} + \frac{1}{128} \left( 1 - \frac{4}{\pi^2} \right) \kappa^2 + \mathcal{O}(\kappa^3) \right). 
\end{align*}
(4.45)
We then find,
\[
\Xi(\mu, 2; 1) = 1 + \frac{\kappa}{4\pi} + \frac{(\pi^2 - 8) \kappa^2}{128\pi^2} + \frac{(5\pi^2 - 48) \kappa^3}{4608\pi^3} + \frac{(480 - 848\pi^2 + 81\pi^4) \kappa^4}{294912\pi^4} + O(\kappa^5),
\] (4.46)
which agrees with the result obtained in [15, 14] for the very first \( N \). We have checked that the generating function (4.43) reproduces all known values of \( Z(N, 2; 1) \).

5. Exact quantization conditions for the \( \mathcal{N} = 8 \) Fermi gas

In this section, we will consider the spectrum of the integral operator with kernel (2.3), in the maximally supersymmetric \( \mathcal{N} = 8 \) theories. This is just the spectrum of the one-particle Hamiltonian of the ideal Fermi gas of [6]. It was already suspected in [6] that, in the maximally supersymmetric cases, this spectrum could be found in some relatively simple form, and it was speculated that a connection to integrable systems would be instrumental. Moreover, in [11, 16], exact quantization conditions were proposed for the spectrum for arbitrary \( k, M \). We will now show that, indeed, in the \( \mathcal{N} = 8 \) theories, the quantization conditions of [11, 16] simplify drastically and one can write down closed formulae for them. Moreover, we will find an independent derivation of these quantization conditions from the explicit expressions for the grand potential obtained in the previous section.

In [11], exact quantization conditions were conjectured for the ABJM Fermi gas with general \( k \). These conditions take the WKB form
\[
\text{vol}(E; k) = 4\pi^2 k \left( n + \frac{1}{2} \right), \quad n = 0, 1, 2, \ldots,
\] (5.1)
where the quantum volume function \( \text{vol}(E; k) \) splits into a perturbative and a non-perturbative part,
\[
\text{vol}(E; k) = \text{vol}_p(E; k) + \text{vol}_{np}(E; k).
\] (5.2)
In the case of ABJM theory, the perturbative part is given by
\[
\text{vol}_p(E; k) = 8E_{\text{eff}}^2 - \frac{4\pi^2}{3} + \frac{\pi^2 k^2}{6} + 4\pi^2 k \sum_{\ell=1}^\infty \tilde{b}_\ell(k) e^{-2\ell E_{\text{eff}}},
\] (5.3)
where \( E_{\text{eff}} \) is given by the expression (2.30) but with \( \mu \) exchanged by \( E \), and \( \tilde{b}_\ell(k) \) is given by (2.28). The non-perturbative part is given by
\[
\text{vol}_{np}(E; k) = -4\pi k \sum_{m=1}^\infty \sin \left( \frac{4\pi m}{k} \right) (-1)^m d_m(k) e^{-4m E_{\text{eff}}/k},
\] (5.4)
where the coefficients \( d_m(k) \) are expressed in terms of the Gopakumar–Vafa invariants appearing in (2.26),
\[
d_m(k) = \frac{1}{m} \sum_{g \geq 0} \sum_{d|m} d^n \left( 2 \sin \frac{2\pi m}{dk} \right)^{2g-2}.
\] (5.5)
As in the case of the modified grand potential, the perturbative and the non-perturbative contributions have both poles for rational \( k \), but they cancel in the final expression.
We would now like to calculate the quantum volume function in the theories with $\mathcal{N} = 8$ supersymmetry. We will start with the simplest case of ABJM theory with $k = 2$. In that case, we have

$$E_{\text{eff}} = E - \frac{\tilde{\varpi}_1(z)}{2},$$

where we now identify

$$z = e^{-2E}.$$  \hspace{1cm} (5.6)

The finite part of (5.3) as $k \to 2$ is,

$$8E_{\text{eff}}^2 - \frac{2\pi^2}{3},$$

while the non-perturbative part gives

$$-4\partial_t F_{\text{inst}}^0(t) + 8E_{\text{eff}} \partial_t^2 F_{\text{inst}}^0(t),$$

where we have to set $t = 2E_{\text{eff}}$. We can now use the explicit formulae for these quantities in Appendix A, to express the quantum volume in terms of elliptic integrals and Meijer functions. One obtains,

$$\text{vol}(E, 2) = 8\pi K\left(1 + 16e^{-2E}\right) K\left(-16e^{-2E}\right) \left(E + 2e^{-2E} 4F_3\left(1, 1, \frac{3}{2}; \frac{3}{2}, 2, 2; -16e^{-2E}\right)\right)$$

$$- \frac{4}{\pi} G_{3, 3}^3, 3 \left(-16e^{-2E} \left| \frac{1}{2}, \frac{1}{2}, 1 \right| 0, 0, 0 \right),$$

It is easy to check that the expansion of this function at large $E$ reproduces the result in [11]. Using this formula, we can compute the energy levels of the Fermi gas with arbitrary precision. We find, for example, for the ground state energy,

$$E_0 = 2.362377493013963219156...$$

which agrees with a numerical calculation with 20 significant digits.

It turns out that the quantization condition for ABJM with $k = 2$ can be written in a very simple way in terms of the function $\xi$ introduced in (4.4):

$$\xi(E) - \frac{1}{12} = n + \frac{1}{2}, \quad n \geq 0,$$

where we now identify $t = 2E_{\text{eff}}$ and $\mu = E$. What is the significance of this condition? First of all, let us note that the energy levels $E_n$ of the operator $\hat{\rho}$ are closely related to the zeroes of the grand potential, as it is manifest from the product formula (2.12). More precisely, the zeroes occur at the values of the chemical potential given by

$$\mu = E_n \pm \pi i, \quad n \geq 0.$$  \hspace{1cm} (5.13)

From the explicit expression for $\xi$, we find that

$$\xi(E \pm i\pi) = \xi(E) \pm \frac{\tau + 2}{2}.$$  \hspace{1cm} (5.14)

On the other hand, and as it is well known (see for example [57]), the zeros of $\vartheta_3(v, \tau)$ are at

$$v = n + \frac{1}{2} + \left(m - \frac{1}{2}\right) \tau, \quad m, n \in \mathbb{Z}.$$  \hspace{1cm} (5.15)
By using (5.14) we find that the theta function appearing in the explicit expression for the grand potential (4.29) vanishes when \( \mu = E \pm i\pi \) and

\[
\xi(E) - \frac{1}{12} = n + \frac{1}{2} + m\tau, \quad m, n \in \mathbb{Z}.
\] (5.16)

Therefore, the quantization condition (5.12) corresponds to the zeros of the theta function (5.16) in which \( m = 0 \) and \( n \) is non-negative. It is easy to see that the factor \( \exp(J(\mu, 2)) \) in \( \Xi(\mu, 2) \) is regular for \( \mu > 2\log(2) \), so these values of the energy lead indeed to zeros in the grand potential.

What happens to the remaining values of \( m, n? \) We have numerical evidence that, for those values, (5.16) does not have solutions in the complex \( E \) plane. Therefore the only zeroes, of the theta function, as a function of \( \mu \), occur at (5.13). This is as it should be, since it follows from (2.12) that the only possible zeroes of the grand canonical partition function are related to the energy levels by (5.13). It is interesting to note that, by the general theory of Fredholm determinants, (4.29) is an entire function of \( \kappa \), which is not manifest from the explicit expression (at least, it is not manifest to us.)

The argument above amounts essentially to a derivation of the quantization condition of [11] from our explicit calculation of the grand potential. This gives an independent check of the conjecture in [11] in the case \( k = 2 \).

Similar considerations apply to the other ABJ(M) theories with maximal \( \mathcal{N} = 8 \) supersymmetry. For ABJM with \( k = 1 \), we find the following explicit formula for the quantum volume,

\[
\text{Vol}(E, k = 1) = -\pi^2 + 4\pi \frac{K(1 + 16e^{-4E})}{K(-16e^{-4E})} \left( E + e^{-4E} {}_4F_3\left( 1, 1, 3, 3; 2, 2, 2; -16e^{-4E} \right) \right)
\]

\[
- \frac{1}{\pi} G_{3,3}^{3,2} \left( -16e^{-4E} \left| \frac{1}{2}, \frac{1}{2}, 1 \right| 0, 0, 0 \right).
\] (5.17)

This can be written again in terms of (4.4) (but with the appropriate dictionary \( z = e^{-4E} \)),

\[
\xi(E) - \frac{1}{12} = 2n + \frac{3}{2}, \quad n \geq 0.
\] (5.18)

This equation can be also derived by looking at the zeros of the grand potential (4.36). The zeros of the theta function appearing in this expression occur at \( \mu = E + \pi i \), where

\[
\frac{\xi(E)}{2} - \frac{7}{24} = n + \frac{1}{2} + m\tau, \quad n, m \in \mathbb{Z},
\] (5.19)

and we used once more (5.14). We find again that the zeroes with \( m = 0, n \geq 0 \) correspond to the quantization condition (5.18).

Finally, we consider ABJ theory, where a proposal for the exact quantization condition has been written down in [16]. When considering the maximally supersymmetric case with \( M = 1 \), \( k = 2 \), one finds that the quantum volume reads

\[
\text{Vol}(E, k = 2; M = 1) = 8\pi \frac{K(1 - 16e^{-2E})}{K(-16e^{-2E})} \left( E - 2e^{-2E} {}_4F_3\left( 1, 1, 3, 3; 2, 2, 2; 16e^{-2E} \right) \right)
\]

\[
- \frac{4}{\pi} G_{3,3}^{3,2} \left( 16e^{-2E} \left| \frac{1}{2}, \frac{1}{2}, 1 \right| 0, 0, 0 \right).
\] (5.20)
By using the WKB quantization condition
\[
\text{vol}(E,k;M) = 4\pi^2 k \left(n + \frac{1}{2}\right), \quad n = 0, 1, 2, \cdots ,
\]
we find, in the case \(k = 2, M = 1\), the following value for the ground state energy
\[
E_0 \approx 2.8818154299262968\ldots
\]
This agrees with a numerical calculation of the spectrum (and with a less precise, previous calculation in [16]). On the other hand, the quantization condition can be written as
\[
\frac{\xi - \frac{\tau}{4} - \frac{7}{12}}{4} = n + \frac{1}{2}, \quad n = 0, 1, 2, \cdots ,
\]
which corresponds again to a subset of the zeroes of the theta function appearing in (4.42).

As a final comment, note that the partition functions (2.4) and (2.7) can be also regarded as canonical partition functions of classical, interacting one-dimensional gases, with an interacting potential of the form \(-\log(\tanh(x/2))\) [58]. In this context, the zeroes of the grand canonical partition function, which are determined by our exact quantization conditions, are nothing but the Lee–Yang zeros in the fugacity plane. The connection between Lee–Yang zeros and the zeroes of the theta function appearing in the “non-perturbative partition function” was already pointed out in section 4.7 of [52].

6. On the quantum geometry of M-theory

6.1 Precision tests and quantum geometry

Let us now come back to (2.20), which we took as our definition of the modified grand potential. In this definition, the ABJM partition function \(Z(N,k)\) (which is in principle only defined when \(N\) is a positive integer) is obtained as a Laplace transform of \(\exp(J(\mu,k))\). In this paper we have obtained closed formulae for \(J(\mu,k)\) in the maximally supersymmetric case, so we can check with high precision that in these cases the Airy type of integral in the r.h.s. of (2.20) reproduces the known values of \(Z(N,k)\) for \(k = 1, 2\). In this way, we have been able to verify that the modified grand potential conjectured in previous works [6, 7, 8, 10], when specialized to the \(N = 8\) theories, leads to the right values of the partition function with a precision which is in some cases of one part in \(10^{500}\). A useful tool to perform this calculation is that, as already noted in [7], one can expand the integrand in (2.20) as
\[
e^{J(\mu,k)} = e^{J(p)(\mu,k)} \sum_{l=1}^{\infty} e^{-\frac{4l}{k} \mu} \sum_{n=0}^{2l} a_{l,n} \mu^n.
\]
After integration, the expansion in \(\mu\) can translated into derivatives with respect to \(N\), and this leads to the expression
\[
Z(N,k) = \frac{e^{A(k)}}{C(k)^{1/3}} \sum_{l=1}^{\infty} \sum_{n=0}^{2l} a_{l,n} \left(-\frac{\partial}{\partial N}\right)^n \text{Ai} \left(\frac{N + \frac{4l}{k} - B(k)}{C(k)^{1/3}}\right).
\]
Figure 2: The analyticity structure of the genus $g$ free energies leads to two branch cuts in the plane of the 't Hooft coupling, starting at the singularities $\pm \lambda_c$. The circle of radius $|\lambda_c|$ separates two different regions: there is a “short distance phase” for $|\lambda| < |\lambda_c|$, and a “long distance phase” for $|\lambda| > |\lambda_c|$. This can be regarded as an instanton expansion, since the behaviour of the Airy function at large argument suppresses higher order $l$ terms in a similar way. For $k = 2$, we have for example,

$$Z(N, 2) = e^{-\frac{\zeta(3)}{2\pi^2}} \left\{ \pi^{2/3} \text{Ai} \left( \frac{N - 1/4}{\pi^{-2/3}} \right) + \pi^{-4/3} \left( \pi^2 (4N + 7) + 1 \right) \text{Ai} \left( \frac{N + 7/4}{\pi^{-2/3}} \right) \right. $$

$$-2\pi^{-2/3} \text{Ai}' \left( \frac{N + 7/4}{\pi^{-2/3}} \right) \} + O \left( e^{-\frac{2(N + 15/4)^{3/2}}{3}} \right).$$

(6.3)

Of course, this type of considerations can be also made for the maximally supersymmetric ABJ theory with $M = 1$ and $k = 2$.

One natural question which triggered this investigation is the following: the expansion (6.2), which is induced by the instanton expansion of the modified grand potential $J(\mu, k)$, is convergent for large values of $N$. Does it have a finite radius of convergence, i.e. is there a value of $N$ which signals a transition between two different regimes, which we could call a “small distance” regime and a “large distance” regime? Such a distinction between two different regimes can be made in the context of the 't Hooft expansion of $Z(N, k)$, which corresponds to the dual type IIA superstring. In the 't Hooft expansion, the natural quantities are the genus $g$ free energies, which are functions of the 't Hooft parameter $\lambda$. This is in turn related to the radius of the universe $L$ as

$$\left( \frac{L}{\ell_s} \right)^4 \approx \lambda,$$

(6.4)

where $\ell_s$ is the string length. Therefore, $\lambda \approx 1$ corresponds to a stringy size universe. For $\lambda \gg 1$, we should have a geometric description in terms of embedded strings, while for small $\lambda$ the geometric description might break down. Indeed, as it can be seen from the explicit expression (4.25) for the genus zero free energy, there are branch cuts starting at

$$\kappa^2 = -16,$$

(6.5)

which corresponds to critical values of the 't Hooft parameter $\pm \lambda_c$, where [43]

$$\lambda_c = \frac{2iK}{\pi^2},$$

(6.6)
and \( K \) is Catalan’s constant. In the \( \lambda \) plane, the branch cuts are along the imaginary axis and they start at \( \pm \lambda_c \), see Fig. 2. Although the genus \( g \) free energies are smooth functions along the real axis, this non-trivial analytic structure leads to two well-defined regions in the complex \( \lambda \)-plane: a “short distance phase” for \( |\lambda| < |\lambda_c| \), and a “long distance phase” for \( |\lambda| > |\lambda_c| \). These two regions have a physical meaning, since for example the worldsheet instanton expansion of the planar free energy, which is convergent in the “long distance phase,” will no longer converge in the “short distance phase.” At \( |\lambda| = |\lambda_c| \) we then have a breakdown of the geometric description in terms of embedded strings. This picture of the moduli space of \( \lambda \) is very similar to the picture developed for topological string theory in [31] (see [32] for an excellent summary of these developments). The non-trivial analytic structure found at the planar level is replicated in all the genus \( g \) free energies, so we can say that, in this model, one sees two different “phases” in the perturbative genus expansion.

One interesting question is then: how does this non-trivial analytic structure get modified when we go to M-theory, i.e. when we consider \( k \) fixed and we study the dependence on \( N \) of \( Z(N,k) \)? The first issue we have to address is the following: in ABJM theory, \( \lambda \) is necessarily a rational number, since it is the quotient of two integer numbers. However, in the genus \( g \) free energies, one can naturally extend \( \lambda \) to the full complex plane. Therefore, it makes sense to ask what is the analytic structure of the genus \( g \) free energies as a function of this complex variable. In the same way, since \( N \) is quantized, it does not make sense \textit{a priori} to ask about the analytic properties of \( Z(N,k) \) unless we find a way to promote \( N \) to a full complex variable. However, this can be done in a natural way: the expression (2.20) gives \( Z(N,k) \) as a Laplace transform of the modified grand potential. Therefore, we can use this expression to define \( Z(N,k) \) for any complex value of \( N \).

This kind of promotion of a function defined only for positive integers, to a function defined on the complex plane, is similar to the promotion of the factorial to the Gamma function. It also happens in some simple matrix models. For example, the partition function of the Gaussian matrix model, which is defined in principle only for integer \( N \), can be expressed for arbitrary \( N \) in terms of the Barnes function \( G_2(N+1) \) (see for example [59]), therefore it can be extended to any complex \( N \). In our case, what makes it possible to perform this extension is our underlying thermodynamic formalism, and it is easy to verify that this formalism would lead to the standard promotion of the factorial to the Gamma function. To see this, let us consider a simple statistical mechanical model: the classical ideal gas. After redefining the fugacity appropriately, the canonical partition function can be taken to be,

\[
Z(N) = \frac{1}{N!}.
\]

The grand potential is,

\[
\mathcal{J}(\mu) = e^\mu,
\]

and the inversion formula (2.17) reads, in terms of the fugacity (2.14),

\[
Z(N) = \frac{1}{2\pi i} \oint_C \kappa^{-N-1} e^{\kappa} d\kappa,
\]

where \( C \) is a closed contour around the origin. We can now deform \( C \) into a Hankel contour \( \mathcal{H} \) around the negative real axis, and the resulting integral can be used to define \( Z(N) \) for any complex \( N \): indeed, if \( N \) is an integer, we simply recover (6.9) by contour deformation; if \( N \) is not an integer, the integrand of (6.9) has a branch cut around the negative real axis, but since
Figure 3: The analyticity structure of the functions $J(\mu, 2)$ (left) and $J(\mu, 2; 1)$ (right). Both functions are analytic for $\text{Re}(\mu) > 2 \log(2)$ (which is the region to the right of the vertical dashed line), but they have branch cuts when $\text{Re}(\mu) < 2 \log(2)$, indicated here by horizontal dashed lines.

$\mathcal{H}$ is a Hankel contour surrounding the cut, the integral is well defined. The resulting function is nothing but the Hankel representation of the reciprocal Gamma function, i.e.

$$
\frac{1}{2\pi i} \int_{\mathcal{H}} \kappa^{-N-1} e^{\kappa \mu} d\kappa = \frac{1}{\Gamma(N + 1)}.
$$

(6.10)

Therefore, the Statistical Mechanics framework we are using to define $Z(N, k)$ as an entire function would also lead, starting from the inverse factorial, to the inverse of the Gamma function.

Once that $Z(N, k)$ has been defined on the complex plane, we can ask what are its properties: when is it well-defined? Where is it analytic? To answer these questions, we first look at the analytic structure of the function appearing in the integrand, $J(\mu, k)$. This can be understood in detail in the cases with maximal supersymmetry, since in those cases we have completely explicit formulae for the modified grand potential. When $k = 2$, the function $J(\mu, 2)$ is analytic for $\mu > 2 \log(2)$, and it has branch cuts along the semi-infinite lines (see Fig. 3)

$$
\text{Im}(\mu) = \left(\frac{1}{2} + n\right) \pi, \quad n \in \mathbb{Z}, \quad \text{Re}(\mu) < 2 \log(2).
$$

(6.11)

The value $\mu = 2 \log(2)$ signals the radius of convergence for the infinite series of non-perturbative effects entering into $J(\mu, 2)$ (i.e. this series is convergent for $\mu \in (2 \log(2), \infty)$.) For $k = 1$ we have a very similar structure, but the radius of convergence is now $\mu = \log(2)$. Finally, for the ABJ theory with $M = 1$ and $k = 2$, the radius of convergence is again $\mu = 2 \log(2)$, but the branch cuts are now at

$$
\text{Im}(\mu) = n\pi, \quad n \in \mathbb{Z}, \quad \text{Re}(\mu) < 2 \log(2),
$$

(6.12)

as shown in Fig. 3. Therefore, the analytic structure of the modified grand potential is similar to the one we found in the perturbative genus $g$ free energies: a non-trivial branch structure and a finite radius of convergence.

The modified grand potential has in principle no direct physical meaning, and it should be regarded as an auxiliary object to define the partition function $Z(N, k)$ through the integral (2.20). To understand the properties of this integral we first note that the integration contour $\mathcal{C}$ might be deformed so as to lie inside the region of analyticity of $J(\mu, k)$, for $k = 1, 2$, see Fig. 4. By extending a standard result in the theory of Laplace transforms (see for example [60], chapter
Figure 4: The contour of integration $\mathcal{C}$ in (2.20) might be deformed to lie inside the region of analyticity of the modified grand potential, which is the semi-plane to the right of the vertical dashed line.

Figure 5: A plot of the interpolating function $-\log Z(N, 2)$ as a function of real, positive $N$. The dots are the values obtained by evaluating the gauge theory partition function at the positive integers.

10), we conclude that $Z(N, k)$, extended to a function on the complex plane of $N$ by (2.20) is in fact an entire function, for $k = 1, 2$. A similar argument holds of course for ABJ theory with $k = 2, M = 1$.

We conclude that, in the maximally supersymmetric ABJ(M) theories, the partition functions $Z(N, k)$ and $Z(N, 2; 1)$, which are a priori only well defined for positive integer $N$, can be naturally extended to an entire function on the full complex plane. In Fig. 5, we plot $-\log Z(N, 2)$ as a function of $N \geq 0$. The dots are the exact values of $-\log Z(N, 2)$ for integer $N$, as obtained in for example [7]. We have then a natural function interpolating between the values at the positive integers, and extended analytically to the full complex plane. Note that one has $Z(0, k) = 1$, for $k = 1, 2$, which is certainly natural from the point of view of the grand canonical partition function.

Since the partition function, as defined on the full complex plane, is analytic everywhere, we don’t have a natural way to distinguish a short-distance phase from a long-distance phase, since the regime of small $N$ is continuously connected to the regime of large $N$ through the entire function $Z(N, k)$. It is tempting to interpret this result by saying that, as we go to M-theory, we “erase” the non-trivial analytic structure found in the perturbative genus expansion, and
we obtain a much simpler quantum geometry for the target, whose modulus is now simply the complex plane. This is similar to what was found in [35] in the context of minimal strings, where it was shown that the moduli space of a FZZT brane, which has a non-trivial analytic structure in perturbation theory, becomes just the complex plane in the exact theory.

In the case of ABJM theory with general $k$, we don’t have analytic expressions for the modified grand potential. However, one can compute the series of non-perturbative corrections to relatively large order, and evaluate the resulting (approximate) partition function from (2.20). The results we have obtained indicate that, as in the maximally supersymmetric case, the contour $C$ falls inside the region of analyticity of $J(\mu, k)$ and one obtains an entire function $Z(N, k)$ on the full complex plane.

The existence of this interpolating function raises interesting conceptual issues. Clearly, such a continuation is not unique. However, is there any sense in which (2.20) is a preferred choice for this function? Does the existence of this function indicate that we can go beyond the discretization of the geometry, which comes from the realization of the geometry in terms of gauge theory, and therefore seems to be built in the AdS/CFT correspondence?

### 6.2 A de Sitter continuation?

It has been suggested that many results in AdS/CFT can be extended to de Sitter space, by simply performing an analytic continuation of the radius $L \rightarrow iL$ [61]. After this continuation, the partition function of the Euclidean CFT is interpreted as a wavefunction in de Sitter space. In the context of ABJM theory in the M-theory regime (i.e. for $k$ fixed), this continuation corresponds to switching $N \rightarrow -N$, as it follows from the dictionary (1.1). Motivated by recent proposals and calculations along these lines (see [62, 63, 64], for recent examples), and since we now have a natural extension of $Z(N, k)$ to the full complex plane, we can look at the behavior of this partition function for negative $N$. As shown in Fig. 6, one finds an oscillatory function which seems to have zeros at the negative integers (just like $1/\Gamma(N+1)$).

An interesting aspect of the behavior at negative $N$ is the following: the function $Z(N, k)$ is given by a perturbative piece, which is essentially an Airy function, together with an infinite series of corrections coming from non-perturbative effects, as in (6.3). When $N > 0$, these corrections are exponentially suppressed and small. However, for negative $N$, they become important. This is of course due to the fact that they go like $\exp(-\sqrt{N})$, hence they are no longer suppressed for $N < 0$ and lead to oscillatory factors. The resulting behavior is shown in Fig. 6, where we plot both the exact $Z(N, 2)$ and its perturbative piece. The moral of this story is that an approximation which was reasonable for for $N > 0$ (obtained in this case by dropping the contribution of non-perturbative effects) is no longer reasonable once we go to negative $N$. This might be a warning for calculations in which one starts with a truncated answer in Euclidean AdS, which is then continued to de Sitter space: the corrections which have not been kept might become crucial after the analytic continuation. It might be also a warning for the non-perturbative consistency of the continuation of Euclidean AdS results to de Sitter (see [65] for a discussion of related issues.)

### 7. Conclusions

In this paper we have shown that non-perturbative effects in the partition function of ABJ(M) theories simplify drastically in the maximally supersymmetric case. As a consequence, one can write down closed formulae for the grand potential introduced in [6, 7], which encodes the full large $N$ asymptotics. This makes it possible to perform precision tests of the proposals of
Figure 6: Here we show, as a function of $N$, the function $Z(N, 2)$, as well as its perturbative piece, which is essentially an Airy function. For positive $N$, the exact result is well approximated by its perturbative limit. However, when $N$ is negative, the non-perturbative corrections take over and lead to wide fluctuations in $Z(N, 2)$.

[6, 7, 8, 10, 11] and their generalizations to ABJ theory [14, 15, 16]. More surprisingly, we have been able to write explicit formulae for the grand canonical partition functions, which give generating functionals for the partition functions and involve the formalism of [28, 29, 30]. The exact quantization conditions conjectured in [11, 16] have then a a beautiful realization as zeroes of Jacobi theta functions. Clearly, it would be very interesting to understand better these results, to extend them to other models, and/or to derive them rigorously. In particular, it would be interesting to see whether the grand canonical partition function of the $\mathcal{N} = 6$ theories (where no truncation of the free energies to $g = 0, 1$ takes place) can be related to the full formalism of [29, 30], incorporating all the $1/N$ corrections.

We have used our exact results to explore some aspects of the quantum geometry of M-theory. We have seen that the analytic properties found in the M-theory context turn out to be quite different from the ones found in the type IIA superstring. In order to perform this comparison, we promoted the partition function of ABJ(M) theory, which is in principle only defined for discrete values of the rank of the gauge group, to an entire function on the complex plane, and we have speculated with the possibility that its extrapolation to negative $N$ might be related to the physics of de Sitter space, following recent suggestions. The existence of this function also raises interesting conceptual issues touching on the foundations of AdS/CFT: can we define non-perturbative objects in gauge theory for arbitrary values of $N$? Is this definition unique, or is there a natural way to single out a preferred choice? What would be the physical meaning of such definitions? What would be their implications for the short-distance regime of gravity theories? We hope that the exact results presented in this paper will be helpful in future investigations of these issues.
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A. The special geometry of local $\mathbb{P}^1 \times \mathbb{P}^1$

In this Appendix we collect some useful results on the special geometry of local $\mathbb{P}^1 \times \mathbb{P}^1$. A summary can be found in [5, 10].

In principle, the special geometry of local $\mathbb{P}^1 \times \mathbb{P}^1$ involves a moduli space of complex dimension 2, which can be parametrized by the “bare” parameters $z_1, z_2$. In this full two-parameter model, the periods are given by the following formulae (we changed the signs of the bare parameters in [10] in order to obtain the correct formula in ABJM theory with $k = 2$). The $A$-periods are given by

$$\Pi_{A_I}(z) = \log z_I + \tilde{\Pi}_A(z_1, z_2), \quad I = 1, 2,$$

where

$$\tilde{\Pi}_A(z_1, z_2) = 2 \sum_{k,l \geq 0; (k,l) \neq (0,0)} \frac{\Gamma(2k + 2l)}{\Gamma(1 + k)^2 \Gamma(1 + l)^2} (-z_1)^k (-z_2)^l. \quad (A.2)$$

There are two independent $B$-periods, $\Pi_{B_I}(z_1, z_2), I = 1, 2$, which are related by the exchange of $z_1$ and $z_2$,

$$\Pi_{B_I}(z_1, z_2) = \Pi_{B_I}(z_2, z_1). \quad (A.3)$$

The $B_1$ period is given by

$$\Pi_{B_1}(z_1, z_2) = -\frac{1}{8} \left( \log^2 z_1 - 2 \log z_1 \log z_2 - \log^2 z_2 \right) + \frac{1}{2} \log z_2 \tilde{\Pi}_A(z_1, z_2) + \frac{1}{4} \tilde{\Pi}_B(z_1, z_2) \quad (A.4)$$

where

$$\tilde{\Pi}_B(z_1, z_2) = 8 \sum_{k,l \geq 0; (k,l) \neq (0,0)} \frac{\Gamma(2k + 2l)}{\Gamma(1 + k)^2 \Gamma(1 + l)^2} \left( \psi(2k + 2l) - \psi(1 + l) \right) (-z_1)^k (-z_2)^l. \quad (A.5)$$

This determines the standard prepotential by

$$\partial_{t_1} F_0(t_1, t_2) = \Pi_{B_1}(z_1, z_2), \quad (A.6)$$

together with the requirement of symmetry.

The restriction to the diagonal theory $z_1 = z_2$ gives the two periods

$$\varpi_1(z) = \log z + \tilde{\varpi}_1(z),$$

$$\varpi_2(z) = \log^2 (z) + 2 \log z \tilde{\varpi}_1(z) + \tilde{\varpi}_2(z), \quad (A.7)$$

where

$$\tilde{\varpi}_1(z) = \tilde{\Pi}_A(z, z) = \sum_{n \geq 1} \frac{1}{n} \left( \frac{\Gamma \left( \frac{n + \frac{1}{2}}{2} \right)}{\Gamma \left( \frac{n}{2} \right) n!} \right)^2 16^n (-z)^n,$$

$$\tilde{\varpi}_2(z) = \tilde{\Pi}_B(z, z) \quad (A.8)$$

$$= \sum_{n \geq 1} \frac{4}{n} \left( \frac{\Gamma \left( \frac{n + \frac{1}{2}}{2} \right)}{\Gamma \left( \frac{n}{2} \right) n!} \right)^2 16^n \left[ \psi \left( n + \frac{1}{2} \right) - \psi(n + 1) + 2 \log 2 - \frac{1}{2n} \right] (-z)^n.$$
The periods $\varpi_{1,2}(z)$ are the two fundamental solutions to the Picard–Fuchs equation $L\Pi = 0$, where

$$L = \theta^3 - 4z\theta(2\theta + 1)^2. \quad (A.9)$$

They can be written in closed form in terms of special functions. We have,

$$\tilde{\varpi}_1(z) = -4z\text{}_4F_3\left(1, 1, \frac{3}{2}, \frac{3}{2}, 2, 2, 2; -16z\right), \quad (A.10)$$

as well as

$$\tilde{\varpi}_2(z) = -\log^2(z) - \frac{\pi^2}{3} - 2i\pi \log(z) + 8i\pi z\text{}_4F_3\left(1, 1, \frac{3}{2}, \frac{3}{2}, 2, 2, 2; -16z\right) + 8z \log(z) \text{ }_4F_3\left(1, 1, \frac{3}{2}, \frac{3}{2}; 2, 2, 2, -16z\right) + \frac{2}{\pi}C_{3,3}^{3,2}\left(-16z \left| \frac{1}{2}, \frac{1}{2}, 1 \right. \left. \frac{1}{2}, 0, 0, 0 \right. \right), \quad (A.11)$$

which means that

$$\varpi_2(z) = \frac{2}{\pi}G_{3,3}^{3,2}\left(-16z \left| \frac{1}{2}, \frac{1}{2}, 1 \right. \left. \frac{1}{2}, 0, 0, 0 \right. \right) - 2\pi i\varpi_1(z) - \frac{\pi^2}{3}. \quad (A.12)$$

The mirror map is

$$Q = e^{-t} = z \exp(\tilde{\varpi}_1(z)), \quad (A.13)$$

or, equivalently,

$$t = -\varpi_1(z) = -\log z + 4z\text{}_4F_3\left(1, 1, \frac{3}{2}, \frac{3}{2}, 2, 2, 2; -16z\right). \quad (A.14)$$

With our conventions, the genus zero free energy or prepotential of the diagonal theory has the following expansion at large radius,

$$F_0(t) = \frac{t^3}{6} - 2\zeta(3) + 4Q - \frac{9Q^2}{2} + \frac{32Q^3}{27} - \frac{777Q^4}{16} + O(Q^5). \quad (A.15)$$

The derivatives of the periods are hypergeometric functions, which in this case can be expressed in terms of elliptic integrals of the first kind. We have

$$z\frac{d}{dz}\tilde{\varpi}_1(z) = -1 + \frac{2K(-16z)}{\pi}. \quad (A.16)$$

as well as

$$z\frac{d}{dz}G_{3,3}^{3,2}\left(-16z \left| \frac{1}{2}, \frac{1}{2}, 1 \right. \left. \frac{1}{2}, 0, 0, 0 \right. \right) = -2\pi K'(-16z) = -2\pi K(1 + 16z). \quad (A.17)$$

Here, the argument of the elliptic integrals is the squared modulus $k^2$. It follows that

$$\partial_t^2 F_0(t) = \pi \frac{K(1 + 16z)}{K(-16z)} + \pi i. \quad (A.18)$$

Using these and other results in special geometry, one can derive the identity (3.18). This goes as follows. First, we take a derivative of the l.h.s. of (3.18) w.r.t. $t$. This can be expressed in terms of Yukawa couplings (w.r.t. the flat coordinates)

$$\partial_t (\partial_{t_1} - \partial_{t_2})^2 F_0(t_1, t_2)\big|_{t_1=t_2=t} = 2 (C_{t_1 t_2} - C_{t_2 t_1}^{t_1 t_2})\big|_{t_1=t_2=t}. \quad (A.19)$$
In order to compute the r.h.s., we also need the Jacobian of the mirror map \( \frac{\partial z_i}{\partial t_j} \), restricted to the diagonal. It is easy to see, form the explicit expression of the mirror map, that

\[
\begin{align*}
\frac{\partial z_1}{\partial t_1} & = \frac{\partial z_2}{\partial t_2} = \frac{z}{4} \left( 2 + \frac{\pi}{K(-16z)} \right), \\
\frac{\partial z_1}{\partial t_2} & = \frac{\partial z_2}{\partial t_1} = \frac{z}{4} \left( -2 + \frac{\pi}{K(-16z)} \right).
\end{align*}
\]  

By using the explicit expression for the Yukawas presented in for example [5] (and after changing \( z_i \rightarrow -z_i \)), we find, in terms of \( z \),

\[
\partial_t (\partial_{t_1} - \partial_{t_2})^2 F_{0}^{\text{inst}}(t_1, t_2)|_{t_1=t_2=t} = 1 - \frac{\pi}{2K(-16z)},
\]  

and by integrating once w.r.t. \( t \) we obtain (3.18).

In going from the large radius frame to the orbifold frame we have to express the large radius periods in terms of the orbifold periods (4.25). This is done by using the following relations

\[
\begin{align*}
t & = \frac{1}{\pi^2} \partial_\lambda F_0, \\
G_{3,3}^{1,1} & = 4\pi^3 \lambda - i \partial_\lambda F_0.
\end{align*}
\]

\[\text{(B.2)}\]

\[\text{B. Jacobi theta functions}\]

Our conventions for the Jacobi theta functions are as in [57],

\[
\begin{align*}
\varphi_1(v, \tau) & = \sum_{n \in \mathbb{Z}} (-1)^{n+1} \exp \left[ \pi i (n + 1/2)^2 \tau + 2\pi i (n + 1/2) v \right], \\
\varphi_2(v, \tau) & = \sum_{n \in \mathbb{Z}} \exp \left[ \pi i (n + 1/2)^2 \tau + 2\pi i (n + 1/2) v \right], \\
\varphi_3(v, \tau) & = \sum_{n \in \mathbb{Z}} \exp \left[ \pi i n^2 \tau + 2\pi i n v \right], \\
\varphi_4(v, \tau) & = \sum_{n \in \mathbb{Z}} (-1)^n \exp \left[ \pi i n^2 \tau + 2\pi i n v \right].
\end{align*}
\]

They satisfy the following properties,

\[
\begin{align*}
\varphi_3(v, \tau) & = \varphi_3(2v, 4\tau) + \varphi_2(2v, 4\tau), \\
\varphi_3(v, \tau) & = \varphi_4(v + 1/2, \tau), \\
\varphi_2(v, \tau) & = \varphi_1(v + 1/2, \tau),
\end{align*}
\]  

and they transform under an \( S \)-transformation as,

\[
\begin{align*}
\varphi_3(v, \tau) & = \frac{1}{\alpha} \varphi_3(v/\tau, -1/\tau), \\
\varphi_4(v, \tau) & = \frac{1}{\alpha} \varphi_2(v/\tau, -1/\tau), \\
\varphi_1(v, \tau) & = \frac{i}{\alpha} \varphi_1(v/\tau, -1/\tau),
\end{align*}
\]  

\[\text{(B.3)}\]
where
\[ \alpha = (-i\tau)^{1/2} e^{\pi i v^2 / \tau}. \] (B.4)
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