GENERIC VARIABLES INACYCLIC CLUSTER ALGEBRAS
AND BASES IN AFFINE CLUSTER ALGEBRAS

G. DUPONT

Abstract. Let $Q$ be a finite quiver without oriented cycles and $\mathcal{A}(Q)$ be
the coefficient-free cluster algebra with initial seed $(Q, u)$. Using the Caldero-
Chapoton map, we introduce and investigate a family of generic variables in
$\mathbb{Z}[u^{\pm 1}]$ containing the cluster monomials of $\mathcal{A}(Q)$. The aim of these generic
variables is to give an explicit new method for constructing $\mathbb{Z}$-bases in the
cluster algebra $\mathcal{A}(Q)$.

If $Q$ is an affine quiver with minimal imaginary root $\delta$, we investigate differ-
ences between cluster characters associated to indecomposable representations
of dimension vector $\delta$. We define the notion of difference property which gives
an explicit description of these differences. We prove in particular that this
property holds for quivers of affine type $\tilde{A}$. When $Q$ satisfies the difference
property, we prove that generic variables span the cluster algebra $\mathcal{A}(Q)$. If
$\mathcal{A}(Q)$ satisfies some gradability condition, we prove that generic variables are
linearly independent over $\mathbb{Z}$ in $\mathcal{A}(Q)$. In particular, this implies that generic
variables form a $\mathbb{Z}$-basis in a cluster algebra associated to an affine quiver of
type $\tilde{A}$.
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Introduction

Cluster algebras were introduced by Fomin and Zelevinsky in a series of papers
[FZ02, FZ03, BFZ05, FZ07] in order to design a general framework for understanding
total positivity in algebraic groups and canonical bases in quantum groups.
They turned out to be related to various subjects in mathematics like combinatorics,
Lie theory, representation theory, Teichmüller theory and many other topics.

A cluster algebra is a commutative algebra generated by indeterminates over $\mathbb{Q}$
called cluster variables. They are gathered into sets of fixed cardinality called
clusters. The initial data for constructing a (symmetric coefficient-free) cluster
algebra is a seed, that is, a pair $(B, u)$ where $B \in M_q(\mathbb{Z})$ is an anti-symmetric
matrix and $u = (u_1, \ldots, u_q)$ is a $q$-tuple of indeterminates over $\mathbb{Q}$. The cluster
variables are defined inductively by a process called mutation. The cluster algebra
associated to a seed $(B, u)$ is denoted by $\mathcal{A}(B)$, it is a $\mathbb{Z}$-subalgebra of the ring
$\mathbb{Z}[u_1^{\pm 1}, \ldots, u_q^{\pm 1}]$ of Laurent polynomials in $u$. 
Viewing anti-symmetric matrices as incidence matrices of quivers, it is possible to define the cluster algebra $A(Q)$ from a seed $(Q, u)$ where $Q$ is a quiver. Namely, $A(Q)$ is the cluster algebra with initial seed $(B, u)$ where $B$ is the incidence matrix of $Q$. If $Q$ contains no oriented cycles, it is called acyclic and $A(Q)$ is called an acyclic cluster algebra. Initiated in [MRZ03], formally defined in [BMR+06] and later developed in various papers (see [BMR07, BMR08, BMR09, CCS06a, CCS06b, CC06, CK08, CK06] for example), the cluster category of an acyclic quiver $Q$ gives a fruitful categorification of an acyclic cluster algebra $A(Q)$. Another categorification, using preprojective algebras is developed independently by Geiss, Leclerc and Schröer (see [GLS05, GLS07, GLS08] for example). For a wide overview concerning categorifications of acyclic cluster algebras, one can refer to [Kel08].

The investigation of $\mathbb{Z}$-bases in cluster algebras, whether it is very fundamental in the theory, is still widely open. A first idea would be to consider particular monomials in cluster variables in order to constitute a $\mathbb{Z}$-basis of $A(Q)$. A privileged choice is given by the cluster monomials, that is, monomials in cluster variables taken in a same cluster. It is proved in [CK08] (see also [SZ04] for rank two) that cluster monomials constitute indeed a basis if $Q$ is a Dynkin quiver.

In [SZ04], the authors investigated all cluster algebras associated to matrices of rank 2 of Dynkin or affine type. It turned out that if the matrix $B$ is not of Dynkin type, the cluster monomials are not enough to generate $A(B)$ as a $\mathbb{Z}$-module and one has to had somehow an “imaginary” part to the set of cluster monomials. For these cluster algebras of rank 2, they managed to obtain a $\mathbb{Z}$-basis called canonical basis, characterized by a certain positivity property. Nevertheless, at this time there are no similar results for cluster algebras of higher ranks.

Later, in [CZ06], Caldero and Zelevinsky investigated another basis arising naturally from the representation theory of the quiver $Q$ when $Q$ is the Kronecker quiver. They called it the semicanonical basis of $A(Q)$. It has no longer the positivity property of the canonical basis but it appeared to us that the definition of Caldero-Zelevinsky’s basis, using the AR-quiver approach to cluster variables, could be generalized (see also [Cer08] for results concerning rank three cluster algebras).

In [GLS08], the authors give a very general definition of bases in cluster algebras using Lusztig’s dual semicanonical basis. Their methods consist in realizing certain cluster algebras as subalgebras of the graded dual of the enveloping algebra $U(n)$ where $n$ is the maximal nilpotent subalgebra of the Lie-Kac-Moody algebra $g$ associated to $Q$. Specializing coefficients, they construct a basis in the acyclic cluster algebra $A(Q)$ using the dual $S^*$ of Lusztig’s semicanonical basis. By definition, the elements of $S^*$ are generic constructible functions parametrized by irreducible components of the nilpotent varieties of modules over the preprojective algebra.

The idea of this article is to define generic values in an acyclic cluster algebra, giving an analogue in the context of cluster categories to the generic functions of Lusztig’s dual semicanonical basis. This enables to carry out the methods used in [CK08] for Dynkin quivers to quivers of affine types in order to define a $\mathbb{Z}$-basis. The interest of this method is that it provides a completely explicit realization of the generic values in an acyclic cluster algebra.

The main tool for constructing these generic variables is the so-called Caldero-Chapoton map. Introduced in [CC06], the Caldero-Chapoton map is an explicit map from the set of objects in the cluster category $C_Q$ to the ring of Laurent polynomials in $u$ containing the acyclic cluster algebra $A(Q)$. Among various interesting properties, the Caldero-Chapoton map turns out to be a constructible function, admitting generic values. It turns out that cluster monomials naturally appear as generic values. Regarding the works of Geiss, Leclerc and Schröer, it is reasonable...
to think that generic values for the Caldero-Chapoton map form a good candidate for being a \( \mathbb{Z} \)-basis in the considered cluster algebra. The article is devoted to prove that this is indeed the case when \( Q \) is an affine quiver satisfying a property called \textit{difference property}. In particular, this proves that generic variables form indeed a \( \mathbb{Z} \)-basis when \( Q \) is a quiver of affine type \( \tilde{A} \).

Because of the similarity with Lusztig’s dual semicanonical basis, it seemed to be relevant to call our basis the \textit{semicanonical basis} of the cluster algebra. However, this might look a bit confusing because, even if the terminology is the same, our semicanonical basis does not coincide with Caldero-Zelevinsky’s semicanonical basis explicited in [CZ06] for the Kronecker quiver. We will investigate in subsection 5.2 the differences between known bases in this case. We will prove in particular that the Caldero-Zelevinsky’s basis, the canonical basis and the semicanonical basis can be obtained from each other only by a locally unipotent base change.

The article is organized as follows. Section 1 presents the used material and the main results of this paper. In section 2, we give the essential background concerning cluster categories and cluster algebras associated to affine quivers. Section 3 is the heart of our study. We introduce the so-called \textit{generic variables} and study some of their properties for acyclic quivers. We then investigate their properties for affine quivers and prove that they form a generating set in cluster algebras \( \mathcal{A}(Q) \) associated to affine quivers \( Q \) satisfying a certain \textit{difference property}. In section 4, we prove that the Caldero-Chapoton map is compatible with Zhu’s extended BGP-reflection-functors. Considering interactions of reflection functors and generic bases, this allows to prove that under some gradability condition on \( \mathcal{A}(Q) \), generic variables are linearly independent in \( \mathcal{A}(Q) \). In section 5, we give explicit computations of generic variables for Dynkin quivers and affine quivers of rank lesser than four. Finally in section 6, we give some conjectures and questions.

1. Background and main results

In this article, \( k \) denotes the field \( \mathbb{C} \) of complex numbers.

1.1. The cluster category. Let \( Q \) be a quiver, we denote by \( Q_0 \) the set of vertices, \( Q_1 \) the set of arrows and for any arrow \( \alpha : i \to j \) we denote by \( s(\alpha) = i \) the source of \( \alpha \) and by \( t(\alpha) = j \) the tail of \( \alpha \). All the considered quivers will be connected (the underlying diagram is connected) and finite (\( Q_0 \) and \( Q_1 \) are finite sets). A quiver \( Q \) is called \textit{acyclic} if \( Q \) does not contain any oriented cycle.

Let \( Q \) be an acyclic quiver, \( \Phi(Q) \) its root system, \( \Phi_{\geq 0}(Q) \) its positive root system and \( \Pi(Q) = \{\alpha_i, i \in Q_0\} \) the set of simple roots of \( Q \). As usual, we write

\[
\Phi_{\geq -1}(Q) = \Phi_{\geq 0}(Q) \cup -\Pi(Q)
\]

the set of \textit{almost positive roots}. We will denote by \( (\cdot, \cdot) \) the Tits form of \( Q \). We identify the root lattice with \( \mathbb{Z}^{Q_0} \) by sending \( \alpha_i \) to the \( i \)-th vector of the canonical basis of \( \mathbb{Z}^{Q_0} \).

Let \( \text{rep}(Q) \) denote the category of finite dimensional representations of \( Q \). If \( M \) is a representation of \( Q \), then for any \( i \in Q_0 \), \( M(i) \) denotes the underlying vector space at vertex \( i \) and for any \( \alpha : i \to j \in Q_1 \), \( M(\alpha) : M(i) \to M(j) \) denotes the corresponding linear map. The \textit{dimension vector} of \( M \) is the element in \( \mathbb{N}^{Q_0} \) defined by

\[
\dim M = (\dim M(i))_{i \in Q_0}.
\]

Let \( kQ \) be the path algebra over \( Q \) and \( kQ\text{-mod} \) be the category of finite dimensional left-\( kQ \)-modules. It is known that \( kQ\text{-mod} \) is equivalent to the category \( \text{rep}(Q) \), we will then often abuse the terminology by identifying modules and representations. For any vertex \( i \in Q_0 \), we denote by \( S_i \) the simple module associated to \( i \), by \( P_i \) its projective cover and by \( I_i \) its injective hull.
For any dimension vector $d$, $\text{rep}(Q,d)$ denotes the set of representations of $Q$ with dimension vector $d$. This is an affine variety isomorphic to

$$\text{rep}(Q,d) = \prod_{\alpha \in Q_1} k^{d_{\alpha}(\alpha)} \times k^{d_{\alpha}(\alpha)}.$$ 

In particular $\text{rep}(Q,d)$ is an irreducible variety. The algebraic group

$$G_d = \prod_{i \in Q_0} GL(k_i,d_i)$$

acts on $\text{rep}(Q,d)$ and the $G_d$ orbits coincide with the isoclass of $kQ$-modules.

The Grothendieck group $K_0(kQ)$ of $kQ$-mod is the free abelian group over the isoclasses of $kQ$-modules modulo the relations $X + Y = E$ for any short exact sequence $0 \to X \to E \to Y \to 0$. The dimension vector $\text{dim}$ induces an isomorphism of abelian groups

$$\text{dim} : K_0(kQ) \simto \mathbb{Z}^{Q_0}$$

sends the isoclass of the simple module $S_i$ to the simple root $\alpha_i$ for any $i \in Q_0$.

As $kQ$ is hereditary, the Euler form on $kQ$-mod is given by

$$\langle M, N \rangle = \dim \text{Hom}_{kQ}(M,N) - \dim \text{Ext}^{1}_{kQ}(M,N).$$

It is well defined on the Grothendieck group and for any two $kQ$-modules $M,N$, we have

$$\langle \text{dim} M, \text{dim} N \rangle = \langle \text{dim} M, \text{dim} N \rangle.$$ 

We denote by $\tau$ the Auslander-Reiten translation on $kQ$-mod. An indecomposable module will be called preprojective if it is in the $\tau$-orbit of a projective module. It will be called preinjective if it is in the $\tau$-orbit of an injective module. It will be called regular if it is neither preprojective nor preinjective. An arbitrary module is called preprojective (resp. preinjective, regular) if all its indecomposable direct summands are preprojective (resp. preinjective, regular). We denote by $\mathcal{P}(Q)$ (resp. $\mathcal{I}(Q), \mathcal{R}(Q)$) the full subcategory of preprojective (resp. preinjective, regular) modules. If there is no possible confusion, we will omit the reference to $Q$.

We denote by $D^b(kQ)$ the bounded derived category of $kQ$-mod with translation $\tau$ and shift functor $[1]$. A complex concentrated in degree zero will still be called a module. $D^b(kQ)$ is a triangulated category and the functor $G = \tau^{-1}[1]$ is an auto-equivalence of $D^b(kQ)$. The orbit category $\mathcal{C}_Q = D^b(kQ)/G$, introduced in [BMR+06], is called the cluster category of $Q$. It is proved in [Kel05] that $\mathcal{C}_Q$ is a triangulated category and that the canonical functor $D^b(kQ) \to \mathcal{C}_Q$ is a triangle functor. The image of an object $M$ in $D^b(kQ)$ under this canonical functor will still be denoted by $M$.

The cluster category $\mathcal{C}_Q$ is a $k$-linear Krull-Schmidt category whose indecomposable objects are indecomposable modules and shifts of indecomposable projective modules. Namely, if we denote by $\text{ind}-\mathcal{K}$ the family of indecomposable objects in a Krull-Schmidt category $\mathcal{K}$, we have:

$$\text{ind-}\mathcal{C}_Q = \text{ind-}kQ-\text{mod} \sqcup \{ P_i[1] : i \in Q_0 \}$$

Every object $M$ in $\mathcal{C}_Q$ has thus an unique decomposition $M = M_0 \oplus P_M[1]$ where $M_0$ is a module and $P_M$ is a projective module. The homological functor $H^0 = \text{Hom}_{\mathcal{C}_Q}(kQ,-) : \mathcal{C}_Q \to kQ$-mod allows to recover the module part of an object $M \in \mathcal{C}_Q$. Thus, we will always write

$$M = H^0(M) \oplus P_M[1]$$

the decomposition of an object in $\mathcal{C}_Q$ into a direct sum of a module and the shift of a projective module.
The cluster category $C_Q$ is a 2-Calabi-Yau category, it means that for any two objects $M, N \in C_Q$, there is a duality

$$\text{Ext}^1_{C_Q}(M, N) \simeq D\text{Ext}^1_{C_Q}(N, M)$$

where $D = \text{Hom}_k(-, k)$ is the standard duality. Moreover, if $M$ and $N$ are modules, there is a precise description:

$$\text{Ext}^1_{C_Q}(M, N) = \text{Ext}^1_{C_Q}(M, N) \oplus D\text{Ext}^1_{C_Q}(N, M)$$

In the Auslander-Reiten quiver of a cluster category, indecomposable preprojective and indecomposable injective are in the same component. This component is called transjective and is denoted by $\mathcal{P}I(Q)$.

### 1.2. Affine quivers.

An affine quiver is an acyclic quiver whose underlying diagram in an extended Dynkin diagram. The representation theory of such quivers is deeply studied and the reader can for example refer to [DR76, Rin84, CB92]. We recall some useful background concerning representation theory of affine quivers.

In this subsection we always assume that $Q$ is an affine quiver.

We set

$$\Phi^e(Q) = \{ \alpha \in \Phi(Q) : (\alpha, \alpha) = 1 \}$$

and

$$\Phi^r(Q) = \Phi^e(Q) \cap \Phi_{\geq 0}(Q)$$

the sets of real roots and positive real roots,

$$\Phi^i(Q) = \{ \alpha \in \Phi(Q) : (\alpha, \alpha) = 0 \}$$

and

$$\Phi^i_0(Q) = \Phi^i(Q) \cap \Phi_{\geq 0}(Q).$$

the sets of imaginary roots and positive imaginary roots. It is known that we have the following decomposition:

$$\Phi(Q) = \Phi^r(Q) \cup \Phi^i(Q)$$

and

$$\Phi_{\geq 0}(Q) = \Phi^r_0(Q) \cup \Phi^i_0(Q).$$

Moreover, there exists an unique positive imaginary root $\delta$ such that

$$\Phi^i(Q) = \mathbb{Z}\delta$$

and this root $\delta$ is called the minimal imaginary root of $Q$. Note that $\delta$ is a sincere root, it means that $\delta_i \neq 0$ for every $i \in Q_0$.

A positive root $\alpha$ is called a Schur root if there exists a (necessarily indecomposable) representation $M \in \text{rep}(Q, \alpha)$ such that $\text{End}_k(M) \simeq k$. Such a representation is called a Schur representation. According to Kac’s theorem, there exists an indecomposable representation in $\text{rep}(Q, \alpha)$ if and only if $\alpha$ is a positive root. Moreover, if $\alpha$ is a real root, there exists an unique indecomposable representation of dimension vector $\alpha$. If in addition $\alpha$ is a Schur root, then $M$ is rigid, that is, $\text{Ext}^1_k(M, M) = 0$. If $\alpha$ is a positive imaginary root, then, the set of indecomposable representations of dimension vector $\alpha$ is a $\mathbb{P}^1(k)$-family of pairwise non-isomorphic representations. In particular $\text{rep}(Q, \alpha)$ (and thus $\text{rep}(Q)$) contains infinitely many non-isomorphic indecomposable objects.

The existence of a minimal imaginary root provides a very useful linear form $\partial : \mathbb{Z}^{Q_0} \rightarrow \mathbb{Z}$ called defect form. This form is defined by

$$\partial_\alpha = (\delta, \alpha)$$

for any $\alpha \in \mathbb{Z}^{Q_0}$. As the Euler-form is well defined on the Grothendieck group, for any $M$ in $\text{rep}(Q)$, we define the defect of $M$ as

$$\partial_M = (\delta, \text{dim} M).$$

The defect allows to characterize whether an indecomposable module is preprojective, preinjective or regular. Namely if $M$ is an indecomposable module, then $M$ is preprojective if and only if $\partial_M < 0$, $M$ is preinjective if $\partial_M > 0$ and $M$ is regular if $\partial_M = 0$.

We denote by $c : K_0(kQ) \rightarrow K_0(kQ)$ the Coxeter transformation on $K_0(kQ)$, that is, the $\mathbb{Z}$-linear transformation induced by the translation on the Grothendieck
group. For any $\alpha, \beta \in \mathbb{Z}^{Q_0}$, we have $\langle \alpha, \beta \rangle = -\langle \beta, c(\alpha) \rangle$. In particular as $c(\delta) = \delta$, we get
\[
\langle \alpha, \delta \rangle = -\langle \delta, \alpha \rangle
\]
for any $\alpha \in \mathbb{Z}^{Q_0}$.

A tube $T$ is a category isomorphic to the mesh category of the stable translation quiver $\mathbb{A}_\infty / (\tau^p)$ where $p \geq 1$ is an integer called rank of $T$. A tube will be called homogeneous if it has rank 1 and it will be called exceptional if it is not homogeneous. Abusing the terminology, a quiver of the form $\mathbb{A}_\infty / (\tau^p)$ will also be called a tube. It is known that the regular components of the AR quiver of $Q$ form a $\mathbb{P}^1$-family of tubes. At most three of the tubes are exceptional. The tubular type of $Q$ is the set of ranks of exceptional tubes. For any $\lambda \in \mathbb{P}^1$, we denote by $T_\lambda(Q)$ the corresponding tube in the AR-quiver of $Q$. We denote by $\mathbb{P}^1_0(Q)$ the set of $\lambda \in \mathbb{P}^1$ such that $T_\lambda$ is homogeneous. If there is no possible confusion, the reference to $Q$ will be omitted.

For a Dynkin quiver $Q$, one can define an ordering on the indecomposable objects in $kQ$-mod with respect to the existence of a morphism from an object to another. For affine quivers such an ordering does not exist. Nevertheless, there is still a result of ordering with respect to the components. If $P \in \mathcal{P}(Q)$, $I \in \mathcal{I}(Q)$ and $R \in \mathcal{R}(Q)$, then
\[
\text{Hom}_{kQ}(R, P) \simeq \text{Hom}_{kQ}(I, R) \simeq \text{Hom}_{kQ}(I, P) = 0,
\]
and
\[
\text{Ext}^1_{kQ}(P, R) \simeq \text{Ext}^1_{kQ}(R, I) \simeq \text{Ext}^1_{kQ}(P, I) = 0.
\]
If $M$ and $N$ are two regular indecomposable modules in different tubes, then
\[
\text{Hom}_{kQ}(M, N) = 0 \text{ and } \text{Ext}^1_{kQ}(M, N) = 0.
\]

Every tube $T$ is a uniserial abelian category closed under extensions, kernels and cokernels. A regular module $M$ in a tube $T$ is called quasi-simple if it does not contain any proper submodule in $T$. In particular, if $M$ is quasi-simple, then it contains no proper regular submodule (these modules are sometimes called regular simple in the literature). The quasi-composition series of an indecomposable regular module $M$ is a sequence
\[
0 = M_0 \subset M_1 \subset \cdots \subset M_r = M
\]
such that each $M_i$ is regular and $M_i/M_{i-1}$ is a quasi-simple module. Such a quasi-composition series is unique. The quasi-length $q.l(M)$ of $M$ is the integer $r$, the quasi-socle $q.soc(M)$ of $M$ is $M_1$ and the quasi-radical $q.rad(M)$ of $M$ is $M_{r-1}$.

Note that the $\tau$-orbit of any projective or injective module is infinite. The situation is pictured in figure 1.3

1.3. The Caldero-Chapoton map. We now return to the case where $Q$ is an arbitrary acyclic quiver. We denote by $\mathcal{A}(Q)$ the coefficient free cluster algebra with initial seed $(Q, \mathbf{u})$ where $\mathbf{u} = (u_i, i \in Q_0)$ is a set of indeterminates over $\mathbb{Q}$. It has already been mentioned that the cluster category is a fruitful categorification for the cluster algebra $\mathcal{A}(Q)$. A central object for the ‘decategorification’ in this framework is the so-called Caldero-Chapoton map introduced in [CC06].

Fix $M$ a $kQ$-module and $\mathbf{e}$ a dimension vector, the quiver grassmannian of $M$ of dimension $\mathbf{e}$ is the set
\[
\text{Gr}_e(M) = \{ N \in \text{rep}(Q, \mathbf{e}) : N \text{ is a subrepresentation of } M \}.
\]
This is a closed subset of the standard vector space grassmannian and it is thus a projective variety. We can in particular define its Euler-Poincaré characteristic $\chi(\text{Gr}_e(M))$ with respect to the étale cohomology with compact support. These varieties are of great interest, it is for example proved in [CR08] that $\chi(\text{Gr}_e(M)) > 0$. 
Definition 1.1. The Caldero-Chapoton map of an acyclic quiver $Q$ is the map $X_Q^\mathcal{C}$ defined from the set of objects in $\mathcal{C}_Q$ to the ring of Laurent polynomials in the indeterminates $\{u_i, i \in Q_0\}$ by:

1. If $M$ is an indecomposable $kQ$-module, then
   
   \[ X_Q^\mathcal{C} M = \sum_{v} \chi(\text{Gr}_v(M)) \prod_{i \in Q_0} u_i^{-\langle v, \alpha_i \rangle - \langle \alpha_i, \dim M - v \rangle} \]

2. If $M = P_i[1]$ is the shift of the projective module associated to $i \in Q_0$, then
   
   \[ X_Q^\mathcal{C} M = u_i \]

3. For any two objects $M, N$ of $\mathcal{C}_Q$,
   
   \[ X_Q^\mathcal{C} M \oplus N = X_Q^\mathcal{C} M \cdot X_Q^\mathcal{C} N \]

For any object $M$ in the cluster category $\mathcal{C}_Q$, $X_Q^\mathcal{C} M$ will be called the generalized variable associated to $M$. If there is no possible confusion, we will omit the reference to $Q$.

Note that the Caldero-Chapoton map satisfies equality (11) for every $kQ$-module $M$ (see [CC06]). If there is no possible confusion, we will simply write $X_M$ for $X_Q^\mathcal{C} M$.

We extend the dimension vector to the objects in the cluster category by setting for any $i \in Q_0$, $\dim P_i[1] = -\alpha_i$ and if $M = \bigoplus_i M_i$ is a decomposition into
indecomposable objects, we set
\[ \dim M = \sum_i \dim M_i. \]

Considering a Laurent polynomial \( F = P(u)/\prod_{i \in Q_0} u_i^{d_i} \) such that \( P(u) \) is not divisible by any \( u_i \), we define the denominator vector \( \delta(F) \) of \( F \) as the tuple \( d = (d_i)_{i \in Q_0} \). The following theorem will be referred to as the denominators theorem:

**Theorem 1.2** ([CK08]). Fix a quiver \( Q \). Then for any object \( M \) in \( C_Q \), the denominator vector of \( X_M^Q \) is \( \dim M \).

The central role of the Caldero-Chapoton map in the ‘decategorification’ is that it allows to realize cluster variables as generalized variables associated to indecomposable rigid objects. Namely, the result is:

**Theorem 1.3** ([CK06]). Let \( Q \) be an acyclic quiver. Then
\[ \text{Cl}(Q) = \{ M \in \text{Ob}(C_Q) : M \text{ is indecomposable and rigid} \}, \]
where \( \text{Cl}(Q) \) denotes the set of cluster variables in \( A(Q) \).

In [CK08], it turned out that using the properties of the Caldero-Chapoton map, one is able to prove that the set of cluster monomials is a \( \mathbb{Z} \)-basis of the \( \mathbb{Z} \)-module \( A(Q) \) when \( Q \) is a Dynkin quiver. According to theorem 1.3, an equivalent way to state this result is:

**Theorem 1.4** ([CK08]). Let \( Q \) be a quiver of Dynkin type. Then the set
\[ \{ X_M : M \text{ is rigid in } C_Q \} \]
is a \( \mathbb{Z} \)-basis of the \( \mathbb{Z} \)-module \( A(Q) \).

1.4. Main results. The aim of this article is to give a generalization of theorem 1.4 when \( Q \) is a quiver of affine type. It already appeared in [SZ04, CZ06] that if \( Q \) is not of Dynkin type, then in general, the cluster monomials do not form a generating family of the \( \mathbb{Z} \)-module \( A(Q) \). This should be a special case of a general phenomenon for quivers of infinite representation type (see also [Lec03]).

For our purpose, we will define a generalization of the notion of cluster monomial. By theorem 1.3, cluster monomials correspond to generalized variables associated to rigid objects. It is known that the \( G_d \)-orbit of a rigid object \( M \in \text{rep}(Q, d) \) is open dense in \( \text{rep}(Q, d) \). As the Caldero-Chapoton map on \( \text{rep}(Q, d) \) is \( G_d \) invariant, cluster monomials can be viewed as values of the Caldero-Chapoton map on a dense open subset of \( \text{rep}(Q, d) \). The following result, which is a corollary of lemma 3.1, will generalize the notion of cluster monomial with respect to this property.

**Corollary 3.3**. Fix an acyclic quiver and \( d \) a dimension vector. Then there exists a dense open subset \( U_d \subset \text{rep}(Q, d) \) such that the Caldero-Chapoton map is constant over \( U_d \). Moreover, if \( U'_d \) is another such open subset, the values of the Caldero-Chapoton map are the same on \( U_d \) and \( U'_d \).

If \( d \in \mathbb{N}^{Q_0} \), we write \( X_d \) the value of the Caldero-Chapoton map on \( U_d \). For \( d \in \mathbb{Z}^{Q_0} \), we write \( [d]_+ = (\max(d_i, 0))_{i \in Q_0} \) and we set
\[ X_d = X_{[d]_+} \prod_{d_i < 0} u_i^{-d_i}, \]
the generic variable of dimension \( d \). The following lemma states that generic variables generalize cluster monomials:
Lemma 3.10. Let $Q$ be an acyclic quiver, fix $x$ a cluster monomial with denominator vector $\delta(x)$. Then

$$x = X_{\delta(x)}.$$

Equivalently, if $M$ is a rigid object in $C_Q$, we have

$$X_M = X_{\dim M}.$$

We set

$$B'(Q) = \{ X_d : d \in \mathbb{Z}^{Q_0} \}$$

to be the set of all generic variables. We can explicitly describe the generic variables for an affine quiver. If $E$ is a set of objects in $C_Q$, we denote by $\text{add}_E$ its additive closure, that is, the full subcategory of $C_Q$ whose objects are direct sums of direct summands of objects in $E$. The result is the following:

Proposition 3.18. Let $Q$ be an affine quiver and $d \in \mathbb{Z}^{Q_0}$, denote by $E$ a set of representatives of isoclasses of regular modules $M$. Then

$$B'(Q) = \{ \text{cluster monomials} \} \cup \left\{ X_{M^{(n)}_\lambda} \oplus E : E \in \text{add} E \text{ is rigid, } n \geq 1 \right\}$$

where $M_\lambda$ is any quasi-simple in a homogeneous tube.

We will prove several results for cluster algebras of affine types. The following first result is expected whereas the second one is very surprising. It gives very nice relations between generalized variables associated to indecomposable modules having the same dimension vectors for a cluster algebra of affine type $\tilde{A}$. For any $\lambda, \mu \in \mathbb{P}_0^1$, we denote by $M_\lambda$ the unique indecomposable module of dimension $\delta$ belonging to the homogeneous tube $T_\lambda$ and by $M_\lambda^{(n)}$ the unique indecomposable regular module of quasi-length $n$ and quasi-socle $M_\lambda$. For any quasi-simple module $E$ in an exceptional tube, we write $M_E$ the unique indecomposable module of dimension $\delta$ with quasi-socle $E$.

Lemma 3.14. Let $Q$ be a quiver of affine type. Then for any $\lambda, \mu \in \mathbb{P}_0^1$ and any $n \geq 1$, we have

$$X_{M^{(n)}_\lambda} = X_{M^{(n)}_\mu}.$$

Theorem 3.25. Fix $Q$ a quiver of affine type $\tilde{A}$, $E$ a regular simple module in an exceptional tube, $\lambda \in \mathbb{P}_0^1$, then

$$X_{M_E} = X_{M_\lambda} + X_{\text{rad} M_E}.$$

We say that an affine quiver $Q$ satisfies the difference property if it satisfies the above theorem. The main result of this article is the following theorem:

Theorem 4.21. Let $Q$ be an affine quiver such that every quiver reflection-equivalent to $Q$ satisfies the difference property. Then $B'(Q)$ is a $\mathbb{Z}$-basis for the $\mathbb{Z}$-module $\mathcal{A}(Q)$ called the semicanonical basis of $\mathcal{A}(Q)$.

It proves in particular that generic variables form a $\mathbb{Z}$-basis in an affine cluster algebra of type $\tilde{A}$.

In subsection 4.1 we will study the interaction between Zhu’s extended BGP-reflection functors and the Caldero-Chapoton map. For terminology, the reader can refer to subsection 3.1. An important result is the following:

Proposition 4.6. Let $Q$ be an affine quiver with at least three vertices. Let $i$ be a sink in $Q_0$. Assume that $Q$ and $\sigma_i Q$ satisfy the difference property. Denote by $\Phi_i : \mathcal{A}(Q) \to \mathcal{A}(\sigma_i Q)$ the canonical isomorphism and by $R^+_i : C_Q \to C_{\sigma_i Q}$ the extended BGP functor. Then for any object $M$ in $C_Q$, we have $\Phi_i(X_M) = X_{R^+_i M}$.
We can then deduce the behaviour of the generic variables under reflection functors:

**Corollary 4.10.** Let $Q$ be an affine quiver of affine type with at least three vertices. Let $t$ be a sink in $Q_0$. Assume that $Q$ and $Q'$ satisfy the difference property. Denote by $\Phi : A(Q) \longrightarrow A(\sigma_t Q)$ the canonical isomorphism. Then for any $d \in \mathbb{Z}^{|Q_0|}$, we have
\[
\Phi(X^Q_d) = X^{\sigma_t Q}_{\sigma_t(d)}.
\]

2. **Affine cluster algebras and cluster categories**

2.1. **Cluster algebras of affine types.** Fomin and Zelevinsky proved in [PZ03] that if $Q$ is a quiver (or more generally a valued graph) of a given Dynkin type, then every acyclic quiver mutation-equivalent to $Q$ is also a Dynkin quiver of the same Dynkin type. In this subsection, we generalize this result to the affine case.

**Definition 2.1.** A quiver $Q$ is said to be of affine type $\tilde{A}_{r,s}$ if it is isomorphic to a quiver with underlying diagram of affine type $\tilde{A}_{r+s-1}$ with $r$ arrows going clockwise and $s$ arrows going anticlockwise for some integers $r, s > 0$. It is said of affine type $\tilde{D}_n$ (resp. $\tilde{E}_n$) if the underlying diagram is of type $\tilde{D}_n$ for some integer $n \geq 4$ (resp. $n = 6, 7, 8$).

**Remark 2.2.** Note in particular that a quiver is of affine type $\tilde{A}_{r,s}$ if and only if it is of affine type $\tilde{A}_{s,r}$.

The following proposition proves that there is a finite-affine-wild classification of acyclic cluster algebras. It is actually a particular case of [CK06 Corollary 4].

**Proposition 2.3.** Let $Q$ be an acyclic quiver of a given affine type $\mathbb{X}$. Then all the acyclic quivers mutation-equivalent to $Q$ are of affine type $\mathbb{X}$. Moreover, if $Q'$ is a quiver of affine type $\mathbb{X}$, then $Q'$ is mutation equivalent to $Q$.

**Proof.** If $Q'$ is an acyclic quiver mutation-equivalent to $Q$, then $Q'$ is the quiver of the opposite endomorphism ring of a cluster tilting object $T$ in $C_Q$. It thus follows from [KRS08] that the cluster categories $C_Q$ and $C'_{Q'}$ are triangle equivalent. If we denote by $\mathbf{n} = (n_1, \ldots, n_s)$ the tubular type of $Q$, then the AR-quiver of the cluster category of $C_Q$ contains $s$ tubes of respective ranks $n_1, \ldots, n_s$. Assume now that $Q'$ is not of affine type. Then either $Q'$ is Dynkin but then $C_{Q'}$ has only finitely many non-isomorphic objects and thus is not equivalent to $C_Q$, or $Q'$ is wild and the AR-quiver of $C_Q$ does not contain tubes. It follows that $Q'$ is also a quiver of affine type and moreover it has the same tubular type $\mathbf{n}$. Now, it is known that two affine quivers have the same tubular type if and only if they have the same affine type. This proves the first assertion.

For the second assertion, assume first that $Q$ is a quiver of affine type $\tilde{A}_{r,s}$. If $Q'$ is another quiver of type $\tilde{A}_{r,s}$, then it is known (see [ASS05] for example) that $Q'$ is reflection-equivalent to $Q$ and in particular, it is mutation-equivalent to $Q$. Now assume that $Q$ and $Q'$ are of affine type $\tilde{D}$ or $\tilde{E}$. Then $Q$ and $Q'$ are two different orientations of a tree but is is known (see also [ASS05]) that any different orientations of a tree are reflection-equivalent. It follows that $Q$ and $Q'$ are mutation-equivalent.

**Definition 2.4.** A cluster algebra $A$ is said to be of affine type $\mathbb{X}$ where $\mathbb{X} = \tilde{A}_{r,s}, \tilde{D}_n$, or $\tilde{E}_n$ for some non-negative integers $r, s$ or some $n = 6, 7, 8$ if it contains a seed $(x, Q)$ where $Q$ is an acyclic quiver of affine type $\mathbb{X}$. 
For simplicity, we say that \( A \) if of affine type \( \tilde{A} \) if it is of affine type \( \tilde{A}_{r,s} \) for some non-negative integers \( r, s \).

**Remark 2.5.** Note that we exclude the quivers \( Q \) of cyclic types \( \tilde{A}_{r,0} \) for some integer \( r > 0 \). Indeed, it is known that in this case, the cluster algebra is of Dynkin type \( D \).

### 2.2. Multiplications in affine cluster algebras

Following the ideas of [CK08] for cluster algebras of finite type, we will use cluster multiplication theorems in order to prove that \( B'(Q) \) generates the \( \mathbb{Z} \)-module \( A(Q) \). These theorems are fairly important for the study of cluster algebras because they provide a certain structure of Hall algebra for cluster categories. For different multiplication theorems, the reader can for example refer to [CK08, CK06, Dup09, Hub06, XX07, Xu10].

The following multiplication formula will be referred to as the **almost split multiplication formula**:

**Proposition 2.6 (CC06).** Let \( Q \) be an acyclic quiver and \( M \) be a non-projective \( kQ \)-module. Then

\[
X_M X_{\tau M} = X_B + 1
\]

where \( B \) is the central term of the almost split sequence

\[
0 \longrightarrow \tau M \longrightarrow B \longrightarrow M \longrightarrow 0.
\]

Another important formula is the **one-dimensional multiplication formula**:

**Theorem 2.7 (CK06).** Let \( Q \) be an acyclic quiver and \( M, N \) be any two objects in \( C_Q \) such that \( \dim \text{Ext}^1_{C_Q}(M, N) = 1 \). Then

\[
X_M X_N = X_B + X_{B'}
\]

where \( B \) and \( B' \) are the unique objects such that there exists non-split triangles

\[
M \longrightarrow B \longrightarrow N \longrightarrow M[1] \quad \text{and} \quad N \longrightarrow B' \longrightarrow M \longrightarrow N[1].
\]

The following theorem is a consequence of [XX07] or [Xu10] (see also [Dup09, Theorem 9.2]).

**Theorem 2.8.** Let \( Q \) be an acyclic quiver and \( M, N \) be two indecomposable \( kQ \)-modules. Then \( X_M X_N \) can be written as a \( Q \)-linear combination of \( X_Y \) where \( Y \) is either the middle term of short exact sequences of \( kQ \)-modules

\[
0 \longrightarrow M \longrightarrow Y \longrightarrow N \longrightarrow 0 \quad \text{or} \quad 0 \longrightarrow N \longrightarrow Y \longrightarrow M \longrightarrow 0
\]

or is isomorphic to \( \ker f \oplus \coker f[-1] \) for some morphism \( f \) in \( \text{Hom}_{kQ}(M, \tau N) \) or in \( \text{Hom}_{kQ}(N, \tau M) \).

**Corollary 2.9.** Let \( Q \) be an acyclic quiver and \( M, N \) be any two objects in \( C_Q \). Then \( X_M X_N \) can be written as a \( \mathbb{Q} \)-linear combination of \( X_Y \) where \( Y \) is the middle term of a non split triangle in \( \text{Ext}^1_{C_Q}(N, M) \) or in \( \text{Ext}^1_{C_Q}(M, N) \).

**Proof.** We assume that \( M, N \neq 0 \). We prove it by induction on the number \( n \) of indecomposable direct summands of \( M \oplus N \). If \( n = 2 \), then \( M \) and \( N \) are decomposable and the result is nothing but theorem 2.8. Assume that \( n > 2 \). Then \( M \oplus N = M_1 \oplus M_2 \oplus N_1 \oplus N_2 \) with \( M_1, N_1 \) indecomposable. Then

\[
X_M X_N = X_{M \oplus N}
\]

\[
= X_{M_1 \oplus M_2 \oplus N_1 \oplus N_2}
\]

\[
= X_{M_2 \oplus N_2}(X_{M_1} X_{N_1})
\]

\[
= X_{M_2 \oplus N_2} \sum Y n_Y X_Y
\]
where the \( n_Y \) are rational numbers and \( Y \) runs over middle terms of non split triangles
\[
M_1 \rightarrow Y \rightarrow N_1 \rightarrow M_1[1] \text{ or } N_1 \rightarrow Y \rightarrow M_1 \rightarrow N_1[1].
\]
But if \( M_1 \xrightarrow{\epsilon} Y \xrightarrow{\mu} N_1 \xrightarrow{\alpha} M_1[1] \) is a non-split triangle, there is a non-split triangle
\[
\begin{array}{ccc}
M_1 \oplus M_2 & \xrightarrow{\begin{bmatrix} i & 0 \\ 0 & 1 \end{bmatrix}} & Y \oplus M_2 \oplus N_2 \\
& \xrightarrow{\begin{bmatrix} p & 0 & 0 \\ 0 & 0 & 1 \end{bmatrix}} & N_1 \oplus N_2 \\
& \xrightarrow{\begin{bmatrix} \epsilon & 0 \\ 0 & 0 \end{bmatrix}} & M_1[1] \oplus M_2[1].
\end{array}
\]
It follows that
\[
X_M X_N = \sum_Y n_Y X_Y \oplus M_2 \oplus N_2
\]
where \( n_Y \) are rational numbers and \( Y \oplus M_2 \oplus N_2 \) runs over middle terms of non split triangles
\[
M \rightarrow Y \oplus M_2 \oplus N_2 \rightarrow N \rightarrow M[1] \text{ or } N \rightarrow Y \oplus M_2 \oplus N_2 \rightarrow M \rightarrow N[1].
\]

Now, we get interested in middle terms occurring in these non-split triangles. For any two \( kQ \)-modules \( M, N \), we write \( \text{Ext}^1_{C_Q}(N, M) \) the set of triangles in \( \text{Ext}^1_{C_Q}(N, M) \) with middle term isomorphic to \( Z \). For any object \( M \) in \( C_Q \), we write \([M, M]^1 = \dim \text{Ext}^1_{C_Q}(M, M)\). We denote by \( K^\text{split}_{n^1}(C_Q) \) the split Grothendieck group, that is, the free abelian group over the isoclasses of \( C_Q \) modulo the split triangles.

**Lemma 2.10.** Let \( Q \) be an acyclic quiver, and \( M, N \) be two objects \( \text{Ext}^1_{C_Q}(N, M) \neq 0 \). Fix \( Z \neq M \oplus N \) an object such that \( \text{Ext}_{C_Q}^1(N, M) \neq 0 \). Then
\[
[Z, Z]^1 < [M \oplus N, M \oplus N]^1
\]

**Proof.** Fix a non-split triangle
\[
M \rightarrow Z \rightarrow N \xrightarrow{\epsilon} M[1].
\]

\([-, -]^1\) induces a bilinear form on \( K^\text{split}_{n^1}(C_Q) \). For any object \( R \), the contravariant functor \( \text{Hom}_{C_Q}(-, R[1]) \) applied to the triangle \( M \rightarrow Z \rightarrow N \xrightarrow{\epsilon} M[1] \) gives rise to the exact sequence
\[
0 \rightarrow K_R \rightarrow \text{Hom}_{C_Q}(N, R[1]) \rightarrow \text{Hom}_{C_Q}(Z, R[1]) \rightarrow \text{Hom}_{C_Q}(M, R[1]) \rightarrow C_R \rightarrow 0
\]
where \( K_R \) is the kernel of the map \( \text{Hom}_{C_Q}(N, R[1]) \rightarrow \text{Hom}_{C_Q}(Z, R[1]) \) and \( C_R \) is the cokernel.

In particular, for any object \( R \), we have
\[
\dim K_R + \dim C_R + \dim \text{Hom}_{C_Q}(Z, R[1]) = \dim \text{Hom}_{C_Q}(N, R[1]) + \dim \text{Hom}_{C_Q}(M, R[1]),
\]
thus
\[
\dim K_R + \dim C_R + [Z, R]^1 = [N, R]^1 + [M, R]^1.
\]
We get
\[
[Z, N]^1 \leq [N, N]^1 + [M, N]^1 \text{ and } [Z, Z]^1 \leq [N, Z]^1 + [M, Z]^1.
\]
Moreover, \( \epsilon \) is a non-zero element in the kernel \( K_M \) of \( \text{Hom}_{C_Q}(N, M[1]) \rightarrow \text{Hom}_{C_Q}(Z, M[1]) \), and thus \( \dim K_M > 0 \). Finally,
\[
[Z, M]^1 < [N, M]^1 + [M, M]^1.
\]
It follows that
\[
\begin{align*}
[M + N, M + N] & = [M , M] + [N , N] + [M , N] + [N , M] \\
& > [Z , N] + [Z , M] \\
& = [N , Z] + [M , Z] \\
& \geq [Z , Z]
\end{align*}
\]
which proves the lemma. □

This implies the following corollary which will be essential to us:

**Corollary 2.11.** Let \( Q \) be an affine quiver and \( M, N \) be two objects such that \( \text{Ext}^1_{C_Q}(N, M) \neq 0 \). Then, \( X_M X_N \) is a (finite) \( \mathbb{Q} \)-linear combination of \( X_Y \) where \( Y \) runs over objects in \( C_Q \) such that \([Y, Y] < [M \oplus N, M \oplus N]\).

**Proof.** As \( \tau \) is an auto-equivalence of \( C_Q \) and \( C_Q \) has infinitely many indecomposable objects in its transjective component, we can assume that \( M \) and \( N \) are modules. Then, every \( Y \) occurring in the expansion of corollary 2.9 is the middle term of a non-split triangle in the cluster category. Lemma 2.10 gives the result. □

The following is an easy but useful lemma:

**Lemma 2.12.** Let \( Q \) be an acyclic quiver and \( M, N \) be two objects in \( C_Q \). Then for any triangle
\[
M \rightarrow E \rightarrow N \rightarrow M[1]
\]
we have \( \dim H^0(E) \leq \dim H^0(M \oplus N) \).

**Proof.** Applying \( H^0 \) to the triangle \( M \xrightarrow{\alpha} E \xrightarrow{\beta} N \xrightarrow{} M[1] \), we get a long exact sequence
\[
\ldots \rightarrow H^0(M) \xrightarrow{H^0(\alpha)} H^0(E) \xrightarrow{H^0(\beta)} H^0(N) \rightarrow \ldots
\]
We denote by
\[
K_\alpha = \ker H^0(\alpha), \quad C_\alpha = \coker H^0(\alpha),
\]
\[
K_\beta = \ker H^0(\beta), \quad C_\beta = \coker H^0(\beta).
\]
We have two exact sequences
\[
0 \rightarrow K_\alpha \rightarrow H^0(M) \xrightarrow{H^0(\alpha)} H^0(E) \rightarrow C_\alpha \rightarrow 0,
\]
\[
0 \rightarrow K_\beta \rightarrow H^0(E) \xrightarrow{H^0(\beta)} H^0(N) \rightarrow C_\beta \rightarrow 0.
\]
In the Grothendieck group \( K_0(kQ) \), we thus get the equalities
\[
H^0(E) = H^0(M) + C_\alpha - K_\alpha
\]
\[
H^0(E) = H^0(N) + K_\beta - C_\beta
\]
and thus
\[
2H^0(E) = H^0(M) + H^0(N) + (C_\alpha - C_\beta) + (K_\beta - K_\alpha)
\]
As the sequence (2) is exact, we have \( K_\beta = \text{Im}(H^0(\alpha)) \) and thus \( H^0(E) - K_\beta = C_\alpha \). It follows that
\[
H^0(E) = H^0(M) + H^0(N) - (K_\alpha + C_\beta)
\]
and thus identifying \( K_0(kQ) \) and \( \mathbb{Z}^{Q_0} \) with the dimension vector, we get
\[
\dim H^0(E) \leq \dim H^0(M \oplus N).
\]
□
Lemma 2.13. Let $Q$ be an affine quiver, $T$ be a tube of the AR-quiver of $Q$ and $M, N$ be two indecomposable regular modules in $T$. Then for any triangle 

$$M \to E \to N \to M[1]$$

$E$ is a regular module in $T$.

Proof. Fix a triangle $M \xrightarrow{\alpha} E \xrightarrow{\beta} N \xrightarrow{\phi} M[1]$. With notations of lemma 2.12 we have

$$H^0(E) = H^0(M) + H^0(N) - (K_\alpha + C_\beta).$$

Thus, $\partial H^0(E) = \partial H^0(M) + \partial H^0(N) - \partial K_\alpha - \partial C_\beta = -\partial K_\alpha - \partial C_\beta$. The exact sequences

$$0 \to K_\alpha \to H^0(M) \xrightarrow{H^0(\alpha)} H^0(E) \to C_\alpha \to 0,$$

$$0 \to K_\beta \to H^0(E) \xrightarrow{H^0(\beta)} H^0(N) \to C_\beta \to 0.$$

yield

$$\left\{ \begin{array}{l}
\partial H^0(E) = \partial C_\alpha - \partial K_\alpha \\
\partial H^0(E) = \partial K_\beta - \partial C_\beta
\end{array} \right.$$  

so that

$$\left\{ \begin{array}{l}
\partial C_\beta = -\partial C_\alpha \\
\partial K_\beta = -\partial K_\alpha.
\end{array} \right.$$  

Set $f = H^0(\phi) : N \to \tau M$, it is a morphism between regular modules. It follows that $\partial_{\ker f} = 0 = \partial_{\coker f}$. But from the long exact sequence we get $\text{Im} (H^0(\beta)) = \ker f$ so that the exact sequence

$$0 \to \text{Im} (H^0(\beta)) \to H^0(N) \simeq N \to C_\beta \to 0$$

gives $\partial C_\beta = 0$ and thus $\partial H^0(E) = \partial K_\beta$. On the other hand, $K_\alpha = \ker H^0(\alpha) = \text{Im} (H^0(f[-1])) \simeq \text{Im} (H^0(\tau f))$ but $\tau f$ is a morphism between regular modules so $\text{Im} (\tau f)$ is a regular module and thus $\partial K_\alpha = 0$. As $\partial K_\alpha = -\partial K_\beta = -\partial H^0(E)$, it follows that $\partial H^0(E) = 0$.

Write $E = P_E[1] \oplus P \oplus R \oplus I$ where $P_E$ is a projective module, $P$ is a preprojective module, $R$ is a regular module and $I$ is a preinjective module. Assume that $I$ is non-zero, thus by defect, $P$ is also non-zero. Denote by $p$ the rank of $T$, there exists some $k \in p\mathbb{Z}$ such that $\tau^{-k} I = 0$. Thus $I[-k]$ is either the shift of a projective module, or a preprojective module. Note that $P[-k]$ is a non-zero module. Consider the triangle associated to the morphism $\phi[-k]$, it is given by $M \xrightarrow{\phi[-k]} E[-k] \xrightarrow{\beta[-k]} N \xrightarrow{\phi[-k]} M[1]$ It follows from the above discussion that $\partial H^0(E[-k]) = 0$ but

$$E[-k] = P_E[1-k] \oplus P[-k] \oplus R[-k] \oplus I[-k]$$

so that $P_E[1-k] \oplus P[-k] \oplus I[-k] = 0$ and thus $P_E = P = I = 0$, which is a contradiction. It follows that $E = R$ is a regular module. Moreover, as there are neither morphisms nor extensions between different tubes, it follows that $E \in \text{add} T$. \hfill \square

Proposition 2.14.  
1. Let $Q$ be an affine quiver and $M$ be an object in $C_Q$. Then $X_M$ can be written as a $\mathbb{Q}$-linear combination of $X_Y$ where $Y$ is an object such that $\dim H^0(Y) \leq \dim H^0(M)$ and $\text{Ext}^1_{C_Q}(Y, Y_j) = 0$ for any two distinct direct summands of $Y$.

2. If moreover $M$ is taken in add $T$ for some tube $T$ of the AR-quiver of $Q$, then the $Y$ can be taken also in add $T$.  

□
3.1. Generic generalized variables for acyclic quivers. In this subsection, we introduce the notion of generic variables, which will be the central objects in this article. They will turn out to be good candidates to construct a $\mathbb{Z}$-basis in a cluster algebra of affine type. As in the work of [GLS05], these elements will be generic values for some particular constructible functions. The following construction holds for any acyclic quiver.

3.1.1. Existence of generic variables. Let $Q$ be an acyclic quiver, we denote by $Q_0$ the set of vertices, $Q_1$ the set of arrows. For any $\alpha : i \to j \in Q_1$, we denote by $s(\alpha) = i$ the source of $\alpha$ and $t(\alpha) = j$ the tail of $\alpha$. For any dimension vector $d \in \mathbb{N}^{Q_0}$, we denote by $\text{rep}(Q, d)$ the representation variety of $d$.

Lemma 3.1. Fix $Q$ an acyclic quiver, $d$ a dimension vector. For every dimension vector $e$, there exists a dense open subset $U_{d,e} \subset \text{rep}(Q, d)$ such that the map

$$M \mapsto \chi(\text{Gr}_e(M))$$

is constant over $U_{d,e}$. Moreover, if $U'_{d,e}$ is another such dense open subset, the value is the same on $U_{d,e}$ and $U'_{d,e}$.

Proof. We consider the algebraic variety

$$V_e = \{(M, N) \in \text{rep}(Q, d) \times \text{rep}(Q, e) : N \text{ is a submodule of } M\}$$

We denote by $f_e : V_e \to \text{rep}(Q, d)$ the first projection. For any representation $M$, the grassmannian $\text{Gr}_e(M)$ is the fiber of $M$ under the morphism $f_e$. If $f_e$ is a dominant morphism, then according to [Ver76, Corollary 5.1], there exists a non-empty subset $U_{d,e} \subset \text{rep}(Q, d)$, open for the Zariski topology (and thus dense by irreducibility) such that the fibers of $f_e$ are isomorphic on $U_{d,e}$. In particular, they have the same Euler characteristic. Now if $f_e$ is not dominant, then $\text{codim}(\text{Im} f_e) > 0$ and thus the Euler characteristic of $\text{Gr}_e(M)$ vanishes on an open subset of $\text{rep}(Q, d)$. Assume now that $U'_{d,e}$ is another such subset. Then by irreducibility $U_{d,e} \cap U'_{d,e} \neq \emptyset$ and thus the values coincide.

□

Notation 3.2. Fix $d, e \in \mathbb{N}^{Q_0}$, we will use the following notations:

$$e_i \leq d_i \Rightarrow e_i \leq d_i \text{ for all } i \in Q_0$$
If \( \mathbf{d} \in \mathbb{Z}^{Q_0} \), we write
\[
[\mathbf{d}]_+ = (\max(d_i, 0))_{i \in Q_0} \\
[\mathbf{d}]_- = (\min(d_i, 0))_{i \in Q_0}
\]

Note that if \( M \) is a rigid object in \( \mathcal{C}_Q \), we have
\[
[\text{dim} \, M]_+ = \dim H^0(M).
\]
Indeed, if \( M \) is a module the result is clear. Now assume that \( P_i[1] \) is a direct summand of \( M \), then
\[
\dim H^0(M)(i) = \dim \text{Hom}_{kQ}(P_i, H^0(M)) \leq \dim \text{Ext}^1_{\mathcal{C}_Q}(H^0(M), P_i) = 0.
\]

**Corollary 3.3.** Fix \( Q \) an acyclic quiver and \( \mathbf{d} \in \mathbb{N}^{Q_0} \). Then there exists a dense open subset \( U_d \subset \text{rep}(Q, \mathbf{d}) \) such that the Caldero-Chapoton map is constant over \( U_d \). Moreover, if \( U'_d \) is another such open subset, the values of the Caldero-Chapoton map are the same on \( U_d \) and \( U'_d \).

**Proof.** Consider
\[
U_d = \bigcap_{\mathbf{e} \leq \mathbf{d}} U_{\mathbf{d}, \mathbf{e}}.
\]
It is a finite intersection of dense open subsets, it is thus open and dense in \( \text{rep}(Q, \mathbf{d}) \).

If \( \mathbf{e} \leq \mathbf{d} \), we denote by \( n_{\mathbf{e}} \) the value of \( \chi(\text{Gr}_{\mathbf{e}}(-)) \) on \( U_{\mathbf{d}, \mathbf{e}} \). For any \( M \in U_d \), we thus have
\[
X_M = \sum_{\mathbf{e} \leq \mathbf{d}} \chi(\text{Gr}_{\mathbf{e}}(M)) \prod_i u_i^{-(\mathbf{e} \cdot \alpha_i) - (\alpha_i \cdot \mathbf{d} - \mathbf{e})} \]
\[
= \sum_{\mathbf{e} \leq \mathbf{d}} n_{\mathbf{e}} \prod_i u_i^{-(\mathbf{e} \cdot \alpha_i) - (\alpha_i \cdot \mathbf{d} - \mathbf{e})}
\]
it is thus constant over \( U_d \).

Assume now that \( U'_d \) is another such subset, then \( U_d \cap U'_d \neq \emptyset \) and the values coincide on both subsets.

| Note that for every \( \mathbf{d} \), the set \( U_d \) is a \( G_d \)-invariant subset of \( \text{rep}(Q, \mathbf{d}) \). |

**Definition 3.4.** Fix \( \mathbf{d} \in \mathbb{N}^{Q_0} \), we denote by \( X_d \) the value of the Caldero-Chapoton map on \( U_d \). Fix now \( \mathbf{d} \in \mathbb{Z}^{Q_0} \), we set
\[
X_{\mathbf{d}} = X_{[\mathbf{d}]} \prod_{d_i < 0} u_i^{-d_i}
\]
\[
= X_{[\mathbf{d}]} \prod_{d_i < 0} X_{P_i[1]}^{-d_i}
\]
\[
= X_{[\mathbf{d}]} \prod_{d_i < 0} X_{P_i[1]}^{-(-\mathbf{e}_i)}
\]
and \( X_d \) is called the generic variable of dimension \( \mathbf{d} \).

**3.1.2. Generic variables and canonical decomposition.** Fix \( Q \) an acyclic quiver and \( \mathbf{d} \in \mathbb{N}^{Q_0} \) a dimension vector. According to [Kac80, Kac82] there exists a dense open subset \( \mathfrak{M}_d \subset \text{rep}(Q, \mathbf{d}) \) and a family of Schur root \( \{\mathbf{e}_1, \ldots, \mathbf{e}_n\} \) in \( \mathbb{N}^{Q_0} \) such that every representation \( M \in \mathfrak{M}_d \) decomposes into
\[
M = \bigoplus_{i=1}^n M_i
\]
with $M_i$ an indecomposable Schur representation of dimension $e_i$. In particular, $d = \sum_{i=1}^n e_i$ and the family $\{e_1, \ldots, e_n\}$ is uniquely determined. This decomposition of $d$ is called the canonical decomposition of $d$ and is denoted by

$$d = \bigoplus_{i=1}^n e_i.$$  

We have the following characterization:

**Proposition 3.5 ([Kac82]).** Fix $Q$ an acyclic quiver and $d \in \mathbb{N}^Q_0$. Then $d = \bigoplus_{i=1}^n e_i$ if and only if there exist Schur representations $M_i \in \text{rep}(Q, e_i)$ for every $i = 1, \ldots, n$ such that $\text{Ext}^1_{kQ}(M_i, M_j) = 0$ if $i \neq j$.

Following Schofield, we set the definition:

**Definition 3.6.** For any $d, d' \in \mathbb{N}^Q_0$, we say that $\text{Ext}^1_{kQ}(d, d')$ vanishes generally if there exists $M \in \text{rep}(Q, d)$, $M' \in \text{rep}(Q, d')$ such that $\text{Ext}^1_{kQ}(M, M') = 0$ and if it is the case, we denote it by $\text{Ext}^1_{kQ}(d, d') = 0$.

For any dimension vector $d \in \mathbb{N}^Q_0$, one has $U_d \cap \mathfrak{M}_d \neq \emptyset$, thus $X_d$ is equal to a $X_M$ for some module $M \in \mathfrak{M}_d$. One can thus use the canonical decomposition to compute generic variables. More precisely, a helpful result is the following:

**Proposition 3.7.** Fix $Q$ an acyclic quiver, $d \in \mathbb{N}^Q_0$ a dimension vector with canonical decomposition $d = e_1 \oplus \cdots \oplus e_n$. Then

$$X_d = \prod_{i=1}^n X_{e_i}.$$  

**Proof.** Consider the injective morphism:

$$\phi : \left\{ \begin{array}{c} \text{rep}(Q, e_1) \times \cdots \times \text{rep}(Q, e_n) \\
(M_1, \ldots, M_n) \end{array} \right\} \mapsto \text{rep}(Q, d)$$

By proposition 3.5, as $d = e_1 \oplus \cdots \oplus e_n$ is the canonical decomposition of $d$, one has $\text{Ext}^1_{kQ}(e_i, e_j) = 0$ for every $i \neq j$. It thus follows from [CBS02] that $\phi$ is a dominant morphism.

We set

$$U = (\mathfrak{M}_{e_1} \cap U_{e_i}) \times \cdots \times (\mathfrak{M}_{e_n} \cap U_{e_n}),$$

this is a dense open subset in $\text{rep}(Q, e_1) \times \cdots \times \text{rep}(Q, e_n)$ and thus $\phi(U)$ is a dense open subset in $\text{rep}(Q, d)$. In particular, $\phi(U) \cap U_d \neq \emptyset$ and we can choose some $M \in \phi(U) \cap U_d$. We thus have $X_d = X_M$ and $M$ decomposes into a direct sum

$$M = \bigoplus_{i=1}^n M_i$$

with $M_i \in \mathfrak{M}_{e_i} \cap U_{e_i}$. It follows that

$$X_d = X_M = \prod_{i=1}^n X_{M_i} = \prod_{i=1}^n X_{e_i}.$$  

□
The following lemma gives a multiplicative property for generic variables. For this, we extend the notion of general vanishing of the Ext spaces to the cluster category.

**Definition 3.8.** Let $d, d' \in \mathbb{Z}^{Q_0}$, we say that $\text{Ext}^1_{kQ}(d, d')$ vanishes generally if there exists $M \in \mathcal{C}(Q, [d]_+)$, $M' \in \mathcal{C}(Q, [d']_+)$ such that

$$\text{Ext}^1_{kQ} \left( M \oplus \bigoplus_{d_i < 0} P_i[1]^{|(d_i)|}, M' \oplus \bigoplus_{d'_i < 0} P_i[1]^{|(d'_i)|} \right) = 0$$

and we denote this by $\text{Ext}^1_{kQ}(d, d') = 0$.

Note in particular that for $d, d' \in \mathbb{N}^{Q_0}$, if $\text{Ext}^1_{kQ}(d, d') = 0$ then $\text{Ext}^1_{kQ}(d', d) = 0$ and $\text{Ext}^1_{kQ}(d', d) = 0$.

**Lemma 3.9.** Let $Q$ be an acyclic quiver and $d, d' \in \mathbb{Z}^{Q_0}$ such that $\text{Ext}^1_{kQ}(d, d') = 0$. Then

$$X_{d}X_{d'} = X_{d+d'}.$$

**Proof.** Assume that there is some $i \in Q_0$ such that $d_i < 0$ and $d'_i > 0$, then for every $M' \in \mathcal{C}(Q, [d']_+)$, $0 < d'_i = \dim \text{Hom}_{kQ}(P_i, M') = \dim \text{Ext}^1_{kQ}(M', [P_i[1]])$ and thus $\text{Ext}^1_{kQ}(d, d')$ does not vanish generally. Thus, we can assume that $d_i$ and $d'_i$ are of the same sign for every $i \in Q_0$, in particular, $[d + d']_+ = [d]_+ + [d']_+$. As $\text{Ext}^1_{kQ}(d, d') = 0$, we have $\text{Ext}^1_{kQ}(d, d') = 0$ and $\text{Ext}^1_{kQ}(d', d) = 0$, it follows from \cite{CBS02} that the morphism

$$\phi : \left\{ \begin{array}{ccc} \mathcal{C}(Q, [d]_+) \times \mathcal{C}(Q, [d']_+) & \rightarrow & \mathcal{C}(Q, [d + d']_+) \\ (U, V) & \mapsto & U \oplus V \end{array} \right.$$

is dominant. As $U_{[d]}$ (resp $U_{[d']}_+$) is open in $\mathcal{C}(Q, [d]_+)$ (resp. in $\mathcal{C}(Q, [d']_+)$), it follows that $U_{[d]} \otimes U_{[d']}_+$ is open and dense in $\mathcal{C}(Q, [d + d']_+)$. Thus, $X_{[d+d']}_+ = X_{[d]_+}X_{[d']_+}$ and

$$X_{d}X_{d'} = X_{[d]} \prod_{d_i < 0} X_{d_i}[1]^{|(d_i)|} X_{[d']_+} \prod_{d'_i < 0} X_{d'_i}[1]^{|(d'_i)|}$$

$$= X_{[d+d']}_+ \prod_{d_i + d'_i < 0} X_{d_i}[1]^{|-(d_i + d'_i)|}$$

$$= X_{d+d'}.$$

\hfill \Box

The following proposition proves that generic variables are indeed generalizing cluster monomials.

**Lemma 3.10.** Let $Q$ be an acyclic quiver, fix $x$ a cluster monomial in $A(Q)$ with denominator vector $\delta(x)$. Then

$$x = X_{\delta(x)}.$$

Equivalently, if $M$ is a rigid object, we have

$$X_M = X_{\dim M}.$$

**Proof.** According to theorem \cite{13} if $x$ is a cluster monomial, it can be written $X_M$ for some rigid object $M$ and theorem \cite{12} implies that $\delta(X_M) = \dim M$. Moreover, as $M$ is rigid, we have $[\dim M]_+ = \dim H^0(M)$ and $[\dim M]_- = \dim P_M[1]$. $H^0(M)$ being a rigid module in $\mathcal{C}(Q, [\dim M]_+)$, its orbit $O_{H^0(M)}$ is dense in
rep(Q, [\text{dim} M]_+) and thus \mathcal{O}_{\text{rep}(M)} \cap U_{[\text{dim} M]_+} \neq \emptyset. This implies that \( X_{H^0(M)} = X_{[\text{dim} M]_+} \). Now, we always have \( X_{P_M[1]} = X_{[\text{dim} M]_-} \). It follows that
\[
\begin{align*}
x &= X_M \\
   &= X_{H^0(M) \oplus P_M[1]} \\
   &= X_{H^0(M)} X_{P_M[1]} \\
   &= X_{[\text{dim} M]_+} X_{[\text{dim} M]_-}
\end{align*}
\]
but \( \text{Ext}^1_{kQ}([\text{dim} M]_+, [\text{dim} M]_-) \) vanishes generally because \( M \) is a rigid module and so lemma 3.9 implies that
\[
\begin{align*}
X_{[\text{dim} M]_+} X_{[\text{dim} M]_-} &= X_{[\text{dim} M]_+ + [\text{dim} M]_-} \\
   &= X_{\text{dim} M} \\
   &= X_{\delta(x)}
\end{align*}
\]
which proves the lemma. \( \square \)

Through the works of [CK08, SZ04, GLS08, CZ06], it became clear that the \( \mathbb{Z} \)-bases for cluster algebras should naturally contain the cluster monomials. Lemma 3.10 proves that they turn out to be generic variables. Moreover, the analogy with the works of [GLS08] in the context of preprojective algebras gives us the hope that the set of generic variables is a good candidate for being a \( \mathbb{Z} \)-basis in cluster algebras. We thus get interested in the set of all generic variables.

**Definition 3.11.** Let \( Q \) be an acyclic quiver, we denote by \( B'(Q) \) the set of all generic variables
\[
B'(Q) = \{ X_d : d \in \mathbb{Z}^{Q_0} \}.
\]

**3.2. Generic variables for affine quivers.** In this subsection, we obtain an explicit description of the generic variables when \( Q \) is a quiver of affine type. We denote by \( \delta \) its minimal imaginary root. We recall that the positive root system of \( Q \) can be written
\[
\Phi_{\geq 0}^\text{re}(Q) = \Phi_{\geq 0}^\text{re}(Q) \sqcup \Phi_{\geq 0}^\text{im}(Q)
\]
where \( \Phi_{\geq 0}^\text{re}(Q) \) is the set of positive real roots and \( \Phi_{\geq 0}^\text{im}(Q) = \mathbb{N} \delta \) is the set of imaginary roots. For details concerning representation theory of affine quivers, one can for example refer to [Rin84, DR76].

**3.2.1. Generic variables associated to positive real Schur roots.**

**Lemma 3.12.** Let \( Q \) be an affine quiver and \( d \) be a positive real Schur root of \( Q \). Then there exists an unique indecomposable rigid module \( M \) of dimension \( d \). Moreover, \( X_d = X_M \).

**Proof.** As \( d \) is a real root, Kac’s theorem ensures that there exists an unique indecomposable representation \( M \) of dimension \( d \). Moreover, as \( d \) is a Schur root, this representation has a trivial endomorphism ring. Now \( 1 = \langle d, d \rangle = \langle M, M \rangle = \dim \text{End}_{kQ}(M) = \dim \text{Ext}^1_{kQ}(M, M) \) so \( \dim \text{Ext}^1_{kQ}(M, M) = 0. \) It follows from lemma 3.10 that \( X_M = X_{\text{dim} M} = X_d \). \( \square \)
3.2.2. Generic variables associated to positive imaginary roots. We write $\mathbb{P}^1 = \mathbb{P}^1(k)$ the index set of tubes in the AR quiver of $kQ$ and by $\mathbb{P}^1_0$ the index set of homogeneous tubes. For any $\lambda \in \mathbb{P}^1$, we will denote by $T_\lambda$ the tube indexed by $\lambda$. If $\lambda \in \mathbb{P}^1_0$, $M_\lambda$ denotes the quasi-simple in $T_\lambda$ and $M_\lambda^{(n)}$ denotes the indecomposable module in $T_\lambda$ with quasi-socle $M_\lambda$ and quasi-length $n$. In particular, $\dim M_\lambda^{(n)} = n\delta$ for any $n \geq 1$ and $\lambda \in \mathbb{P}^1_0$.

It is convenient to introduce the so-called normalized Chebyshev polynomials of the second kind (called generalized Chebyshev polynomials of rank 2 in [Dup09]). For any $n \geq 0$, the $n$-th normalized Chebyshev polynomial of the second kind is the polynomial $C_n$ defined by

$$C_n(t + t^{-1}) = \sum_{k=0}^{n} t^{n-2k}$$

On can refer to subsection 5.2 (see also [CZ06] and [Dup09]) for details concerning these polynomials.

The following lemma is proved in [CZ06], we recall it for completeness.

**Lemma 3.13.** Fix $Q$ an affine quiver, $n \geq 1$ and $\lambda \in \mathbb{P}^1_0$. Then

$$X_{M_\lambda^{(n)}} = C_n(X_{M_\lambda})$$

**Proof.** For any $n \geq 1$ and any $\lambda \in \mathbb{P}^1_0$, we have an almost split sequence

$$0 \longrightarrow M_\lambda^{(n)} \longrightarrow M_\lambda^{(n+1)} \oplus M_\lambda^{(n-1)} \longrightarrow M_\lambda^{(n)} \longrightarrow 0.$$ 

The almost split multiplication formula implies thus that

$$X_{M_\lambda^{(n)}}^2 = X_{M_\lambda^{(n-1)}} X_{M_\lambda^{(n+1)}} + 1$$

and thus that $M_\lambda^{(n)} = C_n(M_\lambda)$ where $C_n$ is the second kind normalized Chebyshev polynomial. \hfill \Box

We now prove that for an affine quiver, the Caldero-Chapoton map does not depend on the considered homogeneous tube.

**Lemma 3.14.** Let $Q$ be an affine quiver of affine type. Then for any $\lambda, \mu \in \mathbb{P}^1_0$ and any $n \geq 1$, we have

$$X_{M_\lambda^{(n)}} = X_{M_\mu^{(n)}}$$

**Proof.** By lemma 3.13 it is enough to prove it for $n = 1$. For this, we recall Crawley-Boevey’s construction of regular representations of dimension $\delta$ by one-point extensions [CB92]. Let $e$ be an extending vertex of $Q$, that is a vertex $e \in Q_0$ such that $e = 1$ and that the quiver obtained from $Q$ by deleting the vertex $e$ is of Dynkin type. We denote by $P = P_e$ the projective module associated to the vertex $e$ and by $p = \dim P$ its dimension vector. Then the defect of $P$ is $\partial_P = -1$. Let $L$ be the unique indecomposable representation of dimension vector $\delta + p$. Then $L$ has also defect $-1$. Crawley-Boevey proved that $\Hom_{kQ}(P, L) \simeq k^2$ and that for every morphism $0 \neq \lambda \in \Hom_{kQ}(P, L)$, $\coker \lambda$ is an indecomposable regular module of dimension vector $\delta$. Moreover, $\coker \lambda \simeq \coker \lambda'$ if and only if $\lambda = x\lambda'$ for some $0 \neq x \in k$. Then $\lambda \rightarrow \coker \lambda$ induces a bijection from $\mathbb{P}\Hom_{kQ}(P, L)$ to the set of all tubes of $Q$ by sending $\lambda \in \mathbb{P}\Hom_{kQ}(P, L)$ to an indecomposable regular module of dimension $\delta$. We thus identify $\mathbb{P}\Hom_{kQ}(P, L)$ and $\mathbb{P}^1$ and we will say that $\lambda \in \mathbb{P}^1_0$ to signify that $\coker \lambda$ is a quasi-simple in the homogeneous tube $T_\lambda$. Note that in this case $M_\lambda \simeq \coker \lambda$. 

Fix $0 \neq \lambda \in \text{Hom}_k(Q)(P, L)$, then
\[
\text{Ext}^1_{\text{Hom}_k(Q)}(P, \text{coker} \, \lambda) \simeq \text{Ext}^1_{\text{Hom}_k(Q)}(P, \text{coker} \, \lambda) \oplus \text{Ext}^1_{\text{Hom}_k(Q)}(\text{coker} \, \lambda, P)
\]
\[
\simeq \text{Ext}^1_{\text{Hom}_k(Q)}(\text{coker} \, \lambda, P)
\]
\[
\simeq \text{Hom}_k(Q)(P, \text{coker} \, \lambda)
\]
\[
\simeq k
\]
because $P = P_e$ and $e$ is an extending vertex.

It follows from Caldero-Keller’s multiplication formula that
\[
X_P X_{\text{coker} \, \lambda} = X_L + X_B
\]
where $B \simeq \ker f \oplus \text{coker} \, f[-1]$ for some morphism $0 \neq f \in \text{Hom}_k(Q)(P, \tau \text{coker} \, \lambda)$.

Fix $\lambda \in P^1_0$. Assume that $f$ is not surjective. Then $\text{Im} \, f$ is preprojective and we have a short exact sequence
\[
0 \rightarrow \ker f \rightarrow P \xrightarrow{f} \text{Im} \, f \rightarrow 0
\]
and thus $\partial_{\ker f} + \partial_{\text{Im} \, f} = \partial_P = -1$ but $\ker f$ and $\text{Im} \, f$ are preprojective so necessarily $\partial_{\ker f} = 0$ and $\ker f = 0$. It follows that $B \simeq \tau^{-1} \text{coker} \, f$. But
\[
\partial_{\text{coker} \, f} = \partial_{(\tau \text{coker} \, \lambda)/P} = -\partial_P = 1
\]
and $\tau \text{coker} \, \lambda \simeq \text{coker} \, \lambda$ is quasi-simple in an homogeneous tube. Thus, $\text{coker} \, f$ is preinjective and by defect, it is indecomposable. Moreover, $\text{dim} \, \text{coker} \, f = \delta - p$.

Thus, for every $\lambda \in P^1_0$ and every non-surjective map $0 \neq f \in \text{Hom}_k(Q)(P, \tau \text{coker} \, \lambda)$, $\text{coker} \, f$ is the unique indecomposable representation $V$ of dimension $\delta - p$. If there exists some non-surjective $f \in \text{Hom}_k(Q)(P, \tau \text{coker} \, \lambda)$, then $f$ is injective, so $\text{dim} \, P \leq \delta$ and thus every map $g \in \text{Hom}_k(Q)(P, \tau \text{coker} \, \lambda)$ is surjective for any $\lambda \in P^1_0$. Thus,
\[
X_P X_{\text{coker} \, \lambda} = X_L + X_V[-1]
\]
for any $\lambda \in P^1_0$. In particular, $X_{M_\lambda}$ does not depend on the parameter $\lambda \in P^1_0$.

Assume now that $0 \neq f \in \text{Hom}_k(Q)(P, \tau \text{coker} \, \lambda)$ is surjective. Then $f$ is a preprojective module of dimension $p - \delta$. Thus, $f$ has defect $-1$, it is thus necessarily indecomposable. As there exists an unique indecomposable representation $U$ of dimension $p - \delta$, it follows that $\ker f \simeq U$ for every $\lambda \in P^1_0$ and every surjective $f \in \text{Hom}_k(Q)(P, \tau \text{coker} \, \lambda)$. Then, it follows from the above discussion that if one of the $f \in \text{Hom}_k(Q)(P, \tau \text{coker} \, \lambda)$ is surjective for some $\lambda \in P^1_0$, then every $f \in \text{Hom}_k(Q)(P, \tau \text{coker} \, \lambda)$ is surjective for any $\lambda \in P^1_0$. In this case, we get
\[
X_P X_{\text{coker} \, \lambda} = X_L + X_U
\]
for every $\lambda \in P^1_0$. In particular, $X_{M_\lambda}$ does not depend on the parameter $\lambda \in P^1_0$.

If $E$ is a quasi-simple module in an exceptional tube $\mathcal{T}$, we denote by $E^{(n)}$ the indecomposable module with quasi-socle $E$ and quasi-length $n$. If $p$ is the rank of $\mathcal{T}$ and $k \geq 1$ is an integer, we will simplify the notations by writing $M_E^{(k)} = E^{(kp)}$ and $M_E = E^{(p)}$. Note in particular that $\text{dim} \, M_E^{(k)} = k \delta$.

**Lemma 3.15.** Fix $n \geq 1$ a positive integer. Then
\[
X_{n \delta} = X_{M_\lambda}^n
\]
for any $\lambda \in P^1_0$.

**Proof.** We first prove it for $n = 1$. The canonical decomposition of $\delta$ is $\delta$ itself. It follows that $X_\delta = X_M$ for some indecomposable module $M$ of dimension vector $\delta$.

Now, we know that the indecomposable modules of dimension vector $\delta$ are either the $M_\lambda$ for $\lambda \in P^1_0$, or the $M_E$ for $E$ quasi-simple in an exceptional tube. Fix now a quasi-simple $E$ in an exceptional tube, we claim that $\text{Gr}_{\text{dim} \, E}(M) = \emptyset$ for any
indecomposable module $M$ of dimension vector $\delta$ not isomorphic to $M_E$. Indeed, fix $\lambda \in \mathbb{P}_0^1$ and $U \subset M_\lambda$ a submodule such that $\text{dim} \ U = \text{dim} \ E$. As $M_\lambda$ is quasi-simple, $U$ has to be preprojective and thus $\partial_U < 0$ but $\partial_E = 0$, which is a contradiction and thus $\text{Gr}_{\text{dim} \ E}(M_\lambda) = \emptyset$. Fix now $F$ another quasi-simple and assume that $U \subset M_F$ is a submodule such that $\text{dim} \ U = \text{dim} \ E$. It follows that $U$ decomposes into $U = U_P \oplus U_R$ where $U_P$ is preprojective and $U_R$ is regular. As $\partial_U = \partial_E = 0$, we have $U_P = 0$ and thus $U_R$ is regular. Now $\text{dim} \ U_R = \text{dim} \ E$ but $U_R$ is a regular submodule of $M_F$. By uniseriality of the regular components, $U_R$ has to be indecomposable. As $\text{dim} \ E$ is a real root, it follows that $E \simeq U_R \subset M_F$ and thus $F = E$. As the $G_\delta$-orbit of $M_E$ is not open, it follows that the value of $\chi(\text{Gr}_{\text{dim} \ E}(-))$ has to be zero on $U_\delta, \text{dim} \ E$ and so $U_\delta \cap \mathcal{O}_{M_E} = \emptyset$ for any quasi-simple $E$ in an exceptional tube. It follows that

$$U_\delta \cap \mathcal{M}_\delta \subset \bigcup_{\lambda \in \mathbb{P}_0^1} \mathcal{O}_{M_\lambda}.$$ 

Thus, $X_\delta = X_{M_\lambda}$ for some $\lambda \in \mathbb{P}_0^1$ and lemma 3.14 implies that $X_\delta = X_{M_\lambda}$ for any $\lambda \in \mathbb{P}_0^1$.

Now if $n > 1$, the canonical decomposition of $n\delta$ is $\delta \oplus \cdots \oplus \delta$. Proposition 3.7 implies then that

$$X_{n\delta} = X_n^\delta = X_{M_\lambda}^\delta.$$ 

\[\square\]

**Remark 3.16.** Note that it is not clear at this time that $X_{M_E} \neq X_{M_\lambda}$ if $\lambda \in \mathbb{P}_0^1$ and $E$ is a quasi-simple in an exceptional tube. It will appear in theorem 3.25 that these values are in fact always different and that the difference can be completely described. Moreover, it will also turn out that if $E$ and $F$ are non-isomorphic quasi-simple modules taken in exceptional tubes, then $X_{M_E} \neq X_{M_F}$ if $E$ and $F$ do not belong both to tubes of rank 2.

### 3.2.3. Generic variables associated to positive real non-Schur roots

Now, it remains to compute $X_d$ when $d$ is a real root which is not a Schur root. If $d$ is such a root, then according to Kac’s theorem, there exists an unique indecomposable module $M$ of dimension vector $d$. If $M$ is preprojective or preinjective, it is known that $\text{End}_{kQ}(M) \simeq k$ and thus $d$ is a real Schur root. It follows that $M$ has to be a regular module and $\delta \nsubseteq d$ (see [CB92] for example). It is proved in [Kac82] that $d = \delta \oplus \cdots \oplus \delta \oplus d_0$ where $d_0$ is the root of smallest height in $(d + \mathbb{Z}d) \cap \Phi_{\geq 0}(Q)$. In particular, $d_0$ is a real Schur root. The following proposition gives an explicit description of $X_d$ in this case.

**Proposition 3.17.** Let $Q$ be an affine quiver, $d$ be a real root which is not a Schur root and write $d = \delta \oplus d_0$ its canonical decomposition. Then

$$X_d = X_{M_\delta} X_{M_0}$$

for any $\lambda \in \mathbb{P}_0^1$ and $M_0$ being the unique indecomposable module of dimension vector $d_0$.

**Proof.** According to lemmas 3.12 and 3.13 $X_{d_0} = X_{M_0}$ where $M_0$ is the unique indecomposable module in $\text{rep}(Q, d_0)$ and $X_{n\delta} = X_n^\delta = X_{M_\delta}^\delta$ for any $\lambda \in \mathbb{P}_0^1$. Proposition 3.7 implies then that

$$X_d = X_{n\delta} X_{d_0} = X_{M_\delta} X_{M_0}.$$ 

\[\square\]

We can now give a complete description of the generic variables:
Proposition 3.18. Let $Q$ be an affine quiver and $d \in \mathbb{Z}^Q$, denote by $E \in \mathcal{E}$ a set of representatives of isoclasses of regular modules $M$. Then

$$B'(Q) = \{ \text{cluster monomials} \} \cup \left\{ X_{M^\oplus_n \oplus E} : n \geq 1, \ E \in \text{add} \mathcal{E} \text{ is rigid} \right\}$$

Proof. Fix $d \in \mathbb{Z}^Q$, write $[d]_+ = \delta^k \oplus \bigoplus_{i=1}^n e_i$ the canonical decomposition of $[d]_+$. If $k \neq 0$, then as $\delta$ is sincere, we have $d \in \mathbb{N}^Q$. According to proposition 3.15 and lemma 3.15, there is some $M$ in $\mathfrak{M}_d \cap U_d$ such that

$$M = \bigoplus_{j=1}^k M_{\lambda_j} \oplus \bigoplus_{i=1}^n M_i$$

where the $\lambda_j \in \mathbb{P}_0$ are pairwise distinct and the $M_i$ are indecomposable rigid modules such that $\operatorname{End}_Q(M_i) \simeq \mathbb{Z}$ and $\operatorname{Ext}^1_{kQ}(M_i, M_i) = 0$ if $i \neq 1$.

If one of the $M_i$ is preprojective, then there is some vertex $v \in Q_0$ and some integer $s \geq 0$ such that $M_i \simeq \tau^{-s} P_v$ and then

$$\operatorname{Ext}^1_{kQ}(M_i, M_i) = \operatorname{Hom}_k(P_v, M_i) = \dim M_i(v) = \delta_v = 1$$

which is a contradiction. Similarly, none of the $M_i$ can be preinjective. It follows that each $M_i$ is regular and thus the $M_i$ are indecomposable regular modules in exceptional tubes such that $\dim M_i \leq \delta$. As $\dim \operatorname{Ext}^1_{kQ}(M_i, M_i) = 0$ if $i \neq 1$, it follows that $\bigoplus_{i=1}^n M_i$ is regular rigid.

If $k = 0$, then $M \in \mathfrak{M}_d \cap U_d$ is rigid and thus $M \oplus \bigoplus_{i=0}^{s-1} P_i[1] \oplus d_i$ is a rigid object. Thus $X_d$ is a cluster monomial.

This proves the inclusion

$$B'(Q) \subset \{ \text{cluster monomials} \} \cup \left\{ X_{M^\oplus_n \oplus E} : n \geq 1, \ E \in \text{add} \mathcal{E} \text{ is rigid} \right\}$$

We now prove the reverse inclusion. According to lemma 3.10 it suffices to prove that $\left\{ X_{M^\oplus_n \oplus E} : n \geq 1, \ E \in \text{add} \mathcal{E} \text{ is rigid} \right\} \subset B'(Q)$. Assume that $E \in \text{add} \mathcal{E}$ is rigid. Then $X_{\dim E} = X_E$ by lemma 3.10. On the other hand, $X_{M^{\oplus_n}} = X_{n\delta}$ by lemma 3.16. Fix now $\lambda_1, \ldots, \lambda_n$ pairwise distinct elements in $\mathbb{P}_0$, as there are no extensions between the tubes we have

$$\operatorname{Ext}^{1}_{kQ}(E, M_{\lambda_1} \oplus \cdots \oplus M_{\lambda_n}) = 0$$

so $\operatorname{Ext}^{1}_{kQ}(E, n\delta)$ vanishes generally and by lemma 3.3 we have

$$X_{\dim E + n\delta} = X_{\dim E} X_{n\delta} = X_{E \oplus M^{\oplus_n}}$$

and this proves the proposition.

It remains to notice that the union is disjoint. Indeed, fix $X_d = X_{M^{\oplus_n} \oplus E}$ with $E$ rigid in $\text{add} \mathcal{E}$ and $n \geq 1$. Fix $\lambda_1, \ldots, \lambda_n$ pairwise distinct elements in $\mathbb{P}_0$, and decompose $E = E_1 \oplus \cdots \oplus E_m$ into indecomposable summands. Then

$$M_{\lambda_1} \oplus \cdots \oplus M_{\lambda_n} \oplus E_1 \oplus \cdots \oplus E_m$$

is a direct sum of Schur representations such that $\operatorname{Ext}^{1}_{kQ}(U, V) = 0$ for any two indecomposable direct summands $U, V$. It follows that

$$d = \delta^{\oplus n} \oplus \bigoplus_{i=1}^n \dim E_i$$

is the canonical decomposition of $d$. As $\dim \operatorname{Ext}^{1}_{kQ}(M, M) \neq 0$ for any representation in $\operatorname{rep}(Q, n\delta)$ for $n \geq 1$, there cannot be any rigid module in $\operatorname{rep}(Q, d)$. The denominators theorem ensures then that there is no rigid object $M$ in $C_Q$ such that $X_M = X_d$. \qed
3.3. Generic variables as generators in type $\tilde{A}$. Following the ideas of [CK08], in order to prove that $B'(Q)$ is a $\mathbb{Z}$-basis in $A(Q)$ when $Q$ is affine of type $\tilde{A}$. We first prove that every $X_M$ can be written as a $\mathbb{Z}$-linear combination of $X_Q$. We will do it in two steps: the first step will consist in a study of the values of $X_M$ when $M$ is indecomposable and the second step will be devoted to the case where $M$ is decomposable.

Fix $M$ an indecomposable object in $C_Q$. If $M$ is in the transjective component, then $M$ is rigid and thus lemma 3.10 implies that $X_M \in B'(Q)$. Assume now that $M$ is not in the transjective component. Then there are three possibilities:

- $\dim M$ is a real Schur root,
- $\dim M$ is an imaginary Schur root,
- $\dim M$ is a positive non-Schur root.

In the case $\dim M$ is a real Schur root, $M$ is rigid and thus $X_M \in B'(Q)$ by lemma 3.10. The other cases need a deeper study.

3.3.1. Modules from homogeneous tubes.

Lemma 3.19. Let $Q$ be a quiver of affine type, $\lambda \in \mathbb{P}^1_0$ and $n \geq 1$. Then

$$X_{M^{(n)}} \in \mathbb{Z}B'(Q).$$

Proof. We first note that $X_{\lambda_M} = X_{\lambda} \in B'(Q)$. Now, if $n \geq 1$, it follows from corollary 3.13 that $X_{M^{(n)}} = C_n(X_{\lambda_M})$. As $C_n$ is a polynomial of degree $n$ with integer coefficients, $X_{M^{(n)}}$ is a $\mathbb{Z}$-linear combination of $X_{\lambda_M^k}$ for $k = 0, \ldots, n$. According to lemma 3.15, $X_{\lambda_M^k} = X_{\lambda_M^k}$ for any $n \geq 1$ and then $X_{M^{(n)}} \in \mathbb{Z}B'(Q)$. □

3.3.2. Modules from exceptional tubes. From now on, we focus on the case where $Q$ is a quiver of affine type $\tilde{A}$ which is not isomorphic to the Kronecker quiver. We fix a quasi-simple module $E$ in an exceptional tube of rank $p > 1$. We denote by $M^{(n)}_E$ the unique indecomposable module of dimension vector $n\delta$ (or equivalently of quasi length $np$) and quasi-soe $E$. If $M$ is indecomposable regular, we denote by $q_{rad}M$ its quasi-radical. We prove that for any $n \geq 1$, $X_{M^{(n)}} \in B'(Q)$. First, we prove the striking difference property

$$X_{M^{(n)}} = X_{M^\delta} + X_{q_{rad}M^\delta/E}$$

for any $\lambda \in \mathbb{P}^1_0$. This will be one of the essential points of this article and require preliminary results.

In our study, grassmannians of submodules of the quasi-simple modules $M_\lambda$ will be of great interest. The following lemma simplifies this study in the particular case of a quiver of type $\tilde{A}$.

Lemma 3.20. Let $Q$ be an acyclic quiver, $d \in \mathbb{N}Q_0$ be a dimension vector such that $d_i \leq 1$ for any $i \in Q_0$. Fix $M \in \text{rep}(Q, d)$ and $e \leq d$ another dimension vector. Then if $\text{Gr}_e(M) \neq \emptyset$, it is a point. In particular, we have $\chi(\text{Gr}_e(M)) = 1$.

Proof. Assume that $\text{Gr}_e(M) \neq \emptyset$ and fix $N \in \text{Gr}_e(M)$. For every $i$ such that $e_i \neq 0$, $N(i)$ is a non-zero subspace of the one-dimensional vector space $M(i)$ and then $N(i) = M(i)$. Thus, $N$ is the representation given by

$$N(i) = \begin{cases} 
M(i) & \text{if } e_i \neq 0 \\
0 & \text{otherwise}
\end{cases}$$

and $N(i \rightarrow j) = M(i \rightarrow j)|_{N(i)}$. Therefore, $\text{Gr}_e(M) = \{N\}$ is a point. □

The following theorem will be referred to as the Schofield’s theorem. It is of a great use in the study of grassmannians of submodules.
Theorem 3.21 ([Sch92]). Let $Q$ be an acyclic quiver and $d, e \in \mathbb{N}^{Q_0}$ such that $\text{Ext}^1_{kQ}(d, e) = 0$. Then any representation of dimension vector $d + e$ contains a sub-representation of dimension vector $d$.

Lemma 3.22. Fix $Q$ a quiver of affine type $\tilde{A}$, $E$ a quasi-simple module in an exceptional tube, $\lambda \in \mathbb{P}_1$ and $v$ a dimension vector. If $\text{Gr}_v(M_{\lambda}) \neq \emptyset$. Then $\text{Ext}^1_{kQ}(v, \delta - v)$ vanishes generally and $\chi(\text{Gr}_v(M_{\lambda})) = \chi(\text{Gr}_v(M_E))$.

Proof. If $v = \delta$, then $\text{Gr}_\delta(M_{\lambda}) = \{M_{\lambda}\}$ and $\text{Gr}_\delta(M_E) = \{M_E\}$ so

$$\chi(\text{Gr}_\delta(M_E)) = \chi(\text{Gr}_\delta(M_{\lambda})) = 1.$$ 

Assume now that $v \neq \delta$ is such that $\text{Gr}_v(M_{\lambda}) \neq \emptyset$ and fix some proper submodule $V \subset M_{\lambda}$ of dimension vector $v$. Then $V$ is preprojective and $M_{\lambda}/V$ is a direct sum of preinjective or regular modules. It follows that $\text{Ext}^1_{kQ}(V, M_{\lambda}/V) = 0$ and thus $\text{Ext}^1_{kQ}(v, \delta - v) = 0$. According to theorem 3.21, every representation of dimension $\delta$ contains a sub-representation of dimension $v$. In particular, $\text{Gr}_v(M_E) \neq \emptyset$. Now, lemma 3.20 implies that $\chi(\text{Gr}_\delta(M_{\lambda})) = 1$ and the lemma is proved.

Proposition 3.23. Fix $Q$ a quiver of affine type $\tilde{A}$, $E$ a quasi-simple module in an exceptional tube, $\lambda \in \mathbb{P}_1$ and $V \subset M_E$ a proper submodule of dimension vector $v$. The following holds:

1. If $E \not\subset V$, then $\text{Gr}_v(M_{\lambda}) \neq \emptyset$.
2. If $E \subset V \subset \text{q.rad} M_E$, then $\text{Gr}_v(M_{\lambda}) = \emptyset$.
3. If $E \subset V \not\subset \text{q.rad} M_E$, then $\text{Gr}_v(M_{\lambda}) \neq \emptyset$.

Proof. First we notice that if $V \subset M_E$, $V$ does not have any preinjective summand. We thus write $V = V_P \oplus V_R$ with $V_P$ preprojective and $V_R$ regular. Note also that the uniseriality of the regular components force $V_R$ to be indecomposable and to contain $E$ if it is not zero.

If $E \not\subset V$, then $V_R = 0$ and $V = V_P$ is preprojective. $M_E/V$ being a direct sum of regular and preinjective summands, it follows that $\text{Ext}^1_{kQ}(V, M_E/V) = 0$ and thus theorem 3.21 implies that $\text{Gr}_v(M_{\lambda}) \neq \emptyset$. This proves the first point.

If $E \subset V$, then $V$ is not preprojective. Now $M_E/V$ is a direct sum of regular and preinjective summands. It follows that

$$\text{Ext}^1_{kQ}(V, M_E/V) \simeq \text{Hom}_{kQ}(M_E/V, \tau V) = \text{Hom}_{kQ}(M_E/V, \tau V_R).$$

As $E \subset V \subset \text{q.rad} M_E$, we have

$$M_E/\text{q.rad} M_E \simeq (M_E/V)/(\text{q.rad} M_E/V)$$

and thus $\tau E \simeq M_E/\text{q.rad} M_E$ is a quotient of $M_E/V$. In particular the space $\text{Hom}_{kQ}(M_E/V, \tau E)$ is not reduced to zero. As $\tau E \subset \tau V_R$, we get

$$\text{Hom}_{kQ}(M_E/V, \tau V_R) \neq 0$$

and thus

$$\text{Ext}^1_{kQ}(V, M_E/V) \neq 0.$$ 

As $\delta_i = 1$ for every $i \in Q_0$, it follows that $\text{Hom}_{kQ}(V, M_E/V) = 0$ and thus

$$\langle v, \delta - v \rangle < 0.$$ 

In particular, for any two representations $X$ and $Y$ of respective dimensions $v$ and $\delta - v$, we have $\text{Ext}^1_{kQ}(X, Y) \neq 0$ and thus $\text{Ext}^1_{kQ}(v, \delta - v)$ does not vanish generally. It thus follows from lemma 3.22 that $\text{Gr}_v(M_{\lambda}) = \emptyset$. This proves the second point.
Assume now that \( E \subset V \not\subseteq \text{q.rad}M_E \). As \( E \subset V, V_R \neq 0 \). Now if \( V_P = 0 \), \( V = V_R \) is a proper regular submodule of \( M_E \), it is thus contained in its quasi-radical \( \text{q.rad}M_E \), this is a contradiction and thus \( V = V_P \oplus V_R \) is a non-trivial decomposition. We now prove that \( \text{Ext}^1_{kQ}(V_R, V_P) \neq 0 \). We denote by

\[
\pi : M_E \rightarrow M_E/\text{q.rad}M_E \simeq \tau E
\]

the canonical projection. As \( V \not\subset \text{q.rad}M_E, \pi(V) \neq 0 \) and thus \( \pi_V : V \rightarrow \tau E \) is a non-zero \( V \rightarrow \tau E \), thus

\[
\text{Hom}_{kQ}(V, \tau E) \simeq \text{Hom}_{kQ}(V_P, \tau E) \oplus \text{Hom}_{kQ}(V_R, \tau E) \neq 0.
\]

As \( E \subset V_R \subset \text{q.rad}M_E \), the combinatorics of tubes proves that

\[
\text{Hom}_{kQ}(V_R, \tau E) = 0
\]

and thus \( \text{Hom}_{kQ}(V_P, \tau E) \neq 0 \). As \( \tau E \subset \tau V_R \), it follows that \( \text{Hom}_{kQ}(V_R, \tau V_R) \neq 0 \) and thus \( \text{Ext}^1_{kQ}(V_R, V_P) \neq 0 \).

Fix now a non-split short exact sequence

\[
0 \rightarrow V_P \xrightarrow{i} X \xrightarrow{\delta} V_R \rightarrow 0,
\]

we prove that \( X \) is preprojective. Applying the functor \( \text{Hom}_{kQ}(-, M_\lambda) \) to the sequence, we get a long exact sequence

\[
0 \rightarrow \text{Hom}_{kQ}(V_R, M_\lambda) \rightarrow \text{Hom}_{kQ}(X, M_\lambda) \rightarrow \text{Hom}_{kQ}(V_P, M_\lambda)
\]

\[
\rightarrow \text{Ext}^1_{kQ}(V_R, M_\lambda) \rightarrow \text{Ext}^1_{kQ}(X, M_\lambda) \rightarrow \text{Ext}^1_{kQ}(V_P, M_\lambda) \rightarrow 0
\]

As there are neither morphisms nor extensions between the tubes, we get an isomorphism

\[
\text{Hom}_{kQ}(X, M_\lambda) \simeq \text{Hom}_{kQ}(V_P, M_\lambda).
\]

More precisely, every morphism \( V_P \rightarrow M_\lambda \) factorizes in \( V_P \xrightarrow{i} X \rightarrow M_\lambda \). Decompose \( X = X_P \oplus X_R \oplus X_I \) into preprojective, regular and preinjective direct summands. As \( \mathbb{P}^1 \) is infinite, we can assume that \( \lambda \) is chosen such that \( V_R \notin T_\lambda \) and thus \( \text{Hom}_{kQ}(X_R, M_\lambda) = 0 \). Consider the inclusion \( f : V_P \rightarrow M_\lambda \). Then there is a factorization

\[
V_P \xrightarrow{[i_1,i_2,i_3]} X_P \oplus X_R \oplus X_I \xrightarrow{[g_1,0,0]} M_\lambda
\]

and thus \( f = g_1 i_1 \) factorizes through \( i_1 \). In particular, \( i_1 \) is injective and thus \( V_P \subset X_P \). Also, we have \( \text{dim} \, X = \text{dim} \, V \leq \delta \) so \( \text{dim} \, X(i) \leq 1 \) for all \( i \). It follows that \( \text{Hom}_{kQ}(V_P, X_R) = \text{Hom}_{kQ}(V_P, X_I) = 0 \). Thus \( i_2 = i_3 = 0 \) and then the sequence \( \mathbb{3} \) gives

\[
V_R \simeq X/V_P \simeq X_P/V_P \oplus X_R \oplus X_I.
\]

Now \( V_R \) is regular so \( X_I = 0 \). It follows that \( \partial X_P = \partial X = \partial V = \partial V_R \), and thus \( X_P/V_P \) is a regular module. By uniseriality, \( V_R \) is indecomposable and thus either \( X_P/V_P \) is zero, or \( X_R \) is zero. If \( X_P/V_P \) is zero, the sequence \( \mathbb{3} \) splits, which is a contradiction. It follows that \( X_R = 0 \) and thus that \( X = X_P \) is preprojective.

As \( M_E/V \) is a direct sum of regular and preinjective summands, we thus have

\[
\text{Ext}^1_{kQ}(X, M_E/V) = 0
\]

and thus \( \text{Ext}^1_{kQ}(V, \delta - v) \) vanishes generally. By theorem \( \mathbb{3.21} \) we thus have \( \text{Gr}_v(M_\lambda) \neq \emptyset \) and this proves the last point.

\[\square\]

**Definition 3.24.** We say that a quiver \( Q \) of affine type satisfies the *difference property* if for every quasi-simple module \( E \) in an exceptional tube, the following identity holds

\[
X_{M_E} = X_{M_\lambda} + X_{\text{q.rad}M/E}
\]

for any \( \lambda \in \mathbb{P}^1_0(Q) \).
Theorem 3.25. A quiver $Q$ of affine type $\overset{\sim}{A}$ satisfies the difference property.

Proof. For any dimension vector $v$, proposition 3.22 and lemma 3.20 imply that

$$\text{Gr}_v(M) \neq \emptyset \iff \text{Gr}_v^E(q\text{rad}M_E) = \emptyset$$

where $\text{Gr}_v^E(q\text{rad}M_E)$ denotes the modules $M \in \text{Gr}_v(q\text{rad}M_E)$ such that $E \subseteq M$.

Moreover, if $\text{Gr}_v(M_E) \neq \emptyset$ and $\text{Gr}_v^E(q\text{rad}M_E) = \emptyset$, we have $\chi(\text{Gr}_v(M)) = \chi(\text{Gr}_v(M_E)) = 1$ and if $\text{Gr}_v^E(q\text{rad}M_E) \neq \emptyset$, we have $\chi(\text{Gr}_v^E(q\text{rad}M_E)) = \chi(\text{Gr}_v(M_E)) = 1$.

We write $e = \dim E$, we have

$$X_{M_E} = \sum_v \chi(\text{Gr}_v(M_E)) \prod_i u_i^{-(v,\alpha_i)-\langle \alpha_i, \delta-v \rangle}$$

$$= \sum_{\text{Gr}_v(M) \neq \emptyset} \chi(\text{Gr}_v(M_E)) \prod_i u_i^{-(v,\alpha_i)-\langle \alpha_i, \delta-v \rangle}$$

$$+ \sum_{\text{Gr}_v(M) = \emptyset} \chi(\text{Gr}_v(M_E)) \prod_i u_i^{-(v,\alpha_i)-\langle \alpha_i, \delta-v \rangle}$$

$$= \sum_v \chi(\text{Gr}_v(M_\lambda)) \prod_i u_i^{-(v,\alpha_i)-\langle \alpha_i, \delta-v \rangle}$$

$$+ \sum_{\text{Gr}_v(M_\lambda) = \emptyset} \chi(\text{Gr}_v(M_E)) \prod_i u_i^{-(v,\alpha_i)-\langle \alpha_i, \delta-v \rangle}$$

$$= X_{M_\lambda} + \sum_{\text{Gr}_v(M_\lambda) = \emptyset} \chi(\text{Gr}_v(M_E)) \prod_i u_i^{-(v,\alpha_i)-\langle \alpha_i, \delta-v \rangle}$$

Now, we have

$$\sum_{\text{Gr}_v(M) = \emptyset} \chi(\text{Gr}_v(M_E)) \prod_i u_i^{-(v,\alpha_i)-\langle \alpha_i, \delta-v \rangle} = \sum_v \chi(\text{Gr}_v^E(q\text{rad}M_E)) \prod_i u_i^{-(v,\alpha_i)-\langle \alpha_i, \delta-v \rangle}$$

As

$$\begin{cases} 
\text{Gr}_v^E(q\text{rad}M_E) \rightarrow \text{Gr}_v^{E}(q\text{rad}M_E / E) \\
U \rightarrow U/E
\end{cases}$$

is an isomorphism, it follows that

$$\sum_{\text{Gr}_v(M) = \emptyset} \chi(\text{Gr}_v(M_E)) \prod_i u_i^{-(v,\alpha_i)-\langle \alpha_i, \delta-v \rangle} = \sum_v \chi(\text{Gr}_v^E(q\text{rad}M_E/E)) \prod_i u_i^{-(v,\alpha_i)-\langle \alpha_i, \delta-v \rangle}$$

But if we write $n = \dim q\text{rad}(M/E) = \delta - c(e) - e$ where $c$ is the Coxeter transformation, we compute

$$\langle (v-e), \alpha_i \rangle - \langle \alpha_i, n - (v-e) \rangle = -\langle v-e, \alpha_i \rangle - \langle \alpha_i, \delta - e - c(e) - v + e \rangle$$

$$= -\langle v, \alpha_i \rangle - \langle \alpha_i, \delta - v \rangle + \langle e, \alpha_i \rangle + \langle \alpha_i, c(e) \rangle$$

$$= -\langle v, \alpha_i \rangle - \langle \alpha_i, \delta - v \rangle$$

and thus

$$X_{q\text{rad}M_E/E} = \sum_v \chi(\text{Gr}_v^{E}(q\text{rad}M_E/E)) \prod_i u_i^{-(v-e,\alpha_i)-\langle \alpha_i, n-(v-e) \rangle}$$

$$= \sum_v \chi(\text{Gr}_v^{E}(q\text{rad}M_E/E)) \prod_i u_i^{-(v,\alpha_i)-\langle \alpha_i, \delta-v \rangle}$$

$$= \sum_{\text{Gr}_v(M_\lambda) = \emptyset} \chi(\text{Gr}_v(M_E)) \prod_i u_i^{-(v,\alpha_i)-\langle \alpha_i, \delta-v \rangle}$$
This implies that
\[ X_{M_E} = X_{M_\lambda} + X_{q.\text{rad}M_E/E} \]

\[ \square \]

**Corollary 3.26.** Let \( Q \) be a quiver of affine type satisfying the difference property. If \( E \) is a quasi-simple module contained in a tube of rank \( p > 2 \). Then \( X_{M_E} \neq X_{M_F} \) for any quasi-simple module \( F \neq E \) in an exceptional tube.

**Proof.** As \( E \) is contained in an exceptional tube of rank \( p > 2 \), it follows that \( q.\text{rad}M_E \) is of quasi-length \( l > 1 \) and thus \( q.\text{rad}M_E/E \) is a non-zero indecomposable rigid module. Fix \( F \) a quasi-simple not isomorphic to \( E \). Then \( q.\text{rad}M_F/F \) is an indecomposable rigid module which is not isomorphic to \( q.\text{rad}M_E/E \). It follows that \( \dim q.\text{rad}M_F/F \neq \dim q.\text{rad}M_E/E \) and thus the denominators theorem implies that \( X_{q.\text{rad}M_F/F} \neq X_{q.\text{rad}M_E/E} \). Thus,

\[ X_{M_E} = X_{M_\lambda} + X_{q.\text{rad}M_E/E} \neq X_{M_\lambda} + X_{q.\text{rad}M_F/F} = X_{M_F} \]

\[ \square \]

**Remark 3.27.** It is conjectured that every quiver of affine type satisfies the difference property.

**Example 3.28.** The most simple case of affine quivers after the Kronecker quiver are the quivers of affine type \( \tilde{A}_{2,1} \). They are all isomorphic to

\[ Q : \\
1 \rightarrow 2 \rightarrow 3 \]

The Auslander-Reiten quiver of \( kQ\)-mod contains only one exceptional tube of rank 2. The quasi-simple modules of this tube are given by

\[ E_0 : \\
k \rightarrow 0 \rightarrow 1 \rightarrow k \]

and

\[ E_1 \simeq S_2 : \\
k \rightarrow 0 \rightarrow 0 \]

satisfying \( \tau E_1 \simeq E_0 \) and \( \tau E_0 \simeq E_1 \). The corresponding indecomposable modules of dimension \( \delta \) are:

\[ M_{E_0} : \\
k \rightarrow 0 \rightarrow 1 \rightarrow k \]

and

\[ M_{E_1} : \\
k \rightarrow 1 \rightarrow 0 \rightarrow k \]
For any \(0 \neq \lambda \in k\), we set

\[
M_\lambda : \quad \begin{array}{c}
1 \\
\uparrow \\
\downarrow \\
\lambda \\
\downarrow \\
1 \\
\uparrow \\
k
\end{array}
\]

and we set

\[
M_\infty : \quad \begin{array}{c}
0 \\
\uparrow \\
\downarrow \\
1 \\
\downarrow \\
1 \\
\uparrow \\
k
\end{array}
\]

We identify \(\mathbb{P}^1\) and \(k \sqcup \{\infty\}\). Then the \(M_\lambda\) for \(\lambda \in \mathbb{P}^1 \setminus \{0\}\) are quasi-simple representations in homogeneous tubes and \(\mathbb{P}_0^1(Q) = \mathbb{P}^1 \setminus \{0\}\).

The following table sums up the situation where \(\lambda \in \mathbb{P}^1 \setminus \{0\}\):

| \(e\) | \([000]\) | \([001]\) | \([010]\) | \([100]\) | \([011]\) | \([101]\) | \([110]\) | \([111]\) |
|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| \(\text{Gr}(M_\lambda)\) | \(S_3\) | \(\emptyset\) | \(\emptyset\) | \(P_2\) | \(\emptyset\) | \(\emptyset\) | \(M_\lambda\) |
| \(\chi(\text{Gr}(M_\lambda))\) | 1 | 1 | 0 | 0 | 1 | 0 | 0 | 1 |
| \(\text{Gr}(M_{E_0})\) | \(0\) | \(S_3\) | \(\emptyset\) | \(\emptyset\) | \(P_2\) | \(E_0\) | \(\emptyset\) | \(M_{E_0}\) |
| \(\chi(\text{Gr}(M_{E_0}))\) | 1 | 1 | 0 | 0 | 1 | 1 | 0 | 1 |
| \(\text{Gr}(M_{E_1})\) | \(0\) | \(S_3\) | \(E_1\) | \(\emptyset\) | \(S_2 \oplus S_3\) | \(\emptyset\) | \(E_1\) | \(M_{E_1}\) |
| \(\chi(\text{Gr}(M_{E_1}))\) | 1 | 1 | 1 | 0 | 1 | 0 | 0 | 1 |

It is important to note that even if the grassmannians of dimension \([011]\) have the same Euler characteristic, they are not equal. More precisely,

\[
\text{Gr}_{[011]}(M_{E_1}) = \{S_2 \oplus S_3\}
\]

whereas

\[
\text{Gr}_{[011]}(M_\lambda) = \text{Gr}_{[011]}(M_{E_0}) = \{P_2\}.
\]

With the notations of proposition 3.23, if \(V = S_2 \oplus S_3\), we have \(V_P = S_3, V_R = S_2\) and there is a non-trivial extension

\[
0 \rightarrow S_3 \rightarrow P_2 \rightarrow S_2 \rightarrow 0,
\]

illustrating the second point of proposition 3.23.

Now, if we compute the generalized variables corresponding to these modules, we find:

\[
X_{M_{E_0}} = X_{M_{E_1}} = \frac{u_2 u_1^2 + u_3 u_1 u_2 + u_1 + u_3 + u_2 u_3^2}{u_1 u_2 u_3}
\]

and

\[
X_{M_\lambda} = \frac{u_2 u_1^2 + u_1 + u_3 + u_2 u_3^2}{u_1 u_2 u_3} = X_{M_{E_1}} - 1.
\]

As \(q_{\text{rad}} M_{E_i} = E_i\) for \(i = 1, 2\), it follows that \(q_{\text{rad}} M_{E_i}/E_i = 0\), this illustrates theorem 3.25.

**Remark 3.29.** Note that the tubes of rank 2 give nice examples of modules giving the same generalized variables but having different characteristics of grassmannians.

**Example 3.30.** Consider the quiver of affine type \(\tilde{A}_{3,1}\):

\[
Q : \quad \begin{array}{c}
2 \\
\rightarrow \\
3 \\
\downarrow \\
4 \\
\downarrow \\
1
\end{array}
\]
For any \( \lambda \in k \), we set

\[
M_\lambda : \quad \begin{array}{c}
\begin{array}{c}
\rightarrow \quad k \\
1 \\
\rightarrow \quad k \end{array} \\
\begin{array}{c}
k \\
1 \\
k \end{array}
\end{array}
\]

and

\[
M_\infty : \quad \begin{array}{c}
\begin{array}{c}
\rightarrow \quad k \\
1 \\
\rightarrow \quad k \end{array} \\
\begin{array}{c}
k \\
0 \\
k \end{array}
\end{array}
\]

We identify \( \mathbb{P}^1 \) and \( k \sqcup \{ \infty \} \). Then, for any \( \lambda \in \mathbb{P}^1(k) \), \( M_\lambda \) is an indecomposable representation of dimension \( \delta \) and moreover, if \( \lambda \neq 0 \), then \( M_\lambda \) belongs to an homogeneous tube and \( \mathbb{P}^1_2(Q) = \mathbb{P}^1 \setminus \{0\} \).

The representation

\[
E_0 : \quad \begin{array}{c}
\begin{array}{c}
0 \rightarrow k \\
0 \rightarrow 0 \\
k \rightarrow 0 \\
k \rightarrow 0
\end{array}
\end{array}
\]

is quasi-simple and, is given by

\[
E_1 = \tau^{-1}E_0 : \quad \begin{array}{c}
\begin{array}{c}
0 \rightarrow 0 \\
0 \rightarrow 0 \\
k \rightarrow 0 \\
k \rightarrow 0
\end{array}
\end{array}
\]

\[
E_2 = \tau^{-2}E_0 : \quad \begin{array}{c}
\begin{array}{c}
0 \rightarrow 0 \\
0 \rightarrow 0 \\
k \rightarrow 1 \\
k \rightarrow k
\end{array}
\end{array}
\]

and \( \tau^{-3}E_0 = E_0 \). Thus \( E_0 \) is contained in an exceptional tube of rank 3 and moreover \( M_0 = M_{E_0} \).

The tube is thus

\[
\begin{array}{c}
\begin{array}{c}
E_0 \\
E_1 \\
E_2 \\
E_0
\end{array}
\end{array}
\]

\textbf{Figure 2.} The exceptional tube of \( \tilde{A}_{3,1} \)
Note that \( q_{\text{rad}}M_0 = E_0^{(2)} \) and \( q_{\text{rad}}M_0/E_0 = E_1 \). We compute the corresponding generalized variable and we get

\[
X_{E_1} = \frac{u_1 + u_3}{u_2}
\]

We now compute the grassmannians for some \( \lambda \in \mathbb{P}^1_0 \). We only write dimension vectors for which one of the two considered grassmannians is non-empty:

| e | 0000 | 0001 | 0010 | 0110 | 0011 | 0111 | 1111 |
|---|---|---|---|---|---|---|---|
| \( \text{Gr}_e(M_\lambda) \) | 0 | \( S_4 \) | \( \emptyset \) | \( \emptyset \) | \( P_3 \) | \( P_2 \) | \( M_\lambda \) |
| \( \chi(\text{Gr}_e(M_\lambda)) \) | 1 | 1 | 0 | 0 | 1 | 1 | 1 |
| \( \text{Gr}_e(M_0) \) | 0 | \( S_4 \) | \( E_0 \) | \( E_0^{(2)} \) | \( E_0 \oplus S_4 \) | \( E_0^{(2)} \oplus S_4 \) | \( M_0 \) |
| \( \chi(\text{Gr}_e(M_0)) \) | 1 | 1 | 1 | 1 | 1 | 1 | 1 |

A direct computation gives:

\[
X_{M_0} = \frac{u_1u_4u_3^2 + u_3u_2u_4 + u_3u_2u_1^2 + u_4u_3 + u_3u_2u_1 + u_1u_4 + u_2u_1}{u_1u_2u_3u_4}
\]

and

\[
X_{M_\lambda} = \frac{u_3u_2u_1^2 + u_2u_1 + u_1u_4 + u_4u_3 + u_3u_2u_1^2}{u_1u_2u_3u_4}
\]

Computing the difference, we get

\[
X_{M_0} - X_{M_\lambda} = \frac{u_1 + u_3}{u_2} = X_{E_1},
\]

this illustrates theorem 3.25.

It is interesting to note that for \( e = [0011] \), \( V \in \text{Gr}_e(M_0) \) is the representation \( E_0 \oplus S_4 \). Using the notations of proposition 3.23, \( \text{Gr}_e(M_0) \) is indeed the central term of an extension

\[
0 \rightarrow S_4 \rightarrow P_3 \rightarrow E_0 \rightarrow 0,
\]

illustrating proposition 3.23.

**Corollary 3.31.** Fix \( Q \) a quiver of affine type satisfying the difference property, \( E \) a quasi-simple module in an exceptional tube. Then \( X_{M_\varepsilon} \in \mathbb{Z}B'(Q) \).

**Proof.** If we denote by \( p \) the rank of the exceptional tube containing \( E \), \( q_{\text{rad}}M_\varepsilon/E \) is an indecomposable regular module of quasi-length \( p - 2 \). If \( p = 2 \), then \( q_{\text{rad}}M_\varepsilon/E \) is zero and thus equality (4) implies that \( X_{M_\varepsilon} = X_{E_1} \), illustrating proposition 3.23.

If \( p > 2 \), it follows that \( \text{dim} E \) is a Schur root and that \( X_{q_{\text{rad}}M_\varepsilon/E} = X_{\dim q_{\text{rad}}M_\varepsilon/E} \in B'(Q) \). Now, we know that \( X_{M_\lambda} = X_\delta \in B'(Q) \) so equality (4) implies that \( X_{M_\varepsilon} \in \mathbb{Z}B'(Q) \).

We now want to prove that \( X_{M_\varepsilon}^{(n)} \) is generated by \( B'(Q) \) over \( \mathbb{Z} \) for any \( n \geq 2 \) and any quasi-simple \( E \) in an exceptional tube.

**Proposition 3.32.** Let \( Q \) be a quiver of affine type satisfying the difference property and \( T \) be an exceptional tube in the AR quiver of \( Q \). Then \( X_M \in \mathbb{Z}B'(Q) \) for any module \( M \) in add \( T \).

**Proof.** We prove it by induction on the dimension vector of \( M \). If \( M \) is quasi-simple, then \( \dim M \) is a real Schur root and \( X_M \in B'(Q) \). Assume now that \( M \) is not quasi-simple and that for any \( N \) in \( T \) such that \( \dim N \leq \dim M \), we have \( X_N \in \mathbb{Z}B'(Q) \). We denote by \( p \) the rank of \( T \) and \( E_0, \ldots, E_{p-1} \) the quasi-simple modules of \( T \) ordered such that \( \tau E_i = E_{i-1} \) for every \( i \in \mathbb{Z}/p\mathbb{Z} \).
Assume first that $M = M_E^{(n)}$ for some quasi-simple module $E$ in $\mathcal{T}$. From equality (4), we have

$$X_{M_E} = X_{M_A} + X_{\text{rad}M_E/E}$$

Thus, by induction,

$$X_{M_E}^n - X_{M_A}^n \in \mathbb{Z}B'(Q)$$

but $X_{M_A}^n = X_{M_A} \in \mathbb{Z}B'(Q)$ so $X_{M_E}^n \in \mathbb{Z}B'(Q)$.

Now, we know from [Dup09] that

$$X_{M_E}^{(n)} = P_{n,p}(X_{E_0}, \ldots, X_{E_p-1})$$

where $P_{n,p}$ denotes the $np$-th generalized Chebyshev polynomial of rank $p$. In particular

$$X_{M_E}^{(n)} = X_{E_0}^{p-1} \oplus \cdots \oplus X_{E_p-1}^{p-1} + \sum_Y s_{Y,n} X_Y$$

where $s_{Y,n}$ are integers and $Y$ runs over modules of the form $\bigoplus_{i=0}^{p-1} E_i \oplus \cdots \oplus E_p$ with $\sum n_i \dim E_i \nleq n \delta$. In particular,

$$X_{M_E} \in X_{E_0} \oplus \cdots \oplus X_{E_p-1} + \sum_Y s_{Y,1} X_Y$$

and thus

$$X_{M_E}^n \in X_{E_0} \oplus \cdots \oplus X_{E_p-1} + \sum_Y t_Y X_Y$$

where the $t_Y$ are integers and $Y$ run over modules of the form $\bigoplus_{i=0}^{p-1} E_i \oplus \cdots \oplus E_p$ with $\sum n_i \dim E_i \nleq n \delta$. It follows that

$$X_{M_E}^{(n)} = X_{M_E}^n + \sum_Y k_Y X_Y$$

where the $k_Y$ are integers and $Y$ run over modules of the form $\bigoplus_{i=0}^{p-1} E_i \oplus \cdots \oplus E_p$ with $\sum n_i \dim E_i \nleq n \delta$. As $X_{M_E}^n \in \mathbb{Z}B'(Q)$ by the above discussion and all the $X_Y$ are also in $\mathbb{Z}B'(Q)$ by induction, we get $X_{M_E}^{(n)} \in \mathbb{Z}B'(Q)$ for every $n \geq 1$.

Now assume that $M$ is indecomposable but not of the form $M_E^{(n)}$. Then $\dim M$ is a real root. If $\dim M \leq \delta$, then $\dim M$ is a real Schur root and $X_M \in B'(Q)$. We can thus assume that $\delta \leq \dim M$. More precisely, $\dim M = \delta \oplus \beta$ where $\beta$ is a real Schur root. We write $N$ the unique indecomposable of dimension vector $\beta$, it belongs to $\mathcal{T}$ and we have an extension

$$0 \rightarrow N \rightarrow M \rightarrow M_E^{(n)} \rightarrow 0$$

for some quasi-simple module $E$ in $\mathcal{T}$. Note that

$$\dim \text{Ext}_{kQ}^1(N, M_E^{(n)}) = \dim \text{Hom}_{kQ}(M_E^{(n)}, \tau N) = 1,$$

so it follows from the multiplication formula (see also [Dup09]), that

$$X_{M_E}^{(n)} X_N = X_M + X_B$$

where $B \simeq \ker f \oplus \text{coker} f[-1]$ for some morphism $f : M_E^{(n)} \rightarrow \tau N$. In particular $\dim B \nleq \dim N + n \delta = \dim M$ and then, by induction $X_B \in \mathbb{Z}B'(Q)$. Now, the above discussion proves that

$$X_{M_E}^{(n)} = X_{M_A}^n + \sum_Y r_Y X_Y$$
Lemma 3.34. Let $kX$ be the expected additive dimension of $M$. Then for any indecomposable object $M$, the result holds. Otherwise, the result holds.

Corollary 3.33. Let $Q$ be a quiver of affine type satisfying the difference property. Then for any indecomposable object $M$ in $Q$, we have $X_M \in QB'(Q)$.

Lemma 3.34. Let $Q$ be an affine quiver satisfying the difference property and $Y = \bigoplus_i Y_i$ be an object in $Q$ such that $\text{Ext}^1_i(Y_i, Y_j) = 0$ for any $i \neq j$. Then $X_Y \in QB'(Q)$. 

where the $r_Y$ are integers. In particular,

$$X_{M^{(n)}_X}X_N = X^{n}_{M_X}X_N + \sum_Y r_YX_{Y \oplus N}$$

$$\in X_{n \delta X} + ZB'(Q)$$

$$\in X_{n \delta + \lambda} + ZB'(Q)$$

and thus $X_M = X_{M^{(n)}_X}X_N - X_B \in ZB'(Q)$.

Now assume that $M$ is decomposable. Then $M = M_1 \oplus M_2$ for some regular objects $M_1, M_2$. But according to proposition 2.14, we can write $X_M$ as a linear combination of $X_Y$ where $Y = \bigoplus_{i=1}^n Y_i$ (indecomposable decomposition) is in $\text{add} \ T$ such that $\text{Ext}^1_{n_i}(Y_i, Y_j) = 0$ for $i \neq j$. We prove by induction on the dimension vector that $X_M$ can be written as a $\mathbb{Z}$-linear combination of $X_Y$ where $Y$ is of the form $M^{\delta}_K X_R$ where $R \in \text{add} \ T$ is rigid, $\delta \in p^1$ and $k \geq 0$. In particular, each $X_Y$ will belong to $B'(Q)$ and thus $X_M \in ZB'(Q)$.

Fix some integer $1 \leq i \leq n$. The indecomposable summand $Y_i$ is of the form $E^{(n_i)}_{k_i}$ for some integer $n_i \geq 0$ and some quasi-simple module $E_i$. Let denote by $p$ the rank of the tube $T$ and write $n_i = k_i p + r_i$ with $0 \leq r_i < p$ the euclidean division of $n_i$ by $p$. By theorem 2.3, we can write

$$X_{Y_i} = X_{E^{(r_i)}_{k_i}}X_{M^{(k_i)}_{E^{(r_i)}}} + X_B$$

with $\text{dim} B \leq \text{dim} Y_i$ and $F_i$ a quasi-simple in $T$. Now, thanks to the difference property $X_{M^{(k_i)}_{E^{(r_i)}}}$ can be written

$$X_{M^{(k_i)}_{E^{(r_i)}}} = X^{k_i}_{M_X} + \sum_{Z_i \leq k_i \delta} r_{Z_i}X_{Z_i}$$

where $Z_i \in \text{add} (T)$.

Then

$$X_Y = \prod_{i=1}^n X^{(r_i)}_{E_i}X^{k_i}_{M_X} + \sum_{\text{dim} U \leq \text{dim} Y} s_U X_U$$

with $U \in \text{add} (T)$. By induction on the dimension vector, each $X_U$ can be written as the expected $\mathbb{Z}$-linear combination.

Now

$$\prod_{i=1}^n X^{(r_i)}_{E_i}X^{k_i}_{M_X} = X^{\sum_{j=1}^n k_j}_{M_X}X^{(r_j)}_{\bigoplus_{j=1}^n E^{(r_j)}}.$$
Proof. If all the indecomposable direct summands of $Y$ are rigid, then $Y$ is also rigid and thus $X_Y \in \mathcal{B}'(Q)$. We thus assume that $Y$ is not rigid.

Write

$$Y = Y_P \oplus \bigoplus_{\lambda \in \mathbb{P}^1} Y_{\lambda}$$

where $Y_P$ has all its direct summands in the transjective component and for any $\lambda$ in $\mathbb{P}^1$, $Y_{\lambda}$ has its direct summands in the tube $T_{\lambda}$.

If $Y_{\lambda} = 0$ for every $\lambda \in \mathbb{P}^1$, then $Y = Y_P$ is rigid, thus we can assume that $Y_{\lambda} \neq 0$ for some $\lambda \in \mathbb{P}^1$ and that $Y_{\lambda}$ has an indecomposable direct summand $M$ such that $\text{Ext}^1_{\mathbb{K}Q}(M, M) \neq 0$.

Assume that $Y_P \neq 0$ and fix an indecomposable direct summand $N$ of $Y_P$. Then $N = P_i[s]$ for some $i \in Q_0$ and $s \in \mathbb{Z}$. As $M$ is an indecomposable regular non-rigid object, if follows that $\dim M$ is sincere and so is $\dim \tau^{1-s}M \simeq M[1-s]$.

$$0 \neq \dim \tau^{1-s}M(i)$$

$$= \dim \text{Hom}_{\mathbb{K}Q}(P_i, \tau^{1-s}M)$$

$$\leq \dim \text{Hom}_{\mathbb{K}}(P_i, M[1-s])$$

$$= \dim \text{Hom}_{\mathbb{K}}(P_i[s], M[1])$$

$$= \dim \text{Ext}^1_{\mathbb{K}}(M, P_i[s]).$$

so that $\text{Ext}^1_{\mathbb{K}}(M, Y_P) \neq 0$ which is a contradiction. Thus, $Y_P = 0$ and

$$Y = \bigoplus_{\lambda \in \mathbb{P}^1} Y_{\lambda}$$

We now prove by induction on the dimension vector of $Y$ that $X_Y \in \mathcal{Q} \mathcal{B}'(Q)$. If $Y$ is a quasi-simple module, then either $Y = M_{\mu}$ for some $\mu \in \mathbb{P}^1_0$ or $Y$ is quasi-simple in an exceptional tube and is thus rigid. In both cases $X_Y \in \mathcal{B}'(Q)$.

We now return to the general case $Y = \bigoplus_{\lambda \in \mathbb{P}^1} Y_{\lambda}$. If $Y_{\lambda} = 0$ for all $\lambda \in \mathbb{P}^1 \setminus \mathbb{P}^1_0$, then it follows from corollary 3.13 that $X_{Y_{\lambda}}$ is a polynomial in $X_{\lambda}$. Thus, $X_Y$ is also a polynomial in $X_{\delta}$ and thus as $X_{n\delta} = X_{\delta}^n$ for every $n \geq 1$, $X_Y$ is in $\mathcal{Z}\mathcal{B}'(Q)$.

From now on, we assume that $Y_{\lambda} \neq 0$ for some $\lambda \in \mathbb{P}^1 \setminus \mathbb{P}^1_0$.

We claim that

$$X_{Y_{\lambda}} = X_{\delta}^{n_{\lambda}}X_{R_{\lambda}} + \sum_{\dim Z \leq \dim Y_{\lambda}} r_Z X_Z$$

for some integer $n_{\lambda} \geq 0$, some rigid module $R_{\lambda} \in \text{add} T_{\lambda}$ and some rational numbers $r_Z$ indexed by modules $Z \in \text{add} T_{\lambda}$. We prove it by induction on the dimension vector of $Y_{\lambda}$.

If $Y_{\lambda}$ is quasi-simple, then $R_{\lambda} = Y_{\lambda}$ gives the result. Assume now that $Y_{\lambda}$ is an indecomposable module in $T_{\lambda}$. Then it follows from the proof of 3.32 that

$$X_Y = X_{M_{\mu}^{(n)}}X_N - X_B$$

for some quasi-simple $E$ in $T_{\lambda}$, some integer $n \geq 1$ and some regular module $B$ such that $\dim B \leq \dim Y$. In particular

$$X_Y = X_{M_{\mu}^{(n)}}X_N + \sum r_Z X_Z$$

where $Z$ runs over objects in $T_{\lambda}$ such that $\dim Z \leq \dim Y$. This proves the claim for $Y_{\lambda}$ indecomposable.

Assume now that $Y_{\lambda}$ is decomposable. Then each indecomposable direct summand of $Y_{\lambda}$ satisfies the claim. Using inductively proposition 2.14, we use the claim for any $Y_{\lambda} \in T_{\lambda}$. 

As for any \( \lambda \in \mathbb{P}_0^1 \), \( X_{\lambda} \) is a polynomial in \( X_{\delta} \), it suffices to prove that
\[
X_{\delta}^n \prod_{\lambda \in \mathbb{P}_1^1 \setminus \mathbb{P}_0^1} X_{\lambda} \in \mathbb{B}'(Q)
\]
for any \( \lambda \in \mathbb{P}_0^1 \) and for \( n \leq n_0 \) where \( n_0 \delta = \dim \bigoplus_{\mu \in \mathbb{P}_0^1} Y_{\mu} \). We have
\[
X_{\delta}^n \prod_{\lambda \in \mathbb{P}_1^1 \setminus \mathbb{P}_0^1} X_{\lambda} = X_{\delta}^n \prod_{\lambda \in \mathbb{P}_1^1 \setminus \mathbb{P}_0^1} \left( X_{\delta}^{n_0} X_{R_{\lambda}} + \sum_{\dim Z \leq \dim Y_{\lambda}} \dim Z X_Z \right)
\]
where the \( \lambda \) run over \( \mathbb{P}_1 \setminus \mathbb{P}_0^1 \). Note that for any \( n \leq n_0 \), we have
\[
\dim Z \leq n \delta + \sum_{\lambda} Y_{\lambda} \leq \dim Z \leq n_0 \delta + \sum_{\lambda} Y_{\lambda} = \dim Y.
\]

By induction on proposition [2.14], we can moreover assume that all the \( X_Z \) satisfy the hypothesis of the lemma. Thus, by induction, it follows that all the \( X_Z \) occurring in the last sum are in \( \mathbb{Q}\mathbb{B}'(Q) \).

As there are no extensions between the tubes, \( \bigoplus_{\lambda} R_{\lambda} \) is rigid and thus it follows from proposition [3.18] (and also from lemma [3.9]) that
\[
X_{\delta}^{n_0 + \sum_{\lambda} n_\lambda} X_{\bigoplus_{\lambda} R_{\lambda}} \in \mathbb{Q}\mathbb{B}'(Q).
\]

We are now able to prove that generic variables generate the cluster algebra in affine type \( \tilde{A} \).

**Proposition 3.35.** Let \( Q \) be a quiver of affine type satisfying the difference property. Then every element in \( \mathcal{A}(Q) \) is in the \( \mathbb{Q} \)-vector space generated by \( \mathbb{B}'(Q) \). Moreover, every element of \( \mathbb{B}'(Q) \) belongs to \( \mathcal{A}(Q) \).

**Proof.** We first prove that \( \mathbb{B}'(Q) \subseteq \mathcal{A}(Q) \). If \( Q \) is the Kronecker quiver, this is proved in [CZ06]. Assume now that \( Q \) is not the Kronecker quiver, it thus contains an exceptional tube.

Fix a dimension vector. If \( d \in \mathbb{N}_0^{Q_0} \), \( X_d \) is a product of \( u_i \) and is thus in \( \mathcal{A}(Q) \). As \( X_d = X_{[d]} X_{[d^{-1}]} \), it suffices to prove the result for \( d \in \mathbb{N}_0^{Q_0} \).

If \( d = \delta \), then \( X_d = X_{M_{\delta}} \) for some \( \lambda \in \mathbb{P}_0^1 \). Fix \( E \) a quasi-simple module in an exceptional tube \( T \), we know from [Dup09] that \( X_{M_E} \) is a polynomial in the \( X_E \), where the \( E_i \) are the quasi-simples of \( T \). In particular each \( X_E \) being a cluster variable, it follows that \( X_{M_E} \in \mathcal{A}(Q) \). As \( q, \text{rad} M_{E/F} \) is indecomposable rigid, \( X_{q, \text{rad} M_{E/F}} \) is also a cluster variable and thus
\[
X_{\delta} = X_{M_{\delta}} = X_{M_E} - X_{q, \text{rad} M_{E/F}} \in \mathcal{A}(Q).
\]

Now, we know that \( X_d \in \mathcal{A}(Q) \) for any Schur root \( d \). Fix now any element \( d \in \mathbb{N}_0^Q \), and write \( d = e_1 \oplus \cdots \oplus e_n \) its canonical decomposition, then every \( e_i \) is a Schur root and thus \( X_{e_i} \in \mathcal{A}(Q) \) for every \( i = 1, \ldots, n \). Now proposition [3.7] implies that
\[
X_d = \prod_{i=1}^n X_{e_i} \in \mathcal{A}(Q),
\]
this proves the claim.
Fix now an object $M$ in $C_Q$. According to proposition 2.1.3, $X_M$ can be written as a $Q$-linear combination of $X_Y$ where $Y = \bigoplus Y_i$ is such that $\text{Ext}^1_Y(Y_i, Y_j) = 0$ for any $i \neq j$. It follows from lemma 3.1.4 that $X_Y \in Q^{\mathcal{B}}(Q)$ and thus $X_M \in Q^{\mathcal{B}}(Q)$.

Fix now a monomial $x \in \mathcal{A}(Q)$. Then $x = \prod x_i$ is a product of cluster variables $x_i$. According to theorem 3.3, each $x_i$ can be written as a $X_{M_i}$ and thus $x = X_{\bigoplus M_i} \in Q^{\mathcal{B}}(Q)$.

\section{Reflection functors and Caldero-Chapoton map}

4.1. Reflections and generic variables. We are now interested in proving that the elements in $\mathcal{B}(Q)$ are linearly independent over $Q$. For this purpose, we will follow the ideas of [CK08] introducing a certain grading on the cluster algebra. This grading will depend on the orientation of the quiver $Q$ and thus we will need to understand the behaviour of generic variables under changes of orientations. In [Zhu06], the author investigated interactions between a certain extension of the BGP-reflection functors and the cluster combinatorics. This subsection is devoted to the study of the interaction between these extended reflection functors and the Caldero-Chapoton map. This is a generalization of the works of Zhu.

4.1.1. Reflection functors and Caldero-Chapoton map. A sink (resp. source) in $Q$ is a vertex in $Q_0$ such that there is no arrow starting (resp. ending) at $i$. Let $Q$ be a quiver and $i$ be a sink or a source in $Q$. We define the reflected quiver $\sigma_i(\mathcal{Q})$ by reversing all the arrows ending at $i$. An admissible sequence of sinks (resp. sources) is a sequence $(i_1, \ldots, i_n)$ such that $i_1$ is a sink (resp. source) in $Q$ and $i_k$ is a sink (resp. source) in $\sigma_{i_{k-1}} \cdots \sigma_{i_1}(Q)$ for any $k = 2, \ldots, n$. A quiver $Q'$ is called reflection-equivalent to $Q$ if there exists an admissible sequence of sinks or sources $(i_1, \ldots, i_n)$ such that $Q' = \sigma_{i_n} \cdots \sigma_{i_1}(Q)$. Note that this is an equivalence relation whose equivalence classes are called reflection classes. In the following, we will only work with sinks but a straightforward adaptation gives the same results for sources.

It is important to notice that mutations can be viewed as generalizations of reflections. Namely, if $i$ is a sink or a source in a quiver $Q$, then $\mu_i(Q) = \sigma_i(Q)$ where $\mu_i$ denotes the mutation in the direction $i$.

If $Q$ is a quiver, we still denote by $\mathcal{A}(Q)$ the coefficient free cluster algebra with initial seed $(Q, \mathbf{u})$. If $Q'$ is a quiver mutation-equivalent to $Q$, there exists some seed $(Q', \mathbf{v})$ in $\mathcal{A}(Q)$ and $\mathcal{A}(Q')$ will denote the cluster algebra with initial seed $(Q', \mathbf{v})$. There is a natural isomorphism of cluster algebras

$$\Phi' : \mathcal{A}(Q') \rightarrow \mathcal{A}(Q)$$

sending $v_i$ to its expansion in $\mathbb{Z}[u_i^{-1}, i \in Q_0]$ for any $i \in Q_0$. Similarly, every $u_i$ can be written as a Laurent polynomial in $v$ and we write

$$\Phi : \mathcal{A}(Q) \rightarrow \mathcal{A}(Q')$$

the corresponding algebra isomorphism. Note in particular that $\Phi'$ are $\Phi$ are inverse isomorphisms. These isomorphisms will be referred to as the \textit{canonical cluster algebras isomorphisms}.

From now on, we assume that $Q$ is acyclic and that $i$ is a sink in $Q_0$. We denote by $Q' = \sigma_i(Q)$ the reflected quiver. Let $\Sigma_i^+ : \text{rep}(Q) \rightarrow \text{rep}(Q')$ be the standard BGP-reflection functor and $R_i^+ : C_Q \rightarrow C_{Q'}$ be the extended BGP-reflection functor defined in [Zhu06]. It is given on the objects of $C_Q$ by:

$$R_i^+ : \begin{cases} 
X & \mapsto \Sigma_i^+(X) \\
S_i & \mapsto P_i[1] \\
P_j[1] & \mapsto P_j[1] \\
P_i[1] & \mapsto S_i 
\end{cases}$$

if $j \neq i$
The following holds:

**Proposition 4.1 (Zhu06).** Let $Q$ be an acyclic quiver and $i$ be a sink in $C_Q$. Then:

1. $\Sigma_i^+$ induces a triangle equivalence $D^b(kQ) \longrightarrow D^b(kQ')$ commuting with the shift $[1]$ and the AR-translation $\tau$.
2. $R_i^+$ induces a triangle equivalence $C_Q \longrightarrow C_Q$.

Set $T_i = \tau^{-1}P_i$, $T_j = P_j$ for $j \neq i$ and $T = \bigoplus_{i=1}^s T_i$ the APR-tilting module associated to the sink $i$ and denote by the functor $F = \text{Hom}_{C_Q}(T, -)$. It is known that $F$ induces a triangle equivalence $C_Q/\text{add} \, T[1] \longrightarrow \text{mod} \, k\sigma_i Q$. Moreover, $F$ and $R_i^+$ coincide on the objects of $C_Q/\text{add} \, T$.

We denote by $X_Q^T$ (resp. by $X_{\sigma_i Q}^T$) the Caldero-Chapoton map associated to $Q$ (resp. to $\sigma_i Q$). We denote by $X_T^T$ the Pau’s cluster character on $C_Q$ associated to the cluster-tilting object $T$ introduced in [Pal08]. It is defined on indecomposable objects of $C_Q$ by

$$X_T^T = \left\{ \sum_{e} \chi(\text{Gr}_e(FM)) \prod_{j} v_{j}^{(S_j, e)}_{a} - (S_j, FM) \right\}
\begin{array}{ll}
& \text{if } M \in C_Q/\text{add} \, T[1] \\
& \text{if } M \simeq T_j[1] \text{ for any } j \in Q_0
\end{array}
$$

where $\langle - , - \rangle_a$ is the symmetrized Euler form defined by

$$\langle M, N \rangle_a = \langle M, N \rangle - \langle N, M \rangle$$

for any two $k\sigma_i Q$-modules $M$ and $N$. In our case, as $\sigma_i Q$ is acyclic, the Euler form is thus well defined on the Grothendieck group of $k\sigma_i Q$-mod, thus

$$\langle S_j, e \rangle_a = \langle S_j, e \rangle - \langle e, S_j \rangle$$

for any dimension vector $e$ and any $j \in \sigma_i Q_0$. It satisfies

$$X_{M \oplus N}^T = X_M^T X_N^T$$

for any two objects $M, N$ in $C_Q$. The following lemma gives the link between the cluster character and the Caldero-Chapoton map in the particular case where $T$ is an APR-tilting module.

**Lemma 4.2.** Let $Q$ be an acyclic quiver, $i$ a sink in $Q$ and $T$ be the APR-tilting $kQ$-module associated to $i$. Then for any object $M$ in $C_Q$, we have

$$X_T^T = X_{R_i^+ M}^{\sigma_i Q}$$

**Proof.** As $X_{M \oplus N}^T = X_M^T X_N^T$ and $X_{M \oplus N}^{\sigma_i Q} = X_M^{\sigma_i Q} X_N^{\sigma_i Q}$, it suffices to prove the lemma for $M$ indecomposable. If $M = T_i[1]$, then $R_i^+ M = P_i[1]$ and thus $X_{R_i^+ M}^{\sigma_i Q} = X_{P_i[1]}^{\sigma_i Q} = v_i$ but by definition $X_T^T = X_{T_i[1]}^T = v_i$. Let’s assume that $M$ is indecomposable and non-isomorphic to $T_i[1]$ for any $i \in Q_0$. As $R_i^+(M) = FM$, we compute

$$X_T^T = \sum_{e} \chi(\text{Gr}_e(FM)) \prod_{j} v_{j}^{(S_j, e)}_{a} - (S_j, FM)$$

$$= \sum_{e} \chi(\text{Gr}_e(FM)) \prod_{j} v_{j}^{(S_j, e) - (e, S_j)} - (S_j, FM)$$

$$= \sum_{e} \chi(\text{Gr}_e(FM)) \prod_{j} v_{j}^{-(S_j, FM-e) - (e, S_j)}$$

$$= X_{FM}^{\sigma_i Q}$$

$$= X_{R_i^+ M}^{\sigma_i Q}$$
4.1.2. Reflections and cluster variables. We keep the above notations. We denote by \( \Phi_i : \mathcal{A}(Q) \rightarrow \mathcal{A}(\sigma_i Q) \) the canonical isomorphism of cluster algebras and by \( \Phi'_i : \mathcal{A}(\sigma_i Q) \rightarrow \mathcal{A}(Q) \) the inverse isomorphism. It satisfies
\[
\Phi_i(X^Q_{T_j[1]}, j \in Q_0) = X^\sigma_i Q_{R^+_i T_j[1]} = X^\sigma_i Q_{P_j[1]} = v_j
\]
for every \( j \in Q_0 \). As \( T[1] \) is a cluster-tilting object in \( \mathcal{C}_Q \), it follows from theorem \([4.3]\) that \( \{X^Q_{T_j[1]}, j \in Q_0\} \) is a cluster in \( \mathcal{A}(Q) \) and \( \{X^\sigma_i Q_{T_j[1]}, j \in Q_0\} = \{X^\sigma_i Q_{P_j[1]}, j \in Q_0\} \) is a cluster in \( \mathcal{A}(\sigma_i Q) \). We have the commutative diagram:
\[
\begin{array}{ccc}
\{T_j[1], j \in Q_0\} & \xrightarrow{R^+_i} & \{P_j[1], j \in Q_0\} \\
X^Q_{\sigma_i} & \downarrow & X^Q_{\sigma_i} \\
\{X_{T_j[1]}, j \in Q_0\} & \xrightarrow{\Phi_i} & \{v_j, j \in Q_0\} \\
\end{array}
\]
The following lemma is a consequence of the works of Zhu and of Palu. We give an independent proof for completeness.

**Lemma 4.3.** Let \( Q \) be an acyclic quiver, \( i \) be a sink in \( \mathcal{C}_Q \). Then
\[
\Phi_i(X^Q_{M}) = X^\sigma_i Q_{R^+_i M}
\]
for every rigid object \( M \) in \( \mathcal{C}_Q \).

**Proof.** Assume that \( R \) is a cluster-tilting object such that for every direct summand \( M \) of \( R \), we have \( \Phi_i(X^Q_M) = X^\sigma_i Q_{R^+_i M} \). Fix \( R' \) a cluster-tilting object in \( \mathcal{C}_Q \) next to \( R \) in the tilting graph (see \([BMR^{+}04]\) for terminology and results about cluster-tilting theory and exchange pairs). Then there exists an exchange pair \((U, U^*)\) such that \( R = U \oplus U' \) and \( R' = U^* \oplus U \). We denote by
\[
U \rightarrow B \rightarrow U^* \rightarrow U[1] \quad \text{and} \quad U^* \rightarrow B' \rightarrow U \rightarrow U^*[1]
\]
the corresponding triangles. Thus, \( B \) and \( B' \) are in \( \text{add} U \). According to theorem \([2.7]\) we have
\[
X^Q_U X^Q_{U^*} = X^Q_B + X^Q_{B'}
\]
and thus
\[
\Phi_i(X^Q_U) \Phi_i(X^Q_{U^*}) = \Phi_i(X^Q_B) + \Phi_i(X^Q_{B'}).\n\]
The induction gives
\[
\Phi_i(X^Q_{U^*}) = \frac{X^Q_{R^+_i B} + X^Q_{R^+_i B'}}{X^Q_{R^+_i U}}.
\]
On the other hand \( R^+_i \) is a triangle equivalence so \((R^+_i U, R^+_i U^*)\) is an exchange pair and the corresponding triangles are
\[
R^+_i U \rightarrow R^+_i B \rightarrow R^+_i U^* \rightarrow R^+_i U[1] \quad \text{and} \quad R^+_i U^* \rightarrow R^+_i B' \rightarrow R^+_i U \rightarrow R^+_i U^*[1]
\]
The one-dimensional multiplication formula in \( \mathcal{C}_{\sigma_i Q} \) gives:
\[
X^\sigma_i Q_{R^+_i U^*} = \frac{X^\sigma_i Q_{R^+_i B} + X^\sigma_i Q_{R^+_i B'}}{X^\sigma_i Q_{R^+_i U}}
\]
and thus
\[
X^\sigma_i Q_{R^+_i U^*} = \Phi_i(X^Q_{U^*}).
\]
According to lemma 4.2, the proposition holds for the cluster-tilting object $T[1]$ and as the tilting graph is connected (see BMR’06 and HU’05), it follows that for every direct summand $M$ of a tilting object, we have $\Phi_i(X_M^Q) = X_{R_i^+M}^{\sigma_iQ}$. As every indecomposable rigid object $M$ can be completed into a cluster-tilting object, it follows that

$$\Phi_i(X_M^Q) = X_{R_i^+M}^{\sigma_iQ}$$

defor every rigid object $M$ in $C_Q$. This proves the lemma.

4.1.3. Reflections for affine quivers. We now return to the case when $Q$ is an affine quiver.

**Lemma 4.4.** Let $Q$ be an affine quiver and $i \in Q_0$ be a sink. The following hold:

1. A indecomposable $kQ$-module $M$ is a regular module if and only if $\Sigma_i^+(M)$ is a regular $\sigma_iQ$-module.

2. Let $M$ be an indecomposable regular $kQ$-module. Then $\Sigma_i^+$ induces an equivalence of categories from the tube containing $M$ in $kQ$-mod to the tube containing $\Sigma_i^+M$ in $\sigma_iQ$-mod.

**Proof.** We recall that $\Sigma_i^+$ induces an equivalence $kQ$-mod/$S_i \to k\sigma_iQ$-mod/$S_i$. As the simple $kQ$-module $S_i$ is projective and the simple $k\sigma_iQ$-module $S_i$ is an injective $kQ$-module. Denote by $\pi : kQ$-mod $\to k\sigma_iQ$-mod/$S_i$ the canonical functor. Then for any regular component $T$, the restriction of the functor $\pi$ to $T$ is isomorphic to the restriction of the identity to $T$. If $M$ is a regular module, then it belongs to a tube $T$ and $\Sigma_i^+(M) \cong \Sigma_i^+(\pi(M))$ belongs to $\Sigma_i^+(\pi(T))$. But $\Sigma_i^+(\pi(T)) \cong \pi(T) \cong T$ and then $\Sigma_i^+(M)$ belongs to a tube in $k\sigma_iQ$-mod/$S_i$, it is thus a regular module and moreover $\Sigma_i^+$ induces an equivalence between the tubes containing $M$ and $\Sigma_i^+(M)$.

**Corollary 4.5.** Let $Q$ be an affine quiver, $i$ be a sink in $Q_0$, and $M$ be an indecomposable regular $kQ$-module with quasi-composition series

$$0 = M_0 \subset M_1 \subset \cdots \subset M_r = M,$$

then $R_i^+M$ is a regular $k\sigma_iQ$-module with regular composition series

$$0 = R_i^+M_0 \subset R_i^+M_1 \subset \cdots \subset R_i^+M_r = R_i^+M.$$

In particular $R_i^+$ send quasi-socles to quasi-socles, quasi-radicals to quasi-radicals and preserves quasi-lengths.

**Proof.** As $i$ is a sink, $S_i$ is a projective module and then for any regular module $R_i^+(M) \cong \Sigma_i^+(M)$. The result follows then directly from lemma 4.4.

Now we extend lemma 4.3 to any object $M$ in $C_Q$.

**Proposition 4.6.** Let $Q$ be a quiver of affine type with at least three vertices satisfying the difference property. Let $i$ be a sink in $Q_0$ such that $\sigma_iQ$ satisfies the difference property. Denote by $\Phi_i : A(Q) \to A(\sigma_iQ)$ the canonical isomorphism and by $R_i^+ : C_Q \to C_{\sigma_iQ}$ the extended BGP functor. Then for any object $M$ in $C_Q$, we have $\Phi_i(X_M^Q) = X_{R_i^+M}^{\sigma_iQ}$.

**Proof.** It suffices to prove it for $M$ indecomposable. If $M$ is rigid the result follows from lemma 4.3. If $M$ is not rigid then it is regular.

Assume first that $M$ is in an exceptional tube $T$ of rank $p > 1$. Denote by $E_0, \ldots, E_{p-1}$ the quasi-simple modules of $T$ ordered such that $\tau E_i = E_{i-1}$ for all $i \in \mathbb{Z}/p\mathbb{Z}$. Denote by $l$ the quasi-length of $M$ and assume that the $E_i$ are indexed in such a way that $E_0 = q.soc M$. Then we know from Dup09 that

$$X_M^Q = P_{l,p}(X_{E_0}^Q, \ldots, X_{E_{p-1}}^Q)$$
where \( P_{t,p} \) is the \( t \)-th generalized Chebyshev polynomial of rank \( p \).

According to lemma 4.4, \( R^+_t M \) is regular and belongs to a tube \( T' \) of rank \( p \).
Moreover corollary 4.4 implies that the quasi-simples of \( T' \) are the \( R^+_t E_i \) for \( i \in \mathbb{Z}/p\mathbb{Z} \) and \( R^+_t E_0 = q.\text{soc} R^+_t M \). Moreover, \( q.l(R^+_t M) = q.l(M) = l \) and thus

\[
X^\sigma_{R^+_t M} = P_{1,p}(X^\sigma_{R^+_t E_0}, \ldots, X^\sigma_{R^+_t E_{p-1}}).
\]

As every quasi-simple in an exceptional tube is rigid, it follows that

\[
X^\sigma_{R^+_t E_i} = \Phi_i(X^\sigma_{E_i}) \text{ for any } i \in \mathbb{Z}/p\mathbb{Z}
\]

and thus

\[
X^\sigma_{R^+_t M} = P_{1,p}(X^\sigma_{R^+_t E_0}, \ldots, X^\sigma_{R^+_t E_{p-1}})
= P_{1,p}(\Phi_1(X^\sigma_{E_0}), \ldots, \Phi_l(X^\sigma_{E_{p-1}}))
= \Phi_l(P_{1,p}(X^\sigma_{E_0}, \ldots, X^\sigma_{E_{p-1}}))
= \Phi_l(X^\sigma_{E_l}).
\]

It only remains to prove the result for \( M \) indecomposable in an homogeneous tube. \( R^+_t \) is a triangle equivalence \( C_Q \rightarrow C_{\sigma Q} \) so according to lemma 4.4 \( R^+_t M \) sends the homogeneous tubes of \( C_Q \) to the homogeneous tubes of \( C_{\sigma Q} \).
For any \( \lambda \in \mathbb{P}^1(k) \), we denote by \( T_\lambda(Q) \) (resp. \( T_\lambda(\sigma Q) \)) the tube in \( C_Q \) (resp. \( C_{\sigma Q} \)) corresponding to the parameter \( \lambda \). Up to re-indexation of the tubes, we can assume that \( R^+_t T_\lambda(Q) = T_\lambda(\sigma Q) \) for any \( \lambda \in \mathbb{P}^1(k) \) and lemma 4.4 implies that \( \mathbb{P}^1_k(\sigma Q) = \mathbb{P}^1_k(Q) \).
The set \( \{ M_\lambda \}_{\lambda \in \mathbb{P}^1_k} \) is a set of representatives of the quasi-simple modules in \( C_Q \) and \( \{ R^+_t M_\lambda \}_{\lambda \in \mathbb{P}^1_k} \) is a set of representatives of the quasi-simple modules in the homogeneous tubes in \( C_{\sigma Q} \).
Moreover, it follows from lemma 4.4 and corollary 4.4 that

\[
X^\sigma_{M_\lambda^{(n)}} = X^\sigma_{M_\lambda^{(n)}} = C_n(X^\sigma_{M_\lambda}) \text{ and } X^\sigma_{R^+_t M_\lambda^{(n)}} = X^\sigma_{R^+_t M_\lambda^{(n)}} = C_n(X^\sigma_{R^+_t M_\lambda})
\]

for any \( \lambda, \mu \in \mathbb{P}^1_k(Q) \). It thus suffices to prove that

\[
\Phi_l(X^\sigma_{M_\lambda}) = X^\sigma_{R^+_t M_\lambda}
\]

for some \( \lambda \in \mathbb{P}^1_k(Q) \).

The difference property (4) of \( Q \) implies that for any quasi-simple \( E \) in an exceptional tube, we have

\[
X^\sigma_{M_\lambda} = X^\sigma_{M_E} = X^\sigma_{Q,\text{rad}M_E/E}
\]

and the difference property (4) of \( \sigma Q \)

\[
X^\sigma_{R^+_t M_\lambda} = X^\sigma_{R^+_t M_E} = X^\sigma_{Q,\text{rad}R^+_t M_E/q.\text{soc} R^+_t M_E}
\]

In particular,

\[
\Phi_l(X^\sigma_{M_\lambda}) = \Phi_l(X^\sigma_{M_E}) - \Phi_l(X^\sigma_{Q,\text{rad}M_E/E})
= X^\sigma_{R^+_t (M_E)} - X^\sigma_{R^+_t (q.\text{rad}M_E/E)}
\]

It follows from lemma 4.4 that \( R^+_t (M_E) = M_{R^+_t (E)} \) and \( q.\text{rad}R^+_t M_E/q.\text{soc} R^+_t M_E = q.\text{rad}M_{R^+_t (E)}/R^+_t (E) \) and thus

\[
\Phi_l(X^\sigma_{M_\lambda}) = X^\sigma_{M_\lambda^{(n)}} = X^\sigma_{Q,\text{rad}M_\lambda^{(n)}/R^+_t (E)}
= \Phi_l(X^\sigma_{M_\lambda}).
\]
A direct induction on proposition 4.7 leads to the following proposition:

**Proposition 4.7.** Let \( Q \) be a quiver of affine type with at least three vertices satisfying the difference property. Let \( Q' \) be a quiver reflection-equivalent to \( Q \) and \((i_1, \ldots, i_n)\) be an admissible sequence of sinks such that \( Q' = \sigma_{i_n} \circ \cdots \circ \sigma_{i_1}(Q) \). Assume moreover that \( \sigma_{i_n} \cdots \sigma_{i_1}(Q) \) satisfies the difference property for every \( k = 1, \ldots, n \). Denote by \( \Phi \) the canonical isomorphism of cluster algebras \( \mathcal{A}(Q) \rightarrow \mathcal{A}(Q') \) and by

\[
R^+ = R^+_i \cdots R^+_1 : \mathcal{C}_Q \rightarrow \mathcal{C}_{Q'}
\]

Then

\[
\Phi(X_Q^i) = X_{R^+M}^{Q'}
\]

for every object \( M \) in \( \mathcal{C}_Q \).

### 4.1.4. Reflections and generic variables

We are now able to prove that the generic variables are preserved under reflections.

**Theorem 4.8.** Let \( Q \) be an affine quiver of affine type with at least three vertices such that every quiver reflection-equivalent to \( Q \) satisfies the difference property. Let \( Q' \) be a quiver reflection-equivalent to \( Q \). Write \( \Phi : \mathcal{A}(Q) \rightarrow \mathcal{A}(Q') \) the canonical isomorphism of cluster algebras. Then

\[
\Phi(B^i(Q)) = B^i(Q').
\]

**Proof.** Let \((i_1, \ldots, i_n)\) be an admissible sequence of sinks such that \( Q' = \sigma_{i_n} \circ \cdots \circ \sigma_{i_1}(Q) \). We denote by \( R^+ \) the composition

\[
R^+ = R^+_i \cdots R^+_1 : \mathcal{C}_Q \rightarrow \mathcal{C}_{Q'},
\]

it is an equivalence of triangulated categories. According to proposition 4.7, we have \( \Phi(X_Q^i) = X_{R^+M}^{Q'} \) for every object \( M \) in \( \mathcal{C}_Q \).

Fix \( d \in \mathbb{Z}^{Q_0} \) and assume that \( d \not\in \mathbb{N}^{Q_0} \). Then

\[
X_d = X_{[d]^+} \prod_{d_i < 0} X_{P_{[1]}^d}^{i} = X_{P_{[1]}^d}^{i} \prod_{d_i < 0} X_{[d]^+}^{i}
\]

Because \([d]^+_+ \) is not sincere, there exists some \( M_+ \in \text{rep}(Q, [d]^+_+) \) which is rigid. It follows that \( M = M_+ \oplus \bigoplus_{d_i < 0} P_{[1]}^{i} \) is also rigid and thus so is \( R^+M \). Then, \( \Phi(X_Q^M) = X_{R^+M}^{Q'} \) is in \( B^+(Q') \).

If \( d \in \mathbb{N}^{Q_0} \), assume that there is some rigid module \( M \in U_d \), then \( R^+M \) is rigid and thus \( \Phi(X_Q^M) = X_{R^+M}^{Q'} \) is in \( B^+(Q') \). Otherwise, according to the canonical decomposition of \([d]^+_+ \), \( M \in U_{[d]^+} \cap (\mathfrak{M}_{[d]^+} \oplus N_j \oplus \bigoplus_{i \in I} M_{\lambda_i} \oplus \bigoplus_{j \in J} N_j \oplus \bigoplus_{i \in I} M_{\lambda_i} \oplus \bigoplus_{j \in J} N_j \) decomposes into

\[
M = \bigoplus_{i \in I} M_{\lambda_i} \oplus \bigoplus_{j \in J} N_j
\]

where the \( N_j \) are indecomposable rigid modules with trivial endomorphism ring for all \( i, j \in J \) and \( \text{Ext}^i_{\mathcal{C}_Q}(U, V) = 0 \) for any pairwise distinct indecomposable summand of \( M \) and \( I \) is a non-empty set. It follows that

\[
R^+M = \bigoplus_{i \in I} R^+M_{\lambda_i} \oplus \bigoplus_{j \in J} R^+N_j
\]

where the \( R^+N_j \) are indecomposable rigid modules with local endomorphism ring for all \( i, j \in J \) and \( \text{Ext}^i_{\mathcal{C}_Q}(U, V) = 0 \) for any pairwise distinct indecomposable summand of \( R^+M \). Assume that \( R^+N_j \simeq P_{\lambda}[1] \) for some projective \( kQ' \)-module \( P_{\lambda} \). Then

\[
\text{Ext}^1_{\mathcal{C}_Q}(R^+N_j, M_{\lambda_i}) = \text{Ext}^1_{\mathcal{C}_Q}(P_{\lambda}[1], M_{\lambda_i}) = \dim M_{\lambda_i}(k) > 0
\]
which is a contradiction. It follows that $R^+M$ is a $kQ'$-module and according to the study in subsection 3.1.2 we have

$$X^Q_{R^+M} = X^Q_{\dim R^+M}$$

and thus $\Phi(B'(Q)) \subset B'(Q')$.

Conversely, $Q$ can be obtained from $Q'$ after a sequence of reflections and thus the same proof shows the inverse inclusion. □

If $i \in Q_0$, we denote by $s_i$ the standard reflection of the Weyl group associated to $i$. We denote by $\sigma_i$ the piecewise linear transformation defined on $\mathbb{Z}\Phi(Q)$ as follows. If $\alpha \in \Phi \geq -1(Q)$, following [MRZ03] we set

$$\sigma_i(d) = \begin{cases} d & \text{if } d = -\alpha_j \text{ for } j \neq i, \\ s_i(d) & \text{otherwise.} \end{cases}$$

If $d \in \mathbb{N}^{Q_0}$, we write $d = e_1 \oplus \cdots \oplus e_n$ the canonical decomposition of $d$ and we set

$$\sigma_i(d) = \sum_{i=1}^n \sigma_i(e_i).$$

If $d \in \mathbb{Z}^{Q_0}$, we set

$$\sigma_i(d) = \sigma_i([d]_+) + [d]_- + 2d_i\alpha_i.$$ This is an involution of $\mathbb{Z}^{Q_0}$.

**Lemma 4.9.** Let $Q$ be an acyclic quiver, $i$ and sink in $Q$. Fix $M$ an object in $\mathcal{C}_Q$ such that $M \simeq M_1 \oplus \cdots \oplus M_n$ where the $M_k$ are indecomposable objects such that $\text{Ext}^1_{\mathcal{C}_Q}(M_k, M_j) = 0$ for $k \neq j$. Then

$$\dim R^+_i(M) = \sigma_i(\dim M).$$

**Proof.** If $n = 1$, then $M = M_1$ is indecomposable and $\dim M \in \Phi_{\geq 1}$ and the result is proved in [Zhu06] theorem 3.4]. Assume now $n > 1$. As $\text{Ext}^1_{\mathcal{C}_Q}(M_k, M_j) = 0$ for $k \neq j$, if some $M_j$ is isomorphic to some $P_k[1]$, then $(\dim M_l)_k \leq 0$ for any $l = 1, \ldots, n$. It follows that

$$[\dim M]_+ = \dim H^0(M).$$

We write

$$M = H^0(M) \oplus \bigoplus_{k \in Q_0} P_k[1]^{\oplus p_k}.$$ In particular, for any $k \in Q_0$, we have $-p_k = (\dim M)_k$. We have

$$R^+_i(M) = \Sigma^+_i(H^0(M)) \oplus S^0_{\alpha_i} \oplus \bigoplus_{k \neq i} P_k[1]^{\oplus p_k}$$

where $\Sigma^+_i$ denotes the standard BGP-reflection functor. It follows that

$$\dim R^+_i M = s_i(\dim H^0(M)) + p_i\alpha_i - p_k\alpha_k$$

$$= s_i([\dim M]_+) + [\dim M]_- + 2p_i\alpha_i$$

$$= \sigma_i([\dim M]_+) + [\dim M]_- + 2p_i\alpha_i$$

$$= \sigma_i(\dim M).$$ □
Corollary 4.10. Let $Q$ be an affine quiver of affine type with at least three vertices satisfying the difference property. Let $i$ be a sink in $Q$ such that $\sigma_i Q$ satisfies the difference property, and $\Phi_i : A(Q) \to A(\sigma_i Q)$ be the canonical isomorphism of cluster algebras. Then for any $d \in \mathbb{Z}^{Q_0}$, we have

$$\Phi_i(X^\sigma Q_\lambda) = X^\sigma_{\sigma_i(d)}.$$  

Proof. According to the denominators theorem for any object $M$ in $\mathcal{C}_Q$, we have

$$\dim R^+_i(M) = \delta(X^\sigma_{R^+_i M}).$$

Fix $d \in \mathbb{Z}^{Q_0}$ and $M$ such that $X_M = X_d$. Then we can choose $M$ such that it satisfies the hypothesis of lemma 4.9, in this case, we have $\dim R^+_i(M) = \sigma_i(\dim M)$.

Now, we know from proposition 4.10 that $\Phi_i(X^\sigma M) = X^\sigma_{R^+_i M}$ and thus it follows from theorem 4.8 that

$$\Phi_i(X^\sigma_i Q_\lambda) = X^\sigma_{\sigma_i(d)}.$$  

\qed

4.2. Linear independence for generic values.

4.2.1. Gradability and linear independence. In [CK08], a condition was introduced on the quiver $Q$ in order to obtain a nice framework for problems of linear independence of generalized variables. In the sequel, we will refer to this condition as gradability. For results concerning gradability, one can also refer to [CK08, Dup09].

We recall that for any acyclic quiver $Q$, the matrix $B$ associated to $Q$ is the anti-symmetric matrix whose entries are given by

$$b_{ij} = | \{ i \to j \in Q \} | - | \{ j \to i \in Q \} |$$

for all $i, j \in Q_0$.

Definition 4.11. Let $Q$ be an acyclic quiver with associated matrix $B$. $Q$ will be called graded if there exists a linear form $\epsilon$ on $\mathbb{Z}^{Q_0}$ such that $\epsilon(B\alpha_i) < 0$ for any $i \in Q_0$ where $\alpha_i$ still denotes the $i$-th vector of the canonical basis of $\mathbb{Z}^{Q_0}$.

An orientation of $Q$ is called alternating if every vertex in $Q_0$ is either a sink or a source.

Example 4.12. Every quiver equipped with an alternating orientation is graded. Indeed, in this case the matrix $B$ of $Q$ satisfies for all $j \in Q_0$, $b_{ij} > 0$ if $i$ is a source and $b_{ij} < 0$ if $i$ is a sink. We can choose any form $\epsilon$ in the dual basis of $\mathbb{Z}^{Q_0}$ such that $\epsilon_i < 0$ if $i$ is a source and $\epsilon_i > 0$ if $i$ is a sink.

If $Q$ is a graded quiver, then it is proved in [CK08] that we can endow $A(Q)$ with a grading. Namely, the results are the following:

For any Laurent polynomial $L$ in the variables $u$, the support $\text{supp}(L)$ of $L$ is defined as the set of points $\lambda = (\lambda_i, i \in Q_0)$ of $\mathbb{Z}^{Q_0}$ such that the $\lambda$-component, that is, the coefficient of $\prod_{i \in Q_0} u_i^{\lambda_i}$ in $L$ is non-zero. For any $\lambda$ in $\mathbb{Z}^{Q_0}$, let $C_{\lambda}$ be the convex cone with vertex $\lambda$ and edge vectors generated by the $Bo_i$ for any $i \in Q_0$.

Proposition 4.13 ([CK08]). Let $Q$ be an acyclic quiver with no multiple arrows. Fix an indecomposable object $M$ of $\mathcal{C}_Q$ and write $M = H^0(M) \oplus P_M[1]$. Then, $\text{supp}(X_M)$ is in $C_{\lambda_M}$ with $\lambda_M := (-\langle \alpha_i, \dim H^0(M) \rangle, \langle \dim P_M, \alpha_i \rangle)_{i \in Q_0}$. Moreover, the $\lambda_M$-component of $X_M$ is 1.
Proposition 4.14 ([CK08]). Let $Q$ be a graded acyclic quiver with no multiple arrows. For every $n \in \mathbb{Z}$, set

$$F_n = \left( \bigoplus_{c(\nu) \leq n} \bigoplus_{i \in Q_0} u_i^{c_\nu} \right) \cap A(Q),$$

then the set $(F_n)_{n \in \mathbb{Z}}$ defines a $\mathbb{Z}$-filtration of $A(Q)$.

The filtration given in proposition 4.14 and the proposition 4.13 imply the following lemma:

Lemma 4.15 ([CK08]). Fix $Q$ a graded quiver. Let $\{M_1, \ldots, M_r\}$ be a family of objects in $\mathcal{C}_Q$ such that $\dim M_i \neq \dim M_j$ if $i \neq j$, then $X^Q_{M_1}, \ldots, X^Q_{M_r}$ are linearly independent over $\mathbb{Q}$.

Definition 4.16. A quiver $Q$ is called gradable if there exists a graded quiver $Q'$ reflection-equivalent to $Q$.

Remark 4.17. Note that not all the quivers are gradable. For example, consider the 3-cycle $Q$ with double arrows:

Denote by $c_i$ the $i$-th column of the matrix $B$ associated to $Q$. Then $c_3 = -c_1 - c_2$ and $Q$ is the only quiver in its reflection class (and also in its mutation class, see [FZ03] for definitions).

We will see in the next subsection that all the quivers of affine types $\tilde{A}$ are gradable.

Proposition 4.18. Let $Q$ be a gradable quiver of affine type $\tilde{A}$ such that every quiver reflection-equivalent to $Q$ satisfies the difference property. Let $\{M_1, \ldots, M_r\}$ be a family of objects such that $\dim M_i \neq \dim M_j$ if $i \neq j$. Then $\{X^Q_{M_1}, \ldots, X^Q_{M_r}\}$ is linearly independent over $\mathbb{Q}$.

Proof. If $Q$ is the Kronecker quiver, then every quiver $Q'$ reflection-equivalent to $Q$ is graded and thus the proposition holds by lemma 4.15. From now on, we assume that $Q$ has at least three vertices. Fix $Q'$ a graded quiver reflection-equivalent to $Q$ and denote by $(i_1, \ldots, i_n)$ an admissible sequence of sinks such that $Q' = \sigma_{i_n} \circ \cdots \circ \sigma_{i_1}(Q)$. We denote by $R^+ = R^+_{i_n} \circ \cdots \circ R^+_{i_1}: \mathcal{C}_Q \longrightarrow \mathcal{C}_{Q'}$ the equivalence of triangulated categories from $\mathcal{C}_Q$ to $\mathcal{C}_{Q'}$ and by $\sigma$ the composition of piecewise linear transformations

$$\sigma_{i_n} \circ \cdots \circ \sigma_{i_1}: \mathcal{Z}(Q) \longrightarrow \mathcal{Z}(Q').$$

We know in particular that for any objects $M, N$ such that $\dim M \neq \dim N$, we have $\dim R^+ M = \sigma \dim M \neq \sigma \dim N = \dim R^+ N$.

If we denote by $\Phi: \mathcal{A}(Q) \longrightarrow \mathcal{A}(Q')$ the canonical isomorphism, it follows from proposition 4.7 that

$$\Phi(X^Q_M) = X^{Q'}_{R^+ M}$$

for any object $M$ in $\mathcal{C}_Q$. In particular

$$\{\Phi(X^Q_{M_1}), \ldots, \Phi(X^Q_{M_r})\} = \{X^{Q'}_{R^+ M_1}, \ldots, X^{Q'}_{R^+ M_r}\}$$
satisfies the conditions of lemma 4.15. \( Q' \) being graded it follows that the family 
\[ \{ \Phi(X_{M_1}^Q), \ldots, \Phi(X_{M_r}^Q) \} \] 
is linearly independent over \( \mathbb{Q} \). As \( \Phi \) is a \( \mathbb{Q} \)-algebra homomorphism, it follows that 
\[ \{ X_{M_1}^Q, \ldots, X_{M_r}^Q \} \] 
is linearly independent over \( \mathbb{Q} \). \( \square \)

4.2.2. Gradability for quivers of affine type \( \tilde{A} \).

As claimed before, we now prove that any quiver of affine type \( \tilde{A} \) is gradable. This will be done by a case-by-case inspection depending on the indices \( r, s \) of the type \( \tilde{A}_{r,s} \).

**Lemma 4.19.** Let \( Q \) be a quiver of affine type \( \tilde{A} \). Then \( Q \) is gradable.

**Proof.** We fix \( r, s \in \mathbb{N} \) two integers and we consider a quiver \( Q \) of affine type \( \tilde{A}_{r+1,s+1} \). We recall that all the quivers of affine type \( \tilde{A}_{r+1,s+1} \) are reflection-equivalent. We will thus always assume that \( Q \) is equipped with the following orientation:

\[
\begin{array}{cccccccccccccccc}
& c_1 & \cdots & c_r & \\
\downarrow & & & & & & & & & & & & & & \downarrow & \\
a & & & & & & & & & & & & & & b \\
\uparrow & & & & & & & & \downarrow & \cdots & \downarrow & d_s \\
& d_1 & \cdots & &
\end{array}
\]

We will do a case-by-case inspection on the possible pairs \( (r, s) \). By symmetry, it is sufficient to consider the pairs \( \{r, s\} \). In each case, we will construct a form \( \epsilon \) such that \( Q \) satisfies the condition of gradability for this \( \epsilon \). If \( \epsilon \) is such a form, we will simply say that \( \epsilon \) fits to \( Q \).

If \( B \in M_{Q_0}(\mathbb{Z}) \) is a matrix, we denote by \( C_i = B_{\alpha i} \) the column associated to the vertex \( i \in Q_0 \).

Assume first that \( s = r = 0 \). Then \( Q \) is the Kronecker quiver \( \begin{array}{ccc} a & \longrightarrow & b \end{array} \), it has an alternating orientation and thus by example 4.12 such a form exists.

Assume now that \( \{r, s\} = \{0, 1\} \). We assume that \( r = 1 \) and \( s = 0 \). Then \( Q \) is the quiver

\[
\begin{array}{ccc}
& c_1 & \\
\downarrow & & \\
& a & \uparrow & b \\
\end{array}
\]

the associated matrix with indexation \( (a, c_1, b) \) is

\[
B = \begin{bmatrix}
0 & 1 & 1 \\
-1 & 0 & 1 \\
-1 & -1 & 0
\end{bmatrix}
\]

The columns \( C_a \) and \( C_{c_1} \) are linearly independent and \( C_b = C_{c_1} - C_a \). We set \( \epsilon(C_a) = -1 \), \( \epsilon(C_{c_1}) = -2 \) and then \( \epsilon(C_b) = -1 < 0 \). Thus \( \epsilon \) fits.

Assume that \( r = s = 1 \). Then \( Q \) is the quiver

\[
\begin{array}{ccc}
& c_1 & \\
\downarrow & & \\
& a & \uparrow & b \\
\end{array}
\]

the associated matrix with indexation \( (a, d_1, b) \) is

\[
B = \begin{bmatrix}
0 & 1 & 1 \\
-1 & 0 & 1 \\
-1 & -1 & 0
\end{bmatrix}
\]

The columns \( C_a \) and \( C_{d_1} \) are linearly independent and \( C_b = C_{d_1} - C_a \). We set \( \epsilon(C_a) = -1 \), \( \epsilon(C_{d_1}) = -2 \) and then \( \epsilon(C_b) = -1 < 0 \). Thus \( \epsilon \) fits.
In the associated matrix $B$, we have $C_b = -C_a$, thus we will not be able to find any form $\epsilon$ fitting to $Q$. Consider then the quiver $Q' = \mu_b(Q) = \sigma_b(Q)$ given by

$$
\begin{array}{ccc}
  & c_1 & \\
c_1 & a & b \\
& d_1 & &
\end{array}
$$

$Q'$ is alternating, so it is graded and $Q$ is gradable.

Now assume that $s = 0$ and $r \geq 2$ (or equivalently $r = 0$ and $s \geq 2$). Then $Q$ is the quiver

$$
\begin{array}{ccc}
  c_1 & \cdots & c_r \\
  a & \rightarrow & b \\
\end{array}
$$

The associated matrix in the indexation $(a, c_1, \ldots, c_r, b)$ is thus

$$
\begin{bmatrix}
  0 & 1 & 0 & \cdots & 0 & 1 \\
  -1 & 0 & 1 & \cdots & 1 \\
  \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
  \vdots & \vdots & \vdots & \ddots & 1 & 1 \\
  -1 & 0 & 1 & \cdots & 1 & 0
\end{bmatrix}
$$

and we have

$$
\sum \lambda_j C_j =
\begin{bmatrix}
  \lambda_b + \lambda_{c_1} \\
  \lambda_{c_2} - \lambda_a \\
  \vdots \\
  \lambda_b - \lambda_{c_r-1} \\
  -\lambda_{c_r} - \lambda_a
\end{bmatrix}
$$

If $r \in 2\mathbb{Z}$, then

$$
\sum \lambda_j C_j = 0 \Leftrightarrow \begin{cases}
  \lambda_{c_1} = -\lambda_b \\
  \lambda_a = \lambda_{c_2} = \cdots = \lambda_{c_r} \\
  \lambda_b = \lambda_{c_r-1} = \cdots = \lambda_{c_1} \\
  \lambda_a = -\lambda_{c_r}
\end{cases} \Leftrightarrow \lambda_j = 0 \text{ for all } j \in Q_0
$$

Thus, $B$ is of full rank and $Q$ is graded.

If $r \in 2\mathbb{Z} + 1$, then

$$
\sum_{j \neq b} \lambda_j C_j = 0 \Leftrightarrow \begin{cases}
  \lambda_{c_1} = 0 \\
  \lambda_a = \lambda_{c_2} = \cdots = \lambda_{c_{r-1}} \\
  \lambda_{c_{r-1}} = \lambda_{c_{r-3}} = \cdots = \lambda_{c_2} = 0 \Rightarrow \lambda_j = 0 \text{ for all } j \\
  \lambda_{c_r} = \cdots = \lambda_{c_{r-2}} = \cdots = \lambda_{c_3} \\
  \lambda_a = -\lambda_{c_r}
\end{cases}
$$

Thus, the columns $(C_a, C_{c_1}, \ldots, C_{c_r})$ are linearly independent and

$$
C_b = -C_a + C_{c_1} - C_{c_2} + C_{c_3} - \cdots - C_{c_{r-1}} + C_{c_r}
$$

We thus set, $\epsilon(C_i) = -1$ for all $i \neq c_1, b$ and $\epsilon(C_{c_1}) = -2$. Then $\epsilon(C_b) < 0$ and $\epsilon$ fits to the condition.
Assume now that \( s = 1 \) and \( r \geq 2 \) (or equivalently \( r = 1 \) and \( s \geq 2 \)). Then \( Q \) is the quiver

\[
\begin{array}{c}
\cdot & \rightarrow & c_1 & \rightarrow & \cdots & \rightarrow & c_r & \rightarrow & \cdot \\
\downarrow & & & & & & & & \downarrow \\
a & & & & & & & & b \\
\downarrow & & & & & & & & d_1
\end{array}
\]

The associated matrix in the indexation \((a, c_1, \ldots, c_r, b, d_1)\) is

\[
\begin{bmatrix}
0 & 1 & 0 & \cdots & 0 & 0 & 1 \\
-1 & 0 & 1 & & & & \\
0 & -1 & 0 & \cdots & & & \\
& & \ddots & \ddots & 1 & & \\
& & & \ddots & \ddots & \ddots & \ddots \\
-1 & 0 & 1 & & & & \\
-1 & 0 & 1 & \cdots & & & \\
1 & 0 & & & & &
\end{bmatrix}
\]

We have

\[
\sum_{j \in Q_0} \lambda_j C_j =
\begin{bmatrix}
\lambda_{c_1} + \lambda_{d_1} \\
\lambda_{c_2} - \lambda_a \\
\lambda_{c_3} - \lambda_{c_1} \\
\vdots \\
\lambda_b - \lambda_{c_{r-1}} \\
-\lambda_{d_1} - \lambda_{c_r} \\
\lambda_b - \lambda_a
\end{bmatrix}
\]

If \( r \in 2Z \),

\[
\sum_{j \in Q_0} \lambda_j C_j = 0 \iff \lambda_a = \lambda_b = \lambda_{c_1} = \lambda_{c_2} = \cdots = \lambda_{c_r} = -\lambda_{d_1}
\]

So \( \sum_{j \neq d_1} \lambda_j C_j = 0 \Rightarrow \lambda_j = 0 \) for all \( j \) and thus the columns \((C_a, C_{c_1}, \ldots, C_{c_r}, C_b)\) are linearly independent and \( C_{d_1} \) is in the spanning of the other columns. More precisely,

\[
\sum_{j \neq d_1} \lambda_j C_j =
\begin{bmatrix}
\lambda_{c_1} \\
\lambda_{c_2} - \lambda_a \\
\lambda_{c_3} - \lambda_{c_1} \\
\vdots \\
\lambda_b - \lambda_{c_{r-1}} \\
-\lambda_{d_1} - \lambda_{c_r} \\
\lambda_b - \lambda_a
\end{bmatrix}
\begin{bmatrix}
0 \\
\vdots \\
0 \\
-1 \\
0
\end{bmatrix}
\]

\( \iff \{ \lambda_{c_1} = \lambda_{c_2} = \cdots = \lambda_{c_r} = \lambda_b = \lambda_a = 1 \} \)

Thus, \( C_{d_1} = \sum_{j \neq d_1} C_j \) and thus it suffices to set \( \epsilon(C_j) = -1 \) for every \( j \neq d_1 \) and \( Q \) is graded.
If $r \in 2\mathbb{Z} + 1$, $Q$ is not graded. Consider the quiver

$$Q' = \mu_b(Q) = \begin{array}{c}
\begin{array}{ccc}
\cdots & c_r & \cdots \\
\uparrow & & \uparrow \\
\downarrow & & \downarrow \\
a & & b \\
d_1 & & \\
\end{array}
\end{array}$$

The associated matrix in the indexation $(a, c_1, \ldots, c_r, b, d_1)$ is

$$
\begin{bmatrix}
0 & 1 & 0 & \cdots & 0 & 0 & 1 \\
-1 & 0 & 1 & & & & \\
0 & -1 & 0 & \ddots & & & \\
& & \ddots & \ddots & \ddots & 1 & \\
& & & \ddots & \ddots & \ddots & 1 \\
& & & & 1 & 0 & 1 \\
& & & & & -1 & 0 \\
-1 & & & & & & -1 \\
\end{bmatrix}
$$

we have

$$\sum_{j \neq d_1} \lambda_j C_j = \begin{bmatrix}
\lambda_{c_1} + \lambda_{d_1} \\
\lambda_{c_2} - \lambda_a \\
\vdots \\
\lambda_{c_r} - \lambda_{c_{r-2}} \\
-\lambda_b - \lambda_{c_{r-1}} \\
\lambda_{c_r} + \lambda_{d_1} \\
-\lambda_b - \lambda_a \\
\end{bmatrix}$$

Then,

$$\sum_{j \in Q_0} \lambda_j C_j = 0 \iff \begin{cases}
\lambda_{c_1} = \lambda_{c_3} = \cdots = \lambda_{c_r} = -\lambda_{d_1} \\
\lambda_a = \lambda_{c_2} = \cdots = \lambda_{c_{r-1}} = -\lambda_b
\end{cases}$$

So the columns $(C_a, C_{c_1}, \ldots, C_{c_r})$ are linearly independent and $C_b$ and $C_{d_1}$ are in their spanning. More precisely, we have

$$C_b = C_a + C_{c_2} + \cdots + C_{c_{r-1}} \quad \text{and} \quad C_{d_1} = C_{c_1} + C_{c_3} + \cdots + C_{c_r}$$

We thus set $\epsilon(C_i) = -1$ for all $i \neq b, d_1$ and thus $\epsilon$ fits. It follows that $Q'$ is graded and $Q$ is gradable.

Now we assume that $r, s \geq 2$, $Q$ is the quiver

$$
\begin{array}{c}
\begin{array}{ccc}
\cdots & c_r & \cdots \\
\uparrow & & \uparrow \\
\downarrow & & \downarrow \\
a & & b \\
d_1 & & \\
\end{array}
\end{array}$$
the associated matrix $B$ in the indexation $(a, c_1, \ldots, c_r, b, d_1, \ldots, d_s)$ is

$$
\begin{bmatrix}
0 & 1 & 0 & \cdots & 0 \\
-1 & 0 & 1 \\
0 & -1 & 0 & \ddots \\
& \ddots & \ddots & \ddots & 1 \\
& & & -1 & 0 \\
-1 & 0 & -1 & & \\
& & & & 1 &
\end{bmatrix}
$$

We have

$$
\sum_{j \in Q_0} \lambda_j C_j = \begin{bmatrix}
\lambda_{c_1} + \lambda_{d_1} \\
\lambda_{c_2} - \lambda_a \\
\lambda_{c_3} - \lambda_{c_1} \\
\vdots \\
\lambda_{c_r} - \lambda_{c_{r-2}} \\
\lambda_b - \lambda_{c_{r-1}} \\
-\lambda_{d_s} - \lambda_{c_r} \\
\lambda_{d_2} - \lambda_a \\
\lambda_{d_3} - \lambda_{d_2} \\
\vdots \\
\lambda_{d_s} - \lambda_{d_{s-2}} \\
\lambda_b - \lambda_{d_{s-1}}
\end{bmatrix}
$$

If $r, s \in 2\mathbb{Z}$, then

$$
\sum_{j \in Q_0} \lambda_j C_j = 0 \iff 
\begin{cases}
\lambda_{c_1} = -\lambda_{d_1} \\
\lambda_a = \lambda_{c_2} = \ldots = \lambda_{c_r} \\
\lambda_b = \lambda_{c_{r-1}} = \ldots = \lambda_{c_1} \\
\lambda_{c_r} = -\lambda_{d_s} \\
\lambda_a = \lambda_{d_2} = \ldots = \lambda_{d_2} \\
\lambda_b = \lambda_{d_{s-1}} = \ldots = \lambda_{d_3}
\end{cases}
\iff \lambda_i = 0 \text{ for tout } i
$$

and the columns are linearly independent. $B$ is thus of full rank and $Q$ is graded.

If $r \in 2\mathbb{Z}$ and $s \in 2\mathbb{Z} + 1$ (or equivalently $r \in 2\mathbb{Z} + 1$ and $s \in 2\mathbb{Z}$), then

$$
\sum_{j \in Q_0} \lambda_j C_j = 0 \iff 
\begin{cases}
\lambda_{c_1} = -\lambda_{d_1} \\
\lambda_a = \lambda_{c_2} = \ldots = \lambda_{c_{r-1}} \\
\lambda_b = \lambda_{c_{r-1}} = \ldots = \lambda_{c_1} \\
\lambda_{c_r} = -\lambda_{d_s} \\
\lambda_a = \lambda_{d_2} = \ldots = \lambda_{d_2} \\
\lambda_b = \lambda_{d_{s-1}} = \ldots = \lambda_{d_3}
\end{cases}
$$

Thus, $\sum_{j \neq a} \lambda_j C_j = 0$ if and only if $\lambda_j = 0$ for all $j$. The columns $C_a$, $C_{c_1}, \ldots, C_{c_r}$, $C_b$, $C_{d_1}, \ldots, C_{d_{s-1}}$ are thus linearly independent and

$$
C_{d_s} = C_a + C_{c_2} + \cdots + C_{c_r} + C_{d_2} + \cdots + C_{d_{s-1}} - C_{d_1} - \cdots - C_{d_{s-2}}
$$

We set $\epsilon(C_i) = -1$ for every $i \neq a, d_s$ and $\epsilon(C_a) = \min(0, r - 1) - 1$. We have then $\epsilon(C_i) < 0$ for every $i \in Q_0$ and $Q$ is graded.
If \( r, s \in 2\mathbb{Z} + 1 \), \( Q \) is not graded. We consider the quiver \( Q' = \mu_b(Q) \) whose associated matrix in the indexation \((a, c_1, \ldots, c_r, b, d_1, \ldots, d_s)\) is

\[
\begin{bmatrix}
0 & 1 & 0 & \cdots & 0 & 0 & 1 & 0 & \cdots & 0 \\
-1 & 0 & 1 & & & & & & & \\
0 & -1 & 0 & \cdots & & & & & & \\
& & & & & & & & & \\
& & & & & & & & & \\
& & & & & & & & & \\
& & & & & & & & & \\
& & & & & & & & & \\
& & & & & & & & & \\
& & & & & & & & & \\
-1 & 0 & 1 & & & & & & & \\
\end{bmatrix}
\]

If \( C'_i \) denotes the \( i \)-th column of \( B' \) for any \( i \), we have

\[
\sum_{j \in Q_0} \lambda_j C'_j =
\begin{bmatrix}
\lambda_{c_1} + \lambda_{d_1} \\
\lambda_{c_2} - \lambda_a \\
\lambda_{c_3} - \lambda_{c_1} \\
\vdots \\
\lambda_{c_r} - \lambda_{c_{r-2}} \\
-\lambda_b - \lambda_{c_{r-1}} \\
-\lambda_d - \lambda_{c_r} \\
\lambda_d_2 - \lambda_a \\
\lambda_d_3 - \lambda_d_1 \\
\vdots \\
\lambda_d_{s-2} - \lambda_{d_1} \\
-\lambda_b - \lambda_{d_{s-1}} \\
\end{bmatrix}
\]

and

\[
\sum \lambda_j C'_j = 0 \iff \lambda_j = 0 \text{ for all } j.
\]

Thus, \( \sum_{j \neq b, d} \lambda_j C'_j = 0 \iff \lambda_j = 0 \) for all \( j \). The columns \( C'_a, C'_c, \ldots, C'_d \) are thus linearly independent. Moreover, we have

\[
C'_b = C'_a + C'_c + \cdots + C'_{c_{r-1}} + C'_{d_2} + \cdots + C'_{d_{s-1}}
\]

and

\[
C'_{d_s} = C'_{c_1} + C'_{c_3} + \cdots + C'_{c_r} - C'_{d_1} - \cdots - C'_{d_{s-2}}
\]

We thus set \( \epsilon(C'_i) = -1 \) for all \( i \neq b, d, c_1 \) and \( \epsilon(C'_{c_2}) = \min(0, \frac{b+1}{2} - \frac{s-1}{2}) - 1 \). Then, \( \epsilon(C'_{c_2}) < 0 \) and \( \epsilon(C'_{d_s}) < 0 \). \( Q' \) is thus graded and so \( Q \) is gradable.

In every case, we proved that a quiver \( Q \) of affine type \( \tilde{A}_{r,s} \) is gradable. \( \square \)

**Theorem 4.20.** Let \( Q \) be an affine quiver such that every quiver reflection-equivalent to \( Q \) satisfies the difference property. Then the set of generic variables is a \( \mathbb{Z} \)-basis in \( A(Q) \).
Proof. Let $Q$ be an affine quiver. If $Q$ is of affine type $\tilde{\mathfrak{a}}$, then $Q$ is gradable by lemma 4.19. Otherwise, the underlying diagram $\Delta$ of $Q$ is a tree and thus admits an alternating orientation. As any orientations of a tree are reflection-equivalent, it follows that $Q$ is gradable. By theorem 4.13, we can thus assume that $Q$ is a graded quiver. It follows from lemma 4.15 that $B'(Q)$ is linearly independent over $\mathbb{Q}$ and thus over $\mathbb{Z}$.

Now, it follows from proposition 3.35 that every element $X_M$ is a $\mathbb{Q}$-linear combination of elements of $B'(Q)$. For every $d \in \mathbb{Z}_{\geq 0}$, set

$$\lambda_{d} = (-\langle \alpha_i, [d]_+ \rangle + \langle [d]_-, \alpha_i \rangle)_{i \in Q_0}.$$

If $M$ is such that $X_M = X_d$, then it follows from the definition of $X_d$ that $\dim H^0(M) = [d]_+$ and $\dim P_M[1] = [d]_-$. Then, it follows from proposition 4.13 that $\supp (X_d) \in C_{\lambda_d}$ and the $\lambda_d$ component of $X_d$ is 1.

As $Q$ is graded, using the filtration given by proposition 4.14 we obtain

$$X_M = X_{\dim M} + \sum_{e(d) < \langle \dim M \rangle} n_d X_d$$

where the $n_d$ are rational numbers. By induction on the filtration, using the fact that $\chi(\text{Gr}_e(M)) \in \mathbb{Z}$ for every dimension vector $e$, we see that $n_d \in \mathbb{Z}$ for every $d \in \mathbb{Z}_{\geq 0}$ and thus $A(Q)$ is generated by $B'(Q)$ as a $\mathbb{Z}$-module. □

Theorem 4.21. Let $Q$ be a quiver of affine type $\tilde{\mathfrak{a}}$. Then $B'(Q)$ is a $\mathbb{Z}$-basis of the $\mathbb{Z}$-module $A(Q)$.

Proof. According to theorem 4.20, a quiver of affine type $\tilde{\mathfrak{a}}$ satisfies the difference property. Thus $B'(Q)$ is a $\mathbb{Z}$-basis in $A(Q)$ by theorem 4.20. □

Remark 4.22. In the works of [CZ06] on the Kronecker quiver (see also [Cer08] for affine quivers of rank three), the elements arising in their semicanonical basis with denominator vectors $n\delta$ turn out to be the $X_{M_{\lambda}^{(n)}}$ for $n \geq 2$ and $\lambda \in P_0$. Nevertheless, it follows from lemma 4.13 that $X_{n\delta} \neq X_{M_{\lambda}^{(n)}}$ and thus that generalized variables associated to the regular modules $M_{\lambda}^{(n)}$ for $n \geq 2$ do not appear as elements of $B'(Q)$. Even if it seems more natural from the point of view of the AR quiver of $\mathcal{C}_Q$ to introduce the $X_{M_{\lambda}^{(n)}}$, the natural choice from the point of view of geometry is $X_{nM_{\lambda}^{(n)}}$. We will see in subsection 5.2 that for the Kronecker quiver, Caldero-Zelevinsky’s semicanonical basis differ from the set $B'(Q)$ of generic variables only by a locally unipotent (see subsection 5.2 for definitions) transformation.

The reader can find a bit confusing to use also the terminology semicanonical in our case whereas the considered set does not coincide with the semicanonical basis found in the previous literature. Nevertheless, because of the very strong analogy between our basis and Lusztig’s dual semicanonical basis, we preferred to keep the terminology semicanonical even if it can seem a bit confusing at first.

Example 4.23. Consider the quiver $Q$ of affine type $\tilde{\mathfrak{a}}_{4,4}$:

$$Q: \begin{array}{c}
\longrightarrow 2 \\
\downarrow & \downarrow \\
1 & 3 & 4 \\
\downarrow & \downarrow \\
8 & 7 & 6 \\
\end{array}$$

For any $i \in \mathbb{Z}/8\mathbb{Z}$, denote by $E_{i,i+1}$ the quasi-simple module whose composition factors are $S_i$ and $S_{i+1}$. Then $\tau E_{i,i+1} = E_{i+2,i+3}$ for all $i \in \mathbb{Z}/8\mathbb{Z}$. As usual, we
denote by $E_j^{(n)}$ the unique indecomposable regular module with quasi-length $n$ and quasi-socle $E_j$.

The AR-quiver of $kQ$-mod contains exactly two exceptional tubes which are of rank $p = 4$. We consider the tube depicted in figure 3.

![Figure 3. An exceptional tube of $\tilde{A}_{4,4}$](image)

We consider the module $M = E_{78} \oplus E_{56}^{(3)}$. The multiplication formula gives

$$X_M = X_{E_{56}^{(4)}} + X_{E_{34}^{(2)}}$$

but according to the difference property proved in theorem 3.25 we have

$$X_{E_{56}^{(4)}} = X_{M} + X_{E_{34}^{(2)}}$$

for every $\lambda \in \mathbb{P}^1(Q)$. As $E_{34}^{(2)}$ and $E_{56}^{(3)}$ are indecomposable rigid, they belong to $\mathcal{B}'(Q)$. Moreover $X_{M} = X_{\delta}$ so

$$X_M = X_{M} + X_{E_{34}^{(2)}} + X_{E_{56}^{(3)}}$$

$$= X_{\delta} + X_{\dim E_{34}^{(2)}} + X_{\dim E_{56}^{(3)}}$$

$$\in \mathbb{Z} \mathcal{B}'(Q).$$

5. Examples of semicanonical bases

5.1. Semicanonical basis for Dynkin quivers. In this short subsection, we prove that the generic variables are the elements of the Caldero-Keller basis found in [CK08] for a quiver of Dynkin type.

**Proposition 5.1.** Let $Q$ be a Dynkin quiver. Then

$$\mathcal{B}'(Q) = \{\text{cluster monomials in } \mathcal{A}(Q)\}$$

is a $\mathbb{Z}$-basis for the $\mathbb{Z}$-module $\mathcal{A}(Q)$.

**Proof.** We denote by $\mathcal{M}(Q) = \{\text{cluster monomials in } \mathcal{A}(Q)\}$. It follows from lemma 3.10 that $\mathcal{M}(Q) \subseteq \mathcal{B}'(Q)$. Fix now an element $d \in \mathbb{N}^{\oplus}Q$ and write $d = \bigoplus_{i=1}^{n} e_i$ its canonical decomposition. Then, according to proposition 3.5 for every $i = 1, \ldots, n$, 

there is a Schur representation $M_i \in \text{rep}(Q, e_i)$ such that $\text{Ext}^1_{kQ}(M_i, M_j) = 0$ for $i \neq j$. As $Q$ is Dynkin, every root is a real root and then each $e_i$ is a real Schur root and thus each $M_i$ is rigid. It follows that $M = \bigoplus_{i=1}^n M_i$ is rigid in $\text{rep}(Q, d)$ and then $O_M \cap U_d \neq \emptyset$. It follows that $X_d = X_M$ for some rigid module $M$ and thus $X_d$ is a cluster monomial.

Assume now that $d$ is any element in $\mathbb{Z}^{Q_0}$. Then $X_d = X_{[d]} + \prod_{d_i < 0} u_i^{-d_i}$. By the above discussion, there exists some rigid module $M \in \text{rep}(Q, [d]_+)$ such that $X_M = X_{[d]}$. Moreover, for every $i \in Q_0$ such that $d_i < 0$, we have $\text{Ext}^1_{C}(M, P_i[1]) = 0$ so $N = M \oplus \bigoplus_{d_i < 0} P_i[1]^{\oplus(-d_i)}$ is rigid in $C_Q$ and $X_d = X_N$ is a cluster monomial.

This is a $\mathbb{Z}$-basis according to [CK08]. □

5.2. Bases for the Kronecker quiver. The first example of cluster algebra of non Dynkin type that has already been studied is the most simple case of affine quiver, namely the Kronecker quiver

$K : 1 \leftarrow 2.$

We write $\delta = (1, 1)$ the minimal imaginary root of $K$ and we denote by $A(K)$ the coefficient-free cluster algebra with initial seed $(K, u)$ with $u = (u_1, u_2)$.

5.2.1. Normalized Chebyshev polynomials. In this subsection, we recall briefly some results of [CZ06] concerning the normalized Chebyshev polynomials.

The normalized Chebyshev polynomials of the second kind are the polynomials defined inductively by :

$C_{-2}(x) = 0, \ C_{-1}(x) = 0, \ C_0(x) = 1, \ C_{n+1}(x) = xC_n(x) - C_{n-1}(x)$

In particular, for every $n \geq 0$, $C_n$ is the unitary polynomial of degree $n$ characterized by the identity

$C_n(t + t^{-1}) = \sum_{k=0}^n t^{n-2k}$

The normalized Chebyshev polynomials of the first kind are the polynomials defined inductively by :

$P_n(x) = C_n(x) - C_{n-2}(x)$

for every $n \geq 0$. In particular, $P_n$ is also a unitary polynomial of degree $n$ for any $n \geq 0$ satisfying

$P_n(t + t^{-1}) = t^n + t^{-n}$

We can express the $C_n$ in terms of $P_n$ with the relation

$C_n(x) = \sum_{k=1}^{[n]+1} P_{n-2k}.$

In particular $C_n$ is a positive linear combination of the $P_k$.

5.2.2. The canonical basis for the Kronecker quiver. We recall briefly the results and notations of [SZ04].

Definition 5.2. An element $y \in A(K)$ is called positive if for every cluster $x = (x, x')$, the coefficients in the expansion of $y$ as a Laurent polynomial in $x$ and $x'$ are positive.
Theorem 5.3 ([SZ04]). There exists an unique \( \mathbb{Z} \)-basis \( B(K) \) of \( \mathcal{A}(K) \) such that the semi-ring of positive elements in \( \mathcal{A}(K) \) consists precisely of positive integer linear combinations of elements of \( B(K) \).

The set \( B(K) \) is called the canonical basis of the cluster algebra \( \mathcal{A}(K) \). The explicit value of the canonical basis is explicitly computed in [SZ04] and is given by

\[
B(K) = \{ \text{cluster monomials} \} \sqcup \{ P_n(z) : n \geq 1 \}
\]

where

\[
z = \frac{1 + u_1^2 + u_2^2}{u_1 u_2}.
\]

It is proved in [SZ04] that for any \( n \geq 1 \), we have

\[
\delta(P_n(z)) = n \delta
\]

Thus the canonical basis is the disjoint union of the set of cluster variables and a family of variables whose denominator vector are the imaginary roots of \( Q \).

5.2.3. The semi-canonical basis for the Kronecker quiver. We denote by \( B'(K) \) the semi-canonical basis of the cluster algebra associated to \( K \).

The explicit description is given by proposition 3.18 but we give an independent and explicit construction of all the \( X_d \) based on the known results about the canonical decomposition of elements in the root lattice of the Kronecker quiver.

Proposition 5.4.

\[
B'(K) = \{ \text{cluster monomials} \} \sqcup \{ z^n : n \geq 1 \}
\]

Proof. It follows from lemma 3.10 that cluster monomials are elements of the canonical basis. Also, a direct computation proves that

\[
X_d = X_n \delta = z
\]

for any homogeneous simple \( M_\lambda \).

We also know that \( X_{n \delta} = X_\delta^n = z^n \). Now we claim the above union is disjoint. In deed, consider an element \( X_n \delta \) and a cluster monomial \( x \). Then there is some \( M \) without self-extension such that \( X_M = x \). Thus it follows that \( \dim M \not\subseteq \mathbb{Z}_{\geq 0} \delta \) (there is no representation without self extension in \( \text{rep}(Q, n \delta) \) for every \( n \)). Thus \( \delta(x) \neq \delta(z^n) \) for every \( n \) and the above union is disjoint.

Now it only remains to prove that every element \( X_d \) is either a cluster monomial or a \( z^n \) for some \( n > 0 \). First assume that \( d \in \mathbb{N}^{Q_0} \). Then we know that \( X_d = X_M \) for some \( M \) in the open set of Kac’s canonical decomposition \( \mathfrak{M} \). We write \( d = (d_1, d_2) \). Then it follows from [DW02] subsection 3] that the canonical decomposition of \( d \) depends on the quotient \( a = d_1/d_2 \). More precisely, if \( a > 1 \), then the canonical decomposition of \( d \) is of the form \( \lambda \mu + \mu \lambda' + 1 \) where \( p_{2k+1} = \dim P_{2k+1} = \dim \tau^{-k} P_1 \) and \( p_{2(k+1)} = \dim P_{2(k+1)} = \dim \tau^{-k} P_2 \). Thus

\[
X_d = X_{P_n} \oplus P_{n+1}^m
\]

but \( \text{Ext}^1_{kQ}(P_m, P_{m+1}) = \text{Ext}^1_{kQ}(P_{m+1}, P_m) = 0 \) the \( X_d \) is a cluster monomial. Similarly, if \( a < 1 \), \( X_d \) will be a cluster monomial. Now if \( a = 1 \), \( d = n \delta \) for some \( n \) and then we know that

\[
X_d = X_{n \delta} = X_\delta^n = z^n
\]

Now suppose that \( d \in \mathbb{Z}^{Q_0} \) is such that \( d_i < 0 \) for some \( i \). If \( d_1 < 0 \) and \( d_2 < 0 \), then

\[
X_d = X_{P_1} \oplus (-d_1) \oplus P_2 \oplus (-d_2)
\]
is a cluster monomial because $P_1[1]^{(-d_1)} \oplus P_2[1]^{(-d_2)}$ has no self-extension. If $d_1 < 0$ and $d_2 \geq 0$, then

$$X_d = X_{P_1[1]^{(-d_1)}@d_2}$$

is a cluster monomial because $P_1[1]^{(-d_1)} \oplus I_2^{d_2}$ has no self-extension.

Finally, if $d_1 \geq 0$ and $d_2 < 0$, then

$$X_d = X_{P_1^{d_1} \oplus P_2[1]^{(-d_2)}}$$

is a cluster monomial because $P_1^{d_1} \oplus P_2[1]^{(-d_2)}$ has no self-extension.

Now it proves that

$$B'(K) = \{\text{cluster monomials}\} \sqcup \{z^n : n \geq 1\}$$

Notice that $P_n(z) \neq z^n$ for every $n > 1$. It follows that the semi-canonical basis and the canonical basis do not coincide. Thus, the semi-canonical do not have the positivity property of theorem 5.3.

Nevertheless, for any $n \geq 1$, the denominator vector $\delta(z^n) = n\delta(z) = n\delta$. Thus, as for the canonical basis, the semi-canonical basis is the disjoint union of the set of cluster variables and a family of variables whose denominator vector are the positive imaginary roots of $Q$.

5.2.4. Caldero-Zelevinsky basis for the Kronecker quiver. In [CZ06], the authors have computed another $\mathbb{Z}$-basis for the Kronecker quiver, this basis is given by

$$B''(K) = \{\text{cluster monomials}\} \sqcup \left\{X_{M^{(n)}} : n \geq 1\right\}$$

In corollary 3.13 we proved that $X_{M^{(n)}} = C_n(z)$ where the $C_n$ are the normalized Chebyshev polynomial of the second kind defined in subsection 5.2.1.

As it was noticed before, the denominator theorem of [CK06] implies that

$$\delta(C_n(z)) = \delta(X_{M^{(n)}}) = n\delta.$$ 

Thus the basis $B''(K)$ is also the disjoint union of the set of cluster monomials and of a sets of variables whose denominator vectors correspond to the positive imaginary roots of $Q$.

5.2.5. Base change between $B(K)$ and $B'(K)$.

**Definition 5.5.** Let $a = \{a_n, n \geq 0\}$ and $b = \{b_n, n \geq 0\}$ be two bases of the $\mathbb{Z}$-module $\mathcal{A}(K)$. We say that there is a **locally unipotent base change** from $A$ to $B$ if for every $n \in \mathbb{Z}$, the $\mathbb{Z}$-modules spanned by $\{a_k, 0 \leq k \leq n\}$ and $\{b_k, 0 \leq k \leq n\}$ coincide and if the base change matrix $P$ from $\{a_k, 0 \leq k \leq n\}$ to $\{b_k, 0 \leq k \leq n\}$ is unipotent in $M_n(\mathbb{Z})$. If moreover $P$ has positive entries, then the base change is called **positive**.

**Proposition 5.6.** There is a positive locally unipotent base change from $B(K)$ to $B'(K)$.

**Proof.** As

$$B(K) = \{\text{cluster monomials}\} \sqcup \{P_n(z), n \in \mathbb{N}\}$$

and

$$B'(K) = \{\text{cluster monomials}\} \sqcup \{z^n, n \in \mathbb{N}\},$$

it suffices to prove that there is a positive locally unipotent base change from $\{P_n(z), n \in \mathbb{N}\}$ to $\{z^n, n \in \mathbb{N}\}$. It is equivalent to prove that every $z^n$ can be written as a positive $\mathbb{Z}$-linear combination of the $P_k(z)$ for $0 \leq k \leq n$. 

As \( B(K) \) is a \( \mathbb{Z} \)-basis of \( A(K) \) and \( z^n \in A(K) \) for every \( n \), it follows that each \( z^n \) can be written as a \( \mathbb{Z} \)-linear combination of \( P_k(z) \) for \( k \in \mathbb{N} \). Each \( P_k(z) \) being a unitary polynomial of degree \( k \), it follows that \( z^n \) can be written as a \( \mathbb{Z} \)-linear combination of the \( P_k(z) \) for \( 0 \leq k \leq n \). Thus, there is a locally unipotent base change from \( B(K) \) to \( B'(K) \).

According to [SZ04], \( z = X_{M_k} \) is a positive element in \( A(K) \). Thus, as positive elements form a semiring in \( A(K) \), each \( X_{M_k}^n \) is a positive element in \( A(K) \) and can thus be written as a positive \( \mathbb{Z} \)-linear combination of elements of \( B(K) \). The base change is then positive and the proposition is proved. 

\[ \square \]

**Example 5.7.** If we look at the base change matrix from the family \( (z^n, 0 \leq n \leq 10) \subset B'(K) \) to the family \( (P_n(z), 0 \leq n \leq 10) \) of the canonical basis for \( 0 \leq n \leq 10 \), we obtain

\[
\begin{bmatrix}
1 & 0 & 2 & 0 & 6 & 0 & 20 & 0 & 70 & 0 & 252 \\
0 & 1 & 0 & 3 & 0 & 10 & 0 & 35 & 0 & 126 & 0 \\
0 & 0 & 1 & 0 & 4 & 0 & 15 & 0 & 56 & 0 & 210 \\
0 & 0 & 0 & 1 & 0 & 5 & 0 & 21 & 0 & 84 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 6 & 0 & 28 & 0 & 120 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 7 & 0 & 36 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 8 & 0 & 45 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 9 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 10 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
\end{bmatrix}
\]

which is positive and unipotent. The inverse matrix is

\[
\begin{bmatrix}
1 & 0 & -2 & 0 & 2 & 0 & -2 & 0 & 2 & 0 & -2 \\
0 & 1 & 0 & -3 & 0 & 5 & 0 & -7 & 0 & 9 & 0 \\
0 & 0 & 1 & 0 & -4 & 0 & 9 & 0 & -16 & 0 & 25 \\
0 & 0 & 0 & 1 & 0 & -5 & 0 & 14 & 0 & -30 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & -6 & 0 & 20 & 0 & -50 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & -7 & 0 & 27 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & -8 & 0 & 35 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & -9 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & -10 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
\end{bmatrix}
\]

5.2.6. *Base change between \( B'(K) \) and \( B''(K) \).* For any \( n \geq 0 \), we write \( P_n = P_n(z) \) and

\[
z^n = \sum_{i \leq n} \lambda_{i,n} P_i
\]

the expansion of \( z^n \) in the \( P_n \). It follows from proposition 5.6 that that each \( \lambda_{i,n} \) is positive.

**Lemma 5.8.** For any \( n \geq 1 \), we have :

1. \( \lambda_{i,n} = 0 \) if \( i \neq n[2] \),
2. \( \lambda_{i,n} < \lambda_{i-2,n} \) for any \( i \geq 2 \) such that \( i \equiv n[2] \).

**Proof.** We prove it by induction on \( n \). If \( n = 1 \), then \( z^n = P_1 \) and thus \( \lambda_{1,1} = 1 \) and \( \lambda_{i,1} = 0 \) for all \( i \neq 1 \), the above assertions are true. We now prove the induction step.

\[
z^{n+1} = z.z^n = P_1 \left( \sum_{i \leq n} \lambda_{i,n} P_i \right)
\]
Now according to [SZ04, prop. 5.4 (1)], we have
\[
P_i P_i = \begin{cases} 
P_{i-1} + P_{i+1} & \text{if } n > 1 \\
2 + P_2 & \text{if } i = 1 \\
P_i & \text{if } i = 0 \end{cases}
\]
it follows that
\[
z^{n+1} = \lambda_{0,n} P_{n} P_0 + \lambda_{1,n} P_1 P_1 + \sum_{2 \leq i \leq n} \lambda_{i,n} P_i P_i
\]
\[
= \lambda_{0,n} P_{n} + \lambda_{1,n} (2 + P_2) + \sum_{2 \leq i \leq n} \lambda_{i,n} (P_{i-1} + P_{i+1})
\]
\[
= 2\lambda_{1,n} P_0 + (\lambda_{0,n} + \lambda_{2,n}) P_1 + \sum_{i \geq 2} (\lambda_{i-1,n} + \lambda_{i+1,n}) P_i
\]
A direct check proves that the induction step is verified. □

**Proposition 5.9.** There is a positive locally unipotent base change from \(B''(K)\) to \(B'(K)\).

**Proof.** As
\[
B'(K) = \{ \text{cluster monomials} \} \sqcup \{ z^n, n \geq 0 \}
\]
and
\[
B''(K) = \{ \text{cluster monomials} \} \sqcup \{ C_n(z), n \geq 0 \},
\]
it suffices to prove that for any \(n \geq 0\), the coefficients of the expansion of \(z^n\) as a linear combination of the \(C_n(z)\) is positive.

We denote by \(C_n = C_n(z)\). Then we recall that \(P_n = C_n - C_{n-2}\). We write
\[
z^n = \sum_{i \leq n} \lambda_{i,n} P_n
\]
the expansion of \(z^n\) as a linear combination of the \(P_n\). Then
\[
z^n = \sum_i \lambda_{i,n} (C_n - C_{n-2})
\]
\[
= \sum_i (\lambda_{i,n} - \lambda_{i+2,n}) C_n
\]
but according to lemma 5.8, the difference \((\lambda_{i,n} - \lambda_{i+2,n})\) is positive and the \(z^n\) can be written as a positive linear combination of the \(C_n\). □

**Example 5.10.** If we look at the base change matrix from \((C_n(z), 0 \leq n \leq 10) \subset B''(K)\) to \((z^n, 0 \leq n \leq 10) \subset B'(K)\) is
\[
\begin{bmatrix}
1 & 0 & 1 & 0 & 2 & 0 & 5 & 0 & 14 & 0 & 42 \\
0 & 1 & 0 & 2 & 0 & 5 & 0 & 14 & 0 & 42 & 0 \\
0 & 0 & 1 & 0 & 3 & 0 & 9 & 0 & 28 & 0 & 90 \\
0 & 0 & 0 & 1 & 0 & 4 & 0 & 14 & 0 & 48 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 5 & 0 & 20 & 0 & 75 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 6 & 0 & 27 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 7 & 0 & 35 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 8 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 9 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}
\]
which is positive and unipotent. The inverse matrix is
\[
\begin{bmatrix}
1 & 0 & -1 & 0 & 1 & 0 & -1 & 0 & 1 & 0 & -1 \\
0 & 1 & 0 & -2 & 0 & 3 & 0 & -4 & 0 & 5 & 0 \\
0 & 0 & 1 & 0 & -3 & 0 & 6 & 0 & -10 & 0 & 15 \\
0 & 0 & 0 & 1 & 0 & -4 & 0 & 10 & 0 & -20 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & -5 & 0 & 15 & 0 & -35 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & -6 & 0 & 21 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & -7 & 0 & 28 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & -8 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & -9 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 
\end{bmatrix}
\]

5.3. Semicanonical basis for cluster algebras of type \(\tilde{A}_{2,1}\). We are now interested in the particular case of quivers of affine type \(\tilde{A}_{2,1}\), which is the only example of simply laced affine cluster algebra of rank 3. Such a quiver is necessarily isomorphic to

\[
Q:\begin{array}{ccc}
1 & \rightarrow & 2 \\
\leftarrow & 3 
\end{array}
\]

For any \(\lambda \in k\), we set \(M_{\lambda}\) to be the representation given by

\[
M_{\lambda}:
\[
\begin{array}{ccc}
1 & \rightarrow & \lambda \\
\rightarrow & k 
\end{array}
\]

and we set

\[
M_{\infty}:
\[
\begin{array}{ccc}
1 & \rightarrow & 0 \\
\rightarrow & k 
\end{array}
\]

We identify \(\mathbb{P}^1\) and \(k \cup \{\infty\}\). For any \(0 \neq \lambda \in \mathbb{P}^1 \setminus \{\infty\}\), \(M_{\lambda}\) is a quasi-module in an homogeneous tube and \(\mathbb{P}^1_0 = \mathbb{P}^1 \setminus \{0\}\). The only exceptional tube is \(T_0\) of rank 2 whose quasi-simples are

\[
E_0:
\[
\begin{array}{ccc}
0 & \rightarrow & 0 \\
\rightarrow & k 
\end{array}
\]

and

\[
E_1:
\[
\begin{array}{ccc}
0 & \rightarrow & 1 \\
\rightarrow & k 
\end{array}
\]

We denote by

\[
x_0 = X_{E_0} = \frac{u_1 + u_3}{u_2} \\
x_1 = X_{E_1} = \frac{1 + u_1 u_2 + u_2 u_3}{u_1 u_3} \\
z = X_{M_{\lambda}} = \frac{u_1^2 u_2 + u_1 + u_3 + u_2 u_3^2}{u_1 u_2 u_3 u_4}
\]
Note that for \( i \neq j \), we have

\[
\operatorname{Ext}^1_{\mathcal{C}}(E_i, E_j) \neq 0,
\]
thus, the only rigid modules in the additive closure of \( \{E_i : i = 0, 1\} \) are \( E_0^{\oplus n} \) and \( E_1^{\oplus n} \) for \( n \geq 1 \).

According to proposition 3.18 we have then

\[
B'(Q) = \{\text{cluster monomials}\} \sqcup \{z^n x_i^r : n > 0, r \geq 0, i = 0, 1\}.
\]

5.4. **Semicanonical basis for cluster algebras of type \( \tilde{A}_{3,1} \).** We are now interested in a slightly more complicated example that we already met in example 3.30. Consider a quiver \( Q \) of type \( \tilde{A}_{3,1} \), it is necessarily isomorphic to the quiver

\[
\begin{array}{c}
1 \\
\downarrow \\
2 \\
\rightarrow \\
\downarrow \\
3 \\
\rightarrow \\
4
\end{array}
\]

We keep the notations of example 3.30. We compute

\[
\begin{align*}
x_0 &= X_{E_0} = \frac{u_2 + u_4}{u_3} \\
x_1 &= X_{E_1} = \frac{u_1 + u_3}{u_2} \\
x_2 &= X_{E_2} = \frac{1 + u_1 u_3 + u_2 u_4}{u_1 u_4} \\
y_0 &= X_{E_0^{(2)}} = \frac{u_2 u_1 + u_1 u_4 + u_4 u_3}{u_2 u_3} \\
y_1 &= X_{E_1^{(2)}} = \frac{u_3 u_4^2 + u_1 + u_4 u_1 + u_3 + u_3 u_2 u_4}{u_1 u_2 u_4} \\
y_2 &= X_{E_2^{(2)}} = \frac{u_2 u_3 u_1 + u_2 + u_2 u_4 + u_4 + u_2 u_4^2}{u_1 u_3 u_4} \\
z &= X_{M_3} = \frac{u_3 u_2 u_1^2 + u_2 u_1 + u_4 u_3 + u_3 u_2 u_4^2}{u_1 u_2 u_3 u_4}
\end{align*}
\]

Note that for \( i \neq j \), we have

\[
\operatorname{Ext}^1_{\mathcal{C}}(E_i, E_j) \neq 0,
\]
\[
\operatorname{Ext}^1_{\mathcal{C}}(E_1^{(2)}, E_2^{(2)}) \neq 0,
\]
\[
\operatorname{Ext}^1_{\mathcal{C}}(E_1, E_2^{(2)}) \neq 0.
\]

Finally, for any \( i = 0, 1, 2 \), we have \( \operatorname{Ext}^1_{\mathcal{C}}(E_i, E_i^{(2)}) = 0 \). Thus, the only rigid modules in the additive closure of \( \{E_i, E_i^{(2)} : i = 0, 1, 2\} \) are the \( E_i^{\oplus r} \oplus (E_i^{(2)})^{\oplus s} \) for \( r, s \geq 0 \) and \( i = 0, 1, 2 \).

According to proposition 3.18 we have then

\[
B'(Q) = \{\text{cluster monomials}\} \sqcup \{z^n x_i^r y_i^s : n > 0, r, s \geq 0, i = 0, 1, 2\}.
\]
5.5. Semicanonical basis for cluster algebras of type $\tilde{A}_{2,2}$. The only other example of (simply laced) rank 4 affine cluster algebra is the affine type $\tilde{A}_{2,2}$. Up to one mutation, we can assume that the considered quiver is

\[ Q : \begin{array}{c}
2 \\
\downarrow \\
1 \\
\downarrow \\
3 \\
\downarrow \\
4
\end{array} \]

The AR-quiver of $Q$ contains two exceptional tubes of rank 2 $T_0$ and $T_\infty$. The quasi-simples of $T_0$ are denoted by $E_0$ and $E_1$ and the quasi-simples of $T_\infty$ are denoted by $F_0$ and $F_1$.

We compute

\[
\begin{align*}
x_0 &= X_{E_0} = \frac{u_1 + u_4}{u_2} \\
x_1 &= X_{E_1} = \frac{u_1 + u_4 + u_1 u_2 u_3 + u_2 u_3 u_4}{u_1 u_3 u_4} \\
y_0 &= X_{F_0} = \frac{u_1 + u_4}{u_3} \\
y_1 &= X_{F_2} = \frac{u_1 + u_4 + u_1 u_2 u_3 + u_2 u_3 u_4}{u_1 u_2 u_4} \\
z &= X_{M_{\lambda}} = \frac{u_1^2 + u_2^2 + 2u_1 u_4 + u_1^2 u_2 u_3 + u_2 u_3 u_2^2}{u_1 u_2 u_3 u_4}
\end{align*}
\]

Note that, we have

\[
\text{Ext}^1_{\mathcal{C}_Q}(E_0, E_1) \simeq k^2 \simeq \text{Ext}^1_{\mathcal{C}_Q}(F_0, F_1),
\]

\[
\text{Ext}^1_{\mathcal{C}_Q}(E_i, F_j) = 0 \text{ for } i \neq j.
\]

Thus, the only rigid modules in the additive closure of $\{E_0, E_1, F_0, F_1\}$ are the $E_i^{gr} \oplus F_j^{gr}$ for $r, s \geq 0$ and $i, j = 0, 1$.

According to proposition 3.18, we have then

\[
B'(Q) = \{\text{cluster monomials}\} \cup \{z^n x_i^r y_j^s : n > 0, r, s \geq 0, i, j = 0, 1\}.
\]

6. Conjectures and questions

6.1. Semicanonical basis for cluster algebras of affine types $\tilde{E}, \tilde{D}$. We conjecture that corollary 4.21 holds for any quiver of affine type.

**Conjecture 6.1.** Let $Q$ be an affine quiver. Then the set $B'(Q)$ of all generic variables is a $\mathbb{Z}$-basis in $\mathcal{A}(Q)$.

In order to prove this conjecture, it follows from theorem 4.20 that one only has to prove that a quiver of affine type $\tilde{D}$ or $\tilde{E}$ satisfies the difference property.

It seems unlikely to carry out proposition 3.23 to the other affine types. The possible multiplicities in the grassmannians do not leave any hope to adapt directly the proof given in this article. Using the notations of proposition 3.23, the first conjecture is:
Conjecture 6.2. Let $Q$ be an affine quiver of affine type, $\lambda \in P_z^1(Q)$ and $E$ be a quasi-simple module in an exceptional tube. Then, for any dimension vector $v$, the following equality holds:

$$\chi(\text{Gr}_v(M_E)) = \chi(\text{Gr}_v(M_{\lambda})) + \chi(\text{Gr}_v^E(q, \text{rad}M_E))$$

An unsatisfying method, but at least fruitful in simple examples, consists in doing explicit computations of cluster variables. In order to have a finite number of computations, one can chose a given orientation and try to deal later with reflection functors in order to obtain the result for any orientations. Nevertheless, it seems rather hopeless to do the computations for affine types $\mathbb{A}$.

As proposition 6.2 is only used in order to prove theorem 3.25, one can also try to prove directly theorem 3.25. The following conjecture would be a direct consequence of conjecture 6.2, but it might be simpler to prove it directly.

Conjecture 6.3. Every quiver of affine type satisfies the difference property.

The following lemma can turn out to be very useful, it proves that the difference $X_{M_E} - X_{q, \text{rad}M_E}/E$ is invariant under translation. Namely:

Lemma 6.4. Let $Q$ be a quiver of affine type, $E$ be a quasi-simple module in an exceptional tube $T$. Then

$$X_{M_E} - X_{q, \text{rad}M_E}/E = X_{M_F} - X_{q, \text{rad}M_F}/F$$

for any quasi-simple module $F$ in $T$.

Proof. Fix $Q$ an affine quiver, $E$ a quasi-simple in an exceptional tube $T$ of rank $p > 1$. Denote by $E_i(Q), i \in \mathbb{Z}/p\mathbb{Z}$ the quasi-simple modules in $T$ such that $\tau E_i(Q) = E_{i-1}(Q)$ for any $i \in \mathbb{Z}/p\mathbb{Z}$. We denote by $X^A_i$ the Caldero-Chapoton map on the cluster category $\mathcal{C}_A$.

Consider the quiver $\tilde{A}$ of affine type $\tilde{k}_{p,p}$ with an alternating orientation. Fix $\mathcal{T}(A)$ an exceptional tube of $kA$-mod. Then $\mathcal{T}(A)$ has rank $p$. Denote by $E_i(A), i \in \mathbb{Z}/p\mathbb{Z}$ the quasi-simple modules in $\mathcal{T}$ such that $\tau E_i(A) = E_{i-1}(A)$ for any $i \in \mathbb{Z}/p\mathbb{Z}$. We denote by $X^A_i$ the Caldero-Chapoton map on the cluster category $\mathcal{C}_A$. It is proved in [Dup09] that the family $\{X^A_i(A), i \in \mathbb{Z}/p\mathbb{Z}\}$ is algebraically independent over $\mathbb{Q}$.

We consider the surjective $\mathbb{Z}$-algebra homomorphism:

$$\pi : \begin{cases} \mathbb{Z}[X^A_i(A), i \in \mathbb{Z}/p\mathbb{Z}] & \rightarrow \mathbb{Z}[X^Q_i(E_{i}(Q), i \in \mathbb{Z}/p\mathbb{Z}] \\ X^A_i(A) & \rightarrow X^Q_i(E_{i}(Q)) \end{cases}$$

for any $i \in \mathbb{Z}/p\mathbb{Z}$ and any $k \geq 0$.

If follows from [Dup09] that

$$\pi(X^A_i(A)^{(k)}) = X^Q_i(E_{i}(Q)^{(k)})$$

for any $i \in \mathbb{Z}/p\mathbb{Z}$ and any $k \geq 0$.

In order to prove the lemma, it is equivalent to prove that

$$X^Q_i(E_{i}(Q)^{(p)}) - X^Q_{i-1}(E_{i-1}(Q)^{(p-1)})$$

does not depend on $i \in \mathbb{Z}/p\mathbb{Z}$.

By theorem 3.25

$$X^A_i(E_{i}(A)^{(p)}) - X^A_{i-1}(E_{i-1}(A)^{(p-1)}) = X^A_{\lambda}$$

where $\lambda \in P_z^1(Q)$. In particular, the difference does not depend on $i \in \mathbb{Z}/p\mathbb{Z}$. Thus

$$X^Q_i(E_{i}(Q)^{(p)}) - X^Q_{i-1}(E_{i-1}(Q)^{(p-1)}) = \pi(X^A_i(E_{i}(A)^{(p)}) - X^A_{i-1}(E_{i-1}(A)^{(p-1)}))$$

does not depend on $i \in \mathbb{Z}/p\mathbb{Z}$. \[\square\]
This lemma finds its interest in the fact that for an affine quiver $Q$, Crawley-Boevey’s construction by one point extensions allows to realize an indecomposable module of dimension $\delta$ in each tube. This way, in any exceptional tube, there is a “privileged” module $M_g$, explicitly realized, for which it seems to be reasonable to prove equality (1). Lemma 6.4 can then prove that equality (4) holds for any indecomposable in the tube.

6.2. Semicanonical basis for acyclic quivers. For quivers of wild type, it is not clear that our methods can generalize. Indeed, our work involve deeply the knowledge of the Auslander-Reiten combinatorics of the considered quiver and at this time this Auslander-Reiten combinatorics is not so clear for wild quivers. Nevertheless, the very strong analogy between our works and those of Geiss, Leclerc and Schroër (see [GLS08] about nilpotent varieties, there is a hope that the answer to the following question is positive:

**Question 6.5.** Let $Q$ be an acyclic quiver, is $\mathcal{B}'(Q) \cap \mathcal{A}(Q)$ a $\mathbb{Z}$-basis of the $\mathbb{Z}$-module $\mathcal{A}(Q)$?
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