FINITE AND SYMMETRIZED COLORED MULTIPLE ZETA VALUES
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Abstract. Colored multiple zeta values are special values of multiple polylogarithms evaluated at $N$th roots of unity. In this paper, we define both the finite and the symmetrized versions of these values and show that they both satisfy the double shuffle relations. Further, we provide strong evidence for an isomorphism connecting the two spaces generated by these two kinds of values. This is a generalization of a recent work of Kaneko and Zagier on finite and symmetrized multiple zeta values and of the second author on finite and symmetrized Euler sums.
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1. Introduction

Let $\Gamma_N$ be the group of $N$th roots of unity. For $s := (s_1, \ldots, s_d) \in \mathbb{N}^d$ and $\eta := (\eta_1, \ldots, \eta_d) \in (\Gamma_N)^d$, we define colored multiple zeta values (CMZVs) by

$$\zeta(s, \eta) := \sum_{k_1 > k_2 > \cdots > k_d > 0} \frac{\eta_1^{k_1} \cdots \eta_d^{k_d}}{k_1^{s_1} \cdots k_d^{s_d}}.$$  

We call $d$ the depth and $|s| := s_1 + \cdots + s_d$ the weight. These objects were first systematically studied by Deligne, Goncharov, Racinet, Arakawa and Kaneko [AK99, DG05, Gon01, Rac02].

It is not hard to see that the series in (1) diverge if and only if $(s_1, \eta_1) = (1, 1)$. By multiplying these series we get the so-called stuffle (or quasi-shuffle) relations. Additionally,
it turns out that these values can also be expressed by iterated integrals which lead to the shuffle relations. Note that for \( N = 1 \) we rediscover multiple zeta values (MZVs)

\[
\zeta(s) := \sum_{k_1 > k_2 > \ldots > k_d > 0} \frac{1}{k_1^{s_1} \ldots k_d^{s_d}} = \zeta(s; \{1\}^d),
\]

where \( \{s\}^d := (s, \ldots, s) \in \mathbb{N}^d \). When \( N = 2 \) the colored multiple zeta values are usually called Euler sums.

In \cite{IKZ06} Ihara, Kaneko and Zagier defined the regularized MZVs in two different ways and then obtained the regularized double shuffle relations. Racinet \cite{Rac02} and Arakawa and Kaneko \cite{AK04} further generalized these regularized values to arbitrary levels, which we denote by \( \zeta_\ast \left( \frac{s}{\eta} \right)_T \) and \( \zeta_\omega \left( \frac{s}{\eta} \right)_T \), which are in general polynomials of \( T \). Using these values, we define the symmetrized colored multiple zeta values (SCVs) of level \( N \) by

\[
\zeta_\ast^\mathcal{S} \left( \frac{s}{\eta} \right) := \sum_{j=0}^{d} (-1)^{s_1 + \cdots + s_j} \prod_{i=1}^{j} \zeta_\ast \left( \frac{s_j, \ldots, s_1}{\eta_j, \ldots, \eta_1} \right)_T \zeta_\ast \left( \frac{s_{j+1}, \ldots, s_d}{\eta_{j+1}, \ldots, \eta_d} \right)_T,
\]

\[
\zeta_\omega^\mathcal{S} \left( \frac{s}{\eta} \right) := \sum_{j=0}^{d} (-1)^{s_1 + \cdots + s_j} \prod_{i=1}^{j} \zeta_\omega \left( \frac{s_j, \ldots, s_1}{\eta_j, \ldots, \eta_1} \right)_T \zeta_\omega \left( \frac{s_{j+1}, \ldots, s_d}{\eta_{j+1}, \ldots, \eta_d} \right)_T
\]

for all \( s \in \mathbb{N}^d \) and \( \eta \in (\Gamma_N)^d \). This definition includes as special cases the symmetrized MZVs (when \( N = 1 \)) introduced by Kaneko and Zagier (see also Jarossay \cite{Jar14}) and the symmetrized Euler sums (when \( N = 2 \)) established in \cite{Zha15} by the second author.

We will show that SCVs are actually independent of \( T \) (Proposition \ref{prop:independence}) and the two versions are essentially the same modulo \( \zeta(2) \) (Theorem \ref{thm:independence}). Furthermore, we prove that they satisfy both the stuffle relations (Theorem \ref{thm:stuffle}) and the shuffle relations (Theorem \ref{thm:shuffle}) by using two different Hopf algebra structures, respectively.

Let \( \mathcal{P} \) be the set of rational primes and \( \mathbb{F}_p \) the finite field of \( p \) elements. Set

\[
\mathcal{P}(N) := \{ p \in \mathcal{P} : p \equiv 1 \pmod{N} \},
\]

which is of infinite cardinality with density \( 1/\varphi(N) \) by Chebotarev’s Density Theorem \cite{Tsc26}, where \( \varphi(N) \) is Euler’s totient function. Further, we define

\[
\mathbb{F}_p[\xi_N] := \frac{\mathbb{F}_p[X]}{(X^N - 1)} = \left\{ \sum_{j=0}^{N-1} c_j \xi_N^j : c_0, \ldots, c_{N-1} \in \mathbb{F}_p \right\},
\]

where \( \xi_N := \xi_{N,p} \) is a fixed primitive root of \( X^N - 1 \in \mathbb{F}_p[X] \). Moreover, we denote

\[
\mathcal{A}(N) := \prod_{p \in \mathcal{P}(N)} \mathbb{F}_p[\xi_N] / \bigoplus_{p \in \mathcal{P}(N)} \mathbb{F}_p[\xi_N].
\]

We usually remove the dependence of \( \xi_N \) on \( p \) by abuse of notation. For convenience, we also identify \( \prod_{p \in \mathcal{P}(N), p > k} \mathbb{F}_p[\xi_N] / \bigoplus_{p \in \mathcal{P}(N), p > k} \mathbb{F}_p[\xi_N] \) with \( \mathcal{A}(N) \) by setting the components \( a_p = 0 \) for all \( p \leq k \).
Now we define the finite colored multiple zeta values (FCVs) of level \( N \) by
\[
\zeta_{\mathcal{A}}(N)(s, \eta) := \left( \sum_{p \in \mathcal{P}(N)} \frac{\eta_{k_1} \cdots \eta_{k_d}}{k_1^{s_1} \cdots k_d^{s_d}} \right) \in \mathcal{A}(N)
\]
for all \( s \in \mathbb{N}^d \) and \( \eta \in (\Gamma_N)^d \). Again, this definition includes as special cases the finite MZVs (when \( N = 1 \)) and the finite Euler sums (when \( N = 2 \)).

**Remark 1.1.** In fact, we have abused the notation in (5). All \( \eta_j = \eta_{j,p} \) depend on \( p \) so that by a fixed choice \( \eta \in (\Gamma_N)^d \) we really mean a fixed choice of \((e_1, \ldots, e_d) \in (\mathbb{Z}/N\mathbb{Z})^d\) independent of \( p \) such that \( \eta_{j,p} := \xi_{e_j N,p}^{e_j} \) for all \( p \).

Similar to SCVs, we shall show that FCVs satisfy both the stuffle and the shuffle relations in Theorem 3.2 and Theorem 3.3, respectively.

The primary motivation for this paper is the following conjectural relation between SCVs and FCVs. Let \( \text{CMZV}_{w,N} \) (resp. \( \text{FCV}_{w,N} \), resp. \( \text{SCV}_{w,N} \)) be the \( \mathbb{Q}(\Gamma_N) \)-space generated by CMZVs (resp. FCVs, resp. SCVs) of weight \( w \) and level \( N \). Set \( \tilde{\text{SCV}}_{0,N} := \mathbb{Q}(\Gamma_N) \) and define \( \tilde{\text{SCV}}_{w,N} := \text{SCV}_{w,N} + 2\pi i \text{SCV}_{w-1,N} \) for all \( w \geq 1 \).

**Conjecture 1.2.** Let \( N \geq 3 \) and weight \( w \geq 1 \). Then:

(i) \( \tilde{\text{SCV}}_{w,N} = \text{CMZV}_{w,N} \) as vector spaces over \( \mathbb{Q}(\xi_N) \).

(ii) We have a \( \mathbb{Q}(\Gamma_N) \)-algebra isomorphism
\[
f : \text{FCV}_{w,N} \xrightarrow{\sim} \frac{\text{CMZV}_{w,N}}{2\pi i \text{CMZV}_{w-1,N}}
\]
\[
\zeta_{\mathcal{A}}(N)(s, \eta) \mapsto \zeta_{\mathcal{S\mathcal{C}}}(s, \eta).
\]

It follows from this conjecture that
\[
\frac{\text{CMZV}_{w,N}}{2\pi i \text{CMZV}_{w-1,N}} \cong \frac{\text{SCV}_{w,N}}{2\pi i \text{SCV}_{w-1,N}} \cong \left( \frac{2\pi i \text{SCV}_{w-1,N} + \zeta(2) \text{SCV}_{w-2,N}}{2\pi i} \right) \cap \text{SCV}_{w,N}.
\]
So the map \( f \) in Conjecture 1.2 (ii) is surjective. The analogous result for MZVs at level 1 corresponding to Conjecture 1.2 (i) has been proved by Yasuda [Yas14]. For numerical examples supporting Conjecture 1.2 at level 3 and 4, see Section 6. This conjecture should be regarded as a generalization of the corresponding conjectures of Kaneko and Zagier for the MZVs and of the second author for the Euler sums [Zha15], where \( 2\pi i \) is replaced by \( \zeta(2) \) since the MZVs and Euler sums are all real numbers. We are sure the final proof of Conjecture 1.2 will need the \( p \)-adic version of the generalized Drinfeld associators whose coefficients should satisfy the same algebraic relations as those of CMZVs plus the equation “\( 2\pi i = 0 \)” when level \( N \geq 3 \).

**Acknowledgements.** The authors would like to thank the ICMAT at Madrid, Spain, for its warm hospitality and gratefully acknowledge the support by the Severo Ochoa Excellence Program.
2. Algebraic framework

The study of MZVs with word algebras was initiated by Hoffman [Hof97] and generalized by Racinet [Rac02] to deal with colored MZVs, which we now review briefly.

Fix a positive integer \( N \) as the level. Define the alphabet \( X_N := \{ x_\eta; \eta \in \Gamma_N \cup \{0\} \} \) and let \( X_N^* \) be the set of words over \( X_N \) including the empty word \( 1 \). Denoted by \( \mathfrak{A}_N \) the free noncommutative polynomial algebra in \( X_N \), i.e., the algebra of words on \( X_N^* \). The weight of a word \( w \in \mathfrak{A}_N \), denoted by \( |w| \), is the number of letters contained in \( w \), and its depth, denoted by \( \text{dp}(w) \), is the number of letters \( x_\eta \) (\( \eta \in \Gamma_N \)) contained in \( w \).

Further, let \( \mathfrak{A}_N^1 \) denote the subalgebra of \( \mathfrak{A}_N \) consisting of words not ending with \( x_0 \). Hence, \( \mathfrak{A}_N^1 \) is generated by words of the form \( y_{m,\mu} := x_0^{m-1} x_\mu \) for \( m \in \mathbb{N} \) and \( \mu \in \Gamma_N \). Define the alphabet \( Y_N = \{ y_{k,\mu} : k \in \mathbb{N}, \mu \in \Gamma_N \} \) and \( Y_N^* \) is the set of words (including the empty word) over \( Y_N \). Additionally, let \( \mathfrak{A}_N^0 \) denote the subalgebra of \( \mathfrak{A}_N^1 \) with words not beginning with \( x_1 \) and not ending with \( x_0 \). The words in \( \mathfrak{A}_N^0 \) are called admissible words.

We now equip \( \mathfrak{A}_N^1 \) with a Hopf algebra structure \((\mathfrak{A}_N^1, *, \Delta_*)\). The shuffle product \(* : \mathfrak{A}_N^1 \otimes \mathfrak{A}_N^1 \to \mathfrak{A}_N^1 \) is defined as follows:

\[
\begin{align*}
\text{(ST1)} & \quad 1 \ast w := w \ast 1 := w, \\
\text{(ST2)} & \quad y_{m,\mu} u \ast y_{n,\nu} v := y_{m,\mu} (u \ast y_{n,\nu} v) + y_{n,\nu} (y_{m,\mu} u \ast v) + y_{m+n,\mu\nu} (u \ast v),
\end{align*}
\]

for any word \( u, v, w \in \mathfrak{A}_N^1 \), \( m, n \in \mathbb{N} \) and \( \mu, \nu \in \Gamma_N \). Then linearly extend it to \( \mathfrak{A}_N \). The coproduct \( \Delta_* : \mathfrak{A}_N^1 \to \mathfrak{A}_N^1 \otimes \mathfrak{A}_N^1 \) is defined by deconcatenation:

\[
\Delta_*(y_{s_1,\eta_1} \cdots y_{s_d,\eta_d}) := \sum_{j=0}^{d} y_{s_1,\eta_1} \cdots y_{s_j,\eta_j} \otimes y_{s_{j+1},\eta_{j+1}} \cdots y_{s_d,\eta_d}.
\]

Note that \((\mathfrak{A}_N^0, \ast)\) is a sub-algebra (but not a sub-Hopf algebra).

We also need another Hopf algebra structure \((\mathfrak{A}_N, \shuffle, \Delta_\shuffle)\) which will provide the shuffle relations. Here, the shuffle product \( \shuffle : \mathfrak{A}_N \otimes \mathfrak{A}_N \to \mathfrak{A}_N \) is defined as follows:

\[
\begin{align*}
\text{(SH1)} & \quad 1 \shuffle w := w \shuffle 1 := w, \\
\text{(SH2)} & \quad a u \shuffle bv := a(u \shuffle bv) + b(au \shuffle v),
\end{align*}
\]

for any word \( u, v, w \in \mathfrak{A}_N \) and \( a, b \in X_N \). Then linearly extend it to \( \mathfrak{A}_N \). The coproduct \( \Delta_\shuffle : \mathfrak{A}_N \to \mathfrak{A}_N \otimes \mathfrak{A}_N \) is defined (again) by deconcatenation:

\[
\Delta_\shuffle(x_{\eta_1} \cdots x_{\eta_d}) := \sum_{j=0}^{d} x_{\eta_1} \cdots x_{\eta_j} \otimes x_{\eta_{j+1}} \cdots x_{\eta_d},
\]

where \( \eta_1, \ldots, \eta_d \in \Gamma_N \cup \{0\} \). Note that both \((\mathfrak{A}_N^1, \shuffle)\) and \((\mathfrak{A}_N^0, \shuffle)\) are sub-algebras (but not as sub-Hopf algebras).

Finally, we remark that both \((\mathfrak{A}_N^1, \ast)\) and \((\mathfrak{A}_N, \shuffle)\) are commutative and associative algebras.
3. Finite colored multiple zeta values

We recall that finite MZVs and finite Euler sums are elements of the \( \mathbb{Q} \)-ring

\[
\mathcal{A} := \prod_{p \in \mathcal{P}} \frac{\mathbb{F}_p}{\bigoplus_{p \in \mathcal{P}} \mathbb{F}_p}.
\]

Note that for \( N = 1, 2 \), \( \mathcal{A} \) can be identified with \( \mathcal{A}(N) \) since all primes greater than 2 are odd and we can safely disregard the prime \( p = 2 \). By our choice of the primes in \( \mathcal{P}(N) \) it follows immediately from Fermat’s Little Theorem that the Frobenius endomorphism (\( p \)-power map at prime \( p \)-component) is given by the conjugation \( (a_p^p) \in \mathcal{A}(N) \), where

\[
\sum_{j=0}^{N-1} c_j \xi_N^j := \sum_{j=0}^{N-1} c_j \xi_{N-j}, \quad (c_j \in \mathbb{F}_p).
\]

The following lemma implies that \( \mathcal{A}(N) \) is in fact a \( \mathbb{Q}(\Gamma_N) \)-vector space.

**Lemma 3.1.** The field \( \mathbb{Q}(\Gamma_N) \) can be embedded into \( \mathcal{A}(N) \) diagonally.

**Proof.** The map \( \phi: \mathbb{Q} \to \mathcal{A}(N), r \mapsto (\phi_p(r))_{p \in \mathcal{P}(N)} \) given by \( \phi(0) = (0) \) and

\[
\phi_p(r) := \begin{cases} 
    r \pmod{p} & \text{if } \text{ord}_p(r) \geq 0, \\
    0 & \text{otherwise},
\end{cases}
\]

embeds \( \mathbb{Q} \) diagonally in \( \mathcal{A}(N) \) due to the fundamental theorem of arithmetic. The cyclotomic field \( \mathbb{Q}(\Gamma_N) \) is given by

\[
\mathbb{Q}(\Gamma_N) := \left\{ \sum_{j=0}^{N-1} a_j \xi_N^j : a_j \in \mathbb{Q} \right\},
\]

where \( \xi_N \in \Gamma_N \) is a primitive element. Therefore \( \varphi: \mathbb{Q}(\Gamma_N) \to \mathcal{A}(N) \) defined by

\[
\sum_{j=0}^{N-1} a_j \xi_N^j \mapsto \left( \sum_{j=0}^{N-1} \phi_p(a_j) \xi_N^j \right)_{p \in \mathcal{P}(N)}
\]

is an embedding. \( \square \)

In this section, we study \( \mathbb{Q}(\Gamma_N) \)-linear relations among FCVs by developing a double shuffle picture. First, similar to MZVs, the stuffle product is simply induced by the defining series of FCVs. For example, we have

\[
\sum_{p > k > 0} \frac{\alpha_k}{k^a} \sum_{p > l > 0} \frac{\beta_l}{l^b} = \sum_{p > k > l > 0} \frac{\alpha_k \beta_l}{k^a l^b} + \sum_{p > l > k > 0} \frac{\alpha_k \beta_l}{k^a l^b} + \sum_{p > k > 0} \frac{(\alpha \beta)^k}{k^a b}
\]

for \( a, b \in \mathbb{N} \) and \( \alpha, \beta \in \Gamma_N \). On the other hand, the shuffle product is more involved than that for the MZVs since apparently there is no integral representation for FCVs available. However, we will deduce the shuffle relations by using the integral representation of the single variable multiple polylogarithms.
Define the $\mathbb{Q}(\Gamma_N)$-linear map $\zeta_{s}(N)^*: \mathfrak{A}_N^{1} \rightarrow \mathfrak{A}(N)$ by setting

$$\zeta_{s}(N)^*(w) := \zeta_{s}(N)^*\left(\frac{s}{\eta}\right)$$

for any word $w = W\left(\frac{s}{\eta}\right) := y_{s_{1},\eta_1} \cdots y_{s_{d},\eta_d} \in \mathfrak{A}_N^{1}$, where $s = (s_1, \ldots, s_d) \in \mathbb{N}^d$ and $\eta = (\eta_1, \ldots, \eta_d) \in (\Gamma_N)^d$.

**Theorem 3.2.** The map $\zeta_{s}(N)^*: (\mathfrak{A}_N^{1}, *) \rightarrow \mathfrak{A}(N)$ is an algebra homomorphism.

**Proof.** Let $u, v \in \mathfrak{A}_N^{1}$. It is easily seen by induction on $\|u\| + \|v\|$ that

$$\zeta_{s}(N)^*(u * v) = \zeta_{s}(N)^*(u) \zeta_{s}(N)^*(v),$$

which concludes the proof. \qed

We now define a map $p: \mathfrak{A}_N^{1} \rightarrow \mathfrak{A}_N^{1}$ by setting

$$p(y_{s_{1},\eta_1} y_{s_{2},\eta_2} \cdots y_{s_{d},\eta_d}) = y_{s_{1},\eta_1} y_{s_{2},\eta_2} \cdots y_{s_{d},\eta_d}$$

and its inverse $q: \mathfrak{A}_N^{1} \rightarrow \mathfrak{A}_N^{1}$ by setting

$$q(y_{s_{1},\eta_1} y_{s_{2},\eta_2} \cdots y_{s_{d},\eta_d}) = y_{s_{1},\eta_1} y_{s_{2},\eta_2} \cdots y_{s_{d},\eta_d}^{-1}.$$

Further, set the map $\tau: \mathfrak{A}_N^{1} \rightarrow \mathfrak{A}_N^{1}$ by defining $\tau(1) := 1$ and

$$\tau(x_0^{s_1-1} x_1 \cdots x_d^{s_d-1} x_1) := (-1)^{s_1+\cdots+s_d} x_0^{s_1-1} x_1 \cdots x_d^{s_d-1} x_1$$

and extended to $\mathfrak{A}_N^{1}$ by linearity.

The next theorem can be proved in the same manner as that for [Zha15] Thm. 3.11. In order to be self-contained, we present its complete proof. For any $s, s_1, \ldots, s_d \in \mathbb{N}$ and $\xi, \xi_1, \ldots, \xi_d \in \Gamma_N$, we define the function with complex variable $z$ with $|z| < 1$ by

$$\zeta_{\omega}(y_{s,\xi} y_{s_1,\xi_1} \cdots y_{s_d,\xi_d}; z) := \text{Li}_{s, s_1, \ldots, s_d}(z \xi, \xi_1/\xi, \xi_2/\xi_1, \ldots, \xi_d/\xi_d-1)$$

$$= \int_{[0,z]} \left(\frac{dt}{t}\right)^{s-1} \left(\frac{dt}{t}\right)^{s_1-1} \cdots \left(\frac{dt}{t}\right)^{s_d-1} \frac{dt}{\xi - t - 1}$$

where $[0,z]$ is the straight line from 0 to z. It is clear that $\zeta_{\omega}(-; z)$ is well-defined. By the shuffle relation of iterated integrals, we get

$$\zeta_{\omega}(u; z)\zeta_{\omega}(v; z) = \zeta_{\omega}(u \shuffle v; z)$$

for all $u, v \in Y_N^*$. 

**Theorem 3.3.** Let $N \geq 1$. Define the map $\zeta_{s}(N, \omega) := \zeta_{s}(N)^* \circ q: \mathfrak{A}_N^{1} \rightarrow \mathfrak{A}(N)$. Then we have

$$\zeta_{s}(N, \omega)(u \shuffle v) = \zeta_{s}(N, \omega)(\tau(u) v)$$

for any $u \in \mathfrak{A}_N^{1}$ and $v \in \mathfrak{A}_N^{1}$. These relations are called linear shuffle relations for the FCVs.
Proof. Obviously, it suffices to prove

$$\zeta_{\omega}(a^{s-1}u \sqcup v) = (-1)^s \zeta_{\omega}(a^{s-1}v)$$

for $s \in \mathbb{N}$, $u \in \mathfrak{A}_1^1$ and $v \in \mathfrak{A}_N^1$. For simplicity we use the notation $a := x_0$ and $b := x_1$ in the rest of this proof. Let $w$ be a word in $\mathfrak{A}_N^1$, i.e., there exist $s \in \mathbb{N}^d$ and $\xi \in (\Gamma_N)^d$ such that $w = y_{s_1,\xi_1} \ldots y_{s_d,\xi_d}$. Then there exists $\eta \in (\Gamma_N)^d$, such that $q(w) = W^s_{\eta\cdot}$. For any prime $p > 2$, the coefficient of $z^p$ in $\zeta_{\omega}(bu; z)$ is given by

$$\text{Coeff}_{z^p}\left[\zeta_{\omega}\left(1, s_1, \ldots, s_d; z, \xi_1, \ldots, \xi_d\right)\right] = \frac{1}{p} \sum_{p > k_1 > \ldots > k_d > 0} \frac{\eta_1 k_1 \ldots \eta_d k_d}{k_1^{s_1} \ldots k_d^{s_d}} = \frac{1}{p} H_{p-1}(q(w)),$$

where

$$H_k(y_{s_1,\eta_1} \ldots y_{s_d,\eta_d}) := \sum_{k \geq k_1 > \ldots > k_d > 0} \frac{\eta_1 k_1 \ldots \eta_d k_d}{k_1^{s_1} \ldots k_d^{s_d}}.$$

Observe that

$$b\left((a^{s-1}bu) \sqcup v - (-1)^s u \sqcup (a^{s-1}bv)\right) = \sum_{j=0}^{s-1} (-1)^j (a^{s-1-j}bu) \sqcup (a^j bv).$$

By applying $\zeta_{\omega}(\cdot; z)$ to (8) and then extracting the coefficients of $z^p$ from both sides we obtain

$$\frac{1}{p}\left(H_{p-1} \circ q((a^{s-1}bu) \sqcup v) - (-1)^s H_{p-1} \circ q(u \sqcup (a^{s-1}bv))\right)$$

$$= \sum_{j=0}^{s-1} (-1)^j \text{Coeff}_{z^p}\left[\zeta_{\omega}(a^{s-1-j}bu; z)\zeta_{\omega}(a^j bv; z)\right]$$

$$= \sum_{j=0}^{s-1} (-1)^j \sum_{p-1}^{p-1} \text{Coeff}_{z^p}\left[\zeta_{\omega}(a^{s-1-j}bu; z)\right] \text{Coeff}_{z^p}\left[\zeta_{\omega}(a^j bv; z)\right]$$

by (7). Since $p - j < p$ and $j < p$ the last sum is $p$-integral. Therefore we get

$$H_{p-1} \circ q((a^{s-1}bu) \sqcup v) \equiv (-1)^s H_{p-1} \circ q(u \sqcup (a^{s-1}bv)) \pmod{p}$$

which completes the proof of the theorem. \qed

4. Symmetrized colored multiple zeta values

4.1. Regularizations of colored MZVs. Since the regularized colored MZVs (recalled in Theorem 4.2 below) are polynomials of $T$, both of the two kinds of SCVs defined by (3) and (4) are a priori also polynomials of $T$. We show first that they are in fact constant
complex numbers. To this end, we define two maps $\zeta_s, \zeta_{\omega} : \mathfrak{A}_N^0 \to \mathbb{C}$ such that for any word $w = W\left(\frac{S}{\eta}\right) \in \mathfrak{A}_N$

$$\zeta_s(w) := \zeta\left(\frac{S}{\eta}\right)$$

and

$$\zeta_{\omega}(w) := \zeta_{\omega}\left(\frac{s_1, s_2, \ldots, s_d}{\eta_1, \eta_2, \ldots, \eta_{d-1}}\right).$$

**Lemma 4.1** ([AK04, Rac02]). The maps $\zeta_s : (\mathfrak{A}_N^0, *) \to \mathbb{C}$ and $\zeta_{\omega} : (\mathfrak{A}_N^0, \omega) \to \mathbb{C}$ are algebra homomorphisms.

This first preliminary result is well-known. The map $\zeta_s$ originates from the series definition (1) while the map $\zeta_{\omega}$ comes from the integral representation by setting $z = 1$ in (1).

The following results of Racinet [Rac02] addressing the regularization of colored MZVs generalize those for the MZVs first discovered by Ihara, Kaneko and Zagier [IKZ06].

**Theorem 4.2.** Let $N$ be a positive integer.

(i) The algebra homomorphism $\zeta_s : (\mathfrak{A}_N^0, *) \to \mathbb{C}$ can be extended to a homomorphism $\zeta_s(-; T) : (\mathfrak{A}_N^1, *) \to \mathbb{C}[T]$, where $\zeta_s(x_1; T) = T$.

(ii) The algebra homomorphism $\zeta_{\omega} : (\mathfrak{A}_N^0, \omega) \to \mathbb{C}$ can be extended to a homomorphism $\zeta_{\omega}(-; T) : (\mathfrak{A}_N^1, \omega) \to \mathbb{C}[T]$, where $\zeta_{\omega}(x_1; T) = T$.

(iii) For all $w \in \mathfrak{A}_N^1$, we have

$$\zeta_{\omega}(w(T); T) = \rho\left(\zeta_s(w; T)\right),$$

where $\rho : \mathbb{C}[T] \to \mathbb{C}[T]$ is a $\mathbb{C}$-linear map such that

$$\rho(e^{Tu}) = \exp\left(\sum_{n=2}^{\infty} \frac{(-1)^n}{n} \zeta(n) u^n\right) e^{Tu}$$

for all $|u| < 1$.

In the above theorem, to signify the fact that the images of $\zeta_{\omega}$ and $\zeta_s$ are polynomials of $T$, we have used the notation $\zeta_{\omega}(w(T))$ and $\zeta_s(w(T))$.

**Proposition 4.3.** For all $s \in \mathbb{N}^d$ and $\eta \in (\Gamma_N)^d$, both $\zeta^S_\omega\left(\frac{s_1, \ldots, s_d}{\eta_1, \ldots, \eta_d}\right)$ and $\zeta^S_s\left(\frac{s}{\eta}\right)$ are constant complex values, i.e., they are independent of $T$.

**Proof.** We start with the shuffle version $\zeta^S_{\omega}\left(\frac{s_1, \ldots, s_d}{\eta_1, \ldots, \eta_d}\right)$. If $(s_j, \eta_j) \neq (1, 1)$ for all $j = 1, \ldots, d$ then clearly it is finite. In the case that $(s_j, \eta_j) = (1, 1)$ for all $j = 1, \ldots, d$ then the binomial theorem implies

$$\zeta^S_{\omega}\left(\frac{s}{\eta}\right) = \sum_{j=0}^{d} \frac{(-1)^{d-j} T^j}{j! (d-j)!} = 0.$$

Otherwise, we may assume for some $k$ and $l \geq 1$ we have $(s_k, \eta_k) \neq (1, 1)$, $(s_{k+1}, \eta_{k+1}) = \cdots = (s_{k+l}, \eta_{k+l}) = (1, 1)$, and $(s_{k+l+1}, \eta_{k+l+1}) \neq (1, 1)$. We only need to show that

$$\sum_{j=0}^{l} (-1)^j \zeta_{\omega}\left(\frac{s_{k+j}, \ldots, s_1}{\eta_{k+j}, \ldots, \eta_1} T\right) \zeta_{\omega}\left(\frac{s_{k+j+1}, \ldots, s_d}{\eta_{k+j+1}, \ldots, \eta_d} T\right)$$

...
is finite. Consider the words in $\mathfrak{A}^1_N$ corresponding to the above values. We may assume $x_\lambda u = x^{s_k - 1}_{0} x_{\eta_k} \cdots x^{s_1 - 1}_{0} x_{\eta_1}$ (which is the empty word if $k = 0$) and $x_\mu v = x^{s_{k+l+1} - 1}_{0} x_{\eta_{k+l+1}} \cdots x^{s_d - 1}_{0} x_{\eta_d}$ (which is the empty word if $k + l = d$), where $\lambda, \mu \neq 1$. So we only need to show that

$$\sum_{j=0}^{l} (-1)^j (x^j_1 x_\lambda u) \sqcup (x^{l-j}_1 x_\mu v) \in \mathfrak{A}^0_N.$$  

Let $q_0 = 0$ and $q_m = 1$ for all $m \neq 0$. Then we have

$$\sum_{j=0}^{l} (-1)^j (x^j_1 x_\lambda u) \sqcup (x^{l-j}_1 x_\mu v)$$

$$= q_k x_\lambda (u \sqcup x^1_1 x_\mu v) + \sum_{j=1}^{l} (-1)^j x_1 (x^{j-1}_1 x_\lambda u \sqcup x^{l-j}_1 x_\mu v)$$

$$+ q_{k+l-d} (-1)^j x_\mu (x^1_1 x_\lambda u \sqcup v) + \sum_{j=0}^{l-1} (-1)^j x_1 (x^j_1 x_\lambda u \sqcup x^{l-j}_1 x_\mu v)$$

$$= q_k x_\lambda (u \sqcup x^1_1 x_\mu v) + q_{k+l-d} (-1)^l x_\mu (x^1_1 x_\lambda u \sqcup v) \in \mathfrak{A}^0_N,$$

where we have used the substitution $j \to j + 1$ in the first sigma summation which is canceled by the second sigma summation.

For the stuffle version $\zeta^S_s\left( \frac{s}{\eta} \right)$ we can use the same idea because the stuffing parts, i.e., the contraction of two beginning letters, always produce admissible words. We leave the details to the interested reader. \qed

4.2. Generating series. Using the algebraic framework of Section 2, we define for $s := (s_1, \ldots, s_d) \in \mathbb{N}^d$ and $\eta := (\eta_1, \ldots, \eta_d) \in (\Gamma_N)^d$ the following maps:

$$\zeta^S_s : \mathfrak{A}^1_N \to \mathbb{C}, \quad \zeta^S_s (y_{s_1, \eta_1} \cdots y_{s_d, \eta_d}) := \zeta^S_s \left( \frac{s}{\eta} \right),$$

$$\zeta^\otimes_s : \mathfrak{A}^1_N \to \mathbb{C}, \quad \zeta^\otimes_s (y_{s_1, \eta_1} \cdots y_{s_d, \eta_d}) := \zeta^\otimes_s \left( \frac{s_1, s_2, \ldots, s_d}{\eta_1, \eta_2, \ldots, \eta_d} \right).$$

In order to study the SCVs effectively, we need to utilize their generating series, which should be associated with some dual objects of the Hopf algebras $(\mathfrak{A}^1_N, \ast, \tilde{\Delta}_s)$ and $(\mathfrak{A}_N, \sqcup, \tilde{\Delta}_\sqcup)$. So we denote by $\mathfrak{A}_N$ the completion of $\mathfrak{A}_N$ with respect to the weight (and define $\mathfrak{A}^\otimes_N$ and $\mathfrak{A}^\otimes_N$ similarly).

Let $R$ be any $\mathbb{Q}$-algebra. Define the coproduct $\Delta_\ast$ on $R \langle \langle Y^\ast_N \rangle \rangle := \mathfrak{A}_N^\ast \otimes_Q R$ by $\Delta_\ast(1) := 1 \otimes 1$ and

$$\Delta_\ast (y_{k, \xi}) := 1 \otimes y_{k, \xi} + y_{k, \xi} \otimes 1 + \sum_{a + b = k, a, b \in \mathbb{N}} \sum_{\lambda, \eta \in \Gamma_N, \lambda \eta = \xi, \lambda, \eta \in \Gamma_N} y_{a, \lambda} \otimes y_{b, \eta}$$

for all $k \in \mathbb{N}$ and $\xi \in \Gamma_N$. Then extend it $R$-linearly. One can check easily that $(R \langle \langle Y^\ast_N \rangle \rangle, \ast, \Delta_\ast)$ is the dual to the Hopf algebra $(R \langle Y^\ast_N \rangle, \ast, \tilde{\Delta}_s)$. 
Take $R := \mathbb{C}[T]$. Let $\Psi_*^T$ be the generating series of $*$-regularized colored MZVs, i.e.,
$$
\Psi_*^T := \sum_{w \in Y_N^*} \zeta_*(w; T) w \in \mathbb{C}[T][\langle Y_N^* \rangle],
$$
which can be regarded as an element in the regular ring of functions of $\mathbb{C}[T][\langle Y_N^* \rangle]$ by the above consideration. Namely, we can define $\Psi_*^T[w]$ to be the coefficient of $w$ in $\Psi_*^T$. Further we set $\Psi_* := \Psi_*^0$.

The shuffle version of $\Psi_*$ is more involved even though the basic idea is the same. First, for any $\mathbb{Q}$-algebra $R$ we can define the coproduct $\Delta_\lambda$ on $R[\langle Y_N^* \rangle] := \hat{\mathfrak{A}}_N \otimes \mathbb{Q} R$ by
$$
\Delta_\lambda(1) := 1 \otimes 1 \quad \text{and} \quad \Delta_\lambda(x_\lambda) := x_\lambda \otimes 1 + 1 \otimes x_\lambda
$$
for all $\lambda \in \Gamma_N \cup \{0\}$. Let $\epsilon_\lambda$ be the counit such that $\epsilon_\lambda(1) = 1$ and $\epsilon_\lambda(w) = 0$ for all $w \neq 1$. Then the Hopf algebra $(R[\langle Y_N^* \rangle], \cup, \Delta_\lambda)$ is dual to $(R[\langle Y_N^* \rangle], \shuffle, \Delta_\lambda)$. Now we can define
$$
\Psi^T_\lambda := \sum_{w \in Y_N^*} \zeta_\lambda(p(w); T) w \in \mathbb{C}[T][\langle Y_N^* \rangle],
$$

Lemma 4.4. We have
$$
\Psi_*^T = \exp(Ty_{1,1})\Psi_* \quad \text{and} \quad \Psi^T_\lambda = \exp(Ty_{1,1})\Psi_\lambda.
$$

Proof. Set $\hat{\Psi}_\lambda(T) := \sum_{w \in Y_N^*} \zeta_\lambda(w; T) w$. Then $\hat{\Psi}_\lambda(T)$ is group-like for $\Delta_\lambda$. Further, $\Psi_*^T$ is group-like for $\Delta_*$. It follows from Cor. 2.4.4 and Cor. 2.4.5 of [Rac02] that
$$
\Psi_*^T = \exp(Ty_{1,1})\Psi_* \quad \text{and} \quad \hat{\Psi}_\lambda(T) = \exp(Ty_{1,1})\hat{\Psi}_\lambda(0),
$$

since $x_1 = y_{1,1}$. Since $q(y_{1,1}^n w) = y_{1,1}^n q(w)$ for all $n \in \mathbb{Z}_{\geq 0}$ and $w \in Y_N^*$, applying $q$ to the second equality leads to
$$
\sum_{w \in Y_N^*} \zeta_\lambda(w; T) q(w) = \exp(Ty_{1,1}) \left( \sum_{w \in Y_N^*} \zeta_\lambda(w; 0) q(w) \right),
$$

which is equivalent to $\Psi_*^T[\lambda] = \exp(Ty_{1,1})\Psi_*[\lambda]$, as desired. \hfill \Box

For all $s_1, \ldots, s_d \in \mathbb{N}$ and $\eta_1, \ldots, \eta_d \in \Gamma_N$, we define the anti-automorphism $\text{inv} : Y_N^* \rightarrow Y_N^*$ by
$$
\text{inv}(y_{s_1, \eta_1} \cdots y_{s_d, \eta_d}) := (-1)^{s_1+\cdots+s_d} \overline{\eta_1} \cdots \overline{\eta_d} y_{s_d, \eta_d} \cdots y_{s_1, \eta_1},
$$

and then extend it to $\mathbb{C}[\langle Y_N^* \rangle]$ by linearity.

Lemma 4.5. We have
$$
\text{inv}(\Psi_*)\Psi_* = \text{inv}(\Psi_*^T)\Psi_*^T = \sum_{w \in Y_N^*} \zeta_\lambda^T(w)w,
$$
$$
\text{inv}(\Psi_\lambda)\Psi_\lambda = \text{inv}(\Psi^T_\lambda)\Psi^T_\lambda = \sum_{w \in Y_N^*} \zeta_\lambda^T(p(w))w.
$$

Proof. In each of two lines above, the second equality follows directly from the definition while the first is an immediate consequence of Proposition 4.3. \hfill \Box
Theorem 4.6. For any $s \in \mathbb{N}^d$, $\eta \in (\Gamma_N)^d$, we have
\[
\zeta^s_{\omega}(\frac{s}{\eta}) \equiv \zeta^s_{\omega}(\frac{s}{\eta}) \pmod{\zeta(2)}.
\]

Proof. By Lemma 4.4 and Theorem 4.2, we get
\[
\exp(Ty_{1,1})\Psi_\omega = \Psi_\omega = \rho(\Psi^T_\omega) = \exp(Ty_{1,1})\Lambda(y_{1,1})\Psi_\omega,
\]
where $\Lambda(y_{1,1}) := \exp\left(\sum_{n=2}^{\infty} (-1)^n_n \zeta(n)y_{1,1}^n\right)$. Therefore $\Psi_\omega = \Lambda(y_{1,1})\Psi_\omega$. Using the fact $\zeta(2n) \in \zeta(2)^n\mathbb{Q}$ for $n \in \mathbb{N}$ implies
\[
\text{inv}(\Psi_\omega)\Psi_\omega = \text{inv}(\Psi_\omega)\Lambda(-y_{1,1})\Lambda(y_{1,1})\Psi_\omega \equiv \text{inv}(\Psi_\omega)\Psi_\omega \pmod{\zeta(2)}.
\]
Hence, the theorem follows from Lemma 4.5. \qed

4.3. Shuffle and stuffle relations. We first prove the stuffle relations of the SCVs.

Theorem 4.7. The map $\zeta^s_\omega: (\mathfrak{A}_N^1, \ast) \to \mathbb{C}$ is a homomorphism of algebras, i.e.
\[
\zeta^s_\omega(w \ast w') = \zeta^s_\omega(w)\zeta^s_\omega(w')
\]
for all $w, w' \in \mathfrak{A}_N^1$.

Proof. Since $\zeta_\omega: (\mathfrak{A}_N^1, \ast) \to \mathbb{C}[T]$ is an algebra homomorphism, its generating series $\Psi^T_\omega$ must be a group-like element of $\Delta_\omega$, i.e., $\Delta_\omega(\Psi^T_\omega) = \Psi^T_\omega \otimes \Psi^T_\omega$. Further, it can be checked in a straight-forward manner that $\Delta_\omega \circ \text{inv} = (\text{inv} \otimes \text{inv}) \circ \Delta_\omega$. Thus we get
\[
\Delta_\omega(\text{inv}(\Psi^T_\omega)\Psi^T_\omega) = (\text{inv}(\Psi^T_\omega)\Psi^T_\omega) \otimes (\text{inv}(\Psi^T_\omega)\Psi^T_\omega)
\]
and Lemma 4.5 implies the claim. \qed

For the shuffle relations we need the generalized Drinfeld associator $\Phi = \Phi_N$ at level $N$. Enriquez [Enr07] defined it as the renormalized holonomy from 0 to 1 of
\[
H'(z) = \left(\sum_{\eta \in \Gamma_N \cup \{0\}} \frac{x_\eta}{z - \eta}\right) H(z),
\]
i.e., $\Phi := H_1^{-1}H_0$, where $H_0, H_1$ are the solutions of (10) on the open interval $(0, 1)$ such that $H_0(z) \sim z^{x_0} = \exp(x_0 \log z)$ when $z \to 0^+$, $H_1(z) \sim (1 - z)^{x_1} = \exp(x_1 \log(1 - z))$ when $z \to 1^-.$

Theorem 4.8. The generalized Drinfeld associator $\Phi$ is the unique element in the Hopf algebra $(\mathbb{C}[\langle X_N \rangle], \omega, \Delta_\omega, \epsilon_\omega)$ such that

(i) $\Phi$ is group-like, i.e., $\epsilon_\omega(\Phi) = 1$ and $\Delta_\omega(\Phi) = \Phi \otimes \Phi$,
(ii) $\Phi[x_0] = \Phi[x_1] = 0,$
(iii) $\Phi[p(x_0^{s_{-1}}x_1 \ldots x_0^{s_{d-1}}x_{d})] = (-1)^d \zeta^s_{\omega}(\frac{s}{\eta})$ for any $s := (s_1, \ldots, s_d) \in \mathbb{N}^d$ and $\eta := (\eta_1, \ldots, \eta_d) \in (\Gamma_N)^d.$
Proof. The uniqueness, the statements in (i), (ii) and the case \((s_1, \eta_1) \neq (1, 1)\) of (iii) of the theorem follow directly from [Enr07, App.] and [DG05, Prop. 5.17]. By Theorem 4.2 (ii), if \((s_1, \eta_1) = (1, 1)\) then \(\zeta(s, \eta)\) is determined uniquely by the admissible values from the shuffle structure by using (ii). But \(\Phi[p(x_0^{s_1-1}x_{\eta_1} \cdots x_0^{s_d-1}x_{\eta_d})]\) is also determined uniquely by the coefficients of admissible words from the same shuffle structure so that (iii) still holds even if \((s_1, \eta_1) = (1, 1)\). This completes the proof of the theorem. \(\square\)

For any \(\eta \in \Gamma_N\), we define the map \(r_\eta: X_N^* \to X_N^*\) by setting
\[
    r_\eta(x_0^{a_1}x_1^{b_1} \cdots x_0^{a_d}x_1^{b_d}) := x_0^{a_1}x_1^{b_1} \cdots x_0^{a_d}x_1^{b_d}/\eta
\]
for all \(a_1, b_1, \ldots, a_d, b_d \in \mathbb{Z}_{\geq 0}\) and \(\eta_1, \ldots, \eta_d \in \Gamma_N\).

Lemma 4.9. For any \(\eta \in \Gamma_N\), the \(\eta\)-twist \(\Phi_\eta\) of \(\Phi\) defined by
\[
    \Phi_\eta := \sum_{w \in X_N^*} \Phi[r_\eta(w)]w
\]
is group-like for \(\Delta_{\omega}\) and \(\Phi_{\eta}^{-1}\) is well-defined.

Proof. For any words \(u, v \in X_N^*\), we have
\[
    \Delta_{\omega}(\Phi_\eta)[u \otimes v] = \Phi_\eta[u \uplus v] = \Phi[r_\eta(u \uplus v)] = \Phi[r_\eta(u)]\Phi[r_\eta(v)] = (\Phi_\eta \otimes \Phi_\eta)[u \otimes v],
\]
since \(\Phi\) is group-like. Thus \(\Delta_{\omega}(\Phi_\eta) = \Phi_\eta \otimes \Phi_\eta\). Further, \(\Phi_{\eta}^{-1}\) is well-defined since
\[
    (\Phi_\eta)^{-1} = \sum_{w \in X_N^*} (-1)^{|w|} \Phi[r_\eta(w)]\bar{w} = \sum_{w \in X_N^*} (-1)^{|w|} \Phi[r_\eta(\bar{w})]w = (\Phi^{-1})_{\eta},
\]
where \(\bar{w} = \alpha_d \alpha_{d-1} \cdots \alpha_1\) is the reversal of the word \(w = \alpha_1 \cdots \alpha_{d-1} \alpha_d \in X_N^*\) with the letters \(\alpha_j \in X_N\) for \(j = 1, \ldots, d\). \(\square\)

Theorem 4.10. For any word \(w \in \mathcal{A}_N^1\), we have
\[
    \zeta_{\omega}^S(w) = (-1)^d \sum_{\eta \in \Gamma_N} \overline{\Phi_{\eta}^{-1}} x_1 x_\eta \Phi_\eta[x_1 w].
\]

Proof. First we observe that
\[
    \Phi_{\eta}^{-1}[x_1 x_0^{s_1-1} x_{\eta_1} \cdots x_0^{s_j-1} x_{\eta_j-1} x_0^{s_j-1}] = (-1)^{s_1 + \cdots + s_j} \Phi_{\eta}[x_0^{s_1-1} x_{\eta_1} \cdots x_0^{s_j-1} x_{\eta_j-1} x_0^{s_j-1} x_1].
\]
for \( j = 1, \ldots, d \). Then we obtain (by setting \( \eta_0 := 1 \))

\[
(-1)^d \sum_{\eta \in \Gamma_N} \eta \Phi_{\eta}^{-1} x_{\eta} \Phi_{\eta} [x_1 x_0^{s_1 - 1} \cdots x_0^{s_d - 1} x_{\eta d}]
\]

\[
= (-1)^d \sum_{j=0}^{d} (-1)^{s_1 + \cdots + s_j} \eta_j \Phi_{\eta_j} [x_0^{s_j} x_{\eta_j - 1} \cdots x_0^{s_1 - 1} x_1] \Phi_{\eta_j} [x_0^{s_j + 1 - 1} x_{\eta_j + 1} \cdots x_0^{s_d - 1} x_{\eta d}]
\]

\[
= (-1)^d \sum_{j=0}^{d} (-1)^{s_1 + \cdots + s_j} \eta_j \Phi [x_0^{s_j} x_{\eta_j - 1/\eta_j} \cdots x_0^{s_1 - 1} x_{\eta_0/\eta_j}] \Phi [x_0^{s_j + 1 - 1} x_{\eta_j + 1/\eta_j} \cdots x_0^{s_d - 1} x_{\eta d/\eta_j}]
\]

\[
= (-1)^d \sum_{j=0}^{d} (-1)^{s_1 + \cdots + s_j} \eta_j \cdot (-1)^j \zeta_{\eta_j} \left( \begin{array}{c} s_j \ldots s_1 \\ \eta_0/\eta_j \ldots \eta_d/\eta_j \end{array} \right) \cdot (-1)^{d-j} \zeta_{\eta_j} \left( \begin{array}{c} s_{j+1} \ldots s_d \\ \eta_0/\eta_j \ldots \eta_d/\eta_j \end{array} \right)
\]

\[
= \zeta^\delta_{\eta_1, \eta_2, \ldots, \eta_d, \eta_{d+1}, \ldots, \eta_d/\eta_{d+1}, \ldots, \eta_d/\eta_{d+1}}
\]

by Proposition 4.3. We have completed our proof. \( \square \)

**Theorem 4.11.** Let \( N \geq 1 \). For any \( w, u \in \mathfrak{A}^1_N \) and \( v \in \mathfrak{A}^1_N \), we have

\[
\zeta^\delta_{\eta_1, \eta_2, \ldots, \eta_d, \eta_{d+1}, \ldots, \eta_d/\eta_{d+1}}(u \uplus v) = \zeta^\delta_{\eta_1, \eta_2, \ldots, \eta_d, \eta_{d+1}, \ldots, \eta_d/\eta_{d+1}}(\tau(u)v).
\]

These relations are called linear shuffle relations for the SCVs.

**Proof.** It suffices to prove

\[
\zeta^\delta_{\eta_1, \eta_2, \ldots, \eta_d, \eta_{d+1}, \ldots, \eta_d/\eta_{d+1}}((x_0^{s-1} x_1 u) \uplus v) = (-1)^s \zeta^\delta_{\eta_1, \eta_2, \ldots, \eta_d, \eta_{d+1}, \ldots, \eta_d/\eta_{d+1}}(u \uplus (x_0^{s-1} x_1 v)).
\]

for all \( s \in \mathbb{N} \). We observe that

\[
(x_1 (x_0^{s-1} x_1 u) \uplus v - (-1)^s u \uplus (x_0^{s-1} x_1 v)) = \sum_{i=0}^{s-1} (-1)^i (x_0^{s-1-i} x_1 u) \uplus (x_0^i x_1 v).
\]

By Theorem 4.10 it suffices to show that the image of (12) under \( E := \Phi_{\eta}^{-1} x_1 \Phi_{\eta} \) vanishes for all \( \eta \in \Gamma_N \). By Lemma 4.9

\[
\Delta_{\eta}(E) = (\Phi_{\eta}^{-1} \otimes \Phi_{\eta}^{-1})(x_1 \otimes 1 + 1 \otimes x_1)(\Phi_{\eta} \otimes \Phi_{\eta}) = E \otimes 1 + 1 \otimes E.
\]

Therefore \( E \) is a primitive element for \( \Delta_{\eta} \) so that we can regard it as a Lie element, namely, it acts on shuffle products like a derivation. Hence, for any nonempty words \( u, v \in X_N^e \),

\[
E[u \uplus v] = E[u] \epsilon_{\eta}(v) + \epsilon_{\eta}(u) E[v] = 0.
\]

This completes the proof by Theorem 4.10 since none of the factors in the shuffle products on the right-hand side of Eq. (12) is the empty word as the letter \( x_1 \) appears in every factor. \( \square \)
5. Reversal relations of FCVs and SCVs

One of the simplest but very important relations among FCVs and SCVs are the following reversal relations.

**Proposition 5.1.** Let \( s \in \mathbb{N}^d \), \( \eta \in (\Gamma \mathcal{N})^d \), and define \( \text{pr}(\eta) := \prod_{j=1}^d \eta_j \). Then we have

\[
\zeta_{\text{ad}(N)}(\overline{s}) = (-1)^{|s| \text{pr}(\overline{\eta})} \zeta_{\text{ad}(N)}(\overline{\eta}),
\]

\[
\zeta_{\sigma}(\overline{s}) = (-1)^{|s| \text{pr}(\overline{\eta})} \zeta_{\sigma}(\overline{\eta}),
\]

\[
\zeta^\delta(\overline{s}) = (-1)^{|s| \text{pr}(\overline{\eta})} \zeta^\delta(\overline{\eta}),
\]

where \( \overline{\alpha} := (a_d, \ldots, a_1) \) is the reversal of \( \alpha := (a_1, \ldots, a_d) \) and \( \overline{\alpha} := (a_1, \ldots, a_d) \) is the componentwise conjugation of \( \alpha \).

**Proof.** Equation (13) follows easily from the substitution \( k_j \rightarrow p - k_j \) for the indices in (5) by the condition \( p \equiv -1 \pmod{N} \). Equations (14) and (15) follow easily from the definitions. \( \square \)

6. Numerical examples

In this last section, we provide some numerical examples in support of Conjecture 1.2. We will need some results from the level 1 case.

**Proposition 6.1.** ([Zha08, Theo. 2.13]) Let \( s \in \mathbb{N}^d \), \( \sigma \in (\Gamma \mathcal{N})^d \), and define \( \text{pr}(\sigma) := \prod_{j=1}^d \sigma_j \). Then we have

\[
\zeta_{\text{ad}(N)}(\{s\}^d) = 0.
\]

**Example 6.2.** At level 3, by Proposition 5.1 and Proposition 6.1, for all \( w \in \mathbb{N} \), we have

\[
\zeta_{\text{ad}(3)}(\{w\}^1) = 0, \quad \zeta_{\text{ad}(3)}(w, w^1, 1) = 0, \quad \zeta_{\text{ad}(3)}(w, 1, 1) = \xi_3^2(-1)^w \zeta_{\text{ad}(3)}(\xi_3^2, 1),
\]

\[
\zeta_{\sigma}(w, w^1, 1) = \delta_w \zeta(w), \quad \zeta_{\sigma}(w, w^1, 1) = \delta_w \zeta(w^2) - \zeta(2w), \quad \zeta_{\sigma}(w, \xi_3^2, 1) = \xi_3^2(-1)^w \zeta_{\sigma}(\xi_3^2, 1),
\]

where \( \delta_w = (1 + (-1)^w) \), and

\[
\zeta_{\text{ad}(3)}(w, w, \xi_3) = \xi_3^2 \zeta_{\text{ad}(3)}(w, w, \xi_3^2, 1), \quad \zeta_{\sigma}(w, w, 1, 1) = \xi_3^2 \zeta_{\sigma}(w, w, 1, \xi_3),
\]

\[
\zeta_{\text{ad}(3)}(w, w, 1, \xi_3) = \xi_3 \zeta_{\text{ad}(3)}(w, w, \xi_3, 1), \quad \zeta_{\sigma}(w, w, 1, \xi_3) = \xi_3 \zeta_{\sigma}(w, w, \xi_3, 1),
\]

\[
\zeta_{\text{ad}(3)}(w, w, \xi_3) = \xi_3 \zeta_{\text{ad}(3)}(w, w, \xi_3^2, \xi_3), \quad \zeta_{\sigma}(w, w, \xi_3, \xi_3) = \xi_3 \zeta_{\sigma}(w, w, \xi_3, \xi_3),
\]

where \( \overline{\alpha} := (a_d, \ldots, a_1) \) is the reversal of \( \alpha := (a_1, \ldots, a_d) \) and \( \overline{\alpha} := (a_1, \ldots, a_d) \) is the componentwise conjugation of \( \alpha \).
Example 6.3. At level 4, by [TZ10, Cor. 2.3], we have

\[
\zeta_{\mathfrak{d}}(4) \left( \frac{w}{i} \right) = 0, \quad \zeta_{\mathfrak{d}}(4) \left( \frac{w}{i^2} \right) = \begin{cases} 0, & \text{if } w \text{ is even;} \\ -2q_2, & \text{if } w = 1; \\ -2(1 - 2^{1-w})\beta_w, & \text{otherwise,} \end{cases}
\]

\[(17) \quad \zeta_{\mathfrak{d}}(4) \left( \frac{w}{i} \right) = \sum_{p > k > 0} \frac{i^k}{k^w} = E_p^{(w)} + iO_p^{(w)}, \quad \zeta_{\mathfrak{d}}(4) \left( \frac{w}{i^3} \right) = \sum_{p > k > 0} \frac{i^3k}{k^w} = E_p^{(w)} - iO_p^{(w)},
\]

where \(q_2 := ((2^{p-1} - 1)/p)_{p \in \mathfrak{d}(4)}\) is the \(\mathfrak{d}(4)\)-Fermat quotient, \(\beta_w := (B_{p-w}/w)_{p \in \mathfrak{d}(4), p > w}\) is the \(\mathfrak{d}(4)\)-Bernoulli number and

\[
E_p^{(w)} := \sum_{p > 2k > 0} \frac{(-1)^k}{(2k)^w}, \quad O_p^{(w)} := \sum_{p > 2k + 1 > 0} \frac{(-1)^k}{(2k + 1)^w}.
\]

To find more relations, first we observe that

\[
\sum_{k=(p-1)/2}^{p-1} \frac{(-1)^k}{k} = \sum_{p-k=(p-1)/2}^{p-1} \frac{(-1)^{p-k}}{p-k} = \sum_{p > 2k > 0} \frac{(-1)^k}{k} \equiv \frac{1}{2} E_p^{(1)} \pmod{p}.
\]

By Eq. (17), we have

\[
\zeta_{\mathfrak{d}}(4) \left( \frac{1}{i^2} \right) = 2\zeta_{\mathfrak{d}}(4) \left( \frac{1}{i} \right) + 2\zeta_{\mathfrak{d}}(4) \left( \frac{1}{i^3} \right).
\]

This is consistent with Conjecture (1.2) since

\[(18) \quad \zeta^\delta_{\mathfrak{s}} \left( \frac{1}{i^2} \right) = 2\zeta^\delta_{\mathfrak{s}} \left( \frac{1}{i} \right) + 2\zeta^\delta_{\mathfrak{s}} \left( \frac{1}{i^3} \right) + 2\pi \equiv 2\zeta^\delta_{\mathfrak{s}} \left( \frac{1}{i} \right) + 2\zeta^\delta_{\mathfrak{s}} \left( \frac{1}{i^3} \right) \pmod{2\pi i \mathcal{Q}(i)}.
\]

Indeed, we have

\[
\begin{align*}
\zeta^\delta_{\mathfrak{s}} \left( \frac{1}{i^2} \right) &= \text{Li}_1(i^2) - \pi i \text{Li}_1(i) = 2 \text{Li}_1(-1) = -2 \log(2), \\
\zeta^\delta_{\mathfrak{s}} \left( \frac{1}{i} \right) &= \text{Li}_1(i) + i \text{Li}_1(i^3) = -\log(1 - i) - i \log(1 + i) = -\frac{1}{2} \log 2 + \frac{\pi i}{2} - \frac{i}{2} \log 2 + \frac{\pi}{2}, \\
\zeta^\delta_{\mathfrak{s}} \left( \frac{1}{i^3} \right) &= \text{Li}_1(i^3) - i \text{Li}_1(i) = -\log(1 + i) + i \log(1 - i) = -\frac{1}{2} \log 2 - \frac{\pi i}{2} + \frac{i}{2} \log 2 + \frac{\pi}{2}.
\end{align*}
\]

From numerical evidence, we form the following conjecture:

**Conjecture 6.4.** Let \(w \geq 1\). When the level \(N = 3, 4\), the \(\mathbb{Q}(\xi_N)\)-vector space \(\text{FCV}_{w,N}\) has the following basis:

\[(19) \quad \left\{ \zeta_{\mathfrak{d}}(N) \left( \frac{1}{\xi_N^{\delta_2}, \ldots, \xi_N^{\delta_w}} \right) : \delta_2, \ldots, \delta_w \in \{0, 1\} \right\}.
\]

To find as many \(\mathbb{Q}(\Gamma_N)\)-linear relations as possible in weight \(w\) we may choose all the known relations in weight \(k < w\), multiply them by \(\zeta_{\mathfrak{d}}(N)\left( \frac{\mathbf{s}}{\mathbf{\eta}} \right)\) for all \(\mathbf{s}\) of weight \(w - k\) and all \(\mathbf{\eta}\), and then expand all the products using the stuffle relation proved in Theorem 3.2. All the \(\mathbb{Q}(\Gamma_N)\)-linear relations among FCVs of the same weight produced in this way are called linear stuffle relations of FCVs. We can similarly define linear stuffle relations of SCVs.
By using linear shuffle and stuffle relations and the reversal relations we can show that Eq. (19) in Conjecture 6.4 are generating sets in the cases $1 \leq w \leq 4$ and $N = 3, 4$ but cannot show their linear independence at the moment.

Concerning Conjecture 1.2 (i), the inclusion $\overline{SCV}_{w,N} \subseteq CMZV_{w,N}$ is trivial but the opposite inclusion seems difficult. Note that since $2\pi i \in SCV_{1,4}$ by Eq. (13) we have $\overline{SCV}_{w,4} = SCV_{w,4}$ for all $w$ by the stuffle relations. But from Example 6.2 we see that $SCV_{1,3}$ is generated by

$$
\zeta^*_8(1, \xi_3) = (1 - \xi_3^2)\zeta(1) \equiv (1 - \xi_3^2)\zeta^*_8(1, \xi_3) \pmod{2\pi i\mathbb{Q}(\xi_3)},
$$

which should imply that $SCV_{1,3} = \langle \zeta^*_8(1, \xi_3) \rangle \neq \overline{SCV}_{1,3}$, since conjecturally $\zeta^*_8(1, \xi_3) = (\pi i - 3\log 3)/6$ and $\pi$ are algebraically independent.

Moreover, when the weight $w \leq 3$ and the level $N = 3, 4$ we have numerically verified in both spaces of Conjecture 1.2 (ii), exactly the same linear relations leading to the dimension upper bound $2^{w-1}$ hold (with error bounded by $10^{-99}$ for SCVs and with congruence checked for all primes $p < 312$ and $p = 1019$ in $\mathcal{P}(N)$ for FCVs).

**Example 6.5.** In weight 2 level 3 and 4, we can prove rigorously that

$$
3\zeta_{af}(3)\left(\frac{2}{\xi_3}\right) = 2\zeta_{af}(3)\left(\frac{1,1}{\xi_3, \xi_3}\right)(1 - \xi_3) - 6\zeta_{af}(3)\left(\frac{1,1}{\xi_3, 1}\right),
$$

$$
3\zeta^*_8\left(\frac{2}{\xi_3}\right) = 2\zeta^*_8\left(\frac{1,1}{\xi_3, \xi_3}\right)(1 - \xi_3) - 6\zeta^*_8\left(\frac{1,1}{\xi_3, 1}\right) + \frac{(2\pi i)^2}{12}(2 + \xi_3),
$$

$$
\zeta_{af}(4)\left(\frac{2}{i}\right) = (i - 1)\zeta_{af}(4)\left(\frac{1,1}{i, i}\right) - i\zeta_{af}(4)\left(\frac{1,1}{i, i}\right),
$$

$$
\zeta^*_8\left(\frac{2}{i}\right) = (i - 1)\zeta^*_8\left(\frac{1,1}{i, i}\right) - i\zeta^*_8\left(\frac{1,1}{i, i}\right) + \frac{2\pi i}{12}(2 + i)\zeta^*_8\left(\frac{1}{i}\right) - i\zeta^*_8\left(\frac{1}{i}\right).\n$$

In weight 3 level $N = 3$ and 4, we have verified numerically

$$
\zeta_{af}(3)\left(\frac{1,1,1}{1, \xi_3^2, \xi_3}\right) = 3\xi_3\zeta_{af}(3)\left(\frac{1,1,1}{\xi_3, 1, 1}\right),
$$

$$
\zeta^*_8\left(\frac{1,1,1}{1, \xi_3^2, \xi_3}\right) = 3\xi_3\zeta^*_8\left(\frac{1,1,1}{\xi_3, 1, 1}\right) + \frac{(2\pi i)^2}{24}(1 - \xi_3)\zeta^*_8\left(\frac{1}{\xi_3}\right) - \frac{(2\pi i)^3}{144}(1 - \xi_3),
$$

and

$$
(15 - 66i)\zeta_{af}(4)\left(\frac{1,2}{1, 1}\right) = 48\left(1 + i\right)\zeta_{af}(4)\left(\frac{1,1,1}{i, i, 1}\right) - (1 + 2i)\zeta_{af}(4)\left(\frac{1,1,1}{i, i, i}\right)
$$

$$
+ 2(1 - i)\zeta_{af}(4)\left(\frac{1,1,1}{i, 1, i}\right) - 3(1 - i)\zeta_{af}(4)\left(\frac{1,1,1}{i, 1, 1}\right),
$$

By using linear shuffle and stuffle relations and the reversal relations we can show that
while

$$(15 - 66i)\zeta^S(1, 1, 2) = 48 \left((1 + i)\zeta^S(1, 1, 1, i, i, 1) - (1 + 2i)\zeta^S(1, 1, 1, i, i, i) + 2(1 - i)\zeta^S(1, 1, 1, i, i, i) - 3(1 - i)\zeta^S(1, 1, 1, i, 1, 1)\right) + 2\pi i \left[(106 + 2i)\zeta^S(1, 1, 1, i, i) - (2 - 88i)\zeta^S(1, 1, 1, i, i, i) - \frac{3}{2} - 11i\zeta^S(1, 1, 1, i, 1, -1) - (64 + 26i)\zeta^S(1, 1, 1, i, -1, -1)\right].$$

We end this paper by an intriguing mystery. During our Maple computation, we found that FCVs should have an interesting structure over $\mathbb{Q}$. For example, numerical evidence suggests that all the weight $w$ and level 4 FCVs should generate a dimension $2^w$ vector space over $\mathbb{Q}$. We wonder how to relate this $\mathbb{Q}$ structure to that of the CMZVs at level 4.
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