Identifying Out-of-Distribution Samples in Real-Time for Safety-Critical 2D Object Detection with Margin Entropy Loss

Yannik Blei\(^1\), Nicolas Jourdan\(^1\), Nils Gähler\(^1\)
\(^1\)Wingcopter GmbH \(^2\)Arts et Métiers ParisTech
\{blei, jourdan, gaehlert\}@wingcopter.com

Abstract

Convolutional Neural Networks (CNNs) are nowadays often employed in vision-based perception stacks for safety-critical applications such as autonomous driving or Unmanned Aerial Vehicles (UAVs). Due to the safety requirements in those use cases, it is important to know the limitations of the CNN and, thus, to detect Out-of-Distribution (OOD) samples. In this work, we present an approach to enable OOD detection for 2D object detection by employing the margin entropy (ME) loss. The proposed method is easy to implement and can be applied to most existing object detection architectures. In addition, we introduce Separability as a metric for detecting OOD samples in object detection. We show that a CNN trained with the ME loss significantly outperforms OOD detection using standard confidence scores. At the same time, the runtime of the underlying object detection framework remains constant rendering the ME loss a powerful tool to enable OOD detection.

1. Introduction

The development of UAVs strongly accelerated within the last decade through advances in robotics and artificial intelligence. In order to mitigate collision risks, Detect-and-Avoid (DAA) systems are being developed to provide safe autonomy to UAVs by staying well clear from other airborne traffic \cite{3}. Similarly to perception stacks of other autonomous vehicles, computer vision has emerged as a mode of detecting and tracking other airspace participants.

CNNs have achieved state-of-the-art performance in computer vision tasks – e.g., semantic segmentation and object detection – and have thus become the foundation of modern environment perception systems. In the use case of detecting and avoiding other objects, vision-based DAA systems often employ 2D object detection CNN architectures such as Yolo\cite{27} or SSD\cite{23}. While neural networks in general have been deployed with great success, they typically do not provide self-evaluation with respect to their predictions \cite{17}. DAA systems are safety-critical components of UAVs, and it is, therefore, necessary that they actively self-identify their limitations as there may be no human pilot available as a fallback option \cite{4,5}. Limitations include scene configurations or object classes that were not part of the training data used to train the neural networks. This type of data is often referred to as Out-of-Distribution (OOD) data in contrast to In-Distribution (ID) data used during the training stage. In the presence of OOD data, the desired behavior of the object detection system would be to express low confidence or high uncertainty for the detection but still identify relevant objects in contrast to the background. An example for possible OOD data is shown in Figure 1. The DAA system, however, must perceive all of those objects and initiate countermeasures to avoid potential collisions.

Methods for uncertainty estimation and detection of OOD instances in CNNs often rely on sampling the network multiple times e.g., \cite{10,20}, which is infeasible in computationally constrained environments such as small UAVs. Thus, we present and evaluate a simple yet effective training strategy that can extend most existing object detection architectures with uncertainty estimation for OOD detection. We exemplary extend the YoloX\cite{11} framework and evaluate the performance of the proposed method on a semi-synthetic aerial dataset. We show that the OOD performance significantly exceeds the baseline performance while keeping the runtime of the detection system unchanged.

Figure 1: Exemplary OOD hot air balloons. Most hot air balloons have a characteristic shape, while others have a rather creative design \cite{2}.
2. Related Work

Out-of-distribution detection is a popular research stream for various computer vision tasks, such as image classification [15, 21, 22] and semantic segmentation [6, 17, 18]. More recently, the topic is gaining traction in object detection research as well [8]. Concerning the overall methodology and runtime, we divide related OOD approaches for object detection into sampling methods and sampling-free methods.

Sampling methods often rely on test-time activation of dropout [33] layers to approximate inference of a Bayesian Neural Network (BNN). This concept was first introduced as Monte-Carlo (MC) Dropout in [9] and consequently applied to computer vision tasks such as semantic segmentation [18]. [25] applies MC Dropout to the SSD [23] object detection architecture. Box detections of multiple forward passes are grouped and aggregated by Intersection-over-Union (IoU) overlap. Consequently, uncertainties with regard to position regression and classification are derived from these samples. [19] introduced Bayesian YoloV3. In addition to MC Dropout, variances are predicted for the location parameters of the regressed bounding boxes. [14] replaces the Non-Maximum Suppression (NMS) with bayesian inference for enhanced uncertainty estimation. Lastly, [7] proposed the use of Dropblock [12] instead of dropout for obtaining the BNN samples. As an alternative to MC dropout sampling, deep ensembles may be used to obtain multiple detection samples for a given image. Deep ensembles have been proposed for OOD in image classification by [20]. [24] uses ensemble samples for uncertainty estimation in object detection networks.

Sampling methods for OOD are not suitable for the use case of UAV DAA systems as multiple forward passes increase the computation time by orders of magnitude. This renders real-time detection with high-resolution cameras infeasible on low-power hardware usually found in drones.

Sampling-free methods for OOD in object detection are considerably rarer in literature. [16] proposed using energy-based models on the output logits of object detection networks to discriminate between ID and OOD samples combined with a form of temperature scaling. [31] uses a post-processing method for uncertainty estimation of object detection networks. A meta classification approach is employed that generates confidence based on box parameters and metrics derived from boxes in the NMS.

3. Model

To enable OOD detection in the setting of 2D object detection with our proposed approach, only minimal changes in the loss function are required. Particularly, it does not require any adjustments in the network architecture. It can therefore easily be included in any modern 2D object detec-

![Figure 2: Visualization of the thresholds over the confidence value. A prediction represented by the green circle is treated as a background object. In contrast, predictions represented by orange and blue circles are both treated as actual out-of-distribution and foreground objects, respectively.](image)

tion framework like Faster R-CNN [13, 30], SSD [23], and the various Yolo variants [11, 27–29]. As the architecture of the final CNN remains the same, the initial runtime of the underlying object detection framework is preserved.

3.1. Confidence Thresholding

Multiple approaches utilize the model’s raw confidence outputs computed by sigmoid or softmax activations as a base for uncertainty quantification in classification tasks [15, 32]. In pure image classification, an image is either ID, i.e. it has been part of the training, or OOD. During training, the CNN is trained to best possibly recognize ID properties. The more ID properties a CNN can detect within an image, the more confident it is with the final classification. As a result, we expect that images with known objects, patterns, or structures have higher predicted confidence \( \max_i p_i(x) \) than those with unknown ones i.e., OOD. Thus, it is a natural choice to distinguish between ID and OOD based on the confidence of the classification. In object detection, however, an image may contain multiple instances of both ID – containing both Foreground (FG) objects and Background (BG) – and OOD objects. To account for the presence of multiple objects and to distinguish between known foreground (ID\(_{\text{FG}}\)), known background (ID\(_{\text{BG}}\)), and unknown OOD objects, we impose two thresholds based on the confidence, i.e. softmax score. An illustration of the thresholds is given in Figure 2.

We can easily employ a threshold-based classifier to assign a final category \( C \) of a prediction of the CNN such that

\[
C = \begin{cases} 
    \text{ID}_{\text{BG}} & \text{if } 0 \leq \max_i p_i(x) < t_{\text{ID}_{\text{BG}}}, \\
    \text{OOD} & \text{if } t_{\text{ID}_{\text{BG}}} \leq \max_i p_i(x) < t_{\text{ID}_{\text{FG}}}, \\
    \text{ID}_{\text{FG}} & \text{if } t_{\text{ID}_{\text{FG}}} \leq \max_i p_i(x) < 1.
\end{cases}
\] (1)

3.2. Margin Entropy Loss

CNNs commonly tend to be overconfident [26]. Therefore, predictions are also overconfident for OOD samples [10]. As a result, the distributions for both ID and OOD samples are overlapping and we cannot easily separate them through the application of \( t_{\text{ID}_{\text{BG}}} \) and \( t_{\text{ID}_{\text{FG}}} \). Due to this problem, we expect confidence thresholding on unchanged network outputs to not perform sufficiently well in distinguishing ID from OOD samples. The Margin Entropy (ME)
loss term introduced in [34] as an approach to tackle the problem of overconfidence. It has already been researched in [17] for semantic segmentation and has proven to effectively detect OOD pixels. The ME loss is mathematically defined to be high in those cases, where the model estimates high confidence for OOD samples. In return, it shall not affect the training of ID samples. We, therefore, define it to be 0 for all images with ID samples only. As a proxy for the uncertainty of the model, we employ the Shannon entropy for discrete probability distributions $H$ with class confidences $p_i(x)$ for a given sample $x$ and $N_C$ being the total number of classes as

$$H(x) = - \sum_{i=1}^{N_C} p_i(x) \log p_i(x). \quad (2)$$

A uniform distribution of the class confidences cause the entropy to be at its maximum, while in contrast, the entropy is minimal if the confidence is concentrated in a single class. We define the Margin Entropy loss term as

$$L_{me} = \max \left( m + \bar{H}_{ID}, \bar{H}_{OOD}, 0 \right) \quad (3)$$

where $\bar{H}_{ID}$ denotes the average entropy on FG samples and $\bar{H}_{OOD}$ denotes the average entropy on OOD samples. $m$ is a hyperparameter that controls the margin between both entropies. According to [34], the application of a margin in contrast to entropy maximization prevents overfitting on the OOD areas and reduces negative effects on the original task.

In 2D object detection, the overall loss $\mathcal{L}$ comprises a localization loss $L_{loc}$ and the classification loss $L_{cls}$. Finally, ME loss $L_{me}$ is included as an additional loss such that the overall loss $\mathcal{L}$ calculates as

$$\mathcal{L} = L_{loc} + \beta_1 L_{cls} + \beta_2 L_{me}. \quad (4)$$

$\beta_1$ and $\beta_2$ are used to control the magnitude of the loss components.

4. Experiments

4.1. Dataset

In our experiments, we use a subset of the Amazon AOT Dataset [1], containing 12,247 objects on 10,071 images as training data for the network. Additionally, we created 692 photorealistic renderings of 5 3D models on 144 images for training treated as OOD samples. Each rendered image is merged with an image from the actual Amazon AOT Dataset during training to provide a wider range of configurations. We validated the method on a set containing 332 rendered OOD objects based on 3 different 3D models and 3998 ID objects on 3222 images. The 3D models were exclusively used in either the training or the validation dataset.

Table 1: Proposed confusion matrix that takes into account the OOD objects.

| Actual | Predicted | OOD | FG |
|--------|-----------|-----|----|
|        | BG        | OOD | FG |
| BG     | TN        | FN | FN |
| OOD    | FO_N      | TO | FO_P |
| FG     | FP        | FP_O | TP |

4.2. Experimental Setup

For training and evaluation, we extend the state-of-the-art YoloX [11] object detection framework with the ME loss. We compare the OOD detection performance to the unchanged network output trained with the standard loss function.

4.3. Metrics

In a typical object detection setting, metrics like Average Precision (AP) and Mean Average Precision (mAP) are used to quantify the performance of the underlying detection framework. These metrics comprise the number of True Positive (TP), False Positive (FP), and False Negative (FN) predictions. Besides AP, Liang et al. introduced additional metrics to assess the OOD detection performance [22]. These metrics include FPR@95% TPR and AUROC. The definition of both metrics include the calculation of the False Positive Rate (FPR) defined as $\text{FPR} = \frac{FP}{FP + TN}$. In particular, this metric uses the total number of True Negatives (TN). Current state-of-the-art object detection frameworks employ a set of initial proposals called anchor or prior boxes [23,27]. The number of those boxes scales with the image size and might reach several 10k boxes per image. As the number of real objects, however, is typically small compared to the number of anchor or prior boxes, the number of TN will be close to the total number of those initial boxes. This leads to $\text{FPR} \approx 0$ in most object detection frameworks even at small confidence thresholds and in particular, can change depending on the image size. As a result, metrics that comprise the number of TN are highly influenced by the experimental setup and do not properly assess the OOD performance in object detection.

We propose to extend the confusion matrix to account for OOD objects and derive a novel Separability metric to assess the OOD performance.

4.3.1 Extended OOD Confusion Matrix

The binary assignment of being either FG or BG does not specifically reflect the OOD setting as OOD objects are in between FG and BG. To account for those objects, we propose to add OOD as a meta-class to the confusion matrix. This extended confusion matrix is shown in Table 1.
We define True OOD (TO) as actual OOD objects that have been assigned as OOD. Furthermore, we refer to OOD objects that have been falsely assigned as FG as FP₀ and in return FG objects that are treated as OOD objects as False OOD/Foreground (FOₜ). Following this naming convention, we define the analogous metrics for BG objects.

4.3.2 Separability

To assess the quality of OOD detection within the scope of 2D object detection, we propose a novel metric called Separability which builds upon the extended confusion matrix defined above. Its core idea is to quantify the ability of the network to separate between FG, BG and OOD objects. It comprises two auxiliary metrics called OOD-Background Separability (OBS) and OOD-Foreground Separability (OFS) with each metric particularly assessing the ability to distinguish between FG or BG and OOD:

\[
\text{OBS} = \frac{\text{TO}}{\text{TO} + \text{FN}_\text{O} + \text{FO}_\text{N}}, \quad (5) \\
\text{OFS} = \frac{\text{TO}}{\text{TO} + \text{FP}_\text{O} + \text{FO}_\text{P}}. \quad (6)
\]

Both OBS and OFS are ∈ [0, 1] with higher numbers representing a better ability to separate between BG and OOD, and FG and OOD. Finally, we calculate Separability \( S(\beta) \) as

\[
S(\beta) = (1 + \beta^2) \cdot \frac{\text{OBS} \cdot \text{OFS}}{\beta^2 \cdot \text{OBS} + \text{OFS}}. \quad (7)
\]

Similar to OBS and OFS, \( S \in [0, 1] \) with higher values representing a better overall separability. By using the parameter \( \beta \) we can weight the impact of both OBS and OFS. In our experiments, however, we use \( \beta = 1 \).

Contrary to the standard metrics for object detection AP and mAP, the Separability is not integrated over multiple confidence thresholds. Instead, it assesses the model performance as is if deployed to a productive system like autonomous drones or automated cars. In those use cases, typically a fixed confidence threshold is chosen to allow an object to be spawned.

4.4. Results

We evaluate both the baseline confidences, trained with the standard cross-entropy loss, as well as the proposed method using the ME loss according to the experimental setup described in subsection 4.2. The results are shown in Table 2.

The proposed ME loss approach outperforms the naïve baseline by 129% by means of separability \( S \). At the same time, the individual separability between OOD and BG and FG are 0.431 and 0.556, respectively. Thus, ME loss proves to significantly improve OOD detection in the scope of 2D object detection.

Table 2: Results for the baseline and ME loss. ME loss outperforms the baseline by 129% wrt. Separability \( S \).

| Method           | \( S \) | OBS | OFS | mAP@0.5 |
|------------------|--------|-----|-----|---------|
| Naïve Baseline   | 0.212  | 0.251 | 0.184 | 0.375   |
| ME Loss          | 0.486  | 0.431 | 0.556 | 0.416   |
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Figure 3: Comparison of the confidence distribution after training with the baseline method (a) and the ME loss (b). We achieve a significantly better separation in (b) between all three distributions.

5. Conclusion

In this work, we tackled the problem of OOD detection in the scope of 2D object detection. To this end, we proposed to extend the overall loss function by an additional Margin Entropy loss. In addition, we introduced the Separability metric to assess the ability of a network to distinguish between Foreground, Background, and OOD. We evaluated the proposed ME loss on the Amazon AOT dataset [1]. The ME loss outperforms the naïve baseline by 129% by means of Separability. Furthermore, the pure 2D object detection performance is not degraded. The proposed loss can be included in any modern object detection framework such as Faster R-CNN [13,30], SSD [23] and the various Yolo variants [11,27–29]. Compared to other methods like Ensembles or MC Dropout, it does not require multiple inference per image and in return, it is able to retain the inference speed of the underlying object detection framework. Thus, the proposed loss proves to be a suitable extension to enable OOD detection for 2D object detection in time and safety-critical applications.
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