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Abstract. A minimum dominating set in a graph is a minimum set of vertices such that every vertex of the graph either belongs to it, or is adjacent to one vertex of this set. This mathematical object is of high relevance in a number of applications related to social networks analysis, design of wireless networks, coding theory, and data mining, among many others. When vertex weights are given, minimizing the total weight of the dominating set gives rise to a problem variant known as the minimum weight dominating set problem. To solve this problem, we introduce a hybrid matheuristic combining a tabu search with an integer programming solver. The latter is used to solve subproblems in which only a fraction of the decision variables, selected relatively to the search history, are left free while the others are fixed. Moreover, we introduce an adaptive penalty to promote the exploration of intermediate infeasible solutions during the search, enhance the algorithm with perturbations and node elimination procedures, and exploit richer neighborhood classes. Extensive experimental analyses on a variety of instance classes demonstrate the good performance of the algorithm, and the contribution of each component in the success of the search is analyzed.
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1 Introduction

The minimum dominating set problem in a graph $G = (V, E)$ consists of determining a set $S \subseteq V$ of minimum cardinality that dominates all vertices. A vertex is dominated if it belongs to $S$ or has a neighbor in $S$. In a variant of this problem, called Minimum Weight Dominating Set problem (MWDS), a non-negative weight is defined for each vertex, and the objective is to find a dominating set of minimum total weight. The MWDS is NP-hard (Garey and Johnson 1990), and the current exact methods cannot solve instances of practical relevance for data mining and other large-scale applications in reasonable CPU time.

Dominating set problems are linked with a rich set of applications (Yu et al. 2013), including the design of wireless sensor networks, the study of social networks and influence propagation (Wang et al. 2011, 2014, Daliri Khomami et al. 2018), protein interaction networks (Wuchty 2014, Nacher and Akutsu 2016) and covering codes (Östergård 1997), among others. Initially, a significant amount of research focused on approximation algorithms for this family of problems (see, e.g., Chen et al. 2004, Zou et al. 2011, Schaudt and Schrader 2012). In contrast, the research on efficient metaheuristics has expanded fairly recently. For the MWDS, some population-based algorithms have been introduced in Bouamama and Blum (2016), Jovanovic et al. (2010) and Potluri and Singh (2013). The latter method has been successful for a wide range of problem instances thanks to its combination with an integer linear programming (ILP) solver. Finally, Wang et al. (2017) introduced a local search with additional mechanisms to prevent cycling. These methods produce solutions of good quality on classical instance sets, however they may prematurely converge in some cases or tend to be over-restrictive, and require a significant amount of CPU time for the largest instances.

In this paper, we introduce a hybrid tabu search matheuristic (HTS-DS) for the MWDS. The term “matheuristic” has been widely used to refer to algorithms that combine metaheuristics with mixed integer programming (MIP) strategies and software (Maniezzo et al. 2009, Ball 2011, Archetti and Speranza 2014). The proposed method combines four successful strategies: an efficient neighborhood search, an adaptive penalty scheme to explore intermediate infeasible solutions, perturbation phases to promote exploration, and an intensification mechanism in the form of a MIP solver, which is applied to solve partial problems in which a fraction of the variables are fixed, keeping free those of the current best known solution and those associated to promising vertices. As in the Construct, Merge, Solve & Adapt (CMSA) approach described in Blum et al. (2016), the set of promising vertices is selected based on the search history. Moreover, the size of the subproblem is adapted to exploit the capabilities of the MIP solver as efficiently as possible.
The performance of the proposed hybrid method is demonstrated through extensive experiments on a variety of benchmark instances with up to 4000 vertices and one million edges. The algorithm achieves solutions of better quality than previous methods, in a computational time which is notably smaller. Our sensitivity analyses on the method’s components underline the decisive impact of some specific neighborhoods used in the tabu search, the perturbation mechanism, as well as the contribution of the integer programming solver. Finally, new best solutions have been produced for many classical benchmark instances.

The remainder of this paper is organized as follows. Section 2 formally defines the MWDS and reviews the related literature. Section 3 describes the proposed algorithm. Section 4 reports on our experimental analyses, and Section 5 concludes.

2 Problem Statement and Literature Review

A simple mathematical formulation of the MWDS is displayed in Equations (1–3). In this formulation, the closed neighborhood \( N(i) \) represents all vertices adjacent to \( i \), including \( i \) itself (i.e., \( N(i) = \{i\} \cup \{j| (i,j) \in E\} \)). Each decision variable \( x_i \) is set to 1 if vertex \( i \) is included in the dominating set, and 0 otherwise. The weight of each vertex \( i \) is defined as \( w_i \).

\[
\min \sum_{i \in V} w_i x_i \quad (1)
\]
\[
\text{s.t. } \sum_{k \in N(i)} x_k \geq 1 \quad \forall i \in V \quad (2)
\]
\[
x_i \in \{0, 1\} \quad \forall i \in V \quad (3)
\]

The MWDS can be viewed as a special case of the set covering (SC) problem, in which each vertex corresponds to a possible set. Although the research on exact methods has led to very efficient solution techniques for SC problems (Caprara et al. 2000), many instances of the MWDS present graphs with medium or high densities, leading to SC instances with large sets (i.e., dense matrices) which can be unusually challenging. For this reason, along with emerging applications in machine learning and social network analysis, a research line specific to the MWDS has been growing in intensity in recent years.

Earlier studies on the MWDS have focused on approximation algorithms for specific types of graphs called unit disk graphs (UDG), in relation to wireless ad-hoc networks applications. A UDG is a graph in which every vertex corresponds to a sensor on the plane, and in which two vertices are connected by an edge if their Euclidean distance in the plane
is no more than 1 unit. The first constant-factor approximation algorithm for this setting was proposed by Ambühl et al. (2006), with an approximation ratio of 72. Subsequently, this ratio has been successively improved, down to \((6 + \epsilon)\) in Huang et al. (2009) using a “double-partition” strategy, followed by \((5 + \epsilon)\) and \((4 + \epsilon)\) in Dai and Yu (2009) and Erlebach and Mihalák (2010). The first polynomial time approximation scheme (PTAS) was introduced in Zhu et al. (2012), with an approximation ratio of \((1 + \epsilon)\) for the specific case where the ratio of the weights of any two adjacent nodes is upper bounded by a constant. Finally, Li and Jin (2015) introduced a PTAS for the general case without restrictions on adjacent weights.

The research on metaheuristics for the MWDS has also recently grown. Many of the methods proposed for this problem rely on evolutionary population search. An ant colony algorithm with a pheromone correction strategy (Raka-ACO) was proposed in Jovanovic et al. (2010). Subsequently, Potluri and Singh (2013) introduced a hybrid genetic algorithm (HGA) and two extensions of the ACO algorithm with a local search which consists of removing redundant vertices. In the second algorithm, a pre-processing step is included immediately after pheromone initialization, in order to reinforce the pheromone values associated with 100 independent sets generated via a greedy algorithm. Later on, Lin et al. (2016) proposed a memetic algorithm based on a greedy randomised adaptive construction procedure as well as problem-tailored crossover and path-relinking operations. An iterated greedy algorithm (R-PBIG) was introduced in Bouamama and Blum (2016). The method maintains a population of solutions and applies deconstruction and reconstruction steps. This approach was then hybridized with an ILP solver for solution improvement. Wang et al. (2017) proposed a variant of tabu search called *configuration checking* algorithm, with a mechanism which modifies the objective function based on the search history. Finally, Chalupa (2018) proposed a multi-start order-based randomised local search, using *jump* moves for solution diversification, and reported computational results for a variety of MDS and MWDS instances. Each of the mentioned methods led to some solution improvement on the classical benchmark instance sets for the problem. However, none of these methods reliably finds the best known or optimal solutions for all instances, and their computational time tends to be high for large graphs. The contribution of this paper is to propose a scalable and efficient algorithm for the problem.
3 Proposed Methodology

The proposed solution method, summarized in Algorithm 1, combines a tabu search with an integer programming solver. The method starts from a random initial solution (Line 3). This solution is improved by a tabu search (Lines 3–18) with perturbation mechanisms (Line 15 – after each \( I_{\text{pert}} \) iterations), which terminates as soon as either \( I_{\text{NI}} \) consecutive iterations (moves) without improvement of the best solution \( S_{\text{best}} \) or \( I_{\text{MAX}} \) total iterations have been performed. The best solution of the tabu search then serves to define a reduced problem which is solved using an integer programming solver (Line 19). This process is repeated \( N_{\text{RESTART}} \) times (Lines 2–22), and the best overall solution \( S_{\text{OVERALL}} \) is returned (Line 23).

Algorithm 1: HTS-DS

1. \( S_{\text{OVERALL}} \leftarrow \emptyset \);  \hspace{1cm} // Stores the overall best solution
2. for \( N_{\text{RESTART}} \) iterations do
3. \( S \leftarrow \) Generate an initial feasible solution;
4. \( S_{\text{BEST}} \leftarrow S \);  \hspace{1cm} // Stores the best solution of current restart
5. \( i_{\text{NI}} \leftarrow 0 \);  \hspace{1cm} // Number of iterations without improvement
6. \( i_{\text{MAX}} \leftarrow 0 \);  \hspace{1cm} // Total number of iterations
7. \( \text{while } i_{\text{NI}} < I_{\text{NI}} \text{ and } i_{\text{MAX}} < I_{\text{MAX}} \text{ do} \)
8. \hspace{1cm} Update penalty factor \( \alpha \) ;
9. \hspace{1cm} \( S \leftarrow \) Best non-tabu neighbor of \( S \) in ADD, DEL and SWAP ;
10. \hspace{1cm} Update tabu list ;
11. \hspace{1cm} if \( S \) is feasible and \( f(S) < f(S_{\text{BEST}}) \) then
12. \hspace{1cm} \hspace{1cm} \( S_{\text{BEST}} \leftarrow S ; i_{\text{NI}} \leftarrow 0 ; \)
13. \hspace{1cm} end
14. \hspace{1cm} if \( \exists k \in \mathbb{Z}_{>0} \) such that \( i_{\text{MAX}} = k \times I_{\text{pert}} \) then
15. \hspace{1cm} \hspace{1cm} \( S \leftarrow \) Perturbation(\( S_{\text{BEST}} \)) ;
16. \hspace{1cm} end
17. \hspace{1cm} \( i_{\text{NI}}++ ; i_{\text{MAX}}++ ; \)
18. end
19. \( S \leftarrow \) Construct and solve reduced IP ;
20. if \( f(S) < f(S_{\text{BEST}}) \) then \( S_{\text{BEST}} \leftarrow S ; \)
21. if \( f(S_{\text{BEST}}) < f(S_{\text{OVERALL}}) \) then \( S_{\text{OVERALL}} \leftarrow S_{\text{BEST}} ; \)
22. end
23. return \( S_{\text{OVERALL}} ; \)

We note that some penalized infeasible solutions, in which some vertices are not dominated, can be explored during the search. The objective function therefore plays an important role in the algorithm. This will be discussed in Section 3.1. Subsequently, Section 3.2 describes the solution initialization, tabu search and perturbation operator, and Section 3.3 presents the integer programming subproblem and its resolution.
3.1 Penalized Objective Function

As illustrated in several previous studies (see, e.g., Glover and Hao (2011), Vidal et al. (2015)), an exploration of penalized infeasible solutions can help to diversify the search and prevent the method from becoming trapped in low-quality local optima. Therefore, HTS-DS relies on a penalized objective function that allows to evaluate infeasible solutions with some non-dominated vertices. The cost of a solution $S$ is calculated as:

$$f(S) = W(S) + \alpha \times w^{\text{MAX}} \times N^d(S), \quad (4)$$

where $W(S)$ is the total weight of solution $S$, $\alpha$ is the current penalty factor, $w^{\text{MAX}}$ is the maximum weight of a vertex $i \in V$, and $N^d(S)$ is the number of non-dominated vertices in solution $S$. This way, the amount of penalty is directly proportional to the degree of infeasibility in order to promote a gradual return to the feasible solution space.

Selecting a proper value for $\alpha$ is important for the efficiency of the search. However, in our preliminary experiments, a constant value was found to be insufficient for transitioning between different regions of the search space. We therefore designed a periodic ramp-up strategy, inspired by the strategic oscillation of (Glover and Hao 2011), in which $\alpha$ rises from a minimum level $\alpha^{\text{MIN}}$ to a maximum level $\alpha^{\text{MAX}}$ by steps of $\alpha^{\text{STEP}}$, and then returns to its minimum value before increasing again. When $\alpha$ is small, the search will tend to remove vertices from the solution and lead to more non-dominated vertices. These vertices are subsequently covered again when the value of $\alpha$ becomes larger. Due to this behavior, HTS-DS also shares some common characteristics with ruin-and-recreate methods. With this analogy in mind, the parameter $\alpha^{\text{STEP}}$ has been set to be inversely proportional to the number of vertices of the graph,

$$\alpha^{\text{STEP}} = \frac{\alpha^{\text{MAX}} - \alpha^{\text{MIN}}}{\beta |V|} \quad (5)$$

where $\beta$ is a parameter of the method which controls the number of steps between $\alpha^{\text{MIN}}$ and $\alpha^{\text{MAX}}$, and the update rule (Line 8 of Algorithm 1) for parameter $\alpha$ is:

$$\alpha = \begin{cases} \alpha + \alpha^{\text{STEP}} & \text{if } \alpha < \alpha^{\text{MAX}} \\ \alpha^{\text{MIN}} & \text{otherwise.} \end{cases} \quad (6)$$

Figure 1 illustrates the behavior of the parameter $\alpha$ on a small instance. We observe that the feasibility of the current solution directly depends on the value of $\alpha$. The discovery of new best solutions, depicted with green diamonds in the graph, usually occurs when $\alpha$ is closer to $\alpha^{\text{MAX}}$, i.e., when the search is driven back towards feasible solutions. This controlled
Figure 1: Evolution of the penalty parameter $\alpha$ during the search for a small instance (class SMPI – problem 50,50_0). Discovery of feasible, infeasible, and best solutions.

exploration of the infeasible solution space allows to transition towards structurally different solutions.

3.2 Tabu Search

**Initial Solution** Each initial solution $S$ of the tabu search is built by random construction (Line 3 of Algorithm 1). With uniform probability, the algorithm iteratively selects a random vertex which covers at least one non-dominated vertex, and inserts it in $S$. The process stops when a dominating set is obtained.

**Neighborhood** Solution $S$ is then improved by tabu search considering three classical families of moves:

- **ADD** – adds a vertex $i$ into the solution;
- **DEL** – removes a vertex $j$ from the solution;
- **SWAP** – simultaneously adds a vertex $i$ and removes a vertex $j$ from the solution.

The moves are evaluated according to the objective function of Equation (4). At each iteration, the best *non-tabu* move from the entire neighborhood is applied (Line 9 of Algorithm 1). Note that, depending on the status of the tabu memory, this move can be deteriorating, thus allowing the algorithm to escape from local minima.

These three neighborhoods differ in their size: ADD and DEL contain $\mathcal{O}(|V|)$ moves
while SWAP contains $\mathcal{O}(|V|^2)$ moves. To balance the search effort and improve the speed of the method, we apply dynamic restrictions to the SWAP neighborhood. This restriction works by first evaluating the ADD and DEL moves, ranking these moves relative to their impact on the solution value, and restricting the search of the SWAP neighborhoods to the $(i,j)$ pairs that belong to the top $\sqrt{|V|}$ ADD and DEL moves. With this restriction, only $\mathcal{O}(|V|)$ SWAP moves are evaluated. To efficiently evaluate each move, we maintain for each vertex $i$ a value $C(i)$ which counts how many times the vertex is dominated by another. Therefore, if $C(i) = 0$ then $i$ is non-dominated. This allows to evaluate each move with a complexity proportional to the degree of the associated vertex (or vertices).

**Tabu List**  The short-term memory (tabu list) is essential to avoid cycling. In HTS-DS, this list has a fixed size of $N_{\text{Tabu}}$ and contains two types of labels: those that prohibit the insertion of a specific vertex, and those that prohibit the removal of a specific vertex. The tabu list is updated (Line 10 of Algorithm 1) according to the following rules:

- Whenever ADD($i$) is applied, a label is added to prohibit the removal of $i$;
- Whenever DEL($j$) or SWAP($i,j$) is applied, a label is added to prohibit the insertion of $j$.

Note that the tabu status associated to the SWAP move prohibits only the reinsertion of the removed vertex $j$. Indeed, in preliminary analyses, we observed that simultaneously prohibiting the removal of $i$ over-constrains the search and slows down the progress towards high-quality solutions. Finally, as usually done in most tabu searches, we use an aspiration criterion which revokes the tabu status of a move in case it leads to a new best solution.

**Node Elimination**  Finally, after the application of each move, HTS-DS checks for the possible existence of redundant vertices. A redundant vertex is a vertex which can be removed from the solution without increasing the number of non-dominated vertices. When such a situation occurs, a redundant vertex of maximum weight is removed. This process is iterated until no redundant vertex exists.

**Perturbation**  After every $I_{\text{pert}}$ iterations of the tabu search, a perturbation mechanism is triggered to diversify the search further and reach different solutions (Line 15 of Algorithm 1). The perturbation is based on the ruin-and-recreate strategy (Schrimpf et al. 2000). It works by removing $\lfloor \rho \times |S_{\text{Best}}| \rfloor$ vertices from the current best feasible solution $S_{\text{Best}}$ of the tabu search, reconstructing the solution with a greedy algorithm, and finally applying the node elimination procedure. The resulting solution becomes the new starting point for the search.

The greedy algorithm used for solution reconstruction works as follows. For every
vertex $i$, we define $\Gamma(i)$ as the set of non-dominated vertices belonging to $N(i)$ (adjacent to $i$, or $i$ itself). Let $\Delta(i) = |\Gamma(i)|$ and $W(i) = \sum_{k \in \Gamma_i} w_k$. With equal probability, the greedy algorithm includes a vertex $i$ with:

- highest value of $\Delta(i)/w_i$;
- second-highest value of $\Delta(i)/w_i$;
- highest value of $W(i)/w_i$;
- second-highest value of $W(i)/w_i$.

Ties (vertices with identical value) are broken randomly with uniform probability, and the process is iterated until a feasible solution is found.

### 3.3 Resolution of a reduced integer problem

After the tabu search, HTS-DS constructs a reduced problem based on the information of the best current solution and the past search history, and solves it with an integer programming solver over the formulation of Equations (1–3) with the aim of finding a new best solution (Line 19 of Algorithm 1). In the reduced problem, most of the decision variables are fixed, and only a smaller group of free variables remain, representing possible choices of vertices for the dominating set. This type of approach is classified as a decomposition and partial optimization method in Ball (2011), Archetti and Speranza (2014).

The set of free variables corresponds to the $|S_{\text{best}}|$ vertices used in the best solution $S_{\text{best}}$ of the tabu search, along with the $N_{\text{freq}} = \max\{0, N_{\text{free}} - |S_{\text{best}}|\}$ most frequent vertices observed in the incumbent solution, during the search history. Each other vertex is fixed by setting $x_i = 0$, i.e., excluding it from any candidate dominating set in the integer program. To identify the most frequent vertices, HTS-DS counts the total number of iterations $I_{\text{Total}}(i)$ for which each vertex $i$ was used in the current solution, and selects the $N_{\text{freq}}$ vertices with highest value of $I_{\text{Total}}(i)$. Such a counter can be efficiently implemented by storing the index of the current iteration when $i$ is included, and only updating the counter with the adequate increment when $i$ is removed.

The resulting formulation is solved by the integer programming solver subject to a time limit $T_{\text{max}}$. Initially, the size parameter $N_{\text{free}}$ is set to 50. Subsequently, in order to fully exploit the capabilities of the IP solver, the parameter $N_{\text{free}}$ is adapted from one general iteration of HTS-DS to the next. At the end of the resolution, there are three possible outcomes for the IP solver:

- **Case 1a)** *The solver finds an optimal solution, and $N_{\text{free}} = |V|$*. An optimal solution has been found for the MWDS problem, HTS-DS terminates.
- **Case 1b)** *The solver finds an optimal solution of the reduced problem*. In this case, the IP solver may be able to address a larger problem in the next iteration within the
allowed time, and therefore the parameter $N_{\text{free}}$ is increased to $\min\{|V|, 2 \times N_{\text{free}}\}$.

- **Case 2)** The solution is not proven optimal or no solution is produced. In this case, the IP solver has been used beyond its capabilities, and $N_{\text{free}}$ is reduced to $N_{\text{free}}/2$. The best overall solution is stored and returned at the end of HTS-DS.

## 4 Computational Experiments

Extensive computational experiments were conducted to evaluate the performance of the method relative to previous algorithms, and to examine the relative contribution of each of its main components. HTS-DS was implemented in C++, and CPLEX 12.7 was used for the resolution of the integer linear programs. All tests were conducted on a single thread of an I7-5820K 3.3GHz processor.

We rely on a total of 1060 problem instances originally proposed in Jovanovic et al. (2010). These instances are divided into two types (T1 and T2) and two classes (SMPI and LPI). The SMPI class includes 320 small and medium instances with 50 to 250 vertices and 50 to 5000 edges, and the LPI class includes 210 larger instances counting between 300 and 1000 vertices, with up to 20000 edges. In the instances of type T1, the vertex weights are uniformly distributed in the interval $[20, 70]$, while in the instances of type T2, the weight of each vertex $i$ is randomly chosen in $[1, \delta(i)^2]$, where $\delta(i)$ is the degree of $i$. Ten instances were generated for each problem dimension. Therefore, in the subsequent sections, all results will be aggregated (averaged) by groups of ten instances with the same number of edges and vertices. All instance files and solutions are made available at the following address: [https://w1.cirrelt.ca/~vidalt/en/research-data.html](https://w1.cirrelt.ca/~vidalt/en/research-data.html).

### 4.1 Parameters Calibration

Three main parameters of HTS-DS have a strong influence on the search: the size of the tabu list $N_{\text{tabu}}$, the strength of the perturbation operator $\rho$, and the control parameters for the penalty ($\alpha_{\text{min}}, \alpha_{\text{max}}, \beta$). These parameters were calibrated through preliminary experiments by varying one parameter at a time until reaching a “local optimum” in terms of parameter configuration. Then, from the final parameter setting obtained, we performed a sensitivity analysis to examine the effect of a variation of each parameter. This analysis will be reported in Section 4.3 along with other results measuring the contribution of the main search components.

Finally, the parameters $(N_{\text{restart}}, I_{\text{max}}, I_{\text{NI}}, I_{\text{pert}}, T_{\text{max}})$ control the number of iterations and search time of each component. Changing these parameters leads to different trade-offs between solution quality and computational effort. Therefore, for a fair experimental
analysis, their values were selected to obtain solutions in a CPU time which is comparable to or lower than those of previous algorithms. The final parameter values are presented in Table 1.

Table 1: Parameter configuration of HTS-DS

| Parameter                              | Symbol | Value |
|----------------------------------------|--------|-------|
| Number of restarts                     | \(N_{\text{RESTART}}\) | 10    |
| Maximum number of iterations of TS     | \(I_{\text{MAX}}\) | 20000 |
| Maximum number of iterations without improvement of TS | \(I_{\text{NI}}\) | 10000 |
| Frequency of the perturbation          | \(I_{\text{PERT}}\) | 100   |
| Perturbation strength                  | \(\rho\) | 0.2   |
| Size of the tabu list                  | \(N_{\text{TABU}}\) | 12    |
| Time limit for the IP solver           | \(T_{\text{MAX}}\) | 1 sec |
| Penalty factor                         | \(\alpha_{\text{MIN}}\) | 0.1   |
|                                        | \(\alpha_{\text{MAX}}\) | 1.1   |
|                                        | \(\beta\) | 1.3   |

4.2 Performance of the proposed algorithm

HTS-DS was run ten times with different random seeds on each instance. We compare its results with those of the recent state-of-the-art algorithms for the MWDS listed in Table 2. This table also indicates the CPU model used by each study, along with the associated time scaling factor (based on the Passmark benchmark) representing the ratio between its speed and the speed of our processor. In some cases, the CPU model was not reported by the authors, and therefore we used a factor of 1.0. In the remainder of this section, the time values reported by previous studies will be multiplied by the associated factors, in order to account for CPU differences and conduct a fair comparison.

Tables 3–6 now compare the results of all methods. Each table corresponds to a different instance class (SMPI and LPI) and type (T1 and T2), and each row corresponds to a group of ten instances with identical characteristics. From left to right, the columns report the characteristics of the instances, the average solution quality and CPU time of previous algorithms, as well as the best and average solution quality, and average CPU time of HTS-DS. The two rightmost columns also report the gap of the best (GapB) and average (GapA) solutions of HTS-DS, relative to the best known solutions (BKS) in the literature. Let \(z\) be the solution value found by HTS-DS and \(z_{\text{BKS}}\) be the best known solution value, then the percentage gap is computed as \(\text{Gap}(\%) = 100 \times (z - z_{\text{BKS}})/z_{\text{BKS}}\). Finally, the best method is highlighted in boldface for each row, and the last line of the table presents some metrics (time and solution quality) averaged over all instances.
Table 2: List of methods considered in the experiments, and CPU model information

| Acronym     | Description                                                                 | CPU             | Factor |
|-------------|------------------------------------------------------------------------------|-----------------|--------|
| RAKA        | Ant colony approach of Jovanovic et al. (2010)                               | Not available   | –      |
| HGA         | Hybrid genetic algorithm of Potluri and Singh (2013)                         | Not available   | –      |
| ACO-LS      | Hybrid ACO with local search of Potluri and Singh (2013)                     | Not available   | –      |
| ACO-PP-LS   | Hybrid ACO with pre-processing of Potluri and Singh (2013)                   | Not available   | –      |
| HMA         | Hybrid memetic algorithm of Lin et al. (2016)                                | AMD 3.4GHz      | 0.33   |
| R-PBIG      | Iterated greedy algorithm of Bouamama and Blum (2016)                       | Xeon 5670 2.93GHz| 0.67   |
| Hyb-R-PBIG  | Hybrid algorithm of Bouamama and Blum (2016)                                 | Xeon 5670 2.93GHz| 0.67   |
| CC²FS       | Configuration checking algorithm of Wang et al. (2017)                       | I5-3470 3.2GHz  | 0.95   |
| MSRSR₀      | Multi-start local-search algorithm of Chalupa (2018)                         | I7-5960X 3.0GHz | 1.23   |
| HTS-DS      | Hybrid tabu search of this paper                                             | I7-5820K 3.3GHz | 1.00   |

For the benchmark instances of type T1 and class SMPI, the HTS-DS identifies all known optimal solution values (known for 17 instances in total), and even finds new best known solutions for 16% of the instances. The algorithm produces solutions of consistently high quality, with an average gap from the previous BKS of $-0.003\%$, meaning that the average solution quality of HTS-DS is better than the best solutions ever found in all prior studies in the literature (i.e., the best solutions found by multiple algorithms, runs, and parameter settings). In a similar fashion, for the class LPI, the HTS-DS algorithm retrieves all known optimal solutions (50 in total), and produces new best solutions for 52% of the instances, with an average percentage gap of $-0.096\%$ relative to the BKS from previous literature. HTS-DS is also faster than existing algorithms, with an average CPU time of 3.6 and 10.1 seconds on the classes SMPI and LPI, respectively.

Similar observations are valid for the benchmark instances of type T2. For this type, the instances of class SMPI are easier to solve, and most recent methods find the same solutions. In contrast, the class LPI allows to observe significant differences between methods. Again, for this benchmark, HTS-DS retrieves very accurate solutions, with an average gap of $0.024\%$ relative to the BKS, in a time which is significantly smaller than previous approaches.

Finally, the BHOSLIB and DIMACS benchmark instances were extended in Wang et al. (2017) with a weight $w(i) = (i \mod 200) + 1$ for each vertex $i$, and the authors provided experimental results of ACO-PP-LS and CC²FS on these test sets. We therefore tested HTS-DS on these instances and report the solutions in the appendix of this paper. These results highlight again the excellent performance of the proposed algorithm, which finds or improves all known BKS for the BHOSLIB instances with an average gap of $-0.38\%$, and
Table 3: Type T1, Class SMPI – Comparison of HTS-DS with recent state-of-the-art algorithms

| RA | BGA | ACO-LS | ACO-PP-LS | HMA | R-PBIG | Ho-R-PBIG | CC/CTS | MSRLS/ | HTS-DS |
|---|---|---|---|---|---|---|---|---|---|
| 50 | 393.3 | 393.3 | 393.3 | 393.3 | 393.3 | 393.3 | 393.3 | 393.3 | 393.3 |
| 100 | 393.3 | 393.3 | 393.3 | 393.3 | 393.3 | 393.3 | 393.3 | 393.3 | 393.3 |
| 200 | 393.3 | 393.3 | 393.3 | 393.3 | 393.3 | 393.3 | 393.3 | 393.3 | 393.3 |
| 500 | 393.3 | 393.3 | 393.3 | 393.3 | 393.3 | 393.3 | 393.3 | 393.3 | 393.3 |

* CC/FS was run until a fixed time limit of 5s (equivalent to 47.5s after CPU scaling)

† MSRLS was run until a fixed time limit of 30s (equivalent to 442.5s after CPU scaling)
| $|V|$ | $|E|$ | RAKA | HGA | ACO-LS | ACO-PP-LS | HMA | R-PBIG | Hyb-R-PBIG | CC$^2$FS | MSRLS$_0$ | HTS-DS |
|----|----|----|----|----|----|----|----|----|----|----|----|
| 300 | 300 | 3255.2 | 116.3 | 3198.5 | 49.2 | 3205.9 | 42.2 | 3199.3 | 2.6 | 3189.3 | 5.1 | 3175.4 | 5.1 | 3178.6 | 3202.4 |
| 500 | 300 | 2509.8 | 109.0 | 2479.2 | 41.0 | 2473.3 | 35.7 | 2464.4 | 2.9 | 2446.9 | 6.8 | **2435.6** | 6.8 | 2438.1 | 2486.8 |
| 500 | 500 | 1933.9 | 93.2 | 1903.3 | 34.0 | 1913.9 | 30.0 | 1884.6 | 1.6 | 1869.6 | 8.0 | 1856.8 | 8.0 | 1854.6 | 1897.1 |
| 1000 | 500 | 1560.1 | 80.1 | 1552.5 | 28.2 | 1555.8 | 24.5 | 1518.4 | 1.6 | 1503.4 | 8.8 | 1498.6 | 8.8 | 1495.0 | 1539.2 |
| 2000 | 1000 | 909.6 | 47.6 | 916.8 | 18.8 | 916.5 | 17.0 | 878.7 | 1.5 | 872.5 | 11.3 | 870.1 | 11.3 | 862.5 | 901.3 |
| 3000 | 1000 | 654.9 | 37.3 | 667.8 | 15.4 | 670.7 | 14.3 | 640.9 | 1.4 | 629.9 | 14.3 | 628.5 | 14.3 | 624.3 | 663.5 |
| 5000 | 1000 | 428.3 | 27.4 | 437.4 | 12.5 | 435.9 | 12.0 | 411.7 | 2.3 | 409.4 | 20.0 | 401.0 | 20.0 | 406.1 | 428.5 |
| 500 | 500 | 5476.3 | 412.3 | 5398.3 | 180.3 | 5387.7 | 156.0 | 5392.1 | 6.5 | 5378.4 | 14.1 | **5304.7** | 14.1 | 5305.7 | 5392.0 |
| 1000 | 500 | 4069.8 | 359.8 | 3714.8 | 143.7 | 3698.3 | 116.4 | 3678.3 | 4.5 | 3642.2 | 19.5 | **3607.3** | 19.5 | 3607.8 | 3716.3 |
| 2000 | 1000 | 2627.5 | 219.2 | 2277.6 | 90.3 | 2275.9 | 81.7 | 2223.7 | 3.6 | 2203.9 | 24.2 | 2197.2 | 24.2 | 2181.0 | 2291.2 |
| 5000 | 1000 | 1398.5 | 114.4 | 1115.3 | 51.3 | 1110.2 | 45.7 | 1074.2 | 4.2 | 1055.9 | 37.5 | 1052.1 | 37.5 | 1043.3 | 1138.1 |
| 10000 | 1000 | 825.7 | 64.0 | 652.8 | 36.9 | 650.9 | 35.8 | 595.4 | 9.4 | 596.3 | 51.1 | 597.5 | 51.1 | **587.2** | 634.5 |
| 800 | 1000 | 8098.9 | 1459.5 | 8117.6 | 769.8 | 8068.0 | 700.6 | 7839.9 | 15.4 | 7768.6 | 45.5 | **7655.0** | 45.5 | 7663.4 | 7833.7 |
| 2000 | 1000 | 5739.9 | 1044.3 | 5389.9 | 572.6 | 5388.6 | 554.8 | 5100.7 | 8.6 | 5037.9 | 55.8 | 5002.8 | 55.8 | **4982.1** | 5241.6 |
| 5000 | 1000 | 3116.5 | 551.5 | 2616.0 | 263.5 | 2607.9 | 237.3 | 2495.7 | 9.9 | 2465.4 | 82.1 | 2469.2 | 82.1 | 2441.2 | 2626.9 |
| 10000 | 1000 | 1923.0 | 246.1 | 1525.7 | 147.5 | 1535.3 | 145.4 | 1459.8 | 9.9 | 1420.0 | 114.6 | 1418.4 | 114.6 | 1395.6 | 1520.2 |
| 1000 | 1000 | 10924.1 | 1289.6 | 11035.5 | 3207.7 | 11022.9 | 1189.9 | 10863.3 | 27.6 | 10825.2 | 64.9 | **10574.4** | 64.9 | 10585.3 | 10766.7 |
| 5000 | 1000 | 4662.7 | 1152.1 | 4012.0 | 627.7 | 4029.8 | 600.8 | 3742.8 | 18.2 | 3693.1 | 123.4 | 3699.7 | 123.4 | 3671.8 | 3970.0 |
| 10000 | 1000 | 2800.3 | 566.7 | 2335.4 | 308.8 | 2303.6 | 289.2 | 2193.7 | 18.0 | 2140.3 | 170.8 | 2138.1 | 170.8 | 2109.0 | 2982.3 |
| 15000 | 1000 | 2164.3 | 356.3 | 1656.3 | 227.7 | 1657.4 | 211.0 | 1590.9 | 28.2 | 1549.1 | 188.9 | 1548.0 | 188.9 | 1521.5 | - |
| 20000 | 1000 | 1734.3 | 251.1 | 1312.8 | 204.9 | 1315.8 | 200.3 | 1263.5 | 32.6 | 1219.0 | 194.2 | 1216.9 | 194.2 | 1203.6 | - |
| 30000 | 1000 | 1372.2 | 251.1 | 1312.8 | 204.9 | 1315.8 | 200.3 | 1263.5 | 32.6 | 1219.0 | 194.2 | 1216.9 | 194.2 | 1203.6 | - |

- MSRLS$_0$ was run until a fixed time limit of 50s when $|V| \leq 500$, and 1000s otherwise, (equivalent to 47.5s and 950s after CPU scaling, respectively)

- CC$^2$FS was run until a fixed time limit of 50s when $|V| \leq 500$, and 1000s otherwise. (equivalent to 47.5s and 950s after CPU scaling)

- HTS-DS was run until a fixed time limit of 3600s (equivalent to 4428s after CPU scaling)
Table 5: Type T2, Class SMPI – Comparison of HTS-DS with recent state-of-the-art algorithms

| | HTS-DS | RACA | ACO-PPLS | HMA | FA | Gap |
|---|---|---|---|---|---|---|
| **RAK** | **RAK** | **HMA** | **FS** | **Gap** | **B** | **A** |
| 50  | 60.8  | 60.8  | 60.8  | 60.8  | 60.8  | 60.8  |
| 100 | 60.8  | 60.8  | 60.8  | 60.8  | 60.8  | 60.8  |
| 200 | 60.8  | 60.8  | 60.8  | 60.8  | 60.8  | 60.8  |
| 500 | 60.8  | 60.8  | 60.8  | 60.8  | 60.8  | 60.8  |
| 1000| 60.8  | 60.8  | 60.8  | 60.8  | 60.8  | 60.8  |
| 2000| 60.8  | 60.8  | 60.8  | 60.8  | 60.8  | 60.8  |
| 5000| 60.8  | 60.8  | 60.8  | 60.8  | 60.8  | 60.8  |
| 10000| 60.8  | 60.8  | 60.8  | 60.8  | 60.8  | 60.8  |

**Note:**
- HTS-DS was run until a fixed time limit of 3.5s (equivalent to 17.5 after CPU scaling).
- RACA was run until a fixed time limit of 300s (equivalent to 17.5 after CPU scaling).
- MSRLS was run until a fixed time limit of 300s (equivalent to 17.5 after CPU scaling).
| $|V|$ | $|E|$ | RAKA Avg T(s) | HGA Avg T(s) | ACO-LS Avg T(s) | ACO-PP-LS Avg T(s) | HMA Avg T(s) | R-PBIG Avg T(s) | Hyb-R-PBIG Avg T(s) | CCFS Avg T(s) | MSRLS Avg T(s) | HTS-DS Avg Best T(s) GapB GapA |
|-----|------|-----------|-------------|----------------|------------------|-------------|----------------|----------------|----------------|----------------|-----------------|
| 300 | 300  | 37.5      | 343.3       | 347.1          | 311.1            | 19.2        | 97.4          | 12.7           | 56.9           | 131.9          | 131.9           |
| 500 | 100  | 48.4      | 143.4       | 480.8          | 40.1             | 48.1        | 35.8          | 38.4           | 47.8           | 54.3           | 54.3            |
| 750 | 125  | 62.3      | 124.5       | 621.6          | 36.9             | 618.3       | 32.9          | 60.2           | 61.3           | 61.3           | 61.3             |
| 1000| 130  | 75.1      | 113.0       | 744.9          | 33.7             | 743.5       | 30.5          | 74.5           | 73.7           | 73.7          | 73.7             |
| 2000| 200  | 1106.7    | 87.7        | 1111.6         | 24.3             | 1107.5      | 22.7          | 1103.6         | 1104.6         | 1104.6       | 1104.6           |
| 3000| 300  | 1382.1    | 70.9        | 1422.8         | 23.9             | 1415.3      | 20.9          | 1378.9         | 1385.5         | 1385.5       | 1385.5            |
| 5000| 500  | 1686.3    | 66.7        | 1712.1         | 18.2             | 1698.6      | 17.4          | 1692.6         | 1683.2         | 1683.2       | 1683.2           |
| 500 | 500  | 651.2     | 522.0       | 627.5          | 149.1            | 627.3       | 135.4         | 633.4          | 624.2          | 624.2        | 624.2             |
| 1000| 1000 | 1018.1    | 478.8       | 910.4          | 137.8            | 912.6       | 122.1         | 912.0          | 901.3          | 901.3        | 901.3             |
| 2000| 1000 | 1871.8    | 354.3       | 1384.9         | 109.9            | 1383.9      | 98.7          | 1394.1         | 1364.4         | 1364.4      | 1364.4            |
| 5000| 5000 | 4299.8    | 217.5       | 2459.1         | 91.3             | 2468.8      | 90.7          | 2388.3         | 2341.5         | 2341.5      | 2341.5            |
| 10000| 10000 | 8533.5   | 191.1       | 3379.7        | 60.1             | 3369.4      | 60.4          | 3259.6         | 3216.1         | 3216.1      | 3216.1            |
| 800 | 800  | 1171.2    | 1810.5      | 1126.4         | 498.8            | 1125.1      | 444.9         | 1131.3         | 1107.6         | 1107.6      | 1107.6            |
| 2000| 1000 | 2038.7    | 1605.0      | 1693.7         | 516.6            | 1697.9      | 474.7         | 1681.9         | 1634.6         | 1634.6      | 1634.6            |
| 5000| 5000 | 4439.0    | 955.7       | 32119.9        | 413.7            | 32109.4     | 407.5         | 2963.8         | 2884.8         | 2884.8      | 2884.8            |
| 10000| 10000 | 8951.1   | 653.6       | 4404.1         | 249.9            | 4447.9      | 240.7         | 4226.6         | 4103.7         | 4103.7      | 4103.7            |
| 1000| 1000 | 1289.3    | 3481.4      | 1259.3         | 931.2            | 1258.6      | 832.8         | 1270.9         | 1243.6         | 1243.6      | 1243.6            |
| 5000| 5000 | 4720.1    | 1995.4      | 3411.6         | 832.6            | 3415.1      | 827.4         | 3317.6         | 3195.7         | 3195.7      | 3195.7            |
| 10000| 10000 | 9407.7   | 7425.0      | 5129.1         | 546.5            | 5101.9      | 548.6         | 4937.9         | 4722.4         | 4722.4      | 4722.4            |
| 15000| 15000 | 14433.5  | 977.7       | 6454.6         | 398.7            | 6470.6      | 398.9         | 6122.5         | 5884.2         | 5884.2      | 5884.2            |
| 20000| 20000 | 19172.6  | 7088.5      | 7297.4         | 322.8            | 7340.8      | 325.5         | 6842.9         | 6676.0         | 6676.0      | 6676.0            |

* CCFS was run until a fixed time limit of 50s when $|V| \leq 500$, and 1000s otherwise (equivalent to 47.5s and 960s after CPU scaling, respectively).  
† MSRLS was run until a fixed time limit of 3600s (equivalent to 4428s after CPU scaling).
finds or improves the BKS for 53 out of 54 instances of the DIMACS class with an average gap of $-0.13\%$.

Moreover, since the scalability of the algorithm is essential for large scale applications, Figure 2 presents a more detailed analysis of the CPU time spent in the two main phases of the method (tabu search and IP) as a function of the number of vertices $|V|$ for the instances of type T1 and T2. To eliminate some instances with few edges which tend to be easy to solve, we restricted this analysis to the subset of instances such that $|E| \geq 3|V|$.

![Figure 2: Computational time of each component of HTS-DS as a function of $|V|$](image)

From this figure, we first observe that the average CPU time of HTS-DS remains below two seconds on a majority of instances. There are two situations where this computational time is exceeded. For the instances of type T1, the total time dedicated to the resolution of the reduced problems with the IP solver amounts to five to six seconds when $|V| \geq 150$ due to the increased difficulty of the mathematical models. For the instances of type T2, the resolution of the subproblems is faster, and the CPU time of the method only exceeds two seconds when $|V| \geq 500$.

Note that the time spent solving the subproblems cannot exceed an upper bound of 10 seconds overall due to the time limit imposed on the IP solver (1 second) and the limited number of subproblem resolutions ($N_{\text{Restart}} = 10$). Therefore, the scalability of the approach essentially depends on the efficiency of the tabu search, and more specifically, on the evaluation of the neighborhoods. For each instance type, we fitted the CPU time spent in the tabu search phase as a power law $f(|V|) = x|V|^y$ (by a least-squares regression of an affine function on the log-log graph). This time appears to grow as $\mathcal{O}(n^{1.81})$ on the instances of type T1, and $\mathcal{O}(n^{2.30})$ on the instances of type T2.
4.3 Sensitivity analyses

We performed sensitivity analyses in order to evaluate the impact of each main component and parameter of HTS-DS. Starting with the standard configuration described in Section 4.1, we modified one parameter and design choice at a time (OFAT approach) to evaluate its effect. The following configurations were considered:

Standard. Standard configuration described in Section 4.1.

A. No Reduced Problem. The reduced problem and IP solver is disabled.

B. No SWAP. The SWAP neighborhood is not used.

C. No Perturbation. No perturbation: $\rho = 0$.

D. ↑ Perturbation. Higher level of perturbation: $\rho = 0.4$.

E. ↓ Tabu. Shorter tabu tenure: $N_{\text{tabu}} = 5$.

F. ↑ Tabu. Longer tabu tenure: $N_{\text{tabu}} = 20$.

G. ↓ Beta. Shorter phases for penalty management: $\beta = 1.0$.

H. ↑ Beta. Longer phases for penalty management: $\beta = 1.5$.

All configurations were run ten times on each instance. Table 7 presents the gap of the best and average solutions over these runs, as well as the average CPU time resulting from each method configuration.

Table 7: Analysis of HTS-DS components

| Type T1 | Type T2 |
|---------|---------|
| GapB    | GapA    | T(s)  | GapB    | GapA    | T(s)  |
| Standard|         |       |         |         |       |
|         | -0.04   | 0.00  | 6.18    | 0.00    | 0.01  | 4.41 |
| A. No Reduced Problem | 0.06 | 0.13 | 2.74 | 0.09 | 0.12 | 3.56 |
| B. No SWAP | 0.07 | 0.14 | 5.10 | 0.01 | 0.02 | 3.36 |
| C. No Perturbation | 0.00 | 0.05 | 6.10 | 0.12 | 0.16 | 2.23 |
| D. ↑ Perturbation | -0.02 | 0.01 | 6.56 | 0.01 | 0.01 | 8.05 |
| E. ↓ Tabu | -0.01 | 0.02 | 6.13 | 0.01 | 0.02 | 4.94 |
| F. ↑ Tabu | 0.08 | 0.14 | 6.51 | 0.01 | 0.02 | 4.22 |
| G. ↓ Beta | 0.01 | 0.02 | 6.93 | 0.02 | 0.02 | 4.19 |
| H. ↑ Beta | 0.01 | 0.03 | 6.91 | 0.02 | 0.03 | 4.20 |

These experiments (configurations A–C) highlight the major contribution of the mathematical programming solver used for the solution of the reduced problems, the limited SWAP neighborhood as well as the perturbation operator. Without the subproblem solver, the average gap from the BKS rises up to 0.13% for type T1 and 0.12% for type T2, while the CPU time decreases by 55% for type T1 and 19% for type T2. In a similar fashion, deactivating the SWAP or the perturbation operator translates into a significant decrease of solution quality for only a moderate reduction of CPU time.
The three main search parameters in charge of the perturbation rate, the tabu tenure and the management of the penalty factors also play an important role in the method. Increasing the perturbation rate to $\rho = 0.4$, for example, allows to better diversify the search but leads to a loss of information from the best solution, with a negative impact on the overall performance (configuration D). Similarly, increasing the size of the tabu list is over-restrictive and hinders the progress towards high-quality solutions (configuration E), whereas decreasing it may increase the cycling probability (configuration F). Finally, the value of the parameter $\beta$ has been chosen so as to find trade-off solutions at the frontier of feasibility without spending too much time per phase. Increasing or decreasing this parameter (configurations G and H) leads to solutions of lower quality.

5 Conclusions

In this article, we have proposed a matheuristic (Maniezzo et al. 2009) combining a tabu search with integer programing for the MWDS problem. The method exploits an efficient neighborhood search, an adaptive penalty scheme to explore intermediate infeasible solutions, perturbation mechanisms as well as additional intensification phases in which a reduced problem is optimized by means of an integer programming solver. The size of the reduced problem is adapted to fully exploit the capabilities of the solver.

Through extensive computational experiments, we have demonstrated the good performance of HTS-DS, which outperforms previous algorithms on the classical benchmark instances of Jovanovic et al. (2010), Wang et al. (2017) with up to 4000 vertices. The method is efficient and scalable, with an observed CPU time growth in $O(|V|^{1.81})$ and $O(|V|^{2.30})$ as a function of the number of vertices for the instances of types T1 and T2, respectively, therefore making it suitable for large-scale applications. Finally, our sensitivity analyses demonstrate the essential contribution of each component of the search: the subproblem resolution, the perturbation mechanisms, and the restricted SWAP neighborhood.

The research perspectives are numerous. First of all, we exploited the past search history and the frequency of some vertices in the dominating set to fix variables in the subproblem. This strategy is closely related to the Construct, Merge, Solve & Adapt (CMSA) approach described in Blum et al. (2016). Moreover, other instance and solution metrics (e.g., ratio between weight and degree) may be used to further guide the search. Second, the synergies between heuristic search and mathematical-programming techniques can certainly be better exploited, by possibly sharing dual information or forming other types of subproblems. Finally, the current machine learning literature, and especially the study of graphs arising from social networks opens the way to very-large scale problems,
with possibly millions of vertices, which deserve a careful study. Solution methods for such 
problems need to be carefully crafted to retain only essential search components working 
in linear or log-linear complexity. Overall, these are all open important research directions 
which can be explored in the near future.
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Appendix – Detailed computational results

Wang et al. Wang et al. (2017) extended the BHOSLIB and DIMACS benchmark instances with vertices weights and made available some computational results. Tables 8 and 9 present detailed results on these instances, in the same format as Tables 3 to 6. Since some of the DIMACS instances are larger, we reduced the termination criterion of the method to $(I_{\text{max}}, I_{\text{ni}}) = (2000, 1000)$ for this set.
Table 8: Weighted BHOSLIB instances – Comparison of HTS-DS with recent algorithms.

| Instances | | | ACO-PP-LS* | | | CC²FS* | | | HTS-DS |
|-----------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|
| Name      | | | Best Avg | | | Best Avg | | | Best Avg | T(s) | GapB | GapA |
| frb50-23-1| 1150 | 80072 | 293 | 298.9 | 261 | 267.8 | 261 | 261.0 | 49.65 | 0% | 0% |
| frb50-23-2| 1150 | 80851 | 300 | 302.9 | 277 | 277.0 | 277 | 277.0 | 50.39 | 0% | 0% |
| frb50-23-3| 1150 | 81068 | 313 | 315.6 | 297 | 298.1 | 281 | 281.0 | 39.22 | -5.39% | -5.39% |
| frb50-23-4| 1150 | 80258 | 279 | 279 | 265 | 265.0 | 265 | 265.0 | 59.52 | 0% | 0% |
| frb50-23-5| 1150 | 80035 | 445 | 445.4 | 415 | 421.4 | 404 | 408.3 | 33.8 | -2.65% | -1.61% |
| frb53-24-1| 1272 | 94227 | 241 | 244 | 229 | 229.0 | 229 | 229.0 | 27.07 | 0% | 0% |
| frb53-24-2| 1272 | 94289 | 318 | 318.8 | 298 | 300.3 | 298 | 298.0 | 108.45 | 0% | 0% |
| frb53-24-3| 1272 | 94127 | 187 | 188.7 | 182 | 182.0 | 182 | 182.0 | 66.35 | 0% | 0% |
| frb53-24-4| 1272 | 94308 | 202 | 202.4 | 189 | 189.0 | 189 | 189.0 | 88.61 | 0% | 0% |
| frb53-24-5| 1272 | 94226 | 211 | 225.8 | 204 | 204.0 | 204 | 204.0 | 24.37 | 0% | 0% |
| frb56-25-1| 1400 | 109676 | 231 | 231.9 | 229 | 229.0 | 229 | 229.0 | 33.54 | 0% | 0% |
| frb56-25-2| 1400 | 109401 | 335 | 336 | 319 | 319.0 | 319 | 319.0 | 45.2 | 0% | 0% |
| frb56-25-3| 1400 | 109379 | 346 | 351.5 | 336 | 336.0 | 336 | 336.0 | 50.85 | 0% | 0% |
| frb56-25-4| 1400 | 110038 | 275 | 277.2 | 268 | 268 | 265 | 265.0 | 52.85 | -1.12% | -1.12% |
| frb56-25-5| 1400 | 109601 | 495 | 498.9 | 426 | 429.7 | 408 | 411.4 | 39.96 | -4.23% | -3.43% |
| frb59-26-1| 1534 | 126555 | 276 | 288.4 | 262 | 263.2 | 262 | 262.6 | 59.98 | 0% | 0.23% |
| frb59-26-2| 1534 | 126163 | 426 | 426.1 | 383 | 388.8 | 383 | 386.6 | 49.61 | 0% | 0.94% |
| frb59-26-3| 1534 | 126082 | 272 | 273.5 | 248 | 248 | 246 | 246.7 | 108.53 | -0.81% | -0.52% |
| frb59-26-4| 1534 | 127011 | 256 | 265.3 | 248 | 248.1 | 248 | 248.0 | 111.37 | 0% | 0% |
| frb59-26-5| 1534 | 125982 | 307 | 307.8 | 290 | 291.3 | 288 | 288.4 | 123.5 | -0.69% | -0.55% |
| frb100-40 | 4000 | 572774 | 377 | 384.2 | 350 | 350.0 | 350 | 350.0 | 300.18 | 0% | 0% |

Avg 286.12 290.73 268.63 270.01 267.07 267.41 45.05 -0.47% -0.38%

* – ACO-PP-LS and CC²FS were run until a fixed time limit of 1000s Wang et al. (2017)
  (equivalent to 950s after CPU scaling)
## Table 9: Weighted DIMACS instances – Comparison of HTS-DS with recent algorithms.

| Instances     | $|V|$  | $|E|$  | ACO-PP-LS* | CC*$^*$ | HTS-DS |
|---------------|------|------|-----------|---------|--------|
|               | Best | Avg | Best | Avg | T(s) | Gap$_B$ | Gap$_A$ |
| brock200_2    | 23   | 23.0 | 23   | 23.0 | 0.14 | 0% | 0% |
| brock200_4    | 68   | 70.4 | 68   | 68.0 | 0.23 | 0% | 0% |
| brock400_2    | 65   | 65.0 | 65   | 65.0 | 0.91 | 0% | 0% |
| brock400_4    | 75   | 75.7 | 75   | 75.0 | 1.1  | 0% | 0% |
| brock800_2    | 28   | 28.4 | 28   | 28.0 | 5.19 | 0% | 0% |
| brock800_4    | 31   | 31.2 | 31   | 31.0 | 13.98 | 0% | 0% |
| C1000.9       | 197  | 197  | 191  | 194.8 | 14.87 | 0% | 0% |
| C2000.5       | 10   | 10.0 | 10   | 10.0 | 49.81 | 0% | 0% |
| C2000.9       | 136  | 139.3 | 130 | 130.0 | 38.85 | 0% | 0% |
| C250.9        | 235  | 235.0 | 235 | 235.0 | 0.18 | 0% | 0% |
| C4000.5       | 9    | 9.0  | 9    | 9.0  | 214.9 | 0% | 0% |
| C500.9        | 226  | 226.0 | 228 | 228  | 4.03 | 0% | 0% |
| c-fat200-1    | 232  | 232.9 | 226 | 226.0 | 0.05 | 0% | 0% |
| c-fat200-2    | 57   | 57.0  | 57   | 57.0  | 0.07 | 0% | 0% |
| c-fat200-5    | 9    | 9.0  | 9    | 9.0  | 0.08 | 0% | 0% |
| c-fat500-1    | 568  | 568  | 522  | 522.0 | 0.31 | 0% | 0% |
| c-fat500-2    | 283  | 283  | 261  | 261.0 | 0.34 | 0% | 0% |
| c-fat500-5    | 14   | 14.0 | 14   | 14.0 | 0.52 | 0% | 0% |
| D5SJC1000.5   | 15   | 15.0 | 15   | 15.0 | 1.95 | 6.67% | 6.67% |
| D5SJC500.5    | 458  | 458.0 | 470 | 470  | 2.54 | 0% | 0% |
| gen200,p0.9_44| 433  | 439.7 | 433  | 433.0 | 0.15 | 0% | 0% |
| gen200,p0.9_55| 293  | 303.6 | 288  | 288  | 0.2  | -1.39% | -1.39% |
| gen100,p0.9_55| 291  | 291.2 | 287  | 287.0 | 0.86 | 0% | 0% |
| gen100,p0.9_65| 307  | 307.0 | 307  | 307.0 | 1.15 | 0% | 0% |
| hamming10-4   | 88   | 88.0  | 86   | 86.0  | 0.37 | 0% | 0% |
| hamming8-2    | 1744 | 1748.2 | 1744 | 1744  | 5.24 | -0.40% | -0.40% |
| hamming8-4    | 74   | 76.5  | 71   | 71   | 0.28 | -4.23% | -4.23% |
| johnson32-2-4| 192  | 192.1 | 192  | 192.0 | 0.53 | 0% | 0% |
| keller4       | 228  | 233.1 | 220  | 220.0 | 1.07 | 0% | 0% |
| keller5       | 189  | 196.7 | 182  | 182  | 0.34 | -0.55% | -0.55% |
| keller6       | 81   | 82.4  | 80   | 80.0  | 12.12 | 0% | 0% |
| MANN,a27      | 405  | 405.0 | 405  | 405.0 | 0.13 | 0% | 0% |
| MANN,a45      | 1080 | 1080.0 | 1080 | 1080.0 | 0.84 | 0% | 0% |
| MANN,a81      | 3402 | 3402.0 | 3402 | 3402.0 | 5.85 | 0% | 0% |
| p_lut1500-1.clq| 68   | 68.0  | 56   | 56.0  | 32.04 | 0% | 0% |
| p_lut1500-2.clq| 14   | 14.0  | 14   | 14.0  | 30.51 | 0% | 0% |
| p_lut1500-3.clq| 6    | 6.0   | 5    | 5.0   | 31.24 | 0% | 0% |
| p_lut300-1.clq| 104  | 104.9 | 99   | 99.9  | 0.53 | 0% | 0% |
| p_lut300-2.clq| 31   | 31.0  | 31   | 31.0  | 0.43 | 0% | 0% |
| p_lut300-3.clq| 8    | 8.0   | 8    | 8.0   | 0.48 | 0% | 0% |
| p_lut700-1.clq| 76   | 76.0  | 67   | 67.0  | 3.43 | 0% | 0% |
| p_lut700-2.clq| 21   | 21.0  | 21   | 21.0  | 2.98 | 0% | 0% |
| p_lut700-3.clq| 6    | 6.0   | 6    | 6.0   | 3.21 | 0% | 0% |
| san1000       | 8    | 8.0   | 8    | 8.0   | 55.31 | 0% | 0% |
| san200_0.7_1  | 81   | 83.6  | 73   | 73.0  | 0.17 | 0% | 0% |
| san200_0.7_2  | 53   | 53.0  | 53   | 53.0  | 0.17 | 0% | 0% |
| san200_0.9_1  | 368  | 368.0 | 368  | 368.0 | 0.04 | 0% | 0% |
| san200_0.9_2  | 406  | 406.4 | 406  | 406.0 | 0.06 | 0% | 0% |
| san200_0.9_3  | 328  | 328.0 | 328  | 328.0 | 0.05 | 0% | 0% |
| san400_0.5_1  | 16   | 16.0  | 16   | 16.0  | 0.73 | 0% | 0% |
| san400_0.7_1  | 44   | 44.0  | 44   | 44.0  | 0.71 | 0% | 0% |
| san400_0.7_2  | 42   | 42.0  | 42   | 42.0  | 0.56 | 0% | 0% |
| san400_0.7_3  | 40   | 40.0  | 40   | 40.0  | 0.76 | 0% | 0% |

Avg 246.04 247.02 243.5 243.58 242.96 242.96 10.42 -0.13% -0.13%

* – ACO-PP-LS and CC*$^*$ were run until a fixed time limit of 1000s Wang et al. (2017) (equivalent to 950s after CPU scaling)