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Abstract Pair Hidden Markov Model (Pair-HMM) forward algorithm is gaining increasing popularity in biological research tools. We propose a novel non-cooperative structure of Pair-HMM forward algorithm accelerator on Field Programmable Gate Array (FPGA). We employ a task-level parallel scheme in the structure. We design the non-cooperative Processing Element (PE) to complete Pair-HMM forward algorithm independently. Our three-layer tree topology improves the scalability for different FPGAs. Compared to previous works, our structure reduces the idle cycles which occurs in the systolic array structure and the PE ring structure. Compared with the PE ring, our implementation on Arria 10 can achieve 1.19× speedups.
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1. Introduction

Gene sequence alignment compares the target gene sequence with the reference one. It identifies regions of similarity which may be a consequence of functional, structural and evolutionary relationships between the sequences. It is mainly applied in precision medicine, screening for the newborn and screening for carriers of disease-causing mutations [1, 2, 3, 4, 5], etc. The Pair Hidden Markov Model (Pair-HMM) has various inference algorithms such as optimal sequence alignment (Viterbi algorithm [6]) and the overall alignment probability (forward algorithm [7]). Pair-HMM forward algorithm is one of the most widely used algorithms in DNA sequence alignment [8]. According to [9], the working stage of Pair-HMM forward algorithm occupied 70% runtime. As a consequence, it is the core and the most time-consuming algorithm in GATK HaplotypeCaller [10, 11].

Gene sequence alignment has the characteristics of a large amount of data and calculation. For example, the human genome includes more than 3 billion base pairs [12]. The number of gene sequence alignment tasks reaches more than one million. Therefore, many researchers use parallel platforms [13] such as multi-core CPUs [9, 14], GPUs [15, 16, 17, 18, 19] and Field Programmable Gate Arrays (FPGAs) [20, 21, 22, 23, 24, 25] to develop parallelism in gene sequence alignment applications. Compared with CPUs and GPUs, FPGA chips serve as custom hardware for the computing-intensive applications with numerous computing and storage resources [26, 27]. Thus, FPGAs could potentially implement gene sequence alignment and provide significantly higher performance.

At present, the systolic array structure [12, 24, 28, 29] and the improved ring structure [25] are adopted in the implementation of the FPGA-based Pair-HMM accelerator. The systolic array structure is a large computation pipeline. It integrates multiple PEs and uses these to cooperatively calculate the elements in the gene sequence alignment task. However, this structure will cause a lot of idleness of PEs in the startup and flush phases. And due to the cooperation needs waiting and synchronization, the idleness of PEs also occurs when the lengths of gene sequences are not an integral multiple of the PE number in the array. In order to overcome these defects, reference [25] has proposed a PE ring structure, which connects the head PE and the tail PE of the systolic array through the buffers and provides high effectiveness for variable lengths of gene sequences. However, the idleness of PEs occurs in the PE ring structure when the lengths of gene sequences are not an integral multiple of the PE number in the ring. The designs of the systolic array structure and PE ring structure show the pursuit of the throughput of gene sequence alignment.

However, the number of sequence alignment tasks is huge and the lengths of gene sequences vary greatly. In view of the overall performance and throughput for the entire application dealing with variable-size gene sequences, we propose a non-cooperative PE structure to complete gene sequence alignment tasks independently. Firstly, each non-cooperative PE can provide high computing efficiency for variable-size gene sequences. Secondly, non-cooperative PEs are integrated into our Pair-HMM accelerator to improve the overall performance with the task-level parallel scheme. Thirdly, a three-layer tree topology of non-cooperative PEs is proposed to improve the scalability of our accelerator.

The experimental result shows that our design can achieve the higher computing efficiency. Compared with the C++ baseline and the PE ring implementation, our work can achieve an acceleration of 575× and 1.19×, respectively.

The rest of this paper is organized as follows: Section 2 outlines the basic principles of the Pair-HMM forward algorithm. Section 3 describes the design of our forward algorithm accelerator based on the non-cooperative structure. Section 4 illustrates the experimental results. Section 5 summarizes our work.
2. Pair-HMM forward algorithm

Pair-HMM gives a probability distribution over certain sequences of pairs of observations including the target gene sequence and the reference sequence. There are three hidden states in Pair-HMM, called Match (M), Insertion (I) and Deletion (D). The state transitions are shown in Fig. 1. It shows that the transition relationship among the three states and that each weight \( W \) on the line represents the probability of state transitions. We define the matrix \( M \) by \( M_{r,c} \) which indicates the total likelihood of all paths from the beginning of the Read sequence to position \( r \) in the match state. \( D_{r,c} \) and \( I_{r,c} \) are defined likewise. And the recursions

\[
M_{r,c} = \text{Prior}(r,c) \cdot (W_{\text{mm}} \cdot M_{r-1,c-1}) + W_{\text{mi}} \cdot I_{r-1,c-1}
\]

(1)

\[
I_{r,c} = W_{\text{mi}} \cdot M_{r-1,c} + W_{\text{ii}} \cdot I_{r-1,c-1}
\]

(2)

\[
D_{r,c} = W_{\text{mi}} \cdot M_{r-1,c-1} + W_{\text{di}} \cdot D_{r-1,c-1}
\]

(3)

define the entire Pair-HMM forward algorithm used in the GATK HaplotypeCaller tool [30]:

**Algorithm 1: Pair-HMM forward algorithm**

**Input:** Read base \( R \), Haplotype base \( H \), base quality: \( q \), ins quality: \( i_q \), del quality: \( d_q \).

**Output:** Total likelihood: result

1. Initialize \( M_{0,c} = I_{0,c} = 0 \) and \( D_{0,c} = 2^{120} / |H| \) for \( 0 \leq c \leq |H| \), \( M_{r,0} = I_{r,0} = D_{r,0} = 0 \) for \( 1 \leq r \leq |R| \), result = 0 and the error rate sequence \( \epsilon[q] = 10^{-q / 10} \), for \( 0 \leq q \leq 128 \).

2. for \( 1 \leq r \leq |R| \) do

   3. for \( 1 \leq c \leq |C| \) do

      4. Calculate \( M_{r,c} \) via Eq. (1).
      5. Calculate \( I_{r,c} \) via Eq. (2).
      6. Calculate \( D_{r,c} \) via Eq. (3).

7. Total likelihood result is \( \sum_c (M_{|R|,c} + I_{|R|,c}) \).

As shown in Eq. (1,2,3) and Algorithm 1, the critical path for the calculation of \( M \) is longer than the critical paths for calculating \( I \) and \( D \). In the FPGA filed, it means idleness and waiting. As a consequence, in reference [25], two temporary variables \( ta, tb \) are added, which help to complete part of the calculation operations in advance when \( M \) is updated, so as to achieve regularizing the length of the critical path. Therefore, when we implement the improved algorithm, the memory cost will increase accordingly and we will analyze the storage requirement in section 3.2.3.

On this basis, we get our improved version of the Pair-HMM forward algorithm as shown in Algorithm 2.

The input of the Pair-HMM forward algorithm consists of two parts: The first part is the reference gene part, called the Haplotype sequence. The second part is the target part, including the Read sequence and three quality factor sequences (base-quals, ins-quals, and del-quals). The intermediate results of the algorithm include \( M, I, D, ta \) and \( tb \). The output is an overall similarity value of the Read sequence compared with the Haplotype sequence. The parameters in Pair-HMM forward algorithm are defined as follows:

\[
W_{\text{mm}}(r) = 1 - \epsilon[q(r - 1)] + d[q(r - 1)],
\]

(4)

\[
W_{\text{mi}}(r) = W_{\text{dm}}(r) = 0.9,
\]

(5)

\[
W_{\text{ii}}(r) = \epsilon[q(r - 1)],
\]

(6)

\[
W_{\text{ii}}(r) = \epsilon[q(r - 1)],
\]

(7)

\[
Prior(r,c) = \begin{cases} 
1 - \epsilon[q(r - 1)] & \text{if } (R_r = H_c), \\
(1/3) \cdot \epsilon[q(r - 1)] & \text{if } (R_r \neq H_c),
\end{cases}
\]

(8)

\[
\epsilon[q] = \text{the error rate implied by the phred-scaled quality } q.
\]

The input data becomes the indices of \( \epsilon \) and \( \epsilon[q] \).

\[
\text{Input: Read base } R, \text{ Haplotype base } H, \text{ base quality: } q, \text{ ins quality: } i_q, \text{ del quality: } d_q.
\]

**Output:** Total likelihood: result

1. Initialize \( M_{0,c} = I_{0,c} = 0 \) and \( D_{0,c} = 2^{120} / |H| \) for \( 0 \leq c \leq |H| \), \( M_{r,0} = I_{r,0} = D_{r,0} = 0 \) for \( 1 \leq r \leq |R| \), result = 0 and the error rate sequence \( \epsilon[q] = 10^{-q / 10} \), for \( 0 \leq q \leq 128 \).
2. for \( 0 \leq k < (|R| + |H|) \) do

   3. for \( 1 \leq k \leq |R| \) do

      4. \( c = k - r + 1 \)
      5. \( ta_{r,c} = W_{\text{mm}}(r) \cdot I_{r-1,c-1} + W_{\text{dm}}(r) \cdot D_{r-1,c-1} \)
      6. \( tb_{r,c} = W_{\text{mi}}(r) \cdot M_{r-1,c-1} \)
      7. \( M_{r,c} = \text{Prior}(r,c) \cdot (ta_{r-1,c} + tb_{r-1,c}) \)
      8. \( I_{r,c} = W_{\text{mi}}(r) \cdot M_{r-1,c-1} + W_{\text{ii}}(r) \cdot I_{r-1,c-1} \)
      9. \( D_{r,c} = W_{\text{mi}}(r) \cdot M_{r-1,c-1} + W_{\text{di}}(r) \cdot D_{r-1,c-1} \)
   10. if \( r = |R| \) then

         11. \( \text{result} = \text{result} + (M_{|R|,c} + I_{|R|,c}) \)

\( \epsilon[q] \) is the error rate implied by the phred-scaled quality \( q \). The input data becomes the indices of \( \epsilon \) to generate the weight parameters used in the calculation.

To illustrate the algorithm, we define two concepts firstly.

**Task:** Complete calculation of the alignment of a pair sequences including Read and Haplotype sequences

**Computation matrix:** In a task, the computation matrix represents the calculation process where each position in the Haplotype and the Read sequences is compared. The size of the matrix is \( \text{length(Haplotype)} \times \text{length(Read)} \). Each element in the matrix represents operations of line 5 to 9 in Algorithm 2.

As shown in Fig. 2, the Pair-HMM forward algorithm is performed with diagonal traversal order. \( k \) represents the \( k^{th} \) diagonal. The element \( [r,c] \) of the computation matrix indicates that the \( r^{th} \) position of the Read sequence is
compared with the $c^{th}$ position of the Haplotype sequence. The final result, shown in Algorithm 2 line 10 to 11, is obtained by accumulating the $M$ and $I$ values in all elements of the last row in the computation matrix.

From Algorithm 2 and Fig. 2, we can conclude that:
1) The calculation of each diagonal element depends on the calculations of previous diagonal elements. The element $[r, c]$ depends on the elements $[r, c-1]$ and $[r-1, c]$.
2) There is no data dependence among elements on the same diagonal, of which the elements can be executed in parallel.

![Fig. 2. The features of Pair-HMM forward algorithm.](image)

3) The Pair-HMM forward algorithm is a computing-intensive algorithm. Time complexity is $O(n \times m)$ and memory access overhead is $O(n + m)$, where $n$ and $m$ represent the length of Read sequence and Haplotype sequence respectively.
4) The tasks are independent of each other. Thus, task-level parallelism scheme can be used to improve performance.

3. Non-cooperative structure Pair-HMM accelerator

Taking all the above information into consideration, we design the non-cooperative PE and the overall structure.

The non-cooperative PE is shown in Fig. 3(c). It is an independent task processing unit, which can process one task individually without any cooperation with others. The PE contains the calculation unit, the PE controller, the result adder and data storage components. The PE controller realizes the management of the state machine, the control of other functional components, and the signal interaction with the upper module. Shown in Fig. 3(d), the calculation unit accomplishes operations of line 5 to 9 in Algorithm 2.

Fig. 4 shows the calculation process of PEs. There are $N_{PE}$ PEs, and each PE performs a single sequence alignment task independently. The block named $Raw^{j}_{i,k}$ represents the raw data from the $j^{th}$ element of the Read sequence and the $k^{th}$ element of the Haplotype sequence in the $i^{th}$ task. These raw data are used as the indices of the error rate sequence to generate the weights shown in Eq. (4–9). The block named $IR_{j}$ represents the $j^{th}$ element of the intermediate result data in the $i^{th}$ task, where the order of the indices is incremented along the diagonal elements. The updated element overwrites the element with the same index after its calculation because the elements with data dependence have been used in the calculation. Therefore, the intermediate result data can be stored in the form of sequences instead of matrices. The controller controls storage components to feed data into the calculation pipeline cycle by cycle. After the data of the last element of the current diagonal have been fed into the pipeline, if the calculation of the first element of this diagonal is not finished, idle operations will be inserted. Otherwise, the calculation of the next diagonal will be started immediately. The data in one task are only stored in one PE by the control of the upper module. Without any cooperation among PEs, tasks can be processed independently.

On this basis, we propose a three-layer tree topology structure to manage a large number of integrated PEs on FPGAs. The overall design of the pair-HMM accelerator is shown in Fig. 3. As shown in Fig. 3(a), there are $N_{top}$ top modules named Allocation. To realize load balancing, one Allocation utilizes a FIFO to share the high bandwidth with a time-sharing multiplexing scheme. SuperPE is the module of the middle layer of the three-layer topology. Fig. 3(b) shows the structures of the Allocation and the SuperPE. The structures of these two modules are similar and realize the transmission to the lower layer module with the distribution module. Through multiplexers, their results are transmitted to the corresponding buffer. Each Allocation can run independently with great flexibility and has $N_{PE}$ SuperPE modules inside. SuperPEs are executed sequentially. Its main function is to buffer and distribute the input data of the upper layer. There are $N_{PE}$ PEs inside a SuperPE and these PEs work in a polling manner. Adopting the polling task allocation strategy ensures load balancing among PEs and simplifies control. The three-layer tree topology structure has the advantages of facilitating layout, routing and obtaining better scalability. We can deploy PEs according to the hardware resources on the FPGA to achieve the best performance.

4. Experiments and results

4.1 Experimental environment

Our test data is from the Whole Genome Sequence data set [31], generated by the HaplotypeCaller from GATK version 2.7. The baseline consists of three data sets with different lengths. Each data set contains aligned sequences consisting of the Read and Haplotype pairs ranging in length from 10 to 302 bases. In our experiment, our design is implemented on the Xilinx’s xc7vx485tffg1761-2L, xc7vx690tffg1761-2L, xc7v980tffg1930-2 and Altera’s Arria 10 (10AX115H1F34E1SG).

4.2 Implementation on FPGAs

The resources and frequency situation in our design implemented on FPGAs are shown in Table I. On the Virtex-7 platform, the maximum frequency in our design achieves 246.91 MHz. On the Arria 10 platform, the maximum frequency achieves 230 MHz. And the clock cycles spent on the testing data sets with 64 PEs and 128 PEs implementations are shown in Fig. 5. In the “10s” and “1m” data sets, performance on the implementation with 128 PEs achieves two times than that with 64 PEs. In “tiny” data set, the performance improves 1.64x. This is because when the number of sequences is small, it is difficult to balance
the load of PEs and hide the overhead of the initialization of PEs. Thus, the performance of 128 PEs is not fully utilized.

From the perspective of parameter settings, there are some slight differences between the Pair-HMM forward algorithm in our acceleration design and [25]. In our algorithm, the operations of calculating the “Prior” parameter add one more floating-point multiplication operation. It results in a single PE using more computing resources than [25].

4.3 Impact of PE numbers

When the total number of PEs is constant, the adjustment of the number of Allocations and SuperPEs will affect the performance. As shown in Fig. 6, we adjust the number of Allocations $N_A$ and the number of PEs in one Allocation module, which is $N_S \times N_P$. Fig. 6 shows the normalized execution time executed on three testing data sets, where the “$p \times q$” in the figure legend means $N_A = p$, $N_S \times N_P = q$. In the case of a certain number of PEs, the larger $N_A$, the better the performance. But it is difficult to meet the bandwidth requirement with the increasing $N_A$. Thus, we do not further increase $N_A$ larger than 8.

4.4 Performance comparison with related work

Comparing Fig. 6(a) with Fig. 6(b), both in the optimal configuration, the performance of our design with 128 PEs is 1.73x than that of our design with 64 PEs. Because higher memory bandwidth is needed on the 128 PEs version, the performance of the 128 PEs version cannot be doubled.

Fig. 6 and Table II show the performance comparison between our implementation and the other platforms, including multi-core CPUs, GPUs and FPGAs. The “10s” data set is used in Table II. Compared with GPU implementation with Nvidia K40 [29], our design can achieve a speedup with 32.27x. Reference [18] has improved the warp-based GPU implementation on a real data set. How-

---

### Table I. Synthesis results for target FPGAs

| FPGA      | xc7v6x485t | xc7v6x900t | xc7v9x980t | Arria 10 |
|-----------|------------|------------|------------|----------|
| #PE       | 64         | 64         | 128        | 128      |
| Frequency | 227.27 MHz | 246.91 MHz | 222.22 MHz | 230 MHz  |
| LUT       | 69.82%     | 56.81%     | 88.64%     | 90%      |
| DSP       | 91.43%     | 49.78%     | 99.56%     | 93%      |
| BRAM      | 45.15%     | 31.63%     | 57.07%     | 25%      |

---

![Fig. 3. Implementations use data sets for testing](image-url)
ever, due to the small number of read-haplotypes pairs and the unbalance load of multiple threading, it is not using the GPU resources efficiently. Thus, our design can achieve a \(5.89 \times \) speedup in comparison to improved warp-based GPU version.

As shown in Fig. 6, two types of FPGA platforms are used to compare the performances of our non-cooperative structure with that of PE ring structure [25], which has the highest performance among FPGA implementations of Pair-HMM as far as we know. 128 PEs are integrated into Altera Arria 10 respectively both in our design and [25]. Due to less idle cycles and easier to achieve load balancing among PEs for different lengths of read-haplotypes pairs on real data sets, our non-cooperative structure has improved performance by an average factor of 1.19\(\times\) over the PE ring structure.

5. Conclusion and future work

In our work, we implemented a Pair-HMM forward algorithm accelerator with non-cooperative PEs that process the individual task independently through a tree topology. The non-cooperative implementation achieved a 575\(\times\) speedup compared to the C++ program and a 19\% performance improvement over the implementation of the PE ring structure.

We analyzed the relationship between the performance and the number of lower modules mounted at each level in the tree topology. For FPGAs with different computing resources, we can choose the correct configuration parameters so that we can flexibly port the accelerator and maximize the use of computing resources for the best performance which improves the applicability of our structure. Our non-cooperative structure is quite different from other structures in the calculation mode and PE schemes. The differences exist not only in providing a task scheduling mechanism for PEs but also in the working mechanism in every PE. Our non-cooperative structure digs out the independence of the data in one comparison task and uses one PE to solve one comparison task to realize multiple PEs solving different tasks independently. It shows higher computing efficiency than FPGA implementations of other structures.

In the future, flexible configuration of PE numbers according to specific different FPGA resources can be one direction of further research. And the idle cycles in the startup and flush phases can be utilized among the PEs for less idleness overall. We believe that with the rapid development of bioinformatics, FPGA will play a more important role.
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