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Abstract

We derive universal classical-quantum superposition coding and universal classical-quantum multiple access channel code by using generalized packing lemmas for the type method. Using our classical-quantum universal superposition code, we establish the capacity region of a classical-quantum compound broadcast channel with degraded message sets. Our universal classical-quantum multiple access channel codes have two types of codes. One is a code with joint decoding and the other is a code with separate decoding. It is not so easy to construct a former code that universally achieves general points of the capacity region beyond corner points. First, we construct the latter code that universally achieves general points of the capacity region. Then, converting the latter code to the former code, we construct the above desired code with the former type.

Index Terms

Universal code, classical-quantum channel, multiple access channel, broadcast channel with degraded message sets, compound channel, packing lemma, Schur duality

I. INTRODUCTION

Reliable transmission of messages via communication channel is a fundamental problem whichever classical or quantum channel is used. Even when the channel can be regarded as a discrete memoryless, it is not so easy to perfectly identify the form of channel. To address this problem, it is natural to consider the worst decoding error probability among the set of possible channels. Such a problem is called a compound channel, and has been introduced, in the classical setting, independently by Blackwell, Breiman and Thomasian [1], Dobrusin [2], and Wolfowitz [3]. For its systematic study, Csiszár and Körner [4] established universal channel coding based on the method of type. They showed the existence of a pair of an encoder and a decoder that works with an arbitrary channel when the mutual information is larger than the transmission rate. Such a code is called a universal code, whose construction was given by the packing lemma [4, Lemma 10.1], which is a key lemma in the method of type. In their setting, the number of possible channels is continuous, which is the key point of their construction due to the following reason. If the number of possible channels is finite, a very simple method derives the existence of a pair of an encoder and decoder to work with all possible channels.

Using this simple idea, Datta and Dorlas [5] showed the existence of universal code for the classical-quantum channel coding when the number of possible channels is finite. Later, the two papers [6], [7] independently showed the existence of universal code for the classical-quantum channel coding for the finite-dimensional case even when the number of possible channels is infinite. To find a universal encoder, the paper [7] used the packing lemma [4, Lemma 10.1] in a way different from the way originally used by Csiszár and Körner [4]. That is, the encoder in [7] does not depend on the dimension of the output system.
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while the encoder in [4] depends on the cardinality of the output alphabet. Hence, the method by [7] was applied to the classical case with a general output system including the classical continuous system so that the succeeding paper [8] constructed a universal code even for such a general output system. To construct a universal decoder, the paper [7] employed a notable combination of Schur duality and the method of types, which was used in various settings for universal quantum data compression [9, Chapter 6] [10], [11], [12], [13].

The broadcast channel with degraded message sets (BCD) was introduced considered by Körner and Marton [14]. This problem has one sender and two receivers \( Y \) and \( Z \), where we treat the private message \( M_B \) intended to be sent to Receiver \( Y \), and the common message \( M_A \) intended to be sent to both receivers \( Y \) and \( Z \). Here, the confidentiality of the private message \( M_B \) for Receiver \( Z \) is not required\(^1\). To show the achievability, the method of superposition code is used. Körner and Sgarro [19] proposed universal codes for this problem with exponentially small decoding error probability by generalizing the packing lemma. In the case of random coding for superposition code, Kaspi and Merhav [20] derived a lower bound of the error exponent. Superposition codes are a key tool for the broadcast channel, and used in various tasks including broadcast channels with confidential messages [21].

For the quantum version, Yard, Hayden, and Devetak [22] constructed a quantum superposition code, which automatically derives the achievability part of the classical-quantum BCD (c-q BCD) [22, Section II-C]. However, the converse part was not shown. Recently, Boche, Janßen, and Saeedinaeeni [16] proposed a universal random construction for a quantum superposition code. In their construction, the choice of the encoder is a random choice, whose ensemble does not depend on the channel, and their decoder works with all possible channels and depends on the choice of the encoder. Hence, it was an open problem to show the existence of a deterministic encoder that universally works for c-q BCD.

This paper shows the converse part of the c-q BCD, i.e., it proves the optimality of the quantum superposition code given by [22]. Then, this paper shows a pair of a deterministic code based on the packing lemma and a decoder encoder works universally with any pair of classical-quantum channels when the pair satisfies a certain condition with respect to the mutual information and the transmission rates. In our construction, our encoder is given by using the generalized packing lemma, i.e., the result for the method of types, given by Körner and Sgarro [19] while our use of the generalized packing lemma is similar to the use of the packing lemma in [7] and is different from the use in [19]. Our decoder is based on a similar combination of Schur duality and the method of types in a way similar to the paper [7]. In addition, when we have a family of pairs of channels, to address the worst case, we formulate the c-q compound BCD. Applying our universal code, we derived the capacity region for c-q compound BCD. Further, we apply our method to another problem, universal construction of classical-quantum multiple access channel (c-q MAC) code that achieves the corner points in the capacity region.

The MAC was introduced by Ahlswede [23] and Liao [24]. Universal codes for this problem were proposed with exponentially small decoding error probability by generalizing the packing lemma by Pokorny and Wallmeier [25] and Liu and Hughes [26]. For the quantum version, Winter [27] derived the capacity region for classical-quantum MAC (c-q MAC). The paper [28] showed the strong converse part of this problem. The paper [29] addressed compound cq-MAC, and discussed the achievable rate pair for compound cq-MAC by using Plolar code. However, their rate-region is not tight. Recently, Boche, Janßen, and Saeedinaeeni [17] proposed a universal random construction for a quantum superposition code when one sender is classical and the other sender is quantum. Similar to another their paper [16], in their construction, the choice of the encoder is a random choice, whose ensemble does not depend on the channel, and their decoder works with all possible channels and depends on the choice of the encoder.

Applying our method for universal c-q superposition code based on packing lemma, this paper shows the existence of a deterministic pair of an encoder and a decoder that universally and directly achieves corner points of the capacity region for any c-q MAC when the c-q MAC satisfies a certain condition.

\(^1\)Many papers [15], [16], [17], [18] in quantum information use the word “private message” as the message to be confidential to the other receiver. However, the representative papers [14], [19], [20] for classical BCD use the word “private message” in the same way as this paper.
with respect to the mutual information and the transmission rates. Our deterministic encoder is given by using the result for the generalized packing lemma showed by Liu and Hughes \[26\] while our use of the result by \[26\] is similar to the use in \[7\] and is different from the use in \[26\]. Our decoder is based on a combination of Schur duality and the method of types in a way similar to the paper \[7\].

Since the encoder of this method is based on the generalized packing lemma, it can be easily extended to a general point of the capacity region beyond corner points. However, the decoder cannot be directly extended to this general case because this generalization requires the handling of projections that are not commutative with each other. To avoid this problem, we introduce the concept of separate decoding. In this setting, the receiver has two decoders. One is a decoder to decode the message from one sender, and the other is a decoder to decode the message from another sender. If we allow such a separate decoder, our code universally achieves general points of the capacity region for any c-q MAC. Fortunately, by using gentle operator lemma \[30\], \[31\], \[32\], a separate decoder can be converted to a joint decoder. Using this conversion, we construct a code with joint decoding that universally achieves general points of the capacity region for any c-q MAC. In fact, while the previous withdrawn paper \[33\] tried to construct a code to achieve general points in capacity region without time sharing, it has a serious gap so that a code construction without time sharing had been an open problem. Since our construction does not employ time sharing, it can be considered as a solution for this open problem.

Finally, to address the worst case with a given family of c-q MACs, we discuss c-q compound MAC. In the classical case, a single-letterized form of the capacity region of a compound MAC is known \[34\], \[25\], \[26\]. The recent paper \[17\] derived the capacity region of a compound MAC with a limiting expression, whose classical case is different from the above single-letterized form. Using the above universal code with joint decoding, this paper derives a single-letterized form of the capacity region of a c-q compound MAC as a quantum extension of the above single-letterized form.

The remaining part of this paper is organized as follows. Section II states our main results for c-q BCD including the converse part of the capacity region of a c-q BCD, the existence of a universal classical-quantum superposition code, and the capacity region of c-q compound BCD. Section III states our main results for c-q MAC coding including universal c-q MAC codes with joint and separate decoding and the capacity region of c-q compound MAC. Section IV discusses the capacity region of c-q compound MAC and various quantities in several examples for a family of c-q MAC. Section V proves the various converse results part for c-q BCD. Section VI proves the converse part of c-q compound MAC. Section VII gives several new results for type methods, which are the preparation for our universal codes. Section VIII gives our universal c-q superposition code, and shows its exponent (exponential decreasing rate of the decoding error probability). Section IX gives our universal c-q MAC code with joint decoding, and shows its exponent. Section X gives our universal c-q MAC code with separate decoding, and shows its exponent. Section XI gives the discussions and conclusions. Appendix A shows the exponent for another decoder for universal c-q superposition code. The decoder of Appendix A is similar to that given in Section X and it has an exponent different from that Section VIII.

II. CLASSICAL-QUANTUM BROADCAST CHANNELS WITH DEGRADED MESSAGE SETS

A. Fixed channel case

This section states our results for classical-quantum broadcast channels with degraded message sets (c-q BCD) including universal classical-quantum superposition code. c-q BCD is formulated with two classical-quantum channels with a common classical input system \(\mathcal{X}\), which is a finite set. One channel is a channel from the classical system \(\mathcal{X}\) to a receiver \(Y\) having a quantum system \(\mathcal{H}_Y\), which is written as \(x \mapsto W_x\). The other channel is a channel from the classical system \(\mathcal{X}\) to another receiver \(Z\) having another quantum system \(\mathcal{H}_Z\), which is written as \(x \mapsto W_{Z,x}\).

The aim of classical-quantum broadcast channels with degraded message sets is the transmission of two kinds of messages. One is the common message, which needs to be correctly sent to both receivers. The
other is the private message, which needs to be correctly sent only to Receiver \( Y \), where its confidentiality to Receiver \( Z \) is not required.

We define the \( n \)-fold c-q memoryless channel of the channel \( \{W_x\}_{x \in \mathcal{X}} \):
\[
W^{(n)}_x := W_{x_1} \otimes \cdots \otimes W_{x_n}
\]
for \( x = (x_1, \ldots, x_n) \in \mathcal{X}^n \). Similarly, we define the \( n \)-fold c-q memoryless channel \( W^{(n)}_{Z,x} \) of the channel \( \{W_{Z,x}\}_{x \in \mathcal{X}} \).

An encoder is a map \( \psi_n \) from \( \hat{M}_{A,n} \times \hat{M}_{B,n} \) to \( \mathcal{X}^n \), where \( \hat{M}_{A,n} := \{1, \ldots, M_{A,n}\} \) and \( \hat{M}_{B,n} := \{1, \ldots, M_{B,n}\} \). A decoder is given by a pair of POVMs \( D^n := \{D^n_{j,k}\}_{(j,k) \in \hat{M}_{A,n} \times \hat{M}_{B,n}} \) on \( \mathcal{H}_Y^n \) and \( D^n_{Z,n} := \{D^n_{j,k}\}_{j \in \hat{M}_{A,n}} \) on \( \mathcal{H}^{\otimes n}_Z \).

Then, the triplet \((\psi_n, D^n, D^n_{Z,n})\) is called a code for classical-quantum broadcast channels with degraded message sets, and is denoted by \( \Psi_n \). In the following, it is simplified to a code. The message sizes \( \hat{M}_{A,n} \) and \( \hat{M}_{B,n} \) are written as \(|\psi_n|_A \) and \(|\psi_n|_B \), respectively. The average decoding error probabilities for Receivers \( Y \) and \( Z \) are given as
\[
\epsilon_Y(\Psi_n; W^{(n)}) := \sum_{(j,k) \in \hat{M}_{A,n} \times \hat{M}_{B,n}} \frac{1}{M_{A,n} M_{B,n}} \text{Tr} W^{(n)}_{\psi_n(j,k)} (I - D^n_{j,k})
\]
\[
\epsilon_Z(\Psi_n; W^{(n)}) := \sum_{(j,k) \in \hat{M}_{A,n} \times \hat{M}_{B,n}} \frac{1}{M_{A,n} M_{B,n}} \text{Tr} W^{(n)}_{\psi_n(j,k)} (I - D^n_{j,k}).
\]

We describe the transmission rates of the common and private messages as \( R_A \) and \( R_B \). The rate pair \((R_A, R_B)\) is achievable when there exists a sequence of codes \( \{\psi_n\} \) such that \( R_A = \lim_{n \to \infty} \frac{1}{n} \log |\psi_n|_A \), \( R_B = \lim_{n \to \infty} \frac{1}{n} \log |\psi_n|_B \), \( \epsilon_Y(\Psi_n; W^{(n)}) \to 0 \), and \( \epsilon_Z(\Psi_n; W^{(n)}) \to 0 \). The closure of the set of achievable rate pairs \((R_A, R_B)\) is called the capacity region, and is denoted by \( \mathcal{C} \), i.e.,
\[
\mathcal{C} := \text{cl.}\{(R_A, R_B) | (R_A, R_B) \text{ is achievable.}\}.
\]

**Theorem 1.** The following equations hold;
\[
\mathcal{C} = \text{cl.}\bigcup_{P_{UX}} \left\{(R_A, R_B) | R_A \leq \min(I(U; Y)_{P_{UX}}, I(U; Z)_{P_{UX}}), R_B \leq I(X; Y | U)_{P_{UX}} \right\}
\]
\[
= \text{cl.}\bigcup_{P_{UX}} \left\{(R_A, R_B) | R_A \leq \min(I(U; Y)_{P_{UX}}, I(U; Z)_{P_{UX}}), R_A + R_B I(U X; Y)_{P_{UX}} \right\},
\]
where \( \text{cl.} \) expresses the closure of the convex hull.

The achievability of the above region was shown by using the quantum superposition code in [22]. The recent paper [35] essentially derived an exponential decreasing rate of the decoding error probability of the randomly generated quantum superposition code. We show the converse part in this paper.

To state our universal code, we prepare information measure as follows. For \( \alpha > 0 \), and the state \( \rho_{XY} := \sum_x P_X(x)|x\rangle \langle x| \otimes W_x \), Petz’s version of Rényi mutual information is given as
\[
I_\alpha(X; Y ) := \min_{\sigma_Y} D_\alpha(\rho_{XY} \| \rho_X \otimes \sigma_Y),
\]
where Petz’s version of Rényi divergence \( D_\alpha(\rho \| \sigma) \) is defined as [36]
\[
e^{(\alpha - 1) D_\alpha(\rho \| \sigma)} := \text{Tr} \rho^{\alpha} \sigma^{1-\alpha}.
\]
It is known in [37][38, Lemma 2] that this measure has the Gallagher form [39];
\[
e^{(\alpha - 1) I_\alpha(X; Y )} = \text{sgn}(\alpha - 1) \min_{\sigma} \text{sgn}(\alpha - 1) \sum_{x \in \mathcal{X}} P_X(x) \text{Tr} W_\sigma^{\alpha \sigma^{1-\alpha}} = \left( \text{Tr} \left( \sum_{x \in \mathcal{X}} P_X(x) W_x^{\alpha} \right)^{\frac{1}{\alpha}} \right)^{\alpha}.
\]
This information measure can be extended to the case with tripartite case. For \( \alpha > 0 \), and the state \( \rho_{UXY} := \sum_{u,x} P_{UX}(u,x)|u,x\rangle\langle u,x| \otimes W_x \), we define Petz’s version of Rényi conditional mutual information;

\[
I_\alpha(X;Y|U) := \min_{\sigma_{X-U-Y}} D_\alpha(\rho_{UXY}||\sigma_{X-U-Y}),
\]

where \( \sigma_{X-U-Y} \) is restricted to the form \( \sum_{uv} Q_U(u) P_{X|U}(x|u)|x\rangle\langle u,x| \otimes \sigma_u \) and \( Q_U \) is an arbitrary distribution and \( \sigma_u \) is an arbitrary state on \( \mathcal{H}_Y \). If we need to express the distribution \( P_{X|U} \), we denote it by \( I_\alpha(X;Y|U)_{PKU} \).

This measure can be written as follows.

**Lemma 1.** The following equation holds:

\[
e^{(\alpha-1)I_\alpha(X;Y|U)} = \left( \sum_u P_U(u) \text{Tr} \left( \sum_{x \in X} P_{X|U}(x|u) W_x^\alpha \right) \right)^{\frac{1}{\alpha} \cdot \cdot \cdot}.
\]

The classical version of the right hand side was used in [20, Sec. IV, Th. 1][40, Eq.(12)] .

**Proof:** We show only the case with \( \alpha < 1 \) because the other case can be shown by changing the maximum by the minimum.

\[
e^{(\alpha-1)I_\alpha(X;Y|U)} = \max_{Q_U} \max_{\sigma_u} \sum_u P_U(u)^\alpha Q_U(u)^{1-\alpha} \sum_x P_{X|U}(x|u)(\text{Tr} W_x^\alpha \sigma_u^{1-\alpha})
\]

\[
= \max_{Q_U} \sum_u P_U(u)^\alpha Q_U(u)^{1-\alpha} \left( \max_{\sigma_u} \sum_x P_{X|U}(x|u)(\text{Tr} W_x^\alpha \sigma_u^{1-\alpha}) \right)
\]

\[
= \max_{Q_U} \left( \sum_u P_U(u) \text{Tr} \left( \sum_{x \in X} P_{X|U}(x|u) W_x^\alpha \right) \right)^{\frac{1}{\alpha}} Q_U(u)^{1-\alpha}
\]

\[
= \left( \sum_u P_U(u) \text{Tr} \left( \sum_{x \in X} P_{X|U}(x|u) W_x^\alpha \right) \right)^{\frac{1}{\alpha}},
\]

where Step (a) follows from the application of (7) to the state \( \sum_x P_{X|U}(x|u)|x\rangle\langle x| \otimes W_x \), and Step (b) follows from the application of Hölder inequality to the two real vectors \( \sum_u P_U(u) \max_{\sigma_u} \sum_x P_{X|U}(x|u)(\text{Tr} W_x^\alpha \sigma_u^{1-\alpha}) \) and \( (Q_U(u))^\alpha \).

\[
\]

**B. Universal code**

Next, we consider a universal code construction. That is, the capacity region can be universally achieved as follows.

**Theorem 2.** For any \( P_{UX} \), there exists a sequence of codes \( \Psi_n \) with the rate pair \( (R_A, R_B) \) with the positive parameters \( r_A \) and \( r_B \) to satisfy the following conditions. For any channel \( \{ W_x \}_{x \in X} \), \( \{ W_{Z,x} \}_{x \in X} \), the decoding error probability \( \epsilon_Y(\Psi_n;W^{(n)}) \) of Receiver Y exponentially goes to zero, i.e.,

\[
\lim_{n \to \infty} -\frac{1}{n} \log \epsilon_Y(\Psi_n;W^{(n)}) \geq \min \left( \max \left( \text{s}(I_{1-s}(U;Y) - R_A - r_A), r_A \right) \right),
\]

\[
\min \left( \max \left( \text{s}(I_{1-s}(X;Y|U) - R_B - r_B), r_B \right) \right).
\]

The decoding error probability \( \epsilon_Z(\Psi_n;W^{(n)}) \) of Receiver Z exponentially goes to zero, i.e.,

\[
\lim_{n \to \infty} -\frac{1}{n} \log \epsilon_Z(\Psi_n;W^{(n)}) \geq \min (\max \text{s}(I_{1-s}(U;Z) - R_A - r_A), r_A).
\]
The decoder POVM to achieve the performance presented in the above theorem is constructed by considering the irreducible decomposition. The use of irreducible decomposition can be considered as a quantum version of Type method, which is summarized in [9]. The optimization of the respective exponents can be done as follows. The optimization of the exponents of Receiver $Y$ is done as

$$
\max_{r_A,r_B} \min \left( \min_{s} s(I_{1-s}(U;Y) - R_A - r_A), \min_{s} s(I_{1-s}(X;Y|U) - R_B - r_B) \right)
$$

$$= \min \left( \max_{r_A} \min_{s} s(I_{1-s}(U;Y) - R_A - r_A), \min_{s} s(I_{1-s}(X;Y|U) - R_B - r_B) \right)
$$

$$= \min \left( \max_{0 \leq s \leq 1} \frac{s(I_{1-s}(U;Y) - R_A)}{1 + s}, \max_{0 \leq s \leq 1} \frac{s(I_{1-s}(X;Y|U) - R_B)}{1 + s} \right),
$$

where the maximum is achieved when

$$r_A = \max_{0 \leq s \leq 1} \frac{s(I_{1-s}(U;Y) - R_A)}{1 + s} \quad (14)$$

$$r_B = \max_{0 \leq s \leq 1} \frac{s(I_{1-s}(X;Y|U) - R_B)}{1 + s} \quad (15)$$

The optimization of the exponent of Receiver $Z$ is done as

$$\max_{r_A} \min \left( \max_{s} s(I_{1-s}(U;Z) - R_A - r_A), r_A \right) = \max_{0 \leq s \leq 1} \frac{s(I_{1-s}(U;Z) - R_A)}{1 + s},
$$

where the maximum is achieved when

$$r_A = \max_{0 \leq s \leq 1} \frac{s(I_{1-s}(U;Z) - R_A)}{1 + s} \quad (17)$$

However, the optimum choice of $r_A$ for the exponent of Receiver $Y$ is different from that of Receiver $Z$. Further, the optimum choice depends on the choice of channel. However, when $R_A + r_A < \min(I(U;Y)_{P_{UX}}, I(U;Z)_{P_{UX}}) \quad (18)$ and $R_B + r_A < I(X;Y|U)_{P_{UX}}$, both exponents are strictly positive. Therefore, we have the following corollary.

**Corollary 1.** For any $P_{UX}$, there exists a sequence of codes with the rate pair $(R_A, R_B)$ with arbitrary small positive parameters $r_A$ and $r_B$ to satisfy the following conditions. When a channel $\{\{W_x\}_{x \in X}, \{W_{z,x}\}_{x \in X}\}$ satisfies $R_A + r_A < \min(I(U;Y)_{P_{UX}}, I(U;Z)_{P_{UX}})$ and $R_B + r_A < I(X;Y|U)_{P_{UX}}$, the decoding error probabilities of both receivers exponentially go to zero.

The code given in the above theorem can be considered as a universal superposition code.

**C. Compound channel**

Next, to rigorously handle the optimization of the worst case, we consider a compound channel model $\mathcal{W} := \{(\{W_{x,\theta}\}_{x \in X}, \{W_{z,x,\theta}\}_{x \in X})\}_{\theta \in \Theta}$ with a parametric space $\Theta$. In this model, we do not know what $\theta \in \Theta$ is the true parameter. Hence, we need to consider the worst case. That is, a rate pair $(R_A, R_B)$ is achievable under the channel model $\mathcal{W}$ when there exists a sequence of codes with the transmission rate pair $(R_A, R_B)$ such that the decoding error probabilities of both receivers are goes to zero when the true channel is any element of the channel model $\mathcal{W}$. We denote the capacity region of the compound channel model $\mathcal{W}$ by $C_\mathcal{W}$, i.e.,

$$C_\mathcal{W} := \text{cl.} \{(R_A, R_B)|(R_A, R_B) \text{ is achievable under the channel model } \mathcal{W} \}.
$$

**Theorem 3.** The following equation holds;

$$C_\mathcal{W} = \text{cl.} \bigcup_{P_{UX}} \{(R_A, R_B) \bigg| R_A \leq \min_{\theta} \min (I(U;Y)_{P_{UX,\theta}}, I(U;Z)_{P_{UX,\theta}}), R_B \leq \min_{\theta} I(X;Y|U)_{P_{UX,\theta}} \} \bigg|_{P_{UX}} .
$$
III. CLASSICAL-QUANTUM MULTIPLE ACCESS CHANNEL

A. Universal code with joint decoding for corner points

This section states our results for classical-quantum multiple access channel (cq-MAC) with two input systems \( A \) and \( B \), in which the output state on \( \mathcal{H}_Y \) is given as \( W_{a,b} \) dependently of \( a \in A \) and \( a \in B \). The aim of classical-quantum multiple access channel is transmission of two kinds of messages to the quantum receiver \( Y \). One message is sent from Sender \( A \) and the other message is sent from Sender \( B \).

An encoder is a pair of maps \( \psi_{A,n} \) from \( M_{A,n} := \{1, \ldots, M_{A,n}\} \) to \( A^n \) and \( \psi_{B,n} \) from \( M_{B,n} := \{1, \ldots, M_{B,n}\} \) to \( B^n \). A decoder with joint decoding is given by a POVM \( D^n := \{D^n_{j,k}\}_{(j,k) \in M_{A,n} \times M_{B,n}} \) on \( \mathcal{H}_Y^n \). Then, the triplet \( (\psi_{A,n}, \psi_{B,n}, D^n) \) is called a code with joint decoding, and is denoted by \( T \).

In the following, it is simplified to a code. The message sizes \( M \) and \( H \) are called the capacity region, and is denoted by \( C \). Winter [27] showed that the capacity region is given as

\[
C = \text{cl.} \bigcup_{P_A \times P_B} \left\{ (R_A, R_B) \mid R_A \leq I(A; Y | B)_{P_A \times P_B}, R_B \leq I(B; Y | A)_{P_A \times P_B}, R_A + R_B \leq I(AB; Y)_{P_A \times P_B} \right\}.
\]  

The transmission rates from \( A \) and \( B \) are written as \( R_A \) and \( R_B \). The rate pair \( (R_A, R_B) \) is called achievable when there exists a sequence of codes \( \{\Psi_n\} \) such that \( R_A = \lim_{n \to \infty} \frac{1}{n} \log |\Psi_n|_A \), \( R_B = \lim_{n \to \infty} \frac{1}{n} \log |\Psi_n|_B \), and \( \epsilon(\Psi_n; W^{(n)}) \to 0 \). The closure of the set of achievable rate pairs \( (R_A, R_B) \) is called the capacity region, and is denoted by \( C \). Winter [27] showed that

Next, we consider universal codes for cq-MAC. To re-use the derivation of our universal codes for classical-quantum broadcast channels with degraded message sets, we focus on universal codes to achieve only the external points \( (I(A; Y), I(B; Y | A)) \) and \( (I(A; Y | B), I(B; Y)) \). These values depend on the choice of the distributions \( P_A, P_B \) and the cq-MAC. Consider the case when we have two choices of the cq-MAC, \( W_{a,b,0} \) and \( W_{a,b,1} \). Then, the mutual information and the conditional mutual information is denoted by \( I(A; Y)_{i}, I(B; Y | A)_{i} \) for \( i = 0, 1 \) to express the dependence of the channel. When we optimize the rate \( I(A; Y) \) under a constraint for another rate \( I(B; Y | A) \), we need to consider the following problem for a given \( R_B > 0 \);

\[
\max_{P_{A \times B}} \left\{ \min(I(A; Y | 0), I(A; Y | 1)) \mid I(B; Y | A)_0, I(B; Y | A)_1 \geq R_B \right\}.
\]  

Here, we consider only the product distribution \( P_A \times P_B \). However, it is possible to choose probabilistic mixture for this choice. That is, alternatively, we consider the maximization;

\[
\max_{P_{A \times B}} \left\{ \min(I(A; Y | 0), I(A; Y | 1)) \mid I(B; Y | AT)_0, I(B; Y | AT)_1 \geq R_B \right\},
\]  

where the joint distribution on \( A, T, B \) satisfies the Markov chain condition \( A \rightarrow T \rightarrow B \). Clearly, \( 22 \leq 23 \). We have examples for the gap between \( 22 \) and \( 23 \). As shown in Section [IX] we construct universal codes to achieve \( 23 \).

Theorem 4. For any distribution \( P_{A \rightarrow T \rightarrow B} \) with Markov condition \( A \rightarrow T \rightarrow B \), there exists a sequence of codes \( \{\Psi_n\} \) with the rate pair \( (R_A, R_B) \) and arbitrary small positive parameters \( r_A \) and \( r_B \) to satisfy the following conditions. For any channel \( W = \{W_{a,b}\}_{a \in A, b \in B} \), the exponent of the average decoding error probability \( \epsilon(\Psi_n; W^{(n)}) \) is not smaller than

\[
\min \left( \min \{ \max_s (I_{1-s}(A; Y | T)_{P_{A \rightarrow T \rightarrow B}} - R_A - r_A), r_A \}, \min \{ \max_s (I_{1-s}(B; Y | AT)_{P_{A \rightarrow T \rightarrow B}} - R_B - r_B), r_B \} \right).
\]  

(24)
That is, when \( R_A + r_A < I(A;Y|T)_{PA,T-B} \) and \( R_B + r_B < I(B;Y|AT)_{PA,T-B} \), the average decoding error probability \( \epsilon(\Psi_n; W^{(n)}) \) exponentially goes to zero.

Theorem 4 can be shown in a similar way as Theorem 2 when \( T \) takes a single value. Given a product distribution \( P_A \times P_B \), when \( U = A, X = (A, B) \), and \( P_{UX}(a, a', b) = P_A(a)\delta_{a,a'} P_B(b) \), we have \( I(U;Y) = I(A;Y) \) and \( I(X;Y|U) = I(AB;Y|A) = I(B;Y|A) \), that is, the rate pair of the superposition code equals the rate pair of the multiple access code. The case with a general \( T \) needs more complicated treatment. This correspondence plays an essential role in our proof of Theorem 4.

A general point of the capacity region can be achieved by applying time sharing to two corner points achieved by Theorem 4. Since the decoding error probability in Theorem 4 goes to zero exponentially, the constructed code equals the rate pair of the multiple access code. The case with a general \( T \) needs more complicated treatment. This correspondence plays an essential role in our proof of Theorem 4.

Corollary 2. For any distributions \( P^0_{A-T-B} \) and \( P^1_{A-T-B} \) with Markov condition \( A-T-B \), there exists a sequence of codes \( \{\Psi_n\} \) with the rate pair \( (\lambda R_{A,0} + (1 - \lambda) R_{A,1}, \lambda R_{B,0} + (1 - \lambda) R_{B,1}) \) with \( \lambda \in (0, 1] \) and an arbitrary small positive parameter \( \epsilon > 0 \) to satisfy the following conditions. When a channel \( \{W_{a,b}\}_{a \in A, b \in B} \) satisfies the conditions \( R_{A,0} + \epsilon \leq I(A;Y|T)_{PA,T-B} \), \( R_{A,1} + \epsilon \leq I(A;Y|BT)_{PA,T-B} \), \( R_{B,0} + \epsilon \leq I(B;Y|AT)_{PA,T-B} \), and \( R_{B,1} + \epsilon \leq I(B;Y|T)_{PA,T-B} \), the average decoding error probability \( \epsilon(\Psi_n; W^{(n)}) \) exponentially goes to zero.

B. Universal code with separate decoding

When the rate region is not a corner point, we construct only a universal code with separate decoding, which is defined as follows. Given an encoder, a pair of maps \( \psi_{A,n} \) from \( M_{A,n} := \{1, \ldots, M_{A,n}\} \) to \( A^n \) and \( \psi_{B,n} \) from \( M_{B,n} := \{1, \ldots, M_{B,n}\} \) to \( B^n \), a decoder with separate decoding is given a pair of POVMs \( D^A := \{D^A_j\}_{j \in M_{A,n}} \) on \( H^\otimes Y \) and \( D^B := \{D^B_k\}_{k \in M_{B,n}} \) on \( H^\otimes Y \). Then, the quadruple \( (\psi_{A,n}, \psi_{B,n}, D^A, D^B) \) is called a code with separate decoding, and is denoted by \( \Psi_{S,n} \). The message sizes \( M_{A,n} \) and \( M_{B,n} \) are written as \( |\Psi_{S,n}|_A \) and \( |\Psi_{S,n}|_B \), respectively. The respective average decoding error probabilities are given as

\[
\epsilon_A(\Psi_{S,n}; W^{(n)}) := \sum_{(j,k) \in M_{A,n} \times M_{B,n}} \frac{1}{M_{A,n} M_{B,n}} \text{Tr} W^{(n)}_{\psi_{A,n}(j), \psi_{B,n}(k)} (I - D^A_j) \tag{25}
\]

\[
\epsilon_B(\Psi_{S,n}; W^{(n)}) := \sum_{(j,k) \in M_{A,n} \times M_{B,n}} \frac{1}{M_{A,n} M_{B,n}} \text{Tr} W^{(n)}_{\psi_{A,n}(j), \psi_{B,n}(k)} (I - D^B_k) \tag{26}
\]

Then, we consider their maximum as

\[
\epsilon(\Psi_{S,n}; W^{(n)}) := \max(\epsilon_A(\Psi_{S,n}; W^{(n)}), \epsilon_B(\Psi_{S,n}; W^{(n)})) \tag{27}
\]

A rate pair \( (R_A, R_B) \) is called achievable with separation decoding when there exists a sequence of codes of separation decoding \( \{\Psi_{S,n}\} \) such that \( R_A = \lim_{n \to \infty} \frac{1}{n} \log |\Psi_{S,n}|_A \), \( R_B = \lim_{n \to \infty} \frac{1}{n} \log |\Psi_{S,n}|_B \), and \( \epsilon(\Psi_{S,n}; W^{(n)}) \to 0 \). The closure of the set of achievable rate pairs with separation decoding \( (R_A, R_B) \) is called the capacity region with separation decoding, and is denoted by \( C_S \). The definition implies the relation \( C \subset C_S \). As shown in Subsection III-C we have the opposite relation, i.e., we have

\[
C_S = C \tag{28}
\]

Also, as shown in Section X we have a separate decoding version of universal codes as follows.
Theorem 5. For any distribution $P_{A-T-B}$ with Markov condition $A - T - B$, there exists a sequence of codes $\{\Psi_{S,n}\}$ of separate decoding with the rate pair $(R_A, R_B)$ with arbitrary small positive parameters $r_A$ and $r_B$ to satisfy the following conditions. For any channel $W = \{W_{a,b}\}_{a\in A, b\in B}$, we have

$$
\lim_{n \to \infty} -\frac{1}{n} \log \epsilon_A(\Psi_{S,n}; W^{(n)}) \geq \min \left( \max_s s(I_{1-s}(A; Y|BT)_{P_{A-T-B}} - R_A - r_A), r_A, \right.
\left. \max_s s(I_{1-s}(AB; Y|T)_{P_{A-T-B}} - R_A - R_B - r_A - r_B), r_A + r_B \right) \tag{29}
$$

$$
\lim_{n \to \infty} -\frac{1}{n} \log \epsilon_B(\Psi_{S,n}; W^{(n)}) \geq \min \left( \max_s s(I_{1-s}(B; Y|AT)_{P_{A-T-B}} - R_B - r_B), r_B, \right.
\left. \max_s s(I_{1-s}(AB; Y|T)_{P_{A-T-B}} - R_A - R_B - r_A - r_B), r_A + r_B \right). \tag{30}
$$

That is, when $R_A + r_A < I(A; Y|BT)_{P_{A-T-B}}$, $R_B + r_B < I(B; Y|AT)_{P_{A-T-B}}$, and $R_A + r_A + R_B + r_B < I(AB; Y|T)_{P_{A-T-B}}$, the error probability $\epsilon(\Psi_{S,n}; W^{(n)})$ exponentially goes to zero.

C. Universal code with joint decoding for general points

We construct universal code with joint decoding for general points from universal code with separate decoding for general points. We choose a code with separate decoding $\Psi_{S,n} := (\psi_{A,n}, \psi_{B,n}, D^{A,n}, D^{B,n})$, where $\psi_{A,n}$ is a map from $M_{A,n} := \{1, \ldots, M_{A,n}\}$ to $A^n$, and $\psi_{B,n}$ is a map from $M_{B,n} := \{1, \ldots, M_{B,n}\}$ to $B^n$, the decoder is given a pair of POVMs $D^{A,n} := \{D^{A,n}_j\}_{j\in M_{A,n}}$ on $H_Y^{\otimes n}$ and $D^{B,n} := \{D^{B,n}_k\}_{k\in M_{B,n}}$ on $H_Y^{\otimes n}$. Now, we construct the decoder with joint decoding as a POVM $D^n = \{D^n_{j,k}\}_{(j,k)\in M_{A,n}\times M_{B,n}}$ on $H_Y^{\otimes n}$ by

$$
D^n_{j,k} := \left(D^{B,n}_k\right)^{1/2} D^{A,n}_j \left(D^{B,n}_k\right)^{1/2} \tag{31}
$$

Since

$$
\sum_{j,k} D^n_{j,k} = \sum_{j,k} \left(D^{B,n}_k\right)^{1/2} D^{A,n}_j \left(D^{B,n}_k\right)^{1/2}
= \sum_k \left(D^{B,n}_k\right)^{1/2} \left(\sum_j D^{A,n}_j\right) \left(D^{B,n}_k\right)^{1/2}
= \sum_k \left(D^{B,n}_k\right)^{1/2} I \left(D^{B,n}_k\right)^{1/2} = I, \tag{32}
$$
\{D_{j,k}^n\}_{(j,k) \in M_{A,n} \times M_{B,n}} satisfies the condition for POVM. This code with joint decoding is denoted by \( \Psi \). The average decoding error probability \( \epsilon(\Psi_n; W^{(n)}) \) is evaluated as

\[
\epsilon(\Psi_n; W^{(n)}) = \sum_{(j,k) \in M_{A,n} \times M_{B,n}} \frac{1}{M_{A,n} M_{B,n}} \text{Tr} W^{(n)}_{\psi_{A,n}(j), \psi_{B,n}(k)} (I - (D^B_k)^{1/2}D^A_j (D^B_k)^{1/2})
\]

\[
= \sum_{(j,k) \in M_{A,n} \times M_{B,n}} \frac{1}{M_{A,n} M_{B,n}} \text{Tr} W^{(n)}_{\psi_{A,n}(j), \psi_{B,n}(k)} (I - D^B_k)
\]

\[
+ \sum_{(j,k) \in M_{A,n} \times M_{B,n}} \frac{1}{M_{A,n} M_{B,n}} \text{Tr} W^{(n)}_{\psi_{A,n}(j), \psi_{B,n}(k)} (D^B_k - (D^B_k)^{1/2}D^A_j (D^B_k)^{1/2})
\]

\[
= \epsilon_B(\Psi_{S,n}; W^{(n)}) + \sum_{(j,k) \in M_{A,n} \times M_{B,n}} \frac{1}{M_{A,n} M_{B,n}} \text{Tr} W^{(n)}_{\psi_{A,n}(j), \psi_{B,n}(k)} (I - D^A_j)
\]

\[
+ \sum_{(j,k) \in M_{A,n} \times M_{B,n}} \frac{1}{M_{A,n} M_{B,n}} \| (D^B_k)^{1/2}W^{(n)}_{\psi_{A,n}(j), \psi_{B,n}(k)} (D^B_k)^{1/2} - W^{(n)}_{\psi_{A,n}(j), \psi_{B,n}(k)} \|_1
\]

\[
\leq \epsilon_B(\Psi_{S,n}; W^{(n)}) + \epsilon_A(\Psi_{S,n}; W^{(n)})
\]

\[
+ 2 \sum_{(j,k) \in M_{A,n} \times M_{B,n}} \frac{1}{M_{A,n} M_{B,n}} \left( W^{(n)}_{\psi_{A,n}(j), \psi_{B,n}(k)} (I - D^B_k) \right)^{1/2}
\]

\[
\leq \epsilon_A(\Psi_{S,n}; W^{(n)}) + \epsilon_B(\Psi_{S,n}; W^{(n)})
\]

\[
+ 2 \left( \sum_{(j,k) \in M_{A,n} \times M_{B,n}} \frac{1}{M_{A,n} M_{B,n}} W^{(n)}_{\psi_{A,n}(j), \psi_{B,n}(k)} (I - D^B_k) \right)^{1/2}
\]

\[
= \epsilon_A(\Psi_{S,n}; W^{(n)}) + \epsilon_B(\Psi_{S,n}; W^{(n)}) + 2(\epsilon_B(\Psi_{S,n}; W^{(n)})^{1/2}). \quad (33)
\]

where (b) follows from the concavity of \( x \mapsto \sqrt{x} \), and (a) follows from gentle operator lemma [30], Lemma 9, where the coefficient 2 is given in [31] Appendix C, [32] Eqs. (9.65) and (9.66).

Therefore, if \( \epsilon(\Psi_{S,n}; W^{(n)}) \) goes to zero, \( \epsilon(\Psi_n; W^{(n)}) \) also goes to zero. Hence, we have the relation \( C \supset C_S \), which implies (28). Also, as a corollary of Theorem 5, we obtain the following.

**Corollary 3.** For any distribution \( P_{A-T-B} \) with Markov condition \( A - T - B \), there exists a sequence of codes \( \{\Psi_S\} \) of joint decoding with the rate pair \( (R_A, R_B) \) with arbitrary small positive parameters \( r_A \) and \( r_B \) to satisfy the following conditions. For any channel \( W = \{W_{a,b}\}_{a \in A, b \in B} \), we have

\[
\lim_{n \to \infty} \frac{-1}{n} \log \epsilon(\Psi_n; W^{(n)}) \geq \min \left( \max_s (I_{1-s}(A; Y|BT)_{P_{A-T-B}} - R_A - R_C), r_A, \right.
\]

\[
\left. \max_s (I_{1-s}(AB; Y|T)_{P_{A-T-B}} - R_A - R_B - r_A - r_B), r_A + r_B, \right.
\]

\[
\left. \frac{1}{2} \max_s (I_{1-s}(B; Y|AT)_{P_{A-T-B}} - R_B - r_B), \frac{r_B}{2}, \right.
\]

\[
\left. \frac{1}{2} \max_s (I_{1-s}(AB; Y|T)_{P_{A-T-B}} - R_A - R_B - r_A - r_B), \frac{r_A + r_B}{2} \right). \quad (34)
\]

That is, when \( R_A + r_A < I(A; Y|BT)_{P_{A-T-B}}, R_B + r_B < I(B; Y|AT)_{P_{A-T-B}}, \) and \( R_A + r_A + R_B + r_B < I(AB; Y|T)_{P_{A-T-B}}, \) the error probability \( \epsilon(\Psi_n; W^{(n)}) \) exponentially goes to zero.
D. Classical-quantum compound MAC

When the channel is not known, we need to address classical-quantum compound MAC. That is, to rigorously handle the optimization of the worst case in classical-quantum compound MAC, we consider a compound channel model \( \mathcal{W}_{\text{MAC}} := \{ W_{a,b,\theta} \}_{a \in A, b \in B} \) with a parametric space \( \Theta \). In this model, we do not know what \( \theta \in \Theta \) is the true parameter. Hence, we need to consider the worst case. That is, a rate pair \((R_A, R_B)\) is achievable under the channel model \( \mathcal{W}_{\text{MAC}} \) when there exists a sequence of codes \( \{ \Psi_n \} \) with the transmission rate pair \((R_A, R_B)\) such that the decoding error probability \( e(\Psi_n, W_{\theta}^{(n)}) \) goes to zero for any channel \( W_{\theta} \in \mathcal{W}_{\text{MAC}} \). The closure of the set of achievable rate pairs under the channel model \( \mathcal{W}_{\text{MAC}} \) is called the capacity region of the compound channel model \( \mathcal{W}_{\text{MAC}} \), and is denoted by \( \mathcal{C}_{\mathcal{W}_{\text{MAC}}} \), i.e.,

\[
\mathcal{C}_{\mathcal{W}_{\text{MAC}}} := \text{cl.} \{(R_A, R_B)|\{R_A, R_B\} \text{ is achievable under the channel model } \mathcal{W}_{\text{MAC}}\} \tag{35}
\]

The above concept can be extended to the case with separate decoding. A rate pair \((R_A, R_B)\) is achievable with separate decoding under the channel model \( \mathcal{W}_{\text{MAC}} \) when there exists a sequence of codes \( \{ \Psi_{S,n} \} \) with separate decoding and the transmission rate pair \((R_A, R_B)\) such that the decoding error probability \( e(\Psi_{S,n}, W_{\theta}^{(n)}) \) goes to zero for any channel \( W_{\theta} \in \mathcal{W}_{\text{MAC}} \). The closure of the set of achievable rate pairs with separate decoding under the channel model \( \mathcal{W}_{\text{MAC}} \) is called the capacity region with separate decoding of the compound channel model \( \mathcal{W}_{\text{MAC}} \), and is denoted by \( \mathcal{C}_{S,\mathcal{W}_{\text{MAC}}} \), i.e.,

\[
\mathcal{C}_{S,\mathcal{W}_{\text{MAC}}} := \text{cl.} \{(R_A, R_B)|\{R_A, R_B\} \text{ is achievable with separate decoding under the channel model } \mathcal{W}_{\text{MAC}}\} \tag{36}
\]

Then, we obtain the following single-letterized form of the capacity region of a c-q compound MAC;

**Theorem 6.** The relations

\[
\mathcal{C}_{S,\mathcal{W}_{\text{MAC}}} = \mathcal{C}_{\mathcal{W}_{\text{MAC}}} = \hat{\mathcal{C}}_{\mathcal{W}_{\text{MAC}}} \tag{37}
\]

hold, where

\[
\hat{\mathcal{C}}_{\mathcal{W}_{\text{MAC}}} := \text{cl.} \bigcup_{P_{A\leftarrow T\rightarrow B}} \left\{ (R_A, R_B) \left| R_A \leq \min_{\theta} I(A;Y|BT)_{PA\leftarrow T\rightarrow B,\theta}, \right.ight.
\]

\[
R_B \leq \min_{\theta} I(B;Y|AT)_{PA\leftarrow T\rightarrow B,\theta},
\]

\[
R_A + R_B \leq \min_{\theta} I(AB;Y|T)_{PA\leftarrow T\rightarrow B,\theta} \big\},
\]

where \( P_{A\leftarrow T\rightarrow B} \) is an arbitrary joint distribution on \( A \times B \times T \) to satisfy Markov condition \( A \rightarrow T \leftarrow B \).

The converse part relation of Theorem 6 will be shown in Section VI. Also, (33) implies \( \mathcal{C}_{S,\mathcal{W}_{\text{MAC}}} \subset \mathcal{C}_{\mathcal{W}_{\text{MAC}}} \). Finally, Theorem 5 implies \( \mathcal{C}_{\mathcal{W}_{\text{MAC}}} \subset \hat{\mathcal{C}}_{\mathcal{W}_{\text{MAC}}} \).

One might consider that the direct application of Theorem 4 could derive Theorem 6 without use of (33). However, the direct application of Theorem 4 without use of (33), i.e., Corollary 2, implies only the following weak version of the direct part.

**Corollary 4.** We define two regions

\[
\mathcal{C}^1_{\mathcal{W}_{\text{MAC}}} := \text{cl.} \bigcup_{P_{A\leftarrow T\rightarrow B}} \left\{ (\min_{\theta} I(A;Y|T)_{PA\leftarrow T\rightarrow B,\theta}, \min_{\theta} I(B;Y|AT)_{PA\leftarrow T\rightarrow B,\theta}) \big\} \tag{39}
\]

\[
\mathcal{C}^2_{\mathcal{W}_{\text{MAC}}} := \text{cl.} \bigcup_{P_{A\leftarrow T\rightarrow B}} \left\{ (\min_{\theta} I(A;Y|BT)_{PA\leftarrow T\rightarrow B,\theta}, \min_{\theta} I(B;Y|T)_{PA\leftarrow T\rightarrow B,\theta}) \big\}, \tag{40}
\]
where $P_{A-T-B}$ is an arbitrary joint distribution on $A \times B \times T$ to satisfy Markov condition $A - T - B$. Then, we have the following inclusion relation for capacity region;

$$C_{W^{MAC}} \supset cl.(C_{W^{MAC}}^1 \cup C_{W^{MAC}}^2).$$ (41)

In fact, there is an example when the above inclusion relation is strict. That is, Eq. (34) and Theorem 5 are essential for the direct part of Theorem 6. In the following, we introduce a measure to check whether this inclusion relation is strict. Corollary 4 shows only the following rate is achievable for $R_A + R_B$;

$$R_1(W^{MAC}) := \max_{R_A, R_B} \{ R_A + R_B | (R_A, R_B) \in cl.(C_{W^{MAC}}^1 \cup C_{W^{MAC}}^2) \}$$

$$= \max_{P_{A-T-B}} \left( \min_{\theta} I(A; Y|T)_{P_{A-T-B}, \theta} + \min_{\theta} I(B; Y|BT)_{P_{A-T-B}, \theta}, \max_{\theta} \min_{P_{A-T-B}} I(A; BT)_{P_{A-T-B}, \theta} + \min_{\theta} I(B; Y|T)_{P_{A-T-B}, \theta} \right).$$ (42)

However, the combination of Eq. (34) and Theorem 5 shows the achievability of the following value;

$$R_2(W^{MAC}) := \max_{R_A, R_B} \{ R_A + R_B | (R_A, R_B) \in C_{W^{MAC}} \}$$

$$= \max_{P_{A-T-B}} \left( \min_{\theta} I(AB; Y|T)_{P_{A-T-B}, \theta}, \min_{\theta} I(A; Y|BT)_{P_{A-T-B}, \theta} + \min_{\theta} I(B; Y|AT)_{P_{A-T-B}, \theta} \right),$$ (43)

which is different from the following value;

$$R_3(W^{MAC}) := \max_{P_{A-T-B}} \min_{\theta} I(AB; Y|T)_{P_{A-T-B}, \theta}.$$ (44)

That is, we have the inequalities

$$R_3(W^{MAC}) \geq R_2(W^{MAC}) \geq R_1(W^{MAC}).$$ (45)

As seen in examples in Section IV, these three quantities are different values. Such an example for the gap between $R_1(W^{MAC})$ and $R_2(W^{MAC})$ shows that the above inclusion relation (41) is strict. In addition, the difference between $R_3(W^{MAC})$ and $R_2(W^{MAC})$ shows the importance of $\min_{\theta} I(A; Y|BT)_{P_{A-T-B}, \theta} + \min_{\theta} I(B; Y|AT)_{P_{A-T-B}, \theta}$.

Finally, we compare our single-letterized formula for the capacity region of cq compound channel with the existing formula [17, Theorem 3]. To state their result, we introduce the following notation. When the channel is given as $n$ times use of the MAC $W_{\theta}$, and the two input systems $A$ and $B$ are subject to distributions $P_{A}$ and $P_{B}$ on $A^n$ and $B^n$ independently, the mutual information between $A$ ($B$) and the output quantum system $Y$ is written as $I(A; Y)_{P_A \times P_B, W^{(n)}_{\theta}}$ ($I(B; Y)_{P_A \times P_B, W^{(n)}_{\theta}}$). By using this notation, the following relation can be shown.

**Lemma 2** ([17, Theorem 3]). The following relation holds;

$$C_{W^{MAC}} = cl. \bigcup_{n=1}^{\infty} \bigcup_{P_{A}, P_{B}} \bigcap_{\theta \in \Theta} \left\{ \left( \frac{1}{n} I(A; Y)_{P_A \times P_B, W^{(n)}_{\theta}}, \frac{1}{n} I(B; Y)_{P_A \times P_B, W^{(n)}_{\theta}} \right) \right\}.$$ (46)

The above preceding result [17, Theorem 3] contains a limiting expression while our obtained formula does not contain such limiting expression.
IV. Examples

A. Classical example 1

To see the two types of gaps, the gap between (22) and (23) and the gap between $R_1(W^{MAC})$ and $R_2(W^{MAC})$, we consider a compound channel model $W^{MAC}_1$ composed of two classical MACs with $A = B = F_2$ as follows. We define the output variable $Y_0$ for $\theta = 0, 1$ as

$$Y_0 = A \oplus B \in F_2, \quad Y_1 = (A \oplus Z_A, B \oplus Z_B) \in F_2^2,$$

where $Z_A$ and $Z_B$ are independent variables and $P_{Z_A}(1) = P_{Z_B}(1) = p_0$ such that $h(p_0) = \frac{1}{2}$. The first MAC is called the sum modulo-2 multiple-access channel (S2MAC) \cite{41}. Using the parameters $p := P_B(1)$ and $q := P_A(1)$, the mutual information and the conditional mutual information are calculated as

$$I(B; Y_0|A) = h(p), \quad I(A; Y_0) = h(q) = h(pq + (1 - p)(1 - q)) - h(p)$$

$$I(A; Y_0|B) = h(q), \quad I(B; Y_0) = h(pq + (1 - p)(1 - q)) - h(q)$$

$$I(B; Y_1|A) = I(B; Y_1) = h(pp_0 + (1 - p)(1 - p_0)) - \frac{1}{2}$$

$$I(A; Y_1|B) = I(A; Y_1) = h(qp_0 + (1 - q)(1 - p_0)) - \frac{1}{2}$$

Based on the above formulas, the quantities (22) and (23) are calculated as follows. We have

$$\max_{p_A, p_B} \{\min(I(A; Y_0), I(A; Y_1)|I(B; Y_0|A), I(B; Y_1|A) \geq R) = 1 - h(p_R)$$

$$\max_{p_{A-T}, p_B} \{\min(I(A; Y_0|T), I(A; Y_1|T)|I(B; Y_0|AT), I(B; Y_1|AT) \geq R)$$

$$= \begin{cases} 
0 & \text{when } R \geq 1/2 \\
1 - 2R & \text{when } \frac{1}{4} \leq R \leq 1/2 \\
\frac{1}{2} & \text{otherwise},
\end{cases}$$

where $p_R \in [0, 1/2]$ satisfies $h(p_R p_0 + (1 - p_R)(1 - p_0)) - \frac{1}{2} = R$. These two quantities are numerically plotted in Fig. 1. The quantities (42), (43), and (44) are calculated as follows. The relations

$$R_1(W^{MAC}_1) = \frac{3}{4}, \quad R_2(W^{MAC}_1) = R_3(W^{MAC}_1) = 1$$

hold. In addition, we have

$$\mathcal{C}_{W^{MAC}_1} = \{(R_A, R_B) \mid R_A \leq \frac{1}{2}, R_B \leq \frac{1}{2}\}$$

$$cl.(\mathcal{C}_{W^{MAC}_1}^1 \cup \mathcal{C}_{W^{MAC}_1}^2) = \{(R_A, R_B) \mid R_A + R_B \leq \frac{3}{4}, R_A \leq \frac{1}{2}, R_B \leq \frac{1}{2}\}.$$
Then, we set
\[ R = \min \{ 0, T / (t_1 - 1) \} \]
for \( A \in \mathbb{R}^+ \]. Then, we have
\[ f_1(R) = 1 - \max \{ f_1(1/2) / R \} \]
Thus, when \( \sum_t P_T(t) h(p_t p_0 + (1 - p_t)(1 - p_0)) - \frac{1}{2} = R \), we have
\[ \sum_t P_T(t)(1 - h(p_t)) \leq 1 - 2R. \]
Then, we have
\[
\max_{P_T(t)} \left\{ \min \left( \sum_t P_T(t)(1 - h(p_t)), \frac{1}{2} \right) : \sum_t P_T(t)(h(p_t p_0 + (1 - p_t)(1 - p_0)) - \frac{1}{2} \leq R \right\} = \min \left( 1 - 2R, \frac{1}{2} \right).
\]
Hence, we obtain (53).

Eq. (53) shows
\[
\max_{P_{A \to T \to B}} \min_{\theta} I(A; Y | T)_{P_{A \to T \to B}, \theta} + \min_{\theta} I(B; Y | AT)_{P_{A \to T \to B}, \theta} = \frac{3}{4}.
\]
Since this model is symmetric with respect to the exchange of \( A \) and \( B \), Eq. (63) yields
\[
\max_{P_{A \to T \to B}} \min_{\theta} I(A; Y | BT)_{P_{A \to T \to B}, \theta} + \min_{\theta} I(B; Y | T)_{P_{A \to T \to B}, \theta} = \frac{3}{4}.
\]
implies Eq. the first equation of (54).

Considering the convex full of the region defined by (63) and its transposed region, we obtain (56). Then, we have

\[
\max_{p, q} \min_{\theta \in \Theta} I(AB; Y)_\theta = \max_{p, q} \min_{\theta \in \Theta} \left( h(pp_0 + (1 - p)(1 - p_0)) - \frac{1}{2} + h(qp_0 + (1 - q)(1 - p_0)) - \frac{1}{2} h(qp + (1 - q)(1 - p)) \right) = 1
\]

(65)

\[
\max_{p, q} I(A; Y|B)_\theta = \max_{p, q} \min_{\theta \in \Theta} \left( h(qp_0 + (1 - q)(1 - p_0)) - \frac{1}{2}, h(q) \right) = 1/2
\]

(66)

\[
\max_{p, q} I(B; Y|A)_\theta = \max_{p, q} \min_{\theta \in \Theta} \left( h(pp_0 + (1 - p)(1 - p_0)) - \frac{1}{2}, h(p) \right) = 1/2.
\]

(67)

The above maximum is attained when \( p = q = 1/2 \). Hence, we obtain the remaining equations in (54) and (55).

**B. Classical example 2**

We consider a compound channel model \( \mathcal{W}_2^{MAC} \) of two classical MAC with \( A = B = F_2 \) by defining the output variable \( Y_i \) for \( i = 0, 1 \) as follows.

\[
Y_1 = \begin{cases} 
1 & \text{when } A = B = 1 \\
0 & \text{otherwise.}
\end{cases}
\]

(68)

\[
Y_0 = \begin{cases} 
0 & \text{when } A = B = 0 \\
1 & \text{otherwise.}
\end{cases}
\]

(69)

Using the parameters \( p := P_B(1) \) and \( q := P_A(1) \), we have

\[
I(B; Y_1|A) = qh(p), \quad I(A; Y_0) = h(pq) - qh(p)
\]

(70)

\[
I(B; Y_0|A) = (1 - q)h(p), \quad I(A; Y_1) = h((1 - p)(1 - q)) - (1 - q)h(p),
\]

(71)

where \( h(p) \) is the binary entropy function. The quantities (22) and (23) are calculated as follows. We have

\[
\max_{p_A, p_B} \{ \min(I(A; Y_0), I(A; Y_1)) | I(B; Y_0|A), I(B; Y_1|A) \geq R \}
\]

\[
= \begin{cases} 
h(1/4) - 1/2 & \text{when } R \leq 1/2 \\
0 & \text{otherwise}
\end{cases}
\]

(72)

\[
\max_{p_A, p_B} \{ \min(I(A; Y_0|T), I(A; Y_1|T)) | I(B; Y_0|AT), I(B; Y_1|AT) \geq R \}
\]

\[
\geq \max_q \frac{h(\bar{p}Rq) + h((1 - \bar{p}R)(1 - q))}{2} - R,
\]

(73)

where \( \bar{p}R \) chosen as \( \frac{h(\bar{p}R)}{2} = R \). These two quantities are numerically plotted in Fig. 4. The quantities (42), (43), and (44) are calculated as follows. We have

\[
\mathcal{C}_{W_2^{MAC}} = \text{cl.}(\mathcal{C}_{W_2^{MAC}}^1 \cup \mathcal{C}_{W_2^{MAC}}^2)
\]

\[
= \bigcup_{p, q} \left\{ (R_A, R_B) \mid R_A + R_B \leq \frac{H(pq) + H((1 - p)(1 - q))}{2}, R_A \leq \frac{h(q)}{2}, R_B \leq \frac{h(p)}{2} \right\}
\]

(74)

The relations

\[
R_1(\mathcal{W}_2^{MAC}) = R_2(\mathcal{W}_2^{MAC}) = R_3(\mathcal{W}_2^{MAC}) = \max_{p, q} \frac{H(pq) + H((1 - p)(1 - q))}{2}
\]

(75)

hold. Hence, this example has no gap among Eq. (44), Eq. (43), and Eq. (42).
To derive Eqs. (72) – (75), we prepare the following statement.

**Statement 1. The inequality**

\[
\min(h(pq) - qh(p), h((1-p)(1-q)) - (1-q)h(p)) \leq h(1/4) - 1/2
\]

holds. The equality holds only when \(p = q = 1/2\).

Statement 1 is numerically shown by the numerical plot given in Fig. 5.

**Derivations of Eqs. (72) – (75):** We have

\[
\max_{P_A,P_B} \{ \min(I(A; Y_0), I(A; Y_1)) \mid I(B; Y_0|A), I(B; Y_1|A) \geq R \}
= \max_{p,q} \{ \min(h(pq) - qh(p), h((1-p)(1-q)) - (1-q)h(p)) \mid \min(qh(p), (1-q)h(p)) \geq R \}.
\]

The maximum \(\max_{p,q} \min(qh(p), (1-q)h(p))\) is 1/2, and it is attained only when \(p = q = 1/2\). Hence, combining Lemma 1, we obtain (72).

Let \(P_{A-T-B}\) be an arbitrary distribution on \(A \times T \times B\). We define \((p_t, q_t)\) as \(p_t := P_{B|T}(1|t)\) and \(q_t := P_{A|T}(1|t)\). Then, we define the symmetrized distribution \(P_{A-(T,J)-B}\) with \(J = \mathbb{F}_2\) as follows.

\[
P_{T,J}(t, 0) = P_{T,J}(t, 1) = P_T(t)/2
\]

\[
P_{B|T,J}(1|t, 0) = p_t, \quad P_{B|T,J}(1|t, 1) = 1 - p_t
\]

\[
P_{A|T,J}(1|t, 0) = q_t, \quad P_{A|T,J}(1|t, 1) = 1 - q_t.
\]
Then, we have
\[
\min(I(A; Y_0|T)_{P_{A-T-B}}, I(A; Y_1|T)_{P_{A-T-B}}) = \min\left(\sum_t P_T(t) h(p_t q_t) - q_t h(p_t), \sum_t P_T(t) h((1 - p_t)(1 - q_t)) - (1 - q_t) h(p_t)\right)
\]
\[
\leq \sum_t P_T(t) \frac{h(p_t q_t) - q_t h(p_t) + h((1 - p_t)(1 - q_t)) - (1 - q_t) h(p_t)}{2}
\]
\[
= \sum_t P_T(t) \frac{h(p_t q_t) + h((1 - p_t)(1 - q_t)) - h(p_t)}{2}
\]
\[
= \min(I(A; Y_0|T)_{P_{A-(T,J)-B}}, I(A; Y_1|JT)_{P_{A-(T,J)-B}}).
\]  

Similarly, we have
\[
\min(I(B; Y_0|AT)_{P_{A-T-B}}, I(B; Y_1|AT)_{P_{A-T-B}}) \leq \min(I(B; Y_0|AT J)_{P_{A-(T,J)-B}}, I(B; Y_1|AJT)_{P_{A-(T,J)-B}})
\]
\[
= \sum_t P_T(t) \frac{h(p_t)}{2}
\]
\[
\min(I(AB; Y_0|T)_{P_{A-T-B}}, I(AB; Y_1|T)_{P_{A-T-B}}) \leq \min(I(AB; Y_0|T J)_{P_{A-(T,J)-B}}, I(AB; Y_1|JT)_{P_{A-(T,J)-B}})
\]
\[
= \sum_t P_T(t) \frac{h(p_t q_t) + h((1 - p_t)(1 - q_t)) - h(q_t)}{2}.
\]

Also, we have the same relations by exchanging A and B as
\[
\min(I(A; Y_0|T)_{P_{A-T-B}}, I(A; Y_1|T)_{P_{A-T-B}}) \leq \min(I(A; Y_0|T J)_{P_{A-(T,J)-B}}, I(A; Y_1|JT)_{P_{A-(T,J)-B}})
\]
\[
= \sum_t P_T(t) \frac{h(p_t q_t) + h((1 - p_t)(1 - q_t)) - h(q_t))}{2}
\]
\[
= \sum_t P_T(t) \frac{h(q_t)}{2}.
\]

Due to these relations, we can restrict the joint distribution \( P_{A-T-B} \) to the symmetrized distribution \( P_{A-(T,J)-B} \).

As a simple case, we consider the case T is singleton. That is, we focus on \( P_{A|J} = P_{A-J-B} \) as follows. \( P_J \) is the uniform distribution.
\[
P_{A|J}(1|0) = q, \ P_{A|J}(1|1) = 1 - q,
\]
\[
P_{B|J}(1|0) = p, \ P_{B|J}(1|1) = 1 - p.
\]

Considering the above joint distribution, we have
\[
\max_{P_{A-T-B}} \left\{ \min(I(A; Y_0|T), I(A; Y_1|T)) | I(B; Y_0|AT), I(B; Y_1|AT) \geq R \right\}
\]
\[
\geq \max_{p,q} \left\{ \frac{(h(pq) - qh(p)) + h((1 - p)(1 - q)) - (1 - q)h(p))}{2} \right\} \left\{ \frac{qh(p) + (1 - q)h(p)}{2} \right\} \geq R \}
\]
\[
= \max_{p,q} \left\{ \frac{h(pq) + h((1 - p)(1 - q))}{2} - \frac{h(p)}{2}, \frac{h(p)}{2} \right\} \geq R \}.
\]
Choosing $\bar{p}_R$ as $\frac{h(pR)}{2} = R$, we obtain (73).

Next, we show the remaining equations (74) and (75). The relations (79), (80), (82), and (83) imply the relation

$$\left\{(R_A, R_B) \mid R_A + R_B \leq \frac{H(pq) + H((1 - p)(1 - q))}{2}, R_A \leq \frac{h(q)}{2}, R_B \leq \frac{h(p)}{2}\right\}$$

for any pair of $(p, q)$. Also, the relation (80), (81), and (81) implies

$$C_{W_2^{MAC}} \subset \bigcup_{p,q} \left\{(R_A, R_B) \mid R_A + R_B \leq \frac{H(pq) + H((1 - p)(1 - q))}{2}, R_A \leq \frac{h(q)}{2}, R_B \leq \frac{h(p)}{2}\right\}.$$ (88)

Hence, we obtain (74).

The inequality $R_3(W_2^{MAC}) \leq \max_{p,q} \frac{H(pq)+H((1-p)(1-q))}{2}$ holds as

$$\max_{P_{A-T-B}} \min (I(AB; Y | T)_{P_{A-T-B};0}, (AB; Y | T)_{P_{A-T-B};1}) = \max_{(P_T, Pt, qt)} \min \left( \sum_i P_T(t) h(p_t q_t), \sum_i P_T(t) h((1 - p_t)(1 - q_t)) \right)$$

$$= \max_{(P_T, Pt, qt)} \sum_i P_T(t) \frac{h(p_t q_t) + h((1 - p_t)(1 - q_t))}{2}$$

$$= \max_{p,q} \frac{h(pq) + h((1 - p)(1 - q))}{2}.$$ (89)

Since $R_1(W_2^{MAC}) = R_2(W_2^{MAC}) = \frac{H(pq)+H((1-p)(1-q))}{2}$ follows from (74), combining (45), we obtain (75).

---

**Fig. 5.** Numerical verification of Lemma 1. This graph shows $\max_{p,q} \min(h(pq)-qh(p),h((1-p)(1-q))-(1-q)h(p))$ as a function of $p$. 
C. Quantum examples

In this subsection, modifying the families of classical MACs given in Subsections [IV-A] and [IV-B] we show the existence of quantum examples to have gaps similar to classical examples given in Subsections [IV-A] and [IV-B]. First, we convert the classical system $\mathbb{F}_2$ in each output system to the qubit system spanned by $\{|0\rangle, |1\rangle\}$. For example, the output system with $\theta = 1$ of example $W_{MAC}^1$ is converted to a two-qubit system. We define the vector $|\phi\rangle := \cos\phi|0\rangle + \sin\phi|1\rangle$. The output information $0$ in the output system is converted to the state $|\phi\rangle$, and the output information $1$ in the output system is converted to the state $|1\rangle$.

All the mutual information and all the conditional mutual information are continuous for $\phi$. Hence, when $\phi$ is close to zero, these information quantities are close to the values in the above classical examples. That is, the quantum example has the gaps presented in the above classical examples. This example shows the importance of our universal code for c-q MAC as well as the codes given in Lemma [2].

D. Quantum example for gap between $R_2(W_{MAC}^3)$ and $R_3(W_{MAC}^3)$

The examples in Subsections [IV-A] and [IV-B] have no gap between $R_2(W_{MAC}^3)$ and $R_3(W_{MAC}^3)$. To find an example for such a gap, we consider a c-q channel $\{W_x\}_{x \in X}$ on the quantum system $\mathcal{H}_Y$. For $A = B = X$, we define two classical-quantum MACs as $W_{a,b,0} := W_a$ and $W_{a,b,1} := W_b$. Then, for any joint distribution $P_{A-T-B}$, we have

$$I(A;Y|T)_{P_{A-T-B},1} = I(A;Y|BT)_{P_{A-T-B},1} = 0,$$

$$I(B;Y|T)_{P_{A-T-B},0} = I(B;Y|AT)_{P_{A-T-B},0} = 0,$$

These for $R_2(W_{MAC}^3)$ is zero.

$$\max_{P_{A-T-B}} \min_{P_{A-T-B}} (I(AB;Y|T)_{P_{A-T-B},0}, (AB;Y|T)_{P_{A-T-B},1})$$

$$= \max_{P_{X}} \min_{P_{X}} (I(AB;Y|T)_{P_{A-T-B},0}, (AB;Y|T)_{P_{A-T-B},1})$$

$$\geq \max_{P_{X}} I(X,Y|P_{X}),$$

where $I(X,Y)_{P_{X}}$ is the mutual information for the c-q channel $\{W_x\}_{x \in X}$ on the quantum system $\mathcal{H}_Y$. Hence, $R_3(W_{MAC}^3)$ is strictly larger than zero unless the capacity of $W_x$ is zero. That is, this example has a gap between $R_3(W_{MAC}^3)$ and $R_2(W_{MAC}^3)$.

V. PROOFS OF THEOREMS [1] AND [3]

A. Proof of Theorem [1]

This section shows Theorem [1]: Hayden, and Devetak [22] showed the relation

$$C \supset \bigcup_{P_{UX}} \left\{ (R_A, R_B) \left| R_A \leq \min(I(U;Y)_{P_{UX}}, I(U;Z)_{P_{UX}}), R_B \leq I(X;Y|U)_{P_{UX}} \right. \right\},$$

which can be also proven by Corollary [1]. When a rate pair $(R_A, R_B)$ is achievable, $(R_A - r, R_B + r)$ is also achievable with an arbitrary $r \in [0, R_A]$ by converting a part of common message with rate $r$ into a private message. Hence, we have the relations

$$\bigcup_{P_{UX}} \left\{ (R_A, R_B) \left| R_A \leq \min(I(U;Y)_{P_{UX}}, I(U;Z)_{P_{UX}}), R_B \leq I(X;Y|U)_{P_{UX}} \right. \right\} \subset C.$$
For this aim, we focus on a sequence of codes \( \{ \Psi_n \} \) with a transmission rate pair \((R_A, R_B)\), where the encoder \( \phi_n \) of \( \Psi_n \) maps \((M_{A,n}, M_{B,n})\) to \( X^n \). Then, we find that

\[
I(M_{B,n}; Y^n) \leq I(M_{B,n}; Y^n|M_{A,n}) \leq I(X^n; Y^n|M_{A,n}) \\
= \sum_{i=1}^{n} I(X^n; Y_i|Y_1^{i-1}M_{A,n}) = \sum_{i=1}^{n} I(X_i; Y_1^{i-1}M_{A,n}) \leq \sum_{i=1}^{n} I(X_i; Y_i|M_{A,n}),
\]

(96)

where each step can be shown as follows. Step (a) holds because \( M_{B,n} \) is independent of \( M_{A,n} \). Step (b) follows from the Markov chain \( M_{B,n} - X^n - Y^n \) when \( M_{A,n} \) is fixed. Step (c) follows from the Markov chain \( Y^{i-1} - X_i - Y_i \) when \( M_{A,n} \) is fixed.

Also, we find that

\[
I(M_{A,n}; Y^n) = \sum_{i=1}^{n} I(M_{A,n}; Y_i|Y_1^{i-1}) \leq \sum_{i=1}^{n} I(M_{A,n}; Y_i),
\]

(97)

where (a) follows from the Markov chain \( Y^{i-1} - M_{A,n} - Y_i \). Similarly, we have

\[
I(M_{A,n}; Z^n) \leq \sum_{i=1}^{n} I(M_{A,n}; Z_i),
\]

(98)

Now, we introduce a new variable \( I_n \) subject to the uniform distribution on \( \{1, \ldots, n\} \). We also define the conditional distribution \( P_{UX|I_n}(u, x|i) := P_{M_{A,n}X_i}(u, x) \). That is, when \( I_n = i \), \( U \) and \( X \) take the value \( M_{A,n} \) and \( X_i \). Also, we define the variable \( U_n := (UI_n) \), and denote the joint distribution for \( X \) and \( U_n \) by \( P_n \). Hence,

\[
\frac{1}{n} I(M_{B,n}; Y^n) \leq I(X; Y|UI_n) = I(X; Y|U_n)P_n
\]

(99)

\[
\frac{1}{n} I(M_{A,n}; Y^n) \leq I(U; Y|I_n) \leq I(U|I_n; Y) = I(U_n; Y)P_n
\]

(100)

\[
\frac{1}{n} I(M_{A,n}; Z^n) \leq I(U; Y|I_n) \leq I(U|I_n; Z) = I(U_n; Z)P_n.
\]

(101)

Combining Fano’s inequality, we can show that

\[
R_A \leq \lim_{n \to \infty} \inf \min(I(U_n; Y)P_n, I(U_n; Z)P_n)
\]

(102)

\[
R_B \leq \lim_{n \to \infty} \inf I(X; Y|U_n)P_n.
\]

(103)

The above relation shows that the capacity region \( C \) is contained in the following set.

\[
\text{cl.} \bigcup_{P_{UX}} \left\{ (R_A, R_B) \mid R_A \leq \min(I(U; Y)P_{UX}, I(U; Z)P_{UX}), R_B \leq I(X; Y|U)P_{UX} \right\}.
\]

(104)

**B. Proof of Theorem 3**

Since Corollary 1 shows the relation

\[
C_W \supset \text{cl.} \bigcup_{P_{UX}} \left\{ (R_A, R_B) \mid R_A \leq \min \min \left( I(U; Y)P_{UX, \theta}, I(U; Z)P_{UX, \theta} \right), R_B \leq \min \left( I(X; Y|U)P_{UX, \theta} \right) \right\}.
\]

(105)

it is sufficient to show the opposite relation.
We apply the discussion of the above subsection. Then, our choice of $P_n$ does not depend on the channel parameter $\theta$. Hence, we have

\[
C_W \subset \bigcup_{P_{UX}} \bigcap_{\theta \in \Theta} \left\{ \left( R_A, R_B \right) \bigg| R_A \leq \min(I(U;Y)_{P_{UX},\theta}, I(U;Z)_{P_{UX},\theta}), R_B \leq \min(I(X;Y|U)_{P_{UX},\theta}) \right\}_{P_{UX}}
\]

\[
= \bigcup_{P_{UX}} \left\{ \left( R_A, R_B \right) \bigg| R_A \leq \min \min(I(U;Y)_{P_{UX},\theta}, I(U;Z)_{P_{UX},\theta}), R_B \leq \min(I(X;Y|U)_{P_{UX},\theta}) \right\}_{P_{UX}}.
\]

(106)

VI. PROOF OF CONVERSE PART OF THEOREM 6

This section shows Eq. (38), i.e., the converse part of Theorem 6. For this aim, we focus on a sequence of codes $\left\{ \Psi_n \right\}$ with a transmission rate pair $(R_A, R_B)$, where the respective encoders of $\Psi_n$ map $M_{A,n}$ and $M_{B,n}$ to $A^n$ and $B^n$, respectively. Then, for any $\theta \in \Theta$, we find that

\[
I(M_{B,n} ; Y^n) \overset{(a)}{=} I(M_{A,n} ; Y^n | A^n) = I(B^n ; Y^n | A^n)_{\theta}
\]

\[
= \sum_{i=1}^{n} I(B^n ; Y_i | Y^{i-1} A^n)_{\theta} = \sum_{i=1}^{n} I(B_i ; Y_i | Y^{i-1} A^n)_{\theta} \leq \sum_{i=1}^{n} I(B_i ; Y_i | A^n)_{\theta} = \sum_{i=1}^{n} I(B_i ; Y_i | A_i)_{\theta},
\]

(107)

where each step can be shown as follows. Step $(a)$ holds because $M_{B,n}$ is independent of $M_{A,n}$. Step $(b)$ follows from the Markov chain $Y_i - B_i - Y_i$ when $A_n$ is fixed. Similarly, we have

\[
I(M_{A,n} ; Y^n)_{\theta} \leq \sum_{i=1}^{n} I(A_i ; Y_i | B_i)_{\theta}.
\]

(108)

Also, we find that

\[
I(M_{A,n} ; M_{B,n} ; Y^n)_{\theta} = I(A^n, B^n ; Y^n)_{\theta} = \sum_{i=1}^{n} I(A^n, B^n ; Y_i | Y_i^{i-1})_{\theta} \overset{(a)}{=} \sum_{i=1}^{n} I(A^n, B^n ; Y_i)_{\theta} \overset{(b)}{=} \sum_{i=1}^{n} I(A_i, B_i ; Y_i),
\]

(109)

where $(a)$ follows from the Markov chain $Y_i - (A^n, B^n) - Y_i$. $(b)$ follows from the Markov chain $A^n, B^n - (A b_i) - Y_i$.

Now, we introduce a new variable $U_n$ subject to the uniform distribution on $\{1, \ldots, n\}$. We also define the conditional distribution $P_{AB | I_n}(a, b | i) := P_{A, B | i}(a, b)$. That is, when $I_n = i$, $A$ and $B$ take the value $A_i$ and $B_i$. Also, we denote the joint distribution for $A$ and $B$ and $U_n$ by $P_n$. Hence,

\[
\frac{1}{n} I(M_{B,n} ; Y^n) \leq I(B ; Y | U_n)_{P_n, \theta}
\]

(110)

\[
\frac{1}{n} I(M_{A,n} ; Y^n) \leq I(A ; Y | U_n)_{P_n, \theta}
\]

(111)

\[
\frac{1}{n} I(M_{A,n} M_{B,n} ; Y^n) \leq I(AB ; Y | U_n)_{P_n, \theta}.
\]

(112)

Combining Fano’s inequality, we can show that

\[
R_A \leq \liminf_{n \to \infty} I(B ; Y | U_n)_{P_n, \theta}
\]

(113)

\[
R_B \leq \liminf_{n \to \infty} I(A ; Y | U_n)_{P_n, \theta}
\]

(114)

\[
R_A + R_B \leq \liminf_{n \to \infty} I(AB ; Y | U_n)_{P_n, \theta}.
\]

(115)
Since the above inequalities hold for any $\theta \in \Theta$, we have
\begin{align}
R_A &\leq \min_{\theta} \liminf_{n \to \infty} I(B;Y|AU_n)_{P_n,\theta} \\
R_B &\leq \min_{\theta} \liminf_{n \to \infty} I(A;Y|BU_n)_{P_n,\theta} \\
R_A + R_B &\leq \min_{\theta} \liminf_{n \to \infty} I(AB;Y|U_n)_{P_n,\theta}.
\end{align}

The above relation shows
\begin{align}
C_{AMAC} \subseteq \text{cl.} \bigcup_{P_{A-T-B}} \left\{ (R_A, R_B) \mid R_A &\leq \min_{\theta} I(A;Y|BU)_{P_{A-T-B},\theta}, R_B \leq \min_{\theta} I(B;Y|AU)_{P_{A-T-B},\theta}, \\
R_A + R_B &\leq \min_{\theta} I(AB;Y|U)_{P_{A-T-B},\theta} \right\},
\end{align}
which implies (38).

VII. METHOD OF TYPES

The aim of this section is the derivation of simple consequences of generalized packing lemmas by [19], [26] as the preparation of our proofs of Theorems 2, 4, and 5. Subsection VII-A reviews the existing results for the method of types given in [4], [7, Section 4], [9, Chapter 6], [7, Section IV]. Then, the remaining two subsections give extensions of the above contents to the cases with superposition codes and MAC codes by using generalized packing lemmas by [19], [26].These contents take an essential role for our universal construction of codes of both settings.

A. Single terminal

In this subsection, we prepare the notations for the method of types and reviews the existing result on this topic. Before starting this discussion, we introduce one notation. Given a distribution $P_U$ on $U$ and a conditional distribution $P_X|U$ on $X$ with condition in $U$, we define the joint distribution $P_X|U \cdot P_U$ on $U \times X$ as
\begin{align}
P_X|U \cdot P_U(x,u) := P_X|U(x|u)P_U(u).
\end{align}

For any subset $\Omega \subseteq X$, we define the uniform distribution $P_{\text{Unif},\Omega}$ on $\Omega$ as
\begin{align}
P_{\text{Unif},\Omega}(x) := \begin{cases} 
\frac{1}{|\Omega|} & x \in \Omega \\
0 & x \notin \Omega.
\end{cases}
\end{align}

Also, we denote the cardinality, i.e., the number of elements, of the set $X$ by $d_X$.

The content of this subsection follows the content of [7, Section 4], [9, Chapter 6], [7, Section IV]. The remaining subsections of this section are two types of extensions of this content by using the results by [19, Lemma] and [7, Section IV]. The key point of this section is to provide a subset to satisfy the following property by using the method of types. In information theory, we usually employ the random coding method. However, to construct a deterministic universal code unlike the existing papers [16], [17], we need to avoid such random construction of the encoder because a code whose decoding error probability is less than the average might depend on the true channel. To resolve this problem, we employ the packing lemma of the method of types and its two types of generalizations.

First, we prepare notations for the method of types. Given an element $x \in X^n$ and an element $x \in X$, we define the subset $N(x,x) := \{i \mid x_i = x\}$, the integer $n(x,x) := |N(x,x)|$, and the empirical distribution $T_Y(x) := (\frac{n_1}{n}, \ldots, \frac{n_{d_X}}{n})$, which is called a type, where $n(x,x)$ is simplified to $n_x$. The set of types is denoted by $T_n(X)$. For $P \in T_n(X)$, a subset of $X^n$ is defined by:
\begin{align}
T^n_P(X) := \{x \in X^n \mid T_Y(x) = P\}.
\end{align}
We simplify $T_P^n(\mathcal{X})$ to $T_P$ when we do not need to identify $n$ and $\mathcal{X}$. Since \( \frac{e^{nH(P)}}{|T_P|} \leq (1 + n)^d \), the uniform distribution $P_{\text{Unif},T_P}$ on the subset $T_P$ satisfies
\[
P_{\text{Unif},T_P}(x) \leq |T_n(\mathcal{X})|P^n(x) \leq (1 + n)^d P^n(x).
\]
(121)
As a generalization, for a type $P_{UX} \in T_n(U \times \mathcal{X})$ and $u \in T^n_P(U)$, we define
\[
T^n_{P|UX}(\mathcal{X}|u) := \{ x \in \mathcal{X}^n | T_Y(x, u) = P_{UX} \}.
\]
The occurring probability of $x \in T_P$ under the distribution $P^n$ is characterized as
\[
P^n(x) = e^{\sum_{i=1}^n n_i \log P(i)} = e^{-nH(P)}.
\]
(122)
Given another finite set $T$, the sequence of types $V = (v_1, \ldots, v_d) \in T_{n_1}(T) \times \cdots \times T_{n_d}(T)$ is called a conditional type for $x$ and can be regarded as a conditional distribution when the type of $x$ is $(\frac{n_1}{n}, \ldots, \frac{n_d}{n})$ [4]. We denote the set of conditional types for $x$ by $V(x, T)$, i.e.,
\[
V(x, T) := \{ V | V \cdot (T_Y(x)) \in T^n(\mathcal{X} \times T) \}.
\]
(123)
A conditional type $V \in V(x, \mathcal{X})$ is called identical when $V(x|x') = \delta_{x,x'}$. This concept is generalized to the case when the input system is composed of two system $U$ and $\mathcal{X}$. For an element $(u, x) \in (U \times \mathcal{X})^n$, a conditional type $V \in V((u, x), \mathcal{X})$ is called identical when $V(u, x|x') = \delta_{x,x'}$. For any conditional type $V \in V(x, T)$, we define the subset of $T^n$:
\[
T_V(x) := \{ t \in T^n | T_Y(x, t) = V \cdot (T_Y(x)) \}.
\]
For a type $P \in T_n(\mathcal{X})$ and an element $u_o \in U$, we define a type $P \times u_o \in T_n(\mathcal{X} \times U)$ as $P \times u_o(x, u) := P(x)\delta_{u_o,u}$. For a conditional type $V \in V(x, T)$ and an element $u_o \in U$, we define a conditional type $V \times u_o \in V(x, T \times U)$ as $V \times u_o(t, u) := V(t|x)\delta_{u_o,u}$.

Then, the previous studies [7, Section 4], [9, Chapter 6], [7, Section IV] stated a modification of Csiszár-Körner’s packing lemma [4] Lemma 10.1] as follows.

**Proposition 1.** For a positive number $R > 0$, there exists a sufficiently large integer $N$ satisfying the following. For any integer $n \geq N$ and any type $P \in T_n(\mathcal{X})$ satisfying $R < H(P)$, there exist $M_n := e^{nR - n^{3/2}}$ distinct elements
\[
\hat{M}_n := \{ x(1), \ldots, x(M_n) \} \subset T_P
\]
such that the inequality
\[
|T_V(x) \cap (\hat{M}_n \setminus \{ x \})| \leq |T_V(x)|e^{-n(H(P) - R)}
\]
(124)
holds for every $x \in \hat{M}_n \subset T_P$ and every conditional type $V \in V(x, \mathcal{X})$. \(\square\)

This proposition is shown in [8, Appendix C] by using Csiszár and Körner[4] Lemma 10.1]. This proposition was used to make an universal encoder for one-to-one channel coding in the existing studies [7, Section 4], [9, Chapter 6], [7, Section IV], in which the choice of the universal encoder does not depend on the output alphabet nor the output quantum system because the employed packing lemma treats the conditional types from the input alphabet to the input alphabet. Using this proposition, the paper [8] derives a useful proposition.

To state it, we focus on the permutation group $S_n$ on $\{1, \ldots, n\}$. For any $x \in \mathcal{X}^n$, we define an invariant subgroup $S_x \subset S_n$, where $S_n$ is the permutation group with degree $n$:
\[
S_x := \{ g \in S_n | g(x) = x \}.
\]
Then, we have the following proposition, which takes a central role to reduce our evaluation of the decoding error probability of this deterministic encoder given by Proposition 1 to the evaluation of the decoding error probability under the random coding [7, Section 4], [9, Chapter 6], [7, Section IV].
Proposition 2 ([8, Eq.(31)]). Assume that \( x \in \hat{\mathcal{M}}_n \). Any element \( x' (\neq x) \in T^n_{\hat{\mathcal{M}}_n} (\mathcal{X}) \) satisfy 
\[
\sum_{g \in S_{x, x}} \frac{1}{|S_{x, x}|} P_{\text{Unif}, \hat{\mathcal{M}}_n} \circ g (x') \leq P^n (x') e^{n^{3/4}}.
\] (125)

B. Superposition code

This subsection extends the contents of the previous subsection to the setting for superposition codes. Körner and Sgarro [19, Lemma] extended the packing lemma by Csiszár and Körner[4] to the case with superposition code. In the same way as Proposition 1, Lemma 1 of [19] can be rewritten as follows when \( \hat{\mathcal{V}} \) is the identical conditional type.

Proposition 3. For two positive numbers \( R_U, R_V > 0 \), there exists a sufficiently large integer \( N \) satisfying the following. For any integer \( n \geq N \) and any types \( P_{UX} \in T_n (U \times \mathcal{X}) \) satisfying \( R_U < H (P_{U}) \) and \( R_B < H (V | U) P_{UX} \), we define \( M_{U, n} := e^{nR_U - n^{3/4}} \) and \( M_{X, n} := e^{nR_X - n^{3/4}} \). There exist a subset \( \hat{\mathcal{M}}_{U, n} \) with \( M_{U, n} \) distinct elements and a subset \( \hat{\mathcal{M}}_{X, n, j} \) with \( M_{X, n} \) distinct elements for \( j = 1, \ldots, M_{U, n} \) as
\[
\hat{\mathcal{M}}_{U, n} := \{ u (1), \ldots, u (M_{U, n}) \} \subset T^n_{P_U} (U)
\]

\[
\hat{\mathcal{M}}_{X, n, j} := \{ x (j, 1), \ldots, x (j, M_{X, n}) \}
\]
such that \( (u (j), x (j, k)) \in T^n_{P_{UX}} (U \times \mathcal{X}) \) and the inequalities
\[
|TV (u (j), x (j, k)) \cap \left( \bigcup_{j' \neq j} \{ u (j') \} \times \hat{\mathcal{M}}_{X, n, j'} \right)|
\]
\[
\leq |TV (u (j), x (j, k))| e^{n(H (P_{UX}) - R_A - R_B)}
\] (126)

\[
|TV_X (u (j), x (j, k)) \cap \{ x (j, k) \} |
\]
\[
\leq |TV_X (u (j), x (j, k))| e^{n(H (X | U) P_{UX} - R_V)}
\] (127)

\[
|TV_U (u (j)) \cap \{ u (j) \} |
\]
\[
\leq |TV_U (u (j), x (j, k))| e^{n(H (P_{U}) - R_U)}
\] (128)

hold for any \( j \in \{ 1, \ldots, M_{U, n} \} \), \( k \in \{ 1, \ldots, M_{X, n} \} \), and any conditional types \( V \in V ((u (j), x (j, k)), U \times \mathcal{X}), V_X \in V ((u (j), x (j, k)), \mathcal{X}) \), and \( V_U \in V (u (j), U) \). \( \square \)

Our universal encoder for classical-quantum superposition code is given by the above construction, and has a decoding error probability essentially equivalent to the average performance of random coding. To derive Proposition 3 we choose \( \delta = n^{-2} \) in [19, Lemma 1]. Eq. (126) of Proposition 3 follows from Eq. (1) of [19, Lemma 1] with substituting \( U \times \mathcal{X} \) and the identical conditional type into \( \mathcal{Y} \) and \( \hat{\mathcal{V}} \), respectively. Eq. (127) of Proposition 3 follows from Eq. (3) of [19, Lemma 1] with substituting \( \mathcal{X} \) and \( \hat{\mathcal{V}} \) into \( \mathcal{Z} \) and \( \hat{\mathcal{V}} \), respectively. Eq. (128) of Proposition 3 follows from Eq. (2) of [19, Lemma 1] with substituting \( U \) and \( \hat{\mathcal{V}} \) into \( \mathcal{Y} \) and \( \hat{\mathcal{V}} \), respectively.

As a generalization of Proposition 2 we have the following lemma for the set \( \mathcal{M}_{UX, n} := \bigcup_j (\{ u (j) \} \times \hat{\mathcal{M}}_{X, n, j}) \), which will be used for our evaluation of the decoding error probability of our universal c-q superposition code.

Lemma 3. Assume that \( (u, x) \in \hat{\mathcal{M}}_{UX, n} \). Any element \( (u', x') \in T^n_{P_{UX}} (U \times \mathcal{X}) \) with \( u \neq u' \) satisfies
\[
\sum_{g \in S_{u, u'}} \frac{1}{|S_{u, u'}|} P_{\text{Unif}, \mathcal{M}_{UX, n}} \circ g (u', x') \leq P^n_{UX} (u', x') e^{n^{3/4}}.
\] (129)

Any element \( (u, x') \in T^n_{P_{UX}} (U \times \mathcal{X}) \) with \( x \neq x' \) satisfies
\[
\sum_{g \in S_{u, u'}} \frac{M_{U, n}}{|S_{u, u'}|} P_{\text{Unif}, \mathcal{M}_{UX, n}} \circ g (u, x') \leq P^n_{X | U} (x' | u) e^{n^{3/4}}.
\] (130)
Proof: First, we show (129). We choose a conditional type \( V \in V(\langle u, x \rangle, U \times X) \) such that \( V \) is non-identical, i.e., \( V(u, x|u', x') \neq \delta_{(u,u')}(u', x') \) and \( (u', x') \in T_V(u, x) \). Since any element of the group \( S_{u,x} \) does not change the set \( T_V(u, x) \), we have

\[
\sum_{(u', x') \in T_V(u, x)} \sum_{g \in S_{u,x}} \frac{1}{|S_{u,x}|} P_{\text{Unif}, \hat{M}_{U,X,n}} \circ g(u', x')
\]

\[
= \sum_{(u', x') \in T_V(u, x)} P_{\text{Unif}, \hat{M}_{U,X,n}}(u', x') = |T_V(u, x) \cap \hat{M}_{U,X,n}| \cdot \frac{1}{M_{U,n}M_{X,n}}.
\]

Using this relation, we have \( \sum_{g \in S_{u,x}} \frac{1}{|S_{u,x}|} P_{\text{Unif}, \hat{M}_{U,X,n}} \circ g(u', x') = \frac{|T_V(u, x) \cap \hat{M}_{U,X,n}|}{|T_V(u, x)|} \cdot \frac{1}{M_{U,n}M_{X,n}} \) because the probability \( \sum_{g \in S_{u,x}} \frac{1}{|S_{u,x}|} P_{\text{Unif}, \hat{M}_{U,X,n}} \circ g(u', x'') \) does not depend on the element \( (u'', x'') \) when \( (u'', x'') \in T_V(u, x) \subset T_{P_{U,X}} \). Therefore,

\[
\sum_{g \in S_{u,x}} \frac{1}{|S_{u,x}|} P_{\text{Unif}, \hat{M}_{U,X,n}} \circ g(u', x') = \frac{|T_V(u, x) \cap \hat{M}_{U,X,n}|}{|T_V(u, x)|} \cdot \frac{1}{M_{U,n}M_{X,n}}
\]

\[
= \frac{|T_V(u, x) \cap \hat{M}_{U,X,n} \setminus \{u, x\}|}{|T_V(u, x)|} \cdot \frac{1}{M_{U,n}M_{X,n}}
\]

\[
\leq e^{-nH(P_{U,X})-R_U-R_X} \cdot \frac{e^{nH(X|U)}e^{3/4}}{M_{U,n}M_{X,n}} = P_{U,X}(u, x) e^{3/4},
\]

where each step can be shown as follows. Step (a) holds because of \( x \notin T_V(u, x) \). Step (b) follows from (126). Hence, we obtain (129).

Next, we show (130). Assume that \( u = u(j) \). We choose a conditional type \( V \in V(\langle u, x \rangle, X) \) such that \( x \notin T_V(u, x) \) and \( x' \in T_V(u, x) \). Since any element of the group \( S_{u,x} \) does not change the set \( T_V(u, x) \), we have

\[
\sum_{u'' \in T_V(u, x)} \sum_{g \in S_{u,x}} \frac{1}{|S_{u,x}|} P_{\text{Unif}, \hat{M}_{U,X,n}} \circ g(u', x'')
\]

\[
= \sum_{u'' \in T_V(u, x)} P_{\text{Unif}, \hat{M}_{U,X,n}}(u', x'') = |T_V(u, x) \cap \hat{M}_{X,n,j}| \cdot \frac{1}{M_{U,n}M_{X,n}}.
\]

Using this relation, we have \( \sum_{g \in S_{u,x}} \frac{1}{|S_{u,x}|} P_{\text{Unif}, \hat{M}_{U,X,n}} \circ g(u', x'') \) because the probability \( \sum_{g \in S_{u,x}} \frac{1}{|S_{u,x}|} P_{\text{Unif}, \hat{M}_{U,X,n}} \circ g(u', x'') \) does not depend on the element \( x'' \) when \( x'' \in T_V(u, x) \subset T_{P_X} \). Therefore,

\[
\sum_{g \in S_{u,x}} \frac{1}{|S_{u,x}|} P_{\text{Unif}, \hat{M}_{U,X,n}} \circ g(u', x') = \frac{|T_V(u, x) \cap \hat{M}_{X,n,j}|}{|T_V(u, x)|} \cdot \frac{1}{M_{U,n}M_{X,n}}
\]

\[
= \frac{|T_V(u, x) \cap \hat{M}_{X,n,j} \setminus \{x\}|}{|T_V(u, x)|} \cdot \frac{1}{M_{U,n}M_{X,n}}
\]

\[
\leq e^{-nH(X|U)P_{U,X}} \cdot \frac{e^{-nH(X|U)P_{U,X}}e^{3/4}}{M_{U,n}M_{X,n}} = P^n_{X|U}(x|u) e^{3/4},
\]

where each step can be shown as follows. Step (a) holds because of \( x \notin T_V(u, x) \). Step (b) follows from (127). Hence, we obtain (130).
C. MAC code

The aim of this subsection is an extension of the results in [7, Section IV] to the setting for MAC codes. Liu and Hughes [26, Lemma 1] extended the packing lemma by Csiszárr and Körner[4] to the case with two terminals A and B. In the same way as Proposition 1, Lemma 1 of [26] can be rewritten as follows when $\hat{V}$ is the identical conditional type and $U$ is $T$.

**Proposition 4.** For two positive numbers $R_A, R_B > 0$, there exists a sufficiently large integer $N$ satisfying the following. We chose an integer $n \geq N$, a joint type $P_{A,T-B} \in T_n(A \times B \times T)$ satisfying the Markov condition $A - T - B$, $R_A < H(A|T)_{PA-T-B}$ and $R_B < H(B|T)_{PA-T-B}$, and $u \in T^n_{P_{A,T}}(T)$, there exist $M_{A,n} := e^{nR_A-n^{3/4}}$ distinct elements in $\mathcal{A}^n$ and $M_{B,n} := e^{nR_B-n^{3/4}}$ distinct elements in $\mathcal{B}^n$ as

\[
\hat{M}_{A,n} := \{ a(1), \ldots, a(M_{A,n}) \} \subset T^n_{P_{A,T}}(A|t)
\]

\[
\hat{M}_{B,n} := \{ b(1), \ldots, b(M_{B,n}) \} \subset T^n_{P_{B,T}}(B|t)
\]

such that the inequalities

\[
|T_{V}(a, b, t) \cap (\hat{M}_{A,n} \setminus \{a\}) \times (\hat{M}_{B,n} \setminus \{b\})| \\
\leq |T_{V}(a, b, t)| e^{-n(H(AB|T)_{PA-T-B} - R_A - R_B)} \quad (133)
\]

\[
|T_{V_B}(a, b, t) \cap (\hat{M}_{B,n} \setminus \{b\})| \\
\leq |T_{V_B}(a, b, t)| e^{-n(H(B|T)_{PA-T-B} - R_B)} \quad (134)
\]

\[
|T_{V_A}(a, b, t) \cap (\hat{M}_{A,n} \setminus \{a\})| \\
\leq |T_{V_A}(a, b, t)| e^{-n(H(A|T)_{PA-T-B} - R_A)} \quad (135)
\]

hold for any elements $a \in \hat{M}_{A,n} \subset T^n_{P_{A,T}}(A|t)$, $b \in \hat{M}_{B,n} \subset T^n_{P_{B,T}}(B|t)$ and any conditional types $V \in V((a, b, t), A \times B)$, $V_B \in V((a, b, t), B)$, and $V_A \in V((a, b, t), A)$.

Our universal encoder classical-quantum MAC code is given by the above construction, and has a decoding error probability essentially equivalent to the average performance of random coding. Proposition 4 is a special case of [26, Lemma 1] by setting $\delta, U \times Y, \mathcal{Z}$ and $Y$ to be $n^{-\frac{1}{4}}$, $T$, $A$, $B$, and $A \times B$, respectively. Eq. (133) of Proposition 4 follows from Eqs. (11) of [26, Lemma 1] with substituting the identical conditional type into $\hat{V}$. To consider Eq. (134) of Proposition 4 we choose $a_0 \in A$, and denote the identical conditional type in $V((a, b, t), B)$ by $\hat{V}$. Eq. (134) of Proposition 4 follows from Eq. (10) of [26, Lemma 1] by setting $\hat{V}$ to be $\hat{V}_B \times a_0$ and $\hat{V}_B \times a_4$, respectively. Eq. (135) of Proposition 4 follows from Eq. (9) of [26, Lemma 1].

As another generalization of Proposition 2, we have the following lemma for $\hat{M}_{AB,n} := \hat{M}_{A,n} \times \hat{M}_{B,n}$, which will be used for our evaluation of the decoding error probability of our universal c-q MAC code.

**Lemma 4.** Assume that $a \in \hat{M}_{A,n}$ and $b \in \hat{M}_{B,n}$. Any element $(a', b') \in T^n_{P_{ABU}}(A \times B|t)$ with $a \neq a'$ and $b \neq b'$ satisfies

\[
\sum_{g \in S_{a,b}} \frac{1}{|S_{a,b}|} P_{Unif,\hat{M}_{AB,n}} \circ g(a', b') \leq P^n_{AB|T}(a', b'|t) e^{2n^{3/4}}. \quad (136)
\]

Any element $(a, b') \in T^n_{P_{AB|T}}(A \times B|t)$ with $b \neq b'$ satisfies

\[
\sum_{g \in S_{a,b}} \frac{|M_{A,n}|}{|S_{a,b}|} P_{Unif,\hat{M}_{AB,n}} \circ g(a, b') \leq P^n_{B|T}(b'|t) e^{n^{3/4}}. \quad (137)
\]

Any element $(a', b) \in T^n_{P_{AB|T}}(A \times B|t)$ with $a \neq a'$ satisfies

\[
\sum_{g \in S_{a,b}} \frac{|M_{B,n}|}{|S_{a,b}|} P_{Unif,\hat{M}_{AB,n}} \circ g(a', b) \leq P^n_{A|T}(a'|t) e^{n^{3/4}}. \quad (138)
\]
Proof: We can show (136) in the same way as (129) by replacing the role of (126) by the role of (133). Also, we can show (137) in the same way as (130) by replacing the role of (127) by the role of (134) because $P_{B|A}(b|t) = P_{B}^n(b|t)$. Eq. (138) follows from (135) in the same way as (138).

VIII. Universal superposition coding

This section shows Theorem 2 by constructing our universal superposition code.

A. Universal encoder

First, we construct our universal encoder by using Proposition 3. We choose a sufficiently large integer $N$ to satisfy the conditions in Proposition 3. Assume that $n \geq N$. We choose $M := e^{nR_A - n^3/4}$ and $M_B := e^{nR_B - n^3/4}$.

A joint distribution $P_{UX} \in T_n(U \times X)$, applying Proposition 3, a map $\phi_{A,n}$ from $\{1, \ldots, M_A, n\}$ to $U^n$ and a map $\phi_{B,n}$ from $\{1, \ldots, M_A, n\} \times \{1, \ldots, M_B, n\}$ to $X^n$ to satisfy the condition in Proposition 3 with the joint distribution $P_{UX}$.

B. Universal decoder

Next, we construct our universal decoders for both receivers.

1) Receiver $Y$: Our decoder is constructed by using the idea given in [7] Chapter 7. The quantum system $\mathcal{H}_Y^\otimes n$ is decomposed as

$$\mathcal{H}_Y^\otimes n = \bigoplus_{n \in \mathcal{Y}_n} \mathcal{W}_n, \quad \mathcal{W}_n := \mathcal{U}_n \otimes \mathcal{X}_n.$$  \hspace{1cm} (139)

Define the state

$$\rho_{\text{Univ},n} := \sum_{n \in \mathcal{Y}_n} \frac{1}{|Y_n|} \rho_n,$$  \hspace{1cm} (140)

where $\rho_n$ is the completely mixed state on $\mathcal{W}_n$. Then, we have [9, Theorem 6.1]

$$\rho_{\text{Univ},n} \leq (n + 1)^{\frac{(d_Y + 2)(d_Y - 1)}{2}} \rho_{\text{Univ},n}.$$  \hspace{1cm} (142)

For simplicity, we consider the case when $x' = (1, \ldots, 1, 2, \ldots, 2, \ldots, d_X, \ldots, d_X)$. In this case, we define $\rho_{x'} := \rho_{\text{Univ},m_1} \otimes \rho_{\text{Univ},m_2} \otimes \cdots \otimes \rho_{\text{Univ},m_{d_X}}$. For a general element $x \in \mathcal{X}^n$, we define $\rho_x$ as the permutation of $\rho_{x'}$ with the above special element $x'$ satisfying $T_Y(x) = T_Y(x')$. Hence, from (142), we have [9, (6.84)]

$$W_x^{(n)} \leq (n + 1)^{\frac{d_X(d_Y + 2)(d_Y - 1)}{2}} \rho_x.$$  \hspace{1cm} (143)

In the same way, for $u$, we define $\rho_u$. As shown in [9, (6.40)], the commutativity $[\rho_{\text{Univ},m_1} \otimes \rho_{\text{Univ},m_2}, \rho_{\text{Univ},m_1 + m_2}] = 0$ holds. Hence, $\rho_{\phi_B,j,k}$, $\rho_{\phi_A,j}$, and $\rho_{\text{Univ},n}$ are commutative each other.

Using two positive numbers $r_A$ and $r_B$, we define the projections $\Pi_{j,k}^{(1)}$, $\Pi_{j,k}^{(2)}$, $\Pi_{j,k}^{(3)}$, and $\Pi_{j,k}$;

$$\Pi_{j,k}^{(1)} := \{\rho_{\phi_B,j,k} \geq C_{n}^{(1)} \rho_{\phi_A,j} \}$$  \hspace{1cm} (144)

$$\Pi_{j,k}^{(2)} := \{\rho_{\phi_A,j} \geq C_{n}^{(2)} \rho_{\text{Univ},n} \}$$  \hspace{1cm} (145)

$$\Pi_{j,k}^{(3)} := \{\rho_{\phi_B,j,k} \geq C_{n}^{(1)} C_{n}^{(2)} \rho_{\text{Univ},n} \} \geq \Pi_{j,k} := \Pi_{j,k}^{(1)} \Pi_{j,k}^{(2)}.$$

where $C_{n}^{(1)} := e^{n(R_B+r_B)}$, $C_{n}^{(2)} := e^{n(R_A+r_A)}$. These projections are commutative each other because $\rho_{\phi_B,j,k}$, $\rho_{\phi_A,j}$, and $\rho_{\text{Univ},n}$ are commutative each other. Finally, we define the decoder of Receiver $Y$ as

$$D(j,k) := \left( \sum_{j',k'} \Pi(j',k') \right)^{-1/2} \Pi(j,k) \left( \sum_{j',k'} \Pi(j',k') \right)^{-1/2}. $$  \hspace{1cm} (147)
2) **Receiver Z**: On the quantum system $\mathcal{H}_Z^{\otimes n}$, we define $\rho_{Z_{\text{Univ}},n}$ and $\rho_{Z_{u}}$ based on the same decomposition as (139) in the same was as Subsubsection VIII-B1. We define the projection $\Pi_{j}^{Z}$ as

$$\Pi_{j}^{Z} := \{ \rho_{\phi_{A,n}(j)}^{Z} \geq C_{n}^{(2)} \rho_{Z_{\text{Univ}},n} \}.$$  

The decoder of Receiver Z is given as

$$D_{j}^{Z} := \left( \sum_{j'} \Pi_{j'}^{Z} \right)^{-1/2} \Pi_{j}^{Z} \left( \sum_{j'} \Pi_{j'}^{Z} \right)^{-1/2}.$$  

(C. **Error evaluation**

Finally, we evaluate the decoding error probabilities for both receivers by deriving our lower bounds of their exponential decreasing rates (exponents).

1) **Receiver Y**: Before starting the evaluation of the decoding error probability of Receiver Y, we prepare several notations. We simplify the average state $\sum_{x} P_{X}(x) W_{x}$ as $W_{P_{X}}$. Then, similar to $W_{P_{X}}$, we define $W_{P_{X}}^{(n)}$ for any distribution $P_{X^n}$ on $X^n$. Also, the dimension of the quantum system $\mathcal{H}_Y$ is denoted by $d_Y$. These notations are applied to the other system $\mathcal{H}_Z$.

We evaluate the decoding error probability of Receiver Y as

$$\text{Tr} W_{\phi_{B,n}(j,k)}^{(n)} (I - D(j,k)) \overset{(a)}{\leq} 2 \text{Tr} W_{\phi_{B,n}(j,k)}^{(n)} (I - \Pi_{j}^{(1)}) + 4 \text{Tr} W_{\phi_{B,n}(j,k)}^{(n)} \left( \sum_{(j',k') \neq (j,k)} \Pi_{j'}^{(2)} \right)$$

$$\leq 2 \text{Tr} W_{\phi_{B,n}(j,k)}^{(n)} (I - \Pi_{j}^{(1)}) + 2 \text{Tr} W_{\phi_{B,n}(j,k)}^{(n)} (I - \Pi_{j}^{(2)}) + 4 \text{Tr} W_{\phi_{B,n}(j,k)}^{(n)} \left( \sum_{k' \neq k} \Pi_{j}^{(2)} \right) + 4 \text{Tr} W_{\phi_{B,n}(j,k)}^{(n)} \left( \sum_{k' \neq k} \Pi_{j}^{(3)} \right),$$

where Step (a) follows from [42, Lemma 2]. Although the term $\text{Tr} W_{\phi_{B,n}(j,k)}^{(n)} (I - \Pi_{j}^{(3)})$ does not appear, we evaluate it as the first step for the reparation for the evaluation of $\text{Tr} W_{\phi_{B,n}(j,k)}^{(n)} (I - \Pi_{j}^{(1)})$. For any
$t \in (0,1)$, we have

\[
\begin{align*}
\text{(a)} & \quad \text{Tr} W^{(n)}_{\phi_{B,n}(j,k)} (I - \Pi^{(3)}_{j,k}) \\
& \leq (n + 1) \frac{\text{sdX} (dy^2)(dy - 1)}{2} (C_n^{(1)} C_n^{(2)})^s \text{Tr}(W^{(n)}_{\phi_{B,n}(j,k)})^{1-s} \rho_{\text{Univ},n}^s \\
\text{(b)} & \quad (n + 1) \frac{\text{sdX} (dy + 2)(dy - 1)}{2} (C_n^{(1)} C_n^{(2)})^s \frac{1}{|TP_X|} \sum_{x \in TP_X} \text{Tr}(W^{(n)}_x)^{1-s} \rho_{\text{Univ},n}^s \\
& \leq (n + 1) \frac{\text{sdX} (dy + 2)(dy - 1)}{2} (1 + n) dX (C_n^{(1)} C_n^{(2)})^s \max_{\sigma_n} \text{Tr} \left( \sum_{x \in X_n} P_X(x) W_x^{1-s} \right) \sigma_n^s \\
& \quad + dX e^{ns(R_A + r_A + R_B + r_B - I_{1-s}(X;Y))}, \\
\end{align*}
\]

where each step can be shown as follows. Step (a) follows from the combination of (143) and the condition in $\Pi^{(3)}_{j,k}$. Step (b) holds because $\text{Tr}(W^{(n)}_x)^{1-s} \rho_{\text{Univ},n}^s$ has the same value for any $x \in TP_X$ and $\phi_{B,n}(j,k) \in TP_X$. Step (c) follows from (121). Step (d) follows from Eq.(6.92) of [9] or Eq.(20) of [7], i.e., the Hölder inequality.

Using any $s \in (0,1)$, $n_u := n(\phi_{A,n(j)}, u)$, and $N_u := N(\phi_{A,n(j)}, u)$ for $u \in U$, we evaluate the first term of (150) as

\[
\begin{align*}
\text{(a)} & \quad \text{Tr} W^{(n)}_{\phi_{B,n}(j,k)} (I - \Pi^{(1)}_{j,k}) \\
& \leq (n + 1) \frac{\text{sdX} (dy^2)(dy - 1)}{2} (C_n^{(1)} C_n^{(2)})^s \text{Tr}(W^{(n)}_{\phi_{B,n}(j,k)})^{1-s} (\rho_{\phi_{A,n}(j)})^s \\
& \quad + dX dU (C_n^{(1)} C_n^{(2)})^s \prod_{u \in U} \text{Tr}(W^{(n_u)}_{\phi_{B,n}(j,k)} N_u(x,y))^{1-s} (\rho_{\text{Univ},n_u})^s \\
& \leq (n + 1) \frac{\text{sdX} (dy^2)(dy - 1)}{2} + dX dU (C_n^{(1)} C_n^{(2)})^s \prod_{u \in U} \text{Tr} \left( \sum_{x \in X_n} P_{X|U=u}(x) W_x^{1-s} \right) \frac{1}{1-s} \\
& \quad + dX dU e^{ns(R_B + r_B - I_{1-s}(X;Y|U))}, \\
\end{align*}
\]

where each step can be shown as follows. Step (a) follows from the combination of (143) and the condition in $\Pi^{(1)}_{j,k}$. Step (b) follows from the application of (151) to the case with $n = n_u$ for each $u$. Step (c) follows from the following inequality: Due to the concavity of $\log(x)$, any positive numbers $a_u$ and $n_u$ satisfy

\[
\prod_{u \in U} a_u^{n_u} \leq \left( \sum_{u \in U} \frac{n_u}{n} a_u \right)^n, 
\]

because $n = \sum_{u \in U} n_u$. 

\[
\tag{153}
\]
Using any $s \in (0, 1)$, we evaluate the second term of (150) as

$$
\text{Tr } W_{\phi_B,n(j,k)}^{(n)} (I - \Pi_j^{(2)})
$$

\[ (a) \sum_{g \in S_{\phi_A,n(j)}} \frac{1}{|S_{\phi_A,n(j)}|} \text{Tr } W_{g(\phi_B,n(j,k))}^{(n)} (I - \Pi_j^{(2)}) \]

\[ = \sum_{x} P_{\text{Unif},T_{P_X|U}}(x|\phi_A,n(j)) \text{Tr } W_{x}^{(n)} (I - \Pi_j^{(2)}) \]

\[ \leq |T_n(\mathcal{X})| \sum_{x} P_{X,U}^{(n)}(x|\phi_A,n(j)) \text{Tr } W_{x}^{(n)} (I - \Pi_j^{(2)}) \]

\[ = |T_n(\mathcal{X})| \text{Tr } \left( \bigotimes_{i=1}^{n} W_{P_{X|U}=\phi_A,n(j)}^{(n)} (I - \Pi_j^{(2)}) \right) \]

\[ \leq |T_n(\mathcal{X})|(n + 1) \frac{sd_{\ell}(d_{Y}+2)(d_{Y}-1)}{2} \frac{d_{U}(C_n^{(2)})}{2} s \text{Tr } \left( \sum_{u \in \mathcal{U}} P_{U}^{1-s} W_{P_{X|U}=u}^{(n)} \right) \]

\[ = |T_n(\mathcal{X})|(n + 1) \frac{sd_{\ell}(d_{Y}+2)(d_{Y}-1)}{2} \frac{d_{U}(C_n^{(2)})}{2} e^{n(s(R_A+r_A-sI_{1-s}(U;Y))} \]

(154)

where each step can be shown as follows. Step (a) holds because the projection $(I - \Pi_j^{(2)})$ is invariant with respect to $S_{\phi_A,n(j)}$. Step (b) follows from (121). Step (c) can be shown in the same way as (151).

The third term of (150) is evaluated as

$$
\frac{1}{M_{A,n}M_{B,n}} \sum_{j,k} \text{Tr } W_{\phi_B,n(j,k)}^{(n)} \left( \sum_{j' \neq j} \Pi_j^{(3)}(j',k') \right) = \frac{1}{M_{A,n}M_{B,n}} \sum_{j,k} \text{Tr } \left( \sum_{j' \neq j} W_{\phi_B,n(j,k)}^{(n)} \Pi_j^{(3)}(j',k') \right)
$$

\[ = \sum_{j',k'} \text{Tr } \left( \sum_{u \neq \phi_A,n(j')} \sum_{x} P_{\text{Unif},\mathcal{X}_{U,n}(u,x)W_{x}^{(n)}} \Pi_j^{(3)}(j',k') \right) \]

\[ \leq e^{2n^{3/4}} \sum_{j',k'} \text{Tr } \left( \sum_{u \neq \phi_A,n(j')} \sum_{x} P_{U}^{(n)}(u,x)W_{x}^{(n)} \Pi_j^{(3)}(j',k') \right) \]

\[ \leq e^{2n^{3/4}} \sum_{j',k'} \text{Tr } \left( \sum_{u \neq \phi_A,n(j')} W_{x}^{(n)} \Pi_j^{(3)}(j',k') \right) \]

\[ = 2e^{2n^{3/4}} \sum_{j',k'} \text{Tr } W_{P_{X}}^{(n)} \Pi_j^{(3)}(j',k') \]

\[ \leq e^{2n^{3/4}} \sum_{j',k'} \text{Tr } (n + 1) \frac{(d_{Y}+2)(d_{Y}-1)}{2} e^{n(s(R_A+r_A-sI_{1-s}(U;Y)))} \]

\[ = (n + 1) \frac{(d_{Y}+2)(d_{Y}-1)}{2} e^{n(r_A+r_B)} \]

(155)

where each step can be shown as follows. Step (a) holds because the projection $\Pi_j^{(3)}(j',k')$ is invariant with respect to $S_{\phi_A,n(j'),\phi_B,n(j',k')}$. Step (b) follows from (129). Step (c) follows from the combination of (142) and the condition in $\Pi_j^{(3)}_{j',k'}$. 
The fourth term of (150) is evaluated as

\[
\frac{1}{M_{A,n}M_{B,n}} \sum_{j,k} \text{Tr} W^{(n)}_{\phi_{B,n}(j,k)} \left( \sum_{k' \neq k} \Pi^{(1)}(j, k') \right)
\]

= \frac{1}{M_{A,n}M_{B,n}} \sum_{k', j} \text{Tr} \left( \sum_{k \neq k'} W^{(n)}_{\phi_{B,n}(j,k)} \Pi^{(1)}(j, k') \right)

= \sum_{k', j} \text{Tr} \left( \sum_{x \neq \phi_{B,n}(k')} P_{\text{Unif},\mathcal{M}_{UX,n}}(\phi_{A,n}(j'), x) W^{(n)}_{x} \right) \Pi^{(1)}(j, k')

\leq (a) \frac{1}{M_{A,n}} \sum_{j,k'} \text{Tr} \left( \sum_{x \neq \phi_{B,n}(k')} M_{A,n} \left[ S_{\phi_{A,n}(j), \phi_{B,n}(j,k')} \right] \sum_{x \neq \phi_{B,n}(k')} P_{\text{Unif},\mathcal{M}_{UX,n}} \circ g(\phi_{A,n}(j), x) W^{(n)}_{x} \right) \Pi^{(1)}(j, k')

\leq (b) \frac{e^{n^{3/4}}}{M_{A,n}} \sum_{k', j} \text{Tr} \left( \sum_{x \neq \phi_{B,n}(k')} P_{X|\mathcal{U}}(x | \phi_{A,n}(j)) W^{(n)}_{x} \right) \Pi^{(1)}(j, k')

\leq (c) \frac{e^{n^{3/4}}}{M_{A,n}} \sum_{k', j} \text{Tr} \left( \bigotimes_{i=1}^{n} W_{P_{X|\mathcal{U}}(x_{i} | \phi_{A,n}(j))} \right) \Pi^{(1)}(j, k')

\leq (d) \frac{e^{n^{3/4}}}{M_{A,n}} \sum_{k', j} \left( n + 1 \right) \frac{d_{U}(d_{Y}+2)(d_{Y}-1)}{2} \rho_{\phi_{A,n}(j), n} \Pi^{(1)}(j, k')

\leq (e) \frac{e^{n^{3/4}}}{M_{A,n}} \sum_{k', j} \left( n + 1 \right) \frac{d_{U}(d_{Y}+2)(d_{Y}-1)}{2} \left( C_{n}^{(1)} \right)^{-1} \Pi^{(1)}(j, k')

= e^{n^{3/4}}(n + 1) \frac{d_{U}(d_{Y}+2)(d_{Y}-1)}{2} e^{-nr_{B}},

(156)

where each step can be shown as follows. Step (a) holds because the projection \( \Pi^{(1)}(j, k') \) is invariant with respect to \( S_{\phi_{A,n}(j), \phi_{B,n}(j,k')} \). Step (b) follows from (130). Step (c) follows from (143) by replacing \( d_{X} \) by \( d_{U} \). Step (d) follows from the condition in \( \Pi_{X,k,k'}^{(1)} \).

Hence, since we can choose \( t \) freely in (152) and (154), the combination of (150), (152), (154), (155), and (156) shows the following lower bound of the exponent of the decoding error probability of Receiver Y:

\[
\min \left( \max_{s} s(I_{1-s}(U; Y) - R_{A} - r_{A}), \max_{s} s(I_{1-s}(X; Y|U) - R_{B} - r_{B}), r_{A}, r_{A} + r_{B} \right)
\]

\[
\geq \min \left( \max_{s} s(I_{1-s}(U; Y) - R_{A} - r_{A}), \max_{s} s(I_{1-s}(X; Y|U) - R_{B} - r_{B}), r_{A}, r_{B} \right)
\]

\[
= \min \left( \min_{s} \max_{s} s(I_{1-s}(U; Y) - R_{A} - r_{A}), \min_{s} \max_{s} s(I_{1-s}(X; Y|U) - R_{B} - r_{B}), r_{B} \right).
\]

(157)

Thus, we obtain Eq. (111) as a lower bound of the exponent of Receiver Y.

2) Receiver Z: We evaluate the decoding error probability of Receiver Z as follows.

\[
\frac{1}{M_{B,n}} \sum_{k} \text{Tr} W^{(n)}_{Z,\phi_{B,n}(j,k)}(I - D^{Z}(j))
\]

\[
\leq \frac{2}{M_{B,n}} \sum_{k} \text{Tr} W^{(n)}_{Z,\phi_{B,n}(j,k)}(I - \Pi^{Z}(j)) + \frac{4}{M_{B,n}} \sum_{k} \text{Tr} W^{(n)}_{Z,\phi_{B,n}(j,k)} \left( \sum_{j' \neq j} \Pi^{Z}(j') \right).
\]

(158)
In the same way as (154), using any \( s \in (0, 1) \), we evaluate the first term of (158) as
\[
\tr W_{Z,\phi_B, n, (j,k)}^{(n)} (I - \Pi_2)
\leq |T_n(\mathcal{X})| (n + 1) \frac{(d_I + d_{Y} + d_{Y} - 1)}{2} + d_U \left(C_n^{(2)}\right) s \left( \tr \left( \sum_{u \in \mathcal{U}} P_U(u) W_{Z, P_X | U = u}^{1-s} \right) \right) n(1-s)
\]
\[
= |T_n(\mathcal{X})| (n + 1) \frac{(d_I + d_{Y} + d_{Y} - 1)}{2} + d_U e^{ns(R_A + r_A - s I_{1-s}(U;Z))}.
\]  \( (159) \)

The second term of (158) is evaluated as
\[
\sum_{j, k} \tr W_{Z,\phi_B, n, (j,k)}^{(n)} \left( \sum_{j' \neq j} \Pi^Z(j') \right)
\]
\[
= \sum_{j'} \tr \left( \sum_{j' \neq j} W_{Z,\phi_B, n, (j,k)}^{(n)} \right) \Pi^Z(j')
\]
\[
= \sum_{j'} \left( \sum_{j' \neq j} \tr W_{Z,\phi_B, n, (j,k)}^{(n)} \right) \Pi^Z(j')
\]
\[
= \sum_{j'} \left( \sum_{j' \neq j} \tr W_{Z,\phi_B, n, (j,k)}^{(n)} \right) \Pi^Z(j')
\]
\[
\leq \sum_{j'} e^{2n^{3/4}} \tr \left( \sum_{x, u \neq \phi_A, n, (j')} P^n_{U|X}(x, u) W_{Z, x}^{(n)} \right) \Pi^Z(j')
\]
\[
\leq \sum_{j'} e^{2n^{3/4}} \tr \left( \sum_{x, u} P^n_{U|X}(x, u) W_{Z, x}^{(n)} \right) \Pi^Z(j')
\]
\[
= \sum_{j'} 2 e^{n^{3/4}} \tr W_{Z, P_X}^{n} \Pi^Z(j')
\]
\[
\leq e^{2n^{3/4}} \left( n + 1 \right) \frac{(d_I + d_{Y} + d_{Y} - 1)}{2} M_{A, n} \left(C_n^{(2)}\right)^{-1}
\]
\[
= e^{n^{3/4}} \left( n + 1 \right) \frac{(d_I + d_{Y} + d_{Y} - 1)}{2} e^{-r_A},
\]  \( (160) \)

where each step can be shown as follows. Step (a) holds because the projection \( \Pi^Z(j') \) is invariant with respect to \( S_{\phi_A, n, (j')} \) and \( S_{\phi_A, n, (j'), \phi_B, n, (j', 1)} \) is a subgroup of \( S_{\phi_A, n, (j')} \). Step (b) follows from (129) of Lemma 3. Step (c) follows from the combination of (142) and the condition in \( \Pi^Z(j') \).

Hence, since we can choose \( t \) freely in (159), from the combination of (158), (159), and (160), we obtain Eq. (12), i.e., a lower bound of the exponent of the decoding error probability of Receiver Y as follows.

\[
\min_s \left( \max_s s(I_{1-s}(U; Z) - R_A - r_A), r_A \right).
\]  \( (161) \)

IX. UNIVERSAL CLASSICAL-QUANTUM MAC CODING WITH JOINT DECODING

In this section, using our technique for universal classical-quantum superposition coding, we construct universal classical-quantum MAC code with joint decoding that achieves the corner points. In this section, we omit the subscript \( P_{A-T-B} \) in the (conditional) mutual information.

A. Universal encoder

To construct our universal encoder, we apply Proposition 4 to a joint distribution \( P_{A-T-B} \in \mathcal{T}_n(A \times B \times \mathcal{T}) \) when \( t \) has the form
\[
\left(1, \ldots, 1, 2, \ldots, 2, \ldots, d_T, \ldots, d_T\right).
\]  \( (162) \)
We choose a sufficiently large \( N \) to satisfy the conditions in Proposition 4. Assume that \( n \geq N \). We choose \( M_{A,n} := e^{nR_A - n^3/4} \) and \( M_{B,n} := e^{nR_B - n^3/4} \). Applying Proposition 4, a map \( \psi_{A,n} \) from \( \{1, \ldots, M_{A,n}\} \) to \( A^n \) and a map \( \psi_{B,n} \) from \( \{1, \ldots, M_{B,n}\} \) to \( B^n \) such that the subsets \( \mathcal{M}_{A,n} := \{\psi_{A,n}(1), \ldots, \psi_{A,n}(M_{A,n})\} \) and \( \mathcal{M}_{B,n} := \{\psi_{B,n}(1), \ldots, \psi_{B,n}(M_{B,n})\} \) satisfy the condition in Proposition 4 with the two distributions \( P_A \) and \( P_B \). To describe the components, we use the notation \( \psi_{A,n}(j) = (\psi_{A,n,1}(j), \ldots, \psi_{A,n,d_T}(j)) \in A^{m_1} \times \cdots \times A^{m_{d_T}} \) and \( \psi_{B,n}(k) = (\psi_{B,n,1}(k), \ldots, \psi_{B,n,d_T}(k)) \in B^{m_1} \times \cdots \times B^{m_{d_T}} \).

**B. Universal decoder**

Our decoder is the same as the decoder of Receiver \( Y \) in the case of superposition coding. Using two positive numbers \( r_A \) and \( r_B \), we define the projections \( \Pi_{j,k}^{(1)}, \Pi_{j,k}^{(2)}, \Pi_{j,k}^{(3)} \), and \( \Pi_{j,k} \):

\[
\Pi_{j,k}^{(1)} := \left\{ \left( \bigotimes_{t \in T} \rho_{\psi_{A,n,t}(j),\psi_{B,n,t}(k)} \right) \geq C_n^{(1)} \left( \bigotimes_{t \in T} \rho_{\psi_{A,n,t}(j)} \right) \right\}
\]

\[
\Pi_{j,k}^{(2)} := \left\{ \left( \bigotimes_{t \in T} \rho_{\psi_{A,n,t}(j)} \right) \geq C_n^{(2)} \left( \bigotimes_{t \in T} \rho_{\text{Univ},m_t} \right) \right\}
\]

\[
\Pi_{j,k}^{(3)} := \left\{ \left( \bigotimes_{t \in T} \rho_{\psi_{A,n,t}(j),\psi_{B,n,t}(k)} \right) \geq C_n^{(1)} C_n^{(2)} \left( \bigotimes_{t \in T} \rho_{\text{Univ},m_t} \right) \right\} \geq \Pi_{j,k} := \Pi_{j,k}^{(1)} \Pi_{j,k}^{(2)},
\]

where \( C_n^{(1)} := e^{n(R_B+R_A)} \), \( C_n^{(2)} := e^{n(R_A+R_A)} \). These projections are commutative with each other because \( \bigotimes_{t \in T} \rho_{\psi_{A,n,t}(j),\psi_{B,n,t}(k)} \), \( \bigotimes_{t \in T} \rho_{\psi_{A,n,t}(j)} \), and \( \bigotimes_{t \in T} \rho_{\text{Univ},m_t} \) are commutative with each other.

Then, the decoder is given as

\[
\overline{D}(j, k) := \left( \sum_{j', k'} \Pi(j', k') \right)^{-1/2} \Pi(j, k) \left( \sum_{j', k'} \Pi(j', k') \right)^{-1/2}.
\]

**C. Error evaluation**

The decoding error probability of our code is evaluated in a quite similar way to Subsubsection VIII-C1. Our decoding error probability is decomposed as

\[
\begin{align*}
&\text{Tr} W_{\psi_{A,n}(j),\psi_{B,n}(k)}^{(n)} (I - \overline{D}(j, k)) \\
&\leq 2 \text{Tr} W_{\psi_{A,n}(j),\psi_{B,n}(k)}^{(n)} (I - \Pi_{j,k}^{(1)}) + 4 \text{Tr} W_{\psi_{A,n}(j),\psi_{B,n}(k)}^{(n)} \left( \sum_{(j', k') \neq (j,k)} \Pi(j', k') \right) \\
&\leq 2 \text{Tr} W_{\psi_{A,n}(j),\psi_{B,n}(k)}^{(n)} (I - \Pi_{j,k}^{(1)}) + 2 \text{Tr} W_{\psi_{A,n}(j),\psi_{B,n}(k)}^{(n)} (I - \Pi_{j,k}^{(2)}) \\
&\quad + 4 \text{Tr} W_{\psi_{A,n}(j),\psi_{B,n}(k)}^{(n)} \left( \sum_{j' \neq j} \Pi(j', k) \right) + 4 \text{Tr} W_{\psi_{A,n}(j),\psi_{B,n}(k)}^{(n)} \left( \sum_{k' \neq k} \Pi(j, k') \right) \\
&\quad + 4 \text{Tr} W_{\psi_{A,n}(j),\psi_{B,n}(k)}^{(n)} \left( \sum_{j' \neq j} \Pi(k, j') \right) \\
&\leq 2 \text{Tr} W_{\psi_{A,n}(j),\psi_{B,n}(k)}^{(n)} (I - \Pi_{j,k}^{(1)}) + 2 \text{Tr} W_{\psi_{A,n}(j),\psi_{B,n}(k)}^{(n)} (I - \Pi_{j,k}^{(2)}) \\
&\quad + 4 \text{Tr} W_{\psi_{A,n}(j),\psi_{B,n}(k)}^{(n)} \left( \sum_{j' \neq j} \Pi^{(3)}(j', k') \right) + 4 \text{Tr} W_{\psi_{A,n}(j),\psi_{B,n}(k)}^{(n)} \left( \sum_{k' \neq k} \Pi^{(1)}(j, k') \right) \\
&\quad + 4 \text{Tr} W_{\psi_{A,n}(j),\psi_{B,n}(k)}^{(n)} \left( \sum_{j' \neq j} \Pi^{(2)}(j') \right),
\end{align*}
\]

where Step (a) follows from [42, Lemma 2].
All the terms in (167) except for the fifth term \(\text{Tr} W_{\psi_{A,n},\psi_{B,n}}^{(n)} (I - \prod_{j,k}^{(1)})\) can be evaluated in the same way as Subsubsection VIII-C1 by replacing the roles of Proposition 3 and Lemma 3 by the roles of Proposition 4 and Lemma 4. In this derivation, Eqs. (136) and (137) in Lemma 4 take the roles of Eqs. (129) and (130) in Lemma 3 as follows.

For simplicity, we evaluate the first term of (167) when \(\mathcal{T}\) is singleton. Using any \(s \in (0, 1)\), \(n_a := n(\phi_{A,n}, \alpha)\), and \(\mathcal{N}_a := \mathcal{N}(\psi_{A,n}, \alpha)\) for \(a \in \mathcal{A}\),

\[
\begin{align}
\text{Tr} W_{\psi_{A,n},\psi_{B,n}}^{(n)} (I - \prod_{j,k}^{(1)}) & \leq (n + 1) \frac{sd_B d\rho(B|Y) d\rho(A|Y)}{2} (C_n^{(1)})^s \text{Tr} (W_{\psi_{A,n},\psi_{B,n}}^{(n)})^{1-s}(\rho_{A,n})^s \\
& = (n + 1) \frac{sd_B d\rho(B|Y) d\rho(A|Y)}{2} (C_n^{(1)})^s \prod_{a \in \mathcal{A}} \text{Tr} (W_{\phi_{B,n}^{(a)}}^{(n_a)})^{1-s}(\rho_{\text{Univ},n_a})^s \\
& \leq (n + 1) \frac{sd_B d\rho(B|Y) d\rho(A|Y) + d_B d_A e_n s(R_B + r_B - I_{1-s}(B;Y|A))}{2},
\end{align}
\]

where each step is shown as follows. Step (a) follows from the combination of (143) and the condition in \(\prod_{j,k}^{(1)}\). Step (b) follows in the same way as (152). When \(\mathcal{T}\) is not singleton, applying (168) to the \(d_T\) blocks, we evaluate the first term of (167):

\[
\begin{align}
\text{Tr} W_{\psi_{A,n},\psi_{B,n}}^{(n)} (I - \prod_{j,k}^{(1)}) & \leq \prod_{t \in \mathcal{T}} (m_t + 1) \frac{sd_B d\rho(B|Y) d\rho(A|Y) + d_B d_A e_m s(R_B + r_B - I_{1-s}(B;Y|A,T=t))}{2} \\
& \leq (n + 1) \frac{d_T sd_B d\rho(B|Y) d\rho(A|Y) + d_B d_A e_n s(R_B + r_B - I_{1-s}(B;Y|A,T))}{2},
\end{align}
\]

where Step (a) follows by applying (168) to \(d_T\) blocks.

Applying the same modification to (154), we evaluate the second term of (167) as

\[
\begin{align}
\text{Tr} W_{\psi_{A,n},\psi_{B,n}}^{(n)} (I - \prod_{j,k}^{(2)}) & \leq |\mathcal{T}_n(\mathcal{X})|(n + 1) \frac{d_T sd_B d\rho(B|Y) d\rho(A|Y) + d_B d_A e_n s(R_A + r_A - sI_{1-s}(A;Y|T))}{2},
\end{align}
\]

Modifying (155) and using the notation \(\hat{M}_{AB,n} := \hat{M}_{A,n} \times \hat{M}_{B,n}\), we evaluate the third term of (150)
where each step can be shown as follows. Step (a) holds because the projection $\Pi^{(3)}(j',k')$ is invariant with respect to $S_{\psi_{A,n}(j),\psi_{B,n}(k)}$. Step (b) follows from (136). Step (c) follows from (143). Step (d) follows from the condition in $\Pi^{(3)}_{j',k'}$. Applying the same modification to (156), we evaluate the fourth term of (167) as

$$\frac{1}{M_{A,n}M_{B,n}} \sum_{j,k} \text{Tr} W_{\psi_{A,n}(j),\psi_{B,n}(k)}^{(n)} \left( \sum_{j' \neq j, k' \neq k} \Pi^{(3)}(j',k') \right) \leq e^{n^{3/4}} (n+1) \frac{d_{U}(d_{Y}+2)(d_{Y}-1)}{2} e^{-n} \leq e^{n^{3/4}} (n+1) \frac{d_{U}(d_{Y}+2)(d_{Y}-1)}{2} M_{A,n}M_{B,n} \left( C_{n}^{(1)} C_{n}^{(2)} \right)^{-1} = e^{n^{3/4}} (n+1) \frac{d_{U}(d_{Y}+2)(d_{Y}-1)}{2} e^{-n} \leq e^{n^{3/4}} (n+1) \frac{d_{U}(d_{Y}+2)(d_{Y}-1)}{2} e^{-n(r_{A}+r_{B})}$$

(171)

where we use (137) instead of (130).
We evaluate the fifth term of (167) as follows.

\[
\sum_{j,k} \text{Tr} \left[ W_{\psi_{A,n}(j), \psi_{B,n}(k)}^{(n)} \left( \sum_{j' \neq j} \Pi^{(2)}_{j'} \right) \right]
\]

\[
= \sum_{j',k} \sum_{j' \neq j'} \text{Tr} \left[ \left( \sum_{a \neq \psi_{A,n}(j')} P_{\text{Unif}, \mathcal{A}_{AB,n} } (a, \psi_{B,n}(k)) \Pi^{(2)}_{(j')} \right) \right]
\]

\[
= \sum_{j',k'} \frac{1}{M_{B,n} - 1} \sum_{k \neq k'} \text{Tr} \left[ \left( \sum_{a \neq \psi_{A,n}(j')} P_{\text{Unif}, \mathcal{A}_{AB,n} } (a, \psi_{B,n}(k)) \Pi^{(2)}_{(j')} \right) \right]
\]

\[
= \sum_{j',k'} \frac{1}{M_{B,n} - 1} \text{Tr} \left[ \left( \sum_{a \neq \psi_{A,n}(j'), b \neq \psi_{B,n}(k')} P_{\text{Unif}, \mathcal{A}_{AB,n} } (a, b) \Pi^{(2)}_{(j')} \right) \right]
\]

\[
\leq \sum_{j',k'} \frac{e^{2n^{3/4}}}{M_{B,n} - 1} \text{Tr} \left[ \left( \sum_{a \neq \psi_{A,n}(j'), b \neq \psi_{B,n}(k')} P_{AB}^{(n)} (a, b | t) \Pi^{(2)}_{(j')} \right) \right]
\]

\[
\leq \sum_{j',k'} \frac{e^{2n^{3/4}}}{M_{B,n} - 1} \text{Tr} \left[ \left( \sum_{a, b} \Pi^{(2)}_{(j')} \right) \right]
\]

\[
= \sum_{j',k'} \frac{e^{2n^{3/4}}}{M_{B,n} - 1} \left( n + 1 \right) \frac{d_f (d_y + 2) (d_y - 1)}{2} \left( \text{Tr} \left[ P_{\text{Unif}, m_t} \Pi^{(2)}_{(j')} \right] \right)
\]

\[
\leq \sum_{j',k'} \frac{e^{2n^{3/4}}}{M_{B,n} - 1} \left( n + 1 \right) \frac{d_f (d_y + 2) (d_y - 1)}{2} \left( C_n^{(2)} \right)^{-1}
\]

\[
= e^{2n^{3/4}} \frac{M_{B,n}}{M_{B,n} - 1} \left( n + 1 \right) \frac{d_f (d_y + 2) (d_y - 1)}{2} e^{-nr_A}, \tag{173}
\]

where each step can be shown as follows. Step \((a)\) follows from the invariance of \(\Pi^{(2)}_{(j')}\) by any action in the group \(S_{\psi_{A,n}(j'), \psi_{B,n}(k')}\). Step \((b)\) follows from (136) of Lemma 4. Step \((c)\) follows from (143). Step \((d)\) follows from the projection \(\Pi^{(2)}_{(j')}\).

Hence, since we can choose \(s\) freely in (169) and (170), from the combination of (167), (169), (170), (171), (172), and (173), we obtain the following lower bond of the exponent of the decoding error probability of Receiver Y:

\[
\min \left( \max_{s} s(I_{1-s}(A; Y) - R_A - r_A), \max_{s} s(I_{1-s}(B; Y | A) - R_B - r_B), r_A, r_A + r_B, r_B \right)
\]

\[
= \min \left( \max_{s} s(I_{1-s}(A; Y) - R_A - r_A), \max_{s} s(I_{1-s}(B; Y | A) - R_B - r_B), r_A, r_B \right)
\]

\[
= \min \left( \min_{s} \max_{s} s(I_{1-s}(A; Y) - R_A - r_A), r_A), \min_{s} \max_{s} s(I_{1-s}(B; Y | A) - R_B - r_B), r_B) \right). \tag{174}
\]
Thus, we obtain Eq. (24).

X. UNIVERSAL CLASSICAL-QUANTUM MAC CODING WITH SEPARATE DECODING

In this section, we construct universal classical-quantum MAC code with separate decoding that achieves the general points.

A. Code construction

The universal encoder is the same as Subsection IX-A. Our decoder with separate decoding is composed of two POMs by using the same notations given in Section IX. Using two positive numbers $r_A$ and $r_B$, we define the projections $\Pi_{j,k}^{(4)}$, $\Pi_{j,k}^{B}$, $\Pi_{j}^{B}$, $\Pi_{j,k}^{A}$, and $\Pi_{j}^{A}$ in addition to $\Pi_{j,k}^{(1)}$ and $\Pi_{j,k}^{(3)}$,

$$
\Pi_{j,k}^{(4)} := \left\{ \bigotimes_{t \in T} \rho_{\psi_A,n,t(j),\psi_B,n,t(k)} \right\} \geq C_n^{(2)} \left\{ \bigotimes_{t \in T} \rho_{\psi_B,n,t(j)} \right\}
$$

(175)

$$
\Pi_{j,k}^{B} := \Pi_{j,k}^{(1)} \Pi_{j,k}^{(3)}, \quad \Pi_{j}^{B} := \sum_j \Pi_{j,k}^{B}
$$

(176)

$$
\Pi_{j,k}^{A} := \Pi_{j,k}^{(4)} \Pi_{j,k}^{(3)}, \quad \Pi_{j}^{A} := \sum_k \Pi_{j,k}^{A}
$$

(177)

The projection $\Pi_{j}^{(3)}$ is commutative with $\Pi_{j,k}^{(1)}$ and $\Pi_{j,k}^{(4)}$. Then, the decoders with separate decoding are given as

$$
\mathcal{D}^{B}(k) := \left( \sum_{k'} \Pi^{B}(k') \right)^{-1/2} \Pi^{B}(k) \left( \sum_{k'} \Pi^{B}(k') \right)^{-1/2}
$$

(178)

$$
\mathcal{D}^{A}(j) := \left( \sum_{j'} \Pi^{A}(j') \right)^{-1/2} \Pi^{A}(j) \left( \sum_{j'} \Pi^{A}(j') \right)^{-1/2}
$$

(179)

Since $\Pi_{j,k}^{(1)}$ is not commutative with $\Pi_{j,k}^{(4)}$ in general, we cannot construct a decoder with joint decoding in this way by using the projections $\Pi_{j}^{(3)}$, $\Pi_{j,k}^{(1)}$ and $\Pi_{j,k}^{(4)}$.

B. Error evaluation

The decoding error probability of our code is evaluated in a quite similar way to Section IX. Since $\epsilon_A(\Psi_{S,n};W^{(n)})$ can be evaluated in the same way, we evaluate only $\epsilon_B(\Psi_{S,n};W^{(n)})$. The decoding error probability for message from $B$ is decomposed as

$$
\text{Tr} W^{(n)}_{\psi_A,n(j),\psi_B,n(k)} (I - \mathcal{D}^{B}(k))
$$

(180)

where Step (a) follows from [42, Lemma 2].
All the terms in (167) except for the second term $\text{Tr} \, W^{(n)}_{\psi_{A,n}(j), \psi_{B,n}(k)} (I - \Xi_{j,k}^{(3)})$ has been evaluated in Section IX. The second term $\text{Tr} \, W^{(n)}_{\psi_{A,n}(j), \psi_{B,n}(k)} (I - \Xi_{j,k}^{(3)})$ is evaluated by using (151). That is, applying the same type of modification as (169) to (151), we have

$$\text{Tr} \, W^{(n)}_{\psi_{A,n}(j), \psi_{B,n}(k)} (I - \Xi_{j,k}^{(3)}) \leq (n + 1) d^{x} (d^{x} + 1 - d^{y} - 1) d^{x} e^{\alpha s (R_{A} + r_{A} + R_{B} + r_{B} - I_{1} - s(AB;Y|T))}.$$  

(181)

Hence, since we can choose $s$ freely in (169) and (181), from the combination of (169), (181), (181), (171), and (172), we obtain the following lower bond of the exponent of the decoding error probability $\epsilon_{B}(\Psi_{S,n}; W^{(n)})$.

$$\min \left( \max_{s} s(I_{1-s}(B;Y|A) - R_{B} - r_{B}), \max_{s} s(I_{1-s}(AB;Y) - R_{A} - R_{B} - r_{A} - r_{B}), r_{A} + r_{B}, r_{B} \right).$$  

(182)

Thus, we obtain Eq. (30).

In the same way, we obtain Eq. (29) by replacing the role of Eq. (137) by Eq. (138).

XI. Conclusions

As the first main result, we have given a c-q universal superposition code by combining the generalized packing lemma by [19] and the modification of universal decoder given from the Schur duality [7]. Applying this code, we have derived the capacity region of c-q compound BCD. As the second main result, we have shown c-q universal MAC code with joint decoding by modifying the above universal code with use of another generalized packing lemma by [26]. This code works well for corner points. As the third main result, we have shown a c-q universal MAC code with separate decoding by constructing another universal decoder in the above universal code. Combining the universal code with separate decoding with Eq. (33), we have shown a single-letterized formula for the capacity region of a c-q compound MAC.

The key point of our method is the combination of the construction of a code with separation decoding and the gentle operator lemma [30], [31], [32]. We can expect application of this kind of combination to various topics of quantum information theory with the multiple user setting.

Further, the encoder of our universal codes does not depend on the output dimension unlike the preceding studies [19], [25], [26]. Hence, similar to the paper [8], there is a possibility that our encoder can be used for universal codes for c-q BCD and c-q MAC even with infinite-dimensional output systems. Such an extension is another future study. In addition, The derivations in examples in Subsection IV-A and IV-B employ several numerical calculations. Hence, their analytical derivations are also future studies.

In addition, one might be interested in the problem whether our method for universal coding can be applied to the case where shared randomness between the senders is allowed in a cq-MAC model. The classical version of the above model was started by Willems [43], where the senders of a (classical) MAC may communicate to build a common randomness or they may share a common randomness for help their cooperation to send messages. This model often is addressed as MAC with conferencing encoders [44] and has been extended to quantum [45]. Since our model is different from the above model, it is another interesting future problem to extend our result to the above setting.
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### APPENDIX A

**ANOTHER UNIVERSAL DECODER FOR SUPERPOSITION CODING**

**A. Decoder construction**

In this appendix, we give another universal decoder only for Receiver $Y$ with the same encoder as Subsection [VIII-A] for superposition coding, which has a different exponent from the exponents of the decoder given in Subsubsection [VIII-B1]. The decoder presented here is similar to that given in Section [X]. As explained later, this decoder has an exponent different from that given in Section [VIII].

We choose $C_n^{(1)} := e^{n(R_B + r_B)}$ and $C_n^{(2)} := e^{n(R_A + r_A)}$. We define the projection $\hat{\Pi}_{j,k} := \hat{\Pi}_{j,k}^{(1)}\hat{\Pi}_{j,k}^{(3)}$. The decoder is given as

$$
\hat{D}(j, k) := \left( \sum_{j', k'} \hat{\Pi}(j', k') \right)^{-1/2} \hat{\Pi}(j, k) \left( \sum_{j', k'} \hat{\Pi}(j', k') \right)^{-1/2}.
$$

(183)

**B. Error evaluation**

We evaluate the decoding error probability of Receiver $Y$ as

$$
\text{Tr} W_{\phi_B, n}(j, k) (I - \hat{D}(j, k)) \leq 2 \text{Tr} W_{\phi_B, n}(j, k) (I - \Pi(j, k)) + 4 \text{Tr} W_{\phi_B, n}(j, k) \left( \sum_{(j', k') \neq (j, k)} \Pi(j', k') \right)
$$

$$
= 2 \text{Tr} W_{\phi_B, n}(j, k) (I - \Pi_{j,k}^{(3)}) + 2 \text{Tr} W_{\phi_B, n}(j, k) (I - \Pi_{j,k}^{(1)})
$$

$$
+ 4 \text{Tr} W_{\phi_B, n}(j, k) \left( \sum_{j', k' \neq j} \Pi(j', k') \right) + 4 \text{Tr} W_{\phi_B, n}(j, k) \left( \sum_{k' \neq k} \Pi(j, k') \right)
$$

$$
\leq 2 \text{Tr} W_{\phi_B, n}(j, k) (I - \Pi_{j,k}^{(3)}) + 2 \text{Tr} W_{\phi_B, n}(j, k) (I - \Pi_{j,k}^{(1)})
$$

$$
+ 4 \text{Tr} W_{\phi_B, n}(j, k) \left( \sum_{j', k' \neq j} \Pi_{j,k}^{(3)}(j', k') \right) + 4 \text{Tr} W_{\phi_B, n}(j, k) \left( \sum_{k' \neq k} \Pi_{j,k}^{(1)}(j, k') \right).
$$

(184)

These four terms of (184) are calculated in (151), (152), (155), and (156). Hence, since we can choose $t$ freely in (152) and (154), from the combination of (184), (151), (152), (155), and (156), we obtain the following lower bound of the exponent;

$$
\min \left( \max_s s(I_{1-s}(X; Y) - R_A - R_B - r_A - r_B), \max_s s(I_{1-s}(X; Y|U) - R_B - r_B), r_A, r_A + r_B \right)
$$

$$
= \min \left( \min_s \max_s s(I_{1-s}(X; Y) - R_A - R_B - r_A - r_B), r_A + r_B),
\min_s \max_s s(I_{1-s}(X; Y|U) - R_B - r_B), r_B) \right).
$$

(185)

We maximize it by choosing $r_A$ and $r_B$;

$$
\max_{r_A, r_B} \left( \min_s \max_s (s(I_{1-s}(X; Y) - R_A + R_B - r_A - r_B), r_A + r_B),
\min_s \max_s (s(I_{1-s}(X; Y|U) - R_B - r_B), r_B) \right)
$$

$$
= \min \left( \max_{0 \leq s \leq 1} \frac{s(I_{1-s}(X; Y) - R_A - R_B)}{1 + s}, \max_{0 \leq s \leq 1} \frac{s(I_{1-s}(X; Y|U) - R_B)}{1 + s} \right),
$$

(186)

where the maximum is achieved when

$$
r_A + r_B = \max_{0 \leq s \leq 1} \frac{s(I_{1-s}(X; Y) - R_A - R_B)}{1 + s}
$$

$$
r_B = \max_{0 \leq s \leq 1} \frac{s(I_{1-s}(X; Y|U) - R_B)}{1 + s}.
$$

(187)
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