INTRODUCTION

At the turn of the 20th century, some of the greatest minds, Sir Thomson, Lorentz and Einstein along with many others were pursuing – what now might be regarded as a “wrong” – problem: the electromagnetic structure of the electron [1, 2]. Later research revealed that the electron is a point-like particle without internal structures [3]. Nevertheless, relativity, a pillar of modern physics, was born from these endeavors. The relativistic theory of macroscopic electromagnetism was fully established by Minkowski, Einstein and Laub in 1908 [4]. The final expressions Einstein, Minkowski and Laub derived for moving media are identical to the macroscopic Maxwell equations applicable to media at rest. Therefore, it is then not a surprise when the right kind of problem finally arrived in the 1950s, the investigation of the proton electromagnetic structure [5, 6], their work was largely forgotten. The proton charge distribution was then defined based on a non-relativistic formula [7, 8],

\[ \rho_{\text{ch}}^{(\text{Sachs})}(\vec{x}) \equiv \int \frac{d^3q}{(2\pi)^3} e^{-i\vec{q} \cdot \vec{x}} G_E(-\vec{q}^2). \]  

In this formula, proposed by Sachs et al., \( G_E(q^2) \) is the charge form factor obtained from the covariant decomposition of the hadron matrix element, \( \langle p'|J^\mu(0)|p \rangle \), which can be measured in elastic electron-proton scatterings. This expression is usually understood as defined in the Breit frame \( q^0 = 0, \vec{p} + \vec{p}' = 0 \). It is known to be ambiguous at large \( Q^2 = |q^2| \). For example, the Dirac form factor \( F_1 \) is an equally good choice as the charge form factor. It is probably an ad hoc expression, since at that time, the accessible \( Q^2 \) was quite limited. Nevertheless, this has become the textbook definition of the charge distribution [9–13].

Only recently, the Sachs charge distribution was criticized as unphysical [14–20]. Miller et al. argued that a physically measurable charge distribution should be obtained from the quantum expectation value \( \rho_\Psi(x) = \langle \Psi|J^\mu(x)|\Psi \rangle \), which depends on the hadron wavepacket \( \Psi(\vec{p}) = \langle p|\Psi \rangle \). In relativistic quantum mechanics (including quantum field theories), the Lorentz boosts are dynamical [21]. As a result, the intrinsic charge distribution of the hadron cannot be separated from the c.m. motion. For example, with a Gaussian wavepacket of a width \( R_\omega \), the r.m.s. charge radius \( \langle r^2 \rangle_\Psi = -6G'_E(0) + 3R^2_\omega \) diverges as the wavepacket approaches the plane wave \( R_\omega \to \infty \), which is the implicit wavepacket adopted in the Sachs definition [19]. Similarly, a localized wavepacket is not possible, either, since particles in relativistic quantum mechanics cannot be localized [22–27]. One could give up the 3D description in favor of a 2D light-front distributions [28] with all its peculiarities [14]. Indeed, the majority of the works in hadron structure are devoted to this formulation [29]. To resolve these issues, Loréc applied the Weyl-Wigner quasi-distributions defined in a special reference frame, the elastic frame \( q^0 = 0 \). The Sachs distribution and the light-front distribution appear as two slices of the quasi-distributions [30]. Epstein et al. provided a definition based on sharply localized wavepackets with a spherical symmetry [31].

Jaffe further clarified that, in order for the Sachs definition to be valid, a chain of inequalities have to be satisfied [18] (cf. Refs. [32–34])

\[ r_h \gg \lambda_\gamma \gg \lambda_h \geq \lambda_C, \]  

where, \( r_h \) is the hadron radius, \( \lambda_\gamma \sim Q^{-1} \) is the wavelength of the probing photon; \( \lambda_h \) is the de Broglie wavelength of the hadron, which is bounded by its Compton wavelength \( \lambda_C = M_h^{-1} \). Here, \( M_h \) is the hadron mass and we have adopted the natural units \( h = c = 1 \). Unfortunately, the above inequalities do not hold, since for relativistic systems like hadrons, their size and their Compton wavelength are comparable \( r_h \sim \lambda_C \). For example, the proton charge radius is \( r_p \simeq 0.84 \text{ fm} \), while its Compton wavelength is \( M_p^{-1} \simeq 0.2 \text{ fm} \) [35]. The mass radius of the proton is even smaller \( r_p^{\text{mass}} \simeq 0.55 \text{ fm} \) [37, 57].
Similarly, the pion charge radius is $r_\pi \simeq 0.67 \text{ fm}$ whereas its Compton wavelength is $M_\pi^{-1} \simeq 1.4 \text{ fm}$ [35].

An immediate implication of Jaffe’s argument is that a proton is a relativistic matter wave, as far as the electromagnetic probes are concerned. This view takes us back to Einstein and Minkowski’s problem, now with the right kind of system to investigate. Minkowski, Einstein and Laub’s theory of relativistic electromagnetism tells us what kind of quantities can be extracted from the measurements. For example, the matter wave as a medium is characterized by an antisymmetric medium polarization tensor $M^{\alpha\beta}$, whose components give the polarization vector $P^\alpha = M^{\alpha 0}$ and the magnetization vector $M^\alpha = -\frac{1}{2} \epsilon^{ijk} M^{jk}$. The full current is the sum of the free current – the current of a point-like source – and the polarized current, $j^\beta = j^\beta_0 + \partial_\alpha M^{\alpha\beta}$. The coupling to the classical electromagnetic field is determined by the Minkowski-Maxwell equations $\partial_\alpha H^{\alpha\beta} = j^\beta$, where the field induction tensor $H^{\alpha\beta} = F^{\alpha\beta} - M^{\alpha\beta}$.

The macroscopic charge and current densities are associated with these quantities, e.g., the polarization charge density $\rho_{\text{pol}} = -\nabla \cdot \vec{P}$, the effective magnetic charge density $\rho_{\text{mag}} = -\nabla \cdot \vec{M}$, and the magnetization current $j_{\text{mag}} = \nabla \times \vec{M}$. One interesting consequence of this formalism is that a magnetized but unpolarized hadron, e.g., the neutron, will acquire an electric dipole moment under relativistic motion [4, 14, 30]. For media in motion, it is useful to introduce the co-moving polarization 4-vector and the co-moving magnetization 4-vector: $M^{\alpha\beta} = u^{\alpha}P^{\beta} - u^{\beta}P^{\alpha} + \epsilon^{\alpha\beta\gamma\delta} u_\gamma M_\delta$, and the associated macroscopic densities, $\rho_{\text{pol}}(x) = -\partial_\alpha P^\alpha$, $\rho_{\text{mag}}(x) = -\partial_\alpha M^\alpha$, where $u^\alpha$ is a timelike unit frame vector, whose definition, however, is not unique [50, 54, 55].

For electromagnetic media comprised of composite particles, the multipole moment densities describe the internal electromagnetic structures of these composite particles [38, 39]. We will see that these multipole moment densities bridge the macroscopic observables and the conventional quantities like the Sachs distribution. On the other hand, they also lead to new characterizations of the system. It is worth mentioning that what we discuss in this work has nothing to do with the proton radius puzzle [40–42].

While we focus on the electromagnetic structures here, the formulation can be readily generalized to hadron structures under the weak, gravitational and Higgs probes, e.g. [56, 57]. In particular, the gravitational form factors have been analyzed using similar frameworks as we proposed here [58–60].

DENSITIES IN QUANTUM FIELD THEORY

Consider a relativistic quantum system, whose internal dynamics is described by an underlying relativistic quantum field theory. For simplicity, we start with a spin-0 hadron. The full current is given by,

$$j^\mu(x) = \langle \Phi | J^\mu(x) | \Phi \rangle = \int \frac{d^3p}{(2\pi)^3} \int \frac{d^3p'}{(2\pi)^3} \frac{F_{\text{ch}}(q^2)}{2p^0} e^{iq \cdot x},$$

(3)

where $p$ and $p'$ are on-shell momenta with $p^0 = \sqrt{p^2 + M^2}$, $q = p' - p$ and $P = \frac{1}{2}(p' + p)$. The charge form factor $F_{\text{ch}}(q^2)$ is defined from the hadron matrix element of the current operator $J^\mu$, viz. $\langle p'| J^\mu(0) | p \rangle = (p + p')^\mu F_{\text{ch}}(q^2)$. The hadron state vector is normalized as $\langle \Phi | \Phi \rangle = 1$ and $\langle p' | p \rangle = \frac{1}{(2\pi)^3} \delta^3(p - p')$. As such, the wavepacket $\tilde{\Phi}(\vec{p}) = (p|\Phi)$ is also normalized as,

$$\int \frac{d^3p}{(2\pi)^3} \tilde{\Phi}^{*}(\vec{p}) \tilde{\Phi}(\vec{p}) = 1.$$  

(4)

We can introduce a Lorentz covariant “coordinate space wave function” as the Fourier transform of the momentum space wave function,

$$\Phi(x) = \int \frac{d^3p}{(2\pi)^3} \tilde{\Phi}(\vec{p}) e^{-ip \cdot x},$$

(5)

which satisfies the Klein-Gordon (KG) equation. In contrast to their momentum space counterpart, the KG wave function cannot be normalized, since it is not a true wave function. Instead, it is normalized as a current,

$$\int d^3x \, \Phi^*(x) \partial^\mu \Phi(x) = 1,$$

(6)

where, $f \partial^\mu \equiv f \partial^\mu - (\partial f)g$. This fact is closely related to the non-existence of the coordinate operator in relativistic quantum theory. Using the KG wave function, we define the free current as the convective current of a point-like particle [43], $j^\mu(x) = \Phi^*(x) \partial^\mu \Phi(x)$. The medium polarization tensor can be constructed as,

$$M^{\mu\nu}(x) = \int \frac{d^3P}{(2\pi)^3} \int \frac{d^3q}{(2\pi)^3} \tilde{\Phi}^{*}(\vec{P} + \frac{1}{2}\vec{q}) \tilde{\Phi}(\vec{P} - \frac{1}{2}\vec{q}) \times \frac{qa^\mu q_\nu - q^\mu a_\nu}{2p^0 q^0} F_{\text{ch}}(q^2) - \frac{1}{2} e^{i\vec{q} \cdot x}.$$  

(7)

From this expression, we obtain the macroscopic charge and current densities $\rho_{\text{pol}}, \rho_{\text{mag}}$ and $j_{\text{mag}}$. For example,

$$\rho_{\text{pol}}(x) = \int \frac{d^3P}{(2\pi)^3} \int \frac{d^3q}{(2\pi)^3} \tilde{\Phi}^{*}(\vec{P} + \frac{1}{2}\vec{q}) \tilde{\Phi}(\vec{P} - \frac{1}{2}\vec{q}) \times \frac{P^0}{2p^0 q^0} (F_{\text{ch}}(q^2) - 1) e^{i\vec{q} \cdot x}.$$  

(8)
For the co-moving densities, we need to define the frame vector \( u^\alpha \) first. Different schemes exist. A very simple choice is \( u^\alpha = i \hat{\vec{d}}^\alpha / \sqrt{-\hat{\vec{d}} \cdot \hat{\vec{d}}} = 2P^\alpha / \sqrt{4M^2 - q^2} \). The corresponding polarization charge density is,

\[
q_{pol}(x) = \int \frac{d^3p}{(2\pi)^3} \Phi(p) \int \frac{d^3p'}{(2\pi)^3} \Phi^*(p') \times \sqrt{4M^2 - q^2} (F_{ch}(q^2) - 1) e^{iq \cdot x}. \tag{9}
\]

Similarly, for a spin-1/2 particle, the full current is,

\[
j^\mu(x) = \frac{qN}{2M} \Psi(x) \frac{i\partial^\mu}{\partial} \Psi(x) + \mu_N \partial_\nu \left[ \Psi(x) \sigma^{\mu\nu} \Psi(x) \right], \tag{11}
\]

where, \( M \) is the spinor mass, \( qN = F_1(0) \) is its charge number and \( \mu_N = [F_1(0) + F_2(0)]/2M \) is its magnetic moment. The Lorentz covariant “wave function”

\[
\Psi(x) = \sum_s \int \frac{d^3p}{(2\pi)^3} \bar{\Psi}_s(\vec{p}) u_s(p) e^{-i\vec{p} \cdot \vec{x}} \tag{12}
\]

satisfies the Dirac equation. The medium polarization tensor can be constructed as,

\[
M^{\mu\nu} = \int d^3r_1 \int d^3r_2 \bar{\Psi}(\vec{r}_1, t) \int \frac{d^3P}{(2\pi)^3} e^{i\vec{P} \cdot (\vec{r}_1 - \vec{r}_2)} \times \int \frac{d^3q}{(2\pi)^3} \left\{ \left( q^\mu q^\nu - q^\nu q^\mu \right) F_1(q^2) - F_2(0) \right\} e^{-i\vec{q} \cdot \vec{x}} \frac{\sigma^{\mu\nu}}{2M} \bar{\Psi}_s(\vec{r}_2, t). \tag{13}
\]

Figure 1 shows the charge density of the pion with selected Gaussian wavepackets as compared with the Sachs distribution (1). Neither the localization limit \( (R_w \to 0) \) or the plane wave limit \( (R_w \to \infty) \) reproduces the Sachs distribution. This comparison may reinforce the traditional impression that the Sachs distribution is only an approximation valid in the nonrelativistic limit. However, as we will see later, the Sachs distribution is in fact an exact quantity, the electric monopole density.

**HADRONIC MULTIPOLAR MOMENT DENSITIES**

The macroscopic densities depend on the wavepacket of the hadron. A central goal in hadronic physics is to extract the intrinsic information of the subatomic particles in 3D. In Minkowski's relativistic electromagnetism, the internal distribution of the composite particles are characterized by the multipole moment densities \([39]\). Schematically, the classical current may be written as a convolution of the convective current and the multipole density \( \Theta(\vec{r}) \) (see Fig. 2),

\[
j^\mu(x) = \int d^3r \Theta(\vec{x} - \vec{r}) j^\mu(\vec{r}, t). \tag{14}
\]
From Eqs. (3–5), we obtain,

\[ j^\mu(x) = \int \frac{d^3r_1}{(2\pi)^3} \Phi^*(\vec{r}_1,t) \int d^3r_2 \, \hat{\rho}^{\mu}(\vec{r}_2,t) \int \frac{d^3P}{(2\pi)^3} \times e^{i \vec{P} \cdot (\vec{r}_1 - \vec{r}_2)} \int \frac{d^3q}{(2\pi)^3} F_{ch}(q^2) e^{i \vec{q} \cdot (\vec{\chi} \cdot \vec{\chi} - \vec{z})} + \text{H.c.} \] (15)

Recall, \( q^2 = (q^0)^2 - \vec{q}^2 \), which depends on \( \vec{P} \) as,

\[ q^0 = \sqrt{(\vec{P} + \hat{Q})^2 + M^2} - \sqrt{(\vec{P} - \hat{Q})^2 + M^2}. \] (16)

Comparing to the classical case (14), we need to evaluate the \( \int d^3P \) integral in Eq. (15) to obtain a Dirac-\( \delta \), provided \( \vec{P} \) in the remainder of the expressions is replaced by \( -(i/2) \nabla \vec{r} \). The resulting expression is,

\[ j^\mu(x) = \int d^3r \, \Phi^*(\vec{x},t) \Theta(\vec{x} - \vec{r})i\partial^\mu \Phi(\vec{r},t) + \text{H.c.} \] (17)

where,

\[ \Theta(\vec{b}) = \int \frac{d^3q}{(2\pi)^3} F_{ch}(q^2) e^{-i \vec{q} \cdot \vec{b}}. \] (18)

Again, it depends on \( \vec{P} = -(i/2) \vec{\nabla}_r \) via \( q^0 \). This dependence has to be defined through a power series. For example, the Taylor series of \( F_{ch}(q^2) \) around \( |\vec{P}| = 0 \) is,

\[ q^2 = -q^2 + \frac{(q \cdot \vec{P})^2}{M^2 + q^2/4} + O(|\vec{P}|^4). \] (19)

Then, the multipole densities \( m^{i_1 i_2 \cdots i_n}_m \) are defined as,

\[ \Theta(\vec{b}) = \sum_n \frac{(-i)^n}{2^n n!} m^{i_1 i_2 \cdots i_n}_m (\vec{b}) \vec{\nabla}^{i_1} \vec{\nabla}^{i_2} \vec{\nabla}^{i_3} \cdots \vec{\nabla}^{i_n}. \] (20)

With (19), the first two multipole densities are,

\[ m_0(\vec{r}) = \int \frac{d^3q}{(2\pi)^3} F_{ch}(-q^2) e^{-i \vec{q} \cdot \vec{r}}, \] (21)

\[ m_2^{ij}(\vec{r}) = \int \frac{d^3q}{(2\pi)^3} F_{ch}(-q^2) q^j q^k e^{-i \vec{q} \cdot \vec{r}} \] (22)

The monopole density (21) is just the Sachs charge distribution (1) — no special frame is chosen here. Moreover, in addition to the monopole moment, the scalar hadron also possesses higher moments — an effect of purely relativistic origin: the hadron is Lorentz contracted in the direction of motion within the wavepacket (see Fig. 2).

Note that the series expansion is not unique. A closely related issue is the convergence of the series. Since both the wavepacket and the hadron density span over the entire space, there will always be regions outside the radius of absolute convergence. The hope is that the convoluted density is sufficiently suppressed in those regions. Roughly speaking, \( |\vec{P}| \) corresponds to the inverse of the de Broglie wavelength, \( |\vec{P}| \sim \lambda_\hbar^{-1} \) and similarly, \( |\vec{q}| \sim \lambda_\hbar^{-1} \). Therefore, the series in (19) converge if the width of the wavepacket is sufficiently large, approaching a plane wave. Similarly, convergence of the series in terms of \( 1/|\vec{q}| \) requires a localized intrinsic charge density — not a viable choice for hadrons since \( r_{\text{ch}} \sim M^{-1} \).

An interesting alternative is the Taylor expansion in terms of \( 1/|\vec{P}| \), which requires a wavepacket sufficiently localized in at least one spatial direction. In this case,

\[ q^2 = -q^2 - \frac{q^2(M^2 + \frac{1}{4} q^2)}{\vec{P}^2} + O(|\vec{P}|^{-4}), \] (23)

where, \( q_+ = q \cdot \vec{P}/|\vec{P}| \), and \( q_- = q - (q \cdot \vec{P}/|\vec{P}|^2) \vec{P} \). The resulting monopole density is the light-front distribution,

\[ m_0(\vec{r}) = \delta(\vec{r}_\parallel) \int \frac{d^2q_\perp}{(2\pi)^2} F_{ch}(-q_\perp^2) e^{-i \vec{q}_\perp \cdot \vec{r}_\perp}. \] (24)

We emphasize that the convergence of this multipole expansion does not require a fully localized (i.e. localization in 3D) hadron, which is physically problematic in relativistic quantum field theory (cf. [31, 48, 49]).

For spinors the multipole densities are not uniquely defined since they are not Lorentz scalars and electric and magnetic quantities may be converted into each other. This point is reflected in various choices of the electric and magnetic form factors. One of the conventional choices is to associate the electric part with the point-like free Dirac particle, i.e. \( \vec{\epsilon} \gamma^\mu \psi \) and to associate the magnetic part with the spin \( \partial_\mu (\vec{\epsilon} \gamma^{\mu \nu} \psi \),

\[ j^\mu(x) = \int d^3r \, \vec{\Phi}(\vec{r},t) \Theta_1(\vec{x} - \vec{r}) \gamma^\mu \vec{\Psi}(\vec{r},t) \]

\[ + \int d^3r \, \vec{\Phi}(\vec{r},t) \frac{\alpha_{\mu \nu}}{2M} \partial_\nu \Theta_2(\vec{x} - \vec{r}) \vec{\Psi}(\vec{r},t). \] (25)

Here, \( \Theta_{1,2} \) are the multipole densities associated with the Dirac and Pauli form factors \( F_{1,2} \), respectively.

Alternative partition of the electricity and magnetism is based on the convection \( \vec{\Phi}(x) i \partial^\mu \vec{\Psi}(x) \) and non-convection (i.e. spin) parts of the current [30], which leads to the following multipole expansion,

\[ j^\mu(x) = \frac{1}{2M} \int d^3r \, \vec{\Phi}(\vec{r},t) \Theta_E(\vec{x} - \vec{r}) i\partial^\mu \vec{\Psi}(\vec{r},t) \]

\[ + \frac{i\epsilon^{\mu \nu \alpha \beta}}{2M} \int d^3r \, \vec{\Phi}(\vec{r},t) \gamma^\beta \gamma^5 \Sigma_{\nu}(\vec{x} - \vec{r}) i\partial_\alpha \vec{\Psi}(\vec{r},t) + \text{H.c.} \] (26)

where, \( \Theta_E \) and \( \Sigma^\mu = i \partial^\mu \Theta_M \) are the multipole (current) densities associated with the Sachs form factors \( G_E \) and
SUMMARY AND DISCUSSIONS

In this work, we revisited the macroscopic field theory description of the electromagnetic structures of hadrons (e.g., proton, pion). This description emerges because of the relativistic quantum nature of hadrons: \( r_h \sim \lambda_C \). The macroscopic fields are obtained from the quantum average while the underlying dynamics is still dictated by quantum field theory. Thus, they are physically measurable quantities.

The field description brings a salient yet fundamental viewpoint in the quest of hadron structures in 3D. Minkowski, Einstein and Laub’s theory bridges the macroscopic densities with the microscopic observables. The Sachs charge distribution and the light-front charge distributions are clarified as two types of the multipole moment expansion. These quantities can be measured from any frame – no special frames are needed – provided the convergence conditions of the corresponding multipole expansions are met. Of course, the inverse problem of Eq. (14), known as deconvolution in signal processing, is highly non-trivial even for Gaussian wavepackets [62]. In this regard, the light-front formalism, exploiting (partially) localized wavepackets, has a clear advantage in accessing the intrinsic structures of hadrons.

As we have mentioned, hadrons are distorted in phase space due to the Lorentz contraction. This effect is dynamical. However, one may introduce a rotationless Lorentz boost \( \Omega \) with \( \Omega \cdot \mathbf{P} = (M, 0) \) to define “inntrinsic” multipole densities \( \theta (\vec{r}) = \Theta (\vec{r}) \) in a momentary rest frame. As such, the kinematical part of the Lorentz contraction may be removed. However, the choice of \( \Omega \) is not unique [47], leading to different intrinsic moments. One can show that with the canonical boost, only the monopole density, i.e. the Sachs charge distribution, survives for scalar particles in Eq. (18). N.B. both the spin and the current components will change under the Lorentz boost. Indeed, Rineheimer and Miller showed that boosting the current to the infinite momentum frame converts the Sachs form factor \( G_E \) to the Pauli form factor \( F_1 \) [61].

An immediate generalization of the present formalism is to the energy-momentum tensor (EMT), which is the conserved Noether current of the diffeomorphism invariance [63]. Using the same techniques, the full EMT current can be written as two parts as well, \( t^{\alpha \beta} = \langle \Phi | T^{\mu \nu} (x) | \Phi \rangle = t^\alpha_{\beta} + \partial_\alpha \chi^{\mu \nu \sigma} \), where the free EMT,

\[
t^\alpha_{\beta} = \partial^\alpha t^\beta + \partial^\beta t^\alpha + \partial^\gamma \Phi^{a \beta a} (\partial_\beta \Phi^a \partial_\gamma + D \phi^{a \beta} (\partial_\beta \Phi^a \partial^\gamma + D g^{\alpha \beta} (\partial_\beta \Phi^a \partial^\gamma + D g^{\alpha \beta} (\partial_\beta \Phi^a \partial^\gamma + D \phi^{a \beta} + M_2 | \Phi |^2 ) - \frac{1}{2} (D + 1) \delta^\alpha \delta^\beta ) | \Phi |^2 ,
\]

and the polarization tensor \( \chi^{\alpha \beta \gamma} \),

\[
\chi^{\alpha \beta \gamma} (x) = \int \frac{d^3 p}{(2 \pi)^3 2 \hbar} \int \frac{d^3 p'}{(2 \pi)^3 2 \hbar} \bar{\Phi} (\vec{p'}) \tilde{\Phi} (\vec{p}) \times \left\{ 2 P^\alpha (p_\beta q_\sigma - p_\sigma q_\beta) A(q^2) - 1 \right\}
\]

Here, \( D = D(0) \) is a less known global charge, the druck term (or the \( D \)-term), sometimes dubbed as the “cosmological constant” of the hadron. Since the EMT is obtained from a gauge symmetry, it is defined up to a total derivative term whose contributions vanishes upon coupling to the gravitational field. We can choose the total derivative to be \( -\partial_\beta \chi^{\alpha \beta \gamma} \), as such the EMT can always be taken to be the free EMT current \( t^\alpha_{\beta} \). Similarly, for spinors, the EMT can be written as the point-like particle EMT plus a total derivative term irrelevant for gravitational coupling. Hence we obtain a remarkable conclusion: the gravitational coupling does not distinguish between elementary and composite particles. This is the equivalence principle (EP) applied to relativistic quantum systems, and is closely tied to the low-energy theorems of graviton [64-67] which underlines Teryaev’s argument for the vanishing of the anomalous gravitamagnetic moment [68].

Note that Eq. (27) differs from the free KG theory \( (D = -1) \) by some \( D \)-dependent terms. Since the wavepacket is more or less arbitrary, we can consider a static homogeneous wavepacket. In this setting, \( t^\alpha_{\beta} = -DM^2 |\Phi|^2 \). The positivity of the energy \( t^\alpha_{\beta} > 0 \) immediately leads to \( D < 0 \), which has been speculated for some time as the necessary condition for the stability of matter [57]. Unfortunately, the terms associated with \( D \) are non-minimal coupling total derivatives [69].
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