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JOSÉ A. CARRILLO, SERAFIM KALLIADASIS, SERGIO P. PEREZ, AND CHI-WANG SHU

ABSTRACT. Well balanced and free energy dissipative first- and second-order accurate finite volume schemes are proposed for a general class of hydrodynamic systems with linear and nonlinear damping. The variation of the natural Liapunov functional of the system, given by its free energy, allows, for a characterization of the stationary states by its variation. An analog property at the discrete level enables us to preserve stationary states at machine precision while keeping the dissipation of the discrete free energy. These schemes can accurately analyse the stability properties of stationary states in challenging problems such as phase transitions in collective behavior, generalized Euler-Poisson systems in chemotaxis and astrophysics, and models in dynamic density functional theories; having done a careful validation in a battery of relevant test cases.

1. Introduction

The construction of robust well-balanced numerical methods for conservation laws has attracted a lot of attention since the initial works of LeRoux and collaborators [37,39]. The well-balanced property is equivalent to the exact C-property defined beforehand by Bermúdez and Vázquez in [5], and both of them refer to the ability of a numerical scheme to preserve the steady states at a discrete level and to accurately compute evolutions of small deviations from them. On the other hand, the derivation of numerical schemes preserving structural properties of the evolutions under study such as dissipations or conservations of relevant physical quantities is an important line of research in hydrodynamic systems and their overdamped limits, see for instance [10,23,57,65]. In the present work, we propose numerical schemes with well-balanced and free energy dissipation properties for a general class of balance laws or hydrodynamic models with attractive-repulsive interaction forces, and linear or nonlinear damping effects, such as the Cucker-Smale alignment term in swarming. The general hydrodynamic system has the form

\[
\begin{align*}
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho u) &= 0, \quad x \in \mathbb{R}^d, \quad t > 0, \\
\frac{\partial}{\partial t} (\rho u) + \nabla \cdot (\rho u \otimes u) &= -\nabla P(\rho) - \rho \nabla H(x, \rho) - \gamma \rho u - \rho \int_{\mathbb{R}^d} \psi(x - y)(u(x) - u(y)) \rho(y) \, dy,
\end{align*}
\]

where \(\rho = \rho(x, t)\) and \(u = u(x, t)\) are the density and the velocity, \(P(\rho)\) is the pressure, \(H(x, \rho)\) contains the attractive-repulsive effects from external V or interaction potentials W, assumed to be locally integrable, given by

\[
H(x, \rho) = V(x) + W(x) * \rho,
\]

and \(\psi(x)\) is a nonnegative symmetric smooth function called the communication function in the Cucker-Smale model [21,22] describing collective behavior of systems due to alignment [11].

The fractional-step methods [49] have been the widely-employed tool to simulate the temporal evolution of balance laws such as (1). They are based on a division of the problem in (1) into two simpler
subproblems: the homogeneous hyperbolic system without source terms and the temporal evolution of density and momentum without the flux terms but including the sources. These subproblems are then resolved alternatively employing suitable numerical methods for each. This procedure introduces a splitting error which is acceptable for the temporal evolution, but becomes critical when the objective is to preserve the steady states. This is due to the fact that the steady state is reached when the fluxes are exactly balanced with the source terms in each discrete node of the domain. However, when solving alternatively the two subproblems, this discrete balance can never be achieved, since the fluxes and source terms are not resolved simultaneously.

To correct this deficiency, well-balanced schemes are designed to discretely satisfy the balance between fluxes and sources when the steady state is reached \([6]\). The strategy to construct well-balanced schemes relies on the fact that, when the steady state is reached, there are some constant relations of the variables that hold in the domain. These relations allow the resolution of the fluxes and sources in the same level, thus avoiding the division that the fractional-step methods introduce. Moreover, if the variables that hold in the domain. These relations are needed for well-balanced schemes, as they rely on relations that hold in the steady states, and moreover, the variation of the free energy with respect to the density is constant when reaching these steady states, more precisely

\[
\frac{\delta F}{\delta \rho} = \Pi'(\rho) + H(x, \rho),
\]

it follows that the general system \([1]\) can be written in a compact form as

\[
\begin{cases}
\partial_t \rho + \nabla \cdot (\rho u) = 0, & x \in \mathbb{R}^d, \quad t > 0, \\
\partial_t (\rho u) + \nabla \cdot (\rho u \otimes u) = -\rho \nabla \frac{\delta F}{\delta \rho} - \gamma \rho u - \rho \int_{\mathbb{R}^d} \psi(x - y)(u(x) - u(y)) \rho(y) dy.
\end{cases}
\]

The system in \([5]\) is rather general containing a wide variety of physical problems all under the so-called density functional theory (DFT) and its dynamic extension (DDFT) see e.g. \([25, 32, 34, 75, 76]\) and the references therein. A variety of well-balanced schemes have already been constructed for specific choices of the terms \(\Pi(\rho), V(x)\) and \(W(x)\) in the free energy \([2]\), see \([10, 27]\) for instance. Here the focus is set on the free energy and the natural structure of the system \([5]\). It is naturally advantageous to consider the concept of free energy in the construction procedure of well-balanced schemes, since they rely on relations that hold in the steady states, and moreover, the variation of the free energy with respect to the density is constant when reaching these steady states, more precisely

\[
\frac{\delta F}{\delta \rho} = \Pi'(\rho) + H(x, \rho) = \text{constant on each connected component of } \text{supp}(\rho) \text{ and } u = 0,
\]

where the constant can vary on different connected components of \(\text{supp}(\rho)\). As a result, the constant relations in the steady states, which are needed for well-balanced schemes, are directly provided by the variation of the free energy with respect to the density.

The steady state relations in \([6]\) hold due to the dissipation of the linear damping \(-\rho u\) or nonlinear damping in the system \([1]\), which eventually eliminates the momentum of the system. This can be justified by means of the total energy of the system, defined as the sum of kinetic and free energy, namely

\[
E(\rho, u) = \int_{\mathbb{R}^d} \frac{1}{2} \rho |u|^2 \, dx + F(\rho),
\]
since it is formally dissipated, see \cite{15,18,31}, as
\begin{equation}
\frac{dE(\rho, u)}{dt} = -\gamma \int_{\mathbb{R}^d} \rho |u|^2 \, dx - \frac{1}{2} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \psi(x - y) |u(y) - u(x)|^2 \rho(x) \rho(y) \, dx \, dy.
\end{equation}

This last dissipation equation ensures that the total energy $E(\rho, u)$ keeps decreasing in time while there is kinetic energy in the system. At the same time, since the definition of the total energy \cite{7} also depends on the velocity $u$, it results that the velocity throughout the domain eventually vanishes. When $u = 0$ throughout the domain, the momentum equation in \cite{5} reduces to
\begin{equation}
\rho \nabla \frac{\delta F}{\delta \rho} = 0,
\end{equation}
meaning that in the support of the density the steady state relation \cite{6} holds. However, for those points outside the support of the density and satisfying $\rho = 0$, the variation of the free energy with respect to the density does not need to keep the constant value when the steady state is reached. A discussion of the resulting steady states depending on $\Pi(\rho)$ and $H(x, \rho)$ is provided in \cite{10,16,40}.

The system \cite{1} also satisfies an entropy identity
\begin{equation}
\partial_t \eta(\rho, \rho u) + \nabla \cdot G(\rho, \rho u) = -\rho u \cdot \nabla H(x, \rho) - \gamma \rho |u|^2 - \rho \int_{\mathbb{R}^d} \psi(x - y) u(x) \cdot (u(x) - u(y)) \rho(y) \, dy,
\end{equation}
where $\eta(\rho, \rho u)$ and $G(\rho, \rho u)$ are the entropy and the entropy flux defined as
\begin{equation}
\eta(\rho, \rho u) = \rho \frac{|u|^2}{2} + \Pi(\rho), \quad G(\rho, \rho u) = \rho u \left( \frac{|u|^2}{2} + \Pi'(\rho) \right).
\end{equation}

From a physical point of view the entropy is always a convex function of the density \cite{46}. As a result, from \cite{10} it is justified to assume that $\Pi'(\rho)$ is convex, meaning that $\Pi'(\rho)$ has an inverse function for positive densities $\rho$. This last fact is a necessary requirement for the construction of the well-balanced schemes of this work, as it is explained in section \cite{2}.

Finally, notice that from the entropy identity \cite{9}, one recovers the free energy dissipation \cite{8} by integration using the continuity equation to deal with the forces term $H(x, \rho)$ and using symmetrization of the nonlinear damping term due to $\psi$ being symmetric.

Let us also point out that the evolution of the center of mass of the density can be computed in some particular cases. In fact, it is not difficult to deduce from \cite{5} that
\begin{equation}
\frac{d}{dt} \int_{\mathbb{R}^d} x \rho dx = \int_{\mathbb{R}^d} \rho u dx, \quad \frac{d}{dt} \int_{\mathbb{R}^d} \rho u dx = - \int_{\mathbb{R}^d} \nabla V(x) \rho dx - \gamma \int_{\mathbb{R}^d} \rho \text{div} \, u dx,
\end{equation}
due to the antisymmetry of $\nabla W(x)$ and the symmetry of $\psi(x)$. Therefore, in case $V(x)$ is not present or quadratic, \cite{11} are explicitly solvable. Moreover, if the potential $V(x)$ is symmetric, the initial data for the density is symmetric, and the initial data for the velocity is antisymmetric, then the solution to \cite{5} keeps these symmetries in time, i.e., the density is symmetric and the velocity is antisymmetric for all times, and the center of mass is conserved
\begin{equation}
\frac{d}{dt} \int_{\mathbb{R}^d} x \rho dx = 0.
\end{equation}

The steady state relations \cite{6} only hold when the linear damping term is included in system \cite{1}. When only the nonlinear damping of Cucker-Smale type is present, the system has the so-called moving steady states, see \cite{11,13,18}, which satisfy the more general relations
\begin{equation}
\frac{\delta F}{\delta \rho} = \text{constant} \text{ on each connected component of } \text{supp}(\rho) \text{ and } u = \text{constant}.
\end{equation}

However, the construction of well-balanced schemes satisfying the moving steady state relations has proven to be more difficult than for the still steady states \cite{6} without dissipation. For literature about well-balanced schemes for moving steady states without dissipation, we refer to \cite{55,53,73}.

The most popular application in the literature for well-balanced schemes deals with the Saint-Venant system for shallow water flows with nonflat bottom \cite{1,6,50,60,72}, for which $\Pi(\rho) = \frac{g}{2} \rho^2$, with $g$ being
the gravity constant, and $H(x, \rho)$ depends on the bottom. Here it is important to remark the work of Audusse et al. in [1], where they propose a hydrostatic reconstruction that has successfully inspired more sophisticated well-balanced schemes in the area of shallow water equations [52,54]. Another area where well-balanced schemes have been fruitful is chemosensitive movement, with the works of Filbet, Shu and their collaborators [26,27,36,71]. In this case the pressure satisfies $\Pi(\rho)$ in the case that $w$ is well-balanced schemes have been fruitful is chemosensitive movement, with the works of Filbet, Shu and their collaborators [26,27,36,71]. In this case the pressure satisfies $\Pi(\rho)$ in the case that $w$ is

In general, all these schemes are applicable for specific choices of $\Pi(\rho)$ and $H(x, \rho)$, meaning that a general scheme valid for a wide range of applications is still missing. The focus in the literature has been set on the shallow water equations, and while some schemes [71] could be employed in a more general cases, most of the previous results are still only applicable to shallow water equations. In addition, the function $H(x, \rho)$, which results from summing $V(x)$ and $W(x) \ast \rho$ as in [1], has been generally taken as only dependent on $x$ so far, and not on $\rho$ by means of the convolution with an interaction potential $W(x)$. In this work we present a finite volume scheme for a general choice of $\Pi(\rho)$ and $H(x, \rho)$ which is first- and second-order accurate and satisfies the nonnegativity of the density, the well balanced property, the semidiscrete entropy inequality and the semidiscrete free energy dissipation. Furthermore, as it is shown in example 3.9 of section 3, it can also be applied to more general free energies than the one in [2], and with the form

$$\mathcal{F}[\rho] = \int_{\mathbb{R}^d} \Pi(\rho) \, dx + \int_{\mathbb{R}^d} V(x) \rho(\rho) \, dx + \frac{1}{2} \int_{\mathbb{R}^d} K(W(x) \ast \rho(\rho)) \, \rho(\rho) \, dx,$$

where $K$ is a function depending on the convolution of $\rho(\rho)$ with the kernel $W(x)$. Its variation with respect to the density satisfies

$$\frac{\delta \mathcal{F}}{\delta \rho} = \Pi'(\rho) + V(x) + \frac{1}{2} K(W(x) \ast \rho) + \frac{1}{2} K'(W(x) \ast \rho)(W(x) \ast \rho).$$

These free energies arise in applications related to (D)DFT [25,33], see [14] for other related free energies and properties.

Section 2 describes the first- and second-order well-balanced scheme reconstructions, and provides the proofs of their main properties. Section 3 contains the numerical simulations, with a first subsection 3.1 where the validation of the well-balanced property and the orders of accuracy is conducted, and a second subsection 3.2 with numerical experiments from different applications. A wide range of free energies is employed to remark the extensive nature of our well-balanced scheme. A short summary and conclusions are offered in section 4.
2. WELL-BALANCED FINITE VOLUME SCHEME

The terms appearing in the one-dimensional system \([5]\) are usually gathered in the form of
\[
\partial_t U + \partial_x F(U) = S(x, U),
\]
with
\[
U = \begin{pmatrix} \rho \\ \rho u \end{pmatrix}, \quad F(U) = \begin{pmatrix} \rho u \\ \rho u^2 + P(\rho) \end{pmatrix},
\]
and
\[
S(x, U) = \left(-\rho \partial_x H - \gamma \rho u - \rho \int_{\mathbb{R}} \psi(x-y)(u(x) - u(y))\rho(y) \, dy \right),
\]
where \(U\) are the unknown variables, \(F(U)\) the fluxes and \(S(U)\) the sources. The one-dimensional finite volume approximation of \([15]\) is obtained by breaking the domain into grid cells \((x_{i-1/2})_{i \in \mathbb{Z}}\) and approximating in each of them the cell average of \(U\). Then these cell averages are modified after each time step, depending on the flux through the edges of the grid cells and the cell average of the source term \([49]\). Finite volume schemes for hyperbolic systems employ an upwinding of the fluxes and in the semidiscrete case they provide a discrete version of \([15]\) under the form
\[
du_i \over dt = - \frac{F_{i+\frac{1}{2}} - F_{i-\frac{1}{2}}}{\Delta x_i} + S_i,
\]
where the cell average of \(U\) in the cell \((x_{i-\frac{1}{2}}, x_{i+\frac{1}{2}})\) is denoted as
\[
U_i = \begin{pmatrix} \rho_i \\ \rho_i u_i \end{pmatrix},
\]
\(F_{i+\frac{1}{2}}\) is an approximation of the flux \(F(U)\) at the point \(x_{i+\frac{1}{2}}\), \(S_i\) is an approximation of the source term \(S(x, U)\) in the cell \((x_{i-\frac{1}{2}}, x_{i+\frac{1}{2}})\) and \(\Delta x_i\) is the possibly variable mesh size \(\Delta x_i = x_{i+\frac{1}{2}} - x_{i-\frac{1}{2}}\).

The approximation of the flux \(F(U)\) at the point \(x_{i+\frac{1}{2}}\) denoted as \(F_{i+\frac{1}{2}}\), is achieved by means of a numerical flux \(\mathcal{F}\) which depends on two reconstructed values of \(U\) at the left and right of the boundary between the cells \(i\) and \(i+1\). These two values, \(U_{i+\frac{1}{2}}^-\) and \(U_{i+\frac{1}{2}}^+\), are computed from the cell averages following different construction procedures that seek to satisfy certain properties, such as order of accuracy or nonnegativity. Two widely-employed reconstruction procedures are the second-order finite volume monotone upstream-centered scheme for conservation laws, referred to as MUSCL \([56]\), or the weighted-essentially non-oscillatory schemes, widely known as WENO \([63]\).

Once these two reconstructed values are computed, \(F_{i+\frac{1}{2}}\) is obtained from
\[
F_{i+\frac{1}{2}} = \mathcal{F} \left( U_{i+\frac{1}{2}}^-, U_{i+\frac{1}{2}}^+ \right).
\]
The numerical flux \(\mathcal{F}\) is usually denoted as Riemann solver, since it provides a stable resolution of the Riemann problem located at the cell interfaces, where the left value of the variables in \(U_{i+\frac{1}{2}}^-\) and the right value \(U_{i+\frac{1}{2}}^+\). The literature concerning Riemann solvers is vast and there are different choices for it \([66]\): Godunov, Lax-Friedrich, kinetic, Roe, etc. Some usual properties of the numerical flux that are assumed \([10][27]\) are:

1. It is consistent with the physical flux, so that \(\mathcal{F}(U, U) = F(U)\).
2. It preserves the nonnegativity of the density \(\rho_i(t)\) for the homogeneous problem, where the numerical flux is computed as in \([17]\).
3. It satisfies a cell entropy inequality for the entropy pair \([10]\) for the homogeneous problem.

Then, according to \([6]\), it is possible to find a numerical entropy flux \(\mathcal{G}\) such that
\[
G(U_{i+1}) + \nabla U \eta(U_{i+1}) \left( \mathcal{F}(U_i, U_{i+1}) - F(U_{i+1}) \right) \\
\leq \mathcal{G}(U_i, U_{i+1}) \leq G(U_i) + \nabla U \eta(U_i) \left( \mathcal{F}(U_i, U_{i+1}) - F(U_i) \right),
\]
where $\nabla_U \eta$ is the derivative of $\eta$ with respect to $U = \begin{pmatrix} \rho \\ \rho u \end{pmatrix}$.

The first- and second-order well-balanced schemes described in this section propose an alternative reconstruction procedure for $U_{i+\frac{1}{2}}^-$ and $U_{i+\frac{1}{2}}^+$ which ensures that the steady state in (6) is discretely preserved when starting from that steady state. Subsections 2.1 and 2.2 contain the first- and second-order schemes, respectively, together with their proved properties.

2.1. First-order scheme. The basic first-order schemes approximate the flux $F_{i+\frac{1}{2}}$ by a numerical flux $\mathcal{F}$ which depends on the cell averaged values of $U$ at the two adjacent cells, so that the inputs for the numerical flux in (17) are

$$F_{i+\frac{1}{2}} = \mathcal{F}(U_i, U_{i+1}) \quad (19)$$

The resolution of the finite volume scheme in (16) with a numerical flux of the form in (19) and a cell-centred evaluation of $-\rho \partial_x H$ for the source term $S_i$ is not generally able to preserve the steady states, as it was shown in the initial works of well balanced schemes [37, 39]. These steady states are provided in (6), and satisfy that the variation of the free energy with respect to the density has to be constant in each connected component of the support of the density. The discrete steady state is defined in a similar way,

$$\left( \frac{\delta \mathcal{F}}{\delta \rho} \right)_i = \Pi'(\rho_i) + H_i = C_{\Gamma} \text{ in each } \Lambda_{\Gamma}, \Gamma \in \mathbb{N},$$

where $\Lambda_{\Gamma}, \Gamma \in \mathbb{N}$, denotes the possible infinite sequence indexed by $\Gamma$ of subsets $\Lambda_{\Gamma}$ of subsequent indices $i \in \mathbb{Z}$ where $\rho_i > 0$ and $u_i = 0$, and $C_{\Gamma}$ the corresponding constant in that connected component of the discrete support.

As it was emphasized above, the preservation of these steady states for particular choices of $\Pi'(\rho)$ and $H(x, \rho)$, such as shallow water [1] or chemotaxis [27], is paramount. A solution to allow this preservation was proposed in the work of Audusse et al. [1], where instead of evaluating the numerical flux as in (17), they chose

$$F_{i+\frac{1}{2}} = \mathcal{F}\left(U_{i+\frac{1}{2}}^-, U_{i+\frac{1}{2}}^+\right), \quad \text{where } U_{i+\frac{1}{2}}^\pm = \begin{pmatrix} \rho_{i+\frac{1}{2}}^\pm \\ u_{i+\frac{1}{2}}^\pm \end{pmatrix} \quad (21)$$

The interface values $U_{i+\frac{1}{2}}^\pm$ are reconstructed from $U_i$ and $U_{i+1}$ by taking into account the steady state relation in (20). Contrary to other works in which the interface values are reconstructed to increase the order of accuracy, now the objective is to satisfy the well-balanced property. Bearing this in mind, we make use of (20) to the cells with centred nodes at $x_i$ and $x_{i+1}$ to define the interface values such that

$$\Pi'\left(\rho_{i+\frac{1}{2}}^- \right) + H_{i+\frac{1}{2}}^- = \Pi'\left(\rho_i \right) + H_i, \quad \Pi'\left(\rho_{i+\frac{1}{2}}^+ \right) + H_{i+\frac{1}{2}}^+ = \Pi'\left(\rho_{i+1} \right) + H_{i+1},$$

where the term $H_{i+\frac{1}{2}}$ is evaluated to preserve consistency and stability, with an upwind or average value obtained as

$$H_{i+\frac{1}{2}} = \max(H_i, H_{i+1}) \quad \text{or} \quad H_{i+\frac{1}{2}} = \frac{1}{2} (H_i + H_{i+1}). \quad (22)$$

Then, by denoting as $\xi(s)$ the inverse function of $\Pi'(s)$ for $s > 0$, we conclude that the interface values $U_{i+\frac{1}{2}}^\pm$ are computed as

$$\rho_{i+\frac{1}{2}}^- = \xi \left( \Pi'(\rho_i) + H_i - H_{i+\frac{1}{2}}^- \right)_+, \quad u_{i+\frac{1}{2}}^- = u_i, \quad \rho_{i+\frac{1}{2}}^+ = \xi \left( \Pi'(\rho_{i+1}) + H_{i+1} - H_{i+\frac{1}{2}}^+ \right)_+, \quad u_{i+\frac{1}{2}}^+ = u_{i+1}. \quad (23)$$

The function $\xi(s)$ is well-defined for $s > 0$ since $\Pi'(s)$ is strictly convex, $\Pi''(s) > 0$. This is always the case since, as mentioned in the introduction, the physical entropies are always strictly convex.
from \([10]\). However, some physical entropies and applications allow for vacuum of the steady states, therefore we need to impose the value of \(\rho_{i+\frac{1}{2}}^\pm\), given that they should be nonnegative. From now on, \(\xi(s)\) will denote the extension by zero of the inverse of \(\Pi'(s)\) whenever \(s > 0\).

Furthermore, the discretization of the source term is taken as

\[
S_i = \frac{1}{\Delta x_i}\left(P\left(\rho_{i+\frac{1}{2}}^0\right) - P\left(\rho_{i-\frac{1}{2}}^0\right)\right) - \left(\gamma \rho_i u_i + \rho_i \sum_j \Delta x_j (u_i - u_j) \psi_{ij}\right),
\]

which is motivated by the fact that in the steady state, with \(u = 0\) in \([15]\), the fluxes are balanced with the sources,

\[\rho \partial_x \Pi'(\rho) = -\rho \partial_x H.\]

Here, \(\psi_{ij}\) is an approximation of the average value of \(\psi\) on the interval centred at \(x_i - x_j\) of length \(\Delta x_j\). From here, and integrating over the cell volume, it results that

\[
\int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} -\rho \partial_x H \, dx = \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} \rho \partial_x \Pi'(\rho) \, dx = \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} \partial_x P(\rho) \, dx = P(\rho_{i+\frac{1}{2}}^-) - P(\rho_{i-\frac{1}{2}}^+),
\]

with the relation between \(\Pi'(\rho)\) and \(P(\rho)\) was given in \([9]\). This idea of distributing the source terms along the interfaces has already been explored in previous works \([43]\).

The discretization of the source term in \([24]\) entails that the discrete balance between fluxes and sources is accomplished when \(F_{i+\frac{1}{2}} = P(\rho_{i+\frac{1}{2}}^-) = P(\rho_{i+\frac{1}{2}}^+)\). The computation of the numerical fluxes expressed in \([21]\), in which the interface values \(U_{i+\frac{1}{2}}^\pm\) are considered, enables this balance if in the steady states \(U_{i+\frac{1}{2}}^- = U_{i+\frac{1}{2}}^+ = (\rho_{i+\frac{1}{2}}^-)\), \((0,\rho_{i+\frac{1}{2}}^+).\) Moreover, the discretization of the source term as in \([24]\) may seem counter-intuitive when the system is far away from the steady state, given that the balanced expressed in \([25]\) only holds in those states. In spite of this, the consistency with the original system in \([15]\) is not lost, as it will be proved in subsection \(2.2\).

Let us finally discuss the discretization of the potential \(H(x,\rho) = V(x) + W * \rho(x)\). We will always approximate it as

\[H_i = V_i + \sum_j \Delta x_j W_{ij} \rho_j, \quad \text{for all } i \in \mathbb{Z},\]

where \(V_i = V(x_i)\) and \(W_{ij} = W(x_i - x_j)\) in case the potential is smooth or choosing \(W_{ij}\) as an average value of \(W\) on the interval centred at \(x_i - x_j\) of length \(\Delta x_j\) in case of general locally integrable potentials \(W\). Let us also point out that this discretization keeps the symmetry of the discretized interaction potential \(W_{ij} = W_{ji}\) for all \(i, j \in \mathbb{Z}\) whenever \(W\) is smooth or solved with equal size meshes \(\Delta x_i = \Delta x_j\) for all \(i, j \in \mathbb{Z}\).

### 2.2. Properties of the first-order scheme.

The first-order semidiscrete scheme defined in \([16]\), constructed with \([21]\)-\([24]\), and for a numerical flux \(\mathcal{F}(U_i, U_{i+1}) = (\mathcal{F}^p, \mathcal{F}^{pn}) (U_i, U_{i+1})\) satisfying the properties stated in the introduction of section \(2\) satisfies:

(i) preservation of the nonnegativity of \(\rho_i(t)\);
(ii) well balanced property, thus preserving the steady states given by \([20]\);
(iii) consistency with the system \([9]\);
(iv) cell entropy inequality associated to the entropy pair \([10]\),

\[
\Delta x_i \frac{d\eta_i}{dt} + \Delta x_i H_i \frac{d\rho_i}{dt} + G_{i+\frac{1}{2}} - G_{i-\frac{1}{2}} = -u_i \left(\gamma \Delta x_i \rho_i u_i + \Delta x_i \rho_i \sum_j \Delta x_j \rho_j (u_i - u_j) \psi_{ij}\right),
\]

where \(\eta_i = \Pi(\rho_i) + \frac{1}{2} \rho_i u_i^2\) and

\[G_{i+\frac{1}{2}} = \mathcal{G} \left(U_{i+\frac{1}{2}}^-, U_{i+\frac{1}{2}}^+, U_{i+\frac{1}{2}}^-\right) + \mathcal{F}^p \left(U_{i+\frac{1}{2}}^-, U_{i+\frac{1}{2}}^+, U_{i+\frac{1}{2}}^+\right) H_{i+\frac{1}{2}}.\]
Some of the following proofs follow the lines considered in [1,27].

Proof. Some of the following proofs follow the lines considered in [1,27].

(i) A first-order numerical flux $\mathcal{F}(U_i, U_{i+1}) = (\mathcal{F}^p, \mathcal{F}^m) (U_i, U_{i+1})$ for the homogeneous problem satisfies the nonnegativity of the density $\rho_i(t)$ if and only if

$$\mathcal{F}^p((\rho_i = 0, u_i), (\rho_{i+1}, u_{i+1})) - \mathcal{F}^p((\rho_{i-1}, u_{i-1}), (\rho_i = 0, u_i)) \leq 0 \quad \forall (\rho_j, u_j)_j.$$  

Given that the sources do not contribute to the continuity equation in (15), for the numerical flux in (21) we need to check that

$$\mathcal{F}^p(U^-_{i+\frac{1}{2}}, U^+_{i+\frac{1}{2}}) - \mathcal{F}^p(U^-_{i-\frac{1}{2}}, U^+_{i-\frac{1}{2}}) \leq 0$$

whenever $\rho_i = 0$ and bearing in mind that (31) holds. When $\rho_i = 0$ the reconstruction in (22) and (23) yields $\rho^+_{i+\frac{1}{2}} = \rho^+_{i-\frac{1}{2}} = 0$ since $\Pi(\rho)$ is assumed to be convex, and (32) results in

$$\mathcal{F}^p((0, u_i), (\rho^+_{i+\frac{1}{2}}, u_{i+1})) - \mathcal{F}^p((\rho^-_{i-\frac{1}{2}}, u_{i-1}), (\rho_i = 0, u_i)) \leq 0 \quad \forall (\rho^+_{\frac{1}{2}}, \rho^-_{\frac{1}{2}}, u_j)_j,$$

which is satisfied since (31) holds. (ii) To preserve the steady state the discrete fluxes and source need to be balanced,

$$F_{i+\frac{1}{2}} - F_{i-\frac{1}{2}} = \Delta x S_i.$$ 

When the steady state holds it follows from (23) that $\rho^-_{i+\frac{1}{2}} = \rho^+_{i+\frac{1}{2}}$ and $u^-_{i+\frac{1}{2}} = u^+_{i-\frac{1}{2}} = 0$, and as a result $U^-_{i+\frac{1}{2}} = U^+_{i+\frac{1}{2}}$. Then, by consistency of the numerical flux $\mathcal{F}$,

$$F_{i+\frac{1}{2}} = \mathcal{F}\left((\rho^+_{i+\frac{1}{2}}, 0), (\rho^+_{i+\frac{1}{2}}, 0)\right) = F(U^-_{i+\frac{1}{2}}) = F(U^+_{i+\frac{1}{2}}) = \begin{pmatrix} 0 \\ P(\rho^-_{i+\frac{1}{2}}) \end{pmatrix} = \begin{pmatrix} 0 \\ P(\rho^+_{i+\frac{1}{2}}) \end{pmatrix}.$$ 

Concerning the source term $S_i$ of (24), in the steady state it is equal to

$$\Delta x S_i = \begin{pmatrix} 0 \\ P(\rho^-_{i+\frac{1}{2}}) - P(\rho^+_{i-\frac{1}{2}}) \end{pmatrix}.$$ 

Then the balance in (33) is obtained from (34) and (35).
(iii) For the consistency with the original system of \([\mathbf{5}]\) one has to apply the criterion in \([\mathbf{3}]\), by which two properties concerning the consistency with the exact flux \(F\) and the consistency with the source term need to be checked. Before proceeding, the finite volume discretization in \([\mathbf{16}]\) needs to be rewritten in a non-conservative form as

\[
\frac{dU_i}{dt} = -\frac{\mathcal{F}_r(U_i, U_{i+1}, H_i, H_{i+1}) - \mathcal{F}_l(U_{i-1}, U_i, H_{i-1}, H_i)}{\Delta x_i} \left( \rho_i \right)
\]

(36)

where

\[
\mathcal{F}_r(U_i, U_{i+1}, H_i, H_{i+1}) = F_{i+\frac{1}{2}} - \Delta x_i S^-_{i+\frac{1}{2}},
\]

\[
\mathcal{F}_l(U_{i-1}, U_i, H_{i-1}, H_i) = F_{i-\frac{1}{2}} - \Delta x_i S^+_{i-\frac{1}{2}}.
\]

Here the source term \(S_i\) is considered as being distributed along the cells interfaces, satisfying

\[
S_i = S^-_{i+\frac{1}{2}} + S^+_{i-\frac{1}{2}},
\]

\[
S^-_{i+\frac{1}{2}} = \frac{1}{\Delta x_i} \left( P(\rho_{i+\frac{1}{2}}^+) - P(\rho_i) \right) \quad \text{and} \quad S^+_{i-\frac{1}{2}} = \frac{1}{\Delta x_i} \left( P(\rho_i) - P(\rho_{i-\frac{1}{2}}^-) \right).
\]

The consistency with the exact flux means that \(\mathcal{F}_l(U, U, H, H) = \mathcal{F}_r(U, U, H, H) = F(U)\). This is directly satisfied since \(U_{i+\frac{1}{2}} = U_i\) and \(U_{i-\frac{1}{2}} = U_{i+1}\) whenever \(H_{i+1} = H_i\), due to \([\mathbf{23}]\).

For the consistency with the source term the criterion to check is

\[
\mathcal{F}_r(U_i, U_{i+1}, H_i, H_{i+1}) - \mathcal{F}_l(U_{i-1}, U_i, H_{i-1}, H_i, H_{i+1}) = \left( -\rho_i H_i + o(H_i) \right)
\]

as \(U_i, U_{i+1} \to U\) and \(H_i, H_{i+1} \to H\). For this case,

\[
\mathcal{F}_r(U_i, U_{i+1}, H_i, H_{i+1}) - \mathcal{F}_l(U_{i-1}, U_i, H_{i-1}, H_i, H_{i+1}) = \begin{pmatrix} 0 \\ 0 \end{pmatrix}
\]

(37)

\[
\begin{pmatrix}
\left( P(\xi(\Pi'(\rho_i) + H_i - H_{i+\frac{1}{2}})) - P(\rho_i) \right) + \left( P(\xi(\Pi'(\rho_{i+1}) + H_{i+1} - H_{i+\frac{1}{2}})) - P(\rho_{i+1}) \right) \\
0
\end{pmatrix}
\]

where \(H_{i+\frac{1}{2}} = \max(H_i, H_{i+1})\). By assuming without loss of generality that \(H_{i+\frac{1}{2}} = H_i\), the second term of the last matrix results in

\[
P(\xi(\Pi'(\rho_{i+1}) + H_{i+1} - H_i)) - P(\xi(\Pi'(\rho_i))) = P(\xi(\Pi'(\rho_{i+1}) + H_{i+1} - H_i)) - P(\rho_i).
\]

This term can be further approximated as

\[
(P \circ \xi)'(\Pi'(\rho_{i+1}))(H_{i+1} - H_i) + o(H_{i+1} - H_i) = \rho_{i+1}(H_{i+1} - H_i) + o(H_{i+1} - H_i)
\]

since

\[
(P \circ \xi)'(\Pi'(\rho_{i+1})) = P'(\rho_{i+1}) \frac{1}{\Pi''(\rho_{i+1})} = \rho_{i+1}
\]

by taking derivatives in \((\xi \circ \Pi)'(\rho) = \rho\) and making use of \([\mathbf{3}]\). Finally, since \(\rho_{i+1} \to \rho\), the consistency with the source term is satisfied. An analogous procedure can be followed whenever \(H_{i+\frac{1}{2}} = H_{i+1}\).

(iv) To prove \([\mathbf{26}]\) we follow the strategy from \([\mathbf{27}]\). We first set \(G_{i+\frac{1}{2}}\) to be

\[
G_{i+\frac{1}{2}} = \mathcal{G}\left( U^-_{i+\frac{1}{2}}, U^+_{i+\frac{1}{2}} \right) + \mathcal{F}_p\left( U^-_{i+\frac{1}{2}}, U^+_{i+\frac{1}{2}} \right) H_{i+\frac{1}{2}}.
\]
Subsequently, and employing the inequalities for \( G(U_{i+\frac{1}{2}}^+, U_{i+\frac{1}{2}}^-) \) in (18), it follows that

\[
G_{i+\frac{1}{2}} - G_{i-\frac{1}{2}} \leq G(U_{i+\frac{1}{2}}^-, U_{i+\frac{1}{2}}^+) + \nabla U \eta \left( U_{i+\frac{1}{2}}^- \right) \left( \mathcal{F}(U_{i+\frac{1}{2}}^-, U_{i+\frac{1}{2}}^+) - F(U_{i+\frac{1}{2}}^+) \right)

- G(U_{i-\frac{1}{2}}^-, U_{i-\frac{1}{2}}^+) \left( \mathcal{F}(U_{i-\frac{1}{2}}^-, U_{i-\frac{1}{2}}^+) - F(U_{i-\frac{1}{2}}^-) \right)

+ \mathcal{F}^\rho \left( U_{i+\frac{1}{2}}^-, U_{i+\frac{1}{2}}^+ \right) H_{i+\frac{1}{2}} - \mathcal{F}^\rho \left( U_{i-\frac{1}{2}}^-, U_{i-\frac{1}{2}}^+ \right) H_{i-\frac{1}{2}}.
\]

This last inequality can be rewritten after some long computations as

\[
G_{i+\frac{1}{2}} - G_{i-\frac{1}{2}} \leq \left( \Pi' \left( \rho_{i+\frac{1}{2}i}^- \right) - \frac{1}{2} u_i^2 + H_{i+\frac{1}{2}} \right) \mathcal{F}^\rho \left( U_{i+\frac{1}{2}}^-, U_{i+\frac{1}{2}}^+ \right)

- \left( \Pi' \left( \rho_{i-\frac{1}{2}i}^- \right) - \frac{1}{2} u_i^2 + H_{i-\frac{1}{2}} \right) \mathcal{F}^\rho \left( U_{i-\frac{1}{2}}^-, U_{i-\frac{1}{2}}^+ \right)

+ u_i \left( \mathcal{F}^\rho \left( U_{i+\frac{1}{2}}^-, U_{i+\frac{1}{2}}^+ \right) - \mathcal{F}^\rho \left( U_{i-\frac{1}{2}}^-, U_{i-\frac{1}{2}}^+ \right) \right) + P \left( \rho_{i+\frac{1}{2}i}^- \right) - P \left( \rho_{i-\frac{1}{2}i}^- \right).
\]

From here, by bearing in mind the definition of \( \rho_{i+\frac{1}{2}i}^- \) and \( \rho_{i-\frac{1}{2}i}^- \) in (23) and the definition of the scheme in (16)-(21)-(24), we get

\[
G_{i+\frac{1}{2}} - G_{i-\frac{1}{2}} \leq \left( \Pi' \left( \rho_i \right) - \frac{1}{2} u_i^2 + H_i \right) \left( \mathcal{F}^\rho \left( U_{i+\frac{1}{2}}^-, U_{i+\frac{1}{2}}^+ \right) - \mathcal{F}^\rho \left( U_{i-\frac{1}{2}}^-, U_{i-\frac{1}{2}}^+ \right) \right)

+ u_i \left( \mathcal{F}^\rho \left( U_{i+\frac{1}{2}}^-, U_{i+\frac{1}{2}}^+ \right) - \mathcal{F}^\rho \left( U_{i-\frac{1}{2}}^-, U_{i-\frac{1}{2}}^+ \right) \right) + P \left( \rho_{i+\frac{1}{2}i}^- \right) - P \left( \rho_{i-\frac{1}{2}i}^- \right).
\]

Finally, this last inequality results in the desired cell entropy inequality (26) by rearranging according to (15), yielding

\[
\Delta x_i \frac{d \rho_i}{dt} + \Delta x_i H_i \frac{d \rho_i}{dt} + G_{i+\frac{1}{2}} - G_{i-\frac{1}{2}} = -u_i \left( \gamma \Delta x_i \rho_i u_i + \Delta x_i \rho_i \sum_j \rho_j \left( u_i - u_j \right) \psi_{ij} \right).
\]

This is the desired cell entropy inequality (26) by rearranging according to (15), yielding.

(v) The last property of the scheme and formulas (27)-(28) follow by summing over the index \( i \) over identity (38), collecting terms and symmetrizing the dissipation using the symmetry of \( \psi \).

(vi) Starting from the finite volume equation for the density in (15),

\[
\Delta x_i \frac{d \rho_i}{dt} = -\mathcal{F}^\rho \left( U_{i+\frac{1}{2}}^- , U_{i+\frac{1}{2}}^+ \right) + \mathcal{F}^\rho \left( U_{i-\frac{1}{2}}^- , U_{i-\frac{1}{2}}^+ \right),
\]

one can multiply it by \( x_i \), and sum it over the index \( i \), resulting in

\[
\frac{d}{dt} \left( \sum_i \Delta x_i \rho_i x_i \right) = \sum_i x_i \left( \mathcal{F}^\rho \left( U_{i+\frac{1}{2}}^- , U_{i+\frac{1}{2}}^+ \right) + \mathcal{F}^\rho \left( U_{i-\frac{1}{2}}^- , U_{i-\frac{1}{2}}^+ \right) \right).
\]

By rearranging and considering, for instance, periodic or no flux boundary conditions, we get (29).

On the other hand, the finite volume equation for the momentum in (15), after summing over the index \( i \), becomes

\[
\frac{d}{dt} \left( \sum_i \Delta x_i \rho_i u_i \right) = \sum_i \left( P \left( \rho_{i+\frac{1}{2}i}^- \right) \right) - \gamma \Delta x_i \rho_i u_i \sum_j \rho_j \left( u_i - u_j \right) \psi_{ij},
\]

(39)
since the numerical fluxes cancel out due to the sum over the index \( i \). In addition, the Cucker-Smale damping term also vanishes due to the symmetry in \( \psi(x) \). Finally, if the initial density is symmetric and the initial velocity antisymmetric, the sum of pressures in the RHS of (39) is 0, due to the symmetry in the density. This implies that the discrete solution for the density and momentum maintains those symmetries, since (39) is simplified as

\[
\sum_i \Delta x_i \rho_i u_i = 0
\]

and as a result (29) reduces to (30). This means that the discrete centre of mass is conserved in time and is centred at 0, for initial symmetric densities and initial antisymmetric velocities.

**Remark 2.1.** As a consequence of the previous proofs, our scheme conserves all the structural properties of the hydrodynamic system (5) at the semidiscrete level including the dissipation of the discrete free energy (8) and the characterization of the steady states. These properties are analogous to those obtained for finite volume schemes in the overdamped limit [10,65].

**Remark 2.2.** All the previous properties, which are applicable for free energies of the form (2), can be extended to the general free energies in (13). It can be shown indeed that the discrete analog of the free energy dissipation in (27) still holds for a discrete total energy defined as in (28) and a discrete free energy of the form

\[
(40) F^D = \sum_i \Delta x_i [\Pi(\rho_i) + V_i \rho_i] + \frac{1}{2} \sum_i \Delta x_i \rho_i K_i,
\]

where \( K_i \) is a discrete approximation of \( K(W(x) \ast \rho) \) at the node \( x_i \) and is evaluated as

\[
(41) K_i = K \left( \sum_j \Delta x_j W_{ij} \rho_j \right).
\]

### 2.3. Second-order extension.

The usual procedure to extend a first-order scheme to second order is by computing the numerical fluxes (17) from limited reconstructed values of the density and momentum at each side of the boundary, contrary to the cell-centred values taken for the first order schemes (19). These values are classically computed in three steps: prediction of the gradients in each cell, linear extrapolation and limiting procedure to preserve nonnegativity. For instance, MUSCL [56] is a usual reconstruction procedure following these steps. From here the values \( \rho_{i,l}, \rho_{i,r}, u_{i,l} \) and \( u_{i,r} \) are obtained \( \forall i \), where \( l \) indicates at the left of the boundary and \( r \) at the right. Then the inputs for the numerical flux in (17), for a usual second-order scheme, are

\[
(42) F_{i+\frac{1}{2}} = \mathcal{F}(U_{i,r}, U_{i+1,l}).
\]

This procedure has already been adapted to satisfy the well-balanced property and maintain the second order for specific applications, such as shallow water [5] or chemotaxis [27]. In this subsection the objective is to extend the procedure to general free energies of the form (2). As it happened for the well-balanced first-order scheme, the boundary values introduced in the numerical flux, which in this case are \( U_{i,r} \) and \( U_{i+1,l} \), need to be adapted to satisfy the well-balanced property.

For the well-balanced scheme the first step is to reconstruct the boundary values \( \rho_{i,l}, \rho_{i,r}, u_{i,l} \) and \( u_{i,r} \) following the three mentioned steps. In addition, the reconstructed values of the potential \( H(x, \rho) \) at the boundaries, \( H_{i,l} \) and \( H_{i,r} \) \( \forall i \), have to be also computed. This is done as suggested in [1]. Instead of reconstructing directly \( H_{i,l} \) and \( H_{i,r} \) following the three mentioned steps, for certain applications one has to reconstruct firstly \( (\Pi'(\rho) + H(x, \rho))_{i,l} \) to obtain \( (\Pi'(\rho) + H(x, \rho))_{i,l} \) and \( (\Pi'(\rho) + H(x, \rho))_{i,r} \), and subsequently compute \( H_{i,l} \) and \( H_{i,r} \) as

\[
H_{i,l} = (\Pi'(\rho) + H(x, \rho))_{i,l} - \rho_{i,l}, \\
H_{i,r} = (\Pi'(\rho) + H(x, \rho))_{i,r} - \rho_{i,r}.
\]
This is shown in [11] to be necessary in order to maintain nonnegativity and the steady state in applications where there is an interface between dry and wet cells. For instance, these interfaces appear when considering pressures of the form $P = \rho^m$ with $m > 0$, as it is shown in examples 3.4 and 3.6 of section 3. For other applications where vacuum regions do not occur, the values $H_{i,l}$ and $H_{i,r}$ can be directly reconstructed following the three mentioned steps.

After this first step, the inputs for the numerical flux are updated from (17) to satisfy the well-balanced property as

$$F_{i+\frac{1}{2}} = \mathcal{F} \left( U_{i+\frac{1}{2}}, U_{i+\frac{1}{2}}^+ \right),$$

where $U_{i+\frac{1}{2}} = \left( \frac{\rho_{i+\frac{1}{2}}^-}{\rho_{i+\frac{1}{2}}^-} u_{i,r} \right)$, $U_{i+\frac{1}{2}}^+ = \left( \frac{\rho_{i+\frac{1}{2}}^+}{\rho_{i+\frac{1}{2}}^+} u_{i+1,l} \right)$.

The interface values $\rho_{i+\frac{1}{2}}^\pm$ are reconstructed as in the first-order scheme, by taking into account the steady state relation in (20). The application of (20) to the cells with centred nodes $x_i$ and $x_{i+1}$ leads to

$$\Pi' \left( \rho_{i+\frac{1}{2}}^- \right) + H_{i+\frac{1}{2}} = \Pi' \left( \rho_{i,r} \right) + H_{i,r},$$

$$\Pi' \left( \rho_{i+\frac{1}{2}}^+ \right) + H_{i+\frac{1}{2}} = \Pi' \left( \rho_{i+1,l} \right) + H_{i+1,l},$$

where the term $H_{i+\frac{1}{2}}$ is evaluated to preserve consistency and stability, with an upwind or average value obtained as

$$H_{i+\frac{1}{2}} = \max (H_{i,r}, H_{i+1,l}) \quad \text{or} \quad H_{i+\frac{1}{2}} = \frac{1}{2} (H_{i,r} + H_{i+1,l}).$$

Then, by denoting as $\xi(x)$ the inverse function of $\Pi'(x)$, the interface values $\rho_{i+\frac{1}{2}}^\pm$ are computed as

$$\rho_{i+\frac{1}{2}}^- = \xi \left( \Pi' \left( \rho_{i,r} \right) + H_{i,r} - H_{i+\frac{1}{2}} \right),$$

$$\rho_{i+\frac{1}{2}}^+ = \xi \left( \Pi' \left( \rho_{i+1,l} \right) + H_{i+1,l} - H_{i+\frac{1}{2}} \right).$$

The source term is again distributed along the interfaces,

$$S_i = S_{i+\frac{1}{2}}^- + S_{i-\frac{1}{2}}^+ + S_i^c,$$

where

$$S_{i+\frac{1}{2}}^- = \frac{1}{\Delta x_i} \left( P \left( \rho_{i+\frac{1}{2}}^- \right) - P \left( \rho_{i,r} \right) \right),$$

$$S_{i-\frac{1}{2}}^+ = \frac{1}{\Delta x_i} \left( P \left( \rho_{i+\frac{1}{2}}^+ \right) - P \left( \rho_{i+1,l} \right) \right).$$

The difference here is that a central source term $S_i^c$ has to be added now to preserve the consistency. This central term needs to satisfy certain requirements described in [6] to maintain the second-order accuracy and the well-balanced properties of the scheme. There is some flexibility in the choice of this term, as far as it satisfies the two criteria for second-order accuracy and well-balancing described in [6]. For instance, specific forms have worked for shallow water equations [1] or chemotaxis [27]. The objective here is to provide a general form of $S_i^c$ which applies to general free energies of the form [2].

Following the strategy in [6], we propose to approximate the generalized centred sources as

$$S_i^c = \frac{1}{\Delta x_i} \left( P \left( \rho_{i,r} \right) - P \left( \rho_{i+1,l}^* \right) - P \left( \rho_{i,l} \right) + P \left( \rho_{i,l}^* \right) \right) - \left( \gamma \rho_i u_i + \rho_i \sum_j \left( u_{i,j} - u_{j,i} \right) \rho_j \psi(x_i - x_j) \right),$$

where the values $\rho_{i,l}$ and $\rho_{i,r}^*$ are computed from the steady state relation (20) as

$$\rho_{i,l}^* = \xi \left( \Pi' \left( \rho_{i,l} \right) + H_{i,l} - H_{i,l}^* \right),$$

$$\rho_{i,r}^* = \xi \left( \Pi' \left( \rho_{i,r} \right) + H_{i,r} - H_{i,r}^* \right),$$

and $H_{i,r}^*$ is a centred approximation of the potentials satisfying

$$H_{i,r}^* = \frac{1}{2} (H_{i,r} + H_{i,l}).$$

The second-order semidiscrete scheme defined in (16), constructed with (12)-(13), and for a numerical flux $\mathcal{F}$ satisfying the properties stated in the introduction of section 2 satisfies:
(i) preservation of the nonnegativity of $\rho_i(t)$;
(ii) well balanced property, thus preserving the steady states given by (20);
(iii) consistency with the system (5);
(iv) second-order accuracy.

The proof of these properties is omitted here since it follows the same techniques from [1,27], and the general procedure is very similar to the one from the first-order scheme in subsection 2.2.

3. Numerical tests

This section details numerical simulations in which the first- and second-order schemes from section 2 are employed. Firstly, subsection 3.1 contains the validation of the first- and second-order schemes: the well-balanced property and the order of accuracy of the schemes are tested in four different configurations. Secondly, subsection 3.2 illustrates the application of the numerical schemes to a variety of choices of the free energy, leading to interesting numerical experiments for which analytical results are limited in the literature.

Unless otherwise stated, all simulations contain linear damping with $\gamma = 1$ and have a total unitary mass. Only the indicated ones contain the Cucker-Smale damping term, where the communication function satisfies

$$\psi(x) = \frac{1}{(1 + |x|^2)^{\frac{1}{4}}}.$$  

The pressure function in the simulations has the form of $P(\rho) = \rho^m$, with $m \geq 1$. When $m = 1$ the pressure satisfies the ideal-gas relation $P(\rho) = \rho$, and the density does not develop vacuum regions during the temporal evolution. For this case the employed numerical flux is the versatile local Lax-Friedrich flux. For the simulations where $P(\rho) = \rho^m$ and $m > 1$ vacuum regions with $\rho = 0$ are generated. This implies that the hyperbolicity of the system is lost in those regions, and the local Lax-Friedrich scheme fails. As a result, an appropriate numerical flux has to be implemented to handle the vacuum regions. In this case a kinetic solver based on [61], and already implemented in previous works, is employed.

The time discretization is accomplished by means of the third order TDV Runge-Kutta method and the CFL number is taken as 0.7 in all the simulations. The boundary conditions are chosen to be no flux. For more details about the numerical fluxes, temporal discretization, and CFL number, we remit the reader to Appendix A.

Videos from all the simulations displayed in this work are available at [59].

3.1. Validation of the numerical scheme. The validation of the schemes from section 2 includes a test for the well-balanced property and a test for the order of accuracy. These tests are completed in four different examples with steady states satisfying (6), which differ in the choice of the free energy, potentials and the inclusion of Cucker-Smale damping terms. An additional fifth example presenting moving steady states of the form (12) is considered to show that our schemes satisfy the order of accuracy test even for this challenging steady states.

The well-balanced property test evaluates whether the steady state solution is preserved in time up to machine precision. As a result, the initial condition of the simulation has to be directly the steady state. The results of this test for the four examples of this section are presented in table 1. All the simulations are run from $t = 0$ to $t = 5$.

The order of accuracy test is based on evaluating the $L^1$ error of a numerical solution for a particular choice of $\Delta x$ with respect to a reference solution. Subsequent $L^1$ errors are obtained after halving the $\Delta x$ of the previous numerical solution, doubling in this way the total number of nodes. The order of the scheme is then computed as

$$\text{Order of the scheme} = \ln \left( \frac{L^1 \text{error}(\Delta x)}{L^1 \text{error}(\Delta x/2)} \right),$$

and the $\Delta x$ is halved four times.
Table 1. Preservation of the steady state for the examples 3.1, 3.2, 3.3 and 3.4 with the first- and second-order schemes and double precision, at $t = 5$

| Order of the scheme | $L^1$ error | $L^\infty$ error |
|---------------------|-------------|------------------|
| Example 3.1         |             |                  |
| 1\textsuperscript{st} | 9.1012E-18  | 1.1102E-16       |
| 2\textsuperscript{nd} | 2.3191E-17  | 2.2843E-16       |
| Example 3.2         |             |                  |
| 1\textsuperscript{st} | 7.8666E-18  | 1.1102E-16       |
| 2\textsuperscript{nd} | 1.4975E-17  | 1.5057E-16       |
| Example 3.3         |             |                  |
| 1\textsuperscript{st} | 5.5020E-17  | 6.6613E-16       |
| 2\textsuperscript{nd} | 6.4514E-17  | 7.2164E-16       |
| Example 3.4         |             |                  |
| 1\textsuperscript{st} | 1.3728E-17  | 2.2204E-16       |
| 2\textsuperscript{nd} | 3.4478E-18  | 1.1102E-16       |

The reference solution is frequently taken as an explicit solution of the system that is being tested. In this case, the system in (5) does not have an explicit solution in time for the free energies presented here, even though the steady solution can be analytically computed. Since we are interested in evaluating the order of accuracy away from equilibrium, the reference solution is computed from the same numerical scheme but with a really small $\Delta x$, so that the numerical solution can be considered as the exact one. In all cases here the reference solution is obtained from a mesh with 25600 nodes, while the numerical solutions employ a number of nodes between 50 and 400.

The results from the accuracy tests are shown in the tables 2, 3, 4, 5 and 6. The simulations were run with the configurations specified in each example and from $t = 0$ to $t = 0.3$, unless otherwise stated.

**Example 3.1 (Ideal-gas pressure and attractive potential).** In this example the pressure satisfies $P(\rho) = \rho$ and there is an external potential of the form $V(x) = \frac{x^2}{2}$. As a result, the relation holding in the steady state is

\begin{equation}
\frac{\delta \mathcal{F}}{\delta \rho} = \Pi'(\rho) + H = \ln(\rho) + \frac{x^2}{2} = \text{constant on supp}(\rho) \quad \text{and} \quad u = 0.
\end{equation}

The steady state, for an initial mass $M_0$, explicitly satisfies

\begin{equation}
\rho_\infty = M_0 \frac{e^{-x^2/2}}{\int_{\mathbb{R}} e^{-x^2/2} dx}.
\end{equation}

For the order of accuracy test the initial conditions are

\begin{equation}
\rho(x,t = 0) = M_0 \frac{0.2 + 5 \cos \left( \frac{\pi x}{10} \right)}{\int_{\mathbb{R}} (0.2 + 5 \cos \left( \frac{\pi x}{10} \right)) dx}, \quad \rho u(x,t = 0) = -0.05 \sin \left( \frac{\pi x}{10} \right), \quad x \in [-5,5],
\end{equation}

with $M_0$ equals to 1 so that the total mass is unitary. The order of accuracy test from this example is shown in table 2, and the evolution of the density, momentum, variation of the free energy with respect to the density, total energy and free energy are depicted in figure 1. From (D) one can notice how the discrete total energy always decreases in time, due to the discrete free energy dissipation property (27), and how there is an exchange between free energy and kinetic energy which makes the discrete free energy plot oscillate.

**Example 3.2 (Ideal-gas pressure, attractive potential and Cucker-Smale damping terms).** In this example the pressure satisfies $P(\rho) = \rho$ and there is an external potential of the form $V(x) = \frac{x^2}{2}$. The difference with example 3.1 is that the Cucker-Smale damping terms are included, and the linear damping term $-\rho u$ excluded. The relation holding in the steady state is expressed in (45) and the steady state satisfies (46). The initial conditions are also (47). The order of accuracy test from this example is shown in table 3, and the evolution of the density, momentum, variation of the free energy with respect to the density, total energy and free energy are depicted in figure 2. The lack of linear damping leads to higher oscillations.
Figure 1. Temporal evolution of Example 3.1.

Table 2. Accuracy test for Example 3.1 with the first and second-order schemes

| Number of cells | First-order $L^1$ error | First-order order | Second-order $L^1$ error | Second-order order |
|----------------|-------------------------|-------------------|--------------------------|-------------------|
| 50             | 6.8797E-03              | -                 | 7.6166E-04               | -                 |
| 100            | 3.4068E-03              | 1.01              | 2.0206E-04               | 1.91              |
| 200            | 1.6826E-03              | 1.02              | 5.0308E-05               | 2.01              |
| 400            | 8.3104E-04              | 1.02              | 1.2879E-05               | 1.97              |

in the momentum plots in comparison to figure 1. There is also an exchange of kinetic and free energy during the temporal evolution, which could be noticed from the oscillations of the discrete free energy in figure 2 (D).

Example 3.3 (Ideal-gas pressure and attractive kernel). In this case study the pressure satisfies $P(\rho) = \rho$ and there is an interaction potential with a kernel of the form $W(x) = \frac{x^2}{2}$. The steady state
The linear damping coefficient \( \gamma = 0.01 \) has been reduced, in order to compare the evolution with respect to the previous examples.

The initial conditions for the order of accuracy test are the ones from example 3.1 in [47]. The order of accuracy test from this example is shown in table 4, and the evolution of the density, momentum, variation of the free energy with respect to the density, total energy and free energy are depicted in Figure 2.

Table 3. Accuracy test for Example 3.2 with the first and second-order schemes

| Number of cells | First-order \( L^1 \) error | Order | Second-order \( L^1 \) error | Order |
|-----------------|-----------------------------|-------|-------------------------------|-------|
| 50              | 6.3195E-03                  | -     | 7.3045E-04                    | -     |
| 100             | 3.2658E-03                  | 0.95  | 1.9462E-04                    | 1.91  |
| 200             | 1.6373E-03                  | 1.00  | 4.8629E-05                    | 2.00  |
| 400             | 8.7771E-04                  | 1.01  | 1.2468E-05                    | 1.97  |

for a general total mass \( M_0 \) is again equal to the steady states from examples 3.1 and 3.2 with unit mass. The linear damping coefficient \( \gamma \) has been reduced, \( \gamma = 0.01 \), in order to compare the evolution with respect to the previous examples.
Due to the low value of $\gamma$ in the linear damping, there is a repeated exchange of free energy and kinetic energy during the temporal evolution, which can be noticed from the oscillations of the free energy plot in figure 3(D). In the previous examples the linear damping term dissipates the momentum in a faster timescale and these exchanges only last for a few oscillations. One can also notice that the time to reach the steady state is higher than in the previous examples.

![Temporal evolution of Example 3.3](image)

**Figure 3.** Temporal evolution of Example 3.3

**Table 4.** Accuracy test for Example 3.3 with the first and second-order schemes

| Number of cells | First-order $L^1$ error | First-order order | Second-order $L^1$ error | Second-order order |
|-----------------|-------------------------|------------------|--------------------------|-------------------|
| 50              | 6.6938E-03              | -                | 7.6135E-04               | -                 |
| 100             | 3.4702E-03              | 0.95             | 2.0207E-04               | 1.91              |
| 200             | 1.7410E-03              | 1.00             | 5.0306E-05               | 2.01              |
| 400             | 8.6890E-04              | 1.00             | 1.2879E-05               | 1.97              |
Example 3.4 (Pressure proportional to square of density and attractive potential). For this example the pressure satisfies \( P(\rho) = \rho^2 \) and there is an external potential of the form \( V(x) = \frac{x^2}{2} \). Contrary to the previous examples 3.1, 3.2 and 3.3, the choice of \( P(\rho) = \rho^2 \) implies that regions of vacuum where \( \rho = 0 \) appear in the evolution and steady solution of the system. As explained in the introduction of this section, the numerical flux employed for this case is a kinetic solver based on \[6\].

The steady state for this example with an initial mass of \( M_0 \) satisfies

\[
\rho_\infty(x) = \begin{cases} 
-\frac{1}{4} \left( x + \sqrt[3]{3M_0} \right) \left( x - \sqrt[3]{3M_0} \right) & \text{for } x \in [-\sqrt[3]{3M_0}, \sqrt[3]{3M_0}], \\
0 & \text{otherwise.}
\end{cases}
\]

The initial conditions taken for the order of accuracy test are

\[
\rho(x, t = 0) = M_0 \frac{0.1 + e^{-x^2}}{\int_{\mathbb{R}} (0.1 + e^{-x^2}) \, dx}, \quad \rho u(x, t = 0) = -0.2 \sin \left( \frac{\pi x}{10} \right), \quad x \in [-5, 5],
\]

with \( M_0 \) being the mass of the system and equal to 1. The order of accuracy test from this example is shown in table 3 and the evolution of the density, momentum, variation of the free energy with respect to the density, total energy and free energy are depicted in figure 4. The initial kinetic energy represents a large part of the initial total energy, and there is also an exchange between the kinetic energy and the free energy resulting in the oscillations for the plot of the discrete free energy.

As a remark, in this example the order of accuracy for the schemes with order higher than one is reduced to one due to the presence of the vacuum regions, as it is also pointed out in \[27\]. The orders showed in table 3 are computed by considering only the regions in the support of the density, so that the vacuum regions are not taken into consideration.

Table 5. Accuracy test for Example 3.4 with the first and second-order schemes

| Number of cells | First-order \( L^1 \) error | First-order error order | Second-order \( L^1 \) error | Second-order error order |
|-----------------|-----------------------------|-------------------------|-----------------------------|-------------------------|
| 50              | 6.8826E-03                 | -                       | 1.0735E-03                 | -                       |
| 100             | 3.5106E-03                 | 0.97                    | 2.9188E-04                 | 1.88                    |
| 200             | 1.7596E-03                 | 1.00                    | 7.6113E-05                 | 1.94                    |
| 400             | 8.8184E-04                 | 1.00                    | 1.9103E-05                 | 1.99                    |

Example 3.5 (Moving steady state with ideal-gas pressure, attractive kernel and Cucker-Smale damping term). The purpose of this example is to show that our scheme from section 2 preserves the order of accuracy for moving steady states of the form \(12\), where the velocity is not dissipated. As mentioned in the introduction, the generalization of well-balanced schemes to preserve moving steady states has proven to be quite complicated \[55,73\], and it is not the aim of this work to construct such schemes.

For this example the pressure satisfies \( P(\rho) = \rho \) and there is an interaction potential with a kernel of the form \( W(x) = \frac{x^2}{2} \). The linear damping is eliminated and the Cucker-Smale damping term included. Under this configuration, there exists an explicit solution for system \(5\) consisting in a travelling wave of the form

\[
\rho(x, t) = M_0 e^{-\frac{(x-ut)^2}{2}} \int_{\mathbb{R}} e^{-x^2/2} \, dx, \quad u(x, t) = 0.2,
\]

with \( M_0 \) equals to 1 so that the total mass is unitary. As a result, the order of accuracy test can be accomplished by computing the error with respect to the exact reference solution, contrary to what was proposed in the previous examples. It should be remarked however that the velocity and the variation of the free energy with respect to the density profiles are not kept constant along the domain by our numerical scheme, since the well-balanced property for moving steady states is not satisfied.
Figure 4. Temporal evolution of Example 3.4

The initial conditions for our simulation are (48) at $t = 0$, in a numerical domain with $x \in [-8, 9]$. The simulation is run until $t = 3$. The table of errors for different number of nodes is showed in table 6, and a depiction of the evolution of the system is illustrated in figure 5. The velocity and the variation of the free energy plots are not included since they are not maintained constant with our scheme.

Table 6. Accuracy test for Example 3.5 with the first and second-order schemes

| Number of cells | First-order | Second-order |
|-----------------|-------------|--------------|
|                 | $L^1$ error | $L^1$ error | order | order |
| 50              | 9.84245E-03 | 2.78988E-03 | -     | -     |
| 100             | 4.92029E-03 | 9.09342E-04 | 1.00  | 1.62  |
| 200             | 2.44627E-03 | 2.55340E-04 | 1.01  | 1.83  |
| 400             | 1.21228E-03 | 7.47905E-05 | 1.01  | 1.77  |
3.2. Numerical experiments. This subsection applies the well-balanced scheme in section 2 to a variety of free energies from systems which have acquired an important consideration in the literature. Some of these systems have been mainly studied in their overdamped form, resulting when $\gamma \to \infty$, and as a result our well-balanced scheme can be useful in determining the role that inertia plays in those systems.

**Example 3.6 (Pressure proportional to square of density and double-well potential).** In this example the pressure is taken as in example 3.4, with $P(\rho) = \rho^2$, thus leading to vacuum regions. The external potential are chosen to have a double-well shape of the form $V(x) = ax^4 - bx^2$, with $a, b > 0$. This system exhibits a variety of steady states depending on the symmetry of the initial condition, the initial mass and the shape of the external potential $V(x)$. The general expression for the steady states is

$$\rho_\infty = (C(x) - V(x))^+ = (C(x) - ax^4 + bx^2)^+,$$

where $C(x)$ is a piecewise constant function, zero outside the support of the density. Notice that $C(x)$ can attain a different value in each connected component of the support of the density.

Three different initial data are simulated in order to compare the resulting long time asymptotics, i.e., we show that different steady states are achieved corresponding to different initial data. The initial conditions are

$$\rho(x, t = 0) = M_0 \frac{0.1 + e^{-(x-x_0)^2}}{\int_R (0.1 + e^{-(x-x_0)^2}) \, dx}, \quad \rho u(x, t = 0) = -0.2 \sin \left( \frac{\pi x}{10} \right), \quad x \in [-10, 10],$$

with $M_0$ equal to 1 so that the total mass is unitary. When $x_0 = 0$, the initial density is symmetric, and when $x_0 \neq 0$ the initial density is asymmetric.

a. First case: The external potential satisfies $V(x) = x^4 - \frac{3}{2}x^2$ and the initial density is symmetric with $x_0 = 0$. For this configuration the steady solution presents two disconnected bumps of density with the same mass in each of them, as it is shown in figure 6 (A) and (B). The variation of the free energy with respect to the density presents the same constant value in the two disconnected supports of the density. The evolution is symmetric throughout.

b. Second case: The external potential satisfies $V(x) = \frac{x^4}{4} - \frac{3x^2}{2}$ and the initial density is asymmetric with $x_0 = 1$. The final steady density is characterised again by the two disconnected supports but for this configuration the mass in each of them varies, as shown in figure 6 (C).
Figure 6. Temporal evolution of the first, second and third cases from example 3.6.
and (D). Similarly, the variation of the free energy with respect to the density presents different constant values in the two disconnected supports of the density.

c. Third case: for this last configuration the external potential is varied and satisfies \( V(x) = \frac{x^4}{4} - \frac{x^2}{2} \), and the initial density is asymmetric with \( x_0 = 1 \). For this case, even though the initial density is asymmetric, the final steady density is symmetric and compactly supported due to the shape of the potential, as it is shown in figure 6 (E) and (F). The variation of the free energy with respect to the density presents constant value in all the support of the density.

This behavior shows that this problem has a complicated bifurcation diagram and corresponding stability properties depending on the parameters, for instance the coefficient on the potential well controlling the depth and support of the wells used above.

**Example 3.7 (Ideal pressure with noise parameter and its phase transition).** The model proposed for this example has a pressure satisfying \( P(\rho) = \sigma \rho \), where \( \sigma \) is a noise parameter, and external and interaction potentials chosen to be \( V(x) = \frac{x^4}{4} - \frac{x^2}{2} \) and \( W(x) = \frac{x^2}{2} \), respectively. The corresponding model in the overdamped limit has been previously studied in the context of collective behaviour [3], mean field limits [35], and systemic risk [30], see also [67] for the proof in one dimension.

We find that this hydrodynamic system exhibits a supercritical pitchfork bifurcation in the center of mass \( \hat{x} \) of the steady state when varying the noise parameter \( \sigma \) as its overdamped limit counterpart discussed above. For values of \( \sigma \) higher than a certain threshold, all steady states are symmetric and have the center of mass \( \hat{x} \) at \( x = 0 \). However, when \( \sigma \) decreases below that threshold, the pitchfork bifurcation takes place. On the one hand, if the center of mass of the initial density is at \( x = 0 \), the final center of mass in the steady state remains at \( x = 0 \). On the other hand, if the center of mass of the initial density is at \( x \neq 0 \), the center of mass of the steady state approaches asymptotically to \( x = 1 \) or \( x = -1 \) as \( \sigma \to 0 \), depending on the sign of the initial center of mass. Finally, when \( \sigma = 0 \), the steady state turns into a Dirac delta at \( x = 0 \), \( x = 1 \) or \( x = -1 \), depending on the initial density.

The pitchfork bifurcation is supercritical since the branch of the bifurcation corresponding to \( \hat{x} = 0 \) is unstable. This means that any deviation from an initial center of mass at \( x = 0 \) leads to a steady center of mass located in one of the two branches of the parabola in the bifurcation state.

The numerical scheme outlined in section 2 captures this bifurcation diagram for the evolution of the hydrodynamic system. The results are shown in figure 7. In it, (A) depicts the bifurcation diagram of

![Bifurcation diagram](image1)

![Steady state profiles](image2)

**Figure 7.** Bifurcation diagram (A) and steady states for different values of the noise parameter \( \sigma \) (B) from Example 3.7.
the final centre of mass when the noise parameter $\sigma$ is varied, and for an initial center of mass at $x \neq 0$. For a symmetric initial density and antisymmetric velocity, the centre of mass numerically remains at $x = 0$ for an adequate stopping criterion, since property (vi) in subsection 2.2 holds. However, any slight error in the numerical computation unavoidably leads to a steady state deviating towards any of the two stable branches, due to the strong unstable nature of the branch with $x = 0$. In (B) of figure 7 there is an illustration of the steady states resulting from an initial center of mass located at $x > 0$, for different choices of the noise parameter $\sigma$. For $\sigma = 0.001$, which is the smallest value of $\sigma$ simulated, the density profile approaches the theoretical Dirac delta expected at $x = 1$ when $\sigma \to 0$. When $\sigma = 0$ the hyperbolicity of the system in (5) is lost since the pressure term vanishes, and as a result the numerical approach in section 2 cannot be applied.

The numerical strategy followed to recover the bifurcation diagram is based on the so-called differential continuation. It simply means that, as $\sigma \to 0$, the subsequent simulations with new and lower values of $\sigma$ have as initial conditions the previous steady state from the last simulation. This allows to complete the bifurcation diagram, since otherwise the simulations with really small $\sigma$ take long time to converge for general initial conditions. In addition, to maintain sufficient resolution for the steady states close to the Dirac delta, the mesh is adapted for each simulation. This is accomplished by firstly interpolating the previous steady state with a piecewise cubic hermite polynomial, which preserves the shape and avoids oscillations, and secondly by creating a new and narrower mesh where the interpolating polynomial is employed to construct the new initial condition for the differential continuation.

**Example 3.8 (Hydrodynamic generalization of the Keller-Segel system - Generalized Euler-Poisson systems).** The original Keller-Segel model has been widely employed in chemotaxis, which is usually defined as the directed movement of cells and organisms in response to chemical gradients [44]. These systems also find their applications in astrophysics and gravitation [24, 64]. It is a system of two coupled drift-diffusion differential equations for the density $\rho$ and the chemoattractant concentration $S$,

$$
\begin{align*}
\partial_t \rho &= \nabla \cdot (\nabla P(\rho) - \chi \rho \nabla S), \\
\partial_t S &= D_s \Delta S - \theta S + \beta \rho.
\end{align*}
$$

In this system $P(\rho)$ is the pressure, and the biological/physical meaning of the constants $\chi$, $D_s$, $\alpha$ and $\beta$ can be reviewed in the literature [1, 10, 11]. For this example they are simplified as usual so that $\chi = D_s = \beta = 1$ and $\theta = 0$. A further assumption usually taken in the literature is that $\partial_t \rho$ is very big in comparison to $\partial_t S$ [10], leading to a simplification of the equation for the chemoattractant concentration $S$, which becomes the Poisson equation $-\Delta S = \rho$. Hydrodynamic extensions of the model, which include inertial effects, have also been proven to be essential for certain applications [19, 20, 29], leading to a hyperbolic system of equations with linear damping which in one dimension reads as

$$
\begin{align*}
\partial_t \rho + \partial_x (\rho u) &= 0, \\
\partial_t (\rho u) + \partial_x (\rho u^2) &= -\partial_x P(\rho) + \partial_x S - \gamma \rho u, \\
-\partial_x S &= \rho.
\end{align*}
$$

By using the fundamental solution of the Laplacian in one dimension, this equation becomes $2S = |x|*\rho$. This term, after neglecting the constant, can be plugged in the momentum equation so that the last equation for $S$ can be removed. As a result, the hydrodynamic Keller-Segel model is reduced to the system of equations [1] considered in this work, with $W(x) = |x|/2$, $V(x) = 0$ and $\psi \equiv 0$. As a final generalization [10], the original interaction potential $W(x) = |x|/2$ can be extended to be a homogeneous kernel $W(x) = |x|^\alpha/\alpha$, where $\alpha > -1$. By convention, $W(x) = \ln |x|$ for $\alpha = 0$. Further generalizations are Morse-like potentials as in [10, 17] where $W(x) = 1 - \exp(-|x|^\alpha/\alpha)$ with $\alpha > 0$.

The solution of this system can present a rich variety of behaviours due to the competition between the attraction from the local kernel $W(x)$ and the repulsion caused by the diffusion of the pressure $P(\rho)$, as reviewed in [7, 8]. By appropriately tuning the parameters $\alpha$ in the kernel $W(x)$ and $m$ in
the pressure $P(\rho)$, one can find compactly supported steady states, self-similar behavior, or finite-time blow up. Three different regimes have been studied in the overdamped generalized Keller-Segel model [10]: diffusion dominated regime ($m > 1 - \alpha$), balanced regime ($m = 1 - \alpha$) where a critical mass separates self-similar and blow-up behaviour, and aggregation-dominated regime ($m < 1 - \alpha$). These three regimes have not been so far analytically studied for the hydrodynamic system except for few particular cases [12][13], and the presence of inertia indicates that the initial momentum profile plays a role together with the mass of the system to separate diffusive from blow-up behaviour.

The well-balanced scheme provided in section 2 is a useful tool to effectively reach the varied steady states resulting from different values of $\alpha$ and $m$. The objective of this example is to provide some numerical experiments to show the richness of possible behaviors. This scheme can be eventually employed to numerically validate the theoretical studies concerning the existence of the different regimes for the hydrodynamic system for instance, or how the choice of the initial momentum or the total mass can lead to diffusive or blow-up behaviour. This will be explored further elsewhere.

![Figure 8. Temporal evolution of Example 3.8 with compactly-supported steady state.](image)

We have conducted two simulations with different choices of the parameters $\alpha$ and $m$. In both $m > 1$, so that a proper numerical flux able to deal with vacuum regions has to be implemented. As
emphasised in the introduction of this section, the kinetic scheme developed in [60] is employed. Both of the simulations share the same initial conditions,

\[
\rho(x, t = 0) = M_0 \frac{e^{-4(x+2)^2/10} + e^{-4(x-2)^2/10}}{\int_R \left( e^{-4(x-2)^2/10} + e^{-4(x+2)^2/10} \right) dx}, \quad \rho u(x, t = 0) = 0, \quad x \in [-8, 8],
\]

where the total mass \( M_0 \) of the system is 1.

In the first simulation the choice of parameters is \( \alpha = 0.5 \) and \( m = 1.5 \). According to the regime classification for the overdamped system, this would correspond to the diffusion-dominated regime. In the overdamped limit, solutions exist globally in time, and the steady state is compactly supported. The results are depicted in figure 8 and adequately agree with this regime. In the steady state the variation of the free energy with respect to density has a constant value only in the support of the density, as expected. The total energy decreases in time and there is no exchange between the free energy and the kinetic energy since the free energy in figure 8 (D) does not oscillate.

![Figure 9. Temporal evolution of Example 3.8 with finite-time blow up.](image-url)
The second simulation has a choice of parameters of $\alpha = -0.5$ and $m = 1.3$. In the case of the overdamped system this would correspond to the aggregation-dominated regime, where blow-up and diffusive behaviour coexist and depend on the initial density profile. The results from this simulation of the hydrodynamic system are illustrated in figure 9. For this particular initial condition there is analytically finite-time blow up. Our scheme, due to the conservation of mass of the finite volume scheme, concentrates all the mass in one single cell in finite time, that is, the scheme achieves in finite time the better approximation to a Dirac Delta at a point with the chosen mesh. Once this happens, this artificial numerical steady state depending on the mesh is kept for all times. From figure 9 (C) it is evident that the variation of the free energy with respect to density does not reach a constant this artificial numerical steady state depending on the mesh is kept for all times. From figure 9 (C) it is evident that the variation of the free energy with respect to density does not reach a constant.

A further simulation is carried out to explore the convergence in time towards equilibration with a Morse-type potential of the form $W(x) = -e^{-|x|^2/2}/\sqrt{2\pi}$. With this potential the attraction between two bumps of density separated at a considerable distance is quite small. However, when enough time has passed and the bumps get closer, they merge in an exponentially fast pace due to the convexity of the Gaussian potential, and a new equilibrium is reached with just one bump. The interesting fact about this system is therefore the existence of two timescales: the time to get the bumps of density close enough, which could be arbitrarily slow, and the time to merge the bumps, which is exponentially fast in time.

We have set up a simulation whose initial state presents three bumps of density, with the initial conditions satisfying

$$\rho(x, t = 0) = M_0 \frac{e^{-\frac{(x+3)^2}{2}} + e^{-\frac{(x-3)^2}{2}} + 0.55e^{-\frac{(x-8.5)^2}{2}}}{\int_{\mathbb{R}} \left( e^{-\frac{(x+3)^2}{2}} + e^{-\frac{(x-3)^2}{2}} + 0.55e^{-\frac{(x-8.5)^2}{2}} \right) dx}, \quad \rho u(x, t = 0) = 0, \quad x \in [-8, 12],$$

and the total mass of the system equal to $M_0 = 1.2$. The parameter $m$ in the pressure satisfies $m = 3$, and the effect of the linear damping is reduced by assigning $\gamma = 0.05$.

The results are depicted in 10. In (A) one can observe how the two central bumps of density merge after some time, and how the third bump, with less mass, starts getting closer in time until it also blends. This is also reflected in the evolution of the free energy in figure 10 (D), where there are two sharp and exponential decays corresponding to the merges of the bumps.

**Example 3.9 (DDFT for 1D hard rods).** Classical (D)DFT is a theoretical framework provided by nonequilibrium statistical mechanics but has increasingly become a widely-employed method for the computational scrutiny of the microscopic structure of both uniform and non-uniform fluids [19, 29, 33, 51]. The DDFT equations have the same form as in 5 when the hydrodynamic interactions are neglected. The starting point in (D)DFT is a functional $\mathcal{F}[\rho]$ for the fluid’s free energy which encodes all microscopic information such as the ideal-gas part, short-range repulsive effects induced by molecular packing, attractive interactions and external fields. This functional can be exactly derived only for a limited number of applications, for instance the one-dimensional hard rod system from Percus 58. However, in general it has to be approximated by making appropriate assumptions, as, e.g. in the so-called fundamental-measure theory of Rosenfeld 62. These assumptions are usually validated by carrying out appropriate test simulations (e.g. of the underlying stochastic dynamics) to compare e.g. the DDFT system with the approximate free-energy functional to the microscopic reference system 2.2.

The objective of this example is to show that the numerical scheme in section 2 can also be applied to the physical free-energy functionals employed in (D)DFT, which satisfy the more complex expression
Figure 10. Temporal evolution of Example 3.8 with Morse-type potential and three initial density bumps.

for the free energy described in (13), and with a variation satisfying (14). For this example the focus is on the hard rods system in one dimension. Its free energy has a part depending on the local density and which satisfies the classical form for an ideal gas, with \( P(\rho) = \rho \). It is therefore usually denoted as the ideal part of the free energy,

\[
\mathcal{F}_{id}[\rho] = \int \Pi(\rho) dx = \int \rho(x) \ln(\rho - 1) dx.
\]

There is also a part of general free energy in (13) which contains the non-local dependence of the density, and has different exact or approximative forms depending of the system under consideration. In (D)DFT it is denoted as the excessive free energy, and for the hard rods satisfies

\[
\mathcal{F}_{ex}[\rho] = \frac{1}{2} \int K(W(\rho)(\rho(x))) \rho(x) dx = -\frac{1}{2} \int \rho(x + \sigma/2) \ln (1 - \eta(x)) dx - \frac{1}{2} \int \rho(x - \sigma/2) \ln (1 - \eta(x)) dx,
\]
where \( \sigma \) is the length of a hard rod and \( \eta(x) \) the local packing fraction representing the probability that a point \( x \) is covered by a hard rod,

\[
\eta(x) = \int_{-\sigma}^{\sigma} \rho(x + y) dy.
\]

The function \( K(x) \) in this case satisfies \( K(x) = \ln(1 - x) \) and the kernel \( W(x) \) takes the form of a characteristic function which limits the interval of the packing function \( \eta(x) \). To obtain the excessive free energy for the hard rods one has to also consider changes of variables in the integrals. The last part of the general free energy in (13) corresponds to the effect of the external potential \( V(x) \). On the whole, the variation of the free energy in (13) with respect to the density, for the case of hard rods,
satisfies

$$\frac{\delta \mathcal{F}[\rho]}{\delta \rho} = \frac{\delta \mathcal{F}_{\text{id}}[\rho]}{\delta \rho} + \frac{\delta \mathcal{F}_{\text{ex}}[\rho]}{\delta \rho} + V(x)$$

$$= \ln(\rho) - \frac{1}{2} \ln \left( 1 - \int_x^{x-\sigma} \rho(y) \, dy \right) - \frac{1}{2} \ln \left( 1 - \int_x^{x+\sigma} \rho(y) \, dy \right)$$

$$+ \frac{1}{2} \int_{x-\sigma/2}^{x+\sigma/2} \left( \frac{\rho(x+\sigma/2) + \rho(x-\alpha/2)}{1 - \eta(x)} \right) \, dx + V(x).$$

This system can be straightforwardly simulated with the well-balanced scheme from section 2 by gathering the excessive part of the free energy and the external potentials under the term $H(x, \rho)$, so that

$$H(x, \rho) = \frac{\delta \mathcal{F}_{\text{ex}}[\rho]}{\delta \rho} + V(x).$$

The first simulation seeks to capture the steady state reached by 8 hard rods of unitary mass and length $\sigma = 1$ under the presence of an external potential of the form $V(x) = x^2$. The initial conditions of the simulation are

$$\rho(x, t = 0) = e^{-\frac{x^2}{2}}, \quad \rho u(x, t = 0) = 0, \quad x \in [-13, 13],$$

where the density is chosen so that the total mass of the system is 8. The results are plotted in figure 11. The steady state reached for the density reveals layering due to the confining effects of the external potential and the repulsion between the hard rods. These layering effects can be amplified by increasing the coefficient in the external potential. It is also observed how each of the 8 peaks has a unitary width. This is due to the fact that the length of the hard rods $\sigma$ was taken as 1. The variation of the free energy with respect to the density also reaches a constant value in all the domain. For microscopic simulations of the underlying stochastic dynamics for similar examples we refer the reader to [33].

Starting from this last steady state, the second simulation performed for this example shows how the hard rods diffuse when the confining potential is removed. This simulation has as initial condition the previous steady state from figure 11 and the external potential is set to $V(x) = 0$. The results are depicted in figure 12 and they share the same features of the simulations in [53]. The final steady state of the density is uniform profile resultant from the diffusion of the hard rods, and in this situation the variation of the free energy with respect to the density also reaches a constant value in the steady state, as expected.

4. Conclusions

We have introduced first- and second-order accurate finite volume schemes for a large family of hydrodynamic equations with general free energy, positivity preserving and free energy decaying properties. These hydrodynamic models with damping naturally arise in dynamic density functional theories and the accurate computation of their stable steady states is crucial to understand their phase transitions and stability properties. The models possess a common variational structure based on the physical free energy functional from statistical mechanics. The numerical schemes proposed capture very well steady states and their equilibration dynamics due to the crucial free energy decaying property resulting into well-balanced schemes. The schemes were validated in well-known test cases and the chosen numerical experiments corroborate these conclusions for intricate phase transitions and complicated free energies.

There are also several new avenues of possible future directions. Indeed, we believe the computational framework and associated methodologies presented here can be useful for the study of bifurcations and phase transitions for systems where the free energy is known from experiments only, either physical or in-silico ones, and then our framework can be adopted in a “data-driven” approach. Of particular extension would also be extension to multi-dimensional problems. Two-dimensional problems
in particular would be of direct relevance to surface diffusion and therefore to technological processes in materials science and catalysis. We shall examine these and related problems in future studies.
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This maximum is taken locally for every node, resulting in different values of \( F \) for shallow-water applications \[2\]. The flux at the boundary \( \lambda \) in (50) where the pressure function in the simulations has the form of (49).

It is also possible to take the maximum globally, leading to the classical Lax-Friedrich scheme.

This maximum is taken locally for every node, resulting in different values of \( \lambda \) along the lines of nodes. It is also possible to take the maximum globally, leading to the classical Lax-Friedrich scheme.

For the simulations where \( P(\rho) = \rho^m \) and \( m > 1 \) vacuum regions with \( \rho = 0 \) are generated. This implies that the hyperbolicity of the system (5) is lost in those regions, and the local Lax-Friedrich scheme fails. As a result, an appropriate numerical flux has to be implemented to handle the vacuum regions. In this case a kinetic solver based on [61] is employed. This solver is constructed from kinetic formalisms applied in macroscopic models, and has already been employed in previous works for shallow-water applications [2]. The flux at the boundary \( F_{i+\frac{1}{2}} \) in (17) is computed from

\[
F_{i+\frac{1}{2}} = F \left( U_{i+\frac{1}{2}}^-, U_{i+\frac{1}{2}}^+ \right) = A_- \left( U_{i+\frac{1}{2}}^- \right) + A_+ \left( U_{i+\frac{1}{2}}^+ \right),
\]
where

\( A_-(\rho, \rho u) = \int_{\xi \geq 0} \xi \left( \frac{1}{\xi} \right) M(\rho, u - \xi) \, d\xi \)
\( A_+(\rho, \rho u) = \int_{\xi \leq 0} \xi \left( \frac{1}{\xi} \right) M(\rho, u - \xi) \, d\xi \).

The function \( M(\rho, \xi) \) is chosen accordingly to the kinetic representation of the macroscopic system, and for this case satisfies

\[ M(\rho, \xi) = \rho \frac{2 - m}{\xi} \chi \left( \frac{\xi}{\rho - \frac{m}{2}} \right). \]

The function \( \chi(\omega) \) can be chosen in different ways. For this simulations we simply take it as a characteristic function,

\[ \chi(\omega) = \frac{1}{\sqrt{12}} \mathbb{1}_{\{\omega \leq \sqrt{3}\}}, \]

although [61] presents other possible choices for \( \chi(\omega) \). Further valid numerical fluxes able to treat vacuum, such as the Rusanov flux or the Suliciu relaxation solver, are reviewed in [6].

The time discretization is accomplished by means of the third order TDV Runge-Kutta method [38]. From [15] we can define \( L(U) \) as \( L(U) = S(x, U) - \partial_x F(U) \), so that \( \partial_t U = L(U) \). Then, the third order TDV Runge-Kutta temporal scheme to advance from \( U^n \) to \( U^{n+1} \) with a time step \( \Delta t \) reads

\[
U^{(1)} = U^n + \Delta t L(U^n), \\
U^{(2)} = \frac{3}{4} U^n + \frac{1}{4} U^{(1)} + \frac{1}{4} \Delta t L(U^{(1)}), \\
U^{n+1} = \frac{1}{3} U^n + \frac{2}{3} U^{(2)} + \frac{2}{3} \Delta t L(U^{(2)}).
\]

The time step \( \Delta t \) for the case of Lax-Friedrich flux is chosen from the CFL condition,

\[ \Delta t = CFL \min_i \Delta x_i \max \left\{ \left| u + \sqrt{P'(\rho)} \right|, \left| u - \sqrt{P'(\rho)} \right| \right\}, \]

and the \( \Delta t \) for the kinetic flux, with a function \( \chi(\omega) \) as in [54], is chosen as

\[ \Delta t = CFL \min_i \Delta x_i \max \left\{ \left| u \right| + 3 \frac{m-1}{\rho} \right\}. \]

The CFL number is taken as 0.7 in all the simulations.