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Abstract. In order to reduce the emission of ecological environment and the pollution of ecological environments and improve the sustainable development of ecological economy, so an improved model of the wavelet (War) based on the improved gravity optimization algorithm (IGSA) is proposed (IGSA-War). The method uses an improved gravitational algorithm to optimize the wavelet, establish an optimization model, and predict the different NOx emissions of coal-fired boilers. Firstly, the grid algorithm is used to initialize the population, and the particle is updated based on the fitness value adaptive decrements inertia weight. Numerical simulation results verify the effectiveness and superiority of the proposed algorithm (López-Hernández, 2018). Then the IGSA is used to optimize the selected hyper-parameters to improve the prediction accuracy and generalization ability of the model; the wavelet model optimizes the noisy emission data to reduce the impact of noise on the system. Finally, taking the discharge of 330 MW coal-fired boiler in a thermal power plant as the research object, the NOx soft measurement model of IGSA-War is established. The simulation results show that the optimization model has high prediction accuracy and generalization ability, and can effectively measure NOx emissions.
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Introduction

With the rapid development of chinese economy, ecological deterioration has become an important factor constraining economic development. emissions are in a deteriorating state (Tan and Xia, 2014; Niu et al., 2016; Khanchoul et al., 2018). In order to effectively predict and rationally manage ecological NOx, [something has to be done] thereby reducing NOx emissions and establishing a predictive model of NOx (Lv et al., 2017; Hossain et al., 2019). Artificial intelligence technology is a typical representative of neural network and support vector machine due to its good ability to deal with non-linearity (Li et al., 2003; Zhang et al., 2015; Franco et al., 2018), which can better solve the problem of NOx modeling. In the NOx model prediction process,
the support vector machine (Rashedi et al., 2009; Niu et al., 2014; Nouaim et al., 2019), has received more and more attention in the modeling of NOx emissions due to the lack of over-fitting and generalization of neural networks. The NOx emission prediction problem has complex non-linearity, multi-dimensional multi-mode, and few data samples, and needs to solve the problem of structural risk minimization. How to obtain the optimal super-parameter is the key to the accuracy of NOx emission model (Yazdani et al., 2014; Gouthamkumar et al., 2015; Azeem et al., 2018). In fact, the wavelet analysis hyper-parameter adjustment process is also a parameter optimization process. The combustion optimization based on wavelet and optimization technology is an effective way to reduce NOx emissions of boilers (Liu and Niu, 2015; Sharjeel et al., 2019).

Materials and methods

Basic Principles of GSA Algorithm

In the GSA, the position \( \{X_i\}, i = 1, 2, \ldots, N \) of each particle is a feasible solution to the optimization problem, (Pascual-Córdoval, 2018) and \( N \) is the size of the population, where the position of the i-th particle is \( X_i = (x_{i1}, x_{i2}, \ldots, x_{is}) \), and \( s \) is the dimension of the optimization problem. The GSA is based on the fitness value and uses the Eq.1 to update the quality of the particle:

\[
\begin{align*}
    m_i(t) &= \frac{\text{fit}_i(t) - \text{worst}(t)}{\text{best}(t) - \text{worst}(t)} \\
    M_i(t) &= \frac{m_i(t)}{\sum_{j=1}^{N} m_j(t)}
\end{align*}
\]

(Eq.1)

where \( \text{fit}_i(t) \) is the fitness value of the i-th particle; for minimization:

\[\text{best}(i) = \max_{j \in \{1, \ldots, N\}} \text{fit}_j(i), \quad \text{worst}(i) = \min_{j \in \{1, \ldots, N\}} \text{fit}_j(i).\]

At a specific time \( t \), the gravitational force acting between particle j and particle i is defined as:

\[
F_{ij}^d(t) = G(t) \frac{M_i(t) \times M_j(t)}{R_{ij}(t) + \epsilon} (x_j^d(t) - x_i^d(t))
\]

(Eq.2)

where \( M_i \) and \( M_j \) are the masses of the mass points; \( \epsilon \) is a smaller constant; \( R_{ij}(t) \) is the distance between the mass points; \( G(t) \) is the gravitational constant. Then the resultant force acting on the d-th dimension of the i-th particle is:

\[
F_i^d(t) = \sum_{j=1, j \neq i}^{N} \text{rank}_j F_{ij}^d(t)
\]

(Eq.3)

where \( \text{rank}_j \) is a random number in \([0, 1]\).

Through the law of motion, (Espinoza, 2017) the acceleration of the mass point i in the d dimension at time \( t \):
\[ a_i^d (t) = \frac{F_i^d (t)}{M_i (t)} \]  

(Eq.4)

In the GSA algorithm, the speed and position of the particle are updated as follows:

\[
\begin{align*}
    v_i^k (t+1) &= \text{rank}_i \times v_i^k (t) + a_i^k (t) \\
    x_i^k (t+1) &= x_i^k (t) + v_i^k (t+1)
\end{align*}
\]  

(Eq.5)

where \( \text{rank}_i \) is a random number in \([0, 1]\).

**Improved GSA algorithm**

Although the GSA algorithm has better optimization performance, when dealing with some complex optimization problems, GSA still has the disadvantages of premature convergence and easy to fall into the local optimal solution. Therefore, its ability to seek still needs further improvement.

**Grid-based algorithm for initializing populations**

The first step in the GSA algorithm is to initialize the population. (Jaimes, 2017). A good initial population that covers the entire solution space can help improve the speed of evolution and improve the quality of the solution. If the local solution space containing the global optimal solution is not in the initial group space, and the position update algorithm of the particle cannot extend the coverage space to the region where the global optimal solution is located within a finite number of evolution, premature convergence is not possible. Avoid, it can be seen that the distribution of the initial population individuals directly affects the global convergence performance of the algorithm. The initial population of the original GSA algorithm is randomly distributed, and its coverage space has a large uncertainty. In this paper, the grid algorithm is used to initialize the position group of the particle, so that the initial individual is evenly distributed in the sea, and its expression is as Eq.6:

\[ x_i^k = \min (k) + \frac{\max (k) - \min (k)}{n-1} \times t \]  

(Eq.6)

where: \( x_i^k \) represents the k-th component of the i-th (i = 1, 2, ..., N) motion mass points; \( \max (k), \min (k) \) are the upper and lower bounds of the k-th component.

It is not difficult to find that the population is initialized by gridding, so that the ergodicity of the population can be improved under the premise of ensuring the randomness of the initial variables, so that the algorithm traverses all possible states, (Dager, 2017) which is beneficial to overcome the general random initialization of the population and the optimization algorithm search. Limitations.

**Adaptive weight based on fitness value**

In order to further improve the optimization performance of the GSA algorithm and avoid the premature phenomenon appearing in the optimization of complex high-dimensional multi-mode functions, (Olivares et al., 2017) the researchers have carried out a lot of research work and proposed a linear decreasing weight strategy. Although it
is beneficial to improve the optimization performance to a certain extent, (Li and Zhao, 2017; Kumar, 2018) the algorithm does not take into account the fitness value of the optimization problem, and it may reduce the optimization performance when dealing with some complex nonlinear optimization problems. Therefore, based on the linear decreasing inertia weight, this paper proposes an adaptive decreasing inertia weight position update strategy based on the fitness:

\[
\Phi_{fit} = \frac{2}{1+e^{\frac{t_i}{maxiter}}}\\
\Phi_{fit} = \frac{2}{t_{end} - t_{start}}^{-i} + t_{end}
\]

(Eq.7)

where \( t_{start} \) and \( t_{end} \) are the initial value and the final value, respectively, and \( 0 < t_{end} < t_{start} < 1 \), \( maxiter \) and \( i \) are the maximum number of iterations of the GSA and the current algebra, respectively. \( t_i \) is the linearly decreasing inertia weight, and \( \Phi_{fit} \) is the fitness value factor whose value \( fit \) changes, \( w_i \) is an adapt decreasing inertia weight.

Substituting Eq.7 into equation Eq.5 to obtain the position update formula of the particle:

\[
x_i(t+1) = w_i * x_i^k(t) + v_i^k(t+1)
\]

(Eq.8)

\( w_i \) determines the domain range generated by \( x_i^k \). This range will decrease correspondingly as the search approaches the optimal solution, which will help the GSA to better use prior knowledge to improve the optimization ability of the algorithm.

**IGSA optimization steps**

*Figure 1* shows a flow chart of the improved IGSA algorithm. The specific steps are as follows:

1) Initialization parameters: maximum number of iterations \( max=1000 \), population number \( N=50 \);
2) The grid algorithm initializes the population;
3) Calculating the fitness value of the population point;
4) update data \( G(t),best(t),worst(t) \) and \( M_j, i = 1,2,...,N \);
5) Update the resultant force of the particles in all directions according to Eq.3;
6) Calculate the velocity of the particle according to Eq.5;
7) Update the position of the mass point according to Eq.7 and Eq.8, \( t_{start} \) and \( t_{end} \) are set to 1 and 0, respectively;
8) Repeat steps (3)~(7) until the stop condition is met.

**IGSA performance verification**

Complex function optimization has become a research hotspot in the field of optimization algorithms. This paper selects 13 standard functions to evaluate the optimization performance of IGSA. \( f1~f7 \) are single-mode functions with only one extreme point. They are mainly used to investigate the execution ability of the algorithm (Chen et al., 2017) and test the optimization precision of the algorithm; \( f8~f13 \) is a
multi-modal function, which has a large number of local best advantages, and is a well-recognized function that is well-recognized in the optimization field. Most optimization algorithms often seek to optimize them. Will fall into the local best, they are mainly used to test whether the algorithm has the ability to avoid premature and search for the global optimal solution, except for the minimum value of f8 is \(-418.9829 \times n\) (n is the dimension of the solution), the other 12 functions. The minimum values are all zero. Reference (Liu et al., 2015; Rajput et al., 2019) describes in detail the range of values for the standard function solution, and points out that the original GSA is superior to PSO, RGA and CFO. This paper will conduct a comparative study of IGSA and the original GSA algorithm (Kang et al., 2017, 2018; Zulkapli et al., 2018).

![Program flowchart of IGSA](image)

In order to effectively reduce the impact of random interference, each runs independently 30 times. Table 1 gives the statistics data of the average convergence iteration number (CI), average optimal fitness value (Mean) and standard deviation (SD) of the function in 30-dimensional and 50-dimensional cases.

Observe and analyze the optimization results of the 13 standard test functions given in Table 1. It is found that for the single-mode function, except for f6, in the three algorithms, (Zhang and Khalique, 2018) whether the function is 30 or 50, the optimization effect of IGSA is the best. And the advantages are obvious; for multi-modal functions, except for f12, the optimization effect of IGSA is the best. Therefore, the superior solution of IGSA has the highest accuracy compared to GSA. At the same time, (Pang et al., 2016) it is found that when n=50, the optimization precision of IGSA is basically close to the accuracy of n=30, which indicates to some extent that the optimization effect of IGSA has not been weakened as the complexity of the problem increases. In comparison, with the increase of the dimension of GSA, most of the optimization effects show a downward trend (Table 1).

The standard deviation reflects the robustness of the algorithm, and the average function convergence times C.I. reflects the computational convergence speed of the
algorithm. It can be seen from Table 1 that ABC and GSA can’t always solve the 13 standard functions accurately. It can be clearly observed that the optimization performance of IGSA is more accurate than that of GSA, and the ability to jump out of local extremum is stronger. In terms of optimization speed, the CI index of IGSA is small; from the standard deviation, it can be seen that the GSA is unstable in solving the single-peak and multi-peak continuous functions. Relatively speaking, IGSA is the most stable.

**Table 1. The comparison of performance of 2 algorithms for 13 standard functions with**

| Fun | Dim | GSA | IGSA |
|-----|-----|-----|------|
|     |     | C.I. | Mean | SD   | C.I. | Mean | SD   |
| f1  | 30  | 1.9735×10⁻¹⁷ | 3.1255×10⁻¹⁷ | 956 | 0 | 0 |
| 50  | 6.8852×10⁻¹⁷ | 3.8521×10⁻¹⁷ | 956 | 0 | 0 | 0 |
| f2  | 30  | 2.3617×10⁻⁸ | 2.4311×10⁻⁸ | 1000 | 4.5447×10⁻²⁴⁰ | 0 |
| 50  | 1.8237×10⁻⁶ | 3.2107×10⁻⁶ | 1000 | 8.2777×10⁻²⁴⁰ | 0 | 0 |
| f3  | 30  | 245.2465 | 124.1475 | 956 | 0 | 0 |
| 50  | 1.0389×10³ | 8.0389×10² | 941 | 0 | 0 | 0 |
| f4  | 30  | 3.4666×10⁻⁹ | 4.6413×10⁻⁹ | 1000 | 7.2535×10⁻⁴⁰ | 0 |
| 50  | 3.6869 | 1.3257 | 1000 | 7.1133×10⁻⁴⁰ | 0 |
| f5  | 30  | 26.2523 | 3.2792 | 123 | 6.5915 | 0.0335 |
| 50  | 51.2594 | 1.4218 | 128 | 38.7057 | 0.0319 |
| f6  | 30  | 1.8800×10⁻¹⁷ | 9.8111×10⁻¹⁷ | 105 | 3.1384 | 0.3688 |
| 50  | 6.6512×10⁻¹⁷ | 4.1126×10⁻¹⁷ | 111 | 10.1299 | 0.6813 |
| f7  | 30  | 0.0264 | 2.2791×10⁻³ | 746 | 1.2265×10⁻⁵ | 3.5151×10⁻⁵ |
| 50  | 0.1206 | 0.0925 | 414 | 4.2318×10⁻⁵ | 2.7627×10⁻⁵ |
| f8  | 30  | -2.7251×10⁻³ | 72.2457 | 265 | -12763.23 | 35.3552 |
| 50  | -3.733×10³ | 93.6284 | 273 | -20814.63 | 44.8538 |
| f9  | 30  | 17.0801 | 6.0467 | 385 | 0 | 0 |
| 50  | 36.9129 | 3.6118 | 387 | 0 | 0 | 0 |
| f10 | 30  | 3.4686×10⁻⁹ | 2.3746×10⁻⁹ | 741 | 8.8818×10⁻¹⁶ | 0 |
| 50  | 4.9160×10⁻⁹ | 4.2701×10⁻⁹ | 736 | 8.8818×10⁻¹⁶ | 0 | 0 |
| f11 | 30  | 3.9239 | 0.1092 | 361 | 0 | 0 |
| 50  | 18.2615 | 0.4593 | 357 | 0 | 0 | 0 |
| f12 | 30  | 0.0374 | 0.0102 | 103 | 0.5733 | 0.2041 |
| 50  | 0.4460 | 0.0043 | 105 | 0.7983 | 0.0548 |
| f13 | 30  | 1.6696 | 0.9618 | 100 | 0.0055 | 0.0557 |
| 50  | 0.2697 | 0.0612 | 90 | 0.0038 | 0.0871 |

**Ecological emission prediction models**

**Wavelet prediction model**

Wavelet analysis is based on the Fourier transform. However, the problem is that the transformation discards the time information, and the transformation result cannot accurately analyze the occurrence of traffic and related indicators. (Zhang et al., 2017) The general wavelet transform refers to the inner product of the signal \( x(t) \) to be analyzed after the basic wavelet function \( \psi(t) \) is translated by \( m \) and at different scales \( n \).

\[
WT_x(n, m) = \frac{1}{\sqrt{a}} x(t) \psi^* \left( \frac{t - m}{n} \right) dt
\]

(Eq. 9)
\[
E = \int x(t) \psi_{n,m}^*(t) \, dt
\]

The equivalent time domain expression is:

\[
WT^*_x(n,m) = \frac{1}{\sqrt{\alpha}} \int x(\omega) \psi^*(\frac{\alpha-m}{n}) e^{	ext{i} \omega t} \, dt \quad \alpha > 0
\]  

(Eq. 10)

Prediction model based on IGSA-War combination

For the predicted emissions to meet the predicted effect, the specific test steps are given here:

When \( t \) is used, the actual NOx output of the boiler is \( O \), and the actual discharge amount \( W_t \) is \( St \). In order to reduce the suddenness of the emissions and improve the prediction accuracy, the delay \( D_t \) and the length \( L_t \) of the emissions are mainly used here. Analysis, ie \( S_t=[D_t, L_t] \). In order to effectively deal with the possible occurrence of emission congestion, reasonable queue management is implemented by analyzing the current and past time emissions status to obtain the next-time emission status \( Z_{t+1} \). The following combines the emission state prediction algorithm:

Step 1: Initialize the ecological emission model and its related parameters at the starting time \( t=0 \);

Step 2: At time \( t \), the actual emission amount \( W_t \) at node \( O \) is obtained, and its state vector \( S_t \) is obtained, and it is judged according to the IGSA model whether the service is distributed therefrom, if the measurement is satisfied, the process jumps to step 3, otherwise, the process proceeds to step 7;

Step 3: solves the delay \( D_{t+1} \) and the length \( L_{t+1} \) of the service flow at time \( t+1 \);

\[
\begin{align*}
  D_{t+1} &= 1 - (1 - \lambda) \sum_{n=0}^{\infty} \Omega_{m+n+1}((n+1)b - t) \\
  L_{t+1} &= (1 - \lambda) \sum_{n=0}^{\infty} \Omega_{k+n}(n+1)b
\end{align*}
\]  

(Eq. 11)

where \( \square \) is the discharge load size, \( b \) is the buffer size, and \( \Omega_{k+n} \) is the distribution function of the actual emissions.

Step 4: For the fractal and burst characteristics of the actual traffic flow, a wavelet transform is introduced to process the traffic flow. According to the wavelet transform shown in Eq. 11, the state of the service flow \( Y_t \) is determined by the Harr wavelet base (time delay \( D_t \) and queue length \( L_t \)) is decomposed to obtain the wavelet coefficient \( d_j(k) \) and the scale factor \( a_j(k) \):

\[
\begin{align*}
  \sqrt{2}a_j(k) &= a_{j+1}(2k) + a_j(2k+1) \\
  \sqrt{2}d_j(k) &= d_{j+1}(2k) + d_j(2k+1)
\end{align*}
\]  

(Eq. 12)

where \( j \) is the wavelet decomposition level;

Step 5: Predict the wavelet coefficients according to the IGSA model, and use the inverse wavelet transform to synthesize the delay \( D'_{t+1}(t+1) \) and the length \( L'_{t+1}(t+1) \):

\[
\mu_{t+1} = -\sum_{k=1}^{\xi} \tau_{k} \mu_{t-k} + \sum_{k=0}^{\xi} \rho_{k} \mu_{t-k}
\]  

(Eq. 13)
Step 6: According to step (3) and step (5), the time delay and the captain status information of the actual emissions at time t+1 are performed here. The following fusion operations reduce the prediction error:

\[
\begin{align*}
D_{t+1} &= \phi D_{t+1} + \phi D_{t+1} \\
L_{t+1} &= \phi L_{t+1} + \phi L_{t+1}
\end{align*}
\]  
(Eq.14)

wherein, the fusion parameters $\phi$ and $\phi$ represent the weight distribution of the two prediction results, and can be dynamically adjusted to obtain an optimal result, and $0 \leq \phi \leq 1$, $0 \leq \phi \leq 1$, $\phi + \phi = 1$;

Step 7: Let $t = t + 1$, jump to step (1), and repeatedly calculate the actual emission vector at the next moment until the end;

Step 8: The algorithm ends.

Example simulation and analysis

Data pre-processing evaluation criteria

There is a nonlinear and strong coupling relationship between the main steam flow and its related parameters. Conventional modeling methods are often difficult to accurately establish a mathematical model of the main steam flow of the turbine. When selecting the unit model parameters, based on the magnitude of the correlation between the main steam flow and the thermal parameters, combined with the selected load, the adjusted stage pressure, a section of extraction steam temperature, a section of extraction pressure and high pressure cylinder exhaust pressure Enter the variable and the main steam flow as the output variable. Since the historical training data involves different quantities (power, wind speed and temperature), the data needs to be normalized. The normalization formula is:

\[
\hat{x}_i = \frac{x_i - x_{\text{min}}}{x_{\text{max}} - x_{\text{min}}} \quad i = 1, 2, \cdots, N
\]  
(Eq.15)

where $\hat{x}_i$ is the normalized value; $x_{\text{max}} = \max(x_i)$; $x_{\text{min}} = \max(x_i)$.

For the normalized prediction result $y'$, the actual prediction value is $y(x) = y' (x_{\text{max}} - x_{\text{min}}) + x_{\text{min}}$.

In order to evaluate the prediction effect of IGSA optimized wavelet model, the normalized MAE, MAPE and RMSE were used to evaluate the model prediction performance. The error formula is

\[
\text{MAE} = \frac{1}{N} \sum_{i=1}^{N} |y_i - y_p|
\]  
(Eq.16)

\[
\text{MAPE} = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{|y_i - y_p|}{y_i} \right| \times 100\%
\]  
(Eq.17)

\[
\text{RMSE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (y_i - y_p)^2}
\]  
(Eq.18)
where \(N_i, y_i, y_{pi}\) are the measured, predicted values and the predicted value of the i-th point respectively.

**IGSA-War predicts NOx emissions**

The IGSA algorithm was used to optimize the parameters of the wavelet model to predict the NOx concentration of a 330 MW pulverized coal drum boiler. The prediction results were compared with the standard GSA, the improved GSA algorithm (IGSA) and the improved GSA and wavelet combination (IGSA-War) optimization method (Table 2). In the NOx emission multi-case test, specific data including various operating parameters affecting the combustion characteristics of the boiler, such as power generation load, coal feeder speed, and primary air are shown in Table 2.

**Table 2. Part of the original data of boiler operation**

| working | load /MW | 4 coal feeder speeds /m | Secondary wind speed /m/s | Burn out wind opening up /% | OFA down /% | SOFA /% | Oxygen content /% |
|---------|---------|-------------------------|---------------------------|----------------------------|-------------|---------|------------------|
| A       | B       | C                       | D                         | AA                        | AB          | BC      | CD               | DE          | OFA         | OFA         | SOFA | Oxygen content /% |
| 1       | 329     | 339 340 413 419         | 33.1 35 31.7 33.4 32.9     | 100                       | 100         | 154.6   | 4.75             |
| 2       | 320.7   | 328 351 383 386         | 47.7 49 45.4 48.3 40.1     | 0                         | 0           | 0       | 143.2            | 6.05        |
| 3       | 319     | 340 422 454 301         | 38.7 39.7 36.0 37.8 37.5   | 50                        | 50          | 100     | 150.5            | 5.70        |
| 19      | 330     | 335 339 420 418         | 34.5 38.1 36.5 38 34.6     | 0                         | 0           | 0       | 153.7            | 4.93        |

**Table 3. Precision analysis of forecast results of 4 algorithms for testing set**

| working | NOx value | GSA | RE(%) | IGSA | RE(%) | IGSA-War | RE(%) |
|---------|-----------|-----|-------|------|-------|----------|-------|
| 1       | 585.9     | 596.0512 | 1.7326 | 581.1867 | 0.8045 | 589.0208 | 0.5326 |
| 2       | 906.15    | 911.5982 | 0.6012 | 901.9478 | 0.4637 | 908.0396 | 0.2085 |

The IGSA is used to optimize the penalty coefficient C and the kernel function parameter \(\sigma^2\) in the wavelet, and the optimized wavelet model is used to predict the NOx emissions. Using IGSA to optimize the wavelet model parameters, set the IGSA population size to 50. In the 19 sets of conditions in Table 3, select 3 to 17 sets of data for training optimization modeling, and 1 and 2 groups as prediction data to verify Optimized performance of IGSA.

The value of the optimal model parameters (C, \(\sigma^2\)) obtained by IGSA is (655, 184). This group of parameters is used to predict the regression data of 1 and 2 sets of prediction data and another 17 sets of training data, and simultaneously with the other three methods. The model is compared experimentally, and the prediction error is shown in Figure 2 below. Table 3 shows the relative error (RE) of the four prediction methods for predicting NOx emissions.

**Table 3. Precision analysis of forecast results of 4 algorithms for testing set**
From Figure 3 and Table 3, we can see that the IGSA optimizes the wavelet model parameters, and then the prediction accuracy based on the optimized parameters is higher than that of the GSA, IGSA, and IGSA-War optimization models. That is, IGSA-War can compare with GSA, IGSA, IGSA-War finds better model parameters.

**Comparison of models considering the existence of noise**

Random noise is added to the ecological emissions in Figure 1 to test the robustness. The noise emission prediction results and prediction errors of IGSA-War are shown in Figures 3 and 4.

**Figure 2.** Error curve between prediction values and true values of 4 algorithms

**Figure 3.** Prediction in the test data set

**Figure 4.** Error in the test data set
For noise emission prediction (Fig. 3), IGSA-War also obtains an ideal prediction effect, and the prediction error is controlled within an effective range (Khanchoul and Boubehziz, 2019). This is because IGSA-War comprehensively weighs the principle of structural risk minimization and empirical risk minimization, so that the model has certain Anti-noise ability, can adapt to the characteristics of complex and variable, noisy ecological environment changes. The data set is used as the test set, and the other data is used as the training set. The experimental results once again prove the effectiveness of IGSA-War for ecological emission prediction (Fig. 4).

Conclusion

The characteristics of NOx emissions from ecological emissions are affected by many factors, and the impact relationship is complicated. The prediction and control of NOx emissions are difficult. This paper uses IGSA-War to establish a NOx emission prediction model. In order to improve the prediction accuracy and generalization ability of IGSA, an improved gravitational search algorithm is used to optimize the model parameters of wavelet selection. Taking a 330 MW pulverized coal fired boiler as a test object, the IGSA algorithm is used to optimize the super-parameters of the wavelet and establish a prediction model of NOx emissions. By using the relevant data collected by the DCS as training samples and test samples, the model is trained and tested. Experiments show that the IGSA-optimized wavelet NOx emission prediction model has better accuracy and stronger generalization ability.
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