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Abstract. Let $f : M \to S^1$ be a Morse map, $v$ a transverse $f$-gradient. The construction of the Novikov complex associates to these data a free chain complex $C_\bullet(f, v)$ over the ring $\mathbb{Z}[t][t^{-1}]$, generated by the critical points of $f$. This complex computes the completed homology module of the corresponding infinite cyclic covering of $M$. Novikov’s Exponential Growth Conjecture says that the boundary operators in this complex are power series of non-zero convergence radius (see [10]).

In [14] the author announced the proof of the Novikov conjecture for the case of $C^0$-generic gradients together with several generalizations. The proofs of the first part of this work were published in [15], see also [16]. The present article contains the proofs of the second part.

There is a refined version of the Novikov complex, defined over a suitable completion of the group ring of the fundamental group. We prove that for a $C^0$-generic $f$-gradient the corresponding incidence coefficients belong to the image in the Novikov ring of a (non commutative) localization of the fundamental group ring.

The Novikov construction generalizes also to the case of Morse 1-forms. In this case the corresponding incidence coefficients belong to a certain completion of the ring of integral Laurent polynomials of several variables. We prove that for a given Morse form $\omega$ and a $C^0$-generic $\omega$-gradient these incidence coefficients are rational functions.

The incidence coefficients in the Novikov complex are obtained by counting the algebraic number of the trajectories of the gradient, joining the zeros of the Morse form. There is V. I. Arnold’s version of the exponential growth conjecture, which concerns the total number of trajectories. We confirm this.
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stronger form of the conjecture for any given Morse form and a $C^0$-dense set of its gradients.

We give an example of explicit computation of the Novikov complex.

### 1. Introduction

Let $f : M \to S^1$ be a Morse map, $v$ a transverse $f$-gradient. Denote by $\overline{M} \to M$ the infinite cyclic covering corresponding to $f$. The classical construction of the Morse chain complex of a real-valued Morse function can be generalized to this case; one obtains the Novikov complex $C_*(f, v)$ defined over the ring $\mathbb{Z}[[t]][t^{-1}]$ of Laurent power series with integer coefficients and finite negative part. The homology of this chain complex is isomorphic to a certain completion of the homology module $H_*(M)$. Novikov’s Exponential Growth Conjecture says that the boundary operators in $C_*(f, v)$ are power...
series of non-zero convergence radius. In 1995 the author proved that these boundary operators are rational functions of $t$ for the case of $C^0$-generic gradient $v$. That implies the Novikov Exponential Growth Conjecture for $C^0$-generic gradients. This result and its generalizations were announced in [14], and the proofs of first part of these results were published in [15]. The proofs of the second part were available as an e-print [13]. Since then the results of this e-print were used in several papers, see e.g. [5]. Recently this domain attracted again the interest of researchers, see the article [6], where a family of examples of Novikov complex with infinite power series as incidence coefficients was constructed.

The present paper is a revised version of the eprint [13]. Several references were updated, and references to more recent articles were added. Thus this article completes the publication of the results announced in [14].

The paper falls naturally into three parts. The first part (Section 2) contains a recollection of the material of the author’s paper [15] in a compressed and rearranged form, suitable for our present purposes. The second part (Section 3, 4) is the hard core of the paper. We prove here that the rationality property of the boundary operators is $C^0$-generic\(^1\). In Section 3 we deal with non-abelian Novikov rings and the rationality property is expressed in terms of a certain non-abelian localization of the group ring of the fundamental group of the manifold. In Section 4 we consider the case of arbitrary Morse forms and free abelian coverings.

In the third part we study the exponential growth properties. We begin by an example of a Novikov complex where the incidence coefficients grow exponentially (Section 5). Then we apply the results of the previous sections to show that the exponential growth property of the incidence coefficients of the gradient of a Morse form is $C^0$-generic.

In the rest of the Introduction we give the statement of our main results preceded by short background subsections 1.1 and 1.2.

1.1. Morse-Novikov theory for circle-valued Morse functions. The classical Morse-Thom-Smale construction associates to a Morse function $g : M \to \mathbb{R}$ on a closed manifold a free chain complex $C_\ast(g)$ where the number $m(C_p(g))$ of free generators of $C_p(g)$ equals the number of the critical points of $g$ of index $p$ for each $p$. The boundary operator in this complex is defined in a geometric way, counting the trajectories of a gradient of $g$, joining critical points of $g$ (see [8, 12, 17–19]).

In the early 80s S. P. Novikov generalized this construction to the case of maps $f : M \to S^1$ (see [9]). The corresponding analogue of Morse complex is a free chain complex $C_\ast(f)$ over $\mathbb{Z}[[t]][t^{-1}]$. Its number of free generators

\(^1\)For the precise meaning of $C^0$-generisity in our context see the statements of the Theorems A, B, C
equals the number of critical points of \( f \) of index \( p \), and the homology of \( C_*(f) \) equals to the completed homology of the cyclic covering.

Fix some \( k \). The boundary operator \( \partial : C_k(f) \to C_{k-1}(f) \) is represented by a matrix, which entries are in the ring of Laurent power series. That is \( \partial_{ij} = \sum_{n=-N}^{\infty} a_n t^n \), where \( a_n \in \mathbb{Z} \), and \( N \) is some natural number.

Since the beginning S. P. Novikov conjectured that the power series \( \partial_{ij} \) have some nice analytic properties. In particular he conjectured that:

- **generically** the coefficients \( a_n \) of \( \partial_{ij} = \sum_{n=-N}^{\infty} a_n t^n \) grow at most exponentially with \( n \).

In [15] we have proved that for a \( C^0 \) generic \( f \)-gradient the incidence coefficients above are actually rational functions. To recall the statement of the Main Theorem of [15] let \( M \) be a closed connected manifold and \( f : M \to S^1 \) a Morse map, non-homotopic to zero. Denote the set of critical points of \( f \) by \( S(f) \). The set of \( f \)-gradients of the class \( C^\infty \), satisfying the transversality assumption (see §1 for terminology), will be denoted by \( \mathcal{G}(f) \). By Kupka-Smale theorem it is residual in the set of all the \( C^\infty \) gradients. Choose \( v \in \mathcal{G}(f) \). Denote by \( \overline{M} \xrightarrow{\mathcal{P}} M \) the connected infinite cyclic covering for which \( f \circ \mathcal{P} \) is homotopic to zero. Choose a lift \( F : \overline{M} \to \mathbb{R} \) of \( f \circ \mathcal{P} \) and let \( t \) be the generator of the structure group of \( \mathcal{P} \) such that \( F(xt) < F(x) \). The \( t \)-invariant lift of \( v \) to \( \overline{M} \) will be denoted by the same letter \( v \). For every critical point \( x \) of \( f \) choose a lift \( \bar{x} \) of \( x \) to \( \overline{M} \). Choose orientations of stable manifolds of critical points. Then for every \( x, y \in S(f) \) with \( \text{ind } x = \text{ind } y + 1 \) and every \( k \in \mathbb{Z} \) the incidence coefficient \( n_k(x, y; v) \) is defined (as the algebraic number of \((v)\)-trajectories joining \( \bar{x} \) to \( \bar{y}t^k \)).

**Theorem.** ([15, p.971]) In the set \( \mathcal{G}(f) \) there is a subset \( \mathcal{G}_0(f) \) with the following properties.

1. \( \mathcal{G}_0(f) \) is open and dense in \( \mathcal{G}(f) \) with respect to \( C^0 \) topology.
2. If \( v \in \mathcal{G}_0(f) \), \( x, y \in S(f) \) and \( \text{ind } x = \text{ind } y + 1 \), then

\[
\sum_{k \in \mathbb{Z}} n_k(x, y; v)t^k
\]

is a rational function of \( t \) of the form \( \frac{P(t)}{t^mQ(t)} \), where \( P(t) \) and \( Q(t) \) are polynomials with integral coefficients, \( m \in \mathbb{N} \), and \( Q(0) = 1 \).

3. Let \( v \in \mathcal{G}_0(f) \) and \( U \) be a neighborhood of \( S(f) \). Then for every \( w \in \mathcal{G}_0(f) \) such that \( w = v \) in \( U \) and \( w \) is sufficiently close to \( v \) in \( C^0 \) topology we have: \( n_k(x, y; v) = n_k(x, y; w) \) for every \( x, y \in S(f) \), \( k \in \mathbb{Z} \).

The present paper uses the terminology and definitions of the paper [15], and should be read as a follow up of [15].
1.2. Morse forms and Novikov rings. To state our results, we recall some algebraic and Morse-theoretic definitions. Let $G$ be a group and

$$\xi : G \to \mathbb{R}$$

be a group homomorphism. We denote by $(\mathbb{Z}G)^\wedge$ the abelian group of all formal linear combinations $\sum_{g \in G} n_g g$ (infinite in general). Recall that the Novikov ring $\mathbb{Z}G_\xi$ is the subring of all $\lambda \in (\mathbb{Z}G)^\wedge$ such that for every $c \in \mathbb{R}$ the set $\text{supp} \lambda \cap \xi^{-1}([c, \infty))$ is finite.

Let $\omega$ be a closed 1-form on a manifold $M$. The de Rham cohomology class of $\omega$ will be denoted by $[\omega]$ and the corresponding homomorphism $\pi_1 M \to \mathbb{R}$ will be denoted by $\{\omega\}$. We say that $\omega$ is a Morse form, if locally it is the differential of a Morse function. If $f : M \to S^1$ is a Morse map, then its differential is a Morse form, which cohomology class is in $H^1(M, \mathbb{Z})$. A Morse form $\omega$ is proportional to a differential of a Morse map $M \to S^1$ if and only if there exists $\lambda \in \mathbb{R}$ such that $\lambda[\omega] \in H^1(M, \mathbb{Z})$.

The terminology of [15, §1.1] (which concerns Morse functions) is extended in an obvious way to the case of Morse forms, and we shall make free use of it. In particular we shall assume the notion of $\omega$-gradient. (See Subsection 2.1 for a detailed recollection.) The set of all $\omega$-gradients, satisfying the transversality assumption will be denoted by $\mathcal{G}t(\omega)$.

Let $\omega$ be a Morse form on a closed connected manifold $M$, $v \in \mathcal{G}t(\omega)$, and $x, y \in S(\omega)$ with $\text{ind} x = \text{ind} y + 1$. Choose some lifts $\tilde{x}, \tilde{y}$ of $x, y$ to $\tilde{M}$ and some orientations of the stable manifolds of $x$ and of $y$. In Subsection 4.2 we define the incidence coefficient $\tilde{n}(\tilde{x}, \tilde{y}; v) \in \mathbb{Z}(\pi_1 M)_\xi$ (Definition 4.2.5).

1.3. Statement of the results.

1.3.1. Morse maps $M \to S^1$. Let $\xi : G \to \mathbb{Z}$ be a group epimorphism. Denote $\text{Ker} \xi$ by $H$. For $n \in \mathbb{Z}$ denote

- $\xi^{-1}(n)$ by $G_{(n)}$;
- $\{x \in \mathbb{Z}G \mid \text{supp} x \subset G_{(n)}\}$ by $\mathbb{Z}G_{(n)}$;
- $\xi^{-1}((-\infty, -1])$ by $G_-$;
- and $\{x \in \mathbb{Z}G \mid \text{supp} x \subset G_-\}$ by $\mathbb{Z}G_-$.

Choose $\theta \in \mathbb{Z}G_{(-1)}$. It is easy to see that $\mathbb{Z}G_\xi^{-}$ is identified with the ring of power series of the form $\{a_{-n}\theta^{-n} + \ldots + a_1\theta + \ldots \mid a_i \in \mathbb{Z}H\}$. Put

$$\Sigma_n = \{1 + A \mid A \in \text{Mat}_{n \times n}(\mathbb{Z}G_{(-1)})\}, \quad \Sigma = \bigcup_{n \geq 1} \Sigma_n.$$

There is the corresponding localization ring $\mathbb{Z}G_\Sigma$ (see [4, p. 291]). Every matrix in $\Sigma_n$ is invertible in $\text{Mat}_{n \times n}(\mathbb{Z}G_{\xi}^{-})$, the inverse of $1 + A$ being given
by \( \sum_{n=0}^{\infty} (-1)^n A^n \), therefore the localization map \( \lambda : \mathbb{Z}G \to \mathbb{Z}G_\Sigma \) is injective and the inclusion \( i : \mathbb{Z}G \to \mathbb{Z}G_\xi^- \) factors through a ring homomorphism \( \ell : \mathbb{Z}G_\Sigma \to \mathbb{Z}G_\xi^- \).

Let \( M \) be a connected closed manifold and \( f : M \to S^1 \) be a Morse map, non-homotopic to zero. Let \( G = \pi_1(M) \) and denote by \( \xi \) the induced homomorphism \( G \to \mathbb{Z} \). Denote by \( p : \tilde{M} \to M \) the universal covering of \( M \).

**Theorem A.** In the set \( \mathcal{G}t(f) \) there is a subset \( \mathcal{G}t_1(f) \) with the following properties:

1. \( \mathcal{G}t_1(f) \) is open and dense in \( \mathcal{G}t(f) \) with respect to \( C^0 \) topology.
2. If \( v \in \mathcal{G}t_1(f) \) then for every \( x, y \in S(f) \) with \( \text{ind} x = \text{ind} y + 1 \) we have \( \tilde{n}(\tilde{x}, \tilde{y}; v) \in \text{Im} \ell \).
3. Let \( v \in \mathcal{G}t_1(f) \). Let \( U \) be a neighborhood of \( S(f) \). Then for every \( w \in \mathcal{G}t_1(f) \) such that \( w = v \) in \( U \) and \( w \) is sufficiently close to \( v \) in \( C^0 \) topology we have: \( \tilde{n}(\tilde{x}, \tilde{y}; v) = \tilde{n}(\tilde{x}, \tilde{y}; w) \) for every \( x, y \in S(f) \).

### 1.3.2. Morse forms within arbitrary cohomology classes.

At present we can prove the analogue of Theorem A in the case of arbitrary Morse forms only for the incidence coefficients associated with free abelian coverings.

Let \( \omega \) be a Morse form on a closed connected manifold \( M \). If \( \phi : \tilde{M} \to M \) is any regular covering with the structure group \( G \), such that \( \phi^*([\omega]) = 0 \), then the homomorphism \( \{ \omega \} : \pi_1M \to \mathbb{R} \) factors as \( \pi_1M \to G \to \mathbb{R} \) and it is not difficult to see that the incidence coefficients \( \tilde{n}(\tilde{x}, \tilde{y}; v) \) are defined for every \( v \in \mathcal{G}t(\omega) \) (here we suppose that \( \text{ind} x = \text{ind} y + 1 \), and that for every \( p \in S(\omega) \) a lift \( \tilde{p} \) of \( p \) to \( \tilde{M} \) and an orientation of the stable manifold of \( p \) are chosen). In particular, it is the case for the maximal free abelian covering \( \tilde{M} \xrightarrow{p} M \) with the structure group \( H_1(M, \mathbb{Z})/\text{tors} \approx \mathbb{Z}^m \). By abuse of notation we shall denote the corresponding homomorphism \( \mathbb{Z}^m \to \mathbb{R} \) by the same symbol as the de Rham cohomology class \( [\omega] \) of \( \omega \). Assume that \( [\omega] \neq 0 \). Put

\[
\mathcal{S}_{[\omega]} = \{ P \in \mathbb{Z}[\mathbb{Z}^m] \mid P = 1 + Q : \text{supp} Q \subset [\omega]^{-1}((\infty, 0)) \}.
\]

Then \( \mathcal{S}_{[\omega]} \) is a multiplicative subset of \( \mathbb{Z}[\mathbb{Z}^m] \).

**Theorem B.** There is a subset \( \mathcal{G}t_1(\omega) \subset \mathcal{G}t(\omega) \) with the following properties:

1. \( \mathcal{G}t_1(\omega) \) is open and dense in \( \mathcal{G}t(\omega) \) with respect to \( C^0 \) topology.
2. For every \( v \in \mathcal{G}t_1(\omega) \) and every \( x, y \in S(\omega) \) with \( \text{ind} x = \text{ind} y + 1 \) we have: \( \tilde{n}(\tilde{x}, \tilde{y}; v) \in \mathcal{S}_{[\omega]}^{-1} \mathbb{Z}[\mathbb{Z}^m] \).
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(3) Let \( v \in \mathcal{G}t_1(\omega) \). Let \( U \) be a neighborhood of \( S(\omega) \). Then for every \( w \in \mathcal{G}t_1(\omega) \) such that \( w = v \) in \( U \) and \( w \) is sufficiently close to \( v \) in \( C^0 \) topology we have: \( \tilde{n}(\tilde{x}, \tilde{y}; v) = \tilde{n}(\tilde{x}, \tilde{y}; w) \) for every \( x, y \in S(\omega) \), \( k \in \mathbb{Z} \).

1.3.3. An example. In Section 5 we construct a three-manifold \( M \), a Morse map \( f : M \to S^1 \) and an \( f \)-gradient \( v \) such that \( n_0(\tilde{x}, \tilde{y}; v) = 0 \) and for \( k \geq 0 \) we have

\[
n_{k+1}(\tilde{x}, \tilde{y}; v) = -\frac{4}{\sqrt{5}} \cdot \left( \left( \frac{3 + \sqrt{5}}{2} \right)^k - \left( \frac{3 - \sqrt{5}}{2} \right)^k \right).
\]

1.3.4. Exponential growth estimates. The Novikov Exponential Growth conjecture [10] has a natural generalization to the case of Morse forms of arbitrary irrationality degree. Let \( \omega \) be a Morse form and \( \mathcal{P} : \overline{M} \to M \) be the maximal free abelian covering. Let \( F : \overline{M} \to \mathbb{R} \) be a function such that \( dF = \mathcal{P}^*([\omega]) \). For critical point \( x, y \) of \( F \) with \( \text{ind } x = \text{ind } y + 1 \) and \( h \in \mathbb{Z}^m \) let \( n(x, y; h) \) be the algebraic number of \((-v)\)-trajectories joining \( x \) with \( yh \). Then the generalized exponential growth conjecture says that there are constants \( A, B > 0 \) such that for every \( x, y \) with \( \text{ind } x = \text{ind } y + 1 \) and every \( h \in \mathbb{Z}^m \) we have

\[
|n(x, y; h)| \leq A \cdot e^{B[\omega](h)}. \tag{1.1}
\]

Theorem C below asserts a much stronger property, pertaining to the universal covering of \( M \) and counting for every \( g \in G = \pi_1(M) \) the absolute value of the algebraic number of trajectories joining \( x \) with \( y \cdot g \). To state this theorem we need one more definition. Let \( G \) be a group. For an element \( a = \sum n_g g \in \mathbb{Z}G \) we denote by \( \|a\| \) the sum \( \sum |n_g| \). Let \( \xi : G \to \mathbb{R} \) be a homomorphism. For \( \lambda = \sum n_g g \in \mathbb{Z}G_\xi^- \) and \( c \in \mathbb{R} \) we denote by \( \lambda[c] \) the element \( \sum_{\xi(g) \geq c} n_g g \) of \( \mathbb{Z}G \) and we set \( N_c(\lambda) = \|\lambda[c]\| \). We shall say that \( \lambda \) is of exponential growth if there are \( A, B \geq 0 \) such that for every \( c < 0 \) we have \( N_c(\lambda) \leq Ae^{-cB} \). It is easy to prove that the elements of exponential growth form a subring of \( \mathbb{Z}G_\xi^- \) containing \( \mathbb{Z}G \).

**Theorem C.** Let \( v \) be an \( \omega \)-gradient, belonging to \( \mathcal{G}t_1(\omega) \), and \( x, y \in S(\omega) \) with \( \text{ind } x = \text{ind } y + 1 \). Then \( \tilde{n}(\tilde{x}, \tilde{y}; v) \in \mathbb{Z}[\pi_1M]_\omega^- \) is of exponential growth.

In the paper [3, Theorem 2.21] D. Burghelea and S. Haller also prove that the property (1.1) holds for \( C^0 \)-generic gradients\(^2\).

\(^2\) The author thanks the anonymous referee for this information.
1.3.5. Exponential estimates of absolute number of trajectories: Morse maps \( M \rightarrow S^1 \). The first published version of the Exponential Growth conjecture appeared in the paper of V. I. Arnold “Dynamics of intersections”, 1989. This version is also the strongest one. Arnold writes in [1, p. 83]:

“The author is indebted to S. P. Novikov who has communicated the following conjecture, which was the starting point of the present paper.

Let \( p : \widetilde{M} \rightarrow M \) be a covering of a compact manifold \( M \) with fiber \( \mathbb{Z}^n \), and let \( \alpha \) be a closed 1-form on \( M \) such that \( p^*\alpha = df \), where \( f : M \rightarrow \mathbb{R} \) is a Morse function. The Novikov conjecture states that, “generically” the number of the trajectories of the vector field \(-\text{grad} f\) on \( M \) starting at a critical point \( x \) of the function \( f \) of index \( k \) and connecting it with the critical points \( y \) having index \( k-1 \) and satisfying \( f(y) \geq f(x) - n \), grows in \( n \) more slowly than some exponential, \( e^{an} \).”

In the present paper we prove this conjecture for the \( C^0 \)-dense subset in the set of all gradients (Theorems C and D below). We assume here the terminology of Subsection 1.3.1. The set of all \( f \)-gradients of class \( \mathcal{C}^\infty \) will be denoted by \( \mathcal{G}(f) \). An \( f \)-gradient \( v \) is called good if for every \( p, q \in S(f) \) we have

\[
(\text{ind} p \leq \text{ind} q + 1) \Rightarrow (D(p, v) \cap D(q, -v))
\]

The set of all good \( f \)-gradients will be denoted by \( \mathcal{G}_d(f) \). For \( v \in \mathcal{G}(f) \) we denote by the same letter \( v \) the \( t \)-invariant lift of \( v \) to \( \widetilde{M} \). Choose a lift

\[
F : \widetilde{M} \rightarrow \mathbb{R}
\]

of \( f \) to \( \widetilde{M} \). It is easy to prove that for \( p, q \in S(F) \), \( \text{ind} p = \text{ind} q + 1 \) and for \( v \in \mathcal{G}_d(f) \) the set of \((-v)\)-trajectories, joining \( p \) to \( q \) is finite. The lifts of critical points of \( f \) to \( \widetilde{M} \) being chosen, denote by \( N_k(x, y; v) \) the number of \((-v)\)-trajectories joining \( \tilde{x} \) to \( yt^k \) (where \( \text{ind} x = \text{ind} y + 1 \)).

**Theorem D.** In the set \( \mathcal{G}(f) \) there is a subset \( \mathcal{G}_0(f) \) with the following properties:

1. \( \mathcal{G}_0(f) \) is \( C^0 \)-dense in \( \mathcal{G}(f) \) and \( \mathcal{G}_0(f) \subset \mathcal{G}_d(f) \).
2. Let \( v \in \mathcal{G}_0(f) \). Then there are constants \( C, D > 0 \) such that for every \( x, y \in S(f) \) with \( \text{ind} x = \text{ind} y + 1 \) and for every \( k \in \mathbb{Z} \) we have

\[
N_k(x, y; v) \leq C \cdot D^k.
\]

1.3.6. Exponential estimates of absolute number of trajectories: Morse forms. Let \( \omega \) be a Morse form on a closed connected manifold \( M \). Let \( \mathcal{P} : \overline{M} \rightarrow M \) be the maximal free abelian covering of \( M \) with structure group \( \mathbb{Z}^m \); we identify the cohomology class \([\omega]\) of \( \omega \) with the corresponding homomorphism \( \mathbb{Z}^m \rightarrow \mathbb{R} \). We denote by \( \mathcal{G}(\omega) \) the set of all \( \omega \)-gradients of class \( \mathcal{C}^\infty \) and by \( \mathcal{G}_d(\omega) \) the set of all good \( \omega \)-gradients of class \( \mathcal{C}^\infty \). Let
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For every zero $x$ of $\omega$ choose a lift $\xi_x$ of $x$ to $M$ and an orientation of the stable manifold of $x$. Then for every $g \in \mathbb{Z}^m$ and every $x, y \in S(\omega)$ with $\text{ind } x = \text{ind } y + 1$ the set of $(-v)$-trajectories joining $\xi_x$ to $\xi_y$ is finite and we denote its cardinality by $N(\xi_x, \xi_y; g; v)$. For $c \in \mathbb{R}$ we denote by $N_{\geq c}(\xi_x, \xi_y; v)$ the sum $\sum_{g : [\omega](g) \geq c} N(\xi_x, \xi_y; g; v)$.

**Theorem E.** In the set $G(\omega)$ there is a subset $G_0(\omega)$ with the following properties:

1. $G_0(\omega)$ is dense in $G(\omega)$ with respect to $C^0$ topology; $G_0(\omega) \subset Gd(\omega)$.

2. Let $v \in G_0(\omega)$. There exist constants $C, D > 0$ such that for every $x, y \in S(\omega)$ with $\text{ind } x = \text{ind } y + 1$ and every $\lambda < 0$ we have

$$N_{\geq \lambda}(x, y; v) \leq C \cdot D^{-\lambda}.$$

**Remark 1.3.7.** Observe that Theorem D follows from Theorem E. We still keep both statements of Theorem D since the essential of the proof of Theorem E is based on the proof of Theorem D.

2. **Ranging systems and ranging flows (an overview of results of [15])**

The results of the present paper are based on the author’s paper [15]. For the convenience of the reader we recall in this section some of the basic definitions and theorems of [15]. The contents of this section falls into two parts. In the first part (Subsections 2.2-2.3) we present the main technical tool for the rationality theorem, namely *ranging systems*. We show that if an $f$-gradient admit a ranging system adapted to a pair of critical points $p, q$, then the incidence coefficient of these two points is a rational function of the type described in the statement of the Main Theorem of [15]. The final result of this part is Theorem 2.3.4.

In the second part (Subsections 2.4-2.6) we show that the set of $f$-gradients that admit a ranging system adapted to $p, q$, is open and dense in the set of all transverse gradients (with respect to $C^0$-topology). The basic instruments here are the notions of ranging flow and ranging pair.

The exposition is preceded by a short introductory Subsection 2.1 where we collected the necessary definitions.

### 2.1. Terminology: functions and gradients.

In the present subsection $M$ is a closed manifold.

**Definition 2.1.1.** Let $f : M \to \mathbb{R}$ be a Morse function on a closed manifold $M$. Denote $\text{dim } M$ by $n$. The set of critical points of $f$ will be denoted by $S(f)$. A chart $\Phi_p : U_p \to B^n(0, r_p)$ (where $p \in S(f), U_p$ is a neighborhood...
of $p$, $r_p > 0$) is called standard chart for $f$ around $p$ of radius $r_p$ (or simply $f$-chart) if there is an extension of $\Phi_p$ to a chart $\tilde{\Phi}_p : V_p \to B^n(0, r'_p)$, (where $\overline{U}_p \subset V_p$ and $r'_p > r_p$), such that

$$(f \circ \tilde{\Phi}_p^{-1})(x_1, \ldots, x_n) = f(p) + \sum_{i=1}^{n} \alpha_i x_i^2,$$

where $\alpha_i < 0$ for $i \leq \text{ind } p$ and $\alpha_i > 0$ for $i > \text{ind } p$. The domain $U_p$ is called standard coordinate neighborhood. Any such extension $\tilde{\Phi}_p$ of $\Phi_p$ will be called standard extension of $\Phi_p$.

The set $\Phi_p^{-1}(\mathbb{R}^k \times \{0\})$, resp. $\Phi_p^{-1}(\{0\} \times \mathbb{R}^{n-k})$, where $k$ stands for $\text{ind } p$, is called negative disc, resp. positive disc. If for every $i$ we have $\alpha_i = \pm 1$, we shall say that the coordinate system $\{\Phi_p\}$ is strongly standard.

A family

$$\mathcal{U} = \{\Phi_p : U_p \to B^n(0, r_p)\}_{p \in S(f)}$$

of $f$-charts is called $f$-chart-system, if the family $\{\overline{U}_p\}$ is disjoint. We denote $\min_{p} r_p$ by $d(\mathcal{U})$, and $\max_{p} r_p$ by $D(\mathcal{U})$. If all the $r_p$ are equal to $r$, we shall say that $\mathcal{U}$ is of radius $r$.

The set $\Phi_p^{-1}(B^n(0, \lambda))$, where $\lambda \leq r_p$ will be denoted by $U_p(\lambda)$. For $\lambda \leq d(\mathcal{U})$ we denote $\bigcup_{p \in S(f)} U_p(\lambda)$ by $\mathcal{U}(\lambda)$. Let

$$\mathcal{U} = \{\Phi_p : U_p \to B^n(0, r_p)\}_{p \in S(f)}, \quad \mathcal{U}' = \{\Phi'_p : U'_p \to B^n(0, r'_p)\}_{p \in S(f)}$$

be two $f$-chart-systems. We say, that $\mathcal{U}'$ is a restriction of $\mathcal{U}$, if for every $p \in S(f)$ we have: $r'_p \leq r_p$, $U'_p \subset U_p$, $\Phi'_p = \Phi_p | U'_p$.

Given an $f$-chart system

$$\mathcal{U} = \{\Phi_p : U_p \to B^n(0, r_p)\}_{p \in S(f)}$$

we say, that a vector field $v$ on $M$ is an $f$-gradient with respect to $\mathcal{U}$, if

1) For every $x \in M \setminus S(f)$ we have $df(v)(x) > 0$;
2) For every $p \in S(f)$ we have

$$(\tilde{\Phi}_p)_*(v) = (-x_1, \ldots, -x_k, x_{k+1}, \ldots, x_n),$$

where $k = \text{ind } f_p$, and $\tilde{\Phi}_p$ is some standard extension of $\Phi_p$.

We say that a vector field $v$ is an $f$-gradient if there is an $f$-chart system $\mathcal{U}$, such that $v$ is an $f$-gradient with respect to $\mathcal{U}$.

**Definition 2.1.2.** Assume that $M$ is Riemannian and denote by $D_r(x)$, resp. $B_r(x)$ the closed, resp. open ball of radius $r$ centered in $x$. Let also $f : M \to \mathbb{R}$ be a Morse function, $v$ be an $f$-gradient, $p \in S(f)$. Set:

$$B_\delta(p, v) = \{x \in M \mid \exists t \geq 0 : \gamma(x, t; v) \subset B_\delta(p)\},$$

$$D_\delta(p, v) = \{x \in M \mid \exists t \geq 0 : \gamma(x, t; v) \subset D_\delta(p)\}.$$
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\[ D(p, v) = \{ x \in M \mid \lim_{t \to x_0} \gamma(x, t; v) = p \}. \]

We denote by \( K(v) \) the union of all subsets \( D(p, v) \), and by \( B_\delta(v) \) the union of all subsets \( B_\delta(p, v) \) where \( p \) ranges over critical points of \( f \).

We also denote by \( B_\delta(\text{ind} \leq s; v) \) the union of subsets \( B_\delta(p, v) \) (where \( p \) ranges over critical points of \( f \) of index \( \leq s \)). Similar notations like \( D_\delta(\text{ind} = s; v) \) or \( K(\text{ind} = s; v) \) etc. are now clear without special definition.

**Remark 2.1.3.** Definitions 2.1.1 and 2.1.2 generalize in an obvious way to the case of Morse functions on cobordisms and to the case of circle-valued Morse functions.

**Definition 2.1.4.** Let \( f : W \to [a, b] \) be a Morse function on a compact Riemannian cobordism, \( f^{-1}(b) = V_1, f^{-1}(a) = V_0, v \) be an \( f \)-gradient. For \( x \in W \) we denote by \( \gamma(x, t; v) \) the value at \( t \) of the integral curve of \( v \) satisfying \( \gamma(x, 0; v) = x \). If \( x \in V_1 \setminus K(-v) \), then the trajectory \( \gamma(x, t; v) \) reaches \( V_0 \) at some moment \( t_0 \); put

\[ \overset{\sim}{v}(x) = \gamma(x, t_0; v). \]

We obtain thus a diffeomorphism

\[ \overset{\sim}{v} : V_1 \setminus K(-v) \xrightarrow{\sim} V_0 \setminus K(v). \]

Sometimes we denote it by \( v_{[b,a]} \).

In the next section we take a closer look at this diffeomorphism.

### 2.2. Ranging systems.

We proceed to the definition of ranging system (see [15, Definition 4.6]). Let \( f : W \to [a, b] \) be a Morse function on a compact Riemannian cobordism, \( f^{-1}(b) = V_1, f^{-1}(a) = V_0, v \) be an \( f \)-gradient.

**Definition 2.2.1.** Let \( \Lambda = \{ \lambda_0, \ldots, \lambda_k \} \) be a finite set of regular values of \( f \), such that \( \lambda_0 = a, \lambda_k = b \), and for each \( 0 \leq i \leq k - 1 \) we have \( \lambda_i < \lambda_{i+1} \) and there is exactly one critical value of \( f \) in \( [\lambda_i, \lambda_{i+1}] \). The values \( \lambda_i, \lambda_{i+1} \) will be called adjacent. The set of pairs \( \{(A_\lambda, B_\lambda)\}_{\lambda \in \Lambda} \) is called ranging system for \( (f, v) \) if

- (RS1) For every \( \lambda \in \Lambda \) the sets \( A_\lambda \) and \( B_\lambda \) are disjoint compacts in \( f^{-1}(\lambda) \).
- (RS2) Let \( \lambda, \mu \in \Lambda \) be adjacent. Then for every \( p \in S(f) \cap f^{-1}(\lfloor \lambda, \mu \rfloor) \) one of the two following properties i) or ii) holds:
  i) \( D(p, v) \cap f^{-1}(\lambda) \subset \text{Int} A_\lambda, \)
  ii) \( D(p, -v) \cap f^{-1}(\mu) \subset \text{Int} B_\mu. \)
Let \( \lambda, \mu \in \Lambda \) be adjacent. Then

\[ v_{[\mu, \lambda]}(A_\mu) \subset \text{Int} A_\lambda, \quad (\neg v)_{[\lambda, \mu]}(B_\lambda) \subset \text{Int} B_\mu. \]

The existence of a ranging system allows us to endow the gradient flow with a structure that resembles to some extent a continuous map between compact spaces. The next proposition is proved in [15, Lemma 4.8 and Propositions 4.9, 4.10].

**Proposition 2.2.2.** Let \( \{(A_\lambda, B_\lambda)\}_{\lambda \in \Lambda} \) be a ranging system for \((f, v)\). Let also \( N \) be an oriented submanifold of \( V_1 \setminus B_b \) such that \( N \setminus \text{Int} A_b \) is compact. Then the following statements hold.

1. There exists a homomorphism
   \[ H(v) : H_*(V_1 \setminus B_b, A_b) \to H_*(V_0 \setminus B_a, A_a), \]
   such that
   \[ H(v)([N]) = [v_{[b,a]}(N)], \]
   where \([N]\) is the fundamental class of \( N \) in \( H_*(V_1 \setminus B_b, A_b) \) and \([v_{[b,a]}(N)]\) is the fundamental class of \( v_{[b,a]}(N) \) in \( H_*(V_0 \setminus B_a, A_a) \).

2. There is \( \epsilon > 0 \) such that for any \( f \)-gradient \( w \) with \( \|v - w\| < \epsilon \) the ranging system \( \{(A_\lambda, B_\lambda)\}_{\lambda \in \Lambda} \) is also a ranging system for \((f, w)\), and \( H(v) = H(w) \).

**Remark 2.2.3.** Let \( \lambda < \mu \) be elements of \( \Lambda \). Similarly to Proposition 2.2.2 one defines a homomorphism

\[ H(v)_{[\mu, \lambda]} : H_*(f^{-1}(\mu) \setminus B_\mu, A_\mu) \to H_*(f^{-1}(\lambda) \setminus B_\lambda, A_\lambda) \]

which is \( C^0 \)-stable with respect to small \( C^0 \)-perturbations of \( v \), as in property (2) of Proposition 2.2.2.

Ranging systems provide a convenient tool for computation of incidence coefficients in homology terms.

**Definition 2.2.4.** Let \( \{(A_\lambda, B_\lambda)\}_{\lambda \in \Lambda} \) be a ranging system for

\[ f : W \to [a, b]. \]

Let also \( p \in S(f) \) and \( \mu(p) \) and \( \sigma(p) \) be the (uniquely determined) adjacent elements of \( \Lambda \) such that \( f(p) \in (\mu(p), \sigma(p)) \). We will use the following notations:

- \( S_+(p, v) \) denotes the sphere \( D(p, -v) \cap f^{-1}(\sigma(p)) \), and
- \( S_-(p, v) \) denotes the sphere \( D(p, v) \cap f^{-1}(\mu(p)) \).
If this does not lead to confusion, we denote these spheres simply by $S_-(p)$ and $S_+(p)$.

We say that a ranging system $\{(A_\lambda, B_\lambda)\}_{\lambda \in \Lambda}$ is adapted to a pair $p, q$ of critical points in $S(f)$, where $\text{ind } p = \text{ind } q + 1$, if

$$S_-(p) \cap B_{\mu(p)} = \emptyset \quad \text{and} \quad S_+(q) \cap A_{\sigma(q)} = \emptyset.$$ 

Let $l + 1 = \text{ind } p$. Then $\text{ind } q = l$.

If $\{(A_\lambda, B_\lambda)\}_{\lambda \in \Lambda}$ is adapted to $p, q$, we denote by $[S_-(p)]$ also the image of this fundamental class in

$$H_l(f^{-1}(\mu(p)) \setminus B_{\mu(p)}, A_{\mu(p)}).$$

Consider the inclusion

$$j(v) : (f^{-1}(\sigma(q)) \setminus B_{\sigma(q)}, A_{\sigma(q)}) \hookrightarrow (f^{-1}(\sigma(q)) \setminus S_+(q))$$

and let $||S_+(q, v)||$ be the $(j(v))^*$-image of the class dual to $S_+(q)$ in the group $H^l(f^{-1}(\sigma(q)) \setminus B_{\sigma(q)}, A_{\sigma(q)})$.

See the proof of the following two propositions in [15, Proposition 4.12].

**Proposition 2.2.5.** Let $\{(A_\lambda, B_\lambda)\}_{\lambda \in \Lambda}$ be a ranging system adapted to $p, q$. If $v$ is an $f$-gradient satisfying the transversality condition then

$$n(p, q; v) = \langle ||S_+(q)||, H_{[\mu(p), \sigma(q)]}(v)(||S_-(p)||) \rangle.$$

This formula imply immediately a $C^0$-stability property for the incidence coefficients.

**Proposition 2.2.6.** (1) There is $\epsilon > 0$ such that for every $f$-gradient $v$ with $\|w - v\| < \epsilon$ the system $\{(A_\lambda, B_\lambda)\}_{\lambda \in \Lambda}$ is a ranging system for $(f, w)$ adapted to $p, q$.

(2) Let $U(p)$ be a neighborhood of $p$, and $U(q)$ be a neighborhood of $q$. There is $\epsilon > 0$ such that for every $f$-gradient $w$ with $w|_{U(p)} = v|_{U(p)}$ and $w|_{U(q)} = v|_{U(q)}$ and $\|w - v\| < \epsilon$ we have

$$[S_-(p, w)] = [S_-(p, v)], \quad ||S_-(q, w)|| = ||S_-(q, v)||,$$

and

$$n(p, q; v) = n(p, q; w) \quad (2.1)$$

In our applications the cobordism $W$ will be obtained as the result of cutting a closed manifold $M$ along a regular level surface of a Morse function $f : M \to S^1$. Such cobordism is endowed naturally with a diffeomorphism of its lower boundary on its upper boundary.
Definition 2.2.7. A Riemannian cobordism \( W \) with \( \partial W = V_0 \sqcup V_1 \) is said to be cyclic if there is an isometry \( \Phi : V_0 \to V_1 \) (such an isometry will be regarded as part of the structure of a cyclic cobordism).

Definition 2.2.8. A ranging system \( \{(A_\lambda, B_\lambda)\}_{\lambda \in \Lambda} \) for \((f, v)\) is said to be cyclic if \( \Phi(A_a) = A_b, \Phi(B_a) = B_b \). A cyclic ranging system is said to be of finite type if \( H_*(V_0 \setminus B_a, A_a) \) is finitely generated.

These techniques will be applied to the case of circle-valued Morse functions.

2.3. Equivariant ranging systems. Now we will apply the techniques of the previous section to investigation of the incidence coefficients in the Novikov complex. Let \( f : M \to S^1 \) be a Morse function, and \( v \) be an \( f \)-gradient. We will assume here that the class \([f] \in H^1(M, \mathbb{Z})\) is indivisible, so that for all \( z \in \overline{M} \) we have that
\[
F(z) - F(zt) = 1.
\]
We assume also \( S(f) = \emptyset \), and that 0 is a regular value of \( F \). Choose a Riemannian metric on \( M \). Then \( \overline{M} \) obtains a \( t \)-invariant Riemannian metric.

Definition 2.3.1. Let \( u \) be any \( f \)-gradient. Let \( \Sigma \) be a non empty set of regular values of \( F \) satisfying the following collection \((S)\) of consitions:

\((S)\):

- the regular value 0 is in \( \Sigma \);
- for every \( A, B \in \mathbb{R} \) the set \( \Sigma \cap F^{-1}([A, B]) \) is finite;
- if \( \sigma \in \Sigma \) then \( \sigma + n \in \Sigma \) for all \( n \in \mathbb{Z} \);
- if \( \lambda, \mu \in \Sigma \) are adjacent, then there is only one critical value of \( F \) between \( \lambda \) and \( \mu \).

A set \( \{(A_\sigma, B_\sigma)\}_{\sigma \in \Sigma} \) is called \( t \)-equivariant ranging system for \((F, u)\), if

1. For every \( \mu, \nu \in \Sigma, \mu < \nu \) we have: \( \{(A_\sigma, B_\sigma)\}_{\sigma \in \Sigma, \mu \leq \sigma \leq \nu} \) is a ranging system for \( (F|_{F^{-1}([\mu, \nu])}, u) \).
2. \( A_{\sigma - n} = A_{\sigma} \cdot t^n \) and \( B_{\sigma - n} = B_{\sigma} \cdot t^n \) for every \( n \in \mathbb{Z} \).

Any cyclic ranging system on the cobordism \( W = F^{-1}([0, 1]) \) determines in an obvious way a \( t \)-equivariant ranging system. Let \( p \) and \( q \) be critical points of \( f \), such that \( \mathrm{ind} \, p = \mathrm{ind} \, q + 1 \). Let \( l = \mathrm{ind} \, q \). Let
\[
V_1 = F^{-1}(1), \quad V_0 = F^{-1}(0), \quad W = F^{-1}([0, 1]).
\]
Assume that the ranging system is adapted to the pair \((p, q)\). We lift \( p \) and \( q \) to \( \overline{M} \) in such a way that \( \bar{q} \in tW \) and \( \bar{p} \in W \). Put
\[
[[p]] = H_{[\mu(p), 0]}([S_{-(p)}]) \in H_l(V_0 \setminus B_0, A_0).
\]
The cohomology class
\[ [S^+(\bar{q}, v)] \in H^l(V_0 \setminus B_0, A_0) \]
will be denoted by \([q]\). Put
\[ h = t^{-1} \circ H_{[0,-1]} : H^l(V_0 \setminus B_0, A_0) \to H^l(V_0 \setminus B_0, A_0). \]

The next three assertions form the first basic ingredient of the proof of the main theorem of [15] (see [15, Proposition 4.18] for the proof).

**Proposition 2.3.2.** We have
\[ n_k(\bar{p}, \bar{q}; v) = \begin{cases} [q][, (h(v))^k[[p]]] & \text{if } k \geq 0, \\ 0 & \text{if } k < 0. \end{cases} \]

**Lemma 2.3.3.** Let \( G \) be a finitely generated abelian group, \( A \) an endomorphism of \( G \), and \( \lambda : G \to \mathbb{Z} \) a homomorphism. Then for every \( p \in G \) the series
\[ \sum_{k \geq 0} \lambda(A^k p) t^k \in \mathbb{Z}[t] \]
is a rational function of \( t \) of the form \( \frac{P(t)}{Q(t)} \), where \( P, Q \) are polynomials and \( Q(0) = 1 \).

**Theorem 2.3.4.** Let \( f : M \to S^1 \) be a Morse function, and \( v \) be a transverse \( f \)-gradient. Let also \( F : M \to \mathbb{R} \) be a lift of \( f \) and \( p, q \) be critical points of \( f \) such that \( \text{ind } p = \text{ind } q + 1 \).
(1) Assume that there exists a cyclic ranging system on the cobordism \( W = F^{-1}([0,1]) \), adapted to \( p, q \). Then the incidence coefficient \( N(p, q, v) \) is a rational function of \( t \) of the form \( \frac{P(t)}{Q(t)} \), where \( P, Q \) are polynomials and \( Q(0) = 1 \).
(2) The set of transverse \( f \)-gradients admitting a cyclic ranging system adapted to \( p, q \) is \( C^0 \)-open in the set of all transverse \( f \)-gradients.

### 2.4. Almost transverse gradients

In this subsection we gathered some preliminaries necessary for construction of ranging systems for \( C^0 \)-generic flows; this construction will be recalled in the following subsections.

**Definition 2.4.1.** Let \( f : W \to [a,b] \) be a Morse function and \( v \) an \( f \)-gradient. We say that a Morse function \( \phi : W \to \mathbb{R} \) is **adjusted to the pair** \( (f,v) \) if
(1) \( S(\phi) = S(f) \),
(2) \( v \) is also a \( \phi \)-gradient,
(3) the function \( \phi - f \) is constant in a neighborhood of \( V_1 \), in a neighborhood of \( V_0 \), and in a neighborhood of each critical point of \( f \).

Observe that it is not clear whether there is a ranging system for every gradient. It turns out that ranging systems exist for \( C^0 \)-generic gradients. We outline the proof in the next subsections.

**Definition 2.4.2.** Let \( f : W \to [a, b] \) be a Morse function on a compact cobordism \( W \), and \( v \) be an \( f \)-gradient. We say that \( v \) satisfies the almost transversality assumption if for every pair \( x, y \) of critical points of \( f \) we have

\[
(\text{ind } x \leq \text{ind } y) \Rightarrow (D(x, v) \cap D(y, -v)).
\]

or equivalently

\[
(\text{ind } x \leq \text{ind } y) \Rightarrow (D(x, v) \cap D(y, -v) = \emptyset).
\]

We say aslo that \( v \) is almost good or almost transverse.

**Lemma 2.4.3.** If \( V \) is almost good, then \( K(\text{ind} \leq s; v) \) is compact for every \( s \).

**Definition 2.4.4.** We say that a \( f \)-gradient is \( \delta \)-separated if there is an ordered Morse function \( \phi : W \to [a, b] \), adjusted to \( (f, v) \), with an ordering sequence \( a_0, \ldots, a_{n+1} \), such that

1. for every \( p \in S(f) \) we have \( D_\delta(p) \subset \phi^{-1}((a_k, a_{k+1})) \), where \( k = \text{ind } p \).
2. for every \( l : 0 \leq l \leq n \) and every \( q \in S(f) \) with \( \text{ind } q = l \) there is a Morse function

\[
\psi : W_l \to [a_l, a_{l+1}],
\]

adjusted to \( (\phi|_{W_l}, v|_{W_l}) \), where \( W_l = \phi^{-1}([a_l, a_{l+1}]) \), and a regular value

\( \mu \in (a_l, a_{l+1}) \) of \( \psi \), such that

- \( D_\delta(q) \subset \phi^{-1}((a_l, \mu)) \),
- and for every \( r \in S(f) \), \( \text{ind } r = l, r \neq q \) we have

\[
D_\delta(r) \subset \phi^{-1}((\mu, a_{l+1})).
\]

**Lemma 2.4.5.** If \( v \) is almost good, then \( v \) is \( \delta \)-separated for some \( \delta > 0 \).

**Proposition 2.4.6.** If \( v \) is \( \delta_0 \)-separated, then for every \( \delta \in (0, \delta_0) \) and for every \( s \) the set \( D_\delta(\text{ind} \leq s; v) \) is compact.

**Definition 2.4.7.** A pair \( (\phi, u) \) where \( \phi \) is a Morse function on a cobordism and \( u \) is a \( \delta \)-separated \( \phi \)-gradient will be called \( \mathcal{AM} \)-flow\(^3\).

\(^3\) Usually the number \( \delta \) is clear from the context, so we omit it from the notation.
For an $\mathcal{AM}$-flow $(\phi, u)$ the sets $D_\delta(\text{ind} \leq s, u)$ form an increasing filtration of $W$. This is just one of versions of handle decomposition of $W$.

2.5. Stratified submanifolds and their thickenings. In this subsection we recall briefly the notions of $s$-submanifold and $ts$-submanifold introduced in [15]. These techniques will be used in the following subsection. We omit all proofs referring the reader to [15, §2].

2.5.A. Stratified submanifolds. Let $\mathcal{A} = \{A_0, \ldots, A_k\}$ be a finite sequence of subsets of a topological space $X$. For $0 \leq s \leq k$, we denote $A_s$ also by $\mathcal{A}(s)$; the set $A_0 \cup \cdots \cup A_s$ is denoted by $A_{\leq s}$ and also by $\mathcal{A}_{(\leq s)}$. We say that $\mathcal{A}$ is a compact family if $\mathcal{A}_{(\leq s)}$ is compact for every $s$ with $0 \leq s \leq k$.

**Definition 2.5.1.** (Stratified submanifolds) Let $M$ be a manifold without boundary. A finite sequence $\mathcal{X} = \{X_0, \ldots, X_k\}$ of subsets of $M$ is called an $s$-submanifold of $M$ ($s$ for “stratified”) if

1. $X_i \cap X_j = \emptyset$ for $i \neq j$, and each $X_i$ is a submanifold of $M$ of dimension $i$ with trivial normal bundle;
2. $\mathcal{X}$ is a compact family.

For an $s$-submanifold $\mathcal{X} = \{X_1, \ldots, X_s\}$, the largest $k$ such that $X_k \neq \emptyset$ is called the dimension of $\mathcal{X}$ and is denoted by $\dim \mathcal{X}$. For a diffeomorphism $\Phi : M \to N$ and an $s$-submanifold $\mathcal{X}$ of $M$, we denote by $\Phi(\mathcal{X})$ the $s$-submanifold of $N$ defined by $\Phi(\mathcal{X})_{(i)} = \Phi(X_{(i)})$.

If $V$ is a submanifold of $M$ and $\mathcal{X}$ is an $s$-submanifold of $M$, then we say that $V$ is transversal to $\mathcal{X}$ (in symbols: $V \pitchfork \mathcal{X}$) if $V \pitchfork X_{(i)}$ for each $i$. If $V$ is a compact submanifold of $M$ transversal to an $s$-submanifold $\mathcal{X}$, then the family $\{X_{(i)} \cap V\}$ is an $s$-submanifold of $V$; it is denoted by $\mathcal{X} \cap V$.

Let $\mathcal{X}$, $\mathcal{Y}$ be two $s$-submanifolds of $M$. We say that $\mathcal{X}$ is transversal to $\mathcal{Y}$ (in symbols: $\mathcal{X} \pitchfork \mathcal{Y}$) if $X_{(i)} \pitchfork Y_{(j)}$ for every $i, j$. We say that $\mathcal{X}$ is almost transversal to $\mathcal{Y}$ (in symbols: $\mathcal{X} \dagger \mathcal{Y}$) if $X_{(i)} \pitchfork Y_{(j)}$ for any $i, j$ with $i + j < \dim M$. Note that $\mathcal{X} \dagger \mathcal{Y}$ if and only if $X_{(\leq i)} \pitchfork Y_{(\leq j)} = \emptyset$ whenever $i + j < \dim M$.

**Definition 2.5.2.** Let $f : M \to \mathbb{R}$ be a Morse function, where $M$ is a closed manifold or a compact cobordism, and let $v$ be an $f$-gradient. Put

$$\mathcal{D}(v) = \{D(\text{ind} \leq i; v)\}_{0 \leq i \leq \dim M},$$

$$\mathcal{D}_\lambda(v) = \{D(\text{ind} \leq i; v) \cap f^{-1}(\lambda)\}_{0 \leq i \leq \dim M}.$$
(2) if $M$ is a closed manifold, then $D(v)$ is an $s$-submanifold transversal to $f^{-1}(\lambda)$ for every regular value $\lambda$ of $f$;

(3) if $M$ is a cobordism, then for every regular value $\lambda$ of $f$ the family $D_\lambda(v)$ is an $s$-submanifold of $f^{-1}(\lambda)$.

2.5.B. Good fundamental systems of neighborhoods, and $ts$-submanifolds.

**Definition 2.5.4.** Let $X$ be a topological space, $\mathbb{A} = \{A_0, \ldots, A_k\}$ a compact family of subsets of $X$, $I$ an open interval $(0, \delta_0)$. A good fundamental system of neighborhoods of $\mathbb{A}$ (briefly: a $gfn$-system for $\mathbb{A}$) is a family $\mathbb{A} = \{A_s(\delta)\}_{\delta \in I, 0 \leq s \leq k}$ of open subsets of $X$ such that for any positive integer $s \leq k$ the following conditions are fulfilled:

- (FS1) for every $\delta \in I$ we have $A_s \subseteq A_s(\delta)$;
- (FS2) $\delta_1 < \delta_2 \Rightarrow A_s(\delta_1) \subseteq A_s(\delta_2)$;
- (FS3) $\overline{A_{\leq s}(\delta)} = \bigcap_{\theta > \delta} (A_{\leq s}(\theta))$ for every $\delta \in I$.
- (FS4) we have $A_{\leq s} = \bigcap_{\theta > 0} (A_{\leq s}(\theta))$.

The interval $I$ is called the interval of subdefinition of the $gfn$-system and $\mathbb{A}$ is called the core of $\mathbb{A}$. We shall denote $A_s(\delta)$ also by $A_{(s)}(\delta)$ and $A_{\leq i}(\delta)$ also by $A_{(\leq i)}(\delta)$.

Let $M$ be a manifold without boundary, $X$ an $s$-submanifold of $M$, and $X$ a $gfn$-system for $X$. We say that $X$ is a $ts$-submanifold of $M$ with core $X$. For a $ts$-submanifold $X = \{X_s(\delta)\}_{\delta \in I, 0 \leq s \leq k}$, we shall also denote $X_i(\delta)$ by $X_{(i)}(\delta)$, and $X_{\leq i}(\delta)$ by $X_{(\leq i)}(\delta)$. The basic example of a $gfn$-system and a $ts$-manifold is given by the next lemma.

**Lemma 2.5.5.** Let $M$ be a closed Riemannian manifold or a Riemannian cobordism of dimension $n$. Let $f : M \to \mathbb{R}$ be a Morse function and $v$ a $\delta$-separated $f$-gradient. Then the family

$$
D(v) = \{B_\delta(\text{ind}=s; v)\}_{ \delta \in [0,\epsilon], 0 \leq s \leq n}
$$

is a $gfn$-system for $D(v)$. If $M$ is a closed manifold, this family is a $ts$-submanifold with core $D(v)$.

Observe that there is no canonical way for choosing an interval of definition for this system. We shall say that $\lambda > 0$ is in an interval of definition of $D(v)$ if there is $\epsilon > \lambda$ such that $\{B_\delta(\text{ind}=s; v)\}_{ \delta \in [0,\epsilon], 0 \leq s \leq n}$ is a $gfn$-system. If $v$ is $\lambda$-separated, then $\lambda$ is in an interval of definition of $D(v)$.

2.5.C. Tracks of subsets, $s$-submanifolds, and $ts$-submanifolds.

**Definition 2.5.6.** Let $f : W \to [a, b]$ be a Morse function on a compact Riemannian cobordism $W$, and $v$ be an $f$-gradient. Let $X \subset V_1$. The set
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\{ \gamma(x,t; -v) \mid t \geq 0, x \in X \} is called the track of $X$ (with respect to $v$) and is denoted by $T(X,v)$.

**Lemma 2.5.7.** (1) If $X$ is compact, then $T(X,v) \cup D(v)$ is compact.
(2) If $X$ is compact, and every $(-v)$-trajectory starting at a point of $X$ reaches $V_0$, then $T(X,v)$ is compact.
(3) For any $X$ we have $\overline{T(X,v) \cup D(v)} = T(X,v) \cup D(v)$.
(4) For any $X$ and any $\delta > 0$ we have $\overline{T(X,v) \cup B_\delta(v)} = T(X,v) \cup D_\delta(v)$.

**Definition 2.5.8.** Let $v$ be an $f$-gradient satisfying the almost transversality condition. Let $A$ be an $s$-submanifold $\{A_0, \ldots, A_k\}$ of $V_1$ such that $A \nmid D_b(-v)$. By convention we write $A_{-1} = \emptyset$. Put

$$TA_i(v) = T(A_{i-1}, v) \cup D(\text{ind}=i; v);$$

The family

$$T(A, v) = \{TA_i(v)\}_{0 \leq i \leq k+1};$$

will be called the track of $A$, and the family

$$(-v)_{\leftarrow [b,\lambda]}(A) = \{TA_{i+1}(v) \cap f^{-1}(\lambda)\}_{0 \leq i \leq k}.$$

will be called the $(-v)$-image of $A$. If the values $b, \lambda$ are clear from the context, we shall abbreviate $(-v)_{\leftarrow [b,\lambda]}(A)$ to $(-v)_{\leftarrow}(A)$.

**Lemma 2.5.9.** (1) $T(A, v)$ and $(-v)_{\leftarrow [b,\lambda]}(A)$ are compact families.
(2) If $\lambda$ is a regular value of $f$, then $(-v)_{\leftarrow [b,\lambda]}(A)$ is an $s$-submanifold of $f^{-1}(\lambda)$.

Let us proceed to tracks of $ts$-submanifolds.

**Definition 2.5.10.** Let $A = \{A_s(\delta)\}_{\delta \in (0,\delta_0), 0 \leq s \leq k}$ be a $ts$-submanifold of $V_1$ with core $A$. Assume that $v$ is $\delta_1$-separated. For $0 < \delta < \min(\delta_0, \delta_1)$ and $0 \leq s \leq k + 1$, we put

$$TA_s(\delta, v) = T(A_{s-1}(\delta), v) \cup B_\delta(\text{ind}=s; v)$$

(by definition, $A_{-1}(\delta) = \emptyset$).

It may happen that in order to turn the family $\{TA_s(\delta, v)\}$ into a gfn-system, it is necessary to reduce its initial interval of definition.

**Definition 2.5.11.** Let $I = (0,\mu)$, and let $Z = \{Z(\delta)\}_{\delta \in I}$ be a family of subsets of some space $X$. Let $0 < \nu < \mu$. The family $\{Z(\delta)\}_{\delta \in (0,\nu)}$ will be called a restriction of $Z$ to the interval $(0,\nu)$. 
It is proved in [15, Lemma 2.11 and Proposition 2.12] that there is $\epsilon \in (0, \min(\delta_0, \delta_1))$ such that the restriction of the family $T A_s(\delta, v)$ to the interval $(0, \epsilon)$ is a gfn-system with the core $T(A, v)$.

**Definition 2.5.12.** This gfn-system will be denoted by $T(A, v)$; we call it the *track* of $A$.

Observe that there is no canonical choice of an interval of definition for this system.

### 2.6. Ranging pairs

In this subsection, $W$ is a Riemannian cobordism, $f : W \to [a, b]$ a Morse function, $v$ an $f$-gradient satisfying the almost transversality condition, $n = \dim W$.

**Definition 2.6.1.** Let $\mathcal{V}_0 = (\phi_0, u_0, U_0)$, $\mathcal{V}_1 = (\phi_1, u_1, U_1)$ be $\mathcal{AM}$-flows on $V_0$ and $V_1$. We say that $(\mathcal{V}_0, \mathcal{V}_1)$ is a ranging pair for $(f, v)$ if $D_a(v) \uparrow D(-u_0)$, $D_b(-v) \uparrow D(u_1)$, and there is a number $\delta > 0$ such that for any $0 \leq s \leq n - 1$ the following conditions are fulfilled:

- **(RP1)** $\delta$ is in intervals of definition of $T(D(u_1), v)$ and of $T(D(-u_0), -v)$;
- **(RP2)** the gradients $v$, $u_0$, and $u_1$ are $\delta$-separated;
- **(RP3)** $T(D(u_1), v)(\leq s_{s+1})(\delta) \cap V_0 \subset D(u_0)(\leq s)(\delta)$;
- **(RP4)** $T(D(-u_0), -v)(\leq s_{s+1})(\delta) \cap V_1 \subset D(-u_1)(\leq s)(\delta)$.

We say that $v$ satisfies condition (RP) if $(f, v)$ has a ranging pair.

The next theorem ([15, Theorem 4.3]) is one of the basic results of [15]. We will not comment on the proof (it occupies §3 and first 2 pages of §4 of [15]), since the techniques of the proof will not be used in the present paper.

**Theorem 2.6.2.** Let $\epsilon > 0$. Then there is an $f$-gradient $w$ satisfying the almost transversality condition and a ranging pair $(\mathcal{V}_0, \mathcal{V}_1)$ for $(f, w)$ such that $\|w - v\| \leq \epsilon$. Moreover given a neighborhood $U$ of $\partial W$ we can assume that $\text{supp} \ (w - v) \subset U \setminus \partial W$.

Assume now that $(f, v)$ has a ranging pair $(\mathcal{V}_0, \mathcal{V}_1)$. We will now show that this ranging pair generates a family of ranging systems for $(f, v)$. Moreover, for every $p, q \in S(f)$ with $\text{ind} \ p = \text{ind} \ q + 1$, in this family there is a ranging system adapted to $p, q$.

Let $\Lambda = \{\lambda_0, \ldots, \lambda_k\}$ be a set of regular values of $f$ such that

$$\lambda_i < \lambda_{i+1}, \lambda_0 = a, \lambda_k = b,$$

and in each $[\lambda_i, \lambda_{i+1}]$ there is only one critical value of $f$. We choose some $\delta' > \delta$ in the interval of definition of $T(D(u_1), v)$ and $T(D(-u_0), -v)$ such
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that for every $0 \leq s \leq n - 1$ we have

$$T(D(u_1), v)_{(\leq s+1)}(\delta') \cap V_0 \subset D(u_0)_{(\leq s)}(\delta),$$

$$T(D(-u_0), -v)_{(\leq s+1)}(\delta') \cap V_1 \subset D(-u_1)_{(\leq s)}(\delta)$$

(such a number $\delta'$ exists because $\delta$ belongs to an interval of definition of $T(D(u_1), v)$ and of $T(D(-u_0), -v)$). Also, we require that the gradients $v$, $u_0$, $u_1$ be $\delta'$-separated.

Now, for each integer $s$ with $0 \leq s \leq n$ we define compact subsets $A^{(s)}_\lambda$ and $B^{(s)}_\lambda$ of $f^{-1}(\lambda)$. We set $A^{(0)}_\lambda = B^{(0)}_\lambda = \emptyset$. Let

$$\delta = \delta_k < \delta_{k-1} < \cdots < \delta_1 < \delta_0 = \delta'$$

be a sequence of real numbers, and let $1 \leq s \leq n$. We put

$$A^{(s)}_{\lambda_l} = T(D(u_1), v)_{(\leq s)}(\delta_l) \cap f^{-1}(\lambda_l) \quad \text{for} \quad 0 < l \leq k,$$

$$A^{(s)}_{d_0} = D(u_0)_{(\leq s-1)}(\delta) = D_\delta(\text{ind} s - 1; u_0);$$

$$B^{(s)}_{\lambda_l} = T(D(-u_0), -v)_{(\leq s)}(\delta_{k-l}) \cap f^{-1}(\lambda_l) \quad \text{for} \quad 0 \leq l < k,$$

$$B^{(s)}_{b_0} = D(-u_1)_{(\leq s-1)}(\delta) = D_\delta(\text{ind} s - 1; -u_1).$$

Clearly, $A^{(s)}_b = D_\delta(\text{ind} s - 1; u_1)$ and $B^{(s)}_a = D_\delta(\text{ind} s - 1; -u_0)$.

The following lemma is proved in [15, Lemma 4.14].

**Lemma 2.6.3.**

(1) $A^{(r)}_\lambda \cap B^{(s)}_\lambda = \emptyset$ if $r + s \leq n$.

(2) If $0 \leq s \leq n - 1$, then $\{(A^{(s)}_\lambda, B^{(n-s-1)}_\lambda)\}_{\lambda \in \Lambda}$ is a ranging system for $(f, v)$ adapted to every pair $p, q$ of critical points of $f$ with $\text{ind} p = s + 1$, $\text{ind} q = s$.

(3) For every $0 \leq s \leq n - 1$ the pair

$$(V_1 \setminus B^{(n-s-1)}_b, A^{(s)}_b)$$

is homotopy equivalent to a finite CW-pair that has cells of dimension $s$ only.

In the case when $W$ is cyclic we can strengthen the results above so to construct cyclic ranging systems for $C^0$-generic gradients.

**Definition 2.6.4.** Let $f: W \to [a, b]$ be a Morse function on a cyclic cobordism $W$, and let $v$ be an $f$-gradient satisfying the almost transversality condition. An $\mathcal{M}$-flow $\mathcal{V}_0 = (f, v, \mathcal{U})$ on $V_0$ is called a ranging flow for $(f, v)$ if $(\mathcal{V}_0, \Phi(\mathcal{V}_0))$ is a ranging pair for $(f, v)$. 
We say that \( v \) satisfies condition \((RF)\) if there is a ranging flow for \((f, v)\).

The proof of the following theorem is similar to the proof of Theorem 2.6.2.

**Theorem 2.6.5.** Let \( f : W \to [a, b] \) be a Morse function on a cyclic cobordism \( W \). Let \( \epsilon > 0 \). There is an \( f \)-gradient \( w \) satisfying the almost transversality condition and a ranging flow \((V_0, V_1)\) for \((f, w)\) such that Moreover, given a neighborhood \( U \) of \( \partial W \) we can assume that

\[
\text{supp} (w - v) \subset U \setminus \partial W.
\]

**Definition 2.6.6.** A ranging system \( \{(A_\lambda, B_\lambda)\}_{\lambda \in \Lambda} \) for \((f, v)\) is said to be cyclic if \( \Phi(A_a) = A_b \) and \( \Phi(B_a) = B_b \). A cyclic ranging system is said to be of finite type if \( H_* (V_0 \setminus B_a, A_a) \) is finitely generated.

Similarly to the above for every ranging flow and any pair \( p, q \) of critical points of adjacent indices there is a finite type cyclic ranging system adapted to \( p, q \). We arrive therefore at the following result which together with theorem 2.3.4 proves the Main Theorem of [15].

**Theorem 2.6.7.** Let \( f : M \to S^1 \) be a Morse function. Let also \( p, q \) be critical points of \( f \) such that \( \text{ind} \, p = \text{ind} \, q + 1 \). Then the set of transverse \( f \)-gradients admitting a cyclic ranging system adapted to \( p, q \) is \( C^0 \)-dense in the set of all transverse \( f \)-gradients.

### 3. Morse maps \( M \to S^1 \)

**3.1. Algebraic preliminaries.** We will work here with the terminology of §1.3.1.

**Definition 3.1.1.** We say that an element \( \kappa \in \mathbb{Z}(\pi_1 M)_\xi^- \) is of type \((\mathcal{L})\), if there are \( r, q \in G \), a natural number \( m \), an \( m \times m \)-matrix \( \mathcal{A} = (a_{ij})_{1 \leq i, j \leq m} \) where \( a_{ij} \in \mathbb{Z}G_{(-1)} \) and vectors \((X_i)_{1 \leq i \leq m}, (Y_i)_{1 \leq i \leq m}, X_i, Y_i \in \mathbb{Z}H\), such that

\[
\kappa = r \left( \sum_{s \geq 0} \sum_{1 \leq i \leq m} \sum_{1 \leq j \leq m} Y_i a_{ij}^{(s)} X_j \right) q
\]

where \( a_{ij}^{(s)} \) are the entries of \( \mathcal{A}^s \).

The next lemma follows from the definition of the homomorphism \( \ell \).

**Lemma 3.1.2.** The elements of type \((\mathcal{L})\) are contained in \( \text{Im} \, \ell \).

**Proposition 3.1.3.** The elements of type \((\mathcal{L})\) are of exponential growth.
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Proof. It suffices to prove that every matrix entry of the matrix series
\[ u = \sum_{s \geq 0} A^s, \]
where \( A = (a_{ij}) \) and \( a_{ij} \in \mathbb{Z}G_{(-1)} \), is of exponential growth. For an \((m \times m)\)-matrix \( B = (b_{ij}) \) we denote by \( \|B\| \) the number \( \max_{i,j} \|b_{ij}\| \).

It is easy to check that \( \|BC\| \leq \|B\| \cdot \|C\| \cdot m \). Let \( A \) be \((m \times m)\)-matrix. Then \( \|A^s\| \leq \|A\|^s \cdot m^{s-1} \leq \|A\|^s \cdot m^s \). Let \( 1 \leq i, j \leq m \). Write \( u_{ij} = \sum n_{ag} \).

Then for \( k \geq 0 \) we have \[ \sum_{\xi(g) \geq -k} |n_g| \leq k + 1 \leq e^k. \] If \( m \|A\| > 1 \) we have
\[ \sum_{\xi(g) \geq -k} |n_g| \leq \frac{(m \|A\|)^k - 1}{(m \|A\|) - 1} < D(m \|A\|)^k. \]

Therefore, in any case there are \( c, d > 0 \) such that for \( k < 0, k \in \mathbb{Z} \) we have
\[ \sum_{\xi(g) \geq k} |n_g| \leq c \cdot d^{-k}. \]

For \( k \geq 0 \) it is true obviously and this implies that \( u \) is of exponential growth. \( \square \)

3.2. Statement of Theorem 3.2.1. Theorem A follows immediately from the next theorem.

Theorem 3.2.1. In the set \( \mathcal{G}t(f) \) there is a subset \( \mathcal{G}t_1(f) \) with the following properties:

(1) \( \mathcal{G}t_1(f) \) is open and dense in \( \mathcal{G}t(f) \) with respect to \( C^0 \) topology.

(2) If \( v \in \mathcal{G}t_1(f) \) then for every \( x, y \in S(f) \) with \( \text{ind } x = \text{ind } y + 1 \) the incidence coefficient \( \tilde{n}(\tilde{x}, \tilde{y}; v) \) is of type \( (\mathcal{L}) \).

(3) Let \( v \in \mathcal{G}t_1(f) \). Let \( U \) be a neighborhood of \( S(f) \). Then for every \( w \in \mathcal{G}t_1(f) \) such that \( w = v \) in \( U \) and \( w \) is sufficiently close to \( v \) in \( C^0 \) topology we have: \( \tilde{n}(\tilde{x}, \tilde{y}; v) = \tilde{n}(\tilde{x}, \tilde{y}; w) \) for every \( x, y \in S(f) \) such that \( \text{ind } x = \text{ind } y + 1 \).

3.3. Generalities on intersection indices. Let \( M \) be a manifold without boundary, \( Q : \tilde{M} \to M \) be a regular covering (not necessarily connected) with structure group \( H \). We say, that a submanifold \( N \) of \( M \) is lifted-oriented (resp. lifted-cooriented) if a lift \( \tilde{i} : N \hookrightarrow \tilde{M} \) of the inclusion map \( i : N \hookrightarrow M \) is fixed, and \( N \) is oriented (resp. cooriented). We shall denote \( \tilde{i}(N) \) by \( \hat{N} \).

Let \( X \subset M \) and let \( N \) be a lifted-oriented submanifold of \( M \) such that \( N \setminus \text{Int}X \) is compact. Then \( \hat{N} \setminus \text{Int}Q^{-1}(X) \) is compact, and the orientation
class
\[ \mu_N \setminus \text{Int} Q^{-1}(X) \in H_n(N, N \cap \text{Int} Q^{-1}(X)) \]
is defined, where \( n = \dim N \) (see [7, Theorem A8]). The image of this class in \( H_n(\hat{M}, Q^{-1}(X)) \) will be denoted by \([\hat{N}]_{M,X} \) (or simply by \([\hat{N}] \) if this does not lead to confusion).

Let \( L \) be a compact lifted-cooriented submanifold without boundary of \( M \). Then there is the coorientation class
\[ |\hat{L}| \in H^{m-l}(\hat{M}, \hat{M} \setminus \hat{L}), \]
where \( l = \dim L, m = \dim M \).

Assume that \( X \cap L = \emptyset, N \cap L \) and \( n + l = m \). Then \( \hat{N} \) is transversal to \( \hat{L} \), the set \( \hat{N} \cap \hat{L} \) is finite, and the intersection index \( \hat{N} \# \hat{L} \in \mathbb{Z} \) is defined. Denote by \( j \) the inclusion \( (\hat{M}, Q^{-1}(X)) \hookrightarrow (\hat{M}, \hat{M} \setminus \hat{L}) \). The next lemma is standard.

**Lemma 3.3.1.** \( \hat{N} \# \hat{L} = j^*(|\hat{L}|)((\hat{N})) \). \( \Box \)

### 3.4. Lifts of ranging systems

Let \( f : W \to [a, b] \) be a Morse function on a compact Riemannian cobordism, \( f^{-1}(b) = V_1, f^{-1}(a) = V_0 \), \( v \) be an \( f \)-gradient. Let \( Q : \hat{W} \to W \) be a regular covering with a structure group \( H \). The lift of \( v \) to \( \hat{W} \) will be denoted by \( \hat{v} \). If \( x \in W \) and \( \gamma(x, t; v) \) is defined on \([0, a]\), and \( \hat{x} \in Q^{-1}(x) \), then the lift to \( \hat{W} \) of \( \gamma(x, t; v) \) starting at \( \hat{x} \) is the \( \hat{v} \)-trajectory \( \gamma(x, t; \hat{v}) \). It is easy to define with the help of this lifting procedure a diffeomorphism
\[ \hat{v} \mapsto : Q^{-1}(V_1 \setminus K(-v)) \to Q^{-1}(V_0 \setminus K(v)). \]

For \( X \subset V_1 \) we denote by abuse of notation \( \hat{v} \mapsto (X \setminus K(-v)) \) by \( \hat{v} \mapsto (X) \).

Let \( N \) be a oriented-lifted submanifold of \( V_1 \). Then it is easy to see that \( v \mapsto (N) \) is a oriented-lifted submanifold of \( V_0 \).

**Proposition 3.4.1.** Let \( \{(A_\lambda, B_\lambda)\}_{\lambda \in \Lambda} \) be a ranging system for \((f, v)\). There is a homomorphism
\[ \hat{H}(v) : H_*(Q^{-1}(V_1 \setminus B_b), Q^{-1}(A_b)) \to H_*(Q^{-1}(V_0 \setminus B_a), Q^{-1}(A_a)) \]
of right \( \mathbb{Z}H \)-modules, such that:

1. If \( N \) is an oriented-lifted submanifold of \( V_1 \setminus B_b \), such that \( N \setminus \text{Int} A_b \) is compact, then
   \[ \hat{H}(v)((\hat{N})) = [(\hat{v} \mapsto (N))]. \]

2. There is an \( \epsilon > 0 \) such that for every \( f \)-gradient \( w \) with \( \|w - v\| < \epsilon \) we have \( \hat{H}(v) = \hat{H}(w) \).
Proof. An easy induction argument shows that it is sufficient to prove the proposition in the case card$\Delta = 1$. Split the set $S(F)$ of all critical points of $f$ in a disjoint union of two subsets $S1(f)$ and $S2(f)$ in such a way that
- for every $p \in S1(f)$ the condition (RS2) i) of Definition 2.2.1 holds,
- for every $p \in S2(f)$ the condition (RS2) ii) of Definition 2.2.1 holds.

Pick Morse functions $\phi_1, \phi_2 : W \to [a, b]$, adjusted to $(f, v)$, such that there is a regular value $\mu_1$ of $\phi_1$ and a regular value $\mu_2$ of $\phi_2$ satisfying the following:
- for every $p \in S1(f)$ we have: $\phi_1(p) < \mu_1$ and $\phi_2(p) > \mu_2$.
- for every $p \in S2(f)$ we have: $\phi_1(p) > \mu_1$ and $\phi_2(p) < \mu_2$.

Let $\delta > 0$. Put

$$D1_\delta(v) = V_0 \cap \bigcup_{p \in S1(f)} D_\delta(p, v), \quad D1_\delta(-v) = V_1 \cap \bigcup_{p \in S1(f)} D_\delta(p, -v).$$

By a certain abuse of notation the intersection of $\cup_{p \in S1(f)} D(p, v)$ with $V_0$ will be denoted by $D1_0(v)$. Put

$$\Delta(\delta, -v) = D2_\delta(-v) \cup (-v) \sim (B_a), \quad \nabla(\delta, v) = D1_\delta(v) \cup \sim v (A_b).$$

The similar notations like

$$D2_\delta(-v), \quad \Delta(0, -v), \quad D2_0(v)$$

etc. are now clear without special definition. For $\delta > 0$ sufficiently small we have

$$\forall p \in S1(f) : D_\delta(p) \subset \phi_1^{-1}((a, \mu_1)), \quad D_\delta(p) \subset \phi_2^{-1}((\mu_2, b));$$

$$\forall p \in S2(f) : D_\delta(p) \subset \phi_1^{-1}((\mu_2, b)), \quad D_\delta(p) \subset \phi_2^{-1}((a, \mu_2)).$$

(D1)

It is easy to prove that for $\delta > 0$ sufficiently small we have:

$$\nabla(\delta, v) \subset \text{Int} A_a, \quad \Delta(\delta, -v) \subset \text{Int} B_b, \quad \Delta(\delta, -v) \cap D1_\delta(-v) = \emptyset. \quad (D2)$$

Fix some $\delta > 0$ satisfying (D1) and (D2).

Let $0 \leq \mu' < \mu \leq \delta$ and $U$ be any subset of $V_1$ such that

$$\Delta(0, -v) \subset U \subset B_b \quad \text{and} \quad U \cap D1_\delta(-v) = \emptyset.$$

(for example $U = \Delta(\delta, -v)$ will do). Consider the following sequence of homomorphisms

$$H_* (Q^{-1}(V_1 \setminus B_b), Q^{-1}(A_b) \to \hat{f}_* H_* (Q^{-1}(V_1 \setminus U),$$

$$Q^{-1}(A_b \cup D1_{\mu'}(-v))) \to \text{Exc}^{-1} H_* (Q^{-1}(V_1 \setminus (U \cup D1_{\mu'}(-v))),$$

$$Q^{-1}((A_b \cup D1_{\mu}(-v)) \setminus D1_{\mu'}(-v)) \to \hat{g}^{-1} \to H_* (Q^{-1}(V_0 \setminus B_a), Q^{-1}(A_a)),$$
Here \( \hat{I} \) is the corresponding inclusion. Note that the last arrow is well defined since

\[
(-v) \xrightarrow{\sim} (B_a) \subset U \quad \text{and} \quad D_0(-v) \cap V_1 \subset D_20(-v) \cup D_1(-v).
\]

All the three arrows are homomorphisms of right \( \mathbb{Z}H \)-modules. (This is obvious for the first two arrows, as for the last just observe that \( \hat{v} \xrightarrow{\sim} \) commutes with the right action of \( H \).)

The composition \( \hat{v} \xrightarrow{\sim} \circ \text{Exc}^{-1} \circ \hat{I}_* \) of this sequence will be denoted by \( \hat{H}(v; \mu', \mu; U) \). An argument similar to the one in the beginning of the page 999 of [15] shows that this homomorphism does not depend neither on the choices of \( U, \mu', \mu, \delta \), nor on the choice of presentation

\[ S(f) = S1(f) \sqcup S2(f) \]

(if there is more then one such presentation). Therefore this homomorphism is determined by \( v \), the ranging system \( \{(A_\lambda, B_\lambda)\}_{\lambda \in \Lambda} \) and the covering \( Q : \hat{W} \to W \). We shall denote it by \( \hat{H}(v) \).

The proof of properties (1) and (2) of \( \hat{H}(v) \) is similar of the proof of properties (1) and (2) of [15, Proposition 4.10] and will be omitted.

\[ \square \]

3.5. Lifts of equivariant ranging systems and the proof of Theorem 3.2.1. We return here to the terminology of §1.3.1. We begin by some algebraic preliminaries. Let \( M, N \) be right \( \mathbb{Z}H \)-modules and \( f : M \to N \) be a homomorphism of abelian groups. We say that \( f \) is \( \theta \)-semilinear, if we have \( f(xh) = f(x)\theta h\theta^{-1} \) for every \( x \in M \). If \( M, N \) are free finitely generated \( \mathbb{Z}H \)-modules with bases \( (e_j), (d_i) \), one can associate to each \( \theta \)-semilinear homomorphism \( f : M \to N \) a matrix \( M(f) = (m_{ij}) \) by the following rule: \( f(e_j) = \sum_i d_i m_{ij} \).

If \( M \) is a right \( \mathbb{Z}H \)-module and \( f : M \to \mathbb{Z} \) is a homomorphism of abelian groups, then we shall say that \( f \) is of finite type, if for every \( m \in M \) the set of \( h \in H \), such that \( f(mh) \neq 0 \) is finite. If \( f : M \to \mathbb{Z} \) is a homomorphism of a finite type, then we define a homomorphism \( \tilde{f} : M \to \mathbb{Z}H \) of \( \mathbb{Z}H \)-modules by \( \tilde{f}(m) = \sum_{h \in H} f(mh)h^{-1} \).

Returning to Morse maps, let us assume that \( f : M \to S^1 \) belongs to an indivisible cohomology class in \( H^1(M, \mathbb{Z}) \). Further, denote by \( \pi : \widetilde{M} \to M \) the (unique) infinite cyclic covering, such that \( f \circ \pi \sim 0 \). The universal covering \( p : \widetilde{M} \to M \) factors as \( p = \pi \circ Q \) where \( Q : \widetilde{M} \to \Omega \widetilde{M} \) is a covering with structure group \( H = \text{Ker} \xi \). Let \( u \) be an \( f \)-gradient, its lift to \( \widetilde{M} \) will be denoted by the same letter \( u \). Let \( \{(A_\sigma, B_\sigma)\}_{\sigma \in \Sigma} \) be a \( t \)-equivariant ranging system for \( (F, u) \).
For $\nu, \mu \in \Sigma$, $\nu < \mu$ denote by $\hat{H}_{[\mu, \nu]}(u)$ the homomorphism
$$\hat{H}(u|_{F^{-1}([\nu, \mu])})$$
associated by virtue of Proposition 3.4.1 to the ranging system
$$\{(A_\sigma, B_\sigma)\}_{\sigma \in \Sigma, \nu \leq \sigma \leq \mu}$$
and the covering $Q$ (restricted to the cobordism $F^{-1}([\nu, \mu])$). Denote by $\hat{H}_{[\mu, \nu]}(u)$ the identity homomorphism of
$$H_*\left(Q^{-1}(F^{-1}(\mu) \setminus B_\mu), Q^{-1}(A_\mu)\right)$$
to itself.

It follows from the construction that for every $g \in G$ with $\xi(g) = k \in \mathbb{Z}$ we have
$$\hat{H}_{[\mu+k, \nu+k]}(u) = R(g) \circ \hat{H}_{[\mu, \nu]}(u) \circ R(g^{-1}).$$
We have also
$$\hat{H}_{[\nu, \theta]}(u) \circ \hat{H}_{[\mu, \nu]}(u) = \hat{H}_{[\mu, \theta]}(u).$$
For $\nu \in \Sigma$ put
$$\hat{h}_\nu(u) = R(\theta^{-1}) \circ \hat{H}_{[\nu, \nu-1]}(u).$$
Then $\hat{h}_\nu(u)$ is a $\theta$-semilinear endomorphism of
$$H_*\left(Q^{-1}(F^{-1}(\nu) \setminus B_\nu), Q^{-1}(A_\nu)\right).$$
We have obviously $\hat{H}_{[\nu, \nu-k]}(u) = R(\theta^k) \circ (\hat{h}_\nu(u))^k$. The next lemma follows from Proposition 3.4.1.

**Lemma 3.5.1.** Let $\mu, \nu \in \Sigma$, $\nu \leq \mu$, and $k \in \mathbb{N}$. Let also $N$ be oriented-lifted submanifold of $F^{-1}(\mu) \setminus B_\mu$ such that $N \setminus \text{Int} A_\mu$ is compact, and $L$ be a cooriented-lifted compact submanifold of $F^{-1}(\nu) \setminus A_\nu$. Assume that $\dim N + \dim L = \dim M - 1$. Then:

1. $N'_k = u_{[\mu, \nu-k]}(N)$ is an oriented-lifted submanifold of $F^{-1}(\nu-k) \setminus B_{\nu-k}$ such that $N'_k \setminus \text{Int} A_{\nu-k}$ is compact. If $N'_k \cap L^k$, then $N'_k \cap L^k$ is finite and
$$\hat{N}'_k \# \hat{L}^k = i^*([\hat{L}]) \left( (\hat{h}_\nu(u))^k([N'_0]) \right),$$
where $i$ is the inclusion map
$$(Q^{-1}(F^{-1}(\nu) \setminus B_\nu), Q^{-1}(A_\nu)) \hookrightarrow Q^{-1}(F^{-1}(\nu), Q^{-1}(F^{-1}(\nu) \setminus \hat{L})).$$

2. For every $f$-gradient $w$, sufficiently close to $u$ in $C^0$-topology, the family $\{(A_\sigma, B_\sigma)\}_{\sigma \in \Sigma}$ is also a $t$-equivariant ranging system for $(F, w)$ and $\hat{h}_\nu(u) = \hat{h}_\nu(w)$, and $\hat{H}_{[\mu, \nu]}(u) = \hat{H}_{[\mu, \nu]}(w)$. \qed
3.6. **Proof of Theorem 3.2.1.** It is easy to see that it suffices to prove our theorem for the case of indivisible homotopy class \([f] \in H^1(M, \mathbb{Z})\) and we make this assumption up to the end of this subsection.

Fix first two points \(x, y \in S(f)\), \(\text{ind} \, x = \text{ind} \, y + 1\). Recall that we have chosen a lift \(\tilde{x} \in \tilde{M}\) for every \(x \in S(f)\). Denote \(Q(\tilde{x})\) by \(\tilde{x}\). We can assume that \(F(\tilde{y}) < F(\tilde{x}) \leq F(\tilde{y}) + 1\). Denote \(\dim M\) by \(n\); denote \(\text{ind} \, x\) by \(l + 1\), then \(\text{ind} \, y = l\). Choose some set \(\Sigma\) of regular values of \(F\), satisfying (\(S\)) of Definition 2.3.1.

Denote by \(\theta\) the maximal element of \(\Sigma\) with \(\theta < F(\tilde{x})\) and by \(N(v)\) the intersection \(D(\tilde{x}, v) \cap F^{-1}(\theta)\). Let also \(N(v)\) be an oriented submanifold of \(F^{-1}(\theta)\) diffeomorphic to \(S^l\). Denote by \(\eta\) the minimal element of \(\Sigma\), satisfying \(\eta > F(\tilde{y})\). Then \(\eta \leq \theta < \eta + 1\). Let \(L(-v)\) be the intersection \(D(\tilde{y}, -v) \cap F^{-1}(\eta)\). Then \(L(-v)\) is a cooriented submanifold of \(F^{-1}(\eta)\), diffeomorphic to \(S^{n_l-1}\).

Denote by \(W\) the cobordism \(F^{-1}(\eta, \eta + 1)\). Then \(\tilde{x} \in W^\circ\).

Denote \(F^{-1}(\eta)\) by \(V_0\), \(F^{-1}(\eta + 1)\) by \(V_1\), and \(\Sigma \cap \{\eta, \eta + 1\}\) by \(\Lambda\).

Let \(\mathcal{G}t_1(f; x, y)\) be the subset of \(\mathcal{G}t(f)\), consisting of all the \(f\)-gradients \(v\), such that there is an equivariant ranging system \(\{(A_\sigma, B_\sigma)\}_{\sigma \in \Sigma}\) for \((F, v)\) satisfying

\[
N(v) \cap B_\theta = \emptyset, \quad L(-v) \cap A_\eta = \emptyset, \quad (3.1)
\]

\[
\begin{align*}
(F^{-1}(\eta) \setminus B_\eta, A_\eta) \text{ has a homotopy type of a finite CW-pair} \\
\text{having only } l\text{-dimensional cells.} \quad (3.2)
\end{align*}
\]

Now we shall prove three properties of the set \(\mathcal{G}t_1(f; x, y)\).

1) \(\mathcal{G}t_1(f; x, y)\) is an open and dense subset of \(\mathcal{G}t(f)\) with respect to \(C^0\) topology. This can be proved in the same way as the open-and-dense property of \(\mathcal{G}t_0(f; x, y)\) in [15, Proposition 4.12 and Theorem 4.16].

2) If \(v \in \mathcal{G}t_1(f; x, y)\) then \(\hat{n}(\tilde{x}, \tilde{y}; v)\) satisfies the condition (\(L\)).

The lifts \(x \mapsto \tilde{x}\) and \(y \mapsto \tilde{y}\) define a lift \(\hat{N}(v)\) of \(N(v)\) to \(Q^{-1}(F^{-1}(\theta))\) and \(\hat{L}(-v)\) of \(L(-v)\) to \(Q^{-1}(F^{-1}(\eta))\). The \(\mathbb{Z}H\)-module

\[
\mathcal{H} = H_1\left(Q^{-1}(F^{-1}(\eta) \setminus B_\eta), Q^{-1}(A_\eta)\right)
\]

is free. Choose some basis \(e_1, \ldots, e_m\) of this module. The homomorphism \(\hat{n}(\eta)(v)\) of this module is \(\theta\)-semilinear. Denote by \(\mathcal{B} = (b_{ij})\) its matrix, and denote by \(\mathcal{A}\) the matrix \((b_{ij})\). Let \(a_{ij}^{(s)}\) be the coefficients of \(\mathcal{A}^s\). Consider the element \(\xi = \hat{H}_{[\theta, \eta]}(v)\left[\hat{N}(v)\right]\) of \(\mathcal{H}\); let \(\xi = \sum e_i X_i\) with \(X_i \in \mathbb{Z}H\). Consider \(\beta = \hat{i^*}([\hat{L}(-v)]\) as a homomorphism of \(\mathcal{H}\) to \(\mathbb{Z}\). It is of finite
Incidence coefficients in the Novikov Complex

Denote $\tilde{\beta}(e_j)$ by $Y_j$. Then $Y_j \in \mathbb{Z}H$. We claim that

$$\tilde{n}(\tilde{x}, \tilde{y}; v) = \sum_{s \geq 0} \sum_{1 \leq i \leq m, 1 \leq j \leq m} Y_i \cdot a_{ij}^{(s)} \cdot X_j, \quad (3.3)$$

To prove it write

$$\tilde{n}(\tilde{x}, \tilde{y}; v) = \sum_{s \geq 0} \left( \sum_{h \in H} \nu(\tilde{x}, \tilde{y} h^s) \cdot h^s \right)$$

(here $\nu(\tilde{x}, \tilde{y} h^s)$ stands for the algebraic number of $(-v)$-trajectories, joining $\tilde{x}$ with $\tilde{y} h^s$; note that since $F(\tilde{x}) \leq F(\tilde{y}) + 1$, there are no $(-v)$-trajectories joining $\tilde{x}$ to $\tilde{y}$ if $\xi(g) > 0$).

To make the following computation more easy to comprehend, we introduce the following terminology conventions (valid only here). The homomorphism $\hat{h}_\eta(v) : \mathcal{H} \to \mathcal{H}$ will be denoted by $\mu$. We identify the cohomology classes in

$$H^*(\mathcal{Q}_{-1}(F^{-1}(\nu), \mathcal{Q}_{-1}(F^{-1}(\nu) \setminus \hat{L}))$$

with their images in $H^*(\mathcal{Q}_{-1}(F^{-1}(\nu) \setminus B_{\nu}), \mathcal{Q}_{-1}(A_{\nu}))$ (thus suppressing $\hat{i}$ in the notation). We have:

$$\tilde{n}(\tilde{x}, \tilde{y}; v) = \sum_{s \geq 0} \left( \sum_{h \in H} (\hat{L} \cdot h([\mu^s(\xi)]) h) \right) \theta^s$$

(by Lemma 3.5.1). The latter expression equals

$$\sum_{s \geq 0} \left( \sum_{h \in H} (\hat{L}([\mu^s(\xi) \cdot h^{-1}]) h \right) \theta^s = \sum_{s \geq 0} \left( \sum_{h \in H} \beta(\mu^s(\xi) \cdot h^{-1}) h \right) \theta^s = \sum_{s \geq 0} \tilde{\beta}(\mu^s(\xi)) \cdot \theta^s.$$

To obtain from this expression the formula (3.3) we need only a lemma, allowing to calculate $\mu^s(\xi)$ in terms of the coordinates of $\xi$ and the matrix of $\mu$ (the expression differs slightly from the standard linear-algebraic one since $\mu$ is $\theta$-semilinear).

**Lemma 3.6.1.** Let $F$ be a free $\mathbb{Z}H$-module with a basis $e_1, \ldots, e_m$ and $\mu : F \to F$ be a $\theta$-semilinear homomorphism of $F$. Let $m_{ij}$ be its matrix. Denote by $M$ the $m \times m$ matrix $(m_{ij} \cdot \theta)$. Let also $\xi \in F$ and $\xi = \sum e_j \xi_j$. Then for every natural $s \geq 0$ we have

$$\mu^s(\xi) = \sum_{i,j} e_i [M^s]_{ij} \xi_j \theta^{-s}.$$
Proof. We will use induction in $s$. We have

$$
\mu^{s+1}(\xi) = \mu(\mu^s(\xi)) = \mu \left( \sum_i e_i \left( \sum_j [M^s]_{ij} \xi_j \theta^{-s} \right) \right) =
$$

$$
= \sum_i \mu(e_i) \cdot \left( \theta \sum_j [M^s]_{ij} \xi_j \theta^{-s-1} \right) =
$$

$$
= \sum_i \left( \sum_k e_k m_{ki} \right) \cdot \left( \theta \sum_j [M^s]_{ij} \xi_j \theta^{-s-1} \right) =
$$

$$
= \sum_k e_k \left( \sum_i (m_{ki} \theta) \cdot [M^s]_{ij} \right) \xi_j \theta^{-s-1}. \quad \square
$$

Now substitute the expression for $\mu^s(\xi)$ into the above formula, and the proof of (3.3) is over.

3) Stability with respect to perturbations of the gradient.

Let $v \in Gt_1(f; x, y)$ and $U$ be a neighborhood of $S(f)$. We are going to prove that there is $\epsilon > 0$ such that for every $w \in Gt_1(f; x, y)$ with $\|w - v\| < \epsilon$ and $w|_U = v|_U$ we have: $\tilde{n}(\tilde{x}, \tilde{y}; v) = \tilde{n}(\tilde{x}, \tilde{y}; w)$.

Let $w$ be an $f$-gradient, sufficiently close to $v$. Then $\{(A_\sigma, B_\sigma)\}_{\sigma \in \Sigma}$ is still a $t$-equivariant ranging system for $(F, w)$, satisfying the conditions (3.1) and (3.2). It is not difficult to see that

$$
[\tilde{N}(w)] = [\tilde{N}(v)], \quad [\hat{L}(-w)] = [\hat{L}(-v)].
$$

Then Lemma 3.5.1 together with the formula (3.3) completes the proof.

Define now the set $Gt_1(f)$ to be the intersection of all the sets $Gt_1(f; x, y)$ where $x, y$ range over the critical points of $f$ such that $\text{ind } x = \text{ind } y + 1$, and Theorem 3.2.1 is proved. \quad \square

Remark 3.6.2. There is an obvious analogue of Theorem 3.2.1 or any regular covering $\phi : \tilde{M} \to M$ such that $f \circ \phi$ is homotopic to zero.

4. Morse forms within arbitrary cohomology classes

Let $\omega$ be a Morse form of irrationality degree $q$, $v$ be an $\omega$-gradient. Let $Q : N \to M$ be the minimal free abelian covering such that $Q^* \omega$ is an exact form, that is, $Q^* \omega = dF$ where $F : N \to \mathbb{R}$ is a Morse function. The structure group of $Q$ is isomorphic to $\mathbb{Z}^m$. If $m = 1$, the level surfaces $F^{-1}(a)$ and the cobordisms $F^{-1}([a, b])$ are compact. If $m > 1$ these manifolds are non-compact, and this is the main reason why the results of [15] do not carry over directly to this case $m > 1$.

The way round this difficulty consists in approximating the form $\omega$ by a rational 1-form $\omega_1$, so that $\omega_1 = d\phi$ where $\phi$ is a circle-valued Morse
function. Then the gradient $v$ is approximated (in $C^0$-topology) by a vector field $w$ which is a gradient for both $\omega$ and $\phi$ and such that its incidence coefficients are rational functions.

This program is realized in the present section.

4.1. **Algebraic preliminaries.** We will need some lemmas about the ring $\mathbb{Z}[\mathbb{Z}^m]$ and its completions and localizations.

**Definition 4.1.1.** Let $\eta : \mathbb{Z}^m \to \mathbb{R}$ be a non-zero homomorphism. We extend it to a linear map $\mathbb{R}^m \to \mathbb{R}$, which will be denoted by the same letter. We say that a set $Z \subset \mathbb{R}^m$ is an $\eta$-cone, if there is a compact convex nonempty set $K \subset \eta^{-1}(-1)$ such that

$$Z = \{\lambda z \mid \lambda \in \mathbb{R}, \lambda \geq 0, z \in K\}.$$ 

We say that $Z$ is $(\xi, \eta)$-cone if $Z$ is $\xi$-cone and $\eta$-cone. We say that a set $Z \subset \mathbb{R}^m$ is an integral $\eta$-cone if there are $e_1, \ldots, e_k \in \mathbb{Z}^m$, such that

1. $\text{rk}(e_1, \ldots, e_k) = m$,
2. $\eta(e_i) < 0$,
3. $Z = \{\lambda_1 e_1 + \ldots + \lambda_k e_k \mid \lambda_i \geq 0\}$.

We shall also write $Z = Z(e_1, \ldots, e_k)$. We say, that $Z$ is an integral $(\xi, \eta)$-cone if the vectors $e_1, \ldots, e_k$ above satisfy $\xi(e_i) < 0$, $\eta(e_i) < 0$ for all $i$.

Note that an integral $(\xi, \eta)$-cone is a $(\xi, \eta)$-cone.

**Lemma 4.1.2.** Let $Z$ be an $(\eta_1, \eta_2)$-cone. Then there is an integral $(\eta_1, \eta_2)$-cone $Z_0 \supset Z$.

**Proof.** We assume that $\eta_1, \eta_2$ are linearly independent; the other case is considered similarly. Denote $\eta_1^{-1}(-1)$ by $H$, and the set $H \cap \{\eta_2(x) < 0\}$ by $H_0$. Then $H_0$ is an open halfspace of $H$, containing $Z \cap H$. Denote by $\mathcal{L}$ the set \{\lambda x \mid \lambda \geq 0, x \in \mathbb{Z}^m\}, then $\mathcal{L}$ is everywhere dense in $H$ and in $H_0$. It is not difficult to prove that there is a finite subset $\mathcal{L}_0 \subset \mathcal{L}$ such that $\mathcal{L}_0 \subset H_0$ and $\langle \mathcal{L}_0 \rangle \supset Z \cap H$. We can choose $\mathcal{L}_0$ so that $\text{rk}\mathcal{L}_0 = m$ and the lemma is proved. $\square$

**Lemma 4.1.3.** Let $\xi : \mathbb{R}^m \to \mathbb{R}$ be a non-zero linear form and $\epsilon > 0$. Then there is a finite set $I$ of linear forms $\theta_i : \mathbb{R}^m \to \mathbb{R}, i \in I$ with $\|\theta_i\| < \epsilon$ such that

1. The set $\Gamma = \{x \in \mathbb{R}^m \mid (\xi + \theta_i)(x) \leq 0\}$ is a $\xi$-cone.
2. There is an integral $\xi$-cone $\Gamma_0$ such that for every family $\{A_i\}_{i \in I}$ of real numbers there is $b \in \mathbb{Z}^m$ with the property:

$$\{x \in \mathbb{R}^m \mid (\xi + \theta_i)(x) \leq A_i\} \subset \Gamma_0 + b.$$  \hspace{1cm} (4.1)
Proof. (1) Pick any \( m \) linearly independent linear forms

\[
\alpha_1, \ldots, \alpha_m : \mathbb{R}^m \to \mathbb{R}
\]

with \( \|\alpha_i\| < \min(\epsilon, \|\xi\|/2) \). I claim that the finite family

\[
\{\alpha_1, -\alpha_1, \ldots, \alpha_m, -\alpha_m\}
\]

of linear forms satisfy the conclusions of the Lemma. Note first that

\[
Z = \xi^{-1}(-1) \cap \{x \mid \forall i : (\xi + \alpha_i)(x) \leq 0, (\xi - \alpha_i)(x) \leq 0\}
\]

is non empty and compact. (Indeed, let \( x \) be a vector such that \( |x| = 1 \) and \( \xi(x) = \|\xi\| \). Then \( a = -\frac{x}{\xi(x)} \in Z \). Further, if \( Z \) is not bounded, then there is a sequence \( x_n \in Z \) such that \( |x_n| \to \infty \). Consider the sequence \( x_n/|x_n| \). We can assume that it converges to some \( v \) with \( \|v\| = 1 \). Since \( \xi(x_n) = -1 \), we have \( \xi(v) = 0 \). Further, for every \( i \) we have

\[
(\xi + \alpha_i)(v) \leq 0, \quad (\xi - \alpha_i)(v) \leq 0,
\]

therefore \( \alpha_i(v) = 0 \) and \( v = 0 \).) Further, \( \Gamma \subset \xi^{-1}((-\infty, 0]) \) and the intersection \( \Gamma \cap \xi^{-1}(0) \) consists of 0. Therefore \( x \in \Gamma \) and \( x \neq 0 \) implies \( x = \lambda y, y \in Z \).

(2) Choose a vector \( x_0 \in \mathbb{Z}^m \) such that \( \xi(x_0) < 0 \) and for every \( 1 \leq i \leq m \) we have

\[
(\xi + \alpha_i)(x_0) < 0, \quad (\xi - \alpha_i)(x_0) < 0
\]

(such a vector exists; it suffices to note that \( (\xi \pm \alpha_i)(a) = -1 \mp \frac{\alpha_i(x)}{\xi(x)} < 0 \), and to approximate \( a \) by an element \( y_0 \in \mathbb{Q}^m \).

Denote \( |(\xi \pm \alpha_i)(x_0)| \) by \( \beta_i^{\pm} > 0 \). Now \( (\xi \pm \alpha_i)(x) \leq A_i \) implies

\[
(\xi \pm \alpha_i)(x + px_0) \leq A_i - p\beta_i^{\pm}.
\]

Therefore if \( p \) is sufficiently big, we obtain (4.1) with \( b = -px_0 \), or, equivalently, \( \{x \in \mathbb{R}^m \mid (\xi + \theta_i)(x) \leq A_i \} \subset \Gamma + b \). Then apply Lemma 4.1.2 to obtain an integral \( \xi \)-cone \( \Gamma \), such that \( \Gamma \subset \Gamma_0 \). \( \square \)

We will use some terminology and results from [11]. Let \( \eta : \mathbb{Z}^m \to \mathbb{R} \) be a homomorphism and \( Z = \mathbb{Z}\langle e_1, \ldots, e_k \rangle \) be an integral \( \xi \)-cone. Denote \( \mathbb{Z}^m \cap \mathbb{Z} \) by \( [\mathbb{Z}] \), and the set \( \{n_1e_1 + \ldots + n_ke_k \mid n_i \in \mathbb{N}\} \) by \( [\tilde{\mathbb{Z}}] \). Note that \( [\mathbb{Z}] \) and \( [\tilde{\mathbb{Z}}] \) are submonoids of \( \mathbb{Z}^m \), \( [\tilde{\mathbb{Z}}] \subset [\mathbb{Z}] \), and \( [\mathbb{Z}] \) is finitely generated over \( [\tilde{\mathbb{Z}}] \). Consider the group rings \( \mathbb{Z}[Z] \) and \( \mathbb{Z}[\tilde{\mathbb{Z}}] \) of the monoids \( Z \) and \( \tilde{\mathbb{Z}} \); since \( \mathbb{Z}[\tilde{\mathbb{Z}}] \) is an image of the ring \( \mathbb{Z}[t_1, \ldots, t_k] \), it is noetherian. The ring \( \mathbb{Z}[Z] \) is finitely generated as a left module over \( \mathbb{Z}[\tilde{\mathbb{Z}}] \), therefore it is also noetherian.
Consider the submonoid \( \{ x \in \mathbb{Z} | x \neq 0 \} \) of \( \mathbb{Z} \) and denote its group ring by \( \mathfrak{m}_Z \). It is an ideal of \( \mathbb{Z}[Z] \). Denote by \( \mathbb{Z}[Z]^{\hat{\cdot}} \) the \( \mathfrak{m}_Z \)-completion of \( \mathbb{Z}[Z] \), and by \( S_Z \) the multiplicative set \( 1 + \mathfrak{m}_Z \subset \mathbb{Z}[Z] \). Then

\[
(S_Z^{-1}\mathbb{Z}[Z])^{\hat{\cdot}} = (\mathbb{Z}[Z])^{\hat{\cdot}}
\]

(see [2, Ch. 3, §3, Prop. 12]). The ring \((\mathbb{Z}[Z])^{\hat{\cdot}}\) is easily identified with the ring of all the elements \( \lambda \in (\mathbb{Z}[Z])^{\hat{\cdot}} \) such that \( \text{supp} \lambda \subset \mathbb{Z} \) (this latter ring is obviously a subring of \( \mathbb{Z}[Z]_{\eta}^{-1} \)). The ring \((\mathbb{Z}[Z])^{\hat{\cdot}}\) is faithfully flat over \( S_Z^{-1}\mathbb{Z}[Z] \) (ibid. Prop. 9). Therefore, if \( P, Q \in \mathbb{Z}[Z] \) and there is \( x \in (\mathbb{Z}[Z])^{\hat{\cdot}} \) such that \( P = Qx \), then \( x \in S_Z^{-1}\mathbb{Z}[Z] \) (ibid. Ch. 1, §3).

Notice that \( \sigma_Z := \{ t^I | I \in \mathbb{Z} \} \) is a multiplicative subset of \( \mathbb{Z}[Z] \). It is easy to see that \( \sigma_Z^{-1}\mathbb{Z}[Z] = \mathbb{Z}[Z^m] \) and

\[
\sigma_Z^{-1}(\mathbb{Z}[Z])^{\hat{\cdot}} = \{ S \in (\mathbb{Z}[Z])^{\hat{\cdot}} | \exists x \in \mathbb{Z}^m : \text{supp} S \subset \mathbb{Z} + x \}.
\]

The faithful flatness property cited above implies immediately that if \( P, Q \in \mathbb{Z}[Z^m] \) and there is \( x \in \sigma_Z^{-1}(\mathbb{Z}[Z])^{\hat{\cdot}} \) such that \( P = Qx \), then

\[
x \in \sigma_Z^{-1}S_Z^{-1}\mathbb{Z}[Z].
\]

Let \( \eta \) be a linear form. Put

\[
s_\eta = \{ 1 + Q | \text{supp} Q \subset \eta^{-1}((-\infty, 0)) \},
\]

then \( s_\eta \) is a multiplicative subset of \( \mathbb{Z}[Z^m] \).

**Lemma 4.1.4.** Let \( \alpha : \mathbb{Z}^m \to \mathbb{Z} \) be an indivisible homomorphism. Denote \( \text{Ker} \eta \) by \( H \). Let \( A \) be \((k \times k)\)-matrix, such that \( a_{ij} \in \mathbb{Z}[Z^m]_{(1)} \). Let \( \xi = (\xi_1, \ldots, \xi_k), \eta = (\eta_1, \ldots, \eta_k) \) be vectors in \((\mathbb{Z}H)^k\). Denote by \( a_{ij}^{(s)} \) the \((i,j)\)-coefficient of the matrix \( A^s \). Then

\[
(1 - \text{det} A) \sum_{s \geq 0} \left( \sum_{i,j} \xi_i a_{ij}^{(s)} \eta_j \right) \in \mathbb{Z}[Z^m].
\]

**Proof.** It suffices to prove that every coefficient of the \((k \times k)\)-matrix

\[
(1 - \text{det} A) \left( \sum_{s \geq 0} A^s \right)
\]

belongs to \( \mathbb{Z}[Z^m] \). Consider the matrix \( 1 - A \). It is invertible in the ring \( S_\alpha^{-1}\mathbb{Z}[Z^m] \) and the Cramer rules imply \( (1 - \text{det} A)(1 - A)^{-1} \in \text{Mat}(\mathbb{Z}[Z^m]) \). On the other hand \( (1 - A)^{-1} = \sum_{s \geq 0} A^s \). \( \square \)
4.2. Preliminaries on Morse forms and their gradients. In this subsection we will work with the terminology from 2.1. Let \( \omega \) be a Morse form on a closed connected manifold \( M \). Let \( p : \tilde{M} \to M \) be the universal covering and let \( \tilde{F} : \tilde{M} \to \mathbb{R} \) be a Morse function such that \( d\tilde{F} = p^*\omega \). Note that \( \tilde{F}(xg) = \tilde{F}(x) + \{\omega\}(g) \), where \( g \in \pi_1 M \). Choose a Riemannian metric on \( M \). Then \( \tilde{M} \) obtains a \( \pi_1 M \)-invariant Riemannian metric. If \( v \) is an \( \omega \)-gradient we denote by the same letter \( v \) its lifts to \( \tilde{M} \) and \( \overline{M} \), since there is no possibility of confusion. Assume that for every \( x \in S(f) \) a lift \( \tilde{x} \) of \( x \) to \( \tilde{M} \) is fixed. The length of a curve \( \gamma \) will be denoted by \( l(\gamma) \). The following simple and useful lemma is known since the early 80s. I learned it from J.-Cl. Sikorav.

**Lemma 4.2.1.** Let \( v \) be an \( \omega \)-gradient. Then there are constants \( A, B > 0 \) such that for every \( g \in \pi_1 M \) and every \((-v)\)-trajectory \( \gamma \), joining \( \tilde{x} \) and \( \tilde{y} \cdot g \) we have:

\[
l(\gamma) \leq A - B\{\omega\}(g).
\]

**Proof.** Choose any \( \delta > 0 \) less than the injectivity radius of \( M \) and less than \( \min_{p,q \in S(\omega)} \rho(p,q) \). Then any non-contractible piecewise smooth loop in \( M \) is longer than \( \delta \). Therefore for any \( x \in \tilde{M}, 1 \neq g \in \pi_1 M \), any piecewise smooth path in \( \tilde{M} \), joining a point of \( D(x, \delta/3) \) with a point of \( D(xg, \delta/3) \) has the length \( \geq \delta/3 \). Also for \( x, y \in \tilde{M} \) with \( p(x), p(y) \in S(\omega) \) any piecewise smooth path joining a point of \( D(x, \delta/3) \) with a point of \( D(y, \delta/3) \) has the length \( \geq \frac{\delta}{3} \).

Let

\[
\{\Phi_p : U_p \to B^n(0, r)\}_{p \in S(\omega)}
\]

be an \( \omega \)-chart-system such that \( G(U_p, \Phi_p) \leq C \) for every \( p \in S(\omega) \) and that \( rC < \frac{\delta}{12} \). This condition implies in particular that \( U_p \subset D(p, \frac{\delta}{12}) \). Choose some lifts \( \tilde{U}_p \) of neighborhoods \( U_p \), extending \( x \mapsto \tilde{x} \). Let \( D > 0 \) be less than \( \min_{x \notin \cup U_p} \omega(v(x)) \). Denote \( \|v\| \) by \( E \).

Now let \( \gamma \) be a \( v \)-trajectory, joining \( \tilde{x} \) with \( \tilde{y} \cdot g \), and let

\[A_0 = \tilde{x}, A_1, \ldots, A_n, \tilde{y} = A_{n+1}\]

be the points in \( p^{-1}(S(\omega)) \) such that \( \gamma \) intersects \( \tilde{U}_{A_i} \). Then

\[(n + 1)\delta/3 \leq l(\gamma)\).

\(^4\)Recall from [15, p. 975] that for a chart \( \Phi : U \to V \subset \mathbb{R}^n \) of \( M \) and \( x \in U \) we denote by \( G(x, \Phi) \) the number

\[
\sup_{x \in M, h \in T_x M, \rho = 0} \left( \max(|h|_\rho/|\Phi_x h|_e, |\Phi_x h|_e/|h|_\rho) \right),
\]

where \( \rho \) stands for the metric on \( M \) and \( e \) for the euclidean metric in \( \mathbb{R}^n \).
The length of the part of $\gamma$ inside of $\bigcup_{i=0}^{n+1} \tilde{U}_{A_i}$ is not more than $2rC(n + 1)$.

Denote by $t_i$ and $\tau_i$ the moments when $\gamma$ enters and leaves $\tilde{U}_{A_i}$. We have

$$\int_{\tau_i}^{t_{i+1}} \omega(\gamma)(d\gamma) = -\int_{\tau_i}^{t_{i+1}} \omega(v)(d\gamma) = \tilde{F}(\gamma(t_{i+1})) - \tilde{F}(\gamma(\tau_i)).$$

Therefore the total time which $\gamma$ can spend outside $\bigcup_p \tilde{U}_{A_i}$ is not more than $|\tilde{F}(\tilde{y}g) - \tilde{F}(\tilde{x})|/D$, and the length of the corresponding part of the curve is at most $E_D |\tilde{F}(\tilde{y}g) - \tilde{F}(\tilde{x})|$. Since $\gamma$ joins $\tilde{x}$ with $\tilde{y}g$, the last expression is at most

$$\frac{E}{D} (\tilde{F}(\tilde{x}) - \tilde{F}(\tilde{y}) - \{\omega\}(g)).$$

Therefore

$$l(\gamma) \leq 2rC(n + 1) + \frac{E}{D} (\tilde{F}(\tilde{x}) - \tilde{F}(\tilde{y})) - \frac{E}{D} \{\omega\}(g) \leq$$

$$\leq \frac{6rC}{\delta} l(\gamma) + \frac{A}{2} - \frac{B}{2} \{\omega\}(g),$$

where $A$ is chosen so that $A/2 \geq |\tilde{F}(\tilde{x}) - \tilde{F}(\tilde{y})|$ for every $x, y \in S(f)$ and $B = 2E/D$. The inequality $l(\gamma) \leq A - B\{\omega\}(g)$ follows. \hfill \qed

Let $\omega$ be a Morse form, and $\{\Phi_p : U_p \to B^n(0, r_p)\}_{p \in S(\omega)}$ be an $\omega$-chart-system. Choose a basis $a_1, \ldots, a_m$ in $H_1(M, \mathbb{Z})/\text{Tors}$.

**Lemma 4.2.2.** There exist closed 1-forms $\lambda_1, \ldots, \lambda_m$ on $M$, such that

$$\langle [\lambda_i], a_j \rangle = \delta_{ij}$$

and $\text{supp} \lambda_i \cap \overline{U}_p = \emptyset$ for every $i$ and every $p \in S(\omega)$.

**Proof.** Let $\theta$ be any closed 1-form. Let

$$\{\Phi_p : U'_p \to B^n(0, r'_p)\}_{p \in S(\omega)}$$

be some standard extension of

$$\{\Phi_p : U_p \to B^n(0, r_p)\}_{p \in S(\omega)}$$

and let $\phi_p$ be a $C^\infty$ function which equals to 1 in a neighborhood of $\overline{U}_p$ and $\text{supp} \phi_p \subset U'_p$. Let $F_p$ be a function on $U'_p$, such that $dF_p = \theta$. Consider the form $\theta' = \theta - \sum d(\phi_p F_p)$ where the summation ranges over all zeros of $\omega$. Then $[\theta'] = [\theta]$ and $\theta(x) = 0$ in every $U_p$. \hfill \qed
Choose and fix closed 1-forms $\lambda_1, \ldots, \lambda_m$ on $M$ satisfying the conclusions of the previous lemma. For $\mu = (\mu_1, \ldots, \mu_m) \in \mathbb{R}^m$ denote by $\mu \cdot \lambda$ the 1-form $\sum_{i=1}^m \mu_i \lambda_i$, and by $\omega_\mu$ the 1-form $\omega + \mu \cdot \lambda$. For $\epsilon > 0$ set

$$\Omega_\epsilon = \{ \omega_\mu \mid |\mu| = \max_i |\mu_i| \leq \epsilon \}.$$ 

**Definition 4.2.3.** We shall say that $\omega_\epsilon$ is a Morse family, if for every $\epsilon'$ with $|\mu| \leq \epsilon$ the form $\omega_\mu$ is a Morse form and $S(\omega_\mu) = S(\omega)$. Let $\omega_\epsilon$ be a Morse family, and $v$ be a vector field. We say, that $v$ is an $\omega_\epsilon$-gradient, if $v$ is an $\omega_\epsilon$-gradient for each $\omega_\mu \in \omega_\epsilon$.

**Lemma 4.2.4.**

1) There is $\epsilon > 0$, such that $\omega_\epsilon$ is a Morse family.

2) Let $v$ be an $\omega$-gradient. Then there is $\epsilon > 0$ such that $v$ is an $\omega_\epsilon$-gradient.

3) Let $v$ be an $\omega_\epsilon$-gradient. Then there is $\delta > 0$ such that every $\omega$-gradient $u$ with $\|u - v\| < \delta$ is an $\omega_\epsilon$-gradient.

**Proof.**

1) Put

$$\lambda = \sup_{\substack{1 \leq i \leq m \\ x \in M}} \|\lambda_i(x)\|, \quad \eta = \min_{x \in M \setminus \cup_p U_p} \|\omega(x)\|.$$ 

Then $\epsilon = \frac{\eta}{2 \lambda}$ will do.

2) Put

$$\bar{\lambda} = \sup_{\substack{1 \leq i \leq m \\ x \in M}} \|\lambda_i(x)\|, \quad \bar{\eta} = \min_{x \in M \setminus \cup_p U_p} \omega(v)(x).$$

3) Denote by $Q$ the compact set $(M \setminus \cup_p U_p) \times [-\epsilon, \epsilon]^m$ and by $F : Q \to \mathbb{R}$ the map $F : (x, \mu_1, \ldots, \mu_m) \mapsto \omega_\mu(v)(x)$. Since $\text{Im} F \subset (0, \infty)$, there is $\beta > 0$ such that $\text{Im} F \subset [\beta, \infty)$. Let $u$ be any $\omega$-gradient such that

$$\|u - v\| \cdot (m \lambda \epsilon + \|\omega\|) \leq \frac{\beta}{2}.$$ 

We claim that $u$ is an $\omega_\epsilon$-gradient. Indeed, note first that $\omega_\mu(u)(x) > 0$ for any $x \in (\cup_p U_p \setminus S(\omega))$ and any $|\mu| \leq \epsilon$. Further, if $x \in (M \setminus \cup_p U_p)$, we have

$$|\omega_\mu(u)(x) - \omega_\mu(v)(x)| = |(\omega + \sum_i \mu_i \lambda_i)(u - v)(x)| \leq$$

$$\leq \|u - v\| \cdot (\|\omega\| + \epsilon \lambda m) \leq \frac{\beta}{2},$$

therefore $\omega_\mu(x) > 0$. Finally, $u$ has a standard form with respect to some $\omega$-chart-system. A suitable restriction of this system will be an $\omega_\mu$-chart-system for any $\mu$ with $|\mu| < \epsilon$. □
Now we can define the incidence coefficients with respect to the universal cover. The preceding lemma implies that \( v \) is an \( \tilde{\omega} \)-gradient for some 1-form \( \tilde{\omega} \) which cohomology class is rational. Therefore (see [12]) for every \( g \in \pi_1(M) \) there is at most finite set of \( (-v) \)-trajectories joining \( \tilde{x} \) with \( \tilde{yg} \) if \( \text{ind } x = \text{ind } y + 1 \). Choose orientations of descending discs. For each such trajectory we denote by \( \epsilon(\gamma) \) the sign of intersection of \( D(\tilde{x}, v) \) with \( D(\tilde{yg}, -v) \) along \( \gamma \).

**Definition 4.2.5.** The element \( \sum_{\gamma} \epsilon(\gamma) \) is denoted by \( \nu(\tilde{x}, \tilde{yg}) \) and we set\(^5\)

\[
\tilde{n}(\tilde{x}, \tilde{y}; v) = \sum_{g \in G} \nu(\tilde{x}, \tilde{yg})g \in (\mathbb{Z}[\pi_1 M])^\sim.
\]

**Lemma 4.2.6.** \( \tilde{n}(\tilde{x}, \tilde{y}; v) \in (\mathbb{Z}[\pi_1 M])_{\{\omega\}} \).

**Proof.** Recall that Novikov ring \( \mathbb{Z}[\pi_1 M] \) consists of all \( \lambda \in (\mathbb{Z}[\pi_1 M])^\sim \) such that for every \( c \in \mathbb{R} \) we have: \( \text{supp } \lambda \cap \{\omega\}^{-1}([c, \infty)) \) is finite. Then our lemma follows from Lemma 4.2.1. \( \square \)

**Remark 4.2.7.** Note that the analogs of Lemmas 4.2.1 and 4.2.6 are obviously true for any regular covering \( p': \bar{M} \to M \) such that \( (p')^*\{\omega\} = 0 \).

### 4.3. Incidence coefficients with respect to a free abelian cover.

Next we pass to free abelian covers. Assume here the terminology of Subsection 1.3.2 of Introduction. The universal covering factors then as \( p = P \circ Q \), where \( Q : \hat{M} \to \overline{M} \). The epimorphism \( \pi_1(M) \to H_1(M, \mathbb{Z})/\text{Tors} \) will be denoted by \( Q \). The de Rham cohomology class \( [\omega] \) of \( \omega \) defines a homomorphism \( H^1(M, \mathbb{Z})/\text{Tors} \to \mathbb{R} \), which will be denoted by the same letter \( [\omega] \). Note that \( \{\omega\} = [\omega] \circ Q \). Since \( P^*(H^1(M, \mathbb{R})) = 0 \), there is a Morse function \( \overline{F} : \overline{M} \to \mathbb{R} \), such that \( d\overline{F} = P^* \omega \), and we shall assume that \( F = \overline{F} \circ Q \).

We have chosen a Riemannian metric on \( M \), whence the manifold \( \overline{M} \) obtains a Riemannian metric, which is \( \mathbb{Z}^m \)-invariant. We have also chosen a basis \( \{a_1, \ldots, a_m\} \) in \( H_1(M, \mathbb{Z})/\text{Tors} \). Therefore this group is identified with \( \mathbb{Z}^m \), and the vector space \( H^1(M, \mathbb{R}) \) with the dual space of linear forms \( \mathbb{R}^m \to \mathbb{R} \). Choose the \( L_1 \)-norm in \( \mathbb{R}^m \). Then the dual space obtains the \( \text{sup} \)-norm. (That is \( \|\sum_i a_i a_i^*\| = \sum_i |a_i| \) and \( \|\sum_i \beta_i a_i^*\| = \max_j |\beta_j| \), where \( \{a_i^*\} \) is the base dual to \( \{a_i\} \).

\(^5\)Recall that \( (\mathbb{Z}[\pi_1 M])^\sim \) is the abelian group of all the formal linear combinations (infinite in general) of the elements of \( G \) with integer coefficients.
Corollary 4.3.1. Let $v$ be an $\omega$-gradient. There is $\epsilon > 0$, such that every linear form $\eta : \mathbb{R}^m \to \mathbb{R}$ with $||[\omega] - \eta|| \leq \epsilon$ is a cohomology class of a Morse form $\omega(\eta)$ such that $v$ is an $\omega$-gradient.

Proof. Every linear form $\eta : \mathbb{R}^m \to \mathbb{R}$ with $||[\omega] - \eta|| \leq \epsilon$ can be written as $\eta = [\omega] + \sum \eta_i a_i^\omega$ where $\eta_i \in \mathbb{R}$, $|\eta_i| \leq \epsilon$. Now let $\epsilon > 0$ be so small that $\omega$ is a Morse family and $v$ is an $\omega$-gradient and set $\omega(\eta) = \omega + \sum \eta_i \lambda_i$. $\square$

Definition 4.3.2. For two critical points $x, y \in S(\omega)$ and an $\omega$-gradient $v$ we set

$$I(x, y; v) = \{g \in \pi_1(M) \mid \text{there is a } (-v)\text{-trajectory } \gamma \text{ joining } \tilde{x} \text{ to } \tilde{y} \cdot g\}.$$ 

If the set of $(-v)$-trajectories joining $\tilde{x}$ to $\tilde{y} \cdot g$ is finite, we denote by $N(\tilde{x}, \tilde{y}, g; v)$ its cardinality. (We identify here two trajectories which differ by a parameter change.)

Remark 4.3.3. If $v$ is a good $\omega$-gradient and elements $x, y \in S(\omega)$ satisfy $\ind x = \ind y + 1$, then $\supp(\tilde{n}(\tilde{x}, \tilde{y}; v)) \subset I(x, y; v)$ and for every $g \in \pi_1M$ the set $N(\tilde{x}, \tilde{y}, g; v)$ is finite.

Lemma 4.3.4. There is an integral $[\omega]$-cone $\Gamma$ and a vector $a \in \mathbb{Z}^m$ such that

$$Q(I(x, y; v)) \subset \Gamma + a.$$ 

Proof. Note that if $v$ is a $\kappa$-gradient for some Morse form $\kappa$, then

$$Q(I(x, y; v)) \subset [\kappa^{-1}((-\infty, A])]$$ 

for some $A$. By 4.3.1 there is $\epsilon > 0$, such that every linear form $\eta : \mathbb{R}^m \to \mathbb{R}$ with $||[\omega] - \eta|| \leq \epsilon$ is the cohomology class of a Morse form $\omega(\eta)$ such that $v$ is an $\omega(\eta)$-gradient. Choose then the linear forms $\eta_i$ so as to satisfy Lemma 4.1.3 and obtain the conclusion of the Lemma. $\square$

Lemma 4.3.5. Let $\gamma, \gamma'$ be two Morse forms with $[\gamma] \neq 0, [\gamma'] \neq 0$. Assume that a vector field $v$ satisfying the transversality assumption is $\gamma$-gradient and $\gamma'$-gradient. Let $x, y \in S(\gamma), \ind x = \ind y + 1$. Then

1) If $[\gamma] = \alpha[\gamma']$ with $\alpha < 0$, then $I(x, y; v)$ is finite.

2) If there is no $\alpha < 0$ with $[\gamma] = \alpha[\gamma']$, then there is an integral $([\gamma], [\gamma'])$-cone $\Delta$ and $b \in \mathbb{Z}^m$ such that $Q(I(x, y; v)) \subset \Delta + b$.

Proof. 1) Obvious.

2) If $[\gamma]$ and $[\gamma']$ are linearly dependent, then $[\gamma] = \alpha[\gamma']$ with $\alpha > 0$ and our lemma follows from Lemma 4.3.4. Therefore we can assume that $[\gamma]$ and $[\gamma']$ are linearly independent, which imply that there is $h \in \mathbb{Z}^m$.
with \([\gamma](h), [\gamma'](h) < 0\). From Lemma 4.3.4 we know that there are integral \([\gamma]-cone \Gamma_1\) and \(a_1 \in \mathbb{Z}^m\) such that \(Q(I(x, y; v)) \subset \Gamma_1 + a_1\).

Also there are integral \([\gamma']-cone \Gamma_2\) and \(a_2 \in \mathbb{Z}^m\) such that such that \(Q(I(x, y; v)) \subset \Gamma_2 + a_2\). Adding to the generators of \(\Gamma_1\) and \(\Gamma_2\) some integral vectors we can assume that \(h \in \text{Int}\Gamma_1, h \in \text{Int}\Gamma_2\). Then there exists \(N \in \mathbb{N}\) such that \(\Gamma_1 + a_1 \subset \Gamma_1 - Nh\) and \(\Gamma_2 - Nh \supset \Gamma_2 + a_2\). Thus

\[
Q(I(x, y; v)) \subset (\Gamma_1 - Nh) \cap (\Gamma_2 - Nh) = \Gamma_1 \cap \Gamma_2 - Nh.
\]

The set \(\Gamma_1 \cap \Gamma_2\) is a \(([\gamma], [\gamma'])-cone\), and by (3.1) there is an integral \(([\gamma], [\gamma'])-cone\) such that \(\Gamma_1 \cap \Gamma_2 \subset \Delta\) therefore \(Q(I(x, y; v)) \subset \Delta - Nh\). \(\square\)

By Remark 4.2.7 the incidence coefficient \(\bar{\mu}(\bar{x}, \bar{y}; v) \in (\mathbb{Z}[\mathbb{Z}^m])_{[\omega]}\) is defined. We shall assume that the lifts \(\bar{x}\) of points \(x \in S(\omega)\) are chosen so that \(Q(\bar{x}) = \bar{\mu}\). Note that obviously \(\text{supp} (\bar{\mu}(\bar{x}, \bar{y}; v)) \subset Q(\text{supp} \bar{\mu}(\bar{x}, \bar{y}; v))\).

4.4. Proof of Theorem B. For a Morse form \(\xi\) such that \([\xi] \in H^1(M, \mathbb{Q}), [\xi] \neq 0\) we denote by \(\xi_0\) the (unique) Morse form, such that \([\xi_0]\) is an indivisible class in \(H^1(M, \mathbb{Z})\) and that \(\xi_0 = \mu\xi\) with \(\mu > 0\). The map \(M \to S^1\), corresponding to \(\xi_0\), will be denoted by \(f_0(\xi)\).

**Definition 4.4.1.** Define now \(\mathcal{G}t_1(\omega)\) as the set of all \(\omega\)-gradients \(v \in \mathcal{G}t(\omega)\), satisfying the following property:

\((C)\) There is \(\varepsilon > 0 \leq ||[\omega]||/2\) such that \(v\) is an \(\omega_\varepsilon\)-gradient and there is a Morse form \(\xi \in \omega_\varepsilon\) with \([\xi] \in H^1(M, \mathbb{Q})\) such that \(v \in \mathcal{G}t_1(f_0(\xi))\).

We shall now prove the properties of \(\mathcal{G}t_1(\omega)\) required in the statement.

1) \(\mathcal{G}t_1(\omega)\) is \(C^0\)-open in \(\mathcal{G}t(\omega)\). Indeed, if \(v\) satisfies \((C)\) then every \(\omega\)-gradient \(u\), sufficiently close to \(v\), is also an \(\omega_\varepsilon\)-gradient (due to Lemma 4.2.4) and \(u \in \mathcal{G}t_1(f_0(\xi))\) since \(\mathcal{G}t_1(f_0(\xi))\) is \(C^0\)-open in \(\mathcal{G}t(f_0(\xi))\) (by Theorem 3.2.1).

2) \(\mathcal{G}t_1(\omega)\) is \(C^0\)-dense in \(\mathcal{G}t(\omega)\). Indeed, if \(v \in \mathcal{G}t(\omega)\), then there exists an \(\varepsilon > 0\) such that \(v\) is an \(\omega_\varepsilon\)-gradient. Choose any form \(\omega' \in \omega_\varepsilon\) with \([\omega'] \in H^1(M, \mathbb{Q})\). Then by Theorem 3.2.1 arbitrarily close to \(v\) one can find an \(\omega'-\)gradient \(u \in \mathcal{G}t_1(f_0(\omega'))\). By Lemma 4.2.4, \(u\) can be chosen so as to be an \(\omega_\varepsilon\)-gradient.

3) If \(v \in \mathcal{G}t_1(\omega)\), then \(\bar{\mu}(\bar{x}, \bar{y}; v) \in \mathfrak{s}_{[\omega]}^{-1}\mathbb{Z}[\mathbb{Z}^m]\). Indeed, \(v\) is an \(\omega\)-gradient and a \(\xi\)-gradient for some \(\xi \in \omega_\varepsilon\) with \([\xi] \in H^1(M, \mathbb{Q})\). Note that if \([\xi]\) and \([\omega]\) are linearly dependent, then \([\xi] = \alpha[\omega]\) with \(\alpha > 0\). Indeed, \([\xi] = \alpha[\omega]\) with \(\alpha < 0\) would imply

\[
(1 - \alpha)[\omega] + \sum \epsilon_i a^*_i = 0,
\]
which contradicts $\epsilon \leq \|\omega\|/2$. Therefore Lemma 4.3.5 implies that there is an integral $([\xi], [\omega])$-cone $\Delta$, such that

$$\text{supp} \tilde{n}(\bar{x}, \bar{y}; v) \subset \Delta + b$$

for some $b \in \mathbb{Z}^m$. Consider $\tilde{n}(\bar{x}, \bar{y}; v)$ as an element of $(\mathbb{Z}[\mathbb{Z}^m])_{[\xi]}$. Then Lemma 4.1.4 together with Theorem 3.2.1 imply that it belongs to the localization $s_{[\xi]}^{-1}\mathbb{Z}[\mathbb{Z}^m]$, therefore there are $P, Q \in \mathbb{Z}[\mathbb{Z}^m]$ such that

$$P = Q \cdot \tilde{n}(\bar{x}, \bar{y}; v).$$

Since $\tilde{n}(\bar{x}, \bar{y}; v) \in \sigma_{\Delta}^{-1}\mathbb{Z}[\Delta] \subset s_{[\omega]}^{-1}\mathbb{Z}[\mathbb{Z}^m]$. Therefore there are $P, Q \in \mathbb{Z}[\mathbb{Z}^m]$ such that

$$n_k(\bar{x}, \bar{y}; v) = \sum_{k \geq 0} n_k t^k$$

with $n_k \sim \alpha \cdot \beta^k$ with $\alpha < 0$, $\beta > 0$. For any $f$-gradient $w$ sufficiently close to $v$ in $C^0$ topology, we shall have: $n_k(\bar{x}, \bar{y}; w) = n_k(\bar{x}, \bar{y}; v)$.

We start with a torus $T^2$, remove from it two open discs and obtain a surface $S$ with two components of boundary. Choose and fix a parallel $\beta$ and a meridian $\alpha$ of this twice punctured torus. The copies of this surface (resp. the copies of $\alpha$, $\beta$ etc.) will be denoted by the same letter $S$ (resp. $\alpha$, $\beta$, etc.) adding indices in order to distinguish between them. The corresponding discs will be denoted by $D_1, D_2$. We glue a copy of $S$, denoted by $S(1,1)$, to a copy of $S$, denoted by $S(1,2)$ and close the boundary by two discs $D_1(1), D_1(2)$. The resulting surface is called $N$. We glue three copies of $S$ successively, close the boundary and obtain a closed surface

$$L = D_1(\frac{1}{2}) \cup S(\frac{1}{2},1) \cup S(\frac{1}{2},0) \cup S(\frac{1}{2},2) \cup D_2(\frac{1}{2}).$$

The surface $K = D_1(0) \cup S(0,1) \cup S(0,2) \cup D_2(0)$ is constructed similarly to $N$. The surface $L$ is depicted on Figure 5.1 below.

**Figure 5.1.**
Let $W_1$ be the cobordism between $N$ and $L$, corresponding to the surgery on the circle $\beta(\frac{1}{2}, 2)$. Introduce on $W_1$ the corresponding Morse function $F_1 : W_1 \rightarrow [\frac{1}{2}, 1]$ with one critical point $x$ of index 2, and such that

$$F_1^{-1}(1) = N, \quad F_1^{-1}(\frac{1}{2}) = L.$$ 

We can find an $F_1$-gradient $v_1$ such that

- $(-v_1)_{\frac{1}{2}}^{\infty}$ restricted to $D_1(\frac{1}{2}) \cup S(\frac{1}{2}, 1) \cup S(\frac{1}{2}, 0)$ is a diffeomorphism of this surface onto $D_1(1) \cup S(1, 1) \cup S(1, 2)$ which identifies $S(\frac{1}{2}, 0)$ with $S(1, 2)$ and $S(\frac{1}{2}, 1)$ with $S(1, 1)$, slightly diminished from the left, so that the image of $D_1(\frac{1}{2})$ contains $D_1(1)$ in its interior, and therefore

$$(-v_1)_{\frac{1}{2}}^{\infty}(D_1(1)) \subset \text{Int}D_1(\frac{1}{2});$$

- $(-v_1)_{\frac{1}{2}}^{\infty}(S(\frac{1}{2}, 2) \cup D_2(\frac{1}{2})) = D_2(1),$ 

- $(-v_1)_{\frac{1}{2}}^{\infty}(D_2(\frac{1}{2})) \subset \text{Int}D_2(1),$ 

- and for some $\delta > 0$ the $(-v_1)_{\frac{1}{2}}^{\infty}$-image of a $\delta$-tubular neighborhood of $\beta(\frac{1}{2}, 2)$ is in $\text{Int}D_2(1)$ (this image equals to $D_\delta(-v_1) \cap F_1^{-1}(1)$).

Let $W_0$ be the cobordism between $K$ and $L$, corresponding to the surgery on the circle $\beta(\frac{1}{2}, 1)$. Introduce on $W_0$ the corresponding Morse function $F_0 : W_0 \rightarrow [0, \frac{1}{2}]$ with one critical point $y$ of index 1, and such that

$$F_0^{-1}(\frac{1}{2}) = L, \quad F_0^{-1}(0) = K.$$ 

We can find an $F_0$-gradient $v_0$ such that

- $(v_0)_{\frac{1}{2}}^{\infty}$ restricted to $S(\frac{1}{2}, 0) \cup S(\frac{1}{2}, 2) \cup D_2(\frac{1}{2})$ is a diffeomorphism of this surface onto $D_1(0) \cup S(0, 1) \cup S(0, 2)$ which identifies $S(\frac{1}{2}, 0)$ with $S(0, 1)$ and $S(\frac{1}{2}, 2)$ with $S(0, 2)$ slightly diminished from the right so that the image of $D_2(\frac{1}{2})$ contains $D_2(0)$ in its interior, and therefore

$$(v_0)_{\frac{1}{2}}^{\infty}(D_2(0)) \subset \text{Int}D_2(\frac{1}{2});$$
\[ (v_0)_{[\frac{1}{2},0]} \rightarrow (S(\frac{1}{2}, 1) \cup D_1(\frac{1}{2})) = D_1(0); \]

\[ (v_0)_{[\frac{1}{2},0]} \rightarrow (D_1(\frac{1}{2})) \subset \text{Int}D_1(0); \]

\[ \text{and for some } \delta > 0 \text{ the } (v_0)_{[\frac{1}{2},0]}\text{-image of a } \delta\text{-tubular neighborhood of } \beta(\frac{1}{2}, 1) \text{ (this image equals to } D_\delta(v_0) \cap F_0^{-1}(0)) \text{is in } \text{Int}D_1(0). \]

Glue together \( W_0 \) and \( W_1 \) along \( L \), denote the resulting cobordism by \( W \). Then we have \( \partial W = K \cup N \). Glue the functions \( F_1 \) and \( F_0 \) to a Morse function \( F : W \rightarrow [0, 1] \) and the vector fields \( v_1, v_0 \) to an \( F \)-gradient \( v \). We shall now define a ranging system for \((F,v)\). Consider the set \( \Lambda = \{0, \frac{1}{2}, 1\} \) of regular values, and set

\[
A_1 = D_1(1), \quad A_\frac{1}{2} = D_1(\frac{1}{2}), \quad A_0 = D_1(0),
\]

\[
B_1 = D_2(1), \quad B_\frac{1}{2} = D_2(\frac{1}{2}), \quad B_0 = D_2(0).
\]

The fact that \( \{(A_\lambda, B_\lambda)\}_{\lambda \in \Lambda} \) is a ranging system for \((F,v)\) follows immediately from the properties of \( v_0, v_1 \) cited above.

It is not difficult to compute the homomorphism

\[ H(v) : H_1(N \setminus D_2(1), D_1(1)) \rightarrow H_1(K \setminus D_2(0), D_1(0)). \]

Namely,

\[
[\alpha(1,1)] \mapsto 0, \quad [\beta(1,1)] \mapsto 0, \quad [\alpha(1,2)] \mapsto [\alpha(0,1)], \quad [\beta(1,2)] \mapsto [\beta(0,1)].
\]

It is also obvious that the homology class of \( D(x,v) \cap K \) equals to \( [\beta(0,2)] \) and the homology class of \( D(y,-v) \cap N \) equals to \( [\beta(1,1)] \).

Consider the embedded curves

\[ \alpha(0,1), \quad \beta(0,1), \quad \alpha(0,2), \quad \beta(0,2) \]

in \( K \). Their homology classes form a symplectic basis in \( K \). Consider the isomorphism of \( H_1(K,\mathbb{Z}) \approx \mathbb{Z}^4 \) given in this basis by the matrix

\[
\begin{pmatrix}
0 & 2 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 \\
-1 & 3 & 0 & -2
\end{pmatrix}
\]

It preserves the intersection form, therefore it can be realized by a diffeomorphism \( \Phi : K \rightarrow K \) and it is easy to see that we can assume that \( \Phi(x) = x \) for \( x \in D_1(0) \cup D_2(0) \). Denote by \( \Psi \) the composition of \( \Phi \) with the subsequent identification of \( K \) with \( N \).

Denote by \( M \) the 3-dimensional manifold obtained by gluing of \( K \) to \( N \) by means of \( \Psi \), and let \( f : M \rightarrow S^1 \) be the Morse function obtained from \( F \).
The corresponding cyclic covering $\overline{M}$ is a union of countably many copies of $W$, denoted by $W[i], i \in \mathbb{Z}$, glued together by the diffeomorphisms

$$\Psi : K[i] \to N[i - 1]$$

of the components of boundaries.

The identification $W[k] \to W$ will be denoted by $J_k$. For $X \subset W$ we denote $J_k^{-1}(X)$ by $X[k]$. Define a lift $\tilde{F} : \overline{M} \to \mathbb{R}$ of $f$ by setting

$$\tilde{F}|_{W[k]} = F \circ J_k + k.$$ 

Set

- $\Sigma = \{n/2 \mid n \in \mathbb{Z}\}$;
- $A_n = D_1(0)[n], B_n = D_2(0)[n]$ for $n \in \mathbb{Z}$;
- $A_n = D_1(\frac{1}{2})[k], B_n = D_2(\frac{1}{2})[k]$ for $n = k + \frac{1}{2}, k \in \mathbb{Z}$.

It is obvious that $\{(A_\sigma, B_\sigma)\}_{\sigma \in \Sigma}$ is a $t$-equivariant ranging system for $(\tilde{F}, v)$. Put $\bar{x} = J_0^{-1}(x)$ and $\bar{y} = J_0^{-1}(y)$. Then we have:

$$n_0(\bar{x}, \bar{y}; v) = 0, \quad n_1(\bar{x}, \bar{y}; v) = \Psi_*([\beta(0, 2)]) \# [\beta(1, 1)] = 0.$$ 

Denote by $D$ the matrix of $\Psi_* \circ H(v)$. Then

$$D = \begin{pmatrix} 0 & 0 & 0 & 2 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & -1 & 3 \end{pmatrix}$$

Then for $k \geq 1$ we have

$$n_{k+1}(\bar{x}, \bar{y}; v) = (\Psi_* \circ H(v))^k(\Psi_*([\beta(0, 2)]) \# [\beta(1, 1)].$$

To abbreviate the notation we denote $[\alpha(1, 1)]$ by $a_1$, $[\alpha(1, 2)]$ by $a_2$, $[\beta(1, 1)]$ by $b_1$, $[\beta(1, 2)]$ by $b_2$. Then $n_{k+1}(\bar{x}, \bar{y}; v)$ is the coefficient of $a_1$ in

$$D^k(b_1 - 2b_2) = (-2)D^k(b_2).$$

To find $D^k(b_2)$ assume by induction that

$$D^k(b_2) = \alpha_k a_1 + \gamma_k a_2 + \beta_k b_2.$$ 

Then

$$D^{k+1}(b_2) = -\gamma_k b_2 + \beta_l(2a_1 + 3\beta_2 + a_2) = 2\beta_k a_1 + (3\beta_k - \gamma_k)b_2 + \beta_k a_2.$$ 

Therefore the vectors $(\beta_k, \gamma_k)$ satisfy

$$\begin{pmatrix} \beta_{k+1} \\ \gamma_{k+1} \end{pmatrix} = \begin{pmatrix} 3 & -1 \\ 1 & 0 \end{pmatrix} \begin{pmatrix} \beta_k \\ \gamma_k \end{pmatrix} \quad \text{and} \quad \begin{pmatrix} \beta_0 \\ \gamma_0 \end{pmatrix} = \begin{pmatrix} 1 \\ 0 \end{pmatrix}.$$
The coefficient $\alpha_{k+1} = 2\beta_k$. Denote
\[
\begin{pmatrix}
3 & -1 \\
1 & 0
\end{pmatrix}
\]
by $C$. Then the explicit computation shows
\[
C_n = \frac{1}{\sqrt{5}} \left( \lambda_1^{n+1} - \lambda_2^{n+1} \right) \left( \lambda_1^n - \lambda_2^n \right),
\]
where $\lambda_1 = \frac{3+\sqrt{5}}{2}$, $\lambda_2 = \frac{3-\sqrt{5}}{2}$. Therefore
\[
n_{k+1}(\bar{x}, \bar{y}; v) = -\frac{4}{\sqrt{5}} \left( \left( \frac{3+\sqrt{5}}{2} \right)^k - \left( \frac{3-\sqrt{5}}{2} \right)^k \right).
\]

5.1. Incidence coefficients with respect to the universal cover: the exponential estimate.

**Lemma 5.1.1.** Let $\xi, \eta : \mathbb{R}^m \to \mathbb{R}$ be non-zero linear forms, and let $\Gamma$ be a $(\xi, \eta)$-integral cone. Then there is $A > 0$ such that for every $b \in \mathbb{R}^m$ there is $B \in \mathbb{R}$ such that for every $c \in \mathbb{R}$ we have:
\[
(\Gamma + b) \cap \xi^{-1}([c, \infty)) \subset (\Gamma + b) \cap \eta^{-1}([Ac + B, \infty)).
\] (5.1)

**Proof.** Abbreviate $\xi^{-1}([c, \infty))$ by $\{ \xi \geq c \}$. It is sufficient to consider the case $b = 0$, that is, to prove that there is $A > 0$ such that
\[
\Gamma \cap \{ \xi \geq c \} \subset \Gamma \cap \{ \eta \geq Ac \}
\] (5.2)

(the property (5.1) with arbitrary $b$ follows then from $B = \eta(b) - A\xi(b)$).

To prove (5.2) let $e_i$ be the generators of $\Gamma$, and choose $A > 0$ such that
\[
\eta(e_i) \geq A \xi(e_i)
\]
for all $i$. Then $x \in \Gamma \cap \{ \xi \geq c \}$ means that $x = \sum \lambda_i e_i$, where $\lambda_i \geq 0$ and $\sum \lambda_i \xi(e_i) \geq c$. This implies
\[
\eta(x) = \sum \lambda_i \eta(e_i) \geq \sum \lambda_i A \xi(e_i) \geq A \xi(x).
\]

**Definition 5.1.2.** Let $\lambda = \sum g n_g g \in \mathbb{Z}[\pi_1 M]_\xi^{-}$ and $c \in \mathbb{R}$. Put
\[
\lambda[c] = \sum_{\xi(g) \geq c} n_g \cdot g \in \mathbb{Z}[\pi_1 M], \quad N_c(\lambda) = \sum_{\xi(g) \geq c} |n_g|.
\]
5.2. Proof of Theorem C. By the definition of \( \mathcal{G}t_1(\omega) \) there exists an 
\( \epsilon \in \left(0, \frac{1}{2} \|\omega\|\right) \)
and a Morse form \( \xi \in \omega_\epsilon \), such that
\[
[\xi] \in H^1(M, \mathbb{Q}), \quad \forall v \in \mathcal{G}t_1(f_0(\xi)).
\]
Therefore there is an integral \( ([\xi], [\omega]) \)-cone \( \Delta \) and \( b \in \mathbb{Z}^m \), such that
\[
Q(\text{supp} n(\tilde{x}, \tilde{y}; v)) \subset \Delta + b.
\]
Lemma 5.1.1 implies then that
\[
\text{supp} \hat{n}(\tilde{x}, \tilde{y}; v) \cap \left([\omega]\right)^{-1}([c, \infty)) \subset \text{supp} \hat{n}(\tilde{x}, \tilde{y}; v) \cap \left([\xi]\right)^{-1}([Ac + B, \infty)),
\]
and since \( v \) is a \( \xi \)-gradient, our estimate follows from Theorem 3.2.1 and Proposition 3.1.3. \( \square \)

5.3. On the Novikov complex for a Morse form. In this paper we do not use the notion of the Novikov complex, and work only with the incidence coefficients. The latter were introduced however in [9] as the matrix entries of the boundary operators in the Novikov complex. In this subsection we use the results of Subsection 4.2 and 5.2 to give a simple proof of the fact that the boundary operators above indeed turn the graded module into a chain complex (that is, \( \partial^2 = 0 \)). We reduce the proof to the corresponding statement about rational Morse forms, proved in [12].

We assume here the terminology of Subsection 1.2 of the Introduction. Moreover, if \( \Delta \) is an integral \( [\omega] \)-cone, we denote by \( \lambda_\Delta \) the subset of \( \mathbb{Z}[\pi_1 M]_{[\omega]} \), defined by
\[
\lambda_\Delta = \{ \lambda \mid \text{there exists } b \in \mathbb{Z}^m \text{ such that } Q(\text{supp} \lambda) \subset \Delta + b \}.
\]
It is not difficult to see that \( \lambda_\Delta \) is a subring of \( \mathbb{Z}[\pi_1 M]_{[\xi]} \).

Now let \( v \) be an \( \omega \)-gradient satisfying transversality assumption and \( \epsilon > 0 \) so small that \( \omega_\epsilon \) is a Morse family and \( v \) is an \( \omega_\epsilon \)-gradient. Let \( \xi \in \omega_\epsilon \) be a Morse form such that \( [\xi] \in H^1(M, \mathbb{Q}) \). Then it follows from Lemma 4.3.5 that there is an integral \( ([\xi], [\omega]) \)-cone \( \Delta \), such that for every \( x, y \in S(\omega) \) with \( \text{ind} x = \text{ind} y + 1 \) we have
\[
\hat{n}(\tilde{x}, \tilde{y}; v) \subset \lambda_\Delta.
\]
Therefore the homomorphism
\[
\partial : C_*(\omega, v) \to C_{*-1}(\omega, v)
\]
is defined actually over the ring \( \lambda_\Delta \) and to verify that \( \partial^2 = 0 \) it is sufficient to verify it over the ring \( \mathbb{Z}[\pi_1 M]_{[\xi]} \), and this is done in [12].
6. EXPONENTIAL ESTIMATES OF THE ABSOLUTE NUMBER OF TRAJECTORIES

6.1. Bunches of ranging systems. Let $f : W \to [a, b]$ be a Morse function on a cobordism $W$ such that

$$f^{-1}(b) = V_1, \quad f^{-1}(a) = V_0, \quad \dim W = n.$$ 

Let $v$ be an $f$-gradient, $\Lambda = \{\lambda_0, \ldots, \lambda_k\}$ be a set of regular values of $f$, such that

$$\lambda_0 = a < \lambda_1 < \ldots < \lambda_{k-1} < \lambda_k = b$$

and between any two adjacent values $\lambda_i$ and $\lambda_{i+1}$ there is exactly one critical value of $f$.

**Definition 6.1.1.** Assume that for each integer $s : 0 \leq s \leq n$ and every $\lambda \in \Lambda$ there are given compacts $A^{(s)}_\lambda, B^{(s)}_\lambda$ in $f^{-1}(\lambda)$. We shall say that $t(A^{(s)}_\lambda, B^{(s)}_\lambda)_{\lambda \in \Lambda, 0 \leq s \leq n}$ is a bunch of ranging systems for $(f, v)$ (abbreviation: BRS for $(f, v)$) if the following conditions hold:

1. $A^{(0)}_\lambda = B^{(0)}_\lambda = \emptyset$.
2. $r \leq s \Rightarrow (A^{(r)}_\lambda \subset A^{(s)}_\lambda, B^{(r)}_\lambda \subset B^{(s)}_\lambda)$.
3. $A^{(r)}_\lambda \cap B^{(s)}_\lambda = \emptyset$ for $r + s \leq n$,
4. If $\lambda, \mu \in \Lambda$ are adjacent, then for every $r, s$:
   
   $$v^{\sim}_{[\lambda, \mu]}(A^{(r)}_\mu) \subset \text{Int}A^{(r)}_\lambda \quad \text{and} \quad (-v)^{\sim}_{[\lambda, \mu]}(B^{(s)}_\lambda) \subset \text{Int}B^{(s)}_\mu.$$ 
5. Let $\lambda, \mu \in \Lambda$ be adjacent. Then for every $p \in S(f) \cap f^{-1}([\lambda, \mu])$ we have:
   
   i) $D(p, v) \cap f^{-1}(\lambda) \subset \text{Int}A^{(\text{ind} p)}_\lambda$,
   
   ii) $D(p, -v) \cap f^{-1}(\mu) \subset \text{Int}B^{(n-\text{ind} p)}_\mu$.

Let $\{(A^{(s)}_\lambda, B^{(s)}_\lambda)\}_{\lambda \in \Lambda, 0 \leq s \leq n}$ be a BRS for $(f, v)$. The following properties are either obvious or proved similarly to the corresponding properties of ranging systems (see Subsection 2.2 and [15, §4]).

i) For every $s : 0 \leq s \leq n$ the family $\{(A^{(s)}_\lambda, B^{(n-s-1)}_\lambda)\}_{\lambda \in \Lambda}$ is a ranging system for $(f, v)$.

ii) $v$ is an almost good $f$-gradient.

iii) There is $\epsilon > 0$ such that for every $f$-gradient $w$ with $\|w - v\| < \epsilon$ the system $\{(A^{(s)}_\lambda, B^{(s)}_\lambda)\}_{\lambda \in \Lambda, 0 \leq s \leq n}$ is a BRS for $(f, v)$. 

iv) For every \( \delta > 0 \) sufficiently small the following strengthening of (5) holds:

\[
\begin{align*}
D_\delta(p, v) &\cap f^{-1}(\lambda) \subset \text{Int}A^{(\text{ind}p)}_\lambda, \\
D_\delta(p, -v) &\cap f^{-1}(\mu) \subset \text{Int}B^{(n-\text{ind}p)}_\mu.
\end{align*}
\] (6.1)

For \( p \in S(f) \) we shall denote by \( \lambda_p \) and \( \mu_p \) the adjacent elements of \( \Lambda \) such that \( \lambda_p < f(p) < \mu_p \). Choose \( \rho > 0 \) so small that for every \( p \in S(f) \) we have:

\[ \lambda_p < \lambda_p + \rho < f(p) - \rho < f(p) + \rho < \mu_p - \rho. \]

Let \( \delta > 0 \) satisfy (6.1) above and assume further that

\[
\begin{align*}
(1) \text{If } p, q \in S(f) \text{ and } f(p) = f(q) \text{ then:} \\
D_\delta(p, v) &\cap D_\delta(q, v) \cap f^{-1}([\lambda_p, \mu_p]) = \emptyset, \\
D_\delta(p, -v) &\cap D_\delta(q, -v) \cap f^{-1}([\lambda_p, \mu_p]) = \emptyset. 
\end{align*}
\] (6.2)

(2) For every \( p \in S(f) \) we have

\[ D_\delta(p) \subset f^{-1}([f(p) - \rho, f(p) + \rho]). \]

Let \( \epsilon > 0 \) satisfy iii) above. The manifold

\[ S_p = D(p, -v) \cap f^{-1}(\mu_p) \]

is an embedded sphere of dimension \( n - \text{ind}p - 1 \). The normal bundle to \( S_p \) in \( f^{-1}(\mu_p) \) is trivial. Chose an embedding

\[ \psi : S_p \times B^{\text{ind}p}(0, \theta) \rightarrow f^{-1}(\mu_p) \]

(where \( \theta > 0 \)) which is a diffeomorphism onto its image, and such that \( \psi|_{(S_p \times \{0\})} = \text{id} \).

For \( \varepsilon \in (0; \theta) \) the set \( \psi(S_p \times B^{\text{ind}p}(0, \varepsilon)) \) will be denoted by \( \text{Tub}(S_p, \varepsilon) \) and for \( \eta \in B^{\text{ind}p}(0, \theta) \) the embedded sphere \( \psi(S_p \times \{\eta\}) \) by \( S_p(\eta) \). Assume that \( \theta \) is so small that

\[ \overline{\text{Im} \psi} \subset B_\delta(p, -v). \]

Choose \( \tau > 0 \) so small that for every \( z \in f^{-1}(\mu_p) \) the \( v \)-trajectory \( \gamma(z, \cdot; v) \) is defined on the interval \( [-\tau, 0] \) and its image is in \( f^{-1}((\mu_p - \rho, \mu_p)) \). Define a map

\[ \Psi : [-\tau, 0] \times S_p \times B^{\text{ind}p}(0, \theta) \rightarrow W \]

by

\[ \Psi(t, s, h) = \gamma(\psi(s, h), t; v). \]

Then \( \Psi \) is a diffeomorphism onto its image, and the vector field \( \Psi_*^{-1}(v) \) equals \((1, 0, 0)\).

Let \( \xi \in B^{\text{ind}p}(0, \frac{\theta}{2}) \) and let \( H_t(\xi), t \in [-\tau, 0], \) be an isotopy of \( B^{\text{ind}p}(0, \theta) \) having the following properties:

(1) \[ \frac{d}{dt} H_t(\xi)(x) = 0 \text{ for } t \in [-\tau, -\frac{2}{3}\tau] \cup [-\frac{1}{3}\tau, 0]. \]
(2) \( H_t\langle \xi \rangle(x) = x \) for \( x \in B^{\text{ind}p}(0, \theta) \setminus B^{\text{ind}p}(0, \frac{\theta}{2}) \), and for \( t \in [-\tau, -\frac{2}{3}\tau] \).

(3) \( H_0\langle \xi \rangle(0) = \xi \).

Then \( \frac{d}{dt}H_t\langle \xi \rangle \) is a time-dependent vector field on \( B^{\text{ind}p}(0, \theta) \). Define a vector field \( w\langle \xi \rangle \) on \([-\tau, 0] \times S_p \times B^{\text{ind}p}(0, \theta) \) by

\[
w\langle \xi \rangle(t, x, y) = (1, 0, \frac{d}{dt}H_t\langle \xi \rangle).
\]

**Remark 6.1.2.** Observe that for every \( x \in S_p \times B^{\text{ind}p}(0, \frac{\theta}{2}) \) we have

\[
\gamma(x, -\tau; w\langle \xi \rangle) \in \{-\tau\} \times S_p \times B^{\text{ind}p}(0, \frac{\theta}{2}).
\]

Choose \( \alpha \in (0, \frac{\theta}{2}) \) so small that for each \( \xi \in B^{\text{ind}p}(0, \alpha) \) there is an isotopy \( H_t\langle \xi \rangle \) such that

\[
\|v - \Psi_*(w\langle \xi \rangle)\| < \epsilon.
\]

We perform this construction for every \( p \in S(f) \), and obtain a diffeomorphism \( \Psi_p \), a vector \( \xi_p \), and a vector field \( w_p\langle \xi_p \rangle \). We assume that \( \theta_p, \alpha_p, \tau_p \) are chosen to be independent of \( p \), and we denote them by \( \theta, \alpha, \tau \) omitting \( p \) in the notation. The set \( \{\xi_p\}_{p \in S(f)} \) will be denoted by \( \vec{\xi} \). Define a new vector field \( u = v\langle \vec{\xi} \rangle \) setting

\[
u(x) = \begin{cases} v(x) & \text{for } x \in W \setminus \cup_p \text{Im } \Psi_p, \\
(\Psi_p)_*(w_p\langle \xi_p \rangle)(x) & \text{for } x \in \text{Im } \Psi_p.\end{cases}
\]

It follows from the construction that for every \( \vec{\xi} \) the vector field \( v\langle \vec{\xi} \rangle \) is an \( f \)-gradient. Note also that for \( p \in S(f) \) we have

\[
D(p, -v\langle \vec{\xi} \rangle) \cap f^{-1}(\mu_p) = S_p(\xi_p).
\]

The condition (6.4) implies that \( \{(A^{(s)}_\lambda, B^{(s)}_\lambda)\}_{\lambda \in \Lambda, 0 \leq s \leq n} \) is a BRS for \((f, v\langle \vec{\xi} \rangle)\).

Therefore \( v\langle \vec{\xi} \rangle \) is an almost good \( f \)-gradient. It will be called *regular perturbation* of \( v \) corresponding to \( \vec{\xi} \).

**Proposition 6.1.3.** 1) Let \( p, q \in S(f) \) with \( \text{ind } p = \text{ind } q + 1 \). The set of \((-v\langle \vec{\xi} \rangle)\)-trajectories\(^6\) joining \( p \) with \( q \) is in a bijective correspondence with the set

\[
(D(p, v) \cap f^{-1}(\mu_q)) \cap S_q(\xi_q).
\]

2) The vector field \( v\langle \vec{\xi} \rangle \) is a good \( f \)-gradient if for every \( p, q \in S(f) \) with \( \text{ind } p = \text{ind } q + 1 \) the submanifold \( D(p, v) \cap f^{-1}(\mu_q) \) of \( f^{-1}(\mu_q) \) is transversal to \( S_q(\xi_q) \).

\(^6\) We identify here two trajectories which differ by a parameter change.
Proof. 1) Let $\gamma$ be a $(-v\langle\vec{\xi}\rangle)$-trajectory joining $p$ with $q$ and $\gamma(t_0) \inf^{-1}(\mu_q)$, where $t_0 \in \mathbb{R}$. I claim that for $t < t_0$ we have

$$\gamma(t) \notin \text{supp}(v-v\langle\vec{\xi}\rangle).$$

Indeed, if the opposite is true, let $t_1 < t_0$ be the first moment when $\gamma$ intersects $\text{supp}(v-v\langle\vec{\xi}\rangle)$. Then there is $s \in S(f)$ such that $\gamma(t_1) \in \text{Tub}(S_s, \frac{\theta}{2})$. Note that

$$\text{Tub}(S_s, \frac{\theta}{2}) \subset D_\delta(s, -v) \cap f^{-1}(\mu_s) \subset \text{Int}B^{(n-\text{ind}s)}_{\mu_s},$$

therefore $\gamma(t_1)$ belongs to the intersection of $A^{(\text{ind}p)}_{\mu_s}$ with $B^{(n-\text{ind}s)}_{\mu_s}$ and $\text{ind}p \geq \text{ind}s + 1$.

Further, $f(s) > f(q)$ and $\lambda_s \geq \mu_q$. Denote by $t_2$ the moment when $\gamma$ intersects $f^{-1}(\lambda_s)$. Then $t_0 \geq t_2 > t_1 + \tau$, and it is easy to see that $\gamma|_{[t_1 + \tau, t_2]}$ does not intersect $\text{supp}(v-v\langle\vec{\xi}\rangle)$. The property (6.3) implies that

$$\gamma(t_1 + \tau) \in D_\delta(s, -v),$$

and, therefore,

$$\gamma(t_2) \in D_\delta(s, v) \cap f^{-1}(\lambda_s) \subset \text{Int}A^{(\text{ind}s)}_{\lambda_s},$$

which implies $\gamma(t_0) \in \text{Int}A^{(\text{ind}s)}_{\mu_q}$. Hence

$$A^{(\text{ind}s)}_{\mu_q} \cap D_\delta(q, -v) \neq \emptyset$$

and thus

$$A^{(\text{ind}s)}_{\mu_q} \cap B^{(n-\text{ind}q)}_{\mu_q} \neq \emptyset,$$

which implies

$$\text{ind}s > \text{ind}q \quad \text{and} \quad \text{ind}p \geq \text{ind}s + 1 > \text{ind}q + 1.$$ This gives a contradiction.

Therefore $\gamma|_{(-\infty, t_0]}$ is a $(-v)$-trajectory. In the same way one can show that every $(-v)$-trajectory joining $p$ with a point of $D_\delta(q, -v) \cap f^{-1}(\mu_q)$ does not intersect $\text{supp}(v-v\langle\vec{\xi}\rangle)$. That proves the property 1).

2) Note that $v\langle\vec{\xi}\rangle$ is almost good. Therefore, $v\langle\vec{\xi}\rangle$ is good if and only if

$$\left(\text{ind}p = \text{ind}q + 1\right) \Rightarrow \left(D(p, v\langle\vec{\xi}\rangle) \cap D(q, -v\langle\vec{\xi}\rangle)\right).$$

Let $p, q \in S(f), \text{ind}p = \text{ind}q + 1$. It suffices to prove that the intersection $D(p, v\langle\vec{\xi}\rangle) \cap f^{-1}(\mu_q)$ is transversal to $S_q(\xi_q)$. Let $x$ be a point in the intersection of these manifolds. In the part 1) we have proved that there is a $(-v)$-trajectory, joining $p$ with $x$ and not intersecting $\text{supp}(v-v\langle\vec{\xi}\rangle)$. Then
a small neighborhood of this trajectory does not intersect \( \text{supp}(v - v(\xi)) \) and the transversality sought follows from
\[
(D(p, v) \cap f^{-1}(\mu_q)) \cap S_q(\xi_q).
\]

6.2. Volume estimates. We will use here the terminology of the previous subsection. Let
\[
\{(A^{(s)}_\lambda, B^{(s)}_\lambda)\}_{\lambda \in \Lambda, 0 \leq s \leq n}
\]
be a BRS for \((f, v)\). Assume that \(\delta > 0\) satisfies (6.2) from Subsection 6.1. Fix an integer \(s : 0 \leq s \leq n\). Let \(\lambda < \mu\) be adjacent elements of \(\Lambda\). Denote by \(S'\) the subset of all critical points of \(f\) of index \(\leq s\) and with critical values in \((\lambda, \mu)\). The set
\[
D^{(s)}_\mu = f^{-1}(\mu) \setminus \left( \text{Int}A^{(s)}_\mu \cup \text{Int}B^{(n-s-1)}_\mu \cup (\bigcup_{p \in S'} B_\delta(p, -v) \cap f^{-1}(\mu)) \right)
\]
is a compact subset of the domain of definition of \(v^{\rightsquigarrow}_{[\mu, \lambda]}\). Denote by \(N^{(s)}_\mu\) the norm of the derivative of \(v^{\rightsquigarrow}_{[\mu, \lambda]}\) restricted to \(D^{(s)}_\mu\):
\[
N^{(s)}_\mu = \sup_{x \in D^{(s)}_\mu} \left\| (v^{\rightsquigarrow}_{[\mu, \lambda]})'(x) \right\|
\]
and by \(A\) the maximum of \((N^{(s)}_\mu)\) over all \(\mu \in \Lambda, 0 \leq s \leq n,\) and \(0 \leq k \leq n\). For \(p \in S(f)\) denote by \(B(p)\) the norm of the derivative of
\[
\psi_p^{-1} \big|_{\psi_p(S_p \times D^{\text{ind}}p(0, \frac{\theta}{2}))}
\]
(where the manifold \(S_p \times B^{\text{ind}}p(0, \theta)\) is endowed with the product Riemannian metric). Denote by \(B\) the maximum of \(B(p)\) over all \(p \in S(f)\).

**Lemma 6.2.1.** Let \(\lambda, \mu \in \Lambda, \lambda < \mu,\) and \(s\) be an integer with \(0 \leq s \leq n\). Let also \(N\) be a submanifold of \(f^{-1}(\mu) \setminus B^{(n-s-1)}_\mu\), such that \(N \setminus A^{(s)}_\mu\) is compact. Denote by \(k\) the number of elements of \(\Lambda\) belonging to \([\lambda, \mu]\). Then \(N' = v^{\rightsquigarrow}_{[\mu, \lambda]}(N)\) is a submanifold of \(f^{-1}(\lambda) \setminus B^{(n-s-1)}_\lambda\), such that \(N' \setminus A^{(s)}_\lambda\) is compact, and
1) \(\text{vol}(N' \setminus A^{(s)}_\lambda) \leq A^{k-1} \cdot \text{vol}(N \setminus A^{(s)}_\mu)\);
2) if \(p \in S(f)\) with \(\text{ind} p = s\) and \(\mu_p = \lambda\), then
\[
\text{vol}(\psi_p^{-1}(N' \cap \text{Tub}(S_p, \frac{\theta}{2}))) \leq B A^{k-1} \text{vol}(N \setminus A^{(s)}_\mu).
\]

**Proof.** For the proof of 1) note that it suffices to consider the case \(k = 2\). For this case we have obviously \(N' \setminus A^{(s)}_\lambda \subset v^{\rightsquigarrow}(N \cap D^{(s)}_\mu)\). Statement 2) follows from 1) since \(\text{Tub}(S_p, \frac{\theta}{2}) \subset B_\delta(p, -v)\) does not intersect \(A^{(s)}_\lambda\). \(\square\)
6.3. Bunches of equivariant ranging systems. We will use here the terminology of §1.3.1 of Introduction. Assume that the homotopy class of \( f \) is indivisible, so that \( F(xt) = F(x) - 1 \).

**Definition 6.3.1.** Let \( \Sigma \) be the set of regular values of \( F \) such that

1. \( \sigma \in \Sigma \Rightarrow \sigma + n \in \Sigma \) for every \( n \in \mathbb{Z} \).

2. If \( \sigma_1, \sigma_2 \in \Sigma \) are adjacent, there is exactly one critical value of \( F \) in \( (\sigma_1, \sigma_2) \).

3. For every \( A, B \in \mathbb{R} \) the set \( \Sigma \cap [A, B] \) is finite.

Assume that for every integer \( s : 0 \leq s \leq n \) and every \( \sigma \in \Sigma \) there are given compacts \( A^{(s)}(\sigma), B^{(s)}(\sigma) \) in \( F^{-1}(\sigma) \). We shall say that

\[
\{(A^{(s)}(\sigma), B^{(s)}(\sigma)) \}_{\sigma \in \Sigma, 0 \leq s \leq n}
\]

is a bunch of \( t \)-equivariant ranging systems (abbreviation: BERS for \( (F, v) \)) if:

1. For every \( \mu, \nu \in \Sigma, \mu < \nu \) the system \( \{(A^{(s)}(\sigma), B^{(s)}(\sigma)) \}_{\sigma \in \Sigma, \mu \leq \sigma \leq \nu} \) is a BRS for \( (F|_{F^{-1}([\mu, \nu])}, v) \);

2. \( A^{(s)}(\sigma) - n = A^{(s)}(\sigma) \cdot t^n \) and \( B^{(s)}(\sigma) - n = B^{(s)}(\sigma) \cdot t^n \) for every \( n \in \mathbb{Z} \).

Up to the end of this subsection we assume that \( (F, v) \) has a BERS \( \{(A^{(s)}(\sigma), B^{(s)}(\sigma)) \}_{\sigma \in \Sigma, 0 \leq s \leq n} \).

Choose any \( \sigma \in \Sigma \) and denote by \( W \) the cobordism \( F^{-1}([\sigma, \sigma + 1]) \) and by \( \Lambda \) the set \( \Sigma \cap [\sigma, \sigma + 1] \). We apply the constructions of Subsections 6.1 and 6.2 to \( W \) and then extend the results to the whole of \( \overline{M} \) in the \( t \)-invariant way, thus obtaining the sets \( \text{Tub}(S_q, \infty) \subset F^{-1}(\mu_q) \) for every \( q \in S(F) \). Let \( p, q \in S(F) \). Assume that \( F(p) > F(q) \) and \( \text{ind} \ p = \text{ind} \ q + 1 \). Denote by \( N_{p,q} \) the submanifold of dimension \( \text{ind} \ q \) of \( S_q \times B^{\text{ind} \ q}(0, \frac{\theta}{2}) \), defined by

\[
N_{p,q} = \psi_q^{-1}((D(p, v) \cap F^{-1}(\mu_q)) \cap (\text{Tub}(S_q, \frac{\theta}{2}))).
\]

The next lemma follows from Lemma 6.2.1.

**Lemma 6.3.2.** There are constants \( C, D > 0 \) such that for every \( p, q \in S(F) \) with \( \text{ind} \ p = \text{ind} \ q + 1 \) and \( F(p) > F(q) \) we have:

\[
\text{vol}(N_{p,q}) \leq C \cdot D^{[F(p) - F(q)]}.
\]

The next lemma is a direct consequence of Sard Theorem.

**Lemma 6.3.3.** Let \( q \in S(F) \). Then there is a residual subset

\[
Q \subset B^{\text{ind} \ q}(0, \alpha)
\]
such that for every $\xi \in Q$ and every $p \in S(F)$ with $\text{ind } p = \text{ind } q + 1$ we have: $D(p, v) \cap S_q(\xi)$. □

The next proposition follows from (5.2) by arguments due to V. I. Arnold (see [1, p. 81]).

**Proposition 6.3.4.** Let $q \in S(F)$. Then there is a subset $Q \subset B^{\text{ind } q}(0, \alpha)$ of full measure such that for every $\xi \in Q$ we have:

- For every $p \in S(F)$ with $\text{ind } p = \text{ind } q + 1$ there are constants $K, R > 0$, such that for every integer $l \geq 0$ we have:

$$\#(N_{pt^{-l}, q} \cap (S_q \times \{\xi\})) \leq K \cdot R^l.$$ 

**Corollary 6.3.5.** Let $\nu > 0$. Then there exists a good $f$-gradient $u$ with $\|u - v\| < \nu$ and constants $K, L > 0$ such that for every $p, q \in S(f)$ with $\text{ind } p = \text{ind } q + 1$ we have $N_l(p, q; v) \leq L \cdot K^l$.

**Proof.** The construction of regular perturbation, described in §6.1, applied to $v|_W$, gives for every $\hat{\xi} = \{\xi_p\}_{p \in S(F) \cap W}$, $\xi_p \in B^{\text{ind } p}(0, \alpha)$, an $F|_W$-gradient $v(\hat{\xi})$. Since $\text{supp } (v - \nu \langle \hat{\xi} \rangle)$ does not intersect $\partial W$, we can extend $v(\hat{\xi})$ $t$-invariantly to $\hat{\omega}$ and obtain a $t$-invariant $F$-gradient, which will be denoted by the same symbol $v(\hat{\xi})$. Note that since

$$\{(A^{(s)}_\sigma, B^{(s)}_\sigma)\}_{\sigma \in \Sigma, 0 \leq s \leq n}$$

is a BERS for $(F, v(\hat{\xi}))$, the vector field $v(\hat{\xi})$ is an almost good $F$-gradient.

If all $\xi_q \in B^{\text{ind } q}(0, \alpha)$ are sufficiently small, we will have $\|u - v(\hat{\xi})\| < \nu$. Lemma 6.3.3 and Proposition 6.3.4 imply that we can choose the components $\xi_q$ of $\hat{\xi}$ in such a way that

1. For every $p \in S(F)$, $\text{ind } p = \text{ind } q + 1$ we have:

$$D(p, v) \cap F^{-1}(\mu_q) \cap S_q(\xi_q).$$

2. There are $K, R > 0$ such that for every $p \in S(F)$ with $\text{ind } p = \text{ind } q + 1$ we have:

$$\#(D(pt^{-l}, v) \cap S_q(\xi_q)) \leq K \cdot R^l.$$ 

Apply Proposition 6.1.3 and deduce that $u = v(\hat{\xi})$ satisfy the conclusions of the Corollary. □

### 6.4. Proof of Theorem D.
We can assume that $S(f) \neq 0$ and that the homotopy class of $f$ is indivisible. In view of Corollary 6.3.5 it is sufficient to prove that the set of $f$-gradients, having a BERS, is $C^0$-dense in $G(f)$. To prove that, let $v$ be any $f$-gradient and $\epsilon > 0$. Choose any regular value $\lambda$ of $F$ and denote by $W$ the cobordism $F^{-1}([\lambda, \lambda + 1])$. Choose any set of regular values of $F$, satisfying (\Sigma 1)-(\Sigma 3) of Definition 6.3.1. Theorem 2.6.5 implies
that there is an almost good $F|_W$-gradient $u$ and a ranging pair $(V_0, V_1)$ for $(F|_W, u)$ such that $\|v - u\| \leq \epsilon$ and $v = u$ near $\partial W$. We can also assume that $V_0 t = V_1$. Then the procedure, described in [15, Construction 4.13], page 1000 defines a bunch of ranging systems for $(F|_W, u)$. Extend $u$ to a $t$-invariant $F$-gradient. The BRS constructed is easily extended to a BERS for $(F, u)$.

We mention here an obvious corollary of Theorem D which will be of use in the proof of Theorem E. For a good $f$-gradient $v, c \in \mathbb{R}$ and $x, y \in S(f)$ with $\text{ind } x = \text{ind } y + 1$ we denote by $N_{\geq c}(x, y; v)$ the sum \[ \sum_{k \geq c} N_k(x, y; v). \]

**Corollary 6.4.1.** Let $v \in G_0(f)$. Then there are constants $R, Q > 0$ such that for every critical points $x, y \in S(f)$ with $\text{ind } x = \text{ind } y + 1$ and every $c \in \mathbb{R}$ we have: $N_{\geq c}(x, y; v) \leq R \cdot Q^{-c}$. □

**6.5. Proof of the Theorem E.** By Lemma 4.2.4 find $\epsilon > 0$ and $\delta > 0$ such that $\omega_\epsilon$ is a Morse family, $v$ is an $\omega_\epsilon$-gradient and every $\omega$-gradient $u$ with $\|u - v\| < \delta$ is an $\Omega_\epsilon$-gradient. Choose some $\xi \in \Omega_\epsilon$ with $[\xi] \in H^1(M, Q)$ and choose (by Theorem D) a good $\xi$-gradient $u$, satisfying the condition (2) of Theorem D and such that $\|u - v\| < \delta$. Then $u$ is an $\omega_\epsilon$-gradient. By Lemma 4.3.5 for every $x, y \in S(\omega)$ there is an integral ([\xi], [\omega])-cone $\Delta$ and $b \in \mathbb{Z}^m$ such that $Q(I(\tilde{x}, \tilde{y}; u)) \subset \Delta + b$.

Lemma 5.1.1 implies that there are $A, B$ such that for every $\lambda \in \mathbb{R}$ we have $I(\tilde{x}, \tilde{y}; u) \cap \{\omega\}^{-1}(\lambda, \infty) \subset I(\tilde{x}, \tilde{y}; u) \cap \{\xi\}^{-1}(A\lambda + B, \infty)$, and this together with Corollary 6.4.1 implies the conclusion. □
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