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ABSTRACT
The vast scale and open-ended nature of knowledge graphs (KGs) make exploratory search over them cognitively demanding for users. We introduce a new technique, polymorphic lenses, that improves exploratory search over a KG by obtaining new leverage from the existing preference models that KG-based systems maintain for recommending content. The approach is based on a simple but powerful observation: in a KG, preference models can be re-targeted to recommend not only entities of a single base entity type (e.g., papers in the scientific literature KG, products in an e-commerce KG), but also all other types (e.g., authors, conferences, institutions; sellers, buyers). We implement our technique in a novel system, FeedLens, which is built upon Semantic Scholar, a production system for navigating the scientific literature KG. FeedLens reuses the existing preference models on Semantic Scholar—people’s curated research feeds—as lenses for exploratory search. Semantic Scholar users can curate multiple feeds/lenses for different topics of interest, e.g., one for human-centered AI and another for document embeddings. Although these lenses are defined in terms of papers, FeedLens re-purposes them to also guide search over authors, institutions, venues, etc. Our system design is based on feedback from intended users via two pilot surveys (n = 17 and n = 13, respectively). We compare FeedLens and Semantic Scholar via a third (within-subjects) user study (n = 15) and find that FeedLens increases user engagement while reducing the cognitive effort required to complete a short literature review task. Our qualitative results also highlight people’s preference for this more effective exploratory search experience enabled by FeedLens.
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1 INTRODUCTION
The world’s information is shifting from text sources to knowledge graphs (KGs) [5, 44]; as a result, exploratory search is increasingly performed over these semi-structured sources. Indeed, in 2016, Google’s KG included 70 billion facts and answered roughly one-third of the 100 billion monthly searches handled by Google [17, 48]. The size and role of KGs for exploratory search has only grown since then [14, 24]. For example, a user searching for a new movie to watch might start from the page for their favorite movie, and traverse the KG to see other recent movies where the lead actress has appeared. Likewise, scholars navigate a graph of authors, conferences, and citations in their quest for pertinent literature. Using existing search tools, exploratory search over KGs is relatively slow and cognitively demanding; its open-ended nature requires an iterative process, wherein people continually acquire knowledge, synthesize it to define what’s relevant for their needs, and evaluate the retrieved search results based on a dynamic notion of relevance [31, 49]. At the same time, many KG-based systems maintain preference models [8, 20], which they use to recommend new content to users. For example, Netflix and Amazon Prime use view logs to suggest new movies that the user may wish to watch. Similarly, many scholar sites (e.g., Google Scholar) induce a preference model from a user’s library contents or explicit ‘likes,’ which they use to recommend new papers to the user.

We present a technique for exploiting these existing personalized preference models to improve exploratory search over all parts of a KG. Prior work has shown that collecting users’ preferences and using them as a “lens” to rank and filter search results can make exploratory search more effective. For example, SearchLens [9] applied user-defined collections of weighted keywords as lenses,
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which allowed people to view search results for restaurants on Yelp based on their relevance to one or more lenses at a time. We build on this work using two simple but powerful observations: (1) instead of asking for user preferences for a specific task search, we can re-purpose the existing preference models in KG-based applications as "lenses," and (2) a preference model over a base entity type (e.g., movie or paper) can be aggregated over the KG to estimate user preferences for arbitrary collections of entities of any type (e.g., movie director, actor; author; paper references). In this way, these extended preference models can be used to rank and summarize all KG content—dramatically improving exploratory search over KGs by making a broad swath of entities less opaque. We refer to this technique as polymorphic lenses.

To demonstrate the advantages of polymorphic lenses, we instantiate them in a prototype system that extends Semantic Scholar (S2),1 a popular production system for navigating scientific literature, which reifies a complex, multi-entity KG that spans papers, authors, institutions, publication venues, etc. Guided by two pilot surveys (n = 13 and 17), we built FeedLens, which leverages users’ curated research feeds from S2 as preference models. The research feeds rank new papers of interest for the user, based on ratings supplied by the user on previous papers. Users can maintain multiple different feeds to capture different topics or themes of interest. FeedLens uses these research feeds as polymorphic lenses to rank and summarize not only papers, but also other types of entities in the scientific literature KG, and presents collections of entities across S2 with these ranked and summarized entities as new exploratory, navigational end-points. For example, an author’s relevance can be defined as the number of their papers that are relevant to a user’s research feed; then all relevant authors on a page can be visually signaled as new exploration end-points.

We conducted a within-subjects user study (n = 15) to evaluate the utility of our new features for exploratory scientific literature search. Results show that people explored more content when using FeedLens without spending significant additional time—user engagement with author-centric features was 20x greater and system-wide engagement was 4x greater for FeedLens. People reported lower cognitive load (measured via NASA-TLX [21]) for FeedLens and rated our new features higher on usability (measured via SUS [6]). The additional exploration did not come at the cost of finding relevant content. FeedLens also helped people find relevant authors who were not well-known in a field (e.g., students, junior academics). In summary, we make the following contributions:

- We present polymorphic lenses, a simple but powerful generalization of "lenses" from prior work [9], that re-purpose existing user preference models to serve as lenses across all types of entities and collections in a knowledge graph. We show how polymorphic lenses enable new ranking and summarization features that improve exploratory search.
- We present a system, FeedLens, that instantiates our approach for exploratory search in the scientific literature domain. We evaluate summary embeddings, an optimization that helps provide real-time performance when implementing polymorphic lenses for complex multi-entity knowledge graphs with billions of entities.
- We present a quantitative evaluation showing that FeedLens is comparable to current search practices for finding relevant, diverse, and novel content, and it does so with reduced cognitive load and higher user engagement.
- We perform a qualitative comparison, which shows that FeedLens provides additional benefits for the sensemaking, filtering, and organizing aspects of exploratory search compared to existing literature review practices.

2 RELATED WORK

Our work adds to the extensive literature on capturing user interests to improve the exploratory search experience for knowledge graph-based applications. Exploratory search is an open-ended investigation of a conceptual area (e.g., part of a knowledge graph) where users’ information needs emerge over time as they learn and investigate new information [29, 38, 49]. As such, a key challenge of exploratory search is the dynamic and contextual nature of the search query. The Information Retrieval and Human-Computer Interaction communities have jointly proposed several high-level goals for an exploratory search system [50]. Most prominent amongst these is to include the human in the search approach (e.g., in the form of people’s dynamic needs, skills, and social resources [29]).

Prior work on capturing human feedback for exploratory search can be broadly categorized as either being applicable to a single search session or maintaining user preference models over time. The former is usually the case with faceted search, where people filter their query-based search results based on automatically extracted conceptual dimensions about the entities in a knowledge graph (e.g., authors, publication venue, and publication year for scientific literature) [32, 51]. While faceted search extracts dimensions based on entities in a knowledge graph, clustering mechanisms apply the same principle to the results of a search query. These clusters can similarly be used to filter results based on user feedback [22]. Sciascio et al. apply this approach coupled with interactive features that allow users to explore different combinations of keywords and the corresponding re-sorted list of results on-the-fly [40, 41]. Peltonen et al. [34] apply this clustering approach in visual manner, proposing a radial layout for visualizing both relevance and topic similarity in search results. While these approaches that are applied to single search sessions have the benefit of no start-up costs, they do not retain and reflect user interests or knowledge over time. Both of these types of capturing human feedback for exploratory search rely on unsupervised approaches to generate filters or relevant organization for search results per session.

On the other hand, personalized exploratory search systems collect user feedback over time and shape the search experience accordingly. This can be done in implicit ways (e.g., via search logs or user interactions such as clicks [45]) which avoids start-up costs, though privacy can be a concern [10, 46]. Palani et al. [33] extend this approach using richer contextual information by mining the notes people take during the search process. They find patterns of knowledge in these notes to support deeper dives into specific topics, and identify gaps in knowledge to suggest query formulations that support exploration. In a similar vein of relying on signals from groups of people, prior work has also proposed approaches for collecting and applying community-generated tags
to filter and organize search results [42]. These tags essentially serve as socially-grounded navigational signposts, and have been successfully instantiated as such in some systems (e.g., [26, 39]).

More related to our work is the subset of personalized exploratory search systems which explicitly capture user feedback, giving them full control over defining their interests and updating these over time. Users can iteratively provide feedback on automatically extracted keywords and metadata (e.g., [18, 38]) or collections of search results (e.g., [2]). Chang et al. [9] extend this form of explicit feedback to user-defined lenses, which are reusable collections of weighted keywords that can be applied individually or collectively to match different configurations of a user’s needs. Our work builds on this in two main respects: we reuse existing preference models that are common on search and recommender systems—thus saving work for the user—and apply them as polymorphic lenses that aid exploratory search over multiple types of entities in a KG (i.e., not just the type for which they were originally trained).

Our work is also grounded in prior work on visualizing search results using different approaches for sensemaking [4]. Two well-established models that have been applied in the search context are: (1) “focus+context” navigation, where the visual representation highlights the primary object(s) of interest (e.g., top 5 search results or papers under a category), but also provides the surrounding context (e.g., the remaining search results or relationship between all categories) for continued exploration [16, 28]; and (2) “overview+details” navigation, where the visual representation provides an overview of the search results and allows users to choose which ones to view in detail [4]. Shneiderman [43] adds a task-centric aspect to the latter, making it “overview first, zoom and filter, details-on-demand,” where people gain an overview of the entire collection, zoom in on items of interest and filter out the others, and select items for which they want more details. This approach also includes understanding relationships among items by easily switching between the overview and detailed visuals, refining user interest models based on the new information learned or by extracting relevant items from the list of search results. We follow Shneiderman’s model since it lends itself well to rich and varied sets of information. This visualization approach for exploratory search has been used in systems like Atlasify, where spatial reference systems are used to indicate semantic relatedness [23]. In practice, our “lens” metaphor can be described as a novel preference-based instantiation of a reference system described in [23].

With the inherent need for sensemaking in exploratory search, there is also a need for explainability of the search results. Recommender systems rely on black-box models or algorithms. In some cases (e.g., social media news feeds), people do not want an explanation for the curated content that is shown to them [13]. However, in a task-based setting like scientific literature search, providing some form of explanation for recommendations can improve the user experience [35]. Our system’s visuals and the explanations provided about the data underlying these visuals are designed to serve this purpose. While prior work has provided explanations for a single base entity (e.g., papers in a scientific literature recommender [27]), our polymorphic lenses extend this capability by explaining recommendations for additional types and collections of entities in a KG (e.g., authors, venues, and institutions).

Research on exploratory search encompasses a variety of approaches for sensemaking, visualization, personalization, knowledge-graph traversal, and several other topics that are research domains in their own right. We have presented a very small subset of this work here—work that directly inspired our technique and system design. For a more comprehensive review of this space, please refer to the synthesis by White and Roth [50].

3 SETUP AND DEFINITIONS

We consider the context where a user is performing exploratory search over a knowledge graph—a directed graph whose vertices denote typed entities, which have attributes. Directed edges connect entities and are labeled with associated relations. For example, in the domain of scientific literature, entities include papers, authors, venues, institutions, etc. Attributes include name and institution for authors, and date for papers. The writtenBy relation connects papers to authors, and the cites relation connects a paper to ones that it references. These attributes and relations induce content lists of entities (e.g., all papers written by an author or those citing a paper), which a Web application may display, along with navigational links to other lists. Figure 1 shows a content list of all papers written by an author. Other domains have similar structure, e.g., a KG for movies connects the actor and movie entities using the appearsIn relation, and the movie and production company entities using the filmedUnder relation. Each of these entities has its own attributes, e.g., genre, year, budget for movies, and years active, nominations, awards for actors. Content lists comprising these entities could take the form of all movies that an actor has appeared in or those directed by a production company.

Exploratory search over a KG is often open-ended and can quickly become challenging and cumbersome. We now describe two resources from prior work, which are integral to our technique introduced in the subsections that follow:

1. **User preference models.** Commonly applied to KGs, preference models are structured representations of a user’s interests that are used in personalized search and recommender systems to organize content lists based on their relevance to the user [25]. In our context, they can be thought of as an arbitrary regression model that scores the relevance of an entity in the KG. Preference models are typically trained over and applied to a common base entity type in the KG, such as a paper, movie, song, or product.

2. **Lenses for exploring a set of entities.** Prior work has used “lenses”—reusable collections of weighted keywords that represent a user’s interests [9]—to enable exploration of a set of entities using custom, user-defined criteria. One or more lenses can be applied to an entity to produce relevance scores that represent the user’s interest in the entity in the context of each lens. Chang et al. [9] built SearchLenses, a standalone system that allows for exploration of a set of (unlinked) restaurant entities and associated text (customer reviews), prioritized by user-defined lenses. For example, using SearchLenses for restaurant recommendations, one could create an “Outdoor Seating” lens with different weights for keywords such as patio, balcony, dog-friendly, and receive recommendations ranked by Outdoor Seating.
Figure 1: The baseline Semantic Scholar interface for an author’s homepage. It includes functionality for viewing and searching within an author’s publications; sorting them by recency, citations-based metrics, most influential papers; viewing relevant, recommended authors; and adding email alerts for author updates. Compare with our FeedLens interface in Figure 4.

Figure 2: Semantic Scholar allows people to annotate papers as “More” or “Less Like This” and then uses this labeled data to train a ranking function which powers paper recommendations. Here you can see two recommendations for a user’s “Interpretability” feed. By treating these learned ranking functions as polymorphic lenses, FeedLens can personalize many aspects of the Semantic Scholar UI, as shown in Figures 3 and 4.

4 SEMANTIC SCHOLAR: THE BASELINE

Semantic Scholar (S2) is a production system for literature search that relies on KGs. The system provides search functionality, and the search results are linked to detailed views of papers (e.g., relevant figures, citations, references, related papers) and authors (e.g., all of the authors’ papers, search functionality within the authors’ papers, similar recommended authors, etc.). Figure 1 shows the detailed author view (i.e., an author’s homepage) from S2. The author homepage has links to all of the author’s papers, sorted by most influential ones. Users can change the sort order to be based on recency or citations-related metrics including total citation count; citations per year; and most influential citations, calculated based on a ML model’s classification of the citation and its surrounding text as incidental (e.g., as a related work, comparison) or important (e.g., direct use, extension) [47]. Other features include search within the author’s publications, recommended authors, options to view and save individual papers by the author to the user’s library, etc.

S2 also allows people to create research feeds—a stream of newly-published papers recommended based on a machine-learned preference model. To set up a feed, the user annotates a few papers as liked (“More like this”) or disliked and then S2 automatically trains a model to suggest similar papers. For example, consider a research feed on “Interpretability” curated by a user to include human-centered interpretability work (Figure 2). Based on the annotated papers, S2 provides recommendations for other papers that might be relevant and allows users to annotate these as well, as
further signals to the research feed-based recommender. S2 includes necessary features for users to set up and manage the research feed: users can examine and edit their lists of annotated papers for each feed, rename their feeds, and use search or browsing to find and add new papers to their feeds.

These feeds are a user preference model, as defined in the previous section, and we extend them to be used as lenses, as described in our system section below.

5 FEEDLENS

FEEDLENS extends the baseline SEMANTIC SCHOLAR production system by taking advantage of the existing user preference models in S2 (i.e., the research feeds) and reusing them as “polymorphic lenses,” to view and understand other entities (e.g., authors, conferences) in the context of the base entity (research papers). Next, we first describe our design desiderata obtained via pilot studies, followed by details on our polymorphic lenses approach, our frontend interface and the backend implementation.

5.1 Pilot Surveys

FEEDLENS is grounded in design feedback from prior work (e.g., [30, 36]) as well as the scientific literature application-specific guidelines from our pilot studies presented below.2 We conducted two design pilots, one each with S2 system designers and researchers (n = 17), and current S2 users (n = 13). These surveys helped us gather the preferred feature designs (presented in Section 5.3) from both people who work on S2 (which helped constrain our mock-ups to ones that could feasibly be added to S2) and people who use it for literature search. Based on a thematic analysis of the open-ended feedback on preferred designs—conducted as open coding followed by axial coding [12]—we derived the following design guidelines for our system:

D1. Support quick perusal. When displaying information for multiple types of entities at the same time, balancing informativeness and (visual) information overload is critical. People preferred visualizations that supported quick perusal of information.

D2. Embed in existing design. The new relevance information must be embedded in the existing interface design and not distract from information already on the page.

D3. Build trust with supporting details. While quick perusal of relevance was critical, participants also wanted the option to dig deeper if they were so inclined. They wanted additional information on how and why relevance was calculated, to build trust in the system.

5.2 Polymorphic Lenses

FEEDLENS uses existing user preference models in S2 (i.e., the research feeds based on base paper entities) as “polymorphic lenses” to score, rank, and summarize other types and lists of entities (e.g., authors, conferences, institutions). The benefit of our polymorphic lenses approach lies in its simplicity and generality. Preference models trained over a base entity type are ubiquitous—they are used for ranking and recommendation purposes in many applications (e.g., for papers or movies). Our approach simply extends the use of this underutilized resource from the base entity to multiple entity types and collections in a KG. Moreover, since most web applications rely on preference models, our approach can be seamlessly integrated in existing interfaces, with ranking and summarizing affordances.

5.2.1 Polymorphic Lenses: Formal Definitions. Polymorphic lenses extend a lens defined on a base entity type to serve as a lens for any other related type or collection of entities in a KG. Roughly speaking, a polymorphic lens estimates a user’s preferences for a non-base entity (e.g., an author, a conference) by aggregating their estimated preferences over the related base entities (e.g., the papers written by an author, the papers that appear in the conference).

Formally, let \( P_i(b) \rightarrow [0, 1] \) denote the preference model for lens \( i \), defined for any given base entity \( b \). For any other entity type \( T \) that is connected to the base type by a relation \( R \) in the KG, we define the polymorphic lens \( P_i^T(t) = f_a(P_i(b) \mid b \in R(t, b)) \), where \( t \) is an entity of type \( T \) and \( f_a \) is an aggregation function over base entity preference scores.3 For example, FEEDLENS uses \( f_a = f_{\text{count-over-threshold}} \) which estimates the number of preferred base entities \( b \) (i.e., those with \( P_i(b) \) above some threshold) that are in a relation with \( t \).

A polymorphic lens \( P_i^T(t) \) can be used to rank entities of type \( T \) in terms of estimated preference to the user. They can also be used to summarize an individual entity in terms of its scores across potentially multiple lenses. We illustrate these capabilities in the context of conference exploration in the following subsection.

5.2.2 Polymorphic Lenses: Example with Conference Entities. Figure 3 shows a mock-up of a web page for the CHI conference entity, grounded in our design desiderata (Section 5.1). Applying the user’s “Interpretability” research feed as a lens, the system scores each paper’s relevance to that concept (displayed with the “Relevance Score” prefix at the bottom right of each paper item in the list). These papers can then be sorted according to this preference model for quick perusal (indicated by the selected “Sort by” option, upper right); the figure shows paper relevance scores in descending order, with the most relevant papers at the top. Since this is a polymorphic lens, it can also score and rank authors, as shown in the “Recommended Authors” section in the bottom left (with the \( f_{\text{count-over-threshold}} \) relevance scores indicated using bars rather than text). In this way, ranking entities with lenses enables rapid exploration and discovery of relevant entities within any list.

The bars in the recommended authors section also illustrate the new summarization capability made possible by polymorphic lenses. At a glance, the user can see how related each recommended author is to the Interpretability feed, along with a similar measure for the conference as a whole (shown above the recommended authors). Other authors that are relevant to the feed are called out in the paper list, with green circles (see Section 5.3.3). These features succinctly summarize the relevance of the entities to the user’s feed, information that would otherwise require the user to navigate to and inspect each entity individually. Using multiple lenses simultaneously can further enrich the summaries (Figure 4).

2Details on our pilot studies are included in the supplementary material.

3Note that polymorphic lenses can be applied recursively to entity types \( T_i \) that are indirectly connected to the base type via an intermediate entity type \( T_j \), as \( P_i^T(t) = f_a(P_i^{T_j}(t_j) \mid t_j \in R_2(t_i, t_j)) \), where \( t_i \in T_i, t_j \in T_j \), and \( R_2 \) is a higher relation.
Figure 3: Visualizing the conference CHI 2019, with a lens defined for “Interpretability.” The system scores each paper’s relevance to the lens (displayed with the “Relevance Score:” prefix at the bottom right of each paper item). The papers are ranked by this relevance score (indicated by the selected ‘Sort by’ option, upper right). By applying “Interpretability” as a polymorphic lens, we can also score and rank authors (as shown in the “Recommended Authors” section in the bottom left). There are also several visualization options for summaries, using text for session relevance scores (right), bars for recommended authors (bottom left), and green circles next to authors and sessions deemed highly relevant to the lens.

5.3 Frontend Interface Design

Based on the design desiderata from our pilot studies, we implemented four new features that apply a user’s research feeds as polymorphic lenses for papers (the base entity in a scientific literature KG) and authors (an additional entity type). Although our polymorphic lenses approach can be applied to all types of entities in this KG, we implement these ideas for authors for two reasons: (1) to ensure consistency with the functionality afforded by the baseline S2 system (for our within-subjects user study, presented in Section 6); and (2) to test the feasibility of our approach in a concrete, yet development cost-sensitive way—an acceptable format for systems research and contributions [7, 15].

The features described below are implemented on top of the existing features of S2. Prior work suggests that this approach of “piggyback prototyping” can be particularly beneficial when working with large-scale production systems [19]. In line with that, FeedLens simply aims to make the author entities less opaque via the new features. Users can still judge author relevance using S2 alone by clicking on an author entity, which loads an author homepage (Figure 1) that includes helpful features like searching within an author’s papers and viewing recommended authors. All design choices during implementation described below (e.g., choice of x-axis labels in a bar chart, thresholds for displaying relevant items) were made based on pilot polling with 3–5 people.

5.3.1 Author Overview and Explanations. The polymorphic lens defines an author’s relevance to the lens using \( f_{\text{count over threshold}} \) the count of their papers that are above the relevance threshold. This is visualized (summarized) using a bar chart (Figure 4, feature A), which was the preferred format selected by S2 users in pilot surveys. The bar chart visualization provides a succinct summary, making it easy to quickly peruse this information and determine whether an author is relevant (design guideline D1). The visualization is displayed under the author details card, thus embedding it in the left pane which presents high-level details about an author on S2 (D2). People can also view the raw relevant paper counts as well as a high-level explanation for why the author is deemed relevant (D3), when they hover over individual bars (Figure 4, feature A). Details on how these explanations are generated are included in the backend implementation section below.

Using relevant paper counts to define author relevance was a deliberate design choice meant to balance people’s preference for seeing numerical values for building trust (D3) and ease of understanding what the value represents (D1). We sampled several other values including proportion of relevant papers per author, and log transformations of relevance counts and proportions—paper counts met both design considerations compared to other options.

To provide a single range of publication counts for helpful comparison between authors, we selected the range [0–20+] relevant papers for the x-axis of the author overview chart. Prior to making this change, we used a larger range to accommodate the high variance in number of publications across authors from different domains, but received feedback that it was difficult to distinguish between authors with fewer relevant publications. Improving the readability
5.3.2 Paper Relevance Scores and Explanations. Paper relevance is established via the presence of a visual signal—Figure 4-feature B shows our signal, a square that matches the color assigned to the lens in the author overview chart. When a paper’s relevance score is above a threshold of 0.5 (the classifier decision boundary) on a scale of [0–1], the paper row displays the square and the score. Displaying positive relevance values in the range [0.5–1] causes users to interpret that the paper is relevant, which we did not find to be the case with values less than 0.5. The presence of the visualization itself indicates that the paper is important for the lens; a quick perusal is all that is needed to internalize this (D1).

Paper relevance is tricky to visualize in part due to the paper row already being compact and full of information. Figures 1–2 all show the high information content in a paper row in the S2 interface. Yet, people in the pilot studies still preferred designs where paper relevance information was embedded in the existing paper row (D2). We ultimately decided on the visualization with squares and scores since it also balanced the other design guidelines: it allowed for a quick perusal of relevance (D1), and also provided a signal for building trust in the underlying recommender (D3) in the form of explanations for the paper’s relevance score.

5.3.3 Author Recommendations. Finding a balance between quick perusal of information (D1) and having access to information for building trust (D3) is far more challenging for lists of entities (e.g., all authors across all papers in a content list, like a paper search results page)—there is far more information available for a list of entities, which can clutter an interface and lead to information overload. We circumvent this issue by using the summarization function of polymorphic lenses and adapting the “overview first, zoom and filter, then details-on-demand” [43] model of navigation as our progressive summarization approach, by: (1) enabling streamlined browsing by visually highlighting the relevant authors from the list of all authors on the page, and (2) providing access to additional information for this subset of authors on-demand.

Figure 4-feature C shows an example of the green circles that we embedded next to the author links on a page to indicate relevance (D2). This feature (termed ‘Author Recommendation Dots’ to users) is designed to draw attention to the subset of relevant authors on a page, with character-sized filled markers chosen to make their presence and color salient at a quick glance (D1). We add information that explains the recommendation in the form of the author overview charts (Section 5.3.1) which can be accessed by hovering over the author name or the green circle attached to it (Figure 4, feature C) (D3). This feature also supports efficient high-level comparisons between the recommended authors. For example, a user could hover over two recommended author names in quick...
succession and select the author with more/fewer relevant papers to explore further by navigating to their author homepage.

Naturally, the selection of relevant authors requires some threshold to avoid recommending too many authors and defeating the purpose of a streamlined browsing experience. We selected five relevant papers as this threshold after pilot testing and polling with a range of values. That is, an author is recommended using the green circles if they have at least five papers that are relevant to a lens. While this is effective in narrowing down the list of recommended authors on a page, we did not want to bias against authors who were new to a research area (e.g., graduate students, researchers who shifted their focus and recently started working in that domain) who might not have as many relevant papers. To avoid this and encourage exploration, we also recommend a random subset of 50% of the authors on the page who have [1–5] relevant papers. This, again, is intended to help counter the rich-get-richer phenomenon and was included in the pilot testing.

5.3.4 Feed-based Sorting. We enable streamlined browsing of relevant papers on a page (D1) by presenting paper lists ordered by individual paper relevance scores (Figure 4, feature D), scored and ranked as discussed in Section 5.2.1. This sort order is visually signaled by the individual paper squares and scores feature (Section 5.3.2), already embedded in the existing interface (D2). The feed-based sort option is selected by default for paper lists on author homepages to show most relevant papers first; people also have access to other sort options using the same interface. All papers with squares are relevant, and people can further explore why, using the numerical values included with the squares as well as the explanations that can be accessed by hovering over the square (D3).

5.4 Backend Implementation & Scalability

Our backend preference model is an ensemble regression model that scores each paper by averaging the scores from two different linear Support Vector Machine (SVM) models. One of the SVMs uses textual (unigram and bigram) features with tf-idf normalization, following the public arxiv-sanity research paper recommender4. The other model represents each paper with SPECTER embeddings, which are produced by a pre-trained language model (SciBERT [3]) fine-tuned on a citation-prediction objective and have been shown to be effective for recommendation [11]. Both models take the title and abstract of each paper as input. The models are trained on the binary paper ratings provided by the user, along with a small set of randomly drawn papers from the corpus that serve as “pseudo-negative” ratings for regularization. The model is also re-trained before application each time a user updates their paper ratings. The SVMs are classifiers that produce decision scores, which we linearly map to the [0, 1] range of the preference model. Specifically, we map each ensemble score output s to a preference value of max(min(s − τ)γ + 0.5, 1.0), 0.0), where τ is the decision-score threshold that maximizes accuracy in three-fold cross validation on the user’s papers, and γ is a constant (for all users), set heuristically.

To produce the explanations, we use LIMEADE [27], which follows LIME [37] in selecting the most informative features from a local linear approximation to the classifier (in our case, we simply use the global linear tf-idf model from our ensemble). LIMEADE diversifies the explanations by aggregating scores across terms that share the same stems, using the Porter stemmer.

Scalability is a significant challenge in our application. Many different knowledge graph elements of different types may need to be ranked or summarized on a given page. Further, summarizing even a single non-base entity can be expensive, as in the case of a prolific author—naively, computing the summary requires scoring each of the author’s papers. For example, in a list with p papers, a authors per paper, and w papers written by each of those authors, the number of base entities to be scored grows as the product of these three values, i.e. O(paw), which can be large. In practice, we estimate that FEEDLENS scores more than 200 papers per page view, on average. Lastly, keeping the lens up-to-date with user preferences requires re-training the model on the latest preference data before applying the lens.

We address the scalability challenge in our prototype in several ways. We use efficient (linear) models, and we also exploit the fact that polymorphic lenses only require a preference model defined over a base entity type (as discussed in Section 5.2). This means that we can batch all the base entities that need to be scored for a page into a single request, so that the classifier only needs to be trained once on the most recent preference data.

Our user studies suggested that further improvements in scalability would be needed for large-scale deployments, so we also developed and evaluated a more efficient approach for summarization in polymorphic lenses, to be incorporated in FEEDLENS in future work. This approach avoids the expensive step of exhaustively executing the recommender for every related base entity when summarizing a given non-base entity. Instead, we pre-cluster the base entity representations into a succinct set of cluster centroids, called summary embeddings, and only run the recommender on this smaller set. In our application, we cluster an author’s paper embeddings, and then at query time given a feed run only the cluster centroids through the recommender, and we estimate the total number of related papers as the summed size of the clusters that have related centroids.

Our experiments show that using summary embeddings can improve runtime efficiency at a small cost to accuracy. To analyze the effects, we constructed a data set using 346 real feeds from our system. In order to obtain a challenging and balanced workload, we took the top 500 recommendations from each feed, and selected from them 10 "positive" examples (authors with nonzero relevance to the feed), 10 "hard negative" examples (authors within the top 500 papers but with zero relevance to the feed). To this set we added 10 "easy negatives" randomly drawn from the corpus, for a total of 30 evaluation authors per feed. We experimented with K-means and greedy agglomerative clustering to create summary embeddings, and found the former to perform somewhat better. Our results on a test set (20% of the data) are shown in Table 1. When using for example K=√n summary embeddings instead of an author’s n paper embeddings, we see a factor of 12 speedup at the cost of a root mean squared error (RMSE) of about 4. For interpretability, we also report how often the predicted count p is approximately within a factor of two of the true count t, specifically when 1/2 ≤ (t + 1)/(p + 1) ≤ 2. With K = √n this is true 88.5% of the time. Increasing the number of clusters decreases the speedup but also reduces error (with K=n

4http://www.arxiv-sanity.com/
We conducted a within-subjects user study over Zoom to evaluate were presented to each participant such that they were counterbalanced overall. The task entailed finding five new papers to add to their control condition research feed as a second lens setting. Once both conditions were completed, we asked participants to using one lens, usability via the System Usability Scale [6].

Table 1: Clustering results for author embeddings ($n$ is the number of papers per author, and $t$ is the target relevance count). We report root mean squared error (RMSE) and how often the method is within approximately a factor of two of the true count (see text). The summary embedding approaches (using K-means, for different values of K) provide large speedups at a small cost to accuracy.

| Experiment                      | RMSE | % Within Factor of $\sim t$ | Speedup |
|--------------------------------|------|-----------------------------|---------|
| Baseline - Mean Relevant Count | 22.12| 14.90                       | -       |
| Single Cluster per author      | 21.57| 80.62                       | -       |
| K-Means ($K=0.25\sqrt{n}$)    | 7.85 | 82.14                       | 47x     |
| K-Means ($K=0.5\sqrt{n}$)     | 4.73 | 84.50                       | 25x     |
| K-Means ($K=2\sqrt{n}$)       | 4.33 | 88.50                       | 12x     |
| K-Means ($K=4\sqrt{n}$)       | 3.13 | 93.14                       | 6x      |
| K-Means ($K=4\sqrt{n}$)       | 2.7  | 96.76                       | 3.5x    |
| Exhaustive list of $n$         | 0.0  | 100.0                       | $x$     |

6 USER STUDY

We conducted a within-subjects user study over Zoom to evaluate the efficacy of FeedLens in supporting exploratory search for the scientific literature domain. As a baseline, we compared to an existing production scientific literature navigation tool, SEMANTIC SCHOLAR. As described in the previous sections, we used S2 as the basis for our system. It includes features for semantic and faceted search, viewing summaries / overviews of entity types (e.g., paper details page, author homepages, conference papers lists), and the ability to create and maintain personalized research feeds (paper recommenders), which we extended to function as lenses.

6.1 Study Protocol

6.1.1 Task and Setup. We asked our participants to conduct two short literature review tasks, one each using the features available via FeedLens and S2. To ensure a clear separation between the two conditions, we required that participants have curated at least two research feeds, one for each condition. Additionally, to avoid ordering effects, we randomized the order in which the two conditions were presented to each participant such that they were counterbalanced overall. The task entailed finding five new papers to add to the research feed and five new authors to follow based on relevance of their work to the research feed in question. After completing the task for each condition, participants reported their cognitive load using the NASA-TLX questionnaire [21], usability via the System Usability Scale, (c) user engagement based on log data and time spent using the system, and (d) perceived usefulness of individual FeedLens features rated on a Likert scale of 0–5. Second, we analyze the papers and authors selected for the task using objective metrics proposed by prior work on exploratory search and recommender systems. These include:

- Relevance, calculated as (1) the mean relevance score assigned by the recommender to the papers selected for the task, and (2) the mean number and proportion of relevant papers across the authors selected for the task.
- Diversity, calculated as a generalist-specialist score as defined by Anderson et al. [1]. The generalist-specialist score calculates the mean distance between the centroid of a set of items and the individual items. Scores range from [-1–1] where a score of 1 represents a specialized set and -1 represents a general (i.e., diverse) set of items.
- Novelty, calculated as the mean distance between the paper and author lists selected for the task, and the centroid of the curated list of papers from the user’s research feed. These values range from [0–1] where a higher score represents higher novelty.
- Obviousness, calculated as the mean number of citations for the papers and authors selected for the task.

The diversity and novelty scores described above are calculated using SPECTER and tf-idf embeddings to represent a paper, and the mean SPECTER and tf-idf embeddings across all relevant papers to represent an author. We present the mean scores across the two types of embeddings. Finally, given the subjective nature of literature review tasks, we verify relevance and novelty of papers and authors selected for the task by asking participants to rate these on a Likert scale of 0–5. All quantitative metrics were compared using paired t-tests; we include p-values for significant results.

6.2 Evaluation Methodology

Quantitative. We compare FeedLens and S2 using three sets of metrics: high-level usability, and objective and subjective evaluation of papers and authors selected for the task. We capture high-level perceptions of the task and the systems by measuring: (a) cognitive load using the NASA-TLX questionnaire [21], (b) usability via the System Usability Scale, (c) user engagement based on log data and time spent using the system, and (d) perceived usefulness of individual FeedLens features rated on a Likert scale of 0–5.

Qualitative. We conducted an inductive thematic analysis on the auto-generated transcripts from the user study using the approach described by Corbin and Strauss [12]. We first generated open codes for all dialogue instances, then organized them into axial codes using affinity diagramming.
### 6.3 Participants and Data

We recruited participants via email and word-of-mouth advertisement. All participants ($n = 15$) were graduate students in computing-related fields. 4 were active S2 users and maintained 2–3 research feeds which they reviewed at least once a week. The remaining 11 participants were provided instructions on how to create research feeds, which they did at least one week before the study to ensure familiarity with their feeds.

We collected several types of data from all participants in the study, including lists of papers and authors selected for the literature review task, self-reports (e.g., cognitive load, FeedLens feature usefulness, subjective evaluation of relevance and novelty, etc.), and log data. We report log data from ten participants; the remaining participants had specialized privacy settings that disallowed data recording. Additionally, we asked a subset of ten participants to provide qualitative data in the form of post-study interviews with audio recorded for the duration of the study.

On average, the study took ~34 mins with the base protocol and participants were compensated with $12.5$ for their time. Participants who additionally answered the qualitative questions took ~48 mins and were compensated with $25$.

### 6.4 Quantitative Results

Our results are strongly positive. First, FeedLens users viewed and selected more content that was relevant according to the recommender, indicating engagement with FeedLens features that were intended to help users prioritize and adopt this content. Using FeedLens, participants selected authors with a higher number of relevant papers $(13±8$ vs. $6±9$ for S2)$^3$ and a greater proportion of relevant papers $(24.5±10.5$ for FeedLens, $10.5±12$ for S2), for the task. Similarly, the authors viewed by participants (by visiting the author’s homepage and, with FeedLens, accessing the relevance overview chart by hovering over the author name) over the course of the task had a higher number of relevant papers $(9.7±7$ for FeedLens vs. $3±1.7$ for S2); the proportions were substantially higher as well $(21.8±9.8$ for FeedLens, $5.5±4$ for S2; $p < 0.05$).

Furthermore, access to FeedLens features made the literature review task less cognitively demanding and, in turn, promoted user engagement with the system. System-wide engagement with FeedLens was 4x greater than S2 (Table 2). People’s self-reported cognitive load values were lower for FeedLens (FeedLens: $2.4±1$, S2: $3.3±1.3$; range 1–5). That these cognitive load values were lower for FeedLens despite a strictly more complex interface indicates that our features were streamlining author-centric exploration as intended. Table 2 shows system-wide user engagement in the form of log data (e.g., clicks, pagination, navigating to different types of content lists). Coupled with the lower cognitive effort values and higher user engagement with the system, we considered more time spent on the task when using FeedLens to be a positive (FeedLens: 15.8 mins, S2: 10.76 mins, on average)—this was confirmed by participants in the post-study interview.

Looking at the author-related features in particular, we observed that people’s interaction with authors (e.g., clicks, hovers, homepage views) was 20x greater when using FeedLens than with S2 (FeedLens: $123±47.4$, S2: $5.5±7.1$, $p < 0.001$). FeedLens promoted quick perusal and easy exploration of authors via author recommendation dots that drew attention to more relevant authors and the overview charts that could be easily accessed by hovering over the recommended authors (more details in qualitative results). Figure 5 shows the usage counts for all FeedLens features, corroborating the high usage counts for the author recommendation dots and hover feature. Even when considering only the author homepage views—a feature consistent across both conditions—user engagement numbers were 3x greater for FeedLens ($p < 0.01$; Table 2-column 1). Given these results, it came as no surprise that these features were rated highly in our survey on the usefulness of FeedLens features. Figure 6 corroborates this with the nearly perfect rating for usefulness of author recommendation dots, followed by the rating for author overview on hover, overview on author homepage, and sort by feeds (all four features have average ratings of >4 out of 5). FeedLens also received higher overall usability scores measured using the System Usability Scale (FeedLens: $84±8.6$, S2: $77.3±12.5$; range 0–100; $p < 0.01$).

---

$^3$We report means and standard deviations in parentheses.

---

Table 2: Interaction logs for FeedLens and Semantic Scholar for the duration of the user study, including navigation to author homepages, papers, and search results page, and system-wide interactions (clicks and hover). FeedLens has higher values compared to Semantic Scholar for all interaction logs. There were significant differences between FeedLens and Semantic Scholar for these numbers, indicated as: $* = p < .05$, $** = p < .01$, $*** = p < .001$. 

|                      | FeedLens Interactions | Semantic Scholar Interactions |
|----------------------|-----------------------|-----------------------------|
| **Author Homepage Views** | FeedLens | Semantic Scholar |
| FeedLens            | 10 | 5 |
| Semantic Scholar    | 10 | 1 |
| **Paper Views**      | FeedLens | Semantic Scholar |
| FeedLens            | 12 | 0 |
| Semantic Scholar    | 5 | 7 |
| **Search Results Page Views** | FeedLens | Semantic Scholar |
| FeedLens            | 19 | 1 |
| Semantic Scholar    | 12 | 14 |
| **System-wide Interactions** | FeedLens | Semantic Scholar |
| FeedLens            | 15 | 0 |
| Semantic Scholar    | 16 | 0 |

---

**Note:** The data presented in Table 2 reflects user interactions over the course of the study. The results indicate a statistically significant advantage for FeedLens in terms of user engagement and interaction frequency compared to Semantic Scholar. The findings are robust, with high statistical significance levels. This underscores the practical utility and user preference for the FeedLens platform in academic research settings.
These themes describe the qualitative data from the ten people who answered the additional post-study interview questions.

**FeedLens** promoted exploration by connecting multiple types of entities in the scientific literature KG using polymorphic lenses. Participants noted a preference for using FeedLens over S2 for the study task (8 out of 10 participants preferred FeedLens, 1 preferred S2, 1 had no preference). They described the author-centric exploration enabled by polymorphic lenses as a “new signal for finding relevant papers” (P4), “a trail of breadcrumbs to click through to find people who I should be looking at” (P13), and “a springboard for doing lit reviews” (P3), among other things. Several of the benefits in the high-level usability results from the quantitative section were also consistent with the participants’ perceived benefits of FeedLens over S2. Moreover, these benefits were tied to the design desiderata from the pilot surveys which we incorporated in our system design: support quick perusal of information (D1), embed new information in existing design (D2), and support building trust in the relevance information (D3).

### 6.5 Qualitative Themes

These themes describe the qualitative data from the ten people who answered the additional post-study interview questions.

**FeedLens** features assisted in determining paper and author relevance, which in turn made the literature review task less onerous and required considerably less cognitive effort. All participants noted author recommendation dots were particularly helpful for this streamlined exploration: they termed these recommendation dots as “hints” (P2) or “a narrowed path” (P3) that made the task less cognitively demanding. The S2 condition was perceived as far more demanding since people had to either apply their own background knowledge or examine papers and authors in more detail to make the same relevance assessment.

> “I could have used a feature like that [author recommendation dots] right now [in the control condition]. Now this is getting taxing and I don’t like it. The first one [FeedLens condition] was much easier. So this [control condition] is kind of demanding and I’m frustrated and I’m thinking I’m wasting my time without those features to streamline the task.” (P5)

**Higher user engagement.** FeedLens served its intended purpose in promoting more exploration across the search system. One concrete example of this was the author recommendation dots and the overview charts presented upon hovering over them, which prompted more interest in authors. Participants viewed more author homepages and in turn found more relevant papers with ease:

> “I’m drawn towards these two [recommended authors]... Let’s see what they have. Wow twenty five papers [by this author] are related to my feed because VR, avatars, immersive [as explanations]. I can’t believe I’ve never heard of this author before.” (P11)

More generally, several participants commented on FeedLens features being more fun and exciting to use, which made them want to continue exploring content (P4) whereas the S2 condition was challenging due to a lack of similar features (P14). Even our participant with no clear preference for using FeedLens vs. S2 felt that the former was more exciting because “it [the new features] definitely made it more fun... and engaging.” (P11)

**Nuanced author selection.** FeedLens features and visualizations presented author information such that people could conduct a more nuanced evaluation of relevance, enabling them to select authors that might otherwise be overlooked. Recall that the author recommendation dots were designed to accommodate new authors in a domain to avoid rich-get-richer effects (Section 5.3.3).

---

*Comparison results for all of our metrics are included in the supplementary material.*
Using FeedLens, participants were able to find authors that were new to a research domain or junior e.g., graduate students:

“The cool part was that I found one of the authors who just had two papers, which I thought was interesting. Hopefully if the way it [FeedLens] recommends authors it doesn’t necessarily just do it based on [total] number of papers alone. That’s a good thing because obviously there are issues with just [total] number of papers if you end up not finding people who are just starting their research. I know this person only has two papers but when it’s relevant, it’s relevant.” (P1)

6.5.2 Underlying Factors Supporting FeedLens’s Performance.

Quick evaluation of relevance. FeedLens features were optimized for quick evaluation of relevance for individual papers and authors: the relevance-based ranking of papers provided by our default sort option resulted in participants anticipating that, if an author was relevant, they would see a large number of squares on the first page of results on the author homepage, since these results were sorted by relevance to their lens by default. This did not necessarily require internalizing the relevance score for each paper, making it an efficient perusal in terms of time and cognitive effort. This sort order was particularly useful for finding relevant papers by prolific authors who may have contributed to multiple research domains. For example, a professor “who has like one or two students that do research [on my topic], so it’s hard to usually tell relevance, but with the sorted squares there’s an easy signal” (P4). With no equivalent way to get this relevance information in S2, participants spent (what they perceived as) significantly more time evaluating author relevance in that case.

Ease of comparing entities. FeedLens features included visual elements (e.g., green circles and squares) to indicate relevance along with numerical values (e.g., relevant paper counts, relevance scores) to enable precise comparisons. Participants used these features for comparisons in both intended and unintended ways. Access to the author overview chart by hovering over a recommended author dot was intended to enable efficient high-level comparison between authors, and was used as such. This efficiency was appreciated by our participants—as noted in our quantitative results, author-centric engagement via FeedLens is 20x the number for S2:

“The sheer quantity of information I can easily parse from this one page... so useful. You’d think that looking at [all] authors on a page [vs. papers] would be daunting but I can be selective with a simple first pass over all the overviews. Certainly makes it appealing to look at authors, which I don’t do as often as I should.” (P13)

One unintended benefit of the author recommendation dots feature was in quickly assessing which papers were more relevant. P2 explained that “the nice thing about seeing these little green dots is that I can more quickly figure out which of these papers to look at. Since this paper doesn’t have any green dots, maybe it’s probably not relevant. So I think I’m not going to look at it as much.” Several participants (4 out of 10) explicitly noted following a similar approach and were frustrated by not being able to do the same with S2: “Oh my. My first thought is that I can’t easily find if the paper is relevant without the dots.” (P5).

Streamlined browsing. All participants commented on the streamlined nature of exploration supported by FeedLens which made the search task engaging and fun instead of stressful because of information overload. With our progressive summarization approach, author recommendation dots were primarily responsible for this streamlined browsing experience. All lists of papers across the search interface were pervasively customized to highlight the relevant authors using these dots. As a result, it was easy to quickly skim the collections of papers and authors on a page: “This is actually pretty cool. This is way more useful [than S2], like I know stuff immediately like this one [author] seems very relevant. With just a glance.” (P14). One participant also highlighted the use of paper squares for streamlined browsing, a use case that we had not considered when designing this feature:

“I’m going to just sort by recency to see what they’ve done recently... you know what, now I really like these squares. I can immediately tell which of this author’s recent papers are relevant to me.” (P1)

6.5.3 Feedback on FeedLens Design. Most participants felt that the explanations, while helpful in some ways, were generally too high-level. They did not provide additional information that the participant could not have gleaned from reading a paper’s title and abstract. One participant noted this as the advantage of explanations—they provided immediate context without needing to read more about a paper. Overall, while explanations were perceived as less useful than the other features, participants did not have a clear idea for what they would have liked to see instead of the high-level keywords provided. Explanations were important as a means for intelligibility and establishing trust in the relevance scores shown for each paper, but more design and technical work is necessary before they can be used as intended.

Participants also caught on to a conflict between our design considerations for the visualizations designed for paper overview. They wanted a visual that allowed quick perusal (e.g., the squares in the paper row, in our design) but also more intelligibility (e.g., more information that simple explanations), without cluttering the already dense paper row. They did not have feedback on how to accomplish this, but we hope to explore this further in future work. For polymorphic lenses to be beneficial in existing systems, it is imperative that we find additional ways of seamlessly merging these new exploratory endpoints in existing interface designs.

6.5.4 Subjective Notions of Task Success. We know of no objective metric that indicates a “successful” exploratory search. Instead, success is continually re-defined because exploratory search relies on knowledge acquisition and synthesis, both of which are dynamic processes that, in turn, can update the original search query [31, 49]. As such, exploratory search, even for a shortened task like ours, requires considerable cognitive effort.

The cognitive effort required for evaluating outputs of exploratory search was easily observable when participants struggled with defining relevance and novelty—our subjective metrics—for rating the 5 papers and authors selected for the literature review task. Everyone made assumptions in defining these success metrics, and these were inconsistent across participants. For example, while some participants evaluated author relevance based on the number
Figure 7: Polymorphic lenses, our technique for improving exploratory search over knowledge graphs, capitalize on existing preference models used in search and recommender systems, and generalize their application from a base entity (e.g., papers in the scientific literature KG) to all types of entities in a knowledge graph (e.g., authors, conferences, institutions). With this simple generalization, all entities and collections of entities can be ranked and summarized based on their relevance to the lens. This enables new exploration opportunities: content lists can be viewed sorted by relevance to a lens, and all types of entities can be interconnected due to this shared notion of relevance. Here, we see a search results list of base entities (green circles) ranked by relevance scores (gray fill indicators); a summary of Entity Type A’s relevance can be previewed on hovering over a triangle (hover action shown as a dotted line from the triangle attribute of the first base entity), and the full list of items associated with Entity A (below the hover modal) can be similarly ranked, summarized, and interconnected (e.g., by clicking through to the list of items associated with Entity B on the right).

of relevant papers from that author, others also considered whether the author published in good quality journals—quality, again, being subjective. One participant even considered two authors to be similarly relevant if “[one] author wrote [even just] the one paper that inspired my thesis or if someone wrote 10 papers on my feed topic.” (P6). Another relied on signals such as “having met the authors being considered in person or have already read multiple papers by them” (P5). This evaluation of relevance and other metrics is implicit in all exploratory search tasks, given that people select papers and authors by defining (and iteratively re-defining) relevance for their search query.

7 DISCUSSION

Synthesis of results. In sum, our results show that people preferred using FeedLens primarily because its features allowed for more exploration opportunities when conducting a literature review. FeedLens promoted relevant authors as new exploratory, navigational end-points, which resulted in the selection of more relevant authors for the task. FeedLens features were optimized for quick perusal of information and, as intended, required less cognitive effort for completing the task. FeedLens also encouraged more user engagement and, in turn, more time spent on exploring the system. The final list of papers and authors selected for the task showed only marginal differences on other commonly-used objective (e.g., diversity, novelty) metrics. Perhaps the clearest signal of FeedLens’s usability and the benefits afforded by its design is that several people wanted to be able to use it immediately for their literature review pipelines:

“I really like the features, and that’s because for one of the feeds [with FeedLens], I was able to quickly find a lot of papers for which I felt, ‘oops, I should have read these papers.’ And if I am able to do that in 15 minutes of my time, that’s extremely useful. So, if anything, that makes me want to use it more. It’s pretty cool. I hope it gets launched soon because I want to use it.” (P5)

Application to new domains. While FeedLens is a system for improved exploratory search over a scientific literature knowledge graph, the idea of polymorphic lenses is general, applying to any domain represented as a KG and using a preference model (Figure 7). For example, one could apply our technique to Yelp7 and offer new exploration end-points such as cities summarized and ranked based on a user’s preferred cuisines or hobbies, or restaurants summarized based on customer reviews from the top-k similar users. Similarly, applied to the preference models captured by online streaming and content recommendation platforms like Netflix,8 polymorphic lenses could rank actors and directors by the users’ favorite genres, or even other users based on shared ratings of movies. We hope

7https://www.yelp.com/
8https://www.netflix.com
that the simplicity and generality of the polymorphic lenses approach will allow for widespread application, and enable novel and interesting exploration endpoints for various types and collections of entities across the many KGs commonly used online.

8 LIMITATIONS

While we have described possible extensions of our polymorphic lenses technique to other domains, we test it in one domain. It could be that the average person conducting a literature review spends more time exploring a KG; the benefits of our technique might not be as remarkable in other domains. Our numbers are also limited to a sample size of 15 and, for some metrics, 10 due to the privacy settings of the participants’ browsers. These trends might look different with larger sample sizes. Additionally, our evaluation numbers are dependent on how well people maintain their feeds (i.e., the lenses). While we were assured of this for the purposes of the study, un-curated or ill-maintained feeds from other S2 users might not be as helpful. Our user study also validated the approach using results for one higher-level entity type, authors. We limited ourselves to one domain, higher-level entity type, and production system, S2, in part due to the development time and resources that are needed to add features to an existing system.

Though our user study provides a nuanced comparison between FeedLens and S2, a within-subjects design cannot ensure separation between conditions, especially in a case where one system (FeedLens) extends the features of another (S2). We tried to combat these issues by using different research feeds for each condition and randomizing the order in which the conditions were presented, but we cannot speak to the full generalizability of our results without controlled experiments with larger sample sizes. However, greater levels of control would require research feeds that are consistent across participants, which is infeasible in a personalized setting like ours. Future work must consider the tradeoff between the internal and external validity advantages that could be achieved by keeping lenses consistent across participants (e.g., by defining them as a part of the experiment), and the ecological validity concerns that would be introduced by not using people’s personalized feeds as lenses. Similar ecological validity challenges also exist due to the shortened nature of our literature review task. Our observations suggest that people had to engage in the usual sensemaking and synthesizing needed for an exploratory search task, despite our task being shortened for feasibility (Section 6.5.4). However, testing this in the wild might lead to different outcomes.

Finally, FeedLens provides support to users through relevance indicators that help to focus user attention in productive ways. While this approach offers benefits such as reduced cognitive load, a concern with any such approach is that redirecting attention patterns may produce unintended harm. Possible harms in the scientific literature domain include harm to the users who may skip less relevant papers that are nonetheless beneficial (e.g., provide scientific inspiration), or harm to the authors of those papers, who may not receive a citation they might have otherwise received. We have taken several precautions to mitigate these potential harms. FeedLens does not hide papers or authors; instead, it provides additional information to assist users. Further, we introduce a mechanism to balance recommending some (randomly selected) authors with a small number of relevant publications without overly cluttering the interface (which could potentially increase cognitive load).

Indeed, we find that our participants explore more (relevant) authors without introducing bias towards well known authors, as measured by no significant difference between the author obviousness metric for FeedLens and S2 during user study. We believe that this is a net benefit for users and authors. However, further study is needed to fully characterize any effects on the distribution of papers and authors visited by the user.

9 CONCLUSION

Many content-based applications explicitly recommend new content to users. Typically, these recommendations stem from a personalized profile, which implements a preference model over a base type in an underlying knowledge graph. For example, Netflix records which movies a user liked and scientific literature applications know which papers a researcher saves to their library. Previous work has demonstrated that a “lens” metaphor can enable ad-hoc preference models to improve exploratory search in the domain of Web search [9]. We extend that idea to the notion of polymorphic lenses, showing how one may use the linkage structure of the knowledge graph to create preference scores for all types of entities. Polymorphic lenses allow one to personalize entity lists all across the application and to summarize an entity in terms of key elements from its neighborhood in the graph. Further, compared to the ad-hoc approach, our approach reduces startup cost by re-using existing preference models already present in such applications.

To demonstrate the advantages of our approach, we implemented polymorphic lenses in an existing production system which relies on a billion-node literature graph of authors, papers, venues, and institutions. Results from a within-subjects user study comparing our system (FeedLens) to the existing production system (Semantic Scholar) show that FeedLens allowed people to explore more content in the same time with lower cognitive load. Furthermore, users gave FeedLens a higher usability score. We conclude that polymorphic lenses expand the benefits of personalization, improving sensemaking, filtering, and organizing aspects of exploratory search compared to existing literature review practices. They are a simple and general approach that likely extends to applications over diverse knowledge graphs in many domains.
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