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ABSTRACT

Background: Machine Learning (ML) systems rely on data to make predictions, the systems have many added components compared to traditional software systems such as the data processing pipeline, serving pipeline, and model training. Existing research on software maintenance has studied the issue-reporting needs and resolution process for different types of issues, such as performance and security issues. However, ML systems have specific classes of faults, and reporting ML issues requires domain-specific information. Because of the different characteristics between ML and traditional Software Engineering systems, we do not know to what extent the reporting needs are different, and to what extent these differences impact the issue resolution process.

Objective: Our objective is to investigate whether there is a discrepancy in the distribution of resolution time between ML and non-ML issues and whether certain categories of ML issues require a longer time to resolve based on real issue reports in open-source applied ML projects. We further investigate the size of fix of ML issues and non-ML issues.

Method: We extract issues reports, pull requests and code files in recent active applied ML projects from Github, and use an automatic approach to filter ML and non-ML issues. We manually label the issues using a known taxonomy of deep learning bugs. We measure the resolution time and size of fix of ML and non-ML issues on a controlled sample and compare the distributions for each category of issue.

CSCS CONCEPTS
• General and reference → Empirical studies.
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1 INTRODUCTION

Software issues are well studied and best practices for reporting issues is well known [2, 5, 6, 8, 12, 14, 23]. In this report, we use ML issues to refer to tickets raised in open-source ML projects that indicate an ML-specific problem in the ML code of the software (as opposed to non-ML issues related to the system surrounding the ML code, such as configuration, data collection, and data verification components). The ML issue shown in Figure 1 shows an issue that occurs when training a model based on specific transformer models, i.e., the issue arises only when using certain ML models. This category of issue is specific to ML. The implication of these ML issues on resolution time and size of the fixes is unknown. By investigating ML issues new techniques can be devised for efficient and effective ML issue reporting and resolution strategies.

Existing methods to maintain and monitor traditional software systems are not sufficient for systems that have machine learning components because of the non-stationary nature of the system which involves data and models components that evolve and changed constantly [17]. Mounting evidence also shows that ML has unique failure modes [10], no known techniques for robustness guarantees (ML will eventually fail), and gradual degradation occurs due to data shift [25]. ML specific testing strategies help but are insufficient for guaranteeing bug free software – failure cases will be missed during testing. However, fixing issues in ML involve an exploration process to investigate i) the training process, ii) modelling assumptions, and iii) changes in the data. Studying the impact of issues in ML has implications on a) issue assignment, b) issue reporting templates, and c) task prioritisation.

Current research on ML issues focuses on bug classification [10, 21, 24], root cause analysis [4, 11, 19, 29–31] and defect detection [16, 26, 28]. This research provides an understanding of the characteristics of ML issues but does not compare to our existing body of knowledge on software issues. Without drawing a direct comparison to prior knowledge we cannot assess if existing best practices apply for ML issues. Specifically we do not know if ML issues follow the same distribution for i) resolution time or ii) fix size.

We investigate the following: (1) frequency of ML issue categories to empirically evaluate an existing taxonomy [10]; (2) the differences between ML and non-ML issues in terms of resolution time and size of fix; and (3) compare the different ML issue categories with regards to resolution time and size of fix. Our research is intended to guide future work into ML issues.
Figure 1: An open ML issue on spaCy\(^1\) related to the model architecture found during model training.

Figure 2: Bugzilla issue life cycle [7]

2 ML ISSUE LIFECYCLE

The life cycle of a software issue is well understood [7]. An example life cycle for the Bugzilla issue tracker is shown in Figure 2. Our overall hypothesis is that ML issues will take longer to fix than non-ML issues. Below we motivate how delays for ML issues can occur at each stage of the issue lifecycle. Issues that take an unexpected amount of time to close impact project schedules and increases maintenance costs.

Unconfirmed. Issues raised for a software system occur when a user experiences a system failure. Users fill out an issue report that documents the failure in a ticketing system to be assigned to a developer. Project teams need a thorough understanding of the application and the category of issue to be able to estimate time to create a fix. However, ML issues have specific defect categories [10]. In some cases, the only symptom of these defects is that the prediction is incorrect [22]. This requires exploration time to understand the root cause. Whether the categories of ML issues impacts resolution time is unknown.

Assigned. Knowing who to assign an ML issue to is challenging as ML issues occur in a) the architecture of the model, b) training pipelines, c) choice of hyperparameters, d) serving pipelines, and d) assumptions about inputs. Different skills are needed to address an ML issue depending on the location including MLDevOps, Data Engineers, Software Engineers, and ML experts. Assessing the right developer to resolve an ML issue influences the time to create a resolve.

Resolved. Once a developer has been assigned an issue they attempt to locate, and resolve the issue. To resolve an ML issue like the one in Figure 1 understanding is required of the different model architectures and the training process that causes the error. Resolving ML issues requires time to prepare, train, and validate an ML model.

Verified. Verifying of ML is an on-going research area [27]. The difficulties of verifying if an ML issue has been resolved lie in understanding the unbounded function learned by the machine – the limitations of the machine cannot be inspected by a human. We hypothesise that the challenges with verifying an ML issue would contribute to a longer resolution time than non-ML issues.

Closed, Re-Opened. ML issues resolved by retraining involve no code or configuration changes (i.e., only model versions and training data are updated). This requires additional infrastructure outside of the source code repository indicating how the training strategy (i.e., hyperparameters, and training data) addressed the issue for replication.

3 RELATED WORK

Research on issues in ML applications has focused on categorising bugs and building taxonomies [10, 21, 24], finding root causes [11, 29–31], ranking bugs by frequency and severity [11, 24, 29, 30], extracting common fix patterns [21, 29], and measuring resolution time [21, 24]. Some class of ML defects are more severe than others and requires a extended time to fix [21]. In 2017, Sun et al. [21] conducted an empirical study on real bugs in ML programs from 329 ML issues from 3 large open-source ML projects from Github and found that nearly 70% of bugs are fixed within one month, certain types of defects are more severe than others and require a extended time to fix [21]. However, they did not compare the empirical statistics against a baseline for non-ML issues. In 2019, Arya et al. used supervised learning to extract common topics from 15 complex issues reports and its comments from 3 open-source ML projects Arya et al. [1]. The aim of their study is not to understand ML specific issues but to generalise these topics to software projects. In 2020, Humbatova et al. analysed GitHub issues/PRs/commits and Stack Overflow discussion to propose a taxonomy of deep learning faults and conducted interviews with practitioners to rank categories of bugs based on severity and effort required [10]. However, the severity and effort estimates for each category are based on interviews rather than an empirical analysis of issues.

\(^1\)https://github.com/explosion/spaCy
4 RESEARCH QUESTIONS

To guide the research and investigation we propose the following research questions.

RQ1. What is the frequency of ML issue categories in open-source projects? Our goal is to partially replicate the taxonomy created by Humbatova et al. [10]. Replication will add to the empirical evidence in support of the taxonomy and inform research direction, e.g., what are the common ML issues to focus on for auto-repair techniques? We will attempt to apply the taxonomy in [10] to classify our ML issues and identify which categories are most frequent and whether there are any categories missing (which we will classify as ‘other’ if present). The classification of ML issues is also required for our later research questions.

H1.1 The categories of ML issues in our dataset will occur with similar frequency to that observed by Humbatova et al. [10]. However, there may be minor differences as a result of different sampling strategies and analysing a broader class of ML projects than just deep learning.

H1.2 No new categories will emerge from our dataset of ML issues as the original taxonomy [10] was created from investigating Stack Overflow, Github and interviews.

RQ2. How does the distribution of ML and non-ML issues compare in terms of resolution time and size of fix? The purpose of this research question is to investigate if the characteristics of ML impact the resolution time and size of a fix. Our goal in addressing this research question is to investigate if:

H2.1 There will be no difference in the size of the fix between ML and non-ML issues.

H2.2 ML issues take longer to resolve than non-ML issues. We hypothesise that attributes of ML will require longer resolution times due to i) training strategies, ii) modelling assumptions and iii) location of defect (i.e., in model architecture, training strategy, hyper-parameter configuration, or code implementation).

RQ3. How does the distribution of different ML issue categories compare in terms of resolution time and size of fix?  

H3.1 Training data and training process are the two categories of ML issues that take the longest time to resolve because Humbatova et al. found that they have the highest severity and effort required to fix according to their survey and interview with practitioners [10].

H3.2 Training data and training process are the two categories of ML issues that take the biggest size of fix to resolve because Humbatova et al. found that they have the highest severity and effort required to fix according to their survey and interview with practitioners [10].

5 VARIABLES

In table 1 we outline the variables we will measure for each issue. A detailed description of each variable is provided below.

Independent Variable:

- Category: Issues will be categorised as either an ML issue (i.e., meets the filter criteria specified in subsection 6.2) or a non-ML (i.e., an issue that doesn’t directly relate to ML, even though it occurs in the context of an ML project repository).

ML issues will be further sub-categorised using the taxonomy of real faults in deep learning systems [10].

Dependent Variables:

- Resolution time: Measured by the number of days between opening the issue and marking the issue as closed (this operationalisation is chosen due to the simplictic nature of Github’s issue tracking system, which does not have an explicit resolved state). Open issues, and issues closed without an associated PR (e.g., won’t-fix) will be excluded from the study.

- Size of fix: Measured by the number of lines of code changed in the PR(s) associated with the issue. Specifically, the number of inserted lines plus the number of removed lines. For consistency with the metrics reported by version control tools (git), we included comment lines as well as blank lines of code, and attempt to detect file renames to avoid overestimating the number of changed lines when a file is renamed.

Confounding Factor:

- Project repository: Github contains projects of different sizes and project maturity, and these project factors could affect the resolution time and size of fix. To prevent confounding, we sample an equal number of ML and non-ML issues from each project repository, thus ensuring that ML and non-ML issue sets are identically distributed in terms of project factors.

6 DATASET

6.1 Data Source

In 2020, Microsoft released a paper [9] containing all AI and ML relevant projects from Github in the past 10 years. The dataset from this paper is used as a starting point, it contains 700 AI & ML frameworks & libraries, and 4,524 repositories using applied AI & ML.

6.2 Collecting ML and Non-ML Issues From Open-source Projects

To test all hypotheses the following method is proposed as shown in figure 3:

1. Select ML projects: We first randomly sample projects written in python from the list of ML projects to manually assess the data source. We chose to focus on python because it most popular languages for open-source ML projects on GitHub [3], ensures size of commits for our research questions are not confounded by different languages, and because the existing taxonomy [10] that we will be comparing to was derived from artifacts and discussion related to deep learning frameworks for python. After that, we narrow down the number of projects for the manual categorisation of ML issues. We select ML repositories using the following criteria: newness (the projects must be created in the last 5 years), popularity (the projects must have at least 100 stars), activeness (the projects must have at least a commit in the last 2 years), and language (the projects must be written in python).
Figure 3: High level methodology for data collection and analysis (green: manual process, yellow: automatic approach, blue: dataset, purple: automatic approach using Github API)

(2) **Collect issues and PRs**: We use Github API to get all closed issues of the selected projects from the previous step then map the PR that closed the issue.

(3) **Filter issues with ML keywords in titles**: We first start to select ML keywords from a subset of the ML Glossary from Google\(^2\). The ML keywords glossary includes overloaded words such as "class", and "test" which could refer to either ML or non-ML concepts and thus lead to false positives. To mitigate this issue, we manually check that the filtered list of issues are using those words in an ML context.

(4) **Collect commits**: For each PR, we use Github API to retrieve all commits associated with it and download the source code of each commit.

(5) **Filter issues with PRs that contain ML code**: We first select ML libraries currently used in popular python deep learning frameworks: tensorflow, keras, pyTorch. After that, we filter issues with associated PRs in which the commits contain at least a python script with one of the selected ML libraries as an import statement. This will give us a **ML issues dataset**. This dataset satisfies two criteria: 1) issues contain ML keywords in the title, and 2) the fix for the issue is in the context of a script that uses ML libraries.

We also sample a **non-ML issues dataset** from each selected project, in equal proportion to the number of ML issues detected in that project (this sampling strategy helps to prevent confounding effects arising from project factors). Non-ML issues are those that don’t meet the ML criteria, but meet all other criteria (i.e., closed issue with an associated PR request).

(6) **Label issues against existing taxonomy**: We manually label ML issues in the ML issue dataset against an existing taxonomy [10] using an iterative approach described in section 7.1.

(7) **Run statistical analysis**: When there are more non-ML issues than ML issues or vice-versa, we will randomly sample the group with a greater number of issues such that the number of issues in each group is equal. After that, we compute the size of fix (variable S) and the resolution time (variable T) of each issue. After that, we examine how the category (variable C) of issue affects S and T using the visualisation and statistical tests described in section 7.2 and 7.3.

7 EXECUTION PLAN

7.1 RQ1: What is the frequency of ML issue categories in open-source projects?

We plan to manually label all the ML issues using an existing taxonomy of ML faults [10], and count the number of issues in each of the categories. We choose this taxonomy to follow because the research is published recently in 2020 in a well-established conference, is comprehensive using a mix method of survey, open-coding techniques, and it is empirically derived from real-world projects and discussion.

In our study, we test the reliability with which the taxonomy can be applied as an initial step. We follow an iterative process to validate the result of our classification against existing classes of bugs in the taxonomy. First, 3 raters study the taxonomy and the definitions of each category. After that, we randomly sample 30 issues and have 3 raters independently label them. The inter-rater agreement of the labelling process is measured by the Light’s Kappa metric [15], which equals the average of all possible combinations of bivariate Kappas between raters. This metric indicates an overall index of agreement. A low Light’s Kappa metric will be addressed

---

1https://developers.google.com/machine-learning/glossary

2https://developers.google.com/machine-learning/glossary
by refining the taxonomy and repeating the process until the agreement is substantial (Kappa score above 0.61 [13]). The first author will then independently label the rest of the issue dataset. For issues that do not fit in any category in the taxonomy, we put them in a separate list and open-code it later.

Finally, we compare the distribution of the issues with the distribution from the existing taxonomy paper using descriptive statistics. Specifically, we will compare the percentage of issues in each category from labelling our dataset to the percentage of issues/posts/interviews that were used to construct each category in the existing taxonomy by Humbatova et al. [10].

7.2 RQ2. How does the distribution of ML and non-ML issues compared in terms of resolution time and size of fix?

To compare the resolution time distribution between ML and non-ML issues, we first calculate the resolution time for each issue as the difference in time between when the issue was first opened and when it was last closed. We only investigate issues that have an associated PR, which helps avoid inclusion of issues that were closed without being fixed. We compute distribution for ML and non-ML issues separately, then compare the two distributions. We plan to visualise the two distributions using a cumulative distribution plot, showing the percentage of resolved issues as a function of resolution time. After that, we conduct non-parametric statistical tests to check whether and how the distributions differ; specifically a K-S test to show the percentage of resolved issues as a function of resolution time. After that, we conduct non-parametric statistical tests to check whether and how the distributions differ; specifically a K-S test to determine if the shape of the distributions differ, and a Kruskal-Wallis test to determine if the medians differ.

We will repeat the above analysis procedure to study differences in the size of fix between ML and non-ML issues. Specifically, we measure the size of fix as the number of changed lines in the PR(s) associated with the issue. This analysis will add additional insight into any differences identified in resolution time. For example, if ML fixes are found to be of equal size to non-ML fixes, but still take longer to resolve, this would be suggestive that ML issues may take longer due to missing information in the defect report needed to efficiently locate and resolve the ML issue rather than being due to implementation complexity.

7.3 RQ3. How does the distribution of different ML issue categories compare in terms of resolution time and size of fix?

To answer this research question, we compare the distribution of resolution time and size of fix for each of the issue categories labelled using the taxonomy of ML faults [10]. We begin by comparing the distribution of resolution time and size of fix for each of the top level categories of issues in the taxonomy (model, tensors & inputs, training, GPU usage, API). The Kruskal-Wallis test (a non-parametric version of ANOVA) will be used to determine if the medians of the groups differ. If there the test indicates significant differences at the top level categories, for each top level category, we will perform a test of whether there are differences between its subcategories. We will continue in this manner and stop descending branches of the taxonomy for which no significant differences are found between its subcategories, which could indicate either insufficient data at that level of granularity to explore further, or negligible differences between those categories in terms of resolution time and size of fix. As this analysis involves a large number of statistical tests, Bonferroni correction will be applied to account for the number of tests performed at each depth level.

The outcome of this analysis will be an understanding of whether and how the distributions differ, and a Kruskal-Wallis test to determine if the medians differ.

8 THREATS TO VALIDITY

8.1 Internal Validity

The size of fix may be misleading in some cases, such as a project refactor. In particular, past research identified cases of repositories that encoded data as python files, leading to source files with over 50,000 lines of code [20]. To lessen the impact of this risk, our execution plan makes use of non-parametric tests (e.g., that test for a difference of the median rather than mean, and are thus less sensitive to outliers). Furthermore, our analysis involves visual inspection of the distributions which will allow identifying outliers and investigating possible causes.

8.2 External Validity

Our analysis assumes that ML issues are reported using the issue tracker, that the PR fixing the issue is linked to the relevant defect report, and that the issue is closed after resolution. However, ML development may follow a less formal process that traditional software, for example, may be conducted in notebooks using informal versioning practices [18], in which case ML issues with linked PRs containing fixes may not be present in the issue tracker. If our data collection results in few ML issue reports, future work will be to investigate whether ML issues are being reported and fixed through informal processes.

The scope of our study is limited to ML projects written in python. This was necessary so that we could identify ML code modules in a consistent manner (based on the libraries they import). Python is the most popular languages for open-source ML projects on Github [3], but restricting the scope to a single language may still limit the generality of our findings.

Furthermore, we only analyse open-source projects, thus may not capture the issues faced by companies running proprietary ML pipelines in production. In particular, ML issues such as data shift are inevitable for companies running ML in production, but may not occur in open-source ML projects that serve as a library or are demonstrated on static datasets.

8.3 Construct Validity

Our study measures resolution time and fix size. However, the interpretation of these constructs in nuanced. A long resolution time could be because the issue was difficult to resolve, or it could simply be because the issue was considered low priority by developers. Similarly, an issue that is of a large size may indicate that it was more complex to resolve, or could simply point to poor coding practices.
