Hybrid Jammer Mitigation for All-Digital mmWave Massive MU-MIMO
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**tl;dr**—Low-resolution analog-to-digital converters (ADCs) simplify the design of millimeter-wave (mmWave) massive multi-user multiple-input multiple-output (MU-MIMO) basestations, but increase vulnerability to jamming attacks. As a remedy, we propose HERMIT (short for Hybrid jammER MITigation), a method that combines a hardware-friendly adaptive analog transform with a corresponding digital equalizer: The analog transform removes most of the jammer’s energy prior to data conversion; the digital equalizer suppresses jammer residues while detecting the legitimate transmit data. We provide theoretical results that establish the optimal analog transform as a function of the user equipments’ and the jammer’s channels. Using simulations with mmWave channel models, we demonstrate the superiority of HERMIT compared both to purely digital jammer mitigation as well as to a recent hybrid method that mitigates jammer interference with a nonadaptive analog transform.

I. INTRODUCTION

Millimeter-wave (mmWave) massive multi-user multiple-input multiple-output (MU-MIMO) is expected to be a key technology in meeting the ever-growing demands for increased data rates [1], [2]. However, a practical deployment of basestations (BSs) with hundreds of antennas presents serious implementation challenges in terms of power consumption, circuit complexity, and hardware cost. A promising way of addressing these challenges is to rely on low-resolution analog-to-digital converters (ADCs) at the BS [3]–[5]. Unfortunately, such architectures exhibit increased vulnerability to jamming attacks, which could for instance be enacted by a malicious transmitter or by a malfunctioning user equipment (UE) [6].

In principle, attacks during which the jammer’s transmit characteristics are known can be mitigated easily and effectively, e.g., by digitally projecting the received signal on the subspace orthogonal to the jammer channel [7], [8]. Such digital equalization methods assume that the jammer’s impact on the digital receive signal amounts to a linear superposition of signals. Unfortunately, this is no longer the case if the BS relies on low-resolution ADCs—a strong jammer will either cause the ADCs to clip or will cause their quantization range to widen, thereby drowning the UEs’ signal in quantization noise. As a result, the effectiveness of linear digital equalization methods that mitigate jamming attacks is significantly reduced [6].

A. Contributions

In this work, we propose HERMIT (short for Hybrid jammER MITigation), a practical method to mitigate strong jamming attacks during uplink transmission in low-resolution mmWave massive MU-MIMO systems. HERMIT is a hybrid method that combines (i) an adaptive analog transform that removes most of the jammer’s energy before data conversion to shield the low-resolution ADCs from strong jamming signals with (ii) a digital equalizer that estimates the UE transmit symbols while taking into account both the jammer and the analog transform. The proposed analog transform is adaptive, as it depends on the UEs’ and jammer’s channels, and is designed to be suited to hardware implementation. We develop theoretical results that establish the optimal parameters for the analog transform as a function of these channels. Using simulations with mmWave channel models, we show that HERMIT is able to mitigate strong jamming attacks far more effectively than a purely digital method. We also show that HERMIT outperforms a recently-proposed hybrid method for jammer mitigation which relies on a nonadaptive analog transform [6].

B. Relevant Prior Work

Improving the resiliency of MU-MIMO systems against jamming attacks has been the focus of considerable attention in recent years. Several methods have been developed whose goal is to detect jamming attacks [9]–[11]. This allows methods whose goal is to mitigate jamming attacks to take their detection for granted (as we will do). Researchers have studied how to mitigate jamming attacks of various kinds, such as attacks with stationary signature [8], [12]–[15], as well as attacks in which the jammer only interferes at specific time instants, e.g., during pilot transmission [9] or during data transmission [8]. In this work, we focus on the mitigation of stationary jamming attacks.
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To mitigate such attacks on small-scale MIMO systems, the earlier works [8], [12] have developed methods that digitally project the receive signals on the subspace orthogonal to the jammer’s channel while using coherent [8] or noncoherent [12] data transmission. In the context of massive MIMO, different variants of jammer-resilient linear data detectors have been proposed for single-user [13] and multi-user [14], [15] systems.

However, only a few studies have considered the effects of low-resolution ADCs on jammer mitigation. In [13], the effects of hardware impairments (including quantization errors) have been modeled as additive Gaussian noise which does not accurately capture the effects of low-resolution ADCs. Reference [11] has devised a method for the detection of jamming attacks on massive MU-MIMO systems with one-bit ADCs, but not for their mitigation. In [16], a method for jammer mitigation that builds upon spatial sigma-delta converters has been proposed and analyzed, but for a single UE only. A hybrid method for jammer mitigation in massive MU-MIMO systems with conventional low-resolution ADCs has recently been proposed in [6]. The method utilizes a nonadaptive analog transform, inspired by the beamspace transform [17], to focus the jammer’s energy onto a subset of ADCs, thereby enabling signal detection based on the outputs of the jammer-free ADCs.

In contrast to [6], we propose an adaptive method in which the analog transform depends on the UEs’ and jammer’s channels.

### C. Notation

Matrices and column vectors are represented by boldface uppercase and lowercase letters, respectively. For a matrix $A$, the conjugate transpose is $A^H$, the entry in the $i$th row and $k$th column is $[A]_{i,k}$, and the Frobenius norm is $\|A\|_F$. The $N \times N$ identity matrix is $I_N$. For a vector $a$, the $k$th entry is $a_k$, the $\ell_2$-norm is $\|a\|_2$, the real part is $\Re\{a\}$, and the imaginary part is $\Im\{a\}$. Furthermore, $\text{diag}(a)$ is a diagonal matrix whose diagonal is formed by $a$. Expectation with respect to the random vector $x$ is denoted by $E_x[\cdot]$. The floor function $\lfloor x \rfloor$ returns the greatest integer less than or equal to $x$. We define $i^2 = -1$.

### II. System Model

We consider the uplink of a mmWave massive MU-MIMO system in which $U$ single-antenna UEs transmit data to a $B$-antenna BS while a single-antenna jammer emits a stationary jamming signal that interferes with the receive signal at the BS. The involved channels are assumed to be frequency-flat, and we model transmission as

$$y = Hs + jw + n. \quad (1)$$

Here, $y \in \mathbb{C}^B$ is the receive vector at the BS, $H \in \mathbb{C}^{B \times U}$ models the MIMO uplink channel matrix, $s \in S^U$ is the vector whose entries correspond to the per-UE transmit symbols and take value in some constellation set $S$ (e.g., 16-QAM), $j \in \mathbb{C}^B$ is the channel from the jammer to the BS, $w \in \mathbb{C}$ is the jammer transmit signal, and $n \in \mathbb{C}^B$ is i.i.d. circularly-symmetric complex Gaussian noise with per-entry variance $N_0$.

HERMIT, our hybrid jammer mitigation method, consists of three stages (Fig. 1): An analog transform $P$ operating on the unquantized receive signal $s$ according to $y_P = Py$, followed by analog-to-digital (A/D) conversion, modelled as a quantization step $r = Q(y_P)$, and, finally, a digital equalization step that estimates the symbol vector $s^* = W_r$. Section III is devoted to the analog transform; Section IV provides the details of HERMIT.

In the remainder, we assume that the UE transmit symbols $s_u$, $u = 1, \ldots, U$, are independent zero-mean with variance $E_s$, so that $E_u[ss^H] = E_sI_U$. The jamming signal $w$ is modelled as circularly-symmetric complex Gaussian with variance $E_w$, and probabilistic quantities are assumed to be mutually independent. We assume throughout the paper that the channels $H$ and $j$, as well as the quantities $E_s, E_w,$ and $N_0$, are known at the BS.

### III. Analog Transforms for Jammer Inhibition

In order to stop the jammer from unduly widening the ADCs’ quantization range, the analog transform $P$ should remove as much of the jammer’s power as possible. For this reason, we want $P$ to minimize the mean squared error (MSE) between the transformed signal $Py$ and the jammer-free signal $Hs + n$.

$$\hat{P} = \arg \min_{P \in \mathcal{P}} E_{s,w,n}[\|Py - (Hs + n)\|^2]. \quad (2)$$

If $\mathcal{P}$ were simply the set of all complex-valued $B \times B$-matrices, then the solution of this optimization problem would be

$$\hat{P} = \left( E_sHH^H + N_0I_B \right) \left( E_sHH^H + E_wjj^H + N_0I_B \right)^{-1}. \quad (3)$$

However, such an operator $\hat{P}$ is ill-suited for analog implementation, since it requires $B^2$ complex-valued multiplications for computing $Py$. To obtain an operator $P$ that is hardware-friendly, we thus restrict the set $\mathcal{P}$ to matrices which (i) do not result in a dense matrix-vector-product when calculating $Py$, (ii) have entries that can be represented with low-resolution numbers, and (iii) enable decentralized computation of $Py$.

1This means that $P$ also transforms the noise term $n$ in (1). If $n$ is given its usual interpretation of representing thermal noise, then, in our model, thermal noise arises prior to the analog transform only. In reality, thermal noise would arise before, during, and after the analog transform stage. We use this simplified model in order to not overcomplicate things and because the relevant performance-limiting factor in this work is at any rate not the thermal noise, but the jammer interference.
A. Structured Jammer Inhibition

To avoid a dense matrix-vector-product with $B^2$ complex multiplications, we first constrain $\mathcal{P}$ to all matrices of the form

$$\mathbf{P} = \mathbf{I}_B - \beta \mathbf{b} \mathbf{a}^H,$$

(4)

where we demand that $\mathbf{a} \in \mathcal{A}^B, \mathbf{b} \in \mathcal{B}^B$, with $\mathcal{A} \subset \mathbb{C}$ and $\mathcal{B} \subset \mathbb{C}$, and with $\beta \in \mathbb{C}$. This operator structure is inspired by [18] and with it, $\mathbf{P}_y$ can be calculated as

$$\mathbf{P}_y = \mathbf{y} - \beta (\mathbf{a}^H \mathbf{y}) \mathbf{b},$$

(5)

i.e., we only need to calculate the inner product $\mathbf{a}^H \mathbf{y}$ and subtract an accordingly scaled version of the vector $\mathbf{b}$ from $\mathbf{y}$.

To bring out the dependence on $\beta, \mathbf{b}, \mathbf{a}$, we reformulate (4) as

$$\{\hat{b}, \hat{b}, \hat{a}\} = \arg \min_{\beta \in \mathbb{C}, \mathbf{b} \in \mathcal{B}^B, \mathbf{a} \in \mathcal{A}^B} \mathbb{E}_{s,w,n}(\|\beta \mathbf{b} \mathbf{a}^H \mathbf{y} - jw\|).$$

(6)

 Proposition 1. The optimization problem (6) is separable in $\mathbf{b}$ and $\mathbf{a}$, and its solution is given by

$$\hat{b} = \arg \max_{\mathbf{b} \in \mathcal{B}^B} \frac{j^H \mathbf{b}^2}{\|\mathbf{b}\|^2},$$

(7)

$$\hat{a} = \arg \max_{\mathbf{a} \in \mathcal{A}^B} \frac{j^H \mathbf{a}^2}{\mathbf{a}^H \mathbf{C}_y \mathbf{a}},$$

(8)

$$\hat{\beta} = \frac{\mathbb{E}_w j^H \hat{\mathbf{a}} \mathbf{H}^H j}{\|\mathbf{b}\|^2 \hat{\mathbf{a}}^H \mathbf{C}_y \hat{\mathbf{a}}},$$

(9)

where

$$\mathbf{C}_y = \mathbf{E}_s \mathbf{H}^H \mathbf{H} + \mathbf{E}_w \mathbf{H}^H \mathbf{H} + N_0 \mathbf{I}_B$$

(10)

is the covariance matrix of $\mathbf{y}$.

Corollary 1. If we drop the alphabet constraint and instead have $\mathcal{A} = \mathcal{B} = \mathbb{C}$, then a solution to (6) is

$$\hat{b}_C = \mathbf{j}, \quad \hat{a}_C = \mathbf{E}_w \mathbf{C}_y^{-1} \mathbf{j}, \quad \hat{\beta}_C = 1,$$

and we have

$$\hat{\mathbf{P}}_C = \mathbf{I}_B - \mathbf{E}_w \mathbf{j} \mathbf{j}^H \mathbf{C}_y^{-1}.$$ (12)

The proofs for Proposition 1 and Corollary 1 are relegated to the appendices. The solution in (11) has an elegant interpretation when plugged into (4). The inner product $\hat{\mathbf{a}}^H \mathbf{y}$ computes the linear minimum MSE (LMMSE) estimate $\hat{w}_{\text{LMMSE}}$ of $\mathbf{w}$ based on $\mathbf{y}$. In effect, (5) can be restated as

$$\hat{\mathbf{P}}_C \mathbf{y} = \mathbf{y} - j \hat{w}_{\text{LMMSE}}.$$ (13)

B. Transforms with Finite Alphabets

As outlined so far, the transform $\mathbf{P}$ avoids a dense matrix-vector-product, but its entries potentially need high-resolution numbers to be adequately represented. To eliminate this requirement, we now restrict the sets $\mathcal{B}$ and $\mathcal{A}$ to low-cardinality finite alphabets. We consider two types of alphabets that are particularly suited to analog implementation (Fig. 2): Alphabets with values of constant modulus that are equidistantly spaced in phase (as in phase-shift keying constellations) and alphabets with values that are equidistantly spaced on a square grid (as in quadrature amplitude modulation constellations). We refer to the use of these alphabets as phase quantization and quadrature quantization, respectively. Most works on analog beamforming networks favor phase quantization, as it can be implemented with simple phase shifters [19], [20]. Quadrature quantization, however, has higher expressivity, enabling control of the amplitude as well as of the phase, and is also practically viable [21], [22]. Both alphabets are fully specified by their alphabet cardinality (AC): their scale is arbitrary as it can be absorbed into $\beta$; see (4) and (9).

With such finite alphabets, solving (7) and (8) is difficult in general. We thus resort to only finding approximations $\hat{\beta}, \mathbf{b}, \mathbf{a}$ to the optimal solution $\hat{\beta}, \hat{\mathbf{b}}, \hat{\mathbf{a}}$. In this paper, we approximate these vectors simply by computing the optimal unconstrained values $\hat{\beta}_C$, $\hat{\mathbf{b}}_C$ and $\hat{\mathbf{a}}_C$ as in (11) and then quantizing them componentwise. Mathematically, this can be expressed as

$$\hat{\mathbf{b}} = \arg \min_{\mathbf{b} \in \mathcal{B}^B} \|\mathbf{b} - \hat{\mathbf{b}}_C\|^2, \quad \hat{\mathbf{a}} = \arg \min_{\mathbf{a} \in \mathcal{A}_C^B} \|\mathbf{a} - \hat{\mathbf{a}}_C\|^2,$$

(14)

with $\hat{\mathbf{b}}_C, \hat{\mathbf{a}}_C$ given by (11), leading to

$$\hat{\mathbf{P}} = \mathbf{I}_B - \hat{\beta} \mathbf{b} \mathbf{a}^H,$$

(15)

with $\hat{\beta}$ as in (9). How to approximate (7) and (8) directly using more sophisticated algorithms will be discussed in [23].

C. Decentralized Transforms

By now, only one obstacle to the practicality of the analog transform remains: The computation of $\mathbf{P}_y$ involves inputs from $B$ antennas, and such global operations are difficult to implement in analog. We therefore decentralize the transform into $C$ clusters of size $S = B/C$: The set $\mathcal{P}$ then corresponds to all matrices of block-diagonal structure

$$\mathbf{P} = \text{diag}(\mathbf{P}_1, \ldots, \mathbf{P}_C),$$

(16)

where the blocks $\mathbf{P}_c$ are of the form $\mathbf{P}_c = \mathbf{I}_S - \hat{\beta}_c \mathbf{b}_c \mathbf{a}_c^H$. The block-diagonal structure of $\mathbf{P}$ implies that $\mathbf{P}_y$ can be calculated clusterwise. Also, denoting $\mathbf{y} = [\mathbf{y}_1^T, \ldots, \mathbf{y}_S^T]^T$ (and similarly for the jammer channel $\mathbf{j}$ and the $S \times S$ diagonal blocks of the covariance matrix $\mathbf{C}_y$), the optimization problem in (6) can be decomposed into the individual clusters: The solution for the $c$th cluster is obtained from Proposition 1 by simply replacing the dimension $B$ with $S$ and inserting the subscript $c$.  

2 Even if $\mathbf{b}$ and $\mathbf{a}$ differ from the values in (4) and (5), the optimal value of $\beta$ is still given by (9) (with $\mathbf{b}$ and $\mathbf{a}$ in lieu of $\mathbf{b}$ and $\mathbf{a}$), see [19].

3 We use the subscript $\mathcal{C}$ to denote the absence of any alphabet constraints.
IV. HERMIT: HYBRID JAMMER MITIGATION

A. The Analog Transform Stage

HERMIT is a hybrid method for jammer mitigation that consists of an analog transform as in Section III data conversion, and digital equalization (Fig. 1). In the analog transform stage, the unquantized receive vector \( y_p \) is transformed as

\[
y_p = \tilde{P}y,
\]

(17)

where \( \tilde{P} \) is decentralized as in (16), and where its blocks \( \tilde{P}_c \) are finite-alphabet transforms obtained from (14) and (15).

B. Data Conversion

To accurately model the quantization errors imposed by the low-resolution data-converters, we assume that the transformed signal \( y_p \) is quantized as

\[
r = G^{-1} Q (\Re\{Gy_p\}) + iQ (\Im\{Gy_p\}).
\]

(18)

Here, \( G = \text{diag}(g_1, \ldots, g_B) \) is a diagonal matrix which we introduce to represent gain control of the ADCs, and whose values we will choose with the aim of normalizing the quantizer’s input range (see below). The quantization function \( Q(\cdot) \) operates entrywise on its input and represents a \( q \)-bit uniform midrise quantizer with step size \( \Delta \) defined as

\[
Q(x) \triangleq \begin{cases} 
\Delta \left\lfloor \frac{x}{\Delta} \right\rfloor + \frac{\Delta}{2}, & \text{if } |x| \leq \Delta 2^{q-1} \\
\frac{\Delta}{2} (2^q - 1) \left\lfloor \frac{x}{\Delta} \right\rfloor, & \text{if } |x| > \Delta 2^{q-1}.
\end{cases}
\]

(19)

We set the step size \( \Delta \) to the value that minimizes the MSE between the quantizer’s input \( x \) and its output \( Q(x) \) when assuming that \( x \) is standard normal [24]. For simplicity, we henceforth denote (18) simply by

\[
r = Q(y_p).
\]

(20)

This quantization procedure introduces errors that are correlated with the quantizer’s input. We use Bussgang’s decomposition [25] to take these errors into account in the equalization step (see below). Bussgang’s decomposition allows us to decompose the quantization of a real-valued statistical signal \( x \) as

\[
Q(x) = \gamma x + d.
\]

(21)

Here, the constant \( \gamma \) is the quantizer’s Bussgang gain, and the distortion \( d \) is a zero-mean random variable that is uncorrelated with \( x \). The Bussgang gain and variance of the distortion are

\[
\gamma = \frac{\mathbb{E}[Q(x)x]}{\mathbb{E}[x^2]},
\]

(22)

and

\[
D = \mathbb{E}[d^2] = \mathbb{E}[Q(x)^2] - \gamma^2 \mathbb{E}[x^2],
\]

(23)

respectively. In order to apply Bussgang’s decomposition to our quantization procedure, we assume that the components of the quantizer’s input are Gaussian with zero mean and unit variance. Given [1], the assumption of zero mean is true, and the assumption of unit variance can be met by choosing the entries of the gain control matrix \( G \) as follows:

\[
g_k = \sqrt{\frac{2}{|P_{y_k}P_H^H|_{(k,k)}}}.
\]

(24)

We can then rewrite (20) as

\[
r = Q(y_p) = G^{-1} Q (\Re\{Gy_p\}) + iQ (\Im\{Gy_p\})
\]

(25)

\[
= G^{-1} (\gamma \Re\{Gy_p\} + dB + i(\gamma \Im\{Gy_p\} + d_i))
\]

(26)

\[
= G^{-1} (\gamma \Re\{Gy_p\} + i\Im\{Gy_p\}) + G^{-1} (d + id_i)
\]

(27)

\[
= \gamma y_p + G^{-1} d,
\]

(28)

where we define \( d = d_r + id_i \). We make the idealizing assumption that the covariance matrix of \( d \) can be approximated as

\[
C_d = \mathbb{E}[dd^H] \approx 2D I_B,
\]

(29)

where the values on the diagonal follow from [24].

C. Digital Equalization

Combining equations (1), (17), and (29), we can rewrite the analog-input to digital-output relation of our system model as

\[
r = \gamma \tilde{P} (H_s + jw + n) + G^{-1} d.
\]

(30)

Given our assumptions about the distributions of the jammer input \( w \), the thermal noise \( n \), and the quantization error \( d \), the LMMSE estimate of \( s \) is

\[
s^* = W r,
\]

(31)

where the matrix \( W \) is given by

\[
W = \frac{1}{\gamma} H^H \tilde{P}^H (\tilde{P} H H^H \tilde{P}^H + \frac{E_w}{E_s} \tilde{P} j \tilde{P}^H) + \frac{N_0}{E_s} \tilde{P} \tilde{P}^H + \frac{2D}{\gamma^2 E_s} G^{-2})^{-1}.
\]

(32)

V. RESULTS

A. Simulation Setup

We simulate a mmWave massive MU-MIMO system in which \( U = 32 \) single-antenna UEs transmit data to a BS with \( B = 256 \) antennas in the presence of a single-antenna jammer. We create LoS and non-LoS channels using the QuaDRiGa mmMAGIC urban microcellular (UMi) model [26]. We use a carrier frequency of 60 GHz and a uniform linear array (ULA) with antennas spaced at half a wavelength. The UEs and the jammer are randomly placed at distances between 10 m and 100 m within a 120° sector in front of the BS. The minimum angular separation between any two UEs, as well as between any UE and the jammer, is 1°. The UEs transmit 16-QAM symbols and the jamming signal \( w \) is circularly-symmetric complex Gaussian noise with variance \( E_w \). We assume \( \pm 3 \)dB per-UE power control, so that the ratio between maximum and minimum per-UE receive power is 4. To display our results, we define the average receive signal-to-noise ratio (SNR) as

\[
\text{SNR} \triangleq \frac{\mathbb{E}[\|Hs\|^2]}{\mathbb{E}[\|n\|^2]}. \]

(33)
To quantify how the strength of the jammer interference compares to the strength of the UE signals, we define the relative (to a single UE) jammer power $\rho$ as

$$\rho = \frac{U E_w \|Hs\|_2^2}{P_n \|H\|_F^2}.$$  \hspace{1cm} (35)

Our performance metric is the uncoded bit error-rate (BER). We evaluate the performance of HERMIT when quantized in phase (PQ) or in quadrature (QQ); as a reference, we also include the performance of HERMIT without quantization (UQ), i.e., with $P$ given by (12). We also simulate a jammerless (JL) system that serves as a lower bound on the BER, as well as two other jammer mitigation schemes that serve as baselines: (i) a purely digital equalizer (DEq) that follows the data pipeline from Section IV without incorporating any kind of analog transform (i.e., $P = I$) and (ii) the nonadaptive method SNIPS [6] whose beam-slicing analog transform does not require knowledge of the jammer’s channel.

### B. Simulation Results

We evaluate the performance of HERMIT while varying the propagation conditions (LoS/non-LoS), the alphabet cardinality $AC$, the cluster size $S$, the relative jammer power $\rho$, and the ADC resolution $q$. Fig. 3 shows the BER for the different jammer-mitigation methods when using 4-bit ADCs while facing a $\rho = 25$ dB jammer under LoS (Figs. 3(a) 3(c)) or non-LoS (Fig. 3(b)) conditions, with HERMIT (and SNIPS, Fig. 3(c)) using cluster size $S = 64$. Evidently, the purely digital equalizer DEq (unaided by an analog transform) is unable to mitigate the jammer effectively, with an error floor as high as 0.4% BER (Fig. 3(a)). In stark contrast, HERMIT-UQ approaches the interference-free JL performance within 0.5 dB.

1) What alphabet cardinality is needed? We start by analyzing the impact of the alphabet cardinality under LoS propagation, as shown in Fig. 3(a). With $AC$ as small as 4, HERMIT significantly outperforms DEq (regardless of whether PQ or QQ is used), but there is still an SNR loss of 2.7 dB at 0.1% BER compared to UQ. This gap closes rapidly for increased $AC$, with $AC = 64$ approaching the UQ performance at 0.1% BER within 0.1 dB for QQ and 0.3 dB for PQ.

Fig. 3(b) shows the influence of $AC$ under non-LoS propagation. As in LoS, HERMIT outperforms DEq already for $AC = 4$ (both PQ and QQ) and can in fact, for UQ, meet the JL performance. Unlike the LoS case, however, $AC = 16$ is not enough to approach the UQ performance. Moreover, increasing $AC$ from 16 to 64 yields a significant performance improvement only for QQ, which approaches the UQ performance within 0.5 dB, whereas a significant gap persists for PQ.

Fig. 3(c) again shows results for LoS channels, but includes the performance of SNIPS. For simplicity, only the QQ version of HERMIT is shown. While SNIPS clearly improves over the DEq baseline, it is outperformed by HERMIT already.
when $AC = 4$, illustrating the advantage of using an analog transform that adapts to the UEs’ and jammer’s channels.

2) The impact of cluster size: Fig. 4 shows the effect of the cluster size $S$ on the performance of HERMIT. The ADC resolution is 4 bits and the jammer has a relative power $\rho = 25 \text{ dB}$, while HERMIT uses PQ and QQ alphabets with $AC = 16$. Fig. 4(a) shows the BER of HERMIT for LoS propagation as the cluster size is varied from $S = 8$ to $S = 64$. HERMIT outperforms the DEq baseline already for the smallest considered cluster size and its performance increases further with $S$. We note that, although the performance of PQ and QQ is largely similar, QQ has a slight advantage for $S < 32$, while PQ exhibits a slight advantage at high SNR for $S \geq 32$.

For non-LoS propagation, the impact of $S$ is quite different, as shown by Fig. 4(b). Increasing $S$ from 8 to 64 does not significantly improve the performance—on the contrary, the high-SNR performance gets worse as $S$ increases. We attribute this phenomenon to the reduced expressivity of the scaling factors $\beta_1, \ldots, \beta_C$: Systems with larger cluster size have fewer clusters $C$, and hence fewer factors $\beta_i$ for adjusting the scale of the analog transform. This reinforces our previous observation that amplitude information is crucial for non-LoS propagation.

Fig. 4(c) again compares HERMIT to SNIPS, whose cluster size can also be varied. The performance of both HERMIT and SNIPS increases with $S$, and at low-to-medium SNR, SNIPS with large clusters can in fact outperform HERMIT with $S = 8$. However, at high SNR, HERMIT always outperforms SNIPS regardless of cluster size. Furthermore, HERMIT consistently outperforms SNIPS with equally sized clusters.

3) Considering different levels of relative distortion: Fig. 5 shows results for different levels of relative distortion at the ADCs, i.e., for different combinations of jammer strengths $\rho$ and ADC resolutions $q$. For simplicity, we focus on LoS propagation, and on HERMIT with QQ, $AC = 16$, and $S = 64$. Fig. 5(a) illustrates the impact of the relative jammer power $\rho$ when using 4-bit ADCs, where HERMIT always outperforms the DEq baseline by a significant margin: Even in the strongest $\rho = 30 \text{ dB}$ jammer scenario, HERMIT achieves a better performance than DEq does in the weakest $\rho = 20 \text{ dB}$ jammer scenario. Moreover, for the $\rho = 20 \text{ dB}$ jammer, the performance of HERMIT with $AC = 16$ is virtually identical to the JL performance, exhibiting only a 0.5 dB SNR loss at 0.1% BER. Fig. 5(b) illustrates the impact of the relative jammer power $\rho$ when using 3-bit ADCs, which in trend is similar to the 4-bit case, although the gap between HERMIT and JL widens. Here, a particularly interesting scenario is that of the $\rho = 30 \text{ dB}$ jammer: While DEq has an error floor of 10% BER at 10 dB SNR, HERMIT achieves tenfold lower BER at the same SNR.

Fig. 5(c) compares HERMIT against SNIPS for 4-bit ADCs. For the same relative jammer power $\rho$, HERMIT always outperforms SNIPS and its performance for a $\rho = 25 \text{ dB}$ jammer is better than that of SNIPS for a $\rho = 20 \text{ dB}$ jammer.

In summary, these results show that HERMIT can effectively mitigate strong jammers over a wide range of parameters, with a performance superior to the one of purely digital jammer mitigation or of hybrid methods with nonadaptive analog transforms. The practicality of HERMIT is supported through these experiments: They show that HERMIT can be decentralized into clusters of 32 or 64 antennas while maintaining excellent performance and that PQ with 16 elements is enough to mitigate jammers under LoS conditions, although non-LoS conditions may require QQ with higher-order alphabets.

VI. CONCLUSION

We have proposed HERMIT, a novel hybrid method for the mitigation of strong jammers in low-resolution mmWave massive MU-MIMO BSs. HERMIT consists of an adaptive analog transform that removes most of the jammer’s energy prior to A/D conversion and of a mean-square-optimal digital equalizer that detects the UE transmit symbols while cancelling the residues of the jammer’s interference. The optimal value of this analog transform, which relies on finite-alphabets and is decentralized to facilitate practical implementation, is determined by theoretical results that we have established.

We have demonstrated the efficacy of HERMIT through extensive simulations on mmWave channel models. Our results show that HERMIT (i) can mitigate jammers with small losses in performance when compared to jammerless scenarios and (ii) outperforms hybrid methods whose analog transform does not adapt to the users’ and jammer’s channels.
where we denote by $\langle \cdot, \cdot \rangle$ with respect to $\langle \cdot, \cdot \rangle_H$.

This objective is quadratic in $\beta$. Taking the Wirtinger derivative with respect to $\beta$ and equating with zero gives

$$\beta = \frac{E_w j^H \bar{a} H j}{\|b\|^2 a^H C_y a}.$$  

Plugging this value back into (38) and dropping the $E_w \|j\|^2$-term that does not depend on $a$ and $b$ yields

$$-E_w \frac{j^H \bar{a} H j}{\|b\|^2 a^H C_y a} = -E_w \frac{j^H \bar{a} H j}{\|b\|^2} \frac{\|a\|^2}{a^H C_y a}.$$  

It is evident that (40) can be minimized by independently maximizing the factors

$$\frac{j^H \bar{a} H j}{\|b\|^2} \quad \text{and} \quad \frac{\|a\|^2}{a^H C_y a}.$$  

**APPENDIX B**

**PROOF OF COROLLARY 1**

We prove that (11) is the solution to (7)–(9) when $A = B = C$: That $b = j$ maximizes (7) directly follows from the Cauchy-Schwarz inequality, which states that

$$\frac{j^H \bar{a} H j}{\|b\|^2} \leq \frac{\|j\|^2}{\|b\|^2} = \|j\|^2,$$

where equality holds if and only if $b$ is colinear with $j$. As to the optimal value of $a$, we define $j \triangleq C_y^{-1} j$, so we can rewrite

$$\frac{j^H a^2}{a^H C_y a} = \frac{\|a\|^2}{a^H C_y a} = \frac{\langle a, j \rangle C_y j}{\|a\|^2}.$$  

where we denote by $\langle \cdot, \cdot \rangle_{C_y}$ the inner product with respect to the positive definite matrix $C_y$, and by $\| \cdot \|_{C_y}$ the norm induced by that inner product. We can now again use the Cauchy-Schwarz inequality to bound

$$\frac{\langle a, j \rangle C_y j}{\|a\|^2} \leq \|j\|^2 C_y$$

with equality if and only if $a$ is colinear with $j = C_y^{-1} j$.
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