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Abstract—We consider adversarial machine learning based attacks on power allocation where the base station (BS) allocates its transmit power to multiple orthogonal subcarriers by using a deep neural network (DNN) to serve multiple user equipments (UEs). The DNN that corresponds to a regression model is trained with channel gains as the input and returns transmit powers as the output. While the BS allocates the transmit powers to the UEs to maximize rates for all UEs, there is an adversary that aims to minimize these rates. The adversary may be an external transmitter that aims to manipulate the inputs to the DNN by interfering with the pilot signals that are transmitted to measure the channel gain. Alternatively, the adversary may be a rogue UE that transmits fabricated channel estimates to the BS. In both cases, the adversary carefully crafts adversarial perturbations to manipulate the inputs to the DNN of the BS subject to an upper bound on the strengths of these perturbations. We consider the attacks targeted on a single UE or all UEs. We compare these attacks with a benchmark, where the adversary scales down the input to the DNN. We show that the adversarial attacks are much more effective than the benchmark attack in terms of reducing the rate of communications. We also show that adversarial attacks are robust to the uncertainty at the adversary including the erroneous knowledge of channel gains and the potential errors in exercising the attacks exactly as specified.

I. INTRODUCTION

The algorithmic and computational advances in deep learning (DL) have supported deep neural networks (DNNs) in solving complex problems for various applications such as computer vision [1] and speech recognition [2], by effectively learning from large and rich data representations. By capturing the intrinsic characteristics of the spectrum data, DL has been also effectively applied for various wireless communication tasks, such as waveform design, signal classification, spectrum sensing, and interference management [3].

One particular application of DL in the wireless domain is the transmit power allocation that finds important applications in wireless communications. As the underlying optimization is a complex problem that cannot be readily solved by analytical methods, a data-driven DL approach is largely needed. In this context, the base station (BS) can determine the transmit power allocated to each user equipment (UE) by using a DNN that takes the channel information as the input. The power allocation with a DNN that takes the position information of UEs as the input has been shown in [4] to achieve near-optimal performance while reducing the complexity which makes it possible to perform power allocation in real time. Furthermore, DL-based power allocation has been also studied for distributed antenna systems [5] and cell-free massive multiple-input multiple-output (MIMO) systems [6].

However, the DNNs are highly vulnerable to carefully generated adversarial perturbations that may cause incorrect output or misclassification, as first demonstrated in computer vision applications [7]. Moreover, since the wireless medium is shared and open to adversaries such as jammers, the adversarial attack poses a practical threat to the DNNs used in wireless communications. Therefore, adversarial machine learning has recently gained attention in the wireless security domain [8], [9]. The attacks built upon adversarial machine learning include exploratory (inference) attacks [10], [11], adversarial (evasion) attacks [12]–[27], poisoning (causative) attacks [28]–[32], membership inference attacks [33], [34], Trojan attacks [35], and spoofing attacks [36], [37]. These attacks are stealthier than conventional jamming schemes [38], [39]. Most of the applications of adversarial attacks to the wireless communications have focused on wireless signal classifiers such as modulation classifiers [12]–[24] and spectrum sensing classifiers [25], [27]–[29]. Adversarial perturbations have been also extended to other communication problems such as autoencoder-based end-to-end communications [40] and beam prediction [41].

In this paper, we use a regression-based DNN at the BS to allocate the power to orthogonal subcarriers and serve multiple users. Adversarial attacks on the MIMO power control have been considered in [26] with the goal of preventing the underlying DNN (that is trained to maximize the product of signal-to-noise-ratios (SNRs) by taking the UE positions as the input) from finding a feasible solution. In this paper, we formulate the power allocation under the attack to rely on a robust and practical DNN solution that always finds a feasible solution for any set of channel estimates given as the input. To launch an attack on this DNN, we consider an adversary that manipulates the input (channel gains) to the DNN in test time to minimize the minimum rate among all UEs. The adversary can be modeled in two ways: (i) the adversary is an external transmitter that aims to manipulate the inputs to the DNN over the air by interfering with the pilot signals that are transmitted to estimate the channel gain, or (ii) the adversary is a rogue
UE that transmits fabricated channel estimates back to the BS.

We design an adversarial attack to change the DNN’s input to manipulate the minimum rate over all UEs subject to the condition that the perturbations to the inputs of the DNN are bounded. In particular, the adversary generates the adversarial attacks to manipulate the minimum rate by crafting the perturbations to the DNN input based on the gradient of the minimum rate. For that purpose, we consider two approaches to compute the gradient of the rate with respect to the inputs to the DNN when crafting the perturbation: (i) the adversary obtains the DNN power allocation outputs from its surrogate model, computes the minimum rate based on these outputs using analytical means, and then computes the gradient of the rate with respect to the changes to the DNN input, and (ii) the adversary aims to attack the DNN by calculating the gradient of the DNN’s loss function using the fast gradient method (FGM), where we define the DNN’s loss function as the error with respect to the minimum rate.

We consider the attacks targeted on a single UE or all UEs, i.e., the adversary aims to manipulate the channel gain estimates of a single UE or all UEs, respectively. We compare these attacks with a benchmark attack, namely a scaling down attack, where the adversary scales down the input to the DNN. Our results show that the adversarial attacks are much more effective than the benchmark attack in terms of reducing the rate of communications even if a small perturbation is used. We also show that the adversarial attacks can be effectively launched even under two types of uncertainty at the adversary, (i) the knowledge of channel gains at the adversary is erroneous, and (ii) the adversary cannot generate the exact planned perturbation in the channel gain estimate of the UE. Overall, these results show that the adversarial attacks pose a serious threat to power allocation solutions that rely on deep learning.

The rest of the paper is organized as follows. Section II provides the system model. Section III describes the adversarial attacks considered in this paper. Section IV presents the attack results. Section V concludes the paper.

II. VICTIM MODEL: DL FOR POWER ALLOCATION

We consider the power allocation problem for downlink communications from the BS using $N$ different orthogonal subcarriers to communicate with $K$ UEs, where the downlink signal transmitted by the $i$th subcarrier of the BS to the $j$th UE is $x_{ij}$ and the corresponding power is $|x_{ij}|^2 = p_{ij}$. The channel between the $i$th subcarrier of the BS to the $j$th UE is $h_{ij}$ and the corresponding channel gain is $g_{ij} = |h_{ij}|^2$. For channel estimation, the BS transmits pilot signals from each of its subcarriers one by one, the UE estimates the channel gains, and reports them back to the BS. Based on these channel estimates, the BS allocates power to its subcarriers to serve each of the UEs. In particular, power $p_{ij}$ for UE $j$’s data at subcarrier $i$ is an optimization variable to be determined by

$$s_{j,i} = h_{ij}x_{ij} + \sum_{k \neq j} h_{ik}x_{ik} + n_i,$$  \hspace{1cm} (1)

where $n_i$ is the noise with power $\sigma_i^2$. The rate of UE $j$ is given as in [42] by

$$r_j(p) = \sum_{i=1}^{N} \log_2 \left( 1 + \frac{g_{ij}p_{ij}}{\sigma_i^2 + \sum_{k \neq j} g_{ik}p_{ik}} \right),$$  \hspace{1cm} (2)

where $p = [p_{11}, p_{12}, \ldots, p_{NK}]$.

The achievable rates for the UEs are considered by the BS to allocate the transmit power where the objective of the BS can be maximizing the minimum rate of all UEs, namely maximizing $r_{\text{min}}$, where $r_{\text{min}} \leq r_j(p)$ for all $j$, by allocating the transmit power to subcarriers for UEs. Therefore, we have the following optimization problem:

$$\max_p r_{\text{min}}$$

s.t. $r_{\text{min}} \leq r_j(p), \quad 1 \leq j \leq K$

$$\sum_{i=1}^{N} \sum_{j=1}^{K} p_{ij} \leq p$$

$$p_{ij} \geq 0, \quad 1 \leq i \leq N, 1 \leq j \leq K.$$  \hspace{1cm} (3)

This is a nonlinear optimization problem. Although some methods such as interior point and trust region can be applied to solve such nonlinear optimization problems, the complexity could be high for online power allocation under dynamic channel gains. Thus, the BS can build a DNN, train a DNN, to solve (3). The input for this multi-output regression problem is the set of channel gains $g_{ij}$ (note that $\sigma_i^2$ and $p$ are constants) and the output is the power allocation $p_{ij}$, where the training data (input and output) samples are obtained by solving (3) offline. Specifically, we define the dataset, $\{(x(n), y(n))\}_{n=1}^{N_i}$, where the input $x(n)$ is the channel gain, the output $y(n)$ is the power allocation, and $N_i$ is the size of the training dataset. We denote the regression-
based DNN at the BS as \( f(\mathbf{x}(n); \theta) \), where \( \theta \) is the set of DNN parameters, the loss function of the DNN at the BS is \( L_θ(\theta, \mathbf{x}(n), y(n)) \), and the predicted power allocation \( f(\mathbf{x}(n); \theta) \) is \( \hat{p} \).

While the BS determines the power allocation variable \( \hat{p} \) from the estimated channel gains using the pre-trained regression-based DNN, there exists an adversary that aims to decrease the minimum rate among UEs by manipulating the channel information at the BS so that the BS makes wrong decisions. While doing so, the adversary may attack one UE (and change its channel gains) or attack all UEs. We assume that there is a budget on these changes, which is measured as the percentage of the total original channel gains. For example, suppose the budget is 1% (or, 0.01). Then, the total change can be no more than 0.01 \( \sum_i g_{ij} \), if the adversary attacks UE \( j \), or 0.01 \( \sum_i \sum_j g_{ij} \), if the adversary attacks all UEs. The adversary can train its own DNN and use this DNN as a surrogate model for the DNN of the BS. We introduce two approaches to generate an adversarial attack at the adversary, based on this surrogate model.

### III. Adversarial Attacks on Power Control

#### A. Simplified Analytical Gradient-Based Attack

To maximize the impact of changes at the BS, the adversary needs to carefully spend the budget of changes on channel gains. The first approach that we consider for this purpose is based on the analysis of each channel gain’s gradient using (2) and the adversary DNN’s power outputs. Denote the gradient for the \( i \)th subcarrier and UE \( j \) as \( \eta_{ij} \), which can be determined by channel gains and power values as

\[
\eta_{ij} = \frac{p_{ij}\sigma_i^2}{(\sigma_i^2 + g_{ij}\sum_{k\neq j} p_{ik})(\sigma_i^2 + g_{ij}\sum_{k=1}^N p_{ik})} \log_2 2
\]

where we simplify the problem by ignoring the dependency between \( p_{ij} \) and \( g_{ij} \). In Section III-B we will use the gradient through the loss function defined for the DNN to consider this dependency. Since \( \eta_{ij} > 0 \), the channel gain from the \( i \)th subcarrier to UE \( j \) should be decreased so that the rate can be smaller. Moreover, it is more effective if the adversary changes a channel gain with a larger value \( \eta_{ij} \). Thus, the adversary first selects the channel gain \( g_{ij} \) with the largest \( \eta_{ij} \) and tries to decrease this channel gain. The details to attack a specified UE \( j \) are presented in Algorithm 1.

If the adversary can attack all UEs, it first selects the UE \( j \) with the largest \( \sum_i \eta_{ij} \). If the budget for change permits, the adversary decreases \( g_{ij}, i = 1, \cdots, N, \) to 0 and then selects the next UE to attack. Otherwise, the adversary applies Algorithm 1 to attack this UE.

Once the channel gains are changed by the adversary, the BS makes its decision on power allocation based on the incorrect channel gains and determines the transmitted data rate for each UE based on allocated powers and incorrect channel gains. On the other hand, the maximum link rate for each UE is determined by the allocated powers and real channel gains. If the transmitted rate is no more than the maximum link rate, the achieved rate is the transmitted rate, otherwise the achieved rate is zero since the transmitted data cannot be decoded by an UE.

#### B. DNN Gradient-Based Attack

The second approach for the adversary to craft the adversarial perturbation \( \delta \) solves the following optimization problem:

\[
\begin{align*}
\min_{\delta} \max_{p} & \quad r_{\min} \\
\text{s.t.} & \quad r_{\min} \leq r_j'(\delta), \quad 1 \leq j \leq K \\
& \quad \sum_{i=1}^{N} \sum_{j=1}^{K} |\delta_{ij}| \leq B_g \\
& \quad \sum_{i=1}^{N} \sum_{j=1}^{K} p_{ij} \leq p \\
& \quad p_{ij} \geq 0, \quad 1 \leq i \leq N, 1 \leq j \leq K,
\end{align*}
\]

where

\[
r_j'(\delta) = \sum_{i=1}^{N} \log_2 \left( 1 + \frac{(g_{ij} + \delta_{ij})p_{ij}}{\sigma_i^2 + (g_{ij} + \delta_{ij})\sum_{k\neq j} p_{ik}} \right)
\]

and \( B_g \) is the budget for total change at the adversary. However, solving (5) is hard due to nonlinearity. Thus, we use the FGM [43] to linearize the loss function \( L_θ(\theta, x, y) \) of the adversary’s DNN in a neighborhood of \( x \) and use this linearized function to generate an adversarial attack. Since the goal of the adversary is to minimize \( r_{\min} \), the adversary defines a loss function \( L_a(\theta, x, y) \) that calculates \( r_{\min} \). Note that the loss function \( L_g(\theta, x, y) \) is used for training and the loss function \( L_a(\theta, x, y) \) is used to create an attack. Therefore, the adversary uses

\[
\delta = B_g \nabla_x L_a(\theta, x, y) / \| \nabla_x L_a(\theta, x, y) \|_1
\]

to attack all UEs. Then, the BS receives \( g_{ij} + \delta_{ij} \) for \( i = 1, \cdots, N \) and \( j = 1, \cdots, K \). Note that \( g_{ij} + \delta_{ij} \) can be negative or greater than 1 depending on the \( \delta_{ij} \). For this case, the negative value is changed to zero and the value greater than 1 is changed to 1, since a channel gain is always in \([0, 1]\). Thus, the budget \( B_g \) is not fully used. We can fully

---

**Algorithm 1: Simplified analytical gradient-based attack algorithm for changing channel gains.**

**Input:** the target UE \( j \), channel gain \( g_{ik} \) for each subcarrier \( i \) and UE \( k \), budget for total change \( B_g \), a small threshold \( \varepsilon \) for minimum channel gain

**Calculate:** gradient \( \eta_{ij} \) for each subcarrier \( i \) by (4)

**Sort:** \( \eta_{ij} \) in a list \( A \) based on the non-increasing order for \( i \in A \)

**if** \( g_{ij} \geq B_g + \varepsilon \) then \( \delta_{ij} = -B_g \) **break**

**else** \( B_g = B_g - g_{ij} + \varepsilon \) and \( \delta_{ij} = \varepsilon - g_{ij} \)

**end**

**Output:** \( \delta_{ij} \) for \( i = 1, \cdots, N \)
Algorithm 2: DNN gradient-based attack algorithm for changing channel gains.

**Input:** channel gain $x$, budget for total change $B_g$, and architecture of the DNN

**Loss function:** use $L_a$ to generate perturbation that minimizes the rate among all UEs

**Calculate:** $\nabla_x L_a(\theta, x, y)$

if $\min\{\nabla_x L_a(\theta, x, y)\} < 0$ then

$\eta = \nabla_x L_a(\theta, x, y) - \min\{\nabla_x L_a(\theta, x, y)\} 1$

else $\eta = \nabla_x L_a(\theta, x, y)$

**Transmit:** $\delta = B_g |\eta|/|\eta|$

### Table I

| Layer | Number of neurons | Activation function |
|-------|------------------|---------------------|
| Input | $N \times K$     | -                   |
| Dense 1 | 1024          | ReLu                |
| Dense 2 | 1024          | ReLu                |
| Dense 3 | 1024          | ReLu                |
| Output | $N \times K$   | Softmax             |

utilize the budget $B_g$ in (7) by shifting the perturbation so that $g_{ij} + \delta_{ij}$ stays in $[0, 1]$. The perturbation $\delta$ to attack a single UE can be determined similarly by changing $\delta_{ik} = 0$ for $k \neq j$. The details are presented in Algorithm 2.

### IV. Performance Evaluation

We consider a feedforward neural network (FNN) trained as a multi-output regression model for power control. As $N$ is the number of subcarriers and $K$ is the number of UEs, both the input layer and the output layer have size $N \times K$, which corresponds to both the total number of channels (the input of the FNN) and the total number of powers to be allocated (the output of the FNN). To ensure the output power constraint (i.e., the sum of power outputs is less than or equal to $p$), the activation function for the output layer is set as softmax (such that the DNN outputs are summed up to 1) and the output values are multiplied by $p$ to get power values. To collect training data, we generate 50,000 random instances of channel gains for $N = 4$, $N = 10$, and $N = 20$, where the number of UEs, $K$, is fixed as 3, and then solve (3) by the interior point method in MATLAB to obtain the corresponding power allocation and achieved objective value $r_{\min}$. We train three different DNNs for different number of subcarriers and use half of the generated dataset to train the DNN. The noise power $\sigma_r^2$ is $1/N$ and the total power is $p = 10$ during the simulations. The DNN structure for the power allocation is given in Table I.

We use different loss functions for the DNN at the BS. The mean absolute error (MAE) loss function aims to minimize the average absolute error between powers $p_{ij}$ of the training data and powers $\hat{p}_{ij}$ obtained by the DNN, i.e.,

$$l_{\text{MAE}} = \frac{1}{NK} \sum_{i} \sum_{j} |p_{ij} - \hat{p}_{ij}|.$$  \hspace{1cm} (8)

The mean absolute percentage error (MAPE) loss function aims to minimize

$$l_{\text{MAPE}} = \frac{1}{NK} \sum_{i} \sum_{j} \frac{|(p_{ij} + c) - (\hat{p}_{ij} + c)|}{p_{ij} + c},$$  \hspace{1cm} (9)

where a constant $c = 10$ is added to all powers to avoid the divided-by-zero issue. The mean squared logarithmic error (MSLE) loss function aims to minimize

$$l_{\text{MSLE}} = \frac{1}{NK} \sum_{i} \sum_{j} (\log(p_{ij} + 1) - \log(\hat{p}_{ij} + 1))^2.$$  \hspace{1cm} (10)

We apply the ADAM optimizer and find that DL can always achieve small loss values for all loss functions. However, if we calculate the ratio between the achieved minimum rate using the DNN’s output with the minimum rate achieved by training data, these loss functions translate to different performance. For $N = 4$ and $K = 3$, the average ratio between these two rates is 86.37% for MSLE, 85.86% for MAE, and 84.11% for MAPE. Since the aim of the BS is to maximize the minimum rate among all UEs, we define our custom loss function that aims to minimize

$$l_{\text{custom}} = (\min_j r_j(p) - \min_j r_j(\hat{p}))^2,$$  \hspace{1cm} (11)

which achieves 94.45% as the ratio between the achieved minimum rate using the DNN’s output and the minimum rate achieved by training data when $N = 4$ and $K = 3$. Thus, we adopt the custom loss function as our loss function during the simulations. Note that this is also the loss function that is used to create the adversarial perturbation at the adversary. Throughout the simulations, we use this normalized rate ratio.

In Fig. 2 we compare the two gradient-based attacks when
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$N = 4$ and $K = 3$. The scaling down attack is also compared as a benchmark attack that enforces the input at the DNN to scale down by $1 - \rho$. For the one UE case, the adversary always attacks UE 1. We also consider a hypothetical scheme that the adversary can always find the best UE to attack. The scaling down attack has poor performance compared to the other attacks. Attacking all three UEs outperforms the cases where the adversary attacks one fixed UE or the best UE. The DNN gradient-based attack on all UEs outperforms other attack schemes, while the simplified analytical gradient-based attack on all UEs has comparable attack performance.

Next, we compare different attacks in Fig. 3 when $N = 10$ and $K = 3$. Without any attack, the regression-based DNN at the BS reaches 90.90% ratio between the achieved minimum rate using the DNN’s output and the minimum rate achieved by training data. Attacking all UEs simultaneously has more effect on the minimum rate among UEs compared to attacking only one UE for all attack schemes. Moreover, the DNN gradient-based attack outperforms the analytical gradient-based attack when all UEs are under attack. It is also observed that when the DNN gradient-based attack is used for attacking the best UE has the same effect as attacking all UEs simultaneously. Similar results are also obtained in Fig. 4 when $N = 20$ and $K = 3$. Without any attack, the DNN at the BS reaches 83.73% ratio between the achieved minimum rate using the DNN’s output and the minimum rate achieved by training data.

We also consider the impact of uncertainty on adversarial attacks. The first uncertainty is that the adversary may not have accurate knowledge on channel gains, i.e., if the real gain is $g$, the adversary may have an estimate within $[(1 - e)g, (1 + e)g]$, where $e$ is the error ratio. The second uncertainty is that the adversary may not be able to launch the attack exactly as specified, i.e., if the adversary aims to change a channel gain by amount $c$, the actual change may take a value in $[(1 - e)c, (1 + e)c]$. This uncertainty may be due to the erroneous knowledge of the adversary about the channel gain from itself to the UE such that it exercises the wrong perturbation power. For the analytical gradient-based attack, Table II shows the normalized minimum rate under uncertainty when the budget to change UE 1’s channel gains is up to 10% when 4 subcarriers are used. Note that when there is no error, the attack leads to 87.77% of the rate ratio. Results in Table II show that the errors on channel gains and channel changes will reduce the effect of attack (the rate under attack is higher when there are such errors). However, such effect is small, i.e., the attack is robust to the two types of uncertainty at the adversary.

### Table II

| Error on channel gain | 5% | 10% | 15% | 20% |
|-----------------------|----|-----|-----|-----|
| Error ratio           | 87.77% | 87.79% | 87.81% | 87.84% |
| Error on channel change | 88.02% | 88.25% | 88.47% | 88.67% |

V. Conclusion

We considered the power control problem at the BS that uses a DNN to maximize the minimum rate among all UEs while the adversary launches adversarial attacks to minimize the minimum rate among all UEs. We considered various methods such as analytical and DNN gradient-based attacks to craft adversarial perturbations on channel estimates targeting one or multiple UEs subject to the budget on adversarial perturbations. Our results showed that the adversarial attacks on power control can significantly reduce the minimum rate among all UEs by slightly manipulating the channel estimate inputs to the DNN of the BS. These attacks remain effective when we vary the number of subcarriers at the BS and when
the adversary is subject to errors regarding channel gains and channel changes.
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