Functional inequality on path space over a non-compact Riemannian manifold
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Abstract

We prove the existence of the O-U Dirichlet form and the damped O-U Dirichlet form on path space over a general non-compact Riemannian manifold which is complete and stochastically complete. We show a weighted log-Sobolev inequality for the O-U Dirichlet form and the (standard) log-Sobolev inequality for the damped O-U Dirichlet form. In particular, the Poincaré inequality (and the super Poincaré inequality) can be established for the O-U Dirichlet form on path space over a class of Riemannian manifolds with unbounded Ricci curvatures. Moreover, we construct a large class of quasi-regular local Dirichlet forms with unbounded random diffusion coefficients on path space over a general non-compact manifold.
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1 Introduction

Suppose $M$ is a $n$-dimensional non-compact complete connected Riemannian manifold, the Riemannian path space $C_{o,T}(M)$ over $M$ is defined by

$$C_{o,T}(M) := \{ \gamma \in C([0, T]; M) : \gamma(0) = o \},$$

where $T$ is a positive constant and $o \in M$. Let $d_M$ be the Riemannian distance on $M$, then $C_{o,T}(M)$ is a Polish space under the uniform distance

$$d(\gamma, \sigma) := \sup_{t \in [0, T]} d_M(\gamma(t), \sigma(t)), \quad \gamma, \sigma \in C_{o,T}(M).$$
Let \( O(M) \) be the orthonormal frame bundle over \( M \), and let \( \pi: O(M) \to M \) be the canonical projection. Furthermore, we choose a standard orthonormal basis \( \{H_i\}_{i=1}^n \) of horizontal vector fields on \( O(M) \) and consider the following SDE,

\[
\begin{cases}
    dU_t = \sum_{i=1}^n H_i(U_t) \circ dW_t^i, & t \in [0, \zeta), \\
    U_0 = u_o,
\end{cases}
\]

(1.1)

where \( u_o \) is a fixed orthonormal basis of \( T_o M, W_t^1, \cdots, W_t^n \) are independent Brownian motions on \( \mathbb{R} \) and \( \zeta \) is the maximal time of the solution. Then \( X_t := \pi(U_t), \ t \in [0, \zeta) \) is the Brownian motion on \( M \) with initial point \( o \), and \( U_t \) is the (stochastic) horizontal lift along \( X_t \). Throughout this paper, besides the completeness of \( M \), we assume further that \( M \) is stochastically complete, i.e., \( \zeta = \infty \), a.s.

Let \( \mu_{o,T} \) be the distribution of \( X_t \) in the time interval \( t \in [0, T] \), then \( \mu_{o,T} \) is a probability measure on \( C_{o,T}(M) \). From now on, we fix \( o \in M, T = 1 \), and for simplicity, we write \( C_{o}(M) \) for \( C_{o,1}(M) \) and \( \mu \) for \( \mu_{o,1} \). Let \( \mathcal{FC}_b \) be the space of bounded Lipschitz continuous cylinder functions on \( C_o(M) \), i.e, for every \( F \in \mathcal{FC}_b \), there exist some \( m \geq 1, 0 < t_1 < t_2 \cdots < t_m \leq 1, f \in C^{Lip}_b(M^m) \) such that \( F(\gamma) = f(\gamma(t_1), \cdots, \gamma(t_m)), \gamma \in C_o(M) \), where \( C^{Lip}_b(M^m) \) is the collection of bounded Lipschitz continuous functions on \( M^m \).

Suppose \( \mathbb{H} \) is the standard Cameron-Martin space for \( C([0, 1]; \mathbb{R}^n) \), i.e.

\[
\mathbb{H} := \left\{ h \in C([0, 1]; \mathbb{R}^n) \left| h \text{ is absolutely continuous,} \ h(0) = 0, \|h\|^2_\mathbb{H} := \int_0^1 |h'(s)|^2 ds < \infty \right. \right\},
\]

where \( h'(s) \) is the derivative with respect to the time variable \( s \). In fact, \( \mathbb{H} \) is a separable Hilbert space with the inner product \( \langle h, g \rangle_\mathbb{H} := \int_0^1 (h'(s), g'(s)) ds, \ h, g \in \mathbb{H} \). For any \( F \in \mathcal{FC}_b \) with the form \( F(\gamma) := f(\gamma(t_1), \cdots, \gamma(t_m)) \) and any \( h \in \mathbb{H} \), we define the directional derivative \( D_hF \) as following,

\[
D_hF(\gamma) := \sum_{i=1}^m \langle \nabla_i f(\gamma(t_1), \cdots, \gamma(t_m)), U_{t_i}(\gamma)h(t_i) \rangle_{T_{\gamma(t_i)}M},
\]

(1.2)

where \( \nabla_i \) is the (distributional) gradient operator for the \( i \)-th component on \( M^m \) and \( U_{t_i}(\gamma) \) is the horizontal lift along \( \gamma(\cdot) \). Note that \( D_hF \) is independent of the representation of \( F \), \( \nabla_i f \) is defined almost everywhere with respect to the Riemannian volume measure, and the law of \( \gamma(t), t \in (0, 1) \) under \( \mu \) is absolutely continuous with respect to the Riemannian volume measure (see e.g. [20]), so \( D_hF \) is well defined, and it is defined \( \mu \)-a.s. on \( C_o(M) \). By Riesz representation theorem, there exists a gradient operator \( DF(\gamma) \in \mathbb{H} \), such that \( \langle DF(\gamma), h \rangle_\mathbb{H} = D_hF(\gamma), h \in \mathbb{H}, \gamma \in C_o(M) \). And for
every $F \in \mathcal{F}C_b$ with the form above, it is easy to check that $DF$ has the following expression,

$$DF(\gamma)_s = \sum_{i=1}^{m} (s \wedge t_i)U_{t_i}(\gamma)^{-1}\nabla_i f(\gamma), \quad \mu - a.s.$$  

Since $DF$ is bounded for every $F \in \mathcal{F}C_b$, we can define a quadratic form as following,

$$(1.3) \quad \mathcal{E}(F, G) := \int_{C_0(M)} \langle DF, DG \rangle_{\mathbb{H}} d\mu, \quad F, G \in \mathcal{F}C_b.$$

It is well known that if the based manifold $M$ is compact or with bounded Ricci curvature, then the integration by parts formula holds for $D_h$, hence the quadratic form $(\mathcal{E}, \mathcal{F}C_b)$ is closable. According to the theory of Dirichlet form, it is not difficulty to show that the closed extension $(\mathcal{E}, \mathcal{D}(\mathcal{E}))$ is a conservative local Dirichlet form on $L^2(\mu) := L^2(C_0(M), \mu)$, which is usually called the O-U Dirichlet form. For the case $M$ compact, see [7], [8], [10], [12], [14], [17], for the case $M$ non-compact with bounded Ricci curvature, see [4], [19]. In fact, in the integration by parts formula for $D_h$, a term depending on the Ricci curvature of the based manifold appears, to make such term integrable, it is natural to put some restrictions on the bound of the Ricci curvature. On the other hand, since the horizontal lift $U_t$ is an isometry, without any condition on the bound of the Ricci curvature, the quadratic form $(\mathcal{E}, \mathcal{F}C_b)$ is still well defined by (1.3). In this article, we will show the following result about the closability of $(\mathcal{E}, \mathcal{F}C_b)$,

**Theorem 1.1.** The quadratic form $(\mathcal{E}, \mathcal{F}C_b)$ is closable on $L^2(\mu)$, and its closed extension $(\mathcal{E}, \mathcal{D}(\mathcal{E}))$ is a Dirichlet form on $L^2(\mu)$.

In particular, only the completeness and the stochastic completeness of the based manifold is needed in Theorem 1.1. Under the same condition, i.e. completeness and stochastic completeness of the based manifold, the existence of a quasi-invariance flow on $C_0(M)$ was shown in [21].

Provided the closability of $(\mathcal{E}, \mathcal{F}C_b)$, we can define its closed extension $(\mathcal{E}, \mathcal{D}(\mathcal{E}))$ as the O-U Dirichlet form on $L^2(\mu)$. A natural question is what functional inequality holds for the O-U Dirichlet form? If the based manifold is compact or with bounded Ricci curvature, the Poincaré inequality for the O-U Dirichlet form was first shown in [13], after that the log-Sobolev inequality has also been established for the O-U Dirichlet form, see e.g. [2], [4], [10], [18], [19]. For a class of based manifolds with unbounded Ricci curvatures, a weak Poincaré inequality was shown in [27] for the O-U Dirichlet form. In this article, we will study the functional inequality for the O-U Dirichlet form on path space over a general non-compact manifold.

Let

$$K(\gamma) := \sup_{t \in [0,1]} \|\text{Ric}(\gamma(t))\|_{T_{\gamma(t)}M}, \quad \gamma \in C_0(M),$$

$$(1.4) \quad K_1(\gamma) := \inf_{t \in [0,1]} \inf_{v \in T_{\gamma(t)}M, \|v\|=1} \langle \text{Ric}(\gamma(t))v, v \rangle_{T_{\gamma(t)}M}, \quad \gamma \in C_0(M).$$
For every $R \geq 0$, we define
\begin{align*}
\tilde{K}(R) &:= \sup \left\{ \| \text{Ric}(x) \|_{T_xM} : x \in M, \ d_M(o, x) \leq R \right\}, \\
\tilde{K}_1(R) &:= \inf \left\{ \langle \text{Ric}(x)v, v \rangle_{T_xM} : x \in M, \ d_M(o, x) \leq R, \ v \in T_xM, \ |v| = 1 \right\}.
\end{align*}

**Theorem 1.2.** (1) The following weighted log-Sobolev inequality holds,
\begin{equation}
(1.6) \quad \mu(F^2 \log F^2) \leq \int_{C^0(M)} (4 + K(\gamma)^2 e^{-K_1(\gamma)}) \| DF \|_{H}^2 d\mu, \ F \in \mathcal{C}^{b,loc}, \ \mu(F^2) = 1,
\end{equation}

(2) Suppose
\begin{align*}
\tilde{K}(s) &\leq c_1(1 + s^{\delta_1}), \quad \tilde{K}_1(s) \geq -c_2 - \delta_2 \log(1 + s), \quad s > 0,
\end{align*}
for some non-negative constants $c_1, c_2, \delta_1, \delta_2$ satisfying $2\delta_1 + \delta_2 \leq 2$, then the following Poincaré inequality
\begin{equation}
\mu(F^2) \leq c_3 \mathcal{E}(F, F) + \mu(F)^2, \ F \in \mathcal{D}(\mathcal{E}),
\end{equation}
holds for some $c_3 > 0$.

Theorem 1.2 is a combination of Theorem 3.1 and Corollary 3.3 below. By our knowledge, it is the first result to show that the Poincaré inequality holds for the O-U Dirichlet form on some path space whose based manifold may have unbounded Ricci curvature. In particular, note that the right side of (1.6) may not be well defined for every $F \in \mathcal{C}^{b}$ without any condition on the curvature bound of the based manifold since the associated weighted function may not be integrable, and the weighted log-Sobolev inequality (1.6) holds for every $F \in \mathcal{C}^{b,loc}$. (see (1.7) below for the definition of $\mathcal{C}^{b,loc}$)

As long as the based manifold is complete and stochastically complete, we can construct the damped O-U Dirichlet form on $C^0(M)$, see e.g. Example 2.3 below. Moreover, the log-Sobolev inequality holds for the damped O-U Dirichlet form with the corresponding constant to be 2 (independent of the curvature of the based manifold), see Theorem 3.1.

In [27], a weak Poincaré inequality for the O-U Dirichlet form was shown under some conditions of $K_1$ and $K$, but we are not sure whether the weak Poincaré inequality is true if we only assume the based manifold is complete and stochastically complete.

Let
\[ \rho(\gamma) := \sup_{t \in [0,1]} d_M(\gamma(t), o), \]
we will show that for every $l \in C^0_0(\mathbb{R})$, $l(\rho) \in \mathcal{D}(\mathcal{E})$, where $C^0_0(\mathbb{R})$ denotes the set of smooth functions on $\mathbb{R}$ with compact supports. Based on such property, we can
construct more general Dirichlet forms with diffusion coefficients, which can be viewed as a generalization of those in \[22\] and \[29\]. In fact, let

\[
(1.7) \quad \mathcal{F}_{C_{b, \text{loc}}} := \left\{ Fl(\rho) : F \in \mathcal{F}_{b}, \ l \in C_0^\infty(\mathbb{R}) \right\}
\]

be the collection of “local” bounded Lipschitz continuous cylinder functions. Let \( A : C_0(M) \times \mathbb{H} \to \mathbb{H} \) be a measurable operator, such that,

(A1) For \( \mu \)-a.s. \( \gamma \in C_0(M) \), \( A(\gamma) : \mathbb{H} \to \mathbb{H} \) is a densely defined self-adjoint operator with the domain \( \mathcal{D}(A(\gamma)) \).

(A2) For every \( F \in \mathcal{F}_{C_{b, \text{loc}}} \), \( DF(\gamma) \in \mathcal{D}(A(\gamma)^{1/2}) \) for \( \mu \)-a.s. \( \gamma \in C_0(M) \) and

\[
\int_{C_0(M)} |A(\gamma)^{1/2}(DF(\gamma))|^2 d\mu < \infty.
\]

(A3) For each \( R > 0 \), there exists a constant \( \varepsilon(R) > 0 \) such that \( A(\gamma) \geq \varepsilon(R)I \) for \( \mu \)-a.s. \( \gamma \in C_0(M) \) satisfying \( \rho(\gamma) \leq R \), where \( I \) denotes the identity operator.

It is easy to see that under conditions (A1)-(A2), the following quadratic form \((\mathcal{E}_A, \mathcal{F}_{C_{b, \text{loc}}})\) is well defined,

\[
(1.8) \quad \mathcal{E}_A(F, G) := \int_{C_0(M)} \langle A(\gamma)^{1/2}DF(\gamma), A(\gamma)^{1/2}DG(\gamma) \rangle_{\mathbb{H}} d\mu, \quad F, G \in \mathcal{F}_{C_{b, \text{loc}}}.
\]

And in this article, it will be shown that if we assume (A1)-(A3), then \((\mathcal{E}_A, \mathcal{F}_{C_{b, \text{loc}}})\) is closable, and its closed extension \((\mathcal{E}_A, \mathcal{D}(\mathcal{E}_A))\) is a local Dirichlet form.

The quasi-regularity of a Dirichlet form, in particular that on an infinite dimensional space (without locally compact property), implies the existence of the associated Hunt process for the Dirichlet form. For the overall introduction of the properties of the quasi-regular Dirichlet forms on infinite dimensional space, we refer the reader to \[23\]. The quasi-regularity of the O-U Dirichlet form on path space over a compact manifold was first shown in \[9\]. And the quasi-regularity of a class of Dirichlet forms with constant diffusion coefficients was established in \[22\]. We also want to remark that if in condition (A2) above, we replace the set \( \mathcal{F}_{C_{b, \text{loc}}} \) by \( \mathcal{F}_{C_b} \), and the constant \( \varepsilon(R) \) is independent of \( R > 0 \) in (A3), then the quasi-regularity of such Dirichlet form \((\mathcal{E}_A, \mathcal{D}(\mathcal{E}_A))\) was shown in \[29\]. See \[11\] for the case of the Dirichlet form on Finsler manifold, and see \[30\] for the case of the Dirichlet form on free path space. Another aim of this article is to prove the quasi-regularity of \((\mathcal{E}_A, \mathcal{D}(\mathcal{E}_A))\), let the assumption (A2') be introduced as (4.2) and (4.3) below, we can obtain the following result

**Theorem 1.3.** Suppose (A1), (A2') and (A3) hold, then \((\mathcal{E}_A, \mathcal{D}(\mathcal{E}_A))\) is a quasi-regular Dirichlet form.
The article is organized as following, in the second section, we will prove the closability of the quadratic form \((\mathcal{E}, \mathcal{F}C_b)\) and \((\mathcal{E}_A, \mathcal{F}C_{b, loc})\). In the third section, we will show some functional inequalities for the O-U Dirichlet form. In the fourth section, we will prove the quasi-regularity for \((\mathcal{E}_A, \mathcal{D}(\mathcal{E}_A))\). In the Appendix, following the argument in [25], we will prove a lemma needed in the proof of Theorem 1.1.

2 The closability of quadratic form

In this section, we first show that the quadratic form \((\mathcal{E}, \mathcal{F}C_b)\) defined by (1.2) is closable. The proof below is inspired by the cut-off procedure for the Dirichlet form, see e.g. [3, Proposition A.1], and the procedure of the conformal change for the metric of the based manifold, see e.g. [25], [27], [30].

Proof of Theorem 1.1 (1) For every \(R \geq 1\), let \(B_R := \{x \in M : d_M(x, o) \leq R\}\), and there exists a non-negative function \(f_R \in C^\infty_0(M)\) such that \(f_R(x) = 1\) for all \(x \in B_R\) and \(M_R := \{x \in M : f_R(x) > 0\}\) is a connected open set. We define a metric \(\langle \cdot, \cdot \rangle_R\) on \(M_R\) as

\[
\langle \cdot, \cdot \rangle_R := f_R^{-2} \langle \cdot, \cdot \rangle,
\]

where \(\langle \cdot, \cdot \rangle\) is the Riemannian metric on \(M\). Moreover, by [25, Section 2] and [15, Lemma 3.4](see also Lemma 5.1 in the Appendix below), we know \((M_R, \langle \cdot, \cdot \rangle_R)\) is a complete Riemannian manifold, and

\[
K_R := \sup_{M_R} \|\text{Ric}^{(R)}\|_R < \infty,
\]

for every \(R \geq 1\), where \(\text{Ric}^{(R)}\) denotes the Ricci curvature tensor on \((M_R, \langle \cdot, \cdot \rangle_R)\). Hence \(M_R\) is stochastically complete. We write \(\mu_R\) for the distribution of the Brownian motion on \(C_0(M_R)\), by the reference listed (see e.g. [19]) in the introduction, there exists an O-U Dirichlet form \((\mathcal{E}_R, \mathcal{D}(\mathcal{E}_R))\) on \(L^2(\mu_R)\), such that,

\[
\mathcal{E}_R(F, F) = \int_{C_0(M_R)} \langle D_R F, D_R F \rangle d\mu_R, \quad F \in \mathcal{F}C_b(M_R),
\]

where \(D_R\) denotes the (closed) gradient operator on \(L^2(\mu_R)\).

In order to compare the O-U Dirichlet form \((\mathcal{E}_R, \mathcal{D}(\mathcal{E}_R))\) in different spaces \(C_0(M_R)\), we model them into the same probability space. Suppose that \((\Omega, \mathcal{F}, \mathbb{P})\) is a complete probability space, and \(W_t\) is a \(\mathbb{R}^n\)-valued Brownian motion on this space. We consider the SDE on \(M\),

\[
\begin{aligned}
\frac{dU_t}{dt} &= \sum_{i=1}^n H_i(U_t) \circ dW^i_t, \quad t \in [0, 1], \\
U_0 &= u_o,
\end{aligned}
\]
so \(X_t := \pi(U_t)\) is the Brownian motion on \(M\), \(U_t\) is the horizontal lift along \(X_t\). Similarly, since \(\langle \cdot, \cdot \rangle_R = \langle \cdot, \cdot \rangle\), on \(B_R\), we can choose an orthonormal basis \(\{H_{i,R}\}_{i=1}^n\) of horizontal vector fields on \(O(M_R)\) such that \(H_{i,R}(u) = H_{i,m}(u) = H_i(u)\) for every \(m \geq R\) when \(u \in O(M_R)\) satisfies \(\pi(u) \in B_R\). Let \(W_t, u_0\) be the same as that in \([2.2]\), we consider the following SDE,

\[
\begin{align*}
&\text{d}U_{t,R} = \sum_{i=1}^n H_{i,R}(U_{t,R}) \circ \text{d}W^i_t, \quad t \in [0, 1]; \\
&U_{0,R} = u_0,
\end{align*}
\]

so \(X_{t,R} := \pi(U_{t,R})\) is the Brownian motion on \(M_R\), \(U_{t,R}\) is the horizontal lift along \(X_{t,R}\) on \(M_R\). Moreover, let \(\tau_R := \inf\{t \geq 0 : X_t \notin B_R\}\), we have \(U_{t,R} = U_{t,m} = U_t\) \(\mathbb{P}\)-a.s. for every \(m \geq R, t \leq \tau_R\).

Suppose \(\{F_k\}_{k \geq 1} \subset \mathcal{F}_b\) satisfy

\[
\lim_{k \to \infty} \mu(F_k^2) = 0, \quad \lim_{k,m \to \infty} \mathcal{E}(F_k - F_m, F_k - F_m) = 0.
\]

For every \(R \geq 1\), we can find a \(l_R \in C_0^\infty(\mathbb{R})\) such that

\[
l_R(r) = \begin{cases} 
1, & \text{if } |r| \leq R - 1, \\
1, & \text{if } R - 1 < |r| < R, \\
0, & \text{if } |r| \geq R,
\end{cases}
\]

and \(\sup_{r \in \mathbb{R}} |l_R'(r)| \leq 2\). Let \(d_R\) be the Riemannian distance on \(M_R\) and

\[
\rho_R(\gamma) := \sup_{t \in [0,1]} d_R(\gamma(t), 0), \quad \phi_R(\gamma) := l_R(\rho_R(\gamma)), \quad \gamma \in C_o(M_R).
\]

We denote the gradient operator on \(M_R\) by \(\nabla^R\). Since \(|\nabla^R d_R|_R \leq 1\) and the O-U gradient operator \(D_R\) on \(L^2(\mu_R)\) is closed due to \([2.1]\), as the same argument in the proof of \([1]\) Lemma 2.2 or \([23]\) Proposition 3.1, we have \(\phi_R \in \mathcal{D}(\mathcal{E}_R)\), and \(\|D_R \phi_R(\gamma)\|_R \leq 2\) for every \(R \geq 1\) and \(\mu\)-a.s. \(\gamma \in C_o(M)\). Note that \(l_R(r) = 0\) if \(r \geq R\) and \(\rho_R(\gamma) = \rho(\gamma)\) for each \(\gamma \in C_o(M_R) \subseteq C_o(M)\) satisfying \(\rho_R(\gamma) \leq R\), so we can extend \(\phi_R\) to be defined in \(C_o(M)\) by \(\phi_R(\gamma) := l_R(\rho(\gamma))\) for \(\mu\)-a.s. \(\gamma \in C_o(M)\).

Since \(\{F_k\}_{k \geq 1} \subset \mathcal{F}_b\), we may assume that for each \(k \geq 1\),

\[
F_k(\gamma) = f_k(\gamma(t_1), \cdots, \gamma(t_{j_k})), \quad \gamma \in C_o(M)
\]

for some \(f_k \in C^{\text{Lip}}_b(M^{j_k}), j_k \geq 1\) and \(0 < t_1 < \cdots < t_{j_k} \leq 1\). Let \(F_{k,R}(\gamma) := \phi_R(\gamma) F_k(\gamma)\), since \(\phi_R(\gamma) \neq 0\) only if \(\rho(\gamma) \leq R\), we can replace \(f_k \in C^{\text{Lip}}_b(M^{j_k})\) by some \(\tilde{f}_k \in C^{\text{Lip}}_b(M^{j_k}_R)\) such that \(f_k(x) = \tilde{f}_k(x), \forall x \in B_R^{j_k}\) in the definition of \(F_{k,R}\),
then \( F_{k,R} \big|_{C_0(M)} \in \mathcal{F}C_{b,loc}(M_R) \subseteq \mathcal{D}(\mathcal{E}_R) \). Note that \( \rho(X) = \rho_R(X,R) \leq R \) implies 
\( X = X_{-R} \) and \( U = U_{-R} \mathbb{P}\cdot a.s. \), hence it is easy to see that,

\[
(2.5) \quad D_RF_{k,R}(X,R) = \phi_R(X,R)DF_k(X) + F_k(X)D_R\phi_R(X,R).
\]

Then we obtain, for every fixed \( R \geq 1 \),

\[
(2.6) \quad \mathcal{E}_R(F_{k,R} - F_{m,R}, F_{k,R} - F_{m,R}) = \int \| D_RF_{k,R}(X_{-R}) - D_RF_{m,R}(X_{-R}) \|_{H^2}^2 \, d\mathbb{P} \\
\leq 2 \int \phi_R^2(X_{-R})\| DF_k(X) - DF_m(X) \|_{H}^2 \, d\mathbb{P} \\
+ 2 \int \| D_R\phi_R(X_{-R}) \|^2\| F_k(X) - F_m(X) \|^2 \, d\mathbb{P} \\
\leq 2 \int \| DF_k(X) - DF_m(X) \|^2 \, d\mathbb{P} + 4 \int |F_k(X) - F_m(X)|^2 \, d\mathbb{P} \\
= 2\mathcal{E}(F_k - F_m, F_k - F_m) + 4\mu(|F_k - F_m|^2),
\]

where in the second inequality above, we use the property that \( \phi_R \leq 1 \) and \( \| D_R\phi_R(\gamma) \|_H \leq 2 \). According to \( (2.3) \), we have

\[
(2.7) \quad \lim_{k,m \to \infty} \mathcal{E}_R(F_{k,R} - F_{m,R}, F_{k,R} - F_{m,R}) = 0.
\]

Note that by \( (2.3) \) and as the same procedure above, it is not difficult to check that,

\[
(2.8) \quad \lim_{k,m \to \infty} \mu_R(|F_{k,R} - F_{m,R}|^2) \leq \lim_{k,m \to \infty} \mu(|F_k - F_m|^2) = 0.
\]

As mentioned earlier, \((\mathcal{E}_R, \mathcal{D}(\mathcal{E}_R))\) is closed due to \( (2.1) \), by \( (2.7) \) and \( (2.8) \), we derive

\[
(2.9) \quad \lim_{k \to \infty} \mathcal{E}_R(F_{k,R}, F_{k,R}) = 0.
\]

We define \( B_R \subseteq C_0(M) \) by

\[
(2.10) \quad B_R := \{ \gamma \in C_0(M) : \rho(\gamma) \leq R \}.
\]
For every \( k, m, R \geq 1 \),
\[
\mathcal{E}(F_k, F_k) = \int \|DF_k(X)\|_H^2 \, d\mathbb{P} = \int \|DF_k(X) - DRF_{k,R}(X,R) + DRF_{k,R}(X,R)\|_H^2 \, d\mathbb{P}
\leq 2 \int \|DF_k(X) - DRF_{k,R}(X,R)\|_H^2 \, d\mathbb{P} + 2\mathcal{E}_R(F_k, F_k)
\leq 4 \int (1 - \phi_R(X,R))^2 \|DF_k(X)\|_H^2 \, d\mathbb{P}
\quad + 4 \int \|DR\phi_R(X,R)\|_H^2 F_k^2(X) \, d\mathbb{P} + 2\mathcal{E}_R(F_k, F_k)
\leq 4 \int_{B^c_{R-1}} \|DF_k(\gamma)\|_H^2 \, d\mu + 8 \int F_k^2(\gamma) \, d\mu + 2\mathcal{E}_R(F_k, F_k)
\leq 8 \int_{B^c_{R-1}} \|DF_m(\gamma)\|_H^2 \, d\mu + 8\mathcal{E}(F_k - F_m, F_k - F_m)
\quad + 8 \int F_k^2(\gamma) \, d\mu + 2\mathcal{E}_R(F_k, F_k),
\]
where in the second inequality above, we use (2.5), the third inequality is due to the property that \( \|DR\phi_R(\gamma)\|_H \leq 2 \) and \( \phi_R(X,R) \neq 1 \) only if \( \rho_R(X,R) > R - 1 \), thus \( \rho(X) > R - 1 \), and the complement of \( B_R \) is denoted by \( B^c_R \). According to (2.3) and (2.9), we obtain for every fixed \( R, m \geq 1 \),
\[
\limsup_{k \to \infty} \mathcal{E}(F_k, F_k) \leq 8 \int_{B^c_{R-1}} \|DF_m(\gamma)\|_H^2 \, d\mu + 8 \limsup_{k \to \infty} \mathcal{E}(F_k - F_m, F_k - F_m),
\]
and in the above inequality, first let \( R \to \infty \) then \( m \to \infty \), we get
\[
\limsup_{k \to \infty} \mathcal{E}(F_k, F_k) = 0,
\]
hence \( (\mathcal{E}, \mathcal{F}C_b) \) is closable. Let \( (\mathcal{E}, \mathcal{D}(\mathcal{E})) \) be the closed extension of \( (\mathcal{E}, \mathcal{F}C_b) \), it is easy to show the contraction property of \( (\mathcal{E}, \mathcal{D}(\mathcal{E})) \), for example, just repeating the step (b) in the proof of [29] Proposition 2.1. So we have proved \( (\mathcal{E}, \mathcal{D}(\mathcal{E})) \) is a symmetric Dirichlet form.

**Lemma 2.1.** For every \( l \in C_0^\infty(\mathbb{R}), l(\rho) \in \mathcal{D}(\mathcal{E}) \), and
\[
\|Dl(\rho(\gamma))\|_H \leq \sup_{r \in \mathbb{R}} |l'(r)|, \quad \mu - a.s. \gamma \in C_o(M).
\]

**Proof.** We follow the argument in the proof of [11] Lemma 2.2 or [24] Proposition 3.1. We take a countable dense subset \( \{t_i\}_{i=1}^\infty \) in \((0,1]\), and define
\[
\rho^m(\gamma) := \sup_{1 \leq i \leq m} d_M(\gamma(t_i), o), \quad \phi^m(\gamma) := l(\rho^m(\gamma)), \quad \gamma \in C_o(M).
\]
It is obvious that \( \phi^m := l(\rho^m) \in \mathcal{F}C_b \). Note that \( \rho^m = g \left( (d_M(\gamma(t_1), o), \ldots, d_M(\gamma(t_m), o)) \right) \), where

\[
g(s) := \max_{1 \leq i \leq m} s_i, \quad s = (s_1, \ldots, s_m) \in \mathbb{R}^m,
\]

since \( g(s) \) is a Lipschitz continuous function on \( \mathbb{R}^m \) with Lipschitz constant 1, and \( |\nabla d_M(o, x)| \leq 1 \), then for every \( m \geq 1 \), we have

\[
\|D\phi^m(\gamma)\|_H \leq \sup_{r \in \mathbb{R}} |l'(r)|, \quad \mu - \text{a.s.} \quad \gamma \in C_o(M).
\]

By the Banach-Saks property, there exists a subsequence \( \{\phi^m_i\}_{i=1}^{\infty} \) of \( \{\phi^m\} \) such that for \( S_N := \frac{1}{N} \sum_{i=1}^{N} \phi^m_i, \{DS_N\}_{N=1}^{\infty} \) is convergent in \( L^2(\mu) \). Since \( \lim_{N \to \infty} \mu(|S_N - l(\rho)|^2) = 0 \), and \( (\mathcal{E}, \mathcal{D}(\mathcal{E})) \) is closed, we obtain \( l(\rho) \in \mathcal{D}(\mathcal{E}) \) and (2.12) holds.

We call \( (\mathcal{E}, \mathcal{D}(\mathcal{E})) \) the O-U Dirichlet form on \( L^2(\mu) \). Let \( \mathcal{F}C_{b,loc} \) be defined by (1.1), by Lemma 2.1, we know \( \mathcal{F}C_{b,loc} \subseteq \mathcal{D}(\mathcal{E}) \). Hence the quadratic form \( (\mathcal{E}_A, \mathcal{F}C_{b,loc}) \) is well defined by (1.8). Furthermore, inspired by [22, Theorem 2.2] and [29, Proposition 2.1], we can show the closability of \( (\mathcal{E}_A, \mathcal{F}C_{b,loc}) \).

**Proposition 2.2.** Suppose (A1), (A2) and (A3) hold. The quadratic form \( (\mathcal{E}_A, \mathcal{F}C_{b,loc}) \) is closable on \( L^2(\mu) \), and its closed extension \( (\mathcal{E}_A, \mathcal{D}(\mathcal{E}_A)) \) is a Dirichlet form.

**Proof.** It is not difficult to show that \( \mathcal{F}C_{b,loc} \) is dense in \( L^2(\mu) \) since \( \mathcal{F}C_b \) is dense. Suppose \( \{F_k\}_{k \geq 1} \subset \mathcal{F}C_{b,loc} \) satisfy

\[
\lim_{k \to \infty} \mu(F_k^2) = 0, \quad \lim_{k,m \to \infty} \mathcal{E}_A(F_k - F_m, F_k - F_m) = 0.
\]

Let \( X_R, X, \phi_R, F_k, F, B_R \) be the same terms as that in the proof of Theorem 1.1. From (2.11), we know \( \{A^{1/2}DF_k\}_{k=1}^{\infty} \) is a Cauchy sequence in \( L^2(C_o(M) \to H; \mu) \), hence there exists a \( \Phi \in L^2(C_o(M) \to H; \mu) \), such that,

\[
\lim_{k \to \infty} \int_{B_R} \|A^{1/2}DF_k - \Phi\|^2_H \mu = 0.
\]

In order to prove the closability of \( \mathcal{E}_A \), it suffices to show \( \Phi = 0 \).

By assumption (A3), \( A^{-1/2}(\gamma) \) is a bounded operator on \( A(\gamma)^{1/2}(\mathcal{D}(A(\gamma)^{1/2})) \) with
\[
\|A(\gamma)^{-1/2}\| \leq \frac{1}{\sqrt{\epsilon(R)}} \quad \text{for } \mu\text{-a.s. } \gamma \in B_R, \text{ as the same argument for (2.16), we obtain}
\]

\[
\mathcal{E}_R(F_k, F_k - F_m, F_k - F_m) \leq 2 \int_{B_R} \|A^{-1/2}A^{1/2}(DF_k(X) - DF_m(X))\|^2_H \mu + 4\mu(|F_k - F_m|^2)
\]

\[
\leq 2\mathcal{E}_A(F_k - F_m) + 4\mu(|F_k - F_m|^2),
\]
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hence from (2.14), \( \lim_{k,m \to \infty} \mathcal{E}_R(F_{k,R} - F_{m,R}, F_{k,R} - F_{m,R}) = 0 \), then (2.9) is still true due to the closability of \((\mathcal{E}_R, \mathcal{D}(\mathcal{E}_R))\).

Note that \( DRF_{k,R}(X,R) = DF_k(X) \) for \( \mathbb{P}\)-a.s. \( \omega \in \Omega \) such that \( \rho(X) \leq R - 1 \), by (2.9) and (2.15), for every \( R \geq 1 \), taking a subsequence if necessary (the subsequence may depend on \( R \)),

\[
\begin{align*}
\lim_{k \to \infty} \|DF_k(X)\|_\Xi &= 0, \\
\lim_{k \to \infty} \|A(X)\frac{1}{2}(DF_k(X)) - \Phi(X)\|_\Xi &= 0, \quad \mathbb{P} - \text{a.s.} \, \omega \in \Omega \text{ with } \rho(X) \leq R - 1.
\end{align*}
\]

Since \( A(X)\frac{1}{2} \) is closed, from (2.17) we know for every \( R \geq 1 \), \( \Phi(X) = 0 \) for \( \mathbb{P}\)-a.s. \( \omega \in \Omega \) with \( \rho(X) \leq R - 1 \). Note that \( R \) is arbitrary, we have \( \Phi(\gamma) = 0 \) for \( \mu\)-a.s. \( \gamma \in C_0(M) \).

Let \((\mathcal{E}_A, \mathcal{D}(\mathcal{E}_A))\) be the closed extension of \((\mathcal{E}_A, \mathcal{D}_{C_b,loc})\), as the same argument in the step (b) in the proof of [29] Proposition 2.1, we can show the contraction property of \( \mathcal{E}_A \), hence \((\mathcal{E}_A, \mathcal{D}(\mathcal{E}_A))\) is a Dirichlet form. \( \square \)

For a suitable choice of \( A \), we will give the following example of \((\mathcal{E}_A, \mathcal{D}(\mathcal{E}_A))\), which is the damped O-U Dirichlet form studied in [10], [14] when the based manifold is compact.

**Example 2.3.** (Damped O-U Dirichlet form)

As in [10] and [14], we can define \( A^{ \frac{1}{2} } (\gamma) \) pointwise. For every \( \gamma \in C_0(M) \) and \( 0 \leq t \leq s \leq 1 \), let \( \Phi_{t,s}(\gamma) \in L(\mathbb{R}^n; \mathbb{R}^n) \) be the solution of the following linear ODE,

\[
\frac{d\Phi_{t,s}(\gamma)}{ds} = -\frac{1}{2} \text{Ric}_{U,(\gamma)}^t(\gamma(s))\Phi_{t,s}(\gamma), \quad \Phi_{t,t} = I, \quad 0 \leq t \leq s \leq 1,
\]

where \( U.(\gamma) \) is the horizontal lift along \( \gamma \), and \( \text{Ric}_{U,(\gamma)}^s(\gamma(s)) \in L(\mathbb{R}^n; \mathbb{R}^n) \) is defined by \( \langle \text{Ric}_{U,(\gamma)}^s(\gamma(s))a, b \rangle = \langle \text{Ric}(\gamma(s))(U_s(\gamma)a), U_s(\gamma)b \rangle_{T_{\gamma(s)}M} \) for every \( a, b \in \mathbb{R}^n \). And we write \( \Phi_s(\gamma) := \Phi_{0,s}(\gamma) \) for simplicity. Let \( K(\gamma) \) and \( K_1(\gamma) \) be defined by (1.4), it is not difficult to see that

\[
\|\Phi_{t,s}(\gamma)\|^2 \leq e^{-K_1(\gamma)}, \quad \gamma \in C_0(M).
\]

For every \( \gamma \in C_0(M) \), we define \( \hat{A}(\gamma) : \mathbb{H} \to \mathbb{H} \) as following,

\[
(\hat{A}(\gamma)h)(t) = h(t) - \frac{1}{2} \int_0^t (\Phi_r(\gamma)*)^{-1} \int_r^1 \Phi_s(\gamma)*\text{Ric}_{U,(\gamma)}^s(\gamma(s))h'(s)ds, \quad h \in \mathbb{H}.
\]
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where $\Phi_r(\gamma)^*$ denotes the adjoint operator of $\Phi_r(\gamma)$. Note that $(\Phi_r(\gamma)^*)^{-1} \Phi_s(\gamma)^* = \Phi_{r,s}(\gamma)^*$, from (2.18) we know,

\begin{equation}
(2.20) \quad \|\hat{A}(\gamma)\|^2 \leq 2 \left( 1 + \frac{K(\gamma)^2 e^{-K_1(\gamma)}}{4} \right), \quad \gamma \in C_o(M),
\end{equation}

thus $\hat{A}(\gamma)$ is a bounded operator. Let $A(\gamma) := (\hat{A}(\gamma))^* \hat{A}(\gamma)$, then assumption (A1), (A2) is true for $A$.

On the other hand,

\begin{equation}
(2.21) \quad \langle \hat{A}(\gamma) h_1, h_2 \rangle_H := \langle h_1, \hat{h}_2(\gamma) \rangle_H, \quad h_1, h_2 \in H,
\end{equation}

where $\hat{h}_2(t, \gamma) := \Phi_t(\gamma) \int_0^t \Phi_s(\gamma)^{-1} h'_2(s) ds$.

Let $\tilde{A}(\gamma)$ be defined by,

\begin{equation}
\langle \tilde{A}(\gamma) h_1, h_2 \rangle_H := \langle h_1, \tilde{h}_2(\gamma) \rangle_H, \quad h_1, h_2 \in H,
\end{equation}

where $\tilde{h}_2(\cdot, \gamma) \in H$ and $\tilde{h}_2(t, \gamma) := \int_0^t \Phi_s(\gamma) \frac{d}{ds} ((\Phi_s(\gamma))^{-1} h'_2(s)) ds$ is the solution to the following equation

$$
\tilde{h}_2'(t, \gamma) = \frac{1}{2} \text{Ric}^g_U(\gamma(t)) h_2(t) + h'_2(t), \quad \tilde{h}_2(0, \gamma) = 0.
$$

Then $\tilde{A}(\gamma)$ is a bounded operator on $H$ with

$$
\|\tilde{A}(\gamma)\|^2 \leq 2 \left( 1 + \frac{1}{4} \right), \quad \gamma \in C_o(M).
$$

Furthermore, by (2.21), it is easy to show $\tilde{A}(\gamma) \hat{A}(\gamma) = I$, which implies that (A3) holds for $A$ with

$$
\varepsilon(R) = \sup_{\gamma \in B_R} 2 \left( 1 + \frac{1}{4} \right).
$$

By Theorem 1.1 and Theorem 1.3, $(\mathcal{E}_A, \mathcal{F}C_{b,loc})$ is closable, and its closure $(\mathcal{E}_A, \mathcal{D}(\mathcal{E}_A))$ is a Dirichlet form.

We also want to remark that without any restriction on the bound of Ricci curvature of $M$, $\mathcal{E}_A$ may not be well defined on $\mathcal{F}C_b$ since $\hat{A}^\sharp$ may not be integrable. Hence the domain $\mathcal{D}(\mathcal{E}_A)$ may not be equal to $\mathcal{D}(\mathcal{E})$, the domain of the O-U Dirichlet form, which is different from the case in [10], [14], where the based manifold is compact.

### 3 Functional Inequalities

Through this section, let $A(\gamma)$ be the operator $A(\gamma)$ defined in Example 2.3 so $(\mathcal{E}_A, \mathcal{D}(\mathcal{E}_A))$ is the damped O-U Dirichlet form on $L^2(\mu)$. We first show that the log-Sobolev inequality still holds for $(\mathcal{E}_A, \mathcal{D}(\mathcal{E}_A))$. In particular, if the based manifold is compact, the corresponding result was shown in [10], Chapter 4].
Theorem 3.1. The following log-Sobolev inequality holds for \((\mathcal{E}_\Lambda, \mathcal{D}(\mathcal{E}_\Lambda))\),
\[
\mu(F^2 \log F^2) \leq 2 \mathcal{E}_\Lambda(F, F), \quad F \in \mathcal{F}C_{b,loc}, \quad \mu(F^2) = 1. \tag{3.1}
\]
In particular, the following weighted log-Sobolev inequality is true,
\[
\mu(F^2 \log F^2) \leq \int_{C_o(M)} (4 + K(\gamma)^2 e^{-K_1(\gamma)})\|DF\|^2_H \mu, \quad F \in \mathcal{F}C_{b,loc}, \quad \mu(F^2) = 1, \tag{3.2}
\]
where the items \(K(\gamma), K_1(\gamma)\) are defined by \([1.4]\).

Proof. For every \(R \geq 1\), let \(M_R \subseteq M, D_R\) be the same items as that in proof of Theorem 1.1. Since \(M_R\) has bounded Ricci curvature, by \([19]\) (see also \([4]\)), the integration by parts formula holds, from which we can deduce that the Clark-Ocone formula first developed in \([13]\) for the case \(M\) compact is still true on \(C_o(M_R)\), see e.g. \([10]\, Chapter 4\) or \([19]\). Hence following the same procedure as that in \([10]\), Section 4.2], based on the Clark-Ocone formula, we can show for every \(R \geq 1\),
\[
\mu(R^2 \log R^2) \leq 2 \int_{C_o(M_R)} \|\Lambda^R \mathcal{D}_R F\|^2_H \mu, \quad F \in \mathcal{F}C_{b,loc}(M_R), \mu(R^2) = 1, \tag{3.3}
\]
where \(\Lambda^R \mathcal{D}_R\) is the damped gradient operator on \(C_o(M_R)\), and \(\mu_R\) is the Brownian measure on \(C_o(M_R)\). In particular, the constant 2 of the log-Sobolev inequality \([3.3]\) is independent of \(R\) and the Ricci curvature bound.

Suppose \(F \in \mathcal{F}C_{b,loc}\) with \(\mu(F^2) = 1\), then it has the form \(F = \tilde{F} l(\rho)\) for some \(\tilde{F} \in \mathcal{F}C_b\) and \(l \in C^\infty_o(\mathbb{R})\) satisfying \(\text{supp} l \subseteq \{r \in \mathbb{R} : |r| \leq R_0\}\) for some \(R_0 \geq 1\). Let \((\mathcal{E}_{R_0}, \mathcal{D}(\mathcal{E}_{R_0}))\) be the O-U Dirichlet form on \(C_o(M_{R_0})\), as the same argument in the proof of Theorem 1.1, we know \(\tilde{F} := F|_{C_o(M_{R_0})} \in \mathcal{D}(\mathcal{E}_{R_0})\) and

\[
\text{supp} F = \text{supp} \tilde{F} \subseteq \text{supp}\{\gamma \in C_o(M_{R_0}) \subseteq C_o(M) : \rho(\gamma) = \rho_{R_0}(\gamma) \leq R_0\},
\]

so \(\mu_{R_0}(\tilde{F}^2 \log \tilde{F}^2) = \mu(F^2 \log F^2), \mu_{R_0}(\tilde{F}^2) = \mu(F^2) = 1\). As explained in the proof of Theorem 1.1 by modeling \(C_o(M)\) and \(C_o(M_{R_0})\) into the same probability space \((\Omega, \mathbb{P})\), we know \(U_{R_0} = U. \mathbb{P} - a.s.\) when \(\tilde{F}(\pi(U)) \neq 0\), where \(U_{R_0}\) and \(U.\) are the horizontal lift (along the Brownian motion) on \(M_{R_0}\) and \(M\) respectively, so \(\int_{C_o(M_{R_0})} \|\Lambda_{R_0} \mathcal{D}_R \tilde{F}\|^2_H \mu_{R_0} = \int_{C_o(M_M)} \|\Lambda^{\frac{1}{2}} \mathcal{D}_R \tilde{F}\|^2_H \mu\). Then applying \([3.3]\) to \(\tilde{F}\), we have,

\[
\mu(F^2 \log F^2) \leq 2 \int_{C_o(M)} \|\Lambda^{\frac{1}{2}} \mathcal{D}_R \tilde{F}\|^2_H \mu,
\]

note that \(F \in \mathcal{F}C_{b,loc}\) is arbitrary, we have shown \([3.1]\). And by the estimate \([2.20]\), we can get \([3.2]\) immediately from \([3.1]\). \(\square\)
As [2], [4], [20], if the based manifold is compact or with bounded Ricci curvature, the log-Sobolev inequality for the O-U Dirichlet form holds, but the corresponding constant depends on the uniform bound of the Ricci curvature. Hence the log-Sobolev inequality may not be true if the Ricci curvature of the based manifold is unbounded, and we will study the weak log-Sobolev inequality introduced in [5], which can be used to describe the convergence rate for the entropy of the associated Markov semigroup.

Based on the weighted log-Sobolev inequality (3.2), following the techniques in [6, Lemma 2.3] and [27, Theorem 1], we obtain the weak log-Sobolev inequality for the O-U Dirichlet form.

**Theorem 3.2.** If

\[
\lim_{R \to \infty} \frac{1}{\sqrt{\mu(\rho > R)}} \int_{R}^{\infty} \frac{ds}{\sqrt{4 + e^{-\tilde{K}_1(s)}\tilde{K}(s)^2}} = \infty,
\]

where \(\tilde{K}_1\) and \(\tilde{K}\) are defined by (1.5), then the following weak log-Sobolev inequality holds,

\[
\mu(F^2 \log F^2) \leq \alpha(r)\mathcal{E}(F, F) + r\|F\|_\infty^2,
\]

for some \(r_0 > 0\) with

\[
\alpha(r) := \inf_{R \in \Lambda_r} \left\{ 2 \left(4 + \tilde{K}(R)^2e^{-\tilde{K}_1(R)}\right) \right\} < \infty, \quad r > 0,
\]

where

\[
\Lambda_r := \left\{ R > 0 : \inf_{R_1 \in (0, R)} \left\{ \frac{2\mu(\rho > R_1)}{\int_{R_1}^{R} ds \sqrt{4 + e^{-\tilde{K}_1(s)}\tilde{K}(s)^2}} + 3\sqrt{\mu(\rho > R_1)} \right\} \leq r \right\}.
\]

**Proof.** For a fixed \(R_1 > 0\), let

\[
\theta(r) = \frac{1}{\sqrt{\mu(\rho > R_1)}} \int_{R_1}^{R_1 \vee r} \frac{ds}{\sqrt{4 + e^{-\tilde{K}_1(s)}\tilde{K}(s)^2}}, \quad r \in \mathbb{R}.
\]

For every (fixed) \(R > R_1\), let

\[
g_R(r) := \left(1 - \frac{\theta(r)}{\theta(R)}\right)^+, \quad r \in \mathbb{R},
\]

then \(g_R\) is a bounded Lipschitz continuous function on \(\mathbb{R}\) with compact support, moreover \(0 \leq g_R \leq 1\), \(g_R(r) = 1\) if \(r \leq R_1\), and \(g_R(r) = 0\) if \(r \geq R\). So by lemma 2.7 and the approximation argument, we have \(g_R(\rho) \in \mathcal{D}(\mathcal{E})\) and

\[
\|Dg_R(\rho)\|_\infty^2 \leq \frac{1}{(4 + e^{-\tilde{K}_1(\rho)}\tilde{K}(\rho)^2\mu(\rho > R_1)\theta(R)^2)} 1_{\{\rho > R_1\}}.
\]
It is sufficient to prove (3.5) for every $F \in \mathcal{F}_{b,loc}$. For every $F \in \mathcal{F}_{b,loc}$ with $\mu(F^2) = 1$, let $F_R := g_R(\rho)F$, we have,

$$
\text{Ent}(F^2) = \mu(F^2 \log F^2) = \left( \mu(F^2 \log F^2) - \text{Ent}(F_R^2) \right) + \text{Ent}(F_R^2)
= \mu(F^2(1 - g_R^2(\rho)) \log F^2) + \mu \left( F^2 g_R^2(\rho) \left( - \log g_R^2(\rho) + \log \mu(F_R^2) \right) \right) + \text{Ent}(F_R^2)
:= I_1 + I_2 + I_3,
$$

where $\text{Ent}(G^2) := \mu(G^2 \log G^2) - \mu(G^2) \log \mu(G^2)$ for every measurable function $G$ on $C_o(M)$.

According to the inequality $(\log x)^+ \leq x, x > 0$,

$$
I_1 = \int_{\{\rho > R_1\}} (1 - g_R^2(\rho)) F^2 \log F^2 d\mu
\leq 2\|F\|^2_\infty \int_{\{\rho > R_1\}} (\log |F|)^+ d\mu
\leq 2\|F\|^2_\infty \int_{\{\rho > R_1\}} |F| d\mu
\leq 2\|F\|^2_\infty \sqrt{\mu(\rho > R_1)},
$$

where in the last step above, we use Cauchy-Schwarz inequality and the assumption $\mu(F^2) = 1$.

Since $x \log x \geq -e^{-1}$ for any $0 < x \leq 1$, and $\log \mu(F_R^2) \leq 0$ due to $\mu(F_R^2) \leq \mu(F^2) \leq 1$, we have,

$$
I_2 \leq e^{-1} \int_{\{\rho > R_3\}} F^2 d\mu \leq \|F\|^2_\infty \mu(\rho > R_1).
$$

Since $\text{supp} F_R \subseteq B_R$, we apply (3.2) to $F_R$ and obtain,

$$
I_3 \leq \int \left( 4 + K(\gamma)^2 e^{-K_1(\gamma)} \right) \|DF_R(\gamma)\|^2_{\mathbb{H}} d\mu
\leq 2 \int \left( 4 + \tilde{K}(\rho)^2 e^{-\tilde{K}_1(\rho)} \right) \|DF\|^2_{H} + \|Dg_R(\rho)\|^2_{H} \|F^2\|_{H} d\mu
\leq 2 \left( 4 + \tilde{K}(R)^2 e^{-\tilde{K}_1(R)} \right) \mathcal{E}(F, F) + \frac{2\|F\|^2_\infty}{\theta(R)^2},
$$

where in the last step, we use (3.7).

Combining with the above inequalities, we obtain

$$
\mu(F^2 \log F^2) \leq 2 \left( 4 + \tilde{K}(R)^2 e^{-\tilde{K}_1(R)} \right) \mathcal{E}(F, F)
+ \left( \frac{2}{\theta(R)^2} + 3 \sqrt{\mu(\rho > R_1)} \right) \|F\|^2_\infty,
$$

from which we can get (3.5) immediately. In particular, (3.4) ensures the set $\Lambda_r$ defined by (3.6) is not empty when $r$ is small enough. \qed
Given $\tilde{K}$ and $\tilde{K}_1$, i.e. the growth rate of the Ricci curvature of the based manifold, we obtain a concrete estimate for the rate function $\alpha$ in the weak log-Sobolev inequality (3.5). In particular, by the equivalence between a class of weak log-Sobolev inequalities and super Poincaré inequalities established in [5], under some suitable condition of $\tilde{K}$ and $\tilde{K}_1$, we can show that the super Poincaré inequality or the Poincaré inequality holds for the O-U Dirichlet form. For the overall introduction of the super Poincaré inequality, we refer the reader to [26] and [28, Chapter 3].

**Corollary 3.3.** Suppose

\begin{equation}
\tilde{K}(s) \leq c_1(1 + s^{\delta_1}), \quad \tilde{K}_1(s) \geq -c_2 - \delta_2 \log(1 + s), \quad s > 0,
\end{equation}

for some non-negative constants $c_1, c_2, \delta_1, \delta_2$.

(1) If $2\delta_1 + \delta_2 < 2$, then the following super Poincaré inequality holds,

\begin{equation}
\mu(F^2) \leq \mu(\mathcal{E}(F, F) + \beta(r)\mu(|F|)^2), \quad F \in \mathcal{D}(\mathcal{E}), \quad r > 0,
\end{equation}

where $\beta(r) = \exp\left(c_3\left(1 + r^{-2(2\delta_1 - \delta_2)}\right)\right)$ for some $c_3 > 0$.

(2) If $2\delta_1 + \delta_2 \leq 2$, then the following Poincaré inequality

\begin{equation}
\mu(F^2) \leq c_4\mathcal{E}(F, F) + \mu(F)^2, \quad F \in \mathcal{D}(\mathcal{E}),
\end{equation}

holds for some $c_4 > 0$.

**Proof.** Under the curvature condition (3.8), by [27, Lemma 2.2], see also [29, Page 1091 (2.6)], we know,

\[ \mu(\rho > R_1) \leq C_1e^{-C_2R_1^2}, \quad R_1 > 0, \]

for some positive constants $C_1, C_2$. By (3.8), there exist positive constants $C_3, C_4$ such that for every $R_1, R$ large enough with $R > R_1$,

\[ \frac{1}{\sqrt{\mu(\rho > R_1)}} \int_{R_1}^R \frac{ds}{\sqrt{4 + e^{-\tilde{K}_1(s)\tilde{K}(s)}^2}} \geq C_3e^{C_4R_1^2}, \]

so condition (3.4) is true. And if we take $R_1 = \frac{R}{2}$ in (3.6), then there exist some positive constants $C_5, C_6$, such that for any $r > 0$ small enough, $\tilde{R}_0 := C_5 + C_6\sqrt{|\log r|} \in \Lambda_r$. So by Theorem 3.2 (3.5) is true with the rate function

\begin{equation}
\alpha(r) = C_7|\log r|^{2\delta_1 + \delta_2}, \quad r > 0,
\end{equation}

for some constant $C_7 > 0$.

If $2\delta_1 + \delta_2 < 2$, by [4, Proposition 3.4], the weak log-Sobolev inequality with rate function (3.11) implies the super Poincaré inequality (3.9). We want to remark that although their result is presented for the inequality on Euclidean space, by carefully tracking the proof, such result is still true for our case.

If $2\delta_1 + \delta_2 \leq 2$, by [5, Proposition 3.1] (see also [6, Lemma 2.4]), we obtain the Poincaré inequality (3.10).
4 Quasi-regularity of the Dirichlet form

In this section, we will study the quasi-regularity of the Dirichlet form \((e_A, \mathscr{D}(e_A))\). Let \(L^\infty(C_o(M) \to \mathbb{R}^n; \mu)\) be the set of measurable vectors \(v : C_o(M) \to \mathbb{R}^n\) such that \(\|v\|_{L^\infty} < \infty\) and let \(L^\infty_{loc}(C_o(M) \to \mathbb{R}^n; \mu)\) be the collection of measurable vectors \(v : C_o(M) \to \mathbb{R}^n\) such that \(v_1B_R \in L^\infty(C_o(M) \to \mathbb{R}^n; \mu)\) for every \(R \geq 1\), where \(B_R\) is defined by (2.10). For every \(t \in [0,1], v \in L^\infty_{loc}(C_o(M) \to \mathbb{R}^n; \mu)\), we define 
\[ \Psi_{t,v}(\cdot, \gamma) \in \mathbb{H} \]
as following
\[ \Psi_{t,v}(s, \gamma) := (s \wedge l)v(\gamma), \quad s \in [0,1], \gamma \in C_o(M). \]
Let \(l_R \in C^\infty_0(\mathbb{R})\) be the function constructed by (2.4), for every \(R \geq 1\) we define
\[ \phi_R(\gamma) := l_R(\rho(\gamma)), \quad \gamma \in C_o(M). \] (4.1)
In order to prove the quasi-regularity of \((e_A, \mathscr{D}(e_A))\), we need to impose a condition which is stronger than (A2). We assume
\[ (A2') \quad \text{For every } v \in L^\infty_{loc}(C_o(M) \to \mathbb{R}^n; \mu), \Psi_{t,v}(\cdot, \gamma) \in \mathscr{D}(A(\gamma)^{1/2}) \mu- \text{a.s..} \quad \text{For every } R \geq 1, D\phi_R(\gamma) \in \mathscr{D}(A(\gamma)^{1/2}) \mu-\text{a.s.}, \text{ and there exists a constant } 0 < c_1(R) < \infty, \text{ such that,} \]
\[ \int_{B_R} \|A^{1/2}\Psi_{t,v}\|_{\mathbb{H}}^2 \, d\mu \leq c_1(R)\|v_1B_R\|_{L^\infty}^2, \]
(4.2)
\[ \int_{B_R} \|A^{1/2}(D\phi_R)\|_{\mathbb{H}}^2 \, d\mu \leq c_1(R), \]
(4.3)
for every \(v \in L^\infty_{loc}(C_o(M) \to \mathbb{R}^n; \mu)\) and \(t \in (0,1]\).

The assumption (A2') is a local version of assumption of (A1) in [29] Page 1087, and it is obvious that assumption (A2') implies (A2).

Now we will prove Theorem 1.3, the proof is inspired by the argument developed in [9] for path space over a compact manifold.

**Proof of Theorem 1.3** (a) We need to check (i)-(iii) in [23] Definition IV-3.1. Since every \(F \in \mathscr{C}C_{b,loc}\) is a continuous function on \(C_o(M)\), and \(\mathscr{C}C_{b,loc}\) is dense under \(e_{A,1}\) norm, so (ii) of [23] Definition IV-3.1] is satisfied.

Let \(\{t_i\}_{i=1}^\infty\) be a countable dense subset of \((0,1]\), \(\{\phi_R\}_{R=1}^\infty\) be the function defined by (4.1), we may choose a countable dense subset \(\{\eta_m\}_{m=1}^\infty \subseteq C^\infty_0(M)\) which separates the points of \(M\). Define \(S := \{F_{R,m,i} | F_{R,m,i}(\gamma) = \phi_R(\gamma)\eta_m(\gamma(t_i)), \quad R, i, m \in \mathbb{N}_+, \gamma \in C_o(M)\}\).
it is obvious that $S \subseteq \mathcal{D}(\mathcal{E}_A)$ is a countable subset and every $F \in S$ is a continuous function. For any $\gamma, \sigma \in C_o(M)$ with $\gamma \neq \sigma$, there exists a $t_{i_0}$ such that $\gamma(t_{i_0}) \neq \sigma(t_{i_0})$, and we can choose a $\eta_{m_0} \in C_0^\infty(M)$ with $\eta_{m_0}(\gamma(t_{i_0})) \neq \eta_{m_0}(\sigma(t_{i_0}))$ since $\{\eta_m\}$ separates the point of $M$. We can also find a $R_0 \geq \max\{\rho(\gamma), \rho(\sigma)\}+1$, hence $\phi_{R_0}(\gamma) = \phi_{R_0}(\sigma) = 1$ by definition. Let $\tilde{F}(\gamma) := \phi_{R_0}(\gamma)\eta_{m_0}(\gamma_{t_m})$, then $\tilde{F} \in S$ and $\tilde{F}(\gamma) \neq \tilde{F}(\sigma)$, which implies $S$ separates the point in $C_o(M)$, and (iii) of [23] Definition IV-3.1 is true.

In the following, it suffices to check (i) of [23] Definition IV-3.1, i.e. (see [23] Remark IV-3.2) to find out a sequence of compact sets $\{K_k\}_{k=1}^\infty \subset C_o(M)$ such that

\begin{equation}
\lim_{k \to \infty} \text{Cap}(C_o(M) \setminus K_k) = 0,
\end{equation}

where Cap is the capacity induced by $(\mathcal{E}_A, \mathcal{D}(\mathcal{E}_A))$, see e.g. [9] Page 606.

(b) To construct $K_k$, we use the method developed in [9], the main difference of our situation here from that in [9] is that we can only take a local test function $G_{i,R}$ (defined below) due to the lack of uniformly control of $\mathcal{E}_A$ without any curvature condition. For the reader’s convenience, here we write all the procedure explicitly. By Nash embedding theorem, there exists a $\varphi : M \to \mathbb{R}^N$ (for some $N \in \mathbb{N}_+$) such that

$$M \ni x \mapsto \varphi(x) := (\varphi_1(x), \ldots, \varphi_N(x)) \in \mathbb{R}^N$$

is a smooth isometric embedding, i.e. $M$ is isometric to $\varphi(M)$ endowed with the induced metric of $\mathbb{R}^N$. As introduced, the distance $d$ defined by $d(\gamma, \sigma) := \sup_{t \in [0,1]} d_M(\gamma(t), \sigma(t))$, $\gamma, \sigma \in C_o(M)$ is compatible with the topology on $C_o(M)$. Let $d_0(x, y) := |\varphi(x) - \varphi(y)|$, $x, y \in M$ and

\begin{equation}
d(\gamma, \sigma) := \sup_{t \in [0,1]} d_0(\gamma(t), \sigma(t)), \quad \gamma, \sigma \in C_o(M).
\end{equation}

Repeating the same procedure as that in step (1) of the proof of [29] Page 1092, Theorem 1.1, we know $d$ induces the same topology on $C_o(M)$ as $d$ does.

(c) From now on, we take $R$ to be a positive integer. Let $\{t_j\}_{j=1}^\infty$ be a countable dense subset of $(0, 1]$, let $\{\phi_R\}_{R=1}^\infty$ be defined by (4.1). For every fixed $R, j \geq 1$ and $\sigma \in C_o(M)$, we define

$$G_{\sigma,R}^j(\gamma) := \phi_R(\gamma)\left(\sup_{1 \leq i \leq N} |\varphi_i(\gamma(t_j)) - \varphi_i(\sigma(t_j))| \wedge 1\right), \quad \gamma \in C_o(M).$$

Notice that $\phi_R(\gamma) \neq 0$ only if $\gamma \in B_R$, so the above definition will not be changed if we replace $\varphi_i(\gamma(t_j))$ by $\tilde{\varphi}_i(\gamma(t_j))$, where $\tilde{\varphi}_i \in C_0^\infty(M)$ with $\tilde{\varphi}_i(x) = \varphi_i(x)$ for each $x \in B_R$. Hence $G_{\sigma,R}^j \in \mathcal{D}(\mathcal{E}_A)$. From the assumption (A2'), we have

\begin{equation}
\mathcal{E}_A(G_{\sigma,R}^j, G_{\sigma,R}^j) \leq 2c_1(R)(1 + c_2(R)), \quad R, j \geq 1, \sigma \in C_o(M),
\end{equation}
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where $c_1(R)$ is the constant in assumption (A2'), and $c_2(R) := \max_{1 \leq i \leq N} \sup_{x \in B_R} |\nabla \varphi_i(x)|^2$. For every fixed $R \geq 1$ and $\sigma \in C_o(M)$, we define

$$G_{\sigma,R}(\gamma) := \phi_R(\gamma) \left( \sup_{1 \leq i \leq N} \sup_{t \in [0,1]} |\varphi_i(t) - \varphi_i(\sigma(t))| \wedge 1 \right).$$

By the dominated convergence theorem,

$$\lim_{k \to \infty} \mu \left( \left| \sup_{1 \leq j \leq k} G_{j,R} - G_{\sigma,R} \right|^2 \right) = 0.$$

Since $(\mathcal{E}_A, \mathcal{D}(\mathcal{E}_A))$ is closed, by (4.6) and according to the same argument in the proof of Lemma 2.1 (see also [24, Proposition 3.1]), we have $G_{\sigma,R} \in \mathcal{D}(\mathcal{E}_A)$ and

$$\mathcal{E}_A(G_{\sigma,R}, G_{\sigma,R}) \leq 2c_1(R)(1 + c_2(R)), \quad R \geq 1, \sigma \in C_o(M).$$

(d) Let $\{\sigma_i\}_{i=1}^{\infty}$ be a countable dense subset of $C_o(M)$. For any $m, R \geq 1$, let

$$G_{m,R}(\gamma) := \inf_{1 \leq i \leq m} G_{\sigma_i,R}(\gamma), \quad \gamma \in C_o(M).$$

Similar to the above argument, we obtain from (4.7) that $G_{m,R} \in \mathcal{D}(\mathcal{E}_A)$ and for every $m, R \geq 1$,

$$\mathcal{E}_A(G_{m,R}, G_{m,R}) \leq 2c_1(R)(1 + c_2(R)).$$

Since $\{\sigma_i\}_{i=1}^{\infty} \subset C_o(M)$ is dense and $\tilde{d}$ induces the same topology as that induced by $d$, by dominated convergence theorem we obtain for every $R \geq 1$,

$$\lim_{m \to \infty} \mu(\{G_{m,R}\}^2) = 0.$$

For a fixed $R \geq 1$, due to (4.8), (4.9), repeating the same argument in the proof of Lemma 2.1 or [24, Proposition 3.1] (by the Banach-Saks property), there exists a subsequence $\{m_j^R\}_{j=1}^{\infty}$ such that

$$\lim_{j \to \infty} \mathcal{E}_A(\bar{G}_{j,R}, \bar{G}_{j,R}) = 0,$$

where $\bar{G}_{j,R} := \frac{1}{j} \sum_{i=1}^{j} G_{m_i^R,R}$. We can also find a subsequence $\{j^R\}_{j=1}^{\infty} \subseteq \{j\}_{j=1}^{\infty}$, such that for every $j$,

$$\mathcal{E}_A,1(\bar{G}_{(j+1)^R,R} - \bar{G}_{j^R,R}, \bar{G}_{(j+1)^R,R} - \bar{G}_{j^R,R}) := \mathcal{E}_A(\bar{G}_{(j+1)^R,R} - \bar{G}_{j^R,R}, \bar{G}_{(j+1)^R,R} - \bar{G}_{j^R,R}) + \|\bar{G}_{(j+1)^R,R} - \bar{G}_{j^R,R}\|_{L^2(\mu)}^2 \leq 2^{-5(j+R)}.$
Since (4.13) holds for each \( m = m_j^R \), as the same way above, we can find subsequence \( \{m_j^R\}_{j=1}^\infty \) and \( \{j^R+1\}_{j=1}^\infty \), such that \( \{m_i^R+1\}_{i=1}^\infty \) is a subsequence of \( \{m_j^R\}_{j=1}^\infty \), and for every \( j \),

\[
\mathcal{E}_{A,1}(\tilde{G}_{(j+1)^R+1,R+1} - \tilde{G}_{j^R+1,R+1}, \tilde{G}_{(j+1)^R+1,R+1} - \tilde{G}_{j^R+1,R+1}) \leq 2^{-5(j+R+1)},
\]

where \( \tilde{G}_{j^R+1,R+1} := \frac{1}{j} \sum_{i=1}^j G_{m_i^R+1,R+1} \) for every positive integer \( j \). Then by induction, for every \( R \geq 1 \), we can construct subsequence \( \{m_i^R\}_{i=1}^\infty \) and \( \{j^R\}_{j=1}^\infty \), such that \( \{m_i^R\}_{i=1}^\infty \) is a subsequence of \( \{m_j^R\}_{j=1}^\infty \) and (4.11) is true for every \( j, R \).

Let \( Y_{j,R} := \{ \gamma \in C_0(M) : \tilde{G}_{(j+1)^R+1,R} - \tilde{G}_{j^R+1,R} > 2^{-j} \} \), since \( \tilde{G}_{j,R} \) is continuous by definition (note that we have shown \( \bar{d} \) and \( d \) induce the same topology on \( C_0(M) \)), \( Y_{j,R} \) is a open set, hence by (4.11) and the same argument for (2.1.10) in the proof of [16, Theorem 2.1.3], we have,

\[
(4.12) \quad \text{Cap}(Y_{j,R}) \leq \frac{\mathcal{E}_{A,1}(\tilde{G}_{(j+1)^R+1,R} - \tilde{G}_{j^R+1,R}, \tilde{G}_{(j+1)^R+1,R} - \tilde{G}_{j^R+1,R})}{2^{-2j}} \leq 2^{-3j-5R}.
\]

For every \( k \geq 1 \), let

\[
Z_k := \bigcup_{R=1}^\infty \bigcup_{j=k}^\infty Y_{j,R}, \quad K_k := C_0(M) \setminus Z_k,
\]

so \( K_k \) is closed, and for any \( R \geq 1 \),

\[
(4.13) \quad \tilde{G}_{j^R,R}(\gamma) \leq 2^{-j+1}, \quad \gamma \in K_k, \quad j \geq k.
\]

Note that \( G_{j+1,R} \leq \tilde{G}_{j,R} \), so \( G_{m_j^R,R} \leq \tilde{G}_{j^R,R} \), and for any \( R \geq 1 \), (4.13) holds for \( G_{m_j^R,R} \). By construction above, \( \{m_i^R+1\}_{i=1}^\infty \), hence \( \{m_j^R+1\}_{j=1}^\infty \), is a subsequence of \( \{m_j^R\}_{j=1}^\infty \), by choosing the diagonal subsequence, we can find a subsequence \( \{q_j\}_{j=1}^\infty \), such that for every \( R \geq 1 \),

\[
G_{q_j,R}(\gamma) \leq 2^{-j+1}, \quad \gamma \in K_k, \quad j \geq k.
\]

By the definition of \( G_{q_j,R} \), let \( R \to \infty \), note that \( \phi_R \to 1 \) as \( R \to \infty \), we obtain,

\[
(4.14) \quad \inf \sup \sup \left| \varphi_i(\gamma(t)) - \varphi_i(\sigma(t)) \right| \leq 2^{-j+1}, \quad \gamma \in K_k, \quad j \geq k.
\]

It is obvious that (4.14) implies that \( K_k \) is totally bounded with respect to the metric \( \bar{d} \) defined by (4.5), also note that \( K_k \) is closed and the topology on \( C_0(M) \) induced by \( d \) and \( \bar{d} \) is the same, we know \( K_k \) is compact.
On the other hand, by (4.12) and [24, Lemma 2.3],
\[
\text{Cap}(C_0(M) \setminus K_k) = \text{Cap}\left( \bigcup_{R=1}^{\infty} \bigcup_{j=k}^{\infty} Y_{j,R} \right) \\
\leq \sum_{R=1}^{\infty} \sum_{j=k}^{\infty} \text{Cap}(Y_{j,R}) \leq \sum_{R=1}^{\infty} \sum_{j=k}^{\infty} 2^{-3j-5R} \leq \frac{8 \cdot 2^{-3k}}{217},
\]
which implies that (4.3) is true. So by now we have completed the proof. \(\square\)

**Remark 4.1.** Here \(A\) can also be viewed as an (pointwise defined) operator from \(L^\infty(C_0(M) \to \mathbb{H}; \mu)\) to \(L^2(C_0(M) \to \mathbb{H}; \mu)\) such that

\[(4.15) \quad (A^\frac{1}{2}) \Phi(\gamma) = A(\gamma)^\frac{1}{2} \Phi(\gamma), \quad \mu - a.s. \gamma \in C_0(M), \Phi \in \mathcal{D}(A).\]

In [29], with some restriction on the curvature of the based manifold, the closability and quasi-regularity was shown for \((\mathcal{E}_A, \mathcal{D}(\mathcal{E}_A))\) without the condition (4.15) on \(A\).

Repeating the proof of [9, Proposition 5 (ii)] or [22, Proposition 3.4], we can show the locality of \((\mathcal{E}_A, \mathcal{D}(\mathcal{E}_A))\),

**Proposition 4.2.** Suppose assumption (A1), (A2') and (A3) hold, the Dirichlet form \((\mathcal{E}_A, \mathcal{D}(\mathcal{E}_A))\) is local.

By [23, Theorem IV 3.5] and [23, Proposition V 1.11], Theorem 1.3 and Proposition 4.2, we get the following result,

**Theorem 4.3.** Suppose assumption (A1), (A2') and (A3) hold, then there exists a diffusion process \(M = (\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \xi_t, (\mathbb{P}_z)_{z \in C_0(M)})\) associated with \((\mathcal{E}_A, \mathcal{D}(\mathcal{E}_A))\), i.e. \(M\) is a strong Markov process with continuous trajectories, and for every \(t > 0, u \in L^2(\mu)\) bounded,

\[T_t u(z) = \int u(\xi_t) d\mathbb{P}_z, \quad \mu - a.s. \, z \in C_0(M),\]

where \(T_t\) denotes the \(L^2(\mu)\) semigroup associated with \((\mathcal{E}_A, \mathcal{D}(\mathcal{E}_A))\).

If \(A = I\), \((\mathcal{E}_A, \mathcal{D}(\mathcal{E}_A))\) is the O-U Dirichlet form, and assumption (A1), (A2'), (A3) hold, so we get the following corollary,

**Corollary 4.4.** The O-U Dirichlet form \((\mathcal{E}, \mathcal{D}(\mathcal{E}))\) is quasi-regular.

Moreover, it is easy to check for the damped Dirichlet form in Example 2.3 (A2') is true. Since (A1) and (A3) are verified in Example 2.3 the damped Dirichlet form is also quasi-regular.

We provide the following example such that \(A(\gamma)\) may be an unbounded operator, which can be viewed a generalization of that in [22] and [29].
Example 4.5.

We first introduce an orthonormal basis \( \{H_m\}_{m=1}^{\infty} \) of \( \mathbb{H} \), which is constructed in [22, Page 3]. Let \( S_1 \equiv 1 \) and \( S_2k+i(s) := \begin{cases} 2^k, & \text{if } s \in [(i-1)2^{-k}, (2i-1)2^{-(k+1)}), \\ -2^k, & \text{if } s \in [(2i-1)2^{-(k+1)}, i2^{-k}), \\ 0, & \text{otherwise}, \end{cases} \) for every integer \( k \geq 0 \) and \( 1 \leq i \leq 2^k \). Let \( H_{n(p-1)+j}(t) := \int_0^t S_p(s)e_j ds, \quad p, j \in \mathbb{N}_+ \text{ with } 1 \leq j \leq n, \) where \( \{e_j\}_{j=1}^n \) is an orthonormal basis of \( \mathbb{R}^n \). Then \( \{H_m\}_{m=1}^{\infty} \) is an orthonormal basis of \( \mathbb{H} \).

Let \( \mathcal{D}(A(\gamma)) \subseteq \mathbb{H} \) be the domain of \( A(\gamma) \). We suppose \( \{H_m\}_{m=1}^{\infty} \subseteq \mathcal{D}(A(\gamma)) \) for \( \mu \)-a.s. \( \gamma \in C_o(M) \) and for every \( m \geq 1 \), \( A(\gamma)H_m = \lambda_m(\gamma)H_m \), where \( \lambda_m(\cdot) \geq 0 \) is a measurable function on \( C_o(M) \). Hence

\[
\mathcal{D}(A(\gamma)^{\frac{1}{2}}) = \left\{ h = \sum_{m=1}^{\infty} \langle h, H_m \rangle_H H_m : \sum_{m=1}^{\infty} \lambda_m(\gamma) \left| \langle h, H_m \rangle_H \right|^2 < \infty \right\},
\]

and

\[
A(\gamma)^{\frac{1}{2}}h = \sum_{m=1}^{\infty} \lambda_m^{\frac{1}{2}}(\gamma) \langle h, H_m \rangle_H H_m, \quad h \in \mathcal{D}(A(\gamma)^{\frac{1}{2}}),
\]

by which we can check easily that assumption (A1) is true. We also assume that for every \( R \geq 1 \),

\[
(4.16) \quad \lambda_m(\gamma) \geq \varepsilon(R), \quad \gamma \in B_R, \quad m \geq 1,
\]

for some constant \( \varepsilon(R) > 0 \). So assumption (A3) for \( A \) is true.

By the same computation in [29, Page 1089], we obtain for every \( t \in [0, 1], \ v \in L_{\text{loc}}^\infty(C_o(M) \to \mathbb{H}; \mu), \)

\[
\|A(\gamma)^{\frac{1}{2}}((t \wedge \cdot)v(\gamma))\|_{\mathbb{H}}^2 \leq \left\{ \sum_{j=1}^{n} \lambda_j(\gamma) + \sum_{k=0}^{\infty} \sum_{i=1}^{2^k} \sum_{j=1}^{n} \lambda_n(2^k+i-1)+j(\gamma)2^{-k}1_{\{(i-1)2^{-k},i2^{-k})\}}(t) \right\}|v(\gamma)|^2,
\]

so if we assume for every \( R \geq 1 \),

\[
(4.18) \quad \sum_{j=1}^{n} \mu(\lambda_j 1_{B_R}) + \sum_{k=0}^{\infty} \sum_{i=1}^{2^k} \sum_{j=1}^{n} \mu(\lambda_n(2^k+i-1)+j 1_{B_R}) 2^{-k} < \infty,
\]
then \((t \wedge \cdot)v(\gamma) \in \mathcal{D}(A(\gamma)\frac{1}{2})\) \(\mu\)-a.s., and (4.2) in (A2') holds.

Next we are going to check that (4.3) is true under (4.18). Let \(\phi_R^m(\gamma) := l_R(\rho^m(\gamma))\), \(\gamma \in C_c(M)\), where \(l_R \in C_0^\infty(\mathbb{R})\) is constructed by (2.4) and \(\rho^m\) is defined by (2.13). Since \(\mu\left(d_M(o, \gamma(t_i)) = d_M(o, \gamma(t_j))\right) = 0\) for every \(i \neq j\), we have for each \(s \in (0, 1]\),

\[
(D\phi_R^m(\gamma))(s) = \sum_{i=1}^{m}(t_i + s)\nu_i(\gamma)1_{\{\rho^m(\gamma) = d_M(\gamma(t_i), o)\}}, \ \mu\text{-a.s.}, \gamma \in C_0(M),
\]

where \(\nu_i(\gamma) := l_R'(\rho^m(\gamma))U_{t_i}(\gamma)^{-1}\left(\nabla d_M(\gamma(t_i), o)\right)\). Note that \(\nu_i \in L_{loc}^\infty(C_0(M) \rightarrow \mathbb{R}^d, \mu)\), by (4.17) we obtain,

\[
\|A(\gamma)^{\frac{1}{2}}(D\phi_R^m(\gamma))\|_H^2 = \sum_{i=1}^{m}\|A(\gamma)^{\frac{1}{2}}((t_i \wedge \cdot)\nu_i(\gamma))\|_H^21_{\{\rho^m(\gamma) = d_M(\gamma(t_i), o)\}}
\]

\[
\leq 2\sum_{j=1}^{n}\lambda_j(\gamma) + 2\sum_{k=0}^{\infty}\sum_{i=1}^{2^k}\sum_{j=1}^{n}\lambda_{n(2^k+i-1)+j}(\gamma)2^{-k}, \ \mu\text{-a.s.},
\]

where we use \(\|\nu_i\|_{L^\infty} \leq 2\) and for \(\mu\text{-a.s.} \gamma\), there is only one \(1 \leq i \leq m\), such that \(1_{\{\rho^m(\gamma) = d_M(\gamma(t_i), o)\}} \neq 0\). So according to (4.18),

\[
\sup_m\|A(\gamma)^{\frac{1}{2}}(D\phi_R^m(\gamma))\|_H^2 < \infty, \ \mu\text{-a.s.}
\]

Since \(A(\gamma)^{\frac{1}{2}}\) is closed, based on this and as the same argument in Lemma 2.1 by the Banach-Saks property, we have, \(D\phi_R \in \mathcal{D}(A(\gamma)^{\frac{1}{2}})\), and

\[
\|A(\gamma)^{\frac{1}{2}}(D\phi_R(\gamma))\|_H^2 \leq 2\sum_{j=1}^{n}\lambda_j(\gamma) + 2\sum_{k=0}^{\infty}\sum_{i=1}^{2^k}\sum_{j=1}^{n}\lambda_{n(2^k+i-1)+j}(\gamma)2^{-k}, \ \mu\text{-a.s.,}
\]

applying (4.18) to this, we get (4.3). Coming all the analysis above, we know (A1), (A2') and (A3) are true if (4.16) and (4.18) holds. Moreover, it is easy to see that if for every \(R \geq 1\), there are positive constants \(c(R), \delta(R)\) such that

\[
\mu(\lambda_m1_{\{\rho \leq R\}}) \leq c(R)m^{1-\delta(R)}, \ m \geq 1,
\]

then (4.18) holds.

5 Appendix

As in the proof of Theorem 1.1 for every \(R \geq 1\), we take a non-negative function \(f_R \in C_0^\infty(M)\), such that \(f\big|_{BR} = 1\), and \(M_R := \{x \in M : f_R(x) > 0\}\) is a connected set. Then we define a metric \(\langle \cdot, \cdot \rangle_R\) on \(M_R\) as

\[
\langle \cdot, \cdot \rangle_R := f_R^2\langle \cdot, \cdot \rangle,
\]
where $\langle \cdot, \cdot \rangle$ is the Riemannian metric on $M$.

Step by step following the argument in [25, Section 2], we know $(M_R, \langle \cdot, \cdot \rangle_R)$ is a complete Riemannian manifold. But it was not written as a Lemma in [25, Section 2] for such conclusion, so for convenience of the reader, we include the following lemma here.

**Lemma 5.1.** $(M_R, \langle \cdot, \cdot \rangle_R)$ is a complete Riemannian manifold.

**Proof.** Let $d_R$ be the Riemannian distance on $(M_R, \langle \cdot, \cdot \rangle_R)$, to prove the conclusion, it suffices to show that for any $d_R$-Cauchy sequence $\{x_i\}_{i=1}^{\infty} \subseteq M_R$, there is a limit point $x_0 \in M_R$, i.e. $\lim_{i \to \infty} d_R(x_i, x_0) = 0$.

For any $m \geq 1$, let $O_m := \{x \in M : f_R(x) > \frac{1}{m}\}$. If there exists a $m_0 > 0$, such that $\{x_i\}_{i=1}^{\infty} \subseteq O_{m_0}$, since $O_{m_0}$ is relatively compact and $(M, \langle \cdot, \cdot \rangle)$ is complete, there exist a $0 < \tau < \|x_0\|_g$ and a subsequence $\{x_{i_k}\}_{k=1}^{\infty}$, such that $\lim_{k \to \infty} d_M(x_{i_k}, x_0) = 0$, where $d_M$ denotes the Riemannian distance on $(M, \langle \cdot, \cdot \rangle)$. By the continuity of $f_R$, when $k$ is big enough, for the minimal geodesic $\gamma_k(\cdot)$ on $(M, \langle \cdot, \cdot \rangle)$ connecting $x_{i_k}$ and $x_0$, we have $f_R(\gamma_k(t)) \geq \frac{1}{m_k+2}$ for all $t$, so by definition $d_R(x_{i_k}, x_0) \leq (m_0+2)d_M(x_{i_k}, x_0)$, hence $\lim_{k \to \infty} d_R(x_{i_k}, x_0) = 0$. Note that a Cauchy sequence is convergent if a subsequence is convergent, so we obtain $\lim_{i \to \infty} d_R(x_i, x_0) = 0$.

If $\{x_i\}_{i=1}^{\infty} \not\subseteq O_m$ for any $m \geq 1$, by selecting a subsequence if necessary, we can assume that $\lim_{i \to \infty} d_M(x_i, x_0) = 0$, for some $x_0 \in M$ satisfying $f_R(x_0) = 0$ and there exists a subsequence $\{m_i\}_{i=1}^{\infty}$ of $\{m\}_{m=1}^{\infty}$, such that, $x_i \not\subseteq O_{m_i}$, $x_i \in O_{m_{i+1}}$, $m_{i+2} > 2m_{i+1}$, $\lim_{i \to \infty} m_i = \infty$.

On the other hand, suppose $\gamma \in C(\{0, 1\}; M)$ is a $C^1$ path such that $\gamma(0) = x_i$ and $\gamma(1) = x_{i+2}$, let

\[ \tau := \sup\{t \in [0, 1] : \gamma(t) \in O_{m_{i+1}}\}, \]

so $0 < \tau < 1$ since $x_i \in O_{m_{i+1}}$, $x_{i+2} \not\in O_{m_{i+1}}$, and $f_R(\gamma(t)) \leq \frac{1}{m_{i+1}}$ for every $t \in [\tau, 1]$. Hence we have,

\[
\int_{\tau}^{1} |\gamma'(t)| R dt \geq \int_{\tau}^{1} |\gamma'(t)| R dt \geq m_{i+1} \int_{\tau}^{1} |\gamma'(t)| dt \geq m_{i+1} d_M(O_{m_{i+1}}, O_{m_{i+2}}),
\]

note that $\gamma$ is arbitrary, we obtain,

\[
d_R(x_i, x_{i+2}) \geq m_{i+1} d_M(O_{m_{i+1}}, O_{m_{i+2}}).
\]

Since $|f_R(x) - f_R(y)| \geq \frac{1}{m_{i+1}} - \frac{1}{m_{i+2}}$ for all $x \in O_{m_{i+1}}$, $y \in O_{m_{i+2}}$, by mean value theorem,

\[
\frac{1}{m_{i+1}} - \frac{1}{m_{i+2}} \leq |f_R(x) - f_R(y)| \leq C_1 d_M(x, y), \quad x \in O_{m_{i+1}}, \quad y \in O_{m_{i+2}}.
\]
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where $C_1 := \sup_{x \in M} |\nabla f(x)| > 0$, which implies that $d_M(O_{m_{i+1}}, O_{m_{i+2}}^c) \geq \frac{1}{C_1} \left( \frac{1}{m_{i+1}} - \frac{1}{m_{i+2}} \right)$. So we have,

$$d_R(x_i, x_{i+2}) \geq m_{i+1}d_M(O_{m_{i+1}}, O_{m_{i+2}}^c)$$

(5.1)

$$\geq \frac{m_{i+1}}{C_1} \left( \frac{1}{m_{i+1}} - \frac{1}{m_{i+2}} \right) \geq \frac{1}{2C_1},$$

where we use $m_{i+2} > 2m_{i+1}$ in the last step. It is obvious that (5.1) contradicts with the assumption $\{x_i\}_{i=1}^\infty$ is a $d_R$-Cauchy sequence, so we must have $\{x_i\}_{i=1}^\infty \subseteq O_{m_0}$ for some $m_0 \geq 1$, and as the analysis above, there exists a limit point $x_0 \in M_R$ for $\{x_i\}_{i=1}^\infty$.
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