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Simulations of glycine aqueous solutions have been carried out to study the effect of increasing solute concentration on the aggregation of glycine zwitterions. AMBER force field coupled with three atomic charge sets was employed for the simulations of the aqueous solutions. The number of glycine monomers in solutions rapidly decreases with increase in concentration. The properties of the glycine clusters in the solutions were studied. It was shown that the clusters are strongly hydrated entities with a liquid-like character. The residence lifetimes of water and glycine from the first solvation shell of glycine molecules were calculated. The lifetime values show that the clusters are highly dynamic solutes that change configuration within hundreds of picoseconds. We observed long-living pairs of glycine molecules, which move together in the solutions for ca. 1 ns. The effect of the electric-field-induced orientation of the highly polar glycine molecules in the clusters was studied. A preferential parallel arrangement of the molecules was observed as the distinctive feature of the γ-polymorph, which was crystallized from the solutions in a static electric field.

Introduction

Glycine is abundant in various proteins and enzymes. It is the smallest molecule among amino acids, which explains why glycine is an attractive object for investigation using experimental and computer simulation methods. In its crystalline states and in neutral aqueous solution, glycine exists in the zwitterionic form, \( \text{NH}_3^+\text{–CH}_2\text{–COO}^- \). Three solid polymorphs, which are designated as \( \alpha \)-, \( \beta \)- and \( \gamma \)-glycine, are detected under ambient conditions. A lot of factors affect glycine crystallization from a solution, such as pH, additives, degree of supersaturation, solvent, impurities and seeding. These conditions determine the properties of the synthesized materials. Polymorphs have different physical and chemical properties including stability, solubility, melting point, compressibility and bioavailability.1,2

It has been established that \( \gamma \)-glycine is the most stable polymorph, whereas \( \beta \)-glycine has the highest free energy.3–5 Under ambient conditions and neutral pH, an aqueous solution of glycine is predominantly crystallized as the \( \alpha \)-polymorph. The crystallization of a particular polymorph is poorly reproducible. Boldyreva et al. argued that the three polymorphs crystallize simultaneously.4 The nucleation and crystal growth of \( \alpha \)- and \( \gamma \)-glycine from the same solution have been investigated experimentally.6 Little et al.6 concluded that the rate of nucleation is very sensitive to impurities, the conditions in which the samples are prepared and supersaturation. The least stable \( \beta \)-glycine polymorph crystallizes from aqueous solutions containing methanol or ethanol7 or from the gas phase via sublimation of the \( \alpha \) or \( \gamma \) forms in vacuum.8

It has been shown that intense nanosecond near-infrared laser pulses could induce supersaturated aqueous glycine solutions to crystallize into either the \( \alpha \)- or \( \gamma \)-polymorph depending on the polarization state of the laser beam.9,10 This phenomenon is called non-photochemical laser-induced nucleation (NPLIN). Linearly polarized near-infrared laser pulses or a strong dc electric field applied to a supersaturated aqueous glycine solution induces the crystallization of \( \gamma \)-glycine.11 These methods could be used to control polymorph formation.

The difference in the size and shape of the glycine particles was observed when cooling and evaporative methods were used in their preparation with the addition of surfactants.12 Recent studies have indicated that under certain circumstances, in microemulsions and lamellar phases, the \( \gamma \)-glycine rather than the more common \( \alpha \)-glycine can be crystallized.13 It was proposed that the experimental results could be rationalized if it is postulated that molecular clusters binding to the interface were formed in the microemulsions. Glycine clusters can be captured by the charged surfactant...
monolayer. The structural and orientational specificity of the nucleation process must then be the result of the overall polarity of the clusters involved. However, the organization of the glycine clusters in solutions formed through the electric-field-induced alignment of molecules has not been studied using computer simulation methods, which could provide information regarding the structure of the solutions.

Computer simulations of glycine polymorphs and their aqueous solutions have been performed. Classical molecular dynamics (MD) simulations are based on using of force fields, which usually include intra- and inter-molecular terms. The results of the computer simulations depend on the employed force field. To minimize this influence, the calculations should be repeated with different force fields. Various sets of potentials have been proposed for the calculation of glycine interactions. AMBER force field was particularly designed for the simulation of amino acids, proteins and large organic molecules. It has been widely used for simulations over the last several decades. To calculate the energy of the Coulombic interactions, numerous atomic charge sets are employed. For a specific compound, the atomic charges are chosen according to results of quantum mechanics calculations or they are fitted to reproduce the experimental properties of solids, liquids or solutions. Systematic investigations of the applicability of different force fields for the simulation of glycine aqueous solutions have been published. Cheong and Boon used Charmm27, AMBER, OPLS and GROMOS force fields with six charge sets adopted for the calculation of the electrostatic interactions. The authors concluded that the AMBER force field coupled with CND0 charges is the optimal force field to be used for simulation studies of the α-glycine crystal growth.

Understanding the crystal growth mechanism is valuable for pharmaceutical industry and drug design. Glycine is a major precursor in the biosynthesis of porphyrins. New functional materials based on macro-heterocyclic compounds and their complexes have been widely used in various fields of science, technology and medicine. Of particular interest is the study of porphyrin complexes with various amino acids and biomolecules. For this purpose, the properties of glycine solutions should be investigated. It has been proposed that among a set of compounds, such as calcium carbonate, calcium phosphate and silica, amino acids form pre-nucleation clusters (PNCs) in aqueous solutions, which have specific properties. The PNCs are solute precursors to the phases formed from a homogeneous solution, but, to date, the actual scenario of nucleation and crystallization from glycine aqueous solutions is unknown.

The goal of this article is to study the glycine clusters formed in aqueous solutions at different concentrations. The size distribution and radii of gyration are the basic properties of clusters. To characterize the stability of the clusters, the residence lifetimes were calculated: (a) for water from the first hydration shells of hydrophilic moieties of a glycine and (b) for glycine molecules forming clusters. To shed light on the molecular mechanism of the NPLIN phenomenon, the structure of a saturated solution of glycine under an applied dc electric field was investigated.

**Methods**

Classical molecular dynamics (MD) simulations were employed to study the aqueous solutions of glycine. All calculations were performed using the DL_POLY Classic 1.9 program in the isotropic NpT ensemble at $T = 300 \text{ K}$, $350 \text{ K}$ and $p = 0.1 \text{ MPa}$. The Nose–Hoover thermostat and barostat, designed by Melchionna et al., was employed with relaxation times of 0.1 ps ($T$) and 1 ps ($p$) as previously recommended. An example of the typical time-dependence of volume and energy is presented in Fig. S1. The integration time-step was 1 fs. The cubic boxes, taken with the periodic boundary conditions, contained 1200 water and 12, 36 and 72 glycine molecules. The last composition corresponds to the concentration of a saturated solution of glycine ($m = 3.33 \text{ mol kg}^{-1}$). A cut-off radius of 12 Å was used for both the non-bonded and electrostatic interactions. Long-range electrostatic interactions were treated using the Ewald method. The relaxation period was ca. 1 ns. For trajectory analysis, the structures were saved every 10 000 time-steps ($\Delta t = 10 \text{ ps}$), however, the interval was of 1 ps when the diffusion coefficients were calculated. The simulation time in each productive run exceeded 3 ns (Table S1†). A cluster analysis was performed on the simulation snapshots of the liquids to determine how the glycine molecules tend to associate with each other in the aqueous solutions. The Edvinsson algorithm was used to calculate cluster statistics.

AMBER force field, which is well-proven in the simulation of large organic molecules, was applied to calculate the intra- and inter-molecular interactions of glycine. The charge-charge interactions between atoms in a molecule separated by 3 bonds (1–4 interactions) were scaled by a factor of 1/1.2 and the Lennard-Jones interactions by a factor of 0.5. To calculate the interactions of the water molecules, the SPC/Fw potential was selected, which takes into account the flexibility of the water molecules. We employed the DL_FIELD version 3.2 program package, which simplifies the procedure of creating the FIELD file required for the DL_POLY program.

Based on the results of the quantum-chemical calculations, various charge models were proposed for glycine. In the present study, the three charge sets,
summarised in Table 1, were used for the MD simulations. The ESP (the Merz–Kollman scheme) electrostatic partial charge method was used to derive the B3LYP partial charges.16 The CNDO charge set was calculated from gross Mulliken populations.33 Despite the arbitrary nature of the method, these atomic charge sets were used in the calculations and a good reproduction of experimental properties of the crystals and aqueous solutions of glycine was demonstrated.23,34 We slightly corrected the B3LYP charge set. According to our calculations, the modified B3LYP (mB3LYP) charge set predicts α- and γ-glycine structures better than the other sets. Any force field used for flexible glycine molecules contains terms that take into account the rotations of the –COO and –NH3 groups. Thus, the original atomic charges proposed for a rigid molecule were slightly corrected to eliminate the difference in the charges of the O and H atoms when the molecule adopts various conformations. The dipole moment of a glycine molecule was calculated to be 10.3, 13.8 and 13.5 D for the CNDO, B3LYP and mB3LYP sets, respectively. The results of the ab initio MD simulation of an aqueous glycine solution demonstrate that the dipole moment of a glycine molecule increases by about 40% due to polarization effects and it was around 16.5 D.23 To investigate a possible dependence of the results on the employed force field, independent simulations of the systems were carried out with three charge sets. The parameters of the force field are presented in ESI†.

Results and discussion

Density and self-diffusion coefficients

To test the reliability of the models, the densities and diffusion coefficients were calculated for the aqueous solutions of glycine. In the equilibrium MD simulation, the self-diffusion coefficient ($D$) was computed by taking the slope of the mean-squared displacement (MSD) at long time

$$D = \frac{1}{6N} \lim_{t \to \infty} \frac{d}{dt} \left( \frac{1}{N} \sum_{i=1}^{N} (r_i(t) - r_i(0))^2 \right). \tag{1}$$

where $N$ is the number of molecules, $r_i(t)$ is the position of the molecule $i$ at time $t$. The values of $D$ were obtained from the slope of a linear fit of the respective MSD data, which were calculated from the stored trajectories. Examples of the MSD plots are shown in Fig. S2 and S3†.

The experimental15 and calculated densities are plotted in Fig. 1a. The density of SPC/Fw water was about 1% higher than the experimental value, therefore the difference between the calculated and experimental density of pure water could be taken into consideration. The presented results demonstrate an almost linear increase in the density of the solution with increase in concentration of glycine. The slopes of the fitting lines, corresponding to the B3LYP and mB3LYP models, slightly differ from that obtained experimentally. This is a typical situation observed for several force fields. The force fields GAFF, OPLS and Charmm with default atomic charge sets predict higher density of solutions with respect to the experimental values.21 By choosing the appropriate charge set, it is possible to reach a better agreement with the experimental data, but it does not mean that other properties of the aqueous solutions would be effectively reproduced.

Fig. 1b shows the variation of the calculated self-diffusion coefficients of glycine and water with the solute concentration. The diffusion coefficient of water molecules is more than two times larger than the diffusion coefficient of glycine in solution. The diffusivity of water and glycine decreases with increase in concentration. The CNDO model demonstrates a weaker concentration dependence of the water diffusivity. The experimental15 self-diffusion coefficients of glycine in the solutions were taken for comparison with the results of our calculations. The calculated values are slightly higher (CNDO) or lower (B3LYP and mB3LYP) than the experimental values.

For pure water the calculated $D = (2.42 \pm 0.08) \times 10^{-9}$ m$^2$ s$^{-1}$ (SPC/Fw), which is larger than the experimental $D = 2.3 \times 10^{-9}$ m$^2$ s$^{-1}$.37 The weak and approximately linear dependence of water diffusivity on the concentration has been reported for the AMBER force field with other charge sets.38 Thus, the

![Fig. 1](image-url) (a) Density of the aqueous solutions and (b) diffusion coefficients of water and glycine calculated using the three charge sets. Error bar represents one standard deviation (SD). The lines connecting the data points are drawn to guide the eye.
presented models of the solutions are in agreement with the experimental data. The variation observed for the calculated properties are in accordance with the results of previous simulations, where other force fields were tested. The experimental diffusion coefficients obtained for the glycine in solutions are slightly over- (CNDO) or under-estimated (B3LYP and mB3LYP) in the computer models and these effects correlate with the dipole moment of the glycine molecules. In solution, the diffusivity of glycine and water decreases with an increase in the dipole moment. We could expect that for better correspondence with the experimental data, the model of the glycine molecule should have a dipole moment of about 12 D.

Correlation functions and running coordination numbers

Radial distribution functions (RDFs) are usually used for the description of disordered systems. The structure of the hydration shells of glycine molecules has been discussed previously. The present investigation is primarily focused on the study of the aggregation of glycine in the solutions. Therefore, to avoid a repetition of the results, only two functions, which characterize the distribution of nitrogen atoms, $g_{NN}$, and oxygen atoms with respect to the nitrogen atoms, $g_{NO}$ as well as the corresponding running coordination numbers, were calculated to analyse the structures formed by glycine molecules in the aqueous solutions.

These functions are presented in Fig. 2 and S4. They depend on the model and concentration of the solutions; however, these functions demonstrate similar behaviour. Two overlapping peaks for $g_{NN}$ were observed at $r < 6.5$ Å and correspond to the minimum two types of atomic coordination in the first solvation shell of each nitrogen atom. The $N_{NN}$ functions show that the aggregation of glycine molecules increases with increase in concentration and was larger for the CNDO model at any concentration despite having the smallest dipole moment of the molecule. The $g_{NO}$ functions (Fig. S4†) exhibit the first peak at ca. 3 Å, corresponding to the formation of intermolecular hydrogen bonds between hydrogens of the amino group and oxygens of nearest glycine molecules. The running coordination numbers, $N_{NO}$, show larger molecular aggregation when the CNDO charge set was used for the simulations.

The molecular configurations, presented in Fig. S5 and S6,† show that various types of glycine aggregation are possible at $m = 3.33$ mol kg$^{-1}$. The two small glycine clusters are presented in Fig. S7. The first cluster is a compact three-member ring, while the larger cluster has a complex structure, where a compact ‘head’ is connected to a long ‘tail’.

It was shown† that a strong static electric field ($E = 6 \times 10^{7}$ V m$^{-1}$) applied to supersaturated aqueous glycine solutions (SS is ca. 2.0) results in the nucleation of the γ-polymorph. We performed simulations of the concentrated aqueous solutions under a dc electric field at $E = 10^{3}$ and $10^{4}$ V m$^{-1}$. A preferable orientation of the glycine molecules along the electric field was observed. The average cosine of the angle between the vectors connecting the carbon atoms (H$_2$C → CO$_2$) in the glycine molecules was calculated. The results are presented in Fig. 3 and S8† for the CNDO and mB3LYP force fields. The cosine value increases with the increase in electric field strength and becomes close to 1. The parallel arrangement of the C–C vectors is a distinctive feature of the γ-polymorph (Fig. S9†). The temperature has little effect on the orientation of the glycine molecules in these electric fields. The crystallization of glycine is a long process and cannot be reproduced using computer simulations; however, the results obtained in our study show the orientational ordering of the glycine molecules in the solutions when a strong electric field was applied. This corresponds to experimental observations.

Finite cluster size distributions and radius of gyration

RDFs provide general information on the correlations between the atomic positions in liquids. The types of molecular association can be studied using cluster analysis, which is widely used in percolation theory. Phase transitions and percolation have many similarities. The percolation
threshold, $p_c$, is a point of singularity for many properties and these properties show a universal scaling behavior around percolation. In particular, the number of finite clusters decreases with the increase in cluster size, $s$, according to $n_s \sim s^{-\tau}$, where $\tau = 2.189$ is a universal constant and $s$ is the number of molecules in the cluster.\footnote{The radius of gyration, $R_g$, is a fundamental characteristic of the finite clusters calculated according to the formula:}

$$R_g^2(s) = \frac{\sum_i (r_i - \langle r \rangle)^2}{s}, \langle r \rangle = \sum_i r_i/s$$

where the vectors $r_i$ define the positions of the monomers in the cluster. Near the percolation threshold, $R_g$ increases with increase in size ($s$) as a power function, $R_g(s) \sim s^{1/d}$, where $d_f = 2.523$ is the fractal dimension of the clusters near the percolation threshold.

The clustering of glycine molecules in an aqueous solution was studied previously.\footnote{Some of these are shown in Fig. S12.} Two specific hydrogen bond criteria, a H···O distance of 2.2 Å and a minimum N···H···O angle of 140° as well as 2.2 Å per 160° were used in analysis of the clustering of glycine molecules from the MD simulations. In the aqueous solutions the hydrogen bonds are constantly forming and breaking only to form once again. It was shown\footnote{The probabilities of finding a glycine molecule in a monomeric state ($s = 1$) and small clusters ($s < 13$) are presented} that the lifetime of the hydrogen bonds was about of 1–4 ps. Due to the coordinated collective movement of the molecular aggregates, the glycine molecules stay close to each other for a longer time. This type of movement has not been studied to date.

To avoid a repetition of the same calculations and to obtain new information, we did not analyse the hydrogen bonding; thus, in the present study, a criterion of mutual proximity of glycine molecules was applied. The position of the nitrogen atom was taken as a center of a monomer ($s = 1$) and the glycine molecule was considered belonging to a cluster if the distance between the nitrogen atom and any other nitrogen in the cluster was less than 6 Å. This distance approximately corresponds to the first coordination shell of glycine molecule (Fig. 2). Clearly, the cluster properties depend on the value of the threshold distance; however, this is not very important for a general characterization of the aggregation of glycine molecules in the solutions.

In all the investigated cases, spanning glycine clusters were not formed in the simulation boxes at $E = 0$ V m$^{-1}$. All the observed clusters were finite. This means that even at $m = 3.33$ mol kg$^{-1}$ the systems are located below the percolation threshold and the indexes could deviate from the universal critical values. A large cluster comprised of 40 molecules is presented in Fig. 4. Bulky fragments containing 4–6 molecules connected by chains are observed.

The cluster size distributions, $n_s(s)$, were calculated from our simulations for $m = 3.33$ mol kg$^{-1}$ (72 glycine molecules in the simulation box) and they are depicted in Fig. 5 and S10.\footnote{A broad spectrum of the cluster sizes was observed in the saturated solution. The presented distributions depend on the charge set used. All the systems are far from the percolation threshold; however, when the CNDO charge set was used, the slope of the fitting line was closer to the value of universal exponent, $\tau = 2.19$. The results of the small-angle neutron scattering (SANS) experiments show that the glycine aggregates in the solutions can be described by relatively broad distributions of both size and shape.} The set of clusters presented in Fig. S5–S7\footnote{The results of our computer simulations are in agreement with the results of the SANS experiments.} show that the clusters have various shapes. Thus, the results of our computer simulations are in agreement with the results of the SANS experiments.

Temperature has little effect on the distribution as shown in Fig. S11.\footnote{However, a strong electric field supports cluster formation. The number of small glycine clusters ($s < 7$) decreases slightly at 350 K and $E = 10^4$ V m$^{-1}$, but the number of large clusters increases significantly. Percolated chain- and strip-like glycine clusters are observed in the simulation box. Some of these are shown in Fig. S12.} The probabilities of finding a glycine molecule in a monomeric state ($s = 1$) and small clusters ($s < 13$) are presented.

![Fig. 3](Image 311x94 to 547x235) Average cosine of the angle between vectors connecting the carbon atoms ($\text{H}_2\text{C} \rightarrow \text{CO}_2$) in two glycine molecules calculated without and with a dc electric field ($E = 10^2$ and $10^4$ V m$^{-1}$) applied to the solution at $m = 3.33$ mol kg$^{-1}$.

![Fig. 4](Image 14x290 to 26x354) The finite cluster consisting of 40 glycine molecules, ($R_g = 13$ Å). Nitrogens are shown as yellow balls. Red sticks connect the nearest nitrogen atoms.
in Fig. 6. The fraction of the monomers drops from ca. 80% at \( m = 0.55 \) mol kg\(^{-1} \) to 25–35% in the saturated solution, whereas the fractions of glycine molecules belonging to dimers and trimers weakly depends on the solute concentration. Small clusters prevail in all the models, but the system computed with the B3LYP charge set has a larger amount of small clusters (\( s < 6 \)). The calculated fractions are consistent with the previously reported results obtained using a different force field and a criterion of a molecular aggregation.\(^{41} \) It is noteworthy that a significant variation in the fraction of glycine molecules in the monomers, dimers and trimers was not observed in a temperature range from 20 to 50 °C.\(^{41} \)

An average cluster size and an average radius of gyration are the first moments of the distribution, \( n_s \):

\[
\langle S \rangle = \sum_s s n_s / \sum n_s; \quad \langle R_g \rangle = \sum_s R_g(s) n_s / \sum n_s. \tag{3}
\]

where \( n_s \) is the number of finite clusters, \( R_g(s) \) is the average radius of gyration of clusters containing \( s \) glycine molecules. In the presented range, the average size of clusters increases with concentration as it is shown in Fig. 7. At high concentrations, the glycine molecules are more self-associated in the CNDO model. This conclusion is in accordance with the results of the analysis of the RDFs presented in Fig. 2. The minimal average cluster sizes were observed for the B3LYP set. Depending on the model, in a saturated solution an average cluster is composed from 5 (B3LYP) to 12 (CNDO) molecules. At low concentration, small clusters are predominantly formed and the average size corresponds to the dimer.

The plots of \( R_g(s) \) calculated from our simulations are depicted in Fig. 8 and S13.\(^{\dagger} \) The slopes of the fitting lines deviate from the universal scaling law (\( 1/d_f = 0.396 \)) because the systems are far from the percolation threshold. The larger values of the slopes indicate that the clusters grow in 3-D space faster than the clusters near the percolation threshold. The fractal dimension of the clusters was ca. 2.0–2.1. The radius of gyration calculated at 350 K with and without an external electric field are presented in Fig. S14.\(^{\dagger} \) The cluster size distribution and radii of gyration are the basic properties of the system. They depend on the model used; however, the temperature and strong electric field do not affect these distributions. The number of large clusters increases with increase in the electric field and they have large radii.

The nucleation and crystallization of glycine from a supersaturated solution were studied using a small angle X-ray scattering (SAXS) method.\(^{44,45} \) In order to achieve supersaturation, two procedures of cooling were used. The measured average radius of gyration monotonically increased upon cooling from 3.38 to 4.0 Å.\(^{44} \) In the later experiment,\(^{45} \) \( \langle R_g \rangle \) increased from 2.72 to 3.2 Å during the initial 15 min of cooling and then stayed near 3.2 Å for the next 40 min. In both experiments, the average radius of gyration reached a maximum value of 4.24 Å, followed by a decrease to 4.02 Å.

An average cluster size and an average radius of gyration are the first moments of the distribution, \( n_s \):

\[
\langle S \rangle = \sum_s s n_s / \sum n_s; \quad \langle R_g \rangle = \sum_s R_g(s) n_s / \sum n_s. \tag{3}
\]
These variations in $\langle R_g \rangle$ are in good agreement with data presented in Fig. 8b. Our calculation predicts that, depending on the model used, in a saturated solution, the radius varies from 3.7 (B3LYP) to 4.8 Å (CNDO). The average radius of gyration increases with the increase in concentration of glycine at a fixed temperature or with increase in the supersaturation in the cooling processes. Simulations using the mB3LYP force field demonstrate that $\langle R_g \rangle$ increases from 3.8 Å to 4.5 Å (4.3 Å at $T = 350$ K) in the strong electric field ($E = 10^4$ V m$^{-1}$).

It has been proposed, that the crystallization initiates at $\langle R_g \rangle = 4.24$ Å. According to our calculations, this value corresponds to $s = 4$, but this does not indicate that the critical nucleus is very small or tetramers predominate in the solution. The distribution of $R_g(s)$ is broad and asymmetric (Fig. S13 and S14†). At the percolation threshold, clusters of all sizes, including the infinite cluster, are simultaneously present in the system. At $E = 0$ V m$^{-1}$ the largest clusters observed in our simulations contain 44 glycine molecules. According to a probabilistic approach in the frame of classical nucleation theory, nucleation is a stochastic process.$^{46,47}$ The probability of the formation of large clusters decreases with increase in size as $s^{-\tau}$ (Fig. 5). In the laboratory, crystals usually start to grow with a time lag of several hours after the supersaturated solution is prepared. If classical nucleation theory is applicable to the description of crystallization from glycine aqueous solutions, we could expect that a critical nucleus would contain hundreds of glycine molecules.

### Residence lifetimes

To describe the collective molecular movement in the aqueous solutions, the distribution of the residence lifetimes of water molecules from the first hydration shells of the hydrophilic $-\text{NH}_3$ and $-\text{COO}$ groups was calculated. The boundaries of the shells were selected according to positions of the first minima of the RDFs as shown in Fig. S15.† The hydration numbers strongly depend on the threshold interatomic distances. At $m = 3.33$ mol kg$^{-1}$, the first hydration shell of the NH$_3$ group ($r_{OHW} < 3.4$ Å) contains an average 4.0 (mB3LYP, B3LYP) or 3.1 (CNDO) water molecules, which are close to the experimental value of 3.0 ± 0.6.$^{39}$ The hydration shell of the $-\text{COO}$ group ($r_{COW} < 4.0$ Å) contains 7.2 (mB3LYP, B3LYP) and 5.2 (CNDO) molecules. Some molecules, belonging to the hydration shell of the hydrophobic $-\text{CH}_2$ group, occur in the hydration shell of the $-\text{COO}$ group. During the residence lifetime, the glycine and water molecules are moving together and the water molecules belong to the first hydration shell of the glycine molecule. Due to diffusion and a molecular exchange between hydration shells, the water molecules leave early or late from the first shell.

A hydrogen bond criterion typically has two adjustable parameters, namely, the interatomic distance and the hydrogen bond angle. The residence lifetimes of the water-glycine aggregates differ from the lifetimes of hydrogen bonds, which

---

**Fig. 7** Average sizes $\langle S \rangle$ of the glycine clusters in the aqueous solutions. The lines connecting the data points are drawn to guide the eye.

**Fig. 8** (a) Radius of gyration, $R_g$, obtained for the glycine clusters in a saturated aqueous solution ($m = 3.33$ mol kg$^{-1}$), as a function of the cluster size, $s$. For clarity the plots for mB3LYP and B3LYP are shifted vertically to $\ln(R_g) + 0.2$ and $\ln(R_g) + 0.4$, respectively. (b) Average radius of gyration, $\langle R_g \rangle$, as a function of the glycine concentration in an aqueous solution. The lines connecting the data points are drawn to guide the eye.
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take place on a timescale of several picoseconds\textsuperscript{20,38} because the threshold distances are larger than values usually used as hydrogen bond criteria and the mutual orientation of the molecules are not taken into consideration.

To calculate the residence lifetimes, we analysed snapshot pairs of the systems stored with a step of 10 ps. A list of water molecules, within the cut-off distance ($r_{\text{COW}} < 3.4 \text{ Å}$ or $r_{\text{COw}} < 4.0 \text{ Å}$) from each $-\text{NH}_3$ or $-\text{COO}$ group of any glycine molecule, was composed at each time step $t$. Then, the lifetime was calculated according to the equation: $t = t_e - t_n$, where $t_e$ is the time when the water molecule leaves the first hydration shell and $t_n$ is the time of appearance of the molecule in the shell.

The distributions of the fractions $F$ of water molecules versus the lifetime are shown in Fig. S16.\textsuperscript{1} To fit the calculated data, the model of exponential decay was applied according to the equation:

$$F(t) = \sum_{i=1}^{n} A_i \exp\left(\frac{-t}{\tau_i}\right), \quad (4)$$

where $\tau_i$ is the mean lifetime. For the water-glycine associates, statistical analysis showed that in most cases, only one term was enough ($n = 1$) to approximate the calculated data. The mean lifetime depends on the glycine concentration and the charge set. These dependences are shown in Fig. 9. The mean residence lifetimes vary from 5 to 18 ps. They are longer for water molecules from the first hydration shell of carbons than of nitrogen atoms. At each concentration, the shortest mean lifetime was observed for the CNDO charge set. In all cases the values of the lifetimes show an approximately linear increase with increase in the concentration of glycine in the aqueous solutions. This correlates with the decreasing water diffusion coefficient with increase in concentration (Fig. 1b).

The weaker hydration of glycine molecules promotes their aggregation. To approximate the distribution (eqn (4)) at high temperature and in the presence of a strong electric field, two pairs of parameters were needed ($n = 2$). Short- and long-living glycine–water pairs were observed. The residence lifetime for the long-living water near the $-\text{COO}$ groups increases with the electric field from 29 ps to 34 ps at $T = 300 \text{ K}$ and decreases with temperature to 19 ps and 23 ps at $T = 350 \text{ K}$, $E = 0$ and $10^4 \text{ V m}^{-1}$, respectively. The same tendency was observed for water molecules near the $-\text{NH}_3$ groups whose residence lifetimes decrease with increase in temperature by ca. 5 ps and increase with an increase in the electric field strength by ca. 4 ps.

Other behaviours of residence lifetimes were observed for glycine molecules in clusters formed at high concentrations. These lifetimes characterize the stability of the clusters and they differ from the glycine–glycine hydrogen bond lifetime. The hydrogen bond formation and breaking processes have been studied recently.\textsuperscript{38} In the cited study, the exponential decay model was not applied to fit the hydrogen bond correlation function.

To calculate the glycine–glycine residence lifetimes, the cut-off distance between the nitrogen atoms was selected to be 6 Å. Various structures of the glycine dimers were found in the aqueous solutions and crystalline polymorphs. A statistical analysis of the distributions, $F(t)$, (Fig. S17) show that two terms ($n = 2$) in eqn (4) should be used to approximate the calculated data. This indicates that the short- and long-living pairs of the glycine molecules were formed in the solutions. At the highest concentration, the systems contain 72 glycine molecules in the simulation boxes and the monomers were not taken into consideration when residence lifetimes were calculated. It is difficult to estimate the number of long-living pairs due to poor statistics of events (Fig. S17).\textsuperscript{†} Nevertheless, the mean lifetimes were calculated as 14.3 and 112.4 ps; 12.3 and 96.8 ps; 13.1 and 108.3 ps for the B3LYP, mB3LYP and CNDO models, respectively. For the mB3LYP model at 350 K and $E = 10^4 \text{ V m}^{-1}$ the residence times increase to 13.2 and 109.1 ps. The short-living glycine pairs of the molecules have mean lifetimes close to the lifetimes of water molecules near the hydrophilic fragments of the glycine molecules. However, we observed pairs of glycine molecules, which moved together in the solution for longer than 1 ns. Restructuring of the glycine clusters was observed during visualization of the molecular configurations, but some ‘skeleton’ fragments exist after a long time, providing stability to the clusters. Our results support the previously proposed mechanism of crystallization.\textsuperscript{25} The crystallization of glycine could proceed through the formation of pre-nucleation clusters. These are thermodynamically stable solutes and there is no boundary between the clusters and the surrounding solution. They participate in the process of phase separation. The clusters can subsequently aggregate, leading to liquid–liquid separation. Nucleation of the crystalline phase then occurs within the dense hydrated amorphous phase.

---

![Fig. 9 Mean residence lifetimes for water molecules from the first hydration shells of $-\text{COO}$ and $-\text{NH}_3$ groups in the glycine molecules. Error bar is one standard deviation (SD). The lines connecting the data points are drawn to guide the eye.](image-url)
Conclusions

The properties of simulated systems depend on intermolecular electrostatic interactions. To reduce the influence of this factor on the results, three charge sets (B3LYP, mB3LYP and CNDO) coupled with the AMBER force field were selected and simulations of aqueous solutions were performed. All models predicted the density and diffusivity in agreement with data available in the literature. The properties of glycine clusters were studied. Despite small quantitative differences, they were the same in all these models.

Clustering rapidly increased with the increase in concentration of the solutions. In a concentrated aqueous solution, only a third of the glycine molecules were in a monomeric state. Percolated clusters are not observed even in a saturated solution, but an electric field facilitates cluster formation. Percolated chain-like and stripe-like glycine clusters are observed in the saturated aqueous solutions when a strong electric field was applied. This result supports the hypothesis for the orientational ordering of glycine clusters in the presence of a charged surfactant monolayer or an intense near-infrared laser pulses with linear polarization of the laser beam (NPLIN phenomenon). Thus, an electric field can be used to control the nucleation and crystallization in saturated and supersaturated aqueous solutions of glycine. The orientational ordering inherent to the γ-polymorph appeared in a concentrated solution when a strong electric field was present. As a result, γ-glycine can be synthesised instead of the α-polymorph.

The calculated average radii of gyration for the finite clusters are in agreement with the results of the SAXS experiments. The estimated fractal dimension of the clusters is about 2. There is no phase boundary in the solutions. The mean residence lifetime of the water molecules from the hydration shells of the –NH₃ and –COO groups is of the order of 10 ps; in addition, short- and long-living glycine pairs were observed and some pairs moved together in the liquid for more than 1 ns. The presence of two mean lifetimes of glycine molecules demonstrates the lability and stability of the clusters. The clusters are highly dynamic objects that are in equilibrium with their monomers. The diffusivity of glycine in the solutions weakly decreases with increase in concentration and it is only two times smaller than the diffusivity of water. Changes in the shape and size of the clusters occur over hundreds of picoseconds. Thus, our simulations show that the glycine clusters are strongly hydrated solutes with a liquid-like character.
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