Well-posedness to the continuous coagulation processes with collision-induced multiple fragmentation
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Abstract. An existence result on weak solutions to the continuous coagulation equation with collision-induced multiple fragmentation is established for certain classes of unbounded coagulation, collision and breakup kernels. In this model, a pair of particles can coagulate into a larger one if their confrontation is a complete inelastic collision; otherwise, one of them will split into many smaller particles due to a destructive collision. In the present work, both coagulation and fragmentation processes are considered to be intrinsically nonlinear. The breakup kernel may have a possibility to attain a singularity at the origin. The proof is based on the classical weak $L^1$ compactness method applied to suitably chosen approximating equations. In addition, we study the uniqueness of weak solutions under additional growth conditions on collision and breakup kernels which mainly relies on the integrability of higher moments. Finally, it is obtained that the unique weak solution is mass-conserving.
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1 Introduction

Coagulation is a kinetic process in which two particles combine to form a bigger particle whereas in fragmentation process a bigger particle splits into small fragments. In general, coagulation event is always a nonlinear process. However, the fragmentation process may be classified into two major categories on the basis of fragmentation behaviour of particles, one of them is linear fragmentation and another one is nonlinear fragmentation. The linear fragmentation may occur due to external forces or spontaneously (that depends on the nature of particles). However, if the fragmentation behaviour does not depend only on its nature and external agents but also depends on the state and properties of the entire system, in such a situation nonlinear fragmentation occurs. The simplest case of nonlinear fragmentation takes place due to the collision
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between two particles. Therefore, it is also known as collision-induced fragmentation. Linear
fragmentation equations are widely studied by many mathematicians using various techniques,
see [6, 11, 12, 13, 14, 18, 20, 21]. However, nonlinear fragmentation equations or collision-induced
multiple fragmentation equations did not get proper attention in mathematical community. The
nonlinear fragmentation equation is quite difficult to handle mathematically. Therefore, in this
paper, a new mathematical model on the continuous coagulation equation with collision-induced
multiple fragmentation is studied. A discrete version of the coagulation equation with collision-
induced binary fragmentation has been already studied by Jianhang et al. [15]. Such models
arise in polymer science, astrophysics and raindrop breakup etc. In this article, we assume that
two particles can coalesce to form a larger particles, when they meet. Meanwhile, if a pair of
particles come across and destructively collide with each other, fragmentation of particles occurs.

Hence, the continuous coagulation equation with collision-induced multiple fragmentation for
the change in concentration of the particle $g = g(z, t)$ of volume $z \in \mathbb{R}_+ := (0, \infty)$ and at time
time $t \in [0, \infty)$ is given by

\[
\frac{\partial g(z, t)}{\partial t} = \frac{1}{2} \int_0^z K(z - z_1, z_1)g(z - z_1, t)g(z_1, t)dz_1 - \int_0^\infty K(z, z_1)g(z, t)g(z_1, t)dz_1 \\
+ \int_z^\infty \int_0^\infty B(z|z_1; z_2)C(z_1, z_2)g(z_1, t)g(z_2, t)dz_2dz_1 \\
- \int_0^\infty C(z, z_1)g(z, t)g(z_1, t)dz_1.
\] (1.1)

In this article, we show the existence and uniqueness of weak solutions to the above nonlinear
integro-partial differential equation (1.1) with the following initial condition:

\[ g(z, 0) = g_0(z) \geq 0 \text{ a.e.} \] (1.2)

Here, $K(z, z_1)$ denotes the coagulation kernel, which describes the rate at which particles of
volumes $z$ and $z_1$ meet to form bigger particles of volume $z + z_1$, which is symmetric i.e.
$K(z, z_1) = K(z_1, z), \forall z, z_1 \in \mathbb{R}_+$ in nature and the collision kernel $C(z, z_1)$ represents the rate
of interaction between two particles $z$ and $z_1$, which is also symmetric. The collision kernel is
called homogeneous with an index of homogeneity $\lambda$, if $C(az, az_1) = a^\lambda C(z, z_1)$. A detailed
study on collision kernel is described in [8, 16].

The breakup or breakage kernel $B(z|z_1; z_2)$ is a conditional probability function for the formation
of particles of volume $z$ resulting from the breakup of particles of volume $z_1$ due to their collision
with particles of volume $z_2$. The breakage kernel is similar to the breakage function considered in
the linear fragmentation equation. It also attains the similar property as the breakage function.

The first and the second integrals on the right-hand side of (1.1) represent the formation and
disappearance of particles of volume $z$ respectively due to coagulation events. On the other
hand, the third integral represents the birth of particles of volumes $z$ due to collision between
pair of particles of volumes $z_1$ and $z_2$, in which the mass of particles undergoing breakage is
larger than $z$ and the last integral describes the death of particles of volume $z$ due to collision
between particles of volume $z$ and remaining particles of the system.
The breakup kernel has the following properties:

(i) The total number of particles resulting from the breakage of a single particle of volume $z_1$ after its collision with a particle of volume $z_2$ is given by

$$
\int_0^{z_1} B(z|z_1; z_2) \, dz = \zeta(z_1), \quad \text{for all } z_1 > 0, \quad B(z|z_1; z_2) = 0 \text{ for } z > z_1,
$$

where $\zeta(z_1)$ represents the number of fragments obtained from the breakage of particles of volume $z_1 \in \mathbb{R}_+$, after collision with particles of volume $z_2$. Additionally, it is assumed that $\sup_{z_1 \in \mathbb{R}_+} \zeta(z_1) = N < \infty$, where $N \geq 2$.

(ii) A necessary condition for mass conservation during collision-induced multiple fragmentation events is

$$
\int_0^{z_1} zB(z|z_1; z_2) \, dz = z_1, \quad \text{for all } z_1 > 0.
$$

From the condition (1.4), the total volume $z_1$ of particles is conserved during the breakage of a particle of volume $z_1$ due to its collision with a particle of volume $z_2$. A more detailed study of the properties of the breakage function can be found in [16].

Moreover, it is important to define moments of concentration $g$. Let $M_r$ denotes the $r^{th}$ moment of the concentration $g(z,t)$, which is defined as

$$
M_r(t) = M_r(g(z,t)) := \int_0^\infty z^r g(z,t) \, dz, \quad \text{where } r \geq 0.
$$

The zeroth and first moments represent the total number of particles and total mass of particles respectively. In collision-induced multiple fragmentation events, the total number of particles increases while in coagulation events, the total number of particles decreases. In addition, it is expected that the total mass of the system remains constant during these events. However, sometimes the mass conserving property breaks down due to high growth of kernels. Hence, either gelation or shattering transition may occur in the system.

The present work mainly deals with the existence and uniqueness of weak solutions to continuous coagulation equation with collision-induced multiple fragmentation, (1.1–1.2). At the end, it is also observed that the unique solution satisfies the mass conservation property. There are several mathematical results available on the existence and uniqueness of solutions to coagulation-fragmentation equations which are obtained by applying various techniques under different growth conditions on coagulation and fragmentation kernels, see [2, 5, 6, 12, 13, 18, 20, 21]. However, best to our knowledge, there is no research article available dealing with the continuous coagulation equation with collision-induced multiple fragmentation. Nevertheless, in [15], a discrete coagulation process with nonlinear binary fragmentation is considered, where authors have discussed an analytical solution to discrete coagulation equation with binary collision-induced fragmentation for constant coagulation kernel and volume dependent fragmentation kernel. In addition, there are a few articles, in which analytical solutions to nonlinear fragmentation equation have been investigated only for specific collision and breakup kernels, see [3, 4, 8, 16]. In 1988, the nonlinear fragmentation model was first introduced by Cheng and Redner [4]. In [4], authors have discussed the scaling form of cluster size distribution and asymptotic behaviour of
solutions to the continuous nonlinear fragmentation equation. Moreover, they have shown the basic difference of the scaling solutions to both linear and nonlinear fragmentation equations by taking some specific homogeneous collision kernel such as \( C(az, az_1) = a^\lambda C(z, z_1) \) and the homogeneous breakup kernel such as \( B(az_1; az_2) = a^{-1} B(z_1; z_2) \). In 1990, Cheng and Redner [3] have proposed a specific class of splitting model for the nonlinear fragmentation equation in which a pair of particles collide to each other. As a result of this collision, both particles are splitting in different ways: (i) in exactly two, (ii) only the large one is splitting or (iii) only the smaller one is splitting. They have also derived asymptotic behaviour of the scaling solution by using homogeneous collision kernel \( C(z, z_1) = (zz_1)^{\lambda/2} \) and breakup kernel in different splitting model for nonlinear fragmentation equation. Later, Kostoglou and Karabelas [16], have discussed an analytical and asymptotic information of solution to the nonlinear fragmentation equation. They have considered different simple homogeneous collision and breakup kernels to transform the nonlinear fragmentation equation into linear one for discussing the self-similar solutions. Recently, Ernst and Pagonabarra [8] have inquired some more details about the scaling solutions and occurrence of shattering transition for different breakage models such as symmetric breakage, L-breakage and S-breakage of nonlinear fragmentation equation. Here symmetric breakage, L-breakage and S-breakage denote respectively, the splitting of both particles into exactly two pieces, splitting of the large particle only and the smaller particle only, see [3]. In [17, 19], authors have discussed the coagulation and collisional breakage equation. In particular, in [17], authors have solved the discrete nonlinear fragmentation equation mathematically by using weak \( L^1 \) compactness method. However, it is quite delicate to handle mathematically the continuous nonlinear fragmentation equation because small sized particles are fragmented into very small sized to form an infinite number of clusters in a finite time. In order to overcome this problem, we consider a fully nonlinear continuous coagulation-fragmentation model which is known as the continuous coagulation model with collision-induced multiple fragmentation \((1.1)\). 

Best to our knowledge, this is the first attempt to show the existence and uniqueness of weak solutions to the continuous coagulation equations with collision-induced multiple fragmentation, \((1.1)-\(1.2\)) for large classes of unbounded coagulation, collision and breakup kernels.

The paper is arranged as follows: In Section 2, we state some definitions, hypotheses and lemmas, which are essentially required for upcoming results in subsequent sections. In Section 3, we show the existence of weak solutions to continuous coagulation equations with collision-induced multiple fragmentation \((1.1)-\(1.2\)) by using a weak \( L^1 \) compactness method, which has been widely discussed for coagulation equation with linear fragmentation, see [12, 13, 18, 20]. In Section 4, the uniqueness of weak solutions to \((1.1)-\(1.2\)) is shown which is motivated by Giri [11] and Escobedo et al. [9]. The proof relies on the integrability of higher moments. In addition, the mass conservation property of the unique solution is also studied in this section.

2 Some definitions and results

In order to prove the existence and uniqueness of weak solutions to \((1.1)-\(1.2\)), define the following Banach space \( S^\ast \) as

\[
S^\ast := \{ g \in L^1(\mathbb{R}_+, dz) : \| g \|_{L^1(\mathbb{R}_+, (1+z)dz)} < \infty \text{ and } g \geq 0 \text{ a.e.} \}.
\]
where
\[ \|g\|_{L^1(\mathbb{R}_+, (1+z)dz)} := \int_0^\infty (1+z)|g(z)|dz, \]

In another way, we also define the norms
\[ \|g\|_{L^1(\mathbb{R}_+, zdz)} := \int_0^\infty z|g(z)|dz \]
and
\[ \|g\|_{L^1(\mathbb{R}_+, dz)} := \int_0^\infty |g(z)|dz, \]
where \( g \in S^+ \).

We show that the weak solutions of (1.1)–(1.2) lie in \( S^+ \). Now, we formulate weak solutions to the given nonlinear integro-partial differential equations (1.1)–(1.2) through the following definition:

**Definition 2.1.** Let \( T \in \mathbb{R}_+ \). A solution \( g \) of (1.1)–(1.2) is a non-negative function \( g : [0, T] \rightarrow S^+ \) such that, for a.e. \( z \in \mathbb{R}_+ \) and all \( t \in [0, T] \),

(i) \( s \mapsto g(z, s) \) is continuous on \( [0, T] \),

(ii) the following integrals are finite
\[
\int_0^t \int_0^\infty K(z, z_1)g(z_1, s)dz_1ds < \infty, \quad \int_0^t \int_0^\infty C(z, z_1)g(z_1, s)dz_1ds < \infty
\]
and \( \int_0^t \int_\infty^\infty \int_\infty^\infty B(z|z_1; z_2)C(z_1, z_2)g(z_1, s)g(z_2, s)dz_2dz_1ds < \infty \),

(iii) the function \( g \) satisfies the following weak formulation of (1.1)–(1.2)
\[
g(z, t) = g_0(z) + \frac{1}{2} \int_0^t \int_0^z K(z - z_1, z_1)g(z - z_1, s)g(z_1, s)dz_1ds - \int_0^t \int_0^\infty K(z, z_1)g(z, s)g(z_1, s)dz_1ds
\]
\[
+ \int_0^t \int_\infty^\infty \int_\infty^\infty B(z|z_1; z_2)C(z_1, z_2)g(z_1, s)g(z_2, s)dz_2dz_1ds
\]
\[
- \int_0^t \int_\infty^\infty C(z, z_1)g(z, s)g(z_1, s)dz_1ds.
\]

Next, we state some hypotheses under which the existence of weak solutions to (1.1)–(1.2) is established.

**Hypotheses 2.2.**

(H1) \( K \) and \( C \) are non-negative measurable functions on \( \mathbb{R}^2_+ := (0, \infty) \times (0, \infty) \),

(H2) both \( K \) and \( C \) are symmetric, i.e. \( K(z, z_1) = K(z_1, z) \) and \( C(z, z_1) = C(z_1, z) \) for all \( (z, z_1) \in \mathbb{R}^2_+ \),

(H3) \( K(z, z_1) \leq k_1(1 + z)^\omega(1 + z_1)^\omega \) for all \( (z, z_1) \in \mathbb{R}^2_+ \), \( 0 \leq \omega < 1 \) and some constant \( k_1 > 0 \),
In order to show the uniqueness of weak solution, we need to consider the following hypotheses on the breakup and collision kernels:

\( K(z, z_1) \geq 2(\zeta(z_1) - 1)C(z, z_1), \quad \forall (z, z_1) \in (0, 1) \times (0, 1), \)

where \( \zeta(z_1) \) is given in (H3).

(H5) for each \( W > 0 \) and for \( z_1 \in (0, W) \), \( 0 < \alpha \leq \beta < 1 \) and any measurable subset \( U \) of \( (0, 1) \) with \( |U| \leq \delta \), we have

\[ \int_0^{z_1} \chi_U(z)(z_1^\alpha \vee z_1^\beta)B(z|z_1; z_2)dz \leq \Omega_1(|U|, W), \quad \text{where} \lim_{\delta \to 0} \Omega_1(\delta, W) = 0, \]

where \( |U| \) denotes the Lebesgue measure of \( U \), \( \chi_U \) is the characteristic function of \( U \) given by

\[ \chi_U(z) := \begin{cases} 1, & \text{if } z \in U, \\ 0, & \text{if } z \notin U, \end{cases} \]

(H6) for \( z_1 > W \), we have \( B(z|z_1; z_2) \leq k(W)z^{-\tau_2} \) for \( z \in (0, W) \), \( z_1 \in \mathbb{R}_+ \), where \( \tau_2 \in [0, 1) \) and \( k(W) > 0 \).

Remark 2.3. For \( k_1 = 0 \) in (H3), (1.1) is transformed into purely nonlinear multiple fragmentation equation. In this case, it is difficult to control the total number of particles due to the repeated breakage of small size particles which leads to obtain an infinitely many clusters in a finite time. Therefore, the existence of weak solutions to (1.1)–(1.2) can not be shown by using weak compactness argument in \( S^+ \).

In order to show the uniqueness of weak solution, we need to consider the following hypotheses on the breakup and collision kernels:

(UH1) There is a constant \( B_0 > 0 \) and \( \alpha + \beta := 2(1 + \eta) > 0 \) such that

\[ B(z|z_1; z_2)C(z_1, z_2) \geq B_0 z_1^\eta z_2^{1+\eta} \text{ for any } z_1 \geq 1, \quad z_2 \in \mathbb{R}_+ \text{ and } z \in (0, z_1). \]

The condition (UH1) is called the strong nonlinear fragmentation.

The mass conserving property of the unique solution can also easily be verified by using the integrability of higher moments.

Remark 2.4. In order to show the existence of weak solutions to (1.1)–(1.2), we consider that the coagulation kernel in (H4) is sufficient strong locally than the collision kernel in the range \( (0, 1) \times (0, 1) \), whereas to prove uniqueness result we consider the fragmentation dominates the coagulation for sufficiently large particles (denoted as strong nonlinear fragmentation in (UH1)).

Let us take a few examples of coagulation and breakup kernels which satisfy hypotheses (H1)–(H6). The examples of coagulation kernels are exactly the same which are considered in Giri et al. [12].

Let us now turn to the following type of breakup kernels

\[ B(z|z_1; z_2) = (\nu + 2) \frac{z^\nu}{z_1^{\nu+1}}, \quad \text{where} \quad -2 < \nu \leq 0 \text{ and } z < z_1. \]
Since this breakage function has a physical meaning only if $-2 < \nu \leq 0$. For $\nu = 0$, this gives the binary fragmentation and for $-1 < \nu \leq 0$, we get the finite number of particles, which is denoted by $\zeta(z_1)$ and written as $\zeta(z_1) = \frac{\nu + 2}{\nu + 1} \leq N$. But, for $-2 < \nu < -1$, we obtain an infeasible number of particles and for the case of $\nu = -1$, we obtain an infinite number of particles. It is clear from (1.3).

Now, hypothesis $(H5)$ is checked in the following way: for $z_1 \in (0, W)$ and $W > 0$ is fixed,
\[
\int_0^{z_1} \chi_U(z)(z_1^\alpha \vee z_1^\beta)B(z|z_1; z_2)dz = (\nu + 2)(z_1^\alpha \vee z_1^\beta) \int_0^{z_1} \chi_U(z)\frac{z^\nu}{z_1^{\nu+1}}dz.
\]
For $p > 1$, applying Hölder’s inequality, we get
\[
(\nu + 2)(z_1^\alpha \vee z_1^\beta)z_1^{-\nu-1} \int_0^{z_1} z^\nu \chi_U(z)dz \leq (\nu + 2)(z_1^\alpha \vee z_1^\beta)z_1^{-\nu-1}|U|^\frac{\nu+1}{\nu} \left(\int_0^{z_1} z^{p\nu}dz\right)^{1/p}, \text{ for } \nu > -1/p
\]
\[
\leq \frac{\nu + 2}{(p\nu + 1)^{1/p}}|U|^\frac{\nu-1}{p}\left(W_1^{\alpha-1+1/p} \vee W_1^{\beta-1+1/p}\right), \text{ for } \alpha \geq 1 - 1/p.
\]
This implies that
\[
\int_0^{z_1} \chi_U(z)(z_1^\alpha \vee z_1^\beta)B(z|z_1; z_2)dz \leq \Omega_1(|U|, W).
\]
It is worth mentioning that $p$ can be found only if $\nu > -1$ and $\alpha > 0$.

In order to verify the hypothesis $(H6)$, for $z_1 > W$ and $W > 0$ is fixed, we have
\[
B(z|z_1; z_2) = (\nu + 2)\frac{z^\nu}{z_1^{\nu+1}} \leq (\nu + 2)(z_1^{\alpha+\beta}/W_1^{\gamma+1}) \leq k(W)z^{-\tau_2},
\]
where $-1 < \nu \leq 0$, $\tau_2 = -\nu \in [0, 1)$ and $k(W) \geq \frac{\nu + 2}{W_1^{\gamma+1}}$.

Let us verify the last hypothesis $(UH1)$ by considering the lower bound on collision kernel as follows:
For any $z_1 \geq 1, z_2 \in \mathbb{R}_+$ and $z \in (0, z_1)$,
\[
B(z|z_1; z_2)C(z_1, z_2) \geq 2(z_1 z_2)^{\frac{\alpha+\beta}{2}} \left(\frac{z + 2}{z_1}\right)^{\nu} \geq 2(\nu + 2)z_1^{\alpha+\beta/2-1}z_2^{\alpha+\beta/2} = B_0 z_1^{\gamma} z_2^{1+\eta},
\]
where $\frac{\alpha+\beta}{2} := 1 + \eta > 0$ and $B_0 = 2(\nu + 2)$. Now we are in the position to state the following existence result:

**Theorem 2.5.** Suppose that $(H1)$–$(H6)$ hold and assume that the initial value $g_0 \in S^+$. Then, (1.1)–(1.2) have a weak solution $g \in S^+$.

### 3 Existence

In order to prove the existence of weak solutions to (1.1)–(1.2), we follow the weak $L^1$ compactness method introduced in the classical work of Stewart [20].
3.1 The truncated continuous coagulation equation with collision-induced multiple fragmentation

To show the existence result, first we write (1.1)–(1.2) into the limit of a sequence of truncated equations obtained by changing the coagulation and collision kernels $K$ and $C$ by their cut-off kernels $K_n$ and $C_n$ respectively [20], where

$$K_n(z, z_1) := \begin{cases} K(z, z_1), & \text{if } z + z_1 \leq n, \\ 0, & \text{if } z + z_1 > n, \end{cases}$$

and

$$C_n(z, z_1) := \begin{cases} C(z, z_1), & \text{if } z + z_1 \leq n, \\ 0, & \text{if } z + z_1 > n, \end{cases}$$

for $n \geq 1$ and $n \in \mathbb{N}.$

For boundedness of $C_n$ and $K_n$ for each $n \geq 1,$ we may follow as in [20, Theorem 3.1] or [22] to show the truncated equation

$$\frac{\partial g^n(z, t)}{\partial t} = \frac{1}{2} \int_0^z K_n(z - z_1, z_1) g^n(z - z_1, t) g^n(z_1, t) dz_1 - \int_0^{n-z} K_n(z, z_1) g^n(z, t) g^n(z_1, t) dz_1$$

$$+ \int_0^n \int_0^{n-z_1} B(z|z_1; z_2) C_n(z_1, z_2) g^n(z_1, t) g^n(z_2, t) dz_2 dz_1$$

$$- \int_0^{n-z} C_n(z, z_1) g^n(z, t) g^n(z_1, t) dz_1,$$

(3.1)

with given initial data

$$g^n_0(z) := \begin{cases} g_0(z), & \text{if } 0 < z < n, \\ 0, & \text{if } z \geq n, \end{cases}$$

(3.2)

has a unique non-negative solution $g^n \in C([0, T]; L^1((0, n), dz))$ such that $g^n(z, t) \in S^+$ for all $t \geq 0.$ Additionally, it satisfies the mass conservation property for all $t \in [0, T],$ i.e.

$$\int_0^n z g^n(z, t) dz = \int_0^n z g^n_0(z) dz.$$ 

(3.3)

In addition, we extend the truncated solution $g^n$ by zero in $\mathbb{R}_+ \times \mathbb{R}_+,$ as

$$g^n(z, t) := \begin{cases} g(z, t), & \text{if } 0 < z < n, \\ 0, & \text{if } z \geq n, \end{cases}$$

(3.4)

for $n \geq 1$ and $n \in \mathbb{N}.$

Next, we wish to establish suitable bounds to apply Dunford-Pettis theorem [7, Theorem 4.21.2] and then equicontinuity of the sequence $(g^n)_{n \in \mathbb{N}}$ in time to use the Arzelà-Ascoli Theorem [1] Appendix A8.5]. This is the aim of the next section.

3.2 Weak compactness

Lemma 3.1. Assume that (H1)–(H6) hold and fix $T > 0.$ Let $g_0 \in S^+$ and $g^n$ be solution to (3.1)–(3.2). Then, the followings hold true:

(i) there is a constant $V(T) > 0$ (depending on $T$) such that

$$\int_0^\infty (1 + z) g^n(z, t) dz \leq V(T)$$

for $n \geq 1$ and all $t \in [0, T].$
for any given $\epsilon > 0$, there exists $W_\epsilon > 0$ (depending on $\epsilon$) such that, for all $t \in [0, T]$

$$\sup_{n \geq 1} \left\{ \int_0^\infty g^n(z, t)dz \right\} \leq \epsilon,$$

(iii) for a given $\epsilon > 0$, there exists $\delta_\epsilon > 0$ (depending on $\epsilon$) such that, for every measurable set $U$ of $\mathbb{R}_+$ with $|U| \leq \delta_\epsilon$, $n \geq 1$ and $t \in [0, T]$,

$$\int_U g^n(z, t)dz < \epsilon.$$

Proof. (i) Let $n \geq 1$ and $t \in [0, T]$, where $T > 0$ is fixed. For $n = 1$, the proof is trivial. Next, for $n > 1$ and then taking integration of (3.1) from 0 to 1 with respect to $z$ and by using Leibniz’s rule, we obtain

$$\frac{d}{dt} \int_0^1 g^n(z, t)dz = \frac{1}{2} \int_0^1 \int_0^z K_n(z - z_1, z_1)g^n(z - z_1, t)g^n(z_1, t)dz_1dz - \int_0^1 \int_0^{n-z} K_n(z, z_1)g^n(z, t)g^n(z_1, t)dz_1dz + \int_0^1 \int_z^n \int_0^{n-z} B(z, z_1; z_2)C_n(z_1, z_2)g^n(z_1, t)g^n(z_2, t)dz_2dz_1dz - \int_0^1 \int_z^n C_n(z, z_1)g^n(z, t)g^n(z_1, t)dz_1dz.$$  \hspace{1cm} (3.5)

The first term on the right-hand side of (3.5) can be simplified by using Fubini’s theorem and using $z - z_1 = z_1$ and $z = z_1$ as

$$\frac{1}{2} \int_0^1 \int_0^z K_n(z - z_1, z_1)g^n(z - z_1, t)g^n(z_1, t)dz_1dz = \frac{1}{2} \int_0^1 \int_0^{1-z} K_n(z, z_1)g^n(z, t)g^n(z_1, t)dzdz_1.$$  \hspace{1cm} (3.6)

Using Fubini’s theorem, the third term of (3.5) can be written as

$$\int_0^1 \int_z^n \int_0^{n-z} B(z|z_1; z_2)C_n(z_1, z_2)g^n(z_1, t)g^n(z_2, t)dz_2dz_1dz$$

$$\leq \int_0^1 \int_0^{n-z} \zeta(z_1)C_n(z_1, z_2)g^n(z_1, t)g^n(z_2, t)dz_2dz_1 + \int_0^n \int_0^{1-z} B(z|z_1; z_2)C_n(z_1, z_2)g^n(z_1, t)g^n(z_2, t)dz_2dz_1.$$  \hspace{1cm} (3.7)
where for all $n$ and then applying Gronwall’s inequality, we have $g$

Thanks to (3.2) and (3.3), we can choose $\epsilon > 0$ and let $U \subset \mathbb{R}^+$. Using Lemma 3.1 (ii) we can choose $W \in (0, n)$ such that for all $n \in \mathbb{N}$ and $t \in [0, T],$

$$
\int_W^\infty g^n(z, t)dz < \frac{\epsilon}{2}.
$$

(3.10)
Fix $W > 0$, for $n \geq 1$, $\delta \in (0, 1)$ and $t \in [0, T]$, we define
\[ r^n(\delta, t) := \sup \left\{ \int_0^W \chi_U(z) g^n(z, t) dz : U \subset (0, W) \text{ and } |U| \leq \delta \right\}. \]

For $n \geq 1$ and $t \in [0, T]$, it follows from the non-negativity of $g^n$, Fubini’s theorem and (3.11) that
\[
\int_0^W \frac{\partial}{\partial t} \chi_U(z) g^n(z, t) dz \leq \frac{1}{2} \int_0^W \int_0^{W-z} \chi_U(z + z_1) K_n(z, z_1) g^n(z, t) g^n(z_1, t) dz_1 dz \\
+ \int_0^W \int_0^{z_1} \int_0^{n-z_1} \chi_U(z) B(z|z_1; z_2) C_n(z_1, z_2) g^n(z_1, t) g^n(z_2, t) dz_2 dz dz_1 \\
+ \int_0^W \int_0^{n-z_1} \chi_U(z) B(z|z_1; z_2) C_n(z_1, z_2) g^n(z_1, t) g^n(z_2, t) dz_2 dz dz_1. \tag{3.11}
\]

Let us denote the first, second and third integrals on the right-hand side to (3.11) by $I_1$, $I_2$ and $I_3$ respectively. Then, we estimate $I_1$, $I_2$ and $I_3$ separately.

$I_1$ can be estimated similar to Giri et al. [13] as
\[ I_1 \leq k_1 V(T)(1 + W)r^n(\delta, t). \]

By using (H4), (H5) and Fubini’s theorem, the integral term $I_2$ is evaluated as
\[
I_2 = \int_0^W \int_0^{z_1} \int_0^{n-z_1} \chi_U(z) B(z|z_1; z_2) C_n(z_1, z_2) g^n(z_1, t) g^n(z_2, t) dz_2 dz dz_1 \\
\leq k_2 \int_0^W \int_0^{z_1} \int_0^{n-z_1} \chi_U(z) B(z|z_1; z_2)(z_1^\alpha \lor z_2^\beta)(z_2^\beta + z_2^\alpha) g^n(z_1, t) g^n(z_2, t) dz_2 dz dz_1 \\
\leq 2k_2 V(T)^2 \Omega_1(|U|, W).
\]

Similarly, from (H4), (H6), Fubini’s theorem and Lemma 3.1(i), the third integral $I_3$ appeared on the right-hand side of (3.11), can be estimated as
\[
I_3 = \int_0^W \int_0^{n-z_1} \chi_U(z) B(z|z_1; z_2) C_n(z_1, z_2) g^n(z_1, t) g^n(z_2, t) dz_2 dz dz_1 \\
\leq 2k_2 k(W)V(T)^2 \int_0^W \chi_U(z) z^{-\tau_2} dz.
\]

Now, applying Hölder’s inequality, we have
\[
I_3 \leq 2k_2 k(W)V(T)^2 \delta^{\frac{1-\tau_2}{1+\tau_2}} \left( \frac{W^{\frac{1-\tau_2}{1+\tau_2}}}{\frac{1}{2}} \right)^{\frac{2\tau_2}{1+\tau_2}}.
\]

Gathering the above estimates on $I_1$, $I_2$, $I_3$ and inserting them into (3.11), we obtain
\[
\frac{d}{dt} \int_0^W \chi_U(z) g^n(z, t) dz \leq k_1 V(T)(1 + W)r^n(\delta, t) + 2k_2 V(T)^2 \Omega_1(|U|, W) \\
+ 2k_2 k(W)V(T)^2 \delta^{\frac{1-\tau_2}{1+\tau_2}} \left( \frac{W^{\frac{1-\tau_2}{1+\tau_2}}}{\frac{1}{2}} \right)^{\frac{2\tau_2}{1+\tau_2}}.
\]
Integrating the above inequality with respect to \( t \) and taking supremum over all \( U \) such that \( U \subset (0, W) \) with \( |U| \leq \delta \), we estimate

\[
\begin{align*}
    r^n(\delta, t) & \leq r^n(\delta, 0) + k_1 V(T)(1 + W) \int_0^t r^n(\delta, s) ds + 2k_2 V(T)^2 T \Omega_1(|U|, W) \\
    & \quad + 2k_2 k(W) TV(T)^2 \delta^{1-r_2} \left( \frac{W^{1-r_2}}{1-r_2} \right)^{2r_2} (1 + T) , \quad t \in [0, T].
\end{align*}
\]

An application of Gronwall’s inequality finally gives

\[
r^n(\delta, t) \leq C^*(\delta, W) \exp(k_1 V(T)T(1 + W)), \quad t \in [0, T],
\]

where

\[
C^*(\delta, W) := r^n(\delta, 0) + 2\Omega_1(|U|, W)k_2 TV(T)^2 + 2k_2 k(W) TV(T)^2 \delta^{1-r_2} \left( \frac{W^{1-r_2}}{1-r_2} \right)^{2r_2} (1 + T).\]

This shows that

\[
\sup_n \{r^n(\delta, t)\} \to 0 \quad \text{as} \quad \delta \to 0. \tag{3.12}
\]

Adding (3.10) and (3.12), we thus obtain the required result.

Hence, from Dunford-Pettis theorem, we have \( (g^n)_{n \in \mathbb{N}} \) is a relatively compact subset of \( S^+ \) for each \( t \in [0, T] \).

Next, the equicontinuity in time of the family \( \{g^n(t), t \in [0, T]\} \) in \( L^1(\mathbb{R}_+, dz) \) can easily be shown as similar to [12, 13, 20]. Then according to a refined version of the Arzelà-Ascoli theorem, see [20, Theorem 2.1] or Arzelà-Ascoli theorem, see Ash [11, page 228], we conclude that there exists a subsequence \( (g^{n_k}) \) such that

\[
\lim_{n_k \to \infty} \sup_{t \in [0, T]} \left\{ \left| \int_0^\infty [g^{n_k}(z, t) - g(z, t)] \phi(z) \, dz \right| \right\} = 0,
\]

for all \( T > 0, \phi \in L^\infty(\mathbb{R}_+) \) and some \( g \in C_w([0, T]; L^1(\mathbb{R}_+, dz)) \), where \( C_w([0, T]; L^1(\mathbb{R}_+, dz)) \) is the space of all weakly continuous functions from \([0, T]\) to \( L^1(\mathbb{R}_+, dz) \). This implies that

\[
g^{n_k}(t) \to g(t) \quad \text{in} \quad L^1(\mathbb{R}_+, dz) \quad \text{as} \quad n \to \infty, \tag{3.13}
\]

converges uniformly for \( t \in [0, T] \) to some \( g \in C_w([0, T]; L^1(\mathbb{R}_+, dz)) \).

Next, for any \( m > 0, t \in [0, T] \), since we have \( g^{n_k} \to g \), we obtain

\[
\int_0^m zg(z, t)dz = \lim_{n_k \to \infty} \int_0^m zg^{n_k}(z, t)dz \leq \|g_0\|_{L^1(\mathbb{R}_+, dz)} < \infty.
\]

Using (3.3), the non-negativity of each \( g^{n_k} \) and \( g \), then as \( m \to \infty \) implies that \( g \in S^+ \).
3.3 Convergence of approximated integrals

Now we prove that the limit function \( g \) obtained in (3.13) is actually a weak solution to (1.1)–(1.2). We shall use weak continuity and convergence properties of some operators which we define below. For \( g \in S^+ \), \( n \geq 1 \) and \( z \in \mathbb{R}_+ \), we define

\[
P_1^n(g^n)(z, t) := \frac{1}{2} \int_0^z K_n(z - z_1, z_1)g^n(z_1, t)dz_1,
\]

\[
P_1(g)(z, t) := \frac{1}{2} \int_0^z K(z - z_1, z_1)g(z_1, t)dz_1,
\]

\[
P_2^n(g^n)(z, t) := \int_0^{n-\varepsilon} K_n(z, z_1)g^n(z_1, t)dz_1, \quad P_2(g)(z, t) := \int_0^\infty K(z, z_1)g(z_1, t)dz_1,
\]

\[
P_3^n(g^n)(z, t) := \int_0^\infty B(z|z_1; z_2)C_n(z_1, z_2)g^n(z_1, t)dz_2dz_1,
\]

\[
P_3(g)(z, t) := \int_0^\infty B(z|z_1; z_2)C(z_1, z_2)g(z_1, t)dz_2dz_1,
\]

\[
P_4^n(g^n)(z, t) := \int_0^{n-\varepsilon} C_n(z, z_1)g^n(z_1, t)dz_1, \quad P_4(g)(z, t) := \int_0^\infty C(z, z_1)g(z_1, t)dz_1,
\]

where \( P_4 := P_1^n - P_2^n + P_3^n - P_4^n \) and \( P := P_1 - P_2 + P_3 - P_4 \).

We then have the following result:

**Lemma 3.2.** Let \( \{g^n\}_{n \in \mathbb{N}} \) be a bounded sequence in \( S^+ \) and \( g \in S^+ \), where \( ||g^n||_{L^1([\mathbb{R}_+, (1+z)dz])} \leq V(T) \) and \( g^n \to g \) in \( L^1([\mathbb{R}_+, dz]) \) as \( n \to \infty \). Then, for each \( W > 0 \) and \( i \in 1, 2, 3, 4 \), we have

\[
P^n(g^n) \to P(g) \text{ in } L^1((0, W), dz) \text{ as } n \to \infty. \tag{3.14}
\]

**Proof.** Let \( W > 0, z \in (0, W] \) and \( \chi \) be the characteristic function. Suppose \( \phi \) belongs to \( L^\infty(0, W) \). We prove that \( P_i^n(g^n) \to P_i(g) \) for \( i = 1, 2, 3, 4 \).

For \( i = 1, 2 \), \( P_i \to P_i \) can easily be shown as in [10] [18] [20].

For \( i = 3, 4 \) given \( \varepsilon > 0 \) and we can choose \( b > W \) large enough such that

\[
\frac{2k_2bW^{1-\tau_2}}{1-\tau_2}||\phi||_{L^\infty(0, W)}[V(T)^2 + ||g||_{L^1([\mathbb{R}_+(1+z)dz])}^2](1 + b)^{\beta - 1} < \frac{\varepsilon}{2}. \tag{3.15}
\]

Then, by (H4), (H6), (3.15) and Fubini’s theorem, we obtain

\[
\int_0^W b \int_0^\infty \int_0^\infty \phi(z)B(z|z_1; z_2)C(z_1, z_2)[g^n(z_1, t)g^n(z_2, t) - g(z_1, t)g(z_2, t)]dz_2dz_1dz
\]

\[
\leq 2k_2V(T)bW^{1-\tau_2}||\phi||_{L^\infty(0, W)}\int_0^W \int_0^\infty z^{-\tau_2}(1 + z_1)^\beta g^n(z_1, t)dz_1dz
\]

\[
+ 2k_2V(T)b||g||_{L^1([\mathbb{R}_+(1+z)dz])}||\phi||_{L^\infty(0, W)}\int_0^W \int_0^\infty z^{-\tau_2}(1 + z_1)^\beta g(z_1, t)dz_1dz
\]

\[
\leq \frac{2k_2bW^{1-\tau_2}}{1-\tau_2}||\phi||_{L^\infty(0, W)}[V(T)^2 + ||g||_{L^1([\mathbb{R}_+(1+z)dz])}^2](1 + b)^{\beta - 1} < \frac{\varepsilon}{2}. \tag{3.16}
\]
Again for $\epsilon > 0$ and we can find sufficiently large $c > 0$ such that
\[
2k_2N\|\phi\|_{L^\infty(0,W)}|V(T)|^2 + \|g\|^2_{L^1(\mathbb{R}_+, (1+z)d_2)} (1 + c)^{\beta - 1} < \frac{\epsilon}{2}.
\] (3.17)

For a.e. $z \in (0,W]$, by using (H3), (H4), (3.13), (3.17) and Lemma 3.1 (i), we obtain
\[
\left| \int_0^W \int_z^b \int_c^\infty \phi(z) B(z|z_1; z_2) C(z_1, z_2) [g^n(z_1, t) g^n(z_2, t) - g(z_1, t) g(z_2, t)] dz_2 dz_1 dz \right|
\leq 2k_2 N \|\phi\|_{L^\infty(0,W)} (1 + c)^{\beta - 1} |V(T)|^2 + \|g\|^2_{L^1(\mathbb{R}_+, (1+z)d_2)} < \frac{\epsilon}{2}.
\] (3.18)

For $z_1 > n$, from (3.3), we have $g^n(z_1, t) = 0$. Thus the following integral is
\[
\left| \int_0^W \int_z^\infty \int_0^n \phi(z) B(z|z_1; z_2) C(z_1, z_2) g^n(z_1, t) g^n(z_2, t) dz_2 dz_1 dz \right| = 0.
\] (3.19)

By using (H4), (H6), (1.3) and Fubini’s theorem, we simplify the following integral
\[
\int_0^W \int_z^\infty \int_0^{n-z_1} \phi(z) B(z|z_1; z_2) C(z_1, z_2) g^n(z_1, t) g^n(z_2, t) dz_2 dz_1 dz
\]
\[
= \int_0^W \int_0^{z_1} \int_0^{n-z_1} \phi(z) B(z|z_1; z_2) C(z_1, z_2) g^n(z_1, t) g^n(z_2, t) dz_2 dz_1 dz
\]
\[
+ \int_W^W \int_0^{n-z_1} \int_0^{n-z_1} \phi(z) B(z|z_1; z_2) C(z_1, z_2) g^n(z_1, t) g^n(z_2, t) dz_2 dz_1 dz
\]
\[
\leq 2\|\phi\|_{L^\infty(0,W)} k_2 \left[ |V(T)| N \int_{n-z_1}^\infty (1 + z_2)^{\beta} g^n(z_2, t) dz_2
\right.
\]
\[
+ k(W) \int_W^W \int_0^{n-z_1} \int_0^{n-z_1} z^{-(1 + z_1)^{\beta}} g^n(z_1, t) (1 + z_2)^{\beta} g^n(z_2, t) dz_2 dz_1 dz_1
\]
\[
\leq 2k_2 \|\phi\|_{L^\infty(0,W)} \left[ \frac{NV(T)^2}{(1 + n_k - z_1)^{1-\beta}} + k(W) V(T) \frac{W^{1-\tau_2}}{1 - \tau_2} \int_{n_k-z_1}^\infty (1 + z_2)^{\beta} g^n(z_2, t) dz_2\right]
\]
\[
\leq 2k_2 \|\phi\|_{L^\infty(0,W)} V(T)^2 \left[ \frac{N + k(W) W^{1-\tau_2}}{(1 + n_k - z_1)^{1-\beta}} \right].
\]

This implies
\[
\int_0^W \int_z^\infty \phi(z) B(z|z_1; z_2) C(z_1, z_2) g^n(z_1, t) g^n(z_2, t) dz_2 dz_1 dz \to 0 \text{ as } n_k \to \infty.
\] (3.20)
Next, let us consider the following integral by using Fubini’s theorem, as
\[
\left| \int_0^W \int_z^b \int_0^c \phi(z)B(z|z_1; z_2)C(z_1, z_2)g^n(z_1, t) \, g^n(z_2, t) - g(z_1, t)g(z_2, t) \, dz_2 \, dz_1 \right| \leq \left| \int_0^W \int_z^b \int_0^c \phi(z)B(z|z_1; z_2)C(z_1, z_2)g^n(z_2, t) \, [g^n(z_1, t) - g(z_1, t)] \, dz_2 \, dz_1 \right| \\
+ \left| \int_0^W \int_z^b \int_0^c \phi(z)B(z|z_1; z_2)C(z_1, z_2)g^n(z_2, t) \, [g^n(z_1, t) - g(z_1, t)] \, dz_2 \, dz_1 \right| \\
+ \left| \int_0^W \int_z^b \int_0^c \phi(z)B(z|z_1; z_2)C(z_1, z_2)g^n(z_2, t) \, [g^n(z_1, t) - g(z_1, t)] \, dz_2 \, dz_1 \right| =: \sum_{i=1}^4 |Q_i^n|. \tag{3.21}
\]

First, we show that \(\lim_{n \to \infty} |Q_1^n| = 0\). Since, we have \(g \to g\) in \(L^1(\mathbb{R}_+, dz)\), then
\[
|Q_1^n| = \left| \int_0^W \left[ g^n(z_1, t) - g(z_1, t) \right] \right| \int_0^W \int_z^b \int_0^c \phi(z)B(z|z_1; z_2)C(z_1, z_2)g^n(z_2, t)dz_2 \, dz_1. \tag{3.22}
\]

Next, by using (H3) and (1.3), we have
\[
\int_0^W \int_z^b \int_0^c \phi(z)B(z|z_1; z_2)C(z_1, z_2)g^n(z_2, t)dz_2 \, dz_1 \leq 2\|\phi\|_{L^\infty(0,W)}Nk_2(1 + W)V(T) \in L^\infty(0,W). \tag{3.23}
\]

Thus, we get \(\lim_{n \to \infty} |Q_1^n| = 0\). Now, let us consider \(|Q_2^n|\), as
\[
|Q_2^n| = \left| \int_0^b \left[ g^n(z_1, t) - g(z_1, t) \right] \right| \int_0^W \int_z^b \int_0^c \phi(z)B(z|z_1; z_2)C(z_1, z_2)g^n(z_2, t)dz_2 \, dz_1. \tag{3.24}
\]

Similarly, by using (H3) and (H6), we show that
\[
\int_0^W \int_z^b \int_0^c \phi(z)B(z|z_1; z_2)C(z_1, z_2)g^n(z_2, t)dz_2 \, dz_1 \leq 2\|\phi\|_{L^\infty(0,W)}k_2(1 + z_1)V(T)k(W)W^{1-\tau_2} \in L^\infty(W,b). \tag{3.25}
\]

Then by weak convergence of \(g^n\) to \(g\) guarantees that
\[
\lim_{n \to \infty} |Q_2^n| = 0. \tag{3.26}
\]

Using similar argument, one can easily be seen that \(|Q_3^n|\) and \(|Q_4^n|\) go to 0, as \(n \to \infty\). Hence, we have
\[
\left| \int_0^W \int_z^b \int_0^c \phi(z)B(z|z_1; z_2)C(z_1, z_2)g^n(z_1, t)g^n(z_2, t) - g(z_1, t)g(z_2, t)dz_2 \, dz_1 \right| \to 0 \quad \text{as} \quad n \to \infty. \tag{3.27}
\]
Now, using (3.16), (3.18), (3.19), (3.20) and (3.24), we obtain for $n > W$

\[
\left| \int_0^W \phi(z)[P_3(g^n)(z, t) - P_3(g)(z, t)]dz \right|
\leq \left| \int_0^W \phi(z) \left[ \int_z^b \int_0^c B(z|z_1; z_2)C(z, z_2)[g^n(z_1, t)g^n(z_2, t) - g(z_1, t)g(z_2, t)]dz_2dz_1 \right.
\right.
\left. + \int_z^b \int_c^\infty B(z|z_1; z_2)C(z, z_2)[g^n(z_1, t)g^n(z_2, t) - g(z_1, t)g(z_2, t)]dz_2dz_1 \right.
\left. - \int_b^\infty \int_0^\infty B(z|z_1; z_2)C(z, z_2)[g^n(z_1, t)g^n(z_2, t) - g(z_1, t)g(z_2, t)]dz_2dz_1 \right.
\left. - \int_0^n \int_z^\infty B(z|z_1; z_2)C(z, z_2)[g^n(z_1, t)g^n(z_2, t) - g(z_1, t)g(z_2, t)]dz_2dz_1 \right| < \epsilon. \tag{3.25}
\]

Since $\phi$ is arbitrary,

\[
\lim_{n \to \infty} P_3(g^n) \to P_3(g).
\]

Next, we show for $i = 4$

Given $\epsilon > 0$ and for an arbitrary $\phi \in L^\infty(\mathbb{R}_+)$, then we can choose $a > 0$ large enough such that

\[
k_2\|\phi\|_{L^\infty(0,W)}[V(T)^2 + \|g\|^2_{L^1(\mathbb{R}_+, (1+z)dz)}](1 + a)^{2-1} < \frac{\epsilon}{2}. \tag{3.26}
\]

For $g \in S^+$, we define the operator $A_1$ by

\[
A_1(g)(z, t) := \int_0^a \phi(z)C(z, z_1)g(z_1, t)dz_1. \tag{3.27}
\]

For $z \in (0, W)$ a.e., the function $\phi_z \ell$ defined by

\[
\phi_z(\cdot) := \chi_{(0,a)}(\cdot)\phi(z)C(z, \cdot) \text{ is in } L^\infty(\mathbb{R}_+).
\]

Since $g^n \to g$ in $L^1(\mathbb{R}_+, dz)$, it follows that

\[
A_1(g^n)(z, t) \to A_1(g)(z, t) \text{ as } n \to \infty \text{ for } z \in (0, W). \tag{3.28}
\]

From (H4) and Hölder’s inequality, we have

\[
|A_1(g^n)(z, t)| \leq 2k_2\|\phi\|_{L^\infty(0,W)}V(T)(1 + W) \text{ for a.e. } z \in (0, W). \tag{3.29}
\]

Similarly, this can be shown for $A_1(g)$ which shows that $A_1(g^n)$ and $A_1(g)$ belong to $L^\infty(0,W)$.

It follows from (3.28) and Egoroff’s theorem that

\[
A_1(g^n)(z, t) \to A_1(g)(z, t) \text{ as } n \to \infty \text{ almost uniformly on } (0, W), \tag{3.30}
\]

that is for a given $\delta > 0$ there exists a set $F \subseteq (0, W]$ such that the measure of $F$, $\delta > \mu(F)$ and $A_1(g^n) \to A_1(g)$ uniformly on $(0, W] \setminus F$. 
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Choose $\epsilon > 0$. By Lemma 3.1 (ii) and $g^n \to g$ in $L^1(\mathbb{R}_+, dz)$, there is a $\delta > 0$ such that for all $n$, we have
\[
\int_E g^n(z, t)dz < \frac{\epsilon}{4\|\phi\|_{L^\infty((0,W)\setminus k_2 V(T)(1+W)}}
\] whenever $\mu(E) < \delta$. By (3.30), there is a set $F \subseteq (0, W]$ such that $\mu(F) < \delta$ and $A_1(g^n) \to A_1(g)$ uniformly on $(0, W] \setminus F$. Thus
\[
A_1(g^n)(z, t) \to A_1(g)(z, t) \text{ in } L^\infty((0, W] \setminus F) \text{ as } n \to \infty.
\] Applying Hölder’s inequality, we estimate
\[
\left| \int_0^W g^n(z, t)[A_1(g^n)(z, t) - A_1(g)(z, t)]dz \right| \leq \|A_1(g^n) - A_1(g)\|_{L^\infty((0,W)\setminus F)} \int_0^W g^n(z, t)dz + \|A_1(g^n) - A_1(g)\|_{L^\infty(F)} \int_F g^n(z, t)dz.
\]
Set $E := F$. By considering (3.29) and (3.31), we obtain
\[
\|A_1(g^n) - A_1(g)\|_{L^\infty(F)} \int_F g^n(z, t)dz \leq \sup_{z \in F} |A_1(g^n)(z, t) + A_1(g)(z, t)| \int_F g^n(z, t)dz \leq 4k_2 \|\phi\|_{L^\infty((0,W)\setminus k_2 V(T)(1+W)} \epsilon \leq \frac{\epsilon}{4k_2 V(T)(1+W)} \|\phi\|_{L^\infty((0,W)\setminus k_2 V(T)(1+W)} \leq \epsilon.
\]
From (3.32), (3.31) and Lemma 3.1 (i), we can simplified (3.33) as
\[
\left| \int_0^W g^n(z, t)[A_1(g^n)(z, t) - A_1(g)(z, t)]dz \right| \leq \|A_1(g^n) - A_1(g)\|_{L^\infty((0,W)\setminus F)} V(T) + \epsilon \to \epsilon \text{ as } n \to \infty.
\]
Since $\epsilon > 0$ is arbitrary, then we observe that
\[
\left| \int_0^W g^n(z, t)[A_1(g^n)(z, t) - A_1(g)(z, t)]dz \right| \to 0 \text{ as } n \to \infty.
\]
For $A_1(g) \in L^\infty(0, W)$ and $g^n \to g$ in $L^1(\mathbb{R}_+, dz)$ as $n \to \infty$ the definition of weak convergence implies that
\[
\left| \int_0^W [g^n(z, t) - g(z, t)]A_1(g)(z, t)dz \right| \to 0 \text{ as } n \to \infty.
\]
Using (3.30) and (3.34), we have
\[
\left| \int_0^W \int_0^a \phi(z)C(z, z_1)[g^n(z, t)g^n(z_1, t) - g(z, t)g(z_1, t)]dz_1dz \right| \leq \left| \int_0^W g^n(z, t)[A_1(g^n)(z, t) - A_1(g)(z, t)]dz \right| + \left| \int_0^W [g^n(z, t) - g(z, t)]A_1(g)(z, t)dz \right| \to 0 \text{ as } n \to \infty.
\]
Then, by using (3.26) and Lemma 3.1 (i), we estimate the following term as
\[
\left| \int_0^W \int_0^\infty \phi(z)C(z, z_1)[g^n(z, t)g^n(z_1, t) - g(z, t)g(z_1, t)]dz_1dz \right|
\leq 2k_2\phi_{L^\infty(0,W)} \int_0^\infty (1 + z_1)^{\beta - 1}[V(T)(1 + z_1)g^n(z_1, t)]dz_1
+ \|g\|_{L^1(\mathbb{R}_+,(1+z)dz)}(1 + z_1)g(z_1, t)dz_1
\leq 2k_2\phi_{L^\infty(0,W)}[V(T)^2 + \|g\|_{L^1(\mathbb{R}_+,(1+z)dz)}^2](1 + a)^{\beta - 1} < \epsilon. \tag{3.39}
\]
Next, applying (H4) and Lemma 3.1 (i), we consider the following integral as
\[
\int_0^W \int_{n-z}^\infty \phi(z)C(z, z_1)g^n(z, t)g^n(z_1, t)dz_1dz \leq 2k_2\phi_{L^\infty(0,W)} \frac{V(T)^2}{(1 + n - z)^{1 - \beta}}.
\]
This implies that
\[
\int_0^W \int_{n-z}^\infty \phi(z)C(z, z_1)g^n(z, t)g^n(z_1, t)dz_1dz \to 0 \text{ as } n \to \infty. \tag{3.40}
\]
Let us consider the following integral and use (H4) to simplify it as
\[
\left| \int_0^W \phi(z)\{P_4(g^n)(z, t) - P_4(g)(z, t)\}dz \right|
\leq \left| \int_0^W \int_0^a \phi(z)C(z, z_1)g^n(z, t)g^n(z_1, t) - g(z, t)g(z_1, t)dz_1dz \right|
+ \left| \int_0^W \int_a^\infty \phi(z)C(z, z_1)g^n(z, t)g^n(z_1, t) - g(z, t)g(z_1, t)dz_1dz \right|
- \left| \int_0^W \int_{n-z}^\infty \phi(z)C(z, z_1)g^n(z, t)g^n(z_1, t)dz_1dz \right|. \tag{3.41}
\]
From (3.38), (3.39) and (3.40), (3.41) implies that
\[
\left| \int_0^W \phi(z)\{P_4(g^n)(z, t) - P_4(g)(z, t)\}dz \right| < \epsilon.
\]
Since \(\phi\) is an arbitrary function, therefore, we have
\[
\lim_{n \to \infty} P_4(g^n) \to P_4(g).
\]
We conclude that (3.14) holds. Thus, this completes the proof of Lemma 3.2.

Now we are in a position to prove Theorem 2.3 by using above results.

\textit{Proof. of Theorem 2.3} Fix \(W \in (0, n_k)\), \(T > 0\) and let us consider \((g^{n_k})_{n \in N}\) be an weakly convergent subsequence of the approximating solutions obtained from (3.13). Hence, from (3.13) and for \(t \in [0, T]\), we get
\[
g^{n_k}(z, t) \to g(z, t) \text{ in } L^1((0, W), dz) \text{ as } n_k \to \infty. \tag{3.42}
\]
Let $\phi \in L^\infty(0, W)$ then from Lemma 3.2 we have for each $s \in [0, t]$

$$\int_0^W \phi(z) [P^{n_k}(g^{n_k})(z, s) - P(g)(z, s)]dz \to 0 \quad \text{as} \quad n_k \to \infty. \quad (3.43)$$

In order to apply the dominated convergence theorem, the boundedness of the following integral is shown as

$$\left| \int_0^W \phi(z) [P^{n_k}(g^{n_k})(z, s) - P(g)(z, s)]dz \right|$$

$$\leq \|\phi\|_{L^\infty(0, W)} \int_0^W \left[ \frac{1}{2} \int_0^z K(z - z_1, z_1)g^{n_k}(z - z_1, s)g^{n_k}(z_1, s) - g(z - z_1, s)g(z_1, s)dz_1 + \int_{n_k - z}^z K(z, z_1)g(z, s)g(z_1, s)dz_1 + \int_{n_k - z}^z B(z|z_1; z_2)C(z_1, z_2)g(z_1, s)g(z_2, s)dz_2dz_1 + \int_0^{n_k - z} C(z, z_1)g(z, s)g(z_1, s)dz_1 + \int_{n_k - z}^z C(z_1, z_2)g(z_1, s)g(z_2, s)dz_2dz_1 \right]$$

$$+ 2k_2[(3N + 2)\|g\|_{L^1([\mathbb{R}_+, (1+z)])}^2 + (N + 1)V(T)^2] < \infty. \quad (3.44)$$

Since the left-hand side of (3.44) is in $L^1((0, W), dz)$, then from (3.43), (3.44) and the Lebesgue dominated convergence theorem, we obtain

$$\int_0^t \int_0^W \phi(z) [P^{n_k}(g^{n_k})(z, s) - P(g)(z, s)]dzds \to 0 \quad \text{as} \quad k \to \infty. \quad (3.45)$$

Since $\phi$ is arbitrary and (3.45) holds for $\phi \in L^\infty(0, W)$ as $k \to \infty$, hence, by applying Fubini’s theorem, we get

$$\int_0^t P^{n_k}(g^{n_k})(z, s)ds \to \int_0^t P(g)(z, s)ds \quad \text{in} \quad L^1((0, W), dz), \quad \text{as} \quad k \to \infty, \quad (3.46)$$

Then by the definition of $P^{n_k}$ we obtain

$$g^{n_k}(z, t) = \int_0^t P^{n_k}(g^{n_k})(z, s)ds + g_0^n(z), \quad \text{for} \quad t \in [0, T] \quad (3.47)$$

and thus, it follows from (3.46), (3.42) and (3.47) that

$$\int_0^W \phi(z)g(z, t)dz = \int_0^t \int_0^W \phi(z)P(g)(z, s)dzds + \int_0^W \phi(z)g_0(z)dz,$$
for any \( \phi \in L^\infty(0,W) \). Hence for the arbitrariness of \( T, W \), the uniqueness of limit and for all \( \phi \in L^\infty(0,W) \), we have \( g(z,t) \) is a solution to (1.1)–(1.2). This implies that for almost any \( z \in (0,W) \), we have

\[
g(z,t) = \int_0^t P(g)(z,s)ds + g_0(z), \text{ for a.e. } z \in (0,W).
\]

This completes the proof of the existence Theorem 2.5.

In the next section, the uniqueness of weak solutions to (1.1)–(1.2) is shown under additional restrictions on collisional and breakup kernels which is based on the integrability of higher moments. This uniqueness result is motivated from the pioneer works of the DaCosta [5], Escobedo et al. [9], Giri [11] and Giri et al. [14].

4 Uniqueness

In this section, we establish the uniqueness of weak solutions to (1.1)–(1.2) by stating the following theorems.

**Theorem 4.1.** Suppose that (H1)–(H6) and (UH1) hold. Let \( g \) be a solution to (1.1)–(1.2) with initial data \( g_0 \in S^+ \). Then the solution \( g \in S^+ \) is unique.

In order to prove the Theorem 4.1, we need to show the integrability of higher moments \( M_\sigma \) of the concentration or number density \( g \) i.e.

\[
\int_0^t M_\sigma(s)ds < \infty \text{ for all } t \in [0,T], \text{ where } \sigma \in (1,2),
\]

which is shown in the next theorem.

**Theorem 4.2.** Suppose (H1)–(H6) and (UH1) hold. Let \( g \in S^+ \) be any solution to (1.1)–(1.2) on \([0,T]\), \( T > 0 \). Then for every \( \epsilon > 0 \) and \( 1 + \eta > 0 \), we have

\[
\int_0^t M_{2+\eta-\epsilon}(s)ds < \infty.
\]

**Proof.** This theorem can easily be proved by using repeated applications of the following lemma, see [5].

**Lemma 4.3.** Suppose (H1)–(H6) and (UH1) hold. Let \( g \in S^+ \) be any solution to (1.1)–(1.2) on \([0,T]\), \( T > 0 \) and assume

\[
\int_0^t M_\sigma(s)ds < \infty, \text{ for all } t \in [0,T] \text{ and for some } \sigma \geq 1 \text{ with } \sigma > \beta.
\] (4.1)

Then with \( 1 + \eta > 0 \) for all \( t \in [0,T] \) and \( \lambda \in (0,1) \), we have

\[
\int_0^t M_{\sigma+\eta-\beta+1}(s)ds < \infty, \text{ if } \sigma - \beta < 1, \text{ if } \lambda = \sigma - \beta.
\]

In case \( \lambda = 1 - \epsilon \), where \( \epsilon > 0 \) in arbitrarily small. Then we get

\[
\int_0^t M_{2+\eta-\epsilon}(s)ds < \infty.
\]
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Proof. Let us take some $\lambda \in (0, 1)$. Now, multiplying the weight $z^\lambda$ with weak formulation of (1.1)–(1.2) given in Definition 2.1, then integrating with respect to $z$ from 0 to $n$ and applying Fubini’s theorem, we obtain

$$\int_0^n z^\lambda [g(z, t) - g_0(z)] dz + \int_0^n \int_0^n \int_0^\infty z^\lambda K(z, z_1) g(z, s) g(z_1, s) dz_1 ds \, ds \, ds + \int_0^n \int_0^n \int_0^\infty z^\lambda C(z, z_1) g(z, s) g(z_1, s) dz_1 ds \, ds = 1 \int_0^n \int_0^n \int_0^\infty z^\lambda K(z - z_1, z_1) g(z - z_1, s) g(z_1, s) dz_1 ds \, ds \, ds. \quad (4.2)$$

The last integral on the left-hand side on (4.2) is estimated, by applying Fubini’s theorem and (H4), as

$$\int_0^n \int_0^n \int_0^\infty z^\lambda C(z, z_1) g(z, s) g(z_1, s) dz_1 ds \, ds \leq 2k_2 \|g\|_{L^1(\mathbb{R}^+ \times (1+z) dz)} \int_0^t \int_0^n \int_0^1 z^\lambda (1 + z) g(z, s) dz + \int_0^n z^\lambda (1 + z) g(z, s) dz \, ds. \quad (4.3)$$

In case $\lambda + \beta \leq \sigma$ and from assumption (4.1), we have

$$\int_0^n \int_0^n \int_0^\infty z^\lambda C(z, z_1) g(z, s) g(z_1, s) dz_1 ds \, ds \leq 2^{\beta+1} k_2 \|g\|_{L^1(\mathbb{R}^+, (1+z)dz)} \int_0^t [M_\lambda(s) + M_{\lambda+\beta}(s)] ds < \infty. \quad (4.4)$$

Similarly, by using (H3), and $\lambda + \omega \leq \sigma$ and (4.1), gives

$$\int_0^n \int_0^n \int_0^\infty z^\lambda K(z, z_1) g(z, s) g(z_1, s) dz_1 ds \, ds \leq 2^{\omega+1} k_1 \|g\|_{L^1(\mathbb{R}^+, (1+z)dz)} \int_0^t [M_\lambda(s) + M_{\lambda+\omega}(s)] ds < \infty. \quad (4.5)$$

From (4.4) and (4.5), the finiteness of the left-hand side of (4.2) is cleared. Therefore, the right-hand side of (4.2) is bounded uniformly with respect to $n$, which guarantees

$$\int_0^t \int_0^n \int_0^z \int_0^\infty z^\lambda B(z|z_1; z_2) C(z_1, z_2) g(z_1, s) g(z_2, s) dz_2 dz_1 ds < \infty.$$
Next, for any $z_1 \geq 1$, let us consider above integral by using $(UH1)$ as

$$
\int_0^t \int_0^\infty \int_0^{z_1} \int_0^{z_1} z^\lambda B(z|z_1; z_2) C(z_1, z_2) g(z_1, s) g(z_2, s) dz_2 dz dz_1 ds
\geq B_a \int_0^t \int_1^\infty \int_0^{z_1} \int_0^{z_1} z^\lambda z_1 \eta \int_0^{z_2} 1^\eta g(z_1, s) g(z_2, s) dz_2 dz z_1 ds
\geq B_a \int_0^t \int_1^\infty \int_0^{z_1} \int_0^{z_1} z^\lambda z_1^{\eta+1} \int_1^{z_2} 1^\eta g(z_1, s) g(z_2, s) dz_2 dz z_1 ds
\geq B_a \inf_{t \in [0, T]} M_{1+\eta}(t) \int_0^t \int_1^{z_1} z^\lambda z_1^{\eta+1} g(z_1, s) z_1 ds,
$$

(4.6)

where $0 < 1 + \eta = \frac{\alpha + \beta}{2} < 1$ (from $(UH1)$ and $(H5)$). From (4.6), it can easily be shown that

$$
\int_0^t M_{\lambda+\eta+1}(s) ds < \infty.
$$

(4.7)

Then, two cases arise.

Case 1: For $\sigma - \beta < 1$, if $\lambda = \sigma - \beta$, then from (4.7), we get

$$
\int_0^t M_{\sigma-\beta+\eta+1}(s) ds < \infty.
$$

Otherwise the condition $\lambda < 1$, is more restrictive, i.e. we may take $\lambda = 1 - \epsilon$ for any $\epsilon > 0$.

This gives

$$
\int_0^t M_{2+\eta-\epsilon}(s) ds < \infty.
$$

This completes the proof of Lemma 4.3.

Proof. of the Theorem 4.1: Let $g$ and $h$ be two weak solutions to (1.1)–(1.2) on $[0, T]$, where $T > 0$, with $g_0 = h_0$. Set $Z := g - h$. For $n = 1, 2, 3 \cdots$, we define

$$
u^n(t) := \int_0^n (1 + z)|Z(z, t)| dz.
$$

(4.8)

Multiplying $|Z|$ by $(1 + z)$ and using Definition 2.1 $(iii)$, we get

$$
\nu^n(t) = \int_0^n (1 + z)\text{sgn}(Z(z, t))[g(z, t) - h(z, t)] dz.
$$

(4.9)

$$
g(z, s)g(z_1, s) - h(z, s)h(z_1, s) = g(z, s)Z(z_1, s) + h(z_1, s)Z(z, s),
$$
we have
\[
\begin{align*}
u^n(t) &= \int_0^t \int_0^n \int_0^{n-z} \left[ \frac{1}{2} (1 + z + z_1) \text{sgn}(Z + z_1, s) - (1 + z) \text{sgn}(Z, s) \right] \\
&\times K(z, z_1) \left[ g(z, s)Z(z_1, s) + h(z_1, s)Z(z, s) \right] dz_1 dz ds \\
&- \int_0^t \int_0^n \int_{n-z}^{n} (1 + z) \text{sgn}(Z(z, s)) K(z, z_1) \left[ g(z, s)Z(z_1, s) + h(z_1, s)Z(z, s) \right] dz_1 dz ds \\
&+ \int_0^t \int_0^n \int_0^z \int_{n-z}^{n} (1 + z) \text{sgn}(Z(z, s)) B(z_1; z_2) C(z_1, z_2) \\
&\times \left[ g(z_1, s)Z(z_2, s) + h(z_2, s)Z(z_1, s) \right] dz_2 dz_1 ds \\
&+ \int_0^t \int_0^n \int_0^z (1 + z) \text{sgn}(Z(z, s)) B(z_1; z_2) C(z_1, z_2) \\
&\times \left[ g(z_1, s)Z(z_2, s) + h(z_2, s)Z(z_1, s) \right] dz_2 dz_1 ds \\
&- \int_0^t \int_0^n \int_0^z (1 + z) \text{sgn}(Z(z, s)) C(z, z_1) \left[ g(z, s)Z(z_1, s) + h(z_1, s)Z(z, s) \right] dz_1 dz ds.
\end{align*}
\]

(4.10)

Let us define \( p \) by
\[
p(z, z_1, t) := (1 + z + z_1) \text{sgn}(Z + z_1, s) - (1 + z) \text{sgn}(Z, s) - (1 + z_1) \text{sgn}(Z(z_1, s)).
\]

By using (4.3), (4.4), properties of signum function and Fubini’s theorem, (4.10) can be written as
\[
\begin{align*}
u^n(t) &\leq \int_0^t \int_0^n \int_0^{n-z} p(z, z_1, s) K(z, z_1) g(z, s)Z(z_1, s) dz_1 dz \\
&+ \frac{1}{2} \int_0^n \int_0^{n-z} p(z, z_1, s) K(z, z_1) h(z_1, s) Z(z, s) dz_1 dz \\
&+ (1 + N) \int_0^n \int_0^{n-z} \left| Z(z_1, s) \right| C(z, z_1) g(z, s) dz_1 dz \\
&+ 2 \int_0^n \int_0^{n-z} \left| Z(z_1, s) \right| C(z, z_1) h(z_1, s) dz_1 dz + N \int_0^n \int_0^{n-z} \left| Z(z_1, s) \right| C(z, z_1) h(z_1, s) dz_1 dz \\
&+ \int_0^n \int_0^{n-z} \left| Z(z_1, s) \right| C(z_1, z_2) h(z_1, s) dz_1 dz - \int_0^n \int_0^{n-z} \left| Z(z, s) \right| C(z_1, z_1) h(z_1, s) dz_1 dz \\
&+ \int_0^n \int_0^{n-z} \int_0^{n-z} (1 + z) \left| Z(z_2, s) \right| B(z_1; z_2) C(z_1, z_2) g(z_1, s) dz_2 dz_1 dz \\
&+ \int_0^n \int_0^{n-z} \int_0^{n-z} (1 + z) \left| Z(z_1, s) \right| B(z_1; z_2) C(z_1, z_2) h(z_2, s) dz_2 dz_1 dz \\
&+ \int_0^n \int_0^{n-z} (1 + z) \left| Z(z_1, s) \right| K(z, z_1) g(z, s) dz_1 dz ds.
\end{align*}
\]

(4.11)

where \( S_i^n(t) \), for \( i = 1, 2, \cdots, 10 \), are the corresponding integrals in preceding lines. We estimate \( S_1^n(t) \) and \( S_2^n(t) \) as given in Giri [11], which are
\[
S_1^n(t) \leq \int_0^t \Psi_{g_1}(s) u^n(s) ds,
\]

\[\text{23}\]
where $\Psi_{g_1}(s) := 2^{1+\omega}k_1[M_0(g(s)) + M_1+\omega(g(s))]$ and

$$S^n_2(t) \leq \int_0^t \Psi_{g_2}(s)u^n(s)ds,$$

where $\Psi_{g_2}(s) := 2^{1+\omega}k_1[M_0(h(s)) + M_1+\omega(h(s))]$. Next, estimate $S^n_2(t)$ is evaluated by using the integrability of higher moments and $(H4)$, as

$$S^n_2(t) \leq 2k_2(1 + N) \int_0^t \int_0^n \int_0^n (1 + z)(1 + z_1)|Z(z_1, s)|g(z, s)dz_1dzds$$

$$+ 2k_2(1 + N) \int_0^t \int_0^n \int_n^n (1 + z)|Z(z_1, s)|g(z, s)dz_1dzds$$

$$\leq 2k_2(1 + N)\|g\|_{L^1(\mathbb{R}^+, (1+z)dz)} \int_0^t u^n(s)ds$$

$$+ 2k_2(1 + N) \int_0^t \int_0^n \int_n^n Z(z_1, s)|1 + z)(1 + z_1)g(z, s)dz_1dzdz.$$

Further, the finiteness of the second term on the right-hand side in above inequality is shown as

$$2k_2(1 + N) \int_0^t \int_0^n \int_n^n |Z(z_1, s)|(1 + z)(1 + z_1)g(z, s)dz_1dzds$$

$$\leq 2k_2(1 + N)\|g\|_{L^1(\mathbb{R}^+, (1+z)dz)} \|g\|_{L^1(\mathbb{R}^+, (1+z)dz)} + \|h\|_{L^1(\mathbb{R}^+, (1+z)dz)}T.$$

Then as $n \to \infty$, the above term goes to 0. Hence, $S^n_2(t)$ can be rewritten as

$$S^n_2(t) \leq 2k_2(1 + N)\|g\|_{L^1(\mathbb{R}^+, (1+z)dz)} \lim_{n \to \infty} \int_0^t u^n(s)ds.$$

From the integrability of higher moments and $(UH1)$, let us now estimate $S^n_4(t)$ as

$$S^n_4(t) \leq 2k_2 \int_0^t (M_{1+\alpha}(s) + M_{1+\beta}(s))u^n(s)ds$$

$$+ 2k_2 \int_0^t \int_0^n \int_0^n z|Z(z_1, s)|(1 + z_1)g(z, s)dz_1dzdz.$$  

The second integral on the right-hand side in above inequality can be further simplified as

$$2k_2 \int_0^t \int_0^n \int_0^n z|Z(z_1, s)|(1 + z_1)g(z, s)dz_1dzds$$

$$\leq 2k_2(\|g\|_{L^1(\mathbb{R}^+, (1+z)dz)} + \|h\|_{L^1(\mathbb{R}^+, (1+z)dz)}) \int_0^t (M_{1+\alpha}(s) + M_{1+\beta}(s))ds < \infty.$$

As $n \to \infty$, the above term goes to 0. Finally, $S^n_4(t)$ can be written as

$$S^n_4(t) \leq 2k_2 \lim_{n \to \infty} \int_0^t (M_{1+\alpha}(s) + M_{1+\beta}(s))u^n(s)ds.$$
Moreover, \( S^n_0(t) \) can also be estimated, by using the integrability of higher moments and \((UH1)\), as
\[
S^n_0(t) \leq 2Nk_2 \int_0^t \int_0^n \int_0^\infty |Z(z,s)|(1+z)(1+z_1)h(z_1, s)dz_1dzds \leq 2Nk_2\|h\|_{L^1(\mathbb{R}_+,(1+z)dz)} \int_0^t u^n(s)ds.
\]
Next, we show the finiteness of \( S^n_0(t) \) as
\[
S^n_0(t) \leq k_2 \int_0^t \int_0^n \int_0^\infty z[g(z,s) + h(z,s)](z^\alpha + z^\beta)(1+z_1)h(z_1, s)dz_1dzds \\
\leq k_2\|g\|_{L^1(\mathbb{R}_+,(1+z)dz)} \int_0^t (M_{1+\alpha}(g(s)) + M_{1+\beta}(g(s)))(M_{1+\alpha}(h(s)) + M_{1+\beta}(h(s)))ds < \infty.
\]
Since both \( S^n_0(t) \) and \( S^n_0(t) \) are same and finite, hence, \( S^n_0(t) - S^n_0(t) \) goes to 0, as \( n \to \infty \). Now, the boundedness of \( S^n_0(t) \) is shown as
\[
S^n_0(t) \leq 2Nk_2 \int_0^t \int_n^\infty \int_0^\infty (z_1^\beta + z_1^{1+\beta})(1+z)^\beta(g(z_2, s) + h(z, s))g(z_1, s)dz_2dz_1ds \\
\leq 2Nk_2\|g\|_{L^1(\mathbb{R}_+,(1+z)dz)} + \|h\|_{L^1(\mathbb{R}_+,(1+z)dz)} \int_0^t (M_{1+\alpha}(s) + M_{1+\beta}(s))ds < \infty.
\]
Similarly, the finiteness of \( S^n_0(t) \) and \( S^n_0(t) \) can be shown by using integrability of higher moments and \((UH1)\). Hence, \( S^n_0(t) + S^n_0(t) + S^n_0(t) \to 0 \) as \( n \to \infty \).
Substituting the estimates of all \( S^n_i(t) \), for \( i = 1, 2, \ldots, 10 \) into (1.11), we finally obtain
\[
\int_0^\infty (1+z)|Z(z,t)|dz = u(t) = \lim_{n \to \infty} \lim_{n \to \infty} \sum_{i=1}^{10} S^n_i(t) \leq \int_0^t \Psi(s)u(s)ds,
\]
where \( \Psi(s) := [\sup_{s \in [0,t]} \Psi_{g_1}(s) + \sup_{s \in [0,t]} \Psi_{g_2}(s) + 2(1+N)k_2\|g\|_{L^1(\mathbb{R}_+,(1+z)dz)} + \sup_{s \in [0,t]} M_{1+\alpha}(s) + \sup_{s \in [0,t]} M_{1+\beta}(s) + 2Nk_2\|h\|_{L^1(\mathbb{R}_+,(1+z)dz)} \geq 0 \).
An application of Gronwall’s inequality implies
\[
u(t) = 0 \quad \text{for all} \quad t \in [0,T].
\]
Therefore, \( g(z,t) = h(z,t) \) for a.e., \( z \in \mathbb{R}_+ \). This confirms the uniqueness of weak solution to (1.1)-(1.2).

At last, by multiplying \( z \) in (1.1), then taking integration from 0 to \( \infty \) with respect to \( z \) and finally using Fubini’s theorem, hypotheses (2.2) and the integrability of higher moments from Theorem 4.2 it can easily be shown that the unique solution to (1.1)-(1.2) is mass conserving, i.e.
\[
\frac{dM_1}{dt} = 0.
\]
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