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1 Introduction

Matrix models play important roles in physics and mathematics. They unify many seemingly unrelated disciplines, including such as integrable systems, conformal field theories, topological expansion, etc [21, 29, 33, 34]. They are involved in condensed matter physics [25, 26], statistical physics [11, 23], high energy physics [5, 21], and even they are linked to the probability theory [34], the moduli space of curves [36, 37] and the Riemann conjecture [16]. For more interesting topics related to matrix models, please see [8] for a nice review.

The partition function of matrix models can be considered as generating functions of discrete surfaces [19]. It is well known [21] that the free energy and the correlation functions of matrix models can be expanded with respect to the parameter $\frac{1}{N^2}$, and it is called as topological expansions. In general, these partition functions are not a convergent integrals, and they are understood as formal series in the coefficients of the potential. The relevant matrix models are often known as formal matrix model.

There are different methods for solving matrix models (both convergent and formal). Among them, the topological recursion is a new and effective way to solve the formal matrix integral. The topological recursion is based on the topological expansion of the formal matrix integral. B.Eynard and his collaborators give the recursive formulas in [9, 10, 13, 17, 18]. If the size of the matrix is finite, there is a genus expansion [2]. The footstone of Eynard’s formula is loop-equations. The large $N$ limit of the one-loop equation provides the spectral curve, while the multi-loop equations give the recursive formula. The free energy and the correlation functions can be expressed as function and multi-differentials on the spectral curve, respectively. Thereafter, B.Eynard and N.Orantin extend the results far away from the matrix models, and they construct the free energy and the correlation functions on arbitrary curves. The key point is that these functions are regarded as symplectic invariants of the curves [14, 15].

In the one-matrix model case, the one-loop equation can be expressed as operators acting on the free energy. As the operators satisfy a Virasoro algebra relation, that they are called as the Virasoro constraint [1, 12, 22, 27, 32]. They can be seen as annihilation operators of a given realization of the Virasoro algebra. In this paper, we will construct a realization of the Virasoro algebra with the CFT method, for which the annihilation part is exactly the Virasoro constraint. Like the one-loop equation, the multi-loop equations can also be expressed as operators acting on the free energy of one-matrix model. We treat these operators as a generalized Virasoro constraint. To investigate the relations of the generalized Virasoro constraint is the goal of this paper. We construct a new operator algebra with the current operators and the Virasoro operators, such that the generalized Virasoro constraint belongs to this new operator algebra.

The paper is organized as follows. In section 2, we review the definition of formal matrix
integral and the loop equations of one-hermitian matrix model. In section 3, we derive the Virasoro constraint from the one-loop equation. We give a realization of Virasoro algebra which annihilation part is exactly the Virasoro constraint. In section 4, we get the generalized Virasoro constraint from multi-loop equations, and give the algebraic relation of them. A new Lie algebra is given from these relations, and a bosonic kind realization for the generalized Virasoro constraint is obtained in this section.

2 Matrix model and the Loop Equations

2.1 Formal Hermitian Matrix Model

Consider a formal Hermitian matrix integral, the partition function

\[ Z = \int_{H_{N \times N}} dM e^{-N \text{tr}(V(M))}, \]  

(2.1)

where \( M \) is a \( N \times N \) Hermitian matrix, \( dM \) is the product of Lebesgue measures of all real components of \( M \). The potential \( V(M) \) is a polynomial of degree \( d + 1 \geq 2 \). For a function \( f(M) \), the average \( \langle f(M) \rangle \) is

\[ \langle f(M) \rangle = \frac{1}{Z} \int dM f(M) e^{-N \text{tr}(V(M))}. \]  

(2.2)

Let \( f_1(M), \ldots, f_l(M) \) be functions of Hermitian matrix \( M \), the connected part or cumulant of the average \( \langle f_1(M) \cdots f_k(M) \rangle_c \) is defined as

\[
\langle f_1(M) \rangle_c = \langle f_1(M) \rangle, \\
\langle f_1(M) f_2(M) \rangle_c = \langle f_1(M) f_2(M) \rangle - \langle f_1(M) \rangle \langle f_2(M) \rangle, \\
\langle f_1(M) f_2(M) f_3(M) \rangle_c = \langle f_1(M) f_2(M) f_3(M) \rangle - \langle f_1(M) f_2(M) \rangle \langle f_3(M) \rangle_c - \langle f_1(M) \rangle \langle f_2(M) \rangle_c \langle f_3(M) \rangle_c, \\
\ldots.
\]  

(2.3)

The connected part or cumulant of the correlation functions are

\[
\overline{W}_k(x_1, x_2, \ldots, x_k) := N^{k-2} \left( \text{tr} \frac{1}{x_1 - M} \frac{1}{x_2 - M} \cdots \text{tr} \frac{1}{x_k - M} \right)_c,
\]  

(2.4)

for \( k \geq 1 \). Furthermore, we introduce the average \( \overline{U}_k(x_1; x_2, \ldots, x_k) \) that will be used in the following parts of the paper

\[
\overline{U}_k(x_1; x_2, \ldots, x_k) := N^{k-2} \left( \text{tr} \frac{V(x_1) - V(M)}{x_1 - M} \frac{1}{x_2 - M} \cdots \text{tr} \frac{1}{x_k - M} \right)_c.
\]  

(2.5)
When \( Z \) is considered as a formal generating function, it is well known that the correlation functions \( W_k(x_1, x_2, \cdots, x_k) \) can expanded with respect to the parameter \( \frac{1}{N^2} \), that is the so called topological expansion \[19\]

\[
W_k(x_1, x_2, \cdots, x_k) := \sum_{g=0}^{\infty} N^{-2g} W_k^{(g)}(x_1, x_2, \cdots, x_k),
\]

Similarly, \( U_k(x_1, x_2, \cdots, x_k) \) have the structure:

\[
U_k(x_1; x_2, \cdots, x_k) := \sum_{g=0}^{\infty} N^{-2g} U_k^{(g)}(x_1; x_2, \cdots, x_k).
\]

The free energy \( F \) of the formal Hermitian matrix integral \((2.1)\) is

\[
F := \log Z.
\]

The free energy \( F \) can also be expressed as:

\[
F = \log Z := \sum_{g=1}^{\infty} N^{2-2g} F_g.
\]

This is the so called topological expansion of the free energy. The topological recursion is base on this expression. If the potential \( V(x) = \sum_{k \geq 0} t_k x^k \), then the action of loop insertion operator \[3\]

\[
\frac{\partial}{\partial V(x)} := - \sum_{k=1}^{\infty} \frac{1}{x^{k+1}} \frac{\partial}{\partial t_k},
\]

on the correlation function \( W_k(x_1, \cdots, x_k) \) is \[11\]

\[
W_{k+1}(x_1, x_2, \cdots, x_{k+1}) = \frac{\partial}{\partial V(x_{k+1})} W_k(x_1, x_2, \cdots, x_k)
= \frac{\partial}{\partial V(x_1)} \frac{\partial}{\partial V(x_2)} \cdots \frac{\partial}{\partial V(x_k)} W_k(x_1, x_2, \cdots, x_k)
F.
\]

### 2.2 Loop Equations

Loop equation is the name given to the Schwinger-Dyson equation in the context of random matrices. It is usually got by request of invariance for the matrix integral \((2.1)\) under the change of variables \( M \rightarrow M + \epsilon \delta M \):

\[
\delta M = \frac{1}{x_1 - M}.
\]
From the linear part of $\epsilon$, we get the one-loop equation:

$$W_1^2(x_1) + \frac{1}{N^2} W_2(x_1, x_1) = V'(x_1) W_1 - U_1(x_1). \quad (2.13)$$

Applying the loop insertion operator (2.10) to equation (2.13), we get the multi-loop equation:

$$2W_1(x_1)W_k(x_1, \ldots, x_k) + \frac{1}{N^2} W_{k+1}(x_1, x_1, \ldots, x_k)$$
$$+ \sum_{j=1}^{k-2} \sum_{I \in K_j} W_j(x_1, x_I) W_{k-j}(x_1, x_{K-j})$$
$$+ \sum_{j=2}^{k} \frac{\partial}{\partial x_j} W_{k-1}(x_2, \ldots, x_j, \ldots, x_k) - W_{k-1}(x_2, \ldots, x_1, \ldots, x_k)$$
$$= V'(x_1)W_k(x_1, \ldots, x_k) - U_k(x_1; x_2, \ldots, x_k). \quad (2.14)$$

And $K = \{2, \ldots, k\}$, and $K_j = \{I \subset K | \#I = j\}$ for any $j \leq k - 1$ in the equation, and $x_I := x_{i_1}, x_{i_2}, \ldots, x_{i_j}$ if $I = \{i_1, i_2, \ldots, i_j\}$. For equation (2.13), the leading term in $\frac{1}{N^2}$ expansion is

$$W_1^{(0)}(x_1)^2 = V'(x_1)W_1^{(0)}(x_1) - U_1^{(0)}(x_1). \quad (2.15)$$

Denoting $Y(x_1) = V'(x_1) - 2W_1^{(0)}(x_1)$, from equation (2.15), we get an algebraic equation about $x_1, Y(x_1)$

$$Y(x_1)^2 = V'(x_1) - 4U_1^{(0)}(x_1). \quad (2.16)$$

The explicit expression of $Y(x_1)$ is

$$Y(x_1) = \sqrt{V'(x_1) - 4U_1^{(0)}(x_1)}. \quad (2.17)$$

From equation (2.16), one could get another solution $Y(x_1) = -\sqrt{V'(x_1) - 4U_1^{(0)}(x_1)}$. But $W_1^{(0)}(x_1) = \frac{1}{x_1} + O(x_1^{-2})$ as $x_1 \to \infty$, so equation (2.17) is indeed the solution we wanted.

Equation (2.16) is the spectral curve for one-hermitian matrix model (2.1). B. Eynard and N. Orantin have developed a method to compute the correlation functions and the free energy of matrix models [9, 13] based on expressions (2.6), (2.7) and (2.9). They expressed the correlation functions as multiple differentials on the spectral curve, and could compute them recursively, that is the so called E-O formula [14, 15]. Equation (2.16) (i.e. (2.13)) and equation (2.14) play important roles in their formula.
3 Virasoro Constraint

One of the important properties of matrix models is that, the free energy satisfies a Virasoro constraint. For one-hermitian matrix model, the Virasoro constraint is the operator representation of the one-loop equation. In this section, firstly, we reexpress equation (2.13) as a Virasoro constraint, and then extend it in a way such that it forms a whole Virasoro algebra. In the next section, we will give a more general Virasoro constraint from equation (2.14).

From the definition of correlation functions $W_k(x_1, \cdots, x_k)$, we can expand them with respect to the parameters $x_1, x_2, \cdots, x_k$ in the following way

$$W_k(x_1, \cdots, x_k) = N^{k-2} \left\langle \frac{1}{x_1 - M} \cdots \frac{1}{x_k - M} \right\rangle_c = \sum_{l_1=0}^{\infty} \sum_{l_2=0}^{\infty} \cdots \sum_{l_k=0}^{\infty} x_1^{-l_1-1} x_2^{-l_2-1} \cdots x_k^{-l_k-1} \left\langle \text{tr}M^{l_1} \text{tr}M^{l_2} \cdots \text{tr}M^{l_k} \right\rangle_c. \quad (3.18)$$

Using equation (3.18) and the expression of potential $V(x)$, we can reform equation (2.13) as:

$$\sum_{n=-1}^{\infty} x_1^{-n-2} \frac{1}{N^2} \left\{ \sum_{k=0}^{n} \left\langle \text{tr}M^k \text{tr}M^{n-k} \right\rangle - N \sum_{k=1}^{\infty} k t_k \left\langle \text{tr}M^{k+n} \right\rangle \right\} = 0. \quad (3.19)$$

In fact, from the definition of matrix integral (2.1) and the expression of the potential $V(x)$, equation (3.19) can be reexpressed as operators acting on the partition function $Z$,

$$\sum_{n=-1}^{\infty} x_1^{-n-2} \frac{1}{N^2} Z \left\{ \frac{1}{N^2} \sum_{k=0}^{n} \frac{\partial^2}{\partial t_k \partial t_{n-k}} + \sum_{k=1}^{\infty} k t_k \frac{\partial}{\partial t_{k+n}} \right\} \cdot Z = 0. \quad (3.20)$$

If we define the operators $\mathcal{L}_n$ as

$$\mathcal{L}_n = \sum_{k=1}^{\infty} k t_k \frac{\partial}{\partial t_{k+n}} + \frac{1}{N^2} \sum_{k=0}^{n} \frac{\partial^2}{\partial t_k \partial t_{n-k}}, \quad n \geq -1. \quad (3.21)$$

equation (3.20) is identical with

$$\sum_{n=-1}^{\infty} x_1^{-n-2} \mathcal{L}_n \cdot Z = 0, \quad (3.22)$$

and the operators $\mathcal{L}_m$ subject to the relation

$$[\mathcal{L}_m, \mathcal{L}_n] = (m-n) \mathcal{L}_{m+n}; \quad m, n \geq -1. \quad (3.23)$$
In equation (3.22), $x_1$ is a variable, so the coefficient of the power of $x_1^{-1}$ is zero, i.e.

$$\mathcal{L}_n \cdot Z = 0, \quad n \leq -1. \quad (3.24)$$

The set of operators $\{\mathcal{L}_n, n \geq -1\}$ is a subalgebra of Virasoro algebra, and equation (3.24) is usually called as a Virasoro constraint of the one-hermitian matrix model.

The partition function of one-hermitian matrix model is a singular vector of the Virasoro algebra. We can regard the partition function $Z$ (i.e.(2.1)) as a highest weight state of the Virasoro algebra. We now give a realization of the Virasoro algebra with the CFT method [7,28,31], such that the annihilation subalgebra is exact the $\{\mathcal{L}_n, n \geq -1\}$. Setting

$$j_n = \begin{cases} -Nnt_{-n}, & n < 0; \\ \frac{k \cdot \partial}{N \partial n}, & n \geq 0; \end{cases}, \quad (3.25)$$

then the operators $j_n$ are subject to the $\hat{U}(1)$ Kac-Moody algebra relation,

$$[j_m, j_n] = km\delta_{m+n,0}, \quad (3.26)$$

and $k$ is level of the representation. So (3.25) is a realization of current algebra $\hat{U}(1)_k$. The bosonic current is

$$J(z) = \sum_{n \in \mathbb{Z}} j_n z^{-n-1}. \quad (3.27)$$

From it, the energy momentum tensor is given as

$$L(z) = \frac{1}{2k} :J(z)J(z): = \sum_{n \in \mathbb{Z}} L_n z^{-n-2}. \quad (3.28)$$

Here, the modes $L_n$ are

$$L_n = \frac{1}{2k} \left\{ \frac{k^2}{N^2} \sum_{l=0}^{n} \frac{\partial^2}{\partial t_l \partial t_{n-l}} + 2k \sum_{l=1}^{\infty} \frac{\partial t_l}{\partial t_{l+n}} \right\}, \quad n \geq -1, \quad (3.29)$$

and

$$L_n = \frac{1}{2k} \left\{ 2k \sum_{l=0}^{\infty} (-n+l)t_{-n+l} \frac{\partial}{\partial t_l} + N^2 \sum_{l=1}^{-n-1} l(-n-l) t_{-n-l} \right\}, \quad n \leq -2. \quad (3.30)$$
From the above expression, it is easy to see that when the level \( k \) is restricted to 2, the annihilation subalgebra (i.e. \( \{ L_n, n \geq -1 \} \)) is exactly the Virasoro constraint of one-hermitian matrix model. In the case \( k = 2 \), denoting the current (3.28) by \( \hat{L}(z) \), then

\[
\hat{L}(z) = \frac{1}{4} \left( \sum_{n=0}^{\infty} \frac{2}{N} \frac{\partial}{\partial t_n} z^{-n-1} + \sum_{n=1}^{\infty} N n t_n z^{n-1} \right)^2 : \sum_{n \in \mathbb{Z}} \hat{L}_n z^{-n-2}.
\]

So the explicit expression of \( \hat{L}_n \) are

\[
\hat{L}_n = \frac{1}{N^2} \sum_{k=0}^{n} \frac{\partial^2}{\partial t_k \partial t_{n-k}} t_{n-k} + \sum_{k=1}^{\infty} k t_k \frac{\partial}{\partial t_{n+k}}, \quad n \geq -1,
\]

and

\[
\hat{L}_n = \sum_{l=0}^{\infty} (-n + l) t_{n+l} \frac{\partial}{\partial t_l} + \frac{N^2}{4} \sum_{l=1}^{\infty} l(-n - l) t_l t_{n-l}, \quad n \leq -2.
\]

The set of operators \( \{ \hat{L}_n; n \in \mathbb{Z} \} \) is a realization of Virasoro algebra with central charge \( c = 1 \),

\[
[\hat{L}_n, \hat{L}_m] = (n - m) \hat{L}_{m+n} + \frac{1}{12} (n^3 - n) \delta_{n+m,0}.
\]

4 Generalized Virasoro Constraints

In section 3, we have given the Virasoro constraint of one-hermitian matrix model, i.e. the operator representation of equation (2.13). We now derive a more general constraint of this matrix model.

Using the expression of \( V(x) \), expand \( W_k(x_1, \ldots, x_k) \) in equation (2.14) as (3.18) with respect the parameters \( x_1, \ldots, x_k \)

\[
\sum_{n=-1}^{\infty} \sum_{n_1=1}^{\infty} \cdots \sum_{n_k=1}^{\infty} x^{-n-2} x_1^{-n_1-1} \cdots x_k^{-n_k-1} \cdot \left\{ N^k \sum_{l=0}^{\infty} \langle tr M^l tr M^{n-l} tr M^n \cdots tr M^{n_k} \rangle - N^{k+1} \sum_{l=1}^{\infty} \langle tr M^{n+l} tr M^n \cdots tr M^{n_k} \rangle + N^k \sum_{l=1}^{\infty} n_l \langle tr M^{n_i+n} tr M^{n_1} \cdots tr M^{n_k} \rangle \right\} = 0.
\]
Similarly as equation (3.20), equation (4.35) can also be reexpressed as operators acting on the partition function $Z$:

\[
\sum_{n=1}^\infty \sum_{n_1=1}^\infty \cdots \sum_{n_k=1}^\infty x^{-n-2}x_1^{-n_1-1} \cdots x_k^{-n_k-1} \cdot \frac{(-1)^k}{Z} \cdot \left( \sum_{l=0}^n \frac{1}{N^2} \frac{\partial}{\partial t_l} \frac{\partial}{\partial t_{n-l}} \frac{\partial}{\partial t_{n_1}} \cdots \frac{\partial}{\partial t_{n_k}} \right) + \sum_{l=1}^\infty \frac{u_l}{\partial t_{n_l}} \frac{\partial}{\partial t_{n_1}} \cdots \frac{\partial}{\partial t_{n_k}} \cdot Z = 0, \tag{4.36}
\]

in the above equations, “^” means that the corresponding term will not appear in the series.

We use the standard notation as in the book [30]. One says $\lambda$ is a partition, it means $\lambda = (\lambda_1, \lambda_2, \cdots, \lambda_l)$, $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_l > 0$. The numbers of the non-zero $\lambda_i$ is the length of the partition $\lambda$, denoted as $l(\lambda)$ and the weight of partition $\lambda$ is

\[
|\lambda| = \sum_{i=1}^{l(\lambda)} \lambda_i. \tag{4.37}
\]

We denote the set of all partitions by $\mathcal{P}$. If $\lambda = (\lambda_1, \cdots, \lambda_{l(\lambda)})$ and $\mu = (\mu_1, \cdots, \mu_{l(\mu)})$ are two partitions, we define the following operations between them,

\[
\lambda \cup \mu = (\nu_1, \nu_2, \cdots, \nu_{l(\lambda)+l(\mu)}), \quad \nu_1 \geq \nu_2 \geq \cdots \geq \nu_{l(\lambda)+l(\mu)},
\]

\[
u_i \in \lambda \text{ or } \nu_i \in \mu, \quad \text{for } 1 \leq i \leq l(\lambda) + l(\mu),
\]

and

\[
\lambda \setminus \lambda_i = (\lambda_1, \cdots, \lambda_{i-1}, \lambda_{i+1}, \cdots, \lambda_{l(\lambda)}).
\]

Now, we can introduce operators

\[
\mathcal{L}_{n;\lambda} = \sum_{k=0}^n \frac{1}{N^2} \frac{\partial}{\partial t_k} \frac{\partial}{\partial t_{n-k}} \prod_{i=1}^{l(\lambda)} \frac{\partial}{\partial t_{\lambda_i}} + \sum_{k=1}^\infty k t_k \frac{\partial}{\partial t_{n+k}} \prod_{i=1}^{l(\lambda)} \frac{\partial}{\partial t_{\lambda_i}} + \sum_{i=1}^{l(\lambda)} \lambda_i \frac{\partial}{\partial t_{\lambda_i+n}} \prod_{j=1, j \neq i}^{l(\lambda)} \frac{\partial}{\partial t_{\lambda_j}}. \tag{4.40}
\]

Equation (4.36) is equivalent to an equation be expressed through the operators $\mathcal{L}_{n;\lambda}$

\[
\sum_{n=-1}^\infty \sum_{\lambda \in \mathcal{P}} x^{-n-2}x_1 \cdots x_k m_\lambda(x_1^{-1}, \cdots, x_k^{-1}) \mathcal{L}_{n;\lambda} \cdot Z = 0 \quad \tag{4.41}
\]
Here $m_{\lambda}(x_1^{-1}, \ldots, x_k^{-1})$ is the monomial symmetric function generated by $x_1^{-\lambda_1} \cdots x_k^{-\lambda_k}$.

\begin{equation}
m_{\lambda}(x_1^{-1}, \ldots, x_k^{-1}) = \sum_{\alpha} x_1^{-\alpha_1} \cdots x_k^{-\alpha_k},
\end{equation}

with summing over all distinct permutations $(\alpha_1, \ldots, \alpha_k)$ of $\lambda = (\lambda_1, \ldots, \lambda_k)$. In equations (4.36) and (4.41), $k$ could be any positive integer. When $k \to \infty$, the monomial symmetric functions $m_{\lambda}(x_1^{-1}, \ldots, x_k^{-1})$, $\lambda \in P$ are independent. So all the coefficients of $x^{-n-2}x_1 \cdots x_k m_{\lambda}(x_1^{-1}, \ldots, x_k^{-1})$ in equation (4.41) are zero. That is

\begin{equation}
\mathcal{L}_{n;\lambda} \cdot Z = 0, n \geq -1.
\end{equation}

The set of operators $\{\mathcal{L}_{n;\lambda}, n \geq -1\}$ forms a constraint of the one-hermitian matrix model (2.1). The Virasoro constraint $\{\mathcal{L}_{n}, n \geq -1\}$ introduced in section 3 is a spatial case of $\{\mathcal{L}_{n;\lambda}, n \geq -1\}$ with $\lambda = 0$. We could name $\{\mathcal{L}_{n;\lambda}, n \geq -1\}$ as a generalized Virasoro constraint of 1-hermitian matrix model, for they satisfy the following relation:

\begin{equation}
\mathcal{L}_{n;\lambda}, \mathcal{L}_{m;\mu}
\end{equation}

In equation (4.44), if both the partitions $\lambda$ and $\mu$ are $\emptyset$, it is the usual Virasoro constraint (3.23). It is easy to verify that the Lie bracket defined in equation (4.44) satisfies

\begin{equation}
[\mathcal{L}_{n;\lambda}, \mathcal{L}_{m;\mu}] = - [\mathcal{L}_{m;\mu}, \mathcal{L}_{n;\lambda}]
\end{equation}

and the Jacobi identity

\begin{equation}
[\mathcal{L}_{m;\lambda}, [\mathcal{L}_{n;\mu}, \mathcal{L}_{k;\nu}]] + [\mathcal{L}_{n;\mu}, [\mathcal{L}_{k;\nu}, \mathcal{L}_{m;\lambda}]] + [\mathcal{L}_{k;\nu}, [\mathcal{L}_{m;\lambda}, \mathcal{L}_{n;\mu}]] = 0,
\end{equation}

where $m, n$ and $k$ are integers bigger than $-2$ and $\lambda, \mu$ and $\mu$ are partitions. These imply that $\{\mathcal{L}_{n;\lambda}, n \leq -1\}$ forms a Lie algebra. This algebra include more information than the annihilation subalgebra of the Virasoro algebra. Even for the case $m = n = 0$ in (4.44),

\begin{equation}
[\mathcal{L}_{0;\lambda}, \mathcal{L}_{0;\mu}]
\end{equation}

In equation (4.44), if both the partitions $\lambda$ and $\mu$ are $\emptyset$, it is the usual Virasoro constraint (3.23). It is easy to verify that the Lie bracket defined in equation (4.44) satisfies

\begin{equation}
[\mathcal{L}_{n;\lambda}, \mathcal{L}_{m;\mu}] = - [\mathcal{L}_{m;\mu}, \mathcal{L}_{n;\lambda}]
\end{equation}

and the Jacobi identity

\begin{equation}
[\mathcal{L}_{m;\lambda}, [\mathcal{L}_{n;\mu}, \mathcal{L}_{k;\nu}]] + [\mathcal{L}_{n;\mu}, [\mathcal{L}_{k;\nu}, \mathcal{L}_{m;\lambda}]] + [\mathcal{L}_{k;\nu}, [\mathcal{L}_{m;\lambda}, \mathcal{L}_{n;\mu}]] = 0,
\end{equation}

where $m, n$ and $k$ are integers bigger than $-2$ and $\lambda, \mu$ and $\mu$ are partitions. These imply that $\{\mathcal{L}_{n;\lambda}, n \leq -1\}$ forms a Lie algebra. This algebra include more information than the annihilation subalgebra of the Virasoro algebra. Even for the case $m = n = 0$ in (4.44),

\begin{equation}
[\mathcal{L}_{0;\lambda}, \mathcal{L}_{0;\mu}]
\end{equation}

In equation (4.44), if both the partitions $\lambda$ and $\mu$ are $\emptyset$, it is the usual Virasoro constraint (3.23). It is easy to verify that the Lie bracket defined in equation (4.44) satisfies

\begin{equation}
[\mathcal{L}_{n;\lambda}, \mathcal{L}_{m;\mu}] = - [\mathcal{L}_{m;\mu}, \mathcal{L}_{n;\lambda}]
\end{equation}

and the Jacobi identity

\begin{equation}
[\mathcal{L}_{m;\lambda}, [\mathcal{L}_{n;\mu}, \mathcal{L}_{k;\nu}]] + [\mathcal{L}_{n;\mu}, [\mathcal{L}_{k;\nu}, \mathcal{L}_{m;\lambda}]] + [\mathcal{L}_{k;\nu}, [\mathcal{L}_{m;\lambda}, \mathcal{L}_{n;\mu}]] = 0,
\end{equation}

where $m, n$ and $k$ are integers bigger than $-2$ and $\lambda, \mu$ and $\mu$ are partitions. These imply that $\{\mathcal{L}_{n;\lambda}, n \leq -1\}$ forms a Lie algebra. This algebra include more information than the annihilation subalgebra of the Virasoro algebra. Even for the case $m = n = 0$ in (4.44),

\begin{equation}
[\mathcal{L}_{0;\lambda}, \mathcal{L}_{0;\mu}]
\end{equation}
\( \{ \mathcal{L}_{0;\lambda} \} \) is a nontrivial subalgebra of \( \{ \mathcal{L}_{n;\lambda} \} \). Equation (4.40) gives the definition of operators \( \mathcal{L}_{n;\lambda} \) with \( n \geq -1 \).

Now we will extend the set of operators \( \{ \mathcal{L}_{n;\lambda}, n \leq -1 \} \) in a way to \( \{ \hat{\mathcal{L}}_{\Lambda;\mu,\lambda} \} \), such that \( \{ \hat{\mathcal{L}}_{\Lambda;\mu,\lambda} \} \) forms a Lie algebra, and \( \{ \mathcal{L}_{n;\lambda} \} \) for \( n \geq -1 \) is a subalgebra of the extended algebra.

From section 3, the set of operators \( \{ \hat{\mathcal{L}}_{n;\lambda}, n \in \mathbb{Z} \} \) forms a Virasoro algebra and \( \hat{\mathcal{L}}_{n} = \mathcal{L}_{n} \) for \( n \geq -1 \). If

\[
\begin{cases}
\hat{j}_{n} = \frac{2}{N} \frac{\partial}{\partial t_{n}}, & n > 0; \\
\hat{j}_{n} = -N n t_{-n}, & n \leq 0;
\end{cases}
\] (4.48)

and then the generating function of these operators is

\[
\hat{J}(z) = \sum_{n \in \mathbb{Z}} \hat{j}_{n} z^{-n-1}.
\] (4.49)

One easily gets

\[
[\hat{L}_{n}, \hat{j}_{k}] = -k \hat{j}_{n+k}.
\] (4.50)

Let \( \lambda = (\lambda_{1}, \cdots, \lambda_{l(\lambda)}) \) be a partition of a positive integer, we set the following operators indexed by the partitions:

\[
\hat{j}_{\lambda} = \hat{j}_{\lambda_{1}} \hat{j}_{\lambda_{2}} \cdots \hat{j}_{l(\lambda)},
\] (4.51)

and

\[
\hat{j}_{\lambda}^{\dagger} = \hat{j}_{-\lambda_{1}} \hat{j}_{-\lambda_{2}} \cdots \hat{j}_{-l(\lambda)}.
\] (4.52)

Now we make a new notation: generalized partitions. Let \( \Lambda \) be a generalized partition, it means:

\[
\Lambda = (\Lambda_{1}, \Lambda_{2}, \cdots, \Lambda_{l(\Lambda)}),
\]
\[
-\infty < \Lambda_{1} \leq \Lambda_{2} \leq \cdots \leq \Lambda_{l(\Lambda)} < \infty; \text{ and } \Lambda_{i} \in \mathbb{Z} \text{ for } 1 \leq i \leq l(\Lambda).
\] (4.53)

Similarly, we denote \( l(\Lambda) \) as the length of generalized partition \( \Lambda \), and the weight of \( \Lambda \) is the algebraic summation of \( \Lambda_{i} \)

\[
|\Lambda| = \sum_{i=1}^{l(\Lambda)} \Lambda_{i}.
\] (4.54)

For a generalized partition \( \Lambda \), we set

\[
\hat{\mathcal{L}}_{\Lambda} = \hat{\mathcal{L}}_{\Lambda_{1}} \hat{\mathcal{L}}_{\Lambda_{2}} \cdots \hat{\mathcal{L}}_{\Lambda_{l(\Lambda)}}.
\] (4.55)

As well as partitions \( \lambda \) and \( \mu \),

\[
\hat{\mathcal{L}}_{\Lambda;\mu,\lambda} = \hat{j}_{\mu}^{\dagger} \hat{j}_{\lambda} \hat{\mathcal{L}}_{\Lambda}.
\] (4.56)
and especially
\[ \hat{L}_{\emptyset,\emptyset,\emptyset} = 1. \] (4.57)

It is easily to see that the set of operators \( \{ \hat{L}_{\Lambda;\mu,\lambda} \} \) forms a Lie algebra, i.e.
\[
\left[ \hat{L}_{\Lambda;\mu,\lambda}, \hat{L}_{\Lambda';\mu',\lambda'} \right] = \sum_{\Lambda'';\mu'',\lambda''} c_{\Lambda'';\mu'',\lambda''} \hat{L}_{\Lambda'';\mu'',\lambda''}; \\
\left[ \hat{L}_{\Lambda;\mu,\lambda}, \hat{L}_{\Lambda';\mu',\lambda'} \right] = - \left[ \hat{L}_{\Lambda';\mu',\lambda'}, \hat{L}_{\Lambda;\mu,\lambda} \right]; \\
\left[ \left[ \hat{L}_{\Lambda;\mu,\lambda}, \hat{L}_{\Lambda';\mu',\lambda'} \right], \hat{L}_{\Lambda'';\mu'',\lambda''} \right] + \left[ \left[ \hat{L}_{\Lambda'';\mu'',\lambda''}, \hat{L}_{\Lambda;\mu,\lambda} \right], \hat{L}_{\Lambda';\mu',\lambda'} \right] = 0,
\]
(4.58)

where \( c_{\Lambda'';\mu'',\lambda''} \) are structure constants, \( \Lambda, \Lambda' \) and \( \Lambda'' \) are arbitrary generalized partitions, while \( \lambda, \lambda', \lambda'', \mu, \mu' \) and \( \mu'' \) are arbitrary partitions of positive integers, respectively. For explicit partitions, we could give the exact value of the structure constant \( c \). But for general partitions, it is very complicated and could not be indexed by partitions simply. On the other hand, the structure constants \( c \) should rely on a definite representation of the algebra. Besides the bracket \( \left[ \hat{L}_{\Lambda;\lambda;\mu}, \hat{L}_{\Lambda';\mu',\lambda'} \right] \), we can make some other brackets, such as
\[
\begin{align*}
\left[ \hat{L}_{\Lambda;\lambda;\mu}, \hat{L}_{\Lambda';\mu',\lambda'} \right]_1 &= \hat{L}_{\Lambda;\lambda;\mu} \hat{L}_{\Lambda';\mu',\lambda'} - \hat{L}_{\Lambda';\mu',\lambda'} \hat{L}_{\Lambda;\lambda;\mu}, \\
\left[ \hat{L}_{\Lambda;\lambda;\mu}, \hat{L}_{\Lambda';\mu',\lambda'} \right]_2 &= \hat{L}_{\Lambda;\lambda;\mu} \hat{L}_{\Lambda';\mu',\lambda'} - \hat{L}_{\Lambda';\mu',\lambda'} \hat{L}_{\Lambda;\lambda;\mu}, \\
\left[ \hat{L}_{\Lambda;\lambda;\mu}, \hat{L}_{\Lambda';\mu',\lambda'} \right]_3 &= \hat{L}_{\Lambda;\lambda;\mu} \hat{L}_{\Lambda';\mu',\lambda'} - \hat{L}_{\Lambda';\mu',\lambda'} \hat{L}_{\Lambda;\lambda;\mu}, \\
\left[ \hat{L}_{\Lambda;\lambda;\mu}, \hat{L}_{\Lambda';\mu',\lambda'} \right]_4 &= \hat{L}_{\Lambda;\lambda;\mu} \hat{L}_{\Lambda';\mu',\lambda'} - \hat{L}_{\Lambda';\mu',\lambda'} \hat{L}_{\Lambda;\lambda;\mu}, \\
\left[ \hat{L}_{\Lambda;\lambda;\mu}, \hat{L}_{\Lambda';\mu',\lambda'} \right]_5 &= \hat{L}_{\Lambda;\lambda;\mu} \hat{L}_{\Lambda';\mu',\lambda'} - \hat{L}_{\Lambda';\mu',\lambda'} \hat{L}_{\Lambda;\lambda;\mu}, \\
\left[ \hat{L}_{\Lambda;\lambda;\mu}, \hat{L}_{\Lambda';\mu',\lambda'} \right]_6 &= \hat{L}_{\Lambda;\lambda;\mu} \hat{L}_{\Lambda';\mu',\lambda'} - \hat{L}_{\Lambda';\mu',\lambda'} \hat{L}_{\Lambda;\lambda;\mu}.
\end{align*}
\]
(4.59)

It is easy to verify that \( \left[ \hat{L}_{\Lambda;\lambda;\mu}, \hat{L}_{\Lambda';\mu',\lambda'} \right]_i, i = 1, 2 \ldots 6 \) belong to \( \{ \hat{L}_{\Lambda;\lambda;\mu} \} \) too. The explicit expressions of them are very complicated, and these brackets may not have straightforward relationship with matrix model, we will not discuss them in detail here.

For \( \Lambda = (n), n \geq -1 \) and \( \mu = 0 \), then
\[
\hat{L}_{(n);0,\lambda} = \left( \frac{2}{N} \right)^{t(\lambda)} \mathcal{L}_{n,\lambda}.
\] (4.60)

So the generalized Virasoro constraints \( \{ \mathcal{L}_{n}; n \geq -1 \} \) is a subalgebra of operator algebra \( \{ \hat{L}_{\Lambda;\mu,\lambda} \} \), and it also gives a bosonic realization to the generalized Virasoro constraints of one-hermitian matrix model.
From the algebraic relation (4.44), we could also obtain an algebra \( \mathcal{L} \). The elements of algebra \( \mathcal{L} \) are \( L_n, \Lambda \) for \( n \in \mathbb{Z} \), and \( \Lambda \) is any generalized partition. They satisfy the following relation:

\[
[L_n, \Lambda, L_m, \Lambda'] = (n - m) L_{n+m, \Lambda \cup \Lambda'} + \sum_{i=1}^{l(\Lambda)} \Lambda_i L_{\Lambda \cup \Lambda' \cup (\Lambda_i + n - m) \setminus \Lambda_i} + \frac{c}{12} (n + |\Lambda| + 1) (n + |\Lambda|) (n + |\Lambda| - 1) \delta_{n+m+|\Lambda|+|\Lambda'|,0}.
\]

(4.61)

where \( c \) is a complex number. It is easy to verify the Lie bracket:

\[
[L_n, \Lambda, L_m, \Lambda'] = -[L_m, \Lambda', L_n, \Lambda],
\]

(4.62)

and the Jacobi identity:

\[
[[L_n, \Lambda, L_m, \Lambda'], L_k, \Lambda''] + [[L_m, \Lambda', L_k, \Lambda''], L_n, \Lambda] + [[L_k, \Lambda'', L_n, \Lambda], L_m, \Lambda'] = 0,
\]

(4.63)

respectively. Here \( n, m \) and \( k \) are arbitrary integers and \( \Lambda, \Lambda', \Lambda'' \) are arbitrary generalized partitions, respectively. From equation (4.61), and the Lie bracket (4.62), as well as the Jacobi identity (4.63), we see that \( \mathcal{L} \) is a Lie algebra, and it is a generalization of the usual Virasoro algebra. If we fix all the generalized partition as \( \emptyset \) in (4.61), it is exactly the usual Virasoro algebra. The algebra \( \mathcal{L} \) contains more information than the Virasoro algebra.

Even \( n = m = 0 \) in equation (4.61), \( \{L_{0, \Lambda} \} \) forms a nontrivial subalgebra of \( \mathcal{L} \), while when \( n = m = 0 \) in the Virasoro algebra, it is trivial. In fact, we could have another two kinds brackets for \( \{L_{n, \Lambda} \} \), these brackets may not have straightforward relationship with matrix model, so we do not list them here.

The set \( \{L_{n, \Lambda}; n \geq -1, \Lambda_i > 0\} \) forms a subalgebra of \( \mathcal{L} \) under the relation (4.61), and it is exactly the generalized Virasoro constraint. From equation (4.43), one can easily find that the Hermitian one-matrix model forms a natural representation of this subalgebra. Like the Virasoro algebra, there must be some interesting representations for the algebra \( \mathcal{L} \), such as the highest weight representation etc. To investigate the subject is one of our aim in the future.

It is nature to expect that, the algebra \( \mathcal{L} \) should correspond to certain field theory. As it is known that, the two-dimensional Wess-Zumino–Novikov-Witten (WZNW) model is the highest weight representation of affine Lie (Kac-Moody) algebras, and the Virasoro algebra corresponds to the model is obtained through the Sugawara construction. As the algebra \( \mathcal{L} \)
contains more information than the Virasoro algebra, so the field theory corresponding to the
new algebra should be more complicated than the WZNW model, and the field theory should
be an extension of the well known WZNW model. To find such model is our another goal in
the future. We hope the algebra $\mathcal{L}$ may has relationship with the $4D N=2$ supersymmetric
Yang-Mills theory. If this point view is right, one could get certain correspondence between
different field theories from this algebra.

5 Conclusion

In this article, from the standard CFT method we give a realization of Virasoro algebra whose
annihilation subalgebra is exactly the Virasoro constraint of the Hermitian one-matrix model.
Similar as the equivalence between the one-loop equation and the Virasoro constraint, we
get a generalized Virasoro constraint from multi-loop equations of the Hermitian one-matrix
model. Extending the generalized Virasoro constraint, we obtain more interesting algebras.
$\{\hat{L}_{\Lambda,\mu,\lambda}\}$ is an extension of the generalized Virasoro constraint. In fact, the algebra $\{\hat{L}_{\Lambda,\mu,\lambda}\}$
is an universal enveloping algebra of the algebra $\{\hat{j}_m, \hat{L}_n; m, n \in \mathbb{Z}\}$. And $\{\hat{L}_{\Lambda,\mu,\lambda}\}$ provides
a bosonic realization to the generalized Virasoro algebra. A more interesting extension is
the algebra $\mathcal{L}$, as a Lie bracket of $\mathcal{L}$ is very natural, and its the elements are indexed by
partitions. The algebra $\mathcal{L}$ should be universal in the subjects related to matrix model. We
want to find a nontrivial realization of $\mathcal{L}$, but we could not get it up to now.

For any algebraic curve, B.Eynard and N.Orantin have constructed a sequence of symplec-
tic invariants on it. Particularly, the partition function of the Hermitian one-matrix model
is exactly the symplectic invariant on its spectral curve. They have also introduced Virasoro
constraints of these symplectic invariants locally and globally on the spectral curve. The
origin of these Virasoro constraints is the one for the Hermitian matrix model. On any curve,
there should be certain constraints corresponding to the generalized Virasoro constraint and
the algebra $\mathcal{L}$ we have presented here. To find the correspondence is an interesting issue for
us.
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