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Abstract

Highway capacity is often subject to stochastic perturbations due to the combined effects of weather, traffic mixture, driver behavior, etc. This paper is motivated by the need of a systematic approach to traffic control with performance guarantees in the face of such perturbations. We develop a novel control-theoretic method for designing perturbation-resilient ramp metering. We consider a cell-transmission model with 1) Markovian cell capacities and 2) buffers representing on-ramps and upstream mainline. Using this model, we analyze the stability of on-ramp queues by constructing piecewise Lyapunov functions that consider the nature of nonlinear traffic dynamics. Then, we design ramp controllers that guarantee bounds for throughput and queue sizes. We also formulate the problem of coordinated ramp metering as a bi-level optimization with non-convex inner sub-problems. To address the computational issue in solving this problem, we also consider localized and partially coordinated reformulations. A case study of a 18.1-km highway in Los Angeles, USA indicates a 8.3% (resp. 9.9%) reduction of vehicle-hours-traveled obtained by the localized (resp. partially coordinated) control, both outperforming the classical ALINEA and METALINE controllers.

Index terms: Markov processes, nonlinear control, highway ramp metering.

1 Introduction

1.1 Motivation

Modern control systems continue to play an important role in improving highway system performance. Technologies such as embedded sensors and dynamic traffic signal controllers
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have enabled several highway control strategies, including ramp metering, variable speed limit, and dynamic routing \cite{1,2,3}. Most of these strategies are designed for nominal (and deterministic) settings. However, the intrinsic uncertainties faced by highway systems can compromise the performance of such strategies \cite{4,5}. In this paper, we focus on control of highway on-ramps under capacity variations \cite{6,7}.

Usually, \textit{highway capacity} is defined as the maximum sustained flow rate under prevailing roadway and traffic conditions. In practice, the capacity may change when the traffic is perturbed by weather \cite{8}, driving behavior \cite{9}, traffic merging \cite{10}, and so on. Besides, such perturbations are often hard to predict and prevent. To address such issues, one can consider a stochastic model of highway capacity \cite{6}. The following example shows that highway dynamics can be better described by modeling stochastic capacities.
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(a) A section of Interstate 210 Eastbound in Los Angeles, California, U.S..
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(b) Barranca Avenue.

Figure 1: Capacity fluctuations at two bottlenecks.
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(c) Fruit Street.
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(a) True data.  

(b) CTM.  

(c) SS-CTM.

Figure 2: Comparison of traffic density maps.

We consider a 18.1-km Interstate 210 Eastbound (I-210E) section as shown in Fig. 1(a). We calibrated both a conventional cell-transmission model (CTM \cite{11}) and a stochastic-switching cell transmission model (SS-CTM \cite{5}) with Markovian capacities. In SS-CTM, the capacities switch between different states according to a Markov process. This approach has

\footnote{We use the terms capacity variations/perturbations/fluctuations interchangeably.}
been reported as a promising one for modeling stochastic traffic flows \[12\], occurrence of traffic breakdowns \[13\], and vehicle headway/spacing \[14\]. We calibrated this model based on \[15\]; see related methods in \[\textsuperscript{9}\]. Our calibration uses PeMS data \[16\] (see Appendix A). Figs. 1(b) and 1(c) show capacity fluctuation at traffic bottlenecks near Barranca Ave. and Fruit St. in Los Angeles on March 26, 2019.

We also simulated and compared these models in terms of mean absolute percentage error (MAPE) of vehicle travel times. The deterministic CTM gives a MAPE 8.9%, while the SS-CTM yields a MAPE of 4.3%. Fig. 2 visualizes the real and simulated traffic density maps. The CTM underestimates the traffic jam between Irwindale Ave. and Barranca Ave., while the SS-CTM significantly reduces this modeling error by introducing stochastic capacities. This example motivates our hypothesis that control design based on SS-CTM may be more promising than CTM-based control in managing congestion resulting from capacity variations.

In this paper, we develop a control-theoretic approach to designing ramp control that is resilient to Markovian capacity. The proposed approach can guarantee a lower bound for throughput and an upper bound for on-ramp queue sizes in the face of perturbations. To this end, we consider SS-CTM, a spatially discretized traffic flow model with stochastic capacities. This model extends the well-known CTM by introducing two features: 1) Highway capacities varying according to a Markov process; and 2) Infinite-sized buffers representing on-ramps and upstream mainline. Besides tracking mainline traffic densities analogous to CTM, this model uses a Markov process for time-varying cell capacities and infinite-sized buffers for queues at on-ramps and upstream mainline. Using this model, we study the stability of queues under a class of ramp metering policies. The stability analysis enables us to formulate a bi-level program for designing a coordinated ramp metering strategy (similar to \[17,18\]). To address the computational difficulty arising from the non-convex and large-scale nature of this formulation, we consider localized and partially coordinated reformulations. The former relies only on local information (similar to \[19,20\]) and does not consider the interaction between multiple ramps; the latter sequentially designs ramp controllers such that the upstream controllers depend on the downstream ones. We apply both approaches to the above I-210E highway system and demonstrate that they lead to higher performance, in comparison to those assume deterministic highway capacity.

1.2 Related work

Prior literature has investigated various ramp control schemes. Papageorgiou et al. proposed the integral controller ALINEA for localized ramp metering \[19\] and then generalized it to the coordinated METALINE \[17\]. These algorithms were validated in a series of field tests \[21\] and prompted a range of controllers \[20,22,23\]. These have significantly refined the original ALINEA; however they still rely on nominal critical density that is defined based on maximal capacity. Another way is to formulate the on-ramp control as an optimization problem based on deterministic traffic flow models. Optimal ramp metering over a finite horizon was addressed via nonlinear optimization \[24,27\]. Real-time ramp metering can be also designed using model predictive control (MPC) \[28,29\], based on computationally efficient formulations. A distributed MPC-based ramp metering has been also proposed to improve tractability \[30\].

3
An alternative is to design optimal or near-optimal static state feedback controllers with simple structures [31], which are considered in our paper. Our controllers do not rely on real-time computation and can be designed based on offline-calibrated SS-CTM. Furthermore, they can be flexibly implemented in either a centralized or a decentralized manner. Here we build on our previous work which showed that capacity perturbations may destabilize on-ramp queues that are stable in the deterministic, nominal/average setting [5]. In particular, capacity fluctuations can induce new bottlenecks and the nominally designed controllers can fail to mitigate traffic queues at these bottlenecks. Some attempts to solve this problem have been reported in the literature. One approach is to estimate capacity drop and design control laws based on a modified fundamental diagram [32]. Although the capacity drop in this method is explicitly modeled by the relation between capacity and density, it does not account for perturbations caused by other factors. Robust control may be also applied based on appropriately defined uncertainty sets [33–36]. However, our paper is expressly driven by the need to handle stochastic capacity perturbations, including the ones with low probability of occurrence. There exists recent work that studies highway control under stochastic perturbations [37, 38]. However, the body of work is somewhat limited in its treatment of stability and does not provide resiliency guarantees against stochastic capacity.

1.3 Our contributions

We formalize the notion of resilient ramp metering for stochastic capacity, and address two main control design questions:

(i) How to formulate an optimization model with stability constraint and control cost related to queue size or throughput?

(ii) How to obtain practically relevant control policies by solving this model when ramp controllers are coupled?

We address (i) by exploiting the Foster-Lyapunov criterion [39]. This criterion leads to the drift condition for the feedback-controlled SS-CTM and it is sufficient to ensure stability of the controllers. The generic form of Foster-Lyapunov criterion requires verifying the drift condition everywhere over the state space, but we simplify it by constructing a bounded invariant set (a subset of the state space) and show that one can instead verify the drift condition over the invariant set. Second, we utilize the drift condition to obtain an upper bound of the buffer queue size for a given control law and traffic demand, and a corresponding lower bound of throughput. Our design objective can thus be formulated as problem of minimizing the queue size given traffic demand subject to the stability constraint. Importantly, we use the upper bound as a proxy for the exact queuing cost. The numerical examples in Sections 3 and 4 show that this bound is reasonably tight in practice.

To address (ii), we develop localized and partially coordinated reformulations of the general coordinated control design problem. These reformulations may reduce control efficiency somewhat, but provide tractable means to solve large-scale problems. The localized ramp metering is designed independently of other ramp controllers. For this reformulation, we propose a Lyapunov function based on the insights about the traffic dynamics; this simplifies both the stability condition (Theorem 1) and control objective. Then the controller can be obtained by solving a bi-level program with a non-convex inner problem. The technique of localized reformulation can also be applied to the fully coordinated control design (Theorem 2),
which inspires a partially coordinated reformulation. We note that a fully coordinated design accounts for the interactions among ramp controllers, while the partially coordinated approach only considers the impacts of downstream ramp metering on the upstream ones. Essentially, the latter decomposes the coordination problem into a set of interconnected subproblems and solves them one-by-one from the downstream to the upstream. We also present the corresponding stability condition (Theorem 3) and numerically show in Section 4 that it can yield a good approximate solution.

Finally, we validate our approach using the I-210E case study introduced in Fig. 1(a). Two benchmarks are considered, one with the localized ALINEA and the other with the coordinated METALINE. Numerical evaluation shows that, compared to ALINEA and METALINE, our approach is more efficient in terms of reducing total vehicle hours (both on the mainline and at the on-ramps). Our localized and partially coordinated control design reduced total vehicle hours by 8.3% and 9.9% respectively, while ALINEA and MEATLINE contributed reductions of 5.1% and 6.2% respectively. Our results suggest that the existing methods for classical ramp metering can be refined to account for stochastic capacity perturbations, and our approach is useful in providing resiliency guarantees in terms to stability and performance.

The rest of this paper is organized as follows. We first introduce the SS-CTM and formulate the control problem in Section 2. The following Sections 3 and 4 focus on localized and coordinated ramp metering, respectively. Then, Section 5 presents our case study. Finally, we summarize the paper and discuss the future research in Section 6.

2 Modeling and formulation

2.1 Stochastic traffic model

We consider a highway with $K$ mainline cells, $K$ on-ramp buffers, and $K$ off-ramps, as shown in Fig. 3. The first buffer is not an actual on-ramp; instead, it represents the upstream highway section and stores the upstream mainline traffic. Each cell $k$ has the following parameters: length $l_k$ (km), free-flow speed $v_k$ (km/hr), congestion wave speed $w_k$ (km/hr), jam density $n_{jam}^k$ (veh/km) and mainline ratio $\beta_k \in [0, 1]$. Here $\beta_k$ denotes the fraction of traffic from cell $k$ entering cell $k + 1$; the remaining traffic flow leaves the highway at the $k$th off-ramp. Without loss of generality, we let $\beta_K = 0$. The $k$th buffer has a capacity $U_k$ (veh/hr) and is subject to a demand $\alpha_k \in [0, U_k]$. We assume that both $\alpha_k$ and $\beta_k$ are constant. The main reason is that the traffic model is considered for design of ramp metering which in practice is only turned on in peak hours [40] when traffic demands are steady. Note that ramp metering regulates the flow $r_k$ from buffer $k$ to cell $k$ for $k = 2, 3, \ldots, K$; see Fig. 3.

The continuous state of the highway is $(q, n)$, where $q = [q_1, \ldots, q_K]^T$ is the vector of buffer queues and $n = [n_1, \ldots, n_K]^T$ is the vector of traffic densities in mainline cells. The set of permissible queue lengths is $\mathcal{Q} := \mathbb{R}_{\geq 0}^K$, and the set of traffic densities is $\mathcal{N} := \prod_{k=1}^K [0, n_{jam}^k]$. Hence, the continuous state space is $\mathcal{Q} \times \mathcal{N}$.

In our stochastic traffic flow model, the state of the Markov process is referred to as mode, and we denote by $\mathcal{S} := \{1, 2, \ldots, m\}$ the set of modes. Every mode $s \in \mathcal{S}$ is associated with a vector of cell capacities $[F_{1,s}, \ldots, F_{K,s}]^T$. Thus stochastic capacity is captured by
the mode transition. Let \( S(t) \) be the mode at time \( t \). We assume that the Markov process \( \{S(t); t \geq 0\} \) is ergodic. It indicates that the Markov process returns to any state in a finite time almost surely. This assumption is reasonable, considering recurrent traffic jam day by day and underlying capacity variation \([5]\).

Let \( \{\lambda_{s,s'}; s, s' \in S\} \) denote the inter-mode transition rates. Without loss of generality, we let \( \lambda_{s,s} = 0 \) for all \( s \in S \). Hence, we have \( \text{Pr}\{S(t + \delta) = s'|S(t) = s\} = \lambda_{s,s'} \delta + o(\delta) \), where \( \delta \) is an infinitesimal time increment. The assumption of ergodicity means that a unique vector \( F \) which can be interpreted as the mean, the maximal, and the minimal capacity of cell \( k \) as the nominal capacity \( n^c_k \). Following \([11]\), we assume that each mode \( \lambda_{s,s'} \) are calibrated in advance. The calibration details are available in \([15]\).

For each \( k \), we define

\[
F_k := \sum_{s \in S} p_s F_{k,s}, \quad F_k^{\text{max}} := \max_{s \in S} F_{k,s}, \quad F_k^{\text{min}} := \min_{s \in S} F_{k,s},
\]

which can be interpreted as the mean, the maximal, and the minimal capacity of cell \( k \), respectively. We recognize \( F_k^{\text{max}} \) as the nominal capacity of cell \( k \) and define the nominal critical density as \( n^c_k := F_k^{\text{max}} / v_k \). Following \([11]\), we assume

\[
v_k n^c_k \leq w_k (n^\text{jam}_k - n^c_k),
\]

which implies the receiving flow is not less than the sending flow at the nominal critical density \( n^c_k \).

For notational convenience, we use \( \phi = (s, q, n) \) to denote hybrid state and \( \Phi(t) = (S(t), Q(t), N(t)) \) to denote (hybrid) stochastic process. Using this convention, we let \( Q_k(t) \) be the queue length in the \( k \)th on-ramp and \( N_k(t) \) denote the traffic density in the \( k \)th cell at time \( t \), and thus \( Q(t) = [Q_1(t), \ldots, Q_K(t)]^T \in \mathcal{Q} \) and \( N(t) = [N_1(t), \ldots, N_K(t)]^T \in \mathcal{N} \).

The following specifies the flow functions and traffic dynamics. First, the mainline inflow \( r_1 \) is given by

\[
r_1(q_1, n_1) = \begin{cases} \min\{\alpha_1, w_1(n^\text{jam}_1 - n_1)\} & q_1 = 0, \\ \min\{U_1, w_1(n^\text{jam}_1 - n_1)\} & q_1 > 0. \end{cases}
\]
For $k = 2, \cdots, K$, the controlled on-ramp flow $r_k^\mu$ from buffer $k$ to cell $k$ is given by

$$
\begin{align*}
    r_k^\mu(q_k, n) = \begin{cases} 
        \min\{\alpha_k, w_k(n_k^{\text{jam}} - n_k), \mu_k(n)\} & q_k = 0, \\
        \min\{U_k, w_k(n_k^{\text{jam}} - n_k), \mu_k(n)\} & q_k > 0,
    \end{cases}
\end{align*}
$$

(4)

where $\mu_k(n)$ denotes the control input from on-ramp $k$. Then the outflow $f_k^\mu$ from cell $k$ is given by

$$
\begin{align*}
    f_k^\mu(\phi) &= \min \left\{ v_k n_k, F_{k,s}, \frac{1}{\beta_k} \left( w_{k+1}(n_{k+1}^{\text{jam}} - n_{k+1}) \\
    &- r_{k+1}^\mu(q_{k+1}, n) \right) \right\}, \quad k = 1, \cdots, K - 1, \\
    f_K^\mu(\phi) &= \min \{ v_K n_K, F_{K,s} \}. 
\end{align*}
$$

(5a)

Note that (5a) indicates higher merging priority of on-ramp flows and the first-in-first-out rule for off-ramp flows [3]. Also (5b) indicates no bottlenecks downstream of cell $K$.

We consider that on-ramp flows are regulated by affine controllers [41]. This control law is favored because the simple state feedback can achieve performance comparable to that of more sophisticated methods [42]. Specifically, the control policy $\mu : \mathcal{N} \rightarrow \mathbb{R}_{\geq 0}^{K-1}$ is given by

$$
\mu_k(n) = u_k - \kappa_k n_k, \quad k = 2, \ldots, K,
$$

(6)

where the controller $\mu_k$ parameterized by $u_k$ and $\kappa_k$ limits the ramp flow based on the traffic density $n_k$. It indicates that $\mu_k(n)$ monotonically decreases as the downstream traffic density $n_k$ increases. The proposed ramp metering (6) relies on local measurements, similar to the classical ALINEA.

In the following, we denote by $r_k^\mu(q_k, n_k)$ the on-ramp flows. The control parameters $u_k$ and $\kappa_k$ can be optimized in either a localized or a coordinated manner. The optimal values of these parameters rely on the problem settings, such as traffic demand and capacity fluctuation. For example, when mainline demand increases, the designed ramp metering tends to be more aggressive with smaller $u_k$ or larger $\kappa_k$; see Fig. 6. Note that our approach does not necessarily require an affine control. More sophisticated ramp metering, such as piecewise affine controllers [43], can be readily considered by modifying the boundaries [5a]-[5f] of the invariant set presented next.

By the conservation of flow, the dynamics of the on-ramp queues $Q(t)$ and traffic densities $N(t)$ can be define below:

$$
\begin{align*}
    \dot{Q}_1^\mu(\phi) &= \alpha_1 - r_1(q_1, n_1), \\
    \dot{N}_1^\mu(\phi) &= (r_1(q_1, n_1) - f_1^\mu(\phi))/l_1, \\
    \dot{Q}_k^\mu(\phi) &= \alpha_k - r_k^\mu(q_k, n_k), \quad k \geq 2, \\
    \dot{N}_k^\mu(\phi) &= (\beta_{k-1} f_{k-1}^\mu(\phi) + r_k^\mu(q_k, n_k) - f_k^\mu(\phi))/l_k, \quad k \geq 2.
\end{align*}
$$

(7a)

For notional convenience, we define the vector fields $G^\mu(\phi) := [\dot{Q}_1^\mu, \cdots, \dot{Q}_K^\mu(\phi)]^T$ and $H^\mu(\phi) := [\dot{N}_1^\mu, \cdots, \dot{N}_K^\mu(\phi)]^T$. One can show that $G^\mu$ and $H^\mu$ are continuous and bounded and that $Q(t)$ and $N(t)$ are continuous in time $t$ [5].
Finally, we present lower and upper boundaries of traffic densities used for control design. For a set \( S \times E \subseteq S \times Q \times N \), we say \( n^*_k \) is a lower bound (resp. upper bound) of density \( n_k \) if \( H_k^\mu(\phi) \geq 0 \) (resp. \( H_k^\mu(\phi) \leq 0 \)) for any \( \phi \in \{(s, q, n) \in S \times E|n_k = n^*_k\} \). We define lower bounds (8a)-(8d) and upper bounds (8e)-(8f) as follows:

\[
\bar{n}_1 := \min\{\alpha_1, F_1^{\max}\},
\]

\[
\bar{n}_k := \min\{\beta_k-1 \min\{v_{k-1}n_{k-1}, F_{k-1}^{\min}\} + \alpha_k, F_k^{\max}\} / v_k, \quad k \geq 2,
\]

\[
\bar{n}_1 := \min\{U_1, F_1^{\max}\} / v_1,
\]

\[
\nu_k^\mu := \min\{\nu_k^\mu, F_k^{\max}/v_k\}, \quad k \geq 2,
\]

\[
\bar{n}_k := n_{k, jam} = F_k^{\min}/w_k, \quad k \leq K,
\]

\[
\bar{n}_k^\mu := n_{k, jam} - 1/w_k \min\{F_k^{\min}, R_{k+1}/\beta_k\}, \quad k \leq K-1,
\]

where \( \nu_k^\mu \) is a solution of

\[
\beta_k-1 \min\{v_{k-1}n_{k-1}, F_{k-1}^{\min}\} + v_k^\mu(1, \nu_k^\mu) = v_k \nu_k^\mu
\]

and

\[
R_{k+1} := \min_{n_{k+1} \in [n_{k+1}, \bar{n}_{k+1}^\mu]} w_{k+1}(n_{k+1}^{jam} - n_{k+1}) - v_k^\mu(1, n_{k+1})
\]

denotes the minimum receiving flow of cell \( k+1 \) for mainline traffic. Note that \( \nu_k^\mu \) is unique because of the monotonicity of \( \mu \). (8a)-(8d) denote the lower bound of \( n_k \) if there is no queue in buffer \( k \), while (8e)-(8f) mean the lower bound of \( n_k \) if buffer \( k \) has queuing flow. (8e) represents the upper bound of \( n_k \) if cell \( k \) is free from downstream congestion, while (8f) indicates the upper bound of \( n_k \) if the outflow from cell \( k \) is affected by downstream congestion. The superscript \( \mu \) indicates the dependency of boundaries on the control law \( \mu \).

### 2.2 Problem formulation

Our control objective is to stabilize and improve highway system performance in the face of capacity perturbations. For performance metric under control policy \( \mu \), we consider time-averaged queue size \( \bar{Q}^\mu \) in the buffers (on-ramps and upstream mainline). This quantity is useful for our stability analysis. It is also a typical cost function of in control of stochastic queuing/fluid models [44], and is related to the practical performance metric vehicle hours traveled [21].

We consider the following notion of stability: the buffer queues are stable if there exists \( Z < \infty \) such that for each initial condition \( \phi(0) \in S \times Q \times N \),

\[
\limsup_{t \to \infty} \frac{1}{t} \int_0^t E \left[ \sum_{k=1}^K Q_k^\mu(\tau) \right] d\tau \leq Z \tag{9}
\]
where $Q^\mu_k(\tau)$ denotes the queue size in the $k$-th buffer under the control law $\mu$. Practically, this notion indicates that the time-averaged queue lengths in all buffers are bounded regardless of the initial condition. For stable buffer queues, the time-averaged queue size converges to $\bar{Q}^\mu$ almost surely (a.s.):

$$
\lim_{t \to \infty} \frac{1}{t} \int_{\tau=0}^{t} \left( \sum_{k=1}^{K} Q^\mu_k(\tau) \right) d\tau = \bar{Q}^\mu \text{ a.s.} \tag{10}
$$

We now state our problem formulation:

$$
(P_0) \quad \min_{\mu} \bar{Q}^\mu \\
\text{s.t. every buffer queue is bounded on average.} \tag{11}
$$

The problem $P_0$ aims at improving the system performance subject to the stability constraint (11). Note that the objective function comprises queues both at on-ramps and upstream mainline. Shorter on-ramp queues indicates less queuing time at on-ramps whereas shorter upstream mainline queue implies less severe mainline congestion.

In the following, we apply the Foster-Lyapunov criterion to express $P_0$ mathematically. The criterion presents a sufficient condition for (9) and is stated below:

**Foster-Lyapunov criterion** [39]. Consider a Markov process $X(t)$ with state space $\mathcal{X}$ and infinitesimal generator $\mathcal{L}$. If there exists a Lyapunov function $V: \mathcal{X} \to \mathbb{R}_{\geq 0}$ and constants $c > 0$, $d < \infty$ satisfying

$$
\mathcal{L}V(x) \leq -cg(x) + d, \quad \forall x \in \mathcal{X}, \tag{12}
$$

then for each initial condition $x \in \mathcal{X}$

$$
\limsup_{t \to \infty} \frac{1}{t} \int_{\tau=0}^{t} \mathbb{E}[g(X(t))] d\tau \leq \frac{d}{c}. \tag{13}
$$

We refer to (12) as the drift condition. Noting that the traffic model SS-CTM belongs to piecewise deterministic Markov process [5], we have

$$
\mathcal{L}V(\phi) = G^\mu(\phi)^T \nabla_q V(\phi) + H^\mu(\phi)^T \nabla_n V(\phi) \\
+ \sum_{s' \in S} \lambda_{s,s'}(V(s', q, n) - V(s, q, n)) \tag{14}
$$

for any Lyapunov function $V: \mathcal{S} \times \mathcal{Q} \times \mathcal{N} \to \mathbb{R}_{\geq 0}$.

The criterion states that $g(X(t))$ is bounded on average with an upper boundary $d/c$ if the drift condition (12) holds for $g$. Practically, the choice of $g$ is application dependent. For our problem, we let

$$
g(\phi) = \sum_{k=1}^{K} q_k, \tag{15}
$$

i.e., the sum of buffer queue sizes. Hence, the Foster-Lyapunov criterion can be used to bound time-averaged buffer size.
Importantly, to ensure stability, we do not need to verify the drift condition (12) over $S \times Q \times \mathcal{N}$. We only need to consider initial conditions in an invariant set $M^\mu \subseteq Q \times \mathcal{N}$, where the superscript $\mu$ indicates the dependency of $M^\mu$ on $\mu$. An invariant set $M^\mu$ is a closed set such that $(Q(t), N(t)) \in M^\mu$ for $t \geq 0$ given any initial condition $\phi \in S \times M^\mu$.

Since it is hard to compute $\bar{Q}^\mu$ analytically, we choose the upper bound $d/c$ of $\bar{Q}^\mu$ as the control objective. Given a invariant set $M^\mu$ and a Lyapunov function $V : S \times M^\mu \to \mathbb{R}_{\geq 0}$, the problem $P_0$ can be approximated as follows:

$$(P_1) \min_{\mu; c,d>0} \frac{d}{c}$$

s.t. $G^\mu(\phi)^T \nabla_q V(\phi) + H^\mu(\phi)^T \nabla_n V(\phi) + \sum_{s' \in S} \lambda_{s,s'} (V(s', q, n) - V(\phi)) \leq -c \sum_{1 \leq k \leq K} q_k + d,$

$$\forall \phi = (s, q, n) \in S \times M^\mu,$$ (16)

where the constraint (16) is derived by plugging (14)-(15) into (12). The problem $P_1$ models simultaneous control of multiple ramps (i.e., coordinated control design).

In general, $P_1$ is suboptimal to the original problem $P_0$, since the upper bound $d/c$ is a proxy for the mean queue length $\bar{Q}^\mu$. Still, directly solving $P_1$ is challenging, because the objective function is non-convex and the constraint (16) can be non-convex for a general Lyapunov function $V(\phi)$. Besides, the constraint (16) is infinite dimensional. To address these issues, we first consider localized ramp metering in Section III and reformulate $P_1$ as a bi-level program that can be solved quickly. Then we consider coordinated ramp metering in Section IV and provide another bi-level program as well. For the large-scale coordinated control, we present a partially coordinated approach that decomposes the problem into a series of sub-problems. Our numerical example later demonstrates that this approach can provide a good quality solution.

## 3 Localized control design

We begin by focusing on the design of localized ramp metering for a two-cell highway section illustrated by Fig. 4. Cells 1 and 2 (mainline) and buffer 2 (on-ramp) make up a typical merging area, which in practice may become a bottleneck due to merging conflicts and capacity perturbations [10]. We assume that the outflow from cell 2 discharges with free-flow speed when cell 2 is congested. The control policy $\mu^{lo}$ regulates the flow $r_2^{lo}$ from buffer 2 to cell 2. Here we use the superscript “lo” to indicate localized control. This ramp metering is localized because it focuses on control of the two-cell segment and is designed independently of its upstream or downstream ramp meters. In this section, we show that such a controller can be obtained by solving a bi-level program $P_2$. To solve $P_2$, we perform a grid search over the set of control parameters, and solve a quadratic program for each of candidate parameters.

Next, we present the stability condition of two-cell model and illustrate the localized control design.
3.1 Main result

Our approach consists of two steps: 1) finding a set of stabilizing controllers and 2) determining an “optimal” stabilizing controller. Essentially, we first convert the stability constraint (16) to an easy-to-check criterion for determining whether a localized controller is stabilizing.

This is achieved by specifying the Lyapunov function $V(\phi)$ and the invariant set $\mathcal{M}_\mu$ in $P_1$, both which are informed by the two-cell highway dynamics.

Intuitively, the highway section is stable if the time-averaged net flow during congestion period is negative. Here the net flow refers to inflow minus outflow, and the congestion indicates that there are queuing vehicles in buffers 1 or 2. Formally, given $\phi = (s, q, n)$, we define

$$D_{lo}^1(\phi) := \left( G_{lo}^1(\phi) + l_1 H_{lo}^1(\phi) \right)$$

$$+ \beta_1 \left( G_{lo}^2(\phi) + \rho_2(n) l_2 H_{lo}^2(\phi) \right),$$

$$D_{lo}^2(\phi) := \beta_1 \left( G_{lo}^1(\phi) + l_1 H_{lo}^1(\phi) \right)$$

$$+ \left( G_{lo}^2(\phi) + \rho_2(n) l_2 H_{lo}^2(\phi) \right),$$

where $\rho_2(n)$ is a weight function. We use the superscript “lo” instead of $\mu$ to emphasize the dependence on localized control. We interpret $D_{lo}^1(\phi)$ as a combination of weighted net flows of the cells downstream of buffer 1 (i.e., cells 1 and 2) and $D_{lo}^2(\phi)$ as a weighted net flow of the cell downstream of buffer 2 (i.e., cell 2). To see this, let us consider $\rho_2(n) \equiv 1$ and obtain

$$D_{lo}^1(\phi) = (1 - \beta_2^2)(\alpha_1 - f_{lo}^1(\phi)) + \beta_1(\beta_1 \alpha_1 + \alpha_2 - f_{lo}^2(\phi)),$n_{lo}^1(\phi) = \beta_1 \alpha_1 + \alpha_2 - f_{lo}^2(\phi).$$

Clearly, $\alpha_1 - f_{lo}^1(\phi)$ is the net flow of cell 1 and $\beta_1 \alpha_1 + \alpha_2 - f_{lo}^2(\phi)$ is the net flow of cell 2. Although the simple weight function leads to an intuitive definition of weighted net flows $D_{lo}^1(\phi)$ and $D_{lo}^2(\phi)$, these quantities neglect the on-ramp flow $r_{lo}^2$ that merges into mainline traffic. Hence $\rho_2(n) \equiv 1$ typically does not provide a tight stability result. Instead, we choose the following weight function:

$$\rho_2(n) = \frac{(n_2 - \bar{n}_2)}{(\bar{n}_2 - \bar{n}_2)},$$

where $\bar{n}_2$ and $\bar{n}_2$ are given by (8b) and (8e), respectively. This new weight function ensures that $H_{lo}^2(\phi)$ has more influence on the net flow when the traffic density $n_2$ is higher. Besides, it leads to an efficiently solvable control design problem.
Noting $\phi = (s, q, n)$, we let
\[
D_{k,s}^\text{lo}(\mathcal{E}) := \max_{(q,n) \in \mathcal{E}} D_k^\text{lo}(\phi), \quad k = 1, 2
\]  
(19)
denote the maximum net flow over a given traffic state set $\mathcal{E}$ under mode $s$ and the control policy $\mu^\text{lo}$. Then we consider two sets of $(q_1, q_2, n_1, n_2)$:
\[
\mathcal{E}^\text{lo}_1 := (\{1\} \times \{0\} \times \{n_1\} \times [n_2, \bar{n}_2]) \\
\cup (\{1\} \times \{1\} \times \{n_1\} \times [n_2^\text{lo}, \bar{n}_2]), \quad (20a)
\]
\[
\mathcal{E}^\text{lo}_2 := \{0\} \times \{1\} \times \{n_1\} \times [n_2^\text{lo}, \bar{n}_2], \quad (20b)
\]
which is $n_1$, $n_2$, $\bar{n}_2$ and $n_2^\text{lo}$ are given by (8a)-(8f). Note that $\mathcal{E}^\text{lo}_k$, $k = 1, 2$, denotes a set of states with vehicles queuing in buffer $k$ (i.e., congestion in buffer $k$). It turns out that we only need to consider maximal net flows over these two sets.

We are now ready to state the main result of this section:

**Theorem 1** Consider the two-cell highway model with an affine control policy $\mu^\text{lo}$. Then, the highway model is stable if
\[
\bar{D}^\text{lo} := \max_{k=1,2} \sum_{s \in S} p_s D_{k,s}^\text{lo}(\mathcal{E}_k^\text{lo}) < 0,
\]  
(21)
where $\{p_s; s \in S\}$ is the solution to (1a)-(1c). Furthermore, if (21) holds, the on-ramp queues are upper-bounded by
\[
\limsup_{t \to \infty} \frac{1}{t} \int_0^t \mathbf{E}[|Q_1(\tau) + Q_2(\tau)|]d\tau \leq -\frac{d}{\bar{D}^\text{lo}},
\]  
(22)
where $d \in (0, \infty)$ is a constant independent of $\mu^\text{lo}$. \qed

Theorem 1 is proved by introducing the piecewise Lyapunov function $V^\text{lo}(\phi)$ and the invariant set $\mathcal{M}^\text{lo}$; see Appendix B. Here “piecewise” accounts for finite modes of the Markov process. We refer to $\bar{D}^\text{lo}$ as the mean drift. In other words, the above result says that the two-cell system is stable and the buffer queue size is bounded on average if the mean drift is negative. The negative mean drift (21) indicates that when there are queuing vehicles at buffer $k \in \{1, 2\}$, the expected net flow of its downstream cells is negative. In that case, the traffic densities at the downstream cells tend to decrease in the long term and do not always block the queue discharge from buffer $k$.

Now we present the controller design based on the stability criterion. Because $d$ is independent of $\mu^\text{lo}$, minimizing the upper bound $-d/\bar{D}^\text{lo}$ is equivalent to minimizing the negative mean drift $\bar{D}^\text{lo}$. Thus, the objective function of $P_1$ can be replaced by $\bar{D}^\text{lo}$. The control design for the two-cell highway section can be formulated as
\[
\min_{u_2, n_2 > 0} \bar{D}^\text{lo} \quad s.t. \quad \bar{D}^\text{lo} < 0,
\]
where \( u_2 \) and \( \kappa_2 \) are control parameters (see (3)). Substituting the traffic dynamics (7a)-(7d) into (21), we can write the above problem as:

\[
(P_2) \quad \min_{u_2, \kappa_2 > 0, D < 0} \bar{D} \\
\text{s.t.} \quad \bar{D} \geq \sum_{s \in S} p_s \max_{(q,n) \in \mathcal{E}_1^2} \beta_1 \alpha_1 + \alpha_2 - (1 - \beta_1^2 \rho_2(n)) f_1^{lo}(\phi) \\
- \beta_1(1 - \rho_2(n))r_2^{lo}(q_2, n_2) - \beta_1 \rho_2(n) f_2^{lo}(\phi), \quad (23a) \\
D \geq \sum_{s \in S} p_s \max_{(q,n) \in \mathcal{E}_2^2} \beta_1 \alpha_1 + \alpha_2 - \beta_1(1 - \rho_2(n)) f_1^{lo}(\phi) \\
- (1 - \rho_2(n))r_2^{lo}(q_2, n_2) - \rho_2(n) f_2^{lo}(\phi), \quad (23b)
\]

where \( \bar{D} \) is an auxiliary variable. Clearly, if \( P_2 \) is feasible we have \( \bar{D}^* = \bar{D}^{lo*} \) at optimality.

In the above bi-level optimization program, \( u_2, \kappa_2 \) and \( D \) are the upper-level decision variables and \( q_1, q_2, n_1 \) and \( n_2 \) are the lower-level decision variables. The upper-level variables are interlinked with the lower-level variables by multiplication in the non-convex lower-level objective function. Given \( u_2 \) and \( \kappa_2 \), the lower-level problem essentially involves a finite number of non-convex quadratic problems. Fortunately, modern solvers such as Gurobi [45] can quickly solve such problems to global optimality. Besides, in practice, \( u_2 \) and \( \kappa_2 \) take values from compact intervals. Thus, we can compute the designed controller via a grid search over that ranges of \( u_2 \) and \( \kappa_2 \).

The drift condition (21) may not hold under high traffic demand, which means that we cannot conclude stability or the system might be unstable. In that case, the program \( P_2 \) can become infeasible. In peak hours when demands exceed highway capacity, a reasonable strategy is to maximize the throughput [46]. Thus, we consider an alternative reformulation \( \hat{P}_2 \) that maximizes the mainline throughput:

\[
(\hat{P}_2) \quad \max_{u_2, \kappa_2, \alpha_1 > 0, D < 0} \alpha_1 \\
\text{s.t.} \quad \hat{D} \geq \sum_{s \in S} p_s \max_{(q,n) \in \mathcal{E}_1^2} \beta_1 \alpha_1 + \alpha_2 - (1 - \beta_1^2 \rho_2(n)) f_1^{lo}(\phi) \\
- \beta_1(1 - \rho_2(n))r_2^{lo}(q_2, n_2) - \beta_1 \rho_2(n) f_2^{lo}(\phi), \quad (24a) \\
\hat{D} \geq \sum_{s \in S} p_s \max_{(q,n) \in \mathcal{E}_2^2} \beta_1 \alpha_1 + \alpha_2 - \beta_1(1 - \rho_2(n)) f_1^{lo}(\phi) \\
- (1 - \rho_2(n))r_2^{lo}(q_2, n_2) - \rho_2(n) f_2^{lo}(\phi), \quad (24b)
\]

where \( \alpha_1 \) denotes a lower bound of the mainline throughput by noting that Theorem 1 is a sufficient condition.

While Theorem 1 is only a sufficient condition, it can yield a sufficient and necessary condition in special cases. Consider a particular case where the localized control decouples cells 1 and 2 in the following way:

\[
w_2(n_2^{jam} - n_2) - r_2^{lo}(1, n_2) \geq \beta_1 F_1^{max}, \quad \forall n_2 \in [n_2, \bar{n}_2], \quad (25)
\]

which means that the outflow from cell 1 is not impeded by the traffic in cell 2 and buffer 2. If the decoupled two-cell highway model satisfies the following conditions (26a)-(26c), then our stability criterion is sufficient and necessary:
Corollary 1 Consider the two-cell highway model such that
\[ U_1 \geq F_1^{\text{max}}, \quad (26a) \]
\[ \beta_1 F_1^{\text{min}} + r_{2b}(0, n_2^e) \geq F_2^{\text{max}}, \quad (26b) \]
\[ \beta_1 \alpha_1 + r_{2b}(1, n_2^e) \geq F_2^{\text{max}}. \quad (26c) \]

Then, the highway model is stable if and only if
\[ \alpha_1 < \bar{F}_1, \quad (27a) \]
\[ \beta_1 \alpha_1 + \alpha_2 < \bar{F}_2. \quad (27b) \]

Corollary 1 is proved in Appendix E. The condition (26a) states that the buffer 1 is not the bottleneck upstream of cell 1. The condition (26b) indicates that cell 2 is the bottleneck if cell 1 is congested but there are no queues at the on-ramp. The condition (26c) says that cell 2 is the bottleneck if cell 1 is uncongested but there is a queue at the on-ramp.

3.2 Numerical example

Consider the two-cell highway section in Fig. 4 with the parameters in Table 1. The capacity of cell 2 switches between 3000 veh/hr and 6000 veh/hr and the transition rates \( \lambda_{1,2} \) and \( \lambda_{2,1} \) are set based on practical values (see the calibration in Table 6).

| Parameter                  | Notation | Value   | Unit       |
|----------------------------|----------|---------|------------|
| Free-flow speed            | \( v_1, v_2 \) | 100     | km/hr      |
| Congestion-wave speed      | \( w_1, w_2 \) | 25      | km/hr      |
| Jam density                | \( n_1^{\text{jam}}, n_2^{\text{jam}} \) | 200, 300 | veh/km     |
| Mainline ratio             | \( \beta_1 \) | 0.75    | -          |
| Two-mode capacity          | \[ F_{1,1}, F_{2,1} \] | \[ 4000, 6000 \] | veh/hr     |
|                            | \[ F_{1,2}, F_{2,2} \] | \[ 4000, 3000 \] | veh/hr     |
| Transition rate            | \( \lambda_{1,2}, \lambda_{2,1} \) | 0.9     | /hr        |
| On-ramp capacity           | \( U_1, U_2 \) | 4000, 1200 | veh/hr     |
| Demand                     | \( \alpha_1, \alpha_2 \) | 3500, 600 | veh/hr     |

Table 1: Model parameters.

Fig. 5(a) presents the mean drift \( \bar{D}^{lo} \) for various values of \( u_2 \) and \( \kappa_2 \). We use Theorem 1 to find the stable regime with negative \( \bar{D}^{lo} \). Since this theorem only states the sufficient condition for stability, it is unknown whether the regime with non-negative \( \bar{D}^{lo} \) is stable. But the result shows that \( (\kappa_2^{lo}, u_2^{lo}) = (4750, 25) \) minimizes \( \bar{D}^{lo} \) and is the solution to \( P_2 \). We also simulated the model numerically and obtained the average value of the total queue length \( \hat{Q}^\mu = \frac{1}{T} \sum_{t=1}^{T} (q_1^\mu(t) + q_2^\mu(t)) \), where \( T \) denotes the number of simulation steps. We considered \( T = 10^6 \) with a step size \( \Delta t = 10 \) seconds. The simulated value \( \hat{Q}^\mu \) serves as an approximation of time-averaged value \( \bar{Q}^\mu \) given by (10). It was found that \( (\kappa_2^{*}, u_2^{*}) = (4750, 24) \) minimizes \( \hat{Q}^\mu \) and can be seen as the solution to \( P_0 \). Clearly, the example demonstrates that the program \( P_2 \) can provide a good approximate solution for \( P_0 \).
We further illustrate the correspondence between $\bar{D}^{lo}$ and $\hat{Q}^{lo}$ by fixing one control parameter and tuning the other. Fig. 5(b) shows the case where $\kappa_2$ is fixed to 25 km/h and $u_2$ ranges between 2500 veh/h and 6000 veh/h, and Fig. 5(c) presents the other case where $u_2$ equals 4750 veh/h and $\kappa_2$ varies from 0 km/h to 50 km/h. As expected, we find that too small or large parameters lead to undesirable queue sizes. For example, aggressive ramp metering with small $u_2$ will increase the on-ramp queue size; lax ramp metering with large $u_2$ yields the control input $\mu^{lo}_2(n_2)$ always larger than on-ramp flow $r^{lo}_2(q_2, n_2)$ and thus does not exert any control effect on the highway section.

![Figure 5: Empirical relationship between mean drift $\bar{D}^{lo}$ and simulated queue size $\hat{Q}^{lo}$.](image)

(a) $\bar{D}^{lo}$ under various $(\kappa_2, u_2)$: the solution $(\kappa_2^*, u_2^*)$ to $P_0$ and the solution $(\kappa_2^{lo}, u_2^{lo})$ to $P_2$.

(b) $\bar{D}^{lo}$ and $\hat{Q}^{lo}$ under fixed $\kappa_2$. (c) $\bar{D}^{lo}$ and $\hat{Q}^{lo}$ under fixed $u_2$.

Figure 5: Empirical relationship between mean drift $\bar{D}^{lo}$ and simulated queue size $\hat{Q}^{lo}$.

We also explore the impact of demands on the control design. Fig. 6(a) presents the relationship between the parameter $u_2$ and the mainline demand $\alpha_1$ given the on-ramp demand $\alpha_2 = 600$ veh/h and the parameter $\kappa_2 = 25$ km/h; Fig. 6(b) presents the relationship between the parameter $\kappa_2$ and the mainline demand $\alpha_1$ given the on-ramp demand $\alpha_2 = 600$ veh/h and the parameter $u_2 = 4750$ veh/h. Note that the drift condition fails to hold given $\alpha_1 \geq 3800$ veh/h. In that case, we turn to the program $\tilde{P}_2$ to find the control parameters. We observe that $u_2$ tends to decrease and $\kappa_2$ tends to increase when $\alpha_1$ increases. This finding
indicates that our control design yields sensible controllers that further restrict on-ramp flows when the mainline congestion worsens.

Figure 6: Impacts of demands on control parameters.

Next, we compare the proposed method with the classical control ALINEA that regulates on-ramp flows $\mu_k(t)$ via the following feedback:

$$\mu_k(t) = \mu_k(t-1) - K_R(n_k(t) - n^c_k),$$

where $K_R$ is the control gain, $n_k(t)$ is the traffic density of cell $k$ at time step $t$ and $n^c_k$ is the nominal critical density of cell $k$. ALINEA is essentially an integral controller and the literature suggested that the gain $K_R = 40$ (km·lane)/h is a reasonable choice [20]. Fig. 7(a) illustrates the comparison given different mainline demands $\alpha_1$. Both ALINEA and our method contribute to the marginal reduction of queue sizes when $\alpha_1$ is low. However, the ramp metering begins to work as the increasing mainline demand leads to long buffer queues; particularly our controller outperforms ALINEA in terms of shortening the queue size. Fig. 7(b) shows another comparison under perturbations in the mainline capacity $F_{2,2}$. Here we use $\sigma(F_2)$, standard deviation of $[F_{2,1}, F_{2,2}]$, as a proxy for capacity fluctuation. We again obtain similar performance improvement as Fig. 7(a). These numerical results suggest the benefit of our method in comparison to ALINEA in the face of stochastic capacity fluctuations.

Figure 7: Control comparison given different mainline demand and perturbed capacity.
4 Coordinated control design

In principle, one can apply the localized control design to independently meter inflows through each on-ramp. However, this approach ignores the influence of downstream congestion. In practice, traffic jams can easily spill back and block the upstream on-ramps, especially when on-ramps are located closely. To address this issue, we propose a partially coordinated control design that sequentially determines ramp meters from the downstream to the upstream. Our main result of this section shows that the partial coordination can be addressed by sequentially solving optimization problems $P^k_4$ for $k = K, K-1, \cdots, 2$, where each $P^k_4$ can be solved analogously to $P_2$.

We first discuss the fully coordinated control design problem that simultaneously designs multiple ramp controllers, because it motivates the partially coordinated design problem. Next we illustrate the latter’s benefits via a numerical example.

4.1 Main result

We consider the fully coordinated ramp metering $\mu^\text{fc}$ applied to the $K$-cell highway shown in Fig. 3. Here the superscript “fc” indicates full coordination. To state the results, we first generalize the weighted net flows (17a)-(17b) for the $K$-cell highway as follows:

$$D^\text{fc}_k(\phi) := \sum_{j=1}^{k-1} \gamma_{j,k} \left( G^\text{fc}_j(\phi) + l_j \rho_j(n) H^\text{fc}_j(\phi) \right) + \sum_{j=k}^{K} \gamma_{k,j} \left( G^\text{fc}_j(\phi) + l_j \rho_j(n) H^\text{fc}_j(\phi) \right),$$  

(29)

where

$$\gamma_{j,k} := \begin{cases} \prod_{\ell=j}^{k-1} \beta_\ell & j < k, \\ 1 & j = k, \end{cases}$$  

(30)

and $\rho_j(n)$ is the weight function. We can interpret $D^\text{fc}_k(\phi)$ as a combination of weighted net flows (inflow minus outflow) of cells downstream of buffer $k$, namely cells $k, k+1, \cdots, K$. Note that $\gamma_{j,k}$ for $j < k$ denotes the proportion of the mainline inflow of cell $k$ to the outflow of cell $j$. Inspired by the discussion in Section III, we generally consider $\rho_1 \equiv 1$ and

$$\rho_j(n) := (n_j - n_j^\text{fc})/(n_j^\text{fc} - n_j), \ j = 2, \cdots, K.$$

Recalling our notation of hybrid state $\phi = (s, q, n)$, we denote the corresponding maximum net flow over a given traffic state set $E$ by

$$D^\text{fc}_{k,s}(E) := \max_{(q,n) \in E} D^\text{fc}_k(\phi), \ k = 1, \cdots, K.$$

We denote by

$$E^\text{fc}_k := \bigcup_{i_j \in \{0,1\}, 1 \leq j \leq K, j \neq k} \prod_{j=1}^{K} \mathcal{T}^\text{fc}_{j,i_j} \times \prod_{j=1}^{K} \mathcal{N}^\text{fc}_{j,i_j},$$  

(32)
a set of the state \((q_1, \ldots, q_K, n_1, \ldots, n_K)\) with queuing traffic in buffer \(k\), where

\[
\mathcal{T}_{j,i}^c := \begin{cases} 
\{0\} & i_j = 0 \\
\{1\} & i_j = 1 
\end{cases}, \quad \mathcal{N}_{j,i}^c := \begin{cases} 
[q_j, \tilde{n}_j^c] & i_j = 0 \\
n_j^c & i_j = 1
\end{cases}.
\]

Here \(i_j\) denotes whether there is a queue in buffer \(j\).

We can now state the main result of this section:

**Theorem 2** Consider a \(K\)-cell highway with an affine control policy \(\mu^c\). Then, the highway model is stable if

\[
\bar{\Phi}^c := \max_{k=1, \ldots, K} \sum_{s \in \mathcal{S}} p_s D_{k,s}^c(\mathcal{E}_k^c) < 0,
\]

where \(\{p_s; s \in \mathcal{S}\}\) is the solution to (1a)-(1c). Furthermore, if (33) holds, the buffer queues are upper-bounded by

\[
\limsup_{t \to \infty} \frac{1}{t} \int_0^t \mathbb{E}\left[\sum_{k=1}^K Q_k(\tau)\right] d\tau \leq -\frac{d}{\bar{\Phi}^c},
\]

where \(d \in (0, \infty)\) is a constant independent of \(\mu^c\).

The proof of Theorem 2 is based on the piecewise Lyapunov function \(V^c(\phi)\) and the invariant set \(\mathcal{M}^c\); see Appendix C. Recall from (6) that \(\mu^c\) is parameterized by \(u, \kappa \in \mathbb{R}_{K>0}\); thus we can apply Theorem 2 to recast \(P_1\) as \(P_3\):

\[
(P_3) \quad \min_{u, \kappa \in \mathbb{R}_{K>0}} \bar{\Phi}^c
\]

s.t.

\[
\bar{\Phi}^c \geq \sum_{s \in \mathcal{S}} p_s \max_{(q,n) \in \mathcal{E}_k^c} \left( \sum_{j=1}^K \tilde{\gamma}_{j,k} \alpha_j 
- \sum_{j=1}^K \left( \tilde{\beta}_{j,k} \rho_j(n) - \beta_{j,k} \tilde{\beta}_{j+1,k} \rho_{j+1}(n) \right) f_j^c(\phi) 
- \sum_{j=1}^K \tilde{\gamma}_{j,k} \left( 1 - \rho_j(n) \right) r_j^c(q_j, n_j) \right),
\]

where \(\bar{\Phi}\) is an auxiliary variable analogous to that in \(P_2\), \(\rho_k(n) := 0, \tilde{\gamma}_{j,k} := \gamma_{j,k}\) for \(j \leq k\) and \(\tilde{\gamma}_{j,k} := \gamma_{k,j}\) for \(j > k\). The constraints (35) are derived by plugging (7a)-(7d) into (33). If \(P_3\) is infeasible, we can reformulate it as a throughput-maximization problem analogous to \(\hat{P}_2\). The fully coordinated control design problem is also a bi-level program with non-convex lower-level optimization. Solving it is more challenging than \(P_2\), since both the lower- and upper-level decision variables increase with the scale of highway stretch. Consequently, it is even harder to find the globally optimal \(\mu^c\) for realistic instances.

We propose a partially coordinated approach to address the computational issue of solving \(P_3\). The superscript “pc” indicates partial coordination. The design of the control law \(\mu^{pc}\)
follows the procedure: we first design the controller $\mu_{K}^{pc}$ for ramp $K$, and then design the controller $\mu_{K-1}^{pc}$ for ramp $K-1$ based on the controller $\mu_{K}^{pc}$, and so forth until all $K-1$ controllers are obtained.

To formulate the problem mathematically, we define

$$D_{k}^{pc}(\phi) := \sum_{j=1}^{k-1} \gamma_{j,k} \left( G_{j}^{pc}(\phi) + l_{j} H_{j}^{pc}(\phi) \right) + \sum_{j=k}^{K} \gamma_{k,j} \left( G_{j}^{pc}(\phi) + l_{j} \rho_{j}(n) H_{j}^{pc}(\phi) \right),$$  

(36a)

$$D_{k,s}^{pc}(E) := \max_{(q,n) \in E} D_{k}^{pc}(\phi),$$  

(36b)

where $\phi = (s, q, n)$ and $E$ is a given traffic state set. $D_{k}^{pc}(\phi)$ (resp. $D_{k,s}^{pc}(E)$) has a similar meaning to that of $D_{k}^{fc}(\phi)$ (resp. $D_{k,s}^{fc}(E)$). Note that we let

$$\rho_{j}(n) = \begin{cases} 1 & j = 1, 2, \cdots, k-1, \\ (n_{j} - \bar{n}_{j})/(\bar{n}_{j}^{pc} - \bar{n}_{j}) & j = k, k+1, \cdots, K \end{cases}$$

in $D_{k}^{pc}(\phi)$, which is different from $D_{k}^{fc}(\phi)$. It implies that when computing the net flow, the partially coordinated control design treats the upstream highway along with on-ramps as a single cell. We also define a set of $(q_{k}, q_{k+1}, \cdots, q_{K}, n_{k-1}, n_{k}, \cdots, n_{K})$ for $k = 2, \cdots, K$:

$$E_{k}^{pc} = \bigcup_{i_{k+1}, \cdots, i_{K} \in \{0,1\}} \{1\} \times \prod_{j=k+1}^{K} T_{j,i_{j}}^{pc} \times \{n_{k-1}\} \times [u_{k}^{pc}, \bar{n}_{k}^{pc}] \times \prod_{j=k+1}^{K} N_{j,i_{j}}^{pc},$$  

(37)

where $T_{j,i_{j}}^{pc}$ and $N_{j,i_{j}}^{pc}$ are defined in a similar way to $T_{j,i_{j}}^{fc}$ and $N_{j,i_{j}}^{fc}$. The definition above indicates that when designing the controller $\mu_{k}^{pc}$, the partial coordination only considers the cell $k-1$ among its upstream cells and buffers.

The controller $\mu_{k}^{pc}$ parameterized by $u_{k}$ and $\kappa_{k}$ can be obtained by solving

$$\text{(P4)} \quad \min_{u_{k},\kappa_{k} > 0, \bar{D}_{k} < 0} \bar{D}_{k}$$

s.t. $\bar{D}_{k} \geq \sum_{s \in S} p_{s} \max_{(q,n) \in E_{k}^{pc}} \left( \sum_{j=1}^{K} \gamma_{j,k} \alpha_{j} - \sum_{j=k-1}^{K} \left( \gamma_{j,k} \rho_{j}(n) - \beta_{j} \gamma_{j+1,k} \rho_{j+1}(n) \right) f_{j}^{pc}(\phi) 
- \sum_{j=k-1}^{K} \gamma_{j,k} \left( 1 - \rho_{j}(n) \right) \rho_{j}(q_{j}, n_{j}) \right)$,  

(38)
where $\bar{D}_k$ is an auxiliary variable similar to that in $P_2$. For a particular $P_k^4$, the boundaries $\bar{n}_k^\text{pc}, \cdots, \bar{n}_{K-1}^\text{pc}$ and $\bar{n}_k^\text{pc}, \cdots, \bar{n}_K^\text{pc}$ are determined by the controllers $\mu_{k+1}^\text{pc}, \cdots, \mu_K^\text{pc}$ that have been already computed while $n_j^\text{pc}$ relies on the controller $\mu_k^\text{pc}$ to be solved. Importantly, the dimension of the upper-level decision variables $u_k, \kappa_k$, $\bar{D}_k$ in $P_k^4$ does not grow with the scale of highway stretch; thus, these problems can be sequentially solved analogous to $P_2$.

We also study the stability condition of the partially coordinated control design since $P_k^4$, $k = 2, \cdots, K$, is based on simplifications of $P_3$. The stability condition is stated as follows:

**Theorem 3** Consider a $K$-cell highway section with an affine control policy $\mu^\text{pc}$. Then, the highway model is stable if

$$\sum_{s \in S} p_s D_k^\text{pc}(E_k^\text{pc}) < 0, \quad k = 1, 2, \ldots, K,$$

(39)

where $\{p_s; s \in S\}$ is the solution to (1a)-(1c), and $D_k^\text{pc}(E_k^\text{pc})$ is given by (36b) and (37).

The proof of Theorem 3 is given in Appendix D. Note that if $P_k^4$, $k = 2, \cdots, K$, are all feasible, the verification of stability condition only requires to check (39) for $k = 1$, where $E_1^\text{pc}$ is given by

$$E_1^\text{pc} = \bigcup_{i_2, \cdots, i_K \in \{0, 1\}} \{1\} \times \prod_{j=2}^K Q_{j, i_j}^\text{pc} \times [n_1^\text{pc}, \bar{n}_1^\text{pc}] \times \prod_{j=2}^K N_{j, i_j}^\text{pc}.$$

If $P_k^4$ is infeasible for some $k$ or (39) fails to hold, we can consider the partially coordinated control that maximizes the throughput, which is analogous to $\bar{P}_2$.

So far, we have discussed the localized, fully coordinated and partially coordinated control designs. The following case identifies the conditions when all three designs are equivalent.

**Corollary 2** Consider a $K$-cell highway that is decoupled by a control policy $\mu^\text{pc}$ such that

$$w_{k+1}(n_{k+1}^\text{jam} - n_{k+1}) - r_{k+1}^\text{pc}(1, n_{k+1}) \geq \beta_k F_k^\text{max}$$

$$\forall n_{k+1} \in \bar{n}_{k+1}, \bar{n}_{k+1}, \quad k = 1, \cdots, K - 1.$$

If the controlled on-ramp flows satisfy

$$U_1 \geq F_1^\text{max},$$

$$\beta_{k-1} F_{k-1}^\text{min} + r_k^\text{pc}(0, n_k^c) \geq F_k^\text{max},$$

$$\sum_{i=1}^{k-1} \gamma_i \kappa_i + r_k^\text{pc}(1, n_k^c) \geq F_k^\text{max},$$

(41a)

(41b)

(41c)

then $\mu^\text{pc}$ parameterized by $w^\text{pc}, \kappa^\text{pc} \in \mathbb{R}^{K-1}_{>0}$ is also an optimal solution to $P_2$ and $P_3$ with $\rho_j \equiv 1$ for $j = 1, 2, \cdots, K$.

The proof of Corollary 2 is given in Appendix F. The decoupling condition (40) has the same interpretation as (25), and the conditions (41a)-(41c) are also analogous to (26a)-(26c). By saying that $\mu^\text{pc}$ is optimal to $P_2$, we mean that $u_k^\text{pc}$ and $\kappa_k^\text{pc}$ are optimal if we apply $P_2$ to the two-cell section made up of cells $k-1$ and $k$. In general, the decoupling condition does not hold. Thus one can expect the coordinated control to be superior to the localized control. The extent to which full coordination outperforms the partial coordination depends on the problem instance, as explained next.
4.2 Numerical example

We now consider a three-cell highway section (see Fig. 8) with the parameters in Table 2. In addition to cell 2, cell 3 also suffers capacity fluctuation between 3000 veh/hr and 6000 veh/hr. For the convenience of analysis, we let both \( \kappa_2 \) and \( \kappa_3 \) equal 25 km/h and optimize \( u_2 \) and \( u_3 \).

![Figure 8: Three-cell highway section.](image)

Table 2: Model parameters.

| Parameter            | Notation | Value   | Unit    |
|----------------------|----------|---------|---------|
| Free-flow speed      | \( v_1, v_2, v_3 \) | 100     | km/hr   |
| Congestion-wave speed| \( w_1, w_2, w_3 \) | 25      | km/hr   |
| Jam density          | \( n_{jam}^1, n_{jam}^2, n_{jam}^3 \) | 200, 300, 300 | veh/km |
| Mainline ratio       | \( \beta_1, \beta_2 \) | 0.75, 0.6 | -       |
| Two-mode capacity    | \[
\begin{bmatrix}
F_{1,1} & F_{1,2} \\
F_{2,1} & F_{2,2} \\
F_{3,1} & F_{3,2}
\end{bmatrix}
\] | \[
\begin{bmatrix}
4000 & 4000 \\
6000 & 3000 \\
6000 & 2500
\end{bmatrix}
\] | veh/hr |
| Transition rate      | \( \lambda_1, \lambda_2 \) | 0.9     | /hr     |
| On-ramp capacity     | \( U_1, U_2, U_3 \) | 4000, 1200, 1200 | veh/hr |
| Demand               | \( \alpha_1, \alpha_2, \alpha_3 \) | 3500, 600, 800 | veh/hr |

We first compute the mean drift (33) through the grid search of \( u_2 \) and \( u_3 \), as shown in Fig. 9(a). We found that \((u_{fc}^2, u_{fc}^3) = (4950, 5700)\) minimizes the mean drift and hence is an optimal solution to \( P_3 \). Then we applied the partially coordinated approach and obtained \((u_{pc}^2, u_{pc}^3) = (4900, 5700)\). Thus, in this example, the partially coordinated approach gave a near-optimal solution to the coordinated control design problem \( P_3 \). Finally, for different combinations of \((u_2, u_3)\), we used the numerical simulation to estimate the time-averaged buffer queue sizes \( \hat{Q}^\mu = \frac{1}{T} \sum_{t=1}^{T}(q_{11}^\mu(t) + q_{22}^\mu(t) + q_{33}^\mu(t)) \), where \( T \) denotes the number of simulation steps. We considered \( T = 10^6 \) with a step size \( \Delta t = 10 \) seconds. We found that \((u_2^*, u_3^*) = (4950, 5700)\) minimizes the average simulated queue length and can be seen as the optimal solution to \( P_0 \). Thus, the solution to \( P_3 \) is approximately optimal to \( P_0 \). The numerical simulation shows that \( u^* \) and \( u_{fc} \) both result in \( \hat{Q}^* = \hat{Q}_{fc} = 110 \) veh and that \( u_{pc} \) leads to \( \hat{Q}_{pc} = 120 \) veh. This shows that the partially coordinated control design can yield the performance comparable to that of the fully coordinated control design. Our finding is important because the fully coordinated control design becomes notoriously difficult due to NP-hardness of such bi-level control problems. Our partially coordinated control offers a worthwhile approach to solving ramp metering for realistic highway in the face of capacity perturbations.
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Figure 9: Comparison of (i) the solution $u^\star$ to $P_0$, (ii) the solution $u_{fc}$ to $P_3$, (iii) the solution $u_{pc}$ to $P_4^1$ and $P_4^2$.

Figure 10: Comparison of differences between traffic density maps with and without ramp metering.

5 Case study: US Interstate 210

This section presents the design of ramp metering for the I-210E stretch that we introduced in Section I. Concretely, we applied the localized and partially coordinated control design based on the demand data and the calibrated SS-CTM. Although the proposed methods have been already illustrated with using numerical examples, this case study aims at evaluating and comparing them under more realistic conditions, in particular time-varying demand.

We consider five scenarios. In the first scenario there is no ramp metering, and the remaining four adopt different control strategies. Recall from Fig. 2 that the traffic congestion occurred between 13:00 and 19:00; so we considered ramp metering turned on in that period. The second and the third scenarios correspond to the localized ALINEA and the coordinated METALINE, respectively. The METALINE controller is given by

$$
\mu(t) = \mu(t-1) - K_P (n(t) - n(t-1)) - K_I (n(t) - n^c),
$$

(42)

where $K_P$ and $K_I$ are gain matrices, and $n^c \in \mathbb{R}^K$ are the nominal critical densities. We computed the control parameters $K_P$ and $K_I$ by solving a mixed-integer bilinear program
that minimizes vehicle hours traveled $H$ for the nominal CTM:

$$H = \Delta_t \left( \sum_{k=1}^{K} \sum_{t=1}^{T} l_k n_k(t) + \sum_{k=1}^{K} \sum_{t=1}^{T} q_k(t) \right),$$

(43)

where $\Delta_t$ denotes time step size. The optimal VHT between 13:00 and 19:00 attained 9829 veh·hr under METALINE. In the last two scenarios, the localized and partially coordinated ramp metering were designed for each hour. We first computed hourly mainline flows, on-ramp flows and mainline ratios along the highway (see Fig. 11) and then used these hourly values for computing the control parameters.

The four ramp metering strategies were evaluated via numerical simulation. For SS-CTM the highway traffic was simulated from 12:00 to 21:00 with a time step size $\Delta_t = 10$ seconds and each control strategy was tested for 1000 samples. While implementing ramp control, we also considered the capacity limits of on-ramp queues. In practice, ramp metering can result in long queues that spill from on-ramps and block street traffic. To avoid this, we restricted the maximal queue size at 40 veh/lane. Once the simulated queue size exceeded the threshold, the ramp metering would stop and on-ramp vehicles would enter the mainline at the maximum rate.

We consider two performance metrics, namely 1) time-averaged buffer queue length

$$\hat{Q} = \frac{1}{T} \sum_{t=1}^{T} \sum_{k=1}^{K} q_k(t)$$

and 2) vehicle hours traveled (43). The first is the control objective of the original control problem $P_0$, and the second is commonly used for measuring the efficiency of highway operation, which includes mainline traveling time and queuing time of all vehicles. Tables 3-4 summarize the evaluation of control strategies. Though the performance of our control design approach is marginal in the initial hours, they are effective in significantly reducing the queue length between 15:00-19:00. For example, compared with ALINEA (resp. METALINE), our localized control (resp. partially coordinated control) can shorten the queue length.
length by 12.8% (resp. 8.8%) during 15:00-19:00. Overall, the localized and partially coordinated control designs reduce vehicle hours traveled by 8.3% and 9.9% respectively, while the classical ALINEA and METALINE decrease VHT by 5.1% and 6.2%. This demonstrates that the highway system performance can be improved by considering stochastic capacity in designing ramp controllers. In this paper, we considered the affine controller (6) that relies on local measurements. Potentially higher gains can be achieved by considering more sophisticated control strategies based on more upstream or downstream measurements.

Table 3: Time-averaged queue length (veh).

|               | 13:00-14:00 | 14:00-15:00 | 15:00-16:00 | 16:00-17:00 | 17:00-18:00 | 18:00-19:00 | Mean |
|---------------|-------------|-------------|-------------|-------------|-------------|-------------|------|
| No control    | 545         | 802         | 771         | 856         | 1087        | 1148        | 868  |
| ALINEA        | 548         | 781         | 862         | 979         | 1041        | 909         | 853  |
| METALINE      | 555         | 741         | 811         | 909         | 983         | 875         | 812  |
| Localized     | 555         | 722         | 747         | 855         | 896         | 802         | 777  |
| Partially coordinated | 555       | 722         | 764         | 855         | 900         | 742         | 756  |

Table 4: Vehicle hours traveled (veh-hr).

|               | 13:00-14:00 | 14:00-15:00 | 15:00-16:00 | 16:00-17:00 | 17:00-18:00 | 18:00-19:00 | Sum  |
|---------------|-------------|-------------|-------------|-------------|-------------|-------------|------|
| No control    | 1795        | 2177        | 2476        | 2862        | 3040        | 2578        | 14928|
| ALINEA        | 1770        | 2112        | 2382        | 2719        | 2816        | 2366        | 14165|
| METALINE      | 1764        | 2099        | 2348        | 2658        | 2787        | 2350        | 14006|
| Localized     | 1761        | 2078        | 2320        | 2592        | 2691        | 2247        | 13689|
| Partially coordinated | 1760    | 2078        | 2282        | 2511        | 2619        | 2201        | 13451|

Fig. 10 visualizes the difference between traffic density maps with and without ramp metering. Each subfigure presents a density map under a particular control strategy minus the background density map without ramp control (see Fig. 2(c)). The positive values indicate that the traffic jam is alleviated by the ramp metering and the negative values imply that the congestion worsens. We note that ALINEA significantly mitigates the traffic jam around Lone Hill Avenue. Our localized ramp control further reduces the congestion upstream of Irwindale Avenue. This can be ascribed to the controller around Barranca Avenue that is aware of the capacity variation. Similarly, METALINE also reduces the upstream congestion by coordinated control, but our capacity-aware partial coordination further ameliorates congestion around Lone Hill Avenue and upstream of Barranca Avenue.

6 Concluding remarks

In this paper, we developed a control-theoretic approach for determining resilient ramp meter configurations facing stochastic capacity perturbations. We modeled traffic dynamics under Markovian capacities and formulated the general coordinated control problem $P_1$ based on the Foster-Lyapunov criterion. Then, we proposed two kinds of ramp metering design, namely localized and partially coordinated. These control designs were investigated numerically and analytically. The numerical study revealed that our control design approach
can provide near-optimal solutions in terms of minimizing queue lengths and that the control efficacy is more significant as capacity fluctuations become more intense. We analytically showed that the localized and coordinated methods can produce the same decoupling impact, which prevents congestion from interfering upstream traffic. In general, the partially coordinated control considering interacting on-ramps is superior to the localized control, which was demonstrated by the case study of I-210E. This case study also showed our methods outperform the classical ALINEA and METALINE in the face of capacity perturbations. We note that the proposed designs of state-feedback ramp metering rely on calibrated Markov processes from historical data while ALINEA and METALINE do not. Thus, our design approach should not be viewed as a replacement to classical ramp metering. Rather, we suggest that ramp metering can be made more resilient to capacity perturbations using our approach. Future works involve investigating the approach to tuning PI controllers, such as ALINEA and METALINE, against capacity perturbations, and developing control designs adaptable to demand uncertainty.

Appendices

A Calibration of SS-CTM

We consider a 18.1-km stretch of I-210E as a test case for the proposed ramp control; see Fig. 1(a). There are 11 on-ramps and 10 off-ramps. We divide the highway section into 17 cells based on the layout of on-/off-ramps and detectors. The calibration was built using Performance Measurement System (PeMS, see [16]) data on Tuesday, March 26, 2019. This was one of the days when most detectors on mainline, on-ramps, and off-ramps were intact, and hence the PeMS data are reliable.

Table 5: Calibrated traffic flow parameters.

| Cell k | \( v_k \) (km/h) | \( n_k^c \) (veh·lane/km) | \( w_k \) (km/h) | \( n_k^{jam} \) (veh·lane/km) |
|--------|----------------|--------------------------|----------------|---------------------------|
| 1      | 99.0           | 85.7                     | 13.7           | 598.2                     |
| 2      | 99.1           | 72.3                     | 11.7           | 664.0                     |
| 3      | 99.7           | 71.9                     | 18.4           | 460.2                     |
| 4      | 99.3           | 74.5                     | 12.7           | 664.0                     |
| 5      | 99.5           | 69.9                     | 11.7           | 664.0                     |
| 6      | 96.2           | 73.4                     | 11.1           | 664.0                     |
| 7      | 97.4           | 74.1                     | 11.5           | 664.0                     |
| 8      | 97.1           | 74.4                     | 20.5           | 400.5                     |
| 9      | 96.8           | 77.4                     | 24.8           | 363.0                     |
| 10     | 96.2           | 77.9                     | 19.7           | 424.0                     |
| 11     | 99.4           | 64.8                     | 21.1           | 664.0                     |
| 12     | 102.7          | 43.6                     | 11.0           | 530.0                     |
| 13     | 96.7           | 62.4                     | 22.7           | 339.5                     |
| 14     | 95.7           | 57.8                     | 11.5           | 498.0                     |
| 15     | 97.7           | 53.7                     | 12.5           | 498.0                     |
| 16     | 102.3          | 53.6                     | 11.2           | 498.0                     |
| 17     | 98.4           | 54.9                     | 11.8           | 498.0                     |

The model calibration comprises two parts [15]. The first part estimates nominal traffic flow parameters listed in Table 5. Note that we restrict the jam density per lane not to exceed 166 veh/km. The second part involves the Markovian highway capacity. We first identified
the capacity variation and found the cell 7 and 16 are subject to major perturbations; see Figs. 1(b)-1(c). Since these two cells are far apart from each other, we assume their capacities fluctuate independently. For each cell, we considered that its capacity switched between two states, which is motivated by the two-capacity phenomenon \[7\]. One can refer to \[15\] for more details of calibrating Markov processes. The results are presented in Table 6 where \(F_{k,1}\) (resp. \(F_{k,2}\)) is the nominal (resp. perturbed) capacity and \(\lambda_{1,2}\) (resp. \(\lambda_{2,1}\)) is transition probability from \(F_{k,1}\) (resp. \(F_{k,2}\)) to \(F_{k,2}\) (resp. \(F_{k,1}\)) every hour.

Table 6: Calibrated Markovian capacity.

| Period         | Cell 7 (Barranca Avenue) | Cell 16 (Fruit Street) |
|----------------|--------------------------|------------------------|
| 12:00-21:00    | 7224                     | 5484                   |
| 15:00-18:00    | 6670                     | 4700                   |
| \(\lambda_{1,2}\) (/h) | 0.6                      | 0.6                    |
| \(\lambda_{2,1}\) (/h) | 0.48                     | 0.48                   |

B Proof of Theorem \[1\]

We construct a Lyapunov function and show that \(21\) ensures the Foster-Lyapunov criterion for stability. First, note the invariant set \(M^{lo}\) stated by Lemma \[1\]. The lemma is proved in Appendix G.

Lemma 1 Consider a set of the state \((q_1, q_2, n_1, n_2)\):

\[
\mathcal{M}^{lo} := \bigcup_{i_1, i_2 \in \{0,1\}} Q^{lo}_{1,i_1} \times Q^{lo}_{2,i_2} \times \mathcal{N}^{lo}_{1,i_1} \times \mathcal{N}^{lo}_{2,i_2},
\]

where for \(k = 1, 2\), \(i_k\) indicates whether there is a queue in buffer \(k\), and

\[
Q^{lo}_{k,i_k} := \begin{cases} 
\{0\} & i_k = 0 \\
\mathbb{R}_+ & i_k = 1
\end{cases}, \quad \mathcal{N}^{lo}_{k,i_k} := \begin{cases} 
[n_k^{lo}, \bar{n}_k^{lo}] & i_k = 0 \\
[n_k^{lo}, \bar{n}_k^{lo}] & i_k = 1
\end{cases}.
\]

The set \(\mathcal{M}^{lo}\) is an invariant set for the two-cell highway section.

Then we consider the Lyapunov function \(V : \mathcal{S} \times \mathcal{M}^{lo} \to \mathbb{R}_{\geq 0}\) as follows:

\[
V^{lo}(\phi) := q_1\left(\frac{1}{2}q_1 + \frac{1}{2}\beta_1 q_2 + l_1 n_1 + \beta_1 l_2 \int_{\mathbb{R}_+}^{n_2} \rho_2(\xi)d\xi + b_{1,s}\right) + q_2\left(\frac{1}{2}\beta_1 q_1 + \frac{1}{2}q_2 + \beta_1 l_1 n_1 + l_2 \int_{\mathbb{R}_+}^{n_2} \rho_2(\xi)d\xi + b_{2,s}\right),
\]

where the non-negative parameters \(b_{k,s}, \ s \in \mathcal{S}, k \in \{1, 2\}\), are solutions to \(D^{lo}_{k,s}(\mathcal{E}^{lo}_k) + \sum_{s' \in \mathcal{S}} \lambda_{s,s'}(b_{k,s'} - b_{k,s}) = \sum_{s' \in \mathcal{S}} p_s D^{lo}_{k,s'}(\mathcal{E}^{lo}_k)\). The existence of \(b_{k,s}\) is guaranteed by Lemma \[2\] proved in Appendix H.
Lemma 2 The following system of equations, given a set of \( z_{k,s} \) with \( s \in \mathcal{S} \) and \( k = \{1, \cdots, K\} \),

\[
    z_{k,s} + \sum_{s' \in \mathcal{S}} \lambda_{s,s'}(b_{k,s'} - b_{k,s}) = \sum_{s' \in \mathcal{S}} p_{s} z_{k,s'}
\]

has a non-negative solution for \( b_{k,s} \).

Applying the infinitesimal generator, we have

\[
    \mathcal{L} V^\lambda(\phi) \leq \left( D_1^\lambda(\phi) + \sum_{s' \in \mathcal{S}} \lambda_{s,s'}(b_{1,s'} - b_{1,s}) \right) q_1 + \left( D_2^\lambda(\phi) + \sum_{s' \in \mathcal{S}} \lambda_{s,s'}(b_{2,s'} - b_{2,s}) \right) q_2 + d_0,
\]

where the existence of \( d_0 < \infty \) is guaranteed by the finite \( G_k^\lambda \), \( H_k^\lambda \) and \( n_k \) for \( k = 1, 2 \).

The rest of this proof is devoted to verifying the drift condition

\[
    \mathcal{L} V^\lambda(\phi) \leq -c^\lambda (q_1 + q_2) + d_0, \quad \forall \phi \in \mathcal{S} \times \mathcal{M}^\lambda
\]

for some \( c^\lambda > 0 \). We consider \( \mathcal{M}^\lambda \) by discussing whether there are queues in both buffer 1 and 2. Let \( \mathcal{M}^\lambda_{i_1,i_2} := \mathcal{Q}_{1,i_1}^\lambda \times \mathcal{Q}_{2,i_2}^\lambda \times \mathcal{N}_{1,i_1}^\lambda \times \mathcal{N}_{2,i_2}^\lambda \).

Over the set \( \mathcal{S} \times \mathcal{M}^\lambda_{0,0} \), we have \( q_1 = q_2 = 0 \). Clearly, \([44]\) holds. Over the set \( \mathcal{S} \times (\mathcal{M}^\lambda_{1,0} \cup \mathcal{M}^\lambda_{0,1} \cup \mathcal{M}^\lambda_{1,1}) \), we have \( D_1^\lambda(\mathcal{M}_{1,0}^\lambda \cup \mathcal{M}_{0,1}^\lambda \cup \mathcal{M}_{1,1}^\lambda) q_1 = D_1^\lambda(\mathcal{M}_{1,0}^\lambda \cup \mathcal{M}_{0,1}^\lambda) q_1 \) by noting \( q_1 = 0 \) for \((q,n) \in \mathcal{M}_{0,1}^\lambda \). Next, we show \( D_1^\lambda(\mathcal{M}_{0,1}^\lambda \cup \mathcal{M}_{1,1}^\lambda) = D_1^\lambda(\mathcal{E}_{1,1}) \). Substituting \([7a]-[7d]\) into \( D_1^\lambda(\phi) \) yields

\[
    D_1^\lambda(\phi) = \alpha_1 + \beta_1 \alpha_2 - (1 - \beta_1^2 \rho_2(n)) f_1^\lambda(\phi) - \beta_1(1 - \rho_2(n)) f_2^\lambda(\phi) - \beta_1 \rho_2(n) f_2^\lambda(\phi).
\]

Note that \( q_1 \) is cancelled and that \( D_1^\lambda(\phi) \) is monotonically decreasing in \( n_1 \). So we conclude

\[
    D_1^\lambda(\phi) q_1 \leq D_1^\lambda(\mathcal{E}_{1,1}) q_1, \quad \forall \phi \in \mathcal{S} \times (\mathcal{M}_{1,0}^\lambda \cup \mathcal{M}_{0,1}^\lambda \cup \mathcal{M}_{1,1}^\lambda).
\]

Similarly, we can show

\[
    D_2^\lambda(\phi) q_2 \leq D_2^\lambda(\mathcal{E}_{2,2}) q_2, \quad \forall \phi \in \mathcal{S} \times (\mathcal{M}_{1,0}^\lambda \cup \mathcal{M}_{0,1}^\lambda \cup \mathcal{M}_{1,1}^\lambda).
\]

It follows \( \mathcal{L} V^\lambda(\phi) \leq \bar{D}^\lambda(q_1 + q_2) + d_0 \) for any \( \phi \in \mathcal{S} \times (\mathcal{M}_{1,0}^\lambda \cup \mathcal{M}_{0,1}^\lambda \cup \mathcal{M}_{1,1}^\lambda) \). Hence, there exists \( c^\lambda := -\bar{D}^\lambda > 0 \) given \([12]\).

Combining the results above, we conclude that the drift condition \([12]\) is achieved with \( c^\lambda = -\bar{D}^\lambda \) and \( d = d_0 \), which implies the stability.

\[ \square \]

C Proof of Theorem 2

First, we have the invariant set \( \mathcal{M}^{fc} \) stated by the following lemma:

**Lemma 3** The set

\[
    \mathcal{M}^{fc} := \bigcup_{i,j \in \{0,1\}, 1 \leq k \leq K} \prod_{j=1}^{K} \mathcal{Q}_{j,i,j}^{fc} \times \prod_{j=1}^{K} \mathcal{N}_{j,i,j}^{fc}
\]

is an invariant set for the K-cell highway section.
The lemma is proved in Appendix I. Note that the definition yields $E_{fc}^{k} = \{(q, n) \in M_{fc} | q_k = 1\}$. Then we consider the Lyapunov function $V^{fc} : S \times M_{fc} \rightarrow \mathbb{R}_{\geq 0}$.

$$V^{fc}(\phi) = \sum_{k=1}^{K} q_k \left( \sum_{j=1}^{K-1} \gamma_{j,k} \left( \frac{1}{2} q_j + l_j \int_{n_j}^{n_{j+1}} \rho_j(\xi) d\xi \right) + \sum_{j=k}^{K} \gamma_{k,j} \left( \frac{1}{2} q_j + l_j \int_{n_j}^{n_{j+1}} \rho_j(\xi) d\xi \right) + b_{k,s} \right).$$

The rest of the proof is similar to that of Theorem 1.

**D Proof of Theorem 3**

First consider an invariant set $M^{pc}$ analogous to (45) but under the partially coordinated control policy $\mu^{pc}$. Then the proof uses the Lyapunov function $V^{pc} : S \times M^{pc} \rightarrow \mathbb{R}_{\geq 0}$:

$$V^{pc}(\phi) = \sum_{k=1}^{K} q_k \left( \sum_{j=1}^{K-1} \gamma_{j,k} \left( \frac{1}{2} q_j + l_j n_j \right) + \sum_{j=k}^{K} \gamma_{k,j} \left( \frac{1}{2} q_j + l_j \int_{n_j}^{n_{j+1}} \rho_j(\xi) d\xi \right) + b_{k,s} \right).$$

The remaining proof is similar to that of Theorem 1.

**E Proof of Corollary 1**

We first consider the necessity. If the two-cell highway section is stable, we must conclude the time-averaged inflow is less than the time-averaged outflow, which indicates (27a)-(27b).

Then, we show the sufficiency. Consider the invariant set $\tilde{M}^{lo}$ stated by Lemma 4.

**Lemma 4** The set

$$\tilde{M}^{lo} := \bigcup_{i_1, i_2 \in \{0, 1\}} \tilde{Q}^{lo}_{1,i_1,i_2} \times \tilde{Q}^{lo}_{2,i_1,i_2} \times \tilde{N}^{lo}_{1,i_1,i_2} \times \tilde{N}^{lo}_{2,i_1,i_2}$$

is an invariant set for the two-cell highway section satisfying (25) and (26a)-(26c), where for $k = 1, 2$,

$$\tilde{Q}^{lo}_{k,i_1,i_2} := \begin{cases} \{0\} & i_k = 0, \\ \mathbb{R}_{>0} & i_k = 1 \end{cases}, \tilde{N}^{lo}_{k,i_1,i_2} := \begin{cases} [n_k, \bar{n}_k] & i_j = 0, \forall 1 \leq j \leq k, \\ [n_k, \bar{n}_k] & \text{otherwise.} \end{cases}$$

The lemma is proved in Appendix J. Note that $\tilde{M}^{lo}$ is in general tighter than $M^{lo}$ and leads to tighter $E_{1}^{lo} := \{0\} \times \{n_{1}^{c}\} \times [n_{2}^{c}, \bar{n}_{2}]$ and $E_{2}^{lo} := \{1\} \times \{\underline{n}_{1}\} \times [n_{2}^{c}, \bar{n}_{2}]$. 
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According to Theorem 1, we only need to consider \( D_{1,s}^{lo}(\tilde{E}_1^{lo}) \) and \( D_{2,s}^{lo}(\tilde{E}_2^{lo}) \). Considering \( \rho_2(n) = 1 \) in case of the decoupled cells 1 and 2, we have

\[
D_{1,s}^{lo}(\tilde{E}_1^{lo}) = \max_{(q,n) \in \tilde{E}_1^{lo}} \left( 1 - \beta_2^2 \right) (\alpha_1 - \min\{v_1n_1, F_1,s\}) + (\beta_1\alpha_1 + \alpha_2 - \min\{v_2n_2, F_2,s\}) = (1 - \beta_2^2)(\alpha_1 - F_1,s) + (\beta_1\alpha_1 + \alpha_2 - F_2,s).
\]

Similarly, we obtain \( D_{2,s}^{lo}(\tilde{E}_2^{lo}) = \beta_1\alpha_1 + \alpha_2 - F_2,s \). So given (27a)-(27b), the stability condition (21) is satisfied.

\[
\text{Proof of Corollary 2}
\]

We first consider the invariant set \( \tilde{\mathcal{M}}^{pc} \) stated in Lemma 5 proved in Appendix K.

**Lemma 5** The set

\[
\tilde{\mathcal{M}}^{pc} := \bigcup_{i,j \in \{0,1\}, 1 \leq j \leq K} K \prod_{j=1}^{K} \tilde{\mathcal{Q}}^{pc}_{j,i_1,...,i_K} \times \prod_{j=1}^{K} \tilde{\mathcal{N}}^{pc}_{j,i_1,...,i_K}
\]

is an invariant set for the \( K \)-cell highway section satisfying (40) and (41a)-(41c), where for \( k = 1, \cdots, K \),

\[
\tilde{\mathcal{Q}}^{pc}_{k,i_1,...,i_K} := \begin{cases} 
\{0\} & i_k = 0, \\
\mathbb{R}_+ & i_k = 1,
\end{cases} \quad (46a)
\]

\[
\tilde{\mathcal{N}}^{pc}_{k,i_1,...,i_K} := \begin{cases} 
[n_k, \bar{n}_k] & i_j = 0, \forall 1 \leq j \leq k, \\
[n_k^e, \bar{n}_k] & \text{otherwise.}
\end{cases} \quad (46b)
\]

First, we show that \( \mu^{pc} \) is an optimal solution to the program \( P_3 \) with \( \rho_j \equiv 1, \ j = 1, 2, \cdots, K \). For any \( \mu^{ec} \), we must have

\[
\tilde{D}^{ec} \geq \sum_{s \in S} p_s \left( 1 - \beta_k^2 \right) \left( \sum_{j=1}^{k} \gamma_{1,j} \alpha_j - F_{k,s} \right)
\]

\[
+ \sum_{j=k+1}^{K} \gamma_{k,j} \left( 1 - \beta_j^2 \right) \left( \sum_{t=1}^{j} \gamma_{t,j} \alpha_j - F_{j,s} \right), \forall k = 1, \cdots, K.
\]

Note that the control policy \( \mu^{pc} \) with the invariant set \( \tilde{\mathcal{M}}^{pc} \) achieves the equality. Thus we can conclude that \( \mu^{pc} \) is the optimal solution to \( P_3 \).

Similarly, we can prove that \( \mu^{pc} \) can be obtained from the localized control design.

**Proof of Lemma 1**

We prove this result by showing that for each mode \( s \in S \), the vector field \((G, H)\) points towards to the interior on the boundary of \( \mathcal{M}^{lo} \). The boundary is the union of the following six sets \( B_i^{lo}, i = 1, \cdots, 6 \). We consider them one by one:
• $\mathcal{B}_1^0 := \{(q, n) \in \mathcal{M}^0 : q_1 = 0, n_1 = n_2 \}$. Over this set, we have

$$H_1^0(\phi) \geq (\min\{\alpha_1, w_1(n_1^{\text{jam}} - n_4)\} - v_1 n_1) / l_1 \tag{2}$$

$$\geq (\min\{\alpha_1, F_1^{\text{max}}\} - v_1 n_1) / l_1 = 0.$$

• $\mathcal{B}_2^0 := \{(q, n) \in \mathcal{M}^0 : q_2 = 0, n_2 = n_2 \}$. Over this set, we have

$$H_2^0(\phi) \geq (\min\{\beta_1 v_1 n_1 + r_2^0(q_2, n_2), \beta_1 F_1^{\text{min}} + r_2^0(q_2, n_2), F_2^{\text{max}}\} - v_2 n_2) / l_2 = 0.$$

Note that we assume $r_2^0(q_2, n_2) \geq \alpha_2$ given $q_2 = 0$ and $n_2 = n_2$; otherwise the controller is unreasonable and must lead to the instability.

• $\mathcal{B}_3^0 := \{(q, n) \in \mathcal{M}^0 : q_1 > 0, n_1 = n_1 \}$. The proof is similar to that of $\mathcal{B}_1^0$.

• $\mathcal{B}_4^0 := \{(q, n) \in \mathcal{M}^0 : q_2 > 0, n_2 = n_2 \}$. The proof is similar to that of $\mathcal{B}_2^0$.

• $\mathcal{B}_5^0 := \{(q, n) \in \mathcal{M}^0 : n_1 = \bar{n}_1 \}$. Over this set, we have

$$H_1^0(\phi) \leq (w_1(n_1^{\text{jam}} - \bar{n}_1) - \min\{F_1^{\text{min}}, (w_2(n_2^{\text{jam}} - n_2) - r_2^0(1, n_2)) / \beta_1\}) / l_1 = 0.$$

• $\mathcal{B}_6^0 := \{(q, n) \in \mathcal{M}^0 : n_2 = \bar{n}_2 \}$. The proof is similar to that of $\mathcal{B}_6^0$. \hfill \square

**H Proof of Lemma 2**

First, we define the matrices

$$\Lambda := \begin{bmatrix} -\sum_{i \neq 1} \lambda_{1,i} & \cdots & \lambda_{1,m} \\ \vdots & \ddots & \vdots \\ \lambda_{m,1} & \cdots & -\sum_{i \neq m} \lambda_{m,i} \end{bmatrix}, \quad P := \begin{bmatrix} p_1 & \cdots & p_m \end{bmatrix},$$

where $\lambda_{m,i}$ denotes the transition rate from mode $m$ to mode $i$ and $p_i$ denotes the steady-state probability of mode $i$. Besides, let $p = [p_1, \ldots, p_m]^T$, $b_k = [b_{k,1}, \ldots, b_{k,m}]^T$ and $z_k = [z_{k,1}, \ldots, z_{k,m}]^T$. To show the existence of a solution, note that the system of equations is equivalent to $\Lambda b_k = [p^T z_k - z_{k,1}, \ldots, p^T z_k - z_{k,m}]^T$. Since the discrete state process is ergodic, the rank of the matrix $\Lambda$ is $m - 1$. Scaling each row $i$ with $p_i$ and adding the scaled rows 1, 2, $\cdots$, $m-1$ to row $m$, we obtain $PAb_k = [p_1 (p^T z_k - z_{k,1}), \ldots, (\sum_{i=1}^m p_i) p^T z_k - \sum_{i=1}^m p_i z_{k,i}]^T$. Noting $\sum_{i \neq j} p_i \lambda_{i,j} - p_j \sum_{i \neq j} \lambda_{j,i} = 0$ for $j = 1, \ldots, m$ and $(\sum_{i=1}^m p_i) p^T z_k - \sum_{i=1}^m p_i z_{k,i} = p^T z_k - p^T z_k = 0$, we conclude that the rank of the augmented coefficient matrix of the system of linear equations above is also $m - 1$, equal to the rank of the coefficient matrix. Therefore, the system of equations above must have a solution $b_k$. If $b_k$ has some negative element $b_{k,i} < 0$, we can obtain non-negative solution $\hat{b}_k := b_k + [\min_i b_{k,i}]$. \hfill \square
I Proof of Lemma 3

We show that for each mode \( s \in \mathcal{S} \), the vector field \((G, H)\) points towards the interior on the boundary of \( \mathcal{M}^{fc} \). The boundary of \( \mathcal{M}^{fc} \), denoted by \( B^{fc} \), is the union of 3K sets: \( B^{fc} := \bigcup_{i\in\{1,2,3\}, k\in\{1,\ldots,K\}} B^{fc}_{i,k} \) where \( B^{fc}_{1,k} := \{ (q, n) \in \mathcal{M}^{fc} : q_k = 0, n_k = \bar{n}_k \} \), \( B^{fc}_{2,k} := \{ (q, n) \in \mathcal{M}^{fc} : q_k > 0, n_k = n_k^{fc} \} \) and \( B^{fc}_{3,k} := \{ (q, n) \in \mathcal{M}^{fc} : n_k = \bar{n}_k \} \). The proofs for \( B^{fc}_{i,k} \) are analogous to those for Lemma 1.

J Proof of Lemma 4

We first consider \( \tilde{M}_{lo_1,0} \). Due to (26a), we have \( n_1 = \min\{U_1, F_{max}^1\}/v_1 = n_1^c \). For \( q_1 > 0, n_1 \geq n_1^c, q_2 = 0 \) and \( n_2 = n_2^c \), we have

\[
H_{lo_2}(\phi) \geq (\min\{\beta_1 F_{min}^1 + i_{lo_2}(0, n_2^c), F_{max}^2\} - F_{max}^2)/l_2 \geq 0.
\]

Hence, \( n_2^c \) is one lower boundary. The proof is analogous for the boundary of \( \tilde{M}_{lo_0,1} \) and \( \tilde{M}_{lo_1,1} \).

K Proof of Lemma 5

We show (46b) by induction. First, we have \( \tilde{N}_{lo_1,0,i_2,\ldots,i_K} = [n_1, \bar{n}_1] \) and \( \tilde{N}_{lo_1,1,i_2,\ldots,i_K} = [n_1^c, \bar{n}_1] \) due to (41a) for any \( i_2, \ldots, i_K \in \{0, 1\} \). Then we assume (46b) for \( k = i \). The proof for the case \( k = i + 1 \) is similar to that for Lemma 4.
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