Style Spectrooscope: Improve Interpretability and Controllability through Fourier Analysis
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Abstract

Universal style transfer (UST) infuses styles from arbitrary reference images into content images. Existing methods, while enjoying many practical successes, are unable of explaining experimental observations, including different performances of UST algorithms in preserving the spatial structure of content images. In addition, methods are limited to cumbersome global controls on stylization, so that they require additional spatial masks for desired stylization. In this work, we provide a systematic Fourier analysis on a general framework for UST. We present an equivalent form of the framework in the frequency domain. The form implies that existing algorithms treat all frequency components and pixels of feature maps equally, except for the zero-frequency component. We connect Fourier amplitude and phase with Gram matrices and a content reconstruction loss in style transfer, respectively. Based on such equivalence and connections, we can thus interpret different structure preservation behaviors between algorithms with Fourier phase. Given the interpretations we have, we propose two manipulations in practice for structure preservation and desired stylization. Both qualitative and quantitative experiments demonstrate the competitive performance of our method against the state-of-the-art methods. We also conduct experiments to demonstrate (1) the abovementioned equivalence, (2) the interpretability based on Fourier amplitude and phase and (3) the controllability associated with frequency components.

1 Introduction

Style transfer deals with the problem of synthesizing an image which has the style characteristics from a style image and the content representation from a content image. The seminal work [Gatys et al., 2016] uses Gram matrices of feature maps to model style characteristics and optimizes reconstruction losses between the reference images and stylized images iteratively. For the purpose of gaining vivid visual styles and less computation cost, more trained feed-forward networks are proposed [Wang et al., 2020; Li and Wand, 2016; Johnson et al., 2016; Sheng et al., 2018; Li et al., 2017a; Chen et al., 2017; Dumoulin et al., 2017]. Recent works focus on arbitrary style transfer [Park and Lee, 2019; Chen et al., 2021a,b; Chandran et al., 2021], or artistic style [Chen et al., 2021b; Liu et al., 2021; Chen et al., 2021c]. These works capture limited types of style and cannot well generalize to unseen style images [Hong et al., 2021].

Preprint. Under review.
To obtain the generalization ability for arbitrary style images, many methods are proposed for the task of universal style transfer (UST). Essentially, the main challenge of UST is to properly extract the style characteristics from style images and transfer them onto content images without any prior knowledge of target style. The representative methods of UST consider various notions of style characteristics. For example, AdaIN [Huang and Belongie, 2017] aligns the channel-wise means and variances of feature maps between content images and style images, and WCT [Li et al., 2017b] further matches up the covariance matrices of feature maps by means of whitening and coloring processes, leading to more expressive colors and intensive stylization.

While these two approaches and their derivative works show impressive performances on stylization, they behave differently in preserving the structure of content images. It is observed that the operations performed by AdaIN can do better in structure preservation of content images while those of WCT might introduce structural artifacts and distortions. Many follow-up works focus on alleviating the problem of WCT [Li et al., 2018, Chiu and Gurari, 2022, Yoo et al., 2019], but seldom can analytically and systematically explain what makes the difference. In the field of UST, we need an analytical theory to bridge algorithms with experimental phenomena for better interpretability, potentially leading to better stylization controls. To this end, we resort to apply Fourier transform for deep analysis, aiming to find new equivalence in frequency domain and bring new interpretations and practical manipulations to existing style transfer methods.

In this work, we first revisit a framework by [Li et al., 2017b] which unifies several well-known UST methods. Based on the framework, we derive an equivalent form for it in the frequency domain, which has the same simplicity with its original form in the spatial domain. Accordingly, the derived result demonstrates that these UST methods perform a uniform transformation in the frequency domain except for the origin. Furthermore, these UST methods transform frequency components (excluding the zero-frequency component) and spatial pixels of feature maps in an identical manner. Thus, these UST methods perform manipulations on the whole frequency domain instead of specific subsets of frequencies (either high frequencies or low frequencies).

Secondly, through the lens of the Fourier transform, we further explore the relation of Fourier phase and amplitude with key notions in style transfer, and then we present new interpretations based on the equivalence we have. On one hand, we prove that a content reconstruction loss between two feature maps reaches a local minimum when they have identical Fourier phase, which implies that Fourier phase of feature maps contributes to the structure of stylized results. On the other hand, we prove that the Fourier amplitude of feature maps determines the diagonals of their Gram matrices, which implies that Fourier amplitude contributes to the intensity information of stylized images. Next, We demonstrate that AdaIN does preserve the Fourier phase of feature maps while WCT does not, and we interpret the different behaviors between the UST methods in structure preservation as a consequence of their different treatment with the Fourier phase of feature maps.

Thirdly, based on the connection we establish between style transfer and Fourier transfer, we propose two manipulations on the frequency components of feature maps: 1) a phase replacement operation to keep phase of feature maps unchanged during stylization for better structure preservation. 2) a feature combination operation to assign different weights to different frequency components of feature maps for desired stylization. We then conduct extensive experiments to validate their efficacy.

The contributions of this paper are summarized as follows:

- **Equivalence** We present a theoretically equivalent form for several state-of-the-art UST methods in the frequency domain and reveal their effects on frequencies. We conduct corresponding experiments to validate the equivalence.

- **Interpretability** We connect Fourier amplitude and phase with key notions in style transfer and present new interpretations on different behaviors of UST methods. The interpretations are validated by experiments.

- **Controllability** We propose two manipulations for structure preservation and desired stylization. We have experimental validation for their efficacy and controllability.
2 Preliminaries

2.1 Fourier transform

The Fourier transform has been widely used for the analysis of the frequency components in signals, including images and feature maps in the shallow layers of neural networks. Given an image $F \in \mathbb{R}^{C \times H \times W}$, the discrete Fourier transform (DFT) [Jenkins and Desai, 1986] decomposes it into a unique representation $F \in \mathbb{C}^{C \times H \times W}$ in the frequency domain as follows:

$$F_{u,v} = \sum_{h=0}^{H-1} \sum_{w=0}^{W-1} F_{h,w} e^{-j2\pi(u h + v w)}, \quad j^2 = -1,$$

where $(h, w)$ and $(u, v)$ are the indices on the spatial dimensions and the frequency dimensions, respectively. Since images and feature maps consist of multiple channels, we here apply the Fourier transform upon each channel separately and omit the explicit notation of channels. Each frequency component $F_{u,v}$ can be decomposed into amplitude $|F_{u,v}|$ and phase $\angle F_{u,v}$:

$$|F_{u,v}| = \sqrt{(R_{u,v})^2 + (I_{u,v})^2}, \quad \angle F_{u,v} = \text{atan2}(I_{u,v}, R_{u,v}),$$

where $R_{u,v}$ and $I_{u,v}$ are the real part and the imaginary part of the complex frequency component $F_{u,v}$, respectively. Intuitively, as for images, amplitude carries much of intensity information, including the contrast or the difference between the brightest and darkest peaks of images, and phase crucially determines the spatial content of images [Gonzalez and Woods, 2008].

2.2 A unified framework for universal style transfer

To better demonstrate the connection between style transfer and the Fourier transform, a unified framework of different style transfer methods is preferred to serve as a bridge. Given a content image $I^c$ and a style image $I^s$, we denote the feature maps of $I^c$ and $I^s$ as $F^c \in \mathbb{R}^{C \times H^c \times W^c}$ and $F^s \in \mathbb{R}^{C \times H^s \times W^s}$ respectively, where $C$ denotes the number of channels, $H^c$ ($H^s$) the height and $W^c$ ($W^s$) the width. For a majority of UST methods, their goal is to transform the content image feature maps $F^c$ into stylized feature maps $F^{cs}$, whose first-order and second-order statistics are aligned with those of the style image feature maps $F^s$. Accordingly, their methods mainly depend on the corresponding channel-wise mean vectors $\mu^c, \mu^s \in \mathbb{R}^C$ and the covariance matrices $\Sigma^c, \Sigma^s \in \mathbb{R}^{C \times C}$ of $F^c$ and $F^s$, respectively.

A framework is proposed in [Lu et al., 2019] for unifying several well-known methods under the same umbrella. Specifically, each pixel $F^c_{h,w}$ of $F^c$ is first centralized by subtracting the mean vector $\mu^c$, where $h$ and $w$ are indices on spatial dimensions. Then the framework linearly transforms $F^c_{h,w}$ with the transformation matrix $T \in \mathbb{R}^{C \times C}$ and re-centers $F^{cs}_{h,w}$ by adding the mean vector $\mu^s$ of the style. Each pixel $F^{cs}_{h,w} \in \mathbb{R}^C$ of stylized feature maps can be represented as follows:

$$F^{cs}_{h,w} = T \left( F^c_{h,w} - \mu^c \right) + \mu^s,$$

where the transformation matrix $T$ has multiple forms based on a variety of configurations of different methods. We here demonstrate the relation between the unified framework and several methods in details.

1. **AdaIN** In *Adaptive Instance Normalization* (AdaIN) [Huang and Belongie, 2017], the transformation matrix $T = \text{diag}(\Sigma^c)/\text{diag}(\Sigma^s)$, where $\text{diag}(\Sigma)$ denotes the diagonal matrix of a given matrix $\Sigma$ and $/$ denotes the element-wise division. Because of the characteristics of diagonal matrices, only the means and variances within each single feature channel of $F^{cs}$ are matched up to those of $F^s$, ignoring the correlation between channels.

2. **WCT** Instead of shifting a single set of intra-channel statistics, [Li et al., 2017b] proposes a *Whitening and Coloring Transform* (WCT) that focuses further on the alignment of covariance matrices. Similar with AdaIN, the transformation matrix for WCT is $T = (\Sigma^c)^{\frac{1}{2}} (\Sigma^s)^{-\frac{1}{2}}$, leading to well-aligned second-order statistics.

3. **LinearWCT** While WCT generates stylized images more expressively, it is still computationally expensive because of the high dimensions of feature maps in neural networks. [Li]
et al., 2019] proposes LinearWCT to use light-weighted neural networks to model the linear transformation \( T \) by optimizing the Gram loss, known as a widely-used style reconstruction objective function:

\[
T = \arg \min_T \| F^{cs} F^{cs \top} - F^s F^s \top \|^2_F,
\]

(4)

where \( F^{cs} F^{cs \top} \) is the Gram matrix for \( F^{cs} \) and \( \| \cdot \|^2_F \) denotes the squared Frobenius norm of the differences between given matrices.

4. **OptimalWCT** Similarly, [Lu et al., 2019] proposes OptimalWCT to derive a closed-form solution for \( T \) without the help of optimization process:

\[
T = (\Sigma^c)^{- \frac{1}{2}} \left( (\Sigma^c)^{\frac{1}{2}} \Sigma^s (\Sigma^c)^{\frac{1}{2}} \right)^{- \frac{1}{2}}.
\]

(5)

Their method reaches the theoretical local minimum for the content loss \( \mathcal{L}_c = \| F^c - F^{cs} \|^2_F \), which is widely-used in style transfer [Huang and Belongie, 2017, Gatys et al., 2016, Lu et al., 2019] for structure preservation of content images.

3 Method

In this section, we first show an equivalent form of the framework in the frequency domain. In this way, all the methods based on the framework in Section 2.2 can be interpreted as effecting on the frequency domain. We further connect amplitude and phase with existing concepts in the context of style transfer, and explain why AdalN preserves the structure of content images better while WCT might not. Finally, we propose two operations for better structure preservation and desired stylization.

3.1 The equivalent form of the framework in the frequency domain

We theoretically analyze the unified framework from the angle of 2-D DFT. We denote the DFT of \( F^{cs} \) as \( F^{cs} \in \mathbb{C}^{C \times H^c \times W^c} \), where \( \mathbb{C} \) is the set of complex numbers. According to the unified framework in Eq. (1), we can derive each complex frequency component \( F^{cs}_{u, v} \) as:

\[
F^{cs}_{u, v} = \sum_{h=0}^{H^c-1} \sum_{w=0}^{W^c-1} F_{h,w} e^{-j2\pi(u \frac{h}{H} + v \frac{w}{W})} = \sum_{h=0}^{H^c-1} \sum_{w=0}^{W^c-1} T(F_{h,w} - \mu^c) e^{-j2\pi(u \frac{h}{H^c} + v \frac{w}{W^c})} + [\mu^s - T \mu^c] \sum_{h=0}^{H^c-1} \sum_{w=0}^{W^c-1} e^{-j2\pi(u \frac{h}{H^c} + v \frac{w}{W^c})}
\]

\[
\begin{cases}
H^c W^c \mu^c, & \text{if } u = v = 0; \\
F^{cs}_{u, v}, & \text{else}
\end{cases}
\]

\[
\begin{cases}
0, & \text{if } u = v = 0; \\
T F^{cs}_{u, v}, & \text{else}
\end{cases}
\]

(6)

where \( u \) and \( v \) are indices upon the frequency dimensions, and \( F^c \) and \( F^s \) are the DFTs of \( F^c \) and \( F^s \), respectively. According to the Fourier transform in Eq. (1), \( F_{0,0} = \sum_{h=0}^{H^c-1} \sum_{w=0}^{W^c-1} F_{h,w} = HW \mu \). Thus, we have \( F^c_{u, v} = H^c W^c \mu^c = (\frac{H^c}{H W} \mu^c) F^c_{0,0} \) when \( u = v = 0 \). Therefore, in the frequency domain, style transfer methods based on the unified framework are simple linear transformations on \( F^c \) except for the zero-frequency component \( F^c_{0,0} \), which is replaced with the re-scaled zero-frequency component of \( F^s \).

From Eq. (6), we find that each individual frequency component (excluding the zero-frequency component) has an identical linear transformation with pixels on the feature maps. In this way, there is no entanglement between different frequencies in the process of style transfer. Thus, it is feasible to treat and manipulate each frequency component of \( F^{cs} \) as an individual for practical usage. Therefore, we justify the claim that mainstream methods in Section 2.2 for UST are not sole transfer on specific subsets of frequencies (either high frequencies or low frequencies), but essentially on the whole frequency domain.
3.2 Connections and interpretations: amplitude and phase

To better bridge style transfer with the Fourier transform, we connect phase and amplitude with a reconstruction loss and the Gram matrix in style transfer, respectively.

**Phase and the content loss**  We here demonstrate the relation between phase and the content loss, which widely serves as a construction loss for optimizing the differences of spatial arrangement between stylized images \( F^s \) and content images \( F^c \). Given their feature maps \( F^s, F^c \in \mathbb{R}^{C \times H \times W} \), corresponding DFTs \( F^s, F^c \), Fourier amplitude \( |F^s|, |F^c| \) and Fourier phase \( \angle F^s, \angle F^c \), the content loss between \( F^s \) and \( F^c \) can be derived as:

\[
L_c = \|F^s - F^c\|_F^2 = \frac{1}{HW} \sum_{k=0}^{C} \sum_{h=0}^{H} \sum_{w=0}^{W} (F^s_{k,h,w} - F^c_{k,h,w})^2 = \frac{1}{HW} \sum_{k=0}^{C} \sum_{h=0}^{H} \sum_{w=0}^{W} |F^s_{k,u,v} - F^c_{k,u,v}|^2
\]

where the second equality is held by the Parseval’s theorem and \( k, (h, w) \) and \( (u, v) \) are indices on channels, spatial dimensions and frequency dimensions, respectively. When \( F^c \) is optimized for the content loss, since \( |F^s_{k,u,v}| \) and \( |F^c_{k,u,v}| \) are non-negative numbers, the content loss \( L_c \) reaches a local minimum when \( \angle F^s_{k,u,v} = \angle F^c_{k,u,v} \) for all \( (k, u, v) \). Furthermore, whenever \( \angle F^s_{k,u,v} \) gets closer to \( \angle F^c_{k,u,v} \), the content loss decreases, demonstrating the crucial role of phase of feature maps in determining the spatial information of corresponding decoded images. Therefore, we can interpret the structure preservation abilities of methods from the perspective of Fourier phase. Furthermore, we can manipulate Fourier phase for better performances in structure preservation.

**Interpretations on structure preservation**  Based on the equivalent form in Eq. (6) and the relation between Fourier phase and the content loss, we can give interpretations to different behaviors of methods in structure preservation. Concerning AdaIN and WCT as instances of the equivalent framework in the frequency domain, we have \( F^s_{k,u,v} = T F^c_{k,u,v} \) when \( (u, v) \neq (0, 0) \). Note that for AdaIN, the transformation matrix \( T = \text{diag}(\Sigma') / \text{diag}(\Sigma^c) \in \mathbb{R}^{C \times C} \) is a real diagonal matrix, which has the same scaling upon the real part and the imaginary part of \( F^c \). As a result, AdaIN can preserve the phase in each feature channel and keep the content loss of feature maps in a local minimum. While WCT provides a non-diagonal matrix \( T = (\Sigma')^\frac{1}{2} (\Sigma^c)^{-\frac{1}{2}} \) for transformation, the information between different channels is consequently entangled, the phase of each channel is disturbed and the content loss after the process of WCT is likely to increase much more than the one after the process of AdaIN. Therefore, WCT needs more efforts to preserve the spatial information of content images, resulting in its less appealing performances in structure preservation.

**Amplitude and Gram matrices**  We theoretically demonstrate the connection between the Fourier amplitude of feature maps and their Gram matrices. Given feature maps \( F \in \mathbb{R}^{C \times H \times W} \), corresponding Fourier amplitude \( |F| \) and Fourier phase \( \angle F \) of their DFT \( F \), the pixels of the Gram matrix \( FF^\top \) can be derived as:

\[
(FF^\top)_{c_1,c_2} = \frac{1}{HW} \sum_{k=0}^{C} \sum_{h=0}^{H} \sum_{w=0}^{W} F_{c_1,h,w} F_{c_2,h,w} = \frac{1}{HW} \sum_{k=0}^{C} \sum_{h=0}^{H} \sum_{w=0}^{W} F_{c_1,u,v} F^*_{c_2,u,v}
\]

where \( c_1, c_2 \) are indices on the channels, \( (\ast) \) represents complex conjugate and the second equality is held by the Parseval’s theorem. Since \( (FF^\top)_{c_1,c_2} \) is a real number, we omit the imaginary part in the final step. In a special case where \( c_1 \) equals \( c_2 \), \( (FF^\top)_{c_1,c_2} \) equals \( \frac{1}{HW} \sum_{u=0}^{H} \sum_{v=0}^{W} |F_{c_1,u,v}|^2 \). This indicates that the sum of the square of amplitude components directly determines the diagonals of Gram matrices. Each elements on the diagonal of Gram matrices represents infra-channel second-order statistics of feature maps, measuring the intensity of information in each channel. Therefore, if we only manipulate the Fourier phase of the DFTs of feature maps and keep the Fourier amplitude unchanged, it can be expected that the intensity presentations of the corresponding decoded images are roughly the same. For detailed proof, see the Supplementary Materials.
3.3 Manipulations on stylized feature maps in the frequency domain

The equivalent form in Eq. (6) and abovementioned connections enable further manipulations for better structure preservation or desired stylization. We propose two simple operations upon frequency components of feature maps, which we call phase replacement and frequency combination.

**Phase replacement** Given the DFT of the content feature maps \( F^c \) and the DFT of the stylized feature maps \( F^{cs} \), we calculate the phase of \( F^c \) denoted as \( \angle F^c \in [0, 2\pi) \times H^c \times W^c \) and the amplitude of \( F^{cs} \), denoted as \( |F|^{cs} \in \mathbb{R}^C \times H^c \times W^c \), where \( \mathbb{R}^+ \) denotes the set of non-negative real numbers. We then reconstruct \( F^{cs} \) as:

\[
F^{cs}_{u,v} = |F|^{cs}_{u,v} \cos \angle F^c + j|F|^{cs}_{u,v} \sin \angle F^c
\]

where \( \cos \) and \( \sin \) are element-wise operators on vectors (e.g., \( \cos \phi = [\cos \phi^1, ..., \cos \phi^C] \)), \( \circ \) is the element-wise multiplication and \( j \) is the imaginary unit. Based on the connections established in Section 3.2 when we replace the phase of \( F^{cs} \) with \( \angle F^c \), the content loss between \( F^{cs} \) and \( F^c \) is reduced and in this way, the structure of content images is more preserved in \( F^{cs} \). In addition, since the amplitude of \( F^{cs} \) is not changed, the diagonal of \( F^{cs} F^{cs\top} \) stays unchanged and so does the basic intensity information of the stylized results. A similar amplitude transferring method is proposed in [Yang and Soatto, 2020] for semantic segmentation, which shares resembling views on phase and amplitude with ours.

**Frequency combination** To accommodate different requirements from users, appropriate control on the stylization is needed for practical usage. Plenty of works for style transfer use linear combination of content feature maps \( F^c \) and stylized feature maps \( F^{cs} \) as shown in Eq. (10):

\[
F^{cs} = \alpha F^{cs} + (1 - \alpha) F^c,
\]

where \( \alpha \) is the weight for controlling on the stylization. In this way, all the global characteristics of images (e.g., the sharp edges of trees and the smooth background of sky) are combined uniformly. While in most cases, users are expecting for customized global changes on images (e.g., having the details of trees less stylized but keeping the sky moderately stylized). Since high frequencies determine the details and low frequencies determine the overview of images, we can accommodate the customized needs of users with combination of frequencies in different proportions.

Given the DFT of content feature maps \( F^c \) and the DFT of stylized feature maps \( F^{cs} \), we first rearranges their frequency components with the zero-frequency components in the center point \((u_0, v_0)\), following a common technique in digital image processing. In this way, the frequency components close to \((u_0, v_0)\) are low-frequency components whereas the rest of components represent high frequencies. Next, we combine \( F^{cs} \) and \( F^c \) using a weighting function \( \alpha : \mathbb{R}^2 \rightarrow [0, 1] \):

\[
F^{cs}_{u,v} = \alpha(u, v) F^{cs}_{u,v} + [1 - \alpha(u, v)] F^c_{u,v},
\]

where \( \alpha \) serves as the stylization weighting function dependent on the indices \((u, v)\). For example, if users want to have the details less stylized, higher frequencies of \( F^{cs} \) need to be less weighted, and accordingly a lower value of \( \alpha \) can be set for \((u, v)\) indexing higher frequencies. In practice, the function \( \alpha \) is set to be controlled by a hyper-parameter \( \sigma \):

\[
\alpha(u, v) = \exp \left[-\frac{(u - u_0)^2 + (v - v_0)^2}{\sigma}\right],
\]

where \( \sigma \) represents the degree for combining the low frequencies of \( F^{cs} \). When \( \sigma \) gets larger, the value of \( \alpha(u, v) \) increases for every \((u, v)\). In this way, more low frequencies of \( F^{cs} \) (indexed by \((u, v)\) close to \((u_0, v_0)\)) are gradually kept.

4 Experiments

In this section, we first introduce our method specification and implementation details. Then we compare our method with the state-of-the-art style transfer methods in terms of visual effect, structure preservation and computing time. Moreover, we conduct experiments to validate the equivalence presented in Eq. (6), the interpretations on Fourier amplitude and phase introduced in Section 3.2 and the efficacy of manipulations proposed in 3.3. More qualitative results and implementation details are available in the Supplementary Materials.
Figure 1: Qualitative comparison on the state-of-the-art UST algorithms. AdaIN w/ $F^{cs}$ and WCT w/ $F^{cs}$ are implemented following Eq. (6) in the frequency domain, which perform equivalent stylization with the original methods.

**Method specification.** Based on the equivalence and connections mentioned above, the proposed method first performs a selected UST algorithm in the frequency domain. In practice, we choose to implement our method in conjunction with WCT because WCT produces expressive stylization in spite of introduced distortions. To deal with the distortions, we adopt phase replacement (PR) to substitute the Fourier phase of stylized feature maps with that of content feature maps. Since PR can optimize the content loss to a local minimum according to Eq. (7), the structure of content images is preserved. Finally, the proposed method uses inverse discrete Fourier transform to reverse the frequency components back to the spatial domain.

**Implementation details.** We adopt a part of the VGG-19 network [Simonyan and Zisserman, 2015] (from the layer conv1_1 to the layer conv4_1) as our encoder. The weights of our encoder are borrowed from ImageNet-pretrained weights, following existing style transfer methods. We train our decoder for image reconstruction by minimizing the $L_2$ reconstruction loss. During the inference stage, we apply our method to feature maps in each layer of the decoder. We choose MS-COCO dataset [Lin et al., 2014] and WikiArt dataset [Nichol, 2016] as our content dataset and style dataset, respectively. Our decoder is also trained on the content dataset, whose training images are first resized.
Figure 2: Synthesized results with replaced Fourier amplitude or phase.

Table 1: The SSIM scores, the Gram loss and the time cost (seconds) for different UST methods.

| Method        | AdaIN | WCT | LinearWCT | OptimalWCT | AvatarNet | SANet | Self-Contained | Ours |
|---------------|-------|-----|-----------|------------|-----------|------|----------------|------|
| SSIM          | 0.307 | 0.234 | 0.278    | 0.250      | 0.329     | 0.310 | 0.276          | 0.403|
| SSIM (w/ PR)  | 0.307 | 0.251 | 0.427    | 0.263      | -         | -    | -              | 0.438|
| Time          | 0.0218| 0.3167| 0.0038   | 0.6247     | 3.027     | 0.0513| 0.098          | 0.112|
| Time (w/ PR)  | 0.0226| 0.3293| 0.0045   | 0.6321     | -         | -    | -              |      |

into 512×512 and randomly cropped into a size of 256×256. We run all the experiments on a single NVIDIA Tesla V100.

4.1 Performance comparison

Qualitative comparison In Figure[1] we show some visualization results of the qualitative comparison between the proposed methods and the state-of-the-art UST methods (i.e., AdaIN [Huang and Belongie, 2017], WCT [Li et al., 2017b], LinearWCT [Li et al., 2019], OptimalWCT [Lu et al., 2019], SANet [Park and Lee, 2019], AvatarNet [Sheng et al., 2018] and Self-Contained [Chen et al., 2020]). We observe that AdaIN roughly preserves the structure of images, but often produces unappealing patterns on the edges (e.g., 2nd, 3rd, and 5th columns). WCT and OptimalWCT can produce intensive but distorted artistic style and yield images less similar with content images in structure (e.g., 2nd, 4th, and 5th columns). LinearWCT roughly preserves the spatial structure of content images, but the stylization is less intensive (e.g., 1st, 2nd, and 4th columns). Comparatively, the proposed method performs well in the contrast and intensity of stylized results (e.g., the misty sky and the red lips). The proposed method also well preserves the spatial structure of content images, including the details (e.g. the contours of architectures and hair) and the overview (e.g. the light and shadow of cloudy sky and the human face) of images.

Quantitative comparison In addition to the comparison on visual effect, we also conduct a quantitative comparison. Moreover, we implement PR on each method and present corresponding quantitative scores. The Structural Similarity Index (SSIM) between the stylized images and corresponding content images is adopted as the metric for evaluating structure preservation. As shown in Table[1] our method achieves the highest SSIM score and PR improves SSIM scores of all methods except for AdaIN, since AdaIN does not change the Fourier phase of feature maps during stylization. The improved SSIM validates our interpretations on structure preservation behaviors between algorithms. Regarding the computing time, while our method needs to utilize Fourier transform, it still has a competitive time cost compared with other methods. It is noteworthy that our method has less additional computational cost if PR is adopted, since it has already performed style transfer in the frequency domain.
4.2 Equivalence, interpretations and manipulations

Validation of equivalence For AdaIN and WCT, we implement them in the frequency domain based on Eq. (6), shown from the 3rd to the 6th row in Figure 1. It can be observed that these two implemented UST algorithms in the frequency domain produce the same visual effect with original algorithms. This observation validates the proposed equivalence.

Interpretations on amplitude and phase To validate the roles of amplitude and phase, we replace the Fourier amplitude or phase of stylized feature maps in each layer during the stylization and present the results in Figure 2. It can be observed that feature maps with the same Fourier phase produce images with highly similar spatial arrangements (e.g., the structure of leaves and the light from the bottom in I.(c), I.(d) and I.(e)). This observation matches up with our interpretations on phase, provided by its connection with the content loss in Eq. (7). On the other hand, feature maps with same Fourier amplitude produces images with highly similar contrast and intensities in colors (e.g., the same differences between the brightest pixels and the darkest pixels of II.(c), II.(d) and II.(e)). This observation aligns with our interpretations on amplitude, supported by its connection with Gram matrices in Eq. (8).

Stylization manipulations First, we empirically display the effect of PR in Section 3.3 for image stylization, whose results are shown in Figure 3. It can be observed that for results without PR, the details (e.g., edges of the eyes and the nose) and the overview (e.g., the sky and the sea) become messier and more distorted, yielding unappealing distortions. The reason might be that PR can preserve the phase of both high frequencies and low frequencies, which are responsible for the spatial arrangement of the details and overview of images, respectively.

Second, to demonstrate the manipulations of frequency combination (FC) in Section 3.3, we present an example in Figure 4. We choose the weighting function $\alpha$ in (12) and adjust the hyper-parameter $\sigma$ for stylization controls. In Figure 4, with different value of $\sigma$, FC can have the details less stylized (e.g., the colorful buildings in the 4th column) while keeping the background moderately stylized (e.g., the sky with sketch style in the 4th column). Furthermore, FC can be customized for various purposes and the linear combination in Eq. (10) can be viewed as an instance of FC by setting the weighting function $\alpha(u, v)$ as a simple scalar. Therefore, the controllability of FC is better than that of linear combination.

5 Conclusion

In this paper, we apply Fourier analysis to a unified framework of UST algorithms. We present the equivalent form of the framework and reveal the connections between the concepts of Fourier transform with those of style transfer. We give interpretations on the different performances between UST methods in structure preservation. We also present two operations for structure preservation and desired stylization. Extensive experiments are conducted to demonstrate (1) the equivalence between the framework and its proposed form, (2) the interpretability prompted by Fourier analysis upon style transfer and (3) the controllability through manipulations on frequency components.

In the future, we will extend it to more semantic manipulations. Since our work performs much better in structure preservation, it would be better to consider the copyright protection before applying the proposed method.
Figure 4: Comparison between (c) linear combination and (d) frequency combination. It is worth noting that the proposed method helps the background remain stylized (e.g., the sky more sketch-stylized than (c)) while renders the details more realistic (e.g., the buildings and the sailboat more realistic than (c)). Note that the proposed method achieves this performance without any spatial masks to identify where to stylize. The hyper-parameter $\sigma$ for results in (d) is set to 0.99.
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