Abstract
Deep neural networks’ remarkable ability to correctly fit training data when optimized by gradient-based algorithms is yet to be fully understood. Recent theoretical results explain the convergence for ReLU networks that are wider than those used in practice by orders of magnitude. In this work, we take a step towards closing the gap between theory and practice by significantly improving the known theoretical bounds on both the network width and the convergence time. We show that convergence to a global minimum is guaranteed for networks with widths quadratic in the sample size and linear in their depth at a time logarithmic in both. Our analysis and convergence bounds are derived via the construction of a surrogate network with fixed activation patterns that can be transformed at any time to an equivalent ReLU network of a reasonable size. This construction can be viewed as a novel technique to accelerate training, while its tight finite-width equivalence to Neural Tangent Kernel (NTK) suggests it can be utilized to study generalization as well.

1 Introduction
Deep neural networks have achieved remarkable success in machine learning applications of different fields such as computer vision [Voulodimos et al., 2018], speech recognition [Hinton et al., 2012], and natural language processing [Devlin et al., 2018]. Much of this success is yet to be fully explained. One of the existing gaps is the network’s trainability, its ability to perfectly fit training data when initialized randomly and trained by first-order methods. Modern deep networks are commonly equipped with rectified linear unit (ReLU) activations [Xu et al., 2015], forming highly non-convex and non-smooth optimization problems. Such optimization problems are known to be generally computationally infeasible [Livni et al., 2014], and NP-hard in some cases [Blum and Rivest, 1989]. Nevertheless, in practice, trainability is often achieved in various tasks. Such empirical findings were summarized by Zhang et al. [2016]: “Deep neural networks easily fit (random) labels”.

Previous theoretical works focused on networks’ expressivity [Bengio and Delalleau, 2011, Cohen et al., 2016], the existence of a solution that perfectly fits training data, therefore necessary for trainability. As it has been shown that even shallow nonlinear networks are universal approximators [Hornik et al., 1989], a better understanding of the power of depth was desired [Eldan and Shamir, 2016, Liang and Srikant, 2016, Telgarsky, 2015]. One conclusion is that increased depth allows exponentially more efficient representations, thus per parameter, deep networks can

*Equal contribution.
approximate a richer class of functions than shallow ones [Cohen et al., 2016, Liang and Srikant, 2016]. However, a recent work by Yun et al. [2019] provided tighter expressivity bounds on ReLU networks, showing that datasets of \( n \) training examples can be perfectly expressed by a 3-layer ReLU network with \( \Omega(\sqrt{n}) \) parameters. This does not explain the sizes of practical neural networks that are typically over-parameterized and exceed the training data’s size. It appears that expressivity can provide only a limited explanation for the overparameterization of modern neural networks, which keep growing deeper and wider in search of state-of-the-art results [Zagoruyko and Komodakis, 2016, Huang et al., 2019, Ridnik et al., 2020].

Important insights regarding trainability emerged from the analysis of simplified variants of neural networks. Deep linear networks are of special interest since increased depth does not affect their expressiveness, only changes their optimization landscape. Therefore the effects of increased width and depth on the training process can be isolated and carefully studied in this setting. Arora et al. [2018a] proved that trainability is attained at a linear rate under proper initialization as long as the network is wide enough. Arora et al. [2018b] showed that training with gradient-descent could be accelerated by increasing the network’s depth. Their empirical evaluations supported the existence of a similar outcome in deep nonlinear networks as well. Another simplified variant with further insights is overparameterized shallow nonlinear networks, typically with a single hidden layer. Du and Lee [2018] proved that for a quadratic activation function all local minima are global minima. Safran and Shamir [2018] showed that ReLU networks suffer from spurious local minima, which can be drastically reduced by overparameterization. Oymak and Soltanolkotabi [2020] achieved trainability where the proportion between the number of hidden units and training examples \( n \) depends on the activation: for smooth ones it is \( \Omega(n^2) \) while for ReLU it is significantly larger, \( \Omega(n^4) \). Additional works examined the unique dynamics of ReLU activation during the training and their relation to gradient-descent optimization [Li and Liang, 2018, Arora et al., 2019b].

The analysis of deep ReLU networks is more challenging, as additional problems emerge with increased depth. Exploding and vanishing gradient [Hanin, 2018] and bias shifts [Clevert et al., 2015] are shared with additional activations, while the dying ReLUs problem, causing them to remain inactive permanently, is unique [Lu et al., 2019]. While in practice those problems are solved by the introduction of additional tensor transformations [Ioffe and Szegedy, 2015, He et al., 2016b], their theoretical understanding remains limited. Correspondingly, existing trainability guarantees for deep ReLU networks are considerably weaker compared with shallow networks. Du et al. [2019] required a minimal network width which scales exponentially with its depth \( L \) and polynomially with the number of examples \( n \). More recent works [Zou et al., 2018, Allen-Zhu et al., 2019] improved the dependencies to be high-order polynomials, \( \Omega(n^{26}L^{38}) \) and \( \Omega(n^{24}L^{12}) \) correspondingly. The best known result, by Zou and Gu [2019], required a network width of \( \Omega(n^8L^{12}) \), which is still prohibitively large compared to practice. For instance, training their network with 1001 layers [He et al., 2016b] over the common ImageNet dataset [Krizhevsky et al., 2017] requires a network of \( \Omega(10^{172}) \) parameters, while the largest one reported contains only \( O(10^{11}) \) [Brown et al., 2020].

In this work, we take a step towards closing the gap between theory and practice. We develop a novel technique to analyze the trainability of overparameterized deep neural networks and provide convergence guarantees under size requirements that are significantly milder than previously known. The network width required by our analysis for trainability scales only quadratically with \( n \), enabling for the first time empirical evaluation of the theoretical bounds, and bridging previous empirical results related to overparameterization. In addition, the required width by our theory is linear with \( L \), paving the way for a better understanding of the behavior of deep neural networks of
practical depths. Finally, the number of training iterations for reaching global minima by our
type is logarithmic in \( nL \), significantly smaller than previous theoretical results and similar to
leading practical applications (e.g., BiT [Kolesnikov et al., 2019]). A full comparison with previous
methods can be found in Table 1.

A key novelty of our analysis is the construction of a surrogate network, named Gated ReLU
or \( \text{GReLU} \), illustrated in Figure 1. The activation patterns of \( \text{GReLU} \), i.e. which entries output
zero [Hanin and Rolnick, 2019b], are determined at initialization and kept fixed during training.
They are set by a random transformation of the input, independent of the network initialization.
Therefore, \( \text{GReLU} \) networks are immune to two main problems of training ReLU networks, dying
ReLUs and bias shifts, while still enjoying the advantages of ReLU activation. We first prove tighter
bounds on the width and convergence time for training \( \text{GReLU} \) networks, then show that they can
be transformed to equivalent ReLU networks with 100% train accuracy. We further investigate the
proposed technique and derive a finite-width Neural Tangent Kernel equivalence with a improved
condition on the network width. Finally, we empirically validate the effectiveness of our technique
with datasets of different domains and practical network sizes.

Our main contribution can be summarized as follows

- We show that a randomly initialized deep ReLU network of depth \( L \) and width \( m = \tilde{O}(n^2L) \)
trained over \( n \) samples of dimension \( d \), reaches \( \varepsilon \)-error global minimum for \( \ell_2 \) regression in
a logarithmic number of iterations, \( T = c \log \left(n^3L^d\varepsilon\right) \). For comparison, the previous state-of-the-art result by Zou and Gu [2019] required \( m = O\left(n^8L^{12}\right) \), \( T = O\left(n^2L^2\log(\frac{1}{\varepsilon})\right) \).

- To achieve that, we propose a novel technique of training a surrogate network with fixed
activation patterns that can be transformed to its equivalent ReLU network at any point. It is immune to bias-shifts and dying-ReLU problems and converges faster without affecting
generalization, as we empirically demonstrate.

- We derive an NTK equivalence for \( \text{GReLU} \) networks with width linear in \( n \), connecting the
regimes of practical networks and kernel methods for the first time (improving \( \tilde{O}\left(n^32^{O(L)}\right) \)
by Huang and Yau [2020]). This connection allows utilizing NTK-driven theoretic discoveries
for practical neural networks, most notably generalization theory.

The remainder of this paper is organized as follows. In section 2 we state the problem setup and
introduce our technique. Our main theoretical result is covered in section 3, followed by additional
properties of the proposed technique in Section 4. In section 5 we provide a proof sketch of the
main theory, and in section 6 we empirically demonstrate its properties and effectiveness. Section 7
contains additional related work. Finally, section 8 concludes our work.

2 Preliminaries

In this section we introduce the main problem and the novel setup which is used to solve it.

Notations: we denote the Euclidean norm of vector \( v \) by \( \|v\| \) or \( \|v\|_2 \), and the Kronecker product
and Frobenius inner-product for matrices \( M, N \) by \( M \otimes N, \langle M, N \rangle \) respectively. We denote by
\( \lambda_{\min}(M), \lambda_{\max}(M) \) matrix minimal and maximal eigenvalues. We use the shorthand \( [k] \) to denote
the set \( \{1, \ldots, k\} \) and \( A_{[k]} = \{A_1, \ldots, A_k\} \). We denote the positive part of a vector by \( [v]_+ = (\max(0, v_1), \ldots, \max(0, v_d)) \) and its indicator vector by \( [v]_{++} = (1_{v_1>0}, \ldots, 1_{v_d>0}) \). Matrix column-wise vectorization is denoted by \( \text{vec}() \). For two sequences \( \{a_n\}, \{b_n\} \), we denote \( a_n = O(b_n) \) if there
exist a constant $C_o$ such that $a_n \leq C_o b_n$, and $a_n = \Omega(b_n)$ if a constant $C_{\Omega}$ satisfies $a_n \geq C_{\Omega} b_n$.

In addition, we denote $\tilde{O}(\cdot), \tilde{\Omega}(\cdot)$ to hide logarithmic factors. Finally, we denote the normal and chi-square distributions by $\mathcal{N}(\mu, \Sigma), \chi_d^2$ respectively.

### 2.1 Problem Setup

Let $\mathcal{T} = \{(x_i, y_i = \Phi_i x_i)\}_{i\in[n]}$, be training examples, with $x_i \in \mathbb{R}^{d_x}, y_i \in \mathbb{R}^{d_y}, \Phi_i \in \mathbb{R}^{d_y \times d_x}$. Note that a different linear mapping $\Phi_i$ is used for each training example as our goal is to fit a nonlinear objective $y_i$. We assume for convenience and without loss of generality that the input data is normalized, $\|x_i\| = 1$. The data is used for training a fully-connected neural network with $L$ hidden layers and $m$ neurons on each layer.

We propose a novel network structure named GReLU, as illustrated in Figure 1, which improves the optimization, leading to tighter trainability bounds. The key idea of this construction is to decouple the activation patterns from the weight tuning. The role of the activation patterns is to make sure different input samples propagate through different paths, while the role of the weights is to fit the output with high accuracy. Therefore, GReLU is composed of two parts, one consists of the weights that are trained, while the other defines the data-dependent activations of the ReLU gates. It is independently initialized and then remains fixed. In Section 4.1, we show that a GReLU network has an equivalent ReLU network, and those can be switched at any point.

All layers are initialized with independent Gaussian distributions for $k \in [L]$:

$$[W_k]_{i,j} \sim \mathcal{N}(0, 2/m), \quad [\Psi_k]_{i,j} \sim \mathcal{N}(0, 2/m), \quad [C]_{i,j} \sim \mathcal{N}(0, 2/d_x), \quad [B]_{i,j} \sim \mathcal{N}(0, 2/d_y)$$

Then, only the layers $W_{[L]}$ (blue blocks) are trained, while $(B, C, \Psi_{[L]})$ (red blocks) remain fixed during training. The activations $\{D^i_k, i \in [n], k \in [L]\}$ are computed based on the random weights of $\Psi_{[L]}, B, C$ as follows,

$$z^i_0 = [Cx_i]^+ \quad z^i_k = [\Psi_k z^i_{k-1}]^+ \quad D^i_k = \text{diag}(\{z^i_k\}_+) \quad k = 1, \ldots, L.$$
This implies that the activations do not change during training. Note that while previous works also used fixed initial and final layers e.g. [Allen-Zhu et al., 2019, Zou and Gu, 2019], the introduction of $\Psi_L$ as fixed activation layers is novel.

We denote the $k$th layer at iteration $t$ by $W_t, k \in \mathbb{R}^{m \times m}$, and the concatenation of all layers by $W_t = (C, W_t, 1, \ldots, W_t, L, B)$. Since the activations are fixed in time and change per example, the full network applied on example $i$ is the following matrix,

$$W_i^t : = B D_i^L W_{t, L} \cdots D_i^1 W_{t, 1} D_0^i C \in \mathbb{R}^{d_y \times d_x}.$$ (1)

Following previous works [Allen-Zhu et al., 2019, Du et al., 2019, Oymak and Soltanolkotabi, 2020], we focus here for the sake of brevity on the task of regression with the square loss,

$$\ell(W_t) = \frac{1}{2} \sum_{i=1}^{n} \| (W_i^t - \Phi_i)x_i \|^2. \quad (2)$$

The loss is minimized by gradient-descent with a constant learning rate $\eta$. Our proofs can be extended to other tasks and loss functions such as classification with cross-entropy, similarly to [Allen-Zhu et al., 2019, Zou et al., 2018] and omitted for readability.

Finally, our analysis requires two further definitions. The intermediate transform for $1 \leq k' \leq k \leq L$ is defined as:

$$Z_{k,k'}^i : = D_k^i W_{t,k} \cdots W_{t,k'+1} D_{k'}^i$$ (3)

and, the maximal variation from initialization of the network’s trained layers is:

$$\tau : = \max_{1 \leq t \leq T \ k \in [L]} \max_{1 \leq k \leq L} \| W_{t, k} - W_{1, k} \|_2. \quad (4)$$

### 3 Main Theory

In this section, we present our main theoretical results. We start with making the following assumptions on the training data.

**Assumption 1** (non-degenerate input). *Every two distinct examples $x_i, x_j$ satisfy $\| x_i^\top x_j \| \leq \delta$.*
Assumption 2 (common regression labels). \textit{Labels are bounded:} $\max_i |y_i| \leq \frac{m}{d_y}$.

Both assumptions hold for typical datasets and are stated in order to simplify the derivation. Assumption 2 is more relaxed than corresponding assumptions in previous works of labels bounded by a constant due to the overparameterization ($m \gg d_x$), enabling the network to handle large outputs better. We are ready to state the main result, guaranteeing a linear-rate convergence to a global minimum.

**Theorem 1.** Suppose a deep neural network of depth $L = \Omega(\log n)$ is trained by gradient-descent with learning rate $\eta = \frac{d_x}{n^3 L^3 d_y}$ under the scheme in Section 2.1, and with a width $m$ that satisfies,

$$m = \tilde{\Omega}(n^2 L d_y).$$

Then, with a probability of at least $1 - \exp(-\Omega(\sqrt{m}))$ over the random initialization, the network reaches $\epsilon$-error within a number of iterations,

$$T = O \left( \log \left( \frac{n^3 L}{d_x \epsilon} \right) \right).$$

The proof appears in Section 10.4. Theorem 1 improves previous known results [Zou et al., 2018, Allen-Zhu et al., 2019, Du et al., 2018, Zou and Gu, 2019] by orders of magnitude, as can be seen in Table 1. Specifically, it takes a step towards closing the gap between existing theory and practice, with required widths that can be used in practice for the first time. The dependence of $m$ on the depth $L$ is linear, offering a significant improvement over the previous tightest bound of $O(L^{12})$ [Zou and Gu, 2019]. The bound on the number of iterations is logarithmic in the number of train examples, similarly to current common practice. For example, BiT [Kolesnikov et al., 2019, Sec. 3.3] obtained SotA results on CIFAR-10/100 and ImageNet with a similar adjustment of the number of training epochs to the dataset size.

An interesting question is whether the bounds we prove on $m$ and $T$ are tight. The empirical evaluation presented in Figure 3a suggests they might be. We show that on a synthetic problem, fully-connected ReLU and GReLU networks with widths $m = (n^2 L)^p$, $p < 1$, which is below our bound, do not converge to zero loss, while those with $p = 1$ do. Next, we make two important remarks that further compare the above theoretical results with previous work.

**Remark 1.** The majority of works on the trainability of overparameterized networks focus on simplified shallow 1-hidden layer networks (e.g. [Zou and Gu, 2019, Du et al., 2018, Wu et al., 2019, Oymak and Soltanolkotabi, 2020, Song and Yang, 2019, Li and Liang, 2018]). Our focus is on the more challenging practical deep networks, and Theorem 1 requires a minimal depth $L = \Omega(\log n)$. Our analysis, however, can be extended to 1-hidden layer networks with the same dependencies on the number of train samples, i.e., $m = \tilde{\Omega}(n^2)$, $T = O(\log n)$. According to our knowledge, these dependencies improve all previous results on shallow networks.

**Remark 2.** For most practical regression tasks $d_y$ is small, therefore often assumed to be of $O(1)$ and ignored in previous works. We make no such assumption throughout this work and specifically in Theorem 1, but omit it from Table 1 for a clear comparison.

The proposed GReLU construction is used here to prove bounds on optimization. However, we believe it could be used as a technical tool for better understanding the generalization of deep neural
networks. Previous works offered convergence guarantees on networks with practically infinite width. Empirical results show a poor generalization ability for such networks [Arora et al., 2019a, Li et al., 2019] when compared to mildly overparameterized ones [Srivastava et al., 2015, Noy et al., 2020, Nayman et al., 2019] over various datasets. Tighter bounds on the network size are possibly key to capture the training dynamics of deep neural networks, and to further improve those from a theoretic perspective. We leave this to future work.

4 Properties

In this section, we discuss the properties of the suggested technique. It complements the former section by providing intuition on why we are able to achieve the rates in Theorem 1, which are more similar to sizes used in practice.

First, it is important to note that modern state-of-the-art models are not based on fully-connected networks but rather on improved architectures. A classic example is the improved optimization achieved by residual connections [He et al., 2016a]. Neural networks equipped with residual connections typically retain an improved empirical performance for a relatively small degradation in runtime [Monti et al., 2018]. However, Previous theoretical works on trainability of residual networks do not share those improvements [Allen-Zhu et al., 2019, Du et al., 2018]. Few works have shown that a residual network can be transformed to its equivalent network with no residual connections (e.g. [Monti et al., 2018]).

Similarly to residual networks, GReLU networks offer appealing properties regarding the optimization of deep networks (Section 4.3), and can be mapped to their equivalent ReLU networks at any time (Section 4.1). Unlike residual networks, GReLU networks are based on theoretical guarantees (Sections 3, 4.2), and actually accelerate the network runtime as discussed in Section 4.4.

4.1 ReLU Network Equivalence

ReLU networks are extensively studied theoretically due to their dominating empirical performance regarding both optimization and generalization. While this work studies optimization, the following equivalence between GReLU and ReLU networks is important to infer on the generalization ability of the proposed technique.

**Theorem 2.** Let \( \bar{W}_t = (W_{t,1}, \ldots, W_{t,L}; C, B, \Psi_{[L]}) \) be an overparameterized GReLU network of depth \( L \) and width \( m \), trained for \( t \) steps. Then, a unique equivalent ReLU network of the same sizes \( \tilde{W}_t = (\tilde{W}_{t,1}, \ldots, \tilde{W}_{t,L}; C, B) \) can be obtained, with identical intermediate and output values over the train set.

The proof appears in Section 10.7 and is done by construction of the equivalent ReLU network. The equivalent networks have an identical training footprint, in the sense that every intermediate feature map of any train example is identical for both, leading to identical predictions and training loss. This offers a dual view on GReLUs: a technique to improve and accelerate the training of ReLU networks. A good analogy is Batch Normalization, used to smooth the optimization landscape [Santurkar et al., 2018], and can be absorbed at any time into the previous layers [Krishnamoorthi, 2018, (20)-(21)]. Notice that a ReLU network can be also trained as a GReLU network at any time by fixing its activation pattern, and using the scheme in section 2.1 with \( \Psi_k \leftarrow W_k, k \in [L] \).

We note that while our proof uses the Moore–Penrose pseudo inverse for clarity, modern least-squares solvers [Lacotte and Pilanci, 2019] provide similar results more efficiently, so the overall
Theorem 3. For every \( x_i \in \mathbb{R}^{d_x} \), \( 1 \leq p \leq d_y \), \( W' : \| W' \|_2 \leq \xi \) and \( m = \Omega (n d_x d_y^2 L^3) \), with probability of at least \( 1 - \exp(-\Omega(m)) \) over the initialization of \( \{ B, C, \Psi, W_1 \} \) we have,

\[
\| \nabla y_p(x_i, W_1 + W') - \nabla y_p^{\text{NTK}}(x_i, W') \|_F \leq \mathcal{R} \| \nabla y_p^{\text{NTK}}(x_i, W') \|_F
\]
with the ratio

\[ R = \mathcal{O}\left( \frac{n^{1/2}d_x(Ld_y)^2}{m^{5/2}} \right). \]

**Corollary 4.** For every \( x_i, x_j \in \mathbb{R}^{d_x} \), \( 1 \leq p \leq d_y \), \( W' : \|W'\|_2 \leq \xi \) and \( m = \Omega(n d_x d_y^2 L^3) \), with probability of at least \( 1 - \exp(-\Omega(m)) \),

\[
|\langle \nabla y_p(x_i, W_1 + W'), \nabla y_p(x_j, W_1 + W') \rangle - K_p^{\text{NTK}}(x_i, x_i) K_p^{\text{NTK}}(x_j, x_j) | \leq 3R\sqrt{K_p^{\text{NTK}}(x_i, x_i) K_p^{\text{NTK}}(x_j, x_j)}
\]  

(8)

Proofs can be found in Sections (10.5-10.6). Theorem 3 guarantees that the difference between gradients is negligible compared to their norms, thus the NTK is a good approximation for the dynamic one. For simplicity, we state the result per single output dimension \( p \), while it holds for outputs of dimension \( d_y \) as well.

For comparison, the corresponding ratio by Allen-Zhu et al. [2019] is significantly worse: \( \frac{L^{3/2}}{\sqrt{\log m}} \). More specifically, equipped with the width required by Theorem 1, the guaranteed ratio by Theorem 3 is negligible even for small problems \( R^{-1} = \mathcal{O}(n^{9/2}d_x^{-1}(d_yL)^{1/2}) \). The more regular trajectory of GReLU gradients compared to ReLU gradients can be also seen in experiments with smaller network widths, as demonstrated in Figure 2b.

### 4.3 Improved Gradient Optimization

Modern state-of-the-art models are modified versions of fully-connected networks, offering improved optimization with additional layers [He et al., 2016b, Ioffe and Szegedy, 2015, Bachlechner et al., 2020], activations [Clevert et al., 2015, Xu et al., 2015] and training schemes [Zagoruyko and Komodakis, 2017, Jia et al., 2017]. Those are mostly aimed at solving problems that arise when training plain deep ReLU networks. It is important to note that ReLU networks often do not achieve small training error without such modifications.

Two of the most studied problems of ReLU networks are bias shifts (mean shifts) [Clevert et al., 2015] and dying ReLUs [Lu et al., 2019].

**Bias shifts** affect networks equipped with activations of non-zero mean. Specifically, ReLU is a non-negative function, leading to increasingly positively-biased layer outputs in ReLU networks, a problem that grows with depth, \( E_{W_1}[\max(W_k z_k - 1, 0)] - z_{k-1} > 0 \). Reduced bias shifts were shown to speed up the learning by bringing the normal gradient closer to the unit natural gradient [Clevert et al., 2015]. Interestingly, GRELUs do not suffer from bias shifts, as negative values are passed as well, and the fixed activations of different layers are independent.

**Dying ReLUs** refers to the problem of ReLU neurons become inactive and only output 0 for any input. This problem also grows with depth, as Lu et al. [Lu et al., 2019] show that a deep enough ReLU network will eventually become a constant function.

Considering a GReLU network, given the initial network is properly initialized (i.e., not ‘born dead’), it is guaranteed that no neurons will die during training due to its fixed activation pattern.

**Remark 3.** GReLU networks are immune to the problems of bias-shifts and dying-ReLUs.

These properties essentially lead to better back-propagation of gradients during training and corresponding faster convergence to global minima under milder requirements on the networks’ depths.
4.4 Faster Train and Inference Iterations

Theorem 1 guarantees a faster convergence to global minima in terms of the number of iterations. We now explain how a straightforward implementation of a GReLU network leads to an additional approximated $2 \times$ shorter iteration time compared to its equivalent ReLU network, for both train and inference.

**Train:** consider a single GReLU train step as described in Figure 1. Since the activations are fixed, a binary lookup table of size $n \times m \times L$ is made once and used to calculate only the values related to active ReLU entries, which are around 50% due to the proposed initialization of $\Psi_{\{L\}}$, leading to approximately 50% of the FLOPS of a fully-connected network of the same dimensions$^1$.

**Inference:** A non-negative matrix approximation (NMA) [Tandon and Sra, 2010] is used to replace each matrix $\Psi_k$ with smaller ones with respective sizes $(m \times r)$ and $(r \times m)$, $\Psi_k \approx W_k H_k$ for $r << m$. The total FLOPS count is therefore proportional to $O(0.5m^2 + 2rm) \approx O(0.5m^2)$. While this approximation is not covered by our theory, experiments with $r = \sqrt{m}/2$ yielded the desired acceleration without any accuracy degradation. This result leads to a general insight.

**Remark 4.** Our technique for $2 \times$ accelerated inference can be used to accelerate any neural network with ReLU activation. Given network layers $W_{\{L\}}$, simply transition to the GReLU architecture described in Figure 1 with, $\Psi_k' \leftarrow W_k, \forall k \in [L]$, then use NMA approximation, $\Psi_k' \approx W_k H_k$.

Additional modifications can be applied for further acceleration with minimal inference variation, like binarized $\Psi'_{\{L\}}$ matrices [Hubara et al., 2016]. Those exceed our scope and are left as future work.

5 Main Theory Proof Sketch

Calculating the gradient of $\ell(W_t)$ over $W_{t,k}$, denoted by $\nabla_k \ell(W_t)$, is straightforward,

$$\nabla_k \ell(W_t) = \sum_{i=1}^{n} \left[ F_{t,k+1}^i \right]^\top (W_t^i - \Phi_1) x_i x_i^\top \left[ G_{t,k-1}^i \right]^\top \in \mathbb{R}^{m \times m}$$

(9)

where

$$F_{t,k}^i = BD_L^i W_{t,L} \ldots D_k^i W_{t,k} D_{k-1}^i \in \mathbb{R}^{d_y \times m}, \quad G_{t,k}^i = D_k^i W_{t,k} \ldots D_1^i W_{t,1} D_0^i C \in \mathbb{R}^{m \times d_x}$$

(10)

and we set $G_{t,0}^i = D_0^i C$. Those represent the network partition and will be referred to as sub-networks. Notice that $W_t^i = F_{t,k+1}^i G_{t,k}^i$. We now calculate the difference between $W_{t+1}^i$ and $W_t^i$.

**Lemma 1.**

$$W_{t+1}^i - W_t^i = -\eta \sum_{k=1}^{L} F_{t,k+1}^i \left[ F_{t,k+1}^j \right]^\top (W_t^j - \Phi_j) x_j x_j^\top \left[ G_{t,k-1}^j \right]^\top G_{t,k-1}^i - \eta \Gamma_{t,i} + \eta^2 \Delta_{t,i},$$

(11)

where

$$\Gamma_{t,i} := \sum_{k=1}^{L} \sum_{j \neq i} F_{t,k+1}^i \left[ F_{t,k+1}^j \right]^\top (W_t^j - \Phi_j) x_j x_j^\top \left[ G_{t,k-1}^j \right]^\top G_{t,k-1}^i,$$

$$\Delta_{t,i} := \sum_{s=2}^{L} (-\eta)^{s-2} \sum_{L > k_1 > k_2 > k_3 > \ldots > k^L} F_{t,k_{s+1}^L} \nabla_{k_1} \ell(W_t) D_{k_{s+1}^L - 1} W_{t,k_{s+1}^L - 1} \ldots D_{k_3} \nabla_{k_2} \ell(W_t) G_{t,k_{s+1}^L - 1};$$

(12)

$^1$Acceleration is achieved without additional implementation, as Pytorch and Tensorflow automatically skip backward-propagation calculations of such zeroed gradients.
Lemma 1 breaks a single gradient step into 3 terms. The first term on the left represents the impact of example $i$ onto itself, where the next term (11) represents its impact by other examples and has a key role in our analysis. Our technique of fixed activations enables a more careful optimization of this term, followed by improved guarantees. The last term (12) stands for higher-order dependencies between different weights, i.e. the impact of a change in some weights over the change of others, as a result of optimizing all weights in parallel. It negatively affects the optimization and should be minimized. The next lemma deals with the loss change.

**Lemma 2.** For any set of positive numbers $a_1, \ldots, a_n$, we have

$$\ell(W_{t+1}) - \ell(W_t) \leq \sum_{i=1}^{n} \frac{\Lambda_i + \eta^2 a_i}{2} \|W_i^t - \Phi_i\|^2 + \sum_{i=1}^{n} \frac{\eta^2 (3\eta^2 + 1/a_i)}{2} \|\Delta_{t,i}x_i\|^2 \tag{13}$$

where

$$\Lambda_i = -2\eta \sum_{k=1}^{L} \lambda_{\min} \left( F_{t,k+1}^i \left[ F_{t,k+1}^j \right]^\top \right) \lambda_{\min} \left( [G_{t,k-1}^i]^\top G_{t,k}^i \right)$$

$$+ 2\eta \sum_{k=1}^{L} \sum_{j \neq i} \langle G_{t,k-1}^j x_j, G_{t,k-1}^i x_i \rangle \left\| F_{t,k+1}^i \left[ F_{t,k+1}^j \right]^\top \right\|_2$$

$$+ 3\eta^2 L \sum_{k=1}^{L} \lambda_{\max} \left( F_{t,k+1}^i \left[ F_{t,k+1}^j \right]^\top \right) \|G_{t,k-1}^i x_i\|^4$$

$$+ 3\eta^2 n L \sum_{k=1}^{L} \sum_{j \neq i} \left\| G_{t,k-1}^j x_j, G_{t,k-1}^i x_i \right\|^2 \left\| F_{t,k+1}^i \left[ F_{t,k+1}^j \right]^\top \right\|_2.$$

We wish to bound the right-hand side with a value as negative as possible. The first term of (13) is proportional to the loss (2). Thus negative $\Lambda_i + \eta^2 a_i$ values can lead to an exponential loss decay, i.e. linear-rate convergence: $\ell(W_{t+1}) = (1 - |\rho|)\ell(W_t)$. In order to minimize $\Lambda_i$, two properties are desired: (a) The eigenvalues of the squared weight matrices $F_{t,k}^i \left[ F_{t,k}^j \right]^\top$, $G_{t,k}^i \left[ G_{t,k}^j \right]^\top$ are concentrated, that is the ratio between the minimal and maximal eigenvalues is independent of the problem's parameters. (b) The covariance between sub-networks of different examples is much smaller than the covariance of the same examples. The second term of (13) represents high-order dependencies between gradients and is positive, restricting the learning rate from being too high.

Next, we assume the following inequalities which satisfy (a),(b) hold with a high probability,

$$\lambda_{\min} \left( F_{t,k}^i \left[ F_{t,k}^j \right]^\top \right) \geq \alpha_y, \quad \lambda_{\min} \left( G_{t,k}^i \left[ G_{t,k}^j \right]^\top \right) \geq \alpha_x, \tag{14}$$

$$\lambda_{\max} \left( F_{t,k}^i \left[ F_{t,k}^j \right]^\top \right) \leq \beta_y, \quad \lambda_{\max} \left( G_{t,k}^i \left[ G_{t,k}^j \right]^\top \right) \leq \beta_x, \tag{15}$$

$$\left\| \left[ G_{t,k-1}^j x_j, G_{t,k-1}^i x_i \right] \right\|_2 \leq \gamma \beta^2, \tag{16}$$

$$\beta^2 \gamma n \leq \frac{\alpha^2}{2}, \tag{17}$$

where $\alpha = \sqrt{\alpha_x \alpha_y}$, $\beta = \sqrt{\beta_y \beta_x}$ and $\gamma$ are auxiliary parameters. Assumptions (14,15) are related to property (a), while (16, 17) guarantee property (b). We will show that the above bounds hold
with a high probability under the proposed initialization and the fixed activation patterns defined in Section 2. Using those assumptions, we state the following lemma.

**Lemma 3.** Set \( a_i = \beta^4 L^2 \) and

\[
\eta = \min \left( \frac{\alpha^2}{12 \beta^2 \beta x \sqrt{2 \sqrt{L} e^{\theta/2} \theta^{-1/2} \beta \sqrt{\ell_0}}}, \frac{1}{4 \beta^4 L}, \frac{1}{4 \beta^2 L}, \frac{1}{\sqrt{2} \sqrt{L} e^{\theta/2} \theta^{-1/2} \beta \sqrt{\ell_0}}, \frac{1024 n e^{2 \theta} \theta^{-2} \beta^2 \ell_0} \right). 
\]

(18)

Under assumptions in (14), (15), (16), (17) and \( \ell(W_t) \leq \ell_0 \) for \( t \geq 1 \), for any \( \theta \in (0, 1/5) \), with a probability \( 1 - L^2 \sqrt{m} \exp \left( -\theta m / [4L] + 6 \sqrt{m} \right) \), we have

\[
\ell(W_{t+1}) \leq \left( 1 - \frac{\eta \alpha^2 L}{2} \right) \ell(W_t).
\]

(19)

This inequality indicates a linear-rate convergence with rate \( \frac{\eta \alpha^2 L}{2} \). The proof of Theorem 1 follows directly from (19). Proofs for the validity of the above assumptions with high probability are based on concentration bounds for sufficiently overparameterized networks under the unique initialization proposed in Section 2, and are quite technical.

Theorem 5 validates (14,15) by bounding the ratio between the maximal and minimal eigenvalues of the squared weight matrices with a small constant for all \((t,k,i)\). Theorem 6 utilizes the fixed activation patterns to show a small covariance between sub-networks of different examples as required by (16,17). Both theorems hold for small enough maximal variation from initialization \( \tau(4) \), which is achieved by sufficient network overparameterization, as shown in Theorem 1.

### 6 Experiments

In this section, we provide empirical validation of our theoretical results, as well as further testing on complementary setups. We wish to answer the following questions:

1. **Is the theoretical guarantee of Theorem 1 tight, or can it be further improved?**

2. **How well do GReLU networks train and generalize compared to ReLU networks?**

3. **What is the difference between the training dynamics of GReLU and ReLU when optimized with gradient-descent?**

The next sections are dedicated to discuss these questions. For fairness, we compare networks with the same width and depth, initialization described in Section 2, and trained by gradient descent with a constant learning rate for each train. The term MSE refers to the sum of squared errors described in (2). Since the theory covers general setups, it often uses small learning rate values to fit all setups, while in practice larger values can be utilized for faster convergence. Therefore, we experiment with a variety of learning rates according to the task. In addition, in all the experiments we optimize with batch gradient-descent due to hardware constraints. We pick the largest possible batch size per experiment.
6.1 Lower Trainability Bound

To answer question 1, we experiment on a synthetic dataset, in order to control the number of examples and their dimension to fit the theory under GPU memory constraints. We generate a regression problem with the following complex version of the Ackley function [Potter and De Jong, 1994],

\[ y_i = \sum_{d'=1}^{d} x_{i,d-d'} \left( \log(|x_{i,d'}|) \left( \cos(x_{i,d'}) + x_i^3 \sin(x_{i,d'}) \right) + \sqrt{|x_{i,d'}|} \right), \quad i = 1, \ldots, n \]

We generate \((n, d) = (100, 200)\) random vectors and labels, and use 4-layers networks for both ReLU and GReLU, with various widths. Each experiment is repeated 5 times with different random seeds.

The results of the different runs appear in Figure 2a. To have a fair comparison between the different settings, we proceed as follows. For the experiment corresponding to the theoretical width in Theorem 1, we plot a curve where every entry is computed by taking the maximal MSE over the 5 runs. For lower widths, \(m = (n^2L)^p, p < 1\) and \(m = nL\), we plot the minimal MSE over the corresponding runs. All 5 runs with our theoretical width converged to zero error, for both ReLU and GReLU. In contrast, none of the runs with lower width converged, for both networks. Since the theory guarantees convergence for any data distribution, these results provide some empirical support that Theorem 1 is tight.

We acknowledge that training with significantly smaller learning rates (e.g., \(10^{-20}\)) would correspond to longer and impractical convergence times, but possibly would allow narrower networks to converge as well. In addition, while we focus on fully-connected networks, modern architectures like ResNets were empirically shown to converge with smaller widths (channels) for specific tasks. Improved theoretic guarantees for these architectures via GReLU technique are interesting for future work.
6.2 Optimization and Generalization in Practical Scenarios

In this section, in order to answer question 2, we evaluate the training of ReLU and GReLU networks in more practical scenarios, by experimenting with sub-theoretic widths on two popular datasets from different domains, input dimensions and structures:

**CIFAR-10** the popular image classification dataset, with \( n = 50,000 \) and \( d = 32 \times 32 \times 3 = 3072 \). We transform each classification to a scalar regression by calculating the squared loss between the one-hot 10 dimensional vector encoding its correct label and the output logits of the network.

We initialize both networks with the same trainable weights \( \bar{W}_0 \) and additional \( \Psi_L \) for GReLU, and train them with a fixed learning rate of \( 10^{-4} \). The results presented in Table 2 show that all variants of GReLU converged to near zero losses. Conversely, ReLU variants improved with increased depth, but did not reach similar losses. Possibly deeper ReLU networks with fine-tuned learning rates schemes would reach near zero losses as well. The loss progression of different variants is plotted in Figure 3a. The GReLU networks (blue) converge with higher rates as well.

We proceed to evaluate the GReLU→ReLU scheme proposed in Section 4.1. While this paper is focused on optimization, comparing the empirical generalization of this scheme against traditional ReLU network is intriguing. For a fair and simple comparison with no additional hyper-parameters to tune, we train both networks with RandAugment [Cubuk et al., 2020] to avoid overfitting. We train the variants for 80 epochs, and transform the GReLU to its equivalent ReLU network exactly in the middle. Results on train and test set (additional 10,000 examples) appear in Figures (3b,3c). The train loss of the GReLU variant is continuous at epoch 40, as guaranteed by Theorem 2, and

![Figure 3](https://archive.ics.uci.edu/ml/datasets/SGEMM+GPU+kernel+performance)

**Table 2 CIFAR-10 MSE**

| Architecture | ReLU | GReLU |
|--------------|------|-------|
| Depth 6, Width 10k | 0.48 | 0.02 |
| Depth 7, Width 10k | 0.27 | 0.01 |
| Depth 4, Width 15k | 0.75 | 0.03 |

---

*https://archive.ics.uci.edu/ml/datasets/SGEMM+GPU+kernel+performance*
comparable to the ReLU variant. However, on the test set a significant loss drop can be seen as a result of the transform, leading to an improved performance of the GReLU network. Since GReLU is transformed to a ReLU network with minimal $\ell_2$-norm, the transform effectively acts as a ridge-regularization step. While the final loss is similar, we note that the GReLU training is almost twice as fast, as explained in Section 4.4. This can be used for further improvement.

6.3 Training Dynamics

To answer question 3, we start with a comparison of the optimization trajectories of the networks. Regular trajectories are favored due to typically smoother corresponding optimization landscapes. Acceleration methods like gradient-descent with momentum [Qian, 1999] provide more regular trajectories and are commonly used. During a full train with each network with $\eta = 10^{-4}$, we compute the $\ell_2$ norm between consecutive gradients, $\|g_t - g_{t-1}\|_2$, and present the results in Figure 2b. The gradient differences of the GReLU network are smaller than the ones of the ReLU network, and gradually decrease along the convergence to the global optima. This provides an additional empirical validation of the relatively larger learning rates allowed by our theory. In addition, this empirical evaluation matches the tighter bound on the gradients difference guaranteed by theorem 3. The gradient differences of the ReLU network increase monotonically along the training, with highly irregular trajectories that match the relatively high variation of the losses in Figure 5.

To better understand the behaviour of the ReLU network, we conduct an additional experiment, of calculating the change in its activation patterns along the training. More specifically, we present the mean Hamming distance between its activation patterns at consecutive epochs. The distance is computed across all ReLU activations over a selected validation set. The results are illustrated in Figure 2c and are quite surprising: a large portion of the activations, $20\% - 25\%$, changes every epoch and keep increasing along the run. This result complements the previous one by showing some instability of the ReLU network. We point out that some level of change in activation patterns along the optimization possibly contributes to the generalization via implicit regularization. In such case, a hybrid version of the GReLU network that allows gradual, controlled changes of its activation patterns is an interesting future direction to be pursued.

7 Related Work

Neural network overparameterization has been extensively studied under different assumptions over the training data and network architecture. For the simplified case of well-separated data, Ji and Telgarsky [2018] showed that a poly-logarithmic width is sufficient to guarantee convergence in two-layer networks, and Chen et al. [2019] extended the result to deep networks using the NTRF function class by Cao and Gu [2019]. For mixtures of well-separated distributions, Li and Liang [2018] proved that when training two-layer networks with width proportional to a high-order polynomial in the parameters of the problem with SGD, small train and generalization errors are achievable. Other common assumptions include Gaussian input [Brutzkus and Globerson, 2017, Zhong et al., 2017, Li and Yuan, 2017], independent activations [Choromanska et al., 2015, Kawaguchi, 2016], and output generated by a teacher-network [Li and Yuan, 2017, Zhang et al., 2019b, Brutzkus and Globerson, 2017]. In our work, only a mild assumption of non-degenerate input is used.

overparameterization of special neural networks is varied across the analysis of linear networks
For deep linear networks, Kawaguchi [2016] proved that all local minima are global minima. Arora et al. [2018a] proved trainability for deep linear networks of minimal width, generalizing result by Bartlett et al. [2018] on residual linear networks. Du and Lee [2018] considered neural networks with smooth activations, and showed that in overparameterized shallow networks with quadratic activation, all local minima are global minima. Kawaguchi and Huang [2019] showed that when only the output layer is trained, i.e. least squares estimate with gradient descent, tighter bounds on network width are achievable. Such training assumptions are rarely used in practice due to poor generalization. Considering one-hidden-layer networks, Du et al. [2018] showed that under the assumption of non-degenerate population Gram matrix, gradient-descent converges to a globally optimal solution. Oymak and Soltanolkotabi [2020] stated the current tightest bound on the width of shallow networks for different activation functions. For the ReLU activation, the bound we derive for deep networks improves theirs over shallow networks as well.

We focus on the general setting of deep networks equipped with ReLU activation, as typically used in practice. Similar works [Zou et al., 2018, Du et al., 2019, Allen-Zhu et al., 2019, Zou and Gu, 2019] require unrealistic overparameterization conditions, namely a minimal width proportional to the size of the dataset in the power of \((8, 24, 26)\) [Zou and Gu, 2019, Allen-Zhu et al., 2019, Zou et al., 2018], and the depth of the network in the power of \((12-38)\) [Zou and Gu, 2019, Zou et al., 2018] or exponential dependency [Du et al., 2019]. Our work improves the current tightest bound [Zou and Gu, 2019] by a factor of \(O\left(\frac{n^6 L L_1 \log L_1}{L_1^{11}}\right)\), with a corresponding significant decrease in convergence time, from polynomial to logarithmic in the parameters of the problem.

**Optimization landscape of deep networks** under different assumptions is an active line of research. A few works showed that ReLU networks have bad local minima [Venturi et al., 2018, Safran and Shamir, 2018, Swirszcz et al., 2016, Yun et al., 2017] due to ”dead regions”, even for random input data and labels created according to a planted model [Yun et al., 2017, Safran and Shamir, 2018], a property which is not shared with smooth activations [Liang et al., 2018, Du and Lee, 2018, Soltanolkotabi et al., 2018]. Specifically, Hardt and Ma [2016] showed that deep linear residual networks have no spurious local minima.

**Training dynamics of ReLU networks** and their activation patterns were studied by few recent works [Hanin and Rolnick, 2019a,b, Li and Liang, 2018]. Hanin and Rolnick [2019b] showed that the average number of patterns along the training is significantly smaller than the possible one and only weakly depends on the depth. We study a single random pattern, entirely decoupled from depth. Li and Liang [2018] studied ”pseudo gradients” for shallow networks, close in spirit with the fixed ReLU activations suggested by our work. They showed that unless the generalization error is small, pseudo gradients remain large, providing motivation for fixing activation patterns from a generalization perspective. Furthermore, they showed that pseudo gradients could be coupled with original gradients for most cases when the network is sufficiently overparameterized.

**Neural Tangent Kernel** regression has been shown to describe the evolution of infinitely wide fully-connected networks when trained with gradient descent [Jacot et al., 2018]. Additional works provided corresponding kernels for residual [Huang et al., 2020] and convolutional networks [Li et al., 2019], allowing to study the training dynamics of those in functional space. Few works [Belkin et al., 2018b, Cao and Gu, 2019, Belkin et al., 2018a, Liang et al., 2020] analyzed NTK for explaining properties for deep neural networks, most notably their trainability and generalizability. An important result by Allen-Zhu et al. [2019] extended the NTK equivalence to deep networks of finite
width. We provide an improved condition on the required width for this equivalence to hold.

8 Conclusions and Future Work

In this paper we proposed a novel technique for studying overparameterized deep ReLU networks which leads to state-of-the-art guarantees on trainability. Both the required network size and convergence time significantly improve previous theory and can be tested in practice for the first time. Further theoretical and empirical analysis provide insights on the optimization of neural networks with first-order methods. Our analysis and proof technique can be extended to additional setups such as optimization with stochastic gradient-descent, cross-entropy loss, and other network architectures such as convolutional and residual networks similarly to [Zhang et al., 2019a, Allen-Zhu et al., 2019, Du et al., 2018]. Our encouraging empirical results motivate analyzing additional variants like Gated-CNNs and Gated-ResNets. Our improved finite-width NTK equivalence enables studying neural networks of practical sizes using kernel theory, potentially leading to a better understanding of learning dynamics and generalization.
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Appendix

9 Additional experiments on SGEMM dataset

We start with training networks of width 4096 and depth 10 over SGEMM, and plot their losses along the training with varied learning rates in Figures 4a for the GReLU and 4b for the ReLU network. While for smaller rates results are quite similar, for larger ones the losses of the GReLU network decrease more monotonically and reach lower values. A comparison of high learning rates in Figure 5 shows that ReLU network oscillates with larger amplitudes towards higher loss values. The losses of the GReLU network decrease more monotonically, and reach smaller values with larger learning rates. Both networks do not reach zero loss, as their widths are smaller than required by our theory. We further test GReLU with a fixed learning rate for different widths and depths, and present the results in Figure 4c. While both increased depth and width improve the results, deeper and narrower networks perform better for the same number of parameters. This result is consistent with similar comparisons of ReLU networks in previous works.

Figure 4: MSE as a function of epochs for SGEMM dataset

Figure 5: MSE vs epochs per learning rate for GReLU and ReLU over SGEMM dataset
10 Proofs for Section 5

10.1 Proof of Lemma 1

Proof. By the definition of $W^i_t$ in (1) we have

\[
W^i_{t+1} - W^i_t = BD^i_L W_{t+1,L} \ldots D^i_1 W_{t+1,1} D^i_0 C - BD^i_L W_{t,L} \ldots D^i_1 W_{t,1} D^i_0 C
\]

\[= BD^i_L (W_{t,L} - \eta \nabla_L \ell(W_t)) \ldots D^i_1 (W_{t,1} - \eta \nabla_1 \ell(W_t)) D^i_0 C - BD^i_L W_{t,L} \ldots D^i_1 W_{t,1} D^i_0 C \]

\[= \eta^2 \Delta_{t,i} - \eta \sum_{k=1}^L BD^i_L W_{t,L} \ldots D^i_k \nabla_k \ell(W_i) D^i_{k-1} W_{t,k-1} \ldots D^i_1 W_{t,1} D^i_0 C, \]

where (a) is due to the update of $W_{t+1,k} = W_{t,k} - \eta \nabla_k \ell(W_t)$ for any $k \in [L]$; (b) uses the definition of $\Delta_{t,i}$ in (12). In the above, we divide $W^i_{t+1} - W^i_t$ into two parts, with $\eta Z^i_t$ is proportional to $\eta$ and $\eta^2 \Delta_{t,i}$ is proportional to $\eta^2$. We can simplify $Z^i_t$ as

\[Z^i_t = \eta \sum_{k=1}^L F^i_{t,k+1} \nabla_k \ell(W_i) G^i_{t,k-1} \]

\[= (\eta \sum_{k=1}^L F^i_{t,k+1} [F^i_{t,k+1}]^T (W^i_t - \Phi_i) x_i x_i^T [G^i_{t,k-1}]^T G^i_{t,k-1} + \Gamma_{t,i}). \]

We complete the proof by plugging in the expression of $Z^i_t$ into the expression of $W^i_{t+1} - W^i_t$. \qed

10.2 Proof of Lemma 2

Proof. By the definition of loss function in (2), we have

\[
\ell(W_{t+1}) - \ell(W_t) = \sum_{i=1}^n \left\{ \frac{1}{2} \| (W^i_{t+1} - \Phi_i)x_i \|^2 - \frac{1}{2} \| (W^i_t - \Phi_i)x_i \|^2 \right\}
\]

\[= \sum_{i=1}^n \left\{ \langle (W^i_{t+1} - W^i_t)x_i, (W^i_t - \Phi_i)x_i \rangle + \frac{1}{2} \| (W^i_t - W^i_{t+1})x_i \|^2 \right\}. \quad (20)\]

For the first term in (20), by Lemma 1, we have

\[\langle (W^i_{t+1} - W^i_t)x_i, (W^i_t - \Phi_i)x_i \rangle\]

\[= - \eta \sum_{k=1}^L \left( F^i_{k+1} [F^i_{k+1}]^T (W^i_t - \Phi_i) x_i x_i^T [G^i_{t,k-1}]^T G^i_{t,k-1} x_i, (W^i_t - \Phi_i)x_i \right) + \eta^2 \langle \Delta_{t,i} x_i, (W^i_t - \Phi_i)x_i \rangle
\]

\[= - \eta \sum_{k=1}^L \sum_{j \neq i} \left( F^i_{k+1} [F^j_{k+1}]^T (W^i_t - \Phi_j) x_j x_j^T [G^i_{t,k-1}]^T G^i_{t,k-1} x_i, (W^i_t - \Phi_i)x_i \right)
\]

\[= \eta \sum_{k=1}^L \left( (W^i_t - \Phi_i) x_i x_i^T [G^i_{t,k-1}]^T G^i_{t,k-1} x_i, (W^i_t - \Phi_i)x_i \right) + \eta^2 \langle \Delta_{t,i} x_i, (W^i_t - \Phi_i)x_i \rangle
\]

\[= - \eta \sum_{k=1}^L \sum_{j \neq i} \left( G^i_{t,k-1} x_j, G^i_{t,k-1} x_i \right) \left( (W^i_t - \Phi_j)x_j, F^i_{k+1} [F^i_{k+1}]^T (W^i_t - \Phi_i)x_i \right), \quad (21)\]
where the last equality is due to the facts that $x^T [G^i_{t,k-1}]^T G^i_{t,k-1} x_i$ is a scalar and $\langle Ax, y \rangle = \langle x, A^T y \rangle$ for any matrix $A$ and vectors $x, y$. On the other hand, the first term in (21) will be

$$
\langle F^i_{k+1} [F^i_{k+1}]^T (W^i_t - \Phi_i) x_i x_i^T [G^i_{t,k-1}]^T G^i_{t,k-1} x_i, (W^i_t - \Phi_i) x_i \rangle \\
= \text{Tr} \left( x_i^T (W^i_t - \Phi_i)^T F^i_{k+1} [F^i_{k+1}]^T (W^i_t - \Phi_i) x_i x_i^T [G^i_{t,k-1}]^T G^i_{t,k-1} x_i \right) \\
\text{(a)} \stackrel{\Phi}{=} \text{Tr} \left( [G^i_{t,k-1}]^T G^i_{t,k-1} x_i x_i^T (W^i_t - \Phi_i)^T F^i_{k+1} [F^i_{k+1}]^T (W^i_t - \Phi_i) x_i x_i^T \right) \\
\text{(b)} \stackrel{\Phi}{=} \text{vec}^T ((W^i_t - \Phi_i) x_i x_i^T) \text{vec} \left( \left( [G^i_{t,k-1}]^T G^i_{t,k-1} x_i x_i^T (W^i_t - \Phi_i)^T F^i_{k+1} [F^i_{k+1}]^T \right)^T \right) \\
\text{(c)} \stackrel{\Phi}{=} \text{vec}^T ((W^i_t - \Phi_i) x_i x_i^T) \text{vec} \left( F^i_{k+1} [F^i_{k+1}]^T (W^i_t - \Phi_i) x_i x_i^T [G^i_{t,k-1}]^T G^i_{t,k-1} \right) \\
\text{(d)} \stackrel{\Phi}{=} \text{vec}^T ((W^i_t - \Phi_i) x_i x_i^T) \left( [G^i_{t,k-1}]^T G^i_{t,k-1} \right)^T \text{vec} \left( (W^i_t - \Phi_i) x_i x_i^T \right), \tag{22}
$$

where for any matrices $A, B, X$: (a) uses $\text{Tr}(AB) = \text{Tr}(BA)$; (b) uses $\text{Tr}(AB) = \text{vec}^T (B) \text{vec}(A^T)$; (c) uses $(AB)^T = B^T A^T$; (d) uses $\text{vec}(AXB) = B^T \otimes \text{vec}(X)$. Define

$$
A^i_{t,k} := \left( [G^i_{t,k-1}]^T G^i_{t,k-1} \right) \otimes \left( F^i_{t,k+1} [F^i_{t,k+1}]^T \right), \tag{23}
$$

$$
\Xi^i_{t,k} := \langle G^i_{t,k-1} x_j, G^i_{t,k-1} x_i \rangle F^i_{t,k+1} [F^i_{t,k+1}]^T, \tag{24}
$$

where $\otimes$ is the Kronecker product. By plugging (22) into (21) and using the definitions in (23) and (24), we have

$$
\sum_{i=1}^{n} \langle (W^i_{t+1} - W^i_t) x_i, (W^i_t - \Phi_i) x_i \rangle \\
= -\eta \sum_{i=1}^{n} \text{vec}^T \left( (W^i_t - \Phi_i) x_i x_i^T \right) \left( \sum_{k=1}^{L} A^i_{t,k} \right) \text{vec} \left( (W^i_t - \Phi_i) x_i x_i^T \right) + \eta^2 \sum_{i=1}^{n} \langle \Delta_{t,i} x_i, (W^i_t - \Phi_i) x_i \rangle \\
- \eta \sum_{i=1}^{n} \sum_{k=1}^{L} \sum_{j \neq i} \langle (W^i_j - \Phi_j) x_j, \Xi^i_{t,k} (W^i_t - \Phi_i) x_i \rangle \tag{25}
$$

By using the fact that $(A \otimes B)^T = A^T \otimes B^T$, we know that $(A^i_{t,k})^T = A^i_{t,k}$, which means that $A^i_{t,k}$ is symmetric. Thus we have

$$
\text{vec}^T \left( (W^i_t - \Phi_i) x_i x_i^T \right) \left( \sum_{k=1}^{L} A^i_{t,k} \right) \text{vec} \left( (W^i_t - \Phi_i) x_i x_i^T \right) \geq \left\| (W^i_t - \Phi_i) x_i \right\|^2 \left( \sum_{k=1}^{L} \lambda_{\min} (A^i_{t,k}) \right). \tag{26}
$$
For the last term in (25),

\[- \eta \sum_{i=1}^{n} \sum_{k=1}^{L} \sum_{j \neq i} \langle (W_i^j - \Phi_j)x_j, \Xi_{i,k}^j (W_i^j - \Phi_i)x_i \rangle \]

\[\leq \frac{\eta}{2} \sum_{i=1}^{n} \sum_{k=1}^{L} \sum_{j \neq i} \|\Xi_{i,k}^j\|_2 \left( \| (W_i^j - \Phi_i)x_i \|^2 + \| (W_i^j - \Phi_j)x_j \|^2 \right) \]

Lemma 6

\[\leq \frac{\eta}{n} \sum_{i=1}^{n} \sum_{k=1}^{L} \| (W_i^j - \Phi_i)x_i \|^2 \left( \sum_{j \neq i} \|\Xi_{i,k}^j\|_2 + \|\Xi_{i,k}^j\|_2 \right) \]

(b) \[\leq \frac{\eta}{n} \sum_{i=1}^{n} \sum_{k=1}^{L} \| (W_i^j - \Phi_i)x_i \|^2 \left( \sum_{j \neq i} \|\Xi_{i,k}^j\|_2 \right) \)

(27)

where (a) uses the fact that \( \langle x, Ay \rangle \leq \|x\|\|Ay\| \leq \|x\|\|A\|_2\|y\| \leq \frac{1}{2} \|A\|_2 (\|x\|^2 + \|y\|^2) \) for any matrix \( A \in \mathbb{R}^{d \times d} \) and vectors \( x, y \in \mathbb{R}^d \); (b) uses the fact of definition of \( \Xi_{i,k}^j \) that \( \|\Xi_{i,k}^j\|_2 = \|\Xi_{i,k}^j\|_2 \). As a result, by (25) (26) (27) we have

\[\sum_{i=1}^{n} \langle (W_{i+1}^j - W_i^j)x_i, (W_i^j - \Phi_i)x_i \rangle \]

\[- \eta \sum_{i=1}^{n} \| (W_i^j - \Phi_i)x_i \|^2 \left( \sum_{k=1}^{L} \lambda_{\text{min}} (A_{i,k}^j) \right) + \eta^2 \sum_{i=1}^{n} \langle \Delta_{i,j}, (W_i^j - \Phi_i)x_i x_i^\top \rangle \]

\[+ \eta \sum_{i=1}^{n} \sum_{k=1}^{L} \| (W_i^j - \Phi_i)x_i \|^2 \left( \sum_{j \neq i} \|\Xi_{i,k}^j\|_2 \right) \)

(28)

We now handle the second term in (20), by Lemma 1 and using Cauchy-Schwarz inequality, we know

\[\frac{1}{2} \| (W_i^j - \Phi_i)x_i \|^2 \]

\[\leq \frac{3\eta^2}{2} \left( \sum_{k=1}^{L} F_{i,k+1}^j F_{i,k+1}^j \right) \| (W_i^j - \Phi_i)x_i \| \| G_{i,k-1}^i x_i \| \]

\[+ \frac{3\eta^2}{2} \left( \sum_{k=1}^{L} F_{i,k}^j F_{i,k+1}^j \right) \| (W_i^j - \Phi_j)x_j \| \| G_{i,k-1}^i x_j \| \]

\[\leq \frac{3\eta^2 L}{2} \left( \sum_{k=1}^{L} F_{i,k+1}^j F_{i,k+1}^j \right) \| (W_i^j - \Phi_i)x_i \|^2 + \frac{3\eta^4}{2} \| \Delta_{i,j} x_i \|^2 \]

\[+ \frac{3\eta^2 L \eta}{2} \sum_{k=1}^{L} F_{i,k+1}^j F_{i,k+1}^j \left( (W_i^j - \Phi_j)x_j \right)^2 \| G_{i,k-1}^i x_j \|^4 + \frac{3\eta^4}{2} \| \Delta_{i,j} x_i \|^2 \]

(29)
Since by using $\|Ax\| \leq \|A\|_2 \|x\|$ for any matrix $A \in \mathbb{R}^{d \times d}$ and vector $x \in \mathbb{R}^d$, we have
\[
\left\| F_{t,k+1}^i \left[ F_{t,k+1}^i \right] ^\top (W_t^i - \Phi_i)x_i \right\|^2 \leq \left\| F_{t,k+1}^i \left[ F_{t,k+1}^i \right] ^\top \right\|_2^2 \left\| (W_t^i - \Phi_i)x_i \right\|^2 \leq \lambda_{\text{max}}^2 \left( F_{t,k+1}^i \left[ F_{t,k+1}^i \right] ^\top \right) \left\| (W_t^i - \Phi_i)x_i \right\|^2 ,
\]
and
\[
\sum_{k=1}^{L} \sum_{j \neq i} \left\| F_{t,k+1}^j \left[ F_{t,k+1}^j \right] ^\top (W_t^j - \Phi_j)x_j \right\|^2 \left\| (G_{t,k-1}^j x_j, G_{t,k-1}^i x_i) \right\|^2 \leq \lambda_{\text{max}}^2 \left( F_{t,k+1}^j \left[ F_{t,k+1}^j \right] ^\top \right) \left\| (G_{t,k-1}^j x_j, G_{t,k-1}^i x_i) \right\|^2
\]
\[
= \sum_{k=1}^{L} \sum_{j \neq i} \left\| (W_t^j - \Phi_j)x_j \right\|^2 \left\| \Xi_{t,k}^{i,j} \right\|^2 .
\]
Hence, plugging (30) and (31) into (29), we have
\[
\frac{1}{2} \sum_{i=1}^{n} \left\| (W_{t+1}^i - W_t^i)x_i \right\|^2 \leq \frac{3\eta^2 L}{2} \sum_{i=1}^{n} \left\| (W_t^i - \Phi_i)x_i \right\|^2 \left( \sum_{k=1}^{L} \lambda_{\text{max}}^2 \left( F_{t,k+1}^i \left[ F_{t,k+1}^i \right] ^\top \right) \left\| G_{t,k-1}^i x_i \right\|^4 \right) + \frac{3\eta^4}{2} \left\| \Delta_{t,i}x_i \right\|^2
\]
\[
+ \frac{3\eta^2 L}{2} \sum_{i=1}^{n} \sum_{k=1}^{L} \sum_{j \neq i} \left\| (W_t^j - \Phi_j)x_j \right\|^2 \left\| \Xi_{t,k}^{i,j} \right\|^2
\]
\[
\leq \frac{3\eta^2 L}{2} \sum_{i=1}^{n} \left\| (W_t^i - \Phi_i)x_i \right\|^2 \left( \sum_{k=1}^{L} \lambda_{\text{max}}^2 \left( F_{t,k+1}^i \left[ F_{t,k+1}^i \right] ^\top \right) \left\| G_{t,k-1}^i x_i \right\|^4 \right) + \frac{3\eta^4}{2} \left\| \Delta_{t,i}x_i \right\|^2
\]
\[
+ \frac{3\eta^2 L}{2} \sum_{i=1}^{n} \sum_{j \neq i} \left\| (W_t^j - \Phi_j)x_j \right\|^2 \sum_{k=1}^{L} \sum_{j \neq i} \left\| \Xi_{t,k}^{i,j} \right\|^2 ,
\]
where the last inequality uses
\[
\sum_{i=1}^{n} \sum_{k=1}^{L} \sum_{j \neq i} \left\| (W_t^j - \Phi_j)x_j \right\|^2 \left\| \Xi_{t,k}^{i,j} \right\|^2 \leq \sum_{k=1}^{L} \sum_{i=1}^{n} \sum_{j \neq i} \left\| (W_t^j - \Phi_j)x_j \right\|^2 \left\| \Xi_{t,k}^{i,j} \right\|^2
\]
\[
= \sum_{k=1}^{L} \sum_{i=1}^{n} \left\| (W_t^i - \Phi_i)x_i \right\|^2 \sum_{j \neq i} \left\| \Xi_{t,k}^{i,j} \right\|^2
\]
\[
= \sum_{i=1}^{n} \left\| (W_t^i - \Phi_i)x_i \right\|^2 \sum_{k=1}^{L} \sum_{j \neq i} \left\| \Xi_{t,k}^{i,j} \right\|^2
\]
\[
= \sum_{i=1}^{n} \left\| (W_t^i - \Phi_i)x_i \right\|^2 \sum_{k=1}^{L} \sum_{j \neq i} \left\| \Xi_{t,k}^{i,j} \right\|^2 ,
\]
28
where the last equality is due to \( \| \Xi_{j,k}^{i} \|_2 = \| \Xi_{j,k}^{i} \|_2 \). We complete the proof by using Young's inequality with \( a_i > 0 \) to upper bound

\[
(\Delta_{t,i}, (W_t^i - \Phi_i)x_i) \leq \frac{1}{2a_i} \| \Delta_{t,i} \|^2 + \frac{a_i}{2} \| (W_t^i - \Phi_i)x_i \|^2
\]

(33)

and using the property of the eigenvalue of the Kronecker product of two symmetric matrices

\[
\lambda_{\min} (A_{t,k}^i) = \lambda_{\min} \left( F_{t,k+1}^i \left[ F_{t,k+1}^i \right]^\top \right) \lambda_{\min} \left( [G_{t,k-1}^i]^\top G_{t,k-1}^i \right).
\]

(34)

### 10.3 Proof for Lemma 3

**Proof.** Using the assumption in (14), (15), (16) and (17), by setting \( a_i = \beta^4 L^2 \),

\[
\Lambda_i + \eta^2 a_i \leq -2\eta L a^2 + 2\eta L(n-1)\gamma \beta^2 + 3\eta^2 L^2 \beta^2 \beta_x + 3\eta^2 L^2 n(n-1)\gamma \beta^4 + \eta^2 L^2 \beta^4
\]

\[
\leq -2\eta L a^2 - 2\eta L \gamma \beta^2 + \eta L a^2 + 3\eta^2 L^2 \beta^2 \beta_x - 3\eta^2 L^2 n \gamma \beta^4 + \frac{3\eta^2 L^2 \alpha^2}{4} + \eta^2 L^2 \beta^4
\]

\[
\leq -\eta L a^2 + 3\eta^2 L^2 \beta^2 \beta_x + \frac{3\eta^2 L^2 \alpha^2}{4} + \eta^2 L^2 \beta^4.
\]

By choosing step size \( \eta \) as \( \eta \leq \min \left( \frac{\alpha^2}{12\beta^2 \beta_x L}, \frac{1}{3L}, \frac{\alpha^2}{3\beta^2 L}, \frac{1}{\beta^2 L} \right) \), we have \( \Lambda_i \leq -\frac{3\eta^2 L}{4} \), and therefore

\[
\ell(W_{t+1}) - \ell(W_t) \leq -\frac{3\eta^2 L}{4} \ell(W_t) + \frac{2\eta^2}{\beta^4 L^2} \sum_{i=1}^{n} \| \Delta_{t,i}x_i \|^2.
\]

(35)

Next, we need to bound \( \| \Delta_{t,i}x_i \|^2 \). Since \( \| \Delta_{t,i}x_i \| \leq \| \Delta_{t,i} \|^2 x_i \| = \| \Delta_{t,i} \|^2 \), we want to bound \( \| \Delta_i \|^2 \). To this end, we first bound \( \| \nabla_k \ell(W_t) \|^2_2 \), i.e.

\[
\| \nabla_k \ell(W_t) \|^2_2
\]

\[
\overset{(a)}{=} \| \nabla_k \ell(W_t) \|^2_2
\]

\[
\overset{(b)}{=} \left\| \sum_{i=1}^{n} \left[ F_{t,k+1}^i \right]^\top (W_t^i - \Phi_i)x_i x_i^\top \left[ G_{t,k-1}^i \right]^\top \right\|_2
\]

\[
\overset{(c)}{=} \sum_{i=1}^{n} \left\| G_{t,k-1}^i x_i x_i^\top (W_t^i - \Phi_i)^\top F_{t,k+1}^i \left[ F_{t,k+1}^i \right]^\top (W_t^i - \Phi_i)x_i x_i^\top \left[ G_{t,k-1}^i \right]^\top \right\|_2
\]

\[
+ \sum_{i=1}^{n} \sum_{j \neq i} \left\| G_{t,k-1}^i x_i x_i^\top (W_t^i - \Phi_i)^\top F_{t,k+1}^i \left[ F_{t,k+1}^i \right]^\top (W_t^i - \Phi_i)x_j x_j^\top \left[ G_{t,k-1}^i \right]^\top \right\|_2,
\]

(36)
where (a) is due to \(\|A\|_2^2 = \|A^T A\|_2\) for matrix \(A \in \mathbb{R}^{m \times m}\); (b) uses the facts that \((A + B)^T = A^T + B^T\) and \((AB)^T = B^T A^T\) for matrices \(A, B \in \mathbb{R}^{m \times m}\); (c) uses \(\|A + B\|_2 \leq \|A\|_2 + \|B\|_2\) and \(\|A\|_2 = \|A^T\|_2\). Since \(\|A^T A\|_2 = \|A\|_2^2 \leq \|A\|_2^2 = \text{tr}(A^T A)\), then

\[
\left\| G_{t,k-1}^i x_i x_i^T (W_t^i - \Phi_i)^T F_{t,k+1}^i [F_{t,k+1}^i]^T (W_t^i - \Phi_i) x_i x_i^T [G_{t,k-1}^i]^T \right\|_2 \\
\leq \text{Tr}\left( G_{t,k-1}^i x_i x_i^T (W_t^i - \Phi_i)^T F_{t,k+1}^i [F_{t,k+1}^i]^T (W_t^i - \Phi_i) x_i x_i^T [G_{t,k-1}^i]^T \right) \\
\overset{(a)}{=} \text{Tr}\left( [G_{t,k-1}^i]^T G_{t,k-1}^i x_i x_i^T (W_t^i - \Phi_i) F_{t,k+1}^i [F_{k+1}^i]^T (W_t^i - \Phi_i) x_i x_i^T [G_{t,k-1}^i]^T \right) \\
\overset{(b)}{=} \text{vec}^T((W_t^i - \Phi_i) x_i x_i^T) \text{vec}\left(\left( [G_{t,k-1}^i]^T G_{t,k-1}^i x_i x_i^T (W_t^i - \Phi_i) F_{k+1}^i [F_{k+1}^i]^T \right)\right) \\
\overset{(c)}{=} \text{vec}^T((W_t^i - \Phi_i) x_i x_i^T) \text{vec}\left( F_{k+1}^i [F_{k+1}^i]^T (W_t^i - \Phi_i) x_i x_i^T [G_{t,k-1}^i]^T \right) \\
\overset{(d)}{=} \text{vec}^T((W_t^i - \Phi_i) x_i x_i^T) \left( [G_{t,k-1}^i]^T G_{t,k-1}^i \right) \otimes \left( F_{k+1}^i [F_{k+1}^i]^T \right) \text{vec}\left( (W_t^i - \Phi_i) x_i x_i^T \right) \\
\leq \left\| [G_{t,k-1}^i]^T G_{t,k-1}^i \right\|_2 \left\| F_{k+1}^i [F_{k+1}^i]^T \right\|_2 \left\| (W_t^i - \Phi_i) x_i \right\|_2^2 \\
\overset{(15)}{\leq} \beta^2 \left\| (W_t^i - \Phi_i) x_i \right\|_2^2 ,
\]

(37)

where for any matrices \(A, B, X\): (a) uses \(\text{Tr}(AB) = \text{Tr}(BA)\); (b) uses \(\text{Tr}(AB) = \text{vec}^T(B)\text{vec}(A^T)\); (c) uses \((AB)^T = B^T A^T\); (d) uses \(\text{vec}(AXB) = B^T \otimes \text{Avec}(X)\).

\[
\sum_{i=1}^{n} \sum_{j \neq i} \left\| G_{t,k-1}^i x_i x_i^T (W_t^i - \Phi_i)^T F_{t,k+1}^i [F_{t,k+1}^i]^T (W_t^j - \Phi_j) x_j x_j^T [G_{t,k-1}^j]^T \right\|_2 \\
\overset{(a)}{=} \sum_{i=1}^{n} \sum_{j \neq i} x_i^T (W_t^i - \Phi_i)^T F_{t,k+1}^i [F_{t,k+1}^i]^T (W_t^j - \Phi_j) x_j \left\| G_{t,k-1}^i x_i x_i^T [G_{t,k-1}^j]^T \right\|_2 \\
\overset{(b)}{\leq} \sum_{i=1}^{n} \sum_{j \neq i} \left\| (W_t^i - \Phi_i) x_i \right\| \left\| F_{t,k+1}^i [F_{t,k+1}^j]^T \right\|_2 \left\| (W_t^j - \Phi_j) x_j \right\| \left\| G_{t,k-1}^i x_i \right\| \left\| G_{t,k-1}^j x_j \right\| \\
\overset{(16)}{\leq} \gamma \beta^2 \sum_{i=1}^{n} \sum_{j \neq i} \left\| (W_t^i - \Phi_i) x_i \right\| \left\| (W_t^j - \Phi_j) x_j \right\| \\
\overset{(c)}{\leq} \frac{\gamma \beta^2}{2} \sum_{i=1}^{n} \sum_{j \neq i} \left( \left\| (W_t^i - \Phi_i) x_i \right\|^2 + \left\| (W_t^j - \Phi_j) x_j \right\|^2 \right) \\
\overset{(c)}{\leq} n \gamma \beta^2 \sum_{i=1}^{n} \left\| (W_t^i - \Phi_i) x_i \right\|^2 \\
= n \gamma \beta^2 \ell(W_t),
\]

(38)

where (a) uses \(\|cA\|_2 = |c|\|A\|_2\) for a matrix \(A\) and a scalar \(c\); (b) uses the facts that \(\|x^T Ay\| \leq \|x\|_2 \|A\|_2 \|y\|\) and \(\|xy^T\|_2 = \|x \otimes y^T\|_2 = \|x\| \|y\|\); (c) uses Young’s inequality. Therefore, by (36) (37) and (38) we have

\[
\left\| \nabla_k \ell(W_t) \right\|_2 \leq (\beta^2 + n \gamma \beta^2) \ell(W_t)
\]

(39)
We can rewrite $\Delta_{t,i}$ in (12) as

$$\Delta_{t,i} = \sum_{s=2}^{L} (-\eta)^{s-2} \sum_{L \geq k_1 > k_2 > \ldots > k_s \geq 1} F_{t,k_{i+1}}^s \left( \prod_{\ell=1}^{s} \nabla_{k_{i}} \ell(W_t) Z_{k_{\ell-1},k_{\ell+1}}^{t,i} \right) G_{t,k_s-1}^i,$$

where $Z_{k_{s-1},k_{s+1}}^{t,i} = I$.

Therefore, according to Lemma 7, for any $\theta \in (0, 1/2)$, with a probability $1 - 4L^2 \exp(-\theta^2 m/[16L^2])$, for any $1 \leq k_b < k_b \leq L$, we have

$$\|Z_{k_s,k_s}^{t}\|_2 \leq 4 \sqrt{L} \epsilon^{\theta/2} \theta^{-1/2}$$

with a probability

$$1 - L^2 \sqrt{m} \exp(-\theta m/[4L] + 6\sqrt{m})$$

$$\|\Delta_{t,i}\|_2 \leq \sum_{s=2}^{L} \eta^{s-2} \sum_{L \geq k_1 > k_2 > \ldots > k_s \geq 1} \|F_{t,k_{i+1}}^s\|_2 \|G_{t,k_s-1}^i\|_2 \left( \prod_{\ell=1}^{s} \|\nabla_{k_{i}} \ell(W_t)\|_2 \|Z_{k_{\ell-1},k_{\ell+1}}^{t,i}\|_2 \right)$$

$$(L) \leq \sum_{s=2}^{L} \eta^{s-2} \beta \left( \sqrt{\theta^2 + n\eta^2} \|\ell(W_t)\| \times 4 \sqrt{L} \epsilon^{\theta/2} \theta^{-1/2} \right)^s$$

$$(c) \leq \sum_{s=2}^{L} \beta \eta^{s-2} \left( 2\sqrt{2} \sqrt{L} \epsilon^{\theta/2} \theta^{-1/2} \beta \sqrt{\ell(W_t)} \right)^s$$

$$(d) \leq 8L \epsilon^{\theta \beta^2} \beta (\ell(W_t)) \sum_{s=0}^{L-2} \eta^{s} \left( 2\sqrt{2} \sqrt{L} \epsilon^{\theta/2} \theta^{-1/2} \beta \epsilon_l \right)^s$$

$$(e) \leq \frac{8L \epsilon^{\theta \beta^2} \beta (\ell(W_t))}{1 - 2\sqrt{2} \eta \sqrt{L} \epsilon^{\theta/2} \theta^{-1/2} \beta \epsilon_l}$$

where (a) uses $\|AB\|_2 \leq \|A\|_2 \|B\|_2$ and $\|A+B\|_2 \leq \|A\|_2 + \|B\|_2$ for any matrices $A, B \in \mathbb{R}^{m \times m};$ (b) uses (15), (39) and Lemma 7 that $\|Z_{k_s,k_s}^{t}\|_2 \leq 5 \epsilon^{\theta/2} m^{1/4};$ (c) uses the facts that $(L) = \frac{L^1}{(L-s)!} \leq L \ldots (L-s+1) \leq L^s$ and (17) with $\alpha \leq \beta;$ (d) uses $\ell(W_t) \leq \ell_0;$ (e) uses $\eta < 1/(2\sqrt{2} \sqrt{L} \epsilon^{\theta/2} \theta^{-1/2} \beta \epsilon_l)$. Therefore, by (35) and (40) we have

$$\ell(W_{t+1}) - \ell(W_t) \leq -\frac{3\eta \alpha^2 L}{4} \ell(W_t) + \frac{128 \eta \alpha^2 \epsilon^2 \beta^2 \ell(W_t)}{1 - 2\sqrt{2} \eta \sqrt{L} \epsilon^{\theta/2} \theta^{-1/2} \beta \epsilon_l}.$$

We complete the proof by using the selection of $\eta$. \hfill \Box

### 10.4 Proof for Theorem 1

**Proof.** We start by restricting the network’s width and depth to values for which assumption (17) holds, that is $\beta^2 \gamma \eta \leq \alpha^2 / 2$. Revisiting (52), we need condition,

$$\gamma = C'' \left( L^{3/2} \tau \right)^2 + \delta \left( \frac{5}{6} \right)^L + \frac{1}{m^{1/2}} = O \left( \frac{1}{n} \right)$$

To meet the above condition, all the following should hold,

$$L^{3/2} = O \left( \frac{1}{\sqrt{n}} \right), \quad L = \Omega(\log n), \quad m = \Omega(n^2).$$

31
We thus need to bound $\tau$. According to the setting, we know the number of iterations is

$$T = \frac{2}{\eta \alpha^2 L} \log \frac{\ell_0}{\epsilon}$$

(42)

On the other hand,

$$\tau \leq \eta \sum_{t=1}^{T-1} \max_{k \in [L]} \| \nabla_k \ell(W_t) \| \leq \eta \beta \sum_{t=1}^{T-1} \sqrt{2 \ell(W_t)} \leq \eta \beta T \sqrt{2 \ell_0} = \frac{2 \beta \sqrt{2 \ell_0}}{\alpha^2 L} \log \frac{\ell_0}{\epsilon}$$

where the second inequality uses (39) which assumes (9) and (16). Similarly to (51), the initial output of the network can be bounded with high probability in order to bound $\ell_0$. With a probability $1 - 4L^2 \exp(-\theta^2 m/[8L^2] + 3d_x + 3d_y)$

$$\ell_0 = \frac{1}{2} \sum_{i=1}^n \|(W_0^i - \Phi_i)x_i\|^2 \leq \frac{1}{2} \sum_{i=1}^n \left( \|W_0^i x_i\|^2 + \|y_i\|^2 \right) = \frac{n}{2} \left( \frac{3m e^{\theta} + m}{d_x} \right) \leq \frac{4mn}{d_x}$$

(43)

Where we also used Assumption (2) and $\theta < 0.5$. We now extract the required width from (41),

$$L^{3/2} = \tilde{O} \left( \frac{\sqrt{\ell_0 d_x d_y L}}{m} \right) = O \left( \frac{1}{\sqrt{n}} \right)$$

(44)

Therefore from (44,43) we get,

$$m = \tilde{\Omega} \left( n^2 L d_y \right)$$

(45)

Considering the learning rate, revisiting (18),

$$\eta = \min \left( \frac{\alpha^2}{12 \beta^2 \beta_x L}, \frac{1}{3L}, \frac{\alpha^2}{4 \beta^4 L}, \frac{1}{\sqrt{L} e^{\theta/2} \beta^{-1/2} \ell_0}, \frac{1}{1024 n^2 e^{2\theta - 2 \beta^2 L}}, \frac{\alpha^2}{12 \beta^2 \beta_x L} \right)$$

$$= \min \left( O \left( \frac{d_x^{1/2}}{m^{1/2} L} \right), O \left( \frac{1}{L} \right), O \left( \frac{d_x d_y}{m^2 L} \right), O \left( \frac{d_x d_y}{m^2 L} \right), O \left( \frac{d_x d_y^{1/2}}{m^{3/2} n^{1/2} L^{1/2}} \right), O \left( \frac{d_x}{mn^2} \right) \right)$$

$$= \tilde{O} \left( \frac{d_x}{n^4 L^3 d_y} \right)$$

(45)

So, the learning rate is therefore $\frac{1}{\beta^2 L}$ and the corresponding number of iterations in (42),

$$T = c_T \log \frac{\ell_0}{\epsilon} = c_T \log \left( \frac{n^2 L}{d_x \epsilon} \right), \quad c_T = 2 \cdot 81^2$$

(46)
10.5 Proof for Theorem 3

Proof. We start with the left-hand side, and denote for brevity $D_k^i = D_k$. We will bound for every $k \in [L]$ independently, and the final result follows,

$$\left\| \nabla_{W_k} y_p(x_i, \bar{W}) - \nabla_{W_k} y_p^{\text{NTK}}(x_i, W_1) \right\|_F \leq \left\| B \right\|_F \left( \left\| (Z_{L,k}^i + \Sigma_{L,k}^i)(Z_{k-1,1}^i + \Sigma_{k-1,1}^i) - Z_{L,k}^i \Sigma_{L,k}^i \right\|_F \right) \left\| C \right\|_F$$

$$\leq \left\| B \right\|_F \left( \left\| Z_{L,k}^i \right\|_F + \left\| Z_{k-1,1}^i \Sigma_{L,k}^i \right\|_F + \left\| \Sigma_{k-1,1}^i \Sigma_{L,k}^i \right\|_F \right) \left\| C \right\|_F$$

Where we used the sub-multiplicativity of Frobenius norm, with,

$$Z_{k,k'}^i = D_k^i W_{1,k} \ldots W_{1,k'+1} D_{k'}^i$$

$$\Sigma_{k,k'}^i = \sum_{s=1}^{k-k'} \sum_{k_1 > k_2 > \ldots > k_s} Z_{k,k_1+1}^i \prod_{\ell=1}^s W_{k_\ell} W_{k_\ell+1,k_{\ell+1}}$$

According to Lemma 5, with a probability larger than $1 - 81L^3 \exp(-m/[108L])$, we have for all $k$,

$$\left\| Z_{k-1,1}^i \Sigma_{L,k}^i \right\|_2 \leq 19\sqrt{L} \sum_{s=1}^{k-k'} \left| \sum_{s=1}^{k-k'} \left[ 19L^{3/2} \xi \right]^s \right| \leq \frac{(19L)^2 \xi}{1-19L^{3/2} \xi}.$$

Similar analysis can be applied to the other term, therefore,

$$\left( \left\| Z_{L,k}^i \Sigma_{k-1,1}^i \right\|_F + \left\| Z_{k-1,1}^i \Sigma_{L,k}^i \right\|_F + \left\| \Sigma_{k-1,1}^i \Sigma_{L,k}^i \right\|_F \right) \leq 3 \left\| Z_{k-1,1}^i \Sigma_{L,k}^i \right\|_F$$

The terms $\left\| B \right\|_F^2, \left\| C \right\|_F^2$ follow independent distributions. Therefore by Laurent-Massart concentration bound [Laurent and Massart, 2000],

$$\Pr \left( \left\| B \right\|_F \geq \sqrt{5m} \right) \leq 2 \exp \left( -\frac{md_y}{4} \right), \quad \Pr \left( \left\| C \right\|_F \geq \sqrt{5m} \right) \leq 2 \exp \left( -\frac{md_x}{4} \right).$$

(47)

We can conclude, with a probability of at least $1 - \exp(-\Omega(m))$,

$$\left\| \nabla_{W_k} y_p(x_i, \bar{W}) - \nabla_{W_k} y_p^{\text{NTK}}(x_i, W_1) \right\|_F \leq O \left( mL^2 \xi \right) = \tilde{O} \left( (mn)^{1/2} d_y L^2 \right)$$

This term grows with $m$ due to the unique normalization of the network. We now show that it is negligible with respect to the NTK gradient in the right-hand side. Using theorem 5, probability of at least $1 - \exp(-\Omega(m))$,

$$\left\| \nabla_x y_p^{\text{NTK}}(x_i, W_1) \right\|_F^2 = \left\| \left[ G_{1,k-1}^i F_{l,k+1}^i \right]^\top \right\|_F^2 \leq \text{Tr} \left( G_{1,k-1}^i F_{l,k+1}^i \left[ G_{1,k-1}^i F_{l,k+1}^i \right]^\top \right) \leq m \lambda_{\min} \left( \left[ G_{1,k-1}^i \right]^\top G_{1,k-1}^i \right) \lambda_{\min} \left( F_{l,k+1}^i \right)$$

$$= m \alpha^2 \frac{m}{144d_x d_y}$$
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where we used the inequality of arithmetic and geometric means and multiplicativity of determinant for symmetric and positive semi-definite $A, B$, i.e,

$$\sum_{i=1}^{m} \lambda_i(AB) \geq m^{\frac{m}{m}} \prod_{i=1}^{m} \lambda_i(A) \lambda_i(B) \geq m^{\frac{m}{m}} \prod_{i=1}^{m} \lambda_i(A) \lambda_i(B) = m^{\lambda_{\min}(A) \lambda_{\min}(B)}$$

Combining both terms completes the proof. \(\square\)

10.6 Proof for Corollary 4

Proof. We will apply Theorem 3 for 2 examples $(x_i, x_j)$ to validate the given bound. Notice the following,

$$\begin{cases} 
    \langle \nabla y_p^{\text{NTK}}(x_i, W_1), \nabla y_p^{\text{NTK}}(x_i, W_1) \rangle = K_p^{\text{NTK}}(x_i, x_i) \\
    \langle \nabla y_p^{\text{NTK}}(x_i, W_1), \nabla y_p^{\text{NTK}}(x_j, W_1) \rangle = K_p^{\text{NTK}}(x_i, x_j)
\end{cases}$$

We start from the left hand side of equation (8),

$$|\langle \nabla y_p(x_i, \tilde{W}), \nabla y_p(x_j, \tilde{W}) \rangle - K_p^{\text{NTK}}(x_i, x_j)| = |\langle \nabla y_p(x_i, W), \nabla y_p(x_j, \tilde{W}) \rangle - \langle \nabla y_p^{\text{NTK}}(x_i, W_1), \nabla y_p(x_j, \tilde{W}) \rangle + \langle \nabla y_p^{\text{NTK}}(x_i, W_1), \nabla y_p(x_j, \tilde{W}) \rangle - \langle \nabla y_p^{\text{NTK}}(x_i, W_1), \nabla y_p^{\text{NTK}}(x_j, W_1) \rangle|$$

$$\leq \| \nabla y_p(x_j, \tilde{W}) \|_F \| \nabla y_p(x_i, \tilde{W}) - \nabla y_p^{\text{NTK}}(x_i, W_1) \|_F + \| \nabla y_p^{\text{NTK}}(x_i, W_1) \|_F \| \nabla y_p(x_j, \tilde{W}) - \nabla y_p^{\text{NTK}}(x_j, W_1) \|_F$$

$$\leq \mathcal{R} \| \nabla y_p^{\text{NTK}}(x_i, W_1) \|_F (2 \| \nabla y_p^{\text{NTK}}(x_j, W_1) \|_F + \| \nabla y_p(x_j, \tilde{W}) - \nabla y_p^{\text{NTK}}(x_j, W_1) \|_F)$$

$$\leq (2\mathcal{R} + \mathcal{R}^2) \sqrt{K_p^{\text{NTK}}(x_i, x_i) K_p^{\text{NTK}}(x_j, x_j)}$$

Since $\mathcal{R} \ll 1$, $2\mathcal{R} + \mathcal{R}^2 < 3\mathcal{R}$ \(\square\)

10.7 Proof for Theorem 2

Proof. In order to obtain a GReLU network from a ReLU network, we proceed as follows. First, let us define the following notations:

- $x_i$ denotes the $i^{\text{th}}$ training example.
- $z_{\text{ReLU}}^{i_k}$ denotes the output feature map of the $k^{\text{th}}$ layer taken before the ReLU in the ReLU network on the $i^{\text{th}}$ training example, and is recursively defined as:

$$z_{\text{ReLU}}^{i_k} = \tilde{W}_k \text{ReLU} \left( z_{\text{ReLU}}^{i_{k-1}} \right)$$

- $\tilde{z}_{i_k}$ denotes the output feature map of the $k^{\text{th}}$ layer taken after the GReLU activation in the GReLU network on the $i^{\text{th}}$ training example, and is recursively defined as:

$$\tilde{z}_{i_k} = \text{GReLU} \left( W_{t,k} \tilde{z}_{i_{k-1}}, \Psi_i z_{i_{k-1}} \right)$$
\[ z^i_k = \Psi_iz^i_{k-1} \]

The feature map of the auxiliary network activating the \( k \)th GReLU gate on the \( i \)th training example, and is recursively defined as:

Matching the intermediate layer of the GReLU and ReLU network can be written as:

\[ z^{ReLU}_{i,k} = \tilde{z}^i_k \quad \forall k \in [L] \quad \forall i \in [n]. \]

that is

\[ \tilde{W}_k \text{ReLU} \left( z^{ReLU}_{i,k-1} \right) = \text{GReLU} \left( W_{t,k} \tilde{z}_k - 1, \Psi_iz_k - 1 \right) \quad \forall k \in [L] \quad \forall i \in [n], \]

that is equivalent to

\[ \tilde{W}_k \text{ReLU} \left( z^{ReLU}_{k-1} \right) = \text{GReLU} \left( W_{t,k} \tilde{z}_{k-1}, \Psi_iz_{k-1} \right) \quad \forall k \in [L]. \tag{48} \]

Hence we proceed by recursion. Given that

\[ z^{ReLU}_{k-1} = \tilde{z}_{k-1}, \]

we seek for \( \tilde{W}_k \) that obeys equation (48). Denoting by (\( \cdot \)\(^\dagger \)) the Moore–Penrose pseudo inverse, and by setting

\[ \tilde{W}_k = (\text{GReLU} \left( W_{t,k} \tilde{z}_{k-1}, \Psi_iz_{k-1} \right))^\dagger z^{ReLU}_{k-1}, \tag{49} \]

equation (48) holds such that we have

\[ z^{ReLU}_k = \tilde{z}_k. \]

The equivalence between (48) and (49) lays in the fact that the network is overparameterized such that \( n \leq m \). In this case \( \tilde{W}_k \) has dimension \((m \times m)\) and \( \text{GReLU} \left( W_{t,k} \tilde{z}_{k-1}, \Psi_iz_{k-1} \right) \) has dimension \( m \times n \), and thus, (48) and (49) are equivalent.

\[ \square \]

## 11 Main Theorems with Proofs

**Theorem 5.** Choose \( \theta \in (0, 1/2) \) which satisfies

\[ Lr3\sqrt{12}Le^{2\theta} - 1/2 \leq \frac{1}{9} \tag{50} \]

With a probability at least \( 1 - 3L^2\sqrt{m} \exp \left( -\theta m / [4L] + 6\sqrt{m} + 3 \max\{d_x, d_y\} \right) \), we have, for any \( t \), \( k \) and \( i \)

\[ \left\| \left[ G^i_{t,k} \right]^\top G^i_{t,k} \right\|_2 \leq \frac{27m}{4d_x}, \quad \left\| F^i_{t,k} \left[ F^i_{t,k} \right]^\top \right\|_2 \leq \frac{27m}{4d_y} \]

and

\[ \lambda_{\min} \left( \left[ G^i_{t,k} \right]^\top G^i_{t,k} \right) \geq \frac{m}{12d_x}, \quad \lambda_{\min} \left( F^i_{t,k} \left[ F^i_{t,k} \right]^\top \right) \geq \frac{m}{12d_y} \]

Thus, with a high probability, we have

\[ \alpha_x = \frac{m}{12d_x}, \alpha_y = \frac{m}{12d_y}, \quad \beta_x = \frac{27m}{4d_x}, \beta_y = \frac{27m}{4d_y}. \]
Proof. We will focus on $G^i_{t,k}$ first and similar analysis will be applied to $F^i_{t,k}$. To bound $\left\| \left[ G^i_{t,k} \right]^T G^i_{t,k} \right\|_2$, we will bound $\max_{\|v\| \leq 1} \left\| G^i_{t,k} v \right\|^2$. Define $\delta W_{t,k} := W_{t,k} - W_{1,k}$, we have

$$G^i_{t,k} = D_k^i (W_{1,k} + \delta W_{t,k}) \cdots D_1^i (W_{1,1} + \delta W_{t,1}) D_0^i C$$

$$= D_k^i W_{1,k} \cdots D_1^i W_{1,1} - D_k^i \delta W_{t,k} \cdots D_1^i \delta W_{t,1} D_0^i C$$

$$= Z_{k,0}^{1,i} + \sum_{s=1}^k \sum_{k_1 > k_2 > \cdots > k_s} D_k^i W_{1,k} \cdots D_k^i \delta W_{t,k} \cdots D_k^i \delta W_{t,1} D_k^i W_{1,1} - D_k^i \delta W_{t,k} \cdots D_k^i \delta W_{t,1} D_0^i C$$

According to Lemma 5, we have, with a probability $1 - 2L \exp(-\theta^2 m/[16L^2])$, for any $1 \leq k_0 \leq k_a \leq L$ and any $\theta \in (0,1/2)$,

$$\|Z_{k_a,k_0}^{1,i}\|_2 \leq \sqrt{12L} \theta^{2\theta-1/2}$$

Following the same analysis as in Lemma 5, we have, with a probability $1 - 4L^2 \exp(-\theta^2 m/[8L^2] + 3d_x)$, we have

$$\min_{u \in \mathbb{R}^d_x} \frac{\|Z_{k_a,k_0}^{1,i} C u\|}{\|u\|} \geq \sqrt{\frac{m}{3d_x}} e^{-\theta} \quad \text{and} \quad \max_{u \in \mathbb{R}^d_x} \frac{\|Z_{k_a,k_0}^{1,i} C u\|}{\|u\|} \leq \sqrt{\frac{3m}{d_x}} e^{\theta/2} \quad (51)$$

Combining the above results together, we have, with a probability $1 - 4L^3 \exp(-\theta^2 m/[16L^2] + 3d)$,

$$\min_{u \in \mathbb{R}^d_x} \frac{\|G^i_{t,k} u\|}{\|u\|} \geq \sqrt{\frac{m}{3d_x}} e^{-\theta} - \sqrt{\frac{3m}{d_x}} e^{\theta/2} \sum_{s=1}^L \left( L \tau \sqrt{12L} \theta^{2\theta-1/2} \right)^s \geq \sqrt{\frac{m}{3d_x}} e^{-\theta} \left( 1 - \frac{L \tau \sqrt{12L} \theta^{2\theta-1/2}}{1 - L \tau \sqrt{12L} \theta^{2\theta-1/2}} \right)$$

and

$$\max_{u \in \mathbb{R}^d_x} \frac{\|G^i_{t,k} u\|}{\|u\|} \leq \sqrt{\frac{3m}{d_x}} e^{\theta/2} + \sqrt{\frac{3m}{d_x}} e^{\theta/2} \sum_{s=1}^L \left( L \tau \sqrt{12L} \theta^{2\theta-1/2} \right)^s \leq \sqrt{\frac{3m}{d_x}} e^{\theta/2} \left( 1 + \frac{L \tau \sqrt{12L} \theta^{2\theta-1/2}}{1 - L \tau \sqrt{12L} \theta^{2\theta-1/2}} \right)$$

Since

$$L \tau \sqrt{12L} e^{2\theta \theta^{-1/2}} \leq \frac{1}{9}$$

we have, with a probability $1 - 4L^3 \exp(-\theta^2 m/[16L^2] + 3d_x)$,

$$\min_{u \in \mathbb{R}^d_x} \frac{\|G^i_{t,k} u\|}{\|u\|} \geq \frac{1}{2} \sqrt{\frac{m}{3d_x}}, \quad \max_{u \in \mathbb{R}^d_x} \frac{\|G^i_{t,k} u\|}{\|u\|} \leq \frac{3}{2} \sqrt{\frac{3m}{d_x}}$$

Similar analysis applies to $\left\| F^i_{t,k} \right\|_2$. \qed
Theorem 6. Assume $L^{3/2} \tau < 1$. With a probability $1 - (4L^2 + n^2) \exp(-\Omega(\sqrt{m} + \max\{d_x, d_y\}))$, we have

$$\|F_{t,k}^j [F_{t,k}^i]^\top\|_2 \leq C' \left( \frac{1}{m^{1/4}} + \frac{5}{6} \right) \beta_y$$

$$|\langle G_{t,k}^j x_j, G_{t,k}^i x_i \rangle| \leq C' \left( \frac{1}{m^{1/4}} + \delta \right) \beta_x$$

where $C'$ is an universal constant, and therefore

$$\left| \langle G_{t,k-1}^j x_j, G_{t,k-1}^i x_i \rangle \right| \|F_{t,k+1}^j [F_{t,k+1}^i]^\top\|_2 \leq \gamma \beta^2$$

with

$$\gamma = C'' \left( L^3 \tau^2 + \delta \frac{L}{m^{1/2}} \right)$$

Proof. To bound $\|F_{t,k}^j [F_{t,k}^i]^\top\|_2$, we define $k_0 = L + 1$ and express $F_{t,k}^j [F_{t,k}^i]^\top$ as

$$F_{t,k}^j [F_{t,k}^i]^\top = BD_{L}^i W_{1:L} \cdots W_{1:k+1} D_{L}^i D_{k}^i W_{1:L}^\top \cdots W_{1:k+1}^\top D_{L}^i B^\top$$

$$= BD_{L}^i W_{1:L} \cdots W_{1:k+1} D_{L}^i D_{k}^i W_{1:L}^\top \cdots W_{1:k+1}^\top D_{L}^i B^\top + BZ_{L:k}^i \sum_{s=1}^{L-k} \left( \prod_{\ell=1}^{s} Z_{k_{t-1}+1:k_{t}}^i \delta W_{t,k_{t}} \right) Z_{k_{s}-1:k}^i B^\top$$

$$+ B \sum_{s=1}^{L-k} \left( \prod_{\ell=1}^{s} Z_{k_{t-1}+1:k_{t}}^i \delta W_{t,k_{t}} \right) Z_{k_{s}-1:k}^i B^\top$$

According to Lemma 5, with a probability $1 - 4L^3 \exp(-\theta^2 m/[16L^2] + 3d_y)$,

$$\|Z_{k_{a},k_{b}}\|_2 \leq \sqrt{12L} e^{\theta/2} \theta^{-1/2}, \quad \max_{\|v\| \leq 1} \|v^\top BZ_{k_{a},k_{b}}\| \leq \frac{3}{2} \sqrt{\frac{3m}{d_y}}$$

As a result, with a probability $1 - 4L^3 \exp(-\theta^2 m/[16L^2] + 3d_y)$, we have

$$\max_{\|v\| \leq 1} v^\top A_1 v \leq \frac{27m}{4d} \sum_{s=1}^{L} \left( \sqrt{12L} e^{\theta/2} \theta^{-1/2} L \tau \right)^s \leq \frac{m}{d_y}$$
where \( \xi = 8\sqrt{12L}e^{\theta/2}2^{-1/2}L \tau \ll 1 \) and the last step utilizes the assumption \( \sqrt{12L}e^{\theta/2}2^{-1/2}L \tau \leq 1/9 \). Using the same analysis, we have, with a probability \( 1 - 4L^3 \exp(-\theta^2m/[16L^2] + 3d_y) \),

\[
\max_{\|v\| \leq 1} v^\top A_2 v \leq \frac{\xi m}{d_y}, \quad \max_{\|v\| \leq 1} v^\top A_3 v \leq \frac{\xi^2 m}{d_y}
\]

Next we need to bound the spectral norm of \( Z = F_i^{j,k} \left[ F_i^{j,k} \right] \). To this end, we will bound

\[
\max_{a \in \mathbb{R}^{d_y}, b \in \mathbb{R}^{d_y}, \|a\| = 1, \|b\| = 1} \left\langle \left[ F_i^{j,k} \right]^\top u, \left[ F_i^{j,k} \right]^\top v \right\rangle
\]

Define

\[
a_k = \left[ F_i^{j,k+1} \right] u, \quad b_k = \left[ F_i^{j,k+1} \right] u
\]

We have

\[
a_k^\top b_k = a_k^\top W_{1,k+1} + D_i^j D_i^k W_{1,k+1} b_k
\]

where \( P_a(b) = aa^\top b/\|a\|^2 \) projects vector \( b \) onto the direction of \( a \). Since \( W_{1,k+1} (b_k + P_a(b_k)) \) is statistically independent from \( W_{1,k+1} a_k \), by fixing \( W_{1,k+1} a_k \) and viewing \( Z_2 \) as a random variable of \( W_{1,k+1} (b_k + P_a(b_k)) \), we have \( Z_2 \) follow \( \mathcal{N}(0, \sigma^2) \) distribution, where

\[
\sigma^2 = \frac{1}{m} \|b_k + P_a(b_k)\|^2 \|D_i^j W_{1,k+1} a_k\|^2
\]

Using the property of Gaussian distribution, we have, with a probability \( 1 - 2\exp(-\sqrt{m}/2) \),

\[
|Z_2| \leq \frac{\|b_k + P_a(b_k)\|}{m^{1/2}} \|D_i^j W_{1,k+1} a_k\|/2|\|a_k\|^2
\]

Since \( m^2 \|D_i^j W_{1,k+1} a_k\|^2 \) follows \( \chi_m^2 \), with a probability \( 1 - \exp(-\theta m/4) \), we have

\[
\|D_i^j W_{1,k+1} a_k\|^2 \leq (1 + \theta) \|a_k\|^2
\]

Combining the above two results, with a probability \( 1 - 2\exp(-\sqrt{m}/2) - \exp(-\theta m/4) \),

\[
|Z_2| \leq \frac{1 + \theta}{m^{1/2}} \|b_k + P_a(b_k)\| \|a_k\| \leq \frac{(1 + \theta) \beta}{m^{1/2}}
\]

where the last step utilizes the fact \( \|b_k + P_a(b_k)\| \leq \sqrt{\beta} \) and \( \|a_k\| \leq \sqrt{\beta} \).

To bound \( Z_1 \), let \( I_k^{i,j} \) be the set of indices of diagonal elements that are nonzero in both \( D_i^j \) and \( D_i^k \). According to Lemma 4, with a probability \( 1 - \exp(-\Omega(m)) \), we have \( |I_k^{i,j}| \leq m/3 \). Define

\[
u = W_{1,k+1} a_k \|a_k\|
\]

We have

\[
Z_1 = \left| a_k^\top b_k \right| \left| \sum_{s \in I_k^{i,j}} u_s^2 \right| \leq \left| a_k^\top b_k \right| \left| \sum_{s \in I_k^{i,j}} u_s^2 \right|
\]
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Using the concentration of $\chi^2$ distribution, we have, with a probability $1 - \exp(-\theta m/3)$

$$\sum_{s \in \mathcal{I}_{i,j}^k} u_i^2 \leq \frac{2(1 + \theta)}{3}$$

By combining the results for $Z_1$ and $Z_2$, for a fixed normalized $u \in \mathbb{R}^d, v \in \mathbb{R}^d$, with a probability $1 - \exp(-\Omega(\sqrt{m}))$, we have

$$\left| \left\langle \left[ F^j_{1,k} \right]^\top u, \left[ F^i_{1,k} \right]^\top v \right\rangle \right| \leq \frac{(1 + \theta) \beta}{m^{1/2}} + \frac{2(1 + \theta)}{3} \left( \frac{2(1 + \theta)}{3} \right)^{L-k}$$

By combining the results over iterations, we have, with a probability $1 - 2L \exp(-\theta m/3) - 2L \exp(-\sqrt{m}/2)$, for fixed normalized $u \in \mathbb{R}^d$ and $v \in \mathbb{R}^d$

$$\left| \left\langle \left[ F^j_{i,k} \right]^\top u, \left[ F^i_{i,k} \right]^\top v \right\rangle \right| \leq \frac{4(1 + \theta) \beta}{m^{1/2}} + \left( \frac{2(1 + \theta)}{3} \right)^{L-k} \beta$$

We extend the result to any $u$ and $v$ by using the theory of covering number, and complete the proof by choosing $\theta = 1/6$.

To bound $|\langle G^j_{t,k} x_j, G^i_{t,k} x_i \rangle|$, follow the same analysis in above, we have

$$|\langle G^j_{t,k} x_j, G^i_{t,k} x_i \rangle| \leq O \left( \frac{L^{3/2} \tau \beta}{m} \right) + |\langle G^j_{1,k} x_j, G^i_{1,k} x_i \rangle| \leq O \left( \frac{L^{3/2} + \frac{1}{m^{1/2}}}{m} \right) \beta + \left( \frac{5}{6} \right)^k \langle C x_i, C x_j \rangle$$

We expand $\langle C x_i, C x_j \rangle$ as

$$\langle C x_i, C x_j \rangle = \langle CP_{x_j} (x_i), C x_j \rangle + \langle C (x_i - P_{x_j} (x_i)), C x_j \rangle$$

With a probability $1 - \exp(-\theta m/4)$, we have

$$|\langle CP_{x_j} (x_i), C x_j \rangle| \leq (1 + \theta) \delta \beta$$

With a probability $1 - 2 \exp(-2\sqrt{m})$

$$|\langle C (x_i - P_{x_j} (x_i)), C x_j \rangle| \leq \frac{\beta}{m^{1/2}}$$

12 Auxiliary Lemmas

Lemma 4. Define

$$\mathcal{I}_k = \{ s \in [m] : |\Psi_k x_i|_s > 0 \}, \quad \mathcal{I}_k^j = \{ s \in [m] : |\Psi_k x_j|_s > 0 \}$$

where $\Psi_k \in \mathbb{R}^{m \times m}$ is a Gaussian random matrix. Suppose $|x_i| = 1, |x_j| = 1$, and $|x_i^\top x_j| \leq \delta$, where $\delta \leq 1/3$. Then, with a probability $1 - \exp(-\Omega(m))$, we have

$$|\mathcal{I}_k \cap \mathcal{I}_k^j| \leq \frac{m}{3}$$
Proof. Define \([z]_+\) that outputs 1 when \(z > 0\), and zero otherwise. We have

\[
\begin{align*}
|I_k^j \cap I_k^i| &= \langle [\Psi_k x_j]_+ , [\Psi_k x_i]_+ \rangle \\
&\leq \langle [\Psi_k x_j]_+ , [\Psi_k (x_i - P_{x_j}(x_i))]_+ \rangle + \langle [\Psi_k x_i]_+ - [\Psi_k (x_i - P_{x_j}(x_i))]_+ \rangle \\
&\leq \langle [\Psi_k x_j]_+ , [\Psi_k (x_i - P_{x_j}(x_i))]_+ \rangle + \langle [\Psi_k x_i]_+ \rangle.
\end{align*}
\]

Since \(\Psi_k(x_i - P_{x_j}(x_i))\) and \(\Psi_k x_j\) are statistically independent, hence, with a probability \(1 - \exp(-\theta m/2)\),

\[
\langle [\Psi_k (x_i - P_{x_j}(x_i))]_+ \rangle \leq \frac{(1 + \theta)m}{4}
\]

and therefore,

\[
\begin{align*}
|I_k^j \cap I_k^i| &\leq \frac{(1 + \theta)m}{4} + \langle [\Psi_k x_i]_+ \rangle \\
&\leq \frac{(1 + \theta)m}{4} + \sum_{\ell=1}^m I \left( [\Psi_k P_{x_j}(x_i)]_\ell > [\Psi_k (x_i - P_{x_j}(x_i))]_\ell \right) \\
&\leq \frac{(1 + \theta)m}{4} + \sum_{\ell=1}^m I \left( \sqrt{\langle [\Psi_k P_{x_j}(x_i)]_\ell \rangle} > \sqrt{\langle [\Psi_k (x_i - P_{x_j}(x_i))]_\ell \rangle} \right)
\end{align*}
\]

We proceed to bound \(Z\). First, each element of \(\Psi_k P_{x_j}(x_i)\) follows a Gaussian distribution \(N(0, \sigma_1^2)\), where \(\sigma_1^2 = 2|\Psi_k P_{x_j}(x_i)|^2/m\). Similarly, each element \(\Psi_k(x_i - P_{x_j}(x_i))\) follows a distribution \(N(0, \sigma_2^2)\), where \(\sigma_2^2 = 2|\Psi_k(x_i - P_{x_j}(x_i))|^2/m\). Using the concentration inequality of \(\chi_m^2\) distribution, we have, with a probability \(1 - 2 \exp(-\theta m/4)\),

\[
\sigma_1^2 \leq \frac{2(1 + \theta)}{m} |P_{x_j}(x_i)|^2 \leq \frac{2(1 + \theta)\delta^2}{m}, \quad \sigma_2^2 \geq \frac{2(1 - \theta)\delta^2}{m} \geq \frac{2(1 - \theta)(1 - \delta^2)}{m}
\]

Using the properties of Gaussian distribution, we have

\[
\begin{align*}
\Pr \left( [\Psi_k (x_i - P_{x_j}(x_i))]_\ell \geq \frac{2\delta}{m} \sqrt{\frac{(1 - \theta)(1 - \delta^2)}{1 + \theta}} \right) &\geq 1 - \left( \frac{(1 + \theta)\delta^2}{(1 - \theta)(1 - \delta^2)} \right)^{1/4} \exp \left( - \frac{1 - [(1 + \theta)\delta^2/[(1 - \theta)(1 - \delta^2)]]^{1/4}}{2} \right) \geq 1 - 2\delta^{1/4}
\end{align*}
\]

\[
\begin{align*}
\Pr \left( [\Psi_k P_{x_j}(x_i)]_\ell \geq \frac{2\delta}{m} \sqrt{\frac{(1 - \theta)(1 - \delta^2)}{1 + \theta} m} \right) &\leq \left( \frac{(1 - \theta)(1 - \delta^2)}{(1 + \theta)\delta^2} \right)^{1/4} \exp \left( - \frac{[1 - \theta](1 - \delta^2)/(1 + \theta)\delta^2]^{1/4}}{2} \right) \leq \exp \left( - \frac{1}{2\delta} \right)
\end{align*}
\]

As a result, we have

\[
\Pr \left( [\Psi_k (x_i - P_{x_j}(x_i))]_\ell < [\Psi_k P_{x_j}(x_i)]_\ell \right) \leq 3\delta^{1/4} \exp \left( - \frac{1}{2\delta} \right)
\]
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Using the standard concentration inequality, we have, with a probability $1 - \exp(-m/2)$,

$$Z \leq \left(2\delta^{1/4} \exp\left(-\frac{1}{2\delta}\right) + \frac{1}{3.5}\right)m + 2m\sqrt{\delta^{1/4} \exp\left(-\frac{1}{2\delta}\right)} \leq \frac{m}{7}$$

and therefore, with a probability $1 - \exp(-\Omega(m))$, we have

$$|I_i^k \cap I_i^k| \leq \frac{m}{3}$$

\[\square\]

**Lemma 5.** With a probability at least $1 - 2L \exp(-\theta^2m/[16L^2])$, for any $1 \leq k_b \leq k_a \leq L$ and any $\theta \in (0, 1/2)$, we have

$$\left\| Z_{k_a,k_b}^{i} \right\|_2 \leq \sqrt{12L}e^{\theta/2} \theta^{-1/2}.$$

**Proof.** To bound $\left\| Z_{k_a,k_b}^{i} \right\|_2$, we will bound $\max_{\|v\| \leq 1} \left\| Z_{k_a,k_b}^{i} v \right\|$. To this end, we divide $v$ into $r$ components of equal size, denoted by $v_1, \ldots, v_r$. We furthermore introduce $\tilde{v}_k \in \mathbb{R}^m$ to include the $k$th component $v_k$ of $v$ with everything else padded with zeros. As a result,

$$\max_{\|v\| \leq 1} \left\| Z_{k_a,k_b}^{i} v \right\| \leq \max_{\|v\| \leq 1} \left\| \sum_{j=1}^{r} \frac{Z_{k_a,k_b}^{i} v_j}{\|v_j\|} \right\| \leq \max_{\|v\| \leq 1} \left\| \sum_{j=1}^{r} \frac{Z_{k_a,k_b}^{i} \tilde{v}_j}{\|v_j\|} \right\|$$

\((a)\) holds since one constraint $\sum_{j=1}^{r} \|v_j\| \leq \sqrt{r}$ since $\sum_{j=1}^{r} \|v_j\|^2 = \|v\|^2 \leq 1$; \((b)\) holds since the constraint is removed for maximization is removed. We fix $j$ and consider a fixed $\tilde{v}_j$. We will prove the following high probability bound by induction

$$\left\| Z_{k_a,k_b}^{i} \tilde{v}_j \right\|^2 \in \left(\left(1 - \frac{\theta}{L}\right)^{k_a-k_b} \left\| D_{k_b}^{i} \tilde{v}_j \right\|^2, \left(1 + \frac{\theta}{L}\right)^{k_b-k_a} \left\| D_{k_b}^{i} \tilde{v}_j \right\|^2\right), \tag{53}$$

where $\theta \in (0, 1/2)$ is an introduced parameter related to the failure probability. For $k_a = k_b + 1$, we have

$$\left\| Z_{k_a,k_b}^{i} \tilde{v}_j \right\|^2 = \left\| D_{k_b+1}W_{k_b+1}D_{k_b}^{i} \tilde{v}_j \right\|^2$$
It is easy to show that \( \frac{\|Z_{k_a, k_b}^{1, i} \|_2^2}{2\|D_{k_b} \tilde{v}_j\|_2^2} \) follows the distribution of \( \chi^2 \) with degree of \( m/2 \). Using the concentration of \( \chi^2 \) distribution, we have
\[
\Pr \left( \|Z_{k_a, k_b}^{1, i} \|_2^2 / \|D_{k_b} \tilde{v}_j\|_2^2 \geq \left( 1 + \frac{\theta}{L} \right) \|D_{k_b} \tilde{v}_j\|_2^2 \right) \leq \exp \left( -\frac{\theta^2 m}{8L^2} \right),
\]
\[
\Pr \left( \|Z_{k_a, k_b}^{1, i} \|_2^2 / \|D_{k_b} \tilde{v}_j\|_2^2 \leq \left( 1 - \frac{\theta}{L} \right) \|D_{k_b} \tilde{v}_j\|_2^2 \right) \leq \exp \left( -\frac{\theta^2 m}{8L^2} \right).
\]
Hence, with a probability \( 1 - 2 \exp \left( -\frac{\theta^2 m}{[8L^2]} \right) \), when \( k_a = k_b + 1 \), we have
\[
\left\| Z_{k_a, k_b}^{1, i} \tilde{v}_j \right\|_2^2 / \left\| D_{k_b} \tilde{v}_j \right\|_2^2 = \left\| Z_{k_b+1, k_b}^{1, i} \tilde{v}_j \right\|_2^2 / \left\| D_{k_b} \tilde{v}_j \right\|_2^2 \in \left[ 1 - \frac{\theta}{L}, 1 + \frac{\theta}{L} \right].
\]
As a result, for a fixed \( \tilde{v}_j \), for any \( k_a \) and \( k_b \), with a probability \( 1 - 2L \exp \left( -\frac{\theta^2 m}{[8L^2]} \right) \), we have
\[
\left\| Z_{k_a, k_b}^{1, i} \tilde{v}_j \right\|_2^2 \in \left[ \left( 1 - \frac{\theta}{L} \right) L \left\| D_{k_b} \tilde{v}_j \right\|_2^2, \left( 1 + \frac{\theta}{L} \right) L \left\| D_{k_b} \tilde{v}_j \right\|_2^2 \right].
\]
(54)

Since \( \theta < 1/2 \), the above bound can be simplified as
\[
\left\| Z_{k_a, k_b}^{1, i} \tilde{v}_j \right\|_2^2 \in \left[ e^{-2\theta} \left\| D_{k_b} \tilde{v}_j \right\|_2^2, e^\theta \left\| D_{k_b} \tilde{v}_j \right\|_2^2 \right],
\]
(55)

where we use two inequalities: \((1 + \theta/L) \leq \exp(\theta) \) for \( L > 1 \), \(|\theta| \leq n \) and \( \exp(-\theta) \leq 1 - \theta/2 \) for \( 0 < \theta < 1 \).

To bound \( \|Z_{k_a, k_b} \tilde{v}_j\|_2^2 \) for any \( \tilde{v}_j \), we introduce \( \mathcal{N} \subseteq \mathbb{R}^{m/r-1} \) as an appropriate \( \epsilon \)-net of \( \mathbb{R}^{m/r-1} \). Using the well known property of appropriate \( \epsilon \)-net, we have
\[
\max_{v_j \in \mathcal{N}} \left\| Z_{k_a, k_b}^{1, i} \tilde{v}_j \right\|_2^2 \leq \max_{v_j \in \mathcal{N}} \left\| Z_{k_a, k_b}^{1, i} \tilde{v}_j \right\|_2^2 \leq \max_{v_j \in \mathbb{R}^{m/r-1}} \left\| Z_{k_a, k_b}^{1, i} \tilde{v}_j \right\|_2^2 \leq \frac{1}{1 - 2\epsilon} \max_{v_j \in \mathcal{N}} \left\| Z_{k_a, k_b}^{1, i} \tilde{v}_j \right\|_2^2 \text{, (56)}
\]
where (a) is due to \( \|v_j\|_2^2 \leq 1 \); (b) is due to \( \mathcal{N} \subseteq \mathbb{R}^{m/r-1} \); (c) is due to the the property of appropriate \( \theta \)-net. Since \( |\mathcal{N}| \leq (3/\epsilon)^{m/r-1} < (1 + 3/\epsilon)^{m/r} \leq \exp(3m/[\epsilon r]) \) [Pisier, 1999], by taking the union bound, we have, with probability at least \( 1 - 2L \exp(-\theta^2 m/[8L^2] + 3m/[\epsilon r]) \),
\[
\max_{v_j \in \mathbb{R}^{m/r-1}} \left\| Z_{k_a, k_b}^{1, i} \tilde{v}_j \right\|_2^2 \leq \left[ e^{-2\theta} \left\| D_{k_b} \tilde{v}_j \right\|_2^2, e^\theta \left\| D_{k_b} \tilde{v}_j \right\|_2^2 \right] \text{.}
\]

By choosing \( r = \frac{48L^2}{\theta^2 \epsilon} \) with \( \theta = \frac{1}{3} \), we have, with a probability at least \( 1 - 2L \exp(-\theta^2 m/[16L^2]) \)
\[
\max_{v_j \in \mathbb{R}^{m/r-1}} \left\| Z_{k_a, k_b}^{1, i} \tilde{v}_j \right\|_2^2 \leq \left[ e^{-2\theta} \left\| D_{k_b} \tilde{v}_j \right\|_2^2, 3e^\theta \left\| D_{k_b} \tilde{v}_j \right\|_2^2 \right].
\]
(57)
and therefore, with a probability $1 - 2L \exp(-\theta^2 m/[16L^2])$, for any $1 \leq k_b < k_a \leq L$, we have

$$
\left\| Z_{k_a,k_b}^{1,i} \right\|_2 \leq \frac{\sqrt{12L} e^{\theta/2}}{\sqrt{\theta}}.
$$

(58)

Lemma 6. For any sequences $\{a_i, i = 1, 2, \ldots, n\}$ and $\{b_{i,j}, i, j = 1, 2, \ldots, n\}$, we have

$$
\sum_{i=1}^{n} \sum_{j \neq i} a_j b_{i,j} = \sum_{i=1}^{n} a_i \sum_{j \neq i} b_{j,i},
$$

(59)

$$
\sum_{i=1}^{n} \sum_{j \neq i} a_i b_{i,j} = \sum_{i=1}^{n} a_i \sum_{j \neq i} b_{i,j}.
$$

(60)

where the notation $\sum_{j \neq i}$ means $\sum_{j \neq i} b_j = \sum_{j=1}^{n} b_j - b_i$.

Proof. First, we know

$$
\sum_{i=1}^{n} \sum_{j \neq i} a_j b_{i,j} = \sum_{j \neq 1} a_j b_{1,j} + \sum_{j \neq 2} a_j b_{2,j} + \cdots + \sum_{j \neq n} a_j b_{n,j}
$$

$$
= \left( \sum_{j=1}^{n} a_j b_{1,j} - a_1 b_{1,1} \right) + \left( \sum_{j=1}^{n} a_j b_{2,j} - a_2 b_{2,2} \right) + \cdots + \left( \sum_{j=1}^{n} a_j b_{n,j} - a_n b_{n,n} \right)
$$

$$
= \sum_{i=1}^{n} \sum_{j=1}^{n} a_j b_{i,j} - \sum_{i=1}^{n} a_i b_{i,i} = \sum_{j=1}^{n} a_j \sum_{i=1}^{n} b_{i,j} - \sum_{i=1}^{n} a_i b_{i,i} (\text{note that } b_{i,j} \neq b_{j,i})
$$

We then proved (59). Next, we want to prove (60). To this end, we have

$$
\sum_{i=1}^{n} \sum_{j \neq i} a_i b_{i,j}
$$

$$
= \sum_{j \neq 1} a_1 b_{1,j} + \sum_{j \neq 2} a_2 b_{2,j} + \cdots + \sum_{j \neq n} a_n b_{n,j}
$$

$$
= \left( \sum_{j=1}^{n} a_1 b_{1,j} - a_1 b_{1,1} \right) + \left( \sum_{j=1}^{n} a_2 b_{2,j} - a_2 b_{2,2} \right) + \cdots + \left( \sum_{j=1}^{n} a_n b_{n,j} - a_n b_{n,n} \right)
$$

$$
= \sum_{i=1}^{n} \sum_{j=1}^{n} b_{i,j} - \sum_{i=1}^{n} a_i b_{i,i} = \sum_{i=1}^{n} a_i \sum_{j \neq i} b_{i,j}.
$$
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Lemma 7. Assume
\[ \sqrt{12} \theta^{3/2} e^{1/2} L^{3/2} \tau \leq \frac{1}{9} \]
where \( \tau \) is defined in (4). Then, for any \( \theta \in (0, 1/2) \), with a probability \( 1 - 4L^2 \exp(-\theta^2 m/[16L^2]) \), for any \( 1 \leq k_b < k_b \leq L \), we have
\[ \|Z_{k_a,k_b}^{t,i}\|_2 \leq 4 \sqrt{L} \theta^{1/2} \]

Proof. Expand \( Z_{k_a,k_b}^t \) as
\[ Z_{k_a,k_b}^t = Z_{k_a,k_b}^{1,i} + \sum_{s=1}^{k_b-k_a} \sum_{k_1 > k_2 > \ldots > k_s} Z_{k_a,k_1+1}^{1,i} \prod_{\ell=1}^s \delta W_{t,k_\ell} Z_{k_\ell+1,k_{\ell+1}}^{1,i} \]

According to Lemma 5, for any \( \theta \in (0, 1/2) \), with a probability \( 1 - 2L \exp(-\theta^2 m/[16L^2]) \), we have
\[ \|Z_{k_a,k_b}^{1,i}\| \leq \sqrt{12} L e^{\theta/2} \theta^{-1/2} \]. We thus have, with a probability \( 1 - 4L^2 \exp(-\theta^2 m/[16L^2]) \),
\[ \|Z_{k_a,k_b}^t\|_2 \leq \|Z_{k_a,k_b}^{1,i}\|_2 + \sum_{s=1}^{k_b-k_a} \sum_{k_1 > k_2 > \ldots > k_s} \|Z_{k_a,k_1+1}^{1,i}\|_2 \prod_{\ell=1}^s \|\delta W_{t,k_\ell}\|_2 \|Z_{k_\ell+1,k_{\ell+1}}^{1,i}\|_2 \]
\[ \leq \sqrt{12} L e^{\theta/2} \theta^{-1/2} \left( 1 + \sum_{s=1}^{k_b-k_a} (L^s) (\tau \sqrt{12} L e^{\theta/2} \theta^{-1/2})^s \right) \]
\[ \leq \sqrt{12} L e^{\theta/2} \theta^{-1/2} \left( 1 + \sum_{s=1}^{k_b-k_a} (L \tau \sqrt{12} L e^{\theta/2} \theta^{-1/2})^s \right) \]
\[ \leq 4 \sqrt{L} e^{\theta/2} \theta^{-1/2} \]
where (a) uses \( \|AB\|_2 \leq \|A\|_2 \|B\|_2 \) and \( \|A + B\|_2 \leq \|A\|_2 + \|B\|_2 \) for any matrices \( A, B \in \mathbb{R}^{m \times m} \); (b) uses Lemma 5 upper to \( 2^L \) times that for all combinations of \( \|Z_{k_a,k_b}^{1,i}\|_2 \leq \sqrt{12} L e^{\theta/2} \theta^{-1/2} \) and the definition of \( \tau \); (c) uses the facts that \( (L^s) \leq L^s \); (d) uses \( \sum_{i=0}^n a^i \leq \frac{1}{1-a} \) for \( a \in (0, 1) \) with \( \sqrt{12} L e^{\theta/2} \theta^{-1/2} L \tau \leq \frac{1}{9} \), and \( \frac{\sqrt{3}}{4} < 4 \). \( \square \)