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ABSTRACT
We track the lineage of tuples throughout their database lifetime. That is, we consider a scenario in which tuples (records) that are produced by a query may affect other tuple insertions into the DB, as part of a normal workflow. As time goes on, exact provenance explanations for such tuples become deeply nested, increasingly consuming space, and resulting in decreased clarity and readability.

We present a novel approach for approximating lineage tracking, using a Machine Learning (ML) and Natural Language Processing (NLP) technique; namely, word embedding. The basic idea is summarizing (and approximating) the lineage of each tuple via a small set of constant-size vectors (the number of vectors per-tuple is a hyperparameter). For explicitly (and independently of DB contents) inserted tuples - the vectors are obtained via a pre-trained word vectors model over their underlying database domain “text”. During the execution of a query, we construct the lineage vectors of the final (and intermediate) result tuples in a similar fashion to that of semiring-based exact provenance calculations. We extend the + and - operations to generate sets of lineage vectors, while retaining the ability to propagate information and preserve the compact representation. Therefore, our solution does not suffer from space complexity blow-up over time, and it “naturally ranks” explanations to the existence of a tuple.

We devise a genetics-inspired improvement to our basic method. The data columns of an entity (and potentially other columns) are a tuple’s basic properties, i.e., the “genes” that combine to form its genetic code. We design an alternative lineage tracking mechanism, that of keeping track of and querying lineage (via embeddings) at the column (“gene”) level; thereby, we manage to better distinguish between the provenance features and the textual characteristics of a tuple. Finding the lineage of a tuple in the DB is analogous to finding its predecessors via DNA examination.

We further introduce several improvements and extensions to the basic method: tuple creation timestamp, column emphasis and query dependency DAG.

We integrate our lineage computations into the PostgreSQL system via an extension (ProvSQL) and extensive experiments exhibit useful results in terms of accuracy against exact, semiring-based, justifications, especially for the column-based (CV) method which exhibits high precision and high per-level recall. In the experiments, we focus on tuples with multiple generations of tuples in their life-long lineage and analyze them in terms of direct and distant lineage.

1 INTRODUCTION
Data Lineage
The focus of this work is providing explanations (or justifications) for the existence of tuples in a Database Management System (DBMS, DB). These explanations are also known as data provenance [11]. Provenance in the literature [14, 22] often refers to forms of “justifying” the existence of tuples in query results. That is, the provenance context is the state of the database (DB) just before the query execution. The specific type of provenance on which we focus is lineage [12], namely a collection of DB tuples whose existence led to the existence of tuple \( t \) in a query result.

Distant Lineage
We take a comprehensive look. We track lineage of tuples throughout their existence, while distinguishing between tuples that are inserted explicitly and independently of DB content (these are our “building blocks”) and tuples that are inserted via a query (or, more generally, that depend on the contents of the DB). In a real-life setting - tuples that are inserted via a query can be one of the following: (1) A hierarchy of materialized views - where each view can depend both on the DB and on previously defined views. (2) Tuples that are inserted via a SQL INSERT INTO SELECT statement. (3) Tuples that are inserted via a SQL UPDATE statement. (4) A query result with explicitly added data fields, that is added back to some table in the DB. For example, get names of customers retrieved from an order’s table, calculate some non-database-resident “customer profile” for each customer and insert both into a customer_profile table for providing future recommendations.

Approximate Lineage
As time goes on, provenance information for tuples that are inserted via a query may become complex (e.g., by tracking semiring formulas, as presented in [19], or circuits as presented in [15, 40]). Thus, our goal is providing “simple to work with” and useful approximate lineage (using ML and NLP techniques), while requiring only a constant additional space per tuple. This approximate lineage is compared against state of the art “exact provenance tracking system” in terms of explainability and maintainability.

An Analyst’s Outlook
We consider a scenario of an analyst that interacts with a DB with distant lineage tracking capabilities. Figure 1 shows a general scheme of an analyst’s working environment. The analyst examines tuples/topics/people/actions of interest; he then produces relevant reports with regard to the DB state, or raises alarms for corrupted/suspect data records and operations. A DB with distant lineage tracking capabilities is adorned with per-tuple or per-column lineage vector sets and a corresponding search structure for those vector sets. Consequently, given a target tuple of interest with its own set(s) of lineage vectors, the analyst can query the vector-sets search structure to compute a list of the top-\( k \) ranked (by similarity) lineage candidates for the target tuple. Finally, given a list of top-\( k \)
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Figure 1: An Analyst’s Outlook - General Scheme

lineage candidates, the analyst may verify the approximate lineage as a sufficient explanation for a target tuple \( t \), by re-executing the query that generated \( t \) on the obtained lineage candidate tuples. Depending on the application and the values/sources/other metadata of the approximate lineage candidates, the analyst produces reports that may be of help for auditing or debugging purposes on a large database system.

Consider a real-life example. Susan Black, an analyst for Incredible Credit is presented a case to investigate. The credit rating, as recorded in database record \( tvcr \), of one of Incredible Credit’s reviewees, the Viola Corp., is 2B as recorded in the Incredible Credit database (ICDB), despite the fact that Viola’s stock has been plunging over the last six months. The credit rating is the result of a query \( QCR \) that is executed periodically. \( QCR \) looks at various data records connected to the Viola Corp., e.g., earnings, assets, projected growth and additional market-related data, especially in Viola’s market sector, as well as records computed by other queries. Susan queries for the lineage of record \( tvcr \). The result is a set \( RS \) of about 500 records. Susan verifies that indeed the \( tvcr \) record is in the result of \( QCR \) applied to \( RS \). Skimming through the list of records, Susan notices a record \( rint \) which \( QCR \) used in computing \( tvcr \), in which the assets of the Viola Corp. are estimated at \$20B. This looks odd. It turns out that this is a result of an input error and the value should have been \$2B. Susan notifies the Business Reporting Dept. at Incredible Credit which fixes the glitch.

Main Contributions

We present an efficient, word vectors based method, and enhancements thereof, for encoding lifelong lineage, which consumes a constant additional space per tuple. This work builds upon a preliminary work [28], and extends it significantly by introducing the concept of verification of approximate lineage, enhancements for distant lineage computations, such as query dependency DAG, and extensive, completely new, distant lineage focused experimentation. Other significant extensions are a better exposition of the system architecture and a description of an analyst’s interaction with the system.

2 CLASSIC PROVENANCE

2.1 Definition

Provenance - source, origin [36]. In computing, provenance information describes the origins and the history of data within its lifetime. When talking about database management systems, the commonly used term is data provenance [11]. The idea behind data provenance is keeping additional information (meta-data) allowing us to easily answer a number of useful “meta-questions”.

Data provenance helps with providing explanations for the existence of tuples in a query result. The context of these explanations is usually the DB state prior to the query execution.

2.2 Related Work

Over the past 15 years, provenance research has advanced in addressing both theoretical [11, 15, 19] and practical [13, 14, 21–23, 41] aspects. In particular, several different notions of data provenance (lineage, why, how and where) were formally defined [7, 11, 12].

A few prior works [1, 26, 27, 37] focus on approximate (or summarized) provenance. That is, seeking a compact representation of the provenance, at the possible cost of information loss, in an attempt to deal with the growing size and complexity of exact provenance data in real-life systems.

ProvSQL is an open-source project developed by Pierre Senellart et al. [41]. According to [39]: “The goal of the ProvSQL project is to add support for (m-)semiring provenance and uncertainty management to PostgreSQL databases, in the form of a PostgresSQL extension/module/plugin.” ProvSQL uses circuits, a compact representation for provenance annotations [15, 40], which are constructed per-query. A provenance circuit is an inductively built directed acyclic graph (DAG), with the following properties: (1) The leaves contain annotations of tuples from the input DB. (2) Inner nodes (termed gates) represent operators from a particular semiring. (3) The edges (termed wires) connect nodes to an operator, representing operands of an intermediate calculation. (4) The sub-DAG under a given node represents the semiring formula for deriving it.

3 LINEAGE VIA EMBEDDINGS

3.1 Word Embeddings

Classic NLP research focuses on understanding the structure of text. For example, building dependency-based parse trees [24, 31] that represent the syntactic structure of a sentence via grammatical relations between its words. These approaches do not account for the meaning of words. Word embedding aims to encode meanings of words (i.e., semantics), via low dimension (usually, 200-300) real-valued vectors, which can be used to compute the similarity of words as well as test for analogies [34]. Two of the most influential methods for computing word embeddings are the Word2Vec family of algorithms, by Mikolov et al. [32, 33] and GloVe by Pennington et al. [35]. Furthermore, applying neural-network (NN) techniques to NLP problems (machine translation [43], named entity recognition [17], sentiment analysis [30] etc.) naturally leads to the representation of words and text as real-valued vectors.
3.2 Motivation

A few problems become apparent when considering *Distant Lineage* (i.e., indirect, history long, explanations for the existence of tuples in the DB) with traditional and state of the art "exact provenance tracking" techniques: (1) Formula based representations may blow-up in terms of space consumption. A naive implementation using semi-ring polynomials [19] requires saving the full provenance polynomial for each tuple, resulting in a massive growth in space consumption (for tuples that are produced by a query and that may depend on result tuples of previous queries). (2) Inductively built representations become very complex over time. Thus, they result in impractical provenance querying time. A naive implementation using circuits [15, 40] would simply keep on constructing provenance circuits as described in section 2.2. During lineage querying, we may end up with very complex circuits, such that numerous leaves are derived via a circuit of their own (these leaves are tuples that were produced by a previous query and were inserted to the DB). Hence, even if a significant amount of sharing is realized across the provenance circuits - they are inevitably going to blow-up in space consumption. This approach renders keeping and querying the full provenance as impractical and requires limiting heavily the provenance resolution, otherwise (e.g., return a summarized explanation). That is, querying complex data structures like circuits is impractical for provenance querying in modern DB systems. (3) Alternatively, if we only want lineage, we could just store with each tuple a set of all the tuples it depends on. This will be cheaper than circuits but still prohibitively expensive. Here too, one could think of circuit-like techniques where tuples that have a subset in common, of tuples in their lineage, could share this subset. But again, this is complex and suffers from similar problems, as discussed above. (4) Complex explanations are not very human-readable. Deutch et al. [13] showed how to generate more human-readable explanations - but they are arguably still complex. A "top-k justifications" style provenance, which is simpler and provides ranking of justifications, might be more useful for an analyst in a real-time interaction with the data.

Consider an illustrative example using ProvSQL. Suppose there is a database with two relations: Edge(A,B) - a tuple (a,b) denotes an undirected edge between a and b, and Path(a,y) - a tuple (x,y) denotes a path from node x to node y. Suppose that for all a,b that appear in the DB, call them nodes and assume there are \( N \) distinct nodes, Edge(a,b) exists, i.e., Edge encodes a complete graph. Assume \( #E \) is the number of tuples in the Edge table, that is, \( #E = \frac{N \cdot (N-1)}{2} \). Some of the tuples in Path were inserted manually. Others, such as for node 7, were inserted based on the query:

```
SELECT DISTINCT (a, 7)
FROM Edge E1, E2, E3, E4, E5, E6
WHERE E1(a, E2) AND E2(b, C) AND E2(C, D) AND
     E4(D, E) AND E4(E, F) AND E4(F, 7)
     AND a ≠ E AND a ≠ F AND a ≠ 7 AND
     A ≠ E AND a ≠ F AND a ≠ 7 AND
     b ≠ C AND b ≠ D AND b ≠ E AND b ≠ F AND b ≠ 7 AND
     c ≠ D AND C ≠ E AND C ≠ F AND C ≠ 7 AND
     D ≠ E AND D ≠ F AND D ≠ 7 AND
     E ≠ F AND E ≠ 7 AND F ≠ 7
```

The result is the tuples Path(a, 7) for all nodes a in the DB (since the graph is complete, there is a 6-edge length path between every pair of nodes). Now, the lineage of each such tuple is all the Edge tuples, but the circuit needs to encode the different 6-edge paths separately (it corresponds to a different ordered subset of the set of tuples in Edge, starting with node a and ending with node 7). For each path from a to 7, ProvSQL (see section 2.2) creates a circuit gate encoding the path and 6 wires (for each one of the edges in the path). There are \( (N - 2) \cdot (N - 4) \cdot (N - 6) = O(N^5) \) such paths from a to 7. So, ProvSQL needs to allocate \( O(N^2) \) gates, each one connected to 7 wires. In other words, this is very much not linear in the size \( O(#E) \) of the database. Notice that choosing a different query with longer paths only makes matters worse for ProvSQL. On the other hand, the method we present in this paper requires only a constant additional space for each of the query result tuples.

3.3 Word Vectors Model

The system we propose is based on word vectors models. Such a model is composed of a collection of real-valued vectors, each associated with a relevant DB term. The process of deriving vectors from DB-derived text is called *relational embedding*, which is a very active area of research [2, 8, 20].

3.3.1 Training word vectors. As in Bordawekar et al. [5], we train a Word2Vec model [38] on a corpus that is extracted from the relevant DB. The training time of word vectors on a DB extracted corpus depends on the size of the corpus, in terms of number of tokens, and on the dimensionality of the trained vectors. For example, on the very small 8.4 MB BFDB database that we used for experimentation, the training time was 400 secs, on an 8-core Intel Xeon 5220R machine (no GPU). Various training benchmarks are reported in [32]. A naive transformation of a DB to unstructured text (a sequence of sentences) can be achieved by simply concatenating the textual representation of the different columns of each tuple into a separate sentence. This approach has several problems [5].

First, when dealing with natural language text, there is an implicit assumption that the semantic influence of a word on a nearby word is inversely proportional to the distance between them. However, not only that a sentence extracted from a tuple does not necessarily correspond to any natural language structure, but, it can be actually thought of as "a bag of columns"; i.e., the order between different columns in a sentence has no semantic implications. Additionally, all columns are not the same. That is, some columns-derived terms may hold more semantic importance than others in the same sentence (generated from a tuple). For instance, a primary key column, a foreign key column, or an important domain-specific column (e.g., a manufacturer column in a products table). This implies that in order to derive meaningful embeddings from the trained word vectors, we need to consider inter-column discrimination, during both word vectors training and sentence vectors construction phases.

The quality of the word vectors model is crucial to the success of our system. However, optimizing the overall performance should focus not only on the training phase, but also on the way we utilize the trained model. Next, we show one such optimization.

3.3.2 Sentence embeddings. Extracting sentence embeddings from text has been a well-researched topic in the NLP community over
We devise a novel approach to lineage tracking, which is based on a pre-trained word embeddings model and infer the vector representations as a function of the set of word vectors containing all the words in a sentence. We average the word vectors for each column separately, and then apply weighted average on the "column vectors" (the weight is based on the relative importance of a column, as discussed above). As will be shown, column-based vectors result in significant improvements to lineage encoding.

4 TV - PER-TUPLE LINEAGE VECTORS

4.1 Proposed Solution

We devise a novel approach to lineage tracking, which is based on ML and NLP techniques. The main idea is summarizing, and thereby approximating, the lineage of every tuple with a set of up to max_vectors (a hyperparameter) vectors. For tuples that are inserted explicitly into the DB, the vectors are obtained using a pre-trained word embeddings model \( M \) over the underlying "text" of the tuple \( t \), applying an intra and inter-column weighted average over the vectors of every word in \( t \). During a query execution process we form the lineage of query result tuples in a similar fashion to that of provenance semirings [19]. We extend the + and \( \cdot \) operations (see Algorithms 1 and 2, respectively) to generate lineage embeddings, while retaining the ability to propagate information and preserve the representation of lineage via a set of up to max_vectors, constant-size vectors. We obtain lineage embeddings (i.e., vectors) for query output tuples by using this process. These new tuples (and their lineage) may be later inserted into the DB (depending on the specific application).

Algorithm 1: Lineage vectors: + (addition) Algorithm

| Hyper-Parameters: max_vectors - maximum number of vectors per-tuple |
|---|
| Input: two sets of lineage vectors \( L_{V_1}, L_{V_2} \) that represent the lineage of two tuples \( t_1 \) and \( t_2 \), respectively |
| Result: a new set of lineage vectors \( L_{V_3} \), that represents \( t_1 + t_2 \) |
| \( L_{V_3} = L_{V_1} \cup L_{V_2} \); |
| if \( |L_{V_3}| > \text{max_vectors} \) then |
| /* Divide the vectors into max_vectors groups using k-means and return the centers */ |
| \( L_{V_3} = \text{ClusterVectorsUsingKMeans}(L_{V_3}); \) |
| end |

4.1.1 Similarity calculation. Given two word vectors, the similarity score is usually the cosine distance between them. In our system, we want to calculate the similarity between the lineage representations of two tuples/columns (see sections 4 and 5, respectively); in both cases, the tuple or column, is associated with a set of lineage vectors. That is, we need to calculate the similarity between two sets of vectors. The "logic" behind the following formula is balancing between the "best pair" of vectors (in terms of similarity) in the two sets and the similarity between their average vectors:

\[
\text{sim}(A, B) = \frac{w_{\text{max}} \cdot \text{max}(p) + w_{\text{avg}} \cdot \text{avg}(p)}{w_{\text{max}} + w_{\text{avg}}}
\]

where \( p \) is the set of pair-wise cosine distances between a pair of vectors, one taken from set \( A \) and one taken from set \( B \). \( w_{\text{max}} \) and \( w_{\text{avg}} \) are (user-specified) hyperparameters. \( \text{max} \) and \( \text{avg} \) are functions that return the maximum and average values of a collection of numbers, respectively.\(^2\)

4.1.2 Lineage querying. Given a tuple and its lineage embedding vectors, we can calculate the pair-wise similarity against every other tuple in the DB (or a subset, e.g., in a specific table) and return the top \( k \) (a parameter) most lineage-similar tuples (these resemble a subset of the lineage [12]). There are many algorithms for approximate vector search, e.g., based on LSH [18]. Approximate vector search is a very active area of research (see, e.g., [42]); however, these algorithms are not directly applicable to our method, since we operate on sets of vectors instead of single vectors. We recently devised a method [29] that efficiently reduces the set-set similarity problem to vector-vector similarity. This enables using any approximate vector similarity search algorithm to, given a set of vectors, efficiently search among sets of vectors for the closest one or \( k \)-closest ones.

4.1.3 Intended usage. The intended usage of lineage vectors is as follows: (1) Each manually inserted tuple - has a set consisting of a single tuple vector. (2) Each tuple in the result of a query - has a set of up to max_vectors tuple vectors. (3) When calculating similarity - we always compare between two sets of lineage vectors, by using the formula for \( \text{sim}(A, B) \) of section 4.1.1.

4.2 Verifying the Lineage

Given a method that approximates the top-\( k \) justifications for the existence of a query result tuple, as the one presented above, there is a simple technique to partially verify the collection of lineage candidates. The idea is applying the query \( q \) that generated the tuple to be explained, \( t \), to the collection of lineage tuples obtained by our system. If \( t \) is output in the result of applying \( q \) on these

\(^1\)We note that [3, 5, 6] have also used various similar methods for measuring similarity between two sets of vectors.

\(^2\)This logic holds for both tuple-based vectors and column-based vectors (i.e., for each column separately).
As noted, text obtained from database relations does not behave (and perhaps other texts, obtained from external sources), as dictated by the genetic code of the entity. The columns of an entity presents the external appearance (i.e., phenotype) of a DB entity, as on this basis is noisy and potentially lossy in terms of information. Building lineage vectors at the tuple level and comparing tuples does not usually construct a natural language sentence. Thus, like natural language text, and a sequence of columns values in a tuple does not typically construct a natural language sentence. Thus, we manage to better distinguish between the provenance features and the textual characteristics of a tuple. The rationale behind this method is partially inspired by the construction of “tuple vectors” by means of averaging the “sentence vectors” of the columns (as discussed in section 3.3.2).

4.3 System Life Cycle

Figure 2: System Life Cycle - Chronological Scheme

The chronological life cycle of the system is presented in Figure 2. First, a word vectors model \( M \) is trained on the DB extracted text (and perhaps other texts, obtained from external sources), as detailed in section 3.3. Optionally, the trained model may be combined with an external pre-trained model. Next, given an initial state of the DB, a set \( V_t \) containing a single vector is obtained for each tuple \( t \), using the word vectors model \( M \) over the underlying text of \( t \). \( V_t \) is inserted into an efficient vector set search structure [29]. Later, explicitly inserted (non-computed) tuples adhere to the same behaviour. During ongoing operation, vector sets are computed for query results, following the query execution steps (as described in section 4.1). Similarly, computed vector sets for newly inserted computed tuples may be later inserted into the efficient vector set search structure. An analyst may use the lineage vector sets to explore the direct/distant lineage of previously inserted computed tuples or current query results.

5 CV - PER-COLUMN LINEAGE VECTORS

5.1 Rationale

As noted, text obtained from database relations does not behave like natural language text, and a sequence of columns values in a tuple does not usually construct a natural language sentence. Thus, building lineage vectors at the tuple level and comparing tuples on this basis is noisy and potentially lossy in terms of information. Instead, we devise a genetics-inspired approach. Suppose a DB tuple presents the external appearance (i.e., phenotype) of a DB entity, as dictated by the genetic code of the entity. The columns of an entity are its basic properties, i.e., the genes that combine to construct its genetic code. In this setting, querying the direct lineage of a result tuple is analogous to finding its predecessors through DNA tracking. Following the approach presented above, we design an alternative lineage tracking mechanism, that of keeping track of and querying lineage (via embeddings) at the column (gene) level. This way, we manage to better distinguish between the provenance features and the textual characteristics of a tuple. The rationale behind this method is partially inspired by the construction of “tuple vectors” by means of averaging the “sentence vectors” of the columns (as discussed in section 3.3.2).

5.2 Implementation

(1) Each tuple has a set of (up to max_vectors) column lineage vectors per-column, instead of a single set of tuple vectors (per-tuple). Let us denote the set of columns (features, characteristics) for which a tuple \( t \) has lineage embeddings as \( t.lineage.columns \).

(2) From now on, we formally denote a column name, using the full name notation, as \( T.Attr \), such that \( T \) is a relation name and \( Attr \) is a column name. This is meant to achieve better distinction at the lineage vectors level between tuples that originate from different relations with the same column names.

(3) Given a tuple \( t \), we say that \( t.lineage.columns = t.native.columns \cup t.inherited.columns \), such that \( t.native.columns \) is the set of data columns of \( t \) and \( t.inherited.columns \) is the set of columns (features, characteristics) that \( t \) “inherited” from its predecessors, but are not necessarily reflected as data columns in \( t \). Note that the same column name may be in \( t \) and inherited from its predecessors as well. This issue will be dealt with shortly. In the following examples we use \( A, B, C, D \) to represent the full name of a column for brevity. For example, suppose a tuple \( t \in T_{AB} \) (a table with only two columns - \( A \) and \( B \)) has the per-column lineage vectors \( CV_t = \{ A : LV_A, B : LV_B, C : LV_C, D : LV_D \} \). \( CV_t \) is a map of: \( t.lineage.columns \rightarrow \) sets of lineage vectors. We say that \( t.native.columns = \{ A, B \}, t.inherited.columns = \{ C, D \} \) and \( t.lineage.columns = \{ A, B, C, D \} \).

Note. From here on, we use the notation \( CV_t.\_columns \) to denote the set of columns in the domain of the map \( CV_t \).

(4) When combining lineage embeddings (see Algorithms 3.4), all calculations are done at the column level.

(5) After constructing a new tuple \( t \in T \) via a query \( q \) and its per-column lineage vectors \( CV_q \) (via a series of + and · operations, see Algorithms 3 and 4, respectively) - special care must be taken in constructing lineage vectors per the \( native.columns \) of \( t \), which might or might not be inherited from \( t \)’s predecessors. That is, for every column \( A \in t.native.columns \) (\( A \) represents the full name of a column for brevity):

(a) If \( A \notin t.inherited.columns \) and \( t.A \) is set to an existing value from some column \( A’ \) in the DB, e.g., \( q = \langle \text{INSERT INTO } T \text{ SELECT } A’ \text{ FROM } \ldots \rangle \) then we set \( CV_t[A] = CV_q[A’] \).

(b) If \( A \in t.inherited.columns \) and \( t.A \) is set to an existing value from some column \( A’ \neq A \) in the DB, e.g., \( q = \langle \text{INSERT INTO } T \text{ SELECT } A’ \text{ FROM } \ldots \rangle \) then we set
Algorithm 3: Column Lineage vectors: \(\cdot\) (addition)

**Input:** two maps of: columns \(\rightarrow\) sets of lineage vectors \(CV_1, CV_2\) that represent the lineage of two tuples \(t_1\) and \(t_2\), respectively

**Result:** a new map of: columns \(\rightarrow\) sets of lineage vectors \(CV_3\), that represents \(t_1 + t_2\)

1. \(CV_3 = \emptyset \rightarrow \emptyset\); // an empty map of: columns \(\rightarrow\) sets of lineage vectors

2. **foreach** column \(c \in (CV_1.columns \cup CV_2.columns)\) **do**

   1. \(\text{// } CV_1.columns\) is the domain and \(CV_1[c]\) is the corresponding set of lineage vectors of tuple \(t_1\) for the column \(c \in CV_1.columns\) */

   2. **if** \(c \in (CV_1.columns \cap CV_2.columns)\) **then**

      1. \(CV_3[c] = CV_1[c] + CV_2[c]\); // see Algorithm 1

   3. **else if** \(c \in CV_1.columns\) **then**

      1. \(CV_3[c] = CV_1[c]\);

   4. **else**

      1. \(CV_3[c] = CV_2[c]\);

   **end**

**end**

Algorithm 4: Column Lineage vectors: \(\cdot\) (multiplication)

**Input:** two maps of: columns \(\rightarrow\) sets of lineage vectors \(CV_1, CV_2\) that represent the lineage of two tuples \(t_1\) and \(t_2\), respectively

**Result:** a new map of: columns \(\rightarrow\) sets of lineage vectors \(CV_3\), that represents \(t_1 \cdot t_2\)

1. \(CV_3 = \emptyset \rightarrow \emptyset\); // an empty map of: columns \(\rightarrow\) sets of lineage vectors

2. **foreach** column \(c \in (CV_1.columns \cup CV_2.columns)\) **do**

   1. \(\text{// } CV_1.columns\) is the domain and \(CV_1[c]\) is the corresponding set of lineage vectors of tuple \(t_1\) for the column \(c \in CV_1.columns\) */

   2. **if** \(c \in (CV_1.columns \cap CV_2.columns)\) **then**

      1. \(CV_3[c] = CV_1[c] \cdot CV_2[c]\); // see Algorithm 2

   3. **else if** \(c \in CV_1.columns\) **then**

      1. \(CV_3[c] = CV_1[c]\);

   4. **else**

      1. \(CV_3[c] = CV_2[c]\);

   **end**

**end**

\[CV_3[A] = CV_1[A] \cdot CV_2[A']\]. This way, we incorporate both the existing lineage data and the newly calculated one for the column \(A\).

(c) If \(A \notin t.inherited\_columns\) and \(t.A\) is set to some constant value, e.g., \(q = (\text{INSERT INTO } T \text{ SELECT const FROM } \ldots)\) then we set \(CV_3[A] = \{\text{initial}\_\text{vector(const)}\}\), such that initial\_\text{vector(const)} is calculated using the pre-trained word vectors model \(M\), as described in section 4.1, with the “textified” (see section 3.3) form of const as input data.

(d) If \(A \in t.inherited\_columns\) and \(t.A\) is set to some constant value, e.g., \(q = (\text{INSERT INTO } T \text{ SELECT const FROM } \ldots)\) then we set \(CV_3[A] = CV_1[A] \cdot \{\text{initial}\_\text{vector(const)}\}\). This way, we incorporate both the existing lineage data and the newly calculated one for the column \(A\).

(6) When comparing a tuple \(t\) (and its lineage embeddings) to a set of other tuples \(T'\):

(a) If \(t.'lineage\_columns \notin t.lineage\_columns (t' \in T')\) then \(t'\) is definitely not a part of the lineage of \(t\). Otherwise, all of the “genes” (columns) of \(t'\) would be reflected in \(t\).

(b) Ideally, we would have kept all the genes that are affecting the target tuple \(t\). However, because of practical reasons (see discussion in 5.2.1), sometimes certain genes are dropped. Hence, the similarity between \(t\) and \(t' \in T'\) is averaged over the pair-wise similarities of their respective mutual genes (lineage columns). Notice that without dropping lineage columns, the genes of a potential ancestor \(t'\) must be a subset of the genes of \(t\). For example, say a tuple \(t\) that has lineage vectors for columns \(A,B,C\) is compared to another tuple \(t'\) that has lineage vectors for columns \(B,C,D\) (here, \(t'\) is an arbitrary tuple, which is not necessarily in the lineage of \(t\)):

\[\text{sim}(t,t') = aog\left(\text{sim}(t.B, t'.B), \text{sim}(t.C, t'.C)\right)\]

where \(aog\) is a function that returns the average of a collection of numbers. \(\text{sim}(t.B, t'.B)\) is the calculated similarity between the lineage vectors for column \(B\) of \(t\) and \(t'\) (similarly for column \(C\)). Observe that \(A\) and \(D\) are not mutual “genes” of the tuples \(t\) and \(t'\), and, thus they do not hold lineage information that is valuable to the similarity calculation.

Running Example 1. Next, we show examples of the addition and multiplication column lineage vectors constructions (Algorithms 3 and 4, respectively). Suppose we have two tuples \(t_1, t_2\) with respective maps of columns \(\rightarrow\) sets of lineage vectors \(CV_1, CV_2\), such that:

\[CV_1 = \{A: LV_A, B: LV_{B1}\}, CV_2 = \{B: LV_{B2}, C: LV_C\}\]

\(A, B, C\) are full column names and \(LV_A, LV_{B1}, LV_{B2}, LV_C\) are sets of lineage vectors.

Example 1.1. Let us follow the construction of \(CV_3\), which represents the column lineage embeddings of \(t_1 + t_2\) using Algorithm 3 (corresponds to alternative use of data, i.e., OR in the query):

1. \(CV_3 = \{\} \rightarrow \{\}\)
2. \(CV_1.columns \cup CV_2.columns = \{A, B\} \cup \{B, C\} = \{A, B, C\}\)
3. \(A \in CV_1.columns \land A \notin CV_2.columns\)
   \(\Rightarrow CV_3[A] = CV_1[A] = LV_A\)
4. \(B \in (CV_1.columns \land CV_2.columns)\)
   \(\Rightarrow CV_3[B] = CV_1[B] + CV_2[B] = LV_{B1} + LV_{B2}\)
5. \(C \notin CV_1.columns \land C \in CV_2.columns\)
   \(\Rightarrow CV_3[C] = CV_2[C] = LV_C\)
6. \(CV_3 = \{A: LV_A, B: LV_{B1} + LV_{B2}, C: LV_C\}\)

Example 1.2. Let us follow the construction of \(CV_3\), that represents the column lineage embeddings of \(t_1 \cdot t_2\) using Algorithm 4 (corresponds to joint use of data, i.e., AND in the query):

1. \(CV_3 = \{\} \rightarrow \{\}\)
2. \(CV_1.columns \cup CV_2.columns = \{A, B\} \cup \{B, C\} = \{A, B, C\}\)
3. \(A \in CV_1.columns \land A \notin CV_2.columns\)
   \(\Rightarrow CV_3[A] = CV_1[A] = LV_A\)
4. \(B \in (CV_1.columns \land CV_2.columns)\)
   \(\Rightarrow CV_3[B] = CV_1[B] \cdot CV_2[B] = LV_{B1} \cdot LV_{B2}\)
5.2 Dropping lineage columns. \( t.\text{lineage\_columns} \) (for a tuple \( t \)) might get large and include (almost) all the columns in the DB. This can render this solution impractical, since large modern systems may operate with hundreds and even more columns across the DB. There are various practical techniques that can serve to limit the number of lineage columns per tuple: (1) Set a bound \( b \) on the number of \( \text{lineage\_columns} \) (a hyperparameter). (2) Give native priority. That is, prefer keeping native columns and cutting-off inherited columns, whose influence on this tuple is more remote, when the bound is reached (see example 1.3 below). (3) Remove the relation name prefix from a column name, i.e., consider all \( T.\text{Attr} \) as simply \( \text{Attr} \). This might result in a loss of information, but hopefully not too harmful to the overall performance of the method. Observe that the assumption in 6a of section 5.2 breaks down under this lineage column cut-off technique. We can either live with the false negatives or suggest filtering only if the containment rate of \( t.\text{lineage\_columns} \) in \( t.\text{lineage\_columns} \) is below some threshold.

Example 1.3. Let us follow the construction of \( CV_3 \), that represents the column lineage embeddings of \( t_s = t_1 + t_2 \), such that the result is a new tuple \( t_3 \in T_{AB} \) (a table with only two columns - \( A \) and \( B \)). In addition, we use a bound of \( b = 2 \) on the number of retained \( \text{lineage\_columns} \) and implement native priority:

1. (see example 1.1)
   \[ CV_3 = \{ A: LV_A, B: LV_{B_1} + LV_{B_2}, C: LV_C \} \]
   \( \Rightarrow t_3.\text{lineage\_columns} = \{ A, B, C \} \)
2. \( t_3 \in T_{AB} \Rightarrow t_3.\text{native\_columns} = \{ A, B \}, \)
3. \( t_3.\text{inherited\_columns} = \{ C \} \)
4. \( |t_3.\text{lineage\_columns}| = 3 > 2 = b \)
5. \( CV_3 = \{ A: LV_A, B: LV_{B_1} + LV_{B_2} \} \)
   (the inherited \( C \) was eliminated)

6 IMPROVING LINEAGE EMBEDDINGS

6.1 Tuple Creation Timestamp

Filtering out non-lineage tuples by a tuple’s creation timestamp is a good practice, and can help with filtering out very similar but non-lineage tuples, which might not be detected by the other methods. It is especially important for querying distant lineage (when the DB has existed for a sufficiently long time, so that a tuple’s creation timestamp becomes a strong distinguishing factor).

6.2 Query-Dependent Column Weighting

6.2.1 Rationale. When analyzing lineage embeddings of query-result tuples against other tuples in the DB, we would like to emphasize certain columns of interest. These columns can be derived from the structure of the query. For example, if a query asks for distinct manufacturer names of products that contain soda, then intuitively, we want the manufacturer and ingredients columns (of the products table) to have more influence on the respective lineage embeddings than other columns that are not mentioned in the query.

6.2.2 Implementation.

1. Given a query \( q \), we parse \( q \) to retrieve the columns of interest and save them as additional meta information for every tuple in the result of \( q \).
2. When comparing a tuple from the result of \( q \) with another tuple from the DB, we compare between respective column vectors and calculate a weighted average of the similarities while prioritizing the columns of interest. For example, say a tuple \( t \) that has lineage vectors for columns \( A,B \) was created by a query \( q \), such that \( q.\text{cols\_of\_interest} = \{ B \} \); and we compare \( t \) with another tuple \( t' \) that has lineage vectors for columns \( A,B \):
   \[
   \text{sim}(t, t') = \frac{\lambda_A \cdot \text{sim}(t.A, t'.A) + \lambda_B \cdot \text{sim}(t.B, t'.B)}{\lambda_A + \lambda_B}
   \]
   where \( \lambda_A \) and \( \lambda_B \) are respective column weights such that \( \lambda_B > \lambda_A \) as column \( B \) is mentioned in the query. \( \text{sim}(t.A, t'.A) \) is the calculated similarity between the lineage vectors for column \( A \) of \( t \) and \( t' \) (similarly for column \( B \)). Observe that although column \( A \) is not a column of interest in the example, it is a mutual "gene" of tuples \( t \) and \( t' \), and, thus it still holds lineage information that is valuable to the similarity calculation.

6.2.3 Note. This technique is applicable mainly for direct lineage. In the context of distant lineage we can use it to get "immediate contributors" but also take into account lineage tuples identified without this technique (they will naturally tend to be ranked lower).

6.3 Weighting with Query Dependency DAG

6.3.1 Rationale. We would like to distinguish between very similar/nearly identical tuples (text-wise) during both direct and distant lineage querying. Additionally, we want to enhance the natural ranking of lineage tuples by amplifying the "generational gaps". The idea is that tuples from earlier generations in the distant lineage tree structure (of a query-inserted tuple) are to be assigned a lower similarity score during distant lineage querying. The technique is keeping track of dependencies between queries in a DAG structure and weighting the similarity scores of query-inserted tuples (during lineage querying) inversely proportional to the distance, between their inserting queries to the query that computed the explained tuple, in the query dependency DAG. We say that a query \( q \) depends on a query \( p \) if a tuple \( t_p \) that was created by \( p \) was meaningfully involved in the evaluation of \( q \) (i.e., \( t_p \) is in the distant lineage of some result tuple \( t_q \) in the result of \( q \)). This approach enables us to give lower similarity scores to tuples that were not involved meaningfully in the evaluation of a query (directly or remotely) and amplify the natural ranking of the results in terms of query creation dependencies.

6.3.2 Implementation.

1. If there is a tuple \( t \) that is involved meaningfully in the evaluation of a query \( q \): we say that \( q \) depends on the query \( p \) that inserted \( t_p \) into the DB.
2. Initialize an empty query dependency DAG \( G = (V, E) \) with a maximum number of nodes \( S \) and a maximum height \( H \) (hyperparameters), such that \( V \) is a set of queries and \( E = \{(q, p) \in V \times V \mid q \text{ depends on } p \} \)
(3) When comparing a tuple \( t_q \) (and its lineage embeddings) that was created by a query \( q \) (as recorded with this tuple) to another tuple \( t_p \) in the DB, we can replace similarity calculations with the following steps:
(a) Denote the sub-tree of \( q \) in \( G \) (i.e., rooted at \( q \)) as \( G_q = (V_q, E_q) \).
(b) Denote the query that created the tuple \( t_p \) (as recorded with this tuple) as \( p \).
(c) If \( p \in V_q \) then multiply the similarity for \( t_p \) by \( w_d \leq 1 \), which is inversely proportional to the distance \( d \) from \( q \) to \( p \) in \( G_q \). One possible implementation for the distance-dependent weighting is \( w_d = \max\{\frac{1}{d}, 1 - \frac{(d-1)}{10}\} \), such that \( w_1 = 1, w_2 = \frac{9}{10}, \ldots \), etc., and \( 1 \leq d \leq H : w_d \geq \frac{1}{2} \). Other implementations exist as well.
(d) If \( p \notin V_q \) then multiply the similarity for \( t_p \) by \( 0 < w_{\text{outsider}} < w_{d=H} \) (a hyperparameter). Note that since we defined limits on the maximum number of nodes \( S \) and maximum height \( H \), some nodes will need to be removed when those limits are reached (see details below). Thus, this method might start producing false negatives at some point; and to not lose those tuples completely, we choose to multiply their similarity by some small, non-zero constant, instead of plainly filtering them out.
(4) We emphasize a lineage tracking system with constant additional space per tuple. The query dependency DAG adheres to this philosophy and is limited in size by the hyperparameters \( S \) and \( H \). Several design choices were made to enforce these limits, while maintaining effectiveness.

7 EXPERIMENTAL EVALUATION

In this section we first establish an explanation quality measure, in terms of precision and per-level recall. We then present and analyze results of our approximate lineage system experimentation against an "exact provenance tracking system" - ProvSQL.

7.1 Experimental Setup

Note. max_vectors_num (see section 4.1) was chosen manually to be 4. The choice of hyperparameters, and, specifically, max_vectors_num - is the subject of ongoing research.

7.1.1 Precision Calculation. As stated in section 4.1, we expect our explanations to approximate the exact lineage of query result tuples. Thus, in order to test the aforementioned algorithms and implementation, we devised an explanation quality measure for explaining a single tuple \( t \), where \( k \) is a parameter:

\[
\text{Precision}(t, k) = \frac{|\text{ApproxLineage}(t, k) \cap \text{ExactLineage}(t)|}{|\text{ApproxLineage}(t, k)|}
\]

where \( \text{ApproxLineage}(t, k) \) is the set of the top \( k \) (by lineage similarity) tuples, returned as explanations (i.e., approximate lineage) for \( t \) by our system. \( \text{ExactLineage}(t) \) is the set of tuples that comprise the exact distant lineage of \( t \), it can be calculated recursively from the semiring polynomial that is returned by the ProvSQL system for \( t \). For example, if the direct lineage of \( t_4 \) and \( t_5 \) are the sets \( \{t_1, t_2, t_3\} \) and \( \{t_1\} \), respectively, and the direct lineage of a tuple \( t_6 \) is the set \( \{t_4, t_5\} \) then the total distant lineage for the tuple \( t_6 \) is \( \{t_1, t_2, t_3, t_4, t_5\} \). The parameter \( k \) is set by us in each experiment, that is, it is a parameter of the experiment. Precision \((t, k)\) is tunable via the parameter \( k \), i.e., when \( k \) is small we test for precision of the "top" explanations we found.

Classically, we are usually interested in precision and recall (e.g., in traditional statistics and classification problems). However, here the situation is slightly different, what we really are interested in is to assess the quality of our explanations by measuring "how many of the top \( k \) (by lineage similarity) tuples are actually part of the exact lineage?". By contrast, traditional recall does not seem to be a meaningful metric in our case, as many query-result tuples might have long histories. Hence, a top-\( k \) justifications result is preferred over "returning all the correct lineage tuples", and this is what we measure.

7.1.2 Distant Lineage: Per-Level Recall. In order to assess the quality of a distant lineage answer in a more insightful way, in the experiments we save the "exact distant lineage" in a hierarchical structure, and analyze it per-level. Consider a list \( L \) of sets per-tuple, s.t. \( L[i] \) is the set of all lineage tuples at the \( i \)th derivation depth level. Note that \( i \) starts at 0, s.t. the \( 0^{th} \) lineage level is a set containing the target tuple only. For example, if the direct lineage of \( t_4 \) and \( t_5 \) are the sets \( \{t_1, t_2, t_3\} \) and \( \{t_1\} \), respectively, and the direct lineage of a tuple \( t_6 \) is the set \( \{t_3, t_4, t_5\} \) (note that \( t_5 \) appears in both the \( 1^{st} \) and the \( 2^{nd} \) lineage levels of \( t_6 \), in this example) then the hierarchical lineage DAG for the tuple \( t_6 \), and the hierarchical list structure that represents it, look as follows:

Here, each rectangle is an entry in the list \( L \).

We expect our explanations to have a "natural ranking" property in terms of lineage levels. That is, we expect the similarity between a target tuple and tuples in its distant lineage to be inversely related to the distance between them in the hierarchical lineage DAG structure. Thus, we devise an explanation quality measure \( \text{Recall}(t, i) \) for the explanation of a single tuple \( t \) and its lineage level \( i \). Let \( D(t, i) \) be the number of unique returned tuples in the exact lineage of \( t \) up until the \( i^{th} \) level (including); formally, \( D(t, i) = \sum_{j=1}^{i} |L[i]| \).

Define

\[
\text{Recall}(t, i) = \frac{|\text{ApproxLineage}(t, D(t, i)) \cap L[i]|}{|L[i]|}
\]

where \( \text{ApproxLineage}(t, D(t, i)) \) is the set of the top \( D(t, i) \) (by lineage similarity) tuples, returned as explanations (i.e., approximate lineage) for \( t \) by our system. \( L[i] \) is the hierarchical list structure for \( t \), as defined above, i.e., \( L[i] \) is the set of all lineage tuples at the \( i^{th} \) derivation depth level of \( t \).
7.2 Experimenting with Direct and Multi-Generation Lineage

In this section we focus on tuples with multiple generations in their lifelong lineage history and analyze them in terms of direct and distant lineage. We assess the performance of our system quantitatively using precision and per-level recall (see sections 7.1.1 and 7.1.2, respectively) and qualitatively by observing the "top-k" returned lineage tuples by similarity.

Note that suggested improvements (section 6) such as query-dependent column weighting, tuple creation timestamp and weighting with query dependency DAG are used (in the following experiments) for both the Tuple Vectors and the Column Vectors approximate lineage computation methods.

7.2.1 The BFPDB Dataset. The USDA Branded Food Products Database (BFPDB) [25] is the result of a Public-Private Partnership, whose goal is to enhance public health and the sharing of open data by complementing USDA Food Composition Databases with nutrient composition of branded foods and private label data, provided by the food industry. Among others, the dataset includes three tables: (1) products - contains basic information on branded products (manufacturer, name, ingredients), (2) nutrients - each tuple contains all nutrient value information about some product, (3) serving_size - each tuple contains information about a product’s serving size (as well as unit of measurement) and food preparation state. Each product in the BFPDB dataset has a unique identifier, ndb_no.

7.2.2 A Hierarchy of Materialized Views. We want to simulate a DBMS that contains a significant portion of tuples that depend on the contents of the DB, as a platform for testing and analyzing distant lineage. Thus, we built a hierarchy of "materialized views", such that each "view" is a table, constructed from tuples that were generated by a single query. In particular, we detail the following materialized views (the text colors are intended as a visual aid, such that each lineage generation has a brighter color, the farther it is from the base relations): (1) sugars was directly created from tuples of the tables products and nutrients. It contains all the products-related information from the products table, for products that have a sugars nutrient-related information in the nutrients table. (2) exp1 was directly created from tuples of the materialized views unprepared and protein. It contains distinct manufacturers of products that have water as an ingredient, and contain protein nutrient information; also, these manufacturers produce unprepared products. (3) exp3 was directly created from tuples of the materialized views prepared, unprepared and protein. It contains distinct manufacturers of products that have water and sugar as an ingredient, and contain protein nutrient information; also, these manufacturers produce prepared and unprepared products. (4) exp4 was directly created from tuples of the materialized views exp3 and readytodrink. It contains distinct names of readytodrink products that contain mango in their name, and are produced by manufacturers from the exp3 materialized view.

As stated earlier, we consider those tables that do not depend on the contents of the DB when these tables are created, and thereafter, as base tables. Again, note that tuples can be manually inserted to and deleted from base tables, but, not in a programmatic manner over the DB, e.g., via a SQL INSERT statement that is based on the DB contents. In our case, the base tables are: products, nutrients and serving_size. Note that each materialized view depends directly on tuples from the base tables (as defined above) or on tuples from other previously constructed materialized views.

7.2.3 Experiments.

Running Experiments. We test queries on a subset of the BFPDB dataset, that consists of all the tables and materialized views discussed above. In the experiments we mimic an analyst’s interaction with the data by comparing the approximate lineage vectors of a target tuple with a "heterogeneous" group of tuples (e.g., all related base tables or all related materialized views) and ranking all the tuples among the group according to similarity scores.

Experiment 1. We ask for distinct manufacturers that appear in the exp1 materialized view, and produce products that have salt as an ingredient:

```
SELECT p.manufacturer 
FROM exp1 p
WHERE exp1.manufacturer = p.manufacturer 
AND POSITION('salt' IN p.ingredients) > 0
GROUP BY p.manufacturer
```

Table 1 presents lineage related statistics, collected when computing the approximate lineage of the single result tuple in the output of this query (red gold) against all the tuples from the related base tables: products, nutrients and serving_size, which contain 29,322 tuples in total. Tables 2 and 3 present the top 20 tuples from the related base tables, ranked by similarity, using the CV and TV methods, respectively. We make the following observations by analyzing the results: (1) The lineage sizes of the different levels (1-3) sum up to more than the total distant lineage size (63 + 0 + 160 > 160). In this case, it means that all 63 tuples from the 1st lineage level (which contains tuples from the products
relation) are also a part of the 3rd lineage level (which contains tuples from the products, nutrients and serving_size relations). From analyzing the query we conclude that these are the 63 tuples from the products table that affect the query result directly (via the FROM clause) and indirectly (via tuples from exp2). (2) The Column Vectors (CV) method demonstrates overall superiority, compared to the Tuple Vectors (TV) method. Moreover, the CV method has a precision of 0.9 for the top 0.75:160 = 120 tuples in the approximate lineage, and 0.74 for the top 160 tuples. That is, most of the errors are produced for the lower ranked tuples (ranked 121, ..., 160). (3) The CV method exhibits relatively high L[1] and L[3] recall errors are produced for the lower ranked tuples (ranked 121, ..., 160). In this case, it means that at least two of the four tuples from the related materialized views: exp2, protein, sugars and unprepared, which contain 10,298 tuples in total. Tables 5 and 6 present the top 15 tuples from the related materialized views, ranked by similarity to result tuple No.2, using the CV and TV methods, respectively. We make the following observations by analyzing the results: (1) Once again, the CV method demonstrates overall superiority, compared to the TV method, in terms of total precision and per-level recall. (2) Analyzing result tuple No.2, the top rated tuple in both the CV and TV methods (see Tables 5 and 6, respectively) is the only sugar's tuple in the 1st lineage level. The 2nd tuple in the 1st (L[1]) lineage level (from exp2) is “discovered” earlier (ranked 3rd vs. 5th) in the CV method, with no similarity score separation from the higher ranked tuples. By contrast, the TV method exhibits a significant similarity score drop all across the top 15 ranked tuples (0.97 for 1st ranked vs. 0.81 for 5th ranked vs. 0.65 for 15th ranked). We view a more stable similarity score progression as indicating a better overall performance. (3) Analyzing Tables 4 and 5, it seems the numbers for result tuple No.2 are not as good (compared to previous experiments and the result tuples No.8 and No.1 in this current experiment). A closer look reveals that out of the top 100 ranked tuples (by similarity) - all the mistakes are made on tuples from the sugars and protein materialized views. The No tuples from sugars and protein are mostly products that appear also in the unprepared materialized view, and are actually in the lineage (i.e., Yes tuples) of result tuple No.2. It seems that these No tuples from sugars and protein have the same lineage vectors per the product related columns as the respective Yes tuples from unprepared. Now, the Query Dependency DAG has no real filtering capabilities in this case (since the queries that created sugars and protein are relevant), hence we are not able to effectively eliminate these mistakes.

**Experiment 3.** We ask for distinct pairs of (manufacturer, name) for products that are listed in the exp4 materialized view:

```
SELECT p.manufacturer, exp.name
FROM exp, products p
WHERE exp4.name = p.name
GROUP BY p.manufacturer, exp.name
```

Table 7 presents lineage related statistics, collected when computing the approximate lineage of the (two) result tuples in the output of this query (\((\text{campbell soup company}, \text{v8 beverage carrot mango})\), \((\text{campbell soup company}, \text{v8 fusion beverage peach mango})\)) against all the tuples from the related base tables: products, nutrients and serving_size, which contain 29,322 tuples in total. Tables 8 and 9 present a subset of the top 83 tuples from the related base tables, ranked by similarity to result tuple No.8, using the CV and TV methods, respectively. We make the following observations by analyzing the results: (1) The lineage sizes (of both result tuples) of the different levels (1-4) sum up to more than the total distant lineage sizes. E.g., looking at result tuple No.8: 2 + 0 + 4 + 80 > 82. In this case, it means that at least two of the four tuples from the 3rd lineage level (which contains tuples from the products and serving_size relations) are also a part of either the 1st lineage level (which contains tuples from the products relations), or the 4th lineage level (which contains tuples from the products, nutrients and serving_size relations). (2) The Column Vectors (CV) method
Table 4: Experiment 2 query results vs. related materialized views (exp₂, protein, sugars and unprepared).

| Provenance Method | manufacturer | name | Target Tuple | Lineage Size | Precision | Recall |
|-------------------|--------------|------|--------------|--------------|-----------|--------|
| Tuple Vectors     | conagra brands | healthy choice microwaveable chicken and rice soup | 1.936 | 2, 1.834 | 0 | 0.4 | 0.44 | 0.42 | 0.45 | 0.5 | 0.4 |
| Column Vectors    | conagra brands | healthy choice microwaveable chicken and rice soup | 1.936 | 2, 1.834 | 0 | 0.33 | 0.35 | 0.37 | 0.43 | 0.5 | 0.33 |
| general mills sales inc | marie callenders cheesy chicken and rice dinners | 2.035 | 2, 2.033 | 0 | 0.41 | 0.43 | 0.44 | 0.39 | 0.5 | 0.41 |
| general mills sales inc | annies homegrown organic vegan mac elbow rice pasta sauce | 2.035 | 2, 2.033 | 0 | 0.33 | 0.16 | 0.39 | 0.45 | 0.5 | 0.33 |

Table 5: Experiment 2 result tuple No.2 vs. related materialized views with Column Vectors - an analyst’s view.

| Tuple ID | Origin Table | Similarity | Lineage Level(s) | Lineage |
|----------|--------------|------------|------------------|--------|
| 0        | id₁ | sugars | 0.98 | 1 | Yes |
| 1        | id₂ | protein | 0.94 | No |
| 2        | id₃ | exp₂ | 0.94 | 1 | Yes |
| 3        | id₄ | sugars | 0.93 | No |
| 4        | id₅ | unprepared | 0.91 | 2 | Yes |
| 5        | id₆ | protein | 0.89 | No |
| 6        | id₇ | sugars | 0.89 | 2 | Yes |
| 7        | id₈ | protein | 0.89 | No |
| 8        | id₀ | sugars | 0.89 | 2 | Yes |
| 9        | id₁₀ | unprepared | 0.89 | 2 | Yes |
| 10       | id₁₁ | sugars | 0.89 | No |
| 11       | id₁₂ | protein | 0.89 | 2 | Yes |
| 12       | id₁₃ | protein | 0.88 | 2 | Yes |
| 13       | id₁₄ | protein | 0.88 | 2 | Yes |
| 14       | id₁₅ | protein | 0.88 | 2 | Yes |

Table 6: Experiment 2 result tuple No.2 vs. related materialized views with Tuple Vectors - an analyst’s view.

| Tuple ID | Origin Table | Similarity | Lineage Level(s) | Lineage |
|----------|--------------|------------|------------------|--------|
| 0        | id₁ | sugars | 0.97 | 1 | Yes |
| 1        | id₂ | protein | 0.96 | No |
| 2        | id₃ | unprepared | 0.96 | 2 | Yes |
| 3        | id₄ | sugars | 0.93 | No |
| 4        | id₅ | exp₂ | 0.91 | 1 | Yes |
| 5        | id₆ | protein | 0.91 | No |
| 6        | id₇ | unprepared | 0.91 | 2 | Yes |
| 7        | id₈ | exp₂ | 0.76 | 2 | Yes |
| 8        | id₀ | sugars | 0.96 | No |
| 9        | id₁₀ | sugars | 0.96 | No |
| 10       | id₁₁ | sugars | 0.65 | No |
| 11       | id₁₂ | protein | 0.65 | 2 | Yes |
| 12       | id₁₃ | protein | 0.65 | 2 | Yes |
| 13       | id₁₄ | protein | 0.65 | 2 | Yes |
| 14       | id₁₅ | protein | 0.65 | No |

Table 4 demonstrates overall superiority, compared to the Tuple Vectors (TV) method, topping at a precision score of 0.81 for the top 82 (total lineage size) approximate lineage tuples, for both result tuples. Moreover, the TV method demonstrates unusually low (≈ 0.2) precision scores for this query. (3) The TV method exhibits perfect L[1] and L[3] recall scores, and a low L[4] recall score, for both result tuples (see Table 7). We conclude that the TV method is highly effective in finding the 1st and 3rd lineage-level tuples, but performs poorly in finding the 4th lineage-level tuples, as is evidenced by the No results in Table 9. (4) The CV method exhibits relatively high L[1] and L[4] recall scores and a somewhat mediocre L[3] recall score for both result tuples (see Table 7), evidenced by observing the Lineage Level(s) column in Table 8. That is, not only that almost all the top-20 tuples by similarity are really a part of the distant lineage, but also, the ranking preserves a level-based bias (the top-2 tuples are the only ones that appear both in the 1st, 3rd and 4th lineage levels). (5) Analyzing the Tables 8 and 9, we see that the two 3rd lineage-level tuples from the serving size relation are discovered significantly earlier in the ranking by the TV method (3rd and 4th tuples, by similarity) in comparison with the CV method (80th and 83th tuples, by similarity). This means that the TV method does a better job on the 3rd lineage level, in terms of recall. This observation is backed up by the L[3] recall results we see in Table 7. (6) Notice the 4th ranked tuple (by similarity) in Table 8, which is a No lineage tuple, with a relatively high similarity score. A closer look reveals that this tuple is a product named v8 splash beverage mango peach, which is also produced by campbell soup company. Interestingly, it also appears as the first No tuple when analyzing result tuple No.1 vs. related base tables with the CV method (we do not show this explicitly). (7) Note that a random choice of the top 82 lineage tuples would have yielded a precision score of 1/82 ≈ 0.003 precision score, which is several orders of magnitude worse than the scores of the CV (and even the TV) methods.

8 CONCLUSIONS

We present a novel approach, in which we approximate lineage (a specific type of provenance) using embedding techniques; drawing inspiration from word vectors in the NLP domain. Our methods consume a reasonable constant amount of space per DB tuple. Finally, we showed experimental results of our two approximate lineage computation methods, TV and CV, and provided insights as to their performance when compared to the exact lineage obtained from the ProvSQL system. The examples we presented suggest a high usefulness potential for the proposed approximate lineage methods and the further suggested enhancements. This especially holds for the Column Vectors method which exhibits high precision and per-level recall.

Our methods implicitly produce a “natural ranking” of explanations. It is unclear how to get this kind of ranking from semiring provenance polynomials (it might require significant additional work). There is a work by Deutch et al. [14] that ranks derivation trees for Datalog programs; the ranking is based on weights
grouping closely “semantically” similar words in a low dimensional space. This property lies at the heart of our lineage-approximation work, as it enables encoding lineage in a low-dimensional space.
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