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Abstract Simple Monte Carlo is a versatile computational method with a convergence rate of $O(n^{-1/2})$. It can be used to estimate the means of random variables whose distributions are unknown. Bernoulli random variables, $Y$, are widely used to model success (failure) of complex systems. Here $Y = 1$ denotes a success (failure), and $p = E(Y)$ denotes the probability of that success (failure). Another application of Bernoulli random variables is $Y = 1_{R}(X)$, where then $p$ is the probability of $X$ lying in the region $R$. This article explores how to estimate $p$ to a prescribed absolute error tolerance, $\varepsilon$, with a high level of confidence, $1 - \alpha$. The proposed algorithm automatically determines the number of samples of $Y$ needed to reach the prescribed error tolerance with the specified confidence level by using Hoeffding’s inequality. The algorithm described here has been implemented in MATLAB and is part of the Guaranteed Automatic Integration Library (GAIL).

1 Introduction

Monte Carlo is a widely simulation method for approximating means of random variables, quantiles, integrals, and optima. In the case of estimating the mean of a random variable $Y$, the Strong Law of Large Numbers ensures that the sample mean converges to the true solution almost surely, i.e.: $\lim_{n \to \infty} \bar{\mu}_n = \mu$ a.s. [12, Theorem 20.1]. The Central Limit Theorem (CLT) provides a way to construct an approximate confidence interval for the $\mu$ in terms of the sample mean assuming a known variance of $Y$, however, this is not a finite sample result. A conservative fixed-width confidence interval under the assumption of a known bound on the kurtosis is provided by [9].
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Here we construct a conservative fixed-width confidence interval for Bernoulli random variables, $Y$. Here the mean is the probability of success, i.e., $p := \mathbb{E}(Y) = \text{Pr}(Y = 1)$. This distribution is denoted by $\text{Ber}(p)$. Possible applications include the probability of bankruptcy or a power failure, where the process governing $Y$ may have a complex form. This means that we may be able to generate independent and identically distributed (IID) $Y_i$, but not have a simple formula for computing $p$ analytically.

This paper presents an automatic simple Monte Carlo method for constructing a fixed-width (specified error tolerance) confidence interval for $p$ with a guaranteed confidence level. That is, given a tolerance, $\varepsilon$, and confidence level, $1 - \alpha$, the algorithm determines the sample size, $n$, to compute a sample mean, $\hat{p}_n$, that satisfies the condition $\text{Pr}(|\hat{p} - \hat{p}_n| \leq \varepsilon) \geq 1 - \alpha$. Moreover, there is an explicit formula for the computational cost of the algorithm in terms of $\alpha$ and $\varepsilon$. A publicly available implementation of our algorithm, called \texttt{meanMCBer}, is part of the next release of the Guaranteed Automatic Integration Library [5].

Before presenting our new ideas, we review some of the existing literature. While the CLT is often used for constructing confidence intervals, it relies on unjustified approximations. We would like to have confidence intervals backed by theorems. As mentioned above, [9] presents a reliable fixed-width confidence interval for evaluating the mean of an arbitrary random variable via Monte Carlo sampling based on the assumption that the kurtosis has a known upper bound. This algorithm uses the Cantelli’s inequality to get a reliable upper bound on the variance and applies the Berry-Esseen inequality to determine the sample size needed to achieve desired confidence interval width and confidence level. For the algorithm in [9] the distribution of the random variable is arbitrary.

Wald confidence interval [1, Section 1.3.3] is a commonly used one based on maximum likelihood estimate, unfortunately, it performs poorly when the sample size $n$ is small or the true $p$ is close to 0 or 1. Agresti [1, Section 1.4.2] suggested constructing confidence intervals for binomial proportion by adding a pseudo-count of $z_{\alpha/2}/2$ successes and failures. Thus, the estimated mean would be $\hat{p}_n = (n\hat{p}_n + z_{\alpha/2}/2)/(n + z_{\alpha/2})$. This method is also called adjusted Wald interval or Wilson score interval, since it was first discussed by E. B. Wilson [17]. This method performs better than the Wald interval. However, it is an approximate result and carries no guarantee.

Clopper and Pearson [7] suggested a tail method to calculate the exact confidence interval for a given sample size $n$ and uncertainty level $\alpha$. Sterne [16], Crow [8], Blyth and Still [3] and Blaker [2] proposed different ways to improve the exact confidence interval, however, all of them were only tested on small sample sizes, $n$. Moreover, these authors did not suggest how to determine $n$ that gives a confidence interval with fixed half-width $\varepsilon$.

An outline of this paper follows. Section 2 provides the key theorems and inequalities needed. Section 3 describes an algorithm, \texttt{meanMCBer}, that estimates the mean of Bernoulli random variables to a prescribed absolute error tolerance with guaranteed confidence level and the proof of its success. The computational cost of the algorithm is also derived. Section 4 provides a numerical example of
meanMCBer,q and compares the computational cost to confidence intervals based on the Central Limit Theorem. The paper ends with the discussion of future work.

2 Basic Theorems and Inequalities

Confidence intervals for the mean of a random variable, $Y$, are based on the mean of IID samples of that random variable:

$$
\hat{\mu}_n := \frac{1}{n} \sum_{i=1}^{n} Y_i, \quad Y_1, Y_2, \ldots \text{ IID.}
$$

We review some theorems describing how close $\hat{\mu}_n$ must be to $\mu := \mathbb{E}(Y)$.

2.1 Chebyshev’s Inequality

Chebyshev’s inequality may be used to construct a fixed-width confidence interval for $\mu$. It makes relatively mild assumptions on the distribution of the random variable.

**Theorem 1 (Chebyshev’s Inequality [14, 6.1.c]).** If $X$ is a random variable with mean $\mu$, then $\Pr(|X - \mu| \geq \varepsilon) \leq \text{var}(X)/\varepsilon^2$.

Choosing $X = \hat{\mu}_n$, noting that $\text{var}(X) = \text{var}(Y)/n$, and setting $\text{var}(X)/\varepsilon^2 = \alpha$ leads to the fixed-width confidence interval

$$
\Pr\left( |\hat{\mu}_{n_{\text{Cheb}}} - \mu| \leq \varepsilon \right) \geq 1 - \alpha \quad \text{for } n_{\text{Cheb}} := \left\lceil \frac{\text{var}(Y)}{\alpha \varepsilon^2} \right\rceil,
$$

provided that $\text{var}(Y)$ is known.

For $Y \sim \text{Ber}(p)$, we know that $\text{var}(Y) = p(1-p) \leq 1/4$. Letting $\hat{p}_n$ denote the sample mean of Bernoulli random variables, we have the fixed-width confidence interval

$$
\Pr\left( |\hat{p}_{n_{\text{Cheb}}} - p| \leq \varepsilon \right) \geq 1 - \alpha \quad \text{for } n_{\text{Cheb}} := \left\lceil \frac{1}{4\alpha \varepsilon^2} \right\rceil, \quad Y \sim \text{Ber}(p). \quad (2)
$$

The upper bound on $\text{var}(Y)$ is used rather than the exact formula for $\text{var}(Y)$ because $p$ is unknown.

The factor of $1/\alpha$ in $n_{\text{Cheb}}$ makes this confidence interval quite costly. Fortunately, there are other options.
2.2 Central Limit Theorem (CLT)

The CLT describes how the distribution of $\hat{\mu}_n$ approaches a Gaussian distribution as $n \to \infty$.

**Theorem 2 (Central Limit Theorem [12, Theorem 21.1]).** If $Y_1, \ldots, Y_n$ are IID with $E(Y_i) = \mu$, then

$$\frac{\hat{\mu}_n - \mu}{\sqrt{\text{var}(Y)/n}} \to \mathcal{N}(0,1) \quad \text{in distribution, as} \quad n \to \infty.$$  

This theorem implies an approximate confidence interval, called a CLT confidence interval, of the form

$$\Pr(|\hat{\mu}_{n\text{CLT}} - \mu| \leq \varepsilon) \approx 1 - \alpha \quad \text{for} \quad n_{\text{CLT}} := \left\lceil \frac{z_{\alpha/2} \text{var}(Y)}{\alpha \varepsilon^2} \right\rceil,$$

where $z_{\alpha/2}$ is the $1 - \alpha/2$ quantile of the standard Gaussian distribution. When $\text{var}(Y)$ is unknown, it may be replaced by the sample variance. For Bernoulli random variables we use the upper bound on $\text{var}(Y)$ to obtain

$$\Pr(|\hat{p}_{n\text{CLT}} - p| \leq \varepsilon) \gtrapprox 1 - \alpha \quad \text{for} \quad n_{\text{CLT}} := \left\lceil \frac{z_{\alpha/2}}{4\varepsilon^2} \right\rceil, \quad Y \sim \text{Ber}(p). \quad (3)$$

Since $z_{\alpha/2}$ satisfies the equation

$$z_{\alpha/2} = \int_{z_{\alpha/2}}^{\infty} \frac{e^{-x^2/2}}{\sqrt{2\pi}} \, dx = \left[ \int_{z_{\alpha/2}}^{\infty} \frac{e^{-x^2/2}}{\sqrt{2\pi}} \, dx \right] - \left[ \int_{z_{\alpha/2}}^{\infty} \frac{e^{-x^2/2}}{\sqrt{2\pi x^2}} \, dx \right],$$

it follows that $z_{\alpha/2} = o\left(\sqrt{\log(1/\alpha)}\right)$ as $\alpha \to 0$. This is a much slower increase than the $1/\alpha$ term in the Chebyshev confidence interval.

Unfortunately, the CLT is an asymptotic result and not guaranteed to hold for a finite $n$. We need a different inequality to provide a finite sample result.

2.3 Hoeffding’s Inequality

The conservative fixed-width confidence interval for general random variables constructed by [9] uses the Berry-Esseen Inequality [14, Section 4.1] and Cantelli’s Inequality [14, Section 6.1]. However, in view of the particular form of the Bernoulli distribution, we may rely on inequalities that assume some bound on the random variable. Here we use Hoeffding’s Inequality [11], which seems more suitable than,
say, the Chernoff bound [4]. Below is the a special case of Hoeffding’s Inequality for random variables lying in \([0, 1]\).

**Theorem 3 (Hoeffding’s Inequality [11]).** If \(Y_1, Y_2, \ldots, Y_n\) are IID observations such that \(\mathbb{E}(Y_i) = p\) and \(0 \leq Y_i \leq 1\), define \(\hat{p}_n = \frac{\sum_{i=1}^n Y_i}{n}\). Then, for any \(\varepsilon > 0\),

\[
\Pr(\hat{p}_n - p \geq \varepsilon) \leq e^{-2n\varepsilon^2},
\]
\[
\Pr(p - \hat{p}_n \geq \varepsilon) \leq e^{-2n\varepsilon^2},
\]
\[
\Pr(|\hat{p}_n - p| \geq \varepsilon) \leq 2e^{-2n\varepsilon^2}.
\]

## 3 Guaranteed Fixed-Width Confidence Intervals for the Mean of Bernoulli Random Variables

Theorem 3 motivates the following algorithm for constructing fixed-width confidence intervals for an unknown \(p\) in terms of IID samples of \(Y \sim \text{Ber}(p)\).

**Algorithm 1 (meanMCBer,g).** Given an error tolerance \(\varepsilon \geq 0\) and an uncertainty \(\alpha \in (0, 1)\), generate

\[
n = n_{\text{Hoeff}} := \left\lceil \frac{\log(2/\alpha)}{2\varepsilon^2} \right\rceil (4)
\]

IID Bernoulli random samples of \(Y \sim \text{Ber}(p)\), and use them to compute sample mean:

\[
\hat{p}_n = \frac{\sum_{i=1}^n Y_i}{n} (5)
\]

Return \(\hat{p}_n\) as the answer.

**Theorem 4.** Algorithm 1 (meanMCBer,g) returns an answer that satisfies

\[
\Pr(|\hat{p}_n - p| \leq \varepsilon) \geq 1 - \alpha. (6)
\]

at a computational cost of \(n_{\text{Hoeff}}\) samples.

**Proof.** The formula for the sample size in (4) may be used to show that

\[
n = \left\lceil \frac{\log(2/\alpha)}{2\varepsilon^2} \right\rceil \geq \frac{\log(2/\alpha)}{2\varepsilon^2} \Rightarrow 1 - 2e^{-2n\varepsilon^2} \geq 1 - \alpha.
\]

Applying Hoeffding’s inequality in Theorem 3 leads directly to (6). \(\square\)
4 Numerical Examples

Algorithm 1 (meanMCBer.g) has been implemented in MATLAB [15], using the name meanMCBer.g. It will be part of the next release of the Guaranteed Automatic Integration Library (GAIL) [5]. The GAIL library also includes automatic algorithms from [6] and [9].

4.1 Demonstration for $Y \sim \text{Ber}(p)$ for Various $p$ and $\varepsilon$

To demonstrate its performance the algorithm meanMCBer.g was run for 500 replications, each with a different $p$ and $\varepsilon$, and with a fixed confidence level $1 - \alpha = 95\%$. The logarithms of $p$ and $\varepsilon$ were chosen independently and uniformly, namely

\[
\log_{10} p \sim \mathcal{U}[-3, -1], \quad \log_{10} \varepsilon \sim \mathcal{U}[-5, -2].
\]

For each replication, the inputs $\varepsilon$ and $\alpha = 5\%$ were provided to meanMCBer.g, along with a Ber($p$) random number generator, and the answer $\hat{p}_n$ was returned.

Figure 1 shows the ratio of the true error to the absolute error tolerance, $|p - \hat{p}_n|/\varepsilon$, for each of the 500 replications, plotted against $p$. All of the replications resulted in $|p - \hat{p}_n| \leq \varepsilon$, which is better than guaranteed 95% confidence level. For some of these replications, meanMCBer.g was asked to exceed its sample budget of $10^{10}$, namely when $\varepsilon \leq \sqrt{\log(2/0.05) \times 10^{-5}} = 3.69 \times 10^{-5}$.

While it is encouraging to see that meanMCBer.g provides the correct answer in all cases, it is concerning that meanMCBer.g is rather conservative for small $p$. This is due to the fact that the error of $\hat{p}_n$ using $n$ samples is expected to be proportional to $\sqrt{\text{var}(Y)/n} = \sqrt{p(1-p)/n}$. Even though the error is small for small $p$, our algorithm does not take advantage of that fact. To do so would require at least a loose lower bound on $p$ at the same time that the algorithm is trying to determine the sample size needed to estimate $p$ carefully.

4.2 CLT & Hoeffding’s Inequality Confidence Interval Cost Comparison

By using Hoeffding’s inequality to construct guaranteed fixed-width confidence interval, we definitely incur additional cost compared to an approximate CLT confidence interval. The ratio of this cost is

\[
\frac{n_{\text{Hoeff}}}{n_{\text{CLT}}} = \frac{\left[\log(2/\alpha)/2\varepsilon^2\right]}{\Phi^{-1}(1 - \alpha/2)/4\varepsilon^2} \approx \frac{2\log(2/\alpha)}{\Phi^{-1}(1 - \alpha/2)}. \tag{7}
\]
Fig. 1 Ratio of the actual absolute error to the error tolerance from meanMCBer_g versus $p$, for different random samples of Ber($p$) random variables.

This ratio essentially depends on the uncertainty level $\alpha$ and is plotted in Figure 2. For $\alpha$ between 0.01% to 10% this ratio is between 3.64 to 5.09, which we believe is a reasonable price to pay for the added certainty of meanMCBer_g.

Fig. 2 The computational cost ratio of using Hoeffding’s inequality and the CLT to construct a fixed-width confidence interval.
5 Future Work

Recent work by our collaborators and ourselves on automatic algorithms as described in [6, 9, 10, 13] is prompted by a desire to provide robust and practical Monte Carlo, quasi-Monte Carlo, and other numerical algorithms. We want algorithms that require minimal input from practitioners and are theoretically justified. This is also the motivation for `meanMCBer` that constructs fixed-width confidence intervals for Bernoulli random variables. The algorithms in the above-mentioned references are available, or will soon be available, in the GAIL MATLAB toolbox [5].

While Algorithm 1 satisfies an absolute error tolerance, an important problem for further research is to construct an algorithm that satisfies a relative error tolerance, i.e., \( \Pr(\left| p - \hat{p} \right| / p \leq \varepsilon_r) \geq 1 - \alpha \). Such an algorithm would need to find at least a lower bound on \( p \). One would expect the number of samples required then to be proportional to \( \text{var}(Y)/(p\varepsilon_r)^2 \sim 1/(p\varepsilon_r^2) \) as \( p\varepsilon_r \to 0 \). Our attempts so far at using Hoeffding’s inequality results in an algorithm with computational cost proportional to \( 1/(p\varepsilon_r)^2 \) as \( p\varepsilon_r \to 0 \). Although, the algorithm for estimating the parameter \( p \) to some specified relative error tolerance is successful, the computational cost is extravagant for small \( p \). The literature mentioned in the introduction may provide a clue to an algorithm with optimal cost. If this problem can be solved, then a natural extension would be to construct confidence intervals that satisfy either an absolute or relative error criterion, i.e., confidence intervals of the form \( \Pr(\left| p - \hat{p} \right| / p \leq \max(\varepsilon_a, \varepsilon_r p)) \geq 1 - \alpha \).
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