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The development of cost-effective molecular devices that efficiently capture and convert sunlight into other useful forms of energy is a promising approach to meet the world’s increasing energy demands. These devices are designed through a successful combination of materials and molecules that work synergistically to promote light-driven chemical reactions. Light absorption by a surface-bound chromophore triggers a sequence of interfacial electron transfer processes. The efficiencies of the devices are governed by the dynamic balance between the electron transfer reactions that promote energy conversion and undesirable side reactions. Therefore, it is necessary to understand and control these processes to optimize the design of the components of the devices and to achieve higher energy conversion efficiencies. In this context, this review discusses general aspects of interfacial electron transfer reactions in dye-sensitized TiO₂ molecular devices for solar energy conversion. A theoretical background on the Marcus-Gerischer theory for interfacial electron transfer and theoretical models for electron transport within TiO₂ films are provided. An overview of dye-sensitized solar cells (DSSCs) and dye-sensitized photoelectrosynthesis cells (DSPECs) is presented, and the electron transfer and transport processes that occur in both classes of devices are emphasized and detailed. Finally, the main spectroscopic, electrochemical and photoelectrochemical experimental techniques that are employed to elucidate the kinetics of the electron transfer reactions discussed in this review are presented.
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1. Introduction

The search for clean, safe and sustainable energy sources is one of the most important scientific challenges in this century. In 2018, the global primary energy consumption was 6.0 × 10²⁰ J, corresponding to an average consumption rate of 19 TW per year.¹ In the future, this value will certainly rise due to populational and economic growth. Based on current projections, the world’s primary energy consumption rate will almost double (33 TW) in 2050 and reach 59 TW by 2100.² Solar energy is a renewable alternative that can meet these increasing global energy demands. The sun provides 4.3 × 10²⁰ J of energy to the earth in one hour,³ which is more than the energy currently consumed in eight months. It is estimated that photosynthesis alone produces more than 100 billion tons of dry biomass annually, corresponding to an average energy storage rate of 100 TW per year.⁴ However, in 2018, fossil fuels still had 80% of the share of the total final energy consumption, and only 2.8% of electricity was provided by the sun.⁵ A large gap exists between our present use of solar energy and its undeveloped potential. The development of new technologies to capture and convert sunlight in storable or usable ways that are cost-effective and highly efficient is imperative for the future of humankind.

In recent decades, a wide range of technologies based on molecular devices have been developed.⁶⁻¹⁵ The main approaches are the direct conversion of light into electricity, for example, using dye-sensitized solar cells (DSSCs),¹⁶⁻³⁷ or its storage in chemical energy through light-driven water splitting⁹⁻³² or carbon dioxide reduction⁵³⁻⁶⁷ in systems for solar fuel production. These devices are comprised of a successful combination of materials and molecules that work synergistically to promote light-driven chemical reactions. At their cores, semiconductor metal oxide films are usually present. Mesoporous anatase titanium
dioxide (TiO₂) is the most common material of choice due to its low cost, wide availability, nontoxicity and biocompatibility. Mesoporous films are composed of a network of nanocrystalline particles that have been sintered together to allow electronic conduction to take place. TiO₂ is a wide-bandgap semiconductor (E_g = 3.2 eV) that mainly absorbs ultraviolet radiation. It is important to note that more than 40% of sunlight is in the visible region; thus, TiO₂ must be sensitized to this region by molecular chromophores chemically bound to its surface to efficiently collect this energy, Figure 1a. Typical mesoporous films, with porosity values of 50-60%, have surface areas available for dye chemisorption over a thousand times that of flat, unstructured electrodes of the same geometrical size; thus, they are capable of high sunlight absorption.

After light absorption by the chromophore, it reaches an excited state, S*, from which it can transfer an electron to TiO₂, yielding a charge-separated state that consists of an electron injected into the metal oxide, TiO₂(e⁻), and an oxidized sensitizer molecule, S⁺, as shown in Figure 1b. Sequentially, several different electron transfer reactions can take place in one or more interfaces between TiO₂, the surface-bound sensitizer and catalysts, and species present in the surrounding solvent/electrolyte, Figure 1c. Which specific electron transfer processes will succeed depends on the function, components and architecture of the device. The devices are rationally designed to increase the efficiencies and rate constants of the interfacial electron transfer processes that promote solar energy conversion. However, undesirable electron transfer side reactions exist and may inhibit energy conversion. The dynamic balance between the forward and backward electron transfer reactions drives the energy conversion efficiency in these systems. The goal in most physical-chemical studies is to understand and quantify the rate constants of each individual electron transfer process to obtain guidelines to optimize the design of the components and achieve higher energy conversion efficiencies.

Envisioning the importance of understanding the interfacial electron transfer chemistry that takes place in dye-sensitized TiO₂ devices for solar energy conversion, in the context of the pursuit of further improvements to these devices through different approaches, such as molecular engineering, modifications of the materials, and fundamental investigations, the fundamentals of interfacial electron transfer in TiO₂ molecular devices for solar energy conversion are visited in this review. In the first two sections, the theoretical background of the Marcus-Gerischer theory for interfacial electron transfer and that of theoretical models for electron transport within TiO₂ films will be provided. Then, an overview focusing on dye-sensitized solar cells and dye-sensitized photoelectrosynthesis cells (DSPECs) will be presented, emphasizing and detailing the electron transfer and transport processes that occur in both classes of devices. Finally, the most common spectroscopic, electrochemical and photoelectrochemical characterization techniques that are employed to elucidate the kinetics of the electron transfer reactions in these systems will be overviewed.

**2. Theoretical Basis for Interfacial Electron Transfer**

The Marcus-Gerischer theory is the foundation for understanding the interfacial electron transfer dynamics
occurring in molecular devices for solar energy conversion. This theory was initially developed by Rudolph Marcus for outer-sphere electron transfer reactions between donor and acceptor molecules in homogeneous solutions\textsuperscript{75-83} and was further adapted and completed with the approaches developed by Heinz Gerischer to explain heterogeneous interfacial electron transfers occurring in interfaces.\textsuperscript{84,85} These theories will be briefly presented in this section, with the aim to provide the reader with the basis to understand the various electron transfer processes that take place in dye-sensitized TiO\textsubscript{2} devices after light absorption.

2.1. Electron transfer in homogeneous solutions

Electron transfer from a donor to an acceptor is always accompanied by nuclear modifications of these species and of the surrounding medium. When the donor is oxidized and the acceptor is reduced, their electron densities change, naturally resulting in modifications to their bond lengths, angles, and vibrational modes, as well as their interaction with the surrounding solvent dipoles. However, following the Franck-Condon principle, the electron transfer step is instantaneous compared to the translational, rotational and vibrational nuclear motion of the reactants and the solvent. Therefore, in an electron transfer reaction, the nuclear configurations of all involved species must partially reorganize for the donor/acceptor reactants to achieve a transition state configuration before electron transfer, as shown in Figure 2. This nuclear reorganization is related to the activation energy $\Delta G^\ddagger$, which is an energetic barrier for the electron transfer process. After reaching the transition state, the electron transfer occurs quickly, with subsequent nuclear rearrangements occurring to accommodate the products.

The energetics of an electron transfer can be represented by the reaction energy surfaces. In Marcus theory, the reactants and products are represented by two intersecting parabolas, each representing a harmonic oscillator comprised by the collective contributions of the spatial arrangement of the nuclei of the donor/acceptor species and the solvent, as shown in Figure 3. The surfaces are interpreted as increases in the Gibbs free energy (or potential energy) that result from bond distortions and changes in dipole orientations away from the equilibrium position.\textsuperscript{86} The force constants of the harmonic oscillator are fixed for reactants and products and are directly related to the reorganization energy $\lambda$, which is defined as the energy necessary to distort the reactants from their equilibrium configuration to the equilibrium configuration of the products, without any electron transfer.\textsuperscript{87}

The electron transfer occurs at the intersection of the curves, where the energies of the reactant and product surfaces are equal (indicated by the black dot in Figure 3). At this point, equation 1 can be mathematically extracted and provides an explicit connection between the kinetics and thermodynamics of the electron transfer process.\textsuperscript{88} The parabolic dependence of $\Delta G^\ddagger$ on the driving force $-\Delta G^0$ for the electron transfer results in different kinetic regimes, as shown in Figure 4. Isoergonic reactions ($\Delta G^0 = 0$), in which $\Delta G^\ddagger = \lambda/4$, are denominated self-exchange reactions. The normal regime comprises weak exergonic reactions, i.e., $-\Delta G^0 < \lambda$, in which the activation energy decreases with an increasing driving force. At $-\Delta G^0 = \lambda$, the reaction becomes barrierless ($\Delta G^\ddagger = 0$), and a maximum rate constant is achieved. Any further increase in $-\Delta G^0$ leads to new increases in $\Delta G^\ddagger$ (inverted regime).

\[
\Delta G^\ddagger = \frac{(\Delta G^0 + \lambda)^2}{4\lambda} \quad \text{(1)}
\]

From the transition state theory and equation 1, the relationship between electron transfer rate constants, $k_{ET}$,
and activation free energy is given by equation 2, where $k_B$ is the Boltzmann constant, $T$ is the absolute temperature and $A$ is a pre-exponential factor that depends on the frequency of crossing the energy barrier.

$$k_{ET} = A \exp \left( -\frac{(\Delta G^\circ + \lambda)^2}{4\lambda k_B T} \right)$$  (2)

The probability of crossing the energy barrier depends on the extent of the vibrational overlap between the reactant and product surfaces, Figure 5, and is referred to as electronic coupling, $H_{DA}$. When $H_{DA}$ is small, the electron transfer is referred to as nonadiabatic electron transfer. When the coupling is sufficiently large, the electron transfer is called an adiabatic reaction. For nonadiabatic and weakly adiabatic electron transfers, the semiclassical equation 3, where $\hbar$ is the reduced Planck constant, is valid to express the electron transfer rate constants. It completely characterizes the electron transfer reaction in terms of three quantities that can be determined experimentally but not independently, i.e., the driving force $\Delta G^\circ$, the reorganization energy $\lambda$ and the electronic coupling $H_{DA}$.

$$k_{ET} = \frac{2\pi}{\hbar} \frac{|H_{DA}|^2}{\sqrt{4\pi \lambda k_B T}} \exp \left( -\frac{(\Delta G^\circ + \lambda)^2}{4\lambda k_B T} \right)$$  (3)

The electronic coupling usually decreases exponentially with increasing distance $\delta$ between the donor and acceptor, as described by equation 4, where $\beta$ is the attenuation factor that captures the steepness of this decrease, and $H_{DA}^0$ is the electronic coupling at van der Waals separation, $\delta^0$.

$$H_{DA} = H_{DA}^0 \exp \left( -\frac{\beta}{2} (\delta - \delta^0) \right)$$  (4)

Although the general considerations of Marcus theory presented above are valid for interfacial electron transfer between TiO$_2$ and molecular species, there is a fundamental difference between homogeneous and heterogeneous systems. Unlike molecules that are treated as having discrete energy levels, TiO$_2$ is a semiconductor that has a broad continuum distribution of electronic...
states that can participate in an electron transfer. The metal oxide cannot be treated as a single parabola, and a different approach is necessary to model a heterogeneous electron transfer.

2.2. Heterogeneous electron transfer—the Marcus-Gerischer approach

The Gerischer model uses a different framework to account for interfacial electron transfers occurring between semiconductor solids and molecular species. Instead of relying on discrete energy levels, this model is based on the energy distributions of both the semiconductor and the molecules on its surface.

The distribution of the electronic states of the semiconductor is characterized by its density of states (DOS), that is, the number of states available to be occupied by the electrons at each level of energy. In the case of TiO₂, its valence band is comprised mainly of the overlap of the oxygen p-orbitals, and the conduction band is comprised mainly of unfilled Ti d-orbitals. Their density of states has a parabolic dependence on the energy E. The DOS of the conduction band g_c(E), for example, is given by equation 5, where m^* is the electron effective mass and E_CB is the conduction band edge energy.

\[ g_c(E) = \frac{1}{2\pi^2\hbar^2 (2m^*)^{3/2}} (E - E_{CB})^{1/2} \]  

Nanocrystalline TiO₂ films also exhibit electronic energy levels within the bandgap of the metal oxide. Such bandgap states are commonly referred to as trap states or localized states. They arise from defects in the crystal structure of TiO₂, such as Ti^{4+} sites that result from oxygen vacancies, adsorbed species on the film and/or intercalation of cations, and can be localized in the bulk, grain boundaries or surface regions of the oxide. The density and energetics of such traps are described by an exponentially decreasing tail of states below the conduction band, \( g_t(E) \), equation 6, where \( N_L \) is the total density of traps, and \( T_0 \) is a parameter in temperature units that determines the depth of the distribution.

\[ g_t(E) = \frac{N_L}{k_BT_0} e^{(E-E_{CB})/k_BT_0} \]  

In the Gerischer model, the energy levels of the molecule involved in the electron transfer differ from the discrete thermodynamic standard redox potential \( E^{\circ}_{\text{red}} \) and are also described by a distribution of electronic states based on the following microscopic description. The molecular species are surrounded by a specific solvation shell that is different for the donor (reduced) and acceptor (oxidized) species since their interactions with the solvent are different. Thus, the energy states of the molecular species are split into two, as shown in the diagram in Figure 6a.
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The energy of the molecular species in its reduced state is indicated by \( Red_{\text{solv.red}} \). The subscript indicates that the solvation shell of the species is the equilibrium configuration for the reduced state. An energy \( E^{\circ}_{\text{red}} \) is required to transfer one electron from this reduced species to vacuum. Since the electron transfer is very fast in comparison to the reorganization of the solvent dipoles, the oxidized species formed has a solvation shell that is typical for the reduced species, \( Ox_{\text{solv.red}} \). The solvent dipoles reorganize themselves after the electron transfer occurs until the oxidized species reach their equilibrium state, \( Ox_{\text{solv.ox}} \). The energy that is involved in this relaxation process is the reorganization energy \( \lambda \) that was introduced for Marcus theory. The opposite electron transfer process occurs in a similar fashion; an \( E^{\circ}_{\text{ox}} \) difference in energy leads to the rapid formation of \( Red_{\text{solv.ox}} \), followed by reorganization of the solvent.

The fluctuation in the solvent configurations around the reduced and oxidized species leads to a broadening of the electronic levels, as shown in Figure 6b, giving rise to Gaussian distributions of solvated energy states for the donor and acceptor species, \( W_{\text{red}}(E) \) and \( W_{\text{ox}}(E) \), respectively, as shown in equations 7 and 8.

\[ W_{\text{red}}(E) = \frac{1}{\sqrt{4\pi\lambda k_BT}} \exp\left( -\frac{(E - E^{\circ}_{\text{red}} + \lambda)^2}{4\lambda k_BT} \right) \]  
\[ W_{\text{ox}}(E) = \frac{1}{\sqrt{4\pi\lambda k_BT}} \exp\left( -\frac{(E - E^{\circ}_{\text{ox}} - \lambda)^2}{4\lambda k_BT} \right) \]
The electron transfer between the molecule and a semiconductor electrode occurs by the energetic overlap between their energy distributions. Depending on the relative energies, it can take place from an occupied state in the molecule to an acceptor state of the solid, as shown in Figure 7 for an excited state electron injection process, or from an occupied state in the semiconductor to an acceptor state in the molecule.

In the framework of the energy distributions of the Gerischer model, the interfacial electron transfer rate constants follow the predictions of Marcus theory and can be mathematically described by equation 9, in which the occupation of electronic levels in the solid as a function of energy $E$ is given by $g(E)f(E,E_F)$, where $g(E)$ is the total distribution of electronic levels, $E_F$ is the Fermi level energy, and $f(E,E_F)$ is the Fermi-Dirac function, which describes the probability of occupancy of the electronic levels, as shown in equation 10.

Equation 9 predicts that the rate of interfacial electron transfer between the semiconductor and a molecular species on its surface is proportional to the overlap of occupied donor states with unoccupied acceptor states. It also accurately predicts, for example, activationless electron injection from an excited sensitizer to acceptor states of the metal oxide when the excited state reduction potential of the sensitizer $E^\circ(S+/S^-)$ is greater than $2\lambda$ above $E_{CB}$, and slow back-electron transfer to the oxidized sensitizer when its ground state reduction potential $E^\circ(S+/S^-)$ lies within the forbidden energy gap of the semiconductor (processes shown in Figure 7).

It is important to mention that other relevant theoretical models were also developed to describe the interfacial electron transfer reactions between semiconductors and molecules. Similar to the Marcus-Gerischer approach, the Sakata-Hashimoto-Hiramoto model predicts that the electron transfer rate constants exhibit a direct dependence on the density of electronic states of the semiconductor and molecular species, and a quadratic dependence on the coupling between donor and acceptor energy levels. The Marcus-Gerischer and Sakata-Hashimoto-Hiramoto mathematical relationships are applicable for systems in which the interaction between the surface-bound molecule and the semiconductor is weak (nonadiabatic processes), which is the case for most interfacial electron transfer reactions that occur between TiO$_2$ and molecular species. However, if the interaction is strong, the electron transfer is generally described by the Creutz-Brunschwig-Sutin model. In this case, direct electron transfer between the semiconductor and the surface-molecule can occur adiabatically during light excitation.

Electron transfer can take place between the highest occupied molecular orbitals (HOMO) of the molecule to the conduction band of the semiconductor (molecule-to-particle charge transfer), or from the valence band to the lowest unoccupied molecular orbitals (LUMO) of the molecule (particle-to-molecule charge transfer).

### 3. Electron Transport in Mesoporous TiO$_2$ Films

Electrons transferred from a surface-bound species to nanocrystalline TiO$_2$ films are transported through the material, and understanding the electron transport is fundamental to optimizing the efficiencies in solar energy conversion devices. When bulk, single-crystal TiO$_2$ is placed in contact with a liquid redox electrolyte, the energy states of the material surface are perturbed. Electrons are transferred across the semiconductor-electrolyte interface until the Fermi level of TiO$_2$ aligns with the redox potential of the electrolyte, forming a depletion layer at the TiO$_2$ surface relative to the bulk. As a consequence, an internal electric field is established within the semiconductor, inducing the migration of electrons within the material. However,
since the TiO$_2$ nanocrystallites used in solar energy conversion devices are small (typically 20 nm in diameter), the radius of the particle is smaller than the width of the depletion layer, and the electric field gradient in the film is negligible. Electron migration can then be neglected, and the electron transport in nanocrystalline TiO$_2$ films can be described exclusively in terms of diffusion.  

A number of theoretical models have been developed to describe the diffusional electron transport occurring in nanocrystalline TiO$_2$. Although distinct, most of the models consider the electron transport in nanocrystalline TiO$_2$ films to be intrinsically dominated by the distribution of intraband gap states. The two main approaches are the multiple-trapping mechanism and the hopping transport mechanism.  

Most studies investigating charge transport in TiO$_2$ solar energy conversion devices are interpreted in the framework of the multiple-trapping mechanism, as shown in Figure 8a. The foundation of the multiple-trapping mechanism is the existence of two electronic states in TiO$_2$ nanocrystalline films, which are the extended states (or conduction band states) that contain mobile electrons and the trap (or localized) states that are present below the conduction band edge. The model assumes that the electrons that are transferred to the TiO$_2$ film from a surface-bound molecular species are rapidly trapped in localized states. Then, they are thermally activated to the conduction band, where they move by diffusion until they are captured again by a trap state.  

The multiple-trapping mechanism is extended through the following two approaches: the continuous-time random-walk (CTRW) model and the random-flight model. Both models propose that the electrons perform an independent random walk on a lattice of trap states. The central idea of the CTRW model is that each electron moves from a trap state to the conduction band after a waiting time. The waiting time depends only on the activation energy for detrapping from the trap state currently occupied. The electron then moves to a nearest-neighboring site in a random direction and adopts the waiting time of the new trap site, as shown in Figure 8b. The steps to all nearest neighbors are equally likely. The kinetics for charge transport are dominated by the time constants for release from the trap states.  

Alternatively, the random-flight model included the possibility of many-neighbor interactions, as shown in Figure 8c. After an electron is thermally detrapped in the conduction band, it has an equal chance of being captured by any empty trap state within the TiO$_2$ nanocrystallite. Although similar to the nearest-neighbor CTRW model, the calculated trapping-detrapping rate as a function of time was many orders of magnitude slower.  

In the hopping transport mechanism, in contrast to the multiple-trapping framework, instead of detrapping electrons to the conduction band, electron transport occurs by direct tunneling between localized states in the band gap, as shown in Figure 8d. The upward and downward hopping rates between trap states depend on their energy difference and on the distance between the sites. The model predicts that the fastest upward hops occur predominantly towards sites in the vicinity of a specific level, i.e., the transport energy $E_{tr}$, independent of the energy of the starting site.  

### 4. Overview of Interfacial Electron Transfer in Devices  

In this section, the electron transfer reactions that govern the working principles of two classes of devices for solar energy conversion will be presented and discussed in terms of the models described in the previous sections. Dye-sensitized solar cells are photoelectrochemical devices for solar-to-electrical energy conversion, while dye-sensitized photoelectrosynthesis cells promote the conversion of solar energy to chemical energy stored in chemical substances. Although both devices exhibit several similarities, they present unique challenges concerning the control of the electron transfer reactions that promote and inhibit energy conversion.
4.1. Dye-sensitized solar cells

Dye-sensitized solar cells (DSSCs) are regenerative photoelectrochemical devices capable of converting sunlight into electricity.\textsuperscript{20,24,141} The materials employed for their construction are relatively cheap and common, and the devices can be prepared in a simple laboratory environment without strict demands on the purity of the materials.\textsuperscript{19} DSSCs exhibit long-term durability, can use flexible substrates and are available in distinct colors, shapes, and transparency levels, thus allowing their incorporation into architectonic designs or different products.\textsuperscript{22} Furthermore, their performance is better under diffuse light conditions and higher temperatures in comparison to other photovoltaic technologies.\textsuperscript{26}

DSSCs are comprised of a dye-sensitized photoanode, a counterelectrode and a redox mediator in a sandwich arrangement, as shown in Figure 9a. The photoanode is the heart of the device, which is comprised of a mesoporous nanocrystalline semiconductor oxide film (typically TiO$_2$) that is deposited on the conductive surface of a transparent conductive glass (TCO) and is sensitized to visible light by inorganic,\textsuperscript{16,21,115-142} organic\textsuperscript{148-153} or natural\textsuperscript{154-157} dyes adsorbed on its surface. The counterelectrode is another conductive glass covered by a thin layer of a catalyst, such as platinum or graphite.\textsuperscript{158} Between these electrodes is placed a redox mediator that typically consists of a redox couple in an organic solvent.\textsuperscript{159}

The DSSC is a good example of an energy conversion device in which its functioning depends on the dynamic competition between the interfacial electron transfer that arises from the complex interactions between its components, as shown in Figure 9b. This chemical complexity, however, must be unraveled and understood to guide the molecular and material design towards more efficient devices. The common strategy is to increase the rate constants of the forward electron transfer processes to promote energy conversion and inhibit competitive energy loss pathways.

4.1.1. Electron injection and excited state decay

The energy conversion process is initiated by the photoexcitation of the sensitizer, as shown in process (1) in Figure 9. From its excited state, the dye may inject an electron into the metal oxide acceptor states, generating a charge-separated state in which an electron resides in the TiO$_2$ nanoparticle and the oxidized dye remains on the surface.\textsuperscript{160} The electron injection dynamics are often found to be biphasic.\textsuperscript{161,162} The faster component is attributed to a “hot” electron injection from the unthermalized, high vibronic excited states of the sensitizer, i.e., process (2), that competes with vibrational relaxation, i.e., process (3). The slower component corresponds to the electron injection from the thermalized excited states of the sensitizer, i.e., process (4). To efficiently promote energy conversion, the electron injection components must be faster than the relaxation pathways to the ground state, i.e., process (5), which is characterized by the excited state lifetime of the dye. The injection efficiency ($\Phi_{inj}$) can be determined from the injection ($k_{inj}$) and relaxation ($k_{rlx}$) rates given by equation 11.

\[
\Phi_{inj} = \frac{k_{inj}}{k_{inj} + k_{rlx}}
\] (11)

According to the Marcus-Gerischer model for interfacial electron transfer, the electron injection rates depend on the overlap of the molecular donor levels with the acceptor states of the semiconductor. Upon raising the energy of the excited state of the dye, the injection rate is expected to increase.
to increase due to the higher density of acceptor states in the metal oxide. Sensitization by dyes with anchoring groups that promote efficient electronic coupling is another strategy to increase the injection rates and efficiency.

4.1.2. Regeneration of the oxidized sensitizer

The regeneration of the oxidized dye occurs by electron transfer from the electron donor (reduced) species of the redox mediator, i.e., process (6). The best electrolyte to date is a solution of the I$_3$-/I$^-$ redox pair in nitriles. The maximum voltage built by the DSSC is set by the energy difference between the Fermi level of the oxide and the standard reduction potential of the redox couple of the mediator. The two-electron reduction given by equation 12 is responsible for determining the maximum voltage achievable by the cell, but it is not directly responsible for regeneration. Instead, the I$_2$/I$^-$ couple seems to be responsible for reducing the oxidized dye.

$$I_3^- + 2e^- \rightarrow 3I^-$$  \hspace{1cm} (12)

The pathway for the regeneration of the oxidized dye (S$^+$) by iodide is given by equations 13 to 15. The electron transfer from iodide to S$^+$ occurs under the formation of a (S···I) complex. The complex dissociates in the presence of a second iodide ion, forming the dye in its ground state and I$_2$. Two diiodide radicals dissociate into triiodide and iodide.

$$S^+ + I^- \rightarrow (S···I)$$  \hspace{1cm} (13)

$$S···I + I^- \rightarrow S + I_2$$  \hspace{1cm} (14)

$$2I_2^- \rightarrow I_3^- + I^-$$  \hspace{1cm} (15)

The most straightforward strategy to accelerate the regeneration rate constants, $k_{reg}$, is to modulate the standard reduction potential of the sensitizer, increasing the driving force for electron transfer, as predicted by the Marcus homogeneous electron transfer theory in the normal region.

4.1.3. Electron transport and reduction of acceptors at the counter electrode

The electrons that were injected into the metal oxide are transported through the mesoporous network, i.e., process (7), as proposed by the models described in section 3, and reach the back contact of the photoanode. The extracted charge flows by the external circuit, performing useful electrical work. The electrons then reach the counter electrode, where they reduce the oxidized species of the mediator by a catalyzed reaction, completing the circuit and returning the system to its initial state.

4.1.4. Electron recombination with acceptor species

During transport through the mesoporous film, the photoinjected electrons are within only a few nanometers of the oxideelectrolyte interface. Recombination of these electrons to acceptors in the electrolyte, i.e., process (8), or to the oxidized dye molecules, i.e., process (9), is a possibility that may prevent the injected electrons from being collected and may inhibit the overall energy conversion process. The competition between the rates of transport ($k_t$) and recombination processes ($k_{rec}$) defines the charge collection efficiency ($\Phi_{col}$), as given by equation 16, and ultimately the efficiency of the DSSCs.

$$\Phi_{col} = \frac{k_t}{k_t + k_{rec}}$$  \hspace{1cm} (16)

The recombination of electrons in TiO$_2$ with the triiodide of the redox mediator is an important loss reaction. The mechanism for this recombination reaction is believed to be dominated by the multiple trapping of electrons. The central idea is that after a number of detrapping events, the electrons may reach a surface trap state adjacent to the acceptor species and recombine by an interfacial electron transfer reaction. The kinetics are rate-limited by the detrapping step. It has been shown that modifying the structure of the dye sensitizer with long chains or bulky aromatic substituents reduces the rates of electron recombination to the acceptors in the mediator, most likely by inhibiting the access of electrolyte ions to the TiO$_2$ surface.

Because the electrolyte permeates through the mesoporous oxide film all the way to the TCO substrate, a second recombination pathway is the recombination of electrons to triiodide from the part of the TCO substrate that is exposed to the electrolyte (not shown in Figure 9). This route is usually less important and can be easily suppressed by using a compact blocking layer of the metal oxide.

The back-electron transfer to the oxidized dye molecules at the TiO$_2$ surface is a relevant recombination reaction, especially when the solar cell is under intense illumination (typical working conditions). Under these conditions, the concentration of photoinjected electrons in TiO$_2$ increases, and recombination becomes faster.

This electron transfer reaction is also modeled using the framework of multiple-trapping mechanisms previously discussed. However, back-electron transfer reaction rates, $k_{bet}$, are not limited only by the transport of injected electrons. After electron injection into the TiO$_2$ acceptor states, the surface-immobilized oxidized sensitizer can be translated away from the injection site through lateral intermolecular self-exchange reactions, i.e.,
process (10), without a loss of free energy. This process is commonly referred to as hole hopping and can be modeled by the Marcus theory for nonadiabatic electron transfer. 91,183 Rapid hole hopping promotes the formation of an encounter complex between the injected electron and the oxidized dye sensitizer prior to charge recombination, resulting in larger $k_{\text{ho}}$ rate constants. 184 Therefore, both the electron transport and hole hopping govern the back-electron transfer kinetics.

Suppressing the back-electron transfer reaction to the oxidized molecules at the TiO$_2$ surface is a goal to increase the light-to-electrical energy conversion efficiency since recombination with the oxidized dye molecules competes directly with the regeneration process. In efficient devices, the regeneration efficiency ($\Phi_{\text{reg}}$), as given by equation 17, must be close to unity.

$$\Phi_{\text{reg}} = \frac{k_{\text{reg}}}{k_{\text{reg}} + k_{\text{rec}}} \quad (17)$$

Strategies to inhibit this undesired recombination pathway include the design of new dye sensitizers that exhibit low electronic coupling for the self-exchange reaction, slowing down the hole-hopping process, 17,18 or modulating their energetics so that back-electron transfer occurs in the inverted Marcus region. 172,185

4.2. Dye-sensitized photoelectrosynthesis cells

Although direct solar-to-electrical energy conversion is a possible alternative to supply the global energy consumption, the sun is an intermittent source that provides approximately only 6 h of useful energy per day on average. 186 For solar energy to become a primary energy source, it will have to be integrated with large-scale energy storage for power consumption at night or on cloudy days. A practical approach to address this issue is the direct conversion of solar energy into fuels. 41

The inspiration for systems that store solar energy as fuels comes from a process that has been occurring in nature for 2.4 billion years, i.e., photosynthesis. Green plants and other photosynthetic organisms absorb photons, leading to sequential electron transfer reactions that promote the conversion of water and carbon dioxide into products with high-energy content stored in their chemical bonds, as given by equation 18.

$$6\text{H}_2\text{O} + 6\text{CO}_2 + 48h\nu \rightarrow \text{C}_6\text{H}_{12}\text{O}_6 + 6\text{O}_2 \quad (18)$$

The goal of artificial photosynthetic systems is to mimic these features to produce solar fuels using cheap substrates with low energy content but with higher efficiencies and a simpler design. 188 One of the main strategies is the photocatalytic production of hydrogen from water splitting. 189-196 as given by equations 19 and 20. The corresponding standard electrochemical reduction potentials $E^\circ$ are indicated versus normal hydrogen electrode (NHE).

$$2\text{H}_2\text{O} \rightarrow \text{O}_2 + 4\text{e}^- + 4\text{H}^+ \quad E^\circ = +1.23 - 0.059 (\text{pH}) \text{ V vs. NHE} \quad (19)$$

$$2\text{H}^+ + 2\text{e}^- \rightarrow \text{H}_2 \quad E^\circ = 0.00 - 0.059 (\text{pH}) \text{ V vs. NHE} \quad (20)$$

Another approach is to promote the light-driven reduction of CO$_2$ to yield CO, hydrocarbons, or other oxygenated carbon products, as given by equations 21 to 25. 56,197-202 As fuels, these products resulting from water splitting and CO$_2$ reduction are fully compatible with existing technologies for energy utilization and storage. 41

$$\text{CO}_2 + 2\text{H}^+ + 2\text{e}^- \rightarrow \text{CO} + \text{H}_2\text{O} \quad E^\circ = -0.52 \text{ V vs. NHE (at pH 7)} \quad (21)$$

$$\text{CO}_2 + 2\text{H}^+ + 2\text{e}^- \rightarrow \text{HCOOH} \quad E^\circ = -0.61 \text{ V vs. NHE (at pH 7)} \quad (22)$$

$$\text{CO}_2 + 4\text{H}^+ + 4\text{e}^- \rightarrow \text{HCHO} + \text{H}_2\text{O} \quad E^\circ = -0.48 \text{ V vs. NHE (at pH 7)} \quad (23)$$

$$\text{CO}_2 + 6\text{H}^+ + 6\text{e}^- \rightarrow \text{CH}_3\text{OH} + \text{H}_2\text{O} \quad E^\circ = -0.38 \text{ V vs. NHE (at pH 7)} \quad (24)$$

$$\text{CO}_2 + 8\text{H}^+ + 8\text{e}^- \rightarrow \text{CH}_4 + 2\text{H}_2\text{O} \quad E^\circ = -0.24 \text{ V vs. NHE (at pH 7)} \quad (25)$$

The main challenge to generate solar fuels is the need to integrate the absorption of several photons with multiple electron transfer events and the accumulation of charges that are required to drive the half-reactions given in equations 19 to 25. 203 The transfer of at least two electrons is necessary to generate carbon-reduced products, and four electrons are needed to drive water oxidation. 204 Dye-sensitized photoelectrosynthesis cells (DSPECs) are a promising approach to overcome this challenge. DSPECs combine the properties of nanocrystalline metal oxide semiconductors, molecular chromophores and catalysts in an integrated device. 12

In DSPECs, solar fuel production is split into two different half-reactions at spatially separated electrodes. Figure 10 presents an example of a DSPEC scheme for water splitting, but there are other possibilities for different processes. 205-208 Oxidative chemistry occurs at the photoanode, and reduction takes place at the cathode. 48 The electrodes are in separate compartments to avoid the mixing of the products. The external circuit provides electronic connections between the isolated half-reactions, while
Figure 10. Schematic representation of a DSPEC for water oxidation and hydrogen production. The following processes are illustrated: (1) sequential photon excitation (< $10^{-15}$ s), (2) excited state electron injection ($10^{-13}$ to $10^{-10}$ s), (3) sequential electron transfer events from the catalyst to the photosensitizer (catalyst activation) ($10^{-12}$ to $10^{-6}$ s), (4) water oxidation ($10^{-1}$ to $10^1$ s), (5) electron transport through the TiO$_2$ mesoporous film ($10^{-3}$ to $10^{-2}$ s), (6) proton transfer to the cathode compartment, and (7) catalytic reduction of protons to H$_2$. PS is the photosensitizer, cat is the catalyst, and PEM is a proton exchange membrane (adapted from reference 41).

Figure 11. Representation of electron transfer processes in DSPEC photoanodes where the photosensitizer and catalyst are coloaded (a) or covalently linked in a molecular assembly (b). The following processes are illustrated: (1) excited state electron injection ($10^{-13}$ to $10^{-10}$ s), (2) lateral intermolecular self-exchange ($10^{-6}$ to $10^{-3}$ s), (3) electron transfer from the catalyst to the photosensitizer (catalyst activation) ($10^{-12}$ to $10^{-8}$ s), (4) back-electron transfer ($10^{-1}$ to $10^{-7}$ s), and (5) recombination to the activated catalyst ($10^{-8}$ to $10^{-6}$ s). The blue arrows represent the forward electron transfer processes, and the orange arrows represent processes that inhibit energy conversion.

In a water splitting DSPEC, the photoanode is comprised of a mesoporous nanocrystalline n-type metal oxide semiconductor film, which is typically TiO$_2$, a molecular photosensitizer for light harvesting, and a catalytic center that drives the oxidation of substrates. Upon illumination, the chromophore absorbs light and is promoted to an excited state, from which it can transfer an electron to the metal oxide acceptor states, resulting in a charge-separated state that consists of an oxidized chromophore and an electron in TiO$_2$. The injection process may have contributions from both the unthermalized and thermalized excited states of the chromophore and is in competition with other excited state processes, such as thermal relaxation to the ground state or photoluminescence. The kinetics and efficiency of electron injection depend on the coupling between the excited chromophore (donor states) and the distribution of acceptor states of TiO$_2$, following the predictions of the Marcus-Gerischer model.

Injection is followed by activation of the water oxidation catalyst (i.e., formation of the oxidized forms of the catalyst) by the oxidized chromophore, and the pathway depends on the strategy for combining both species. The photosensitizer and the catalyst may be separate species coadsorbed on the surface of the oxide or chemically linked in molecular assemblies, as shown in Figure 11. In the first case, the oxidized chromophore is translated away from the injection site through lateral self-exchange reactions between neighboring sensitzers until it is reduced by an adjacent catalyst, beginning the catalyst activation. In the case of molecular assemblies, oxidation of the catalyst occurs by intramolecular electron transfer to the oxidized chromophore. In this design, electron transfer is usually more rapid and efficient due to the close proximity of the donor and acceptor species.

To drive water oxidation at the photoanode, the excitation-injection-activation cycle must be repeated four times sequentially to allow the stepwise accumulation of the multiple oxidative equivalents in the catalyst. However, the standard potentials for each successive oxidation usually show a significant difference due to the charge buildup in the highly oxidized states of the catalyst, and the activation becomes thermodynamically less favorable after each step. A strategy to overcome this challenge is to design a catalyst that undergoes a proton-coupled electron transfer (PCET), where the electron transfer is accompanied by a proton transfer event, thus compensating for the localization of charges. It prevents the increase in charge buildup at the catalyst, allowing multiple oxidative equivalents to accumulate at a single catalytic site.

After catalytic oxidation of the substrate by the fully activated catalyst, the molecular species bound to the semiconductor surface on the photoanode return to their initial states. The electrons that were injected by the photosensitizers into the acceptor states of TiO$_2$ are transported to the TCO back-contact by trapping/detrapping events. In the aqueous environment of DSPECs, transport has a more complicated picture than presented in section 3. Protons intercalate into the TiO$_2$ lattice to compensate for the charge carriers, stabilizing the defect sites and leading to the formation of long-lived trap states that retard transport. The electrons
that reach the TCO back-contact are then delivered to the cathode, where in a dark catalytic reaction, protons are reduced to $\text{H}_2$. The protons necessary to drive the reduction reaction are provided by water oxidation at the photoanode.

An alternative design of DSPECs employs a photoactive cathode, forming a tandem device with a higher potential efficiency than for a single light-absorber system, as shown in Figure 12. 188,220 Tandem DSPECs are a promising configuration to promote $\text{CO}_2$ reduction using water as the electron source. The photocathodes in tandem DSPECs are typically comprised of p-type metal oxide semiconductor films (usually NiO) 221 sensitized by a molecular chromophore and a reduction catalyst. 222,223 As in the photoanode, the photosensitizer and catalyst may be coadsorbed on the metal oxide surface, 224 or they can be covalently linked in a molecular assembly. 217

In the photocathode, the electron transfer pathway is the opposite of that of the photoanode. The photosensitizer is excited and transfers a hole to the valence band of the semiconductor (which means that an electron is transferred from the valence band of the metal oxide to the excited chromophore). The reduced photosensitizer transfers one electron to the catalyst, thus beginning its activation. The excitation-electron transfer cycle is repeated to accumulate enough reducing equivalents in the catalyst, which then promotes the photoreduction of the substrate. 41

The performances of the different architectures of DSPECs are strongly dependent on the kinetics of the interfacial electron transfer events. The rates and efficiency of electron transfer between the chromophore and the semiconductor, lateral self-exchange, charge carrier transport, catalyst activation and the catalysis itself dictate the efficiency of the the solar fuel half-reactions. 217 In addition, the efficiencies of the devices are compromised due to undesirable electron transfer side reactions. The transport of electrons through the TiO$_2$ film to the back contact of the photoanode competes directly with recombination reactions, as previously shown in Figure 11. The injected electrons can undergo back-electron transfer to the oxidized sensitizer molecules, and the photogenerated redox equivalent is lost as heat to the surroundings. 195 Furthermore, the injected electrons can be scavenged by the oxidized catalyst at every step of its activation. 203 Both recombination pathways are controlled by the density of electrons in the film and the slow diffusional electron transport dynamics within TiO$_2$. These deleterious reactions can be partially suppressed by employing the molecular assembly approach. The proximity between the chromophore and the catalyst allows fast regeneration of the photosensitizer by the catalyst while translating the oxidative equivalents away from the TiO$_2$ surface. Another alternative is to increase the rate of catalysis, stabilizing the catalyst against side reactions. 217

The problem of recombination reactions is particularly large for photocathodes since interfacial recombination is intrinsically much faster using NiO than with TiO$_2$. 188 Suppressing the interfacial recombination reactions in
the photocathode is essential to match the rates of water oxidation and fuel production to balance the need for reducing equivalents.

To achieve the goal of efficient solar fuel generation, it is necessary to understand and control all aspects of the multiple electron transfer events in DSPECs, especially regarding minimizing the unproductive electron transfer pathways. This requires a detailed kinetic investigation of each individual process.

5. Techniques for Characterization of Interfacial Electron Transfer

Characterization of the interfacial electron transfer reaction kinetics that occur in DSSCs, DSPECs, and other systems and devices for solar energy harnessing is the key to comprehending the effects of modifications of the individual components on their efficiency. Understanding the fundamental research regarding interfacial electron transfer is a necessary step to guide further improvements in molecular devices for solar energy conversion. Several spectroscopic, electrochemical and photoelectrochemical techniques are available to measure the electron transfer and transport rate constants over a wide range of timescales. Depending on the technique and the experimental conditions, these processes can be investigated independently or concomitantly in complete operating devices. When combined, these techniques may provide a complete picture of the electron transfer dynamics in devices, allowing us to understand the fundamental aspects that govern the energy conversion processes in these systems. In this section, different experimental techniques employed to investigate electron transfer dynamics in dye-sensitized TiO$_2$ devices for solar energy conversion will be overviewed. Selected examples will be discussed to illustrate how these techniques can be applied to solve problems related to electron transfer in DSSCs and DSPECs.

5.1. Pulsed laser spectroscopy techniques

Spectroscopic techniques that use a pulsed laser are widely employed to investigate the interfacial electron transfer chemistry within dye-sensitized TiO$_2$ devices for energy conversion, yielding information on photoinduced electron transfer rates, intermediate states, and products of photoinitiated reactions. Pulsed laser techniques are based on the excitation of the surface-bound chromophore by a short UV-Vis laser pulse (also called a pump pulse) and tracking the light-induced changes in the sample over time. These changes may be probed by measuring the time profile of the emission from the sample (time-resolved photoluminescence spectroscopy) or by monitoring the absorption of a second light beam (the probe beam) by the sample as a function of time. In transient absorption spectroscopy (TAS, section 5.1.1), the probe beam is in the UV-Vis region, while in time-resolved infrared spectroscopy (TRIR, section 5.1.2), the probe beam is in the infrared region. Due to their versatility and robustness, TAS and TRIR are probably the most commonly used pulsed laser techniques to study photoinduced processes in TiO$_2$ molecular devices, and they will be detailed below.

In both TAS and TRIR, the changes in the sample absorbance are recorded as a function of time for a given probe wavelength, as shown in Figure 13a. The changes in the absorbance $\Delta A(\lambda, t)$ are calculated from the ratio between the intensity (I) of the transmitted probe beam in the presence and the absence of the pump light, according to equation 26.

$$\Delta A(\lambda, t) = -\log \left( \frac{I(\lambda, t)_{\text{pumped}}}{I(\lambda, t)_{\text{unpumped}}} \right)$$

The changes in absorbance over time arise from differences in the steady-state UV-Vis or IR absorption spectra and the time profiles of the species that are formed and/or consumed after light excitation, as shown in Figure 14. As a fraction of the chromophore is promoted to the excited state by the pump pulse, the ground state is depopulated. Consequently, the ground-state absorption in the excited sample decreases, and a negative signal (bleach) is observed in the $\Delta A$ spectrum. The excited chromophore...
may absorb light from the probe beam, resulting in a positive signal in the \( \Delta A \) spectrum. Furthermore, positive signals in the \( \Delta A \) spectrum may arise due to light absorption by products formed in the light-induced electron transfer reactions, such as oxidized or reduced chromophores and catalysts, as well as of electrons in TiO\(_2\), oxidized species in the redox electrolyte, or other short-lived intermediates and products. In the case of UV-Vis TAS, stimulated emission from the chromophore’s excited state back to the ground state and the Stark effect\(^{228-230}\) may additionally contribute to the transient spectrum.

The technique and experimental conditions chosen will define which interfacial electron processes and transient species are observed, but it ultimately depends on the timescale of the experiment. Thus, the instruments can be assembled in various optical configurations spanning a wide range of time resolutions.

Fast pulsed laser techniques, as shown in Figure 15a, measure spectral changes from nanoseconds to milliseconds. In a typical instrumental setup, the pump pulse that excites the sample is generated by a nanosecond laser (Nd:YAG or nitrogen lasers). The probe beam is generated separately by a continuous white (TAS) or infrared (TRIR) light source. The sample, which is commonly a sensitized film immersed in a solvent,\(^{17,18}\) is placed between the pump and probe beams. The changes in the absorption of the probe beam are monitored as a function of time using a suitable fast electronic detector, resulting in a kinetic trace at the selected probe wavelength. The experiment can be repeated at various probe wavelengths, yielding the transient spectrum, as shown in Figure 13b.\(^{66,231}\) Typical experimental setups of TAS and TRIR may differ regarding whether the wavelength of the probe beam is selected before (TRIR) or after (TAS) passing through the sample.

In the case of fast TRIR, an alternative setup offers the advantage of allowing us to probe a large range of IR frequencies simultaneously. This technique is known as step-scan TRIR. This setup involves a movable mirror in a Michelson interferometer being displaced in a stepwise manner. For each stop position of the mirror, the changes in IR absorption that follow the pump excitation are measured, resulting in time-dependent interferograms. The Fourier transformation of the interferograms of the complete set of stop positions of the mirror at a particular time delay yields the corresponding difference infrared absorption spectrum.\(^{231-233}\)

In contrast to fast techniques, ultrafast pulsed laser setups, as shown in Figure 15b, are employed to investigate processes that occur from femtoseconds to a few nanoseconds after light excitation. In ultrafast setups, the probe beam is not continuous but is a pulse. The subnanosecond time resolution TRIR is achieved by delaying the probe pulse with respect to the pump pulse, as shown in Figure 16, both generated from the same femtosecond laser (Ti:sapphire).

The output from the laser is split into two parts by a beamsplitter. One part passes through a UV-Vis generator (optical parametric amplifier, OPA, or harmonic generation by barium borate (BBO) crystals) to change the fundamental laser to the desired pump excitation wavelength. The other part is used to generate the probe pulse. This is achieved by focusing the pulse in nonlinear crystals, where a white...
(TAS) or infrared (TRIR) light continuum is generated. To vary the arrival times of the two pulses at the sample, a delay line is used in either the pump or the probe path, which consists of a retroreflector mounted on a high-precision motorized computer-controlled translation stage. The probe beam transmitted through the sample is selected by a monochromator and is detected with a suitable detector. Every other pump pulse is blocked with a synchronized chopper, and the absorbance changes are calculated with two adjacent probe pulses.\textsuperscript{66,231-234} The changes in the absorbance $\Delta A(\lambda)$ are determined as a function of both wavelength and time by measuring the transient absorption spectra at different pump-probe delay times.

Some examples of the use of each technique for interfacial electron transfer processes are given in the following sections.

5.1.1. Transient absorption spectroscopy

Nanosecond transient absorption spectroscopy is usually employed in the investigation of the kinetics of back-electron transfer, regeneration of oxidized chromophores, catalyst activation, and recombination to oxidized species in a redox electrolyte.\textsuperscript{18,72,138,152,235-238} Nanosecond TAS has been successfully employed to correlate the effects of the molecular engineering of dye sensitizers with the performance of DSSCs.\textsuperscript{17,18} It was shown that the efficiency of the devices does not always follow a monotonic trend with systematic modifications on the electron donating/withdrawing ability of substituent groups in metal complexes or their steric bulk. Instead, efficiencies depend on a delicate balance between the kinetics of all the electron transfer processes that are affected in different fashions by these molecular changes. Nanosecond TAS was also appropriate to probe the light-induced redox equivalent separation and accumulation in molecular assemblies for utilization in water splitting DSPECs.\textsuperscript{211}

In contrast to nanosecond TAS, ultrafast transient absorption spectroscopy is employed to investigate processes that occur at the subnanosecond timescale, such as electron injection from the excited chromophore into the TiO$_2$ acceptor states\textsuperscript{239,240} and fast regeneration by electrolytes.\textsuperscript{241} Ultrafast TAS allowed examining in detail the biphasic excited state electron injection process in DSSCs.\textsuperscript{242} Additionally, this technique was used to characterize the first photoactivation step in a chromophore-catalyst assembly in water splitting DSPECs that occur in the picosecond timescale.\textsuperscript{241}

TAS is a versatile technique that can be employed to investigate interfacial electron transfer reactions in virtually any dye-sensitized interface in which at least one of the light-induced transient species exhibits changes in its UV-Vis absorption spectra in comparison to the system before the laser pulse, and it is particularly useful when the transient species exhibit distinguished, well-defined spectral signatures. However, in some cases, the overlap of multiple contributions to the transient absorption spectra, or small $\Delta A$ values, may limit the use of the technique. Selecting a wavelength where multiple species absorb could lead to misinterpretation of the kinetics.\textsuperscript{225}

5.1.2. Time-resolved infrared spectroscopy

Unlike most transient absorption studies in the visible region, which are hindered by the spectral overlap of absorptions by several species, such as excited state and reaction products,\textsuperscript{244} TRIR allows us to unambiguously measure the infrared absorption changes caused by injected electrons (free carrier absorption, intraband transitions, and absorption by trap states), and the vibrational spectra of the surface-bound molecular species in their excited, oxidized and reduced states.\textsuperscript{245-247} For molecules containing carbonyl or cyano groups, TRIR is particularly useful since the stretching of these groups gives rise to strong absorption of infrared radiation. Furthermore, these vibrations are very sensitive to changes in the electron density in the molecule and intra/intermolecular interactions, thus allowing the identification and monitoring of the temporal evolution of the excited state and different oxidation states of the surface-bound molecular species.\textsuperscript{66,232,248}

The possibility of directly detecting electrons in nanoparticles with a sufficient time resolution makes TRIR especially useful in the investigation of the electron injection dynamics of chromophores into TiO$_2$ nanocrystalline thin films.\textsuperscript{245} The subsequent back-electron transfer reaction, as well as the vibrational relaxation of excited states, chemical transformations on the surface-bound molecules, and the distribution of deep trap states on the metal oxide\textsuperscript{66,227,249} can also be investigated by using this technique, and useful information on the mechanisms involved in energy conversion can be provided.
The recombination of electrons that were injected into TiO₂ with acceptors in the I⁻/I³⁻ mediator in DSSCs, when different pyridine additives were added to the electrolyte, was investigated by TRIR. Pyridine additives are usually added to increase the photovoltage of the cells. It was long proposed in the literature that this enhancement was due to adsorption of the pyridine derivatives at the TiO₂ surface, blocking bare surface states that could serve as active sites for recombination with small acceptors in the mediator. Surprisingly, in TRIR experiments in which the absorption decay of photogenerated electrons was monitored, it was found that these pyridine additives actually enhanced the recombination reaction in comparison with the electrolyte without any pyridine derivatives, resulting from a larger driving force for electron transfer.

TRIR was also employed to decipher the structure and lifetime of intermediates formed after photoexcitation of a chromophore in a DSPEC photocathode. Although the charge transfer and recombination kinetics have previously been described for the same chromophore using TAS, the spectra contained broad features that made it difficult to resolve the excited state from the reduced dye. However, the chromophore had infrared-active nitrile groups that made it ideal for probing in the infrared. The use of TRIR spectroscopy provided a far more detailed picture of the complex series of events in the adsorbed chromophore following initial excitation. The results from that study demonstrated that fast back-electron transfer presents a limit to the performance of DSPEC photocathodes.

5.2. Small voltage and current modulation techniques

Investigations of electron transfer and transport processes in complete devices for solar energy conversion can be performed by using techniques based on the modulation of the voltage or current of the device through a small electrical or optical perturbation of its steady-state conditions. These techniques allow the simultaneous capture of snapshots of various electron transfer processes under a wide range of operating conditions. In the frequency-domain methods, the response of the device to a periodic perturbation is recorded. Alternatively, in the time-domain methods, the response of the device is monitored as a function of time following a fast perturbation.

5.2.1. Frequency-domain methods

There are a number of well-established techniques in the frequency domain that are frequently employed to elucidate in situ charge transfer, accumulation and transport processes in photoelectrochemical systems, most notably in DSSCs and DSPECs. The central frequency-domain methods are electrochemical impedance spectroscopy (EIS), intensity-modulated photovoltage spectroscopy (IMVS) and intensity-modulated photocurrent spectroscopy (IMPS). In EIS, the alternating current response of the device to a sinusoidal voltage modulation is measured as a function of the modulation frequency. On the other hand, IMVS and IMPS are based on measuring the photovoltage and photocurrent response of the device, respectively, to a sinusoidal modulation of the incident light intensity. It has been shown that these techniques are interrelated and yield similar information on the dynamics of the internal components of the devices.

The EIS measurements are performed by applying a small alternating, sinusoidal voltage \( V(\omega, t) \) across the sample over a wide range of angular frequencies \( f = \omega/2\pi \). This periodic perturbation is superimposed on a constant potential. The alternating current output \( I(\omega, t) \) is measured with respect to both the amplitude and phase shift. This response signal has the same frequency as the applied signal, but it is phaseshifted, as shown in Figure 17. The current response is related to the time that it takes for the sample to return to equilibrium after excitation by the electrical input. The frequency window analyzed is determined by the timescales of the relaxation processes investigated.

\[ Z(\omega) = \frac{V(\omega, t)}{I(\omega, t)} \]  

(27)
By scanning a wide range of frequencies, typically from megahertz (microsecond) to subhertz (less than seconds), an impedance spectrum is obtained. One of the most common representations of the impedance spectrum is the Nyquist plot (−Z" vs. Z'). The Nyquist plot of DSSCs, for example, generally results in a shape containing three semicircles, as shown in Figure 18, each of which is assigned to a corresponding charge transfer process with a different relaxation timescale. The first semicircle corresponds to the electron transfer reactions at the counterelectrode|electrolyte and uncovered TCO|electrolyte interfaces at high frequencies. The middle semicircle corresponds to electron diffusion in the TiO$_2$ film and electron recombination with oxidized species in the electrolyte at intermediate frequencies. The third semicircle, which is in the low-frequency region, corresponds to the diffusion of ions in the electrolyte.

![Figure 18. Representation of typical Nyquist impedance spectra of a DSSC.](image)

The assignment of the semicircles and the extraction of the relevant physical information come from the analysis of the impedance spectrum through fitting the data using equivalent circuit models of the device. They are composed of combinations of electrical components, such as resistors, capacitors, and nonideal elements. The most commonly used equivalent circuit is a transmission line model, as shown in Figure 19. Each virtual electrical component is related to an underlying physical parameter, accounting for the various interfaces in the device. The hindrance of the charge transport in the materials and of the charge transfer across the interfaces is represented by the resistances, and the accumulation of charge is accounted for by the capacitive circuit elements.

Following the example of a DSSC, the TCO substrate resistance is modeled by a simple resistor, $R_s$. $R_{TCO}$ and $C_{TCO}$ are the electron transfer resistance and double-layer chemical capacitance (i.e., the capability of a system to accept or release additional carriers) at the exposed TCO|electrolyte interface, respectively. $R_{CE}$ and $C_{CE}$ are the resistance and capacitance, respectively, at the TCO|TiO$_2$ interface. The mesoporous TiO$_2$ structure is modeled by a series of interconnected nanoparticles, each having a parallel capacitor ($C_{μ}$)|resistor ($r_r$) element; $C_{μ}$ is the chemical capacitance of the TiO$_2$ film; and $r_r$ is the resistance for the recombination between TiO$_2$(e$^-$) and the oxidized species in the electrolyte. The transport resistance of electrons in/between TiO$_2$ nanoparticles is given by $r_p$. The superposition of all these elements gives the mesoporous TiO$_2$ film’s chemical capacitance $C_μ$, its recombination resistance $R_r$ and its transport resistance $R_p$. The diffusion impedance of the redox species in the electrolyte is given by $Z_d$ and includes the diffusion of the electrolyte both in the porous TiO$_2$ matrix and in the bulk of the electrolyte layer between the TiO$_2$ film and the counterelectrode. The charge transfer resistance $R_{CE}$ at the counter electrode is associated with the regeneration of the redox mediator, while $C_{CE}$ is the double-layer capacitance at the same interface.

Several important parameters can be determined from the impedance spectra fit parameters, which allow us to compare and correlate the EIS measurements to the photoelectrochemical performances of the devices. The electron lifetime ($τ_n$) is the average time an electron spends in the film before recombination, as given by equation 28. The charge collection efficiency ($Φ_{col}$) is given by equation 29, where $τ_{tr}$ is the electron transport time through the mesoporous film. As the electron transport in TiO$_2$ is diffusional, the electron transport is related to the effective diffusion coefficient of electrons $D_n$ by equation 30, where the factor 2.77 is an approximate value that comes from the geometry of the system and $d$ is the film thickness. Finally, the electron diffusion length ($L_n$), which is the average length an electron moves within the TiO$_2$ film before recombination, is calculated from equation 31. For good energy conversion efficiencies, the electron diffusion length should be greater than the film thickness, meaning that electrons are efficiently collected at the TCO back-contact before they recombine.
\[ \tau_n = R \times C_n \]  \hspace{1cm} (28)

\[ \Phi_{\text{rel}} = 1 - \frac{\tau_n}{\tau} \]  \hspace{1cm} (29)

\[ D_n = \frac{d^2}{2.77 \tau_n} = \frac{d^2}{2.77 R_n \times C_n} \]  \hspace{1cm} (30)

\[ L_n = \sqrt{D_n \times \tau_n} = d \times \sqrt{\frac{R_n}{R_e}} \]  \hspace{1cm} (31)

EIS measurements can be performed under a broad range of experimental conditions, such as background potentials varying from open to short circuit, both in the dark or under illumination, facilitating the interpretation of the spectra and the extraction of relevant physical parameters from the data, which is an unsurpassed advantage of the technique. The equivalent circuit shown in Figure 19 may also be simplified depending on these conditions.

EIS was employed to investigate the reason for the coadsorption of deoxycholic acid (DCA) to significantly improve the light-to-electrical energy conversion efficiency of DSSCs sensitized by a coumarin dye. The EIS data indicated that the electron lifetimes were gradually improved with increasing content of DCA in the TiO\textsubscript{2} surface. The origin of the increase in electron lifetimes was tracked to the blocking effect of the DCA layer, which prevented recombination of injected electrons to the acceptors in the electrolyte.

In water splitting DSPECs, a surface-bound catalyst for water oxidation requires long-lived charge separation and the accumulation of four oxidative equivalents before back-electron transfer occurs. EIS was a suitable technique to demonstrate the dependence of back-electron transfer on the identity of the anchoring group responsible for adsorption of the catalyst onto the surface of TiO\textsubscript{2}. It was found that a pyridyl bridging ligand inhibited more efficiently back-electron transfer to a ruthenium catalyst in comparison to the broadly used phosphonate groups.

5.2.1.2. Intensity modulated photovoltage and photocurrent spectroscopies

Both IMVS and IMPS operate in manners similar to EIS. However, instead of modulating the electrical input to the sample, the intensity of a light beam focused on the device is periodically modulated. This sinusoidal light modulation is superimposed on a much more intense constant background light. The photovoltage or photocurrent response is monitored. Analogous to EIS, the output response has the same frequency as the applied input, but its phase is shifted. By changing the frequency of the modulation light during the experiment, kinetic information about electron transfer and transport processes can be obtained.

IMVS is particularly useful to evaluate the electron lifetimes. In IMVS experiments, the sample is held in an open circuit, and the generated photovoltage is measured as a function of the modulated light intensity. Usually, the imaginary part of the response signal is plotted against the real part (Nyquist plots), yielding one or more semicircles. The radius of the semicircle decreases with the increasing light intensities. The frequency \( f_{\text{IMVS}} \) at the maximum of each semicircle is related to the electron lifetime, as given by equation 32.

\[ \tau_e = \frac{1}{2\pi f_{\text{IMVS}}} \]  \hspace{1cm} (32)

In contrast, IMPS is employed to evaluate the electron transport time within the mesoporous film. The experiments are performed with the sample held under short-circuit conditions, and the response photocurrent is measured as a function of the light intensity. The transport time \( \tau_{\text{tr}} \) can be extracted from the maximum of the arc on the Nyquist plot of the photocurrent response, as given by equation 33.

\[ \tau_{\text{tr}} = \frac{1}{2\pi f_{\text{IMPS}}} \]  \hspace{1cm} (33)

A combination of these two techniques can be used to deconvolute the dynamics of electron transfer and transport within energy conversion devices. Furthermore, as EIS and IMVS/IMPS are interrelated, the mathematical expressions in equations 28 to 31 can be used to extract important quantities from IMVS/IMPS measurements, and both techniques yield equal estimates.

Quasi-solid DSSCs are devices in which the liquid electrolyte is replaced by a gel electrolyte, for example, based on ionic liquids such as imidazolium-based iodide salts. IMVS and IMPS were employed to explore the influence of alkyl chain length of the imidazolium cation (Im\(^+\)) on the kinetic processes of electron transport within TiO\textsubscript{2} and recombination of injected electrons with acceptors in the mediator. It was found that longer Im\(^+\) alkyl chains prolonged the electron lifetimes and resulted in more efficient DSSCs, but the electron transport process was slowed down. Since the cations which exist in the electrolyte such as Im\(^+\) and Li\(^+\) can affect the quantity and distribution of TiO\textsubscript{2} surface states, the conduction band edge, and the rates of electron transport and recombination, the tendencies measured by IMVS/IMPS were tracked to competitive adsorption effects of Im\(^+\) and Li\(^+\) on TiO\textsubscript{2}. 

...
Because of its slow kinetics, the water oxidation reaction is typically the limiting factor in water splitting DSPECs. In this context, IMPS and numeric simulations were employed to model the charge transport dynamics in DSPECs in conditions that mimic slow water oxidation by a catalyst at the surface of TiO$_2$. IMPS results allowed the construction of a kinetic model describing the interplay between electron diffusion, recombination, and hole transfer to solution species that suggested that fast electron diffusion in the semiconductor, slow interfacial charge recombination, and rapid catalysis of water oxidation can improve the efficiency of DSPECs.

### 5.2.2. Time-domain methods

Time-domain techniques have also been used to extract key parameters related to electron transfer and transport in solar energy conversion devices, such as the electron lifetime and the diffusion coefficient of electrons in TiO$_2$ films. In the time-domain methods, the measurements are made as a function of time following a single, small perturbation to the sample. These methods are advantageous over frequency-domain techniques because they allow measurements to be performed more rapidly under a wide range of operating conditions. Furthermore, the information derived from the measurements is more easily extracted and interpreted without requiring complicated modeling. However, information about components other than the mesoporous photodeode, such as the counter electrode or the electrolyte, cannot be easily determined from time-domain methods alone.

Transient photovoltage decay (TVD) and transient photocurrent decay (TCD) measurements are typical small-modulation methods. The measurements consist of keeping the device under operating steady-state conditions by illuminating it with a large constant bias light intensity, thus maintaining a background concentration of electrons within TiO$_2$. Then, a small, short pulse of light (with duration of $\mu$s-ms) is superimposed on the bias illumination, causing a perturbation in the system. Extra electrons are injected into the metal oxide, raising the TiO$_2$ Fermi level, the photovoltage and the photocurrent of the device. The relaxation of the system back to the starting conditions is measured by the kinetic response of the resulting photovoltage/photocurrent. The electron transfer rate constants can be extracted by fitting the current/voltage response by single exponential functions.

TVD is primarily used to gather information about the injected electron lifetimes. The device is typically kept under open-circuit conditions so that no current flows from the cell contacts. The bias light builds a steady-state open circuit voltage in the cell, as shown in Figure 20a. Following excitation by the light pulse, as shown in Figure 20b, electron recombination of the extra injected electrons to the redox electrolyte is the only way for the system to adjust its Fermi level back to steady-state conditions, as shown in Figure 20c (the timescale of the measurement and high concentration of redox mediator in complete solar cells do not allow resolution of the back-electron transfer). The change in the concentration of electrons in TiO$_2$ as a function of time is measured indirectly by monitoring the cell voltage before, during, and after the pulse. The photovoltage decay lifetime is equal to the lifetime of the injected electrons.

TCD measurements are performed in a similar fashion to TVD measurements but with the cell under short-circuit conditions. Under these conditions, recombination to the acceptor species in the electrolyte is often assumed to be negligible, i.e., all injected electrons are collected. The cell photocurrent is monitored before, during, and after the pulse. The photocurrent decay lifetime is equal to the electron transport time in TiO$_2$, $\tau_{tr}$. The diffusion coefficient of electrons $D_n$ is calculated by using equation 30.

The values related to the recombination and transport of electrons in the device depend on the steady-state condition. To obtain a complete picture of the device, the TVD and TCD experiments are repeated under many different background electron concentrations, which are achieved by changing the intensity of the incident bias light. A comparison of the electron lifetime extracted from TVD and the diffusion coefficients from the TCD measurements at matched electron concentrations allows calculation of the electron diffusion length according to equation 31.

TVD and TCD techniques were combined to investigate the recombination of electrons in TiO$_2$ to acceptors in the mediator in a series of DSSCs in which Li$^+$, Na$^+$, Mg$^{2+}$ or...
Ca\textsuperscript{2+} were present in the electrolyte.\textsuperscript{285} It was observed that the electron lifetimes $\tau_n$ at any electron concentration exhibited a clear cation-dependence that followed the trend Na\textsuperscript{+} < Li\textsuperscript{+} < Mg\textsuperscript{2+} < Ca\textsuperscript{2+}, while the diffusion coefficients $D_n$ were independent of the electrolyte cation. Since the Lewis-acidic cations shifted the energetic position of the TiO\textsubscript{2} acceptor states upwards, Ca\textsuperscript{2+} < Mg\textsuperscript{2+} < Li\textsuperscript{+} < Na\textsuperscript{+}, these results indicated that the thermodynamic driving force predominantly controls the cation-dependence of charge recombination in DSSCs, with minimal contribution from electron diffusion.\textsuperscript{285,286}

Although these techniques are more commonly employed to study electron transfer and transport in DSSCs, TVD measurements also were reported to allow the investigation of the lifetimes of photoinjected electrons in water oxidation DSPECs.\textsuperscript{209}

5.3. Chronoabsorptometry

Chronoabsorptometry is a spectroelectrochemical technique that has been intensively used in the investigation of lateral self-exchange reactions in dye-sensitized films.\textsuperscript{13} Experiments can be performed by combining the use of a simple spectrophotometer and a potentiostat. The measurements consist of monitoring the optical absorption changes of the film induced by a single step change in the electrical potential applied to the sample as a function of time.

To study the hole hopping kinetics in dye-sensitized TiO\textsubscript{2} films, a sufficiently oxidizing potential step is applied to the sample. This applied potential continuously oxidizes the sensitizer molecules close to the TCO surface. The oxidized species are translated away from the TCO surface through lateral intermolecular self-exchange across the nanocrystalline TiO\textsubscript{2} surface, as shown in Figure 21a. As time progresses, the diffusion layer (or oxidation front) moves through the film until it reaches the outer edges and the film is completely oxidized.\textsuperscript{91,183}

The spectral changes that are indicative of the electron transfer reaction are plotted as the normalized single-wavelength absorbance change, $\Delta A$, versus the square root of time, $t^{1/2}$, as shown in Figure 21b. The changes in absorption are fitted to the Anson equation, as shown in equation 34, yielding the apparent diffusion coefficient $D_{app}$, which describes the mobility of the electrons between the anchored sensitizer molecules.\textsuperscript{287}

$$\Delta A = \frac{2D_{app}^{1/2} \tau_n^{1/2}}{\text{d}n^{1/2}}$$ (34)

To compare the measured rates with other techniques, it is often convenient to use the measured $D_{app}$ values to estimate the first-order effective rate constants for intermolecular hole hopping, $k_{hh}$, by using the Dahms-Ruff equation, which is given by equation 35.\textsuperscript{18,288}

$$D_{app} = \frac{k_{hh} \delta^2}{n}$$ (35)

The conversion requires knowledge of the intermolecular distance between the molecules on the surface, $\delta$, and the number of nearest neighbor molecules, $n$. These parameters are often estimated based on critical assumptions about the molecular arrangement.\textsuperscript{91} The obtained rate constants are often analyzed within the framework of the nonadiabatic Marcus theory presented in section 2.1.

Chronoabsorptometry was employed to evidence the mechanistic understanding that dye sensitizers that undergo fast hole hopping correlate to more rapid back-electron transfer in DSSCs,\textsuperscript{17,18} as discussed in section 4.1.4. In a series of ruthenium(II) sensitizers, the inter-dye distance on the TiO\textsubscript{2} surface, and consequently, their electronic coupling, was adjusted through tuning the steric bulk of substituent groups in the ligands.\textsuperscript{18} The sensitizers with the bulkier substituents exhibited faster hole hopping kinetics and followed the same trends measured for back-electron transfer.
transfer by TAS. These results demonstrated that the undesirable back-electron transfer pathway can be inhibited through control of lateral hole hopping by the molecular engineering of the dye sensitizer.

The choice of the solvent used in the sensitization process had a significant effect on the performance of water splitting DSPECs. To track the causes, the lateral translation of oxidized chromophores in DSPECs was investigated by chronoabsorptometry. It was observed that when the sensitizer was adsorbed onto the TiO₂ surface from aqueous acid instead of water or organic solvents, the intermolecular hole hopping between photo-oxidized sensitizer molecules was significantly faster, and the D_app values were one order of magnitude higher. Based on previous studies, the authors suggested that small, interfacial protons may help to lower the reorganization energy for hole hopping, or that protonation may lead to a difference in the binding mode of the surface-bound sensitizer that can change the electronic coupling.

6. Final Remarks

With a wide range of techniques available to elucidate the kinetics of interfacial electron transfer processes and electron transport within metal oxide films, on various timescales and with the possibility of investigating different experimental conditions (from dye-sensitized films immersed in neat solvents to complete devices under operating conditions), it is possible to obtain deep insights into the mechanisms that promote or inhibit solar energy conversion. The effects of changes on the molecular structure of the dye sensitizer and/or catalyst, on the morphology of the semiconductor oxide film, or on the composition of the electrolytes on each individual electron transfer reaction can be understood, as well as how they affect the whole picture of the device.

The kinetic investigation of the competing interfacial electron transfer reactions provides powerful information towards improving the efficiency of the devices. The analysis of the data in the framework of the Marcus and Marcus-Gerischer theories provides even more powerful tools to guide molecular engineering and the rational design of new devices. Although significant progress has been achieved since the publication of the first TiO₂ molecular device, numerous challenges remain with respect to bridging the gap between the present use of solar energy and its potential using the molecular devices presented herein, or others which are beyond the scope of this review. Some of the obstacles that must be overcome include avoiding unproductive electron transfer pathways while favoring forward electron transfer processes, accumulating multiple redox equivalents at the catalysts, and increasing the visible light harvesting ability of the chromophores.

The answer may not be clear, but a profound understanding of the fundamental aspects of interfacial electron transfer kinetics in dye-sensitized TiO₂ devices for energy conversion is the leading strategy towards a more sustainable future.
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