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This theoretical paper offers an explicit expression for the binding energy of excitons in a two-dimensional semiconductor with a flat valence band. The formula has been derived quasiclassically assuming that the exciton is tightly bound; i.e., its ground-state radius is determined by the intrinsic polarizability of the semiconductor rather than by the dielectric properties of the environment. The model is relevant to a few two-dimensional semiconductors discovered recently, including distorted 1T-TiSe$_2$, with a supposedly unstable electronic ground state. The valence band flatness reduces the exciton binding energy, which also may have an effect on the phase transition to an excitonic insulator.

I. INTRODUCTION

Two-dimensional (2D) semiconductors demonstrate optical and electronic properties qualitatively different from their three-dimensional (3D) parent crystals due to the crystallographic symmetry changes, ultimately strong electron confinement within a 2D plane, and absence of internal volume resulting in a great exposure to the environment. The latter offers an interesting opportunity to tune Coulomb interactions inside 2D semiconductors just by changing the surrounding media.

The simplest way to see this effect is to measure the optical absorption governed by excitons — the electron-hole (e-h) pairs bound together by Coulomb forces. The exciton binding energy determines the strongest peak in the absorption spectra. Since the dielectric screening in 2D semiconductors can be greatly reduced, the exciton binding energy may reach hundreds of meV. Despite having such high binding energy, the corresponding quasiclassical radius of the ground-state orbit remains about 1 nm — still substantially larger than the lattice constant of the order of 1 Å. Thus, such excitons can be regarded as Wannier-Mott excitons, sometimes referred to as tightly bound 2D Wannier-Mott excitons to emphasize the strong binding of the e-h pairs involved.

Relying on the effective-mass approximation and hydrogen-like model, the exciton spectrum can be written as a conventional 2D Rydberg series given by $E_n = -E_b/(2n+1)^2$, $n = 0, 1, 2, ...$, where the binding (ground state) energy $E_b = |E_{n=0}|$ reads

$$E_b = \frac{2\hbar^2}{\mu a_B^2}. \quad (1)$$

Here, $a_B = \epsilon_{env} \hbar^2/(\mu e^2)$ is the effective Bohr radius, $\epsilon_{env}$ is the relative dielectric permittivity of the environment, $e$ is the elementary charge, $\mu$ is the reduced e-h mass, and $\hbar$ is the Planck constant. Equation (1) shows that the binding energy rapidly increases when screening is reduced ($\epsilon_{env} \to 1$), and the excitons become tightly bound (small $a_B$). One can imagine a set of parameters when the binding energy exceeds the fundamental band gap that leads to the ground-state reconstruction and the semiconductor becomes a so-called excitonic insulator predicted a half a century ago. Much later, the experimental evidence of this phenomenon was found in several bulk semiconductors. The advent of 2D semiconductors and heterostructures reignited the interest of experimentalists and theoreticians in 2D excitonic insulators. Inspired by the recent advances in the field we address the relevant question: What limits the binding energy of a tightly bound 2D Wannier-Mott exciton from above?

The first limitation is obvious: Once the exciton radius $a_B$ becomes comparable to the lattice constant the very Wannier-Mott picture becomes inapplicable, setting the minimal $a_B$ to be about a few Å. Assuming a typical $\mu$...
to be of the order of $0.1m_0$ ($m_0$ is the free electron mass) we obtain the maximum $E_h$ well above 1 eV. Such high binding energy has never been detected in 2D semiconductors despite using different substrates to reduce the screening. The second limitation is less obvious but also well known: The interaction forming an e-h pair in the 2D limit is not Coulomb-like, $-1/r$, but rather logarithmic, $\ln(r/r_s)$, where $r_s > r$ is the screening length determined by the intrinsic polarizability of a semiconducting layer. Hence, the exciton binding energy in a polarizable semiconductor diverges slower than $1/a_B^2$ initially suggested by Eq. (1). The upper limit for the binding energy of a tightly bound 2D Wannier-Mott exciton is therefore a few hundreds of meV for typical $r_s$ value of about 5 nm.

There is, however, the third limitation that we are now focusing on. The effective-mass approximation is applicable only in the very vicinity of the band extrema. Once the exciton radius $a_B$ becomes so small, that the states with momenta beyond this vicinity start contributing to the exciton ground state, the effective-mass approximation obviously fails. To be specific, we define a characteristic wave vector, $k_0$, that separates the states with $k < k_0$, where the effective-mass approximation is still applicable, from the states with $k > k_0$, where the band dispersion becomes nonparabolic. Figure 1 demonstrates a simplified version of such a band structure. The valence band is shown to be relatively flat, so that the reduced effective mass is mostly determined by the conduction band as long as $k < k_0$. At $k > k_0$ the valence band dispersion drops much faster than $-k^2$, which drastically changes the exciton binding energy once $a_B^{-1}$ becomes comparable with $k_0$.

In what follows, we derive the exciton binding energy quantizing e-h motion quasiclassically. We explicitly include all three parameters discussed above: $a_B$, $r_s$, and $k_0$. The result given by Eq. (1) is relevant, in particular, for distorted 2D 1T-TiSe$_2$, where $k_0 \sqrt{a_B r_s}/2 \sim 1$.

II. EXCITONIC BOUND STATES

To derive an explicit expression for the exciton spectrum we employ the Bohr-Sommerfeld quantization rule known to be applicable to dynamical systems in which trajectories are closed, no matter which dispersion the involved particles obey. An e-h pair is assumed to be created by absorbing a single photon thanks to the direct interband optically-allowed transition. An electron and a hole are moving in opposite directions with the same absolute value of their momenta, $k_e = k_h = k$, so that the exciton does not move as a whole. The electron energy then reads $E_e = \frac{\hbar^2 k^2}{2m_e}$, where $m_e$ is the effective electron mass, and the hole energy is given by $E_h = \frac{\hbar^2 k^2}{2m_h} + \beta \frac{k}{k_0}$, where $m_h$ is the effective hole mass, and $\beta$, $k_0$, $p \gg 2$ are the valence band parameters describing its flatness. The total energy of the e-h relative motion reads

$$E = \frac{\hbar^2 k^2}{2\mu} + \beta \frac{k}{k_0} - V(r),$$

where $\mu = m_em_h/(m_e + m_h)$ is the reduced mass, and $V(r) > 0$ is the e-h interaction with $r$ being the e-h distance. We could also assume that $m_e \ll m_h$ and, hence, $\mu \sim m_e$ because electrons are usually much lighter than holes, as depicted in Fig. 1 but this assumption is not necessary. The exciton bound state energy is negative so that $E = -|E|$. The wave vector consists of the radial ($k_r$) and tangential ($k_{\theta}$) components, $k^2 = k_r^2 + k_{\theta}^2$. The latter is quantized in terms of the magnetic quantum number $m = 0, \pm 1, \pm 2 \ldots$ as $k_{\theta} = m/r$. The radial component is quantized using the Bohr-Sommerfeld quantization formula that in our case reads

$$\int_{r_m}^{r_n}drk_r = \pi(n + \gamma_M),$$

where $r_m$, $r_n$ are the quasiclassical turning points, $n = 0, 1, 2 \ldots$, is the radial quantum number, and $0 \leq \gamma_M < 1$ is the Maslov index. We assume that the band structure is topologically trivial and set $\gamma_M = 1/2$. Furthermore, we simplify the problem considering solely s excitons with zero angular momentum ($m = 0$) relevant for one-photon processes. This simplification makes the region near $r = 0$ quasiclassically accessible so that $r_m = 0$ for any $n$. Since $p \gg 2$ the first term dominates in Eq. (2) at $k < k_0$, whereas the second term skyrockets at $k > k_0$. Hence, the wave vector as a function of $r$ can be approximately written as

$$k_r \simeq k_0 \theta[V(r) - E_k] + \sqrt{\frac{2\mu}{\hbar^2}(V(r) - |E|)} \times \{ \theta[V(r) - |E|] - \theta[V(r) - E_k] - |E| \},$$

where $E_k = \hbar^2 k_0^2/(2\mu)$, and $\theta[x]$ is the Heaviside step function: $\theta[x] = 0$ at $x < 0$, $\theta[x] = 1$ at $x > 0$. This approximation shrinks the set of band parameters to the reduced mass $\mu$ and the size of the valence band flatness region $k_0$. The major merit of the quasiclassical model is that it remains analytically tractable for any explicitly given e-h potential $V(r)$; however, we first focus on the Coulomb interaction to qualitatively understand the influence of the band flatness on the exciton spectrum.

A. Coulomb interaction

Here, we set

$$V(r) = \frac{e^2}{\epsilon_{env}r}$$

so that $r_n = e^2/(\epsilon_{env}|E|)$ and $r_m = 0$ for $s$ states. The integral in Eq. (3) can be taken easily, and the quantization
In contrast to Eq. (1), the finite $k_0$ series shifted by 4 helps to formulate the Rydberg condition as

$$\frac{\pi}{2} - \arctan\left(\frac{\sqrt{\varepsilon}}{2} - \frac{1}{2\sqrt{\varepsilon}}\right) = \pi a_B k_0 \sqrt{\varepsilon} \left(n + \frac{1}{2}\right),$$

(6)

where $\varepsilon = |E|/E_{k_0}$ is the dimensionless energy we are after. This equation is used to calculate the exciton binding energy and excited spectral lines depicted in Fig. 2 by red color.

In the low-energy limit $\varepsilon \ll 1$ (equivalent to the rather strong screening $a_B k_0 \gg 1$), the arctan term allows for a Taylor expansion as

$$\arctan\left(\frac{\sqrt{\varepsilon}}{2} - \frac{1}{2\sqrt{\varepsilon}}\right) = \frac{\pi}{2} + 2\sqrt{\varepsilon} - o^{3/2}(\varepsilon).$$

(7)

Combining Eqs. (6) and (7) we reproduce the Rydberg series shifted by $4/(\pi a_B k_0)$ as

$$E_n = \frac{-2h^2}{\mu a_B^2} \frac{1}{2n + 1 + 4/(\pi a_B k_0)}$$

$$a_B k_0 \gg 1.$$ (8)

The binding energy can be written as

$$E_b = \frac{\pi^2 \hbar^2 k_0^2}{8\mu} \frac{1}{(1 + \pi a_B k_0/4)^2}$$

$$a_B k_0 \gg 1.$$(8)

In contrast to Eq. (1), the finite $k_0$ formally regularizes the divergence at $a_B \to 0$. In the limit $a_B \to k_0^{-1}$, Eq. (6) allows for an exact solution given simply by $E_b = E_{k_0}$. The limit $a_B k_0 \ll 1$ does not make much sense as it implies that the exciton size becomes comparable or even smaller than the lattice constant, making the Wannier-Mott picture invalid. It is, however, instructive to consider this limit from the formal point of view (see Appendix A).

The valence band flatness influences the excited states as well. Similar to the nonlocal screening and Berry curvature in 2D WS$_2$ and WS$_2$, the band flatness shifts the excited states towards the ground-state energy level, reducing the level spacing between the binding energy and excited spectral lines. Figure 2 (inset) demonstrates how the energy spectrum changes once $a_B k_0$ is shifted from 10 to 1.

B. Non-Coulomb interaction

It is known for decades that the e-h interaction in thin semiconductor layers does not obey Coulomb’s law. Some recent derivations of the 2D e-h potential mostly rely on a finite extension of the semiconductor layer (or layers) in the vertical direction and let this thickness vanish in a 2D limit. The problem is that the resulting screening radius turns out to be proportional to either the layer thickness or the layer separation and therefore formally vanishes in the 2D limit. Since our semiconductor is assumed to be perfectly two-dimensional, this approach does not make much sense here. We therefore find it more practical to consider the 2D limit from the very beginning. Here, we take into account the intrinsic polarizability and the out-of-plane polarizability (denoted as $\zeta$ due to the dielectric substrate). The charge density induced by the out-of-plane polarization then reads

$$n_{env} = -\zeta \delta(z) \frac{\partial}{\partial z} \phi(r, z).$$

(9)

The relation between $\zeta$ and $\epsilon_{env}$ is given by

$$\epsilon_{env} = 1 + 2\pi \zeta \equiv \frac{\epsilon_{above} + \epsilon_{below}}{2},$$

(10)

where $\epsilon_{above} = 1$ and $\epsilon_{below} = 1 + 4\pi \zeta$ are the relative dielectric permittivities above and below the 2D semiconductor layer, respectively. These settings imply that our 2D semiconductor is placed on a dielectric substrate without cover. The two parameters $\epsilon_{env}$ and $\zeta$ do describe the same physical effect and their roles are interchangeable.

The external charge is pointlike, and the corresponding charge density is given by $n_{ext} = \rho \delta(z) \delta(r)$. The total charge density is $n_{tot} = n_{ext} + n_{int} + n_{env}$, and the potential $\phi(r, z)$ must satisfy the Poisson equation

$$\nabla^2 \phi(r, z) = -4\pi n_{tot}.$$

(11)

This equation has been solved by Cudazzo et al. in the limit $\zeta = 0$ (no substrate). Here, we solve it at...
\[ \zeta \neq 0. \] We employ the Fourier transformation \( \phi(r, z) = \int dq \hat{\phi}(q, z) e^{iq \cdot r} \) and rewrite Eq. (11) as

\[ \left( \frac{\partial^2}{\partial z^2} - q^2 \right) \hat{\phi}(q, z) = -4\pi \left[ e\delta(z) - \chi \delta(z)q^2 \hat{\phi}(q, z = 0) - \zeta \delta(z) \frac{\partial}{\partial z} \hat{\phi}(q, z) \right]. \tag{12} \]

The solution of Eq. (12) is given by

\[ \hat{\phi}(q, z) = u_q e^{-q|z|}, \tag{13} \]

where \( u_q = 2\pi e/(q\epsilon_q) \) with \( \epsilon_q = \epsilon_{\text{env}}(1 + r_s q) \), \( r_s = 2\pi \chi/\epsilon_{\text{env}} \).

The resulting in-plane real-space interaction energy reads

\[ V(r) = \frac{\pi e^2}{2\epsilon_{\text{env}} r_s} \left[ H_0 \left( \frac{r}{r_s} \right) - Y_0 \left( \frac{r}{r_s} \right) \right], \tag{14} \]

where \( H_0 \) is the Struve function, and \( Y_0 \) is the Bessel function of the second kind. At \( r \gg r_s \), Eqs. (13) and (14) just coincide, but in the opposite limit \( r \ll r_s \) the interaction reads

\[ V(r) \sim \frac{e^2}{\epsilon_{\text{env}} r_s} \left[ \ln \left( \frac{2r_s}{r} \right) - C \right], \quad r \ll r_s, \tag{15} \]

where \( C = 0.5772 \) is the Euler’s constant.

The quasiclassical ground-state radius of a tightly bound exciton is smaller than \( r_s \), which justifies the applicability of Eq. (15) for the binding energy calculations. We rewrite the quantization condition (5) for the ground state \( n = 0 \) as

\[ k_0 r_0' + \frac{2}{a_B r_s} \int_{r_0'}^r dr \ln \left( \frac{r_0}{r} \right) = \frac{\pi}{2}, \tag{16} \]

where \( r_0 = 2r_s e^{-\frac{\pi a_B}{2} r_s E_0} \) and \( r_0' = r_0 e^{-\frac{\pi a_B}{2} E_0 k_0} \). The integral can be taken as

\[ \int_{r_0'}^r dr \ln \left( \frac{r_0}{r} \right) = \frac{\sqrt{\pi}}{2} r_0' \text{erf} \left( \sqrt{\ln \frac{r_0}{r_0'}} - r_0' \sqrt{\ln \frac{r_0}{r_0'}} \right), \tag{17} \]

where \( \text{erf} \) is the error function. Solving Eq. (16) with respect to \( E_0 \) we obtain the main result of this work:

\[ E_0 = \frac{e^2}{\epsilon_{\text{env}} r_s} \left( \ln \left\{ r_s k_0 e^{-\frac{a_B r_s k_0^2}{2}} \right\} + \frac{2r_s}{a_B} \sqrt{\frac{\pi}{2}} \text{erf} \left( k_0 \sqrt{\frac{a_B r_s}{2}} \right) - k_0 \sqrt{\frac{a_B r_s}{2}} e^{-\frac{a_B r_s k_0^2}{2}} \right) - C - \ln \frac{\pi}{4}. \tag{18} \]

In contrast to the hydrogenic model, Eq. (18) suggests a weak logarithmic dependence of the binding energy on \( \epsilon_{\text{env}} \). This dependence is shown in Fig. (3) a) by the red (solid) line. Moreover, the exciton radius \( r_0 \) does not depend on \( \epsilon_{\text{env}} \) at all. Hence, a tightly bound 2D exciton is not much influenced by the environment once its radius \( r_0 \) is substantially smaller than the intrinsic screening radius \( r_s \). In contrast to bulk semiconductors, the exciton binding energy value does not tell us much about its radius, as has already been noted by Cudazzo et al.11.

The binding energy value is governed by the dimensionless parameter \( k_0 \sqrt{a_B r_s/2} \), which combines three length scales characterizing the band flatness (\( k_0^{-1} \)), the Coulomb interaction strength (\( a_B \)), and its screening due
to intrinsic polarizability \(r_s\). The typical values for these lengths are shown together with the quasi-classical exciton radius \(r_0\) in Fig. 3(b) as functions of the relative dielectric permittivity \(\epsilon_{\text{env}}\). Note that \(k_0\sqrt{a_B r_s/2}\) does not depend on \(\epsilon_{\text{env}}\) because \(a_B \propto \epsilon_{\text{env}}\), \(r_s \propto 1/\epsilon_{\text{env}}\), and \(k_0 = \text{const}\). At \(k_0\sqrt{a_B r_s/2} \gg 1\), we can estimate the binding energy as

\[
E_b = \frac{e^2}{\epsilon_{\text{env}} r_s} \left( \ln \frac{8r_s}{\pi a_B} - C \right), \quad k_0\sqrt{a_B r_s/2} \gg 1. \tag{19}
\]

This is a known relation formally obtained for tightly bound 2D excitons a long time ago.\(^{22}\) The binding energy \(\tag{19}\) still diverges at \(a_B \to 0\), but, in contrast to the hydrogenic binding energy \(\tag{11}\), the divergence that results in the lower values shown in Fig. 3(a) is logarithmic. Once \(k_0\) is finite, the binding energy given by Eq. \(\tag{15}\) does not diverge at \(a_B \to 0\). Hence, the valence band flatness indeed limits the binding energy from above, and its limiting value can be written as

\[
E_b = \frac{e^2}{\epsilon_{\text{env}} r_s} \left( \ln \frac{4k_0 r_s}{\pi} - C \right), \quad k_0\sqrt{a_B r_s/2} \ll 1. \tag{20}
\]

Equations \(\tag{19}\) and \(\tag{20}\) could also be derived starting from finite \(p\) (see Appendix \(A\) for details).

Figure 3(a) shows the binding energy behavior described by Eqs. \(\tag{13}\), \(\tag{19}\), and \(\tag{20}\). In the next subsection, we find that the most relevant regime corresponds to \(k_0\sqrt{a_B r_s/2} \sim 1\), so that one should utilize the most complicated equation of those three to obtain a realistic estimation of \(E_b\).

C. Particular examples

The most studied 2D semiconductors are probably 2D transition metal dichalcogenides (2DTMDCs) characterized by the \textit{ab initio} calculated\(^\text{22}\) \(r_s \sim 4 - 5\) nm and \(\mu \sim 0.1 - 0.2 m_0\) (in vacuum). \(E_b\) and \(a_B\) depend on the dielectric permittivity of the environment (see Refs. \(\text{[6]}\) and \(\text{[2]}\) for calculations and measurements, respectively). In the most common 2DTMDCs (like MoS\(_2\), WS\(_2\), and WSe\(_2\)) the valence band flatness is negligible. However, by playing with different transition metals and lattice deformations one can bring the band structure to a less boring shape. In particular, monolayer 1T–TiSe\(_2\) in a distorted phase demonstrates a nearly flat valence band with well-defined \(k_0 = 0.0785\) Å\(^{-1}\) (see the Supplemental Information in Ref. \(\text{[13]}\)). The conduction band remains rather parabolic at the scale of \(k_0\) resembling the band structure shown in Fig. 1. An additional effect of the valence band inversion can be absorbed into the reduced effective mass in the first term of Eq. \(\text{[2]}\). Combining these parameters together we find that \(k_0\sqrt{a_B r_s/2} \sim 1\); hence the band flatness is important, and Eq. \(\text{[15]}\) applies. Another promising 2D semiconductor with a flat valence band is the distorted 2D 1T–WTe\(_2\) recently fabricated by using molecular beam epitaxy on a bilayer graphene substrate.\(^\text{46}\) Among the 2DTMDC family members, WTe\(_2\) is the only one for which the distorted 1T–phase (also known as the 1T’–phase) is most energetically favored.\(^\text{47}\) The valence band turns out to be perfectly flat with \(k_0\) of the order of 0.1 Å\(^{-1}\). However, the conduction band minimum is shifted away from the center of the first Brillouin zone, resulting in a slightly indirect band gap. Anyway, both materials (monolayer 1T–TiSe\(_2\) and 1T–WTe\(_2\)) possess the band gap size of less than 100 meV comparable with the exciton binding energy estimated from our model. Figure 3 suggests that the binding energy may reach the size of the band gap at \(\epsilon_{\text{env}} \lesssim 2\), corresponding to a substrate with \(\epsilon_{\text{below}} \lesssim 3\). There is already evidence for an excitonic insulator phase in bulk 1T–TiSe\(_2\) (see Ref. \(\text{[21]}\) and any observation of such a phase transition in the 2D limit could be very helpful for understanding the underlying mechanism.

The present model is also related to the tunable excitons in biased bilayer graphene. It has been theoretically shown a long time ago\(^\text{22}\) that the optical response of this system is dominated by bound e-h states. The electron and hole dispersions in biased bilayer graphene are far from being parabolic and the excitons are tightly bound: The characteristic \(k_0\) is about 0.02 Å\(^{-1}\), and the excitonic ground-state radius \(r_0\) is about 10 nm, which results in \(k_0 r_0 \sim 1\). The exciton spectrum must be therefore strongly influenced by the non-parabolicity of the carrier dispersion. The \textit{ab initio} study\(^\text{48}\) accounts for this non-parabolicity automatically and indeed predicts strong deviations from a 2D hydrogenic model (see also recent measurements\(^\text{49}\)). Note that the present model is not directly applicable to biased bilayer graphene because of the deep local minima in the carrier dispersions.\(^\text{50}\)

Another candidate could be thin samples of Ga\(_2\)Se\(_2\) (or Ga\(_2\)S\(_2\)) with a perfectly flat valence band characterized by \(k_0 \sim 0.1 \) Å\(^{-1}\) for the thickness comprising eight (or six for Ga\(_2\)S\(_2\)) tetralayers.\(^\text{50,53}\) The flatness and subsequent valence band inversion occurring with a further decrease of sample thickness seems to be responsible for the strong reduction of the excitonic absorption observed recently\(^\text{50}\) in few-layer Ga\(_2\)Se\(_2\). Other members of this family include Ga\(_2\)Te\(_2\) and In\(_2\)Se\(_2\).\(^\text{50,53}\)

III. CONCLUSION

To conclude, this study shows what to expect once 2D tightly bound excitons become so small that the effective-mass approximation is not applicable anymore, but the exciton size remains much larger than the lattice constant, maintaining the Wannier-Mott character. To quantify the effect, we have introduced the characteristic wave vector \(k_0\) separating two regions in the first Brillouin zone: At \(k \ll k_0\) the electron and hole bands can be well described in terms of the corresponding effective masses, whereas at \(k \gtrsim k_0\) the quadratic approximations do not match the actual dispersions. The exciton behavior is then determined by the ratio between \(k_0^{-1}\) and other
characteristic lengths, such as intrinsic 2D polarizability and effective Bohr radius. Assuming that the hole energy rapidly increases at \( k > k_0 \) we find that the exciton binding energy is reduced as compared to the limiting case of \( k_0^{-1} = 0 \). Formally speaking, the finite value of \( k_0^{-1} \) regularizes the formal divergence at the vanishing effective Bohr radius. In other words, the sudden change of dispersion at \( k > k_0 \) prevents the exciton energy from skyrocketing into the eV range even though the hosting 2D semiconductor is suspended in vacuum providing no external screening. The model proposed can be used for exciton binding energy estimations in several narrow-gap 2D semiconductors with nearly flat valence bands where a phase transition to the excitonic insulator is expected.
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Appendix A: Heavy carriers

Here, we assume that \( p \) (the flatness degree) is not necessarily much larger than 1, but the carriers are so heavy that the first term in Eq. \((2)\) can be neglected. If that term is retained, then such a regime corresponds to the extreme limit \( a_B k_0 \ll 1 \) and is never realized in conventional 2D semiconductors. It is, however, instructive to consider this regime for the sake of completeness. After all, the conduction band could also be flat, making this model feasible.

The quantization condition in the case of Coulomb interactions reads

\[
\int_0^r_n \left(-\frac{|E|}{\beta} + \frac{e^2}{\epsilon_{env}\beta r}\right) \frac{dr}{r} = \pi \left(n + \frac{1}{2}\right),
\]

where \( r_n = e^2/(\epsilon_{env}|E|) \). Integrating Eq. \((A1)\) we obtain the following spectrum

\[
E_n = -\frac{1}{(n+1/2)\sin\left(\frac{\pi}{p}\right)} \frac{\left(e^2 k_0\right)^{2n}}{\epsilon_{env}^{2n+1}}.
\]

In the conventional case (\( p = 2 \)) the spectrum obeys the standard Rydberg \( 1/(2n+1)^2 \)-series. The spectrum approaches the unconventional \( 1/(2n+1) \)-series with the binding energy \( E_b = 2e^2k_0/(\pi\epsilon_{env}) \) as the flatness increases (\( p \to \infty \)). The exciton ground-state radius is then determined solely by \( k_0 \) as \( r_0 = \pi/(2k_0) \).

In the case of \( V(r) \) given by Eq. \((14)\), the quantization condition reads

\[
k_0 \left(\frac{e^2}{\epsilon_{env}\beta r_s}\right)^{\frac{1}{2}} \int_0^{r_n} dr \left(\ln \frac{r_n}{r}\right)^{\frac{1}{2}} = \pi \left(n + \frac{1}{2}\right),
\]

where \( r_n = 2r_s e^{-\epsilon_{env}r_s/|E|} - C \) with \( r_n \ll r_s \). The corresponding spectrum is given by

\[
E_n = -\frac{e^2}{\epsilon_{env}r_s} \left\{ \ln \left[\frac{4k_0 r_s}{\pi(2n+1)}\right] - C\right\},
\]

where \( \Gamma \) is the Euler’s gamma function.

Using Eq. \((A3)\) it is possible to double-check our previous expressions for the binding energy. In the limit \( p \to \infty \) we have

\[
E_n = -\frac{e^2}{\epsilon_{env}r_s} \left\{ \ln \left[\frac{4k_0 r_s}{\pi(2n+1)}\right] - C\right\},
\]

so that the binding energy is given by Eq. \((20)\). In the limit \( p = 2 \) the spectrum reads

\[
E_n = -\frac{e^2}{\epsilon_{env}r_s} \left\{ \ln \left[\frac{2k_0 r_s}{\pi(2n+1)}\right] - C\right\}.
\]

Assuming \( \beta = h^2 k_0^2/(2\mu) \), we arrive at Eq. \((19)\) for the binding energy.

---

1. K. S. Novoselov, A. Mishchenko, A. Carvalho, and A. H. Castro Neto, Science 353, 949439 (2016).
2. P. Miró, M. Audiffred, and T. Heine, Chemical Society Reviews 43, 6537 (2014).
3. R. Mas-Balleste, C. Gomez-Navarro, J. Gomez-Herrero, and F. Zamora, Nanoscale 3, 20 (2011).
4. H.-P. Komsa and A. V. Krasheninnikov, Phys. Rev. B 86, 241201(R) (2012).
5. Y. Lin, X. Ling, L. Yu, S. Huang, A. L. Hsu, Y.-H. Lee, J. Kong, M. S. Dresselhaus, and T. Palacios, Nano Letters 14, 5569 (2014).
6. I. Kylänpää and H.-P. Komsa, Phys. Rev. B 92, 205418 (2015).
7. A. V. Stier, N. P. Wilson, G. Clark, X. Xu, and S. A. Crooker, Nano Letters 16, 7054 (2016).
8. G. Wang, A. Chernikov, M. M. Glazov, T. F. Heinz, X. Marie, T. Amand, and B. Urbaszek, Reviews of Modern Physics 90, 021001 (2018).
9. H. M. Hill, A. F. Rigosi, C. Roquelet, A. Chernikov, T. C. Berkelbach, D. R. Reichman, M. S. Hybertsen, L. E. Brus,
and T. F. Heinz, Nano Letters 15, 2992 (2015).
10. A. Chernikov, T. C. Berkelbach, H. M. Hill, A. Rigosi, Y. Li, O. B. Aslan, D. R. Reichman, M. S. Hybertsen, and T. F. Heinz, Phys. Rev. Lett. 113, 076802 (2014).
11. K. He, N. Kumar, L. Zhao, Z. Wang, K. F. Mak, H. Zhao, and J. Shan, Phys. Rev. Lett. 113, 026803 (2014).
12. A. Hanbicki, M. Currie, G. Kioseoglou, A. Friedman, and B. Jonker, Solid State Communications 203, 16 (2015).
13. B. Zhu, X. Chen, and X. Cui, Scientific Reports 5, 9218 (2015).
14. M. M. Ugeda, A. J. Bradley, S.-F. Shi, F. H. da Jornada, Y. Zhang, D. Y. Qiu, W. Ruan, S.-K. Mo, Z. Hussain, Z.-X. Shen, F. Wang, S. G. Louie, and M. F. Crommie, Nat. Mater. 13, 1091 (2014).
15. A. V. Stier, K. M. McCready, B. T. Jonker, J. Kono, and S. A. Crooker, Nature Comm. 7, 10643 (2016).
16. D. Jérome, T. M. Rice, and W. Kohn, Phys. Rev. 158, 462 (1967).
17. L. V. Keldysh and A. N. Kozlov, Sov. Phys. JETP 27, 521 (1968).
18. L. V. Keldysh and Y. V. Kopaev, Sov. Phys. Solid State, USSR 6, 2219 (1965).
19. J. D. Cloizeaux, Journal of Physics and Chemistry of Solids 26, 259 (1965).
20. B. Bucher, P. Steiner, and P. Wachter, Phys. Rev. Lett. 67, 2717 (1991).
21. H. Cercellier, C. Monney, F. Clerc, C. Battaglia, L. Despont, M. G. Garnier, H. Beck, P. Aebi, L. Patthey, H. Berger, and L. Forró, Phys. Rev. Lett. 99, 146403 (2007).
22. Y. Wakisaka, T. Sudayama, K. Takubo, T. Mizokawa, M. Arita, H. Namatame, M. Taniguchi, N. Katayama, M. Nohara, and H. Takagi, Phys. Rev. Lett. 103, 026402 (2009).
23. Y. F. Lu, H. Kono, T. I. Larkin, A. W. Rost, T. Takayama, A. V. Boris, B. Keimer, and H. Takagi, Nature Comm. 8, 14408 (2017).
24. S. Mor, M. Herzog, D. Goleţ, P. Werner, M. Eckstein, N. Katayama, M. Nohara, H. Takagi, T. Mizokawa, C. Monney, and J. Stähler, Phys. Rev. Lett. 119, 086401 (2017).
25. L. Du, X. Li, W. Lou, G. Sullivan, K. Chang, J. Kono, and R.-R. Du, Nature Comm. 8, 1971 (2017).
26. M. N. Brunetti, O. L. Berman, and R. Y. Kezherashvili, Physics Letters A 383, 482 (2019).
27. Z. Jiang, Y. Li, S. Zhang, and W. Duan, Phys. Rev. B 98, 081408(R) (2018).
28. P. Cudazzo, I. V. Tokatly, and A. Rubio, Phys. Rev. B 84, 085406 (2011).
29. T. C. Berkelbach, M. S. Hybertsen, and D. R. Reichman, Phys. Rev. B 88, 045318 (2013).
30. Y. I. Granovskii, Physics Uspekhi 47, 523 (2004).
31. A. V. Shytov, M. I. Katsnelson, and L. S. Levitov, Phys. Rev. Lett. 99, 246802 (2007).
32. L. D. Shvartsman, D. A. Romanov, and J. E. Golub, Phys. Rev. A 50, R1969 (1994).
33. L. D. Shvartsman and D. A. Romanov, Phys. Rev. A 91, 022126 (2015).
34. M. O. Goerbig, G. Montambaux, and F. Piéchn, EPL (Europhysics Letters) 105, 57005 (2014).
35. M. Trushin, M. O. Goerbig, and W. Belzig, Phys. Rev. Lett. 120, 187401 (2018).
36. N. S. Rytova, in Moscow University Physics Bulletin (arXiv:1806.00976), Vol. 3 (2019) p. 30.
37. L. V. Keldysh, Soviet Journal of Experimental and Theoretical Physics Letters 29, 658 (1979).
38. G. Berghäuser and E. Malic, Phys. Rev. B 89, 125309 (2014).
39. A. S. Rodin, A. Carvalho, and A. H. Castro Neto, Phys. Rev. B 90, 075429 (2014).
40. S. Latini, T. Olsen, and K. S. Thygesen, Phys. Rev. B 92, 245123 (2015).
41. P. Cudazzo, L. Sponza, C. Giorgetti, L. Reining, F. Sottile, and M. Gatti, Phys. Rev. Lett. 116, 066803 (2016).
42. L. V. Keldysh, physica status solidi (a) 164, 5 (1997).
43. M. J. Wei, W. J. Lu, R. C. Xiao, H. Y. Lv, P. Tong, W. H. Song, and Y. P. Sun, Phys. Rev. B 96, 165404 (2017).
44. B. Singh, C.-H. Hsu, W.-F. Tsai, V. M. Pereira, and H. Lin, Phys. Rev. B 95, 245136 (2017).
45. C. Chen, B. Singh, H. Lin, and V. M. Pereira, Phys. Rev. Lett. 121, 226602 (2018).
46. S. Tang, C. Zhang, D. Wong, Z. Pedramrazi, H.-Z. Tsai, C. Jia, B. Moritz, M. Claassen, H. Ryu, S. Kahn, et al., Nature Physics 13, 683 (2017).
47. X. Qian, J. Liu, L. Fu, and J. Li, Science 346, 1344 (2014).
48. C.-H. Park and S. G. Louie, Nano Lett. 10, 426 (2010).
49. L. Ju, L. Wang, T. Cao, T. Taniguchi, K. Watanabe, S. G. Louie, F. Rana, J. Park, J. Hone, F. Wang, et al., Science 358, 907 (2017).
50. D. V. Rybkovskiy, A. V. Osadchy, and E. D. Obraztsova, Phys. Rev. B 90, 235302 (2014).
51. Y. Ma, Y. Dai, M. Guo, L. Yu, and B. Huang, Phys. Chem. Chem. Phys. 15, 7098 (2013).
52. A. Budweg, D. Yadav, A. Grupp, A. Leitenstorfer, M. Trushin, F. Pauly, and D. Brida, in CLEO: QELS Fundamental Science (Optical Society of America, 2018) pp. FTh1F–6.
53. V. Zolyomi, N. D. Drummond, and V. I. Falko, Phys. Rev. B 87, 195403 (2013).