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Abstract

The Poincaré problem is a model of two-dimensional internal waves in stable-stratified fluid. The chess billiard flow, a variation of a typical billiard flow, drives the formation behind and describes the evolution of these internal waves, and its trajectories can be represented as rotations around the boundary of a given domain. I find that for sufficiently irrational rotation in the square, or when the rotation number $r(\lambda)$ is Diophantine, the regularity of the solution $u(t)$ of the evolution problem correlates directly to the regularity of the forcing function $f(x)$. Additionally, I show that when $f$ is smooth, then $u$ is also smooth. These results extend studies that have examined singularity points, or the lack of regularity, in rational rotations of the chess billiard flow. I also present numerical simulations in various geometries that analyze plateau formation and fractal dimension in $r(\lambda)$ and conjecture an extension of my results. My results can be applied in modeling two dimensional oceanic waves, and they also relate the classical quantum correspondence to fluid study.
1. Introduction

Internal waves are important to the study of oceanography and to the theory of rotating fluids. The waves describe how an originally unmoving fluid can move and evolve under perturbation by periodic forcing function. This project studies the behavior of a particular two-dimensional model for these internal waves, called the Poincaré problem, which forms patterns called billiard flows.

Billiard flows are a type of mapping that maps points on a boundary of a given shape to another point on that boundary, with some sort of reflection or bouncing step. For example, the most familiar billiard flow is the pool billiard mapping in a game of pool, in which the ball is bounced off one side of the table and follows a reflective trajectory in which the angle of incidence equals the angle of exit.

This project considers a variation of that billiard flow, called the chess billiard map. Rather than preserving the angles of reflection, this map instead preserves the slopes of the trajectories. Each mapping \( b \) consists of traveling first on a line of slope \( \rho \), and then bouncing off the boundary at a slope of \(-\rho\). This can be visualized in Figure 1 from Dyatlov et al. [1], where the mapping starts at \( x \), travels on the blue line of some slope \( \rho \), then bounces off the side and travels on the red line of slope \(-\rho\), to \( b(x) \).

\[ \text{Figure 1. Depiction of a series of chess billiard mappings on a trapezoid, traveling across the parallel red and blue lines, from } x \text{ to } b(x) \text{ to } b^2(x) \text{ and so on, from Dyatlov et al. [1].} \]
The figure shows the mapping from $x$ to $b(x)$ to $b^2(x)$, and so on, recursively traveling on the blue and red lines. Each mapping consists of two movements: one blue line, then one red line.

Another way to describe the chess billiard map is as a rotation of points along the boundary. Figure 2A shows one mapping on the square, from $x$ to $b(x)$. Essentially, $x$ is rotated counterclockwise to $b(x)$, following the arrow in the figure. Figure 2B further depicts this, where $b(x)$ is mapped, essentially rotated, to $b^2(x)$ following the arrow. This rotation allows us to more easily understand how the chess billiard map maps points.
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(A) Mapping from $x$ to $b(x)$. (B) Mapping from $b(x)$ to $x = b^2(x)$.

**Figure 2.** A depiction of how the chess billiard map can be viewed as a rotation of points along the boundary.

This rotation is quantified using the *rotation number* $r$, which can be thought of as the average rotation per mapping over time. For example, in Figure 2B, since it takes two mappings of $b$ to complete a full rotation (as $x = b^2(x)$), then, on average, each mapping travels $1/2$ of the boundary. Hence, the rotation number is $r = \frac{1}{2}$.

This introduces the concepts of rational and irrational rotation, which correspond directly to the rationality or irrationality of $r$. When $r$ is rational, as in Figure 2, a period trajectory forms — the same lines are traveled along again and again. However, in an irrational rotation (i.e. $r$ is irrational), a point can never be mapped to itself again in some integer number of rotations, so there is no periodic trajectory. The chess billiard flow has been previously studied in depth for rational rotation, and this project studies irrational rotation.
This study uses the wave problem known as the Poincaré problem (see Equation (3) in Section 2), which is a two-dimensional model that describes how an originally unmoving stable-stratified fluid can move and evolve with perturbation from the forcing function. Specifically, the solution $u$ describes the behavior of the waves formed, which follows the chess billiard mappings. The direct connection between the Poincaré problem and the chess billiard flow has been shown and verified mathematically and experimentally [2, 3]; it is discussed further in Section 2.3.

I examine the differentiability of $u$ for different types of trajectories of the billiard flow. Previously, Dyatlov et al. [1] showed that when $r$ is rational (i.e. it is a periodic trajectory), then $u$ is not smooth (i.e. $u$ is not highly differentiable). This is because singularity points (points where the derivative does not exist) form along the trajectory of the billiard flow. For example, in the illustrations in Figure 3, distinct lines representing the movement of the waves form in the shape of parallelograms in the rational rotation example in Figure 3A. This shows that $u$ is not differentiable (specifically, when moving across one of the lines) and supports that $u$ is not smooth in rational rotation. I instead investigated differentiation in cases of irrational rotation, in which case we do not expect the formation of singularities (since no obvious trajectory exists), and instead expect the waves to eventually smooth out. For example, in the near-irrational rotation in Figure 3B the solution appears much smoother.
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(A) An illustration of rational rotation with singularity points.  
(B) An illustration of nearly irrational rotation, which appears smooth.

**Figure 3.** Illustrations of rational vs. irrational rotations, from Dyatlov et al. [1].

I show that sufficiently irrational (more specifically, "Diophantine," in Definition 2.1), rotation results in highly differentiable and smooth solutions $u$, as our main result. The paper is organized as follows: Section 2 establishes the necessary definitions and prove
supporting lemmas. In Section 3, I present the proof of the main result. Finally, in Section 4, I present numerical simulations and conjecture an extension of the result.

2. Preliminaries

2.1. The Chess Billiard Map and Rotation in the Square. The chess billiard mapping can be more formally described, following Dyatlov et al [1]. Given a domain Ω and its boundary ∂Ω, the slopes can be written in terms of λ, as ρ = \frac{\sqrt{1 - \lambda^2}}{\lambda} and \rho' = -\frac{\sqrt{1 - \lambda^2}}{\lambda}, following Dyatlov et al [1]. Then, the two lines through \((p_1, p_2)\) with those slopes are written as

\[ y - p_2 = \pm \frac{\sqrt{1 - \lambda^2}}{\lambda} (x - p_1), \]

for a given point \(p = (p_1, p_2) \in \partial\Omega\), and \(\lambda \in (0, 1)\). In Figure 1, the series of parallel blue lines represent one of the set of lines with slope \(\frac{\sqrt{1 - \lambda^2}}{\lambda}\), and the red lines represent the other set of parallel lines, with the negative slope \(-\frac{\sqrt{1 - \lambda^2}}{\lambda}\).

The first step of the chess billiard map is to take \(p\) to the unique other point of intersection between \(\partial\Omega\) and the line \(y - p_2 = \frac{\sqrt{1 - \lambda^2}}{\lambda} (x - p_1)\), essentially traveling from \(p\) along a blue line. Call this point \(p'\). The next step in the map is to take \(p'\) to the unique other point of intersection between \(\partial\Omega\) and the line \(y - p'_2 = -\frac{\sqrt{1 - \lambda^2}}{\lambda} (x - p'_1)\), essentially traveling from \(p'\) along a red line. Then, \(p\) ends up at \(b(p, \lambda)\), completing one mapping.

Next, let us more formally describe the rotation number and how to compute it. To calculate the fraction rotated around the boundary, I can measure how much distance is traveled along the boundary for a given rotation. For example, in Figure 2, we see both of the mappings travel \(1/2\) of the distance of the boundary; hence, the rotation number \(r = 1/2\). I keep summing the fractional distance around \(\partial\Omega\) for a total of \(k\) mappings, and divide the sum by \(k\) to get an average. The rotation number is this average as \(k\) grows very large, and is written as

\[ r(p, \lambda) = \lim_{k \to \infty} \frac{d_k}{k}, \quad (1) \]

where \(d_k\) is the distance traveled in \(k\) iterations of the map, \(p\) is the original starting point on \(\partial\Omega\), and \(\lambda\) is the term given to \(b(p, \lambda)\).

We have the following proposition from Brin and Stuck [4] about the rotation number.
Proposition 2.1. The limit used to define the rotation number (Equation (1)) exists and is independent of the starting point \( p \) and the parameterization of the distance.

Hence, it is possible to write the rotation number only in terms of \( \lambda \), as \( r(\lambda) \). From here, I found an explicit form of \( r(\lambda) \) of the chess billiard map in the square.

Proposition 2.2. The rotation number \( r(\lambda) \) of the chess billiard flow in a square is given by

\[
\frac{\lambda}{\sqrt{1 - \lambda^2} + \lambda}.
\]

Proof. Call the square that \( b \) acts on as \( \Omega \). For the sake of simplicity, let the side length of \( \Omega \) be \( 1/4 \). This way, the perimeter is 1, so the distance traveled is equivalent to the fractional distance traveled.

To measure the distance traveled, I reflect \( \Omega \) repeatedly over its right edge, as shown by Figure 4. We see that this extends all of the lines in the chess billiard map. By transforming \( \Omega \) to an infinite domain, which we call \( S \), where points do not intersect with themselves, it is much simpler to measure distance (essentially distinguishing between displacement and distance).

After these reflections, we see that lines switch direction only by hitting either the top or bottom boundary of \( S \). I measure the distance traveled in each mapping by traveling along each \( \frac{1}{4} \times \frac{1}{4} \) square in \( S \), as shown by the highlighted red path in Figure 5. This figure shows how the distances we trace for one mapping of \( b \) in \( \Omega \) and in the reflections of \( S \) are equal. Instead of wrapping around itself in \( \Omega \), in \( S \), the distance is measured by moving from bottom edge to top edge after each square.
Figure 5. The total distances traveled in one mapping of \( b(\lambda) \), highlighted in red, are equal in \( \Omega \) and in \( S \).

Hence, the total distance can be found by summing the horizontal and vertical distance. I chose the starting point to be the lower-left corner (as the starting point is independent of \( r(\lambda) \)). Starting from that corner, let the number of times the trajectory reaches the upper or lower boundary (i.e. how many times the line switches direction from up to down) be \( k \).

To simplify calculations, because the slope of the lines are \( \pm \sqrt{1 - \lambda^2} \) (given in the definition of the chess billiard map), we can write the slopes as \( \pm \rho = \pm \frac{\sqrt{1 - \lambda^2}}{\lambda} \) for now.

Because the magnitude of the lines is \( \rho \), the \( k \) switches move horizontally across a total of \( \left\lfloor \frac{k}{\rho} \right\rfloor \) of the \( \frac{1}{4} \times \frac{1}{4} \) squares. The squares have side length \( \frac{1}{4} \), so the horizontal distance traveled is \( \frac{k}{4\rho} \), and the vertical distance traveled is \( \frac{1}{4} \left\lfloor \frac{k}{\rho} \right\rfloor \).

I count the total number of mappings of \( b(\lambda) \) applied by counting how many times the lines hit a side of any of the \( \frac{1}{4} \times \frac{1}{4} \) squares (each mapping \( b(\lambda) \) consists of two of these bounces). Note that the top and bottom edges are hit a total of \( k \) times. Using the same reasoning used to count how many squares were crossed horizontally, I find that the number of left or right edges crossed is \( \left\lfloor \frac{k}{\rho} \right\rfloor \). Each of the mappings \( b \) require two bounces, so the total number of mappings is

\[
\frac{\left\lfloor \frac{k}{\rho} \right\rfloor + k}{2}.
\]

To calculate the rotation number, I took the limit \( r(\lambda) = \lim_{k_t \to \infty} \frac{d_t}{k_t} \), where \( d_t \) is the distance traveled in \( k_t \) iterations.
Hence, this limit is

\[
r(\lambda) = \lim_{k \to \infty} \frac{k}{4 \rho + 1} \frac{1}{\rho} = \lim_{k \to \infty} \frac{k}{2 \rho + \frac{1}{2} \frac{k}{\rho}} = \lim_{k \to \infty} \frac{k}{2 \rho + \frac{1}{2} \frac{\rho}{k}} = \lim_{k \to \infty} \frac{k}{k + k \rho} = \frac{1}{1 + \rho}.
\]

And because \( \rho = \sqrt{\frac{1 - \lambda^2}{\lambda}} \), we can substitute this in to conclude that

\[
r(\lambda) = \frac{\lambda}{\sqrt{1 - \lambda^2} + \lambda}.
\]

\[\square\]

2.2. Irrational Rotation of the Map. Here, we define the Diophantine irrational as our measure of sufficiently irrational rotation in the chess billiard map. Recall that the rotation is irrational when \( r(\lambda) \) is irrational.

**Definition 2.1.** Let \( r \) be an irrational number. We call \( r \) \( \beta \)-Diophantine if for all rationals \( p/q \), with \( q \in \mathbb{Z}^+ \), there exist some constants \( \beta \) and \( C > 0 \), for which \( r \) satisfies the inequality

\[
\left| r - \frac{p}{q} \right| \geq \frac{C}{q^{2+\beta}}.
\]

Loosely, \( r \) being Diophantine means that it is far from all rational numbers. The set of \( \beta \)-Diophantine irrationals for a given \( \beta \) is also positively dense (i.e. has full measure) \([5]\), which loosely means that most numbers are Diophantine. Alternatively speaking, if a number in \( \mathbb{R} \) is chosen at random, it is a Diophantine irrational; so, this definition covers essentially all numbers.

2.3. The Wave Equation. I studied the chess billiard map and rotation in the context of the Poincaré problem, which is an equation modeling wave evolution. It is given by

\[
(\partial_t^2 \Delta + \partial_{x_2}^2)u = f(x) \cos \lambda t, \quad u|_{t=0} = \partial_t u|_{t=0} = 0, \quad u|_{\partialOmega} = 0,
\]

where \( \Delta = \partial_{x_1}^2 + \partial_{x_2}^2 \), \( \Omega \) is a smooth convex domain in \( \mathbb{R}^2 \) and \( \partial \Omega \) is its boundary, \( f(x) \) is some forcing function in \( C(\Omega) \), and \( \lambda \in (0, 1) \) is the frequency of the periodic forcing given by \( \cos (\lambda t) \). We call “\( u \)” the solution to the Poincaré problem, and it describes the behavior
of the waves; more specifically, it is known as the "stream function" and maps the fluid’s velocity in two dimensions.

This equation is directly correlated with the chess billiard flow. We can establish this relationship by observing resolvents of the differential operator of the equation near the resonant frequency of \( \lambda \). This has also been confirmed with experiments that show the waves evolve onto linear paths and trajectories and form the chess billiard flow \([2]\), where the slopes in \( b \) (i.e., \( \frac{\lambda}{\sqrt{1-\lambda^2}} \)) are determined by the \( \lambda \) in the \( \cos(\lambda t) \) forcing term \([6]\). The function \( u \) is what we represent by the chess billiard flow in the fluid, and it is what I show is highly differentiable and smooth.

In order to study this smoothness, I used the geometric properties of the chess billiard flow; most importantly, the rotation number. By looking at irrational rotation (i.e. irrational \( r(\lambda) \)) in the chess billiard flow, we can better understand when \( u \) will be smooth or unsmooth.

2.4. Differentiability and Smoothness. We say that a function \( u \) is smooth when it is infinitely differentiable. To describe a function’s differentiability (i.e. regularity), we use the notation \( C^q \), which means that the function is differentiable \( q \) times. A smooth function is in \( C^\infty \). From here, we will define the Sobolev spaces, which gives us a metric that allows us to quantify what the maximum \( q \) in \( C^q \) is for a given function.

**Definition 2.2.** Let \( \Omega = [0, 1] \times [0, 1] \). We define \( L^2(\Omega) \) as

\[
L^2(\Omega) = \{ f \text{ measurable} : \int |f|^2 < \infty \}.
\]

From here, we define the Sobolev spaces \( H^s \).

**Definition 2.3.** The Sobolev space \( H^s(\Omega) \) is defined as

\[
H^s(\Omega) = \{ f \in L^2 : \sum_{k=-\infty}^{\infty} (1 + k_1^2 + k_2^2)^s |\hat{f}(k_1, k_2)|^2 < \infty \},
\]

where \( \hat{f}(k_1, k_2) \) are the Fourier coefficients of \( f \) (see Section 3.1).

To connect the Sobolev spaces to a function’s regularity, we state the following proposition from Friedlander et al. \([7]\).

**Proposition 2.3.** If a function \( g \) is in \( H^s \), then it is also in \( C^{s-1} \).

Finally, with this setup, we can proceed to the proof of our main result.
3. Proof of Main Result

The main result I prove in this section regards the smoothness of the solution \( u \) of the Poincaré problem in the square for different values of \( \lambda \). I show that the regularity (i.e. differentiability) of \( u \) relates directly to the regularity of the forcing function \( f \), and that \( u \) is highly regular or smooth for sufficiently irrational \( r(\lambda) \) and a fixed \( f \). More formally, I show the following theorem.

**Theorem 3.1.** Given a forcing function \( f(x) \in C^s[0,1] \times [0,1] \) and a \( \beta \)-Diophantine rotation number \( r(\lambda) \) for some \( \beta \) and \( C > 0 \), the solution \( u(t) \) of the Poincaré problem in the square is in \( C^{s-1-\beta} \).

We build up to the proof in the next subsections. In [Subsection 3.1](#) I establish the norms for the Fourier series, and explicitly calculate the Fourier coefficients of \( u \). In [Subsection 3.2](#) I establish the irrational condition on \( r(\lambda) \) and find an upper bound for the Fourier coefficients of \( u \). Finally, in [Subsection 3.3](#) I use the Sobolev space definition and propositions to relate the smoothness of \( f \) to \( u \).

3.1. Solving for the Fourier coefficients of \( u \). Recall that the Fourier coefficients of a periodic function \( f(x) \) where \( x = (x_1, x_2) \in [0,1] \times [0,1] \) are

\[
\hat{f}(k_1, k_2) = \int_0^1 \int_0^1 f(x_1, x_2) e^{-2\pi i (x_1 k_1 + x_2 k_2)} dx_1 dx_2,
\]

for \( k_1, k_2 \in \mathbb{Z} \).

I use these coefficients to write the Fourier Series of \( f \), which decomposes \( f \) into periodic functions of smaller amplitudes, and is useful in differentiation and determining differentiability. We can decompose \( f \) as

\[
f(x_1, x_2) = \sum_{k_1 = -\infty}^{\infty} \sum_{k_2 = -\infty}^{\infty} \hat{f}(k_1, k_2) e^{2\pi i (x_1 k_1 + x_2 k_2)},
\]

where \( \hat{f} \) are the Fourier coefficients.

To compute the Fourier coefficients of \( u \), I first formally take a Fourier transform of both sides of the Poincaré problem, restated below:

\[
(\partial^2_t + \partial^2_{x_2}) u = f(x) \cos \lambda t, \quad u|_{t=0} = \partial_t u|_{t=0} = 0, \quad u|_{\partial \Omega} = 0,
\]

where \( \Delta = \partial^2_{x_1} + \partial^2_{x_2} \).
I use the following proposition, which follows from the one variable case presented in Beals [8], to take the Fourier transform of the derivative of a function.

**Proposition 3.2.** For a continuous periodic function $f$ on $(x_1, x_2) \in [0, 1] \times [0, 1]$ with a continuous derivative $f'$, we have

$$\frac{\partial}{\partial x_1} f = -2\pi ik_1 \hat{f}(x_1, x_2) \quad \text{and} \quad \frac{\partial}{\partial x_2} f = -2\pi ik_2 \hat{f}(x_1, x_2).$$

This can be used on Equation (3). Firstly, using Proposition 3.2, it follows that

$$\frac{\partial}{\partial x_1} u = \frac{\hat{u}}{2\pi i}$$

and

$$\frac{\partial}{\partial x_2} u = \frac{\hat{u}}{2\pi i}.$$ 

Taking the Fourier transform of both sides of Equation (3) in $x$, the right hand side simply is $\hat{f}(x) \cos \lambda t$ (because $\cos \lambda t$ is not a function of $x$).

On the left hand side, I have

$$(\partial_t^2 (k_1^2 + k_2^2) + k_2^2) \cdot (-4\pi^2) \hat{u},$$

and by factoring out all instances of $-4\pi^2$, I conclude that $u$ is a solution to

$$-4\pi^2 (\partial_t^2 (k_1^2 + k_2^2) + k_2^2) \hat{u} = \hat{f}(k_1, k_2) \cos \lambda t. \quad (4)$$

Now, Equation (4) can be solved as an ordinary differential equation, which was completed did with Wolfram Alpha. Given the initial conditions presented in Equation (3), I solved $\hat{u}(t, k_1, k_2)$ explicitly as a function of $t$ for each $k_1, k_2 \in \mathbb{Z}_{\neq 0}$, as

$$\hat{u}(t, k_1, k_2) = \hat{f}(k_1, k_2) \cos \lambda t \cdot \frac{4\pi^2 (-k_2^2 + k_2^2 \lambda^2 + k_2^2 \lambda^2)}{4\pi^2 (-k_2^2 + k_2^2 \lambda^2 + k_2^2 \lambda^2)}. \quad (5)$$

Now that the Fourier coefficients are solved, I can explicitly find an upper bound for them.

### 3.2. Bounding the Fourier coefficients.

Now, I bound the Fourier coefficients of $u$ to show that the coefficients $\hat{u}(k)$ decay rapidly for large $k$, which suggests that $u$ would be smooth.

In this subsection, I prove the following proposition bounding $\hat{u}$ in terms of $\hat{f}$ and $\lambda$.

**Proposition 3.3.** When $r(\lambda)$ is $\beta$-Diophantine for some $C$ and $\beta > 0$, we have

$$|\hat{u}(t, k)| < |\hat{f}(x)| \cdot C \cdot \left(\sqrt{1 + k_1^2 + k_2^2}\right)^{1+\beta}.$$
To establish this upper bound, I first prove an auxiliary lemma.

**Lemma 3.4.** If \( k_1, k_2 \in \mathbb{Z}_{\neq 0} \) and \( r(\lambda) \) is \( \beta \)-Diophantine for some \( \beta, C > 0 \), then
\[
\left| \frac{1}{-k_2^2 + k_1^2 \lambda^2 + k_2^2 \lambda^2} \right| < C \left( \sqrt{1 + k_1^2 + k_2^2} \right)^{1+\beta}.
\]

**Proof.** First, I write
\[
\left| \frac{1}{-k_2^2 + k_1^2 \lambda^2 + k_2^2 \lambda^2} \right| = \left| \frac{1}{k_1^2 \lambda^2 - k_2^2 (1 - \lambda^2)} \right| = \left| \frac{1}{|k_1| \lambda - |k_2| \sqrt{1 - \lambda^2}} \right| \cdot \left| \frac{1}{|k_1| \lambda + |k_2| \sqrt{1 - \lambda^2}} \right|.
\]

Substituting \( r(\lambda) = \frac{\lambda}{\sqrt{1 - \lambda^2} + \lambda} \) and \( p/q = k_2/(k_1 + k_2) \) into Equation (2), the equation defining \( \beta \)-Diophantine irrationals, I have
\[
\left| \frac{\lambda}{\sqrt{1 - \lambda^2} + \lambda} - \frac{|k_2|}{|k_1| + |k_2|} \right| > C \left| \frac{1}{|k_1| + |k_2|} \right|^{2+\beta} = C \left( \frac{1}{|k_1| + |k_2|} \right)^{2+\beta},
\]
where \( C \) is independent of \( k_1 \) and \( k_2 \). Also, \( C \) may vary throughout the proof, but always remains independent of \( k_1 \) and \( k_2 \).

Putting the fractions under a common denominator, I write
\[
\left| \frac{\lambda}{\sqrt{1 - \lambda^2} + \lambda} - \frac{|k_2|}{|k_1| + |k_2|} \right| = \left| \frac{|k_1| \lambda + |k_2| \lambda - |k_2| \sqrt{1 - \lambda^2} - |k_2| \lambda}{(|k_1| + |k_2|)(\sqrt{1 - \lambda^2} + \lambda)} \right|
\]
\[
\quad = \left| \frac{|k_1| \lambda - |k_2| \sqrt{1 - \lambda^2}}{(|k_1| + |k_2|)(\sqrt{1 - \lambda^2} + \lambda)} \right| > C \left( \frac{1}{|k_1| + |k_2|} \right)^{2+\beta}.
\]

Simplifying, I have
\[
\left| \frac{|k_1| \lambda - |k_2| \sqrt{1 - \lambda^2}}{\sqrt{1 - \lambda^2} + \lambda} \right| > C \left( \frac{1}{|k_1| + |k_2|} \right)^{1+\beta}.
\]

Therefore,
\[
\left| \frac{\sqrt{1 - \lambda^2} + \lambda}{|k_1| \lambda - |k_2| \sqrt{1 - \lambda^2}} \right| < \frac{1}{C (|k_1| + |k_2|)^{1+\beta}}.
\]

Furthermore, because \( 0 \leq \lambda \leq 1 \), and \((\lambda + \sqrt{1 - \lambda^2})^2 = \lambda^2 + 1 - \lambda^2 + 2\lambda \sqrt{1 - \lambda^2} = 1 + 2\lambda \sqrt{1 - \lambda^2} \geq 1\), then I know that \( \lambda + \sqrt{1 - \lambda^2} \geq 1 \). Hence, I conclude that
\[
\left| \frac{1}{|k_1| \lambda - |k_2| \sqrt{1 - \lambda^2}} \right| < \frac{1}{C (|k_1| + |k_2|)^{1+\beta}}.
\]

Next, because \( |k_1| \) and \( |k_2| \) are integers \( \geq 1 \), I know
\[ |k_1| \lambda + |k_2| \sqrt{1 - \lambda^2} \geq \lambda + \sqrt{1 - \lambda^2} \geq 1, \]

and
\[ \left| \frac{1}{|k_1| \lambda + |k_2| \sqrt{1 - \lambda^2}} \right| \leq 1. \]

I now have
\[ \left| \frac{1}{|k_1| \lambda - |k_2| \sqrt{1 - \lambda^2}} \right| \cdot \left| \frac{1}{|k_1| \lambda + |k_2| \sqrt{1 - \lambda^2}} \right| < \frac{1}{C} (|k_1| + |k_2|)^{1+\beta} \cdot 1 = \frac{1}{C} (|k_1| + |k_2|)^{1+\beta}, \]

and therefore,
\[ \left| \frac{1}{-k_2^2 + k_1^2 \lambda^2 + k_2^2 \lambda^2} \right| < \frac{1}{C} (|k_1| + |k_2|)^{1+\beta}. \]

We know that \((|k_1| + |k_2|)\) is equivalent to the \(L^1\)-norm, and that \(\sqrt{k^2_1 + k^2_2}\) is the \(L^2\) norm, so there is a \(C > 0\) such that
\[ \frac{1}{C} (|k_1| + |k_2|) \leq \sqrt{k^2_1 + k^2_2} \leq C (|k_1| + |k_2|). \]

Hence, I have the inequality
\[ \left| \frac{1}{-k_2^2 + k_1^2 \lambda^2 + k_2^2 \lambda^2} \right| < \frac{1}{C} (|k_1| + |k_2|)^{1+\beta} \leq C \left( \sqrt{k^2_1 + k^2_2} \right)^{1+\beta} < C \left( \sqrt{1 + k^2_1 + k^2_2} \right)^{1+\beta}, \]
as desired. \(\square\)

I use this to complete the proof of Proposition 3.3.

Proof of Proposition 3.3. From Equation (5), we know
\[ \hat{u}(t, k_1, k_2) = \frac{\hat{f}(x) \cos \lambda t}{4\pi^2(-k_2^2 + k_1^2 \lambda^2 + k_2^2 \lambda^2)}, \]

and can write
\[
\left| \frac{\hat{f}(x) \cos \lambda t}{4\pi^2(-k_2^2 + k_1^2 \lambda^2 + k_2^2 \lambda^2)} \right| \leq \left| \frac{\hat{f}(x)}{4\pi^2(-k_2^2 + k_1^2 \lambda^2 + k_2^2 \lambda^2)} \right| \\
= \left| \frac{\hat{f}(x)}{4\pi^2} \cdot \frac{1}{-k_2^2 + k_1^2 \lambda^2 + k_2^2 \lambda^2} \right| \\
< |\hat{f}(x)| \cdot C \left( \sqrt{1 + k^2_1 + k^2_2} \right)^{1+\beta}. \]
\(\square\)
3.3. Differentiability of $u$. Now I use these bounds on $\hat{u}$ and substitute them into the Sobolev space definitions (Definition 2.3).

Lemma 3.5. If $f \in H^s$, then $u \in H^{s-1-\beta}$.

Proof. Because $f \in H^s$,
\[
\sum_{k_1,k_2=-\infty}^{\infty} (1 + k_1^2 + k_2^2)^{2s} |\hat{f}(k_1,k_2)|^2 < \infty.
\]
Using Proposition 3.3, I have
\[
\sum_{k_1,k_2=-\infty}^{\infty} (1 + k_1^2 + k_2^2)^{2(s-1-\beta)} |\hat{u}(k_1,k_2)|^2
\]
\[
< \sum_{k_1,k_2=-\infty}^{\infty} (1 + k_1^2 + k_2^2)^{2(s-1-\beta)} \cdot |(1 + k_1^2 + k_2^2)^{2(1+\beta)} \cdot \hat{f}(k_1,k_2)|^2
\]
\[
= \sum_{k_1,k_2=-\infty}^{\infty} (1 + k_1^2 + k_2^2)^{2s} |\hat{f}(k_1,k_2)|^2 < \infty.
\]
Hence, we have
\[
\sum_{k_1,k_2=-\infty}^{\infty} (1 + k_1^2 + k_2^2)^{2(s-1-\beta)} |\hat{u}(k_1,k_2)|^2 < \infty,
\]
which means that $u \in H^{s-1-\beta}$.

Now I prove Theorem 3.1, our main result. 

Proof of Theorem 3.1. By Lemma 3.5, we have $u \in H^{s-1-\beta}$ when $f \in H^s$. Hence, by Proposition 2.3 we know that $u \in C^{s-2-\beta}$ and $f \in C^{s-1}$; or, equivalently, when $f \in C^s$, then $u \in C^{s-1-\beta}$, as desired.

This also allows me to show that $u$ is smooth given $f$ is smooth.

Corollary 1. If $f$ is smooth (i.e. $f \in C^\infty$), then $u$ is also smooth.

Proof. If $f$ is smooth, then $f \in H^s$ for all $s$. Then, $u \in H^{s-1-\beta}$ for all $s$, which implies that $u \in C^{s-2-\beta}$ for all $s$; so, $u$ is also smooth.

In this section, I directly related the regularity of $f$ to the regularity of $u$; more precisely, that when $f \in C^s$, then $u \in C^{s-1-\beta}$. I used Corollary 1 to extend this to smoothness in
general, concluding our main result regarding the regularity of solutions to the Poincaré problem in the square for sufficiently irrational rotation.

4. Numerical Simulations on $r$ and Future Directions

The natural extension of these results is to examine the behavior of $u$ and irrational rotation in shapes beyond the square. I conjecture that the smoothness result can be extended to other shapes.

**Conjecture 4.1.** Given a smooth forcing function $f(x)$ and a sufficiently irrational rotation number $r(\lambda)$, the solution $u(t)$ of the Poincaré problem, acting on any convex $\lambda$-simple domain (see Dyatlov et al. [1], Definition 1), is smooth.

Studying the chess billiard flow is more difficult in other shapes where rotation numbers cannot be explicitly calculated. To study them, I used numerical simulations of $r$. I calculated the value of $r(\lambda)$ by iteratively intersecting the boundary of the shape with lines of slope 
$$\pm \frac{\sqrt{1 - \lambda^2}}{\lambda},$$
to map the points $b^k(p)$. To estimate $r(\lambda)$ and distance traveled per rotation, I parameterized using angles. These calculations were performed on Wolfram Mathematica, Version 12.1.1.0.

Figure 6A shows the simulations plot of $r(\lambda)$ vs. $\lambda$ for a square, which we see aligns well with the plot of $\lambda$ vs. $\frac{\lambda}{\sqrt{1 - \lambda^2} + \lambda}$, shown in Figure 6B. These plots are smooth, which is not necessarily true for other geometries, as shown in the lower subplots of Figure 7.

![Figure 6. Simulated and expected plots of $r(\lambda)$ vs. $\lambda$ in a square.](image)
For the rotation number plots in Figure 7, I sampled $r(\lambda)$ for 10,000 equally-spaced values of $\lambda$. Here, we see there are plateaus, or flat segments, that form. Even with small adjustments from the square, such as a small angle of perturbation for the tilted square, plateaus form and the plots are no longer smooth.

![Plots](image)

(A) $r(\lambda)$ plot for a trapezoid  
(B) $r(\lambda)$ plot for a tilted square  
(C) $r(\lambda)$ plot for a rounded square

**Figure 7.** Numerical simulations for $r(\lambda)$ on various shapes, with visible plateaus.

One way to examine the formation of plateaus is through fractal similarity and dimension for $r(\lambda)$, described more formally in the next subsection.

4.1. **Devil’s Staircase Dimensional Analysis.** The Devil’s Staircase dimension is a measure of fractal dimension for plots with plateaus, and can be used to study dynamical systems. Jensen et al. [9] describe this value as calculated by approximating the Minkowski dimension on the set where there are no plateaus. The Minkowski dimension estimates a curve’s fractal similarity by counting the number of $\epsilon$ size tiles needed to cover points on the curve completely. More precisely, we define $S$ as the fraction of points on a plateau, and $1 - S$ as the fraction of points between plateaus, and $q(\epsilon)$ as the number of tiles of size $\epsilon$ encountered by the points between plateaus.
The length $N(\epsilon)$ covered by the tiles is

$$N(\epsilon) = \frac{1 - S}{q(\epsilon)},$$

and the Devil’s Staircase dimension is

$$D(\epsilon) = \frac{\log N(\epsilon)}{\log 1/q(\epsilon)}.$$  

We see that when a plot has no plateaus, then there are no gaps in the set and $N = 1/q$, and the dimension is 1. For plots with increasingly large and prevalent plateaus, we expect the dimension to decrease to 0.

I analyzed the dimension of the tilted square, for varying angles of tilt. We know that when the angle of tilt is 0, then it is a normal square, and the dimension should be 1. The plot in Figure 8 shows the change in dimension as the angle of tilt increases.

**Figure 8.** Devil’s Staircase dimension for $r(\lambda)$ at varying angles of tilt on a tilted square.

The dimension rapidly decreasing to 0 in the plot indicates that the rotation number plots, like in Figure 7, become very sparse for the increasingly perturbed square and demonstrates the difficulty of analyzing the tilted square, or non-standard shapes in general.

5. Conclusion

I showed that the solution $u$ to the Poincaré problem is smooth in the square for sufficiently irrational rotation, extending past results regarding rational rotation. I explicitly found the
rotation number of the chess billiard map in the square, and used its irrationality condition to bound the Fourier coefficients of $u$, ultimately concluding that $u$ retains almost all of the regularity of $f$, and that high regularity and smoothness of $f$ correspond to high regularity and smoothness of $u$.

Further study in this topic would include extending this result to more or all geometries; specifically, analyzing rapid decay of Fourier coefficients in irrational rotation for shapes beyond a square. I expect that in other boundaries with sufficiently irrational rotation, the Poincaré problem will also result in smooth solutions. For most other geometries, $r(\lambda)$ is difficult to formulate explicitly, and numerical simulations would play a useful role in future work in this direction.
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