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Abstract
This study aims to describe the effects of variability through data simulation to determine which aspect of variability that maximizes coefficient of Cronbach Alpha reliability. Cronbach Alpha is widely used for estimation of reliability, in recent still. This study served a conceptual and practical simulation for estimating the profound aspect of Cronbach Alpha coefficient relating to the variability of the data. This study carried out with data simulated using the rand between method by Microsoft Excel then simulate different categorical data responses to different range of items by manipulating sample size, range, number of items, variance and standard deviation. The results show that number of variance and standard deviation of data had the most profound aspect of Cronbach Alpha's reliability other than range. The increasing number on some aspect shows that standard deviation and variance has the stability to shows the positive correlation with the coefficient of Cronbach Alpha reliability other than range.
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1. INTRODUCTION AND PRELIMINARIES

Reliability is pertinent of an instrument to estimate consistently [25]. Mathematically, reliability interpreted as the ratio of the real score of variance to the total score of variance [16] [21]. Reliability is also described as an essential fountain of evidence when establishing the validity of the inferences one predicate on scores from measures and tests [30]. Nunnally [18] stated that the reliability of an instrument does not depend on its validity, but an instrument cannot be valid unless it is reliable. More studies on reliability are needed to make stronger conclusions, as the number of studies addressing this psychometric property was limited [17].

There are multiple definitions and types of reliability measurement (e.g., inter-rater, internal consistency, test-retest), and multiple ways to attain reliability coefficients or ratio (e.g., by using correlation or covariance matrices and via different estimation methods). The importance and complexities of the concept of reliability lead to repeatedly debates. It strays the interpretations and also on purposes of various types of reliability, on the favour and disadvantages of different reliability ratio, and on the methods for attaining them [2][21] [22].
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Reliability in measurement implies consistency and precision, lack of reliability implies inconsistency and imprecision, both of which equated with measurement error. In the context of testing, measurement error could be defined as any variation in scores that results from factors related to the measurement process that is unrelated to what measured. Reliability, then, is a quality of test scores that suggests they are sufficiently consistent and free from measurement error to be useful.

It is feasible to estimate the reliability of an instrument and define the meaning of Cronbach’s Alpha, the extensively used objective estimation of reliability. Cronbach’s alpha is also known as a measure of internal consistency used in the context of multi-item measurement instruments and has wider application than it was early in its development [3] [17] [20][7]. Reason to choose Cronbach Alpha reliability estimation is a topic related with it that has attracted particular attention in the psychometric literature is Cronbach’s Alpha [3], which remains the most widely and frequently used reliability indices [22] and used since the 1950s [17] [20]. Cronbach Alpha remains popular lately despite many misunderstanding, misinterpreted, misapply and even justification of not able to properly measure the reliability. [2] [5] [19][28].

Coefficient alpha [3] is undoubtedly one of the most essential and pervasive statistics in research involving test construction and use [2]. Amid the methods to measure internal consistency, Cronbach Alpha reliability has earned more attention than others, such as split-half reliability. Cortina reported that in a review of the Social Sciences Citations Index (SCCI) for the literature from 1966 to 1990, Cronbach’s 1951 article had been cited nearly 60 times every year in a total of 278 different journals that wrap a variety of research fields including not only psychology but also education, sociology, statistics, medicine, counselling, nursing, political science, and economics [2].

Cronbach [4] also revealed that the article of “Coefficient Alpha and The Internal Coefficient of Test” in 1951 had been cited roughly 325 times per year and had been mentioned no less than 5,590 times the Social Sciences Citation Index (SCCI) in recent years. In Google Scholar Index until 2019 December it has been cited for 42878 times. In the world of education, Taber [24] surveyed four leading educational journals (International Journal of Science Education, Journal of Research in Science Teaching, Research in Science Education, and Science Education) in 2015, that as many as 69 articles explicitly used Cronbach Alpha in his research.

In practice, the reliability of a test score must estimate from the data of a study. The estimation that is most frequently used to measure reliability in social science and behavioural is coefficient alpha [8] [9] [29]. Alpha requires a sole administration of a test only and its labelled as internal consistency reliability [19]. Alpha was proposed by Kuder and Richardson [14] to estimate dichotomous items. Jackson and Hoyt [12], Guttman [10] and Jackson [13] developed the general version of Alpha’s formula as an alternative for the split-half method. Cronbach [3] with his uniqueness proposed formula, famous known as Cronbach Alpha.

Here general formulas of reliability are shown in formula (1)

\[ \alpha = \frac{k}{k-1} \left(1 - \frac{\sum s_i^2}{s_k^2}\right) \]  

\textbf{Formula 1.1 General formulas of reliability}

Where \( \alpha \) is instrument reliability coefficient, \( k \) is the number of items, \( s_i^2 \) is the variance of individual item \( i \) where \( i = 1 \ldots k \), and \( s_k^2 \) is the variance for all items on the scale. This formula is often reported in reduced form as \( \alpha = (k^2 \bar{s}_{ij})/s_k^2 \) where \( \bar{s}_{ij} \) is the mean covariance between all pairs of items on the scale [25]. In other words, the higher the coefficient \( \alpha \), the item has the same covariance and can measure (same concept)[23]. It is the most general known
formula of Cronbach alpha although most researcher have difficulties interpreting it[11]. It also
assumes that all items have the same variance of 1.00. However, this assumption is rarely
encountered in practice[6].

The size of the reliability coefficient is directly related to the standard deviation of obtained
scores for any sample of subjects since the reliability coefficient is a correlation coefficient, as
shown in equation (1). Further, Nunnally [18] explained variance; the errors of measurement is
approximately independent of the standard deviation of obtained scores. In other words, the
standard deviation of measurement considered to be a fixed characteristic of any measure,
regardless of the sample of the subject under investigation. It should be clear that the reliability
coefficient will be larger in more variable samples.

One of major factor influenced the coefficient of reliability is the variability of data. This
variability means it is the extent to which the distribution of characteristics of the group that
sampled in calculating the reliability of measuring instruments. If the reliability testing carried out
in a homogeneous or similar group, the variance in the group would be very small, when the
reliability calculation performed on this measuring instrument – which done by calculating the
correlation – the coefficient to be obtained will also be very low [1].

Many studies reported the effect of variability but indirectly spoken as the primary cause. Such
as the report of the relationship between test length and reliability studied by Lord & Novick [15].
Cortina added dimensionality, inter-item correlation and number of items that determined
coefficient of Alpha by her simulation [2]. However, she noted that Alpha could be high despite
low item intercorrelations and multidimensionality; it means the multidimensional test does not
has a straightforward or unambiguous interpretation.

Urbina [27] stated that the coefficient alpha is heavily dependent on the amount of inter-item
variability within a test. It stands to reason that any lack of uniformity in the content of test items,
such as content heterogeneity, will lower these coefficients.

The second undesirable notion is that the length of the test does not affect the value of Alpha.
Alpha will increase by alteration the number of items if the average item covariance and variance
are kept constant. Since test scores usually have higher reliability in more parts, this attribute
makes sense. It may be that this property is usually not taken into consideration when the report
and interpretation of administering Alpha.

It is also insisted and often not realized that tests that subsist of a substantial number of items
have a relatively large alpha simply because of the number of items (items alteration) [2][25].
Another result which proving variability has a positive impact is the study from Lozano. He
altered with the number of option in a Likert scale which directly affected the coefficient of Alpha.
When he reduced the number of choices, then he was reducing the variability of the scale too, so
the reliability decrease.

2. METHODS

All of the theoretical above indicated that variability took the central role on the coefficient of
Cronbach Alpha reliability. In this paper, we provide a simulation for estimating Cronbach Alpha
reliability through changing different coefficients of variability to prove which variability aspect
would have a profound effect on Cronbach Alpha reliability. Cronbach Alpha reliability
chosen-rather than KR-20 or others- based on the theoretical reason above.

Thompson [26] stated that simulation is a quantitative method with the primary key is randomness,
and the approach uses an algorithm. The research was administrated by data
simulation with 20 different simulation groups. This study simulates different categorical data responses to different range of items by manipulating sample size, range, number of items, variance and standard deviation. Total data simulation administrated was 20 groups.

The primary purpose of this study is to (1) provide other Cronbach alpha reliability users, afterwards, can estimate well data’s variability to maintain Cronbach alpha’s reliability, (2) present an empirical example of effect variability on Cronbach Alpha’s coefficient, (3) and understand which aspect of variability has a most profound effect on Cronbach alpha’s coefficient. Commonly known variability of measures of statistical dispersion is the variance, standard deviation, and range.

3. MAIN RESULTS

In the first trial we set 200 persons to fill 25 items we maintain range as a dependent variable. The result described in Table 1.

Table 1. Estimating Alpha with different number of range

| Series Number | N of Respondents | N of Items | Range | Variance | Standard Deviation | α   | Mean |
|---------------|------------------|------------|-------|----------|--------------------|-----|------|
| 1             | 200              | 25         | 27.00 | 27.05    | 5.20               | 0.10| 69.54|
| 2             | 200              | 25         | 30.00 | 24.36    | 4.93               | 0.01| 74.29|
| 3             | 200              | 25         | 35.00 | 42.18    | 6.49               | 0.47| 80.13|
| 4             | 200              | 25         | 40.00 | 61.79    | 7.86               | 0.67| 81.10|
| 5             | 200              | 25         | 45.00 | 65.50    | 8.09               | 0.67| 80.42|
| 6             | 200              | 25         | 51.00 | 68.48    | 8.27               | 0.68| 79.83|
| 7             | 200              | 25         | 60.00 | 79.55    | 8.91               | 0.74| 80.83|
| 8             | 200              | 25         | 72.00 | 76.62    | 8.75               | 0.72| 80.93|
| 9             | 200              | 25         | 89.00 | 103.97   | 10.19              | 0.80| 80.57|
| 10            | 200              | 25         | 100.00| 108.52   | 10.41              | 0.81| 80.63|

From Table 1, we can see that the higher the value of the Range makes the value of reliability also rises. However, anomalies occur in the data range 27.00 and 30.00, even though both Range is 30.00. However, its value of the reliability is not as high as the range 27.00.

Anomalies also found in the data range 60.00 and 72.00. The reliability value of data with a range of 72.00 is not higher than data with a range of 60.00. Does this indicate that there is no positive correlation between the magnitude of range variability and reliability? Wait, we still have another element of variability, that is variance and standard deviation.

We can check that the first anomaly data, the range 30.00 has a variance value and the standard deviation is lower than the data that has a range of 27.00. Then what about the second anomaly, it turns out the same thing found in the second anomaly data. In the data which has a range of 60.00, it turns out to have a higher variance and standard deviation than data with a range of 72.00. Is it true that variances and standard deviations can better represent a positive correlation with the magnitude of reliability? Check at the second data trial as a result shows in Table 2.
In the second data trial, there were still 200 respondents with 25 points but the range value was equal to 60.00.

Table 2. Estimating Alpha with same number of range

| Number series | N of Respondents | N of Items | Range | Variance | Standard Deviation | α     | Mean  |
|---------------|------------------|------------|-------|----------|--------------------|-------|-------|
| 1             | 200              | 25         | 60.00 | 79.55    | 8.91               | 0.74  | 80.83 |
| 2             | 200              | 25         | 60.00 | 83.72    | 9.36               | 0.75  | 80.72 |
| 3             | 200              | 25         | 60.00 | 87.74    | 9.36               | 0.76  | 80.82 |
| 4             | 200              | 25         | 60.00 | 89.16    | 9.44               | 0.76  | 80.86 |
| 5             | 200              | 25         | 60.00 | 104.21   | 10.20              | 0.80  | 80.67 |
| 6             | 200              | 25         | 60.00 | 121.30   | 11.01              | 0.83  | 80.09 |
| 7             | 200              | 25         | 60.00 | 130.26   | 11.41              | 0.84  | 79.88 |
| 8             | 200              | 25         | 60.00 | 136.21   | 11.67              | 0.84  | 79.01 |
| 9             | 200              | 25         | 60.00 | 144.37   | 12.01              | 0.85  | 79.32 |
| 10            | 200              | 25         | 60.00 | 147.72   | 12.15              | 0.85  | 79.36 |

In the Table 2 above there is no anomalies of data, but what can we derived from it?

Experiment 1 shows that a higher number of the Range also has a positive correlation with the coefficient of Cronbach Alpha. Similar to what was stated by Nunnally [18] that the size of the data variability affects the alpha reliability coefficient. The greater the variability, the greater the coefficient of the alphabet. However, it turns out when there is an anomaly that there is a greater range that has a smaller Cronbach alpha reliability value than data with a smaller range. Is Nunnaly’s theory incorrect?

We retested with the same number of respondents and the same range to see whether the other variability also did not correlate positively with the reliability coefficient. Respondents are still 200 with the set of range at 60.00.

The results turned out to be under the opinion of Nunnally [18] that variability has a significant effect on the magnitude of reliability. Here prove that the variance and standard deviation are better to show a positive correlation with the coefficient of Alpha consistently. It shows in Figure 1.
**Figure 1.** Experiment 2 illustration result

The number of variances and standard deviation sorted from the smallest according to the serial number/data. It will make it easier for us to see the correlation between the amount of variance and the standard deviation of the reliability value in the illustration below.

The greater the value of variance and standard deviation, the greater the value of reliability will make. This second trial can ensure that the correlation between the amount of variance and standard deviation can more positively represent the magnitude of the reliability.

Another factor that affects on coefficient alpha, test length [14], and the number of items [2] [25] basically will lead to data variability. For example, the more number of items, the greater the possibility of data variability could. So the most fundamental principle that affects the coefficient of internal consistency is the variability of the data. However, the most stable to represent the variability of data is the number of variances and standard deviation.

**4. CONCLUSION**

In real practice, testing measures are hardly consistent. Theories of standard test reliability have refined to estimate the effects of inconsistency on the accuracy of the mensuration. The influence of consistency and inconsistency factors is the fundamental starting point in the test result that reflected in any theories of test reliability.

Based on the formulation, reliability and variability simulation have a close relationship with the value of reliability. The greater the value of variability makes the coefficient of Cronbach Alpha reliability also rises. In the results of experiments or tests found that the correlation of variance and standard deviation can more positively represent the coefficient of Cronbach Alpha reliability than Range. This pattern-finding will help the researcher to formulate their research instrument, because the higher the coefficient, the higher the Cronbach’s Alpha value, the more reliable the instrument will be used to measure the construct.

This research will open and lead to more extensive studying about the popularity of Cronbach Alpha reliability in research practice. Especially questions about how does Cronbach alpha’s variability pattern-finding will lead to an undesirable belief of Cronbach alpha.
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