A new theoretical approach for the performance simulation of multijunction solar cells
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Abstract
A new theoretical approach is proposed for the performance simulation of multijunction (MJ) solar cells, starting from the weakness and strength of the Hovel model and of the transfer matrix method for describing the propagation of electromagnetic waves inside the solar cell structure. It is based on the scattering matrix method (SMM) and on a simplified generation function that allow describing with good accuracy the propagation of electromagnetic waves in the solar cell device, preserving, at the same time, the possibility of getting simple analytical solutions of the continuity equations. The numerical stability of the new theoretical approach is first demonstrated on triple junction InGaP/InGaAs/Ge solar cells, in which the Ge substrate is considered as the last layer (layer N) and then as the N-1 layer. Further, the new theoretical approach is applied to simulate the performance of thin quadruple junction (QJ) InGaP/InGaAs/SiGeSn/Ge solar cells, in two- and three-terminal configurations. Efficiency values of up to 45.1% and 44.9%, respectively, have been simulated at 1000x concentration, by considering the MJ limited by the InGaAs subcell. Finally, it is estimated that the QJ InGaP/InGaAs/SiGeSn/Ge solar cell has the potential to reach efficiencies over 50% by assuming proper antireflective coatings.
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1 | INTRODUCTION

The simulation of the multijunction (MJ) solar cell performances requires several calculation steps. In Figure 1, for example, we show a possible scheme of the necessary steps. Among them, the choice of the generation function, which has to be inserted in the continuity equation to get the generation rates of holes/electrons, is of particular importance. According to the solar cell structures whose performances have to be simulated, different mathematical models have been implemented in order to calculate the propagation of radiation inside the solar cell. Finite element analysis has been applied to take into account 2D effects,1 while rigorous coupled-wave analysis has been considered for solar cells with nanophotonic designs.2 For MJ solar cells, the most applied mathematical models are the Hovel3 and the transfer matrix method (TMM).4–6 In particular, the analytical Hovel model is widely and successfully considered for calculating the performance of optically thick solar cell structures, while TMM has become the most applied mathematical method to evaluate the performances of MJ cell structures7–10 and of some organic thin films,11 where the thickness of the layers is comparable with the wavelength of radiation and where, therefore, interference effects have to be considered. However, if the advantage of TMM over the Hovel model is the ability to calculate more accurately the electromagnetic radiation inside the solar cell structure, its disadvantage is the higher numerical stability of the new theoretical approach is first demonstrated on triple junction InGaP/InGaAs/Ge solar cells, in which the Ge substrate is considered as the last layer (layer N) and then as the N-1 layer. Further, the new theoretical approach is applied to simulate the performance of thin quadruple junction (QJ) InGaP/InGaAs/SiGeSn/Ge solar cells, in two- and three-terminal configurations. Efficiency values of up to 45.1% and 44.9%, respectively, have been simulated at 1000x concentration, by considering the MJ limited by the InGaAs subcell. Finally, it is estimated that the QJ InGaP/InGaAs/SiGeSn/Ge solar cell has the potential to reach efficiencies over 50% by assuming proper antireflective coatings.
complexity. In general, when the electromagnetic radiation in the solar cell layers is calculated by considering the interference of the forward and backward waves and inserted in the semiconductor continuity equation, it gives rise to solutions that are prohibitively complicated even for relatively few layers. In particular, TMM presents an important weak point, as it suffers from numerical instability. For example, it has been reported that TMM fails in the determination of the reflection coefficient in the short wavelength range, when applied to the most recently designed MJ, in which the substrate is thinned and a mirror is deposited on the back side.

It would be therefore very useful for the performance simulation of MJ solar cells to develop new mathematical approaches that preserve the simplicity of the Hovel model and, at the same time, offer the precision of the TMM for analysing the propagation of electromagnetic waves inside the solar cells structures, without suffering of numerical instability. With this contribution, a new mathematical approach that fulfils the above requirements is proposed. It is based on the utilization of a scattering matrix method (SMM) implemented from Yuffa and Scales and on a simplified generation function that uses the radiation calculated by SMM and allows solving the continuity equation with good precision getting simple analytical solutions.

The mathematical models presented hereafter have all in common the following assumptions:

1. One dimension (edge effects are neglected).
2. Boltzmann approximation for the calculation of the carriers distribution. Nondegenerate semiconductors.
3. Low injection conditions.
4. All parameters, mobility, diffusion coefficient, and lifetime are assumed constant within each semiconductor material. Since the concentrations of dopant atoms in the base and emitter are assumed uniform (quasi-neutral region), the electric field value is zero outside the depletion region.
5. The mobility of minority carriers is assumed to depend on the doping of the side where majority carries are located. It should be pointed out that repulsive potentials scatter less than attractive potentials of the same strength; therefore, the minority carrier
mobility is higher than the majority carrier mobility. If the majority carrier mobility values obtained by Hall measurements are assumed for minority carriers, the related minority diffusion length values will be lower than the actual ones.

6. The solar cell window absorbs the solar light; however, the carriers here produced by absorption are neglected for the computation of the photovoltaic current. This assumption can lead to underestimating the photovoltaic current, as reported in Létay et al.15 The same assumption is applied for the back surface field (BSF) layers. The reason behind these assumptions is that such layers are very thin compared with base and emitter layers of the solar cell.

7. The tunnel current peak value of each tunnel diode (TD) is supposed to be higher than the solar cell short-circuit current value. Therefore, TD layers are considered only with respect to the light absorption. The series resistance of the TD is included in the total series resistance of the MJ device.

8. For each absorbed photon, an electron-hole pair is produced, that is, the photon absorption rate [n.eh s\(^{-1}\) m\(^{-2}\) nm\(^{-1}\)] is equal to the carriers generation rate [n.e\(^{-1}\) s\(^{-1}\) m\(^{-2}\) nm\(^{-1}\)].

9. Each subsolar cell of the MJ structure is divided into three parts: the two quasi-neutral regions of the emitter and the base and the space charge region. The continuity equations are solved in the quasi-neutral region to get the emitter and the base current densities. In the depletion region, owing the strong electric field, it is assumed that all the generated carries are swept in opposite directions and collected.

10. The generation terms owing to self-excitation19 and photon coupling effects20 are in first approximation neglected.

### 3 | HOVEL MODEL

The great advantage of the Hovel mathematical model is the simplicity of its generation function. In this model, multiple light reflections inside the photovoltaic active layers are neglected; therefore, the generation term, \(G\), is calculated only considering a positive light flux, \(F(\lambda, x)\), absorbed inside the cell's structure according to the Beer-Lambert law. The reflection coefficient, \(R(\lambda)\), which takes into account the solar light reflected at the solar cells surface, is calculated only by considering the interference effects produced inside the coating and the solar cell window layer. By considering assumption B of Section 2, it holds the following:

\[
F(\lambda, x) = [1 - R(\lambda)] F(\lambda, 0) e^{-\alpha(\lambda)x}, \quad (3.1)
\]

\[
G(\lambda, x) = -\frac{dF(x, \lambda)}{dx} = \alpha(\lambda) F(\lambda) [1 - R(\lambda)] e^{-\alpha(\lambda)x}, \quad (3.2)
\]

where \(\lambda\) and \(x\) are the wavelength and the path travelled by light, respectively. The continuity equations, solved by considering the generation term given by Equation (3.2), give rise to simple and useful analytical solutions for the cell current, not here reported as they are well documented in many solar cell text books (see, for example, Harold22 and Nelson23).

### 4 | THE TMM

The TMM is a powerful mathematical method that takes into account the complex nature of the wave vector and allows considering the multiple reflections and interference phenomena of the forward and backward travelling waves. The calculated electromagnetic radiation by TMM can then be inserted in the semiconductor continuity equations to determine the photocarrier generation, replacing the flux term used by Hovel. A schematic representation of the MJ solar cell structure, generally composed of \(N\) layers, is reported in Figure 2, along with the possible coordinate systems.

The following general assumptions are usually considered:

1. the solar radiation propagates like a plane wave coming from the #0 layer (air);
2. the solar intensity is not polarized, and it can be thought as equally distributed in the TM and TE polarization modes;
3. the last layer (#\(N\) layer) is considered optically thick, and the reflected radiation at its back surface can be neglected;
4. each layer is homogeneous and isotropic;
5. source-free layers and interfaces (current density, \(J\), and charge density, \(Q\), are set to zero).

The electromagnetic radiation inside the MJ structure is calculated by considering the source-free macroscopic Maxwell equations, with proper boundary conditions that ensure the continuity of the electric and magnetic fields at the interfaces. A system of 2\(N\) equations is generated for each polarization mode, and it contains 2\(N\) unknowns, ie, the complex amplitudes of the forward and backward waves at the beginning (or at the end) of each layer. In particular, it results that the complex amplitudes of the forward and backward waves at the beginning (or at the end) of a generic layer \(j\) \((N_j, N_{j+1})\) are connected to the complex amplitudes of the forward and backward waves at the beginning (or at the end) of the adjacent layer \(j + 1\) \((N_{j+1}, N_{j+2})\) through the characteristic layer matrix, \(T_j\) \((M_{j+1} - M_j)\) as reported in Table 1.

The solution of the linear equations system given by Equation (13.1) or Equation (13.3) is easily obtained by considering a mathematical procedure that uses the matrix \(M\) (see Appendix A), given by the product of the characteristic layers matrix:

\[
M = M_1 M_2 \cdots M_N \rightarrow M = \begin{bmatrix} M_{11} & M_{12} \\ M_{21} & M_{22} \end{bmatrix}. \quad (4.1)
\]

The reason of the numerical instability of TMM is due to the structure of the matrix \(M\). As indicated by Equation (13.4), the matrix \(M_{j+1} - M_j\) and every characteristic layer matrix \(M_j\) of a generic layer, \(j\), contain the terms \(\Psi_j^* = e^{-\kappa_j \alpha \cdot dx}\). Therefore, the left half of the transfer matrix \(M\) given by Equation (4.1) grows exponentially as the
number of layers (or thickness of a single layer) increases. We can thus expect to find a numerical instability when the MJ structure reaches a certain total thickness. As already mentioned, this was observed on solar cell structures designed to improve the voltage. In order to overcome this problem, the TMM has to be replaced with another mathematical method that does not become unstable as the number of MJ layers increases. The SMM fulfils the requirement of the numerical stability.

**TABLE 1** The complex amplitudes of the forward and backward waves at the beginning and at the end of adjacent layers and the characteristic layer matrix

| Electromagnetic field at the beginning of layers \(j + 1, j\) |
|-----------------------------------------------|
| \[
\begin{bmatrix}
N_{j+1}^- \\
N_{j+1}^-
\end{bmatrix}
= T_j
\begin{bmatrix}
N_j^+ \\
N_j^-
\end{bmatrix}
\] (13.1) |

| Electromagnetic field at the end of layers \(j, j + 1\) |
|-----------------------------------------------|
| \[
\begin{bmatrix}
N_j^+ \\
N_j^+
\end{bmatrix}
= M_{j+1}
\begin{bmatrix}
N_{j+1}^+ \\
N_{j+1}^+
\end{bmatrix}
\] (13.3) |

| TM |
|-----|
| \[
\Psi_j^+ = e^{i k_j x_j} \
\Psi_j^- = e^{i k_j x_j}
\] (13.5) |

| TE |
|-----|
| \[
\Psi_j^+ = e^{i k_j x_j} \
\Psi_j^- = e^{i k_j x_j}
\] (13.9) |

Notes. For the layer \(j\), \(k_j = k_{x_j} = x\) component of the complex wave number; \(\eta_j\) complex refractive index; \(\varepsilon_j = \varepsilon_j\) complex permittivity; \(\mu_j = \mu_j\) complex permeability.
5 | THE SMM

The simple S-matrix formulation suggested in Yuffa and Scales\textsuperscript{16} is a suitable alternative method that can be applied to study the electromagnetic fluxes in MJ solar cells. The calculation of the S-matrix elements is hereafter reported by considering the complex amplitudes of the forward and backward waves at the end of adjacent layers. A similar procedure can be followed considering the complex amplitudes of forward and backward waves at the beginning of adjacent layers (see Appendix B).

In the S-matrix method, the outgoing waves are connected to the incoming waves. In particular, the layer scattering matrix $S_j$ is built up in such a way to connect the outgoing and incoming waves of the generic $j$ layer with the outgoing and incoming waves of the last layer, $N$:

$$
\begin{pmatrix}
\psi_j^- \\
\psi_j^+
\end{pmatrix}
= S_j
\begin{pmatrix}
\psi_{j+1}^- \\
\psi_{j+1}^+
\end{pmatrix}
= S_j
\begin{pmatrix}
S_{j+1}(1,1) & S_{j+1}(1,2) \\
S_{j+1}(2,1) & S_{j+1}(2,2)
\end{pmatrix}
\begin{pmatrix}
\psi_{j+1}^- \\
\psi_{j+1}^+
\end{pmatrix}.
$$

(5.1)

The $S_j$-matrix elements are calculated by forcing the compatibility of the system of Equation (13.3) with the system of Equation (5.1), therefore considering the following:

$$
N_j^\pm = \psi_j^\pm.
$$

(5.2)

Developing Equation (13.3), we have the following:

$$
\begin{cases}
N_j^+ = M_{j+1}(1,1)N_{j+1}^+ + M_{j+1}(1,2)N_{j+1}^- \\
N_j^- = M_{j+1}(2,1)N_{j+1}^+ + M_{j+1}(2,2)N_{j+1}^-
\end{cases}
$$

(A)

(5.3)

while Equation (5.1) can be written as follows:

$$
\begin{cases}
N_j^- = S_{j+1}(1,1)N_j^+ \\
N_j^+ = S_{j+1}(2,1)N_j^-
\end{cases}
$$

(C)

(D)

For $j = N$, Equation (5.4) becomes

$$
\begin{cases}
N_N^- = S_N(1,1)N_N^+ \\
N_N^+ = S_N(2,1)N_N^-
\end{cases}
$$

(5.5)

Since $N_N^- = 0$ --- $S_N(1,1) = 0$ and $S_N(2,1) = 1$.

By considering the above relationships, the compatibility of the system of Equation (5.3) with the system of Equation (5.4) allows calculating the scattering matrix elements:

$$
S_{j+1}(1,1) = \frac{w_j - w_{j+1}}{w_j + w_{j+1}} + \left(\frac{w_j + w_{j+1}}{w_j - w_{j+1}}\right)S_{j+1}(1,1),
$$

(5.6)

$$
S_{j+1}(2,1) = \frac{2w_j w_{j+1}^* S_{j+1}(2,1)}{w_j + w_{j+1} + (w_j - w_{j+1})S_{j+1}(2,1)(w_{j+1}^*)^2}.
$$

(5.7)

The outgoing and incoming waves in each layer, for TM and TE polarization, can be easily calculated, considering that from Equation (5.4)D, for $j = 0$, it holds the following:

$$
N_0^+ = \frac{N_N^+}{S_0(2,1)}.
$$

(5.8)

The electric field $N_0^+$ propagating in the layer 0 (air) in the positive direction (towards the solar cell surface) can be calculated from the flux of the Poynting vector of the solar radiation. Therefore, from Equation (5.8), we can get $N_N^+$ and, therefore, from Equation (5.4) and Equation (5.7) all $N_j^+$ and $N_j^-$.}

6 | A SIMPLIFIED GENERATION FUNCTION

The energy flux through each interface is calculated by means of the flux of the Poynting vector, for TM and TE modes. In the layer $j$, the Poynting vector at position $r_j$ is given by the following:

$$
\left\langle \vec{S}_j(r_j) \right\rangle = \frac{1}{2} \mathcal{R} \left[ E_j(r_j, t) \times H_j(r_j, t)^* \right].
$$

(6.1)

The symbol $\langle \rangle$ means that we are considering the average of the Poynting vector, since the integration time of the measurement of the electromagnetic radiation is much longer than the period of the wave. By considering that the Poynting vector does not change on the plane $yz$ (owing to assumption 4 of Section 4), the energy crossing a surface in unit time and unit surface (the flux of the Poynting vector):

$$
\varphi(S) = \left\langle \vec{S} \cdot \vec{n} \right\rangle.
$$

(6.2)

where $n$ is the normal is simply given by the following:

$$
\left\langle \vec{S}_j(r_j) \right\rangle \cdot \hat{x}.
$$

(6.3)

It can be shown that

$$
\left\langle \vec{S}_j(r_j) \right\rangle \cdot \hat{x} = \left\langle \vec{S}_j(r_j) \right\rangle^+ + \left\langle \vec{S}_j(r_j) \right\rangle^- + \left\langle \vec{S}_j(r_j) \right\rangle^\pm.
$$

(6.4)

where $\left\langle \vec{S}_j(r_j) \right\rangle^+$ represents the energy current density owing to the electric field propagating in the $x$ positive direction, $\left\langle \vec{S}_j(r_j) \right\rangle^-$ represents the energy current density owing to the electric field propagating in the $x$ negative direction, while $\left\langle \vec{S}_j(r_j) \right\rangle^\pm$ represents the energy current density oscillatory terms due to interference between the counter-propagating waves, whose expressions for TM and TE mode are reported in Table 2.
TABLE 2 Energy current density owing to the electric field propagating in the positive, negative direction and due to the counter propagating waves interference

|               | TM                                                                 | TE                                                                 |
|---------------|----------------------------------------------------------------------|----------------------------------------------------------------------|
| \( \langle \tilde{S}_j(x) \rangle_{\text{TM}} \) | \( = \frac{1}{2} \text{Re} \left[ \eta_j^* k_x \omega \frac{N_j^+}{N_j^-} \right] \) (13.10) | \( \langle \tilde{S}_j(x) \rangle_{\text{TE}} \) | \( = \frac{1}{2} \text{Re} \left[ \frac{k_x}{\eta_j} \right] |N_j^-|^2 \) (13.11) |
| \( \langle \tilde{S}_j(x) \rangle_{\text{TM}} \) | \( = -\frac{1}{2} \text{Re} \left[ \eta_j^* k_x \omega \frac{N_j^+}{N_j^-} \right] \) (13.12) | \( \langle \tilde{S}_j(x) \rangle_{\text{TE}} \) | \( = -\frac{1}{2} \text{Re} \left[ \frac{k_x}{\eta_j} \right] |N_j^-|^2 \) (13.13) |
| \( \langle \tilde{S}_j(x) \rangle_{\text{TM}} \) | \( = \frac{1}{2} \text{Re} \left[ \eta_j^* k_x \left[ N_j^- N_j^+ - N_j^+ N_j^- \right] \right] \) (13.14) | \( \langle \tilde{S}_j(x) \rangle_{\text{TE}} \) | \( = \frac{1}{2} \text{Re} \left[ \frac{k_x}{\eta_j} \left[ N_j^- N_j^+ - N_j^+ N_j^- \right] \right] \) (13.15) |

Notes. The symbol * indicates the complex conjugate; \( \omega \) = angular frequency.

In order to get the generation function to be used to solve the continuity equation, we have to show how the Poynting vector is changing within each layer. For the moment, let us assume that we can neglect the energy current density oscillatory term due to the interference between the counter propagating waves (Equations 13.14 and 13.15); this assumption will be later assessed.

Considering the complex amplitudes of the forward and backward waves at the end of the layer, that is, in \( x_N \), and changing the position \( x \) towards the beginning of a layer (negative direction), it straightforward to show that

\[
\begin{align*}
\langle \tilde{S}_j(x_N-x) \rangle_{\text{TM,TE}}^* = \langle \tilde{S}_j(x) \rangle_{\text{TM,TE}}^* e^{2im(k_x)x} , \quad (6.5) \\
\langle \tilde{S}_j(x_N-x) \rangle_{\text{TM,TE}} = \langle \tilde{S}_j(x) \rangle_{\text{TM,TE}} e^{-2im(k_x)x} . \quad (6.6)
\end{align*}
\]

Equations (6.5) and (6.6) tell us that the energy flux propagates inside each layer by following a “generalized” Beer-Lambert law. The factor \( 2\text{Im}(k_x) \), where \( \text{Im} \) stands for the imaginary part, is exactly equal to the absorption coefficient in case of perpendicular incidence. Similar expressions, with the exponential terms inverted in sign, characterize the TM and TE energy current density variation considering the complex amplitudes of the forward and backward waves at the beginning of the layer and changing \( x \) towards the end of a layer (positive direction).

By assuming that each layer, \( j \), starts at coordinate \( x_0 \) and ends at coordinate \( x_N \), we indicate with \( F_j^+ (x_0, \lambda) \), the photon flux at the beginning of the layer, in \( x_0 \), propagating in the positive \( x \) direction, and with \( F_j^- (x_N, \lambda) \), the photon flux at the end of the layer, in \( x_N \), propagating in the negative \( x \) direction. It holds the following:

\[
F_j^+ (x_0, \lambda) = \frac{\left\{ \langle \tilde{S}_j(x_0) \rangle_{\text{TE}}^* + \langle \tilde{S}_j(x_0) \rangle_{\text{TM}}^* \right\} \lambda}{hc} , \quad (6.7)
\]

\[
F_j^- (x_N, \lambda) = \frac{\left\{ \langle \tilde{S}_j(x_N) \rangle_{\text{TE}}^* + \langle \tilde{S}_j(x_N) \rangle_{\text{TM}}^* \right\} \lambda}{hc} . \quad (6.8)
\]

The generation rate for the positive and negative fluxes is then given by the following:

\[
G_\lambda (\lambda, x) = \frac{dF_j(x_0, \lambda)}{dx} . \quad (6.9)
\]

therefore, with \( x_0 < x < x_N \), it can be written as:

\[
G_j (x, \lambda) = 2\text{Im}(k_x) \left[ F_j^+ (x_0, \lambda)e^{2im(k_x)(x-x_0)} + F_j^- (x_N, \lambda)e^{2im(k_x)(x-x_N)} \right] . \quad (6.10)
\]

The generation function of Equation (6.10) is a generalization of the Hovel generation function given by Equation (3.2), in which the absorption coefficient has been replaced by the term \( 2\text{Im}(k_x) \) (which then allows considering the different wave propagation angle); we have added the contribution of the negative flux generated by the reflection at the different interfaces and the positive and negative fluxes into account interference effects. A similar expression of the generation rate has been considered in Kowalczevski.22

7 | ANALYTIC SOLUTION OF THE CONTINUITY EQUATION

Figure 3 shows a generic single junction cell structure, which can be thought as a subcell of an MJ structure. The solar cell includes an intrinsic material (or a slightly doped material, N−), called spacer, inserted between the emitter (N+) and the base (P) and a “BSF” layer. For the cell structure reported in Figure 3, the flows \( F_j^+ \) and \( F_j^- \) are directly calculated by SMM; the other ones are determined by using the generalized Lambert-Beer law. The analytic expressions of the current density in the emitter, in the depletion region, and in the base are calculated in the following.

7.1 | Determination of \( J_p \)

By considering Equation (6.10), the generation function for the emitter becomes

\[
G_p = 2\text{Im}(k) \left[ F_N e^{-2\text{Im}(k)(x-x_N)} + F_N e^{2\text{Im}(k)(x-x_N)} \right] . \quad (7.1)
\]
where $x_0$ has been assumed equal to zero without losing generality.

By considering assumption 4 of Section 2, the continuity equation can be written as follows:

$$\frac{1}{q} \frac{d}{dX} \left( q D_p \frac{d(p_n - p_{in})}{dX} \right) - G_p + \frac{p_n - p_{in}}{\tau_p} = 0,$$

(7.2)

where $D_p$ is the hole diffusion coefficient and $\tau_p$ is the hole lifetime. In Equation (7.2), the equilibrium hole concentration in the emitter, $p_{in}$, has also been considered as position independent.

By setting

$$y = (p_n - p_{in}) L_p^2; L_p = \sqrt{D_p \tau_p} X = \frac{X}{L_p}$$

(7.3)

and

$$f_n = \tau_p L_p^2 2lm(k) F_n; f_N = \tau_p L_p^2 2lm(k) F_N; \beta_p = 2L_p lm(k),$$

(7.4)

Equation (7.2) becomes

$$\frac{d^2 y}{dx^2} + f_n e^{-\beta_p X} + f_N e^{\beta_p (X - X_0)} - y = 0.$$

(7.5)

The generic solution of Equation (7.5) is as follows:

$$y = A_p \cosh X + B_p \sinh X + \frac{f_n e^{-\beta_p X} + f_N e^{\beta_p (X - X_0)}}{1 - \beta^2}.$$

(7.6)

The constants $A_p$, $B_p$ can be determined by applying the usual two boundary conditions:

$$\frac{dy}{dX} = \eta_p y \quad \text{at} \quad X = 0$$

with $\eta_p = \frac{S_p}{\tau_p}$, where $S_p$ is the holes recombination velocity, and

$$y = 0 \quad \text{at} \quad X = X_N = X_e - \frac{W_n}{L_p}.$$

(7.8)

From Equation (7.7), it follows:

$$B_p = \eta_p A_p + f_n \frac{(\eta_p + \beta_p) \sinh X_N + e^{-\beta_p X_N}}{1 - \beta_p^2}.$$

(7.9)

From Equation (7.8) and considering Equation (7.9), it holds the following:

$$A_p = \frac{f_n \left( (\eta_p + \beta_p) \sinh X_N + e^{-\beta_p X_N} \right) + f_N \left( (\eta_p - \beta_p) e^{\beta_p X_N} \sinh X_N + 1 \right)}{(\beta_p^2 - 1) (\cosh X_N + \eta_p \sinh X_N)}.$$

(7.10)

In the quasi-neutral emitter region, the current density is purely diffusive and can be calculated in $X_N$, by the following:

$$J_p(X_N) = -qD_p \frac{1}{L_p^2} \frac{dy}{dx} \bigg|_{X_N},$$

(7.11)

$$J_p(X_N) = -qD_p \frac{1}{L_p^2} \left[ A_p \sinh X_N + B_p \cosh X_N + \frac{f_n e^{-\beta_p X_N} - f_N e^{\beta_p (X_N - X_0)}}{1 - \beta^2} \right].$$

(7.12)

where $A_p$ and $B_p$ are given respectively by Equations (7.10) and (7.9).
7.2 | Determination of $J_n$

By considering Equation (6.10), the generation function for the base is as follows:

$$G_n = 2Im(k) \left[ F_p^* e^{2\text{Im}(k)(x_{0} - X_p)} + F_p e^{2\text{Im}(k)(x - h)} \right]. \tag{7.13}$$

By considering assumption 4 of Section 2, the continuity equation can be written as follows:

$$\frac{1}{qD_n} \left( qD_n \frac{d(n_p - n_{p0})}{dx} \right) + G_n - \frac{n_p - n_{p0}}{\tau_n} = 0, \tag{7.14}$$

where $D_n$ is the electrons diffusion coefficient and $\tau_n$ is the electrons lifetime. In Equation (7.14), the equilibrium electron concentration in the base, $n_{p0}$, has also been considered position independent.

By setting

$$y = (n_p - n_{p0}) L_n^3; \quad L_n = \sqrt{D_n \tau_n}; \quad X = \frac{x - x_p}{L_n}$$

and

$$f_p^* = \tau_n L_n^{-3} 2Im(k) F_p^*; \quad f_p = \tau_n L_n^{-3} 2Im(k) F_p; \quad \beta_n = 2L_n \text{Im}(k) X_p - \frac{X_p - h}{L_n}; \quad X_n = \frac{x_p}{L_n}$$

Equation (7.14) becomes

$$\frac{d^2 y}{dx^2} + f_p e^{-\beta_n X} + f_p^* e^{\beta_n(X - h)} - y = 0. \tag{7.17}$$

Equation (7.17) is formally identical to Equation (7.5) in which $-X_n$ is replaced by $X_p - h$ and $\beta_n$ is replaced by $\beta_n$. The general solution of Equation (7.17) is then

$$y = A_n \cosh X + B_n \sinh X + \frac{f_p e^{-\beta_n X + f_p^* e^{\beta_n(X - h)}}}{1 - \beta_n^2}. \tag{7.18}$$

The constants $A_n, B_n$ can be determined by applying the two boundary conditions:

$$y = 0 \quad \text{at} \quad X = 0, \tag{7.19}$$

$$\frac{dy}{dx} = -\eta_n y \quad \text{at} \quad X = h - X_p, \tag{7.20}$$

where $\eta_n = \frac{S_n}{V_c}$ and $S_n$ is the electron recombination velocity.

Considering Equation (7.19), it holds the following:

$$A_n = \frac{f_p^*}{\beta_n^2} \cosh h + \frac{f_p}{1 - \beta_n^2} \frac{C_{18}C_{19}}{C_{138}}.$$ 

Considering Equation (7.20), it holds the following:

$$B_n \cosh(h - X_p) + A_n \sinh(h - X_p) + \frac{\beta_n f_p}{1 - \beta_n^2} = 0. \tag{7.22}$$

Setting

$$\xi = \frac{f_p (\beta_n + \eta_n) - f_p^* e^{-\beta_n (h - X_p)} (\beta_n - \eta_n)}{\beta_n^2 - 1},$$

$$\Gamma = [\text{sinh}(h - X_p) + \eta_n \text{cosh}(h - X_p)],$$

$$\Xi = [\text{cosh}(h - X_p) + \eta_n \text{sinh}(h - X_p)].$$

The coefficient $B_n$ is given from Equation (7.22) by the following:

$$B_n = \frac{\xi - \Gamma A_n}{\Xi}. \tag{7.26}$$

In the quasi-neutral region of the base, the current density is purely diffusive, and it can be calculated in $X = 0$:

$$J_n(0) = qD_n \frac{1}{L_p^3} \frac{dy}{dx} \bigg|_{x = 0}, \tag{7.27}$$

$$J_n(0) = qD_n \frac{1}{L_p^3} \left[ B_n + \beta_n \frac{f_p e^{\beta_n(X - h)} - f_p^*}{1 - \beta_n^2} \right]. \tag{7.28}$$

where $B_n$ is given by Equation (7.26).

7.3 | Determination of $J_{dr}$

With the assumption that all the generated carries are swept in opposite directions and collected without losses (assumption 9 of Section 2), the current density generated in the depletion region is simply given by the following:

$$J_{dr}(x, \lambda) = q \left\{ F_p N_p(x, \lambda) + F_p(x, \lambda) \left[ 1 - e^{-2\text{Im}(k)(\lambda + w)} \right] \right\}, \tag{7.29}$$

where $w = w_n + \Delta + \Delta_p$ (see Figure 3).

Equations (7.12) and (7.28) are simple analytical solutions of the continuity equation, which allow calculating the density
currents in each quasi-neutral region of the subcell of a MJ device, as a function of the positive and negative flows determined in each layer by SMM.

8 | THE TRIPLE JUNCTION INGaP/InGaAs/Ge CASE STUDY

A InGaP/InGaAs/Ge triple junction solar cell, whose structure is detailed in Figure 4, is considered as a case study to demonstrate that the photon flux oscillatory terms calculated from Equations (13.14) and (13.15) are indeed negligible with respect to the photon flux in positive and negative directions calculated from Equations (6.7) to (6.8) and similarly the counter-propagating waves interference flux. Figure 5 clearly shows that the spectral photon flux oscillatory terms are negligible with respect to the spectral photon flux in positive and negative directions. The photon flows values are obtained by integrating the spectral photon fluxes in the wavelength range of interest. In all cases, the photon flows due to the interference between counter propagating waves are four to five orders of magnitude lower than the values of the positive flows and two to three orders of magnitude lower than the values of the negative flows (see Table 3). This case study confirms that, with good precision, it is possible to solve the continuity equation in each PV active layer of the MJ structure by using a simplified generation function, given by Equation (6.10), in which the positive and negative flows at the beginning and at the end of each layer can be calculated by SMM. The proposed mathematical approach allows getting simple analytical solutions of the continuity equation,
without losing, at the same time, the accuracy for analysing the propagation of electromagnetic waves inside the solar cell structures, taking into account the interference effects.

The very low contribution of counter propagating waves in the overall photon flux is not a characteristic of specific solar cell structure: It has been also evidenced by Deparis, for a Si-based thin-film tandem solar cell. Therefore, the proposed simplification of the generation function can be applied to any cell structure.

In order to demonstrate the numerical stability of the SMM vs TMM, such mathematical methods have been applied to simulate the performance of a 3J InGaP/InGaAs/Ge solar cell in which the Ge substrate is first considered as the last layer (layer N) and then considered as the N-1 layer. The second case allows increasing the total thickness of the cell structure and then checking for any numerical instability. In the simulation, the current-voltage (I-V) curves have been obtained neglecting the series and shunt resistance (ideal I-V curves). Figure 6 shows that, when the Ge substrate is considered as the N-1 layer, the TMM fails in the determination of the reflectance for all the wavelength values <900 nm; on the other hand, the SMM is stable in all the wavelength range. The simulations of the TJ external quantum efficiency (EQE) and IV curve, carried out by applying SMM, give the same results regardless the Ge substrate is considered as the last layer (layer N) or as the N-1 layer (see Figure 7).

### Table 3: Photon flows values in InGaP, AlInGaAs and InGaAs photovoltaic active layers

| Flux, ph/m²·s | InGaP | AlInGaAs | InGaAs |
|--------------|-------|----------|--------|
| Positive flux | $1.84 \times 10^{24}$ | $1.32 \times 10^{24}$ | $8.76 \times 10^{23}$ |
| Negative flux | $5.39 \times 10^{22}$ | $4.86 \times 10^{22}$ | $4.85 \times 10^{22}$ |
| Interference flux between counter propagating waves | $5.38 \times 10^{20}$ | $8.06 \times 10^{19}$ | $2.03 \times 10^{19}$ |

**Figure 5**  Spectral photon fluxes at the end of the top InGaP cell (A), AlInGaAs middle emitter (B), and InGaAs middle base (C) [Colour figure can be viewed at wileyonlinelibrary.com]

**Figure 6**  Reflection coefficient of a 3J InGaP/InGaAs/Ge solar cell calculated by applying TMM and SMM, by considering a 200-μm-thick Ge substrate as N layer (left) and as N-1 layer (right). To better visualize the numerical instability, the reflectance has been arbitrarily set to zero whenever the calculus started going in overflow [Colour figure can be viewed at wileyonlinelibrary.com]

**Figure 7**  EQE (left) and IV curve (right) of a 3J InGaP/InGaAs/Ge solar cell considering a 200-μm-thick Ge substrate either as N layer (lines) or as N-1 layer (dots). T = 300 K [Colour figure can be viewed at wileyonlinelibrary.com]
This result corresponds to our expectations, since for a very thick substrate, the negative components of the Poynting vector are negligible. The excellent agreement among the data demonstrates the robustness of the developed mathematical code based on SMM.

**FIGURE 8** Two-terminal InGaP/InGaAs/SiGeSn/Ge four junction solar cell structure and related layer thicknesses. In the top cell, the BSF is constituted by a high P-doped InGaP layer, with a thickness of 12 nm. In the SiGeSn cell, the BSF is constituted by a high P-doped SiGeSn layer, with a thickness of 20 nm. In the figure, the top cell total thickness and the SiGeSn total thickness are indicated. The substrate has been removed [Colour figure can be viewed at wileyonlinelibrary.com]
Furthermore, the BTD must also survive the thermal MOVPE load because of the deposition of the upper layers. These questions justify the proposal of a 3T QJ, which would allow eliminating the bottom TD, and therefore, from the growth's point of view, it would present an easier and more robust QJ structure (see Figure 9). Furthermore, in this case, the current matching would be only required for the first, second, and third junctions, as the fourth junction can be independently contacted. For the 3T device, however, we have to consider the following drawbacks: (a) It presents a somewhat more complicated post-growth manufacturing process; (b) as the grid contacts are interdigitated, the grid pitch has to be larger than the case of the 2T device; and (c) the "double" grid introduces a higher shadowing. Since the performances of the QJ InGaP/InGaAs/SiGeSn/Ge solar cells in the 3T configuration have not been published yet, we have applied our new mathematical approach to evaluate and compare the possible performances of the 2T and 3T QJ, as the polarity of the junctions is inverted and different doping levels are selected. For SiGeSn, experimental data on the absorption coefficient measured on MOVPE grown samples have been used, imposing a threshold absorption at 1eV. Series resistance effect and a grid shadowing of 4% have been also included. The single diode model, no losses from shunt resistance, and good electrical performing TDs are the further simplifications assumed.

The utilized grid masks for the 2T and 3T devices are reported in Figure 10. In Table 5, the series resistance calculations are reported, according to following formula:

\[ R = \frac{R_{sh} a^2}{12} + \frac{R_{m} a b^2}{3a} + \frac{R_c}{5}. \]  

where \( R_{sh} \) is the InGaP or Ge emitter sheet resistance (window's contribution not considered); \( R_c \) is the contact resistance; \( R_m \) is the sheet resistance of the metal \( \rho_m/w \), \( \rho_m \) and \( w \) are respectively resistivity and...
and thickness of the metal; \( a \) is the grid pitch; \( t \) is the grid width; \( b \) is the average grid length; \( S = t/a \) is the grid shadowing factor.

For the 3T device, the series resistance contribution has been calculated for the three junctions connected in series (top, middle, and intermediate) and for the Ge bottom junction. Note that in order to mitigate the series resistance problem of the 3T device, the cell area has been reduced to 1 mm\(^2\) with respect to the value of 5.76 mm\(^2\) related to the 2T device. Figure 11 shows the EQE of the 2T and of the 3T InGaP/InGaAs/SiGeSn/Ge QJ cell, while in Figure 12, the related I-V curves are depicted. It is worthwhile to point out that the efficiency values have been calculated by assuming a conventional SiO\(_2\)/Ta\(_2\)O\(_5\) antireflective coating, which shows a nonideal reflectivity curve in the wavelength range 900 to 1600 nm. As expected, the best efficiency value calculated for the 3T QJ is slightly lower than the value obtained for the 2T QJ (44.9% vs 45.1%) because of the series resistance losses. Nevertheless, in spite of the higher series resistance, the almost similar performances of the 2T and 3T devices indicate that the 3T QJ can be an alternative solution to the 2T QJ cell, even for high concentration operating conditions, in case it will be difficult to realize an "efficient" TD between the third and fourth junction in the 2T QJ solar cell.

The performance obtained on the 2T InGaP/InGaAs/SiGeSn/Ge QJ has also been compared with those published by Wilson at al,\(^3\) under AM1.5D illumination at 1000 sun concentration and considering a 4% grid shadowing. The one-sun current density and efficiency values calculated in\(^3\) were respectively 13.9 mA/cm\(^2\) and 48.6% versus 12.5 mA/cm\(^2\) and 45.1% calculated in this contribution. The lower current value calculated in our simulation, and therefore, the

---

**TABLE 4** Parameters assumed in the performance evaluation of 4J-InGaP/InGaAs/SiGeSn/Ge solar cells

| Cell/Parameters                  | \( \tau_p/\tau_{rad} \) s | \( \mu_p \) cm\(^2\)/(V \* s) | \( S_p \) cm/s | \( \tau_n/\tau_{rad} \) s | \( \mu_n \) cm\(^2\)/(V \* s) | \( S_n \) cm/s |
|----------------------------------|---------------------------|-------------------------------|----------------|---------------------------|-------------------------------|----------------|
| Top-InGaP                        | \( 1 \times 10^{-9}/5 \times 10^{-9} \) | 80                            | 1.3 \times 10^3 | \( 1 \times 10^{-6}/1 \times 10^{-7} \) | 1745                          | 103                     |
| Middle-(Al)InGaAs                | \( 8 \times 10^{-10}/1.1 \times 10^{-9} \) | 116                           | \( 1 \times 10^{-9}/3.4 \times 10^{-9} \) | 2950                        | 103                     |
| Intermediate SiGeSn              | \( 1 \times 10^{-7}/1.5 \times 10^{-6} \) | 200                           | \( 3 \times 10^{-6}/1.5 \times 10^{-5} \) | 1000                        | 103                     |
| Bottom-Ge (2T)                   | \( 1 \times 10^{-7}/1.5 \times 10^{-6} \) | 209                           | \( 3 \times 10^{-6}/1.5 \times 10^{-5} \) | 1009                        | 103                     |
| Bottom-Ge (3T)                   | \( 1 \times 10^{-7}/1.5 \times 10^{-4} \) | 800                           |                       |                            |                              |               |

Notes. The considered life times are compared with the purely radiative lifetimes. Radiative lifetimes have been calculated by considering the following values for the band to band recombination coefficient: \( \beta_{GaAs} = 7.2 \times 10^{-10} \text{cm}^3/\text{s} \); \( \beta_{InGaP} = 1 \times 10^{-10} \text{cm}^3/\text{s} \); \( \beta_{Ge} = 6.4 \times 10^{-14} \text{cm}^3/\text{s} \).

---

**TABLE 5** Grid main parameters and series resistance calculation according to Equation (10.1)

|                      | 2-Terminal QJ | 3-Terminal QJ |
|----------------------|---------------|---------------|
|                      | Cell Dimension: 2.4 mm \( \times \) 2.4 mm | Cell Dimension: 1 mm \( \times \) 1 mm |
| \( a \), \( \mu \) m | 100           | 160\(^a\)     |
| \( b \), \( \mu \) m | 680           | 900           |
| \( t \), \( \mu \) m | 5             | 4             |
| \( R_s \), \( \Omega \) | 0.46          | 3J: 1.48      |
|                       | bottom J: 0.52 |               |

Notes. \( R_{sh} (\text{InGaP}) = 1950 \Omega/\text{sq}; R_{sh} (\text{Ge}) = 78 \Omega/\text{sq}; R_m = 0.08 \Omega; R_c = 5 \times 10^{-6} \Omega \text{cm}^2. \)

\(^a\)For the calculus of the grid shadowing, \( a = 80 \mu \) m.
lower efficiency value can be mainly attributed to the utilization of a SiO2/Ta2O5 coating instead of the MgF2/ZnS one, as utilized in Wilson et al.33 Since the SiO2/Ta2O5 planar coating did not show optimized reflectance values in the wavelength range where the SiGeSn and Ge sub cells are active, this condition forced to limit the thickness of the InGaP and InGaAs junctions and then the overall current. It is straightforward to check that by assuming the same MgF2/ZnS coating, in order to reach the same current density measured by Wilson et al.33 and preserving the high fill factor value obtained in our simulation (by considering an InGaAs limited QJ cell), our calculation would show an efficiency value potentially over 50%, in agreement with the simulation reported by Kurtz et al.34 and by Geisz and Friedman35 on QJ cells with a 1-eV $E_g$ third junction. Overcoming the 50% efficiency threshold is of course a major goal for present-day research on MJ solar cells.

11 | CONCLUSION

For developing next generation MJ solar cells, it is very useful to provide robust mathematical methods, which adopt simplified but sufficiently precise analytical solutions. Owing to its simplicity, the analytical Hovel model has been widely and successfully applied; however, it is not suitable in the performance simulation of QJ solar cells where the interference effects can be important. The most used TMM can present numerical instability when applied to MJ solar cells. Furthermore, the electromagnetic radiations calculated by this method, when inserted in the semiconductor continuity equations to determine the photocarrier generation gives rise to complicated solutions even for relatively few layers. In this work, a simplified SMM has been successfully implemented to overcome the TMM numerical instability, which arises when the MJ solar cell reaches a certain thickness. In order to demonstrate the robustness of the method, the SMM has been applied to TJ solar cell structures in which even a hundred micron thick layer has been included. We have also demonstrated that the generation function calculated by applying SMM can be notably simplified, once the interference of counter propagating waves in the active layers of the solar cell can be omitted, and it is possible to get sufficiently precise analytical solutions of the continuity equation in the quasi-neutral regions of the subcells of the MJ device. The new mathematical approach has then been applied to simulate the performance of QJ InGaP/InGaAs/SiGeSn/Ge solar cells both in two and 3T configuration. Efficiency values as high as 50% can be obtained on the 2T device, with proper antireflective coating. A slightly lower
efficiency value has been evaluated on a 3T QJ solar cell, owing to the higher series resistance. However, the almost similar performances of the 2T and 3T devices indicate that the 3T QJ is an alternative solution to the 2T QJ, in case it will be difficult to realize an “efficient” TD between the third and four junctions. The presented new mathematical approach can be easily implemented in commercial software platforms and therefore successfully applied to optimize the structure of next generation MJ solar cells, with a very good trade-off between computing time and accuracy.
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all the ratios $\frac{w_{N+1}}{w_N}, \frac{w_{N+2}}{w_N}, \ldots, \frac{w_{N+J}}{w_N}$, that is, the electric field at the end of each solar cell layer. The same procedure can be applied to calculate the electric field for TM and TE mode, by using the proper relationship reported in Table 1, at the beginning of each solar cell layer.

**APPENDIX B**

S-matrix elements considering the complex amplitudes of the forward and backward waves at the beginning of the layers:

$$S_{j}(1,1) = \frac{(w_j-w_{j-1}) (w_{j-1}^{+})^2 + (w_{j} + w_{j-1}) S_{j-1}(1,1)}{(w_{j} + w_{j-1}) (w_{j-1}^{+})^2 + (w_{j} - w_{j-1}) S_{j-1}(1,1)}$$

(13.22)

Getting $S_{j-1}(1,1)$ from $S_{j}(1,1)$,

$$S_{j-1}(1,1) = \frac{(w_{j-1}^{+})^2 [(w_{j} + w_{j-1}) S_{j}(1,1) - (w_{j} - w_{j-1})]}{[(w_{j} + w_{j-1}) - S_{j}(1,1) (w_{j} - w_{j-1})]}.$$ 

(13.23)

For $J = N$, recalling that $S_{N}(1,1) = 0$, it follows:

$$S_{N-1}(1,1) = \frac{(w_{N-1} - w_N) (w_{N-1}^{+})^2}{(w_{N-1} + w_N)},$$

(13.24)

$$S_{j}(2,1) = \frac{2 w_j w_{j-1}^{+} S_{j-1}(2,1)}{(w_{j} - w_{j-1}) S_{j-1}(1,1) + (w_{j} + w_{j-1}) (w_{j-1}^{+})^2}.$$ 

(13.25)

Getting $S_{j-1}(2,1)$ from $S_{j}(2,1)$,

$$S_{j-1}(2,1) = \frac{S_{j}(2,1) [(w_{j} - w_{j-1}) S_{j}(1,1) + (w_{j} + w_{j-1}) (w_{j-1}^{+})]}{2 w_j w_{j-1}^{+}}.$$ 

(13.26)

For $J = N$, recalling that $S_{N}(2,1) = 1$ and by considering Equation (13.25), it follows:

$$S_{N-1}(2,1) = \frac{2 w_{N-1}}{w_{N} + w_{N-1}} w_{N-1}^{+}.$$ 

(13.27)