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Large modulation of the Shubnikov–de Haas oscillations by the Rashba interaction at the LaAlO$_3$/SrTiO$_3$ interface
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Abstract

We investigate the two-dimensional Fermi surface of high-mobility LaAlO$_3$/SrTiO$_3$ interfaces using Shubnikov-de Haas oscillations. Our analysis of the oscillation pattern underscores the key role played by the Rashba spin–orbit interaction brought about by the breaking of inversion symmetry, as well as the dominant contribution of the heavy $d_{xz}/d_{yz}$ orbitals on electrical transport. We furthermore bring into light the complex evolution of the oscillations with the carrier density, which is tuned by the field effect.
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The conducting interface between the two band insulators LaAlO$_3$ (LAO) and SrTiO$_3$ (STO) has drawn a lot of attention as it presents a variety of exciting properties, among them superconductivity and a large spin–orbit coupling, both being tunable by an electric field [1]. As the 2DEG lies on the STO side, the conduction band of the system is dominated by the Ti 3$d - t_{2g}$ orbitals as for bulk STO. However, at the interface, quantum confinement spectacularly alters the orbital ordering of the energy levels, as observed by x-ray spectroscopy [2]: for a given sub-band index, the states with predominantly $d_{xy}$ symmetry have, on average, a lower energy than states derived from the $d_{xz}/d_{yz}$ orbitals. Currently, experimental and theoretical estimates of the out-of-plane extent of the 2DEG vary from a few monolayers [3–5] to 10 nm [6–8] and, consequently, the number and precise energy arrangement of these sub-bands is still an open question. The asymmetric confining potential also brings about a breaking of inversion symmetry: its effect is to spin-split the electronic bands (Rashba effect) [9–11] with important consequences on the magnetotransport of the system [12–14].

In this letter, we report the observation and analysis of Shubnikov-de Haas (SdH) oscillations in high-mobility and low carrier density ($\approx 10^{12}$ cm$^{-2}$) interfaces. Quantum oscillations show two frequencies that we contend are due to the splitting of an electronic band induced by the Rashba spin–orbit interaction (SOi). The estimated SOi energy is comparable to the Fermi energy ($E_F$), defining an unusual regime when compared to semiconductor 2DEG. Electric field effect experiments also reveal that the evolution of the Landau levels (LLs) that is observed as one changes the carrier density is singular.

The LAO layers were grown by pulsed laser deposition at 650 °C, a lower temperature than for standard interfaces [15]. Hall bars for dc transport measurements were patterned and field-effect devices were realized using the STO single crystal substrate as the gate dielectric (see supplementary data). Magnetotransport measurements were performed in a dilution refrigerator equipped with a 8 T superconducting magnet.

Figure 1(a) displays a set of sheet resistance versus magnetic field ($B$) curves for temperatures ranging from 800 to 50 mK. As can be seen, the magnitude of the SdH oscillations increases markedly as the temperature is lowered. At 50 mK and in high magnetic field, the amplitude of SdH oscillations is about 10%–15% of the sheet resistance value. To change the carrier density, we apply a back-gate voltage\(^3\) figure 1(c) shows that upon carrier density tuning the transverse resistance $R_{xy}$ varies linearly with magnetic field. From figure 1(d), we see that ramping the gate voltage ($V_g$) up to large positive values leads to an increase of the inverse Hall coefficient. Analysing the Hall signal using a single-band model, we extract a carrier density at 50 mK that increases from 2.5 to $4.8 \times 10^{12}$ cm$^{-2}$ as $V_g$ is swept from 79 to 107 V, i.e. as the sheet conductance ($\sigma_{2D}$) at 0 T increases from 1.6 to 5.27 mS. Concomitantly with this variation of the electron density, the electron mobility $\mu$ evolves from 3900 to 6900 cm$^2$ V$^{-1}$ s$^{-1}$, as shown in figure 1(e) [14, 16, 17]. We note that these samples exhibit $n_{2D}$ ($\mu$) that are smaller (larger) than standard samples. Moreover, the modulation of the carrier density and mobility by electric field effect does not induce a transition from linear to nonlinear Hall effect.

\(^3\) In the rest of the paper we use the sheet conductance at zero magnetic field and 50 mK ($\sigma_{2D}$) rather than the gate voltage ($V_g$) to define the state of the system.
In order to proceed with the analysis of the SdH data presented in figure 1, we subtracted the background:
\[
\Delta \sigma = \frac{R_s(B) - R_s(0)}{R_s(0)} - \sigma_0(B)
\] (1)
with \(R_s(B)\) and \(R_{xy}(B)\) the measured longitudinal and transverse resistances, respectively, and \(\sigma_0(B)\) a non-oscillating polynomial background. Examples of the resulting curves can be found in figure 4.

Looking at the SdH oscillations, we note (at least) two frequencies modulating the conductance. Hence, we first analyse the data considering a model with two parabolic bands for which the magnetoconductance can be calculated using the Lifshitz–Kosevich (LK) formula [18]. We fit the data for the largest conductance introducing an arbitrary phase for each frequency.

**Figure 1.** Transport properties in a magnetic field. (a) Temperature evolution of the sheet resistance \((R_s)\) versus magnetic field for a doping level corresponding to a sheet conductance of 5.23 mS and a mobility of \(\mu \approx 7000\) cm² V⁻¹ s⁻¹ at 50 mK. Curves are offset for clarity. In this paper, the sheet conductance at 50 mK and 0T \(\sigma_{2D}\) is used as a reference for the doping level. (b) \([R_s(B) - R_s(0)]/R_s(0)\) for different dopings, illustrating the evolution of the SdH oscillations with gate voltage. Curves are offset for clarity. (c) Hall resistance versus magnetic field at 50 mK for different dopings. (d) Inverse Hall coefficient and (e) the corresponding Hall mobility at 50 mK versus \(\sigma_{2D}\).
As can be seen from figure 2(a), a good fit to the data can be obtained using the two frequencies 18 T and 55.9 T. Panel b displays the derivatives of the theoretical and experimental curves allowing the positions of the maxima and minima to be compared. Considering the Onsager relation with a spin degeneracy of \(\nu_s = 2\) and a valley degeneracy of \(\nu_v = 1\), we find the carrier densities for the two bands to be 0.87 and \(\times - 2.7 \times 10^{12} \text{cm}^{-2}\), which yield a total carrier concentration of \(\sim \times - 3.6 \times 10^{12} \text{cm}^{-2}\).

In the LK formalism, the temperature evolution of the oscillations can be directly related to the effective mass of the oscillating carriers. We extracted the high and low frequency (HF and LF) parts of the SdH oscillations shown in figure 2(a). Selecting 17 and 4 extrema for the HF and LF, respectively, good agreement between theory and experiment is obtained by choosing an effective mass of \(m_2 = 1.25 e\) for the HF and \(m_1 = 2.7 e\) for the LF (see supplementary data).

With the information extracted from this analysis, the electronic structure of our two-band model can be reconstructed and the splitting at the Fermi level between the heavy and the lighter bands determined:

\[
\Delta E = \left| E_1(\vec{k}_F) - E_2(\vec{k}_F) \right|, \quad E_i(k) = \frac{\hbar^2}{2m_i^*} \left( k^2 - k_{F,i}^2 \right).
\]

\(k_{F,i}\) is the Fermi momentum in the \(i\)th band obtained from the area \(A_i = \pi k_{F,i}^2\) calculated using the Onsager relation, and \(\vec{k}_F = (k_{F,1} + k_{F,2})/2\). We find \(\Delta E \approx 2.45 \text{meV}\).

The band structure obtained in the above two carrier model predicts a heavy band with a higher binding energy than the light one. This is in apparent contradiction with the well documented observation of orbital reconstruction at the LAO/STO interface [2].

4 We would like to emphasize that at our base temperature \((k_B T \approx 10^{-3} \text{meV})\) the field dependence of the amplitude of the oscillations is mainly controlled by the Dingle term that compares the strength of the disorder to the cyclotron gap. Hence, the fitting shown in figure 2 is only sensitive to the product of \(m^*\) and the Dingle temperature.
Another possible scenario is that the calculated band splitting $\Delta E$ is in reality the Rashba spin–orbit splitting estimated for LAO/STO heterostructures [12, 13]. In what follows, we hence consider a model consisting of a single parabolic band split by the Rashba SOi.

In a Rashba scenario, the SOi splits the LLs of a single band into two families $(\pm)$ of irregularly-spaced levels. These energy levels are labeled by an integer $N \geq 0$ and read, for an isotropic Fermi surface and a $k$-linear splitting [20]:

$$E_{N=0} = E_c/2 - E_Z,$$

$$E_{N > 0}^\pm = N\epsilon_c \mp \sqrt{(E_c/2 - E_Z)^2 + N^2\alpha^2}.$$  \hspace{1cm} (3)

$E_c = \hbar \omega_c^*, \ E_Z = (g^* \mu_b B)$ is the Zeeman splitting, $\epsilon_\alpha = \alpha \sqrt{2eB/\hbar}$ with $\alpha$ the Rashba coupling constant. The $N = 0$ state is fully spin-polarized, and the two series of LLs with $N > 0$ correspond to orthogonal mixtures of spin-up and spin-down states.

To compare the data with this second model, we computed numerically the DOS, the chemical potential, and the conductance for each magnetic field and temperature, using the formalism of [21]. We considered a Gaussian broadening of the LLs with a variance $\gamma \pm B$. The results are displayed in figure 3. As can be seen, good agreement between the data and the theory is obtained (see supplementary data).

The carrier density extracted from this analysis is $n_{2D}^{SdH} = 1.83 \times 10^{12}$ cm$^{-2}$, lower than the one found using the Hall effect measurements. The magnitude of the obtained Rashba coupling constant ($\alpha = 3.4 \times 10^{-12}$ eV m) agrees very well with values obtained from weak localization analyses and from modelling of the transport data in parallel fields [12–14]. We note that, given the small value of $k_F$ in our samples, a $k$-cubic Rashba interaction inducing a spin-splitting of $\approx 2$ meV would require a very large coupling constant, beyond values recently reported [22].

To obtain the effective mass, we selected three peaks from a region of magnetic fields where the amplitude of the oscillations is large. Figure 3(c) shows that the data can be fit perfectly using an effective mass of $2.2 \pm 0.1 m_e$. This value may indicate that the electronic state of the oscillating carriers is not dominated by Ti $d_{xy}$ orbitals, as one would then expect a lower effective mass ($\lesssim m_e$). Instead, the higher mass obtained in this analysis can be understood by taking into account the contribution of $d_{xz}/d_{yz}$ orbitals to the electronic states. We note that a recent analysis of photoemission spectra for interfaces grown at $650$ °C, complemented by ab initio calculations, was consistent with a 2DEG having occupied $d_{xz}/d_{yz}$ electronic states at the Fermi energy [23]. This observation corroborates our recent results on standard LAO/STO interfaces, where a sharp decrease in the elastic scattering rate was correlated to the progressive appearance, at the Fermi level, of heavier carriers [14].

A lingering question pertains to the explanation of the lower carrier density and high mobility that are measured in samples prepared at low growth temperature, as compared to the ‘standard’ ones discussed in the introduction. A puzzle related to this issue concerns the systematic discrepancy in the value of the carrier concentration that one finds when comparing Hall and SdH data [15, 19]. One may surmise that these observations point to the critical role played in transport by the two different types of electronic orbitals of the $t_{2g}$ triplet. Spectroscopies and DFT calculations show that $d_{xy}$ states are located close to the interface where disorder and lattice distorsions likely result in low mobility [5]. Heavy $d_{xz}/d_{yz}$ sub-bands extend deeper into the STO bulk and hence are less sensitive to these effects, giving rise to a much higher mobility; the presence of a large Rashba splitting could further help explain an
enhancement of this mobility due to protection against backscattering. While both types of orbital can contribute to the magnetoresistance (analysis of our high-mobility samples support that), only the heavy $d_{xz}/d_{yz}$ states have a high enough mobility to sustain SdH oscillations in our accessible range of magnetic fields.

Because the Zeeman energy enters equation (3) only as a squared term, for the LLs with $N > 0$, we find two solutions for the $g^*$-factor, namely 5.2 or $-3.4$, values similar to the ones observed in semiconductor heterostructures. We note that $g^*$-factors significantly different from two were predicted by ab initio calculations in bulk STO [24]. In this second scenario, we can also estimate the Rashba splitting and the Fermi energy. Interestingly, we find that both are of the same order of magnitude: $\Delta R = 2.2$ meV and $E_F = 1.65$ meV, a situation very different from the one of many semiconductor 2DEGs, where the Fermi energy dominates.

Owing to the complexity of the Rashba LLs spectrum, the oscillation frequencies ($F^-$, $F^+$ now linked to the $-$ and $+$ levels) are predicted to be field dependent [25, 26]. We have estimated, from the data, $F^-$ and $F^+$ as a function of magnetic field using three different procedures (see supplementary data). Figure 3(d) shows the estimated $F^-$ and $F^+$ as a function of applied magnetic field $B$.

**Figure 3.** (a) Comparison between $\Delta \sigma$ measured experimentally for $\sigma_{2D} = 5.27$ mS (black) and calculated using our single-band model with Rashba and Zeeman interactions (green). (b) Derivative with respect to $B^{-1}$ of the curves presented in (a). The exponential factor $e^{5/B}$ is used to magnify the low-field region. (inset) Close-up on the low-field region of (b). (c) Temperature dependence of the oscillations over the two ranges of applied field used to extract the effective mass. Black dashed lines are the theoretical curves computed using $m^* \sim 2.2 m_e$, while the thick colored lines are the experimental data. (d) Magnetic field dependence of $F^+$ (top) and $F^-$ (bottom). Red and green dots correspond, respectively, to the estimation made via the band pass filtered and differentiated signals. The background is a color plot based on the short time Fourier Transform of $\Delta \sigma$. (e) Summary of the fitting parameters.
of $1/B$ on top of the theoretical prediction (thick orange line). A very good agreement is obtained both in the amplitudes and in the signs of the frequency variations. We surmise that the field dependence of $F^-$ and $F^+$ is the reason why the low field region of the quantum oscillations is fitted better by the Rashba model than by the two-band model (compare plots in inset of figures 2(b) and 3(b)). The fact that the pseudo-frequencies $F^-$ and $F^+$ depend on $B$ is pointing to SdH oscillations originating from a Rashba spin-split band and not from two bands.

We finally discuss the gate-voltage dependence of the SdH oscillations. Figure 4(a) shows the change in conductance as a function of $1/B$ for various $V_g$ (i.e. $\sigma_{2D}$). A clear evolution of the SdH oscillations with decreasing doping is visible and is compatible with the shrinking of the Fermi surface expected from Hall measurements. With the help of the second derivative $\Delta \sigma^\prime\prime (1/B) = -\partial^2 \Delta \sigma / \partial (1/B)^2$ which amplifies $F^+$, we identify all maxima from the ‘$+$’ levels as a function of applied gate voltage. These maxima are indicated in figure 4(a) by black dots. We expect that the trajectories traced out by the black dots as a function of $V_g$ correspond to the evolution of each LL as a function of the chemical potential. Strikingly, we see that these trajectories present sharp deviations or jumps upon decreasing $V_g$. This feature is clearly visible on the fan diagram of figure 4(b) featuring $\Delta \sigma^\prime\prime (1/B)$; yellow corresponds to the maxima and black to negative values.

There are many situations in which quantum oscillations rapidly change their phase and/or amplitude as a function of $B$. An example is the exchange interaction that enhances the $g^*$-factor for magnetic fields beyond a critical value [27–34]. Changes in the oscillation pattern can also occur when different LLs cross at a particular magnetic field: in this case anti-crossings can be observed [35–41]. These phenomena originate from many-body interactions. The deviations observed in figure 4 point to an interaction whose energy scale is of the order of the LL splitting ($\approx 0.1$ meV at 2.5 T for the highest doping and the ‘$+$’ levels). Further studies are needed to determine the nature of this interaction.

The study presented here unravels the remarkably complex behavior of the SdH oscillations seen at the LAO/STO interface. Our analysis reveals the important role played by the Rashba SOI on the electronic band structure and the peculiar regime hereby realized.
Finally, the evolution of the LL spectrum as a function of doping and magnetic field displays sharp deviations that we cannot explain in our independent electron picture.
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