RESEARCH ON SHORT-TERM FORECAST OF POWER LOAD BASED ON ADAM-GRU
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Abstract. To forecast the short-term power load accurately and reliably, a short-term power load model based on gate recurrent unit was proposed. In order to improve the accuracy of the model, the Adam algorithm is used to calculate the GRU hyperparameter Optimization, so as to construct an Adam-GRU short-term power load forecasting model. The performance of the forecasting model was evaluated by the Root Mean Square Error and running time, then the forecast results were compared with LSTM method. The experimental results show that Adam-GRU has a higher accuracy than the LSTM model, an increase of 15.54%, and a time complexity reduction of 15.75%. Compared with the RNN model, the accuracy has improved 10.84%. The results show that the short-term power load forecasting model and parameter optimization method based on Adam-GRU can effectively forecast the power load data.

1. Introduction
Short-term forecast of power load is to find the change law from the historical data of power load and to know the impact on the future power load better, so as to realize the scientific forecast of the future power load [1]. The planning and operation of power system requires high precision of power load to ensure that the planned installed capacity and charging margin of the system can meet the needs of the society, ensure the efficient operation efficiency of the system and save investment [2]. Therefore, improving the accuracy of the forecast is the core requirement of the power load forecasting. Besides, the high precision of power load forecasting provides economical and safe guarantee for the operation of the power system. There are many unknown factors on short-term forecast of power load, and the data of short-term power load has the characteristics of timing and nonlinearity.

At present, these methods of power load forecasting can be divided into statistical methods and artificial intelligence methods at home and abroad [3][4].

Methods based on the statistical: Lei ShaoLan et al applied multivariable time series to the linear regression forecast of power short-term load, which has strong adaptive ability and better prediction effect [5]. Qu Diqing et proposed a fuzzy linear regression method to reduce the error of the holidays short term load forecasting, and has a high prediction accuracy [6]. Zhang Shu achieved good results in the research field of short-term power load forecasting by derivative distance into the similarity measure, taking full account of the shape characteristics of the load curve. [7].

Methods based on artificial intelligence are as follows: Bo-Sung using LSTM Layer in deep neural networks to forecast short-time load [8]. By optimizing the grey Elman neural network with genetic algorithm, Wang Zheng obtained the optimal initial value of the network, and verified the superiority
of the algorithm with historical data\cite{9}. Liu Xin used the improved harmonic search algorithm to select the optimal initial weight value of wavelet neural network, and carried on the training study to the fixed initial weight wavelet neural network, then verified its validity based on the actual load data\cite{10}. Jian Xianzhong et al. used the whole-process optimized support vector machine (SVM) model for short-term power load forecasting, and improved the accuracy of local optimization model\cite{11}. Huang Wensi combined the kernel principal component analysis method with the improved echo state network algorithm to improve the prediction accuracy\cite{12}.

Models based on statistical methods and traditional artificial intelligence methods cannot simultaneously take into account the time series and nonlinear characteristics of power load data. The long and short memory network and the deep belief network have more complex network structure, and the time complexity of model training is relatively high\cite{13}.

Therefore, this paper proposes a power load forecasting method based on Adam optimization of gated cycle units. The experimental result shows that the GRU model which is based on Adam optimization has lower error, less training time of models and better prediction effects.

2. Data Source and Data Preprocessing

2.1. Data Source

The data set used in this experiment is a monitoring data of 1075 days from a certain power supply unit to a certain area power supply monitoring point from 2017/01/01 to 2019/12/11, and the data visualization is shown in figure 1.

\[ \sigma = \sqrt{\frac{\sum_{i=1}^{n}(x_i-\bar{x})^2}{n-1}} \]  

(1)
where $x$ is the mean of the dataset; $\delta$ is the deviation of the standard dataset.

$$x^* = \frac{(x-x_{\text{min}})}{(x_{\text{max}}-x_{\text{min}})}$$

where $x^*$ represents the standardized value, $x$ represents the pre-standardized value, $x_{max}$ represents the maximum value in the original dataset, and $x_{min}$ represents the minimum value in the original dataset.

3. Model construction

3.1. GRU Model

Due Cho proposed LSTM variant threshold cycle units (GRU) in 2014\cite{14}. The gate cycle unit combines the input gate with the forget gate to make the update gate. The new gate decides to retain or discard the information. It reduces the redundancy of using the input gate and the forget gate simultaneously and maintains features of long-and-short-term memory networks while making the internal structures simple. At the same time, memory units and hidden neurons are combined, so the GRU parameters are less, the training time is shorter, and it is not easy to produce the problem of overfitting. GRU structure is shown in Figure 2.

\begin{align*}
z_t &= \text{sigmoid}(w_z \times [h_{t-1}, x_t]) \quad (4) \\
r_t &= \text{sigmoid}(w_r \times [h_{t-1}, x_t]) \quad (5) \\
'h &= \text{Tanh}(w \times [r_t \times h_{t-1}, x_t]) \quad (6) \\
h_t &= (1 - z_t) \times h_{t-1} + z_t \times 'h \quad (7)
\end{align*}

where $z_t$ is the update gate, $r_t$ is the reset gate, $\sigma$, $\text{Tanh}$ represents the activation function $\text{sigmoid}$ and the hyperbolic tangent function respectively. The update gate represents the received new state, and $(1-z_t)$ represents the retained old state.

3.2. Optimization algorithm

The process of making the model achieve the best prediction effect by using a large number of samples to modify the parameters of the model continuously through the optimization function is the process of model training. The traditional gradient descent algorithm often falls into the local optimal value and does not solve the problem of global optimization. While good learning rate parameters can improve the prediction accuracy of the model after training, we need better optimization algorithm to optimize the learning rate. Adam learned from Adagrad’s ideas, and carried out the adaptive learning
rate change of each parameter. According to the accumulation of the gradient, the mean value of the value of the historical gradient in the window is calculated approximately \[15\].

Adam gradient update rules (8), (9):

\[
\Delta \theta_t = -\frac{\text{RMS}[\Delta \theta_t]}{\text{RMS}[g_t]} g_t 
\]

\[
\theta_{t+1} = \theta_t + \Delta \theta_t 
\]

where \(g\) is the gradient \(\theta\) at \(t\) time. \(\text{RMS}[\Delta \theta]\) means learning rate. Do not need to be set in advance. It is an adaptive update.

3.3. Power Load Forecast Model Based on Adam-GRU

Figure 3 is the three-layer network model framework of the GRU power load forecasting which is based on Adam optimization, including input layer, hidden layer, output layer and Adam optimization. The input layer preprocesses the time series of original power load to meet the input requirements of the GRU model; the hidden layer constructs neural networks with GRU neurons; the Adam optimization continuously optimizes the model; and the output layer outputs the corresponding time series to realize the forecast of power load.

Fig.3 Chart of Model Forecast

4. Experimental Verification

4.1. Experimental Process

We divide 90% of the data set into training set and 10% into test set. The training set is used to train the prediction model, and the final result of the test set is used for evaluation. Here is the experimental process.

(1) Data processing
(2) The data is divided into training set and test set, the proportion of training set is 90%, and the test set is the remaining 10%.
(3) Rebuild the dataset into the data format required by the model.
(4) Determine the parameters of the model; take MSE as the loss function; use the Adam optimization method to optimize.
(5) Determined iteration on the basis of loss function.
(6) Forecast Test Set.
(7) Anti-normalized data set.
(8) Display results.

To verifying the advantages of threshold cycle unit in predicting power load, we use the Keras library to build the model and set one hidden layer. The loss is the lowest when the number of iterations is 15 times and the number of hidden layer nodes is 6. Then the model structure is determined.

4.2. Results and analysis

In order to carry on the contrast experiment, we use RNN and LSTM neural network to build the model. The forecast results of GRU model which is based on the Adam optimization are shown in figure 4 respectively.

![Fig.4 Results of Train Model](image)

(a) Results of RNN Model Forecast  
(b) Results of LSTM Model Forecast  
(c) Results of Model Forecast in this paper
From table 2 it can be seen that the accuracy of this model is 10.84% higher than that of the LSTM model, compared with the LSTM model the accuracy is improved 15.54% and the CPU running time is reduced by 15.75% by using the root mean square error root as the evaluation function.

| Model     | TestRMSE  | CPUruntime |
|-----------|-----------|------------|
| RNN       | 166.074726| 11.408s    |
| LSTM      | 175.438281| 20.966s    |
| Adam-GRU  | 148.165615| 17.663s    |

5. Conclusion
Based on the results and discussions presented above, the conclusions are obtained as below:
(1) In this paper, considering the timing and nonlinear characteristics of the short-term power load data, we propose the short-term forecast of power load based on Adam-GRU model.
(2) By comparing with the prediction results of LSTM model, it is verified that this method is superior to the prediction method based on LSTM neural network model. The experimental results show that the prediction accuracy of this model is improved by 15.54%, and the training time of the model is reduced by 15.75%; compared with the RNN model, the RMSE is reduced 10.84%; so the Adam-GRU model is more suitable for forecasting short-term power load data.
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