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Abstract

Air pollution is one of the most important causes of mortality in the world. Monitoring air pollution is useful to learn more about the link between health and pollutants, and to identify areas for intervention. Such monitoring is expensive, so it is important to place sensors as efficiently as possible. Bayesian optimisation has proven useful in choosing sensor locations, but typically relies on kernel functions that neglect the statistical structure of air pollution, such as the tendency of pollution to propagate in the prevailing wind direction. We describe two new wind-informed kernels and investigate their advantage for the task of actively learning locations of maximum pollution using Bayesian optimisation.

Air pollution is one of the most important causes of death globally. Particulate matter with diameter less than $2.5\mu m$, PM$_{2.5}$, is estimated to cause 3-4 million deaths yearly [1, 2]. Through monitoring one can learn more about the impact of air pollution on public health and identify areas requiring intervention. Traditional monitoring networks consist of a few high-quality reference sensors [3], but many low-cost pollution sensors are now available, e.g. [4], which can be used to build high-resolution models to complement the traditional networks. This work aims to improve monitoring networks by improving the placement of low-cost, potentially noisy sensors to monitor average concentrations of PM$_{2.5}$ and identify areas of high average concentration, assuming that sensors can be placed incrementally. This problem – of finding the maxima of a black-box function given sparse and noisy observations – is well-matched to Bayesian optimisation (BO). Most machine learning research on air pollution tends not to consider the problem of efficient sensor placement, e.g. [5-9]. To our knowledge, previous work on environmental sensing using BO and related methods, e.g. [10-12], has not considered wind.

Wind is known to move pollutants downwind [13, p. 78-80], and work on gas mapping has shown the importance of incorporating this effect [14-15]. For instance, [15] used a gas localisation task to show that a method incorporating wind velocity outperforms BO using wind-insensitive kernels. Because we are focusing on time-averaged pollution concentrations, detailed wind information and fluid simulations are not essential: The covariance structure of pollution is driven by the prevailing wind direction, which can be characterised with a single parameter. The kernels presented here allow such information to be incorporated into BO, and have the advantage that wind need not be measured separately. This is desirable from a cost perspective, as additional wind sensors are not needed.

The key question is whether these kernels improve our ability to find the location(s) of highest pollution in an area, with a minimum number of sensor placements, i.e., samples of time-averaged pollution concentrations. To answer this question using real data, we used satellite images of nitrogen dioxide (NO$_2$) concentrations (see Supplementary Material for details). NO$_2$ is a health-related pollutant in its own right [16], and we assume that the dispersion of PM$_{2.5}$ is comparable. While satellite data cannot replace surface-level sensor data, it provides a good testbed given the spatial regularity and density of the observations, and it allows us to set aside complex effects of urban topography.
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1 Wind-informed kernels for Bayesian optimisation

In Bayesian optimisation \[17\] a probabilistic model, in our case a GP, is fitted to the set of observed data points. This model is then used to compute an acquisition function, and the next sample is taken at the point which maximises this function. The new sample is added to the set of data points and the process is repeated. In this paper, the upper confidence bound (UCB) \[18\] was used as the acquisition function, \( \alpha_{\text{UCB}}(x; \beta, D, M) = \mu(x; D, M) + \beta \sigma(x; D, M) \), with \( \beta = 1 \). \( \mu(x; D, M) \) and \( \sigma(x; D, M) \) are the posterior mean and standard deviation of a point \( x \) given data \( D \) and model \( M \). An entropy-based acquisition function \[19\] and other values of \( \beta \) were tested, without marked improvement. To compute \( \mu(\cdot) \) and \( \sigma(\cdot) \), covariances need to be computed between the data points using a kernel function. A thorough introduction to GPs can be found in \[20\].

The motivation for the wind-informed kernels is to exploit the directional structure of wind-driven pollution transport. Intuitively, one would expect to see the highest levels of pollution downwind from a source, and if one recorded a high pollution concentration in a location one would expect to find a source upwind from it. In this work we do not aim to locate sources, but to look at concentrations, and so do not differentiate between upwind and downwind movement.

The standard radial basis function (RBF) was modified to create the wind-informed kernels. The RBF kernel calculates the covariance between two points \( x_i \) and \( x_j \) as

\[
k_R(\tau; l, \sigma_R) = \exp(-\tau^T \tau / l^2)
\]

where \( \tau = x_i - x_j \), \( l \) is the length scale and \( \sigma_R^2 \) the signal variance. The new kernels \( k_S(\cdot), \text{Sum}, \) and \( k_P(\cdot) \). \textit{Product}, are given in Eqs. (1) and (2) and visualised in Fig. 1. The kernels are a combination of a standard RBF kernel and another RBF kernel on the distance orthogonal to the wind direction. The distance is given by

\[
\tilde{R}(\tau; \gamma) = ||\tau - (\tau^T b) b|| \text{ where } b = [\cos(\gamma) \sin(\gamma)]^T \text{ and } \gamma \text{ is the wind direction hyperparameter. Further, } l_D \text{ is the directional length scale, } \sigma_D^2 \text{ the directional signal variance, } \sigma_P^2 \text{ the signal variance for } k_P(\cdot), A = \begin{bmatrix} \sin(\gamma)^2 & -\sin(\gamma) \cos(\gamma) \\ -\sin(\gamma) \cos(\gamma) & \cos(\gamma)^2 \end{bmatrix} \text{ and } E = l_D^2 / l^2 + A.
\]

Finally, \( \theta_S = \{l, l_D, \sigma_R, \sigma_D, \gamma\} \) and \( \theta_P = \{l, l_D, \sigma_P, \gamma\} \) denote sets of hyperparameters. The kernel hyperparameters, together with the noise hyperparameter \( \sigma_n^2 \), are fitted in the GP tuning step.

\[
k_S(\tau; \theta_S) = k_R(\tau; l, \sigma_R) + k_R(\tilde{R}(\tau; \gamma); l_D, \sigma_D) = \sigma_R^2 \exp\left(-\frac{\tau^T \tau}{l^2}\right) + \sigma_D^2 \exp\left(-\frac{\tau^T A \tau}{l_D^2}\right) \quad (1)
\]

\[
k_P(\tau; \theta_P) = k_R(\tau; l, \sigma_P) k_R(\tilde{R}(\tau; \gamma); l_D, 1) = \sigma_P^2 \exp\left(-\frac{\tau^T E \tau}{l_D^2}\right) \quad (2)
\]

Figure 1: Visualisation of wind-informed kernels from Eqs. (1) and (2). The top row shows covariance as function of distance, and the bottom row shows example images sampled from the kernels. \( \sigma_D^2 = 0.5, l = 105, l_D = 35, \gamma = \pi/4, \sigma_P^2 = 1, \sigma_n^2 = 0.01 \). For \textit{Sum} \( \sigma_R^2 = 0.5 \), for \textit{RBF} \( \sigma_R^2 = 1 \).

These kernels are sums and products of RBF kernel functions that are valid for all inputs, and are thus valid kernel functions themselves \[20\] p. 83,95].
2 Data

The data set consists of 1083 images of 28x28 pixels, with each pixel giving the \( \text{NO}_2 \) concentration in mol/m\(^2\) within a ca. 7x7km box on the ground reaching the upper troposphere. The images are from October and November 2018 and cover landmasses across the world. More information is given in the Supplementary Material. We removed images with more than 10 % missing values, and split the data into subsets. The split was done as \( \text{NO}_2 \) concentrations varied greatly between images, and locating peaks of high pollution is more important. Three subsets were created as follows: the images were ordered by the highest \( \text{NO}_2 \) concentration present, and the top, median and bottom 50 images put into sets called 'Strong', 'Median' and 'Weak', respectively. See Fig. 2. Three adjacent sets of 10 images each were created for tuning and normalisation. A final set of 100 images, dubbed 'Selection', was created by picking every ninth of the remaining ordered images. The first three subsets were created to inspect performance on different degrees of difficulty, and the last to test the overall performance.

![Figure 2: Example \( \text{NO}_2 \) concentration images from the Strong, Median and Weak subsets. White pixels indicate missing data. Note the difference in scale between the subsets, and the pollution plumes from point sources in two of the examples. Such plumes were present in many images, particularly in the Strong subset, and are what the wind-informed kernels are meant to capture.](image)

3 Results

We used log concentrations rather than raw concentrations as our data – and pollution concentrations in general [21] – are approximately log-normal, satisfying the assumption of Gaussian marginal and residual distributions in GP models. Images were normalised using means and standard deviations from the associated tuning set. The rationale for this was that the true mean and standard deviation for a deployment region would likely be unknown, but values from similar areas available. The tuning sets were also used to develop priors for the hyperparameters, except for \( \gamma \) for which a uniform prior was used. For each tuning image, gradient descent with 200 hyperparameter initialisations was used to maximise the log marginal likelihood, \( \log(p(Y|M)) \), where \( M \) denotes the model, including kernel and hyperparameter choices, and \( Y \) is the pixel values in image \( i \). A log normal distribution was then fitted to these hyperparameter samples using the maximum likelihood estimator and this was used as a prior. For the Selection subset, the Median tuning set was used for normalisation and prior computation. The models obtained on the tuning sets were compared using the Bayesian information criterion (BIC) [22]. It was highest for the Sum kernel, followed by the Product kernel, c.f. the Supplementary Material. This shows that the wind-informed kernels are able to capture more of the structure of the pollution in the images. For the Weak subset little difference was seen.

The kernels were evaluated on the task of locating the pixel with the maximum pollution concentration. Results on two of the subsets, Strong and Selection, are presented. For comparison, our baselines were (1) Bayesian optimisation with an RBF kernel (RBF) and (2) a policy of choosing points uniformly at random (Random). The latter was repeated 100 times per image and the mean taken. The experiments were initiated with 10 randomly selected pixel values. Fig. 3 shows the performance as a function of iterations done, showing the Sum kernel performs better than the RBF kernel on the Strong subset. For the selection subset, the Random baseline beats the RBF baseline. This indicates that the problem is hard for BO, as would be expected from the example images in Fig 2. The Product kernel outperforms the other kernels on the distance metric, while the ratio metric is very similar for all methods. Fig. 4 looks more closely at the performance on the Selection subset as a function of the maximum pollution concentration present in each image. It shows that the performance improves with higher levels of pollution and also that over most of the concentration values the Product kernel is better than the RBF.
Figure 3: Comparison of kernel performance on Strong and Selection subsets. \( \hat{x} \) is the estimated maximiser and \( x^* \) the true maximiser. \( \hat{y} \) and \( y^* \) are the true concentration values at \( \hat{x} \) and \( x^* \), respectively. Both metrics are shown as means with standard deviation of the mean in dotted lines. The Sum kernel reaches slightly better values than the RBF kernel on the Strong subset, and the Product kernel outperforms the other kernels on the distance metric on the Selection subset.

Figure 4: Inspection of performance after 100 iterations over the range of concentrations in the Selection subset. Each line shows the running average of the 20 previous values. \( \hat{x}, x^*, \hat{y} \) and \( y^* \) as defined for Fig. 3. As can be seen the Product kernel outperforms RBF across most concentration.

4 Discussion and future work

By augmenting a standard RBF kernel with a directional element that captures the prevailing wind direction, we can better capture the covariance structure in NO\(_2\) pollution, as indicated by the BIC scores. The results also show that this better estimates pollution maxima and the locations of those maxima for some of the images. The improvement was less clear than we expected from the BIC scores. We hypothesise that this is due to the hyperparameter tuning, which the results were sensitive to. For an example, see the Supplementary Material. Therefore, we plan to improve our priors by basing them on a larger tuning set and using hierarchical modelling. Additionally, the wind-informed kernels should be tested on more data sets, and particularly on data sets of urban air pollution. As wind is also important in moving air pollution over short distances one would expect improvement, but this might be distorted by other factors, like buildings. The approach used, of incorporating a data transformation into the covariance function, can be extended to other kernels, e.g. the set of Matérn kernels, or combined in other ways, e.g. a combination of Sum and Product kernels.
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A Supplementary Material

Supplementary material for Optimising Placement of Pollution Sensors in Windy Environments by Sigrid Passano Hellan, Christopher G. Lucas and Nigel H. Goddard presented at the AI for Earth Sciences Workshop at NeurIPS 2020.

A.1 Data

The data were collected by the TROPOspheric Measuring Instrument (TROPOMI) aboard the Sentinel 5P satellite[1] and were extracted and shared with us by Dr Douglas Finch at the University of Edinburgh. In the original data source, the NO\textsubscript{2} data used is given in the column labelled 'level 2 nitrogen dioxide tropospheric'. Images covering mostly oceans were excluded.

A.2 BIC scores

The Bayesian information criterion (BIC) scores of the tuning sets referred to in Section 3 are given in Table 1. The values are given as differences because the obtained BIC scores varied a lot between problems, e.g. between 306 and -1014 for the Sum kernel on the Strong subset. As can be seen, the relative differences vary a lot less.

Table 1: Differences in Bayesian information criterion (BIC) scores obtained on tuning sets. Mean (standard deviation of mean). The wind-informed kernels were better able to explain the data for the Strong and Median subsets. There was little difference for the Weak subset, where the images were very noisy.

|               | Sum - Product | Sum - RBF | Product - RBF |
|---------------|---------------|-----------|---------------|
| Strong tune   | 13.43 (3.69)  | 19.92 (3.44) | 6.49 (2.75)   |
| Median tune   | 2.69 (1.95)   | 10.02 (4.30) | 7.33 (3.73)   |
| Weak tune     | 0.35 (0.58)   | -1.12 (1.72) | -1.47 (1.34)  |

A.3 Implementation notes

A small amount of noise was added to sampled values in the BO loop for numerical stability. At each iteration in the BO loop 100 hyperparameter seeds were sampled from the priors and used as starting points for the GP tuning. The setting which maximised the posterior log marginal likelihood was then used. When estimating the hyperparameter priors, Bessel’s correction was used for the variance estimate.

A.4 Hyperparameter prior sensitivity

Fig. 5 shows the results on the Strong subset when a slightly different prior was used for the hyperparameters, as referred to in Section 4 of the main paper.

---

[1] Copernicus, [https://www.copernicus.eu/en](https://www.copernicus.eu/en)
Figure 5: Comparison of kernel performance on Strong subsets, when biased estimates of variances of hyperparameter priors are used, i.e. not using Bessel’s correction. Compare to Fig. 3 in body of paper. With these settings, the Product kernel performs best. Comparing the figures, the Product kernel has improved but the RBF worsened. $\hat{x}$ is the estimated maximiser and $x^*$ the true maximiser. $\hat{y}$ and $y^*$ are the true concentration values at $\hat{x}$ and $x^*$, respectively.