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Abstract: Event-triggered control has the potential to provide a similar performance level as time-triggered (periodic) control while triggering events less frequently. It therefore appears intuitive that it is also a viable approach for distributed systems to save scarce shared network resources used for inter-agent communication. While this motivation is commonly used also for multi-agent systems, a theoretical analysis of the impact of network effects on the performance of event- and time-triggered control for such distributed systems is currently missing. With this paper, we contrast event- and time-triggered control performance for a single-integrator consensus problem under consideration of a shared communication medium. We therefore incorporate transmission delays and packet loss in our analysis and compare the triggering scheme performance under two simple medium access control protocols. We find that network effects can degrade the performance of event-triggered control beyond the performance level of time-triggered control for the same average triggering rate if the network is used intensively. Moreover, the performance advantage of event-triggered control shrinks with an increasing number of agents and is even lost for sufficiently large networks in the considered setup.
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1. INTRODUCTION

Åström and Bernhardsson (2002) have demonstrated that event-triggered control (ETC) can outperform time-triggered control (TTC) for a single-loop single-integrator system given equal average triggering rates. While TTC samples periodically, ETC initiates an event when a designed triggering condition is fulfilled. Åström and Bernhardsson’s finding gives rise to the conjecture that ETC has the potential to save scarce shared network resources while achieving the same performance level as TTC. This motivation is not only popular in the area of networked control systems (NCS), e.g., Henningsson et al. (2008) and Heemels et al. (2008), but also for multi-agent systems (MAS), e.g., Seyboth et al. (2013) and Nowzari et al. (2019). To differentiate clearly between NCS that are only coupled through their use of a shared communication medium and MAS in which the agents additionally cooperate on a common goal, we refer to the former as non-cooperative NCS throughout this paper.

While intuitively plausible at first sight, the conjecture above can be falsified in some relevant settings. As a starting point to examine the conjecture more closely, Rabí and Johansson (2009) extend the analysis of Åström and Bernhardsson (2002) incorporating packet loss effects on a shared network of multiple non-cooperative single-integrator systems. Blind and Allgöwer (2011a) and Blind and Allgöwer (2011b) additionally consider transmission delay effects and derive packet loss and delay quantities based on two simple medium access control (MAC) protocols. These results are complemented by Blind and Allgöwer (2013) with the analysis of further MAC protocols in the same setting and their comparison for varying network loads. The authors thereby demonstrate that network effects can degrade the performance of event-triggered control compared to TTC due to higher packet loss probabilities or transmission delays, depending on the MAC protocol. Considering the interplay between triggering scheme and network therefore appears crucial for the design of triggering schemes in the non-cooperative NCS case.

One approach to extend the analysis from Åström and Bernhardsson (2002) to more general system classes has been the introduction of the notion of consistency for ETC by Balaghiinaloo et al. (2022). An ETC scheme is called consistent if it provides a better performance level than the TTC scheme with the same average triggering rate. Balaghiinaloo et al. (2022) leverage the consistency framework to evaluate the performance implications of network effects for stochastic ETC and TTC schemes in the case of non-cooperative linear discrete-time systems. They propose an ETC scheme that is provably consistent for the considered system class and network setting even when some network effects are incorporated.
While performance comparisons of ETC and TTC schemes including network considerations have thus been studied in various works, a respective analysis is still missing for MAS settings. Therefore, our contribution is to extend our previous theoretical evaluation in Meister et al. (2022, 2023), which does not take network effects into account, by the consideration of shared network effects, namely packet loss and transmission delays. Similarly to Blind and Allgöwer (2013), we derive packet loss probabilities and expected transmission delays based on two MAC protocols in order to evaluate performance levels of ETC and TTC for various network loads in our single-integrator MAS setup. We show that ETC performance degradation due to network effects can outweigh its general performance advantage compared to TTC in the considered setup, depending on the network load. In addition, we demonstrate that for sufficiently large numbers of agents, TTC provides lower network loads than ETC for all attainable performance levels. Consequently, we exemplify that network effects can have similar performance implications in a MAS setting as in the respective non-cooperative NCS setting while their impact might be even more severe and additional impact factors such as the number of agents might need to be taken into account.

Our paper has the following structure: In Section 2, we introduce the considered problem setup. Subsequently, we present our theoretical results in Sections 3 and 4 where we first derive cost expressions for TTC and ETC and then, quantify packet loss probabilities and expected transmission delay of packet k sent by agent j. In addition, δ(·) refers to the Dirac impulse. Furthermore, \( t_j^k \) and \( d_j^k \) denote the transmission time instant and transmission delay of packet k sent by agent j, respectively. Note that we can utilize the state \( x_i(t_j^k) \) in \( u_i(t) \) since every agent can continuously monitor its own state. Thus, computation of the input of \( u_i(t) \) only requires local and transmitted state information. Consequently, transmitting an agent’s state to all other agents allows for a reset of the MAS to consensus. Such a reset is only performed if the broadcasted packet arrives and the input is applied after a transmission delay \( d_j^k \). Note that the latter point implies that the system does not achieve exact consensus due to the outdated state information used for the input computation. Between such consensus resets, the agents behave according to standard Brownian motions.

Let us introduce three core assumptions to determine the mechanisms behind packet loss and transmission delays within this work:

**Assumption 1.** Each packet requires a constant transmission time \( \tau > 0 \) in order to travel from the transmitter to the receivers. The transmission time is the same for all packets regardless of the transmitter or receiver.

**Assumption 2.** The shared network behaves like a single communication channel: If two or more packets are transmitted via the shared medium at the same time, they collide and are lost.

**Assumption 3.** A packet is either transmitted successfully to all neighboring agents or lost.

Note that while the transmission time \( \tau \) of a packet is constant according to Assumption 1, the transmission delay \( d_j^k \) also depends on the deployed MAC protocol. Due to Assumption 3, we can neglect the subscript for the receiving agent \( i \) in \( \mathcal{A}_j \) and simply write \( \mathcal{A}_j \) for the set of indices of arrived packets sent by agent \( j \).

Lastly, we utilize the following notation regarding the series of transmission events in this paper: We have already introduced the series of triggering time instants \( (t_k^j)_{k \in \mathbb{N}} \) for agent \( j \in \{1, \ldots, N\} \). Moreover, we will also refer to the event series of the complete MAS with the notation \( (t_k)_{k \in \mathbb{N}} \). Naturally, one obtains the sequence \( (t_k)_{k \in \mathbb{N}} \) by ordering the elements of all event series \( (t_k^j)_{k \in \mathbb{N}} \) for all agents \( j \in \{1, \ldots, N\} \) in an increasing fashion. In addition, let us denote the set of indices \( k \) of \( (t_k^j)_{k \in \mathbb{N}} \) which refer to arrived packets by \( \mathcal{A} \). Then, the logic above also applies for the delay series \( (d_k^j)_{k \in \mathcal{A}} \) and \( (d_k)_{k \in \mathcal{A}} \) in the sense that each \( d_k^j \) corresponds to a \( t_k^j \) such that we can utilize the same ordering to obtain \( (d_k)_{k \in \mathcal{A}} \).

### 3. COST ANALYSIS FOR TRIGGERING SCHEMES

In this section, we introduce the triggering schemes TTC and ETC and derive the respective cost according to (2).
3.1 General Cost Analysis

First, we state two useful facts about the considered problem. Similar to Rabi and Johansson (2009); Meister et al. (2022), we find:

Fact 4. If the inter-event times \((t_{k+1} - t_k)\) are independent and identically distributed, the cost can be computed by considering the time interval between two successful transmissions \([t_k^s, t_{k+1}^s]\):

\[
J = \frac{1}{2} \sum_{i,j=1}^N \left[ \int_{t_k^s}^{t_{k+1}^s} (x_i(t) - x_j(t))^2 \, dt \right],
\]

where \((t_k^s)_{k \in \mathbb{N}} = (t_k)_{k \in A}\) are determined by the triggering schemes introduced in Sections 3.2 and 3.3.

Proof. The proof is omitted due to space limitations. It uses similar arguments as in (Meister et al., 2022, Fact 1).

Fact 5. (Blind and Allgöwer (2013), Lemma 35). Let the expected time between two transmission attempts be \(E[T]\) and the packet loss probability be \(p\). Then, the expected time between two successful transmissions \(E[T^s]\) is

\[
E[T^s] = \frac{E[T]}{1 - p}.
\]

Subsequently, we will use these facts to show that the cost can be separated into components induced by the system behavior without network effects, the transmission delays and packet loss. Let us first analyze the impact of transmission delays on the performance.

Lemma 6. Suppose agents (1) are controlled by the impulsive input (3) and the inter-event times \((t_{k+1} - t_k)\) are independent and identically distributed. Then, the cost (2) can be separated into

\[
J = \tilde{J} + N(N - 1)E[d_k], \quad k \in A
\]

where \(\tilde{J}\) refers to the cost without considering transmission delays \((d_k)_{k \in A}\), i.e., \(J\) given \(d_k = 0\) for all \(k \in A\).

Proof. Since the inter-event times are independent and identically distributed, we can utilize Fact 4 to analyze the cost in (2). Let us mark all variables neglecting effects of delays with a bar, e.g., \(\bar{x}_i(t)\) refers to the state of agent \(i\) including the effect of delays \((d_k)_{k \in A}\) and \(\bar{x}_i(t)\) denotes the same state under the assumption \(d_k = 0\) for all \(k \in A\).

Together with Fact 4, the cost can be rewritten as

\[
J = \frac{1}{2} \sum_{i,j=1}^N \left[ \int_{t_k^s}^{t_{k+1}^s} \left( \bar{x}_i(t) - \bar{x}_j(t) \right)^2 \, dt \right] + \int_{t_k^s}^{t_{k+1}^s} \left( \bar{x}_i(t) - \bar{x}_j(t) \right)^2 \, dt,
\]

where we utilized the fact that for the transmitting agent \(i \in \{1, \ldots, N\}\), the relation \(x_i(t) = \bar{x}_i(t) \forall t \in [t_k^s, t_{k+1}^s]\) holds while for all other agents \(j \in \{1, \ldots, N\}\), the following equality is fulfilled

\[
x_j(t) = \left( \bar{x}_j(t) + (\bar{x}_j(t_k^s) - \bar{x}_i(t_k^s)) \right) \quad \forall t \in [t_k^s, t_{k+1}^s],
\]

Rearranging terms yields

\[
J = \frac{1}{2} \sum_{i,j=1}^N \left[ \int_{t_k^s}^{t_{k+1}^s} (x_i(t) - \bar{x}_j(t))^2 \, dt \right] + \int_{t_k^s}^{t_{k+1}^s} (\bar{x}_i(t) - \bar{x}_j(t))^2 \, dt.
\]

We can express the numerator as

\[
\frac{1}{2} \sum_{i,j=1}^N \left[ \int_{0}^{T^s} (x_i(t) - \bar{x}_j(t))^2 \, dt \right] = \frac{1}{2} \sum_{i,j=1}^N \int_{0}^{t_{m}^s} (x_i(t) - \bar{x}_j(t))^2 \, dt
\]

where \(t_m\) denotes the time instant of the \(m\)-th transmission attempt. Computing the expected value from the previous
equation for $i \neq j$ yields
\[
E \left[ \int_{t_{k-1}}^{t_k} (\bar{x}_i(t) - \bar{x}_j(t))^2 \, dt \right] \\
= (E[\bar{x}_i(t_{k-1})]^2 + E[\bar{x}_j(t_{k-1})]^2) \, E[t_k - t_{k-1}] \\
+ E \left[ \int_{t_{k-1}}^{t_k} ((\bar{x}_i(t) - \bar{x}_j(t_{k-1}))) - (\bar{x}_j(t) - \bar{x}_j(t_{k-1})))^2 \, dt \right],
\]
where we utilized the fact that $\bar{x}_i(t)$ and $\bar{x}_j(t)$ are independent for $i \neq j$ and all $t \geq 0$. Moreover, the last term considers the state evolution without packet loss and transmission delays since the agent states are reset to consensus at every $t_{k-1}$. Thus, we have
\[
E \left[ \int_{t_{k-1}}^{t_k} (\bar{x}_i(t) - \bar{x}_j(t))^2 \, dt \right] \\
= 2E[t_{k-1}] \, E[T] + E \left[ \int_{t_{k-1}}^{t_k} (\bar{x}_i(t) - \bar{x}_j(t))^2 \, dt \right] \\
= 2(k - 1)E[T]^2 + E \left[ \int_{t_{k-1}}^{t_k} (\bar{x}_i(t) - \bar{x}_j(t))^2 \, dt \right],
\]
where we abbreviate the state evolution without transmission delays and packet loss as $\bar{x}(t)$ for all $i \in \{1, \ldots, N\}$. Combining all derivations with Fact 5 yields the cost
\[
\bar{J} = \frac{1}{2} \left[ \sum_{i,j=1}^{N} \frac{(1-p)^2}{p^m} \sum_{m=1}^{\infty} p^m \\
\cdot \left( \frac{2E[T]^2}{m(m-1)} \right) + mE \left[ \int_{0}^{t_1} (\bar{x}_i(t) - \bar{x}_j(t))^2 \, dt \right] \right] \\
= \frac{1}{2} \sum_{i,j=1}^{N} \left( E[T] \left( \frac{1+p}{1-p} - 1 \right) \\
+ \frac{1}{E[T]} E \left[ \int_{0}^{T} (\bar{x}_i(t) - \bar{x}_j(t))^2 \, dt \right] \right) \\
= N(N - 1) \frac{pE[T]}{1-p} + \bar{J},
\]
where we utilized closed-form expressions for low-order polylogarithms. Applying Lemma 6 finishes the proof. \(\square\)

### 3.2 Time-Triggered Control

In TTC, transmission events are scheduled periodically, i.e., with a constant inter-event time $T_{TT} = t_{k+1} - t_k = \text{const}$ for all $k \in \mathbb{N}$. At each event, one agent broadcasts its state to all other agents. If the packet with state information is not lost, it arrives after a delay and allows all agents to apply control input (3). The transmitting agent can be chosen according to an arbitrary scheme as the cost is not influenced by that choice in our setup.

Deploying this triggering scheme in the considered setup allows us to arrive at the following theorem.

**Theorem 8.** Let agents (1) be controlled by the impulsive input (3) with constant inter-event times $T_{TT}$. Then, the cost (2) is given by
\[
J_{TT} = N(N - 1) \left( \frac{T_{TT}^2}{2} + \frac{pT_{TT}}{1-p} + E[d_k] \right).
\]

**Proof.** The result follows from combining Lemma 7 with (Meister et al., 2022, Theorem 1) showing
\[
\bar{J}_{TT} = N(N - 1) \frac{T_{TT}^2}{2}.
\]

**Remark 9.** Note that the structure of the cost is similar to the one in (Blind and Allgöwer, 2013, Theorem 4) but scaled by the number of agent pairs.

### 3.3 Event-Triggered Control

In ETC, a transmission is initiated by an agent if a triggering condition is fulfilled. The triggering condition should be chosen such that it indicates communication necessity in the setting at hand. As in Meister et al. (2022), we define
\[
|s_i(t) - s_i(t_k)| \geq \Delta,
\]
as the triggering condition where $\bar{k} = \max \{k \in \mathbb{N} \mid t_k \leq t\}$ and $\Delta > 0$. In a distributed setup, it is quite common to compare the deviation of the current state $s_i(t_k)$ of agent $i$ from its state at the last event $s_i(t_k)$ to a threshold $\Delta$. This is due to the fact that each agent can check this condition locally, see, e.g., Dimarogonas and Johansson (2009). Since each agent’s state contributes equally to the cost, we utilize the same threshold $\Delta$ for all agents. Note that we use a triggering condition analogous to Åström and Bernhardsson (2002), Rabi and Johansson (2009), Blind and Allgöwer (2013) but ours is of a distributed nature. To deploy (5) in a distributed setup, we additionally need the following assumption.

**Assumption 10.** Each agent is able to indicate instantaneously to all other agents when a packet transmission is started. This information is broadcasted to the other agents without loss or delay.

In practice, this can for example be achieved by reserving a certain frequency range of the network bandwidth only for indicating transmission time instants with a broadcast. Note that the transmission of one bit is sufficient to indicate the transmission time instant to all other agents. Thus, the reserved bandwidth can be rather small while still enabling close to zero transmission times and, thus, close to zero packet loss probabilities.

In ETC, we can express the inter-event time as a stopping time $T_{ET} = \inf \{t > 0 \mid \exists i \in \{1, \ldots, N\} : |s_i(t)| = \Delta\}$, leveraging the argument from Fact 4. Therefore, the inter-event time is a stochastic variable. Note that the triggering condition (5) with Assumption 10 renders the inter-event times of the ETC scheme independent and identically distributed. This allows us to apply Lemma 7, but the derivation of a closed form expression for the cost $J_{ET}$ is not possible. Nonetheless, we can utilize the result from (Meister et al., 2022, Theorem 2) to determine the relationship to the TTC cost.

**Lemma 11.** (Meister et al. (2022)). Let agents (1) be controlled by the impulsive input (3) with inter-event times $T_{ET} = \inf \{t > 0 \mid \exists i \in \{1, \ldots, N\} : |s_i(t)| = \Delta\}$. Then, there exists an $N_0$ such that for all $N \geq N_0$,
\[
J_{ET} > J_{TT}(T_{TT} = E[T_{ET}]),
\]
where we denote by $J_{TT}(T_{TT} = E[T_{ET}])$ the cost under constant inter-event times $T_{TT} = E[T_{ET}]$ without considering packet loss or transmission delays.
This result points out that ETC is not necessarily superior to TTC in this MAS setup under the assumption that network effects can be neglected. In order to include packet loss and transmission delay effects in the comparison, we need to determine packet loss probability and expected delay based on the deployed MAC protocols.

4. MEDIUM ACCESS CONTROL PROTOCOLS

The packet loss probability $p$ and the expected transmission delay $\mathbb{E}[d_k]$ depend on the MAC protocol. We will analyze TTC and ETC under simple MAC protocols forming the basis of complex ones. As Blind and Allgöwer (2013), we examine Time Division Multiple Access (TDMA) for TTC and pure ALOHA (Abramson (1970)) for ETC.

The TDMA protocol belongs to the group of deterministic MAC protocols which reserve the shared resource a priori in order to prevent packet loss. It is therefore only applicable to TTC. The pure ALOHA protocol belongs to the class of contention-based MAC protocols. They do not schedule the access to the shared network for each agent a priori at the risk of packet collisions.

Applying a contention-based MAC protocol to the TTC scheme will not result in a performance improvement when compared to TDMA. As argued by Blind and Allgöwer (2013), Section 5.2, a properly designed contention-based protocol applied to TTC can achieve TDMA performance at best because of the deterministic nature of the transmission attempts. We will therefore analyze TDMA for TTC while evaluating the contention-based protocol for ETC.

4.1 Time Division Multiple Access

In the TDMA protocol, the transmission events are assigned to the agents in advance. Therefore, packet collisions are completely prevented as long as the inter-event time $T_{\text{TT}}$ is larger than the transmission time $\tau$, i.e.,

$$p_{\text{TDMA}} = \begin{cases} 0, & T_{\text{TT}} \geq \tau, \\ 1, & \text{otherwise}, \end{cases}$$

and the expected delay equals the transmission time, i.e.,

$$\mathbb{E}[d_{\text{TDMA},k}] = \tau.$$

**Theorem 12.** Applying TTC with the TDMA protocol to agents (1) with input (3) yields the normalized cost

$$J_{\text{TT,TDMA}} = \frac{1}{2\rho} + 1 \quad \forall \rho \in (0, 1],$$

where we normalized by $\tau N(N-1)$ and $\rho = \tau / T_{\text{TT}}$ denotes the network load.

**Proof.** The result follows from utilizing $p_{\text{TDMA}}$ and $\mathbb{E}[d_{\text{TDMA},k}]$ in the cost expression in Theorem 8 as well as normalizing by $\tau N(N-1)$.

For a finite cost, the maximum network load is $\rho = 1$ since all packets are lost beyond that load.

4.2 Pure ALOHA

In the pure ALOHA protocol, each agent has access to the medium at all times. If a packet is sent while another one is in transmission, both packets are lost. While $\mathbb{E}[d_{PA,k}] = \tau$ holds for the transmission delay, we can establish the following lemma to compute the packet loss probability.

**Lemma 13.** Suppose agents (1) are controlled by the input (3) with ETC triggering condition (5). Then, the packet loss probability under the pure ALOHA protocol is

$$p_{PA} = 1 - \mathbb{P}(T_{ET} > \tau)^2,$$

where, with $\rho = \tau / \mathbb{E}[T_{ET}]$, we have

$$\mathbb{P}(T_{ET} > \tau) = \left(\frac{4}{\pi} \sum_{n=0}^{\infty} \frac{(-1)^n}{(2n+1)} \cdot \sqrt{n^2 \mathbb{E}[T_{ET} | \Delta = 1]} \rho \right)^N.$$

**Proof.** Analogously to Sant (1980), we can compute the loss probability as

$$p = 1 - (1 - \mathbb{P}(T_{ET} \leq \tau))^2 = 1 - \mathbb{P}(T_{ET} > \tau)^2,$$

where a packet is lost if it is sent while the previous one is still transmitted or the following packet is sent while the considered one is still transmitted itself.

Let us define $T_{0,a,0}^i := \min(T_{0,a,0}^i, T_{0,a,0}^i)$, where $T_{0,a}^i := \inf\{t > 0 \mid v_i(t) = y\}$ is the first hitting time of level $y \in \mathbb{R}$ for a Brownian motion $v_i(t)$ starting at $v_{0,i} \in \mathbb{R}$. In (Mörters and Peres, 2010, (7.15)), it is shown that for $0 < v_{0,i} < a_i$,

$$\mathbb{P}_{v_{0,i}}(T_{0,a,0}^i > t) = \mathbb{P}_{v_{0,i}}(v_i(s) \in (0, a_i) \forall s \in [0, t]) = \frac{4}{\pi} \sum_{n=0}^{\infty} \frac{1}{2n+1} \exp\left(-\frac{(2n+1)^2 \pi^2 \rho}{2a_i^2} t\right) \cdot \sin\left(\frac{(2n+1)\pi v_{0,i}}{a_i}\right).$$

Since we are analyzing multiple independent Brownian motions and their minimum first hitting time for each of the fixed interval limits 0 and $a_i$, we are interested in

$$\mathbb{P}_{v_{0,1}, \ldots, v_{0,N}}(T_{0,a,0}^1 \wedge \ldots \wedge T_{0,a,0}^N > t) = \prod_{i=1}^{N} \mathbb{P}_{v_{0,i}}(T_{0,a,0}^i > t),$$

where we utilized that the Brownian motions are mutually independent and $\wedge$ computes the minimum of two quantities. Utilizing that all Brownian motions are identically distributed, we have $\mathbb{P}(T_{ET} > \tau) = \mathbb{P}_{v_{0,1}}(T_{0,a,0}^1 > \tau)^N$ for $a_i = 2\Delta$ and $v_{0,i} = a_i/2$ for all $i \in \{1, \ldots, N\}$. This yields

$$\mathbb{P}(T_{ET} > \tau) = \mathbb{P}_{\Delta}(T_{0,2\Delta} > \tau)^N = \left(\frac{4}{\pi} \sum_{n=0}^{\infty} \frac{(-1)^n}{2n+1} \cdot \exp\left(-\frac{(2n+1)^2 \pi^2 \rho}{8 \Delta^2} \tau\right)\right)^N.$$

Plugging in $\mathbb{E}[T_{ET}] = \Delta^2 \mathbb{E}[T_{ET} | \Delta = 1]$ from (Meister et al., 2022, Fact 3) and defining the network load $\rho = \tau / \mathbb{E}[T_{ET}]$ gives us the desired result.

After quantifying the expected transmission delay and packet loss probability for ETC with the pure ALOHA protocol, we arrive at the respective normalized cost.

**Theorem 14.** Applying ETC with triggering rule (5) and the pure ALOHA MAC protocol to agents (1) with input (3) yields the cost, normalized by $\tau N(N-1)$,

$$J_{\text{ET,PA}} = \frac{J_{\text{ET}}(\Delta = 1)}{N(N-1) \mathbb{E}[T_{ET} | \Delta = 1]} \cdot \frac{1}{\rho} + \frac{p_{PA}}{1 - p_{PA}} \cdot \frac{1}{\rho} + 1 \quad \forall \rho \in (0, \infty),$$

with network load $\rho = \tau / \mathbb{E}[T_{ET}]$. 
Theorem 2) holds independently of the network load when $\rho N < \rho_{\text{c}}$. The latter is due to the fact that the performance relationship turns out to depend on the network load as well as the number of agents for the considered setting. In future work, we plan to analyze setup that a performance-oriented design decision on ETC versus TTC under consideration of network effects can be more complex than for non-cooperative NCS. This is due to the fact that the performance relationship turns out to depend on the network load as well as the number of agents for the considered setting. In future work, we plan to analyze more MAC protocols such as slotted ALOHA and their impact on the induced performance of TTC and ETC. Moreover, the generalization to a broader class of communication topologies will unfold many additional research topics such as the applicability and implications of various MAC protocols in other network scenarios.

6. CONCLUSION

In this work, we analyzed the performance of TTC and ETC in a MAS consensus setup with single-integrator agents including transmission delays and packet loss due to imperfect communication. We thereby extended the performance comparison in Meister et al. (2022) by the consideration of network effects. Our work highlights that TTC might outperform ETC in this particular setup for a sufficiently large number of agents or high network loads. We have shown that the former result, also stated in Meister et al. (2022), still holds when network effects are taken into account for the considered setup and MAC protocols. In addition, the found performance advantage of TTC for high network loads demonstrates that network effects are non-negligible for performance evaluations of ETC and TTC. In conclusion, this work demonstrates for the analyzed setup that a performance-oriented design decision on ETC versus TTC under consideration of network effects can be more complex than for non-cooperative NCS. This is due to the fact that the performance relationship turns out to depend on the network load as well as the number of agents for the considered setting. In future work, we plan to analyze more MAC protocols such as slotted ALOHA and their impact on the induced performance of TTC and ETC. Moreover, the generalization to a broader class of communication topologies will unfold many additional research topics such as the applicability and implications of various MAC protocols in other network scenarios.
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