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Abstract

In this paper, we use a geometrical approach to sharpen a lower bound given in [5] for the Lipschitz modulus of the optimal value of (finite) linear programs under tilt perturbations of the objective function. The key geometrical idea comes from orthogonally projecting general balls on linear subspaces. Our new lower bound provides a computable expression for the exact modulus (as far as it only depends on the nominal data) in two important cases: when the feasible set has extreme points and when we deal with the Euclidean norm. In these two cases, we are able to compute or estimate the global Lipschitz modulus of the optimal value function in different perturbations frameworks.

Keywords Lipschitz modulus · Optimal value · Orthogonal projections · Linear programming · Variational analysis

Dedicated to Franco Giannessi on the occasion of his 85th birthday.

Communicated by Boris S. Mordukhovich.

This research has been partially supported by Grants PGC2018-097960-B-C21 and PID2020-116694GB-I00 from MICINN, Spain, and ERDF, ‘A way to make Europe,’ European Union.

✉ J. Parra
parra@umh.es

M.J. Cánovas
canovas@umh.es

M.J. Gisbert
mgisbert@est-econ.uc3m.es

D. Klatte
diethard.klatte@business.uzh.ch

1 Center of Operations Research (CIO), Miguel Hernández University of Elche, Elche, Spain
2 Department of Statistics, Universidad Carlos III de Madrid, Getafe, Spain
3 Institut für Betriebswirtschaftslehre, Universität Zürich, Zürich, Switzerland
1 Introduction

This paper exploits geometrical aspects of balls (associated with arbitrary norms) in order to sharpen a lower bound, given in [5, Theorem 4.1], on the Lipschitz modulus of the optimal value of linear programs under canonical perturbations, i.e., tilt perturbations of the objective function together with right-hand side (RHS) perturbations of the inequality system defining the constraints.

Lipschitz properties of optimal values and optimal solutions of perturbed linear programs have been systematically studied since the 1970s and 1980s. In particular, it is well known that the optimal value function, when restricted to solvable problems (i.e., with finite optimal value), is Lipschitzian on bounded subsets of the parameter space, see, e.g., [12,17]. The latter also follows from results of parametric linear optimization (see, e.g., [10, Chapter 8] or [1, Chapter 5.5]), saying that the parameter space of solvable problems is a convex polyhedral cone and the restricted optimal value function is continuous and piecewise quadratic there. Moreover, for a fixed objective function (respectively, for a fixed RHS) the corresponding ‘partial’ optimal value function is piecewise linear and convex (respectively, concave) on its effective domain (which is a convex polyhedral set), hence globally Lipschitz there, see, e.g., [10, Chapter 6], [1, Chapter 5.5] or [16,17]. For recent detailed discussions of the history of Lipschitz analysis in linear optimization, we refer to the papers [4,5].

Clearly, to have an exact expression of the Lipschitz modulus of the optimal value function at a (given) nominal solvable problem is a matter of interest in the sensitivity analysis. Such an exact expression is obtained in [5, Theorem 5.2] in the case when the nominal set of optimal solutions is bounded, and moreover, this expression is given exclusively in terms of the nominal problem’s data (parameters and solutions), not involving problems in a neighborhood; in this sense, we often use the term point-based expression. The reader is addressed to [5] for further comments and references and [3,8,9,14] and references therein for a wider view on Lipschitz moduli and related variational concepts.

As an immediate antecedent to the current analysis, [5, Theorem 4.1] provides a point-based upper bound on the Lipschitz modulus of the optimal value under tilt perturbations of the objective function (for a fixed RHS) and [5, Theorem 3.1] gives an exact expression for RHS perturbations and fixed objective. The present paper completes the picture about the Lipschitzian behavior of the optimal value function by providing:

- A lower bound on the Lipschitz modulus for fixed RHS (and perturbable objective), which equals the exact modulus in the cases when either the nominal feasible set contains no lines or the norm considered in the space of decision variables ($\mathbb{R}^n$) is the Euclidean norm. Note that the nominal feasible set contains no lines if and only if it has extreme points, which obviously includes the case when it is bounded.
- The exact global Lipschitz modulus for fixed RHS in the two cases mentioned above.
• The exact global Lipschitz modulus for fixed objective (in all cases).
• An upper bound on the global Lipschitz modulus for canonical perturbations under certain assumptions ensuring the modulus’ finiteness.

The main ingredient in this study is the operator norm of the orthogonal projection mapping on the (nonzero) linear subspace spanned by the left-hand side (LHS) coefficients of the constraint system with respect to the usual inner product in $\mathbb{R}^n$. Such a subspace is nothing else but the orthogonal one to the lineality space (see [13]) of any nonempty feasible set. Observe that, since we are not perturbing the LHS of the constraints, this lineality space is fixed. The two special cases mentioned above (the existence of extreme feasible points or the use of the Euclidean norm) make the referred operator norm equal 1, independently of the values of the LHS coefficients.

The structure of the paper is as follows: Section 2 introduces the necessary notation and preliminary results. Section 3 provides some ad hoc results on dual norms of projections. Then, Section 4 computes the referred local and global moduli for partial perturbations (with either the objective function or the RHS being fixed). The case of canonical perturbations is tackled in Section 5. We finish the paper with a section of conclusions.

2 Notation and Preliminaries

Given a subset $X \subseteq \mathbb{R}^n$, by conv$X$, cone$X$, and span$X$ we denote the convex hull, the conical convex hull, and the linear subspace spanned by $X$. It is assumed that cone$X$ and span$X$ always contain 0$_n$, the zero vector of $\mathbb{R}^n$. In particular, cone$\{\emptyset\}$ = span$\{\emptyset\}$ = {0$_n$}. The orthogonal subspace to $X$ is denoted as $X^\perp := \{y \in \mathbb{R}^n : y'x = 0 \text{ for all } x \in X\}$. Let us also denote by extr$X$ the set of extreme points of a convex set $X \subseteq \mathbb{R}^n$.

From the topological side, int$X$ and bd$X$ denote, respectively, the interior and the boundary of a given subset $X$ of any topological space.

Throughout the paper, we are concerned with the parameterized linear program

$$\pi : \inf \ c'x \ \text{subject to} \ \overline{a}_t x \leq b_t, \ t \in T = \{1, \ldots, m\},$$

where $x \in \mathbb{R}^n$ is the decision variable, regarded as a column vector, i.e., $\mathbb{R}^n \equiv \mathbb{R}^n \times 1$, the LHS coefficient vector $\overline{a}_t \in \mathbb{R}^n$ is given (fixed) for each $t \in T$, with some $\overline{a}_t$ being nonzero, the prime stands for transposition, and $\pi \equiv (c, b) \in \mathbb{R}^n \times \mathbb{R}^T$, with $b = (b_t)_{t \in T}$, being the parameter to be perturbed, (for simplicity, hereafter we write $\pi = (c, b)$) either locally, around a given nominal value $\overline{\pi} = (\overline{c}, \overline{b})$, or globally.

Associated with our parametric family (1) we consider the feasible set mapping, $\mathcal{F} : \mathbb{R}^T \Rightarrow \mathbb{R}^n$, the optimal value function, $\vartheta : \mathbb{R}^n \times \mathbb{R}^T \longrightarrow [-\infty, +\infty]$, and the optimal set mapping, $\mathcal{F}^{op} : \mathbb{R}^n \times \mathbb{R}^T \Rightarrow \mathbb{R}^n$, given, respectively, by

$$\mathcal{F} (b) := \{x \in \mathbb{R}^n : \overline{a}_t x \leq b_t, \ t \in T\},$$
$$\vartheta (\pi) := \inf \{c'x : x \in \mathcal{F} (b)\},$$
$$\mathcal{F}^{op} (\pi) := \{x \in \mathcal{F} (b) : c'x = \vartheta (\pi)\}.$$
under the convention \( \inf \emptyset := +\infty \).

We consider \( \mathbb{R}^n \) endowed with an arbitrary norm \( \| \cdot \| \), whereas the parameter spaces \( \mathbb{R}^T \) and \( \mathbb{R}^n \times \mathbb{R}^T \) are, respectively, equipped with the norms given by

\[
\| b \|_{\infty} := \max_{t \in T} |b_t| \quad \text{and} \quad \| (c, b) \| := \max \{ \| c \|_*, \| b \|_{\infty} \},
\]

with \( \| c \|_* := \max_{\| x \|=1} |c^t x| \). Hereafter \( B, B_* \) and \( B_2 \) stand for the closed unit balls associated with \( \| \cdot \| \), \( \| \cdot \|_* \) and the Euclidean norm, \( \| \cdot \|_2 \), in \( \mathbb{R}^n \).

Given \( \pi = (c, b) \in \text{dom} \mathcal{F}^{\text{op}} := \{ \pi = (c, b) \in \mathbb{R}^n \times \mathbb{R}^T : \mathcal{F}^{\text{op}}(c, b) \neq \emptyset \} \) (the effective domain of \( \mathcal{F}^{\text{op}} \)), the (local) Lipschitz modulus of \( \vartheta \) at \( \pi \) is defined as

\[
\text{lip}_{\vartheta} (\pi) := \limsup_{\pi, \tilde{\pi} \to \pi, \pi \neq \tilde{\pi}} \frac{|\vartheta (\pi) - \vartheta (\tilde{\pi})|}{\| \pi - \tilde{\pi} \|},
\]

(under the convention \((+\infty) - (+\infty) = (-\infty) - (-\infty) = 0\)). Then, \( \text{lip}_{\vartheta} (\pi) \) equals \( +\infty \) when \( \pi \in \text{bd} \text{ dom} \mathcal{F}^{\text{op}} \). We can avoid infinite values of the Lipschitz modulus by restricting \( \vartheta \) to \( \text{dom} \mathcal{F}^{\text{op}} \) (which in finite linear programming coincides with the set of bounded problems, i.e., having a finite optimal value). Following [5], we consider \( \vartheta_R := \vartheta \big|_{\text{dom} \mathcal{F}^{\text{op}}} \). Obviously, \( \text{lip}_{\vartheta_R} (\pi) = \text{lip}_{\vartheta} (\pi) \) for \( \pi \in \text{int} \text{ dom} \mathcal{F}^{\text{op}} \), whereas [5, Theorem 5.2] shows that \( \text{lip}_{\vartheta_R} (\pi) \) is always finite for \( \pi \in \text{dom} \mathcal{F}^{\text{op}} \).

Analogously, we can define the global Lipschitz modulus of \( \vartheta_R \) as

\[
\text{g-lip}_{\vartheta_R} := \sup_{\pi, \tilde{\pi} \in \text{dom} \mathcal{F}^{\text{op}}, \pi \neq \tilde{\pi}} \frac{|\vartheta (\pi) - \vartheta (\tilde{\pi})|}{\| \pi - \tilde{\pi} \|}.
\]

In this paper, we start by considering the cases of \( c \)-perturbations (tilt perturbations), where \( b \in \text{dom} \mathcal{F} \) remains fixed, and \( b \)-perturbations (RHS perturbations), for a fixed

\[
\bar{c} \in C := -\text{cone} [\bar{a}_t, t \in T],
\]

in order to guarantee dual consistency. Observe that, as it is well known in ordinary—finite—linear programming (LP), \( (c, b) \in \text{dom} \mathcal{F}^{\text{op}} \) if and only if \( b \in \text{dom} \mathcal{F} \) and \( c \in C \) (see, e.g., [2, Section 4.3]). In other words,

\[
\text{dom} \mathcal{F}^{\text{op}} = C \times \text{dom} \mathcal{F}.
\]

Specifically, given \( \pi = (\bar{c}, \bar{b}) \in \text{dom} \mathcal{F}^{\text{op}} \), we consider the partial optimal value functions \( \vartheta_R^c : C \rightarrow \mathbb{R} \) and \( \vartheta_R^b : \text{dom} \mathcal{F} \rightarrow \mathbb{R} \) given by

\[
\vartheta_R^c (\bar{c}) := \vartheta (c, \bar{b}) \quad \text{and} \quad \vartheta_R^b (\bar{b}) := \vartheta (\bar{c}, b) \quad \text{for} \quad (c, b) \in \text{dom} \mathcal{F}^{\text{op}}.
\]

Some results of the paper appeal to the condition \( \bar{c} \in \text{int} C \), provided that \( \pi = (\bar{c}, \bar{b}) \in \text{dom} \mathcal{F}^{\text{op}} \), which is known to be equivalent to the boundedness of \( \mathcal{F}^{\text{op}} (\pi) \) (see, e.g., [6, Corollary 9.3.1]).
As it has been advanced in the introduction, a key role in our analysis is played by the orthogonal projection mapping, denoted by \( P \), on \( \text{span}\{\overline{a}_t, \ t \in T\} \) with respect to the usual inner product in \( \mathbb{R}^n \). More in detail, the exact modulus \( \text{lip} R_b (\overline{c}) \) is obtained when
\[
\| P \|_* := \max_{\| u \|_* = 1} \| Pu \|_* = 1.
\]
Example 3 shows that condition \( \| P \|_* = 1 \) is not superfluous. Observe that always \( \| P \|_* \geq 1 \).

As in [5, formula (7)], we consider the set (which goes back to [4, Section 2.2])
\[
\mathcal{E}^{\text{op}} (\pi) := \text{extr} (\mathcal{F}^{\text{op}} (\pi) \cap \text{span} \{\overline{a}_t, \ t \in T\}) , \ \pi \in \text{dom} \mathcal{F}^{\text{op}}.
\]
For completeness, let us observe that whenever \( \pi \in \text{dom} \mathcal{F}^{\text{op}} \), \( \mathcal{E}^{\text{op}} (\pi) \) is a nonempty and finite set. Indeed, we can write
\[
\mathcal{F}^{\text{op}} (\pi) \cap \text{span} \{\overline{a}_t, \ t \in T\}
= \{ x \in \mathbb{R}^n \mid a'_t x \leq b_t, \ t \in T, \ c' x = \vartheta (\pi), \ Q x = 0 \},
\]
where \( Q \) is the matrix whose rows form a basis of \( \{\overline{a}_t, \ t \in T\}^\perp \). Then, the nonemptiness and finiteness of set of extreme points of the previous set can be deduced, for instance, from [2, Theorems 2.2 and 2.3.].

For simplicity in the notation, for our nominal problem \( \overline{\pi} = (\overline{c}, \overline{b}) \), we denote as \( e (\mathcal{E}^{\text{op}} (\overline{\pi}), 0_n) \) the Hausdorff excess of \( \mathcal{E}^{\text{op}} (\overline{\pi}) \) over \( \{0_n\} \). In other words,
\[
e (\mathcal{E}^{\text{op}} (\overline{\pi}), 0_n) := \max_{x \in \mathcal{E}^{\text{op}} (\overline{\pi})} \| x \|.
\]
Firstly, we are going to consider the case of \( c \)-perturbations, where \( \overline{b} \in \text{dom} \mathcal{F} \) remains fixed. The next result can be seen as the starting point of this paper:

**Theorem 1** (see [5, Theorem 4.1]) Let \( \overline{\pi} \in \text{dom} \mathcal{F}^{\text{op}} \). Then,
\[
d (0_n, \mathcal{F}^{\text{op}} (\overline{\pi})) \leq \text{lip} R_b (\overline{c}) \leq e (\mathcal{E}^{\text{op}} (\overline{\pi}), 0_n).
\]
Moreover, if we assume that \( \overline{c} \in \text{int} C \), then
\[
\text{lip} R_b (\overline{c}) = e (\mathcal{F}^{\text{op}} (\overline{\pi}), 0_n).
\]

**Remark 1** When \( \overline{c} \in \text{int} C \) (equivalently, \( \mathcal{F}^{\text{op}} (\overline{\pi}) \) is bounded), [5, Theorem 4.1] also shows that \( e (\mathcal{F}^{\text{op}} (\overline{\pi}), 0_n) \) equals the calmness modulus of \( \partial^R \overline{b} \) at \( \overline{c} \). See [4] for further details on the calmness modulus of \( \partial^R \) in the different perturbation settings.

**Remark 2** Throughout the paper, the quantities \( d (0_n, \mathcal{F}^{\text{op}} (\overline{\pi})) \) and \( e (\mathcal{E}^{\text{op}} (\overline{\pi}), 0_n) \) frequently appear. At this moment, let us write some comments about the computation of these two scalars. Paper [7] is focussed on the computation of...
the minimum norm solution for an LP problem, in other words, to the computation of $d(0_n, \mathcal{F}^{\text{op}}(\pi))$, which is done by reformulating this problem as an unconstrained minimization problem with a convex and smooth objective function and applying a Newton-type method. As commented there, paper [7] (see also references therein) presents an alternative approach to the standard method based on the Tikhonov regularization ([15]). On the other hand, in the case when $c \in \text{int}C$, we have
\[ e(\mathcal{E}^{\text{op}}(\pi), 0_n) = e(\text{extr}\mathcal{F}^{\text{op}}(\pi), 0_n) = e(\mathcal{F}^{\text{op}}(\pi), 0_n), \]
where the last equality comes from the convexity of the norm. In this way, we can apply [11, Theorem 1.1] to derive an upper bound for $e(\mathcal{F}^{\text{op}}(\pi), 0_n)$ in terms of the problem’s data. Despite the finiteness of $\mathcal{E}^{\text{op}}(\pi)$, to the authors knowledge, the practical computation of $e(\mathcal{E}^{\text{op}}(\pi), 0_n)$ in the case when $c \notin \text{int}C$ remains as open problem.

The following example comes from [5, Example 4.2] (see more details therein) and provides a geometrical motivation for using projections in the present paper, as well as it shows that the second inequality in (5) can be strict. In this sense, it is worth mentioning that in [5, Example 4.1] the first inequality holds strictly. Recall that $B_*$ stands for the closed unit ball with respect to norm $\|\cdot\|_*$. See [13, Theorem 15.2] for a characterization of all possible norms in $\mathbb{R}^n$ in terms of their closed unit balls.

**Example 1** [5, Example 4.2] Consider $\mathbb{R}^2$ endowed with the norm given by
\[ \|x\| := \max \{|2x_1 + x_2|, |2x_1 + 3x_2|\}, \]
for which $B_* = \text{conv}\{\pm(2, 1)', \pm(2, 3)\}'$. Consider the nominal problem in $\mathbb{R}^2$
\[ \pi : \text{minimize } x_1 \]
\[ \text{subject to } -x_1 \leq -2. \]
Then, $e(\mathcal{E}^{\text{op}}(\pi), 0_2) = \|2, 0\| = 4$ and $\text{lip}\theta^R_B(c) = 2$. If we considered the Euclidean norm in $\mathbb{R}^2$, then both quantities would equal 2 for the same $\pi$.

We finish this preliminary section with the counterpart of Theorem 1 for canonical perturbations.

**Remark 3** A point-based expression of $\text{lip}\theta^R_B(c)$ is given in [5, Theorem 3.1]. The reader is addressed there for details. We omit it here in order to avoid additional notation and definitions.

**Theorem 2** [5, Theorems 3.1 and 5.2 and Corollary 5.1] Let $\pi \in \text{dom}\mathcal{F}^{\text{op}}$. Then,
\[ \text{lip}\theta^R(\pi) \leq \text{lip}\theta^R_B(c) + e(\mathcal{E}^{\text{op}}(\pi), 0_n). \]  
If, additionally, $c \in \text{int}C$, then equality holds in (6), which reads as
\[ \text{lip}\theta^R(\pi) = \text{lip}\theta^R_B(c) + e(\mathcal{F}^{\text{op}}(\pi), 0_n) = \text{lip}\theta^R_B(c) + \text{lip}\theta^R_B(c). \]
3 Dual norms of orthogonal projections

Let us denote by $\mathcal{H}$ the class of all linear subspaces of $\mathbb{R}^n$ not reduced to $0$, and, for each $H \in \mathcal{H}$, consider the orthogonal projection on $H$, $P_H : \mathbb{R}^n \rightarrow H$, with respect to the usual inner product in $\mathbb{R}^n$. Evidently, $P_H u$ is the (unique) closest point to $u \in \mathbb{R}^n$ in $H$ with respect to the Euclidean norm in $\mathbb{R}^n$, but we focus on the norm of the linear mapping $P_H$, when $\mathbb{R}^n$ and $H$ are endowed with the dual norm $\| \cdot \|_*$ (recall that our ‘primal’ norm $\| \cdot \|$ is an arbitrary one). Let us write

$$\| P_H \|_* = \max_{\| u \|_* = 1} \| P_H u \|_* .$$

Obviously $\| P_H \|_* \geq 1$ whenever $H \in \mathcal{H}$. We are particularly interested in the case $H = \text{span} \{\overline{a}_t, \ t \in T\}$, whose associated projection we are denoting by just $P$. For instance, in Example 1 we have $\| P \|_* = 2$ since $P (B_*) = [-2, 2] \times \{0\}$ and $(1, 0)' \in \text{bd} \ B_*$. 

Next we present some technical lemmas. The first one appeals to the well-known fact that all norms in $\mathbb{R}^n$ are equivalent. Observe that $\| P_H \|_2 = 1$ whenever $H \in \mathcal{H}$. 

Lemma 1 Let $0 < \alpha \leq \beta$ be such that $\alpha \| \cdot \|_2 \leq \| \cdot \|_* \leq \beta \| \cdot \|_2$ (or, equivalently, $\beta^{-1} B_2 \subset B_* \subset \alpha^{-1} B_2$). Then,

$$\sup_{H \in \mathcal{H}} \| P_H \|_* \leq \frac{\beta}{\alpha}. \quad (7)$$

Proof For all $H \in \mathcal{H}$ and all $u \in B_*$, we have

$$\| P_H u \|_* \leq \beta \| P_H u \|_2 \leq \beta \| u \|_2 \leq \frac{\beta}{\alpha} \| u \|_* .$$

\[ \square \]

The following example shows that inequality (7) may be strict even in the case when $\alpha$ and $\beta$ are chosen sharp (the supremum and the infimum, respectively, of all possible ones).

Example 2 In the case of Example 1, we have the sharp $\alpha = 1/\sqrt{13}$, $\beta = \sqrt{2}$, and a routine computation gives

$$\max_{H \in \mathcal{H}} \| P_H \|_* = \frac{1 + \sqrt{26}}{2} .$$

More in detail, if we rotate (with respect to the origin) the extreme points of $B_*$ an angle $\theta \in [0, \pi]$, which is equivalent to rotate the horizontal axis an angle $-\theta$, we can check that the function

$$\theta \mapsto \| P_{\text{span} \{\cos(-\theta) \sqrt{\sin(-\theta)} \}} \|_* ,$$

whose graph is given in Figure 1, attains its maximum at $\theta = \arctan \left( 5 + \sqrt{26} \right)$. 

\[ \square \] Springer
The following lemmas are useful in order to see how tight the lower bound of next Theorem 3 is. See also Example 3.

**Lemma 2** \( \sup_{H \in \mathcal{H}} \| P_H \|_* \) is attained at some one-dimensional \( \hat{H} \in \mathcal{H} \).

**Proof** Let us write \( \sup_{H \in \mathcal{H}} \| P_H \|_* = \lim_{r \to \infty} \| P_{H_r} \|_* \) for an appropriate sequence of linear subspaces \( \{ H_r \}_{r \in \mathbb{N}} \). For each \( r \) pick \( w_r \in \text{bd} \, B_* \) and \( \hat{w}_r := P_{H_r} w_r \) with \( \| \hat{w}_r \|_* = \| P_{H_r} \|_* \).

It is not restrictive to assume (by taking suitable subsequences) that \( w_r \to w \) and \( \hat{w}_r \to \hat{w} \) for some \( w \in \text{bd} \, B_* \) and some \( \hat{w} \in \mathbb{R}^n \) with \( \| \hat{w} \|_* = \sup_{H \in \mathcal{H}} \| P_H \|_* \). Take \( \hat{H} := \text{span} \{ \hat{w} \} \) and let us see that \( \hat{w} = P_{\hat{H}} w \). Indeed,

\[
\hat{w}' (w - \hat{w}) = \lim_{r \to \infty} \hat{w}'_r (w_r - \hat{w}_r) = \lim_{r \to \infty} 0 = 0.
\]

\( \square \)

**Lemma 3** There exists a one-dimensional \( \tilde{H} \in \mathcal{H} \) such that \( \| P_{\tilde{H}} \|_* = 1 \).

**Proof** Take any \( \tilde{w} \in \text{bd} \, B_* \) such that \( \| \tilde{w} \|_2 = \max_{w \in B_*} \| w \|_2 \) and let \( \tilde{H} := \text{span} \{ \tilde{w} \} \). Then, for any \( w \in B_* \) there exists \( \lambda_w \geq 0 \) such that \( P_{\tilde{H}} w = \lambda_w \tilde{w} \), and the choice of \( \tilde{w} \) yields

\[
\lambda_w \| \tilde{w} \|_2 = \| P_{\tilde{H}} w \|_2 \leq \| w \|_2 \leq \| \tilde{w} \|_2.
\]
Consequently, $\|P_{\overline{H}} w\|_* = \lambda_w \leq 1$ for all $w \in B_*$.

\section{A projection-based approach to the Lipschitz modulus under partial perturbations}

In this section, we consider separately $c$-perturbations, with $\overline{b}$ fixed, and $b$-perturbations, with $\overline{c}$ fixed.

\subsection{Local $c$-perturbations}

Now we provide in Theorem 3 the announced new lower bound on $\text{lip} \vartheta_{R}^{\overline{b}}(c)$, which may be greater or less than $d(0_n, \mathcal{F}^{\text{op}}(\overline{c}))$ (see Theorem 1), as we will see in Example 4. Moreover, Example 3 shows that, for any given norm in $\mathbb{R}^n$, the upper bound in Theorem 1 and the worst-case of lower bounds in Theorem 3 may be attained for appropriate choices of the given data $(\overline{a}_t, t \in T)$. First, we need a technical lemma, which follows from standard arguments in LP. Nevertheless, for the sake of completeness, we give a proof. Recall that $\mathcal{F}(\overline{b}) = \{x \in \mathbb{R}^n : \overline{a}_t^\top x \leq \overline{b}_t, \ t \in T = \{1, \ldots, m\}\}$.

\textbf{Lemma 4} Let $\overline{x}$ be an extreme point of the polyhedral set $F := \mathcal{F}(\overline{b}) \cap \text{span}\{\overline{a}_t, t \in T\}$. Then, there exist $\overline{u} \in \mathbb{R}^n$ and $\varepsilon > 0$ such that $u^\top \overline{x} \leq u^\top x$ for all $x \in F$ and all $u \in \mathbb{R}^n$ satisfying $\|u - \overline{u}\| < \varepsilon$ (with $\|\cdot\|$ being any given norm in $\mathbb{R}^n$).

\textbf{Proof} Let $H = \text{span}\{\overline{a}_t, t \in T\}$ and write $H = \{x \in \mathbb{R}^n : q_i^\top x = 0, \ i \in I\}$ for some finite index set $I$ and some $(q_i)_{i \in I} \in (\mathbb{R}^n)^I$.

Since $\overline{x} \in \text{extr}\mathcal{F}(\overline{b}) \cap H$, there exists $J \subset T$ such that $a_j^\top \overline{x} = \overline{b}_t$ for all $t \in J$ and $\text{span}\{\overline{a}_t, t \in J\} \cup \{q_i, i \in I\} = \mathbb{R}^n$ (see [2, Theorems 2.2 and 2.3]). Let

$$Z := \text{cone}\{\{-\overline{a}_t, \ t \in J\} \cup \{q_i, i \in I\}\},$$

thus int $Z \neq \emptyset$. Choose any $\overline{u} \in \text{int} Z$. Then, there is some $\varepsilon > 0$ such that $U := \{u \in \mathbb{R}^n : \|u - \overline{u}\|_* < \varepsilon\}$ is a subset of $Z$. Hence,

$$u^\top \overline{x} \leq u^\top x$$

for all $x \in F$ and all $u \in U$,

since each $u \in Z$ has a representation $u = -\sum_{t \in J} \lambda_t \overline{a}_t + \sum_{i \in I} \mu_i q_i$ with $\lambda_t \geq 0$ ($t \in J$) and $\mu_i \geq 0$ ($i \in I$), and so, by taking $u^\top x = -\sum_{t \in J} \lambda_t \overline{a}_t^\top x$ for $x \in \mathcal{F}(\overline{b}) \cap H$ into account,

$$u^\top \overline{x} = -\sum_{t \in J} \lambda_t \overline{a}_t^\top \overline{x} = -\sum_{t \in J} \lambda_t \overline{b}_t \leq -\sum_{t \in J} \lambda_t \overline{a}_t^\top x = u^\top x,$$

yielding the thesis of the lemma.

\textbf{Theorem 3} Let $\overline{c} \in \text{dom} \mathcal{F}^{\text{op}}$. Then,

$$\text{lip} \vartheta_{R}^{\overline{b}}(\overline{c}) \geq \frac{e(\mathcal{F}^{\text{op}}(\overline{c}), 0_n)}{\|P\|_*},$$

\textcopyright Springer
where \( \|P\|_* := \max_{\|u\|_* = 1} \|Pu\|_* \) and \( P \) stands for the orthogonal projection on the subspace \( \text{span}\{\bar{a}_t, t \in T\} \) with respect to the usual inner product in \( \mathbb{R}^n \).

**Proof** Take \( \bar{x} \in \mathcal{E}^{op}(\bar{a}) \) with \( \|\bar{x}\| = e(\mathcal{E}^{op}(\bar{a}), 0_n) \). Then, \( \bar{x} \) is also an extreme point of the polyhedral set \( \mathcal{F}(\bar{b}) \cap \text{span}\{\bar{a}_t, t \in T\} \) (recall (3) and (4), and the characterization of extreme points in [2, Theorems 2.2 and 2.3]). Thus, by applying the previous lemma (with taking the dual norm \( \|\cdot\|_* \)), there exist \( \bar{u} \in \mathbb{R}^n \) and \( \varepsilon > 0 \) such that \( u\bar{x} \leq u\bar{u} \) for all \( x \in \mathcal{F}(\bar{b}) \cap \text{span}\{\bar{a}_t, t \in T\} \) and all \( u \in \mathbb{R}^n \) satisfying \( \|u - \bar{u}\|_* < \varepsilon \).

Let \( w \in \mathbb{R}^n \) with \( \|w\|_* = 1 \) be such that \( w\bar{x} = \|\bar{x}\| \) and let \( \hat{w} := Pw \). For each \( r \in \mathbb{N} \) let \( \varepsilon := \frac{1}{r} \) and \( \bar{c} := \frac{1}{r} \). Then, we have \( \bar{c}, \varepsilon \to \bar{c} \) and we claim that

\[
\bar{x} \in \mathcal{F}^{op}(\bar{c}, \bar{b}) \cap \mathcal{F}^{op}(\varepsilon, \bar{b}) \quad \text{whenever} \quad \frac{1}{r} \|\hat{w}\|_* < \varepsilon.
\]

In fact, to see \( \bar{x} \in \mathcal{F}^{op}(\bar{c}, \bar{b}) \) for such an \( r \), we observe that for all \( x \in \mathcal{F}(\bar{b}) \) and all \( v \in \text{span}\{\bar{a}_t, t \in T\} \), one has \( v'x = v'Px \) and, therefore, since \( Px \in \mathcal{F}(\bar{b}) \cap \text{span}\{\bar{a}_t, t \in T\} \),

\[
(\bar{c})'x = \bar{c}'x + \frac{1}{r} \left( \bar{u} + \frac{1}{r} \hat{w} \right)'x = \bar{c}'x + \frac{1}{r} \left( \bar{u} + \frac{1}{r} \hat{w} \right)'Px
\]

\[
\geq \bar{c}'\bar{x} + \frac{1}{r} \left( \bar{u} + \frac{1}{r} \hat{w} \right)'\bar{x} = (\bar{c})'\bar{x}.
\]

The proof of \( \bar{x} \in \mathcal{F}^{op}(\bar{c}, \bar{b}) \) is similar (by just replacing \( \hat{w} \) with \( 0_n \)). Consequently,

\[
\text{lip} \gamma_{\mathcal{B}}^R(\bar{c}) \geq \lim_{r \to \infty} \frac{\vartheta(\varepsilon, \bar{b}) - \vartheta(\bar{c}, \bar{b})}{\|\bar{c}' - \bar{c}\|_*} = \lim_{r \to \infty} \frac{\|\bar{c}' - \bar{c}\|'}{\|\bar{c}' - \bar{c}\|_*} \geq \frac{\|\bar{x}\|}{\|\hat{w}\|_*} \geq \frac{\|\bar{x}\|}{\|P\|_*},
\]

where we used \( \|\bar{c}' - \bar{c}\|_*^{-1} (\bar{c}' - \bar{c}) = \|\hat{w}\|_*^{-1} \hat{w}, \hat{w}'\bar{x} = \bar{x}'Pw = \bar{x}'w = w'\bar{x} = \|\bar{x}\| \) and \( \|P\|_* \geq \|Pw\|_* = \|\hat{w}\|_* \).

**Corollary 1** If \( \|P\|_* = 1 \), for instance when \( \|\cdot\| \) is the Euclidean norm or \( \text{span}\{\bar{a}_t, t \in T\} = \mathbb{R}^n \), we have \( \text{lip} \gamma_{\mathcal{B}}^R(\bar{c}) = e(\mathcal{E}^{op}(\bar{a}), 0_n) \). In the particular case when \( \bar{c} \in \text{int}C \), we can write \( \text{lip} \gamma_{\mathcal{B}}^R(\bar{c}) = e(\mathcal{E}^{op}(\bar{a}), 0_n) \).

**Example 3** For any given norm \( \|\cdot\| \) in \( \mathbb{R}^n \), let \( \hat{w} \) and \( \tilde{w} \) be as in the proof of Lemmas 2 and 3, respectively; and consider the next two problems \( \hat{\pi} = (\bar{c}, \bar{b}), \tilde{\pi} = (\bar{c}, \tilde{b}) \in \text{dom}\mathcal{E}^{op} \subset \mathbb{R}^n \times \mathbb{R} \), with one single constraint each (i.e., \( T = \{1\} \)):

\[
\hat{\pi} : \text{Inf} \\hat{w}'x \quad \text{subject to} \quad -\hat{w}'x \leq -\|\hat{w}\|_2^2,
\]

\[
\tilde{\pi} : \text{Inf} \\tilde{w}'x \quad \text{subject to} \quad -\tilde{w}'x \leq -\|\tilde{w}\|_2^2.
\]
Then, the associated moduli (note that the left-hand sides are different) are

\[
\text{lip} \overline{\partial}^R_B (c) = \frac{e \left( E^{op} (\overline{\pi}), 0_n \right)}{\| P\overline{H} \|_*} \quad \text{and} \quad \text{lip} \overline{\partial}^R_B (\overline{c}) = e \left( E^{op} (\overline{\pi}), 0_n \right),
\]

where, as in the proof of Lemma 2,

\[
\hat{H} = \text{span}\{ \hat{w} \} \quad \text{and} \quad \| P\overline{H} \|_* = \max_{H \in \mathcal{H}} \| P_H \|_*.
\]

Indeed, it is clear that \( E^{op} (\overline{\pi}) = \hat{w} + \{ \hat{w} \} \), so that \( E^{op} (\overline{\pi}) = \{ \hat{w} \} \). Accordingly, since \( (\| \cdot \|_*)_* = \| \cdot \| \), \( P\overline{H} u = \frac{\left( \hat{w}/ \| \hat{w} \|_2 \right)^* u}{\| \hat{w} \|_2} \) for all \( u \in \mathbb{R}^n \), and recalling from the proof of Lemma 2 that \( \hat{w} = P\overline{H} w \) for some \( w \in B_* \), one has

\[
e \left( E^{op} (\overline{\pi}), 0_n \right) = \| \hat{w} \| = \max_{u \in B_*} \hat{w}' P\overline{H} u = \max_{u \in B_*} \hat{w}' P\overline{H} u \geq \hat{w}' P\overline{H} w = \hat{w}' \hat{w} = \| \hat{w} \|_2^2.
\]

We can directly compute \( \text{lip} \overline{\partial}^R_B (\overline{c}) \) by observing that \( \overline{c} = \hat{w} \) and \( \overline{b} = -\| \hat{w} \|_2^2 \), and a perturbed \( \pi = (c, \overline{b}) \) belongs to \( \text{dom} E^{op} \) if and only if \( c = \alpha \hat{w} \) for some \( \alpha \geq 0 \). Therefore,

\[
\text{lip} \overline{\partial}^R_B (\overline{c}) = \limsup_{\alpha_1, \alpha_2 \to 1, \alpha_1 \neq \alpha_2} \frac{\left| \frac{\overline{c}}{\| \hat{w} \|_2^2} \hat{w} - \frac{\overline{c}}{\| \hat{w} \|_2^2} \hat{w} \right|}{\| \alpha_1 \hat{w} - \alpha_2 \hat{w} \|_*} = \limsup_{\alpha_1, \alpha_2 \to 1, \alpha_1 \neq \alpha_2} \frac{\left| \frac{\alpha_1 \hat{w}' \hat{w} - \alpha_2 \hat{w}' \hat{w}}{\| \alpha_1 - \alpha_2 \| \| \hat{w} \|_*} \right|}{\| \hat{w} \|_*} \leq \frac{e \left( E^{op} (\overline{\pi}), 0_n \right)}{\| P\overline{H} \|_*}.
\]

Finally, Theorem 3 provides the converse inequality.

On the other hand, the case of \( \text{lip} \overline{\partial}^R_B (\overline{c}) \) is sensibly easier since \( \| P\overline{H} \|_* = 1 \) and then Theorems 1 and 3 give the aimed equality.

Putting together Theorems 1 and 3, we have the next corollary.

**Corollary 2** Let \( \overline{\pi} \in \text{dom} E^{op} \). Then,

\[
\max \left\{ d \left( 0_n, E^{op} (\overline{\pi}) \right), \frac{e \left( E^{op} (\overline{\pi}), 0_n \right)}{\| P \|_*} \right\} \leq \text{lip} \overline{\partial}^R_B (\overline{c}) \leq e \left( E^{op} (\overline{\pi}), 0_n \right).
\]

The next example shows that any of both lower bounds on \( \text{lip} \overline{\partial}^R_B (\overline{c}) \), namely \( d(0_n, E^{op} (\overline{\pi})) \) and \( \frac{e \left( E^{op} (\overline{\pi}), 0_n \right)}{\| P \|_*} \), may be greater or less than the other.

**Example 4** Consider \( \mathbb{R}^3 \) endowed with the norm given by

\[
\| x \| := |x_2| + \max \{|2x_1 + x_3|, |2x_1 + 3x_3|\},
\]

\( \overline{c} \quad \text{Springer} \)
whose dual norm $\|\cdot\|_*$ has as its closed unit ball the set
\[
B_* := \text{conv}\{(\pm 2, \pm 1, -1)', (\pm 2, \pm 1, -3)', (2, \pm 1, 1)', (2, \pm 1, 3)\}.
\]

Alternatively, we may start by considering $B_*$ and obtain $\|\cdot\|$ as $(\|\cdot\|_*)_*$. Consider the problems in $\mathbb{R}^3$

\[
\pi_1 : \text{minimize } x_1 \quad \text{subject to } -x_1 \leq 0, \quad -x_2 \leq -1.
\]

\[
\pi_2 : \text{minimize } x_1 \quad \text{subject to } -x_1 \leq 0, \quad -x_2 \leq -1, \quad x_2 \leq 3.
\]

Note that $\|P\|_* = 2$ and it can be easily checked that $\mathcal{E}^{op}(\pi_1) = \{(0, 1, 0)\}$ and $\mathcal{E}^{op}(\pi_2) = \{(0, 1, 0)', (0, 3, 0)\}$. Then, we have
\[
\frac{e(\mathcal{E}^{op}(\pi_1), 0_3)}{\|P\|_*} = \frac{1}{2} < 1 = d(0_3, \mathcal{F}^{op}(\pi_1)),
\]
and
\[
\frac{e(\mathcal{E}^{op}(\pi_2), 0_3)}{\|P\|_*} = \frac{3}{2} > 1 = d(0_3, \mathcal{F}^{op}(\pi_2)).
\]

### 4.2 Local $b$-perturbations

This short subsection basically consists of a reformulation of known results. Given $\overline{\pi} = (\overline{c}, \overline{b}) \in \text{dom}\mathcal{F}^{op}$, it is well known that for each $(\overline{c}, b) \in \text{dom}\mathcal{F}^{op}$ the optimal value $\vartheta^R_c(b)$ coincides with that of the dual problem

\[
\pi^D : \text{Sup } -b'\lambda \quad \text{subject to } \sum_{t=1}^{m} \lambda_t \overline{a}_t = -\overline{c}, \quad \lambda \geq 0_m, \quad (8)
\]

where $\lambda = (\lambda_t)_{t=1}^{m} \in \mathbb{R}^m$ is the decision variable. Observe that this subsection considers a fixed $\overline{c} \in C$ (recall (2)), which entails the feasibility of $\pi^D$ for any $b \in \mathbb{R}^m$. Hence, by duality theory, the boundedness (equivalently, solvability) of $\pi^D$ is equivalent to primal feasibility. Formally, denoting by $\Lambda^{op}(\overline{c}, b)$ the optimal set of the problem $\pi^D$, one has $\text{dom}\Lambda^{op}(\overline{c}, \cdot) = \text{dom}\mathcal{F}$. Observe that, viewed as a parameter, $\overline{\pi}^D$ is, as well as $\overline{\pi}$, identified with $(\overline{c}, \overline{b})$.

Recalling Remark 3, [5, Theorem 3.1] provides an exact point-based expression for $\text{lip}\vartheta^R_c(b)$. This expression is given in terms of the extreme points of the optimal set of $\overline{\pi}^D$ (see [4, Lemma 1]). More specifically, denoting by $\|\cdot\|_1$ the $l_1$-norm in $\mathbb{R}^n$, dual to $\|\cdot\|_\infty$ (used for $b$-perturbations), [5, Theorem 3.1] can be reformulated as

\[
\text{lip}\vartheta^R_c(b) = e_1(\text{extr}\Lambda^{op}(\overline{\pi}), 0_m),
\]

\[
\text{Recovering the Springer}
\]
where we have written $e_1$ to emphasize that the Hausdorff excess is considered with respect to $\| \cdot \|_1$.

**Remark 4** The constraint $\lambda \geq 0_m$ in the formulation of $\pi_D$, translated into the primal terminology ensures that $\pi_D$ satisfies the counterpart of condition $\text{span}\{\alpha_t, t \in T\} = \mathbb{R}^n$. Accordingly, (9) is directly derived from Corollary 1.

### 4.3 Global Lipschitz moduli

In the next paragraphs, we appeal to the following sets associated with $b \in \text{dom} F$ and $c \in C$, respectively:

$$E(b) := \text{extr} (F(b) \cap \text{span} \{\alpha_t, t \in T\}),$$

$$\Lambda(c) := \left\{ \lambda \in \mathbb{R}^m_+: -c = \sum_{t=1}^m \lambda_t \alpha_t \right\}.$$

The last one is indeed the feasible set of the dual problem of $\pi$. A global result can be obtained from local ones by focusing on the origin.

**Theorem 4** Let $\pi = (c, \vec{b}) \in \text{dom} F^\text{op}$. Then,

(i) $e\left( E(\vec{b}), 0_n \right) \parallel P \parallel_* \leq \text{g-lip} \vartheta_{\vec{b}} \leq e\left( E(\vec{b}), 0_n \right) = \max_{x \in E(\vec{b})} \parallel x \parallel$;

(ii) $\text{g-lip} \vartheta_{\vec{c}} = e_1(\text{extr} \Lambda(\vec{c}), 0_m) = \max_{\lambda \in \Lambda(\vec{c})} \parallel \lambda \parallel_1$.

**Proof** Just observe that $F(b) = F^\text{op}(0_n, \vec{b})$ and $E(\vec{b}) = E^\text{op}(0_n, \vec{b})$, so that the result will follow from Corollary 2 if we prove that $\text{g-lip} \vartheta_{\vec{b}} \leq \text{lip} \vartheta_{\vec{b}} (0_n)$ (the converse inequality is obvious from the definitions). Pick arbitrarily $\varepsilon > 0$ and, by the definition of Lipschitz modulus, take $\delta > 0$ such that

$$\|c\|_*, \|\tilde{c}\|_* < \delta \quad \Rightarrow \quad \left| \vartheta(c, \vec{b}) - \vartheta(\tilde{c}, \vec{b}) \right| \leq \left( \text{lip} \vartheta_{\vec{b}} (0_n) + \varepsilon \right) \|c - \tilde{c}\|_* . \quad (10)$$

Now consider any $c, \tilde{c} \in C$ and take $\mu > 0$ such that $\|\mu c\|_*, \|\mu \tilde{c}\|_* < \delta$. Then, (10) yields

$$\left| \vartheta(c, \vec{b}) - \vartheta(\tilde{c}, \vec{b}) \right| = \left| \mu^{-1} \vartheta(\mu c, \vec{b}) - \mu^{-1} \vartheta(\mu \tilde{c}, \vec{b}) \right| \leq \mu^{-1} \left( \text{lip} \vartheta_{\vec{b}} (0_n) + \varepsilon \right) \|\mu c - \mu \tilde{c}\|_* \leq \left( \text{lip} \vartheta_{\vec{b}} (0_n) + \varepsilon \right) \|c - \tilde{c}\|_* .$$

Since this happens for all $\varepsilon > 0$, (i) follows.

The proof of (ii) is completely analogous, working with the dual problem $\pi_D$ (see (8)), replacing $c \in C$ with $b \in \text{dom} F$, using $\|b\|_\infty$ instead of $\|c\|_*$ and taking the beginning of Remark 4 into account. 
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5 Lipschitz modulus under canonical perturbations

In this section, we combine some ideas of the previous ones to study local and global Lipschitz moduli under canonical perturbations.

5.1 Local perturbations

The next theorem can be seen as the counterpart of Theorem 3 for canonical perturbations. It appeals to the following lemma which can be partially traced out from [4, Lemma 2] (see also references therein) written in terms of limits of sequences of subsets in the Painlevé–Kuratowski sense. In order to distinguish this type of limits (of sets) from ordinary limits of points, we use the symbol ‘\( \lim_{r \to \infty} \)’ instead of ‘\( \lim_{r \to \infty} \)’.

**Lemma 5** Let \( \pi = (\bar{c}, \bar{b}) \in \operatorname{dom} F^{op} \) and \( \{b^r\}_{r \in \mathbb{N}} \subseteq \operatorname{dom} F \) converging to \( \bar{b} \). Then,

1. \( \{E(\bar{c}, b^r)\}_{r \in \mathbb{N}} \) is uniformly bounded and \( \emptyset \neq \lim_{r \to \infty} E(b^r) = E(\bar{b}) \);
2. \( \{E^{op}(\bar{c}, b^r)\}_{r \in \mathbb{N}} \) is uniformly bounded and

\[
\emptyset \neq \lim_{r \to \infty} E^{op}(\bar{c}, b^r) = E^{op}(\pi). 
\]

**Proof** (i) is exactly as [4, Lemma 2 (i)], and (ii) comes from (i) by just taking into account that, for each \( r \), \( F^{op}(\bar{c}, b^r) \) is nothing else but the feasible set of system \( \{\bar{c}^tx \leq \vartheta(\bar{c}, b^r), \ \bar{a}_t^tx \leq b^r_t, \ t \in T\} \); recall also the well-known fact that (see, e.g., [4, Theorem 2]) \( \lim_{r \to \infty} \vartheta(\bar{c}, b^r) = \vartheta(\bar{c}, \bar{b}) \).

**Theorem 5** Let \( \pi = (\bar{c}, \bar{b}) \in \operatorname{dom} F^{op} \). Then,

\[
\operatorname{lip} \vartheta^R(\pi) \geq \operatorname{lip} \vartheta^R(\bar{b}) + \frac{e(E^{op}(\pi), 0_n)}{\|P\|_\ast}. 
\]

**Proof** Let us consider two sequences \( \{b^r\}_{r \in \mathbb{N}}, \{\tilde{b}^r\}_{r \in \mathbb{N}} \subseteq \operatorname{dom} F \) converging to \( \bar{b} \) such that

\[
\operatorname{lip} \vartheta^R(\bar{b}) = \lim_{r \to \infty} \frac{\vartheta^R(\tilde{b}^r) - \vartheta^R(b^r)}{\|b^r - \tilde{b}^r\|_\infty}. \tag{11}
\]

We can confine ourselves to the case \( \operatorname{lip} \vartheta^R(\bar{b}) > 0 \), since otherwise the thesis of the present theorem follows directly from Theorem 3. Accordingly, we may assume \( \vartheta^R(\tilde{b}^r) - \vartheta^R(b^r) > 0 \) for \( r \) large enough. In particular, this implies \( \bar{c} \neq 0_n \). This detail will be used later.

Take \( \bar{x} \in E^{op}(\pi) \) with \( \|\bar{x}\| = e(E^{op}(\pi), 0_n) \). We may assume \( \bar{x} \neq 0_n \) (otherwise the thesis of the theorem is trivial). The previous lemma entails \( E^{op}(\pi) = \) \( Springer \)
Lim_{r \to \infty} E^{op}(\tilde{c}, \tilde{b}^r)$. In particular, there exists a sequence $\{\tilde{x}^r\}_{r \in \mathbb{N}}$ converging to $\tilde{x}$ with $\tilde{x}^r \in E^{op}(\tilde{c}, \tilde{b}^r)$ for all $r \in \mathbb{N}$. According to the KKT conditions, we have $-\tilde{c} \in \text{cone} \left\{ \tilde{a}_i, \ t \in T_{\tilde{b}^r}(\tilde{x}^r) \right\}$ for all $r \in \mathbb{N}$. By virtue of Carathéodory’s Theorem, for each $r$ there exists a subset $D^r \subset T_{\tilde{b}^r}(\tilde{x}^r)$ with $-\tilde{c} \in \text{cone} \left\{ \tilde{a}_i, \ t \in D^r \right\}$ and such that $\{\tilde{a}_i, \ t \in D^r\}$ is linearly independent. For each $r$, since $\tilde{x}^r \in E^{op}(\tilde{c}, \tilde{b}^r)$, we have $\text{span} \left\{ \tilde{a}_i, \ t \in T_{\tilde{b}^r}(\tilde{x}^r) \right\} = \text{span} \left\{ \tilde{a}_i, \ t \in T \right\}$, which entails that $\{\tilde{a}_i, \ t \in D^r\}$ can be enlarged to a basis $\left\{ \tilde{a}_{i_1}, \ldots, \tilde{a}_{i_k} \right\}$ of $\text{span} \{\tilde{a}_i, \ t \in T\}$. In this case, we distinguish two possibilities: 0

\text{otherwise}.

Clearly $\{t_1, \ldots, t_k\} \subset T_{\tilde{b}^r}(\tilde{x}^r)$ implies $\{t_1, \ldots, t_k\} \subset T_{\tilde{b}^r}(\tilde{x})$.

Now define

$$0_n \neq \bar{u} := -\sum_{i=1}^k \tilde{a}_{i_t}$$

which implies $-\bar{u} \in \text{cone} \left\{ \tilde{a}_{i_1}, \ldots, \tilde{a}_{i_k} \right\}$ (see \cite[Theorem A.7]{6}). Take $\varepsilon > 0$ such that

$$[u \in \text{span} \{\tilde{a}_i, \ t \in T\} \text{ and } \|u - \bar{u}\|_\ast < \varepsilon] \Rightarrow -u \in \text{cone} \left\{ \tilde{a}_{i_1}, \ldots, \tilde{a}_{i_k} \right\}.$$

In the case when $k := \dim \text{span} \{\tilde{a}_i, \ t \in T\} < n$, let $\{v_{k+1}, \ldots, v_n\}$ be a basis of $\{\tilde{a}_i, \ t \in T\}^\perp$, so that $\{\tilde{a}_{i_1}, \ldots, \tilde{a}_{i_k}, v_{k+1}, \ldots, v_n\}$ is a basis of $\mathbb{R}^n$. Let $A$ denote the matrix whose rows are $\tilde{a}_{i_1}, \ldots, \tilde{a}_{i_k}$ and $Q$ the one whose rows are $v_{k+1}, \ldots, v_n$. We have and define

$$\bar{x} = \begin{pmatrix} A \\ Q \end{pmatrix}^{-1} \begin{pmatrix} \tilde{b}_{i_1} \\ 0_{n-k} \end{pmatrix}, \quad \tilde{x}^r = \begin{pmatrix} A \\ Q \end{pmatrix}^{-1} \begin{pmatrix} \tilde{b}^r_{i_1} \\ 0_{n-k} \end{pmatrix}, \quad x^r := \begin{pmatrix} A \\ Q \end{pmatrix}^{-1} \begin{pmatrix} b^r_{i_1} \\ 0_{n-k} \end{pmatrix}.$$

It is clear that $x^r \to \bar{x}$, but some $x^r$ may not be feasible for the whole $b^r$. Let us define, for each $r \in \mathbb{N}$, $\beta^r, \tilde{\beta}^r \in \mathbb{R}^T$ given by

$$\beta^r_t := \begin{cases} b^r_t & \text{if } t \in \{t_1, \ldots, t_k\}, \\ \max \{b^r_t, \tilde{b}^r_t, \tilde{a}^r_t x^r\} & \text{if } t \in T \setminus \{t_1, \ldots, t_k\}; \end{cases}$$

$$\tilde{\beta}^r_t := \begin{cases} \tilde{b}^r_t & \text{if } t \in \{t_1, \ldots, t_k\}, \\ \max \{b^r_t, \tilde{b}^r_t, \tilde{a}^r_t x^r\} & \text{if } t \in T \setminus \{t_1, \ldots, t_k\}. \end{cases}$$

Obviously, $\|\beta^r - \tilde{\beta}^r\|_\infty \leq \|b^r - \tilde{b}^r\|_\infty$ and one easily checks

$$\max \left\{ \|\beta^r - \tilde{b}\|_\infty, \|\tilde{\beta}^r - \tilde{b}\|_\infty \right\} \leq \max \left\{ \|b^r - \tilde{b}\|_\infty, \|\tilde{b}^r - \tilde{b}\|_\infty, \max_{t \in T} |\tilde{a}^r_t (x^r - \bar{x})| \right\} \to 0.$$

Indeed, the nontrivial case happens for those $t \in T \setminus \{t_1, \ldots, t_k\}$ such that $\max \{b^r_t, \tilde{b}^r_t, \tilde{a}^r_t x^r\} = \tilde{a}^r_t x^r$. In this case, we distinguish two possibilities: $0 \leq \tilde{a}^r_t x^r - \tilde{b}^r_t \leq \varepsilon$. 
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\[ \overline{a}_i x' - \overline{a}_i \overline{x} \text{ or } b'_t \leq \overline{a}_i x' \leq \overline{b}_t. \] The first one yields \(|\overline{a}_i x' - \overline{b}_t| \leq |\overline{a}_i' (x' - \overline{x})|\) whereas the second one entails \(|\overline{a}_i x' - \overline{b}_t| \leq |b'_t - \overline{b}_t|\).

From the definition, taking into account that, for each \(r, \{t_1, \ldots, t_k\} \subset T_{\overline{b}_t} (\overline{c}r) \cap T_{\overline{b}_t} (\overline{c}r')\), we straightforwardly obtain \(x' \in F^{\text{op}} (\overline{c}, \overline{b}') \cap F^{\text{op}} (\overline{u}', \overline{b}')\) and \(\overline{x} \in F^{\text{op}} (\overline{c}, \overline{b}') \cap F^{\text{op}} (\overline{u}, \overline{b}')\) (recall (12) and the fact that \(-\overline{c} \in \text{cone} \{\overline{a}_{t_1}, \ldots, \overline{a}_{t_k}\}\).

Now, as in the proof of Theorem 3, let \(w \in \mathbb{R}^\ell\) with \(\|w\|_* = 1\) be such that \(w/\overline{x} = \|\overline{x}\|\) and let \(\hat{w} := Pw\). For each \(r \in \mathbb{N}\), let us define

\[
\begin{align*}
c^r := & \overline{c} + \frac{2}{\varepsilon} \|\overline{b}' - \beta'\|_{\infty} \overline{u}, \\
\hat{c}^r := & \overline{c} + \frac{2}{\varepsilon} \|\overline{b}' - \beta'\|_{\infty} \left(\overline{u} + \frac{\hat{w}}{2 \|\hat{w}\|_*}\right).
\end{align*}
\]

We define \(\pi^r := (c^r, \beta^r)\) and \(\overline{c}^r := (\overline{c}^r, \overline{\beta}^r)\), for all \(r\). Hence, from (13), \(x' \in F^{\text{op}} (\pi^r)\) and \(\overline{x} \in F^{\text{op}} (\overline{\pi}^r)\) for each \(r\).

Now let us show that \(\overline{\beta}' \neq \beta'^r\) holds true, provided that \(r\) is large enough to ensure \(\partial\overline{x}(\overline{b}') - \partial\overline{x}(b') > 0\) (recall the beginning of the proof). To do this, observe that

\[
(\overline{c})' x' = \partial (\overline{c}, \beta') \leq \partial (\overline{c}, b') \text{ because } \mathcal{F}(\beta') \supset \mathcal{F}(b').
\]

Then, since \(\overline{x} \in F^{\text{op}} (\overline{c}, \overline{b}')\), writing \(\overline{c} = -\sum_{i=1}^{k} \lambda_i \overline{a}_{t_i}\) with \(\lambda_i \geq 0\) for \(i = 1, \ldots, k\), we have

\[
0 < \partial\overline{x}(\overline{b}') - \partial\overline{x}(b') \leq c'(\overline{x} - x') = - \sum_{i=1}^{k} \lambda_i \overline{a}_{t_i}' (\overline{x} - x') \\
= - \sum_{i=1}^{k} \lambda_i (\overline{b}_{t_i} - \beta_{t_i}),
\]

which entails \(\overline{\beta}' \neq \beta'^r\).

Finally observe that \(\|\pi^r - \overline{\pi}^r\| = \|\beta'^r - \overline{\beta}^r\|_{\infty}\) because \(\|\overline{c}^r - c^r\|_* = \|\beta'^r - \overline{\beta}^r\|_{\infty}\). Thus, recalling \(\|\beta'^r - \overline{\beta}^r\|_{\infty} \leq \|b'r - b'r\|_{\infty}\) and (11), we have

\[
\lip \partial_{\overline{c}} R (\overline{\pi}) \geq \limsup_{r \to \infty} \frac{\partial (\overline{\pi}) - \partial (\pi^r)}{||\overline{\pi}^r - \pi^r||} \\
= \limsup_{r \to \infty} \frac{(\overline{c}') x' - (\overline{c}') x' + (\overline{c}') x' - (c') x'}{||\beta'^r - \beta'^r||_{\infty}} \\
\geq \limsup_{r \to \infty} \left( \frac{(\overline{c}') x' - (\overline{c}') x' - \|\overline{c}^r - \overline{c}^r\|_{\infty} \|\overline{x} - x'\|}{||\overline{b}' - \beta'^r||_{\infty}} + \frac{(\overline{c}') x' - (c') x'}{||\overline{b}' - \beta'^r||_{\infty}} \right) \\
\geq \limsup_{r \to \infty} \left( \frac{\partial \overline{x}(\overline{b}') - \partial \overline{x}(b')}{||b'r - b'r||_{\infty}} - \left( \frac{2}{\varepsilon} ||\overline{u}||_* + 1 \right) \|\overline{x}' - x'\| + \frac{\hat{w}' x'}{||\hat{w}||_*} \right) \\
= \lip \partial_{\overline{c}} R (\overline{b}) + \frac{\hat{w}' x'}{||\hat{w}||_*} \geq \lip \partial_{\overline{c}} R (\overline{b}) + \frac{||\overline{x}||}{||P||_*},
\]
where we have taken into account that $\hat{w}'x = \|x\|$ and that $\|\hat{w}\|_* \leq \|P\|_*$. \hfill \qed

Putting together the previous theorem with [5, Theorems 3.1 and 5.1] and Theorem 2, we obtain the following result.

Corollary 3 Let $\overline{\pi} \in \text{dom}F_{op}$. Then,

$$
\text{lip} \vartheta^R_{\overline{\pi}}(\overline{b}) + \max \left\{ \frac{d(0_n, \mathcal{F}_{op}(\overline{\pi}))}{\|P\|_*}, e\left(\mathcal{E}_{op}(\overline{\pi}), 0_n\right) \right\}
\leq \text{lip} \vartheta^R(\overline{\pi}) \leq \text{lip} \vartheta^R_{\overline{\pi}}(\overline{b}) + e\left(\mathcal{E}_{op}(\overline{\pi}), 0_n\right).
$$

Thus, when $\|P\|_* = 1$ (for instance if $\text{span}\{\overline{a}_t, t \in T\} = \mathbb{R}^n$, or $\mathbb{R}^n$ is endowed with the Euclidean norm) we have

$$
\text{lip} \vartheta^R(\overline{\pi}) = \text{lip} \vartheta^R_{\overline{\pi}}(\overline{b}) + \text{lip} \vartheta^R_{\overline{c}}(\overline{b}) = \text{lip} \vartheta^R_{\overline{c}}(\overline{b}) + e\left(\mathcal{E}_{op}(\overline{\pi}), 0_n\right).
$$

In the particular case when $\overline{c} \in \text{int}C$, $e\left(\mathcal{E}_{op}(\overline{\pi}), 0_n\right) = e\left(\mathcal{F}_{op}(\overline{\pi}), 0_n\right)$.

5.2 On the global Lipschitz modulus

We start by showing that $\text{g-lip} \vartheta^R = +\infty$, so that we have to restrict it somehow in order to get some global information. Indeed, since obviously $\text{g-lip} \vartheta^R \geq \sup_{\pi \in \text{dom}F_{op}} \text{lip} \vartheta^R(\pi)$, according to Theorem 5 it is enough to show $\sup_{\pi \in \text{dom}F_{op}} e\left(\mathcal{E}_{op}(\pi), 0_n\right) = +\infty$. To do this, consider any basis of span $\{\overline{a}_t, t \in T\}$, say $\{\overline{a}_{t_1}, ..., \overline{a}_{t_k}\}$, and any unbounded sequence $\{x^r\}_{r \in \mathbb{N}} \subset \text{span}\{\overline{a}_t, t \in T\}$. Define $b^r_t := \overline{a}^r_t x^r$, for all $t \in T$ and $r \in \mathbb{N}$. Then, clearly $x^r \in \mathcal{E}_{op}(0_n, b^r)$ for all $r \in \mathbb{N}$.

In the sequel, fix $\pi = (\overline{c}, \overline{b}) \in \text{dom}F_{op}$, take any $\rho > 0$ and consider $V_\rho := \{\pi \in \text{dom}F_{op} : \|\pi - \pi\| < \rho\}$. We are concerned with

$$
\text{g-lip} \vartheta|_{V_\rho} := \sup_{\pi, \overline{\pi} \in V_\rho, \pi \neq \overline{\pi}} \frac{|\vartheta(\pi) - \vartheta(\overline{\pi})|}{\|\pi - \overline{\pi}\|}.
$$

Obviously, $\text{g-lip} \vartheta|_{V_\rho} \geq \sup_{\pi \in V_\rho} \text{lip} \vartheta^R(\pi)$. In order to obtain a point-based upper bound for $\text{g-lip} \vartheta|_{V_\rho}$, we introduce the following notation for a matrix $M \subset \mathbb{R}^{p \times q}$ with rank $q \leq p$:

$$
\mathcal{I}(M) := \max \left\{ \|L^{-1}\| : L \text{ is a rank } q \text{ square submatrix of } M \right\},
$$

where $\|L^{-1}\| := \max_{\|u\| \leq 1} \|L^{-1}u\|$ is associated with some given norms in $\mathbb{R}^p$ and $\mathbb{R}^q$.
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As in the proof of Theorem 5, set \( k := \dim \text{span} \{ \overline{a}_t, \ t \in T \} \) and let \( \{ v_{k+1}, \ldots, v_n \} \) be a basis of \( \{ \overline{a}_t, \ t \in T \}^\perp \) in the case when \( k < n \). Let \( Q \) denote the matrix whose rows are \( v'_{k+1}, \ldots, v'_n \) (in the forthcoming expressions, \( Q \) is an ‘empty matrix’ when \( k = n \)). In the next theorem, \( A \) denotes the matrix whose rows are \( a'_t \), \( t \in T \).

Let denote by \( I_m \) the identity matrix of order \( m \) (the cardinality of \( T \)).

**Theorem 6**  
With the notation above,

\[
\text{g-lip}_{V_\rho} \vartheta |_{V_\rho} \leq \mathcal{I}(AQ) \left( \| b \| + \rho \right) + \mathcal{I} \left( A'_{\perp I_m} \right) \left( \| c \| + \rho \right),
\]

where \( \mathcal{I}(A) \) is associated with the norms \( \| \cdot \| \) in \( \mathbb{R}^n \) and \( \| \cdot \|_\infty \) in \( \mathbb{R}^{m+k} \) and \( \mathcal{I}(A'_{\perp I_m}) \) is associated with \( \| \cdot \|_1 \) in \( \mathbb{R}^m \) and \( \| c \|_* + \| \lambda \|_1 \) for \( (\lambda) \in \mathbb{R}^{n+m} \).

**Proof**  
Take sequences \( \{ \pi^r := (c^r, b^r) \}_{r \in \mathbb{N}} \), \( \{ \tilde{\pi}^r := (\tilde{c}^r, \tilde{b}^r) \}_{r \in \mathbb{N}} \subset V_\rho \) such that

\[
\text{g-lip}_V \vartheta \big|_{V_\rho} = \lim_{r \to \infty} \frac{| \vartheta (\pi^r) - \vartheta (\tilde{\pi}^r) |}{\| \pi^r - \tilde{\pi}^r \|}.
\]

If \( b^r = \tilde{b}^r \) for all \( r \) large enough, one has, from Proposition 4(i),

\[
\text{g-lip}_V \vartheta \big|_{V_\rho} = \lim_{r \to \infty} \frac{| \vartheta (c^r, b^r) - \vartheta (\tilde{c}^r, b^r) |}{\| c^r - \tilde{c}^r \|_*} \leq \limsup_{r \to \infty} \text{g-lip}_b \vartheta_{b^r} \leq \limsup_{r \to \infty} e \left( E \left( b^r \right), 0_m \right).
\]

For each \( r \), any \( x^r \in E(a^r) \) may be written as \( x^r = (AP_{\tilde{Q}})^{-1} b^r_D \), for some rank \( k \) submatrix \( A_D \) of \( A \), with rows \( \overline{a}_t^r, \ t \in D \), and the corresponding \( b^r_D = (b^r_t)_{t \in D} \). Accordingly,

\[
\| x^r \| \leq \left\| (AP_{\tilde{Q}})^{-1} \right\| \| b^r \|_\infty \leq \mathcal{I}(A_{\tilde{Q}}) \left( \| \tilde{b} \|_\infty + \rho \right).
\]

Thus,

\[
\text{g-lip}_V \vartheta \big|_{V_\rho} \leq \mathcal{I}(A_{\tilde{Q}}) \left( \| \tilde{b} \|_\infty + \rho \right).
\]

The case when \( c^r = \tilde{c}^r \) for all \( r \) large enough, analogously entails, from Proposition 4(ii),

\[
\text{g-lip}_V \vartheta \big|_{V_\rho} \leq \limsup_{r \to \infty} \text{g-lip}_c \vartheta_{c^r} \leq \limsup_{r \to \infty} e \left( \text{extr} \Lambda \left( c^r \right), 0_m \right) \leq \mathcal{I} \left( A'_{\perp I_m} \right) \left( \| \tilde{c} \|_* + \rho \right).
\]

In the remaining case, we may assume, by taking suitable subsequences if necessary, that \( b^r \neq \tilde{b}^r \) and \( c^r \neq \tilde{c}^r \) for all \( r \). Also observe that, according to primal–dual
feasibility, \((c^r, \tilde{b}^r) \in V_{\rho}\) for all \(r\). Then, we have

\[
g-lip_{V_{\rho}} \vartheta = \lim_{r \to \infty} \frac{|\vartheta (\pi^r) - \vartheta (\tilde{c}^r, \tilde{b}^r) + \vartheta (\tilde{c}^r, \tilde{b}^r) - \vartheta (\pi^r)|}{\|\pi^r - \tilde{\pi}^r\|} \\
\leq \limsup_{r \to \infty} \frac{|\vartheta (\pi^r) - \vartheta (\tilde{c}^r, \tilde{b}^r)|}{\|c^r - \tilde{c}^r\|_*} + \limsup_{r \to \infty} \frac{|\vartheta (\tilde{c}^r, \tilde{b}^r) - \vartheta (\pi^r)|}{\|b^r - \tilde{b}^r\|_\infty} \\
\leq I(\frac{A}{2})(\|\tilde{b}\|_\infty + \rho) + I(-\frac{A}{2m})(\|\tilde{c}\|_* + \rho).
\]

\[
\square
\]

### 6 Conclusions

This paper is primarily concerned with lower estimations of the Lipschitz modulus of the optimal value of linear programs in two perturbations settings: objective function (tilt) perturbations and canonical perturbations (tilt ones together with right-hand side—RHS—perturbations). In both cases, we can find in the literature upper bounds (Theorems 1 and 2), whereas only for RHS perturbations the exact modulus is known (see Remark 3).

The new point-based lower bounds given in this paper have been obtained by using a projection-based approach. Specifically, we have appealed to \(\|P\|_*\), which denotes the dual norm of the orthogonal projection on the linear subspace spanned by the left-hand side coefficients of the system with respect to the usual inner product in \(\mathbb{R}^n\). It is known that this value is always greater than or equal to 1, and, in particular, equals 1 when either the feasible set contains no lines or \(\mathbb{R}^n\) is endowed with the Euclidean norm.

On tilt perturbations, Theorem 3 establishes a new lower bound which, combined with the antecedent Theorem 1, completes the picture for this framework (see Corollary 2). In this sense, Example 4 shows that this new lower bound may be less or greater than the previously known one, while Example 3 shows that both the new lower bound and the known upper bound may be attained. In the cases when \(\|P\|_*\) equals 1 (previously mentioned), we obtain the exact value of the Lipschitz modulus which coincides with the previously known upper bound. As for canonical perturbations, a lower bound on the corresponding Lipschitz modulus is given in Theorem 5, which, together with Theorem 2, completes the study. Additionally, when \(\|P\|_*\) equals 1, the Lipschitz modulus under canonical perturbations can be written as the sum of the corresponding moduli under tilt and RHS perturbations (see Corollary 3).

Finally, we have also studied the global Lipschitz modulus in the same perturbation settings. As shown in Theorem 4, the corresponding modulus under tilt perturbations can be estimated through lower and upper bounds, while the exact modulus arises under RHS perturbations. In both cases, the expressions for the global case are the analogous to the local ones. Since the global Lipschitz modulus under canonical perturbations turns out to be always infinite, we restrict our approach to problems in a fixed ball, centered at the nominal problem and with a fixed radius, in order to obtain a finite upper bound (see Section 5.2).
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