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Abstract: Share constrained resources, accomplish complex tasks and achieve shared or individual goals are examples requiring collaboration between agents in multi-agent systems. The collaboration necessitates an effective team composed of a set of agents that do not have conflicting goals and express their willingness to cooperate. In such a team, the complex task is split into simple tasks, and each agent performs its assigned task to contribute to the fulfillment of the complex task. Nevertheless, team formation is challenging, especially in an open system that consists of self-interested agents performing tasks to achieve several simultaneous goals, usually clashing, by sharing constrained resources. The clashing goals obstruct the collaboration’s success since the self-interested agent prefers its individual goals to the team’s shared goal. In open systems, the collaboration team construction process is impacted by the Multi-Agent System (MAS) model, the collaboration’s target, and dependencies between agents’ goals. This study investigates how to allow agents to build collaborative teams to realize a set of goals concurrently in open systems with constrained resources. This paper proposes a fully distributed approach to model the Collaborative Team Construction Model (CTCM). CTCM modifies the social reasoning model to allow agents to achieve their individual and shared goals concurrently by sharing resources in an open MAS by constructing collaborative teams. Each agent shares partial information (to preserve privacy) and models its goal relationships. The proposed team construction approach supports a distributed decision-making process. In CTCM, the agent adapts its self-interest level and adjusts its willingness to form an effective collaborative team.
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1. Introduction

A survey of current methods in collaborative team construction, particularly in an open system based on MAS identifies several shortcomings:

- The existing methods design the system as a single neighborhood system, multi-disjoint neighborhoods, or multi-overlapped neighborhoods with transitive dependencies. These methods are expensive due to the interaction cost and constraints of the possible collaborative teams that can be constructed due to the open system properties.
- The existing methods model the agents’ goals as local or common exclusively during the collaborative teams’ formation.
- The existing methods also model the agent as cooperative and self-interested. Nevertheless, in an open system, the self-interested agent should balance between its self-interest level and the collaboration to fulfill several goals concurrently, especially because it accesses to only restricted domain information and shares constrained resources.
- The existing methods also model the decision-making process of the agents is semi-decentralized and force the agents to remain in the Multi-Agent System (MAS) throughout the collaboration process. However, this is limited in an open system in which each agent is allowed to join or leave the system in an unpredictable way without any time constraints.

This paper extends the proposed Collaborative Team Construction Model (CTCM) presented in [13] by describing the detailed algorithm of each phase of the model. It addresses the design purposes of CTCM. The article describes the CTCM design and demonstrates how the proposed model meets the Collaborative Team Construction requirements in open MAS. Note that the main purposes of this study are to model and develop a collaborative team construction model that enables agents: acting in multi-overlapped neighborhoods, concurrently achieving both their local and common goals, adapting their level of self-interest during the formation of the collaborative teams, and finally, making decentralized decisions. The proposed model has the following characteristics, considered as research contributions, needed to satisfy the mentioned requirements:

- **Operation in Multi-Overlapped Neighborhood:** each agent is capable of acting in multi-overlapped neighborhoods, and the communications between agents in each neighborhood are constrained to their explicit or implicit relations.
- **Self-evaluation:** In open MAS, a self-interested agent has partial access to domain information and shared constrained resources with other agents acting in its neighborhood. Such agent adapts its
self-interest level and cooperates with other agents in its neighborhoods to fulfill common and local goals. The agent applies a decentralized decision-making process, without the need of a central supervisor agent, without commitments or negotiation while collaborating.

- **New Social Reasoning Model**: in open MAS, each agent often leaves and joins the system, and thus it needs a technique to collect information about other agents acting in its neighborhood to perceive its goal relations. This issue is essential for constructing collaborative teams of agents that use the same resources to fulfill a set of goals concurrently.

2. Literature Review

This section reviews and summarizes present existing researches that have discussed cooperation community construction. The study described in this section introduces multi-agent open systems in section 2.1. section 2.2 presents the agents’ collaboration. The collaboration objective is discussed in section 2.3. section 2.4 surveys the current research studies by focusing on the formation of a collaborative team. Finally, a conclusion discusses current literature and summarizes this study’s requirements related to the proposition of the CTCM model, where a set of agents is trying to achieve a collection of different goals in an open system.

2.1. Multi-Agent in Open System

The Multi-Agents in open systems are composed of independent agents that require resources available in the system and collaborate to reach a set of goals. The following are the proprieties of multi-agent in an open system [14]:

- The Agent joins or leaves the system regularly and randomly.
- The Agent has multiple goals and strategies, which can probably be incompatible.
- The Agent is usually self-interested.
- The acquisition of complete information about the agents’ existence and resources’ availability in the system is always expensive and sometimes unfeasible because the agents do not desire to reveal their complete information.
- The existence of a global scheduler to manage all system agents is as well unfeasible.

2.2. Agent Collaboration

Agent’s collaboration dependents extremely on interaction concepts: cooperation, coordination, and negotiation. Cooperation allows a set of agents to operate jointly to achieve a shared goal [1, 23]. Coordination enables a set of agents to work together by adapting their behaviors and tasks in a common context [4], and finally, negotiation allows a set of agents to attain a mutually accepted agreement [10].

As reported by the literary studies, multi-agent collaboration is a process that requires coordination between a set of agents working together in order to address a subject or to support a common goal [3, 20, 25].

On the other hand, particularly in the subject’s addressing the case, collaboration is a cooperated and synchronized process resulting from an ongoing effort to develop and preserve a common perception of the subject [18]. Moreover, collaboration is a cooperative process where a set of agents interact together to reach a common purpose [1, 9]. Therefore, we define collaboration as an activity that requires a team of participants to operate jointly towards a particular goal.

2.3. Collaboration Objective Identification

This section reviews the existing approaches in the literature related to collaboration objectives. Collaboration between agents is required in this situation: Agent must achieve a target, but it cannot reach the target, or in case the agent chooses a collaborative solution [16]. The literature addresses several important objectives related to the collaboration process, such as controlled resources sharing, common goal accomplishment, local profit improvement, local goal accomplishment, and complex action fulfillment. These objectives were addressed by applying distinct methods for team construction. Controlled resource sharing is the main point in dynamic domains. A set of agents coordinate their behavior and collaborate in order to improve the resource usage. This objective was indirectly addressed in methods of coalition formation based on utilities because it is modeled as a common advantage. Also, other multi-agents decentralized methods are studying the allocation of shared resources in dynamic domains [7, 26]. Local profit improvement and local goal accomplishment were addressed in the coalition organization context in which a set of agents enter coalitions and organize their behavior to improve their local payoff [2, 15]. This objective was discussed in the coalition formation context based on utilities. On the other hand, the common goal accomplishment was formalized as a coalition approach [6] and as a teamwork approach [17, 21] based on the agents’ type. Finally, to fulfill a complex action, an agent in charge (to which the action is allocated) identifies a set of potential partners called collaborators that can help partially in accomplishing the complex action. These collaborators build a collaborative team. Divide and Conquer is a well-known and preferred technique [5]. [11, 12, 30], where the agent identifying a collaboration need decomposes the complex action into sub-actions, which are more small and simple,
and assigns them to specialized agents. The specialized agent becomes accountable for the assigned sub-action and can iterative apply the divide and conquer technique to decompose the sub-action by making it simpler and smaller and search for additional agents to collaborate [5, 11, 12, 30]. This objective was mainly discussed within the framework of team coordination.

2.4. Collaborative Team Construction

In MAS, an agent is usually modeled as an independent entity. The agent operates autonomously (i.e., without direct human involvement or supervision [26]. Nevertheless, agent autonomy does not mean full independence, and it is not necessary self-sufficiency. Accordingly, the agent has partial information about the domain and limited abilities, and it needs to interact and cooperate with other agents for distinct collaboration objectives [8]. Thus, it is mandatory for autonomous agents to establish teams and coordinate together in order to achieve their goals effectively. Collaborative team construction is an activity where a group of agents create a team and collaborate together for a particular objective. Teams are created only once during the design phase based on a static framework of agents, or during the execution time if a collaboration need arises. In the latter case, the agents build dynamic teams cooperatively. The teams change depending on the environmental modifications. A complete description of the existing contributions in collaborative team construction in a dynamic environment and a comprehensive comparison of current collaborative team construction approaches are presented in [13].

- The existing approaches for collaborative team construction conceive the system as:
  - Unique neighborhood: that increases the communication amount.
  - Multi-disjointed neighborhoods: that restricts agent to a few alternatives presented in its neighborhoods.
  - Multi-overlapped neighborhoods with transitive dependencies: it has an expensive interaction cost (because of the huge number of relationships between all agents).

Accordingly, Neighborhoods’ definition aim is the reduction of the complexity of interactions. Thus, modeling a system by allowing agents to act in multi-overlapped neighborhoods is necessary. However, the model should enable agents to determine all possible solutions in all neighborhoods with an acceptable interaction cost.

- Furthermore, existing approaches construct collaborative teams to reach:
  - Agent’s local goal (that increases local payoff) by modeling agent’s resource relations,
  - Common goal (by fulfilling a complex task) by modeling agents’ action relations.

Moreover, the existing approaches do not model agents’ goal relations and consider the agent type as cooperative or self-interested. In fact, in real-world systems with constrained resources, the self-interested agent has a set of goals that can be local or common goals to fulfill concurrently. Thus, the agent needs to perceive its goal relations in order to construct productive collaborative teams. Also, the agent needs a method for adapting its self-interest and cooperative levels, relying on its goal relations, to fulfill its goals concurrently while sharing resources with constraints.

Finally, in current approaches, the process of decision-making is supported by:

- A supervisor agent that assists the team construction process, communication between agents, and making a final decision. But, the existence of a central supervisor is unfeasible based on the properties of an open system.
- A decentralized approach that simplifies hypothesis, for example, the fulfillment of a unique goal and making commitments when constructing a collaborative team.

Nevertheless, the agent needs a decentralized method that enables it to fulfill several goals and facilitates the system leaving and joining in unpredictably while avoiding commitments.

The next section presents our suggested approach to Collaborative Team Construction.

3. Collaborative Agents Team Model

This section proposes a model that allows the construction of a collaborative team of agents having different goals. These agents work in more than one area and share their information with other members of the team. Information sharing, in addition to the social reasoning model, are used by agents to create their goal dependency models, which enable the determination of dependency relationships (for example, conflict, complementary, or collaborative). Based on their dependency models, each agent adjusts its individual-interest level and collaboration in order to achieve a set of goals concurrently while performing in an open system having limited resources. For instance, in case the shared resource is overburdened, agents act in a neighborly manner by deciding to not use the resource, if it is possible, or to cascade the resource claim to other neighborhood, to meet a collaborative goal in a better way by reducing the overload of the shared resource).

The proposed CTCM is a decentralized model where agents are autonomous. Agents communicate together by sharing information in order to collaborate and organize their behavior. In the CTCM, agents are a member of the set of teams, and they are assisted in finding possible options in other neighborhoods by modifying the resource claim to other neighborhoods.
if the shared goal can be achieved and the resource in the original neighborhood may be overloaded. Figure 1 illustrates the proposed architecture of the CTCM.

The proposed CTCM architecture consists of six processes. The rectangle represents the process, and the arrow represents the succession of processes. The CTCM begins with Team Update process, and the arrow shows the link between this process and the remaining processes. Moreover, the clouds on this diagram show the models that can be formed at each stage. The cloud shows the model instability as a result of the frequent membership and departure of the agents.

The publisher registers all modifications in the neighborhood and informs all its members. Formally, let’s Res expresses the resources set in a MAS. Res_i defines a unique resource neighborhood (Area^t_i) and it has two varying attributes: the capacity, noted Cap^t_i, and demands, noted Dem^t_i, at timeslot t.

\[
\text{Area}^t_i = \text{Cap}^t_i \cup \text{Dem}^t_i \text{ (1)}
\]

Area^t_i contains the set of agents, Agt_i, subscribed for using Res_i. Agt_i \subseteq Agts where Agts is the set of all agents in the MAS. Agt^t_i \subseteq Area^t_i represents the subset of agents that take actions requiring the resource Res_i at timeslot t.

\[
\text{Agt}^t_i \subseteq \text{Agt}_{Res_i} \subset \text{Agt}_i \text{ (2)}
\]

Figure 2 illustrates the algorithm of Update Neighborhood Members List. When the agent subscribes to use a resource, it gets access to the neighborhood’s information (Res_i). The neighborhood should update this information. The Agent accesses this information at any time throughout its operation in the neighborhood by claiming it from the neighborhood, to prevent possible miscommunication between the publisher and the subscriber. The miscommunication occurs in case the publisher is overburdened and cannot inform all acting agents.

Figure 3 shows an overview of the information concerning the resource that can be accessed by the agent through the neighborhood.

3.1. Update Neighborhood Members List

As previously mentioned, the agent joins and leaves the neighborhood unpredictably and regularly in open systems. The neighborhood members are informed about all modifications taken place in the neighborhood. Each neighborhood uses the subscriber-publisher design pattern for capturing the exit and the join cases. The subscriber-publisher is known as an effective and extensible pattern in decentralized systems without restriction on the flexibility of the agent leave/join [30]. In our proposed framework, the neighborhood (represents the shared resource) operates as a publisher and the agent subscribes to the resource it wants to make use of and joins the neighborhood related to the resource. All subscribed agents to a specific neighborhood are members of the neighborhood associated with the resource. When the agent leaves the neighborhood, it has to unsubscribe.

![Figure 1. Collaborative team construction model architecture.](image)

![Figure 2. Update neighborhood members list algorithm.](image)

![Figure 3. Overview of the information concerning the resource that can be accessed by the agent through the neighborhood.](image)


3.2. Identify Collaboration Requirements

Since the neighborhood resource is constrained, it becomes overburden at any timeslots. Thus, the agents in the neighborhood have to coordinate to prevent the occurrence of the overload. Because of the absence of a central supervisor or coordinator, the agents have to determine the collaboration requirements. Each agent needs to know the actual $\text{Cap}_{\text{Res}}$ and $\text{Dem}_{\text{Res}}$ whenever it takes an action. Figure 4 illustrates the algorithm for identifying the collaboration requirement. As illustrated in Figure 2, this process contains three steps: first, the agent selects its task, then increases $\text{Dem}_{\text{Res}}$ (the resource’s demand) if its task needs to use the resource, it verifies if the resource demand satisfies the available resource capacity $\text{Cap}_{\text{Res}}$, and finally, it proposes a set of agents for possible coordination if the $\text{Dem}_{\text{Res}} \geq \text{Cap}_{\text{Res}}$. In the nomination of the participants, the agent updates $\text{Agt}_{\delta}$ by inserting itself and all other agents not added before and their tasks use the shared resource $(\delta_{\text{Agt}})$ at timeslot $t$.

3.3. Develop Dependency Model

The planning and simulation techniques are useless for perceiving the agent’s behavior and its dependencies because of the agent’s unpredictable behavior, and the open system’s properties. Therefore, the agent needs a technique to obtaining knowledge about its neighborhood (such as the members of its neighborhood and the actual capacity of the resource) rapidly and in a decentralized manner. On the other hand, the social reasoning techniques proposed and established by Congfigured and Sivkumar et al. [8]. Shah et al. [23] have demonstrated encouraging findings in open systems [19, 22, 28], since they allow direct communication between agents, at any time, to exchange information about their tasks, plans, and goals. We choose the social reasoning technique particularly because it allows the information sharing between agents in order to identify their dependency relationships in a distributed way. Regardless of the external description developed by Sichman’s model [25] enables the information sharing between agents, it also forces agents to disclose a bunch of their information that is undesired in open systems. Furthermore, Sichman et al.’s social reasoning model is also constraining, since it examines only the agents’ task dependency that is beneficial only when the agents fulfill an intricate task. In our model, an updated version of the external description sharing limited information is proposed. The agent builds its Neighboring Dependency Model (DM) by using this updated external description and a social reasoning technique that allows the agents to perceive their goal dependencies during constrained resource sharing.

After the nomination of the participants, the nominated agent for collaboration with other agents acting in the same neighborhood, should determine its neighbors and obtain additional information to comprehend its dependency relationships. Each agent shares part of its information with its neighbors by means of its external description, and stores the information it has obtained from its neighbors. The external description enables the agent to examine its dependency relationships and form its DM. Section 3.3.1 introduces the external description and section 3.3.2 describes the social reasoning technique.

3.2.1. External Description

The agent external description is a data structure accessible by all agents in a neighborhood. This external description contains the shared and acquired information. It produces an abstraction level for diverse agents and it is stored separately from the agent internal architecture (see Figure 3). Explicitly, the external description, adopted from [8], is expressed as:

![Image](image-url)

Figure 4. Identify collaboration requirements Algorithm.
\[ \text{Ext}_{\text{Agt}_j} \equiv \bigcup_{j=1}^{n} \text{Ext}_{\text{Agt}_j}(\text{Agt}_j) \quad (3) \]

Where \( \text{Ext}_{\text{Agt}_j} \) defines the external description of \( \text{Agt}_j \) (our model uses only this definition of external dependency, the rest of proposed DM is new) and the \( \text{Ext}_{\text{Agt}_j}(\text{Agt}_j) \) expresses the entry used to store \( \text{Agt}_j \)'s information. Therefore, the agent discloses limited information and it is not necessary to share its plan, or decision-making process. \( \text{Ext}_{\text{Agt}_j}(\text{Agt}_j) \) is defined as:

\[ \text{Ext}_{\text{Agt}_j}(\text{Agt}_j) \equiv \{G_{\text{Agt}_j}, \delta_{\text{Agt}_j}, S_{\text{Agt}_j}, \Lambda_{\text{Agt}_j}, \text{AP}_{\text{Agt}_j}, \text{TP}_{\text{Agt}_j}\} \quad (4) \]

- Goals \( G_{\text{Agt}_j} \) defines the set of goals that \( \text{Agt}_j \) desires to fulfill. Each Agent can realize different goals concurrently.

\[ G_{\text{Agt}_j} = \{G_1, G_2, \ldots, G_n\} \quad (5) \]

- Task \( \delta_{\text{Agt}_j} \) is the task \( \text{Agt}_j \) performs at timeslot \( t \), representing the following timeslot. In particular, CTCM is focused only on the tasks involving the usage of the shared resource. The Agent’s tasks are defined using \( \Delta_{\text{Agt}_j}(G_k) \), including all tasks that \( \text{Agt}_j \) has to perform to fulfill the goal \( G_k \).

\[ \Delta_{\text{Agt}_j}(G_k) = \{T\Delta_{\text{Agt}_j}(G_k), \delta_{\text{Agt}_j} \} \quad (6) \]

\( \Delta_{\text{Agt}_j}(G_k) \) defines the set of already performed tasks for goal \( G_k \). \( \text{PA}_{\text{Agt}_j}(G_k) \) defines the set of pending tasks required to perform later, and \( \delta_{\text{Agt}_j} \) defines the task to be performed in the next timeslot \( t \). In our model, the tasks are represented as a Boolean. The false value indicates that the task does not need the use of a shared resource and true value otherwise.

- Strategies \( S_{\text{Agt}_j} \) defines a set of strategies \( \text{Agt}_j \) establishes to fulfill its goals. Agent’s strategies determine its self-interest and collaboration level for each goal. The collaboration level is determined by two variables, \( \min_{G_k}^{\text{Agt}_j} \) and \( \max_{G_k}^{\text{Agt}_j} \).

\[ S_{\text{Agt}_j}(G_k) \equiv \bigcup_{k=0}^{n} S_{\text{Agt}_j}(G_k) \quad (7) \]

\[ S_{\text{Agt}_j}(G_k) \equiv \{ \min_{G_k}^{\text{Agt}_j}, \max_{G_k}^{\text{Agt}_j} \} \quad (8) \]

\( \min_{G_k}^{\text{Agt}_j} \) defines a criterion set by \( \text{Agt}_j \) to specify the minimum number of tasks, \( \text{T}_{G_k} \) that must be performed for \( G_k \) before timeslot \( t' \). \( \min_{G_k}^{\text{Agt}_j} \) depends on the \( \text{Agt}_j \)’s internal state and preferences and it defines the timeslot from which \( \text{Agt}_j \) will be able to coordinate with other agents in the same neighborhood when performing task to fulfill \( G_k \). Thus, if \( \text{Agt}_j \) achieves \( \text{T}_{G_k} \) number before/at timeslot \( t' \), it is highly possible to be cooperative. Particularly, a smart phone with sufficient battery charge shows a cooperative behavior compared to when it gets insufficient battery charge. Moreover, setting \( \min_{G_k}^{\text{Agt}_j} \) allows to agent to find out its dependency relationships (described in section 3.2).

\[ \text{Max}_{G_k}^{\text{Agt}_j} \quad (9) \]

\( \text{Max}_{G_k}^{\text{Agt}_j} \) specifies the maximum number of tasks, requiring access to a shared resource \( \text{Res}_k \), the agent desires to perform during its access to \( \text{Res}_k \) before timeslot \( t'' \) (representing the last timeslot that \( \text{Agt}_j \) is able to use \( \text{Res}_k \) for \( G_k \)).

\[ \text{Max}_{G_k}^{\text{Agt}_j} \equiv \{(\Delta_{G_k}': \Delta_{G_k} \leq \Delta_{\text{Agt}_j}(G_k))\} \quad (10) \]

To illustrate the concept of \( S_{\text{Agt}_j} \) and its \( \min_{G_k}^{\text{Agt}_j} \) and \( \max_{G_k}^{\text{Agt}_j} \), suppose that a smartphone needs electrical power to charge its battery. \( \min_{G_k}^{\text{Agt}_j} \) value is set to the minimum power amount necessary to operate normally and \( \max_{G_k}^{\text{Agt}_j} \) value is set to the maximum power amount needed to completely charge the battery. These two values allow the smartphone to better perceive its requirements and to comport more rationally.

- Neighborhood \( N_{\text{Agt}_j} \) defines the number of neighborhoods of which \( \text{Agt}_j \) is a member.
- Priority: Each agent computes two priorities \( \text{AP}_{\text{Agt}_j} \) (for resource access). And \( \text{TP}_{\text{Agt}_j} \) (transferred priority to \( \text{Agt}_j \) from other agents when the collaboration). These priorities are deeply described in section 4.

### 3.3.2. Identify Dependency Relationships

In order to identify a candidate team for possible collaboration, each agent has to understand the resource dependency nature. Also, the resource dependency nature helps the agents to discover their own dependency relationships which play an important role in the collaborative team construction process.

In CTCM, the autonomous agent shares a resource in their neighborhood. All neighbors require the shared resource usage to fulfill their goals but none of them cannot monitor the resource. Thus, the neighbors are resource-dependent.

To identify the type of dependencies the agent has with its neighbors, each agent compares its local information to the information of the neighbors’ external description. The existing approaches model the behavior of an agent statically as cooperative or competitive for resource sharing and ignore their goal dependencies [28]. Nevertheless, additional kinds of dependencies exist between agents’ goals, moreover, these dependencies are not static and can change depending on the shared resource availability and the progress of their goal fulfillment. By way of illustration, the passengers in public transportation comport always competitively, but in an emergency circumstance, they behave cooperatively. Consequently, each agent must understand its goal dependencies during its operation in the MAS.
5 shows different types of dependency relationships and the criteria used to select the adequate type of dependencies.

**Cascade Dependency**: the agent, which is a member of multiple neighborhoods, cascades the request of constrained resources to another neighborhood having the identical resource.

**Overlap Dependency**: this type of dependency exist between the agents that are members of the same neighborhood and perform tasks with the same Min for different goals. Possessing the same Min means that these agents need to use an equal amount of the constrained resource before timeslot $t'$.

**Conflict Dependency**: this type of dependency exists between the agents that need the same constrained resource but to achieve different goals, however, their strategies forbid cooperation and coordination.

**Sequential Dependency**: there is a dependence between the agents’ goals. This dependence necessitates a sequence in goal fulfillment.

**Parallel Dependency**: two agents perform the same tasks to fulfill distinct goals and possess distinct strategies without sequential or conflict relationships. Thus, these agents can, but not must, use the resource simultaneously.

**Competition Dependency**: two agents possess the same goals and perform the same tasks but possess different strategies. Thus, each agent wants to make full use of the constrained resource in the minimum time amount.

**Friendship Dependency**: the agents possess identical goals, perform identical tasks, possess identical strategies, and coordinate together to fulfill each other’s goals.

### 3.4. Evaluate Dependency Model

Nominated agents from the ‘Identify Collaboration Requirements’ phase (see Figure 4), reassess their selected tasks before the collaboration starts. In this phase, each agent tries to reduce its demand. This process includes two sub-process as shown in Figure 1, which are: Calculate Priority and Evaluate External Description.

#### 3.4.1. Calculate Priority

Here the agent calculates its priority to use the constrained resource, in comparison to the priorities of the other agents. In CTCM, the agent has two different values for the priority values: $AP_{Agt_{i}}$ (Access-Priority) and $TP_{Agt_{i}}$ (Transferred Priority).

**Access-Priority**: $AP_{Agt_{i}}$ is calculated by summing the priorities of all $Agt_{i}$’s goals depending on the task $s'_{Agt_{i}}$ performed in timeslot $t$. A unique priority is computed depending on the number of pending tasks $\left| P\Delta_{Agt_{i}}(G_{k}) \right|$ and the time period spent by the agent in the neighborhood, $Dur_{Agt_{i}}$. A lower priority indicates that the agent possesses less pending tasks to perform in the remaining time. In case the agents cooperate and consider their dependencies, the agent with low priority gets a slight chance to use the constrained resource in comparison to others having higher priorities.

$$AP_{Agt_{i}} = \sum_{k=1}^{n} \left| P\Delta_{Agt_{i}}(G_{k}) \right| \frac{1}{Duration_{Agt_{i}}} \quad (11)$$

**Transferred Priority**: $AP_{Agt_{i}}$'s Transferred-Priority, $TP_{Agt_{i}}$ records the Access-Priorities of other agents that are transferred to $Agt_{i}$. An agent transfers its priority in two cases:

1. It has Sequential Dependency, thus the agent failure to fulfill its goals implies all dependents agents will also fail to fulfill their goals.
2. During the collaboration, the agent with the highest priority receives the transferred priorities from other agents in the team to be able to use the shared resource. At this step, $TP_{Agt}=0$ (see Figure 6).

The Transferred Priority belongs to the interval $[0, Max_{TP}]$ where $Max_{TP}$ depends on the application and defines the maximum value of Transferred-Priority. $Max_{TP}$ contributes in distributing the transferred priorities among agents possessing high priorities and avoiding the aggregation of transferred priorities into a unique agent.
3.4.2. Evaluate External Description

After the priorities calculation, each selected agent $Agt_i$ identifies its $Ext_{Agt_i}$ for Friendship, Cascade, and Sequential Dependencies to discover a potential demands reduction before initiating the collaboration (see Figure 7).

As previously explained, in presence of the Friendship dependency between two agents $Agt_i$ and $Agt_j$, $Agt_i$ transfers its task to $Agt_j$ in three cases (Figure 8):

- No agent in $Agt_i$'s having Friendship dependency with $Agt_j$
- $Agt_i$ priority is less than $Agt_j$ priority
- $TP_{Agt_i} < MaxTP$

In presence of the Sequential dependency between two agents $Agt_i$ and $Agt_j$, $Agt_i$ requests $Agt_j$ to cascade the resource request to another neighborhood. $Agt_j$ assesses its neighborhoods, and accordingly it chooses whether or not to modify its task in the actual neighborhood and perform the task in the new neighborhood (Figure 9).

In presence of the Cascade dependency between two agents $Agt_i$ and $Agt_j$, $Agt_i$ transfers its $AP_{Agt_i}$ and $TP_{Agt_i}$ to $Agt_j$ to enhance $Agt_j$'s chance to use the shared resource. Then, $Agt_i$ modifies its task and updates $Dem'_{Res_i}$. In case the agent has more than one Sequential dependencies with a set of agents, it selects one among them randomly. If there is a Sequential dependencies chain between agents, this algorithm is executed recursively (see Figure 10). In case the agent chooses to rest in the actual neighborhood, it calls Algorithm 5 and starts cooperation in the new neighborhood. In a successful collaboration, the agent modifies its task in the original neighborhood and decreases $Dem'_{Res_i}$. 

\[ P_{Agt_i} = \sum_{j=1}^{n} P_{Agt_j}(G_i) \]

\[ TP_{Agt_i} \leftarrow 0 \]
The remaining dependencies type such as Overlap, Conflict, Parallel, and Competition Dependencies are necessary for the course of the decision-making process.

3.5. Cascade Collaboration

This stage represents the 5th step in CTCM where each agent belonging to several neighborhoods evaluates its priorities and dependencies and decides to change its tasks and cascades the resource claim to a different neighborhood (Figure 11).

![Cascade collaboration algorithm](image)

As previously stated, an agent belongs to multiple neighborhoods resulting in overlapped neighborhoods. Depending on the selected task, the agent chooses the neighborhood. The agents acting in each neighborhood of multiple neighborhoods context are classified into four categories (Table 1). These categories are useful concepts if an agent wants to assess its different neighborhoods and compare them to its actual neighborhood.

Table 1. Multiple neighborhood categories and properties.

| Category | Category 1 | Category 2 | Category 3 | Category 4 |
|----------|------------|------------|------------|------------|
| Properties | $\delta_{agt_i} = 1$ & $N_{agt_i} = 1$ | $\delta_{agt_i} = 0$ & $N_{agt_i} = 1$ | $\delta_{agt_i} = 1$ & $N_{agt_i} > 1$ | $\delta_{agt_i} = 0$ & $N_{agt_i} > 1$ |

- **Category 1** defines the set of agents performing tasks in the following timeslot $t$ and belong to only one neighborhood.
- **Category 2** defines the set of agents which do not perform any task in the following timeslot $t$ and belong to only one neighborhood.
- **Category 3** defines the set of agents performing tasks in the following timeslot $t$ and belong to multiple neighborhoods.
- **Category 4** defines the set of agents which do not perform any task in the following timeslot $t$ and belong to multiple neighborhoods. These agents can or not perform tasks in other neighborhoods. In case an agent is performing task, it can modify the task and decides to share the resource in this neighborhood and forwards the collaboration request.

Whenever the agent needs to choose to cascade the collaboration request, it examines four factors in each neighborhood of which it belongs:

- The $Cap^t_{Resj}$ and $Dem^t_{Resj}$ for the next timeslot $t$.
- The agents’ population in each category.
- Its Access-Priority.
- Its Dependency Relationships (in particular, Friendship and Competition Dependencies).

The agent estimates (based on these factors) its chance to use the shared resource in every neighborhood. Depending on these factors values, there are three possible cases for an agent once it decides to cascade the resource request:

- **Case 1**: The agent has access to the shared resource in its current neighborhood, in spite of all its neighbors are operating in other neighborhoods and decide to act in this neighborhood.
- **Case 2**: The agent has access to the shared resource if the actual constraints of the neighborhood are stable.
- **Case 3**: The agent cannot access the shared resource because of the actual constraints of the neighborhood. In this case, comparable to case 2, the agent with higher priority or dependency relationships changes to another neighborhood.
3.6. Make Decentralized Decision

The collaboration decision is mainly based on two factors: the dependency relationships and priorities. Decision-making is an iterative process. In each iteration, the nominated agent with the smallest priority executes the decision-making algorithm and completes its task. The algorithm continues until $\text{Dem}_{\text{res}} \leq \text{Cap}_{\text{res}}$ or all agents in $Agt_j$ executed the process and completed their tasks. In this process, the agents possessing the smallest priorities have to modify their tasks to reduce the demand. Nevertheless, these agents should verify their dependency relationships before making any decision (see Figure 12).

![Decision Algorithm Diagram]

Figure 12. Decentralized collaboration decision algorithm.

4. Conclusions

This paper defined the characteristics and requirements of CTCM that allow a set of agents to create cooperative teams in an open system by sharing constrained resources to perform a set of tasks concurrently in order to achieve several goals. The proposed model CTCM is decentralized and allows a set of agents to act in different overlapping neighborhoods, to create collaborative teams by applying a social reasoning technique, and to cooperate in a decentralized way. CTCM represents an open-system as a multi-neighborhood system where agents act in several neighborhoods. This feature allows agents to exploit the interaction with all their neighbors, without restraining agents from having any particular dependency relations. Moreover, CTCM defines a new technique for obtaining information, and a modified version of Sichman et al. [24] social reasoning model that allows agents to proceed with their decision factors from selecting exclusively between a common goal or local goal. Instead of that CTCM considers both goals (common and local) while accessing constrained resources. In addition, CTCM presents a novel collaborative Team construction method that enables each agent to adjust its self-interest level and collaboration, based on its state and dependency relationships while trying to achieve several goals concurrently. CTCM presents a decentralized decision-making process that relaxes the agent from making engagements and staying in the neighborhood throughout the coordination process.

This paper presented the theoretical design of the CTCM. As future work, we have to develop a prototype to implement the different main components of CTCM by describing the major modules at Neighborhood and Agent layers. The prototype will be used for CTCM evaluation at a different levels of neighborhoods’ density and agents’ mobility.
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