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This is the second draft of the outline of a report describing the comparison of various pQCD based formalisms treating the energy loss of hard partons in a thermal quark-gluon plasma for a simplified geometry. Specifically, we compare the predictions of the WHDG and ASW, and Higher Twist (HT) formalisms in the opacity expansion, and of the BDMPS-Z and AMY formalisms in the multiple soft scattering approximation.

I. INTRODUCTION

Jet quenching was among the most spectacular experimental discoveries at the Relativistic Heavy Ion Collider (RHIC). Leading hadrons are suppressed by a factor $4-5$ in central $\text{Au}+\text{Au}$ collisions at $\sqrt{s_{NN}} = 200$ GeV compared with the expectations from binary collision extrapolated proton-proton collisions at the same energy [2, 3]. Most generally, the notion ‘jet quenching’ refers to this generic and strong suppression of hadronic spectra, to a class of related jet-like hadron correlations, and to the medium-modification of jets produced by hard parton-parton interactions in highly energetic collisions of large nuclei. Data from the RHIC heavy ion program strongly support the picture that jet quenching is caused by the loss of energy of the primary parton, either by collisions with constituents of the medium (collisional or elastic energy loss [4, 5]) or by gluon bremsstrahlung (radiative or inelastic energy loss [6–8]), prior to hadronization in the vacuum. The loss of energy suffered by an energetic quark or gluon penetrating a QCD medium probes dynamical properties of the medium. Therefore, jet quenching is a tool for studying the properties of the hot and dense matter produced in heavy ion collisions.

In recent years, there has been a significant number of efforts to formulate dynamical models of jet quenching, to compare these models to the jet quenching signatures measured at RHIC, and to constrain in this way information about medium properties. Direct comparisons of the various models show large quantitative differences between the medium density that is needed to describe the measurements [39]. The full modeling of jet quenching in heavy ion collisions contains a large number of steps, such as the initial production spectrum, a time-dependent medium density profile, and fragmentation, which makes it difficult to isolate specific differences between the energy loss formalisms. In this paper, we review the the current state of the art of jet quenching models, including a discussion of their theoretical foundations and limitations, their kinematic region of applicability, as well as various model-dependent sources of uncertainty. In addition, we provide a systematic quantitative comparison of energy loss formalisms using a specific model problem: the energy loss of light quarks in a medium of constant density, a QGP brick. Need some discussion of where this leads. Will we have some specific conclusions about what the main causes of the quantitative differences are? Or at least some of the driving limitations/uncertainties of the current approaches (large angle radiation?).

Our report is organized as follows: The first section provides an executive summary of our main findings, with particular emphasis on common features, technical and conceptual differences and uncertainties of different jet quenching models. This section is a self-contained narrative with short introduction to the different classes of jet quenching models. It is written to be easily readable by the generally interested reader. To maintain maximal readability despite the often technical nature of the subject, this executive summary will refer to the following sections for more detailed arguments supporting the main statements. The following sections will then provide detailed explanation and numerical studies of different jet quenching models, and their cross comparison.

II. EXECUTIVE SUMMARY

A. Jet quenching is caused by parton energy loss

Before discussing how jets and high-$p_{T}$ hadrons are modified due to the hot and dense QCD matter produced in heavy ion collisions, we shortly recall pertinent features of their production in the absence of medium effects. In elementary collisions ($e^{+}e^{-}$ or $p p$ or $p\bar{p}$), our understanding of hadron production at high transverse momentum is relatively mature. Hadron production results from partonic high-momentum transfer processes that can be described with controlled uncertainty as a factorized convolution of incoming parton distribution functions, a hard partonic collision process, and the fragmentation of the partonic final state. In ultra-relativistic heavy ion collisions, there is no firm theoretical argument that production cross sections factorize. Rather, factorization is a working assumption that is consistent with phenomenological analyses made so far and that underlies all model studies discussed in this report. General considerations indicate that if factorization is assumed, the hard partonic interaction itself cannot be modified by the medium, since it occurs on temporal and spatial scales too short to be resolved by the medium. However, both the incoming parton distribution functions (pdfs),
as well as the fragmentation of outgoing partons can depend on the medium.

We know with certainty that jet quenching receives its main contribution on the level of the outgoing fragmenting parton. This follows from several lines of argument. In particular, high-\(p_T\) observables that by construction cannot be modified by a medium in the final state, do not show the large suppressions characteristic for jet quenching. This is so for the transverse momentum spectra of photons, and for the transverse momentum spectra of hadrons in deuterium-gold collisions. Moreover, there are by now several global pdf fits that parametrize the nuclear dependence of incoming parton distribution functions. For the typical momentum fractions \(x\) and virtualities \(Q\) relevant for hard processes, these npdf-fits show typical nuclear modifications of the order of 10-30\% that cannot account for the observed factor 4-5 suppression of single inclusive hadron spectra. Therefore, the energy degradation observed in nucleus-nucleus collision for all hadronic high transverse momentum spectra must be due to dynamical effects occurring after the hard process ('final state effects').

Furthermore, there is strong experimental evidence that the final state effect responsible for jet quenching is of partonic nature, i.e., that it occurs prior to hadronization. In particular, existing data do not show any evidence that the characteristically different nuclear 'absorption' cross sections of different hadron species play a role in understanding the jet quenching effect. In addition, since hadron formation times are Lorentz dilated in the lab frame, one expects on general grounds that with increasing \(p_T\) hadronic effects occur at larger distances from the production point, and should thus be located outside a finite size medium for sufficiently large \(p_T\). That the jet quenching suppression occurs with approximately equal strength for all \(p_T\) thus points to a partonic origin of the effect.

As a consequence of these generic observations, all current efforts to understand and simulate jet quenching are based on models of parton energy loss. Further progress then depends on promoting the relation between jet quenching phenomenology and parton energy loss from a qualitative to a more and more quantitative one. To this end, we embark in the following on a critical assessment of current parton energy loss models.

BM: Need a short discussion on radiative vs elastic e-loss

B. Models of radiative parton energy loss

A basic parton branching process within a medium of finite size \(L\) is depicted in Fig. 1. Calculations of radiative parton energy loss aim at determining such processes within the framework of perturbative QCD. All approaches studied so far involve significant assumptions and approximations about i) the virtuality and (repeated) branching of the hard parton, ii) the nature of the medium through which the energetic parton propagates, and iii) kinematical approximations for the interaction between medium and projectile parton. We will first provide a short general discussion of in-medium QCD radiation, before turning to the specific implementations.

1. Virtuality and parton branching in the medium

A high-\(p_T\) parton, produced by a hard initial collision between incoming partons, carries initially a high virtuality. Even in the absence of a medium, the parton will undergo ‘vacuum’ splitting processes to reduce its off-shellness. A typical first parton splitting process after production is sketched in Fig. 1. If occurring in medium, the question arises whether this parton splitting is just the same as in the vacuum, or rather an additional medium-induced splitting, or a result of the interference between medium-induced effects and a dynamics that would also occur in the absence of a medium. None of the existing parton energy loss calculations treats the entire dynamics depicted in Fig. 1 in a field theoretically rigorous fashion. Models of parton energy loss differ in the way in which they interface vacuum splittings and medium effects.

The medium effect on parton splitting is brought about by interactions of the high-energy parton and the radiated gluon with the medium. For small-angle scattering, the parton and the radiated gluon propagate along similar paths, leading to significant interference and a finite formation time of the gluon, which suppresses the gluon radiation compared to incoherent emission. This effect is often referred to as the Landau-Pomeranchuk-Migdal effect. The size of the effect depends on the kinematics of the radiation and the path length \(L\) through the medium. A characteristic consequence of this interference is that the amount of energy loss grows quadratically with \(L\).
for in-medium path lengths that are small compared to
the formation time. In the theoretical models this effect
arises naturally from the calculation of multiple scatter-
ing of the radiated gluon and the parent parton in the
medium (Is this correct? Better phrasing possible?).

In general, multiple splittings may occur in the
medium. A full calculation of multi-gluon final states
would include interference terms between the different
emitted gluons. However, because such calculations are
extremely hard to perform, the current calculations are
all based on repeated application of a single-gluon emis-
sion calculation. In the following we will separately dis-
cuss the single-gluon radiation kernel and the prescrip-
tion used for multiple gluon emission.

2. Modeling the medium

The main interest in studying jet quenching is to use it
to characterize the medium through which the projectile
parton propagates. In principle, it is of interest to im-
plement different models of the medium in jet quenching
calculations, since this may help to discriminate between
different pictures of the medium and its properties. In
the current practice, each model description uses a par-
ticular set of simplifications, which can be classified as
follows:

1. The medium is modeled as a collection of static
scattering centers

In this approach, the medium is modeled as a set
of static colored scattering centers with some den-
sity distribution along the trajectory of the pro-
jectile. A decreasing density can accommodate the
physics of an expanding medium. In a strict techni-
cal sense, calculations in this set-up lead to gauge-
invariant (i.e. physically meaningful) results only
to leading order in a high-energy approximation.
By construction this set-up neglects recoil effects
and thus does not allow for elastic parton energy
loss.

This medium model is the basis of two different
calculational approaches. The multiple soft scatter-
ing approach was pioneered by Baier, Dokshitzer,
Mueller, Peigne and Schiff [7, 12] (BDMPS) and
independently by Zakharov [11]. Gluon radiation
is formulated in a path-integral that resums scat-
tering on multiple static colored scattering centers.
Wiedemann [19] showed how this path-integral can
be used to include the interference between vacuum
and medium-induced radiation. Numerical evalua-
tions of the path-integral employ a saddle point
approximation that amounts effectively to assum-
ing that the projectile interacts with the medium
via multiple soft scattering processes. In the totally
coherent limit, in which the entire medium acts co-
herently towards gluon production, the BDMPS-Z
formalism results in a radiation spectrum that is a
radiation term for gluon production with moment-
um transfer \( q \), convoluted with a Gaussian elas-
tic scattering cross section \( \propto \frac{1}{\pi} \exp \left[ -\frac{q^2}{q L} \right] \).
In this limit, the medium is fully characterised
by the transport coefficient \( \hat{q} \), the mean of the
squared transverse momentum exchanged per unit
path length.

The opacity expansion was pioneered by Gyulassy,
Levai and Vitev [15, 16] (GLV) and independently
by Wiedemann REF. It also includes the interfer-
ence between vacuum and medium-induced radia-
tion and is based on a systematic expansion of the
calculation in terms of the number of scatterings.
In most existing calculations, only the leading term
\((N = 1)\) is included, but the behaviour for larger
opacities has been explored in [GV, Wicks]. The
medium is characterised by two model parameters,
the density of scattering centers \( n \) or mean free path \( \lambda \), and a Debye screening mass \( \mu_D \) used to regu-
late the infrared behavior of the single scattering cross
section. In contrast to the multiple soft scatter-
ing approximation, this approach allows for larger
momentum transfers from single scattering centers.
There are several model implementations in the lit-
erature that differ significantly in their kinematic
approximations. We refer to them as ASW-OE and
WHDG [18], and we discuss these differences in de-
tail in Section III B.

2. The medium is characterized by matrix elements of
gauge field operators

In principle, multiple gluon exchanges between a
partonic projectile and a spatially extended medium
can be formulated in a field theoretically
rigorous fashion by describing the medium in terms
of expectation values of 2-, 4-, 6-, 8-, ... field corre-
lation functions. Energy loss calculations based on
the higher-twist (HT) approach were pioneered by
Guo and Wang [21, 22]. The approach includes the
interference between vacuum and medium-induced
radiation. Properties of the medium enter the cal-
culation in terms of higher-twist matrix elements.
In practice the matrix elements are factorized in the
npdf and matrix elements describing the inter-
action between final state partons and the medium.
This factorization is valid at leading order in the
path length \( L \) in the medium. As we discuss in
some detail in section xx, the approximations cur-
rently employed, result in a formulation of parton
energy loss calculations that closely resembles mod-
els starting from a set of static scattering centers.

3. The medium as a thermal heat bath

The formulation of parton energy loss within a
field-theoretically rigorous defined medium in per-
fect thermal equilibrium is obviously of great rele-
vance for heavy ion physics. This approach was pi-
oneered by Arnold, Moore and Jaffe [13, 14] (AMY)
for a weakly coupled medium. The medium is formulated as a thermal equilibrium state in Hard Thermal Loop improved finite temperature perturbation theory. As a consequence, all properties of the medium are specified fully by its temperature and baryon chemical potential. The calculation does not incorporate vacuum branching of the projectile parton. In principle, the perturbative description of the thermal medium applies only at very high temperature $T \gg T_c$.

As seen from the list above, different models of parton energy loss characterize the medium in terms of different primary model parameters. In the existing literature, the different approximations used for the medium in the various approaches have led to different ways to specify the medium properties. Recently it has become customary to translate the primary model parameters into an effective $\hat{q}$ that has the physical interpretation of an averaged squared momentum transfer per unit path length $\hat{q} = \langle q^2 \rangle / \lambda$. The transport coefficient can be calculated from the differential scattering cross section $d\sigma / d^2 q_\perp$ or the rate $d\Gamma_{el} / d^2 q_\perp$:

$$\hat{q} = \rho \int d^2 q_T q_\perp^2 \frac{d\sigma}{d^2 q_T} = \int d^2 q_\perp q_\perp^2 \frac{d\Gamma_{el}}{d^2 q_\perp} \tag{1}$$

In this paper, we will use a common approach to calculate $\hat{q}$, using rates from Hard Thermal Loop (HTL) field theory. The basic parameters in the opacity expansion are the screening length $\mu_D$ and the mean free path $\lambda$, which can also be calculated in HTL. For details, see section III A.

Formally, the Higher Twist (HT) formalism encodes the scattering power of the medium into a nonperturbative matrix element of the gauge field strength tensor $F_{\mu\nu}$. In light-cone coordinates, this matrix element is given by:

$$\hat{q} = \frac{4\pi G_F \alpha_s}{N_c - 1} \int dy^- \langle F_{\mu^+}^{\mu^+}(0) F_{\nu^-}^{\nu^-}(y^-) \rangle e^{i\mu^+ y^+} \tag{2}$$

which measures the transversely acting force due to gluon fields in the medium [?]. However, in practice approximations are made, such as neglecting the $Q^2$ dependence of the correlator in Eq. 2, such that the Higher Twist formalism uses directly the transport coefficient $\hat{q}$. (Or rather $\mu^2 / \lambda$ – Need to clarify with Xin-Nian)

**MeL: Do we need an additional note here to stress that since the medium models are different, it is not completely obvious how to compare them – or rather, that this is part of the interest of the exercise: some medium models may be more applicable to heavy ion collisions than others. See also the relevant point the conclusions. BM: qhat is the only relevant parameter for static scattering centers. For other medium models, additional transport coefficients may be needed to describe the interactions.**

3. **Relation between parton energy loss models**

**MeL: This section should probably be moved to later**

Fig. 2 illustrates the close technical and conceptual relations between the different models of parton energy loss. Formally, these relations can be summarized as follows

1. **Multiple soft scattering vs. Opacity expansion**
   Prior to making the multiple soft scattering expansion, the BDMPS-Z path integral can be expanded in opacity. On the level of unintegrated cross sections, the results agree with the opacity expansions discussed here. Calculations based on opacity expansion do not assume that all momentum transfers are soft, but require additional kinematic assumptions (e.g., definitions of kinematic integration boundaries). This leads to significant quantitative and qualitative differences between multiple soft scattering approximation and opacity expansion.

2. **AMY vs. multiple soft scattering approach**
   Parton energy loss within the AMY formalism can be formulated in terms of the same path integral entering BDMPS-Z formalism. The technical commonalities between both approaches are further elaborated in [50] and summarized in section ... On the other hand, both formalisms take significantly different starting points in how the medium is and the projectile is formulated (see above). **can we say more? Is there a well-defined sense in which we can state that these formalisms are equivalent?** The above points only to analogies and differences.

3. **Opacity expansions: WHDG vs. ASW-OE**
   These opacity expansions calculate the same set of multiple scattering Feynman diagrams within the same high-energy and collinear approximation. However, in extending this result from the kinematic region in which these approximations are valid to the entire phase space open for gluon production, they take different approximations. We shall discuss the resulting significant numerical differences in detail below, since they allow us to il-
illustrate the technical origin of one major source of current theoretical uncertainties.

4. HT versus opacity expansion

The Higher Twist formalisms and the \((N = 1)\) Opacity expansion are closely related at the level of the single-gluon emission kernel, but differ significantly in the way multiple-gluon emission is treated. The Higher Twist calculation uses DGLAP virtuality evolution, while in the Opacity Expansion, multiple gluon emission is described using Poisson distributed independent emissions (see next Section). \textit{what can we say precisely about this relation?} Could Xin-Nian or Abhijit give a few-line-summary \textit{BM: Is there a Poisson analogy for DGLAP/HT?}

4. Kinematic approximations in different parton energy loss models

With regard to the technical approximations employed in parton energy loss calculations, the four model classes show important commonalities, but display also characteristic differences.

The three main assumptions that are made in all the calculations are

- Both the parton and the radiated gluon (?) are on an eikonal trajectory: \(E \gg q_{\perp}\) and \(\omega \gg q_{\perp}\).
- Small-angle (collinear) radiation \(\omega \gg k_T\).
- Discrete scattering centers, or some form of localised momentum transfer: \(\lambda \gg \mu\).

Since the eikonal approximation is used, one often uses the additional approximation that the gluon energy is much smaller than the parton energy \(\omega \ll E\), or \(x = \omega/E \ll 1\), i.e. the soft radiation approximation.

Let us first consider the kinematic constraints \(E \gg \omega \gg k_T\), which is often referred to as the soft eikonal limit. In the calculations, this limit is used for example to neglect the changes to the parent trajectory due to multiple scattering, which simplifies the calculations significantly. \textit{MeL: see also earlier remark that for a static medium gauge-invariant results can only be obtained in this approximation; can we explain briefly why that is, i.e. what we are physically neglecting/need to neglect in this case?}

In phenomenological applications of parton energy loss, however, gluon radiation is calculated in the entire allowed phase space, up to \(\omega = E\) and \(k_T = \omega\), where the approximations are not valid. The approximations employed in the current calculations lead to finite radiation probability at the kinematic bounds \(\omega \approx E\) and \(k_T \approx \omega\), thus violating energy-momentum conservation. Most current formalisms remedy this by imposing explicit cut-offs at the kinematic bounds. The sensitivity of the result to large-\(x\) and large angle radiation can be explored to get an impression of the accuracy of the result. The two limits warrant separate discussions.

Let us first consider the large-\(x\) regime, where \(\omega \approx E\). For all energy loss models, the gluon energy distribution peaks at a ‘typical’ energy (which may be 0). As a result, one can always restrict the considerations (and in most cases the measurement as well) to a reasonably high parton energy for which the calculated rate at \(x \to 1\) is small compared to the total rate, thus giving confidence that the impact of the cut-off at \(x = 1\) is small. For typical medium densities at RHIC, the gluon energy \(\omega\) peaks at \(O(1 \text{ GeV})\), so that for parton energies \(E \gtrsim 10 \text{ GeV}\), the probability density at the kinematic boundary becomes reasonably small.

In the present calculational framework, the yield in the spectrum for \(\omega > E\), i.e. above the kinematical boundary can be taken as a probability of total absorption of the parton, ‘death before arrival’. The alternative would be to simply ignore the probability distribution for \(\omega > E\), but this may lead to a situation where the total radiation probability decreases with increasing density or path length, when the typical gluon energy is closer to \(E\). This is clearly not realistic.

The situation is different for large-angle radiation. In the current calculational frameworks, the typical transverse momentum of the radiated gluon \(k_T\) depends on the typical transverse momentum exchanges \(q_T\) and the number of scatterings \(L/\lambda\), but not on the gluon energy \(\omega\). As a result, there is always some radiation with \(\omega\) smaller than the typical \(k_T\) and thus with a large probability for radiation at \(k_T \to \omega\). The quantitative impact of large angle radiation depends on the medium model (large \(q_T\) contributions in the medium cross section) and the choice of parameters. A detailed discussion in the opacity expansion framework in given in Section III B. \textit{Would be good to add a discussion of large-angle radiation in all sections; if we do that, we can discuss the conclusions here. E.g. would expect that AMY and ASW-MS are somewhat less sensitive than GLV ASW-SH due to the \(q_{\perp}\) tail.}

From GLV/WHDG: \textit{[MeL: this sounds like a many-scattering approximation, how does this fit in the opacity expansion?]}. In addition, for the opacity expansion, AMY and BDMPs calculations, it is assumed that the parent parton pathlength is much longer than the mean free path of the gluon in medium \((L \gg \lambda\)). \textit{Footnote:} In GLV and BDMPs this is used to neglect poles from propagators multiplied by \(\exp(-\mu \Delta z) \approx \exp(-\mu \lambda) \ll 1\), where \(\Delta z\) is the distance between successive scattering centers; this approach is probably invalid for \(L \lesssim 30 \lambda \sim 30 \text{ fm}\). On the other hand AMY uses the central limit theorem in its Langevin approach and corrections are likely for \(L \lesssim 30 \lambda \sim 30 \text{ fm}\); this extra long path length is also required by the neglect of the interference between vacuum and in-medium induced radiation.
C. Multiple gluon emission

Multiple gluon emission is calculated by repeating the single gluon emission kernel as needed.

The simplest procedure for multiple gluon emission is the Poisson Ansatz, where the number of emitted gluons follows a Poisson distribution, with the mean number given by the integral of the gluon emission spectrum, and each gluon has the energy distribution given by the single gluon emission kernel. Add equation? This procedure is used by GLV and ASW. In general, this procedure leads to a distribution of lost energy that does not conserve energy as the degrading momentum of the parent parton is not dynamically updated. Furthermore, because generally \( \langle N_g \rangle > 1 \), the convolution almost always pushes the mean fractional energy loss \( \langle \Delta E \rangle / E \) to values larger than the mean value \( \langle x \rangle \) from the single emission distribution \( dN_g / dx \).

HT and AMY both use a coupled evolution procedure to calculate multiple gluon emission. In the case of HT, DGLAP evolution is used, which includes the virtuality evolution in vacuum. In the AMY approach, the Fokker-Planck equations are used and no vacuum radiation is included.

The evolution equations used in HT and AMY both include the coupling between the quark and gluon distributions in the jets and keep track of the gradual degradation of the jet energy. The emission probability distribution changes as the jet energy degrades. This effect is not included in the Poisson convolution, where the emission probability is calculated with the initial jet energy. In this sense, using evolution equations is a more natural approach. There is, however, an important point that is not explicitly addressed in any of the models: as the energy degrades, the remaining pathlength through the medium also decreases. So, in principle, the energy-evolution should be accompanied by a an evolution in coordinate space and the emission probabilities should be calculated using local information about the parton energy, the medium, and the remaining pathlength. This is however difficult in the presence of interference effects, where the gluon radiation is not a purely local phenomenon, but instead couples to the parton over a extended area.

D. Summary of the main findings

The following is meant to provide an outline for discussion. We have listed the main points that we think we should comment on, but the content of the conclusions should be discussed in the collaboration.

We would like to formulate conclusions on the following topics:

1. Effect of kinematic limits
   All formalisms make use (to varying extent?) of the soft collinear limit \( E \gg \omega \gg k_T \). In phenomenological calculations, we have to extend the calculations into the large-\( x \), \( \omega \to E \), and large-angle domain \( k_T \to \omega \). For sufficiently large parton energies, the uncertainties associated with the large-\( x \) domain seem to be reasonably small (see GLV/ASW-OE section). Large angle radiation is expected to be problematic for all models, but so far we only know in detail what happens for the opacity expansions (GLV/ASW-SH section), where the resulting uncertainty is about a factor 2. work is ongoing to clarify this for AMY (and HT).

2. Effect of including vacuum radiation
   All formalisms include vacuum radiation to some extent, except AMY. In the final comparison, AMY shows by far the largest suppression at given \( T \) or \( \hat{q} \). Can we conclude that the large suppression in AMY is due to the lack of vacuum radiation? What about the other formalisms, can we say more about similarities/differences in the way vacuum radiation is included?

3. Effect of treatment of multiple gluon emission
   In the existing formalisms, the calculation the single-gluon emission kernel and the calculation of multiple gluon emission are separate steps. The simplest procedure for multiple gluon emission is the Poisson ansatz (GLV, ASW-SH and ASW-MS), followed by the Fokker-Planck rate equations (AMY) and the DGLAP evolution (HT). Do the differences in multi-gluon emission procedure have a significant observable impact? MvL: From what I have seen so far, the impact of the multiple gluon emission procedure on \( R_{AA} \approx R_\gamma \) is small; or rather, large differences arise at the single-gluon level and these propagate to the final multi-gluon result. Does everyone have the same impression? If so, we should mention it. Other observables may be more sensitive (any suggestions?). Also note that in principle, one could use different multi-gluon prescriptions with any single-gluon emission model. This might be an interesting exercise to get a more quantitative assessment of the effect.

4. Effect of medium model. Are all \( \hat{q} \) defined in the same way?
   The different formalisms use different pictures of the medium. It is not immediately obvious that one can define a measure of the medium density which is equivalent for all models. Our definitions of \( \hat{q} \) in Section IIIA aim to use as a consistent an interpretation of the medium as possible. However, there are probably still uncertainties associated with this. One might also argue that the picture of the medium is in fact the essence of each model. In that case, we should rather ask to what extent different medium pictures lead to physically different outcomes and whether we can decide.
which picture of the medium is correct. **MvL:** My impression is that the ‘technical’ differences in kinematic cuts and approximations used in the modelling at the moment overwhelm the effect of the real ‘physics’ in the medium pictures. I realise that this is a strong statement; is it supported by the comparisons?

1. Directions for future work

It is clear from the preceding discussion that the current energy loss calculations have a number of specific weaknesses which may have large quantitative impact on the results. Based on our review of the existing models, we can formulate a number of questions for future work.

Firstly, we recommend to develop calculations with better control of the large angle and large energy radiation. In a realistic calculation, the radiation cross section should naturally go to zero at the kinematic limits \( k_T = \omega = E \). It is most important to control the large-angle behaviour; the large-energy regime can to some extent be avoided by concentrating on high-energy partons/jets. The most natural way to control the large-angle behaviour of the radiation would be to use Next-to-Leading Order (NLO) calculations.

The treatments for multiple gluon radiation should also be further investigated. So far, the treatments are based on incoherent superposition and/or \( k_T \)-ordering of the shower. **MvL:** also angular ordering? . It is worthwhile to quantitatively investigate deviations from these assumptions. Inclusive observables, such as \( R_{AA} \) are likely to be rather insensitive to details of the shower evolution. More differential observables may be more suitable to investigate specific multi-gluon emission scenarios.

**UW:** Can we formulate a set of minimal requirements for a complete/rerealistic calculation of radiative energy loss, à la the Snowmass-accord for jet finding?

### III. Detailed Comparisons of Models

#### A. Common definition of medium properties \( \hat{q}, \mu \) and \( \lambda \)

**MvL:** Not sure where this section should go. The detailed discussion here is a prerequisite for the final comparison in Section IV, so we could move it there. However, it would be good to use the definitions outlined here also in the individual sections below. In order to compare different energy loss models the relation of the input parameters with the characteristics of the medium have to be understood. For the multiple soft scattering approximation the calculation of the energy loss depends on the transport coefficient \( \hat{q} \) and length \( L \) traversed by the parton in the medium. The transport coefficient is defined as the mean momentum kick squared \( \langle q^2_\perp \rangle \) per mean free path \( \hat{q} \):

\[
\hat{q}(q_{\text{max}}) = \int^{q_{\text{max}}} d^2q_\perp \frac{d\Gamma_{\text{el}}}{d^2q_\perp} q_\perp^2, \tag{3}
\]

in which \( \Gamma_{\text{el}} \) is the rate for elastic collisions in the plasma, \( q_\perp \) is the transverse momentum imported by the medium to the radiated gluon in such a collision and \( q_{\text{max}} \) is the ultraviolet cut-off. From this already can be seen that in the multiple soft scattering approximation the momentum kick and the mean free path \( \hat{q} \) cannot be looked at seperately. The differential scattering cross-section is known in two different energy limits [23]:

\[
\frac{d\Gamma_{\text{el}}}{d^2q_\perp} \simeq \frac{C_R}{(2\pi)^2} \times \begin{cases} 
\frac{g^2 T m_D^2}{q_\perp^2 (q_\perp^2 + m_D^2)} & \text{if } |q_\perp| \ll T, \\
\frac{g^4 N}{q_\perp^4} & \text{if } |q_\perp| \gg T,
\end{cases} \tag{4}
\]

in which \( T \) is the temperature of the medium, \( m_D \) the Debye mass:

\[
m_D^2 = (1 + \frac{1}{6} N_f) g^2 T^2, \tag{5}\]

and \( N \) [23] is the colorless density of the medium:

\[
N = \frac{\zeta(3)}{\zeta(2)} (1 + \frac{1}{4} N_f) T^3. \tag{6}\]

The following expression for the differential scattering cross-section makes the transition from the low energy limit to the high energy limit smooth:

\[
\frac{d\Gamma_{\text{el}}}{d^2q_\perp} \simeq \frac{C_R}{(2\pi)^2} \times \frac{g^4 N}{q_\perp^4 (q_\perp^2 + m_D^2)} \tag{7}
\]

In the high energy limit this approaches equation 4 and it deviates in the soft region due to the difference in the numerator by 17%. The differential cross-section as function of \( q_\perp \) for the different energy limits is shown in Fig. 3. The curves labeled with **Interpolated** correspond to the expression (7) and the curves labeled **Soft** correspond to the low energy limit of Eq. (4).

The calculation of the transport coefficient is now straightforward using Eqs. (3) and (7), and depends on the temperature \( T \) of the medium:

\[
\hat{q}(T) = \frac{C_R g^4 N(T)}{4\pi} \ln \left( \frac{q^{\text{max}}_\perp(T) + 1}{m_D^2(T) + 1} \right). \tag{8}\]

In the high energy limit the constant in the argument of the logarithm vanishes but in the low energy limit its presence is crucial because otherwise unphysical negative values for \( \hat{q} \) are possible. In a realistic medium created in a heavy-ion collision naturally both cases will be present.

The value at which \( q^{\text{max}}_\perp \) should be chosen is process dependent. In the high energy limit the cross-section describes collisions with static scattering centers as has been argued in [24] and references therein. Therefore in calculations that will follow the upper limit in
the integral to calculate $\hat{q}$ in equation 3 will be set at $q_{\text{max}} = g(ET^3)^{1/4}$ which means that $\hat{q}$ not only depends on the temperature $T$ of the medium but also on the energy $E$ of the incoming parton, see Fig. 4. The particles in the plasma are also often approximated as fixed scattering centers by using for the following diffractive scattering cross-section:

$$d\Gamma_{\text{el}} / d^2q_\perp \approx C \left[ \frac{q_\perp^4 N}{(q_\perp^2 + m_D^2)^2} \right].$$ (9)

This is done for analytical convenience. In previous work the transport coefficient is often calculated using the approximation $(q_\perp^2) \approx m_D^2$:

$$\hat{q} \approx m_D^2 \int_0^\infty d^2q_\perp \frac{d\Gamma_{\text{el}}}{d^2q_\perp} = m_D^2 \Gamma_{\text{el}} = \frac{C m_D^4 N}{4\pi} \hat{\lambda} = \frac{1}{\lambda},$$ (10)

in which the scattering cross-section as given in (9) is used. In this case the transport coefficient does not depend on the energy of the incoming parton. In Fig. 4 for comparison curves for a gluon-gluon and a quark-gluon gas not depending on the energy of the parton are shown as well.

In the opacity expansion formalism the particles in the plasma are also approximated as fixed scatters. This leads to the following expression for the number of scattering centers encountered by the parton traversing the medium:

$$\frac{L}{\lambda} = L \int d^2q_\perp \frac{d\Gamma_{\text{el}}}{d^2q_\perp} = 4\pi C_R N \frac{\alpha_s^2}{m_D^2} L,$$ (11)

which is the expression for $\hat{q}$ in equation 10 times $L/m_D^2$. The number of scattering depends on the temperature of the medium but not on the energy of the incoming parton, note also the horizontal lines in figure 4.

B. WHDG and ASW–SH

1. Overview

This subsection contains a detailed comparison of the radiative part of the WHDG calculation [18], equivalent to the first term in the DGLV opacity expansion [17], and the ASW formalism truncated to first order in opacity, here called ASW–SH [20]. We discuss the importance of the definition of the splitting variable $x$ and of the kinematic cut-offs made to enforce the assumptions used in deriving the energy loss formulae. Quantitative results comparing the radiative and elastic components of WHDG will also be shown.

2. Single emission kernel

One of the major driving forces of the present investigation was the realization that the approximations and physics assumptions made to arrive at analytical results for the medium induced radiation not only have an impact on the predictions of experimental observables such as $R_{AA}$ but also influence all the modeling assumptions. An excellent case in point comes when one attempts a naive comparison between the single inclusive gluon distribution implemented in a massless quark and gluon version of the radiative piece of WHDG and the one found from the ASW–SH code [25] for the opacity expansion (see Fig. 1 for a sketch of the perturbative process and definitions of symbols we will use throughout the section). Both purport to compute the single inclusive distribution of gluon radiation, $dN_g / dx$, at first order in opacity [15, 16, 19] for a medium of Debye-screened colored static scattering centers [6]. See Fig. 5, which shows $dN_g^{\text{DGLV}} / dx$ and $dN_g^{\text{ASW–SH}} / dx$ for a nominal 10 GeV quark jet in a static plasma of length 2 fm and tempera-
The DGLV formula for the first order in opacity energy loss is [17]:

$$
\frac{dN_{g}^{\text{DGLV}}}{dx} = \frac{2C_{R}\alpha_{s}}{\pi^{3}} \frac{L}{\lambda} \int d^{2}q d^{2}k \frac{\mu^{2}}{(q^{2} + \mu^{2})^{2}} \frac{k \cdot q}{[(k - q)^{2} + \beta^{2}]^{2}} \int dz \left[ 1 - \cos \left( \frac{(k - q)^{2} + \beta^{2}}{2x E} z \right) \right] \rho(z).
$$

(12)

Here $m_{g}$ and $M_{q}$ are the effective thermal mass of the radiated gluon and the mass of the parent parton, respectively, $\beta^{2} = m_{g}^{2} + x^{2}M_{q}^{2}$, and $\rho(z)$ is the probability distribution for the distance to the first scattering center. (In general one needs to consider the distribution in differences in distance between successive scattering centers. However at first order in opacity there is only one scattering center; as one may always set the initial value of $z$ to 0, $\rho(z)$ is the absolute distance to the first scattering center.) The equivalent expression for ASW–SH, which does not include the effect of a thermal gluon mass $m_{g}$, is [20]:

$$
\frac{dN_{g}^{\text{ASW–SH}}}{dx} = \frac{2C_{R}\alpha_{s}}{\pi^{3}} \frac{L}{\lambda} \int d^{2}q d^{2}k \frac{\mu^{2}}{(q^{2} + \mu^{2})^{2}} \frac{k \cdot q}{[(k - q)^{2} + x^{2}M_{q}^{2}]^{2}} \frac{(k - q)^{2} + x^{2}M_{q}^{2}}{(k^{2} + x^{2}M_{q}^{2})} \int dz \left[ 1 - \cos \left( \frac{(k - q)^{2} + x^{2}M_{q}^{2}}{2\omega} \right) \right] \rho(z).
$$

(13)

If we set $\omega = xE$ in (13) and $m_{g} = 0$ in $\beta$ in (12), then we see that Eqs. (12) and (13) are, in fact, identical. Why, then, do the curves obtained by evaluating these expressions, shown in Fig. 5, differ so drastically? The answer lies in the details of the implementation of these two expressions. It turns out that there are a number of choices that must be made in going from the differential expressions for the radiation spectrum to the integrated gluon distribution, $dN_{g}/dx$. These are summarized in Table I.

If one alters the radiative energy loss part of WHDG to adopt all the assumptions used in the ASW–SH code, then one finds agreement within numerical precision, as shown in the top left plot of Fig. 6. This corresponds to temperature $T = 485$ MeV[57].

![Plot of the single inclusive gluon radiation distribution, $dN_{g}/dx$, from the WHDG implementation of the first order in opacity DGLV formula, Eq. (12), in red, and the ASW–SH implementation of Eq. (13), in black, for a 10 GeV up quark traversing a nominal, 2 fm long static brick of QGP held at a constant $T = 485$ MeV. The point at $x = 1$ indicates the integrated weight of $dN_{g}/dx$ in the ASW–SH implementation for $x > 1$.](image)

FIG. 5: Plot of the single inclusive gluon radiation distribution, $dN_{g}/dx$, from the WHDG implementation of the first order in opacity DGLV formula, Eq. (12), in red, and the ASW–SH implementation of Eq. (13), in black, for a 10 GeV up quark traversing a nominal, 2 fm long static brick of QGP held at a constant $T = 485$ MeV. The point at $x = 1$ indicates the integrated weight of $dN_{g}/dx$ in the ASW–SH implementation for $x > 1$. The equivalent expression for ASW–SH, which does not include the effect of a thermal gluon mass $m_{g}$, is [20]:

$$
\frac{dN_{g}^{\text{ASW–SH}}}{dx} = \frac{2C_{R}\alpha_{s}}{\pi^{3}} \frac{L}{\lambda} \int d^{2}q d^{2}k \frac{\mu^{2}}{(q^{2} + \mu^{2})^{2}} \frac{k \cdot q}{[(k - q)^{2} + \beta^{2}]^{2}} \int dz \left[ 1 - \cos \left( \frac{(k - q)^{2} + \beta^{2}}{2x E} z \right) \right] \rho(z).
$$

(12)

Here $m_{g}$ and $M_{q}$ are the effective thermal mass of the radiated gluon and the mass of the parent parton, respectively, $\beta^{2} = m_{g}^{2} + x^{2}M_{q}^{2}$, and $\rho(z)$ is the probability distribution for the distance to the first scattering center. (In general one needs to consider the distribution in differences in distance between successive scattering centers. However at first order in opacity there is only one scattering center; as one may always set the initial value of $z$ to 0, $\rho(z)$ is the absolute distance to the first scattering center.) The equivalent expression for ASW–SH, which does not include the effect of a thermal gluon mass $m_{g}$, is [20]:

$$
\frac{dN_{g}^{\text{ASW–SH}}}{dx} = \frac{2C_{R}\alpha_{s}}{\pi^{3}} \frac{L}{\lambda} \int d^{2}q d^{2}k \frac{\mu^{2}}{(q^{2} + \mu^{2})^{2}} \frac{k \cdot q}{[(k - q)^{2} + \beta^{2}]^{2}} \int dz \left[ 1 - \cos \left( \frac{(k - q)^{2} + \beta^{2}}{2x E} z \right) \right] \rho(z).
$$

(13)

If we set $\omega = xE$ in (13) and $m_{g} = 0$ in $\beta$ in (12), then we see that Eqs. (12) and (13) are, in fact, identical. Why, then, do the curves obtained by evaluating these expressions, shown in Fig. 5, differ so drastically? The answer lies in the details of the implementation of these two expressions. It turns out that there are a number of choices that must be made in going from the differential expressions for the radiation spectrum to the integrated gluon distribution, $dN_{g}/dx$. These are summarized in Table I.

If one alters the radiative energy loss part of WHDG to adopt all the assumptions used in the ASW–SH code, then one finds agreement within numerical precision, as shown in the top left plot of Fig. 6. This corresponds to temperature $T = 485$ MeV[57].
the choices:

- thermal gluon mass \( m_g = 0 \);
- thermal quark mass \( M_q = 0 \);
- use of \( k_{\text{max}} = x E \) for the maximum allowed value of \( k_T = |k| \);
- use of the same scattering center distribution as in ASW;
- gluon mean free path \( \lambda/L = 1 \);
- maximum momentum transfer \( q_{\text{max}} = \infty \);
- QCD coupling constant \( \alpha_s = 1/3 \).

Figs. 6 and 7 show the quantitative progression from exact agreement, when these common choices are made, to the disparate results shown in Fig. 5. The progression systematically removes the changes given in the above list in reverse order.

There are numerous lessons to be learned from Figs. 6 and 7. That the changes in \( \alpha_s \), \( M_q \), and \( q_{\text{max}} \) lead to small differences in \( dN_g/dx \) is not surprising: \( \alpha_s \) differs by only 10% between the implementations; \( M_q \) for WHDG is small compared to the jet energy; and it has been known for a long time that \( dN_g/dx \) is not sensitive to changes in \( q_{\text{max}} \). Also not surprising is the huge difference when \( L/\lambda \) is allowed to vary. While at the level of \( dN_g/dx \) one can simply scale the results to account for a varying \( L/\lambda \), this is not true once the distribution has been folded multiple times into a Poisson convolution; note that the ASW–SH code [25] only gives the Poisson convolution results. The differences seen in the \( dN_g/dx \) from the two scattering center distributions seems to suggest only a small dependence on their exact form. The apparent huge sensitivity to the inclusion of a radiated gluon mass \( m_g \), however, is a surprise. On the other hand, due to nontrivial interference effects, its effect on observables such as \( R_{AA} \) is actually not very large [26].

3. Definition of the variable \( x \)

The very large changes seen when going from identical to numerically different \( k_{\text{max}} \) values (see top right panel of Fig. 7) is a surprise given the assumption of collinearity used in the derivation of the energy loss formulae, Eqs. (12) and (13). This result warrants further explanation. Collinearity, \( k_T \ll x E \), is the assumption that radiation is emitted at small angles. To further investigate the meaning of collinearity, it is necessary to discuss the specific definition of the splitting fraction \( x \). As noted in Table 1, the GLV-descended derivations [15–17, 27] interpret \( x = x_+ = k^+ / P^+ \) as the fraction of positive light-cone momentum carried away by the radiated gluon. The ASW–SH derivation [19, 20] defined \( x = x_E = k^0 / P^0 \) as the fraction of energy carried away by the radiated gluon. If we denote the usual four-momenta with parentheses and light-cone momenta with brackets then the radiated gluon four-momentum is

\[
k = \left(x_E E, \sqrt{(x_E E)^2 - k_T^2}, k\right)
\]

\[
= \left(x_+ E^+, \frac{k^2}{x_+ E^+}, k\right),
\]

(14)

where \( k \) is the momentum of the gluon transverse to the direction of the parent parton and the gluon is assumed to be on mass shell. Similarly, the momentum for a massless parent parton is

\[
p = \left((1 - x_E) E, \sqrt{(1 - x_E) E^2 - (q - k)^2}, q - k\right)
\]

\[
= \left((1 - x_+) E^+, \frac{(q - k)^2}{(1 - x_+) E^+}, q - k\right),
\]

(15)

where \( q \) is the transverse momentum transfer to the parent parton from the scattering center. For completeness the original parent parton momentum is \( P = (E, E, 0) = (E^+, 0, 0) \). Using Eqs. (14) and (15) one may derive the exact relationships between \( x_+ \) and \( x_E \):

\[
x_+ = \frac{1}{2} x_E \left(1 + \sqrt{1 - \left(\frac{k_T}{x_E E}\right)^2}\right),
\]

(16)

\[
x_E = x_+ \left(1 + \left(\frac{k_T}{x_+ E^+}\right)^2\right),
\]

(17)

Note that to lowest order in the expansion parameter is \( k_T/x_E \), which controls the extent of collinearity, the two definitions of \( x \) are identical.

4. Collinearity violation and cut-off dependence

Maybe separate subsection?

A number of simplifying assumptions are made in the process of deriving Eqs. (12) and (13). Specifically, one assumes: (1) eikonality \( (E \gg |q|) \); (2) soft radiation \( (x \ll 1) \); (3) collinearity \( (k_T \ll x E) \); (4) parent parton pathlength much longer than the mean free path of the gluon in medium \( (L \gg \lambda) \). The same assumptions are also made in the BDMP and AMY formalisms [58]. The HT formalism also makes these assumptions, except for (2). It is worth emphasizing that all current pQCD-based energy loss calculations make the assumption of collinearity.

A simple examination of Eqs. (12) and (13) shows that these equations are sensitive to the violation of the assumptions made in their derivation; they do not naturally die out when the approximations used in their derivation break down. As one example, the integrands have support for all \( k_T \). Collinearity has traditionally been enforced through the requirement of forward emission, by cutting off the \( k_T \) integration for \( dN_g/dx \) in the ultraviolet. In light-cone coordinates forward emission implies
that $k^+ > k^-$. This condition implies

$$k_T < k_{\text{max}} = x_+ P^+ = x_+ E^+.$$  \hfill (18)

In Minkowski coordinates forward emission implies that $k_T > 0$. This condition implies

$$k_T < k_{\text{max}} = x E.$$  \hfill (19)

However, requiring forward emission only restricts emission to angles less than $90^\circ$, which is still a rather wide angle. One may go further, in anticipation of exploring the sensitivity of results to variations in the $k_T$ cut-off, and define a cut-off angle, $\theta_{\text{max}}$ limiting emission to angles $\theta \leq \theta_{\text{max}}$. This cut-off criterion yields

$$k_{\text{max}} = \begin{cases} x_+ E^+ \tan(\theta_{\text{max}}/2), & x = x_+; \\ x E \sin(\theta_{\text{max}}), & x = x_E. \end{cases}$$  \hfill (20)

Eqs. (12) and (13) also have support for all values of $x$. Nonzero weight in $dN_g/dx$ for $x > 1$ of course violates energy-momentum conservation. Requiring the continued forward propagation of the parent parton leads to an additional $k_T$ cut-off that minimally enforces energy-momentum conservation while simultaneously enforcing consistency with the assumption of eikonality. In light-cone coordinates forward propagation implies $p^+ > p^-$; in Minkowski coordinates it implies $k_z > 0$. For the light-cone coordinate case forward emission leads to

$$(1 - x) E^+ > |q - k| \approx k_T,$$  \hfill (21)

where $|q| \sim 3T < q_{\text{max}} = \sqrt{6T}$ is small compared to most values of $|k|$; for the Minkowski coordinate case forward emission leads to

$$(1 - x E) E > |q - k| \approx k_T.$$  \hfill (22)

For each definition of $x$ there are two cut-offs (e. g. Eqs. (18) and (21) for $x \equiv x_+$ or Eqs. (19) and (22) for $x \equiv x_E$); this needs to be taken into account when evaluating the $k_T$ integral over $dN_g/dxdk_T$. One possibility would be to take the minimum of the two definitions; for instance, using light-cone coordinates and taking $\theta_{\text{max}} = \pi/2$; this would mean $k_{\text{max}} = \min(x_+, 1-x_+) E^+$. The present implementations of DGLV and WHDG use a smoother function, $k_{\text{max}} = x_+ (1-x_+) E^+$. Note that the existing ASW–SH implementation [25] does not include any large-$x$ cut-off.
FIG. 7: Second half of the progression from ASW–SH to the radiative piece of WHDG. The black curve in all figures represents ASW–SH. The red curve in each figure represents the result when the next progressive change away from WHDG is removed. To aid comparison, the result from the previous plot is shown in blue. Dots at $x = 1$ represent the integrated weight of $dN_g/dx$ for $x > 1$. Progression proceeds as follows: (Top Left) $\rho(z) = \theta(L - z)\theta(z)/L$ to $\rho(z) = 2e^{-2z/L}\theta(z)/L$; (Top Right) $k_{\text{max}} = xE$ to $k_{\text{max}} = 2x(1 - x)E$; (Bottom Left) $M_q = 0$ to $M_q = \mu/2$; (Bottom Right) $m_g = 0$ to $m_g = \mu/\sqrt{2}$.

One could, of course, perform a similar $\theta_{\text{max}}$ analysis for the large-$x$ cut-off. However, one can see from Fig. 8 that the $dN_g/dx$ distribution is actually rather insensitive to this cut-off. In this sense the $dN_g/dxdk_Tdq_T$ integrand respects the small-$x$ approximation rather well.

In order to illustrate the sensitivity of the single gluon emission probability to $k_{\text{max}}$, Fig. 9 plots $dN_g/dxdk_T$ for $x = 0.025$, along with an illustration of three possible cut-offs for $k_T$:

(a) $x = x_+$ with $\theta_{\text{max}} = \pi/2$;
(b) $x = x_E$ with $\theta_{\text{max}} = \pi/2$;
(c) $x = x_E$ with $\theta_{\text{max}} = \pi/4$.

Recall that to lowest order in collinearity, the first two cut-offs are identical; the third is a natural $O(1)$ variation in the cut-off that one can use to estimate the systematic uncertainties deriving from the collinear approximation. Clearly the assumption of collinearity is badly violated: for values of $x \sim \mu/E$, $dN_g/dxdk_T$ reaches its maximum value at $k_T \sim xE$. For these values of $x$ the emission spectrum is highly sensitive to the choice of $k_{\text{max}}$: $dN_g/dx \sim k_T^2$.

FIG. 8: Plots comparing the result for Eq. (12) with $k_{\text{max}} = x_+E^+$ (black) and $k_{\text{max}} = x_+(1 - x_+)E^+$ (red) cut-offs for a 10 GeV up quark traversing a 2 fm static QGP of $T = 485$ MeV. Enforcing the small $x$ approximation, and simultaneously enforcing energy and momentum conservation at the level of $dN_g/dx$, does not make a large difference to the emission spectrum. The black dot at $x_+ = 1$ represents the integrated weight of $dN_g/dx_+$ for $x_+ > 1$ when $k_{\text{max}} = x_+E^+$. 
FIG. 9: Plot of $dN_g/dxdk_T$ from Eq. (12) for a light quark with all masses set to 0, $E = 10$ GeV, $L = 5$ fm, and representative values of $\mu \approx 0.46$ GeV and $\lambda \approx 1.25$ fm for a medium density of $dN_g/dy = 1000$ similar to RHIC conditions [18]. Vertical lines depict the three values of $k_T$ discussed in the text as possible cut-offs to enforce collinearity in Eq. (12). Note that with $x = 0.025 \approx \mu/E$, $dN/dxdk_T$ is maximized near $k_T \sim k_{max}$, completely in contradiction to the collinear approximation.

Since the collinear approximation is so badly broken, it is not a good approximation to take $x_+ \approx x_E$. A meaningful comparison of results, then, can come only when the emission spectra of Eqs. (12) and (13) are plotted with respect to the same variables. Since one is interested in a differential quantity, a Jacobian is required. We choose to transform $x_+ \to x_E$ because, ultimately, one is interested in energy loss, as opposed to the loss of positive light-cone momentum. The transformed spectrum is then given by

$$\frac{dN^J_g}{dx_E} = \int^{k_{max}} dk_T \frac{dx_+}{dx_E} \frac{dN_g}{dx_+dk_T}(x_+(x_E)), \quad (23)$$

with

$$\frac{dx_+}{dx_E} = \frac{1}{2} \left[ 1 + \left( 1 - \left( \frac{k_T}{x_EE} \right)^2 \right)^{-1} \right], \quad (24)$$

$$k_{max} = x_EE \sin(\theta_{max}). \quad (25)$$

Note the change in the upper limit (25) of integration in Eq. (23). The resulting comparison of $dN_g/dx_E$ is shown in Fig. 10. Note the very large difference in the results for the two collinearly equivalent definitions of $x$ and that for the result with a reduced $\theta_{max}$. Of course this enormous difference implies very large systematic errors (a factor $2 - 3$) in the extraction of the medium parameters from leading hadron suppression data [26].

5. Multiple emission

More explanation necessary?

We finally note that the usual implementation of the Poisson convolution for multiple radiation leads to a distribution that does not conserve energy as the degrading momentum of the parent parton is not dynamically updated. Furthermore, because generally $\langle N_g \rangle > 1$, the convolution almost always pushes the mean fractional energy loss $\langle \epsilon \rangle/E$ to values larger than the mean value $\langle x \rangle$ from the single emission distribution $dN_g/dx$. Therefore, the Poisson convolution actually enhances the sensitivity of energy loss calculations to regions of larger $x$ for which the approximations are not well controlled.

[Note from BM: I do not understand the logic of the last statement. It seems that the collinearity condition is best satisfied for large $x$. Thus, which “approximations” does the last sentence refer to?]
result reproduces our expression [19] on the level of the Feynman diagrams and the analytic expression for the \(\omega\) - and \(k_T\)-differential gluon energy distribution.

2. Energy loss probability distribution

Fig. 11 shows results from the ASW multiple soft scattering limit for different values of a primary quark with energy \(E\) and path-length \(L\). All results have been computed with \(\alpha_s = 0.3\). First, we plot the probability \(P(\Delta E/E)\) — the so-called quenching weight — that a light quark loses a fraction of its energy. The information about \(P(\Delta E/E)\) is contained in three pieces:

1. "Untouched survival": This is the discrete probability that a parton does not interact with a medium of length \(L\) and that it loses no energy. This probability is represented by a color-coded dot at \(\Delta E/E = 0\).

2. "Survival with finite energy loss": This is the continuous probability that a parton makes it through a medium of length \(L\) but loses a finite fraction \(\Delta E/E\) during its passage. This is denoted by the color-coded curve at finite \(0 \leq \Delta E/E \leq 1\).

3. "Death before arrival": In general, if one shoots a particle into a wall of thickness \(L\), it can get stopped on its journey before reaching the length \(L\). This probability is denoted by the color-coded dot at \(\Delta E/E = 1\).

In general, as the average energy loss grows due to an increase in \(\hat{q}\), one observes that:

(a) the probability of untouched survival decreases;

(b) the probability of survival with finite energy loss shifts to larger values of \(\Delta E/E\);

(c) the probability of death before arrival increases.

This is seen clearly in the plots shown for \(P(\Delta E/E)\). The most extreme case is that of \(E = 10\) GeV and \(L = 2\) fm (lower panel of Fig. 11). Requiring an energy loss of \(\Delta E = 4\) GeV in this case amounts to a greater than 40 percent probability of untouched survival but, simultaneously, a 30 percent probability of death before arrival. This comes close to an all-or-nothing scenario, where a particle either goes through without medium modification or gets stuck, but its probability of emergence as an object with reduced energy is relatively small.

3. Gluon radiation spectrum

We now turn to the corresponding spectra: The multiple soft scattering limit suppresses the production of infrared gluons by a destructive interference effect. As a consequence, all spectra are peaked at finite gluon energies. In general, the radiated gluons become harder as one increases the average energy loss (i.e. as one increases \(\hat{q}\)). If the projectile energy is sufficiently large and the in-medium pathlength is sufficiently small, then the radiated gluons carry small fractions of the projectile energy. This is the case for a projectile quark energy \(E = 100\) GeV shown in the upper panel of Fig. 12.

However, if the projectile energy is too small, see lower panel of Fig. 12, one faces a particular problem: One
FIG. 12: Energy spectrum of radiated gluons, for a light quark with energy $E = 100$ GeV and path length $L = 5$ fm (top panel) and for a light quark with $E = 10$ GeV and $L = 2$ fm (lower panel). The legends on the plots indicate the average energy loss and the corresponding value of the transport coefficient $\hat{q}$.

calculates the radiated gluon spectrum as if the parton would propagate through a medium of path-length $L$, though with finite probability the parton does not have sufficient initial energy to make it through $L$, and gets stuck before. In the present calculational framework, finding yield in the spectrum for $\omega > E$, i.e., above the kinematical boundary, signals that one has assumed that the particle propagates through a length $L$ though its probability of "death before arrival" is finite.

4. Treatment of kinematic uncertainties

This section needs re-thinking

The limitations of the high-energy eikonal approximations used in the derivation of the path-integral formalism from which both the multiple soft scattering limit and the opacity expansion stem, were discussed in the original papers [19, 28, 29], together with a comparison of both limits. These limitations and the comparison between both approximations have been recently re-analyzed in much detail in [26]. At this point, let us mention that they were, together with the need of a reliable framework for computing more differential observables like particle correlations or jet shapes, the motivation to include finite energy corrections in the formalism, both at the level of the DGLAP evolution equations [30] or in the form of Monte Carlo algorithms for final state radiation [31–34].

In this respect, it should be noted that large values of the transport coefficient were required to reproduce RHIC data on single particle suppression [35–40] and back-to-back correlations [37, 40], extracted in analysis using the ASW multiple soft scattering limit through the quenching weights for different models for the medium produced in the collisions. But similar values have been obtained using the mentioned recent developments [30, 33] which do conserve, by construction, energy-momentum both at the one-splitting level and in the parton shower as a whole. This finding confirms the validity of the ASW formalism for phenomenological studies of jet quenching.

Here we expand on some of the statements made in the last paragraph: It was already stated in the original publications [41] that "... the BDMP–Z formalism is based on the assumption of small transverse gluon momentum $|k_T| \ll \omega$ while we find the main contribution to radiative energy loss for $|k_T| = O(\omega)$. Both features question the validity of the BDMP–Z formalism ..." The basic observation in this work and several other early papers [19, 28, 29] is that the calculations of quenching weights $P(\Delta E/E)$ involve integrals over transverse gluon momenta $\int d\mathbf{k}_T f(\mathbf{k}_T)[59]$. If the integrand $f(k_T)$ were known without kinematic approximations, then this integrand would vanish in the kinematically forbidden region $k_T > \omega$, and it would approach this forbidden region in a physically reasonable way. In the absence of any approximation one would not need to arbitrarily cut off the $k_T$-integral, since it is the physics of the integrand which provides the cut-off.

In the high energy approximation $|k_T| \ll \omega$, however, the integrand $f(k_T)$ does not vanish for $|k_T| > \omega$. The $k_T$-integral must then be cut off "by hand". Technically, the $k_T$ cut off can be varied in the ASW formalism by varying the parameter $R$ on the level of the quenching weights. The early ASW works [1-3] knew about and commented on the uncertainties arising from this $k_T$-integration. Several of these works also varied kinematical cuts to quantify these uncertainties. These limitations and the comparison between different small-x approxi-
mations have been re-analyzed recently and expanded in much detail in [26]. This is discussed in Section IV.A of this document.

We note, however, that strictly speaking, varying the upper cut-off of the $k_T$-integral does not permit to fully quantify the theoretical uncertainties associated to the approximation $|k_T| \ll \omega$. This is so, since the problem with the approximation $|k_T| \ll \omega$ is not solved by cutting off the integral for $k_T > \omega$. Rather, the problem remains that the approximate evaluation of the integrand is also unreliable in the entire physical region $|k_T| \sim \omega$. The proper solution to this problem is hence not an ad hoc modification of the upper bound of the integral, but an improved calculation of the integrand, which does not rely on the assumption $|k_T| \ll \omega$. Such an improvement is a rather automatic by-product if one models parton energy loss with Monte Carlo algorithms for final state radiation [31–34]. Aside from several physics motivations, this was one of the main technical reason for turning towards the formulation of parton energy loss in event generators, which do not require any approximation of the form $|k_T| \ll \omega$. We refer to this fact often as exact energy-momentum conservation at each splitting.

D. The Higher-Twist (HT) approach

E. Gluon emission formalism

References are missing

MvL: Need to discuss analogy with Opacity Expansions. The single-gluon emission kernels of the $(N = 1)$ opacity expansion and the Higher Twist calculation are similar, albeit with a different behaviour at small-momentum exchange. In the Higher Twist formalism, this behaviour is regulated by a cut-off at a non-perturbative scale $\mu_F = \sqrt{E/L}$, while in the Opacity expansion, the Debye screening mass m_D is used.

In this section, we describe the radiative part of the higher-twist (HT) calculation as applied to the “brick problem”. In short, the higher-twist calculation consists of including a class of medium corrections to the process of jet evolution in vacuum, brought about by the multiple scattering of the hard partons in a medium. It is most straightforwardly derived to the case of single inclusive deep-inelastic scattering in a large nucleus, with the nucleus playing the role of the medium. While most scattering corrections are always suppressed by powers of the hard scale $Q^2$, a subset of these are enhanced by the length of the medium and these are included in the calculation. Thus, the expansion parameter in the HT approach is $\alpha_s q L/Q^2$ where $q$ is the transverse momentum squared imparted to a single parton per unit length and $L$ is the length traversed by the parton.

Consider the case of deep inelastic scattering (DIS) on a nucleon (in the Breit frame). The nucleus has a large momentum in the positive light cone direction $A[p^+, 0, 0, 0]$ with $p^+$ the mean momentum of a nucleon. The incoming virtual photon has a momentum which may always be expressed as $[-Q^2/2q^-, q^-, 0, 0]$; in the Breit frame $q^- = Q/\sqrt{2}$. The inclusive cross section to produce a hard hadron, which carries a momentum fraction $z$ of the initial produced hard quark may be expressed in a factorized from as,

$$
\frac{dz}{dz} = \int dx G(x, Q^2) \frac{dz}{dQ^2} D(z, Q^2), \tag{26}
$$

where, $G(x)$ is the parton distribution function (PDF) to obtain a hard quark in the nucleon with momentum fraction $x$. In the Breit frame the momentum of the incoming quark is $xp^+ = Q/\sqrt{2}$. Thus the produced quark has an outgoing momentum $q^- = Q/\sqrt{2}$. The produced quark is virtual with a virtuality smaller than the hard scale usually denoted as $\lambda Q$ where $\lambda \ll 1$. The other two factors are the hard partonic cross section $d\sigma/dQ^2$ and the final fragmentation function $D(z, Q^2)$. The scale in the fragmentation function is the factorization scale and also represents the maximum possible virtuality of the produced hard jet. The fragmentation function at the scale $Q$ may be obtained from a measured fragmentation function at a lower scale using the DGLAP evolution equations,

$$
\frac{\partial D^h(z, Q^2)}{\partial \log(Q^2)} = \frac{\alpha_s(Q^2)}{2\pi} \int_0^1 \frac{dy}{y} P_{q\rightarrow i}(y) D^h_i \left( \frac{z}{y}, Q^2 \right). \tag{27}
$$

There is an implied sum over flavors $i$ which includes all possible types of partons that may split off from the hard leading quark denoted as $q$.

In the case of DIS on a large nucleus, the above factorized form may be assumed to hold with the only change being the replacement of the vacuum evolved fragmentation function with a medium modified fragmentation function (as well as a replacement of the nucleon PDF with a nuclear PDF). The medium modified fragmentation function contains the usual vacuum evolution piece Eq. (27) and a medium piece which includes both terms which are interferences between medium induced radiation and vacuum radiation as well as terms where both the amplitude and the complex conjugate represent medium induced radiation. Once so factorized, the medium modified fragmentation function can be used to compute the single hadron inclusive cross section in any process by simply replacing the initial state parton distribution and hard cross section by those appropriate for the process in question.

For the Brick Challenge we ignore all the initial state functions and hard cross sections. We assume that the quark is produced at one edge of the brick designated as the origin and travels in the negative light cone direction with a negative light cone momentum $q^-$. We assign the quark an initial virtuality $Q^2$. Since this is not the Breit frame in DIS there is no implied relation between $q^-$ and $Q^2$. The equation for the medium modified fragmentation function with an initial light-cone momentum
and virtuality $Q^2$, which starts at the location $\zeta_i$ and exits at $\zeta_f$, is given as,

$$\frac{\partial D_h^q(z, Q^2 q^-)[\zeta_i]}{\partial \log(Q^2)} = \frac{\alpha_S}{2\pi} \int \frac{dy}{y} \int d\zeta P(y) K_{q^-, Q^2}(y, \zeta) D_h^q \left( \frac{z-y}{y}, Q^2, q^-y \right) \bigg|_{\zeta_f}. \quad (28)$$

In the equation above, we have dropped the light-cone ($-$) superscript on the positions. Note that the medium modified fragmentation function is now, not only a function of $Q^2$ and $z$ but also a function of $q^-$ and $\zeta$. The calculation of the evolution equation now requires the evolution of a three dimensional matrix (in $z, q^-, \zeta$). The medium kernel $K_{q^-, Q^2}(y, \zeta)$ for a quark jet is given as

$$K_{q^-, Q^2}(y, \zeta) = \left( \hat{q}(\zeta) - (1-y)\frac{\hat{q}}{2} + (1-y)^2 \hat{q}_Q \right) \left[ 2 - 2 \cos \left( \frac{Q^2 (\zeta - \zeta_i)}{2q^-y(1-y)} \right) \right]. \quad (29)$$

Note: In the previous equation, the meanings of $\hat{q}(\zeta)$ and $\hat{q}_Q$ need to be explained.

In the soft gluon approximation $y \rightarrow 1$, one only keeps the first factor of $\hat{q}$ in the equation above. In this limit, the case of a gluon medium modified fragmentation function is obtained by replacing the vacuum splitting function with the two vacuum splitting functions for a gluon: for a gluon to two gluons and a gluon to quark antiquark. This is so far an unverified assumption. Even at this level of approximation, the equations above are far too numerically intensive to solve. One usually replaces the position dependence with the initial position $\zeta \rightarrow \zeta_i$. The evolution equations now represent the evolution of a two dimensional matrix and these represent the calculations which will be presented in this paper. A further approximation is to also drop the energy dependence and is sometimes presented in the literature.

**Explain where the position dependence comes from in the Brick Challenge?**

The first set of plots represent the default HT calculation which is the medium fragmentation function for a $\pi^0$. The jet is assumed to have energies 20 GeV and 100 GeV and goes through a medium of length 2 fm and 5 fm. The initial virtuality of the jet for the case of 20 GeV is set to be 100 GeV$^2$ and for the case of 100 GeV to be 2500 GeV$^2$.

**Where are the plots ???**

**F. AMY and BDMPS–Z**

1. **AMY transport equations**

The medium-induced radiative energy loss suffered by high energy partons passing through nuclear matter was first computed in BDMPS–Z approach [7, 11, 12, 42, 43], in which the gluon emission probability is expressed in terms of the Green’s function of a 2-D Schrödinger equation with an imaginary potential proportional to the cross section of interaction with color center of quark-antiquark-gluon system.

In the AMY approach [13, 14, 44, 45], the gluon emission rates are calculated fully at leading order in $\alpha_s$ by resumming an infinite number of the ladder diagrams in the context of hard thermal loop resummed QCD. Both approaches are valid in the multiple soft scattering limit, but differ in several essential ways: in AMY the medium consists of fully dynamic thermal quarks and gluons, while in BDMPS–Z the medium is treated as a collection of static scattering centers. In BDMPS–Z the gluon emission probability is calculated in the finite configuration space while in AMY the radiation rate is calculated in the momentum space. In addition, different evolution schemes are used: Fokker-Planck equations are solved in AMY to obtain the final parton distributions while in practice BDMPS–Z implementation convolutes the radiation rate with the Poisson distribution to obtain the quenching weights.

**FIG. 13: A typical diagram calculated in the AMY and BDMPS–Z approaches.**

The main assumption in these two formalisms is the high enough temperature of the medium such that the asymptotic freedom of the QCD makes it possible to treat
the quark-gluon plasma within the perturbation theory. In this case, soft exchanges between the medium and the propagating parton dominates the radiation of a hard collinear gluon. At the same time, the effect of multiple collisions is reduced due to the coherence between multiple soft scatterings within the formation time of the emitted gluon (LPM effect). This effect makes it necessary to resum all diagrams as depicted in Fig. 13 to calculate the leading order gluon emission probability rate.

In the AMY approach, one considers a hard parton traversing a medium in thermal equilibrium with asymptotically high temperature $T \to \infty$. Due to the small coupling $g \to 0$, a hierarchy of parametrically separated scales $T > gT > g^2T$ makes it possible to construct an effective field theory of soft modes (modes with momentum $|k| \sim gT$) by summing contributions from hard thermal loops into effective propagators and vertices $[46, 47]$. The hard parton traversing a thermal QGP undergoes a series of soft elastic scatterings with transverse momentum of order $gT$ off the thermal particles of the medium. The differential cross section (interaction rate) at leading order in $\alpha_s$ is

$$\frac{d\Gamma_{el}}{d^2q_{\perp}} = \frac{1}{(2\pi)^2} \frac{g^2T m_D^2}{q_{\perp}^2 + m_D^2}.$$  \hspace{1cm} (30)

Note that the rate has been divided by the quadratic color Casimir $C_R$ of the parent parton, indicated by placing a bar over the rate $\Gamma_{el}$ (similarly for other quantities).

These soft multiple scatterings induce collinear splitting of partons. The time scale over which the parton and emitted gluon overlap is of order $(g^2T)^{-1}$, the same order of magnitude as the mean free time of soft scatterings. To obtain the leading-order gluon emission rates, one must consistently take into account the multiple scattering processes. Within the thermal field theory, one essentially calculates the imaginary parts of an infinite number of gluon self-energy ladder diagrams. The summation of these ladder diagrams can be organized into the Schwinger-Dyson type equation for the dressed radiation vertex, as depicted in Fig. 14. The corresponding integral equation is

$$2\hbar = i \delta E(h, p, k) F(h) + \int d^2q_{\perp} \frac{d\Gamma_{el}}{d^2q_{\perp}} \times \left[ (C_s - C_A/2)[F(h) - F(h - k q_{\perp})] + (C_A/2)[F(h) - F(h + p q_{\perp})] + (C_A/2)[F(h) - F(h - (p-k) q_{\perp})] \right].$$  \hspace{1cm} (31)

In the above equation, $\delta E$ is the energy difference between the initial and final states,

$$\delta E(h, p, k) = E_{p+k} - E_k - E_p = \frac{h^2}{2pk(p-k)} + \frac{m_k^2}{2k} + \frac{m_p^2}{2(p-k)} - \frac{m_p^2}{2p},$$  \hspace{1cm} (32)

with $p$ the incoming parton momentum and $k$ the momentum of the radiated hard gluon. $1/\delta E$ is of order of the formation time for the bremsstrahlung process in the medium. The masses appearing in the above equations are the medium induced thermal masses. The 2-D vector $h$ is the measure of non-collinearity of the final states, defined to be $h \equiv (p \times k) \times e_{||}$, with $e_{||}$ the chosen longitudinal direction. For the case of $g \to q\bar{q}$, the $(C_s - C_A/2)$ term is the one with $F(h - p q_{\perp})$ rather than $F(h - k q_{\perp})$ in the above equation.

The gluon emission rate $d\Gamma(p, k)/dk$ is obtained by closing off the dressed vertex with the bare vertex including the appropriate statistical factors,

$$\frac{d\Gamma(p,k)}{dk} = \frac{C_s g^2}{16\pi p} \left[ 1 + e^{-k/T} \right] \left[ 1 + e^{-(p-k)/T} \right] \times \left\{ \begin{array}{ll}
1 + \frac{(1-x)^2}{x^2 + (1-x)^2} & q \to qg \\
N_1 \frac{x^2 + (1-x)^2}{x^2 + (1-x)^2} & g \to qg \\
N_2 \frac{1 + x^2 + (1-x)^2}{x^2 + (1-x)^2} & g \to gg
\end{array} \right\} \times \int \frac{d^2q_{\perp}}{(2\pi)^2} 2\hbar \cdot \text{Re} F(h, p, k).$$  \hspace{1cm} (33)

Here $C_s$ is the quadratic Casimir relevant for the process ($C_F = 4/3$ for quarks or $C_A = 3$ for gluons), and $x \equiv k/p$ is the momentum fraction of the gluon (or the quark, for the case $g \to q\bar{q}$). The subsequent multiple emissions are treated by evolving the momentum distribution $P(p) = dN/dp$ of the traversing hard partons in a set of Fokker-Planck equations,

$$\frac{dP_{qq}(p)}{dt} = \int k P_{qq}(p+k) \frac{d\Gamma_{qq}(p+k,k)}{dk} - P_{qq}(p) \frac{d\Gamma_{qq}(p,k)}{dk} + 2P_g(p+k) \frac{d\Gamma_{qq}(p+k,k)}{dk},$$  \hspace{1cm} \hspace{1cm} (34)

$$\frac{dP_g(p)}{dt} = \int k P_{qq}(p+k) \frac{d\Gamma_{qq}(p+k,p)}{dk} + P_{qq}(p+k) \frac{d\Gamma_{qq}(p+k,k)}{dk} - P_g(p) \frac{d\Gamma_{qq}(p,k)}{dk} + \frac{d\Gamma_{qq}(p,k)}{dk} \Theta(k-p/2).$$  \hspace{1cm} (35)

In the AMY approach, the medium consists of fully dynamic thermal quarks and gluons; the effect of emitting and absorbing thermal energy are fully included in the evolution equations. In addition, the elastic energy loss due to the recoil of the dynamical scattering centers can also be consistently included in the formalism $[48, 49]$. However, the transition rates are calculated in momentum space assuming the thermodynamic limit, i.e., the high energy parton experiences a uniform medium on the time scale of the formation time of the emitted radiation.
FIG. 14: Diagrammatic representation of the Schwinger-Dyson equation for the emission vertices.

2. Comparison of BDMPS–Z and AMY

In the BDMPS–Z formalism, one calculates the amplitude for a quark-antiquark-gluon system evolving in the medium without inducing inelastic reactions (following Zakharov). The general formula for the probability of the gluon emission by a hard parton traversing the medium may be expressed as,

\[
k \frac{dI}{dk} = \frac{\alpha_s P_{qg}(x)}{[x(1-x)p]^2} \text{Re} \int_0^\infty dt_1 \int_0^\infty dt_2 \left( \nabla_{b_1} \cdot \nabla_{b_2} [G(b_2,t_2|b_1,t_1) - G_{\text{vac}}(b_2,t_2|b_1,t_1)] \right)_{b_1=b_2=0}.
\]

Here \( I \) is the probability of gluon bremsstrahlung from the high energy particle, \( P_{qg}(x) \) is the vacuum splitting function for relevant process and \( G \) is the Green’s function of a 2-D Schrödinger equation with Hamiltonian

\[
H(p_b, b, t) = \delta E(p_b) - i \bar{\Gamma}_3(b, t).
\]

The initial condition for the Green’s function is

\[
G(b_2,t|b_1,t_1) = \delta^2(b_2 - b_1).
\]

The kinetic term in the Hamiltonian describes the energy difference between initial and final states, as given by Eq.(32), with \( p_b = h/p \), and \( \bar{\Gamma}_3 \) in the potential term is the 3-body interaction rate,

\[
\bar{\Gamma}_3(b, t) = \frac{1}{2} CA \hat{\Gamma}_2(b, t) + (C_s - \frac{1}{2} CA) \hat{\Gamma}_2(xb, t) + \frac{1}{2} CA \hat{\Gamma}_2((1-x)b, t),
\]

where \( \hat{\Gamma}_2 \) is related to the Fourier transform of the elastic collision rate \( d\sigma_{el}/d^2q_{\perp} \) by

\[
\hat{\Gamma}_2(b, t) = \int d^2q_{\perp} \frac{d\sigma_{el}}{d^2q_{\perp}} (1 - e^{ib\cdot q_{\perp}}).
\]

Note that in the original BDMPS–Z formula, the rate \( \hat{\Gamma}_{el} \) for soft scatterings was written as the number density \( \rho \) of the static scattering centers in the medium times elastic cross section \( \sigma_{el} \) for such scatterings. Here we follow the notation of Arnold [50] and write BDMPS–Z formulas more generally in terms of the rate \( \hat{\Gamma}_{el} \) for elastic scatterings off the medium constituents. Since the medium is treated as a collection of static scattering centers, one replaces the denominator of Eq. (30) with \( (q_{el}^2 + m_D^2)^2 \) for the elastic scattering rate. Further assuming that the gluon emission rate is dominated by the region \( b \lesssim 1/m_D \), one may approximate the elastic rate by

\[
\hat{\Gamma}_2(b, t) = \frac{1}{4} \hat{\delta} b^2,
\]

where \( \hat{\delta} \) is transverse momentum squared transferred to incident parton per unit time. Neglecting the effective masses of the particles, the Hamiltonian takes the Harmonic oscillator form,

\[
H(p_b, b, t) = \frac{p_b^2}{2M} + \frac{1}{2} M \omega_0^2 b^2,
\]

where

\[
\omega_0^2 = -i (1-x) C_A + x^2 C_s \hat{\omega},
\]

and \( M = x(1-x)p \). Making use of the oscillator Green’s function and performing the integration over time \( t_1 \) and \( t_2 \) for a brick of medium with length \( L \), one may obtain the BDMPS–Z formula,

\[
k \frac{dI}{dk} = \frac{\alpha_s P_{qg}(x)}{\pi} \text{ln} | \cos(\omega_0 L) |.
\]

In practical application, one uses the infinite medium limit of opacity expansion approach [19, 28] to calculate the quenching weights. In the small \( x \) limit, the gluon emission probability is independent on the incident parton energy. Then one may convolute with the Poisson distribution to compute the probability \( P(\Delta E) \) for the incident parton to lose energy \( \Delta E \) an incident parton to lose energy \( \Delta E \) during its passage through the medium [51],

\[
P(\Delta E) = \sum_{n=0}^{\infty} \frac{e^{-(t)}}{n!} \prod_{i=1}^n \left[ \int dk_i \frac{dI}{dk_i} \right] \delta(\Delta E - \sum_{i=1}^n k_i).
\]
where \( \langle I \rangle = \int_0^\infty dk (dI/dk) \) is the mean number of radiated gluon for each coherent interaction set. Note the application of Poisson convolution could result in the “leakage” of the probability into the unphysical region where the energy loss by the traversing parton is larger than its initial energy. Practically, this leaked probability is taken as the probability of no energy loss by the incident parton. In contrast, AMY implements exact energy and momentum conservation, both in the elementary process and in the radiative cascade. In addition, the BDMPS–Z approach treats the medium as collection of heavy static scattering centers, therefore elastic energy loss and absorption processes are not present.

Despite these differences, it is worth noting that Arnold has shown [50] that in the multiple soft scattering limit the medium-dependent part for the gluon emission rate from these two approaches are equivalent. Following Arnold [50], we first note that the Green function only depends on the time difference \( \Delta t = t_2 - t_1 \) due to time invariance. Performing the integral over \( t_1 \) which gives a factor of total time, the resulting non-vacuum part of Eq. (36) becomes

\[
\frac{d\Gamma}{dk} = \frac{\alpha P_{s \rightarrow g}(x)}{x^2(1 - x)^2p^3} \times \text{Re} \int_0^\infty d\Delta t \left[ \nabla_{b_1} \cdot \nabla_{b_2} G(b_2, \Delta t | b_1, 0) \right]_{b_1 = b_2 = 0}.
\]

One may define the time-integrated amplitude

\[
f(b) = 2i \int_0^\infty dt [\nabla_{b_1} G(b, t | b_1, 0)]_{b_1 = b_2 = 0},
\]

which satisfies the following equation,

\[
-2\nabla_b \delta^2(b) = Hf(b).
\]

In terms of the amplitude \( f(b) \), the gluon emission rate becomes

\[
\frac{d\Gamma}{dk} = \frac{\alpha P_{s \rightarrow g}(x)}{x^2(1 - x)^2p^3} \text{Re}[2i(1 - \nabla_b \cdot f(b))]_{b = 0}.
\]

Fourier transforming Eq. (48) from impact parameter space to momentum space with the use of Eq. (42), one obtains the linear integral equation [Eq. (31)], with \( F(h) = pf(p_h) \). The gluon emission rate becomes

\[
\frac{d\Gamma}{dk} = \frac{\alpha P_{s \rightarrow g}(x)}{4x^2(1 - x)^2p^7} \int \frac{d^2h}{(2\pi)^2} \text{Re}[2h \cdot F(h)].
\]

Including the appropriate final state statistical factors, one reproduces the AMY formula (33) for the gluon emission rate (see Appendix for further details).

**IV. SYSTEMATIC COMPARISONS**

**A. Considered energy loss models**

In this section, the multiple-soft scattering approximation is compared with the opacity expansion formalism and the McGill AMY implementation. Specifically, the following energy loss models are compared:

- BDMPS–Z/ASW–MS as reported in reference [28].
- ASW-SH: The single hard scattering approximation as described in [28]. It consists of an incoherent superposition of a few single hard scatterings. Originally with a fixed value for \( L/\lambda \). For this work \( L/\lambda \) is calculated from the temperature \( T \) in the medium. Single gluon distribution is an analytical expression as given in Eq. (13).
- WHDG radiative [18]: This model is based on the GLV opacity expansion [15] and calculates the radiated gluon energy starting from an analytical expression for the single gluon emission spectrum to all orders of opacity as given in Eq. (12). For the single gluon spectrum there is a smooth cutoff given by the parton energy. Using the average number of emitted gluons the \( P(\Delta E) \) is calculated for a parton. The energy loss is calculated following the DGLV formulas for radiative energy loss as reported in appendix B of [18].
- AMY radiative: The AMY formalism based on a thermal effective field theory approach is described in section III F. In the results shown in this section, the gluon splitting process, \( g \rightarrow gg \), is neglected.

**B. Suppression factor in a QGP Brick**

The measured hadron spectra at RHIC follow a power law:

\[
dN/dp_T \sim \frac{dN}{dp_T} \sim p_T^n.
\]

If the energy of each hadron is reduced by a fraction \( \epsilon \), the hadron spectrum after energy loss will be:

\[
\frac{dN}{dp_T} = \frac{1}{[(1 - \epsilon)p_T]^n} \frac{dp_T}{dN} = \frac{1}{(1 - \epsilon)^{n-1} p_T^n},
\]

where \( p_T \) is the momentum of the hadron after radiating energy in the medium. Given the probability distribution of energy loss \( \epsilon \) the nuclear modification factor \( R_{AA} \) can be approximated by the weighted average energy loss:

\[
R_n = \int_0^1 d\epsilon (1 - \epsilon)^{n-1} P(\epsilon),
\]

in which \( \epsilon = \Delta E/E \). Because for RHIC energies the hadron \( p_T \) spectrum is approximated by a power law spectrum with \( n = 6.5 \) for \( p_T > 2 \) GeV/c [53], \( R_T \) will be used as a proxy for \( R_{AA} \).

1. **Comparison at fixed temperature**

The different energy loss formalisms do not result in the same suppression at equal density. This is illustrated in figure 15(h) where the outgoing quark spectrum is
shown for all the models with a medium temperature $T = 300$ MeV. The distributions are given for two different bricks in which the incoming quark has initially $E = 300$ MeV. The bricks consist of a gluon gas, $N_f = 0$, of length $L = 2$ fm (left panel) and $L = 5$ fm (right panel). The input parameters to calculate the energy loss in the different models depend on $T$ and $L$. The corresponding suppression factors $R_T$ are different while the distributions have a similar shape.

The outgoing quark spectrum is calculated using a Poisson convolution of the single gluon spectrum for the multiple soft scattering approximation and the opacity expansions. This gives a finite probability to the parton to not have any interaction with the medium which given by the squares at $\varepsilon = 1$. In this case the parton does not lose any energy. At the same medium density this weight is roughly twice as large for the multiple soft scattering approximation as for the opacity expansions for a brick of $L = 5$ fm, cf. the right panel of figure 15. On the other hand, the gluons that are radiated are softer for the opacity expansions than for ASW–MS. For a brick of $L = 2$ fm and a temperature of $T = 300$ MeV the parton hardly loses any energy in all models, $R_T > 0.8$ for all models, and the picture is dominated by the very large discrete weights.

In the left panel of figure 15 the single gluon energy spectra are shown. For ASW–MS and ASW–SH the thermal quark and gluon mass are set to zero while in WHDG radiative those masses are included. Including the thermal masses results in less soft gluon radiation which can be seen comparing the ASW–SH and WHDG radiative curves at small $\omega$. Another difference as discussed in Section III B is the cut-off $k_{\text{max}}$ on the energy transfer to the gluon. For ASW–MS and ASW–SH it is possible that a radiated gluon has larger momentum than the initial energy of the incoming quark because there is no kinematical bound on the transferred energy $\omega$ the gluon is carrying away.

The only kinematical constraint in ASW–MS and ASW–SH is the dimensionless parameter $R(\hat{R})$ constraining $k_T < \omega$ which prohibits large angle radiation but there is no dependence on the energy of the parton. At small $x$ the kinematical boundary $k_T < \omega$ is important while at large $x$ the important constraint is $\omega < E$. In the WHDG radiative formalism this is regulated by an additional kinematical bound which prevents the parton from going backward in case the transferred energy fraction is large $x > 0.5$. This corresponds with the second upper limit in the GLV energy loss formalism [16]: $k_{\text{max}}^2 = \text{Min}[4E^2 x^2, 4E^2 x(1 - x)]$, which in WHDG radiative is implemented as $k_{\text{max}} = 2Ex(1 - x)$. So there is a factor 2 difference in the cut-off at small $x$ which results in more soft gluon radiation for WHDG. This is not observed in Fig. 15(a) because of the earlier mentioned difference in the inclusion of mass of the quark and gluon.

2. Suppression at fixed transport coefficient $\hat{q}$

Figure 16 shows the dependence between suppression factor $R_T$ on $\hat{q}$ given by Eq. (8). From this figure can be seen that both opacity expansion formalisms lose more energy at the same medium density (same $\hat{q}$) compared to the multiple soft scattering approximation. The AMY formalism generates more energy loss compared to all the other models at the same medium density. To reach a similar suppression as measured at RHIC [54–56], $R_T \approx 0.25$, the required densities for the different models differ up to a factor 9 in $\hat{q}$. For a brick of $L = 2$ fm $R_T \approx 0.25$ is reached at $\hat{q} = 17.8$ GeV$^2$/fm for WHDG versus $\hat{q} = 8.86$ GeV$^2$/fm for ASW–SH while the multiple-soft scattering approximation needs $\hat{q} = 23.2$ GeV$^2$/fm to reach the same suppression. In the AMY formalism only $\hat{q} = 2.7$ GeV$^2$/fm is required. For a brick of $L = 5$ fm the required values are $\hat{q} = 0.4, 0.95, 1.23$, and $2.11$ GeV$^2$/fm, respectively, for AMY radiative, ASW–SH, WHDG radiative and ASW–MS for a suppression factor $R_T = 0.25$.

In Tables II and III different characteristics like input variables and gluon densities of all the considered energy loss models are listed. The larger energy loss in the opacity expansion formalism than for ASW–MS is mainly caused by the smaller discrete weights of the energy loss probability distribution under the same medium conditions. In the AMY formalism an infinite medium is assumed which removes the destructive interference of the vacuum radiation with the medium induced gluon radiation resulting in much larger energy loss under the same medium conditions. In the AMY formalism there is no interference with the vacuum radiation implemented at all because it does not exist for an infinite long medium.

3. Comparison at fixed suppression $R_T$

In Fig. 17 the inclusive gluon spectra for the bricks of different length are shown. These spectra correspond to a suppression factor $R_T = 0.25$, corresponding to the medium densities reported in Table II and shown Fig. 16. The single gluon spectrum WHDG does not have a tail because in the WHDG calculation the single gluon spectrum is modified by a factor which smoothly cuts off the spectrum at the energy of the incoming quark $E = 20$ GeV. For the AMY gluon spectrum only $q \to q + g$ splittings are included. In the AMY formalism it is not possible to distinguish between thermal and radiated gluons for $\omega < 2$ GeV which is why in this region for AMY the gluon spectrum is not shown. We note that the ASW–MS single gluon spectrum at fixed suppression is harder than that obtained in the opacity expansions.

Figure 18 shows the final quark energy spectrum as function of $z_E = 1 - \varepsilon$ for the two bricks of different lengths and $R_T = 0.25$. The probability that a parton is absorbed in the medium is indicated by the squares at $z_E = 0$. In this case the parton loses more energy
FIG. 15: The (single) gluon distribution and final quark energy spectrum as function of $z_\epsilon = 1 - \epsilon$. All models have the same input temperature $T = 300$ MeV. The squares at $z_\epsilon = 0$ indicate the probability that a quark is absorbed and at $z_\epsilon = 1$ the probability that a quark does not interact with the medium. Solid blue squares: BDMPS–Z/ASW–MS. Open red squares: WHDG radiative. Solid red squares: ASW–SH.

FIG. 16: Correlation between $R_7$ and $\hat{q}$ for a primary quark with $E = 20$ GeV for different energy loss formalisms. The horizontal black dashed line indicates $R_7 = 0.25$.

than it initially has and gets absorbed in the medium. This happens if the energies of the multiple radiated gluons adds up to a total energy loss that exceed the initial energy of the parent parton. Since in WHDG radiative there is a large $x$ cut-off, this probability is smaller than in ASW–MS and ASW–SH. The corresponding probabil-
ity for losing no energy at all, a discrete weight for all models, is given by the squares at $z_k = 1$.

The discrete and the absorption probabilities of the multiple-soft scattering approximation are larger than for the opacity expansions. It seems that the continuous part of the energy loss probability distribution is more relevant in the opacity expansion. In the AMY energy loss kernel a lot of soft gluons are radiated which is consistent with the gluon distribution in Fig. 17. In the final quark spectrum a peak at radiated which is consistent with the gluon distribution in the opacity expansion.

In the AMY energy loss kernel a lot of soft gluons are radiated which is consistent with the gluon distribution in Fig. 17. In the final quark spectrum a peak at radiated which is consistent with the gluon distribution in the opacity expansion. It seems that the continuous part of the energy loss probability distribution is more relevant in the opacity expansion.

When all the models are tuned to a fixed amount of suppression $R_7$, the radiated gluon spectra look different. From the single gluon radiation spectra shown in Fig. 17 the average number of emitted gluons can be obtained by integrating the gluon spectrum over the gluon energy $\omega$:

$$\langle N_g \rangle = \int d\omega \frac{dI}{d\omega}.$$  \hfill (53)

Note that this determines the discrete weight of the probability for no energy loss:

$$p_0 = e^{-\langle N_g \rangle}.$$  \hfill (54)

The probability for complete absorption of the parton is then given by

$$p_1 = \int_{E}^{\infty} d(\Delta E) \, P(\Delta E),$$  \hfill (55)

where $E$ is the energy with which the parent parton enters the brick. The total average energy loss for the incoming parton is calculated from the energy loss probability distribution $P(\Delta E)$:

$$\langle \Delta E \rangle = \int_{0}^{E} d(\Delta E) \, P(\Delta E),$$  \hfill (56)

for which only the surviving partons are taken into account.

All the mentioned values characterizing the different models are listed in Table III. The Table shows that the same suppression factor $R_7$ does not imply that the mean energy loss is the same for all models. We also note that the number of radiated gluons differs significantly between the models at fixed temperature. On the other hand, when the suppression factor $R_7$ is fixed, the number of radiated gluons is similar.

4. Correlation of $\dot{q}$ and $L$

Figure 19 shows contours for different suppression factors $R_7$ as function of the in-medium path length $L$ and the transport coefficient $\dot{q}$. Since the typical size of a nucleus is $L \approx 5$ fm, the relevant path lengths are $L \lesssim 5$. In this region a relatively small difference in $L$ results in a very large difference in $\dot{q}$ for a fixed value of $R_7$. A rescaling in $L$ is much more efficient than a rescaling in the medium density because the energy loss scales with $\dot{q}L^2$. To achieve a significant difference in the fraction of lost energy a large step in medium density is needed.

The WHDG radiative model requires larger combinations of $\dot{q}$ and $L$ than ASW–SH in order to achieve the same suppression factor. This is due to the smooth cutoff in the single gluon spectrum at the quark energy ($E = 20$ GeV) in the WHDG model, cf. Fig. 16. For small $\dot{q}$ and small $L$ this is not a dominant effect because the tail of the single gluon energy distribution is shorter which makes the single gluon spectra of ASW–SH and WHDG and thus the energy loss probability distribution less different. This is also represented in the crossing points at small $\dot{q}$ of the two opacity expansion curves in Fig. 16.

The multiple soft scattering approximation requires larger values for $\dot{q}$ and $L$ than both opacity expansion formalisms in order to achieve the same fraction of energy loss. The region in $\dot{q}$ and $L$ in which a parton survives is more limited for the opacity expansion than for the multiple soft scattering approximation. This is mainly due to the larger probability for losing no energy in the multiple-soft approximation at the same medium density.

| $R_7 = 0.25$ | $T$ (MeV) | $\dot{q}$ (GeV$^2$/fm) | $\omega$ or $\bar{\omega} L/\lambda$ (GeV) | $R$ or $RL/\lambda$ | $L/\lambda$ | $m_{1D}$ (GeV) |
|-------------|-----------|---------------------|-----------------|----------------|------------|-------------|
| $L = 2$ fm  | ASW–MS    | 1030                | 23.2            | 236            | 2393       | —           |
|             | WHDG      | 936                 | 17.8            | 105            | 1063       | 6.25        |
|             | ASW–SH    | 727                 | 8.86            | 49.0           | 500        | 4.85        |
|             | AMY       | 480                 | 2.7             | —              | —          | —           |
| $L = 5$ fm  | ASW–MS    | 434                 | 2.11            | 134            | 3401       | —           |
|             | WHDG      | 358                 | 1.23            | 36.5           | 925        | 5.97        |
|             | ASW–SH    | 326                 | 0.95            | 27.6           | 702        | 5.44        |
|             | AMY       | 235                 | 0.4             | —              | —          | —           |

TABLE II: Values of the model parameters required to reach the typical suppression of $R_7 = 0.25$. 

The energy loss probability distribution is more relevant in the opacity expansion than for the models at fixed temperature. On the other hand, when the suppression factor $R_7$ is fixed, the number of radiated gluons is similar.
This section will summarize the limitations of the validity of the various first-generation formalisms and give estimates of the inherent uncertainties of their predictions that limit the current theory–data comparison. The section will also describe the minimal requirements for all second-generation approaches, which hope to avoid the most serious of these limitations.

### APPENDIX A: AMY VS. BDMPS–Z

About the connection between AMY and BDMPS–Z, the starting point is Eq. (36). The connection between (50) and (44) is not that obvious since in (50) the rate is used and written in momentum space with infinite medium length limit taken, while (44) is written in coordinate space for a finite medium length. To go from probability to rate, one may apply the large-\(L\) limit of Eq. (44),

\[
\ln|\cos\omega_0 L| \approx |\omega_0| L / \sqrt{2},
\]

and move \(L\) to the left-hand side. Although (50) is written in momentum space, it is just the Fourier transform of (49), with the redefinition of \(F(h)\), which gives \(p^2\) for \(p^3\). Equation (49) can be directly related to our starting point (36), with a new definition of \(f(b)\) in terms of the Green function, so the factor \(1/x^2(1-x)^2/p^2\) from Eq. (36) still survives. Note \(\omega = k = xp\) has been inserted on the right-hand side of (49), thus \(x = xP(x)\) gets canceled and there is an extra \(p\) in the denominator. In fact,

\[
\text{Re}[2i(2i)^{-1} \nabla_b \cdot f(b)]_{b=0} = 0
\]

or \(\int d^3R \text{Re}[2\eta \cdot F(h)]\) with the above mentioned extra factors in Eqs. (49) and (50) correspond to \(\ln|\cos(\omega_0 L)|/L\) in Eq. (44). Although it is not a single-step calculation from (36) to (44), the cancellation of this extra factor can be easily understood by noting that the Green function of the harmonic oscillator is dependent on the mass \(M = x(1-x)p\), and finally the factor \(M^2 = x^2(1-x)^2 p^2\) comes out of the expression

\[
\left[ \nabla_{b_1} \nabla_{b_2} G(b, t|b_1, t_1) \right]_{b_1=0, b_2=0} = 0.
\]
FIG. 17: The inclusive gluon spectrum for quarks with $E = 20$ GeV and for path-lengths $L = 2$ fm (left panel) and $L = 5$ fm (right panel).

FIG. 18: The final quark energy spectra as function of $z_E = 1 - \epsilon$ and for path-lengths $L = 2$ fm (left panel) and $L = 5$ fm (right panel). All models are scaled to the same suppression $R_T = 0.25$. The squares at $z_E = 0$ indicate the probability that a quark is absorbed and at $z_E = 1$ the probability that a quark does not interact with the medium. Solid blue squares: BDMPS-Z/ASW–MS. Open red squares: WHDG rad. Solid red squares: ASW–SH.
FIG. 19: Transport coefficient as function of in-medium path length for BDMPS-Z/ASW-MS (solid lines), WHDG radiative (dashed dotted lines) and ASW-SH (dashed lines) energy loss models. The lines represent isolines from brick calculations for \( R_T = 0.05 \) (green), 0.15 (red), 0.25 (blue) and 0.45 (black). This is for quarks with \( E = 20 \) GeV.

Finally performing the time integrations, one arrives at Eq. (44).
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