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ABSTRACT The manufacturing process of modern equipment becomes very complex due to features such as mass units, multiple machining, and complicated coupling-relationships, posing a big challenge for determining the manufacturing scheme. This paper addresses the challenge by proposing a graph theory-based optimization design for the complex manufacturing process. A detailed analysis of a serial of graph models built according to the manufacturing process features reveals that the Hamilton graph is suitable for modeling the manufacturing process system. Some model weight assignment functions are extracted for the quantitative study. Further the optimal scheme for an optimization design of the complex manufacturing process is solved using the full link graph feature algorithm – a search optimization algorithm. A manufacturing model matrix is constructed, and penalty number and divisor are formulated to simplify the matrix and improve the algorithm efficiency in the process of algorithm design. An example is provided to demonstrate feasibility and effectiveness of the proposed method.

INDEX TERMS Graph model, graph theory, manufacturing process, model weight, optimization design.

I. INTRODUCTION Due to advances in science and technology, the manufacturing capacity of modern equipment becomes more and more powerful so that many complex manufacturing processes can be completed automatically and intelligently [1]–[2]. According to studies in [3]–[5], most of the manufacturing processes of modern equipment belong to the discrete manufacturing (any two machining actions can be combined probably arbitrarily and processed in an adjacent order). Thus, for a task involving many machining actions, a large number of manufacturing schemes need to be arranged [6]–[8]. Different schemes incur different costs. Therefore, an intelligent design that can lead to an optimal solution becomes very significant for the complex manufacturing process [9], [10].

The manufacturing cost computation is quite complex, which involves a variety of factors such as index requirements, processing resources, machining ways [11], and work efficiency [5], [12]. The research contents contain two parts. The first part is to effectively organize these factors to form a processing scheme. An arbitrary combination sequence of processing actions is generated as a difference manufacturing scheme. As the quantity of the action unit increases, the number of possible schemes increases quickly following a geometric progression (like a “combination explosion”). The second part of the research is to determine an optimal processing scheme. Due to the explosion problem, it is often impossible to manually select an optimal scheme; an intelligent design is necessary for solving the optimization problem.

Considerable research efforts have been expended on the intelligence for complex manufacturing processes. Existing researches are mainly concerned with aspects such as modeling of complex manufacturing processes, quality control, intelligent methods [12], [13], energy management, and the big data analysis. Specifically, system modeling is often divided into physical modeling [14], logical modeling [15], [16], and hybrid modeling. Manufacturing modeling involves both the modeling method research [17]–[19], and
the modeling applications [20]. The quality control research focuses on the system reliability [21]–[23], vulnerability [24], cost issues [25], and the quality control method [26]. The intelligent methods research involves 4 aspects: 1) intelligent problems [27] and their review [28]; 2) intelligent ways, e.g., the bionic method [29], and mathematical method [30]; 3) optimization algorithms (e.g., optimization review [31], and optimization means [32]); and 4) optimal control decisions (e.g., decision index [33], [34]); and 4) energy managements [35]. The big data has been widely applied to the manufacturing process (e.g., feature data extraction and data decision [36]).

To the best of our knowledge, none of the above mentioned works use the graph theory to find the optimal scheme for the complex manufacturing processes though it can facilitate an effective and tangible solution to the optimization problem. This work makes contributions by proposing an intelligent method based on the graph theory representation of the complex manufacturing processes. A detailed case study is performed to verify the proposed method and compare the proposed method with the existing bionic intelligent algorithms.

In the current research, works in [37], [38] are relatively close to our study. Among them, literature [37] mainly solves the obstacle of the non-manufacturable or non-machineable results of topology optimization in process manufacturing, while our paper focuses on the research of the fixed topology optimization in process manufacturing. In reference [38], the coefficient of Johnson-Cook model of ultra-fine titanium is determined by an inversion algorithm, while the chip formation model and the search method of Kalman filter iterative gradient are adopted. Different from the study in [38] that is aimed at continuous processing, the proposed study is applicable to the discrete processing.

II. MANUFACTURING PROCESSES MODELING

A. NOTATION

| Symbol | Description |
|--------|-------------|
| \( X \) | Vector of \( n \) variables |
| \( Y \) | Processing efficiency/cost |
| \( f(X_i) \) | Efficiency/cost function of \( X_i \) |
| \( C \) | Computation capacity |
| \( P \) | Tool position |
| \( N \) | Tool number |
| \( V_{ij} \) | Motion speed from node \( i \) to \( j \) |
| \( D_{ij} \) | Distance between two processing unit/node \( i \) and \( j \) |
| \( U_{ij} \) | Transmission speed of material from node \( i \) to \( j \) |
| \( \Phi_{ij} \) | Machining shape from node \( i \) to \( j \) |
| \( \delta_{ij} \) | Machining size from node \( i \) to \( j \) |
| \( \delta_{ij} \) | Material plastic from node \( i \) to \( j \) |
| \( M \) | Matrix of vector \( X \) |
| \( R_i \) | Divisor number of the \( i \)th row. The minimum number of the \( i \)th row |
| \( P_i \) | Penalty number of the \( i \)th row. The difference between the minimum number and the second smallest number of the \( j \)th row |
| \( R'_i \) | Divisor number of the \( i \)th column. The minimum number of the \( i \)th column |

B. MANUFACTURING EQUIPMENT COMPOSITION

Modern manufacturing equipment mostly adopts the design idea of modularization and generalization. Thus, it can be regarded as the combination and integration of multiple manufacturing function modules. Among the numerous manufacturing equipment, the computerized numerical control (CNC) is one of the most commonly used equipment. Though the external forms of different CNCs are diverse, the structure of their component modules is similar or the same. The typical CNC model structure is shown in Fig. 1.

The CNC equipment structure contains two parts: the mechanical system, and the information control system. The mechanical system can be divided into the main body, energy conversion equipment, motion transmission equipment, motion actuator and other parts. Among them, the motion actuator has complex composition and is the core part of the processing, which can produce different shapes through doing work and releasing energy.

For the complex CNC system, its manufacturing process is usually composed of cutting, stamping, drilling, curling, stamping, engraving, typing and other processing. Modern advanced CNC can carry nearly 100 kinds of cutting tools and realize up to 100 kinds of machining. For example, the forming CNC (FCNC) is aimed at the forming and processing of metal plate materials, and widely used in the manufacture of automobile shell, external box of electric appliance, etc. Fig. 2 illustrates the tool library structure of the FCNC.

In this paper, FCNC is used as the research prototype to introduce the proposed optimal control method. The modeling of the complex manufacturing process and the definition of the model quantization function in the follow-up study are all built with reference to the composition of FCNC.

C. MANUFACTURING COMPLEXITY ANALYSIS

The equipment manufacturing is developing towards being intelligent. During the process, many practical problems are encountered and must be solved. Among them, the
automation of machining solutions is a difficult problem to be solved in the process of implementing the intelligent manufacturing. Through research and analysis of the manufacturing process, a complex manufacturing process can be abstracted into a complex network model. Based on this network model, the problem of scheme determination of the manufacturing process is then solved.

At present, modern intelligent manufacturing involves upgrading the traditional manufacturing equipment, and introducing the latest information electronics technology. It still has a lot of work to do in terms of resource utilization and performance. Modern manufacturing is characterized by large-scale, large-volume, and multiple processes. In the face of such a complex situation, it is difficult to work out an efficient and optimized processing plan. The primary task of the manufacturing process is to determine the processing sequence. Due to the discrete nature of each processing step, the previous processing step and the next processing step are often loosely coupled. Therefore, for tasks with \( N \) processing steps, the first step has \( N \) options; the second step has \( N - 1 \) options; and so on. In general, when \( R \) steps have been processed, there are \( N - R \) processing options for the next step; the process ends until all the \( N \) steps are completed. Thus, there are \( N \) combinations or schemes. When \( N \) is large, it is hard or even impossible to find the optimal scheme out of the \( N \) schemes manually.

The choice here is based on the index of processing efficiency or cost. With reference to the CNC or FCNC kinematic structure, the calculation of manufacturing selection cost is determined based on factors such as tool, distance, processing type, material properties, etc (Refer to Section II-E for details).

In addition to iterative calculation and cost calculation, the scheme selection process also involves logical operations. Based on the cost calculated, the logic operation determines the final choice, that is, the next processing step. For computers, the above-mentioned calculations can be implemented using operations such as iteration, nesting, and calling. The amount of calculation is measured using the computational complexity. It is almost impossible to implement the above operations manually. A computer intelligent algorithm is required to implement this complicated process.

### D. MODEL REFINING

Up to now, the manufacturing process of modern equipment is only fixed machined object one-time. So nearly 100 machining types are achieved, and more than ten thousand times of processing actions are involved. However, a manufacturing scheme must be considered and determined when the processing actions happen due to the batch machining caused by the large-scale production. The processing order affects greatly the manufacturing efficiency. Because of the complexity of machining activities, it is very necessary to abstract complex manufacturing processes into an expression model. In other words, the model is a simplification of the complex real system, and can be optimized as a whole. More specifically, the system model is the input, and the optimal node sequence of the system is the output of the optimization procedure. The node sequence generated represents the processing sequence, that is, the processing scheme.

The Graph Theory is investigated to model a manufacturing process. Usually, a machining task is divided into many separate manufacturing actions. Each action is regarded as a model node, and the coupling relationship of two machining actions is considered as an edge in the graph model. The convert cost between nodes is called weight. These nodes, edges and weights constitute a graph model representing the complex manufacturing process.

For example, a manufacturing task illustrated in Fig. 3 contains 4 machining types (represented by different shapes) and 16 processing actions (6 circles, 6 pentagonal, 3 triangles, and 1 rectangle). The processing action performed on the machine of the same type has the same cost. The position and dimension of each machining object are marked on the Fig. 3.

Although the processing sharp is cut and fixed, the manufacturing cost is often different. The processing order can be organized and arranged arbitrarily; different orders lead to different processing costs. Thus, it is important to arrange the processing order between machining actions in an optimal manner.

As a traditional method of deciding the processing order, the artificial method places and clamps the material and then replaces and fixes the tools every time when the processing step changes. Under this method, the processing efficiency and the machining accuracy are both low.

In our suggested method, only one positioning and clamping are needed, and hundreds of processing steps are executed continuously, leading to higher machining efficiency and accuracy. The key problem addressed in the proposed method is how to find the best processing scheme. This research presents an intelligent design method to solve the problem. The method finds an optimal processing scheme according to the discrete manufacturing feature. In particular, the Hamilton algorithm is utilized in this paper to handle the “combinatorial explosion” problem mentioned in the Introduction.
Note that to better explain the proposed method, simulated data is used. Specifically, the whole process includes the extraction of graph models in the manufacturing process, the formulation of parameter quantization functions needed to realize manufacturing, the analysis of complex calculation algorithms, the construction of model matrices, and the optimization to simplify matrices. The data in actual processing often cannot fully reflect the above-mentioned multiple requirements. To this end, simulated data are used.

E. MODEL QUANTIFICATION

In order to get the optimal ordering scheme that minimizes the manufacturing cost while meeting quality constraints or requirements, some quantitative methods are desired.

Because the physical unit of the system is fixed, and its performance is also fixed, the weight factors that depend on the model for quantification are thus valid and significant. Factors, such as the unit’s motion speed, the calculation frequency of the system, the hardness of the material are determined. Therefore, the quantitative indicators of the study can be determined.

Based on the manufacturing model, the manufacturing cost can be divided into two parts: the machining cost and the controlling cost. The machining cost is usually decided by the equipment performance; the higher the manufacturing efficiency, the lower the cost. For actions performed on the same type of machining, the cost is relatively fixed. The controlling cost involves multiple aspects, and its computation is more complex than the computation of the machining cost. Specifically, the controlling cost includes cost involved in fetching tool (shifting tool from tool lib and fixing tool in the designated position), taking material (moving the material to the designated position), and machining delay (material hard, thickness and sharp). As the same activity may be performed in different ways, thus taking different amounts of time. As a result, the controlling cost can be different.

Let $Y$ represent the total processing efficiency/cost of a task and $X=(X_1, X_2, \ldots X_n)$ be a vector of $n$ variables whose values affect the value of $Y$ based on (1).

$$Y = \sum_{i=1}^{n} f(X_i) \quad (1)$$

Assume each variable $X_i$ can be elaborated using $m$ sub variables denoted by $X_{ij}, j=1 \ldots m$. Thus, the formula (1) can be further written as (2).

$$Y = \sum_{i=1}^{n} \sum_{j=1}^{m} f(X_{ij}) \quad (2)$$

Similarly, if variable $X_{ij}$ is further segmented into $l$ sub variables, then equation (2) can be detailed as (3).

$$Y = \sum_{i=1}^{n} \sum_{j=1}^{m} \sum_{k=1}^{l} f(X_{ijk}) \quad (3)$$

In this work $i$ and $j$ denote node indexes on a certain path $p$. The processing step from node $v_i$ to node $v_j$ involves fetching tool ($k=1$), taking materials ($k=2$) and machining ($k=3$). For these different activities (different $k$) the $f$ function in (3) can be different, which are detailed as follows.

Specifically, the efficiency/cost of fetching tool, denoted by $f_1(X_{ij1})$ is affected by factors including the system computation capacity $C$, the tool position $P_{ij1}$, processing number or quantity $Q$, and motion speeds $V_{ij1}$. Equation (4) shows its calculation, involving an iterative and nested calculation.

$$f_1(X_{ij1}) = \frac{\ln Q \cdot P_{ij1}}{C \cdot V_{ij1}} \quad (4)$$

$C$ in (4) is typically constant for an equipment; its value is mainly used for corrections. The position of the tool $P_{ij1}$ is the relative position. The quantity to be processed $Q$ refers to the total quantity of the next processing, which is usually obtained through an iterative operation, so its logarithm is taken here. The motion speed $V_{ij1}$ refers to the speed of fetching the tool.

The efficiency of taking material, denoted by $f_m(X_{ij2})$ is mainly affected by the distance $D_{ij2}$ between two processing units/nodes and the transmission speed $U_{ij2}$ of materials. The calculation method is given in expression (5).

$$f_m(X_{ij2}) = \frac{D_{ij2}}{U_{ij2}} \quad (5)$$

More specifically, the moving distance $D_{ij2}$ in (5) refers to the distance that the processed material is moved to the processing point. The moving speed $U_{ij2}$ refers to the speed at which the material to be processed is moved to the processing point.

The efficiency of the machining delay, denoted by $f_d(X_{ij3})$ is affected by the machining shape $\Phi_{ij3}$, the machining size
$S_{ij3}$, and the material plasticity $\delta_{ij3}$. The calculation of the efficiency associated with the machining delay is given by (6).

$$f_d(X_{ij3}) = \frac{\delta_{ij3}}{\Phi_{ij3} \ast S_{ij3}} \quad (6)$$

The machining shape $\Phi_{ij3}$ in (6) is usually inversely proportional to the machining cost. It represents the difficulty of the machining, quantified as the number of protruding corners. For example, circular machining is relatively simple compared to the machining of Polygons. For example, rectangular machining is relatively difficult. The processing size $S_{ij3}$ is inversely proportional to the processing difficulty, quantified as the relative area size. The plasticity $\delta_{ij3}$ of the processed material represents the hardness of the material, which is directly proportional to the processing cost. The value of $\delta_{ij3}$ can be determined based on the material properties.

The total cost/efficiency involved in the processing step from node $v_i$ to node $v_j$ is thus $f_i(X_{ij1}) + f_m(X_{ij2}) + f_d(X_{ij3})$.

Based on the above discussions, the intelligent design problem can be transformed into a mathematical problem, which finds an optimal task arrangement of $N$ tasks in terms of an optimal processing path, minimizing the processing efficiency $Y$ as formulated in (7) and (8).

$$Y(p) = \sum_{i=1}^{n} \sum_{j=1}^{m} \{f_i(X_{ij1}) + f_m(X_{ij2}) + f_d(X_{ij3})\} \quad (7)$$

$$Y_{\text{min}} = Y(p) \quad (8)$$

### III. OPTIMIZATION ALGORITHM

#### A. ALGORITHM

The manufacturing process is modeled as a graph model $G = (V, E, W)$, which is composed of $V$ the node set, $E$ the edge set, and $W$ the weight set. Each node in $V$ represents a different manufacturing activity. An edge in $E$ represents the relationship between two process activities. Each edge is associated with a weight representing the processing cost.

Consider a model with $n$ nodes. There are $C_n^2 = n! / 2! \times (n - 2)! = (n - 1) \times n / 2$ edges because there is an edge between any two nodes $v_i$ and $v_j$ according to the discrete manufacturing feature. In other words, the model for the manufacturing process is a fully linked network graph, also called the Hamilton graph. In this work, the Hamilton graph-based algorithms are studied to implement the intellectualization of the complex manufacturing process. The optimal solution of a manufacturing process is converted into finding a Hamilton circle where each node is passed exactly once on a route with the smallest size, i.e., the shortest path.

For a model with $n$ nodes, there are $n!$ manufacturing schemes according to the permutation and combination theory. As an illustration, there are 16! manufacturing schemes for a model with 16 nodes, as shown in Fig. 4.

The problem is to find the scheme with the shortest path in the model graph. According to the Hamilton circle principle, a computation expression (9) can be defined to find the shortest route with all nodes appearing only once.

$$(y_{ij} + y_{i(i+1)(j+1)}) < (y_{i(i+1)} + y_{j(j+1)}) \quad (9)$$

where $y_{ij}$ represents the weight of node $v_i$ to node $v_j$ ($1 < i+1 < j$), and others have similar meaning. Inequality (9) involves four edges, which form an original circle. According to inequality (9), either the left-hand side or the right-hand side is taken, which means two edges are kept, while the other two edges are canceled. This operation is repeated continuously until all nodes are searched. Ultimately, the Hamilton circle can be obtained.

In the algorithm implementation, a Hamilton graph model is represented using a data structure, corresponding to an $n \times n$ matrix. If the data (weight) at different rows and different columns in the matrix can be identified, and their sum is minimum among all the possible combinations, then the nodes corresponding to these data compose a Hamilton circle (an optimal scheme). The computation of the minimum value of node $v_i$ to node $v_j$ is performed using formula (8).

#### B. IMPROVED ALGORITHM

The algorithm described in Section 3.1 used to find the optimal path can be computationally expensive (with Exponential complexity). In this section, a simplified computation method is investigated to improve the computational efficiency. This method is to find divisor numbers and penalty numbers of the matrix, and then generate a new simplified matrix.

The divisor number calculation for the matrix contains computations of row divisor and column divisor. The row divisor of the $i^{th}$ row, denoted as $R(i)$, is obtained by taking the minimum number of the $i^{th}$ row from the numbers of this row in the matrix. The minimum value in the $i^{th}$ row is denoted as $R_i$. All the row vectors $R(i)$ form a new simplified matrix denoted as $M'$. The minimum value in the $j^{th}$ column of new matrix $M'$ is denoted as $R'_j$.
The column divisor of the \( j^{th} \) column denoted as \( R'(j) \), is obtained by taking the minimum number of the \( j^{th} \) column from the numbers of this column. The minimum value in \( R'(j) \) is denoted as \( R'_j \). The sum of these divisor numbers of all rows and columns is called the matrix divisor number, denoted as \( R \). The simplified matrix of matrix \( M \) (through traditional row and column simplifications) is denoted by \( M' \).

We also define the penalty number for each row and each column of the matrix. In matrix \( M \), the difference between the minimum number and the second smallest number of the \( i^{th} \) row is referred to as the penalty number of the \( i^{th} \) row, denoted as \( P(i) \). Similarly, the difference between the minimum number and the second smallest number of the \( j^{th} \) column is referred to as the penalty number of the \( j^{th} \) column, denoted as \( P'_j \). The penalty number of a row or a column represents a minimum value change in weight, which is used to choose a row or a column when building a Hamilton circle.

The matrix simplification process may be applied multiple times during the optimization. For a matrix after one simplification, it is referred as one-level simplified matrix; if two rounds of simplifications are applied, then a two-level simplified matrix is obtained, and so on.

### C. OPTIMIZATION BASED ON INEQUALITY

Traditional optimization methods often adopt iterative algorithms involving numerous iterations to find a desired result. Such optimization schemes are resource consuming, sometimes are hard to implement for practical engineering problems that have resource constraints. In this work we propose an optimization mechanism based on inequality (9). Specifically, the inequality is used as a controller to regulate and select a node variable each time from a node set to another node set. The sequence of these choices is recorded as a path set. The operation is continuously repeated, until this path set contains all nodes of the graph model of the manufacturing system. Nodes involved in the path are all different. Thus, the weight sum of the route set is minimum. As compared to the traditional iterative methods, the proposed optimization method has high computational efficiency.

Consider the actual manufacturing process. A variable space \( X \) is used to save the nodes (i.e., \( X \) is also a node set). \( X_1, X_2, \ldots, X_n \) denote sub-variable spaces of \( X \). \( x_i \) is a variable in \( X_i, i = 1 \ldots n \). Variable \( Y_{ij} \) in (10) is the cost between variable spaces \( X_i \) and \( X_j \).

\[
Y_{ij} = f(X_{ij}) = f(X_i, X_j), \quad i, j = 1 \ldots n \tag{10}
\]

Expression (10) is used to search the transfer point/node in the case of many transfer points existing. These transfer nodes and their ordering form a route set. There are many different distances between node variable spaces. The connected node sequence with the minimum distance (11) is acquired as the path node set, forming an optimal path. Thus, these nodes in the path set are the transfer points.

\[
y_{ij} = \min f(X_{ij}) \tag{11}
\]

The whole path length is obtained according to the following expression (12). The solution route is namely the shortest path and the optimal path, and the path weight means the smallest cost of the manufacturing process.

\[
Y = \sum_{i=1,j=1}^{n} y_{ij} \tag{12}
\]

### IV. CASE STUDIES

The example shown in Fig. 3 is used to illustrate the intelligent design process based on the Hamilton algorithm. The process modeling, weight calculation, matrix construction, matrix simplification, optimization solution are explained in the following subsections.

#### A. PROCESS MODELING

As illustrated in Fig. 3, the model contains 16 processing activities, modeled by 16 nodes in the graph model of the manufacturing process. These nodes are numbered from 1 to 16 and classified into 4 types according to the processing action classification (mentioned in Section II. B), as shown in Table 1.

| num | nodes | types | num | nodes | types |
|-----|-------|-------|-----|-------|-------|
| 1   | a1    | circle| 9   | b3    | Triangle|
| 2   | a2    | circle| 10  | c1    | pentagon|
| 3   | a3    | circle| 11  | c2    | pentagon|
| 4   | a4    | circle| 12  | c3    | pentagon|
| 5   | a5    | circle| 13  | c4    | pentagon|
| 6   | a6    | circle| 14  | c5    | pentagon|
| 7   | b1    | Triangle| 15  | c6    | pentagon|
| 8   | b2    | Triangle| 16  | d1    | rectangle|

#### B. WEIGHT CALCULATION

To implement the quantitative calculation, a \( 16 \times 16 \) matrix \( M \) is constructed to save nodes, edges, and weights of the graph model. The weight value stored in position \( (i, j) \) of the matrix is the total cost from node \( v_i \) to node \( v_j \), which is the summation of three costs determined based on formula (4) - (6), respectively.

For example, consider the evaluation of weight/cost from node \( v_1 \) to node \( v_2 \). We first consider the cost of fetching tool \( C \). Assume the machining servo motor speed \( V \) is 1600 mm/s. The computation capacity \( C \) is 1 in research case. The value of \( P \) is 30mm, and \( N \) is 16. According to (4), we have

\[
f_t(x_{121}) = \frac{\ln N^2 \ast P_{121}}{C \ast V_{121}} = \frac{\ln 16^2 \ast 60}{1 \ast 1600} = 0.00208
\]

The efficiency/cost \( f_{S}(x_{122}) \) of material transmission is calculated below according to formula (5). Here, the motion
speed $U$ is 1800 mm/s, distance $D$ is 18mm.

$$f_m(x_{122}) = \frac{D_{122}}{U_{122}} = \frac{18}{1800} = 0.00100$$

The machining efficiency $f_d(x_{123})$ is evaluated according to formula (6). The plastic deformation of the material is depended on its own fluidity, and fetches $\delta = 100\%$. The steel sharp $\Phi$ takes 1, and size $S$ is 10mm$ \times $10mm.

$$f_d(x_{123}) = \frac{\delta_{123}}{\Phi_{123} \cdot S_{123}} = \frac{1}{1 \cdot 100} = 0.01000$$

Finally, the total cost is

$$f_t(x_{121}) + f_m(x_{122}) + f_d(x_{123}) = 0.01308$$

The actual weight value stored in position (1, 2) of the matrix is 13, after a normalization treatment of $Y_{12}$.

In a similar way, costs of all motion transfers are calculated and stored as the weight value in each position of the matrix. The weight is simply defined as infinity ($\infty$) if no transfer can happen between two nodes.

### TABLE 2. The first order simplified matrix $M'$.

|   | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | $R_i$ | $P_i$ |
|---|---|---|---|---|---|---|---|---|---|----|----|----|----|----|----|-----|-----|
| 1 | $\infty$ | 0 | 0 | 2 | 7 | 12 | 12 | 13 | 14 | 15 | 16 | 16 | 17 | 18 | 18 | 14 | 13 | 0   |
| 2 | 0 | $\infty$ | 2 | 0 | 7 | 10 | 7 | 8 | 9 | 13 | 14 | 15 | 15 | 16 | 17 | 12 | 13 | 0   |
| 3 | 0 | 2 | $\infty$ | 0 | 3 | 10 | 14 | 13 | 12 | 12 | 13 | 14 | 13 | 15 | 14 | 15 | 14 | 13 | 0   |
| 4 | 2 | 0 | $\infty$ | 3 | 8 | 9 | 8 | 7 | 8 | 9 | 10 | 9 | 10 | 12 | 12 | 13 | 13 | 0   |
| 5 | 4 | 4 | 0 | 0 | $\infty$ | 0 | 12 | 10 | 8 | 2 | 3 | 4 | 1 | 2 | 3 | 7 | 20 | 0   |
| 6 | 9 | 7 | 7 | 5 | 0 | $\infty$ | 11 | 9 | 7 | 3 | 2 | 1 | 2 | 1 | 0 | 4 | 20 | 0   |
| 7 | 15 | 10 | 17 | 12 | 18 | 7 | $\infty$ | 0 | 4 | 17 | 16 | 16 | 18 | 17 | 17 | 7 | 10 | 4   |
| 8 | 16 | 11 | 16 | 11 | 16 | 15 | 0 | $\infty$ | 0 | 14 | 13 | 13 | 17 | 16 | 16 | 7 | 10 | 0   |
| 9 | 17 | 12 | 15 | 10 | 14 | 13 | 14 | 0 | $\infty$ | 13 | 12 | 12 | 14 | 13 | 13 | 8 | 10 | 8   |
| 10 | 18 | 16 | 15 | 11 | 8 | 9 | 17 | 14 | 13 | $\infty$ | 0 | 3 | 0 | 1 | 4 | 12 | 10 | 0   |
| 11 | 19 | 17 | 16 | 12 | 9 | 8 | 16 | 13 | 12 | 0 | $\infty$ | 0 | 1 | 0 | 1 | 11 | 10 | 0   |
| 12 | 20 | 18 | 17 | 13 | 10 | 7 | 16 | 13 | 12 | 3 | 0 | $\infty$ | 4 | 1 | 0 | 0 | 0 | 10 | 0   |
| 13 | 19 | 18 | 16 | 12 | 7 | 8 | 18 | 17 | 14 | 0 | 1 | 4 | $\infty$ | 0 | 3 | 3 | 10 | 0   |
| 14 | 20 | 19 | 17 | 13 | 8 | 7 | 17 | 16 | 1 | 0 | 1 | 0 | 3 | $\infty$ | 0 | 12 | 10 | 0   |
| 15 | 21 | 20 | 18 | 15 | 9 | 6 | 17 | 16 | 13 | 4 | 1 | 0 | 3 | 0 | $\infty$ | 11 | 10 | 0   |
| 16 | 10 | 8 | 10 | 8 | 6 | 3 | 0 | 0 | 1 | 5 | 4 | 3 | 6 | 5 | 4 | $\infty$ | 21 | 0   |
| $R_j$ | 0 | 0 | 0 | 0 | 4 | 4 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0   |
| $P_j$ | 0 | 0 | 0 | 0 | 3 | 3 | 0 | 0 | 1 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0   |

### C. MATRIX CONSTRUCTION

The relationship between any two nodes in the graph model $G$ is examined, and the weight associated with edge representing each relationship is calculated using the method illustrated in Section IV. B.

The final matrix $M$ for the example process is given in (13), as shown at the bottom of the next page. Next, the algorithm is illustrated for obtaining an optimal path in terms of a Hamilton circle.

### D. OPTIMIZATION SOLUTION

The optimization process involves the following four steps.

**Step 1** Simplifying matrix $M$. First, the penalty number and divisor number of the matrix $M$ is computed, as summarized in Table 2. The simplified matrix is called the first order simplified matrix, and denoted as $M'$. The nodes in any row of Table 2 forms a variable space, and any two spaces have many routes according to formula (10).

**Step 2** The penalty numbers corresponding to zero values are obtained from matrix $M'$, i.e., Table 2. Their positions in the matrix are recorded according to the decreasing order of the corresponding row or column’s penalty number, as summarized in Table 3.
Based on formula (10) and Table 3, the edges forming feasible routes obtained as follows:

\((3, 1), (1, 2), (2, 4); (5, 6), (6, 15), (8, 7), (9, 8); (10, 11), (10, 13), (11, 12), (12, 16), (13, 14), (14, 15), (16, 7)\).

These edges compose into two paths without any cross: 4-2-1-3, and 5-6-15-14-13-10-11-12-16-7-8-9.

1. **Step 3** Because the two paths do not cross, the first order matrix and its corresponding submatrix are restructured.
2. **Step 4** The divisor number and the penalty number of the second order simplified matrix are calculated according to step 1 to step 3, and feasible edges \((3, 5)\) and \((4, 9)\) are obtained according to formula (10). Now a feasible route with edges generated in this step and step 2: 4-2-1-3, 3-5-6-15-14-13-10-11-12-16-7-8-9. Based on expression (11), this feasible route forms a Hamilton loop with total weight/cost 241: 4-2-1-3-5-6-15-14-13-10-11-12-16-7-8-9-4.

Fig. 5 illustrates the optimal path based on Hamilton loop generated, leading to the optimal manufacturing scheme: \(a_1-a_2-a_3\) …

**V. ALGORITHM COMPLEXITY ANALYSIS AND VERIFICATION**

In this section, the advantages of the FCNC manufacturing process optimization method based on the Hamilton algorithm are investigated using three indexes of computational complexity, computational accuracy and applicability.

To show the superiority of the proposed algorithm, a comparative study is performed between the proposed Hamilton (full connection graph) algorithm and two representative methods—the Hopfield neural network (HNN) algorithm, and the Evolutionary Ant Colony System (EACS) algorithm.

The HNN algorithm has a feedback characteristic similar to the Hamilton algorithm. It has a strong computing capability. Fig. 6 demonstrates its connection mode/structure. The HNN network model is mainly used to solve the problem of energy system stability. Through self-learning and associative memory function, the system will develop towards a stable state.
The energy function $E$ of the HNN optimization [39] can be expressed as (14).

$$
E = \frac{A}{2} \sum_{x} \sum_{i \neq j} v_{yi}v_{xj} + \frac{B}{2} \sum_{i} \sum_{y \neq x} v_{xi}v_{yi} \\
+ \frac{C}{2} (\sum_{i} v_{xi} - n)^2 \\
+ \frac{D}{2} \sum_{x} \sum_{i \neq x} \sum_{y \neq x} d_{xy} v_{xi} (v_{yi,i+1} + v_{yi,i-1})
$$

(14)

In (14), $v_{xi}, v_{yi}$ represents the connection of nodes $v_{xi}$ and $v_{yi}$. If there is a connection, it is valued 1, otherwise it is valued 0. A, B, C and D are network coefficients. $d_{xy}$ is the distance between points $x$ and $y$.

When $E$ reaches the minimum, the connected network composed of nodes $v_{xi}$ and $v_{yi}$ represents the best optimization path.

For the optimal solution of the HNN algorithm with $n$ nodes, $n^2$ neurons are desired for computations. The complexity is calculated according to equation (14), which is $O(n!)$. The complexity of the algorithm has a great influence on the stability of the algorithm. A simple algorithm typically has good stability; a complex algorithm tends to have worse stability.

The EACS algorithm regards ants as evolutionary individuals, introduces the processes of individual coding, selection, crossover and mutation, and then controls algorithm parameters to achieve the optimal selection. EACS does not need a large number of data experiments to get the optimization results. This algorithm can be used in engineering practice. Next the complexity of the EACS algorithm is discussed with an illustration of the optimization of the FCNC machining process.

Consider $n$ machining positions. The Euclidean distance between the position vector $X$ and the movement of the processing unit can be computed as (15) [40].

$$
f_1 = \min_{i=2}^{n-1} \|X_i - X_{i+1}\| + \|X_1 - X_n\| \tag{15}
$$

The complexity of the EACS algorithm in the case of $n$ nodes is decided by the minimum value of its calculation process. The computational complexity of the EACS algorithm is $O(n^3)$.

The complexity of the proposed Hamilton algorithm can be evaluated based on (8). The complexity of step 1 is $O(n \times n)$, step 2 is $O(n^2)$, step 3 is $O(nm)$, and step 4 is $O(m'')$. Because of $m \ll n$ in each step, the overall complexity of the Hamilton optimization algorithm is $O(n^2)$.

Table 4 summarizes the performance comparison of the three algorithms (the Hamilton Graph, the HNN, and the EACS).

For the optimal solution of the HNN algorithm with $n$ nodes, $n^2$ neurons are desired for computations. The complexity is calculated according to equation (14), which is $O(n!)$. The complexity of the algorithm has a great influence on the stability of the algorithm. A simple algorithm typically has good stability; a complex algorithm tends to have worse stability.

The EACS algorithm regards ants as evolutionary individuals, introduces the processes of individual coding, selection, crossover and mutation, and then controls algorithm parameters to achieve the optimal selection. EACS does not need a large number of data experiments to get the optimization results. This algorithm can be used in engineering practice. Next the complexity of the EACS algorithm is discussed with an illustration of the optimization of the FCNC machining process.

Consider $n$ machining positions. The Euclidean distance between the position vector $X$ and the movement of the processing unit can be computed as (15) [40].

$$
f_1 = \min_{i=2}^{n-1} \|X_i - X_{i+1}\| + \|X_1 - X_n\| \tag{15}
$$

The complexity of the EACS algorithm in the case of $n$ nodes is decided by the minimum value of its calculation process. The computational complexity of the EACS algorithm is $O(n^3)$.

The complexity of the proposed Hamilton algorithm can be evaluated based on (8). The complexity of step 1 is $O(n \times n)$, step 2 is $O(n^2)$, step 3 is $O(nm)$, and step 4 is $O(m'')$. Because of $m \ll n$ in each step, the overall complexity of the Hamilton optimization algorithm is $O(n^2)$.

Table 4 summarizes the performance comparison of the three algorithms (the Hamilton Graph, the HNN, and the EACS).

In terms of the computational complexity, since $n! > n^3 > n^2$ when the number of nodes exceeds 5, the complexity of the proposed Hamilton algorithm is the lowest among the three algorithms compared.

In terms of accuracy, the optimizations using the HNN or EACS algorithm can get an optimal or suboptimal solution by imitating the biological evolution, while the Hamilton algorithm obtains the precise solution by the mathematics method. For the example system, the optimization results using the three optimization methods are the same, verifying the correctness of the proposed Hamilton method.

In terms of applicability, the HNN method has limited applications because of its high computing complexity and difficulty in determining the network coefficients used in the optimization. The EACS has better applicability than HNN, but its application is still limited due to the high computational complexity and coefficient adjustments during the optimization. The proposed Hamilton algorithm has the best applicability among the three methods compared due to its high computational efficiency.

In the example, four kinds of machining tools are used, and the consumption of tool conversion is large. From the optimization sequence obtained using the Hamilton algorithm, it can be seen that the same tool is in the continuous (adjacent) machining process, (4-2-1-3-5-6) - (15-14-13-10-11-12) - (16) - (7-8-9). This result not only meets the algorithm requirements, but also fits the actual processing situation.

**TABLE 4. Comparison of indexes of optimization algorithm.**

| Algorithms      | Complexity | Accuracy | Applicability |
|-----------------|------------|----------|---------------|
| HNN             | $O(n!)$    | optimal, or suboptimal | limited     |
| EACS            | $O(n^3)$   | optimal, or suboptimal | ordinary   |
| Hamilton-Graph  | $O(n^2)$   | precise  | broad         |

**FIGURE 5.** The optimal route.
In summary, it is effective and feasible to optimize the FCNC manufacturing process using the proposed Hamilton algorithm.

VI. CONCLUSION

In this paper, a graph theory-based efficient design method is proposed for the manufacturing process. The quantitative calculation models presented are very helpful for comprehending equipment intelligentization, and solving complex manufacturing scheme design problems in an efficient manner. As demonstrated by the example, the suggested method can improve the equipment utilization, and promote the equipment upgrade. The proposed method is feasible and can be implemented for real-world engineering applications.

The optimization design method based on the Hamilton graph algorithm for the complex manufacturing processes only gives the theoretical calculation and verification based on simulated data. In the future, we will consider the practical engineering of the manufacturing process optimization based on a visual design method, improving the manufacturing capability of the equipment. In addition, we are interested in performing a quantitative performance comparison between the Hamilton graph-based method and HNN and EACS in the future. The optimization method based on enumeration proposed in [41] can improve the computing efficiency of large-scale matrices by 300%. We are interested in exploring this method for the determination of intelligent manufacturing scheme.
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