Energy Consumption Model for Drilling Processes Based on Cutting Force
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Abstract: Accurate energy consumption modelling is critical for the improvement of energy efficiency in machining. Existing energy models of machining processes mainly focus on turning or milling, and there are few energy models for drilling. However, since drilling is often applied to roughing and semi-finishing, and the cutting parameters are large, the energy consumption is huge, and it is urgent to study the consumption of energy during the drilling process. In this paper, an energy consumption model for drilling processes was proposed. Idle power, cutting power, and auxiliary power were included in the proposed energy consumption model, using the cutting force to obtain the cutting power during drilling. Further, the relationship between cutting power and auxiliary power was analyzed. Cutting experiments were then carried out which confirmed the correctness of the proposed model. In addition, compared with several existing energy consumption models, the proposed model had better accuracy and applicability. It is expected that the proposed energy consumption model will have applications for the minimization of energy consumption and improvement of energy efficiency but not limited to only drilling energy consumption prediction.
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1. Introduction

In recent years, with the intense discussion of a low-carbon economy [1] and carbon trading [2], energy issues have once again caused widespread concern [3]. As energy prices continue to rise, the manufacturing industry, which is the largest energy consumer industry, is paying more and more attention to energy consumption in the manufacturing process, and reducing energy consumption has become a goal pursued by the manufacturing industry. In particular, drilling is widely used in the aerospace manufacturing process [4]. Studies have shown that, during the manufacture of a medium-sized aircraft, more than 6500 holes need to be machined, most of which are drilled [5]. At the same time, drilling is the main processing technology for the roughing and semi-finishing of holes; however, the processing efficiency is relatively low which leads to huge levels of energy consumption during processing [6]. Therefore, finding a solution to the problem of reducing energy consumption and increasing energy utilization during drilling processes is worth studying.

To obtain a high utilization of energy in manufacturing processes, the first step is to understand and characterize how energy is consumed in manufacturing [7]. Recently, a number of energy consumption models have been proposed, particularly for machining. These existing models can be broadly classified into two categories: material removal rate (MRR)-based and detailed parameter (DPT)-based models [8].

The MRR-based models predict total energy consumption based on the assumption that the total energy assumption and MRR are linearly related. Gutowski et al. [9] pioneered the idea that machining
energy consumption is related to the MRR. Kara and Li [10] proposed a specific energy consumption model, which proved to be of high accuracy for both lathes and milling machines. Li et al. [11] improved the MRR-based energy consumption model by considering the effects of no-load conditions and spindle speed on energy consumption. Costa et al. [12] studied how to obtain the minimum roughness and maximum material removal rate. Zhong et al. [13] proposed a decision rule for minimum energy consumption during turning based on the material removal rate.

Differently from MRR-based models, DPT-based models calculate the total energy consumption by using different parameters which are obtained based on different theories. Many studies have pointed out that the cutting parameters are the major factors affecting energy consumption. Guo et al. [14] proposed an approach which combines energy consumption with surface roughness and applied it to finish turning; Xu et al. [15] proposed a tool path planning algorithm for five-axis milling with the goal of minimizing energy consumption. However, the accuracy of their model was found to be less than satisfactory in some cases. Some energy models are based on cutting forces including the work of Draganescu et al. [16] and Rodrigues and Coelho [17] who noted that the transformation of the cutting force caused by the tool edge geometry directly affects specific energy consumption (SEC). Research by Li and Kara [18] suggests that energy consumption models based solely on cutting forces only reflect the minimal energy consumption and not the maximum energy demand. To further improve the above energy models, Liu et al. [19] proposed a method based on the cutting force to establish an energy consumption model for the milling. Shi et al. [20] improved the energy consumption model of Liu [19] by introducing no-load power to establish a milling energy consumption model and a milling energy consumption model considering tool wear [21].

As already alluded to, although many of these existing energy models are comprehensive and detailed, most of the above energy models, whether MRR- or DPT-based, are built for turning or milling. There are very few studies on energy consumption for drilling. However, drilling is widely used in aerospace manufacturing processes [22]. Whether these existing models can accurately describe the energy consumption of the drilling process is yet to be verified. Besides, as the name suggests, in an MRR-based model, the only considered variable is MRR. However, the same MRR can be combined from many different processing parameters; cutting experiments have shown that energy consumption is not always the same at the same MRR, as many other affecting factors need to be considered. In addition, DPT-based models, such as Liu et al. [19], only consider the relationship between cutting power and total power; the coefficients in their model are purely obtained by mathematical regression thus lacking a clear theoretical basis.

In this paper, an energy consumption model for drilling processes was proposed. Idle power, cutting power, and auxiliary power were included in the proposed energy consumption model. The performance of the machine determines the idle power which can be calculated from the spindle speed. The cutting power was calculated from the cutting forces on the cutting edge. The auxiliary power was calculated from the cutting power by establishing its relationship to the cutting power. The model was validated in experiments and achieved high prediction accuracy.

2. Energy Consumption in Drilling Processes

2.1. Energy Composition in a Drilling Process

A complete machining process generally consists of three operational states: the start-up state, the idle state, and the machining state. Figure 1 shows a general power consumption profile for a drilling process; it is composed of three drilling operations with constant drilling parameters.
A machine tool generally comprises the drive tables, the motors for the spindle and tables, the mechanical transmissions, and other mechanical components. Although, during machining, the energy consumption of each component is complex, the total energy consumption of the machine tool can be roughly divided into the idle power ($P_{idle}$), the cutting power ($P_{cutting}$), and the auxiliary power ($P_{auxiliary}$), which can be expressed as:

$$P_{total} = P_{idle} + P_{cutting} + P_{auxiliary} \tag{1}$$

### 2.2. The Idle Power

According to Li et al. [11] and Ma et al. [23], the idle power is defined as energy consumption that only includes the rotation of the spindle, so the idle power ($P_{idle}$) can be expressed as:

$$P_{idle} = g(n) \tag{2}$$

where $n$ is the spindle speed.

### 2.3. The Cutting Power

In this paper, cutting force was adopted to calculate cutting power as shown in Figure 2. The cutting forces in drilling can be modelled as [24,25]:

$$dF_t(z) = K_{fc}dA + K_{te}Db \tag{3a}$$

$$dF_f(z) = K_{fc}dA + K_{fe}Db \tag{3b}$$

$$dF_r(z) = K_{rc}dA + K_{re}Db \tag{3c}$$

where $K_{fc}$, $K_{fe}$, and $K_{rc}$ (N/mm²) and $K_{te}$, $K_{te}$, and $K_{re}$ (N/mm) are the specific cutting and edge force coefficients; $dA$ (mm²) is an area of a chip differential lip removed, and it can be calculated by $dA(z) = \Delta b h$; $h$ (mm) is the chip thickness, and it can be calculated by $h = \frac{\Delta b t}{\cos\kappa t}$; $\Delta b$ is the chip width, and it can be calculated by $\Delta b = \frac{dF_t}{\cos\kappa t}$; $\kappa_t$ is the taper angle; and $z$ (mm) is the axial position.

The components of the elemental cutting force components ($dF_t$, $dF_f$, $dF_r$) can be calculated in the $x$, $y$, $z$ directions (see Figure 2):

$$\begin{bmatrix}
    dF_x(z) \\
    dF_y(z) \\
    dF_z(z)
\end{bmatrix} =
\begin{bmatrix}
    -\cos\theta & \sin\gamma_d & -sini \\
    -\sin\theta & -\cos\gamma_d \cos\kappa_t & \sin\gamma_d \sin\kappa_t \\
    0 & \cos\gamma_d \sin\kappa_t & \cos\kappa_t + \sin\gamma_d \sin\kappa_t
\end{bmatrix}
\begin{bmatrix}
    dF_t \\
    dF_f \\
    dF_r
\end{bmatrix} \tag{4}$$

![Figure 1. The power profile in a drilling process.](image-url)
where \( \theta \) is the angle between the cutting velocity and the \( x \)-axis; \( \gamma_d \) is the angle among the two velocity components (a component perpendicular to the cutting edge and a component of the cutting speed in the \( y \)-axis); \( i \) is the angle between the cutting velocity and normal to the cutting edge.

![Mechanics model of a twist drill.](image)

Energy consumption during the drilling process is caused by the relative motion of the tool and workpiece material. Rotary drive and feed drive are the main modes of this relative movement. Modelling two different modes of motion can be used to calculate the cutting energy consumption of the drill during machining.

In the rotary motion, since \( dF_f \) and \( dF_r \) are perpendicular to the cutting speed, they do not contribute to the generation of rotational motion power, and the differential powers consumed at each tiny finite element cutting edge in tangential, feed, and radial directions can be established as:

\[
\begin{align*}
\text{d}P_{\text{rotation,}t} &= F_f \cdot V(z) \\
\text{d}P_{\text{rotation,}f} &= 0 \\
\text{d}P_{\text{rotation,}r} &= 0
\end{align*}
\]

where \( V(z) \) (m/s) is the cutting speed.

Therefore, due to the rotational motion, the total power consumed in the tiny finite element cutting edge can be expressed as:

\[
\text{d}P_{\text{rotation}} = F_f \cdot V(z)
\]

In the feed motion, \( dF_f \) is perpendicular to the feed direction, which has no effect on feed power, and the differential powers are:

\[
\begin{align*}
\text{d}P_{\text{feed,}t} &= 0 \\
\text{d}P_{\text{feed,}f} &= F_f \cdot \cos \gamma_d \cdot \sin \kappa_1 \cdot f / 60000 \\
\text{d}P_{\text{feed,}r} &= F_r \cdot (\cos i + \sin \gamma_d \cdot \sin \kappa_1) \cdot f / 60000
\end{align*}
\]

where \( f \) (mm/min) is the feed rate.

The total power in the tiny finite element cutting edge caused by the feed motion can be expressed as:

\[
\text{d}P_{\text{feed}} = \left( F_f \cdot \cos \gamma_d \cdot \sin \kappa_1 + F_r \cdot (\cos i + \sin \gamma_d \cdot \sin \kappa_1) \right) \cdot f / 60000
\]

Finally, the instantaneous cutting power consumption can be calculated by:

\[
\text{d}P_{\text{feed}} = \text{d}P_{\text{rotation}} + \text{d}P_{\text{feed}}
\]
Substituting Equation (4) into Equation (8), Equation (8) can be expressed as:

\[ dP_{\text{feed}} = dF_z(z) \cdot f / 60000 \]  

(9)

Finally, the instantaneous cutting power consumption can be calculated by:

\[ P_{\text{cutting}} = P_{\text{feed}} + P_{\text{rotation}} = \int dP_{\text{feed}} + \int dP_{\text{rotation}} = f / 60000 \cdot \int dF_z(z) + \int V(z) \cdot dF_t(z) \]  

(10)

2.4. The Auxiliary Power

The auxiliary power is attributed to the cutting load. Hu et al. [26,27] proposed that auxiliary power is a linear or quadratic function of the cutting power as follows.

\[ P_{\text{auxiliary}} = C_0 P_{\text{cutting}} \]  

(11a)

\[ P_{\text{auxiliary}} = C_0 P_{\text{cutting}} + C_1 P_{\text{cutting}}^2 \]  

(11b)

where \( C_0 \) and \( C_1 \) are coefficients that can be obtained from the physical cutting experiment. The coefficient of Equation (11a) is easier to obtain, but Equation (11b) is more accurate. Therefore, the load loss coefficient is determined using Equations (11a) or (11b) based on other parameters (such as machine performance, machining process, etc.).

2.5. The Power Consumption Model

In the stable drilling state, the total power consumption of the machine tool can be expressed as:

\[ P_{\text{total}} = P_{\text{idle}} + P_{\text{cutting}} + P_{\text{auxiliary}} = P_{\text{idle}} + P_{\text{cutting}} + f(P_{\text{cutting}}) \]  

(12)

For Equation (12), it is generally agreed that \( P_{\text{idle}} \) only depends on the specific machine tool and \( P_{\text{cutting}} \) depends on the workpiece material and processing parameters such as cutting speed, feed rate, and coolant conditions. Moreover, \( P_{\text{total}} \), \( P_{\text{idle}} \), and \( P_{\text{cutting}} \) can all be accurately measured, respectively, by means of an electrical power logger and cutting force sensors and the calculation function \( f(P_{\text{cutting}}) \) of \( P_{\text{auxiliary}} \) can be obtained experimentally. In the next two sections, we report a physical cutting experiment that demonstrates how to establish the function \( f(P_{\text{cutting}}) \).

3. Energy Consumption Model Calibration Experiments

In the following experiments, two sets of drilling operations were carried out. One set of experiments was used to calibrate the coefficients in the model, and another set of experiments was used to validate the proposed model.

3.1. Experiment Details

The experiments were carried out on a 3 axis machining center (YH850Z). The workpiece material was GH4169. The tool was a twist drill, the diameter was 10 mm, and the helix angle was 30°, wet cutting.

Table 1 provides the cutting parameters used in Experiment-I. A total of 16 combinations were selected. In Experiment-II, some different cutting parameters from Experiment-I were chosen to verify the accuracy of the model. As a result, four sets of processing parameters were selected for experimental verification.
The setup of the experiments is shown in Figure 3. All data on forces were collected using a Kistler-9123C rotary dynamometer, and all power data were collected using the PW3360 power logger during the experiments.

### Table 1. Cutting parameters for Experiment I.

| \(n\) (rpm) | \(c\) (mm/t) |
|-------------|-------------|
| 400         | 0.08 0.11 0.14 0.17 |
| 550         | 0.08 0.11 0.14 0.17 |
| 700         | 0.08 0.11 0.14 0.17 |
| 850         | 0.08 0.11 0.14 0.17 |

3.2. Energy Consumption Model Calibration

The \(P_{\text{total}}\) was equal to \(P_{\text{idle}}\) when the machine was in the non-cutting state. In the non-cutting state, the PW3360 was used to collect the total power \(P_{\text{total}}\) at different spindle speeds, and the \(P_{\text{idle}}\) at different spindle speeds was obtained. Then, the relationship between \(P_{\text{idle}}\) and the spindle speed could be established. Figure 4 shows the experimental data and the numerically fitted curve which clearly resembles a quadratic relationship.

![Experimental Setup](image)

**Figure 3.** The experimental setup: (a) force and (b) power signal processing and collection.

![Idle Power vs. Spindle Speed](image)

**Figure 4.** The idle power at different spindle speed.

Explicitly, the experimental data in Figure 4 shows that the idle power \(P_{\text{idle}}\) can be expressed as:

\[
P_{\text{idle}} = 0.0003n^2 + 0.0524n + 1221
\]

\((13)\)
Reliable cutting force coefficients must be obtained before \( P_{\text{cutting}} \) is calculated according to Equation (3a–c) which can be calculated using the proposed force experiments [28]. According to Equation (10), it is only necessary to calibrate the cutting force coefficients in the tangential and the \( z \) directions. According to the experimental data, the cutting force coefficient can be obtained as:

\[
K = [K_{tc} \ K_{te} \ K_{zc} \ K_{ze}]^T = [4196.8 \ 202.6 \ 5395.7 \ 339.2]^T
\]

Figure 5 shows the comparison of the predicted cutting force and experimental cutting force, which were calculated using the obtained cutting force coefficient under several different processing parameters. The results show that the error between the predicted cutting force and experimental cutting force was acceptable, and that the obtained cutting force coefficients were reliable.

Table 2 lists the data from Experiment-I. The \( P_{\text{total}} \) is the measured data obtained by the power recorder. The \( P_{\text{idle}} \) was calculated by Equation (13). The \( P_{\text{cutting}} \) was calculated by the Equation (10).
Based on these results, the auxiliary power, \( P_{\text{auxiliary}} \), can then be calculated from Equation (11a) as shown in Figure 6.

**Table 2.** The measured total power (\( P_{\text{total}} \)) and the calculated cutting power (\( P_{\text{cutting}} \)) in Experiment-I.

| No. | \( n \) (rpm) | \( f \) (mm/min) | \( P_{\text{total}} \) (W) | \( P_{\text{idle}} \) (W) | \( P_{\text{cutting}} \) (W) |
|-----|----------------|------------------|--------------------------|-----------------|--------------------------|
| 1   | 400            | 32               | 1625.0                   | 1290.0          | 262.4                    |
| 2   | 400            | 44               | 1679.0                   | 1290.0          | 313.4                    |
| 3   | 400            | 56               | 1744.6                   | 1290.0          | 364.4                    |
| 4   | 400            | 68               | 1781.4                   | 1290.0          | 415.6                    |
| 5   | 550            | 44               | 1750.0                   | 1340.6          | 360.9                    |
| 6   | 550            | 60.5             | 1837.4                   | 1340.6          | 430.9                    |
| 7   | 550            | 77               | 1937.0                   | 1340.6          | 501.1                    |
| 8   | 550            | 93.5             | 2001.8                   | 1340.6          | 571.5                    |
| 9   | 700            | 56               | 1906.1                   | 1404.7          | 459.3                    |
| 10  | 700            | 77               | 1988.8                   | 1404.7          | 548.4                    |
| 11  | 700            | 98               | 2117.4                   | 1404.7          | 637.8                    |
| 12  | 700            | 119              | 2217.9                   | 1404.7          | 727.4                    |
| 13  | 850            | 68               | 2067.9                   | 1482.3          | 557.7                    |
| 14  | 850            | 93.5             | 2217.5                   | 1482.3          | 665.9                    |
| 15  | 850            | 119              | 2354.8                   | 1482.3          | 774.4                    |
| 16  | 850            | 144.5            | 2474.4                   | 1482.3          | 883.2                    |

![Figure 6. The auxiliary power at different cutting powers.](image)

It can be seen from the experimental data that under the current processing parameters, the linear relationship used to describe the relationship between \( P_{\text{auxiliary}} \) and \( P_{\text{cutting}} \) had reached high accuracy, so that in order to simplify the calculation process, the equation for calculating \( P_{\text{auxiliary}} \) can be obtained by Equation (11a):

\[
P_{\text{auxiliary}} = 0.1336 P_{\text{cutting}}
\]  

Finally, the \( P_{\text{total}} \) was expressed as the equation for \( P_{\text{idle}} \) and \( P_{\text{cutting}} \), where both \( P_{\text{idle}} \) and \( P_{\text{cutting}} \) can be calculated by Equations (13) and (10), the \( P_{\text{total}} \) can be expressed as:

\[
P_{\text{total}} = P_{\text{idle}} + 1.1336 P_{\text{cutting}}
\]
In the next section, the experimental data under different processing parameters are compared and analyzed between the proposed model and the existing model.

4. Results and Discussions

In this section, with the data from Experiment-II, the proposed power model was first verified. Subsequently, the results from Experiment-I and II were used to compare the proposed model with some existing models.

4.1. Model Validation

The setup of Experiment-II was used to verify the proposed model. The four sets of processing parameters, which were different from Experiment-I, are shown in Table 3, together with the corresponding measured actual power \( P \), the \( P_{idle} \), \( P_{cutting} \), predicting power \( P^* \), and accuracy were calculated under each setting.

**Table 3. Cutting conditions and power data in Experiment-II.**

| No. | \( n \) (rpm) | \( f \) (mm/min) | MRR (mm³/s) | \( P \) (W) | \( P_{idle} \) (W) | \( P_{cutting} \) (W) | \( P^* \) (W) | Accuracy |
|-----|---------------|-----------------|-------------|----------|----------------|-----------------|-----------|---------|
| 1   | 400           | 76.4            | 100         | 1851.0   | 1290.0         | 472.1           | 1826.1    | 98.66%  |
| 2   | 550           | 76.4            | 100         | 1925.7   | 1340.6         | 507.9           | 1917.3    | 99.57%  |
| 3   | 700           | 76.4            | 100         | 2010.6   | 1404.7         | 543.9           | 2022.4    | 99.41%  |
| 4   | 850           | 76.4            | 100         | 2105.2   | 1482.3         | 580.2           | 2141.1    | 98.30%  |

Among all the settings, the MRR was kept unchanged while the spindle speed was varied in four levels. It can be seen from the experimental data (Table 3) that, when the MRR was constant, the \( P \)
varied with the different processing parameters. Therefore, the simple model for predicting power with the material removal rate was not accurate enough. On the other hand, under the same feed rate, the $P_{idle}$ changed with the spindle speed, so it was also not accurate enough to use $P_{cutting}$ to predict the power. It can be seen that the predicting power ($P^*$) calculated by the prediction model was nearly 99% accurate compared with the four sets of experimental data, and it is proved that the model is reliable for predicting the energy consumption of drilling.

4.2. Model Comparison

In order to prove the validity and accuracy of the new model, a comparative study was used to compare it with the three existing models (the form of each model is listed in Table 4): Model-1 [10], Model-2 [11], and Model-3 [19]—all of which were established based on the same machine tool, and with the same data from our experiments. First of all, the coefficients of the three models were calculated by the data from Experiment-I which are shown in Table 4:

| Model | Power Form | Power Expression |
|-------|------------|------------------|
| Model-1 | $P = C_0 \text{MRR} + C_1$ | $P^1 = 5.749 \text{MRR} + 1393.6$ |
| Model-2 | $P = k_0 \text{MRR} + k_1 n + k_2$ | $P^2 = 5.801 \text{MRR} + 0.334 n + 1170.5$ |
| Model-3 | $P = C_0 P_{cutting} + C_1$ | $P^3 = 1.404 P_{cutting} + 1237.9$ |

Then, the data collected from Experiment I and Experiment II were used to compare the proposed power model, $P^*$, with the three types of models. Table 5 shows the comparison results based on the data of Experiment-I, where $P(W)$ is the measured total power.

As can be seen in Table 5, on average, the proposed model prediction error was 1.13% which is the smallest error in the comparison experiments. Model 1 and Model 2 (based on the MRR) had prediction errors of 3.09% and 2.39%, respectively, and their prediction errors were greater than the 2.09% of Model 3 (based on cutting force). This indicates that the MRR was not sufficient to fully characterize the total energy consumption compared to the cutting force. Although Model 3 also gave acceptable predictions, the accuracy was not as good as the proposed model which may be due to the large influence of idle power on total power, while Model 3 ignores this.

| No. | $P$ (W) | $P^*$ (W) | $P^1$ (W) | $P^2$ (W) | $P^3$ (W) |
|-----|---------|---------|---------|---------|---------|
| 1   | 1625.0  | 1587.5  | 1635.6  | 1547.0  | 1606.7  |
| 2   | 1679.0  | 1645.2  | 1726.3  | 1638.0  | 1687.3  |
| 3   | 1744.6  | 1703.1  | 1817.1  | 1729.1  | 1750.6  |
| 4   | 1781.4  | 1761.1  | 1907.8  | 1820.2  | 1860.1  |
| 5   | 1750.0  | 1749.6  | 1726.3  | 1688.1  | 1745.9  |
| 6   | 1837.4  | 1829.0  | 1851.1  | 1813.4  | 1843.4  |
| 7   | 1937.0  | 1908.6  | 1975.9  | 1938.6  | 1964.7  |
| 8   | 2001.8  | 1988.4  | 2100.7  | 2063.8  | 2096.2  |
| 9   | 1906.1  | 1925.3  | 1817.1  | 1829.3  | 1830.4  |
| 10  | 1988.8  | 2026.4  | 1975.9  | 1988.7  | 1985.6  |
| 11  | 2117.4  | 2127.7  | 2134.7  | 2148.1  | 2205.7  |
| 12  | 2217.9  | 2229.2  | 2293.5  | 2307.4  | 2265.8  |
| 13  | 2067.9  | 2114.5  | 1907.8  | 1970.5  | 2000.3  |
| 14  | 2217.5  | 2237.2  | 2100.7  | 2164.0  | 2146.6  |
| 15  | 2354.8  | 2360.2  | 2293.5  | 2357.5  | 2301.7  |
| 16  | 2474.4  | 2483.5  | 2464.7  | 2551.1  | 2445.4  |

Average prediction error - 1.13% 3.09% 2.39% 2.09%
In addition, Figure 8 shows the specific prediction error of each model under 16 sets of experimental parameters. The maximum values of the fluctuation range of Models 1, 2, and 3 were approximately 8%, 5%, and 5%, respectively. The maximum value of the proposed model fluctuation range was about 2%. It can be seen that the fluctuation of the prediction error of the other three models was significantly higher than that of the proposed model which clearly shows the stability of the proposed model prediction.

Similarly, Table 6 lists the predicted powers of our model $P^*$ and the three benchmarks $P_1$, $P_2$, and $P_3$ against the actual power consumption $P$. From the table, it can be found that the proposed model had the smallest prediction error (1.02%), and the fluctuation of error was smaller as well (see Figure 9). For Model-1, the errors of the No. 1 and 4 experiments were relatively large as compared with that of the No. 2 and 3. For the second benchmark, since Model-2 considered the influence of spindle speed on energy consumption on the basis of Model-1, the prediction error (1.73%) was much smaller than that of Model-1, but the error was also larger than ours. For Model-3, the prediction accuracy was equivalent to that of Model-2. Model-3 used the $P_{\text{cutting}}$ to predict energy consumption, but since the $P_{\text{idle}}$ at different spindle speeds was not considered, there was still no higher prediction accuracy (1.77%) than ours.

**Figure 8.** The prediction errors of the four models (Experiment-I): (a) proposed model; (b) model 1; (c) model 2; (d) model 3.
5. Conclusions

In this paper, an energy consumption model for drilling processes was proposed. It is based on an equation consisting of the idle power, calculated based on the spindle speed, the cutting power, calculated from the cutting force, and the auxiliary power, calculated based on the cutting power. This proposed model was implemented and verified during the drilling process on a three-axis vertical machining center. Comparative experiments showed that the proposed model had higher accuracy than the existing MRR-based model, the model based on the MRR and spindle speed, and the model based only on cutting force.

Although the new power model from this work is only specific to the particular machine tool and the specific workpiece material on which the experiments were carried out, we believe they are applicable to the majority of machine tools and workpiece materials, albeit with different coefficients in the model.

On the potential future study of the subject, the effect of tool wear on energy consumption should be considered, especially in the drilling of difficult-to-machine materials wherein the roughing stage often has radical cutting parameters. This calls for the consideration of the impact of tool wear on energy consumption. Secondly, the proposed model only considers the energy consumption of simple holes, which may not be applicable for deep hole drilling, and further research on the energy consumption of deep hole drilling should be carried out.
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