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Abstract

Fairness is a concept of justice. Various definitions exist, some of them conflicting with each other. In the absence of an uniformly accepted notion of fairness, choosing the right kind for a specific situation has always been a central issue in human history. When it comes to implementing sustainable fairness in artificial intelligence systems, this old question plays a key role once again: How to identify the most appropriate fairness metric for a particular application? The answer is often a matter of context, and the best choice depends on ethical standards and legal requirements. Since ethics guidelines on this topic are kept rather general for now, we aim to provide more hands-on guidance with this document. Therefore, we first structure the complex landscape of existing fairness metrics and explain the different options by example. Furthermore, we propose the “Fairness Compass”, a tool which formalises the selection process and makes identifying the most appropriate fairness definition for a given system a simple, straightforward procedure. Because this process also allows to document the reasoning behind the respective decisions, we argue that this approach can help to build trust from the user through explaining and justifying the implemented fairness.
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1 Introduction

The last few years have seen a number of tremendous breakthroughs in the field of artificial intelligence (AI). A significant part of this success is due to major advances in machine learning (ML), the data analytics technique behind AI. Machine learning does recognise correlations in large data sets. Due to its ability to process loads of information in short time, it can uncover statistical patterns in data that humans cannot spot. This gives access to new kind of insights from the data which allow improved data analysis and model predictions. Although not absolutely error-free, the results clearly outperform conventional approaches, and often even human experts. The areas of application are extensive and include medical diagnosis, university admission, loan allocation, recidivism prediction, recruitment, online advertisement, face recognition, language translation, recommendation engines, fraud detection, credit limits, pricing and false news detection.

The heavy dependence on data poses a new challenge though. The data used for training a machine learning algorithm are considered the ground truth. This means that during the learning phase, these data constitute the comprehensive representation of the real world which the algorithm seeks to approximate. If the training data includes any kind of unwanted bias, the resulting algorithm will incorporate and enforce it. Worse still, in the absence of robust explanations for the results, it is hardly possible for humans to recognise biased predictions of machine learning algorithms as such.

Unwanted bias may happen to be directed against sensitive subgroups, defined for instance by gender, ethnicity or age. As a consequence, people from one such group would be generally disadvantaged by the system. However, systematic unequal treatment of individuals from different sensitive groups is considered discrimination, and there is broad consensus in our society that making a distinction based on a personal characteristic which is usually not a matter of choice is unfair. Hence, anti-discrimination laws in plenty of legislations prohibit actions of this nature.

The traditional approach to fight discrimination in statistical models when using deterministic algorithms is known as “anti-classification”. This principle is firmly encoded in current legal standards and it simply rules to exclude any attribute which defines membership in a sensitive subgroup as feature from the data. For example, a user’s gender may not be collected and processed in many scenarios. However, since machine learning is backed by “big data” which contain highly correlated features that can serve as possible proxies for those sensitive attributes, this approach has been shown to be insufficient to avoid discrimination in AI systems [1].

Two main sources for undesired bias have been identified in the machine learning pipeline. First, if the training data are incorrect or not sufficiently representative in certain aspects, this fault may become the source of correlations which do not exist in this form in reality. In such a case, the machine learning algorithm may detect patterns which are in fact not meaningful. Second, the training data may indeed faithfully represent the real world, but the status
quo does not appear ideal. Without correction, the machine learning algorithm would reproduce the current state and thus manifest an existing shortcoming. The objective is therefore to adjust for this bias in the resulting algorithm.

Whatever the source, plenty of mitigation techniques have been presented by researchers lately to deal with bias in data and make AI applications more fair. This is an encouraging development towards maintaining trust in AI and eventually overcoming some of the potentially biased human judgments which impair automatic decision-making. Besides the technical task of adjusting the algorithms or the data, an equally important philosophical question needs to be settled: what kind of fairness is the objective? Fairness is a concept of justice and a variety of definitions exist which sometimes conflict with each other. Hence, there is no uniformly accepted notion of fairness available. In fact, the most appropriate fairness definition depends on the use case and it is often a matter of legal requirements and ethical standards.

The purpose of this document is to assist AI stakeholders in settling for the desired ethical principles by questions and examples. Applying such a procedure will not only help to identify the best fairness definition for a given AI application, but it will also make the choice transparent and the implemented fairness more understandable for the end user.

In the remainder, we first introduce some mathematical basics which are useful to assess and compare the performance of machine learning algorithms. Second, we explain the problem of unwanted bias in data. Next, we present the most commonly used fairness definitions in research and explain the ethical principles they stand for. Afterwards, we illustrate by example how these fairness definitions may be mutually contradictory. Finally, we present the “Fairness Compass” which constitutes an actionable guide for AI stakeholders to translate ethical principles into fairness definitions.

2 Fundamentals

For better understanding of the following sections, we introduce here some fundamental knowledge about machine learning, and a few statistical measures commonly used to characterise its performance.

2.1 Machine Learning

Compared with traditional programming, the difference of machine learning is that the reasoning behind the algorithm’s decision-making is not defined by hard-coded rules which were explicitly programmed by a human, but it is rather learned by example data: Thousands, sometimes millions of parameters get optimised without human intervention to finally capture a generalised pattern of the data. The resulting model allows to make predictions on new, unseen data with high accuracy.

This approach can be used for two different kinds of problems: On the one hand for classification, where the task is to predict discrete classes such as cate-
categories, for example. On the other hand for regression, where the objective is to predict a continuous quantity, for instance a price. Throughout this document, we only consider classification tasks, and for the sake of simplicity, we focus on the binary case with two classes: positive (1) or negative (0). For model output we either consider those very class labels 0 and 1, or a score $S$ which corresponds to the probability for the sample to be positive.

To illustrate the concepts in this document, we introduce a sample scenario about fraud detection in insurance claims. This fictional setting will serve as a running example throughout the following sections. Verifying the legitimacy of an insurance claim is essential to prevent abuse. However, fraud investigations are labour intensive for the insurance company. In addition, for some types of insurance, many claims may occur at the same time – for example, due to natural disasters that affect entire regions. For policyholders, on the other hand, supplementary checks can be annoying, for example when they are asked to answer further questions or provide additional documents. Both parties are interested in a quick decision: The customers expect timely remedy, and the company tries to keep the effort low. Therefore, an AI system that speeds up such a task could prove very useful. Concretely, it should be able to reliably identify legitimate insurance claims in order to make prompt payment possible. Potentially fraudulent cases should also be reliably detected and flagged for further investigation.

In order to analyse the performance of a classifier, we compare the predicted output $\hat{Y}$ with the true output value $Y$. In the claims data, the output value 1 stands for a fraudulent claim, while 0 represents a legitimate claim. Table 1 shows sample predictions for our running example. For better illustration, we also provide a graphical representation of the same results in Figure 1. The white dots correspond to the positive samples ($Y = 1$), here actual fraudulent claims. The black dots represent negative samples ($Y = 0$), actual legitimate claims in the present scenario. The big circle constitutes the boundary of the classifier: Dots within the circle have been predicted as positive/fraudulent ($\hat{Y} = 1$), dots outside the circle as negative/legitimate ($\hat{Y} = 0$). The different background colours further show where the classifier was right (green and dark grey), and where not (red and light grey).

| $Y$ | 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 |
|---|---|---|---|---|
| $\hat{Y}$ | 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 |

Table 1: Tabular evaluation of the sample scenario: true output class $Y$ compared to predictions $\hat{Y}$

It is worth noting that in this oversimplified 2-dimensional example, drawing an ideal border which separates black and white dots and thus defining a perfect classifier would be obvious. In high-dimensional real world use cases,
However, it is hardly possible to obtain a perfect classifier with error rates of zero; optimisation always remains a matter of trade-offs.

2.2 Statistical Measures

A so-called “confusion matrix” helps to visualise and compute statistical measures commonly used to inspect the performance of a machine learning model. The rows of the matrix represent the actual output classes, in our case 0 or 1. The columns represent the predicted output classes by the given classifier. The cells where the predicted class corresponds to the actual class contain the counts of the correctly classified instances. Wherever the classes differ, the classifier got it wrong and the numbers represent incorrectly classified samples.

| Predicted | $\hat{Y}=1$ | $\hat{Y}=0$ |
|-----------|-------------|-------------|
| True      |             |             |
| $Y=1$     | True positives (TP) | False negatives (FN) |
| $Y=0$     | False positives (FP) | True negatives (TN) |

Table 2: Schema of confusion matrix

On an abstract level, the figures in the cells are generally identified by the terms provided in Table 2. Taking the data from our running example in Table 1 as a basis, the related confusion matrix looks like Table 3. We notice that the given classifier correctly predicted 9 claims to be fraudulent and 30 claims to be
legitimate. However, it also falsely predicted 12 claims to be legitimate, which were in fact fraudulent, and 12 claims to be fraudulent, which really were not.

| True | Predicted | | Predicted |
|------|-----------|---|---|
|      | $\hat{Y}=1$ | $\hat{Y}=0$ | $Y=1$ | 9 | 12 | $Y=0$ | 12 | 30 |

Table 3: Confusion matrix for the sample data from Table 1

Revisiting the illustration in Figure 1, we further realise that the coloured segments in the schema correspond to the different cells in the confusion matrix: false negatives (light grey), true positives (green), false positives (red), and true negatives (dark grey).

From the confusion matrix we can extract plenty of interesting statistical measures. We describe those measures in the text and provide their formulas and graphical representations in Table 4.

First, we count the actual positives in the data set. This number is the sum of the true positives and the false negatives, which can be viewed as missed true positives. Likewise, the number of actual negatives is the sum of the true negatives and the false positives, which again can be viewed as missed true negatives. In our example, those figures represent the numbers of actual fraudulent claims and actual legitimate claims.

The (positive) base rate, sometimes also called the prevalence rate, represents the proportion of actual positives with respect to the entire data set. In our example, this rate describes the share of actual fraudulent claims in the data set.

The positive rate is the overall rate of positively classified instances, including both correct and incorrect decisions. The negative rate is the ratio of negative classification, again irrespective of whether the decisions were correct or incorrect. In our example, the positive rate is the rate of all claims suspected to be fraudulent, and the negative rate represents the rate of claims which are predicted to be legitimate.

Accuracy is the ratio of the correctly classified instances (positive and negative) of all decisions. In return, the misclassification rate is the ratio of the misclassified instances over all decisions. In our example, accuracy is the proportion of claims which were correctly classified, either as fraudulent or as legitimate. The misclassification rate refers to the failed classifications, the proportion of incorrect decisions taken by the classifier.

The true positive rate and the true negative rate describe the proportions of correctly classified positive and negative instances, respectively, of their actual occurrences. In the example, the true positive rate describes the share
| Metric                        | Formula                                      |
|-------------------------------|----------------------------------------------|
| Actual positives             | \( P = FN + TP \)                           |
| Actual negatives             | \( N = FP + TN \)                           |
| Base rate                    | \( BR = \frac{P}{P+N} \)                    |
| Positive rate                | \( PR = \frac{TP+FP}{P+N} \)                |
| Negative rate                | \( NR = \frac{TN+FN}{P+N} \)                |
| Accuracy                     | \( ACC = \frac{TP+TN}{P+N} \)               |
| Misclassification rate       | \( MR = \frac{FN+FP}{P+N} \)                |
| True positive rate           | \( TPR = \frac{TP}{TP} \)                   |
| True negative rate           | \( TNR = \frac{TN}{N} \)                    |
| False positive rate          | \( FPR = \frac{FP}{N} \)                    |
| False negative rate          | \( FNR = \frac{FN}{P} \)                    |
| False discovery rate         | \( FDR = \frac{FP}{TP+FP} \)                |
| Positive predictive value    | \( PPV = \frac{TP}{TP+FP} \)                |
| False omission rate          | \( FOR = \frac{FN}{TN+FN} \)                |
| Negative predictive value    | \( NPV = \frac{TN}{TN+FN} \)                |

Table 4: Metrics derived from confusion matrix
of all actual fraudulent claims which were detected as such. The true negative rate is the share of actual legitimate claims which were successfully discovered.

Directly linked, the false positive rate and the false negative rate describe the error rates. The false positive rate denotes the proportion of actual negatives which was falsely classified as positive. In the same way, the false negative rate describes the proportion of actual positives which was misclassified as negative. In our example, the false positive rate is the proportion of all actual legitimate claims which were falsely classified as fraudulent. On the other way around, the false negative rate is the proportion of all actual fraudulent claims which slipped through the system and were falsely classified as legitimate.

The false discovery rate describes the share of misclassified positive classifications of all positive predictions. So, it is about the proportion of positively classified instances which were falsely identified or discovered as such. On the contrary, the false omission rate describes the proportion of false negative predictions of all negative predictions. These instances, which are actually positive, were overlooked – they were mistakenly passed over or omitted. In our example, the false discovery rate is the error rate of all claims which were classified as fraudulent. The false omission rate describes the share of actually fraudulent claims of all claims which were classified as legitimate.

In a similar approach, but rather focusing on the correctly classified samples, the positive and the negative predictive values describe the ratio of samples which were correctly classified as positive or negative from all the positive or negative predictions. In the example, the positive predictive value is the proportion of correctly identified claims in all claims which were flagged as fraudulent. The negative predictive value is the proportion of correctly classified claims in all claims which were flagged as legitimate.

3 Problem of Bias

Up until here, we have analysed the data as one population and did not consider the possible existence of sensitive subgroups in the data. However, since decisions from machine learning algorithms often affect humans, many data sets contain sensitive subgroups by nature of the data. Such subgroups may for example be defined by gender, race or religion. The membership of an instance is usually identified by a sensitive attribute $A$. To analyse potential bias of a classifier, we split the results by this sensitive attribute into subgroups and investigate possible discrepancies among them. Any such deviation could be an indicator for discrimination against one sensitive group.

The idea of pursuing fairness on the basis of membership in one or several sensitive groups is called “group fairness” [2]. This approach is also adopted in anti-discrimination laws in many legislations with varying lists of sensitive attributes [3, 4]. In addition, another concept exists in research which tries to achieve “individual fairness” by aiming at similar treatment of similar individuals, taking any attribute into account [5]. In the scope of this document, we focus on group fairness, and to facilitate matters, we only consider two differ-
ent sensitive subgroups. Therefore, we assume one sensitive binary attribute $A$ which can take the values 0 or 1, for instance representing the gender.

Unwanted bias is said to occur when the statistical measures described in the previous section significantly differ from one sensitive subgroup to another. Without any closer analysis on a per-subgroup basis, such a problem can go completely unnoticed. Please note that in order to “see” the groups in the data the sensitive information is obviously required to be available.

We now examine our running example on insurance fraud detection for unwanted bias. The output from the trained model remains unchanged, but this time we assume two sensitive subgroups in the data, specified by the sensitive attribute $A$. For instance, we split the data into men ($A=0$) and women ($A=1$). The separate confusion matrices for each subgroup in Table 5 enable us to compare the performance measures.

| $A=0$ | Predicted |  | $A=1$ | Predicted |  |
|---|---|---|---|---|---|
| | $\hat{Y}=1$ | $\hat{Y}=0$ | BR= 0.33 | $\hat{Y}=1$ | $\hat{Y}=0$ | BR= 0.33 |
| $Y=1$ | 7 | 7 | TPR= 0.5 | 2 | 5 | TPR= 0.29 |
| $Y=0$ | 6 | 22 | TNR= 0.79 | 6 | 8 | TNR= 0.57 |
| FDR= 0.46 | FDR= 0.75 | FOR= 0.24 | FOR= 0.38 |
| PR= 0.31 | PR= 0.38 | NR= 0.69 | NR= 0.62 |

(a) Men  (b) Women

Table 5: Separate confusion matrices for sensitive subgroups

We notice that the base rates (BR) are identical in both subgroups which means in this example that men and women are equally likely to file a fraudulent (or a legitimate) claim. However, the true negative rate (TNR) for men is 0.79, while for women it is 0.57. This means 79% of the valid claims filed by men get correctly classified as legitimate, while for women that’s the case for only 57% of the same type of claims. On the other hand, the false omission rate for men is 24% and for women it is 38%. So, fraudulent claims filed by women have a higher chance to remain undetected than fraudulent claims filed by men.

4 Available Fairness Definitions

The problem of biased AI has attracted attention only recently, but the research community has already produced several fairness definitions to measure unwanted bias in outputs of machine learning models as described in the previous section. Additionally, plenty of mitigation methods have been proposed to ensure the kind of fairness they represent. For more details on the different mitigation approaches we refer the interested reader to survey papers on the subject as a starting point [1, 2]. In this document, we focus on the definitions of fairness and their impact on the results in real world scenarios.
In the following, we present the most commonly used definitions for group fairness and explain their characteristics by example. Since all notions relate to one of three fundamental conditions of statistical independence which are commonly known as independence, sufficiency, and separation, we segment the definitions by those categories [6].

4.1 Independence
Statistically, fairness definitions satisfy independence if the sensitive attribute \( A \) is unconditionally independent of the prediction \( \hat{Y} \). Practically, this means that when considering all predictions made, the share of positive and negative decisions is proportionally equal among the two sensitive subgroups. On an individual level, this means that the likelihood of being classified as one of the classes is equal for two individuals with different sensitive attributes.

4.1.1 Demographic Parity
The goal of demographic parity is that the favourable outcome should be assigned to each subgroup of a sensitive class at equal rates [5].

In our running sample scenario, this objective translates to equal rates of negative predictions (=classifications as legitimate) for any claims submitted by men or women. In statistical terms, the negative rates (NR) of both subgroups should be identical. However, for the distributions above, NR=0.42 for men and NR=0.67 for women. We notice a gap of 25 percent points for the favourable outcome between the two sensitive subgroups.

The confusion matrices in Table 6 show possible results for a new model which was optimised for demographic parity. The number of negative predictions has increased for men, the distribution for women remains unchanged. Both confusion matrices now feature a NR of 0.67. Therefore, demographic parity was successfully achieved. It is not surprising though that manipulating the distribution for men also changes true positive and true negative rates.

|     | Predicted |       |     |
|-----|-----------|-------|-----|
| \( \hat{Y} = 1 \) | \( \hat{Y} = 0 \) |
| \( Y = 1 \) | 3 | 9 | TPR= 0.25 |
| \( Y = 0 \) | 9 | 15 | TNR= 0.62 |
| FDR= 0.75 | FOR= 0.38 |
| PR=0.33 | NR= 0.67 |

(a) Men

|     | Predicted |       |     |
|-----|-----------|-------|-----|
| \( \hat{Y} = 1 \) | \( \hat{Y} = 0 \) |
| \( Y = 1 \) | 6 | 3 | TPR= 0.67 |
| \( Y = 0 \) | 3 | 15 | TNR= 0.83 |
| FDR= 0.33 | FOR= 0.17 |
| PR=0.33 | NR= 0.67 |

(b) Women

Table 6: Optimised for Demographic Parity
4.1.2 Conditional Statistical Parity

This definition extends demographic parity by allowing a set of legitimate factors to affect the prediction. The definition is satisfied if members in both subgroups have equal probabilities of being assigned to the favourable outcome while controlling for a set of legitimate attributes [7].

In our example, a person’s history of prior convictions for fraud could be a legitimate attribute affecting the probability for a claim to be investigated. In this case, an attribute which documents previous attempts of fraud could serve as explaining variable.

4.1.3 Equal Selection Parity

While demographic parity seeks to obtain equal rates of a positive outcome, proportional towards the group size, the objective of equal selection parity is to have equal absolute numbers of favourable outcomes across the groups, independent of their group sizes [8].

In the example about fraud detection, this fairness definition would be satisfied if the exact same number of cases were to be identified as legitimate from both groups, even when one group had filed more cases than the other.

4.2 Sufficiency

Fairness notions satisfy the statistical concept of sufficiency when the sensitive attribute \( A \) is conditionally independent of the true output value \( Y \) given the predicted output \( \hat{Y} \). In other words, when considering all positive and negative predictions, the share of correct decisions is equal for both sensitive subgroups. On the individual level this translates to equal chances for individuals with identical predictions but different sensitive attributes to have obtained the right label.

4.2.1 Conditional Use Accuracy Equality

This fairness definition conditions on the algorithm’s predicted outcome, not on the actual outcome [9]. In statistical terms this means that the positive predictive value (PPV) and the negative predictive value (NPV) across both groups should be equal.

In the context of our example, the objective of this fairness definition is that for the claims which were predicted as fraud, the proportion of correct predictions should be equal across all groups. Likewise, for the claims which were predicted as legitimate, the proportion of correct predictions should be the same.

4.2.2 Predictive Parity

Predictive parity is a relaxed version of conditional use accuracy equality which only conditions on the positive predicted outcome [10]. Hence, this fairness
4.2.3 Calibration

Calibration is similar to conditional use accuracy equality but instead of the binary output it conditions on the predicted probability score $S$. The objective is again to obtain equal positive and negative predictive values for all sensitive groups [11]. Such a form of calibration across subgroups corresponds to equal probabilities of correct (or incorrect) classification and can therefore be achieved by aligning false discovery and false omission rates.

In the context of our example, calibrating the predictions of the classifier would result in equal chances for men and women to get their legitimate claims investigated without cause or to have their fraudulent claims falsely approved.

The two confusion matrices in Table 7 show the results of the classifier after calibration. The distribution for men was adjusted to match the one for women, which was not modified. Due to the equal base rates in both distributions, this action has also aligned all other statistical measures.

| $A=0$ | Predicted | $\hat{Y}=1$ | $\hat{Y}=0$ | BR = 0.33 |
|-------|-----------|-------------|-------------|-----------|
| Y=1   | 8         | 4           | TPR = 0.67  |
| Y=0   | 4         | 20          | TNR = 0.83  |
| FDR = 0.33 | FOR = 0.17 | PR = 0.33  | NR = 0.67  |

| $A=1$ | Predicted | $\hat{Y}=1$ | $\hat{Y}=0$ | BR = 0.33 |
|-------|-----------|-------------|-------------|-----------|
| Y=1   | 6         | 3           | TPR = 0.67  |
| Y=0   | 3         | 15          | TNR = 0.83  |
| FDR = 0.33 | FOR = 0.17 | PR = 0.33  | NR = 0.67  |

(a) Men

(b) Women

Table 7: Optimised for Calibration

4.3 Separation

Fairness definitions satisfy the principle of separation if the sensitive attribute $A$ is conditionally independent of the predicted output $\hat{Y}$ given the true output value $Y$. This means that among both classes, the proportions of correct predictions are equal per sensitive subgroup. On an individual basis, this condition ensures that two individuals who actually belong to the same class but have different sensitive attributes share the same chance to obtain a correct prediction.

4.3.1 Equalised Odds

Another fairness definition called equalised odds aims at equal true positive and true negative rates [12]. The reasoning behind this concept is that the probabilities of being correctly classified should be the same for everyone.
In our recurring example, pursuing equalised odds means that the chances for claims to be correctly classified as legitimate or fraudulent should be equal for men and women; the classifier should not be more or less accurate for one of the subgroups.

In Table 8, we show a possible outcome for our example after optimising for equalised odds. The results for men have been reshuffled to match the true positive and true negative rates of the women. Since the base rates are equal in both subgroups, all other statistical measures have been aligned, too, by this operation.

| A=0 | Predicted | | A=1 | Predicted | |
|------|-----------|-----|------|-----------|-----|
|      | $\hat{Y}=1$ | $\hat{Y}=0$ | BR= 0.33 | $\hat{Y}=1$ | $\hat{Y}=0$ | BR= 0.33 |
| True | $Y=1$     | 8     | 4    | TPR= 0.67 | $Y=1$     | 6     | 3    | TPR= 0.67 |
|      | $Y=0$     | 4     | 20   | TNR= 0.83 | $Y=0$     | 3     | 15   | TNR= 0.83 |
|      | FDR= 0.33 | FOR= 0.17 | PR=0.33 | NR= 0.67 | FDR= 0.33 | FOR= 0.17 | PR=0.33 | NR= 0.67 |

(a) Men (b) Women

Table 8: Optimised for Equalised Odds

4.3.2 Equalised Opportunities

Optimising for equalised odds can be a difficult task with more complex, real data, therefore the fairness definition equalised opportunities was proposed as more practicable alternative [12]. In this relaxed version of equalised odds, only the error rates for the positive outcome are required to be equal.

In our example, equalised opportunities is achieved when men and women who filed fraudulent claims are exposed at same rates. For legitimate claims, the rates may differ.

4.3.3 Predictive Equality

Another relaxation of equalised odds is predictive equality. Here, only the error rates for the negative outcome are required to be equal [13].

In our example, predictive equality is satisfied when men and women can expect their legitimate claims to get classified as legitimate at equal rates. The error rates for fraudulent claims may differ between the subgroups for this fairness definition.

As before, the confusion matrix for women in Table 9 is unchanged. For men, the output was modified in order to harmonise the false positive rate among the subgroups. The error rates for the unfavourable outcome of being suspect of fraud still deviate depending on the gender.
Predicted
\[ \hat{Y} = 1 \quad \hat{Y} = 0 \]

| True | Predicted | \( A = 0 \) | \( A = 1 \) |
|------|-----------|-------------|-------------|
| \( Y = 1 \) | \( \hat{Y} = 1 \) | 9 | 6 |
| \( Y = 0 \) | \( \hat{Y} = 0 \) | 3 | 3 |

| BR = 0.33 | BR = 0.33 |

| TPR = 0.75 | TPR = 0.67 |

| TNR = 0.83 | TNR = 0.83 |

FDR = 0.31, FOR = 0.17
PR = 0.33, NR = 0.67
FDR = 0.31, FOR = 0.13
PR = 0.36, NR = 0.64

Table 9: Optimised for Predictive Equality

4.3.4 Balance

All previous fairness notions which aim at satisfying separation took binary outputs as a basis. The balance definition uses the predicted probability score instead and compares the average score for both groups per class. This approach seeks to avoid steadily lower outcomes in one group, which might go unnoticed in the binary case, and instead achieve balanced scores for both groups. Depending on the objective it is possible to balance for the positive or negative class [14].

5 The Dilemma

Presented with all these different fairness definitions it would be convenient to obtain “complete fairness” – one ultimate solution which satisfies all kinds of fairness at the same time. However, there is mathematical tension across the different fairness definitions, and it has been shown that some of them are actually incompatible with each other in realistic scenarios [14, 15, 1]. In this case, optimising for one metric comes with discounts for another. Taking a closer look this seems obvious considering the links between the fairness definitions and the conditional relations within the confusion matrix: The formulas share some of the cell counts, and the cell counts themselves are related to each other (e.g. the sums across the rows, which represent the numbers of true observations, are fixed).

In public, especially the trade-off between calibration and equal false positive and false negative rates (equalised odds) was much discussed. The debate was initiated by a ML algorithm called the “Correctional Offender Management Profiling for Alternative Sanctions”, or COMPAS, which had been developed by the company Northpointe, Inc. The objective of the COMPAS algorithm was to generate an independent, data derived “risk score” for several forms of recidivism. This kind of algorithm is used in the criminal justice sector in the US to support the judge with particular decisions such as granting of bail or parole. The score is of informative character and the final decision is still up to the judge. In May 2016, the investigative journalism website ProPublica focused attention on possible racial biases in the COMPAS algorithm [16].
main argument was based on analysis of the data which showed that the results were biased. In particular, the false positive rate for people who were black was significantly higher compared to people who were white. As a result, black people were disproportionately often falsely attributed a high risk of recidivism. Northpointe, on the other hand, responded to the accusations by arguing that the algorithm effectively achieved predictive parity for both groups [17]. In a nutshell, this ensured that risk scores corresponded to probabilities of reoffending, irrespective of any skin colour.

From an objective point of view, it can be stated that both parties make valid and reasonable observations of the data. However, the heated public debate revealed that it is unavoidable to precisely define and communicate the desired fairness objective for an application. This decision usually involves arbitration and compromise. For example in the given scenario, calibration and equalised odds could only be mutually satisfied if one of the following conditions was met: Either the base rates of the sensitive subgroups are exactly identical. Or, the outcome classes are perfectly separable which would allow for creating an ideal classifier that achieves perfect accuracy. Unfortunately, both requirements are very unlikely in real world scenarios.

6 Fairness Compass

Based on the limitations explained in the previous section, we conclude that it is crucial to consciously identify the most appropriate fairness definition for every single use case. To support AI stakeholders with this task, we propose the “Fairness Compass”, a schema in form of a decision tree which simplifies the selection process. By settling for the desired ethical principles in a formalised way, this schema not only makes identifying the most appropriate fairness definition a straightforward procedure, but it also helps document the underpinning decisions which may serve as deeper explanations to the end user why a specific fairness objective was chosen for the given application.

In this section, we first explain the general intended usage and then deep dive into the key decision points. Finally, we provide some technical specifications and outline how we hope to see this project evolve.

6.1 Usage

Primarily, the tool consists of the decision tree in Figure 2 which formalises the decision process. There are three different types of nodes: The diamonds symbolise decision points, the white boxes stand for actions and the grey boxes with round corners are the fairness definitions. The arrows which connect the nodes represent the possible choices. For increased usability, the schema is also available as interactive online tool1. In this version, tooltips with extended information, examples and references facilitate navigating the tree. Furthermore, the interactive online tool can be used to document the decision-making process

1https://axa-rev-research.github.io/fairness-compass.html
for a specific application. The decision path can be highlighted in the diagram and the reasoning behind each decision can be added in the form of tooltips. In this way, the tool not only serves the AI stakeholders for decision-making but also as means of communication with the users. Due to the general complexity of the topic and the need for context-dependent solutions, we argue that sharing details with the broader audience when specifying fairness for a given use case is the best way forward to maintain confidence in AI systems.

6.2 Key Decision Nodes

In the following, we present the major questions we have identified in order to distinguish between the available fairness definitions. We describe each of them and provide practical examples.

6.2.1 Policy

Fairness objectives can go beyond equal treatment of different groups or similar individuals. If the target is to bridge prevailing inequalities by boosting underprivileged groups, affirmative actions or quotas can be valid measures. Such a goal may stem from law, regulation or internal organisational guidelines. This approach rules out any possible causality between the sensitive attribute and the outcome. If the data tells a different story in terms of varying base rates across the subgroups, this is a strong commitment which leads to subordinating the algorithm’s accuracy to the policy’s overarching goal. In any case, this decision limits the options to fairness definitions which hold the statistical principle of independence (subsection 4.1).

For example, many universities aim to improve diversity by accepting more students from disadvantaged backgrounds. Such admission policies acknowledge an equally high academic potential of students from sensitive subgroups and considers their possibly lower level of education rather an injustice in society than a personal shortcoming.

6.2.2 Type of Representation

If the decision node about policies from the previous section was answered with yes, particular emphasis is placed on equal representation of the sensitive subgroups. In this case, two different types of representation exist: equal numbers, regardless of the sizes of the subgroups; or proportional equality.

Let’s assume a recruitment scenario, for example, where ten women and two men applied for a job. Inviting two women and two men for an interview would satisfy gender fairness based on equal numbers. For proportional equality, it would be necessary to invite five women and one man.

6.2.3 Base Rates

Provided there is no policy in place which determines further proceedings, the next crucial question to settle concerns the base rate. This measure was already
Independence: \( \hat{Y} \perp A \)
Sufficiency: \( Y \perp A | \hat{Y} \)
Separation: \( \hat{Y} \perp A | Y \)

Figure 2: Proposed schema to structure the complex landscape of fairness definitions for classification. Decision tree also available as online tool.
Figure 3: Formula and graphical representation of the (positive) base rate

\[ BR = \frac{P}{P+N} \]

briefly introduced and it constitutes the proportion of actual positives or actual negatives of the entire data set (recapped in Figure 3). Across subgroups, the base rate can be equal, or it can be different. In case of varying rates, it is necessary to decide if the fairness definition should reflect this discrepancy or not. The former is the case when it is legitimate to assume a causal relationship between the group membership and the base rate, and the fairness definition is supposed to take this into account. The latter would be appropriate if there is no rational reason per se to believe that the groups perform differently, and the origin of the different base rates is rather to be found in the data collection process or other data related reasons. Yet another reason to choose equal rates as a basis, even though the data suggest otherwise, is when the discrepancy is considered to originate from historical discrimination. If the fairness objective is meant to make up for such social injustice in the past, assuming equal base rates helps to push the underprivileged group.

In [18], this question is formalised as two opposing worldviews: The worldview *what you see is what you get (WYSIWYG)* assumes the absence of structural bias in the data. Accordingly, this view supposes that any statistical variation in different groups actually represents deviating base rates which should get explored. On the other hand, the worldview *we’re all equal (WAE)* presupposes equal base rates for all groups. Possible deviations are considered as unwanted structural bias that needs to get corrected.

If base rates are assumed or expected to be equal across subgroups, only fairness definitions which satisfy independence (subsection 4.1) remain eligible. Otherwise, if the implemented fairness is to reflect the different base rates, definitions which hold sufficiency or separation (subsections 4.2 and 4.3) are to be considered.

In a medical scenario, the base rates for women and men to suffer from diabetes are equal, while 99% of breast cancer occurs in women. A fair diagnostic application should acknowledge this discrepancy. In a college admission scenario, however, different base rates in admission exams across different ethnic groups could be attributed to unequal opportunities. If the declared objective of the fairness definition is to correct such social injustice, choosing equal base rates can be a suitable approach.

### 6.2.4 Ground Truth

Machine learning algorithms are trained by example. The assumption is that the labels of the training data represent the true output, they constitute the
supposed ground truth. As the labels serve as reference to estimate the model’s accuracy, but also to satisfy a fairness metric when this one is conditioning on the label, the availability of a reliable ground truth makes a significant difference.

Depending on the scenario, the ground truth may not exist or it may exist but not be available. When the correct outcome can be observed, the ground truth exists, and when the labels result from objective measurements or describe indisputable facts, the truth is easily accessible. In other cases, the correct outcome may not be directly measurable, but it is still unambiguously observable by humans who can perform annotation tasks with sufficient diligence to produce reliable labels. Sometimes, the ground truth does not exist. In such a scenario, labels are only inferred and represent subjective human decisions based on experience, and they may contain human bias.

When the ground truth is not available, and it cannot be produced in a trustworthy way neither, it is not recommended to select fairness definitions which rely on the true output value as is the case for the separation principle (subsection 4.3). Under these conditions, it is rather advisable to choose from fairness definitions which satisfy independence (subsection 4.1) and do not condition on the training label.

In a medical scenario, it is possible to conclusively clarify if a tumour is benign or malignant by taking a biopsy and performing a laboratory examination. Hence, the ground truth is available. In an image recognition application which helps classify animals, humans can make training data of good quality available by manually labelling the different species. When predicting recidivism, the ground truth is not immediately available since a possible new criminal offence would take place in the future and may not even be caught.

6.2.5 Explaining Variables

The data may contain variables which are considered legitimate sources of discrepancy. If some kind of inequality between the groups can be shown to stem from those variables, this sort of discrimination can be considered explainable and accepted [7].

Let’s suppose salary ranges are to be estimated for job applicants. However, the training data show that one group works fewer hours on average than the other. In this case, a variable working_hours could serve as an explaining variable.

6.2.6 Label Bias

When no ground truth exists and the available labels are based on decisions which were inferred by humans, they may contain human bias. As the labels serve as reference to estimate the model’s accuracy but also to satisfy a fairness metric when this one is based on classification rates, it is crucial to mitigate this potential source of bias, possibly using a label correction framework [19, 20]. If such action does not yield satisfying results, the ground truth is missing and therefore the same reasoning as before applies: It is not recommendable to use
fairness definitions which condition on the true output value but rather choose from the ones which hold independence (subsection 4.1).

For example, if software is to learn to describe photos with words, then humans generate the training data by tagging sample images. This task allows for a certain degree of creative freedom, for example in the selection of objects or their description. Especially if this activity is performed by only a small group of people, the training data may include human bias.

6.2.7 Precision and Recall

After concluding that some sort of reliable ground truth is available, a well-known problem in machine learning needs to be tackled: the trade-off between precision and recall. Precision describes the fraction of positively predicted instances which were actually positive, previously introduced as positive predictive value (PPV). Recall is the fraction of actual positive instances which were correctly identified as such, also defined as true positive rate (TPR) earlier in this document. Figure 4 brings back the two formulas in a graphical representation. The question to be addressed here is which of the two metrics is more sensitive to fairness in the given use case. A general rule is that when the consequences of a positive prediction have a negative, punitive impact on the individual, the emphasis with respect to fairness often is on precision. When the result is rather beneficial in the sense that the individuals are provided help they would otherwise forgo, fairness is often more sensitive to recall. The answer to this decision node also determines to which of the two remaining categories the ultimate fairness definition will belong to: If the focus is on equal precision rates for the sensitive subgroups, the final definition will condition on the predicted output and therefore hold sufficiency (subsection 4.2). Otherwise, if the focus is on equal recall rates, the resulting fairness definition will condition on the true output and satisfy separation (subsection 4.3).

In a fraud detection scenario where insurance claims are to be investigated it could be considered fair to limit the number of wrongly suspected cases and therefore maximise precision at equally high level for all subgroups. In a loan approval scenario, the focus regarding fairness could be on recall, that is, approving an equally high level of loans to creditworthy applicants across all groups.

\[
PPV = \frac{TP}{TP + FP} \quad (a) \quad \text{Precision} \quad \quad \quad TPR = \frac{TP}{P} \quad (b) \quad \text{Recall}
\]

Figure 4: Formulas and graphical representations of precision and recall
6.2.8 Output Type

A more practical than ethical question, but nonetheless relevant to determining the ultimate fairness definition, is that of the desired output type. A score is a continuous value, often between 0 and 1, which can represent the probability for the positive class to be true. When the output is a label instead, the result is an unambiguous decision for one of the classes.

For example, in a loan approval scenario, a score is often preferred because the value of the score leaves the “human in the loop” some room for interpretation. However, when the result is automatically processed, for example in an online marketing scenario, the class label may be the preferred output type.

6.2.9 Error Types

Eventually, the final decision depends on which error types are considered most sensitive to fairness for the use case. The different error types to take into account are the false positive and the false negative rate (as introduced earlier and recapped in Figure 5). Both represent measures of misclassification, but based on the use case, one error type may be more sensitive to fairness than the other. Generally, the goal for high-risk applications is to keep positive and negative classification rates equal for all groups. For low-risk applications the fairness objective could be weakened by accepting a manageable degree of extra risk in order to increase utility of the metric [12]. For better clarity, it may be helpful to enhance the confusion matrix (see subsection 2.2) by the expected benefits and harms in order to visualise the consequences of correct or false classification scenarios and weight the error types accordingly.

In an online marketing scenario where a job offer is supposed to be shown to men and women of relevant profiles, differences in false positive rates (showing the ad to people who are not eligible) across the groups may be acceptable as long as the fractions of people with relevant profiles are equal. On the other hand, in a face recognition application both error types should be equally low for all sorts of skin types.

\[
FPR = \frac{FP}{N} \quad (a) \text{ False positive rate } \\
FNR = \frac{FN}{P} \quad (b) \text{ False negative rate }
\]

Figure 5: Formulas and graphical representations of error rates

6.3 Sample Application

We apply the “Fairness Compass” on our running sample scenario about fraud detection in insurance claims. Thanks to our online tool, it becomes a straight-
forward and transparent task to provide a possible chain of arguments (see online resource\textsuperscript{2}). Please note that this example remains a thought experiment. For the same scenario, other considerations with different outcomes are possible. The purpose of the “Fairness Compass” is not to impose one solution but to assist with the decision making and to underpin the result.

6.4 Future Development

Research in fair machine learning is constantly advancing, new types of fairness definitions may evolve and the general debate on fairness will move on. To anticipate those future developments, our technical architecture puts easy expandability and adaptability at the centre. The online tool was realised using the free online diagram software diagrams.net. We used it to design the tree and to publish it online. The schema is encoded in XML which allows the use of version control to track modifications and enhancements. We further developed a plugin for diagrams.net to extend its scope of functions for the interactive features we described above. We also made the source code\textsuperscript{3} of this plugin publicly available.

7 Conclusion

This document seeks to explain in a comprehensible way the problem of bias in AI, and why there is no silver bullet to overcome it. We provide background information on a various list of fairness definitions for classification problems in machine learning and illustrate their different properties by example. As a practical approach for better orientation in the complex landscape of fairness definitions, we further propose the “Fairness Compass”, a decision tree which outputs the best suited option for a given use case after settling a few crucial questions on the desired type of fairness. This tool also helps document the reasoning behind the selection process which contributes to more transparency and potentially provides better understanding and increased trust among the affected users.

We would like to point out that the presented diagram is certainly not the last word on the subject. Research in fair machine learning is constantly advancing, new types of fairness definitions may evolve and the general debate on fairness will move on. Therefore, we consider this work as first step towards structuring the complex landscape of fairness definitions. We would be happy to see this project help illustrate the decision making in particular application scenarios but also serve as a basis for fundamental discussions and further refinements in the course of implementing fair machine learning. Eventually, we hope that our proposal makes a useful contribution to a smooth implementation of fair machine learning in real world applications.

\textsuperscript{2}https://axa-rev-research.github.io/fairness-fraud-study.html
\textsuperscript{3}https://axa-rev-research.github.io/fairness-compass/src/main/webapp/plugins/props.js
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