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Abstract—Reconfigurable intelligent surface (RIS) empowered communications with non-orthogonal multiple access (NOMA) has recently become an appealing research direction for next-generation wireless communications. In this paper, we propose a novel NOMA solution with RIS partitioning, where we aim to enhance the spectrum efficiency by improving the ergodic rate of all users, and to maximize the user fairness. In the proposed system, we distribute the physical resources among users such that the base station (BS) and RIS are dedicated to serve different clusters of users. Furthermore, we formulate an RIS partitioning optimization problem to slice the RIS elements between the users such that the user fairness is maximized. The formulated problem is shown to be a non-convex and non-linear integer programming (NLIP) problem with a combinatorial feasible set, which is challenging to solve. Therefore, we exploit the structure of the problem to bound its feasible set and obtain a sub-optimal solution by sequentially applying three efficient search algorithms. Furthermore, we derive exact and asymptotic expressions for the outage probability. Simulation results clearly indicate the superiority of the proposed system over the considered benchmark systems in terms of ergodic sum-rate, outage probability, and user fairness performance.

Index Terms—Reconfigurable intelligent surface (RIS), non-orthogonal multiple access (NOMA), user fairness, sum-rate.

I. INTRODUCTION

NON-ORTHOGONAL multiple access (NOMA) has been regarded as one of the promising technologies to address the increasing demand for high data rates, massive connectivity, and spectrum efficiency associated with fifth-generation (5G) and beyond networks. Due to the use of higher carrier frequencies and in order to fulfill the verticals' specific requirements, local service areas are among the main envisioned deployment models in 5G [1]. Within this context, NOMA can play an important role in order to efficiently exploit the spectrum and serve higher numbers of users in such networks [2]. This is because NOMA allows the sharing of the same time/frequency/code resources between users and thus, enhances the spectrum efficiency and decreases the latency by allowing more users to be connected in the same time-frequency slot [3]. In power domain (PD)-NOMA [4], the difference in channel gains of different users is exploited and, accordingly, different power levels are assigned to different users by the use of superposition coding (SC) at the base station (BS) side. At the receiver side, each user employs the successive interference cancellation (SIC) technique to recover its own message. Compared to the orthogonal multiple access (OMA), it has been shown that NOMA has a superior performance in terms of the outage probability and the ergodic sum-rate [5], [6], [7].

Recently, reconfigurable intelligent surface (RIS)-assisted communication has received growing attention as a potential next-generation technology due to its promising capabilities to control the wireless propagation environment. RIS is an array of low-cost and passive reflecting elements that can be used to re-engineer the electromagnetic waves by adjusting the reflection coefficient of each element [8], [9]. Due to their promising advantages, RISs have been integrated to many existing wireless technologies as a main or supportive module in the communications system. In [10], two RIS-assisted space shift keying (SSK) schemes are proposed to enhance the performance of the classical SSK system in terms of the bit error rate and system throughput. In [11], the authors proposed RIS-based receive quadrature reflecting modulation by partitioning the surface into two parts, where the in-phase and quadrature components are sent from each part separately. In [12], an RIS is integrated to a conventional single-input single-output (SISO) system to achieve an ultra-reliable communication system. In [13], an RIS is used as a part of the transmitter to perform different types of index modulation (IM) and thus, obviating the need for a multi-antenna BS. These techniques are extended to multiple-input multiple-output (MIMO) systems in [14], where an RIS is used to replace the radio frequency (RF) chains in Alamouti's scheme, and to boost the data rate for vertical Bell Labs layered space-time (VBLAST) system by using IM.

A. Related Works

Recently, the joint operation of RISs with NOMA has appeared as an appealing research direction and the combination of the hardware capabilities of RISs and the SC technique of PD-NOMA has been investigated. In [15] and [16], the rate performance and user fairness of an RIS-assisted NOMA system are optimized by maximizing the minimum decoding signal-to-interference-plus-noise ratio (SINR) of all users, which is achieved by the joint optimization of the active and passive beamforming at the BS and the RIS, respectively. The authors in [17] considered an RIS-assisted multiple-input single-output (MISO) NOMA system where the cell-center users are served by using spatial division multiple access (SDMA) and the cell-edge users are served by RISs. In [18], by considering a priority-oriented design, an RIS-assisted SISO NOMA network is proposed, where the passive beamforming weights are designed at the RIS side in order to enhance the spectrum efficiency. In [19], the energy efficiency is enhanced in a downlink RIS-assisted NOMA system by jointly optimizing the user clustering, passive beamforming, and power allocation. The user fairness is considered in [20], where the authors investigated the
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joint optimization of power allocation, decoding order, and the RIS phase shifts to maximize the minimum user rate considering a total power constraint. In [21], the deployment and passive beamforming design of an RIS are investigated for an RIS-assisted MISO NOMA system, in order to maximize the energy efficiency under the constraint of preserving the individual data rate requirements for users. Joint optimization for the active beamforming matrices at the BS and the reflection coefficient vector at the RIS is utilized in [22] in order to minimize the total transmit power for a multi-cluster MISO NOMA networks. In [23], a multi-cluster RIS-assisted MIMO NOMA network is considered, where by designing its passive beamforming weights, the RIS is employed in a signal cancellation mode to eliminate the inter-cluster interference. The authors in [24] and [25] used stochastic geometry to investigate the coverage probability and ergodic rate of an RIS-assisted multi-cell NOMA networks for outdoor scenarios by using Poisson cluster process (PCP) model. The authors in [26] considered the combination of joint transmission coordinated multipoint (JT-CoMP) with the RIS technology in order to enhance the cell-edge user ergodic rate performance without degrading the performance of the cell-center user. In [27], the authors investigated the impact of the coherent and the random discrete phase-shifting designs on an RIS-assisted NOMA system. Finally, the authors in [28] considered the resource allocation problem in an RIS-assisted NOMA system, and jointly optimized the channel assignments, power allocation, decoding order, and RIS reflection coefficients, in order to maximize the system throughput.

B. Motivation and Contributions

In light of the above discussion, it can be noted that a common physical resource (PR) allocation scheme is followed by all of the previous works, which can be summarized as follows. The BS and RIS are both used to serve all users by using a single SC message, where all users are assumed to be in the field-of-view (FoV) of the RIS. Furthermore, by adjusting its reflection coefficients, the RIS is used as a single unit to serve all users jointly. Considering this PR allocation scheme, the main factor that limits the users’ performance becomes the mutual interference that underlies the SC technique, which can be seen clearly when the users are deployed randomly in and out of the FoV of the RIS. In such a users’ deployment scenario, not all users share the same PR (BS and RIS) and therefore, the use of a single SC message for all users adversely affects user fairness and unnecessarily amplifies the mutual interference between the users’ messages.

Against this background, we propose an RIS-assisted novel NOMA system, where a more efficient PR allocation scheme is proposed to enhance user fairness and effectively mitigate the impact of the mutual interference between users. In the proposed system, the users are grouped into two clusters, Cluster 1 (C1) contains all the users out of the FoV of the RIS, and Cluster 2 (C2) contains the ones inside it. The BS is dedicated to serve the users in C1 and the RIS is portioned into sub-surfaces, where each sub-surface is exploited to serve a different user in C2. The main contributions of this paper can be summarized as follows:

- To the best of the authors’ knowledge, this study considers the PR problem when the users are deployed in and out of the FoV of the RIS, for the first time. To address this issue, we propose a novel PR scheme that employs RIS partitioning to mitigate the mutual interference between the users in and out of the FoV of the RIS. This leads to an effective enhancement in the performance of all users in terms of ergodic rate, outage probability, fair distribution of the PRs among users, and simplifies the detection process.
- We formulate an RIS partitioning optimization problem to find a proper RIS slicing that maximizes the fairness among C2 users. Although the fact that the formulated problem is a non-convex and non-linear integer programming (NLIP) one, we exploit the structure of the problem, specifically the nature of transmission over the RIS, to provide a sub-optimal solution with marginal performance degradation. Note that, unlike the partitioning schemes adopted in [29] and [30], to obtain a scalable optimization framework for the phase-shift adjustment of large RISs, we partition the RIS so that each sub-surface works as a modulator and beamformer simultaneously. In this way, each sub-surface sends an independent data stream to the user assigned to it independently from the other sub-surfaces.
- We derive the exact and asymptotic outage probability expressions for users in C2. Accordingly, under the uniform partitioning scenario, we obtain the required number of RIS elements that need to be allocated for each user in C2 to obtain a given outage probability value for all users.
- With comprehensive computer simulations, we compare our proposed system with four different benchmark schemes and show the superiority of our proposed system in terms of the ergodic sum-rate, outage probability, and user fairness.

The rest of the paper is organized as follows. In Section III we introduce the system model and describe the transmission mechanism in detail. The outage probability and its asymptotic behaviour are formulated in Section III. In Section IV we introduce our proposed RIS partitioning approach and provide the system performance analysis of two special cases for the proposed system in different deployment scenarios. Computer simulations are provided in Section V followed by the conclusions in Section VI.

II. RIS PARTITIONING AND ROTATING: SYSTEM MODEL

Consider a downlink NOMA system where single-antenna users are served by a single-antenna BS and an RIS of $N = N_H N_V$ elements, where $N_H$ and $N_V$ denote the number

---

1Notation: Matrices and column vectors are denoted by an upper and lower case boldface letters, respectively. $X \in \mathbb{C}^{m \times k}$ denotes a complex-valued matrix $X$ with $m \times k$ size, where $X^T$ is the transpose and $[X]_{n, \bar{n}}$ is the $(n, \bar{n})$-th entry. $0_N$, $1_N$, $(0_N)^T$, $|\cdot|$, $\lfloor \cdot \rfloor$, and $\text{mod}(\cdot)$ are the $N$-dimensional all-zeros column vector, the $N \times N$ identity matrix, the binomial coefficient, the floor, ceiling, and modulus functions, respectively. $x \sim \mathcal{CN}(\mu, \sigma^2)$ stands for complex Gaussian distributed random variable (RV) with mean $\mathbb{E}[x] = \mu$ and variance $\text{VAR}[x] = \sigma^2$, $\mathbb{R}$, $\mathbb{Z}^+$, and $|S|$ are the set of real numbers, the set of positive integer numbers, and the cardinality of the set $S$, respectively.

2The RIS is deployed in the direct line-of-sight (LoS) of the BS to compensate for the high path loss associated with the RIS. This leads to a rank-one BS-RIS channel, where no multiplexing gain can be achieved by using multiple transmit antennas. Furthermore, it has been shown that the array gain vanishes as the number of users increases irrespective of the number of transmit antennas and RIS size, and the number of users that can be efficiently served is one [31].
of elements per row and per column, respectively. The users are assumed to be grouped into two clusters $C_1$ with $M_1$ users and $C_2$ with $M_2$ users, as shown in Fig. 1. The RIS is deployed close, yet in the far-field $^3$ to the BS in order to exploit the pure line-of-sight (LoS) channels and to make the use of a backhaul link from the BS to the RIS practical. Furthermore, denoting the $m^{th}$ user in $C_2$ by $U_{m,2}$, perfect channel state information (CSI) of the BS-RIS-$U_{m,2}$ link for all users in $C_2$ and the channel gains of all users in $C_1$ need to be available at the BS side, under the quasi-static flat-fading channels assumption. Although the fact that the perfect CSI assumption is practically challenging, nevertheless, it is adopted by the vast majority of the RIS-assisted NOMA works in the literature $^{[31], [34], [35]}$. Therefore, the CSI is assumed to be obtained by using one of the proposed methods in the literature $^{[36], [37]}$, and thus, the performance results provided in this study can serve as an upper bound to the ones achievable in practical implementation.

Instead of using a single SC message that combines all users’ symbols, the $C_1$ and $C_2$ users’ symbols are simultaneously transmitted over the BS direct link and the RIS reflection link, respectively, as follows.

A. The transmission of $C_1$ users’ symbols

Let $T_c$ denotes the duration of the channel coherence block, wherein all channels remain constant, while all channel coefficients are independent and identically distributed (i.i.d.) over different coherence blocks. Within $T_c$, the BS transmits $x$, which is the superposed signal of all symbols to be transmitted to $M_1$ users in $C_1$. As in conventional PD-NOMA, $x$ is constructed as follows:

$$ x = \sum_{m=1}^{M_1} \sqrt{P} \zeta_m x_m, \tag{1} $$

where $P$ is the transmit power, $\zeta_m$ and $x_m$ are the power allocation factor and the symbol to be transmitted to user $m$.

$^3$The $C_1$ and $C_2$ are the main clusters that identify the users who are out of the FoV of the RIS and served by the BS, and the ones who are in the FoV of the RIS and served by the RIS, respectively. Therefore, it is possible to use a second level of clustering inside these two main clusters $^{[32]}$, however, the investigation of such a scenario is out of the scope of this study.

$^4$The simplified system analysis, where for the the near-field assumption we need to consider the distances of the individual RIS elements from the BS and thus, the effective BS antenna area and the polarization mismatch associated with each RIS element $^{[33]}$.

in $C_1$ ($U_{m,1}$), respectively, where $\sum_{m=1}^{M_1} \zeta_m = 1$. Note that $x$ can be represented in the form $x = u e^{-j\theta_{M_1}}$, where $u = |x|$ is the amplitude and $\theta_{M_1} = \arg(x)$ is the angle. From (1), it is clear that $u$ and $\theta_{M_1}$ are both RVs, where $\theta_{M_1} \in [0, 2\pi)$ and $u \in \mathbb{R}$. Without loss of generality, in order to simplify our derivations, $u$ is assumed to be a constant value that is equal to unity, which can be achieved by the proper design of the constellations used to obtain $x_1$ and $x_2$ for $C_1$ users $^{[38], [39]}$. For example, consider the simple case of two users in $C_1$, where $x_1 \in \{\frac{1}{\sqrt{2}}(1 + j), \frac{1}{\sqrt{2}}(-1 - j)\}$ and $x_2 \in \{\frac{1}{\sqrt{2}}(1 - j), \frac{1}{\sqrt{2}}(-1 + j)\}$, then for any random values of $\zeta_1$ and $\zeta_2$ we obtain $u = |x|$, where $x \in \mathbb{R}$.

The signal received by each user $m$ in $C_1$ is given by

$$ \hat{y}_m = \tilde{v}_m x + \tilde{z}_m, \tag{2} $$

where $\tilde{v}_m$ is the BS-$U_{m,1}$ channel coefficient and $\tilde{z}_m$ is the additive white Gaussian noise (AWGN) sample at $U_{m,1}$.

From (2), it can be noted that there is no interference from $C_2$ users’ symbols received by $C_1$ users, due to the location of $C_1$ being behind the RIS. Although $C_1$ users still need to use SIC to recover their own signals, the SIC is performed with significantly less number of iterations due to the absence of $C_2$ users’ interference. This simplifies the detection process and effectively reduces the error propagation associated with the SIC technique. In this way, the system performance for the $M_1$ users in $C_1$ follows the one of the conventional PD-NOMA, therefore, its analysis is omitted in this study and we focus on the system performance of $C_2$. Nevertheless, we still perform the numerical simulations in Section V for the users in $C_1$ along with $C_2$ users to show that the proposed system enhances the performance of both $C_1$ and $C_2$ users compared to the benchmark systems.

B. The transmission of $C_2$ users’ symbols

Instead of using the SC technique to send the symbols of $C_2$ users in a single message from the BS, the symbol of each user $m$ is sent over the RIS reflection link independent from the symbols belong to the other users. Therefore, the RIS is partitioned into $M_2$ sub-surfaces, where each sub-surface $i$ has $N_i$ elements and is allocated to serve a specific user $m$ in $C_2$, for $i = m$, where $m = 1, 2, ..., M_2$. Specifically, each sub-surface $i = m$ remodulates the same impinging signal $x$ to reflect the $U_{m,2}$ symbol over the RIS-$U_{m,2}$ reflection link. Thus, by considering only a single reflection from the RIS elements $^{[40]}$ and within the same $T_c$, the signal received by each user $m$ in $C_2$ can be obtained as follows:

$$ y_m = \left[ R_{m,m}^T \Theta_m \tilde{h}_m + \sum_{i=1}^{M_2-1} R_{i,m}^T \Theta_i \tilde{h}_i + v_m \right] x + z_m, \tag{3} $$

where $z_m \sim \mathcal{CN}(0, \sigma_z^2)$ is the AWGN sample at $U_{m,2}$, $v_m$ is the BS-$U_{m,2}$ channel coefficient, $v_m \sim \mathcal{CN}(0, L_{BS})$, under Rayleigh fading assumption $^{[31], [41]}$, where $L_{BS}$ denotes the BS-$U_{m,2}$ Path gain. Assuming pure LoS links $^{[41]}$, $h_i \in \mathbb{C}^{N_i \times 1}$ is the BS-($i^{th}$ sub-surface) LoS channel vector with $|h_i|_n = \sqrt{L_{RIS}^{\text{LoS}} e^{-j\psi(n)}}$, where $L_{RIS}$ denote the path gain, $\psi(n) = (n-1)\sin(\psi_E)\sin(\psi_A)$, where $\psi_E$ and $\psi_A$ denote the LoS elevation and azimuth angles of arrival (AoAs) at the RIS, respectively $^{[31]}$. Since the RIS is deployed in the far-field of the BS, the path gain experienced by each element is assumed
to be the same, where the spacing between the elements is small compared to the BS-RIS distance. \( \mathbf{g}_{i,m} \in \mathbb{C}^{N_i \times 1} \) is the RIS \((i^{th} \text{ sub-surface})-U_{m,2} \) channel vector, \([\mathbf{g}_{i,m}]_n = \sqrt{L_{RIS}} g_{i,m}^{(n)} \), where \( g_{i,m}^{(n)} \) and \( L_{RIS} \) are the RIS \((i^{th} \text{ sub-surface} n^{th} \text{ element})-U_{m,2} \) small-scale fading coefficient and path gain, respectively. \( g_{i,m}^{(n)} = \beta_{i,m}^{(n)} e^{j\phi_{i,m}^{(n)}} \), where \( \beta_{i,m}^{(n)} \) and \( \phi_{i,m}^{(n)} \) denote the channel amplitude and phase, respectively. Thus, the overall RIS-U_{m,2} channel vector can be given as
\[
\mathbf{g}_m = [\mathbf{g}_{1,m} \cdots \mathbf{g}_{K_1,m} \cdots \mathbf{g}_{M_2,m}]^T \in \mathbb{C}^{N \times N},
\]
where \( \mathbf{R}_{RIS} \in \mathbb{C}^{N \times N} \) is the RIS spatial correlation matrix.

The BS transmission to the RIS sub-surfaces to reflect the symbol to be transmitted to U_{m} can be re-expressed as
\[
\mathbf{y}_m = \sqrt{L_{RIS}} \mathbf{R}_{RIS} \mathbf{g}_m = [\mathbf{g}_1 \cdots \mathbf{g}_n] \mathbf{R}_{RIS} \mathbf{g}_m = [\mathbf{g}_1 \cdots \mathbf{g}_n] \mathbf{R}\mathbf{g}_m.
\]

The first three terms in \((5)\) represent the amplitudes of the constructive combining, the intra-cluster, and inter-clusters interference, respectively. Furthermore, thanks to the remodulation process at the RIS, it can be noted that there is no interference from C_{1} users’ symbols received by C_{2} users over the RIS link.

In order to detect its PSK symbol, each user \( m \) in C_{2} is assumed to perform maximum likelihood (ML) detection in the presence of the interference coming from the other sub-surfaces \( i \neq m \) and the one comes from the BS, which are irremovable \([46]\) and considered as noise. In this way, for the detection process, user \( m \) in C_{2} needs to know the overall sum of the channel gains of the \( m^{th} \) sub-surface only. This, in turn, significantly reduces the training overhead and limits the spectrum efficiency degradation associated with it \([36], [37]\). Furthermore, by properly choosing the RIS size \([47]\), each user \( m \) in C_{2} relies on the amplification gain provided by its own sub-surface \( i = m \) to overcome the irremovable interference. Thus, the SINR for user \( m \) in C_{2} to decoded its own message is given by
\[
\text{SINR}_m = \frac{A_m}{I_m + \frac{1}{\rho}},
\]
where \( \rho = \frac{P_m}{I_m} \) denotes the transmit SNR, \( A_m \) and \( I_m \) denote the signal and total interference powers, respectively, and they are, from \((5)\), given as
\[
A_m = \sqrt{L_{RIS}} \sum_{n=1}^{N} \beta_{i,m}^{(n)},
\]
and \( I_{RIS} \) is given by
\[
I_{RIS} = \sqrt{L_{RIS}} \sum_{i \neq m} \sum_{n=1}^{N} \beta_{i,m}^{(n)} \phi_{i,m}^{(n)}. \]

From \((7)\), the instantaneous transmission rate for \( U_{m,2} \) and the sum-rate for the all \( M_2 \) users can be calculated, respectively, as follows:
\[
R_m = \log_2 (1 + \text{SINR}_m),
\]
\[
R = \sum_{m=1}^{M_2} R_m = \sum_{m=1}^{M_2} \log_2 (1 + \text{SINR}_m).
\]

In the following section we derive the outage probability for a given user \( m \) in C_{2}.

Remark 1. It can be verified from \((4)\) and \((5)\) that the number of users in C_{1} and C_{2} has no effect on the performance of the users belong to the other cluster, where the BS and RIS independently serve C_{1} and C_{2}, respectively. Furthermore, although the fact that the users in C_{2} still receive interference from the users in C_{1} through the BS-U_{m,1} link in addition to the sub-surfaces mutual interference, increasing the RIS size can effectively mitigate the impact of the overall interference on the users in C_{2} \([47]\). Furthermore, the sum-rate gain provided by the proposed system does not require that the users in C_{2} have different channel gains as is the case in conventional NOMA, which adds more flexibility to the system design. Finally, for the detection process, user \( m \) in C_{2} needs to know the overall sum of the channel gains of the \( m^{th} \) sub-surface only, which effectively reduces the training overhead.
in the channel estimation of the RIS channels.

III. OUTAGE PROBABILITY ANALYSIS

Denoting the data rate requirement for $U_{m,2}$ as $\gamma_m^*$, the outage probability for $U_{m,2}$ is given as

$$P_{out}^m = P(R_m < \gamma_m^*)$$  \hspace{1cm} (13)

By substituting (11) in (13), we obtain

$$P_{out}^m = P(\log_2 (1 + SINR_m) < \gamma_m^*) = P(\sinr_m < 2^\gamma_m^* - 1)$$  \hspace{1cm} (14)

Due to the spatial correlation between the RIS-U channels, and thus, the correlation through $\Theta$, it is challenging to derive the distribution of $\sinr_m$ [49]. Furthermore, by considering an inter-element separation of $\lambda/2$, where $\lambda$ is the wavelength of the operating frequency, the spatially correlated channels become close to the i.i.d. case [51]. This approximation is verified through Monte Carlo simulations in Section V where the ergodic-rates and outage probability curves with/without correlation are shown to be close to each other. In what follows the outage probability expression is given under the i.i.d Rayleigh fading channels assumption and thus, the obtained results can serve as an upper bound for the performance of the cases where the inter-element separation is less than $\lambda/2$ and the RIS channels are highly spatially-correlated.

**Proposition 1.** The closed-form outage probability expression of user $m$ in $C_2$, assuming uncorrelated channels $R_{RIS} = I_N$, is given by

$$P_{out}^m = 1 - Q_2\left(\frac{\mu_1}{s_1}, \sqrt{\frac{y}{s_1^2 + s_2^2}}\right) + \left(\frac{s_2^2}{s_1^2 + s_2^2}\right)^{\frac{1}{2}} \exp\left(-\frac{y}{2s_2^2}\right)$$

$$\times \exp\left(-\frac{\mu_1^2}{2(s_1^2 + s_2^2)}\right) Q_2\left(\frac{\mu_1}{s_1}, \sqrt{\frac{s_2^2}{s_1^2 + s_2^2} + \frac{y(s_1^2 + s_2^2)}{s_1^2 s_2^2}}\right)$$  \hspace{1cm} (15)

where $Q_k$ is the $k^{th}$ order generalized Marcum Q-function [52], $y = 2^\gamma_m^* - 1$, $\mu_1 = \sqrt{L_{RIS}^m N_m \gamma_m^*}$, $s_1^2 = L_{RIS}^m N_m \gamma_m^*$, and $s_2^2 = 0.5(2^\gamma_m^* - 1)(L_{RIS}^m (N - N_m) + L_{RIS}^m)$.  

**Proof.** See Appendix A. \hfill \(\blacksquare\)

Proposition 1 expresses the outage probability as a function of the transmit SNR and the ratio of $\sqrt{L_{RIS}^m N_m}$ to $\sqrt{L_{RIS}^m (N - N_m) + L_{RIS}^m}$, where these parameters reflect the amplification gain, the sub-surfaces interference, and the BS interference powers, respectively. To get more insight, we give the following corollaries that follow from Proposition 1.

**Corollary 1.** The asymptotic behaviour of the outage probability can be obtained, for $\rho \to \infty$ or $y \to 0$, as

$$P_{\infty}^m = \left(\frac{s_2^2}{s_1^2 + s_2^2}\right)^{\frac{1}{2}} \exp\left(-\frac{\mu_1^2}{2(s_1^2 + s_2^2)}\right).$$  \hspace{1cm} (16)

**Proof.** The proof follows directly from Proposition 1 by letting $y = 0$, where $Q_2(\alpha, 0) = 1$, $\forall \alpha$ [52]. \hfill \(\blacksquare\)

From Corollary 1, at high SNR, the outage probability performance improves exponentially with the ratio of the amplification gain to the overall interference associated with the RIS sub-surfaces and the BS links.

**Corollary 2.** Consider the case where the RIS is uniformly partitioned between $M_2 + 1$ users in $C_2$, where $N_m = N/(M_2 + 1), \forall i, m, \sqrt{L_{RIS}^m M_2 N_m} >> L_{RIS}^m$, and $\rho \to \infty$, then, the outage probability is given by

$$P_{\infty}^m = \left(\frac{2M_2}{2M_2 + 4 - \pi}\right)^{\frac{1}{2}} \exp\left(-\frac{\pi N_m}{2(2M_2 + 4 - \pi)}\right).$$  \hspace{1cm} (17)

for $M_2 >> 1$, [17] can be simplified to

$$P_{\infty}^m \approx e^{-\frac{\pi N_m}{4M_2}}.$$  \hspace{1cm} (18)

Thus, for a given $P_{\infty}^m$, the required $N_m$ for each user in $C_2$ can be obtained as

$$N_m \approx \left[-\frac{4M_2}{\pi} \ln(P_{\infty}^m)\right]^{-\frac{1}{2}}.$$  \hspace{1cm} (19)

**Proof.** The proof follows directly from Corollary 1 by letting $s_2^2 = 0.5(\sqrt{L_{RIS}^m (N - N_m)} + L_{RIS}^m) \approx 0.5 \sqrt{L_{RIS}^m M_2 N_m}$, where, without loss of generality, $\gamma_m^* = 1$ bit per channel use (bpcu).

Corollary 2 shows the outage probability performance at high SNR by considering only the mutual sub-surfaces interference impact. The BS link interference impact can be ignored by assuming large RIS size $N$ and/or $L_{RIS}^m > L_{RIS}^m$. It can clearly be seen from (18) that the outage probability performance improves exponentially in proportion to the ratio of the sub-surface size allocated to user $m$ to the number of the other served users ($M_2$). Although increasing $N_m$ for each user, and hence increasing $N$, increases the number of the interferer signals received by each user, the outage probability still decreases exponentially for all users. This can be explained by the fact that the interference is of the incoherent type where the interferer signals are combined constructively-destructively in a random way.

**Remark 2.** Interestingly, the impact of the mutual sub-surfaces’ interference between users can be effectively mitigated by increasing the overall RIS size for a given $M_2$ number of users in $C_2$. This is in contrast to the case of using SC, where increasing the transmit power has no effect on the mutual interference between the superposed symbols. Furthermore, it is worth noting that the outage probability in (15) can be generalized to the case where all the links, BS-RIS, BS-U$_m$, and RIS-U$_m$, are Rician fading channels. In this case, by considering the same derivation steps provided in Appendix A, we obtain $Y$ to be the difference of two independent and non-central chi-square random variables, which has the following characteristic function (CF) [53]

$$\Psi_y(w) = \exp\left(\frac{j w \mu_A}{1 - 2 j w \sigma_A}\right) \exp\left(\frac{-j w \mu_A^2}{1 + 2 j w \sigma_A}\right) \left(1 - 2 w \sigma_A^2\right)^{0.5} - 1,$$  \hspace{1cm} (20)

where $(\mu_A, \sigma_A)$ and $(\mu_1, \sigma_1)$ are the mean and standard deviation pairs of $A_m$ and $I_m$, respectively. Thus, by using Gil-Pelaez’s inversion formula, $P_{out}^m$ can be obtained as follows

$$P(Y < y) = \frac{1}{2} - \int_0^\infty \frac{\Im\{e^{-j w \Psi_y(w)}\}}{w \pi} dw,$$  \hspace{1cm} (21)
where the integration needs to be evaluated numerically with a suitable upper limit to avoid errors associated with the numerical calculations.

### IV. RIS PARTITIONING APPROACH AND SPECIAL CASES

In this section, we provide the approach we used to partition the RIS among $C_2$ users in order to maximize user fairness. Since each sub-surface of the RIS is allocated to serve a different user, each user $m$ in $C_2$ receives a huge number of interferer signals from the other sub-surfaces allocated to the other users. Therefore, a proper number of reflecting elements $(N_m)$ needs to be allocated for each user in order to guarantee maximum user fairness among them. In order to achieve this goal, we formulate an optimization problem where the Jain’s fairness index [55] is the objective function to be maximized and $N_1, \ldots, N_m, \ldots, N_{M_2}$ are the decision variables to be determined, as follows:

\[(P1) : \max_{N_1, \ldots, N_m, \ldots, N_{M_2}} \frac{1}{\frac{1}{\pi_2} \sum_{m=1}^{M_2} R_m}^2, \quad (20a)\]

subject to

\[\sum_{m=1}^{M_2} N_m = N, \quad N_m \in \{1, \ldots, N - (M_2 - 1)\}, \forall m, \quad (20b)\]

where $R_m = \mathbb{E}[R_m]$ is the ergodic rate of $U_{m,2}$, $\mathbb{E}[\cdot]$ is the statistical expectation operator over all the random channel realizations.

$(P1)$ is a non-convex feasible set represented by the constraint $(20b)$ that has combinatorial growth as $N$ increases. This makes $(P1)$ a non-convex combinatorial optimization problem which is very challenging to solve if we consider the fact that a LIP is generally a non-deterministic polynomial-time (NP) hard problem [56]. IP optimization problems are usually solved by using branch-and-bound with the relaxation of the integrality constraint on the decision variables [57], which is, in this case, invalid for $N_m$, the number of RIS elements allocated to $U_{m,2}$. On the other side, considering the exhaustive search solution, the complexity lies in the explosively large size of the feasible set represented by the constraint $(20b)$ which has $(N - 1)^{M_2}$ feasible points. This implies that the required searching loops to scan all the feasible points are at a complexity level of $O((N - 1)^{\min(M_2, N - M_2)})$, or $O((N - 1)^{M_2 - 1})$ if we considered the fact that $N \gg M_2$. Nevertheless, in order to shrink the size of the feasible set and thus, make the exhaustive search a practical method to solve $(P1)$, we exploit the structure of the problem, specifically the nature of the transmission over the RIS, to bound the feasible set in $(20b)$, as follows.

First, the number of RIS elements $(N_m)$ allocated to any user $m$ in $C_2$ cannot be randomly small, otherwise, the irremovable interference power from the other sub-surfaces overpowers the amplification power from the $m$th sub-surface. Motivated by the so-called interference temperature [58], a signal-to-interference power constraint (SIPC) [46] needs to be considered to protect each user $U_{m,2}$ from the interference belong to the other users. Based on the SIPC threshold, there is a minimum number of RIS elements $N_{thr}$ that can be allocated for any user $m$ in $C_2$ to protect it from the interference power associated with the remaining part of the RIS $(N - N_{thr})$. This means that the feasible set in $(20b)$ needs to have $N_{thr}$ (rather than unity) as the minimum element in the set, which in turn shrinks the size of the feasible set to $(N - N_{thr})^{M_2 - 1}$ feasible points. Second, instead of considering a step size of one between any two successive elements in the feasible set of $(20b)$, an adjustable step size $b$ is considered, which reduces the feasible set further to $(N - N_{thr})^{M_2 - 1}$ feasible points, where $\frac{N - N_{thr}}{b}$ needs to be an integer. Third, as in the power allocation of classical PD-NOMA, more RIS elements need to be allocated to the user with the weakest RIS-U$_{m,2}$ channel gain. Hence, the users need to be ordered according to their distances from the RIS, where $U_{m,2}$ is the $m$th farthest user from the RIS and thus, the user with the $m$th weakest RIS-U$_{m,2}$ channel gain. By considering the previously mentioned three bounding modifications on the feasible set in $(20b)$, $(P1)$ can be reformulated to obtain the following new optimization problem:

\[(P1.1) : \max_{N_1, \ldots, N_m, \ldots, N_{M_2}} \frac{1}{\frac{1}{\pi_2} \sum_{m=1}^{M_2} R_m}^2, \quad (21a)\]

subject to

\[\sum_{m=1}^{M_2} N_m = N, \quad N_m \in \mathcal{N}, \quad \forall m, \quad \mathcal{N} = \{N_{thr}, N_{thr} + 1b, N_{thr} + 2b, \ldots, N - N_{thr}(M_2 - 1)\}, \mathcal{N} \subset \mathbb{Z}^+, \quad (21b)\]

\[N_1 \geq N_2 \ldots \geq N_{M_2}, \quad (21c)\]

By considering $(P1.1)$, it can be observed that the combinatorial growth of the feasible set of $(P1)$ is significantly limited by the three modifications considered on the constraint $(20b)$, which in turn effectively reduces the search space. In what follows, we formulate two new optimization problems to find the proper $N_{thr}$ and $b$ for $(P1.1)$:

\[(P1.1.1) : \min_{N_{thr}, b} N_{thr}, \quad (22a)\]

subject to

\[P(A_m|N_m = N_{thr}) \leq q |I_{RIS}|_{M_2 = 2, i \neq m}^2 \leq \epsilon \quad (22b)\]

\[M_2 N_{thr} \leq N \quad (22c)\]

Here, the motivation behind the constraint $(22b)$ can be explained by the fact that from each user $U_{m,2}$ perspective, the RIS appears to be partitioned into two parts, the first part (with $N_{thr}$ elements) that amplifies the signal of $U_{m,2}$, and the second part (with $N - N_{thr}$ elements) where the interference associated with the other users comes from. Thus, regardless of the noise and the BS-U$_{m,2}$ interference, the constraint $(22b)$ ensures that for any user $U_{m,2}$ with $N_{thr}$ RIS elements allocation, there is a low probability $\epsilon << 1$ that the interference power associated with the $N - N_{thr}$ part can be higher (by a factor of $q$) than the amplification power associated with the $N_{thr}$ part. The two parameters $\epsilon$ and $q$ need to be adjusted accordingly to the size of the RIS and the number of users in $C_2$. Furthermore, the probability given in $(22b)$ can be obtained from [16] by letting $L_{thr}^{BS} = 0$ and $\gamma_{m,2} = 1$, as it is illustrated in Algorithm 1. The constraint $(22c)$ ensures that for a given $N$, $N_{thr}$ needs to have a small enough value such that all the $M_2$ users can have (at least) the same allocation of $N_{thr}$ RIS elements, otherwise, $N$ need to be increased. In what follows we formulate an optimization problem to find...
the proper step size $b$ for (P1.1).

\begin{equation}
\text{(P1.1.2): max } b, \text{ s.t. } R_m(N_{th} + b) - R_m(N_{th}) \leq \bar{r},
\end{equation}

where $R_m(N_{th} + b)$ and $R_m(N_{th})$ are obtained from (1) with simple modifications, as illustrated in Algorithm 2.

After determining $N_{th}$ in (P1.1.1), in (P1.1.2) we aim to find the maximum increment $b$ that can be added to $N_{th}$ to get, accordingly, an ergodic rate increment upper-bounded by $\bar{r}$ b/s/Hz. Thus, $b$ corresponds to the step size of the exhaustive search that ensures a maximum of $\bar{r}$ ergodic-rate resolution. In (23b), due to the fact that the users in $C_2$ experience different SNR values and different BS-U$_{m,2}$ interference power levels, the ergodic rate difference is calculated in the absence of the noise and the BS-U$_{m,2}$ interference effects. In this way, $b$ determined from (P1.1.2) ensures that in the presence of noise and BS-U$_{m,2}$ interference, the search resolution to solve (P1.1) does not exceed $\bar{r}$, for all users. Hence, $\bar{r}$ needs to be adjusted according to the RIS size and number of users in $C_2$.

### A. RIS Partitioning Algorithms

Note that Algorithm 3 is the main algorithm to obtain the RIS sub-optimum partition $N_1, N_2, ..., N_M$. Nevertheless, Algorithms 1, 2, and 3 need to be applied in order, where Algorithm 1 is used first to obtain $N_{th}$, which is the input of Algorithm 2. In the same way, Algorithm 2 is used to obtain $b$, then, $N_{th}$ and $b$ are used as inputs to Algorithm 3, which can be summarized as follows. First, the set $S$ is constructed according to the constraints (21b) and (21c). The elements of $S$ are the possible partitions the RIS can be partitioned into. When $b = 1$ is used in (21b), $S$ contains all the possible partitions and the solution of the algorithm is a globally optimal solution, otherwise, for $b > 1$, the solution is a sub-optimal one. Second, for each partition $s$ in $S$, the ergodic transmission rate $R_m$ for all $M_2$ users are calculated and stored in the set $R_s$. Third, for each partition $s$, Jain’s index is calculated from $R_s$ and stored in the set $J$. Finally, the partition $s^*$ associated with the maximum Jain’s index is chosen as the optimum partition, and the set $S^*$ contains the optimum number of RIS elements $N_m^*$ needs to be allocated to each user $m$ in $C_2$.

The convergence of the three algorithms is guaranteed as all algorithms have a predetermined finite number of iterations. Specifically, Algorithms 1 and 2 have $I_1 = N/M_2$ and $I_2 = N - M_2N_{th}$ maximum number of iterations, respectively. Likewise, Algorithm 3 has a maximum upper bound number of iterations $I_3 = 2(N - M_2N_{th}/M_2-1)$, which can be verified from the constraints (21b) and (21c) of (P1.1).

From the convergence analysis above, the computational complexity for Algorithm $i$, $i \in \{1, 2, 3\}$, can be given as $O(C_iI_i)$, where $C_i$ is the computational complexity of the functions inside the loops and $I_i$ is the number of iterations for all loops, which is given above for each algorithm. By considering the required number of complex multiplications (CMs) as a metric, we obtain $N^2 + N$ as the number of CMs required to construct $A_m$ and $I_m/I_{RIS}$ in Algorithms 1

### Algorithm 1 Solves (P1.1.1) to find $N_{th}$.

**Require:** $L_{RIS}^m$, $M_2$, $N$, $q$, $\epsilon$.

1. Initialize $N_{th} = 1$, $m = 1$, $i = 2$.
2. repeat
   3. $N_{th} = \sqrt{L_{RIS}^mN_{th}qN - N_{th}}$, $s_m = L_{RIS}^mN_{th}1-q$, $s_1 = 0.5L_{RIS}^mq(N - N_{th})$.
5. $N_{th} = N_{th} + 1$.
6. while $P_m <= \epsilon$ and $M_2N_{th} <= N$.
7. return $N_{th} = N_{th} - 1$.

### Algorithm 2 Solves (P1.1.2) to find the step size $b$.

**Require:** $N$, $N_{th}$, $\bar{r}$, $\beta(m, n, \beta_f, \phi_{i,m}, \Phi_i, \forall i, n, m$.

1. Initialize $b = 1$.
2. $R_{N_{th}} = \log_2 \left(1 + \frac{A_m|N_m|N_{th}}{|R|N(N - N_{th})} \right)$. Perform the expectation over $10^4$ random channel realizations [59].
3. repeat
   4. $R_{N_{th} + b} = \log_2 \left(1 + \frac{A_m|N_m|N_{th} + b}{|R|N(N - N_{th} - b)} \right)$.
5. $\bar{r}_diff = R_{N_{th} + b} - R_{N_{th}}$.
6. $b = b + 1$.
7. while $\bar{r}_diff \leq \bar{r}$ and $b \leq N - M_2N_{th}$.
8. return $b = b - 1$.

### Algorithm 3 RIS partitioning algorithm to solve (P1.1)

**Require:** $b$, $N_{th}$, $N$, $M_2$, $L_{RIS}^m$, $\rho$, $\psi_m$, $\beta_f$, $\phi_{i,m}$, $\Phi_i$, $\forall i, n, m$.

1. Construct the set $N$ in the constraint (21b).
2. According to the constraint (21b), construct the set $S$ by finding all the solutions of $\sum_{m=1}^{M_2} N_m = N$, and excluding the ones that do not satisfy (21c). Thus, $S = \{S(1), ..., S(s), ..., S(|S|)\}$, where $S(s) = \{N_1^{(s)}, ..., N_{M_2}^{(s)}\}$ corresponds to the RIS partition $s$, $S(s) \subset N$, $\forall s$.
3. Construct the new sets $R(1), ..., R(s), ..., R(|S|)$, where $R(s) = \{0\}, \forall s$.
4. for $s = 1 : |S|$ do
   5. for $m = 1 : M_2$ do
   6. $R_m = \log_2 \left(1 + \frac{A_m|N_m|}{|R(N)|} \right)$, where $N_i, N_m \in S(s), \forall i, m$. Perform the expectation over $10^4$ random channel realizations.
   7. $R(s) = R(s) \cup \{R_m\}$.
8. end for
9. end for
10. Construct a new set $J = \{0\}$.
11. for $s = 1 : |S|$ do
   12. $J = \frac{1}{M_2} \sum_{m=1}^{M_2} \frac{1}{R_m^s}$, where $R_m\in R(s), \forall m$.
   13. $J = J \cup \{J\}$.
14. end for
15. $J^* = \arg \max_{J} J(j)$
16. return $\tilde{S}^{(J^*)} = \{N_1^{(J^*)}, N_2^{(J^*)}, ..., N_{M_2}^{(J^*)}\}$. 

and 2, where we considered the vector-matrix multiplication form given in (3). Consequently, for Algorithm 2, we obtain $\tilde{I}_2(N^2 + N) = (N - M_2N_{th})(N^2 + N)$ required number of CMs, hence, a complexity level of $O_2(N^3)$. Likewise, for Algorithm 3, we have $0.5\tilde{I}_2(N^2 + N) = \left(\frac{N - N_{th}M_2^{-1}}{M_2^{-1}}\right)(N^2 + N)$, hence, a complexity level of $O_2(N^2\left(\frac{N - N_{th}M_2^{-1}}{M_2^{-1}}\right))$, where we considered only the first loop that requires CMs. For Algorithm 1, which has no CMs, the complexity level associated with $C_1$ depends on the type of the used algorithm.

Remark 3. Note that the partitioning process (Algorithms 1, 2, and 3) needs to be updated only when the RIS size $N$, transmit power $P$, number of users $M_2$ in $C_2$, or the distances of users from the RIS/BS changes. This significantly reduces the computational complexity cost associated with performing these algorithms as the mentioned parameters slowly change with time. Furthermore, a minimum data rate requirement for all or individual users can be straightforwardly included in the algorithms. Particularly, such a constraint can be included in Algorithm 1 to replace the constraint (22b).

B. Special Cases with Different Number of Users in Clusters

Here, in addition to the general case introduced in Section II we consider the system performance analysis for particular cases in order to shed some light on the performance of the proposed scheme under different settings, as follows.

i) All users are located in $C_2$: In this scenario $M_1 = 0$, and the same transmission mechanism described in Section II is used here with the following single modification. Since there are no users in $C_1$, the BS is assumed to transmit $x = \sqrt{P_\text{BS}}$, where $\tilde{x}$ is a predetermined symbol. Thus, assuming $v_m$ is known at the receiver side, the signal $v_m\tilde{x}$ received by each user $m$ in $C_2$ over the BS-U$_{m,2}$ link can be removed easily. Furthermore, over the RIS-U$_{m,2}$ link, each sub-surface $i = m$ of the RIS remodulates $\tilde{x}$ to reflect the PSK symbol to be transmitted to U$_{m,2}$ as described in Section II. Without loss of generality, an unmodulated carrier signal can be sent from the BS and, in this case, the BS can be compensated by a single RF signal generator (SG), which simplifies the transmitter architecture. Furthermore, $R_m$ and $P_{out}^\text{m}$ can be obtained from (11) and (15), respectively, by letting $v_m = 0$ ($L_{\text{BS}}^m = 0$). Likewise, for the asymptotic behaviour at high SNR, $P_{out}^\text{m}$ can be directly obtained from (17) and (15) by considering the uniform partitioning of the RIS elements to guarantee maximum user fairness.

ii) Each cluster has a single user: In this scenario, U$_{1,1}$ and U$_{1,2}$ are the only users in C$_1$ and C$_2$, respectively. Therefore, the BS transmits $x = \sqrt{P_\text{BS}x_1}$, and U$_{1,1}$ experience the same performance in a SISO system. On the other side, the RIS (as a single unit) remodulates $x$ and reflects the PSK symbol to be transmitted to U$_{1,2}$, as described in Section II. Since the whole surface is allocated for U$_{1,2}$, $R_m$, $P_{out}^\text{m}$, and $P_{out}^\text{m}$ can be obtained from (11), (15), and (16), respectively, by omitting the sub-surfaces interference term $I_{\text{RIS}} = 0$ and letting $N_1 = N$.

V. Simulation Results

In this section, we provide computer simulation results for the proposed scheme against the following four benchmark schemes: the time division multiple access (TDMA) as an OMA scheme, where the BS serves, with full power $P$, each user in its time slot with/without the RIS. PD-NOMA scheme, where the SC message is constructed as in [1]. Finally, the RIS-assisted SISO NOMA scheme proposed in [15], [16].

For TDMA and classical NOMA schemes, in order to achieve maximum user fairness, we optimize the time and power allocation, respectively, at the transmitter side using exhaustive search. In order to guarantee a fair comparison, we consider the maximum fairness between users as the common threshold for all schemes, while the comparison lies in the ergodic transmission rates and outage probability performance. In what follows, we describe the path loss models and other simulation parameters.

For the BS-U$_{m,c}$ link, where $c$ denotes the cluster number, we obtain the path loss as $(L_{\text{BS}}^m)^{-1} = C_0 \left(d_{m,c}/D_0\right)^\alpha$ [40], where $C_0 = -30$ dB is the path gain at the reference distance $D_0 = 1$ m. $d_{m,c}$ is the BS-U$_{m,c}$ distance, and $\alpha = -3.5$ is the path gain exponent. For the BS-RIS-U$_{m,2}$ link, we consider that the RIS is located in the far-field with respect to the BS by ensuring that $r_s = \left[\frac{\lambda}{2\pi}\right]$ [60], thus, we obtain the path loss (with maximum gain RIS elements) as $(L_{\text{RIS}}^m)^{-1} = \lambda^4/(256\pi^2r_s^2\gamma_{\text{RIS}}^2)$ [61], where $r_s$ and $r_m$ are the BS-RIS (the center point) and the RIS (the center point)-U$_{m,2}$ distances, all in meters, respectively. Due to the small spacing distances between the RIS elements compared to $r_s$ and $r_m$, we consider $r_s$ and $r_m$ for the path loss calculations, consequently, the path losses for all the RIS elements are considered the same. In Table I, we give the users’ distances from the BS and RIS, for different deployment scenarios, which are the used distances in our simulations, unless stated otherwise. The entries of the spatial correlation matrix are given as $|R_{\text{RIS}}^n,\tilde{n}| = \sin(2\|u_n - u_\tilde{n}\|/\lambda)$, $n, \tilde{n} = 1, ..., N\{51\}$, where $\lambda$ is calculated for a 1.8 Ghz operating frequency, $\sin(\alpha) = \sin(\pi\alpha)/(|\pi\alpha|)$ is the sinc function, $u_n = [0, i(n)d_i, i(n)d_w]^T$, where $i(n)$, $i(d_i)$, and $d_w$ are the horizontal index, vertical index, length, and width of the element $n$, respectively, $i(n) = \text{mod}(n - 1, N_H)$, $i(n) = \text{mod}(n - 1, N_H)$. Furthermore, the noise power is assumed to be fixed and identical for all users in $C_1$ and $C_2$, $\sigma^2 = -90$ dBm, $\sigma_n$, and the simulations are performed with $10^4$ random channel realizations.

Fig. 7 illustrates the performance of the sub-optimal solution to (P1), which is represented by Algorithms 1, 2, and 3 to solve (P1.1) (the reformulated version of (P1)). Here, for each given $P$ value, we consider multiple users in $C_2$ where the RIS needs to be partitioned among them to maximize the user fairness.

| Users’ deployment | $d_{1,1}$ | $d_{2,1}$ | $d_{1,2}$ | $d_{2,2}$ |
|-------------------|----------|----------|----------|----------|
| $M_1 = 0, M_2 = 2$ | -        | 150, 146 | 150, 146 | 250, 254 |
| $M_1 = 1, M_2 = 1$ | 150, 146 | -        | 100, 104 | 200, 204 |
| $M_1 = 2, M_2 = 2$ | 150, 146 | 100, 104 | -        | 200, 204 |

$^7$This work does not consider the spatial correlation for the RIS channels in the obtained power allocation solution. Nevertheless, spatially correlated channels are used in our simulations of this benchmark scheme.
TABLE II
RIS PARTITIONING ALGORITHMS: INPUT PARAMETERS AND OUTCOMES.

| N, M2 | Nthr, q, ε | b, r | |S|/|S| |
|-------|------------|------|-----------------|
| 50, 2 | 15, 1, 0.1 | 2.0, 3 | 8/49 |
| 64, 3 | 14, 1, 0.1 | 1, 0.1 | 40/210 |
| 80, 4 | 15, 1, 0.1 | 1, 0.1 | 64/969 |
| 100, 2 | 21, 1.5, 0.1 | 5, 0.5 | 5/999 |
| 200, 2 | 32, 1.5, 0.05 | 10, 0.7 | 6/199 |

Fig. 2. The performance of the RIS partitioning algorithms with different N and M2 values.

Fig. 3. Outage probability performance with different N values, for (a) the general case, M2 = 2, M1 ≥ 1, and a targeted transmission rate of 0.75 bpcu for all users, (b) different numbers of users in C2 with uniform partitioning, obtained from [18].

Table II shows that Algorithms 1 and 2 reduce the search space for Algorithm 3 significantly, where |S|/|S| denote the number of possible partitions provided by the sub-optimal/optimal solution of Algorithm 3. This makes the exhaustive search a practical solution to solve (P1) and find the proper RIS partition.

Fig. 4. The comparison of the proposed and benchmark schemes with M1 = 0 and M2 = 2, in terms of (a) ergodic rate with N = 40, (b) the outage probability, with a targeted transmission rate of 1.2 bpcu for all users, and N = 40.

Fig. 5. The comparison of the proposed scheme with the RIS-OMA (TDMA) and RIS-NOMA benchmark schemes, with M1 = M2 = 1 and N = 40, in terms of (a) ergodic rate, (b) outage probability, with a targeted transmission rate of 1.2 bpcu for all users.

In terms of the ergodic rate, it can be seen that the proposed algorithms achieve a result close to the perfect user fairness between the users with different N values. Furthermore, Table II shows that Algorithms 1 and 2 reduce the search space for Algorithm 3 significantly, where |S|/|S| denote the number of possible partitions provided by the sub-optimal/optimal solution of Algorithm 3. This makes the exhaustive search a practical solution to solve (P1) and find the proper RIS partition.

Fig. 3(a) shows the outage probability performance for the general case, with different N values. Note that, as the performance improves with the increase of N, the saturation happens at the high SNR region due to the interference coming from BS and sub-surfaces. It can be also seen that the theoretical and simulation curves are in perfect agreement with each other. Furthermore, it can be noted that the i.i.d. approximation of the RIS-U_m,2 channels is accurate, where the curves with/without spatial correlation are perfectly matched. Fig. 3(b) shows the outage probability performance of users in C2 versus the number of users M2, where the RIS is partitioned uniformly between all users as stated in Corollary 2. It is worth noting that, although the ratio of the amplification to the interferer signals is the same, increasing the RIS size enhances the performance of all users due to the nature of the incoherent interference. In what follows we compare the proposed scheme with different benchmark schemes by considering the two special cases introduced in Section IV-B and the general case introduced in Section II.

In Figs. 4 (a) and (b), we consider the first case with N = 40, M1 = 0, and M2 = 2. As it is shown in Fig. 4(a), all the schemes achieve almost the same user fairness, nevertheless, the proposed scheme shines out with an improvement in the required P of 8 dB compared to the RIS-NOMA scheme and 14 dB compared to TDMA-OMA and PD-NOMA schemes. However, the performance gain achieved by the proposed scheme is bounded by a saturation point due to the mutual sub-surfaces interference. It can be also noted that the discrete phase shift adjustment with only 8 phase shift levels achieves almost the same performance as in the continuous case, where, assuming uniform quantization for the interval [0, 2π), 3 bits are used to select the phase shift from Z = 2^8 levels in the finite set \( F = \{0, \Delta \Phi, ..., \Delta \Phi(Z - 1)\} \), where \( \Delta \Phi = \frac{2\pi}{64} \). Fig. 4(b) shows the outage probability comparison with a targeted transmission rate of 1.2 bpcu for all users. It can be seen that the proposed scheme outperforms the benchmark schemes with a around 20 dB in the required P for both users before the saturation region.

In Figs. 5(a) and (b), we consider the second case with N = 40 and M1 = M2 = 1, as follows. Fig. 5(a) shows...
that $U_{1,1}$ in the proposed scheme and $U_{1,1}$ and $U_{1,2}$ in the RIS-NOMA scheme, achieve almost the same ergodic rate performance, with a 2 dB improvement in the required $P$ for the proposed scheme at the high SNR region. On the other hand, $U_{1,2}$ in the proposed scheme achieves a 12-24 dB improvement compared to the other users when there is no phase estimation errors, which can be explained by the asymptotic squared power gain of $O(N^2)$ the RIS provides to $U_{1,2}$ \(^{40}\). However, there is a saturation point for the performance of $U_{1,2}$ due to the BS-$U_{1,2}$ interference link. Considering the user fairness, contrary to might be concluded for the first glance from Fig. 5(a), the proposed scheme achieves the maximum user fairness, which can be explained as follows. Since the communication link over the RIS is blocked for $U_{1,1}$ in both schemes, the most efficient option, in terms of the sum-rate performance and user fairness, is to fully allocate the RIS to serve $U_{1,2}$ and the BS to serve $U_{1,1}$ in both schemes, which is what the proposed scheme basically does. On the other side, the use of SC in the benchmark scheme makes the RIS amplifies the interference from $U_{1,1}$ to $U_{1,2}$ without any benefit for $U_{1,1}$, which is unfair to $U_{1,2}$. In Fig. 5(b), $U_{1,2}$ in the proposed scheme outperforms the other users in both schemes in terms of the outage probability with a remarkable improvement of 20-35 dB in the required $P$, while the other users achieve the same performance, which agrees with the ergodic rate results shown in Fig. 5(a).

For the phase estimation errors, we consider the von Mises distribution, where $\kappa$ is the concentration parameter. It can be seen from Figs. 5(a) and 5(b) that the benchmark schemes are considerably less sensitive to the phase estimation errors compared to the proposed scheme, which can be explained as follows. The benchmark schemes, unlike the proposed one, have a direct information link which, with this small RIS size, dominates the RIS link and therefore, the performance loss due to the phase estimation errors does not appear clearly. With a larger RIS size that makes the BS-RIS-$U_{m,2}$ reflection link dominate, the benchmark schemes are also expected to experience a similar performance behavior, with the phase estimation errors.

Finally, in Figs. 6(a)-(c), we consider the general case of four users for the proposed and NOMA schemes. Fig. 6(a) shows the ergodic rate performance for all users, where almost maximum user fairness is achieved by the NOMA scheme. On the other side, the proposed scheme provides a close to the maximum fairness performance when all users are located in $C_2$, $M_1 = 0, M_2 = 4$, with $N = 80$. A better user fairness performance is noted for $M_1 = 2, M_2 = 2$, and $N = 40$ between the two users in each cluster, which corresponds to the maximum fairness between all the four users due to the same reasons explained in the discussion of Fig. 5(a). Furthermore, when $M_1 = M_2 = 2, N = 40$, the performance of the proposed scheme outperforms the one of NOMA scheme for each user significantly, with more than 12 dB and 22 dB improvement for the two users in $C_1$ and the two users in $C_2$, respectively. On the other side, when $M_1 = 0, M_2 = 4, N = 80$, 18 dB gain is observed compared to NOMA scheme, with a 4 dB less gain compared to the previous case due to the mutual sub-surfaces interference. Overall, for both users’ deployment scenarios, an improvement of 18 dB in the ergodic sum-rate is achieved by the proposed scheme compared to the NOMA scheme, as shown in Fig. 6(b). In Fig. 6(c), when $M_1 = M_2 = 2, N = 40$, the proposed scheme outperforms NOMA scheme in the outage probability performance with around 22 dB in the required $P$ for the first and second users in $C_2$, and around 5 dB and 10 dB for the first and second users in $C_1$, respectively. For the case where $M_1 = 0, M_2 = 4, N = 80$, the proposed scheme outperforms the NOMA scheme with 22 dB until the saturation region.

VI. CONCLUSION

In this paper, we have introduced a novel downlink NOMA solution with RIS partitioning in order to mitigate the mutual interference between users in a local beyond 5G network. In the proposed system, the ergodic rates and outage probabilities of all users are enhanced and the user fairness is maximized by the fair and efficient distribution of the PR among users. The potential of the proposed PR distribution is perfectly illustrated in Fig. 5 where the BS and RIS are used in a very efficient way compared to the classical use of the SC technique. Furthermore, we have proposed three efficient searching algorithms to, sequentially, obtain a sub-optimal solution for the RIS partitioning optimization problem, with insignificant
performance degradation. By considering different users’ deployment scenarios, it was shown that the proposed system provides remarkable performance gain in all of the considered different environment settings. We have derived the exact and asymptotic outage probability expressions for the proposed system in all the cases including the effect of the number of users in C2 and the RIS size. The computer simulations show that the proposed system outperforms the OMA, RIS-OMA, NOMA, and RIS-NOMA benchmark systems significantly, in terms of outage probability, ergodic rates of all users, and user fairness. Finally, removing the sub-surfaces and/or the BS interference for C2 users appears as a future research direction that is worth investigating.

APPENDIX A

PROOF OF PROPOSITION 1

From (14), we obtain

\[
P_{\text{out}} = \left( \frac{A_m}{I_m + \frac{\beta}{p}} \right)^2 < 2^{\gamma_m} - 1
\]

\[
= \mathbb{P}\{ Y < y \}
\]

(24)

where

\[
Y = A_m - I_m, \quad y = 2^{\gamma_m} - 1, \quad \text{and} \quad I_m \quad \text{is given by}
\]

\[
I_m = (2^{\gamma_m} - 1)I_m = \sqrt{(2^{\gamma_m} - 1)(I_{\text{RIS}} + v_m)}
\]

(25)

From (24), we note that the outage probability is equivalent to the cumulative distribution function (CDF) of Y. In order to find the CDF of Y, we first find the distribution of the RVs \( A_m \) and \( I_m \), as follows. By considering (8), we note that \( \beta_{m,m}^{(n)} \) is a Rayleigh distributed RV with a mean \( \mathbb{E}[\beta_{m,m}^{(n)}] = \sqrt{\pi}/2 \), and a variance \( \text{VAR} [\beta_{m,m}^{(n)}] = (4 - \pi)/4 \).

According to the central limit theorem (CLT), for \( N_m \gg 1 \), the term inside the squared parenthesis is a Gaussian RV, \( \sim \mathcal{N}(\sqrt{\mathbb{E}[\beta_{m,m}^{(n)}]}^{2}, \mathbb{E}[I_{\text{RIS}} + v_m]) \). Thus, \( A_m \) is a non-central chi-square \( (\chi^2) \) RV with one degree of freedom. Likewise, by considering (10), for \( N - N_m \gg 1 \), \( I_{\text{RIS}} \) is a Gaussian RV, \( I_{\text{RIS}} \sim \mathcal{N}(0, I_{\text{RIS}}^2(N - N_m)) \). Consequently, the constant-scaled sum of the two independent Gaussian RVs in (25), \( \sqrt{(2^{\gamma_m} - 1)(I_{\text{RIS}} + v_m)} \), is a Gaussian RV, \( \sim \mathcal{N}(0, (2^{\gamma_m} - 1)(I_{\text{RIS}}^2(N - N_m) + I_{m}^2)) \). Thus, \( I_m \) is a central \( \chi^2 \) RV with two degrees of freedom, and consequently, \( Y \) is the difference of a non-central and central independent \( \chi^2 \) RVs, whose CDF is given in [15] [63]. This completes the proof of Proposition 1.
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