Design metastability in high-entropy alloys by tailoring unstable fault energies
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Metastable alloys with transformation-/twinning-induced plasticity (TRIP/TWIP) can overcome the strength-ductility trade-off in structural materials. Originated from the development of traditional alloys, the intrinsic stacking fault energy (ISFE) has been applied to tailor TRIP/TWIP in high-entropy alloys (HEAs) but with limited quantitative success. Here, we demonstrate a strategy for designing metastable HEAs and validate its effectiveness by discovering seven alloys with experimentally observed metastability for TRIP/TWIP. We propose unstable fault energies as the more effective design metric and attribute the deformation mechanism of metastable face-centered cubic alloys to unstable martensite fault energy (UMFE)/unstable twin fault energy (UTFE) rather than ISFE. Among the studied HEAs and steels, the traditional ISFE criterion fails in more than half of the cases, while the UMFE/UTFE criterion accurately predicts the deformation mechanisms in all cases. The UMFE/UTFE criterion provides an effective paradigm for developing metastable alloys with TRIP/TWIP for an enhanced strength-ductility synergy.

INTRODUCTION

Developing alloys with a combination of high strength and ductility is the paramount goal in structural materials engineering. However, most strengthening mechanisms, such as precipitation and solid solution hardening, are detrimental to ductility (1, 2). Metastability engineering (3, 4) has been demonstrated to be an effective strategy to overcome the strength-ductility trade-off in ferrous alloys (5) by introducing interface hardening from a dual-phase structure and transformation- or twinning-induced plasticity (TRIP/TWIP). During deformation, martensite/twin formation provides alternative pathways for partial dislocations to glide, and the newly formed phase/twin boundary reduces the dislocation mean free path, leading to the dynamic Hall-Petch effect (6). Recently, metastability engineering has also been used in developing high-entropy alloys (HEAs) (3, 4) that contain multiple principal elements (7–11). The concept of HEAs offers a vast composition space and brings a previously undiscovered path for developing advanced materials with promising properties, such as excellent corrosion resistance (12), high strength (11), and biocompatibility (13). In terms of the mechanical properties, the combination of “HEA effects,” such as the severe lattice distortion and solid solution strengthening, and the metastable engineering leads to HEAs with high strength and excellent ductility (14). Nonetheless, the effective design of HEAs with desired microstructure and deformation mechanisms is still a formidable challenge.

HEAs represent a paradigm shift in materials research from the corner of phase diagrams to the central region of the high-dimensional phase space. Facing with the astronomical design space, the computational-aided design offers a more efficient way than the Edisonian approach for exploring composition-process-structure relationships in HEAs (15–17). For example, a variety of effective computational approaches, such as phenomenological parameters (18), machine learning models (17, 19, 20), and the calculation of phase diagrams (CALPHAD) method (21–23), have been applied to predict the HEA phases for a given composition. However, the competition of phase stabilities is a function of both alloy composition and the processing history, especially for metastable phases. As a result, the influence of heat treatment and phase transformations, such as the athermal martensitic transformation during quenching, should be addressed to achieve a higher prediction accuracy.

The competing deformation mechanisms in the face-centered cubic (fcc) phase, such as dislocation glide, twinning, and martensitic transformation, are usually determined by the intrinsic stacking fault energy (ISFE) (14, 21). The ISFE is the excess energy associated with the formation of the ISF by the dissociation of a lattice dislocation into two partial dislocations (a0 is the lattice constant) (24). In austenitic steels, TRIP prevails over TWIP when ISFE is lower than 20 mJ/m², and TWIP is found in alloys when the ISFE lies between 20 and 40 mJ/m² (25). However, this rule does not generalize to other alloys such as HEAs. For example, transmission electron microscopy (TEM) experiments found that Cu10Cr10Fe60Mn40 has a low ISFE of 13 ± 4 mJ/m², but this HEA is a TWIP alloy (26). Moreover, recent studies have shown that the experiments tend to overestimate the ISFE in concentrated alloys (24), while the density functional theory (DFT) calculations can give negative ISFE values for TRIP HEAs (27, 28), making the ISFE criterion impractical for rigorous alloy design and discovery. ISFE is the energy change after the stacking fault formation, but it does not necessarily correlate with the energy barrier for the martensite or twin formation process. A more in-depth understanding of the deformation-induced martensite/twin formation process and their energy barrier is thus critical. Previous experimental studies found that the formation of deformation twins is associated with the partial dislocation glide on every [111] plane in fcc materials, while hexagonal close-packed (hcp) martensite forms as the result of the movement of partial dislocations on every other [111] plane (29–31). Therefore, we introduce two intrinsic quantities: unstable martensite fault energy (UMFE) and unstable twin fault energy (UTFE). The differences between UMFE/UTFE and ISFE define the energy barrier for martensite/twin formation, which controls the competition between
different deformation mechanisms and allows us to predict the TRIP/TWIP behaviors in HEAs.

Figure 1 illustrates our strategy for designing HEAs with the desired phase and deformation mechanism. First, we predict the phase stability using the CALPHAD method for more than 100,000 compositions of the Co-Cr-Fe-Mn-Ni system to screen single-phase fcc HEAs free of brittle intermetallics at the homogenization temperature of 1200°C. Then, we compute the energy difference between the fcc and hcp phases at room temperature to identify the alloys as either fcc single phase or fcc + hcp dual phases (Fig. 1B) because this energy difference describes the competition between these phases during quenching. Seven alloys with TRIP/TWIP were selected on the basis of the kernel density analysis (Fig. 1C) and their fcc stability compared with two reference alloys (Ref-1: Co20Cr20Fe20Mn20Ni20 and Ref-2: Co10Cr10Fe60Mn40). Then, we calculate the energy differences UMFE-ISFE and UTFE-ISFE to understand the energy barrier for martensite and twin formation, respectively (Fig. 1D). The comparison of the unstable fault energy differences defined in this work is considered the new guidelines to introduce the TRIP/TWIP effects. Last, we validate the design by conducting experiments and identifying the relationship among alloying elements, stacking fault energies, and deformation mechanisms (Fig. 1E). Here, we demonstrate an effective design strategy for HEAs using metastable engineering. This work reveals that the UMFE-ISFE and UTFE-ISFE predict the martensite and twin formation better than ISFE, and the design strategy is successful (Fig. 1F).

RESULTS
Microstructure and fcc stability screening using thermodynamic modeling
An accurate database is necessary to perform a high-fidelity prediction on phase stability. We chose the latest HEA thermodynamic database, with all binary systems and 60% ternary systems assessed. Moreover, we evaluated the reliability of the CALPHAD modeling for HEAs by comparing experiments and model predictions to ensure that the calculation is accurate (Fig. 2, A and B). Figure 2A summarizes the accuracy of reported phase predictions using machine learning (17, 19, 20), CALPHAD (19, 22), and phenomenological parameters (details in table S1) (19). The machine learning and CALPHAD approaches perform better than the phenomenological parameters (19). Both machine learning and CALPHAD approaches are not computationally intense methods. Although machine learning models reported in literature show a satisfactory accuracy, heat treatment conditions are often not considered as model inputs. Existing machine learning classification models were also not built to predict specific phases and phase fractions (17, 20), which are essential for alloy design and discovery. On the contrary, the CALPHAD approach calculates the phase and their fraction for a given temperature and composition, and the phase accuracy can be further improved as the previous study did not consider the athermal phase transformation during cooling (19, 22).

Because the primary product of martensitic transformation in fcc HEAs is the ε martensite with an hcp structure (3), the chemical
driving force of martensitic transformation can be expressed as the Gibbs energy change $\Delta G_m^{(\text{fcc-to-hcp})}$ that corresponds to the thermodynamic model–predicted ISFE (32). Smaller $\Delta G_m^{(\text{fcc-to-hcp})}$ and ISFE indicate a lower fcc stability; i.e., it is easier for fcc to transform into hcp. We collected experimentally measured stacking fault energies (33–40), which usually have an uncertainty of about 5 mJ/m² (details in table S2), and compared them with the calculated $\Delta G_m^{(\text{fcc-to-hcp})}$ at room temperature (293 K) (Fig. 2B). On the basis of the Pearson correlation coefficient $r$ for all alloy systems, the experimental ISFE and $\Delta G_m^{(\text{fcc-to-hcp})}$ show a very weak linear relationship because $r$ is close to 0. Meanwhile, the $r$ for Co-Cr-Fe-Mn-Ni alloy system (green triangles in Fig. 2B) is close to 1, and the $p$-value is smaller than 0.05. This result shows a statistically significant positive correlation between the experimental ISFE and the CALPHAD-calculated $\Delta G_m^{(\text{fcc-to-hcp})}$ for alloys containing Co, Cr, Fe, Mn, and Ni. Thus, the CALPHAD approach is reliable for predicting the fcc-to-hcp phase transformation in the Co-Cr-Fe-Mn-Ni systems.

Next, we performed a high-throughput screening of more than 100,000 compositions in the Co-Cr-Fe-Mn-Ni system. Compositions with a single fcc phase at the homogenization temperature (1200°C) were selected for further study. This screening criterion ensures that the phase composition is the same as the overall alloy composition, and no ductility degradation is caused by the formation of brittle intermetallic phases. Figure 2 (C and D) represents violin plots that show the elemental distribution of fcc single-phase $[\Delta G_m^{(\text{fcc-to-hcp})}]$ at 293 K > 0 and fcc + hcp dual-phase $[\Delta G_m^{(\text{fcc-to-hcp})}]$ at 293 K < 0 HEAs, respectively. We find that fcc single-phase HEAs have less dependency on any particular alloying element. However, the fcc + hcp dual-phase HEA is more likely to form with a high Co or Cr content and a limited addition of Mn or Ni.

It is widely accepted that lower ISFE, i.e., the decreasing fcc stability, leads to the deformation mechanisms switching from a pure dislocation glide to a combination of a dislocation glide and twinning followed by a dislocation glide together with martensitic transformation (24, 41). Hence, identifying alloys with a gradient fcc stability could help design alloys with TRIP and TWIP effects. Two well-studied HEAs were used as the reference to guide our design. The first reference alloy is Co$_{20}$Cr$_{20}$Fe$_{20}$Mn$_{50}$Ni$_{20}$ HEA, which has a more stable fcc that only shows a deformation-induced twin after a severe (42) or low-temperature deformation (10). The second reference alloy is Co$_{30}$Cr$_{10}$Fe$_{40}$Mn$_{20}$ with a less stable fcc, which shows a TWIP during a room temperature deformation (26) and an hcp martensite formation after a high-pressure torsion (43) or a low-temperature deformation (44). By comparing the calculated fcc stability $[\Delta G_m^{(\text{fcc-to-hcp})}]$ of the
screened alloys with $\text{Co}_{20}\text{Cr}_{20}\text{Fe}_{20}\text{Mn}_{20}\text{Ni}_{20}$ [$(\Delta G_{m(fcc-to-hcp)}^{\text{Co}_{20}\text{Cr}_{20}\text{Fe}_{20}\text{Mn}_{20}\text{Ni}_{20}})$] and $\text{Co}_{10}\text{Cr}_{10}\text{Fe}_{20}\text{Mn}_{40}$ [$(\Delta G_{m(fcc-to-hcp)}^{\text{Co}_{10}\text{Cr}_{10}\text{Fe}_{20}\text{Mn}_{40}})$], the screened alloys are classified as alloys with a less stable fcc and a more stable fcc. The kernel density estimation was generated on the basis of the number of labeled alloys with the Gaussian kernel, and it was applied to determine the alloy probability density distribution of two varying elements. In total, 10 kernel density plots were generated. The plots of Co-Cr, Fe-Ni, Fe-Cr, and Co-Ni are shown in Fig. 3 (A to D), and the rest of plots are shown in fig. S1. In the Fe-Cr and Co-Ni pairs, we can shift the alloys from a more stable fcc to a less stable fcc by increasing the composition of one element and reducing the other element content, as illustrated by the red and black lines in Fig. 3 (C and D, respectively). As a result, we selected seven samples from the Co-Ni (series 1) and Fe-Cr (series 2) series that are purely fcc phase at the homogenization temperature (fig S2) and have a monotonic reduction in $\Delta G_{m(fcc-to-hcp)}$ for further DFT and experimental study (Fig. 3E). The calculated and experimental results of the seven designed alloys and two reference alloys are summarized in Table 1.

**Prediction of deformation mechanism from first-principles calculations**

Figure 4 (A to G) illustrates the initial fcc lattice and different stacking fault structures formed during the passage of $a_0/6<112>$ Shockley partial dislocations. Our model is a nine-layer supercell, where the ISF forms at the boundary of neighboring supercells. After 0.5 $b_p$, the Burgers vector of Shockley partial dislocation shear displacement of the upper layers above layer 9, the generalized stacking fault energy reaches the first local maxima. Rice (45) named this energy the unstable stacking fault energy (USFE), which is the energy barrier to forming an ISF (46). After 1 $b_p$, displacement, the energy reaches the local minima (ISFE) that can also be determined by experiments such as the TEM or x-ray diffraction. There are two possible further shearing pathways: One is shearing with successive (111) planes. The continuing passage of partial dislocation starts from the 11th plane and will reach a local energy maximum with 1.5 $b_p$, called the UTFE. The energy difference between UTFE and ISFE is the energy barrier for twin nucleation. The second local minimum energy corresponds to the extrinsic stacking fault (ESF), and it can be viewed as a twin embryo (TE). Repeating the above process in the following layers will result in a larger twin, and the UTFE maintains a similar value (47). Previous research has extensively studied the GSFE curve considering the twinning process, and they have proposed many criteria to explain the competition among different deformation mechanisms (9, 48–50). However, the mechanism of hcp martensite formation is not well understood, and the energy barrier for TRIP has not been studied using the DFT approach. On the basis of reported experimental observations (29, 31), we propose that another possible shearing path is partial dislocation shearing on every other (111) plane, where the passage of the partial dislocation starts from the 12th layer. As a result, the local minimum energy structure is a martensite embryo (ME), and the energy peak at 1.5 $b_p$ is defined as the UMFE. The energy difference between UMFE and ISFE is the energy barrier for ME formation. The energies corresponding to the atomic configuration shown in Fig. 4 (A to G) for the two reference alloys and the seven designed alloys are presented in Fig. 4H. We find that the USFE and UTFE are similar for all studied alloys, while the UMFE is different from UTFE. Because the deformation mechanism is favorable when the energy barrier is low, we hypothesize that martensitic phase transformation prevails when UMFE (dashed curves and open symbols such as point F in Fig. 4H) is smaller than UTFE (solid curves and solid symbols such as point D in Fig. 4H), and deformation twinning dominates if the UMFE is larger than the UTFE. Such predictions for the designed alloy and two reference alloys are listed in Table 1.

**Experimental verification and TRIP/TRIP mechanism analysis**

The seven designed alloys were prepared by arc melting and homogenized at 1200°C, followed by water quenching. It has been found that the grain size of all samples is similar and larger than 100 μm (fig. S3), which does not contribute a high-strengthening mechanism based on the Hall-Petch equation. Figure 5 summarizes the microstructure
of the homogenized and cold-rolled samples characterized by electron backscatter diffraction (EBSD). The phase fractions before and after deformation are listed in Table S3. On the basis of Fig. 5 (A1 to G1), the Co$_{36}$Cr$_{44-x}$Fe$_{26}$Mn$_{10}$Ni$_{8}$ ($x = 36, 32, 28,$ and 24) alloys are fcc single-phase HEAs, and the Co$_{36}$Cr$_{20}$Fe$_{26}$Mn$_{10}$Ni$_{8}$ ($x = 28, 24,$ and 16) alloys are fcc + hcp dual-phase HEAs. From Table 1, it is evident that the predicted and observed phases are in good agreement for six of the seven designed alloys, indicating that the phase screening strategy in this work is reliable. By comparing the phase map of homogenized (Fig. 5, A1 to G1) and deformed samples (Fig. 5, A3 to G3), we find that all designed alloys show the existence of a deformation-induced hcp martensite and a minor body-centered cubic (bcc) martensite. Moreover, the Co$_{36}$Cr$_{44-x}$Fe$_{26}$Mn$_{10}$Ni$_{8}$ ($x = 28, 24, 20,$ and 16) samples show a noticeable increase in the hcp phase fraction after deformation without any twin formation. This phenomenon implies that the martensitic transformation is the dominant deformation mechanism besides the dislocation glide in these alloys. On the other hand, the Co$_{36}$Cr$_{44-x}$Fe$_{26}$Mn$_{10}$Ni$_{8}$ ($x = 32, 28,$ and 24) HEAs show the Σ3 twin boundaries in grain boundary maps (red lines in Fig. 5, B5 to D5) and limited hcp formation when compared with TRIP-dominant alloys. This result suggests that twinning dominates during the deformation of these alloys, and we have labeled them as the TWIP-dominant alloys. Figure 5 (A6 to G6) shows the kernel average misorientation (KAM) maps for the deformed samples. The grain, twin, and phase boundaries show higher KAM values, indicating a higher density of geometrically necessary dislocations (51). By comparing these phase maps (Fig. 5, A3 to G3), it is noticed that the bcc phase usually forms at the intersection between hcp phases with a very high KAM value. Such a microstructure confirms that the hcp phase is the precursor for bcc martensite formation, which agrees with the previous study results (52). The deformation mechanisms confirmed with EBSD are also summarized in Table 1, and they agree with the DFT prediction.

High-resolution TEM (HRTEM) was performed to identify the atomic structures of the 20% compressed HEAs and verify the dominant deformation mechanisms (Fig. 6). As shown in Fig. 6 (A2), the stacking sequence of the [001] atomic plane follows the ABCAB pattern, confirming its hcp stacking nature, which is in direct contrast to the ABCABC stacking of the fcc structure. Moreover, Fig. 6 (A3) shows that the fast Fourier transformation (FFT) of Fig. 6 (A2) matches the simulated hcp diffraction pattern (fig. S4), which further confirms that the sample #0-Co$_{36}$Ni$_{8}$/Cr$_{20}$Fe$_{26}$ shows martensite phase transformation after deformation. Besides the deformation via TRIP, this alloy also displays the twin structure, and the twin boundary is highlighted by a white line in Fig. 6 (B2). The red and blue atomic layers correspond to the FFT in Fig. 6 (B3) with the same color. Although this sample shows a deformation-introduced twin and an hcp structure at a low strain, only hcp phases are identified after 60% deformation using EBSD (Fig. 5A). This result proves that martensitic transformation is the preferred deformation mechanism compared with twinning in this alloy. On the contrary, twins were observed in sample #1-Co$_{32}$Ni$_{12}$ when the strain was 20%, while no hcp was detected throughout the TEM sample. The EBSD reveals a large amount of twin and hcp after the 60% deformation (Fig. 5B), indicating that twinning is the dominant deformation mechanism at the early deformation, and it also operates at a high-strain level. Therefore, the above HRTEM study strengthens our determination of the TRIP- and TWIP-dominant alloys.

### Statistical analysis and verification

To understand the correlation among alloying elements, deformation mechanisms, stacking fault energies, and the previously proposed...
Fig. 4. Calculation of stacking fault energies for the martensite and twin formation and the corresponding atomic configuration. Atomic configuration of (A) fcc structure with the ABCABC stacking sequence, (B) USF, (C) ISF, (D) UTF, (E) TE, or ESF, (F) UMF, and (G) ME. Red, brown, and green dots represent atoms in fcc alloys corresponding to the (A) to (C) layers, respectively. The orange square shaded area and orange stars (C, D, F, and G) represent the atomic layers as the hcp phase the atomic layers as the fcc phase. (H) The calculated stacking fault energies of two reference alloys and seven designed alloys using DFT. The local minima and maxima noted with A to G are the energies that correspond to the structure shown in subfigures (A) to (G), respectively. A, energy of fcc structure; B, USF energy (i.e., ISFE); C, ISF; D, UTF; E, TE; or ESF; F, UMF; and G, MEE.

deformation mechanism criteria, we calculated three correlation coefficients on the basis of the variable type and visualized them as a heatmap (Fig. 7). The correlation coefficient ranges from −1 to 1, where 1 represents a perfect positive correlation, 0 corresponds to no monotonic correlation, and −1 gives a perfect negative correlation between the parameter pair. We focus on the statistically significant results with a p-value smaller than 0.05. On the basis of the heatmap, we can study the correlation between composition and the stacking fault energies. Co has a strong positive correlation with USFE and UTFE, which implies that Co increases the energy barrier for stacking fault and twin formation. Furthermore, Co decreases ISFE, ESF energy (ESFE)/TE energy (TEE), UMF, and ME energy (MEE), although the effect is not statistically significant. This observation is consistent with the previous study, suggesting that adding Co can decrease the ISFE and shift the deformation mechanism from twinning to martensitic transformation (48). However, it is noted that higher Co content leads to a higher USFE, which may limit the formation of stacking fault that serves as the precursor for the martensite and twin formation. Another important element is Ni, which exhibits a strong effect on increasing the ISFE, ESFE/TEE, UMF, and MEE. Therefore, while Ni has a minor impact on the twinning energy barrier, its content must be limited to promote the TRIP effect. The findings of the effect of Ni on different stacking fault energies offer a fundamental explanation to the literature-reported phenomenon (53) that adding Ni changes the deformation mechanism from martensitic transformation to twinning. As we have proposed, the competition between twinning and martensitic transformation is governed by the energy barriers, such as UTFE-ISFE and UMF-ISFE. These criteria can be simplified by comparing the values of UTFE and UMF to predict the dominant deformation mechanism besides the dislocation glide. The condition UMF < UTFE has a strong positive correlation with TRIP and a strong negative correlation with TWIP. These results suggest that the UMF < UTFE criterion can predict the deformation mechanism
accurately. On the contrary, the parameters used in previous studies, such as ISFE (48) and twinnability (49), do not show a statistically significant correlation with the deformation mechanisms. They cannot accurately predict the competition between twinning and martensitic transformation due to the inappropriate estimation of martensitic transformation energy barrier. A detailed description of previous criteria (9, 48–50) and their limitation is available in Supplementary Text and table S4.

To better understand the deformation mechanisms and stacking fault energies, we compared the local minimum energies ISFE, ESFE, and MEE in Fig. 8 (A1) and the energy barriers USFE, UTFE-ISFE, and UMFE-ISFE in Fig. 8 (B1). We also plotted the hardness of the homogenized and deformed samples along with the hardness values reported in the literature for Ref-1 (Co36Cr28Fe18Mn10Ni8) (42, 54–59) and Ref-2 (Co10Cr16Fe30Mn10Ni8) (60) alloys (Fig. 8, C1). All local minimum energies are positive and smaller than 50 mJ/m², which is much lower than the energy barriers. Alloys with an increased Cr and Co content show a lower ISFE, which agrees with the thermodynamic model prediction of fcc instability in Fig. 3E. However, while the CALPHAD-based thermodynamic model shows that all the designed alloys have a lower fcc stability than the Ref-1 alloy, the DFT calculations show that some designed alloys have a higher ISFE, implying that these alloys have a higher fcc stability than the Ref-1 alloy. Such discrepancies can be reduced by introducing a more advanced thermodynamic model considering interfacial energy and improving thermodynamic databases (25, 61). The alloys noted as TRIP dominant have a lower MEE than the ISFE and ESFE/TEE, indicating that the martensite formation introduces less energy into the system than the formation of stacking faults or twins. The TWIP-dominant alloys also have a lower ESFE/TEE,
suggesting a relatively stable twin structure, except for the Ref-2 alloy. Moreover, we have plotted two dashed horizontal lines (Fig. 8, A1) at 20 and 40 mJ/m² that are widely adopted as the ISFE upper limits for TRIP and TWIP, respectively (25). However, the TRIP-dominant Co₃₀CrₓFe₂₆₋ₓMn₁₀Ni₂ (x = 16, 20) alloys have an ISFE higher than 20 mJ/m², and the TWIP-dominant Ref-1 and Ref-2 alloys exhibit a much lower ISFE. Instead, the martensitic transformation energy barrier (UMFE-ISFE) for TRIP-dominant alloys is much smaller than the stacking fault and the twin formation energy barriers (USFE and UTFE-ISFE). We found that the TRIP-dominant HEAs have higher hardness compared to the TWIP-dominant HEAs. Moreover, the hardening increased after deformation, showing a high-strain hardening effect, and the hardness of the cold-rolled sample tends to decrease with the higher energy barriers for martensite/twin formation.

The results are summarized in the contingency tables embedded in Fig. 8 (A2 and B2) to elucidate the correlation between fault energies and deformation mechanisms. All samples have a low ISFE that is lower than 40 mJ/m². This implies that a low ISFE, i.e., low fcc stability, is favorable for introducing secondary deformation mechanisms, such as martensitic transformation and twinning. However, we find that only two of the four TRIP-dominant alloys show an ISFE smaller than 20 mJ/m², and three of the five TWIP alloys have an ISFE that lies within the range of 20 to 40 mJ/m², which means that the accuracy of this criteria is only about 56%. On the contrary, the accuracy of our model for predicting the deformation mechanism, based on the UMFE-ISFE and UTFE-ISFE relationships, is 100%. Our finding proves that the UMFE-ISFE and UTFE-ISFE, rather than ISFE, should be used as a more general criterion to determine the deformation mechanisms in HEAs.

**UMFE/UTFE criteria accuracy for steels**

To examine whether the proposed UMFE/UTFE criterion is applicable for other types of alloys, we performed DFT calculations of the different fault energies for literature-reported TRIP or TWIP steels (table S5) (62–65). The ISFE of TWIP steel (62) is calculated to be −289.2 mJ/m², and hence, we cannot predict the deformation mechanism based on the calculated ISFE. However, its UTFE (107.3 mJ/m²) is much smaller than the ISFE (243.6 mJ/m²), which indicates that the energy barrier for twinning is lower than martensitic transformation. In the high-Mn steel Mn₁₄₋₃Al₃₋₅Si₃₋₅Fe₅₋₆, where both twinning and martensitic transformation operate during deformation (63), the UTFE and UMFE are 317.4 and 329.6 mJ/m², respectively. The similar energy barriers explain well the coexistence of TRIP and TWIP. However, it is difficult to infer the deformation mechanisms based on the ISFE, which is 27.8 mJ/m². In the four different steels tested in this work, the ISFE criterion cannot explain the deformation mechanisms, while all experimental observations can be explained by using the twinning and martensitic transformation energy barriers proposed in this work.
The CALPHAD approach was used for thermodynamic phase screening. The calculations were performed using the TC-Python toolkit from the Thermo-Calc software with the TCHEA4 database.

**DISCUSSION**

In this work, we found that processing history and athermal phase transformations should be considered in addition to the chemical composition for an accurate phase prediction of HEAs. Moreover, we also showed that, while a low ISFE is favorable for the secondary deformation mechanism, it cannot predict whether martensitic transformation or twinning is the dominant deformation mechanism. Instead, the difference between UMFE/UTFE and ISFE is the energy barrier that determines the competition between twinning and martensitic transformation. Last, seven HEAs with TRIP and TWIP have been designed and produced to demonstrate the effectiveness of our design approach by combining rapid CALPHAD screening of phase stability and accurate DFT-based prediction of the deformation mechanism.

It is noted that we did not test the tensile properties, which is more appropriate to evaluate the mechanical properties of the designed HEAs and may help us to select the best HEA with potential applications. Although the systematic mechanical property evaluation is beneficial, the target of this work, which is to provide guidance for calculating the energy associated with martensitic transformation, discover the actual energy barrier for TRIP/TWIP, and propose a design paradigm for the community to accelerate the discovery of TRIP/TWIP in a wide spectrum of alloys, has been achieved.

**MATERIALS AND METHODS**

**Calculation**

**Thermodynamic screening**

The CALPHAD approach was used for thermodynamic phase screening. The calculations were performed using the TC-Python toolkit from the Thermo-Calc software with the TCHEA4 database. (66). The searched composition space is 0 < Co ≤ 40 atomic (at %), 0 < Cr ≤ 40 at %, 0 < Mn ≤ 40 at %, and 0 < Ni ≤ 40 at %, with Fe as the balance element and its upper limit was set to be 40 at %.

**First-principles calculations**

DFT calculations with the exact muffin-tin orbital (EMTO) (67) method were performed to calculate the planar defect energies of the studied alloys. As an improved screened Korringa-Kohn-Rostoker method, the EMTO method uses optimized overlapping muffin-tin potential spheres to represent the exact one-electron potential (68). The one-electron equations were solved within the scalar relativistic approximation and the soft-core scheme. The chemical disorder of the HEA was treated with the coherent-potential approximation (69). The Perdew-Burke-Ernzerhof-generalized gradient approximation (70) was used to approximate the exchange-correlation energy. The EMTO Green’s function was calculated self-consistently for 16 complex energy points distributed exponentially (71). On the basis of the experimental observation that the Curie temperatures of these systems are normally lower than room temperature (72), the results from the paramagnetic (PM) state are chosen as a more efficient approach (73). The initial magnetic field was described by the disordered local magnetic moment approach (74), each element was regarded as two separate parts with up and down spins. The stacking fault energy is calculated as the energy difference between the ideal fcc lattice and the modified lattice containing the stacking fault. To be specific, sliding one layer at different distances and fixing the relative positions of other layers will obtain a series of stacking fault energies. The sliding was modeled using tilted supercells from applying a partial dislocation Burgers vector \( n \mathbf{b}_p = a_0 \langle 112 \rangle / 6 \), where \( a_0 \) is the lattice constant, and \( n \) is increased by steps of 0.1 on the original supercell, which is parallel to the stacking direction (perpendicular to the stacking fault plane) (75). A model of successive nine (111) planes (47) was used in this work to eliminate the
interaction between stacking fault layers and ensure convergence. For each 0.1 \( \mu \text{m} \) sliding, the interlayer distances between the layers containing the stacking fault were optimized (75), while other interlayer distances were fixed. The \( k \)-mesh was carefully tested for convergence, and the \( 12 \times 24 \times 3 \) mesh was adopted for all calculations.

**Correlation analysis**

All statistical analyses were coded using SciPy (76) and scikit-learn (77). For two continuous variables, the coefficient and associated \( p \)-value of Pearson correlation and Kendall rank correlation were calculated using SciPy (76). For two binary variable pairs, the Phi coefficient was calculated using the Mathew correlation coefficient implemented in scikit-learn (77). Furthermore, the \( p \)-value was calculated using Fisher’s exact test available in SciPy. For one binary variable and one continuous variable pair, the \( p \)-value was obtained from the Mann-Whitney rank test in SciPy, and the effect size was calculated on the basis of the method proposed by Kerby (78).

**Experiments**

**Sample preparation, heat treatment, and deformation**

High-purity elements [Mn, 99.98 wt % (wt %); Ni, 99.98 wt %; Cr, 99.95 wt %; Fe, 99.99 wt %; and Co, 99.9 wt %] were weighted in a high-precision balance (± 0.1 mg) in accordance with the designed compositions indicated in Table 1. We added an extra 2 wt % of Mn to all compositions to compensate for the expected Mn evaporation losses during casting. Forty grams of ingot for series one alloys and 10 g of ingot for the series two alloys were cast in an arc melter (ABJ-338 manufactured, Materials Research Furnaces Inc., USA) operated with a copper crucible and under an argon atmosphere. Pure zirconium was used to remove any remnant oxygen present in the casting chamber. Moreover, each alloy was remelted at least three times to ensure a homogeneous ingot with less than 0.5% weight loss. Afterward, disc- and rectangular-shaped samples cut from the arc-melted ingots were encapsulated in quartz tubes, purged under vacuum, and backfilled with argon gas. Homogenization was carried out at 1200°C for 1 hour followed by ice water quenching. Disc-shaped samples were used to study the microstructure without deformation, while the rectangular-shaped samples were dedicated for cold rolling. A 60% thickness reduction in a single pass during cold rolling was designed to be imposed in all alloys to ensure that large hcp plates or twins could form. Co\(_{32}\)Cr\(_{20}\)Fe\(_{26}\)Mn\(_{10}\)Ni\(_{12}\) and cold rolling was designed to be imposed in all alloys to ensure that for cold rolling. A 60% thickness reduction in a single pass during deformation, while the rectangular-shaped samples were dedicated carried out at 1200°C for 1 hour followed by ice water quenching.

**Microstructure characterization**

Both undeformed and deformed samples were hot mounted, ground, and polished to a mirror-like finish using a 0.1-\( \mu \text{m} \) diamond and 0.02-\( \mu \text{m} \) silica particle suspension solutions. Microstructure characterization was conducted using a FEI Scios DualBeam scanning electron microscope. Energy-dispersive spectroscopy was carried out to ensure that no element segregation was present after homogenization. Furthermore, EBSD was performed for a 400 \( \mu \text{m} \) by 400 \( \mu \text{m} \) area with a step size of 0.75 \( \mu \text{m} \) for both sets of samples and analyzed with the TexSEM Laboratories (TSL) orientation imaging microscopy (OIM) Analysis v8 software. Thin-film TEM samples were prepared with a Fischione Model 110 twin-jet electropolisher maintained at a temperature range of −30° to −20°C, using an etching electrolyte composed of 10 volume % perchloric acid and 90 volume % methanol. Those samples were subsequently characterized with HRTEM to investigate the microstructure and the early deformation stage using a JEOL JEM-2100F 200 kV TEM equipped with a Schottky field-emission gun.

**Microhardness**

Vickers microhardness measurements were conducted in all samples using an AMH55 with LM310AT Microindenter, LECO Corporation automatic hardness tester with 100 gram-force and 10-s dwelling time. Reported values correspond to an average and SD of 10 readings.

**SUPPLEMENTARY MATERIALS**

Supplementary material for this article is available at https://science.org/doi/10.1126/sciadv.abo7333
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