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In modern wideband communication receivers, the large input-signal dynamics is a fundamental problem. Unintentional signal clipping occurs, if the receiver front-end with the analog-to-digital interface cannot respond to rapidly varying conditions. This paper discusses digital postprocessing compensation of such unintentional clipping in multiband OFDMA receivers. The proposed method iteratively mitigates the clipping distortion by exploiting the symbol decisions. The performance of the proposed method is illustrated with various computer simulations and also verified by concrete laboratory measurements with commercially available analog-to-digital hardware. It is shown that the clipping compensation algorithm implemented in a turbo decoding OFDM receiver is able to remove almost all the clipping distortion even under significant clipping in fading channel circumstances. That is to say, it is possible to nearly recover the receiver performance to the level, which would be achieved in the equivalent nonclipped situation.

1. Introduction

Modern wideband radio receivers, such as cognitive radios, are setting significant challenges for the design of the receiver front-end. One of the key issues is to have enough dynamic range [1, 2]. Current communication waveforms tend to have a high peak-to-average-power ratio (PAPR), which makes it challenging to optimize the usage of power amplifier on the transmitter side, and it can also increase the required dynamic range in the receiver. Moreover, the reception becomes even more challenging, if a wide frequency band with several independent signals is received with a single receiver front-end and A/D interface. Those independent signals can have considerably different power levels and hence the required dynamic range is not determined only by the PAPR of a single-user signal but by the dynamic range of the overall received waveform [3, 4]. The power difference between two independent signals in mobile environment can be several tens of dBs, which is a particularly important issue to take into account in cognitive radios. Due to the continuously changing conditions, the automatic gain control (AGC) of the receiver might not be able to follow the signal dynamics. Especially the suddenly appearing strong adjacent-channel signals, with no power control from secondary (cognitive) radio point of view will cause problems. The AGC failure causes too high input level for the A/D converter and therefore the amplitude of the digitized waveform is saturated, that is, the highest signal peaks are clipped. This causes considerable signal distortion especially at the weak signal bands due to intermodulation of strong input components.

This paper discusses the compensation of unintentional receiver clipping occurring in A/D converters using digital postprocessing. More specifically, the focus is on orthogonal frequency division multiplexing- (OFDM-) based multiple access scheme, noted in the literature as OFDMA. The reception of a weak signal can be seriously compromised in the presence of a stronger adjacent-channel signal, because clipping causes relatively high amount of nonlinear distortion to the weak signal band of interest. The current literature has only a very limited number of publications proposing digital signal processing methods for reducing unintentional clipping taking place on the receiver side [5–7]. The aforementioned references contain rather general methods, which can be applied to different kinds of communication systems. Nevertheless, a compensation method, which is designed for a certain system, can perform better from the accuracy or computational complexity point of view. Therefore, this paper specifically focuses on OFDM,
which is widely used in emerging radio systems, and the receiver clipping compensation methods are likely to be needed. Currently, most of the OFDM-related clipping compensation algorithms in the literature concentrate on deliberate clipping to reduce signal PAPR on the transmitter side [8–10]. These methods are not directly applicable to mitigate clipping occurring on the receiver since the exact clipping level is not known in the case of unintentional clipping. In addition, the receiver-side clipping case is more challenging, because it happens after the radio channel and hence interferes with the channel estimation.

The proposed receiver clipping compensation method relies on the idea that most of the bit decisions made on the receiver are still correct and hence they can be exploited in clipping distortion estimation. This kind of decision-based digital compensation methods have been proposed in the literature for mitigation of various RF impairments, for example, phase noise [11, 12] and power amplifier nonlinearity [13]. This paper extends the work initiated in [14], which uses the PAPR reduction scheme of [9, 10] as a starting point and then modifies it to be suitable for the challenging task of removing unintentional receiver-side clipping. This paper provides more thorough signal modeling, performance analysis, and considers the use of turbo codec as well as more advanced channel estimation than what is presented in [14]. Additionally, the performance of the receiver clipping compensation method is verified with laboratory measurements employing commercially available A/D hardware. The results show that the proposed receiver clipping compensation method effectively mitigates the clipping distortion, is robust against various estimation errors, and is implementable with reasonable hardware costs in practice.

The remainder of the paper is organized as follows. Section 2 provides background information about the modeling of A/D converter clipping and also defines the notation used in the paper to express OFDM(A) signals. Section 3 then introduces the postprocessing algorithm for compensating clipping distortion and discusses its implementation details. The performance of the proposed algorithm is carefully studied in Section 4 using computer simulations. In addition, practical laboratory measurements with real A/D hardware are used to verify the functionality of the algorithm. After that, the computational complexity of the algorithm in general is discussed. Section 5 finishes the paper by drawing conclusions.

2. Received OFDM Signal Model and Clipping Phenomenon

This paper considers the traditional OFDM signal model, where the transmitted baseband OFDM symbol in time domain is first expressed as

\[ x(t) = \frac{1}{\sqrt{N}} \sum_{k=-N/2}^{N/2-1} X_k e^{j2\pi k t/T_s}, \quad 0 \leq t \leq T_s, \]  

(1)

where \( X_k \) is the \( k \)th complex data symbol (subcarrier \( k \)) and \( T_s \) is the OFDM symbol duration. This OFDM symbol contains \( N_A \) active subcarriers (SC) and has an oversampling factor \( J \). Therefore, the total amount of SCs is \( N = JN_A \) and the SC indices are expressed as \( \Omega = \{-N/2, -N/2 + 1, \ldots, N/2 - 1\} \). The active SCs carry the data symbol sequence \( X_k, k \in \Omega_A = \{-N_A/2, \ldots, -1, 1, \ldots, N_A/2\} \), whereas the nonactive SCs contain zeros, that is, \( X_k = 0, k \in \Omega \setminus \Omega_A \). It is worth noticing that the presented OFDM signal model does not include cyclic prefix (CP), which is required in practice to avoid intersymbol interference in frequency-selective mobile environments. This paper omits the CP from the mathematical notation in order to make it simpler. This simplification does not affect the presented clipping analysis in any way, because clipping is a memoryless phenomenon. On the other hand, the CP is taken into account in the proposed receiver structures of Section 3 and in the simulations of Section 4 due to the CP’s essential role in implementations of practical communication systems.

A zero-symmetric hard-clipping model is a simple but accurate way to characterize signal clipping in receiver A/D converters. Let us first define a general received waveform as \( y(t) = y_I(t) + jy_Q(t) = h(t) \ast x(t) + w(t) \), where the noise \( w(t) \) is added to the convolution of the channel impulse response \( h(t) \) and the transmitted signal \( x(t) \). After an I/Q A/D converter (see Figure 1), clipping occurring separately in both branches, the discrete-time received signal is \( \tilde{y}(nT_s) = \tilde{y}_I(nT_s) + j\tilde{y}_Q(nT_s) \), where the zero-symmetric hard-clipping model determines that

\[
\begin{align*}
\tilde{y}_I(t) & = \begin{cases} 
y_I(t), & |y_I(t)| < V_{0,I} 
V_{0,I}, & y_I(t) \geq V_{0,I} 
-V_{0,I}, & y_I(t) \leq -V_{0,I},
\end{cases} \\
\tilde{y}_Q(t) & = \begin{cases} 
y_Q(t), & |y_Q(t)| < V_{0,Q} 
V_{0,Q}, & y_Q(t) \geq V_{0,Q} 
-V_{0,Q}, & y_Q(t) \leq -V_{0,Q},
\end{cases}
\end{align*}
\]  

(2)

where \( V_{0,I} \) and \( V_{0,Q} \) denote the maximum output levels of the A/D converters of \( I \) and \( Q \) branches, respectively. Often in practice, a convenient way to express the clipping level of the signal is needed, but \( V_{0,I} \) (\( V_{0,Q} \)) by itself is not very descriptive if nothing about the signal is known. Therefore, the common practice is to define the clipping level using a ratio of \( V_{0,I} \) (\( V_{0,Q} \)) and the average branch power level of
the nonclipped signal $P_{mI}$ ($P_{mQ}$). In other words, the clipping level for I branch $y_I$ can be written in the form of

$$y_I = \frac{V_{0I}}{\sqrt{P_{mI}}},$$ (3)

and similarly

$$y_Q = \frac{V_{0Q}}{\sqrt{P_{mQ}}},$$ (4)

for the Q branch. These variables give a precise understanding of how intensely the signal branch is actually clipped. In addition, it can be concluded from (3) and (4) that the clipping level $y$ is different for I and Q branches, if the maximum input levels of the converters are different ($V_{0I} \neq V_{0Q}$) or the branch signal powers are not equal ($P_{mI} \neq P_{mQ}$). Notice that even though $V_{0I}$ and $V_{0Q}$ are most likely designed to be equal, unavoidable implementation tolerances of two physical separate converter circuits are indeed likely to cause small relative deviations between them.

The clipping phenomenon removes the highest signal amplitudes and hence causes nonlinear distortion. This process defined in (2) is not directly invertible. Therefore, another kind of approach is required for compensating the clipping distortion, especially at weak signal bands. This paper exploits Bussgang’s theorem [15] for the compensation purpose. It has already been proven to be an adequate way to model the clipping distortion [14, 16–18]. Basically, Bussgang’s theorem states that the clipping attenuates the received signal $y(nT_s)$ with a factor $\alpha$ and also causes additive clipping distortion $d(nT_s)$, which is uncorrelated with the nonclipped signal $y(nT_s)$. Therefore, the clipped signal branches can be expressed as

$$\tilde{y}_I(nT_s) = \alpha_I y_I(nT_s) + d_I(nT_s),$$

$$\tilde{y}_Q(nT_s) = \alpha_Q y_Q(nT_s) + d_Q(nT_s),$$ (5)

when for modeling purposes $y_I(nT_s)$ and $y_Q(nT_s)$ are assumed to be Gaussian. Here, $\alpha_I$ and $\alpha_Q$ depend on $y_I$ and $y_Q$, respectively. For the corresponding complex signal $\tilde{y}(nT_s)$, it can be written that

$$\tilde{y}(nT_s) = \alpha_I y_I(nT_s) + d_I(nT_s) + j[\alpha_Q y_Q(nT_s) + d_Q(nT_s)]$$

$$= \alpha_I y(nT_s) + \alpha_Q y^*(nT_s) + d(nT_s)$$

$$= \alpha_I y(nT_s) + z(nT_s),$$ (6)

where $\alpha_1 = (\alpha_I + \alpha_Q)/2$, $\alpha_2 = (\alpha_I - \alpha_Q)/2$, complex clipping distortion $d(nT_s) = d_I(nT_s) + jd_Q(nT_s)$, and total interference $z(nT_s) = \alpha_2 y^*(nT_s) + d(nT_s)$. In the general case with unequal clipping levels in the I and Q branches, the total interference $z(nT_s)$ contains both the nonlinear clipping distortion $d(nT_s)$ and the conjugate signal interference $\alpha_2 y^*(nT_s)$, which in the frequency domain corresponds to mirror-frequency interference. In the special case of identical clipping levels for both branches, $y_I = y_Q = y$, the attenuation factor is $\alpha = \alpha_I = \alpha_Q$ and, therefore, $\alpha_1 = \alpha$ and $\alpha_2 = 0$. This means that the general complex signal model presented in (6) reduces to

$$\tilde{y}(nT_s) = \alpha y(nT_s) + d(nT_s),$$ (7)

which is in accordance with the traditional Bussgang’s theorem for a complex signal.

Even a clipping model as simple as (6) or (7) is justified due to the memoryless nature of the clipping phenomenon. In addition, the model is linear and hence straightforward to utilize in clipping compensation purposes as described in Section 3. In short, if $\alpha_I$ and $z(nT_s)$ can be estimated, recovery of the nonclipped signal $y(t)$ is simple using (6). The Gaussianity assumption for $y_I(nT_s)$ and $y_Q(nT_s)$ also makes it possible to derive concise equations for $\alpha_I$ and $\alpha_Q$, namely,

$$\alpha_I = \frac{E[y_I(nT_s)\tilde{y}(nT_s)]}{E[y_I(nT_s)y_I(nT_s)]} = \text{erf}(\frac{y_I}{\sqrt{2}}),$$

$$\alpha_Q = \frac{E[y_Q(nT_s)\tilde{y}(nT_s)]}{E[y_Q(nT_s)y_Q(nT_s)]} = \text{erf}(\frac{y_Q}{\sqrt{2}}).$$ (8)

Here the error function $\text{erf}(x)$ is defined as

$$\text{erf}(x) = \frac{2}{\sqrt{\pi}} \int_0^x e^{-t^2} dt.$$ (9)

The details related to the derivation of (8) are presented in [19].

3. Iterative Decision-Aided Method for Compensating Unintentional Receiver Clipping

This section proposes a compensation algorithm for removing signal distortion caused by unintentional clipping in the A/D interface of an OFDM receiver. First, the basic compensation idea and its justification through mathematical analysis are described in Section 3.1 with the help of a block diagram presented in Figure 2. After that, the most essential details from the implementation point of view are discussed in Section 3.2. Unintentional clipping is most likely to happen in multiuser/multiband situations. Therefore, Section 3.3 deals with the multiuser aspects of the compensation algorithm implementation from the uplink (UL) and downlink (DL) point of view.

3.1. The Compensation Algorithm. On top part of Figure 2, a traditional OFDM transmitter exploiting turbo coding is illustrated. After channel coding and interleaving, the coded bits $\{x_k\}_k$, $k \in \Omega_A$, are mapped to data symbols $X_k$, $k \in \Omega_A$, and then the time-domain signal with a CP is formed to be sent on the radio channel. Here, $M$ denotes the number of bits in one data symbol. Figure 2 also illustrated two different receiver options for implementing the proposed clipping compensation algorithm. In other words, the purpose of Figure 2 is to illustrate the proposed receiver structures in a simplified manner. It does not present system-level hierarchy, where there are several users and, therefore, several transmitters and receivers. However, the proposed clipping
compensation algorithm is able to jointly process multiuser data inside one receiver as is discussed in Section 3.3.

Receiver A in Figure 2 presents the first proposition of this paper on how to remove the clipping distortion caused by the A/D interface of the receiver. In brief, the received and digitized signal is first detected in a conventional manner, that is, transformed to frequency domain, equalized, mapped to bits, deinterleaved, and decoded. Now, the decoded bits are exploited in the clipping compensation feedback loop by generating an estimate of the received signal with and without clipping. Based on (6), an estimate of the clipping distortion in the original received signal can be obtained by subtracting the scaled nonclipped estimate of the received signal from the clipped one. After that, the clipping distortion estimate can be subtracted from the original received signal in order to enhance it and obtain better detection results. Then, the whole process is iterated, because a better clipping distortion estimate can be obtained based on the enhanced detection results. Receiver B in Figure 2 implements this same clipping compensation idea, but the symbol demapper, deinterleaver, and turbo decoder are now located outside the clipping compensation loop. Hence, the computational complexity is greatly reduced since the data is kept on symbol level until the end of the clipping compensation iterations and after that the turbo decoder is used only once. The trade-off is that without turbo decoding, there are likely to be more symbol errors and, therefore, the clipping distortion estimate is not as accurate as it could be.

The following paragraphs describe the proposed clipping compensation algorithm in details by providing the exact mathematical notation. The key steps are also summarized in Algorithms 1 and 2 for Receiver A and B, respectively. It is worth noticing that only one OFDM symbol duration is considered in the equations in order to simplify the notation. The clipping compensation can be done separately for each OFDM symbol and hence the simplified notation does not omit any important details. However, in practice, the processing block length may be longer than one OFDM symbol due to the other receiver functions such as channel decoding, deinterleaving, and equalization, but this does not affect the execution of the clipping compensation, which is performed subcarrierwise.
Algorithm 1: Key steps of the proposed receiver clipping compensation algorithm for Receiver A.

**Initialization:** for all $k \in \Omega_A$
1. Set $i = 0$, $\hat{a}_i^{(0)} = 1$ and $\hat{Z}_k^{(0)} = 0$
2. Obtain channel estimates $\hat{H}_k^{(0)}$ using signal
   $\hat{Y}_k^{(0)} = (1/\hat{a}_i^{(0)}) (\tilde{Y}_k - \hat{Z}_k^{(0)})$
3. Channel equalization: $\hat{Y}_k^{(0)}/\hat{H}_k^{(0)}$
4. Demap symbols $\hat{Y}_k^{(0)}/\hat{H}_k^{(0)}$ to bits, deinterleave and decode to obtain output data bits $b_i^{(0)}$

**Iteration:** Increase $i$ by one and do the following steps for all $k \in \Omega_A$
5. Create $\hat{X}_k^{(i)}$ based on the coded bits $c_{i-1:n}$ (hard) or $L(c_{i-1:n})$ (soft)
6. Estimate clipping levels $\hat{Y}_i^{(i)}$ and $\hat{Y}_Q^{(i)}$ as well as attenuation factor $\hat{a}_i^{(i)}$
7. Clip $\hat{H}_k^{(i-1)} \hat{X}_k^{(i)}$ according to $\hat{Y}_i^{(i)}$ and $\hat{Y}_Q^{(i)}$ in time domain to produce $\hat{Y}_k^{(i)}$
8. Calculate clipping distortion estimate
   $\hat{Z}_k^{(i)} = \hat{Y}_k^{(i)} - \hat{a}_i^{(i)} \hat{H}_k^{(i-1)} \hat{X}_k^{(i)}$
9. Remove the distortion from the received signal, that is,
   $\hat{Y}_k^{(i)} = (1/\hat{a}_i^{(i)}) (\tilde{Y}_k - \hat{Z}_k^{(i)})$
10. Obtain new channel estimates $\hat{H}_k^{(i)}$ using signal $\hat{Y}_k^{(i)}$
11. Channel equalization: $\hat{Y}_k^{(i)}/\hat{H}_k^{(i)}$
12. Demap symbols $\hat{Y}_k^{(i)}/\hat{H}_k^{(i)}$ to bits, deinterleave and decode to obtain output data bits $b_i^{(i)}$

Algorithm 2: Key steps of the proposed receiver clipping compensation algorithm for Receiver B.

**Initialization:** for all $k \in \Omega_A$
1. Set $i = 0$, $\hat{a}_i^{(0)} = 1$ and $\hat{Z}_k^{(0)} = 0$
2. Obtain channel estimates $\hat{H}_k^{(0)}$ using signal
   $\hat{Y}_k^{(0)} = (1/\hat{a}_i^{(0)}) (\tilde{Y}_k - \hat{Z}_k^{(0)})$
3. Channel equalization: $\hat{Y}_k^{(0)}/\hat{H}_k^{(0)}$

**Iteration:** Increase $i$ by one and do the following steps for all $k \in \Omega_A$
4. Detect $\hat{Y}_k^{(i-1)}/\hat{H}_k^{(i-1)}$ to obtain symbols $\hat{X}_k^{(i)}$
5. Estimate clipping levels $\hat{Y}_i^{(i)}$ and $\hat{Y}_Q^{(i)}$ as well as attenuation factor $\hat{a}_i^{(i)}$
6. Clip $\hat{H}_k^{(i-1)} \hat{X}_k^{(i)}$ according to $\hat{Y}_i^{(i)}$ and $\hat{Y}_Q^{(i)}$ in time domain to produce $\hat{Y}_k^{(i)}$
7. Calculate clipping distortion estimate
   $\hat{Z}_k^{(i)} = \hat{Y}_k^{(i)} - \hat{a}_i^{(i)} \hat{H}_k^{(i-1)} \hat{X}_k^{(i)}$
8. Remove the distortion from the received signal, that is,
   $\hat{Y}_k^{(i)} = (1/\hat{a}_i^{(i)}) (\tilde{Y}_k - \hat{Z}_k^{(i)})$
9. Obtain new channel estimates $\hat{H}_k^{(i)}$ using signal $\hat{Y}_k^{(i)}$
10. Channel equalization: $\hat{Y}_k^{(i)}/\hat{H}_k^{(i)}$

**After iteration:**
11. Demap symbols $\hat{Y}_k^{(i)}/\hat{H}_k^{(i)}$ to bits, deinterleave and decode to obtain output data bits $b_i^{(i)}$
If the signal is received perfectly without clipping in the A/D interface, it can be written as

$$Y_k = H_k X_k + W_k, \quad k \in \Omega$$  \hspace{1cm} (10)

in frequency domain after removing CP and taking FFT. In (10), $H_k$ is the channel gain and $W_k$ is the additive white Gaussian noise component for the $k$th SC. In other words, this equation represents the ideal case for reference. However, if the A/D converter clips the signal, the frequency-domain version of it is then

$$\hat{Y}_k = \alpha_1 Y_k + \alpha_2 Y_k^* + D_k$$

$$= \alpha_1 (H_k X_k + W_k) + \alpha_2 \left( H_k^* X_k^* + W_k^* \right) + D_k$$  \hspace{1cm} (11)

as can be derived from (6). This signal is also illustrated in Figure 2. In (11), $Z_k = \alpha_2 H_k^* X_k^* + D_k, k \in \Omega$, which essentially means that unequal clipping levels $y_1$ and $y_2$ cause mirror-subcarrier interference ($\alpha_2 H_k^* X_k^*, k \in \Omega$) in addition to the clipping distortion ($D_k, k \in \Omega$). However, if $y_1 = y_2$, then $\alpha_2 = 0$ and thus $Z_k = D_k, k \in \Omega$. Because all the interference in $Z_k, k \in \Omega$, stems from the clipping phenomenon, it is called clipping distortion in the rest of the paper. As shown in Figure 2, prior to the clipping compensation, the data symbols $\hat{Y}_k, k \in \Omega$, are equalized, mapped to soft bits, deinterleaved, and then decoded. In the channel equalization stage, the channel gain estimates $\hat{H}_k, k \in \Omega$, for active SCs are obtained based on pilot SCs. Section 3.2 contains more discussion about the channel estimation.

In the first step of the clipping compensation, Receiver A uses the bit estimates after the turbo decoder to regenerate the originally transmitted OFDM signal. All the decoded bits may not be correct and, therefore, it is possible that the regenerated signal does not exactly match the transmitted signal. Hence, the regenerated signal is called the estimate of the transmitted signal and it is denoted as $\hat{X}_k, k \in \Omega$, in Figure 2. The data bit estimates $\tilde{b}$ are not re-encoded in the clipping compensation feedback loop, but rather the soft-coded bit estimates $L(\tilde{c}(X_k))$, $k \in \Omega$, from the turbo decoder output (after interleaving) are used. Here, $\tilde{c}(X_k)$ are hard bit estimates related to the symbol $X_k$ and $L(\tilde{c}(X_k))$ are the log-likelihood ratio (LLR) values for the bit estimates $\tilde{c}(X_k)$. It is possible to generate either hard or soft symbol estimates and hence both options are studied in Section 4. In Receiver B, it is enough to obtain hard symbol estimates using directly the channel equalizer output. This way, the symbol de-mapping, channel decoding, and symbol mapping process can be avoided during the clipping compensation process. Since channel decoding is usually the most complex process in the receiver chain, significant savings in computational complexity and latency can be achieved if the channel decoder is located outside the clipping compensation loop. From this point onward, both the Receiver A and B proceed in the same way.

The estimate of the transmitted signal is exposed to the estimated channel and then to the estimated clipping process (separately for $I$ and $Q$ branches) in order to obtain a regenerated version of the clipped received signal $\hat{Y}_k, k \in \Omega$. The clipping process is performed in time domain using the estimated clipping levels $\hat{y}_1$ and $\hat{y}_2$, which should be as close as possible to the clipping levels originally occurred in the A/D converter during the reception of the signal. The knowledge of the exact clipping levels $y_1$ and $y_2$ is not available, but the estimates $\hat{y}_1$ and $\hat{y}_2$ can be calculated as shown in (3). Here, the maximum output levels of the A/D converter $V_{o, J}$ and $V_{o, Q}$ are approximated by following the absolute maximum level of the corresponding signal branch after the A/D converter. An estimate of $P_{in, I}$ and $P_{in, Q}$ can be calculated from the hard symbol estimates $\hat{X}_k, k \in \Omega$. The clipping process performed in time domain essentially produces a signal, which according to Bussgang’s theorem can be written in frequency domain as $\hat{Y}_k = \hat{a}_I \hat{H}_k \hat{X}_k + \hat{\gamma}_k, k \in \Omega$, where $\hat{a}_I$ is the estimate of the attenuation factor. Now, the clipping distortion estimate $\hat{\gamma}_k, k \in \Omega$, can be extracted from $\hat{Y}_k, k \in \Omega$, by removing the attenuated desired signal part $\hat{a}_I \hat{H}_k \hat{X}_k$, $k \in \Omega$, from it. This estimated desired signal can easily be produced from the nonclipped version of the regenerated received signal as illustrated with the lower branch in the clipping compensation loop in Figure 2 (both in Receivers A and B). That is to say, the estimate of the clipping distortion $\hat{\gamma}_k, k \in \Omega$, is calculated as

$$\hat{\gamma}_k = \hat{Y}_k - \hat{a}_I \hat{H}_k \hat{X}_k, \quad k \in \Omega,$$  \hspace{1cm} (12)

where $\hat{a}_I = (\hat{a}_I + \hat{\gamma}_Q)/2$ is calculated from (8) using $\hat{y}_I$ and $\hat{y}_Q$. The out-of-band clipping distortion can be ignored and this is easy to do by processing only the active SCs $\Omega$, as indicated in (12). Now, the last step in clipping compensation is to improve the received signal $\hat{Y}_k, k \in \Omega$, by removing the estimated clipping distortion $\hat{\gamma}_k, k \in \Omega$, from it. The compensated signal is expressed as

$$\hat{Y}_k = \frac{1}{\hat{a}_I} (\hat{Y}_k - \hat{\gamma}_k), \quad k \in \Omega,$$  \hspace{1cm} (13)

and it is used as a starting point for a new processing round, which begins with the channel estimation and equalization.

One way to show the validity of the clipping compensation approach is to substitute (11) into (13). This leads to the equation that expresses the estimate of the received signal without clipping as

$$\hat{Y}_k = \frac{\alpha_1}{\hat{a}_I} (H_k X_k + W_k) + \frac{1}{\hat{a}_I} (Z_k - \hat{Z}_k) + \frac{\alpha_2}{\hat{a}_I} W_k^*, \quad k \in \Omega,$$  \hspace{1cm} (14)

If exactly correct estimates $\hat{a}_I$ and $\hat{Z}_k, k \in \Omega$, can be achieved, all essential clipping distortion is thus removed. This is straightforward to see from (14), because with the correct estimates, it reduces to the form of (10) plus additional scaled mirror-subcarrier noise $(\alpha_2/\hat{a}_I)W_k^*, k \in \Omega$. However, it is impossible to actually produce exactly
correct clipping estimate, because the noise \( W_k, k \in \Omega \), gets also clipped in the A/D converter, but the model cannot reproduce the clipping distortion term of the noise.

In practice, it is usually the case that there are errors in the symbol estimates \( \hat{X}_k, k \in \Omega_A \), on the first processing round. This leads to the inaccurate clipping distortion estimate and, therefore, all the distortion is not removed from the received signal on the first round. However, on every processing iteration round the symbol estimates get better since more and more accurate estimate of the clipping distortion can be obtained. In other words, the compensation algorithm works in the desired manner, if high enough portion of the initial symbol estimates are correct. In order to make the proposed algorithm work in the best possible manner, all the estimated parameters should be recalcualted on every iteration. This means the estimates of the channel \( \hat{H}_k, k \in \Omega_A \), the clipping levels \( \hat{\gamma}_1 \) and \( \hat{\gamma}_0 \) as well as the attenuation factor \( \hat{a}_1 \).

The receiver clipping compensation discussed in this paper has similarities with the deliberate transmmitter clipping compensation presented, for example, in [9] and [10] as well as to the power amplifier nonlinearity compensation in [13]. However, there are several fundamental differences, which can be analyzed comparing the aforementioned references to the equations shown in Sections 2 and 3 of this paper. Using consistent notation, the received signal under deliberate transmitter clipping can be expressed as \( \tilde{X}_k = H_k a(X_k + D_k) + W_k, k \in \Omega \). When compared to (11), it is evident that the role of the channel is different. In the transmitter clipping case, the clipping is applied before transmission and hence the channel estimation in the receiver is less challenging compared to the receiver clipping case. It is shown in Section 4 that the channel estimation is severely interfered in the receiver clipping case, if clipping compensation is not used. Another essential difference is the clipping model itself. In the deliberate transmitter clipping, the amplitude of a complex signal is limited, that is

\[
|\tilde{x}(t)| = \begin{cases} 
|x(t)|, & |x(t)| \leq V_0, \\
V_0, & |x(t)| > V_0,
\end{cases}
\]

where as the receiver clipping means that the I and Q signal branches are clipped separately as expressed in (2). This means that it is possible in the receiver clipping case that different clipping levels take place in I and Q branches. Nevertheless, since our signal modeling takes it into account, the clipping compensation with unequal clipping levels is possible as verified in Section 4.

3.2. Implementation Details. In this paper, a zero-forcing channel equalizer is used for simplicity. The channel estimates \( \hat{H}_k, k \in \Omega_A \), are obtained using part of the active SCs \( \Omega_A \), as pilots, which are denoted here as \( \Omega_P \). These are evenly distributed among the data SCs \( \Omega_D = \Omega \setminus \Omega_P \) so that every Lth SC is a pilot. The channel estimates of pilot SCs are \( \hat{H}_{pk} = \hat{Y}_{pk}/\hat{X}_{pk}, k \in \Omega_P \), which are exploited to obtain channel estimates for the data SCs using low-pass interpolation. This means that, first, \( L - 1 \) zeros are inserted between every pilot SC channel estimate. Then, a properly designed FIR lowpass interpolation filter is used to obtain the channel estimates for data SCs. The width of the passband of the interpolation filter corresponds to the original data bandwidth and, therefore, the mean-squared error (MSE) of the interpolated SCs is minimized assuming that the pilot SC channel estimates are correct. As the channel estimation is performed in frequency domain, the use of interpolation filter means calculating convolution between the impulse response of the interpolation filter and the zero-padded channel estimates of the pilots in frequency domain.

From the second clipping compensation iteration round onward, also the symbol estimates from the previous iteration round can be exploited in the channel estimation task. Due to the symbol errors, purely data-symbol-based channel estimation may give poorer results than the estimation using pilots. Therefore, a heuristic approach, which combines these two methods, is proposed in this paper. In the combining, the channel estimates are weighted with the corresponding symbol reliabilities \( p(X_k), k \in \Omega_A \), so that the channel estimates after combining are

\[
\hat{H}_k = \frac{p(X_k)}{2} \hat{H}_{D,k} + \left( 1 - \frac{p(X_k)}{2} \right) \hat{H}_{P,k}, \quad k \in \Omega_A,
\]

where \( \hat{H}_{D,k} = \hat{Y}_{k}/\hat{X}_{k}, k \in \Omega_D \) are the channel estimates obtained from the latest data symbol estimates and \( \hat{H}_{P,k}, k \in \Omega_A \), are the latest channel estimates obtained using pilots. The estimates \( \hat{H}_{D,k}, k \in \Omega_P \) for pilot SCs are not needed since (16) implicates that \( \hat{H}_k = \hat{H}_{P,k}, k \in \Omega_P \). This is guaranteed by setting \( p(X_k) = 0, k \in \Omega_P \). For the data symbols, the reliabilities are calculated as

\[
p(X_k) = \prod_{j=1}^{M} \frac{\exp \left[ \frac{\gamma_j(X_k)}{2} \right] L \left( \gamma_j(X_k) \right)}{1 + \exp \left[ \frac{\gamma_j(X_k)}{2} \right] L \left( \gamma_j(X_k) \right)}, \quad k \in \Omega_D.
\]

This data-symbol-based estimation is used in Receiver A. Since the LLR values for the bits are not calculated in Receiver B in every iteration, it uses only the pilot-based channel estimation. One variation of the data-symbol-based channel estimation proposed above would be such that a certain threshold is used for the symbol reliabilities. In other words, only the symbols which are reliable enough, let us say \( p(X_k) > 0.95 \), are used in the channel estimation. However, this variation of the proposed channel estimation technique is omitted from the performance analysis of Section 4 and is left for future studies.

The output of the zero-forcing channel equalizer should be limited so that the maximum amplitude is

\[
V_{\text{max, eq}} = \max_r ||A_r|| + \frac{3.29}{\sqrt{N}} \sigma_n,
\]

where \( A_r, r = 1, \ldots, 2^M \) denotes all the possible symbols from the used alphabet and \( \sigma_n \) is the standard deviation of the complex noise \( w(t) \), which is assumed to be Gaussian. The factor of 3.29 corresponds to the 99.9% confidence level of one-dimensional Gaussian distribution and, therefore, the standard deviation of the complex noise has to be scaled with \( \sqrt{N} \). The amplitude limit of the equalizer output
does not have to be exactly what is proposed in (18), but significantly too tight or loose limit affects decoding results. The reason to use such an amplitude limiter after the channel equalizer is the soft symbol demapper defined based on an assumption of Gaussian noise. The clipping distortion and the channel equalizer cause interference peaks, which degrade the performance of the soft symbol demapper. In this paper, it is chosen to set the LLR values of the bits related to the amplitude-limited symbols to zero. This is justified, because if there is a significant distortion term present in a symbol, all the usable information carried by the symbol has already been lost. The main target in the limiting of the equalizer output is to tell the decoder which symbols are very unreliable due to the channel fading or unintentional clipping, but in the same time avoid affecting the symbols which are spread only because of the Gaussian noise.

The channel codec used in this paper is a turbo codec [20] with a generator matrix:

\[ G = \begin{bmatrix} 1 & 5 \\ 1 & 3 \end{bmatrix} \]  

(19)

The used interleavers are bit-wise S-interleavers [21] for which the distance parameter is defined as \( S = \sqrt{U/\Omega} \), where \( U \) is the length of the unit to be interleaved. In channel interleaving, the unit is the whole coded block \( (U_{\text{out}}) \). Inside the turbo encoder/decoder, the length of the interleaved unit is equal to one uncoded data block \( (U_{\text{in}}) \). This is defined as \( U_{\text{in}} = \lfloor R(U_{\text{out}} - 2m) \rfloor \), where \( m = 3 \), is the memory length of the component encoder and the term \( 2m \) is due to the unpunctured termination bits [22]. Different coding rates are achieved by puncturing the parity bits, which is done based on [22]. The turbo decoder uses the Max-Log-MAP algorithm for decoding, and it does not have a correction function for the max-operator [23]. The iteration of turbo decoding is stopped based on the hard-data-aided (HDA) criterion presented in [24].

3.3. Multiuser Considerations. Since the proposed receiver clipping compensation method is very general, it can be used both in UL and DL directions. However, there are some essential differences when a multiuser scenario is concerned. In DL direction, the data symbol sequence \( X_k, k \in \Omega_A \), contains symbols, which belong to several individual mobile users. A single mobile receiver should be able to process, in addition to its own data, also the symbols of neighboring users in order to exploit the clipping compensation method in an optimal manner. This is because of the nonlinear behavior of clipping, which causes that part of the clipping distortion is stemming from outside the frequency band of the user. If the signal power for the neighboring users is higher than for the interested user, the amount of clipping distortion can be very high. Therefore, joint clipping compensation processing of all neighboring users is preferable. The challenge in the implementation of the clipping compensation in mobile receiver is that the amount of signal processing is significantly increased when the symbols of neighboring users are processed and the channel estimation is performed over the whole frequency band instead of concentrating on one user only as the mobile receiver usually does. The proposed Receiver B model is especially suitable for DL direction due to its considerably lower computational complexity but still relatively good performance, as shown in Section 4.1. One way to decrease the computational burden even more is to exploit cooperative interference cancellation among the users so that they exchange information of their own data and interference using short-range communications. For example, spatial correlation of the channels can be exploited, if users are close to each other.

Similarly as in the DL direction, also in the UL scenario the data symbol sequence \( X_k, k \in \Omega_A \), contains data of multiple users. Furthermore, in UL, a band-wise channel estimation for each user must be performed individually, since the different mobile signals have propagated through different channels. Therefore, the channel estimate sequence \( H_k, k \in \Omega_A \), is not continuous. In general, the implementation of the clipping compensation method is more viable in the UL scenario since the base station has to receive and process the signals of all users anyway. Hence, including the clipping compensation processing is not going to excessively increase the computational complexity. On the other hand, modern base stations can also have vast amount of computing power, which makes complex digital signal processing algorithms feasible. Due to its higher computational complexity, Receiver A model is proposed for the UL direction. More discussion of the receiver complexity and performance can be found in Section 4.1.

4. Performance Results for the Clipping Compensation Approach

In this section, the performance of the proposed receiver-side clipping compensation algorithm is analyzed and discussed in details. This is done using a UL scenario with two individual users in the block-fading extended ITU-R Vehicular A channel [25]. First, Section 4.1 analyzes the performance of the clipping compensation algorithm through computer simulations. After that, Section 4.2 considers the same scenario using laboratory measurements with real A/D hardware. Finally, Section 4.3 presents analysis of computational complexity for Receivers A and B in the considered scenario.

Since an UL scenario is considered, both users experience different realizations of the fading channel. Here, it is also assumed that the channels stays static for ten consecutive OFDM symbols, which makes possible to average obtained channel estimates over this period. The channel conditions are set so that the average received power level for User 1 is 15 dB less than for User 2. In this section, it is assumed that there is perfect delay and frequency alignment between the users. The most essential parameters of the simulated scenario are collected into Table 1. Both users have 512 active SCs of which every eighth is a pilot \( (L = 8) \). Therefore, \( N_A = 1024 \) in the receiver side, when the composite signal of two users is processed. The pilot power is adjusted so that it corresponds to the average power of the data symbols.
Table 1: Parameters for the simulated uplink multiuser scenario.

| Parameter                        | Value                                      |
|----------------------------------|--------------------------------------------|
| Number of users                  | 2                                          |
| FFT size $N$                     | 2048                                       |
| Active subcarriers per user      | 512                                        |
| Scattered pilots per user        | 64                                         |
| CP length                        | 128 samples                                |
| Sampling rate                    | 30.72 MHz                                  |
| Subcarrier spacing               | 15 kHz                                     |
| Subcarrier modulation            | 16-QAM ($M = 4$)                           |
| Channel profile                  | Extended ITU-R Veh. A [25]                 |
| Channel codec                    | Turbo codec (Max-Log-MAP)                 |
| Coding rate $R$                  | $1/2$                                      |
| Coded block length $U_{out}$      | 3584 bits (2 OFDM symbols)                |
| Decoding iterations              | Max. 5                                     |
| Clipping comp. iterations $I$    | 5 (or 10)                                  |
| Clipping level $\gamma$          | 0–10 dB                                    |
| SNR for User 1 $SNR_1$           | 16–36 dB                                   |

Both users have 16-QAM as an SC modulation and hence $M = 4$. The oversampling factor used is $J = 2$ and the overall sampling rate is 30.72 MHz, which results in the SC spacing of 15 kHz. The length of CP is $(1/16)N = 128$ samples. On average, the PAPR of the composite signal of two users is 10.1 dB. For the channel coding, the turbo codec is used and its coded block length is $U_{out} = 3584$ bits, meaning that two consecutive OFDM symbols form one coded block. Coding rate of $R = 1/2$ is used and hence $U_{in} = 1789$ bits. In every clipping compensation iteration, the turbo decoder is allowed to do five decoding iterations, if not stopped earlier based on the HDA criterion. In the following, five clipping compensation iterations ($I = 5$) have been performed in all cases, if not specifically stated otherwise. In practical receiver, unnecessary iterations can be avoided, to decrease the amount of computation, by stopping iterations for the user, if its bit-error ratio (BER) goes to zero before the maximum amount of iterations has been performed. This can be checked, for example, by exploiting the cyclic redundancy check (CRC).

4.1. Simulation Results. Figure 3 gives an overall illustration of the above-defined scenario, when the clipping level $\gamma = 6$ dB occurs. For simplicity, equal clipping levels $\gamma_1 = \gamma_2$ are assumed in this section, if not otherwise stated. Figure 3(a) shows a piece of the real branch signal before and after clipping. Correspondingly, Figure 3(b) illustrates the received waveform in frequency domain before and after clipping. It is clearly visible that the weak User 1 suffers from the nonlinear clipping distortion stemming from the band of the considerably stronger User 2.

The progress of the clipping compensation process for User 1 is illustrated in Figure 4 when Receiver A is used for the case shown in Figure 3. The BER results are averaged over 20,000 OFDM symbols, that is, 2000 independent channel realizations, as is done also for all the other performance figures in this Section. In this paper, BER is calculated for the data bits $b$. Figure 4 shows that the proposed clipping compensation algorithm is able to almost reach the BER of the nonclipped signal, which represents here the error floor. For the nonclipped signal, perfect channel knowledge is used in order to present the ideal reference case whereas the channel estimation proposed in Section 3.2 is used in the clipping compensation. Figure 4 also illustrates the information flow inside the receiver. Decoding arrow (D) refers to the turbo decoding process and feedback arrow (F) denotes the process where bit decisions are exploited to remove clipping distortion from the received signal. It can be seen from Figure 4 that the turbo decoder cannot reduce the BER of the noncompensated signal very much due to the significant amount of clipping distortion. Nonetheless, the clipping compensation method is still able to reduce the amount of distortion, and in the next iteration, the turbo decoder reduces the BER more. This means that the clipping compensation performs well even without turbo decoding and thus the Receiver B model is justified.

Figure 3: (a) Time domain illustration of the real part of the received signal before and after clipping, $\gamma = 6$ dB (b) spectrum of the received signal before clipping (c) spectrum of the signal after clipping.
A detailed performance comparison between Receiver A and B is given later in this Section. For the results shown in Figure 4, the average received signal-to-noise ratio (SNR) for User 1 is 21.9 dB whereas for User 2 it is 36.9 dB. Here, the average received SNR is defined using the average signal and noise powers on the user frequency band, that is,

$$SNR_u = \frac{E\left[\sum_{k \in \Omega_u} |H_k X_k|^2\right]}{E\left[\sum_{k \in \Omega_u} |W_k|^2\right]},$$

where $u$ is the user index, $\Omega_{u,1} = \{-N_u/2, \ldots, -1\}$ for User 1 and $\Omega_{u,2} = \{1, \ldots, N_u/2\}$ for User 2. By comparing Figures 4(a) and 4(b), it can be concluded that stronger clipping requires more compensation iterations rounds, but eventually most of the clipping distortion is removed.

An example of the received constellation before and after the clipping compensation for User 1 is provided in Figure 5 to visually illustrate the reduction of clipping distortion due to the applied compensation method. This matches with the cases shown in Figures 3 and 4. In addition to BER results, one way to illustrate the performance of the clipping compensation method is the subcarrier-wise signal-to-clipping-distortion ratio (SCDR), which is defined as

$$SCDR_k = \frac{E\left[|Y_k|^2\right]}{E\left[|\hat{Y}_k - Y_k|^2\right]}, \quad k \in \Omega_A. \quad (21)$$

It describes how much there is clipping distortion compared to the ideal nonclipped situation. Figure 6 shows SCDR results for both users when $\gamma = 6$ dB, which is the same case that is considered in Figures 3–5. It can be seen from Figure 6 that in this particular case the amount of clipping distortion is decreased over 20 dB for both users. It should be kept in mind that SCDR values are relative. User 1 has considerably more clipping distortion than User 2 in the beginning and hence the improvement in SCDR has much more significant effect for User 1. Naturally, the employed channel estimation approach has a finite accuracy, but this is a minor matter compared to the fact that the receiver-side clipping affects the pilots and, therefore, notably distorts the channel estimates. On the other hand, the clipping compensation also effectively enhances the channel estimates. The subcarrier-wise channel estimation MSE is given in Figure 7 for the currently discussed case of $\gamma = 6$ dB. This figure verifies that the clipping compensation without a doubt improves the channel estimates. The channel estimation MSE for the nonclipped signal in Figure 7 illustrates the error floor for this particular channel estimation method and noise level. The relatively high error on the sides of the user bands is stemming from the interpolation filter transients.

In order to provide a wider view of the clipping compensation performance, Figure 8 illustrates the simulated BER results for User 1 as a function of occurred clipping level when $SNR_1 = 21.9$ dB. The same figure also provides a comparison between the proposed channel estimation and perfect channel knowledge. Although the channel estimation works well when $\gamma > 4$ dB, the channel estimates gets
significantly poorer if heavier clipping occurs. Because the input SNR is the same for all clipping levels, it can be concluded that the channel estimation accuracy is limited due to the clipping distortion and not because of the noise. These results were obtained after five clipping compensation iterations, which does not guarantee that BER is always minimized. Under heavy clipping, additional iterations would provide lower BER to some extent, but there is always a certain error floor despite the number of iterations. Another support for this issue is provided in Figure 9, where the BER of User 1 is illustrated as a function of clipping level when SNR1 = 21.9 dB. From here, it can be seen that the clipping compensation performs decently, if the noise level and the clipping level are reasonable. The limited channel estimation accuracy due to the heavy clipping can be seen in Figure 9(b) by comparing the BER curves in cases of estimated channel and perfect channel knowledge. This means that the clipping compensation method is able to recover the BER almost to the level of nonclipped signal even under heavy clipping, if the channel estimation could be performed accurately. The limitations of the channel estimation can be relieved to some extent by increasing the number of compensation iterations, but in order to minimize the number of iterations, the optimal channel estimation approach under clipping is an interesting topic for future research. Figure 10 shows the BER of User 1 separately for every clipping compensation iteration round when γ = 6 dB. From here, it can be concluded that almost the maximum performance is achieved within only three iterations. The rapid saturation of the performance is also observable from Figure 4(a) whereas stronger clipping would require a few iterations more. It is desirable to minimize the number of iterations since it directly affects the processing time of the clipping compensation per code block and thus also the overall latency of the receiver.

One interesting question: does the performance of the clipping compensation method change if soft symbol estimates are used instead of the hard ones. Figures 11 and 12 show that the performance for User 1 using Receiver A is practically the same for hard and soft symbol estimates. It is worth clarifying that the soft symbol estimates are used only for the regeneration of the transmitted signal

---

**Figure 6:** Subcarrier-wise signal-to-clipping-distortion ratio when γ = 6 dB, SNR1 = 21.9 dB and SNR2 = 36.9 dB. The results are obtained after 5 clipping compensation iterations using Receiver A.

**Figure 7:** Mean squared error of channel estimates when γ = 6 dB, SNR1 = 21.9 dB and SNR2 = 36.9 dB. The results are obtained after 5 clipping compensation iterations using Receiver A.

**Figure 8:** Performance of the clipping compensation for User 1 as a function of clipping level when SNR1 = 21.9 dB. The results are obtained after 5 clipping compensation iterations using Receiver A.
in the compensation feedback loop. The channel estimates $\hat{H}_{D,k}$, $k \in \Omega_D$, and the estimate of $P_{in}$ are always obtained using the hard symbol estimates, because the soft symbol estimates would give misleading results. For a deliberate transmitter clipping compensation, it is reported in [10] that the soft symbol estimates lead to equal or even worse performance compared to the hard symbol estimates. Based on Figures 11 and 12, it can be stated that the hard symbol estimates should be used in Receiver A, since the soft symbol estimates would only unnecessarily increase the computational load. Another comparison made in Figures 11 and 12 is between Receivers A and B. Even though the computational complexity of Receiver B is significantly lower, it performs only marginally worse than Receiver A with all the clipping levels and SNRs studied. Therefore, the Receiver B model is suggested especially for mobile receivers. In practice, one option would be to consider a hybrid of Receiver A and B. This means first iterating the clipping compensation on the symbol level until the performance saturates, then perform the turbo decoding, and finally do
one more clipping compensation iteration as well as the final turbo decoding. This would provide a compromise between the performance and computational complexity.

Generally in this section, equal clipping levels in $I$ and $Q$ branches are assumed. However, the proposed clipping compensation algorithm completely supports unequal clipping levels as discussed in Sections 2 and 3. This feature is desired, since in practice there can be slight differences between the A/D converters of $I$ and $Q$ branch. In addition, other imbalances of analog circuitry can also affect the clipping levels. Figure 13 presents BER results for a clipping compensation example, where $y_I = 6\,\text{dB}$ and $y_Q = 3\,\text{dB}$. The 3-dB difference in clipping levels can be considered to be a rather extreme situation but is used for demonstration purposes. However, the clipping compensation algorithm is able to perform very well as can be seen from Figure 13. There is only a slight performance decrease compared to the Figure 12(a), where equal clipping levels ($y = 6\,\text{dB}$) are assumed. The small performance decrease is expected, because stronger clipping is more challenging to compensate as was shown in Figure 8.

4.2. Laboratory Measurement Experiment. The same two-user scenario used in the simulations of the previous Section is also used in laboratory measurements in order to provide comparable results. Only difference is that 10,000 OFDM symbols (instead of 20,000) are used in averaging the BER results due to the slowness of performing the measurements. The complete measurement setup is illustrated in Figure 14. First, a composite waveform of two users is created with a PC. Also the fading channel model is applied to the waveform already on the PC and noise is added so that the $\text{SNR}$ of the overall waveform is $31\,\text{dB}$. This corresponds to the case used in the simulations, where $\text{SNR}_1 = 21.9\,\text{dB}$ and $\text{SNR}_2 = 36.9\,\text{dB}$ were calculated. This digital waveform is then sent to the baseband signal generator [26] in order to convert it to the analog domain. The communication interface between the PC and the signal generator is implemented with TCP/IP. The typical spurious free dynamic range of the used signal generator with a 14-bit D/A converter is $83\,\text{dBc}$ [26]. Therefore, it can be assumed that the signal generator does not significantly change the generated waveform. The analog waveform is then fed to the 14-bit A/D converter [27] using balanced coaxial cable connection. The output voltage of the signal generator is adjusted so that it exceeds the maximum voltage level of the A/D converter input and the waveform gets clipped. The digitized clipped waveform is then read from the buffer memory of the A/D converter.
Figure 14: Laboratory measurement set-up. A signal waveform with fading channel is generated using the PC and fed to the baseband signal generator [26] to create an analog waveform. The output power of the signal generator is adjusted so that the signal is clipped in the A/D converter [27]. The digitized signal is then collected to the PC for clipping compensation.

The amount of noise and distortion the measurement setup creates can be obtained by running the measurements with a low voltage level so that the waveform does not clip in the A/D converter. The estimated SNR after measurements for the overall nonclipped waveform was 30.87 dB. In order to take also the distortion into account, the signal-to-noise-and-distortion ratio (SNDR) for the frequency band of user \( u \) is defined as

\[
SNDR_u = \frac{E\left[\sum_{k \in \Omega_{u \alpha}} |H_k X_k|^2\right]}{E\left[\sum_{k \in \Omega_{u \alpha}} |\tilde{Y}_k - H_k X_k|^2\right]}. \tag{22}
\]

Using the measured nonclipped waveform, it was observed that \( SNDR_1 = 21.7 \text{ dB} \) and \( SNDR_2 = 36.5 \text{ dB} \). Figure 15 illustrates the clipping compensation results for User 1 in the laboratory measurement cases in which the occurred clipping is 5–10 dB. These are average estimated clipping levels for certain output voltage levels of the signal generator since the exact knowledge of clipping levels is not available. By comparing the BERs before and after the clipping compensation in Figure 15, it can be concluded that considerable gain is obtained. In addition, the performance difference between Receivers A and B is small as was indicated in the simulations of Section 4.1.

4.3. Computational Complexity of Clipping Compensation. Preceding Sections show that, in many cases, Receiver A and B provide rather similar performance. However, there is a significant difference in computational complexity. This is more formally shown in Table 2, which provides rough estimates of required real additions and multiplications per data symbol in the scenario discussed in Section 4. The numbers of operations are only suggestive since they are strongly depending on implementation platform in practice and the way how the particular functions are carried out. Only the usage of hard symbols estimates in clipping compensation is considered in this Section, because the usage of soft symbols does not change any main conclusions drawn here.

The channel estimation in Receiver A is more complex than the one of Receiver B, because it has to calculate the symbol reliabilities in (17) and combine estimates as defined in (16). For pilot-based channel estimates, the length of the used interpolation filter is 65 and \( L = 8 \) is considered in Table 2. The complexity of the turbo decoder is defined in [28] using the so-called equivalent additions meaning that computational costs of all mathematical and logical operations are expressed as multiples of one real addition operation. The same principle is adapted to all parts of Table 2 where needed. The complexity of FFT and IFFT operations are assumed to be as defined in [29].

As can be concluded from Table 2, the most complex part of the receivers is the turbo decoder. Receiver A uses the symbol demapper and turbo decoder in every clipping compensation iteration, that is, \( I \) times in total, whereas
Table 2: Rough estimate for computational complexity of the clipping compensation per data symbol expressed with real addition and real multiplication operations.

| Operation                                      | Additions | Multiplications |
|------------------------------------------------|-----------|-----------------|
| Scaling with 1/\(\hat{\alpha}_1\)            | 0         | 2               |
| Channel estimation (Receiver A)                | 13\(M + 17\) | 20 + \(M\)     |
| Channel estimation (Receiver B)                | 14         | 16              |
| Channel equalization                           | 0          | 4               |
| Soft symbol demapping                          | 27\(M \cdot 2^M\) | 3\(M \cdot 2^M\) |
| Turbo decoding                                 | 2130\(MR\) | 0               |
| Apply channel estimate to symbol estimate (\(\hat{H}_kX_k\)) | 0         | 4               |
| IFFT                                           | \((2N\log_2N)/(1 - L)N_A\) | \((N\log_2N)/(1 - L)N_A\) |
| Clipping                                       | \((2N)/(1 - L)N_A\) | 0               |
| Scaling with \(\hat{\alpha}_1\)              | 0          | 2               |
| FFT                                            | \((2N\log_2N)/(1 - L)N_A\) | \((N\log_2N)/(1 - L)N_A\) |
| Calculating \(\hat{Z}_k\) and subtracting it from \(\tilde{Y}_k\) | 4         | 0               |
| Estimating \(\hat{\alpha}_1\)                | \((3N - 1)/(1 - L)N_A\) | \((N + 7)/(1 - L)N_A\) |
| Total (Receiver A)                             | \([(5 + 4\log_2N)N - 1]/(1 - L)N_A + (27 \cdot 2^M + 2130R + 13)M + 21]I | \([(1 + 2\log_2N)N + 7]/(1 - L)N_A + (1 + 3 \cdot 2^M)M + 32]I |
| Total (Receiver B)                             | \([(5 + 4\log_2N)N - 1]/(1 - L)N_A + 18]I | \([(1 + 2\log_2N)N + 7]/(1 - L)N_A + 28]I + 3\(M \cdot 2^M\) |

Receiver B uses them only once. Therefore, Receiver B can be considered to be noticeably less complex. When using the parameter values from Table 1 and five clipping compensation iterations, it can be calculated from Table 2 that Receiver A requires 30865 additions and 1403 multiplications per data symbol whereas Receiver B needs only 6638 additions and 595 multiplications.

5. Conclusions

This paper discussed the compensation of unintentional clipping occurring in the A/D converter of a radio receiver. A digital postprocessing compensation method iteratively exploiting the symbol decisions and clipping distortion regeneration was proposed for multiband OFDMA receivers. The performance of the method was carefully studied in fading channel circumstances using computer simulations and also verified using concrete laboratory measurements with real A/D hardware. It was shown that it is possible to recover the system performance under significant clipping almost to the level of a nonclipped situation. The performance is mostly limited by the accuracy of the channel estimation, which is compromised under heavy clipping. Although it cannot be avoided that the clipping interferes with the channel estimation, it should be studied in the future what is the optimal channel estimation scheme under heavy unintentional clipping. This paper also discussed the complexity of the proposed clipping compensation. It was proven that it is possible, without considerably decreasing the performance, to iterate the compensation process on symbol level and perform the symbol demapping and channel decoding only once after finishing the clipping compensation. This way the computational complexity of the receiver signal processing can be kept at reasonable level.
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