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Communication intrusion detection in Advanced Metering Infrastructure (AMI) is an eminent security technology to ensure the stable operation of the Smart Grid. However, methods based on traditional machine learning are not appropriate for learning high-dimensional features and dealing with the data imbalance of communication traffic in AMI. To solve the above problems, we propose an intrusion detection scheme by combining feature dimensionality reduction and improved Long Short-Term Memory (LSTM). The Stacked Autoencoder (SAE) has shown excellent performance in feature dimensionality reduction. We compress high-dimensional feature input into low-dimensional feature output through SAE, narrowing the complexity of the model. Methods based on LSTM have a superior ability to detect abnormal traffic but cannot extract bidirectional structural features. We designed a Bi-directional Long Short-Term Memory (BiLSTM) model that added an Attention Mechanism. It can determine the criticality of the dimensionality and improve the accuracy of the classification model. Finally, we conduct experiments on the UNSW-NB15 dataset and the NSL-KDD dataset. The proposed scheme has obvious advantages in performance metrics such as accuracy and False Alarm Rate (FAR). The experimental results demonstrate that it can effectively identify the intrusion attack of communication in AMI.

1. Introduction

In recent years, as the Internet of Things (IoT) technology is commonly used in the power industry, Smart Grid has become the development direction of future power grids. The core architecture of Smart Grid connecting with the computer network is AMI. AMI is a complicated system directly related to electricity consumption information, privacy information, and electricity transaction information. The possible threat of network intrusion has a huge impact on the reliable operation of the Smart Grid [1, 2]. As an influential research content of network communication security, intrusion detection has been widely discussed by experts and scholars. The application of intrusion detection algorithms represents one of the research hotspots in the field of communication in AMI in recent years. Radoglou-Grammatikis and Sarigiannidis [3] summarized the contribution of intrusion detection and prevention system (IDPS) to the Smart Grid paradigm and provided an analysis of 37 cases. Intrusion detection can be viewed as a classification problem, using machine learning algorithms and data mining algorithms to classify network data into normal traffic and intrusion attack traffic [4]. When the intrusion detector finds misbehavior, it can take appropriate actions immediately so that any harm to the system will be minimized [5]. At present, related research can be divided into misuse-based detection [6] and anomaly-based detection [7] according to detection technology. The misuse-based intrusion detection scheme matches the extracted network traffic with the data traffic, which has the existing type tags. If the detected traffic and intrusion attack traffic have similar characteristics, the system will send out an alarm message. Such a method has good performance in identifying existing attacks by establishing a pattern library of intrusion attacks.
However, as an emerging model in the Smart Grid, there will be many new types of attacks appearing in AMI. The accuracy of the Misuse-based intrusion detection has decreased significantly, so it cannot meet the existing needs of the communication environment in AMI.

By judging the degree of deviation among the features of the collected traffic and the normal traffic, the anomaly-based intrusion detection scheme identifies intrusion attacks. It can be divided into intrusion detection based on statistical learning [8], traditional machine learning [9], and deep learning [10]. Because of the requirements of data distribution, intrusion detection methods based on statistical learning have been eliminated. With the development of Artificial Intelligence (AI) technology, the accuracy of methods based on machine learning has been significantly improved. However, communication traffic in AMI presents the characteristics of large data volume, high-dimensional data, and complex feature information. Methods based on traditional machine learning have the limitation of manually setting features in feature selection. Such methods can only be applied to simple and shallow learning. By constructing a deep hierarchical network structure, the methods based on deep learning can learn advanced features from data automatically. This method saves time for feature engineering [11]. The experimental result shows that Autoencoder (AE) has satisfactory performance in feature dimensionality reduction, and LSTM has an exceptional ability to solve classification problems. Currently, researchers have proposed a variety of intrusion detection schemes based on these two models. Dong et al. [12] proposed an intrusion detection model named AE-AlexNet based on deep learning. They use AE to realize dimensionality reduction of high-dimensional traffic. This method fails to achieve layer-by-layer training for high-dimensional traffic, and the robustness of the model is relatively poor. Due to the availability of LSTM on time series data, Althubiti et al. [13] proposed an intrusion detection scheme based on LSTM. In this scheme, only the unidirectional structural features are extracted, and it cannot determine important features. It has serious limitations in its application.

To deal with the above problems, we propose a communication intrusion detection scheme by combining feature dimensionality reduction and improved LSTM in AMI. The main contributions of this paper can be summarized as follows:

1. First, we propose a Stacked Autoencoder method to achieve feature dimensionality reduction for the high-dimensional features of data in AMI. By extracting the key point information of attributes, it can reduce the calculation time and improve the efficiency of communication intrusion detection in AMI. SAE can modularize and improve the robustness of the neural network.
2. Second, for the problem that LSTM cannot extract bidirectional structural features, we propose a Bidirectional Long Short-Term Memory model for the classification of traffic. It can reduce the high FAR due to data imbalance in AMI.
3. Third, to determine the criticality of the dimensionality and the feature, we improve the classification model by the Attention Mechanism. It sets weight coefficients to allocate more attention to key dimensions and important features, to realize accurate detection.
4. Fourth, the proposed method is compared with the methods based on traditional machine learning and the recent papers on intrusion detection. The experimental results indicate that our scheme is preferable to other competing schemes.

The rest of this paper is organized as follows: Section 2 summarizes the related research work. Section 3 presents the basic theory required in the scheme. Section 4 introduces our intrusion detection scheme in detail. Section 5 is the analysis and comparison of the experiment. Section 6 reports possible threats to the validity of the scheme. The paper is concluded in Section 7.

2. Related Work

This section discusses two types of related work: methods based on traditional machine learning and methods based on deep learning. According to the requirements of communication intrusion detection in AMI, both methods face certain challenges. The challenge of methods based on traditional machine learning is whether the selected features are appropriate for the classification model. Methods based on deep learning face the challenges of high-dimensional features of communication traffic and data imbalance in AMI.

2.1. Intrusion Detection Based on Traditional Machine Learning

Most of the previous research studies are based on traditional machine learning methods, such as Naive Bayes, Decision Tree, K-Nearest Neighbor (KNN), Support Vector Machine (SVM), and Hidden Markov Model (HMM). Farid et al. [14] proposed a learning algorithm of intrusion detection, which uses the methods of Naive Bayes and Decision Tree to reconstruct the data. The purpose was to reduce the noise and eliminate the redundant attributes in the training data. This scheme improved the accuracy of different types of network intrusion attacks. Radoglou-Grammatikis and Sarigiannidis [15] proposed an intrusion detection system in AMI based on the CART decision tree, and the system was tested on the intrusion detection dataset CICIDS2017. Accuracy can reach 99.66%, and True Positive Rate (TPR) can reach 99.30%. Senthilnayaki et al. [16] used the Rough Sets Attribute Reduction algorithm to select features and data, extracted the more important features and data, and realized the feature dimensionality reduction of the data attributes in the dataset. Finally, the improved KNN classifier was utilized to complete the classification of traffic, which effectively
reduces the FAR of detecting intrusion attacks. For the threats in AMI, Vijayanand et al. [17] constructed an intrusion detection system in Smart Grid through the SVM classifier method. The feature was selected by mutual information value. Finally, through simulation experiments, the detection accuracy of normal records obtained could reach 93.4%, and the detection accuracy of intrusion attack records could reach 89.2%. The advantage of the SVM model is its brilliant generalization ability. The FAR of the final results is low, but the SVM model is only suitable for solving the binary classification problem. For detecting multiclass intrusion attacks in AMI, the performance of the SVM model is not good. Hurley et al. [18] used HMM algorithm to develop an adaptive network intrusion detection system, which had a superior performance in detecting intrusion attacks in Software Defined Network (SDN). High-quality training datasets can be constructed through the clustering algorithm in traditional machine learning. This kind of method can make the type of the dataset from complex to simple. It can reduce the spatial dimension of the data and the computational overhead. In previous studies, clustering algorithms used in intrusion detection include k-means algorithm [19], hierarchical clustering [20], and Principal Component Analysis (PCA) [21]. Unsupervised machine learning technology is an imperative method for data processing and feature engineering in the context of massive data in AMI. However, such algorithms are sensitive to the outliers and noise of data.

The arrival of the big data era indicates that intrusion detection has entered a stage of large data volume, high data dimension, high network bandwidth, and complex feature information. Methods based on traditional machine learning need to manually set features, which are relatively shallow learning methods. It is therefore difficult to achieve the purpose of prediction and analysis.

2.2. Intrusion Detection Based on Deep Learning. The deep learning method constructs a network structure constituted by multiple hidden layers to adapt to the higher-dimensional learning process by learning the internal laws and representation levels of sample data. At the stage of feature engineering, the convergence time of the model is saved. The deep learning algorithms commonly used in the field of communication intrusion detection in AMI include Autoencoder, Recurrent Neural Network (RNN) and its excellent variants, and Convolutional Neural Network (CNN). To obtain hidden information, Sun et al. [22] adopted the idea of the Variational Autoencoder (VAE) to achieve feature dimensionality reduction. They can extract more advanced features than manually set features. The proposed scheme has shown good performance on the KDD-CUP dataset, Mnist dataset, and UCSD pedestrian’s dataset. Distributed Denial of Services (DDoS) is one of the most notorious attacks in AMI. Learning features through a multilayer AutoEncoder, Ali and Li [23] proposed an efficient DDoS attack detection technique. Bhardwaj et al. [24] combined stacked sparse AutoEncoder and Deep Neural Network (DNN) to detect DDoS attacks in cloud computing.

However, there are various types of intrusion attacks in AMI, which cannot guarantee the robustness of the scheme. Gao et al. [25] proposed a new intrusion detection method based on the LSTM model, which can be used in Supervisory Control And Data Acquisition (SCADA) systems. Agarap [26] introduced a linear SVM to replace the softmax function in the final output layer of the Gated Recurrent Unit (GRU) and built a model named GRU-SVM for intrusion detection. Finally, through simulation experiments, they showed the superiority of their scheme in training and testing time. Roy and Cheung [27] proposed to detect attacks based on the BiLSTM model in IoT. They used the UNSW-NB15 dataset for testing and achieved an accuracy of over 95% in attack detection. Khan et al. [28] built the intrusion detection system consisting of two stages: The first stage is the anomaly detection module based on Spark-ML, and the second stage is the misuse detection module based on Convolutional-LSTM (Conv-LSTM). In the cross-validation, the accuracy rate can reach 97.29%. Riyaz and Ganapathy [29] used CNN to select the most contributory feature and classify the traffic when identifying and detecting intrusion attacks on wireless networks. The proposed intrusion detection system achieved an overall accuracy of 98.88%. Lin et al. [30] proposed a framework named IDSGAN by Generative Adversarial Networks (GAN) to generate adversarial attacks to deceive and evade intrusion detection systems. Based on the NSL-KDD dataset, experiments had proved the feasibility of this model to attack systems that can detect multiple different attacks, and had achieved excellent results.

Although intrusion detection based on deep learning has many advantages in feature learning, it also has some shortcomings. During the communication of AMI, the training dataset contains a large number of normal data samples, and the proportion of intrusion attack traffic is very small. The records of data show the phenomenon of unbalance. Meanwhile, the structural data are high-dimensional, and the features need to be selected and extracted. In response to the need for communication intrusion detection in AMI, this paper proposes a corresponding scheme to solve the above problems.

3. Preliminary: Basic Theory

This section introduces the basic theory of the model used in the next section.

3.1. Autoencoder. Autoencoder is an unsupervised neural network algorithm, which can reconstruct the vector which is input into the model [31]. It shows powerful nonlinear generalization capabilities and has been applied in many fields, such as image denoising [32] and anomaly detection [33]. Figure 1 is the hierarchical structure of the Autoencoder. The Autoencoder consists of two parts: encoder (visible layer to hidden layer) and decoder (hidden layer to output layer). The encoder is represented by the function $h = f_o(x)$, and it maps the input data to the feature space. The decoder is represented by the function $x' = g_o(h)$, and it maps the encoded data back to the sample space for the generation and reconstruction of the input vector.
The learning target of an Autoencoder is to make the input equal to the output. The objective function of the network is \( g_\theta \left( f \left( x \right) \right) \approx x \), which means learning an identity. We suppose that the set of data samples input to the Autoencoder model is \( \{ (x_1, y_1), (x_2, y_2), \ldots , (x_n, y_n) \} \). The training dataset formed after removing the category labels is \( \{ x_1, x_2, \ldots , x_n \} \).

The encoder can be expressed by the following equation:

\[
h_k = f_\theta (x_k) = R \left( \sum_{i=1}^{n_1} W_{ij} \cdot x_{ki} + b_i \right), \tag{1}\]

The decoder can be expressed by the following equation:

\[
x'_k = g_\theta (h_k) = R \left( \sum_{i=1}^{n_2} W_{ij} \cdot h_{ki} + b_i \right), \tag{2}\]

The loss function can be expressed by the following equation:

\[
L_{W_\theta} (x_k, x'_k) = \frac{1}{2} \sum_{i=1}^{n_2} (x_k - x'_k)^2. \tag{3}\]

In equations (1)–(3), \( x_k \) is the kth training sample, \( h_k \) is the value of each neuron in the hidden layer of the kth training sample, \( x'_k \) is the value of each neuron in the output layer of the kth training sample, \( n_1 \) is the number of neurons in the visible layer, and \( n_2 \) is the number of neurons in the hidden layer. \( W_{ij} \) is the connection weight of the ith neuron in the previous layer and the jth neuron in the next layer. \( b_i \) is the bias term of the jth neuron on the corresponding layer. \( R \) indicates that the activation function used in the Autoencoder is the Relu function.

For the task of feature dimensionality reduction, the final output \( x'_k \) and the original data \( x_k \) have the same feature dimensions, which is meaningless. The result of \( h_k \) in the hidden layer is the dimensionality reduction expression of \( x_k \). It is obtained without losing the original data information as much as possible. We can accomplish the target of transforming high-dimensional features into low-dimensional features.

3.2. Long Short-Term Memory. Long Short-Term Memory neural network was proposed as an improved variant of Recurrent Neural Network, which mainly solves the problems of gradient disappearance or explosion that may occur during RNN training. It is more suitable for use in sequence data processing with long-term correlation [34]. Figure 2 displays the LSTM network structure.

Figure 3 is the internal structure of the memory storage unit of LSTM, which is mainly composed of the forget gate, the input gate, and the output gate [35]. The forget gate is responsible for processing the output of the previous layer, selecting useful information, and filtering useless information. The input gate is responsible for judging the importance of information and updating the status of the unit through critical information. The output gate is responsible for determining which unit status can be input to the unit of the next layer.

The forget gate can be expressed by the following equation:

\[
f_t = \sigma \left( W_f \cdot [h_{t-1}, x_t] + b_f \right). \tag{4}\]

In the equation, the value of \( h_{t-1} \) and \( x_t \) is 0 or 1. After the forget gate, if the output is 0, the current useful information will be stored. And if the output is 1, the current useless information will be deleted.

The calculation process of the input gate consists of two parts: one is to determine the important information that needs to be added to the unit status through the sigmoid activation function, and the other is to use the tanh activation function to form a new vector to update the unit status. The equations of the two parts are shown in the following equations:

\[
i_t = \sigma \left( W_i \cdot [h_{t-1}, x_t] + b_i \right), \tag{5}\]

\[
\bar{C}_t = \tanh \left( W_C \cdot [h_{t-1}, x_t] + b_C \right). \tag{6}\]

At this time, the original unit status \( C_{t-1} \) is updated to \( C_t \), and the equation is as follows:

\[
C_t = f_t \ast C_{t-1} + i_t \ast \bar{C}_t. \tag{7}\]

The output gate determines the output through the sigmoid function, which can be expressed by the following equations:

\[
o_t = \sigma \left( W_o \cdot [h_{t-1}, x_t] + b_o \right), \tag{8}\]

\[
h_t = o_t \ast \tanh (C_t). \tag{9}\]

In equations (4)–(9): \( \sigma \) indicates that the activation function used is sigmoid. \( h_{t-1} \) is the hidden layer status of the previous layer unit. \( W_f \) is the weight of the forget gate, and \( b_f \) is the bias term of the forget gate. \( W_i \) is the weight of the input gate, and \( b_i \) is the bias term of the input gate. \( W_C \) is the weight of the unit status, and \( b_C \) is the bias term of the unit.
4. Proposed Method

The intrusion detection scheme we proposed is mainly for the communication scenario in AMI, and Figure 4 provides a detailed description of this scenario. AMI is generally composed of smart meters, concentrators, grid servers of measurement management, and its communication network. The bottom component of AMI is the smart meter. It is responsible for collecting and analyzing user information on Home Area Network (HAN), Business Area Network (BAN), and Industry Area Network (IAN), while monitoring and recording electricity consumption data and other statistical data. The intermediate component of the system is the data collector deployed in the Neighbor Area Network (NAN), responsible for summarizing the data information received from the smart meter. The top component of the system is the device of AMI headend, which is deployed in the Wide Area Network (WAN) and is responsible for collecting data from multiple data collectors. There are multiple feasible communication methods and protocols at each level. For example, the ZigBee protocol stack and Bluetooth communication are used in the HAN. In the NAN, the communication standard of WiFi is used. There are numerous communication methods in the WAN, such as Digital Subscriber Line (DSL), optical fiber communications, and GPRS communication. Figure 4 also captures the collection environment of communication data in AMI. The Programmable Logic Controller (PLC) and the data acquisition unit are connected to the communication server on the data bus through the switch. On the data bus, potential intrusion attack threat terminals send abnormal traffic during the communication, carry out various attacks, and affect the communication between normal devices. The database server is responsible for storing communication log files between devices. The data acquisition unit is in charge of collecting normal traffic and intrusion attack traffic.

In this section, we first introduce the data preprocessing approach. Then, we describe the proposed communication intrusion detection model in AMI and explain how to classify the records of normal traffic and intrusion attack traffic.

4.1. Data Preprocessing. The communication traffic in the AMI system contains many nondigital features. Such features cannot be directly used as input to the model, so it is necessary to convert nondigital features into digital features. We apply the idea of one-hot encoding to process data and use n-bit status registers to encode n states of nondigital features. Assume that nondigital features have n states such as {Status_1, Status_2, ..., Status_n}, and Table 1 is the final result of the encoding.

To eliminate the difference of the feature quantification results and prevent the features with a large value range from affecting the model results, we use the procedure of normalization for all features to process the obtained data. Normalization of data can improve the accuracy of the model and speed up the solution of the model. In our proposed scheme, the Min-Max normalization method is used [36]. Assuming that the dataset of a group of features is \{X_1, X_2, ..., X_n\}, the equation for normalizing a certain data \(X_i\) in the set is shown in the following equation:

\[
X'_i = \frac{X_i - X_{\text{Min}}}{X_{\text{Max}} - X_{\text{Min}}}
\]  

Here, \(X'_i\) is the normalized data and \(X_{\text{Min}}\) and \(X_{\text{Max}}\) are the minimum and maximum values in the dataset, respectively.

The pseudocode description of the algorithm at this stage is shown in Algorithm 1.
4.2. Intrusion Detection Model. The preprocessed data can be used for classification detection. Figure 5 is the established communication intrusion detection model in AMI, which is divided into two parts: the first part is to perform dimensionality reduction operations on the features of the data through the Stacked Autoencoder, which is marked by (i) in Figure 5. The second part is to classify the traffic through the improved LSTM for the data after feature reduction, to achieve the purpose of identifying intrusion attacks. This part is indicated by (ii) in Figure 5.

4.2.1. SAE for Feature Dimensionality Reduction. The Stacked Autoencoder is a neural network made up of multiple layers of sparse Autoencoders, which can effectively extract features and reduce feature dimensions [37]. Figure 6 is the structure of the Stacked Autoencoder. This SAE is composed of n Autoencoders stacked. Hidden layers (1−n−1) are the output of the previous Autoencoder and the input of the next Autoencoder. In this case, one Autoencoder is nested inside another, and learning takes place in a layer-by-layer greedy learning manner [38]. After every Autoencoder is trained, the decoder part is removed, and the final target output is attached to the innermost encoder layer.

To use the AMI dataset for communication traffic, after completing the data preprocessing, the vector with a dimension of 196 is obtained. This vector is used as the input of SAE. Figure 7 is the design of SAE to achieve feature selection and dimensionality reduction. In the proposed scheme, the number of hidden layers of the SAE network structure is 4 layers. The number of neurons in the hidden layer is \{128, 64, 32, 32\}, and finally, a 32-dimensional vector is selected as the output.

The processes of SAE for feature dimensionality reduction generally include two stages: pretraining and fine-
tuning. Pretraining is an unsupervised training process that uses a large amount of unlabeled traffic data to perform layer-by-layer greedy learning and training in SAE. The steps of the pretraining stage are as follows:

Step 1: input the preprocessed AMI communication data into the visible layer of the SAE, and initialize the connection weight $W$ and bias term $b$ randomly.

Step 2: train the network parameters of the Hidden layer1 and calculate the output of the Hidden layer1 through the trained parameters.

Step 3: use the unsupervised learning method to train the Autoencoder and calculate the loss function value $L_{W,b}$. Keep updating the weight $W$ and the bias term $b$ until the loss function value finally reaches the set threshold and no longer changes.

Step 4: use the output of the previous network layer as the input of the next network layer and apply the same method to train the parameters of this hidden network layer. Repeat Step 3 until all layers of the SAE have been trained.

The above pretraining process cannot obtain a mapping from the input communication traffic in AMI to the output label, so one or more connection layers need to be added to the last layer of the SAE network, and the backpropagation method is used for training. This stage is called the fine-tuning process. The steps of the fine-tuning stage are as follows:

Step 1: construct the entire SAE by connecting the hidden layers trained by each AE, and set the connection weight $W$ and the bias term $b$ to the values obtained in the pretraining stage.

Step 2: cascade a softmax classifier after the last layer, and train the network parameters of the softmax classifier in combination with the labeled original data.

Step 3: use the network parameters of the pretraining stage and the fine-tuning stage as the initialization parameters of the entire deep network. Find the parameter values around the minimum value of the cost function as the optimal parameter.

Step 4: use the backpropagation algorithm to fine-tune the optimal parameters obtained in the SAE model.

The pseudocode of the algorithm using the SAE to complete feature dimensionality reduction is shown in Algorithm 2.

The scheme has been put forward since the process of completing feature dimensionality reduction. As the network deepens, the training process becomes more difficult and the convergence speed becomes slower. We adopted the idea of Batch Normalization (BN) [39] to solve this problem. In Step 4 of the fine-tuning stage, there is the phenomenon that gradient disappears in the low-layer neural network during backpropagation. BN means that the input value distribution of any neuron in each layer of the neural network is forced back to the standard normal distribution with the mean of 0 and the variance of 1 through the normalization method. In this way, the input value of the nonlinear transformation function falls into an area that is sensitive to the input, to avoid the problem of vanishing gradient. Figure 8 displays the process of improving the hidden layer network...
structure of the Autoencoder. We use the idea of BN for processing behind each hidden layer.

In the BN operating experience, the equation for transforming the activation value of each neuron in the hidden layer is shown in the following equation:

$$\tilde{x}^{(k)} = \frac{x^{(k)} - E[x^{(k)}]}{\sqrt{\text{Var}[x^{(k)}]}}$$ \hspace{1cm} (11)

In the equation, $x^{(k)}$ is the linear activation value of the corresponding neuron in this layer. $E[x^{(k)}]$ is the average value of linear activation values obtained by all training instances in this training process. Var $[x^{(k)}]$ is the variance of the linear activation value. Assuming that there are $n$ instances in the training process, the calculation equations of $E[x^{(k)}]$ and Var $[x^{(k)}]$ are

$$E[x^{(k)}] = \frac{1}{n} \sum_{i=1}^{n} x_i^{(k)},$$ \hspace{1cm} (12)

$$\text{Var}[x^{(k)}] = \frac{1}{n} \sum_{i=1}^{n} (x_i^{(k)} - E[x^{(k)}])^2.$$ \hspace{1cm} (13)

To prevent the expression ability of the SAE network from decreasing after changing the distribution, the adjustment parameters scale and shift are added at each neuron to activate the inverse transformation operation. The equation for the inverse operation is shown in the following equation:

$$y^{(k)} = y^{(k)} / \tilde{x}^{(k)} + \beta(k).$$ \hspace{1cm} (14)

4.2.2. Improved LSTM for Classification. After completing data dimensionality reduction, it is necessary to classify the normal traffic and intrusion attack traffic of communication data in AMI. The scheme in this paper applies the Bi-directional Long Short-Term Memory [40] method. Figure 9 is the structure of the BiLSTM model.

In the proposed scheme, the input layer is responsible for sequence encoding of the data after feature dimensionality reduction. The forward working LSTM unit is responsible for extracting the forward features of the data sequence in the input layer, and the backward working LSTM unit is responsible for extracting the backward features of the data sequence in the input layer. The output layer integrates the data output by the forward and backward transmission layers.

The calculation equations inside the LSTM unit of forward transmission are shown in the following equations:

$$\tilde{f}_t = \sigma(W_f \cdot [h_{t-1}, \tilde{x}_t] + b_f),$$ \hspace{1cm} (15)

$$\tilde{i}_t = \sigma(W_i \cdot [h_{t-1}, \tilde{x}_t] + b_i),$$ \hspace{1cm} (16)

$$\tilde{C}_t = \tilde{f}_t * \tilde{C}_{t-1} + \tilde{i}_t * \tanh(W_C \cdot [h_{t-1}, \tilde{x}_t] + b_C),$$ \hspace{1cm} (17)

$$\tilde{C}_t = \tilde{f}_t * \tilde{C}_{t-1} + \tilde{i}_t * \tanh(W_C \cdot [h_{t-1}, \tilde{x}_t] + b_C),$$ \hspace{1cm} (18)

$$\tilde{h}_t = \tilde{c}_t * \tanh(C_t).$$ \hspace{1cm} (19)

The calculation equations inside the LSTM unit of backward
transmission are shown in the following equations:

\[
\tilde{f}_t = \sigma(W_f \cdot \tilde{h}_{t-1} + \tilde{x}_t) + b_f,
\]

(20)

\[
\tilde{i}_t = \sigma(W_i \cdot \tilde{h}_{t-1} + \tilde{x}_t) + b_i,
\]

(21)

\[
\tilde{C}_t = \tilde{f}_t \cdot \tilde{C}_{t-1} + \tilde{i}_t \cdot \tanh(W_C \cdot \tilde{h}_{t-1} + \tilde{x}_t) + b_C,
\]

(22)

\[
\tilde{o}_t = \sigma(W_o \cdot \tilde{h}_{t-1} + \tilde{x}_t) + b_o,
\]

(23)

\[
\tilde{h}_t = \tilde{o}_t \cdot \tanh(\tilde{C}_t).
\]

(24)

The output vector \( h_t \) of the output layer can be calculated from the output vectors \( \tilde{h}_t \) and \( h_t \) of the forward and backward hidden layers, respectively. The calculation equation is shown in the following equation:

\[
h_t = [\tilde{h}_t \oplus h_t].
\]

(25)

In equation (25), \( \oplus \) is the combination method of forward and backward output vectors.

In the communication intrusion detection scheme in AMI, to pay corresponding attention to the different features of the intrusion attack traffic data, the Attention Mechanism is introduced. This will improve the accuracy of intrusion detection. Attention Mechanism is widely used in image processing [41], natural language processing [42], target detection [43], and other fields. The core idea of this method is to imitate the way the human body observes objects and select more critical parts from a large amount of information to achieve the purpose of feature extraction. The Attention Mechanism is used in two measures in the improved LSTM to classify traffic data. One is to use the Attention Mechanism to determine which dimensions play a critical role in classification. The other is that the data sequence results obtained by the BiLSTM output layer are added to the Attention Mechanism layer to obtain a more accurate classification. The calculation equations are shown in the following equations:

\[
u_t = \tanh(W_u h_t + b_u),
\]

(26)

\[
a_t = \text{softmax}(u_t^T, u_w),
\]

(27)

\[
\nu = \sum a_t h_t.
\]

(28)

In equations (26)–(28), \( u_t \) is the attribute representation of the output vector \( h_t \) of the BiLSTM output layer, \( a_t \) is the weight of importance, \( \nu \) is the result of the importance weighting operation on the output vector \( h_t \), and \( u_w \) is a randomly generated context vector during training.

The final result is input to the fully connected neural network layer for classification, and the prediction result is obtained. The pseudocode of the algorithm for implementing traffic data classification using improved LSTM is shown in Algorithm 3.

5. Experimental Results and Analysis

This section first introduces the experimental environment and the dataset used. Then, we compare with other methods and debug the internal structure and parameters of the model to illustrate the superiority of the proposed scheme of communication intrusion detection scenarios in AMI.

5.1. Experimental Settings and Dataset Description. The experiment was run on a machine with Windows 10 operating system, Intel Core i9-9900K CPU, NVIDIA RTX2080 Ti GPU, and 32 GB RAM. To compare the running time of the proposed model on CPU and GPU, we conducted the comparative experiment on a machine with Windows 10 operating system with Intel Core i7-5500U CPU and 8 GB RAM. The methods mentioned in the scheme are all programmed with Python 3.7, and the compiler used is Pycharm2020. A large number of programming libraries in python are employed in programming, such as Numpy, Pandas, Keras, and Sklearn. Numpy provides the basic packages for data analysis and high-performance scientific computing, which can calculate the matrix precisely and work with vectors. Pandas is a tool based on Numpy, including different libraries and various standard data types. It is used to accurately process large-scale datasets. Keras is the most important library in the process of programming, and it can run on TensorFlow or Theano. Our scheme is running on TensorFlow. Because some deep learning models (AE, LSTM) are used in the designed scheme, Keras provides a flexible deep learning framework for it. We can easily and quickly implement the scheme programming through Keras. Sklearn encapsulates a large number of machine learning algorithms, such as classification, regression, and clustering.

To evaluate our proposed communication intrusion detection scheme in AMI, the public intrusion detection standard dataset UNSW-NB15 is employed for verification. This dataset was created by the cyber security research group of the Australian Centre for Cyber Security (ACCS) [44], which addresses the issue of data redundancy in other datasets. The traffic obtained by the AMI system has the characteristic of more normal data and less intrusion attack data. An unbalanced dataset is needed to verify the proposed scheme. Table 2 contains the distribution of the data. The UNSW-NB15 dataset has 175341 records in the training dataset and 82332 records in the testing dataset. In addition to normal data records, the dataset has 9 types of intrusion attacks: Fuzzers, Analysis, Backdoors, DoS, Exploits, Generic, Reconnaissance, Shellcode, and Worms. There are 93000 normal records in the dataset, accounting for 36.09%. However, Shellcode and Worms have 1511 records and 174 records, respectively, accounting for 0.59% and 0.07%. Therefore, the UNSW-NB15 dataset meets the verification characteristics of the unbalanced dataset.
Network communication technology is applied to AMI, and massive data present a multidimensional characteristic structure. The UNSW-NB15 dataset comprises 44 features, which like the characteristic of communication traffic with many features in AMI. Table 3 displays all the features and types of the dataset. These features are divided into 6 categories:

Flow features: it includes the data flow attributes that the communication terminal interacts with. In this dataset, only proto belongs to Flow Features, which is used to mark the transaction protocol used in the communication.

Base features: it shows the basic attributes of the traffic in the records, such as the features of the protocol connection.

Content features: it is related to the attributes of the TCP and the HTTP.

Time features: it includes all the time attributes of the data in the record, such as the arrival time of the data packet, the return confirmation time, and the survival time.

Additional generated features: it can be divided into two parts: one is general feature attributes, and the other is connection feature attributes. In general feature attributes, each feature gets its use from the defense point of view. Connection feature attributes only provide defenses in connection attempts.

Labeled features: it indicates whether the record is normal data or generated from an intrusion attack. Both the normal and attack records are marked with a Boolean type.

### 5.2. Performance Evaluation Metrics

We are required to set model evaluation standards to test the effectiveness of the designed communication intrusion detection scheme in
AMI. Intrusion attack traffic detection is a classification problem, and its performance metrics depend on the confusion matrix [46]. Table 4 enumerates the definition and explanation of each item in the confusion matrix.

The confusion matrix can be used to calculate the following performance metrics to evaluate our proposed scheme:

Accuracy can be used to represent the proportion of all traffic data (normal and intrusion attack) being classified correctly. The calculation equation is shown in the following equation:

$$\text{Accuracy} = \frac{TP + TN}{TP + FN + FP + TN}$$  \hspace{1cm} (29)

Precision can be used to express the probability that the data detected as a positive sample is truly a positive sample. The calculation equation is shown in the following equation:

$$\text{Precision} = \frac{TP}{TP + FP}$$  \hspace{1cm} (30)

Recall can express the ratio of intrusion attack traffic detected as positive samples by our proposed scheme to the overall intrusion attack traffic. Recall can be used as an important performance metric in the detection of datasets with an unbalanced category. The calculation equation is shown in the following equation:

$$\text{Recall} = \frac{TP}{TP + FN}$$  \hspace{1cm} (31)

$$F1\_\text{score} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}$$  \hspace{1cm} (32)

FAR reports the ratio of the normal traffic detected as a positive sample to the overall normal traffic. The calculation equation is shown in the following equation:

$$\text{FAR} = \frac{FP}{FP + TN}$$  \hspace{1cm} (33)

5.3. Experimental Results. According to our proposed communication intrusion detection scheme in AMI, the UNSW-NB15 dataset is used for verification. First, we preprocess the dataset and use one-hot encoding to convert the nondigital features in the dataset into digital features. Then, we input the preprocessed data into the Stacked Autoencoder for feature dimensionality reduction. The encoded data are input into the improved LSTM model for classification. Finally, the result of classification is output through the fully connected layer. Table 5 is the confusion matrix obtained from the detection results of the proposed scheme on the UNSW-NB15 dataset. Table 6 comprises the results of performance metrics calculated by the values of items in the confusion matrix.

5.4. Comparison with Other Methods

5.4.1. Comparison with Traditional Machine Learning Methods. To prove the advantages of our proposed AMI communication intrusion detection scheme, traditional machine learning methods are utilized to classify and detect the UNSW-NB15 dataset. Table 7 compares their final results with the results of our proposed scheme. Traditional
Machine learning methods are not particularly effective for intrusion detection on the dataset with unbalanced categories. The best methods about the results are Random Forest and Decision Tree. The performance metric of Accuracy can reach 0.8583 and 0.8531, respectively. However, the FAR of these two traditional machine learning methods is very high. Support Vector Machines show good performance on the Binary Classification problems. After being used for the detection of intrusion attack traffic, the FAR value of the SVM model can reach 0.0079, but the classification Accuracy is only 0.6486. In summary, compared with traditional machine learning schemes, our proposed communication intrusion detection scheme in AMI greatly improves the Accuracy of intrusion detection, while ensuring low FAR. Especially, for datasets with unbalanced categories, it has better performance of classification.

5.4.2. Comparison with Recent Intrusion Detection Scheme. Table 8 compares our proposed scheme with some recent intrusion detection schemes. DO_IDS [47] proposed an intrusion detection algorithm that relies on mixed data optimization. The Time-related NIDS [48] scheme uses a time-related deep learning method to detect intrusion attacks in the network. The SDAE+SVM [49] scheme also uses Denoising Autoencoder (DAE) to reduce the feature dimension. But, different from the scheme we proposed, this scheme finally uses the idea of SVM for classification.

Table 8 suggests that our proposed communication intrusion detection scheme in AMI can better detect intrusion attack traffic compared to the recently proposed papers of intrusion detection. Reference [48] used the time-series model for the scheme. Reference [49] used the feature dimensionality reduction of the Denoising Autoencoder. The scheme we propose is to use an improved LSTM to classify time series data based on the feature dimensionality reduction of SAE. So, we compare the accuracy and loss of each Epoch on the training dataset and the testing dataset of the proposed model and the two deep learning methods. Figure 10 is the curve drawn founded on the results obtained. The three models were trained with 180 Epochs, and the values of accuracy and loss after each Epoch were recorded. The proposed scheme converges significantly faster during training and testing, and the final classification accuracy of our model is considerably higher.

To compare the computational cost of the proposed scheme and other schemes, Figure 11 reports the running time for each parameter in the training dataset and the testing dataset to reach the set threshold. We use GPU to
5.6. Comparison with Different Timesteps.

In the final classification model, the selection of different timestep values will also affect the performance metrics of the model. In the LSTM classification model, timestep refers to how much data the current input data of the model is related to before. In the final classification process, through code debugging, the timestep value is selected in the set {4, 8, 12, 16, 20}, and we record the results of our model. Figure 12 shows the comparison of four performance metrics after different timesteps. With the increase of timesteps, the performance of various metrics gradually becomes better and eventually tends to a stable value. Accuracy, Precision, and FAR have the best performance when the timestep value is equal to 20. Recall has the best performance when the timestep value is equal to 16, but the Recall value is only 0.0005 lower when the timestep value is equal to 20. However, while improving the performance of the model, the calculation time of the model should be taken into account. Figure 13 explains the calculation time of each Epoch for different timesteps. It indicates that the cost of increasing timesteps to obtain good performance is that the calculation time becomes longer.

We set different timestep values in the classification model. Figure 14 records the accuracy and loss values of the training dataset and the testing dataset after each Epoch. As the timestep value increases, the final performance that the model can eventually achieve becomes better and better, but this does not mean that the time to reach the best performance is getting faster. Figure 14 suggests that the overall convergence trend is almost the same in the process of the model reaching the best performance. When the timestep value increases, the model's performance improvement is less and less obvious.

5.7. Experiments on the NSL-KDD Dataset. The proposed scheme shows excellent performance on the UNSW-NB15 dataset. To ensure the robustness of the proposed scheme, we use the NSL-KDD dataset for experiments. The NSL-KDD dataset is improved based on the KDD Cup99 dataset [50]. Compared to KDD Cup99, NSL-KDD does not include redundant records in the training dataset and duplicate records in the testing dataset. This dataset also conforms to the essential characteristics of traffic in the AMI communication environment: data imbalance and multidimensional feature structure. In the NSL-KDD dataset, there are 125973 records in the training dataset and 22544 records in the testing dataset. Table 10 shows the distribution of various types of intrusion attacks. In addition to the data marked as Normal, there are samples of four types of intrusion attacks: DoS, U2R, R2L, and Probe. The dataset has 42 features (1 category feature, 7 discrete features, and 34 continuous features).

Under the same environmental setting as 5.1, we conducted experiments on the NSL-KDD dataset according to the proposed scheme. Table 11 is the confusion matrix obtained through the testing dataset. Through the confusion matrix, we calculate the performance metrics, as shown in Table 12. The proposed scheme is also applicable to the NSL-KDD dataset, showing excellent performance in intrusion attack detection. Unlike the UNSW-NB15 dataset, the testing dataset in NSL-KDD includes many new attack variants. Therefore, the scheme could detect new attack variants.
Figure 10: Changes in accuracy and loss of the training dataset and the testing dataset with the increase of Epoch. (a) Accuracy changes in the training dataset. (b) Loss changes in the training dataset. (c) Accuracy changes in the testing dataset. (d) Loss changes in the testing dataset.
(i) Accuracy > 0.95  
(ii) Val_accuracy > 0.93  
(iii) Loss < 0.12  
(iv) Val_loss < 0.15

Figure 11: The running time of each program when the set threshold is reached. (i) The accuracy of the training dataset reaches 0.95. (ii) The accuracy of the testing dataset reaches 0.93. (iii) The loss of the training dataset reaches 0.12. (iv) The loss of the testing dataset reaches 0.15.

Table 6: Results of each performance evaluation metric on the UNSW-NB15 dataset.

| Evaluation index | Value  |
|------------------|--------|
| Accuracy         | 0.9941 |
| Precision        | 0.9914 |
| Recall           | 0.9952 |
| F1_score         | 0.9933 |
| FAR              | 0.0069 |

Figure 12: Continued.
6. Threats to Validity

In this section, we report possible threats to the validity of the proposed scheme.

6.1. Threats to Internal Validity. In the process of intrusion detection, the dependent variable is the performance evaluation metric, which is obtained finally. It is calculated based on the confusion matrix of the classification results. Time performance is also used as one of the evaluation metrics in comparison with related work. However, we should ensure the consistency of the machines used when comparing the time performance of schemes. GPU will significantly accelerate the training speed of the model.

The independent variables that affect the dependent variable can be split into the structural setting of the model and the internal parameters of the model. In the structure of
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**Figure 12:** The results of performance metrics with different timesteps. (a) Accuracy. (b) Precision. (c) Recall. (d) FAR.

![Figure 13](image13.png)

**Figure 13:** The calculation time of each Epoch under different timestep values. (i) The machine configuration used is CPU. (ii) The machine configuration used is GPU 2080Ti.
Figure 14: Changes in performance metrics with increasing Epoch when setting different timesteps. (a) Accuracy changes in the training dataset. (b) Loss changes in the training dataset. (c) Accuracy changes in the testing dataset. (d) Loss changes in the testing dataset.
themodel, the number of layers in the SAE and the number of neurons in each layer will have a significant impact on the internal validity. When using LSTM for classification, choosing a bidirectional structure to extract features and adding an Attention Mechanism will improve accuracy. However, the complexity of the model structure will lead to an increase in the computational cost. Timesteps is one of the most important internal parameters, which affects the time performance of the model. In the programming models for deep learning, we also need to consider the threat of internal parameters (such as learning rate) to internal validity. Besides, some advanced technologies are used in the algorithm design of our scheme. For example, we use the dropout function to prevent the model from overfitting. Different probabilities of deactivation may cause the model to produce different classification results.

Table 7: The comparison of results between the proposed method and traditional machine learning methods.

| Method                      | Accuracy | Precision | Recall | FAR  |
|-----------------------------|----------|-----------|--------|------|
| K-nearest neighbor          | 0.7544   | 0.7942    | 0.6977 | 0.1870 |
| Naive Bayesian              | 0.8358   | 0.7399    | 0.8731 | 0.1869 |
| Decision tree               | 0.8531   | 0.7811    | 0.8765 | 0.1624 |
| Random forest               | 0.8583   | 0.8434    | 0.8400 | 0.1268 |
| Logistic regression         | 0.8471   | 0.7212    | 0.9190 | 0.1917 |
| Support vector machines     | 0.6486   | 0.9964    | 0.5599 | 0.0079 |
| Multilayer perceptron       | 0.8095   | 0.7147    | 0.8350 | 0.2063 |
| SAE + Attention-BiLSTM      | **0.9941** | 0.9914 | **0.9952** | **0.0069** |

Table 8: The comparison of results among the proposed scheme and recent intrusion detection papers.

| Method                     | Accuracy | Precision | Recall | FAR  |
|----------------------------|----------|-----------|--------|------|
| DO_IDS [47]                | 0.9282   | 0.9670    | 0.8966 | 0.0330 |
| Time-related NIDS [48]     | 0.9793   | 0.9685    | 0.9848 | 0.0251 |
| SDAE + SVM [49]            | 0.9311   | 0.9679    | 0.8879 | 0.0280 |
| SAE + Attention-BiLSTM     | 0.9941   | 0.9914    | 0.9952 | 0.0069 |

Table 9: Evaluation results of SAE and LSTM with different structures.

| Structures of SAE and LSTM | Accuracy | Precision | Recall | FAR  |
|----------------------------|----------|-----------|--------|------|
| {128, 64, 32, 32} Attention-BiLSTM | **0.9941** | **0.9914** | **0.9952** | **0.0069** |
| LSTM                       | 0.9850   | 0.9778    | 0.9905 | 0.0178 |
| {128, 64, 32} Attention-BiLSTM | 0.9893   | 0.9822    | 0.9938 | 0.0142 |
| LSTM                       | 0.9809   | 0.9682    | 0.9888 | 0.0252 |
| {128, 32, 32} Attention-BiLSTM | 0.9861   | 0.9763    | 0.9924 | 0.0189 |
| LSTM                       | 0.9767   | 0.9595    | 0.9880 | 0.0320 |

Table 10: The distribution of various types of intrusion attacks in the NSL-KDD dataset.

| Dataset class | Attack class | Size | Distribution (%) |
|---------------|--------------|------|------------------|
| Training      | Normal       | 67343| 53.46            |
|               | DoS          | 45927| 36.46            |
|               | Probe        | 11656| 9.25             |
|               | R2L          | 995  | 0.79             |
|               | U2R          | 52   | 0.04             |
| Testing       | Normal       | 9711 | 43.07            |
|               | DoS          | 7458 | 33.08            |
|               | Probe        | 2421 | 10.74            |
|               | R2L          | 2754 | 12.22            |
|               | U2R          | 200  | 0.89             |

Table 11: Confusion matrix over the NSL-KDD dataset using SAE + Attention – BiLSTM.

| Predicted | Anomalous | Normal |
|-----------|-----------|--------|
| Actual    | Anomalous | 11769  |         |
|           | Normal    | 46     | 12826   |

Table 12: Results of each performance evaluation metric on the NSL-KDD dataset.

| Evaluation index | Value  |
|------------------|--------|
| Accuracy         | 0.9943 |
| Precision        | 0.9961 |
| Recall           | 0.9920 |
| F1_score         | 0.9940 |
| FAR              | 0.0036 |
6.2. Threats to External Validity. Aiming at the characteristics of intrusion attack traffic in AMI, we propose a detection scheme. In the experiment, the UNSW-NB15 dataset was used to verify the effectiveness of the scheme. To ensure the robustness of the scheme, we use the NSL-KDD dataset to test. These two general datasets are collected by network communication, so the proposed scheme can adapt to other environments. In other industrial control traffic anomaly detection, there are also problems with high-dimensional features and data imbalance. We implement feature dimensionality reduction through the SAE part of the designed IDS and then use BiLSTM with Attention Mechanism to extract the bidirectional feature structure. Finally, the purpose of efficient intrusion detection can be achieved.

But in deep research, we found that the proposed scheme needs the ability to detect subtypes of attacks. For example, Table 13 shows the attack categories and subtypes of attacks in the NSL-KDD dataset. Based on the results of subtype intrusion attack detection, researchers can implement defense measures precisely.

| Categories of attack | Subtype |
|----------------------|---------|
| DoS                  | apache2, back, land, mailbomb, neptune, pod, processstable, smurf, teardrop, udpstorm, worm buffer_overflow, loadmodule, perl, ps, sqlattack, rootkit, xterm |
| U2R                  | ftp_write, guess_passwd, http_tunnel, phf, imap, multihop, named, sendmail, snmpgetattack, snmpguess, spy, warezclient, warezmaster, xlock, xsnoop |
| R2L                  | ipsweep, portsweep, mscan, nmap, nmap, saint, satan, sqlattack, rootkit, xterm |

7. Conclusion

In this paper, considering high-dimensional features of massive data and data imbalance in AMI, we propose the corresponding intrusion detection scheme. The scheme consists of two parts: feature dimensionality reduction and classification. In feature dimensionality reduction, we use the Stacked Autoencoder to convert the 196-dimensional original data features into 32-dimensional encoded data features. It could reduce the computational complexity of the model. In classification, the Attention Mechanism is applied to the BiLSTM model to determine the criticality of the dimensionality and select efficient features to improve the accuracy of classification. The proposed intrusion detection scheme is evaluated using the UNSW-NB15 dataset. Through experimental comparison: among all the performance indicators selected in this paper, the proposed communication intrusion detection scheme in AMI is much better than the methods based on traditional machine learning. In comparison with the new intrusion detection scheme, our scheme still shows good performance. By changing the structure of the SAE and LSTM models in the scheme and debugging the timestep value, we explore the influence of the internal parameters of the model on the overall scheme. To ensure the robustness of the work, we test on the NSL-KDD dataset. It also shows superior performance.

In future work, although the accuracy of intrusion detection is improved and the FAR is reduced, the scheme we propose has a lot of time cost in terms of the SAE deep network structure and the calculation of the Attention Mechanism. Therefore, it is necessary to further explore how to reduce the computational cost of the model while ensuring high accuracy and low FAR. In the communication scenario of AMI, various new types of attacks emerge endlessly. In our future work, it is crucial to choose the structure and corresponding parameters to realize the optimized intrusion detection scheme and adapt to the changes of new attacks in AMI.
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