Abstract
We use reflecting Brownian motion (RBM) to prove the well-known Gauss–Bonnet–Chern theorem for a compact Riemannian manifold with boundary. The boundary integrand is obtained by carefully analyzing the asymptotic behavior of the boundary local time of RBM for small times.
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1 Introduction and Outline of the Approach

Let $M$ be a smooth oriented manifold with boundary. Its Euler characteristic $\chi(M)$ is defined by

$$\chi(M) = \sum_{i=0}^{m} (-1)^i b_i,$$

where $b_i = \dim H^i(M)$ are the Betti numbers. These numbers as well as the Euler characteristic $\chi(M)$ are topological invariants of the smooth manifold $M$. Assume that we equip $M$ with a Riemannian metric. A fundamental result in differential geometry
is the Gauss–Bonnet–Chern theorem (Chern [5]), which expresses the Euler characteristic as the sum of two integrals on \( M \) and on its boundary \( \partial M \)

\[
\chi(M) = \int_M e_M(x) \, dx + \int_{\partial M} e_{\partial M}(\nu) \, d\nu,
\]

where \( e_M \) and \( e_{\partial M} \) are local geometric invariants determined by the curvature tensor and the second fundamental form of the boundary of the manifold. The interior integrand can be described easily. When the dimension of the manifold \( d \) is even, the interior integrand \( e_M = \text{Pf}(\Omega)//(4\pi)^{d/2}(d/2)! \), which is the density of the Euler class of the manifold, where \( \Omega \) is the Riemannian curvature tensor. When \( d \) is odd, we have \( e_M = 0 \).

By the de Rham theorem (see Duff [6]), the topological cohomology group \( H^*(M) \) can be identified with the de Rham cohomology group of the bundle of differential forms satisfying the absolute boundary condition. For a manifold without boundary, McKean and Singer [17] expressed the integral of the Euler form on the manifold in terms of the supertrace of the heat kernel of the Hodge-de Rham Laplacian on the bundle of differential forms

\[
\chi(M) = \int_M \text{str} \, p^*(t, x, x) \, dx.
\] (1.1)

Although the heat kernel is singular as \( t \downarrow 0 \), they conjectured a “fantastic cancellation”; namely, the supertrace of the heat kernel has a pointwise limit as \( t \downarrow 0 \). This conjecture was proved by Patodi [20] and later Getzler [7] gave a simple analytic proof of the general Atiyah-Singer index theorem. For details of this approach to the Gauss–Bonnet–Chern theorem, see Berline et al. [1] and Yu [22]. Another independent approach was developed by Gilkey [8,9] based on his theory of geometric invariants, in which the integrands on \( M \) as well as the boundary \( \partial M \) are identified by the invariance properties they must possess.

The probabilistic approach to analytic index theorems was initiated by Bismut [2] for Riemannian manifolds without boundary. The crucial observation of this approach is that the heat kernel on differentiable forms associated with the Hodge–de Rham Laplacian can be expressed explicitly in terms of a multiplicative Feynman–Kac functional of the horizontal Brownian motion on the frame bundle of the Riemannian manifold. It then becomes a purely algebraic fact that the “fantastic cancellation” occurs for the supertrace of this multiplicative Feynman–Kac functional at the pathwise level and the leading term is precisely the Euler form, thus resulting in a so-called stochastic local index theorem. Later Bismut’s approach was greatly simplified by Hsu [11]. See also Hsu [12] for a more detailed exposition of this approach to the local index theorem for the Hodge-de Rham Laplacian (Gauss-Bonnet-Chern theorem) as well as for the Dirac operator for spin manifolds. For yet another analytic approach for the case with boundary, see Bruning and Ma [3,4].

Bismut’s approach and Hsu’s simplification cannot be easily carried over to a manifold with boundary. The major difficulty lies in the fact that the multiplicative functional is discontinuous at the boundary. Another difficulty is the presence of the
boundary local time, with the result that the “fantastic cancellation” does not occur at the path level; more precisely, it occurs completely in the interior of the manifold and does so only partially at the boundary. Such difficulties should be expected, for in the limit the supertrace $\operatorname{str}^p(t, x, x)$ in (1.1) must have a singularity of a different order near the boundary. This singularity will eventually produce the integral on the boundary, which is singular with respect to the Riemannian volume measure. Using Malliavin calculus, Shigekawa et al. [21] successfully handled the singular terms on the boundary, thus giving a probabilistic proof of the Gauss–Bonnet–Chern formula. Malliavin calculus allows the heat kernel to be regarded as a generalized functional on Brownian motion which can then be expanded as an asymptotic power series in the small time parameter in a generalized sense. This probabilistic approach cannot be regarded as a direct extension of the Bismut–Hsu approach because of the use of Malliavin calculus. Over the years, there have been several unsuccessful attempts at overcoming the difficulties mentioned above in order to give a simplified probabilistic approach to the Gauss–Bonnet–Chern theorem for manifolds with boundary. The purpose of the present work is to give an elementary probabilistic proof of the Gauss–Bonnet–Chern theorem without using Malliavin calculus. Our approach is heavily indebted to the previous works by Hsu [11] and Shigekawa et al. [21]. In order to help the reader understand our approach, in the remainder of this section we outline the major steps of the paper.

We first review some basic facts about the McKean–Singer analytic formula expressing the Euler characteristic as the integrated supertrace of the Hodge–de Rham heat kernel with the absolute boundary condition on the bundle of differential forms. Then, we show how the heat kernel can be represented probabilistically in terms of reflecting Brownian motion and its lift to the bundle or differential forms via a Feynman–Kac formula using a multiplicative functional. This multiplicative functional satisfies a special ordinary differential equation which takes a slightly simpler form in the semi-geodesic coordinates we will use later. Since the McKean–Singer formula (1.1) is an integral with respect to the Riemannian volume measure, it is necessary to separate the supertrace of the heat kernel to single out the part that contributes to the boundary integral. For this purpose, we use the double $\tilde{M}$ of the manifold $M$ and consider the reflecting Brownian motion on $M$ as the projection of the Brownian motion on $\tilde{M}$ to $M$. In this way, the heat kernel is naturally decomposed into a sum of two parts and we recognize that the part on the mirror image of $M$ contributes to the boundary integral of the theorem.

Next, by the principle of not feeling the boundary, as the time parameter decreases to zero, the calculation of the supertrace of the heat kernel is highly concentrated in an arbitrarily small but fixed neighborhood of the base point. For this reason, we can without loss of generality choose the semi-geodesic coordinates to carry out our computations of the boundary term locally in a neighborhood of the boundary, which can be regarded as a half space. The advantages of semi-geodesic coordinates are twofold: first, it singles out the normal component so that the diffusion process in this direction satisfies a relatively simple stochastic differential equation for easy asymptotic computation; second, it shows clearly the role of the second fundamental form through the local expansion of the Riemannian metric near the boundary so that the expansion of the multiplicative functional can be easily obtained. In semi-geodesic
coordinates, the expansions of the stochastic parallel transport and the multiplicative functional can be carried out near the boundary in integrated powers of the time and the boundary local time, with the boundary local time counting as one half power of the time. After taking the supertrace, the leading nonvanishing terms can be identified. It turns out that there are \((d + 1)/2\) or \(d/2\) such terms depending on whether the dimension of the manifold is odd or even, and they are expressed in terms of the curvature tensor and the second fundamental form at the boundary. The dimension-dependent universal constants can be obtained by evaluating integrated powers of the local time of a classical Brownian bridge.

2 Heat Equation on Differential Forms on a Manifold with Boundary

At the boundary of a Riemannian manifold, every differential form \(\omega\) has a unique orthogonal decomposition of the form

\[
\omega = \omega_{\text{tan}} + \omega_{\text{norm}} = \omega_1 + d\nu \wedge \omega_2 ,
\]

where \(d\nu\) is the dual 1-form of the inward unit normal vector and \(\omega_1\) and \(\omega_2\) have only tangential components. The absolute boundary condition is

\[
\omega_{\text{norm}} = 0, \quad (d\omega)_{\text{norm}} = 0.
\]

Let \(\delta\) be the formal adjoint operator of the exterior differential \(d\) with respect to the standard inner product on \(\Gamma(T^*M)\), the space of sections of the differential forms. The Hodge–de Rham Laplacian is defined by:

\[
\Box_M := -(d\delta + \delta d).
\]

It has a unique self-adjoint extension satisfying the absolutely boundary condition (2.2). By the de Rham theorem, the space

\[
H^k_{\text{abs}}(M; \mathbb{C}) := \left\{ \omega \in \Gamma(\wedge^k M) : \Box_M \omega = 0, \, \omega_{\text{norm}} = 0 \right\}
\]

can be canonically identified with \(H^k(M; \mathbb{C})\), the absolute simplicial cohomology group of \(M\). Note that the two conditions in the above definition imply the second condition in (2.2). It follows that the Euler characteristic of the manifold \(M\) is given by

\[
\chi(M) = \sum_k (-1)^k \dim H^k_{\text{abs}}(M; \mathbb{C}).
\]
Let $\omega_0$ be a differential form on $M$ and consider the following initial boundary valued problem for $\omega = \omega(t, x)$:

$$
\begin{align*}
\frac{\partial \omega}{\partial t} &= \frac{1}{2} \Box_M \omega, \\
\omega(\cdot, 0) &= \omega_0, \\
\omega_{\text{norm}} &= 0, \quad (d\omega)_{\text{norm}} = 0.
\end{align*}
$$

(2.3)

By general theory of parabolic differential equations, the solution of the above problem can be written in the form

$$
\omega(t, x) = \int_M p^*(t, x, y)\omega_0(y) \, dy,
$$

where $p^*(t, x, y) : \wedge^k_x M \to \wedge^k_y M$ is the heat kernel of the semigroup generated by $\Box_M$ with the absolute boundary condition. Note that $p^*(t, x, x)$ is a homomorphism from $\wedge^k_x M$ into itself.

Suppose $V$ is a finite-dimensional vector space. Each $T \in \text{End}(V^*)$ can be extended to the whole alternating tensor algebra $\wedge^* V$ uniquely as a derivation (still denoted by $T$):

$$
T(\theta_1 \wedge \theta_2) = (T\theta_1) \wedge \theta_2 + \theta_1 \wedge (T\theta_2).
$$

Thus, $T : \wedge^* V \to \wedge^* V$ is a degree-preserving linear map. We define the supertrace $\text{str}(T)$ of a degree-preserving linear map $T : \wedge^* V \to \wedge^* V$ by

$$
\text{str}(T) = \sum_{k=0}^n (-1)^k \text{Tr}(T|_{\wedge^k V}).
$$

We have the following McKean–Singer formula for the Euler characteristic (see Theorem 7.3.1 in Hsu [11]).

**Theorem 2.1** For all $t > 0$, we have

$$
\chi(M) = \int_M \text{str } p^*(t, x, x) \, dx.
$$

(2.4)

We will use this by taking the limit of the supertrace as $t \downarrow 0$.

### 3 Local Geometry Near the Boundary

Let $\partial M$ be the boundary of $M$. Near a point $o \in \partial M$, the manifold can be parameterized by a system of semi-geodesic coordinates $x = (x^1, \bar{x})$, where $x^1$ is the distance of $x$ to $\partial M$ and $\bar{x} = (x^2, \ldots, x^n)$ a system of normal coordinates of $\partial M$ centered at $o$. In these coordinates, the Riemannian metric is given by
\[
g_{ij}(x) = \begin{cases} 
\delta_{1j}, & i = 1, 1 \leq j \leq n; \\
\delta_{ij} + 2H_{ij}x_1 + O(|x|^2), & 2 \leq i, j \leq n.
\end{cases}
\] (3.1)

Here

\[
H_{ij} = \left\langle \frac{\partial}{\partial x_1}, \nabla_{\partial/\partial x_i} \frac{\partial}{\partial x_j} \right\rangle
\]

is the second fundamental form of \( o \) (see Hsu [10]). In general the local coordinates are only defined in a neighborhood of the origin of \( \mathbb{R}^n_+ \). However, we can extend the local chart \((x^1, \bar{x})\) to the whole \( \mathbb{R}^n_+ \) in such a way that (3.1) holds for \( g_{ij} \) on the whole space. By the principle of not feeling the boundary (see Hsu [12]), the computation of the boundary term as \( t \downarrow 0 \) (see the second term in (5.3) below) can be localized near a fixed point at the boundary. Therefore, we may consider the manifold \( M = \mathbb{R}^n_+ \) with a Riemannian metric satisfying (3.1) globally on \( \mathbb{R}^n_+ \). A crucial simplifying advantage of such a coordinate system is that the normal and tangential projection operators \( P \) and \( Q = I - P \) are expressed as constant matrices.

Next, we examine the Laplace–Beltrami operator in the semi-geodesic coordinates. We have \( g^{11} = 1 \) and \( g^{ij} = 0 \) for \( i \geq 2 \); hence, the Laplace–Beltrami operator in these coordinates has the special form

\[
\Delta = \frac{\partial^2}{\partial x^1 \partial x^1} + b^1 \frac{\partial}{\partial x^1} + \sum_{i,j=2}^d g^{ij} \frac{\partial^2}{\partial x^i \partial x^j} + \sum_{i=2}^d b^i \frac{\partial}{\partial x^i},
\] (3.2)

where

\[
b^i(x) = \frac{1}{\sqrt{\det g(x)}} \frac{\partial}{\partial x^i} \left( \sqrt{\det g(x) g^{ij}(x)} \right). \tag{3.3}
\]

4 Reflecting Brownian Motion and the Probabilistic Representation

If a differential form on \( M \) is decomposed into the tangent and the normal components on the boundary

\[
\omega = \omega_{\text{tan}} + \omega_{\text{norm}}
\]
as described in (2.1), at each point \( x \in \partial M \) we define the normal projection \( P \) and the tangential projection \( Q = I - P \) by

\[
P \omega = \omega_{\text{norm}} = dv \wedge \omega_2 \quad \text{and} \quad Q \omega = \omega_{\text{tan}}.
\]

Let \( H : T_x \partial M \to T_x \partial M, x \in \partial M \) be the second fundamental form at \( x \in \partial M \). Its dual acts on \( T_x^* \partial M \) and can be extended to \( \wedge^* \partial M \) as a derivation in the fashion
mentioned before. We denote this extension still by $H$. Then, the absolute boundary condition is equivalent to

$$Q[\nabla_v - H]\omega - P\omega = 0 \quad \text{on } \partial M,$$

where $\nabla_v$ is the covariant derivative along $v$; see Hsu [14]. For the probabilistic representation of the heat equation on forms, it is necessary to lift the heat equation to the orthonormal frame bundle $\mathcal{O}(M)$. On the orthonormal frame bundle, the projections $P$ and $Q$ have their natural horizontal liftings (still denoted by the same letters). The covariant derivative $\nabla_v\omega$ becomes the usual derivative of the scalarization $\tilde{\omega}$ along the horizontal lift $\tilde{v}$. Hence, the absolute boundary condition becomes

$$Q[\tilde{v} - H]\tilde{\omega} - P\tilde{\omega} = 0 \quad \text{on } \partial \mathcal{O}(M).$$

We now consider the probabilistic representation of the solution of the heat equation (2.3). Consider the following stochastic differential equation on the frame bundle $\mathcal{O}(M)$:

$$dU_t = \sum_{i=1}^n H_i(U_t) \circ dB^i_t + \tilde{v}(U_t)dl_t.$$

Here $\{H_i\}$ are the canonical horizontal vector fields on $\mathcal{O}(M)$ and $l$ is the boundary local time of $U$. The solution $U_t$ is a horizontal reflecting Brownian motion, and the projection $X_t = \pi U_t$ is the usual reflecting Brownian motion on $M$ and $l$ is also the boundary local time of $X$ (see Ikeda and Watanabe [16]).

Let $\tilde{\omega} = \tilde{\omega}(u, t)$ be the scalarization of the solution of (2.3). We have the following representation

$$\tilde{\omega}(u, t) = E_u \{M_t\tilde{\omega}_0(u_t)\}.$$  \hfill (4.1)

Here $\{M_t\}$ is a right continuous matrix valued multiplicative functional (see Hsu [12] and Ouyang [19]). In the semi-geodesic coordinates, the projection operators $P(x)$ and $Q(x)$ are represented by constant matrices independent of $x \in \partial M$; hence, we can regard them as defined on the whole manifold as constant matrices and denote them simply by $P$ and $Q$. Decompose $M_t$ into the normal and tangential components as

$$M_t = M_t P + M_t Q \overset{\text{def}}{=} Y_t + Z_t.$$

Then, $M_t$ is the solution of the following system of equations (see (5.10) of Ouyang [19]):

$$\begin{cases}
Y_t = I_{[t<T_{\partial M}]}e(0, t)P + I_{[t>T_{\partial M}]}Z_{t_*}e(t_*, t)P, \\
Z_t = Q + \int_0^t (Y_s + Z_s)d\chi_s,
\end{cases}$$
where \( t_e = \sup \{ s \leq t : x_s \in \partial M \} \) is the last exit time of the boundary before \( t \),

\[
d\chi_s = -H(u_s)dl_s + \frac{1}{2} \Omega (u_s) ds
\]

and \( \{ e(s, t), t \geq s \} \) is the solution of

\[
\frac{d}{dt} e(s, t) = \frac{1}{2} e(s, t) \Omega (u_t), \quad e(s, s) = I.
\]

Here \( \Omega \) is the canonical action of the curvature tensor on the bundle of differential forms regarded as a linear combination of twice compositions of \( \text{End}(\mathbb{R}^d) \); namely,

\[
\Omega \in (\mathbb{R}^d)^* \otimes \mathbb{R}^d \otimes (\mathbb{R}^d)^* \otimes \mathbb{R}^d = \text{End}(\mathbb{R}^d) \otimes \mathbb{R} \text{End}(\mathbb{R}^d).
\]

It is denoted by \( D^* R \) in Hsu [11], page 195. Note that the \( dQ \) term in Ouyang [19] vanishes in the semi-geodesic coordinates because \( Q \) is a constant.

Before Brownian motion hits the boundary (i.e., \( t \leq T_{\partial M} \)), the process \( M_t \) evolves simply by \( dM_t = (1/2) M_s \Omega (u_t) dt \), or equivalently,

\[
M_t = I + \frac{1}{2} \int_0^t M_s \Omega (u_s) ds. \quad (4.2)
\]

So, at the first hitting time \( T_{\partial M} \) of the boundary, the tangent component is

\[
M_{T_{\partial M}} Q = e(0, T_{\partial M}) Q.
\]

Although \( M_t \) is discontinuous at this time, \( Z_t = M_t Q \) is continuous and satisfies the differential equation \( dZ_t = (Y_t + Z_t) d\chi_t \) after the hitting time with the initial condition \( Z_{T_{\partial M}} = e(0, T_{\partial M}) Q \). Substituting the equation of \( Y_t \) into this equation, we obtain a self-contained equation for \( Z_t \) in the semi-geodesic coordinates for \( t > T_{\partial M} \),

\[
Z_t = Z_{T_{\partial M}} + \int_{T_{\partial M}}^t \Phi (Z_s) d\chi_s, \quad (4.3)
\]

where \( \Phi (Z_s) \) is given by

\[
\Phi (Z_s) = Z_{s*} e(s*, s) P + Z_s. \quad (4.4)
\]

The normal component \( Y_t = M_t P \) starts from zero immediately after each time the path hits the boundary. Thus, for \( t > T_{\partial M} \),

\[
Y_t = Z_{t*} e(t*, t) P = (Y_{t*} + Z_{t*}) e(t*, t) P = M_{t*} e(t*, t) P.
\]

Therefore, for \( t > T_{\partial M} \),

\[
M_t = Y_t + Z_t = Q + \int_0^t M_s d\chi_s + M_{t*} e(t*, t) P. \quad (4.5)
\]
5 Doubling of the Manifold

For asymptotic calculations involving the Neumann boundary condition, it is more convenient to consider the doubling of the manifold so that we work on a manifold without boundary. Denote the doubled manifold along the boundary $\partial M$ by $\tilde{M} = M \cup M^*$. For each $x \in M$, there is a mirror point on $M^*$ and we denote it by $x^*$. We denote the heat kernel on $\tilde{M}$ by $q(t, x, y)$. The Neumann heat kernel $p_0(t, x, y)$ acting on functions on $M$ can be expressed in terms of the heat kernel $q(t, x, y)$ on $\tilde{M}$ by

$$p_0(t, x, y) = q(t, x, y) + q(t, x, y^*).$$  \hfill (5.1)

Denote the Riemannian Brownian motion on $\tilde{M}$ by $E_t$; then the projection $X_t = \pi(E_t)$ is a reflecting Brownian motion on $M$.

Now we are ready to express $p^*(t, x, y)$, the heat kernel on differential forms, in terms of quantities on the doubled manifold $\tilde{M}$. Suppose $F$ is a function defined on the path space of $M$. We can extend it to a function defined on paths of $\tilde{M}$ by $\tilde{F}(x) = F(\pi \circ x)$. From (4.1) we can write

$$\mathbb{E}_x[M_t u_t^{-1} \omega_0(X_t)] = \mathbb{E}_x\left[\mathbb{E}_{t;x,E_t}\{M_t u_t^{-1}\} \omega_0(E_t)\right]$$

$$= \int_M q(t, x, y) \mathbb{E}_{t;x,y}\{M_t u_t^{-1}\} \omega_0(y) dy + \int_{M^*} q(t, x, y) \mathbb{E}_{t;x,y}\{M_t u_t^{-1}\} \omega_0(y) dy$$

$$= \int_M [q(t, x, y) \mathbb{E}_{t;x,y}\{M_t u_t^{-1}\} + q(t, x, y^*) \mathbb{E}_{t;x,y^*}\{M_t u_t^{-1}\}] \omega_0(y) dy.$$  \hfill (5.1)

Here $\mathbb{E}_{t;x,y}$ denotes the expectation with respect to Brownian bridge from $x$ to $y$ in time $t$ on the double $\tilde{M}$. Comparing the solution of (2.3) with the left side of (4.1), we have

$$p^*(t, x, x) = q(t, x, x) \mathbb{E}_{t;x,x}\{M_t u_t^{-1}\} + q(t, x, x^*) \mathbb{E}_{t;x,x^*}\{M_t u_t^{-1}\}. \hfill (5.2)$$

The multiplicative functional $M_t$ behaves differently depending on whether the path hits the boundary or not, so we separate the two cases by

$$\mathbb{E}_{t;x,x}\{M_t u_t^{-1}\} = \mathbb{E}_{t;x,x}\{M_t u_t^{-1} 1_{\{T_{\partial M} \leq t\}}\} + \mathbb{E}_{t;x,x}\{M_t u_t^{-1} 1_{\{T_{\partial M} > t\}}\}.$$  \hfill (5.2)

Let $W(\tilde{M})$ be the path space on $\tilde{M}$. We define the reflection map $R : W(\tilde{M}) \to W(\tilde{M})$ as follows:

$$(Rx)_s = \begin{cases} x_s, & s < T_{\partial M}, \\ x_s^*, & s \geq T_{\partial M}. \end{cases}$$
Namely, we reflect the path to its mirror point after it hits the boundary for the first time. The next lemma builds a connection between the Brownian bridge from $x$ to $x^*$.

**Lemma 5.1** Suppose that $G$ is a function on the path space $W(\tilde{M})$. For $x \in M$,

$$
\mathbb{E}_{t; x, x} \{G(RE) \mathbb{I}_{[T_{\partial M} \leq t]} \} = \frac{q(t, x, x^*)}{q(t, x, x^*)} \mathbb{E}_{t; x, x^*} \{G(E) \}.
$$

**Proof** It is clear that $T_{\partial M}(RE) = T_{\partial M}(E)$ and $(RE)_{t}^{*} = E_{t}$ for $t \geq T_{\partial M}$. Suppose that $f \in C^{\infty}(\tilde{M})$, we have

$$
\int_{\tilde{M}} f(y)q(t, x, y)\mathbb{E}_{t; x, y} \{G(RE) \mathbb{I}_{[T_{\partial M} \leq t]} \} dy
$$

$$
= \mathbb{E}_{x} \{ f(E_{t})G(RE) \mathbb{I}_{[T_{\partial M} \leq t]} \}
$$

$$
= \mathbb{E}_{x} \{ f((RE)_{t}^{*})G(RE) \mathbb{I}_{[T_{\partial M} \leq t]} \}
$$

$$
= \mathbb{E}_{x} \{ f((E_{t})^{*})G(E) \mathbb{I}_{[T_{\partial M} \leq t]} \}.
$$

The last line follows from the standard reflection principle stating that $(RE)_{t}$ is also a Brownian motion on $\tilde{M}$ starting from $x$. On the other hand,

$$
\mathbb{E}_{x} \{ f(E_{t})^{*}G(E) \mathbb{I}_{[T_{\partial M} \leq t]} \} = \int_{\tilde{M}} f(y)q(t, x, y^{*})\mathbb{E}_{t; x, y^{*}} \{G(E) \mathbb{I}_{[T_{\partial M} \leq t]} \} dy.
$$

Hence, the equality

$$
\int_{\tilde{M}} f(y)q(t, x, y)\mathbb{E}_{t; x, y} \{G(RE) \mathbb{I}_{[T_{\partial M} \leq t]} \} dy
$$

$$
= \int_{\tilde{M}} f(y)q(t, x, y^{*})\mathbb{E}_{t; x, y^{*}} \{G(E) \mathbb{I}_{[T_{\partial M} \leq t]} \} dy
$$

holds for every test function $f \in C(\tilde{M})$, which implies that

$$
q(t, x, y)\mathbb{E}_{t, x, y} \{G(RE) \mathbb{I}_{[T_{\partial M} \leq t]} \} = q(t, x, y^{*})\mathbb{E}_{t, x, y^{*}} \{G(E) \mathbb{I}_{[T_{\partial M} \leq t]} \}.
$$

The lemma follows by letting $y = x$ and using $\mathbb{P}_{t, x, x^{*}} \{T_{\partial M} \leq t \} = 1$. \qed

We are mainly concerned with $M_t$ and $u_t^{-1}$ as functions on the path space $W(M)$ and $W(\tilde{M})$. They are related by

$$
M(RE)_t = M(E)_t \quad \text{and} \quad u_t^{-1}(RE) = u_t^{-1}(E).
$$

Applying the preceding lemma to $M_t u_t^{-1}$, we have

$$
\mathbb{E}_{t; x, x} \{M_t u_t^{-1} \mathbb{I}_{[T_{\partial M} \leq t]} \} = \frac{q(t, x, x^*)}{q(t, x, x^*)} \mathbb{E}_{t; x, x^*} \{M_t u_t^{-1} \}.
$$
Combining this with (5.2), we conclude that

\[ p^*(t, x, x) = q(t, x, x)\mathbb{E}_{t, x, x}[M_t u_t^{-1}] + 2q(t, x, x^*)\mathbb{E}_{t, x, x^*}[M_t u_t^{-1}]. \] (5.3)

On the set \( \{ T_{\partial M} > t \} \), the boundary local time is zero. For all \( x \in M \setminus \partial M \), we have \( \mathbb{P}_{t, x, x}[T_{\partial M} > t] \uparrow 1 \) and \( 2\pi t/d^2 q(t, x, x) \to 1 \) as \( t \downarrow 0 \). It follows that as in the case without boundary,

\[ \lim_{t \downarrow 0} q(t, x, x)\mathbb{E}_{t, x, x} \left[ \mathbf{1}_{\{ T_{\partial M} > t \}} \right] \to e_M(x) \]

and

\[ \lim_{t \downarrow 0} \int_M q(t, x, x)\mathbb{E}_{t, x, x} \left[ \mathbf{1}_{\{ T_{\partial M} > t \}} \right] dx = \int_M e_M(x) \, dx. \]

This yields the integral on the manifold in the Gauss–Bonnet–Chern formula. We will show below that it is exactly the second term in (5.3) that contributes the boundary integral in the Gauss–Bonnet–Chern formula.

### 6 Asymptotic Calculations Near the Boundary

On the double \( \tilde{M} \) we have \( x^* = (-x^1, \overline{x}) \) and \( \pi(x^1, \overline{x}) = (|x^1|, \overline{x}) \). The expansion of the Riemannian metric in (3.1) holds with \( x^1 \) there replaced by \( |x^1| \). Thus, the Riemannian metric is smooth on each copy of the manifold but its derivative along the normal direction has a jump described precisely by the second fundamental form \( H \) and the Laplace–Beltrami operator \( \Delta_{\tilde{G}} \) on \( \tilde{M} \) has jumps in the coefficients of the first derivatives accordingly. More precisely, the drift \( b^1(x^1, \overline{x}) \) in the Laplace–Beltrami operator on \( \tilde{M} \) is discontinuous at the boundary and satisfies \( b^1(x^*) = -b^1(x) \). We have seen that in the Laplace–Beltrami operator (3.2) the derivatives with respect to \( x^1 \) are separated from those in the other coordinates. Thus, the normal component \( E^1 \) satisfies the stochastic differential equation of the form

\[ dE^1_s = dW^1_s + b^1(E_s) \, ds, \] (6.1)

where \( W^1 \) is a standard one-dimensional Brownian motion.

We first analyze the behavior of the integration of (2.4) near the boundary. Fix a positive small \( h \) and consider the collar \( \partial M \times [0, h] \) near the boundary. In the semi-geodesic coordinates, we have

\[ \frac{\sqrt{\det g(x^1, \overline{x})}}{\sqrt{\det g(0, \overline{x})}} = 1 + O(|x^1|), \] (6.2)
for \((x^1, \bar{x}) \in \partial M \times [0, h]\). This shows that asymptotically the Riemannian volume measures on \(M\) and on \(\partial M\) are related by \(\text{vol}_M = \text{vol}_{\partial M} \cdot dx^1\). Since the lines \(\bar{x} = \text{constant}\) are geodesics, by (4.9) of Hsu [13],

\[
q(t, x, x^*) = \left[ \frac{1}{(2\pi t)^{d/2}} + O \left( \frac{1}{t^{(d-1)/2}} \right) \right] e^{-d(x, x^*)^2/2t} = \left[ \frac{1}{(2\pi t)^{d/2}} + O \left( \frac{1}{t^{(d-1)/2}} \right) \right] e^{-2|x|^2/t}.
\]

Now we have

\[
\int_{\partial M \times [0, h]} q(t, x, x^*) \mathbb{E}_{t; x, x^*} \text{str} \{ M_{t u_t}^{-1} \} \text{vol}_M(dx) \sim \int_{\partial M \times [0, h]} q(t, x, x^*) \mathbb{E}_{t; x, x^*} \text{str} \{ M_{t u_t}^{-1} \} \sqrt{\det g(x^1, \bar{x})} \, dx^1 \, d\bar{x}
\]

\[
\sim \int_{\partial M} \text{vol}_{\partial M}(d\bar{x}) \int_0^{\infty} \frac{h^{d/2}}{(2\pi)^{d/2}} e^{-2u^2} \mathbb{E}_{(t, u, \bar{x})} \text{str} \{ M_{t u_t}^{-1} \} \, du + R_t.
\]

Here we have used (6.2) and made the change of variable \(x = \sqrt{t} u\). For easy of notation we have used a simplified

\[
\mathbb{E}_{(t, u, \bar{x})} := \mathbb{E}_{t; (\sqrt{t} u, \bar{x}), (-\sqrt{t} u, \bar{x})}.
\]

The error term \(R_t\) has the bound

\[
|R_t| \leq \frac{C}{t^{d/2-1}} \int_{\partial M} \text{vol}_{\partial M}(d\bar{x}) \int_0^{\infty} \frac{h^{d/2}}{(2\pi)^{d/2}} e^{-2u^2} \left| \mathbb{E}_{(t, u, \bar{x})} \text{str} \{ M_{t u_t}^{-1} \} \right| \, du.
\]

**Remark 6.1** The proof that the limit in (6.3) exists and the error term tends to zero as \(t \downarrow 0\) depends on the algebraic “fantastic cancellation” proved by Patodi [20]. For the case of a manifold without boundary, the cancellation occurs pathwise and the limit exists even before taking the expectation. For the case with boundary, \(M_t\) and \(u_t\) contain the boundary local time and the limit exists only after taking the expectation.

From the above computation, it is clear that all we need to show is the existence of an explicitly identifiable constant \(C(u)\) such that

\[
\mathbb{E}_{(t, u, \bar{x})} \text{str} \{ M_{t u_t}^{-1} \} \sim C(u)t^{(d-1)/2}.
\]

This will imply that as \(t \downarrow 0\) the error term vanishes and the limit of (6.3) exists (after explicitly evaluating the integral of \(e^{-2u^2} C(u)\) over \([0, \infty)\)). This can be accomplished by studying the expansions of the stochastic parallel transport \(u_t\) and the multiplicative functional \(M_t\). In the presence of boundary, this expansion involves both time \(t\) and the boundary local time \(l_t\).
By choosing an orthonormal frame at \( x \), we can regard \( u_t^{-1} \) as a (random) element taking values in the orthogonal group \( O(d) \). We expect that when \( t \) is small, \( u_t^{-1} \) is close to the identity map \( I \).

**Lemma 6.2** Fix an \( \bar{x} \in \partial M \). For any positive integer \( N \), there is a constant \( K_N \) such that

\[
\mathbb{E}_{(t,u,x)} |u_t^{-1} - I|^N \leq K_N t^N.
\]

**Proof** Let \( x = (\sqrt{t}u, \bar{x}) \) for simplicity. Let \( G(E) = |u_t^{-1} - I|^N \), then by definition \( G(RE_t) = G(E_t) \). By Lemma 5.1, we have

\[
\mathbb{E}_{t,x,x^*} \{ G(E) \} = \frac{q(t,x,x)}{q(t,x,x^*)} \mathbb{E}_{t,x,x} \{ G(RE) \mathbb{I}_{T_{\partial M} \leq t} \}.
\]

Since there exists a constant \( C > 0 \) such that \( q(t,x,x)/q(t,x,x^*) \leq C \), the rest of the proof follows that of Lemma 7.7.4 of Hsu [14]. \( \square \)

This lemma guarantees that there is a unique \( v_t \in so(d) \) such that

\[
u_t^{-1} = \exp v_t \quad \text{and} \quad \mathbb{E}_{t,x,x^*} |v_t|^N \leq C_N t^N,
\]

and \( u_t^{-1} \) can be expanded as a power series of \( v_t \).

Now we come to the expansion of the multiplicative functional \( M_t \). Iterating equation (4.5), we get the an expansion for \( M_t \) in the form

\[
M_t = \sum_{i=0}^{l} m_i(t) + R_l(t), \quad i \in \frac{1}{2} \mathbb{N},
\]

where \( m_0(t) = Q \) and

\[
m_i(t) = \frac{1}{2} \int_0^t m_{i-1}(\tau) \Omega(E_\tau)Q \, d\tau - \int_0^t m_{i-1/2}(\tau) H(E_\tau)Q \, dl_\tau \tag{6.4}
\]

\[
+ \frac{1}{2} \int_0^t \mathbb{I}_{[\tau \geq T_{\partial M}]} m_{i-1}(\tau) \Omega(E_\tau)P \, d\tau.
\]

Each term in the expansion is an iterated integral with respect to \( ds \) and \( dl_\tau \). More precisely, let

\[
m_i(t) = \sum_{p+q/2=i} m_{p,q}(t), \tag{6.5}
\]

where \( m_{p,q} \) are the sum of terms in \( m_i(t) \) such that \( \Omega(u_t)dt \) appears \( p \) times and \( H(u_t)dl_\tau \) appears \( q \) times. To find out the size (order) of each term in the expansion, we need to estimate the moments of the boundary local time.
Lemma 6.3  For $x \in \partial M \times [0, h]$ and any positive integer $n$, there is a constant $k_n$ such that

$$\mathbb{E}_{t;x,x^*}[l^n_t] \leq k_n t^{n/2}, \quad t \in [0, 1].$$

Proof  By symmetry we only need to consider the half interval $[0, t/2]$. Then,

$$\mathbb{E}_{t;x,x^*}[l^n_t] = 2 \mathbb{E}_{x}\{q(t/2, E_{t/2, x})l^n_{t/2}\} q(t, x, x).$$

Note that there is a constant $C$ such that

$$q(t/2, E_{t/2, x}) \leq C \frac{t^d}{t^{d/2}} \quad \text{and} \quad q(t, x, x) \geq C^{-1} \frac{t^d}{t^{d/2}};$$

hence, $\mathbb{E}_{t;x,x^*}[l^n_t] \leq 2C^2 \mathbb{E}_{x}[l^n_{t/2}]$. By Lemma 3.2 of Hsu [11], $\mathbb{E}_{x}[l^n_{t/2}] \leq C_n t^{n/2}$. The desired estimate follows.

Applying Lemma 6.3, we have

$$\mathbb{E}_{t;x,x^*}|m_{p,q}(t)| \leq C_{p,q} t^{p+q/2} \quad (6.6)$$

and

$$\mathbb{E}_{t;x,x^*}|R_l(t)| \leq C_l t^{l+1/2}.$$  

For the expansion of $u_t^{-1} = \exp v_t$, we have

$$u_t^{-1} = \sum_{i=0}^{l'} \frac{(v_t)^i}{i!} + R_l'(t)$$

with the estimate

$$\mathbb{E}_{t;x,x^*}|R_l'(t)| \leq t^{l'+1}. \quad (6.7)$$

By Lemma 6.2 now we have

$$\mathbb{E}_{(t,u,\bar{t})} \text{str}\{M_t u_t^{-1}\}$$

$$= \mathbb{E}_{(t,u,\bar{t})} \text{str}\left\{ \sum_{i=0}^{l} m_i(t) + R_l(t) \right\} u_t^{-1}$$

$$= \mathbb{E}_{(t,u,\bar{t})} \text{str}\left\{ \sum_{p+q/2 \leq l} m_{p,q}(t) + R_l(t) \right\} \left\{ \sum_{i=0}^{l'} \frac{(v_t)^i}{i!} + R_l'(t) \right\}.$$
The integrand of each $m_{p,q}(t)$ is a product of $\Omega(u_t), H(u_t), P$ and $Q$ and various time points. The cancellation of the lower-order terms is the consequence of the following purely algebraic result due to Patodi [20].

**Lemma 6.4** Suppose that $T_i \in \text{End}(V)$, extend each $T_i$ to be an element in $\text{End}(\wedge^*V)$, and consider the composition $T_1 \cdots T_l \in \text{End}(\wedge^*V)$. If $l < \dim V$, then $\text{str}(T_1T_2\cdots T_l) = 0$. If $l = \dim V$, then

$$\text{str}(T_1 \cdots T_l) = (-1)^l \cdot \text{coefficient of } x_1 \cdots x_l \text{ in } \det \left( \sum_{i=1}^l x_i T_i \right).$$

In particular, $\text{str}(T_1 \cdots T_l)$ is independent of the order of the factors $T_i$.

**Proof** See Lemma 7.3.2 in Hsu [11].

From this lemma, we have

$$\text{str}\{m_{p,q}(t)(v_t)^l\} = 0, \text{ if } 2p + q + i < d - 1.$$ 

On the other hand, by (6.6) and (6.7),

$$|E_{t; x, x^*}|m_{p,q}(t)(v_t)^l| \leq Ct^{p+q/2+i}, \quad x \in \partial M \times [0, h].$$

From (6.3) and (6.8), a typical term has the form

$$t^{-(d-1)/2} \frac{2}{2\pi} \text{str} \left\{ m_{p,q}(t)(v_t)^l \right\}.$$

It algebraically vanishes when $2p + q + i < d - 1$ and asymptotically vanishes when $2p + q + 2i > d - 1$. Hence, the only terms we need to examine satisfy $2p + q + i \geq d - 1$ and $2p + q + 2i \leq d - 1$, namely $i = 0$ and $2p + q = d - 1$. The number of such terms is $d/2$ if $d$ is even and $(d + 1)/2$ if $d$ is odd. If we can identify the limits

$$\lim_{t \to 0} \frac{2}{(2\pi)^{d/2}t^{(d-1)/2}} \int_0^\infty e^{-2u^2} \left[ \text{str} \left\{ m_{p,q}(t) \right\} \right] du = C_{p,q}(\overline{x}),$$

then we will have

$$\chi(M) = \int_M e_M(x) \, dx + \int_{\partial M} e_{\partial M}(\overline{x}) \, d\overline{x},$$

where

$$e_{\partial M}(\overline{x}) = \sum_{2p+q=d-1} C_{p,q}(\overline{x}).$$
Since \( m_0 = Q \) and the supertrace is invariant under permutations of the factors, we can drop the term involving the projection \( P \) in the iteration formula (6.4) because we can always move \( P \) to be next to \( Q \) without affecting the supertrace and \( PQ = 0 \). From now on we assume that \( m_i \) has been redefined without the terms involving \( P \).

Thus, after dropping inessential terms we are dealing with

\[
m(t) = \sum_{2p+q=d-1} \frac{(-1)^q}{2p} \sum_{I \subseteq I_{p+q}} m_I(t),
\]

where the sum is over all subsets of \( I_{p+q} = \{1, \cdots, p+q\} \) of size \( p \), and

\[
m_I(t) = \int_0^t d\eta_{p+q} \cdots \int_0^{\tau_{q+1}} d\eta_q \int_0^{\tau_q} d\eta_{q-1} \cdots \int_0^{\tau_2} d\eta_1 \Omega(E_{\tau_{p+q}}) \cdots \Omega(E_{\tau_{q+1}}) H(E_{\tau_q}) \cdots H(E_{\tau_1}) Q,
\]

where \( d\eta_i = d\tau_i \) if \( i \in I \) and \( d\eta_i = dl_{\tau_i} \) otherwise. Therefore, it is enough to calculate the limit of

\[
t^{-(d-1)/2} \mathbb{E}_{(t,u,\overline{x})} \left[ \sum_{I \subseteq I_{p+q}} \text{str } m_I(t) \right]
\]
as \( t \downarrow 0 \). Before doing so, we can make one more simplification. We note that as \( t \downarrow 0 \), the Brownian bridge shrink to the boundary point \( \overline{x} \). If we replace the integrand in the integral by its value at \( \overline{x} \), the error is bounded by a constant times

\[
\mathbb{E}_{(t,u,\overline{x})} \int_0^t \cdots \int_0^t d(E_{\tau_j}, \overline{x}) d\tau_1 \cdots d\tau_p dl_{\tau_{p+1}} \cdots dl_{\tau_{p+q}} \leq C t^{(d-1)/2+1/2}.
\]

This will create an error term that vanishes as \( t \downarrow 0 \). After we substitute the integrand by its value at the limiting point \( \overline{x} \), we are left with the sum of iterated integrals

\[
\sum_{I \subseteq I_{p+q}} \int_0^t d\eta_{p+q} \cdots \int_0^{\tau_{q+1}} d\eta_q \int_0^{\tau_q} d\eta_{q-1} \cdots \int_0^{\tau_2} d\eta_1 = \frac{t^{p!q!}}{p!q!}.
\]

Note that there are \( (p+q)!/p!q! \) terms and all the iterated integrals are equal because they are the volume \( t^{p!q!}/(p+q)! \) of the rectangular simplex with \( p \) sides of length \( t \) and \( q \) sides of length \( l_i \).

It remains to evaluate the limit of \( t^{-q/2} \mathbb{E}_{(t,u,\overline{x})} [l^q] \).

### 7 Moments of the Boundary Local Time

We work in the semi-geodesic coordinates. Denote the Brownian bridge from \((\sqrt{t}u, \overline{x})\) to \((-\sqrt{t}u, \overline{x})\) in time \( t \) by \( X^t \), whose normal component is \( X^{1,t} \). Scaling the time parameter by a factor of \( t \), let
Then, $l_1^t$ is the local time of the normal component $Z^{1,t}$ at 0 up to time 1 and $Z_{0}^{1,t} = u$. It is easy to write down the stochastic differential equation of $N^t = Z^{1,t}$ under the probability $\mathbb{E}_{(t,u,\overline{x})}$. We have

$$dN_s^t = dW_s + \sqrt{t}b(\sqrt{t}Z_s^t)\,ds + \sqrt{t}c(t(1-s), \sqrt{t}Z_s^t)\,ds,$$  \hspace{1cm} (7.1)

where $W_s$ is a standard one-dimensional Brownian motion, $b_1$ is defined as in (3.3) and

$$c(s, x) = g^{1/j}(z) \frac{\partial}{\partial x_j} \ln q(t, x, (u, \overline{x})).$$

From the explicit expression for $b_1$, it is easy to see that $\lim_{t \downarrow 0} \sqrt{t}b(\sqrt{t}z) = 0$. On the other hand, we have (see Theorem 2.5 of Norris [18])

$$\lim_{t \downarrow 0} \sqrt{t}c(t(1-s), \sqrt{t}z) = - \frac{z_1}{1-s}.$$ 

It follows that the normal component $Z^{1,t}$ converges to the process determined by the stochastic differential equation

$$dN_s = dW_s - \frac{N_s + u}{1-s} \,ds, \hspace{1cm} N_0 = u.$$ 

This is the equation of a Brownian bridge from $u$ to $-u$. Thus, we have shown that

$$\lim_{t \to 0} \mathbb{E}_{(t,u,\overline{x})}\left[ \left( \frac{l_t}{\sqrt{t}} \right)^q \right] = \mathbb{E}_{1,u,\overline{u}}\left[ l_1^q \right],$$

where $\mathbb{E}_{1,u,\overline{u}}$ is the expectation with respect to a Brownian bridge from $u$ to $-u$ in time 1 and $l_1$ is its local time at 0 up to time 1. The expectation can be computed explicitly. According to Lemma 4.2 of Shigekawa et al. [21],

$$\frac{1}{\sqrt{2\pi}} \int_0^{\infty} e^{-2u^2} \mathbb{E}_{1,u,\overline{u}}\left[ l_1^q \right] \,du = \frac{q!}{2^{q/2+2}\Gamma(q/2 + 1)}.$$  \hspace{1cm} (7.2)

### 8 Geometric Identification of the Boundary Integrand

Combining the calculations of the previous paragraphs, we conclude that the boundary integrand of the Gauss–Bonnet–Chern formula is given by

$$e_{\partial M} = \frac{1}{2(4\pi)^{(d-1)/2}} \sum_{2p+q = d-1} \frac{(-1)^q}{p!\Gamma(q/2 + 1)} \text{str}(\Omega^p H^q Q).$$
Recall that $Q$ is the tangential projection at the boundary and $\text{str}$ is the supertrace on $\wedge^* M$. Using the Gauss equation, we can write the curvature tensor $\Omega$ of the manifold restricted to the boundary in terms of the curvature tensor of the boundary $\bar{\Omega}$ and the second fundamental form $H$. This allows us to rewrite the boundary integrand $e_{\partial M}$ in terms of the geometry of the boundary $\partial M$ as an embedded submanifold of $M$. More precisely, we have $\text{str}[\Omega^p H^q] = \bar{\text{str}} \bar{\Omega}^p H^q]$, where $\bar{\text{str}}$ denotes the supertrace on $\wedge^* \partial M$. It follows that

$$e_{\partial M} = \frac{1}{2(4\pi)^{(d-1)/2}} \sum_{p=0}^{[(d-1)/2]} \frac{(-1)^q}{p! \Gamma(q/2 + 1)} \bar{\text{str}} \bar{\Omega}^p H^q,$$

$[q = d - 1 - 2p].$
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