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Abstract—This paper investigates the lateral control problem in vehicular path-following when the feedback sensor(s) are mounted at an arbitrary location in the longitudinal symmetric axis. We point out that some existing literature has abused the kinematic bicycle model describing the motion of rear axle center for other locations, which may lead to poor performance in practical implementations. A new nonlinear controller with low-complexity and high-maneuverability is then designed that takes into account sensor mounting location, driving comfort and transient response with large initial errors. Design insights and intuitions are also provided in detail. Furthermore, analysis on stability and tracking performance for the closed-loop system are studied, and conditions and guidelines are provided on the selection of control parameters. Comprehensive simulations are performed to demonstrate the efficacy of the proposed nonlinear controller for arbitrary sensor locations. Meanwhile, we also show that designing controllers ignoring the sensor location may lead to unexpected vehicular sway motion in non-straight paths.
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I. INTRODUCTION

The problem of steering controller design for vehicular path-following dates back to the 1950s [1]–[4], and many different control techniques [5]–[7] have been developed thereafter. These techniques can be categorized into geometry-based approaches, control-based approaches, and learning-based approaches [8], [9]. Geometry-based approaches include pure pursuit [10]–[15], CF-pursuit [16], vector pursuit [17], and Stanley method [18], [19]. In contrast, control-based approaches utilize analysis and design from classical control theory [20], [21], robust control [22], nonlinear control [23]–[28], optimal control [29]–[34], and fuzzy control [35], [36]. These control strategies have been demonstrated to perform well in certain scenarios, such as when information about the rear axle center is obtainable, small steering/slip angles assumption holds, or computational cost is not problematic.

Nonetheless, with the increased level of autonomy [37], recent efforts in automated vehicles have been mainly dedicated to handling all driving tasks. As a result, these advanced driving features typically overload the controllers with more than twenty tasks, including adaptive cruise control (ACC), forward collision warning/avoidance (FCW/FCA), lane centering (LC), evasive steering assist (ESA), rear cross traffic alert (CTA), intersection collision avoidance (ICA), etc. The corresponding algorithms are implemented in middleware modules that bind the upper level planning/decision-making modules with the lower level actuator control modules. For cost reduction, the middleware is generally affordable and thus less powerful micro-controllers on production vehicles. Therefore, the automotive industry sets high expectations on those feature controllers, requiring high maneuverability, low cost, fast response, increased comfort, and enhanced safety.

However, existing steering controllers rarely meet all these requirements simultaneously, and the issues are mainly three-fold. Firstly, for algorithms requiring online optimization such as model predictive control (MPC)-based approaches, it is a general practice to shorten the prediction horizon, to downgrade numerical precision, and to linearize models to fit the micro-controller platforms for real-time implementations. This undoubtedly leads to performance degradation. Secondly, for algorithms based on vehicle models with integrated tire models, poor performance might be observed on tight-curves at high speed due to model uncertainties. On the one hand, the design based on linearized models assumes small steering angle and slip angles, which results in non-negligible errors and unexpected behaviors for large steering efforts. On the other hand, the design based on nonlinear tire models utilizing brush model assumption or Pacejka magic formula [38]–[41] requires great efforts in system/parameter identification. The uncertainties and errors in the underlying model assumption or parameter identification deteriorate the performance in those non-trivial scenarios. Thirdly, the strict requirements on vehicle states at the instant when steering controllers are initially engaged make them less capable in the presence of large errors, since transient responses to approach the desired path are seldom considered. Most algorithms only emphasize stability of the steady state solution that corresponds to close tracking of desired paths while leaving the task of ensuring transient responses to planning algorithms. This lack of consideration on transient responses in controller design also poses a threat to safety in the presence of disturbances/uncertainties or in switching scenarios since the vehicle states may temporarily be far from the steady state solution.

To address the aforementioned issues and meet the expectations of automotive industry, we proposed a low-complexity nonlinear controller in [42] that enables vehicles to execute a large variety of maneuvers for the path-following problem.
and takes into consideration the driving comfort and transient response with initial large errors. This nonlinear controller is applied to the single track models first developed through the Appellian approach \cite{43}, and extended to scenarios integrating steering dynamics or incorporating longitudinal controllers. Meanwhile, we pointed out a caveat that some existing research has abused the kinematic bicycle model that only describes the motion of rear axle center. Also, it is mentioned that the proposed nonlinear controller is still only applicable to the scenario when sensory information is about the rear axle center. Indeed, when the sensory information is about other locations, one can still utilize this type of controllers by transforming the information to that about rear axle center given vehicle states. However, this transformation amplifies measurement noises according to error propagation \cite{44}, \cite{45}, and may lead to unexpected behaviors due to large measurement noises.

To resolve this issue, in this paper we investigate more general scenarios where the sensory information is about an arbitrary position along the vehicle symmetry axis, and design a new nonlinear controller that requires no transformation. The practical importance lies in the fact that the information needed for the path-following problem is typically obtained through GPS or cameras that are often mounted around rear-view mirrors or the center of mass. We show that the controller proposed in \cite{42} is a degenerated form in the aforementioned special case. Another contribution is that we point out that the common design goals to maintain zero yaw angle error and zero lateral deviation are not simultaneously achievable on curvy roads for general sensor mounting positions. Instead, a curvature-dependent yaw angle error is needed to achieve zero lateral deviation and best tracking performance in such scenarios. Moreover, we demonstrate that vehicular sway motion will be generated on curvy roads if sensor positions are not considered, that is, controllers are designed based on the motion of rear axle center regardless of the actual sensor location. This unexpected motion has been previously misunderstood as improper choices of control parameters. In comparison, the proposed controller is shown to provide satisfactory performance with proper settings according to our analysis on stability and tracking performance.

The remainder of this paper is organized as follows. In Section \textbf{II} we introduce the path-following problem in the case of an arbitrary sensor location along the longitudinal symmetry axis. A new nonlinear controller is then proposed in Section \textbf{III} with details and insights on the controller design, whereas analysis on stability and tracking performance are performed for the closed-loop system in Section \textbf{IV}. Comprehensive simulations are conducted in Section \textbf{V} to demonstrate the efficacy of the proposed controller. Finally, concluding remarks are drawn in Section \textbf{VI}.

\section*{II. PROBLEM STATEMENT}

Vehicle modeling and control have been extensively studied over the past decades and comprehensive results have been acquired. To obtain high-fidelity but low-complexity models that can provide insights on controller design, eight bicycle models are derived in \cite{42} which considers non-holonomic constraints in the Appellian framework. With these models, a nonlinear path-following controller is also presented to ensure that the rear axle center point can move along the given reference path, which is implemented in these models to demonstrate the effectiveness and extendability. However, it is noted that the proposed controller can only ensure satisfactory performance when the feedback information is about the rear axle center. This is rather restrictive as in practice the sensory information is provided by GPS devices or cameras, which are generally not mounted exactly at that specific location. Therefore, the goal of this paper is to generalize the controller design such that it is suitable for scenarios where sensors are mounted at an arbitrary location along the longitudinal symmetry axis. In the more general but less typical scenario where sensors are not mounted on the symmetry axis, one may need transformation to project the sensor information onto the closest point along the symmetry axis; otherwise constant lateral offset will be observed due to the lateral displacement of the sensor location. However, this non-typical scenario is beyond the scope of this paper.

In this paper, we consider the bicycle model \cite{42} with constrained longitudinal speed and assigned steering angle when the wheels are modeled as skates, that is,

\[
\dot{x}_A = V \left( \cos \psi - \frac{d}{l} \sin \psi \tan \gamma \right),
\]
\[
\dot{y}_A = V \left( \sin \psi + \frac{d}{l} \cos \psi \tan \gamma \right),
\]
\[
\dot{\psi} = \frac{V}{l} \tan \gamma,
\]

where \(V\) is the longitudinal speed, \(l\) is the wheelbase length, \(\gamma\) is the steering angle, \(\psi\) is the vehicle yaw angle with respect to the \(x\) axis, and \(A\) is the sensor mounting location whose distance to the center of rear axle is \(d\); see Fig. \ref{fig:1}. Here \(x_A\) and \(y_A\) are the coordinates of point \(A\) in the earth-fixed frame. In this model, it is assumed that there is no side slip on the front and rear wheels, the steering angle is assigned, and the longitudinal speed is constant. We note an important property of the model that will be used later in this paper, that is, setting \(d = 0\) results in the following lateral acceleration \(a_{lat}^R\) at the rear axle center point \(R\):

\[
a_{lat}^R = -\dot{x}_R \sin \psi + \dot{y}_R \cos \psi = \frac{V^2}{l} \tan \gamma,\]

which only depends on the longitudinal speed and the steering angle. We remark that this property still holds when longitudinal speed is not a constant.

As shown in Fig. \ref{fig:1}, the vehicle aims to follow a given reference path depicted by the black dashed curve. More specifically, the control design goal is to make point \(A\) follow this desired path. We use the positions \((x_A, y_A)\) of the point \(A\) and the yaw angle \(\psi\) as states to localize the vehicle in the \((x, y)\) plane. Point \(D\) marks the closest point to \(A\) along the given path. Moreover, \(r_{DA}\) denotes the vector pointing from \(D\) to \(A\) and \(t_D\) is the unit tangential vector of the path at point \(D\). Observe that \(t_D \perp r_{DA}\). The angle \(\psi_D\) indicates the direction of the tangential vector \(t_D\) while the curvature of the path at point \(D\) is denoted by \(\kappa_D\). The path-reference frame
We remark that to ensure \( \theta \) is the angle at which the path is tangent to the desired path, the curvature \( \kappa_D(s_D) \) depends on the arc length \( s_D \). We assume that the information about the given path is known, namely, the tuple \((x_D, y_D, \psi_D, \kappa_D)\) are given as functions of the arc length \( s_D \).

To follow the desired path, a controller has to correct the lateral deviation and the yaw angle error with respect to the path. The lateral deviation can be calculated as

\[
ed_D = (t_D \times r_{DA}) \cdot k, \tag{3}
\]

which is positive when point D is on the left hand side of the path. Here, we use \( k \) to denote the unit vector along \( z \) axis. Then, by expressing the tangential vector \( t_D \) with the angle \( \psi_D \), we can obtain the lateral deviation as

\[
ed = -(x_A - x_D) \sin \psi_D + (y_A - y_D) \cos \psi_D. \tag{4}
\]

Similarly, one can define the yaw angle error as

\[
\theta_D = \psi - \psi_D. \tag{5}
\]

We remark that to ensure \( \theta_D \in [-\pi, \pi] \), one can generalize this definition as \( \theta_D = \psi - \psi_D - 2\pi \left\lfloor \frac{\psi_D - \psi}{2\pi} \right\rfloor \), where \( \lfloor \cdot \rfloor \) refers to the round function that rounds to the nearest integer. We will use this generalized definition in the simulations in Section V.

In order to determine the evolution of the lateral deviation and yaw angle error, one should first apply the nonlinear transformation to transform the coordinates from the \((x, y)\) earth-fixed frame to the \((\xi, \eta)\) path-reference frame. This transformation is detailed in [42], and (1) is transformed into

\[
\begin{align*}
\dot{s}_D &= \frac{V}{1 - e_D \kappa_D} \left( \cos \theta_D - \frac{d}{l} \tan \gamma \sin \theta_D \right), \\
\dot{e}_D &= V \left( \sin \theta_D + \frac{d}{l} \tan \gamma \cos \theta_D \right), \\
\dot{\theta}_D &= V \frac{\tan \gamma}{l} - \frac{V \kappa_D}{1 - e_D \kappa_D} \left( \cos \theta_D - \frac{d}{l} \tan \gamma \sin \theta_D \right),
\end{align*} \tag{6}
\]

where the first equation characterizes the longitudinal motion of point D along the path, while the last two equations provide the evolution of lateral deviation and the yaw angle error with respect to the path. Note again that the curvature \( \kappa_D(s_D) \) depends on the path coordinate \( s_D \), making the differential equations in (6) all coupled. After solving (6), the state \((s_D, e_D, \theta_D)\) can be transformed back to \((x_A, y_A, \psi)\) by

\[
\begin{align*}
x_A &= x_D - e_D \sin \psi_D, \\
y_A &= y_D + e_D \cos \psi_D, \\
\psi &= \psi_D + \theta_D. \tag{7}
\end{align*}
\]

Note that when point D coincides with the rear axle center \( R \), i.e., \( d = 0 \), the problem degenerates to the special case presented in [42].

III. CONTROLLER DESIGN

In this section, we focus on the controller design for the path-following problem defined in Section II. Specifically, in Section III-A we first present the controller design for an arbitrary sensor mounting location along the vehicle symmetry axis. Then in Section III-B we provide further insights and details on the design of the developed feedforward control and feedback control. Readers, who are not interested in these details, may jump to Section IV for performance analysis or to Section V for simulation results after reading Section III-A.

A. Nonlinear Controller Design

Given the dynamic system (1) or (6), we assume the steering angle \( \gamma \) can track any desired value \( \gamma_{\text{des}} \), that is,

\[
\gamma = \gamma_{\text{des}}. \tag{8}
\]

The goal of the path-following controller design is to determine the desired steering angle \( \gamma_{\text{des}} \) such that point A on the vehicle can follow a given path; see Fig. I.

We propose the path-following controller

\[
\gamma_{\text{des}} = \gamma_{\text{ff}} + \gamma_{\text{fb}}, \tag{9}
\]

which consists of a feedforward control law

\[
\gamma_{\text{ff}} = \arctan \frac{l \kappa_D}{\sqrt{1 - (d \kappa_D)^2}}, \tag{10}
\]

and a feedback control law

\[
\gamma_{\text{fb}} = g \left( k_1 (\theta_D - \theta_0 + \arctan(k_2 e_D)) \right). \tag{11}
\]

The feedforward control essentially provides the estimated steering angle necessary to handle a given road curvature \( \kappa_D \) whereas the feedback control makes corrections based on lateral deviation \( e_D \) and yaw angle error \( \theta_D - \theta_0 \). In (11),

\[
\theta_0 = -\arcsin(d \kappa_D). \tag{12}
\]

is the desired yaw angle error, \((k_1, k_2)\) are the tunable control gains, and \( g(x) \) denotes a wrapper function with the following properties:

1) It is continuously differentiable and monotonically increasing over \( \mathbb{R} \).
2) It is an odd function, i.e., \( g(x) = -g(-x) \) for \( x \in \mathbb{R} \).
3) It is bounded, i.e., there exists a constant \( g_{\text{sat}} \) such that \( |g(x)| \leq g_{\text{sat}} \) for \( x \in \mathbb{R} \).
4) Its derivative decreases monotonically for \( x \in \mathbb{R}_{\geq 0} \) such that \( g'(0) = 1 \) and \( \lim_{x \to +\infty} g'(x) = 0 \).
In this paper we use the wrapper function

\[ g(x) = \frac{2g_{\text{sat}}}{\pi} \arctan \left( \frac{\pi}{2g_{\text{sat}}} x \right), \quad (13) \]

where the bound \( g_{\text{sat}} \) is set to the the maximum allowable steering angle

\[ \gamma_{\text{sat}} = \min \left\{ \gamma_{\text{max}}, \arctan \left( \frac{a_{\text{lat}}^{\text{max}} l}{V^2} \right) \right\}. \quad (14) \]

This choice of bound ensures the resulting steering angle and lateral acceleration will not exceed the physical steering angle limit \( \gamma_{\text{max}} \) and the maximum allowed lateral acceleration \( a_{\text{lat}}^{\text{max}} \), respectively.

### B. Design insights and further details

In this part, we provide insights and details on the controller presented above. In particular, Fig. 2 depicts the scenario where point A is moving along the desired path ideally (i.e., A always coincides with D). The black dashed curve represents the given path, while the red, green and blue circles represent the osculating circles at the points of rear wheel, front wheel and point A, respectively. \( \Omega \) is the instantaneous center of rotation. Thus, from geometry and kinematics, we obtain the following facts:

1) the osculating circles of point R, F and A are concentric, and centered at \( \Omega \).
2) the radius of the osculating circle at A must be equal to the radius of curvature at point D to ensure perfect tracking, i.e., \( |\Omega A| = 1/|\kappa_D| \).
3) the velocity vector of rear/front wheel is parallel to the tangential direction at point R/F with respect to its osculating circle because of the no-side-slip condition on the rear/front wheel.
4) there exists a curvature-dependent yaw angle error \( \theta_0 \) (cf. [12]) between the vehicle heading direction and the tangential direction at point D with respect to its osculating circle.

Based on these facts, next we will provide more insights on the feedforward and feedback controller design.

**1) Feedforward Control Design:** Based on facts (1, 2, 3), the required steering angle to ensure the perfect tracking can be solved in terms of path information (road curvature) and vehicle information (wheelbase length), which can be used as the feedforward term. That is,

\[ \tan \gamma_{ff} = \frac{l}{\sqrt{\kappa_D^2 - d^2}}, \quad (15) \]

yielding the feedforward term \( \gamma_{ff} = \arctan(\kappa_D) \), yielding the feedforward term \( \gamma_{ff} = \arctan(\kappa_D) \), \( \gamma_{ff} = \arctan(\kappa_D) \), \( \gamma_{ff} = \arctan(\kappa_D) \), \( \gamma_{ff} = \arctan(\kappa_D) \), in [42] when the sensors are mounted at the rear axle center, i.e., \( d = 0 \). Note that to determine the feedforward law, a geometrical approach is applied here instead of the analytical approach presented in [42], since the latter one is less straightforward when more complex dynamics are involved in [6].

Also, we highlight that when sensors are not mounted at the rear axle center, i.e., \( d \neq 0 \), neglecting the effect of mounting position leads to an error in the feedforward term

\[ \Delta \gamma_{ff} = \arctan \frac{l \kappa_D}{\sqrt{1 - (d \kappa_D)^2}} - \arctan(l \kappa_D), \quad (17) \]

which will cause unexpected vehicular sway motion when road curvature varies. This will be demonstrated in Section V. Fig. 3(a) shows the error (17) when \( d = 2, 3 \) and \( 4 \) [m] and \( l = 2.57 \) [m]. Indeed, this error is tiny when path curvature is small, implying that (16) might still be able to handle non-tight curves. However, (16) becomes less capable as road curvature increases due to the increase of \( \Delta \gamma_{ff} \).

The feedforward term (10) can only predict the desired steering angle perfectly under the conditions that the measurements are ideally clean, the model is ideally accurate, the initial state is precisely on the path, and there exists no other disturbance. However, those requirements cannot be satisfied in practice. Therefore, we need to design a feedback controller to ensure good tracking performance despite model uncertainties and measurement imperfections.

**2) Feedback Control Design:** In feedback control design, the first step is to acquire the desired states from the dynamics. In [6], the lateral dynamics are characterized by the evolution of lateral deviation \( e_D \) and yaw angle error \( \theta_0 \). Based on the ideal scenario depicted in Fig. 2 and fact (4), it is clear that the desired lateral deviation is zero, and the desired yaw angle error is \( \theta_0 \). We highlight that this is different from most lateral...
controllers in the literature where the desired lateral deviation and yaw angle error are both zero. As a matter of fact, one can easily observe from Fig. 2 that the lateral deviation and yaw angle error cannot be zero simultaneously in the ideal scenario. Also, it can be verified that in (6) when \( \kappa_d \neq 0 \), there exists no \( \gamma \) such that \( e_D = 0 \) and \( \theta_d = 0 \) hold simultaneously. This implies that one cannot design a controller on \( \gamma \) for curvy roads such that a vehicle can maintain the state corresponding to zero lateral deviation and zero yaw angle error.

In fact, the ultimate goal of path-following controllers is to make the vehicle follow the given path without lateral deviation, and the yaw angle error \( \theta_0 \) is needed to achieve this goal on curvy roads. We remark that when the sensors are mounted at the rear axle center, i.e., \( d = 0 \), this desired yaw angle error \( \theta_0 \) becomes zero, and the feedback term \((11)\) degenerates to \( (18) \), that is,

\[
\dot{\gamma}_{fb} = g\left(k_1 (\theta_d + \arctan(k_2 e_D))\right) \tag{18}
\]

Fig. 2(b) plots this desired yaw angle error \( \theta_0 \) against curvatures when \( d = 2, 3 \) and 4 [m], respectively. It can be seen that this term is crucial since it varies significantly when curvature \( \kappa_d \) or location \( d \) changes. Ignoring this term will lead to undesired behaviors, which will be demonstrated in the simulations in Section V.

To gain more insights, in the following we study the behaviors of controller \((11)\) in the case of straight-path following. As explained above, the desired yaw angle error \( \theta_0 \) is specifically designed for curvy roads to achieve zero lateral deviation. When the road is straight, the desired yaw angle error \( \theta_0 \) becomes zero, and the feedback term \((11)\) degenerates to \( (18) \) as well. This nonlinear feedback control law allows the vehicle to correct the steering angle for both small and large values of the errors \( e_D \) and \( \theta_D \). For small errors one may neglect the nonlinearities and obtain the linearized controller

\[
\gamma_{fb}^0 = k_1 \theta_d + k_1 k_2 e_D , \tag{19}
\]

which is widely used in the literature (see e.g., \((20)\)). However, as demonstrated below, for large errors this linear feedback controller may produce unwanted behaviors.

If omitting the wrapper function in \((11)\), we obtain

\[
\gamma_{fb}^1 = k_1 (\theta_d + \arctan(k_2 e_D)) \tag{20}
\]

One may interpret this controller as

\[
\gamma_{fb}^1 = k_1 (\theta_d - \theta^{\text{des}}) , \tag{21}
\]

\[
\theta^{\text{des}} = -\arctan(k_2 e_D) , \tag{22}
\]

implying that it attempts to achieve the desired yaw angle error \( \theta^{\text{des}} \) based on the lateral deviation \( e_D \). We will validate this interpretation with simulations in Section V. Fig. 4(a) depicts the desired heading based on \( \theta^{\text{des}} \) as a field of green arrows in the \((x, y)\) plane where the desired path is given by the red dashed line. Notice that when the vehicle is far from the path, the desired heading points toward the path since \( e_D \to \pm \infty \) yields \( \theta^{\text{des}} \to \mp \pi/2 \).

Similarly, one may interpret the linear controller \((19)\) as an effort to achieve the desired yaw angle error

\[
\theta^{\text{des},0} = -k_2 e_D \tag{23}
\]

depending on the lateral deviation \( e_D \). The field of green arrows depicted in Fig. 4(b) show that this may lead to wrong desired headings when the vehicle is far from the path due to the \( 2\pi \) periodicity of the angle. For example, the linear controller forces the vehicle to move in parallel with the path when \( e_D = n\pi/k_2 \), \( n = \pm 1, \pm 2, \ldots \).

One may notice that the controller \((20)\) uses the same gain for small and large errors. However, in practice larger gains are preferred for small errors to achieve better tracking performance and smaller gains are preferred for large errors to avoid “overreaction” and potential oscillations. To resolve this conflict, gain scheduling are typically utilized such that different gains can be applied for errors in different ranges. However, this technique requires strenuous tuning and stitching to ensure satisfactory performance and smooth transition across ranges. Alternatively, we propose a new method that can effectively decrease the gain when necessary. In particular, the wrapper function \( g(x) \) is designed for this purpose. As indicated in Fig. 4(c), the derivative of the wrapper function \( g(x) \) monotonically decreases with respect to \(|x|\). As a result, the controller \((11)\) utilizing this wrapper function will decrease the gain accordingly based on the error magnitude.

Regarding the allowable steering angle \( \gamma_{\text{sat}} \) of the feedback controller \((11)\), one can simply choose a value that is smaller than the physical steering angle limit \( \gamma_{\text{max}} \) of the vehicle. However, when the vehicle speed is high, this may lead to passenger discomfort and even roll-over hazards, which are related to resulting lateral acceleration. To avoid this, we include the lateral acceleration in the determination of the allowable steering angle. Indeed, different locations on the vehicle possess different lateral accelerations, but those at locations other than rear axle center is more complicated and the value at the rear axle center provides a baseline. Thus, we pick the rear axle center point. Considering the scenario when the vehicle is approaching the given path with large initial errors, the desired steering angle is dominated by the feedback term, i.e., \( \gamma^{\text{des}} \approx \gamma_{fb} \). The lateral acceleration can
be approximated as
\[ a_{\text{lat}} = \frac{V^2}{l} \tan \gamma_{\text{fb}} < \frac{V^2}{l} \tan \gamma_{\text{sat}}, \] (24)
cf. [2][8]. Thus, to ensure that the lateral acceleration caused by steering cannot exceed maximum allowed value \( a_{\text{lat}} \), and the steering angle cannot exceed the physical steering angle limit \( \gamma_{\text{max}} \), we set the maximum allowable steering angle as \( \gamma_{\text{max}} \).

Fig. (4)(d) shows this angle as a function of the longitudinal speed for different lateral acceleration limits \( a_{\text{lat}} \) when \( l = 2.57 \) [m] and \( \gamma_{\text{max}} = 30 \) [deg].

IV. ANALYSIS

In this section, we study the stability of the closed-loop system \([6][8]\) with the controller \([2][12]\) in the general case where sensors are mounted at an arbitrary location along the vehicle symmetry axis. Here, we assume that the vehicle is moving forward, i.e., \( V > 0 \).

To study the dynamic tracking performance of the controller, we define the difference
\[ \dot{\theta}_D = \theta_D - \theta_0, \] (25)
as a state, and rewrite the dynamics \([6]\) as

\[ \dot{s}_D = \frac{V}{1 - \epsilon_D k_D} \left( \cos(\theta_D + \theta_0) - \frac{d}{l} \tan \gamma \sin(\theta_D + \theta_0) \right), \]
\[ \dot{\epsilon}_D = V \left( \sin(\theta_D + \theta_0) + \frac{d}{l} \tan \gamma \cos(\theta_D + \theta_0) \right), \]
\[ \dot{\theta}_D = \frac{V}{l} \tan \gamma + \frac{d \tilde{\kappa}_D}{\sqrt{1 - d^2 \kappa_D^2}} \]
\[ - \frac{V \kappa_0}{1 - \epsilon_D k_D} \left( \cos(\theta_D + \theta_0) - \frac{d}{l} \tan \gamma \sin(\theta_D + \theta_0) \right). \] (26)

One can verify that the closed-loop system \([26][8][12]\) possesses the desired solution
\[ s_D^* = \frac{V t}{\sqrt{1 - (d \kappa_D^*)^2}}, \quad \epsilon_D^* = 0, \quad \theta_D^* = 0, \] (27)
when \( \kappa_D^* := \kappa(s_D^*) \) is constant, which corresponds to the desired motion when point A on the vehicle follows the path perfectly. We highlight the following facts:

1) When sensors are mounted at the rear axle center (i.e., \( d = 0 \)), \( (27) \) is always a solution to the closed-loop system regardless of the path. That is, the system can in principle follow any path without tracking errors.

2) When sensors are not mounted at the rear axle center (i.e., \( d \neq 0 \)), \( (27) \) is only one particular solution to the closed-loop system when \( \kappa_D^* \) is constant. That is, the system is only able to follow paths with constant curvatures (straight/circular paths) without tracking errors.

In the following we analyze the stability of solution \( (27) \) and characterize tracking errors when road curvature varies. Indeed, one can analyze the nonlinear system directly with Lyapunov method, which involves the challenging task of finding a Lyapunov function. Instead, we exploit an indirect method where we study its linearized system as the stability of the linearized system is topologically equivalent to the local stability of the corresponding nonlinear system. In addition, the linearized system can provide insights on the tracking performance when road curvature varies in the neighborhood of a nominal constant value.

We assume that the road curvature \( \kappa_D \) varies around a nominal value \( \kappa_D^0 \equiv \kappa_0 \), and view the perturbations
\[ \tilde{\kappa}_D = \kappa_D - \kappa_0, \quad \dot{\kappa}_D = \dot{\kappa}_D, \] (28)
as the inputs to the closed-loop system. By defining the perturbations of states around the nominal solution \( (27) \) as
\[ \tilde{s}_D = s_D - s_D^*, \quad \tilde{\epsilon}_D = \epsilon_D - \epsilon_D^*, \quad \tilde{\theta}_D = \theta_D - \theta_D^*, \] (29)
and linearizing the closed-loop system \([26][8][12]\), one can obtain
\[ \dot{\tilde{s}}_D = \frac{V \kappa_0}{\lambda_1} \left( 1 + \frac{\lambda_2}{\lambda_1} \frac{d^2}{l} k_1 k_2 \right) \tilde{s}_D + V \frac{\lambda_2}{\lambda_1} \frac{d^2}{l} k_1 \dot{\theta}_D \]
\[ + V \frac{\lambda_0}{\lambda_1} \tilde{\kappa}_D, \]
\[ \dot{\tilde{\epsilon}}_D = V \frac{\lambda_2}{\lambda_1} \frac{d^2}{l} k_1 \tilde{\epsilon}_D + V \frac{\lambda_2}{\lambda_1} \left( 1 + \frac{d}{l} \lambda_2 k_1 \right) \tilde{\theta}_D, \]
\[ \dot{\tilde{\theta}}_D = \frac{V}{\lambda_1} \left( \lambda_2 \tilde{\kappa}_D - \frac{l}{\lambda_1} \kappa_0 \right) \tilde{\epsilon}_D + \frac{V}{\lambda_1} \frac{\lambda_2}{\lambda_1} \frac{d^2}{l} k_1 \tilde{\theta}_D + \frac{d}{\lambda_1} \tilde{\kappa}_D, \]
where
\[ \lambda_1 = \sqrt{1 - d^2 \kappa_0^2}, \quad \lambda_2 = 1 + (l^2 - d^2) \kappa_0^2. \] (31)

In practice, the road is always constructed within the vehicle’s steering capability, that is, there is no tight curves that vehicles cannot follow even by maximizing steering angles. Actually this is a very soft condition since in practice besides the consideration of vehicle capability, the road curvatures are deliberately designed to avoid large lateral accelerations and roll-over hazards at designated speed limit. This soft condition yields the following claim.

**Claim 1:** Given the physical maximum of the steering angle \( \gamma_{\text{max}} \), the following always holds:

1) \( |\kappa_0| \leq \pi_0 \) where \( \pi_0 = \frac{\tan \gamma_{\text{max}}}{\sqrt{l^2 + d^2 \tan^2 \gamma_{\text{max}}}}. \)
2) \( \lambda_1 \in [\lambda_1, 1] \) where \( \lambda_1 = \frac{1}{\sqrt{l^2 + d^2 \tan^2 \gamma_{\text{max}}}} > 0. \)
3) \( \lambda_2 > 0. \)

**Proof:** See Appendix [A].

From \( (30) \), one may observe that the last two equations are decoupled from the first one, and they form the reduced linear system for lateral control. By defining the state and input as
\[ x = \begin{bmatrix} \tilde{\epsilon}_D \\ \theta_D \end{bmatrix}, \quad u = \tilde{\kappa}_D, \] (32)
and selecting the output as
\[ y = \tilde{\epsilon}_D, \] (33)
we obtain the standard linear state space model
\[ \dot{x} = Ax + Bu, \]
\[ y = Cx, \] (34)
where
\[
A = \begin{bmatrix} \frac{V_d}{T} \frac{\lambda_2}{\lambda_1} k_1 k_2 & \frac{V_d}{\lambda_1} (1 + \frac{d}{T} \lambda_2 k_1) \\ \frac{V_d}{T} (\lambda_2 k_1 k_2 - \frac{V_d}{\lambda_1} k_2) & \frac{V_d}{\lambda_1^2} k_1 \end{bmatrix},
\]
\[
B = \begin{bmatrix} 0 \\ \frac{d}{\lambda_1} \end{bmatrix}, \quad C = \begin{bmatrix} 1 & 0 \end{bmatrix}.
\]

The characteristic equation is
\[
det(sI - A) = s^2 - \frac{V_d}{\lambda_1^2} (\lambda_1 + d k_2)s - \frac{V_d^2}{\lambda_1^3} = 0,
\]
where
\[
\lambda_3 = \lambda_1 \lambda_2 k_1 k_2 - dk_0^2 \lambda_2 k_1 - lk_0^2,
\]
and \( s \in \mathbb{C} \) is the eigenvalue of the system. To ensure stability, all eigenvalues must lie in the left half of the complex plane. Applying Routh-Hurwitz criterion, we can obtain the necessary and sufficient condition to ensure stability of the linearized system \([34]\), that is,
\[
k_1(\lambda_1 + d k_2) < 0, \quad \lambda_3 < 0.
\]

Fig. 5(a) shows the obtained stability regions in the \((k_1, k_2)\)-plane with \( l = 2.57 \) [m] and \( d = 2 \) [m], where the shaded regions are stable regions satisfying \([38]\) with \( \kappa_0 = 0 \). The dashed orange curve and the dot-dashed yellow curve represent the changes in the stability boundaries for \( \kappa_0 = \pi_0/2 \) and \( \kappa_0 = \pi_0 \), respectively. Furthermore, a sufficient condition independent of road curvatures is practically more useful, which is next provided in the following proposition.

**Proposition 1:** The desired solution \([27]\) of the closed-loop system \([6][8][12]\) is stable for any constant \( \kappa_0 \) if either of the following conditions is satisfied:

1. \( k_1 < 0 \) and \( k_2 > \frac{d}{T} \frac{\tan^2 \gamma_{\text{max}}}{2 + \tan^2 \gamma_{\text{max}}} \), or
2. \( k_1 > 0 \) and \( k_2 < -\frac{1}{d} \).

**Proof:** See Appendix [5]

**Remark 1:** The system uses negative feedback if condition 1 is satisfied, and positive feedback if condition 2 is satisfied. For positive feedback, \(|k_2|\) has to be large to ensure stability when \( d \) is small, which may affect the system actuation capability, and consequently lead to saturation and oscillations for large errors. This undesired behavior will be shown in the simulations in Section [V] To ensure the best performance, negative feedback is assumed in the rest of this paper, if not otherwise specified.

To study the tracking performance, we define the transfer function and the corresponding amplification ratio as
\[
G(s) := \frac{E(s)}{K(s)}, \quad M(\omega) := |G(j \omega)|,
\]
where \( K(s) \) and \( E(s) \) are the Laplace transform of \( \tilde{e}_D \) and \( \tilde{e}_D \), respectively. Fourier’s theory states that periodic signals can be represented as an infinite sum of sines and cosines, which can also be extended to absolutely integrable non-periodic signals using Fourier transform. With the assumption that variations on road curvature are absolutely integrable, tracking performance can henceforth be characterized by the amplification ratio from road curvature to lateral deviation at different frequencies according to the superposition principle. From \([34]\), it follows that
\[
G(s) = C(sI - A)^{-1}B s = \frac{\sqrt{V_d}}{\sqrt{\lambda_1^2}} \frac{(1 + \frac{d}{T} \lambda_2 k_1)s}{s^2 - \frac{V_d}{\lambda_1^2} (\lambda_1 + d k_2)s - \frac{V_d^2}{\lambda_1^3}} \frac{1}{\lambda_1^2},
\]
\[
\lambda_4 = \frac{V_d^2}{\lambda_1^2} (2\lambda_3 + \lambda_2^2 k_1^2 (\lambda_1 + d k_2)^2).
\]

Thus, the amplification ratio is
\[
M(\omega) = \sqrt{\frac{V_d^2}{\lambda_1^2} (1 + \frac{d}{T} \lambda_2 k_1)^2 w^2}{w^4 + \lambda_4 w^2 + \frac{V_d^2}{\lambda_1^3} \frac{\lambda_2^2 k_1^2 (\lambda_1 + d k_2)^2}{\lambda_1^2}},
\]
which depends on the parameters \((\kappa_0, k_1, k_2)\). Fig. 5(b) plots the amplification ratio \( M(\omega) \) for points P, Q and H marked in Fig. 5(a). The green, blue and purple curves represent the results for case P, Q and H, respectively, while the solid, dashed, dot-dashed curves represent the results for \( \kappa_0 = 0, \pi_0/2, \pi_0 \), respectively. The following are observed: (1) the amplification depends more on the gains \((k_1, k_2)\) than the road curvature \( \kappa_0 \); (2) the amplification ratio of positive feedback is larger than that of negative feedback; (3) the amplification ratio is bounded and minimizing this upper bound can improve the tracking performance of the controller. One can verify that the magnitude reaches the maximum
\[
M_{\text{max}} = \frac{d}{\lambda_1} \frac{|l + d \lambda_2 k_1|}{\sqrt{2(\lambda_3 + |\lambda_1|) + \lambda_2^2 k_1^2 (\lambda_1 + d k_2)^2}},
\]
when
\[
\omega_m = \frac{V}{\lambda_1} \sqrt{\frac{|\lambda_3|}{l}}.
\]
Figs. 5(c, d) show the contours of $M_{\text{max}}$ in the $(k_1, k_2)$-plane for $d = 2, 3$ [m], respectively, with $l = 2.57$ [m] and $\kappa_0 = 0$. One can observe that: (1) The same value of amplification ratio yields narrower region in the case $d > l$ than the case $d < l$, implying that the same gains will have better tracking performance in the latter case; (2) There is a special set of gains highlighted by the black dashed lines that achieves the best tracking performance.

**Claim 2:** In practice, to achieve reasonably good tracking performance, one can either mount the sensor at the rear axle center point (i.e., $d = 0$) or choose $k_1 = -\frac{l}{d}$.

**Proof:** (43) implies that the amplification ratio from road curvature variations to lateral deviations is always zero at all frequencies when either $d = 0$ or

$$k_1 = -\frac{l}{d}x_3 = -\frac{l}{d}(1 + (l^2 - d^2)\kappa_0^2), \quad (44)$$

Based on Claim II road curvature varies in a small neighborhood around $\kappa_0 = 0$. Thus, setting

$$k_1 = -\frac{l}{d} \quad (45)$$

will give reasonably good tracking performance in practice.

V. SIMULATIONS

In this section, we perform numerical simulations to demonstrate the effectiveness of the proposed path-following controller. More specifically, we first show the tracking performance under constant curvatures, i.e., the path is either a straight line ($\kappa_0 = 0$) or a circle of radius $\rho$ ($\kappa_0 = 1/\rho$). Then we demonstrate that the proposed controller is also capable of following paths with varying curvatures and providing reasonable tracking performance. Meanwhile, we show that the stability conditions obtained in Section IV can provide insights in the selection of control parameters to achieve desired behaviors. The parameters used in the simulations are provided in Table I. We note that initial conditions with very large lateral deviations are intentionally used to demonstrate the effectiveness on how the controller drives the vehicle to approach the reference path.

![Fig. 6. Comparison of controller performance to follow a straight path. Left column: sensor location not considered. Right column: sensor location considered.](image)

Figs. 6 [7] and 8 show the comparison of the tracking performance when the vehicle is trying to follow a straight path, a circular path and a path with varying curvatures, respectively. In these figures, we maintain the following layout and color scheme. The left columns correspond to the case that sensor mounting location is ignored by using controller (16, 18) as the feedforward and feedback law, while the right columns show the case that the sensor location is taken into consideration by using controller (10, 11). Furthermore, the top panels show the given path and movement of the vehicle (point $A$) in the $(x, y)$ plane; the middle panels show the time profiles of lateral deviation and yaw angle error; and the bottom panels depict the time profiles of steering angles. In panels (a) and (b), the dotted black lines indicate the desired path, while the solid red curves represent the position of point $A$. The green arrows indicate the desired heading given by (22). In panels (c) and (d), the solid blue curves and red curves represent the lateral deviation $\theta_D$ and yaw angle error $\theta_\alpha$, respectively, while the dashed black curves represent the desired yaw angle error $\theta_\alpha$, and the dotted green curves represent the difference $\theta_D$ in (25). In panels (e) and (f), the solid blue, green and red curves represent the desired steering angle $\gamma_{\text{des}}$, the feedforward term $\gamma_F$ and feedback term $\gamma_F$, respectively. Moreover, to highlight the difference in the performance, we use zoomed-in plots overlaid on these panels.

Fig. 6 shows that while following a straight path there is no difference in the performance when sensor location is considered or not, because controllers (16, 18) and (10, 11) are essentially the same when $\kappa_D \equiv 0$. In Figs. 6 (a, b), we can observe that the vehicle heading is parallel to
the desired heading that is implicated in the feedback term.

Figs. 6(c,d) indicate that the steering reaction is reasonable even for relatively large initial lateral deviation. Neither overshoot nor oscillations appear as the vehicle approaches the desired path.

Fig. 7 indicates that while following a circular path, the controller (16) always maintains an error in the lateral deviation and yaw angle, while the controller (10, 11) achieves zero lateral deviation while maintaining desired yaw angle error $\theta_0$. Fig. 7(f) shows that the feedback term converges to zero, and the desired steering angle is dominated by the feedforward term that is directly related to the road curvature $1/\rho$. In contrast, when sensor location is ignored, the feedback term converges to a non-zero value (see Fig. 7(e)), yielding non-zero lateral deviations and yaw angle errors (see Fig. 7(c)).

In Fig. 8, we validate controllers on the path with varying curvatures whose curvature varies as a function of the arc length $s$ according to

$$\kappa(s) = \kappa_{\text{max}} \left( 1 - \cos \left( \frac{2\pi}{s_T} s \right) \right),$$  

(46)

where $\kappa_{\text{max}}$ is the maximum curvature along the path, and $s_T$ is the period in arc length. The path parameters are also provided in Table II. The left column indicates that the controller (16) without incorporating the sensor positions, generates oscillations in the lateral deviation and yaw angle errors when road curvature varies. These oscillations correspond to noticeable vehicular sway motion from side to side while entering or exiting curves, which is commonly misunderstood as improper choice of control gains. In comparison, the right column demonstrates that the controller (10, 11) achieves satisfactory performance with centimeter accuracy on the lateral deviation. The tiny oscillations caused by the variations of road curvature are generally not noticeable in practice. Fig. 8(f) also shows the following: (1) at the initial stage while approaching the given path, the feedback term $\gamma_{\text{fb}}$ is noticeable and dominates the desired steering angle; (2) at the final stage while moving along the path, the feedback term decreases to a small enough value to correct lateral deviations and yaw angle errors, and the feedforward term $\gamma_{\text{ff}}$ becomes dominant.

In Fig. 9, we run simulations with the controller (10, 11) for another two sets of gains when the vehicle is trying to follow the same path as that shown in Fig. 8. The left column utilizes the gain $k_1$ proposed in Claim 2 while the right column uses positive feedback gains that satisfy the stability condition in Proposition 1. The other parameters remain the same as in Table II, and the color scheme is the same as those for Figs. 6, 7, 8. The left column indicates that simulation result is consistent with Claim 2 since the lateral deviation converges to zero even when the road curvature varies for this special choice of gains. The right column shows that positive feedback gains satisfying conditions in Proposition 1 can indeed enable the vehicle to follow the given path when initial errors are small, since Fig. 9(d) shows reasonably good tracking performance after $t = 40$ [s]. However, positive feedback is not robust, and saturations and oscillations will appear when initial errors are large; see Figs. 9(d,f) when $t < 30$ [s]. Therefore, positive feedback should be avoided in practice, which is highlighted in Remark 1.
VI. CONCLUSION

In this paper, we studied the lateral control problem for vehicle path-following and developed a controller to deal with cases where sensors are mounted at arbitrary locations along the vehicle symmetry axis, which is of significant practical importance. We studied stability and tracking performance of the new controller, and provided conditions and guidelines on the selection of control gains. We also used simulations to demonstrate that designing controllers ignoring the sensor mounting positions can generate non-zero lateral deviations for straight/circular paths, as well as unexpected vehicular sway motion for curvy paths. In contrast, we showed that the new controller proposed in this paper can achieve very impressive tracking performance with proper choices of gains. Future research directions may include the integration of steering dynamics, incorporation of longitudinal controllers, consideration of measurement imperfections, validation with experiments on real vehicles, etc.
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The third property can be shown by the following two cases.

1) When \( l \geq d \), i.e., sensors are mounted behind the front wheel, \( \lambda_2 \) in (31) is monotonically increasing with respect to \( |\kappa_0| \). Thus, \( \lambda_2 \geq 1 > 0 \).

2) When \( l < d \), i.e., sensors are mounted before the front wheel, \( \lambda_2 \) in (31) is monotonically decreasing with respect to \( |\kappa_0| \). Thus,

\[
\lambda_2 \geq 1 + \frac{(l^2 - d^2)\kappa_0^2}{1 + \frac{d^2}{\kappa_0^2} \tan^2 \gamma_{\max}} > \frac{l^2}{d^2} > 0 \tag{48}
\]

B. Proof of Proposition 1

Condition (38) implies the following two cases.

- Case 1:
  \[
  \begin{align*}
  k_1 &> 0 , \\
  k_2 &< -\frac{\lambda_1}{d} , \\
  k_2 &< \frac{d\kappa_1^2}{\lambda_1} + \frac{\kappa_0^2}{\lambda_1 \lambda_2 k_1} .
  \end{align*}
  \tag{49}
  \]
  By noticing that
  \[
  -\frac{1}{d} \leq -\frac{\lambda_1}{d} < 0 ,
  \tag{50}
  \]
  we obtain that (49) is equivalent to
  \[
  k_1 > 0 , \quad k_2 < -\frac{\kappa_1}{d} ,
  \tag{52}
  \]
  and its sufficient condition independent of \( \kappa_0 \) is
  \[
  k_1 > 0 , \quad k_2 < -\frac{1}{d} .
  \tag{53}
  \]

- Case 2:
  \[
  \begin{align*}
  k_1 &< 0 , \\
  k_2 &> \frac{\lambda_2}{d} , \\
  k_2 &> \frac{d\kappa_1^2}{\lambda_1} + \frac{\kappa_0^2}{\lambda_1 \lambda_2 k_1} .
  \end{align*}
  \tag{54}
  \]
  By noticing that (50) still holds and
  \[
  \frac{d\kappa_1^2}{\lambda_1} + \frac{\kappa_0^2}{\lambda_1 \lambda_2 k_1} < \frac{d\kappa_1^2}{\lambda_1} \leq \frac{d}{l} \sqrt{\tan^2 \gamma_{\max} + d^2 \tan^2 \gamma_{\max}} ,
  \tag{55}
  \]
  one can obtain the sufficient condition for (54), that is
  \[
  k_1 < 0 , \quad k_2 > \frac{d}{l} \sqrt{\tan^2 \gamma_{\max} + d^2 \tan^2 \gamma_{\max}} .
  \tag{56}
  \]

APPENDIX

A. Proof of Claim 1

- From Fig. 2 we can obtain the maximum curvature that the vehicle is capable of following by maximizing the steering angle, that is
  \[
  \tan \gamma_{\max} = \frac{l}{\sqrt{\kappa_0^2 - d^2}} ,
  \tag{47}
  \]
  yielding \( \kappa_0 \) given in the Claim.

- The second property is straightforward by noticing that \( \lambda_1 \) in (31) is monotonically decreasing with respect to \( |\kappa_0| \) and \( |\kappa_0| \leq \kappa_0 \).