Solving infinite-horizon POMDPs with memoryless stochastic policies in state-action space
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Abstract

Reward optimization in fully observable Markov decision processes is equivalent to a linear program over the polytope of state-action frequencies. Taking a similar perspective in the case of partially observable Markov decision processes with memoryless stochastic policies, the problem was recently formulated as the optimization of a linear objective subject to polynomial constraints. Based on this we present an approach for Reward Optimization in State-Action space (ROSA). We test this approach experimentally in maze navigation tasks. We find that ROSA is computationally efficient and can yield stability improvements over other existing methods.
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Policy gradients  

A very popular approach in Reinforcement Learning are policy gradients methods. In fully observable problems, the iteration complexity of policy gradient methods behaves like $O((1 - \gamma)^{-\kappa})$, where $\gamma \in (0, 1)$ is the discount factor and $\kappa \in \mathbb{N}$ depends on the specific method [CC+21]. This is reminiscent of the Lipschitz constant of the reward function (as a function of the policy), which behaves like $O((1 - \gamma)^{-1})$ [PRB13]; see Figure 1. This leads to increasingly ill-conditioned problems as $\gamma \to 1$ and can cause undesired oscillations during optimization [Wag11]. However, choosing a discount factor close to 1 is desirable as one often wishes to optimize the mean reward rather than a discounted reward. This is also required to prevent vanishing policy gradients in sparse reward MDPs, where, denoting $n_S$ the number of states, gradients can of order $O(2^{-n_S}/2)$ if $\gamma \leq n_S/(n_S + 1)$ [AKLM21]. In principle the ill-conditioning problem can be addressed by introducing an appropriate metric, as in natural policy gradients or trust region policy optimization, which can be costly, however.

Optimization in state-action space  

An alternative to optimizing over the policy parameters is to optimize the reward over all feasible state-action frequencies of the POMDP. State-action frequencies are weighted averages of the time spent in favorable states. The policy corresponding to a state-action frequency can be recovered by conditioning over states. In MDPs, the state-action frequencies form a polytope and hence the problem becomes a linear program [Der70, Kal94]. This yields a strongly polynomial algorithmic method [CCC+21]. This is reminiscent of the Lipschitz constant of the reward increases (left); the corresponding feasible state-action frequencies, probability simplex $\Delta_{S\times A}$, and instantaneous reward vector (right). In principle the ill-conditioning problem can be addressed by introducing an appropriate metric, as in natural policy gradients or trust region policy optimization, which can be costly, however.

2 Notation and setup

We denote the simplex of probability distributions on a finite set $X$ by $\Delta_X$ and the set of Markov kernels from a finite set $X$ to another finite set $Y$ by $\Delta_{X Y}$. A partially observable Markov decision process or shortly POMDP is a tuple $(S, O, A, \alpha, \beta, r)$. We assume that $S, O$ and $A$ are finite sets which we call the state, the observation and the action space respectively. We fix a Markov kernel $\alpha \in \Delta_{S \times A}$ which we call the transition mechanism and a kernel $\beta \in \Delta_O$ which we call the observation mechanism. Further, we consider an instantaneous reward vector $r \in \mathbb{R}^{S \times A}$. As policies we consider elements $\pi \in \Delta_O$, which are referred to as memoryless stochastic policies. Every policy defines a transition kernel $P_\pi \in \Delta_{S\times A}$ by $P_\pi(s', a'|s, a) := \alpha(s'|s, a) \beta(o|a) r(s, a)$. For any initial state distribution $\mu \in \Delta_S$, a policy $\pi \in \Delta_O$ defines a Markov process on $S \times A$ with transition kernel $P_\pi$ which we denote by $\mathbb{P}^{\pi, \mu}$. For a discount factor $\gamma \in (0, 1)$ we define the infinite horizon expected discounted reward

$$ R(\pi) := \mathbb{E}_{\mathbb{P}^{\pi, \mu}} \left[ (1 - \gamma) \sum_{t=0}^{\infty} \gamma^t r(s_t, a_t) \right]. $$

(1)
We consider the reward maximization problem, i.e., the problem of maximizing $R(\pi)$ subject to $\pi \in \Delta^O_A$. The discount factor $\gamma$ is most commonly introduced for mathematical convenience. For large state spaces and sparse rewards or more generally for POMDPs where the optimal policy should not depend on an unknown initial state distribution, it may be more desirable to consider the expected reward per time step, which corresponds to the limit $\gamma \to 1$.

3 Feasible state-action frequencies

It is well known that $R(\pi) = \langle r, \eta \rangle_{S \times A}$, where $\eta(s, a) = (1 - \gamma) \sum_{t \geq 0} \gamma^t \mathbb{P}^{\pi,t}(s_t = s, a_t = a)$ is the state-action frequency of $\pi$. We denote the set of feasible state-action frequencies in the fully observable and in the partially observable case by $N$ and $N_\beta$, respectively. Hence, instead of solving the reward maximization problem over $\pi$, one can also solve the reward maximization problem in state-action space, which is given by

$$\text{maximize } \langle r, \eta \rangle \text{ subject to } \eta \in N_\beta \subseteq \Delta_{S \times A}.$$ (2)

To do this in practice, one requires a suitable characterization of the set of feasible state-action frequencies $N_\beta$. To describe this set via polynomial conditions, we introduce the effective policy polytope $\Delta^A_{S,\beta} := \{ \pi \circ \beta : \pi \in \Delta^O_A \}$, which is the set of state policies that can be realized by selecting the actions based on observations made according to $\beta$. Note that the set of effective policies $\Delta^A_{S,\beta}$ is a polytope since it is the image of the polytope $\Delta^O_A$ under the linear map $\pi \mapsto \pi \circ \beta$.

The state-action frequencies of an MDP As mentioned before, the state-action frequencies of an MDP form a polytope $N = \{ \eta \in \mathbb{R}_{\geq 0} : \ell_s(\eta) = 0 \text{ for } s \in S \} \subseteq \Delta_{S \times A}$, where $\ell_s(\eta) = \langle \delta_s \otimes 1_A - \gamma \alpha(s|\cdot, \cdot), \eta \rangle_{S \times A} - (1 - \gamma) \mu_s$; see [Der70]. Hence for MDPs the reward maximization problem (2) becomes a linear program in state-action frequency space. This is known as the dual linear programming formulation of MDPs [Kal94].

The state-action frequencies of a POMDP The effective policy corresponding to a state-action frequency can be computed algorithmically using Fourier-Motzkin elimination, block elimination, vertex approaches, or equality set projection [KM04]. Let us discuss the special case of deterministic observations. We associated $\beta$ with a mapping $S \to O$, which partitions the state space into sets $S_0 := \{ s \in S : \beta(o|s) = 1 \} \subseteq S$. If we fix an arbitrary action $a_0 \in A$ and

4 Reward optimization in state-action frequency space (ROSA)

We formulate our approach for Reward Optimization in State-Action space (ROSA) in Algorithm\footnote{Here, $\pi \circ \beta$ denotes the composition of the Markov kernels given by $(\pi \circ \beta)(a|s) := \sum_{o \in O} \pi(a|o)\beta(o|s)$.}. The two non-trivial steps in the algorithm are the computation of the defining linear inequalities of the polytope $\Delta^A_{S,\beta}$ in line 4 and the solution of the constrained optimization problem in line 6.

Computing the polynomial constraints The linear inequalities defining $\Delta^A_{S,\beta}$ and therefore the polynomial constraints of $N_\beta$ can be computed in closed form if $\beta$ has linear independent columns [MM22, Thm. 12]. If this is not the case, they can be computed algorithmically using Fourier-Motzkin elimination, block elimination, vertex approaches, or equality set projection [KM04].
Algorithm 1 Reward Optimization in State-Action space (ROSA)

Require: $\alpha \in \Delta^{S \times A}_{S}$, $\beta \in \Delta^{S \times O}_{S}$, $\gamma \in (0, 1)$, $\mu \in \Delta_{S}$

1: for all $s \in S$ do
2: $\ell_{s}(\eta) \leftarrow \langle \delta_{s} \otimes 1_{A} - \gamma \alpha(s|\cdot), \eta \rangle_{S \times A} - (1 - \gamma) \mu_{s}$ ▷ Define the linear equalities
3: end for
4: Compute the defining linear inequalities of $\Delta^{S \times O}_{A}$ ▷ In closed form or algorithmically
5: Compute the defining polynomial inequalities $p_{i}(\eta) \geq 0$ of $N_{\beta}$ ▷ Can be done according to [3]
6: $\eta^{*} \leftarrow \arg \max (r, \eta)$ subject to $\eta \geq 0$, $\ell_{s}(\eta) = 0$, $p_{i}(\eta) \geq 0$ ▷ Solve the constrained maximization problem
7: $R^{*} \leftarrow (r, \eta^{*})$ ▷ Evaluate the optimal value
8: $\pi^{*} \leftarrow \arg \max (\beta \pi = \tau^{*})$ ▷ Compute an optimal state policy
9: return $\eta^{*}$, $R^{*}$, $\pi^{*}$ ▷ Compute an optimal observation policy

return $\eta^{*}$, $R^{*}$, $\pi^{*}$

for all actions $a \in A \setminus \{a_{0}\}$, states $s \in S_{o} \setminus \{s_{o}\}$ and observations $o \in O$. Hence, for deterministic observations the reward maximization problem in state-action space takes the form

$$
\text{maximize } \langle r, \eta \rangle \text{ subject to } \left\{ \begin{array}{ll}
\ell_{s}(\eta) = 0 & \text{for } s \in S \\
p_{s,a}(\eta) = 0 & \text{for } o \in O, a \in A \setminus \{a\}, s \in S_{o} \setminus \{s_{o}\} \\
\eta_{s,a} \geq 0 & \text{for } s \in S, a \in A.
\end{array} \right.
$$

This is a problem in $|S||A|$ variables with $|S|$ linear and $\sum_{a}(|S_{o}|-1)(|A|-1) = (|S| - |O|)(|A| - 1)$ quadratic equality constraints and $|S||A|$ inequality constraints (of which only $|O||A|$ are non redundant).

Implementation and solution of the optimization problem We provide a Julia [BEKS17] implementation of ROSA for deterministic observations. In general, problem [5] can be solved with any constrained optimization solver. Our implementation is built on Ipopt, an interior point line search method [WB06]. We call Ipopt via the modeling language JuMP in which the constraints are easy to implement [DHL17]. The implementation is available under https://github.com/muellerjohannes/POMDPs-ROSA.

5 Experiments

To demonstrate the performance of ROSA we test it on navigation problems in mazes. For this, we generate connected mazes using a random depth first search [maz]. Then we randomly select a state as the goal state at which a reward of $|S|$ is picked up and from which the agent transitions to a uniform state. For all other states four actions move the agent right, left, up or down. The agent can only observe the 8 neighboring cells and starts at a uniform position.

We compare against two other optimization approaches. First, we consider tabular softmax policies and directly optimize the parameters for the exact discounted reward. Instead of a vanilla policy gradient ascent, we use L-BFGS, which is a first order method that estimates second order information. In comparison to a naive policy gradient, we observed L-BFGS to converge faster. We refer to this approach as direct policy optimization (DPO). As a second baseline we consider the reformulation of the reward maximization problem as a quadratically constrained linear program [ABZ06]

$$
\text{maximize } \langle \mu, v \rangle \text{ subject to } \pi \in \Delta^{O}_{A} \text{ and } v = \gamma p_{\pi} v + (1 - \gamma) r_{\pi},
$$

where $p_{\pi}(s'|s) := \sum_{a,a'} \pi(a|o)\beta(o|s)a(s'|s,a)$ and $r_{\pi}(s) := \sum_{a,o} r(s,a)\pi(a|o)\beta(o|s)$. Note that here the constraint is on the value function. We use Ipopt to solve [4]. We call this approach Bellman constrained programming (BCP).

In order to compare the running times of the three approaches, we generate square mazes of side length $2n - 1$ and $2n^{2} - 1$ states, for $n = 2, \ldots, 10$. We solve the POMDPs for a discount factor of $\gamma = 0.9999$ using ROSA, BCP and DPO for 102 different mazes of each size [4] and report the mean solution times and achieved rewards as well as their 16% and 84% quantiles in Figure [2]. We observe that all three methods achieve comparable rewards. However, DPO becomes inefficient even for problems of moderate size and the running time of BCP grows significantly faster compared to ROSA.

\[\text{For DPO we solved only 20 mazes of each size due to the long solution time.}\]
Figure 2: Shown is the solution time and cumulative reward obtained by different methods solving navigation tasks depending on the number of states or the discount factor. Inset shows one of the mazes with 199 states. ROSA reaches higher reward in less time, with stability improvements and time savings becoming more pronounced for larger γ.

To evaluate the performance of ROSA for γ → 1 we solve 10^2 mazes with side length 9 and 49 states for increasing discount factors. We report the average solution times and achieved reward in Figure 2. In the comparison of the rewards, examples where BCP did not converge are excluded. In these experiments we see that BCP becomes unstable, whereas the solution time of ROSA appears to be very robust and even decrease for γ → 1. In fact, in the solution of (6) Ipopt fails to converge to local optimality for about 15% of all problems with discount factor at least 0.9999.
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For DPO we consider only 30 mazes and 10^2 values of γ.