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Wireless capsule endoscopy is an important method for diagnosing small bowel diseases, but it will collect thousands of endoscopy images that need to be diagnosed. The analysis of these images requires a huge workload and may cause manual reading errors. This article attempts to use neural networks instead of artificial endoscopic image analysis to assist doctors in diagnosing and treating endoscopic images. First, in image preprocessing, the image is converted from RGB color mode to Lab color mode, texture features are extracted for network training, and finally, the accuracy of the algorithm is verified. After inputting the retained endoscopic image verification set into the neural network algorithm, the conclusion is that the accuracy of the neural network model constructed in this study is 97.69%, which can effectively distinguish normal, benign lesions, and malignant tumors. Experimental studies have proved that the neural network algorithm can effectively assist the endoscopist’s diagnosis and improve the diagnosis efficiency. This research hopes to provide a reference for the application of neural network algorithms in the field of endoscopic images.

1. Introduction

Capsule endoscopy is a convenient, simple, and fast method of gastrointestinal examination, especially in the diagnosis of small bowel diseases. Small intestine capsule endoscopy technology is the starting point of capsule endoscopy. After more than ten years of development, capsule endoscopy has basically become an important inspection item for small bowel diseases. Compared with the traditional endoscope technology, the capsule endoscope can obtain the image of the entire digestive tract in real time during the whole process without feeling uncomfortable. The patient’s entire digestive tract image can be displayed on the monitor; there are significant differences in the texture between the lesion area and the nonlesion area in the capsule endoscopic image, so the diagnosis of disease conditions by comparing textures in images has been widely used in clinical practice. Thousands of images will be generated during capsule endoscopic surgery. If the doctor reads and judges them one by one, it is easy to miss valuable information. Therefore, it is particularly important to find a computer-aided analysis method that has a good feature extraction effect on the capsule endoscopic image. Existing studies have shown that it is feasible to identify various abnormalities in capsule endoscopic images through convolutional neural networks. Gomes developed an unsupervised homography evaluation method in the capsule endoscope framework and then applied it to the capsule positioning system. The network can evaluate the homography between two images [1]. Leenhardt has developed a computer-aided diagnostic tool to detect vasodilation. The improved algorithm based on the convolutional neural network has high diagnostic performance and can detect vasodilation in the static frame of small bowel capsule endoscopy [2]. Sainju proposed a supervised method to automatically detect the bleeding area in the capsule endoscope frame or image. During surgery, segmentation methods can be used to obtain regions from the image, and a well-trained neural network can identify data patterns generated by bleeding and nonbleeding regions [3]. Aoki researched whether a system based on convolutional neural networks can reduce the reading time of endoscopists and increase disease detection rates. The results show that the
convolutional neural network system designed by the team can reduce reading time, but it has no significant effect on the detection rate of lesions [4]. Li proposed a new computer-aided system for detecting bleeding areas in capsule endoscopic images. This scheme is very effective for detecting bleeding areas and can be used to distinguish between normal and bleeding areas in capsule endoscopic images [5]. Shahril studied the recognition performance of the bleeding area of the capsule endoscope image based on the deep convolutional neural network algorithm and proposed a preprocessing technology classification, which can distinguish between the normal area and the bleeding area by improving the accuracy of the capsule endoscope image. Experiments show that compared with capsule endoscopy images that do not use this enhancement technology, capsule endoscopy images that use this enhancement technology have a better classification effect [6]. Chen proposed a general depth framework of spatio-temporal cascade to understand the most common content in the entire gastrointestinal video. Compared with other methods, their proposed network framework can perform noise content detection and terrain segmentation at the same time, thereby reducing the number of images that need to be inspected and segmenting images of different lesion areas more accurately [7]. Yiftach has developed a deep learning algorithm that can automatically grade Crohn’s disease during capsule endoscopy. The conclusion shows that the convolutional neural network has achieved high accuracy in detecting severe Crohn’s disease. Convolutional neural network-assisted capsule endoscopy readings in Crohn’s disease patients can potentially facilitate and improve the diagnosis and monitoring of these patients [8]. The image recognition and machine learning technology in artificial intelligence can effectively reduce the endoscopic image reading work of gastroenterologists, reduce the workload of reading physicians, quickly identify various suspected lesions, and improve the diagnostic efficiency of the capsule endoscope. There are two main purposes. The first is to reduce the video of capsule endoscopy to increase the speed of capsule endoscopy, and the second is to perform image detection for specific diseases. However, image features mainly include shape, color, and texture, and feature extraction and selection directly affect the performance of subsequent image classifiers. The scene of the capsule endoscope image is complex and changeable, and there are uncertain factors such as bubbles, peristalsis, and lighting changes. Therefore, effective and automatic filtering of redundant images is still a problem. Based on deep learning, this research hopes to establish an effective capsule endoscopic diagnosis system, and the neural network is trained for prediction after preprocessing by extracting texture features that can significantly show the lesion to improve the speed and accuracy of doctors’ diagnosis and help doctors make better diagnoses.

2. Methodology

2.1. Capsule Endoscopy. Capsule endoscopy is one of the advanced methods to detect and diagnose human digestive tract diseases. Compared with traditional inserting gastrointestinal endoscopes, capsule endoscopes have superior performance such as noninvasive, safe, and full-process detection [9–12]. The length of the capsule endoscope is about 20 mm and the diameter is about 10 mm. Its internal structure is shown in Figure 1. It is mainly composed of CMOS image sensor, lens, LED, ASIC transmitter, and power module.

The working principle of the capsule endoscope is shown in Figure 2. After the patient swallows the capsule endoscope, with the help of gravity and natural peristalsis of the gastrointestinal tract, the endoscope moves forward, passing through the mouth, esophagus, stomach, duodenum, jejunum, ileum, colon, and other parts, and finally discharged through the anus. During this process, the capsule endoscope will perform full range imaging (2–3 frames/sec) of the digestive tract it passes through, and the image will be stored in the data recorder carried by the patient through wireless transmission. According to statistics, the average residence time of the capsule endoscope in the digestive tract is about 8 hours, and thousands of color images can be collected during the entire process. Due to the characteristics of gastrointestinal peristalsis, there are often a large number of redundant images in the collected images, which have extremely high similarities. Doctors manually screen out images with lesions from these large numbers of images. Screening is labor intensive and inefficient, and it usually takes 2-3 hours to focus on carefully examining each frame. Since the endoscope has passed through different parts of the digestive tract, such as the stomach, duodenum, and colon, the color information, intestinal diameter, and movement state of each part are different, so the focus is not good during endoscopic shooting. The captured image scenes are also complex and changeable, with great differences in structure, color, and texture. There may be many uncertain factors, such as food residues, air bubbles, digestive juices, and blood. Therefore, how to quickly and automatically filter out redundant images in capsule endoscopy to improve the diagnosis efficiency of doctors is a hot issue in the field of neural network diagnosis technology and medical image processing.

2.2. Image Preprocessing. The RGB color model is a color superposition model based on human perception of colors, that is, three primary colors are added together in different ways to represent various colors. The RGB color model is device-oriented and is mainly used for the representation and display of images in the electronics industry. The laboratory color model is a color model based on physiological characteristics and has nothing to do with equipment. The color gamut of the lab color model is much larger than that of the RGB color model, CMYK color model, and human vision, and it makes up for the shortcomings of uneven color distribution in the RGB color model. Although lab color space is not often used, it has excellent results consistent with human visual analysis when analyzing certain images with specific color characteristics [13]. Usually, the original digital image we obtain is an RGB image, and the RGB image needs
to be converted to XYZ color space first. Assuming the representation of the pixel in the RGB color space, first convert the RGB mode to the XYZ color space in the following way (XYZ is the coordinate system, X, Y, and Z are the 3 components of the target color space):

\[
\begin{align*}
R &= \gamma(\frac{r}{255.0}), \\
G &= \gamma(\frac{g}{255.0}), \\
B &= \gamma(\frac{b}{255.0}).
\end{align*}
\] (1)

Among them, the gamma function is the gamma correction in the sRGB standard, which is usually defined as

\[
\gamma(x) = \begin{cases} 
\left(\frac{x + 0.055}{1.055}\right)^{2.4}, & \text{if } (x) > 0.04045, \\
\frac{x}{12.92}, & \text{others,}
\end{cases}
\]

It can be seen from the above formula that when the X, Y, and Z components are very close to 1, the coefficients of R, G, and B are 0.950456, 1.0, and 1.088754, respectively. To map to the RGB mode in the same range, the formula for converting XYZ mode to lab mode is as follows:

\[
\begin{align*}
X &= 0.4124 \times R + 0.3576 \times G + 0.1805 \times B, \\
Y &= 0.2126 \times R + 0.7152 \times G + 0.0722 \times B, \\
Z &= 0.0193 \times R + 0.1192 \times G + 0.9505 \times B.
\end{align*}
\] (2)
represented as follows:

\[
\begin{align*}
L &= 116 f \left( \frac{Y}{Y_n} \right) - 16, \\
a &= 500 \left[ f \left( \frac{X}{X_n} \right) - f \left( \frac{Y}{Y_n} \right) \right], \\
b &= 200 \left[ f \left( \frac{Y}{Y_n} \right) - f \left( \frac{Z}{Z_n} \right) \right].
\end{align*}
\]

Among them, \(X_n, Y_n,\) and \(Z_n\) are usually set to 95.047, 100.0, and 108.883, and

\[
f(x) = \begin{cases} 
1^{1/3} \text{if} (t) \times \left( \frac{6}{29} \right)^3, \\
\frac{1}{3} \times \left( \frac{29}{6} \right)^2 t, \text{others.}
\end{cases}
\]

2.3. Extract Texture Features. There are significant differences in the texture between the lesion area and the non-lesion area in the capsule endoscopic image [14–16], so it is very important to extract texture features. In this research, Daubechies function is chosen as the wavelet basis function [17]. The formula can be expressed as

\[
Q^i = \{L^i, H^i_{\beta j}\},
\]

\[
i = 1, 2, 3;
\]

\[
a = 1, 2, 3;
\]

\[
\beta = 1, 2, \ldots, 9.
\]

Among them, \(L\) represents the low frequency part of the image when it is decomposed in the horizontal and vertical directions; \(H\) represents the middle and high frequency part of the image; \(a\) represents the decomposition level; \(\beta\) represents the wavelet frequency band; and \(i\) represents the \(R, G,\) and \(B\) components of the image. Commonly used computer-aided analysis methods are mainly carried out in the low frequency band of the image. In this article, we choose the middle and high frequency bands to reconstruct the image and extract texture information. The selected subbands are represented as follows:

\[
O^i = \{H^i_{\beta j}\},
\]

\[
i = 1, 2, 3;
\]

\[
\beta = 1, 2, \ldots, 9.
\]

Calculate the matrix \(W \theta T\) of the RGB components of the converted image. The pixel pair \((m, n)\) in the matrix means the distance in the image is \(d\), the color scale is \(m\) and \(n\), and the number of occurrences of two pixels in the direction \(\theta\). In applications, \(\theta\) is usually selected as \(0^\circ, 45^\circ, 90^\circ,\) and \(135^\circ\). It can reflect the distribution characteristics of brightness, it can also reflect the location distribution characteristics between pixels of the same or close to brightness, and it is also a second-order statistical feature of image brightness changes. Then, normalize the obtained co-occurrence matrix, and write \(W \theta T\) as the value of the pixel \((m, n)\) into the normalized co-occurrence matrix, where \(T \in \{R, G, B\}, \theta \in \{0^\circ, 45^\circ, 90^\circ, 135^\circ\}\). The expression is as follows:

\[
E^\theta_T = \sum_{m=1}^{D} \sum_{n=1}^{D} \left( w^\theta_T (m, n) \right)^2,
\]

\[
I^\theta_T = \sum_{m=1}^{D} \sum_{n=1}^{D} (m-n)^2 w^\theta_T (m, n),
\]

\[
I^\theta_T = - \sum_{m=1}^{D} \sum_{n=1}^{D} w^\theta_T (m, n) \log w^\theta_T (m, n),
\]

\[
A^\theta_T = \sum_{m=1}^{D} \sum_{n=1}^{D} (m-n) \sqrt{w^\theta_T (m, n) - \mu^\theta_1 \rho^\theta_2},
\]

\[
\rho^\theta_1 = \sum_{m=1}^{D} \sum_{n=1}^{D} w^\theta_T (m, n),
\]

\[
\rho^\theta_2 = \sum_{m=1}^{D} \sum_{n=1}^{D} \sqrt{w^\theta_T (m, n)},
\]

\[
\rho^\theta_3 = \sum_{m=1}^{D} \sum_{n=1}^{D} \sqrt{w^\theta_T (m, n)} - \mu^\theta_2,
\]

\[
\rho^\theta_4 = \sum_{m=1}^{D} \sum_{n=1}^{D} \sqrt{w^\theta_T (m, n)} - \mu^\theta_2,
\]

\[
\rho^\theta_5 = \sum_{m=1}^{D} \sum_{n=1}^{D} \sqrt{w^\theta_T (m, n)} - \mu^\theta_2,
\]

\[
\rho^\theta_6 = \sum_{m=1}^{D} \sum_{n=1}^{D} \sqrt{w^\theta_T (m, n)} - \mu^\theta_2.
\]

Among them, \(E \theta T, I \theta T, I \theta T, A \theta T,\) and \(A \theta T,\) respectively, represent the energy, contrast, entropy, and correlation of the co-occurrence matrix \(\theta\) of each color component; \(D\) is the maximum color level of the image. In this study, \(d = 1\) is used to construct the texture feature vector of the image based on the feature value calculated above, which can be given by the following formula:

\[
Z^\theta_T = \begin{bmatrix}
E^\theta_T, I^\theta_T, A^\theta_T, I^\theta_T, I^\theta_T, E^\theta_T, I^\theta_T, E^\theta_T, A^\theta_T
\end{bmatrix}.
\]

2.4. Network Training. This research is based on neural network algorithms to realize the recognition and segmentation of endoscopic images of digestive tract capsules. The support vector machine (SVM) is a statistical learning theory proposed and established by Vapnik et al. It is usually used for data classification and regression prediction. It has
many unique advantages in solving nonlinear, high-dimensional pattern, and small sample recognition problems [18–21]. The principle is as follows: find an optimal hyperplane that meets the classification requirements and maximize the distance between the edges on both sides of the hyperplane on the basis of ensuring the classification accuracy. Assuming that the number of samples in the training set is a and the training set is \( \{(x_1, y_1), (x_2, y_2), \ldots, (x_a, y_a)\} \), the SVM maps the input to the high-dimensional feature space \( \varphi (X) \), and the corresponding classification function is

\[
f(x) = \text{sgn}(w \cdot \varphi(x) + b).
\]

In the formula, \( w \) and \( b \) represent the weight vector and the offset, respectively. According to the principle of structural risk minimization, formula (10) is transformed into

\[
L(w, b, \xi^*, \lambda, \lambda^*, y, y^*) = \frac{1}{2} \|w\|^2 + C \sum_{c=1}^{a} (\xi^*_c + \xi^-_c) - \sum_{c=1}^{a} \lambda_c [\xi^*_c + \varepsilon - y_c + f(x_c)] - \sum_{c=1}^{a} \lambda^*_c [\xi^-_c + \varepsilon - y_c + f(x_c)] - \sum_{c=1}^{a} (\xi^-_c y_c - \xi^*_c y^*_c),
\]

where \( \lambda^c \) and \( \lambda^* c \) represent Lagrangian multipliers. In order to speed up the solution, formula (10) is transformed into a dual form:

\[
\psi(\lambda, \lambda^*) = \frac{1}{2} \sum_{c=1}^{a} (\lambda_c - \lambda^*_c)(\lambda_c - \lambda^*_c) \left[ \varphi(x_c), \varphi(y_c) \right] + \sum_{c=1}^{a} (\lambda_c - \lambda^*_c) y_c - \sum_{c=1}^{a} (\lambda_c - \lambda^*_c),
\]

\[
\begin{align*}
\psi(w, \lambda) = & \sum_{c=1}^{a} \left( \lambda_c - \lambda^*_c \right) x_c, \\
\text{s.t.} & \sum_{c=1}^{a} (\lambda_c - \lambda^*_c) = 0, \\
& 0 \leq \lambda_c, \lambda^*_c \leq C.
\end{align*}
\]

Introduce the function \( K(x_c, x) \) to replace the vector inner product \( \left[ \varphi(x_c), \varphi(x) \right] \); then, the classification decision function of SVM is

\[
f(x) = \text{sgn}\left( \sum_{c=1}^{a} \left( \lambda_c - \lambda^*_c \right) K(x_c, x) + b \right).
\]

3. Results

The data used are 1317 patients who underwent capsule endoscopy in our hospital from September 2016 to September 2020, including 1438 males and 879 females, aged 13–86 years old, with an average age of 45.23 years. Finally, a total of 22785313 capsule endoscopic images were obtained. Excluding redundant images collected in various parts of the digestive tract due to complex scenes, these images include food residues, bubbles, digestive juices, blood, and other uncertain factors that cause interference, and finally, 22565431 effective images are obtained. The images are divided into normal, inflammation, ulcers, polyps, lymphatic dilatation, hemorrhage, vascular disease, and bulge. A total of 1722499 images of the capsule endoscopy images of 300 patients were retained as a verification set to verify the performance of the model. A total of 5782 lesions were confirmed in 1317 patients. Then, according to the proportion and random selection method, each disease is divided into the training set and test set. Finally, there are 18881193 images in the training set and 3776238 images in the test set. The lesion samples in the image are all marked by an endoscopist with many years of hospital clinical experience. The data labeling work is divided into three steps: the
doctor first determines the patient’s disease based on the previously recorded cases (such as polyps and ulcers) and then filters out the disease images from the capsule endoscopy video. Diseased images are provided by professionals. The doctor will label them one by one. Labels are divided into malignant tumors, benign lesions, and normal. Input the 3776238 test set images into the constructed convolutional neural network to verify the accuracy of the neural network. The convolutional neural network model constructed in this study can output malignant tumors, benign lesions, and normal results. Calculate the output results of the convolutional neural network model, and calculate the accuracy (Pr) of the model classification, the recall rate (Re) [22, 23], and the average accuracy (MA). The calculation is as follows:

$$\text{Pr} = \frac{TP}{TP + FP},$$

$$\text{Re} = \frac{TP}{TP + FN},$$

$$\text{MA} = \frac{TP + TN}{TP + FN + TN + FP}.$$  

(15)

According to this formula, it can be seen that increasing the number of true positive samples can increase the accuracy rate, while reducing the number of false negative samples can increase the recall rate. The new sample greatly increases the number of true positive samples and reduces the number of false negative samples. Therefore, the use of new samples can improve accuracy and recall.

4. Discussion

According to Table 1, after inputting 3776238 sample images of the test set into the convolutional neural network algorithm model, the accuracy, recall, and average accuracy of the algorithm model are 96.47%, 96.13%, and 97.69%, respectively. The total accuracy of this study reached 97.69%, which shows that the convolutional neural network constructed in this study can effectively help doctors perform endoscopic image recognition. Among them, the highest average accuracy is the normal type and the lowest is the benign lesion. The reason may be that normal endoscopic images have no pathological features, so this algorithm can more accurately identify normal endoscopic images. Among the types of benign lesions, it may be because there are more types of benign lesions, and there are more items to be compared with the algorithm, which leads to inaccurate output results of the algorithm. There is a significant difference in the average reading time of capsule endoscopic images for each patient between manual reading and assisted reading models based on convolutional neural networks. In this study, the RGB color model was converted to the lab color model, and the endoscopic images of these two color models were input into the validation set sample data for analysis and comparison. The result analysis is given in Table 2.

According to Table 2, it can be concluded that the results obtained by inputting the validation set samples of the RGB color model into the convolutional neural network are significantly lower than using the lab color model, so it can be judged that the laboratory color model can improve the accuracy of computer recognition. Although the convolutional neural network proposed in this study can effectively identify the endoscopic image of the digestive tract, in actual use, due to the particularity of the digestive tract environment, there will be many uncertainties in the working image of the capsule endoscope. For example, food residues, bubbles, digestive juices, and blood increase the difficulty of processing and analyzing redundant images. Therefore, it is necessary to filter out these useless images when processing images. The result of this research is the result of screening out these redundant images, so some errors may occur in practical applications.

5. Conclusion

This research proposes a convolutional neural network model algorithm that can automatically recognize and classify endoscopic images of digestive tract capsules. First, the redundant image is filtered to obtain a valid endoscopic image and the RGB color model of the image is converted to a lab color model, the image features are extracted and the training set image is used to train the convolutional neural network, and finally, input the validation set image into the network model to verify the performance of the model. Based on the above experiments, it can be concluded that the convolutional neural network constructed in this study can effectively distinguish and recognize the images of the digestive tract capsule endoscopy. The time it takes is much shorter than the doctor’s diagnosis time and can quickly make an accurate diagnosis, so it can effectively assist the doctor in the diagnosis and treatment process. The convolutional neural network we built can screen and identify thousands of endoscopic images in a short time and then divide the identified endoscopic images into three types: malignant tumors, benign lesions, and normal. The convolutional neural network algorithm proposed in this research requires a large number of annotated image databases for training. Therefore, in the future research process, the
database must be continuously expanded, and a large amount of image data annotated by doctors need to be collected. Since there are a large number of redundant images in endoscopic images, it is necessary to develop an algorithm that can be automatically identified in future research to promote the classification of redundant images and effective images. In future research, we will try to integrate the advantages of other algorithms to make the constructed algorithm model more effective and more accurate to assist physicians in clinical diagnosis, thereby improving the cure rate of patients with gastrointestinal diseases.
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