Length L-function for network-constrained point data
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Abstract

Network-constrained points are constrained by and distributed on road networks, for example, taxi pick-up and drop-off locations. The aggregation pattern (clustering) of network-constrained points (significantly denser than randomly distributed) along roads may indicate spatial anomalies. For example, detecting and quantifying the aggregation with the highest intensity (i.e., the number of taxi pick-up points per network length) can reveal high taxi demand. The network K-function and its derivative (incremental network K-function) have been utilized to identify point aggregations and measure aggregation scale, yet can only identify radius-based planar-scale results, thereby mis-estimating aggregation patterns owing to the network topology configuration heterogeneity. Specifically, complex road networks (e.g., intersections) may incur aggregations despite their low intensity. This study constructs the length L-function for network-constrained points, using its first derivative to quantify the true-to-life aggregation scale and the local function to extract aggregations. Synthetic and practical data experiments show innovative detection of aggregations at the length-based scale and with high intensity, providing a new approach to point pattern analysis of networks unaffected by topological complexity.
INTRODUCTION

Network-constrained points are those located only over restricted network space, such as pedestrian dwell points in an urban road network. Among point patterns, aggregation (also known as clustering) is the most common and significant form, which represents the most intense gathering of points within a given research area. The point set exhibiting the aggregation pattern is also called aggregation (or cluster) and the range of this point set is the aggregation scale (or cluster size). Aggregation can be identified in planar space if the average number of points within a circular radius-based \( r \)-neighborhood centered on a given point is statistically greater than expected for a distribution that follows complete spatial randomness (CSR) (Kiskowski et al., 2009). Similarly, an aggregation in network space is a point set with a higher intensity (i.e., points number per unit road network length) than would be expected for CSR distribution. Detecting the point aggregation and quantifying its scale helps perceive the range and degree of the spatial anomalies and plays an important role in their application to road networks, for example, detecting spatial aggregations of traffic crashes (Nie et al., 2015), origin and destination points of taxis (Deng et al., 2019), and roadside plant populations (Spooner et al., 2004). The solution for detecting aggregation and measuring its scale in networks has been proposed using the network K-function (Okabe & Yamada, 2001). Yet, existing methods can only detect the radius-based planar scale using an \( r \)-neighborhood and thereby may overestimate or underestimate the aggregation in networks. Specifically, points with high intensity along a straight road (see Figure 1a) are not treated as aggregation, while the points with low intensity in dense roads (see Figure 1b) will be seen as aggregation because the \( r \)-neighborhood possesses more points in dense roads. It is thereby needed to judge aggregation from a different scale to solve issues related to the biased estimation of the aggregation pattern in the network K-function method.

Identifying and quantifying aggregations is important for understanding point patterns in road networks, and some related methods in the context of urban networks have been proposed (Baddeley et al., 2021; Okabe et al., 2006; Okabe & Sugihara, 2012). The first group of methods is mainly based on measuring the spatial association of points, which are extended from some classic spatial statistical methods. For instance, Moran’s I statistic (Moran, 1950) has been applied to measure the spatial autocorrelation of network-constrained points based on proximity relationships (Black, 1992). Nevertheless, this group of methods focuses on the spatial association of proximate network points and thus the distribution characteristics of aggregation, such as scale, are not able to be well quantified.

The second group of methods are based on point pattern analysis in networks. There are two correlative approaches related to the two distinct aspects of spatial point patterns: first- and second-order effects (O’Sullivan & Unwin, 2003). The first class is based on point density and focuses on the underlying properties of point events and measures the variation in the mean value of the process. It includes methods such as network-based quadrat count analysis (Shiode, 2008), kernel density estimation for network-constrained points (Okabe et al., 2009; Xie & Yan, 2008, 2013), and others. The second class is based on point separation and mainly examines the spatial interaction of points for spatial patterns, including methods extended from Ripley’s K-function (Ripley, 1976, 1977). These
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**Figure 1** \( r \)-neighborhood in the network K-function. (a) and (b) have the same radius as \( r \) but different lengths of networks: (a) the length of the \( r \)-neighborhood is \( 2r \), and (b) the length of the \( r \)-neighborhood is \( 6r \).
two classes of approach focus on different properties of the point process; thus, the analysis results also have different emphases. For instance, the kernel-density estimated surface derived from a point pattern is helpful in identifying the regions of aggregation of a phenomenon of interest, while the distance-based K-function method may not only identify the aggregation but also help to quantify characteristic distances within a pattern.

Because of its powerful capability for detecting and quantifying aggregation, scholars have extended Ripley’s K-function to the network space, making it adaptable for urban applications. The network K-function using the shortest-path distance and its derivative, namely the incremental network K-function, has been proposed to analyze the point distribution in networks (Okabe & Yamada, 2001; Tao et al., 2015; Yamada & Thill, 2007). In addition, the planar K-function has also been used, but studies have shown that it tends to overestimate the aggregated tendency based on vehicle crash distribution (Lu & Chen, 2007). Furthermore, the network cross K-function and dual K-function methods were proposed to clearly depict co-locations in networks (Morioka et al., 2022; Okabe & Yamada, 2001). Recently, an adjusted network K-function has been proposed to intrinsically correct for the inhomogeneous geometry of the network (Ang et al., 2012). In these studies, network distances based on the shortest path distance, instead of the Euclidean distance, were used as the distance metric, while linear segments instead of planar circles were utilized as the statistical units (neighborhood), bringing the detection results closer to the actual situation.

The existing network K-functions are still based on the radius-based planar scale, leading to two challenges in detecting aggregation with high intensity in networks. First, the radius-based planar scale may affect the evaluation of point intensity. As shown in Figure 1, the total network lengths corresponding to the planar scale vary with the locations. The road network covered by the r-neighborhood is longer and has more points at the intersection (see Figure 1b) than the one at the straight road (see Figure 1a) at the planar scale of r. Thus, when using the network K-function, the points at this intersection will be identified as the aggregation at this scale, while the ones along the straight road will not have this “privilege,” although that aggregation has the higher intensity. Second, the L-function, which is extended from the K-function by normalizing with its expectation value under CSR, can significantly amplify the difference between observed data and CSR data, and is thus more sensitive to aggregation patterns and able to perform a more precise identification of aggregation size (Besag, 1977; Ehrlich et al., 2004; Kiskowski et al., 2009). However, the crucial expectation value of network K-function cannot be derived under the planar scale.

In this study, we proposed the h-neighborhood and corresponding K-function, called the length K-function, from the perspective of length-based network scale, which is more suitable for network space, thus overcoming the weakness of the existing network K-function. In addition, we extended the length K-function to the length L-function with a derived theoretical value (expectation value) of the K-function under CSR. The first derivative of the length L-function quantifies the aggregation scale and the local length L-function helps extract aggregations. We verified our method using synthetic case data simulating various aggregation types in road networks, thereby demonstrating the method’s superiority in identifying aggregations of high intensity as compared to the existing network K-function. We then validated our method by detecting the aggregation of taxi-trip pick-up point data in Beijing to examine taxi demand within the research area and understand residents’ demand for taxis.

2 | BASIC CONCEPTS

2.1 | Definition 1: Aggregation scale

According to its type, space can be measured by the planar scale and network scale. For point aggregation, the planar scale of space depicts its radius, which roughly signifies the average length from the ends to the center in networks. The network scale is the coverage length, namely the total length of the networks the aggregation occupies. The planar and network scales describe the range of the aggregation in two-dimensional planar space and one-dimensional network space, respectively. For example, for the aggregations shown in Figures 1a,b, both of the planar scales are r while the network scales are 2r and 6r, respectively.
2.2 | Definition 2: Road network distance

This refers to the shortest path length between two points in the network. Calculating this shortest path on a road map can be modeled as a special case of the shortest-path problem in undirected graphs, using Dijkstra's algorithm (Dijkstra, 1959), wherein vertices correspond to intersections and edges correspond to road segments, each weighted by the length of the road segment.

2.3 | Definition 3: The $h$-neighborhood

The total network length of a subset of network space centered on a certain point is $h$ (see Figure 2). It has two distinctive properties: first, the road network length of each branch in the $h$-neighborhood, namely a possible path from the center point to the end, is the same, and second, the total length of networks occupied by all the branches is exactly $h$. It should be emphasized here that, although individual branches of the $h$-neighborhood may overlap with each other owing to the configuration of network(s), the length of the overlapping part can only be counted once in the total length of $h$-neighborhood. Figure 2 shows examples of an $h$-neighborhood placed in four positions. Note that in Figure 2c, there are four branches in the neighborhood; however, three of the branches passing through the node have overlapping parts. Therefore, when calculating the total length of this neighborhood, the overlapping part, the length of which is $1/3h$, will only be calculated once.

FIGURE 2 Illustration of the $h$-neighborhood. (a–d) shows the $h$-neighborhood areas centered at different places in road networks; the neighborhood branches are depicted in red lines starting from the center: (a) an edge without a node in it, (b) a node without other nodes in it, (c) an edge with a node in it, and (d) an edge with a closed loop in it.
The key step in the L-function process is to calculate the number of points within an \( h \)-neighborhood (hereinafter also referred to as "neighborhood") centered on a certain point \( p_i \). However, it is difficult to determine the range of the road network covered by the neighborhood because, given a center point and the topology of the network, it is not easy to directly know which parts of branches will be reduplicated and thus, how to allocate the exact length of branches in the neighborhood, especially when the road network structure is complex. Using the \( k \)th-nearest neighbor distance of \( p_i \) (denoted as \( d_{i,k} \)), it is much easier to count target points without need of getting the exact range of the neighborhood. For each \( d_{i,k} \) (from \( k = 1 \) to \( k = n \), \( n \) is the number of points in the research area), we calculate the length of a neighborhood with branches as \( b = d_{i,k} \), denoted as \( L_{i,k} \). Once \( L_{i,k} \) exceeds \( h \), the number of points within the \( h \)-neighborhood (light blue area) is \( k \).

The key step in the L-function process is to calculate the number of points within an \( h \)-neighborhood (hereinafter also referred to as "neighborhood") centered on a certain point \( p_i \). However, it is difficult to determine the range of the road network covered by the neighborhood because, given a center point and the topology of the network, it is not easy to directly know which parts of branches will be reduplicated and thus, how to allocate the exact length of branches in the neighborhood, especially when the road network structure is complex. Using the \( k \)th-nearest neighbor distance of \( p_i \) (denoted as \( d_{i,k} \)), it is much easier to count target points without need of getting the exact range of the neighborhood. For each \( d_{i,k} \) (from \( k = 1 \) to \( k = n \), \( n \) is the number of points in the research area), we calculate the length of a neighborhood with branches as \( b = d_{i,k} \), denoted as \( L_{i,k} \). Once \( L_{i,k} \) exceeds \( h \), the number of points within the \( h \)-neighborhood is \( k \) (see Figure 3), because the nearest neighbor distance after this will bring the neighborhood length longer than \( h \). Although we depict the range of \( h \)-neighborhood in the illustration (light blue area in Figure 3), when implementing the algorithm, we only know the value of \( h \), but the exact range of the neighborhood is unknown.

### 2.4 | Definition 4: Point process intensity

This is the expected number of points per unit length of network, denoted by \( \lambda \), and is usually estimated by \( \hat{\lambda} = \frac{n}{L_A} \), where \( n \) is the number of points in the research area and \( L_A \) is the total length of the research network. When it is difficult to precisely identify the boundary of the research area in the real world with a point process, the intensity parameter can be estimated using the second-order properties of points (Pei et al., 2007, 2015); this is calculated through \( d_{i,1} \) (i.e., 1st-nearest neighbor distance to point \( p_i \)):

\[
\hat{\lambda} = \frac{1}{E(d_{i,1})} = \frac{n}{\sum_{i=1}^{n} d_{i,1}}
\]  

### 2.5 | Definition 5: CSR point processes in networks

During CSR point generation, points occur independently and completely randomly within the research network. CSR points can be represented by a homogeneous spatial Poisson process (Dixon, 2001), which is a random counting measurement method. For a subset \( s \) of the research network space, the number of points within \( s \), namely \( N_s \), follow a Poisson distribution, which is calculated using the following equation:

\[
P(N_s = n) = \frac{(\lambda L_s)^n}{n!} e^{-\lambda L_s}, (n = 0, 1, 2 \ldots)
\]
where \( \lambda \) is the point process intensity in Definition 4 and \( L_s \) is the size of \( s \), that is, the length that \( s \) occupies in the networks.

Our study is performed in the context of bounded networks; however, CSR assumes unbounded space (e.g., the Poisson point process). Therefore, edge effects inevitably appear. Although the edge effect is usually not as extreme in network spatial analysis as it is in planar spatial analysis (Okabe & Sugihara, 2012), in this study, to avoid its negative effects, all subsequent analyses take the measure of including some network segments outside the key networks (i.e., network segments where the experimental points are located) into the research scope. As a result, the edge effect or bias was weakened.

### 3 | LENGTH L-FUNCTION IN NETWORKS

In this section, we first introduce the network K-function using the radius-based \( r \)-neighborhood and its derivatives, and then describe the derivation of the length K-function using the length-based \( h \)-neighborhood, as well as its theoretical value under CSR. Then, the length L-function is developed based on the length K-function, depicting and amplifying the deviation from the CSR distribution. The derivatives of the length L-function are also illustrated.

#### 3.1 | Network K-function and its derivatives

Similar to Ripley’s K-function for point-pattern analysis in planar space, the network K-function (Okabe & Yamada, 2001) is defined as the expected number of additional points within the \( r \)-neighborhood of an arbitrary point (i.e., number of points with a distance \( r \) to an arbitrary point) normalized by the point process intensity:

\[
K(r) = \lambda^{-1} \sum \frac{1}{n} \sum \sigma_{ij}(r), (i, j = 1, 2, \ldots, n; i \neq j)
\]  

(3)

\[
\sigma_{ij}(r) = \begin{cases} 
1, & \text{point } j \text{ is inside } r\text{-neighborhood of point } i \\
0, & \text{point } j \text{ is outside } r\text{-neighborhood of point } i 
\end{cases}
\]  

(4)

where \( r \) is the designated planar scale, \( n \) is the number of points in the research area, and \( \lambda \) is the intensity of the point process.

The local network K-function for each point is defined as:

\[
K_i(r) = \lambda^{-1} \sum \frac{1}{n} \sum \sigma_{ij}(r), (j = 1, 2, \ldots, n; j \neq i)
\]  

(5)

where \( r, \lambda, n, \) and \( \sigma_{ij}(r) \) in Equation (5) have the same meanings as the corresponding expressions in Equation (3).

Due to the cumulative effect, the network K-function alone is unable to quantify the scale of aggregation, meaning that the values at large-scale aggregations are strongly affected by small-scale ones as they count all points at certain planar scales. To obtain a more appropriate determination of the scale of aggregation, the incremental network K-function was proposed, which examines the number of points by unit increments of planar scale \( r \) rather than the total number of points within \( r \)-neighborhood. The incremental network K-function \( K_{\text{incr}}(r_t) \) can be derived as the difference between the network K-function value at two consecutive scales (Yamada & Thill, 2007):

\[
K_{\text{incr}}(r_t) = K(r_t) - K(r_{t-1}) \quad t = 2, 3, \ldots,
\]

(6)

\[
K_{\text{incr}}(r_1) = K(r_1) \quad t = 1
\]

where \( K(r) \) is calculated as Equation (3) and \( r_t \) represents the \( t \)-th scale in ordered scales.
3.2 | Length L-function and its derivatives

The length K-function is defined as the expected number of additional points within the \( h \)-neighborhood of an arbitrary point normalized by the point process intensity. The derived formula for \( K(h) \) is as follows:

\[
K(h) = \lambda^{-1} \sum_{i} \sum_{j} \sigma_{ij}(h) \frac{1}{n}, (i,j = 1, 2, \ldots, n; i \neq j)
\]

(7)

\[
\sigma_{ij}(h) = \begin{cases} 
1, & \text{point } j \text{ is inside } h\text{-neighborhood of point } i \\
0, & \text{point } j \text{ is outside } h\text{-neighborhood of point } i 
\end{cases}
\]

(8)

where \( h \) is the designated network length, \( n \) is the number of points in the research area, and \( \lambda \) is the intensity of the point process.

In point-pattern analysis, CSR describes a point process whereby point events occur within a given study area in a completely random distribution. CSR is often applied as a standard or benchmark against which datasets are tested. In this study, inferences about CSR points assist in deriving the length L-function from the length K-function.

Using the aforementioned definition of the length K-function, the expected number of additional points within an \( h \)-neighborhood is \( \lambda K(h) \). Combining this with the properties of CSR points, namely that the expected number of additional points within an \( h \)-neighborhood is \( \lambda h \), we can conclude that \( \lambda K(h) = \lambda h \). Thus, the expectation for the length K-function (i.e., the theoretical value) with a homogeneous Poisson point process is:

\[
E(K(h)) = \frac{\lambda h}{\lambda} = h
\]

(9)

By normalizing the length K-function with its expected value, we can obtain the length L-function, the expectation of which is zero at any length (i.e., network scale) for CSR points. In this way, we can amplify and analyze the deviation from the CSR point using the following equation:

\[
L(h) = K(h) - h = \lambda^{-1} \sum_{i} \sum_{j} \sigma_{ij}(h) \frac{1}{n} - h, (i,j = 1, 2, \ldots, n; i \neq j)
\]

(10)

The local length L-function for each point is defined as:

\[
L_i(h) = K_i(h) - h = \lambda^{-1} \sum_{j} \sigma_{ij}(h) \frac{1}{n} - h, (j = 1, 2, \ldots, n; j \neq i)
\]

(11)

where \( h, \lambda, n, \) and \( \sigma_{ij}(h) \) in Equations (9)–(11) have the same meanings as the corresponding expressions in Equation (7).

To overcome the cumulative effect in the length L-function, the first derivative of the L-function, \( L'(h) \), is calculated to obtain more precise the network scale of aggregation (Kiskowski et al., 2009). Usually, \( L'(h) \) is obtained by: first, calculating the value of L-function at series of scales, second, fitting the curve of L-function and deriving it. In our work, we used the SciPy library to perform this step, which contains fundamental algorithms for scientific computing in Python.

4 | EXPERIMENT WITH SYNTHETIC DATA

This section describes the experiment aimed at testing the correctness and superiority of the length L-function. First, the theoretical values of the length K-function and length L-function under CSR were tested using Monte Carlo simulations. The detailed steps involved in detecting, quantifying, and extracting the aggregation are described. Then, we generated synthetic point datasets with different aggregations to test the capabilities of identifying aggregations. We compared the identification results of the existing network K-function and the proposed length L-function.
4.1 Monte Carlo tests of null models

Under the null hypothesis of CSR, the expectation of $K(h)$ is $h$, and the expectation of $L(h)$ is zero, which are theoretical value curves for each function. Monte Carlo simulations were used to test our hypothesis, wherein we used three types of datasets to simulate classical road network patterns: a grid pattern with 500 CSR points, a radial pattern with 300 CSR points, and a hybrid pattern with 300 CSR points; each dataset has different point process intensities in the network space. For each road network pattern, 99 simulations were performed to obtain the average value.

Figure 4 shows the data and results of the CSR points for each row corresponding to a network pattern. The dark blue line and dark purple lines with stars correspond to the theoretical $K(h)$ and $L(h)$ curves (expectation under CSR, i.e., $K(h) = h$ and $L(h) = 0$, respectively); the light blue and light purple lines correspond to the simulated means of $K(h)$ and $L(h)$ curves with 99 runs of CSR points. The blue and purple belts are the 95% confidence bands based on the Monte Carlo simulations. From Figure 4, we can conclude that both theoretical $K(h)$ and $L(h)$ curves fall within the 95% confidence intervals, and almost match the simulated means. Therefore, the theoretical null models of $K(h)$ and $L(h)$ are thus correct and can be used as benchmarks for determining point aggregation patterns.

4.2 Detecting and quantifying aggregation with the length $L$-function

To verify the superiority of our method, we compare the existing network K-function with the proposed length $L$-function. In this section, we first introduce the method of detecting the planar scale of the aggregation with the network K-function (hereinafter, NK) and the incremental NK, as well as detecting the network scale of the aggregation using the length $L$-function (hereinafter, LL) and the first derivative of LL. Then, the specific steps of extracting aggregations with the aid of local NK and local LL at detected scales are described. We designed two cases of synthetic data in road networks with a total length of 35.97 in hybrid pattern to test the methods.

4.2.1 Methodology

Both NK $K(r)$ and LL $L(h)$ indicate whether the observed pattern is aggregated or not at the scale of $r$ or $h$. For NK, if $K(r)$ for the observed data is greater than or equal to the upper benchmark of CSR points, the observed pattern is considered to exhibit significant aggregation at the scale of $r$. Note that the benchmark for NK should be the envelope stemmed from the Monte Carlo simulation with CSR points in the same networks as observed pattern. For LL, if $L(h)$ for the observed data is greater than or equal to the upper benchmark of CSR points, the observed pattern is considered to exhibit significant aggregation at the scale of $h$. The benchmark for LL should also be the envelope stemmed from the Monte Carlo simulation which has a theoretical value as $L(h) = 0$.

The derivatives of NK and LL are utilized to quantify the precise aggregation scales. For the incremental network K-function, that is, $K_{\text{incr}}(r)$, if a local maximum is attained at scale $[K_{\text{max}}^{\text{incr}}]$, and the corresponding value $K_{\text{incr}}(r = [K_{\text{max}}^{\text{incr}}])$ is above the upper envelope, which is also stemmed from Monte Carlo simulation with CSR points, the scale $[K_{\text{max}}^{\text{incr}}]$ is regarded as a planar scale of the aggregation. When using the length L-function, that is, $L(h)$, we calculate the first derivative of the L-function, $L'(h)$, and the scale that minimizes $L'(h)$, denoted as $[L'_{\text{min}}]$, thus $[L'_{\text{min}}]/2$ is a network scale of aggregation.

After obtaining the planar and network scales, local NK and local LL are calculated, respectively, to indicate the location and degree of the aggregation at the detected scales, helping identify hierarchical aggregations. First, we extract aggregations at each detected scale. At a certain scale, the points with top local function values (here we select the points with values in the top 25% of the entire value range) are the center points of the aggregations. Thus, the point possessing the top local function values at the detected aggregation scale is identified as the aggregation center and the points within the corresponding $r$-neighborhood or $h$-neighborhood of the center are included as part
FIGURE 4  Monte Carlo simulation of the length K-function and length L-function with road networks in various patterns: (a) Grid pattern; (b) radial pattern; and (c) hybrid pattern. Each row shows the data sample of that pattern, its theoretical value, and the simulated value with 99 runs of the length K-function and length L-function.
of the extracted aggregation. For the length L-function, this step is similar to the method of counting points in the \( h \)-neighborhood of a certain point, as was described earlier in Definition 3. That is, the \( k \)-th-nearest neighbor distance \( d_{c,k} \) of the aggregation center \( p_c \) is traversed, if the length of the neighborhood with the branch as \( d_{c,k} + 1 \) exceeds \( h \), the traversed neighbors, except \( p_{k+1} \), are counted into the aggregation.

Detected aggregations at all scales may have overlapping parts, for example, a subset of an aggregation can also be detected as the aggregation at a smaller scale because its intensity is also higher than average. Thus, considering that the target objective of our work is to extract the aggregation with the highest intensity, the steps for extracting the hierarchical aggregations are: First, include all possible aggregations at all scales into the aggregation set. Then, for each detected aggregation, compare it with those that overlap it, and reserve the one with higher intensity.

### 4.2.2 Case study using synthetic data

The two designed cases are shown in Figure 5. Case 1 is designed to test the ability of the length L-function in detecting a single aggregation, which contains a linear aggregation consisting of 120 points, with the planar scale of 0.6 and length scale of 1.2. Case 2 is designed to detect multiple aggregations, which contains two aggregations: a linear aggregation identical to that in Case 1 and a radial aggregation consisting of 360 points, with the planar scale of 0.6 and length scale of 3.6; the intensities of the two aggregations are the same. In addition, both cases contain 300 random points on the simulated road network.

The NK and LL results for Cases 1 and 2 are shown in Figure 6, in which we set the step for the scale as 0.1 for both methods. For Case 1, the aggregation pattern is detected by NK at scales less than \( r = 6 \) since the observed K-function is larger than the simulated K-function (stemmed from 99 simulations of 500 random points in the observed network) at these scales. For Case 2, the aggregation pattern is detected by NK at scales less than \( r = 7.3 \). The length L-function for both Cases 1 and 2 is above the benchmark generated from 99 simulated L-function of 500 random points in the observed network, indicating the significant clustering pattern at these scales. The detected aggregation scales using these two methods are represented by gray dotted lines in Figure 6. To extract the aggregations, we first calculate the local function value for all points at detected aggregation scales (i.e., Figure 7 shows the local NK values at \( r = 0.3, 0.6, 0.9 \) and the local LL value at \( h = 1.25, 1.8 \)). The reason that we ignore the planar scale of \( r = 0.1 \) is because: if the detected aggregation scale is too small, the aggregation it represents might be accidental and can be eliminated according to the actual situation. We also ignore the larger scale in both the NK and LL methods since the aggregations they represent may be the union of the independent aggregations. The extraction result is shown in Figure 7; the precisions were 0.94 and 0.93, and both recalls were 1.00, by NK and LL, respectively. In this

![Figure 5](image1.png)  
**Figure 5** Synthetic data in Cases 1 and 2. (a) Case 1 consists of a linear aggregation and 300 CSR points; and (b) Case 2 consists of the linear aggregation in Case 1, a radial aggregation, and 300 CSR points (note that the point process intensity of the linear aggregation is the same as that of the radial aggregation).
case, NK and LL have a similar ability to detect aggregation scales and extract aggregations. For Case 2, Figure 7 visualizes the local function values for all points at detected aggregation scales. NK only detects a planar scale at $r = 0.6$ (Figure 6) and the local NK shows that NK detected the radial aggregation while failed to identify the linear one. However, LL detected both the radial and the linear aggregations. The extraction result is shown in Figure 7. For the radial aggregation, the precisions were 0.61 and 0.58, and the recalls were 0.99 and 0.75, by NK and LL, respectively. For the linear aggregation, the precision was 0.90 and the recall was 0.99 by LL.

The reason why the NK method failed to detect the linear aggregation in Case 2 is that the $r$-neighborhood centered around the crossings possessed more points than around the linear road, thus the points along the straight roads possessed small local NK values, which could be verified from the local NK at $r = 0.6$ for Case 2 (see Figure 7). Thus, the linear aggregation was unable to be detected in the NK method, even if it had the same intensity as the radial one. In addition, we found that the setting of the step in the scale had a great impact on the result outcome using the incremental K-function. For example, if we were to set the step to 0.05, the result will be completely different (i.e., contain too many maximums) from that obtained using the current step of 0.1. However, our LL method only needs to ensure that the step is able to fit the curve of the L-function and facilitate the calculation of the corresponding first derivative. Namely, when using a relatively small step, setting a different step will not affect the detection results in the LL method.

5 | CASE STUDY USING REAL-WORLD DATA

Detecting the aggregations of taxi pick-up locations and quantifying their scales in the road network helps to analyze the range and degree of traffic anomalies. Combined with the built environment around the aggregation, better urban
planning could be made to alleviate traffic congestion. For instance, auxiliary roads can be established around those aggregations with a relatively large scale and which are near to commercial areas, and for those aggregations with relatively small scales and which are close to residential areas, appropriate boarding points could be assigned.

To testify the efficiency of the length L-function in detecting aggregations, we conducted experiments in the Zhongguancun Area of Beijing with corresponding taxi pick-up locations. In the Zhongguancun Area, a prosperous area in the Haidian district, the demand for taxis is strong and scattered. The case study used taxi GPS trajectory data from October 20 to 24 2014, which were workdays in Beijing. After matching the data to the road network, we selected the pick-up locations of each trip as the experimental points and extracted the ones during the morning peak (07:00–10:00) and evening peak (17:00–20:00). The detailed information and distribution of experimental data are shown in Figure 8.

For these two datasets, we set the step for the scale as 50 m for both methods (see Figure 9). It is hard to judge the aggregation pattern at the planar scales using the network K-function since there is no obvious deviation...
between the observed K-function and the simulated K-function (stemmed from 99 simulations of 500 random points in the observed network). However, the length L-function value for both cases is above the benchmark generated from 99 simulations of 500 random points in the observed network, indicating the significant aggregation pattern at these network scales.
The incremental NK and the first derivative of LL detect the aggregation scale at the planar scale and network scale, respectively (Figure 9). The incremental NK detects the aggregation scale at \( r = 50, 1200 \) for the morning peak and \( r = 150, 1200 \) for the evening peak. The first derivative of LL detects the aggregation scale at \( h = 100, 675, 1100 \) for the morning peak and \( h = 50, 275, 600 \) for the evening peak. Figure 10 shows the local function value at these detected scales, indicating the location of the aggregations at corresponding scales. It can be concluded that the NK method is not sensitive to aggregations as it only detects a small aggregation scale for both datasets (note that \( r = 1200 \) for the morning and evening peak is omitted when extracting aggregations since the aggregation at this scale would contain multiple independent aggregations at small scales, as shown in the local NK at \( r = 1200 \) in Figure 10), while the LL method identifies different scales of single independent aggregations, which may result in more precise extraction results.

Aggregations extracted with the aid of local functions are shown in Figure 11. For the morning peak in the Zhongguancun Area, both NK and LL detected aggregations around the residential locations. The NK method only detected three aggregations near communities, that is, the Feida, Wangquanzhuang, and Zhongguancun communities, while the LL method detected an additional two aggregations around communities, namely the Zhichunli and Shuangyushu communities, which also possess high intensities compared with points in the dataset. For the evening peak in the Zhongguancun Area, all detected aggregations are located around places of work and shopping malls. However, the results obtained by the NK and LL methods differ in that NK detects two aggregations centered at crossings (aggregations ③ and ④ by NK) while LL detects another two aggregations around relatively simple road networks (aggregations ③ and ④ by LL). The aggregations identified by LL are more convincing for two reasons: first, aggregations ③ and ④ by LL possess higher intensities, especially the one near Dangdai Shopping Mall; second,
the identification of aggregations ③ and ④ by NK is the result of road network gathering, rather than the result of higher intensities there, which can be verified from the local LL for evening peak in Figure 10, as local LL values are low at the positions of aggregations ③ and ④ by NK. To sum up, in this case study, the NK method failed to detect aggregations that centered at simple road networks even though they had high intensities, while the LL method could identify those aggregations of high intensities. This demonstrates the ability of the LL method to help reveal important implications of spatial anomalies in road networks.

6 | CONCLUSION

Detecting and quantifying aggregation in networks are significant to urban applications, but methods which are extended from those designed for planar space still use the radius-based planar scale, which is ill-suited to

FIGURE 11 Detected aggregations and the corresponding scales. Aggregations in Zhongguancun Area during the morning peak and evening peak. The aggregations are marked with the serial number and their intensities, which were calculated manually.
network space and leads to the poor estimation of aggregations. To precisely identify the point aggregations of high intensity in various networks, we derived the L-function in the one-dimensional network space, called the length L-function, which adopts the length-based network scale, overcoming the disadvantages of the traditional network K-function.

A synthetic data test and case study assessing Beijing taxi’s pick-up point data were performed, showing the applicability of our method. The proposed length L-function detected aggregations that the traditional network K-function failed to detect even though they had high intensity, demonstrating that the proposed method is more suitable for aggregation detection in the road network space and thus more adaptable for research on urban environments.

The proposed length L-function method contributes to the discipline in that it analyses the point pattern in road networks from the length-based network scale, rather than the conventional radius-based planar scale; therefore, it can detect point aggregations with higher intensity regarding one-dimensional road networks other than the two-dimensional space. It conquers the problem of existing methods in which the detected aggregation is affected by the topological complexity of road networks, thereby eliminating the “false aggregation” caused by the aggregation of road networks rather than point data itself.

This work is a significant advance because it derives the L-function in a network, which is unable to be achieved with the existing network K-function. The proposed length L-function method is more sensitive to aggregation patterns and its first derivative quantifies the aggregation scale automatically (i.e., there is no need to set the step for scales) and more accurately. These qualities are beneficial since it is sometimes difficult to compare the difference between observed and random data in the network K-function; moreover, the detected scale of the incremental K-function largely depends on the manually designated scale step.

Future research directions should include several aspects. First, a study should be conducted to extend other related spatial statistical methods designed for network space with the aid of an h-neighborhood. Second, future studies should focus on point aggregation in road networks as well as point aggregation in other types of networks, for example, flight and social networks. Third, the time dimension should be considered in the existing methods, so as to carry out spatiotemporal clustering in the context of networks.
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