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Abstract—The problem of learning a channel decoder is considered for two channel models. The first model is an additive noise channel whose noise distribution is unknown and nonparametric. The learner is provided with a fixed codebook and a dataset comprised of independent samples of the noise, and is required to select a matrix for a nearest neighbor decoder in terms of the Mahalanobis distance. The second model is a non-linear channel with additive white Gaussian noise and unknown channel transformation. The learner is provided with a fixed codebook and a dataset comprised of independent input-output samples of the channel, and is required to select a matrix for a nearest neighbor decoder with a linear kernel. For both models, the objective of maximizing the margin of the decoder is addressed. Accordingly, for each channel model, a regularized loss minimization problem with a codebook-related regularization term and hinge-like loss function is developed, which is inspired by the support vector machine paradigm for classification problems. Expected generalization error bounds for the error probability loss function are provided for both models, under optimal choice of the regularization parameter. For the additive noise channel, a theoretical guidance for choosing the training signal-to-noise ratio is proposed based on this bound. In addition, for the non-linear channel, a high probability uniform generalization error bound is provided for the hypothesis class. For each channel, a stochastic sub-gradient descent algorithm is used for solving the regularized loss minimization problem is proposed, and an optimization error bound is stated. The performance of the proposed algorithms is demonstrated through several examples.
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I. INTRODUCTION

The success of machine learning (ML) based methods in various domains has spurred a great contemporary interest in the application of ML algorithms to communication problems [1], [2], [3], [4], [5], [6], [7], [8], [9], [10].

The choice of a proper channel decoder is a key element in the design of a communication system, and is typically based on rich expert knowledge. This knowledge is reflected in a statistical model of the channel operation, which then leads to optimal decoder selection and theoretical performance guarantees. The approach considered here follows the common practice of partitioning the communication epoch to a training phase – in which no data is transmitted, and the received signal is used to properly select a decoder, and a data phase – in which the decoder is fixed to its chosen value (or only tracks slight changes in the channel statistics). However, our approach here deviates from the common one to the training phase. For models with unknown noise distribution
a parametric model for the noise distribution is typically assumed, the training phase is used to estimate the parameter, and an optimal decoder matched to the estimated parameter is used in the data phase. In various scenarios of interest – such as massive multiple-input multiple-output (MIMO) systems [18] or in ultra low-latency [19] communication – parameter estimation, or even the parametric modeling itself, may be inaccurate. Thus, parameter estimation during the training phase is excluded. In the same spirit, for the non-linear channel, estimation of the transformation value for each codeword may suffice. However, we target the regime in which the codebook is too large with respect to (w.r.t.) the training phase, i.e., there are not enough training samples for each codeword in order to estimate its channel-transformed value. This is similar to the common practice in linear frequency-selective channels, in which an equalizer is learned to roughly invert the channel (while accounting for noise enhancement) [20, Ch. 8 and 9].

These settings naturally motivate the use of ML methods, as they are typically distribution-free, that is, do not make any assumptions on the data statistics. In ML methods, assumptions are made, instead, on the structure of the hypothesis class. We thus follow here the typical setting in ML, in which the hypothesis class is more restricted than the true data. The choice of hypothesis class results in an inductive bias and its use is then justified by its low variance, compared to richer classes of decoders. For example, a linear binary classifier can be learned even when the optimal separator between the two classes is not an hyperplane [21, Ch. 9], because it is assumed to have a proper bias-variance tradeoff. The learning process we propose, however, does not ignore the channel model, and is strongly based on both the given codebook and the structure of the channel.

For the additive noise channel, we consider the class of nearest neighbor (NN) decoders, w.r.t. the Mahalanobis distance, that are parameterized by a precision matrix. A decoder from this hypothesis class is optimal in the sense of minimizing the error probability only if the additive noise is Gaussian. The learner is provided with a fixed codebook and a dataset comprised of independent samples of the noise, and is required to select a precision matrix for a NN decoder in terms of the Mahalanobis distance. For the non-linear channel, we consider the class of NN decoders with a linear kernel, that is, decoders parameterized by a matrix. Similarly, here a decoder based on linear kernel is optimal only if the channel transformation itself is linear. The learner is provided with a fixed codebook and a dataset comprised of independent input-output samples of the channel, and is required to select a matrix for a NN decoder with a linear kernel.
to transform it to an RLM problem. Nonetheless, following these steps, the result is an RLM problem that uses a convex surrogate loss function that is specifically tailored to the decoder learning problem.

We conclude by further illuminating the difference between the decoder learning problem and standard multiclass classification. As we shall see, for the additive noise channel model, the dataset for our learning algorithm is synthesized by adding $n$ measured noise samples to each of the $m$ codewords in the codebook. This results in a dataset of size $mn$, but one which has specific structure. In this synthesis of the dataset, the scaling of the codebook (henceforth referred to as “training SNR”) is a design parameter that can be chosen by the learner. One consequence of this possibility is that unlike standard classification problems, in which the margin prevailing in the dataset determines the sample complexity of the problem [21, Th. 15.4], the margin in the decoder-learning problem for the additive noise channel is a parameter to be tuned. This can be used in order to achieve the best generalization possible. Due to these differences, standard SVM learning algorithms cannot be applied, and we develop learning algorithms specifically designed for the decoder learning problem.

C. Contributions

Our contributions and the outline of the rest of the paper are as follows. In Sec. II we establish notation conventions, formulate the learning problem for the general channel, and then specify it for the two discussed extreme special cases. In Sec. III, we formulate a maximum margin optimization problem for the decoder learning problem, and relax it in several principled steps to obtain a tractable optimization problem in the form of an RLM rule. It should be stressed, however, that the resulting optimization problem is directly designed for the decoder learning problem, and does not involve a reduction or a modification of a multiclass classification problem. In Sec. IV, we prove that the expected error probability of the learned decoder in the additive noise channel model is bounded by $m$ times the expected empirical hinge loss of the decoder plus an estimation error term of $O(m/\lambda n)$, where $m$ is the number of codewords in the codebook, $\lambda$ is the regularization parameter, and $n$ is the number of available samples. Then, we constrain the precision matrix of the learned decoder to a properly chosen set and optimize the regularization parameter. The resulting generalization bound is $m$ times the optimal hinge loss plus an estimation error term of $O(m/\sqrt{n})$. The proof of this generalization bound is based on establishing an on-average-replace-one-stability property [21, Ch. 13.2]. We then use this generalization bound to offer a theoretical guideline for choosing the training SNR. We then prove analogous expected generalization bounds for the non-linear channel. In addition, we prove a $O(1/\sqrt{n})$ uniform high-probability generalization error bound for the hinge-type loss function, for any decoder from the chosen decoder class for the non-linear channel.

The RLM mentioned above is tractable, yet still suffers from large complexity, mainly due to a $O(n^2)$ dependence on the number of samples $n$, similarly to the computational cost associated with SVM problems [24]. For classification SVM, this problem was addressed in [25], which proposed a stochastic sub-gradient descent algorithm for solving the RLM problem called PEGASOS (primal estimated sub-gradient solver for SVM). In Sec. V, we develop an algorithm in that spirit for the decoder learning problem, and prove that $O(1/\epsilon)$ iterations suffice in order to obtain a solution of accuracy $\epsilon$. We stress that this bound does not depend on the problem’s dimension or the number of samples, which can be large in many communication problems. On top of that, each iteration of the algorithm requires low computational power, and thus suitable to learning on low-complexity devices. In Sec. VI, we exemplify the operation of the algorithm through simulation for several noise distributions, channel transformations, and codebooks. In Sec. VII, we summarize the paper and propose several directions for further research. All the proofs are deferred to the appendices.

D. Other Related Work

As said, the recent success of ML algorithms (most notably DNNs) in various problem domains [26] has spurred interest in applying machine-learning algorithms as a part of a communication system [1], [27]. These applications can be roughly divided to several approaches, and here we briefly mention a sample of them. One approach is to use a machine-learning algorithm as a replacement to one or more components of the system. Examples include [28] for channel equalization, [15] for channel encoder and decoder, [7], [8], [14] for channel decoder, and [29], [30], [31] for channel estimation. A second approach is to modify an existing algorithm by incorporating DNNs. In [3] DNNs are used in the belief propagation algorithm, in [6] for the Viterbi algorithm, in [32] for iterative decoding algorithms, such as bit-flipping and residual belief propagation. Among the classical ML algorithms, SVMs gained high popularity and enjoy strong theoretical guarantees. A SVM based receiver that combines the pilot-based channel estimation, data demodulation and decoding processes in one joint operation was proposed in [33]. They considered first-order Gauss-Markov fading process and additive Gaussian noise with $N$ dimensional encoding vector. The system was composed from $N$ classifiers, one per bit, or $2^N$ classifiers in the one-vs.-one or one-vs.-rest techniques. SVM regression (SVR) was used in [34] and [35] for channel estimation. We note in passing, that similar theoretical studies have been performed for the source coding problem of learning vector quantizers [36], [37], [38], [39], [40].

Channel decoding in non-linear channels was studied earlier in [41] and [42]. The non-linear channel can practically model the nonlinear effects in wireless communication systems, the Kerr non-linearity in optical fibers, and the saturation non-linearity of amplifiers [43], [44]. Information theoretic limits on the capacity of non-linear fiber-optic channels were studied in [45], [46], and [47], and the shaping gain in these channels was studied in [48].
II. Problem Formulation

A. Notation Conventions

Random variables or vectors are denoted by capital letters and specific values they take are denoted by the corresponding lower case letters. The expectation operator is denoted by $\mathbb{E}[\cdot]$ where $\mu$ is the underlying probability measure, which is omitted if understood from context. The tail function of the standard normal distribution is denoted by $Q(x)$. The indicator of an event $A$ is denoted by $\mathbb{I}[A]$. The probability simplex is denoted by $\Delta^d \triangleq \{v \in \mathbb{R}^d_+: \sum_{i \in [d]} v_i = 1\}$. All vectors are taken as column vectors. The standard Euclidean norm for $x \in \mathbb{R}^d$ is denoted by $\|x\|$ and the inner product by either $(x_1, x_2)$ or $x_1^T x_2$, interchangeably. The Frobenius norm for a matrix $A \in \mathbb{R}^{d\times d}$ is denoted by $\|A\|_F$. The operator norm for a matrix $A \in \mathbb{R}^{d_x \times d_y}$ is denoted by $\|A\|_{op} \triangleq \sup_{v \in \mathbb{R}^{d_x}}: \|v\|_2 \leq 1 \|Av\|_2$. The positive semidefinite (PSD) cone is denoted by $\mathbb{S}_+$. The minimal (resp. maximal) eigenvalue of a symmetric matrix $A$ is denoted by $\lambda_{\min}(A)$ (resp. $\lambda_{\max}(A)$). For $n \in \mathbb{N}^+$, the set $\{1, 2, \ldots, n\}$ is denoted by $[n]$. Standard Bachmann-Landau asymptotic notation will be used, where specifically, $O(\cdot)$ is such that the logarithmic factors are hidden, namely, $f(n) \in O(h(n)) \iff \exists k : f(n) \in O(h(n) \log^k (h(n)))$.

B. Channel Models

Consider the problem of communication over a general channel

\[ Y = f(X) + Z, \tag{1} \]

where, $Y \in \mathbb{R}^{d_Y}$ is the channel output, $X \in \mathbb{R}^{d_X}$ is a codeword that is chosen from a fixed given codebook $C = \{x_j\}_{j \in [m]}$ with a uniform probability, $f : \mathbb{R}^{d_X} \rightarrow \mathbb{R}^{d_Y}$ is a deterministic channel transformation, and $Z \in \mathbb{R}^{d_Z}$ is a noise statistically independent of the input $X$. The unknown channel operation (1), is denoted by $\mu$ and is thus comprised of the deterministic $f$ and the distribution of $Z$, both which are unknown to the designer of the decoder. It is further assumed that the decoder is chosen from the class of NN decoders with Mahalanobis distance and linear kernel given by

\[ \hat{j}(y) \in \arg \min_{j \in [m]} \|Hx_j - y\|_S \],

\[ \triangleq \arg \min_{j \in [m]} \sqrt{(Hx_j - y)^T S (Hx_j - y)}, \tag{3} \]

where $S \in \mathbb{S}^{d_Y}_+$ is a precision matrix (the inverse of the covariance matrix) and $H \in \mathbb{R}^{d_y \times d_x}$ is a linear kernel. As well known, this class is optimal if the channel transformation is linear $f(x) = Hx$ and the noise is Gaussian with inverse covariance matrix $S$, but it is not assumed here that the channel model obeys this model.

For a decoder $(H, S)$, the expected error probability conditioned that the jth codeword was transmitted is given by

\[ p_{\mu}(H, S | j) = \mathbb{E}_{\mu} \left[ \mathbb{I}\left\{ \min_{j' \in [m]\setminus\{j\}} \|Hx_{j'} - Y\|_S < \|Hx_j - Y\|_S \right\} \right], \tag{4} \]

and the expected error probability, averaged over all codewords, is given by

\[ p_{\mu}(H, S) = \frac{1}{m} \sum_{j \in [m]} p_{\mu}(H, S | j). \tag{5} \]

A learner, which does not know $\mu$, is provided with $n$ input-output samples $D = \{X_i, Y_i\}_{i \in [n]}$ where $X_i \in C$ and $Y_i$ is the corresponding channel output (1) for input $X_i$, $i \in [n]$. Based on this dataset, and the given codebook $C$, the learner is required to find $(H, S)$ which minimize the expected error probability. A common learning approach is ERM, which aims to minimize the empirical average error probability of the noise samples, given by

\[ p_D(H, S) = \frac{1}{n} \sum_{i \in [n]} \mathbb{I}\left\{ \min_{x' \in C \setminus \{x_i\}} \|Hx' - y_i\|_S < \|Hx_i - y_i\|_S \right\}. \tag{6} \]

In this paper, we focus on two structured extremes of this model, which both result decoder classes which are substantially different from multiclass classifiers, and are also relevant in practical communication scenarios in which further prior knowledge on the model exists. The first one is an additive noise channel model that assumes that $f$ is the identity transformation, and the second one is a non-linear channel model that assumes that the noise is Gaussian. These models best illuminate the affect of the structure of the communication channel model on the decoder learning problem. The general model (1) is not more challenging than these two extreme models, and bounds and algorithms can be easily obtained for the general model by combining the results obtained in this paper for the two extreme models.

1) The Additive Noise Channel: In the first specified channel model that we consider, the channel transformation is assumed to be the identity function, and so (1) becomes $Y = X + Z$. We thus henceforth denote for this model $d \triangleq d_x = d_y$. For this channel model, we restrict the general class (2) to have $H = I$, and this results a class of NN decoders with Mahalanobis distance, given by

\[ \hat{j}(y) \in \arg \min_{j \in [m]} \|x_j - y\|_S \],

\[ \triangleq \arg \min_{j \in [m]} \sqrt{(x_j - y)^T S (x_j - y)}, \tag{7} \]

parameterized by a precision matrix $S \in \mathbb{S}^{d_Y}_+$. In what follows, we will identify a decoder from this class by its precision matrix $S$. Since the channel law only depends on the noise distribution, learning the noise distribution can be made with arbitrary inputs, which we take for simplicity to be $X \equiv 0$. Thus, we assume that the learner is equipped with $n$ noise samples $Z = \{Z_i\}_{i \in [n]}$ drawn independent and identically distributed (i.i.d.) from the distribution of $Z$. The learner synthesizes a new dataset from these noise samples comprised of $mn$ labeled samples, in which each of the scaled codewords in the codebook is perturbed by one of the noise samples.
\{Z_i\}_{i \in [n]}, namely
\[
D(Z) \triangleq \{Y_k, l_k\}_{k=1}^{mn} = \bigcup_{j \in [m]} D_j(Z),
\]
where \(D_j(Z) \triangleq \{\Gamma \cdot x_j + Z_i, j\}_{i \in [n]},\) and where \(\Gamma > 0\) is a scaling constant which determines the training SNR. We note that this dataset has \(mn\) points, but it is based only on \(n\) random noise samples. For the sake of brevity, we will omit from now the explicit dependence of \(D\) in \(Z\). Henceforth, we refer to this model as the additive noise channel model. A learner is then required to find \(S\) which minimizes the expected error probability based on \(D\).

2) The Non-Linear White Gaussian Noise Channel: In the second specified channel model that we consider, the noise is assumed to be white and Gaussian, and so \(Y = f(X) + W\), where \(W \in \mathbb{R}^{d_y}\) is a white Gaussian noise, statistically independent of the input \(X\). For this channel model, we restrict the general class (2) to have \(S = I\), and this results a class of NN decoders, given by
\[
\hat{J}(y) = \arg \min_{\tilde{J} \in [m]} \|y - H\tilde{J}\|,
\]
parameterized by a linear-kernel matrix \(H \in \mathcal{H} = \mathbb{R}^{d_x \times d_y}\).

In what follows, we will identify a decoder from this class by its matrix \(H\). We assume that the learner is equipped with \(m\) i.i.d. and uniformly over \(S\), and \(Y_i\) is the corresponding channel output for input \(X_i\). Henceforth, we refer to this model as the non-linear channel model. A learner is then required to find \(H\) which minimizes the expected error probability based on \(D\).

The matrix \(H\) serves as a linear approximation of \(f(\cdot)\), which is non-linear in general. Note that knowing \(f(x_j)\) for any \(x_j \in C\) suffices for optimal decoding, but we target the regime in which the codebook is large w.r.t. the dataset, and so there are not enough training samples for each codeword \(x_j\) in order to accurately estimate \(f(x_j)\). In addition, although this class does not have optimality guarantees for a non-linear channel, it is possible to enrich its expressive power by first mapping the codewords into a high dimensional feature space [21, Ch. 16].

III. MAXIMUM MARGIN BY RLM

In this section, we develop RLM problems for the decoder learning problem that are strongly connected to the original maximum margin objective. In Sec. III-A we present the corresponding RLM problem for the additive noise channel model. We then state the steps required for its development, with proofs appearing in Appendix A-A. Then, in Sec. III-B, we present the RLM problem for the non-linear channel model. The steps required for its development and the corresponding proofs both appear in Appendix A-B.

For brevity, we will henceforth denote \(\delta_{pq} \triangleq x_p - x_q\) as the difference between a pair of codewords in the codebook. For notational convenience, we will henceforth also use a single index in the set \([\lfloor m(m-1)\rfloor\) to specify a pair of codewords (instead of double indices \(\{(p, q)\}_{1 \leq p < q \leq m}\)).

In addition, we define the following property of a partition of the codeword-pairs.

**Definition 1:** A partition \(P = \bigcup_{i=1}^{d+1} P_i\) of \(\{(p, q)\}_{1 \leq p < q \leq m}\) is called proper if \(\text{Span}\{\delta_{pq}\}_{j=1}^{d+1} = \mathbb{R}^d\) for any set of representatives \(\{\delta_{pq}\}_{j=1}^{d+1}\), such that \((p, q) \in P_i\) for all \(j \in [d+1]\).

The RLM problems that we will next present will use proper partitions for their regularization terms. We assume, without loss of generality (w.l.o.g.),\(^2\) that \(\text{Span}\{\delta_{pq}\}_{1 \leq p < q \leq m}\) and then setting \(P_j = \{\delta_{pq}\}_{j=1}^{d+1}\) for all \(j \in [d]\) and \(P_{i+1} = \{\delta_{pq}\}_{1 \leq p < q \leq m} \setminus \{\delta_{pq}\}_{j=1}^{d+1}\). Nonetheless, the RLM problem (and subsequent results in what follows) holds for any arbitrary proper partition.

A. The Additive Noise Channel RLM

The RLM problem for the additive noise channel model requires a few additional definitions, as follows. For a given ordered pair of codeword indices \((p, q)\), and a sample \(y_i \in D_p \cup D_q\), we denote the following transformation of the sample and codewords \(a_{pq} \triangleq (-1)^{(i\in D_p)}(y_i - \frac{1}{2}(x_p + x_q))\). Then, we denote by \(\hat{L}^{\text{hinge}}(S, p, q, i) \triangleq \max\{0, 1 - a_{pq}^T S \delta_{pq}\}\), a hinge-type surrogate loss function, and by
\[
\hat{L}^{\text{hinge}}(S) \triangleq \frac{2}{m(m-1)} \sum_{1 \leq p < q \leq m} \frac{1}{2m} \times \sum_{i \in D_p \cup D_q} \hat{L}^{\text{hinge}}(S, p, q, i)
\]
the average hinge loss of the induced binary linear classifiers \(\{S\delta_{pq}\}_i\) over the transformed noise samples \(\{d_{pq}\}_i\). Let \(P = \bigcup_{i=1}^{d+1} P_i\) be a proper partition according to Definition 1, let \(\{y_i\}_{i \in [d+1]}\) be positive parameters which sum to 1, and let \(\lambda > 0\) be a regularization parameter that controls the tradeoff between the loss and the regularization. We show in this section that the RLM learning rule
\[
\min_{S \in \mathbb{S}^+} \hat{L}^{\text{hinge}}(S) + \lambda \sum_{i=1}^{d+1} \eta_i \max_{\delta_j} \|S \delta_j\|^2,
\]
learns a precision matrix which maximizes a lower bound on the margin among all codeword-pairs.

At this point, we may compare the surrogate loss function obtained here to a different surrogate hinge-type upper bound for the average error probability loss over \(Z\) proposed in [17]. There, the hinge-type surrogate loss function was defined as
\[
\hat{L}^{\text{hinge}}(S) \triangleq \frac{1}{m} \sum_{i \in [n]} \frac{1}{m} \times \sum_{p \in [m]} \max\left\{0, 1 - \min_{q \in [m] \setminus \{p\}} \|x_p + z_i - x_q\|_S - \|z_i\|_S \right\}
\]
\[\tag{13}
\]
The hinge loss functions (11) and (13) are rather different, and are the result of different types of relaxations. We review these differences in light of two possible ways in which the optimization problem of SVM for binary classification is typically interpreted. The first interpretation is that the SVM objective function is a convex and continuous upper bound to the non-convex and discontinuous zero-one loss function. The regularization term can be interpreted as a standard Tikhonov regularization term. The motivation of changing the zero-one loss to a hinge-type loss function is that the resulting ERM problem can be more efficiently solved compared to the ERM problem for the zero-one loss. With this interpretation, the choice of hinge loss function is arbitrary, and, in principle, any convex upper bound on the zero-one loss is also appropriate. The second interpretation of the optimization problem of SVM is in terms of margin maximization. For inseparable datasets, the objective function of SVM is interpreted as a balance between increasing the margin and increasing the classification errors. As well known, for binary classification, both interpretations lead to exactly the same optimization problem [21, Ch. 15]. This is, however, not the case for the decoder learning problem. The hinge loss function in [17] follows the first interpretation for minimizing the error probability of the channel decoder. This approach leads to an ERM problem with the hinge loss over the noise samples, and an implicit regularization in the form of maximal eigenvalue constraint. However, this hinge loss is not directly related to the margin. In this paper, we follow the second interpretation for maximizing the margin induced by the channel decoder. This approach leads to an RLM problem with the hinge loss over the transformed noise samples and an implicit regularization in the form of maximal eigenvalue constraint. However, this hinge loss is not directly related to the margin. In this paper, we follow the second interpretation for maximizing the margin induced by the channel decoder. This approach leads to an RLM problem with the hinge loss over the noise samples, and an implicit regularization in the form of maximal eigenvalue constraint. However, this hinge loss is not directly related to the margin.

The development of the optimization problem (12) will be made in several steps, which we next describe in detail.

1) Step 1 – Maximization of the Minimum Margin: We begin with the assumption that the dataset \(D\) is separable, i.e., there exists a precision matrix \(S\) that achieves zero loss over \(D\). While this is a rather strong assumption for a general dataset, it is only a starting point which will be relaxed in the following steps. It is also analogous to the linear separability assumption made for hard SVM, which is also used as a starting point to soft SVM [21, Ch. 15]. In fact, in our setting, separability can always be achieved by setting the training-SNR parameter \(\Gamma\) to be large enough. The margin of a hyperplane w.r.t. a dataset is defined to be the minimal distance between a point in the dataset and the hyperplane [21, Ch. 15]. The learner’s goal is to find a precision matrix \(S\) that maximizes the minimum margin, over all codeword-pairs \(x_p, x_q\) in \(C\), according to the Mahalanobis distance w.r.t. \(S\). This learning problem is formulated as the following margin-maximization problem, given as follows:

Claim 2: The maximum margin induced by a Mahalanobis distance NN decoder with precision matrix \(S\) is

\[
\max_{S \in \mathbb{S}_+} \min_{1 \leq p < q \leq m} \min_{a_{pq} \in \mathbb{D}} a_{pq}^T S \delta_{pq}. \tag{14}
\]

2) Step 2 – a Convex Lower Bound: The previous problem is not necessarily convex, and therefore we proceed to maximize the following convex lower bound on its value.

Claim 3: The problem

\[
\max_{S \in \mathbb{S}_+} \min_{1 \leq p < q \leq m} \min_{a_{pq} \in \mathbb{D}} a_{pq}^T S \delta_{pq}, \tag{15}
\]

is a convex optimization problem, whose value is a lower bound on the value of (14).

3) Step 3 – Minimum Norm Formulation: With the prospect removal of the separability assumption, we next derive a minimum norm optimization problem, so that every solution to it is a solution to (15). This step is analogous to the equivalent formulation of hard SVM as a quadratic optimization problem [21, Ch. 15.1].

Lemma 4: Every solution to the following minimum norm problem

\[
\min_{S \in \mathbb{S}_+} \max_{1 \leq p < q \leq m} \|S \delta_{pq}\|^2 \text{ subject to } \min_{1 \leq p < q \leq m} \min_{a_{pq} \in \mathbb{D}} a_{pq}^T S \delta_{pq} \geq 1, \tag{16}
\]

is a solution to (15).

4) Step 4 – Relaxation of the Separability Assumption: Next, we introduce slack variables in order to relax the assumption that the dataset \(D\) is separable. This step is analogous to the relaxation made for soft SVM [21, Ch. 15.2]. A short derivation in Appendix A-A results the RLM problem

\[
\min_{S \in \mathbb{S}_+} \tilde{L}_D^\text{hinge}(S) + \lambda \cdot \max_{1 \leq p < q \leq m} \|S \delta_{pq}\|^2. \tag{17}
\]

5) Step 5 – Inducing Stability by a Generalization of the Regularization: Some of the generalization bounds for SVM are based on the stability of its learning rule. However, the problem (17) is, in general, not stable, due to the fact that the regularization term \(\max_{1 \leq p < q \leq m} \|S \delta_{pq}\|^2\) is indifferent to changes in directions orthogonal to the maximizer \(\delta_{pq}\). Nonetheless, we next assume, w.l.o.g., that \(\text{Span}\{\delta_{pq}\}_{1 \leq p < q \leq m} = \mathbb{R}^d\), and slightly modify the learning rule to a stable one. The final RLM rule for finding a maximum minimum margin decoder is defined for given positive parameters \(\{\eta_j\}_{j \in [d+1]}\) which satisfy \(\sum_{i=1}^{d+1} \eta_i = 1\), and a proper partition \(\{P_j\}_{j \in [d+1]}\), as

\[
A(D) = \arg \min_{S \in \mathbb{S}_+} \tilde{L}_D^\text{hinge}(S) + \lambda \sum_{i=1}^{d+1} \eta_i \max_{j \in P_i} \|S \delta_j\|^2. \tag{18}
\]

The stability of this learning rule will be used in Sec. IV to derive generalization bounds.
\textbf{B. The Non-Linear Gaussian Noise Channel RLM}

The RLM problem for the non-linear Gaussian noise channel uses the following definitions. Let $K \in \mathbb{K} \cong \mathbb{S}_{+}^{d_{x}}$ be an auxiliary matrix variable. We denote by

$$\tilde{p}_{\text{hinge}}(H, K, i) \triangleq \frac{1}{m} \sum_{j \in [m] \setminus \{i\}} 0, 1 - \left[ y_{j}^{T} H \delta_{j,i} - \frac{1}{2} (x_{j_{i}}, x_{j}^{T}) K \delta_{j,i} \right]$$

(19)

a hinge-type surrogate loss function, and by

$$\tilde{L}_{D}^{\text{hinge}}(H, K) \triangleq \frac{1}{n} \sum_{i \in [n]} \tilde{p}_{\text{hinge}}(H, K, i)$$

(20)

the average hinge loss over the dataset. As before, let $P = \bigcup_{i=1}^{d+1} P_{i}$ be a proper partition, let $\eta_{i} \in [d+1]$ be positive parameters which sum to 1, and let $\lambda > 0$ be a regularization parameter. We show in Appendix A-B that the RLM learning rule

$$\min_{(H, K) \in \mathbb{H} \times \mathbb{K}} \tilde{L}_{D}^{\text{hinge}}(H, K) + \lambda \sum_{i=1}^{d+1} \eta_{i} \|H \delta_{i}\|^{2} + \max_{j' \in P_{i}} \|K \delta_{j'}\|^{2}$$

subject to $H^{T} H \preceq K$, (21)

learns a linear kernel $H$ which approximately maximizes a lower bound on the margin among all codeword-pairs. The derivation is similar to the one for the additive noise channel. In what follows we will describe only the main differences, and the full derivation can be found in Appendix A-B.

The key difference between the two derivations is that while the decoder class for the additive noise channel is linear in its parameter $S$, the decoder class for the non-linear Gaussian noise channel is quadratic in its parameter $H$. The first consequence of this difference is that even after taking the lower bound in step 3, the problem is still not necessarily convex. The second consequence of this difference is in establishing a minimum norm problem, in step 3. The technique which we use (following SVM-type analysis) is only suitable for linear classifiers. Therefore, we proceed by a linearization of the decoder, replacing $H^{T} H$ with an auxiliary PSD matrix $K \in \mathbb{K} \cong \mathbb{S}_{+}^{d_{x}}$. Nonetheless, we note that the learned decoder will be parameterized only by $H$. Therefore, at the next step we add a constraint that links the auxiliary matrix $K$ to $H$ as $H^{T} H = K$, and then further take a convex relaxation, namely $H^{T} H \preceq K$.

\textbf{IV. GENERALIZATION ERROR BOUNDS}

In this section, we state average generalization error bounds on the expected error probability, for the RLM learning rules (12) and (21). Additionally, we show an optimal choice for $\lambda$, the regularization parameter. Finally, we state a uniform high-probability generalization error bound for the decoder class of the non-linear channel model (10), which complements a similar bound from [17, Th. 3] for the additive noise channel model. We say that the random vector $Z$ is super-Gaussian with variance proxy $\sigma_{Z}^{2}$ if $\mathbb{P}[\|Z\|_{2} \geq t] \leq 2 \exp(-t^{2}/(2\sigma_{Z}^{2}))$ for all $t \geq 0$.

\textbf{Theorem 5:} Let $A$ be the RLM rule (12), and let $\mu$ be the distribution of the noise $Z$. If $x_{z} \triangleq \max_{x \in C} |x_{i}|, \eta_{\min} \triangleq \min_{i \in [d+1]} \{\eta_{i}\}$, the noise $Z$ is sub-Gaussian with variance proxy $\sigma_{Z}^{2}$, and $\zeta \triangleq 32r_{x}^{2} \sqrt{6(128r_{x}^{4} \sigma_{Z}^{2} + 1024r_{x}^{4} + r_{x}^{1})}$, then,

$$\mathbb{E}_{D \sim \mu} \left[ p_{\mu}(A(D)) \right] \leq (m - 1) \mathbb{E}_{D \sim \mu} \left[ \tilde{L}_{D}^{\text{hinge}}(A(D)) \right] + (m - 1) \frac{\log(\zeta)}{\min_{\eta_{\min}}} + \frac{\lambda}{\eta_{\min}} \min_{1 \leq p < q \leq m} \|\delta_{pq}\|^{2}.$$  

(22)

Let $\mathcal{S}_{\mu} \triangleq \{S \in \mathbb{S}_{+} : \max_{j \in [n]} \|S \delta_{j}\| \leq B\}$, and let $\lambda = \sqrt{\frac{3\log(n)}{\max_{j \in [n]} \|S \delta_{j}\|^{2}}}$. Then, the RLM rule (18) with $\mathcal{S}_{\mu}$ replaced with $\mathcal{S}_{\mu}$ satisfies

$$\mathbb{E}_{D \sim \mu} \left[ p_{\mu}(A(D)) \right] \leq (m - 1) \min_{S \in \mathcal{S}_{\mu}} \tilde{L}_{\mu}^{\text{hinge}}(S) + (m - 1) B \sqrt{\frac{8\zeta \log(n)}{\max_{j \in [n]} \|S \delta_{j}\|^{2}}}.$$  

(23)

\textbf{Proof outline:} The proof is based on an on-average-replace-one-stability argument. We begin by proving that the regularization function in (12) is $2\max_{i \in [n]} \min_{1 \leq p < q \leq m} \|\delta_{pq}\|^{2}$-strongly convex, and the loss function in (12) is convex and Lipschitz with seminorm

$$\max_{1 \leq p < q \leq m} \max_{i \in [n]} \left( 4 \|z_{i}, \delta_{pq}\|^{2} + 2 \|z_{i}, \delta_{pq}\|^{2} + 2 \|z_{i}\|^{2} \|\delta_{pq}\|^{2} + \|\delta_{pq}\|^{4} \right)^{1/2}.$$  

(24)

Next, we apply [21, Cor. 13.6], where we replace the 2-strong-convexity of the Tikhonov regularization with the appropriate constant for the regularization function of (12). Then, we get from [21, Cor. 13.6] that the RLM problem (12) is on-average-replace-one-stable with a rate that depends on the expected value of $\max_{i \in [n]} \|Z_{i}\|^{2}$. We then decompose the expected rate to an expectation conditioned on a “good” event, where all the samples are bounded by some constant, and an expectation conditioned on a “bad” event, where not all samples are bounded. Next, we use the sub-Gaussian assumption to bound the expected rate conditioned on each event. Finally, we follow [21, Cor. 13.9] to derive an optimal choice for the regularization parameter $\lambda$.

\textbf{Comparison to [17]:} In [17], a $\tilde{O}(m/\sqrt{n} + \sqrt{\log(1/\delta)/n})$ high-probability generalization error bound for the error probability loss function, as well as a $\tilde{O}(\sqrt{d(d + m)}/n + \sqrt{\log(1/\delta)/n})$ high probability generalization error bound for the surrogate hinge-type upper bound (13) was proved. In comparison, here we prove a $\tilde{O}(m/n)$ generalization error bound on the error probability. The convergence rate of this bound is much faster, however, this is only an average error bound, and does not have a high probability guarantee.
Theoretical guidance for the choice of training SNR: In classification problems, the generalization bound is typically used to bound the expected error of the learned classifier, given the empirical error. Here, the generalization bound has an additional and important role in providing a theoretical guidance for the choice of training SNR. For the decoder learning problem, the dataset $D$ can be generated for any arbitrary training SNR parameter $\Gamma$ of the input codebook $C$. As discussed in various previous works (e.g., [1], [8], [15]), this raises the question of how to optimize the training SNR. Intuitively, on one hand, training with a sufficiently high SNR leads to zero empirical error for many decoders in the class, not necessarily the one with the lowest expected error. On the other hand, training with SNR too low may produce a decoder which has high error probability (as most evident from the extreme case of zero SNR), and may be too pessimistic in assessing the error probability. In [15], a rule-of-thumb for choosing the training SNR was proposed, based on the capacity of the Gaussian channel. This rule, however, did not take into account generalization error aspects. The generalization error bound of Theorem 5 hints a different rule for choosing the training SNR. Specifically, we propose to choose the training SNR so that the empirical error $\hat{L}_D^\text{hinge}(A(D))$ roughly equals to the generalization bound on the hinge-type loss (the right-hand side of (22) divided by $m$). With this training SNR, it is guaranteed that the expected error is on the same order as the empirical error. In practice, this can be accomplished by tuning the training SNR as a hyperparameter by cross-validation.

The following theorem states the generalization error bound for the learning rule (21), with a similar proof outline.

**Theorem 6:** Let $A$ be the RLM rule (21), and let $\mu$ be the distribution of the channel output for the channel transformation $f$. If $r_{x} \triangleq \max_{x \in C} \|x\|$, $R_{x} \triangleq \max_{x \in C} \|f(x)\|$, $\min_{i \in [d+1]} \{\eta_{i}\}$, the noise $W$ is sub-Gaussian with variance proxy $\sigma_{w}^{2}$, and $\zeta \triangleq 24r_{x}^{2} \sqrt{2r_{x}^{2} + 16r_{x}^{2} + 64d_{w}^{2}}$, then,

$$
\mathbb{E}_{D \sim \mu} [p_{\mu} (A(D))] \leq (m - 1) \mathbb{E}_{D \sim \mu} \left[ \hat{L}_D^\text{hinge} (A(D)) \right] + \frac{\lambda n \min_{1 \leq p < q \leq m} \| \delta_{pq} \|^2}{(m - 1) \log(n) \zeta}.
$$

Let $\mathcal{H} \triangleq \{H \in \mathcal{H} : \max_{j \in [m(m-1)]} \|H\delta_{j}\| \leq B_{H} \}, \mathcal{K} \triangleq \{K \in \mathcal{K} : \max_{j \in [m(m-1)]} \|K\delta_{j}\| \leq B_{K} \}$, such that $B = B_{H} + B_{K}$, and let $\lambda = \sqrt{B_{H} \min_{1 \leq p < q \leq m} \| \delta_{pq} \|^2}$. Then, the RLM rule (21) with $H \times K$ replaced with $\mathcal{H} \times \mathcal{K}$ satisfies

$$
\mathbb{E}_{D \sim \mu} [p_{\mu} (A(D))] \leq (m - 1) \min_{(H,K) \in \mathcal{H} \times \mathcal{K}} \hat{L}_D^\text{hinge} (H,K)
+ \left( (m - 1) B \right) \frac{4 \zeta \log(n)}{\min_{1 \leq p < q \leq m} \| \delta_{pq} \|^2}.
$$

Note that Theorem 6 holds for general sub-Gaussian noise, and specifically under our Gaussian noise assumption (used here to justify the structure of the decoder). Finally, we state a uniform high-probability generalization error bound for the decoder class of the non-linear Gaussian noise channel (10).

This uniform bound can be used to bound the generalization error of any learning algorithm for the problem, e.g., ERM.

**Theorem 7:** Assume that $\mathcal{H} = \{H \in \mathbb{R}^{d_{x} \times d_{y}} : \max_{i \in [d_{x}, d_{y}]} \sigma_i^2 (H) \leq r_{H}^2 \}$ and denote $d_m \triangleq \min \{d_x, d_y\}$. Then, with probability $1 - \delta$, for all $H \in \mathcal{H}$

$$
\left| \hat{f}_{\mu}^\text{hinge} (H) - \hat{f}_{D}^\text{hinge} (H) \right| \leq 2 \sqrt{\frac{d_{x}^2 + d_{y}^2 + d_m}{n \log(12d_{m}r_{H})}} \times \left[ 2 \log (12d_{m}r_{H}) + 1 \right] - \exp \left[ 2 \frac{\log (12d_{m}r_{H})}{3} \right] - \frac{\log (2/\delta)}{n}.
$$

The proof is based on bounding the generalization error using the Rademacher complexity of the loss class, i.e., the hinge loss class for a decoder from the decoder class (10). In turn, the Rademacher complexity is bounded via Dudley’s entropy integral. This bound complements the uniform high-probability generalization error bound for the decoder class of the additive noise channel (7), which was proved in [17, Th. 3].

V. STOCHASTIC SUB-GRAVIENT DESCENT ALGORITHMS

In this section, we propose a stochastic sub-gradient descent algorithms for solving (12) and (21), inspired by an algorithm for classification called PEGASOS [25]. These algorithms achieve an $\epsilon$-accurate solution in $O(1/\epsilon)$ iterations. The run-time is independent of the dataset size $n$, which makes the algorithms especially suited for learning from large datasets. This is the case, in an offline design of the decoder (i.e., prior to data communication), in which noise samples are readily available. Moreover, even if the decoder is learned online, during a training phase, and so the number of samples is relatively small, low-complexity of each iteration is typically of importance due to limited computational power of the communication device (as, for example, motivates learning equalizers by the least mean squares (LMS) algorithm [20, Ch. 9]). In comparison, and as discussed in [24], the computational cost of solving a standard SVM problem grows at least like $O(n^2)$. Moreover, it was shown in [49] that even if the solver is efficient in the data-laden regime, in which data is virtually unlimited, it has a worse dependence on $\epsilon$, compared to the sub-gradient descent algorithm. The pseudo code of our proposed algorithm is given in Algorithm 1, where $\Gamma$ denotes the hypothesis (either $S$ or $(H,K)$). Next, we describe the Update and Project steps for each model.

Notice that all matrix derivatives are w.r.t. symmetric matrices. The derivative of a matrix function $f(S)$ w.r.t. to a symmetric matrix $S$ [50, Cor. 1] is

$$
\frac{df}{dS} = \text{d} \text{sym} \left( \frac{\partial f}{\partial S} \right) \triangleq \frac{\partial f}{\partial S} + \frac{\partial f}{\partial S}^T - \text{diag} \left( \frac{\partial f}{\partial S} \right).
$$

where $df/dS$ denotes the symmetric derivative and $\partial f/\partial S$ denotes the general matrix derivative.
Algorithm 1 RLM Sub-Gradient Descent Algorithm

\begin{enumerate}
\item input $D \in \mathbb{R}^{d \times n} \times \mathbb{N}^n, \lambda \in \mathbb{R}^+, \{\eta_i\}_{i=1}^{d+1} \in \Delta^d, \tau \in \mathbb{N}^+, c \in \mathbb{N}^+$
\item begin
\item Set $\Gamma_1 = 0$
\item for $t = 1, 2, \ldots, T$
\item Choose $c$ samples from $D$, uniformly at random
\item Perform a sub-gradient step
\[ \Gamma_{t+1} \leftarrow \Gamma_t - \frac{1}{A_t} \nabla f_t \] \hspace{1cm} \triangleright \text{Update}
\item Project to the set of admissible solutions
\[ \Gamma_{t+1} \leftarrow \Pi(\Gamma_{t+1}) \] \hspace{1cm} \triangleright \text{Project}
\item end for
\item end
\item output $\Gamma_{T+1}$
\end{enumerate}

For the additive noise channel model we denote the following. Denote the RLM objective by $f(S)$, the set of $c$ samples from round $t$ by $A_t$, and the RLM objective with $D$ replaced by $A_t$ by $f_t(S)$. Let $p_a, q_a$ be the codeword-pair related to a transformed sample $a$, $\delta_a \triangleq \delta_{p_a, q_a}$, and let $j_{t,k} \triangleq \arg \max_{j \in P_k} \| S_t \delta_j \|^2$. Then, the sub-gradient of $f_t(S)$ is

\[ \nabla f_t \triangleq \frac{\partial f_t}{\partial \theta} (H_t, K_t) = \lambda \sum_{t=1}^{d+1} \eta_k \text{dsym} \left( 2 S_t \delta_{j_{t,k}} \delta_{j_{t,k}}^T \right) - \frac{1}{|A_t|} \sum_{i \in A_t} \| a_i^T S_t \delta_{j_{i}} < 1 \| \text{dsym} \left( a_i^T \delta_{j_{t,k}}^T \right). \]

(29)

In general, a gradient step may result in $S_{t+1} \notin S_+$ hence we include a projection step to circumvent this problem. We note in passing that in [25, Sec. 2.2] the projection step was optional and used to limit the set of admissible solutions to the ball of $1/\sqrt{\lambda}$ radius. This lead to two separate cases in the analysis. In our problem the projection is obligatory due to the definition of the Mahalanobis distance. According to [51, Ch. 8], the projection of a symmetric matrix to the positive semidefinite cone w.r.t. the Frobenius norm is

\[ \Pi_{S_+}(S) \triangleq \max_{i=1}^d \{ \lambda_i, 0 \} v_i v_i^T, \]

(30)

and this is the projection used here.

For the non-linear channel model we denote the following. Denote the RLM rule objective by $f(H, K)$, the set of $c$ samples from round $t$ by $A_t$, and the RLM objective with $D$ replaced by $A_t$ by $f_t(H, K)$. Let $j_{t,k}^{(1)} \triangleq \arg \max_{j \in P_k} \| H_t \delta_j \|^2$ and $j_{t,k}^{(2)} \triangleq \arg \max_{j \in P_k} \| K_t \delta_j \|^2$. Then, the sub-gradients of $f_t(H, K)$ are

\[ \nabla f_t (H_t, K_t) \triangleq \frac{\partial f_t}{\partial H} (H_t, K_t) = 2 \lambda \sum_{k=1}^{d+1} \eta_k H_t \delta_{j_{t,k}^{(1)}} \delta_{j_{t,k}^{(2)}}^T. \]

(31)

and

\[ \nabla f_t (H_t, K_t) \triangleq \frac{\partial f_t}{\partial K} (H_t, K_t) = \lambda \sum_{k=1}^{d+1} \eta_k \text{dsym} \left( 2 H_t \delta_{j_{t,k}^{(2)}} \delta_{j_{t,k}^{(1)}}^T \right) - \frac{1}{|A_t|} \sum_{i \in A_t} \| a_i^T H_t \delta_{j_{i}} < 1 \| \text{dsym} \left( a_i^T \delta_{j_{t,k}^{(2)}} \right) \]

(32)

In general, a gradient step may result in $H_{t+1}, K_{t+1} : H^T H \not\preceq K$, or even $K < 0$, hence we include a projection step, w.r.t. the Frobenius norm, to circumvent this problem. We formulate this projection as a convex optimization problem, which does not depend on the sample size.

Claim 8: The projection of $(H_t, K_t) \in \mathcal{H} \times \mathcal{K}$ to the set $\{ (H, K) \in \mathcal{H} \times \mathcal{K} : H^T H \preceq K \}$, w.r.t. the Frobenius norm, is a convex optimization problem

\[ \min_{(H,K) \in \mathcal{H} \times \mathcal{K}} \| H - H_t \|^2_F + \| K - K_t \|^2_F \]

subject to $H^T H \preceq K$. (35)

We prove the following optimization error bound for the two algorithms.

Theorem 9: Let $\Gamma^*$ be the solution of the RLM ((12) or (21)), and $\Gamma_t$ be the hypothesis generated by Algorithm 1 at a random round $t \in [T]$. Denote the objective of the RLM by $f(\Gamma)$. Assume that for all $t$, each element in $A_t$ is sampled uniformly at random from the dataset (with or without replacement). Then,

\[ f(\Gamma_t) - f(\Gamma^*) = O \left( \frac{\ln^2(T) \cdot \ln(1/\delta)}{\lambda T} \right) \]

(36)

with probability larger than $1 - 4 \delta \ln(T) \over 2$.

Thus, as discussed in [25], roughly two validation attempts are required to obtain a good solution. Using this result combined with the expected generalization error bounds, stated in Sec. IV, we can describe the total error bound, which is comprised of three terms. First, the choice of the class of decoders, which do not necessarily contain the optimal, maximum likelihood decoder, incurs an approximation error. Second, learning the decoder based on samples instead of the unknown channel’s distribution, incurs a generalization error, which was bounded in Theorems 5 and 6, that established an expected generalization error of rate $O(m/n)$. Third, solving the optimization problem only approximately, using a finite number $T$ of iterations of Algorithm 1, incurs an optimization error, which is bounded in Theorem 9.
VI. EXPERIMENTS FOR THE SUB-GRADIENT DESCENT ALGORITHMS

In this section, we exemplify the empirical performance of the proposed algorithm for different codebooks and noise distributions. In each experiment, the learner was provided with the codebook of \( m \) codewords in \( \mathbb{R}^d \) and \( n_{\text{train}} \) i.i.d. training samples in SNR\(_{\text{train}}\). Then, the proposed Algorithm 1 has run for \( T \) iterations with a batch size of \( n_{\text{batch}} \) and a regularization parameter \( \lambda \). Finally, test sets for various SNR values were used, each one with \( n_{\text{test}} \) noise samples.

A. Stochastic Sub-Gradient Descent Algorithm for the Additive Noise Channel

The algorithm’s performance for the additive noise channel, is compared with the real precision matrix \( \Sigma^{-1} \), the estimated precision matrix \( \hat{\Sigma}^{-1} \) and the identity matrix \( I \). We denote by \( S_T \) the hypothesis chosen during the training phase, whether it is the hypothesis generated at iteration \( T \) or at another iteration, guided by cross validation over the training samples.

1) Two-dimensional noise with a Gaussian component and a uniform component: Assume \( d = 2 \), a codebook of \( m \) codewords \( C = \{(1,1),(-1,-1)\} \), and let \( Z \in \mathbb{R}^2 \) be a zero-mean noise with two independent components of equal variance. Specifically, \( Z_1 \) is a uniform random variable and \( Z_2 \) is a Gaussian random variable. In this simple example, in high SNR the optimal matrix is obviously \( S = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} \) which induces the linear separator \( S_{\delta_{2}} = (2,0)^T \), a vertical separator. The proposed algorithm indeed learns such a decoder, and its classification of the test samples is shown in the left panel of Fig. 1. The classification of the test samples by the decoder using the mean of the transformed samples of each codeword is shown in the right panel of Fig. 1. The performance of \( \Sigma^{-1} \) is worse, even though this decoder reflects some knowledge on the noise distribution. Nonetheless, in low SNR there is a change of trends due to the uniform noise being bounded. In low SNR values the optimal decoder is no longer a vertical separator, as is evident in Fig. 2. Fig. 3 displays the error probability of the final hypothesis decoder, under various SNR values. The experiment parameters are listed in Table I.

2) Two-dimensional Gaussian mixture noise: We perform a simulation similar to the previous example, where now the codebook is a 64-QAM constellation in 2D \([52, \text{Fig. 2, (c)}]\), and \( Z \in \mathbb{R}^2 \) is a zero-mean Gaussian Mixture noise of \( l = 2 \) components \( Z_i \sim \mathcal{N}(0,K_i) \), and mixture weights \( \{\omega_i\}_{i=1}^6 \). The right panel of Fig. 4 displays the error probability of the final hypothesis decoder, under various SNR values. In Fig. 4, we observe that the error probability scales similarly for both \( S_T \) and \( \Sigma^{-1} = \left( \frac{1}{l} \sum_{i=1}^l \omega_i K_i \right)^{-1} \), even for SNR values that are significantly smaller than the training SNR. This shows the generalization of the learned decoder, which is a desired trait for systems where the SNR at operation time is unknown during training.

B. Stochastic Sub-Gradient Descent Algorithm for the Non-Linear White Gaussian Noise Channel

The algorithm’s performance, for the non-linear channel, is compared with a NN decoder using the real transformation \( f(\cdot) \), which is the maximum likelihood decoder, and a NN decoder using the mean of the transformed samples of each codeword as the transformed value of the codeword, denoted \( \hat{\mu}_X \). We denote by \( H_T \) the hypothesis chosen during the training phase, whether it is the hypothesis generated at...
Fig. 2. Additive noise channel with a two-dimensional noise comprised of a Gaussian component and a uniform component. Classification in low SNR. Left: $S_T$, classification of test samples. Right: $\Sigma^{-1}$, classification of test samples.

Fig. 3. Additive noise channel with a two-dimensional noise comprised of a Gaussian component and a uniform component. Error probability vs. various SNRs [dB].

In this example, the optimal matrix is obviously

$$H = \begin{pmatrix} 1.04 & 0.19 \\ 0.19 & 1.96 \end{pmatrix}.$$  (37)

In this simple example, the optimal matrix is obviously

$$H = \begin{pmatrix} 1.04 & 0.19 \\ 0.19 & 1.96 \end{pmatrix}.$$  (37)

In this example, the learner is required to learn a linear transformation which approximates the non-linear channel transformation. The training samples are shown in the left panel of Fig. 6, and the right panel displays the error probability of the final hypothesis decoder, under various SNR values. The right panel shows that the learned decoder’s performance is close to that of the optimal decoder, however the performance gap increases with the SNR. This shows the difficulty of learning a decoder for a non-linear channel, compared to the linear channel from the previous experiment. The experiment parameters are listed in Table IV.

VII. SUMMARY AND FUTURE RESEARCH

In this section, we summarize the main results of the paper, point out some open problems and propose ideas for future research.

In Sec. III we have derived an RLM problem for learning a maximum margin NN decoder. We have developed a convex lower bound to the maximum margin problem, which can be efficiently solved. Specifically, in step 2 we used a lower bound in order to simplify the difficult, non-convex in general, problem. A goal for future research is to consider methods to tighten this lower bound. For example, such a method can be based on elimination of irrelevant codeword-pairs, e.g., far apart pairs connected with a line in the same direction as the line connecting a closer pair. In the derivation for the non-linear Gaussian noise channel, a linearization of the decoder was proposed as a part of the derivation of the minimum norm problem. Future research could study other derivations of minimum norm formulations, which are suitable for non-linear classifiers.

Next, in Sec. IV, we have proved an expected generalization error bound for the error probability loss. The stated generalization error bound holds only on average, and a goal for future research is to prove a generalization bound which holds with
Additive noise channel with a two-dimensional Gaussian mixture noise. Left: the test samples in SNR 27 [dB]. Right: error probability vs. various SNRs [dB].

**TABLE III**

**TWO-DIMENSIONAL LINEAR WHITE GAUSSIAN NOISE CHANNEL. EXPERIMENT PARAMETERS**

| d | m | \(\eta_{\text{train}}\) | \(\eta_{\text{test}}\) | \(\lambda\) | SNR_{\text{train}} |
|---|---|---|---|---|---|
| 2 | 8 | \(1.6 \cdot 10^4\) | \(1.4 \cdot 10^4\) | \(10^8\) | \((10^{-5}, 10^{-5})\) | 3.74 |

Two-dimensional linear white Gaussian noise channel. Left: codewords (circles) and output samples (X’s). Right: error probability vs. various SNRs [dB].

**TABLE IV**

**TWO-DIMENSIONAL NON-LINEAR WHITE GAUSSIAN NOISE CHANNEL. EXPERIMENT PARAMETERS**

| d | m | \(\eta_{\text{train}}\) | \(\eta_{\text{test}}\) | \(\lambda\) | SNR_{\text{train}} |
|---|---|---|---|---|---|
| 2 | 8 | \(1.6 \cdot 10^4\) | \(3 \cdot 10^4\) | \(10^8\) | \((10^{-5}, 10^{-5})\) | 11.7 |

High probability. Such generalization bounds were recently proved for SVM in [53], possibly the same methods could be used for this problem. Another possibility for improving the generalization bound is by making assumptions on the noise distribution, similar to what was established for vector quantizers in [37], [38], [40], and [39].

For channels with complicated non-linear transformations, a linear kernel might perform poorly. Nonetheless, it is possible to enrich the expressive power of the NN decoder, by first mapping the codewords into a high-dimensional feature space [21, Ch. 16]. If such a mapping is applied to the codebook, then the matrices dimensions will increase accordingly, \(H = \mathbb{R}^{d_y \times D_x}\) and \(K = S^{D_x \times D_x}\). Therefore, a hypothesis will be determined by \(O(d_y D_x + D_x^2)\) parameters. Furthermore, the complexity of every operation involving codewords would increase significantly. These computations become infeasible when the mapping is to an infinite dimension feature space. As well known, in order to alleviate this dimensionality problem, one can use the kernel trick [21, Ch. 16.2] for the non-linear channel model. In this regard, it can be shown that the RLM and its solution, the decoder, can be expressed solely by the kernel function and the samples. However, the constraint \(H^T H \preceq K\) cannot be easily expressed in terms of the kernel. It is a goal for future research to solve this problem and enable the use of a kernel trick in this problem.
In Sec. V, we proposed a stochastic sub-gradient descent algorithm for solving the RLM problem. This algorithm involves a projection step in each iteration. While the complexity of the projection is independent of the sample size, it still poses a significant computational load for high-dimensional problems. The projection step in the non-linear channel model stems from the linearization of the decoder, and therefore it might be unnecessary for alternative variants of minimum norm problems.

Finally, a different direction for future research is exploring the margin properties of DNNs in the context of the decoder learning problem. For classification problems, it was recently identified that the large margin principle is beneficial to the learning problem. For classification problems, it was recently identified that the large margin principle is beneficial to the generalization ability of DNNs (see, e.g., the survey [54] and references therein). It is of interest to identify similar properties for the decoder learning problem.

APPENDIX A
DERIVATIONS FOR SECTION III

In this appendix, we provide the proofs for the derivation of the RLM for the additive noise channel (Appendix A-A), and provide the development steps and proofs for the non-linear channel (Appendix A-B).

A. Proofs for the Additive Noise Channel RLM Problem

We start by justifying the margin based objective (step 1) by proving claim 2.

Proof of Claim 2: Consider the decision regions of a given codeword-pair \( x_p, x_q \in C \)

\[
|x_p - y|_S \overset{q}{\underset{p}{\geq}} |x_q - y|_S \\
\iff \left(y - \frac{1}{2}(x_p + x_q) \right)^T S\delta_{pq} \overset{p}{\underset{q}{\geq}} 0. \tag{39}
\]

Note that the factor \(-\frac{1}{2}(x_p + x_q)\) centers the codebook and accordingly the subset \(D_p \cup D_q\) of that dataset. We remain with a linear classifier \(y \bar{S} \delta_{pq} \overset{p}{\underset{q}{\geq}} 0\) for the centered samples \(y \triangleq y - \frac{1}{2}(x_p + x_q)\). By using [21, Claim 15.1] we get that the distance between a point \(v\) and the hyperplane with normal vector \(S\delta_{pq}\) is

\[
\frac{|v^T S\delta_{pq}|}{\|S\delta_{pq}\|}. \tag{40}
\]

Therefore, the margin induced by \(S\) for the codeword-pair \(p, q\) is

\[
\min_{i \in D_p \cup D_q} \frac{|(y_i - \frac{1}{2}(x_p + x_q))^T S\delta_{pq}|}{\|S\delta_{pq}\|}. \tag{41}
\]

Taking the minimum over all codeword-pairs and maximizing over \(S\) gives

\[
\max_{S \in \mathbb{S}} \min_{1 \leq p < q \leq m} \min_{i \in D_p \cup D_q} \frac{|(y_i - \frac{1}{2}(x_p + x_q))^T S\delta_{pq}|}{\|S\delta_{pq}\|}. \tag{42}
\]

Under the assumption of separability we can equivalently write

\[
\max_{S \in \mathbb{S}} \min_{1 \leq p < q \leq m} \min_{i \in D_p \cup D_q} \left(-1 \right)^{i(D_q)} \frac{|(y_i - \frac{1}{2}(x_p + x_q))^T S\delta_{pq}|}{\|S\delta_{pq}\|}. \tag{43}
\]

We proceed to show the lower bound validity (step 2) by proving claim 3.

Proof of Claim 3: Due to invariance to scaling of \(S\) in (14), we can add the constraint \(\max_{1 \leq p < q \leq m} \|S\delta_{pq}\| \leq 1\) (from (15)), and get an equivalent problem. Under this constraint

\[
\max_{S \in \mathbb{S}} \min_{1 \leq p < q \leq m} \min_{i \in D_p \cup D_q} \left(-1 \right)^{i(D_q)} \frac{|(y_i - \frac{1}{2}(x_p + x_q))^T S\delta_{pq}|}{\|S\delta_{pq}\|}, \tag{44}
\]

which directly leads to the claim.

Now we turn to prove the equivalent minimum norm formulation (step 3). This is done by proving Lemma 4.
Proof of Lemma 4: Let $S^*$ be a solution of (15) and $\gamma^*$ be its margin value, i.e.,

$$\gamma^* = \min_{1 \leq p < q \leq m} \frac{ \min \, \{ a_{pq}^T S^* \delta_{pq} \} }{ \max_{1 \leq p < q \leq m} \| S^* \delta_{pq} \| }.$$  

Let $S^\#$ be the solution to (16) and denote

$$\hat{S} \triangleq \frac{S^\#}{\max_{1 \leq p < q < m} \| S^\# \delta_{pq} \|}.$$  

We will show that $\hat{S}$ is a solution to (15).

First, we show that $\hat{S}$ achieves a margin value of at least $\gamma^*$. By definition of $\gamma^*$, we have that for all $1 \leq p < q \leq m$, $\epsilon \in D_p \cup D_q$ it holds that $a_{pq}^T S^\# \delta_{pq} \geq 1$. Hence, $\hat{S}$ satisfies the constraint in (16), combined with $S^\#$ being a minimizer for (16) it yields

$$\max_{1 \leq p < q \leq m} \| S^\# \delta_{pq} \|^2 \leq \max_{1 \leq p < q \leq m} \frac{ \| S^* \delta_{pq} \|^2 }{ \gamma^* }.$$  

Using this, we can bound

$$\max_{1 \leq p < q \leq m} \| S^\# \delta_{pq} \| = \frac{ \max_{1 \leq p < q \leq m} \| S^* \delta_{pq} \| }{ \gamma^* } \leq \frac{ \| S^* \delta_{pq} \| }{ \gamma^* } \leq 1.$$  

Second, $\hat{S}$ complies with the constraints of (15), since, by definition

$$\max_{1 \leq p < q \leq m} \| \hat{S} \delta_{pq} \| = \max_{1 \leq p < q \leq m} \| \frac{ S^\# \delta_{pq} }{ \max_{1 \leq p < q \leq m} \| S^\# \delta_{pq} \| } \| = 1.$$  

Notice that due to invariance to scaling, in a NN decoder, using $S^\#$ is equivalent to using $\hat{S}$. Maximizing $\| S^\# \delta_{pq} \|$ is equivalent to maximizing $\| S^\# \delta_{pq} \|^2$. This argument completes the proof. ■

We next consider step 4, and show that relaxing the separability assumption of a minimum norm problem leads to an RLM problem. To this end, we allow the constraints in the minimum norm problem (16) to be violated by adding non-negative slack variables $\{ \xi_{pq} \}$, one for each sample. We penalize for violations by minimizing over the slack variables and add $\lambda$ as a regularization parameter that controls the tradeoff between the two terms. This leads to the following optimization problem

$$\min \, \min_{S \in S^+, \{ \xi_{pq} \}} \lambda \max_{0 \leq p < q \leq m} \| S \delta_{pq} \|^2 + \sum_{1 \leq p < q \leq m} \xi_{pq} \quad \text{subject to} \quad a_{pq}^T S \delta_{pq} \geq 1 - \xi_{pq}, \quad \forall 1 \leq p < q \leq m, \epsilon \in D_p \cup D_q, \xi_{pq} \geq 0.$$  

For any $1 \leq p < q \leq m, \epsilon \in D_p \cup D_q$ either $a_{pq}^T S \delta_{pq} \geq 1$ and then $\xi_{pq} = 0$, or $a_{pq}^T S \delta_{pq} < 1$ and then $\xi_{pq} = 1 - a_{pq}^T S \delta_{pq}$. Substituting $\xi_{pq} = \max \{ 0, 1 - a_{pq}^T S \delta_{pq} \}$ in (54) gives (17).

B. Development Steps and Proofs for the Non-Linear White Gaussian Channel

We next develop an RLM problem from a maximum margin approach for the non-linear white Gaussian noise channel. The derivation follows the same general steps as the ones for the additive noise channel in Sec. III-A, and so we omit details whenever they are similar to that of Sec. III-A. Nonetheless, we highlight the step of developing a minimum norm formulation (Step 3), since it is delicate due to the quadratic form of the decoder, and so requires an additional approximation step.

1) Step 1 – Maximization of the Minimum Margin: As before, we begin with the assumption that the dataset $D$ is separable, which means here that there exists a decoder $H$ that achieves zero loss over $D$, and this assumption will be relaxed in the following steps. Now, the learner’s goal is to find a decoder $H$ that maximizes the minimum margin, over all transformed codeword-pairs $H x_p, H x_q \in C$. This margin-maximization problem is given as follows:

**Claim 10:** The maximum margin induced by a decoder $H$ is

$$\max_{H \in \mathbb{H}, \epsilon \in [n]} min_{i \in [n]} \frac{ y_i^T H \delta_{j,i} - \frac{1}{2} (x_{j,i} + x_{j,i'})^T H^T H \delta_{j,i} }{ \| H \delta_{j,i} \| }.$$  

**Proof:** For every codeword-pair $x_p, x_q \in C$ the decision regions are

$$\| y - H x_p \| \overset{p}{\geq} \| y - H x_q \| \quad \iff \quad y^T H \delta_{pq} - \frac{1}{2} (x_p + x_q)^T H^T H \delta_{pq} \overset{p}{\geq} 0.$$  

Using analogous arguments to those used in the proof of Claim 2 completes the proof. ■

2) Step 2 – a Lower Bound: The problem (55) is not necessarily convex and is hard to solve directly. Therefore, we proceed to maximize the following lower bound on its value. Unlike the analogous lower bound in Sec. III-A, finding this lower bound is not a convex optimization problem, but it still serves as a useful step for next derivations. We denote $r_x = \max_{j \in [m]} \| f(x_j) \|$ and $R_x = \max_{j \in [m]} \| f(x_j) \|.

**Claim 11:** The value of the problem

$$\max_{H \in \mathbb{H}, \epsilon \in [n]} min_{i \in [n], j \in [m]} y_i^T H \delta_{j,i} - \frac{1}{2} (x_{j,i} + x_{j,i'})^T H^T H \delta_{j,i}$$
subject to $\max_{1 \leq p < q \leq m} \|H\delta_{pq}\| \leq \sqrt{\frac{r_x^2}{r_x^2 + R_x^2}}$, (57)

is a lower bound on the value of (55). The proof is similar to the proof for claim 3. We note, however, that since the current considered class of decoders is not scale invariant, we suspect that this lower bound might be less tight in general. So tightening of this bound is an interesting open problem.

Proof: By adding the constraint

$$\max_{1 \leq p < q \leq m} \|H\delta_{pq}\| \leq \sqrt{\frac{r_x^2}{r_x^2 + R_x^2}},$$

we effectively restrict the hypothesis class without increasing the value of the problem. This is since $\sqrt{\frac{r_x^2}{r_x^2 + R_x^2}} < 1$ and so under this additional constraint

$$\max_{(H,K) \in \mathcal{H} \times \mathcal{K}} \min_{i \in [n]} \min_{j \in [m] \setminus \{j_i\}} y_i^T H\delta_{j,j'} - \frac{1}{2} \left( (x_j + x_{j'})^T H^T H\delta_{j,j'} \right) \leq \max_{(H,K) \in \mathcal{H} \times \mathcal{K}} \min_{i \in [n]} \min_{j \in [m] \setminus \{j_i\}} y_i^T H\delta_{j,j'} - \frac{1}{2} \left( (x_j + x_{j'})^T H^T H\delta_{j,j'} \right) \leq \sqrt{\frac{r_x^2}{r_x^2 + R_x^2}},$$

This directly leads to the claim.

3) Step 3 – Minimum Norm Formulation: As we have seen, obtaining an RLM problem and the removal of the separability assumption is done via a minimum norm formulation. In order to obtain a minimum norm formulation, the objective function should be linear in the parameter determining the decoder, yet (57) violates this requirement. We therefore resort to the following approximation strategy. First, we write $K = H^TH \in \mathcal{K} \triangleq \mathbb{S}_{+}^d$ and thus linearize the decoder’s parametrization. We then drop this constraint, yet add a judicious constraint on $\max_{1 \leq p < q \leq m} \|H\delta_{pq}\|^2 + \max_{1 \leq p' < q' \leq m} \|K\delta_{p'q'}\|^2$, which replaces the constraint $\max_{1 \leq p < q \leq m} \|H\delta_{pq}\| \leq \sqrt{\frac{r_x^2}{r_x^2 + R_x^2}}$ in (57). With this approximation, we then convert the problem (57) to a minimum norm problem. Then, since the learned decoder will eventually use a learned linear kernel $H$ and will (implicitly) set $K = H^TH$, we re-introduce the constraint $K = H^TH$, but in a convex-relaxed form $H^TH \preceq K$.

Specifically, we choose the constraint on $\max_{1 \leq p < q \leq m} \|H\delta_{pq}\|^2 + \max_{1 \leq p' < q' \leq m} \|K\delta_{p'q'}\|^2$ as follows: Since the channel transformation $f$ increases the norm of $x$ by a factor of at most $R_x/r_x$ it is reasonable to bound $\lambda_{\max}(H) \leq \frac{R_x}{r_x}$. Now, the constraint on $H$ in (57) implies that

$$\max_{1 \leq p < q \leq m} \delta_{pq}^TK\delta_{pq} = \max_{1 \leq p < q \leq m} \|H\delta_{pq}\|^2 \leq \frac{r_x^2}{r_x^2 + R_x^2},$$

Then,

$$\max_{1 \leq p < q \leq m} \|K\delta_{pq}\|^2 \leq \lambda_{\max}(K) \cdot \max_{1 \leq p < q \leq m} \delta_{pq}^TK\delta_{pq},$$

We however do not explicitly add this constraint on $H$, but rather use it to develop a constraint on $K$.

which holds since $K \in \mathcal{K}$ is symmetric. By replacing the constraint in (57), we get the following problem

$$\max_{(H,K) \in \mathcal{H} \times \mathcal{K}} \min_{i \in [n]} \min_{j \in [m] \setminus \{j_i\}} y_i^T H\delta_{j,j'} - \frac{1}{2} \left( (x_j + x_{j'})^T K\delta_{j,j'} \right)$$

subject to

$$\max_{1 \leq p < q \leq m} \|H\delta_{pq}\|^2 + \max_{1 \leq p' < q' \leq m} \|K\delta_{p'q'}\|^2 \leq 1.$$ (63)

The formulation (63) then leads to a minimum norm problem, as desired.

Lemma 12: Every solution to the following minimum norm problem

$$\min_{(H,K) \in \mathcal{H} \times \mathcal{K}} \max_{1 \leq p < q \leq m} \|H\delta_{pq}\|^2 + \max_{1 \leq p' < q' \leq m} \|K\delta_{p'q'}\|^2$$

subject to

$$\max_{1 \leq p < q \leq m} \|H\delta_{pq}\|^2 + \max_{1 \leq p' < q' \leq m} \|K\delta_{p'q'}\|^2 \leq 1.$$ (63)

is a solution to (63).

The proof of Lemma 12 shares similar structure to the proof of Lemma 4 but it is more delicate, due to the more complicated parametrization of the linearized decoder.

Proof: Let $(H^*,K^*)$ be a solution of (63) and $\gamma^*$ its margin value, i.e.,

$$\gamma^* = \min_{i \in [n]} \min_{j \in [m] \setminus \{j_i\}} y_i^T H\delta_{j,j'} - \frac{1}{2} \left( (x_j + x_{j'})^T K\delta_{j,j'} \right).$$ (65)

Let $(H^\#,K^\#)$ be a solution to (64) and denote the corresponding normalized solution

$$\hat{H} \triangleq \frac{H^H}{\sqrt{\max_{1 \leq p < q \leq m} \|H^\#\delta_{pq}\|^2 + \max_{1 \leq p' < q' \leq m} \|K^\#\delta_{p'q'}\|^2}},$$

and

$$\hat{K} \triangleq \frac{K^H}{\sqrt{\max_{1 \leq p < q \leq m} \|H^\#\delta_{pq}\|^2 + \max_{1 \leq p' < q' \leq m} \|K^\#\delta_{p'q'}\|^2}}.$$

We will show that $(\hat{H},\hat{K})$ is a solution to (63).

First, we show that $(\hat{H},\hat{K})$ achieves a margin value of at least $\gamma^*$. By definition of $\gamma^*$ we have that for all $i \in [n], j' \in [m] \setminus \{j_i\}$:

$$\frac{y_i^T H^*}{\gamma^*} \delta_{j,j'} - \frac{1}{2} \left( (x_j + x_{j'})^T \frac{K^*}{\gamma^*} \delta_{j,j'} \right) \geq 1.$$ (68)
Hence, \((H^*, K^*)\) satisfies the constraint in (64). Combined with \((H^*, K^*)\) being a minimizer for (64), it yields

\[
\begin{align*}
\max_{1 \leq p < q \leq m} \left\| H^\# \delta_{pq} \right\|^2 + \max_{1 \leq p' < q' \leq m} \left\| K^\# \delta'_{p'q'} \right\|^2 \\
\leq \max_{1 \leq p < q \leq m} \frac{H^*}{\gamma^*} \left\| \delta_{pq} \right\|^2 + \max_{1 \leq p' < q' \leq m} \frac{K^*}{\gamma^*} \left\| \delta'_{p'q'} \right\|^2 .
\end{align*}
\]

(69)

Using this we can bound

\[
\begin{align*}
\max_{1 \leq p < q \leq m} \left\| H^\# \delta_{pq} \right\|^2 + \max_{1 \leq p' < q' \leq m} \left\| K^\# \delta'_{p'q'} \right\|^2 \\
\leq \left( \frac{1}{\gamma^*} \right)^2 \max_{1 \leq p < q \leq m} \left\| H^* \delta_{pq} \right\|^2 \\
+ \left( \frac{1}{\gamma^*} \right)^2 \max_{1 \leq p' < q' \leq m} \left\| K^* \delta'_{p'q'} \right\|^2 \\
\leq \left( \frac{1}{\gamma^*} \right)^2 ,
\end{align*}
\]

(70)

(71)

(72)

where the last inequality is due to \((H^*, K^*)\) satisfying the constraints of (63). It follows that for all \(i \in [n], j' \in [m] \setminus \{ j \} \):

\[
y^T_i H^\delta_{j_i j'} - \frac{1}{2} (x_{j_i} + x_{j'})^T K^\delta_{j_i j'} = \frac{y^T_i H^* \delta_{j_i j'} - \frac{1}{2} (x_{j_i} + x_{j'})^T K^* \delta_{j_i j'}}{\sqrt{\max_{1 \leq p < q \leq m} \left\| H^\# \delta_{pq} \right\|^2 + \max_{1 \leq p' < q' \leq m} \left\| K^\# \delta'_{p'q'} \right\|^2}} \geq \frac{1}{\gamma^*} \\
\geq \frac{1}{\gamma^*},
\]

(73)

(74)

(75)

where \(a\) is due to \((H^#, K^#)\) satisfying the constraint

\[
y^T_i H^\# \delta_{j_i j'} - \frac{1}{2} (x_{j_i} + x_{j'})^T K^\# \delta_{j_i j'} \geq 1
\]

(76)

for all \(i \in [n], j' \in [m] \setminus \{ j \} \), and \(b\) follows from (70).

Second, we show that \((\hat{H}, \hat{K})\) complies with the constraints of (63). By definition

\[
\begin{align*}
\max_{1 \leq p < q \leq m} \left\| \hat{H}\delta_{pq} \right\|^2 + \max_{1 \leq p' < q' \leq m} \left\| \hat{K}\delta'_{p'q'} \right\|^2 \\
= \max_{1 \leq p < q \leq m} \left\| H^\# \delta_{pq} \right\|^2 + \max_{1 \leq p' < q' \leq m} \left\| K^\# \delta'_{p'q'} \right\|^2 \\
= \max_{1 \leq p < q \leq m} \left\| H^\# \delta_{pq} \right\|^2 + \max_{1 \leq p' < q' \leq m} \left\| K^\# \delta'_{p'q'} \right\|^2 \\
\leq 1.
\end{align*}
\]

(77)

(78)

As evident from (55) with \(H^T H\) replaced by \(K\), the problem is scale invariant and so using \((H^#, K^#)\) is equivalent to using \((\hat{H}, \hat{K})\).

As said, after obtaining a minimum norm formulation (64) we add the convex constraint \(H^T H \preceq K\).

4) **Step 4 – Relaxation of the Separability Assumption:** Next, we introduce slack variables in order to relax the assumption that the dataset \(D\) is separable. To this end, we allow the constraints in the minimum norm problem to be violated by adding non-negative slack variables \(\{\xi_{ij}\}\), one for each sample. We penalize for violations by minimizing over the slack variables and add \(\lambda\) as a regularization parameter. This leads to the following optimization problem

\[
\min_{(H, K) \in \mathbb{H} \times \mathbb{K}} \min_{(\xi) \in \mathbb{R}^d} \lambda \left[ \max_{1 \leq p < q \leq m} \left\| H\delta_{pq} \right\|^2 \\
+ \max_{1 \leq p' < q' \leq m} \left\| K\delta'_{p'q'} \right\|^2 \\
+ \sum_{i \in [n]} \sum_{j' \in [m] \setminus \{ j \}} \xi_{ij} \right]
\]

subject to

\[
y^T_i H\delta_{ij_i j'} - \frac{1}{2} (x_{j_i} + x_{j'})^T K\delta_{ij_i j'} \geq 1 - \xi_{ij} \]

\[
\xi_{ij} \geq 0.
\]

(79)

For any \(i \in [n], j' \in [m] \setminus \{ j \}\), either \(y^T_i H\delta_{ij_i j'} - \frac{1}{2} (x_{j_i} + x_{j'})^T K\delta_{ij_i j'} \geq 1\) and then \(\xi_{ij} = 0\), or \(y^T_i H\delta_{ij_i j'} - \frac{1}{2} (x_{j_i} + x_{j'})^T K\delta_{ij_i j'} < 1\) and then \(\xi_{ij} = 1 - [y^T_i H\delta_{ij_i j'} - \frac{1}{2} (x_{j_i} + x_{j'})^T K\delta_{ij_i j'}]\). By substituting

\[
\xi_{ij} = \max \left\{ 0, 1 - \left[ y^T_i H\delta_{ij_i j'} - \frac{1}{2} (x_{j_i} + x_{j'})^T K\delta_{ij_i j'} \right] \right\}
\]

(80)

in (79), the problem (79) is equivalent to the RLM problem for the hinge loss function \(\hinge(H, K, i)\) in (19). The RLM problem is then given by

\[
\min_{(H, K) \in \mathbb{H} \times \mathbb{K}} \hat{L}_D^\hinge(H, K) \\
+ \lambda \left[ \max_{1 \leq p < q \leq m} \left\| H\delta_{pq} \right\|^2 \\
+ \max_{1 \leq p' < q' \leq m} \left\| K\delta'_{p'q'} \right\|^2 \right]
\]

subject to \(H^T H \preceq K\),

(81)

where \(L_D^\hinge(H, K)\) is as in (20), and \(\lambda > 0\) is a regularization parameter.

5) **Step 5 – Inducing Stability by a Generalization of the Regularization:** The regularization function is similar to the one from Sec. III-A. In the same manner we modify the learning rule to a stable one by considering a proper partition. The final RLM rule for finding a maximum minimum margin decoder is defined for a given set of positive parameters \(\{\eta_j\}_{j \in \{d+1\}}\) which satisfy \(\sum_{j=1}^{d+1} \eta_j = 1\), and a proper partition \(\{P_j\}_{j \in \{d+1\}}\), as

\[
A(D) = \arg \min_{(H, K) \in \mathbb{H} \times \mathbb{K}} \hat{L}_D^\hinge(H, K) + \lambda \sum_{j=1}^{d+1} \eta_j \\
\times \max_{j' \in P_j} \left\| H\delta_{j_i j'} \right\|^2 + \max_{j' \in P_j} \left\| K\delta_{j_i j'} \right\|^2
\]

subject to \(H^T H \preceq K\).

(82)
APPENDIX B
PROOFS FOR SECTION IV

Throughout this section we will use only Euclidean norms. For two matrices \( H \) and \( K \) we will let
\[
\|(H, K)\|_F \triangleq \sqrt{\|H\|_F^2 + \|K\|_F^2}. \tag{83}
\]

A. Proof of Theorem 5

The proof will use the strong convexity of the regularization function and the convexity and Lipschitzness of the loss function. The following lemma establishes the strong convexity constant of the regularization function for the additive noise channel model.

Lemma 13: Assume that \( \text{Span}\{\delta_{pq}\}_{1 \leq p < q \leq m} = \mathbb{R}^d \)
and let \( \{P_i\}_{i \in [d+1]} \) be a proper partition. Then, \( g(S) \triangleq \sum_{i=1}^{d+1} \eta_i \max_{P_i} \|S\delta_j\|^2 \) is \( 2\gamma \)-strongly convex w.r.t. the Frobenius norm, where
\[
\gamma \triangleq \min_{S \in \mathbb{R}^{d \times d}} \sum_{i=1}^{d+1} \eta_i \cdot \min_{P_i} \|S\delta_j\|^2, \tag{84}
\]
and the lower bound
\[
\gamma = \min_{\{j_i \in P_i\}_{i=1}^{d+1}} \lambda_{\min} \left( \sum_{i=1}^{d+1} \eta_j \delta_j \delta_j^T \right) \geq \eta_{\min} \min_{1 \leq p < q \leq m} \|\delta_{pq}\|^2, \tag{85}
\]
holds with \( \eta_{\min} \triangleq \min_{i \in [d+1]} \{\eta_i\} \).

We prove Lemma 13 for an arbitrary matrix \( H \in \mathbb{R}^{d_x \times d_z} \), and specifically, the result is applicable to any PSD matrix \( S \).

Proof: We prove the claim by strong convexity directly from its definition (e.g., [21, Definition 13.4]). Let \( \alpha \in [0, 1] \) be given. Then,
\[
g(\alpha H_1 + (1 - \alpha) H_2) - \alpha g(H_1) - (1 - \alpha) g(H_2)
= \sum_{i=1}^{d+1} \eta_i \cdot \max_{P_i} \left( \alpha \|H_1 + (1 - \alpha) H_2\|\delta_j\|^2 \right)
- \alpha \sum_{i=1}^{d+1} \eta_i \cdot \max_{P_i} \|H_1\delta_j\|^2
-(1 - \alpha) \sum_{i=1}^{d+1} \eta_i \cdot \max_{P_i} \|H_2\delta_j\|^2 
\]
\[
= \sum_{i=1}^{d+1} \eta_i \cdot \max_{P_i} \left[ \alpha^2 \|H_1\delta_j\|^2 + 2\alpha (1 - \alpha) \|H_1\delta_j, H_2\delta_j\|^2 \right.
\]
\[
+ (1 - \alpha)^2 \|H_2\delta_j\|^2 \left. \right] 
- \alpha \sum_{i=1}^{d+1} \eta_i \cdot \max_{P_i} \|H_1\delta_j\|^2
-(1 - \alpha) \sum_{i=1}^{d+1} \eta_i \cdot \max_{P_i} \|H_2\delta_j\|^2 
\]
\[
\leq \sum_{i=1}^{d+1} \eta_i \cdot \max_{P_i} \left[ \alpha^2 \|H_1\delta_j\|^2 + 2\alpha (1 - \alpha) \|H_1\delta_j, H_2\delta_j\|^2 \right.
\]
\[
+ (1 - \alpha)^2 \|H_2\delta_j\|^2 - \alpha \|H_1\delta_j\|^2 - (1 - \alpha) \|H_2\delta_j\|^2 \right] 
\]
\[
= \sum_{i=1}^{d+1} \eta_i \cdot \max_{P_i} \left[ \alpha^2 \|H_1\delta_j\|^2 + 2\alpha (1 - \alpha) \|H_1\delta_j, H_2\delta_j\|^2 \right.
\]
\[
+ (1 - \alpha)^2 \|H_2\delta_j\|^2 - \alpha \|H_1\delta_j\|^2 - (1 - \alpha) \|H_2\delta_j\|^2 \right]
\]
\[
= \sum_{i=1}^{d+1} \eta_i \cdot \max_{P_i} \alpha (\alpha - 1) \|H_1\delta_j\|^2 + \alpha (\alpha - 1) \|H_2\delta_j\|^2
- 2\alpha (1 - \alpha) \langle H_1\delta_j, H_2\delta_j \rangle
\]
\[
= \sum_{i=1}^{d+1} \eta_i \cdot \max_{P_i} (\alpha - 1)
\times \left[ \|H_1\delta_j\|^2 - 2 \langle H_1\delta_j, H_2\delta_j \rangle + \|H_2\delta_j\|^2 \right] \tag{89}
\]
\[
= -\alpha (1 - \alpha) \sum_{i=1}^{d+1} \eta_i \cdot \min_{P_i} \|H_1 - H_2\delta_j\|^2 \tag{90}
\]
\[
\leq -\alpha (1 - \alpha) \gamma \|H_1 - H_2\|^2 \tag{91}
\]
where the first inequality is by decreasing the absolute value of the negative element, and where \( \gamma \) is as defined in (84) (Lemma 13).

Denote the singular value decomposition (SVD) of \( H \) by \( H \triangleq U \Lambda V^T \), where \( U \in \mathbb{R}^{d_x \times d_x} \), \( V \in \mathbb{R}^{d_x \times d_x} \) are unitary matrices and their columns are the left-singular vectors and right-singular vectors respectively, and \( \Lambda \in \mathbb{R}^{d_x \times d_x} \) is a diagonal matrix whose elements are the corresponding singular values. Denote the main diagonal of \( \Lambda^2 \) by \( \alpha \). Further denote \( d_j^{(V)} \triangleq V^T \delta_j \) and its element-wise squaring by \( d_j^{(V)^2} \). With these definitions we can establish the following relation:
\[
\|H\delta_j\|^2 = \delta_j^T U \Lambda U^T V \delta_j = \left\| \Lambda d_j^{(V)} \right\|^2 = d_j^{(V)^T} \alpha. \tag{93}
\]
Using the above, we bound \( \gamma \) as follows
\[
\gamma = \min_{H \in \mathcal{H}} \sum_{i=1}^{d+1} \eta_i \min_{P_i} \|H_j\|^2 \tag{94}
\]
\[
= \min_{H \in \mathcal{H} : \|H\|_F = 1} \sum_{i=1}^{d+1} \eta_i \min_{P_i} \|H_j\|^2 \tag{95}
\]
\[
= \min_{\{j_i \in P_i\}_{i=1}^{d+1}} \min_{H \in \mathcal{H} : \|H\|_F = 1} \sum_{i=1}^{d+1} \eta_i \|H_j\|^2 \tag{96}
\]
\[
(a) = \min_{\{j_i \in P_i\}_{i=1}^{d+1}} \Lambda \in \text{diag}(\Delta^2), V^T V = V^{-1} \sum_{i=1}^{d+1} \eta_i \left\| \Lambda d_j^{(V)} \right\|^2 \tag{97}
\]
\[
(b) = \min_{\{j_i \in P_i\}_{i=1}^{d+1}} \alpha \in \Delta^2, V^T V = V^{-1} \sum_{i=1}^{d+1} \eta_i \left\| d_j^{(V)} \right\|^2 \tag{98}
\]
\[
= \min_{\{j_i \in P_i\}_{i=1}^{d+1}} \alpha \in \Delta^2, V^T V = V^{-1} \left( \sum_{i=1}^{d+1} \eta_i \left\| d_j^{(V)} \right\|^2 \right)^T \alpha \tag{99}
\]
\[
= \min_{\{j_i \in P_i\}_{i=1}^{d+1}} \alpha \in \Delta^2, V^T V = V^{-1} \left( \sum_{i=1}^{d+1} \eta_i \left\| v_j^{(V)} \right\|^2 \right)^T \alpha \tag{100}
\]
\[
= \min_{\{j_i \in P_i\}_{i=1}^{d+1}} \min_{V^T V = V^{-1}} \left( \sum_{k=1}^{d} \eta_i \left\| v_j^{(V)} \right\|^2 \right) \tag{101}
\]
\[
= \min_{\{j_i \in P_i\}_{i=1}^{d+1}} \min_{v_1 \in \mathbb{R}^{d_x}, v_1 = 1} \left( \sum_{i=1}^{d+1} \eta_i \left\| v_j^{(V)} \right\|^2 \right) \tag{102}
\]
where \( (a) \) follows from 93, \((b)\) follows since \( \sum_{k=1}^{d} \alpha(k) = \|H\|_{F}^{2} = 1 \) implies that \( \alpha \in \Delta^{d} \), in \((c)\) \( \{v_{i}\}_{i \in [d]} \) are the columns of \( V \), and \((d)\) is due to \( V^{T} \) and \( \Lambda \) being decided up to row permutations, so we can always choose them such that the maximal index \( k \in [d] \) will be \( k = 1 \). At \((d)\), we note that due to the partition being proper, there is no \( v_{1} \) for which \( v_{1}^{T} \delta_{j_{1}} = 0 \) for all \( j_{1} \in [d+1] \), so the bound is positive. Otherwise, one could choose representatives \( \{j_{i} \in P_{i}\}_{i = 1}^{d+1} \) such that they are all perpendicular to some singular vector and the bound will be zero. Finally, \((e)\) is due to the Rayleigh quotient bounds \( R(M, x) = x^{T} M x / \|x\|^{2} \in [\lambda_{\min}(M), \lambda_{\max}(M)] \) for all \( x \in \mathbb{R}^{d} \).

The next lemma establishes the convexity and Lipschitz constant of the loss function for the additive noise channel model. The proof of this lemma will use the following claim.

**Claim 14:** Let \( a, b, \delta \in \mathbb{R}^{d} \) then

\[
\| \text{dsym} \left( ab^{T} \right) \|_{F}^{2} \leq 2 \|a\|^{2} \|b\|^{2} + 2 \langle a, b \rangle^{2}.
\]

**Proof:** Denote \( A \triangleq ab^{T} \). Then, using the properties of the trace operation,

\[
\| \text{dsym} \left( A \right) \|_{F}^{2} = \|A + A^{T} - \text{diag}(A)\|_{F}^{2} = \langle A, A \rangle + \langle A^{T}, A \rangle + \langle A^{T}, A \rangle - \langle A, \text{diag}(A) \rangle - \langle A^{T}, \text{diag}(A) \rangle + \langle \text{diag}(A), \text{diag}(A) \rangle
\]

\[
= 2 \|A\|_{F}^{2} + 2 \langle A, A^{T} \rangle - \| \text{diag}(A) \|_{F}^{2} - 2 \langle A, \text{diag}(A) \rangle
\]

\[
\leq 2 \|A\|_{F}^{2} + 2 \langle A, A^{T} \rangle - \| \text{diag}(A) \|_{F}^{2}
\]

and substituting back we get

\[
\| \text{dsym} \left( ab^{T} \right) \|_{F}^{2} \leq 2 \|a\|^{2} \|b\|^{2} + 2 \langle a, b \rangle^{2}.
\]
and the result for \(y_i = x_q + z_i\) will be immediate by switching 
\(p \leftrightarrow q\). After some more algebra, we get that for \(y_i = x_p + z_i\)
\[\langle \alpha_{pq}, \delta_{pq} \rangle^2 + \|\delta_{pq}\|^2 \|\alpha_{pq}\|^2 = 2 \langle z_i, \delta_{pq} \rangle \|\delta_{pq}\|^2 + \langle z_i, \delta_{pq} \rangle^2 + \|z_i\|^2 \|\delta_{pq}\|^2 + \frac{1}{2} \|\delta_{pq}\|^4.\]
\[(126)\]
Therefore,
\[y_i = x_p + z_i \Rightarrow \|V\| \leq \left(4 \langle z_i, \delta_{pq} \rangle \|\delta_{pq}\|^2 + 2 \langle z_i, \delta_{pq} \rangle^2 + 2 \|z_i\|^2 \|\delta_{pq}\|^2 + \|\delta_{pq}\|^4 \right)^{1/2},\]
\[(127)\]
and
\[y_i = x_q + z_i \Rightarrow \|V\| \leq \left(-4 \langle z_i, \delta_{pq} \rangle \|\delta_{pq}\|^2 + 2 \langle z_i, \delta_{pq} \rangle^2 + 2 \|z_i\|^2 \|\delta_{pq}\|^2 + \|\delta_{pq}\|^4 \right)^{1/2}.\]
\[(128)\]
We thus conclude that
\[L \leq \left(4 \langle z_i, \delta_{pq} \rangle \|\delta_{pq}\|^2 + 2 \langle z_i, \delta_{pq} \rangle^2 + 2 \|z_i\|^2 \|\delta_{pq}\|^2 + \|\delta_{pq}\|^4 \right)^{1/2},\]
\[(129)\]
and this bound completes the proof.

Now we are ready to prove Theorem 5 using the above Lemmas.

**Proof of Th. 5:** We begin by applying [21, Cor. 13.6], where we replace the 2A-strong-convexity of the Tikhonov regularization with the 2\(\gamma\)-strong-convexity of the regularization function from Lemma 13. Additionally, we take the Lipschitzness constant from Lemma 15. Then, we get from [21, Cor. 13.6] that the RLM problem (21) is on-average-replace-one-stable with rate 2\(\gamma^2/(\lambda \gamma n)\) and this implies the expected generalization bound
\[
\mathbb{E}_{D \sim \mu} \left[ \hat{I}^\text{hinge} (A(D)) - \hat{I}^\text{hinge} (A(D)) \right] \\
\leq \mathbb{E}_{D \sim \mu} \left[ \frac{\max_{1 \leq p < q \leq m} \max_{i \in [n]} \|Z_i, \delta_{pq}\| \|\delta_{pq}\|^2}{\lambda n \min_{1 \leq p < q \leq m} \|\delta_{pq}\|^2} + 4 \langle Z_i, \delta_{pq} \rangle^2 + 4 \|Z_i\|^2 \|\delta_{pq}\|^2 + 2 \|\delta_{pq}\|^4 \right]. \\
(130)\]
where the last inequality is by Cauchy-Schwartz. Now, we use the sub-Gaussian assumption in order to bound this expected value. Denote the event where all \(\{Z_i\}_{i \in [n]}\) are bounded by
\[\sqrt{2\sigma^2 \log \left(\frac{2n}{\delta}\right)},\] for \(\delta > 0\), i.e.,
\[\mathcal{E} = \bigcap_{i=1}^n \left\{ \|Z_i\| \leq \sqrt{2\sigma^2 \log \left(\frac{2n}{\delta}\right)} \right\}. \]
\[(132)\]
Now, since \(\{Z_i\}_{i \in [n]}\) are i.i.d. sub-Gaussian random variables with variance proxy \(\sigma^2\), then under the sub-Gaussian assumption and using the union bound,
\[\mathbb{P} (\mathcal{E}^c) = \mathbb{P} \left( \bigcup_{i=1}^n \left\{ \|Z_i\| \geq \sqrt{2\sigma^2 \log \left(\frac{2n}{\delta}\right)} \right\} \right) \leq 2n \exp \left(-\frac{2\sigma^2 \log \left(\frac{2n}{\delta}\right)}{2\sigma^2}\right) = \delta. \]
\[(133)\]
By conditioning the exception on this event, we get
\[\mathbb{E}_{D \sim \mu} \left[ 32r^2 \max_{i \in [n]} \|Z_i\| + 16r^2 \max_{i \in [n]} \|Z_i\|^2 + 8r^4 \right] \\
= \mathbb{E}_{D \sim \mu} \left[ 32r^2 \max_{i \in [n]} \|Z_i\| + 16r^2 \max_{i \in [n]} \|Z_i\|^2 + 8r^4 \right] \\
\times \left( \mathbb{P} (\mathcal{E}) + \mathbb{P} (\mathcal{E}^c) \right) \\
\leq \mathbb{E}_{D \sim \mu} \left[ 32r^2 \max_{i \in [n]} \|Z_i\| + 16r^2 \max_{i \in [n]} \|Z_i\|^2 + 8r^4 \right] \\
\times \mathbb{P} (\mathcal{E}) + \mathbb{P} (\mathcal{E}) \\
\leq \mathbb{E}_{D \sim \mu} \left[ 32r^2 \max_{i \in [n]} \|Z_i\| + 16r^2 \max_{i \in [n]} \|Z_i\|^2 + 8r^4 \right] \\
\times \mathbb{P} (\mathcal{E}) \left( 1 + \mathbb{P} (\mathcal{E}^c) \right). \]
\[(135)\]
Next we will bound each term.

The first term is bounded as follows
\[\mathbb{E}_{D \sim \mu} \left[ 32r^2 \max_{i \in [n]} \|Z_i\| + 16r^2 \max_{i \in [n]} \|Z_i\|^2 + 8r^4 \right] \\
\times \mathbb{P} (\mathcal{E}) \leq \mathbb{E}_{D \sim \mu} \left[ 32r^2 \max_{i \in [n]} \|Z_i\| \right] \]
\[\leq \frac{32r^2 \max_{i \in [n]} \|Z_i\|}{\lambda n \min_{1 \leq p < q \leq m} \|\delta_{pq}\|^2} + \frac{16r^2 \max_{i \in [n]} \|Z_i\|^2 + 8r^4}{\lambda n \min_{1 \leq p < q \leq m} \|\delta_{pq}\|^2} \mathbb{E} \]
\[(137)\]
where \((a)\) is due to \((a + b + c) \leq 3^\beta \left(\frac{1}{2}a + \frac{1}{3}b + \frac{1}{4}c\right) \leq 3^3 \left(\frac{1}{2}a + \frac{1}{3}b + \frac{1}{4}c\right) \leq 3^3 \left(\frac{1}{2}a + \frac{1}{3}b + \frac{1}{4}c\right)\).
For notational convenience denote $C \triangleq \lambda n \eta \min_{1 \leq p < q \leq m} \| \delta_{pq} \|^2$ for the following derivation. The second term is bounded by

$$
\mathbb{E}_{D \sim \mu} \left[ \frac{32 r_x^2 \max_{i \in [n]} |Z_i|}{\lambda n \eta \min_{1 \leq p < q \leq m} \| \delta_{pq} \|^2} \times \mathbb{I} \left( \mathcal{C}^c \right) \right]
$$

(a) follows from the Cauchy-Schwartz inequality, (b) follows again from $(a + b + c)^2 \leq 3r^{-1} (a^2 + b^2 + c^2)$, and (c) follows from standard bounds on the absolute moments of sub-Gaussian random variables (e.g., [55, Lemma 1.4]). Taking $\delta = 2/\eta$, we get

$$
C \sqrt{\mathbb{P} \left( \mathcal{C}^c \right)} \left( \mathbb{E}_{D \sim \mu} \left[ \frac{32 r_x^2 \max_{i \in [n]} |Z_i|}{\lambda n \eta \min_{1 \leq p < q \leq m} \| \delta_{pq} \|^2} \right] \right)^{1/2}
$$

(b) $\leq C \left( 3\delta \mathbb{E}_{D \sim \mu} \left[ 1024 r_x^6 \max_{i \in [n]} |Z_i|^2 \right] + 256 r_x^4 \max_{i \in [n]} |Z_i|^4 + 64 r_x^2 \right) \right)^{1/2}
$$

(c) $\leq C \sqrt{3 \delta \left( 8192 r_x^6 n \sigma_x^2 + 65536 r_x^4 n \sigma_x^2 + 64 r_x^2 \right)}$

$$
\leq C \sqrt{3 \delta \left( 8192 r_x^6 \sigma_x^2 + 65536 r_x^4 \sigma_x^2 + 64 r_x^2 \right)}.
$$

Now, following the proof of [21, Cor. 13.9], for any $S \in \mathcal{S}_B$, we have

$$
\mathbb{E}_{D \sim \mu} \left[ \mathbb{I}^\text{hinge} (A(D)) \right]
$$

$$
\leq \left( m - 1 \right) \mathbb{E}_{D \sim \mu} \left[ \mathbb{I}^\text{hinge} (A(D)) \right] + \left( m - 1 \right) \log (n)
$$

$$
\times \frac{1}{\lambda n} \sqrt{3 \delta \left( 8192 r_x^6 \sigma_x^2 + 65536 r_x^4 \sigma_x^2 + 64 r_x^2 \right)}.
$$

With that and the upper bound on the expected error probability by hinge (154), we conclude that

$$
\mathbb{E}_{\tilde{D} \sim \mu} \left[ \mathbb{I}^\text{hinge} (A(D)) \right]
$$

$$
\leq \left( m - 1 \right) \min_{S \in \mathcal{S}_B} \mathbb{I}^\text{hinge} (S) + m - 1 \lambda B^2 + \frac{(m - 1) \log (n)}{n}.
$$
\[ \lambda = \lambda_{\min \min_{p \leq q \leq m}} \| \delta_{pq} \|^2 \]

Optimizing this bound w.r.t. the choice of \( \lambda \) yields

\[ \lambda = \sqrt{\frac{32r_2 \sqrt{6 (128r_2^2 + 1024r_2^2 + r_2^2) \left( 6 \left( 128r_2^2 + 1024r_2^2 + r_2^2 \right) \right) \left( 6 (128r_2^2 + 1024r_2^2 + r_2^2) \right) \left( 6 (128r_2^2 + 1024r_2^2 + r_2^2) \right) \right) \left( 6 (128r_2^2 + 1024r_2^2 + r_2^2) \right) \left( 6 (128r_2^2 + 1024r_2^2 + r_2^2) \right) \right) }{B^2 n \eta_{\min \min_{p \leq q \leq m}} \| \delta_{pq} \|^2} \]

and the bound

\[ E_{D \sim \mu} \left[ p_{\mu} (A(D)) \right] \leq (m - 1) \min_{S \in S_B} L_{\hinge} (S) + (m - 1) B \]

\[ \times \sqrt{\frac{128r_2 \sqrt{6 (128r_2^2 + 1024r_2^2 + r_2^2) \left( 6 (128r_2^2 + 1024r_2^2 + r_2^2) \right) \left( 6 (128r_2^2 + 1024r_2^2 + r_2^2) \right) \left( 6 (128r_2^2 + 1024r_2^2 + r_2^2) \right) \right) }{n \eta_{\min \min_{p \leq q \leq m}} \| \delta_{pq} \|^2}} \]
Now we are ready to prove Theorem 6 using the above Lemmas.

**Proof of Th. 6:** The proof is similar to the proof of Theorem 5, with only a few technical differences. We begin by applying [21, Cor. 13.6], where we replace the 2γ-strong-convexity of the regularization function from Lemma 16. Additionally, we take the Lipschitz constant from Lemma 18. Then, we get from [21, Cor. 13.6] that the RLM problem (21) is on-average-replace-one-stable with rate 2L^2/(λγn), and the following generalization bound holds

\[ \mathbb{E}_{D \sim \mu} \left[ L_\mu^{\text{hinge}}(A(D)) - \hat{L}_D^{\text{hinge}}(A(D)) \right] \leq \mathbb{E}_{D \sim \mu} \left[ \frac{2}{\lambda n \lambda_{\text{min}} \min_{1 \leq p < q \leq m} \| \delta_{pq} \|^2} \right]. \] (188)

Now, we use the sub-Gaussian assumption in the same way as in the proof of Theorem 5 to get the following bound:

\[ \mathbb{E}_{D \sim \mu} \left[ L_\mu^{\text{hinge}}(A(D)) - \hat{L}_D^{\text{hinge}}(A(D)) \right] \leq \frac{\log(n)}{n} \cdot \frac{24\sqrt{25r_x^2 + 16r_z^2 R_x^4 + 64r_z^4 \sigma_W^2}}{\lambda \lambda_{\text{min}} \min_{1 \leq p < q \leq m} \| \delta_{pq} \|^2}. \] (189)

The above bound is on the expected hinge-type loss, next, we bound the expected error probability by this loss

\[ p_\mu(A(D)) \]

\[ = \frac{1}{m} \sum_{j=1}^{m} \mathbb{E}_\mu \left[ \left\{ \min_{j' \in [m] \setminus \{j\}} \| Y \| - 2Y^T H x_j + x_j^T K x_j \right\} \right] \leq - \frac{1}{2} \left( x_j + x_j' \right)^T K \delta_{j,j'} < 0 \right\} \left\{ Y = f(x_j) + W \right\} \] (191)

Therefore, \( \mathbb{E}_{D \sim \mu} [ p_\mu(A(D)) ] \leq (m-1) \mathbb{E}_{D \sim \mu} \left[ L_\mu^{\text{hinge}}(A(D)) \right] + (m-1) \left( \log(n) \right) \frac{n}{\lambda \lambda_{\text{min}} \min_{1 \leq p < q \leq m} \| \delta_{pq} \|^2}. \] (195)

The optimal choice of \( \lambda \) then follows as in the proof of Theorem 5.

**C. Proof of Theorem 7**

We will need several lemmas. The first lemma characterizes the continuity of the surrogate loss function w.r.t. \( (H, K) \).

**Lemma 20:** Suppose that \( H, \tilde{H} \in \mathcal{H} \) such that \( \| H - \tilde{H} \|_{op} \leq \gamma_H \). Then,

\[ \left| \hat{\delta}_{\text{hinge}}(H, i) - \hat{\delta}_{\text{hinge}}(\tilde{H}, i) \right| \leq 2r_x (R_x + r_z) \gamma_H + r_z^2 \gamma_H^2. \] (196)

**Proof:** Denote \( f(t) = \max\{0, 1 - t\} \), which is a 1-Lipschitz function. Then,

\[ \left| \hat{\delta}_{\text{hinge}}(H, i, j') - \hat{\delta}_{\text{hinge}}(\tilde{H}, i, j') \right| \leq \left( y_i^T H \tilde{H} \delta_{i,j'} - \frac{1}{2} \left( x_j + x_j' \right)^T H \tilde{H} \delta_{i,j'} \right) \] (197)

\[ = \left( y_i^T \tilde{H} \delta_{i,j'} - \frac{1}{2} \left( x_j + x_j' \right)^T \tilde{H} \delta_{i,j'} \right) \tilde{H} x_j \] (198)

\[ = \left( y_i^T \tilde{H} \delta_{i,j'} - \frac{1}{2} x_j^T \tilde{H} x_j + \frac{1}{2} x_j^T \tilde{H} \tilde{H} x_j' \right) \] (199)

\[ \leq (R_x + r_z) \gamma_H \cdot 2r_x + r_z^2 \gamma_H^2. \] (200)
\[ = 2r_x (R_x + r_x) \gamma_H + r_x^2 \gamma_H, \]

and by the triangle inequality
\[
\left| \hat{\text{hinge}}(H, i) - \hat{\text{hinge}}(\tilde{H}, i) \right| = \left| \frac{1}{m-1} \sum_{j \in [m] \setminus \{i\}} \hat{\text{hinge}}(H, i, j') - \hat{\text{hinge}}(\tilde{H}, i, j') \right| \leq \max_{j' \in [m] \setminus \{i\}} \left| \hat{\text{hinge}}(H, i, j') - \hat{\text{hinge}}(\tilde{H}, i, j') \right|. \]

We define by \( N(\mathcal{H}, \| \cdot \|_{op}, \gamma_H) \) the covering number (e.g. [56, Definition 4.2.2]) of \( \mathcal{H} \), for the operator norm and covering radius \( \gamma_H \).

**Lemma 21:** It holds that
\[
N(\mathcal{H}, \| \cdot \|_{op}, \gamma_H) \leq \left( \frac{12d_m r_H}{\gamma_H} \right)^{d_y} \left( \frac{12d_m r_H}{\gamma_H} \right)^{d_z} \times \left( \frac{4\gamma_H}{\gamma_H} \right)^{d_m} \leq \left( \frac{12d_m r_H}{\gamma_H} \right)^{d_z+d_y+d_m}. \]

**Proof:** Denote the SVD of \( H = USV^T \) and \( d_m = \min\{d_y, d_z\} \). Then,
\[
\left\| H - \tilde{H} \right\|_{op} = \left\| USV^T - \tilde{U} \tilde{S} \tilde{V}^T \right\|_{op} \leq \left\| USV^T - U \Sigma V^T \right\|_{op} + \left\| U \Sigma V^T - \tilde{U} \tilde{S} \tilde{V}^T \right\|_{op}, \]

where the inequality is the triangle inequality. Let us bound the two terms. The first is bounded as follows:
\[
\left\| USV^T - U \Sigma V^T \right\|_{op} = \left\| U (\Sigma - \tilde{\Sigma}) V^T \right\|_{op} \leq \left\| U \right\|_{op} \left\| \Sigma - \tilde{\Sigma} \right\|_{op} \left\| V^T \right\|_{op} = \left\| \Sigma - \tilde{\Sigma} \right\|_{op}, \]

where \( (\cdot) \) is due to \( U \) and \( V \) being orthonormal matrices. The second is bounded by
\[
\left\| U \Sigma V^T - \tilde{U} \Sigma \tilde{V}^T \right\|_{op} = \left\| \sum_{i=1}^{d_m} \tilde{\sigma}_i (u_i v_i^T - \tilde{u}_i \tilde{v}_i^T) \right\|_{op} \leq \sum_{i=1}^{d_m} |\tilde{\sigma}_i| \left( \| u_i v_i^T - \tilde{u}_i \tilde{v}_i^T \| \right) \leq \sum_{i=1}^{d_m} |\tilde{\sigma}_i| \left( \| u_i - \tilde{u}_i \| + \| v_i - \tilde{v}_i \| \right), \]

since for any \( w \in S^{d-1} \)
\[
\left| w^T (u_i v_i^T - \tilde{u}_i \tilde{v}_i^T) w \right| \leq |w_i w_i^T u_i - \tilde{w}_i \tilde{w}_i^T u_i | \leq |w_i^T w_i^T u_i - \tilde{w}_i^T \tilde{w}_i^T u_i | + |\tilde{w}_i^T w_i^T u_i - \tilde{w}_i^T \tilde{w}_i^T u_i | \leq \| w_i - \tilde{w}_i \| \| w_i^T \| \| u_i \| + \| \tilde{w}_i \| \| w_i^T \| \| u_i - \tilde{u}_i \| \leq \| w_i - \tilde{w}_i \| + \| u_i - \tilde{u}_i \|. \]

Let \( \epsilon_u = \frac{\gamma_H}{4d_m r_H} \) and let \( U \) be an \( \epsilon_u \)-net in the Euclidean distance for the unit sphere \( S^{d_y-1} \) whose size is less than \( |U| \leq \left( \frac{\epsilon_u}{\gamma_H} \right)^{d_y} \) (the existence of such net is assured from [56, Cor. 4.2.13]). Let \( \epsilon_v = \frac{\gamma_H}{4d_m r_H} \) and let \( V \) be an \( \epsilon_v \)-net in the Euclidean distance for the unit sphere \( S^{d_z-1} \) whose size is less than \( |V| \leq \left( \frac{\epsilon_v}{\gamma_H} \right)^{d_z} \). Let \( \epsilon_\delta = \frac{\gamma_H}{2d_m r_H} \) and let \( \mathcal{L} \) be a proper \( \epsilon_\delta \)-net in the \( \ell_1 \) norm for \( [-r_H, r_H] \) whose size is \( |\mathcal{L}| \leq \frac{2d_m r_H}{\epsilon_\delta} \). Then, the set
\[
\left\{ USV^T : U T U = I_{d_y}, V^T V = I_{d_z}, U = [u_1, \ldots, u_{d_y}], \right. \]
\[
\left. \Sigma, V = [v_1, \ldots, v_{d_z}], u_i \in U, v_i \in V, \right. \]
\[
\left. \sigma_i \in \mathcal{L} \right\} \]

is a \( \gamma_H \)-cover of \( \mathcal{H} \) whose size is \( (|U| \cdot |V| \cdot |\mathcal{L}|)^d \).

We denote the empirical Rademacher complexity of a set \( \mathcal{L}_n \subset \mathbb{R}^n \) by
\[
\text{Rad}(\mathcal{L}_n) \triangleq \frac{1}{n} \mathbb{E} \left[ \sup_{|\epsilon_\delta \in \mathcal{L}_n} \sum_{i=1}^{n} R_i \right], \]

where \( R_i \triangleq (l_1, \ldots, l_n) \in \mathbb{R}^n \) and \( R^a \triangleq (R_1, \ldots, R_n) \in \{ \pm 1 \}^n \) are Rademacher random variables (i.e., \( R_i \sim \text{Uniform}\{-1, 1\} \), i.i.d.). We are now ready to prove Theorem 7.

**Proof:** Let \( D \) be given, and consider the loss class
\[
\mathcal{L}_D \triangleq \left\{ \hat{\text{hinge}}(H, D) \in \mathbb{R}^n : H \in \mathcal{H} \right\}, \]

where \( \hat{\text{hinge}}(H, D) = \left( \hat{\text{hinge}}(H, y_1), \ldots, \hat{\text{hinge}}(H, y_n) \right) \).

Let \( \tilde{\mathcal{H}} \) be a \( \gamma_{\mathcal{H}} \)-net of \( \mathcal{H} \) in the operator norm whose size is less than \( \left( \frac{12d_m r_H}{\gamma_H} \right)^{d_z+d_y+d_m} \) according to Lemma 21. Then, by Lemma 20, the set
\[
\tilde{\mathcal{L}}_D \triangleq \left\{ \hat{\text{hinge}}(H, D) \in \mathbb{R}^n : H \in \tilde{\mathcal{H}} \right\}
\]

is a \( \gamma \)-cover of \( \mathcal{L}_D \) with
\[
\gamma = 2r_x (R_x + r_x) \gamma_H + r_x^2 \gamma_H^2.
\]

The logarithm of the cover’s size is bounded by
\[
(d_z^2 + d_y^2 + d_m) \log \left( \frac{12d_m r_H}{\gamma_H} \right) \leq a \left( \log b - \log \gamma_H \right).
\]
By Dudley’s entropy integral (e.g., [57, Th. 12.4]),

\[
\operatorname{Rad}(\mathcal{L}_D) \\
\leq \inf_{\alpha \geq 0} \left\{ 4\alpha + \frac{12}{\sqrt{n}} \int_{-\infty}^{\infty} \sqrt{\log N_2(\gamma H, \mathcal{L}_D)} d\gamma H \right\} \\
= \inf_{\alpha \geq 0} \left\{ 4\alpha + \frac{12}{\sqrt{n}} \int_{-\infty}^{\infty} a (\log b - \log \gamma H) d\gamma H \right\} \\
= \inf_{\alpha \geq 0} \left\{ 4\alpha + \frac{12}{\sqrt{n}} \int_{-\infty}^{\infty} \frac{a \log b}{n} \sqrt{1 - \frac{\log \gamma H}{\log b}} d\gamma H \right\} \\
= \inf_{\alpha \geq 0} \left\{ 4\alpha + \frac{12}{\sqrt{n}} \int_{-\infty}^{\infty} \frac{a \log b}{n} \left[ 1 - \frac{1}{2} \log b \right] \right\} \\
= \inf_{\alpha \geq 0} \left\{ 4\alpha + 12 \frac{a \log b}{n} \left[ 1 - \alpha \right] + \frac{1}{2} \log b \left( \alpha \log \alpha - 1 \right) - ( \log 1 - 1 ) \right\} \\
= \inf_{\alpha \geq 0} \left\{ 4\alpha + 12 \frac{a \log b}{n} \left[ 1 - \alpha \right] + \frac{1}{2} \log b \left( \alpha \log \alpha - 1 \right) + \frac{1}{2} \log b \left( \alpha \log \alpha - \alpha + 1 \right) \right\} \\
= 12 \frac{a \log b}{n} + 6 \frac{a}{n \log b} + \inf_{\alpha \geq 0} \left\{ \alpha \left[ 4 - 12 \frac{a \log b}{n} \right] \right\} \\
= 12 \frac{a \log b}{n} + 6 \frac{a}{n \log b} + \exp \left( 2 \log b - \frac{2}{3} \frac{n \log b}{a} \right) \left[ 4 - 12 \frac{a \log b}{n} \right] \left( 4 - 12 \frac{a \log b}{n} \right) \\
= 12 \frac{a \log b}{n} + 6 \frac{a}{n \log b} + 2 \log b + 1 - \exp \left( 2 \log b - \frac{2}{3} \frac{n \log b}{a} \right) \\
= 6 \frac{d^2 + d^2 + d_m}{n \log (12 d_m r H)} \left[ 2 \log (12 d_m r H) \right] + 1 - \exp \left( 2 \log (12 d_m r H) - \frac{2}{3} \frac{n \log (12 d_m r H)}{d^2 + d^2 + d_m} \right),
\]

where (a) is due to $\sqrt{1 - t} \leq 1 - t/2$ and (b) is due to

\[
\frac{d}{dx} \left( x (k_1 + k_2 \log x) \right) = k_1 + k_2 \log x + k_2 = 0 \iff \log x = -\frac{k_1 + k_2}{k_2} \iff x = \exp \left( -\frac{k_1 + k_2}{k_2} \right).
\]

It is well-established that Rademacher complexity uniformly bounds the deviation of empirical averages from the statistical average [58]. We use the version from [17, Prop. 8] with the above empirical Rademacher complexity bound, and note that

\[
|\delta_{H, j, j'}^*| \leq \frac{1}{2} \left( x_{j, i} + x_{j'} \right) H^T H \delta_{j, j'}
\]

\[
\leq (R_x + r_z) r_H + 2 r_x + r_z^2 r_H^2,
\]

to complete the proof.

\section*{APPENDIX C
PROOFS FOR SECTION V}

In order to prove Theorem 9 we will need several lemmas. We begin by bounding the Frobenius norm of each of the sub-gradients of the approximate objectives. To this end, we begin with the following Lemma.

\begin{lemma}
\label{lemma:gradient_bound}
Consider the update rule $S_{t+1} = \Pi(S_t - \frac{1}{\lambda t} \nabla_t)$, and a sub-gradient of the form

\[
\nabla_t = \lambda \sum_{k=1}^{d+1} \eta_k \cdot \text{dysm} \left( \frac{2 S_t \delta_{j_k}^T \delta_{i_k}^T}{\lambda t} \right) - V_t,
\]

where $\|V_t\|_F \leq B$ for all $t \in \mathbb{N}^+$ and $\Pi$ is such that $\|\Pi(S)\|_F \leq \|S\|_F$ for all $S \in \mathcal{S}$. Then,

\[
\|\nabla_t\|_F \leq 32 B t \left( \ln (t) + e^{224 r^2} \right).
\]

\end{lemma}

\begin{proof}
First note that

\[
\|S_{t+1}\|_F = \left\| \Pi_{S_t} \left( S_t - \frac{1}{\lambda t} \nabla_t \right) \right\|_F \leq \left\| S_t - \frac{1}{\lambda t} \nabla_t \right\|_F.
\]

Now, denoting for readability

\[
D_t \triangleq \sum_{k=1}^{d+1} \eta_k \delta_{j_k}^T \delta_{i_k}^T,
\]

it holds that

\[
S_t - \frac{1}{\lambda t} \nabla_t = S_t - \frac{1}{t} \text{dysm} (2 S_t D_t) + \frac{1}{\lambda t} V_t.
\]

Consequently, using the triangle inequality,

\[
\|S_{t+1}\|_F \leq \left\| S_t - \frac{2}{t} S_t D_t - \frac{2}{t} D_t S_t - \frac{2}{t} \text{diag} (S_t D_t) \right\|_F + \frac{1}{\lambda t} \|V_t\|_F.
\]

We bound the first term by

\[
\left\| S_t - \frac{1}{t} \text{dysm} (2 S_t D_t) \right\|_F
\]
\[
\frac{1}{t} \leq \frac{1}{t} \sum_{i=1}^{t} \frac{1}{t} \prod_{j=i+1}^{t} \sqrt{1 + \frac{448r_f^4}{j^2}}.
\]

We bound the product by

\[
\prod_{j=i+1}^{t} \left(1 + \frac{448r_f^4}{j^2}\right)^{j^{-2}} \leq \prod_{j=i+1}^{t} \left(e^{448r_f^4}\right)^{j^{-2}} = \prod_{j=i+1}^{t} e^{448r_f^4 j^{-2}} \leq e^{448r_f^4} \sum_{j=i+1}^{t} j^{-2} dx = e^{448r_f^4} \left(\frac{1}{i-\frac{1}{2}}\right),
\]

where the first inequality is due to \(1 + x \leq e^x\), and get

\[
\|S_{t+1}\|_F \leq B \prod_{i=1}^{t} e^{224r_f^4}(\frac{1}{i-\frac{1}{2}}).
\]

The sum is bounded as follows

\[
\sum_{i=1}^{t} \frac{1}{i} e^{224r_f^4} \leq \sum_{i=1}^{t} \frac{1}{i} \left(1 - \frac{1}{i+1}\right) = H_t - (e^{224r_f^4} - 1) \sum_{i=1}^{t} \frac{1}{i} (i+1) \leq H_t - (e^{224r_f^4} - 1) \sum_{i=1}^{\infty} \frac{1}{i} 2 \ln(t) + 2 \left(e^{224r_f^4} - 1\right) \leq 2 \ln(t) + 2e^{224r_f^4},
\]

where \((a)\) is due to \(\exp(x) \leq \frac{1}{x} (\exp(x_0) - 1) + 1\) for all \(x \in (0, x_0)\) and where \(H_t \triangleq \sum_{i=1}^{t} \frac{1}{i}\) is the harmonic series. With this bound we conclude from (267) that

\[
\|S_{t+1}\|_F \leq B \lambda \left(2 \ln(t) + 2e^{224r_f^4}\right) e^{-\frac{224r_f^4}{t}}.
\]

Finally, we bound the sub-gradient by

\[
\|\nabla t\| \leq \frac{1}{\lambda} \sum_{k=1}^{d+1} \frac{1}{\lambda} \frac{1}{k} \frac{1}{\lambda} \|S_t D_k\|_F \leq \lambda \frac{1}{\lambda} \sum_{k=1}^{d+1} \frac{1}{\lambda} \frac{1}{k} \frac{1}{\lambda} \|S_t D_k\|_F \leq \lambda \frac{1}{\lambda} \sum_{k=1}^{d+1} \frac{1}{\lambda} \frac{1}{k} \frac{1}{\lambda} \|S_t D_k\|_F + B
\]

\[
\leq \lambda \frac{1}{\lambda} \sum_{k=1}^{d+1} \frac{1}{\lambda} \frac{1}{k} \frac{1}{\lambda} \|S_t D_k\|_F + B \leq \lambda \left(2 \ln(t) + 2e^{224r_f^4}\right) e^{-\frac{224r_f^4}{t}} + B
\]

\[
\leq 2 \lambda \cdot 4r_f^2 \cdot \frac{B}{\lambda} \left(2 \ln(t) + 2e^{224r_f^4}\right) e^{-\frac{224r_f^4}{t}} + B
\]
where (a) follows from Claim 14. This is the claimed bound.

Next, we use the above lemma to bound the sub-gradient of additive noise channel RLM (12).

**Corollary 23:** The Frobenius norm of the sub-gradient (29) is bounded by

\[
\|\nabla f\|_F \leq G \triangleq 64r_3^3 \sqrt{r_x^2 + 4r_xr_z + 3r^2_z} \left(\ln(t) + e^{22\alpha^2 r_z^2}\right),
\]

and taking \( \alpha \downarrow 0 \) implies the required claim. Arranging the terms of the Pythagorean identity, it is seen to be equivalent to (288).

Next, we show that the solution set of the non-linear channel RLM, is indeed convex, and by this also prove Claim 8.

**Claim 25:** The set \( \{(H, S) : H^T H - S \preceq 0\} \) is convex.

**Proof:** Let \( (H_1, S_1), (H_2, S_2) \in \{(H, S) : H^T H - S \preceq 0\} \) and \( \lambda \in [0, 1] \). Then, for any \( x \in \mathbb{R}^d \), it holds that

\[
x^T \left( H_1^T H_1 - S_1 \right) x \leq 0,
\]

and

\[
x^T \left( H_2^T H_2 - S_2 \right) x \leq 0.
\]

Then,

\[
x^T \left[ (\lambda H_1 + (1 - \lambda) H_2)^T (\lambda H_1 + (1 - \lambda) H_2) \right.

- (\lambda S_1 + (1 - \lambda) S_2) \left. \right] = x^T \left[ \lambda^2 H_1^T H_1 + (1 - \lambda) H_1^T H_2 + \lambda (1 - \lambda) H_2^T H_1 \right.

+ (1 - \lambda)^2 H_2^T H_2 \right] - \lambda x^T S_1 x - (1 - \lambda) x^T S_2 x

\]

\[
= \lambda x^T \left( \lambda H_1^T H_1 - S_1 \right) x + (1 - \lambda) x^T (1 - \lambda) H_2^T H_2 - S_2 \right) x

+ \lambda (1 - \lambda) \left( H_2^T H_2 \right) x

\]

\[
- \lambda x^T H_1^T H_1 x - (1 - \lambda) x^T H_2^T H_2 x

\]

\[
\leq 2\lambda (1 - \lambda) x^T H_1^T H_2 x - \lambda x^T H_1^T H_1 x

\]

\[
- \lambda (1 - \lambda) x^T H_2^T H_2 x

\]

\[
\leq -\lambda (1 - \lambda) \|H_1 x - H_2 x\|_2^2 \leq 0.
\]

Now we turn to bound the Frobenius norm of the sub-gradient of (21). In order to do so, we will need to establish some results first. The following is a well known result on the projection on convex sets in a Hilbert space (e.g., [59], Prop. 2.2.1) for a proof in the Euclidean space. We provide here a short proof for completeness.

**Proposition 24:** Consider a Hilbert space \( \mathcal{H} \) and a closed convex set \( S \). Let \( f \in \mathcal{H} \) be given, and let \( f_0 \) be its projection on \( S \) that is

\[
f_0 = \arg\min_{h \in S} \|f - h\|^2.
\]

Let \( h \in S \) be arbitrary. Then, the angle between \( f - f_0 \) and \( h - f_0 \) is obtuse, that is

\[
\langle f - f_0, h - f_0 \rangle \leq 0.
\]

Thus, the following Pythagorean identity holds

\[
\|f - h\|^2 \geq \|f - f_0\|^2 + \|f_0 - h\|^2.
\]

**Proof:** By the definition of projection, for any \( \alpha \in (0, 1) \) it holds that

\[
0 \leq \|f - (1 - \alpha) f_0 - \alpha h\|^2 - \|f - f_0\|^2
\]

\[
= \|f - f_0 + \alpha (f_0 - h)\|^2 - \|f - f_0\|^2
\]

\[
= 2\alpha \langle f - f_0, f_0 - h \rangle + \alpha^2 \|f_0 - h\|^2.
\]

Dividing by \( \alpha \) we get

\[
\langle f - f_0, f_0 - h \rangle + \alpha \|f_0 - h\|^2 \geq 0
\]
by Claim 25, and that the zero point is in the set. Now, denote for readability the following:

$$D_t^{(1)} = \sum_{k=1}^{d+1} \eta_k \delta_{j_t,k} \delta_{j_t,k}^T,$$  \hspace{1cm} (307)

and

$$V_t^{(1)} = \frac{1}{|A_t|} \sum_{i \in A_t} \frac{1}{m-1} \times \sum_{j' \in [m] \backslash \{j_t\}} \left[ y_t^T H \delta_{j_t,j'} - \frac{1}{2} (x_{j_t} + x_{j'})^T K \delta_{j_t,j'} < 1 \right] \times y_t \delta_{j_t,j'}^T, \hspace{1cm} (308)$$

as well as

$$V_t^{(2)} = \frac{1}{|A_t|} \sum_{i \in A_t} \frac{1}{m-1} \times \sum_{j' \in [m] \backslash \{j_t\}} \left[ y_t^T H \delta_{j_t,j'} - \frac{1}{2} (x_{j_t} + x_{j'})^T K \delta_{j_t,j'} < 1 \right] \times \text{dysm} \left( \frac{1}{2} (x_{j_t} + x_{j'}) \delta_{j_t,j'}^T \right). \hspace{1cm} (309)$$

With these notations the update rule is written as

$$H_t - \frac{1}{\lambda t} V_t^{(1)} = H_t - \frac{2}{t} H_t D_t^{(1)} + \frac{1}{\lambda t} V_t^{(1)}, \hspace{1cm} (310)$$

$$K_t - \frac{1}{\lambda t} V_t^{(2)} = K_t - \frac{1}{t} \text{dysm} \left( 2K_t D_t^{(2)} - \frac{1}{\lambda t} V_t^{(2)} \right). \hspace{1cm} (311)$$

Consequently, using the triangle inequality,

$$\|H_{t+1}\|_F^2 + \|K_{t+1}\|_F^2 \leq \left\| H_t - \frac{2}{t} H_t D_t^{(1)} + \frac{1}{\lambda t} V_t^{(1)} \right\|_F^2 + \left\| K_t - \frac{1}{t} \text{dysm} \left( 2K_t D_t^{(2)} - \frac{1}{\lambda t} V_t^{(2)} \right) \right\|_F^2 \hspace{1cm} (312)$$

$$= \left\| H_t - \frac{2}{t} H_t D_t^{(1)} \right\|_F^2 + \frac{2}{\lambda t} \left\langle H_t - \frac{2}{t} H_t D_t^{(1)}, V_t^{(1)} \right\rangle + \frac{1}{\lambda^2 t^2} \left\| V_t^{(1)} \right\|_F^2 + \frac{1}{\lambda^2 t^2} \left\| V_t^{(2)} \right\|_F^2 + \left\| K_t - \frac{2}{t} \text{dysm} \left( K_t D_t^{(2)} \right) \right\|_F^2 - \frac{2}{\lambda t} \left\langle K_t - \frac{2}{t} \text{dysm} \left( K_t D_t^{(2)} \right), V_t^{(2)} \right\rangle \hspace{1cm} (313)$$

$$\leq \left\| H_t - \frac{2}{t} H_t D_t^{(1)} \right\|_F^2 + \left\| K_t - \frac{2}{t} \text{dysm} \left( K_t D_t^{(2)} \right) \right\|_F^2 + \frac{1}{\lambda^2 t^2} \left\| V_t^{(1)} \right\|_F^2 + \frac{1}{\lambda^2 t^2} \left\| V_t^{(2)} \right\|_F^2 + \frac{2}{\lambda t} \left\langle H_t, V_t^{(1)} \right\rangle - \left\langle K_t, V_t^{(2)} \right\rangle - \frac{1}{\lambda^2 t^2} \left\| H_t \right\|_F \left\| D_t^{(1)} \right\|_F + \frac{4}{\lambda^2 t^2} \left\| \text{dysm} \left( K_t D_t^{(2)} \right) \right\|_F \left\| V_t^{(2)} \right\|_F. \hspace{1cm} (314)$$

Now, regarding the fifth term

$$\left\langle H_t, V_t^{(1)} \right\rangle - \left\langle K_t, V_t^{(2)} \right\rangle = \frac{1}{|A_t|} \sum_{i \in A_t} \frac{1}{m-1} \times \sum_{j' \in [m] \backslash \{j_t\}} \left[ y_t^T H \delta_{j_t,j'} - \frac{1}{2} (x_{j_t} + x_{j'})^T K \delta_{j_t,j'} < 1 \right] \times \left\langle H_t, y_t \delta_{j_t,j'}^T \right\rangle \hspace{1cm} (315)$$

$$= \frac{1}{|A_t|} \sum_{i \in A_t} \frac{1}{m-1} \times \sum_{j' \in [m] \backslash \{j_t\}} \left[ y_t^T H \delta_{j_t,j'} - \frac{1}{2} (x_{j_t} + x_{j'})^T K \delta_{j_t,j'} < 1 \right] \times \left\langle y_t^T H \delta_{j_t,j'}, (x_{j_t} + x_{j'}) \delta_{j_t,j'}^T - \frac{1}{2} (x_{j_t} + x_{j'})^T K \delta_{j_t,j'} \right\rangle \hspace{1cm} (316)$$

$$\leq 1. \hspace{1cm} (317)$$

Plugging this back gives

$$\|H_{t+1}\|_F^2 + \|K_{t+1}\|_F^2 \leq \left\| H_t - \frac{2}{t} H_t D_t^{(1)} \right\|_F^2 + \frac{1}{\lambda^2 t^2} \left\| V_t^{(1)} \right\|_F^2 + \left\| K_t - \frac{2}{t} \text{dysm} \left( K_t D_t^{(2)} \right) \right\|_F^2 + \frac{1}{\lambda^2 t^2} \left\| V_t^{(2)} \right\|_F^2 + \frac{2}{\lambda t} \text{dysm} \left( K_t D_t^{(2)} \right) \left\| V_t^{(2)} \right\|_F. \hspace{1cm} (318)$$

Similarly to (255) from Lemma 22 we get that

$$\left\| H_t - \frac{2}{t} H_t D_t^{(1)} \right\|_F \leq \|H_t\|_F \left\{1 + \frac{448 r^4}{t^2} \right\}, \hspace{1cm} (319)$$

and

$$\left\| K_t - \frac{2}{t} \text{dysm} \left( K_t D_t^{(2)} \right) \right\|_F \leq \|K_t\|_F \left\{1 + \frac{448 r^4}{t^2} \right\}. \hspace{1cm} (320)$$

Therefore, we can bound,

$$\|H_{t+1}\|_F^2 + \|K_{t+1}\|_F^2 \leq \left( \|H_t\|_F^2 + \|K_t\|_F^2 \right) \left(1 + \frac{448 r^4}{t^2} \right) + \frac{(2r_x (R_x + r_x))^2}{\lambda^2 t^2} + \frac{2 r_x^2}{\lambda t} + \frac{32 r_x^3}{\lambda} \left(2 R_x + 2r_x + \sqrt{5} r_x \right) \left(\|H_t\|_F + \|K_t\|_F \right) \hspace{1cm} (321)$$

$$\leq \left( \|H_t\|_F^2 + \|K_t\|_F^2 \right) \times \left(1 + \frac{448 r^4}{t^2} + \frac{32 r_x^3}{\lambda^2} \left(2 R_x + 2r_x + \sqrt{5} r_x \right) \right) \hspace{1cm} (322)$$
Lemma 22, by
We bound this product, similarly to (266) from the proof of
and
\[
\frac{4r^2 (R_x + r_z)^2 + 5r_x^4}{\lambda^2 t^2} + \frac{64r_x^3 (2R_x + 2r_z + \sqrt{5}r_x)}{\lambda^2 t}
\]
\[
\leq \left( \| H_t \|_F^2 + \| K_t \|_F^2 \right) 
\times \left[ \frac{2r^2 (R_x + r_z)^2 + 5r_x^4}{\lambda^2 t^2} + \frac{[64r_x^3 (2R_x + 2r_z + \sqrt{5}r_x)]^2 + 2}{\lambda t} \right].
\]
Denote for readability,
\[
C_1 \triangleq \frac{4r^2 (R_x + r_z)^2 + 5r_x^4}{\lambda^2 t^2} + \frac{64r_x^3 (2R_x + 2r_z + \sqrt{5}r_x) + 2}{\lambda t}
\]
and
\[
C_2 \triangleq 448r_x^4 + \frac{32r_x^3}{\lambda} (2R_x + 2r_z + \sqrt{5}r_x).
\]
Applying this bound recursively we get
\[
\| H_{t+1} \|_F^2 + \| K_{t+1} \|_F^2 \leq C_1 \sum_{i=1}^{t} \left( 1 + \frac{C_2}{j^2} \right).
\]
We bound this product, similarly to (266) from the proof of
Lemma 22, by
\[
\prod_{j=1}^{t} \left( 1 + \frac{C_2}{j^2} \right) \leq e^{\frac{C_2 t}{\lambda}}.
\]
Then, we remain with
\[
\| H_{t+1} \|_F^2 + \| K_{t+1} \|_F^2 \leq C_1 \sum_{i=1}^{t} \frac{1}{e^{C_2 t}}.
\]
The sum is bounded, similarly to (272) from the proof of
Lemma 22, by
\[
\sum_{i=1}^{t} \frac{1}{e^{C_2 t}} \leq 2 \ln (t) + 2e^{C_2}.
\]
With this we conclude that
\[
\| H_{t+1} \|_F^2 + \| K_{t+1} \|_F^2 \leq 2C_1 (\ln (t) + e^{C_2}).
\]
Finally, we bound the sub-gradient by
\[
\| \nabla f_t \| \leq \| \nabla f_t^{(1)} \| \leq \left\{ \begin{array}{ll}
\| 2\lambda H_tD_t^{(1)} - V_t^{(1)} \|_F \\
+ \| \lambda \text{dsym} (2KD_t^{(2)}) + V_t^{(2)} \|_F
\end{array} \right.
\]
\[
\leq 4\lambda \| H_t \|_F \| D_t^{(1)} \|_F^2 + 4\lambda \| H_t \|_F \| D_t^{(1)} \|_F \| V_t^{(1)} \|_F + 4\lambda \| V_t^{(2)} \|_F^2 + 4\lambda \| \text{dsym} (K_D^{(2)}) \|_F^2
\]
\[
\leq 4\lambda^2 \| H_t \|_F^2 \| D_t^{(1)} \|_F^2 + 4\lambda \| H_t \|_F \| D_t^{(1)} \|_F \| V_t^{(1)} \|_F + 4\lambda \| V_t^{(2)} \|_F^2 + \frac{4\lambda^4}{\lambda^2} \| H_t \|_F^2
\]
\[
+ 4\lambda \| \text{dsym} (K_D^{(2)}) \|_F^2 + 4\lambda \| V_t^{(2)} \|_F^2
\]
which leads to the claimed bound.

Finally, we prove Theorem 9.
Proof of Th. 9: First, note that the PSD cone is convex, as well as \{(H, S) : H^T H - S \preceq 0\}, by Claim 25. Denote by \( \Gamma_t \) the hypothesis from round \( t \) of Algorithm 1, i.e., \( S_t \) for the additive noise channel and \( (H_t, K_t) \) for the non-linear channel. Now, by using [25, Lemma 1] we get that for every \( \Gamma \in \Gamma \)
\[
\text{Reg}_t \triangleq \sum_{i=1}^{t} f (\Gamma_t ; \mathbf{A}_t) - \sum_{i=1}^{t} f (\Gamma ; \mathbf{A}_t) \leq \frac{G^2 (1 + \ln T)}{4 \lambda \gamma},
\]
where \( \gamma \) is the strong convexity constant either from Lemma 13 or from Lemma 16, respectively, \( \lambda \) is the regularization parameter, and \( G \) is the bound for the Frobenius norm of the sub-gradient from either Corollary 23 or Lemma 26, respectively. Combining this with [60, Th. 2], we get, with probability of at least \( 1 - 4e^{\ln (T)} \), that
\[
f (\bar{\Gamma}) - f (\Gamma^*)
\]
\[
\leq \frac{\text{Reg}_T}{T} + 4 \sqrt{\frac{G^2 \ln (1 / \delta)}{2\lambda \gamma}} \sqrt{\frac{\text{Reg}_T}{T}}
\]
\[
+ \max \left\{ \frac{16G^2}{2\lambda \gamma}, \frac{6B}{\ln (1 / \delta)} \right\}
\]
\[
\leq \frac{G^2 \ln T}{2\lambda \gamma T} + \frac{16G^2}{2\lambda \gamma}, \frac{6B}{\ln (1 / \delta)} + \frac{16G^2}{2\lambda \gamma}, \frac{6B}{\ln (1 / \delta)}
\]
\[
\leq \frac{1}{\lambda} \ln ^2 (T),
\]
where \( \bar{\Gamma} \triangleq \frac{1}{T} \sum_{i=1}^{T} \Gamma_i \). The objective of (12) is bounded by
\[
B = \max_{S \in S_m} f (S)
\]
\[
\leq 1 + \max_{S \in S_m} \max_{1 \leq p < q \leq m} \max_{e_1 \in [m]} \left| a_{pqi}^T S \delta_{pq} \right|
\]
\[
+ \lambda \max_{S \in S_m} \max_{1 \leq p < q \leq m} \left| S \delta_{pq} \|_F \right|
\]
\[
\leq 1 + 2r_x \| S \|_F (r_x + r_z) + 4\lambda r_x^2 \| S \|_F^2
\]
\[
= O \left( \frac{1}{\lambda} \ln ^2 (T) \right),
\]
and the objective of (21) is bounded by
\[
B = \max_{(H, K) \in H \times K} f (H, K)
\]
\[
\leq 1 + \max_{i \in [n]} \max_{j' \in [m] \setminus \{j\}} \left| y_i^T (H_i - H_j - \frac{1}{2} (x_{ji} + x_{j'i})^T) K \delta_{j,j'} \right|
\]
\[
+ \lambda \max_{H, 1 \leq p < q \leq m} \max_{K} \| H \delta_{pq} \|_F^2
\]
\[\lambda \max_{K \in \mathcal{K}} \max_{1 \leq p \leq q < m} \|K \delta_{pq}\|_F^2 \leq 1 + 2r_x \left(\|R_x^\perp\|_F + r_x^2\right) \ln \left(1 + \frac{1}{\lambda}\right) \ln \left(\frac{1}{\lambda}\right)\]

\[= O \left(\max \left\{1, \frac{1}{\lambda}\right\} \cdot \ln \left(\frac{1}{\lambda}\right)\right) \]  

Plugging \(G = O(\ln(T))\) from Corollary 23 or \(G = O(\max\{1, \lambda\} \cdot \ln(T))\) from Lemma 26 we conclude that

\[f(\hat{\Gamma}) - f(\Gamma^*) = O \left(\frac{\ln^3(T) \ln(1/\delta)}{\lambda^2}\right)\]

At least half of the hypothesis satisfy the previous bound (as argued in [25, Lemma 3]). We conclude that the previous result holds for \(S_t\), with probability of at least \(1 - \frac{4\delta \ln(T)}{2}\).
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