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Abstract

Objectives: The objective of this paper is to explore how mixed reality can be enhanced with actual understanding of the recognized objects.

Methods: This paper will conceptually utilize a method called MEASUR semantic analysis and explain how it can improve the semantic understanding of the environment. The paper explains how a MEASUR Ontology Chart, that captures the semantics of a mixed reality environment can be generated and how it can increase the user interaction with the mixed environment.

Findings: Mixed reality is a new field of research that aims to enhance our reality with computer generated 3D graphics, also known as holograms. Additionally, it allows the user to interact with virtual and real objects. Even though we are still at the beginning of exploring its potentials, mixed reality is expected to be a game changer in most aspects of our everyday life. A major problem with the current state of art mixed reality applications is that they have very limited understanding about the real-world environment. They are utilizing computer vision approaches for identifying objects from the real world but yet again there is no real association between the various objects and limited or no understanding of their semantics. This limits the supported interaction between the users and mixed reality environment.

Application/Improvements: This paper will conceptually utilize a method called MEASUR semantic analysis and explain how it can improve the semantic understanding of the environment. The paper explains how a MEASUR Ontology Chart, that captures the semantics of a mixed reality environment can be generated and how it can increase the user interaction with the mixed environment.
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1. Introduction

During the past few years, Virtual Reality (VR) reappeared with new head mounted devices that utilize the power of modern computer graphics and localization sensors. An example of such device is the Oculus Rift head mounted display that is capable of displaying high quality graphics at a high frame rate. The device supports IMU localization sensor that can identify head movements allowing the system to track the head movement. This way, the system knows where the user is looking so it can display the corresponding content. The device comes with a camera that can detect infrared lights at the front of the head mounted display so it can provide additional localization information. The head mounted display can be accompanied by devices such as leap motion that can detect the hands of the user. Virtual reality can offer the users a very realistic experience in a virtual environment. However, like most VR technologies the user is blind from the real world. Insolation of the users from the real world is one of the aims of VR. However, recently a new technology appeared, aiming to enhance the real world with computer generated graphics instead of replacing it. This is the approach of Mixed Reality (MR). MR allows the users to view the real world, “understand” the various objects in the environment and allow the user to enhance it, by using computer generated graphics. Mixed Reality (MR) applications have been realized with visual odometry system that allow the users to interact with virtual objects. Additionally, other technologies have also been
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utilized to aid MR. In players are driving powered chairs. Recently, mobile phones and tablets have also been used in mixed reality applications. Recent advances in the Graphic Accelerator Units (GPUs) are used to accelerate MR processes, and features descriptors and extraction with focus on mobile MR applications. Accordingly, “MR simulation is the process of simulating all aspects of MR system to carefully control the pertinent variables in user interaction”. Also, VR and AR are also used in education as a new paradigm of learning tool with 3D in AR concepts. Such system improves the training effect and their immersion and interest. Figure 1, shows a conceptual example of MR, where a desk with a PC monitor has been identified.

MR is heavily based on objects identification; however, most MR technologies offer very limited semantic information about the identified objects. This limits the interaction between the users and the identified objects from the real world. For example, the system can identify that the user is looking at a monitor but it does not know what properties and actions and functionality are associated with the monitor. For example using the current technologies, it is possible to recognize the objects in Figure 1, but not possible to associate actions with them. This research proposes a conceptual solution to this problem via the utilization of a requirements analysis method called MEASUR Semantic Analysis. The output of semantic analysis is a model called “Ontology Chart”. This model is capable of capturing the semantics of a system. In this paper, we will show how MEASUR Semantic Analysis can be conducted and how an ontology chart model can be generated from the identified object in order to aid the system to gain an understanding about the real world.

1.1 MEASUR Semantic Analysis and Ontology Charts

MEASUR Semantic Analysis is a method used by software engineers and business analysts for understanding, analyzing and eliciting organizational structures and norms. The method claims to have a number of benefits for information system that used semantic analysis during the analysis and design phases. These benefits include high maintainability and extensibility as they are immune to malignant changes and they support non-destructive updates. The output of the method is a diagram called MESUR Ontology Chart. This diagram illustrates the various conceptual entities, their interaction with each other and their properties via their ontological dependencies. Ontology charts can play an important role in the generation of software development artefacts such as UML diagrams and prototypes. Figure 2, shows an example of an ontology chart.

Each conceptual entity in the ontology chart, may refer to a universal, similar to database table or a particular, similar to a database record. In Figure 2, the particulars have a hash symbol in front of their label. The minimum information that a particular (record) can hold is its name, value, start time and finish time. If the particular is still valid then the finish time value will be null or in the future. A conceptual entity known as dependent is ontologically dependent on another, known as antecedent, if and only if, cease of the existence of the antecedent will lead to cease of the existence of the depended. For example a room is ontologically dependent on a building. If the specific building ceases to exist, all its rooms will cease to exist. In the diagram in Figure 2, this is illustrated by the position of the various nodes in the chart. The nodes at the right are ontologically depended on the nodes at the
Semantic analysis demands that all changes of values are stored with start and finish times. Cease of existence in terms of semantic analysis compliant information systems means that the particular will receive a finish time value. This way the method maintains history of data and supports non-destructive updates. Each antecedent can have zero to many dependents and its dependents can have zero to two antecedents. All dependents are ontologically dependent on their antecedents.

Conducting semantic analysis as presented in 15 is a five steps process. Step one, also known as problem definition is the stage where the requirements are formed in the form of a natural language text. In the second step, all the candidate nodes are identified. In the third step, the identified candidate nodes are grouped and categorized. During this process any duplicates will be merged. Semantic Analysis supports five categories and each node can belong to maximum one category. These categories are, agents, entities, relationships, communication acts and determiners. Agents are physical or legal persons that can be associated with actions. Entities are various objects or concepts that cannot act on their own. Rather they can be used by an agent. Relationships are associations between other nodes. Communication acts are some more complex relationships. Determiners are properties of other nodes that can change their value over time. These categories are important as semantic analysis is using connectivity rules that govern the possible associations between the various nodes based on their category. These rules are:

Agents can have up to one antecedent and this can only be another agent.

Entities have one antecedent and this can be another entity or an agent.

A relationship has two antecedents. Each of these can be another relationship, entity, agent or communication act.

The determiner has one antecedent and this can be an agent, entity, relationship or communication act.

Step four, utilizes the connectivity rules and associate the various nodes with their dependents, creating a formation known as semantic units. Finally, in step five there is an attempt to connect all the units together to form the ontology chart. While applying MEASUR semantic analysis tends to be a manual process, there have been some attempts to auto-generate ontology charts from text documents with the help of dictionaries 16. Our work adopts this research and attempt to conceptually investigate its applicability in the semantic understanding of the various virtual and computer vision identified objects in a mixed reality environment.

1.2 Related Works

This section gives an overview for existing application and related works. A number of computer vision applications have been applied by a number of devices 17 such as Google glass and Microsoft Hololens for identifying objects 15 from the real world and provide some information about these objects. Such information includes their name or identifier, shape, color, approximate position as well as related information from the web. Glassware technologies are available with a variety of AR and MR and have been used in a number of applications such as educational applications for enhancing the communication efficiency between teachers and students in the classrooms 19. This technology can identify objects from the real world via image recognition and identify its name. That information can then be used for conducting Google search and retrieving more information about this object. However, only limited publicly available relevant information is provided as the system has no real understanding of the specific object. Most technologies are using a similar approach and have a limited semantic understanding of the various objects in the mixed reality environment.

Instead of relying solid on computer vision approaches and web searches, we will gather the identified and virtual objects and apply an approach similar to 14.

The research presented in 15 demonstrated how an ontology chart can be auto generated from a natural language text in a four steps approach with the help of a dictionary and a table of semantic units. In the first step the system reads the text sentence by sentence in an attempt to detect words that exist in a predefined dictionary. The dictionary is structured as a three columns table. The first column is a list of words with similar semantic meaning, as they may appear in the text. The second column stores the generic term for these words and the third column contain the corresponding category such as agent, entity, relationship, communication act and determiner. Identified words were copied in a list as potential nodes, substituted with generic words and assigned to a category based on the dictionary. In the second step the system will attempt to produce semantic units by checking if the nodes match the nodes participating in semantic units in the database. For example if we have nodes, per-
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son, “works for”, “organization” and in the database there is a semantic unit that has “works for” as dependent and “person” as an antecedent the system will link them in the same way. If not found in the database, then the system will attempt to connect them based on their position in the sentence of the source text and the connectivity rules. The same approach will be repeated for connecting the semantic units together and forming the ontology chart. The main drawback of this approach is that it requires a huge dictionary in order to work.

In our approach we will consider as candidate nodes, the virtual objects and the objects identified by the computer vision approach, and attempt to auto generate the ontology chart similar to\(^\text{16}\). Additionally, each category will have some predefined actions. For example, an agent can communicate and so on. Some particulars will also have some actions associated with them. For example, the particular wooden desk, can accept virtual objects on its top.

1.3 Solution Design

1.3.1 Scenario

Human user is looking via a mixed reality compatible screen (head mounted display, mobile phone, tablet) to various real world objects. The system recognizes these objects and allocates unique identifiers to them, a unique name such as desk. The user can also add virtual objects in the environment. The list with all the objects is then passed to our system.

The questions that remain to be answered are:

- How the ontology chart can be auto generated?
- How the system can make use of the ontology chart and allow the user to interact with the environment?

The proposed solution will try to answer the above questions.

1.3.2 The Proposed Solution

In the first part of our proposal we will try to answer the first question. Our approach requires a dictionary and a database of ontology charts similar to\(^\text{16}\). A difference however is that our dictionary has two columns instead of three. This is because in our approach there is no need for similar words as the existing computer vision approaches can provide the identification of the various objects and the virtual objects are automatically added. Usually mixed reality is used within a close environment such as a room. The system can be trained so that it can recognize all the objects in that room. Also, this solves the problem of requiring huge dictionaries with similar words, increasing the applicability of our approach. Figure 3 provides an overview of our approach.

At the beginning the user has to look around the room. With the help of computer vision technologies, various objects will be identified. Additionally, the user can chose to add virtual objects. These virtual objects will also be considered as objects. Once all the objects have been identified, the system will check for each object, if it exists in the database. If it exists, it will be associated to a category such as agent, entity, relationships or determiner. If it does not exist, then the system will request input from the user. Our primary focus will be on identifying agents, entities and their determiners (similar to properties such as color, dimensions, etc.). Relationships are useful but hard to identify. Once all objects have been assigned to categories, the system will try to form semantic units by looking at the database of semantic units for similar formations. If similar formation not found, the system will attempt to auto-connect the nodes to semantic users taking into account the connectivity rules, but it will again depend on the feedback of the user to validate the auto generation. Once the correct user validated semantic units are generated, the system will store them in the semantic unit's database and then attempt to auto-generate the ontology chart. The auto-generation will be based on the information stored in the semantic units' database, identical to the process defined in\(^\text{15}\). The system will look for identical nodes in different semantic units. If two or more semantic units contain identical nodes, then these nodes will be merged and serve as connection points between the semantic units. This process contin-
ues recursively until there are no more semantic units that can be connected. In case those semantic units are left without connection, the system will request assistance from the user. Once again the correct semantic units will be stored in the semantic database making the system more and more intelligent. The output of the system will be an ontology chart that has both the real and the virtual objects connected together, capturing this way the semantics of the new reality.

In regard to the second question, ontology charts give us some information about the objects and their association via the ontological dependencies and associations between the nodes. However, we propose a new matrix that will associate each object with a set of actions that can be performed by the system. These associations can be at the universal or particular level. At the universal level, we can add a number of activities that all particulars of that universal will inherit. For example, we can say that agents can communicate. So if the system identifies a particular agent, e.g. Mr. George, it will enable the option of communication. For example, in case of an entity desk, we can associate the action “place virtual object” that will place a virtual object on the top of the desk. That will allow the system to be able to place virtual objects on the top of any particular desk. Additionally the system should allow the association of actions with particulars. For example, a specific desk called “wooden desk” can perform a specific action (e.g. change color). This way the system will allow the user to have even more interaction, something that can potentially increase the usability of mixed reality technologies.

2. Discussion

Using MEASUR Ontology Chart to link together objects from the real and virtual worlds is one of the main novelties of this work. Even if the system will require input at the beginning, the more it is used the more intelligent it will be, up to a point where it can auto-generate the ontology charts with minimum or no human input. This is possible because mixed reality is mainly applied to a small real world environment e.g. a room. Associating actions to universals and particulars will also add the very much desired degree of interaction between the user and the mixed reality environment. The system will require some training at the beginning but after some time it will be more intelligent. One of the limitations is that it is not clear how the system will behave with large number of similar data as it can cause potential confusion to the system. This cannot be tested as currently there is no implementation of this proposal. This is also another limitation of this work.

3. Conclusion and Future Work

This paper proposed the use of MEASUR Semantic Analysis method for capturing the semantics of a mixed reality environment. In more detail, the paper provided answers to two key questions: How can an ontology chart that represents the mixed reality environment, generated and how the system can take advantage of it and increase the user interactions with various objects of the mixed environment. The first question was answered by adopting an approach similar to for auto-generating ontology charts. The main difference was that the candidate nodes were actual nodes identified from the real world or virtual objects added by the user. These nodes were processed with the help of a dictionary, a database of semantic units and in some cases some input from the user. The output was an ontology chart that linked together nodes from both the real and the virtual world. The second question was answered by the association of actions to different types of universals and particulars. This way the system had an understanding of how to interact with the various objects. This paper presented the theoretical background of how semantic analysis can be applied in mixed reality environment. However, the main limitation of this work is that currently there is no implementation of this proposal hence it cannot be properly evaluated. In the future, we will try to implement this work, train the system with a large number of data and test it with different scenarios. Even if this paper is not a complete solution, due to lack of implementation, it is the believe of the authors that it is pointing to a direction that is worth to be investigated.
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