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Abstract

In instance-level detection tasks (e.g., object detection), reducing input resolution is an easy option to improve run-time efficiency. However, this option traditionally hurts the detection performance much. This paper focuses on boosting performance of low-resolution models by distilling knowledge from a high- or multi-resolution model. We first identify the challenge of applying knowledge distillation (KD) to teacher and student networks that act on different input resolutions. To tackle it, we explore the idea of spatially aligning feature maps between models of varying input resolutions by shifting feature pyramid position and introduce aligned multi-scale training to train a multi-scale teacher that can distill its knowledge to a low-resolution student. Further, we propose crossing feature-level fusion to dynamically fuse teacher’s multi-resolution features to guide the student better. On several instance-level detection tasks and datasets, the low-resolution models trained via our approach perform competitively with high-resolution models trained via conventional multi-scale training, while outperforming the latter’s low-resolution models by 2.1% to 3.6% in terms of mAP. Our code is made publicly available at https://github.com/dvlab-research/MSAD.

1. Introduction

Deep learning [30, 57, 62, 63, 19, 61, 27, 26] has enabled instance-level detection (object detection [14, 11, 52], instance segmentation [17, 38], human keypoint detection [56, 83, 60], etc.) methods to achieve previously unattainable performance. Heavy computation requirement of deep-learning-based instance-level detection models, however, remains an issue for easy adoption of these models in real-world applications [43, 55, 47, 8].

While many model compression techniques [46, 6, 33, 29] have been proposed to train compact models for accelerated inference, they mostly focus on trimming networks along depth or width [10, 85, 13, 84, 1], or adopting efficient block structure design [25, 54, 24, 82, 41, 21, 5]. Besides depth/width, another critical dimension for the compound scaling of network architectures is the input resolution [64, 32]. However, reducing input resolutions to accelerate instance-level detection is generally not regarded as a decent solution in existing work due to severe performance degradation. For example, for the recent one-stage detector FCOS [67], its mean average precision (AP) drops from 38.7 to 34.6 when the detector is naively trained on 400px images instead of the default 800px images.

We are thus interested to study the fundamental problem to upgrade performance of a low-resolution detection model up to that of its high-resolution counterpart.

There was study to mitigate performance drop by distilling knowledge (KD) from a high-res teacher to a low-res student [32, 76]. KD methods distill knowledge from a heavier teacher network to a compact student mostly in the context of image classification [79, 15, 53], since the spatial scales of final output of the teacher and student networks are identical. In the context of instance-level detection, it is not trivial to apply KD to high-res teacher and low-res student networks because they do not share the same feature/output spatial size at the same network stages, as illust-
treated in Fig. 1(a). Downsampling feature maps and output of the pre-trained large-resolution teacher to match those of the low-resolution student is one naive workaround. But this operation significantly corrupts predicted features and output, making them poorly reflective of the actual knowledge learned by the teacher.

We, instead, explore alignment of feature maps to resolve the output size mismatch between high-res teacher and low-res student. For the feature pyramid (FPN) structure [35] widely used in instance-level detection networks, the feature map size in last network stage is $2 \times$ larger than that of current stage. Based on this observation, for the low-res student, we adopt input resolution $2 \times$ smaller than the typical input used for the teacher. This provides feature-level consistency between the two input resolution models and allows their features to match spatially. As shown in Fig. 1(b), the spatial size of $P_2$ with low-res (downsampled by $2 \times$) input shares the same spatial size as $P_3$ of the high-res input. This simple strategy quickly and effectively enables knowledge distillation from teacher to student.

With this novel alignment idea, we propose an aligned multi-scale training method and a crossing feature-level fusion module to train a strong teacher. Aligned multi-scale training qualifies a ready-for-distillation robust teacher that performs well across multiple input resolutions. Whereas the crossing feature-level fusion module dynamically fuses the features from multiple-res models within the same teacher network. Finally, the rich multi-scale and multi-resolution knowledge of the multi-scale fusion teacher is distilled to the low-res student, resulting in a high-performing low-resolution model. Fig. 1(b) provides a high-level overview of our approach.

Our main contribution is threefold.

- The alignment concept to align feature maps of models at different input resolutions.
- A framework for training a strong multi-scale and multi-resolution fusion teacher that provides more informative training signals to the low-res student that does not have access to fine visual details in high-res images.
- Extensive ablation studies and comparative experiments on different instance-level detection tasks to demonstrate the effectiveness of our methods.

2. Related Work

2.1. Instance-level Detection Tasks

Instance-level detection tasks, including object detection [14, 11, 52, 35, 36, 67, 9], instance segmentation [17, 38, 74, 3, 81, 49], and key point detection [17, 83, 60, 73], require detecting objects at the instance level. From the viewpoint of coarse-to-fine recognition, an instance can be represented by a bounding box in object detection, a pixel-wise mask in instance segmentation, and a sequence of key points.

Recently, single-shot instance-level detection methods [36, 39, 50, 51, 70, 77, 81, 49, 74, 66, 48, 34] have gained interest. Single-shot methods are aimed at accelerating model inference time while maintaining good detection performance, by designing new network modules and architectures. While network design is an important factor in determining runtime efficiency [46, 6, 33, 29, 10, 85, 13, 84, 1], it is not the only way. In this paper, we take a new direction to improve runtime efficiency through input resolution reduction, without structurally modifying the network significantly.

2.2. Knowledge Distillation

[23] is a seminal work in knowledge distillation, which can be used to train a compact network by distilling knowledge from a larger teacher network. Over the years, many improved KD methods have been proposed that perform distillation over spatial attention [80], intermediate features [53, 22, 65], relational representation [45, 68], improved teachers [7, 42], etc. In contrast to existing KD methods that focus on improving the performance of compact networks, the focus of this paper is on improving the low-resolution model with KD which poses unique challenges.

2.3. Improving Low-Resolution Models

Multi-scale training is commonly used in image classification [31, 44, 71, 76, 32] and object detection [18, 58, 59, 4] to improve model robustness against input resolution variation. It is an easy approach to improve performance at multiple or even low input resolutions. Conventional multi-scale training does not involve KD and thus generally does not guarantee spatially-aligned features required for seamless KD in instance-level detection. There is work to apply KD to improve low-resolution image classification in conjunction with multi-scale training [44, 71, 76, 32]. This strategy is straightforward for image classification given that the multi-resolution models share the same output size. However, it is not the case for instance-level detection and there is difficulty to apply KD. To circumvent this difficulty, we propose an aligned multi-scale training method.

3. Methodology

Fig. 2 provides an overview of the proposed framework. The framework is divided into two stages where the first (left) trains a strong multi-resolution teacher, and the second stage (right) trains a low-resolution one with the guidance of the multi-resolution teacher. In the following, we revisit a base detection method. For convenience, we adopt object detection as the base task to demonstrate our method, and take a strong one-stage detector FCOS [67] as the base...
detector. Our methods are applicable to other instance-level detection tasks. Then, we introduce the teacher formation process that involves our proposed aligned multi-scale training and crossing feature-level fusion. Finally, with a strong multi-resolution teacher, we propose crossing feature-level knowledge distillation to guide the training of low-resolution student effectively.

### 3.1. Base Detection Architecture

As shown in the left of Fig 2, our framework is based on FCOS [67], in which FPN [35] backbone and a detection head perform pixel-level box prediction and regression to achieve object detection.

FPN backbone adopts a feature pyramid scheme to compute features at multiple scales for detecting objects at different sizes. Specifically, FPN backbone extracts feature maps $P_s \in \mathbb{R}^{H_{P_s} \times W_{P_s} \times 256}$ of several resolutions at different FPN levels from the input image $I \in \mathbb{R}^{H \times W \times 3}$, where $H$ and $W$ denote the height and width of the image respectively. $H_{P_s}$, $W_{P_s}$ refer to height and width of FPN feature maps, where $s \in \{2, 3, 4, 5, 6, 7\}$ indexes the level of the multi-scale feature maps generated by FPN. The FPN feature maps are spatially smaller than the input image by factors of $\{4, 8, 16, 32, 64, 128\}$.

The detection head has two output branches: classification branch and regression branch. Each has four convolutional blocks with convolutional layers and rectified linear unit (ReLU) layers. These blocks are shared among all FPN levels from $P_2$ to $P_7$. FPN features go through the detection head to perform instance-level classification and box regression. It trains with the following loss for a high-resolution input image with height $H$ and width $W$:

$$L_{H \times W} = L_{cls} + L_{reg} + L_{ctr},$$  

(1)

where $L_{cls}$ is the classification loss, $L_{reg}$ is the bounding box regression loss, and $L_{ctr}$ is the centerness loss.

### 3.2. Multi-Scale Fusion Teacher

One of the most important factors for knowledge distillation is a strong teacher. Here, we focus on feature-level knowledge distillation that distills through the FPN’s pyramidal features. In this section, we propose methods to train a teacher to distill strong multi-resolution knowledge at feature level [53], to guide the training of a low-resolution student.

Note we do not consider final output-level (e.g., classification, regression outputs) knowledge distillation in this paper. The output-level knowledge distillation works well for image classification tasks. But it is not straightforward to apply output-level distillation to instance-level detection due to the extreme imbalance of background and foreground classes. Further, feature-level knowledge distillation is more generally applicable than output-level distillation where the latter may involve different loss functions for various instance-level tasks.

Although the most straightforward approach is to train a single-scale high-resolution teacher to guide the student, the single-scale teacher is not aware of multi-resolution input. Thus its learned features may be poorly compatible with those of low-resolution student. To address this problem, we adopt and extend the widely-used multi-scale training strategy to train a strong multi-scale teacher, via feature pyramid alignment.

It is common knowledge that multi-scale training only improves the teacher network at the network parameter/weight level and does not explicitly incorporate multi-scale information to the features of an input image at a
given single resolution. To distill knowledge with enhanced multi-scale information to a low-resolution student, we introduce crossing feature-level fusion to dynamically fuse two-resolution features generated by the same teacher network on two input resolutions.

**Aligned Multi-Scale Training.** Multi-scale training perturbs the base input resolution \((H, W)\) by rescaling it with a random scaling factor \(\hat{\alpha}\) sampled from the range \([\alpha_{\min}, \alpha_{\max}]\) (e.g., \([0.8, 1.0]\)) at every training iteration. It can be seen as training multiple models that act at different perturbed input resolutions and share the same network parameters/weights. Within the same network, the high-resolution models supposedly have strong knowledge that can be distilled to the low-resolution models. However, knowledge distillation is nontrivial due to the spatial size mismatch between the output and feature maps of models acting at different input resolutions.

In the FPN structure, the spatial sizes of any two adjacent pyramidal feature maps differ by \(2\times\) along each spatial dimension. Motivated by this observation, we adopt two base resolutions \(\{(H, W), (H', W')\}\) respectively for high- and low-resolution models that share the same network weights, where \(H' = H/k, W' = W/k,\) and \(k\) is any valid\(^1\) even number. Such a reduction factor allows us to shift the FPN’s position at backbone network and obtain FPN pyramidal feature maps whose spatial sizes match those of high-resolution model.

For clarity, we denote this shift offset by \(m\), where \(m = k/2\). In FCOS, a low-resolution \((k=2\) and \(m=1)\) model outputs pyramidal feature maps at \(\{P_2, P_3, P_4, P_5, P_6\}\) levels that have the same spatial sizes as the default \(\{P_3, P_4, P_5, P_6, P_7\}\) levels of high-resolution model. During training, both high- and low-resolution models are trained simultaneously in the multi-scale training fashion with distinctively-sampled \(\hat{\alpha}\).

Put differently, the low-resolution model uses earlier network blocks to generate pyramidal features in order to spatially match the pyramidal features of the high-resolution model. With this alignment approach, all models trained using the lower-resolution input (obtained by varying \(k\)) is aligned with the high-resolution model in terms of the pyramidal feature map sizes. This approach critically eliminates the feature-size inconsistency between models of multiple input resolutions and is beneficial for crossing-resolution knowledge distillation. The proposed aligned multi-scale training loss is defined as

\[
\mathcal{L}_{\text{Align}} = \mathcal{L}_{H \times W} + \mathcal{L}_{H' \times W'},
\]

where \(\mathcal{L}_{H \times W}\) and \(\mathcal{L}_{H' \times W'}\) are the losses for default/high-resolution and low-resolution input respectively. For simplicity, we include just one low-resolution \((H' \times W')\) model in the loss function. The aligned multi-scale training can be easily extended to include multiple low-resolution models.

**Cross Feature-level Fusion.** Intuitively, a high-resolution model performs better for small object detection due to better preservation of fine visual details in high-resolution images. Whereas, a low-resolution model works better for large object detection, as the backbone network captures information on the larger portions of the whole image, compared to high-resolution models at the same receptive field. This intuition is verified experimentally in Table 1. Although aligned multi-scale training encourages a network to be robust against multiple input resolutions, the network runs on just one of the “seen” input resolutions during inference. Thus, its predicted features for any of the input resolutions do not incorporate the best of both worlds from high- and low-resolution models.

Inspired by the Squeeze-and-Excitation (SE) module \([26]\), we propose a feature fusion module to dynamically fuse pyramidal feature maps from different resolution input in an input-dependent manner. Fig. 3 illustrates our feature fusion module. It enables the network to adjust the degrees of contributions from different resolution input, depending on the content of the input image.

For example, an image with only large objects benefits more from features of low-resolution model, and vice versa. With this fusion module, the resulting features much improve. Note that, in this paper, we only consider two-resolution input for easy demonstration of the idea. Actually, this module is readily extensible to fuse features in multiple resolutions. For each pair of feature maps, which share the same spatial sizes (e.g., \(P_2\) and \(P_3\) from low-resolution and high-resolution input with aligned multi-scale training), the fusion scores for each of the pair are dynamically predicted and used to fuse or combine them.

Initially, the module concatenates the two feature maps
along the channel dimension and performs global average pooling to obtain 1D contextual features of

\[ P_s^p = \frac{1}{H_{ps} \times W_{ps}} \sum_{i=1}^{H_{ps}} \sum_{j=1}^{W_{ps}} [P_s, P_{s-m}](i, j), \]

where \( s \in \{3, 4, 5, 6, 7\} \) is for FCOS, \( P \) and \( P' \) are the pyramid feature maps of default-high-resolution and low-resolution input images respectively, \( H_{ps} \) and \( W_{ps} \) are the height and width of the feature map \( P_s \), \([\cdot]\) indicates the concatenate operation for two feature maps along the channel dimension. \( P_s^p \) is then fed to a multi-layer perceptron (MLP) denoted as \( \mathcal{H} \) to obtain Softmax-normalized fusion weights for the weighted sum that fuses\(^2\) the two feature maps of

\[ P_s^T = h_s(0) \cdot P_s + h_s(1) \cdot P_{s-m}, \]

where \( h_s = \mathcal{H}(P^p_s) \) and \( \mathcal{H} \) is a MLP that comprises a FC layer with \( \frac{HW}{C_p} \) output channels (\( r \) is the channel compression ratio), ReLU function, a FC layer with 2 output channels, and Softmax function. \{0\} and \{1\} are the indexing mechanisms used to obtain the fusion scores for \( P_s \) and \( P_{s-m} \) feature maps, respectively. In contrast to SE module that employs Sigmoid function and treats the output channels independently (i.e., multimodal distribution), we apply Softmax-normalization to explicitly encourage the “either-or” behavior (i.e., unimodal distribution) through the competitions among input of different resolutions.

Subsequently, the fused \( P_s^T \) with strong multi-scale information is fed to the detection head for either training or inference. Given \( P_s^T \), the training loss is defined as

\[ \mathcal{L}_F = \lambda \cdot \mathcal{L}_{(H \& H') \times (W \& W')}, \]

where \((H \& H') \times (W \& W')\) indicates the use of the fused features from high- and low-resolution images. \( \lambda \) is the loss weight.

**Training Strategies.** Since the fused multi-scale features are stronger than single-scale features from either high- or low-resolution input, we take the fused model as the strong multi-scale teacher to guide the training of low-resolution student in the next subsection. To obtain the fused multi-scale teacher, we train it with a two-step strategy, where the first stage performs aligned multi-scale training, and the second stage only trains the fusion module while “freezing” the FPN and detection head. Alternatively, we can perform end-to-end training with joint aligned multi-scale training and feature fusion losses as

\[ \mathcal{L}_T = \mathcal{L}_{\text{Align}} + \mathcal{L}_F. \]

We empirically show that the two training strategies produce similar teacher’s detection performance.

### 3.3. Cross Feature-level Knowledge Distillation

With aligned multi-scale training and crossing feature-level fusion, we obtain a strong multi-scale fusion teacher whose multi-resolution features can be seamlessly distilled to the low-resolution student. Similar to those in previous sections, we denote high resolution and input resolution as \( H \times W \) and \( H' \times W' \) used by the teacher and student respectively. Knowledge is distilled from teacher’s features \( P_s^T \) to student’s \( P_s^S \) via L1 loss as

\[ \mathcal{L}_{\text{KD}} = \tau \cdot \sum_s |P_s^T - P_s^S|, \]

where \( T \) and \( S \) respectively refer to teacher and student, \( s \) is the teacher’s pyramidal feature level (e.g., 3 to 7 for default input resolution in FCOS), \( m \) is the shift offset used to spatially align student’s feature maps with the teacher’s, and \( \tau \) is the loss weight hyperparameter. Following conventional knowledge distillation [23, 53], the student is trained with both knowledge distillation loss and original detection loss, weighted by \( \gamma \) as

\[ \mathcal{L}_S = \gamma \cdot \mathcal{L}_{\text{KD}} + (1 - \gamma) \cdot \mathcal{L}_{H \times W}. \]

### 4. Experiments

**Dataset & Evaluation Metrics.** We compare our method with state-of-the-art approaches on the challenging COCO dataset [37]. Following common practice for COCO [17, 35, 38, 28], we use 115,000 training images and report evaluation results on the 5,000 validation images for the ablation experiments. Results on the 20,000 test-dev images are also reported for further comparison. We follow standard average precision metrics of AP (IoU range of 0.5:0.5:0.05), AP\(_{50}\) (IoU@0.5), AP\(_{75}\) (IoU@0.75), AP\(_{B}\) (small-sized objects), AP\(_{M}\) (medium-sized objects), and AP\(_{L}\) (large-sized objects). To avoid confusion, we specify AP\(_{T}\) for the teacher with only multi-scale training, AP\(_{F}\) for the full multi-scale fusion teacher, and AP\(_{S}\) for the student.

**Implementation Details.** All ablation experiments are conducted with FCOS with ResNet-50 [20] backbone. For our final method, we perform evaluation on another popular detection method (RetinaNet [36]), and on other key instance-level tasks – instance segmentation (Mask R-CNN [17]), and keypoint detection (Mask R-CNN [17]). Following existing practice in detection frameworks [72, 2], we train either teacher or student networks using batch size 16 for 12 epochs (90, 000 iterations or 1 × schedule) in ablation experiments.

In general, we use high resolution (800, 1, 333) and set (400, 677) as our low resolution. The first and second elements are image’s short and maximum of long sides. For
4.1. Ablation Study

Our proposed framework consists of two main stages: multi-scale fusion teacher training and crossing feature-level knowledge distillation. We provide ablation study on them.

4.1.1 Multi-Scale Fusion Teacher

Aligned Multi-scale Training. The ablation study on multi-scale training is provided in Table 1. The teacher model trained with single-scale training achieves 38.6(H)/34.1(L) AP. With vanilla multi-scale training using input of two base resolutions, the model obtains 40.3(H)/35.9(L) AP.

The proposed aligned multi-scale training (with two base resolutions and feature map alignment) enables the teacher model to achieve better performance balance between H and L input resolutions at 40.1(L)/37.8(H) AP. In particular, it improves over vanilla multi-scale training by 1.9 AP on low-resolution input. The gap between H and L is smaller than that of vanilla approach, indicating that the feature map alignment is important. It ensures that the model perform robustly against large variation of input resolutions.

Cross Feature-level Fusion. Table 2(a) shows the effects of using different feature fusion strategies to fuse features of multi-resolution teacher models, compared to models without fusion. It reveals that models that employ feature fusion outperform single-resolution non-fusion ones, due to the incorporation of multi-resolution information in the fused features. Among the fusion models, our crossing feature-level fusion module that fuses features with dynamic fusion weights achieves better performance than both SC-SUM and CC that fuse features with static weights.

Table 2(b) demonstrates the effects of changing output activation function and generating channel-wise output (i.e., $1 \times 1 \times 2C$) in the crossing feature-level fusion (C-FF) module. Substituting the softmax activation in C-FF with Sigmoid (SE [26] module) degrades the AP by 0.9%. Softmax encourages the module to be more decisive when selecting features from either of the input resolutions, making the features not include unimportant resolutions. Generating channel-wise output to weight the two resolution’s features does not bring any improvement.

Training Strategy. Fig 4(a) shows multi-scale fusion teacher’s performance using different training strategies and $\lambda$. Two-step and joint training perform similarly. The best AP is achieved at $\lambda = 0.4$.

4.1.2 Cross Feature-level Knowledge Distillation

Choice of Teacher. We analyze how different teacher variants affect low-resolution students’ performance in Table 2(c). It shows that stronger teachers produce stronger students, and multi-scale fusion teachers produce the strongest students. We conjecture that multi-scale fusion teachers have greater compatibility with low-resolution students, due to the inclusion of low-resolution model’s features in the feature fusion process.

Knowledge Distillation Methods. In Table 3(a), we study the effect of using different distillation methods. Feature-level distillation methods work better than traditional output-level KD [23], since intermediate features are more informative. With our alignment approach, all feature-level distillation methods perform quite similarly.

Loss Balancing Weights. Table 4(b) shows the influence of the loss balancing weights $\tau$ and $\gamma$ on student’s performance. $\gamma$ plays an important role in student’s training, by balancing the knowledge distillation and original detection losses. $\tau$ can be easily tuned once $\gamma$ is fixed.

Inference at Multiple Resolutions. Table 4(c) shows the AP performance of the student trained with three base resolutions, including 200-pixel (short side) resolution with P1-P5 features via our alignment approach. Even at the small
Figure 4: (a): Performance change of teachers with respect to λ and training strategy; (b): Performance change of teachers with respect to γ and τ, (c): Performance change of students with respect to inference resolution (320 to 400 & 160 to 320).

Table 2: Ablation studies. (a): Feature feature fusion approaches: “SC-SUM” sums the separately convoluted feature maps of two resolutions, “CC” applies convolution to the concatenated features of the two resolutions, and “C-FF” is our crossing feature-level fusion. (b): Design of crossing feature-level fusion module: “Sigmoid” replaces the softmax with sigmoid activation as used in SE module [26]. “Channel-wise” outputs channel-wise weights for feature fusion. (c): Effectiveness of different teachers on guiding low-resolution student: single-scale 800px (high resolution) teacher and different multi-scale (800px & 400px) fusion teachers with CC, sigmoid activation, or our crossing feature-level fusion.

Table 3: Ablation studies. (a): Distillation methods. “Type” indicates the type of knowledge distilled and “Aligned” indicates whether the student’s feature maps are aligned with the teacher’s or not. All rows use the same multi-scale fusion teacher trained with C-FF. (b): Backbone architectures & network widths. “GFLOPSb” is the number of floating point operations of the backbone network in giga unit. We average the GFLOPS computed over the 5,000 images per resolution type. The detection head is not included as it has a fixed GFLOPS of 57.09 regardless of the backbone architecture.

200-pixel resolution, our student achieves reasonably good AP 31.8.

Different Backbones. We present the results of using different backbone architectures and network widths [78] to train teacher-student pairs using our framework in Table 3(b). Here, teacher and student share the same backbone. Our multi-scale fusion teacher can also be used to train a strong high-resolution student (last row). Remarkably, our low-resolution ResNeXt-101 [75] (second last row) student outperforms the high-resolution R-50 student, at half of the required FLOPs.

Our framework works very well with the slimmed/compact pre-trained backbones3 [78] at multiple network widths. More results on slimmed backbones are reported in Table 5. Additionally, we report the results of using distinct teacher and student backbones in Table 6. Our approach benefits from using a stronger backbone for

3Slimmable training [78] is not used for detector training.
Table 4: Overall performance evaluation on mainstream instance-level detection tasks with ResNet-50. “Vanilla” refers to the standard multi-scale training. “Ours” is the proposed framework with fusion teacher and crossing feature-level distillation. Here, we adopt 3× training schedule to understand how our approach performs in the “push-the-envelope” regime [16].

Table 5: Performance evaluation on slimmed ResNet-50 [78] backbones. H&L is the multi-scale fusion teacher that distills knowledge to student S.

Table 6: Performance evaluation on multi-scale fusion teacher and low-resolution student models using distinct backbone architectures.

Table 7: Performance evaluation on using dual-resolution (high/H and low/L input resolutions) slimmed backbones within multi-scale fusion student models.

the teacher, like traditional KD [23].

Multi-scale Fusion Students with Slimmed Backbones. In Table 7, we show the performance of several such backbone combinations for the multi-scale fusion students that requires less computational footprints (FLOPS) than the full-width high-resolution model. Performance on small-sized objects AP\textsuperscript{S} is much improved compared to the models’ single- and low-resolution counterparts reported in the supplementary material.

4.2. Overall Performance Evaluation

We apply our proposed framework to several recent methods across mainstream instance-level detection tasks of object detection, instance detection, and keypoint detection. The evaluation results are reported in Table 4. We notice that the low-resolution models trained with our approach outperform the widely-adopted vanilla multi-scale training approach by 2.1% to 3.6%, and performs competitively with its high-resolution models.

5. Conclusion

In this paper, we have boosted the performance on low-resolution instance-level detection tasks using our proposed framework. The framework comprises aligned multi-scale training and crossed feature-level fusion for training a strong teacher that dynamically fuses features from high-resolution and low-resolution input. By aligning the feature maps of teacher and student, knowledge of the multi-scale fusion teacher is correctly and effectively distilled to the low-resolution student.

The extensive experiments demonstrate that our approach improves even strong baseline and vanilla multi-scale trained models by significant margins. Moreover, the proposed low-resolution detection approach is compatible with and complements compact networks (obtained with model compression techniques [78]) to reduce overall model complexity. We can extend our crossing feature-level fusion module to combine two lightweight models to achieve better instance-level detection performance, while maintaining low computational cost.
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