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ABSTRACT
Autonomous robots need to learn the categories of various places by exploring their environments and interacting with users. However, preparing training datasets with linguistic instructions from users is time-consuming and labor-intensive. Moreover, effective exploration is essential for appropriate concept formation and rapid environmental coverage. To address this issue, we propose an active inference method, referred to as spatial concept formation with information gain-based active exploration (SpCoAE) that combines sequential Bayesian inference using particle filters and information gain-based destination determination in a probabilistic generative model. This study interprets the robot’s action as a selection of destinations to ask the user, ‘What kind of place is this?’ in the context of active inference. This study provides insights into the technical aspects of the proposed method, including active perception and exploration by the robot, and how the method can enable mobile robots to learn spatial concepts through active exploration. Our experiment demonstrated the effectiveness of the SpCoAE in efficiently determining a destination for learning appropriate spatial concepts in home environments.

1. Introduction
Service robots deployed in office and home settings, where they should autonomously categorize and identify various locations through interactions with their surrounding environment and users. Semantic mapping, which assigns a label to an environmental map, was recently proposed. In contrast, spatial concept-based approaches allow unsupervised learning frameworks to categorize unknown places and flexible word assignments from user-language interactions. The spatial concept is defined as the abstracted categorical knowledge of locations derived from the multimodal observations gathered through spatial perception in robots. However, to collect the training data, the user follows and manipulates the robot, moves, and speaks multiple times at each location to be taught. To solve these problems, robots should actively determine and move autonomously toward their destinations. Learning through active exploration requires the user to speak only when asked by the robot, which reduces the burden on the user.

Our challenge is task-independent and interactive knowledge acquisition, in which the robot asks the user questions. At the interface between artificial intelligence and computational neuroscience, free-energy principle (FEP)-based active inference (AIF) has gained attention as an approach through which agents actively explore and acquire knowledge. The expected free energy based on AIF theoretically encompasses information gain (IG), which is commonly used in traditional active perception/learning in robotics, and provides further inspiration. The application of AIF theories in robotics has gained increasing importance. AIF encompasses active exploration and online learning loops, which serve as the foundation for our study. In the field of robotics, studies have been conducted on active exploration for simultaneous localization and mapping (SLAM) and active perception/learning for multimodal categorization. Our study integrated these approaches, leading to active semantic mapping. This study differs from vision-and-language navigation (VLN), which uses task-dependent knowledge acquisition without AIF as its theoretical foundation. We focus on active exploration inspired by AIF for grounding a spatial lexicon in a mobile robot.
Figure 1. Active exploration and learning of spatial concepts by the robot. The robot explores a position that would provide the most information and reduce uncertainty. First, the robot decides which destination to explore from the candidate destinations in the environment. After moving, the robot asks the user, ‘What kind of place is this?’ to observe the position and words. Subsequently, the robot learns spatial concepts based on the observations. Following this, the robot decides where to go next based on the spatial concepts it has formed. The above process is repeated.

This study addresses three main aspects: learning accuracy, learning efficiency, and movement efficiency.

(i) Learning accuracy: Selecting data in an order that allows learning to be stable and accurate is important. In online unsupervised learning, such as particle filtering, the order of the observed data affects the estimation accuracy [19].

(ii) Efficiency of learning: In active exploration, it is efficient to adapt to the environment quickly. It is required to reach a sufficiently accurate learning result that encompasses the environment in a few steps. To reduce the uncertainty of learning results concerning the environment, learning by exploring using information-theoretical criteria is expected to be effective [12,13].

(iii) Efficiency of movement: For mobile robots, the costs associated with travel distance must also be considered. Exploring a distant location requires more time to move.

This study aims to improve the efficiency of learning spatial concepts through autonomous active exploration using a mobile robot. Therefore, we propose an AIF-inspired method that combines sequential Bayesian inference based on particle filters and destination determination based on IG called spatial concept formation with IG-based active exploration (SpCoAE). By considering the active exploration of spatial concept formation as an optimization problem, we realize autonomous decision-making for the questioning behavior of the robot.

This study also considers aspects of a constructive approach in cognitive developmental robotics and symbolic emergence in robotics [20–22]. A probabilistic generative model (PGM) for spatial concept formation was proposed as a world model [23]. Learning and inferring world models is important for building human-like intelligent machines [6]. The implementation of AIF based on FEP, which is proposed as a fundamental principle of the brain [5,24–27], and demonstrating its feasibility is challenging in the robotics field [7].

The main contributions of this study are as follows.

(1) We show that a robot can probabilistically relate flexible location-related words to a map through place categorization by actively determining the destination and asking the user there.

(2) We realize active inference for efficient spatial concept formation by leveraging the posterior distribution estimated by particle filter-based online learning for IG-based active exploration.

(3) We demonstrate that the utility function, including the IG and travel distance, achieves more efficient exploration compared to the baselines, suggesting a correspondence with the expected free energy.

The remainder of this paper is organized as follows: Section 2 presents research on spatial concept acquisition and active exploration. Section 3 describes the background of AIF based on FEP. Section 4 describes the proposed method, SpCoAE, and the online learning of spatial concepts. Section 5 presents experiments performed using a simulator in multiple home environments. Section 6 discusses experiments performed in real environments. Finally, Section 7 concludes the paper.

2. Related work

As research related to this study, we describe spatial perception, spatial concept formation and semantic mapping
in Section 2.1 and active spatial perception, exploration, and learning in Section 2.2.

2.1. Spatial perception and semantic mapping

Recently, semantic mapping has been emphasized [1,2]. However, several studies have provided preset labels for specific map areas. For example, LexToMap [28] assigns convolutional neural network-recognized lexical labels to a topological map. Voxblox++ [29] and Kimera [30] constructed dense metric-semantic maps using RGBD (or dense-stereo) cameras. By contrast, our approach allows unsupervised learning to categorize unknown places and flexible word assignments.

The robot must learn the spatial concepts online to select its next destination. In online spatial concept formation and lexical acquisition with SLAM (SpCoSLAM) [3,4], online learning is achieved by estimating parameters representing spatial concepts using particle filters. Incidentally, neuroscientific findings suggest that spatial cognition and inference take place in the hippocampal formation of the brain [31,32]. Online learning with models such as spatial concept formation has been suggested to be consistent with the function of the hippocampal formation [33]. Therefore, similar to SpCoSLAM, the proposed method learns spatial concepts through online learning using particle filters.

Considering the burden on the user, the robot was required to explore the environment by moving actively. Thus far, the applications developed related to spatial concepts include action selection for object tidy-up [34], spatial concept-based navigation by using speech instructions (SpCoNavi) [35], knowledge transfer across multiple environments [36–38] and the relative location concept formation [39]. However, previous studies on spatial concept learning have used passive learning methods for robots, in which a user manipulates the robot or the robot moves in the environment by following the user. The IG-based active exploration method proposed in this study has the potential to be applied to these PGMs.

The VLN is the latest applied research that focuses on the boundary area between computer vision and natural language processing for mobile robots [16,17]. Typical conventional VLN provides detailed linguistic texts that specify a route to a goal. Accordingly, they performed navigation task-oriented knowledge acquisition through numerous trial-and-error attempts using benchmark simulators [18,40]. By contrast, our approach to spatial concept formation allows for non-task-oriented spatial knowledge acquisition, including bottom-up lexical acquisition, even from small amounts of real-world data.

2.2. Active spatial perception, exploration, and learning

Active SLAM selects the next destination when the robot performs SLAM in an environment [9,11]. IG-based active SLAM [9] uses entropy to determine move destinations such that the uncertainty is reduced with FastSLAM, a particle-filter-based online SLAM method [41,42]. Owing to the numerous candidate destinations, a frontier approach [43] was used to limit the candidate search points. In another approach, graph structures have been proposed for fast exploration [10,44]. Active Neural SLAM [45] and hierarchical AIF-based SLAM [46] have also been used for deep learning-based SLAM. However, active SLAM does not involve learning place-related words or categories.

Active semantic mapping is a challenging task that involves efficiently exploring space while accurately capturing the semantics of the environment [11]. Self-supervised embodied active learning (SEAL) uses perception models trained on internet images for active exploration policies [15], while our study employs unsupervised learning without pre-training datasets. Veiga et al. proposed information-reward models based on partially observable Markov decision processes [14]. Unlike room-specific models, our study employed a unified model for spatial concept uncertainty. Instead of defining rewards and policies [14,15], our study directly defines model for spatial concept uncertainty. Instead of defining rewards and policies [14,15], our study directly.

Active robot learning approaches for language acquisition and understanding have been developed. Efficient natural language understanding through interactive spatial concept learning that considers user instructions and the environment is important [48,49]. Active learning was introduced to estimate the command ambiguity in tabletop object manipulation in robot language acquisition [50]. Efficient cross-situational object-word learning was achieved by actively selecting the order of the training samples [51]. These studies have implications for constructive models for children autonomously acquiring language. This study aims to achieve efficient spatial language acquisition by robots through active action selection.

Online learning is appropriate for learning through active exploration because new data are obtained each time. Active perception/learning, in which a robot
actively selects the next piece of information to observe when recognizing object categories, has been proposed [12,13]. Based on a multimodal hierarchical Dirichlet process (MHDP) [52], which is a hierarchical Bayesian model of multimodal categorization, a robot selects an action corresponding to a sensory modality such as tactile, visual, and auditory modalities. However, MHDP-based active perception/learning methods [12,13] use a batch-learning algorithm based on Gibbs sampling. These conventional methods compute the IG by Monte Carlo approximation with new sampling, whereas the proposed method uses the results of online estimation using particle filters to compute IG.

Many active-action selection methods use the IG maximization criterion, which is known to satisfy submodularity [12]. Obtaining words related to a place from a user at the position where the IG is maximized is expected to efficiently reduce the uncertainty in spatial concept formation.

The latest research on active exploration and visual goal navigation leverages semantics as an approach to learning through exploration based on curiosity and other factors [53,54]. In addition, recent studies on VLN have used deep and reinforcement learning [16,17]. By contrast, the proposed method is an unsupervised learning approach based on a PGM; it conducts active exploration using probabilistic inference based on information-theoretic criteria. The proposed method uses abstracted locations in the ground language, while ensuring extensibility to vision.

In the field of embodied computer vision, curiosity, novelty, coverage, and reconstruction have been defined independently for exploration [55]. In contrast, AIF can naturally combine these indicators into a single principle. In addition, applications of AIF to robots include the estimation and control of body movements [56] and multimodal affective human-robot interactions [57]. This study is also significant because it applies AIF to a robot that collects data in its environment by moving with an embodied body.

### 3. Foundational concepts: active inference based on free energy principle with world model

The FEP provides a unified explanation for the mechanisms of action, perception, and learning [24]. Various theories of the brain, such as the Bayesian brain hypothesis [58] and motor control, can be explained in a unified manner by the FEP [25]. When humans estimate the state of the external world based on their perceptions, they actively select the action most likely to provide the most information regarding that state (i.e. they may maximize the expected free energy) [26,27]. This is called the AIF [5], which infers what to do next to resolve the uncertainty.

A robot should acquire knowledge about its environment through active inference [6]. Forming a representation of the world (i.e. an internal representation of the perception of the world) is necessary to appropriately promote action generation. This abstract model of the environment is called the world model [6,23,59–61]. In particular, predictive coding [62], which learns to predict future observations, can efficiently reduce uncertainty in the knowledge of the environment. In this study, we constructed a PGM for spatial concept formation as a world model.

FEP is realized by simultaneous or reciprocal iterative inference of perceptual inference and AIF [5]. In the perceptual inference formula proposed by Friston et al., variational free energy is defined, and an approximate posterior distribution is obtained by variational inference. In this section, we assume that $Z$ is the set of the hidden states (latent variables), $X$ is the set of observations, and $q(Z)$ is the variational approximate distribution. In the FEP, the general equations (Equations (1) and (2)) for the variational and expected free energies have been proposed [5,24]. Here, the probability distributions, $p(Z \mid X)$ and $q(Z)$, are arbitrary.

**The variational free energy** for perceptual inference and learning is described as follows:

$$F(q, p; X) = D_{KL}[q(Z) \parallel p(Z \mid X)] - \log p(X).$$

(1)

where $D_{KL}[q\parallel p]$ is the Kullback–Leibler (KL) divergence between the distributions $q$ and $p$. It is inferred that moves $q(Z)$ closer to the posterior distribution $p(Z \mid X)$.

**The expected free energy** for AIF is stated as follows:

$$G(\pi, \tau) = -\mathbb{E}_{q(X_{\tau} \mid \pi)} \left[ D_{KL} \left[ q(Z_{\tau} \mid X_{\tau}, \pi) \parallel q(Z_{\tau} \mid \pi) \right] \right]_{\text{information gain}}$$

$$- \mathbb{E}_{q(X_{\tau} \mid \pi)} \left[ \log p(X_{\tau}) \right]_{\text{expected log–evidence}}$$

(2)

where policy $\pi$ indexes a sequence of control states from current time $t$ to the future. The future time was $\tau > t$. The notation $E_{q(X)}[f(X)]$ represents the expected value of a function $f(X)$ with respect to the distribution $q(X)$.

IG (also called mutual information [11]) is responsible for the epistemic value term in the expected free energy of the AIF. The epistemic value is also called the value of information or intrinsic value. Epistemic value can be interpreted as the resolution of uncertainty by motivating curiosity and novelty-seeking actions. The expected log evidence is responsible for pragmatic value (extrinsic value).
Figure 2. Overview of flow of the proposed method (See Algorithm 1 for details.). (i) The robot determines next destination \( a^* \) using the utility function based on IG (See Section 4.3; especially Equation (33)). (ii) The robot moves to the position \( x_{a^*} \) of the destination (See Algorithm 1, line 13). (iii) The robot asks the user, ‘What kind of place is this?’ to observe the position \( x_n \) and words \( S_n \) (Here, \( n = a^* \)) as multimodal observation of the PGM in Figure 3. (iv) The robot learns spatial concepts based on the observations (See Section 4.2 and Algorithm 1). The above process is repeated until potential destinations are over or until learning is completed by sufficient exploration. In this scenario, it is assumed that a map has been pre-generated using SLAM, allowing for accurate self-localization and navigation to the destination.

In this study, the robot explored and learned spatial concepts autonomously through repeated perceptual-based online learning and active exploration. The perceptual inference and learning of the model parameters correspond to online learning using particle filters. The variational inferences from Equation (1) and the particle filter attempt to obtain the same posterior distribution. This posterior distribution was approximated using multiple samples (i.e., particles). IG maximization corresponds to policy selection in AIF. If we assume the pragmatic value, whose prior distribution of the observed data is uniform, the IG maximization becomes equivalent to the expected free energy minimization. Instead of inferring the distribution of policy \( \pi \) and then determining action \( a \) based on it as in Friston et al.’s formulation, we determine the action directly from IG maximization.

### 4. Proposed method: active exploration for spatial concept formation

In this study, we propose SpCoAE, a method for a robot to select the next destination in the online learning of spatial concepts. Figure 2 illustrates the flow of the proposed method. SpCoAE is an AIF-inspired method that combines online learning with particle filters (described in Section 4.2) and active exploration based on IG (formulated in Section 4.3) in a PGM for spatial concept formation (defined in Section 4.1).

Section 4.1 presents model definitions. In this section, we describe the definition of the generative process of random variables in the proposed PGM for spatial concept formation. Based on this PGM, online learning in Section 4.2 and active exploration in Section 4.3 are executed. Section 4.2 discusses the learning of spatial concepts. In this section, we present the mathematical derivation of the particle filter in the proposed PGM. Section 4.3 describes the destination determination through active exploration. In this section, we describe the formulation of IG-based active exploration and the procedure for deriving the algorithm.

#### 4.1. Probabilistic generative model

The capabilities of the proposed PGM are as follows. (i) Categorization is performed using unsupervised learning based on multimodal observations. (ii) There is many-to-many correspondence between the words and places. Moreover, the model does not require a prior manual setting of the vocabulary labels or categories.
Figure 3. Graphical model representation for spatial concept formation. The graphical model represents conditional dependency between random variables. Gray and white nodes represent observations and unobserved latent variables, respectively. This model is integrated by a multimodal Dirichlet process mixture whose emission distributions are multinomial distributions based on a Gaussian mixture model. Table 1 summarizes the descriptions of the variables in the model.

Table 1. Description of the variables in the generative model.

| Symbol     | Definition                                                                 |
|------------|-----------------------------------------------------------------------------|
| $x_0$      | Position of robot (($x, y$)-coordinates of floor plane)                     |
| $s_n$      | Words (Bag-of-Words) representing place corresponding to position $x_n$    |
| $c_n$      | Latent variable for index of spatial concepts                               |
| $l_n$      | Latent variable for index of position distributions                         |
| $\pi$      | Parameters of multinomial distribution for index $c_n$ of spatial concepts  |
| $\phi_l$   | Parameters of multinomial distribution for index $l_n$ of position distribution |
| $W_l$      | Parameters of multinomial distribution for observing $s_n$                 |
| $\mu_k$, $\Sigma_k$ | Parameters of Gaussian distribution (position distribution) for observation of $x_n$ |
| $\alpha$, $\beta$, $\gamma$ | Hyperparameters of Dirichlet prior distribution |
| $m_0$, $\kappa_0$, $V_0$, $v_0$ | Hyperparameters of Gaussian and inverse Wishart prior distributions |
| $n$        | Index number of training data ($n \in \{1, 2, \ldots, N\}$)                |
| $l$        | Index number of spatial concepts ($l \in \{1, 2, \ldots, L\}$)             |
| $k$        | Index number of position distributions ($k \in \{1, 2, \ldots, K\}$)        |
| $N$        | Total number of training data                                              |
| $L$        | Upper limit of number of spatial concepts                                 |
| $K$        | Upper limit of number of position distributions                            |

Figure 3 shows a graphical representation of spatial concept formation, and Table 1 summarizes the descriptions of the variables in the model. The generative process of the model is as follows.

\[
\pi \sim \text{DP}(\alpha) \tag{3}
\]
\[
\phi_l \sim \text{DP}(\gamma) \quad l = 1, 2, \ldots, \infty \tag{4}
\]
\[
W_l \sim \text{Dir}(\beta) \tag{5}
\]
\[
\Sigma_k \sim \mathcal{W}(V_0, v_0) \quad k = 1, 2, \ldots, \infty \tag{6}
\]
\[
\mu_k \sim \mathcal{N}(m_0, \Sigma_k/k_0) \tag{7}
\]
\[
C_n \sim \text{Cat}(\pi) \quad n = 1, 2, \ldots, N \tag{8}
\]
\[
i_n \sim \text{Cat}(\phi_{c_n}) \tag{9}
\]
\[
S_n \sim \text{Mult}(W_{C_n}) \tag{10}
\]
\[
x_n \sim \mathcal{N}(\mu_{i_n}, \Sigma_{i_n}) \tag{11}
\]

where $\text{DP}(\cdot)$ denotes the prior distribution in the Dirichlet process. $\text{Dir}(\cdot)$ is a Dirichlet, $\text{Cat}(\cdot)$ is a categorical, $\text{Mult}(\cdot)$ is multinomial, $\mathcal{W}(\cdot)$ is an inverse-Wishart, and $\mathcal{N}(\cdot)$ is a Gaussian distribution. We refer to the literature on machine learning [63] for specific formulas of the above probability distributions. In this study, the Dirichlet process is represented as a stick-breaking process (SBP) [64,65]. We adopted a weak-limit approximation [66] for SBP. Appropriate numbers of spatial concepts and position distributions are probabilistically determined by learning based on observations.

4.2. Online learning algorithm

In this study, the robot learns spatial concepts from observations to select the next move. Therefore, we introduced online learning using a Rao-Blackwellized particle filter (RBPF) [67] as in SpCoSLAM. This method estimates the posterior distributions of the parameters of a spatial concept using words and positions as multimodal observations of a place. The learning algorithm is presented as Algorithm 1.

The joint posterior distributions of all the parameters to be estimated when learning spatial concepts and their factorization are as follows:

\[
p(\Theta, C_{1:n}, l_{1:n} | x_{1:n}, S_{1:n}, h)
\]
\[
= p(\Theta | C_{1:n}, l_{1:n}, x_{1:n}, S_{1:n}, h)p(C_{1:n}, l_{1:n} | x_{1:n}, S_{1:n}, h) \tag{12}
\]

where the parameter set of each spatial concept is $\Theta = \{\mu_k, \Sigma_k, \phi_l, W_l, \pi\}$ and the set of hyperparameters is $h = (\alpha, \beta, \gamma, m_0, \kappa_0, V_0, v_0)$. Appendix A.4 explains the calculation procedure for the posterior distribution of the model parameter $\Theta$.

4.2.1. Derivation and process in Rao-Blackwellized particle filter

The second term, $p(C_{1:n}, l_{1:n} | x_{1:n}, S_{1:n}, h)$, in Equation (12) was calculated using the RBPF. The particle filter
Algorithm 1 Online learning algorithm for spatial concepts.

1. $Z_{n-1} = \{C_{1:n-1}^{[r]}, r_{1:n-1}, \Theta_{n-1}^{[r]} \}^{R}_{r=1}$, $X_{1:n} = \{x_{1:n}, S_{1:n}, h\}$
2. procedure ONLINE_LEARNING($Z_{n-1}, X_{1:n}$)
3. \hspace{1em} $\bar{Z}_n = Z_n = \emptyset$ \triangleright Initialize set of particles
4. \hspace{1em} for $r = 1$ to $R$ do
5. \hspace{2em} $C_{n}^{[r]}, n_{r} \sim p(C_{n}, n_{r} | C_{1:n-1}^{[r]}, r_{1:n-1}, x_{1:n-1}, S_{1:n}, h)$ \triangleright Sampling
6. \hspace{2em} $|\omega_{n}^{[r]}| = p(x_{n}, S_{n} | C_{n}^{[r]}, r_{n}^{[r]}, x_{1:n-1}, S_{1:n}, h)$ \triangleright Importance
7. \hspace{2em} $\Theta_{n}^{[r]} = E[p(\Theta | C_{n}^{[r]}, r_{n}^{[r]}, x_{1:n-1}, S_{1:n}, h)]$ \triangleright Importance
8. \hspace{2em} Calculation of posterior parameters
9. \hspace{1em} $\bar{Z}_n = \bar{Z}_n \cup \{C_{1:n}^{[r]}, n_{r}^{[r]}, \Theta_{n}^{[r]}, \omega_{n}^{[r]}\}$
10. \hspace{1em} end for
11. \hspace{1em} for $r = 1$ to $R$ do
12. \hspace{2em} draw $j$ with probability $\propto \{\omega_{n}^{[j]}\}$ \triangleright Resampling
13. \hspace{2em} add $\{C_{1:n}^{[j]}, n_{r}^{[j]}, \Theta_{n}^{[j]}\}$ to $Z_{n}$
14. \hspace{1em} end for
15. return $Z_{n}$

The proposed distribution $Q_{n}$ can be transformed as follows:

$$Q_{n} = \frac{p(C_{n}, n_{r} | C_{1:n-1}, i_{1:n-1}, x_{1:n-1}, S_{1:n}, h)}{q_{n}} \times q(C_{1:n-1}, i_{1:n-1} | x_{1:n-1}, S_{1:n-1}, h)$$

$$Q_{n-1} = q_{n}Q_{n-1}.$$

Here, the proposal distribution $q_{n}$ is the marginal distribution of the parameter set $\Theta_{n}$ of latent variables $C_{n}, i_{n}$.

From Equations (15)–(18), weight $\omega_{n}$ is expressed as follows:

$$\omega_{n} = p(x_{n} | C_{1:n-1}, i_{1:n-1}, x_{1:n-1}, h) \times p(S_{n} | S_{1:n-1}, C_{1:n-1}, h) \frac{P_{n-1}}{Q_{n-1}}.$$

The new weight terms for $n$ in Equation (19) are transformed and marginalized for $C_{n}$ and $i_{n}$ as shown in Equation (21). The terms in the sum operation are the same as those in Equation (14). These values were proportional to the proposal distribution $q_{n}$. These have already been computed when $C_{n}, i_{n}$ is sampled from $q_{n}$. Therefore, all probabilities were added before normalization.

$$p(x_{n} | C_{1:n-1}, i_{1:n-1}, x_{1:n-1}, h)p(S_{n} | S_{1:n-1}, C_{1:n-1}, h)$$

$$\propto p(x_{n}, S_{n} | C_{1:n-1}, i_{1:n-1}, x_{1:n-1}, S_{1:n-1}, h)$$

$$= \sum_{C_{n}} \sum_{i_{n}} p(x_{n} | x_{1:n-1}, i_{1:n-1}, h)p(S_{n} | S_{1:n-1}, C_{1:n-1}, h)$$

$$\times p(C_{n}, i_{n} | C_{1:n-1}, i_{1:n-1}, h).$$

Resampling: As shown in lines 10–13 of Algorithm 1, the particles are sampled again as $R$ particles, according to their weights $\omega_{n}$. After resampling, all the particles have the same weights.

4.3. Active exploration algorithm

The proposed method uses IG, an information-theoretic measure, to select and move towards a position in an environment that is most likely to reduce uncertainty. Moreover, it obtains observations, including user utterances. The algorithm for the proposed method is presented as Algorithm 2. The details of the derivation of the algorithm are provided in Sections 4.3.1 and 4.3.2. We also describe a method for including costs related to travel distance, as presented in Section 4.3.3.
In each step, as observed data is obtained, it is minimized to select data distribution after all observations. This formulation aims to make current observations similar to the final posterior so that the distribution at the next observation can be observed as the next destination from the current one. The final posterior is when a data point is observed. The index set \( \{1 : N\}\) is the index of the data point to be observed at the next destination, excluding the previously observed data. Let \( Z = \{C_{1:N}, i_{1:N}, \Theta\}, X_n = \{x_{n_0}, S_{n_0}, h\}\). Figure 4 shows the relationship between Eqs. (23) and (24), respectively. Equation (24) expresses the maximization of the expected value of the KL divergence between the posterior distributions after observing the data at the next destination and the current step. Based on the information theory, the expected value of the KL divergence in Equation (24) is defined as IG in Equation (25), i.e. IG(\(Z, X_a | X_{n_0}\)) := \(E_{X_a | X_{n_0}}[DKL(p(Z | X_{n_0, \omega}) \| p(Z | X_{n_0})]]\). IG is known as mutual information [11].

### 4.3.1. Formulation of how to select destination

This section discusses, in the first half, the conceptual and basic formulations that underlie active exploration and, in the second half, the practical formulation and derivation for executing the basic formulation with online learning.

**Basic formulation of active exploration:** The proposed method uses a formulation that minimizes the KL divergence between the two types of posterior distributions. The first is the final posterior distribution when data are observed N times, \(p(\Theta, C_{1:N}, i_{1:N} | x_{1:N}, S_{1:N}, h)\). The second is the current posterior distribution when the data are observed as the next destination from the current step, \(p(\Theta, C_{1:N}, i_{1:N} | x_{n_0 \cup a}, S_{n_0 \cup a}, h)\). This means determining the next observation so that the distribution at the current observations makes similar to the final posterior distribution after all observations. This formulation aims to select data \(a\). The index set \( \{1 : N\} \) of the data points corresponding to multiple possible destinations for asking the user a question is defined as the action set for \(a\). In each step, as observed data is obtained, it is minimized as follows:

\[
\text{minimize } D_{KL}(p(\Theta, C_{1:N}, i_{1:N} | x_{1:N}, S_{1:N}, h), p(\Theta, C_{1:N}, i_{1:N} | x_{n_0 \cup a}, S_{n_0 \cup a}, h)).
\]

Note that \(n_0\) is the set of already observed data indices; that is, the subset of indices of the plate representation from 1 to \(N\) in the graphical model for spatial concept formation in Figure 3. In the first step, the case where data is unobserved is \(n_0 = \emptyset\). However, Equation (22) cannot be computed in online learning. This problem must be solved in some manner. Note that neither \(\{x_{1:N}, S_{1:N}\}\) nor \(\{x_a, S_a\}\) can be observed before moving to the next destination.

**Formulation for computational feasibility:** As a suitable alternative, we calculated the expected value of the KL divergence using Equations (23)–(25) to obtain the index of the candidate point \(a^*\) of the data to be observed at the next destination as follows:

\[
a^* = \arg \max_a E_{X_a | X_{n_0}}[DKL(p(Z | X_{n_0}) \| p(Z | X_{n_0, \omega})] \]

\[
= \arg \max_a E_{X_a | X_{n_0}}[DKL(p(Z | X_{n_0, \omega}) \| p(Z | X_{n_0}])]
\]

\[
= \arg \max_a \text{IG}(Z; X_a | X_{n_0}),
\]

where \(a \in \{1 : N\}\) is the index of the data point to be observed at the next destination, excluding the previously observed data. Let \(Z = \{C_{1:N}, i_{1:N}, \Theta\}, X_n = \{x_{n_0}, S_{n_0}, h\}\). Figure 4 shows the relationship between Eqs. (23) and (24), respectively. Equation (24) expresses the maximization of the expected value of the KL divergence between the posterior distributions after observing the data at the next destination and the current step. Based on the information theory, the expected value of the KL divergence in Equation (24) is defined as IG in Equation (25), i.e. IG(\(Z, X_a | X_{n_0}\)) := \(E_{X_a | X_{n_0}}[DKL(p(Z | X_{n_0, \omega}) \| p(Z | X_{n_0}))]\). IG is known as mutual information [11].

### 4.3.2. Derivation of approximate computation of IG with particle filter

In this section, we describe a computationally efficient way to approximate IGs that takes advantage of particle filter results in online learning. The formula for IG in Equation (25) as follows:

\[
\text{IG}(Z; X_a | X_{n_0})
\]

\[
= \sum_{Z} \sum_{X_a} [p(Z, X_a | X_{n_0}) \log \frac{p(Z, X_a | X_{n_0})}{p(Z | X_{n_0})p(X_a | X_{n_0})}]
\]

\[
\approx \sum_{r=1}^{R} \sum_{j=1}^{J} \left[ \omega_{n_0}^{[r]} \log \frac{p(X_a^{[j]} | Z^{[r]}, X_{n_0})}{\sum_{r'=1}^{R} p(X_a^{[j]} | Z^{[r]}, X_{n_0}) \omega_{n_0}^{[r']}} \right],
\]

\[
Z^{[r]} \sim q(Z | X_{n_0}), \quad X_a^{[j]} \sim p(X_a | Z^{[r]}, X_{n_0})
\]
where $R$ is the number of particles, $J$ is the number of pseudo observations, and $\omega_{n_0}^{[r]}$ is the particle weight. The equation above is approximated by sampling based on the predictive distribution $p(X_a \mid X_{n_0})$. There are two approximation levels.

First, $p(Z \mid X_{n_0})$ is approximated by the estimated samples in a particle filter based on the observed values as follows:

$$p(X_a \mid X_{n_0}) = \sum_Z [p(X_a \mid Z, X_{n_0})p(Z \mid X_{n_0})] \quad (28)$$

$$\approx \sum_{r=1}^{R} [p(X_a \mid Z^{[r]}, X_{n_0})\omega_{n_0}^{[r]}],$$

$$Z^{[r]} \sim q(Z \mid X_{n_0}). \quad (29)$$

Next, $p(X_a \mid Z^{[r]}, X_{n_0})$ in Equation (29) can be approximated by sampling $J$ pseudo observations, where $X_a^{[j]}$ denotes the pseudo observations obtained at the next destination. This distribution is expressed as follows:

$$p(X_a \mid Z, X_{n_0}) = p(x_a, S_a \mid C_{n_0}, i_{n_0}, x_{n_0}, S_{n_0}, h). \quad (30)$$

When sampling the pseudo-observation $X_a^{[j]}$, assuming that $x_a$ is fixed for some $a$, only $S_a$ must be sampled. In this case, Equation (30) is identical to Equation (21) for weight calculation in the particle filters.

$$X_a^{[j]} = S_a \mid x_a \sim p(x_a, S_a \mid C_{n_0}, i_{n_0}, x_{n_0}, S_{n_0}, h) \quad (31)$$

$$= \sum_{C_a, i_a} p(S_a \mid C_{n_0} \cup a, S_{n_0}, h)p(x_a \mid i_{n_0} \cup a, x_{n_0}, h)$$

$$\times p(C_a, i_a \mid C_{n_0}, i_{n_0}, h). \quad (32)$$

In conventional similarity methods [12,13], the Monte Carlo approximation is performed again. However, the proposed method can use the estimated results of existing particle filters, as expressed in Equation (27). As $Z^{[r]}$, $\omega_{n_0}^{[r]}$ has already been estimated by the online learning algorithm, we can sample $X_a^{[j]}$ from $p(X_a \mid Z^{[r]}, X_{n_0})$. Finally, we obtain probability $p(X_a^{[j]} \mid Z^{[r]}, X_{n_0})$ based on the sampled values. Weight $\omega_{n_0}^{[r]}$ can be treated as a constant $1/R$ because it is resampled. Thus, computational reuse based on particle filters in learning can increase computational efficiency.

### 4.3.3. Introduction of travel distance costs

When selecting a movable/reachable destination and controlling the robot at that destination, IG (Equation (27)). However, the cost of movement also needs to be considered. In this study, the criterion of ‘utility’ that includes the travel cost of distance, which is used in active SLAM [9], is also introduced into the IG of SpCoAE. Therefore, the utility function for destination $a$ is defined as

$$a^* = \arg\max_a \{IG(Z, X_a \mid X_{n_0}) - \eta \text{ TravelCost}(a)\} \quad (33)$$

where $\eta$ is a parameter of a weighting factor that trades off the cost with the IG and TravelCost($a$) is the travel cost, which is the path length estimated by the $A^*$ algorithm from the current position to the target position, $x_{a^*}$, on the map.

Thus, the IG and travel costs can be treated as a trade-off. Consequently, the destination ($a$) that maximizes the utility, represented by Equation (33) can be determined as the optimal destination $x_{a^*}$, and the robot can move to that point.
We used a map (Figure 5(b)) created in advance in the created by SLAM (Environment 5). (a) Simulated home environment and (b) Map created by SLAM.

The introduction of travel costs has similar implications for the incorporation of state transitions, that is, movements and time steps. The graphical model of SpCoAE does not include SLAM. However, the consideration of state transitions is inherently desirable because the robot moves to different locations on the map. Theoretically, we expect the travel cost to act as an approximation of the state transition probabilities in a graphical model such as SLAM. We believe that a graphical model of SpCoAE can be integrated into SLAM in the future.

5. Experiment I: simulator environments

We evaluated whether active exploration using the proposed method enables efficient spatial concept formation.

5.1. Condition

In this experiment, we used a simulator environment with a virtual Toyota human-support robot (HSR) [68]. We used a map (Figure 5(b)) created in advance in the home environment (Figure 5(a)) constructed using the SIGVerse [69] simulator as the experimental environment. SIGVerse is a virtual environment platform for robots that integrates Unity, a game development engine, and Robot Operating System (ROS) [70], a robot software platform. For mapping, we used the ROS package gmapping, which was implemented based on the grid-based FastSLAM 2.0 [42] algorithm. The inputs for the SLAM were the depth sensor data from the lidar on the robot as the measured values and odometry data as the control values.

Candidate position coordinates for data observation were set at 0.8 m intervals in the white free space in the map in Figure 5(b). Within this space, if there is a wall or an obstacle within 0.5 m of the candidate positions, the candidates are deleted to provide space for the HSR with a diameter of 0.43 m to move. In addition, a single exploration was performed for each candidate point, and once a candidate point was searched, it was assumed that it would not be searched again. It is assumed that the travel to a destination by self-localization and path planning is accurate.

Figure 8(a) shows the ideal form of the spatial concept and the position distribution set by the tutor. The color of the candidate points where the data are observed represents the index of the spatial concept \( C_n \), and the color of the ellipses corresponds to the index of the position distribution \( i_n \). The ideal model parameters are set such that for the spatial concept index \( C_n \), both the index of the position distribution \( i_n \) and the word of the place are assigned one-to-one. Specifically, it is assumed that the same word is observed at all candidate points and indicated by the same color. The word given at a candidate point corresponding to place is Living_room, Dining_room, Kitchen, Bedroom_A, Bedroom_B, Bedroom_C, Corridor, Toilet, Bathroom, or Entrance. Bedroom_A, Bedroom_B, and Bedroom_C are pseudo-representations of the unique names called at certain places in the onsite environment, e.g. Bob’s room or cats’ playroom.

The number of particles was set to \( R = 1000 \), and the number of pseudo-observations was \( J = 10 \). The hyper-parameters are set as \( \alpha = 1.0, \beta = 0.01, \gamma = 0.1, m_0 = [0.0, 0.0]^T, \kappa_0 = 0.001, V_0 = \text{diag}(1.5, 1.5), \nu_0 = 4.0 \). The upper limits for the number of categories were set as \( K = 10 \) and \( L = 10 \).

5.2. Comparison methods

The following comparison methods were used:

(A) SpCoAE: The proposed method (IG maximization).
(B) SpCoAE with travel cost: The proposed method (maximization of the IG with the travel cost).
(C) Random: A method to randomly select a destination point with a uniform distribution.
(D) Travel cost: A method to select a destination point in order to decrease travel cost.
(E) IG min: A method to select a destination point in order of decreasing IG.

5.3. Evaluation metrics

Evaluation of learning performance: As an evaluation metric, we adopted the adjusted Rand index (ARI), which measures clustering performance. An ARI value close to 0.0 indicates random clustering, whereas an ARI value close to 1.0 indicates high clustering performance. In this experiment, the ARI value between the estimated result
for each particle and the ideal clustering result was calculated, and the sum of the values multiplied by the weight of each particle was evaluated as the weighted ARI. We evaluated both the index of the spatial concept $C_n$ and the index of the position distribution $i_n$. Because the proposed method involves online learning, two metrics are used: (i) ARI (step-by-step) for the observed data only at each step and (ii) ARI (predictive padding) for all data, that is, observed and unobserved data. In predictive padding, the latent variables for unobserved data are predicted and filled based on the posterior predictive distribution. This distribution uses the spatial concept parameters $\Theta = \{\{\mu_k\}, \{\Sigma_k\}, \{\phi_l\}, \{W_l\}, \pi\}$ estimated at each step. The ARI (step-by-step) can be expected to show a value close to 1.0 in the first few steps, owing to its nature; however, it does not necessarily indicate a high clustering performance.

Evaluation of learning efficiency: Two metrics were used to evaluate the learning efficiency. (i) Normalized minimum step above threshold (NMS) is the minimum step that results in ARI (predictive padding) $\geq 0.6$, normalized to [0, 100] for the final step. NMS indicates that quick and high learning performance has been achieved. (ii) Learning stability rate (LSR) is the percentage of steps that result in ARI (predictive padding) $\geq 0.6$ (i.e. the total number of steps that result in ARI higher than 0.6 / the final step in each environment). LSR indicates that the learning performance is stable and high for multiple steps.

The lower the NMS and the higher the LSR, the higher the efficiency of quick environmental adaptation in learning. For spatial concept formation, an ARI of approximately 0.6 or higher is sufficient to perform well on tasks such as navigation [35,71].

Evaluation of movement efficiency: The travel distance at each step was evaluated to compare the travel amount and time spent in the environment. The travel distance is the total number of cells that move on the occupancy grid map. The movement path is assumed to be obtained by path planning using the A* algorithm from the current self-position to the destination position.

5.4. Results

Evaluation values for each step: Figure 6 shows the mean and error bars for the standard deviation of each evaluation value for all ten trials. In terms of the ARI (step-by-step), overall, SpCoAE showed higher values than the other methods. This result is attributed to the fact that SpCoAE can select a destination that allows spatial concepts to be learned more accurately in each step. In addition, SpCoAE with travel cost had consistently higher values than SpCoAE in steps 10–40. In terms of the ARI (predictive padding), SpCoAE had slightly inferior values compared with the random method in the initial steps, whereas it showed higher values in the later steps. SpCoAE is more effective for learning precise spatial concepts. In addition, SpCoAE with travel costs exhibited
Figure 7. Box-and-whisker plot of learning efficiency constructed using the evaluation values of ten trials gathered in each of the ten environments. The up or down arrows point in the direction of the desired value. The statistical significance between the methods was checked by Welch’s $t$-test with Bonferroni’s adjustment for multiple comparisons. A $p$-value of less than 0.01 was considered statistically significant. (a) NMS↓ of index $C_n$. (b) NMS↓ of index $i_n$. (c) LSR↑ of index $C_n$ and (d) LSR↑ of index $i_n$.

The highest value in the final step, although it was inferior to SpCoAE in the first half. These results suggest that searching for one place after another in the environment is advantageous for predicting unexplored regions during the learning process. In terms of the cumulative travel distance, introducing travel cost into SpCoAE resulted in a smaller value. The random method was less efficient for movement because the travel distance was greater.

**Evaluation result of learning efficiency:** Figure 7 compares the methods for LER and NMS with $C_n$ and $i_n$. The results show that SpCoAE and the random method have higher learning efficiencies than the other methods. This indicates that these methods are effective for rapidly covering an entire environment.

**Evaluation values at the last step:** Table 2 summarizes the evaluation results for all ten environments. The travel distance was normalized by the number of candidate search points (i.e. the number of final steps) to adjust for the impact of the scale of each environment.

| Methods                  | $C_n$   | $i_n$   | Travel distance [grid/step] |
|--------------------------|---------|---------|----------------------------|
| SpCoAE                   | 0.942 (0.055) | 0.920 (0.067) | 48.96 (7.90) |
| SpCoAE with travel cost  | **0.953** (0.041) | **0.938** (0.055) | 22.79 (4.36) |
| Random                   | 0.878 (0.076) | 0.829 (0.087) | 71.37 (9.82) |
| Travel cost              | 0.936 (0.033) | 0.919 (0.066) | 12.07 (1.09) |
| IG min                   | 0.832 (0.094) | 0.755 (0.116) | 40.86 (6.17) |

Consequently, the proposed method shows a higher ARI than the other methods; in particular, SpCoAE with travel costs has the highest value. Furthermore, in terms of travel distance, the introduction of travel costs is effective, even in environments with different structures. Thus, overall, IG-based SpCoAE, specifically SpCoAE with travel costs, is shown to be effective.

**Qualitative results:** Figure 8 shows the results of learning spatial concepts for each exploration method in Environment 5. The proposed methods were closer to the
ideal form than the other methods. However, the Random and IG min methods have a higher tendency to combine multiple locations into a single category than the proposed methods. For example, in Figure 8(d), the bedroom and entrance, as well as the hallway and bathroom, had the same distribution. In Figure 8(f), a large distribution can be observed across the bathroom, toilet, hallway, and kitchen. This indicates that the order of exploration affects the learning of spatial concepts. Figure 9 shows an example of sequential spatial concept formation constructed using SpCoAE. In Steps 25–28, the robot searches the three bottom-left locations consecutively. Steps 36–40 focused on the upper-middle room. This indicates that SpCoAE can sufficiently reduce the uncertainty regarding a location by searching several times in a row in areas where the location name is not provided and where there is uncertainty. In other words, the robot can reduce the entropy of the word distribution for a location by obtaining multiple instructions in close positions. It then searches for a different location. This means that the robot has obtained enough observations about the location.

Discussion: According to our results, SpCoAE with travel costs achieved a higher ARI than SpCoAE. This can be attributed to the exploration tendency of pure IG, which tends to focus on the outer areas of the environment, potentially hindering the exploration of the central area. By incorporating the travel cost, we consider that the exploration candidate points were more evenly distributed throughout the environment, including in the central areas. Based on the AIF framework, the travel cost can be considered a pragmatic/extrinsic value with a preference, and can be regarded as an appropriate approximation of the expected free energy. This finding highlights the importance of considering both IG and distance in exploration and learning strategies for effective semantic mapping.

6. Experiment II: real environment

The effectiveness of the proposed method was investigated in a realistic environment. This experiment relaxed some of the limitations of Experiment I and demonstrated the method in a more realistic scenario.
Figure 10. Real robot and real experimental environment in Experiment II: The size of the environment is $8 \text{m} \times 9.4 \text{m}$ with an area of approximately $74 \text{m}^2$. In this environment, six areas are assumed. The number of candidate search points is 53. (a) HSR [68]. (b) Real environment and (c) Floor plan.

6.1. Condition

A room simulating a home environment was used as the experimental environment. Figure 10 shows the actual environment and the robot. This experiment was set up in a more difficult setting than Experiment I owing to the increased uncertainty. First, the linguistic information provided by the user comprises multiword sentences. We assume that the sentence is the response given by the user when the robot asks, ‘Tell me what kind of place is this?’ A different sentence is provided for each candidate point. Examples of these sentences are as follows: ‘A low table is placed between the TV and the sofa, where one can place drinks and other refreshments.’ ‘The room in which you sleep at night is called a bedroom.’ ‘The bathroom is used after first filling the bathtub with hot water for washing the body.’ This linguistic information is converted into a bag-of-words representation by preprocessing as follows: (i) Nonletters have been removed. (ii) The hyphens were removed to separate them before and after. (iii) All uppercase letters were converted to lowercase letters. (iv) Nouns are unified into singular forms and (v) Stop words were removed.

Secondly, in this experiment, a single candidate was explored several times as a challenge. This is because visiting a single candidate point once may not provide sufficient information. In addition, visiting candidate points with a low priority should not be explored. In this case, the robot explored up to 100 steps because it could explore infinitely.

The number of particles was set to $R = 1000$, and the number of pseudo-observations was set to $J = 10$. The hyperparameters are set as follows: $\alpha = 1.0$, $\beta = 0.1$, $\gamma = 0.01$, $m_0 = [0.0, 0.0]^T$, $\kappa_0 = 0.001$, $V_0 = \text{diag}(1.0, 1.0)$, $\nu_0 = 5.0$. The upper limits for the number of categories were set as $K = 10$ and $L = 10$.

6.2. Result

Figure 11 illustrates the learning process for active exploration in SpCoAE. For each position distribution, a place-related word corresponded to each location. In approximately 25 steps, the exploration of all rooms was completed, and the word distribution became stable. For example, ‘bedroom’ and ‘sleep’ in the lower right distribution and ‘shoe’ and ‘box’ in the upper left distribution are learned as words that characterize places. Not only are place labels predefined, but the proposed method can also appropriately assign words that are called in the on-site environment and words related to the place in the environment.

Figure 12 shows the transition of the IG values for each step. The value of IG forms several peaks, rising and falling, and then converges to almost 0 after step 80. This suggests that terminating the number of exploration steps according to the IG may be effective. In other words, this suggests that the robot may be able to determine whether or not to explore new areas based on the value of IG.

Furthermore, when the results in Figures 11 and 12 are combined, the following can be inferred: In the initial steps, after IG decreased, an increase in IG values was observed as a new distribution was created (e.g. steps 9, 22, and 33). After Step 33, the number of position distributions does not increase, and each is estimated as an existing distribution. Even after the number of distributions stops increasing, the area indicated by the position distribution tends to cover more of the entire area as exploration progresses. As the IG values changed,
the word distribution varied. This may be attributable to the exploration of words that better represent places. Steps 80–100 exhibit little change. Because the candidate point is not explored, even in Step 100, a place is sufficiently informative owing to the already learned spatial concept.

In this experiment, the exploration was repeated for candidate points on an advanced trial basis. This approach may be particularly effective when dealing with dynamic environments. In other words, when the robot revisits a previously explored location, and the environment has changed, the entropy of the location’s distribution increases, suggesting a greater possibility that the robot will further explore the area. In conclusion, we demonstrated that SpCoAE works in real-world environments with multiword utterances.

7. Conclusion

In this study, we proposed an active exploration algorithm for the spatial concept formation of a robot. The proposed method achieves AIF by selecting candidate points with the maximum IG and performing online learning from observations obtained at the destination. Simulation experiments demonstrate the effectiveness of active exploration in terms of more accurate spatial concept formation. In addition to the IG, introducing the cost of travel distance was effective. In real-world experiments in which multiple words were provided, exploration proceeded to clarify the word corresponding to a place.

We realized AIF with models in which the position and word observations were used for place categorization. Further valid categorization using visual images...
available at the location, as in SpCoSLAM, is possible. The prospects include the application of active exploration to the PGM of SpCoSLAM. To this end, we plan to study candidate selection, including image features and integration with active SLAM in unknown and unmapped environments.

In this study, the robot learned spatial concepts from scratch by asking the question, ‘What kind of place is this?’ The use of generalized prior knowledge in multiple environments [36–38] and large-scale language models [72,73] accelerates learning through active exploration. This is expected to further reduce the number of questions and diversify the question generation. Integration with such an approach is an emphasized future task.

It is also closely related to AIF based on the FEP [5,27] and control as an inference [74]. We will also consider exploring and learning the applications of these principles in the future. This is expected to enable an integrated generalized formulation that includes not only exploits for learning, but also moves for task execution [75].

Notes

1. The intermediate equation is provided in Appendix A.2.
2. Details of the simultaneous sampling of $C_n$ and $i_n$ are presented in Appendix A.3.
3. The intermediate formulas are given in Appendix A.1.
4. This formulation is similar to that in MHDP-based active perception/learning methods [12,13].
5. The transformation details of Equations (23)–(25); please refer to Appendix A.5. This derivation is based on MHDP-based active perception/learning methods [12,13].
6. Note that the weights need to be used if they are not resampled by devices such as effective sample size [76,77].
7. ROS Wiki: gmapping, [http://wiki.ros.org/gmapping](http://wiki.ros.org/gmapping)
8. The spatial concept learning results and evaluation values per environment for the ten environments are presented in Appendix 4.
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Appendices

Appendix 1. Formula derivation in online learning of spatial concepts

A.1 Derivation of target distribution $P_n$

The target distribution $P_n$ is transformed as follows:

$$P_n = p(C_{1:n}, i_{1:n} | x_{1:n}, S_{1:n}, h)$$

(A1)

$$= p(C_{1:n}, i_n | C_{1:n-1}, i_{1:n-1}, x_{1:n}, S_{1:n}, h)$$

(A2)

Bayes’ rule

$$\propto p(x_n | C_{1:n-1}, i_{1:n-1}, x_{1:n}, S_{1:n}, h)$$

(A3)

Markovian

$$\propto p(C_{1:n}, i_n | C_{1:n-1}, i_{1:n-1}, x_{1:n}, S_{1:n}, h)$$

(A4)

Bayes’ rule

$$\propto p(x_n | C_{1:n-1}, i_{1:n-1}, x_{1:n}, S_{1:n}, h)$$

(A5)

Markovian

$$\propto p(C_{1:n}, i_n | C_{1:n-1}, i_{1:n-1}, x_{1:n}, S_{1:n}, h)$$

(A6)

A.2 Derivation of proposal distribution $q_n$

The proposal distribution $q_n$ is transformed as follows:

$$q_n = p(C_{n}, i_n | C_{1:n-1}, i_{1:n-1}, x_{1:n}, S_{1:n}, h)$$

(A7)

Bayes’ rule

$$\propto p(C_{n}, i_n | C_{1:n-1}, i_{1:n-1}, x_{1:n}, S_{1:n}, h)$$

(A8)

$$\propto p(x_n | C_{1:n-1}, i_{1:n-1}, x_{1:n}, S_{1:n}, h)$$

(A9)

Bayes’ rule

$$\propto p(x_n | C_{1:n-1}, i_{1:n-1}, x_{1:n}, S_{1:n}, h)$$

(A10)

$$\propto p(C_{n}, i_n | C_{1:n-1}, i_{1:n-1}, x_{1:n}, S_{1:n}, h)$$

(A11)

$$\propto p(x_n | C_{1:n-1}, i_{1:n-1}, x_{1:n}, S_{1:n}, h)$$

(A12)
\[ p(i_n = k \mid C_n = l, C_{1:n-1}, l_{1:n-1}, \gamma) p(C_n = l \mid C_{1:n-1}, \alpha) \]
\[ = \frac{\gamma / K t_{n-1}^{(l)} + \alpha / L}{t_{n-1}^{(l)} + \gamma} \]
\[ = \frac{\gamma / K t_{n-1}^{(l)} + \alpha / L}{t_{n-1}^{(l)} + \gamma} \]
\[ (A21) \]

where \( t_{n-1}^{(l)} \) denotes the count number of data assigned to the \( l \)th spatial concept when the \( n \)-th data point is obtained. In addition, \( t_{n-1}^{(l)} \) denotes the count number of data assigned to the \( l \)th spatial concept and \( k \)th position distribution when the \( n \)-th data point is obtained.

From the above, Equation (14) can be expressed as follows:
\[ q_n \propto \text{St} \left( x_n \mid m_k, V_k (\kappa_k + 1), \kappa_k (v_k - d - 1), v_k - d - 1 \right) \]
\[ \times \prod_{g=1}^{G} \left( \frac{\sum_{s=1}^{s_g} t_{n-1}^{(g)} + \beta}{\sum_{s=1}^{s_g} t_{n-1}^{(g)} + \beta} \right)^{S_g - \gamma / K t_{n-1}^{(l)} + \alpha / L} \cdot \frac{\gamma / K t_{n-1}^{(l)} + \alpha / L}{t_{n-1}^{(l)} + \gamma} \]
\[ (A22) \]

\[ (A23) \]

**A.4 Posterior distribution of model parameters \( \Theta \)**

The first term \( p(\Theta) \mid C_{1:n}, l_{1:n}, x_{1:n}, S_{1:n}, h) \) in Equation (12) is the posterior distribution of the parameter \( \Theta \), as follows:
\[ p(\Theta) \mid C_{1:n}, l_{1:n}, x_{1:n}, S_{1:n}, h) \]
\[ = \prod_{k=1}^{K} \mathcal{N} \mathcal{W}(\mu_k, \Sigma_k \mid m_k, \kappa_k, V_k, v_k) \]
\[ \times \prod_{l=1}^{L} \text{Dir}(W_l \mid t_{n-1}^{(l)} + \beta) \text{Dir}(\phi_l \mid (t_{n-1}^{(l)} + \gamma) / K) \]
\[ \times \text{Dir}(\pi \mid (t_{n-1}^{(l)} + \alpha / L)) \]
\[ (A24) \]

where \( \mathcal{N} \mathcal{W}(\cdot) \) denotes a Gaussian inverse Wishart distribution. In this practice, the set of parameters \( \Theta \) is obtained for each particle sampled using the RBF. Each term in Equation (A24) can be computed independently for the corresponding parameters and categories. In addition, each term is a posterior distribution for each parameter, which can be computed by the conjugacy of the prior distribution and the likelihood function. To obtain specific estimates for each parameter, the expected value of each posterior distribution was obtained. Refer to [63] for the specific formulas for the above probability distributions.

**Appendix 2. Formula derivation in SpCoAE**

**A.5 Derivation of IG for destination selection**

This section describes the transformation details of Equations (23)–(25). A similar derivation has been employed in MHDG-based active perception/learning methods [12,13]. The index \( a^* \) of the candidate position for exploration observed at the next destination can be obtained using the expected value of the KL divergence as follows:
\[ a^* = \arg\max_a \mathbb{E}_{X_{1:N} \mid n_0 = X_{n_0}} \left[ D_{KL}[p(Z \mid X_{1:N}), p(Z \mid X_{n_0}, X_{n_0})] \right] \]
\[ = \arg\max_a \sum_{X_{1:N} \mid n_0} \sum_{Z} p(X_{1:N} \mid n_0 = X_{n_0}) p(Z \mid X_{1:N}) \]
\[ \frac{\log p(Z \mid X_{1:N})}{p(Z \mid X_{n_0}, X_{n_0})} \right] . \]
\[ (A26) \]

In Equation (A26), the numerator of the log function \( p(Z \mid X_{1:N}) \) is eliminated because it does not depend on \( a \), and the denominator and numerator are inverted as follows:
\[ \log p(Z \mid X_{1:N}) \]
\[ = \arg\max_a \sum_{X_{1:N} \mid n_0} \sum_{Z} p(X_{1:N} \mid n_0 = X_{n_0}) p(Z \mid X_{1:N}) \]
\[ \log p(Z \mid X_{n_0}, X_{n_0}) \]
\[ (A27) \]

In Equation (A28), the replacement of \( \{1 : N\} \backslash n_0 \) with \( a \) can be expressed as follows:
\[ \log p(Z \mid X_{n_0}, X_{n_0}) \]
\[ = \arg\max_a \sum_{X_{1:N} \mid n_0} \sum_{Z} p(X_{1:N} \mid n_0 = X_{n_0}) p(Z \mid X_{1:N}) \]
\[ \log p(Z \mid X_{a}, X_{n_0}) \]
\[ (A28) \]

Based on information-theoretic definitions, the deformation from Equations (A32) to (A33) uses the definition of the KL divergence and deformation from Equations (A34) to (A35) defines the IG. IG is known as mutual information [11].
A.6 Another derivation: entropy-based IG derivation

The algorithm for deriving the IG calculation using an entropy-based procedure similar to the active SLAM [9] is shown in Algorithm 3. The derivation of the algorithm is presented in this section.

The IG function \( IG(Z; X_a | X_{n_0}) \) in terms of the entropy difference is as follows:

\[
IG(Z; X_a | X_{n_0}) = H(p(Z | X_{n_0})) - H(p(Z | X_{n_0}, X_a)) \quad (A36)
\]

\[
= H(p(\Theta, C_{1:n}, i_{1:n} | x_{n_0}, S_{n_0}, h)) - H(p(\Theta, C_{1:n}, i_{1:n} | x_{n_0}, S_{n_0}, h))
\]

\[
(A37)
\]

Thus, Equation (25) becomes

\[
\text{Equation (25) = } \arg\max_a [H(p(Z | X_{n_0})) - H(p(Z | X_{n_0}, X_a))]\nonumber
\]

\[
= \arg\min_a H(p(Z | X_{n_0}, X_a)).
\]

Thus, \( H(p(Z | X_{n_0}, X_a)) \) can be expressed using the definition of conditional entropy as follows:

\[
H(p(Z | X_{n_0}, X_a)) = \sum_{X_a} [p(X_a | X_{n_0})H(p(Z | X_{n_0}, X_a))]
\]

\[
= \sum_{X_a} \left[ \sum_{X_{n_0}} p(X_a | X_{n_0})H(p(Z | X_{n_0}, X_a)) \right]
\]

\[
\approx \sum_{X_a} \left[ \sum_{X_{n_0}} p(X_a | X_{n_0}) \sum_{X_a} H(p(Z | X_{n_0}, X_a)) \right]
\]

\[
(A40)
\]

Therefore, from Equations (A41) and (29), \( H(p(Z | X_{n_0}, X_a)) \) is expressed as:

\[
H(p(Z | X_{n_0}, X_a)) \approx \frac{1}{R} \sum_{r=1}^{R} \sum_{j=1}^{J} \omega_{n_0}^{(r)} H(p(Z | X_{n_0}, X_a^{(r)}))
\]

\[
Z^{(r)} \sim q(Z | X_{n_0}), \quad X_a^{(r)} \sim p(X_a | Z^{(r)}, X_{n_0}).
\]

\[
(A42)
\]

In addition, \( H(p(Z | X_{n_0}, X_a^{(r)})) \) is

\[
H(p(Z | X_{n_0}, X_a^{(r)})) = H(p(\Theta, C_{1:n}, i_{1:n} | x_{n_0}, S_{n_0}, X_a^{(r)}))
\]

\[
\approx H(p(C_{n_0:i:n}, i_{n_0:i:n} | x_{n_0}, S_{n_0}, X_{a^{(r)}}, h))
\]

\[
+ \sum_{r'} \omega_{n_0}^{(r')} H(p(\Theta | C_{n_0:i:n}, i_{n_0:i:n} | x_{n_0}, S_{n_0}, X_{a^{(r')}}, h)).
\]

This suggests that entropy is computed after turning the particle filters using the pseudo-observation \( X_a^{(r)} = (x_{a}^{(r)}, S_{a}^{(r)}) \).

A.7 Exploration of active inference algorithms in two derivations

Algorithm 1 is based on the IG-based active perception methods [12,13], and Algorithm 1 is based on the method proposed for active SLAM [9]. These two algorithms are identical, except for lines 9 and 11 in Algorithm 1 and lines 7, 10, and 12 in Algorithm 1. In Algorithm 1, the calculation results in line 7 can be reused in line 10. Compared with Algorithm 1, which requires entropy calculations, Algorithm 1 is easier to implement and faster. Although Algorithm 1 appears to require more processing in line 8, the results of the processing in line 7 can be directly reused in the sampling and weight calculations of the online learning algorithm in line 8. In addition, if \( X_{a^*} = \{x_{a^*}, S_{a^*}\} \), the estimated value, \( Z_{t^*}^{(r^*)} \), can be reused as \( Z_{t^*} \).

This study demonstrated the theoretical connectivity between SpCoAE and active SLAM. In the future, Algorithm 1 will be more compatible with the theoretical integration of SpCoAE and active SLAM. However, because the two algorithms were derived from the same IG, an integrated reinterpretation based on Algorithm 1 was possible. This allows for an almost intact extension of the algorithm and implementation.

Comparing the proposed and conventional methods, the number of samples \( K \) in the Monte Carlo approximation [12,13] corresponds to \( R \) when \( J = 1 \) in the proposed algorithm. Therefore, the proposed algorithm is more generalizable. Furthermore, as described in Section 4.3.2, the Monte Carlo approximation is described in detail [12,13]. However, the proposed method can use the estimation results of the existing particle filters. In addition, whereas [12,13] assumed batch learning for Gibbs sampling for each exploration, the proposed method is computationally more efficient than existing methods because of online learning using particle filters.

**Algorithm 3 Entropy-based active exploration algorithm for spatial concept formation.**

1. Initialize \( n_0 = \emptyset, Z_0 = \emptyset, X_{n_0} = \emptyset \).
2. for \( \tau = 1 \) to \( T \) do \( \triangleright \) The number of action trials.
3. for all \( \{X_d \in \mathbb{R}^D \mid \text{free space map}\} \) do \( \triangleright \) The number of candidate positions.
4. for \( r = 1 \) to \( R \) do \( \triangleright \) The number of particles.
5. for \( j = 1 \) to \( J \) do \( \triangleright \) The number of samples.
6. \( X_a^{(r)} \sim p(X_a | Z_{t-1}^{(r)}, X_{n_0}) \).
7. \( Z_{t}^{(r)} = \text{Online Learning} \).
8. end for.
9. end for.
10. \( H_{a} = \sum_{r=1}^{R} \sum_{j=1}^{J} H(p(Z | X_{n_0}, X_a^{(r)})) \).
11. end for.
12. \( \hat{a} = \arg\min_{a} H_{a} \) \( \triangleright \) Select position \( X_{a^*} \).
13. \( n_0 = n_0 \cup \{a^*\} \).
14. Move to the position \( X_{a^*} \), and observe words \( S_{a^*} \).
15. \( Z_{t} = \text{Online Learning}(Z_{t-1}, X_{n_0}) \).
16. end for.
Table A1. Experimental condition pattern.

| Pattern | Number of particles (R) | Number of pseudo-observations (J) |
|---------|-------------------------|----------------------------------|
| A       | 1000                    | 1                                |
| B       | 100                     | 1                                |
| C       | 10                      | 1                                |
| D       | 1                       | 1                                |
| E       | 1000                    | 10                               |
| F       | 100                     | 10                               |
| G       | 10                      | 10                               |
| H       | 1                       | 10                               |
| K       | 1500                    | 10                               |
| L       | 500                     | 10                               |

Appendix 3. Preliminary experiment: comparison of accuracy and computation time for spatial concept learning

The purpose of this experiment was to compare the accuracies of spatial concept learning and computation time when the number of particles and pseudo-observations in SpCoAE were varied.

A.8 Condition

Table A1 lists the number of particles R and the number of pseudo-observations J for each experimental pattern. Ten trials were conducted for each experimental pattern. Environment 5 was used as the experimental environment in this study. The conditions related to the candidate points were identical to those in Experiment I. A total of 103 candidates were available for observation. In all the experimental patterns, the hyperparameters were set as $\alpha = 1.0$, $\beta = 0.01$, $\gamma = 0.1$, $m_0 = [0.0, 0.0]$, $k_0 = 0.001$, $V_0 = \text{diag}(1.5, 1.5)$, and $V_0 = 4.0$. The upper limits for the number of categories were set as $K = 10$ and $L = 10$. The simulations were performed on a laptop with the following specifications: Intel Core i7-7820HK CPU, 32 GB of DDR4 memory, and Nvidia GeForce GTX 1080 GPU. The robot was operated using the ROS kinetic Kame running on Ubuntu 16.04 LTS.

The evaluation metrics were the same as those in Experiment I. In addition, the computation time required for each step and the computation time required for all steps were evaluated. The computation time excludes the time required to obtain observations or travel time.

A.9 Results

Figure A1 shows examples of the learning results of the spatial concept index C and the position distribution for each position coordinate in experimental patterns A–H. Additionally, the color changed randomly for each trial because the category numbers assigned to index C and index i changed randomly. For each experimental pattern, the mean and standard deviation of each evaluation value for all ten trials are shown in the graphs below.

Figure A2 shows the results of comparing experimental patterns E–H with $R = (1000, 100, 10, 1)$ number of particles and $J = 10$ pseudo-observations. In terms of the weighted ARI for indices C and i in experimental patterns A–H, Figures A2(a,b) indicate that the higher the number of particles, the higher the value from approximately step 30 to the final step. In addition, an example of the learning results (Figure A1) indicates that the higher the number of particles, the closer the result is to an ideal position distribution. Figures A2(c,d) show that the larger the number of particles, the longer is the computation time required. These results confirm a tradeoff between the number of particles and the accuracy of spatial concept learning.

The comparison of experimental results A and E with the number of particles $R = 1000$ and the number of pseudo-observations $J = (1, 10)$ are shown in Figure A3. The results of comparing experimental patterns C and G with the number of particles $R = 10$ and $J = (1, 10)$ are shown in Figure A4. These results show that, regardless of the number of particles, the difference in the number of pseudo-observations has little effect on the accuracy and computation time of spatial concept learning. This can be attributed to the present condition setting in which one word is assigned. The effect of the number of pseudo-observations is more pronounced when there are many-to-many correspondences between places and words.

Finally, we show the results of the experiments when the number of particles was 1500, 500, based on the experimental pattern with the number of particles $R = 1000$, which was the most accurate in spatial concept learning in previous experiments. The results of comparing experimental patterns K, E, and L with $R = (1500, 1000, 500)$ number of particles and $J = 10$ pseudo-observations are shown in Figure A5. The weighted ARI for experimental patterns K, E, and L, as shown in Figure A5(a,b) indicate that the ARI of 500 particles is slightly lower than that of 1500 or 1000 particles. Combining Figures A5(c,d), when 1500 particles were used, the computation time was approximately 1.5 times longer than when 1000 particles were used, even though the accuracies of spatial concept learning were similar. Therefore, the number of particles, $R = 1000$, and the number of pseudo-observations, $J = 10$ were determined in Experiment I.

The experiment was performed on a single-core CPU to verify the computational speed. In reality, it is possible to parallelize and implement each sample during Monte Carlo sampling using particle filters. Therefore, in an actual operation, parallelization allows for accelerated calculations.

Appendix 4. Results of experiment i in ten environments

In this section, we present the results of Experiment I using ten simulated home environments created in SIGVerse as the experimental environment. The experimental setup is shown in Figure A6. Maps previously created by SLAM were used in all the environments. Examples of the learning results for all the methods are shown in Figures A7–A16. The index of the spatial concept is colored according to the position coordinates where the data are observed in each environment. Each ellipse represents the position distribution. The colors of each ellipse and candidate point were randomly determined for each trial. Sub-figure (a) shows the ideal form envisioned by the tutor for reference. Finally, the progress of the results of the evaluation values in the ten experimental environments is shown in Figure A17.
Figure A1. Examples of learning results for position distributions and index $C_n$ of spatial concept for each coordinate in experimental patterns A–H.

Figure A2. Weighted ARI values and computation time in experimental patterns E–H.

Figure A3. Weighted ARI values and computation time in experimental patterns A and E.

Figure A4. Weighted ARI values and computation times in experimental patterns C and G.
Figure A5. Weighted ARI values and computation time in experimental patterns of K, E, L.

(a) ARI (step-by-step) of index $C_{in}$  
(b) ARI (Step-by-step) of index $t_{in}$  
(c) Computation time required for each step  
(d) Cumulative computation time required for all steps

Figure A6. Home environments created with SIGVerse in Experiment I (ten environments). (a) Environment 1. (b) Environment 2. (c) Environment 3. (d) Environment 4. (e) Environment 5. (f) Environment 6. (g) Environment 7. (h) Environment 8. (i) Environment 9 and (j) Environment 10.
Figure A7. Examples of learning results in environment 1: Position distributions and indices $C_{1,n}$ of spatial concepts drawn on the map.

Figure A8. Examples of learning results in environment 2: Position distributions and indices $C_{1,n}$ of spatial concepts drawn on the map.
Figure A9. Examples of learning results in environment 3: Position distributions and indices $C_{1,n}$ of spatial concepts drawn on the map.

Figure A10. Examples of learning results in environment 4: Position distributions and indices $C_{1,n}$ of spatial concepts drawn on the map.
Figure A11. Examples of learning results in environment 5: Position distributions and indices $C_{1,n}$ of spatial concepts drawn on the map.

Figure A12. Examples of learning results in environment 6: Position distributions and indices $C_{1,n}$ of spatial concepts drawn on the map.
**Figure A13.** Examples of learning results in environment 7: Position distributions and indices $C_{1,n}$ of spatial concepts drawn on the map.

**Figure A14.** Examples of learning results in environment 8: Position distributions and indices $C_{1,n}$ of spatial concepts drawn on the map.
Figure A15. Examples of learning results in environment 9: Position distributions and indices $C_{1,n}$ of spatial concepts drawn on the map.

Figure A16. Examples of learning results in environment 10: Position distributions and indices $C_{1,n}$ of spatial concepts drawn on the map.
Figure A17. Evaluation values in ten environments: from left to right, ARI (step-by-step) values of C and i, ARI (predictive padding) values of C and i, and cumulative travel distance.