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Abstract

Machine learning thermodynamic perturbation theory (MLPT) is a promising approach to compute finite temperature properties when the goal is to compare several different levels of \textit{ab initio} theory and/or to apply highly expensive computational methods. Indeed, starting from a production molecular dynamics trajectory, this method can estimate properties at one or more target levels of theory from only a small number of additional fixed-geometry calculations, which are used to train a machine learning model. However, as MLPT is based on thermodynamic perturbation theory (TPT), inaccuracies might arise when the starting point trajectory samples a configurational space which has a small overlap with that of the target approximations of interest. By considering case studies of molecules adsorbed in zeolites and several different density functional theory approximations, in this work we assess the accuracy of MLPT for ensemble total energies and enthalpies of adsorption. The problematic cases that were found are analyzed and it is shown that, even without knowing exact reference results, pathological cases for MLPT can be detected by considering a coefficient that measures the statistical imbalance induced by the TPT reweighting. For the most pathological examples we recover target level results within chemical accuracy by applying a machine learning-based Monte Carlo (MLMC) resampling. Finally, based on the ideas developed in this work, we assess and confirm the accuracy of recently published MLPT-based enthalpies of adsorption at the random phase approximation level, whose high computational cost would completely hinder a direct molecular dynamics simulation.
1 Introduction

Correlated quantum chemical methods could provide an alternative to density functional theory (DFT) in (periodic) materials simulations possibly reaching the threshold of chemical accuracy (1 kcal/mol) with respect to experimental data. Traditional quantum chemical methods, such as Møller-Plesset perturbation theory to second order (MP2) or coupled-cluster theory, have been recently implemented for condensed phase materials applications. An alternative particularly suitable for condensed matter applications is represented by the random phase approximation (RPA) and it variants which include higher order corrections. Due to the significantly high computational cost of these approaches, their use is limited, especially in (finite-temperature) molecular dynamics (MD) simulations.

The use of machine learning (ML) techniques could be highly beneficial for MD simulations and, since the seminal work of Behler and Parrinello (BP) in 2007, has seen an increasing popularity in this field. While keeping a level of accuracy comparable to ab initio calculations, ML approaches can be used to replace most of the expensive quantum mechanical calculations with numerically cheap predictions. This allows for an increase in the system size and timescale that would be normally accessible by traditional ab initio MD simulations. However, ML models typically employed in MD simulations require a significant amount of data to be trained and this represent an issue for the most expensive quantum mechanical approximations.

In a recent work, some of us applied a scheme that couples machine learning techniques with thermodynamic perturbation theory (MLPT) to compute enthalpies of adsorption of molecules in the zeolite chabazite at the RPA level of theory (the same methodology can be used in the context of free energies of activation). Achieving these results with a brute force molecular dynamics simulation would be completely out of reach. Indeed, by considering only the cost of the RPA energy calculations for the zeolite, completing a 200000
steps MD simulation would require 65M CPU hours and more then 110 years on 64 cores at 2.6 GHz (this estimate does not include the significant additional cost of computing RPA forces\(^{30}\)). With our MLPT technique as few as 10 single point RPA energy calculations were sufficient to train a machine learning model that was then used to predict the RPA energy for several other configurations\(^{27}\).

In this previous work the van der Waals (vdW) corrected PBE+D2 functional \(^{31,32}\) was used to generate a production MD trajectory (in general, a numerically inexpensive approximation should be chosen as production method). Based on the $\Delta$-ML method\(^{33}\) a model was thereafter trained to predict the difference between RPA and PBE+D2 energies. Following the thermodynamic perturbation approach \(^{34-36}\) the energy differences were subsequently used to reweight the statistical weight of the PBE+D2 configurations in order to obtain the RPA canonical distribution and compute the RPA ensemble energies and enthalpies (in this context the RPA is considered the “target” level of theory). Thanks to the inexpensive predictions of the ML model, this technique involves a computational cost that is several orders of magnitude smaller than a full RPA MD simulation.

While the error involved in the ML procedure is rather well controlled\(^{27,28}\), the application of thermodynamic perturbation theory (TPT) might be at the origin of a bias in the results estimated at the target level of theory. Indeed, the configurational space sampled by the production MD might have suboptimal superposition with the target configurational space\(^{34,35}\). In certain cases this might lead to a strong loss of statistical significance when the contributions of the production configurations are reweighted to obtain the target distribution (namely only few configurations could contribute to the whole target level statistics).

In this work, we access the accuracy of the MLPT approach using the adsorption of molecules in zeolites as a test case. Indeed, many separation and adsorption processes re-
quire the improvement of the dedicated materials, and DFT calculations often provide suitable suggestions of optimized formulations in this regard \cite{27,30}. However, additional efforts have to be done to find a better compromise between accuracy of prediction and calculation cost. By considering five different DFT functionals, including generalized gradient approximation (GGA), meta-GGA, and non-local vdW corrected functionals, we perform full MD simulations to provide “exact” references values for the ensemble energies and enthalpies of adsorption. We then use each one of these five functionals as a production method and apply MLPT to obtain the energy/enthalpy estimates for the remaining four functionals, which are considered as target approximations.

By comparing MLPT estimates with exact reference results the level of accuracy of this approach is established. Some pathological cases are found, for example when GGA functionals are used as starting point for meta-GGA functionals and vice versa (in certain cases the MLPT estimate of the ensemble energy can deviate by more than 8 kcal/mol). By using machine learning dimensionality reduction algorithms, we qualitatively visualize the relative distributions of the configurations from the different MD simulations. This analysis confirms that the most problematic cases can be ascribed to a poor superposition of the configurational spaces. In order to detect possible failure of MLPT we propose a diagnostic test, the $I_w$ index, which is evaluated from ML energy predictions and does not rely on the knowledge of any exact reference results.

We then propose a scheme to significantly improve results even when the $I_w$ coefficient is close to 0 (lowest production-target superposition). This approach, denoted as MLMC, is based on a Monte Carlo resampling of the target configurational space that reuse the machine learning model already trained for MLPT. Without any additional target level calculations this scheme decreases even the largest deviations within the threshold of chemical accuracy.
Finally, we apply the tools developed in this work to analyze our previous results based on the RPA\textsuperscript{27}, where reference values cannot be produced. The relatively large values of the $I_w$ index hints that the PBE+D2 functional provides a reliable starting point for RPA target properties. The results are stable even if a full MLMC resampling of the configurational space is performed. This shows that, with a proper choice or the production approximation, MLPT allows for a quick and accurate estimate of target level properties. The MLPT approach opens the way to a more systematic application of accurate but expensive DFT and quantum chemical approximations in finite temperature simulations of materials.

The layout of the paper is organized as follows. In the following section, Sec. 2, we discuss the methodological part of this work and provide computational details. In Sec. 3, we present numerical results and analyze them. Sec. 4 contains our conclusions.
2 Methodology

The enthalpies of adsorption ($\Delta_{ads}H$) of the CH$_4$ molecule in protonated chabazite (HCHAB) and CO$_2$ molecule in siliceous chabazite (SiCHAB) were investigated by employing ab initio molecular dynamics (AIMD) and machine learning thermodynamic perturbation theory (MLPT). The models of the adsorbed molecules are shown in Fig. (1). The enthalpy of adsorption is defined by

$$\Delta_{ads}H(M@Z) = \langle E(M@Z) \rangle - (\langle E(M) \rangle + \langle E(Z) \rangle) - k_B T$$  \hspace{1cm} (1)

where $\langle E \rangle$ is the internal energy computed as ensemble average of potential energy via the AIMD simulations or MLPT (M denotes the molecules, Z the zeolites, and M@Z the adsorbed system), $k_B$ is the Boltzmann constant, and $T$ is the system temperature (equal to 300K in all our simulations).

![Figure 1: (a) CH$_4$ in protonated Chabazite (HCHAB) and (b) CO$_2$ in siliceous chabazite (SiCHAB).](image)

The goal of this work is to benchmark the accuracy of MLPT by comparing its estimates with “exact” reference values obtained from full MD simulations. We chose five DFT functionals in order to span a range of different characteristics but keeping also into account their numerical cost, as long and stable MD trajectories have to be produced for reference.
Specifically, we selected: a generalized gradient approximation (GGA) functional, PBE$^{41}$
and its version with corrections for van der Waals interactions, PBE+D$^{41,42}$, a meta-GGA
functional, SCAN$^{42,43}$, a non-local vdW functional, vdW-DF2$^{44,45}$, a version of SCAN with
non-local vdW corrections, SCAN+rVV10$^{46}$. We will also discuss results based on the ran-
dom phase approximation (RPA), as implemented in the VASP code$^{47,48}$, due to the high
numerical cost a direct MD simulation at this level of theory is completely out of reach and
the MLPT method becomes instrumental to estimate finite temperature properties.

All AIMD simulations were performed within the NVT ensemble, whereby temperature
was maintained by Andersen$^{50}$ thermostat with collision probability of 0.05. An integration
time step of 0.5 fs was considered and the total simulation time of each MD run was 100 ps,
i.e. $\sim$200-$10^3$ configurations were generated with each method for each system investigated
in this work. The initial part of 10 ps of each trajectory was considered as an equilibration
period and the corresponding data were discarded. The remaining part of the trajectory was
tested for the absence of any drift via Mann-Kendall tests$^{51}$. All the standard errors on the
ensemble energies of these trajectories are below 0.2 kcal/mol.

In the AIMD simulations we used a cell fixed at the lattice parameters of the chabazite
optimized at the PBE level ($a = b = c = 9.34$ Å and $\alpha = \beta = \gamma = 95^\circ$). All AIMD simula-
tions as well as single point calculations were carried out with the VASP electronic structure
package$^{13,47-49}$. PAW pseudopotentials$^{52}$ for all atoms with the default kinetic energy cutoffs
were used to expand the wavefunctions. The “accurate” precision setting was used and the
hydrogen atomic mass was increased to 3.0 a.u. The $\Gamma$ point approximation was applied in
all calculations.

The results produced by AIMD are used as a reference for our MLPT method. Within
this approach an MD simulation is first performed at a certain production level of theory
and then “corrected” to obtain results at one or multiple target levels of theory. One of the advantages of MLPT is that an estimate of a finite-temperature property for the target method can be obtained with only a few tens or few hundreds of single point calculations\textsuperscript{27}. Out of about $1900 \cdot 10^3$ configurations generated in production runs, a reduced sample of about $19 \cdot 10^3$ evenly separated configurations ($X_i$) and corresponding potential energies obtained with the production method ($E_i$) are selected to be used for the predictions of the energies at the new target functional level. We note that this configuration reduction is not strictly necessary but, since MD configurations close in time are correlated, this procedure speeds up the predictions of the ML model without compromising the accuracy of prediction.

In order to compute target level ensemble energies $\langle E' \rangle$, MLPT applies TPT to reweight the production statistical distribution\textsuperscript{35}

\begin{equation}
\langle E' \rangle = \frac{\sum_i^M E'_i \exp (-\beta \Delta E_i)}{\sum_i^M \exp (-\beta \Delta E_i)}
\end{equation}

where $E'_i$ denotes the target level energies of the $i$th configuration, $\Delta E_i = E'_i - E_i$ is the difference between target and production energies, $\beta = 1/k_B T$, and $M$ is the number of configurations, in this case $19 \cdot 10^3$.

The application of Eq. (2) still requires a large number ($M$) of calculations at the target level of theory. In MLPT only a very small number $N_{\text{train}}$ of these calculations is actually performed and then used to train an ML model that predicts all the remaining $M - N_{\text{train}}$ energies. This procedure has been described in detail in Ref.\textsuperscript{27} and here we will only summarize the main technical points. In order to decrease the number of target calculations required to train the ML algorithm instead of considering directly the target energy $E'_i$, we build a ML regression model using $\Delta E_i$. This approach, which is just one of the many possible applications of the $\Delta$–ML idea\textsuperscript{33,53}, takes advantage of the much smoother dependence of $\Delta E_i$ on $E_i$ in comparison with $E'_i$ and, accordingly, is easier to predict. To represent
the configurations within our ML model we use the \textit{Smooth Overlap of Atomic Positions} (SOAP)\cite{soap} descriptor, as implemented in the DScribe library\cite{dscribe}. While several other descriptors for periodic materials have been proposed in the literature\cite{soap2,soap3,soap4}, the choice of the SOAP descriptor provides already a satisfactory level of accuracy for MLPT applications\cite{mlpt1,mlpt2}.

The SOAP approach leads to a natural definition of a kernel for local atomic environments that can be subsequently used to define the global rematch kernel\cite{kernel}. This kernel, which can be intuitively seen as a measure of similarity between configurations, is then used in the framework of the kernel ridged regression (KRR)\cite{kernel} ML algorithm; the KRR implementation in the Scikit-learning package is used in this work\cite{sklearn}. To train the ML model, 200 evenly distributed configurations are chosen from the 19·10\(^3\) structures of the production trajectory. An additional independent set of 25 configurations is also selected to test the accuracy of the predictions of the ML model; for all the applications considered in this work the root mean square error (RMSE) in the prediction of the energy of single configurations is at most 0.3 kcal/mol. Single point calculations at the target level are performed exclusively for these 225 configurations. The 18775 (i.e., 19000-225) remaining values of \(\Delta E_i\) (and \(E'_i = E_i + \Delta E_i\)) necessary to evaluate Eq. (2) are inexpensively predicted by the ML model. This shows the clear advantage of using MLPT, in particular if it is necessary to consider multiple target level theories or highly expensive approximations (e.g., the RPA).

As discussed in the next sections MLPT does not provide satisfactory results in certain cases. This happens for the estimate of SCAN and SCAN+rVV10 adsorption enthalpies from PBE production calculations. This issue is related to the unsatisfactory superposition of the target and production configurational spaces. To improve the results in these cases we have reused the ML model from the MLPT application to resample the target level configurational space using the Monte Carlo (MC) algorithm\cite{mc1,mc2}. We will denote this procedure as MLMC.
The MC approach used to sample the canonical ensemble is equivalent to MD but is simpler to implement and does not require the calculation of forces (for certain methods forces are not available in most solid state physics software implementations). By using our in-house software, the MLMC approach recursively sample new configurations following these steps: (1) A new geometric configuration is randomly generated; (2) A production level \textit{ab initio} calculation is performed to obtain $E_i$ for this new configuration; (3) the ML learning model is used to predict $\Delta E_i$ and $E'_i$; (4) the new configuration is accepted or rejected according to the Metropolis criterion\cite{61,62}. The advantage of MLMC is that with respect to MLPT no additional calculations are required at the target level of theory and this is particularly important when computationally expensive quantum chemical methods are used. The trade-off is that each step of the MC procedure requires a new production level calculation. In the applications of next section we have sampled $400 \cdot 10^3$ steps for each MLMC trajectory to get converged ensemble statistics (for all the systems considered in this work the standard error on the MC ensemble energies is at most 0.3 kcal/mol).
3 Results and Discussions

3.1 Assessing the accuracy of MLPT for different density functional approximations

The experimentally measured enthalpies of adsorption of the investigated systems are rather small, -4.06 kcal/mol and -5.02 kcal/mol for CH$_4$ @ HCHAB and CO$_2$ @ SiCHAB, respectively. Indeed, for both systems, the adsorption process is dominated by weak long-range van der Waals (vdW) interactions, which are, due to the small size of both adsorbate molecules, only modest. Ideally, very accurate methods such as RPA, MP2 or CCSD would be necessary to model with systematic improvements in accuracy such processes in which long-range interactions play an important role. While the use of such methods is prohibitive due to their enormous computational cost, machine learning techniques could play an important role in extending their applicability to realistic systems\textsuperscript{27}. This requires ML techniques that reasonably preserve the accuracy of these high-level quantum chemical methods and have sufficient predictive power for configurations beyond the training set. In this section we will discuss the accuracy of MLPT for the case of computationally affordable DFT functionals, for which an “exact” reference can be easily obtained. At the end of this section we will consider the RPA enthalpies of adsorption.

In Table \textcolor{red}{(1)}, we report the values of the enthalpies of adsorption (Eq. \textcolor{red}{(1)}) for CH$_4$ and CO$_2$ in zeolite as obtained from the full MD simulations. These results will be used as reference values for assessing the quality of our MLPT methodology. Comparing the calculated and the experimental values for the enthalpies of adsorption in Table \textcolor{red}{(1)}, it can be noticed that only functionals with some vdW corrections can achieve a reasonable agreement with the experimental values, although the accuracy improvement is not systematic. For the CH$_4$ @HCHAB system, SCAN+rVV10 was identified as the best performing functional, with a deviation of -0.71 kcal/mol (17% of deviation), whereas for the CO$_2$ @SiCHAB the
best functional was PBE+D2 with a deviation of -0.46 kcal/mol (9% of deviation). On the other hand, the uncorrected PBE and SCAN functionals show a sizable underestimation in the calculated enthalpies of adsorption for the CH\(_4\) and CO\(_2\) molecules in the zeolites, with relative errors with respect to experiment higher than 35%. However, the main purpose of this work is not to compare the accuracy of different functionals compared to experiment but to assess the performance and limitations of MLPT to reproduce exact AIMD results obtained using different quantum mechanical approximations.

Table 1: Experimental and reference theoretical enthalpies of adsorption for the CH\(_4\) and CO\(_2\) molecules in zeolites obtained using different functionals. All values are expressed in kcal/mol.

| System       | PBE   | PBE+D2 | SCAN  | vdW-DF2 | SCAN+rVV10 | Exp.       |
|--------------|-------|--------|-------|---------|------------|------------|
| CH\(_4\)@HCHAB | -1.13 | -6.08  | -2.60 | -5.64   | -4.77      | -4.06\(^\text{69}\) |
| CO\(_2\)@SiCHAB | -1.18 | -5.48  | -2.95 | -6.93   | -7.11      | -5.02\(^\text{66}\) |

Starting from each of the 5 trajectories obtained using PBE, PBE+D2, SCAN, vdW-DF2, and SCAN+rVV10 production methods, the MLPT approach is used to predict the results for all remaining approximations. The results are shown in Table (2). In this table, columns and lines represent the production and target methods, respectively. If, for example, we consider the PBE column (below Production - MD simulations), and the SCAN line, we find an estimate of the SCAN enthalpy of adsorption that is obtained by applying MLPT to the PBE production trajectory; this estimate avoids completely the generation of a new SCAN molecular dynamics trajectory and requires only 200 additional SCAN calculations that are used to train the ML model. For the sake of completeness, we also report values on the diagonal of this table, namely MLPT values based on the same production and target levels of theory. This shows that some small fluctuations can be introduced by the ML model even in this particularly simple case, additionally to those regular/general fluctuations due
to the AIMD convergence and statistical uncertainty.

The accuracy of the MLPT estimates can be established by comparing the MLPT results with reference values of Table (1). The corresponding deviations are reported in parenthesis in Table (2). Altogether, it can be noticed that the predictions within the PBE/PBE+D2/vdW-DF2 group and the SCAN/SCAN+rVV10 are reasonable with deviations typically within few tens of kcal/mol and only in one case slightly beyond chemical accuracy (a deviation of 1.01 kcal/mol for the prediction of SCAN+rVV10 from SCAN for CO$_2$@SiCHAB). When the production and target methods belong to two different groups of functional, the MLPT is significantly less reliable and significantly large deviations appear. The most problematic cases involve the prediction of CH$_4$@HCHAB enthalpy of adsorption at the SCAN and SCAN+rVV10 levels of theory from PBE, where the deviation is larger than 8 kcal/mol.

Table 2: Enthalpies of adsorption of CH$_4$@HCHAB and CO$_2$@SiCHAB computed directly from straightforward MD (Ref. column) as well as using the MLPT method, whereby all functionals have been used as production as well as target methods. Deviations of MLPT results from the reference values (Ref. column) are given in parenthesis. All values are expressed in kcal/mol.

| System       | Target - MLPT | Ref. | Production - MD simulations |         |         |         |         |
|--------------|---------------|------|-----------------------------|---------|---------|---------|---------|
|              |               |      | PBE                         | PBE+D2  | SCAN    | vdW-DF2 | SCAN+rVV10 |
| CH$_4$@HCHAB | PBE           | -1.13| -1.18$^{(-0.05)}$           | -1.05$^{(0.07)}$ | 1.25$^{(2.38)}$ | -0.66$^{(0.47)}$ | 0.23$^{(1.36)}$ |
|              | PBE+D2        | -6.08| -5.99$^{(0.09)}$            | -6.08$^{(0.00)}$ | -2.64$^{(3.44)}$ | -5.10$^{(0.98)}$ | -5.65$^{(0.43)}$ |
|              | SCAN          | -2.60| -11.13$^{(-8.54)}$         | -4.78$^{(-2.18)}$ | -2.65$^{(-0.05)}$ | -1.84$^{(0.75)}$ | -2.37$^{(0.23)}$ |
|              | vdW-DF2       | -5.64| -6.24$^{(-0.59)}$           | -5.82$^{(-0.18)}$ | -0.92$^{(4.73)}$ | -5.53$^{(0.11)}$ | -5.75$^{(-0.11)}$ |
|              | SCAN+rVV10    | -4.77| -13.63$^{(-8.86)}$         | -6.71$^{(-1.94)}$ | -5.03$^{(-0.26)}$ | -4.13$^{(0.64)}$ | -4.74$^{(0.03)}$ |
|              | PBE           | -1.18| -1.15$^{(0.02)}$            | -1.47$^{(-0.29)}$ | -1.46$^{(-0.29)}$ | -1.24$^{(-0.06)}$ | -4.68$^{(-3.50)}$ |
|              | PBE+D2        | -5.48| -5.61$^{(-0.14)}$           | -5.44$^{(0.04)}$ | -5.40$^{(0.08)}$ | -5.60$^{(-0.12)}$ | -7.56$^{(-2.08)}$ |
|              | SCAN          | -2.95| -1.42$^{(1.54)}$            | -2.74$^{(0.21)}$ | -2.96$^{(-0.01)}$ | -4.30$^{(-1.34)}$ | -3.72$^{(-0.77)}$ |
|              | vdW-DF2       | -6.93| -7.47$^{(-0.54)}$           | -7.57$^{(-0.64)}$ | -8.11$^{(-1.17)}$ | -6.94$^{(-0.00)}$ | -8.90$^{(-1.96)}$ |
|              | SCAN+rVV10    | -7.11| -3.97$^{(3.14)}$            | -5.52$^{(1.59)}$ | -6.01$^{(1.10)}$ | -7.17$^{(-0.06)}$ | -7.09$^{(0.02)}$ |

Exp. -4.06$^{(0.35)}$

Exp. -5.02$^{(0.20)}$
As the enthalpies of adsorption are computed from differences of internal energies of interacting and non-interacting systems, fortuitous error cancellations might arise that could hide the real accuracy of MLPT predictions. To shed some light onto this problem, we report in Table (3) MLPT total ensemble energies for the individual components involved in the adsorption process (adsorbed system, zeolite alone, molecule alone). These results confirm the conclusions previously drawn from Table (2), with the predictions made for the cases where the production and target methods are both from the same group of functionals (i.e., either PBE/PBE+D2/vdW-DF2 or SCAN/SCAN+rVV10) being well within the chemical accuracy.

MLPT becomes unreliable when predictions mix these two groups, with deviations that often reach several kcal/mol (these observations do not hold for the standalone CH₄ and CO₂ molecules, whose deviations are always below 0.1 kcal/mol). The worst performance is confirmed to correspond to the prediction of SCAN and SCAN+rVV10 from the PBE production trajectory of CH₄ @HCHAB. For these cases, we notice that the largest deviations in the enthalpies of adsorption (>8 kcal/mol) are not only due to the low accuracy of the MLPT ensemble energy estimates for CH₄ @HCHAB and HCHAB, but also to the opposite sign in deviations of predictions made for these two systems, which leads to an error accumulation when evaluating Eq. (1).

While MLPT allows, in principle, for a quick evaluation of finite-temperature properties at one or more target levels of theory from a single MD production run (typically based on the most computationally inexpensive approximation), the results in Tables (2,3) show that such a strategy does not always allow one to achieve the required level of accuracy. Accordingly, a special care should be taken in choosing a production method suitable for the target approximation(s) of interest. The failure of MLPT in certain cases can be explained by the limitations of the thermodynamic perturbation theory (TPT) itself, rather than by
an inaccurate ML model. Indeed, if the high-probability configurational spaces of the pro-
duction and target approximations do not overlap sufficiently, the TPT has low predictive
power. In the most pathological cases it can happen that this overlap is so poor that in
the reweighting procedure (Eq. (2)) only one or few individual configurations effectively
contribute to the ensemble average.
Table 3: Deviations of the MLPT estimates of the target internal energies of individual systems from reference values. All values are in kcal/mol.

| System       | Target - MLPT | Production - MD simulations |
|--------------|---------------|----------------------------|
|              | PBE | PBE+D2 | SCAN | vdW-DF2 | SCAN+rVV10 |
| PBE          | -0.007 | 0.053 | -1.348 | -0.237 | -1.582 |
| PBE+D2       | 0.197 | 0.001 | -0.547 | 0.405 | -2.987 |
| CH₄ @HCHAB   | SCAN | -4.380 | -2.137 | -0.029 | 1.497 | 0.204 |
| vDW-DF2      | -0.378 | 0.206 | 0.285 | 0.060 | -3.799 |
| SCAN+rVV10   | -5.026 | -2.036 | -0.221 | 1.012 | -0.001 |
| PBE          | 0.014 | -0.693 | -2.946 | -0.434 | -3.689 |
| PBE+D2       | 0.245 | 0.041 | -2.267 | 0.015 | -1.665 |
| CO₂ @SiCHAB  | SCAN | 2.249 | 1.244 | -0.013 | 2.448 | -0.594 |
| vDW-DF2      | -0.053 | -0.622 | -4.138 | -0.002 | -2.122 |
| SCAN+rVV10   | 3.395 | 2.289 | 0.899 | 3.251 | 0.025 |
| HCHAB        | SCAN | 4.142 | 0.084 | -0.025 | 0.718 | -0.034 |
| vDW-DF2      | 0.230 | 0.453 | -4.407 | -0.039 | -3.678 |
| SCAN+rVV10   | 3.830 | -0.045 | 0.051 | 0.359 | -0.027 |
| SiCHAB       | SCAN | 0.659 | 1.050 | -0.002 | 3.809 | 0.139 |
| vDW-DF2      | 0.453 | 0.008 | -2.972 | -0.001 | 0.013 |
| SCAN+rVV10   | 0.246 | 0.745 | -0.158 | 3.358 | 0.000 |
| CH₄          | SCAN | 0.013 | -0.039 | 0.002 | 0.027 | 0.012 |
| vDW-DF2      | -0.014 | -0.067 | -0.033 | -0.007 | -0.014 |
| SCAN+rVV10   | 0.000 | -0.052 | -0.013 | 0.014 | -0.000 |
| CO₂          | SCAN | 0.054 | -0.019 | -0.007 | -0.006 | 0.000 |
| vDW-DF2      | 0.030 | -0.007 | 0.004 | -0.001 | 0.070 |
| SCAN+rVV10   | 0.013 | -0.049 | -0.043 | -0.051 | 0.001 |
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In order to analyze qualitatively this behavior we consider all the production MD simulations based on the 5 different functionals. By using the t-distributed stochastic neighbor embedding (t-SNE) algorithm\cite{MaatenLe2008} we present in Fig. (2) two-dimensional visualizations of the high-dimensional configurational space spanned by these trajectories (to improve the readability, figures were created using only 500 uncorrelated structures selected from each trajectory). To be consistent with the ML learning algorithm used in this study for the regression, the t-SNE approach was applied using a definition of distance $D$ between two configurations $\chi^A$ and $\chi^B$ based on the normalized SOAP kernel $K$:

$$D(\chi^A, \chi^B) = (1 - K(\chi^A, \chi^B))^\frac{1}{2};$$

(3)

This definition also inherits some of the properties of the SOAP kernel, such as the rotational and translational invariance required in materials and molecular modelling.

It can be noticed in Fig. (2) that for CH$_4$@HCHAB, CO$_2$@SiCHAB, HCHAB, and SiCHAB the trajectories generated by the two groups of functionals (PBE/PBE+D2/vdW-DF2 and SCAN/SCAN+rVV10) form two clusters with very limited overlap. This shows that the configurational spaces spanned by the two groups of approximations are to a large extent different, which is at the origin of the poor performance of MLPT in the cases discussed above. For the gas phase molecules CH$_4$ and CO$_2$, the configurational space has a much simpler structure and the five different approximations produce trajectories which always largely overlap; this is also consistent with the results in Table (3), where MLPT is highly accurate for all molecular energies.
Figure 2: t-SNE representation of the configurational spaces spanned by the different functionals. This visualization is based on 500 selected configurations from each molecular dynamics trajectory. Principal component of the SOAP descriptor for each 500 configurations of each functionals.
The t-SNE visualization provides useful insights on the potential failures of TPT and, consequently, MLPT. However, a diagnostic approach that requires the full MD trajectories is highly impractical in reality, since the goal of MLPT is indeed to completely avoid the MD simulation at the target level of theory. In order to overcome this difficulty and introduce a tool to analyze and predict the failures of MLPT, we follow the approach introduced in Ref. 28 and introduce the $I_w$ index. By considering the weight factor ($w_i$) in Eq. (2)

$$w_i = \exp(-\beta \Delta E_i)$$

we define $I_w = \frac{(M-N)}{M}$ where $M$ is the total number of configurations sampled in the production run and $N$ is the lowest integer which satisfies the condition

$$\frac{\sum_{i}^{N} w_i}{\sum_{j}^{M} w_j} \geq 0.5,$$

where the weights $w_i$ have been sorted in ascending order. In practice, the $I_w$ index reflects how many configurations contribute after the reweighting in Eq. (2) to half of the total statistical weight.

In the case of an extremely small overlap between configurational spaces sampled by the production and target approximations, we would have $N \approx M$ (since most weights $w_i$ would be close to 0, $N$ has to approach $M$ to satisfy the condition in Eq. (5)) and $I_w \approx 0$. This corresponds to a significant loss in the statistical significance since the large number of configurations sampled in the production run is reduced to a few individual structures. In the opposite case of excellent overlap we would have $N \approx M/2$ and $I_w \approx 0.5$; if for example the production and target approximations provides energies that differ only by a constant we would obtain $I_w = 0.5$.

The $I_w$ values for all systems investigated in this work are presented in Table (4); in
order to simplify the analysis, we are also reporting in parenthesis the deviations of the MLPT ensemble energies with respect to the exact MD references (same as in Table 3). All the the $I_w$ values rounded to the value 0.00 actually correspond to values that are always smaller than 0.003. As expected the $I_w$ index is equal to 0.5 when the production and target methods are the same. The values of $I_w$ allow for an interpretation of the deviations previously reported in Table 3. All the largest errors of MLPT (often significantly above chemical accuracy) correspond to $I_w = 0.00$, namely to a small correlation/overlap of production and target methods. In few cases, small deviations are found for systems with $I_w = 0.00$ (for example the MLPT evaluation of the SCAN ensemble energy from PBE+D2 for HCHAB) but these results must be considered as coincidental, whereby the reweighting of a very small number of configurations led, by chance, to a satisfactory reconstruction of the target statistical distribution.

As discussed above, the MLPT estimates become reliable for the production and target method combinations from within the two groups of functionals PBE/PBE+D2/vdW-DF2 and SCAN/SCAN+rVV10. As shown in Table 4 the $I_w$ values within this two groups are all “finite” and take a value of at least 0.03. For the isolated gas phase molecules CH$_4$ and CO$_2$ we always find large values of $I_w (>0.1)$ and consequently the errors on the energy predictions are small (within 0.18 kcal/mol). These remarks point to the fact that the $I_w$ can be used for a qualitative a posteriori estimate of the reliability of MLPT. In the case of an $I_w$ close to 0, the MLPT estimates are unpredictable and often deviate by several kcal/mol from the reference values. Non-vanishing values of $I_w$, ideally as close as possible to 0.5, correspond to accurate MLPT predictions. In the specific case of the systems considered here an $I_w$ of about 0.03 already provides ensemble energies well within chemical accuracy.
Table 4: Values of the $I_w$ index corresponding to each individual MLPT estimate of the ensemble internal energy. The values in parentheses represent the deviations in kcal/mol from the reference values obtained from straightforward MD.

| System      | Target - MLPT | Production - MD simulations |
|-------------|---------------|----------------------------|
|             | PBE           | PBE+D2                     | SCAN          | vdW-DF2       | SCAN+rVV10   |
| CH₄ @HCHAB  | PBE           | 0.50(−0.01)  | 0.06(0.05)   | 0.00(−1.35)  | 0.03(−0.24)  | 0.00(−1.58)  |
|             | PBE+D2        | 0.03(0.20)   | 0.50(0.00)   | 0.00(−0.55)  | 0.06(0.41)   | 0.00(−2.99)  |
|             | SCAN          | 0.00(−4.38)  | 0.00(−2.14)  | 0.50(−0.03)  | 0.00(1.50)   | 0.35(0.20)   |
|             | vdW-DF2       | 0.03(−0.38)  | 0.05(0.21)   | 0.00(0.28)   | 0.50(0.06)   | 0.00(−3.80)  |
|             | SCAN+rVV10    | 0.00(−5.03)  | 0.00(−2.04)  | 0.34(−0.22)  | 0.00(1.01)   | 0.50(−0.00)  |
| CO₂ @SiCHAB | PBE           | 0.50(0.01)   | 0.10(0.69)   | 0.00(−2.95)  | 0.04(−0.43)  | 0.00(−3.69)  |
|             | PBE+D2        | 0.08(0.24)   | 0.50(0.04)   | 0.00(−2.27)  | 0.12(0.02)   | 0.00(−1.67)  |
|             | SCAN          | 0.00(2.25)   | 0.00(1.24)   | 0.50(−0.01)  | 0.00(2.45)   | 0.35(0.59)   |
|             | vdW-DF2       | 0.03(−0.05)  | 0.13(−0.62)  | 0.00(−1.41)  | 0.50(0.00)   | 0.00(−2.12)  |
|             | SCAN+rVV10    | 0.00(3.39)   | 0.00(2.29)   | 0.32(0.90)   | 0.00(3.25)   | 0.50(0.02)   |
| HCHAB       | PBE           | 0.50(0.03)   | 0.31(0.03)   | 0.00(−3.71)  | 0.09(−0.71)  | 0.00(−2.95)  |
|             | PBE+D2        | 0.32(0.05)   | 0.50(0.00)   | 0.00(−4.01)  | 0.11(0.63)   | 0.00(−3.48)  |
|             | SCAN          | 0.00(4.14)   | 0.00(0.08)   | 0.50(0.02)   | 0.00(0.72)   | 0.39(0.03)   |
|             | vdW-DF2       | 0.08(0.23)   | 0.11(0.45)   | 0.00(−1.41)  | 0.50(0.04)   | 0.00(−3.68)  |
|             | SCAN+rVV10    | 0.00(3.83)   | 0.00(−0.05)  | 0.39(0.05)   | 0.00(0.36)   | 0.50(0.03)   |
| SiCHAB      | PBE           | 0.50(−0.01)  | 0.36(−0.38)  | 0.00(−2.63)  | 0.14(−0.35)  | 0.00(−0.23)  |
|             | PBE+D2        | 0.35(0.36)   | 0.50(0.00)   | 0.00(−2.34)  | 0.14(0.14)   | 0.00(0.35)   |
|             | SCAN          | 0.00(0.66)   | 0.00(1.05)   | 0.50(0.00)   | 0.00(3.81)   | 0.40(0.14)   |
|             | vdW-DF2       | 0.13(0.45)   | 0.15(0.01)   | 0.00(−2.97)  | 0.50(0.00)   | 0.00(−0.23)  |
|             | SCAN+rVV10    | 0.00(0.25)   | 0.00(0.74)   | 0.40(−0.16)  | 0.00(3.36)   | 0.50(0.00)   |
| CH₄         | PBE           | 0.50(0.01)   | 0.46(0.05)   | 0.29(−0.02)  | 0.33(0.01)   | 0.28(0.01)   |
|             | PBE+D2        | 0.46(0.05)   | 0.50(0.00)   | 0.26(0.02)   | 0.29(0.05)   | 0.25(0.06)   |
|             | SCAN          | 0.29(0.01)   | 0.26(−0.04)  | 0.50(0.00)   | 0.45(0.03)   | 0.49(0.01)   |
|             | vdW-DF2       | 0.33(−0.01)  | 0.30(−0.07)  | 0.45(−0.03)  | 0.50(0.01)   | 0.44(0.01)   |
|             | SCAN+rVV10    | 0.29(0.00)   | 0.25(−0.05)  | 0.49(−0.01)  | 0.44(0.01)   | 0.50(0.00)   |
| CO₂         | PBE           | 0.50(0.00)   | 0.50(−0.02)  | 0.12(−0.03)  | 0.48(−0.02)  | 0.14(0.04)   |
|             | PBE+D2        | 0.50(0.02)   | 0.50(−0.00)  | 0.11(−0.01)  | 0.48(−0.01)  | 0.14(0.06)   |
|             | SCAN          | 0.11(0.05)   | 0.12(−0.02)  | 0.50(−0.01)  | 0.11(−0.02)  | 0.45(0.04)   |
|             | vdW-DF2       | 0.48(0.03)   | 0.48(0.01)   | 0.11(0.00)   | 0.50(0.00)   | 0.13(0.07)   |
|             | SCAN+rVV10    | 0.14(0.01)   | 0.15(−0.05)  | 0.45(−0.04)  | 0.14(−0.05)  | 0.50(0.00)   |
3.2 Machine learning Monte Carlo resampling

Up to this point we have discussed the origin of MLPT inaccuracies occurring in certain cases. Ideally, the production trajectory should be chosen to suit the target approximations of interest. However, this is not always possible and it is of interest to improve MLPT results also in the most pathological cases with $I_w \approx 0$. Recently, Rizzi et al. [69] have discussed a ML-based approach to overcome the limitations of TPT for free energy calculations in cases where there is none or very limited overlap of the configurational spaces of production and target methodologies. Following the previous approach presented by Wirnsberger et al. [70], Rizzi et al. [69] reported the use of a configurational space transformation built on a neural network model.

While this methodology is appealing, in this work we decided to pursue an approach based on the Monte Carlo resampling of the trajectory. This machine learning Monte Carlo (MLMC) method has the following advantages: The implementation is straightforward and does not require the calculation of forces, which often are not available in quantum chemical (i.e. RPA, MP2, or CC) implementations available in solid state physics codes; the same ML model of MLPT is reused and no additional calculations at the target level of theory are required; the MC resampling can be used also to verify results when a good or reasonable value of $I_w$ is found. Finally, let us remark that the kernel methods used in our MLPT and MLMC methods typically require much smaller number of training configurations than neural networks [71] used in the method of Wirnsberger et al. [70].

To test the MLMC approach we consider the prediction of SCAN and SCAN+rVV10 enthalpies of adsorption from PBE production calculations which showed the largest deviations between MLPT estimates and reference values. In Fig. (3) we show the following probability distributions of the SCAN energy determined for each zeolite and adsorbed system: the exact reference from the SCAN molecular dynamics (in blue labeled as reference); the distri-
bution of the ML predicted SCAN energies for the configurations sampled by the PBE AIMD (denoted as ML in green); the distribution of SCAN energies from the MLMC resampling (in red). The reference and ML distributions show an unsatisfactory overlap, further confirming the unsatisfactory sampling of PBE to predict SCAN properties. Since no reweighting of energies (such as in Eq. (2)) has been performed to generate the histograms shown in Fig. (3), the ML distributions are strongly biased, and therefore deviate significantly from the reference straightforward MD results. The MLMC approach largely overcomes this issue, as it can be noticed from the good overlap of the blue and red curves. Computing the partial radial distribution function for the Si-O pairs, Fig. (4), it is also evident that the MLMC generates geometries which are in a better agreement with those obtained from straightforward MD simulations with the target functional SCAN/SCAN+rVV10.

The improvement in the geometric sampling can be also demonstrated by including the MC data in the t-SNE analysis. Fig. (5) shows indeed that the clusters of the SCAN and SCAN+rVV10 configurations sampled by the Monte Carlo have an excellent overlap with those obtained from the reference MD simulation performed at the SCAN level. In this context it is important to emphasize again that the MLMC results are obtained without any additional explicit target level calculation.
Figure 3: Distributions of deviations of SCAN energy from the average value of the corresponding reference calculation ($\mu(E_{\text{Reference}})$) obtained in three different simulations: straightforward MD calculation with the SCAN functional (blue), ML (green) and MLMC (red) with PBE production method.
Figure 4: Radial distribution functions calculated using the SCAN functional for the first and second coordination sphere of O atoms around Si. The calculations were performed using a straightforward MD simulation performed at the SCAN level (Reference), and via the MLPT and MLMC methods based on the PBE production method.
Figure 5: t-SNE representation of the configurational spaces spanned by the different functionals. This visualization is based on 500 selected configurations from each molecular dynamics trajectory and from MLMC trajectories of the SCAN (MLMC(SCAN)) and SCAN+rVV10 (MLMC(SCAN+rVV10)) functionals using PBE as production method.
We have shown insofar that the MLMC can significantly improve the sampling of the geometries at the target level. We now show in Table (5) the improvement in the ensemble energies. The MLMC clearly reduces error in computed internal energies of individual systems, as shown in Table (5). For instance, the deviation in the internal energy of the CH$_4$@HCHAB at the SCAN level was reduced from -4.38 kcal/mol from MLPT with PBE production method to about -0.64 kcal/mol. Similarly, the deviations were also reduced for the predicted SCAN and SCAN+rVV10 enthalpies of adsorptions, see Table (6). For CH$_4$@HCHAB enthalpy, for instance, the MLPT presented a deviation of -8.58 kcal/mol which reduced to only 0.12 kcal/mol when the MLMC resampling was employed.

Once again, the largest improvements have been observed for the adsorbate with substrate systems, followed by the clean zeolites, while the effect of MLPT or MLMC is negligible for the isolated molecular systems for which most of the observed deviations are close to zero and probably are related to numerical errors. In Tables (5-6), all the predictions of SCAN/SCAN+rVV10 energies from PBE were significantly improved by the MLMC method. The general improvement reduced the relative internal energy deviations below 1.0 kcal/mol.
Table 5: Deviations of the SCAN and SCAN+rVV10 internal energies predicted using MLPT and MLMC from their respective reference values obtained in straightforward MD simulations (Table 1). All values are expressed in kcal/mol.

| System      | Prediction | MLPT  | MLMC  |
|-------------|------------|-------|-------|
| CH₄ @HCHAB  | SCAN       | -4.380| -0.639|
|             | SCAN+rVV10 | -5.026| -0.858|
| CO₂ @SiCHAB | SCAN       | 2.249 | -0.564|
|             | SCAN+rVV10 | 3.395 | 0.961 |
| HCHAB       | SCAN       | 4.142 | -0.749|
|             | SCAN+rVV10 | 3.830 | -0.230|
| SiCHAB      | SCAN       | 0.659 | -0.345|
|             | SCAN+rVV10 | 0.246 | -0.267|
| CH₄         | SCAN       | 0.013 | -0.011|
|             | SCAN+rVV10 | 0.000 | -0.014|
| CO₂         | SCAN       | 0.054 | -0.005|
|             | SCAN+rVV10 | 0.013 | -0.058|

Table 6: Experimental enthalpies of adsorption of CH₄ @HCHAB and CO₂ @SiCHAB and their calculated reference MLPT, and MLMC values. The deviations between the predictions and the reference MD values are given in parentheses. All values are expressed in kcal/mol.

| System      | Prediction | Ref.   | MLPT   | MLMC   |
|-------------|------------|-------|--------|--------|
| CH₄ @HCHAB  | SCAN       | -2.60 | -11.13 | -2.48  |
|             | Exp.       | -4.06 | -11.54 | -4.12  |
| CO₂ @SiCHAB | SCAN       | -2.95 | -13.63 | -3.17  |
|             | Exp.       | -5.02 | -13.86 | -5.29  |
3.3 Assessing the accuracy of MLPT for the random phase approximation

In a previous work (Ref. [27]) some of us applied MLPT to compute enthalpies of adsorption at the RPA level of theory. Beyond the two systems studied in this work, also CH₄ @CHAB and CO₂ @HCHAB were considered in this previous paper. The RPA enthalpies of adsorption showed an excellent agreement with experiment and for the molecules adsorbed in HCHAB zeolite a significant improvement with respect to the production method (PBE+D2) was found (the results for ensemble energies and enthalpies of adsorption will not be repeated here, where we will rather discuss their reliability). Because of the high computational cost involved in the RPA calculations in this case, it is not possible to produce reference trajectories and use them to repeat some of the previous analysis (indeed MLPT is meant to make possible finite-temperature calculations involving computationally expensive approximations).

However, the $I_w$ index can be straightforwardly obtained and we present its values in Table (7). This type of analysis, which we did not develop in the original paper, Ref. [27], shows that a good performance of MLPT should be expected, as the $I_w$ coefficient takes for all systems values above 0.1. While not strictly necessary, the accuracy can be further confirmed by applying MLMC, which requires several additional production level calculations but avoids completely the highly expensive RPA calculations. To this purpose we consider a subset of the systems in Table (7) (the two adsorbed systems with the lowest $I_w$ and the two zeolites). With respect to the MLPT values reported in Ref. [27], the MLMC results present only small deviations: -0.21 kcal/mol for CO₂ @HCHAB, -0.48 kcal/mol for CH₄ @HCHAB, -0.65 kcal/mol for HCHAB, and -0.05 kcal/mol for SiCHAB. Keeping in mind that also statistical errors should be considered (the standard error in the MC sampling is about 0.3 kcal/mol), we conclude that the agreement between MLPT and MLMC results is very good from which we deduce that PBE+D2 is a suitable production method for the RPA target.
level calculations and that the Monte Carlo resampling of the MLPT results is not strictly necessary.

Table 7: Values of the $I_w$ index corresponding to the MLPT predictions of RPA energies from PBE+D2 trajectories for the different systems considered in Ref\textsuperscript{27}.

| System       | RPA |
|--------------|-----|
| CH$_4$@HCHAB | 0.13|
| CO$_2$@HCHAB | 0.21|
| CH$_4$@SiCHAB| 0.26|
| CO$_2$@SiCHAB| 0.27|
| HCHAB        | 0.28|
| SiCHAB       | 0.32|
4 Conclusions

We assessed the accuracy of the machine learning thermodynamic perturbation theory approach by computing enthalpies of adsorption of molecules in zeolites. By considering a set of five DFT functionals with different characteristics, MLPT estimates are compared to reference results produced from full MD simulations. The largest deviations are found when the configurational space accessible to the target level has a small overlap with that sampled by the production method. Even when an exact reference result is not available, the most problematic cases can be detected by using a diagnostic test, the $I_w$ index. In these cases the results can be significantly improved by coupling the Monte Carlo approach to the MLPT model to resample the configurational space at the target level of theory which is, however, performed at the cost of the production method.

Finally, the analysis is extended to some recently published MLPT results that used the RPA as target approximation\cite{27}, in this case the high computational cost of the RPA makes the generation of exact reference ensemble energies and enthalpies completely unpractical. The application of the $I_w$ diagnostic test and of the MC resampling highlights the full reliability of those previous results, which were based on PBE+D2 production MD.

The main advantage of the MLPT approach stands in the possibility of evaluating finite temperature properties at a certain target level of theory by performing only a minimal number of single-point calculations. Additionally, MLPT is also suitable for approximations where the computation of gradients is not available or adds a significant computational cost\cite{30}. This approach opens the possibility of systematically applying high-accuracy/high-cost ab initio methodologies to achieve a new level of predictive power in materials simulations.
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