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Nowadays, many payment service providers use the discounts and other marketing strategies to promote their products. This also raises the issue of people who deliberately take advantage of such promotions to reap financial benefits. These people are known as 'scalper parties' or 'econnoisseurs' which can constitute an underground industry. In this paper, we show how to use machine learning to assist in identifying abnormal scalper transactions. Moreover, we introduce the basic methods of Decision Tree and Boosting Tree, and show how these classification methods can be applied in the detection of abnormal transactions. In addition, we introduce a graph computing method, which implicitly describes the characteristics of people and merchants through node correlation, in order to mine deep features. Because of the volume of large data, we carried out reasonable block calculation, and succeeded in reducing a large amount of data to a series of segments, thereby decreasing the computational resources and memory requirements. Compared with other work on abnormal transaction detection, we pay more attention to creating and using the portraits of merchants or individuals to assist in decision-making. After data analysis and model building, we find that focusing on only one transaction or one day does not yield a comprehensive number of characteristics, and many characteristics can be obtained by examining the transactions of a person or a merchant over a period of time. Furthermore, a large number of characteristics can be obtained from transactions in a period of time. After GBDT (Gradient Boosting Decision Tree) based classification prediction and analysis, we can conclude that there is a clear distinction between abnormal trading shops and conventional shops, facilitating the clustering of abnormal merchants. By filtering transaction data from multiple dimensions, multiple sub-graphs can be obtained. After hierarchical clustering, the abnormal trading group is mined and classified according to its features. Finally, we build a scoring model and apply it to the big data platform of one of China's largest payment service providers to help enterprises identify abnormal trading groups and specific marketing strategies.
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1. INTRODUCTION

Fraud detection has been a central topic in data mining and machine learning, with wide application in different areas including auto insurance [1], telecommunication [2] credit card risk management [3], health insurance [4], etc. Among these applications, different machine learning techniques have been adopted and tailored to develop effective fraud detection systems and tools to pinpoint the risk of fraud by different parties which can cause significant losses for the stake holders, such as payment service providers especially when they are launching promotional activities.

In this paper, we develop supervised machine learning approaches and tools for fraud detection, in the context of mobile payment services, which is a relatively new scenario compared with traditional payment channels. In particular, via the new payment channels, especially in developing countries like China, many free coupons are given to users of payment Apps without protection against malicious attack, which can cause a significant economic loss to the payment service providers who launch these promotional events.

In fact, there are many payment channels such as Alipay, Cloud Quick Pass, and TenPay that are the mobile payment products offered by major players in China such as Ant Financial,
UnionPay, and Tencent. All these players together with other companies, have invested heavily in promoting their payment Apps. Examples of promotion strategies include a random discount on the goods and return of cash (namely back-cash) to users, as well as more complex sales promotions. As a result, some users can often easily obtain additional discounts or cashback by certain means. Originally, this was intended to increase the popularity of this payment method and the number of payment Apps users. To avoid deliberate arbitrage and ensure returns on the marketing and promotion investment, an effective and efficient technical approach is required to identify the attackers in a precise and timely manner. A notable fact is that most of the promotion costs are covered by the payment service providers; hence, they are highly motivated to support fraud detection during the promotion procedure. In the past, many rule-based approaches have been developed. Although they have been effective in certain cases, they still have fundamental limitations as discussed below.

First, the rules are often extracted and summarized by domain experts. However, their knowledge could be out-of-date which subsequently can produce poor performance in a dynamic environment. This can be exacerbated by the fact that the attackers can identify the fraud detection rules, and manipulate these rules to avoid detection. We have seen many examples in industry which can be regarded as a game between the two sides. Moreover, it is becoming more challenging for rule-makers to effectively discover and extract rules for fraud detection. One reason for this is that the attackers are becoming more and more resourceful in disguising themselves and avoiding scrutiny. On the other hand, the marketing forms and media are becoming increasingly complex, rendering the rule-based detection face the combinatorial explosion problem when all the dimensions are considered, especially in a dynamic environment whereby the features need be fused over time. Hence, the learning-based computational fraud detection module is a welcome replacement or supplement for traditional rule-based systems.

Typical fraud activities can occur in several ways. For example, an individual client may conspire with the merchant. In some cases, the payment Apps may launch a promotion that offers refunds of up to 50 percent on transactions conducted by the individual client and the merchant that provides the goods. Given this opportunity, the merchant and individual client could conduct ten fake transactions, each one worth 100 US dollars. Then the client receives a refund of 10 × 50 = 500 US dollars. Then the merchant and client share these ill-gotten gains. The fraudulent activity may be detected by an abnormal signal indicating that many concurrent transactions have been conducted between the client and the merchant with a notable amount of back-cash. In reality, the clients and merchants can disguise their activity in a more undetectable way. For example, clients may use multiple credit cards to make the payments, or a group of clients are involved in the fraud and share the back-cash. Hence, more advanced rules and technologies are required to detect these fraudulent transactions promptly and effectively.

In this paper, we develop a practical tool for this purpose and, in particular, we develop and deliver such which have been used by a major mobile payment player in China. More specifically, our study covers two typical settings: merchant and individual fraud detection, from the broader perspective of the ecosystem. Our method, in general, involves an ensemble approach which we term ‘Gradient Boosting Decision Tree’ (GBDT) [5], which incorporates both ensembles learning [6] and decision tree [7] in the procedure. Unlike the popular Adaboost method [8], GBDT does not use the result of the last iteration as a linear weight; instead, it adopts the forward stage-wise additive model. The essence of the GBDT method is a fusion of the decision tree model, ensemble learning and various loss functions. In general, GBDT can often achieve more accurate results than the Support Vector Machine (SVM) [9] in many practical problems, and it also has little dependency on the selection of the hyperparameters. All these features make it an appealing technique for machine learning for real-world applications. For this reason, we also adopt this technique in our pipeline, while the main innovation lies in the effective design of relevant features as the inputs to the model, and in the detailed description of the special treatment of two fraud detection targets: merchants and individual Apps users.

In a nutshell, the main contributions of the paper are as follows:

- We have developed individual user level fraud detection based on a gradient boosting decision tree (GBDT) model. The input features include individual profiles, physical groups which have been detected by the transaction association, as well as the virtual group information which explores the data of transaction frequency, discount rate, payment target category variance (i.e. food, clothes and others), individual average transaction count, etc.

- We also develop the GBDT classifier using the input at the merchant level, complementing to the individual-level fraud detection engine.

- We present case studies of payment fraud detection at both individual level and merchant levels, and give several examples of the performance of quantitative detection using real-world data. The experimental results show the efficacy of our detection engine.

The rest of the paper is organized as follows. In section 2, the work related to different techniques and application scenarios is discussed. In section 3 and section 4, we present the proposed analytics pipeline for the detection of payment fraud, for individuals and merchants respectively. The detailed design and the motivation empowered with domain knowledge is discussed. The case study is presented in section 5 with lessons learned from these real-world applications; section 6 concludes the paper.

## 2. RELATED WORK

In this section, we discuss related works on fraud detection in a broader setting to encompass mobile payment as the latter has emerged relatively recently, although the underlying methodology and technology are very similar and easily referenced.
2.1 Fraud Detection Scenarios

Fraud detection has been a long-standing problem which has attracted intensive studies in recent years. Here we provide some examples from the business and application perspectives. Fraud is common and widespread, having been detected in various areas including auto insurance [1], telecommunication [2], [10], credit card risk management [3], and health insurance [4].

2.2 Fraud Detection Technology

From the technical perspective, fraud detection has been a challenging task partly due to the fact that the supervised learning-based models require adequate numbers of positive samples of transactions, individual clients, or merchants, in comparison with the normal samples. Because many frauds occur without being detected, the positive samples are often a subset of the actual total set of fraud samples. This leads to two issues: 1) the distribution of the positive samples (fraud) and negative samples can be biased; 2) the number of positive samples becomes even smaller as some are not detected, especially compared with the unlimited number of normal samples.

In the literature, different methods have been adopted for fraud detection in both supervised and unsupervised learning-based ways. With supervision, two rather popular machine learning methods, support vector machine (SVM) and Logistic regression (LR) have been applied in fraud detection.

While in reality, supervised information is often difficult to acquire, in such cases, unsupervised methods have attracted much attention, with clustering methods being the dominant techniques [11], [12].

Last, there are several predictive models which aim to detect and prevent the fraud or failure. In fact, dynamic failure modeling and prediction [13] have been central to preventative maintenance. Another thread is based on time series detection of activity over time, whereby the multi-dimensional streaming data is collected from different sensors.

2.3 Summary and Discussion

As discussed above, although fraud detection has been a long-standing problem in different financial areas, no study has fully explored fraudulent activities in the context of mobile payment Apps. In particular, it is an emerging area and China has been one of the main countries to adopt and promote new payment tools.

Hence, we intend to conduct an in-depth study of our real-world business needs (as one of the biggest payment service providers in the world) based on rich transaction-related data. In the following sections, we describe our methods and case studies in detail.

3. BUILDING LEARNING MODELS FOR INDIVIDUAL FRAUD DETECTION

In this section, we discuss the machine learning-based pipeline used to detect fraudulent activities of individual users who take advantage of the payment tools for dishonest gain.

In summary, for individual fraud detection, the procedure can be described as follows, and the corresponding working flowchart in Fig. 1 shows that there are multiple layers. As the input, the transaction network consists of red individual client nodes and blue merchant nodes. The raw network systematically undergoes four different and sequential filtering mechanisms to generate four versions of filtered networks from which rich features are extracted for the monomer trading characters, internal group characters, and group contribution characters. These extracted features are used as input to the classification and regression model (GBDT) for fraud detection for each individual and the corresponding abnormal probability. Similarly, the clustering model is used to discover the latent patterns of individual clients in terms of different fraudulent behaviors as well as normal behaviors.

The clustering results are illustrated in Fig. 2. The specific process is as follows:

- Extract individual features and form underlying groups;
- Extract virtual group from multiple dimensions;
- Build classifier using the features extracted from the above steps.

We now discuss the details step-by-step.

**Profile feature extraction.** The model explores the different features of a payment user, including the frequency of transaction activity, the variations in the transaction time, average number of transactions over a certain period, the IP address variation over time for the transaction, etc. For business sensitivity, the detailed feature design cannot be disclosed in this paper, although we believe the above information can be useful to the community.

**Physical information grouping.** First, for each individual payment Apps user, the mobile device ID, cell phone number and bank card (for payment) number associated with each of his/her transaction are studied to find its connection to others, and the aggregation number can be an indicative feature variable. More specifically, consider the user using the same cell phone (thus the same phone number) first uses card ‘A’ to make the payment, and then uses another bank card ‘B’ for payment again. Although, apart from the card number, no other information is unknown (e.g. the card owner) these two cards will be grouped with the same cluster according to the card number in order to denoting the profile of the user. In a more complex but more realistic example, the attackers may use the professional device i.e. MODEM Pool which can be equipped with multiple cell phone cards, to mimic the behavior of a collection of cell phones. As the device has a unique ID, the phone numbers integrated with this device can easily be detected and labeled in one group.

**Virtual group.** Based on the detected physical group, four versions of virtual groups are constructed by thresholding across four domains according to the attribute on the transaction network: 1) payment amount, 2) discount amount, 3) transaction count, 4) average time between transactions, respectively. Then these domain-specific groups are analyzed to extract the n-dimensional local features in each domain, which leads to a 4n-dimensional feature vector that reflects the structure of the local groups.

At the individual user level, we combine together the features of individuals, physical groups and virtual groups to form the...
The main features considered include: 1) the merchant profile features such as the type of merchant (e.g. accommodation, entertainment, food service, retail, etc.), location of the merchant (usually at the regional level); 2) statistical features of merchant transactions, which can be categorized into main groups: general transaction statistics for the merchant including transaction count per hour (and median), and transaction amount, discount rate, the average time difference between two transactions. On the other hand, more fine-grained information from the payment user side is also collected and used, including the distribution of mobile App versions, the IP address distribution, the bar code scanning ratio, and payment type (online/offline), etc.

Using the aforementioned features, we apply a classification model. Specifically GBDT to estimate the daily status (i.e. normal or fraud) of each merchant. Then, the aggregated statistics for each merchant based on their daily status, for a certain period (e.g. a month), is computed to generate the risk score for each merchant over that period. Fig. 3 shows the relational overview of the merchant, user, and transaction
which are the three main entities involved in the payment process.

5. EXPERIMENTS AND CASE STUDY

The experiments are based on a case study using real-world payment data from the major payment channel in China. The users registered for this mobile payment channel now number over two billion, and we have extracted around three million transactions each day. The basic idea is to apply supervised learning methods to detect the high-risk transactions. Based on the result of the transaction level detection, individual clients and merchants suspected of fraud can further be discovered preparatory to taking further action.

One challenge, in reality, is that the collected transaction data has little profile information about the payment user. We also have little information about the Apps and the mobile phone hardware due to privacy. As a result, some simple and direct approaches cannot be applied. For instance, by analyzing the otherwise useful inertia sensors, malicious scripts that intentionally mimic the behavior of real users can be easily detected. However, this becomes very difficult given the privacy protection preventing the disclosure of physical information.

On the fraud detection side of the system, since massive numbers of transactions (in millions) accumulate each day which cannot be stored in a single machine, the distributed storage system is deployed for commercial use. Hence, Hadoop is used as the distributed file system which also involves the HIVE warehouse connector that transforms the data loading procedure as the MapReduce [17] task. The storage system is illustrated in Fig. 4.

5.1 Results on Individual User Fraud Detection

Note that Fig. 5(a) shows a typical malicious payment user who pays the same merchant over consecutive days. Moreover, the transaction amount and discount by the payment channel remain unchanged. Our model can easily detect this user. In another example, as shown in Fig. 5(b), the individual user pays several times within three days and all the transactions involve only two merchants. This also suggests the possible risk of fraudulent payment around the person and these two merchants.

More quantitative results are given in Fig. 6, whereby the detection precision drops steadily as K increases for the top-K scoring suspected individuals. It can be easily seen that our model, which integrates both individual transaction profiles and group level features surpasses the performance of the baseline model that uses only the individual transaction profiles.

5.2 Results for Merchant Fraud Detection

The statistics of the used dataset for merchant study are shown in Table 1, and Table 2.

From Table 1, one can see that Fraudulent transactions do not occur very often but are more frequent during the promotion period. Table 2 shows that the consumption provinces of fraudulent merchants are more dispersed, while the geographical location of consumers is not concentrated.

For merchant fraud, we focus on detecting the merchants who intentionally conspire with individual clients in order to engage in fraud activities. The important features are discovered by GBDT classifier and are shown in Table 3.

We also compare our detection results with those produced by traditional handcrafted rules; the numbers are shown in Table 4. From the table, it can be seen that our computational method based on machine learning can identify more fraud merchants than can the traditional non-learning-based method (1907 vs. 1415). Meanwhile, they also have a considerable common part in common (1104 out of 1415 for handcrafted rule-based method).

5.3 Further Discussion

In this section, we conduct a more detailed comparison of merchant detection and individual fraud detection.

For merchant level detection, there is greater focus on the general behaviors of the payments. For instance, the concentration of the payment location (for offline) or IP address can indicate abnormal payment behavior. In particular, if many transactions are paid with an IP address in a region that is different from the merchant’s location, it is highly likely that the
Figure 4 Overview of the adopted distributed file system and processing system

(a) Normal merchant trend.

(b) Fraud merchant trend.

Figure 5 Two typical cases of individuals who make fraudulent payments to one or more merchants. Perhaps there is a conspiracy between the individual user and the merchants.


Table 1 The ratio of payments with discount against the total transaction count comparison between the fraud merchants and normal merchants.

| merchant         | normal | fraud |
|------------------|--------|-------|
| merchant count   | 1148957| 91814 |
| discount ratio (count) whole period | 43.1% | 1.4% |
| discount ratio (amount) whole period | 83.9% | 29.4% |
| discount ratio (count) in promotion | 50% | 78% |
| discount ratio (amount) in promotion | 1.75% | 3.31% |

Table 2 Payment occurrence location comparison between the fraud merchants and normal merchants. The mean client province count denotes the average province number from which a merchant’s payment occurrence location.

| merchant        | normal | fraud |
|-----------------|--------|-------|
| mean client province count | 1.8 | 1.3 |

Table 3 A partial list of features and their importance by the GBDT classification model on the merchant fraud detection task.

| feature                              | importance |
|--------------------------------------|------------|
| IP address concentration             | 0.062      |
| Apps version distribution            | 0.04       |
| discount rate                        | 0.03       |
| median of the transaction amount     | 0.026      |
| maximum period of consecutive transactions | 0.025 |
| total transaction amount             | 0.021      |
| payment mode                         | 0.015      |

Table 4 Fraud merchant numbers detected by our GBDT model and by handcrafted rules.

| detected by GBDT model only | detected by rule only | detected by both |
|-----------------------------|-----------------------|------------------|
| 803                         | 1104                  | 311              |

merchant is involved in some fraud. From another perspective, the malicious merchants often have a low rate during ‘normal’ periods, but when promotions are launched, the number of transactions multiplies considerably.

On the other hand, for individual fraud detection, the analysis focuses more on the transaction information itself, usually in a series of payments, which are concentrated in one or a few merchants, and within a short time period. This phenomenon is clearly shown in Fig. 7.

6. CONCLUSION

We have presented a comprehensive description of the techniques and behind the motivation for devising the machine learning-based methods and tools for mobile payment fraud detection. Here the fraud scenario is relatively new as closely involved with the fast development of the mobile payment in China, whereby the attackers maliciously explore the potential arbitrage opportunities in the process of marketing promotion for the mobile payment tools. Supervised methods are developed to help.

In future work, we intend to improve the design of the machine learning component, as well as the whole system for effective and efficient fraud detection in an online real-time fashion. In particular, more volatile features will be explored and discovered via a trial-and-error procedure which can lead to a better understanding of fraudulent activities in the context of mobile payment. We also intend to transfer the learned models and relevant features to other companies and settings, in the
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Figure 7 Comparison of the normal and fraud merchants in terms of their payment amount (in 10K RMB) over the 12 weeks before (the first 6 weeks) and during (the second 6 weeks) the launch of the promotion.

In addition, the framework based on temporal point process [18] will be a promising direction as a systematic way of modeling the dynamic behavior of users. Specifically, we have noted a series of new methods ranging from nonparametric learning of temporal point process [19], learning with missing attributes [20], to the deep network-based methods for point process, including both recurrent neural network methods [21], [22] and generative and adversarial learning methods [23], [24]. On the other hand, we may also adopt time-series-based methods in the discrete time space for behavior modeling and forecasting. In such a setting, interpretable deep time series methods [25] will be our first choice.

Last, we will pay more attention to the network embedding-based approaches [26]–[28] which are an expressive means of modeling the relational networks. Currently, we have not adopted these techniques mainly due to scalability issues for billions of users to model is hard to solve. In the long term, we will explore the scalable models and systems for network representation and embedding. It is hoped that by transforming the node with complex local and global structures into vectorized feature forms, traditional machine learning methods such as SVM, decision tree, logistic regression, etc. can be readily used in the Euclidean space. This also ensures the scalability of network analytics for large and dynamic networks. In particular, we are also interested in fusing two or multiple networks for more in-depth analysis across networks, although this also suffers from the scalability issue in the traditional graph matching setting [15], [16]. However, it has been noted that there are recent works [29] offering more scalability and flexibility.
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