A VECTOR SPACE BASIS OF THE QUANTUM SYMPLECTIC SPHERE

SOPHIE EMMA ZEGERS

Abstract. We present a candidate of a vector space basis for the algebra $O(S^{4n-1}_q)$ of the quantum symplectic sphere for every $n \geq 1$. The algebra $O(S^{4n-1}_q)$ is defined as a certain subalgebra of the quantum symplectic group $O(2n)$. A non-trivial application of the Diamond Lemma is used to construct the vector space basis and the conjecture is supported by computer experiments for $n = 1, 2, ..., 8$.

0. Introduction

The base of the field of noncommutative geometry is the equivalence between the categories of commutative $C^*$-algebras and locally compact Hausdorff spaces due to Gelfand. Many researchers have been working on translating classical concepts into the noncommutative world by studying noncommutative algebras and $C^*$-algebras. Moreover, many classical spaces have been given a quantum analogue in terms of noncommutative algebras and their enveloping $C^*$-algebras. With the Gelfand duality in mind, one often thinks of quantum analogues of classical spaces as algebras of continuous functions on a non-existing virtual space.

The quantum sphere by Vaksman and Soibelman [13] is well-known in noncommutative geometry and is an object of great interest in several applications. Due to Hong and Szymański [5], the quantum, sphere by Vaksman and Soibelman can be described as a graph $C^*$-algebra, from which we can obtain useful informations about the $C^*$-algebra by considered the underlying directed graph (see e.g. [1, 4]).

In [8], another quantum version of the classical sphere, called the quantum symplectic $(4n-1)$-sphere, denoted $S_q^{4n-1}$, $q \in (0, 1)$, is investigated as the total space of a noncommutative version of the classical Hopf bundle. The $*$-algebra of the quantum symplectic sphere, denoted $O(S_q^{4n-1})$, is defined as a certain subalgebra of the quantum symplectic group $O(2n)$ [3, 6] and is given by a set of generators and relations. Its enveloping $C^*$-algebra is denoted $C(S_q^{4n-1})$ and is thought of as the algebra of continuous functions on the virtual space $S_q^{4n-1}$. It follows by the defining relations that if $q = 1$ then $C(S_q^{4n-1})$ is precisely the commutative algebra of continuous functions on the classical sphere $S^{4n-1}$.
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In [11] the quantum symplectic sphere is investigated further under the name quantum quaternion sphere and is denoted $H_q^{2n}$. It is shown that the quantum homogeneous space $C(SP_q(2n)/SP_q(2n - 2))$ is isomorphic to $C(H_q^{2n})$. Moreover, all irreducible representations of $C(H_q^{2n})$ are determined by using the ones of $C(SP_q(2n))$. The irreducible representations of $C(SP_q(2n))$ are classified due to a more general result by Korogodski and Soibelman [7]. In [12], it is shown that $C(H_q^{2n})$ is isomorphic to the algebra of continuous functions on the Vaksman and Soibleman quantum $(4n - 1)$-sphere. Hence, at the $C^*$-algebraic level the quantum spheres coincide, which is not the case at the purely algebraic level.

In the present paper we construct a candidate of a vector space basis (see Conjecture 3.1) for the $*$-algebra $O(S^{4n-1}_q)$ of the quantum symplectic sphere using the Diamond Lemma by Bergman [2]. In the case where $n = 2$ such a vector space basis has already been described in [10, Section 2A]. The conjecture is supported by crucial computer experiments for $n = 1, 2, ..., 8$ and if the conjecture is indeed true for a given $n$, we obtain a useful vector space basis of $O(S^{4n-1}_q)$ consisting of monomials.

An application of the Diamond Lemma requires a great amount of calculations in showing that a certain class of monomials called ambiguities are resolvable. An explicit formula shows that the number of ambiguities increases polynomially as a function on $n$. This makes calculations by hand extremely time consuming. The case where $n = 2$ has been calculated by hand by the author and a set-up to apply the Diamond Lemma has been described (see [9, Section 3.6.2]). We will show that the set-up to apply the Diamond Lemma can be extended from $n = 2$ to an arbitrary $n$. The difficulty, course by the drastically increase of the number of ambiguities, is overcome by writing a computer program. For a fixed $n$, the program calculates all the ambiguities and determines whether they are resolvable or not. By applying the program, we conclude that Conjecture 3.1 is indeed true for $n = 1, 2, ..., 8$. From these data the practical running time of the program is estimated to increase polynomially as a function on $n$. For interest in a particular $n$, it is possible, by the set-up given in the present paper and the program, to determine if Conjecture 3.1 is indeed true. Moreover, the program can be used to express a given monomial in the basis.

The structure of the paper is as follows: In Section 1 we first describe the object of interest, namely the algebra of the quantum symplectic sphere. Then, in Section 2 we recall the Diamond Lemma, and apply it on the quantum symplectic sphere to set up a conjecture of a vector space basis in Section 3. Finally, in Section 4 we describe the Python program which confirms the conjecture for at least $n = 1, 2, ..., 8$. The program is available at the authors webpage (sophiemath.dk/research).

1. THE QUANTUM SYMPLECTIC $(4n - 1)$-SPHERE

In the present paper all algebras will be over the complex numbers. Let $q \in (0, 1)$, the following defines the quantum symplectic $(4n - 1)$-sphere for $n \in \mathbb{N}, n \geq 1$ (see [3 11]) which is a subalgebra of the algebra of the quantum symplectic group $O(SP_q(2n))$. The algebra $O(SP_q(2n))$ is defined by the symplectic $R$-matrix in [3] (see also [6, Section 9.3]).
Definition 1.1. $\mathcal{O}(S_q^{4n-1})$ is the $*$-algebra generated by the elements $\{x_i, y_i\}_{i=1}^n$ and their adjoints, subject to the relations:

$$x_i x_j = q^{-1} x_j x_i \quad \forall i < j, \quad y_i y_j = q y_j y_i \quad \forall j > i, \quad y_j x_i = q x_i y_j \quad \forall i \neq j,$$

(1.1)

$$y_i x_i = q^2 x_i y_i + (q^2 - 1) \sum_{k=1}^{i-1} q^{i-k} x_k y_k$$

(1.2)

$$x_i x_i^* = x_i^* x_i + (1 - q^2) \sum_{k=1}^{i-1} x_k^* x_k,$$

(1.3)

$$y_i y_i^* = y_i^* y_i + (1 - q^2) \left( q^{2(n+1-i)} x_i^* x_i + \sum_{k=1}^n x_k^* x_k + \sum_{k=i+1}^n y_k y_k \right),$$

$$x_i y_i^* = q^2 y_i^* x_i, \quad x_i x_j^* = qx_j^* x_i \quad \forall i \neq j,$$

(1.4)

$$y_j y_j^* = q y_j^* y_i - (q^2 - 1) q^{2n+2-i-j} x_j^* x_j \quad \forall i \neq j,$$

$$x_i y_j^* = q y_j^* x_i \quad \forall i < j, \quad x_i y_j^* = q y_j^* x_i + (q^2 - 1) q^{i-j} y_i^* x_j \quad \forall i > j.$$

and the sphere relation

$$\sum_{i=1}^n (x_i^* x_i + y_i^* y_i) = 1.$$

Since the sphere relation is satisfied the generators will in any norm be restricted by 1, hence the enveloping $C^*$-algebra of $\mathcal{O}(S_q^{4n-1})$ indeed exists and is denoted $C(S_q^{4n-1})$.

Note that if $n = 1$ then $\mathcal{O}(S_q^3)$ is the same as $\mathcal{O}(SU_q(2))$ defined by Woronowicz [14], for which a vector space basis is already known [14 Theorem 1.2].

Remark 1.2. Our notation differs from the notation used in [8] and [11]. We can pass to the notation in [8] by denoting $y_i$ by $x_{2n+1-i}$ for $i = 1, 2, ..., n$ and replacing $q$ with $q^{-1}$. To obtain the notation from [11] we denote $y_i$ with $z_i^*$ and $x_i$ with $z_i^{2n+1-i}$ for $i = 1, 2, ..., n$.

2. The Diamond Lemma

We will state the Diamond Lemma as presented in [2] in the case where the commutative associated ring is the complex numbers. Let $X$ be a set and denote by $\langle X \rangle$ the free unital semigroup generated by $X$ with unit denoted 1. Denote by $\mathbb{C} \langle X \rangle$ the free algebra over $\mathbb{C}$ generated by $X$. We define a reduction system $S$ as follows. An element $\sigma \in S$ is a tuple which we denote by $\langle w_\sigma, f_\sigma \rangle$ with $w_\sigma \in \langle X \rangle$ and $f_\sigma \in \mathbb{C} \langle X \rangle$.

Let $\sigma \in S$ and $a, b \in \langle X \rangle$. A reduction is an endomorphism $r_{ab} : \mathbb{C} \langle X \rangle \to \mathbb{C} \langle X \rangle$ which fixes all elements of $\langle X \rangle$ except $aw_\sigma b$ which is mapped to $af_\sigma b$. A reduction $r_{ab}$ is said to act trivially on $x \in \mathbb{C} \langle X \rangle$ if the coefficient $aw_\sigma b$ in $x$ is zero.

An (overlap) ambiguity of $S$ is a 5-tuple $(\sigma, \tau, a, b, c)$ where $\sigma, \tau \in S$ and $a, b, c \in \langle X \rangle$ with $a, b, c \neq 1$ such that $w_\sigma = ab$ and $w_\tau = bc$. An overlap ambiguity is resolvable if $f_\sigma c$ and $af_\tau$ can be reduced to a common expression using compositions of reduction maps. This is illustrated in Figure 1. The arrows in the top indicates the application
of the reduction $\sigma$ and $\tau$. The arrows denoted by $r$ and $r'$ indicates the composition of reduction maps we have to apply to get a common expression denoted $z \in \mathbb{C} \langle X \rangle$.

\begin{figure}[h]
\centering
\begin{tikzpicture}
  \node (abc) at (0,0) {$abc$};
  \node (fc) at (-1,-2) {$f_{ac}$};
  \node (af) at (1,-2) {$af_{\tau}$};
  \node (z) at (0,-4) {$z$};

  \draw[->] (abc) -- (fc);
  \draw[->] (abc) -- (af);
  \draw[->] (fc) -- (z);
  \draw[->] (af) -- (z);

  \node at (-1.5,-1) {$r_{ac}$};
  \node at (1.5,-1) {$r_{\alpha \tau 1}$};
  \node at (0,-1) {$r$};

\end{tikzpicture}
\caption{Overlap ambiguity}
\end{figure}

We wish to have a partial order on $\langle X \rangle$ such that if $b < b'$ then $abc < ab'c$ for $a, b, b', c \in \langle X \rangle$. The partial order is compatible with the reduction system $S$, if for any $\sigma = (w_\sigma, f_\sigma)$ in $S$, with

$$f_\sigma = \sum \alpha_j a_j, \quad a_j \in \langle X \rangle, \alpha_j \in \mathbb{C},$$

we have $a_j < w_\sigma$ for all $j$. A partial order has the descending chain condition if there are no infinite descending chains.

An element $x \in \mathbb{C} \langle X \rangle$ is called irreducible if every reduction is trivial on $x$, in that case $x$ involves no monomials of the form $aw_\sigma b$ with $a, b \in \langle X \rangle$ and $\sigma \in S$. The set of irreducible elements of $\mathbb{C} \langle X \rangle$ is denoted $\mathbb{C} \langle X \rangle_{irr}$.

Let $I$ be the 2-sided ideal of $\mathbb{C} \langle X \rangle$ generated by $w_\sigma - f_\sigma$ for all $\sigma \in S$. We can then state the Diamond Lemma.

**Theorem 2.1** ([2] Theorem 1.2). Let $\leq$ be a partial order on $\langle X \rangle$ with the descending chain condition. If $S$ is a reduction system on $\mathbb{C} \langle X \rangle$ compatible with $\leq$ such that all ambiguities are resolvable, then a vector space basis for $\mathbb{C} \langle X \rangle / I$ is given by $\mathbb{C} \langle X \rangle_{irr}$.

### 3. A Vector Space Basis for $\mathcal{O}(S_q^{4n-1})$

We will now describe how to set up a proof of the following conjecture, using the Diamond Lemma.

**Conjecture 3.1.** The following elements

$$y_1^{m_1} \cdots y_n^{m_n} x_1^{k_1} \cdots x_n^{k_n} x_{n-1}^{s_{n-1}} \cdots x_1^{s_1} y_n^{t_n} \cdots y_1^{t_1},$$

$$y_1^{m_1} \cdots y_n^{m_n} x_1^{k_1} \cdots x_{n-1}^{k_{n-1}} x_n^{s_n} \cdots x_1^{s_1} y_n^{t_n} \cdots y_1^{t_1},$$

with $m_j, k_j, s_j, t_j \geq 0$, $y_j^0 = y_j^{s_j} = x_j^0 = x_j^{s_j} = 1$, form a vector space basis for $\mathcal{O}(S_q^{4n-1})$.

We can set up the initiation of a proof for a general $n$, but when we have to show that all ambiguities are resolvable we will no longer consider a general $n$. Instead, in Section 4 we perform computer experiments for $n = 1, 2, 3, \ldots, 8$ supporting Conjecture 3.1.

In the following we describe a reduction system and a partial order which has the required properties to apply the Diamond Lemma.
Let $X = \{x_1, \ldots, x_n, x_1^*, \ldots, x_n^*, y_1, \ldots, y_n, y_1^*, \ldots, y_n^*\}$. We define a reduction system, denoted $S$, by the relations in (1.1), (1.2), (1.3), (1.4) and the following rewritten form of the sphere relation:

$$x_n^*x_n = 1 - \sum_{i=1}^{n-1} x_i^*x_i - \sum_{i=1}^{n} y_i^*y_i.$$ 

An element in $S$ is then a tuple which contains the left and the right hand side of these relations e.g. $(x_1y_3, q^{-1}y_3x_1) \in S$. Let $I$ be the 2-sided ideal of $\mathbb{C} \langle X \rangle$ generated by $w_\sigma - f_\sigma$ for all $\sigma \in S$. Then $\mathcal{O}(S_q^{kn-1})$ equals $\mathbb{C} \langle X \rangle / I$. We can then obtain a vector space basis for $\mathcal{O}(S_q^{kn-1})$ if the assumptions of Theorem 2.1 are satisfied.

We begin showing that there exists a partial order on $\langle X \rangle$ which is compatible with the reduction system. We can define a relation on $\langle X \rangle$ as follows:

**Definition 3.2.** For $u, v \in \langle X \rangle$, we let $u < v$ if we can write $v$ as a sum $\sum_j a_j a_j$ with $a_j \in \langle X \rangle, a_j \in \mathbb{C}$ and $u = a_j$ for some $j$, by using a finite number of the reductions in $S$.

By construction the relation is compatible with the reduction system. Intuitively, $u < v$ if $u$ requires less reductions to be of the form (3.1) than $v$. Note, it follows immediately that if $b < b'$ then $abc < ab'c$ for $a, b, b', c \in \langle X \rangle$.

The relation $<$ is by definition reflexive and transitive. To show it is antisymmetric we will prove that $u < v$ and $v < u$ cannot happen for $u, v \in \langle X \rangle$. This will be done by associating some numbers to each monomial.

Let $u = a_1a_2 \cdots a_k$ be a monomial in $\langle X \rangle$ i.e. $a_i \in \{x_j, y_j^* \mid j = 1, \ldots, n\}$. We say that $(a_s, a_t)$ is an inverted pair in $u$ if $a_s$ does not precede $a_t$ in the list

$$y_1^*y_2^* \cdots y_n^*x_1^*x_2^* \cdots x_n^*x_1 \cdots x_2x_1y_n \cdots y_2y_1.$$ (3.2)

That is, if their order as factors of $u$ is opposite that of their order in (3.2). For each monomial $u \in \langle X \rangle$ we associate numbers as follows:

1. $N_1(u) :=$ the number of inverted pairs of the form $(x_i, x_j^*)$, $(x_i, y_j^*)$ and $(y_j, y_i^*)$ for $i, j = 1, \ldots, n$ in $u$.
2. $N_2(u) :=$ minimum of the number of $x$ and the number of $x^*$ in $u$.
3. For $i = 1, \ldots, n$ let: $N_{3,i}(u) :=$ the number of inverted pairs of the form $(y_i, x_i)$ and $(x_i^*, y_i^*)$ in $u$.
4. $N_4(u) :=$ the number of inverted pairs of the form $(y_j, x_i)$ and $(x_i^*, y_i^*)$ for $i, j = 1, \ldots, n, i \neq j$ in $u$.
5. $N_5(u) :=$ the number of inverted pairs of the form $(y_i, x_j)$ and $(y_j, y_i^*)$ for $i = 1, \ldots, n - 1, j = i + 1, \ldots, n$ in $u$.
6. $N_6(u) :=$ the number of inverted pairs of the form $(x_i, x_j)$ and $(x_j^*, x_i^*)$ for $i = 1, \ldots, n - 1, j = i + 1, \ldots, n$ in $u$.

**Example 3.3.** Let $n = 3$. Consider the monomial

$$u = x_3y_3x_3x_1^*y_1y_1x_3^*x_1$$

then

$N_1(u) = 8, N_2(u) = 1, N_{3,1}(u) = 2, N_{3,2} = 0, N_{3,3} = 1, N_4(u) = 4, N_5(u) = 0, N_6(u) = 2.$
The inverted pairs counted by \( N_k, k = 1, 4, 5, 6 \) and \( N_{3,i}, i = 1, ..., n \) are said to be of type \((k)\) and \((3,i)\) respectively. For \((w_\sigma, f_\sigma) \in S\) we say that \( w_\sigma = ab, a, b \in \{x_i, y_i, x_i^*, y_i^* | i = 1, ..., n\}\) is of type \((k)\) or \((3,i)\) if \((a, b)\) is of type \((k)\) or \((3,i)\) respectively.

Let \( \sigma = (w_\sigma, f_\sigma) \in S\), then we have two different cases:

**Case 1:** \( f_\sigma \) is a scalar multiple of the given pair written in the switched order.

**Case 2:** \( f_\sigma \) is a linear combination of at least two monomials.

Let \( v \in \langle X \rangle\), denote by \( u < v \) one of the polynomials occurring after a reduction. Let \( \sigma \in S \) with \( w_\sigma \) of type \((1)\). Both in case 1 and 2 we have \( N_1(u) = N_1(v) - 1 \). If we are in case 1, we furthermore have \( N_k(u) = N_k(v), k = 2, 4, 5, 6 \) and \( N_{3,i}(u) = N_{3,i}(v), i = 1, ..., n \). In case 2, it might happen that these numbers will increase.

If we continue using reductions of type \((1)\), we will at some point arrive at \( N_1 = 0 \). The monomials will then be such that all \( x_i^*, y_j^*, i, j = 1, ..., n \) are on the left hand side and all the \( x_i, y_j, i, j = 1, ..., n \) will be on the right hand side.

Consider now the number \( N_2(v) \). When using the reduction

\[
\sigma = \left(x_n^* x_n, 1 - \sum_{i=1}^{n-1} x_i^* x_i - \sum_{i=1}^{n} y_i^* y_i\right),
\]

coming from the sphere relation, we get \( N_2(u) = N_2(v) - 1 \) and \( N_1(u) = N_1(v) \). In case 1 we furthermore have that all the other numbers will be the same for \( u \) and \( v \). If we apply reductions of this form until \( N_2 = 0 \) we obtain a monomial which at most contains a single \( x_n \) or a single \( x_n^* \).

Let \( \sigma \in S \) be a reduction with \( w_\sigma \) of type \((3, m)\) i.e. coming from the relation in \((1.2)\). Then

\[
N_{3,m}(u) = N_{3,m}(v) - 1, \quad N_{3,i}(u) = N_{3,i}(v), i > m
\]
since if \( w_\sigma \) is of type \((3, m)\) we will not create any new terms containing any \( x_i, y_i \) or \( x_i^*, y_i^* \) with \( i > m \). Note that it might happen that \( N_{3,i}(u) > N_{3,i}(v) \) if \( m > i \).

Furthermore, we have

\[
N_1(u) = N_1(v) \quad \text{and} \quad N_2(u) = N_2(v).
\]

Finally, we let \( \sigma \in S \) be such that \( w_\sigma \) is of type \((i)\) for \( i = 4, 5, 6 \). Then

\[
N_i(u) = N_i(v) - 1, \quad N_i(u) = N_i(v), l \neq i
\]

and

\[
N_1(u) = N_1(v), \quad N_2(u) = N_2(v), \quad N_{3,m}(v) = N_{3,m}(u), m = 1, ..., n.
\]

If we reduce \( N_4 \) to zero we will have ordered the monomials such that we first have all the \( y_i^* \)’s then the \( x_j^* \)’s afterwards \( x_s \)’s and in the end the \( y_l \)’s. When we use reductions to decrease \( N_5 \) to zero we order all the \( y_i \)’s and \( y_i^* \)’s into the order in \((3.2)\). Similar for \( x_i, x_j^* \) when reductions are applied to decrease \( N_6 \) to zero.

This concludes that \( u < v \) and \( v < u \) can never occur for any pair \( u, v \in \langle X \rangle\), since it will contradict the properties of the numbers \( N_k \) and \( N_{3,i} \). The relation is then antisymmetric and hence a partial order. From the above we also get that the reduction process will terminate at some point. Hence the descending chain condition is satisfied.
If we can show that all the ambiguities are resolvable, we have by the Diamond Lemma that the elements in (3.1) is a vector spaces for $O(\mathcal{S}_4^{n-1})$. In that case it follows that $x_1, \ldots, x_{n-1}$ are non-zero in $O(\mathcal{S}_4^{n-1})$.

The relation can also be given an alternative description as follows: $u < v$ if and only if one of the following conditions are satisfied:

1. There exists a $k$ such that $N_k(u) < N_k(v)$ and for all $j < k$ we have $N_j(u) = N_j(v)$. Furthermore, if $k = 4, 5, 6$ we must have $N_{3,i}(u) = N_{3,i}(v)$ for all $i$.
2. There exists a $m$ such that $N_{3,m}(u) < N_{3,m}(v), N_{3,i}(u) = N_{3,i}(v)$ for $i > m$ and $N_k(u) = N_k(v)$ for $k = 1, 2$.

This gives us an efficient algorithm for reducing a monomial into a linear combination of elements of the form (3.1). Applying suitable relations we reduce the number of inverted pairs of type (1). When there are no such inverted pairs (i.e. $N_1$ is 0) we use reductions until $N_2$ is 0 for all the monomials. Then we reduce the number of inverted pairs of type $(3, n)$, afterwards $(3, n - 1)$ and so on, until we have reduced the number of inverted pairs of of type $(3, 1)$. In the end we reduce the number of inverted pairs of type (4), (5) and (6) respectively. Let $n = 3$, below is an example of how to use the algorithm. A different color indicates that we have moved on to another step in the reduction.

\[ y_2 y_3 x_1^2 x_3 = q y_2 x_1^* y_3 x_3 = q^2 x_1^* y_2 y_3 x_3 \]
\[ = q^4 x_1^* y_2 x_3 y_3 + q^4(q^2 - 1)x_1^* y_2 x_1 y_1 + q^3(q^2 - 1)x_1^* y_2 x_2 y_2 \]
\[ = q^4 x_1^* y_2 x_3 y_3 + q^4(q^2 - 1)x_1^* y_2 x_1 y_1 + q^5(q^2 - 1)x_1^* x_2 y_2 y_2 + q^4(q^2 - 1)^2 x_1^* x_1 y_1 y_2 \]
\[ = q^5 x_1^* x_3 y_2 y_3 + q^5(q^2 - 1)x_1^* x_1 y_1 y_1 + q^5(q^2 - 1)x_1^* x_2 y_2 y_2 + q^4(q^2 - 1)^2 x_1^* x_1 y_1 y_2 \]
\[ = q^6 x_1^* x_3 y_3 y_2 + q^5(q^2 - 1)x_1^* x_1 y_1 y_1 + q^5(q^2 - 1)x_1^* x_2 y_2 y_2 + q^5(q^2 - 1)^2 x_1^* x_1 y_1 y_2 \]
\[ = q^7 x_1^* x_3 y_3 y_2 + (q^6 - q^5) x_1^* x_1 y_1 y_1 + q^5(q^2 - 1)x_1^* x_2 y_2 y_2 \]

4. Ambiguities of the reduction system

When the number $n$ grows larger we obtain extremely many ambiguities, making it hard to calculate by hand. When it comes to determine whether all the ambiguities are resolvable or not, we will apply computer calculations. Another advantage using computer calculations is the precision of the calculations. It is not hard to imagine that one could make mistakes when reducing monomials by hand.

The ambiguities can be found as follows. Consider the sequence

\[ y_1^* y_2^* \cdots y_n^* x_1^* x_2^* \cdots x_n^* x_1 y_1 \cdots y_2 y_1. \]

If $n = 2$, take first $x_1^*$, then pick an element to the left of $x_1^*$ in the above sequence, say $y_2^*$. Pick then an element to the left of $y_2^*$, say $y_1^*$. Then we have an ambiguity $x_1^* y_2^* y_1^*$. Take now $x_2^*$, pick an element to the left, and then another element to the left of the just chosen element. Continue like this for all the elements in the above sequence. For $n > 2$, we start with $y_3^*$ and follow the same procedure as before. Furthermore, we must include
the following ambiguities:

\[ ax^n x_n, \quad a \in \{ x_2, \ldots, x_1, y_n, \ldots y_1 \}, \]
\[ x_n^a x_n b, \quad b \in \{ y_1^*, \ldots, y_n^*, x_1^*, \ldots, x_n^* \}. \]

In all we get the following number of ambiguities for a specific \( n \):

\[
\left( \sum_{i=1}^{4n-2} \sum_{k=1}^{i} k \right) + 4n = \frac{1}{2} \sum_{i=1}^{4n-2} i(i + 1) + 4n \\
= \frac{1}{12} (4n - 2)(4n - 1)(2(4n - 2) + 1) + \frac{1}{4} (4n - 2)(4n - 1) + 4n \\
= \frac{1}{12} (4n - 2)(4n - 1)8n + 4n = \frac{8}{3} (4n^3 - 3n^2 + 2n).
\]

A computer program has been written by the author in Python Version 3.9.5 using the library SymPy, it is available at the authors webpage sophiemath.dk/research. The program contains the following parts:

1. For a given \( n \) it lists all the generators and relations in the reduction systems.
2. An algorithm to reduce a given monomial until it can not be reduced any more by the reduction system.
3. All the ambiguities are determined and the algorithm in (2) is applied to check if the ambiguities are resolvable or not.

Note that the monomials in the process are reduced until all the involved terms are irreducible. This is needed for the program to determine if the ambiguities are resolvable. E.g. consider the ambiguity \( x_1^* y_2^* y_1 \), then \( x_1^* y_2^* \) and \( y_2^* y_1 \) are reduced until they contain only irreducible parts, afterwards they are compared. Note that it is not needed in theory, since it is enough to reduce until we get a common expression, which could contain reducible parts.

For \( n = 1, 2, 3, \ldots, 8 \) we obtain, by the computer program, that all the ambiguities are resolvable. Hence Conjecture 3.1 is indeed true for \( n = 1, 2, 3, \ldots, 8 \). In Table 1 the number of ambiguities and the practical running time\(^1\) of the program is given.

| \( n \) | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
|--------|---|---|---|---|---|---|---|---|
| Number of ambiguities | 8 | 64 | 232 | 576 | 1160 | 2048 | 3304 | 4992 |
| Running time in seconds | 4.80 | 82.29 | 509.76 | 1917.51 | 5417.61 | 12944.70 | 27948.76 | 51751.18 |
|               | (1.37 minutes) | (8.50 minutes) | (32.00 minutes) | (1.50 hour) | (3.60 hours) | (7.76 hours) | (14.38 hours) |

**Table 1.** Number of ambiguities and running time in seconds.

A regression on the above data has been made. This indicates that the growth of the practical running time is likely to be polynomial.

---

\(^1\)The running times has been collected by running the program on a standard laptop with 3.3 GHz Intel Core i7, dual core.
We have then obtained computer experiments which supports Conjecture 3.1. For interest in the vector space basis of $O(S^m\mathbb{q})$ for a specific $n$, this is possible to determine using the computer program, taking the running time into account. Furthermore, as a part of the program, we can express a given monomial in the basis using computer calculations.

**Remark 4.1.** The algorithm in program, which checks whether the ambiguities are resolvable or not, takes as its input the generators and relations of the quantum symplectic sphere. Hence, if one is interested in a similar problem for another algebra, then it might be possible to type the new set of generators and relations and then apply the program.
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