The turning point and end of an expanding epidemic cannot be precisely forecast
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Epidemic spread is characterized by exponentially growing dynamics, which are intrinsically unpredictable. The time at which the growth in the number of infected individuals halts and starts decreasing cannot be calculated with certainty before the turning point is actually attained; neither can the end of the epidemic after the turning point. A susceptible–infected–removed (SIR) model with confinement (SCIR) illustrates how lockdown measures inhibit infection spread only above a threshold that we calculate. The existence of that threshold has major effects in predictability: A Bayesian fit to the COVID-19 pandemic in Spain shows that a slowdown in the number of newly infected individuals during the expansion phase allows one to infer neither the precise position of the maximum nor whether the measures taken will bring the propagation to the inhibition regime. There is a short horizon for reliable prediction, followed by a dispersion of the possible trajectories that grows extremely fast. The impossibility to predict in the midterm is not due to wrong or incomplete data, since it persists in error-free, synthetically produced datasets and does not necessarily improve by using larger datasets. Our study warns against precise forecasts of the evolution of epidemics based on mean-field, effective, or phenomenological models and supports that only probabilities of different outcomes can be confidently given.

Significance

Susceptible–infected–removed (SIR)-like models, therefore, are not only employed to drive intuitions and expectations, but are also applied to derive quantitative predictions. Further, the family of compartmental models lies at the basis of more sophisticated attempts to numerically describe the current spread of severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) and the effect of containment measures (8, 11), where they are mostly used at the local level (12–14).

Here, we consider a variant of an SIR model with reversible confinement of susceptible individuals that we call SIR model with confinement (SCIR). But before we get into further details, we would like to clarify what this paper is not: It is not another paper with a simple model aiming to predict the evolution of the epidemic. On the contrary, we intend to show that predicting with models like this one is severely limited by strong instabilities with respect to parameter values. The reason we work with such a minimal model is that we can obtain analytical expressions for the dynamics under sensible approximations and make the point more clear. Also, it allows us to derive simple facts about the epidemics, such as the existence of a threshold that separates predictability | epidemics | forecast | Bayesian

In 1972, Edward Norton Lorenz delivered a legendary-by-now talk titled Predictability: Does the Flap of a Butterfly’s Wings in Brazil Set Off a Tornado in Texas? (1). Lorenz had stumbled onto chaos and uncovered its major consequence for weather prediction. By means of a simple model (2), he had shown that one can never be certain of whether, one week from now, we will have a sunny or a rainy day. Half a century later, we are used to listening to the weather forecast in terms of percentages, probability of rain, intervals for temperature and wind speed, and so on. It is just fuzzy information, but usually is sufficient to make up our minds on what to do next weekend. The key point is that, as far as weather is concerned, we accept that we are bound to cope with uncertainty. The mechanism behind that uncertainty has to do with the exponential amplification of small initial differences prototypical of chaotic systems. It turns out that other systems with exponentially growing variables also display an analogous behavior: They are sensitive to small variations in parameters and amplify small differences, potentially leading to quantitatively and qualitatively different outcomes. Though their dynamics are not chaotic, this is the case of epidemics.

The worldwide ongoing COVID-19 pandemic is triggering multiple attempts at modeling the progression and immediate future of epidemic spread (3–8). Many of the formal approaches used are based on simple, mean-field compartmental models (9, 10) with a different number of classes for the individuals in a population: susceptible (S), infected asymptomatic (E), infected symptomatic (I), recovered (R), dead (D), and several other possible intermediate stages, such as quarantined, hospitalized, or at the intensive care unit (ICU). Beyond their clear interpreta-
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“mild” confinement measures, causing mitigation from stronger measures, leading to the inhibition of infection propagation.

The parameters of the model can be estimated within a relatively narrow range using data available from the COVID-19 pandemic. Yet, unavoidable uncertainties in those parameters, which determine the time at which growth is halted or the overall duration of the pandemic, propagate to the predicted trajectories, preventing reliable prediction of the intermediate and late stages of epidemic spread. This is the main message of this article, because it transcends the model of choice.

Attempts similar to the one performed here are common these days, and, often, strong predictions regarding the number of casualties, the position of the peak, or the duration of the epidemic are drawn. Our model does an excellent job in reproducing past data, but, instead of taking most likely parameter values (or empirically evaluated values) to draw a prediction, we estimate compatible ranges of variations in the parameters. Especially when the process is close to the mitigation-inhibition threshold, predictions of the next few days become extremely sensitive to changes in the parameters and to the addition of subsequent empirical data. Altogether, it turns out that quantitative predictions made in any similar framework are not reliable if not accompanied by their likelihood. The main conclusion we reach is that the deterministic nature of SIR-like models is misleading if aimed at describing the actual course of any pandemic. Prediction of the past is achieved through suitable fitting of data, and different functions may work, but prediction of the future in the midterm cannot be trusted.

**SCIR: An SIR Model with Confinement**

The SCIR model includes the usual states of an SIR model plus a class C for individuals sent to confinement that are susceptible, but not infected (Fig. 1).

In a sufficiently large population, the number of infected individuals at the initial stages of the infection is well below the population size. Under certain conditions, it may stay small in comparison to the number of susceptible individuals remaining. This seems to be the case in July 2020 for most countries in the time elapsed since COVID-19 started to spread (15, 16). If we assume that $I(t)/N \ll 1$, then we can neglect the nonlinear term in the equation for the number of susceptible individuals and solve the model analytically (Materials and Methods and SI Appendix, section A). Within this approximation, the number of infected individuals at time $t$ is given by

$$I(t) = I_0 e^{R_0 (t-1) (r + \mu)} t,$$

where

$$R_0(t) = \frac{R_0}{q + p} \left[ p + q - e^{-(q + p)t} \right], \quad R_0 = \frac{\beta}{r + \mu},$$

is the effective basic reproduction number modulated by the confinement—$R_0$ being its value at the beginning of the epidemic. All of the behavior of the epidemic is enclosed in this magnitude. At its initial stages, $I(t) \sim \exp \left((R_0 - 1)(r + \mu)t\right)$ so the epidemic spreads when $R_0 > 1$ (as is the case of COVID-19), and the larger $R_0$, the faster it does. When confinement sets in, $R_0(t)$ gets tamed, eventually dropping to the value $R_0(\infty) = R_0 p/(q + p)$. An important epidemiological message follows from this simple fact: Only if the confinement is strong enough ($p$ and $q$ are sufficiently different so that $R_0(\infty) < 1$) can the epidemic be controlled; otherwise, it spreads until eventually decaying due to the standard SIR mechanism—the exhaustion of susceptible individuals.

Another interesting result follows from this simple model. Beyond the threshold for inhibition of infection spread, Eq. 2 captures the transient subexponential growth in the number of infected individuals. As mentioned above, if global confinement is suppressed ($q = p = 0$), $I(t)$ grows exponentially at a rate $(R_0 - 1)(r + \mu)$. As confinement is turned on, $I(t)$ displays a systematic bending that, for long enough time, will lead to a second exponential regime characterized by the rate $[R_0(\infty) - 1](r + \mu)$—which can be positive or negative depending on the confinement parameters. The bending of the curve is observed in both scenarios, so it cannot be taken as a sign that the epidemic will be eventually controlled.

**Fitting COVID-19 data for Spain**

In order to illustrate the suitability of our model to reproduce available data, we have used official daily records reported by the Spanish Ministry of Health for all Spanish Autonomous regions since February 28th (17). Strict lockdown permitting only essential trips outside the home was applied on March 14th. However, school and university closure took place on March 11th, so we take this date as the starting point of the confinement. The measure was extended on March 30th to the closure for two weeks of all businesses and companies not providing key services. Between these dates, the data span two different regimes: unconstrained propagation of the epidemic, with $q = p = 0$, and a lockdown phase with effective parameters for the transition to the confined state. Since separated data for the number of recovered and deaths was unreliable, we have merged these two compartments and jointly fitted $r + \mu$, which become a single variable in practice.

We used a Bayesian approach to fit the data, assuming that the numbers of infected and recovered + dead are log-normally distributed with unknown variance and mean given by the expression for $I(t)$ obtained from the model (see Materials and Methods for details). At the very early stages of the epidemic (before any recovery or death event), the total number of confirmed cases grows as $e^{\beta t}$ independently of the chosen model (SIR, susceptible-exposed-infectious-recovered [SEIR], etc.). Analyzing this initial growth for every country in the world, it appears that $\beta < 1$ everywhere [doubling times larger than one day are reported in all cases (18)]. Thus, we use informative priors for $\beta$ and $r + \mu$ (uniform distributions from 0 to 1 days$^{-1}$) and vague priors for the rates $q$ and $p$ (uniform distributions from 0 to 5 days$^{-1}$). Also, we use noninformative priors for the variances.

![Diagram of the epidemic model along with the equations ruling the dynamics. Susceptible individuals (S) can enter and exit confinement (C) or become infected (I). Infected individuals can recover (R) or die (D). N is the total population. Rates for each process are displayed in the figure; q depends on specific measures restricting mobility and contacts, while p stands for individuals that leave the confinement measures (e.g., people working at essential jobs like food supply, health care, or policing), as well as for defection. We fit I to data on officially diagnosed cases, which are automatically quarantined: The underlying assumption is that the real, mostly undetected, number of infections is proportional to the diagnosed cases.](image-url)
Uncertainty on Peak Occurrence Fitting Prepeak Data. The results of fitting real-time data until March 29th are summarized in Fig. 2. Fig. 2 illustrates the fit to our analytical solution for the aggregated data of all Spanish Autonomous regions, representing country-level progression. Symbols are reported data, and the solid line represents the median of the distribution. Interestingly, quantiles 2.5% and 97.5% provide almost opposite conclusions: Either the epidemic curve “flattens,” or it keeps growing exponentially, albeit at a different rate. This is a consequence of the inherent variability of the fitted parameters—as summarized by their posterior distributions (SI Appendix, Fig. S1)—and the exponential character of the epidemic. Similar conclusions can be drawn by inspection of the number of new deaths and recovered cases, $\Delta D + \Delta R$ (SI Appendix, Fig. S2). For completeness, we have also considered less realistic assumptions for the prior distributions and show that they lead to less consistent predictions. The obtained fits and posterior distributions are represented in SI Appendix, Figs. S3 and S4, respectively.

The systematic bending of the curve (Fig. 2A), due to confinement in the framework of our model, does not guarantee that the epidemic is under control—hence, this information alone can be misleading in interpreting the effects of the measures applied. To emphasize this conclusion, we compute the posterior distribution of the time when the peak of the epidemic occurs. Analytically,

$$t_{\text{max}} = \frac{1}{p + q} \log \left( \frac{\beta q}{(r + \mu)(p + q) - \beta p} \right),$$

which, of course, is only meaningful when the epidemic gets eventually controlled by the confinement measures (i.e., if $(r + \mu)(p + q) > \beta p$). With parameter values inferred from Fig. 2A, confinement measures succeed at inhibiting the epidemic—which is the effect sought—only in 26% of cases, while in 74% of cases, they fail at inhibiting its expansion and only slow it down. Fig. 2B displays the distribution of the day in which the epidemic reaches the maximum, conditional on it actually occurring.

We have also fitted the model to each Spanish Autonomous region and have obtained analogous overall conclusions. Fits to reported data can be seen in SI Appendix, Fig. S5; all of them illustrate the goodness of our simple SCIR model at fitting past data. Posterior distributions yield comparable parameter values, within their intervals of definition, though there is significant variability in the percent of trajectories compatible with inhibition of propagation in each Autonomous region. First, the closer a region is to the inhibition threshold, the larger the dispersion of the forecast. In such Autonomous regions, the epidemic started sooner than in regions that, by the end of March, were clearly in an expanding phase. Secondly, there are multiple regions with a vanishing probability of inhibition under the conditions of the first lockdown applied.

Uncertainty of Epidemic End, Including Postpeak Data. The peak of the epidemic in Spain was actually attained around April 18th. In light of the broad distribution of times returned by fitting prepeak data, and the forecast of only a 26% probability of having a peak, the application of more stringent confinement measures on March 30th seems justified and may have played an important role in the inhibition of COVID-19 propagation. Once the peak has been overcome, however, the uncertainty regarding the end of the epidemic remains high in the midterm. Fig. 3 displays fits of data and forecasts just when the peak was attained and until May 9th using, as above, the analytical result in Eq. 1. The model is able to fit well past data and yields apparently narrower error intervals, as compared to prepeak fits. However, data deviate from the most likely forecast about two weeks into the future. Unfortunately, the publication of data on the number of recovered cases was interrupted on May 17th, making it impossible to know the number of active cases, so we cannot extend the empirical series to the time of writing. As of July 2020, Spain was experiencing a long plateau with a sustained average number of new daily cases well captured by the slow decrease in the $I(t)$ curve. However, even if the progression of the disease were well described by Fig. 3B, the distribution of times at which the epidemic would end is very broad. Fig. 3C shows that there is an uncertainty of around three months in the time needed for the number of confirmed cases to drop below 1,000—hardly an accurate prediction of the epidemic’s end.

Better Data Are Necessary, but Not Sufficient. There are major difficulties in predicting the future of an epidemic with the present or similar models. First, incomplete or noisy data entail uncertain predictions, as can be seen in fits to all Spanish Autonomous regions (SI Appendix, Fig. S5). But, even if data were complete and precise, small variations in the parameters bring about growing uncertainties as time elapses. In order to illustrate this point, we have generated a synthetic set of observations through direct integration of the system described in Fig. 1. By construction, uncertainties in the prediction of future trends derived through the Bayesian approach can only be ascribed to the dispersion of posterior distributions (shown in SI Appendix, Fig. S8).

---

**Fig. 2.** Fit to data obtained in real time for the daily number of active cases in Spain (from March 1st to March 29th) and peak forecast. (A) Despite the reasonable agreement between model and empirical observations in the growing phase, opposite predictions for the future number of active cases can be derived. The solid line represents the expression for $I(t)$ using the median parameters for each posterior in SI Appendix, Fig. S1. The vertical arrow denotes March 11th, the day when schools and universities closed. The shaded area represents the 95% predictive posterior interval: Its increasing width implies that predictability decays exponentially fast. (A, Inset) Same data and curves with linear vertical scale. SI Appendix, Figs. S6 and S7 show how this fit and its posteriors evolve as an increasing number of days is included in the fit. An animation is included as Movie S1. (B) Posterior distribution of the time to reach the peak of the epidemic, conditioned to actually having a peak (which occurs with probability 0.26). The vertical dashed lines stand for the days when the confinement began and for the date of the last data point used in the fit.
Discussion

Confinement and Turning Points. The implementation of confinement measures to control the expansion of highly transmissible pathogens affects the speed of infection propagation, as measured in the number of newly infected, recovered, or deceased individuals. Confinement bends the progression curve downward, but this bending, which can span a remarkable lapse of time, should not be interpreted as an unequivocal sign that propagation is to be inhibited. Rather, it might represent just a transient, cross-over regime to a new diverging, exponential phase, albeit with a different coefficient. In the simple SCIR model discussed here, these two regimes are clearly identified. The initial growth, before confinement starts, occurs at a rate $(R_0 - 1)(r + \mu)$, which depends on intrinsic properties of the pathogen–host interaction and on contacts between hosts. Sufficiently severe infections, with $R_0 > 1$, cause a pandemic if not controlled. The onset of confinement modifies the long-time trend of the infection by defining a new coefficient for the asymptotically dominating exponential, $(R_0p(q + p)^{-1} - 1)\left(r + \mu\right)$, which includes two important factors: the strength of confinement measures, $p$, and the lack of adherence of individuals to confinement, $q$. If $R_0p(q + p)^{-1} > 1$, the growth slows down before a new asymptotic phase of exponential growth sets in. This phase corresponds to mitigation of infection propagation, but eventual extinction will occur through the usual SIR mechanism of exhaustion of susceptible individuals, while the deceleration observed in between is just a cross-over between two exponentially diverging regimes. If the proportion of infected becomes high enough during the cross-over, our approximation is no longer valid, and the SIR mechanism can kick in, making the second exponential regime unobservable in practice.

Inhibition of infection propagation is achieved only if $R_0p(q + p)^{-1} < 1$, where a limited fraction of the population—which depends on the confinement strength and collective adherence—will get the disease. Though the model we have studied here is simple enough so as to allow us to derive exact results and to characterize the nature of the turning point (or cross-over), the qualitative scenario should be shared by any other compartmental models with growing and decreasing phases dominated by exponential behavior and able to implement the effects of confinement.

Phenomenological models do a good job in reproducing the temporal track of single outbreaks that result either from the unconstrained SIR mechanism of exhaustion of susceptibles or from a sustained inhibition of propagation down to extinction. However, models such as the generalized logistic (19) or Gompertz (20) growth curves cannot capture some of the important qualitative behavior in the SCIR class. Those models cannot reproduce long plateaus, such as those extending for months in

![Fig. 3. Fit to postpeak data for the daily number of active cases in Spain. (A) Fit to data up to April 18th (peak day). (B) Fit to data at three weeks postpeak (May 9th). Open symbols represent fitted empirical data, and blue dots correspond to actual measurements until May 17th. (C) Distribution of times until the number of confirmed cases falls below 1,000 for the first time. With about two cases per million inhabitants, this threshold can define the end of the epidemic. The distribution spans about three months, centered around the end of October 2020.](image-url)

![Fig. 4. Data generated through direct simulation of the system described in Fig. 1 are used as input to determine posterior distributions for parameters through a Bayesian approach. Parameter values are $\beta = 0.425$, $p = 0.007$, $q = 0.062$, and $r + \mu = 0.021$ in the mitigation regime taken from the median of the posteriors in *SI Appendix*, Fig. S1 (all measured in day $^{-1}$). Though the dataset is complete and noiseless, consideration of only the growing phase of the epidemic implies a remarkable uncertainty in compatible trajectories. It is worth noting that, albeit those parameters would predict that the epidemic is not controlled, variability still leaves a 3% chance that it actually is. (Inset) Same data and curves with linear vertical scale.](image-url)
individuals). In SEIR models, the $R$ ones are SIR and SEIR (where the $R$ state is understood as “removed” individuals and groups both recovered and dead individuals). In SEIR models, the $E$ state permits to include the effect of a latent period, where individuals are infected but asymptomatic. Depending on the disease it mimics, individuals can be infectious or not. In general, the consideration of the $E$ state brings about a delay in the completion of the disease, but does not entail qualitative changes.

Some models consider the effect of quarantined individuals. Susceptible–infectious–quarantined–recovered (SIQR) and susceptible–infectious–quarantined–susceptible (SIQS) models have been introduced and studied earlier (22, 23), but confinement was not considered there. More recent models aiming at including the effects of confinement and quarantine, as applied in Italy and Spain to contain COVID-19—i.e., to class states such as Spain (SI Appendix, Fig. S11) or Italy. Phenomenological models do not have instability points such as a mitigation-inhibition threshold, and, for that reason, they cannot embrace the possibility that propagation is slowed down, but not halted (SI Appendix).

The identification of such thresholds is essential to quantify the effectiveness of nonpharmaceutical interventions (21).

Related SIR-Like Models. There are several models in the literature conceptually analogous to the one described above. Obvious ones are SIR and SEIR (where the $R$ state is understood as “removed” individuals and groups both recovered and dead individuals). In SEIR models, the $E$ state permits to include the effect of a latent period, where individuals are infected but asymptomatic. Depending on the disease it mimics, individuals can be infectious or not. In general, the consideration of the $E$ state brings about a delay in the completion of the disease, but does not entail qualitative changes.

Some models consider the effect of quarantined individuals. Susceptible–infectious–quarantined–recovered (SIQR) and susceptible–infectious–quarantined–susceptible (SIQS) models have been introduced and studied earlier (22, 23), but confinement was not considered there. More recent models aiming at including the effects of confinement and quarantine, as applied in Italy and Spain to contain COVID-19—i.e., to class states such as Spain (SI Appendix, Fig. S11) or Italy. Phenomenological models do not have instability points such as a mitigation-inhibition threshold, and, for that reason, they cannot embrace the possibility that propagation is slowed down, but not halted (SI Appendix).

The identification of such thresholds is essential to quantify the effectiveness of nonpharmaceutical interventions (21).

Effective Parameters and Identifiability. In principle, parameters characterizing the transitions between states in any SIR-like model are related to quantities amenable to empirical estimations. For instance, $\beta$ quantifies the transmissibility of the virus; $\gamma$ should relate to the fraction of confined population and vary with different nonpharmaceutical measures put in place; $p$ quantifies the adherence of population to confinement rules, and, thus, can be estimated through data on mobile phone location (29); and so on. However, it is important to emphasize that a direct empirical estimation of the parameters need not be the right value to input the model with. Any simple SIR-like model (and even more so any phenomenological model) is, by definition, leaving aside a number of realistic features. When fits of actual data are attempted, those models yield, at best, trajectories close to the actual one, but the inferred parameters are necessarily effective. Including or not the $E$ state, confined individuals, age-structured populations, or any other possible level of detail redefine the precise meaning and values of the corresponding rates. Actually, an SIR model has been shown to reproduce better data from COVID-19 spread in Wuhan than an SEIR model (30), as well as to be “unreasonably effective” in describing the outbreaks in different countries affected by the pandemic (31). Moreover, the choice of which states and how many of them to include in the model is a subjective matter that changes dramatically the quality of the fit and, more importantly, the interpretability and identifiability of the parameters (32).

It could be argued that more realistic models are those with a larger number of states and parameters. But, at the same time, in those models, it is more difficult—often impossible—to assign a unique meaningful value to their parameters. If, rather than using the empirical estimates themselves, we attempt a non-informed fitting to the data, we normally end up in a problem of identifiability. That is, there are many different parameter sets (often a continuum of them) that fit the data, a problem that has been specifically analyzed for SIR-like models applied to COVID-19 (33). Though the use of empirical values from independent studies might anchor the values of a subset of parameters, the remaining degrees of freedom (parameters with values not fixed a priori) are often sufficient to reproduce data. In this sense, multiparametric models might lead to overfitting, losing at the same time explanatory power.

Probabilistic Forecasting. Deterministic epidemiological models convey a false impression of uniqueness of trajectories. It is broadly believed that a model able to reproduce empirical data well should be equally good at predicting future outcomes. This causal fallacy too often prevents a careful evaluation, through sensitivity analyses, of the effects of small variations in the parameters in forecasting. When such analyses are performed, results similar to ours should be obtained.

More detailed models using SIR-like descriptions for meta-populations and adding mobility usually incorporate uncertainty in their predictions. In this way, ranges for different quantities have been derived, such as for the basic reproductive number $R_0$ and its temporal response to confinement measures (34), for the number of undocumented infected individuals (14) or estimations of the effect of physical-distancing measures in the median number of infections (11).

Castro et al.
At the other end of the spectrum, one finds statistical approaches that, in the absence of an underlying mechanistic model, fully rely on past data to predict the near future. Numerical approaches of this kind are intrinsically probabilistic and only yield likelihoods of different scenarios, with intervals of confidence that grow extremely fast as time elapses. A notable example of such approaches is the document elaborated by researchers at Imperial College (4), based on Bayesian estimates only informed by Europe-wide data of the COVID-19 pandemic. The results are compatible with multiple scenarios in most countries in the mid-term, since the huge intervals of confidence inherent to their approach limit predictability to the near future. At the same time, that document likely yields the most trustworthy (probabilistic) predictions using prepeak data. The use of recent techniques that incorporate the possibility of obtaining closed mathematical expressions to Bayesian approaches (35) might bridge those techniques and the identification of underlying mechanistic models.

Conclusions

SIR-like models are unable to predict with certainty; at most, they can inform on the different likelihood of a variety of trajectories conditional on specific measures and parameters. Uncertainties in the values of the latter prevent a unique interpretation of the data at the transient. Near the threshold separating mitigation from inhibition, the same set of observations might be compatible with either future outcome. If the aim of control protocols is to minimize the total number of infected individuals and the duration of the confinement period, it seems advisable that the strongest possible measures are applied as early as possible. It has been documented that nonpharmaceutical interventions during the 1918 Flu Pandemic in the United States lowered mortality and mitigated adverse economic consequences (36). Deferral of such application is not justified on the basis of a slowdown of infection propagation.

Lorenz closed his 1972 talk (1) by stating the following: “[E]rrors in weather forecasting arise mainly from our failure to observe even the coarser structure with near completeness, our somewhat incomplete knowledge of the governing physical principles, and the inevitable approximations which must be introduced in formulating these principles as procedures which the human brain or the computer can carry out. These shortcomings cannot be entirely eliminated, but they can be greatly reduced by an expanded observing system and intensive research. It is to the ultimate purpose of making not exact forecasts, but the best forecasts which the atmosphere is willing to have us make that the Global Atmospheric Research Program is dedicated.”

Could COVID-19 trigger a Global Epidemic Research Program, intensive investigation in the topic, and an expanded observing system producing accurate and publicly available data? Only through such a program would it be possible to obtain the best forecasts that epidemic models might yield.

Materials and Methods

Data. We have used two slightly different datasets for studies prepeak and postpeak. The first one was downloaded in real-time as the epidemic progressed in Spain and contains information on number of new infected, dead, and recovered cases, as it was available by the April 1, 2020. The second dataset, used in the postpeak analysis, contains data updated in retrospect by the Spanish Ministry of Health, taking into account modifications in the official reporting introduced since April 2020. All data and codes used in this work, together with explanations on how to retrieve our fits, are publicly available at https://github.com/mariocastro73/predictability (17).

Bayesian Fit. We have fitted a parametric Bayesian model with the variables.

\[
\log f(t) \sim \mathcal{N}\left(\log f(t_1) + (\beta - \lambda t)(t - t_1), \sigma_1\right), \quad t_1 < t < t_2, \\
\log f(t) \sim \mathcal{N}\left(\log f(t_2) + R_0^c(t - t_2 + 1)(t - t_2), \sigma_1\right), \quad t_2 < t, \\
\log X(t) \sim \mathcal{N}\left(\log R + \mu + \log f(t), \sigma_1\right), \quad t < t_3,
\]

where \(X(t) = \Delta R(t) + \Delta D(t)\) stands for the change in the number of recovered plus dead cases daily reported. Similarly, we choose the following priors

\[
\beta \sim \mathcal{L}(0, 1), \quad 1/\sigma_1^2 \sim \mathcal{I}(0.01, 0.01), \\
r + \mu \sim \mathcal{L}(0, 1), \quad 1/\sigma_2^2 \sim \mathcal{I}(0.01, 0.01), \\
p \sim \mathcal{L}(0, 5), \quad 1/\sigma_3^2 \sim \mathcal{I}(0.01, 0.01), \\
q \sim \mathcal{L}(0, 5),
\]

where \(\sim\) stands for distributed as, and \(\mathcal{L}, \mathcal{I}, \text{ and } \mathcal{I}\) stand for normal, uniform, and gamma distributions. For each Spanish Autonomous region, \(t_1\) and \(t_2\) stand for the days (since February 28th) when the first Infected and Recovered+Death cases were reported, respectively.

Note that we distinguish between the epidemic before \((t \leq t_2)\) and after \((t > t_2)\) any confinement measure was applied. Unlike other implementations of epidemic models (4), our model in Eq. 4 aims to fit directly the solution of the deterministic model in Eq. 1.

The priors for \(\beta\) and \(r + \mu\) in Eq. 5 are informative priors derived from the fact that, in every country where cases of coronavirus were detected, the doubling period at the very early stages of the epidemic was never smaller than 2 d. Hence, we have taken for these parameters a prior \(\mathcal{L}(0, 1)\). For the other parameters, we assume a noninformative prior \(\mathcal{L}(0, 5)\) (we assume that changes faster than 1/5 d are meaningless in any compartmental model). The results are consistent with this assumption.

To profit from the largest amount of available data, we fit simultaneously the number of active cases \((I)\) and the new number of cases in the interval \(\Delta t = 1\) of recovered \((R)\) and dead \((D)\) cases in logarithmic scale—a linear scale would give a biased larger weight to later times.

Data Availability. We have implemented the Bayesian model in R using the R package of the Stan language (37). The full code is provided in SI Appendix, section B and can be downloaded from GitHub, https://github.com/mariocastro73/predictability (17).
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