Physics-Informed Statistical Modeling for Wildfire Aerosols Process Using Multi-Source Geostationary Satellite Remote-Sensing Data Streams
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Increasingly frequent wildfires significantly affect solar energy production as the atmospheric aerosols generated by wildfires diminish the incoming solar radiation to the earth. Atmospheric aerosols are measured by Aerosol Optical Depth (AOD), and AOD data streams can be retrieved and monitored by geostationary satellites. However, multi-source remote-sensing data streams often present heterogeneous characteristics, including different data missing rates, measurement errors, systematic biases, and so on. To accurately estimate and predict the underlying AOD propagation process, there exist practical needs and theoretical interests to propose a physics-informed statistical approach for modeling wildfire AOD propagation by simultaneously utilizing, or fusing, multi-source heterogeneous satellite remote-sensing data streams. Leveraging a spectral approach, the proposed approach integrates multi-source satellite data streams with a fundamental advection-diffusion equation that governs the AOD propagation process. A bias correction process is included in the statistical model to account for the bias of the physics model and the truncation error of the Fourier series. The proposed approach is applied to California wildfires AOD data streams obtained from the National Oceanic and Atmospheric Administration. Comprehensive numerical examples are provided to demonstrate the predictive capabilities and model interpretability of the proposed approach. Computer code has been made available on GitHub.
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1. Introduction
Statistical modeling of spatio-temporal data arises from a spectrum of scientific and engineering applications, including environmental and natural processes (Stroud et al. 2010, Guinness and Stein 2013, Liu et al. 2016, Wikle 2019, Ezzat et al. 2019), quality and reliability engineering (Liu et al. 2018a, Yan et al. 2018, Fang et al. 2019), medical informatics (Yao et al. 2017, Yang and Qiu. 2018), and so on. In this paper, we propose a physics-informed statistical approach for modeling heterogeneous multi-source remote-sensing data streams from wildfire smoke propagation processes.

1.1. Motivating Application
The increasingly severe wildfires have significantly affected solar energy production in the U.S. over recent years. Although the installed solar generating capacity in California (CA) was increased by 5.3% from September 2019 to June 2020, solar power generation in the first two weeks of September 2020 was 13.4% lower than at the same time a year ago. Atmospheric aerosols generated by wildfires blocked the incoming solar radiation and were deposited on solar panel surface, reducing the received solar energy from photovoltaics. In atmospheric science, aerosols are solid or semi-solid particles, such as PM$_{2.5}$ in the atmosphere, and produced by environmental disasters including volcanic eruptions, biomass burning, wildfires, etc. As shown in Figure 1, the average daily solar generation in the CA Independent System Operator (which covers 90% of utility-scale solar capacity in CA) declined nearly 30% from the July 2020 average as wildfires burned across the state in the first two weeks of September 2020. This trend is consistent with the elevated PM$_{2.5}$ level over the same time period as shown in the bottom row of Figure 1.

![Figure 1](image-url)  
**Figure 1** Daily California Independent System Operator solar generation (above) and peak air particulate matter level (bottom) (York 2020)
Atmospheric aerosols are measured by Aerosol Optical Depth (AOD)—the aerosols distributed within a column of air from the Earth’s surface to the top of the atmosphere. AOD measurements data streams can be retrieved from multiple geostationary remote-sensing satellites, enabling the real-time modeling and short-term prediction of AOD processes. For example, the Advanced Baseline Imager (ABI) on board the NOAA’s GOES-16 and GOES-17 satellites both generate remote-sensing AOD images for the continental U.S. (CONUS) every 5 minutes. Figure 2 shows the observed AOD from both GOES-16 and GOES-17 at 2020-10-01-18:03 over the West Coast. It is critical to note that, although the two images are taken at the same time over the same spatial area for the same underlying process, the two images present very heterogeneous characteristics. For example,

- The data missing rates are clearly different from the two data streams (the white spaces correspond to the areas over which no measurements are available).
- Even the measured AOD values can be different. In the Northwest portions of these two images, GOES-16 (on the left) clearly shows much lower AOD readings than GOES-17 (on the right). In this example, GOES-16 fails to see the wildfire burning in the Northwest region of the image.

In fact, heterogeneity among multi-source data streams is a very common issue in optical remote-sensing (e.g., data missing rate, sampling frequencies, systematic bias, measurement errors, etc.). Remote-sensing data streams are noisy and potentially biased observations of an underlying physical process. There exist pressing needs and theoretical interests to simultaneously utilize (or, fuse) multi-source remote-sensing data streams, so that the underlying aerosol propagation process can be accurately estimated and predicted.
From the perspective of atmospheric science, the propagation of aerosols is an advection-diffusion process driven by wind. Capturing the advection-diffusion dynamics becomes indispensable for accurate and interpretable predictions. Understanding the interactions between aerosols and wind is also critical for determining the space-time correlation structure of the statistical model for aerosol propagation. This application example motivates us to investigate the physics-informed statistical modeling for multi-source spatial-temporal data (arising from the same underlying physical process), i.e., the modeling of wildfire aerosols propagation by utilizing multi-source geostationary satellite remote-sensing data streams.

1.2. Literature Review and Contributions

Statistical approaches have been widely applied to model environmental monitoring data. For example, Kuusela and Stein (2018) proposed a locally stationary Gaussian Process (GP) regression model for Argo float data in a moving-window fashion, which avoids explicitly modeling the non-stationary covariance structure. Guinness and Stein (2013) proposed a statistical model that accounts for both spatial-temporal jumps and non-stationarity in dynamic temperature fields with high temporal resolution. Stroud et al. (2017) developed a Monte Carlo EM algorithm for GP that handles the missing data issue which is commonly encountered in environmental monitoring. For non-stationary and highly dynamic processes, Stroud et al. (2001) proposed a Gaussian State Space Model (GSSM) that allows regression parameters to evolve over time, such that non-stationary spatio-temporal data can be handled. Based on a scalar transport equation, Liu et al. (2016) proposed a spatio-temporal model for ground-level ozone concentration using a convolution approach. Liu et al. (2018b) investigated the modeling of weather radar reflectivity data, in which a space-time autoregressive process is used to characterize the motion of storms and a spatio-temporal conditional autoregressive process is employed to describe the small-scale random variation. Interested readers may refer to Stein (2012), Banerjee et al (2014), Cressie and Wikle (2015) for a more comprehensive review of statistical spatio-temporal models.

In particular, for the statistical modeling of satellite remote-sensing data, Kang and Cressie (2011) developed a Bayesian spatial random-effects model for AOD data from the MISR instrument on NASA’s Terra satellite. Katzfuss and Cressie (2011) adopted a spatio-temporal mixed-effects model for CO$_2$ measurements from NASA’s Aqua satellite, in which a fixed-rank smoothing and EM algorithm are developed for parameter estimation. Ma and Kang. (2020a) combined the Gaussian Markov random field and fixed-rank kriging as a fused GP model, and applied this model to sea surface temperature measurements from the MODIS satellite data. Note that, when an environmental process is monitored by various instruments or satellites, data assimilation or fusion is often needed to fully utilize data from multiple sources. Nguyen et al. (2014) proposed a data fusion
approach for CO$_2$ observations from Japan’s Greenhouse gases Observing SATellite (GOSAT) and NASA’s Atmospheric InfraRed Sounder (AIRS). Based on a spatio-temporal random-effect model, Ma and Kang. (2020b) developed a Dynamic Fused Gaussian Process (DFGP) for sea surface temperature data from MODIS and Advanced Microwave Scanning Radiometer-Earth Observing System (AMSR-E) instruments.

This paper further advances the state-of-the-art by making the following contributions.

- The proposed approach enables the simultaneous modeling of heterogenous multi-source data streams with different spatial resolutions, data quality, sampling frequencies, etc.;
- The approach further improves the modeling accuracy and interpretability over a recently proposed physics-informed spatio-temporal model (Liu et al. 2021) by addressing the inevitable bias due to the inadequacy of first-order physics and the truncation error of the Fourier series;
- The paper successfully applies the proposed approach to a real data set, demonstrates the advantages of physics-informed statistical learning for a critical application, and makes the computer code readily available.

\[
y_{t} = F\theta_{t} + \text{noise} \\
\theta_{t} = G\theta_{t-1} + \text{noise},
\]

(1)
where $y_t$ is a vector that contains observations at time $t$, $F$ is a matrix of Fourier basis functions, $\theta_t$ is the state vector that contains the temporal Fourier coefficients, and $G$ is the transition matrix that is determined by governing physics. Note that, the Fourier coefficients in $\theta_t$ are truncated, and only a limited number of low-frequency terms are retained. Also note that, in the non-linear case, the temporal evolution of spectral coefficients are all coupled. Both papers leverage the general Dynamic Spatio-Temporal Model (DSTM), which decouples the modeling of underlying processes and observation data (Wikle et al. 1998, Katzfuss et al. 2020). The hierarchical structure of DSTM naturally enables one to link heterogeneous multi-source remote-sensing AOD data to an underlying physical process, and effectively characterize the uncertainty associated with multiple data streams (Wikle et al. 2001).

In this paper, we provide a more holistic view that unifies the results in Sigrist et al. (2015) and Liu et al. (2021) based on the spectral theory; see subsection 2.2. In addition, model (1) assumes that the governing advection-diffusion equation adequately describes the underlying physical process, which is rarely true in reality. In fact, (first-order) governing equations are often approximations to complicated real-world processes, and bias is almost always present. For example, Stroud et al. (2010) introduced a bias correction term when investigating the Michigan lake sediment transport using a finite differences method. It is also noted that, since model (1) approximates the observation using a spectral method that discards the high-frequency terms, bias is inevitably introduced into the model (e.g., the Gibbs phenomenon due to the discontinuity at the boundaries of the images (Gibbs 1898)). We extend model (1) in Liu et al. (2021) by including a data-driven bias correction process when modeling the remote-sensing AOD data.

The remainder of this paper is organized as follows. Section 2 presents the physics-informed statistical model for multi-source data streams. Section 3 presents an application example of the proposed model using GOES-16 and GOES-17 AOD image streams from the 2020 California Glass Fire. Comprehensive comparisons and discussions on the computational aspects of the proposed approach are presented. Section 4 concludes this paper.
the aerosols propagation process: $[\theta_t | \theta_{t-1}, \psi_P]$, where $\theta_t$ is the state vector that characterizes the physical process (to be discussed later), $\psi_P$ contains the unknown parameters, and $[\cdot]$ denotes the probability distribution.

The Data Layer models the observed multi-source remote-sensing data streams arising from the underlying aerosols propagation process. In this paper, $M$ denotes the number of data sources. For each data source $m \in \{1, 2, \ldots, M\}$, observations are available at $T^{(m)} = \{t^{(m)}_1, \ldots, t^{(m)}_{T_m}\}$, where $T_m$ is the total number of temporal observations from source $m$. At any time $t \in T^{(m)}$, $y^{(m)}_t$ is a $(N - n^{(m)}_t) \times 1$ vector representing the observations from $N$ spatial locations, where $n^{(m)}_t$ is the number of missing data points from source $m$ at that time. Let $\mathcal{T} = \bigcup_{j=1}^M T^{(m)}$ be the joint observation times from all data sources. Given any time $t \in \mathcal{T}$, let $J_t = \{m : t \cap T^{(m)} \neq \emptyset, m = 1, 2, \ldots, M\}$ be a collection of data sources where observations are available at that time. Then, all observations available at time $t$ are represented by concatenating the observations from individual sources, i.e., $y_t = \text{vec}(\{y^{(m)}_t\}_{m \in J_t})$. Hence, the Data Layer is expressed by $[y_t | \theta_t, \psi_D]$, where $\psi_D$ contains the unknown parameters in this layer, and the observations depend on the state vector $\theta_t$ of the underlying physical process. Note that, (i) the separation of the Data Layer and the Physics Layer enables the handling of multi-modal or multi-source observations arising from the aerosols propagation process (Wikle et al. 1998, Katzfuss et al. 2020); (ii) missing or non-gridded data can be handled by defining a mapping between the regular and irregular support (which is to be fully exploited in this paper); (iii) uncertainties associated with multi-source data streams can be characterized by the observational errors.

The Parameter Layer enables the incorporation of additional regularizations or Bayesian priors on the parameters, $[\psi_D, \psi_P]$.

Figure 4  A hierarchical modeling structure for multi-source data streams arising from a physical process
The following sub-sections present the technical details of how each layer can be modeled and integrated into a dynamic model for multi-source remote-sensing data streams.

2.2. The Model

The propagation of wildfire aerosols is an advection-diffusion process described by a Partial Differential Equation (PDE) (Cushman-Roisin and Beckers 2011):

\[
\frac{\partial \xi(s,t)}{\partial t} = \mathcal{A} \xi(s,t) + Q(s,t),
\]

where \( \xi(s,t) \) represents the AOD (Aerosol Optical Depth) process in space and time, \( Q(s,t) \) is the source term (aerosol emission), and the advection-diffusion operator \( \mathcal{A} \) is given by:

\[
\mathcal{A} \xi(s,t) = -\mathbf{v}^T(s,t) \nabla \xi(s,t) + \nabla \cdot [\mathbf{D}(s,t) \nabla \xi(s,t)]
\]

with \( \mathbf{v}(s,t), \mathbf{D}(s,t), \nabla \) and \( \nabla \cdot \) respectively being the wind field, diffusivity, gradient and divergence. The PDE (2) has been wildly used for modeling the particle movement inside a physical system such as the sediment concentration in water (Stroud et al. 2010) and pollutant dispersion in air (Liu et al. 2016). The first term on the right-hand side of (3) captures the advection of the wildfire aerosols propagation driven by a wind field \( \mathbf{v}(s,t) \), while the second term of (3) represents the diffusion process driven by the concentration gradient. In this paper, both \( \mathbf{v}(s,t) \) and \( \mathbf{D}(s,t) \) may vary in space and time. Note that, although Liu et al. (2021) only considers spatially-varying but temporally-invariant advection-diffusion, we note that the framework can be extended to spatially- and temporally-varying advection-diffusion. The latter is more flexible and better captures the complex spatial and temporal dynamics of the short-term wildfire aerosols propagation.

We first provide a different perspective to the main results obtained from Liu et al. (2021). Following the spectral theory, the eigenfunction solution of the PDE (2) is given by:

\[
\xi(s,t) = \sum \alpha_k(t) f_k(s),
\]

where \( f_k(s) \) is the eigenfunction (e.g., the Fourier bases) and \( \alpha_k(t) \) determines the weighting of each mode. Similarly, the source term \( Q(s,t) \) can also be expressed by \( Q(s,t) = \sum \beta_k(t) f_k(s) \).

\( \diamond \) In the linear case (i.e., when the operator \( \mathcal{A} \) does not change in space or time), taking the inner product of \( \dot{\xi}(s,t) \) and the adjoint eigenfunction \( \tilde{f}_k'(s) \) yields (see page 43 of Kutz et al. (2016) for details):

\[
\left\langle \dot{\xi}(s,t), \tilde{f}_k'(s) \right\rangle = \left\langle \sum \dot{\alpha}_k(t) f_k(s), \tilde{f}_k'(s) \right\rangle = \lambda_k' \left\langle \sum \alpha_k(t) f_k(s), \tilde{f}_k'(s) \right\rangle + \left\langle \sum \beta_k(t) f_k(s), \tilde{f}_k'(s) \right\rangle,
\]

(5)
which implies that $\dot{\alpha}_k(t) = \lambda^*_k \alpha_k(t) + \beta_k(t)$, where $\lambda^*_k$ is the conjugate adjoint eigenvalues. Hence, for any $k$, the temporal evolution of $\alpha_k(t)$ only depends on itself. This is consistent with the main result presented in Sigrist et al. (2015).

\(\triangleright\) In the non-linear case (i.e., when the operator $A$ varies in space and time), taking the inner product of $\dot{\xi}(s,t)$ and the adjoint eigenfunction $\tilde{f}_k(s)$ yields

$$\left\langle \dot{\xi}(s,t), \tilde{f}_k(s) \right\rangle = \left\langle \sum_k \dot{\alpha}_k(t) f_k(s), \tilde{f}_k(s) \right\rangle = \left\langle A \xi(s,t), \tilde{f}_k(s) \right\rangle.$$  \hspace{1cm} (6)

Because $A$ is non-linear, and we can no longer obtain the second row of (5). Hence, for any $k$, the temporal evolution of $\alpha_k(t)$ depends on all spectral coefficients in (4). Liu et al. (2021) provided the closed-form expression of the transition matrix that determines the dynamics of $\alpha_k(t)$.

In this paper, we consider a real-valued process $\xi(s,t)$ defined on a $N_1 \times N_2$ uniform spatial grid at discrete times (without loss of generality, $N_1$ and $N_2$ are assumed to be even numbers). The spatial domain is defined by a Cartesian product $\mathbb{S} = A \times B = \{s = (s_1, s_2) | s_1 \in A, s_2 \in B\}$, where $A = \{0, 1/N_1, \ldots, (N_1 - 1)/N_1\}$ and $B = \{0, 1/N_2, \ldots, (N_2 - 1)/N_2\}$. The spectral method decomposes the process $\xi(s,t)$ into a linear combination of orthogonal spatial basis functions and temporal coefficients that evolve over time (Liu et al. 2021):

$$\xi(s,t) = \sum_{k \in K_1} \alpha_k^{(c)}(t) f_k^{(c)}(s) + 2 \sum_{k \in K_2} \left( \alpha_k^{(c)}(t) f_k^{(c)}(s) + \alpha_k^{(s)}(t) f_k^{(s)}(s) \right),$$  \hspace{1cm} (7)

where $f_k^{(c)}(s) = \cos(k^T s)$ and $f_k^{(s)}(s) = \sin(k^T s)$ are the Fourier basis functions for real-valued processes, $\alpha_k^{(c)}(t)$ and $\alpha_k^{(s)}(t)$ are the coefficients respectively corresponding to $f_k^{(c)}(s)$ and $f_k^{(s)}(s)$, $k$ is the spatial wave number, and $K_1$ and $K_2$ are two disjoint subsets:

$$K_1 = \{(0,0), (0,N_2/2), (N_1/2,0), (N_1/2,N_2/2)\}$$

$$K_2 = \{(k_1,k_2) | k_1 = 1, \ldots, N_1/2 - 1, k_2 = -N_2/2 + 1, \ldots, -1\}$$

$$\cup \{(k_1,k_2) | k_1 = 0, 1, \ldots, N_1/2, k_2 = 1, 2, \ldots, N_2/2 - 1\}$$

$$\cup \{(k_1,N_2/2) | k_1 = 0, 1, \ldots, N_1/2\},$$

where $|K_1| + 2|K_2| = N_1 \times N_2$.

The source term $Q(s,t)$ is described by a linear model $Q(s,t) = z(s)b(t)$, where $z(s)$ is a spatial covariate and $b(t)$ is the coefficient. If the covariate process admits a spectral representation

$$z(s) = \sum_{k \in K_1} \beta_k^{(c)} f_k^{(c)}(s) + 2 \sum_{k \in K_2} \left( \beta_k^{(c)} f_k^{(c)}(s) + \beta_k^{(s)} f_k^{(s)}(s) \right),$$  \hspace{1cm} (8)

the linear model $Q(s,t) = z(s)b(t)$ implies

$$Q(s,t) = \sum_{k \in K_1} \beta_k^{(c)}(t) f_k^{(c)}(s) + 2 \sum_{k \in K_2} \left( \beta_k^{(c)}(t) f_k^{(c)}(s) + \beta_k^{(s)}(t) f_k^{(s)}(s) \right),$$  \hspace{1cm} (9)
that systematic bias may exist in (10) due to the following two major considerations. are provided in Appendix A.

The temporal coefficients can be captured by an Ordinary Differential Equation (ODE):

\[ \alpha_t = P_t \alpha_t + \beta_t, \]  

where \( P_t \) is given by

\[ P_t = \begin{pmatrix} C^{-1}_{11} \Psi^{(A1+D1)} & 2C^{-1}_{12} \Psi^{(A1+D1)} & 2C^{-1}_{12} \Psi^{(A2+D2)} \\ C^{-1}_{21} \Psi^{(A1+D1)} & C^{-1}_{22} \Psi^{(A2+D2)} & C^{-1}_{22} \Psi^{(A2+D2)} \\ C^{-1}_{21} \Psi^{(A3+D3)} & C^{-1}_{22} \Psi^{(A3+D3)} & C^{-1}_{22} \Psi^{(A4+D4)} \end{pmatrix}. \]  

Note that, the transition matrix \( P_t \) is completely determined by the physics process (2) and depends on the advection and diffusion parameters, \( v(s,t) \) and \( D(s,t) \). Detailed expressions of \( P_t \) are provided in Appendix A.

Although (10) captures the dynamics of \( \alpha_t \) based on the physics process (2), it is worth noting that systematic bias may exist in (10) due to the following two major considerations.

- The transition matrix \( P_t \) in (11) is a dense matrix of a dimension of \( N_1 \times N_2 \). As shown in Appendix A, the evaluation of each element in \( P_t \) requires double numerical integration over the spatial domain and is computationally expensive. The conventional strategy is to truncate the wavenumbers by only keeping a (much smaller) number of low-frequency terms. However, dropping high-frequency Fourier terms inevitably leads to artifacts (i.e., the well-known Gibbs phenomenon when re-constructing the aerosols process through Inverse Fourier Transform (IFT) (Gibbs 1898)) and introduces errors into the transition equation. For illustrative purposes, Figure 5(a) shows a satellite image with \( 60 \times 60 \) pixels \((N_1 = N_2 = 60)\) from the GOES-17 AOD data product. Figure 5(b)-(d) are the AOD images recovered by IFT with wavenumbers being truncated at \( (40, 40) \), \( (20, 20) \) and \( (10, 10) \), respectively. Figure 5(b)-(d) clearly show that it becomes more difficult to capture the small-scale characteristics in the original AOD image if more high-frequency terms are discarded.

- The second source of systematic bias is due to the fact that first-order physics (such as the PDE (2)) is only an approximation of the complex real-world process. In addition, the calculation
of the transition matrix $P_t$ depends on the velocity field $v(s,t)$ and diffusivity $D$, which are never precisely known and are often estimated from data. This means that even if no truncation is made (i.e., all Fourier coefficients are remained), systematic bias still presents in (10).

Hence, a bias correction term $\gamma_t \Delta$ is added to the discrete-time (first-order) solution of (10):

$$\alpha_{t+1} = \exp(P_t \Delta) \alpha_t + \tilde{\beta}_t \Delta + \gamma_t \Delta + w_t^{(\alpha)},$$

(12)

where $\exp(\cdot)$ is the matrix exponential, $w_t^{(\alpha)}$ is the random noise that captures the uncertainty associated with the transition of $\alpha_t$, and $\Delta$ is the time interval. Without loss of generality, we let $\Delta = 1$ in all subsequent discussions.

Let $\theta_t^* = (\alpha_t^T, \tilde{\beta}_t^T, \gamma_t^T)^T$ be the augmented state vector, we obtain:

$$\theta_{t+1}^* = G_t^* \theta_t^* + w_t^*,$$

(13)

where $G_t^* = \left( \begin{array}{cc} \exp(P_t) & I \\ 0 & I \end{array} \right)$, $w_t^* = \left( \begin{array}{c} w_t^{(\alpha)} \\ w_t^{(\beta)} \\ w_t^{(\gamma)} \end{array} \right)$, and $w_t^* \sim \mathcal{N}(0, W^*)$.

The first row of $G_t^*$ shows that $\alpha_{t+1}$ depends on $\alpha_t$ and the sum of $\tilde{\beta}_t$ and $\gamma_t$. Because $\tilde{\beta}_t$ and $\gamma_t$ are two independent Brownian processes with constant (unknown) means, $\tilde{\beta}_t$ and $\gamma_t$ are not identifiable without additional regularizations. Hence, we let $\tilde{\gamma}_t = \tilde{\beta}_t + \gamma_t$, and re-write (13) as:

$$\theta_{t+1} = G_t \theta_t + w_t,$$

(14)

where $\theta_t = (\alpha_t^T, \tilde{\gamma}_t^T)^T$, $G_t = \left( \begin{array}{cc} \exp(P_t) & I \\ 0 & I \end{array} \right)$, $w_t = \left( \begin{array}{c} w_t^{(\alpha)} \\ w_t^{(\beta)} \end{array} \right)$, and $w_t \sim \mathcal{N}(0, W)$.

Finally, by combining (7), (9) and (14), we obtain a dynamic model for multi-source satellite data streams arising from the same underlying process:

$$y_t = F_t \theta_t + v_t, \quad v_t \sim \mathcal{N}(0, V_t)$$

$$\theta_t = G_t \theta_{t-1} + w_{t-1}, \quad w_t \sim \mathcal{N}(0, W_t),$$

(15)
where $V_t = \text{diag}(\{\sigma_m^2 F}_m^{1|T} \}_{m=1}^{|J_t|}$ and $W_t$ are covariance matrices, and

$$F_t = \begin{pmatrix} F_t^{(1)} \\ F_t^{(2)} \\ \vdots \\ F_t^{(|J_t|)} \end{pmatrix} = \begin{pmatrix} K^{(1)}_t F, & 0 \\ K^{(2)}_t F, & 0 \\ \vdots \\ K^{(|J_t|)}_t F, & 0 \end{pmatrix}. \tag{16}$$

In addition,

- $J_t$ is a collection of data sources where observations are available at time $t$.
- $F = (f(s_1), \ldots, f(s_N))^T \in \mathbb{R}^{N \times (2|K_1| + |K_2|)}$, $f(s) = (f^{(c)}_{K_1}(s), 2f^{(c)}_{K_1}(s), 2f^{(c)}_{K_2}(s))^T$, where $f^{(c)}_{K_1}(s) = (f^{(c)}_{k_1,1}(s), f^{(c)}_{k_1,2}(s), \ldots, f^{(c)}_{k_1,|K_1|}(s))$, $f^{(c)}_{K_2}(s) = (f^{(c)}_{k_2,1}(s), f^{(c)}_{k_2,2}(s), \ldots, f^{(c)}_{k_2,|K_2|}(s))$, and $f^{(s)}(s) = (f^{(s)}_{k_2,1}(s), f^{(s)}_{k_2,2}(s), \ldots, f^{(s)}_{k_2,|K_2|}(s))$.
- $K^{(m)}_t$ is a $(N - n^{(m)}_t) \times N$ Boolean mapping matrix that handles the missing data issue for the available data source $m$ at time $t$ (i.e., $m \in J_t$), where $n^{(m)}_t$ is the number of missing data points at time $t$ from data source $m$.

The model (15) contains the unknown parameters $\psi = (\psi_P, \psi_D)$ and the state vector $\theta_t$. Here, $\psi_P$ is a collection of the entries of the dense covariance $W$ and $\psi_D = \{\sigma_1^2, \sigma_2^2, \ldots, \sigma_M^2\}$ is associated with $V_t$.

- Conditioning on $\psi$, the posterior distribution for $\theta_t$ can be obtained using the Forward Filtering and Backward Sampling (FFBS) approach. The FFBS algorithm employs the Kalman filter to get a one-step-ahead posterior of the state vector, and the backward sampling to obtain the full posterior given all observations $y_{1:T}$. Let $m_{t|t}$ and $C_{t|t}$ denote the filtering mean and covariance matrix of $\theta_t$ given the observations up to time $t$, and let $m_{t|t-1}$ and $C_{t|t-1}$ be the one-step-ahead predictive mean and covariance matrix of $\theta_t$ given the observations up to time $t - 1$, we have

$$m_{t|t-1} = G_t m_{t-1|t-1}, \quad C_{t|t-1} = G_t C_{t-1|t-1} G_t^T + W \tag{17}$$

with the initial condition $\theta_0 \sim \mathcal{N}(m_{0|0}, C_{0|0})$. The filtering mean and covariance matrix given the observations up to time $t$ are

$$m_{t|t} = m_{t|t-1} + C_{t|t-1} F_t^T (F_t C_{t|t-1} F_t^T + V_t)^{-1} (y_t - F_t m_{t|t-1}) \\ C_{t|t} = C_{t|t-1} - C_{t|t-1} F_t^T (F_t C_{t|t-1} F_t^T + V_t)^{-1} F_t C_{t|t-1}. \tag{18}$$

Then, the FFBS approach gives the posterior distribution of $\theta_{1:T}$, i.e., $\theta_{1:T} | y_{1:T}$ as follows:

- At time $T$, $\theta_T | y_{1:T} \sim \mathcal{N}(m_{T|T}, C_{T|T})$.
- For $t = T - 1, T - 2, \ldots, 1$, $\theta_t | \theta_{t+1}, y_{1:T} \sim \mathcal{N}(h_t, H_t)$, where

$$h_t = m_{t|t} + C_{t|t} G_{t+1} C_{t+1|t}^{-1} (\theta_{t+1} - m_{t+1|t}) \\ H_t = C_{t|t} - C_{t|t} G_{t+1} C_{t+1|t}^{-1} G_{t+1} C_{t|t}. \tag{19}$$
- Conditioning on \( \theta \), we obtain (i) the closed-form expression of the posterior distribution of \( \psi_P \) leveraging the conjugate inverse Wishart distribution for \( W \), i.e., \( W \sim \mathcal{W}^{-1}(\Phi, \nu) \), and (ii) the closed-form expression of the posterior distribution of \( \psi_D \) leveraging the conjugate inverse Gamma distribution, i.e., \( \sigma_m^2 \sim \mathcal{IG}(a_m, b_m) \) for \( m = 1, 2, \ldots, M \).

The Gibbs sampler with FFBS for estimating the posterior distribution of \( \psi = (\psi_P, \psi_D) \) and \( \theta_t \) is summarized in Appendix B.

3. Application: 2020 California Glass Fire

3.1. Background and Data Processing

In this application example, we apply the proposed approach to model the California Glass Fire aerosols propagation using the GOES datasets. The Glass Fire started on September 27, 2020, and burned over 67,484 acres in the Wine Country, CA, for 23 days. This case study utilizes data from both GOES-16 and GOES-17, which were launched in November 2016 and March 2018, and collaboratively developed and operated by NASA and NOAA. The operational location of GOES-16 (GOES-17) is 75.2°W (137.2°W), and the main scanning area of GOES-16 (GOES-17) includes the CONUS (PACUS: Pacific Ocean including Hawaii), covering the state of California.

Figure 6 shows an AOD satellite image from GOES-17 at 18:56, October 1, which is retrieved at 550nm channel (available on Google Cloud in the ABI-L2-AODC folder (Google Cloud 2021)). AOD is dimensionless and ranges from -0.05 to 5 in the GOES data product. An AOD value less than 0.1 indicates a crystal clear sky with the maximum visibility, and a value of 0.4 corresponds to a hazy condition (Nguyen et al. 2012). The AOD value over the Wine Country ranges from 3 to 5, indicating extremely haze conditions due to the wildfire. Note that, missing data (i.e., the white areas) are clearly observed in the image, which is a common issue for optical remote sensing.

The original AOD images are available every 5 minutes and have a 56µrad×56µrad spatial resolution in scanning and sweep angles. These two axes, i.e., scanning and sweep angles, in the
raw dataset cause unevenly-spaced observational data when the AOD data are projected to regular spatial grids with longitude and latitude. Hence, we further process the data by projecting the original data to a $0.04^\circ \times 0.04^\circ$ ($\sim 20\text{km}^2$) uniform grid as shown in Figure 7(a). Figure 7 (b)-(e) show the processed AOD images on October 1, 2020, from the GOES-17 AOD dataset.

3.2. Modeling with Data Streams from GOES-16 and GOES-17

After processing the raw data, we demonstrate the capability of the proposed model in modeling data streams from both GOES-17 and GOES-16. Figure 8 shows the AOD data stream from GOES-17 (row (a)) and GOES-16 (row (b)) at selected times at 4, 9, 14 and 19.

As shown in the first two rows of Figure 8, although the two image streams are obtained from the same underlying aerosols propagation process, they present very heterogeneous characteristics. For example, due to different observing angles and instruments, GOES-16 AOD images have more missing data points than GOES-17 (i.e., the white areas). More importantly, the two satellites even provide very different AOD levels in the Northeast region of the spatial domain (possibly due to measurement errors). There is a clear need to integrate, or fuse, the two heterogeneous datasets when estimating the underlying aerosols propagation.

A number of 40 consecutive AOD images are used to establish the statistical model (20 images are respectively from GOES-16 and GOES-17). These images are taken from 2020-10-01-18:03 to 2020-10-01-19:38 with a temporal resolution of 5 minutes. At time $t$, the data $y_t = \text{vec}(y_t^{(1)}, y_t^{(2)})$ are arranged in a $(7200 - n_t^{(1)} - n_t^{(2)}) \times 1$ column vector, where $n_t^{(1)}$ and $n_t^{(2)}$ are respectively the
numbers of missing points from GOES-16 and GOES-17 at that time. The mapping matrices $K_t^{(1)}$ and $K_t^{(2)}$ are also introduced to address the missing data issue, where $K_t^{(1)}$ is a $(3600 - n_t^{(1)}) \times 3600$ matrix, and $K_t^{(2)}$ is a $(3600 - n_t^{(2)}) \times 3600$ matrix. The dynamic model for the two data streams can be written as

$$
\begin{pmatrix}
  y_t^{(1)} \\
  y_t^{(2)}
\end{pmatrix} = \begin{pmatrix}
  (K_t^{(1)}F, 0) \\
  (K_t^{(2)}F, 0)
\end{pmatrix} \theta_t + v_t,
$$

$$
\begin{pmatrix}
  v_t \\
  w_t
\end{pmatrix} \sim \mathcal{N}\left(0, \begin{bmatrix} \sigma_1^2 I & \sigma_2^2 I \\ \sigma_2^2 I & \sigma_2^2 I \end{bmatrix}\right),
$$

$$
\theta_t = G_t \theta_{t-1} + w_{t-1},
$$

$$
w_t \sim \mathcal{N}(0, W),
$$

where $\sigma_1^2 \sim IG(a_1, b_1)$, $\sigma_2^2 \sim IG(a_2, b_2)$, $W \sim W^{-1}(\Phi, \nu)$, $a_1, b_1, a_2, b_2, \Phi,$ and $\nu$ are the hyperparameters.

Note that, the computation of $G_t$ in (20) requires the velocity field $\mathbf{v}(s, t)$ and diffusivity field $D(s, t).$ Here, the Optical Flow (OF) method is used to obtain $\mathbf{v}(s, t)$ and $D(s, t).$ OF is a computer vision method that estimates motion vectors (velocity field in our case) from a sequence of images based on intensity gradients and differences (Horn and Schunck 1981). Figure 9(a) shows...
the velocity field computed from the 20 AOD images using the OF method. As seen from this figure, the wind speed ranges from 3.5km/h to 29.5km/h, and the prevailing wind direction is from Northeast to Southwest. After obtaining the wind field, the diffusivity field is calculated using

$$D(s) = 0.28(\delta_x\delta_y)\sqrt{\left(\frac{\partial v_x}{\partial s_x} - \frac{\partial v_y}{\partial s_y}\right)^2 + \left(\frac{\partial v_x}{\partial s_y} + \frac{\partial v_y}{\partial s_x}\right)^2},$$

where $\delta_x$ and $\delta_y$ are the computational resolution of the wind field; see Liu et al. (2018b) for more details. Figure 9(b) shows the derived diffusivity field, which ranges from 0.095km$^2$/h to 34.38km$^2$/h.

Next, the Gibbs sampling with FFBS (Algorithm 1 in Appendix B) is applied to (20). Figure 8 (rows (c) and (d)) show the (filtered) estimated AOD values, and the bias correction process at selected times 4, 9, 14 and 19. Here, the wavenumbers in (20) are truncated at (20,20), and the augmented state is given by $\theta_t = \text{vec}(\alpha_t, \tilde{\gamma}_t) \in \mathbb{R}^{800 \times 1}$. We see that,

- The AOD value in the Northeast region is close to 3 based on GOES-17 (the first row of Figure 8), while the AOD value in the same region is about 0 based on GOES-16 (the second row). It is important to note that the proposed model successfully integrates (or fuses) two heterogeneous data streams in estimating the aerosols propagation, and the estimated AOD in the Northeast region is much higher than zero. The fusion of these two data images should not be seen as simply taking the average of the two data streams. Here, the estimated AOD process needs to satisfy the physical advection-diffusion process.

- All missing AOD values are estimated when the estimated AOD images are reconstructed by the Inverse Fourier Transform, $F\hat{\theta}_t = F\text{vec}(\hat{\alpha}_t, \hat{\gamma}_t)$. Unlike pure data-driven missing value imputation, the missing values are computed such that the filtered AOD process satisfies the physical advection-diffusion equation.

- The propagation of the filtered AOD process matches the observed AOD process, which is consistent with the prevailing direction of the estimated velocity field (Northeast to Southwest). The amount of the bias correction gradually decreases, showing how the bias correction process dynamically calibrates the estimated true process.
Short-term prediction of AOD is straightforward by computing the predicted state \( \hat{\theta}_{t+k} = \text{vec}(\hat{\alpha}_{t+k}, \hat{\gamma}_{t+k}) \) at the forward \( k \) time steps using \( \hat{\theta}_{t+k} = G_{t+k} \hat{\theta}_t \). Then, the predicted AOD is given by \( \xi(s,t) = F\hat{\alpha}_{t+k} + F\hat{\gamma}_{t+k} \), where \( F\hat{\alpha}_{t+k} \) and \( F\hat{\gamma}_{t+k} \) are respectively the predicted and bias correction AOD. Figure 10 shows the observed AOD values from GOES-17 (row (a)) and GOES-16 (row (c)), and the prediction error calculated based on the observations from GOES-17 (row (b)) and GOES-16 (row (c)). Note that, because both satellite data streams are possibly biased observations of the underlying AOD process, there exists no ground truth for evaluating the accuracy of the estimated AOD process. However, we do see from Figure 10 that the prediction errors calculated using the observations from GOES-17 are less than those calculated from the GOES-16 data, implying that the predicted AOD images are more similar to GOES-17 AOD images. In addition, when the predicted horizon becomes larger, the prediction performance deteriorates as expected.
The main reason is that the future velocity field gradually deviates from the velocity field estimated from historical data.

The Gibbs sampling with FFBS algorithm for fitting the model (15) has cubic complexity in the number of spatial points, i.e., $O(TN^3)$. Although the computational cost might be reduced by converting the data into the spectral domain by Fourier transform (Sigrist et al. 2015), this approach may not work well with missing data. One practical approach is to perform the data downsampling, i.e., fitting the model using a subset of selected observations (as if other data points were missing, and note that, our model can handle missing data). Hence, we investigate the trade-off between downsampling and model accuracy.

To elaborate, we adopt the uniform downsampling as shown in Figure 11. As illustrated by this figure, only the data at the downsampling grid are used to fit the model, and the dynamic model becomes

$$
y^{(D)}_t = F^{(D)}_t \theta_t + v^{(D)}_t, \quad v_t \sim N(0, V^{(D)}_t)$$

$$\theta_t = G_t \theta_{t-1} + w_{t-1}, \quad w_t \sim N(0, W_t)$$

where

$$
y^{(D)}_t = \begin{pmatrix} M_t y^{(1)}_t \\ M_t y^{(2)}_t \\ \vdots \\ M_t y^{(|J_t|)}_t \end{pmatrix}, \quad F^{(D)}_t = \begin{pmatrix} M_t K^{(1)}_t F, 0 \\ M_t K^{(2)}_t F, 0 \\ \vdots \\ M_t K^{(|J_t|)}_t F, 0 \end{pmatrix}$$

and $M_t$ is a Boolean matrix that determines if a spatial point is sampled at time $t$.

In other words, the unselected points by the downsampling can be simply treated as missing data and handled by the proposed model. To investigate the trade-off between downsampling
and model accuracy, Figure 12 shows the relative computation times and Mean-Squared-Error (MSE) of the estimated AOD process at time 20 for various downsampling grid sizes ranging from $20 \times 20$ to $30 \times 30$. In this figure, the solid line shows the relative computation time, which grows as the downsampling grid size increases due to the cubic complexity $O(TN^3)$. The dashed line shows that the estimation MSE becomes lower as the downsampling grid size becomes larger. The results clearly show that the gain in modeling accuracy decreases while the computational time significantly increases (when the downsampling grid size increases), justifying the practical need to make a trade-off between downsampling and model accuracy.

### 3.3. Comparison with the pure data-driven approach

We further compare the proposed physics-informed model with a pure data-driven modeling approach. Note that, when the velocity field $v(s,t)$ and diffusivity $D(s,t)$ do not change over time (i.e., $G_t$ does not vary in time in (15)), a pure data-driven approach can be used to estimate $G$ as well as the system state $\theta_t$ using the Gibbs sampling with FFBS. At each iteration of the Gibbs sampling, after obtaining $\theta^{(i)}_t$ using FFBS, the sample $G^{(i)}$ of $G$ can be computed by $\left(\Theta_1^{(i)} - w^{(i-1)}\right)(\Theta_2^{(i)})^{-1}$, where $\Theta_1^{(i)} = (\theta_1^{(i)}, \theta_2^{(i)}, \cdots, \theta_T^{(i)}) \in \mathbb{R}^{K \times (T-1)}$, $\Theta_2^{(i)} = (\theta_1^{(i)}, \theta_2^{(i)}, \cdots, \theta_T^{(i)}) \in \mathbb{R}^{K \times (T-1)}$, $w^{(i-1)} = (w_1^{(i-1)}, w_2^{(i-1)}, \cdots, w_{T-1}^{(i-1)})$, and $w_j^{(i-1)} \sim \mathcal{N}(0, W^{(i-1)})$ for $j = 1, 2, \cdots, T-1$.

The Gibbs sampling with FFBS for the pure data-driven approach is summarized in Appendix B.

![Figure 13](image)

**Figure 13**  (a) Initial emission signals; (b) Velocity field used for simulation

The comparison is performed with a simulated dataset based on the PDE (2). As shown in Figure 13(a), an initial emission signal is generated at a $20 \times 20$ spatial grid following the function:

$$f(s) = \frac{3}{2\pi \cdot 0.25^2} \exp \left( -\frac{\|s_{c1} - s\|^2}{2 \cdot 0.25^2} \right) + \frac{3}{2\pi \cdot 0.25^2} \exp \left( -\frac{\|s_{c2} - s\|^2}{2 \cdot 0.25^2} \right) + \frac{3}{2\pi \cdot 0.25^2} \exp \left( -\frac{\|s_{c3} - s\|^2}{2 \cdot 0.25^2} \right) + \frac{3}{2\pi \cdot 0.25^2} \exp \left( -\frac{\|s_{c4} - s\|^2}{2 \cdot 0.25^2} \right), \quad (23)$$
where \( s_{c1} = (0.1, 0.1), \ s_{c2} = (0.1, 0.2), \ s_{c3} = (0.2, 0.1), \) and \( s_{c4} = (0.2, 0.2) \) are four signal centers shown in Figure 13(a). Then, we let the initial signal propagate along the velocity field shown in Figure 13(b). Here, the velocity field has a 45° horizontal angle and the speed of the velocity field is 0.015 per time step over the spatial domain. A white noise process with a standard deviation of 0.1 is also included in the simulated dataset.

A number of 30 simulated images are used to train and test the pure data-driven model. The first 20 images are used for modeling training, and the last 10 images are used for comparing the performance of the pure data-driven model and the physics-informed model. The pure data-driven model is solved using the Algorithm 2 in Appendix B. Figure 14 shows the filtered images (at times 8 and 14) and the predicted images (at times 21 and 23). Note that, the pure data-driven approach does not have a physical interpretation and the matrix \( G \) is completely estimated from the data. In addition, the wavenumber in this simulation example is truncated at (6,6), and the corresponding \( \theta_t \) is a 36 × 1 column vector for the pure data-driven model.

![Figure 14](image-url)  
(a)-(b) Filtered signals at times 8 and 14; (c)-(d) Predicted signals at times 21 and 23.

Unlike the pure data-driven approach, the physics-informed model requires the velocity and diffusivity to be estimated before the transition matrix \( G \) can be computed. In this numerical study, we intentionally introduce errors in the specified velocity field, and investigate how the inevitable errors in practice affect the performance of the physics-informed model. In particular, we let the length of the velocity vector vary from 0.012, 0.015 (the one used in simulating the data) and 0.018, and let the direction of the velocity vector vary from 15° to 70° with 5° increment. The prediction MSE of the pure data-driven approach and the proposed physics-informed approach are reported in Table 1.
To better visualize the results reported in Table 1, Figure 15 shows the prediction MSEs for the pure data-driven model and 5 selected physics-informed models. For example, (0.012, 45°) denotes the physics-informed model based on a pre-specified velocity field with a speed of 0.012 per time unit and a horizontal angle of 45°. Some important observations are summarized as follows:
• As the prediction horizon grows, the physics-informed model based on the correctly pre-specified velocity field (i.e., the ideal but less realistic case in practice) consistently has the lowest prediction MSE (i.e., dashed line with ▲).

• Even if the pre-specified velocity fields deviate away from the actual velocity field used for simulating the data, the physics-informed model can still produce lower MSEs under most of the comparison scenarios. For example, as shown in Figure 15(a) and (b), the MSEs of the physics-informed models (lines with +, ■ and ●) have lower MSEs than the pure data-driven model. These three physics-informed models are based on the pre-specified speed which is deviated from the true value. On the other hand, for the physics-informed model based on the pre-specified velocity information (0.015, 65) (i.e., the pre-specified direction is 20° higher than the true degree), the prediction MSEs of the physics-informed model are larger than that of the data-driven approach from times 21 to 25 (Figure 15(a)). It is worth noting that, when the prediction horizon further extends (Figure 15(b)), the prediction MSEs of this physics-informed model become lower than that of the pure data-driven model over times 26 to 30. This observation strongly suggests the enhanced predictive capability of the physics-informed statistical model over pure data-driven approaches for extrapolation in time, as long as the estimated physical parameters are not too far away from the true values.

![Figure 15](image-url)

**Figure 15**  (a) Prediction MSEs at forward times $t = 21, 22, 23, 24, 25$; (b) Prediction MSEs at forward times $t = 25, 26, 27, 28, 29, 30$.

### 4. Conclusions

The paper proposed a physics-informed spatio-temporal model for wildfire aerosols propagation using multi-source remote-sensing data streams. The model has successfully integrated multi-source remote-sensing data streams with the underlying physical advection-diffusion process, and
is able to handle the heterogeneity among multi-source data streams (e.g., missing data, systematic biases, etc.). The bias correction term enables the model to account for the inadequacy of the first-order governing physics as well as the bias due to the truncation of the Fourier series. The Gibbs sampling with FFBS has been used to estimate the unknown parameters and system state variables. The proposed approach has been successfully applied to model the AOD process for the 2020 Glass Fire in California utilizing both the GOES-16 and GOES-17 satellite data streams. The modeling and short-term predictive capabilities of the proposed model have been demonstrated. Comprehensive numerical investigations have shown the advantages of the proposed physics-informed statistical model over pure data-driven alternatives. Finally, it is worth pointing out that, the proposed method for modeling wildfire aerosols propagation can be applied to other advection-diffusion types of environmental and engineering processes with multi-source observations (e.g. sea surface temperature, air pollution, and material corrosion and contamination, etc.). Computer code is available at: https://github.com/gz-wei/Physics-Informed-Statistical-Modeling-for-Wildfire-Aerosols-Propagation.

Appendix A
Submitted as supplemental materials.

Appendix B
Submitted as supplemental materials.
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