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Abstract—With the increasing application of deep learning in mission-critical systems, there is a growing need to obtain formal guarantees about the behaviors of neural networks. Indeed, many approaches for verifying neural networks have been recently proposed, but these generally struggle with limited scalability or insufficient accuracy. A key component in many state-of-the-art verification schemes is computing lower and upper bounds on the values that neurons in the network can obtain for a specific input domain — and the tighter these bounds, the more likely the verification is to succeed. Many common algorithms for computing these bounds are variations of the symbolic-bound propagation method; and among these, approaches that utilize a process called back-substitution are particularly successful. In this paper, we present an approach for making back-substitution produce tighter bounds. To achieve this, we formulate and then minimize the imprecision errors incurred during back-substitution. Our technique is general, in the sense that it can be integrated into numerous existing symbolic-bound propagation techniques, with only minor modifications. We implement our approach as a proof-of-concept tool, and present favorable results compared to state-of-the-art verifiers that perform back-substitution.

I. INTRODUCTION

Deep neural networks (DNNs) are dramatically changing the way modern software is written. In many domains, such as image recognition [43], game playing [42], protein folding [2] and autonomous vehicle control [12], [30], state-of-the-art solutions involve deep neural networks — which are artifacts learned automatically from a finite set of examples, and which often outperform carefully handcrafted software.

Along with their impressive success, DNNs present a significant new challenge when it comes to quality assurance. Whereas many best practices exist for writing, testing, verifying and maintaining hand-crafted code, DNNs are automatically generated, and are mostly opaque to humans [24], [25]. Consequently, it is difficult for human engineers to reason about them and ensure their correctness and safety — as most existing approaches are ill-suited for this task. This challenge is becoming a significant concern, with various faults being observed in modern DNNs [5]. One notable example is that of adversarial perturbations — small perturbation that, when added to inputs that are correctly classified by the DNN, result in severe errors [20], [48]. This issue, and others, call into question the safety, security and interpretability of DNNs, and could hinder their adoption by various stakeholders.

In order to mitigate this challenge, the formal methods community has taken up interest in DNN verification. In the past few years, a plethora of approaches have been proposed for tackling the DNN verification problem, in which we are given a DNN and a condition about its inputs and outputs; and seek to either find an input assignment to the DNN that satisfies this condition, or prove that it is not satisfiable [1], [8], [10], [14], [21], [27], [29], [31], [33], [39], [51], [57]. The usefulness of DNN verification has been demonstrated in several settings and domains [21], [27], [31], [47], but most existing approaches still struggle with various limitations, specifically relating to scalability.

A key technical challenge in verifying neural networks is to reason about activation functions, which are non-linear (e.g., piece-wise linear) transformations applied to the output of each layer in the neural network. Precisely reasoning about such non-linear behaviors requires a case-by-case analysis of the activation phase of each activation function, which quickly becomes infeasible as the number of non-linear activations increases. Instead, before performing such a search procedure, state-of-the-art solvers typically first consider linear abstractions of activation functions, and use these abstractions to over-approximate the values that the activation functions can take in the neural network. Often, these over-approximations significantly curtail the search space that later needs to be explored, and expedite the verification procedure as a whole.

A key operation that is repeatedly invoked in this computation of over-approximations is called back-substitution [45], where the goal is to compute, for each neuron in the DNN, lower and upper bounds on the values it can take with respect to the input region of interest. This is done by first expressing the lower and upper bounds of a neuron symbolically as a function of neurons from previous layers, and then concretizing these symbolic bounds with the known bounds of neurons in those previous layers. Such a technique is essential in state-of-the-art solvers (e.g., [32], [45], [54]) and is often able to obtain sufficiently tight bounds for proving the properties with respect to small input regions. However, it tends to significantly lose precision when the input region (i.e., perturbation radius) grows, preventing one from efficiently verifying more challenging problems.

In this work, we seek to improve the precision and scalability of DNN verification techniques, by reducing the over-approximation error in the back-substitution process. Our key insight is that, as part of the symbolic-bound propagation, one can measure the error accumulated by the over-approximations used in back-substitution. Often, the currently computed bound can then be significantly improved by “pushing” it towards the
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true function, in a way that maintains its validity. For example, suppose that we upper-bound a function \( f \) with a function \( g \), i.e. \( \forall x, g(x) \geq f(x) \). If we discover that the minimal approximation error is 5, i.e. \( \min_x \{ g(x) - f(x) \} = 5 \), then \( g(x) - 5 \) can be used as a better upper bound for \( f \) than the original \( g \). By integrating this simple principle into the back-substitution process, we show that we can obtain much tighter bounds, which eventually translates to the ability to verify more difficult properties.

We propose here a verification approach, called DeepMIP, that uses symbolic-bound tightening enhanced with our error-optimization method. At each iteration of the back-substitution, DeepMIP invokes an external MIP solver [26] to compute bounds on the error of the current approximation, and then uses these bounds to improve that approximation. As we show, this leads to an improved ability to solve verification benchmarks when compared to state-of-the-art, symbolic-bound tightening techniques. We discuss the different advantages of the approach, as well as the extra overhead that it incurs, and various enhancements that could be used to expedite it further.

The rest of the paper is organized as follows. We begin by presenting the necessary background on DNNs, DNN verification, and on symbolic-bound propagation in Sec. II. Next, in Sec. III we show how one can express the approximation error incurred as part of the back-substitution process. In Sec. IV we present the DeepMIP algorithm, followed by its evaluation in Sec. V. Related work is discussed in Sec. VI, and we conclude in Sec. VII.

II. BACKGROUND

Neural networks. A fully-connected feed-forward neural network with \( k + 1 \) layers is a function \( N : \mathbb{R}^m \rightarrow \mathbb{R}^n \). Given an input \( x \in \mathbb{R}^m \), we use \( N_i(x) \) to denote the values of neurons in the \( i \)th layer (\( 0 \leq i \leq k \)). The output of the neural network \( N(x) \) is defined as \( N_k(x) \), which we refer to as the output layer. More concretely, for \( 1 \leq i \leq k \),

\[
N_i(x) = \sigma(W^{i-1}N_{i-1}(x) + b^{i-1})
\]

where \( W^{i-1} \) is a weight matrix, \( b^{i-1} \) is a bias vector, \( \sigma \) is an activation function (in this paper, we focus on the ReLU activation function, defined as \( \text{ReLU}(x) = \max\{0, x\} \) and use \( \sigma \) and \( \text{ReLU} \) interchangeably unless otherwise specified) and \( N_0(x) = x \). We refer to \( N_0 \) as the input layer. Typically, non-linear activations are not applied to the output layer. Thus, when \( i = k \), we let \( \sigma \) be the identity function. We note that our techniques are general, and apply to other activation functions (MaxPool, LeakyReLU) and architectures (e.g., convolutional, residual).

Neural network verification. The neural network verification problem [31], [39] is defined as follows: given an input domain \( D_i \subseteq \mathbb{R}^m \) and an output domain \( D_o \subseteq \mathbb{R}^n \), the goal is to determine whether \( \forall x \in D_i, N(x) \in D_o \). If the answer is affirmative, we say that the verification property pair \( (D_i, D_o) \) holds. In this paper, we assume that the neural network has a single output neuron and that the verification problem can be reduced to the problem of finding the minimum and/or maximum values for that single output neuron:

\[
\min_{x \in D_i} (N(x)) \quad \max_{x \in D_i} (N(x))
\]  

(1)

For example, if \( D_o \) is the interval \([-2, 7]\) and we discover that \( \min_{x \in D_i}(N(x)) = 1 \) and \( \max_{x \in D_i}(N(x)) = 3 \), then we are guaranteed that the property holds. We will focus on solving just the maximization problem, although the method that we present next can just as readily be applied towards the minimization problem.

A straightforward way to solve the optimization problem in Eq. 1 is to encode the neural network as a mixed integer programming (MIP) instance [11], [31], [49], and then solve the problem using a MIP solver, which often employs a branch-and-bound procedure. While this approach has proven effective at verifying small DNNs, it faces a scalability barrier when it comes to larger networks. Therefore, before invoking the branch-and-bound procedure, existing solvers typically first seek to prove the property with abstraction-based techniques (symbolic-bound propagation), which have more tractable runtime.

Symbolic-bound propagation. Symbolic-bound propagation [21], [51] is a method of obtaining bounds on the concrete values a neuron may obtain. When applied to a network’s output neuron, it enables us to obtain an approximate solution to the optimization problems from Eq. 1, which may be sufficient to determine that the property holds. For example, continuing the example from before, if we are unable to exactly compute that \( \max_{x \in D_i}(N(x)) = 3 \) but can determine that \( \max_{x \in D_i}(N(x)) < 5 \), this is enough for concluding that the property in question holds. The idea underlying symbolic-bound propagation is to start from the bounds for the input layer provided in \( D_i \), and then propagate them, layer-by-layer, up to the output layer. It has been observed that while affine transformations allow us to precisely propagate bounds from a layer to its successor, activation functions introduce inaccuracies [45].

Before formally defining symbolic bound propagation, we start with an intuitive example using the network in Fig. 1. Let \( x^i \) denote the pre-activation values of the neurons in layer \( i \), and let \( y^i = \sigma(x^i) \) denote their post-activation values; similarly, let \( x^j \) and \( y^j = \sigma(x^j) \) denote the pre- and post-activation values of neuron \( j \) in layer \( i \); and let \( b^i_j, u^i_j \) denote the concrete (scalar) lower- and upper-bound for \( x^j \), i.e. \( b^i_j \leq x^j \leq u^i_j \) when the DNN is evaluated on any input from \( D_i \). Assume that \( D_i \) is the following box domain:

\[
D_i = \{-1 \leq x^i \leq 1 \mid i \in \{0, 1, 2\} \}
\]

and that we wish to compute bounds for the single output neuron, \( x^3_0 \).

We begin by propagating the bounds through the first affine layer. According to the network’s weights and biases, we get:

\[
x^1_0 = x^0_0 + x^0_1, \quad x^1_1 = x^0_0 - x^0_1, \quad x^1_2 = x^0_2
\]
these equations allow us to compute concrete lower and upper bounds for each of these neurons, by substituting the input neurons \((x_0^0, x_1^0, x_2^0)\) with their corresponding concrete bounds (according to the sign of their coefficients). Using this process, we obtain:

\[
x_0^1 \in [-2, 2], \quad x_1^1 \in [-2, 2], \quad x_2^1 \in [-1, 1]
\]

this propagation, often referred to as \textit{interval arithmetic} [15], is precise for individual neurons: indeed, \(x_0^1, x_1^1\) and \(x_2^1\) can each take on any value in their respective computed ranges. However, much important information is lost when using just interval arithmetic: for example, it is impossible for \(x_0^1\) and \(x_1^1\) to simultaneously be assigned 2. As we will later see, symbolic-bound propagation addresses this issue by capturing some of the dependencies between neurons, and using these dependencies in producing tighter bounds.

For now, we continue propagating our computed bounds to neurons \(y_0^1, y_1^1, y_2^1\). The output range of a ReLU is the non-negative part of its input range, which yields:

\[
y_0^1 \in [0, 2], \quad y_1^1 \in [0, 2], \quad y_2^1 \in [0, 1]
\]

and the next, affine layer is again handled using interval arithmetic. Using the expressions

\[
x_0^2 = y_0^1 + y_1^1, \quad x_1^2 = -y_0^1 + y_1^1 + y_2^0, \quad x_2^2 = -y_0^1 + y_1^1 - y_2^0,
\]

and substituting each \(y_i^1\) with the appropriate bound, we obtain:

\[
x_0^2 \in [0, 4], \quad x_1^2 \in [-2, 4], \quad x_2^2 \in [-4, 2]
\]

Unfortunately, as we soon show, the bounds computed for \(x_0^2, x_1^2, x_2^2\) are not tight. A better approach is to compute \textit{symbolic bounds}, as opposed to concrete ones, in a way that lets us carry additional information about the dependencies between neurons. In symbolic-bound propagation, we seek to express the upper and lower bounds of each neuron as a linear combination of neurons from earlier layers, using a process known as \textit{back-substitution}. The main difficulty is to propagate these bounds across ReLU layers, which are not convex; and this is performed by using a \textit{triangle relaxation} of the ReLU function, illustrated in Fig. 2. Assume \(x \in [l, u]\); then, using this relaxation, we can deduce the following bounds:

\[
\begin{aligned}
0 &\leq \sigma(x) &0 &\leq 0 \\
x &\leq \sigma(x) &x &\leq x \\
\alpha x &\leq \sigma(x) &\leq \frac{u}{u-\alpha} (x-l) &\text{otherwise, for any } 0 \leq \alpha \leq 1
\end{aligned}
\]

Different symbolic bound propagation methods use different heuristics for choosing \(\alpha\) [45], [54]; but this is beyond our scope here, and our proposed technique is compatible with any such heuristic. For our running example, we arbitrarily choose the values of \(\alpha\); and for our implementation, we use an existing heuristic [54].

Using this relaxation, we show how to compute symbolic bounds that yield tighter bounds for the \(x_2^2\) neurons. First observe neuron \(x_0^2\), given as \(x_0^2 = y_0^1 + y_1^1 = \sigma(x_0^1) + \sigma(x_1^1)\). To obtain its lower bound we first substitute both \(y_0^1 = \sigma(x_0^1)\) and \(y_1^1 = \sigma(x_1^1)\) with their corresponding triangle relaxation lower bounds, with the choice of \(\alpha = 0\) for both (we note that it is possible to choose different \(\alpha\) values for different variables). For the upper bound, we use the linear upper bound from the triangle relaxation. By using the bounds we already know for nodes in previous layers, we get that:

\[
\begin{aligned}
x_0^2 &\geq 0 \cdot x_0^0 + 0 \cdot x_1^1 = 0 \\
x_0^2 &\leq \frac{1}{2} (x_0^1 + 2) + \frac{1}{2} (x_1^1 + 2) = \frac{1}{2} (x_0^1 + x_1^1) + 2 \\
&= \frac{1}{2} \left( (x_0^0 + x_1^0) + (x_0^0 - x_1^0) \right) + 2 = x_0^0 + 2 \leq 3
\end{aligned}
\]

which indeed produces a tighter upper bound than the one obtained for \(x_0^2\) using interval propagation. Similarly, we get...
that for $x_i^2$:

$$
\begin{align*}
x_i^2 &\geq -\frac{1}{2} (x_0^0 + x_0^1 + 0 \cdot x_1^1 + 0 \cdot x_2^1) \\
&= -\frac{1}{2} (x_0^0 + x_0^1) - 1 = -2 \\
x_i^2 &\leq -0 \cdot x_1^1 + \frac{1}{2} (x_1^1 + 2) + \frac{1}{2} (x_2^1 + 1) \\
&= \frac{1}{2} (x_1^1 + x_2^1) + 1.5 = \frac{1}{2} (x_0^0 - x_1^1 + x_2^1) + 1.5 \leq 3
\end{align*}
$$

and for $x_i^2$:

$$
\begin{align*}
x_i^2 &\geq -\frac{1}{2} (x_0^1 + 2) + 0 \cdot (x_1^1) - \frac{1}{2} (x_2^1 + 1) \\
&= -\frac{1}{2} (x_0^1 + x_1^1 + x_2^1) - 1.5 = -\frac{1}{2} (x_0^1 + x_1^1 + x_2^1) - 1.5 \geq -3 \\
x_i^2 &\leq -0 \cdot x_1^1 + \frac{1}{2} (x_1^1 + 2) - 0 \cdot x_1^1 \\
&= \frac{1}{2} x_1^1 + 1 = \frac{1}{2} (x_0^0 - x_1^1) + 1 \leq 2
\end{align*}
$$

We have thus obtained the following bounds:

$$
\begin{align*}
x_0^2 &\in [0, 3], \quad x_1^2 \in [-2, 3], \quad x_2^2 \in [-3, 2]
\end{align*}
$$

We note that while these bounds are tighter than the ones produced by interval propagation, and are in fact optimal for $x_1^2, x_2^2$, this is not the case for $x_0^2$ (the optimal bounds are displayed in square brackets in Fig. 1). The reason for this sub-optimality is discussed in Section III.

We continue to propagate our bounds through the next layer, obtaining:

$$
\begin{align*}
y_0^2 &\in [0, 3], \quad y_1^2 \in [0, 3], \quad y_2^2 \in [0, 2]
\end{align*}
$$

and finally reach:

$$
\begin{align*}
x_0^3 &\equiv y_0^2 + y_1^2 + y_2^2 = \sigma(x_0^2) + \sigma(x_1^2) + \sigma(x_2^2) \\
&\leq x_0^2 + \frac{3}{5} (x_1^2 + 2) + \frac{2}{5} (x_2^2 + 3) \\
&= 2y_1^2 + \frac{1}{5} y_2^2 + \frac{12}{5} = 2\sigma(x_1^2) + \frac{12}{5} \sigma(x_2^2) + \frac{12}{5} \\
&\leq 2.1 \cdot \frac{1}{2} (x_1^1 + 2) + \frac{1}{5} \cdot \frac{1}{2} (x_2^1 + 1) + \frac{12}{5} \\
&= x_0^0 - x_1^0 + \frac{1}{10} x_2^0 + 4.5 \leq 6.6
\end{align*}
$$

More generally, the back-substitution process for upper-bounding a neuron $x_i^k$ (assuming we already have valid bounds for all neurons in earlier layers) is iteratively defined as:

$$
\begin{align*}
\max (x_i^k) &= \max (W_i^k \cdot \sigma(x^{k-1})) \\
&\leq \max (W_i^k \cdot R_{U_i}^{-1} x^{k-1}) \\
&= \max (W_i^k \cdot R_{U_i}^{-1} W_{U_i}^{-2} W_{R_i}^{-2} \sigma(x^{k-2})) \\
&\leq \max (W_i^k \cdot R_{U_i}^{-1} W_{U_i}^{-2} W_{R_i}^{-2} R_{U_i}^{-2} x^{k-2}) \\
&= \ldots \leq \max (W_i^k \cdot \prod_{j=k-2}^0 (R_{U_i} W_j^i \cdot x^0))
\end{align*}
$$

(Biases and constants are handled similarly, and are omitted for clarity.) At each step, we can replace the variables of $x_i^k$ by their respective concrete bounds $[l_j^i, u_j^i]$, in an interval-arithmetic fashion, to obtain a valid concrete upper bound for the value of $\max (x_i^k)$. We refer to this operation as concretization. We call the matrices $R_{L_i}^i, R_{U_i}^i$ the respective lower- and upper-bound relaxation matrices [54]. These matrices apply the appropriate triangle relaxation to each ReLU, allowing us to replace it with a linear bound, and are defined using the current symbolic bounds for each ReLU as well as the weight matrix of the layer the precedes it. The two matrices are defined such that $\forall x \in D_i$:

$$
\omega_i R_{L_i}^i x + c_L \leq \omega_i \sigma(x) \leq \omega_i R_{U_i}^i x + c_U
$$

where $c_L$ and $c_U$ are scalar constants; and $\omega_i$ is a row vector containing the coefficients of each $\sigma(x_j)$, resulting in linear bounds for the sum of ReLUs. A precise definition of these matrices appears in Sec. A of the Appendix; and a similar procedure can be applied for lower-bounding $x_i^k$.

At first glance, this iterative back-substitution process may seem counter productive; indeed, in each iteration where we move to an earlier layer of the network, we use a less-than-equals transition, which seems to indicate that the upper bound that we will eventually reach is more loose than the present bound. This, however, is not so; and the reason is the concretization process. When we concretize the bounds in some later iteration, it is possible that the known bounds for the variables in that layer of the network will lead to a tighter upper bound than the one that can be derived presently. More generally, this process can be regarded as a trade-off between computing looser expressions for the bound, but being able to concretize them over more exact domains — which could result in tighter bounds [45].

### III. Errors in Back-Substitution

As previously mentioned, although symbolic-bound computation using back-substitution can derive tighter bounds than naïve interval propagation, there are cases in which the computed bounds are sub-optimal: for example, while the bounds computed for $x_1^2$ and $x_2^2$ were tight (i.e., there exists an input in $D_i$ for which they are met), the bounds for $x_0^2$ and $x_3^2$ were not. In this section, we analyze the reasons behind such sub-optimal bounds. We begin with the following definitions:

**Definition 1 (Optimal bias for bound):** let $f : \mathbb{R}^n \rightarrow \mathbb{R}$ be a function and let $U_f(x) \equiv \omega x + b$ ($\omega \in \mathbb{R}^n, b \in \mathbb{R}$) be a valid linear upper bound for $f$ over the domain $D$, i.e., $\forall x \in D : U_f(x) \geq f(x)$. We say that $b$ is the optimal bias for $U_f(x)$ if $\forall b^* : b^* < b$, it holds that $U_{f^*}(x) \equiv \omega x + b^*$ is no longer a valid upper bound for $f$. The definition for the optimal bias for $f$’s lower bound is symmetrical.

An example of optimal and sub-optimal upper bounds appears in Fig. 3. In the graph depicted therein, we plot an upper bound for the function $\text{ReLU}(x)$. The bias value of the first bound (in red) is 1; and as we can see, the resulting bound is not tight. When we set the bias value to 1/2, the bound becomes tight, equaling the function at points $x = -1$ and $x = 1$, and so that is the optimal bias value for that bound.
Definition 2 (Bound error): Let \( f : \mathbb{R}^n \to \mathbb{R} \), and let \( g(x) \) be an upper bound for \( f \) over domain \( D \), such that we have: \( \forall x \in D : g(x) \geq f(x) \). We define the error of \( g \) with respect to \( f \) as the function: \( E(x) = g(x) - f(x) \). The case for a lower bound is symmetrical.

We observe that a linear bound \( g \) for \( f \) over the domain \( D \), has optimal bias iff \( \exists x \in D : E(x) = 0 \). We refer to any bound that has a sub-optimal bias, i.e. \( \forall x \in D : E(x) > 0 \), as a detached bound. We show that these detachments occur naturally as part of the back-substitution process, and are partially responsible for the discovery of sub-optimal concrete bounds.

It is straightforward to see that the aforementioned triangle relaxation for ReLUs produces linear bounds that are bias-optimal for each individual ReLU. However, as it turns out, this may not be the case when multiple ReLUs are involved. In a typical DNN, a neuron’s value is computed as a weighted sum of the ReLUs of values from its preceding layer. Consequently, when we calculate an upper bound for the neuron using back-substitution, we are in fact upper-bounding a sum of ReLUs by summing their individual upper bounds. This can result in a detached bound, where, despite the fact that each ReLU was approximated using a bound with an optimal bias, the resulting combined bound does not have optimal bias.

An illustration of this phenomenon appears in Fig. 4. Sub-figures a and b therein show the graph of ReLU functions, plotted along their triangle-relaxation upper bound (in orange). Sub-figure c then shows the graph of the sum of the two ReLU functions from sub-figures a and b, along with the sum of their individual upper bounds (again, in orange). As we can see, although the upper bounds in a and b touch the functions they are approximating in at least one point (and are hence bias-optimal), the bound in c is detached, and is hence not bias-optimal. Each figure in the lower row of Fig. 4 shows the over-approximation error of the figure directly above it.

More formally, the error of the upper bound for ReLU(\( x \)) with current bounds \( l < 0 < u \) is:

\[
E(x) = \frac{u}{u-l}(x-l) - \sigma(x) \quad x \in [l, u]
\]

and we note that \( E(l) = E(u) = 0 \). In more complex cases, such as the case of the multivariate function \( x_0^2 = y_0^1 + y_1^1 \) depicted in Fig. 4, the coordinates where the bound error equals zero could be different for \( y_0^1 \) and \( y_1^1 \) — resulting in the bound obtained for \( x_0^2 \), their sum, becoming detached from the true value of the function. We now show it for the case of \( x_0^2 \) in greater detail:

\[
x_0^2 = \sigma(x_0^0) + \sigma(x_1^0) = \sigma(x_0^0 + x_1^0) + \sigma(x_0^0 - x_1^0)
\]

An upper bound is computed using the relaxations:

\[
\sigma(x_0^0 + x_1^0) \leq \frac{1}{2} \left( x_0^0 + x_1^0 + 2 \right)
\]

\[
\sigma(x_0^0 - x_1^0) \leq \frac{1}{2} \left( x_0^0 + x_1^0 + 2 \right)
\]

where each relaxation has its own relaxation error:

\[
E_0^1(x_0^0, x_1^0) = \frac{1}{2} (x_0^0 + x_1^0 + 2) - \sigma(x_0^0 + x_1^0)
\]

\[
E_1^1(x_0^0, x_1^0) = \frac{1}{2} (x_0^0 + x_1^0 + 2) - \sigma(x_0^0 - x_1^0)
\]

The relaxed linear bound obtained is:

\[
x_0^2 \leq \frac{1}{2} (x_0^0 + x_1^0 + 2) + \frac{1}{2} (x_0^0 + x_1^0 + 2) = x_0^0 + 2
\]

And its error is the sum of the errors of its summands:

\[
E_{\text{total}}(x_0^0, x_1^0) = E_0^1 + E_1^1
\]

\[
= x_0^0 + 2 - \sigma(x_0^0 + x_1^0) - \sigma(x_0^0 - x_1^0)
\]

We note that:

\[
\min(E_0^1) = E_0^1(-1, -1) = E_1^1(1, 1) = 0
\]

\[
\min(E_1^1) = E_1^1(-1, 1) = E_1^1(1, -1) = 0
\]
However:

\[ \min(E_{\text{total}}) = E_{\text{total}}(-1, x^0_1) = 1 \]

The reason for this is that at the coordinates \((-1, -1)\) and  
\((1, 1)\) where \(E_0^1(-1, -1) = E_0^1(1, 1) = 0\), we have that  
\(E_1^1(-1, -1) = E_1^1(1, 1) = 1\); and vice-versa, for the coordinates  
\((-1, 1)\) and \((1, -1)\), where \(E_1^1(-1, 1) = E_1^1(1, -1) = 0\) and \(E_0^1(-1, 1) = E_0^1(1, -1) = 1\). The optimal linear bound for  
\[ x^2 = \sigma(x^0_0 + x^2_1) + \sigma(x^0_0 - x^0_1) \]
is in fact \(x^2 \leq x^0_0 + 1\), which is the bias-optimal version of the existing linear bound of \(x^2 \leq x^0_0 + 2\).

**IV. DeepMIP: Minimizing Back-Substitution Errors**

During a back-propagation execution, the over-approximations of individual ReLUs are repeatedly summed up, which leads to bounds that become increasingly more detached with each iteration — and this results in very loose concrete bounds that hamper verification. We now describe our method, which we term DeepMIP, for “tightening” detached bounds, with the goal of eventually obtaining tighter concrete bounds. The idea is to alter the back-propagation mechanism, so that in each iteration it minimizes the sum of errors that result from the relaxation of the current activation layer — effectively pushing loose upper bounds down towards the function, by decreasing their bias values (a symmetrical mechanism can be applied for lower bounds). More specifically, we propose to rewrite the general back-substitution rule for a single iteration as follows:

\[
\max(x^k_i) = \max(W_i^k - \sigma(x^{k-1})) = \max(W_i^k - \sigma(x^{k-1})) - (W_i^k - \sigma(x^{k-1})) = \max(W_i^k - \sigma(x^{k-1})) - \min(E^{k-1})
\]

Observe that while \(\min(E^{k-1})\) is non-convex, it contains no nested ReLUs, and can often be efficiently solved by MIP solvers [49]. Thus, as DeepMIP performs the iterative back-substitution process, it can invoke a MIP solver to minimize the error in each iteration, and use it to improve the deduced bounds. The pseudo-code for the algorithm appears in the full version of this paper [56]. Observe that MiniMIP can be regarded as a generalization of modern back-substitution methods [45], [54], in the sense that they only use the non-negativity of the error to produce a trivial bound:

\[
\min(E^{k-1}) = \min(W_i^k - \sigma(x^{k-1}) - W_i^k - \sigma(x^{k-1})) \geq 0
\]

which is correct, since the error of an upper bound is non-negative by definition (in the lower bound case, the error is non-positive, and so 0 can be used as a trivial upper bound).

To continue our computation we denote the error caused by the over-approximation of the activation of layer \(t\) during back-substitution as:

\[
E^{t} = W_i^{k-1} \prod_{j=k-2}^{t-1} (R_{i j}^{Wj}) (R_{i j}^{0}) x^t - \sigma(x^t) \tag{2}
\]

In the definition above, \(i\) is the index of the neuron being bounded by the back-substitution. We get:

\[
\max(x^k_i) \leq \max(W_i^k - \sigma(x^{k-1})) - \min(E^{k-1}) = \max(W_i^k - \sigma(x^{k-1})) - \min(E^{k-1})
\]

Finally, the maximization problem is transformed into a linear sum over a box domain, which is easy to solve. Since each \(E^k\) is shallow (contains no nested ReLUs), it can be minimized efficiently using MIP solvers, and each non-trivial minimum that is found will improve the tightness of the final upper bound. However, we note that the number of MIP problems generated by this process increases linearly with the depth of the neuron within the network — i.e., for a neuron in layer \(k\), there are \(k\) minimization problems to solve. For deeper networks, especially ones with large domains or ones where many layers only have very loose bounds, minimizing the error terms could become computationally expensive.

**Optimization: Direct MIP encoding.** As part of its operation, DeepMIP dispatches MIP problems, each corresponding to the over-approximation error of a particular layer. Specifically when it over-approximates the first layer:

\[
\max(W_i^k - \sigma(x^{k-1})) = \max(W_i^k - \sigma(x^{k-1})) - \min(E^{k-1})
\]

it will directly solve the linear optimization problem:

\[
\max(W_i^k - \sigma(x^{k-1})) = \max(W_i^k - \sigma(x^{k-1})) - \min(E^{k-1})
\]

and use a MIP solver to solve:

\[
\min(E^{k-1}) = \min(W_i^k - \sigma(x^{k-1})) - \min(E^{k-1})
\]
We observe that in this particular case, since we reached the input layer, the initial term can instead be directly solved as a separate MIP query:

$$\max(W_i^{k-1} \prod_{j=k-2}^{1} (R_i^j W^j) \sigma(W^0 x^0))$$

which may result in tighter bounds, since it prevents any additional imprecision. We note that this optimization to DeepMIP generalizes the common practice of directly finding the concrete bounds of the neurons in the first layer using MIP solvers, and only applying back-substitution from the second layer onward [37], [54].

We illustrate this approach by repeating the back-substitution process for $x_0^3$ from our running example:

$$\max(x_0^3) = \max(y_0^2 + y_1^2 + y_2^2)$$

$$= \max(\sigma(x_0^3) + \sigma(x_1^3) + \sigma(x_2^3))$$

$$= \max(\sigma(y_0^1 + y_1^1) + \sigma(-y_0^1 + y_1^1 + y_2^1) + \sigma(-y_0^1 + y_1^1 - y_2^1))$$

$$= \max(A - E_U^3) \leq \max(A) - \min(E_U^3)$$

where

$$A = (y_0^1 + y_1^1) + \frac{3}{5}(-y_0^1 + y_1^1 + y_2^1) + \frac{2}{5}(-y_0^1 + y_1^1 - y_2^1) + \frac{12}{5}$$

$$= 2y_1^1 + \frac{1}{5}y_2^1 + \frac{12}{5}$$

and $E_U^3$ is defined as per Eq. 2:

$$E_U^3 = (y_0^1 + y_1^1) + \frac{3}{5}(-y_0^1 + y_1^1 + y_2^1) + \frac{2}{5}(-y_0^1 + y_1^1 - y_2^1) + \frac{12}{5}$$

$$- \sigma(-y_0^1 + y_1^1 + y_2^1) - \sigma(-y_0^1 + y_1^1 - y_2^1) - \sigma(-y_0^1 + y_1^1 - y_2^1) - \sigma(-y_0^1 + y_1^1 - y_2^1)$$

Simplifying these expressions, we get that

$$\max(x_0^3) \leq \max(A) - \min(E_U^3)$$

Using a MIP solver to find the minimum of $E_U^3$ over the variables of $y^1$ reveals that $\min(E_U^3) = \frac{2}{5}$. We substitute this, and get:

$$\max(x_0^3) \leq \max(2y_1^1 + \frac{1}{5}y_2^1 + \frac{12}{5}) - \frac{2}{5}$$

Finally, since we have reached the first layer, we write:

$$\max(x_0^3) \leq \max(2y_1^1 + \frac{1}{5}y_2^1 + \frac{12}{5}) - \frac{2}{5}$$

$$= \max(2\sigma(x_1^1) + \frac{1}{5}\sigma(x_2^1) + \frac{12}{5}) - \frac{2}{5}$$

$$= \max(2\sigma(x_0^0 - x_1^0) + \frac{1}{5}\sigma(x_0^0) + \frac{12}{5}) - \frac{2}{5}$$

and then, using our proposed enhancement, we directly solve this maximization over the input layer instead of back-substituting it any further. The MIP solver replies that:

$$\max(2\sigma(x_0^0 - x_1^0) + \frac{1}{5}\sigma(x_0^0) + \frac{12}{5}) = \frac{6}{5}$$

and we then substitute this value to obtain:

$$\max(x_0^3) \leq \frac{6}{5} - \frac{2}{5} = 6$$

As we can see, minimizing the errors by using MIP (which is very fast in practice) allows us to back-substitute bounds with optimal bias, which yields tighter bounds for the output variable.

MiniMIP. While DeepMIP produces very strong bounds, for each neuron it must solve multiple MIP instances during back-substitution — many of them for bounds that may already be bias-optimal. This large number of instances to solve can result in a large overhead, and makes it worthwhile to explore heuristics for only solving some of these instances.

To illustrate this, we propose a particular, aggressive heuristic that we call MiniMIP. Instead of minimizing all error terms during back-substitution, MiniMIP only solves the final query in this series — that is, the query in which the bounds of the current layer are expressed as sums of ReLUs of input neurons. This approach significantly reduces overhead: exactly one MIP instance is solved in each iteration, regardless of the depth of the layer currently being processed. As we later see in our evaluation, even this is already enough to achieve state-of-the-art performance and very tight bounds; and the resulting queries can be solved very efficiently [49].

V. EVALUATION

Implementation. For evaluation purposes, we created a proof-of-concept implementation of our approach in Python. The implementation code, alongside all the benchmarks described in this section, is publicly available online [55]. Our implementation uses the PyTorch library [40] for computing the optimal value of $\alpha$ for each ReLU's triangle relaxation, as is done in other tools [54]. We use Gurobi [26] as the MIP solver for the minimization of errors and direct concretization of bounds. We ran all experiments on a compute cluster consisting of Xeon E5-2637 CPUs, and a 2-hour timeout per experiment. We note that our implementation currently runs on CPUs only, and extending it to support GPUs is left for future work.

Abstraction refinement cascade. For each verification query, prior to applying our iterative error minimization scheme, we configured our implementation to first run a light-weight, “ordinary” symbolic-bound propagation pass. Specifically, we ran a single pass of the DeepPoly propagation mechanism [45]. A similar technique is applied by other tools [37].

Benchmarks. We evaluated our approach on fully-connected, ReLU networks trained over the MNIST dataset, taken from the ERAN repository [19]. The topologies of the networks we used appear in Table I.
For verification queries, we followed standard practice [31], [37], [54], and attempted to prove the adversarial robustness of the first 1000 images of the MNIST test set: that is, we used verification to try and prove that ε-perturbations to correctly classified inputs in the dataset cannot change the classification assigned by the DNN.

We compared the DeepMIP approach (specifically, MinMIP) to two state-of-the-art verification approaches [9]: the PRIMA solver [37], and our implementation of the α-CROWN method [54], which represents the state of the art in symbolic-bound tightening with back-substitution. Indeed, many other verification tools integrate back-substitution with additional techniques, such as search-based techniques [32] or abstraction-refinement [7], making it more difficult to measure the effectiveness of the back-substitution component alone. However, since the α-CROWN implementation in our evaluation also served as the baseline back-substitution method to which we added our methods, any difference between the two is solely due to the addition of our suggested technique. The results of our experiments are summarized in Table II. Recall that symbolic-bound propagation techniques are incomplete, and may fail to prove a given query; the Solved columns indicate the number of instances (out of 1000) that each method was able to prove to be robust to adversarial perturbations. The Time columns indicate the run time of each method (including timeouts), averaged over the 1000 benchmarks solved.

Our results clearly indicate the superiority of the bounds discovered by DeepMIP: indeed, in all categories, our approach was able to solve the largest number of instances, solving a total of 2378 instances, compared to 2183 instances solved by PRIMA (198 extra instances solved) and 1087 instances solved by α-CROWN (1291 extra instances solved). These improvements come with an overhead, due to the additional MIP queries that need to be solved: our approach is approximately 5.6 times slower than α-CROWN, and 2.5 times slower than PRIMA. Furthermore, DeepMIP timed out on 2 out of the 3829 total benchmarks tested (≈ 0.05%), while PRIMA and α-CROWN did not have any timeouts.

The main conclusions that we draw from these experiments are that (i) the DeepMIP approach has a significant potential for solving queries that other approaches cannot; and (ii) additional work, in the form of improved heuristics, engineering improvements, and support for GPUs is still required to make our approach faster. Our results also indicate that a portfolio-based approach, which starts from light-weight techniques and then progresses towards DeepMIP for difficult queries, could enjoy the benefits of both worlds.

## VI. Related Work

The topic of DNN verification has been receiving significant attention from the formal methods community, and various tools and methods and have been proposed for addressing it. These include techniques that leverage SMT solvers (e.g., [27], [32], [39], [53]), LP and MILP solvers (e.g., [13], [15], [36], [49]), reachability analysis [47], abstraction-refinement techniques [7], [16], [17], and many others. The techniques most related to DeepMIP are those that rely on the propagation of symbolic bounds using abstract interpretation (e.g., [21], [50]–[52]). Recent work has also extended beyond answering binary questions about DNNs, instead targeting tasks such as automated DNN repair [23], [34], DNN simplification [22], [35], ensemble selection [3], and quantitative verification and optimization [10], [46]; and also the verification of recurrent neural networks [28], [41], [57] and reinforcement-learning based systems [4], [18], [29]. Our proposed techniques could be integrated into any number of these approaches.

Bound propagation has been playing a significant part in DNN verification efforts for the past few years. Starting with interval-arithmetic-based propagation [31] and optimization queries for individual neurons [15], [49], these approaches have progressed to use various relaxations and over-approximations for individual neurons [21], [45], [51] and sets thereof [37], [38], [44], culminating in highly sophisticated approaches [37], [54]. We consider our work as another step in this very promising research direction.

## VII. Conclusion and Future Work

We presented an enhancement to the popular back-substitution procedure, which includes a formulation of the over-approximation errors introduced during back-substitution. These errors can then be minimized, in order to greatly tighten the resulting bounds. Our approach achieves tighter bounds than state-of-the-art approaches, but at the cost of longer running times; and we are currently exploring methods for expediting it. Specifically, moving forward, we intend to focus on adding support for GPUs; on better refinement heuristics; on better MIP encoding [6]; and also on improving the core algorithm to utilize previously calculated bounds and errors. Furthermore, we intend to generalize our methods to other abstract domains, and also to integrate them with search-based techniques.
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## Appendix A

### Relaxation Matrices

The matrices $R_{U}^{t}$ and $R_{L}^{t}$ are how we apply the triangle relaxation during back-substitution over layer $t$, for example if:

$$x_{j}^{i+1} = \sigma(x_{0}^{i}) - 2\sigma(x_{1}^{i})$$
then in order to find a linear upper bound for \( x_j^{i+1} \), we need to replace \( \sigma(x_0^i) \) with its triangle-relaxation upper bound (since it has a positive coefficient), and \( \sigma(x_1^i) \) with its triangle-relaxation lower bound. This gives rise to:
\[
x_j^{i+1} \leq \frac{u_0^i}{u_0^i - u_0^j} (x_0^i - l_0^i) - 2 \alpha x_1^i
\]
which can be written as (for some constant term \( d \)):
\[
x_j^{i+1} \leq \frac{u_0^i}{u_0^i - u_0^j} x_0^i - 2 \alpha x_1^i + d
\]

Written as a vector product:
\[
x_j^{i+1} = \left[1 - 2 \alpha \right] \sigma(x_1^i) \leq \left[1 - 2 \alpha \right] \left[ \begin{array}{c} u_0^i \\ w_0^i \\ 0 \\ 0 \end{array} \right] \cdot \left[ \begin{array}{c} x_0^i \\ x_1^i \end{array} \right] + d
\]

We use \( R_U^l \) to denote the matrix that was used to relax \( \sigma(x^i) \), and observe that it depends on the weights/coefficients of each non-linearity about to be relaxed, and also on the existence of \([l^i, u^i] \) in order to compute the corresponding relaxations. Formally we define the matrix \( R_U^l(\omega^i, l^i, u^i) \) as:
\[
R_U^l(\omega^i, l^i, u^i)[i, j] = 0 \quad i \neq j
\]
\[
R_U^l(\omega^i, l^i, u^i)[i, i] = \begin{cases} 1 & \text{if } l_i^i \geq 0 \\ 0 & \text{if } u_i^i \leq 0 \\ \frac{u_i^i}{w_i^i - l_i^i} & \text{if } \omega_i^i \geq 0 \text{ and } l_i^i \leq 0 \leq u_i^i \\ \alpha & \text{if } \omega_i^i \leq 0 \text{ and } l_i^i \leq 0 \leq u_i^i \end{cases}
\]
where \( \omega^i \) is a row vector such that \( \omega_i^i \) contains the coefficient of \( \sigma(x_i^i) \), and \( l^i, u^i \) are vectors such that \( l_i^i \leq x_i^i \leq u_i^i \).

Similarly, we define \( R_L^l(\omega^i, l^i, u^i) \) as:
\[
R_L^l(\omega^i, l^i, u^i)[i, j] = 0 \quad i \neq j
\]
\[
R_L^l(\omega^i, l^i, u^i)[i, i] = \begin{cases} 1 & \text{if } l_i^i \geq 0 \\ 0 & \text{if } u_i^i \leq 0 \\ \frac{u_i^i}{w_i^i - l_i^i} & \text{if } \omega_i^i \leq 0 \text{ and } l_i^i \leq 0 \leq u_i^i \\ \alpha & \text{if } \omega_i^i \geq 0 \text{ and } l_i^i \leq 0 \leq u_i^i \end{cases}
\]
We note that there exists similar matrices for updating the constant term during back-substitution; we omit them to reduce clutter. Furthermore, when it is clear from context, we write \( R_L^l, R_U^l \) instead of \( R_L^l(\omega^i, l^i, u^i), R_U^l(\omega^i, l^i, u^i) \).

### Table II: Comparing DeepMIP to \( \alpha\)-CROWN and PRIMA.

| Model  | \( \epsilon \) | \( \alpha\)-CROWN | PRIMA | DeepMIP (MmMIP) |
|--------|----------------|-------------------|------|----------------|
|        |                | Solved | Time (seconds) | Solved | Time (seconds) | Solved | Time (seconds) |
| \( 6 \times 100 \) | 0.026 | 207 | 38 | 504 | 123 | 581 | 302 |
| \( 9 \times 100 \) | 0.026 | 223 | 88 | 427 | 252 | 463 | 452 |
| \( 6 \times 200 \) | 0.015 | 349 | 93 | 652 | 302 | 799 | 501 |
| \( 9 \times 200 \) | 0.015 | 308 | 257 | 600 | 462 | 625 | 121 |
| Total   |      | 1087 | 476 | 2183 | 1059 | 2378 | 2676 |
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