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Abstract Multiple choice questions (MCQs) are considered highly useful (being easy to take or mark) but quite difficult to create and large numbers are needed to form valid exams and associated practice materials. The idea of re-using an existing ontology to generate MCQs almost suggests itself and has been explored in various projects. In this project, we are applying suitable educational theory regarding assessments and related methods for their evaluation to ontology-based MCQ generation. In particular, we investigate whether we can measure the similarity of the concepts in an ontology with sufficient reliability so that this measure can be used to control the difficulty of the MCQs generated. In this report, we provide an overview of the background to this research, and describe the main steps taken and insights gained.

1 Introduction

Description logics (DLs) [4] are well-understood logics that form the logical basis of the web ontology language OWL. As a consequence of OWL’s standardisation over the past 15 years and the related increase in tool support (e.g., reasoners, editors/IDEs, APIs), loads of people/communities have developed ontologies, i.e., DL knowledge bases that capture some domain of interest, in particular in biology and clinical sciences. Some of these ontologies have been developed by groups of experts over a long time, and so can be expected to provide a shared view of a broad, complex domain with a high level of detail (e.g., NCIt).

Given these observations, a natural question arising is whether we cannot reuse these “nice” representations of domain knowledge for teaching in these domains, in particular for generating assessments. Of particular interest for this project are multiple choice questions (MCQs): they are well-suited for various kinds of questions, in particular those evaluating the students’ understanding and knowledge of (the terms in) a subject area, automatically gradeable, and can be implemented in eLearning tools that give students immediate feedback.

MCQs are, however, rather difficult to design [9], regardless of whether we design them by hand or automatically: in addition to a good question 2 and a correct answer, 3 we need to generate suitable distractors, i.e., reasonable yet incorrect alternative answers. To generate a good set of MCQs, i.e., an exam, we need to control the difficulty of MCQs: a good exam has to have questions from a range of difficulties so that it faithfully assesses students’ understanding. That is, only when an exam has questions of low, medium, and high difficulty can we use it to reliably identify students with a good understanding of the subject from those with a medium or weak one [13].

A large body of research exists on automatic question generation approaches from different types of knowledge sources, including ontologies. We carried out a systematic review of such approaches to gain a better understanding of the current state-of-the-art in question generation. Details of this systematic review can be found in [2]. An important deal of research effort has been devoted to
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2 Referred to as the stem in MCQ terminology.
3 Referred to as the key in MCQ terminology.
improve the distractor generation mechanism. Early MCQ generation approaches generate distractors based on syntactic or lexical features (e.g., same part of speech, same frequency, derivative words of the same prefix or suffix). While such mechanisms can be suitable for generating distractors for language testing, it is clearly not always suitable for other domains. Thus, an interest in semantics-based distractor generation mechanisms has developed, see for example [3, 6, 7, 14, 15]. These approaches utilise some notion of concept similarity to select suitable distractors just as we suggest in the current project, however, on the one hand, they do not examine the correlation between their utilised notion of similarity and human judgements of similarity (since they will be answering the generated questions). On the other hand, they do not examine the impact of varying the similarity between answers on the difficulty of the generated questions. We address the first issue in [1] and to address the second issue we conjecture that, given a suitable ontology and a suitable similarity measure on concepts, we can generate MCQs whose difficulty we can control by varying the similarity between the distractors and the key.

This conjecture involves two parameters: the suitability of
- a similarity measure: is it precise enough (and can it be implemented in a sufficiently performant way) so that we can base our distractor selection on it?
- an ontology: does it capture enough domain knowledge to base our MCQ generation on it? In particular, is the ontology detailed enough so that we can gauge concepts’ commonalities and differences which, in turn, is a requirement for estimating similarity between concepts?

2 Preliminaries

We assume the reader to be familiar with DLs [4]; for those who are not, it should suffice to know that DLs are decidable fragments of first order logic with unary predicates, called concepts and binary predicates, called roles. An ontology is a finite set of axioms, e.g., of the form:

\[ \forall x.\text{Orangutan}(x) \Rightarrow (\text{Frugivore}(x) \land \exists y.\text{Forest}(y) \land \text{livesIn}(x, y)) \]

\[ \forall x.\text{WoodLand}(x) \Rightarrow (\text{Forest}(x)) \]

A concept can be atomic (i.e., a predicate name) or complex (e.g., a conjunction). For this paper, the specific kind of DL does not matter; we are, however, only concerned with TBox axioms, i.e., terminological axioms of the form above and do not consider ABox assertions or ground facts.

The model theory and entailment relation \( \models \) are classic, e.g., the example ontology above entails that \( \text{Koala} \sqsubseteq \exists\text{livesIn}.\text{Forest} \). A DL reasoner implements a decision procedure for this entailment relation.

Given an ontology \( \mathcal{O} \), a set of concepts \( \mathcal{L} \), and a concept \( C \). We define the subsumers of \( C \) in \( \mathcal{L} \) w.r.t. \( \mathcal{O} \), \( \text{subs}(C, \mathcal{L}, \mathcal{O}) \) as follows:

\( \text{subs}(C, \mathcal{L}, \mathcal{O}) = \{ D \in \mathcal{L} \mid \mathcal{O} \models C \sqsubseteq D \} \).

Throughout the paper, we use \( \tilde{\mathcal{O}} \) to refer to the signature of \( \mathcal{O} \).

3 Approach and Challenges

Intuitively, one way that the difficulty of an MCQ can vary is with the similarity between the key and distractors. The more similar they are, the more knowledge you need to discriminate between them and thus select the correct one. When generating conceptual knowledge multiple choice questions from an ontology, stem and answers are derived from (possibly complex) concepts. Hence if we have an appropriate similarity measure for concepts, we can attempt to generate MCQs with predictable difficulty.

As an example, consider the ontology presented in Sect. 2. One of the questions that can be generated from this ontology is: “Which of the following is a Frugivore?” where the correct answer is Orangutan. Both Koala and Giraffe can be used as plausible distractors but, if we want to generate a difficult question, then we can pick Koala as a distractor and if we want an easy question, then we can pick Giraffe as a distractor. This is because Koala and Orangutan share more “properties” than Giraffe and Orangutan (both Koala and Orangutan live in a Forest).

Here, we are applying similarity measures over those concepts (the key and distractors) to control the difficulty of this question.

A core challenge of the proposed approach is finding a suitable way to measure similarity of concepts in ontologies: namely one that correlates well with human judgements of similarity. Various similarity measures have been developed for DLs [8, 11, 16], and we need to find one that is both computationally feasible so that we can use it to pick distractors, and informative enough so that this choice

\[ \forall x.\text{Orangutan}(x) \Rightarrow (\text{Frugivore}(x) \land \exists y.\text{Forest}(y) \land \text{livesIn}(x, y)) \]

\[ \forall x.\text{WoodLand}(x) \Rightarrow (\text{Forest}(x)) \]
is suitable. Due to the computational restrictions (e.g.,
limited expressivity, acyclic TBoxes, reliance on represen-
tative ABoxes) of existing similarity measures, we have
made the choice to build a new family of similarity mea-
sures that are suitable to be used with any ontology.

To evaluate the presented approach to control the dif-
culty of MCQs we have designed two case studies. In
both studies, we make use of purpose-built ontologies and
evaluate the approach via domain experts or students. The
two studies make use of three modules: (1) a similarity
measurer, (2) an MCQ generator and (3) an MCQ checker.

The similarity measurer computes the similarity
between (possibly complex) concepts w.r.t. an ontology \( O \).
The similarity measurer encompasses a range of similarity
measures with different granularities (i.e., semantic sensi-
tivity) and computational costs. All measures are inspired
by Jaccard’s similarity coefficient and thus the similarity
\( \text{Sim}(C, D, L, O) \) of two concepts \( C, D \) in a concept lan-
guage \( L \) w.r.t. an ontology \( O \) is defined as follows:

\[
\text{Sim}(C, D, L, O) = \frac{|\text{subs}(C, L, O) \cap \text{subs}(D, L, O)|}{|\text{subs}(C, L, O) \cup \text{subs}(D, L, O)|}.
\]

The above formula would be trivialised unless we define \( L \)
such that \( \text{subs}(C, L, O) \) is finite. For the current study we
set \( L \) to be either \( L_{\text{sub}} \) or \( L_{\text{gram}} \). \( L_{\text{sub}} \) is defined as:

\[
L_{\text{sub}} = \text{SubCE}(O)
\]

where \( \text{SubCE}(O) \) is the set of (possibly complex) concept
expressions in \( O \), and \( L_{\text{gram}} \) is defined as:

\[
L_{\text{gram}} = \{ E \mid (E \in \text{SubCE}(O)) \cup (\exists r \in \overline{O} \land \\
\exists F \in \text{SubCE}(O) \cdot E = \exists r \cdot F) \}
\]

We refer to the similarity measure that makes use of \( L_{\text{sub}} \) as
SubSim(\( \cdot \)) and the measure that makes use of \( L_{\text{gram}} \) as
GrammarSim(\( \cdot \)). Other options to design alternative mea-
sures are presented in [1]. The similarity measurer module
computes the pairwise similarity of concept names in \( O \)
using SubSim(\( \cdot \)) and the pairwise similarity of all concept
expressions in \( O \) using GrammarSim(\( \cdot \)). The rationality
behind that is that GrammarSim(\( \cdot \)) is more semantically
sensitive (i.e., precise), but much more expensive than
SubSim(\( \cdot \)); thus we only use the former to compute the
similarity of complex concepts where commonalities and
differences are usually expressed at a high expressivity
level. It should be noted that if computation cost is not an
issue, then GrammarSim(\( \cdot \)) can be used to compute the
similarity of both concept names and complex concepts
and if (high) semantic sensitivity is not an issue then
SubSim(\( \cdot \)) can be used as a (cheap) approximation of
GrammarSim(\( \cdot \)). A detailed comparison between the two
measures (and other measures) can be found in [1]. It is
also worth mentioning that the presented measures are
sensitive to the syntax used to describe the concepts in the
underlying ontology. Hence, if we have two equivalent
ontologies \( (O_1 \equiv O_2) \) over the same signatures \( (\overline{O}_1 = \overline{O}_2) \)
then \( \text{Sim}(C_1, C_2, O_1) \) does not necessarily equal
\( \text{Sim}(C_1, C_2, O_2) \). This syntactic-sensitivity is not an issue
when computing similarity over a single ontology, as we do in
the case studies presented below.

The MCQ generator takes as input an ontology and the
pairwise similarities returned by the similarity measurer. It
returns as output a set of MCQs taking one of the following
forms: “What is X?”, “Which of the following is an X?”,
“What is the following definition describing?”, “Which of
the following is the odd one out?”. Each MCQ has a stem,
a key, a varying number of distractors and a difficulty level
(i.e., easy or difficult). The same stem and key can be used to
generate two questions of different difficulty levels
depending on the similarity degree between the key and the
selected distractors.

Two ontologies have been built for the two studies. The
first ontology, which has been built by one of the authors
who is familiar with ontology development strategies and tools,
models a selected part from a knowledge representation
(KR) course presented to third year students at the University
of Manchester. The second ontology, which has been built
by an instructor who has no prior experience in building
ontologies (with guidance from one of the authors), covers
the conceptual part of a self-study Java course presented to
Masters students at the same university. In terms of devel-
opment cost, the two ontologies required 14 and 25 h (spread
over multiple days) of development time, respectively. In
terms of size, the KR ontology has 504 axioms, 151 classes, 7
object properties, and the Java ontology has 1151 axioms,
319 classes and 107 object properties.

The MCQ checker presents a set of MCQs to domain
experts and asks them to (a) attempt to answer the ques-
tions, (b) rate their difficulty and (c) rate their usefulness.
Each expert is asked to rate the difficulty of the question by
choosing one of the options: (1) too easy, (2) reasonably
easy, (3) reasonably difficult and (4) too difficult. Then the
expert is asked to rate the usefulness of the question by
choosing one of the options: (1) not useful at all, (2) useful
as a seed for another question, (3) useful but requires major
improvements, (4) useful but requires minor improvements
or (5) useful as it is. Additionally, in the second evaluation
study, the experts have been asked to determine whether
the following properties hold for each question: (1) it is
relevant to the course content, (2) it has exactly one key,
(3) it contains no clues to the key, (4) it requires more than
common knowledge to be answered correctly, and (5) it is
grammatically correct.
Two samples of the KR questions which have been rated by at least 2 reviewers as useful (or useful with minor improvements) have been presented to the students enrolled in the KR course unit during the academic year 2013/2014 and who were about to sit their final exam. To increase participation rate, the two samples were delivered through different channels; the first sample of 6 questions was delivered using a traditional (closed-book) paper-and-pencil method during a revision session and the second sample of (different) 6 questions was delivered via the universities’ eLearning portal. The first round was time-limited, i.e., students were instructed to hand back their answers after 10 min. In contrast, in the second round, students were allowed to finish the test during the week preceding their final exam. A total of 19 and 7 students participated in the two rounds, respectively.

4 Results and Discussion

913 and 428 questions were generated from the KR and Java ontologies, respectively. Among these are 535, 344 questions that have at least 3 distractors for the KR and Java ontologies, respectively. Among the 913 KR questions, 50 questions were selected randomly to be reviewed by domain experts. Java questions were first fed to an automatic filter that filters out any question where there is an overlap, i.e., a string of more than three characters, that appears in both the stem and the key. This is to eliminate the chances of providing a clue to the students to figure out the correct answer without actually having the required knowledge to answer it correctly. Among the 264 Java questions that have no overlap, 65 questions were selected for the reviewing phase. These questions were not selected in a pure random way, rather, each question has been selected randomly, then checked manually to make sure that it is not redundant, i.e., similar in terms of content to a previously selected question but different in presentation.

A question is considered “useful” if it is rated as either “useful as it is” or “useful but requires minor improvements” by a reviewer. 46 out of the 50 KR questions were considered useful by at least one reviewer. 63 out of the 65 Java questions have been rated as useful by at least one reviewer. A given distractor is considered “useful” if it has been functional (i.e., picked by at least one student). For the questions delivered in the first round, at least two out of three distractors were useful. For the questions delivered in the second round, at least one distractor was useful except for one question which has been answered correctly by all the seven students.

We used Pearson’s coefficient to compute item discrimination to show the correlation between students’ performance on a given question and the overall performance of each student on all questions. The range of item discrimination is $[-1, +1]$. A good discrimination value is greater than 0.4 [10]. For the questions administered on paper and four out of the six questions administered online, item discrimination was greater than 0.4. For one question administered online, item discrimination could not be calculated as 100 % of students answered that question correctly. One of the reviewers pointed out that the question that has poor discrimination is highly guessable because of the conceptual similarities between the stem and the key.

The quality of Java questions was further evaluated by adherence to five rules. Figure 1 shows the number of questions adhering to each rule as evaluated by each reviewer. In general, almost all questions have been found by all three reviewers to adhere to Rules 1 (relevance), 2 (exactly 1 key), and 4 (requires domain knowledge). Almost all questions were also found to adhere to Rule 3 (question contains no clues) by two reviewers. Rule 5 (grammatical correctness) was the only rule which got low ratings. According to reviewers’ comments, this is mainly due to the lack of appropriate articles (i.e., the, a, an).

A question is too difficult for a particular group of students if it is answered correctly by less than 30 % of the students and is too easy if answered by more than 90 % of the students [9]. In both cases, the question needs to be reviewed and improved. Accordingly, we consider a question to be difficult if it is answered correctly by 30–60 % and easy if it is answered correctly by 60–90 % of the students. With regard to the six questions delivered on paper, two questions were reasonably difficult and two were reasonably easy for the students. These four questions were in line with difficulty estimations by the MCQ Generator tool. One out of the six questions was too difficult for the students. Remarkably, the tool and the three reviewers
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have rated this item as easy. Finally, one question was too easy for the students, however it was rated as difficult by the tool. This is due to having a clue in the stem. Similarly, for the questions administered online, one question was reasonably difficult and one question was reasonably easy for the students; just in line with tool estimations. One out of the six questions was too easy for the students (100% correct answers). This question was rated as easy by the tool. Again, one question was rated as difficult by the tool but was easy for the students due to having a clue in the stem. Two questions were not in line with tool estimations but were in line with estimations of at least two reviewers. For 51 out of the 65 Java questions, there has been an agreement between the tool and at least one reviewer. The degree of agreement is much higher with easy questions reaching 100% agreements with at least one reviewer. This could mean that the generated distractors for difficult questions were not plausible enough which can be due to many reasons such as having lexical or semantic clues. Figure 2 shows the number of questions for which there is an agreement between the tool and at least one, two or three reviewers for the 50 KR questions and the 65 Java questions that have been reviewed by the domain experts.

5 Related Work

Due to space limitations, a selected set of related work is presented in this section. For a detailed review of the related literature, the interested reader is referred to [2]. A number of ontology-based question generation approaches have been proposed [3, 6, 7, 12, 15, 19, 20]. For example, Zitko et al. [19] proposed templates and algorithms for the automatic generation of objective questions from ontologies. The focus in their work was to extend the functionality of a previously implemented tutoring system (TexSys) by concentrating on the assessment component. The main difference between this approach and our approach is in the distractor selection mechanism. The mechanism adopted by Zitko et al. is to generate a set of random distractors for each MCQ without an attempt to filter them according to their pedagogical appropriateness.

The distractor selection mechanism was enhanced by Papasalouros et al. [15] who presented various ontology-based strategies for the automatic generation of MCQs. These strategies are used for selecting keys and distractors. The evaluation of the produced questions by domain experts shows that the questions are satisfactory for assessment but not all of them are syntactically correct. The major problem related to this approach is the use of highly constrained rules with no theory backing that would motivate the selection of these rules. For example, the distractors in each MCQ are mainly picked from the set of siblings of the correct answer while there might be other plausible distractors. Later, Cubric and Tosić [6] reported on their experience in implementing a Protégé plugin for question generation based on the strategies proposed by Papasalouros et al. [15]. More recently, Cubric and Tosić [7] extended their previous work by considering new ontology elements, e.g., annotations. In addition, they suggested employing question templates to avoid syntactical problems in the generated questions. They have also illustrated, by some examples, that their method is suitable for generating questions of both lower and higher levels of Bloom’s taxonomy [5].

In addition to the distractor selection mechanism, it is important to consider some presentation issues that might affect the quality of the generated questions, e.g., naturalness and fluency of the language. Consistent with this, Williams [17] extended the use of SWAT natural language tools to verbalise ontology terms which are used in the generated questions. For example, “has a height of” can be derived from the data property “has_height”.

6 Outlook

The current project presents a range of contributions including a theory to control MCQs difficulty and a protocol to evaluate automatically generated assessment questions. The presented methodology has been externally validated over 4 existing ontologies in [18] to show the suitability of the approach for existing ontologies and not
only handcrafted ones. However, there are still some open issues that need to be addressed. We suggest a few possible future directions. For example, we are currently exploring alternative models to control the difficulty of different classes of MCQs that may not fit the current similarity-based theory. In addition, we are exploring the suitability of using the generated MCQs to validate the ontology they are generated from.
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