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ABSTRACT

Computer scientists are trained in the art of creating abstractions that simplify and generalize. However, a premature abstraction that omits crucial contextual details creates the risk of epistemic trespassing, by falsely asserting its relevance into other contexts. We study how the field of responsible AI has created an imperfect synecdoche by abstracting the four-fifths rule (a.k.a. the 4/5 rule or 80% rule), a single part of disparate impact discrimination law, into the disparate impact metric. This metric incorrectly introduces a new deontic nuance and new potentials for ethical harms that were absent in the original 4/5 rule. We also survey how the field has amplified the potential for harm in codifying the 4/5 rule into popular AI fairness software toolkits. The harmful erasure of legal nuances is a wake-up call for computer scientists to self-critically re-evaluate the abstractions they create and use, particularly in the interdisciplinary field of AI ethics.
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1 INTRODUCTION

Premature abstraction and epistemic trespassing. The field of computer science is oriented around two epistemic motivations: first, to simplify complex problems into mathematical abstractions, and second, to generalize by reusing these same abstractions across other domains [32, 85]. The creation and application of abstractions are integral to defining computer languages and symbolic logic in artificial intelligence [1, 10, 11, 74, 81]. Abstractions discard irrelevant details, which not only reduce cognitive load, but also enable generalizations through use. However, abstractions sometimes result in ontological conflicts, particularly when the details removed in a first formulation, especially those removed out of ignorance as to their salience and those necessary to establish a more general context, are regarded by others to be integral to defining the core concept in the context from which the abstraction is constructed. These premature abstracts, malformed through ontological errors, cause downstream epistemic errors when reused beyond their original scope, resulting in “research debt” [56]. Well-intentioned computer scientists who lack the critical perspective on the initial context may attempt to apply the reified abstraction as a concept and resource in its own right, feeling like they are simply practicing the aphorism that “all models are wrong, but some are useful” [9]. Nevertheless, such “premature abstraction” [23]—using an abstraction without a critical perspective on the original context of its creation—is problematic behavior. By “not staying in their lane”, computer scientists can create semantic confusion when reborrowing the premature abstraction back into the original context. Rather than providing genuine contributions to the problem at hand, they become “epistemic trespassers”, i.e., “thinkers who have competence or expertise to make good judgments in one field, but move to another field where they lack competence—and pass judgment nevertheless” [4].

Our contributions. In this paper, we argue that epistemic trespassing has formed around the terms “disparate impact” and “four-fifths rule”, which poses significant epistemic and deontic risks in real-world, regulated decision-making contexts. By “four-fifths rule”, also known as the eighty-percent rule, we refer to the guidelines widely implemented in employment and civil rights contexts to determine whether a hiring or selection process has a disparate impact on protected groups. According to this guideline, a selection process might have “disparate impact” if the selection rate for a particular or protected group is found to be equal to or less than four-fifths of the dominant group. In Section 2, we introduce the various legal concepts that share the name “disparate impact”: “disparate impact” (Dlaw), a body of U.S. discrimination law; “disparate impact” (Dfinding), a legal finding by a court or regulator as to whether Dlaw has been violated; and “disparate impact analysis” (Danalysis), the chain of legal reasoning that argues for a Dfinding. In Section 3, we detail how these concepts have co-opted into “disparate impact” (Dmetric), the metric introduced into the algorithmic fairness literature as an imperfect synecdoche of the “four-fifths rule”; we quote the definition of Dmetric in its entirety in Definition 1.1. In Section 4, we describe the spread of Dmetric in algorithmic fairness toolkits. In Section 5, we discuss the societal
ramifications that result from the semantic clashes between the reborrowed abstraction \( \text{DI}^{\text{metric}} \) when used in situations where the original legal terms of art apply. To facilitate our discussion, we provide the relevant regulatory paragraph which defines the \( 4/5 \) rule in the Equal Employment Opportunity Commission (EEOC)’s Uniform Guidelines on Employee Selection Procedures (UGESP) of 1978 in Appendix A [49–52, 77, 79], an abridgement of which is stated in Table 1.

**Definition 1.1 (Disparate impact metric ("80% rule", \( \text{DI}^{\text{metric}} \)) [22]).** Given data set \( D = (X, Y, C) \), with protected attribute \( X \) (e.g., race, sex, religion, etc.), remaining attributes \( Y \), and binary class to be predicted \( C \) (e.g., “will hire”), we will say that \( D \) has disparate impact if

\[
\frac{\Pr(C = \text{YES}|X = 0)}{\Pr(C = \text{YES}|X = 1)} \leq \tau = 0.8
\]

(1)

for positive outcome class \( \text{YES} \) and majority protected attribute \( 1 \) where \( \Pr(C = c|X = x) \) denotes the conditional probability (evaluated over \( D \)) that the class outcome is \( c \in C \) given protected attribute \( x \in X \). Note that under this definition disparate impact is determined based on the given data set and decision outcomes.

**Related work.** The algorithmic fairness literature is sprinkled with various degrees of awareness of the epistemic trespassing problem around “disparate impact”. Feldman et al. [22] state that “The terminology of ‘right’ and ‘wrong’, ‘positive’ and ‘negative’ that is used in classification is an awkward fit when dealing with majority and minority classes, and selection decisions.” We revisit this phenomenon of deontic polarization in Section 3. Other papers focus expressly on issues around the de-/re-contextualization inherent in creating and applying abstractions. Bao et al. [5] comment that “Decontextualization of the data creates further problems when algorithmic fairness papers imply that their results have consequences for how [responsible AIs] work (or should work).” Selbst et al. [67] call for greater community participation for creating better models and abstractions. Jacobs and Wallach [29] describes risks of abstracting concepts which are challenging to measure, such as gender and teacher effectiveness. The choices of mathematical formalisms around population and data are critical to effective achieving fairness goals Mitchell et al. [46], and yet may hide harmful “methodological blindspots” with which the discipline at large must contend [14]. Xiang and Raji [86] draw on theories of disparate impact in their discussion of how machine learning practitioners often misunderstand the legal concepts they attempt to operationalize. To our knowledge, however, we are the first to provide the full synthesis of the extent of epistemic trespassing that has happened around the terms “disparate impact” and “four-fifths rule”, which is particularly problematic when reborrowed into the contexts of regulated decision-making not just because of the semantic clash with \( \text{DI}^{\text{law}} \), but because of the ubiquity of \( \text{DI}^{\text{metric}} \).

## 2 THE LEGAL CONCEPTS OF DISPARATE IMPACT

In this section, we present the key elements needed by U.S. courts and regulators, which together form \( \text{DI}^{\text{analysis}} \) and give rise to a \( \text{DI}^{\text{finding}} \) under \( \text{DI}^{\text{law}} \). An epistemic trespasser may (false)ly presume that this is simply a matter of applying the \( 4/5 \) rule and computing \( \text{DI}^{\text{metric}} \) (1) to establish \( \text{DI}^{\text{finding}} \). They may even turn to one of the toolkits in Section 4 to perform this computation. This chain of reasoning is an example of a fallacious synecdoche, where \( \text{DI}^{\text{metric}} \) vainly stands in for the entire process of \( \text{DI}^{\text{analysis}} \) and entire body of \( \text{DI}^{\text{law}} \). On the contrary, a proper \( \text{DI}^{\text{finding}} \) under \( \text{DI}^{\text{law}} \) requires \( \text{DI}^{\text{analysis}} \) under \( \text{DI}^{\text{law}} \) as shown in Figure 1. \( \text{DI}^{\text{analysis}} \) is a complex iterative and multistage test, undertaken with reference to the facts of the specific case.

### 2.1 Establishing a prima facie case of disparate impact

The starting point for a disparate impact assessment is finding statistical evidence of a pattern of unintentional discrimination, which affects a protected class, before turning to mitigation and defenses. The resulting *prima facie* case can be established using an appropriate test statistic which compares a relevant population to the specific population that is alleged to have suffered disparate impact along protected class lines, combined with a causal link [76]. For example, to assess if women suffer disparate impact in the hiring of firefighters drawing from all NYC to service Brooklyn, a compliance team could use a \( \chi^2 \)-test (an appropriate statistical test) to compare the women in Brooklyn with women in NYC (relevant population), with men in Brooklyn and men in NYC (population in question)\(^1\). If the test statistic shows a statistically significant difference, this forms evidence to be presented in court or to a regulator.

**Selecting a relevant comparison population.** The example above highlights an ambiguity in defining the relevant population that forms the basis for comparison when computing a test statistic. Should the reference population be the population of New York City (as the source of applicants), just the borough of Brooklyn (the service area), or something else? Some cases failed to establish \( \text{DI}^{\text{finding}} \) because they chose too broad a reference population [3]. On the other hand, the use of general population statistics is not always inadmissible [36]. The set of relevant populations that courts will accept can turn on the legislative history as well as the facts of the case. In one recent case [80], a dispute about the appropriate comparison population drew on analogies to a range of cases in fair housing, but ultimately turned on the differences between legislative intents when writing housing and employment regulations. Ultimately, the choice of relevant comparison population is complex, contingent, and contextual, and cannot be easily abstracted away.

**Selecting an appropriate test statistic.** Once a reference population has been established, the reference population and the population under review need to be compared. In modern times, this comparison is a statistical one, but the tests that are indicated differ based on the facts of the case. Commonly used test statistics include \( \chi^2 \) and Fisher’s exact tests, each of which is considered reliable, but can occasionally disagree [73]. When conflicts between valid

---

\(^1\)We acknowledge the existence of genders that fall outside of the gender binary. The law typically compares against each other class individually (one vs one), rather than comparing a class against all other classes simultaneously (one vs rest)
statistical tests arise, the court needs to make a call based on the facts of the case, as “Statistics [...] come in infinite variety [...] their usefulness depends on all of the surrounding facts and circumstances.”[17] As above, the choice of testing is complex, contingent, and contextual, and cannot be easily abstracted away.

The 4/5 rule is not an appropriate test statistic. In contrast to the tests mentioned above, the 4/5 rule from which DI\text{metric} is faultily derived is considered less favourably. It is neither necessary nor sufficient that (1) constitutes DI\text{finding} in courts at all - it is only used in employment contexts by resource-constrained regulators out of court [34, 84]. Courts will simply place greater weight on significance testing than the 4/5 rule, for reasons similar to those which inspired the exceptions in original regulation (Appendix A) - principally, the greater consistency of statistical significance [31].

### 2.2 Demonstrating a business necessity defence, or arriving at one through mitigation

A prima facie case is not the only step in DI\text{analyse} and does not automatically lead to a DI\text{finding}. If significant discrepancies are found, legal and compliance teams will look to justify the practice causing the discrepancy using business necessity justifications. Here, the context matters. In employment cases, it is enough to show a "nexus between its hiring requirement and the employment goals" [42]. In a fair lending or machine learning context, regulators may ask for evidence that the model chosen is the least discriminatory of all models which provide sufficient value (generally, profit) [16]. In a disability context, compliance teams may show that reasonable accommodations cannot rectify the alleged disparate impact[58]. If mitigations are unavailable or simply too burdensome, the alleged discriminatory practice need not result in DI\text{finding} as the above cases show. However, the discovery of mitigations and an assessment of their burden are complex matters, contingent on the facts of the case, and reliant on context.

**Iteration.** If workable mitigations are found, they must be documented and carried out so that compliance teams can establish a business necessity defence in the future to a regulator or court. For example, if a less discriminatory alternative model is found in the process of demonstrating a business necessity defence, a bank concerned with fair lending is bound to use the less discriminatory alternative [21]. However, the less discriminatory alternative should be reassessed from the beginning, leading to an iterative process which ought to end in a process or model that can be defended in a disparate impact claim, either because no discrimination remains or because the business necessity defence can be made out.

### 2.3 Brief regulatory history of the 4/5 rule

The 4/5 rule was historically developed and used as an early screening test to decide if further regulatory scrutiny was needed for compliance with Title VII employment discrimination laws. The earliest mention of the 4/5 rule can be traced to regulatory guidance from California in 1972 [19, 20, 72]. We have been unable to find any official, written justification of why the precise value of $r = 4/5$ was chosen; however, there is anecdotal evidence from the meeting of the authors of [72] that “The 80% Test was born out of two compromises: (1) a desire expressed by those writing and having input into the Guidelines to include a statistical test as the primary step but knowing from an administrative point of view a statistical test was not possible for the FEPC consultants who had to work the enforcement of the Guidelines, and (2) a way to split the middle between two camps, the 70% camp and the 90% camp. A way was found to use both. In the way the 80% Test was defined and carried out so that compliance teams can establish
the regulations around Title VII $D_{law}$, was never intended to be a legal definition of $D_{finding}$, and that its use in $D_{analysis}$ does not generalize to other contexts of $D_{law}$.

2.4 Summary

The legal approaches to disparate impact analysis and mitigation are complex, expensive, and necessary to avoid eight-digit regulatory fines, court judgments carrying similar cost, and reputational damage. Both compliance teams and plaintiffs in court need to make subtle yet consequential choices about reference populations, statistical tests, defences, mitigation strategies, and other considerations, with reference to the particular regulatory scheme and facts of the case. While computer scientists can help with tasks like establishing statistical evidence, there is simply no substitute for legal expertise to establish $D_{metric}$ through an appropriate contextual $D_{analysis}$. In the large, $D_{metric}$ is irrelevant for $D_{finding}$. Computer scientists risk epistemic trespassing in overreaching for the limited places where quantitative computations are called for, and by arguing for the synecdoche of $D_{metric}$ in place of $D_{analysis}$, and for ignoring the precise legal contexts of statistical evidence used in $D_{law}$.

3 CRITICAL ANALYSIS OF THE GENERALIZATION OF DISPARATE IMPACT

Having now reviewed the original legal contexts of disparate impact, we present in this section a critical "derivation" of $D_{metric}$ [22] from the regulation stating the $4/5$ rule (Appendix A). While Definition 1.1 claims to generalize the $4/5$ rule [22], we present in Table 1 a sequence of logical transformations (introduced in Definition 3.1), showing that several premature abstractions and ad hoc redefinitions are necessary in this "derivation", which is therefore erroneous. The flawed generalization means that Definition 1.1 no longer correctly describes the original regulatory use of the $4/5$ rule. To state this claim more precisely, we now introduce some formal logical definitions for the notions of premature abstraction and epistemic trespassing that we have previously introduced.

Definition 3.1. Let $Γ$ be some context in which the statement $x$ is true, written $Γ ⊢ x$; $y$ be a statement that is more general than $x$, written $x < y$, by virtue of omission of details; and $Γ'$ be a more general context than $Γ$, written $Γ < Γ'$. Furthermore, assume that the generality relations $<$ and $<$ are transitive. Then, an inductive generalization (I) is the logical inference rule

$$Γ ⊢ xΓ ⊢ x < y\quad (I).$$

A decontextualization (D) is an inductive generalization (I) where $Γ < Γ'$ is axiomatically presumed to be true and $x = y$ identically, i.e., only the context is asserted to be generalized and not the statement. An abstraction (A) is an inductive generalization (I) where $Γ = Γ'$ identically and $x < y$ is axiomatically presumed to be true, i.e., only the statement is asserted to be generalized and not the context. A premature abstraction (P) is an inductive generalization (I) where both $Γ < Γ'$ and $x < y$ are both axiomatically presumed to be true, i.e., both the statement and context are asserted to be generalized. A recontextualization (R) is the logical
inference rule
\[
\frac{\Gamma \vdash x \quad \Gamma \vdash \Gamma'}{\Gamma \vdash x} (R).
\]

The terms de-/re-contextualization have been previously used to describe the processes of socio-technical change [30, 70]. The reciprocal relationship turns out to be a specific instance of deontic semantics, which shows up as meaning latent in the values of binary random variables. We now define the following concept:

**Definition 3.2.** A deontically-polarized binary variable is a random variable \( V \) taking either a positive value or a negative value.

The deontic meaning assigned to a binary variable is relevant when computing metrics of algorithmic bias. First, Definition 1.1 explicitly builds upon the notion of equality of outcomes, which compares base rates for the positive outcome \( C = \text{YES} \) only (conditioned on the protected attribute). Replacing \( C = \text{YES} \) with \( C = \text{NO} \) in Definition 1.1 creates a different metric, \( \text{Pr}(C = \text{NO}|X = 0)/\text{Pr}(C = \text{NO}|X = 1) \), which in general will not be the same value as the original ratio \( \text{Pr}(C = \text{YES}|X = 0)/\text{Pr}(C = \text{YES}|X = 1) \). Second, the deontic value of being in the majority group \( X = 1 \) literally defines the denominator of the ratio: the metric is not symmetric with respect to interchanging \( X = 1 \) and \( X = 0 \). Third, the deontic polarizations of positive/negative outcomes (\( C \in \{\text{YES}, \text{NO}\} \)) and majority/minority groups (\( X \in \{0, 1\} \)) take on moral dimensions of good/bad and inclusion/exclusion that need to be considered when qualitatively assessing ethical harms.

While we do not define precisely the “more general” relationships \(< \text{or} <^* \), the definitions above nevertheless suffice for the critique summarized in Table 1, which distinguishes between abstractions that are correct generalizations (of the form \( x < y \)) and those that are not (denoted \( x <^{(*)} y \), as well as correct and incorrect logical transformations (the latter are denoted by a suffixed \( ^* \)). For example, the text “A selection positive outcome rate for any race, sex, or ethnic group which is less than four-fifths of the rate for the group with the highest rate defines disparate impact” describes the change necessary to turn the preceding statement \( x_2 \) (using the word “selection”) into the current statement \( x_3 \) (using the phrase “positive outcome”), and similarly for mutating one context \( \Gamma_i \) into another \( \Gamma_{i+1} \).

The logical flow of Table 1 can be summarized as a process of epistemic trespassing, being a fallacious premature abstraction (\( P^* \)) based on faulty inductive premises \( \Gamma_1 <^{(*)} \Gamma_2 \) and \( x_1 <^{(*)} x_3 \),\(^{2}\) followed by a recontextualization (\( R \)) into the context of the data set \( D \):

\[
\frac{D < \Gamma_2 \quad \frac{\Gamma_1[x_1 \leftarrow \Gamma_2 \leftarrow \Gamma_1] <^{(*)} x_1 <^{(*)} x_3 (P^*)}{\Gamma_1} \quad D \leftarrow x_5 \quad \frac{\Gamma_1}{(R)}.}
\]

While the second step is logically valid, the first step involves problematic assertions which invalidate the premises upon which the premature abstraction was defined.

The individual steps reveal the precise logical faults worth detailing, as are the concomitant implicit, yet necessary, widenings of context to enable abstracting away of now-irrelevant details.

\( \Gamma_1 < \Gamma_2 \) enables the notion of (enforcement) agency, to be discarded in \( x_1 <^{(*)} x_2 \), which now claims the 4/5 rule as an operational definition, and glosses over all the legal requirements described in Section 2. The generalization \( x_2 < x_1 \), while abstracting away the binary decision, needs to retain the deontic polarity presumed in that it is a good thing for people to be employed, which must be preserved in the widening \( \Gamma_2 < \Gamma_1 \) even without the employment context. Feldman et al. [22] have acknowledged such deontic polarity as “awkward”. The generalization \( x_3 <^{(*)} x_4 \) abstracts away “protected attributes”, a reference to the legal notion of protected class in Dlaw. However, the “binary” modifier collapses nuance in the comparisons to be measured and introduces an ethical harm of overly broad categorization, making the widening of the corresponding context \( \Gamma_3 <^{(*)} \Gamma_4 \) problematic. For example, rather than considering each racial group separately relative to some reference racial group, the nuance is flattened into a simple pairwise comparison of out-group performance relative to in-group performance, and lays bare the deontic subtext that belies the comparison. This problem is further exacerbated in the transformation \( x_4 <^{(*)} x_5 \), which redefines the reference group as the majority group \( X = 1 \). The only way to view this redefinition as an abstraction is to assume that in all reference populations, the majority group and most advantaged group are identical. This change in semantics alters the description of model minorities that are not the majority group \( X = 0 \) but are nevertheless the group more likely to have the better outcomes, \( \text{Pr}(C = \text{YES}|X = 0) > \text{Pr}(C = \text{YES}|X = 1) \), and decouples the deontic polarity of the outcome \( C \) from the deontic polarity of the in-group membership \( X \), requiring now the management of two separate sets of deontic semantics. All these semantic changes culminate in the recontextualization going from \( \Gamma_4 \) to an empirical data set \( D \), which requires categorical assignments into the DPB variables \( X \) and \( C \) in order to be defined. Furthermore, the rows of \( D \) explicitly define the reference population to be assessed, raising practical issues around representativeness and sampling bias that must be considered.

### 3.1 Possibilities for removing deontic polarization

The analysis above demonstrate the composition of multiple abstractions that were necessary to arrive at Definition 1.1. It is also clear that other abstractions of the 4/5 rule are also possible, being analogous to (1.1) as a codification of \( D \leftarrow x_5 \), albeit corresponding to statements other than \( x_5 \). Thus, it is possible to ameliorate one of the most problematic aspects of Dmetric by redefining the test to remove the deontic aspect of the protected attribute \( X \). For example, \( \Gamma_1 \leftarrow x_4 \) could have been codified for a specific data set, \( D \leftarrow x_4 \), as the symmetrized ratio

\[
\min \left( \frac{\text{Pr}(C = \text{YES}|X = 0)}{\text{Pr}(C = \text{YES}|X = 1)} \frac{\text{Pr}(C = \text{YES}|X = 1)}{\text{Pr}(C = \text{YES}|X = 0)} \right) \leq \tau = 0.8, \quad (2)
\]

or equivalently,

\[
\tau \leq \frac{\text{Pr}(C = \text{YES}|X = 0)}{\text{Pr}(C = \text{YES}|X = 1)} \leq \frac{1}{1 - \tau}. \quad (3)
\]

This redefinition removes deontic polarization by symmetrization: it no longer matters which group \( X = 1 \) or \( X = 0 \) serves as the basis for comparison and goes into the denominator. As we will see later
Any DPB decision involving the group which is less than four-fifths of the rate for the group with the highest rate will generally be regarded by the Federal enforcement agencies as evidence of disparate impact. A selection rate for any race, sex, or ethnic group which is less than four-fifths of the rate for the group with the highest rate defines disparate impact. A selection rate for any race, sex, or ethnic group which is less than four-fifths of the rate for the group with the highest rate defines disparate impact. A selection positive outcome rate for any race, sex, or ethnic group which is less than four-fifths of the rate for the group with the highest rate defines disparate impact. A selection positive outcome rate for any race, sex, or ethnic group which is less than four-fifths of the rate for the group with the highest rate defines disparate impact.

### Table 1: Necessary abstractions to derive Definition 1.1 from the original U.S. federal regulatory guidance on disparate impact.

| Formal notation | Scope | Text | Comments |
|-----------------|-------|------|----------|
| $\Gamma_1 \vdash x_1$ | Certain federal agencies and employment decisions | A selection rate for any race, sex, or ethnic group which is less than four-fifths of the rate for the group with the highest rate will generally be regarded by the Federal enforcement agencies as evidence of disparate impact. | Abridged from Appendix A |
| $\Gamma_2 \vdash x_2$ | Certain federal agencies and employment decisions | A selection rate for any race, sex, or ethnic group which is less than four-fifths of the rate for the group with the highest rate will generally be regarded by the Federal enforcement agencies as evidence of disparate impact. | $(P')$: $\Gamma_1 < \Gamma_2$ discards agency; $x_1 <^{(\star)} x_2$ ignores Section 2 |
| $\Gamma_3 \vdash x_3$ | Certain employment decisions any DPB decision involving race, sex or ethnic groups | A selection positive outcome rate for any race, sex, or ethnic group which is less than four-fifths of the rate for the group with the highest rate defines disparate impact. | $(P)$ |
| $\Gamma_4 \vdash x_4$ | Any DPB decision involving race, sex, or ethnic groups groups defined by any DPB protected attribute | A positive outcome rate for any race, sex, or ethnic group binary protected attribute which is less than four-fifths of the rate for the group with the highest rate defines disparate impact. | $(P')$: $x_3 <^{(\star)} x_4$ and $\Gamma_3 <^{(\star)} \Gamma_4$ introduce harms of categorization |
| $\Gamma_5 \vdash x_5$ | Any DPB decision involving groups defined by any DPB protected attribute | A positive outcome rate for any binary protected attribute which is less than four-fifths of the rate for the group with the highest rate defines disparate impact. | $(A')$: $x_4 <^{(\star)} x_5$ redefines relevant population |
| $D \vdash x_5$ | Data $D = (X, Y, C)$ on some any DPB decision $C$ and some any DPB protected attribute $X$ | A positive outcome rate for any binary protected attribute which is less than four-fifths of the rate for the majority group defines disparate impact. | $(R)$ yields Definition 1.1 |

In the special case of a binary $X$ (with no deontic polarization needed), (5) reduces to (3); it is therefore accurate to characterize (5) as the correct generalization of (3) to categorical $X$.

While the above shows that it is possible to remove the deontic polarization necessary in $X$, the preceding discussion also shows how it is impossible to completely remove deontic polarization from any redefinition of $D_{\text{metric}}$, for two reasons. First, the deontic polarization of $C$ is necessary for correctly computing $D_{\text{metric}}$. Consider the confusion matrix

$$
\begin{array}{cc}
C = 1 & C = 0 \\
X = 1 & P_1 & N_1 \\
X = 0 & P_0 & N_0
\end{array}
$$

which could have been codified $D \vdash x'_4$ into the ratios

$$
\rho_{C}(x) = \frac{\Pr(C = \text{YES}|X = x)}{\max_{x'} \Pr(C = \text{YES}|X = x')} \leq \tau, \quad \text{where } x \neq x', \quad (4)
$$

where the denominator encodes the notion of “group with the highest rate” and not “majority group”. A single metric could have been constructed from summary statistics of these ratios; one plausible metric, $R(x')$, is simply to consider the worst case:

$$
R(x') = \min_x \rho_{C}(x) \quad (5)
$$
vulnerable workers like those in lower-income countries [71], children [60], and trafficked slaves [57, 82]; and other concerns around people with disabilities [44, 66], social class [62], immigration [55], labor organizing [63], freelancing [75], and corporate social responsibility [18], are all necessary for determining the deontic value of an employment selection. Similar deontic assumptions must be confronted in other contexts, such as granting bail to those who cannot afford it in the context of criminal justice [5].

These possibilities for ameliorating a single problematic aspect of $D^{\text{metric}}$, while instructive for understanding how to improve the quantitative definition, nevertheless do not redress all the various stages of premature abstraction that enable the epistemic trespassing of the $4/5$ rule. Rather, this discussion lays bare how far the meaning of $D^{\text{metric}}$ has deviated from the original meaning of the $4/5$ rule in $D^{\text{law}}$. Therefore, we argue that giving the name “disparate impact” to $D^{\text{metric}}$ is a problematic practice, and exhort the algorithmic fairness community to stop this usage of “disparate impact”, to reduce the inevitable epistemic trespassing in conflating $D^{\text{metric}}$ with $D^{\text{finding}}$. Worryingly, such epistemic trespassing is already manifest in AI fairness toolkits, as we will now discuss.

4 SPREADING THE $4/5$ RULE IN FAIRNESS TOOLKITS

Interest in fairness and disparate impact within the computer science discipline has grown greatly since 2015. Perhaps in response to this growing demand for applicable fairness heuristics which can be implemented into statistical models, a new field has emerged of “AI ethics” and “AI fairness” toolkits. Such toolkits are usually open-source code, but commercial offerings do exist. These technical packages operationalize guidelines for “fair” decision-making into tests which end-users can build into their own model-development processes to assess their own models’ treatment of disparate groups, or use as-is.

A number of papers have critiqued the presumptions and organizational imperatives of toolkits, in particular how these toolkits prioritize the decision-making of privileged technologists [47], how they frame the work of AI ethics as an individual rather than systematic endeavor [43] and may fail to address practicaltions needs [33, 61]. Rather, we focus on toolkits as constructions that collect instruments, processes, and actions in prescriptive ways that make a deliberate representation of expertise [40]. Fairness toolkits perpetuate the epistemic trespassing we have detailed above in Section 3, which lends undue weight to $D^{\text{metric}}$ by giving it the same name as $D^{\text{law}}$. These toolkits are clearly not built to handle the full complexities of $D^{\text{law}}$ as sketched in Figure 1, and since few, if any, users of these toolkits will be aware of the nuances of disparate impact that we differentiate in this paper, offering $D^{\text{metric}}$ under a name like “disparate impact” ought to provoke concern about unintended legal claims that are unwarranted from simply computing $D^{\text{metric}}$. In particular, we cannot pretend that the act of simply computing $D^{\text{metric}}$ constitutes the entirety of “disparate impact analysis”, without risking significant confusion with the $D^{\text{analysis}}$ that must be conducted in regulatory review or in a court of law. Overall, the inadequacy of toolkits to assure legal protections, combined with their widespread popularity, makes our argument both compelling and urgent.

4.1 Fairness toolkits are popular

In this section, we briefly overview some AI fairness toolkits that present functionality for computing bias metrics, and highlight any references made to “disparate impact” or the $4/5$ rule in their documentation. Table 2 shows some crude statistics that indicate the relative popularity of each toolkit. Altogether, these toolkits have been downloaded at least 600,000 times, which ought to raise concerns about the scale of unintended and improper legal claims that may be perpetrated across all sorts of use cases.

Microsoft Fairlearn (390,000+ downloads) [8] is the only fairness toolkit we surveyed here which does not use “Disparate Impact” in its naming of $D^{\text{metric}}$, and also does not suggest any thresholds (in particular those that align with the $4/5$ rule). Furthermore, Fairlearn’s documentation acknowledges risks inherent in “portability traps” and the like. We commend the authors of Fairlearn for their care in avoiding epistemic trespassing.3

Aequitas (80,000+ downloads) [64] relies heavily on the 0.8–1.25 thresholds which characterize (3), and in fact exhibits additional epistemic trespassing by applying these thresholds to metrics other than $D^{\text{metric}}$. For instance, the main example for their Bias Report states that “any disparity measure between 0.8 and 1.25 will be deemed fair. (This is inline with the 80 percent rule for determining disparate impact).” The corresponding report claims that meeting the $4/5$ rule will ensure a “pass” grade for the audit: “If disparity for a group is within 80 percent and 125 percent of the value of the reference group on a group metric (e.g. False Positive Rate), this audit will pass.”

pymetrics AuditAI (20,000+ downloads) has a README explicitly cites EEOC and the $4/5$ rule. They then provide a sample model problem describing a ratio of a “lowest-passing” population to the “highest-passing” population, describing a “ratio [that] is greater than .80 (4/5ths), the legal requirement enforced by the EEOC, the model would pass the check for practical significance.” While the author takes care to denote that the EEOC guidelines originate in the hiring space, they explicitly generalize the rule to all domains (including outside employment) without warning users that different rules may apply.

IBM AI Fairness 360 (AIF360, 175,000+ downloads) [6] depicts the $4/5$ threshold in their GUI tutorial. In their notebook tutorial on a medical expenditure data set, they note that “1 − min(DI, 1/DI) < 0.2 is typically desired for classifier predictions to be fair”, which is equivalent to (3).

Salesforce’s Einstein is a proprietary tool including bias safeguarding, which depicts the four-fifths threshold for $D^{\text{metric}}$ in their demo under the name “Disparate Impact”. Their customer story indicates that Einstein is used in a finance context, where particularly onerous anti-discrimination law applies.

Fairplay AI’s Mortgage Fairness Monitor is a proprietary tool which measures mortgage fairness by county. The tool uses $D^{\text{metric}}$, termed Adverse Impact Ratio. The thresholds used are $>80\%$, between $80\%$ and $90\%$, and over $90\%$. Their target market is finance.

---

3We found an example where a data scientist could not find suggested thresholds in Fairlearn, and so looked to the thresholds in AI Fairness 360, found 80% thresholds and ended up using the $4/5$ rule anyway [59].
Table 2: Statistics of popularity for several major AI fairness toolkits as of 2022-02-16. Notes: 1. Citation counts taken from Google Scholar. 2. Documentation also refers to DI\textsuperscript{metric} as “proportional parity” or “minimizing disparate impact”. 3. Documentation recommends the 80% threshold not just for DI\textsuperscript{metric}, but for multiple similar metrics.

| Name                        | GitHub stars | PyPI downloads | Paper citations\(^1\) | Name of DI metric or similar | Suggests an 80% threshold |
|-----------------------------|--------------|----------------|------------------------|-----------------------------|--------------------------|
| Aequitas                    | 458          | 83750          | 106                    | Impact parity\(^2\)          | Yes\(^3\)                |
| ALF360                      | 1635         | 178736         | 340                    | Disparate impact ratio      | Yes                      |
| Fairlearn                   | 1190         | 391898         | 58                     | Selection rate ratio        | No                       |
| Audit-AI                    | 273          | 21159          | N/A                    | 4/5 test                    | Yes                      |
| Salesforce Einstein         | N/A          | N/A            | N/A                    | Disparate impact            | Yes                      |
| Fairplay Mortgage Fairness Monitor | N/A         | N/A            | N/A                    | Adverse impact ratio        | Yes                      |
| H2O.ai                      | N/A          | N/A            | N/A                    | Adverse impact ratio        | Yes                      |

where particularly onerous anti-discrimination law applies, yet contains no mention of the 4/5 rule as being relevant for fair lending DI\textsuperscript{finding}.

H2O.ai offers a responsible ML workflow paper [25], which acknowledges that “it is not clear that the use of this [80%] threshold is directly relevant to testing fairness for measures other than the AIR.” A blog post which describes “Disparate Impact Analysis” or DIA, states that “The regulatory agencies will generally regard a selection rate for any group which is less than four-fifths (4/5) or eighty percent of the rate for the group with the highest selection rate as constituting evidence of adverse impact” immediately following the sentence of describing “discrimination in hiring, housing, etc., or in general any public policy decisions”, which can be read as epistemic trespassing in claiming the relevance of the 4/5 rule in all public policy decisions. The same post claims that “Disparate Impact Analysis is one of the tools that is broadly applicable to a wide variety of use cases under the regulatory compliance umbrella, especially around intentional discrimination.” The “Disparate Impact Analysis” workflow is not the same as DI\textsuperscript{analysis} - for instance, intent is not always relevant to establishing DI\textsuperscript{analysis} under DI\textsuperscript{law}. Other tutorials also explicitly reference the same 0.8–1.25 range of (3) to “be flagged as disparate.”

5 RISKS FROM EPISTEMIC TRESPASSING OF THE 4/5 RULE

Since most computer scientists are not lawyers, the obvious risk of the epistemic trespassing of the 4/5 rule is that presenting the 4/5 rule as the entirety of DI\textsuperscript{analysis} carries obvious legal risks for users of software developed by otherwise well-intentioned computer scientists. Disregarding the necessary legal context for DI\textsuperscript{finding} runs the risk of treating DI\textsuperscript{metric} as an instance of Maslow’s hammer: “if the only tool you have is a hammer, to treat everything as if it were a nail” [39]. The reality, as discussed above in Section 2, is that computing DI\textsuperscript{metric} and demonstrating (1) is neither necessary nor sufficient to establish DI\textsuperscript{finding}. Alternative formulations and tests like (3) or (5) do not address this disconnect.

The conflation of the 4/5 rule with DI\textsuperscript{law}, DI\textsuperscript{finding}, and DI\textsuperscript{metric} also risks instantiating Goodhart’s Law: “When a measure becomes a target, it ceases to be a good measure,” or, more accurately described as when “optimization causes a collapse of the statistical relationship between a goal which the optimizer intends and the proxy used for that goal” [37]. The instantiation of Goodhart’s law is particularly visible within toolkits that place undue emphasis on the 4/5 rule, which encourages epistemic trespassing, and thus creates a self-fulfilling prophecy.

Furthermore, the epistemic trespassing of the 4/5 rule leads to simple but wrong answers of how to actually remediate fairness shortcomings, as algorithmic fairness toolkits and literature pursue satisfaction of DI\textsuperscript{metric}. The conflation of DI\textsuperscript{metric} with DI\textsuperscript{finding} creates a slippery slope of presuming that if (1) constitutes unfairness, then fairness resolution is simply a matter of transforming the data $D$ so that (1) is now falsified. Such a misconception underlies the presentation of the disparate impact remover technique [22] that is again available in many of the toolkits of Section 4. In reality, the proper remediation of DI\textsuperscript{finding} involves following regulatory guidelines which are specific to each regulatory and legal context (see [54, §7] and [78, §VIII] for two specific examples), or following the steps of redress determined in court cases. Such remedial actions require a causal analysis in DI\textsuperscript{analysis} to understanding why DI\textsuperscript{finding} was determined, in order for such remediation to actually be effective.

While we do not yet have data around the effect that toolkits which emphasize the 4/5 rule will have on communities, we do identify that such toolkits can have effect of avoiding the scrutiny and oversight processes designed to protect those very communities both by using the 4/5 rule as the measure of compliance and by downstream debiasing tasks that emphasize DI\textsuperscript{metric}. Because the 4/5 rule is substantially less onerous than requirements under DI\textsuperscript{law}, and more easily gamed, passing $\tau \geq 4/5$ off as a certification of compliance presents a potential moral hazard.

A moral hazard is a concept drawn from economics, in which one party in a contract, transaction, or agreement with another party (i.e., a firm and a government agency) provides misleading information about their participation in that agreement, either because they are either incentivized in that direction, because they are protected from the risks that may be produced, or both. We fear that the 4/5 rule, when used as compliance certification, may either incentivize or facilitate firms’ engaging in moral hazard, either intentionally or unintentionally gamifying their metrics, not to make the (admittedly cost- and time-intensive) investment to ensure good faith reduction of discrimination.
Finally, though $D_{\text{metric}}$ is not $D_{\text{law}}$, we note that we see relevance spillover is occurring not just in other U.S. regulatory contexts, but even into non-U.S. jurisdictions [65], especially because of the emphasis that the $4/5$ rule is given in toolkits! We want to reiterate that the simple definition of $D_{\text{metric}}$, and its corresponding simple resolution through debiasing, should not stand in for $D_{\text{analysis}}$ and do not spur the iterative actions (such as identifying less discriminatory models) required by law to protect our communities.

6 LIMITATIONS

Several components of our analysis are subject to rightful critique. For one, the authors of the foundational paper [22] referred to in this work, themselves delimited their abstraction. They explicitly bounded their selection of the four-fifths values to the purpose of "notational convenience only" (emphasis theirs). Furthermore, the relationship between that paper and the proliferation of the four-fifths metric in fairness toolkits is abstract, and causation is a challenge to assess.

7 CONCLUSION AND OUTLOOK

On this 50th anniversary of the $4/5$ rule, we document the epistemic trespassing around the $4/5$ rule and the phrase "disparate impact" as testament to the deceptive complexity of operationalizing the seemingly obvious and self-evident constitutional right to nondiscrimination in practice. While nobody wants computer systems to discriminate, reaching for a single $D_{\text{metric}}$ to encompass the entire body of $D_{\text{law}}$ is overly reductive and trivializes important aspects of establishing $D_{\text{finding}}$ through $D_{\text{analysis}}$. The epistemic trespassing inherent in conflating all of these notions of disparate impact does a disservice to real-world decision-making systems that must operate in regulatory contexts where $D_{\text{law}}$ applies, and is unfortunately manifest in multiple, popular software toolkits. The very real potential for causing harm through well-intentioned misuse of these toolkits requires computer scientists to be more self-critical in their zeal for abstraction, and to be willing to revise initial abstractions when ontological errors in their formation are later elucidated. The self-awareness of the limitations of computational thinking via abstractions is essential for working across disciplinary boundaries, particularly with lawyers, who primarily reason by analogy to specific cases and appeals to authority. Such self-criticism will be essential for incrementally improving upon the practice of ethical decision-making, around which awareness on processes like checklists, model cards, and datasheets is emerging [24, 35, 45], and for enabling future research toward more effective debiasing.
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A THE 4/5 RULE IN THE UGESP

For ease of reference, we quote verbatim the entire paragraph from the U.S. Code of Federal Regulations that describes the 4/5 rule. This paragraph forms part of the Uniform Guidelines on Employee Selection Procedures (29 CFR §1607). We ignore the minor legal nuance that distinguishes disparate impact (Defining) from adverse impact, and treat them synonymously.

29 CFR §1607.2 Scope.
A. Application of guidelines. These guidelines will be applied by the Equal Employment Opportunity Commission in the enforcement of title VII of the Civil Rights Act of 1964, as amended by the Equal Employment Opportunity Act of 1972 (hereinafter “title VII”), by the Department of Labor, and the contract compliance agencies until the transfer of authority contemplated by the President’s Reorganization Plan No. 1 of 1978, in the administration and enforcement of Executive Order 11246, as amended by Executive Order 11375 (hereinafter “Executive Order 11246”); by the Civil Service Commission and other Federal agencies subject to section 717 of title VII; by the Civil Service Commission in exercising its responsibilities toward State and local governments under section 208(b)(1) of the Intergovernmental-Personnel Act; by the Department of Justice in exercising its responsibilities under Federal law; by the Office of Revenue Sharing of the Department of the Treasury under the State and Local Fiscal Assistance Act of 1972, as amended; and by any other Federal agency which adopts them.
B. Employment decisions. These guidelines apply to tests and other selection procedures which are used as a basis for any employment decision. Employment decisions include but are not limited to hiring, promotion, demotion, membership (for example, in a labor organization), referral, retention, and licensing and
A.2 Clarifying questions and answers

Finally, we include two relevant question and answer pairs that were published as follow-up to the initial publication of the UGESP [49].

11. Q: What is a substantially different rate of selection?
   A: The agencies have adopted a rule of thumb under which they will generally consider a selection rate for any race, sex, or ethnic group which is less than four-fifths (4/5ths) or eighty percent (80%) of the selection rate for the group with the highest selection rate as a substantially different rate of selection. See Section 4D. This “4/5ths” or “80%” rule of thumb is not intended as a legal definition, but is a practical means of keeping the attention of the enforcement agencies on serious discrepancies in rates of hiring, promotion and other selection decisions.

   For example, if the hiring rate for whites other than Hispanics is 60%, for American Indians 45%, for Hispanics 48%, and for Blacks 51%, and each of these groups constitutes more than 2% of the labor force in the relevant labor area (see Question 16), a comparison should be made of the selection rate for each group with that of the highest group (whites). These comparisons show the following impact ratios: American Indians 45/60 or 75%; Hispanics 48/60 or 80%; and Blacks 51/60 or 85%. Applying the 4/5ths or 80% rule of thumb, on the basis of the above information alone, adverse impact is indicated for American Indians but not for Hispanics or Blacks.

   12. Q: How is adverse impact determined?
   A: Adverse impact is determined by a four step process.
      (1) calculate the rate of selection for each group (divide the number of persons selected from a group by the number of applicants from that group).
      (2) observe which group has the highest selection rate.
      (3) calculate the impact ratios, by comparing the selection rate for each group with that of the highest group (divide the selection rate for a group by the selection rate for the highest group).
      (4) observe whether the selection rate for any group is substantially less (i.e., usually less than 4/5ths or 80%) than the selection rate for the highest group. If it is adverse impact is indicated in most circumstances. See Section 4D.

   For example:

   | Applicants | Hired | Selection Rate Percent Hired |
   |------------|-------|-------------------------------|
   | 80 White   | 48    | 48/80 or 60%                  |
   | 40 Black   | 12    | 12/40 or 30%                  |

   A comparison of the black selection rate (30%) with the white selection rate (60%) shows that the black rate is 30/60, or one-half (or 50%) of the white rate. Since the one-half (50%) is less than 4/5ths (80%) adverse impact is usually indicated.

   The determination of adverse impact is not purely arithmetic however; and other factors may be relevant. See, Section 4D.