Deep Learning Based Approach For Detecting Suicidal Ideation in Code-Mixed Hindi-English: Baseline and Corpus

Kaustubh Agarwal
Computer Science and Engineering
Netaji Subhas University of Technology
New Delhi, India
kaustubh.co19@nsut.ac.in

Bhavya Dhingra
Electrical Engineering
Netaji Subhas University of Technology
New Delhi, India
bhavya.ee19@nsut.ac.in

Abstract

Suicide rates are rising among the youth, and the high association with suicidal ideation expression on social media necessitates further research into models for detecting suicidal ideation in text, such as tweets, to enable mitigation. Existing research has proven the feasibility of detecting suicidal ideation on social media in a particular language. However, studies have shown that bilingual and multilingual speakers tend to use code-mixed text on social media making the detection of suicidal ideation on code-mixed data crucial, even more so with the increasing number of bilingual and multilingual speakers. In this study we create a code-mixed Hindi-English (Hinglish) dataset for detection of suicidal ideation on code-mixed data crucial, even more so with the increasing number of bilingual and multilingual speakers. Among the tested classifier architectures, Indic BERT gave the best results with an accuracy of 98.54%.

1 Introduction

A study by the World Health Organization (WHO), has found that nearly 700,000 people die of suicide each year (WHO). Suicidal ideation, the act of thinking about, considering or planning suicide, can be attributed to multiple reasons including mental illness, traumatic stress, loss or fear of loss, social isolation, biological factors, environmental factors, genetic factors and situational factors (Wasserman et al., 2004). In the wake of COrgonaVirus Disease-2019 (COVID-19), an increasing number of individuals across the world have become victims to one or more than one of these factors, that has led to increased rates of suicide worldwide (Fortgang et al., 2021).

It has been found that increase in consumption and posting on social media has a direct correlation to the tendency of expressing desires, thoughts, and intentions on pro-suicide platforms before attempting suicide (Gea and Sánchez, 2012). With COVID-19 driving social media consumption up by 72% and posting by 43% such incidents recorded an all-time high (Wold, 2020). Danet and Herring (2007) mentioned that more than half of the people on social media platforms are not native English speakers and (Hong et al., 2011) confirmed that about 50% of the posts on Twitter are in languages other than English. These studies substantiate the need of a much broader scope for detection of suicidal ideation on social media than just the English language.

(Gupta et al., 2016) found that over 26% of the Indian population speaks more than one language, often in the form of code-switching or code-mixing. Code-switching occurs when an individual alternates between multiple languages in the context of a single conversation or situation while code-mixing is the use of two or more languages by an individual below clause level in a single social context. However, working with code-mixed data presents it’s own set of challenges, including the creation of a large number of new constructions for understanding the syntax and semantics of the two or more combined languages, the availability of very small amounts of annotated data, and the use of drastically different approaches when compared to monolingual data (Çetinoglu et al., 2016).

In this paper, we aim to detect suicidal ideation in code-mixed Hinglish. Although significant work is available for suicidal ideation detection in English (Castillo-Sánchez et al. (2020), Coppersmith et al. (2018), Mbarek et al. (2019), Ophir et al. (2020), Ramírez-Cifuentes et al. (2020), Sawhney et al. (2020), Shaoxiong Ji (2020), Tadesse et al. (2019), Vioules et al. (2018)), detection of suicidal ideation in code-mixed languages is relatively unexplored. To the best of our knowledge, we are the first to identify suicidal ideation in code-mixed
The contributions of our work include:

1. There is a significant lack of data in code-mixed suicidal ideation. We attempt to overcome this drawback by creating a dataset for suicidal ideation in code-mixed Hindi-English.

2. We propose the use of various existing models to create a baseline for future work in the field.

2 Methodology

The proposed methodology consists of three major parts, each consisting of a major contribution of our work.

2.1 Dataset Creation and Analysis

Even with the huge surge in suicidal ideation cases in code-mixed Hindi-English on social media platforms, there exists no dataset for suicidal ideation posts in it. Most existing research uses data from special Reddit channels like “Suicide Watch” (Ji et al. (2018), Tadesse et al. (2019)) or Twitter (Mbarek et al., 2019). However, since all of these datasets are in English, they fail to capture a large section of suicidal ideation texts that are unaccounted for due to medium of communication in specialized channels of social media (like subreddit “Suicide Watch”), frequent lack of hashtags, and deletion of such texts by social media companies due to the impact it can have on other users of their social media platform. To overcome a lack of a code-mixed dataset in this domain we scraped data from the subreddits such as Aww, Jokes, History, Discussion, Stories and Entertainment as negative samples and selected text from the “Suicide Watch” subreddit as positive samples. On the 6533 scraped samples thus obtained, we used the approach proposed by Gupta et al. (2020) to obtain code-mixed Hindi-English text from English text. The generated dataset consists of 6533 code-mixed text samples, 3098 of which are labelled as having suicidal ideation and 3435 labelled as having no suicidal ideation.

From Table-1 it can be observed that the data is fairly balanced. It is essential to ensure a fair representation of class labels in this context to eradicate unfounded bias due to training data.

Examples of the annotated data are:

- **Sample:** Main literally aur figuratively khud ko maarna caahtaa huun
  **Translation:** I want to kill myself, both literally and figuratively.
  **Label:** Suicidal Ideation

- **Sample:** Tumhara novels ya books mein favorite twist kaunsa hai?
  **Translation:** What is your favorite twist in books or novels?
  **Label:** Non Suicidal

The dataset is available on GitHub.

2.2 Creation of Hindi-English Bi-lingual Word Embeddings

Word embeddings are dense vectors that give semantic and syntactic information of words in a context (Mandelbaum and Shalev, 2016) and are a critical part of text classification tasks. However, creating embeddings requires a large amount of textual data. For this purpose, we have used 412k Hinglish tweets and 320k English tweets from Twitter for code-mixed Hindi-English data and preprocessed them by removing rare words, hashtags, mentions and Uniform Resource Locators (URLs). We experimented with two different experimental settings to form embeddings using two different techniques. For the first setting, we have used only the Hinglish tweets corpus to create embeddings and for the second one, a corpus of both English and Hinglish tweets combined. On each of these experimental settings, we tried the following two embeddings:

1. **Word2Vec:** This technique was introduced in 2013 (Mikolov et al., 2013) and is widely regarded as a pivotal method for creating dense word embeddings. Since a pre-trained corpus for English embeddings already exists, we trained our Hinglish corpus to create the required embeddings.
2. FastText: FastText was introduced by Facebook (Bojanowski et al., 2017a) as an extension of Word2Vec embeddings (Joulin et al., 2017). Instead of learning weights for words directly, FastText breaks words into multiple sub-words (Bojanowski et al., 2017b). This will be particularly helpful in representing rare words as embeddings since it is highly likely that their n-grams will be a subpart of other words. For example, “aww”, “awww” and its variations, which are very common on social media platforms, can be trained appropriately.

2.3 Deep Learning Models

Four traditional classifiers, five deep learning classifiers and two transformers have been used to create a baseline. These models include:

1. Naive Bayes (Yu et al., 2015)
2. Random Forest (Breiman, 2001)
3. Linear SVM (Ladicky and Torr, 2011)
4. RBF Kernel SVM (Daqi and Tao, 2007)
5. Series CNN (Tang et al., 2021)
6. Parallel CNN (Yao et al., 2019)
7. LSTM (Hochreiter and Schmidhuber, 1997)
8. Bi-Directional LSTM (Schuster and Paliwal, 1997)
9. Attention Based Bi-Directional LSTM (Wang et al., 2016)
10. mBERT (Devlin et al., 2019)
11. Indic BERT (Kakwani et al., 2020)

All these architectures were presented with the task of binary classification where each text was predicted as a sample of suicidal ideation or a sample having no suicidal ideation. While some of these models have been able to detect sarcasm, irony, and other factors that may affect the classification of a suicidal ideation text, its explicit learning and merging could be an avenue for future research.

3 Experimental Settings / Modeling

For training our deep learning models, we made a fifteen percent validation split for a total of 20 epochs while the transformers are trained for 5 epochs on the same split. The model checkpoints are saved at each epoch and the model with highest validation accuracy and lowest difference from training accuracy is saved as the final model to ensure prevention of overfitting.

Word embeddings are trained using negative sampling polarity, an embedding size of 300, a window length of 10. The Adam optimizer is employed in all of the models, coupled with the binary cross entropy loss function. With the exception of the output layer, which has sigmoid activation, all layers have relu activation. We tested CNN models with various kernel sizes, number of kernels, dropouts, and strides to see how well they performed. With the following parameters, the best results are obtained: stride = 1, number of kernels = 200, dropout = 0.5

For all RNNs the hyperparameters used are dropout for recurrent state = 0.25, dropout for input state = 0.25, and number of LSTM units = 400.

4 Results

We have tested our dataset on traditional machine learning classifiers, deep learning models and transformers. The results of well known traditional classifiers have been listed in Table 2. RBF Kernel SVM gives the best results among the traditional classifiers with an accuracy of 60.8% on the given corpus.

| Classifier          | Accuracy |
|---------------------|----------|
| Naive Bayes         | 51.2%    |
| Random Forest       | 55.7%    |
| Linear SVM          | 59.2%    |
| RBF Kernel SVM      | 60.8%    |

Deep Learning models are tested using Word2Vec and FastText embeddings on Hindi-English (Hinglish) data only, and on Hinglish and English data combined. Table 3 shows the results obtained by training deep learning models on this corpus. The Attention Bi-LSTM trained on a Word2Vec embedding of Hinglish and English data corpus gives the best result of 90.66%. It is observed that deep learning model architectures perform better with embeddings of Hinglish.
Table 3: Accuracy from Deep Learning Models

| Model           | Hinglish Data | Hinglish + English Data |
|-----------------|---------------|-------------------------|
|                 | Word2Vec | FastText | Word2Vec | FastText |
| Series CNN      | 71.26%   | 71.24%   | 73.60%   | 73.12%   |
| Parallel CNN    | 73.86%   | 73.86%   | 74.36%   | 74.16%   |
| LSTM            | 79.64%   | 78.52%   | 81.72%   | 80.66%   |
| Bi-LSTM         | 83.42%   | 82.64%   | 85.44%   | 84.74%   |
| Attention Bi-LSTM | 89.66% | 87.42% | 90.66% | 89.82% |

and English data combined instead of using just Hinglish data for creating embeddings which may be a result of better semantic and correlation coverage between embeddings on English data and Hinglish data. It’s also worth noting that Word2Vec produces slightly better results than the FastText embeddings. This observation could be due to the fact that code-mixed data prevents n-grams from being used as the major classification criterion. Furthermore, the better performance of deep learning models over traditional classifiers can be attributed to the fact that they can learn more about human tendencies like sarcasm and irony (Sentamilselvan et al. (2021), Potamias et al. (2020)), thus reducing incorrect predictions on them.

Given the code-mixed nature of the corpus, the transformers used for classification are mBERT and IndicBERT. Table 4 shows the results of training our corpus on these transformers. IndicBERT slightly outperforms mBERT with an accuracy of 98.54%.

Table 4: Accuracy from Transformers

| Classifier | Accuracy |
|------------|----------|
| mBERT      | 96.63%   |
| Indic BERT | 98.54%   |

The method of generation of the dataset could have influenced the results for mBERT’s classification performance, however, it is highly unlikely as separate instances of mBERT have been used for each task and the tasks performed by them are highly specialized in the given scenario. The performance of IndicBERT on the same task proves the lack of apparent correlation between the semi-supervised technique used in the creation of the dataset (Gupta et al., 2020) and the classification accuracy of mBERT.

The problem of detecting suicidal thoughts on code-mixed Hindi-English data is compounded by a lack of clean data and linguistic complications connected with code-mixed data. More data, as well as well labelled classes, are necessary to allow the model to accept noise in textual input, spelling errors, diverse contexts, and stemming words.

5 Conclusions and Future Work

The current research is the first attempt to investigate multilingual text classification to predict suicidal ideation in code-mixed Hindi-English texts, and proposes a baseline for further work along with a corpus for validation. For the objective of detecting suicidal text on the created corpus, several deep learning based models are used, including CNN, LSTM, Bi-Directional LSTM, Attention Based Bi-Directional LSTM, mBERT and Indic BERT. Since texts containing suicidal ideation in Hinglish are not available directly, a dataset is created by using a semi-supervised approach to generate code-mixed Hinglish text using pre-trained encoders and transfer learning from anonymized data in English from Reddit.

A comparison of the various models indicated that both BERT-based models mBERT and IndicBERT give exceptional results and have accomplished the task with over 96% accuracy.

Multilingual text classification is still a developing field, and future advancements could lead to better outcomes. Comparing vectors aligned with multilingual word embeddings generated using MUSE to FastText pre-aligned word embeddings may generate better results. Working on factors such as sarcasm, humor and irony that affect the classification of suicidal ideation explicitly, along with their inclusion in the creation of the model could be another potential avenue for future research.
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