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Abstract
Direct optimal control theory for quantum dynamical problems presents itself as an interesting alternative to the traditional indirect optimal control. The method relies on the first discretize and then optimize paradigm, where a discretization of the dynamical equations leads to a nonlinear optimization problem. It has been applied successfully to the control of a bistable system where the wavepacket had been approximated by a parameterized Gaussian, leading to a semiclassical set of equations of motion (A. R. Ramos Ramos, O. Kühn, Front. Phys. 9 (2021) 615168). Motivated by these results, in the present paper we extend the application of the method to the case of exact wavepacket propagation using the example of a generic Fermi-resonance model. In particular we address the question how population of the involved overtone state can be avoided such as to reduce the effect of intramolecular vibrational energy redistribution. A methodological advantage is that direct optimal control theory offers flexibility when choosing the running cost, since there is no need to compute functional derivatives and coupling terms as in the case of indirect optimal control. We exploit this fact to include state populations in the running cost, which allows their optimization.
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1. Introduction

Controlling molecular quantum dynamics with laser light has become a mature research area \[\text{[11]}\]. On the experimental side feedback control has been very successful \[\text{[2–4]}\], for simulations optimal control theory (OCT) is the workhorse for about three decades \[\text{[1, 5–8]}\]. Traditionally one distinguishes global and local optimal control, depending on whether information on the whole time interval is included into the pulse determination or not \[\text{[9]}\]. The original OCT has been extended into several directions to take into account, for instance, constraints on the laser pulse spectra such as to accommodate experimental conditions \[\text{[10]}\] or to trigger quantum logic operations \[\text{[11]}\]. The latter is an example of so-called multi-target optimization, which had been developed in Ref. \[\text{[12]}\] in the context of control of intramolecular vibrational redistribution (IVR). In Ref. \[\text{[12]}\] IVR was exploited to the advantage of the control aim. In general, however, IVR is considered being a factor limiting control yields \[\text{[13, 14]}\] Unwanted loss channels due to IVR and decoherence or, in the strong field case, (multiple) ionization have been the driving force behind the development of methods incorporating state-dependent constraints. Here, an unwanted subspace is identified whose population shall be kept at minimum. Palao et al. \[\text{[15]}\] developed a monotonically convergent Krotov type method for a functional which integrates the expectation value of projector onto an unwanted subspace over the propagation time interval. The performance was demonstrated for Rb\textsubscript{2} including three potential energy curves. Transitions between two electronic states were driven while suppressing the population of the third state. Later applications included the control of coherence in a six-level A-system, avoiding population of an intermediate and certain spectator states to potentially enhance a coherent anti-Stokes Raman scattering (CARS) signal \[\text{[16]}\] or the control of rotation of a linear molecule by excluding certain rotational levels such as to tune the time for free rotation \[\text{[17]}\]. The respective method had been proposed in Ref. \[\text{[18]}\] as a means to minimize relaxation effects. It should be noted that these global OCT formulations had a predecessor in local optimal control, i.e. the so-called optical paralysis discussed by Malinovsky and coworkers in the 1990s. These authors could show that vibrational dynamics in the electronic ground state can be triggered via impulsive stimulated Raman scattering without population of the electronically excited state. This can be achieved solely by manipulating the phase of the field \[\text{[19]}\].

Global OCT is an indirect method which follows the first optimize and then discretize paradigm. Here the condition of optimality on the performance functional leads to a set of coupled Schrödinger equations that are solved using iterative forward-backward sweep methods. From all explored algorithms to find the stationary solution of the coupled Schrödinger equations, the Krotov method is most commonly used because it guarantees monotonic convergence \[\text{[20]}\]. By construction any change in the performance functional leads to a different set of working equations and thus a modification of the Krotov algorithm is needed, as shown, e.g., for time-dependent targets \[\text{[21]}\], unitary transformations \[\text{[22]}\], constrained laser spectra \[\text{[10]}\], state dependent constraints \[\text{[13]}\] or final time optimization \[\text{[17]}\].

Direct optimal control, in contrast, relies on the first discretize and then optimize paradigm. It converts the initial optimal control problem into a nonlinear optimization problem after direct discretization of the performance functional. Direct optimal control comes with the advantage that there is no need to analytically solve for the stationarity condition of the performance functional. Thus, a wide variety of terms can be included in the performance functional in a plug-and-play fashion without tedious derivations. Additionally, otherwise fixed quantities like the final time and the initial state could be also subject to optimization. Although being popular, for instance, in applied mathematics \[\text{[23]}\], engineering \[\text{[24]}\], and biology \[\text{[25]}\], an application to quantum molecular dynamics has been presented only recently in Ref. \[\text{[26]}\]. In that paper we have provided a proof-of-principle study focusing on the control of a wavepacket in a bistable potential. Thereby, the quantum dynamics has been approximated by propagation of a single Gaussian wavepacket.

The goal of the present paper is to provide a first application of direct optimal control to trigger quantum dynamics beyond the Gaussian wavepacket approximation with state dependent constraints. Specifically, we will focus on the situation of a Fermi resonance between the fundamental transition of a stretching vibration and the first overtone transition of the associated bending vibration. Fermi-resonance interaction in hydrogen bonds is known for its effect on the absorption lineshape \[\text{[27]}\]. It also provides the pathway for rapid IVR in hydrogen bonds upon excitation of the hydrogen stretching vibration \[\text{[28, 29]}\]. The questions to be addressed here are whether (i) a stretching vibration can be prepared without simultaneous bending overtone excitation and (ii) if the stretching excitation once prepared can be effectively decoupled from the bending overtone such as to reduce Fermi-resonance mediated IVR. These questions can be put into the more general context of manipulating zero-order states with tailored laser fields \[\text{[30–32]}\].
The paper is organized as follows: Section 2 will briefly summarize the theoretical framework of direct optimal control theory; the Fermi-resonant model will be introduced in Section 3; in Section 4 we will focus on different control scenarios chosen such as to illustrate the capabilities of the approach and finally, a summary will be given in Section 5.

2. Direct Optimal Control Theory (DOCT)

In the following we will apply DOCT to a system with Hamiltonian \( \hat{H}_0 \) coupled to an electric field within dipole approximation, \( \hat{H}_E(t) \). The total Hamiltonian reads in the Schrödinger picture

\[
\hat{H}(t) = \hat{H}_0 + \hat{H}_E(t),
\]

with \( \hat{H}_E(t) = -\hat{\mu}E(t) \). Note that we will not consider effects due to the vector character of dipole moment, \( \hat{\mu} \), and field, \( E(t) \). For the time-dependent Schrödinger equation it is convenient to switch to the interaction representation with respect to \( \hat{H}_0 \), i.e. \( |\Psi(t)\rangle = \text{exp}(it\hat{H}_0/\hbar)|\Psi(t)\rangle \), in order to obtain a smoother dynamics,

\[
\frac{i\hbar}{\partial t} |\Psi(t)\rangle = \hat{H}_E(t)|\Psi(t)\rangle.
\]

Suppose that the eigenvalue equation of the system has been solved, i.e. \( \hat{H}_0|m\rangle = E_m|m\rangle \) \( (m = 1, \ldots, M_{\text{max}}) \), Eq. (2), can be projected to the eigenstate \( |m\rangle \) which gives the two equations

\[
\frac{\partial}{\partial t} \langle m|\Psi(t)\rangle = -\frac{1}{\hbar}E(t) \sum_n \mu_{mn} \left[ \cos(\omega_{mn}t) \Re(\langle n|\Psi(t)\rangle) + \sin(\omega_{mn}t) \Im(\langle n|\Psi(t)\rangle) \right],
\]

(3)

\[
\frac{\partial}{\partial t} \Re(\langle m|\Psi(t)\rangle) = \frac{1}{\hbar}E(t) \sum_n \mu_{mn} \left[ \cos(\omega_{mn}t) \Re(\langle n|\Psi(t)\rangle) - \sin(\omega_{mn}t) \Im(\langle n|\Psi(t)\rangle) \right],
\]

where \( \mu_{mn} = \langle m|\hat{\mu}|n\rangle \) and \( \omega_{mn} = (E_m - E_n)/\hbar \). The system of dynamic equations (3)-(4) can be cast into the following form:

\[
\dot{a}(t) = f[a(t), u(t), k, t],
\]

(5)

where we defined the state vector \( a(t) = \left( \Re(\langle m|\Psi(t)\rangle), \Im(\langle m|\Psi(t)\rangle) \right)^T \) with \( m = 1, \ldots, M_{\text{max}} \). Further, \( u(t) = E(t) \) is the external laser field and \( k \) is a set of time-independent parameters.

The general control problem can be formulated as follows [7, 26, 33]: Given a performance functional of the form

\[
\mathcal{J}(a, u, k) = T[a(t_f), k, t_f] + \int_{t_0}^{t_f} \mathcal{R}(a(t), u(t), k, t)\,dt,
\]

(6)

where \( T \) and \( \mathcal{R} \) are the terminal and running cost, respectively, the task is to find on the interval \( t \in [t_0, t_f] \) the state trajectory \( a(t) \), external control \( u(t) \), and the set of static parameters \( k \) that minimize the functional \( \mathcal{J}(a, u, k) \). The minimization is performed subject to the differential constraints eq. (5) in the interval \( t \in [t_0, t_f] \). Further, there can be path constraints

\[
h_L \leq h[a(t), u(t), k, t] \leq h_U,
\]

and event constraints such as

\[
e_L \leq e[F[a(t), u(t)], k, t_0, t_f] \leq e_U.
\]

Here, the subscript \( L \) and \( U \) denotes the lower and upper boundary, respectively, defining the constraints. Notice that in contrast to path constraints, event constraints are time-independent, but could include a functional, \( F \), of, e.g., the state trajectory or the external control.

For the present illustration our goal is as follows: Given some initial state \( |\Psi(t_0)\rangle = |\Phi\rangle \), characterized by the parameters \( a^0 \), find a laser field \( E(t) \) such that the overlap is maximized between the time-evolved final state at \( t = t_f, |\Psi(t_f)\rangle \), and some target state \( |\Phi\rangle \), characterized by the parameters \( a^0 \). Simultaneously, minimize the energy input of the laser field and the projection onto some unwanted states during the whole time interval.

Thus the terminal cost is given by (notice the minus sign because the performance functional will be minimized and we want to maximize the overlap)

\[
T[a(t_f), k, t_f] = -|\langle \Phi|\Psi(t_f)\rangle|^2.
\]

(9)

The running cost will be chosen as follows

\[
\mathcal{R}(a(t), u(t), k, t) = \mathcal{R}_1[a(t)] + \mathcal{R}_2[a(t)]
\]

(10)

\[
\mathcal{R}_1[a(t)] = \kappa \frac{|E(t)|^2}{s(t)}.
\]

(11)

\[
\mathcal{R}_2[a(t)] = \langle \Psi(t)|\Pi|\Psi(t)\rangle.
\]

(12)

The first term, \( \mathcal{R}_1[E(t), t] \), provides a penalty for the field intensity scaled by the parameter \( \kappa \); smaller values of \( \kappa \) allow for larger field intensities and vice versa. Further, we have included a shape function \( s(t) = \sin^2\left(\frac{\pi}{2} (t_1 - t_0)(t - t_0)\right) + \epsilon \), which ensures that the field...
increases (decreases) slowly when turned on (off) \[36\]. Note that $\epsilon$ is a small parameter introduced to avoid division by zero and numerical problems at times $t = t_0$ and $t = t_f$. For the applications below we have used $\epsilon = 0.005$.

The second term, $R_2[a(t)]$, in the running cost defines penalties for populations of certain quantum states $|\phi_i\rangle$ via the operator

$$\hat{\Pi} = \sum_{i=1}^{n} \kappa_i |\phi_i\rangle \langle \phi_i|,$$  \hspace{1cm} (13)$$

whose expectation value is minimized over the complete trajectory. The set of parameters $\kappa_i$ scales the penalty for the population of each state $|\phi_i\rangle$ individually and they could be positive or negative, depending if we want to minimize or maximize respectively the population of $|\phi_i\rangle$. It is important to note that this contrasts with the traditional approach in multi-target OCT where the penalty for the population of each state $|\phi_i\rangle$ increases (decreases) slowly when turned on (off). For the applications below we have used $\kappa = 0.005$.

According to Refs. \[26\] and \[35\] there could be path and event constraints. For the application presented below we don’t use any path constraints, but event constraints. Given the event

$$e[a(t_0), F[E(t)]] = \left( a(t_0), F[E(t)] \right),$$  \hspace{1cm} (14)$$

upper and lower bounds will be chosen equal as follows

$$e_L = e_U = \begin{pmatrix} a' \\ 0 \end{pmatrix}.$$  \hspace{1cm} (15)$$

Hence, the parameters of the initial state are fixed and not subject to optimization. Further, we enforce the zero-net-force condition by demanding that $F[E(t)] = \int_{t_0}^{t_f} E(t) dt = 0$ \[37\].

The optimization problem will be solved using a direct method, i.e. by means of discretization of the differential equations. The PSOPT package will be used for this task \[35\]. Specifically, we have used trapezoidal discretization with 800 nodes, which offers a good balance between accuracy and speed for the present case; for details on the numerical performance see Ref. \[26\].

3. Model System

We consider the basic model for a Fermi–resonance interaction between fundamental and first overtone transitions. Here, two harmonic modes, $q_1$ and $q_2$, are coupled by a third-order anharmonicity. The system Hamiltonian can be written as

$$\hat{H}_0 = \sum_{i=1}^{2} \frac{\hbar \omega_i}{2} \left( -\frac{\partial^2}{\partial q_i^2} + q_i^2 \right) + \gamma \hbar \omega q_1 q_2^2.$$

(16)

Here, $q_i$ are the dimensionless oscillator coordinates (length scale for mass-weighted coordinates $\lambda_i = \sqrt{\hbar/\omega_i}$) and we assumed for simplicity an exact resonance between the fundamental transition of $q_1$ and the first overtone of $q_2$, i.e. $\omega_1 = 2 \omega_2$. Below, all energies will be given in units of $\hbar \omega_2$. The parameter $\gamma$ is the dimensionless coupling strength for which a value of $\gamma = 0.07$ has been chosen to provide a moderate coupling. For the dipole moment a linear model with equal magnitudes was assumed, i.e. $\hat{\mu}(q_1, q_2) = \mu_0 (q_1/\sqrt{2} + q_2)$, where the factor $1/\sqrt{2}$ is due to the scaling to dimensionless coordinates.

![Figure 1: Harmonic oscillator energies corresponding to (a) $q_1$, (b) $q_2$, and (c) eigenenergies of the anharmonic model. Panel (d) contains a decomposition of the eigenstates into the harmonic oscillator basis (cf. Eq. \[17\]).](image)

The product basis $|n_1, n_2\rangle$ formed by the harmonic oscillator states (zero-order states) can be used to expand the eigenstates of Eq. \[16\] in a truncated Hilbert space of dimension $(N_1 + 1) \times (N_2 + 1)$

$$|\eta\rangle = \sum_{n_1=0}^{N_1} \sum_{n_2=0}^{N_2} C_{n_1,n_2} (m) |n_1, n_2\rangle.$$  \hspace{1cm} (17)$$

The corresponding eigenenergies will be labeled $E_{\eta \mu}$. In the numerical implementation we have chosen $N_1 = 9$ and $N_2 = 19$ giving a total of 200 eigenstates after diagonalization, from which we will retain the lowest 18 for the dynamics simulations in sections 4.1 and 4.2 and 37 for the ones present in section 4.3. Higher lying states turned out to be marginally populated as has been checked by test calculations using the optimized field and a larger basis (up to 60 states). The differences for
The parameter \( w \), chosen as \( w = 17 \omega_2^{-1} \), describes the temporal width of the window, whereas \( \sigma = 2 \omega_2^{-1} \) gives its decay, and \( t' \) is the center of the window, which has been scanned from \( t_0 + w/2 \) to \( t_f - w/2 \).

4. Results

The anharmonic coupling between the zero-order states \( |1,0\rangle \) and \( |0,2\rangle \) has the effect that an excitation of state \( |1,0\rangle \) provokes a population transfer to state \( |0,2\rangle \), and vice versa. The state \( |0,2\rangle \) in turn could provide a gateway for rapid IVR. In order to illustrate the DOCT approach, in the following three scenarios will be discussed which eventually aim at preparing or maintaining a high population in state \( |1,0\rangle \) while simultaneously having a small population in state \( |0,2\rangle \). Notice that in all examples we will focus exclusively on the given time interval, i.e., we do not consider the system dynamics beyond the final time where both states will exchange population according to the strength of the Fermi-resonance coupling. Further, we checked that for the
used field strengths the effect of field-dressing is small, i.e. it will not be considered when discussing the mechanisms of laser control. For the analysis we will consider the density matrix with respect to the zero-order states, i.e. \( \rho_{ni,nt,m_i,m_t}(t) = \langle \Psi(t) | m_i, m_t | n_i, n_t | \Psi(t) \rangle \).

For quantum states \( |i\rangle \), changes in the population are related to coherences via \( \dot{\rho}_{ij} = (2/\hbar) \text{Im} \sum_k V_{ik} \rho_{kj} \) if \( V_{ij} \) is the matrix element of the coupling. Likewise within lowest-order of perturbation theory one has 4.1. State-selective excitation of Fermi-resonance pair

The objective of this section is to maximize the population of state \( |1,0\rangle \) after a given final time, and at the same time minimize the population of \( |0,2\rangle \) over the complete duration of the laser pulse. This way, any IVR starting from state \( |0,2\rangle \) would be suppressed. To accomplish this task we have set \( |\Phi_i\rangle = |0,0\rangle \), \( |\Phi_f\rangle = |1,0\rangle \), \( n_R = 1 \) and \( |\phi_i\rangle = |0,2\rangle \), the initial time \( t_i = 0 \), the final time \( t_f = 160 \), \( \omega_2^2 \), \( \kappa = 0.2 (\mu_0/\hbar \omega_2)^2 \) and \( \kappa_1 \) ranged from 0 to 0.2 \( \omega_2 \) in steps of 0.01 \( \omega_2 \).

Results for the final population of \( |1,0\rangle \) and the integral of the population of \( |0,2\rangle \) are shown in Figure 4(a) and (b), respectively. As can be seen the integrated population of state \( |0,2\rangle \) can be drastically reduced while preserving an appreciable final population of state \( |1,0\rangle \).

In order to understand the laser-driven dynamics one should inspect the state populations and the coherences in Fig. 3 together with the field analysis in Fig. 4.

Let us first consider the case of \( \kappa_1 = 0 \), i.e. there is no penalty for populating state \( |0,2\rangle \). At the final time the target state \( |1,0\rangle \) is populated by about 85%.

---

**Figure 4**: State-selective excitation of a Fermi-resonance pair: Optimal field (first row) and time dependent power spectrum (second row) for different values of \( \kappa_1 \).

---

**Figure 5**: Suppressing overtone and combination transitions, (a) Final population of state \( |1,0\rangle \), (b) integrated population of states \( |0,2\rangle \), \( |0,3\rangle \), \( |1,1\rangle \) and \( |1,2\rangle \).
According to Figs. 3 and 4(a) the pulse initially populates state $|1, 0\rangle$ directly, before a ladder-climbing pathway $|0, 0\rangle \rightarrow |0, 1\rangle \rightarrow |0, 2\rangle$ sets in. The latter can be inferred from the dominance of the frequency $\omega_2$ after about $75 \, \omega_2^{-1}$. The actual laser-driven state population is superimposed by the inherent system dynamics. This can be seen by the depopulation of $|1, 0\rangle$ around $75 \, \omega_2^{-1}$, but even more so by the population flow between $|0, 2\rangle$ and $|1, 0\rangle$ toward the end of the time interval when the laser field is slowly switched-off. In other words, the control mechanism makes use of the inherent system dynamics.

Increasing $\kappa_1$ to $0.01 \, \omega_2$ has little effect on the dynamics, but from about $\kappa_1 = 0.02 \, \omega_2$ there is a qualitative change. The initial $|1, 0\rangle$ excitation is suppressed, i.e. the population of this state increases more monotonously, and the field acts with frequencies $\omega_1$ and $\omega_2$ simultaneously, see Fig. 4(c). According to Fig. 3(c) the state $|0, 1\rangle$ is excited, but without appreciable ladder climbing, i.e. the population of $|0, 2\rangle$ remains small until about $t \approx 120 \, \omega_2^{-1}$. Inspecting the coherences in Fig. 3(d) one notices that part of the rise in population of $|1, 0\rangle$ is due to the indirect mechanism $|0, 0\rangle \rightarrow |0, 1\rangle \rightarrow |1, 0\rangle$, i.e. via the coherence density matrix element $\rho_{1,0,0,1}$. This is possible due to the dipole matrix element $\propto C_{1,0}(m)(1,0)(q_1/\sqrt{2} + q_2)|0, 1\rangle$ as discussed above. At later times $t > 100 \, \omega_2^{-1}$ the dynamics becomes more intricate, involving besides population of $|0, 2\rangle$ also a coupling to the second overtone $|0, 3\rangle$.

4.2. Suppressing overtone and combination transitions

According to Fig. 3(b) the suppression of $|0, 2\rangle$ excitation comes at the expense of having higher energetic overtone and combination transitions populated. In terms of IVR this should, of course, be avoided. Therefore, in the following we will include penalties for the most strongly excited states, i.e. $||\phi_i\rangle = (|0, 2\rangle, |0, 3\rangle, |1, 1\rangle, |1, 2\rangle$ with $\kappa_i = \kappa_1$, which also has been ranged from 0 to 0.2 $\omega_2$ in steps of 0.01 $\omega_2$ ($\hbar R = 4$ in Eq. (13)). In Fig. 5 the final population of $|1, 0\rangle$ and the integral of the population of the states $||\phi_i\rangle$ are shown. First, one can notice that indeed excitation of these higher energetic states can be suppressed. However, it is also obvious that appreciable population of the zero-order state $|1, 0\rangle$ cannot be achieved without having some population in the set $||\phi_i\rangle$. For large penalties, both the integral populations and the target state population converge to zero, with the field being zero as well.

Figures 6 and 7 show state populations for particular values of $\kappa_1$ and an analysis of the control field, respectively. Let us focus on the case of $\kappa_1 = 0.02 \, \omega_2$. In terms
of the driving field, comparing Figs. 4(b) and 5(a), one notices that while still both frequencies are present, their amplitudes are about equal in 5(a) and the \( \omega_2 \) contribution is less structured. The population of the target state shown in Fig. 6(a) shows a rather monotonous rise whereas the states with a penalty expectedly have little population, Fig. 6(b,c). Instead the state \( |0, 1\rangle \) is appreciably populated. Inspecting Fig. 6(d) we conclude that there is a direct population of the target state and the state \( |0, 1\rangle \) according to the field component at \( \omega_1 \) and \( \omega_2 \), respectively. The large coherence \( \rho_{1,0,1} \) signifies that again the indirect pathway plays an important role.

Figure 7: Suppressing overtone and combination transitions: Optimal field (first row) and time dependent power spectrum (second row) for different values of \( \kappa_1 \).

4.3. Laser-induced decoupling of the Fermi-resonance pair

In the previous sections we have demonstrated that it is possible to excite state \( |1, 0\rangle \), keeping the population of \( |0, 2\rangle \) on a negligible level. The question that we want to answer in this section is whether it is possible to maintain the population of \( |1, 0\rangle \) once it has been prepared, or, in other words, can \( |1, 0\rangle \) be transiently decoupled from \( |0, 2\rangle \).

Realization of this goal is an example for using the running cost functional \( R_2[a(t)] \), whose integral will be maximized/minimized for the state \( |1, 0\rangle/|0, 2\rangle \). Thus, we have \( |\phi_1\rangle = |0, 2\rangle \), \( |\phi_2\rangle = |1, 0\rangle \), and \( \kappa_2 = -\kappa_1 \), which has been ranged just as in the previous sections. It turned that the optimal field leads to a population of rather high energetic states. In terms of IVR this is, of course, not a favorable situation. To cope with it, high energetic states have been included into the running costs such as to minimize their population. To this end we have used \( |\phi_3\rangle = |16\rangle \), \( |\phi_4\rangle = |17\rangle \), ... \( |\phi_{23}\rangle = |36\rangle \) and \( \kappa_3 = \kappa_4 = ... = \kappa_{23} = \kappa_1 \).

Figure 8 shows that this task can in principle be accomplished. While the integral population of state \( |1, 0\rangle \) rise above the level of the \( \kappa_1 = 0 \) case, the respective population of state \( |0, 2\rangle \) drops to a low level already for small \( \kappa_1 \). Clearly, the effect on \( |0, 2\rangle \) is more pronounced than that on \( |1, 0\rangle \). As we will see this implies that during the considered time interval the field will couple \( |1, 0\rangle \) to states other than \( |0, 2\rangle \).

Figures 8 and 9 show state populations for particular values of \( \kappa_1 \) and an analysis of the control field, respectively. In case that \( \kappa_1 = 0 \) complete population exchange is observed as expected for a coupled two-level system with degenerate levels \( |38\rangle \). Upon increasing the penalty one still observes the initial drop in population for state \( |1, 0\rangle \) as well as the subsequent rise. The fol-

Figure 8: Laser-induced decoupling of the Fermi-resonance pair: Integrated population of states \( |1, 0\rangle \) (a) and \( |0, 2\rangle \) (b).
Figure 9: Laser-induced decoupling of the Fermi-resonance pair: Population dynamics of state $|1,0\rangle$ and $|0,2\rangle$ for different values of $\kappa$. For $\kappa = 0.02 \omega_2$ the population of the most relevant states are shown in (c) and the most relevant coherences are shown in (d).

Following decrease of population is suppressed in case of weak penalties. With increasing penalty ($\kappa = 0.2 \omega_2$) the initial drop is not that pronounced, which holds for the subsequent oscillation as well. Interestingly, panel (b) shows that the zero-order dynamics of $|0,2\rangle$ is “disrupted” several times by the laser field. According to panel (c) this proceeds by populating e.g., states $|0,n_2\rangle$ with $n_2 = 1, 3, 4$. From the coherences shown in Fig. 9(d) we notice a large element $\rho_{1,0,0,2}$ following the population of state $|0,2\rangle$ in panel (b) and thus giving the Fermi-resonance mediated population exchange. The other coherence, such as $\rho_{1,0,0,3,}$ are field-mediated and serve the redirection of population flow from $|0,1\rangle$ to higher overtones and combination transitions.

The optimal fields corresponding to some of the values of $\kappa$ are shown in Fig. 10. It can be seen the fields are dominated by components at $\omega_2$, i.e. the control mechanism is only marginally involving the ground state. Compared to the other cases, we have a broader and more structured intensity distribution around $\omega_2$ due to the deviation of the energy spectrum from the harmonic oscillator case, see Fig. 1. The intensity of these fields are also significantly higher.

5. Summary

We have presented the first application of DOCT to the control of the dynamics of a quantum system in a finite dimensional Hilbert space. DOCT follows the first discretize and then optimize paradigm. This has the advantage of greater flexibility as compared to standard indirect OCT. The control functional including constraints can be defined and if necessary modified without the need for tedious derivation of working equations using functional calculus. The disadvantage is that the solution of the nonlinear optimization task using the current implementation is limited to about 80 dynamical variables for problems alike the present one. In addition there is a constraint with respect to the temporal discretization to about 1000 nodes. This limits the overall time interval depending on the rate at which, e.g., the control field changes. It should be stressed, however, that we did not push the numerical limits yet, i.e. all calculations have been performed on a single node of regular hardware.

For the purpose of illustration DOCT has been applied to control the dynamics of a Fermi-resonance, which is a typical example of anharmonic coupling in vibrational system such as hydrogen bonds. It is well-known that the Fermi-resonance interaction provides the gateway for rapid IVR of the A-H stretching vibration via the A-H bending overtone [29]. To explore possible control strategies avoiding this IVR pathway, three scenarios have been discussed. Thereby, we explored the fact that contrary to the method presented in Ref. [15], in DOCT there is no need to express the state-dependent constraints in terms of maximizing the population in the allowed space. Instead one can select the signs of the penalties individually and thus have full control of the populations of the respective subspaces.

First, state-selective optimization of the Fermi-resonance pair population has been performed, i.e. maximization/minimization of population of the fundamental/overtone transitions. While such an optimization is possible, it came at the expense of populating higher overtone and combination states. Therefore, in a second optimization such populations were suppressed. Fi-
nally, we asked the question whether an already prepared fundamental excitation can be transiently decoupled from the overtone state. Indeed this was possible, but only at the price of populating higher excited states. Analyzing the optimal fields and the dynamics of the system’s density matrix it could be shown that in all cases not only direct ladder-climbing type of transitions play a role, but there is a substantial contribution of an indirect pathway starting from the fundamental excitation of the bending vibration and involving its deexcitation simultaneously to the excitation of the stretching transition.

Of course, these examples are oversimplifications of the situation, e.g., in real hydrogen bonds, which involves coupling to further intramolecular vibrations as well as to the surrounding solvent [28][29]. In cases where a mapping to a system-bath Hamiltonian with perturbative treatment of the system-bath interaction is possible [38], the dynamics could be described by a quantum master equation for the reduced density matrix. Although one has to consider that this increases the number of dynamical variables there is no principal reason why DOCT could not be applied to dissipative dynamics.
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