Abstract. In 2002, Benjamin Jourdain and Claude Martini discovered that for a class of payoff functions, the pricing problem for American options can be reduced to pricing of European options for an appropriately associated payoff, all within a Black-Scholes framework. This discovery has been investigated in great detail by Sören Christensen, Jan Kallsen and Matthias Lenga in a recent work in 2020. In the present work we prove that this phenomenon can be observed in a wider context, and even holds true in a setup of non-linear stochastic processes. We analyse this problem from both probabilistic and analytic viewpoints. In the classical situation, Jourdain and Martini used this method to approximate prices of American put options. The broader applicability now potentially covers non-linear frameworks such as model uncertainty and controller-and-stopper-games.
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1. Introduction

In the seminal work “Approximation of American put prices by European prices via an embedding method”, see [4] and [3], Benjamin Jourdain and Claude Martini discovered the following phenomenon: given a European option with payoff $g$, then one can under a specific regularity condition associate an American option with $f \leq g$ such that the price functionals of the American and the European option problem coincide. More precisely, let $X$ denote a strong Markov process with continuous trajectories on some state space $E$ together with time horizon $T > 0$, and assume that there is a continuous function $t^*: E \to [0, T]$ such that

$$f(x) := \inf_{0 \leq t \leq T} E_{t,x}[g(X_T)] = E_{t^*(x),x}[g(X_T)]$$

holds true for $x \in E$. Given $x \in E$ and some time $0 \leq t \leq T$, and assume $t^*(x) \geq t$. Let $\tau$ be the first time when

$$t^*(X_\tau) = \tau,$$

which exists due to continuity, then $\tau$ is the optimal stopping time of the optimal stopping problem associated to $f$. Indeed for every stopping time $t \leq \eta \leq T$

$$E_{t,x}[g(X_T)] = E_{t,x}[E_{\eta,X_\eta}[g(X_T)]] \geq \sup_{t \leq \eta \leq T} E_{t,x}[f(X_\eta)]$$

$$\geq E_{t,x}[f(X_\tau)] = E_{t,x}[E_{\tau,X_\tau}[g(X_T)]] = E_{t,x}[g(X_T)]$$

holds true, whence equality. A similarly easy, but considerably more far-reaching proof, will be presented in Section 2. This important observation has not been taken up by the literature until Sören Christensen, Jan Kallsen and Matthias Lenga finally (almost) proved in “Are American options European after all”, see [5], that actually the American put in the Black-Scholes framework has a value function, which can be considered coming from a European pricing problem, whence the discovery of Jourdain-Martini arrived in the very heart of American option theory.

It is the purpose of this article to extend this idea to a non-linear and multi-variate framework: we show that a class of stopper-controller games can be embedded into a single-player optimal control problem, which presents a substantial generalization of the results of Jourdain-Martini or Christensen-Kallsen-Lenga.

We use two perspectives here: first, we consider a probabilistic approach where the cost and reward structure is driven by an underlying continuous-time stochastic process. The value of the game is calculated from the cost-and-reward structure by the use of a system of evaluation mappings, which is related to non-linear expectations. The key assumption will be the dynamic programming principle. Second, from a more analytic viewpoint, we show the respective statements in terms of fully non-linear partial differential equations. More precisely, we show that the free boundary problem occurring in non-linear optimal stopping problems can be solved in terms of a fully non-linear partial differential equation (PDE), e.g. of classical Hamilton-Jacobi-Bellman (HJB)-type.

The presented framework naturally covers the optimal stopping problems such as American option pricing, where the market model is driven by a strong Markov process. Beyond that, the possible non-linearity of the evaluation maps allows for parameter uncertainty and to cover stopper-controller games.

In Section 2 we will present the main results in an abstract probabilistic setup. In Section 3 we then discuss the PDE viewpoint. We then show how to apply
the abstract results to important examples: the benchmark case is American option pricing in the Black-Scholes market and will be discussed in Section 4. In Section 5 we then discuss non-linear Levy processes which arise for instance in stopper-controller games and volatility uncertainty. We finally discuss the example of finite state spaces in Section 6, in which the HJB equation for the value functions becomes an ordinary differential equation.

Relevant notation is collected in Appendix A.

2. On optimal stopping in a nonlinear framework

2.1. Setup. We consider a path space \((\Omega, \mathcal{F})\) with values in some Polish space \(E\), and the coordinate process \(X\) together with a filtration \((\mathcal{F}_t)_{t \geq 0}\) generated by \(X\). Let \(B : [0, \infty) \to (0, \infty)\) be a function such that \(B\) and \(1/B\) are bounded on bounded sets.

We fix a terminal time \(T \in (0, \infty)\) and for \(t \in [0, T]\) denote by \(\mathcal{T}_{t,T}\) a class of \([t, T]\)-valued random variables being the set of admissible stopping rules. For consistency we assume that if \(s, t \in [0, T]\) with \(s \leq t\) then \(\mathcal{T}_{s,T} \subseteq \mathcal{T}_{t,T}\).

Moreover, let \(\mathcal{H}\) be a linear subspace of \(\mathcal{L}^0(\Omega)\) such that \(1_\Omega \in \mathcal{H}\) and

\[
\forall Y \in \mathcal{H}, Z \in \mathcal{L}^\infty(\Omega) : \quad Y Z \in \mathcal{H}.
\]

In particular, \(\mathcal{L}^\infty(\Omega) \subseteq \mathcal{H}\). Elements of the space \(\mathcal{H}\) have the role of integrable random variables and elements of the space \(\mathcal{T}_{t,T}\) play the role of stopping times but we emphasize that no probability measures have been introduced until now. The evaluation of these random variables will instead be performed by possibly non-linear expectations.

Let \(\{\mathcal{E}_{t,x}\}_{(t,x)\in[0,T]\times E}\) be a family of (possibly nonlinear) pre-expectations on \(\mathcal{H}\), this is, a family of functions

\[
\mathcal{E}_{t,x} : \mathcal{H} \to \mathbb{R}
\]

for \((t, x) \in [0, T] \times E\) such that

- \((\mathcal{E}.\text{I})\) for each constant \(c \in \mathbb{R}\), it holds that
  \(\mathcal{E}_{t,x}[c] = c\).

- \((\mathcal{E}.\text{II})\) for each \((t, x) \in [0, T] \times E\) and each \(Y, Y' \in \mathcal{H}\) with \(Y \leq Y'\) it holds that
  \(\mathcal{E}_{t,x}[Y] \leq \mathcal{E}_{t,x}[Y']\).

Note that for each \((t, x) \in [0, T] \times E\), \(\mathcal{E}_{t,x}\) is a non-linear expectation in the sense of [13, p. 168] and sometimes also called nonlinear pre-expectation. It is worth stressing that we do not impose any sublinearity or homogeneity a priori but \((\mathcal{E}.\text{I})\) and \((\mathcal{E}.\text{II})\) are sufficient to obtain, e.g., certain continuity properties. For instance taking \(Y, Y' \in \mathcal{H}\) we obtain that

\[
\mathcal{E}_{t,x}[\pm (Y - Y')] \leq \mathcal{E}_{t,x}[\|Y - Y'\|_{\mathcal{L}^\infty}] = \|Y - Y'\|_{\mathcal{L}^\infty}
\]

holds true, if \(\|Y - Y'\|_{\mathcal{L}^\infty}\) is finite.

By assumptions on \(\mathcal{H}\) it holds for each \(A \in \mathcal{F}\) that \(1_A \in \mathcal{H}\). We will call an event \(A \in \mathcal{F}\) to be a full \((t, x)\)-scenario, if

\[
\forall Y \in \mathcal{H} : \quad \mathcal{E}_{t,x}[Y 1_A] = \mathcal{E}_{t,x}[Y].
\]

In addition to \((\mathcal{E}.\text{II})\) we impose the following assumption, which together then ensure a strict monotonicity:
(E.III) if for \((t,x) \in [0,T] \times E\) and \(Y, Y' \in \mathcal{H}\) with \(Y \leq Y'\) it holds that
\[ \mathcal{E}_{t,x}[Y] = \mathcal{E}_{t,x}[Y'], \]
then the event \(\{Y = Y'\}\) is a full \((t,x)\)-scenario.

To stress the role of \(\mathcal{E}_{t,x}\) as \((t,x)\)-evaluation we additionally assume:

(E.IV) for each \((t,x) \in [0,T] \times E\), \(\{X_t = x\}\) is a full \((t,x)\)-scenario.

This assumption is consistent with the setup for linear Markov processes.

2.2. Value functions and optimal stopping. For two measurable functions \(g: [0,T] \times [0,T] \times \Omega \times C([0,T]; \mathbb{R}) \rightarrow \mathbb{R}\) and \(\varrho: E \rightarrow \mathbb{R}\) we define the value function
\[ v(t,x) := B_t \mathcal{E}_{t,x} \left[ g(t,T,X,B) + B_T^{-1} \varrho(X_T) \right]. \]

Remark 2.1. In typical situations it holds that for \(s \leq t\),
\[ \varrho(t,s,\ldots) \equiv 0, \]
and \(\varrho(s,t,X,B)\) represents the (discounted) pre-maturity cashflow. The payoff structure at maturity time \(T\) is given by the function \(g\). Classical examples in optimal control are
\[ \varrho(s,t,\omega,b) = \int_s^t B_r^{-1} c(r,\omega_r) \, dr \]
for a sufficiently nice function \(c: [0,T] \times E \rightarrow \mathbb{R}\). In option pricing, \(g\) is the terminal payoff and \(\varrho\) describes possible rebate payments or costs for holding the option.

To ensure time-consistency we impose the dynamic programming principle:

(E.V) for each \(\tau \in T_{0,T}\) the value function defined in 2.4 satisfies
\[ v(\tau,X_\tau), \inf_{0 \leq s \leq T} v(s,X_\tau), \sup_{0 \leq s \leq T} v(s,X_\tau) \in \mathcal{H} \]

(E.VI) for each \((t,x) \in [0,T] \times E\), \(\tau \in T_{t,T}\), it holds that
\[ v(t,x) = B_t \mathcal{E}_{t,x} \left[ \varrho(t,\tau,X,B) + B_\tau^{-1} v(\tau,X_\tau) \right]. \]

The assumptions on the time-infimum and -supremum allow us to define the payoff functions
\[ f(x) := \inf_{0 \leq t \leq T} v(t,x), \quad h(x) := \sup_{0 \leq t \leq T} v(t,x), \]
for \(x \in E\).

The main object of this section are now the non-linear optimal stopping problems with value at state \((t,x)\) given by:
\[ u(t,x) := \sup_{\tau \in T_{t,T}} B_t \mathcal{E}_{t,x} \left[ \varrho(t,\tau,X,B) + B_\tau^{-1} f(X_\tau) \right], \]
\[ w(t,x) := \inf_{\tau \in T_{t,T}} B_t \mathcal{E}_{t,x} \left[ \varrho(t,\tau,X,B) + B_\tau^{-1} h(X_\tau) \right]. \]

Remark 2.2. If we assume that, in addition, for each \((t,x) \in [0,T] \times E\), \(\mathcal{E}_{t,x}\) is sub-linear and positively homogeneous, then by [10] there exist sets of probability measures \(\mathcal{P}(t,x)\), such that
\[ \forall Y \in \mathcal{H}: \quad \mathcal{E}_{t,x}[Y] = \sup_{\mathcal{P}(t,x)} \mathbb{E}^\mathcal{P}[Y], \]
or,
\[ \forall Y \in \mathcal{H}: \quad \mathcal{E}_{t,x}[Y] = \inf_{\mathcal{P}(t,x)} \mathbb{E}^\mathcal{P}[Y]. \]
In this situation, \( u \) and \( w \) are the value functions of controller-stopper games, where the first player selects a control measure \( \mathcal{P}_{t,x} \in \mathcal{P}(t,x) \) (and thus the dynamics of the reward process \( X \)), and the second player stops the game at a time \( \tau \in \mathcal{T}_{t,T} \). The in-game cash flow is \( \varrho \) and the payoff at \( \tau \) is respectively \( f(X_\tau) \) and \( h(X_\tau) \).

Classical examples for such games are American options from holder and issuer perspective. We consider more details for such examples and choices of \( \mathcal{P}(t,x) \) in Sections 6, 4 and 5.

We get the following general relation between the value functions:

**Proposition 2.3.** For all \((t,x) \in [0,T] \times E\),

\[
u(t,x) \leq v(t,x) \leq w(t,x)\]

**Proof.** Let \((t,x) \in [0,T] \times E\). By definition of \( f \) and \( v \) we have for each \( \tau \in \mathcal{T}_{t,T} \)

\[
f(X_\tau) \leq v(\tau, X_\tau)
\]

By monotonicity \((\mathcal{E}.II)\) and the DPP \((\mathcal{E}.VI)\) this yields

\[
B_t \mathcal{E}_{t,x}[\varrho(t, \tau, X, B) + B_{\tau}^{-1}f(X_\tau)] \leq B_t \mathcal{E}_{t,x}[\varrho(t, \tau, X, B) + B_{\tau}^{-1}v(\tau, X_\tau)]
\]

Taking the supremum over \( \tau \in \mathcal{T}_{t,T} \) on the left hand side we finally get

\[
u(t,x) \leq v(t,x).
\]

The proof for the other estimate is similar: By monotonicity \((\mathcal{E}.II)\) and the DPP \((\mathcal{E}.VI)\) this yields

\[
B_t \mathcal{E}_{t,x}[\varrho(t, \tau, X, B) + B_{\tau}^{-1}h(X_\tau)] \geq B_t \mathcal{E}_{t,x}[\varrho(t, \tau, X, B) + B_{\tau}^{-1}v(\tau, X_\tau)]
\]

\[
= v(t,x).
\]

\(\square\)

**Remark 2.4.** It is clear from the proof that instead of assuming \((\mathcal{E}.VI)\) it would be sufficient to assume the respective one-sided version. That is, to obtain

\[
u \leq v
\]

it suffices to assume that for each \((t,x) \in [0,T] \times E, \tau \in \mathcal{T}_{t,T}\), it holds that

\[
v(t,x) \geq B_t \mathcal{E}_{t,x}[\varrho(t, \tau, X, B) + B_{\tau}^{-1}v(\tau, X_\tau)].
\]

For

\[
v \leq w
\]

it is sufficient that for each \((t,x) \in [0,T] \times E, \tau \in \mathcal{T}_{t,T}\), it holds that

\[
v(t,x) \leq B_t \mathcal{E}_{t,x}[\varrho(t, \tau, X, B) + B_{\tau}^{-1}v(\tau, X_\tau)].
\]

To get a deeper understanding of the relation between the value functions \( u, v \) and \( w \), we we replace \((\mathcal{E}.V)\) by the stronger assumption that \( v \) is continuous. In this case, we define for each \( x \in E \) the sets

\[
t_*(x) := \arg \min\{v(t,x): 0 \leq t \leq T\},
\]

\[
t^*(x) := \arg \max\{v(t,x): 0 \leq t \leq T\}.
\]

Recall from optimal stopping that the continuation regions are defined as

\[
C_* := \{(t,x) \in [0,T] \times E: u(t,x) > f(x)\},
\]

\[
C^* := \{(t,x) \in [0,T] \times E: w(t,x) < h(x)\}.
\]
To formulate a bound on these regions, we will use the notation that for \( t \in \{ t_*, t^* \} \):

\[
\text{graph}(\tilde{t}) := \{(t, x) \in [0, T] \times E : t \in \tilde{t}(x)\}.
\]

(2.10)

**Corollary 2.5.** Assume that \( v \) is continuous, then for all \( x \in E \),

\[
t_* (x) \subseteq \{ t \in [0, T] : u(t, x) = f(x) \},
\]

and

\[
t^* (x) \subseteq \{ t \in [0, T] : w(t, x) = h(x) \}.
\]

In particular,

\[
C_* \subseteq \text{graph}(t_*), \quad \text{and} \quad C^* \subseteq \text{graph}(t^*).
\]

**Proof.** Applying Proposition 2.3 yields for \( x \in E \) and \( t \in t_* (x) \),

\[
f(x) = v(t, x) \geq u(t, x) \geq f(x).
\]

For \( t \in t^* (x) \),

\[
h(x) = v(t, x) \leq w(t, x) \leq h(x).
\]

We now characterize optimal solutions of the stopping problems, making the relations between \( u, v \) and \( w \) more precise.

**Theorem 2.6.** Assume that \( v \) is continuous, and let \( (t, x) \in [0, T] \times E \).

1. For \( \tau \in \mathcal{T}_{0,T} \), it holds that

\[
v(t, x) = \mathcal{E}_{t,x} \left[ g(t, \tau, X, B) + B^{-1}_t f(X_T) \right],
\]

if, and only if, \( \{ \tau \in t_*(X_\tau) \} \) is a full \( (t, x) \)-scenario. In this case, then

\[
u(t, x) = v(t, x).
\]

2. For \( \tau \in \mathcal{T}_{t,T} \), it holds that

\[
v(t, x) = \mathcal{E}_{t,x} \left[ g(t, \tau, X, B) + B^{-1}_t h(X_T) \right],
\]

if, and only if, \( \{ \tau \in t^*(X_\tau) \} \) is a full \( (t, x) \)-scenario. In this case, then

\[
w(t, x) = v(t, x).
\]

**Remark 2.7.** Note that for any \( \tau \in \mathcal{T}_{0,T} \):

\[
\{ \tau \in t_*(X_\tau) \} = \{ (\tau, X_\tau) \in \text{graph}(t_*) \}
\]

and

\[
\{ \tau \in t^*(X_\tau) \} = \{ (\tau, X_\tau) \in \text{graph}(t^*) \}
\]

which are measurable since \( \text{graph}(t_*) \) and \( \text{graph}(t^*) \) are closed by Lemma 2.11.

**Remark 2.8.** There is a quantitative and more general version of Theorem 2.6 in case that all appearing quantities are non-negative, i.e. \( \rho \geq 0 \) and \( g \geq 0 \). We shall formulate it in the case of (i). Instead of assuming that \( \{ \tau \in t_*(X_\tau) \} \) is a full \( (t, x) \)-scenario, we assume that there is \( \epsilon \geq 0 \) such that

\[
B_t \mathcal{E}_{t,x} \left[ 1_{t \in t_*(X_t)} \left( g(t, \tau, X, B) + B^{-1}_t v(\tau, X_t) \right) \right] \geq v(t, x) - \epsilon.
\]

Conceptually speaking this is the case when \( \{ \tau \in t_*(X_\tau) \} \) is a very likely scenario (in this robust setting). The assumption of Theorem 2.6 is included with \( \epsilon = 0 \).

Then we can conclude, following the lines of the proof below, that

\[
v(t, x) \geq u(t, x) \geq v(t, x) - \epsilon,
\]

i.e. the value function \( u \) is sandwiched between \( v \) and \( v - \epsilon \). The consequences of this phenomenon will be discussed in upcoming work.

In a completely analogous manner this is also true for (ii).
Proof: We will only show the proof of (i), since (ii) is similar.

Assume that \( \{ \tau \in t_*(X_\tau) \} \) is a full \((t, x)\)-scenario. We directly compute, using (E.VI):

\[
B_t \mathcal{E}_{t,x}[\rho(t, \tau, X, B) + B_\tau^{-1} f(X_\tau)] \\
= B_t \mathcal{E}_{t,x}[\mathbf{1}_{t \leq \tau}(X_\tau) \left( \rho(t, \tau, X, B) + B_\tau^{-1} f(X_\tau) \right)] \\
= B_t \mathcal{E}_{t,x}[\mathbf{1}_{t \leq \tau}(X_\tau) \left( \rho(t, \tau, X, B) + B_\tau^{-1} v(\tau, X_\tau) \right)] \\
= B_t \mathcal{E}_{t,x} \left[ \rho(t, \tau, X, B) + B_\tau^{-1} v(\tau, X_\tau) \right] \\
= v(t, x).
\]

Taking the supremum over all stopping times and using Proposition 2.3 we get

\[ u(t, x) \geq v(t, x) \geq u(t, x). \]

Now, assume that

\[ B_t \mathcal{E}_{t,x}[\rho(t, \tau, X, B) + B_\tau^{-1} f(X_\tau)] = v(t, x). \]

Then, by (E.VI)

\[
\mathcal{E}_{t,x}[\rho(t, \tau, X, B) + B_\tau^{-1} f(X_\tau)] = B_t \mathcal{E}_{t,x}[\rho(t, \tau, X, B) + B_\tau^{-1} v(\tau, X_\tau)].
\]

On the other hand, we know that \( f(y) \leq v(s, y) \) for all \((s, y) \in [0, T] \times E\) by definition, and hence by (E.II)

\[
\rho(t, \tau, X, B) + B_\tau^{-1} f(X_\tau) \leq \rho(t, \tau, X, B) + B_\tau^{-1} v(\tau, X_\tau).
\]

The strict monotonicity (E.III) then yields that \( \{ f(X_\tau) = v(\tau, X_\tau) \} \) is a full \((t, x)\)-scenario. To finish the proof we just have to recall that

\[ \{ f(X_\tau) = v(\tau, X_\tau) \} = \{ \tau \in t_*(X_\tau) \}. \]

In order to ensure existence of such an optimal stopping time, we need a deeper knowledge of the sets \( t_*(x) \) and \( t^*(x) \), for \( x \in E \). We will delay the study of some of the properties to Section 2.3 below, and discuss the implications first.

**Corollary 2.9.** Assume that \( X \) and \( v \) are continuous and that \( t_*(x) \) is convex for all \( x \in E \). Let \( (t, x) \in [0, T] \times E \) be such that \( t \leq t_*(x) \) and define \( \tau_* := \inf \{ s > t : s \in t_*(X_s) \} \). Then, \( \tau_* \in [t, T] \) and if \( \tau_* \in \mathcal{T}_{t, T} \), then

\[ u(t, x) = B_t \mathcal{E}_{t,x}[\rho(t, \tau_*, X, B) + B_{\tau_*}^{-1} f(X_{\tau_*})] = v(t, x). \]

Similarly, define \( \tau^* := \inf \{ s > t : s \in t^*(X_s) \} \). If instead of \( t \leq t_*(x) \) we have \( t \leq t^*(x) \), then \( \tau^* \in [t, T] \) and if \( \tau^* \in \mathcal{T}_{t, T} \), then

\[ w(t, x) = B_t \mathcal{E}_{t,x}[\rho(t, \tau^*, X, B) + B_{\tau^*}^{-1} f(X_{\tau^*})] = v(t, x). \]

**Proof.** First, if \( t < \min t_*(X_s) \), then \([t, T] \ni s \rightarrow (s, X_s)\) intersects with \( \text{graph}(t_*) \) by Lemma 2.12 which will happen the first time at \( \tau_* \), so that \( \tau_* \in t_*(X_{\tau_*}) \). Hence, by (E.IV) for all \( Y \in \mathcal{H} \),

\[
\mathcal{E}_{t,x}[Y] = \mathcal{E}_{t,x}[Y \mathbf{1}_{t \leq \tau_*}(X_{\tau_*}) + \mathbf{1}_{t > \tau_*}(X_{\tau_*})] \\
= \mathcal{E}_{t,x}[Y \left( \mathbf{1}_{t < \min t_*(X_{\tau_*})}, \tau_* \epsilon X_{\tau_*} + \mathbf{1}_{t \geq \min t_*(X_{\tau_*})}, \tau_* \epsilon X_{\tau_*} \right)] \\
= \mathcal{E}_{t,x}[Y \mathbf{1}_{\tau_* \epsilon t_*(X_{\tau_*})}].
\]

Hence, Theorem 2.6.(i) yields the result for \( \tau_* \). The proof for \( \tau^* \) works in the same way using Theorem 2.6.(ii). \( \Box \)
Corollary 2.10. Assume that $X$ and $v$ are continuous and that there exists a continuous function $\theta:E \to [0,T]$, such that
\begin{equation}
\theta(x) \in \imath_*(x),
\end{equation}
for all $x \in E$. Let $(t,x) \in [0,T] \times E$ be such that $t \leq \theta(x)$ and set $\tau := \inf\{s \geq t: s = \theta(X_s)\}$. Then, $\{\tau \in \imath_*(X_{\tau})\}$ is a full $(t,x)$-scenario and if in addition $\tau \in T_0, X$ then
\begin{equation}
\imath(t,x) = B(t)E_{t,x}[\theta(t,\tau,X,B) + B_{\tau}^{-1} f(X_{\tau})] = v(t,x).
\end{equation}
Similarly, the result holds true when replacing $(\imath_*,u,f)$ by $(\imath^*,w,h)$.

Proof. The function $\eta: s \mapsto \theta(X_s) \vee t$ is continuous and mapping $[t,T]$ into $[t,T]$, if $t \leq \theta(X_t)$. By Brouwer fixed point theorem $\eta$ admits a non-empty set of fixed points $A$, which is closed as a level set of a continuous function. By definition and $t \leq \theta(X_t)$ it holds that $\tau = \min A$ and thus $\tau = \theta(X_{\tau}) \in \imath_*(X_{\tau})$. This means that for each $Y \in \mathcal{H}$
\begin{equation}
\mathcal{E}_{t,x}[Y] = \mathcal{E}_{t,x}[Y^1_{t \leq \theta(x)}] = \mathcal{E}_{t,x}[Y^1_{t \leq \theta(X_{\tau})}] = \mathcal{E}_{t,x}[Y^1_{t \leq \theta(X_{\tau})}] = \mathcal{E}_{t,x}[Y^1_{\tau \in \imath_*(X_{\tau})}].
\end{equation}
Here, we used $(\mathcal{E}.IV)$ in the second and in the last step. But this means that the assumptions of Theorem 2.6.(i) are satisfied for all $(0,x), x \in E$ which yields the result.  

2.3. Properties of $\imath_*$ and $\imath^*$.

Lemma 2.11. Assume that $v$ is continuous. Then, $\text{graph}(\imath_*)$ and $\text{graph}(\imath^*)$ are closed, $x \mapsto \max \imath_*(x)$ and $x \mapsto \max \imath^*(x)$ are upper semicontinuous and $x \mapsto \min \imath_*(x)$ and $x \mapsto \min \imath^*(x)$ are lower semicontinuous.

Proof. Replacing $v$ by $-v$ the statements for $\imath_*$ and $\imath^*$ are equivalent, so that, without loss of generality, we focus on $\imath_*$. Let $(t_n, x_n)_{n \in \mathbb{N}}$ be a sequence in $\text{graph}(\imath_*)$ such that $\lim_{n \to \infty} (t_n, x_n) = (t,x)$ for some $(t,x) \in [0,T] \times E$. By definition of $\imath_*$, it for all $n \in \mathbb{N}$ and all $s \in [0,T]$ that

$$v(t_n, x_n) \leq v(s, x_n).$$

Hence, by continuity of $v$, for all $s \in [0,T]$

$$v(t,x) = \lim_{n \to \infty} v(t_n, x_n) \leq \lim_{n \to \infty} v(s, x_n) = v(s, x).$$

This yields $(t,x) \in \text{graph}(\imath_*)$ which is thus closed.

As level set of a continuous function, the set $\imath_*(x)$ is closed for each $x \in E$, in fact even compact. In particular, the maximum and minimum of $\text{graph}(\imath_*)$ are well defined. Let $(x_n)_{n \in \mathbb{N}}$ be a sequence in $E$ such that for some $(\bar{t}, \bar{x}) \in [0,T] \times E$ it holds that $\lim_{n \to \infty} x_n = \bar{x}$ and for $t_n := \max \imath_*(x_n)$, it holds that $\lim_{n \to \infty} t_n = \bar{t}$. By continuity of $v$ we get $(t_n, x_n) \in \text{graph}(\imath_*)$ and by closedness of the graph of $\imath_*$ also $(\bar{t}, \bar{x}) \in \text{graph}(\imath_*)$. Thus, $\bar{t} \leq \max \imath_*(\bar{x})$, which yields upper semicontinuity. In the same way we get lower semicontinuity of $x \mapsto \min \imath_*(x)$.

Lemma 2.12. Assume that $v$ is continuous and that $\imath_*(x)$ is convex for all $x \in E$. Let $(t,x) \in E$ with $t < \min \imath_*(x)$ and $y \in E$. Then, any continuous path in $[0,T] \times E$ from $(t,x)$ to $(T,y)$ intersects $\text{graph}(\imath_*)$. The same holds true for $\imath^*$.
Proof. Let \([0,1] \ni \lambda \mapsto (t(\lambda), x(\lambda)) \in [0,T] \times E\) be a continuous path from \((t, x)\) to \((T, y)\) and
\[
\bar{\lambda} = \inf \{ \lambda \in [0,1] : t(\lambda) \geq \min t_*(x(\lambda)) \}, \quad \bar{t} := t(\bar{\lambda}), \quad \bar{x} := x(\bar{\lambda}).
\]
Then, \(\bar{\lambda} > 0\) since \(\text{graph}(t_*)\) is closed by Lemma 2.11, and \(\bar{\lambda} \leq 1\) since \(t(1) = T \geq \min t_*(y)\) for all \(y \in E\). Moreover, for all \(\lambda < \bar{\lambda}\), \(t(\lambda) < \min t_*(x(\lambda)) \leq \max t_*(x(\lambda))\).

Thus,
\[
\bar{t} = \lim_{\lambda \uparrow \bar{\lambda}} t(\lambda) \leq \limsup_{\lambda \uparrow \bar{\lambda}} \max t_*(x(\lambda)) \leq \limsup_{x \to \bar{x}} \max t_*(x) \leq \max t_*(\bar{x}).
\]

Here, we used the upper semicontinuity of \(x \mapsto \max t_*(x)\) which is shown in Lemma 2.11. Let \((\lambda_n)_{n \in \mathbb{N}}\) be a non-increasing sequence in \([0,1]\) such that \(\lambda_n \geq \bar{\lambda}\) and \(t(\lambda_n) \geq \min t_*(x(\lambda_n))\) for all \(n \in \mathbb{N}\). Then,
\[
(2.18) \quad \bar{t} = \lim_{n \to \infty} t(\lambda_n) \geq \liminf_{n \to \infty} \min t_*(x(\lambda_n)) \geq \min t_*(x(\bar{\lambda})),
\]

by lower semicontinuity of \(x \mapsto \min t_*(x)\); see Lemma 2.11. Summarizing, we have seen that \(\min t_*(\bar{x}) \leq \bar{t} \leq \max t_*(\bar{x})\), and convexity of \(t_*(\bar{x})\) yields \(\bar{t} \in t_*(\bar{x})\). \(\Box\)

Remark 2.13. If \(t \mapsto v(t, x)\) has a unique minimizer, then \(t_*(x)\) is a singleton and hence convex. Note that if \(t_*(x)\) is a singleton for all \(x\), then \(x \to t_*(x)\) is continuous since the graph of \(t_*\) is closed; as seen in Lemma 2.11. Here, we abuse the notation and write \(t_*(x)\) for the element it contains.

Remark 2.14. If \(t \mapsto v(t, x)\) is convex, then \(t_*(x)\) is convex. If \(t \mapsto v(t, x)\) is concave, then \(t_*(x)\) is either a singleton and thus convex, or \(t_*(x)\) has cardinality 2 and is not convex. Vice versa, \(t^*(x)\) is a singleton or has cardinality 2 if \(t \mapsto v(t, x)\) is convex and \(t^*(x)\) is convex, if \(t \mapsto v(t, x)\) is concave.

3. Kolmogorov Equations and Free Boundary Problems

Often, the value function of a European option is the (unique) solution of the Kolmogorov backward PDE. The value function of an American option is given by a free boundary problem, where the optimal stopping boundary separates the two regimes (continuation / stopping) of the equation. In this section we study this representation of the value function.

3.1. Solving a free boundary problem. We consider a state space \(E \subseteq \mathbb{R}^d\) for some \(d \geq 1\) and a possibly non-linear operator \(L : \mathcal{D}(L) \to C([0,T] \times E; \mathbb{R})\) such that \(\mathcal{D}(L) \subseteq C^{1,2}([0,T], E; \mathbb{R})\), and \(g : E \to \mathbb{R}\). Moreover, assume that \(L\) is local, that means that for each \(x \in E\) and each neighborhood \(U\) of \(x\), and each \(v, \tilde{u} \in \mathcal{D}(L)\) such that \(u = \tilde{u}\) on \(U\) it holds that \(L(v) = L\tilde{v}(x)\). Let \(T \in (0,\infty)\).

To be in line with Appendix B, we assume that \(\mathcal{D}(L) = C^{1,2}([0,T], E; \mathbb{R})\) and that there exists a proper function \(F : [0,T] \times E \times \mathbb{R} \times \mathbb{R}^d \times S_d \to \mathbb{R}\), such that
\[
L(v)(t, x) = -F(t, x, v(t, x), D_x v(t, x), D_x^2 v(t, x)).
\]
for \(u \in \mathcal{D}(L)\) and \((t, x) \in [0,T] \times E\). From technical point of view this is, however, not important in the following.
We now consider the following backward equation,

\[
-\frac{\partial}{\partial t} v(t, x) - L(v)(t, x) = 0, \quad (t, x) \in [0, T] \times E, \\
v(T, x) = g(x),
\]

and the free boundary problem

\[
-\frac{\partial}{\partial t} u(t, x) - L(u)(t, x) \geq 0, \quad (t, x) \in [0, T] \times E, \\
-\frac{\partial}{\partial t} u(t, x) - L(u)(t, x) = 0, \quad (t, x) \in C, \\
u(t, x) = f(x), \quad (t, x) \in D, \\
C = \{(t, x) \in [0, T) \times E : u(t, x) > f(x)\}, \quad D := C^c
\]

(continuous fit) \quad u(t, x) = f(x), \quad (t, x) \in \partial C,

or (smooth fit) \quad \nabla_x u(t, x) = \nabla_x f(x), \quad (t, x) \in \partial D.

We emphasize that a solution of (3.2), is a continuous function \(w \in [0, T] \times E\), which satisfies \(u(t, x) = f(x)\) on \(D\), and, in the sense of Definition B.1, \(u\) is a viscosity supersolution on \([0, T] \times E\) and a viscosity solution on \(C\) of the equation

\[-\frac{\partial}{\partial t} u(t, x) - L(u)(t, x) = 0.\]

Here, \(C\) and \(D\) are defined above and depend on \(u\) themselves.

**Theorem 3.1.** Assume that (3.1) admits a continuous viscosity solution \(v : [0, T] \times E \to \mathbb{R}\). Define

\[
f(x) := \inf_{0 \leq t \leq T} v(t, x), \quad \vartheta(x) := \inf \{\arg \min \{v(t, x) : t \in [0, T]\}\} \wedge T,
\]

for \(x \in E\), as well as

\[C_t := \{x \in E : t < \vartheta(x)\}, \quad C := \bigcup_{t \in [0, T]} \{t\} \times C_t,\]

and for \((t, x) \in [0, T] \times E,\)

\[
u(t, x) := \begin{cases} v(t, x), & (t, x) \in C, \\
f(x), & (t, x) \notin C, \end{cases}
\]

and assume that \(\vartheta\) is continuous. Then, \(u\) solves (3.2) in the viscosity sense and satisfies the continuous fit condition. Moreover, if \(\theta\) and \(v\) are of class \(C^1\), then the smooth fit condition holds true.

**Proof.** First, note that \(C\) is open as the preimage of \((0, \infty)\) under the continuous map \((t, x) \mapsto \theta(x) - t\).

Let \((t, x) \in C\) and \(U\) be a neighborhood of \((t, x)\) such that \(U \subset C\). Let \(\phi \in C^2([0, T] \times E; \mathbb{R})\) be such that \(\phi(t, x) = u(t, x)\) and \(\phi \geq u\) in a neighborhood \(U\) of \((t, x)\). By definition of \(C\) this means \(\phi(t, x) = v(t, x)\) and \(\phi \geq v\) in the neighborhood \(U \cap C\). Since \(v\) is a subsolution and \(L\) is local,

\[-\frac{\partial}{\partial t} \phi - L\phi \leq 0, \quad \text{on} \ C,
\]

and thus, \(u\) is a viscosity subsolution on \(C\). In the same way we can see that \(u\) is also a viscosity supersolution on \(C\) and thus, \(u\) is a viscosity solution in \(C\).
Let \((t, x) \in C\), then \(t < \partial(x)\) and thus, \(t < T\) and \(u(t, x) = v(t, x) > f(x)\). On the other hand, let \((t, x) \in [0, T] \times E\) be such that \(u(t, x) > f(x)\). Then, \((t, x) \notin C^c\) by definition of \(u\) which proves
\[
C = \{(t, x) \in [0, T] \times E : u(t, x) > f(x)\}.
\]

It remains to verify the continuous and smooth fit conditions.

Note that \(\overline{C} \subseteq \{(t, x) \in [0, T] \times E : t \leq \partial(x)\}\). In fact, if \((t, x) \in \overline{C}\), then there exists \((t_n, x_n) \in C, n \in \mathbb{N}\) such that \(\lim_{n \to \infty} (t_n, x_n) = (t, x)\), and thus, using continuity of \(\partial\),
\[
(3.5) \quad t - \partial(x) = \lim_{n \to \infty} t_n - \partial(x_n) \leq 0,
\]
since \(t_n - \partial(x_n) < 0\) for all \(n \in \mathbb{N}\).

Let now \((t, x) \in \partial C\). Since \(C\) is open we get that \((t, x) \notin C\) and thus \(t = \partial(x)\).
Moreover, when \((t_n, x_n) \in C\) such that \(\lim_{n \to \infty} (t_n, x_n) = (t, x)\), then by continuity of \(v\),
\[
(3.6) \quad \lim_{n \to \infty} u(t_n, x_n) = \lim_{n \to \infty} v(t_n, x_n) = v(t, x) = v(\partial(x), x) = f(x),
\]
which is the continuous fit condition. If \(\partial\) is differentiable, then
\[
(3.7) \quad \nabla_x f(x) = \nabla_x \partial(x)(\partial_t v)(\partial(x), x) + (\nabla_x v)(\partial(x), x) = (\nabla_x v)(\partial(x), x),
\]
since \((\partial_t v)(\partial(x), x) = 0\), if \((t, x) \in \partial C\). On the other hand,
\[
(3.8) \quad \lim_{n \to \infty} \nabla_x u(t_n, x_n) = \lim_{n \to \infty} \nabla_x v(t_n, x_n) = \nabla_x v(t, x)
\]
by continuity of \(\nabla_x v\). It remains to verify the supersolution property on \(D = [0, T] \times E \setminus C\). Let \((t, x) \in D\) and take \(\phi \in C^{1, 2}\) such that \(\phi(t, x) = u(t, x)\) and \(\phi \leq u(t, x)\) on a neighborhood \(U\) of \((t, x)\). We first consider the case when \(t = \theta(x)\).
Then, \(\phi \leq v\) on \(U\). In fact, for \((s, y) \in U \cap C\) it holds that \(\phi(s, y) \leq u(s, y) = v(s, y)\) and for \((s, y) \in U \cap D\) we get \(\phi(s, y) \leq u(s, y) = f(y) \leq v(s, y)\). Moreover, by the continuous fit we have that
\[
\phi(t, x) = u(\theta(x), x) = f(x) = v(\theta(x), x) = v(t, x).
\]
Since \(v\) is in particular a supersolution of \((3.1)\), we get that
\[
-\frac{\partial}{\partial t} \phi(t, x) - L \phi(t, x) \geq 0.
\]

For the situation when \(t > \theta(x)\) we know that \((t, x) \in D^c\) and assume without loss of generality that \(U \subseteq D\). Then, define
\[
\tilde{U} := U - (t - \theta(x), 0)
\]
which is a neighborhood of \((\theta(x), x)\) in \([0, T] \times E\). Let \(\tilde{\phi} \in C^{1, 2}\) be such that for all \((s, y) \in \tilde{U}\):
\[
\tilde{\phi}(s, y) = \phi(s + t - \theta(x), y).
\]
Then, \(\tilde{\phi}(\theta(x), x) = \phi(t, x) = u(t, x) = f(x) = v(\theta(x), x)\). Moreover, note that with \(t_s := s + t - \theta(x)\) we have \((t_s, y) \in U \subseteq D\) and thus
\[
\tilde{\phi}(s, y) = \phi(t_s, y) \leq u(t_s, y) = f(y) \leq v(s, y),
\]
by definition of \(f\). Again, the supersolution property of \(v\) and the fact that \(\frac{\partial}{\partial t}\) and \(L\) are local and shift-invariant yields
\[
-\frac{\partial}{\partial t} \tilde{\phi}(t, x) - L \phi(t, x) = \left( -\frac{\partial}{\partial t} \tilde{\phi}(s, y) - L \tilde{\phi}(s, y) \right)_{|s = \theta(x), y = x} \geq 0.
\]
Remark 3.2. By straightforward modification of the second paragraph in the proof one can see that Theorem 3.1 also holds true when replacing the solution concept of viscosity solutions by classical or strong solutions.

We also get the similar result for the free boundary problem, with terminal condition $h:E \to \mathbb{R}$:

$$
\begin{align*}
-\frac{\partial}{\partial t} w(t,x) - L(w)(t,x) &\leq 0, & (t,x) \in [0,T] \times E, \\
-\frac{\partial}{\partial t} w(t,x) - L(w)(t,x) &= 0, & (t,x) \in C, \\

w(t,x) &= h(x), & (t,x) \in D,
\end{align*}

\tag{3.9}
$$

(continuous fit)

$(t,x) \in [0,T] \times E: w(t,x) < h(x)$, \quad $D := C^{c}$

or (smooth fit)

$\nabla_x w(t,x) = \nabla_x h(x)$, \quad $(t,x) \in \partial C$.

Theorem 3.3. Assume that (3.1) admits a continuous viscosity solution $v:[0,T] \times E \to \mathbb{R}$. Define

$$
\begin{align*}
h(x) := \sup_{0 \leq t \leq T} v(t,x), & \quad \vartheta(x) := \inf \{ \arg \max \{ v(t,x): t \in [0,T] \} \} \wedge T, \\

C_t := \{ x \in E : t < \vartheta(x) \}, & \quad C := \bigcup_{t \in [0,T]} \{ t \} \times C_t,
\end{align*}

\tag{3.10}
$$

for $x \in E$, as well as

$$
\begin{align*}
w(t,x) := \begin{cases} 
v(t,x), & (t,x) \in C, \\
h(x), & (t,x) \notin C,
\end{cases}
\end{align*}

\tag{3.11}
$$

and assume that $\vartheta$ is continuous. Then, $u$ solves (3.9) in the viscosity sense and satisfies the continuous fit condition. Moreover, if $\theta$ and $v$ are of class $C^1$, then the smooth fit condition holds true.

Proof. First, note that $C$ is open as the preimage of $(0,\infty)$ under the continuous map $(t,x) \mapsto \theta(x) - t$.

Let $(t,x) \in C$ and $U$ be a neighborhood of $(t,x)$ such that $U \subset C$. Let $\phi \in C^2([0,T] \times E; \mathbb{R})$ be such that $\phi(t,x) = w(t,x)$ and $\phi \leq w$ in a neighborhood $U$ of $(t,x)$. By definition of $C$ this means $\phi(t,x) = v(t,x)$ and $\phi \leq v$ in the neighborhood $U \cap C$. Since $v$ is a supersolution and $L$ is local,

$$
-\frac{\partial}{\partial t} \phi - L \phi \geq 0, \quad \text{on } C,
$$

and thus, $v$ is a viscosity supersolution on $C$. In the same way we can see that $w$ is also a viscosity subsolution on $C$ and thus, $w$ is a viscosity solution in $C$.

Let $(t,x) \in C$, then $t < \vartheta(x)$ and thus, $t < T$ and $w(t,x) = v(t,x) < h(x)$. On the other hand, let $(t,x) \in [0,T] \times E$ be such that $w(t,x) < h(x)$. Then, $(t,x) \notin C^{c}$ by definition of $w$ which proves

$$
C = \{ (t,x) \in [0,T] \times E : w(t,x) < h(x) \}.
$$

It remains to verify the continuous and smooth fit conditions.

Note that $\overline{C} \subseteq \{ (t,x) \in [0,T] \times E : t \leq \vartheta(x) \}$. In fact, if $(t,x) \in \overline{C}$, then there exists $(t_n, x_n) \in C$, $n \in \mathbb{N}$ such that $\lim_{n \to \infty} (t_n, x_n) = (t,x)$, and thus, using continuity of $\vartheta$,

$$
\begin{align*}
t - \vartheta(x) &= \lim_{n \to \infty} t_n - \vartheta(x_n) \\
&\leq 0,
\end{align*}
$$

\tag{3.12}

since \( t_n - \vartheta(x_n) < 0 \) for all \( n \in \mathbb{N} \).

Let now \((t, x) \in \partial C\). Since \( C \) is open we get that \((t, x) \notin C\) and thus \( t = \vartheta(x)\).
Moreover, when \((t_n, x_n) \in C\) such that \(\lim_{n \to \infty} (t_n, x_n) = (t, x)\), then by continuity of \(v\),
\[
\lim_{n \to \infty} w(t_n, x_n) = \lim_{n \to \infty} v(t_n, x_n) = v(t, x) = v(\vartheta(x), x) = h(x),
\]
which is the continuous fit condition. If \(\theta\) is differentiable, then
\[
(3.14) \quad \nabla_x h(x) = \nabla_x \vartheta(x)(\partial_t v)(\vartheta(x), x) + (\nabla_x v)(\vartheta(x), x) = (\nabla_v v)(\vartheta(x), x),
\]
since \( (\partial_t v)(\vartheta(x), x) = 0 \), if \((t, x) \in \partial C\). On the other hand,
\[
\lim_{n \to \infty} \nabla_x w(t_n, x_n) = \lim_{n \to \infty} \nabla_x v(t_n, x_n) = \nabla_x v(t, x)
\]
by continuity of \(\nabla_x v\). It remains to verify the supersolution property on \(D = [0,T] \times E \setminus C\). Let \((t, x) \in D\) and take \(\phi \in C^{1,2}\) such that \(\phi(t, x) = w(t, x)\) and \(\phi \geq w(t, x)\) on a neighborhood \(U\) of \((t, x)\). We first consider the case when \(t = \vartheta(x)\).

Then, \(\phi \geq v\) on \(U\). In fact, for \((s, y) \in U \cap C\) it holds that \(\phi(s, y) \geq w(s, y) = v(s, y)\) and for \((s, y) \in U \cap D\) we get \(\phi(s, y) \geq w(s, y) = h(y) \geq v(s, y)\). Moreover, by the continuous fit we have that
\[
\phi(t, x) = w(\vartheta(x), x) = h(x) = v(\vartheta(x), x) = v(t, x).
\]
Since \(v\) is in particular a subsolution of (3.1), we get that
\[
-\frac{\partial}{\partial t} \phi(t, x) - L\phi(t, x) \leq 0.
\]

For the situation when \(t > \vartheta(x)\) we know that \((t, x) \in D^\circ\) and assume without loss of generality that \(U \subseteq D\). Then, define
\[
\tilde{U} := U - (t - \vartheta(x), 0)
\]
which is a neighborhood of \((\vartheta(x), x)\) in \([0,T] \times E\). Let \(\tilde{\phi} \in C^{1,2}\) be such that for all \((s, y) \in \tilde{U}\):
\[
\tilde{\phi}(s, y) = \phi(s + t - \vartheta(x), y).
\]
Then, \(\tilde{\phi}(\vartheta(x), x) = \phi(t, x) = w(t, x) = h(x) = v(\vartheta(x), x)\). Moreover, note that with \(t_s := s + t - \vartheta(x)\) we have \((t_s, y) \in U \subseteq D\) and thus
\[
\tilde{\phi}(s, y) = \phi(t_s, y) \geq w(t_s, y) = h(y) \geq v(s, y),
\]
by definition of \(h\). Again, the subsolution property of \(v\) and the fact that \(\frac{\partial}{\partial t}\) and \(L\) are local and shift-invariant yields
\[
-\frac{\partial}{\partial t} \tilde{\phi}(t, x) - L\tilde{\phi}(t, x) = \left( -\frac{\partial}{\partial t} \phi(s, y) - L\phi(s, y) \right)_{|s=\vartheta(x),y=x} \leq 0.
\]

3.2. **A variational equality.** An alternative formulation of the free boundary problem is the variational equality
\[
\min \{-\frac{\partial}{\partial t} u(t, x) - L(u)(t, x), u(t, x) - g(x)\} = 0, \quad (t, x) \in [0,T] \times E,
\]
\[
u(T, x) = f(x), \quad x \in E.
\]
We get of course the same result in this formulation.

*Theorem 3.4.* Assume that \(L\) is a local operator, that \(g\) is such that (3.1) admits a viscosity solution \(v: [0,T] \times E \to \mathbb{R}\) which is continuous. Define
\[
(3.17) \quad f(x) := \inf_{0 \leq t \leq T} v(t, x), \quad \vartheta(x) := \inf \{ \arg \min \{ v(t, x) : t \in [0, T] \} \} \wedge T,
\]
for \( x \in E \), as well as

\[ C_t := \{ x \in E : t < \vartheta(x) \} \quad \text{and} \quad C := \bigcup_{t \in [0,T]} (\{ t \} \times C_t), \]

and for \((t,x) \in [0,T] \times E\),

\[ u(t,x) := \begin{cases} v(t,x), & (t,x) \in C, \\ f(x), & (t,x) \notin C, \end{cases} \tag{3.18} \]

and assume that \( \vartheta \) is continuous. Then, \( u \) is a continuous viscosity solution of (3.16) in the viscosity sense.

**Proof.** The proof that \( C \) is open works as above.

Fix \((t,x) \in [0,T] \times E\). Let \( \phi \in C^{1,2}([0,T] \times E; \mathbb{R}) \) be such that \( \phi(t,x) = u(t,x) \) and \( \phi \geq u \) in a neighborhood \( U \) of \((t,x)\). If \((t,x) \in C\), we have \( \phi(t,x) = v(t,x) \) and \( \phi \geq v \) on the neighborhood \( U \cap C \). Hence, since \( v \) is a subsolution of (3.1) and \( L \) is local:

\[-(\partial_t \phi + L \phi)(t,x) \leq 0.\]

Hence,

\[ \min\{-(\partial_t \phi + L \phi)(t,x), \phi(t,x) - f(x)\} \leq 0. \]

If \((t,x) \in C^c\), then \( \phi(t,x) = u(t,x) = f(x) \) and

\[ \min\{-(\partial_t \phi + L \phi)(t,x), \phi(t,x) - f(x)\} \leq 0. \]

We have shown that \( u \) is a subsolution of (3.16).

We have seen in the proof of Theorem 3.1 that \( u \) is a supersolution of

\[-\partial_t u(t,x) - L(u)(t,x) = 0.\]

Finally, for \((t,x) \in [0,T] \times E\) and \( \phi \in C^{1,2} \) such that \( \phi(t,x) = u(t,x) \) and \( \phi \leq u \) in a neighborhood of \((t,x)\), we get that \( \phi(t,x) = u(t,x) \geq f(x) \), and that

\[ \min\{-(\partial_t \phi + L \phi)(t,x), \phi(t,x) - f(x)\} \geq 0. \]

Thus, \( \phi \) is also a viscosity supersolution of (3.16). The continuity and fit conditions was shown in the proof of Theorem 3.1. \( \square \)

## 4. Black-Scholes Model

The first example we want to discuss is option pricing in the classical Black-Scholes model. \( X \) will be the process of asset prices - following a geometric Brownian motion - and \( B \) a save bank account. In fact, the \((t,x)\)-evaluations will be linear expectations.

### 4.1. Setup.

We set \( E := (0, \infty) \), \( \Omega := C([0,T]; (0,\infty)) \) and take \( X \) as the coordinate process. We keep a fixed interest rate \( r > 0 \) by setting \( B_t := e^{rt}, t \geq 0 \). Also, we fix a volatility parameter \( \sigma > 0 \). Let \((F_{\omega,t})\) be the right continuous filtration generated by \( X \) and for \( s, t \in [0,T] \) with \( s \leq t \) let \( \mathcal{T}_{s,t} \) be the set of all stopping times with values in \([s,t]\).

Let \((\mathbb{P}_{t,x})_{(t,x) \in [0,T] \times E}\) be the strong Markov family such that for all \((t,x) \in [0,T] \times E\) it holds that:

1. for all \( s \in [0,t] \),
   \[ \mathbb{P}_{t,x}[X_s = x] = 1, \]
2. \((B_tB_{t,x}^{-1}X_s)_{s \in [0,T]}\) is a \( \mathbb{P}_{t,x}\)-martingale,
we obtain the following result which covers the main statement and Corollary 2.3 and 2.5 from Section 4.2.

We denote by $E_t,x$ the expectation under $P_{t,x}$. Clearly, $(E_{t,x})(t,x)\in[0,T)\times E$ fulfills (E.1), (E.II), (E.III) and (E.IV) from Section 2. Let us stress that an event $A\in\mathcal{F}$ is a full $(t,x)$-scenario if and only if $A$ holds $P_{t,x}$-almost surely.

4.2. Option Pricing. We consider the valuation problem of European and American options:

We focus on a bounded and continuous terminal payoff function $g:R_+\rightarrow R$ at time $T$ for the European option and set $g:=0$ and denote its value function by $v$. As above, $u$ is the value function of an American option with payoff $f:=\inf_{0\leq s\leq T}v(t,)$. This is,

$$v(t,x) := \mathcal{E}_{t,x}[e^{-r(T-t)}g(X_T)], \quad u(t,x) := \sup_{t\in T_{t,x}}\mathcal{E}_{t,x}[e^{-r(T-t)}f(X_T)]$$

It is well known that $v$ is continuous and bounded, and thus we can define

$$t_*(x) := \arg\min\{u(t,x) : t \in [0,T]\},$$

for all $x \in R_+$, and we also consider the continuation region

$$C_* := \{(t,x) \in [0,T] \times R_+ : u(t,x) > f(x)\}.$$

From Section 2 we obtain the following result which covers the main statements of [4, Theorem 3].

**Corollary 4.1.**

(i) It holds that $C_* \subseteq \text{graph}(t_*)^c$ and for all $(t,x) \in [0,T] \times R_+$: $u(t,x) \leq v(t,x)$.

(ii) If there exists a continuous function $\theta:R_+\rightarrow [0,T]$ such that for all $x \in R_+$, $\theta(x) \in t_*(x)$, then for all $(t,x) \in [0,T] \times R_+$ with $t \leq \theta(x)$,

$$u(t,x) = v(t,x) = \mathbb{E}_{t,x}[e^{-r(T-t)}g(X_T)],$$

where $\tau := \inf\{s \geq t : s \geq \theta(s)\} \in T_{t,T}$ is the optimal stopping time.

**Proof.** The first part is an application of Proposition 2.3 and Corollary 2.5, the second part of Corollary 2.10. \qed

In the Black-Scholes model also a more refined analysis has been carried out on the inverse problem: Given an American payoff function $f$, does there exist a European option with payoff $g$ and value function $v$ such that for all $x \in R_+$

$$f(x) = \inf_{\theta(t)\leq T} v(t,x).$$

For a class of choices of $f$, this question could be answered positively and $g$ has been explicitly. E.g. in [3] this has been used as an approximation for prices of American put options in the Black-Scholes prices. A detailed characterization in terms of an existence and verification theorem has been developed in [6] and [5] using convex optimization techniques. In particular it has been shown that the value function of the American Put (almost) admits a European representation. There are still many exciting open questions in this field.
Let us close this section by briefly discussing the PDE perspective: We know that \( v \) is the unique classical solution of the Kolmogorov backward PDE
\[
\frac{\partial}{\partial t} v(t, x) + \frac{\sigma^2}{2} x^2 \frac{\partial^2}{\partial x^2} v(t, x) + rx \frac{\partial}{\partial x} v(t, x) - rv(t, x) = 0, 
\]
with terminal condition \( v(T, x) = g(x) \), and that \( u \) is the solution of the free boundary problem, cf. e.g. [15],
\[
-\frac{\partial}{\partial t} u(t, x) - \left( \frac{\sigma^2}{2} x^2 \frac{\partial^2}{\partial x^2} u(t, x) + rx \frac{\partial}{\partial x} u(t, x) - ru(t, x) \right) \geq 0, \quad (t, x) \in [0, T] \times \mathbb{R}_+
\]
\[
-\frac{\partial}{\partial t} u(t, x) - \left( \frac{\sigma^2}{2} x^2 \frac{\partial^2}{\partial x^2} u(t, x) + rx \frac{\partial}{\partial x} u(t, x) - ru(t, x) \right) = 0, \quad (t, x) \in C
\]
\[
u(t, x) = f(x), \quad (t, x) \in D
\]
\[
C = \{(t, x) \in [0, T] \times \mathbb{R} : u(t, x) > f(x)\}, \quad D = C^c
\]
with the smooth fit condition \( \frac{\partial}{\partial x} u(t, x) = \frac{\partial}{\partial x} f(x) \) for \( x \in \partial C \). Therefore, if \( x \mapsto \min t_*(x) \) is continuous, then Theorem 3.1 offers a purely analytic viewpoint and proof for the respective statements in [4, Theorem 3] and Corollary 4.1.

5. Non-linear Levy Model and Uncertain Volatility

The natural extension of the Black-Scholes model to a non-linear framework is to allow for uncertainty of the volatility parameter. This can be studied in the framework of non-linear Brownian motions, see for instance [13]. In this section, we will go a step further and demonstrate that the results from Section 2 are applicable to non-linear Levy processes. We will mainly rely on [9] in which the dynamic programming principle and the HJB equations for a class of non-linear Levy processes have been discussed.

5.1. Setup. Let \( \Omega = D(\mathbb{R}_+; \mathbb{R}) \) be equipped with the Skorokhod topology, \( \mathcal{F} = \mathfrak{B}(\Omega) \) and let \( X \) be the coordinate process, i.e. \( X_t(\omega) = \omega_t \) for each \( (t, \omega) \in [0, \infty) \times \Omega \). By \( (\mathcal{F}_t) \) we denote the raw filtration generated by \( X \). We define \( \mathcal{T}_{s,t} \) as the set of all stopping times with values in \([s, t]\) and set \( B_t := e^{rt}, t \geq 0 \), for an interest rate \( r \in \mathbb{R} \).

Let \( \mathcal{L} \) is the set of all \( \mathcal{L} \)evy measures on \( \mathbb{R} \). Set
\[
\mathfrak{P} := \{ P \in \mathcal{P}(\Omega, \mathcal{F}) : X \text{ is a semimartingale on } (\Omega, \mathcal{F}, (\mathcal{F}_t), P) \}
\]
with characteristics \( (B, C, \nu) \ll d\tau \ P\text{-a.s.} \)\]
In the following, we will associate the absolutely continuous semimartingale characteristics \((b \ dt, c \ dt, F_t \ dt)\) with the Lévy triplets \((b, c, F)\) which are taking values in \(\mathbb{R} \times \mathbb{R}_+ \times \mathcal{L}\). Here, and in the following we keep a truncation function \( h \) fixed, that is a bounded measurable function \( h: \mathbb{R} \mapsto \mathbb{R} \) such that \( h(z) = z \) on \([-1, 1]\). We will allow for parameter uncertainty within a set
\[
\Theta \subset \mathbb{R} \times \mathbb{R}_+ \times \mathcal{L}
\]
which as assumed to be Borel measurable, non-empty and such that
\[
\sup_{(b, c, F) \in \Theta} \left[ \int_{\mathbb{R}} |z| \wedge |z|^2 F(dz) + |b| + |c| \right] < \infty,
\]
and
\[
\lim_{\epsilon \to 0} \sup_{(b, c, F) \in \Theta} \int_{|z| < \epsilon} |z|^2 F(dz) < \infty.
\]
5.2. Nonlinear expectations and Levy processes. We now keep \( T > 0 \) fixed. For \((t,x) \in [0,T] \times \mathbb{R}\), we define
\[
\mathcal{P}(t,x) := \{ \mathbb{P} \mid X_s = x \ \mathbb{P}\text{-a.s. for } s \leq t \text{ and } (b^\mathbb{P}, c^\mathbb{P}, F^\mathbb{P}) \in \Theta \mathbb{P} \otimes dt \text{-a.e. on } [t,\infty) \}. 
\]
For a random variable \( Y : \Omega \rightarrow \mathbb{R} \) and \((t,x) \in [0,T] \times \mathbb{R}\) we set
\[
\mathcal{E}_{t,x} := \sup_{\mathbb{P} \in \mathcal{P}(t,x)} \mathbb{E}^\mathbb{P}[Y].
\]

It is immediate to see that \((\mathcal{E}_{t,x})_{(t,x) \in [0,T] \times E}\) satisfies \((\mathcal{E.II})\) and \((\mathcal{E.I})\). Even more, \(\mathcal{E}_{t,x}\) is sublinear. The proofs of the following results rely on \([9]\) and will presented in Subsection 5.4 below.

**Lemma 5.1.** For \((t,x) \in [0,T] \times E\), the canonical process is a \(\mathcal{E}_{t,x}\)-Lévy process started at \((t,x)\) in the sense that the following holds true:

(a) \(\{X_t = x\}\) is a full \((t,x)\)-scenario

(b) For all \(s,r \geq 0\) and \(\phi \in \mathcal{L}^\infty(\mathbb{R})\):
\[
\mathcal{E}_{t,x}[\phi(X_{t+s} - X_t)] = \mathcal{E}_{t,x}[\phi(X_s) - \phi(X_0)].
\]

(c) For all \(s \geq t, r \geq 0, n \in \mathbb{N}\) and \(t \leq s_1 \leq \ldots \leq s_n \leq s\), and \(\phi \in \mathcal{L}^\infty(\mathbb{R}^{n+1})\):
\[
\mathcal{E}_{t,x}[\phi(X_{s+n} - X_{s}, X_{s_1}, \ldots, X_{s_n})] = \mathcal{E}_{t,x}[\phi(X_{s_n} - X_{s}, X_{s_1}, \ldots, x_n)|_{x_1 = X_{s_1}, \ldots, x_n = X_{s_n}}].
\]

**Remark 5.2.** The definition is generalizing the definition of non-linear Lévy processes introduced in \([13]\). If \(\Theta\) is a singleton then the \(X\) is a Levy process in the classical sense.

**Proposition 5.3.** For each \(g: \mathbb{R} \rightarrow \mathbb{R}\) bounded and Lipschitz continuous, the map \((t,x) \mapsto \mathcal{E}_{t,x}[g(X_T)]\) is measurable and fulfills the dynamical programming principle. More precisely, \((\mathcal{E}_{t,x})\) satisfies \((\mathcal{E.V})\) and \((\mathcal{E.VI})\).

We keep fixed \(g: \mathbb{R} \rightarrow \mathbb{R}\) bounded and Lipschitz continuous and consider the European option prices in the nonlinear Levy model
\[
v(t,x) := e^{rT}\mathcal{E}_{t,x}[e^{-rT}g(X_T)].
\]

**Proposition 5.4.** \(v\) is bounded and continuous and the unique viscosity solution of the equation
\[
-\frac{\partial}{\partial t} v(t,x) + rv(t,x) - \sup_{(b,c,F) \in \Theta} \left[ \frac{1}{2} \frac{\partial^2}{\partial x^2} v(t,x) + b \frac{\partial}{\partial x} v(t,x) + \int_{\mathbb{R}} v(t,z) - v(t,0) - \frac{\partial}{\partial z} v(t,0) h(z) F(dz) \right] = 0,
\]
with terminal condition \(v(T,x) = g(x), x \in E\).

5.3. Optimal stopping and games. Define
\[
h(x) := \sup_{0 \leq t \leq T} v(t,x)
\]
and
\[
w(t,x) := \inf_{\tau \in \mathbb{I}_{t,T}} e^{r\tau} \mathcal{E}_{t,x}[e^{-r\tau} f(X_{\tau})].
\]
Moreover, set for \(x \in E\),
\[
t^*(x) := \arg \max \{ v(t,x) : t \in [0,T] \}, \quad \theta^*(x) := \max t^*(x),
\]
\[(5.7) \quad C^* := \{(t, x) \in [0, T] \times E | t < \theta^*(x)\}, \quad D^* := (C^*)^c.\]

\(w\) is the value function a stochastic game with reward process \(h(X_t)\). The first player selects the control and thus the dynamics of \(X\) by choosing \(\mathbb{P} \in \mathcal{P}(t, x)\). The second player then decides when to stop the game at time \(\tau\).

A typical setup for such games are American options with volatility uncertainty: For instance, assume that the seller selects the exercise time \(\tau\) and, if \(\tau \in [s, T]\), then follows from Corollary 5.4. By Proposition 18 MARTIN LARSSON, MARVIN S. MÜLLER, JOSEF TEICHMANN.

**Proof.** By Proposition 5.3 we can apply Proposition 2.3 and Corollary 2.5 to obtain Proposition 5.6. Item (b) then follows from Corollary 2.10.

**Theorem 5.7.** Assume that

\[\Theta \subset \{(b, c, F) \in \mathbb{R} \times \mathbb{R}_+ \times \mathcal{L} | F \equiv 0\},\]

and that \(\theta\) is continuous. Then, \(w\) is a viscosity solution of the free boundary problem

\[(5.8) \quad -\frac{\partial}{\partial t}w(t, x) + rw(t, x) \quad \quad \text{sup} \quad \left(\frac{c}{2} \frac{\partial^2}{\partial x^2}w(t, x) + b\frac{\partial}{\partial x}w(t, x)\right) \leq 0, \quad (t, x) \in [0, T] \times E,\]

\[\frac{\partial}{\partial t}w(t, x) + rw(t, x) \quad \quad \text{sup} \quad \left(\frac{c}{2} \frac{\partial^2}{\partial x^2}w(t, x) + b\frac{\partial}{\partial x}w(t, x)\right) = 0, \quad (t, x) \in C,\]

\[w(t, x) = h(x), \quad (t, x) \in C^c,\]

\[C = \{(t, x) \in [0, T] \times E: w(t, x) < h(x)\},\]

(continuous fit) \(w(t, x) = h(x), \quad (t, x) \in \partial C,\)

and, if \(v\) and \(\theta\) are \(C^1\), then also the smooth fit condition holds true

\[\nabla_x w(t, x) = \nabla_x h(x), \quad (t, x) \in \partial C.\]

**Proof.** By Lemma 5.5, \(w(t, x) = h(x)\) for \((t, x) \in D := C^c\). The statement follows by Proposition 5.4 and Theorem 3.3.
5.4. Proofs. To obtain the desired properties for \((t,x) \mapsto \mathcal{E}_{t,x}\) we want to apply the setup from [9]. Define \(\Omega_0 := \{\omega \in \Omega : \omega(0) = 0\}\) and let \(X^0\) be the restriction of \(X\) to \(\Omega_0\), and denote by \((\mathcal{F}^0_t)\) we denote the raw filtration generated by \(X^0\). We now define for \((t,x) \in [0,\infty) \times \mathbb{R}\) the mapping \(\theta(t,x) : \Omega_0 \rightarrow \Omega\),
\[
\theta(t,x)(\omega) := x + \omega((.,-t) \wedge 0).
\]
\(\theta(t,x)\) is measurable.
Moreover, it has the left inverse
\[
\zeta(t,x)(\omega) := \omega(.,+t) - \omega(t).
\]
Indeed, for \(\omega \in \Omega_0\),
\[
\zeta(t,x)(\theta(t,x)(\omega)) = \zeta(t,x)(x + \omega((.,-t) \wedge 0)) = x + \omega - x = \omega.
\]
We define by \(\mathcal{P}_0\) the set of restricts of \(\mathbb{P}\) to \((\Omega_0, \mathcal{F}^0)\), for all \(\mathbb{P} \in \mathcal{P}(0,0)\) and set
\[
\mathcal{E}^0[Y] := \sup_{\mathbb{P} \in \mathcal{P}_0} \mathbb{E}^\mathbb{P}[Y]
\]
for \(Y \in \mathcal{L}^\infty(\Omega_0)\).

**Lemma 5.8.** For each \(Y \in \mathcal{L}^\infty(\Omega)\) and \((t,x) \in [0,T] \times E\), it holds that
\[
\mathcal{E}_{t,x}[Y] = \mathcal{E}^0[Y \circ \theta(t,x)].
\]
In particular, for each \(N \in \mathbb{N}\) and \(0 \leq s_1 \leq \ldots \leq s_n \leq T\) and each \(\phi \in C_0(\mathbb{R}^n)\):
\[
\mathcal{E}_{t,x}[\phi(X_{s_1}, \ldots, X_{s_n})] = \mathcal{E}^0[\phi(x + X_{s_1-t}, \ldots, x + X_{s_n-t})]
\]
**Proof.** The duality
\[
\sup_{\mathbb{P} \in \mathcal{P}(t,x)} \mathbb{E}^\mathbb{P}[Y] = \sup_{\mathbb{P} \in \mathcal{P}_0} \mathbb{E}^\mathbb{P}[Y \circ \theta(t,x)]
\]
is established by the push-forward measures \(\theta(t,x) \downarrow \mathbb{P}^0\) for \(\mathbb{P}^0 \in \mathcal{P}_0\) and \(\zeta(t) \downarrow \mathbb{P}\) for \(\mathbb{P} \in \mathcal{P}(t,x)\). \(\square\)

This characterization allows us to apply the results from [9].

**Proof of Lemma 5.1.** By [9, Theorem 2.1], \((X^0_t)_{t \geq 0}\) is a non-linear Levy process under \(\mathcal{E}^0\). Using this and Lemma 5.8 we get for all \(n \in \mathbb{N}\), \(\phi \in \mathcal{L}^\infty(\mathbb{R}^{n+1})\) and all \(s \geq t\) and \(0 \leq s_1 \leq \ldots \leq s_n \leq s\):
\[
\mathcal{E}_{t,x}[\phi(X_{s+r} - X_s, X_{s_1}, \ldots, X_{s_n})]
\]
\[= \mathcal{E}^0[\phi(X_{s+r-t}^0 - X^0_{s-t}, x + X_{s_1-t}, \ldots, x + X^0_{s_n-t})]
\]
\[= \mathcal{E}^0[\mathcal{E}[\phi(X_{s+r-t} - X^0_{s-t}, y_1, \ldots, y_n)]]_{y_1 = x + X^0_{s_1-t}, \ldots, y_n = x + X^0_{s_n-t}}
\]
\[= \mathcal{E}^0[\mathcal{E}_{t,x}[\phi(X_{s+r} - X_s, y_1, \ldots, y_n)]_{y_1 = x + X^0_{s_1-t}, \ldots, y_n = x + X^0_{s_n-t}}
\]
\[= \mathcal{E}_{t,x}[\phi(X_{s+r} - X_s, y_1, \ldots, y_n)]_{y_1 = x + X^0_{s_1-t}, \ldots, y_n = x + X^0_{s_n-t}}
\]
This yields the independence of increments. Similarly, for \(\phi \in \mathcal{L}^\infty(\mathbb{R})\) and all \(s \geq t\) and \(r \geq 0\),
\[
\mathcal{E}_{t,x}[\phi(X_{s+r} - X_s)] = \mathcal{E}^0[\phi(x + X^0_{s+r-t} - X^0_{s-t})] = \mathcal{E}^0[\phi(x + X^0_r)]
\]
\[= \mathcal{E}^0[\phi(x + X^0_r)] = \mathcal{E}_{t,x}[\phi(X_{t+r})]
\]
Hence, \((X_t)\) is a non-linear Levy process in the sense of Lemma 5.1. \(\square\)
For $\tau \in \mathcal{T}_{0,T}$ and $\omega, \hat{\omega} \in \Omega_0$, define

$$\hat{\omega}(t) := \omega(t)1_{t \leq \tau(\omega)} + (\hat{\omega}(t - \tau(\omega)) + \omega(\tau(\omega))))1_{t > \tau(\omega)}.$$  

(5.11)

In particular, we have that

$$1_{[t, \infty)} \otimes \hat{\omega} = \theta(t, 0)(\hat{\omega})$$

for all $\hat{\omega} \in \Omega^0$.

The dynamic programming principle will be derived from the following result on Levy processes on $\mathcal{L}^\infty(\Omega^0)$.

**Lemma 5.9** (Theorem 2.1.(ii) in [9]). Let $Y \in \mathcal{L}^\infty(\Omega^0)$ and $\sigma, \tau \in \mathcal{T}_{0,T}$ be such that $\sigma \leq \tau$. Then, for all $\omega \in \Omega^0$:

$$\mathcal{E}^0[Y(\omega \otimes \sigma)] = \mathcal{E}^0[\mathcal{E}^0[Y(\omega \otimes \tau)]]_{|\omega = (\omega \otimes \sigma)}.$$ 

We are now able to show the dynamic programming principle in the formulation of (E.VI).

**Proof of Proposition 5.3.** From Lemma 5.8 we get for $g: E \rightarrow \mathbb{R}$ bounded and Lipschitz continuous, that

$$\mathcal{E}_{t,x}[g(X_T)] = \mathcal{E}^0[g(X_T \circ \theta(t, x))] = \mathcal{E}^0[g(x + X_{T-1}^0)].$$

By [9, Theorem 2.5], this is continuous as a function of $(t, x)$ and thus measurable. Let us fix $\tau \in \mathcal{T}_{t,T}$. Note that for $s \geq t$,

$$\{\omega \in \Omega_0 : \tau(\theta(t, x)(\omega)) \leq s\} = (\theta(t, x)^{-1} \circ \tau^{-1})([0, s])$$

Since $\tau$ is an $(\mathcal{F}_t)_{t \in [0,T]}$ stopping time, it holds that $\tau^{-1}([0, s]) \in \mathcal{F}_s$. Now, $\theta(t, x)$ is $\mathcal{F}_{(s-t)\cap 0}/\mathcal{F}_s$ measurable, and hence

$$\tau_{t,x} := \tau \circ \theta(t, x) - t$$

is an $(\mathcal{F}_{t})_{t \in [0,T]}$ stopping time with values in $[0, T-t]$. Now, define for $\omega \in \Omega_0$:

$$Y(\omega) := B_T^{-1}g(X_T(\theta(t, x)(\omega))) = B_T^{-1}g(x + \omega(T-t)).$$

Since $\tau_{t,x}$ takes values in $[0, T-t]$, 

$$Y(\omega \otimes \tau_{t,x} \hat{\omega}) = B_T^{-1}g(x + (\omega \otimes \tau_{t,x} \hat{\omega})(T-t))$$

$$= B_T^{-1}g(x + \omega(\tau_{t,x}(\omega)) + \hat{\omega}(T - (\tau_{t,x}(\omega) + t))$$

$$= B_T^{-1}g(x + X_{\tau_{t,x}(\omega)}^0) + X_{\hat{\tau} - (\tau_{t,x}(\omega) + t)}^0$$

Finally, we use that $\tau_{t,x}$ is a stopping time as well as Lemma 5.8 and 5.9 to get that

$$\mathcal{E}_{t,x}[B_T^{-1}g(X_T)] = \mathcal{E}^0[B_T^{-1}g(x + X_{T-1}^0)]$$

$$= \mathcal{E}^0[B_T^{-1}g(y + X_{T-1}^0)]_{|s = T - (\tau_{t,x}(t), y = x + X_{\tau_{t,x}}^0)}$$

$$= \mathcal{E}^0[B_T^{-1}B_{t+\tau_{t,x}}^0 \mathcal{E}^0[B_T^{-1}g(y + X_{T-1}^0)]_{|s = T - (\tau_{t,x}(t), y = x + X_{\tau_{t,x}}^0)}]$$

$$= \mathcal{E}^0[B_{t+\tau_{t,x}}^0 v(\tau_{t,x} + t, x + X_{\tau_{t,x}}^0)] = \mathcal{E}_{t,x}[B_T^{-1}v(\tau, X_T)].$$

**Proof of Proposition 5.4.** In the case $r = 0$, [9, Theorem 2.5] states that $v$ is the unique (continuous) viscosity solution of (5.5). The extension to $r \in \mathbb{R}$ is straightforward. This yields Proposition 5.4. □
Proof of Lemma 5.5. We show the statement by contradiction. Assume there exists a \( t \in [s, T] \) such that

\[
w(t, x) < h(x).
\]

Let \( \tau \in \mathcal{T}_{s,T} \) be such that

\[
B_t \mathcal{E}_t[x][B_{\tau}^{-1} h(X_\tau)] < h(x).
\]

Define for \( \omega \in \Omega \)

\[
\varsigma(\omega) := \tau(\omega((., -(t-s)) \lor 0)) + t - s
\]

Then, \( \varsigma \) is a stopping time with values in \( \mathcal{T}_{s,T} \), and

\[
(\varsigma \circ \theta_{s,x})(\omega) = \tau \circ (t, x) + t - s
\]

Using this, the positive homogeneity of \( \mathcal{E}^0 \) and that \( B_t = e^{r_t} \), we get

\[
w(s, x) \leq B_s \mathcal{E}_{s,x}[B_{\varsigma}^{-1} h(X_{\varsigma})]
\]

\[
= B_s \mathcal{E}^0[B_{\varsigma \circ \theta_{s,x}} h(x + X_{\varsigma \circ \theta_{s,x}})]
\]

\[
= B_s \mathcal{E}^0[B_{\tau \circ \theta_{s,x}}^{-1} h(x + X_{\tau \circ \theta_{s,x}})]
\]

\[
= B_s \mathcal{E}^0[B_{\tau \circ \theta_{s,x}}^{-1} \mathcal{E}^0[B_{\tau \circ \theta_{s,x}}^{-1} h(x + X_{\tau \circ \theta_{s,x}})]]
\]

\[
= B_s \mathcal{E}_{s,x}[B_{\tau}^{-1} h(x + X_\tau)]
\]

\[
< h(x).
\]

This contradicts the assumptions on \( (s, x) \). Hence, such a \( t \in [s, T] \) cannot exist. \( \square \)

6. Finite State Space

We consider now the case where \( E \) is finite, more precisely \( d := |E| \in \mathbb{N} \). Without loss of generality we assume that \( E = \{1, \ldots, d\} \). Let us fix \( T \in (0, \infty) \) and let \( \Omega := D([0, T]; E) \) equipped with the Borel \( \sigma \)-algebra \( \mathcal{F} \). \( X \) is the coordinate process generating the raw filtration \( (\mathcal{F}_t)_{t \in [0, T]} \). We denote by \( \mathcal{T}_{s,t} \) the set of \( [s, t] \)-valued stopping times which take values in \( [s, t] \).

We fix a compact set \( S \) of stochastic matrices in \( \mathbb{R}^{d \times d} \). For a \( Q \in S \) fixed let \( \langle P_{t,x} \rangle_{(t,x) \in [0,T] \times E} \) be the strong Markov family which satisfies that \( X_s = x \ \mathbb{P}_{t,x} \)-almost surely for all \( s \in [0, t] \), and that

\[
\left( g(X(s)) - g(x) - \int_t^s Q g(X(r)) \, dr \right)_{s \in [t, T]}
\]

is a \( \mathbb{P}_{t,x} \)-martingale for every \( g \in C(E) \). We define for fixed \( g \in C(X) \) and \( c \in C([0, T], E) \)

\[
v(t, x) := v(t, x) := \mathbb{E}^\mathbb{P}_{t,x} [g(X_T) + \int_t^T c(s, X(s)) \, ds].
\]

The value function \( v \) is the unique solution of the linear ODE

\[
\frac{\partial}{\partial t} v(t) + Q v(t) - c(t, x) = 0, \quad t \in [0, T], \quad v(T) = g.
\]

In particular, \( v \) is continuous and Proposition 2.3, Corollary 2.5 and Theorem 2.6 are applicable.
Remark 6.1. In this framework, it is easily shown in that if \( d = 2 \), then the map from \( g \) to \( f \) is surjective, also the case \( d = 3 \) can be partially treated. For arbitrary \( d \) surjectivity was shown up to time \( T < \frac{1}{|Q|} \). More precisely, for each \( Q \in \mathcal{S} \), \( T \in (0, 1/|Q|) \) and each \( f \in \mathbb{R}^d \), there exists a \( g \in \mathbb{R}^d \) such that
\[
\inf_{0 \leq t \leq T} e^{tQ} g = f,
\]
where the infimum is taken element-wise. The same holds true when replacing inf by sup. These results will be proved elsewhere.

Next, we want to have a look into a non-linear framework for continuous-time Markov chains, following [8].

Denoting by \( \Pi_{s,t} \) the set of all partitions of \([s, t]\), we define for \((t, x) \in [0, T] \times E\), \( \mathcal{P}(t, x) \) to be the set of all \( \mathbb{P} \in \mathcal{P}(\Omega) \) such that

1. it holds that \( \mathbb{P}[X_s = x] = 1 \), for all \( s \in [0, t] \),
2. there exist \( \pi \in \Pi_{t,T} \) with \( \pi = \{t = t_0, t_1, ..., t_n = T\} \) for some \( n \in \mathbb{N} \), \( \mathcal{Q}_{t,x} : E \rightarrow \mathcal{S}, \), \( i = 1, ..., n \),
\[
\left(g(X(s)) - g(x) - \int_{t}^{s} Q^{\mathbb{P}}(r)g(X(r)) \, dr\right)_{s \in [t,T]}
\]
is a \( \mathbb{P} \)-martingale for each \( g \in \mathcal{C}(E) \), where for \( r \in [t,T] \),
\[
Q^{\mathbb{P}}(r) := \sum_{i=1}^{n} 1_{(s_{i-1}, s_i)}(r) \mathcal{Q}_{t,x}(X(t_{i-1})).
\]

As space of integrable variables we take \( \mathcal{H} := \mathcal{L}^\infty(\Omega) \). Now, we define the non-linear expectations for \( Y \in \mathcal{H} \) as
\[
(6.1) \quad \mathcal{E}_{t,x}[Y] := \sup_{\mathbb{P} \in \mathcal{P}(t,x)} \mathbb{E}^{\mathbb{P}}[Y], \quad (t, x) \in [0, T] \times E.
\]

We fix a terminal payoff \( g \in \mathcal{C}(E) \), set the running costs \( \rho = 0 \), keep \( B \equiv 1 \) and define the value function
\[
(6.2) \quad v(t, x) := v(t)_{x} := \mathcal{E}_{t,x}[g(X_T)], \quad (t, x) \in [0, T] \times E.
\]
Note that, by construction, \( v \) can be expressed in terms of the Nisio semigroups considered in [8, Definition 3.2]. More precisely,
\[
(6.3) \quad v(t) = \sup_{\{t_0, t_1, ..., t_n\} = \pi \in \Pi_{t,T}} \sup_{Q^n \in \mathcal{S}} e^{(t_1-t_0)Q^1} \left( \sup_{Q^n \in \mathcal{S}} e^{(t_n-t_{n-1})Q^n} g \right) = \lim_{n \to \infty} \sup_{Q^n \in \mathcal{S}} e^{(T-t)2^{-n}Q^n} \left( \sup_{Q^n \in \mathcal{S}} e^{(T-t)2^{-n}Q^n} g \right),
\]
where the sup are taken point-wise and the second equality follows from [8, Corollary 3.8].

Proposition 6.2. The family \( \{\mathcal{E}_{t,x}\}_{(t,x) \in [0,T] \times E} \) fulfills \( \mathcal{E}(I), \mathcal{E}(II), \mathcal{E}(III), \mathcal{E}(IV), \) and \( \mathcal{E}(V) \).

Proof. \( \mathcal{E}(I), \mathcal{E}(II), \mathcal{E}(III), \mathcal{E}(IV) \) are clear by definition and properties of sup and (linear) expectations. Also, \( (t, x) \mapsto v(t, x) \) is continuous since \( E \) is finite,
\[
(t, Q) \mapsto (e^{(T-t)Q}g)_x
\]
is continuous for each \( x \in E \) and \( \mathcal{S} \) is separable. This yields \( \mathcal{E}(V) \). \( \square \)
By [8, Theorem 1.3], the HJB equation for $v$ becomes the backward ODE
\begin{equation}
\frac{\partial}{\partial t} v(t) + \sup_{Q \in S} Q v(t) = 0, \quad v(T) = g,
\end{equation}
for $t \in [0, T]$. However, $Q$ is in general not local and Section 3 are not applicable here, even not for the linear case where $S$ is a singleton.

Since $S$ is bounded, Picard-Lindelöf theorem yields that (6.4) has a unique solution which is $C^1$. In [8] also the case with $g \leq 0$ is covered.

We define the function $h$ by
$$h(x) := \sup_{0 \leq t \leq T} v(t, x), \quad \text{for } x \in E$$
and focus now on the value function $w$ of the minimization problem
\begin{equation}
w(t, x) := \inf_{\tau \in \mathcal{T}_{t,x}} \mathbb{E}[h(X_\tau)], \quad (t, x) \in [0, T] \times E.
\end{equation}

Note that $h$ is continuous and thus measurable, in particular $(\mathcal{E}, \mathcal{V})$ is satisfied.

Recall that the stopping region is defined $D$ as
$$D := \{(t, x) \in [0, T] \times E : w(t, x) = h(x)\}.$$ We trivially get a one-sided version of $(\mathcal{E}, \mathcal{V})$: for each $\tau \in \mathcal{T}_{t,T}$:

\begin{equation}
\mathcal{E}_{t,x}[v(\tau, X_\tau)] = \sup_{\mathbb{P} \in \mathcal{P}(t,x)} \mathbb{E}^{\mathbb{P}} \left[ \sup_{\mathbb{Q} \in \mathcal{Q}(\tau, X_\tau)} \mathbb{E}^{\mathbb{Q}}[g(X_T)] \right] \\
\geq \sup_{\mathbb{P} \in \mathcal{P}(t,x)} \mathbb{E}^{\mathbb{P}} \mathbb{E}^{\mathbb{P}}[g(X_T)] = \sup_{\mathbb{P} \in \mathcal{P}(t,x)} \mathbb{E}^{\mathbb{P}}[g(X_T)] = v(t, x).
\end{equation}

Thus, Proposition 2.3 and Corollary 2.5, see also Remark 2.4, yield that $v \leq w$ and graph ($t^*$) $\subseteq D$, where
$$t^*(x) := \arg \max \{v(t, x) : t \in [0, T]\}.$$ If we additionally assume that the other part of the dynamic programming principle holds true, namely that for each $\tau \in \mathcal{T}_{t,T}$:
$$v(t, x) = \mathcal{E}_{t,x}[v(\tau, X_\tau)],$$
then also Theorem 2.6 is applicable.

**APPENDIX A. NOTATION**

For $t \leq T$ denote by $\mathcal{T}_{t,T}$ the set of all stopping times $\tau$ such that almost surely $t \leq \tau \leq T$. For a measurable space $(\Omega, \mathcal{F})$ we denote by $\mathcal{L}^0(\Omega)$ the vector space of all measurable functions, and by $\mathcal{L}^\infty(\Omega)$ the space of all real valued bounded and measurable functions on $\Omega$. For $N \in \mathbb{N}$ let $\mathcal{S}_N$ be the space of symmetric $N \times N$ matrices.

For a metric space $(E, d)$ and $\epsilon \in (0, \infty)$, $x \in E$ we denote the open ball of radius $\epsilon$ around $x$ by $B_E(x, \epsilon)$.

For sets $A$ and $B$ function $F : A \to B$ we define the graph of $F$ as
$$\text{graph}(F) := \{(a, b) \in A \times B : F(a) = b\}.$$ For a measurable space $(O, \mathcal{F})$ and a metric space $E$ we denote by $L^p(O; E)$, $p \in [0, \infty]$ the Lebesgue spaces.

For Banach spaces $E$, $F$, $G$ we denote by $L(E; G)$ the space of linear continuous maps from $E$ to $G$ and by $L(2)(E, F; G)$ the space of bilinear continuous maps from $E \times F$ into $G$. 

In this section we briefly recall the definition we fix $d \in \mathbb{N}$ and $T > 0$. We consider a proper function $F: \mathbb{R}^d \times \mathbb{R} \times \mathbb{R}^d \times S_d \to \mathbb{R}$, which is means that for all $r,s \in \mathbb{R}$, $x,p \in \mathbb{R}^d$, $X,Y \in S_d$ with $r \leq s$ and $Y \leq X$ it holds that

\begin{equation}
F(x,r,p,X) \leq F(x,s,p,Y).
\end{equation}

For such a function, we consider the non-linear PDE

\begin{equation}
- \frac{\partial}{\partial t} u(t,x) + F(x,u(t,x), Du(t,x), D^2 u(t,x)) = 0.
\end{equation}

**Definition B.1.** Let $F$ be a proper function, $\mathcal{O} \subseteq [0,T] \times \mathbb{R}^d$ and $T \in (0,\infty)$.

1. A viscosity subsolution of (B.2) on $\mathcal{O}$ is an upper semicontinuous function $u: \mathcal{O} \to \mathbb{R}$ such that for all $(t,x) \in \mathcal{O}$, $\phi \in C^{1,2}(\mathcal{O} ; \mathbb{R})$ such that $u(t,x) = \phi(t,x)$ and $u \geq \phi$ in an $\mathcal{O}$-neighborhood of $(t,x)$, it holds that

\begin{equation}
- \frac{\partial}{\partial t} \phi(t,x) + F(t,x, \phi(t,x), D\phi(t,x), D^2 \phi(t,x)) \leq 0.
\end{equation}

2. A viscosity supersolution (B.2) on $\mathcal{O}$ is an upper semicontinuous function $u: \mathcal{O} \to \mathbb{R}$ such that for all $(t,x) \in \mathcal{O}$, $\phi \in C^{1,2}(\mathcal{O} ; \mathbb{R})$ with $u(t,x) = \phi(t,x)$ and $u \geq \phi$ in an $\mathcal{O}$-neighborhood of $(t,x)$, it holds that

\begin{equation}
- \frac{\partial}{\partial t} \phi(t,x) + F(t,x, \phi(t,x), D\phi(t,x), D^2 \phi(t,x)) \geq 0.
\end{equation}

3. A viscosity solution of (B.2) on $\mathcal{O}$ is a continuous function $u: \mathcal{O} \to \mathbb{R}$ which is a sub- and a supersolution in the sense of this definition.

**Remark B.2.** The term $- \frac{\partial}{\partial t} u$ comes from the fact that we are mainly interested in terminal value problems here. We stress the equivalence to of the solution concepts when switching to the initial value problem by time change: if $u$ is a sub-/supersolution in the sense above, then

\[ \tilde{u}(t,x) := u(T-t,x) \]

is a sub-/supersolution if $- \frac{\partial}{\partial t} u$ is replaced by $\frac{\partial}{\partial t} \tilde{u}$.
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