Estimation System of Blood Pressure Variation with Photoplethysmography Signals Using Multiple Regression Analysis and Neural Network
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Abstract

In this study, a target is to improve the accuracy of a blood pressure (BP) estimation system using photoplethysmography (PPG) signals. A BP estimation algorithm using multiple regression analysis is proposed and a BP estimation using the neural network is studied. Experimental results have shown that estimation accuracy can be improved. Estimation error of systolic BP value using multiple regression analysis with the proposed algorithm was reduced by approximately 16.3%. Furthermore, estimation error was reduced by approximately 21.6% than conventional multiple regression analysis in case of a BP estimation by machine learning using the neural network. It has been found that estimation accuracy is improved and shows the possibility of BP estimation using the neural network.
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1. Introduction

Recently, the number of patients of lifestyle-related diseases in which lifestyle habits such as eating habits, exercise habits, rest, smoking, and drinking are related to onset and progress is increasing [1,2]. Several of these diseases, including cancer, dementia and cardiovascular disease, are now the leading causes of morbidity and mortality on individuals and societies [3,4]. The prevention of lifestyle-related diseases is very important to save healthy living because their preliminary groups have been increasing. Lifestyle-related diseases are characterized by sudden onset without subjective symptoms until symptoms worsen. Therefore, a system that can easily manage physical condition using wearable vital sensors anytime anywhere is required for prevention of lifestyle-related diseases [5,10].

The blood pressure (BP) values are available as an indicator of daily health management. A high BP is the main cause of cardiovascular disease such as stroke and heart disease [11,12]. This hypertension accounts for nearly half of the mortality of lifestyle-related patients. Therefore, it is effective for the prevention of lifestyle-related diseases that knowing their own BP values from daily life.

Currently BP monitors are mainly used for measurement using a cuff. However, BP
measurement using a cuff tends to neglect measurement in daily life because of unpleasant feeling of oppression at the time of measurement, troublesome cuff attachment and not suitable for carrying. Recently, there have been a few studies on handy BP measurement without a cuff such as pulse wave velocity method [13–15]. However, there is no method which is selection of parameters and designation of sections having a high correlation with the BP value considering the characteristics of users. Moreover, a method for highly accurate cuffless BP estimation has not been established. It is necessary to derive an estimation formula considering the characteristics of the user and to improve the estimation accuracy.

In this study, estimation system of BP variation using the photoplethysmography (PPG) signals is established. An improved algorithm of BP estimation method by multiple regression analysis is proposed and verified. Furthermore, BP estimation using the neural network is investigated.

2. Photoplethysmography and Pulse Wave Parameters

2.1 The Principle of Photoplethysmography

The PPG is adopted for the BP estimation method in this study. Infrared LED/photodiode (PD) with a wavelength of 950 nm is utilized. The PPG is a method to observe the pulsations of the blood vessel by measuring the change in the photoabsorption of hemoglobin at the blood vessel flow. Pulsation is influenced by the transmitted or reflected light because hemoglobin with/without oxygen has remarkable absorption change mainly in the near-infrared band. The PD receives the transmitted or reflected light that is not absorbed by hemoglobin. Figure 1 shows the diagram of pulse wave measurement using the PPG. Hemoglobin is irradiated by the LED light passing through a finger. The PD detects the reflection or transmission light, which includes scattering information of blood vessel corresponding to pulsation, from an infrared LED through a finger. The detected signal is then amplified and filtered at the subsequent signal processing circuits for waveform shaping [15]. In this study, the PowerLab 4/26 is used for amplifiers and filters.

2.2 Pulse Wave Parameters

Characteristic parameters obtained from the pulse wave are effective for estimating the BP because pulse wave is closely related to BP. Multiple regression analysis [16] with the characteristic parameters is utilized to estimate the variations of BP. The number of parameters for multiple regression analysis is selected among 16 types of pulse wave characteristic parameters, as shown in Figure 2 and Table 1.

3. Estimation Algorithms of Blood Pressure Variation

3.1 Estimation Algorithm Using Multiple Regression Analysis

The correlation coefficients between the BP value and each pulse wave parameter are expected to vary from person to person. However, the proposed algorithm in [15] did not consider characteristics of the users as shown in Figure 3. In this study, improved algorithm is proposed as shown in Figure 3. Parameters suitable for BP estimation are determined for each user. Furthermore, the section of the pulse wave suitable for estimation is automatically extracted in measuring the pulse wave just before the BP estimation. The multiple regression analysis is performed using parameters and section of the pulse wave.
Table 1. Descriptions of pulse wave parameters

| Parameter | Description |
|-----------|-------------|
| Pulse rate | The number of times of rippling pulse wave per minute |
| A | Top of ejected wave: Maximum amplitude of wave caused by pumping blood from the heart |
| B | Maximum amplitude of wave caused by reflection at the peripheral vascular |
| C | Incisura: Height of chasm which exists between the ejected and reflected waves |
| RI | Reflection Index: Ratio of ejected and reflected waves; \( RI(\%) = \left( \frac{B}{A} \right) \times 100 \) |
| T | Interval between tops of ejected and reflected wave |
| \( t_1 \) | Interval from generation point of pulse wave to incisura |
| \( t_2 \) | Interval from incisura to end of pulse wave |
| \( t \) | Period of one pulse wave; \( t = t_1 + t_2 \) |
| \( S_1 \) | Partial area of one pulse wave until incisura |
| \( S_2 \) | Partial area of one pulse wave after incisura |
| S | Area of one pulse wave; \( S = S_1 + S_2 \) |
| \( E_r \) | Ratio of the maximum amplitude of ejected wave to the incisura; \( E_r = \frac{A}{C} \) |
| \( R_r \) | Ratio of the maximum amplitude of reflected wave to the incisura; \( R_r = \frac{B}{C} \) |
| \( t_r \) | Ratio of \( t_1 \) to \( t_2 \); \( t_r = \frac{t_1}{t_2} \) |
| \( S_r \) | Ratio of \( S_1 \) to \( S_2 \); \( S_r = \frac{S_1}{S_2} \) |

In order to select parameters and to designate sections having a high correlation with the BP value considering the characteristics of users, measured BP value and 16 types of pulse wave parameters of section A to D are tested for correlation respectively as shown in Figure 4. If the risk factor \( \alpha = 0.05 \), parameters tested as having correlation are extracted. Multicollinearity is examined for a combination of extracted parameters. The coefficient of determination can be derived by each estimation formula which is created by combining the parameters. If all the coefficients of determination are less than 0.5, it is judged that the parameters are highly independent and the risk factor of multicollinearity is low.

The multiple regression analysis of selected parameters and BP values that is section A to D as training data is performed to derive estimation formulas. Comparing the coefficient of determination of derived estimation formula at each section, an estimation formula with the largest coefficient of determination is adopted. A section in which an estimation formula with the largest coefficient of determination can be derived is designated as the optimum section. The BP value is estimated using the
estimation formula in the designated optimum section of the estimation target data. For example, when the B is designated as the optimum section, the BP value is estimated using the data of section B of the estimation target data as shown in Figure 5.

3.2 Estimation Algorithm Using Neural Network

Figure 6 shows the NN estimation model for BP estimation using the neural network where the $x_i$ ($i = 1, 2, 3, ..., 16$) is parameter values of estimation target data and the $y$ is estimated BP value [17]. The NN estimation model is setting of the 3-layered neural network. The input layer consists of 16 nodes. The hidden layer consists of 8 nodes. And the output layer consists of just one node. The activation functions of the hidden nodes are the sigmoid function

$$a(z) = \frac{1}{1 + e^{-z}}, \quad (1)$$

and that of the output node is the linear function

$$a(z) = z. \quad (2)$$

The training is done by the back-propagation algorithm which minimizes the mean-square-error function

$$E = \frac{1}{n} \sum_{\mu=1}^{n} (t_{\mu} - y(x_{\mu}))^2, \quad (3)$$

where training data set is $D = (t_{\mu}, x_{\mu}) | \mu = 1, 2, ..., n$, $x_{\mu}$ is input data vector $x = (x_1, x_2, x_3, ..., x_{16})$ in $\mu$-th training data vector, $t_{\mu}$ is target data in $\mu$-th training data, $y(x_{\mu})$ is output for input $x_{\mu}$. In addition, the NN estimation does not perform a selection of parameters, which are algorithms proposed by multiple regression analysis. Learning with the NN estimation model uses all the measured parameter data as training data. However, in the case of NN Esti_A, the NN estimation does not perform a designation of the optimum section. In the case of

4. Experiments

4.1 Experimental Methodology

The subject was a healthy adult male. The PPG signals are measured from the finger tip of the right index finger in the state of resting sitting position. The PPG pulse waves of 12 hours were measured using PowerLab 4/26 (ADInstruments, Sydney, Australia) as the measuring instrument. The systolic BPs of twice every 5 minutes were measured with a cuff using HEM-1020 (Omron Healthcare Co. Ltd., Kyoto, Japan) and the average of the systolic BP was taken as the estimation. By the above operation, data sets of 144 BP values and pulse wave data are obtained.

The pulse wave data of 30 seconds $\times$ 6 sections are equally divided from 3 minutes before each BP measurement time point as shown in Figure 7. The multiple regression analysis is performed using proposed algorithm to select parameters and designate the optimum section out of 6 sections.

Figure 8 shows the experiment procedure as follows:
1) 30 data are randomly selected from 144 data. These 30 pieces are selected again each time the procedure of loop 1) to 4).

2) The selected 30 pieces data are the estimation target data. And the remaining 114 pieces data are used as the training data for deriving the estimation formula using multiple regression analysis and for learning the neural network.

3) In 6 sections of the 114 training data, the proposed algorithm using multiple regression analysis is performed to determine the optimum estimation formula with the largest coefficient of determination. Moreover, section of the pulse wave from which the estimated expression was derived is defined as optimum pulse wave section.

4) The BP estimation are performed by using 114 training data and total of 4 type methods of the multiple regression analysis and the neural network estimations. Thirty estimation values are obtained for each. In each method, 30 estimation errors are calculated from estimated values and correct values.

5) 100 times are performed above 1) to 4).

6) The average of estimation error is calculated for each method from a total of 3,000 data.

4.2 Experimental Result

The estimation accuracy of the BP estimation using the multiple regression analysis and that using the neural network are compared. The MRA_A is a conventional method using all 16 parameters [15] and the MRA_B is using the proposed algorithm. Then, the NN Esti_A model estimates with the neural network learned easily using 16 parameters of all training data, however, does not use the proposed algorithm. Furthermore, the NN Esti_B model is using designation of the optimum section. Table 2 shows conditions of learning type using the proposed algorithm.

Comparing the average of estimation error in each method is shown in Figure 9. Here, the $n$ represents the number of effective estimations among 100 estimation formulas. In the estimation method using multiple regression analysis, the average value of estimation error of the MRA_B using the proposed algorithm was smaller than that of the MRA_A. Moreover, the number of times $n$ where effective estimation formula could be derived was large. Estimation error of the MRA_B was reduced by approximately 16.3% compared with the conventional method. Comparing the MRA_A with the NN Esti_A which did not perform parameter selection and optimum section designation, the estimation error of the NN Esti_A was approximately 21.6% smaller, and the effective number of times $n$ was larger than that of the MRA_A. Furthermore, comparing the MRA_A with the NN Esti_B which only performed optimum section designation, the estimation error of the NN Esti_B was approximately 20.0% smaller, and the effective number of times $n$ was larger than that of the MRA_A. Comparing the MRA_B with the NN Esti_A, the estimation error decreases without using the proposed algorithm because of estimating with the neural network’s learning ability. Although the effective number of times $n$ of the NN Esti_A was lower than that of the MRA_B, the $n$ of the NN Esti_B using the proposed algorithm was higher than any of them. Furthermore, it is considered that the number $n$ becomes high when the amount of training data in the neural network learning increases.

Experimental results have shown that estimation accuracy is improved. In addition, the estimation error can be reduced when applying the algorithm considering the characteristics of the individual rather than the general method as shown in Figure 9, although experiments and analyzes using data of one subject were performed in this study. In the future, we will increase the number of subjects and verify the proposed algorithm.

Table 2. Conditions of learning type

| Selection of parameters | Designation of sections |
|-------------------------|-------------------------|
| MRA_A                   | ×                       | ×                       |
| MRA_B                   | ◯                       | ◯                       |
| NN Esti_A               | ×                       | ×                       |
| NN Esti_B               | ×                       | ◯                       |
Figure 9. Comparing the average of estimation error in each method.

5. Conclusion

The goal is to establish a method to estimate the BP value using the PPG signals. In this study, an improvement algorithm of the BP estimation method was proposed and verified using multiple regression analysis. Furthermore, BP estimation was investigated using the neural network with/without designation of sections.

It was possible to raise the number \( n \) which effective estimation formulas were automatically derived using the proposed algorithm. Moreover, the proposed system reduced the estimation error of the systolic BP value by multiple regression analysis and improved the estimation accuracy. In addition, the estimation error using the neural network was lower than that using conventional multiple regression analysis and improves the estimation accuracy because BP estimation was performed based on machine learning using the neural network. It is found the possibility of estimation BP using the neural network.
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