Gravitational wave production after inflation with cuspy potentials
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We investigate the effect of the cuspsness of scalar potentials on the production of gravitational waves during oscillon formation after inflation. We find that cuspy potentials yield stronger signals of gravitational waves than smooth potentials. Moreover, we calculate the equation of state after inflation and find that it tends to zero before radiation domination.

I. INTRODUCTION

Gravitational waves (GWs) play an important role in the context of inflationary cosmology. A stochastic background of GWs, produced during inflation and subsequent preheating/reheating after inflation, carries useful information about the inflationary dynamics and inflaton decay (see [1] for a recent review). Detecting such a stochastic background of GWs, either directly or indirectly, can provide us with a unique opportunity to test theories of inflation.

During inflation, quantum fluctuations of the tensor modes of the spacetime metric were stretched by the accelerated expansion of the Universe, and were then nearly frozen on super-Hubble scales. In the standard single-field slow-roll inflationary scenario, the amplitude of the power spectrum of primordial GWs produced during inflation depends on the energy scale of inflation [2,3]. Since such GWs can result in B-mode polarization of the cosmic microwave background (CMB) anisotropies, their spectrum is, in principle, measurable by CMB polarization experiments. Although primordial GWs have not been detected yet, the upper limits on the tensor spectrum (quantified by the tensor-to-scalar ratio $r$) have helped us to discriminate inflationary models. Current CMB data alone already put an upper bound on the tensor-to-scalar ratio $r < 0.09$ at 95% confidence level [4], and when combined with the constraints on the scalar spectral index, have been effective in discriminating inflationary models. Planck 2018 result is further tightened by combining with the BICEP2/Keck Array BK14 data to obtain $r_{0.002} < 0.064$ [5]. For example, the cubic and quartic potentials are strongly disfavored, and the quadratic potential is moderately disfavored by the Planck 2015 data [6], while axion monodromy inflation with a linear potential [7] or fractional powers [8] are compatible with the current Planck results. Further advances in axion monodromy inflation have suggested potentials with even more possible powers [9,10]. Moreover, it has recently been shown that stringy effects can lower the power of a quadratic axion monodromy potential to less than linear [11]. Thus, axion monodromy inflation represents an interesting class of large field inflationary models that are compatible with data.

Besides vacuum fluctuations during inflation, another source of GWs is parametric resonance during preheating [12]. During preheating after inflation, the Fourier modes of a scalar matter field $\chi$ coupled to the inflaton grow exponentially by parametric resonance, driven by the oscillating inflaton. The resonant modes are quickly pumped up to a large amplitude. Such highly pumped modes correspond to large, time dependent density inhomogeneities in configuration space, ensuring that the matter distribution has a non-trivial quadrupole moment, which can source a significant spectrum of GWs [13]. It is known that the present peak frequency of such GWs is proportional to the energy scale of inflation, while the present amplitude of GWs is independent of the energy scale of inflation [14,15]. If the inflaton is nonminimally coupled to the curvature, the coupling can enhance the peak value of the GW spectrum produced during preheating [16,17]. In hybrid inflation with the energy scale ranging from the GUT scales down to the TeV scale, the stochastic background of GWs produced during preheating is expected to be directly detected by future GW detectors [18,19].

Oscillons, localized non-topological quasi-solitons, can be generated during preheating [20,21] when the scalar potential satisfies the “opening up” condition [22]. In the oscillon preheating scenario, a stochastic background of GWs is produced when the oscillons are forming. For a symmetric smooth potential, the GW production is not significant [29], while for an asymmetric smooth potential, oscillons can generate a peak in the energy spectrum of GWs, which lies above the expected sensitivity curve of the fifth observing run of aLIGO-Virgo detector network [30,31]. Recently Ref. [32] showed that the dominant, growing high frequency peak in the asymmetric smooth potential is a numerical artifact by using pseudo-spectral algorithms for numerical evaluation. In models with a cuspy potential, the non-smooth oscillations can trigger amplification of fluctuations of the inflaton itself at the moment when $\phi(t) = 0$, so that oscillons copiously form after inflation, which sources a significant stochas-
tic background of GWs. Interestingly, these cuspy potentials result in a characteristic energy spectrum of GWs with double peaks, which can be distinguished from smooth potentials by probing the shape of the energy spectrum of GWs.

In this paper, we investigate the effect of the cuspixness of the potentials on the production of GWs from oscillons. A class of potentials is adopted to mimic the cuspy potentials in the asymptotically smooth limit. We find that the smoothness of the potentials near the point \( \phi(t) = 0 \) suppresses the energy spectrum of GWs. Moreover, we study the dynamics of oscillon formation and calculate the equation of state (EoS) parameter before radiation domination.

The paper is organized as follows. In Sec. II, we briefly review the models we study in this paper. In Sec. III, we describe our numerical algorithm for the evolution of scalar fields and tensor perturbations in an expanding Universe. In Sec. IV, we study the growth of linear perturbations with a semi-analytic method and present our numerical studies of the nonlinear dynamics. In Sec. V, we calculate the energy spectrum of GWs today. Sec. VI is devoted to conclusions and discussions.

II. THE MODELS

We consider a single-field inflationary model in which the scalar field is minimally coupled to gravity. The action is given by

\[
S = \int d^4x \sqrt{-g} \left[ -\frac{M_{\text{pl}}^2}{2} R + \frac{1}{2} \partial_\mu \phi \partial^\mu \phi + V(\phi) \right],
\]

where \( M_{\text{pl}} \equiv (8\pi G)^{-1/2} \) is the reduced Planck mass, \( R \) is the Ricci scalar and \( \phi \) is the scalar field. The Planck team discussed inflationary models with cuspy potentials of the following form in Ref. [8]:

\[
V(\phi) = \lambda M_{\text{pl}}^{4-p} |\phi|^p,
\]

with \( p = 1, 2/3, 2/5 \).

In string theory, axion monodromy can be introduced by space-filling wrapped branes leading to a linear potential [2]. Inflationary potentials with powers of 2/3 and 2/5 arise in compactifications on manifolds with metric flux such as Nil manifolds which contain tori twisted over circles [8]. More generally, monodromy generated by fluxes can lead to potentials with more varieties of power [9,10]. Here we hasten to add that the powers of these potentials are expected only at large field values, due to the coupling of the inflaton to high scale physics. At the end of inflation, i.e., for small \( \phi \), these potentials for axion monodromy typically become quadratic. Nonetheless, cuspy potentials can arise in other inflationary contexts, e.g., through non-standard kinetic terms or as a result of integrating out the dynamics of other fields that couple to the inflaton.

Assuming the potential in Eq. (2) applies to both the inflationary era and at the end of inflation, the value of \( \lambda \) in this simple class of models can be fixed by the estimated amplitude of scalar perturbations from the CMB data. For powers of \( p = 1.2/3, 2/5 \), \( \lambda \approx 3, 4.5 \times 10^{-10} \), the predicted scalar spectral index \( n_s \approx 0.970, 0.973, 0.976 \), and the predicted tensor-to-scalar ratio \( r \approx 0.08, 0.05, 0.03 \), respectively, assuming the number of e-folds \( N = 50 \). These predictions are in agreement with the recent CMB data [10]. In the preheating scenario, the inflaton \( \phi \) oscillates around the minimum of its potential after inflation and decays into elementary particles in the standard model of particle physics. However, due to the cusp of the potential, the oscillating behavior of the inflaton is very different from that of smooth potentials like \( \phi^2 \) and \( \phi^4 \). It has been shown that an efficient parametric resonance can occur during preheating for an inflaton potential of the form of Eq. (2) with \( 0 < p < 2 \), if the inflaton is coupled to a scalar matter field \( \chi \) via an interaction term \( \phi^2 \chi^2 \) [55]. Recently, the production of GWs has been studied during oscillations of the inflaton after inflation with the cuspy potentials [34]. The nonsmooth oscillations can trigger amplification of fluctuations of the inflaton itself, so that oscillons copiously form, which leads to a characteristic energy spectrum of GWs with double peaks.

To investigate the effect of the cuspiness of the potentials (2) on the production of GWs, we turn to a more general form of potentials

\[
V(\phi) = \frac{m^2 M^2}{p} \left[ \left( 1 + \frac{\phi^2}{M^2} \right)^{p/2} - 1 \right],
\]

with an extended parameter \( M \). When \( \phi/M \) is large, the potentials can be approximated by (2), while when \( \phi/M \) is small, the potentials become smooth near the minimum (see Fig. 1).

In a Friedmann-Robertson-Walker universe the Friedmann equation and the equation of motion of the scalar field are

\[
H^2 = \frac{1}{3 M_{\text{pl}}^2} \left\langle \frac{1}{2} \dot{\phi}^2 + \frac{1}{2a^2} (\nabla \phi)^2 + V(\phi) \right\rangle, \quad (4)
\]

\[
\ddot{\phi} - \frac{1}{a^2} \nabla^2 \phi + 3H \dot{\phi} + \frac{dV}{d\phi} = 0, \quad (5)
\]

where \( \langle \cdots \rangle \) denotes a spatial average over the volume, overdots denote derivative with respect to the cosmic time \( t \), \( H \equiv \dot{a}/a \) is the Hubble parameter and \( \nabla \) is the spatial gradient. GWs are described by the transverse-traceless gauge-invariant tensor perturbations \( h_{ij} \), i.e., \( h_{ij}^t = 0 \) and \( h_{ij}^{TT} = 0 \). The equation of motion of \( h_{ij} \) is given by the linearized Einstein equation

\[
\ddot{h}_{ij} + 3H \dot{h}_{ij} - \frac{1}{a^2} \nabla^2 h_{ij} = \frac{2}{M_{\text{pl}}^2 a^2} T_{ij}^{TT}, \quad (6)
\]

where \( T_{ij}^{TT} \) is the transverse-traceless (TT) projection of
the anisotropic stress tensor $T_{ij}$. In this paper we assume the inflaton is weakly coupled to other fields during preheating. Actually GWs are sourced mainly by the inflaton fluctuations, even if a parametric resonance for a matter field $\chi$ occurs in this model. Although broad parametric resonance leads effectively to a fast growth of the fluctuations of $\chi$ if the inflaton is coupled to the field $\chi$, our numerical simulations confirm that the growth of the inflaton fluctuations themselves triggered by the cusp in its potential is more effective than that of the field $\chi$ by parametric resonance. The anisotropic stress tensor takes the form

$$T_{ij} = \partial_i \phi \partial_j \phi - \frac{1}{3} \delta_{ij} \partial^k \phi \partial_k \phi.$$  
(7)

The energy density of GWs is given by

$$\rho_{GW} = \frac{M^2_{\text{pl}}}{4} \langle h_{ij} h^{ij} \rangle.$$  
(8)

It is convenient to introduce the dimensionless energy spectrum of GWs, which is defined by

$$\Omega_{GW} = \frac{1}{\rho_c} \frac{d \rho_{GW}}{d \ln k},$$  
(9)

where $\rho_c \equiv 3M^2_{\text{pl}} H^2$ is the critical density of the Universe.

III. NUMERICAL ALGORITHMS

To obtain the energy spectrum of GWs produced during preheating, one needs to solve numerically the equations of motion of interacting scalar fields and tensor perturbations in an expanding Universe. A number of codes have been developed to calculate the signal of GWs, including the hybrid method, configuration-space method, Green’s function method and pseudo-spectral method.

- Hybrid method. The scalar field equations (5) are solved in configuration space while the GW equations (8) are solved in Fourier space by using fourth order Runge-Kutta integrator [36].

- Configuration-space method. One first evolves both the tensor perturbations and scalar fields in configuration space, and then applies the transverse-traceless projector to the real physical $h_{ij}$ in Fourier space [19].

- Green’s function method. The Green’s function for the tensor perturbations $h_{ij}$ is constructed in Fourier space to directly calculate the energy spectrum of GWs [37]. It is assumed that the modes of tensor perturbations are well inside the Hubble horizon.

- Pseudo-spectral method. Both the tensor perturbations and scalar fields are evolved in Fourier space by using second/fourth order Runge-Kutta integration scheme [29]. The nonlinear terms in the potential and its derivatives are computed by first converting the fields into configuration space, and then taking the inverse transform back to Fourier space.

The first three methods are based on LATTICEEASY [38] that uses the finite-difference method to compute spatial derivatives of the scalar fields and the staggered leapfrog algorithm to compute time derivatives, while the last one is based on PSpectRe [39] that uses the Fourier-space pseudo-spectral method to evolve the scalar fields. In our simulations we adopt the configuration-space method for solving the following evolution equation of the tensor perturbations in configuration space

$$\ddot{h}_{ij} + 3H \dot{h}_{ij} - \frac{1}{a^2} \nabla^2 u_{ij} = \frac{2}{M^2_{\text{pl}} a^2} T_{ij}.$$  
(10)

The source term is treated as an interaction term of $h_{ij}$ with the scalar field. To avoid calculating the TT components at every step of the simulations, we have defined a new quantity $u_{ij}$ in (10). Thus, the TT tensor perturbations can be written as

$$h_{ij}(t, k) = \Lambda_{ij,lm}(k) u_{lm}(t, k),$$  
(11)
where the TT projection operator $\Lambda_{ij,lm}(\hat{k})$ is defined by
\[
\Lambda_{ij,lm}(\hat{k}) \equiv P_d(\hat{k})P_jm(\hat{k}) - \frac{1}{2}P_{ij}(\hat{k})P_{lm}(\hat{k}),
\]
with $P_d \equiv \delta_{ij} - \hat{k}_i \hat{k}_j$, and $u_{lm}(t, \mathbf{k})$ is the Fourier transform of the solution to Eq. (10). Similar to the equation of motion of the scalar field, we thus can evolve Eq. (10) in configuration space using LATTICEEASY and obtain $h_{ij}$ in Fourier space at any moment of the evolution by Fourier transform and TT projection. In terms of $u_{ij}$, the energy density of GWs (9) can be expressed as [19]
\[
\rho_{GW} = \frac{M_{pl}^2}{4L^3} \int d^3k \Lambda_{ij,lm}(\hat{k}) \tilde{u}_{ij}(t, \mathbf{k}) \tilde{u}^*_{lm}(t, \mathbf{k}).
\]
Then the energy spectrum of GWs (9) becomes
\[
\Omega_{GW} = \frac{M_{pl}^2k^3}{4L^3\rho_c} \int d\Omega \Lambda_{ij,lm}(\hat{k}) \tilde{u}_{ij}(t, \mathbf{k}) \tilde{u}^*_{lm}(t, \mathbf{k}).
\]

For this work we use a GPU-accelerated code based on OPENACC, a performance-portable parallel programming model designed for scientists and engineers. The expansion rate of the Universe is calculated self-consistently from spatially averaged energy density. When the homogeneous field modes fragment into higher momentum modes, second-order effects cannot be neglected and thus the evolution of the nonlinear interaction has to be solved by lattice simulations. We perform three-dimensional lattice simulations with $256^3$ points in a box with periodic boundary conditions. The size of the box $L$ and the number of grid points per edge $N$ are in principle chosen according to the physical features of the model. In our simulations, the box size is chosen to be the resonance wavelength, which is smaller than the Hubble horizon, so that the interesting wavelengths such as the physical peaks in $\Omega_{GW}$ are located comfortably in between the largest wavelength $L$ and the smallest wavelength $L/N$.

Initial conditions need to be set for the lattice calculations. We set the initial values of the field as $\phi_i = 1M_{pl}$ for $p = 1$ and $\phi_i = 0.4M_{pl}$ for both $p = 2/3$ and $2/5$. Their derivatives determined by the inflation attractor are given by $\dot{\phi}_i = -0.5M_{pl}^2$ for both $p = 1$ and $2/3$, and $\dot{\phi}_i = -0.35M_{pl}^2$ for $p = 2/5$. The initial values of the field fluctuations $\delta \phi_i$ and field derivative fluctuations $\delta \dot{\phi}_i$ are obtained from quantum vacuum fluctuations [10] while the tensor perturbations and their derivatives are initialized as zero. We set the scale factor $a_i = 1$ at the initial moment of the simulation. In our package, the rescaled variables are used to reduce numerical errors,
\[
\tilde{\phi} = \frac{\phi}{\phi_i}a^{6/(2+p)},
\]
\[
d\tilde{t} = dt \sqrt{\Lambda M_{pl}^{-p}\dot{\phi}_i^{p/2-1}a^{(3-p)/(2+p)}},
\]
\[
\kappa = \frac{k}{\sqrt{\Lambda M_{pl}^{-p}\dot{\phi}_i^{p/2-1}}}.\]

For $p < 2$, the amplitude of oscillations of $\tilde{\phi}$ decreases and its period decreases as the Universe expands, while the amplitude of oscillations of $\dot{\tilde{\phi}}$ is invariant in the linear stage, which makes the program more stable.

IV. DYNAMICS

A. Linear Analysis

For small fluctuations around a homogeneous field $\phi(t, \mathbf{x}) = \bar{\phi}(t) + \delta \phi(t, \mathbf{x})$. After inflation, the field begins to oscillate around the minimum of its potential. In the linear analysis, each Fourier mode of fluctuations evolves independently and thus the fluctuation equation can be numerically solved as an ordinary differential equation. For the model (2) with $p < 1$, which we shall refer to as the infinite cuspy model, we have to deal with a diverging $dV/d\phi$ near $\phi = 0$. To avoid the singularity of $dV/d\phi$ at $\phi = 0$ in the linear analysis, we set $M = 0.001M_{pl}$ in the model (3) to approximate the model (2). As we shall see, if $M$ is smaller than a threshold related to the initial conditions for $\phi$, the simulation results are independent of the value of $M$. The rescaled time $t_{pr} \equiv tM_{pl}/\sqrt{\Lambda}$ and rescaled wavenumber $k/\sqrt{\Lambda}M_{pl}$ are used so that the period of field oscillations and wavenumber of resonant modes are $O(1)$. The equation of motion of the homogeneous field can be solved independently assuming field fluctuations have little effect on it. Hence the Hubble parameter is calculated from the energy density of the homogeneous field when the equation of motion of fluctuations is solved in an expanding Universe. The linear approximation is valid until the field oscillates $O(10)$ times. As an illustration, in linear analysis we choose $\bar{\phi}_i = 1M_{pl}$ and $\dot{\bar{\phi}}_i = 0$ as the initial conditions for the homogeneous field. The evolution of fluctuations is plotted in Fig. 2 in terms of $\rho_k/\rho_{k,i}$ so that these results are independent of the initial conditions for $\delta \phi$ and $\delta \dot{\phi}$. Here the energy density spectrum of the field is defined as
\[
k^3\rho_k = \frac{1}{2}k^3 [\langle \partial_x (a\delta \phi_k) \rangle^2 + \omega^2 k^2 a \delta \phi_k^2],
\]
where $\omega^2_k = k^2 + a^2(V_{\phi \phi} - \partial_x^2 a/a)$, $\delta \phi_k$ is the Fourier modes of $\delta \phi$ and $\tau$ is the conformal time.

We now begin with the linear analysis for the evolution of fluctuations. When $\phi$ approaches the minimum of the potential, the effective mass changes rapidly and
the adiabatic approximation becomes invalid. The non-
adiabatic production of particles occurs only near $\phi = 0$
in the $p = 1$ case while the tachyonic growth of fluctuations persists continuously in the $p < 1$ case. The
equation of motion of $\delta \phi$ in Fourier space reads

$$\ddot{\delta \phi}_k + \frac{k^2}{a^2}\delta \phi_k + 3H\dot{\delta \phi}_k + \frac{d^2V}{d\phi^2}\delta \phi_k = 0. \quad (19)$$

The oscillations of $\phi$ are periodic if the expansion of the Universe is neglected. According to the Floquet theory, Eq. (19) has a general solution

$$\delta \phi_k = P_{k+}(t) \exp(\mu_k t) + P_{k-}(t) \exp(-\mu_k t), \quad (20)$$

where $P_{k\pm}$ are periodic functions that are determined by the initial conditions and $\mu_k$ are the Floquet exponents. If the real part of $\mu_k$ is nonzero, i.e., Re$(\mu_k) \neq 0$, $\delta \phi_k$ is unstable and fluctuations grow exponentially.

We now focus on the $p = 1$ case. As $\bar{\phi}$ crosses the minimum of the potential, a finite sudden change of $dV/d\phi$ takes place. Thus this case is referred to as the finite cuspy model. In the $p < 1$ case, the difference between $dV/d\phi$ of two branches diverges, so we call it the infinite cuspy model. In the $p = 1$ case, the difference between $dV/d\phi$ at $\bar{\phi} = 0$. $\delta \phi_j$ represents the value of $\delta \phi$ shortly before the $j$th sudden change. Since $\delta \phi$ is invariant between two adjacent sudden changes, the relationships between $\delta \phi_{j+1}$, $\delta \phi_{j+1}$, $\delta \phi_j$ and $\delta \phi_j$ are

$$\delta \phi_{j+1} = \delta \phi_j + T\delta \phi_{j+1}, \quad \delta \phi_{j+1} = \delta \phi_j - K\delta \phi_j, \quad (23)$$

where $T$ denotes the time interval between two adjacent sudden changes. We have $T = |2\bar{\phi}_m|/\lambda M^3_p$, and $K = 4/T$. The general solution of $\delta \phi_j$ is

$$\delta \phi_j = (-1)^{1+j} \left[ j(2\bar{\phi}_1 - T\delta \phi_1) + T\delta \phi_1 - \delta \phi_1 \right], \quad (24)$$

which indicates that $\delta \phi_j$ increases linearly with $j$ when $\bar{\phi}$ begins to oscillate around the minimum of its potential. Taking the expansion of the Universe into consideration, the amplitude and period of $\delta \phi$ decreases due to the Hubble friction. We find the amplitude is proportional to $t^{-2}$ and the period is proportional to $t^{-1}$. The amplitude of fluctuations increases as $t^2$. Nonzero modes of fluctuations will begin to grow exponentially soon. From Fig. 2 we can see that the period of fluctuations decreases in the expanding Universe.

To investigate the evolution of nonzero modes of fluctuations, a semi-analytical method and numerical simulations are applied. If the $k$ mode of fluctuations lies in the resonance band, Re$(\mu_k) \neq 0$ means the mode grow exponentially. We firstly estimate the value of $k_m$ corresponding to the maximum of $|\text{Re}(\mu_k)|$. Intuitively, if the natural period of $\delta \phi$, which is the period in the absence of the source term in (19), coincides with the period of the source term, $\delta \phi$ will increase exponentially. As expected, each sudden change of $\delta \phi$ can effectively transfer energy into fluctuations. From (22) we see that the maximum of $\Delta \delta \phi$ at the sudden change corresponds to the max-

\[ \Delta \delta \phi = -K\delta \phi, \]

\[ K \equiv \frac{2\lambda M^3_p}{|\phi_m|}, \quad (22) \]
FIG. 3: Resonance strength $|\text{Re}(\mu_k)|$ as a function of $k$ and $\bar{\phi}_i$, for the cuspy potentials (2) with $p = 1$ (top-left panel), $p = 2/3$ (top-right panel), $p = 2/5$ (bottom-left panel) and the potential (28) (bottom-right panel).

...
left panels of Fig. 3 When \( \phi \) approaches \( \bar{\phi} = 0 \), both \( dV(\phi)/d\phi \) and \( \delta \phi \) increase to infinity. When \( \phi \) crosses \( \bar{\phi} = 0 \), they suddenly change their signs and subsequently their absolute values decreases. This leads to the divergences of the energy density spectrum at the moment of \( \phi = 0 \), as shown in Fig. 2. Interestingly, the expansion of the Universe accelerates the growth of fluctuations because the amplitude of \( \phi \) decreases due to the Hubble friction.

Actually, even if the potential contains an effective mass term

\[
V(\phi) = \lambda M_\text{pl}^3 |\phi| + \lambda_1 M_\text{pl}^{4-2q} \phi^{2q},
\]

our conclusions still hold. For example, the bottom-right panel of Fig. 3 shows the resonance strength \( \text{Re}(\mu_k) \) in the model (28) with \( q = 1 \). Compared to the model (2) with \( p = 1 \), from Fig. 3 we can see that the resonance bands are shifted to small \( k \) and become narrow due to the effective mass term. It means the resonance can occur even for the zero mode of fluctuations. Moreover, the resonance strength is suppressed in the presence of the effective mass term. We find that if the potential is dominated by the effective mass term, after several oscillations the linear term becomes dominant as \( \phi \) decreases. Therefore, our analysis is still valid in the nonlinear stage.

**B. Nonlinear dynamics**

As linear fluctuations grows exponentially, the linear approximation becomes invalid soon. We have to consider the back-reaction from fluctuations, particle re-scattering and condensate as described in Refs. [41, 42].

The EoS parameter can help us understand the nonlinear evolution of fluctuations, which is defined as

\[
\omega = \frac{\langle P \rangle}{\langle \rho \rangle} = \frac{\langle \dot{\phi}^2/2 - (\nabla \phi)^2/6a^2 - V(\phi) \rangle}{\langle \dot{\phi}^2/2 + (\nabla \phi)^2/2a^2 + V(\phi) \rangle},
\]

where \( \rho \) and \( P \) are the energy density and pressure of the field respectively. The top panels of Fig. 4 show the time evolution of the EoS parameters. It can be described by three successive phases. In the first phase, the EoS parameter oscillates between \(-1 \) and \( 1 \). It is a stage of linear parametric resonance, which we have analyzed in Subsec. IV A. In the second phase from \( t_{\text{osc}} \) to \( t_{\text{osc}} \), the amplitude of \( \omega \) oscillations decreases and approaches zero. It is a stage of nonlinear re-scattering, in which the zero mode of fluctuations decays rapidly and higher momentum modes grow rapidly. Such a phase is more violent in the infinite cuspy models, compared to the finite cuspy model. Moreover, the time average of \( \omega \) oscillations is negative in the first two phases. In the third phase, \( \omega \) oscillations decay towards zero. Since there is some energy stored in relativistic modes outside oscillons, actually \( \omega \) is not exactly zero. It is a stage of oscillon formation, which we shall consider in the next subsection.

The bottom panels of Fig. 4 show the evolution of the energy density of the field. We can see that the time average of the energy density over oscillations is well described by a power law of \( a \) with index of \((-6p)/(2 + p)\) in the linear resonance phase. This is because the time average of the EoS parameter is given by \((p-2)/(p+2)\) when the field oscillates around of the minimum of its potential with a power-law form [13, 14].
FIG. 5: Snapshots of the energy density at the end of our simulations for the cuspy potentials (2) with \( p = 1 \) (top-left panel), \( p = 2/3 \) (top-middle panel) and \( p = 2/5 \) (top-right panel), and for the potentials (3) with \( M = 0.01M_{\text{pl}} \) (bottom-left panel), \( M = 0.02M_{\text{pl}} \) (bottom-middle panel) and \( M = 0.03M_{\text{pl}} \) (bottom-right panel) in the case of \( p = 1 \). The energy density contours are taken at \( \rho = 20 \rho_0 \).

C. Oscillon formation

The nonlinear evolution of fluctuations is followed by oscillon formation and ultimately oscillons dominate the Universe. The so-called oscillons are localized, compact and long-living objects from the nonlinear solution of a scalar field \([28, 45–47]\). Such oscillons can form during preheating after inflation \([20–27]\). Analytic solutions of stable oscillons in the one-dimensional signum-Gordon model is obtained in Refs. \([48, 49]\), in which the potential is the same as (2) with \( p = 1 \). Generally speaking, oscillons can form if the scalar potential is quadratic near its minimum and flattens away from it, i.e., the “opening up” condition \([28]\). When oscillons are well-separated, the oscillon field profile is approximately written as

\[
\phi(t, x) = \sum_{n=1}^{\infty} \Phi_n(x) \cos(n\omega_\phi t),
\]

where \( \Phi_n(x) \) are positive localized functions that fall off quickly far from the center of oscillons. The profile is oscillating at the frequencies of \( n\omega_\phi \). The ansatz (30) with \( n = 1 \) captures the dominant oscillating mode of oscillons. The even order harmonics in (30) are absent if the potential is symmetric under \( \phi \to -\phi \). Typically oscillons last for millions of oscillations and then decay through classical or quantum radiation \([50]\). Once oscillon formation is completed, the energy stored in oscillons is approximately constant until they decay. So the average energy density is proportional to the number density of oscillons like a perfect fluid with \( \omega = 0 \).

It is found in Ref. \([29]\) that an isolated spherically-symmetric oscillon does not radiate GWs and the GW emission generated between oscillons is also small. Therefore, the oscillon-dominated phase itself does not generate significant GWs. However, oscillon formation can provide a significant GW source. We now simulate numerically oscillon formation in the models of (2) and (3) with different values of \( M \).

Snapshots of the energy density are plotted in Fig. 5 at the moment when the energy density of GWs does not grow significantly. The energy density in the colored
region is larger than 20 times the average energy density. From the top panels of Fig. 5 we can see oscillons with different sizes form in the cuspy potentials. There are more small-size oscillons produced in the infinite cuspy models than in the finite cuspy model. As shown in the bottom panels of Fig. 5, the number density of oscillons is small in the case of $M = 0.03M_{\text{pl}}$, compared to the cases of $M = 0.01M_{\text{pl}}$ and $M = 0.02M_{\text{pl}}$. The parameter $M$ characterizes the smoothness of the potential around the origin. Therefore, the cuspy potentials trigger more oscillons than a smooth potential.

V. OBSERVATIONAL IMPLICATIONS

As expected, a stochastic background of GWs is generated during oscillations of the inflaton after inflation, which can be detected by the future space-based or ground-based interferometers. In this section, we shall use the configuration-space method described in Sec. II to numerically simulate the energy spectrum of GWs in the models of (2) and (3). We stop the simulation when the energy spectrum of GWs does not grow significantly.

The left panel of Fig. 6 shows $\Omega_{GW,e}$ at the end of the simulation in the cuspy potentials with $p = 1$ (red curve), $p = 2/3$ (green curve) and $p = 2/5$ (blue curve), where the subscript $e$ denotes quantities evaluated at the end of the simulation. Such cuspy potentials in general predict the energy spectra with the same double-peak structure, in which the right peak is slightly higher than the left one. It seems difficult to distinguish these models by detecting the energy spectra of GWs. Since the smoothness of the potential around the origin weakens oscillon formation, the energy spectrum of GWs is suppressed in the large $M$ case, as shown in the right panel of Fig. 6. When $M \leq 0.001M_{\text{pl}}$, the predicted spectrum becomes insensitive to the values of $M$. Therefore, the cuspy potentials (2) are well approximated by the potentials (3) with $M = 0.001M_{\text{pl}}$.

It is an interesting feature that in our models the predicted energy spectrum of GWs has double peaks, which is very different from that of other models. Therefore, our models can be distinguished from the production of GWs produced from preheating by future GW detectors. Recently, the production of GWs during parametric resonance is studied in standard preheating scenarios with quadratic and quartic potentials [11]. For some choices of the resonance parameter, one also finds a GW spectrum with multiple peaks due to nonlinear effects [11]. However, in our models the double peaks are due to copious oscillon formation and the shapes are independent of the model parameters.

As discussed in [12], the left peak in the energy spectrum of GWs mainly arises from the rapid growth of fluctuations in the linear stage. Fig. 7 shows the evolution of the energy density spectrum of the field in the models (2) with $p = 1$ (left panel), $p = 2/3$ (middle panel) and $p = 2/5$ (right panel), where

$$k^3\omega_k n_k = \frac{1}{2}k^3 \left[ |\partial_t (a\delta \phi_k)|^2 + \omega_k^2 |a\delta \phi_k|^2 \right].$$

The evolution of the spectrum goes through three different phases, i.e., linear growth, nonlinear re-scattering and oscillon formation. In the first phase, the small-$k$ modes in the resonance bands exponentially grow due to the cusp of the potential until the turning point $a(t) = 7.30$, $a(t) = 3.95$ and $a(t) = 3.56$ for $p = 1$, $p = 2/3$ and $p = 2/5$, respectively, so that the spectrum achieves a peak at small $k$ (see Fig. 7). This leads to the left peak in the energy spectrum of GWs, which is characteristic of the cuspy potentials. Due to the subsequent nonlinear re-scattering the small-$k$ modes begin to drop and the large-$k$ modes continue to grow until oscillons are properly formed. It implies that the energy flows from the small-$k$ modes to the large-$k$ modes, as discussed in detail in the standard preheating scenario [19]. The growth of the large-$k$ modes in the oscillon formation stage leads to the right peak in the energy spectrum of GWs. As expected, the forming of oscillons leaves imprints in the energy spectrum of GWs. Our simulations indicate that the frequency of the right peak in the energy spectrum of GWs is twice the dominant oscillating frequency of oscillons. This is argued as follows. The dominant oscillating mode of the oscillon (30) reads

$$\phi(t,x) = \Phi(x) \cos(\omega_\phi t).$$

Since the source term in (10) contains only quadratic terms of $\partial_t \phi$, it implies that the source term contains two frequencies with $2\omega_\phi$ and 0,

$$T_{ij} \sim \cos(2\omega_\phi t) + 1.$$

The characteristic frequency with $2\omega_\phi$ corresponds to the right peak frequency of $\Omega_{GW}$. The energy spectrum of GWs with zero frequency is highly suppressed from the relation $\Omega_{GW} \propto k^3$. In principle, the source term contains higher order harmonics of the oscillon. Compared to the leading order mode, the higher order mode contributions to $\Omega_{GW}$ can be neglected.

In order to compare the predicted energy spectrum with the sensitivity curves of the future detectors, let us estimate the present value of $\Omega_{GW}$ and the corresponding frequency $f$. We define $t_e$ as the time at the end of the simulation, $t_\ast$ the time when thermal equilibrium is established, $t_0$ the present time, and $g$ the effective number of ultrarelativistic degree of freedom. Since the energy density of radiation evolves as $\rho_r \propto g^{-1/3}a^{-4}$, the energy spectrum at the present time is related to that at the end of the simulation as

$$\Omega_{GW,0} = \Omega_{r,0} \left( \frac{g_0}{g_\ast} \right)^{1/3} \left( \frac{a_\ast}{a_0} \right)^{1-3\omega} \Omega_{GW,e},$$

where $\Omega_{r,0}$ is the density fraction of radiation today, and
$\omega$ is the effective EoS parameter between $t_c$ and $t_\star$. The present value of frequency $f$ is

$$f \simeq \frac{k}{a_c \rho_c^{1/4}} \left( \frac{g_0}{g_*} \right)^{1/12} \left( \frac{a_c}{a_*} \right)^{(1-3\omega)/4} 4 \times 10^{10} \text{ Hz} . \quad (35)$$

We assume that reheating is completed at the end of the simulation. It means that $a_c = a_\star$. In our calculations, we use $g_* / g_0 = 100$.

As discussed in [12], if inflation happens at lower energy scales, the GW energy density will be diluted less by the expansion till the present time. On the other hand, lowering the energy scale of inflation leads to less efficient sources of gravitational radiation during preheating. These two effects roughly cancel each other and hence the energy spectrum of GWs does not depend strongly on the energy scale of inflation. Fig. 5 shows the energy spectrum of GWs for different energy scales of inflation with the cuspy potentials [2]. As expected, the peak frequency scales with the energy scale of inflation while the amplitude is independent of this scale. Actually, the comoving wavenumber $k$ in (35) can be estimated by $\sqrt{X/\phi_i}$ as discussed in Sec. IV. Therefore, reducing $\lambda$ pushes the signature towards lower frequencies.

However, in the smooth potential [3] with large values of $M$, the energy scale of inflation affects the amplitude of the energy spectrum of GWs. Field fluctuations are initialized by quantum vacuum fluctuations in our simulations, as described in Sec. III. The initial values depend on the energy scale of inflation. Lowering the energy scale leads to smaller initial values of fluctuations. As linear fluctuations grow rapidly, the amplitude of field oscillations decrease. When $\phi < M$, the growth of fluctuations is suppressed by a quadratic potential. Therefore, the energy spectrum of GWs is suppressed by a lower energy scale of inflation in the smooth potential [3] with large values of $M$. For example, choosing $M = 0.02 M_{pl}$ we find that the energy spectra of GWs peak at around $\Omega_{GW,e} \sim 10^{-4}$ in the case of $m = 1.22 \times 10^{-4} M_{pl}$ while $\Omega_{GW,e} \sim 10^{-20}$ in the case of $m = 1.22 \times 10^{-10} M_{pl}$. This differs from the cuspy models in which the amplitude of the energy spectrum of GWs is independent of the energy scale of inflation.

Since GWs are generated causally within the Hubble volume at that time and simple inflationary models typically happens at the GUT scale, the typical wavelength of these GWs is considerably shorter than LIGO scales. For example, in the single-field slow-roll inflationary model [2] with $p = 1$, if $\lambda \approx 3 \times 10^{-10}$ is fixed by the amplitude of the primordial curvature perturbations $A_s = 2.2 \times 10^{-9}$, the peak frequency of GWs today is fixed to be $f \sim 10^9$ Hz, many orders of magnitude beyond the frequencies that can be reached by current GW detection experiments. If the model parameter $\lambda$ is
not fixed by the amplitude of the primordial curvature perturbations, advance LIGO (aLIGO) whose sensitivity is expected to be significantly improved, allows us to possibly observe GWs produced during oscillations of the inflaton after inflation. For example, in the hybrid inflationary scenario [52], since $\phi$ is not necessarily the inflaton itself, $\lambda$ becomes essentially a free parameter. In this case we have plotted in Fig. 8 the present-day energy spectra of GWs produced during oscillon formation in the linear potential model [2] with $\lambda = 1.88 \times 10^{-14}$ (green) and $\lambda = 2.43 \times 10^{-18}$ (orange). The peaks of which lie above the expected sensitivity curve of the fifth observing run (O5) of the aLIGO-Virgo detector network [53]. Fig. 9 shows that there are two peaks in the energy spectrum of GWs, which differ from other spectra of GWs produced during preheating. A detection of the second peak may require corroboration from other GW detectors such as the Big Bang Observatory.

In the hybrid inflationary scenario, the energy scale of inflation ranges from the GUT scale all the way down to the electroweak scale. Consequently, oscillon formation generates a stochastic background of GWs with a typical frequency today of the order of $10^{-3} - 10^9$ Hz. Present ground-based [53] detectors work at frequencies of $1 - 10^3$ Hz and planned space-based GW detectors [54, 55] work at frequencies of $10^{-3} - 1$ Hz, which provide a possibility to detect low-frequency GW signals. It is proposed in [56] that a coupling system between Gaussian type-microwave photon flux, static magnetic field and fractal membranes can be used to detect high-frequency GWs in the microwave band. This opens a new window of high-frequency GW detection.

VI. CONCLUSIONS AND DISCUSSIONS

We have investigated the effects of the cuspiness of the potentials on the production of GWs in the oscillon preheating scenario. For comparison we turn to the more general form of the potentials [3], which can well approximate the cuspy potentials when $\phi/M$ is large. Our simulations indicate that the predicted energy spectrum of GWs becomes insensitive to the values of $M$ when $M \leq 0.001 M_{pl}$. We find the potential with a cusp at its minimum yields stronger GW signals than smooth potentials. Due to the cusp, the oscillating behavior of the inflaton is different from that of smooth potentials. The nonsmooth oscillations can trigger a significant amplification of the field fluctuations, so that oscillons copiously form, which leads to a significant GW signal. Moreover, in the cuspy potentials the amplitude of the energy spectrum of GWs is independent of the energy scale of inflation, while in the smooth potentials [4] with large values of $M$, lowering the energy scale of inflation reduces power in the energy spectrum of GWs today.

We have studied the dynamics of the oscillon preheating, which is described by three successive phases, i.e., linear parametric resonance, nonlinear re-scattering and oscillon formation. In the first stage, the small-$k$ modes in the resonance bands exponentially grow due to the cusp of the potential until the turning point. This leads to the left peak in the energy spectrum of GWs. The effective EoS parameter oscillates from $-1$ to $1$. In the second stage, the energy flows from the small-$k$ modes to the large-$k$ modes. The growth of the large-$k$ modes in the subsequent stage leads to the right peak in the energy spectrum of GWs. The effective EoS parameter tends to
zero before radiation domination.

In our analysis we have neglected the interactions between the inflaton $\phi$ and other matter fields. If a matter field $\chi$ is coupled to the inflaton, broad parameter resonance actually leads to a fast growth of the $\chi$ fluctuations. As found in Ref. [35], an efficient parameter resonance can occur during preheating for a cuspy potential with a coupling term $\frac{g^2}{\lambda} \phi^2 \chi^2$. However, our numerical simulations confirm that the growth of the inflaton fluctuations themselves triggered by the cusp in its potential is more effective than that of the field $\chi$ by parametric resonance. For example, if the coupling constant $g$ is chosen as $g^2/\lambda = 3 \times 10^4$, $10^6$, $10^8$, $10^{10}$ in the cuspy potentials [2], we find the field $\chi$ has little impact on the evolution of the inflaton fluctuations and oscillon formation. Therefore, GWs are sourced mainly by the inflaton fluctuations, even if a parametric resonance for the field $\chi$ occurs in our models.

Oscillon formation is completed at the end of the simulation. After that the oscillons survive until the Universe is heated due to their decay. Since density perturbations grow in the oscillon-dominated phase, the collapse of oscillons can lead to copious production of primordial black holes [37]. The dynamics of the latter can provide yet another source of GWs.
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