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Abstract

Exoplanet surveys of evolved stars have provided increasing evidence that the formation of giant planets depends not only on stellar metallicity ([Fe/H]) but also on the mass (M∗). However, measuring accurate masses for subgiants and giants is far more challenging than it is for their main-sequence counterparts, which has led to recent concerns regarding the veracity of the correlation between stellar mass and planet occurrence. In order to address these concerns, we use HIRES spectra to perform a spectroscopic analysis on a sample of 245 subgiants and derive new atmospheric and physical parameters. We also calculate the space velocities of this sample in a homogeneous manner for the first time. When reddening corrections are considered in the calculations of stellar masses and a −0.12 M⊙ offset is applied to the results, the masses of the subgiants are consistent with their space velocity distributions, contrary to claims in the literature. Similarly, our measurements of their rotational velocities provide additional confirmation that the masses of subgiants with M∗ ≥ 1.6 M⊙ (the “retired A stars”) have not been overestimated in previous analyses. Using these new results for our sample of evolved stars, together with an updated sample of FGKM dwarfs, we confirm that giant planet occurrence increases with both stellar mass and metallicity up to 2.0 M⊙. We show that the probability of formation of a giant planet is approximately a one-to-one function of the total amount of metals in the protoplanetary disk M, 10[Fe/H]. This correlation provides additional support for the core accretion mechanism of planet formation.
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1. Introduction

The ever-increasing sample of exoplanets has facilitated many robust studies of how planet formation and evolution are affected by the physical properties of their host stars. One such result is the correlation between stellar metallicity and the occurrence rate of giant planets around FGK dwarf and subgiant stars (e.g., Gonzalez 1997; Fischer & Valenti 2005; Ghezzi et al. 2010b; Wang & Fischer 2015). Similar analyses for the stellar masses, however, are much more scarce and controversial. The main limitation appears on the massive end (≥1.2 M⊙) of the planet search samples, since the detection or confirmation of exoplanets around main-sequence A and early F stars using radial velocities (RVs) is more difficult due to their higher effective temperatures and larger rotational velocities.

In order to overcome this issue, RV surveys have focused on intermediate-mass stars. As stars evolve off the main sequence toward the red giant branch, their effective temperatures decrease and their rotation velocities slow down, resulting in spectra from which precise Doppler shifts can be measured. To date, more than 100 exoplanets have been detected around more than 1000 evolved stars (Jofré et al. 2015; Niedzielski et al. 2015). In one of these efforts, Johnson et al. (2010a) analyzed a sample of 246 subgiants from the SPOCS IV catalog, as well as 948 FGKM dwarfs and subgiants from the Keck M Dwarf Survey (Butler et al. 2006) and the original SPOCS catalog (Valenti & Fischer 2005). Using the complete sample of 1194 stars, with masses ranging from 0.2 to 2.0 M⊙, Johnson et al. (2010a) determined that the occurrence rate of giant planets increases approximately linearly with stellar mass, from ∼3% for M dwarfs, to ∼8% for FGK dwarfs, to ∼14% for stars more massive than 1.5 M⊙, the so-called “retired A stars.” This correlation appears to be supported, at least for the FGKM dwarfs, by results from transit surveys (Fressin et al. 2013; Gaidos et al. 2013). Johnson et al. (2010a) also confirmed that the planet–metallicity correlation holds for both M dwarfs and the retired A stars. This suggests that planet formation is significantly affected by the stellar mass and chemical composition—two stellar properties that provide crucial links to the physical properties of stars’ protoplanetary disks.

These findings were questioned by Lloyd (2011), who pointed out that some discrepancies between the rotational velocity distributions of evolved planet hosts and field stars could be traced back to erroneous mass determinations. Moreover, Lloyd found that the number of massive subgiants (M∗ ≥ 1.5 M⊙) observed by Johnson et al. (2010a) seems inconsistent with the predictions from Galactic stellar population models. More massive stars are formed less frequently according to the initial mass function (IMF) and also have a relatively rapid evolution across the Hertzsprung Gap. Based on these arguments, Lloyd concludes that many of the retired A stars should in fact lie in the mass range 1.0–1.2 M⊙. The errors on the original masses could stem from systematic uncertainties on spectroscopically determined atmospheric parameters or ambiguities in the predictions from stellar evolution models.
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Johnson et al. (2013) addressed the second concern by generating Galactic stellar population models with TRILEGAL (Girardi et al. 2005). Using a magnitude-limited sample (instead of the volume-limited sample used by Lloyd 2011), they produced a simulated distribution that allows for a larger number of massive stars than Lloyd found—an effect similar to the Malmquist bias—and is thus consistent with the masses determined by Johnson et al. (2010a). Lloyd (2013), on the other hand, argues that the mass distribution is not sensitive to the Malmquist bias, but instead to the use of different Galactic models or input parameters within a given model. Using the Besançon model (Robin et al. 2003), Lloyd (2013) obtains a mass distribution with less massive subgiants that cannot be reconciled with the observed data from Johnson et al. (2010a).

The fraction of massive subgiants within the retired A star sample was also questioned by Schlaufman & Winn (2013). Based on an analysis that is independent of stellar evolution models, they showed that the space velocity dispersions of the subgiants with planets were larger than those of a sample of main-sequence A5–F0 stars, but consistent with that obtained for F5–G5 dwarfs. They thus conclude that the subgiants with planets are most likely the evolved counterparts of less massive main-sequence solar-type stars, instead of “retired A stars.” Their analysis also revealed that no more than 40% of the planet-hosting subgiants could have been A5–F0 stars more massive than \( \sim 1.3 \, M_\odot \), while on the main sequence.

In another study, Sousa et al. (2015b) pointed out that, while the masses they determined for planet-hosting stars were in general in good agreement with values from the literature, there were some notable exceptions. In particular, differences of up to 100% were found for a few evolved stars. Note, however, that some of these inconsistencies are explained by erroneous mass determinations in the original papers, as explained by Takeda & Tajitsu (2015, see Section 4.2).

More recent studies of the stellar mass dependence of planet occurrence have been performed by Reffert et al. (2015) and Jones et al. (2016). In the former study, the analysis of 373 G and K giants reveals that giant planet occurrence increases with stellar mass in the range 1.0–1.9 \( M_\odot \), consistent with the findings of Johnson et al. (2010a). Moreover, there seems to be a maximum for the occurrence rate as a function of stellar mass at \( 1.9^{+0.1}_{-0.4} \, M_\odot \) and a rapid decrease for more massive stars. The latter study uses a sample of 166 giant stars and finds a consistent result: the occurrence rate increases with stellar mass, with the maximum at \( 2.1 \, M_\odot \).

In the previous works mentioned, masses for the evolved stars were estimated by comparing observed properties (effective temperature, metallicity, and luminosity or surface gravity) with grids of stellar evolution models (e.g., Bressan et al. 2012). Although the accuracy of this method has been thoroughly tested for main-sequence stars (e.g., Torres et al. 2010), results for subgiants and giants are still debated, as is clear from the above discussion. In an additional effort to test if stellar evolution models are also reliable for evolved stars, Ghezzi & Johnson (2015) showed that PARSEC evolutionary tracks (Bressan et al. 2012) coupled with the code PARAM (da Silva et al. 2006) can recover model-independent masses from eclipsing binaries and asteroseismology within \( \sim 4\% \) for the interval \( \sim 0.7–4.5 \, M_\odot \). Therefore, the method itself does not present any issues that would significantly overestimate the masses of subgiants and giants. Nevertheless, incorrect input parameters could still lead to erroneous mass determinations.

To avoid model-dependent issues, most recent efforts to solve the retired A star controversy focused on the determination of empirical masses. Johnson et al. (2014) performed multiple mass measurements for the bright giant HD 185351 using spectroscopic, interferometric, and asteroseismic data. Although discrepancies on the 2.6\( \sigma \) level were observed, all determined values confirm that HD 185351 is more massive than \( 1.5 \, M_\odot \). Campante et al. (2017) determined an asteroseismic mass for the planet-hosting subgiant HD 212771 that is consistent with recent spectroscopic estimates and also with its classification as a retired A star. Stassun et al. (2017) determined virtually model-independent masses (from empirical radii and density or spectroscopic surface gravity) for 358 planet-hosting stars, achieving a precision better than 15% for 134 of them. Within this most accurate sample, 30 stars lie in the HR diagram region typically occupied by the retired A stars, and \( \sim 80\% \) of them have masses consistent with this classification.

North et al. (2017) and Stello et al. (2017) investigated the masses of evolved stars using asteroseismology. The former study shows that five of the seven analyzed objects (1.0–1.7 \( M_\odot \)) have spectroscopic masses slightly larger than the corresponding asteroseismic value. However, the authors claim the offset is not significant and is highly dependent on the adopted literature mass. In a similar comparison, the latter study reveals a 15%–20% offset for six (out of seven) stars with masses larger than \( 1.6 \, M_\odot \). Both studies highlight a large scatter among literature masses and trace the differences back to the input parameters and their uncertainties used in the determination.

In this work, we revisit the retired A star sample with the goal of checking if their original masses were in fact overestimated, thereby creating an artificial correlation between this physical parameter and the occurrence rate of giant planets. We also take the opportunity to investigate the concerns related to the kinematics of these stars. The paper is organized as follows. The sample is presented in Section 2, and new spectroscopic and kinematic analyses are described in Section 3. Our results are validated in Section 4, including comparisons with the previous ones from Johnson et al. (2010a), other literature sources, and other methods. In Section 5, we discuss the consistency between masses and space and rotational velocities and obtain an updated relation for the occurrence rate of giant planets as a function of stellar metallicity and mass. Finally, our concluding remarks are presented in Section 6.

2. Sample and Data

Our sample of subgiants consists of 245 stars that have been continuously monitored by the Lick and Keck subgiant planet surveys since 2004 and 2007, respectively (see Table 1). The details regarding the sample selection are described in Johnson et al. (2006, 2010b). In summary, targets were selected from the Hipparcos catalog (ESA 1997; van Leeuwen 2007) according to the following criteria: \( 0.5 < M_V < 3.5 \) and \( 0.55 < B - V < 1.10 \) and \( V < 8.5 \). Stars lying less than 1 mag above the main sequence defined by Wright (2005) or in the clump (\( B - V > 0.8 \) and \( M_V < 2.0 \)) region are excluded.

High-resolution spectra for stars in both the Lick and Keck surveys were obtained with the HIRES (High Resolution
Echelle Spectrometer; Vogt et al. 1994) spectrograph on the Keck I 10 m telescope (Maunakea, Hawaii). Deckers B1, B2, B3, B5, C2, and E2 were used with a binning of 3 × 1. This instrumental setup produces resolutions $R \approx 50,000–100,000$ and an almost complete spectral coverage from ~3600 to ~7990 Å, except for an interdetector gap from ~6420 to ~6543 Å and some interorder spacings redward of 6600 Å. We use the “template” spectra taken without the iodine cell. They were reduced with the Keck pipeline following standard procedures. We measured the signal-to-noise ratio (S/N) values using 112 apparent continuum regions between 5220 Å and 6860 Å, carefully selected using the spectra of the Sun (reflected off Vesta) and HD 185351 as references. Our targets have S/N ≥ 100, and the typical value is ~220 (see Table 1).

### 3. Analysis and Results

#### 3.1. The Line List

We compiled the initial line list for Fe I and Fe II from multiple sources: Sousa et al. (2008, 2014), Ghezzi et al. (2010b), Schuler et al. (2011), Tsantaki et al. (2013), Liu et al. (2014), and Bedell et al. (2014). Only spectral features with $\lambda > 5000$ Å are selected because of line crowding for lower wavelengths. Lines in the intervals 6270 Å $\leq \lambda \leq 6330$ Å and $\lambda > 6865$ Å are removed in order to avoid possible contamination by telluric lines. Using the HIERES solar spectrum as a reference, we selected only those Fe I lines that were relatively isolated and unblended. We were more flexible for the Fe II case because a more limited number of lines was available for this species. The HIRES solar spectrum was also used as a reference to exclude lines located in the interdetector or interorder gaps.

We retrieved all atomic parameters (wavelength $\lambda$, excitation potential $\chi$, log gf, and van der Waals damping factor) from the Vienna Atomic Line Database (VALD; Ryabchikova et al. 2015 and references therein) on 2016 January. We measured equivalent widths (EWs) for all lines on the Solar Flux Atlas (Kurucz et al. 1984) with the updated version of ARES (Sousa et al. 2015a). We adopted the following parameters: smoother $= 4$, space $= 3.0$, rej $= 0.999$, linesresol $= 0.1$, and miniline $= 5$. A few lines presented clearly wrong EWs, and these were replaced by manual measurements done using the task “splot” in IRAF.6

---

### Table 1

Sample of Subgiants

| Star        | $\alpha$ (J2000.0) | $\delta$ (J2000.0) | $V$     | $A_V$ (mas) | $\pi$ (mas yr$^{-1}$) | $\mu_\alpha$ (mas yr$^{-1}$) | $\mu_\delta$ (mas yr$^{-1}$) | RV (km s$^{-1}$) | S/N  |
|-------------|--------------------|--------------------|---------|-------------|-----------------------|------------------------------|--------------------------|----------------|------|
| HD 1100     | 003:81777959       | −06:13821196       | 7.762 ± 0.013 | 0.099 ± 0.035 | 7.12 ± 0.92 | −36.51 | −49.99 | 22.749 | 199  |
| HD 1293     | 004:27312298       | −06:16501289       | 8.376 ± 0.016 | 0.099 ± 0.035 | 6.31 ± 1.05 | 25.88  | 11.56  | 45.140 | 241  |
| HD 1384     | 004:55058081       | +52:12454980       | 8.097 ± 0.013 | 0.110 ± 0.015 | 9.34 ± 1.14 | −14.90 | −56.14 | −35.185 | 144  |
| HD 1502     | 004:82110857       | +14:05457980       | 8.349 ± 0.015 | 0.108 ± 0.080 | 6.28 ± 0.75 | 74.64  | −18.15 | −10.024 | 170  |
| HD 2946     | 008:14629082       | −18:10912237       | 8.080 ± 0.013 | 0.099 ± 0.035 | 7.41 ± 0.94 | 34.13  | 15.59  | 10.460 | 254  |

(This table is available in its entirety in machine-readable form.)

### Table 2

List of Fe I and Fe II Lines

| $\lambda$ (Å) | Ion | $\chi$ (eV) | log gf | log $\Gamma_a$ (aN$_{\text{H}})^{-1}$ | EW (mÅ) |
|---------------|-----|-------------|--------|-----------------------------------|---------|
| 5023.185      | Fe I | 2.4283     | −1.524 | −7.135  | 37.9  |
| 5025.303      | Fe I | 2.4284     | −1.919 | −7.140  | 20.6  |
| 5044.211      | Fe I | 2.851      | −2.206 | −7.280  | 72.3  |
| 5054.642      | Fe II| 3.640      | −2.087 | −7.599  | 38.3  |
| 5058.496      | Fe II| 3.642      | −2.809 | −7.599  | 12.1  |

Notes.

6 Fe I and Fe II ions are represented by the notations 26.0 and 26.1, following the format used by MOOG.

8 log $\Gamma_a$ is the logarithm of the van der Waals damping constant at 10,000 K. (This table is available in its entirety in machine-readable form.)

Using the above list, a Kurucz ATLAS9 ODFNEW model atmosphere (Castelli & Kurucz 2004) for the Sun (effective temperature $T_{\text{eff}} = 5777$ K, surface gravity log g = 4.44, metallicity$^7$ [Fe/H] = 0.00, and microturbulence $\xi = 1.00$ km s$^{-1}$), and the driver abfind of the 2014 July version of the local thermodynamic equilibrium (LTE) line analysis code MOOG (Sneden 1973), we derived individual Fe abundances for all lines. Option I was used for the treatment of the damping in MOOG; that is, tabulated van der Waals damping factors (Barklem et al. 2000; Barklem & Asplund-Johansson 2005) are used when available within the code, and values from VALD (see Table 2) are adopted otherwise. We removed the Fe I lines that returned absolute abundances $A(\text{Fe})$ lower than 7.20 or higher than 7.80. A similar cut was not applied to Fe II because a more restricted number of lines was available for this species. We also excluded lines with reduced equivalent widths log(RW) $\equiv$ log(EW/$\lambda$) lower than −6.0 and larger than −4.8 in order to avoid too weak or saturated lines, respectively. Finally, we derived solar log gf values by imposing that all remaining lines returned $A(\text{Fe}) = 7.50$ (Asplund et al. 2009) after running MOOG with the same model atmosphere as above. They were used in the analysis of our sample (see Section 3.2) in order to improve the precision of the results, since laboratory and theoretical log gf values for many iron lines still suffer from large uncertainties (e.g., Mashonkina et al. 2011).

The final line list contains 158 Fe I and 18 Fe II lines (see Table 2). Using the updated version of ARES (Sousa et al. 2015a), we automatically measured equivalent widths for the

---

5 [Fe/H] = log(N(Fe)/N(H)) − log(N(Fe)/N(H))$_{\odot}$.

8 http://www.as.utexas.edu/~chris/moog.html

9 A(Fe) = log(N(Fe)/N(H)) + 12.
lines in this final list for all 245 target stars. The parameters were the same as those used for the Solar Atlas, except for $\xi$, which was chosen according to the S/N value of each individual spectrum.

3.2. Atmospheric Parameters

We determined a homogeneous set of atmospheric parameters ($T_{\text{eff}}$, log $g$, [Fe/H], and $\xi$) for our target stars using the standard spectroscopic method, which is based on the excitation and ionization equilibria of Fe I and Fe II. As for the Solar Atlas, the analysis was performed in LTE using the 2014 July version of MOOG with option 1 for the damping parameter. We used the ATLAS9 ODFNEW grid from Castelli & Kurucz (2004) to obtain interpolated model atmospheres.

We obtained the final parameters for each star through an automated iterative process that has to simultaneously meet four criteria: zero slopes in the linear fits between $A$(Fe I) and $\chi$ (excitation equilibrium) and between $A$(Fe I) and log(RW), same average values of $A$(Fe I) and $A$(Fe II) (ionization equilibrium), and same value for the metallicity in the input model atmosphere and the output result from MOOG. The convergence in each criterion is achieved by successive changes in $T_{\text{eff}}$, $\xi$, log $g$, and [Fe/H], respectively. Note that $[\text{Fe/H}] = \langle A$(Fe I),a $ - A$(Fe II),a $ \rangle$, where we adopted $A$(Fe I)$_{\odot}$ = 7.50 (Asplund et al. 2009). The iterative process also included two rounds of $2\sigma$ clipping in order to remove lines that returned abundances too discrepant from the average values.

We calculated uncertainties in the atmospheric parameters in the following way. The microturbulence was changed until the linear fit between $A$(Fe I) and log(RW) had a slope equal to the error of the zero slope from the converged solution. The difference between this new $\xi$ and the best value is adopted as the uncertainty in this parameter. A similar procedure was done for the effective temperature, but the linear fit between $A$(Fe I) and $\chi$ was used instead. Moreover, the contribution from the error in $\xi$ is taken into account by varying this parameter by its uncertainty determined in the previous step and checking the slope produced in the linear fit between $A$(Fe I) and $\chi$. Then, $T_{\text{eff}}$ is varied until we recover a zero slope, and the difference between this temperature and the best one is taken as the contribution from the error in $\xi$. The uncertainty in the surface gravity is obtained by varying this parameter until the difference between $A$(Fe I) and $A$(Fe II) is equal to the standard deviation of the mean for the latter abundance, taken from the converged solution. The contribution of $T_{\text{eff}}$ to the error on log $g$ was also considered (in a procedure similar to the one used above to estimate the contribution of $\xi$ to the uncertainty on $T_{\text{eff}}$). Finally, the uncertainty in [Fe/H] takes into account the standard deviation of the mean for $A$(Fe I) and the variations caused by the errors in $T_{\text{eff}}$, $\xi$, and log $g$, all added in quadrature.

As a first test for our method, we analyzed the HIRES spectrum of sunlight reflected off Vesta ($S/N = 267$) as if it were a regular target star. The only difference is that only one round of $2\sigma$ clipping was performed. Otherwise, many good lines would be excluded due to the low value of $\sigma$ (as expected, since the log gf values were adjusted using the Sun as a reference). The determined atmospheric parameters are $T_{\text{eff}} = 5778 \pm 20$ K, log $g = 4.45 \pm 0.07$, [Fe/H] = 0.01 ± 0.01, and $\xi = 1.009 \pm 0.030$ km s$^{-1}$. They are all in excellent agreement with the canonical solar values.

The final atmospheric parameters for our target stars are shown in Figure 1. The individual values as well as the associated uncertainties can be seen in Table 3. We should note that the relatively low errors presented in this table are the internal uncertainties of the spectroscopic analysis. More realistic external uncertainties for the standard spectroscopic method employed here (used in the discussion of Section 4.5.1) should be higher, with typical values of up to $\sim 100$ K for $T_{\text{eff}}$, $\sim 0.2$ dex for log $g$, $\sim 0.2$ dex for [Fe/H], and $\sim 0.2$ km s$^{-1}$ for $\xi$ (e.g., Ghezzi et al. 2010b; Hinkel et al. 2016). For completeness, we show in Table 4 the sensitivities of the atmospheric parameters to these larger uncertainties for HD 185351 (first spectrum), taken as a representative star in our sample.

The three results for HD 185351 come from the independent analysis of three different spectra obtained during one observing night and reveal an excellent consistency between the derived parameters. For Figure 1 and the subsequent analyses in this study, we adopted the arithmetic means as the final atmospheric parameters for HD 185351: $T_{\text{eff}} = 5039 \pm 16$ K, log $g = 3.27 \pm 0.06$, [Fe/H] = 0.09 \pm 0.01, and $\xi = 1.110 \pm 0.020$ km s$^{-1}$. The uncertainties were calculated through simple error propagation. It is worth noting that the final log $g$ value is in excellent agreement with the asteroseismic value ($3.280 \pm 0.011$) presented by Johnson et al. (2014).

Two stars in Figure 1 clearly differ from the rest of the sample. The first is HD 150331, which apparently has a log $g$ ($2.60 \pm 0.09$) that is too low or a $T_{\text{eff}}$ ($5726 \pm 35$ K) that is too high relative to the region occupied by our sample. The Geneva Copenhagen (GC) Catalog (Casagrande et al. 2011) reports an effective temperature similar to ours ($5867 \pm 93$ K), but a discrepant surface gravity ($3.35$). The SIMBAD Astronomical Database shows it as a G0/2 bright giant, a classification that is more consistent with our parameters. The GC metallicity (0.42) is also very different from ours ($-0.18$). If we use a model atmosphere with the GC parameters and a microturbulence velocity $\xi = 1.000$ km s$^{-1}$ as an input to the driver ewfind in MOOG, we do not obtain EWs consistent with those measured with ARES.
The second star is HD 21581, and it is significantly more metal-poor ([Fe/H] = −1.61) than all other stars in the sample. Nevertheless, this apparent discrepancy is not an issue since its metallicity, as well as $T_{\text{eff}}$ and $\log g$, is consistent with other literature measurements (see the 2016 version of the PASTEL catalog; Soubiran et al. 2016). Thus, we believe our parameters for these two stars are reliable and use them in the following analyses.

3.3. Rotational Velocities

We determined the stellar projected rotational velocities $v \sin i$ for all our stars through spectral synthesis with MOOG. The driver synth was used with option 1 for the damping. The Fe I line at 6703.565 Å was chosen for the analysis because it is relatively isolated and unblended. The atomic parameters adopted for the line are the same as in Table 2. Model atmospheres for each star are also necessary as input, and we used those obtained in Section 3.2 for the final atmospheric parameters.

The synthesis in MOOG was performed using the option r for the broadening of the spectral line. This means that separate values for the instrumental profile FHWM$_{\text{inst}}$, macroturbulence velocity $V_{\text{macro}}$, and rotational velocity $v \sin i$ have to be provided. The values for FHWM$_{\text{inst}}$ were chosen according to the setup used for observing each star: 0.096 Å for deckers B1, B2, and B3; 0.112 Å for deckers B5 and C2; 0.065 Å for decker E2. These values correspond to resolutions of $\sim$70,000, $\sim$60,000, and $\sim$100,000, respectively, and can be seen in Table 5. We calculated the values of $V_{\text{macro}}$ (see Table 5) using the relations presented by Brewer et al. (2016), using our values for $T_{\text{eff}}$ and $\log g$ (the same as in the model atmospheres described above) in the equations. We should note that, although [Fe/H] does not appear in the relations, HD 21581 has a significantly lower metallicity than the stars used to build the calibrations.

Small adjustments to the continuum level (typically 0.5%) and shifts to the central wavelength of the Fe line (typically 0.02 Å) were allowed in order to account for uncertainties in the normalization process and to properly match the observed feature, respectively. We also let the A(Fe) abundance vary within 0.06 dex (with steps of 0.02 dex) of the [Fe/H] value determined for the star to account for intrinsic line-to-line scatter in the abundances. After these values were set, we computed a grid of synthetic spectra for $v \sin i$ values varying between 0.0 and 15.0 km s$^{-1}$ with steps of 0.2 km s$^{-1}$. The best match between the observed and synthetic spectra was found through the minimization of the reduced $\chi^2$:

$$\chi^2_r = \frac{1}{(d - 1)} \sum_{i=1}^{n} \frac{(O_i - S_i)^2}{\sigma^2}.$$  \hspace{1cm} (1)

In the above equation, $O_i$ and $S_i$ correspond, respectively, to the observed and synthetic normalized fluxes at point $i$ of the spectral line profile. The rms of the continuum is given by $\sigma = (S/N)^{-1}$ (see Table 1 for S/N values), and $d = n - p$ represents the number of degrees of freedom in the fit, where $n$ is the number of points in the observed spectra and $p = 1$ is the number of free parameters in the analysis (only $v \sin i$). We calculated the uncertainties on $v \sin i$ by varying this parameter until $\Delta \chi^2_r = \chi^2_r - \chi^2_{r,\text{min}} = 1$. The values of the rotational velocities and their associated errors are shown in Table 5. As an example, we show the best fit for the second spectrum of HD 185351 in Figure 2. For this star, we can see a very good consistency between the three sets of results. As for the atmospheric parameters, we decided to adopt the arithmetic mean and the propagated error as the final value $v \sin i = 1.7 \pm 0.4$ km s$^{-1}$.

As an initial test for our method, we once again analyzed the HIRES spectrum of sunlight reflected off Vesta (S/N = 267) as if it were a regular target star. Using FHWM$_{\text{inst}} = 0.096$ Å (decker B2) and the calculated $V_{\text{macro}} = 3.57$ km s$^{-1}$, we obtained $1.4 \pm 0.8$ km s$^{-1}$, which is in very good agreement with the typical solar value ($\approx$1.6 km s$^{-1}$; e.g., Valenti &...
Fischer 2005; Pavlenko et al. 2012; Brewer et al. 2016). In a more general test, we computed synthetic spectra for the Fe I 6703.565 Å line using a model atmosphere calculated for the typical atmospheric parameters in our sample (T_{eff} = 5050 K, log g = 3.30, [Fe/H] = 0.00, and ξ = 1.00 km s^{-1}), the corresponding V_{macro} (3.45 km s^{-1}), FHWM_{inst} = 0.112 Å (the lower resolution), and v sin i values ranging from 0.0 to 10.0 km s^{-1}, with steps of 0.5 km s^{-1}. Then, we used the method described above to analyze these spectra as if they belonged to real stars, and we were able to recover all rotational velocities within 0.5 km s^{-1}.

### 3.4. Evolutionary Parameters

We determined the evolutionary parameters of our target stars (mass, radius, log g, and age) through the comparison of observational parameters with grids of evolutionary tracks. We performed this analysis using version 1.3 of the PARAM code, kindly provided by Leo Girardi. The code adopts a Bayesian statistical framework in order to determine masses, radii, surface gravities, and ages from given sets of priors and input parameters (da Silva et al. 2006). We used version 1.1 of the PARSEC evolutionary tracks (Bressan et al. 2012), as well as the default options for the Bayesian priors: lognormal IMF from Chabrier (2001), constant stellar formation rate (SFR), and the age interval from 0.1 to 12.0 Gyr. We also chose to provide the input parameters T_{eff}, [Fe/H], V magnitude, and parallax π because asteroseismic information is not available for most of our targets.

The effective temperatures and metallicities were homogeneously and spectroscopically determined in this study (see Section 3.2). The adopted parallaxes and associated uncertainties (see Table 1) are the revised values from van Leeuwen (2007). The only exception was the star HD 33298, which had the negative parallax replaced by the original value from the Hipparcos and Tycho catalogs (ESA 1997). We calculated the V magnitudes from the formula V = V_0 - [0.090 × (B_T - V_T)], with values of B_T and V_0 taken from the Tycho-2 catalog (Høg et al. 2000). Uncertainties were determined through simple error propagation.

We corrected all V magnitudes for extinction using A_V values calculated with an adapted version of the code “extinct. for” (Hakkila et al. 1997), which uses the tables from Arenou et al. (1992; see Table 1). These tables remain among the most reliable sources for estimating reddening for nearby stars within 280 pc (e.g., Gontcharov & Mosenkov 2017). Uncertainties on the corrected magnitudes V_0 were obtained through simple error propagation, where A_V uncertainties were estimated using the relative errors σ_A_V/A_V given in the tables from Arenou et al. (1992)

The distributions for the evolutionary parameters are shown in Figure 3. The individual values for each star are presented in Table 6 along with their uncertainties. The histograms confirm that our stars are mostly more massive, evolved, and younger than the Sun, as expected from the target selection. It should also be noted that the mass distribution is consistent with the simulation presented in Figure 3 of Johnson et al. (2013).

### 3.5. Kinematics

We calculated galactic UVW space velocities for our target stars using an adapted version of the code gal_unw.py.\textsuperscript{11} Equatorial coordinates (R.A. α and decl. δ), parallaxes, and proper motions were taken from van Leeuwen (2007) (see Table 1). The California Planet Survey uses the iodine cell technique of Butler et al. (1996) to compute highly precise RVs relative to each star’s own spectrum and therefore produces relative RV measurements. We use absolute RVs, where available, for our kinematics study from the following references, in order of preference: Chubak et al. (2012), Anderson & Francis (2012), Gontcharov (2006), Massarotti et al. (2008), and Brewer et al. (2016; see Table 1). The star HD 10245 did not have an RV available in any of these references, and therefore its space velocities were not calculated. The resulting UVW velocities can be seen in Table 7, and their distributions are presented in Figure 4. Note that U, V, and W are positive toward the Galactic center, in the direction of Galactic rotation, and in the direction toward the North Galactic pole, respectively. We have not applied corrections to the solar motion in order to compare our results to those presented by Schlaufman & Winn (2013).

### 4. Validation of the Results

As discussed in Section 1, possibly overestimated masses in Johnson et al. (2010a) could have been produced by systematic uncertainties in the input atmospheric parameters. Although the results derived in our study are homogeneous and precise, their accuracy has yet to be tested. We do this by comparing our spectroscopic parameters with those derived by independent methods or studies.

#### 4.1. Validation of the Spectroscopic Temperatures

As a first check, we calculated photometric effective temperatures for our sample using the T_{eff} versus V − K_s calibrations from González Hernández & Bonifacio (2009). We calculated the V magnitudes from B_T and V_T taken from the Tycho-2 catalog (Høg et al. 2000), as explained in Section 3.4.\textsuperscript{11} Originally written by W. Landsman and made available by Sergey Koposov on astrolibpy at GitHub.
We adopted $K_S$ magnitudes from the Two Micron All Sky Survey (2MASS) All-Sky Catalog of Point Sources (Cutri et al. 2003; see Table 8). We removed 15 stars with flags D, E, or F for the $K_S$ magnitude. Moreover, we could not find a reasonable match for the star HD 136418 (i.e., with a $K_S$ value that would provide a reasonable $T_{\text{eff}}$ within the 2MASS catalog.

We corrected the $V - K_S$ colors for the reddening in the following way. First, we converted $A_V$ values derived in Section 3.4 to $E(B - V)$ using the formula $A_V = 3.1 \times E(B - V)$. Then, we calculated $E(V - K_S)$ values from $E(B - V)$ using the relation $E(V - K_S) = 2.70 \times E(B - V)$, where the coefficient was taken from Ramírez & Meléndez (2005). The final dereddened color $(V - K_S)_0$ was obtained with the formula $(V - K_S)_0 = (V - K_S) - E(V - K_S)$.

The calculated sets of photometric effective temperatures and their errors are presented in Table 8. It should be noted that González Hernández & Bonifacio (2009) derive different polynomials for dwarfs/subgiants and giants, with the limit placed at $\log g = 3.00$ (J. I. González Hernández 2014, private communication). We followed this separation when choosing which calibration would be applied to each star, using the spectroscopic $\log g$ values as the reference. We calculated the uncertainties in the photometric effective temperatures by adding two contributions in quadrature: the errors propagated from $(V - K_S)_0$ and [Fe/H] and the standard deviation of the final calibration (32 K for the dwarfs/subgiants and 23 K for the giants).

The photometric temperatures are compared with the spectroscopic values in Figure 5. We can observe a generally good agreement over the whole $T_{\text{eff}}$ interval. Most stars present offsets lower than $\pm 200$ K, and the average difference (in the sense spectroscopic minus photometric) is $-27 \pm 111$ K. If we do not consider the six stars with differences larger than $\pm 300$ K, the mean difference is $-16 \pm 87$ K. These values validate our spectroscopic temperature scale and are consistent with the typical external uncertainty ($\sim 100$ K) mentioned in Section 3.2. Moreover, both the differences and the scatters are similar to those obtained by González Hernández & Bonifacio (2009) when their results are compared with spectroscopic temperatures (see their Section 8.4).

4.2. Validation of the Spectroscopic Gravities

The second test consisted of a comparison of the spectroscopic surface gravities with the trigonometric values returned by PARAM in Section 3.4 (see Table 6). We can see in Figure 6 that the global agreement is good, and most stars have offsets smaller than $\pm 0.4$ dex, considered as a $2\sigma$ limit, where $\sigma$ is taken as, for example, the value of the external uncertainty for $\log g$ quoted in Section 3.2 or the systematic offset between spectroscopic and trigonometric surface gravities discussed by da Silva et al. (2006). The mean difference (in the sense
of effective temperatures and in different evolutionary stages. Moreover, we do not find any trends in [Fe/H] as a function of \( T_{\text{eff}} \), which is additional evidence that our metallicity scale is consistent. Finally, the average metallicity obtained for the giants is consistent with the value obtained by Dutra-Ferreira et al. (2016; 0.14 ± 0.03) when using an optimized line list in a classical spectroscopic analysis. This result supports the fact that the metallicity scale for the subgiants is reliable.

4.4. Comparison with the SPOCS Catalogs

The parameters used by Johnson et al. (2010a) were obtained from the Spectroscopic Properties of Cool Stars (SPOCS) catalog and derived through spectral synthesis using the Spectroscopy Made Easy (SME) software (Valenti & Fischer 2005). They thus provide an additional independent check for the results derived in this work. All stars in our sample have SME parameters, and the average differences (in the sense this work minus SPOCS) are \( \Delta T_{\text{eff}} = -8 \pm 165 \text{ K} \), \( \Delta [\text{Fe/H}] = -0.04 \pm 0.14 \text{ dex} \), and \( \Delta \log g = -0.08 \pm 0.34 \text{ dex} \). Although the mean differences are reasonable, the dispersions are larger than the typical external uncertainties. This is also clear from Figure 8, where we can also see some trends in the residuals, especially as a function of [Fe/H] (\( R^2 = 0.50, 0.41, \text{ and } 0.42 \) for \( \Delta T_{\text{eff}}, \Delta [\text{Fe/H}], \text{ and } \Delta \log g \), respectively).

A similar comparison for the masses yields an average difference (in the sense this work minus SPOCS) of \( \Delta M_* = 0.05 \pm 0.28 M_\odot \). Again, the mean difference is good, but the dispersion is too large. As clearly seen in Figure 9, a significant trend is present in the residuals (\( R^2 = 0.43 \)), probably a consequence of the trends observed for the atmospheric parameters.

The most recent version of the SPOCS catalog (Brewer et al. 2016) contains atmospheric parameters and chemical abundances for 1626 FGK stars. For the 204 stars in common with our data set, the average differences (in the sense this work minus SPOCS) are \( \Delta T_{\text{eff}} = 48 \pm 38 \text{ K} \), \( \Delta [\text{Fe/H}] = -0.04 \pm 0.05 \text{ dex} \), and \( \Delta \log g = -0.01 \pm 0.09 \text{ dex} \). Note that Brewer et al. (2016) adopted a lower reference solar iron abundance (A(Fe) = 7.45), so we applied a correction of −0.05 dex for all SPOCS [Fe/H] values in order to put their metallicities into our scale. There is a considerable improvement in the dispersions, but a few trends in the residuals are still present, in particular for \( \Delta [\text{Fe/H}] versus \log g \) (\( R^2 = 0.58 \)), getting stronger for the more evolved stars (\( \log g \lesssim 3.5 \)).

Similar trends were found by Brewer et al. (2016) when comparing their results with other spectroscopic analyses, but their origin remains unclear. Possible explanations could be the strong correlations observed between \( T_{\text{eff}}, [\text{Fe/H}], \) and \( \log g \).
when spectral synthesis is used (e.g., Torres et al. 2012) or the fixed value for the microturbulence (0.85 km s\(^{-1}\)) adopted in SME. We stress that the standard spectroscopic analysis employed in this work shows no such correlations (Torres et al. 2012), and our results are in good agreement with those obtained from independent methods.

**Figure 4.** Galactic UVW space velocities for 244 of the subgiants (HD 10425 did not have an available radial velocity). Masses are represented by the color scale.

**Figure 5.** Comparison between spectroscopic and photometric effective temperatures for 229 out of 245 target stars (see text for the reasons why some stars were removed). The upper panel shows the direct comparison between the two sets of temperatures. The lower panel presents the difference \(\Delta T_{\text{eff}} = T_{\text{eff}}^{\text{Spec}} - T_{\text{eff}}^{\text{Phot}}\) as a function of the photometric \(T_{\text{eff}}^{\text{Phot}}\). In both panels, solid lines represent a perfect agreement, while dotted and dashed lines correspond to \(\pm 100\) K and \(\pm 200\) K, respectively.

**Figure 6.** Comparison between spectroscopic and trigonometric surface gravities for our 245 target stars. The upper panel shows the direct comparison between the two sets of gravities. The lower panel presents the difference \(\Delta \log g = \log g^{\text{Spec}} - \log g^{\text{Trig}}\) as a function of the trigonometric \(\log g^{\text{Trig}}\). In both panels, solid lines represent a perfect agreement, while dotted and dashed lines correspond to \(\pm 0.2\) dex and \(\pm 0.4\) dex, respectively.

**Figure 7.** Differences between spectroscopic and photometric effective temperatures as a function of the differences between spectroscopic and photometric effective temperatures.

| Star    | \(K_S\) | \(T_{\text{eff}}^{\text{Phot}}\) (K) |
|---------|---------|----------------------------------|
| HD 1100 | 5.319   | 4801 ± 32                        |
| HD 1293 | 6.354   | 5247 ± 46                        |
| HD 1384 | 5.785   | 4947 ± 37                        |
| HD 1502 | 6.120   | 5027 ± 44                        |
| HD 2946 | 6.275   | 5508 ± 45                        |

(This table is available in its entirety in machine-readable form.)
Brewer et al. (2016) also determined rotational velocities, and we compare our values with theirs in Figure 10. For the 204 stars in common, the average difference (in the sense this work minus SPOCS) is \( \Delta v \sin i = -0.25 \pm 0.73 \) km s\(^{-1}\). The stars with differences larger than 2.0 km s\(^{-1}\) are HD 31543 (−5.4 km s\(^{-1}\)), a possible single-lined spectroscopic binary (SB1; Chubak et al. 2012), and HD 103616 (−2.8 km s\(^{-1}\)), a suspected binary (Nordström et al. 2004).

4.5. Possible Systematic Offsets on the Masses

4.5.1. Possible Offsets in the Atmospheric Parameters

In the previous sections, we showed that the spectroscopic atmospheric parameters of the subgiants are accurate. Ghezzi & Johnson (2015) showed that PARSEC evolutionary tracks (da Silva et al. 2006) and the PARAM code are able to provide reliable masses for a sample of 59 benchmark subgiants and giants. Nevertheless, we decided to test if the masses of subgiants could be significantly overestimated if systematic offsets were present in the input atmospheric parameters derived in this work (\( T_{\text{eff}} \) and [Fe/H]). In order to do this, we decreased all of our effective temperatures and metallicities by

Brewer et al. (2016) also determined rotational velocities, and we compare our values with theirs in Figure 10. For the 204 stars in common, the average difference (in the sense this work minus SPOCS) is \( \Delta v \sin i = -0.25 \pm 0.73 \) km s\(^{-1}\). The stars with differences larger than 2.0 km s\(^{-1}\) are HD 31543 (−5.4 km s\(^{-1}\)), a possible single-lined spectroscopic binary (SB1; Chubak et al. 2012), and HD 103616 (−2.8 km s\(^{-1}\)), a suspected binary (Nordström et al. 2004).

4.5. Possible Systematic Offsets on the Masses

4.5.1. Possible Offsets in the Atmospheric Parameters

In the previous sections, we showed that the spectroscopic atmospheric parameters of the subgiants are accurate. Ghezzi & Johnson (2015) showed that PARSEC evolutionary tracks (da Silva et al. 2006) and the PARAM code are able to provide reliable masses for a sample of 59 benchmark subgiants and giants. Nevertheless, we decided to test if the masses of subgiants could be significantly overestimated if systematic offsets were present in the input atmospheric parameters derived in this work (\( T_{\text{eff}} \) and [Fe/H]). In order to do this, we decreased all of our effective temperatures and metallicities by
100 K and 0.10 dex, respectively. The offset in $T_{\text{eff}}$ was chosen so that we would have a decrease in the stellar masses and is consistent with typical external uncertainties (see Section 3.2) found in the literature when different studies are compared (but higher than the internal errors derived here). We should also note that the offsets are consistent, in the sense that such a decrease of $\sim 100$ K in $T_{\text{eff}}$ for a typical retired A star ($T_{\text{eff}} \sim 5000$ K) would cause a decrease in the iron abundance of about $\sim 0.1$ dex (see Table 4).

Using these new parameters, we repeated the analysis done in Section 3.4. The comparison of the new set of masses with the original ones can be seen in Figure 11. As expected, the new masses are smaller than the original ones. The average difference (in the sense no offset minus with offset in the atmospheric parameters) is $0.20 \pm 0.14 M_\odot$. Considering the typical uncertainty of the original masses is $0.11 M_\odot$, this difference is consistent with a $2\sigma$ offset and much smaller than the possible overestimation of up to 50% suggested by Lloyd (2011). We should also highlight that the $T_{\text{eff}}$ and $[\text{Fe/H}]$ offsets used in this test are much larger than the average difference between our spectroscopic and photometric temperatures ($\sim 27$ K) and the offsets in the metallicity scales obtained for the Hyades stars ($\sim 0.02$, with our values being smaller), respectively. Therefore, we feel confident that possible offsets in the atmospheric parameters are small (if present) and do not significantly overestimate the masses of the subgiants.

**4.5.2. Effect of the Reddening**

Another input parameter that can affect the determination of the masses is the reddening. In order to test how much the reddening corrections could overestimate our masses, we decided to repeat the analysis done in Section 3.4 considering $A_V = 0$ for all stars in our sample. The comparison of these new results with the original ones is shown in Figure 12. As expected, masses obtained without correcting the $V$ magnitudes for the reddening are smaller, but the difference is not significant. The mean difference (in the sense with reddening minus without reddening) is $0.05 \pm 0.05 M_\odot$, a value that is smaller than the typical uncertainty of $0.11 M_\odot$. Therefore, we see that the reddening correction does not significantly increase the masses of the subgiants.

**4.5.3. Gaia’s Parallaxes**

Gaia’s first data release$^{12}$ (DR1; Gaia Collaboration et al. 2016a, 2016b; Arenou et al. 2017) presents trigonometric parallaxes for $\sim 2$ million stars in common with the Hipparcos (ESA 1997) and Tycho-2 catalogs (Høg et al. 2000). We found 208 stars from our sample in DR1 and decided to compare Gaia’s new parallaxes with the Hipparcos revised values adopted in this work (van Leeuwen 2007; see Figure 13). The average difference (in the sense Hipparcos minus Gaia) is $0.25 \pm 1.30$ mas or $3 \pm 20\%$. We should highlight that

---

$^{12}$ http://www.cosmos.esa.int/web/gaia/drp
Stassun & Torres (2016) found the exact same systematic offset for a sample of eclipsing binaries with accurate empirical distances. Although the average difference is small, there are a few stars with discrepancies between 50% and 100%. Thus, we decided to test if the masses of the subgiants are affected by the parallax choice. When using Gaia’s parallaxes for the 208 stars in common (and not considering the remaining 37 stars), we obtain masses that are on average higher than those derived with Hipparcos parallaxes by 0.08 ± 0.21 $M_\odot$ or 6 ± 14%. We see that the choice of Hipparcos parallaxes provides slightly lower masses, so they are not causing any systematic effects that would overestimate the masses of the subgiants. We decided not to use Gaia’s parallaxes for now because the astrometric results from DR1 are still preliminary. However, we anticipate that this particular choice does not affect the conclusions drawn from this study.

### 4.6. Validation of Space Velocities

Space velocities calculated in Section 3.5 can also be compared with values from the literature. Our sample has 114 stars that were also analyzed by Schlaufman & Winn (2013). As can be seen in Figure 14, there is a very good agreement between the two sets, with the following average differences (in the sense this work minus SW): $\Delta U = -0.01 \pm 1.08$ km s$^{-1}$, $\Delta V = -0.15 \pm 1.73$ km s$^{-1}$, and $\Delta W = -0.28 \pm 1.42$ km s$^{-1}$. Six stars (HD 11970, HD 126991, HD 158038, HD 180053, HD 193342, and HD 203471) present higher than average differences, which are related to different values adopted for the RVs.

Our sample also has 28 stars in common with the Geneva Copenhagen Catalog (Casagrande et al. 2011). The agreement between the two sets of values is good, and the average differences (in the sense this work minus GC) are $\Delta U = 0.95 \pm 2.81$ km s$^{-1}$, $\Delta V = 1.39 \pm 6.17$ km s$^{-1}$, and $\Delta W = -0.97 \pm 4.98$ km s$^{-1}$. Three stars (HD 11970, HD 31543, and HD 64730) present large differences in the space velocities and are basically responsible for the relatively high dispersions around the averages. These differences can be traced back to distinct values adopted for the RVs. These two comparisons confirm that our UVW velocities are consistent with previous values from the literature, and thus are reliable for use in the following discussions.

### 5. Discussion

#### 5.1. Consistency between Masses and Kinematics

One of the main concerns regarding the retired A stars is that their masses may not be consistent with their space velocities (Schlaufman & Winn 2013). If these stars are indeed the evolved counterparts of A dwarfs, we would expect their velocity dispersions to be smaller than those that would be observed if they were actually F and G stars while on the main sequence. Using solar neighborhood samples defined within the Hipparcos catalog, Schlaufman & Winn (2013) showed that subgiant planet-hosting stars13 are more likely to have evolved from main-sequence F5–G5 rather than A5–F0 stars.

In Figure 15, we compare the space velocities derived in this work for the subgiants with the 95% velocity ellipsoids for the samples of main-sequence A5–F0 and F5–G5 Hipparcos stars, taken from Schlaufman & Winn (2013). It should be noted that these stars have mean distances of 100 ± 44 pc and 62 ± 23 pc, thus sampling the solar neighborhood. With an average distance of 141 ± 54 pc, our targets sample a very similar volume. If we consider our targets with fractional uncertainties in the parallax lower than 20% (following Schlaufman & Winn 2013), the fractions of subgiants within the A5–F0 95% velocity ellipsoids are 54% for UV, 48% for UW, and 47% for VW. However, if we restrict our sample to $M_* \geq 1.6 M_\odot$, these fractions increase to 67%, 63%, and 71%, respectively.

Following Equation (1) from Schlaufman & Winn (2013), we calculated $\delta_1'$ values for each star in their A5–F0 and F5–G5 samples.

13 Their sample is different from the ones analyzed here and in Johnson et al. (2010a).
samples, as well as for our sample of subgiants. We compare these distributions using a Kolmogorov–Smirnov test and again considering only stars with fractional uncertainties in parallax lower than 20%. The probability that the subgiants and the A5–F0 stars are drawn from the same parent population is $\approx 10^{-38}$; but much higher ($>0.06$) when compared to the F5–G5 stars. If we now use only retired A stars (i.e., stars with $M_\star \geq 1.6 M_\odot$), the former probability increases to $\approx 10^{-6}$ and the latter decreases to $\approx 0.05$. Although the agreement is much better, this result still supports the idea that the kinematics of the retired A stars would imply they were in fact FG dwarfs while on the main sequence.

Schlaufman & Winn (2013) apparently did not use any reddening corrections before selecting the sample of A5–F0 stars. Using a procedure similar to the one described in Section 3.4, we derived $A_V$ and $E(B - V) \approx A_V/3.1$ values for all stars in their sample. Applying these corrections, respectively, to their absolute magnitudes $M_V$ and colors $B - V$, we obtain a new group of main-sequence A5–F0 stars following the selection criteria in Schlaufman & Winn (2013): $0.15 < B - V < 0.30$, $1.9 < M_V < 2.7$, and $\sigma_v/\pi < 0.20$. Defining the new corresponding 95% velocity ellipsoids, the fractions of retired A stars $\sigma_v/\pi < 0.20$ within them are 77% for UV, 79% for UW, and 85% for VW. These numbers are significantly higher than those obtained for the original ellipsoids from Schlaufman & Winn (2013). Because reddening was not accounted for, the $M_V$ and $B - V$ intervals included brighter and hotter stars, which naturally define smaller ellipsoids.

As this effect could explain the apparent inconsistency between kinematics and mass, we applied reddening corrections to the selection of A5–F0 and F5–G5 stars and performed new KS tests. The probabilities that these samples and the retired A stars are drawn from the same parent population are $\approx 0.0003$ and $\approx 0.02$, respectively. Although reddening corrections make the A5–F0 sample more consistent with the retired A stars, it is not able to explain the apparent inconsistency between their kinematics and masses.

The last test was to check if the uncertainties on the masses contributed to this inconsistency. Using steps of 0.01 $M_\odot$ for offsets in the masses of the retired A stars, we discovered that, for a decrease of only 0.12 $M_\odot$, we can no longer reject the null hypothesis that they are drawn from the same parent population as the A5–F0 stars ($p \approx 0.03$), as defined by Schlaufman & Winn (2013). At this point, the probability that our stars and their F5–G5 sample are drawn from the same distribution is $p \approx 0.009$. If reddening corrections are considered in the selection of the A5–F0 and F5–G5 samples (see discussion above), the transition occurs for an even smaller decrease in mass: 0.04 $M_\odot$. For this offset, the probabilities that the retired A stars and A5–F0 and F5–G5 stars are drawn from the same parent population are $p \approx 0.02$ and $p \approx 0.008$, respectively. Therefore, we can conclude that masses derived from evolutionary tracks and the kinematics of the retired A stars are consistent within the expected uncertainties of these two different approaches, especially if reddening is considered.

### 5.2. Consistency between Masses and Rotational Velocities

Another concern regarding the retired A stars is that their masses may not be consistent with their rotational velocities (Lloyd 2011). Stellar rotation is a strong function of both mass and evolutionary stage. Stars born with masses above the Kraft break ($\sim 1.3 M_\odot$; Kraft 1967) have progressively thinner convective envelopes, or no surface convection at all. Therefore, angular momentum loss through magnetic winds is negligible or absent during the main sequence, and they remain as rapid rotators until the end of this evolutionary stage. As these stars evolve across the subgiant branch, however, a convective zone develops in the expanding and cooling envelope, and magnetic winds are also produced. These effects combined decrease the stellar rotation rate. Therefore, the analysis of the rotation of subgiants provides a powerful diagnostic for stellar mass (e.g., van Saders & Pinsonneault 2013).

Lloyd (2011) noted that three of the evolved planet hosts with $1.6 M_\odot < M_\star < 2.0 M_\odot$ had lower than expected rotational velocities when compared to field stars in the same mass range and in similar evolutionary stages. This discrepancy suggested that they were in fact the evolved counterparts of less massive stars, and mass determinations for two of them were shown to be erroneous. We should note that, besides the studies quoted by Lloyd (2011), Ghezzi et al. (2010a) also showed that HD 154857 has $M_\star = 1.21 M_\odot$ using a method similar to the one described in this work. HD 102956, on the other hand, was analyzed here, and it is indeed massive ($1.67 \pm 0.10 M_\odot$). It has $\log g = 3.38 \pm 0.16$ and $v \sin i = 1.6 \pm 0.6$ km s$^{-1}$, thus being consistent with both planet-hosting and field stars in the lower panel of Figure 1 from Lloyd (2011). Unfortunately, HD 190228 was not analyzed in our study, but recent
determinations confirm it is a lower mass star with 1.18 $M_\odot$ (Jofrè et al. 2015).

In order to address this concern regarding the actual sample of retired A stars (note that Lloyd 2011 did not use the sample from Johnson et al. 2010a), we analyzed their rotational velocities (see Section 3.3) as a function of their masses (see Section 3.4) and evolutionary stages (represented by log g; see Section 3.2) in Figure 16. We can observe a very good agreement with the field stars shown in Figure 1 of Lloyd (2011). In the lower panel of this figure, no stars with log $g \geq 3.6$ have $v \sin i \lesssim 2.5$ km s$^{-1}$. In our sample, only one star is found in this region: HD 171264. It has log $g = 3.65 \pm 0.04$, $M_\star = 1.64 \pm 0.08 M_\odot$, and $v \sin i = 1.4 \pm 0.8$ km s$^{-1}$. Thus, it is consistent with the field stars from Lloyd (2011) within the uncertainties. We should also note that the value of $v \sin i = 2.4$ km s$^{-1}$ from Brewer et al. (2016) is consistent with the lower limit determined by the field stars. This sample also seems to have an upper limit of $\approx 5$ km s$^{-1}$ for stars with log $g \leq 3.4$. One star in our sample appears above this limit: HD 150331. It is a G0/2 bright giant (see Section 3.2) with a mass of 2.05 $M_\odot$ and an age of 1 Gyr (see Table 6). In conclusion, the rotational velocities provide another confirmation that masses of the retired A stars were not overestimated.

5.3. Giant Planet–Metallicity–Mass Correlation

In the previous sections, we showed that the atmospheric and evolutionary parameters derived for the subgiants are reliable. We now use these results to investigate how the formation of giant planets is influenced by stellar mass and metallicity. We follow the method described in Johnson et al. (2010a) or Montet et al. (2014) and adopt a similar function to describe the fraction of stars with giant planets:

$$f(M_\star, F) = CM_\star^{\alpha}10^{\beta F}.$$  \hspace{1cm} (2)

In the above equation, $M_\star$ is the stellar mass in $M_\odot$, and $F \equiv [Fe/H]$ is the stellar metallicity. The free parameters $\alpha$, $\beta$, and $C$ are determined so the likelihood conditioned on the data is maximized. We decided to use uniform priors within the following intervals: $\alpha = (0.00, 3.00)$ with 0.05 steps, $\beta = (0.00, 3.00)$ with 0.05 steps, and $C = (0.005, 0.150)$ with 0.005 steps.

The first test consists of our best effort to mimic as closely as possible the analysis done by Johnson et al. (2010a) and check if we are able to recover their results: $\alpha = 1.00$, $\beta = 1.20$, and $C = 0.07$. The respective confidence intervals are (0.70, 1.30), (1.00, 1.40), and (0.06, 0.08). As we can see in the first line of Table 9, our results are consistent with these values within the confidence intervals.

We then used the sample of FGKM dwarfs of Johnson et al. (2010a), but replaced their subgiants with our own sample. It should be noted that this was not just an update of the parameters. The sample of subgiants in this work is not the same as the one from Johnson et al. (2010a); there are 56 different objects. Some stars were included because they now fulfill the requirement of at least nine observations, while others were removed for scientific reasons (e.g., confirmation that they are binaries or poor RV measurements due to enhanced activity or variability).

Since we are only interested in the giant planets in this work, we considered stars that have detected planets with real or minimum masses larger than 0.50 $M_{\text{Jup}}$. This is almost twice Saturn’s mass and close to the detection limit of 0.44 $M_{\text{Jup}}$ for a 0.4 $M_\odot$ star described in Johnson et al. (2010a). If a star only has planets less massive than this limit, we treat it as if it does not have planets in the following analyses. We also used this lower limit to update the list of planet hosts in the FGKM sample.

With these constraints, we obtain a new giant planet occurrence relation and see that our overall occurrence parameter, $C$, increases, which is expected since, as our mass threshold is lower and time baseline longer than that of Johnson et al. (2010a), there are more detected planets in our revised sample. The values of $\alpha$ and $\beta$ change by the same amount, in opposite directions, but within the errors in both cases (see the second line of Table 9).

Still using our results for the subgiants, we replaced the parameters and uncertainties of the M stars by those from Montet et al. (2014). Whenever available, we also adopted parameters and errors from Brewer et al. (2016) for the FGK dwarfs, keeping the results from Johnson et al. (2010a) otherwise. This is our complete and updated sample of 1225 stars, and it is depicted in Figure 17. Although there are some stars with very low metallicities, we highlight that there are no selection biases that cause a correlation between these quantities and the stellar masses. A linear fit to the entire set of stars returns a correlation coefficient $R^2 = 0.08$. When this complete sample is used, we notice slight changes in both $\alpha$ and $\beta$, but again the results are consistent with the previous values within the uncertainties (see the third line of Table 9 and Equation (3)).

Schlaufman & Winn (2013) mention that a systematic offset as small as $\approx +0.05$ in the metallicities of the retired A stars could explain the larger occurrence rate of giant planets around them. In fact, our metallicities are, on average, 0.04 dex smaller than those of Johnson et al. (2010a) and Brewer et al. (2016; see Section 4.4). Despite this, we can still see an increased occurrence rate of giant planets around more massive stars.

We saw in Section 4.3 that there is no reason to believe that our [Fe/H] values would be systematically higher for evolved stars relative to dwarfs. However, for completeness, we decided
to test whether corrections to the metallicity scale (−0.05 and −0.10 dex) would change our results. We can see in Table 9 that the dependence of the occurrence rate of giant planets on metallicity decreases. As a consequence, the dependence on mass becomes increasingly stronger. Thus, if the retired A stars were more metal-poor, then planet formation would be a steeper function of stellar mass in order to explain the giant planets detected at the high-mass end of our sample.

We saw in Section 5.1 that a decrease of only 0.12 $M_\odot$ in the masses of the retired A stars is sufficient to reconcile their kinematics with the velocity dispersions of a sample of A5–F0 dwarfs. As this offset is almost equal to the typical uncertainties in our mass determinations, we tested how it affects the occurrence rate. Table 9 shows that the effect of this mass offset is negligible. Therefore, the correlation between giant planets, metallicity, and mass is robust against the typical errors in the latter.

As discussed in Section 4.5.1, a decrease in [Fe/H] will cause a decrease in mass, and these parameters are not independent. In order to account for this, we tested how giant planet occurrence is affected by simultaneous offsets in the metallicities (−0.05 and −0.10 dex) and masses (−0.12 $M_\odot$) of the subgiants. The results in Table 9 reveal a significant decrease in $\beta$ and an increase in $\alpha$, in a manner similar to that observed when only [Fe/H] is altered.

These results confirm that giant planet occurrence is a clear function of both metallicity and mass and was not artificially produced by uncertainties or systematic offsets in any or both of these parameters. The best functional form to describe this dependence is (see also Figure 18)

$$f(M_*, F) = 0.085^{+0.008}_{-0.010}M_*^{0.05^{+0.28}_{-0.24}}\times10^{1.03^{+0.11}_{-0.11}}M_\odot F.$$  

(3)

It is interesting to note that, in the previous tests, both $\alpha$ and $\beta$ always change in opposite directions, meaning that lower metallicities can be compensated for by larger masses, and vice versa (as already suggested in Ghezzi et al. 2010a). Therefore, it seems that the formation of giant planets depends on the quantity $M_* \times 10^{[\text{Fe/H}]}$. In order to test this, we now describe planet occurrence in the following way:

$$f(M_*, F) = C(M_* \times 10^{F})^\gamma.$$  

(4)

As before, the free parameters $\gamma$ and $C$ are determined so the likelihood conditioned on the data is maximized. We decided to use uniform priors within the following intervals: $\gamma = (0.00, 2.50)$ with 0.02 steps and $C = (0.002, 0.150)$ with 0.002 steps. Using the most updated results for all stars, we obtain the following best functional form to describe this dependence (see also Figure 19):

$$f(M_*, F) = 0.086^{+0.008}_{-0.010}(M_* \times 10^{F})^{1.04^{+0.12}_{-0.11}}.$$  

(5)

We note that the best value for $\gamma$ is very close to 1.00. Offsets applied to the metallicities or masses of the subgiants did not change the results significantly (see Table 10). If we remember that $M_d \propto M_*$, where $M_d$ and $M_*$ are the masses of the protoplanetary disk and stellar host, respectively (Andrews et al. 2013), the quantity $M_* \times 10^{[\text{Fe/H}]}$ can be considered as a proxy for the amount of metals in the disk from which planets formed. In this scenario, our results reveal that the formation of giant planets is an almost linear function of the amount of metals in the protoplanetary disk, going from $\approx 2\%$ in the interval 0.0–0.5 $M_\odot$ to $\approx 24\%$ between 2.0 and 2.5 $M_\odot$ (see Figure 20). The behavior beyond this interval is too uncertain due to low number statistics. Independently of the functional form chosen, our results provide strong support for the core accretion hypothesis (Ida & Lin 2004).

6. Conclusions

We determined atmospheric (effective temperature, metallicity, and surface gravity), rotational ($v\sin i$), evolutionary (mass, radius, and age), and kinematic ($U/V/W$ space velocities) parameters for a sample of 245 subgiants. Thorough tests and comparisons showed that our results agree well with those determined using other methods and exhibit acceptable offsets when systematic errors are applied to the input data. In

Table 9

| Retired A Stars | $\Delta\text{[Fe/H]}$ (dex) | $\Delta M$ ($M_\odot$) | FGK Dwarfs | M Dwarfs | $\alpha$ | Confidence Interval | $\beta$ | Confidence Interval | C | Confidence Interval |
|----------------|---------------------------|---------------------|------------|----------|--------|-------------------|--------|-------------------|---|-------------------|
| J10            | 0.00                      | 0.00                | J10        | J10      | 0.99   | (0.79, 1.29)      | 1.19   | (0.95, 1.25)      | 0.072 | (0.064, 0.081)    |
| This work      | 0.00                      | 0.00                | J10        | J10      | 1.10   | (0.92, 1.40)      | 1.00   | (0.81, 1.12)      | 0.085 | (0.073, 0.091)    |
| This work      | 0.00                      | 0.00                | J10, B16   | M14      | 1.05   | (0.81, 1.33)      | 1.05   | (0.88, 1.26)      | 0.085 | (0.075, 0.093)    |
| This work      | −0.05                     | 0.00                | J10, B16   | M14      | 1.10   | (0.87, 1.39)      | 0.95   | (0.81, 1.17)      | 0.090 | (0.078, 0.095)    |
| This work      | −0.10                     | 0.00                | J10, B16   | M14      | 1.25   | (0.97, 1.49)      | 0.90   | (0.74, 1.08)      | 0.090 | (0.079, 0.098)    |
| This work      | 0.00                      | −0.12               | J10, B16   | M14      | 1.05   | (0.79, 1.33)      | 1.05   | (0.86, 1.24)      | 0.085 | (0.077, 0.095)    |
| This work      | −0.05                     | −0.12               | J10, B16   | M14      | 1.15   | (0.88, 1.42)      | 0.95   | (0.78, 1.14)      | 0.090 | (0.080, 0.098)    |
| This work      | −0.10                     | −0.12               | J10, B16   | M14      | 1.15   | (0.92, 1.46)      | 0.85   | (0.71, 1.06)      | 0.095 | (0.082, 0.100)    |

Figure 17. Masses and metallicities for our complete sample of 1225 M (blue), FGK (green), and subgiants (red). Filled squares and open circles represent stars with and without planets, respectively.
particular, we estimate the typical uncertainties on the masses to be 0.11 $M_\odot$, while a maximum offset of 0.20 $M_\odot$ could be present if the input parameters were simultaneously affected by systematic errors. This larger value would correspond to an error of $\approx 13\%$, much lower than the 50% overestimate suggested by Lloyd (2011, 2013).

We also presented a simple explanation for the apparent inconsistency between their masses and kinematics observed by Schlaufman & Winn (2013). By restricting our sample to retired A stars (i.e., stars with $M_\ast \gtrsim 1.6 M_\odot$) and applying an offset of just $-0.12 M_\odot$, the velocity dispersions become consistent with the main-sequence A5–F0 stars from Schlaufman & Winn (2013). If reddening is considered for the latter sample, this offset decreases to 0.04 $M_\odot$. The rotational velocities derived for our targets corroborated that the retired A stars are indeed massive, contrary to the concerns raised by Lloyd (2011). Therefore, a thorough and simultaneous analysis of kinematics, rotation, and masses confirms that the latter were not significantly overestimated within the expected errors for the retired A stars.

Having confirmed the masses and metallicities derived in this study are reliable, we extended our sample with main-sequence FGKM stars from Johnson et al. (2010a), but adopted updated parameters from Montet et al. (2014) and Brewer et al. (2016) (whenever available) and accounted for the most recent giant planet detections. This sample of 1225 stars was used to study the correlation between giant planet occurrence and both stellar mass and metallicity. We confirm recent results (e.g., Johnson et al. 2010a; Reffert et al. 2015; Jones et al. 2016) that show there is a higher probability of forming giant planets around more massive and metal-rich stars up to $\sim 2.0–2.5 M_\odot$. Tests with offsets in metallicity, mass, or both confirm that this correlation is real and not artificially produced by systematic uncertainties.

Since mass and metallicity seem to be equally important for the formation of giant planets, we also studied planet occurrence as a function of $(M_\ast \times 10^{[\text{Fe/H}]})^{\gamma}$. This quantity can be thought of as the total amount of metals in the protoplanetary disk, assuming that $M_d \propto M_\ast$ (Andrews...
et al. 2013). We observed that the formation of giant planets is an almost linear function of the total amount of metals in the protoplanetary disk ($\gamma \approx 1$). This result agrees with the suggestion given by Ghezzi et al. (2010a) and provides additional strong evidence that most (if not all) giant planets form through the core accretion mechanism (e.g., Ida & Lin 2004).

This study also highlights the crucial role that detailed stellar characterization plays in a complete understanding of planet formation. In this sense, our team continues to follow up and analyze samples of evolved stars with the goal of obtaining more accurate and precise models for the giant planet–mass–metallicity correlations. New planet detections and updated stellar parameters will be presented in future contributions.
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**Figure 20.** Fraction of stars with planets as a function of the amount of metals in the protoplanetary disk.

**Table 10**

Results for the Giant Planet Occurrence Given by Equation (4)

| Retired A Stars | $\Delta [\text{Fe/H}]$ (dex) | $\Delta M$ ($\text{M}_\odot$) | FGK Dwarfs | M Dwarfs | $\gamma$ | Confidence Interval | C | Confidence Interval |
|----------------|-------------------------------|-------------------------------|------------|----------|---------|---------------------|---|---------------------|
| This work      | 0.00                          | 0.00                          | J10, B16   | M14      | 1.04    | (0.88, 1.16)        | 0.086 | (0.076, 0.094)      |
| This work      | −0.05                         | 0.00                          | J10, B16   | M14      | 1.04    | (0.87, 1.16)        | 0.088 | (0.079, 0.097)      |
| This work      | −0.10                         | 0.00                          | J10, B16   | M14      | 1.00    | (0.84, 1.12)        | 0.092 | (0.082, 0.100)      |
| This work      | 0.00                          | −0.12                         | J10, B16   | M14      | 1.04    | (0.87, 1.15)        | 0.088 | (0.078, 0.096)      |
| This work      | −0.05                         | −0.12                         | J10, B16   | M14      | 1.02    | (0.84, 1.13)        | 0.090 | (0.081, 0.099)      |
| This work      | −0.10                         | −0.12                         | J10, B16   | M14      | 0.96    | (0.81, 1.00)        | 0.094 | (0.084, 0.102)      |
Erratum: “Retired A Stars Revisited: An Updated Giant Planet Occurrence Rate as a Function of Stellar Metallicity and Mass” (2018, ApJ, 860, 109)
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In the published article, the top panel of Figure 9 shows masses derived in this work in the x-axis and masses from Johnson et al. (2010) in the y-axis, contrary to the labels and caption. The corrected Figure 9 is shown below. None of the results in the paper are affected.

We thank Michael Ireland for bringing this to our attention.

Figure 9. Comparison between the masses derived in this work (see Section 3.4) and those used by Johnson et al. (2010). The upper panel shows the direct comparison between the two sets of parameters. The lower panel presents the difference \( \Delta M_\varpi = M_\varpi \text{(This Work)} - M_\varpi \text{(SPOCS)} \) as a function of the latter. In both panels, solid lines represent a perfect agreement, while dotted and dashed lines correspond to \( \pm 0.1 \, M_\odot \) and \( \pm 0.2 \, M_\odot \), respectively.
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