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Abstract

We study the spectrum of BPS D-branes on a Calabi-Yau manifold using the 0 + 1 dimensional quiver gauge theory that describes the dynamics of the branes at low energies. The results of Kontsevich and Soibelman \cite{1} predict how the degeneracies change. We argue that Seiberg dualities of the quiver gauge theories, which change the basis of BPS states, correspond to crossing the “walls of the second kind” in \cite{1}. There is a large class of examples, including local del Pezzo surfaces, where the BPS degeneracies of quivers corresponding to one D6 brane bound to arbitrary numbers of D4, D2 and D0 branes are counted by melting crystal configurations. We show that the melting crystals that arise are a discretization of the Calabi-Yau geometry. The shape of the crystal is determined by the Calabi-Yau geometry and the background B-field, and its microscopic structure by the quiver $Q$. We prove that the BPS degeneracies computed from $Q$ and $Q'$ are related by the Kontsevich Soibelman formula, using a geometric realization of the Seiberg duality in the crystal. We also show that, in the limit of infinite B-field, the combinatorics of crystals arising from the quivers becomes that of the topological vertex. We thus re-derive the Gromov-Witten/Donaldson-Thomas correspondence.
1. Introduction

There has been remarkable recent progress in understanding the spectra of BPS states of $\mathcal{N} = 2$ theories in 4 dimensions, driven in part by the mathematical conjectures of Kontsevich and Soibelman \cite{1}. KS conjectured how the degeneracies of BPS states change as we cross walls of marginal stability. In some cases, we have a physical understanding of why the conjectures of \cite{1} are true. In particular, for BPS states in a gauge theory, the results of \cite{1} have been explained in \cite{2,3}, and from a different perspective in \cite{4} (see also the very recent \cite{5}).

In this paper we do three things. First, we give the physical explanation for the “walls of the second kind” in \cite{1}. Second, we provide further evidence that the conjectures of \cite{1} are true – by proving that the spectrum of BPS bound states of a D6 brane with D4, D2 and D0 branes wrapping toric Calabi-Yau manifolds satisfies them, for certain walls. The spectrum here is in general very complicated (far more so than in the examples studied so far, corresponding either to four dimensional gauge theories \cite{10}, or Calabi-Yau manifolds without compact four cycles, where the generating function of the spectrum is computable in closed form \cite{11,12,13,14}). Finally, we use this to shed new light on a relation between familiar objects: topological strings, Calabi-Yau crystals, and BPS D-branes. These were studied previously in \cite{15,16,17,18,19}.

1.1. Walls of the Second Kind and Seiberg Dualities

There are two distinct phenomena that affect the BPS spectrum. One, which was most studied in the literature, e.g. in \cite{20}, corresponds to crossing a wall of marginal stability where central charges of a pair of states align. There, the degeneracies of bound states of the pair change. When the BPS states are described in a quiver gauge theory, we cross the wall by varying the Fayet-Iliopoulos terms. We interpret the “walls of the second kind” of \cite{1}, as a kind of Seiberg duality, that changes the basis of BPS branes and the split of the spectrum into the branes and the anti-branes. In the quiver gauge theory, this can be made precise. The basis of the BPS branes is provided by the nodes of the quiver. The branes are described as linear combinations of these with positive coefficients which are the ranks of the quiver gauge groups. The walls of the second kind correspond to varying the gauge couplings $g^{-2}$ of the nodes. When one of them passes through zero, we need to change the description to a new quiver, related to the original one by Seiberg duality.

\footnote{See \cite{6} for a matrix model perspective, and \cite{7,8,9} for more mathematical progress.}
This replaces the brane of the corresponding node with its anti-brane. The action of Seiberg duality on the nodes of the quiver is exactly the change of basis that appears in [1]. Once the basis vectors change, the possible bound states they can form change as well. So, crossing the walls of the second kind also affects the spectrum of BPS states. We will work out examples of this, starting from a simple one, with an acyclic quiver, in section 2. In section 3, we set this up in more detail, in the context of D3 branes wrapping three-cycles of a local Calabi-Yau $Y$. $Y$ is related by mirror symmetry to a toric Calabi-Yau $X$, which maps the D3 branes to D6, D4, D2 and D0 branes, as we review in section 5.

1.2. Dimer models, Seiberg Dualities, and BPS Degeneracies

Recently, [25] gave a remarkably simple way of computing degeneracies of BPS bound states of one D6 brane on a toric Calabi-Yau $X$, with D4 branes, D2 branes and D0 branes, generalizing the earlier work of [24] to essentially arbitrary toric Calabi-Yau singularities. Adding a D6 brane corresponds to extending the D4-D2-D0 quivers\(^2\) by a node of rank 1 [14], in a manner which we make precise. While in principle BPS degeneracies of a quiver are computable for any given choice of ranks as an Euler characteristic of the moduli space, the direct computations become cumbersome as ranks increase. Instead, as we review in section 4, [25] give a combinatorial way to compute the degeneracies for any ranks, by counting perfect matchings of certain dimer models on a plane. (This can be rephrased in terms of counting melting crystals, as we will explain shortly.) The relevant dimers are the lift to $\mathbb{R}^2$ of dimers on $T^2$ that correspond to D4-D2-D0 quivers in [29,39].

We show that crossing the walls of the second kind that take a quiver $Q$ to its Seiberg dual $Q'$ corresponds to a simple geometric transition in the dimer. In the case of the dimer on $T^2$, this was known from [29], and what we have here is a simple lift of this from the dimers on $T^2$ to the dimers on the plane. Since perfect matchings of the planar dimer count BPS states, this gives a geometric description for how the spectrum jumps. We show (in section 4) that this can be used to prove the KS wall crossing formula in the context of the quivers of [25].

In section 6 we give another example of wall crossing of the second kind corresponding to varying the B-field on $X$. Since shifting the B-field brings us back to the same point in the moduli space of $X$, this should leave the spectrum of BPS states invariant. Indeed,

---

\(^2\) These were studied extensively in [27,28,24,21,30,31,22,23,24,32,33,34,35,36,37,38].
we show that if one turns on compact $B$-field, $B \in H^2_{\text{cmpt}}(X, \mathbb{Z})$, this corresponds to a sequence of Seiberg dualities of the quiver, but in the end the quiver comes back to itself. Shifting by a $B$-field in $B \in H^2(X, \mathbb{Z})/H^2_{\text{cmpt}}(X, \mathbb{Z})$ also corresponds to a change of basis of branes and Seiberg duality, but this time the quiver does not come back to itself. Instead, this change of basis permutes the quivers describing D6 branes with different amounts of noncompact D4 brane charge.

1.3. Calabi-Yau Crystals, Quivers and Topological Strings

There is an intriguing connection between the dimers that appear in [25] and an earlier appearance of dimers in the context of the closed topological string, in [15]. As explained in [15,10,25,14], there is a close relation between dimer models in the plane, with suitable boundary conditions, and three dimensional melting crystals. We show that the melting crystals of [25] have a beautifully simple geometric description: the crystal sites are a discretization of the Calabi-Yau geometry. The shape of the crystal is determined by the geometry of the Calabi-Yau base, which is a singular cone at the point in the moduli space where the quiver is defined. The crystal sites are the integral points of the Calabi-Yau. The precise microscopic structure of the crystal depends on the quiver (and changes under Seiberg dualities). The refinement comes from the fact that we are not counting bound states of the D6 brane with D0 branes, but the more general bound states with D4, D2 and D0 branes, corresponding to splitting of the D0 branes into fractional branes. We show that, increasing the $B$-field by $D \in H^2(X, \mathbb{Z})$, D6 brane bound states are counted by the crystal that takes the shape of the Calabi-Yau $X$ with Kahler class $D$, while the microscopic structure of the crystal does not change.

The relation of topological string amplitudes on $X$ with certain melting crystals was observed in [15]. The Calabi-Yau crystals that arise in our paper are the same as those in [15,16], but only in the limit of infinite $D$, where the microscopic structure of the crystal is lost. The crystals in [15] were interpreted in [16] as counting bound states of a D6 brane on $X$, formulated as the Witten index of a non-commutative $\mathcal{N} = 2$ SYM on $X$. The observations of [16] are known as the Gromov-Witten/Donaldson-Thomas correspondence [17,18]. We thus provide a new derivation of the Gromov-Witten/Donaldson-Thomas correspondence from the perspective of the $0+1$ dimensional quiver quantum mechanics, but only in the limit of large $D$. This is in agreement with [20], which pointed out that the correspondence of [16] can hold only in the limit of infinite B-field (this was also verified in [13] when $X$ has no compact 4-cycles). This is described in section 7.
2. Walls of the Second Kind and Seiberg Duality

Consider BPS states from D-branes wrapping cycles in a Calabi-Yau $Y$. For definiteness, take IIB string theory, so that the BPS particles are labeled by charge

$$\Delta \in H_3(Y, \mathbb{Z}).$$

The mass of the BPS state and the supersymmetry it preserves are determined by the central charge,

$$Z(\Delta) = \int_{\Delta} \Omega,$$

where $\Omega$ is the $(3,0)$ form on $Y$. Near the singularities in $Y$, the D-branes can be described by quiver gauge theories in $0 + 1$ dimensions. The nodes of the quiver correspond to a basis of $H_3(Y, \mathbb{Z})$. Any bound state of the branes with charge $\Delta$ can be written as

$$\Delta = \sum_{\alpha} N_{\alpha} \Delta_{\alpha}, \quad N_{\alpha} \geq 0. \quad (2.1)$$

The corresponding quiver quantum mechanics is a

$$G_{\Delta} = \prod_{\alpha} U(N_{\alpha})$$

gauge theory. The quiver is a good description when all the central charges of the nodes are nearly aligned. By choosing an overall phase of $\Omega$, we can write

$$Z(\Delta_{\alpha}) = \frac{i}{g_{\alpha}^2} + \theta_{\alpha},$$

corresponding to all $Z$’s being close to imaginary. Above, $\theta_{\alpha}$ is the Fayet-Iliopoulos parameter, and $g_{\alpha}$ is the gauge coupling in the quantum mechanics. The BPS degeneracy of a state $\Delta$ is determined by the Witten index

$$\Omega_Q(\Delta) = \text{Tr}_{\Delta, Q}(-1)^F, \quad (2.2)$$

of the quiver with gauge group $G_{\Delta}$.

Thus, the quiver gauge theory provides both a basis of D-branes, and a means to compute the degeneracies.

---

3 From the space time perspective, we are computing $-2\text{Tr} F^2 (-1)^F$. The $F^2$ factor serves to absorb the contribution of zero modes on $R^{3,1}$. This reduces then to $\text{Tr}(-1)^F$ where one traces internal degrees of freedom only \[\text{[20]}\].
At walls in the moduli space, the spectrum of BPS states can change. One kind of wall is a wall of marginal stability, where central charges of two states, for example of two nodes, align. At the wall, even though \( (2.2) \) is an index, it can jump, since the one particle states it is counting can split, or pair up. In the quiver, since we are near the intersection of walls anyhow, crossing this wall corresponds to some combination of FI parameters passing through zero.

Before we go on, note that the quiver only describes the states with non-negative \( N_\alpha \). This is just as well, since the central charges of anti-branes \( -\Delta_\alpha \) would be anti-parallel to the rest of the states in the quiver. The states with some of the \( N_\alpha \)'s negative and some positive do not form bound states, and the quiver does not miss anything\(^4\). Moreover, this remains true even when the central charges of \( \Delta_\alpha \) are not nearly aligned, as long as they all remain in the upper half of the complex plane – simply because there are no walls where \( \Delta_\beta \) and \( -\Delta_\alpha \) can align. The fact that only the states in the upper half of the complex \( Z \)-plane bind, implies that the spectrum can change as a node \( \Delta_* \) leaves the upper half of the complex plane, and correspondingly \( -\Delta_* \) enters it. The node \( \Delta_* \) leaves the upper half of the complex plane when \( g_{-2}^* \) passes through zero. This wall, in real codimension one of the moduli space, was called the “wall of the second kind” in \([1]\).

On the wall, \( g_{-2}^* = 0 \), the gauge coupling of the node is infinitely strong. Even though in \( 0 + 1 \) dimensions the gauge fields have no local dynamics, the coupling enters the action as the coefficient of the kinetic terms for the fields on the brane, e.g., \( \frac{1}{g_{2}^*} \int |\partial \phi|^2 \). We can continue past infinite coupling since clearly nothing special happens to the D-branes, as long as we stay away from \( Z(\Delta_*) = 0 \), but we need to change description. To make \( g_{2}^* \) positive, we need to flip \( \Delta_* \rightarrow \Delta'_* = -\Delta_* \).

The existence of the two dual descriptions of the same state, related by a continuation past infinite coupling \((2.3)\), is a Seiberg duality \([21, 21, 21, 22, 23]\). In fact, \( \Delta_* \) is not the only node that changes. Were we to complete the circle around \( Z(\Delta_*) = 0 \), all of the nodes would have changed due to monodromy, which maps \( \Delta \) to \( \Delta \pm (\Delta \circ \Delta_*) \Delta_* \), for any \( \Delta \), with the sign depending on the path. Going halfway around the circle, there are partial monodromies, which are Seiberg dualities \([21]\). On the other side of the wall, the theory is described by a dual gauge theory, based on \( \{ \Delta'_\alpha \} \) and a new quiver \( Q' \).

\(^4\) There are of course the bound states with all \( N_\alpha \) negative, but these are just CPT conjugates of the states at hand.
A state $\Delta$ in (2.1), can have descriptions both in terms of $Q$ and $Q'$. In addition to the one based on $Q$ and $G_\Delta$, it may have another one, in terms of $Q'$ with gauge group

$$G'_\Delta = \prod_\alpha U(N'_\alpha)$$

where

$$\Delta = \sum_\alpha N'_\alpha \Delta'_\alpha,$$

(2.4)

if $N'_\alpha$ are non-negative. Crossing the “wall of the second kind,” the spectrum can change because the spaces of BPS bound states one can obtain from $Q$ and $Q'$ (by varying FI parameters, while staying in the upper half of the complex plane) are different. In the terminology of KS, this is a change of $t$-structure.

2.1. KS conjecture and Seiberg duality

Kontsevich and Soibelman [1] predict how the degeneracies $\Omega_Q(\Delta)$ change as the central charges $Z$ are varied in some way. For each charge $\Delta \in H_3(Y, Z)$, associate an operator $e_\Delta$, satisfying

$$[e_\Delta, e_{\Delta'}] = \hbar (-1)^{\Delta \circ \Delta'} \Delta \circ \Delta' e_{\Delta+\Delta'},$$

(2.5)

and

$$e_\Delta e_{\Delta'} = (-1)^{\Delta \circ \Delta'} e_{\Delta+\Delta'},$$

where $\Delta \circ \Delta'$ is the intersection product on $H_3(Y)$, and an operator

$$A_\Delta = \exp\left(\frac{1}{\hbar} \sum_{n=1}^{\infty} \frac{e_{n\Delta}}{n^2}\right).$$

Consider the product

$$A_Q = \prod_\Delta A_\Delta^{\Omega_Q(\Delta)}$$

(2.6)

taken over all states $\Delta$ with central charges in the upper half of the complex plane, and in the order of increasing phase of the central charges $Z(\Delta)$. The KS conjecture states

\[5\text{ In general, the degeneracies } \Omega_Q(\Delta) \text{ in the KS formula may differ from the physical BPS degeneracies by a } \Delta\text{-dependent sign. This additional sign factor will be important in section 4, when we use the KS formula to compute wall crossing for quiver gauge theories.}\]
that, if we change the central charges in any way, the BPS degeneracies adjust so that the product, taken over the states with central charges in the upper half plane, is invariant\footnote{More precisely, \cite{ref} restrict to a “strict” wedge, meaning one that subtends an angle less than 180°. This simply tells us how to define $A_Q$ exactly on the wall, when states $\Delta_\alpha$ and $-\Delta_\alpha$ both have central charges on the real line.}.

Consider what happens as we cross the wall where the coupling $g_\ast^2$ of node $\Delta_\ast$ flips sign. Near the wall, the chamber corresponding to the quiver is as in the figure below. As we cross the wall, the state $\Delta_\ast$ leaves the upper half plane from the left, and the state $-\Delta_\ast$ enters it from the right, so that the new degeneracies should satisfy

$$A'_Q = A^{-1}_{\Delta_\ast} A_Q A_{-\Delta_\ast}.$$  \hspace{1cm} (2.7)

![Fig. 1. Wall of the Second Kind. As we cross this wall, the central charge of $\Delta_\ast$ leaves the upper half plane.](image)

Crossing the wall as above, we generally do not come back to the same point in the moduli space, so $A_Q$ and $A'_Q$ are not themselves equal, not even after a change of basis. However, the spectrum should be determined uniquely by the point in the moduli space we are at. Going around a closed loop in the moduli space, the spectrum of BPS states must come back to itself, up to a monodromy that relabels the branes. In particular, it should not matter which way we go around the singularity.

2.2. A simple example

As a simple example, consider the quiver $Q$ with two nodes, $\Delta_1$ and $\Delta_\ast$, and one arrow, corresponding to the intersection number $\Delta_1 \circ \Delta_\ast = 1$. With the central charges as in figure 2, there are only three BPS states, and the operator $A_Q$ is simply \cite{ref}

$$A_Q = A_{\Delta_1} A_{\Delta_1 + \Delta_\ast} A_{\Delta_\ast}.$$ \hspace{1cm} (2.8)
Rotating the central charge of $\Delta_*$ counterclockwise, eventually $Z(\Delta)$ and $Z(\Delta_*)$ align, and we cross a wall of the first kind. The bound state $\Delta_1 + \Delta_*$ decays, and the product becomes\footnote{We used the pentagon identity $A_{\Delta_1} A_{\Delta_1 + \Delta_*} A_{\Delta_*} = A_{\Delta_*} A_{\Delta_1}$ which holds for any two states $\Delta_1, \Delta_*$ with intersection number $+1$ \cite{21}.}

$$A_Q = A_{\Delta_*} A_{\Delta_1}.$$  

Continuing past this, eventually the gauge coupling of $\Delta_*$ becomes negative, so $\Delta_*$ leaves the upper half of the complex plane, and $-\Delta_*$ enters it. To get a good description, we need to change the quiver from $Q$, to $Q'$ with nodes $\Delta_1, -\Delta_*$. This corresponds to Seiberg duality on the node $\Delta_*$ (This quiver and its Seiberg dualities were studied in detail in \cite{21}).

$$A_{Q'} = A_{\Delta*}^{-1} A_Q A_{-\Delta_*} = A_{\Delta_1} A_{-\Delta_*}.$$  

Now, we could have reached the same point in the moduli space by starting with (2.8) and rotating $Z(\Delta_*)$ clockwise instead. Then $\Delta_*$ leaves the upper half of the complex plane, $-\Delta_*$ enters it. We again need to dualize node $\Delta_*$, but now we get the basis $\Delta_1 + \Delta_*, -\Delta_*$ corresponding to quiver $Q''$. Moreover,

$$A_{Q''} = A_{-\Delta_*} A_Q A_{-\Delta_*}^{-1} = A_{-\Delta_*} A_{\Delta_1} A_{\Delta_1 + \Delta_*}.$$  

\* \* \*
To get this to correspond to the same point in the moduli space as $Q'$ above, we need to keep rotating $Z(\Delta_*)$, until $A_{Q''}$ becomes

$$A_{Q''} = A_{\Delta_1 + \Delta_*} A_{-\Delta_*}.$$ 

Since $Q'$ and $Q''$ now correspond to two quivers describing physics at exactly the same point in the moduli space, they are of course equivalent. The non-trivial relation between $A_{Q''}$ and $A_{Q'}$ is a consequence of the fact that to relate them, we need to go once around the $Z(\Delta_*) = 0$. In doing so, there is a monodromy acting on the cycles that maps

$$\Delta \rightarrow \Delta + (\Delta \circ \Delta_*) \Delta_*,$$

looping counter-clockwise, which is precisely how these are related. As an aside, note that, taking for example the state $\Delta_1 + \Delta_*$ of quiver $Q$, depending on which way we go around the singularity there are two different interpretations for its fate. Along the path corresponding to $Q'$, the state decays into $\Delta_1$ and $\Delta_*$ on the wall of marginal stability where $\Delta_*$ and $\Delta_1$ align. From the perspective of the split attractor flows [12], the flow corresponding to $\Delta_1 + \Delta_*$ splits on this wall into a flow corresponding to $\Delta_*$, which crashes at $Z(\Delta_*) = 0$, and an honest black hole attractor corresponding to $\Delta_1$. Along the path corresponding to $Q''$, the state crosses no walls, but the monodromy changes $\Delta_1 + \Delta_*$ to $\Delta_1$. Following either flow, the attractor point is the same, as expected from [12].

3. Quivers from Calabi-Yau Threefolds

In this section we will review (following [24]) the quiver gauge theories $Q$ that arise for certain choices of a Calabi-Yau $Y$, and its moduli. One reason we choose these theories is that one has a very direct, geometric understanding of what happens to $Q$ as the central charges are varied, and the theory undergoes Seiberg dualities. The second reason is that the choice we make implies that the quiver theory has extra symmetries – $Q$ are the so-called toric quiver gauge theories of [29,39] (see [44] for an excellent review). The torus symmetries will allow us to extract very precise information about the quantum BPS spectra of $Q$, in the next section. The presence of the extra symmetries is related to

---

8 The change of basis of BPS states was also recently discussed in [43], from the attractor viewpoint.
the fact, aspects of which we will review in the next section, that $Y$ is mirror to a toric Calabi-Yau $X$.

Consider a Calabi-Yau $Y$ given by

$$W(e^x, e^y) = w \quad uv = w. \quad (3.1)$$

We can view $Y$ as a fibration over the $w$ plane. At a generic point in the $w$-plane, the fiber is a product of a cylinder $uv = w$, and a Riemann surface $W(e^x, e^y) = w$. Over special points, the fiber degenerates. Over a point $q$ with $w(q) = 0$, the $S^1$ of the cylinder pinches. The 1-cycles of the Riemann surface degenerate over critical points of $W(e^x, e^y)$,

$$p_\alpha : \quad \partial_x W = 0 = \partial_y W, \quad \alpha = 1, \ldots, r \quad (3.2)$$

where $w(p_\alpha) = w_\alpha$. For each $p_\alpha$, a path in the $w$-plane connecting it with $q$, together with an $S^1 \times S^1$ fiber over it, gives an $S^3$ which we will denote

$$\Delta_\alpha, \quad \alpha = 1, \ldots, r$$

Above, one of the $S^1$'s corresponds to the cylinder, while the other corresponds to the 1-cycle of the Riemann surface pinching at $p_\alpha$). The three-cycles $\Delta_\alpha$ provide a basis for the compact homology of $Y$. We can associate a quiver to the above singularity by considering D3 branes wrapping the cycles $\Delta_\alpha$. Since the $\Delta_\alpha$'s are spheres, the D-branes wrapping them have no massless adjoint matter. For a collection of

$$\Delta = \sum_\alpha N_\alpha \Delta_\alpha, \quad N_\alpha \geq 0. \quad (3.3)$$

branes, we get a

$$G = \prod_\alpha U(N_\alpha) \quad (3.4)$$

quiver gauge theory, with $\Delta_\alpha$ corresponding to node $\alpha$ of the quiver. Moreover, for every point of intersection of $\Delta_\alpha$ and $\Delta_\beta$ we get a massless chiral bifundamental in either $(N_\alpha, \bar{N}\beta)$, or $(N\beta, \bar{N}_\alpha)$ representation of the gauge group. Pairs of these can get mass, so the net number of chiral multiplets going from node $\alpha$ to node $\beta$ is

$$n_{\alpha\beta} = \Delta_\alpha \circ \Delta_\beta.$$
As we vary the moduli of $Y$, the locations of critical points $p_\alpha$ in the $w$ plane change. If the critical point $p_\alpha$ crosses the cycle $\Delta_\beta$, due to monodromy, the homology of the cycle $\Delta_\beta$ changes to $\Delta'_\beta$

$$\Delta'_\beta = \Delta_\beta \pm (\Delta_\beta \circ \Delta_\alpha) \Delta_\alpha,$$  \hspace{1cm} (3.5)

where in (3.5), $\Delta_\beta$ stands for the original homology class of the cycle (see figure 3).

![Picard-Lefschetz monodromy as $\alpha$ passes through the $\Delta_\beta$ cycle.](image)

The fact that the homology classes of the cycles change implies that the quiver changes. For example, the intersection numbers $n_{\alpha\beta}$ change, and with them the number of arrows connecting the two nodes of the quiver. Consider varying the moduli so that the gauge coupling of the nodes $\Delta_\ast$ becomes negative. In the process, $p_\ast$ crosses the cycles $\Delta_\beta_i$, so that the basis of branes changes to

$$\Delta'_\ast = -\Delta_\ast$$  

$$\Delta'_{\beta_j} = \Delta_{\beta_j} \pm n_{\beta_j \ast} \Delta_\ast$$  

$$\Delta'_{\gamma_k} = \Delta_{\gamma_k}$$  \hspace{1cm} (3.6)

![The $\Delta_\ast$ cycle is shown shrinking and then growing in the opposite direction. In the process, $\Delta_\ast$ crosses the $\{\Delta_\beta_i\}$.](image)
This implies that the intersection numbers change as

\[
\begin{align*}
n'_* &= -n_* \\
n'_{\beta_k \gamma_j} &= n_{\beta_k \gamma_j} \pm n_{\gamma_j} n_{* \gamma_k} \\
n'_{\gamma_j \star} &= -n_{\gamma_j \alpha}
\end{align*}
\]

(3.7)

In addition, for the D3 brane charge to be conserved, the ranks of the quiver have to change, for the D-brane charge to be conserved. The numbers \( N_\alpha \) of the branes on the node \( \alpha \) have to change to \( N'_\alpha \), so that

\[
\Delta = \sum_\alpha N_\alpha \Delta_\alpha = \sum_\alpha N'_\alpha \Delta'_\alpha,
\]

in order to be consistent with (3.5).

Note that (3.6)(3.7) are exactly the same changes of basis as on p. 134 of [1]. The transformation is a Seiberg duality of the quiver gauge theory [45][30] when either

\[
n_{* \beta_k} > 0, \quad n_{* \gamma_j} \leq 0,
\]

for all \( \beta_k, \gamma_j \), or with the direction of inequalities reversed – depending on the sign in (3.6). The choice of sign determines which way around the singularity we go. The new quiver \( Q' \) is obtained from \( Q \) by (i) reversing the arrows beginning or ending on the node \( \star \) we dualized. The reversed arrows correspond to new chiral fields associated with the dual node, all of whose intersection numbers have flipped signs. (ii) The original bifundamentals transforming under the node \( \star \) are confined in the bifundamental mesons that no longer transform under gauge transformations on node \( \star \). (iii) There is an additional gauge invariant coupling of the mesons to the new bifundamentals charged under the dual node. These can however pair up with the existing bifundamentals of opposite orientations and disappear, since only the net intersection number, counted with signs is invariant. The net effect of (ii) and (iii) is to give a mass to all but \( n_{\beta_k \gamma_j} \pm n_{\gamma_j} n_{* \gamma_k} \) bifundamentals between the node \( \beta_k \) and \( \gamma_j \).

9 When this is not the case, one should still get a dual description, though it may not correspond to the quiver gauge theory one would naively obtain. For example due to the presence of tachyons, the intersection numbers from the geometry need not count chiral multiplets. See, e.g. [30][36].
3.1. The mirror of $\mathbb{P}^1 \times \mathbb{P}^1$ example

Consider for example,

$$W(e^x, e^y) = e^x + z_t e^{-x} + e^y + z_s e^{-y} + 1,$$

where $z_t = e^{-t}$, $z_s = e^{-s}$. There are four critical points in the $W$ plane, $w_\alpha = \pm 2\sqrt{z_t} \pm 2\sqrt{z_s} + 1$.

![Fig. 5. The W plane for the mirror of $\mathbb{P}^1 \times \mathbb{P}^1$.](image)

The four corresponding $S^3$'s are drawn in Figure 5, in the limit

$$z_s, z_t \rightarrow 0.$$

The intersection numbers of the cycles were determined in [46]. The quiver $Q$ that results has four nodes, connected by arrows

$$n_{32} = n_{34} = n_{21} = n_{41} = 2, \quad n_{13} = 4.$$

The theory also has a superpotential, computed by the topological A-model on a disk,

$$\mathcal{W} = \sum_{i,j,a,b=1,2} \epsilon^{ij} \epsilon^{ab} \left( \text{Tr} B_a A_i D_{jb} + \text{Tr} \tilde{A}_i \tilde{B}_a D_{jb} \right).$$

where the fields are labeled in Figure 7. As we vary the complex structure moduli of $Y$, the gauge coupling of one of the nodes, say node 2 can become negative. This can be achieved by sending

$$z_s, z_t \rightarrow \infty,$$
keeping the ratio $z_s/z_t = e^{-T}$ fixed. As we vary $z$’s the cycles deform as in the Figure 6 [24], corresponding to

$$\begin{align*}
\Delta'_1 &= \Delta_1 + 2\Delta_2, \\
\Delta'_2 &= -\Delta_2, \\
\Delta'_3 &= \Delta_3, \\
\Delta'_4 &= \Delta_4.
\end{align*}$$

(3.9)

We chose the labeling of the new nodes in a manner that will be useful later.

Fig. 6. Deformation of the cycles as $z_s, z_t \to \infty$. Since $\Delta_1$ is deformed, the good cycle in this limit is now $\Delta'_1$.

This implies that the non-vanishing intersection numbers are now

$$n'_{12} = n'_{23} = n'_{34} = n'_{41} = 2.$$

This results in a new quiver, $Q'$, given in the Figure 7. The superpotential of the theory also changes, and becomes\footnote{The dual theory is obtained by Seiberg duality – instead of $\tilde{A}_i, \tilde{B}_\alpha$ we introduce two new pairs of fields $A'_i, B'_\alpha$, with opposite orientation. The original fields are confined in mesons $M_{\alpha i} = \tilde{B}_\alpha \tilde{A}_i$, and the superpotential becomes

$$W = \sum_{i,j,\alpha,\beta} \epsilon^{ij} \epsilon^{\alpha\beta} (\text{Tr} B_\alpha A_i D_j \beta + \text{Tr} M_{\alpha i} D_j \beta + \text{Tr} B'_\alpha A'_i M_{j \beta}).$$

The second term above makes both $M$ and $D$ massive, and they can be integrated out. This results in the effective superpotential we wrote.}

$$W = \sum_{i,j,\alpha,\beta} \epsilon^{ij} \epsilon^{\alpha\beta} \text{Tr} B_\alpha A_i A'_j.$$
Fig. 7. The Quivers for $P^1 \times P^1$. The $Q$ phase corresponds to $z_s, z_t \to 0$ while the $Q'$ phase corresponds to $z_s, s_t \to \infty$.

3.2. Toric Quiver and Dimers on a Torus

The two quiver gauge theories above are examples of the “toric” gauge theories [29] (4 contains an excellent summary). The quiver $Q$ of a toric gauge theory can be represented as a periodic quiver on a $T^2$ torus. The periodic quiver gives a tiling of the torus which turns out to encode not just the quiver, but also the superpotential $W$. The terms in the superpotential correspond to the plaquettes on the torus defined by the quiver, whose boundaries are the bifundamental matter fields and where the orientation of the boundary of a plaquette determines the sign of the term. This implies, for example, that a given matter field enters precisely two superpotential terms, with opposite signs.11

The dual graph, with faces and nodes exchanged, is per definition a bipartite graph on the torus. The bi-coloring of the nodes is determined by the sign of the corresponding superpotential term. Moreover, the edges of the dual graph connect pairs of nodes of different colors.

The structure is in part a consequence of mirror symmetry [39], and the fact that $Y$ is fibered by three-tori $T^3$. If we view the $T^3$ as an $S^1$ fibration over $T^2$, where the $S^1$ fiber corresponds to the $uv = w$ cylinder, and the $T^2$ is mapped out by the phases of $x$ and $y$ coordinates. Consider a D3 brane, wrapping a generic $T^3$ fiber (this is mirror to a D0 brane on $X$), and let it approach $w = 0$ in the base. There, the $S^1$ fibration degenerates over a graph on the $T^2$ cut out by the Riemann surface $W(e^x, e^y) = 0$. In the nice cases, corresponding to the quiver being toric, the fibration is such that this sections the D3 brane out into plaquettes, which are the plaquettes of the bipartite graph [47] [39]. In particular,

$$T^3 = \sum_{\alpha} \Delta_{\alpha}$$

11 Any additional coefficients can be set to 1 by a field redefinition.
this implies that the moduli space of the $U(1)^r$ quiver gauge theory is the mirror manifold $X$, since mirror symmetry maps D3 brane on $T^3$ to D0 brane on $X$.

The toric quiver gauge theories have a global

$$T = U(1)^2 \times U(1)_R$$

symmetry. The $U(1)^2$ symmetry is inherited from the $U(1)^2$ symmetry of the Calabi-Yau, and leaves the superpotential invariant. The $U(1)_R$ is an $R$-symmetry, under which the superpotential is homogeneous, of degree 2.

There is a simple geometric relation between bipartite graphs of a pair of dual quivers [29]. The transformation is local, acting only on the face of the bipartite graph we dualize. We replace the face corresponding to the dualized node of the quiver (in the present case, this is node 2), with a dual face. The dual face is the copy of the original, but with the colors of all the vertices reversed. For this to fit into the original bipartite graph consistently, we add a link connecting each original vertex bonding the face to its dual of opposite color. The new links that appear in this way correspond to mesons. Finally, we can erase links corresponding to massive fields. The result is the bipartite graph corresponding to the dual gauge theory. An example of this, relating the dimers of quivers $Q$ and $Q'$ is in the figure 8.

Fig. 8. The dimer models on $T^2$ for $Q$ and $Q'$ are related by dualizing face 2.

4. BPS Degeneracies and Wall Crossing from Crystals and Dimers

There is a combinatorial way to compute the BPS degeneracies of toric quiver theories [25,14,48] in terms of enumerating certain melting crystal configurations, or equivalently [15,25], by counting dimer configurations. In the language of dimers, Seiberg duality becomes geometric. We will use this to prove that the BPS degeneracies of of two Seiberg dual quivers satisfy the relations (2.7) for a certain infinite class of states. (As we will see in the next section, these will turn out to be bound states of a single D6 brane bound to D4, D2 and D0 brane wrapping cycles in a mirror toric Calabi-Yau $X$.)
4.1. BPS states of Quivers and Melting Crystals

The BPS degeneracy of a state $\Delta$ is the Witten index

$$\Omega_Q(\Delta) = \text{Tr}_{Q,\Delta}(-1)^F$$

of the quiver $Q$ with gauge group $G_\Delta$ (3.4). It can be computed as the Euler character of the moduli space of the quiver, defined by setting F- and D-terms to zero, and dividing by the gauge group. In practice, this is doable for any fixed $\Delta$, but it quickly gets cumbersome.

There is a combinatorial way to compute the degeneracies $\Omega_Q(\Delta)$, for any $\Delta$, for a toric gauge theory, using the torus $T$ symmetry and localization. The price to pay is that the results correspond to degeneracies not of the quiver $Q$ alone, but of its extension by adding one extra node of rank 1. In the figure below we show the extension of the two dual quivers we considered above by an node $\alpha = 0$ and an arrow.

![Extended quivers](image)

Fig. 9. The extended quivers for $\mathbf{P}^1 \times \mathbf{P}^1$.

The extended quiver has the same superpotential as before, since there are no gauge invariant operators we can add. We will return to the physical meaning of this extension in a moment\footnote{This was discussed in \cite{12} in the case of the conifold, and in \cite{14} for toric Calabi-Yau without compact 4 cycles.}, but for now we simply explain the statement \cite{23,14}.

Recall that a quiver defines a path algebra $A$, whose elements are all paths on the quiver obtained by joining arrows in the obvious way, where we consider equivalent two paths related by F-term constraints. Since we allow paths on the quiver $Q$ that wind around the torus arbitrary numbers of times, consider the lift to a periodic quiver on the plane, $Q_{R^2}$. Let $A_0$ be the subspace of $A$, corresponding to paths starting on node 0.
The $\mathbf{T}$-charge of the arrows in the quiver assigns $\mathbf{T}$ charge to paths in $A_0$. A theorem of \cite{19,25} states that any two elements of $A_0$ with the same $\mathbf{T}$ charge are equivalent modulo $F$-terms. The set of $\mathbf{T}$ charges of endpoints of $A_0$ is a three-dimensional crystal $\mathcal{C}$, which is a cone (see Figure 10). Keeping track of only the $U(1)^2$ charge, $\mathcal{C}$ projects down to the two-dimensional planar quiver we started with. The $U(1)_R$ charge defines height of the nodes, making the crystal three dimensional.\footnote{It is crucial for the structure of the crystal that there exist a $U(1)_R$ symmetry so that every path has positive $R$-charge. One choice is the $U(1)_R$ symmetry that can be geometrically realized in the dimer model as an “isoradial embedding” of the bipartite graph in the plane \cite{14}.}

![Figure 10](image)

Fig. 10 The crystal for local $\mathbb{P}^1 \times \mathbb{P}^1$.

Starting from $\mathcal{C}$ one can explicitly construct $\mathbf{T}$-invariant solutions to $F$-term equations. A melting of the crystal is an ideal $\mathcal{C}_\Delta$ such that if a path $p$ is in $\mathcal{C}_\Delta$, than $pa$ is also in $\mathcal{C}_\Delta$ for any path $a$ in $A$. $\mathcal{C}_\Delta$ is obtained from $\mathcal{C}$ by removing $N_\alpha$ sites corresponding to node $\alpha$ where $\Delta = \sum_\alpha N_\alpha \Delta_\alpha$. The melting crystal configurations $\mathcal{C}_\Delta$ are in one-to-one correspondence with $\mathbf{T}$-fixed solutions to $F$-term equations corresponding to quiver $Q$, with gauge group $G_\Delta$\footnote{To sketch this, consider the finite set of sites we removed to get $\mathcal{C}_\Delta$ from $\mathcal{C}$. The set of sites corresponding to node $\alpha$ give vector spaces $V_\alpha$ of Chan-Paton factors of rank $\dim(V_\alpha) = N_\alpha$. The algebra $A$ is represented on this by matrices, with non-zero entries corresponding to paths in the crystal. By construction, these satisfy $F$-term constraints. The vector spaces $V_\alpha$ come with the grading by the torus $\mathbf{T}$ charge assigned to them by paths in $A_0$. The solutions to the $F$-term equations we obtained above are fixed under the torus action that transforms the $V_\alpha$ and elements}. We will choose the FI parameters $\theta_\alpha$ in such a way that every
solution we constructed is stable – they can solve the D-term constraints. This corresponds to \( \theta_0 > 0 \) and \( \theta_{\alpha \neq 0} < 0 \). Physically, this means that the central charges of the nodes \( \Delta_\alpha \) are all roughly aligned, and at an angle with the central charge of the node \( \Delta_0 \). Then, setting D-terms to zero and dividing by the gauge group is equivalent to dividing by the complexified gauge group. Doing so, the fixed points in the quiver moduli space are isolated, and counting them reduces to enumerating crystal configurations \( C_\Delta \).

Counting \( T \)-fixed points in the classical moduli space gives \( Tr_\Delta (-1)^F \) up to a sign \( (-1)^{d(\Delta)} \), corresponding to the fermion number of the fixed point (which determines whether the BPS multiplet is bosonic or a fermionic). Thus, the BPS degeneracies of the quiver are obtained by counting melting crystal configurations, up to sign

\[
\Omega_Q(\Delta) = \sum_{C_\Delta} (-1)^{d(\Delta)} = (-1)^{d(\Delta)} \chi(\mathcal{M}_Q^\Delta),
\]

where the sum is over crystals \( C_\Delta \) with charge \( \Delta \) nodes removed, and where we have also written the degeneracies in terms of the euler characteristic of the quiver moduli space \( \mathcal{M}_Q^\Delta \) with fixed ranks given by \( \Delta \). The sign is computed by

\[
d(\Delta) = \sum_\alpha N^2_\alpha + \sum_{\alpha \to \beta} N_\alpha N_\beta \tag{4.1}
\]

where the last sum is over all the arrows in the quiver \( Q \) connecting nodes \( \alpha \), and \( \beta \), including node 0. This counts the dimension of the tangent space to the fixed point set.

Finally, let us define a generating function for the degeneracies

\[
Z_Q(q) = \sum_{\Delta, C_\Delta} (-1)^{d(\Delta)} q^\Delta
\]

where \( q^\Delta \) is the chemical potential, induced by giving weight \( q_\alpha \) to node \( \alpha \), i.e.

\[
q^\Delta = \prod_{\alpha > 0} q_\alpha^{N_\alpha}.
\]

### 4.2. Wall Crossing and Crystals

We have seen that the degeneracies of \( N_0 = 1 \) BPS states of a toric quiver \( Q \) extended by a node, can be computed by counting crystal configurations. Consider now two toric of \( A \) by their corresponding weights. We still need to impose D-term constraints, and divide by the subgroup of the gauge group \( G_\Delta \) that is preserved by the solution. Since the nodes of \( V_\alpha \) all carry different \( T \) charge, \( G_\Delta \) is broken to the maximal abelian subgroup. We thank D. Jafferis for discussions and explanations of this point.
quivers $Q, Q'$ related by dualizing a node $\Delta_\ast$. We will prove that the degeneracies computed by the corresponding crystals satisfy the wall crossing formulas of \cite{1}.

The wall crossing formula (2.7), predicts that degeneracies corresponding to two quivers $Q$ and $Q'$ are related by

$$A_{Q'} = A_{\Delta_\ast}^{-1} A_Q A_{-\Delta_\ast},$$

(4.3)
together with a change of basis following from (3.6)

$$e'_{\Delta_\ast} = e_{-\Delta_\ast},$$

$$e'_{\Delta_\beta_j} = e_{(\Delta_\beta_j + n_{\beta_j} \Delta_\ast)}$$

$$e'_{\Delta_\gamma_k} = e_{\Delta_\gamma_k}$$

(4.4)

where $n_{\beta_j} > 0$, and $n_{\gamma_k} < 0$. (In (4.3) we made a particular choice of the route around the singularity. The other choice is related to this by monodromy, which does not affect the degeneracies, but relabels the charges.) In the above, $A_Q$ contains the information about the BPS states with any $N_0$, and not just $N_0 = 1$ states that are counted by the crystal. To apply this to the present context, consider a truncation of the algebra (2.5) to operators $e_\Delta$ with $N_0 = 0$. Denote by $A_Q^{(0)}$ the restriction of $A_Q$ operator product to states with vanishing $N_0$. This can be implemented by setting $e_{\Delta_0} = 0$. Then, (4.3) reads the same, just restricted to $A_Q^{(0)}$.

Next, restrict to operators $e_\Delta$, with $N_0 = 0, 1$. (Note that this implies that any two operators with $N_0 = 1$ commute.) By our choice of the FI parameters, the central charges of all the states with $N_0 = 0$ are approximately aligned, and the central charges of all the states with $N_0 = 1$ are also aligned, but at an angle to the former.\footnote{Note that this implies that $|Z(\Delta_\alpha)| \ll |Z(\Delta_0)|$, an assumption that we will justify in the next section, when we identify node 0 with a D6 brane wrapping $X$.} To this order, $A_Q$ reduces to a product $A_Q^{(0)} A_Q^{(1)}$. Then, (4.3) implies that $A_Q^{(1)}$ transforms by conjugation with $A_{-\Delta_\ast}$:

$$A_Q^{(1)} = A_{-\Delta_\ast}^{-1} A_Q^{(1)} A_{-\Delta_\ast}.$$ 

(4.5)

To compare $A_Q^{(1)}$ and $A_Q^{(1)}$, we in addition need to redefine the variables using (4.4). Note that, in addition to crossing the wall of the second kind, corresponding to a Seiberg duality, we have adjusted the FI terms so that the computation of \cite{25} applies. In other words, all the central charges of all the $\Delta_\alpha' \neq 0$ are aligned, and at an angle to $\Delta_0'$.
Since we are only interested in states with $N_0 = 1$, and using that conjugation by $A_\Delta$ acts as
\[ A_\Delta e_{\Delta'} A_\Delta^{-1} = (1 - e_\Delta)^{\Delta \circ \Delta'} e_{\Delta'}, \]
for any two $\Delta, \Delta'$, we can equivalently rewrite (4.5) as
\[ \sum_\Delta \chi(\mathcal{M}_Q^\Delta) e_\Delta = \sum_\Delta \chi(\mathcal{M}_Q^\Delta) (1 - e_{-\Delta})^{\Delta \circ \Delta} e_\Delta. \]
Note that we have written this KS formula in terms of the (unsigned) moduli space euler characteristics rather than the true (signed) BPS invariants. As noted in section 2, this is because KS naturally counts the euler characteristic moduli spaces without the additional sign. However, this sign is naturally restored in the change of variables below. The sum is over all $\Delta$ with $N_0 = 1$. Finally, let us write how the partition function transforms. Writing
\[ e_\Delta \rightarrow (-1)^{d(\Delta)} q^{\Delta}, \]
and noting that
\[ e_\Delta e_{\Delta'} = (-1)^{\Delta \circ \Delta'} e_{\Delta + \Delta'}, \]
we can write
\[ Z_{Q'}(q') = \sum_\Delta \Omega_{Q'}(\Delta) q'^{\Delta} = \sum_\Delta \Omega_Q(\Delta) (1 - (-1)^{\Delta \circ \Delta'} q_{\ast}^{-1})^{\Delta \circ \Delta} q^{\Delta}, \quad (4.6) \]
where we change the variables consistent with (4.4), in other words
\[
\begin{align*}
q'_{\ast} &= (q_{\ast})^{-1} \\
q'_{\beta_j} &= q_{\beta_j} (q_{\ast})^{n_{\beta_j}} \\
q'_{\gamma_k} &= q_{\gamma_k}
\end{align*}
\quad (4.7)
\]
Note that this is the semi-primitive wall crossing formula of [20], because always one of the products has $N_0 = 1$. When we consider passing through several walls of the second kind this will end up involving general decays, because the degeneracies of decay products at one wall can jump on the next. This gives us an explicit prediction for the degeneracies computed from one crystal in terms of the other, which one can check term by term. We can however do better, and prove that the BPS degeneracies of the two quivers are indeed related by (4.5). The proof is elementary, using the dimer point of view on the crystals.
4.3. Dimers and Wall Crossing

Recall that Seiberg duality relating quivers $Q$ and $Q'$ has a simple geometric realization in terms of bipartite graphs on $T^2$. This will allow us to give a geometric proof of the wall crossing formula (4.6) in terms of dimers. But, for this we need to translate the counting of BPS states in the quiver from the language of crystals, which we used so far, to dimers.

Consider the bipartite graph dual to the periodic quiver $Q_{T^2}$ on the torus. The lift of this to the covering space is a bipartite graph in the plane. The path set $A_0$ gives rise to a canonical perfect matching of the bipartite graph. Consider the paths in $A_0$ that lie on the surface of the crystal. These correspond to short paths in the planar quiver $Q_{R^2}$, paths containing no loops. These short paths define a set of paths on the bipartite graph, where they pick out a subset of edges crossed by them. The edges in the complement of this define a perfect matching $m_0$ of the bipartite graph $[25,14]$.

The finite melting crystal configurations are in one to one correspondence with perfect matchings $m$ which agree with $m_0$ outside of a finite domain. Removing an atom in the crystal is rotating the dimers around the corresponding face in the bipartite graph. The difference $m - m_0$ of the two perfect matchings defines closed level sets on the bipartite graph. We can use them to define a height function whose value is 0 at infinity, and increases by $\pm 1$ each time we cross a level set, depending on the orientation. Defined this way, the height function lets us keeps track of the height of the the sites we melt from the crystal. The figure 11 shows the planar dimers and their backgrounds $m_0$ corresponding to the two quivers $Q$ and $Q'$.

![Fig. 11. The vacuum perfect matchings, $m_0$, for the dimer model associated to the quivers $Q$ and $Q'$ of local $\mathbb{P}^1 \times \mathbb{P}^1$.]
The partition function (4.2) can thus be written in terms of the dimer model as

\[ Z_Q(q) = \sum_{m \in \mathcal{D}_Q} (-1)^{d(\Delta(m))} q^{\Delta(m)} \]  

(4.8)

where \( q^{\Delta(m)} \) is the weight of the dimer configuration, chosen to agree with the weights of the corresponding crystal [15,40]. We assign a fixed weight \( w(e) \) to every dimer \( e \) on the plane, in such a way that the product of weights of edges around a face, corresponding to node \( \alpha \) of \( Q_{R^2} \) equals \( q_\alpha \). The edges have a natural orientation, from a white vertex say to black, and contribute to the product by \( w(e) \) or \( w(e)^{-1} \) depending on whether orientation of the edge agrees or disagrees with the orientation of the cycle. The weight of the dimer configuration \( m \) is a product over the weights of the edges in the dimer, \( w(m) = \prod_{e \in m} w(e) \), normalized by \( w(m_0) = \prod_{e \in m_0} w(e) \), and

\[ q^{\Delta(m)} = \frac{w(m)}{w(m_0)} \]

The sign in (4.8) does not come from the weights (i.e. for a general \( Q \) it cannot be absorbed into the weights), but is added in by hand.

The duality transformation relating the two quivers \( Q \) and \( Q' \) has a simple geometric interpretation in terms of the bipartite graph, corresponding to replacing a face of the node we dualize, with the dual face. This operation lifts to perfect matchings of the corresponding bipartite graphs as well – from the perfect matching of one graph, we can obtain a perfect matching of the dual graph. Were the operation one to one, the degeneracies computed from one dimer and its dual would have been the same. The operation is in fact almost one to one, except for an ambiguity in the mapping of certain dimers on the faces we dualized.

Let \( \mathcal{D}_Q \) and \( \mathcal{D}_{Q'} \) be the sets of the perfect matchings of the two dual bipartite graphs in the plane (with the suitable asymptotics). Any two perfect matchings in \( \mathcal{D}_{Q'} \) differing by “configurations of type 1” in figure 12 come from the same configuration in \( \mathcal{D}_Q \). In addition, any two perfect matchings in \( \mathcal{D}_Q \) containing a “configuration of type 2” correspond to the same dimer in \( \mathcal{D}_{Q'}' \).
This means we can use perfect matchings of $\mathcal{D}_Q$ to enumerate perfect matchings of $\mathcal{D}_Q'$, provided we know the numbers $\#1(m)$, $\#2(m)$ of configurations of type 1 and type 2 in each perfect matching $m$ of $\mathcal{D}_Q$. To count the perfect matchings in $\mathcal{D}_Q'$, we need to sum over all the perfect matchings of $\mathcal{D}_Q$, and compensate for configurations over- or under-counted. Schematically, in terms of counting dimer configurations without signs (later, we will be precise about the weights), this gives

$$
\sum_{m \in \mathcal{D}_Q'} (q')^{\Delta(m')} = \sum_{m \in \mathcal{D}_Q} (1 + q_*)^{I(m)} q^{\Delta(m)}
$$

(4.9)

where

$$I(m) = \#1(m) - \#2(m).$$

The factor

$$(1 + q_*)^{I(m)} = \frac{(1 + q_*)^{\#1(m)}}{(1 + q_*)^{\#2(m)}}$$

appears since in $\mathcal{D}_Q$ there are too many configurations of type 2, and too few of type configurations of type 1.

Fig. 12. How dimer configurations transform under Seiberg Duality.
Notice that (4.6) and (4.9) are of the same form, provided $I(m)$, which we will call the “dimer intersection number”, depends only on the charge $\Delta$ of the dimer configuration $m$, and not on $m$ itself, and equals the intersection number of $\Delta_*$ and $\Delta$,

$$I(m) = \Delta_* \circ \Delta,$$

where $\Delta_*$ is the node being dualized. In the next subsection, we will show that this is indeed the case. Using this, we will prove that the degeneracies of two Seiberg dual toric quivers indeed satisfy (4.6).

4.4. The proof

To be able to count the BPS states using dimers, both the original and the dual quiver need to be toric. The conditions for this were studied in [29]. The Seiberg duality needs to preserve the fact that a D3 brane wrapping the $T^3$ fiber corresponds to all ranks of the quiver being one. (This is required by the stringy derivation of the relation of quivers and dimer models [39], as we reviewed earlier.) For this to be the case, as is easy to see from (3.6) and charge conservation of $T^3 = \sum \Delta_\alpha$, the node we dualize has to have two incoming and two outgoing arrows. Under this restriction, the most general face of the dimer model that can be dualized is shown in Figure 13.

Now consider some arbitrary matching $m$ corresponding to charge $\Delta$, with

$$\Delta = \sum_\alpha N_\alpha \Delta_\alpha.$$

If we denote the face to be dualized by, $\Delta_*$, then it follows that its intersection with $\Delta$ is

$$\Delta_* \circ \Delta = \sum_\alpha N_\alpha n_{*\alpha} = N_2 + N_4 - N_1 - N_3 - n_{0*} \quad (4.10)$$

where we used the fact that $n_{*\alpha}$ is non-zero only for faces that share an edge with $*$, and its value, including the sign can be read off from the bipartite graph. We are using here the conventions of figure 13. The last term is not geometric, $n_{0*}$ is the number of framing nodes from 0 to node *. In our setup so far, this is either 0 or 1.

We will use induction to find the dimer intersection number $I(m)$, and show it equals the physical intersection number (4.10). Starting with some arbitrary perfect matching, we consider the effect of melting an additional node. We will show that the $I(m)$ and $\Delta_* \circ \Delta$
change in the same way. In the end, we will show that the canonical perfect matching $m_0$ also satisfies the relation, so in fact any perfect matching does so as well.

In the dimer model, melting a node simply corresponds to exchanging occupied and unoccupied bonds along the perimeter of that face. Further, from the ingoing and outgoing arrows at face $*$, a bond on edge $a$ corresponds to face 1 being melted and bond $c$ corresponds to 3 melted, while $b$ corresponds to 2 unmelted, and $d$ corresponds to 4 unmelted. Now we observe that removing a bond from the perimeter of $*$ always changes the dimer intersection number by +1, since it either removes a type 2 configuration or adds a type 1 configuration. Thus we find that melting faces 1 or 3 both change the dimer intersection number by $-1$ and melting faces 2 or 4 change the dimer intersection number by +1.

To complete the inductive argument, we need to compute the dimer intersection number for the vacuum configuration. If $n_{0*} = 0$ then there are no “removable” $*$ faces in the initial dimer configuration so no type 2 configurations appear. Since the vacuum configuration can be seen as the complement of those bonds that intersect arrows in the planar quiver, there are also no type 1 configurations. Such a type 1 configuration would have both incoming and outgoing arrows present, but such a configuration cannot appear on the surface of the crystal. One way to understand this is to note that the vacuum dimer configuration breaks the rotational and translational symmetry of the bipartite graph by specifying the tip of the crystal. For any face in the bipartite graph (which must correspond to an atom on the surface of the crystal), the direction toward the tip of the crystal is a preferred direction, and the dimer model reflects this preference. However, a type 1 configuration has symmetric arrows with no preferred direction. Thus, it cannot exist in the vacuum configuration. If $n_{0*} = 1$ then there is exactly one “removable” $*$ face in $m_0$, which corresponds to a type 2 configuration, giving a dimer intersection number of $-1$.

Combining these results, we find,

$$I(m) = -n_{0*} + N_2 + N_4 - N_1 - N_3$$

$^{16}$ We can also see this by breaking the planar dimer into a tiling of $T^2$ dimers, so that the vacuum configuration corresponds to a set of $T^2$ dimer configurations. These $T^2$ dimer matchings are in one-to-one correspondence with points on the toric diagram $^{29}$. It has been conjectured $^{14}$ that only matchings corresponding to external points on the toric diagram appear along the surfaces of $m_0$. A general $T^2$ matching containing a type 1 or type 2 configuration will always be an internal point in the toric diagram, and thus can only appear at the apex of the crystal.
We will now tie this all together, and show that, explicitly mapping the dimer configurations of $D_Q$ to configurations in $D'_Q$ together with their weights, we reproduce the change of degeneracies (4.6), together with the change of basis (4.7). If we denote the dimer weight for configuration $m$ by $w(m)$ and the partition function variables by $q^\Delta m$, then by definition,

$$q^\Delta(m) = \frac{w(m)}{w(m_0)}$$

Now we must decide how our weights transform under the duality. There is a large redundancy in the weight assignments, since the partition function (normalized by the weight of the canonical perfect matching) does not depend on the weights of the individual edges, but only on gauge invariant information, the products of weights around closed loops. A convenient choice (Figure 13) is one which does not change the weighting of Type 0 configurations, so that the weighting of the vacuum, $w(m_0)$ remains the same. We accomplish this by flipping the edge weights across the dualized face and assigning weight 1 to the meson edges. If we denote the old variables by $\{q_\alpha\}$ and the new variables by $\{q'_\alpha\}$ and take into account the change in orientation of arrows, we find,

$$q_1' = q_1(w_aw_c)^{-1}$$
$$q_2' = q_2(w_bw_d)$$
$$q_3' = q_3(w_aw_c)^{-1}$$
$$q_4' = q_4(w_bw_d)$$
$$q_* = q_*^{-1} = (w_aw_c)(w_bw_d)^{-1}$$
$$q_\gamma' = q_\gamma$$

(4.11)

where $q_\gamma$ are correspond to nodes with no intersection with node *. Now we can explicitly transform the dimer configuration, together with its weight,

$$w(m) \rightarrow w'(m) = w(m)\frac{(w_bw_d + w_aw_c)^{#1}}{(w_bw_d + w_aw_c)^{#2}}.$$ 

We still have leftover arbitrariness in the weights, since nothing depends on $w_a$, $w_b,w_c,w_d$ separately. We can set for example

$$w_bw_d = 1, \quad w_aw_c = q_*^{-1},$$

and then we get the correct change of variables for the Seiberg duality corresponding to + sign in (3.6), and going around the singularity clockwise. This is because $n_{3*}, n_{1*}$
are positive, \( n_{2^*}, n_{4^*} \) negative, and \( n_{\gamma^*} \) vanishes. This is also the choice we have been making in this section. Setting \( w_aw_c = 1 \), instead, the change of variables is correct for a Seiberg duality with a \( - \) sign in (3.6). The two choices are related by full monodromy around \( Z(\Delta_\ast) = 0 \), which is just the change of variables at hand. Proceeding with the + sign choice, (4.11) is the change of basis in (4.7). In addition, the contribution of dimer configuration \( m \in \mathcal{D}_Q \) to \( \mathcal{D}_Q' \) is obtained by replacing

\[
 w(m) \rightarrow w'(m) = w(m)(1 + q_{\ast}^{-1})#_1 - #_2.
\]

To find the contribution to the partition function, we still need to divide by the weight of the vacuum configuration, so

\[
 w(m)/w(m_0) = q^{\Delta(m)} \rightarrow w'(m)/w'(m_0) = q^{\Delta(m)}(1 + (q_{\ast})^{-1})\Delta \circ \Delta.
\]

Finally, to compute BPS degeneracies from the dimer configurations, we need to reintroduce the sign twists, which means replacing \( q^{\Delta} \) by \( (-1)^{d(\Delta)}q^{\Delta} \), and sum over all matchings \( m \). This precisely reproduces (4.6) and (4.7), since \( (-1)^{d(\Delta - \Delta_\ast)} = -(1)^{d(\Delta})(-1)^{\Delta \circ \Delta} \).

Thus we have derived the KS wall crossing formula purely from how perfect matchings in the dimer model transform.

Fig. 13. The effect of Seiberg Duality on face \( * \) for a general brane tiling. Note that the dimer weights, \( w_i \) are flipped on the inner square and are 1 on the new legs.

5. Mirror Symmetry and Quivers

Mirror symmetry provides a powerful perspective on the quivers in section 3 and 4. The mirror of the manifold \( Y \) of section 3 is a toric Calabi-Yau manifold \( X \). Mirror symmetry also maps D3 branes wrapping three-cycles in IIB on \( Y \) to D0-D2-D4-D6-branes wrapping holomorphic submanifolds in IIA string on \( X \). In the mirror, many aspects of
the quiver construction become more transparent. In particular, computing the quiver
gauge theory on the branes becomes a question in the topological B-model on $X$, with the
answers provided by a vast machinery of the derived category of coherent sheaves on $X$
(see [50,51] for excellent reviews). The goal of this section is to explain what are the BPS
D-branes counted by the crystals in section 4. For the “small quivers” of section 2, this
is well understood. The D3 branes on compact three cycles of $Y$, are mirror to D4,D2,
and D0 branes wrapping compact submanifolds of $X$ [52,24]. The specific combinations of
branes involved correspond to collections of spherical sheaves on the surface $S$ as we will
review. The extended quivers of section 4 correspond to adding a D6 brane wrapping all
of $X$ [14]. We will show that, which node of the D4-D2-D0 quiver ends up extended, is
determined by a choice of a suitable bundle on the D6 brane. These are essentially the
tilting line bundles of [53,30,11] 17 Having understood this, the mirror perspective gives
a simple interpretation to some of the Seiberg dualities, as turning on B-field on $X$. The
effect on the quiver ends up depending on the class of $B$ in $H^2(X,\mathbb{Z})/H^2_{\text{cpt}}(X,\mathbb{Z})$, as we
will explain in the next section.

5.1. Mirror Symmetry

The Calabi-Yau manifold $Y$ given by (3.1)

$$W(e^x, e^y) = w \quad \quad uv = w$$

is mirror to IIA on $X$, where $X$ is a toric Calabi-Yau threefold. The monomials $w_i = e^{m_ix + n_iy}$ in $W$ satisfy relations

$$\prod_i w_i^{Q_i} = e^{-t_a}$$

for some complex constants $t_a$, and integers $Q_i^a$, satisfying $\sum_i Q_i^a = 0$, since $Y$ is Calabi-
Yau. The mirror $X$ is given in terms of coordinates $z_i$, one for each monomial $w_i$, satisfying

$$\sum_i Q_i^a |z_i|^2 = r_a, \quad (5.1)$$

and modulo gauge transformations

$$z_i \sim z_i e^{i\theta_a Q_i^a}. \quad (5.2)$$

17 The fact that the D-brane in question is a D6 brane was proposed in [14], however the specific
choices of bundles are very important.
Above, \( r_a = \text{Re}(t_a) \), and the imaginary part of \( t_a \), gets related to the NS-NS B-field on \( X \). For each \( a \), we get a curve class \([C_a] \in H_2(X, \mathbb{Z})\), whose volume is \( r_a \). Dual to this are divisor classes \( D_a \), corresponding to 4-cycles with \( D_a \circ C^b = \delta^b_a \). The toric divisors \( D_i \), obtained by setting \( z_i = 0 \), are given in terms of these by

\[
D_i = \sum Q_i^a D_a
\]

By Poincare duality, we can think of \( D_a \) as spanning \( H^2(X, \mathbb{Z}) \). Among the toric divisors are compact ones, \( D_S \), which restrict to compact surfaces \( S \) in \( H_4(X, \mathbb{Z}) \approx H^2_{\text{compact}}(X, \mathbb{Z}) \). For simplicity, we will restrict to the case when \( X \) is a local del Pezzo surface, i.e. when there is only one compact \( S \).

5.2. Mirror Symmetry, D-branes and Quivers

Mirror symmetry maps D3 branes on three-spheres \( \Delta_\alpha \) in \( Y \) to a collection of sheaves\(^{18}\) \( E_\alpha \), supported on \( S \), for \( \alpha = 1, \ldots, r \). Physically, \( E_\alpha \) are D4 branes wrapping \( S \), with some specific bundles turned on, giving the branes specific D2 and D0 brane charges. (More precisely, we need to include both the D4 branes and the anti-D4 branes.) The specific bundles turned on correspond to \( E_\alpha \) being an exceptional collection of spherical sheaves. Spherical means that the sheaf cohomology group \( Ext^k_X(E_\alpha, E_\alpha) \) is the same as \( H^k(S^3) \), so both sets of D-branes have no massless adjoint-valued excitations beyond the gauge fields. The collection of sheaves is in addition such that, for \( \alpha \) and \( \beta \) distinct, \( Ext^k(E_\alpha, E_\beta) \) is non-zero only for \( k = 1, 2 \), corresponding to chiral bifundamental matter\(^{19}\).

The net number of chiral minus anti-chiral multiplets is an index

\[
n_{\alpha \beta} = \sum_{k=0}^3 (-1)^k \dim Ext^k_X(E_\alpha, E_\beta)
\]

On \( Y \), this corresponded to the intersection numbers of cycles \( n_{\alpha \beta} = \Delta_\alpha \circ \Delta_\beta \). In fact, \( n_{\alpha \beta} \) also has geometric interpretation on \( X \). A D-brane corresponding to \( E_\alpha \) has charge

\[
\Delta_\alpha = \text{ch}(E_\alpha) \sqrt{\text{td}(X)},
\]

\(^{18}\) By \( E_\alpha \) we will really mean a sheaf \( i_*E_\alpha \) induced on \( X \) from a sheaf \( E_\alpha \) on \( S \) by the embedding \( i : S \to X \) of \( S \) in \( X \).\(^{19}\) Non-zero \( Ext^{0,3}(E_\alpha, E_\beta) \) would have corresponded to the presence of ghosts.
where we made use of Poincare duality to express the Chern class in terms of the dual homology class. Using an index theorem, we can relate the $n_{\alpha\beta}$ to computing intersections on $X$,

$$n_{\alpha\beta} = \int_X \text{ch}(E_\alpha)\omega^v \text{ch}(E_\beta) \text{td}(X),$$

where $\omega^v$ denotes $(-1)^n\omega$ for any 2n-form $\omega$.

In this case, we have an additional simplification\textsuperscript{20} that the sheaves $E_\alpha$ on $X$ correspond to line bundles $V_\alpha$ on $S$. This implies\textsuperscript{24}

$$\text{Ext}_X^k(E_\alpha, E_\beta) = \text{Ext}_S^k(V_\alpha, V_\beta) \oplus \text{Ext}_S^{3-k}(V_\alpha, V_\beta).$$

(5.3)

Relative to the naive expectations, the relevant vector bundles on $S$ are twisted\textsuperscript{34} by $K_{S}^{-1/2}$. This accounts for the fact that the theory on the brane is naturally twisted if $S$ is curved. The relation to bundles on $S$ simplifies things, since for a holomorphic vector bundle $\text{Ext}_S^k(V_\alpha, V_\beta) = H^k(S, V_{\alpha}^{-1} \otimes V_\beta)$. The superpotential can also be computed by fairly elementary means, at least if it is cubic\textsuperscript{24,37}. For the more general case, see\textsuperscript{55}. We can then write (see for example\textsuperscript{50})

$$\Delta_\alpha = \text{ch}(V_\alpha) \sqrt{\frac{\text{td}(S)}{\text{td}(N)}} = \text{ch}(V_\alpha)\left(1 + \frac{e(S)}{24}\right).$$

(5.4)

where $N$ is the normal bundle to $S$ in $X$. We are implicitly using mirror symmetry and Poincare Duality to identify a Chern class on $X$ with a cycle on $Y$.

When we add a D6 brane wrapping all of $X$, the quiver gets extended by one node corresponding to $E_0$, a sheaf supported on all of $X$. The charges of the brane are

$$\Delta_0 = \text{ch}(E_0) \sqrt{\text{td}(X)} = \text{ch}(E_0)\left(1 + \frac{c_2(X)}{24}\right)$$

We want to choose $E_0$ so that $\text{Ext}_X^k(E_0, E_0)$ is non-vanishing only for $k = 0, 3$, and extending the quiver by this node does not introduce exotic matter in the quiver, which means $\text{Ext}_X^k(E_0, E_\alpha)$ is non-vanishing only for $k = 1, 2$. For the quivers in section 4 where $n_{0\alpha} = 1$ for only one node $\alpha$ and zero for all the others, there is a natural construction of $E_0$. There

\textsuperscript{20} As explained in\textsuperscript{24,50} even though the sheaf $E_\alpha$ on $X$ comes from a vector bundle $E_\alpha$ on $S$ (see footnote 17), it does not correspond to a D-brane on $S$ with a vector bundle $E_\alpha$. It corresponds to a D-brane with a vector bundle $V_\alpha$, where $V_\alpha = E_\alpha \otimes K_S^{-1/2}$, where $K_S$ is the canonical line bundle of $S$. 
is a “duality” that pairs up sheaves $E_\alpha$ supported on $S$, with the dual line bundles $L_\beta$ on $X \ [31,33,30]$, such that $\chi(E_\alpha, L_\beta) = \delta_\alpha^\beta$. Thus, the requisite extension corresponds simply to choosing $E_0 = L_\alpha$.

Fig. 14. The D6 brane corresponds to a semi-infinite line, $\Delta_0$, in the W-plane. In the mirror this corresponds to a dual sheaf, $E_0 = L_\alpha$.

5.3. $\mathbf{P}^1 \times \mathbf{P}^1$ example

Consider local $\mathbf{P}^1 \times \mathbf{P}^1$. In this case, $Q_t = (1, 1, 0, 0, -2), Q_s = (0, 0, 1, 1, -2),$

$$|z_1|^2 + |z_2|^2 = 2|z_0|^2 + r_t, \quad |z_3|^2 + |z_4|^2 = 2|z_0|^2 + r_s,$$

and the corresponding curve classes $C_t$ and $C_s$ generate $H_2(X)$. The two dual divisor classes, $D_t$ and $D_s$, with the property that $C_t \circ D_t = 1 = C_s \circ D_s$, and $C_t \circ D_s = 0 = C_s \circ D_t$, can be taken to correspond to divisors $D_t = D_1$ and $D_s = D_3$ on the figure.

Fig. 15. The toric base of local $\mathbf{P}^1 \times \mathbf{P}^1$, with the non-compact divisors labeled by $D_s$ and $D_t$.

There is one compact divisor $D_S = D_0$ with

$$D_S = -2D_s - 2D_t$$

33
The divisor $D_S$ restricts to the surface $S = \mathbb{P}^1 \times \mathbb{P}^1$.

The four three-cycles $\Delta_\alpha$ on $Y$ map to four exceptional sheaves supported on $X$, whose charges span the compact homology of $X$. The D4, D2 and the D0 branes correspond to a collection of exceptional sheaves

$$E_3 = \mathcal{O}_S(-2, -2), \ E_2 = \mathcal{O}_S(-1, -2)[-1], \ E_4 = \mathcal{O}_S(-2, -1)[-1], \ E_1 = \mathcal{O}_S(-1, -1)[-2],$$

supported on $S$. To compute the charges, we use the fact that a D4-brane with a $\mathcal{O}_S(m, n)$ line bundle has Chern class

$$D_S e^{nD_t + mD_s - \frac{1}{2} K_S} (1 + \frac{c_2(S)}{24}),$$

which equals\(^{21}\)

$$(D_S + (m + 1)C_t + (n + 1)C_s + (m + 1)(n + 1)pt)(1 + \frac{c_2(S)}{24}).$$

This gives the charges of fractional D-branes are

$$\Delta_3 = (D_S - C_t - C_s + pt)(1 + \frac{c_2(S)}{24})$$

$$\Delta_2 = (-D_S + C_t)(1 + \frac{c_2(S)}{24}),$$

$$\Delta_4 = (-D_S + C_s)(1 + \frac{c_2(S)}{24}),$$

$$\Delta_1 = D_S (1 + \frac{c_2(S)}{24}).$$

The non-vanishing intersection numbers can be derived from \(^{24}\) and found to be

$$n_{32} = n_{34} = n_{21} = n_{41} = 2, \quad n_{13} = 4,$$

in agreement with mirror symmetry and section 3.

Now we add a D6 brane corresponding to the simplest choice,

$$E_0 = \mathcal{O}_X[-1],$$

---

\(^{21}\) We are using that the canonical class $K_S$ of the surface $S$ equals the class of the divisor $D_S$ restricting to it in a Calabi-Yau, $K_S = D_S$ and $D_S \cdot D_s = C_t$, $D_S \cdot D_t = C_s$, $D_t \cdot D_t = D_s \cdot D_s = \frac{1}{4}$, $D_t \cdot D_t \cdot D_s = D_t \cdot D_s \cdot D_s = -\frac{1}{4}$. Moreover $D_S c_2(S)$ is just the Euler characteristic of $S$, which is 4 in this case.
a trivial line bundle on the Calabi-Yau, with charge
\[ \Delta_0 = -X(1 + \frac{1}{24}c_2(X)). \]

Clearly, \( Ext^k_X(E_0, E_0) = 0 \), except for \( k = 0, 3 \). We can compute the spectrum of bifundamentals using 22
\[ Ext^k_X(O_X, E_\alpha) = H^k(S, E_\alpha), \]
\[ Ext^k_X(E_\alpha, E_\beta) = Ext^k_X(E_\alpha[p], E_\beta[q]), \]
and \( \dim H^0(\mathbb{P}^1, \mathcal{O}(m)) = m + 1, \dim H^1(\mathbb{P}^1, \mathcal{O}(-m)) = -m - 1 \), we find that
\[ Ext^1_X(E_0, E_3) = \mathbb{C}, \]
while the rest \( Ext^{0,1} \)'s vanish in this sector, so there is precisely one chiral bifundamental multiplet between \( E_0 \) and \( E_3 \). 23
\[ n_{03} = 1. \]

6. Monodromy and B-field

One particularly simple example of monodromy in the moduli space corresponds to changing \( B \) by integer values. Shifts of the NS-NS B-field by a two form \( D \in H^2(X, \mathbb{Z}) \)
\[ B \rightarrow B + D, \quad D \in H^2(X, \mathbb{Z}) \] (6.1)
are a symmetry of string theory. The closed string theory is invariant under this, essentially per definition since we come back to the same point in the moduli space. This does not mean that the states are invariant - in particular, the D-branes are not invariant. Turning

22 Recall, see footnote 17, that the sheaf \( E_\alpha \) is really \( i_*E_\alpha \), inherited from \( S \) by the embedding \( i : S \rightarrow X \). Therefore, what we call \( Ext^k_X(O_X, E_\alpha) \) is \( Ext^k_X(O_X, i_*E_\alpha) = Ext^k_S(i^*O_X, E_\alpha) = Ext^k_S(O_S, E_\alpha) = H^k(S, E_\alpha) \). We thank E. Sharpe for an explanation of this point.

23 The intersection numbers in the D4-D2-D0 quiver follow similarly. Using that \( Ext^k_S(V_\alpha, V_\beta) = H^k(S, V_\alpha^* \otimes V_\beta) \), since \( V_\alpha \)'s are bundles on \( S = \mathbb{P}^1 \times \mathbb{P}^1 \). This implies that, for example \( Ext^1_X(E_3, E_2) = H^0(S, \mathcal{O}(1,0)) = \mathbb{C}^2 \), and \( Ext^2_X(E_3, E_1) = H^2(S, \mathcal{O}(1,1)) = \mathbb{C}^4 = Ext^1_X(E_1, E_3) \), as claimed.
on a B-field is the same as turning on lower dimensional brane charges. The induced charges are given by

$$\Delta \rightarrow \Delta e^D,$$

(6.2)

for any sheaf with chern class $\Delta \in H^*(X, \mathbb{Z})$, as shifting the B-field is the same as shifting the field strength $F$ on the brane by $D$. The state thus does not come back to itself. Since we come back to the same point in the moduli space, we expect the partition function to change as

$$Z(q) = \sum_{\Delta} \Omega(\Delta) q^\Delta \rightarrow Z'(q) = \sum_{\Delta} \Omega(\Delta e^D) q^\Delta$$

(6.3)

simply corresponding to the fact that $\Delta$ is mapped to a different state $\Delta e^D$ at the same point in the moduli space. $Z$ and $Z'$ are of course equivalent, up to a change of variables. This looping around the moduli space can be represented in terms of crossing a sequence of walls of the “second kind” and of Seiberg dualities.

In the present context, there is a subtlety in the realization of (6.3), due to the fact that the Calabi-Yau is non-compact, and that the quiver does not describe all the possible D-branes on $X$. Start with an extended quiver describing bound states of a D6 brane, say corresponding to $O_X$, with compact D4-D2-D0 branes. Shifting B-field as in (6.1) corresponds to adding non-compact D4 brane charge to the D6 brane, if the divisor corresponding to $D$ is non-compact. In this case, we get (6.3) only after summing the contributions of different quivers in which the $\Delta_0$ node corresponds to $O_X(D)$, for different $D \in H^2(X, \mathbb{Z})$. If however, we consider shifts by two forms with compact support,$ D \in H^2_{\text{comp}}(X, \mathbb{Z}),$

then this is a symmetry of the fixed quiver gauge theory as well. This is because the D6-D4-D2-D0 quiver describes all the BPS states corresponding to a D6 brane bound to compact D-branes on $X$. Thus, the different D6-D4-D2-D0 quiver gauge theories we can get on $X$, at the same point in the moduli space, are classified by

$$D \in H^2(X, \mathbb{Z})/H^2_{\text{comp}}(X, \mathbb{Z}).$$

As an aside, note that if we consider only the D4-D2-D0 quiver, as in section 3, having no non-compact charge to begin with, any shift of B-field (6.1) is a symmetry.
6.1. The $\mathbb{P}^1 \times \mathbb{P}^1$ example

Consider the effect of changing the B-field on the quiver $Q$ in Figure 5.

$$B \rightarrow B + n_t D_t + n_s D_s, \quad n_s, n_t \in \mathbb{Z}.$$ 

Since $H^2_{cmpct}(X, \mathbb{Z})$ is generated by the divisor $D_S$

$$D_S = -2D_t - 2D_s.$$ 

shifts by $(n_s, n_t) = (2n, 2n)$ for $n$ an integer, should be a symmetry both of the quiver and of the spectrum. Thus, the different quiver gauge theories one can get by shifting B-field are classified by $(n_t, n_s)$ modulo shifts by $(2, 2)$.

Consider increasing the B-field by $(n_t, n_s) = (1, 0)$. In the language of IIB on $Y$, shifting $B$ by $D_t$ corresponds to shifting

$$z_t, z_s \rightarrow z_t e^{2\pi i}, z_s.$$ 

This deforms the 3-cycles $\Delta_\alpha$ as in the Figure 16 to $\Delta'_\alpha$, related to the good basis we started out with by

$$\begin{align*}
\Delta_3 &\rightarrow \Delta'_3 = -\Delta_4 \\
\Delta_4 &\rightarrow \Delta'_4 = \Delta_3 + 2\Delta_4 \\
\Delta_2 &\rightarrow \Delta'_2 = -\Delta_1 \\
\Delta_1 &\rightarrow \Delta'_1 = \Delta_2 + 2\Delta_1
\end{align*}$$

(6.4)

The flip of orientation of $\Delta_1$ and $\Delta_4$ is necessary for their orientations to agree with $\Delta'_2$ and $\Delta'_3$.

Fig. 16. The W-Plane after adding one unit of B-field, $(1,0)$, for local $\mathbb{P}^1 \times \mathbb{P}^1$. The deformed cycles $\{\Delta_i e^D\}$ are shown in black. while the original cycles are shown in blue.
Viewed from $X$, $\Delta$ are sheaves on $X$. The shift of B-field corresponds to tensoring with a line bundle of first chern class $D_t$. The chern classes change by

$$\Delta \to \Delta' = \Delta e^{D_t},$$

where above describes how components of $\Delta$ change in a fixed basis for $H_*(X)$. To begin with, for example, $\Delta_3$ and $\Delta_2$ correspond to $\mathcal{O}_S(-2, -2)$ and $\mathcal{O}_S(-1, -2)[-1]$ respectively. After we change the B-field, they pick up charge, and get mapped to $\mathcal{O}_S(-2, -1)$ and $\mathcal{O}_{D_0}(-1, -1)[-1]$, which correspond to $-\Delta_4$ and $-\Delta_1$, respectively, in agreement with (6.4). Similarly, $\Delta_4$, corresponding to $\mathcal{O}_S(-2, -1)[-1]$ gets mapped to $\mathcal{O}_S(-2, 0)[-1]$. The chern class of this, $\Delta'_4$ equals

$$\Delta'_4 = -(D_S + C_t - C_s - \text{pt})(1 - \frac{c_2(S)}{24}) = \Delta_3 + 2\Delta_4,$$

in agreement with (6.4).

In the quiver, the shift of the B-field by $D_t$ corresponds to a sequence of two Seiberg dualities, where we dualize first the node $\Delta_2$, (as we did in the last section) and then the node $\Delta_3$ (Figure 17). It is easy to see from this that the D4-D2-D0 quiver is invariant under the shift of the B-field, although the D-branes on the nodes get replaced by a linear combinations of the ones that we had started out with, given by (6.4).

![Figure 17](image-url)

Fig. 17. Seiberg Duality corresponding to a shift in the B-field $(1,0)$ for local $\mathbb{P}^1 \times \mathbb{P}^1$. The unframed quiver on top is invariant up to a permutation of the nodes, while the framed quiver develops new framing arrows.

Now consider the theory with the D6 brane, by including the node $\Delta_0$, which has the bundle $\mathcal{O}_X[-1]$. The shift of the B-field acts on all the D-branes, so it acts on the D6 brane as well, mapping it to $E'_0 = \mathcal{O}_X(D_t)[-1]$. This implies that the D6 brane picks up
D4 brane charge corresponding to the non-compact divisor $D_t$. Since no other nodes carry this charge, $E'_0$ becomes the new framing node, with charge $\Delta'_0$ induced by the B-field

$$\Delta_0 = -X \rightarrow \Delta'_0 = -X e^{D_t}$$

The extended quiver, with the $\Delta_0$ node included also transforms by two Seiberg dualities, Figure 17. The quiver in this case is *not* the same as before, since $\Delta_\alpha$ have different intersection numbers with $\Delta'_0$ than with $\Delta_0$. In particular

$$n'_{03} = \Delta'_0 \circ \Delta_3 = 2, \quad n'_{40} = \Delta_4 \circ \Delta'_0 = 1.$$  

This can also be verified directly from sheaf cohomology, showing that for example $Ext^1(E'_0, E_3) = H^0_S(O(-2, -3)) = 2$. The quiver gauge theory also has a new superpotential term

$$W = \sum_{i,j=1,2} \epsilon^{ij} \text{Tr} p A_i q_j + \sum_{i,j,a,b=1,2} \epsilon^{ij} \epsilon^{ab} (\text{Tr} A_i B_a D_{jb} + \text{Tr} \tilde{A}_i \tilde{B}_a D_{jb}).$$

In the previous section, we showed that dualizing a node $\Delta_*$ in the quiver is realized as a geometric transition in the dimer model counting the BPS degeneracies, where the face corresponding to $\Delta_*$ is dualized. We showed that this implies the wall crossing formula

$$A^{(1)}_{Q'} = A^{-1}_{-\Delta_*} A^{(1)}_Q A_{-\Delta_*},$$  \hspace{1cm} (6.5)$$

together with a change of variables. Here, we apply this twice, corresponding to a sequence of two Seiberg dualities:

$$A^{(1)}_{Q''} = A^{-1}_{-\Delta_3} A^{-1}_{-\Delta_2} A^{(1)}_Q A_{-\Delta_2} A_{-\Delta_3}.$$  

In the dimer model, this is a change of the boundary conditions at infinity, replacing the top of the cone by an edge two sites long (see Figure 18 and 19). It is easy to see that this is consistent with the crystal one would have derived from the quiver $Q'$ by localization.\footnote{The relation of Seiberg duality, wall crossing and crystals was first noted in \cite{12}. That work was one inspiration for this research.}
Fig. 18. The vacuum dimer configuration for \( \mathbf{P}^1 \times \mathbf{P}^1 \) grows an edge corresponding to a shift in the B-field by (1,0).

![Diagram of Fig. 18](image)

Fig. 19. The apex of the \( \mathbf{P}^1 \times \mathbf{P}^1 \) crystal grows an edge corresponding to a shift in the B-field by (1,0).

Repeating this \( m \) times, shifting \( B \) to \( B + mD_t \) we end up with a quiver \( Q_m \) with \( n_{03} = m + 1 \), and \( n_{40} = m \). This corresponds to growing a ridge in the crystal, \( m + 1 \) atoms long as in \([26],[22]\). In the next section, we will give a physical interpretation to this observation.

More generally, all the possible inequivalent quivers one can obtain in this way correspond to shifts of B-field by the inequivalent choices in \( H^2(X, \mathbb{Z})/H^2_{\text{compact}}(X, \mathbb{Z}) \). For example, it is easy to show (either by Seiberg duality, or direct computation) that shifting the B-field by \( -D_t \), replaces the node \( E_0 \) by \( \mathcal{O}_X(-D_t)[-1] \), keeping everything else the same. This means that only \( n_{04} = 1 \) is nonzero for arrows beginning or ending on \( \Delta_0 \). Similarly, replacing \( E_0 \) by \( \mathcal{O}_X(-D_s)[-1] \), we get only \( n_{02} = 1 \). Finally, we get only \( n_{01} = 1 \), by taking \( E_0 = \mathcal{O}_X(-D_t - D_s)[-1] \), see figure 20.

![Diagram of Fig. 19](image)
Fig. 20. Framings for local $\mathbb{P}^1 \times \mathbb{P}^1$, corresponding to negative shifts of the B-field that replace $O_X[-1]$ by (a) $O_X(-D_t)[1]$, (b) $O_X(-D_s)[1]$, and (c) $O_X(-D_t - D_s)[1]$.

Now consider shifts of the B-field by $D = -D_S \in H^2_{cmpct}(X, \mathbb{Z})$,

$$B \rightarrow B - D_S.$$ 

This is a symmetry of the quiver. It can be implemented by changing the B-field by $D_t, D_s, D_t$ and $D_s$, corresponding to a sequence of four Seiberg dualities on the quiver, which in the end leaves the quiver invariant, except that the charges of the nodes of the quiver change. This can also be seen from the perspective of the Kontsevich-Soibelman algebra. This corresponds to conjugation of $A_Q^{(1)}$ by $A_{-\Delta_3}A_{-\Delta_3'}A_{-\Delta_3'}A_{-\Delta_3''}A_{-\Delta_3''}$, and $A_{-\Delta_3''}A_{-\Delta_3''}$, respectively, where the four $\Delta_3$'s, for example, correspond to the four $\Delta_3$ nodes in the four quivers we get along the way. This can be rewritten as conjugation by

$$M = M_{\Delta_3}M_{\Delta_3'}M_{\Delta_3''}M_{\Delta_3'''},$$

in terms of the operator

$$M_\Delta = A_{-\Delta}A_\Delta.$$ 

$M_\Delta$ is a monodromy operator, implementing the shift of the charge. If we denote by

$$M : \ e_\Delta \rightarrow e_{f(\Delta)},$$

the net effect on the partition function is that

$$M : \sum_\Delta \Omega_Q(\Delta)q^\Delta \rightarrow \sum_\Delta \Omega_Q(\Delta)q^{f(\Delta)} = \sum_\Delta \Omega_Q(f^{-1}(\Delta))q^{\Delta},$$

where we changed variables in the last line. It can be shown that $f^{-1}(\Delta)$ is exactly what is needed for this to correspond to turning on the B-field, $-D_S$, namely, $f(\Delta) = \Delta e^{D_S}$.

---

25 The order in which we cross the walls matters, only in so much that the description is simplest for one particular order, and for that ordering we can describe this by Seiberg duality. Otherwise, this does not have a simple interpretation in the gauge theory. The end result, however, is independent of the order.

26 Since $M_\Delta^{-1}e_\Delta' M_\Delta = (1 - e_{-\Delta}^{-1})^{-\Delta'}(1 - e_\Delta)^{\Delta-\Delta'}e_{\Delta'}$. 
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7. Geometry of the D6 brane bound states

In this section, we begin by considering a fixed state, a D6 brane bound to D4 branes, D2 branes and D0 branes of charge $\Delta$, and ask how its degeneracies change as we shift the B-field by $D \in H^2(X, \mathbb{Z})$. Turning on a B-field is the same as turning on lower dimensional brane charges on the D6 brane. The induced charges are given by

$$\Delta \to \Delta e^D,$$  \hspace{1cm} (7.1)

as shifting the B-field is the same as shifting the field strength $F$ on the brane by $D$. When we come back to the same point in the moduli space, the states have been re-shuffled by (7.1). So the degeneracies of any one state will change (at the same time, the spectrum as a whole is invariant, as we emphasized in the previous section). The degeneracies, and how they change, can be found from the quivers and crystals describing the brane. A state of arbitrary charge $\Delta$, in general, corresponds to a complicated configuration of the melting crystal $\mathcal{C}$.

It turns out that the vacuum of the crystal $\mathcal{C}$, and certain subset of its states have a beautifully simple geometric description, closely related to the geometry of the Calabi-Yau. We will spend some time explaining this, and then use this result to show that, in the limit of the large B-field,

$$D \to \infty$$

counting of quiver degeneracies reduces to the Donaldson-Thomas theory as formulated in [14,17,18], in terms of a counting ideal sheaves on $X$. The latter was discovered by trying to give a physical interpretation to the combinatorics of the topological vertex [56] and Gromov-Witten theory. In this way, we will be able to derive the famous Donaldson-Thomas/Gromov-Witten correspondence directly from considering quiver representations in this limit. The proposal that the DT/GW correspondence holds in the large B-field limit was put forward in [20] using split attractors and verified in [13] for Calabi-Yau manifolds without compact 4-cycles, using M-theory.

7.1. Geometry of D6 branes

To begin with, consider the D6 brane itself, the sheaf $\mathcal{O}_X[-1]$, which corresponds to the entire crystal, and

$$\Delta = -X = \Delta_0.$$
The crystal $\mathcal{C}$ is a cone in the lattice $\Lambda = \mathbb{Z}_{\geq 0}^3$, whose geometry is closely related to the geometry of the Calabi-Yau. Namely, consider the intersection of $\mathcal{C}$ with a sublattice $\Lambda_0 \subset \Lambda$ corresponding to points of color $\alpha$, where $\alpha$ is the framing node. The subset of lattice points $\mathcal{C}_0 = \mathcal{C} \cap \Lambda_0$ correspond to holomorphic functions on $X$.

This can be seen as follows \cite{38,49,44}. Recall that the cone $\mathcal{C}$ is generated by the $T^3$ weights of the paths in $A_0$, starting at the framing node. The subcone $\mathcal{C}_0$ corresponds to paths ending on node $\alpha_0$. Because $n_0\alpha = 1$, such paths can be viewed as starting and ending at the node of color $\alpha$. These correspond to single trace operators $\text{Tr} O$ in the quiver, where we take the ranks to infinity, so that there are no relations between the traces. The chiral operators $O$ are generated by a set of monomials $M_i$ corresponding to the shortest loops in the quiver, beginning and ending on node $\alpha$. The monomials $M_i$ all commute, since two paths in the quiver of the same $R$-charge and the same endpoints are equivalent in the path algebra. Thus, we can simply write $O$ as $O = M_1^{n_1} M_2^{n_2} \cdots M_k^{n_k}$. Since the order is irrelevant, the space of operators $\text{Tr} O$ is the same as considering all gauge invariant chiral operators in the abelian quiver theory corresponding to a single D0 brane on $X$, described in the quiver by taking all ranks to be 1. Since the moduli space of a D0 brane is $X$, the later is the space of holomorphic functions on $X$.

The space of holomorphic functions on $X$ is also a lattice, closely related to the geometry of $X$. As we reviewed in section 5, $X$ comes with a set of coordinates $z_i$, satisfying (5.1)

$$\sum_i Q_i a |z_i|^2 = r_a,$$  \hspace{1cm} (7.2)

modulo gauge transformations (5.2). We can view $X$ as a fibration over the toric base obtained by forgetting the phases of $z_i$ and using $|z_i|^2$ as coordinates. Consider the integral points in the base, where

$$N_i = |z_i|^2, \quad N_i \in \mathbb{Z}_{\geq 0}.$$  

For each such point, we get a monomial in $z_i$

$$\prod_i z_i^{N_i},$$

which is a function on $X$, since

$$\sum_i Q_i a N_i = 0.$$  \hspace{1cm} (7.3)

We have set $r_a = 0$ in (5.1), as we are starting out with singular $X$. This is because the quiver we started out with has just one framing node, and so $\mathcal{C}$ was a cone with an apex.
at the origin. Since the Calabi-Yau is three dimensional, the space of all such monomials is a three dimensional lattice, the singular cone $C_0$.

Now consider what happens to the D6 brane as we increase the $B$-field

\[ B \rightarrow B + D. \]

Increasing the $B$-field is the same as turning on flux on the D6 brane, tensoring $O_X[-1]$ with a line bundle of first Chern class $D$. The D6 brane becomes $O_X(D)[-1]$, and the charge of the state becomes

\[ \Delta = -X e^D. \]

Here, we assume

\[ D = \sum_a n_a D_a, \quad n_a \geq 0 \] (7.4)

where $D_a$ generate the Kahler cone. We claim that the state $\Delta$ corresponds to the deformed crystal $C(D)$ whose lattice sites $C_0(D) = C(D) \cap \Lambda_0$ are holomorphic sections of an $O(D)$ bundle over $X$ instead. This corresponding to solving

\[ \sum_i Q^a_i N_i = n_a. \] (7.5)

As $C_0$ is a discretized version of the base of Calabi-Yau, modifying $C_0$ as in (7.5) modifies the moduli.

---

**Fig. 21.** Integral points in the toric base of local $\mathbb{P}^2$ correspond to holomorphic sections of $O(D)$.

The cases $D \in H^2_{\text{compct}}(X, \mathbb{Z})$ and $D \in H^2(X, \mathbb{Z})/H^2_{\text{compct}}(X, \mathbb{Z})$, should be discussed separately, since they differ in character. When

\[ D = D_0 \in H^2(X, \mathbb{Z})/H^2_{\text{compct}}(X, \mathbb{Z}), \] (7.6)

the quiver changes since the D6 brane node becomes $O_X(D)[-1]$, so

\[ \Delta = (-X)e^{D_0} = \Delta_0 \]
corresponds to the “vacuum” configuration of the crystal \( \mathcal{C}(D_0) \subset \Lambda \) associated with this new quiver. We are growing the edges of the crystal, corresponding to increasing the lengths of curves, but no faces open up. In other words, shifts of the B-field by non-compact divisors \((7.6)\) correspond to purely non-normalizable deformations of the crystal and the Calabi-Yau. Next, consider shifting the B-field by \( D \), such that

\[
D - D_0 \in H^2_{\text{compct}}(X, \mathbb{Z}), \quad (7.7)
\]

This \( D - D_0 \neq 0 \) corresponds to shifting the normalizable moduli of the Calabi-Yau, opening up faces in the toric base, and deforming \( C_0 \) without changing its asymptotics. This adds compact D4 brane charge to the D6 brane, and this can always be described in the quiver we had started with. To verify that the configuration of the crystal corresponds to \( \mathcal{O}_X(D)[-1] \), we need to express its Chern character

\[
\Delta = -X e^D
\]

in terms of the Chern characters of the nodes of the quiver

\[
\Delta = \Delta_0 + \sum_{\alpha} N_\alpha \Delta_\alpha,
\]

where \( \Delta_0 \) corresponds to the D6 brane node,

\[
\Delta_0 = -X e^{D_0}.
\]

Note that ranks \( N_\alpha \) depend both on \( D \) and \( D_0 \). The set of \( N_\alpha \)'s we obtain in this way corresponds to how many atoms of color \( \alpha \) we need to remove to describe \( \mathcal{O}_X(D)[-1] \). In specific examples, this is completely straight forward, the only subtlety being that, to get integers, one has to keep careful track of the curvature contributions to the charges, which we have been mostly suppressing so far. It would be nice to find a general proof of this.

### 7.2. An example

Consider the local \( \mathbb{P}^1 \times \mathbb{P}^1 \). In this case, \( Q^1 = (1, 1, 0, 0, -2) \), \( Q^2 = (0, 0, 1, 1, -2) \) so the “pure” D6 brane \( \mathcal{O}_X[-1] \) on \( X \) corresponds to the set of points

\[
N_1 + N_2 = 2N_0, \quad N_3 + N_4 = 2N_0,
\]
in $\Lambda_0$. The cone direction here is parameterized by $N_0$. At fixed $N_0$, we get a square with $(2N_0 + 1) \times (2N_0 + 1)$ integral points. It is easy to see that this agrees with we get by considering either of the two quivers in section 3, and a subset of points corresponding to node $\alpha_0 = 3$, in this case. Of course, the finer structure of the crystal $\mathcal{C}$ is different in the two cases, but the geometry of $\mathcal{C}_0$ is the same.

![Diagram 1](image1)

![Diagram 2](image2)

**Fig. 22** The crystal for local $\mathbb{P}^1 \times \mathbb{P}^1$.

Take now $\mathcal{O}_X(mD_t)[-1]$. This is the D6 brane node of the quiver $Q_m$ in the previous section. The corresponding crystal $\mathcal{C}$ gets deformed to $\mathcal{C}(mD_t)$ by replacing the apex of the cone with an edge $m + 1$ sites long. The crystal sites of $\mathcal{C}_0(mD_t)$ are given by

$$N_1 + N_2 = 2N_0 + m, \quad N_3 + N_4 = 2N_0,$$

(7.8)

which corresponds to giving the curve $C_t$ length $m + 1$. Add to this $-n$ units of the compact D4 brane charge, by taking $D = (m + 2n)D_t + 2nD_s$ instead. From what we had said above, we expect a face of $(m + 2n + 1) \times (2n + 1)$ nodes of color $\Delta_3$ to open up at the apex

$$N_1 + N_2 = 2N_0 + m + 2n, \quad N_3 + N_4 = 2N_0 + 2n.$$

(7.9)
Fig. 23. The crystal for local $\mathbb{P}^1 \times \mathbb{P}^1$ with compact B-field.

Now we will show that this precisely describes the state $\mathcal{O}_X(D)[-1]$, whose charge is

$$\Delta = -X(1 + \frac{c_2(X)}{24})e^{(m+2n)D_t+2nD_s}.$$ 

in terms of the crystal associated with the quiver $Q_m$. The quiver has the D6 brane node $\mathcal{O}_X(mD_t)[-1]$ of charge

$$\Delta_0 = -X(1 + \frac{c_2(X)}{24})e^{mD_t}.$$ 

The difference of these charges

$$\Delta - \Delta_0 = nD_0 + (n + m)nC_s + n^2C_t - (\frac{4}{3}n^3 + \frac{1}{2}mn^2 - \frac{1}{6}n)pt,$$

(7.10)

has to be carried by the D4-D2-D0 nodes of the quiver, and moreover, should correspond to the nodes we needed to remove to go from (7.8) to (7.9). The number of sites we remove from the crystal $\mathcal{C}$ corresponding to the quiver $Q_m$ is

$$\sum_{i=0}^{n-1} (2i + 1 + m)(2i + 1)\Delta_3 + (2i + 1)(2i + 2 + m)\Delta_2$$

$$+ (2i + 2)(m + 2i + 1)\Delta_4 + (2i + 2)(2i + 2 + m)\Delta_1.$$ 

(7.11)
Recall that (5.5)
\[ \Delta_3 = (D_S - C_t - C_s + pt)(1 + \frac{1}{24}c_2(S)) \]
\[ \Delta_4 = (-D_S + C_s)(1 + \frac{1}{24}c_2(S)) \]
\[ \Delta_2 = (-D_S + C_t)(1 + \frac{1}{24}c_2(S)) \]
\[ \Delta_1 = D_S(1 + \frac{1}{24}c_2(S)) \]

Adding up (7.11) and using that, for a divisor \( D_S \) which restricts to a surface \( S \) in the Calabi-Yau
\[ c_2(X)D_S = (c_2(S) - c_1(S)^2)D_S \] (7.12)
and
\[ c_2(S)D_S = \chi(S)pt, \quad c_1(S)^2D_0 = (12 - \chi(S))pt, \]
we recover (7.10). Above \( \chi(S) \) is the euler characteristic of \( S \). Here, \( S = \mathbb{P}^1 \times \mathbb{P}^1 \), and \( \chi(S) = 4 \).

While we did the explicit computation for the quiver \( Q_m \), we could have just as well used the dual quiver \( Q'_m \), obtained by dualizing node 2. This changes the microscopics of the crystal, so \( \mathcal{C}(D) \) changes, however the shape of the crystal and \( \mathcal{C}_0(D) \) stays the same. This had better be the case, as \( \mathcal{C}_0 \) does not know about the full quiver, but only about a subset of its nodes that are untouched by the quiver mutation. Explicitly, the charges of the nodes of \( Q_m \) and \( Q'_m \) are related by

\[ \Delta'_2 = \Delta_1 + 2\Delta_2 \]
\[ \Delta'_1 = -\Delta_2 \]
\[ \Delta'_3 = \Delta_3 \]
\[ \Delta'_4 = \Delta_4 \]

while \( \Delta_0 = \Delta'_0 \). Using this to rewrite (7.11), we get
\[ \sum_{i=0}^{n-1} (2i + 1 + m)(2i + 1)\Delta'_3 + (2i + 2)(2i + 1 + m)\Delta'_4 \]
\[ + (2i + 2)(2i + 2 + m)\Delta'_2 + (2i + 3)(2i + 2 + m)\Delta'_1. \]

It is easy to see that this counts the nodes in the cut-off top of the crystal based on the quiver \( Q'_m \).
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In the next subsection, we will consider meltings of $\mathcal{C}(D)$. This counts a subset of states of the original crystal $\mathcal{C}$, which naturally should correspond to bound states of D6 brane with an $\mathcal{O}_X(D)$ bundle on it, with lower dimensional branes. As an aside, note that, while this problem can be phrased in terms of counting a subset of states of the original quiver, we can try to define it more directly as well, in terms of a D4-D2-D0 quiver, with a framing node corresponding to $\mathcal{O}_X(D)[-1]$. However, such quivers appear to contain bifundamentals in $\text{Ext}^{0,3}(E_\alpha, E_\beta)$, which correspond to ghosts, not chiral multiplets \[36,57\].

7.3. Geometric interpretation of the D6 brane bound states

Take a D6 brane $-X$, with any number of $i$. D4 branes wrapping surfaces $S$ in $H_4(X, Z)$, $ii$. D2 branes wrapping curves $C$ in $H_2(X, Z)$ and $iii$. D0 branes where we require $D_S, C$ to be positive\[27\], and the number of D0 branes to be non-negative.

Changing the B-field by $D$ (7.1), gives this state a simple geometric interpretation in terms of removing $i$. faces corresponding to toric divisors $D_S$, restricting to $S$, $ii$. edges corresponding to $C$ and $iii$. vertices of $\mathcal{C}_0(D)$. This holds for any $D$ large enough that the “edges”, “faces” and “vertices” of $\mathcal{C}_0(D)$ have an unambiguous meaning., and the positivity constraint comes from the fact that we can only remove, but not add sites along the edges, faces and vertices.\[28\]

Fig. 24 Melting a face (a) corresponds to adding compact D4 brane charge, melting an edge (b) adds D2 brane charge, and melting a node in $\mathcal{C}_0(D)$ adds D0 brane charge.

As we discussed above, the D6 brane $\mathcal{O}_X(D)[-1]$ in the background of B-field $D$ is described by the crystal $\mathcal{C}(D)$ such that $\mathcal{C}_0(D)$ are integral points in the Calabi-Yau with Kahler class $D$. Adding to this a D4 brane on a divisor $D_S$ corresponds to changing the

\[27\] More precisely, we require $C$ to be in the Mori Cone of $X$, and we require $S$ to be a very ample divisor so that $S \cdot D > 0$ for any $C, S$ satisfying these conditions \[28\].

\[28\] To be completely clear, arbitrary meltings of the crystal correspond to a larger set of charges that do not obey this, but the other states do not have such an intuitive description.
bundle on the D6 brane to $\mathcal{O}_X(D - D_S)[-1]$, and hence changing $\mathcal{C}(D)$ to $\mathcal{C}(D - D_S)$. This simply changes the Kahler class of the Calabi-Yau base by $D_S$. From the perspective of the crystal $\mathcal{C}(D)$, $\mathcal{C}(D - D_S)$ is obtained by removing sites along the face corresponding to $D_S$. If $D_S$ is a compact divisor, we remove a finite number of sites. Consistency requires that the charge carried by these be the charge of the D4 brane on $D_S$ in this background.

In other words, if $S$ is the surface the divisor $D_S$ restricts to, the charge should be that of $\mathcal{O}_S(D)$, obtained from the pure D4 brane $\mathcal{O}_S$ on $D_S$ by shifting the B-field by $D$.

Explicitly, the crystals $\mathcal{C}(D)$ and $\mathcal{C}(D - D_S)$ carry the charges of the D6 branes corresponding to $\mathcal{O}_X(D)[-1]$ and $\mathcal{O}_X(D - D_S)[-1]$,

$$-Xe^D(1 + \frac{1}{24}c_2(X))$$

and

$$-Xe^{D-D_S}(1 + \frac{1}{24}c_2(X)).$$

Thus, the sites that we remove in going from one crystal to the other must carry the difference of the charges. This is

$$D_S(1 - \frac{1}{24}D_T + \frac{1}{24}D_S^2 + \frac{1}{24}c_2(X))e^D = D_S(1 + \frac{1}{24}c_2(S))e^{D - \frac{1}{2}K_S}$$

which equals the charge of a D4 brane on $S$ in the background B-field $\mathcal{O}_S(D)$. We used here the fact that one can think of the sheaf supported on a surface $S$ as a bundle on $S$ twisted by $-1/2$ of the canonical line bundle $K_S$ of the surface, and that $K_S = D_S$, on a Calabi-Yau.

Similarly, a D2 brane wrapping a curve $C$ in $X$ corresponding to $\mathcal{O}_C(D)$ is obtained by removing an edge in the crystal along $C$. To see this, suppose that $C$ lies on the intersection of two divisors $C = D_S D_T$. Then, analogously to what we had done for the D6 branes and the D4 branes, we can express the D2 brane as a difference of the D4 branes on $D_S$ when we change the background from $D$ to $D - D_T$. The corresponding charges are

$$D_S e^{D - \frac{1}{2}K_S} (1 + \frac{1}{24}c_2(S))$$

and

$$D_S e^{D - D_T - \frac{1}{2}K_S} (1 + \frac{1}{24}c_2(S)).$$

The difference of (7.13) and (7.14) is

$$C\left(1 - \frac{1}{2}(D_T + D_S)\right)e^D = C(1 + \frac{1}{2}c_1(C))e^D,$$
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which is the Chern class of the sheaf \( \mathcal{O}_C(D) \) supported on \( C \) in the background B-field \( D \).

We could also remove \( n \) edges along \( C \) in the crystal, but then we have the choice of melting additional edges along the face or down the side of the crystal. The difference in charges corresponds exactly to \( n\mathcal{O}_C(D) + k[pt] \) for some \( k \) determined by the crystal structure, where the additional D0 charge arises from the fact that in a general crystal, the lengths of multiple melted edges will not all be the same.

7.4. An Example

In our local \( \mathbb{P}^1 \times \mathbb{P}^1 \) example, consider \( X \) with the B-field shifted by \( D = (m + 2n)D_t + 2nD_s \). Removing a face worth of sites from \( C_0 \) (and the relevant sites from its refinement \( C \)),

\[
(2n + 1 + m)(2n + 1)\Delta_3 + (2n + 1)(2n + 2 + m)\Delta_2 \\
+ (2n + 2)(m + 2n + 1)\Delta_4 + (2n + 2)(2n + 2 + m)\Delta_1
\]

and adding up the charges, we get

\[
D_S + (m + 2n + 1)C_s + (2n + 1)C_t + \left( (2n + 1 + m)(2n + 1) + \frac{1}{6} \right) pt
\]

which is the same as

\[
D_S(1 + \frac{1}{24} c_2(S)) e^{D - \frac{1}{2} K_S},
\]

the chern character of \( \mathcal{O}_S(D) \), where \( S = \mathbb{P}^1 \times \mathbb{P}^1 \), and \( K_S = -2D_s - 2D_t = D_S \).

Similarly, removing an edge, corresponding to \( C_t \) say, we remove sites of net charge

\[
(2n + 1 + m)\Delta_3 + (2n + 2 + m)\Delta_2 + (m + 2n + 1)\Delta_4 + (2n + 2 + m)\Delta_1
\]

Adding this up, the net charge is

\[
C_t + (2n + 1 + m)pt = C_t(1 + \frac{1}{2} c_1(C_t)) e^D
\]

corresponding to \( \mathcal{O}_{C_t}(D) \).

To summarize, the states that have a simple geometric description are those we obtain from “pure” D6, D4, D2 (and of course D0 branes) \( \mathcal{O}_X, \mathcal{O}_S \) and \( \mathcal{O}_C \) by turning on a B-field \( B \to B + D \), in other words \( \mathcal{O}_X(D), \mathcal{O}_S(D) \) and \( \mathcal{O}_C(D) \).
7.5. The large $B$-field limit and $DT/GW$ correspondence

Now consider $\mathcal{C}(D)$ in the limit of large $D \to \infty$, or more precisely

$$n_a \to \infty$$

(7.16)

where

$$D = \sum_a n_a D_a, \quad n_a \geq 0.$$  

(7.17)

This is the large radius limit of $X$, where the lengths of all edges in $\mathcal{C}(D)$ go to infinity. When we consider meltings of this crystal, we need to specify what we keep fixed in this limit. Without doing anything, working in terms of the fixed basis of $H_*(X, \mathbb{Z})$, corresponding to $X$, $D_a$, $C_a$ and pt the states corresponding to melting of $\mathcal{C}(D)$ would all have infinite charges. Moreover, because the edges of the crystal are infinitely long, the counting problem itself is not well defined.

Fig. 25 Melting the local $\mathbb{P}^1 \times \mathbb{P}^1$ crystal with a large compact $B$-field turned on.

To remedy this, consider changing the basis to

$$X' = X e^D, \quad D'_a = D_a e^D, \quad C'_a = C_a e^D,$$

and counting states whose charges in terms $X'$, $D'_a$, $C'_a$ and pt are finite, i.e. states of the form

$$X' + k_a D'_a + \ell_a C'_a + m \text{ pt}$$

(7.18)
where \( k, \ell \) and \( m \) are all finite. In terms of the quiver we started with, this is implemented by taking a limit in the weight space, where the weights of all but one node go to zero,

\[
q_\alpha \rightarrow 0, \quad \alpha = 1, \ldots k - 1
\]

keeping the product of all the weights fixed,

\[
\prod_{\alpha=1}^{k} q_\alpha = q.
\]

Since the sum of the charges of the nodes is one unit of D0 brane charge, states weighted by \( q^m \) carry \( m \) units of D0 brane charge.

Taking the limits (7.16) and (7.19) together, makes the state counting well defined. In the limit, the only local excitations of the crystal \( \mathcal{C}(D) \) that survive are those where equal numbers of nodes of all colors are excited – corresponding to removing pure D0 branes, weighted by \( q^m \). One can think of this as a kind of a phase transition in the crystal \( \mathcal{C}(D) \) where excitations of individual nodes freeze out, and one can only remove atoms in groups weighted by \( q \). In this limit, \( \mathcal{C}(D) \) becomes \( \mathcal{C}_0(D) \). Moreover, the crystal can melt only from the vertices, and near each vertex \( \text{[16]} \), the crystal \( \mathcal{C}_0(D) \) looks like a copy of the \( \mathbb{C}^3 \) crystal in \( \text{[15]} \). In \( \mathbb{C}^3 \) we only have D0 branes to begin with, so the crystals \( \mathcal{C} \) and \( \mathcal{C}_0 \) for this coincide. Note that, while we were originally counting signed partitions, with signs \((-1)^{d(\Delta)}\) from \( \text{[4.3]} \), in the large \( D \) limit the signs become simply \((-1)^{m^2} = (-1)^m\), up to an overall sign, since we are restricting to configurations where all ranks are equal.

But, in addition, some large excitations survive as well. There are edge excitations which carry finite number of D2 brane charge \( \ell_a \) in (7.18), and also excitations along faces carrying D4 brane charges \( k_a \). We have shown in the previous section that, even at finite \( D \), excitations along an edge \( \sum_a \ell_a C_a \) in \( H_2(X, \mathbb{Z}) \) carry charge

\[
\sum_a \ell_a C_a' = (\sum_a \ell_a C_a) e^D.
\]

Similarly, removing the face in \( \mathcal{C}_0(D) \) in the class \( \sum_k D_a \) corresponds to adding charge

\[
\sum_a k_a D_a' = (\sum_a k_a D_a) e^D
\]

to the D6 brane \( -X' \). We also showed that adding the D4 brane is the same as shifting \( D \) by \( \sum_a k_a D_a \). This clearly does not affect the degeneracies of D0-D2-D6 branes in the
limit where we take $D$ to infinity – it only shifts what we mean by $D$, in agreement with \cite{59,20}.

The relation of topological string amplitudes on $X$ with certain melting crystals was observed in \cite{15}. The combinatorics of the topological vertex \cite{16} and the A-model topological string on $X$ is the same \cite{15} as the combinatorics of $C^3$ crystals glued together over the edges between $C^3$ patches in $X$. In \cite{10} a physical explanation of this was proposed, by relating the crystals to D6 brane bound states. Starting with the crystal $C_0(D)$ corresponding to integral points in the base of a toric Calabi-Yau $X$, \cite{16} showed that in the limit where one takes the Kahler class $D$ of $X$ to infinity, the crystal degenerates to $C^3$ crystals glued together over long legs, exactly as in \cite{15}. On the other hand, it was shown that in the same limit, the crystal counts bound states of a D6 brane on $X$, with D2 and D0 branes (in the language of sheaves, these are ideal sheaves on $X$). The count in \cite{14} was formulated in terms of the maximally supersymmetric SYM on $X$, topologically twisted, and non-commutative. The conjecture of \cite{16} relating the topological string on $X$ to counting bound states of a single D6 brane on $X$ with D0 and D2 branes, for any Calabi-Yau $X$, is known as the Gromov-Witten/Donaldson-Thomas correspondence \cite{17,18}. Recently, it was proven for toric threefolds by \cite{60}.

We have shown that the bound states of a D6 brane on $X$, with D4, D2 and D0 branes described by a quiver $Q$ and in the background of B-field $D$, are counted by crystals $C(D)$, at any $D$. The crystal roughly corresponds to integral points in the base of the Calabi-Yau with Kahler class $D$, though the precise microscopic details depend on $Q$. In the limit of infinite $D$, the microscopic structure is lost, and $C(D)$ becomes the same as the crystal $C_0(D)$ – and hence the same as the crystal in \cite{15} \cite{16}. Thus, the count of the D6 brane bound states from the six dimensional perspective of \cite{10} and the 0+1 dimensional quiver quantum mechanics of D6 branes bound to D4-D2 and D0 branes, agree – but only in this limit.\footnote{This is in accord with \cite{20}, which pointed out that the correspondence of \cite{16} can hold only in the limit of infinite B-field. One should be able to understand this a consequence of essentially infinite non-commutativity turned on in \cite{14}.}

We have thus re-derived the Gromov-Witten/Donaldson-Thomas correspondence of \cite{10,17,18} from the quiver perspective.

More than that, we provided an answer to the question raised in \cite{61}: what is the crystal $C_0(D)$ in \cite{16} is counting at finite $D$? The crystal $C_0(D)$, or more precisely its refinement $C(D)$, is counting Donaldson-Thomas invariants defined as the Witten indices of the quiver quantum mechanics describing one D6 brane on $X$, bound to D4, D2 and D0 branes in the background $B$ field $D$.\footnote{This is in accord with \cite{20}, which pointed out that the correspondence of \cite{16} can hold only in the limit of infinite B-field. One should be able to understand this a consequence of essentially infinite non-commutativity turned on in \cite{14}.}
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Appendix A. The Conifold

We will show how we can use Seiberg duality and dimer mapping explained in section 4, to reproduce the results of \([26,62]\) on the partition function of the conifold. Recall that the conifold has only two nodes, which makes this model especially simple. The conifold quiver is shown for chamber \(n\) (with \(n\) framing nodes) in Figure 26 while the conifold dimer is shown in Figure 27.

![Fig. 26. The conifold quiver for chamber n.](image)

Starting from the configuration shown in Figure 27.a, we can perform Seiberg Duality on Node 1. Seiberg Duality results in a dual face for 1, as explained in section 4. However, the resulting brane tiling has two-valent vertices, which correspond to mass terms in the superpotential. Integrating out results in the quiver shown in Figure 27.c. This transformation takes the quiver from chamber \(n\) to chamber \(n + 1\). As an explicit example of the techniques in section 4, we will derive the exact wall crossing formula, along with the change of variables from the dimer model.

The exact partition function for the conifold is known \([26,62]\). In chamber \(n\), it is given by,

\[
Z(n, q_1, q_2) = M(1, -q_1 q_2)^2 \prod_{k \geq 1} (1 + q_1^k (-q_2)^{k-1})^{k+n-1} \prod_{k \geq n} (1 + q_1^k (-q_2)^{k+1})^{k-n+1}
\]
where $M(x, q)$ is the MacMahon function,

$$M(x, q) \equiv \prod_{m=1}^{\infty} \left( \frac{1}{1-xq^m} \right)^m$$

Now consider crossing the wall from chamber $n$ to chamber $n+1$. This gives,

$$Z(n + 1) = Z(n, q_1, q_2)(1 + q_1)^{\langle q_1, q_\Delta \rangle} = Z(n, q_1, q_2)(1 + q_1)^{-n}$$

since for the conifold, every melting configuration must have the same intersection number, $\Delta_1 \circ \Delta = -n$. \[30\] By a simple change of variables \[31\]

$$q_1 = -Q_2^{-1}$$
$$q_2 = -Q_1 Q_2^2$$

we find,

$$Z(n + 1) = M(1, -Q_1 Q_2)^2 \prod_{k \geq 1} (1 + Q_1^k (-Q_2)^{k-1})^{k+n+1} \prod_{k \geq n+1} (1 + Q_1^k (-Q_2)^{k+1})^{k-n}$$

which agrees with the general formula for the conifold partition function in chamber $(n+1)$.

\[30\] Note that in Section 4 we only considered dualizing on nodes with $n_{0*} = 1$ or 0 framing arrows. However, the conifold is simple enough to explicitly check that the dimer intersection number equals the quiver intersection number for arbitrary $n_{0*}$.

\[31\] This change of variables includes additional minus signs relative to (4.7). This is because in this infinite product form, we have implicitly absorbed signs in the $\{q_i\}$. These signs flip (from the $(-1)^{d(\Delta)}$ factors) when we cross the wall from chamber $n$ to chamber $n + 1$. 
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Appendix B. The local $\mathbb{P}^2$ example

As another example, consider the toric quiver corresponding to $X = \mathcal{O}(-3) \to \mathbb{P}^2$. The D4-D2-D0 quiver has three nodes, corresponding to $\tilde{E}_3 = \mathcal{O}_S(-3)$, $\tilde{E}_1 = \mathcal{O}_S(-2)[-1]$, $\tilde{E}_2 = \mathcal{O}_S(-1)[-2]$. The charge of $\mathcal{O}_S(n)$ is

$$D_S e^{\pi D_t - \frac{1}{2} K_S} (1 + \frac{1}{24} c_2(S))$$ (B.1)

where $D_S$ is the divisor corresponding to the surface, and $D_t$ generates the Kahler class, so $D_S = -3D_t$. Also, $D_tD_S = C_t$ and per definition $D_tC_t = 1$. Thus, (B.1) can be rewritten as

$$D_S + (n + \frac{3}{2})C_t + \frac{1}{2}(n + 1)(n + 2) pt - \frac{1}{8} pt \quad \text{(B.2)}$$

We can write

$$\tilde{\Delta}_3 = D_S + pt + (-\frac{3}{2}C_t + \frac{1}{4} pt)$$

$$\tilde{\Delta}_2 = D_S + 3\tilde{\Delta}_3 = 2D_S - C_t + 2(\frac{3}{2}C_t - \frac{1}{4} pt)$$

$$\tilde{\Delta}_1 = -D_S - C_t + (\frac{3}{2}C_t - \frac{1}{4} pt).$$

This has $n_{31} = n_{12} = 3$, $n_{23} = 6$, where $n_{ij}$ is the number of arrows from node $i$ to node $j$. Add to this the D6 brane, corresponding to $\mathcal{O}_X[-1]$, whose charge is

$$\tilde{\Delta}_0 = -X(1 + \frac{c_2(X)}{24}),$$

Since $c_2(X) \cdot D_S = (c_2(S) - c_1^2(S))D_S = -6$, it is easy to see that $n_{03} = 1$ and $n_{02} = n_{01} = 0$. The intersection numbers can be computed by setting up the usual Ext machinery, and then reducing this to cohomology calculations on $S = \mathbb{P}^2$. For example, $\text{Ext}^1_X(\mathcal{O}_X[-1], \mathcal{O}_S(-3)) = \text{Ext}^2_X(\mathcal{O}_X, \mathcal{O}_S(-3)) = H^2(\mathbb{P}^2, \mathcal{O}_S(-3)) = \mathbb{C}$, while all the other Ext groups vanish in this sector.\(^{32}\)

This is not a toric quiver yet, we need to dualize node $\tilde{\Delta}_1$. We get,

$$\Delta_3 = \tilde{\Delta}_3 = D_S + pt + (-\frac{3}{2}C_t + \frac{1}{4} pt)$$

$$\Delta_2 = \tilde{\Delta}_2 + 3\tilde{\Delta}_3 = -2D_S - C_t + 2(\frac{3}{2}C_t - \frac{1}{4} pt)$$

$$\Delta_1 = -\tilde{\Delta}_1 = D_S + C_t - (\frac{3}{2}C_t - \frac{1}{4} pt).$$

\(^{32}\) The last step follows from $\dim H^0(\mathbb{P}^k, \mathcal{O}(m)) = \binom{m+k}{k}$, $\dim H^k(\mathbb{P}^k, \mathcal{O}(m)) = \binom{-m-1}{k-m-1}$, and $\dim H^n(\mathbb{P}^k, \mathcal{O}(m)) = 0$, for $n \neq 0, k$, see e.g. [50].
and $\Delta_0 = \tilde{\Delta}_0$, unchanged. The new bundles are given by, $E_3 = \mathcal{O}_S(-3)$, $E_1 = \mathcal{O}_S(-2)[-2]$, $E_2 = \tilde{\mathcal{O}}_S$. This has $n_{13} = n_{21} = n_{32} = 3$, $n_{03} = 1$, and the superpotential

$$W = \sum_{i,j,k=1}^{4} \epsilon_{ijk} \text{Tr} A_i B_j C_k$$

where $n_{ij}$ is the number of arrows from node $i$ to node $j$. The resulting quiver is in figure 28.

**Fig. 28** The quiver for the orbifold phase of local $\mathbb{P}^2$.

The crystal $\mathcal{C}$ corresponding to this quiver is on the left in the figure 29. The corresponding crystal $\mathcal{C}_0$ is on the right. This corresponds to a set of points

$$N_1 + N_2 + N_3 = 3N_0,$$

in agreement with the fact that for local $\mathbb{P}^2$, $Q = (1, 1, 1, -3)$.

**Fig. 29.** The full crystal, $\mathcal{C}$ for local $\mathbb{P}^2$ is shown on the left, while the subcrystal, $\mathcal{C}_0$ corresponding to holomorphic functions is shown on the right.
Changing the B-field to $D = -nD_S = 3nD_t$, the lattice $C_0(D)$ becomes (see figure 30)

$$N_1 + N_2 + N_3 = 3N_0 + 3n.$$ 

Getting $C(D)$ from $C$ corresponds to removing sites

$$\sum_{i=0}^{n-1} \frac{(3i + 1)(3i + 2)}{2} \Delta_3 + \frac{(3i + 2)(3i + 3)}{2} \Delta_2 + \frac{(3i + 3)(3i + 4)}{2} \Delta_1$$

Fig. 30. The full crystal, $C(D)$, and the subcrystal, $C_0(D)$ for local $\mathbb{P}^2$ after turning on a large B-field.

Summing up the charges, we find

$$nD_S + \frac{3}{2} n^2 C_t + \left(\frac{3}{2} n^3 - \frac{1}{4} n\right) pt$$

This accounts for the charge the D6 brane picks up by putting it in the background B-field, which takes it to $O_X(D)[-1]$, with charge

$$\Delta = -Xe^D(1 + \frac{c_2(X)}{24}),$$

Namely, it is easy to see that this agrees with the difference

$$\Delta - \Delta_0 = nD_S - \frac{n^2}{2} D_S D_S + \frac{n^3}{3!} D_S D_S D_S + \frac{n}{24} C_2(X) D_S.$$
using
\[ D_S D_S = -3C_t, \quad D_S D_S D_S = 9, \]

Similarly, the face of the crystal carries charge
\[
\frac{(3n + 1)(3n + 2)}{2} \Delta_3 + \frac{(3n + 2)(3n + 3)}{2} \Delta_2 + \frac{(3n + 3)(3n + 4)}{2} \Delta_1
\]

which equals
\[ D_S + \left(3n + \frac{3}{2}\right)C_t + \left(\frac{(3n + 1)(3n + 2)}{2} + \frac{1}{4}\right)pt. \]

From above, we see that this is the charge of
\[ \mathcal{O}_S(D), \]

as we claimed in the text. Similarly, the charge of an edge is
\[ (3n + 1)\Delta_3 + (3n + 2)\Delta_2 + (3n + 3)\Delta_3. \]

This equals
\[ C_t + (3n + 1)pt, \]

the charge of
\[ \mathcal{O}_{C_t}(D). \]
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