ON THE DEGENERATE PRINCIPAL SERIES OF COMPLEX SYMPLECTIC GROUPS

PIERRE CLARE

Abstract. We apply techniques introduced by Clerc, Kobayashi, Ørsted and Pevzner to study the degenerate principal series of $\text{Sp}(n, \mathbb{C})$. An explicit description of the $K$-types is provided and Knapp-Stein normalised operators are realised as symplectic Fourier transforms, and their $K$-spectrum explicitly computed. Reducibility phenomena are analysed in terms of $K$-types and eigenvalues of intertwining operators. We also construct a new model for these representations, in which Knapp-Stein intertwiners take an algebraic form.

Introduction

Background and purpose. Among the representations of reductive Lie groups, the so-called small representations have received a lot of attention for several years. After the accomplishments of the 90’s, mainly obtained through algebraic methods (see the introduction and the references in [8]), recent progress has stemmed from the development of new techniques in geometric analysis. Leading work in this direction was the series [9, 10, 11], dealing with the minimal representation of general indefinite orthogonal groups.

More recently, new techniques were introduced in this area by J.-L. Clerc, T. Kobayashi, B. Ørsted and M. Pevzner in relation with various problems in classical analysis [2] and representation theory [12]. The first of these works is devoted to the computation of certain triple integrals, and features the study of certain intertwining operators related to representations of the real symplectic group. More precisely, it is observed that some Knapp-Stein operators can be realised as Fourier transforms once normalised. This idea was already used in the work of A. Unterberger in the case of $\text{SL}(2, \mathbb{R})$, see [16]. It was extended to $\text{SL}(n, \mathbb{R})$ in [15] and to $\text{Sp}(n, \mathbb{R})$ for the first time in [13]. It is taken further in [12] where, among many other results, a complete description of Knapp-Stein intertwiners between the degenerate principal series of $\text{Sp}(n, \mathbb{R})$ is carried out. This point of view allows to establish very precise statements, such as $K$-type formulas and explicit computations of
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the $K$-spectrum of intertwining operators. Another feature of [12] is the construction of what is named there the non-standard model for degenerate principal series. As a first application, this apparently new picture allows to define Knapp-Stein operators by a rather simple algebraic formula.

The present article aims at adapting those techniques to the case of the complex symplectic group. Among the parabolically induced representations of $\text{Sp}(n, \mathbb{C})$, those coming from maximal parabolic subgroups may be considered as the most degenerate, since functions on the corresponding flag manifold depend on the smallest possible set of parameters. These representations have first been investigated by K. I. Gross in [4].

Most of our arguments are rather directly inspired by the results in [2] and [12], dealing with real symplectic groups. However, we tried to provide a self-contained and detailed presentation of these techniques while adapting them to the complex case. Moreover, the isotypic decomposition of the quaternionic orthogonal group action on square-integrable functions over the unit sphere, studied in Section 3.1, turns out to be slightly more delicate than the real and complex ones. It is also worth noticing Theorem 1 accounts more precisely for the reducibility phenomena than the original description in Gross’ paper [4]. In particular, the characterisations by $K$-types and eigenspaces of the algebraic intertwiners in the non-standard model both seem new.

Let us finally mention that the study of explicit Knapp-Stein intertwiners as geometric transforms and the computation of their $K$-spectrum such as the one provided in Proposition 3 are a current object of interest. Indeed, analogous results were recently obtained in [14] for special linear groups, using techniques of [1].

Outline. The article is organised as follows: general notations are fixed and elementary facts regarding degenerate principal series of the complex symplectic groups are stated in Section 1. In Section 2 we introduce certain Fourier transforms, establish some of their elementary properties and use them to normalise Knapp-Stein operators in Proposition 1. In Section 3 we study the branching law of the degenerate principal series representations of $\text{Sp}(n, \mathbb{C})$ with respect to the maximal compact subgroup $K = \text{Sp}(n)$: we describe $K$-types in Proposition 2 and compute the eigenvalues of Knapp-Stein operators in Proposition 3. As a result, we are able to analyse the reducible elements in the degenerate principal series in terms of $K$-types and eigenspaces of the Knapp-Stein intertwiners in Theorem 1. Finally, Section 4 is devoted to the description of the non-standard model of the degenerate principal series in the sense of [12]. The main result of this section is the computation of the normalised Knapp-Stein operators in this picture: Theorem 2 establishes that the intertwiners are defined by an algebraic formula in this setting.
1. Setting and notations

1.1. The complex symplectic group. For any integer \( p \geq 1 \), let \( I_p \) be the identity matrix of size \( p \) and let brackets denote the associate bilinear form on \( \mathbb{C}^p \):

\[
(X, Y) = \sum_{k=1}^{p} x_k y_k
\]

for \( X = (x_1, \ldots, x_p) \) and \( Y = (y_1, \ldots, y_p) \).

Throughout this article, \( n \) shall be a fixed positive integer and \( N = 2n \), so that a vector \( X \) in \( \mathbb{C}^N \simeq \mathbb{C}^n \times \mathbb{C}^n \) can naturally be written \( X = (X_1, X_2) \).

The complex symplectic form on \( \mathbb{C}^N \) is defined by

\[
\omega_n(X, Y) = \langle X_2, Y_1 \rangle - \langle X_1, Y_2 \rangle,
\]

that is \( \omega_n(X, Y) = \langle X, JY \rangle \) where

\[
J = \begin{bmatrix} 0 & -I_n \\ I_n & 0 \end{bmatrix}.
\]

Abusing notations, we will usually drop the subscript indicating the dimension and write \( \omega \equiv \omega_n \) when no confusion may result.

By definition, the complex symplectic group is the group of complex invertible matrices preserving \( \omega \):

\[
\text{Sp}(n, \mathbb{C}) = \{ g \in \text{GL}(N, \mathbb{C}) \mid \forall X, Y \in \mathbb{C}^N, \ \omega(gX, gY) = \omega(X, Y) \}.
\]

Equivalently, \( \text{Sp}(n, \mathbb{C}) \) is the subgroup of elements \( g \in \text{GL}(N, \mathbb{C}) \) subject to the relation \( g^* J g = J \).

From now on, \( G \) will denote the complex symplectic group defined above. Restricting the usual Cartan involution of \( \text{GL}(N, \mathbb{C}) \) yields a Cartan involution of \( G \). As a consequence, \( K = U(N) \cap \text{Sp}(n, \mathbb{C}) \) is a maximal compact subgroup of \( G \), also called the compact symplectic group and denoted by \( \text{Sp}(n) \).

1.2. Maximal parabolic subgroup of Heisenberg type. Let us recall some facts regarding complex Heisenberg groups. Let \( m = n-1 \) and consider

\[
H^2m+1 = \{ (s, X) \in \mathbb{C} \times \mathbb{C}^{2m} \}
\]

equipped with the product

\[
(s, X)(s', X') = \left( s + s' + \frac{1}{2} \omega(X, X'), X + X' \right),
\]

where \( \omega \equiv \omega_m \) denotes the complex symplectic form on \( \mathbb{C}^{2m} \).

The group \( G \) acts naturally on \( \mathbb{C}^N \) by linear applications, hence also on the complex projective space \( \mathbb{P}^{N-1} \mathbb{C} \). The stabiliser in \( G \) of a point in \( \mathbb{P}^{N-1} \mathbb{C} \) is a maximal parabolic subgroup \( P \) with Langlands decomposition

\[
P = MAN \simeq (\mathbb{C}^* \cdot \text{Sp}(m, \mathbb{C})) \ltimes H^2m+1.
\]
Elements in the Cartan-stable Levi component \( L = MA \) are of the form

\[
\begin{bmatrix}
a & 0 & 0 & 0 \\
0 & s_{11} & 0 & s_{12} \\
0 & 0 & a^{-1} & 0 \\
0 & s_{21} & 0 & s_{22}
\end{bmatrix}
\]

with \( a \in \mathbb{C}^\times \) and \( S = \begin{bmatrix} s_{11} & s_{12} \\ s_{21} & s_{22} \end{bmatrix} \in \text{Sp}(m, \mathbb{C}) \).

The Lie algebra \( \mathfrak{g} \) of \( G \) then admits a Gelfand-Naimark decomposition \( \mathfrak{g} = \mathfrak{n} + \mathfrak{m} + \mathfrak{a} + \overline{\mathfrak{n}} \) and the analytic subgroup \( N \) of \( G \) with Lie algebra \( \mathfrak{n} \) is another copy of \( \mathbb{H}_c^{2m+1} \) which embeds in \( G \) via

\[
(s, (X_1, X_2)) \mapsto \begin{bmatrix}
1 & 0 & 0 & 0 \\
X_1 & I_m & 0 & 0 \\
2s & tX_2 & 1 & -tX_1 \\
X_2 & 0 & 0 & I_m
\end{bmatrix}
\]

1.3. Degenerate principal series. For \( a \in \mathbb{C}^\times \), we denote \( [a] = \frac{a}{|a|} \). Let \((\mu, \delta) \in \mathbb{C} \times \mathbb{Z} \). Such a couple defines a character \( \chi_{\mu,\delta} \) of \( P \) by

\[
\chi_{\mu,\delta}(l(a, S)) = |a|^\mu [a]^{\delta}.
\]

From now on, we assume \( \mu \) to be purely imaginary, so that \( \chi_{\mu,\delta} \) is unitary.

**Definition 1.** The induced representation

\[
\pi_{\mu,\delta} = \text{Ind}_P^G \chi_{\mu,\delta} \otimes 1
\]

is called a degenerate principal series representation of \( G \).

These representations may be described in several ways.

1.3.1. *Induced picture.* In this model, \( \pi_{\mu,\delta} \) is realised on a space of square-integrable sections of the line bundle \( G \times_{\chi_{\mu,\delta}} \mathbb{C} \) over the flag manifold \( G/P \simeq \mathbb{P}^{N-1} \mathbb{C} \). A dense subspace of the carrying space in this picture is

\[
V_{\mu,\delta}^\infty = \left\{ f \in C^\infty(\mathbb{C}^N \setminus \{0\}) \mid \forall a \in \mathbb{C}^\times, f(a \cdot) = |a|^{-\mu - N} [a]^{-\delta} f \right\}.
\]

By homogeneity, functions in \( V_{\mu,\delta}^\infty \) are determined by their restriction to the unit sphere in \( \mathbb{C}^N \), which we shall always identify to the \( 2N - 1 \)-dimensional Euclidean sphere \( S^{2N-1} \). The space \( V_{\mu,\delta} \) is defined as the completion of \( V_{\mu,\delta}^\infty \) with respect to the \( L^2 \)-norm on \( S^{2N-1} \), and \( G \) acts by left multiplications.

1.3.2. *Compact picture.* Besides considering sections over the flag manifold \( G/P \), one may restrict the induced picture to sections over \( K/(L \cap K) \) where \( L \) denotes the Levi component \( \mathbb{C}^\times . \text{Sp}(m, \mathbb{C}) \) of \( P \). Considering the compact symplectic group as the orthogonal group of a quaternionic vector space gives the identification

\[
S^{2N-1} \simeq \text{Sp}(n)/\text{Sp}(m)
\]
so that

$$K/(L \cap K) \simeq \text{Sp}(n)/U(1).\text{Sp}(m) \simeq S^{2N-1}/U(1)$$

and $\pi_{\mu,\delta}$ is realised on

$$L^2\left(S^{2N-1}\right)_\delta = \left\{ f \in L^2\left(S^{2N-1}\right) \mid \forall \theta \in \mathbb{R}, f(e^{i\theta} \cdot) = e^{-i\delta \theta} f \right\}.$$ 

The action of $G$ in this picture is slightly more complicated than in the induced one. However, its restriction to $K$ reduces to the regular action by left multiplication: $\pi_{\mu,\delta}^\text{compact} (k)(f) = f(k^{-1} \cdot)$. More details about real, complex and quaternionic spheres and the isotypical decompositions of the associated $L^2$-spaces will appear in Section 3 in order to analyse the $K$-types of the representations $\pi_{\mu,\delta}$ and determine the behaviour of the Knapp-Stein intertwiners on these $K$-types.

1.3.3. Non-compact picture. Another standard picture for principal series representations is obtained by restricting functions in the induced picture to $N$. More precisely, through the embedding (1), any $f$ in $V^\infty_{\mu,\delta}$ gives a function on $H_{2m+1}^\mathbb{C}$ defined by

$$(s, X_1, X_2) \mapsto f(1, 2s, X_1, X_2)$$

and still denoted by $f$. It follows that $\pi_{\mu,\delta}$ is realised in $L^2\left(H_{2m+1}^\mathbb{C}\right)$. In Section 4 we introduce a new model for degenerate principal series representations and discuss its advantages in their study.

2. Fourier transforms and Knapp-Stein integrals

Various integral transforms will be used in relation to Knapp-Stein intertwining integrals. We shall define them on the space $S(\mathbb{C}^N)$ of rapidly decreasing functions and extend them to the Schwartz space $S'(\mathbb{C}^N)$ of tempered distributions by duality. The complex Fourier transform of $f \in S(\mathbb{C}^N)$ is defined by

$$\mathcal{F} f(\xi) = \int_{\mathbb{C}^N} f(X) e^{-2i\pi \text{Re}(X,\xi)} \, dX.$$ 

The factors in the product decomposition of $\mathbb{C}^N$ will be labelled $\mathbb{C}_i^n$ with $i \in \{1, 2\}$ so that $\mathbb{C}^N = \mathbb{C}_1^n \times \mathbb{C}_2^n$ and the partial Fourier transform with respect to the $i$-th variable will be denoted by $\mathcal{F}_{\mathbb{C}_i^n}$. Thus for $f \in S(\mathbb{C}^N)$,

$$\mathcal{F}_{\mathbb{C}_2^n} f(X_1, \xi_2) = \int_{\mathbb{C}_1^n} f(X_1, X_2) e^{-2i\pi \text{Re}(X_2,\xi_2)} \, dX_2.$$ 

Finally, the complex symplectic Fourier transform is defined on $S(\mathbb{C}^N)$ by

$$\mathcal{F}_{\text{symp}} f(\xi) = \int_{\mathbb{C}^N} f(X) e^{-2i\pi \text{Re}\omega(X,\xi)} \, dX,$$

that is

$$\mathcal{F}_{\text{symp}} f(\xi) = \mathcal{F}_{\mathbb{C}^N} f(J\xi).$$ 

The following lemmas state elementary properties of the above transforms, to be used further.
Lemma 1. Let $f \in V_{-\mu,-\delta}$ and $a \in \mathbb{C}^\times$. Then $\forall (X_1, \xi_2) \in \mathbb{C}^N$,
$$F_{C_2^a}f(aX_1, a^{-1}\xi_2) = |a|^\mu [a]^d F_{C_2^a}f(X_1, \xi_2)$$

Proof. By definition,
$$F_{C_2^a}f(aX_1, a^{-1}\xi_2) = \int_{C_2^a} f(aX_1, X_2)e^{-2i\pi \text{Re}(X_2,a^{-1}\xi_2)} dX_2$$
$$= |a|^{2n} \int_{C_2^a} f(aX_1, aX_2)e^{-2i\pi \text{Re}(X_2,\xi_2)} dX_2$$
$$= |a|^{2n}[|a|^{-2n}[a]^d F_{C_2^a}f(X_1, \xi_2),$$
hence the result. \hfill \square

Lemma 2. Let $f \in \mathcal{S}(\mathbb{C}^N)$. Then $\forall (u, v) \in \mathbb{C}_1^n \times \mathbb{C}_2^n \simeq \mathbb{C}^N$,
$$\left( F_{C_2^n} \circ F_{\text{symp}} \circ F_{C_2^n}^{-1} \right) f(u, v) = f(v, u).$$

Proof. Let us compute:
$$\left( F_{C_2^n} \circ F_{\text{symp}} \circ F_{C_2^n}^{-1} \right) f(u, v)$$
$$= \int_{C_2^n \times C_1^n \times C_2^n} f(u'', v''')e^{-2i\pi \text{Re}((u', v)+(v'', u')-(v''', u''))} dv'''' dv''' dv'' dv'$$
$$= \int_{C_2^n \times C_1^n \times C_2^n} f(u'', v''')e^{-2i\pi \text{Re}((u', v-u'')+(v'', u-v'''))} dv'''' dv''' dv'' dv'$$
$$= \int_{C_1^n \times C_2^n} f(u'', v''')\delta(v-u'') \delta(u-v''') dv'''' dv''',$$
hence the expected equality. \hfill \square

Let us introduce some more notations: $\varepsilon$ denote the real matrix of size $2N$ defined by blocks as follows:
$$\varepsilon = \begin{bmatrix} I_N & 0 \\ 0 & -I_N \end{bmatrix},$$
and if $f$ is a function on $\mathbb{R}^{2N}$, we denote by $f^\varepsilon$ the function $X \mapsto f(\xi X)$.

Remark 1. Under the identification between $\mathbb{R}^{2N}_1 \times \mathbb{R}^{2N}_2$ and $\mathbb{C}^N$ given by $(X_1, X_2) \mapsto X_1 + iX_2$, the transformation $\varepsilon$ induces the complex conjugation. It follows that the complex Fourier transform can be seen as the transform $F_\varepsilon$ defined on $\mathcal{S}(\mathbb{R}^{2N})$ by:
$$F_\varepsilon f(\xi) = \int_{\mathbb{R}^{2N}_1 \times \mathbb{R}^{2N}_2} f(X)e^{-2i\pi ((X_1, \xi_1)-(X_2, \xi_2))} d(X_1, X_2),$$
so that $F_\varepsilon f = (F_{\mathbb{R}^{2N}} f)^\varepsilon$. Indeed, if $\xi = (\xi_1, \xi_2)$ and $\zeta = \xi_1 + i\xi_2$, it is clear that
$$F_{C_2^N} f(\zeta) = F_\varepsilon f(\xi).$$
Definition 2. If $p$ is a function in $C_c^\infty(S^{2N-1})$ and $\lambda$ is a complex number, we denote $p_\lambda$ the function defined by extending $p$ to $\mathbb{R}^{2N} \setminus \{0\}$ by
\[ p_\lambda(rX) = r^\lambda p(X) \]
for $r > 0$ and $X \in S^{2N-1}$.

Following [2], we also consider the meromorphic function in the complex variable $\lambda$ defined by
\[ B_{2N}(\lambda, k) = \pi^{-\lambda - N i - k} \frac{\Gamma(N + \frac{k + \lambda}{2})}{\Gamma(k - \frac{\lambda}{2})}. \]

Then, denoting $\mathcal{H}^k(\mathbb{R}^{2N})$ the space of harmonic homogeneous polynomials of degree $k$ over $\mathbb{R}^{2N}$, the following holds:

Lemma 3. Let $p$ be the restriction to $S^{2N-1}$ of a polynomial in $\mathcal{H}^k(\mathbb{R}^{2N})$. The following identity between distributions on $\mathbb{R}^{2N}$ depending meromorphically on $\lambda$ holds:
\[ \mathcal{F}_\varepsilon p_\lambda = B_{2N}(\lambda, k)p_{-\lambda - 2N}. \]

Proof. Following the lines of the proof of [2, Lemma 2.7], it is enough to prove that
\[ \langle \mathcal{F}_\varepsilon p_\lambda, gq \rangle = B_{2N}(\lambda, l)\langle p_{-\lambda - 2N}, gq \rangle \]
for $g \in C_c^\infty(\mathbb{R}^+)$ and $q \in \mathcal{H}^l(\mathbb{R}^{2N})$ in the domain
\[ -2N < \text{Re } \lambda < -\left( N + \frac{1}{2} \right) \]
to ensure that (†) holds on $\mathbb{R}^{2N}$. Local integrability of $p_\lambda$ and $p_{-\lambda - 2N}$ follows from the choice of the domain. Denoting by $J_{\mu}(\nu)$ the Bessel function of the first kind, the Bochner identity directly implies that
\[ \int_{S^{2N-1}} q(\omega)e^{-i(\omega, \varepsilon \eta)}d\sigma(\omega) = (2\pi)^N i^{-\lambda - N i - 1} J_{l + N - 1}(\nu)q(\varepsilon \eta) \]
so that
\[ \mathcal{F}_\varepsilon gq(r\omega) = \int_0^{+\infty} \int_{S^{2N-1}} g(s)q(\omega')e^{-2i\pi rs(\omega', \varepsilon \omega)}s^{2N-1}dsd\sigma(\omega') \]
\[ = 2\pi i^{-l + 1 - N} q(\varepsilon \omega) \int_0^{+\infty} s^N g(s)J_{l + N - 1}(2\pi rs)ds. \]

It follows that
\[ \langle p_\lambda, \mathcal{F}_\varepsilon gq \rangle = \int_0^{+\infty} \int_{S^{2N-1}} r^\lambda p(\omega)\mathcal{F}_\varepsilon gq(r\omega)r^{2N-1}drd\sigma(\omega) \]
\[ = \int_0^{+\infty} \int_{S^{2N-1}} \left( \int_0^{+\infty} I(r, s)ds \right) p(\omega)q(\varepsilon \omega)d\sigma(\omega)dr \]
where we set
\[ I(r, s) = 2\pi i^{-l + 1 - N} s^N g(s)J_{l + N - 1}(2\pi rs). \]
The proof of Claim 2.9 in [2] ensures that $I$ belongs to $L^1(\mathbb{R}_+ \times \mathbb{R}_+, dr ds)$ and that
$$\int_0^{+\infty} I(r, s) \, dr = B_{2N}(\lambda, l) g(s) s^{-\lambda - 1}.$$ As a consequence,
$$\langle p_\lambda, F_\varepsilon(gq) \rangle = B_{2N}(\lambda, l) \langle p_{-\lambda - 2N}, gq^\varepsilon \rangle,$$
which implies that
$$\langle p_\lambda, F_\varepsilon(gq) \rangle = B_{2N}(\lambda, l) \langle p_{-\lambda - 2N}, gq^\varepsilon \rangle,$$
thus proving (3) and the lemma. \hfill \Box

**Remark 2.** The link between Fourier transforms and Knapp-Stein operators relies on the observation that $F_{\text{symp}}$ provides a unitary equivalence between $\pi_{\lambda, \delta}$ and $\pi_{-\lambda, -\delta}$. Indeed, denoting $f_a = f(a \cdot)$ for $f \in S(\mathbb{C}^N)$ and $a \in \mathbb{C}^\times$, a single change of variables leads to
$$(F_{\text{symp}} f)_a = |a|^{-2N} F_{\text{symp}} (f_{a^{-1}}).$$
If moreover $f \in V_{-\mu, -\delta}$ then, by linearity,
$$(F_{\text{symp}} f)_a = |a|^{-2N} |a|^{-\mu + N[a]}^{-\delta} F_{\text{symp}} f,$$
that is
$$F_{\text{symp}} : V_{-\mu, -\delta} \rightarrow V_{\mu, \delta}.$$ Finally, for any $g \in G$,
$$F_{\text{symp}} (\pi_{-\mu, -\delta}(g) f)(\xi) = \int_{\mathbb{C}^N} f(X) e^{-2\pi \Re \omega(gX, \xi)} dX$$
and since $\omega$ is preserved by $G$, it follows that $F_{\text{symp}} \pi_{-\mu, -\delta}(g) = \pi_{\mu, \delta}(g) F_{\text{symp}}.$

Next we introduce the Knapp-Stein operators which will be related to $F_{\text{symp}}$ after normalisation.

**Definition 3.** The operator $T_{\mu, \delta} : V_{-\mu, -\delta} \rightarrow V_{\mu, \delta}$ obtained by meromorphic continuation with respect to $\mu$ of the integral
$$T_{\mu, \delta} f(Y) = \int_{S^{2N-1}} f(X) |\Re \omega(X, Y)|^{-\mu-N} |\Re \omega(X, Y)|^{-\delta} \, d\sigma(X),$$
where $d\sigma$ is the Euclidean measure on the unit sphere of $\mathbb{R}^{2N}$, is called the Knapp-Stein operator, as introduced in [5], associated to the parameter $(\mu, \delta) \in \mathbb{C} \times \mathbb{Z}$.

**Remark 3.** The kernel defining the operator in the above definition depends only on $\mu$ and the class of $\delta$ in $\mathbb{Z}/2\mathbb{Z}$. 
The operators $T_{\mu, \delta}$ enjoy the intertwining property, yet as always in Knapp-Stein theory [3, 7], they are not unitary at first. However, normalisation may be obtained by using the symplectic Fourier transform. More precisely, let

$$C_N(\mu, \delta) = \begin{cases} \frac{2\pi^{\mu+N-\frac{1}{2}} \Gamma \left( \frac{1-\mu-N}{2} \right)}{\Gamma \left( \frac{\mu+N}{2} \right)} & \text{if } \delta \text{ is even} \\ -2i\pi^{\mu+N-\frac{1}{2}} \frac{\Gamma \left( 2-\mu-N \right)}{\Gamma \left( \frac{1+\mu+N}{2} \right)} & \text{if } \delta \text{ is odd.} \end{cases}$$

Then the followings holds:

**Proposition 1.** The normalised Knapp-Stein operator associated to $(\mu, \delta)$ is defined by

$$\tilde{T}_{\mu, \delta} = \frac{1}{C_N(\mu, \delta)} T_{\mu, \delta}.$$ 

As a meromorphic extension in the complex variable $\mu$, it satisfies

$$\tilde{T}_{\mu, \delta} = F_{\text{symp}} \mid_{V_{-\mu,-\delta}}.$$ 

As a consequence, $\tilde{T}_{\mu, \delta}$ yields a unitary equivalence between $\pi_{-\mu,-\delta}$ and $\pi_{\mu,\delta}$.

**Proof.** Following [2, Prop. 2.13], we identify $C_N \setminus \{0\}$ to $\mathbb{R}^*_+ \times S^{2N-1}$ by using spherical coordinates $(r, X)$. Then any function in $V^\infty_{-\mu,-\delta}$ is of the form

$$h_{-\mu-N}(rX) = r^{-\mu-N} h(X)$$

for some $h \in C^\infty(S^{2N-1})$ satisfying $h(e^{i\theta} X) = e^{i\theta} h(X)$ for any $X \in S^{2N-1}$ and $\theta \in \mathbb{R}$, that is $h$ is a $C^\infty$ function in $L^2(S^{2N-1})_{-\delta}$. The spherical component $h$ being fixed, it is enough to prove

$$T_{\mu, \delta} h_{-\mu-N} = C_N(\mu, \delta) F_{\text{symp}} \mid_{V_{-\mu,-\delta}} h_{-\mu-N}$$

for the parameter $\mu$ in a non-empty open domain. We shall work on the set defined by $\text{Re } \mu > -N$. On this half-plane, $h_{-\mu-N}$ is locally integrable and, defining $h_{\varepsilon,\mu-N}$ by

$$h_{\varepsilon,\mu-N}(rX) = e^{-2\pi r} h_{-\mu-N}(rX),$$

one has $\lim_{\varepsilon \to 0^+} h_{\varepsilon,\mu-N} = h_{-\mu-N}$ in $S(\mathbb{C}^N)$, so that

$$F_{\text{symp}} h_{-\mu-N} = \lim_{\varepsilon \to 0^+} F_{\text{symp}} h_{\varepsilon,\mu-N}.$$ 

$$F_{\text{symp}} h_{\varepsilon,\mu-N}(sY)$$

$$= \int_0^{+\infty} \int_{S^{2N-1}} e^{-2\pi r} r^{-\mu-N} e^{-2i\pi r s \text{Re } \omega(X,Y)} h(X) d\sigma(X) r^{2N-1} dr$$

$$= \int_{S^{2N-1}} F_{\mathbb{R}} \left( r^{\mu+N-1} \right) (s \text{Re } \omega(X,Y) - i\varepsilon) h(X) d\sigma(X).$$
where $F_R$ denotes the usual Fourier transform on the real line. Then, using classical formulas relative to Fourier transforms of homogeneous distributions (see [3]), one has

$$F_{\text{symph}} \epsilon, \mu - N(sY) = \frac{\Gamma(\mu + N)e^{-i\pi (\mu+N)}}{(2\pi s)^{\mu+N}} \int_{S^{2N-1}} (s \Re \omega(X,Y) - i\epsilon)^{-\mu-N} h(X) d\sigma(X)$$

and letting $\epsilon \to 0^+$ yields

$$F_{\text{symph}} \mu - N(sY) = \frac{\Gamma(\mu + N)e^{-i\pi (\mu+N)}}{2\pi s^{\mu+N}} \int_{S^{2N-1}} (\Re \omega(X,Y) - i0)^{-\mu-N} h(X) d\sigma(X).$$

Recall that

$$(x - i0)^{-\mu-N} = e^{i\pi (\mu+N)} \left( \cos \left( \frac{\pi (\mu+N)}{2} \right) |x|^{-\mu-N} - i \sin \left( \frac{\pi (\mu+N)}{2} \right) |x|^{-\mu-N} \text{sign}(x) \right)$$

$$= \pi e^{i\pi (\mu+N)} \left( \frac{|x|^{-\mu-N}}{\Gamma \left( \frac{1+\mu+N}{2} \right) \Gamma \left( \frac{1-\mu-N}{2} \right)} - i \frac{|x|^{-\mu-N} \text{sign}(x)}{\Gamma \left( \frac{\mu+N}{2} \right) \Gamma \left( \frac{2-\mu-N}{2} \right)} \right),$$

using Euler’s formula. The duplication formula satisfied by $\Gamma$ implies that:

$$\Gamma(\mu + N) = 2^{\mu+N-1} \pi^{-\frac{\mu}{2}} \Gamma \left( \frac{\mu+N}{2} \right) \Gamma \left( \frac{1+\mu+N}{2} \right).$$

Finally, we notice that $h$ is even if $h_{\mu - N}$ belongs to $V_{-\mu,-\delta}$ with $\delta \in 2\mathbb{Z}$ and odd otherwise, so that $F_{\text{symph}} h_{\mu - N}(sY)$ is equal to

$$\frac{\pi^{-\mu-N+\frac{1}{2}}}{2} \left( \frac{\mu+N}{2} \right) \Gamma \left( \frac{1-\mu-N}{2} \right) \int_{S^{2N-1}} |\Re \omega(X,Y)|^{-\mu-N} h(X) d\sigma(X)$$

in the even case, while in the odd case it amounts to

$$\frac{\pi^{-\mu-N+\frac{1}{2}}}{-2i} \left( \frac{1+\mu+N}{2} \right) \Gamma \left( \frac{2-\mu-N}{2} \right) \int_{S^{2N-1}} |\Re \omega(X,Y)|^{-\mu-N} \text{sign}(\Re \omega(X,Y)) h(X) d\sigma(X),$$

thus proving (1). The last statement then follows from Remark [2].

For future reference, the main Fourier transforms of use in what follows are listed below.
### Summary of integral transforms

**Complex Fourier transform:**

$$\mathcal{F}_{CN} f(\xi) = \int_{\mathbb{C}^N} f(X) e^{-2\pi \Re \langle X, \xi \rangle} dX$$

**Complex symplectic Fourier transform:**

$$\mathcal{F}_{\text{symp}} f(\xi) = \mathcal{F}_{CN} f(J\xi)$$

$$\mathcal{F}_{\text{symp}} f(\xi) = \int_{\mathbb{C}^N} f(X) e^{-2\pi \Re \omega(X, \xi)} dX$$

**Partial Fourier transform:** on $\mathbb{C}^N \simeq \mathbb{C}^n_1 \times \mathbb{C}^n_2$

$$\mathcal{F}_{C^2} f(X_1, \xi_2) = \int_{\mathbb{C}^n_1} f(X_1, X_2) e^{-2\pi \Re \langle X_2, \xi_2 \rangle} dX_2$$

**Real conjugate Fourier transform:**

$$\mathcal{F}_\varepsilon f(\xi_1, \xi_2) = \mathcal{F}_{C^N} f(\xi_1 + i\xi_2)$$

$$\mathcal{F}_\varepsilon f(\xi) = \int_{\mathbb{R}^N_1 \times \mathbb{R}^N_2} f(X) e^{-2\pi (\langle X_1, \xi_1 \rangle - \langle X_2, \xi_2 \rangle)} d(X_1, X_2)$$

### 3. Restriction to $\text{Sp}(n)$

The determination of a $K$-type formula for $\pi_{\mu, \delta}$ relies on some known facts regarding the representation theory of orthogonal groups over $\mathbb{R}$, $\mathbb{C}$ and $\mathbb{H}$. More precisely it will involve the isotypical decompositions of square-integrable functions over the Euclidean unit sphere in $\mathbb{R}^{4n} \simeq \mathbb{C}^{2n} \simeq \mathbb{H}^n$.

#### 3.1. Real, complex and quaternionic spherical harmonics.

Let us fix the following classical identifications:

$$\mathbb{H}^n \simeq (\mathbb{C}^n + j\mathbb{C}^n) \simeq ((\mathbb{R}^n + i\mathbb{R}^n) + j(\mathbb{R}^n + i\mathbb{R}^n))$$

where $i$, $j$ and $k = ij$ denote the standard quaternion units. Then the unit spheres $S_1(\cdot)$ of those isometric vector spaces all identify to $S^{2N-1}$ and carry compatible left actions of the corresponding orthogonal groups as follows:

$$\text{Sp}(n) \, \simeq \, S_1(\mathbb{H}^n) \, \simeq \, \text{Sp}(1) \simeq \text{SU}(2)$$

$$\cap \quad \mathbb{U}(2n) \, \simeq \, S_1(\mathbb{C}^{2n}) \, \simeq \, \mathbb{U}(1)$$

$$\cap \quad \mathbb{O}(4n) \, \simeq \, S_1(\mathbb{R}^{4n}) \, \simeq \, \{\pm 1\}$$
The right column displays the right actions of scalars of norm 1. As an identification between \( \text{Sp}(1) \) and \( \text{SU}(2) \), we fix the one given by

\[
i \mapsto \begin{bmatrix} i & 0 \\ 0 & -i \end{bmatrix}, \quad j \mapsto \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix}, \quad k \mapsto \begin{bmatrix} 0 & i \\ i & 0 \end{bmatrix},
\]

so that \( \text{U}(1) \) naturally appears as a Cartan subgroup of \( \text{Sp}(1) \) via the map

\[
e^{i\theta} \mapsto \begin{bmatrix} e^{i\theta} & 0 \\ 0 & e^{-i\theta} \end{bmatrix}.
\]

Square integrable functions on \( S^{2N-1} \) decompose with respect to the characters of \( \{ \pm 1 \} \) as even and odd, while the component corresponding to \( \delta \in \mathbb{Z} \simeq \text{U}(1) \) is the space \( L^2\left(S^{2N-1}_\delta\right) \) introduced in Section 1.3.2. No ambiguity arises from the fact that the action was defined on the left there, since \( \text{U}(1) \) is abelian.

Let us now turn to the decomposition of \( L^2\left(S^{2N-1}_\delta\right) \) into irreducible representations of \( \text{O}(4n) \) and \( \text{SU}(2n) \), that is the classical theory of spherical harmonics on real and complex vector spaces. More details may be found in [2, Section 2.1].

As in Section 2 we denote by \( \mathcal{H}^k(\mathbb{R}^{2N}) \) the vector space of harmonic homogeneous polynomials on \( \mathbb{R}^{2N} \) of degree \( k \in \mathbb{N} \). It is also useful to consider the space \( \mathcal{H}^{\alpha,\beta}(\mathbb{C}^N) \) of harmonic polynomials of the complex variable and its conjugate, homogeneous of degree \( \alpha \) in \( \mathbb{Z} \in \mathbb{C}^N \) and of degree \( \beta \) in \( \bar{\mathbb{Z}} \). Under the identifications of (4), there is a natural isomorphism

\[
\mathcal{H}^k(\mathbb{R}^{2N}) \simeq \bigoplus_{\alpha+\beta=k} \mathcal{H}^{\alpha,\beta}(\mathbb{C}^N).
\]

Restricting functions to the sphere provides a complete orthogonal basis, hence a discrete sum decomposition of \( L^2\left(S^{2N-1}_\delta\right) \) into irreducible components of the left actions of \( \text{O}(4n) \) and \( \text{U}(2n) \) in (5), namely

\[
L^2\left(S^{2N-1}_\delta\right) \simeq \bigoplus_{k \geq 0} \mathcal{H}^k(\mathbb{R}^{2N})\big|_{S^{2N-1}} \simeq \bigoplus_{k \geq 0} \bigoplus_{\alpha+\beta=k} \mathcal{H}^{\alpha,\beta}(\mathbb{C}^N)\big|_{S^{2N-1}}.
\]

Taking into account the right actions in (3), one can refine (8) as

\[
L^2\left(S^{2N-1}_\delta\right)_{\text{even}} \simeq \bigoplus_{k \in \mathbb{N}} \mathcal{H}^k(\mathbb{R}^{2N})\big|_{S^{2N-1}}
\]

in the real case and

\[
L^2\left(S^{2N-1}_\delta\right)_{\text{odd}} \simeq \bigoplus_{k \in \mathbb{N}+1} \mathcal{H}^k(\mathbb{R}^{2N})\big|_{S^{2N-1}}
\]

in the complex case.
Remark 4. The above discussion of the isotypical decomposition of $L^2(S^{2N-1})$ with respect to the action of $U(2n) \times U(1)$ (resp. $O(4n) \times \mathbb{Z}_2$) only involves the irreducible representations of $U(2n)$ (resp. $O(4n)$) because the commutativity of $U(1)$ (resp. $\mathbb{Z}_2$) implies that these groups have 1-dimensional irreducible unitary representations, which is not the case of $\text{Sp}(1)$.

In order to proceed with the same analysis over quaternions and write down the analogue of (8) corresponding to the action of $\text{Sp}(n) \times \text{Sp}(1)$ on $L^2(S^{2N-1})$, some additional notations are needed. Following [5, Sections 5 and 6], we denote by $V_{l,l'}^n$ the unique unitary irreducible representation of $\text{Sp}(n)$ corresponding to the highest weight $(l, l', 0, \ldots, 0)$ where $l$ and $l'$ are integers satisfying $l \geq l' \geq 0$. Similarly, $V_j^1$ denotes the irreducible $j+1$-dimensional representation of $\text{Sp}(1) \cong \text{SU}(2)$.

Since $U(1)$ naturally embeds into $\text{SU}(2)$ via (7), this representation decomposes according to the characters of the circle. More precisely, if $C_\delta$ denotes the space of the character $z \mapsto z^\delta$ of $U(1)$, for $\delta \in \mathbb{Z}$, then

$$V_j^1 \cong \bigoplus_{|\delta| \leq j \atop \delta \equiv j[2]} C_\delta.$$  

Now identifying $S^{2N-1}$ to $S_1(\mathbb{H}^n)$, the isotypic decomposition of $L^2(S^{2N-1})$ with respect to action of $\text{Sp}(n) \times \text{Sp}(1)$ defined by the first line of (5) is given in [5] by:

$$L^2(S^{2N-1}) \cong \sum_{l \geq l' \geq 0} \bigoplus V_{l,l'}^n \otimes V_{l-l'}^1.$$  

Together with (12), this decomposition gives

$$L^2(S^{2N-1}) \cong \sum_{(\delta,(l,l')) \in \mathbb{Z} \times \mathbb{N}^2} \bigoplus_{l \geq l' \geq |\delta| \atop l-l' \equiv \delta[2]} V_{l,l'}^n \otimes C_\delta$$  

under the action of $\text{Sp}(n) \times U(1)$.

3.2. The branching law $\text{Sp}(n, \mathbb{C}) \downarrow \text{Sp}(n)$. The above discussion leads to the determination of the branching law $\text{Sp}(n, \mathbb{C}) \downarrow \text{Sp}(n)$ of $\pi_{\mu,\delta}$ seen in the compact picture.

**Proposition 2** ($K$-type formula). The restriction of $\pi_{\mu,\delta}$ to the maximal compact subgroup $\text{Sp}(n)$ decomposes into irreducible components as follows:

$$\pi_{\mu,\delta}|_{\text{Sp}(n)} \cong \sum_{l \geq l' \geq |\delta| \atop l-l' \equiv \delta[2]} \bigoplus V_{l,l'}^n.$$  

Every $K$-type $V_{l,l'}^n$ occurs at most once in this decomposition.

**Proof.** The discussion of Paragraph 1.3.2 shows how $\pi_{\mu,\delta}$ can be realised on $L^2(S^{2N-1})_{\delta}$. In this picture, the restriction to $K$ of the action coincides
with the natural representation of $\text{Sp}(n)$ on functions over the unit sphere of $\mathbb{H}^n$. Subsequently, the first statement reduces to fixing $\delta$ in (13). The fact that this decomposition is multiplicity-free relies on the observation that although a summand $C_\delta$ appears in $V_{l-l'}^l$ for various values of $l-l'$, these do not involve the same space $V_{n,n}^l$ more than once.

3.3. Action of the Knapp-Stein operators on the $K$-types. The last result of this section describes the behaviour of the Knapp-Stein intertwiners on each $K$-type. Proposition 1 proves that $\widetilde{T}_{\mu,\delta}$ intertwines $\pi_{\mu,\delta}$ and $\pi_{-\mu,-\delta}$. As a consequence of the formula in Proposition 2 these representations have the same $K$-types $V_{l,l'}^n$. Taking into account the right action of $U(1)$ seen as a Cartan subgroup of $\text{Sp}(1)$ via (5) and the corresponding isotypic decomposition (13) of $L^2(S^{2N-1})$, one is led to study the restriction $T_{l,l'}^{l,l'}: V_{l,l'}^n \otimes C_\delta \to V_{l,l'}^n \otimes C_{-\delta}$.

In order to specify how $T_{\mu,\delta}$ restricts to an operator of $V_{l,l'}^n$, it is necessary to fix an identification between $V_{l,l'}^n \otimes C_\delta$ and $V_{l,l'}^n \otimes C_{-\delta}$. Using the isomorphism (6) between $\text{Sp}(1)$ and $\text{SU}(2)$, it is done by choosing a non-trivial element $w$ in the Weyl group $W(\text{SU}(2) : U(1))$ and letting it act by conjugation on $\text{SU}(2)$. Since such an action inverts the elements in the torus $U(1)$, it provides an isomorphism $\iota_w$ from $V_{l,l'}^n$ to itself, that exchanges the summands $C_\delta$ and $C_{-\delta}$ appearing in (12):

$\iota_w : V_{l-l'}^1 \quad \sim \quad V_{l-l'}^1$  
$\quad \cup \quad C_\delta \quad \sim \quad C_{-\delta}$

(14)

The restricted intertwining operator under this identification will be denoted by $T_{l,l',w}^{l,l'}$:

$T_{\mu,\delta}^{l,l'} = T_{\mu,\delta}^{l,l'} \otimes \iota_w$.

From now on, $w$ will be the class modulo $U(1)$ of $\begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix}$. Since this matrix of $\text{SU}(2)$ normalises $U(1)$, it defines a Weyl element, hence fixes the above definition of $T_{\mu,\delta}^{l,l',w}$.

**Proposition 3.** Let $\delta \neq 0$. For $l, l' \in \mathbb{N}$ such that $l-l' \geq |\delta|$ and $l-l' \equiv \delta[2]$, the restriction $T_{\mu,\delta}^{l,l',w}$ of the normalised Knapp-Stein intertwiner $\widetilde{T}_{\mu,\delta}$ acts on $V_{l,l'}^n$ as the scalar

$$\pi^{-\mu}(-i)^{(l+l')} \frac{\Gamma \left( n + \frac{l+l'+\mu}{2} \right)}{\Gamma \left( n + \frac{l+l'-\mu}{2} \right)}.$$
Proof. Let \( p \in V_{n}^{l,l'} \otimes \mathbb{C}_{\delta} \subset V_{n}^{l,l'} \otimes V_{1}^{l-l'} \). By compatibility of the isotypic decompositions (8) and (13), \( p \) can be seen as the restriction to \( S^{2N-1} \) of a polynomial in \( \mathcal{H}^{l+l'}(\mathbb{R}^{2N}) \). In view of Proposition 3 and Lemma 3 the operator \( \tilde{T}_{\mu,\delta} \) maps \( p_{\mu-N} \) to \( B_{2N}(\mu-N,l+l')p_{\mu-N}(J_{\varepsilon}) \). Under the identifications (4), applying \( J_{\varepsilon} \) to vectors in \( \mathbb{H}^{n} \) from the left amounts to multiplying them by the quaternionic unit \( j \) from the right. It follows that

\[
\mathcal{T}_{l,l',w}^{\mu,\delta,\nu} p = B_{2N}(\mu-N,l+l')\iota_{w}(p,j)
\]

where \( j \in \text{Sp}(1) \) acts via \( V_{1}^{l-l'} \). Identifying \( \text{Sp}(1) \) to \( \text{SU}(2) \) by (8) again, we realise \( V_{1}^{l-l'} \) as the classical representation of \( \text{SU}(2) \) on homogeneous polynomials of degree \( l-l' \) in two variables \( x \) and \( y \), denoted by \( \Phi^{l-l'}[x,y] \). Since \( j \) and \( w \) are both represented by the matrix

\[
\begin{bmatrix}
0 & 1 \\
-1 & 0
\end{bmatrix}
\]

one has

\[
\iota_{w}(p,j) = p.(-I_{2}) = (-1)^{\delta}p,
\]

hence the conclusion: \( \mathcal{T}_{l,l',w}^{\mu,\delta,\nu} p = (-1)^{\delta}B_{2N}(\mu-N,l+l')p \). \( \square \)

3.4. Analysis of \( \pi_{0,0} \). Let us discuss the elements of the dual space \( \hat{G} \) obtained from the degenerate principal series, that is the equivalence classes of irreducible unitary subrepresentations of \( \{ \pi_{i\lambda,\delta}, \mathbb{R} \times \mathbb{Z} \} \). It is proved in [4] that \( \pi_{i\lambda,\delta} \) is irreducible if \( (\lambda, \delta) \neq (0,0) \). Moreover, the Knapp-Stein operator \( \tilde{T}_{i\lambda,\delta} \) (or its algebraic version \( T_{i\lambda,\delta} \) in the non-standard model) exhibits a unitary equivalence between \( \pi_{i\lambda,\delta} \) and \( \pi_{-i\lambda,-\delta} \). It is also established in [4] that \( \pi_{0,0} \) splits into the direct sum of two irreducible subrepresentations.

The following result describes this splitting in terms of eigenspaces of the Knapp-Stein operators and specifies the \( K \)-module structure of the summands.

**Theorem 1.** The representation \( \pi_{0,0} \) of \( G \) is reducible and decomposes as

\[
\pi_{0,0} \simeq \pi_{0,0}^{-} \oplus \pi_{0,0}^{+},
\]

where the irreducible summands \( \pi_{0,0}^{\pm} \) are characterised by:

1. their \( K \)-type formula:

\[
\pi_{0,0}^{-} \simeq \sum_{l-l' \equiv 2[4]} V_{n}^{l,l'} \quad \text{and} \quad \pi_{0,0}^{+} \simeq \sum_{l-l' \equiv 0[4]} V_{n}^{l,l'};
\]

2. the classical Knapp-Stein intertwiners: \( \pi_{0,0}^{+} \) (resp. \( \pi_{0,0}^{-} \)) is the eigenspace for the eigenvalue \( 1 \) (resp. \( -1 \)) of \( \tilde{T}_{0,0} \) acting on \( V_{0,0} \).

3. the algebraic Knapp-Stein intertwiners: \( \pi_{0,0}^{+} \) (resp. \( \pi_{0,0}^{-} \)) is the eigenspace for the eigenvalue \( 1 \) (resp. \( -1 \)) of \( T_{0,0} \) acting on \( L^{2}(\mathbb{C}^{2m+1}) \).

**Proof.** To establish (1) and (2), we proceed as in the proof of Proposition 3 except that no choice of a Weyl representative is required to identify \( V_{1}^{l-l'} \otimes \mathbb{C}_{\delta} \) to \( V_{1}^{l-l'} \otimes \mathbb{C}_{-\delta} \) when \( \delta = 0 \). For \( p \in V_{n}^{l,l'} \otimes \mathbb{C}_{0} \subset V_{n}^{l,l'} \otimes V_{1}^{l-l'} \) one
has $\tilde{T}_{0,0} p = B_{2N}(-N, l + l')(p,j)$ where $j$ acts by the representation $V_{1}^{l-l'}$ of Sp(1). Identifying Sp(1) to SU(2) so that $j$ is represented by $\begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix}$, and $V_{1}^{l-l'}$ to $\Phi^{l-l'}[x,y]$, it appears that $j$ acts on the variables by $(x,y) \mapsto (y,-x)$ so that a 0-weight vector $\xi$ is send to $(-1)^{l-l'} \xi$ by $j$. It follows that the intertwining operator acts on every $K$-type $V_{n}^{l,l'}$ of $\pi_{0,0}$ by

$$B_{2N}(-N, l + l')(-1)^{\frac{l-l'}{2}}.$$  

Since $B_{2N}(-N, l + l') = (-1)^{\frac{l+l'}{2}}$ by definition, it follows that $\tilde{T}_{0,0} p = (-1)^{l'} p$, hence the result. We postpone the proof of (3) to the next paragraph where the algebraic Knapp-Stein operators are defined and studied.

\[\begin{array}{c}
0 & 2 & 4 & 6 & 8 \\
0 & 2 & 4 & 6 & 8
\end{array}\]

\[\begin{array}{c}
\Delta \quad : \quad V_{n}^{l,l'} \text{ appears in } \pi_{0,0}^{+} \\
\blacktriangle \quad : \quad V_{n}^{l,l'} \text{ appears in } \pi_{0,0}^{-}
\end{array}\]

**Figure 1.** Repartition of the $K$-types of $\pi_{0,0}$

4. A **non-standard model and intertwining operators**

This section is devoted to the description of a new model of degenerate principal series, in which intertwining operators happen to take an algebraic form.

4.1. **Non-standard model.** Let $\mu$ and $\delta$ be as above. The **non-compact picture** described in Paragraph 1.3.3 allowed to realise $\pi_{\mu,\delta}$ on the Hilbert space

$$L^2 \left( \mathbb{H}_C^{2m+1} \right) \simeq L^2 \left( \mathbb{C} \times \mathbb{C}_1^m \times \mathbb{C}_2^m \right) \simeq L^2 \left( \mathbb{C}^{2m+1} \right).$$
Let $\mathcal{F}_{C \times C}^n$ be the partial Fourier transform defined on $L^2(C \times C_1 \times C_2)$ by

$$\mathcal{F}_{C \times C}^n f(\tau, X_1, \xi_2) = \int_{C \times C} f(t, X_1, X_2) e^{-2i\pi \text{Re}(\tau + (X_2, \xi_2))} dX_2 dt.$$ 

**Definition 4.** The *non-standard model* $\mathcal{U}_{\mu, \delta}$ of $\pi_{\mu, \delta}$ is the image of the non-compact picture $L^2(H_{C}^{2m+1})$ by

$$\mathcal{F}_{C \times C}^n : L^2(C^{2m+1}) \to L^2(C^{2m+1}),$$

that is $\mathcal{U}_{\mu, \delta} = L^2(C^{2m+1})$ as a Hilbert space and the action of an element $g \in G$ on $\mathcal{U}_{\mu, \delta}$ is given by $\mathcal{F}_{C \times C}^n \circ \pi_{\mu, \delta}(g) \circ \mathcal{F}_{C \times C}^n$.

The equivalences between the induced, non-compact and non-standard models of $\pi_{\mu, \delta}$ are summed up in the following diagram:

\[
\begin{array}{ccc}
\alpha_{\mu, \delta} : V_{\mu, \delta} & \overset{\sim}{\to} & L^2(H_{C}^{2m+1}) \\
\downarrow \text{restrict.} & & \downarrow \mathcal{F}_{C \times C}^n \\
F & \overset{\sim}{\to} & \mathcal{U}_{\mu, \delta} \\
\frown & F & H
\end{array}
\]

where, according to the embedding (1),

$$F(t, X_1, X_2) = f(1, X_1, 2t, X_2)$$

for $t \in C$ and $(X_1, X_2) \in C_1 \times C_2$.

**Lemma 4.** Let $f \in V_{\mu, \delta}$. With notations as above,

$$H(\tau, X_1, \xi_2) = \frac{1}{2} \mathcal{F}_{C} f \left( 1, X_1, \frac{\tau}{2}, \xi_2 \right).$$

**Proof.** According to the notations in the definition (15) of $\alpha_{\mu, \delta}$, one has

$$H(\tau, X_1, \xi_2) = \int_{C \times C} F(t, X_1, X_2) e^{-2i\pi \text{Re}(\tau + (X_2, \xi_2))} dX_2 dt$$

$$= \int_{C} f(1, X_1, 2t, X_2) e^{-2i\pi \text{Re}(t, X_2, \frac{\tau}{2}, \xi_2)} dt$$

$$= \frac{1}{2} \int_{C} f(1, X_1, t, X_2) e^{-2i\pi \text{Re}(t, X_2, \frac{\tau}{2}, \xi_2)} dt,$$

hence the result. \hspace{1cm} \Box

### 4.2. Algebraic Knapp-Stein intertwiners.

We now come to the main point of this section, *id est* the proof that the normalised Knapp-Stein operators considered in Section 2 take an algebraic form once expressed in the non-standard model of the previous paragraph. More precisely, for $H \in L^2(C^{2m+1})$, we let

$$T_{\mu, \delta} H(s, X_1, X_2) = \left| \frac{s}{2} \right|^{-\mu} \left| \frac{s}{2} \right|^{-\delta} H \left( s, \frac{2}{s} X_2, \frac{s}{2} X_1 \right).$$
The jacobian determinant of the transform

\[(s, X_1, X_2) \mapsto \left( s, \frac{2}{s}X_2, \frac{s}{2}X_1 \right)\]

is easily seen to have modulus 1, so that \(T_{\mu,\delta}\) is an endomorphism of \(L^2(\mathbb{C}^{2m+1})\), which turns out to be the realisation of the normalised Knapp-Stein intertwiner \(\tilde{T}_{\mu,\delta}\) in the non-standard picture:

**Theorem 2.** For any \((\mu, \delta) \in i\mathbb{R} \times \mathbb{Z}\), the following diagram is commutative:

\[
\begin{array}{ccc}
V_{-\mu,-\delta} & \xrightarrow{\alpha_{-\mu,-\delta}} & V_{\mu,\delta} \\
\xrightarrow{\alpha_{\mu,\delta}} & & \xrightarrow{\alpha_{\mu,\delta}} \\
U_{-\mu,-\delta} & \xrightarrow{T_{\mu,\delta}} & U_{\mu,\delta}
\end{array}
\]

**Proof.** Let \(f \in V_{-\mu,-\delta}^\infty\). Then

\[
\alpha_{\mu,\delta} \circ \tilde{T}_{\mu,\delta} \circ f(\tau, X_1, \xi_2) = \mathcal{F}_{\mathbb{C} \times \mathbb{C}^2} \mathcal{F}_{\text{symp}} f(\tau, X_1, \xi_2) \quad \text{by Proposition 1}
\]

\[
= \frac{1}{2} \mathcal{F}_{\mathbb{C}^2} \mathcal{F}_{\text{symp}} f \left( 1, X_1, \frac{\tau}{2}, \xi_2 \right) \quad \text{by Lemma 1}
\]

\[
= \frac{1}{2} \mathcal{F}_{\mathbb{C}^2} f \left( \frac{\tau}{2}, \xi_2, 1, X_1 \right) \quad \text{by Lemma 2}
\]

\[
= \frac{1}{2} \frac{2}{\tau} \left| \tau \right|^{-\delta} \left[ \frac{2}{\tau} \right] \mathcal{F}_{\mathbb{C}^2} f \left( 1, \frac{2}{\tau} \xi_2, \frac{\tau}{2}, \frac{\tau}{2} X_1 \right) \quad \text{by Lemma 1}
\]

\[
= \frac{1}{2} \frac{2}{\tau} \left| \tau \right|^{-\delta} \frac{1}{2} \mathcal{F}_{\mathbb{C}^2} f \left( 1, \frac{2}{\tau} \xi_2, \frac{\tau}{2}, \frac{\tau}{2} X_1 \right) \quad \text{by Lemma 1}
\]

\[
= \frac{1}{2} \frac{2}{\tau} \left| \tau \right|^{-\delta} H \left( \tau, \frac{2}{\tau} \xi_2, \frac{\tau}{2} X_1 \right) \quad \text{by Lemma 1}
\]

thus proving that \(\alpha_{\mu,\delta} \circ \tilde{T}_{\mu,\delta} = T_{\mu,\delta} \circ \alpha_{-\mu,-\delta}\) \(\square\)

We can now complete the proof of Theorem 1. Since \(T_{0,0}^2 = \text{Id}_{L^2(\mathbb{C}^{2m+1})}\), every function \(H \in L^2(\mathbb{C}^{2m+1})\) can be written in a unique way as \(H = H_+ + H_-\) with \(T_{0,0}H_+ = H_+\) and \(T_{0,0}H_- = -H_-\). Indeed,

\[
H_{\pm} = \frac{1}{2} (H \pm T_{0,0}H),
\]

which gives the expected characterisation (3) of \(\pi_{0,0}^\pm\) in Theorem 1.

**4.3. Perspectives.** The existence of a non-standard model for degenerate principal series of \(\text{Sp}(n, \mathbb{R})\) and \(\text{Sp}(n, \mathbb{C})\) in which the Knapp-Stein intertwiners take an algebraic form relies on the special form of the nilradical of the inducing parabolic subgroup. It is then natural to ask if the same occurs with parabolic subgroups of Heisenberg type in other groups.
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