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Abstract

Unsupervised contrastive learning has gained increasing attention in the latest research and has proven to be a powerful method for learning representations from unlabeled data. However, little theoretical analysis was known for this framework. In this paper, we study the optimization of deep unsupervised contrastive learning. We prove that, by applying end-to-end training that simultaneously updates two deep over-parameterized neural networks, one can find an approximate stationary solution for the non-convex contrastive loss. This result is inherently different from the existing over-parameterized analysis in the supervised setting because, in contrast to learning a specific target function, unsupervised contrastive learning tries to encode the unlabeled data distribution into the neural networks, which generally has no optimal solution. Our analysis provides theoretical insights into the practical success of these unsupervised pretraining methods.

1 Introduction

Unsupervised representation learning has achieved enormous success in practical applications, especially in natural language processing, such as the famous word2vec (Mikolov et al., 2013) and the groundbreaking advent of BERT (Devlin et al., 2019) and its variants as unsupervised pretrained language models. Among the unsupervised learning approaches, contrastive learning has gained increasing attention in the deep learning community. More surprisingly, as shown by He et al. (2019), unsupervised contrastively pretrained models can outperform their supervised counterparts in many downstream vision tasks, suggesting that the area of computer vision, which was previously dominated by supervised pretraining, can also benefit from unsupervised pretraining. Beyond these conventional approaches, unsupervised contrastive learning has also been employed in a variety of novel applications such as layer-wise representation learning (L"owe et al., 2019) and representation learning of the actual world (Kipf et al., 2019). These studies together reflect the popularity and capability of the unsupervised contrastive methods.

In this paper, we view the unsupervised contrastive learning as a pretraining method, where the goal is to obtain pretrained representations that can be transferred to downstream tasks via fine-tuning. The benefit of doing unsupervised rather than supervised learning is its capability of leveraging the unlabeled data, which are more accessible and inexpensive relative to the labeled data. Developing and understanding unsupervised pretraining methods are necessary due to these limitations.
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However, besides the plentiful achievements in the practical side of deep unsupervised learning (and specifically, contrastive learning), recent theoretical studies focus mainly on supervised methods and their learning dynamics. Since the work of Jacot et al. (2018); Li and Liang (2018), the over-parameterization theory of deep learning has grown and brought about several breakthrough results on the convergence of deep neural networks trained by gradient descent or stochastic gradient descent, as shown in Du et al. (2018); Allen-Zhu et al. (2018); Zou et al. (2018); Oymak and Soltanolkotabi (2019); Zou and Gu (2019); Ji and Telgarsky (2019). These analyses have contributed a lot to our understanding of the supervised deep learning. Nevertheless, the success of deep learning cannot be ascribed to supervised learning alone. It is unclear whether we can obtain similar results under the unsupervised setting, where there are no labels to fit or target functions to learn. This paper intends to fill this void by analyzing the optimization of unsupervised contrastive learning using deep neural networks in the over-parameterized regime.

In unsupervised contrastive learning, the networks learn through comparing examples by their feature representations. The main idea, as described in He et al. (2019), can be thought of as training encoders for a dictionary look-up task. Consider a query $q$ and a set of keys $k_j$, where a query matches a key if they encode information of the same image (in vision) or they encode contextual messages coherent in a sentence (in NLP). At random initialization, the model is likely to match a query to a wrong key and incurs a large loss, and therefore needs to be trained to match the query to the right key. To formulate this idea mathematically, We consider the following loss function:

$$L = -\mathbb{E} \left[ \log \frac{\exp(q^T k_0)}{\sum_{j=0}^{k} \exp(q^T k_j)} \right] \quad (1.1)$$

where $q = f_q(x)$ is the query representation of $x$, $k_0 = f_k(x^+)$ is the key representation of the positive example $x^+$, and $k_j = f_k(x_j)$ are the key representations of the negative examples $\{x_j\}_{j=1}^{k}$. The encoders $f_q$ and $f_k$ are trained to capture the correlation between these examples and project them into a new feature space.

Intuitively, minimizing the loss function (1.1) is similar to classify $q$ as $k_0$, which is a convex program. But in contrastive learning, both encoders $f_q$ and $f_k$ are updated at each iteration, which makes the contrastive loss (1.1) jointly non-convex for the outputs of two networks. This simultaneous updating scheme significantly complicates the analysis of its training dynamics, and motivates us to ask the following question: What solution can we obtain via unsupervised contrastive pretraining? We answered this question in our paper and summarize our contribution as follows:

- We show that, if the query and key encoders are sufficiently over-parameterized (the number of hidden nodes $m$ is large enough), by applying end-to-end training that simultaneously updates the query and key encoders, one can find an approximate stationary solution for the non-convex contrastive loss in polynomial time.

2 Related Work

The result of this paper involves both the aspect of unsupervised contrastive learning and the guarantees for the optimization of deep learning. We discuss both sides below.
Unsupervised Contrastive Learning

The first paper on contrastive learning is Smith and Eisner (2005), which contains almost all the important ideas for contrastive learning. Hinton and Salakhutdinov (2006) used the term contrastive loss for the first time, while their loss function is actually distance-based, similar to many other unsupervised methods. Gutmann and Hyv"arinen (2010) and Gutmann and Hyvärinen (2012) proposed the noise contrastive estimation (NCE) which is widely-used today.

In natural language processing, many well-known unsupervised/self-supervised1 models can be thought of as certain forms of contrastive learning. Mikolov et al. (2013) proposed the revolutionary word2vec for contextual word embedding, which can be thought of as unsupervised contrastive learning using only one-layer query/key networks, and also they introduced the widely-used negative sampling (see also Goldberg and Levy, 2014). Some following work Levy and Goldberg (2014); Li et al. (2015); Sharan and Valiant (2017); Frandsen and Ge (2019) further characterized and developed word2vec via matrix/tensor decomposition. In the subsequent years many contextual embedding/language modelling methods have been proposed, say ELMo (Peters et al., 2018), ULMFiT (Howard and Ruder, 2018), BERT (Devlin et al., 2019) and its variants (Yang et al., 2019; Lan et al., 2019). The pretraining stage of these language models often involves inner products like $f(x)\theta$ to match the context to the right words, which can be viewed as contrastive learning with deep query encoder and shallow key encoder.

Besides language modeling, Wu et al. (2018) applied the NCE objective to perform unsupervised pretraining based on imageNet level data. Oord et al. (2018) heuristically proved that contrastive learning maximizes the lower bound of the mutual information between the query and keys’ representation. Further work such as Hjelm et al. (2019); Zhuang et al. (2019); Hénaff et al. (2019); Tian et al. (2019) extended the applications of contrastive learning in computer vision. Very recently, the work of He et al. (2019) and Misra and van der Maaten (2019) showed that models pretrained via unsupervised contrastive learning can outperform supervised pretrained counterparts in many downstream vision tasks. Chen et al. (2020) showed that contrastive pretraining can achieve over 76% top-1 accuracy in imagenNet classification by running linear regression over frozen features.

On the theoretical side, Ma and Collins (2018) analyzed the statistical properties of the NCE objective and its effectiveness in natural language processing. Arora et al. (2019b) theoretically studied the generalization performance of unsupervised contrastive learning under the latent class framework proposed in their paper, which, as far as we know, is the first theoretical analysis of unsupervised pretraining. But their focus is on learning theory instead of optimization.

Optimization of Deep Learning

Previous to the emergence of over-parameterized analysis, much work has been done on the optimization of shallow neural networks, say Tian (2017); Zhong et al. (2017); Brutzkus and Globerson (2017); Li and Yuan (2017); Du et al. (2017). But most of the results in these papers are under stringent assumptions such as Gaussian distribution of input data or requiring special initialization methods (such as orthogonal initialization).

Recently there have been several breakthroughs in the optimization of deep neural networks in the over-parameterized regime. Jacot et al. (2018) showed that as the width of the
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1We view self-supervised learning as a form of unsupervised learning, following He et al. (2019), as there is no formal difference in the existing literature. We use the term "unsupervised learning" as long as the learning procedure is "not supervised by human-annotated labels".
fully-connected network goes to infinity, the network converges to a feature map in the reproducing kernel Hilbert space induced by the Neural Tangent Kernel (NTK). Li and Liang (2018) independently proved the convergence of stochastic gradient descent for over-parameterized two-layer networks. Following these two papers, Du et al. (2018); Allen-Zhu et al. (2018); Zou and Gu (2019) proved the convergence of (stochastic) gradient descent to a global minimum for deep neural networks (fully-connected, CNN and ResNet) if they are sufficiently over-parameterized. Follow-up work (Wu et al., 2019; Oymak and Soltanolkotabi, 2019; Zou and Gu, 2019; Ji and Telgarsky, 2019; Chen et al., 2019) further improved the convergence rates and over-parameterization conditions under different assumptions and settings. However, none of the existing papers have ever touch the setting of unsupervised deep learning, which is the focus of the current paper.

3 Preliminaries

3.1 Notations

We denote \([n] = \{1, \ldots, n\}\), and \(S = \{x_i\}_{i=1}^n\) to be our training set, \(S\backslash i = S\backslash \{x_i\}\) as the training set without the data point \(x_i\). We use \(\mathcal{N}(0, I_m)\) to denote the multivariate standard Gaussian distribution with \(m\)-dimensions. For a vector \(v = (v_1, \ldots, v_m)^T \in \mathbb{R}^m\), we denote \(\|v\|_2 = (\sum_{i=1}^m v_i^2)^{1/2}\) to be its \(\ell_2\) norm. For a matrix \(A = (a_{ij})_{m \times n}\) we denote \(\|A\|_0\) to be the number of non-zero entries of \(A\), \(\|A\|_2\) to be its spectral norm. For two matrices \(A = (a_{ij})_{m \times n}, B = (b_{ij})_{m \times n}\), we denote \(\langle A, B \rangle = \langle A, B \rangle_F = \text{tr}(A^T B) = (\sum_{i,j} a_{ij} b_{ij})^{1/2}\) to be its trace inner product and \(\|A\|_F = \sqrt{\langle A, A \rangle}\) to be the Frobenius norm of \(A\). For neural network parameters \(W = (W_0, \ldots, W_L)\) and \(W' = (W_0, \ldots, W_L) \in \mathcal{W}\), where \(\mathcal{W} := \mathbb{R}^{m \times b} \times \mathbb{R}^{(m \times m) \times (L-1)} \times \mathbb{R}^{d \times m}\), we let \(\langle W, W' \rangle := \sum_{l=0}^{L} \langle W_l, W'_l \rangle\) and \(\|W\|_F = \sqrt{\langle W, W \rangle}\). We use \(O(\cdot), \Omega(\cdot)\) and \(\Theta(\cdot)\) to denote the standard big-O, big-Omega and big-Theta notations, only hiding positive constants.

3.2 Problem Setup

The method of contrastive learning involves two neural networks, and we define their architectures in the definition below.

**Definition 3.1** (Network Architecture). In contrastive learning, we need two neural networks, the query encoder \(f^q_W\) and the key encoder \(f^k_\theta\), and without loss of generality we let them to be \((L + 1)\)-layer fully connected networks with the same architecture. Our definitions of \(f^q_W\) and \(f^k_\theta\) are:

\[
f^q_W(x) = W_L \sigma(\cdots \sigma(W_1 \sigma(W_0 x))), \quad f^k_\theta(x) = \theta_L \sigma(\cdots \sigma(\theta_1 \sigma(\theta_0 x)))
\]

where \(\sigma(\cdot)\) is the ReLU activation. \(W_L, \theta_L \in \mathbb{R}^{d \times m}, \theta_l, W_l \in \mathbb{R}^{m \times m}\) for every \(1 \leq l \leq L - 1\), \(W_0, \theta_0 \in \mathbb{R}^{m \times b}\), where \(b\) is the input dimension, \(d\) is the output dimension. We use the compact notation \(W = (W_l)_{l=0}^L\) and \(\theta = (\theta_l)_{l=0}^L\) to denote the parameters of the two networks.

**Remark.** In practice, the architectures of query and key encoders are possibly different. We adopt the setting where they are of the same architecture, which is not essential and can be modified to the more general setting. However, such a modification may slightly complicate the final result and we decide not to carry it out.
We present our initialization scheme of the network parameters below, which is known as He initialization (He et al., 2015), and has been adopted in the theoretical work (Li and Liang, 2018; Allen-Zhu et al., 2019; Zou et al., 2018; Zou and Gu, 2019).

**Definition 3.2 (Initialization).** The initializations of our parameters $W, \theta$ are defined as follows,

- $(W_0)_{i,j}, (\theta_0)_{i,j} \sim \mathcal{N}(0, \frac{2}{m})$ for $(i, j) \in [m] \times [b]$;
- $(W_l)_{i,j}, (\theta_l)_{i,j} \sim \mathcal{N}(0, \frac{2}{m})$ for $(i, j) \in [m] \times [m]$ and every $l \in [L - 1]$;
- $(W_L)_{i,j}, (\theta_L)_{i,j} \sim \mathcal{N}(0, \frac{1}{d})$ for $(i, j) \in [d] \times [m]$.

We present our definition of the contrastive loss function below, which lies in the core of this paper.

**Definition 3.3 (Contrastive Loss).** Fixed $k$ as the number of negative samples. For a specific sample $x_i \in S$, we select $x_{i,1}, \ldots, x_{i,k} \in S^i$ to be its negative samples. Using our query encoder $f_W^i$ and key encoder $f_\theta^i$, we represent these data points as query $q_i = f_W^i(x_i)$ and keys $k_{i,0} = f_\theta^i(x_i), \ k_{i,j} = f_\theta^i(x_{i,j}).$ The contrastive loss of $x_i$ to negative samples $(x_{i,j})_{j=1}^k$ is defined as

$$
\ell(f_W^i, f_\theta^i, x_i, \{x_{i,j}\}_{j=1}^k) = -\log \left[ \frac{\exp(q_i^\top k_{i,0})}{\sum_{j=0}^k \exp(q_i^\top k_{i,j})} \right] \quad (3.1)
$$

which intuitively can be viewed as $(k + 1)$-way classification loss that tries to classify $q_i$ as $k_{i,0}$. We minimize the following total loss

$$
L_S(W, \theta) = \frac{1}{n} \sum_{i=1}^n \mathbb{E}^{Neg(i)}[\ell(f_W^i, f_\theta^i, x_i, \{x_{i,j}\}_{j=1}^k)] \quad (3.2)
$$

where $\mathbb{E}^{Neg(i)}$ is defined as the expectation over the uniform sampling of all negative samples $(x_{i,j})_{j=1}^k \subset S^i$.

**Remark.** This form of contrastive loss is designed for the pretext task *instance-level discrimination* (Wu et al., 2018), which treats each image as a distinct class of its own. The resulting negative sampling procedure can be described as *one-against-all* negative sampling. Similar contrastive loss functions are also used in practical work (He et al., 2019) and (Chen et al., 2020).

We present the algorithm of end-to-end contrastive learning via gradient descent below. This algorithm is described in Figure 2 of (He et al., 2019) as an alternative approach for MoCo, and is implemented in section 4.1 in He et al. (2019), where they showed that it is almost as equally competitive as MoCo. The analysis of better algorithms such as MoCo requires dealing with more practical issues that are hard to analyze mathematically.

**Algorithm 1** End-to-end training via gradient descent

- **input:** Training data $S = \{x_i\}_{i=1}^n$, step sizes $\eta, \gamma$, total number of iterations $T$.
- **initialization:** Initialize $W^{(0)}, \theta^{(0)}$ randomly, following Definition 3.2.
- for $t = 0, \ldots, T - 1$
  - $W^{(t+1)} = W^{(t)} - \eta \nabla_W L_S(W^{(t)}, \theta^{(t)})$
  - $\theta^{(t+1)} = \theta^{(t)} - \gamma \nabla_\theta L_S(W^{(t)}, \theta^{(t)})$
- **end for**
- **output:** $(W^{(t)}, \theta^{(t)})_{t=0}^T$
Remark. In practical papers such as He et al. (2019); Tian et al. (2019), they usually optimize the networks by performing stochastic gradient descent with respect to a minibatch of data and a random set of negative examples. In practice the adoption of this doubly stochastic algorithm is due to the limitations of computation resources. In our analysis we instead evaluate the contrastive loss against all possible negative examples and perform gradient descent with respect to this non-random loss, which makes the algorithm non-random. The analysis of stochastic algorithm would significantly complicate the analysis. And we remark that the state-of-the-art analysis for stochastic gradient descent with respect to cross-entropy (logistic) loss for neural networks (see Ji and Telgarsky, 2019; Chen et al., 2019) usually assume that there exist a "stochastic oracle", which is not applicable to our setting.

3.3 Assumptions

The first assumption we made is that all the data points lie in the 1-sphere with respect to the $\| \cdot \|_2$ norm.

Assumption 1 (Normalization). Every training data point $x_i \in S$ satisfies $\|x_i\|_2 = 1$.

This assumption is common in deep learning theory literature. As existing papers Du et al. (2018); Allen-Zhu et al. (2019); Cao and Gu (2019) have pointed out, restricting the inputs $x_i$ to the 1-sphere is not essential, and can be relaxed to requiring $c_1 \leq \|x_i\| \leq c_2$ for some absolute constants $c_2 > c_1 > 0$.

Our second assumption is the non-degeneracy of data points, which first appeared in the papers Li and Liang (2018), and has been adopted and further modified by Allen-Zhu et al. (2018); Zou et al. (2018); Oymak and Soltanolkotabi (2019); Zou and Gu (2019); Chen et al. (2019).

Assumption 2 (Non-degeneracy). There exist a universal constant $\delta > 0$ such that, for any $i, j \in [n]$ with $i \neq j$,

$$\|x_i - x_j\|_2 \geq \delta$$

Remark. In Du et al. (2018), they have shown that the above data non-degeneracy assumption can implies $\lambda_{\min}(K^{(L)}) > 0$, where $K^{(L)}$ is the Gram matrix, which is also known as the Neural Tangent Kernel (Jacot et al., 2018) (see their papers for details).

We also remark that the assumptions on the data in this paper are no more than existing papers studying the supervised setting. It is interesting whether the result in this paper would still hold if we the second assumption is significantly weakened by only requiring separation between groups of data points as in Chen et al. (2019).

4 Main Theory

Before presenting our convergence theorem, we give a necessary definition.

Definition 4.1 (loss-vectors). Denote $q_i = f^W(x_i)$ and $k_i = f^\theta(x_i)$, we define

$$\tilde{\text{loss}} = (\tilde{\text{loss}}_i)_{i=1}^n = (\partial L_S/\partial q_i)_{i \in [n]}, \quad \hat{\text{loss}} = (\hat{\text{loss}}_i)_{i=1}^n = (\partial L_S/\partial k_i)_{i \in [n]}$$

And we further define $\text{loss} = (\tilde{\text{loss}}, \hat{\text{loss}})$ as our surrogate objective.
Now we present our main theorem for end-to-end contrastive learning.

**Theorem 4.2.** For any $\varepsilon \in (0, 1)$, $\delta \leq O(1/L)$, suppose Assumption 1 and Assumption 2 holds, with over-parameterization condition

$$m \geq \Omega(n^{15}L^{12}(\log m)^5\delta^{-5}\varepsilon^{-2}) \quad d \geq \Omega(\log^2 m)$$

and if we perform Algorithm 1, with step sizes

$$\eta, \gamma = \Theta(d \varepsilon^2 \delta^2/(n^7L^2km))$$

then with probability at least $1 - O(m^{-1})$ over the initialization, we have

$$\frac{1}{T} T \sum_{t=0}^{T-1} \|\text{loss}^{(t)}\|_2 \leq \varepsilon \quad \text{for} \quad T = \Theta\left(\frac{n^{10}L^2k}{\delta^3} \cdot \frac{1}{\varepsilon^4}\right)$$

where the $\text{loss}^{(t)}$-vectors are defined in Definition 4.1, with $f^q$ and $f^k$ parameterized by $W^{(t)}$ and $\theta^{(t)}$ respectively.

As mentioned in Allen-Zhu et al. (2018), the result of finding weight matrices $W$ that satisfies $\|\nabla f_{LS}\| \leq \varepsilon$ cannot be derived from the classical theory of finding approximate saddle points for non-convex objectives. And since in our end-to-end training we update two neural networks simultaneously, the interaction between these two networks during the optimization process makes it even harder for the optimization analysis.

Note that in contrast to existing work on the convergence of supervised training, we require the output dimension $d$ to be sufficiently large (of magnitude $\Theta(\log^2 m)$). This requirement is necessary for both query encoder and key encoder to project sufficient information onto the output space and contrast between each queries $q_i = f^q_W(x_i)$ and keys $k_j = f^k_\theta(x_j)$. Without this requirement, it would be difficult for the outputs to represent the high-dimensional information learned by the over-parameterized hidden layers. And also this requirement of $d$ is not impractical because it is only for pretraining. One can always add a new fully-connected layer on top in the fine-tuning stage.

Our proof of Theorem 4.2 relies on two technical lemmas, and we shall elaborate them below.

### 4.1 Main Technical Lemmas

We present two lemmas below that are the key components of our final convergence proof. The first lemma concerns the gradient bounds for updating both $W$ and $\theta$. The proof of Lemma 4.3 is in Appendix C.

**Lemma 4.3 (Gradient Bounds).** Suppose $\omega, \tau \leq O(\delta^{3/2}/(n^3L^6 \log \delta/m))$ then with probability at least $1 - e^{-\Omega(m \omega^{3/2} L^6)} - e^{-\Omega(m \tau^{3/2} L^6)}$ over the randomness of initialization, if $W \in B(W^{(0)}, \omega)$ and $\theta \in B(\theta^{(0)}, \tau)$, the following holds.

- For $\|\nabla_W L_S(W, \theta)\|_F$, we have

  $$\|\nabla_W L_S(W, \theta)\|_F^2 \geq \Omega\left(\frac{m \delta}{n^3d}\right) \sum_{i=1}^{n} \|\tilde{\text{loss}}_i\|_2^2$$

  $$\|\nabla_W L_S(W, \theta)\|_F^2 \leq O\left(\frac{Lm}{nd}\right) \sum_{i=1}^{n} \|\tilde{\text{loss}}_i\|_2^2$$
The semi-smoothness properties for updating both the query encoder $f^q_{\theta}$ and the key encoder $f^k_{\theta}$ simultaneously. The semi-smooth condition instead of Lipschitz smoothness is due to the non-smooth property of ReLU activations, as illustrated in Allen-Zhu et al. (2018). Our derivations of the semi-smoothness lemma is different in many aspects to the original one in Allen-Zhu et al. (2018), since not only do we need to simultaneously update two neural networks, we also need to compute the exact form of the gradient of loss function to the outputs of these two neural networks $\text{loss} = (\partial L_S/\partial q_i)_{i=1}^n$ and $\text{loss} = (\partial L_S/\partial k_i)_{i=1}^n$ which is complicated after taking expectations with respect to negative sampling.

Lemma 4.4 (The Semi-smoothness Properties). For any perturbations $\|W\|_2 \leq \omega$ and $\|\theta\|_2 \leq \tau$, where

$$\omega, \tau \in \Omega(\sqrt{d/m}, O(1/(L^{9/2}(\log m)^{3/2}))$$

and $W \in B(W(0), \omega), \theta \in B(\theta(0), \tau)$ such that

$$W + W' \in B(W(0), \omega), \quad \theta + \theta' \in B(\theta(0), \tau)$$

we have, with probability at least $1 - \exp(-\Omega(m\omega^3/2L)) - \exp(-\Omega(m\tau^2/3L))$ over the randomness of initialization, the following inequality holds,

$$L_S(W + W', \theta + \theta') \leq L_S(W, \theta) + \langle \nabla_{(W, \theta)} L_S(W, \theta), (W', \theta') \rangle \quad \text{(5.1)}$$

\begin{align*}
&+ O\left(\frac{\omega^{1/3}L^2\sqrt{m\log m}}{\sqrt{nd}}\right) \cdot \|\text{loss}\|_2 \cdot \|W'\|_F \\
&+ O\left(\frac{\tau^{1/3}L^2\sqrt{m\log m}}{\sqrt{nd}}\right) \cdot \|\text{loss}\|_2 \cdot \|\theta'\|_F \\
&+ O\left(\frac{kL^2m^2}{d^2}\right) \left(\tau^2\|W'\|_F^2 + \omega^2\|\theta'\|_F^2\right)
\end{align*}

5 Proof Techniques

5.1 Key Facts

Since the contrastive loss function defined in Definition 3.3 is inherently different in form to the loss functions used in supervised learning, and also since we have taken expectation with respect to the negative sampling, we need to derive some basic facts of how the gradient is calculated for both the query and key encoders. The exact calculations are done in Appendix C.1.

For notational convenience in the expositions below, we denote

$$q_i = f^q_{W}(x_i), \quad z_j = f^k_{\theta}(x_j) - f^k_{\theta}(x_i), \quad z_{i,j} = f^k_{\theta}(x_{i,j}) - f^k_{\theta}(x_i)$$

The form of $\text{loss}$-vectors are directly to compute from the our definition of contrastive loss.
Fact 1 (\(\text{loss-}\)vector). For each \(i \in [n]\), the \(\text{loss}_i\)-vector is the following vector obtained from calculating the gradient of \(L_S(W, \theta)\) with respect to the query encoder \(q_i = f^q_W(x_i)\):

\[
\text{loss}_i = \frac{\partial L_S}{\partial q_i} = \mathbb{E}^{Neg(i)}\left[\sum_{j=1}^k \frac{\exp(q_i^T z_{i,j})}{1 + \sum_{s=1}^k \exp(q_i^T z_{i,s})} \cdot z_{i,j}\right]
\]

where the expectation \(\mathbb{E}^{Neg(i)}\) is taken with respect to the uniform sampling of \(\{x_{i,j}\}_{j=1}^k \subset S^{-i}\).

The exact form of \(\text{loss}_i\)-vectors are more subtle, and we present it below.

Fact 2 (\(\text{loss-}\)vector). For each pair \((i, j) \in [n] \times [n]\) such that \(i \neq j\), we denote the \(\text{loss}(x_i, x_j)\)-vector to be the following vector:

\[
\text{loss}(x_i, x_j) := \frac{1}{n} \sum_{x_j \in \{x_{i,s}\}_{s \in [k]} \subset S^{-i}} \frac{\exp(q_i^T z_j)}{1 + \sum_{s=1}^k \exp(q_i^T z_{i,s})} \cdot q_i
\]

where \(q_i, z_j, z_{i,s}\) is defined in (5.1). The summation is over all set of negative samples \(\{x_{i,s}\}_{s=1}^k \subset S^{-i}\) that contains the sample \(x_j\). Now the \(\text{loss}_i\)-vector can be calculated as

\[
\text{loss}_i = \frac{\partial L_S}{\partial k_i} = \sum_{j \neq i} (\text{loss}(x_j, x_i) - \text{loss}(x_i, x_j))
\]

5.2 Proof Overview of Technical Lemmas

We outline the proof of Lemma 4.3 and Lemma 4.4 here. Firstly we define the following notations:

\[
h_{i,0}^q = \sigma(W_0 x_i) \quad h_{i,l}^q = \sigma(W_l h_{i,l-1}^q) \quad h_{i,0}^k = \sigma(\theta_0 x_i) \quad h_{i,l}^k = \sigma(\theta^l h_{i,l-1}^k)
\]

and also diagonal matrices \(D_{i,j}^q\) and \(D_{i,j}^k\) as

\[
(D_{i,j}^q)_{a,a} := 1\{\sigma(W_i h_{i,l-1}^q)_a \geq 0\} \quad (D_{i,j}^k)_{a,a} := 1\{\sigma(\theta^l h_{i,l-1}^k)_a \geq 0\}
\]

Gradient bounds: For notational convenience, we define the back-propagation matrices \(\text{Back}_{i,l}^q\) and \(\text{Back}_{i,l}^k\) as

\[
\text{Back}_{i,l}^q = W_l D_{i,L-1} \cdots D_{i,l} W_l, \quad \text{Back}_{i,l}^k = \theta^l D_{i,L-1} \cdots D_{i,l} \theta^l
\]

From the derivation of Fact 1 and Fact 2 we can transform the gradient \(\nabla_{W_i} L_S(W, \theta)\) and \(\nabla_{\theta^i} L_S(W, \theta)\) into more operable forms

\[
\nabla_{W_i} L_S(W, \theta) = \frac{1}{n} \sum_{i=1}^n D_{i,l}^q ((\text{Back}_{i,l+1}^q)^T \text{loss}_i) h_{i,l-1}^q
\]

\[
\nabla_{\theta^i} L_S(W, \theta) = \frac{1}{n} \sum_{i=1}^n D_{i,l}^k ((\text{Back}_{i,l+1}^k)^T \text{loss}_i) h_{i,l-1}^k
\]

From the initialization, the norm of the product \((\text{Back}_{i,l+1}^q)^T \text{loss}_i\) is of magnitude \(\sim \sqrt{m/d} \|	ext{loss}_i\|_2\) (and similarly for \((\text{Back}_{i,l+1}^k)^T \text{loss}_i\)). The lower bounds can be derived from the randomness decomposition argument in Allen-Zhu et al. (2018) and an improved version in Zou and Gu (2019). The upper bounds follows from the naive bounds \(\| (\text{Back}_{i,l+1}^q)^T \text{loss}_i \|_2 \leq O(\sqrt{m/d} \| \text{loss}_i \|_2)\) with high probability.
**Semi-smoothness:** To derive the semi-smoothness for updating two neural networks, we start from the function \( \ell(f^q_W, f^k_\theta, x_i, \{x_{i,j}\}_{j=1}^k) \) defined in Definition 3.3. We transform it to

\[
\ell(f^q_W, f^k_\theta, x_i, \{x_{i,j}\}_{j=1}^k) = \log \left[ 1 + \sum_{j=1}^k \exp(q_i^\top z_{i,j}) \right]
\]

where \( q_i, z_{i,j} \) is defined in (5.1). Clearly this function is convex with respect to \( q_i^\top z_{i,j} \), and from simple calculation we showed that this function is 1-Lipschitz smooth. Thus we obtain a second order bound with respect to \( q_i^\top z_{i,j} \)

\[
\ell(f^q_W, f^k_\theta, x_i, \{x_{i,j}\}_{j=1}^k) \leq \ell(f^q_W, f^k_\theta, x_i, \{x_{i,j}\}_{j=1}^k) + \frac{1}{2} \sum_{j=1}^k (\tilde{q}_i^\top z_{i,j} - q_i^\top z_{i,j})^2
\]

where \( \tilde{q}_i, \tilde{z}_{i,j} \) are the \( q_i, z_{i,j} \) parameterized by \( \tilde{\theta} = \theta + \theta' \), which are not far from the initialization. We decompose \( \tilde{q}_i^\top \tilde{z}_{i,j} - q_i^\top z_{i,j} \) into three terms

\[
\sum_{j=1}^k \exp(q_i^\top z_{i,j}) \cdot (\tilde{q}_i^\top \tilde{z}_{i,j} - q_i^\top z_{i,j}) + \frac{1}{2} \sum_{j=1}^k (\tilde{q}_i^\top \tilde{z}_{i,j} - q_i^\top z_{i,j})^2
\]

and tackle them separately. For the terms \( 1 \) & \( 3 \) and , after taking expectation with respect to negative sampling, we obtain

\[
\frac{1}{n} \sum_{i=1}^n \langle \text{loss}_i, \tilde{q}_i - q_i \rangle
\]

and similarly, for the term \( 2 \) & \( 4 \), we can take expectation with respect to negative sampling and rearrange to get

\[
\frac{1}{n} \sum_{i=1}^n \langle \text{loss}_i, \tilde{k}_i - k_i \rangle
\]

where \( \tilde{k}_i = f^k_\theta(x_i) \) and \( k_i = f^k_\theta(x_i) \). The terms \( 1 \) & \( 3 \) and \( 2 \) & \( (3 + 4 + 5) \) can be bounded as

\[
O(kL^2m^2/d^2) \cdot (\tau^2 \| \tilde{\theta} - \theta \|^2 + \omega^2 \| \tilde{\theta} - \theta \|^2)
\]

via fine analysis of the perturbations to the neural network outputs \( f^q_W(x) - f^q_\theta(x) \) and \( f^k_\theta(x) - f^k_\theta(x) \). In the rest of the proof, we apply techniques from NTK analysis to deal with the first order perturbations \( f^q_W(x) - f^q_W(x) - \nabla_W f^k_W(x)(W') \), which eventually leads to:

\[
\frac{1}{n} \sum_{i=1}^n \langle \text{loss}_i, \tilde{q}_i - q_i \rangle - \langle \nabla_W L_S(\theta, \theta'), W' \rangle \leq \| \text{loss} \| _2 \cdot O \left( \frac{\omega^{1/3}L^2m\log m}{\sqrt{nd}} \right) \| W' \| _F
\]

And similarly for the perturbations to \( f^k_\theta(\cdot) \). Combining these calculations completes the proof.
5.3 Proof Sketch of Theorem 4.2

Equipped with Lemma 4.3 and Lemma 4.4, we can sketch a proof of the convergence theorem of end-to-end training via gradient descent in unsupervised contrastive learning.

Proof sketch of Theorem 4.2. Firstly we set the trajectory parameters as

$$\omega, \tau = O(n^{3.5} \sqrt{d}/(\delta \varepsilon \sqrt{m}))$$

and we assume that the parameters $W(t), \theta(t)$ in the training process always satisfy

$$W(t) \in B(W(0), \omega), \theta(t) \in B(\theta(0), \tau)$$

and we will justify this condition in trajectory analysis. Employing Algorithm 1, we denote the gradient update at $t$-th iteration as

$$\nabla_W t = \nabla_W L_S(W(t), \theta(t)), \nabla_{\theta,t} = \nabla_{\theta} L_S(W(t), \theta(t))$$

Now from Lemma 4.4 and our choice of $\omega, \tau, \eta, \gamma$, we can drop the second order terms in (4.1) and obtain

$$L_S(W(t+1), \theta(t+1)) \leq L_S(W(t), \theta(t)) - \Omega(\eta) \|\nabla_W t\|_F^2 - \Omega(\gamma) \|\nabla_{\theta,t}\|_F^2$$

$$+ O \left( \frac{\omega^{1/3} L^2}{\sqrt{nd}} \right) \|\text{loss}\|_2 \cdot \eta \|\nabla_W t\|_F$$

$$+ O \left( \frac{\tau^{1/3} L^2}{\sqrt{nd}} \right) \|\text{loss}\|_2 \cdot \gamma \|\nabla_{\theta,t}\|_F$$

From the gradient lower bound in Lemma 4.3 and our trajectory parameters $\omega, \tau$, we can reduce the above inequality to

$$L_S(W(t+1), \theta(t+1)) \leq L_S(W(t), \theta(t)) - \Omega \left( \frac{\eta \delta m}{n^3 d} \right) \|\text{loss}\|_2^2 - \Omega \left( \frac{\gamma \delta m}{n^3 d} \right) \|\text{loss}\|_2^2$$

$$\leq - \Omega \left( \frac{\delta m}{n^3 d \min(\eta, \gamma)} \right) \|\text{loss}\|_2^2$$

where the last inequality is from our definition of loss-vector in Definition 4.1. Now, by summing over $t = 0, \ldots, T - 1$ and taking square root, and also by our choice of step sizes $\eta, \gamma$, we can calculate

$$\frac{1}{T} \sum_{t=0}^{T-1} \|\text{loss}\|_2 \leq O \left( \sqrt{\frac{n^3 d}{T \min(\eta, \gamma) \delta m}} \cdot \sqrt{L_S(W(0), \theta(0)) - L_S(W(T), \theta(T))} \right)$$

$$\leq \frac{1}{\sqrt{T}} \cdot O \left( \frac{n^5 L \sqrt{k}}{\delta^{3/2} \varepsilon} \right)$$

So for $T = \Theta(n^{10} L^2 k/(\delta^3 \varepsilon^4))$ iterations, we obtain

$$\frac{1}{T} \sum_{t=0}^{T-1} \|\text{loss}\|_2 \leq \varepsilon$$

and in order for $W(t)$ and $\theta(t)$ to stay in $B(W(0), \omega)$ and $B(\theta(0), \tau)$ respectively, the over-parametrization needed would be $m \geq \Omega(n^{12} L^{12} (\log m)^5/(\delta^5 \varepsilon^2))$. The details of the above calculations and trajectory analysis is presented in Appendix A. □
6 Conclusion and Future Work

In this paper, we show that in unsupervised contrastive learning, end-to-end training via gradient descent can find an approximate stationary solution for the non-convex contrastive loss in polynomial time. Our proof is based on a careful analysis of the contrastive loss function and the gradient updates for two interactive deep neural networks, which allows us to analyze its optimization behavior.

We discuss some directions for future research.

- In Arora et al. (2019b) they established generalization bound for pretrained representations, but the representation is assumed to be frozen after pretraining (which means training only the top layer only). From our analysis of optimization, it would be possible to obtain a generalization bound that involves fine-tuning (which jointly trains all the layers).

- It would be of interest to know why minimizing the contrastive loss can lead to good feature representations. In the supervised setting, Arora et al. (2019a) and Cao and Gu (2019) proved that the generalization performance of over-parameterized neural networks are closely related to their NTK. But since in contrastive learning we need two neural networks, their analysis cannot be trivially generalize to this setting.
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APPENDIX

A Proof of the Main Theorem

First we restate the necessary definitions.

**Definition A.1** (loss-vectors). For each \( i \in [n] \), we denote the gradients of our loss function to the outputs of both neural networks as

\[
\text{loss} = (\text{loss}_i)_{i=1}^n = \left( \partial L_S / \partial q_i \right)_{i \in [n]}, \quad \hat{\text{loss}} = (\hat{\text{loss}}_i)_{i=1}^n = \left( \partial L_S / \partial k_i \right)_{i \in [n]}
\]

And we further define \( \text{loss} = (\text{loss}, \hat{\text{loss}}) \) as our objective.

We restate our main result of convergence here.

**Theorem A.2** (Convergence of Gradient Descent). For any \( \varepsilon \in (0, 1) \), \( \delta \in (0, O(L^{-1})) \). Let

\[
m \geq \Omega \left( n^{12} L^{12} \left( \log m \right)^5 \delta^{-5} \varepsilon^{-2} \right), \quad \eta, \gamma = \Theta \left( d \varepsilon^2 \delta^2 / (n^7 L^2 km) \right), \quad d \geq \Omega \left( \log^2 m \right) \quad \text{(A.1)}
\]

Suppose we do gradient descent at each iteration \( t = 0, 1, \ldots, T - 1 \). Then, with probability at least \( 1 - O(m^{-1}) \) over the random initialization, we have

\[
\frac{1}{T} \sum_{t=0}^{T-1} \| \text{loss}^{(t)} \|_2 \leq \varepsilon \quad \text{for } T = \Theta \left( \frac{n^{10} L^2 k}{\delta^3} \cdot \frac{1}{\varepsilon^4} \right) \text{ iterations}
\]

where the \( \text{loss}^{(t)} \)-vectors are defined in Definition A.1, with \( f^q \) and \( f^k \) parameterized by \( W^{(t)} \) and \( \theta^{(t)} \) respectively. We also restate the lemmas appeared in Section 5.

A.1 Main Technical Lemmas

**Lemma A.3** (Gradient Bounds). Let \( \omega, \tau \leq O(\delta^{3/2} / (n^3 L^6 (\log m)^3/2)) \), with probability at least \( 1 - e^{-\Omega(\omega^2 L)} - e^{-\Omega(\tau^2 L)} \) over the randomness of initialization, it satisfies for every \( W \in B(W^{(0)}, \omega) \) and \( \theta \in B(\theta^{(0)}, \tau) \), the following holds.

- For \( \| \nabla_W L_S(W, \theta) \|_F \), we have
  \[
  \Omega \left( \frac{m\delta}{n^4d} \right) \sum_{i=1}^{n} \| \text{loss}_i \|_2^2 \leq \left\| \nabla_W L_S(W, \theta) \right\|_F^2 \leq O \left( \frac{Lm}{nd} \right) \sum_{i=1}^{n} \| \text{loss}_i \|_2^2
  \]

- For \( \| \nabla_\theta L_S(W, \theta) \|_F \), we have
  \[
  \Omega \left( \frac{m\delta}{n^3d} \right) \sum_{i=1}^{n} \| \text{loss}_i \|_2^2 \leq \left\| \nabla_\theta L_S(W, \theta) \right\|_F^2 \leq O \left( \frac{Lm}{nd} \right) \sum_{i=1}^{n} \| \text{loss}_i \|_2^2
  \]
Lemma A.4 (The Semi-smoothness Properties). For any $||W'||_2 \leq \omega$ and $||\theta'||_2 \leq \tau$, where

$$\omega, \tau \in [\Omega(\sqrt{d/m}), O(1/(L^{9/2}(\log m)^{3/2}))]$$

Then we have, with probability at least $1 - e^{-\Omega(m^{3/2}L)} - e^{-\Omega(m\tau/3L)}$ over the randomness of initialization, the following inequality holds,

$$L_S(W + W', \theta + \theta') \leq L_S(W, \theta) + \langle \nabla_W L_S(W, \theta), W' \rangle + \langle \nabla_{\theta} L_S(W, \theta), \theta' \rangle$$

$$+ O\left(\frac{\omega^{1/3}L^2\sqrt{m\log m}}{\sqrt{nd}}\right) ||\text{loss}||_2 \cdot ||W'||_F$$

$$+ O\left(\frac{\tau^{1/3}L^2\sqrt{m\log m}}{\sqrt{nd}}\right) ||\text{loss}||_2 \cdot ||\theta'||_F$$

$$+ O\left(\frac{kL^2m^2}{d^2}\right) \left(\tau^2||W'||_F^2 + \omega^2||\theta'||_F^2\right)$$

A.2 Proof of Theorem A.2

Proof of Theorem A.2. We restate our parameter choice here for the convenience of readers:

$$m \geq \Omega(n^{12}L^{12}(\log m)^5\delta^{-5}\epsilon^{-2}), \quad \eta, \gamma = \Theta(d\epsilon^2\delta^2/(n^7kL^2m)), \quad d \geq \Omega(\log^2 m) \quad (A.2)$$

And we set the trajectory parameter

$$\omega, \tau = O\left(\frac{n^{7/2}\sqrt{d}}{\delta\epsilon\sqrt{m}}\right)$$

which satisfy all the requirements in all the lemmas we have employed. In the proof below, we first

We denote $\text{loss}^{(t)}$, $\text{loss}^{(l)}$ as the loss and loss-vectors where the query encoder $f^q_W$ and the key encoder $f^k_{\theta}$ are parameterized by $W^{(t)}$ and $\theta^{(t)}$ respectively. To perform gradient descent, we let the gradient update be

$$W^{(t+1)} = W^{(t)} - \eta \nabla_W L_S(W^{(t)}, \theta^{(t)}), \quad \theta^{(t+1)} = \theta^{(t)} - \gamma \nabla_{\theta} L_S(W^{(t)}, \theta^{(t)})$$

And for technical convenience we denote

$$\nabla_{W,t} = \nabla_W L_S(W^{(t)}, \theta^{(t)}) \quad \text{and} \quad \nabla_{\theta,t} = \nabla_{\theta} L_S(W^{(t)}, \theta^{(t)})$$

Now from Lemma A.4, we can calculate

$$L_S(W^{(t+1)}, \theta^{(t+1)}) \leq L_S(W^{(t)}, \theta^{(t)}) - \eta ||\nabla_{W,t}||_F^2 - \gamma ||\nabla_{\theta,t}||_F^2$$

$$+ ||\text{loss}^{(l)}||_2 \cdot O\left(\frac{\omega^{1/3}L^2\sqrt{m\log m}}{\sqrt{nd}}\right) \cdot ||\nabla_{W,t}||_F$$

$$+ ||\text{loss}^{(l)}||_2 \cdot O\left(\frac{\tau^{1/3}L^2\sqrt{m\log m}}{\sqrt{nd}}\right) \cdot ||\nabla_{\theta,t}||_F$$

$$+ O\left(\frac{kL^2m^2}{d^2}\right) \left(\eta^2\tau^2||\nabla_{W,t}||_F^2 + \gamma^2\omega^2||\nabla_{\theta,t}||_F^2\right)$$
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Now from our step size choice \( \eta, \gamma = \Theta(d^2 \delta^2/(n^7 L^2 km)) \) and our trajectory parameter choice \( \omega, \tau = O(n^{7/2}/(d \varepsilon \sqrt{m})) \), we can obtain

\[
L_S(W^{(t+1)}, \theta^{(t+1)}) - L_S(W^{(t)}, \theta^{(t)}) - 3\eta/4 \|\nabla_{W,t}\|^2_F - 3\gamma/4 \|\nabla_{\theta,t}\|^2_F \\
+ \|\tilde{\text{loss}}^{(t)}\|_2 \cdot O\left(\frac{\omega^{1/3} L^2 \sqrt{m \log m}}{\sqrt{nd}}\right) \cdot \|\nabla_{W,t}\|_F \\
+ \|\tilde{\text{loss}}^{(t)}\|_2 \cdot O\left(\frac{\tau^{1/3} L^2 \sqrt{m \log m}}{\sqrt{nd}}\right) \cdot \|\nabla_{\theta,t}\|_F \\
\leq -3\eta/4 \|\nabla_{W,t}\|_F \left(\|\nabla_{W,t}\|_F - O\left(\frac{\omega^{1/3} L^2 \sqrt{m \log m}}{\sqrt{nd}}\right) \cdot \|\tilde{\text{loss}}^{(t)}\|_2\right) \\
- 3\gamma/4 \|\nabla_{\theta,t}\|_F \left(\|\nabla_{\theta,t}\|_F - O\left(\frac{\tau^{1/3} L^2 \sqrt{m \log m}}{\sqrt{nd}}\right) \cdot \|\tilde{\text{loss}}^{(t)}\|_2\right)
\]

Now from Lemma A.3 and our notation \( \nabla_{W,t} = \nabla_W L_S(W^{(t)}, \theta^{(t)}) \), \( \nabla_{\theta,t} = \nabla_{\theta} L_S(W^{(t)}, \theta^{(t)}) \), we have

\[
\|\nabla_{W,t}\|^2_F \geq \Omega\left(\frac{m \delta}{n^2d}\right) \|\text{loss}^{(t)}\|^2_2, \quad \|\nabla_{\theta,t}\|^2_F \geq \Omega\left(\frac{m \delta}{n^2d}\right) \|\text{loss}^{(t)}\|^2_2
\]

We can choose \( \omega, \tau = O(\delta^{3/2}/(n^3 L^6 \log m^{3/2})) \) to ensure that

\[
L_S(W^{(t+1)}), \theta^{(t+1)}) - L_S(W^{(t)}, \theta^{(t)}) \leq -\Omega\left(\frac{\eta \delta m}{n^3d}\right) \|\text{loss}^{(t)}\|^2_2 - \Omega\left(\frac{\gamma \delta m}{n^3d}\right) \|\text{loss}^{(t)}\|^2_2 \\
\leq -\Omega\left(\frac{\min(\eta, \gamma) \delta m}{n^3d}\right) \|\text{loss}^{(t)}\|^2_2
\]

By averaging over \( t = 0, \ldots, T - 1 \), we arrive at

\[
\frac{1}{T} \sum_{t=0}^{T-1} \|\text{loss}^{(t)}\|_2 \leq O\left(\sqrt{\frac{n^3d}{T \min(\eta, \gamma) \delta m}}\right) \sqrt{L_S(W^{(0)}, \theta^{(0)})} \leq O\left(\sqrt{\frac{n^4d}{T \min(\eta, \gamma) \delta m}}\right)
\]

(A.3)

where \( \ominus \) is due to the fact that, by Johnson-Lindenstrauss Lemma, with probability at least \( 1 - O(n)e^{-\Omega(d)} \), we have

\[
\|f_{W^{(0)}}(x_i)\|_2, \|f_{\theta^{(0)}}(x_i)\|_2 \leq O(1) \quad \text{for all } i \in [n] \implies L_S(W^{(0)}, \theta^{(0)}) \leq O(\log k) \leq O(n)
\]

Thus for \( T \min(\eta, \gamma) = \Theta(n^3d/(m \delta^2)) \), we have

\[
\frac{1}{T} \sum_{t=0}^{T-1} \|\text{loss}^{(t)}\|_2 \leq \varepsilon \implies \frac{1}{T} \sum_{t=0}^{T-1} \|\tilde{\text{loss}}^{(t)}\|_2 \leq \varepsilon, \quad \frac{1}{T} \sum_{t=0}^{T-1} \|\tilde{\text{loss}}^{(t)}\|_2 \leq \varepsilon
\]

Note that from our choice of step sizes, \( \eta \) and \( \gamma \) are of the same order, which implies

\[
T \eta, T \gamma = \Theta(n^3d/(m \delta^2))
\]

Therefore the trajectory of \( W \) satisfies

\[
\|W^{(t)} - W^{(0)}\|_F \leq \sum_{t=0}^{T-1} \eta \|\nabla_{W,t}\|_F \leq \sum_{t=0}^{T-1} \eta \sqrt{Lm/d \cdot \|\tilde{\text{loss}}^{(t)}\|_2} \\
\leq \sqrt{T \eta} \cdot O\left(\sqrt{\frac{Lm}{d} \cdot \frac{n^4d}{m \delta}}\right) \leq O\left(\frac{n^{3.5} \sqrt{d}}{d \varepsilon \sqrt{m}}\right) = \omega
\]

(A.4)
And similarly, the trajectory of \( \theta \) satisfies

\[
\|\theta(t) - \theta(0)\|_F \leq \sum_{t=0}^{T-1} \gamma \|\nabla_{\theta,t}\|_F \leq \sum_{t=0}^{T-1} \gamma \sqrt{Lm/d} \cdot \|\text{loss}(t)\|_2 \\
\leq \sqrt{T\gamma} \cdot O\left( \frac{n^4 d}{m\delta} \right) \leq \sqrt{T\gamma} \cdot O\left( \frac{n^{3.5} \sqrt{d}}{\delta \varepsilon \sqrt{m}} \right) = \tau
\]

And our final running time is

\[
T = \Theta\left( \frac{n^3 d}{\min(\eta, \gamma) m\delta \varepsilon^2} \right) = \Theta\left( \frac{n^{10} L^2 k}{\delta^3} \cdot \frac{1}{\varepsilon^4} \right)
\]

\( \Box \)

### B Auxiliary Lemmas

The lemmas in this section are adapted from Allen-Zhu et al. (2018); Zou and Gu (2019) and modified to fit our setting. Note that all the lemmas are written with respect to the parameters \( W \) of the query encoders \( f^q_W \). They can be applied to the parameters \( \theta \) of the key encoders \( f^k_\theta \) as well.

Firstly we define the following notations: Let \( \Delta_{i,l} \) be diagonal matrices defined as follows

\[
(\Delta_{i,l})_{r,r} = 1\{ ([W]_r h_{i,l-1}) \geq 0 \} \quad r \in [m] \quad \text{for } i \in [n], \ 0 \leq l \leq L,
\]

where \([W]_r\) is the \( r \)-th row of \( W_l \). Now we can represent the outputs of hidden layers recursively as

\[
h_{i,0} = D_{i,0} W_0 x_i, \quad h_{i,l} = D_{i,l} W_l h_{i,l-1} \quad \text{for } 1 \leq l \leq L - 1, \quad f_W(x_i) = W_L h_{i,L-1}
\]

For clarity we further define the product of matrices \( A_i \) as

\[
\prod_{l=a}^{b} A_l = A_b A_{b-1} \cdots A_a \quad \text{for matrices } A_a, \ldots, A_b
\]

Specifically, we define the following notations for parameter \( W \) at its random initialization \( W(0) \) (see Definition 3.2). Set notations: for every \( i \in [n] \) and \( 1 \leq l \leq L \), we define the matrices \( D_{i,l}^{(0)} \) and vectors \( h_{i,l}^{(0)} \) as

\[
D_{i,l}^{(0)} := \text{diag}\left( \mathbb{1}\{ ([W]_r h_{i,l-1}) \geq 0 \} \right)_{k=1}^m, \quad h_{i,0}^{(0)} := D_{i,0}^{(0)} W_0^{(0)} x_i, \quad h_{i,l}^{(0)} = D_{i,l}^{(0)} W_l^{(0)} h_{i,l-1}^{(0)}
\]

Now equipped with these notations, we can present the following technical lemmas

**Lemma B.1** (Lemma 7.1 in Allen-Zhu et al. (2018)). If \( \varepsilon \in (0,1) \), with probability at least \( 1 - e^{-\Omega(\varepsilon^2 m/L)} \) over the randomness of \( W^{(0)} \), we have \( \|h_{i,l}\| \in [1 - \varepsilon, 1 + \varepsilon] \) for all \( i \in [n] \) and \( l \in [L] \).

**Lemma B.2** (Lemma 7.3 in Allen-Zhu et al. (2018)). Suppose \( m \geq \Omega(nL \log(nL)) \). With probability at least \( 1 - e^{-\Omega(m/L)} \) over the randomness of initialization of \( W^{(0)} \), for all \( i \in [n] \) and \( 1 \leq a \leq b \leq L - 1 \)
Lemma B.3 (backward propagation). Suppose $m \geq \Omega(nL \log (nL))$, $\Omega(\frac{d}{\log m}) \leq s \leq O(\frac{m}{L \log m})$ and $d \leq O(\frac{m}{L \log m})$, then for all indices $i \in [n]$, $1 \leq a \leq L - 1$, 

(a) with probability at least $1 - \frac{s \log m}{m}$, for all $v \in \mathbb{R}^d$ such that $\|v\|_0 \leq s$, we have 

\[
\left\| u^\top W_L^{(0)} \left( \prod_{l=a}^{L} D_{i,l}^{(0)} W_l^{(0)} \right) v \right\| \leq O\left( \frac{s \log m}{m} \right) \|u\|_2 \|v\|_2
\]

(b) with probability at least $1 - \frac{s \log m}{m}$, for all vectors $u \in \mathbb{R}^d$, we have 

\[
\left\| u^\top W_L^{(0)} \left( \prod_{l=a}^{L} D_{i,l}^{(0)} W_l^{(0)} \right) \right\|_2 \leq O\left( \frac{\sqrt{m}}{d} \right) \|u\|_2
\]

Lemma B.4 (Lemma 8.2(b), 8.2(c) in Allen-Zhu et al. (2018)). Suppose $\omega \leq O(L^{-9/2} (\log m)^3)$, with probability at least $1 - e^{-\Omega(m\omega^2/L)}$, for every $\mathbf{W}$ such that $\|\mathbf{W} - \mathbf{W}^{(0)}\|_2 \leq \omega$:

(b) Let the diagonal matrices $D_{i,l}, D_{i,l}^{(0)}$ and $D'_{i,l}$ be defined as 

\[
(D_{i,l})_{k,k} = \mathbb{1}\{(W_l h_{i,l})_{k} \geq 0\}, \quad (D_{i,l}^{(0)})_{k,k} = \mathbb{1}\{(W_l^{(0)} h_{i,l})_{k} \geq 0\}, \quad D'_{i,l} = D_{i,l} - D_{i,l}^{(0)}
\]

we have $\|D'_{i,l}\|_0 \leq O(m\omega^2/L)$ and $\|D'_{i,l} W_l h_{i,l-1}\|_2 \leq O(\omega L^{3/2})$.

(c) $\|h_{i,l} - h_{i,l}^{(0)}\|_2 \leq O(\omega L^{5/2} \sqrt{\log m})$.

We present a modified lemma on the perturbation analysis of intermediate layers with respect to small changes of parameters. Note that in our paper, the last hidden layer is the $L - 1$-th layer.

Lemma B.5 (Modification of Lemma 8.6 in Allen-Zhu et al. (2018)). For any integer $s$ such that $1 \leq s \leq O(\frac{m}{L \log m})$, with probability at least $1 - e^{-\Omega(s \log m)}$ over the randomness of initialization, 

• for every $i \in [n]$ and $0 \leq a \leq b \leq L$

• for every diagonal matrices $D'_{i,0}, \ldots, D'_{i,L-1} \in [-3, 3]^{m \times m}$ with at most $s$ non-zero entries.

• for every perturbation matrices $\mathbf{W}' = (\mathbf{W}_0', \mathbf{W}_1', \ldots, \mathbf{W}_{L-1}') \in (\mathbb{R}^{m \times h}, \mathbb{R}^{(m \times m)L})$ with $\|\mathbf{W}'\|_2 \leq \omega \in [0, 1]$. 
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We have
\[ \|W_{b}^{(0)}(D_{i,b-1}^{(0)} + D_{i,a}^{(0)}d) \cdots (D_{i,a}^{(0)} + D_{i,a}^{(0)}d)W_{a}^{(0)}\|_2 \leq O(\sqrt{L}). \]

\[ \|W_{b}^{(0)} + W_{b}^{(0)}(D_{i,b-1}^{(0)} + D_{i,a}^{(0)}d) \cdots (D_{i,a}^{(0)} + D_{i,a}^{(0)}d)(W_{a}^{(0)} + W_{a}^{(0)})\|_2 \leq O(\sqrt{L}) \text{ if } \omega \leq O(L^{-3/2}). \]

**Proof.** The only difference of this lemma and Lemma 8.6 in Allen-Zhu et al. (2018) is that we have taken into account the first layer \( W_0 \in \mathbb{R}^{m \times m} \). Actually we can go through the same procedure as in Lemma 7.3 in Allen-Zhu et al. (2018) to give a bound \( \|W_{b}^{(0)}D_{i,b-1}^{(0)} \cdots D_{i,a}^{(0)}W_{a}^{(0)}\|_2 \leq O(\sqrt{L}) \) with probability at least \( 1 - e^{-\Omega(m/L)} \). Then with the same techniques in the proof of Lemma 8.6 in Allen-Zhu et al. (2018), we obtain the same result. \( \square \)

Equipped with this lemma, we are now ready to give our version of backward perturbation lemma, which takes into account both the first layer and the last layer.

**Lemma B.6** (Modification of Lemma 8.7 in Allen-Zhu et al. (2018)). Suppose \( d \leq O(\frac{m}{L \log m}) \),

- for any integer \( s \) such that \( \Omega(d \log m) \leq s \leq O(\frac{m}{L \log m}) \),
- for all \( i \in [n] \) and \( 1 \leq a \leq L \),
- for every diagonal matrices \( D_{i,0}^{(0)}, \ldots, D_{i,L-1}^{(0)} \in [-3,3]^{m \times m} \) with at most \( s \) non-zero entries,
- for every perturbation matrices \( W' = (W'_{i,0}, \ldots, W'_{i,L}) \) with \( \|W'\|_2 \leq \omega = O(\frac{1}{L^{3/2}}) \),

it satisfies, with probability at least \( 1 - e^{-\Omega(s \log m)} \) over the randomness of initialization,

\[ \left\| (W_{L}^{(0)} + W_{L}^{(0)}\left( \prod_{l=a+1}^{L} (D_{i,l}^{(0)} + D_{i,l}^{(0)})W_{l}^{(0)} + W_{l}^{(0)}) (D_{i,a}^{(0)} + D_{i,a}^{(0)}) - W_{L}^{(0)}\left( \prod_{l=a+1}^{L} D_{i,l}^{(0)}W_{l}^{(0)}\right)D_{i,a}^{(0)}\right) \right\|_2 \leq O(\sqrt{L^3s \log m} + \omega \sqrt{L^3m/d}) \]

Note that if \( s = O(m \omega^{2/3} L) \), this perturbation bound becomes \( O(\omega^{1/3} L^2 \sqrt{m \log m}/d) \).

**Proof.** For notational simplicity we ignore subscripts for \( i \) in the proof. Now we compute

\[ \left\| (W_{L}^{(0)} + W_{L}^{(0)}\left( \prod_{l=a+1}^{L} (D_{i,l}^{(0)} + D_{i,l}^{(0)})W_{l}^{(0)} + W_{l}^{(0)}) (D_{i,a}^{(0)} + D_{i,a}^{(0)}) - W_{L}^{(0)}\left( \prod_{l=a+1}^{L} D_{i,l}^{(0)}W_{l}^{(0)}\right)D_{i,a}^{(0)}\right) \right\|_2 \]

\[ \leq \sum_{l=a}^{L-1} \left\| W_{L}^{(0)}\left( \prod_{b=l+1}^{L} (D_{b}^{(0)}W_{b}^{(0)})\right) \right\|_2 \left\| D_{l}^{(0)} \right\|_2 + \sum_{l=a}^{L-1} \left\| \prod_{b=l+1}^{L} (D_{b}^{(0)}W_{b}^{(0)})D_{l}^{(0)} \right\|_2 \left\| W_{l}^{(0)} \right\|_2 \left\| D_{l}^{(0)} \right\|_2 + \sum_{l=a}^{L-1} \left\| \prod_{b=l+1}^{L} (W_{b}^{(0)} + W_{b}^{(0)})D_{l}^{(0)} \right\|_2 \left\| D_{l}^{(0)} \right\|_2 \]

\[ \leq L \cdot O\left( \sqrt{s \log m} \cdot \sqrt{L} \right) + L \cdot O\left( \sqrt{m/d} \cdot \omega \cdot \sqrt{L} \right) = O(\sqrt{L^3s \log m} + \omega \sqrt{L^3m/d}) \]

where ① is from Lemma B.3(a) and the fact that \( D_{l}^{(0)}\prod_{c=a}^{L}(W_{c}^{(0)} + W_{l}^{(0)})(D_{c}^{(0)} + D_{l}^{(0)}) \) is a \( s \)-sparse matrix; ② is from Lemma B.5(b); ③ is from Lemma B.3(b); ④ is again from Lemma B.5(b). \( \square \)
To conclude this section, we modify the Claim 11.2 in Allen-Zhu et al. (2018) to fit our setting.

**Lemma B.7.** Let $W \in B(W^{(0)}, \omega)$ and $W' = (W'_0, W'_1, \ldots, W'_L)$ be such that $\|W'\|_2 \leq \omega$, where $\omega \leq O\left(\frac{1}{L^{0.3}(\log m)^{0.2}}\right)$. Denote $h_{i,0} = \sigma(W_0 x_i)$, $h_{i,l} = \sigma(W_l h_{i,l-1})$, $h'_{i,0} = \sigma((W_0 + W'_0)x_i)$, $h'_{i,l} = \sigma((W_l + W'_l)h'_{i,l-1})$ Then there exist diagonal matrices $D'_{i,l} \in \mathbb{R}^{m \times m}$ with entries in $[-1, 1]$ such that, for any $i \in [n]$ and $0 \leq l \leq L-1$,

$$h'_{i,l} - h_{i,l} = \sum_{a=1}^{l} \left( \prod_{b=a+1}^{l} (D_{i,l} + D'_{i,l})W_l \right) (D_{i,a} + D''_{i,a})W'_a h'_{i,a-1}$$

Further more, with probability at least $1 - e^{-\Omega(m^2/3L)}$, we have

- $\|h'_{i,l} - h_{i,l}\|_2 \leq O(L^{3/2})\|W'\|_2$,
- $\|f_{W,W'}(x_i) - f_{W}(x_i)\|_2 \leq O(L\sqrt{m/d})\|W'\|_2$,
- $\|D''_{i,l}\|_0 \leq O(m^2/3L)$.

Before we came to the proof of Lemma B.7, we present the following auxiliary lemma.

**Lemma B.8** (Proposition 11.3 in Allen-Zhu et al. (2018)). Given vectors $a, b \in \mathbb{R}^m$ and diagonal matrices $D$ where $D_{k,k} = \mathbb{I}_{a_k \geq 0}$. Then, there exist a diagonal matrix $D'' \in \mathbb{R}^m$ with

- $|D_{k,k} - D''_{k,k}| \leq 1$ and $|D''_{k,k}| \leq 1$ for $k \in [m]$,
- $D''_{k,k} \neq 0$ only if $\mathbb{I}_{a_k \geq 0} \neq \mathbb{I}_{b_k \geq 0}$,
- $\sigma(a) - \sigma(b) = (D + D'')(a - b)$.

**Proof of Lemma B.7.** The proof is almost the same with the proof of Claim 11.2 in Allen-Zhu et al. (2018), and we do not repeat most of its content here. The only difference in our claim is that we consider the training of the first and the last layer. We prove the part of here. Ignore subscripts of $i$ for simplicity, we calculate

$$\| (W_L + W'_L)h'_{L-1} - W_L h_{L-1} \|_2$$

$$= \| W'_L h'_{L-1} + W_L (h'_{L-1} - h_{L-1}) \|_2$$

$$= \| W'_L h'_{L-1} + W_L (\sigma((W_{L-1} + W'_{L-1})h'_{L-2}) - \sigma(W_l h_{L-2})) \|_2$$

$$\leq \| W'_L h'_{L-1} \|_2 + \| W_L (D_{L-1} + D''_{L-1})((W_{L-1} + W'_{L-1})h'_{L-2} - W_{L-1}h_{L-2}) \|_2$$

$$\leq \| W'_L h'_{L-1} \|_2 + \| W_L (D_{L-1} + D''_{L-1})W'_{L-1} h'_{L-2} - W_{L-1}h_{L-2} \|_2$$

$$\leq \| W'_L h'_{L-1} \|_2 + \| \sum_{l=0}^{L-1} W_L \left( \prod_{a=l+1}^{L-1} (D_a + D''_a)W_a \right) (D_l + D''_l) \|_2 \cdot \| W'_L h'_{L-1} \|_2$$

$$\leq O(L\sqrt{m/d})\|W'\|_2$$

where in $\circ$ we have used Lemma B.8. And in the last inequality we have used Lemma B.4(c) to give $\|h'_l\|_2 \leq \|h^{(0)}_l\|_2 + \|h'_l - h^{(0)}_l\|_2 \leq O(1)$ for all $0 \leq l \leq L - 1$. \qed
Combine Lemma B.3 and Lemma B.7 together, we have a corollary.

**Corollary B.9** (output-boundedness). Let \( W \in B(W^{(0)}, \omega) \), where \( \omega \) meets all the requirement in previous Lemmas and \( d \leq O(m/(L \log m)) \), with probability at least \( 1 - O(n) e^{-\Omega(d)} \), we have \( \|f_{W^{(0)}}(x_i)\|_2 \leq O(1) \) and \( \|f_W(x_i)\|_2 \leq O(1 + \omega(L \sqrt{m/d}) \) for all \( i \in [n] \).

**Proof.** Firstly, from Lemma B.1 we know that, with probability at least \( 1 - O(nL)e^{-\Omega(m/L)} \) we have

\[
\|\sigma(W_{L-1}^{(0)} \sigma(\cdots \sigma(W_0 x_i)))\|_2 \leq O(1)
\]

Conditioning on this event, since \( (W_L^{(0)})_{i,j} \sim \mathcal{N}(0, \frac{1}{d}) \), \( (i,j) \in [d] \times [m] \), we have, over the randomness of \( W_L^{(0)} \),

\[
f_{W^{(0)}}^q(x_i) = W_L \sigma(\cdots \sigma(W_0 x_i)) \sim \mathcal{N}(0, \kappa^2 I_d)
\]

where \( \kappa^2 \leq O(\frac{1}{d}) \). Therefore, with probability at least \( 1 - O(n) e^{-\Omega(d)} \) over the initialization, we have

\[
\|f_{W^{(0)}}^q(x_i)\|_2 \leq O(1)
\]

and then apply Lemma B.7 to bound the perturbation of \( W' = W - W^{(0)} \), where we have assumed \( \|W'\|_2 \leq \omega \). \( \square \)

Finally we present the \( \delta \)-separateness lemma in Allen-Zhu et al. (2018).

**Lemma B.10.** Suppose \( \delta \leq O(1/L) \), for every \( i \neq j \) and every layer \( l \in [L] \), we have with probability at least \( 1 - O(n^2) e^{-\Omega(md^4)} \) over the initialization,

\[
\|h_{i,l}^{(0)} - h_{j,l}^{(0)}\|_2 \geq \delta/2
\]

**Proof.** We prove the lemma via induction. Suppose at layer \( l - 1 \) we have \( \delta_{l-1} \)-separateness, that is

\[
\|h_{i,l-1}^{(0)} - h_{j,l-1}^{(0)}\|_2 \geq \delta_{l-1}
\]

for some \( \delta_{l-1} \geq \delta/2 \). We try to prove that it still holds for layer \( l \). Denote \( w_{i,r} \) to be the \( r \)-th row of \( W_l \) at \( l \)-th layer, where \( w_{i,r} \in \mathbb{R}^{1 \times m} \) are row vectors, following the distribution \( \mathcal{N}(0, \frac{2m}{d}) \). Then over the randomness of \( W_l \) and fix \( h_{i,l-1}, h_{j,l-1} \), we have that \( w_{l,r} h_{i,l-1}, w_{l,r} h_{j,l-1} \) are two mean zero Gaussian variables (though they are not independent). Therefore \( \sigma(w_{l,r} h_{i,l-1}) - \sigma(w_{l,r} h_{j,l-1}) \) may have four different output. Now we ignore the subscript of layer \( l - 1 \) for simplicity and write

\[
\sigma(w_r h_i) - \sigma(w_r h_j) = \begin{cases} 
    w_r (h_i - h_j), & \Diamond \text{ if both } w_r h_i, w_r h_j \geq 0 \\
    0, & \spadesuit \text{ if both } w_r h_i, w_r h_j \leq 0 \\
    w_r h_i, & \heartsuit \text{ if } w_r h_i \geq 0, w_r h_j \leq 0 \\
    w_r h_j, & \clubsuit \text{ if } w_r h_i \leq 0, w_r h_j \geq 0
    \end{cases}
\]

In the case \( \Diamond \), we have

\[
\mathbb{E}[(\sigma(w_r h_i) - \sigma(w_r h_j))^2 | \Diamond] \geq \frac{2\delta^2}{m}
\]

from our inductive assumption. In the case \( \spadesuit \), we have

\[
\mathbb{E}[(\sigma(w_r h_i) - \sigma(w_r h_j))^2 | \spadesuit] = 0
\]
In the case $\bigvee$ and $\spadesuit$, we have from Lemma B.1, $\|h_i\|_2, \|h_j\|_2 \in [1/2, 2]$ with high probability. Therefore we can calculate

$$
\mathbb{E}[(\sigma(w_i, h_i) - \sigma(w_j, h_j))^2 | \bigvee \spadesuit \bigvee \heartsuit] \geq \frac{2\delta^2}{m}
$$

Notice that the probability of the event $\spadesuit$ is no more than 1/2 (for fixed $(i, j)$-pair). So we obtain

$$
\mathbb{E}[(\sigma(w_i, h_i) - \sigma(w_j, h_j))^2] \geq \frac{\delta^2}{m}, \quad \mathbb{E}[(\sigma(w_i, h_i) - \sigma(w_j, h_j))^2] \leq 2
$$

Now pick up the subscripts for layer $l$, via Chernoff bound, we have, with probability at least $1 - e^{-\Omega(m\delta^4)}$,

$$
\|h_{i,l} - h_{j,l}\|_2^2 \geq \sum_{r=1}^{m} (1 - O(\delta)) \mathbb{E}[(\sigma(w_i, h_i) - \sigma(w_j, h_j))^2] \geq \delta^2 (1 - O(\delta))
$$

then we can take a union bound over all $(i, j)$-pair, and proceed induction step over all layer $0 \leq l \leq L$ to conclude the proof. \qed

\section{C Proof of Gradient Bounds}

\subsection{C.1 Key Calculations}

- For a matrix $W$ or $\theta$, we denote $[W]_r$ or $[\theta]_r$ their $r$-th row, $[W]^r$ or $[\theta]^r$ their $r$-th column.
- For the query encoder $f^q_{W}$, we define Back$^q_{i,l} := W_L D_{i,L-1} \cdots D_{i,l} W_l$, Back$^q_{i,L} = W_L$
- For the key encoder $f^k_{W}$, we define Back$^k_{i,l} := \theta L D_{i,L-1} \cdots D_{i,l} \theta_l$, Back$^k_{i,L} = \theta L$.
- For gradient $\nabla W L_S(W, \theta)$ with respect to $W$, we have

$$
\nabla_{[W], L_S(W, \theta)} := \frac{1}{n} \sum_{i=1}^{n} \left( \left( \text{Back}_{i,l+1}^{q_L} \hat{\text{loss}}_i \right) \cdot \sigma'([W]_r, h_{i,l-1}) \right) \cdot h_{i,l-1}
$$

where $\hat{\text{loss}}_i$ is defined as

$$
\hat{\text{loss}}_i := \mathbb{E}[\text{Neg}(i)] \left[ \sum_{j=1}^{k} \frac{\exp(q^+_i z_{i,j})}{1 + \sum_{s=1}^{k} \exp(q^+_i z_{i,j})} \right]
$$

and $q_i := f^q_{W}(x_i)$, $z_{i,j} = f^k_{\theta}(x_{i,j}) - f^k_{\theta}(x_i)$.

- For gradient $\nabla_{\theta} L_S(W, \theta)$ with respect to $\theta$, we carefully compute

$$
\nabla_{[\theta], L_S(W, \theta)} := \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}[\text{Neg}(i)] \left[ \nabla_{[\theta], L(\theta, x_i, \{x_{i,j}\}_{j=1}^{k})} \right]
$$

$$
= \frac{1}{n} \sum_{i=1}^{n} \frac{1}{(n-k)} \sum_{\{x_{i,j}\}_{j=1}^{k} \subset S} \sum_{j=1}^{k} \frac{\exp(q^+_i z_{i,j})}{1 + \sum_{s=1}^{k} \exp(q^+_i z_{i,s})} \nabla_{[\theta]} \left( q^+_i (f^k_{\theta}(x_{i,j}) - f^k_{\theta}(x_i)) \right)
$$
To handle this complex summation, we introduce the notation \( \tilde{\text{loss}}(x_i, x_j) \) as the loss vector (corresponding to \( \theta \)) which only contains \( f^k_W(x_i) \) and \( f^k_\theta(x_j) \) in the nominator of the coefficients:

\[
\tilde{\text{loss}}(x_i, x_j) := \frac{1}{\binom{n-1}{k}} \sum_{x_j \in \{x_i,s\}} \frac{\exp(q_i^T z_j)}{1 + \sum_{s=1}^{k} \exp(q_i^T z_{i,s})} \cdot q_i \tag{C.1}
\]

where \( q_i = f^k_w(x_i) \), \( z_j = f^k_\theta(x_j) \), and \( z_{i,s} = f^k_\theta(x_{i,s}) \). Then we can rearrange terms in \( \nabla[\theta_{|r} L_S(W, \theta) \) to get

\[
\begin{align*}
\nabla[\theta_{|r} L_S(W, \theta) &= \frac{1}{n} \sum_{i=1}^{n} \sum_{j \neq i}(\text{Back}_{ij}^k)^\top \tilde{\text{loss}}(x_i, x_j) \left( \sigma'([\theta_{|r}, h_{j,l-1}]) h_{j,l-1} - \sigma'([\theta_{|r}, h_{i,l-1}]) h_{i,l-1} \right) \\
&= \frac{1}{n} \sum_{i=1}^{n} \left( (\text{Back}_{ij}^k)^\top \left( \sum_{j \neq i} (\tilde{\text{loss}}(x_i, x_j) - \tilde{\text{loss}}(x_i, x_j)) \right) \right) \cdot \sigma'([\theta_{|r}, h_{i,l-1}]) \cdot h_{i,l-1} \\
&= \frac{1}{n} \sum_{i=1}^{n} \left( (\text{Back}_{ij}^k)^\top \tilde{\text{loss}}_i \right) \cdot \sigma'([\theta_{|r}, h_{i,l-1}]) \cdot h_{i,l-1} \tag{C.2}
\end{align*}
\]

where \( \tilde{\text{loss}}_i := \sum_{j \neq i}(\tilde{\text{loss}}(x_i, x_j) - \tilde{\text{loss}}(x_i, x_j)) \). This form (C.2) of \( \nabla[\theta_{|r} L_S(W, \theta) \) will facilitate our calculations in the proofs in Subsection C.3.

### C.2 Lemma of Gradient Lower Bound

We present our lemma of gradient lower bound at initialization here, where the only difference of our lemma and the Lemma B.2 in Zou and Gu (2019) is that we have a probability bound \( 1 - e^{-\Omega(m\delta^2/n^2)} \) instead of \( 1 - e^{-\Omega(m\delta^2/n^2)} \).

**Lemma C.1.** Assume \( m \geq \Omega(n^3d\delta^{-2}) \). Let \( W_L \) and \( W_{L-1} \) be at random initialization, then with probability at least \( 1 - e^{-\Omega(m\delta^2/n^2)} \) for any vectors \( v_i, i \in [n] \), it holds that

\[
\sum_{r=1}^{m} \left\| \frac{1}{n} \sum_{i=1}^{n} \langle [W_{L'}], v_i \rangle \sigma'([W_{L-1}], h_{i,L-2}) h_{i,L-2} \right\|_2 \geq \Omega \left( \frac{m\delta}{n^3d} \right) \sum_{i=1}^{n} \|v_i\|^2_2
\]

Before we state the technical lemmas for the proof of Lemma C.1, we introduce the notations in Zou and Gu (2019). Let \( h_1, \ldots, h_n \in \mathbb{R}^m \) such that \( 1/2 \leq \|h_i\|_2 \leq 2 \). Let \( \tilde{h}_i := h_i/\|h_i\|_2 \) and assume \( \|h_i - \tilde{h}_i\|_2 \geq \delta/2 \) (from Lemma B.10 we know this holds with high probability). Now we construct orthonormal matrices \( Q_i = [h_i, Q_i'] \in \mathbb{R}^{m \times m} \). For a standard gaussian random vector \( \mathbf{w} \sim \mathcal{N}(0, I_m) \), we decompose \( \mathbf{w} = Q_i u_i = u_{i,1} \tilde{h}_i + Q_i' u'_i \) where \( u_{i,1} \) is the first entry of \( u_i \) and \( u'_i = (u_{i,2}, \ldots, u_{i,m}) \in \mathbb{R}^{m-1} \). Let \( \xi = \sqrt{4\delta}/(16n) \), define the following event over the randomness of \( \mathbf{w} \):

\[
W_i = \{ |u_{i,1}| \leq \xi, |\langle Q_i' u'_i, \tilde{h}_j \rangle| \geq 2\xi \text{ for all } \tilde{h}_j \text{ where } j \neq i \}
\]

Then we have

**Lemma C.2** (Lemma C.1 in Zou and Gu (2019)). For each \( W_i \) and \( W_j \), we have

\[
P(\mathbf{w} \in W_i) \geq \frac{\delta}{n16\sqrt{2e}} \text{ and } W_i \cap W_j = \emptyset
\]
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Now we present two lemmas for technical purposes.

**Lemma C.3** (Lemma C.2 in Zou and Gu (2019)). For any numbers $a_1, \ldots, a_n$, let

$$h(w) := \sum_{i=1}^{n} a_i \sigma'(\langle w, h_i \rangle) h_i$$

where $w \sim \mathcal{N}(0, I_m)$. It holds that

$$\mathbb{P} \left( \|h(w)\|_2 \geq \frac{|a_i|}{4} \mid w \in W_i \right) \geq \frac{1}{2}$$

**Proof of Lemma C.1.** Fix $v_1, \ldots, v_n$. For $r \in [m]$, define the function $h_r$ as

$$h_r(W_L, W_{L-1}) := \sum_{i=1}^{n} \langle [W_L]^r, v_i \rangle \cdot \sigma'((w_{r, L-1}, h_i)) \cdot h_i$$

where $[W_L]^r$ is the $r$-th column of $W_L$, and $w_{r, L-1} := \sqrt{m/2}W_{L-1}$ is the $r$-th row of $\sqrt{m/2}W_{L-1}$. Obviously we have $\sigma'((w_{r, L-1}, h_i)) = \sigma'((w_{L-1, r}, h_i))$, and from our initialization scheme we also have $w_{r, L-1} \sim \mathcal{N}(0, I_m)$. Now we define events $\{A_i\}_{i \in [n]}$ over the randomness of $[W_L]^r$ and $[W_{L-1}]_r$ at initialization:

$$A_i = A_{i,1} \cap A_{i,2} \cap A_{i,3}$$

where

- $A_{i,1} := \{w_{r, L-1} \in W_i\}$,
- $A_{i,2} := \{|h_r(W_L, W_{L-1})| \geq |\langle [W_L]^r, v_i \rangle|/4\}$,
- $A_{i,3} := \{|\langle [W_L]^r, v_i \rangle| \geq \|v_i\|_2/\sqrt{d}\}$.

Now by Lemma C.2 and Lemma C.3, and the independence of $W_L$ and $W_{L-1}$, we have

$$\mathbb{P}(r \in A_i) = \mathbb{P}(A_{i,2} \mid A_{i,1}) \cdot \mathbb{P}(A_{i,3}) \geq \frac{\delta}{256\sqrt{2en}}$$

and also $\sum_{i=1}^{n} 1_{r \in A_i} \leq 1$. Therefore we can directly calculate

$$\sum_{r=1}^{m} \|h_r(W_L, W_{L-1})\|_2^2 \geq \sum_{r=1}^{m} \|h_r(W_L, W_{L-1})\|_2^2 \cdot \sum_{r=1}^{m} 1_{r \in A_i} \geq \sum_{r=1}^{m} \sum_{i=1}^{n} \frac{\|v_i\|_2^2}{32d} 1_{r \in A_i}$$

Now define a random variable $Z_r := \sum_{i=1}^{n} 1_{r \in A_i} \|v_i\|_2^2/(32d)$, and from the definition of $A_i$ we know that $(Z_r)_{r \in [m]}$ are independent (since $w_{r, L-1}, [W_L]^r$ are independent for different $r$). Then for all $r \in [m]$, we have

$$\mathbb{E}[Z_r] \geq \Omega \left( \frac{\delta^2 \sum_{i=1}^{n} \|v_i\|_2^2}{d^2 n^2} \right), \quad (\mathbb{E}[Z_i])^2 \geq \Omega \left( \frac{\delta^2 \sum_{i=1}^{n} \|v_i\|_2^2}{d^2 n^2} \right), \quad \mathbb{E}[Z_r^2] \leq O \left( \frac{\sum_{i=1}^{n} \|v_i\|_2^2}{d^2} \right)$$
From one-sided Bernstein inequality for nonnegative random variables (see equation (2.23) in Wainwright (2019)), we have

\[
\mathbb{P}\left(\sum_{r=1}^{m}(Z_r - E[Z_r]) \leq \frac{m}{2} \left(\frac{1}{m} \sum_{r=1}^{m} E[Z_r]\right)\right) \leq \exp\left\{-\Omega\left(\frac{m^{3/2} \min_{r \in [m]} E[Z_r]^{3/2}}{\sum_{r=1}^{m} E[Z_r]}\right)\right\}
\]

which means, with probability at least 1 \(- e^{-\Omega(m^{3/2}/n^2)}\),

\[
\frac{1}{n^2} \sum_{r=1}^{m} \|h_r(W_L, W_{L-1})\|_2^2 \geq \frac{1}{2n^2} \sum_{r=1}^{m} E[Z_r] \geq \Omega\left(\frac{m \delta}{n^3d} \sum_{i=1}^{n} \|v_i\|_2^2\right)
\]

Therefore we have proved the case of fixed vectors \((v_i)_{i \in [n]}\). Applying \(\varepsilon\)-net argument, we know that for \(m \geq \Omega(n^3d^{-2})\), the probability bound \(1 - e^{-\Omega(m^{3/2}/n^2)}\) still holds. This concludes the proof. 

\[\square\]

### C.3 Gradient Bounds at Initialization

We first derive the gradient bounds for updating both \(W\) and \(\theta\) at their random initializations, the result is summarized in the following lemma.

**Lemma C.4 (Gradient Bounds at Initialization).** With probability at least \(1 - 2e^{-\Omega(m^{3/2}/n^2)}\), the following holds

- For \(\|\nabla W_{\mathcal{L}}(W^{(0)}, \theta^{(0)})\|_F\), we have
  \[
  \Omega\left(\frac{m \delta}{n^3d}\right) \sum_{i=1}^{n} \|\text{loss}_i\|_2^2 \leq \|\nabla W_{\mathcal{L}}(W^{(0)}, \theta^{(0)})\|_F^2 \leq O\left(\frac{Lm}{nd}\right) \sum_{i=1}^{n} \|\text{loss}_i\|_2^2
  \]

- For \(\|\nabla \theta_{\mathcal{L}}(W^{(0)}, \theta^{(0)})\|_F\), we have
  \[
  \Omega\left(\frac{m \delta}{n^3d}\right) \sum_{i=1}^{n} \|\text{loss}_i\|_2^2 \leq \|\nabla \theta_{\mathcal{L}}(W^{(0)}, \theta^{(0)})\|_F^2 \leq O\left(\frac{Lm}{nd}\right) \sum_{i=1}^{n} \|\text{loss}_i\|_2^2
  \]

**Proof.** In the proof below, we drop all the superscripts appeared in \(W^{(0)}\) and \(\theta^{(0)}\) for simplicity.

1. **Gradient Upper Bound for updating the query encoder \(f^Q_W(x_i)\):** For each \(i \in [n]\) and \(l \in [L]\), we calculate

\[
\|\nabla W_{\mathcal{L}}(W, \theta)\|_F = \left\|\frac{1}{n} \sum_{i=1}^{n} D_{i,l} \cdot \text{loss}_i (\text{Back}_{i,l}^\top) \cdot \text{Back}_{i,l-1}^\top\right\|_F
\]

\[
\leq \frac{1}{n} \sum_{i=1}^{n} \|D_{i,l}\|_2 \cdot \|\text{loss}_i (\text{Back}_{i,l}^\top)\|_2 \cdot \|\text{Back}_{i,l-1}^\top\|_2
\]

\[
\leq O\left(\sqrt{m/d}\right) \cdot \frac{1}{n} \sum_{i=1}^{n} \|\text{loss}_i\|_2 \leq O\left(\sqrt{m/nd}\right) \cdot \left(\sum_{i=1}^{n} \|\text{loss}_i\|_2^2\right)^{1/2}
\]
where the inequality \( \supset \) has employed Lemma B.1 and Lemma B.3 with probability at least \( 1 - \exp(-\Omega(m/L)) \). Taking squares and summing over \( l \in [L] \) give the desired result.

2. **Gradient Lower Bound for updating the query encoder** \( f^q_{\theta}(x_i) \): Applying Lemma C.1, we have, with probability at least \( 1 - \exp(-\Omega(m\delta^2/n^2)) \), the following lower bound holds:

\[
\|\nabla_{\theta_l} L_S(W, \theta)\|_F^2 \geq \|\nabla_{W_{l-1}} L_S(W, \theta)\|_F^2 \\
= \sum_{r=1}^{m} \left[ \frac{1}{n} \sum_{i=1}^{n} (\langle [W]_{r,i}, \text{loss}_i \rangle) \sigma'([\langle W_{l-1} \rangle]_{r,i}, h_{i,L-2}) h_{i,L-2} \right]^2 \\
\geq \Omega \left( \frac{m\delta}{n^2d} \right) \sum_{i=1}^{n} \|\text{loss}_i\|_2^2
\]

3. **Gradient Upper Bound for updating the key encoder** \( f^k_{\theta}(x_i) \): From previous calculations (C.2), we have

\[
\|\nabla_{\theta_l} L_S(W, \theta)\|_F = \left\| \frac{1}{n} \sum_{i=1}^{n} D^k_{i,l} (\text{Back}^k_{i,l+1})^\top \text{loss}_i \right\|_F \\
\therefore \|\nabla_{\theta_l} L_S(W, \theta)\|_F \leq \frac{1}{n} \sum_{i=1}^{n} \|D_{i,l}\|_2 \cdot \|\text{loss}_i\|_2 \cdot \|\text{Back}^k_{i,l+1}\|_2 \cdot \|h_{i,l-1}\|_2 \\
\leq O(\sqrt{m/nd}) \cdot \frac{1}{n} \sum_{i=1}^{n} \|\text{loss}_i\|_2 \leq O(\sqrt{m/nd}) \left( \sum_{i=1}^{n} \|\text{loss}_i\|_2^2 \right)^{1/2}
\]

where in \( \supset \) we have used Lemma B.1, Lemma B.3 again, with probability at least \( 1 - \exp(-\Omega(m/L)) \). Summing over \( l \in L \) gives the desired result.

4. **Gradient Lower Bound for updating the key encoder** \( f^k_{\theta}(x_i) \): From (C.2), we can rewrite the Frobenius norm of the gradient \( \nabla_{\theta_l} L_S(W, \theta_L) \) to the following form:

\[
\|\nabla_{\theta_{l-1}} L_S(W, \theta)\|_F^2 = \sum_{r=1}^{m} \left[ \frac{1}{n} \sum_{i=1}^{n} (\langle [\theta]_{r,i}, \text{loss}_i \rangle) \cdot \sigma'([\langle \theta_{l-1} \rangle]_{r,i}, h_{i,L-2}) \cdot h_{i,L-2} \right]^2 \\
\]

Applying Lemma C.1, we have, with probability at least \( 1 - \exp(-\Omega(m\delta^2/n^2)) \), the following lower bound holds:

\[
\|\nabla_{\theta_l} L_S(W, \theta)\|_F^2 \geq \|\nabla_{\theta_{l-1}} L_S(W, \theta)\|_F^2 \geq \Omega \left( \frac{m\delta}{n^2d} \right) \sum_{i=1}^{n} \|\text{loss}_i\|_2^2
\]

Thus all the claims are proven. \( \square \)

**C.4 Gradient Bounds After Pertubations**

Since we require the trajectory of the updated parameters \( W^{(t)} \) and \( \theta^{(t)} \) to stay within certain neighborhoods \( B(W^{(t)}, \omega) \) and \( B(\theta^{(t)}, \tau) \) of the random initialization, we need to prove that the gradient bounds remain valid in the neighborhood, which concludes of proof of Lemma A.3
Proof of Lemma A.3. Denote \( D_{i,d}^{(0)} := \text{diag}\left(1\{[W_i^{(0)}]^r h_i^{(0)}_{r,t-1} \geq 0\}_{r=1}^m\right) \) and \( h_{i,d}^{(0)} = D_{i,d}^{(0)} W_i^{(0)} h_i^{(0)}_{t-1} \) to be the activated reus and the hidden-states of \( l \)-th layer for input \( x_i \) at initialization, with \( D_{i,l}, h_{i,l} \) their perturbed counterparts. Also, for simplicity we define
\[
\text{Back}_{i,l}^{q,(0)} = W_L^{(0)} D_{i,l-1}^{(0)} W_{l-1}^{(0)} \cdots D_{i,l}^{(0)} W_i^{(0)}
\]
and \( v_i = \text{loss}_i \). The case of \( W_L \) is trivial, for \( l \leq L - 1 \), we can calculate
\[
\nabla_{W_i} L_{S}(W^{(0)}, \theta) - \nabla_{W_i} L_{S}(W, \theta)
= \frac{1}{n} \sum_{i=1}^{n} \left( v_i^\top \text{Back}_{i,l+1}^{q,(0)} D_{i,l}^{(0)} \cdot (h_{i,l-1}^{(0)})^\top - v_i^\top \text{Back}_{i,l+1}^{q,(0)} D_{i,l}^{(0)} \cdot (h_{i,l-1}^{(0)})^\top \right)
\]
From Lemma B.6, we have
\[
\|v_i^\top \text{Back}_{i,l+1}^{q,(0)} D_{i,l}^{(0)} - v_i^\top \text{Back}_{i,l+1}^{q,(0)} D_{i,l}^{(0)}\|_2 \leq O(\sqrt{m \log m/d}) \cdot \|v_i\|_2
\]
From Lemma B.3, we have
\[
\|v_i^\top \text{Back}_{i,l+1}^{q,(0)} D_{i,l}^{(0)}\|_2 \leq O(\sqrt{m/d}) \cdot \|v_i\|_2
\]
By Lemma B.1 and Lemma B.7, we have, for all \( i \in [n] \)
\[
\|h_{i,t-1}\|_2 \leq O(1) \text{ and } \|h_{i,t-1} - h_{i,t-1}^{(0)}\|_2 \leq O(\omega L^{3/2}) \implies \|h_{i,t-1}\|_2 \leq O(1)
\]
Putting together we arrive at
\[
\left\|\nabla_{W_i} L_{S}(W^{(0)}, \theta) - \nabla_{W_i} L_{S}(W, \theta)\right\|_F^2 \leq \frac{1}{n} \sum_{i=1}^{n} \left\|v_i^\top \text{Back}_{i,l+1}^{q,(0)} D_{i,l}^{(0)} \cdot (h_{i,l-1}^{(0)} - h_{i,l-1})^\top\right\|_F^2
+ \frac{1}{n} \sum_{i=1}^{n} \left\|v_i^\top \left(\text{Back}_{i,l+1}^{q,(0)} D_{i,l}^{(0)} - \text{Back}_{i,l+1}^{q,(0)} D_{i,l}\right) \cdot h_{i,l-1}^\top\right\|_F^2
\leq O\left\{\omega^{2/3} L^4 m \log m \over nd\right\} \cdot \sum_{i=1}^{n} \|v_i\|_2^2
\leq O\left\{m \delta \over nd\right\} \sum_{i=1}^{n} \|v_i\|_2^2
\]
where \( \delta \) is from our choice of \( \omega \). By summing over \( l \in [L] \), we arrive at the desired results. Note that any change of \( \theta \) only affect the vector \( (v_i)_{i \in [n]} \), thus our analysis is still valid. The case of \( \|\nabla_{\theta} L_{S}(W, \theta)\|_F \) can be similarly proved. \( \square \)

D The Semi-smoothness Property

In this section, we prove Lemma A.4. Firstly, we present the following two lemmas and their proofs.
D.1 Technical Lemmas

Lemma D.1. Let \( y = (y_i)_{i \in [k]} \). The function \( g(y) = \log(1 + \sum_{i=1}^k \exp(y_i)) \) is 1-Lipschitz smooth with respect to \((y_i)_{i \in [k]}\) and satisfies

\[
g(y + y') \leq g(y) + \nabla g(y) \top y' + \frac{1}{2} \|y'\|^2_2
\]

Proof. Trivially this function (cross-entropy loss) is convex with respect to \( y = (y_i)_{i=1}^k \), which means the Hessian \( \nabla^2 g(y) \) is positive-semidefinite. And we can calculate

\[
(\nabla^2 g(y))_{i,i} = \frac{\exp(y_i)}{(1 + \sum_{s=1}^k \exp(y_s))^2} (1 + \sum_{j \neq i} \exp(y_j))
\]

Summing over \( i \in [k] \), we have \( \sum_{i=1}^k (\nabla^2 g(y))_{i,i} \leq 1 \). And since \( g(y) \) is convex, the eigenvalues \((\lambda_i)_{i \in [k]}\) of \( \nabla^2 g(y) \) satisfies \( \lambda_i \geq 0 \) and \( \|\nabla^2 g(y)\|_2 \leq \sum_{i=1}^k \lambda_i = \sum_{i=1}^k (\nabla^2 g(y))_{i,i} \leq 1 \). Note that the bound for \( \|\nabla^2 g(y)\|_2 \) is valid for all \( y = (y_i) \in \mathbb{R}^k \), which proves the claim by doing simple Taylor expansion. \( \square \)

Lemma D.2. For \( \tilde{W}, \tilde{\theta} \in B(\mathbf{W}^{(0)}, \omega) \) and \( \theta, \tilde{\theta} \in B(\theta^{(0)}, \tau) \), where

\[
\omega, \tau \in \Omega(\sqrt{d}/m), \; O(1/(L^{9/2}(\log m)^{3/2}))
\]

we have, with probability at least \( 1 - e^{-\Omega(m\omega^3/2L)} - e^{-\Omega(m\tau^3/2L)} \) over the initialization,

\[
L_S(\tilde{W}, \tilde{\theta}) - L_S(W, \theta) \leq \frac{1}{n} \sum_{i=1}^n (\text{loss}_i, \tilde{q}_i - q_i) + (\text{loss}_i, \tilde{\theta}_i - \theta_i)
\]

\[
+ O \left( \frac{kL^2n^2}{d^2} \right) \left( \tau^2 \|\tilde{W} - W\|_2^2 + \omega^2 \|	ilde{\theta} - \theta\|_2^2 \right)
\]

Proof. Recall from Definition 3.3 that our loss function is of the form:

\[
L_S(W, \theta) = \frac{1}{n} \sum_{i=1}^n \mathbb{E}^{Neg(i)}[\ell(f_W^q, f_\theta^q, x_i, \{x_{i,j}\}_{j=1}^k)]
\]

\[
= \frac{1}{n} \sum_{i=1}^n \frac{1}{n-1} \sum_{\{x_{i,j}\}_{j=1}^k \subseteq S \setminus i} \log \left( 1 + \sum_{j=1}^k \exp(q_i^\top z_{i,j}) \right)
\]

\[
= \frac{1}{n} \sum_{i=1}^n \sum_{j \neq i} \sum_{x_j \in \{x_{i,j}\}_{j=1}^k \subseteq S \setminus i} \frac{1}{n-1} \log \left( 1 + \sum_{j=1}^k \exp(q_i^\top z_{i,j}) \right)
\]

where \( q_i := f_W^q(x_i), \; z_{i,j} := f_\theta^k(x_{i,j}) - f_\theta^k(x_i) \) and \( z_j = f_\theta^k(x_j) - f_\theta^k(x_i) \). Now for a set of different parameters \( \tilde{W} \in B(\mathbf{W}^{(0)}, \omega) \) and \( \tilde{\theta} \in B(\theta^{(0)}, \tau) \), we define new queries and keys as

\[
\tilde{q}_i := f_{\tilde{W}}^q(x_i), \quad \tilde{z}_{i,j} := f_{\tilde{\theta}}^k(x_{i,j}) - f_{\tilde{\theta}}^k(x_i)
\]

30
Applying Lemma \( \text{D.1} \), we have

\[
\ell(f_W^q, f_W^k, x_i, \{x_{i,j}\}_{j=1}^k) = \log \left( 1 + \sum_{j=1}^k \exp(q_i^T z_{i,j}) \right)
\]

\[
\leq \log \left( 1 + \sum_{j=1}^k \exp(q_i^T z_{i,j}) \right)
+ \sum_{j=1}^k \frac{\exp(q_i^T z_{i,j})}{1 + \sum_{s=1}^k \exp(q_s^T z_{i,s})} \cdot (\tilde{q}_i^T \tilde{z}_{i,j} - q_i^T z_{i,j})
+ \frac{1}{2} \sum_{j=1}^k (\tilde{q}_i^T \tilde{z}_{i,j} - q_i^T z_{i,j})^2
= \ell(f_W^q, f_W^k, x_i, \{x_{i,j}\}_{j=1}^k) + \Phi_1 + \Phi_2
\]

We now decompose \( \tilde{q}_i^T \tilde{z}_{i,j} - q_i^T z_{i,j} \):

\[
\tilde{q}_i^T \tilde{z}_{i,j} - q_i^T z_{i,j} = (\tilde{q}_i - q_i) \cdot (\tilde{z}_{i,j} - z_{i,j}) + (\tilde{q}_i - q_i)^T (\tilde{z}_{i,j} - z_{i,j}) \quad (\text{D.1})
\]

Therefore \( \Phi_1 \) can be calculated as

\[
\Phi_1 = \sum_{j=1}^k \frac{\exp(q_i^T z_{i,j})}{1 + \sum_{s=1}^k \exp(q_s^T z_{i,s})} \cdot (\tilde{q}_i^T \tilde{z}_{i,j} - q_i^T z_{i,j})
= \sum_{j=1}^k \frac{\exp(q_i^T z_{i,j})}{1 + \sum_{s=1}^k \exp(q_s^T z_{i,s})} \cdot z_{i,j}^T (\tilde{q}_i - q_i)
+ \sum_{j=1}^k \frac{\exp(q_i^T z_{i,j})}{1 + \sum_{s=1}^k \exp(q_s^T z_{i,s})} \cdot q_i^T (\tilde{z}_{i,j} - z_{i,j})
+ \sum_{j=1}^k \frac{\exp(q_i^T z_{i,j})}{1 + \sum_{s=1}^k \exp(q_s^T z_{i,s})} \cdot (\tilde{q}_i - q_i)^T (\tilde{z}_{i,j} - z_{i,j})
= \Psi_1(x_i, \{x_{i,j}\}_{j=1}^k) + \Psi_2(x_i, \{x_{i,j}\}_{j=1}^k) + \Psi_3(x_i, \{x_{i,j}\}_{j=1}^k)
\]

For \( \Psi_1(x_i, \{x_{i,j}\}_{j=1}^k) \), its expectation with respect to negative sampling \( \{x_{i,j}\}_{j=1}^k \subset S^i \) is

\[
\mathbb{E}_{i}^{\text{Neg}(i)}[\Psi_1(x_i, \{x_{i,j}\}_{j=1}^k)] = \mathbb{E}_{i}^{\text{Neg}(i)} \left[ \frac{\exp(q_i^T z_{i,j})}{1 + \sum_{s=1}^k \exp(q_s^T z_{i,s})} \cdot z_{i,j} \right]^T (\tilde{q}_i - q_i)
\]

where \( \Theta \) is from Definition \( \text{A.1} \), which implies

\[
\frac{1}{n} \sum_{i=1}^n \mathbb{E}_{i}^{\text{Neg}(i)}[\Psi_1(x_i, \{x_{i,j}\}_{j=1}^k)] = \frac{1}{n} \sum_{i=1}^n \mathbb{E}_{i}^{\text{Neg}(i)}[\tilde{\text{loss}}_i, \tilde{q}_i - q_i] \quad (\text{D.2})
\]
Now for $\Psi_2(x_i, \{x_{i,j}\})_{j=1}^k$, we calculate

$$\frac{1}{n} \sum_{i=1}^{n} \mathbb{E}^\text{Neg(i)}[\Psi_2(x_i, \{x_{i,j}\})_{j=1}^k]$$

$$= \frac{1}{n} \sum_{i=1}^{n} \frac{1}{(n-1)} \sum_{\{x_{i,j}\}_{j=1}^k \subseteq S^i} \sum_{j=1}^{k} \frac{\exp(q_i^\top z_{i,j})}{1 + \sum_{s=1}^{k} \exp(q_i^\top z_{i,s})} \cdot q_i^\top (\tilde{z}_{i,j} - z_{i,j})$$

$$= \frac{1}{n} \sum_{i=1}^{n} \frac{1}{(n-1)} \sum_{\{x_{i,j}\}_{j=1}^k \subseteq S^i} \sum_{j=1}^{k} \frac{\exp(q_i^\top z_{i,j})}{1 + \sum_{s=1}^{k} \exp(q_i^\top z_{i,s})} \cdot q_i^\top (\tilde{z}_{i,j} - z_{i,j}) \quad \text{(D.3)}$$

Now set notations

$$k_{i,j} = f^k_\theta(x_{i,j}), \quad \tilde{k}_{i,j} = f^k_\theta(x_{i,j}), \quad k_i = f^k_\theta(x_i), \quad \tilde{k}_i = f^k_\theta(x_i)$$

then we can rearrange (D.3) to

$$\frac{1}{n} \sum_{i=1}^{n} \mathbb{E}^\text{Neg(i)}[\Psi_2(x_i, \{x_{i,j}\})_{j=1}^k]$$

$$= \frac{1}{n} \sum_{i=1}^{n} \sum_{j \neq i} \frac{1}{(n-1)} \sum_{x_j \in \{x_{i,j}\}_{j=1}^k \subseteq S^i} \sum_{j=1}^{k} \frac{\exp(q_i^\top (k_j - k_i))}{1 + \sum_{s=1}^{k} \exp(q_i^\top z_{i,s})} \cdot q_i^\top ((\tilde{k}_j - k_j) - (\tilde{k}_i - k_i))$$

$$\overset{\text{①}}{=} \frac{1}{n} \sum_{i=1}^{n} \sum_{j \neq i} \operatorname{loss}(x_j, x_i)^\top ((\tilde{k}_j - k_j) - (\tilde{k}_i - k_i))$$

$$= \frac{1}{n} \sum_{i=1}^{n} \sum_{j \neq i} (\operatorname{loss}(x_j, x_i) - \operatorname{loss}(x_i, x_j))^\top (\tilde{k}_i - k_i)$$

$$\overset{\text{②}}{=} \frac{1}{n} \sum_{i=1}^{n} \langle \text{loss}_i, \tilde{k}_i - k_i \rangle$$

where ① and ② are both from Definition A.1. For $\Psi_3(x_i, \{x_{i,j}\})_{j=1}^k$, we can use Cauchy-Schwarz inequality to get

$$\Psi_3(x_i, \{x_{i,j}\})_{j=1}^k \leq \sum_{j=1}^{k} \frac{\exp(q_i^\top z_{i,j})}{1 + \sum_{s=1}^{k} \exp(q_i^\top z_{i,s})} \cdot \| \tilde{q}_i - q_i \|_2 \cdot \| z_{i,j} - z_{i,j} \|_2$$

$$\overset{\text{①}}{\leq} O \left( \frac{L^2 m}{d} \right) \cdot \| \widetilde{W} - W \|_2 \cdot \| \tilde{\theta} - \theta \|_2$$

$$\leq O \left( \frac{L^2 m}{d} \right) \left( \| \widetilde{W} - W \|_2^2 + \| \tilde{\theta} - \theta \|_2^2 \right)$$

where in ① we have employed Lemma B.7, which requires $\| \widetilde{W} - W \|_2 \leq \omega$ and $\| \tilde{\theta} - \theta \|_2 \leq \tau$. This implies

$$\frac{1}{n} \sum_{i=1}^{n} \mathbb{E}^\text{Neg(i)}[\Psi_3(x_i, \{x_{i,j}\})_{j=1}^k] \leq O \left( \frac{L^2 m}{d} \right) \left( \| \widetilde{W} - W \|_2^2 + \| \tilde{\theta} - \theta \|_2^2 \right)$$
Now we come to deal with $\Phi_2$. From the decomposition (D.1) we have

$$
\Phi_2 = \frac{1}{2} \sum_{j=1}^{k} (\tilde{q}_{i,j}^T \tilde{z}_{i,j} - q_i^T z_{i,j})^2
$$

\[
\leq \frac{3}{2} \sum_{j=1}^{k} \left( \|\tilde{q}_i - q_i\|_2 \cdot \|z_{i,j}\|_2 + \|q_i\|_2 \cdot \|\tilde{z}_{i,j} - z_{i,j}\|_2 + \|\tilde{q}_i - q_i\|_2 \cdot \|\tilde{z}_{i,j} - z_{i,j}\|_2 \right)
\]

\[
\overset{\circ}{\leq} O\left( \frac{kL^2m^2}{d^2} \right) \cdot \left( \tau^2 \|\tilde{W} - W\|_2^2 + \omega^2 \|	ilde{\theta} - \theta\|_2^2 + \tau \|\tilde{W} - W\|_2 \cdot \omega \|	ilde{\theta} - \theta\|_2 \right)
\]

where $\circ$ have employed Lemma B.9 to obtain $\|q_i\|_2, \|z_{i,j}\|_2 \leq O(1)$ (smaller than $\omega L \sqrt{m/d}$) at initialization and Lemma B.7 to obtain

$$
\|\tilde{q}_i - q_i\|_2 \leq O\left( \frac{L^2m}{d} \right) \cdot \|\tilde{W} - W\|_2, \quad \|\tilde{z}_{i,j} - z_{i,j}\|_2 \leq O\left( \frac{L^2m}{d} \right) \cdot \|	ilde{\theta} - \theta\|_2
$$

and $\circ$ is due to Cauchy-Schwarz inequality. Thus we can prove the claim by taking expectations with respect to negative sampling of $\{x_{i,j}\}_{j=1}^k \in S^{i',}\}$ and sum over $i \in [n]$. $\square$

### D.2 Proof of Lemma A.4

**Proof of Lemma A.4.** Similar to the proofs of previous lemmas, we set notations as follows. For parameters $W', \theta'$ with $\|W'\|_2 \leq \omega$, $\|\theta'\|_2 \leq \tau$, we denote

$$
\tilde{q}_i = f_W q_i + W(x_i), \quad q_i = f_W q_i(x_i), \quad \tilde{k}_i = f_{\theta+\theta'}(x_i), \quad k_i = f_{\theta}(x_i).
$$

Applying Lemma D.2, we can calculate

$$
L_S(W + W', \theta + \theta') - L_S(W, \theta) - \langle \nabla_W L_S(W, \theta), W' \rangle - \langle \nabla_{\theta} L_S(W, \theta), \theta' \rangle
\]

$$
\leq - \langle \nabla_W L_S(W, \theta), W' \rangle - \langle \nabla_{\theta} L_S(W, \theta), \theta' \rangle + \frac{1}{n} \sum_{i=1}^{n} \langle \text{loss}_i, \tilde{q}_i - q_i \rangle + \langle \text{loss}_i, \tilde{k}_i - k_i \rangle
$$

\[
+ O\left( \frac{kL^2m^2}{d^2} \right) \left( \tau^2 \|W'\|_2^2 + \omega^2 \|	heta'\|_2^2 \right)
\]

$$
= F_1 + F_2 + F_3
$$

where

$$
F_1 = -\langle \nabla_W L_S(W, \theta), W' \rangle + \frac{1}{n} \sum_{i=1}^{n} \langle \text{loss}_i, \tilde{q}_i - q_i \rangle
$$

$$
F_2 = -\langle \nabla_{\theta} L_S(W, \theta), \theta' \rangle + \frac{1}{n} \sum_{i=1}^{n} \langle \text{loss}_i, \tilde{k}_i - k_i \rangle
$$

$$
F_3 = O\left( \frac{kL^2m^2}{d^2} \right) \left( \tau^2 \|W'\|_2^2 + \omega^2 \|	heta'\|_2^2 \right)
$$

The goal here is to obtain bounds for $F_1$ and $F_2$, so we divide our proof into two steps:
Step 1. The case of $F_1$:
For $F_1$ we have $F_1 = \frac{1}{n} \sum_{i=1}^{n} F_1^i$, where $F_1^i$ can be calculated as

$$F_1^i = \widetilde{\text{loss}}_i \left( f_W^q(x_i) - f_W^q(x_i) - \sum_{l=0}^{L} W_L \left( \prod_{a=l+1}^{l-1} D_{i,a} W_a \right) D_{i,l} W_{i,l-1} \right)$$

$$= \widetilde{\text{loss}}_i \left( W_L \left( \prod_{a=l+1}^{l-1} (D_{i,a} + D_{i,a}^\prime) W_a \right) (D_{i,l} + D_{i,l}^\prime) W_{i,l-1} \right)$$

Now recall our notations:

$$h_{i,-1}' = x_i, \quad h_{i,l}' = \sigma((W_i + W_i')h_{i,l-1}') \quad \text{for } 0 \leq l \leq L - 1$$

By applying Lemma B.7, for all $i \in [n]$ and $k \in [m]$, there exist diagonal matrices $D_{i,l}'$ such that $|(D_{i,l} + D_{i,l}^\prime)_{k,k}| \leq 1$, and

$$(W_L + W_L')h_{i,L-1}' - W_L h_{i,L-1}$$

$$= W_L h_{i,L-1}' + \sum_{l=0}^{L-1} W_L \left( \prod_{a=l+1}^{l-1} (D_{i,a} + D_{i,a}^\prime) W_a \right) (D_{i,l} + D_{i,l}^\prime) W_{i,l-1}'$$

So we can further calculate

$$F_1^i = \widetilde{\text{loss}}_i \left[ W_L h_{i,L-1}' + \sum_{l=0}^{L-1} W_L \left( \prod_{a=l+1}^{l-1} (D_{i,a} + D_{i,a}^\prime) W_a \right) (D_{i,l} + D_{i,l}^\prime) W_{i,l-1}' ight.$$

$$\left. - W_L h_{i,L-1} + \sum_{l=0}^{L-1} W_L \left( \prod_{a=l+1}^{l-1} D_{i,a} W_a \right) D_{i,l} W_{i,l-1}' \right]$$

$$= \widetilde{\text{loss}}_i \sum_{l=0}^{L-1} \left[ W_L \prod_{a=l+1}^{l-1} ((D_{i,a} + D_{i,a}^\prime) W_a) (D_{i,l} + D_{i,l}^\prime) W_{i,l-1}' \right.$$ 

$$\left. + \sum_{l=0}^{L-1} W_L \left( \prod_{a=l+1}^{l-1} D_{i,a} W_a \right) D_{i,l} W_{i,l}' \right] (h_{i,l-1}' - h_{i,l-1})$$

$$= \sum_{l=0}^{L-1} Q_1^l + \sum_{l=0}^{L-1} Q_2^l$$

(D.4)

Therefore, we can bound the two terms $Q_1^l$ and $Q_2^l$ separately. For $Q_1^l$, we apply Lemma B.6 with $s = O(m^{1/3})$ (where the choice of $s$ is from Lemma B.4(b)), the Cauchy-Schwarz theorem, and the boundedness of $h_{i,l-1}'$ with respect to perturbations to get:

$$Q_1^l = \widetilde{\text{loss}}_i \left[ W_L \left( \prod_{a=l+1}^{L} (D_{i,a} + D_{i,a}^\prime) W_a \right) (D_{i,l} + D_{i,l}^\prime) - W_L \left( \prod_{a=l+1}^{L} D_{i,a} W_a \right) D_{i,l} \right] W_{i,l-1}'$$

$$\leq \|\text{loss}\| \left\| W_L \prod_{a=l+1}^{L} ((D_{i,a} + D_{i,a}^\prime) W_a) (D_{i,l} + D_{i,l}^\prime) - W_L \prod_{a=l+1}^{L} (D_{i,a} W_a) D_{i,l} \right\| \|W_{i,l-1}'\|$$

$$\leq \|\text{loss}\|_2 \cdot O\left( \frac{\omega^{1/3}L^2 \sqrt{m \log m}}{\sqrt{d}} \right) \cdot \|W_l'\|_F$$

(D.5)
and for the second term $Q_2^l$, when $l = L$, we have

$$Q_2^l \leq \|\text{loss}_i\|_2 \cdot \|W'_L\|_2 \cdot \|h'_{i,L-1} - h_{i,L-1}\|_2 \leq \|\text{loss}_i\|_2 \cdot O\left(\frac{\omega^{1/3}L^2 \sqrt{\log m}}{\sqrt{d}}\right) \cdot \|W'_l\|_F$$

for $l \leq L - 1$, we calculate

$$Q_2^l = \text{loss}_i^\top \left[ W_L \left( \prod_{a=l+1}^L D_{i,a} W_a \right) D_{i,l} W'_l \right] (h'_{i,l-1} - h_{i,l-1})$$

$$= \text{loss}_i^\top \left[ W_L \left( \prod_{a=l+1}^{L-1} D_{i,a} W_a \right) D_{i,l} - B \left( \prod_{a=l+1}^L D_{i,a} W_a^{(0)} \right) D_{i,l}^{(0)} \right] W'_l (h'_{i,l-1} - h_{i,l-1})$$

$$+ \text{loss}_i^\top W_L \left( \prod_{a=l+1}^{L-1} D_{i,a} W_a^{(0)} \right) D_{i,l}^{(0)} W'_l (h'_{i,l-1} - h_{i,l-1})$$

$$\leq \|\text{loss}_i\|_2 \cdot O\left( \sqrt{\frac{m}{d}} + \frac{\omega^{1/3}L^2 \sqrt{m \log m}}{\sqrt{d}} \right) \cdot \|W'_l\|_F \cdot \|h'_{i,l-1} - h_{i,l-1}\|_2$$

Again from Lemma B.7 that $\|h'_{i,l} - h_{i,l}\| \leq O(L^{3/2})\|W\|_2$ and our choice of $\omega$ we have

$$Q_2^l \leq \|\text{loss}_i\|_2 \cdot O\left(\frac{\omega^{1/3}L^2 \sqrt{m \log m}}{\sqrt{d}}\right) \cdot \|W'_l\|_F \quad (D.6)$$

Combining (D.5) and (D.6), we have

$$F_1 = \frac{1}{n} \sum_{i=1}^n F_i^l \leq \frac{1}{n} \sum_{i=1}^n \sum_{l=0}^L \|\text{loss}_i\|_2 \cdot O\left(\frac{\omega^{1/3}L^2 \sqrt{m \log m}}{\sqrt{d}}\right) \cdot \|W'_l\|_F \quad (D.7)$$

which proves the case of $F_1$.

**Step 2. The case of $F_2$:**

we rearrange the first order term $\langle \nabla_{\theta} L_S(W, \theta), \theta' \rangle$ to a more operable form: first we calculate, as in Section C.1,

$$\langle \nabla_{\theta} L_S(W, \theta), \theta' \rangle$$

$$= \left\langle \frac{1}{n} \sum_{i=1}^n \mathbb{E}^{Neg} \left[ \nabla_{\theta} \ell(W, \theta, x_i, \{x_{i,j}\}_{j=1}^k) \right], \theta' \right\rangle$$

$$= \frac{1}{n} \sum_{i=1}^n \frac{1}{(n-1)} \sum_{\{x_{i,j}\}_{j=1}^k \subset S} \sum_{j=1}^k \frac{\exp(q_{i,j}^\top z_{i,j})}{1 + \sum_{s=1}^k \exp(q_{i,s}^\top z_{i,s})} \langle \nabla_{\theta} q_{i,j}^\top (f_{\theta}^0(x_{i,j}) - f_{\theta}^0(x_i)), \theta' \rangle$$

$$= \frac{1}{n} \sum_{i=1}^n \sum_{j \neq i} \text{loss}(x_i, x_j)^\top \left( \nabla_{\theta} f_{\theta}^0(x_j)(\theta') - \nabla_{\theta} f_{\theta}^0(x_i)(\theta') \right)$$

$$= \frac{1}{n} \sum_{i=1}^n \sum_{j \neq i} \left( \text{loss}(x_j, x_i) - \text{loss}(x_i, x_j) \right)^\top \nabla_{\theta} f_{\theta}^0(x_i)(\theta')$$

$$= \frac{1}{n} \sum_{i=1}^n \text{loss}_i^\top \nabla_{\theta} f_{\theta}^0(x_i)(\theta') \quad (D.8)$$
where we have denote
\[
\nabla_\theta f^\delta_\theta^L(x_i)(\theta') := \sum_{l=0}^L \theta_l^L \mathbf{D}_{l,L-1} \theta_{L-1} \cdots \theta_{l+1} \mathbf{D}_{i,l} \theta_i' \mathbf{h}_{i,l-1}
\]

Now we let \( F_2 = \frac{1}{n} \sum_{i=1}^n F^i_2 \), where
\[
F^i_2 = \text{loss}_i^\top \left[ (\theta_L + \theta_L') \mathbf{h}'_{i,L} - \theta_L \mathbf{h}_{i,L} - \sum_{l=0}^{L-1} \theta_l^L \left( \prod_{a=l+1}^{L-1} \mathbf{D}_{a,L} \theta_a \right) \mathbf{D}_{i,l} \theta_i' \mathbf{h}_{i,l-1} \right]
\]
by Lemma B.7, we have
\[
(\theta_L + \theta_L') \mathbf{h}'_{i,L-1} - \theta_L \mathbf{h}_{i,L-1} = \theta_L' \mathbf{h}'_{i,L-1} + \sum_{l=0}^{L-1} \left( \prod_{a=l+1}^{L-1} (\mathbf{D}_{i,a} + \mathbf{D}_{i,a}^\prime) \theta_a \right) (\mathbf{D}_{i,l} + \mathbf{D}_{i,l}^\prime) \theta_i' \mathbf{h}_{i,l-1}
\]
Substitute this into equation (D.9), we can further calculate
\[
F^i_2 = \text{loss}_i^\top \left[ \theta_L' \mathbf{h}'_{i,L-1} + \sum_{l=0}^{L-1} \theta_l^L \left( \prod_{a=l+1}^{L-1} (\mathbf{D}_{i,a} + \mathbf{D}_{i,a}^\prime) \theta_a \right) (\mathbf{D}_{i,l} + \mathbf{D}_{i,l}^\prime) \theta_i' \mathbf{h}_{i,l-1} \right]
- \text{loss}_i^\top \sum_{l=0}^{L-1} \theta_l^L \left( \prod_{a=l+1}^{L-1} \mathbf{D}_{a,L} \theta_a \right) \mathbf{D}_{i,l} \theta_i' \mathbf{h}_{i,l-1}
= \sum_{l=0}^{L-1} \text{loss}_i^\top \left[ \theta_L \left( \prod_{a=l+1}^{L-1} (\mathbf{D}_{i,a} + \mathbf{D}_{i,a}^\prime) \theta_a \right) (\mathbf{D}_{i,l} + \mathbf{D}_{i,l}^\prime) \theta_i' \right] \mathbf{h}_{i,l-1}^\prime
+ \sum_{l=0}^{L-1} \text{loss}_i^\top \theta_L \left( \prod_{a=l+1}^{L-1} \mathbf{D}_{a,L} \theta_a \right) \mathbf{D}_{i,l} \theta_i' \left( \mathbf{h}_{i,l-1}^\prime - \mathbf{h}_{i,l-1} \right)
= F^i_{2,1} + F^i_{2,2}
\]
Now we apply Cauchy-Schwarz inequality to \( F^i_{2,1} \) and get
\[
F^i_{2,1} \leq \sum_{l=0}^{L-1} \left\| \text{loss}_i \right\|_2 \left\| \theta_L \left( \prod_{a=l+1}^{L-1} (\mathbf{D}_{i,a} + \mathbf{D}_{i,a}^\prime) \theta_a \right) (\mathbf{D}_{i,l} + \mathbf{D}_{i,l}^\prime) - \theta_L \left( \prod_{a=l+1}^{L-1} \mathbf{D}_{a,L} \theta_a \right) \mathbf{D}_{i,l} \right\| \left\| \theta_i' \right\|_F
\leq \left\| \text{loss}_i \right\|_2 \cdot O \left( \frac{\omega^{1/3} L^2 \sqrt{m \log m}}{\sqrt{d}} \right) \cdot \left\| \theta_i' \right\|_F
\]
where in ① we have used Lemma B.1 and Lemma B.9 to obtain the boundedness of \( \left\| \mathbf{h}_{i,l-1}^\prime \right\|_2 \), and in ② we have used Lemma B.6. On the other hand, we have
\[
F^i_{2,2} \leq \sum_{l=0}^{L-1} \left\| \text{loss}_i \right\|_2 \cdot O \left( \sqrt{\frac{m}{d}} + \frac{\tau^{1/3} L^2 \sqrt{m \log m}}{\sqrt{d}} \right) \cdot \left\| \theta_i' \right\|_F \cdot \left\| \mathbf{h}_{i,l-1}' - \mathbf{h}_{i,l-1} \right\|_2
\leq \left\| \text{loss}_i \right\|_2 \cdot O \left( \frac{\tau^{1/3} L^2 \sqrt{m \log m}}{\sqrt{d}} \right) \cdot \left\| \theta_i' \right\|_F
\]
via applying Lemma B.1, Lemma B.6 and Lemma B.7, and also by our choice of \( \tau \). This implies
\[
F_2 = \frac{1}{n} \sum_{i=1}^n F_2 = \frac{1}{n} \sum_{i=1}^n (F^i_{2,1} + F^i_{2,2}) \leq \left\| \text{loss}_i \right\|_2 \cdot O \left( \frac{\tau^{1/3} L^2 \sqrt{m \log m}}{\sqrt{nd}} \right) \cdot \left\| \theta_i' \right\|_F
\]
And thus we conclude the proof. \( \square \)
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