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ABSTRACT

Deep Learning models have been increasingly exploited in astrophysical studies, yet such data-driven algorithms are prone to producing biased outputs detrimentally for subsequent analyses. In this work, we investigate two major forms of biases, i.e., class-dependent residuals and mode collapse, in a case study of estimating photometric redshifts as a classification problem using Convolutional Neural Networks (CNNs) and galaxy images with spectroscopic redshifts. We focus on point estimates and propose a set of consecutive steps for resolving the two biases based on CNN models, involving representation learning with multi-channel outputs, balancing the training data and leveraging soft labels. The residuals can be viewed as a function of spectroscopic redshifts or photometric redshifts, and the biases with respect to these two definitions are incompatible and should be treated in a split way. We suggest that resolving biases in the spectroscopic space is a prerequisite for resolving biases in the photometric space. Experiments show that our methods possess a better capability in controlling biases compared to benchmark methods, and exhibit robustness under varying implementing and training conditions provided with high-quality data. Our methods have promises for future cosmological surveys that require a good constraint of biases, and may be applied to regression problems and other studies that make use of data-driven models. Nonetheless, the bias-variance trade-off and the demand on sufficient statistics suggest the need for developing better methodologies and optimizing data usage strategies.
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1. Introduction

Estimation of galaxy redshifts is crucial for the studies of galaxy evolution and cosmology. While redshifts obtained by spectroscopic measurements (spec-z) typically have high accuracy, they are highly time-intensive and not ideal for an extremely large size of data from ongoing or future imaging surveys (e.g., DES, Euclid, HSC, LSST, WFIRST). Therefore, photometric redshifts (photo-z) have become an alternative for galaxies without spectroscopically confirmed redshifts.

There are two broad categories of methods to estimate photometric redshifts for individual galaxies — template-fitting methods and data-driven methods (see Salvato et al. (2019) for a review). Template-fitting methods model the galaxy spectral energy distribution (SED) and infer redshifts by fitting the galaxy photometry based on the SED templates (e.g., Arnouts et al. 1999; Feldmann et al. 2006; Ilbert et al. 2006; Greisel et al. 2015; Leistedt et al. 2019).

Data-driven or empirical methods predict redshifts by establishing a function or a density estimator that maps the input photometry or images to redshift estimates. These include Self-organizing Maps (SOMs; e.g., Way & Klose 2012; Carrasco Kind & Brunner 2014; Speagle & Eisenstein 2017; Buchs et al. 2019; Wilson et al. 2020), Artificial Neural Networks (ANNs; e.g., Collister & Lahav 2004; Bonnett 2015; Hoyle 2016; D’Isanto & Polsterer 2018; Pasquet et al. 2019; Mu et al. 2020; Ansari et al. 2021; Schuldt et al. 2021) and other Machine Learning algorithms (e.g., Gerdes et al. 2010; Carrasco Kind & Brunner 2013; Rau et al. 2015; Beck et al. 2016; Jones & Singal 2017; Hattfield et al. 2020). In particular, studies such as Pasquet et al. (2019) develop models to predict redshift probability densities for individual galaxies, which are trained with stamp images of galaxies as input and categorical labels converted from spectroscopic redshifts, i.e., turning the problem of redshift estimation into a classification problem. Images of galaxies may be superior over other forms of input such as galaxy photometry, since the model may further incorporate the spatial flux information of galaxies and avoid biases inherited from photometry extraction. Unlike template-fitting methods, data-driven methods do not depend on any theoretical modeling as all information is learned from data.

Besides individual estimates, calibrating redshift sample distributions is important for applications such as weak lensing analysis (e.g., Mandelbaum et al. 2008; Hemmati et al. 2019; Euclid Collaboration et al. 2021). In addition to assembling individual estimates, one can calibrate the redshift distribution for a photometric sample by conducting spatial cross correlation with a reference sample that has accurate spectroscopic redshift information.

We note that spectroscopic redshifts are not true redshifts, but we use them as training labels and the reference for testing as they are generally measured with a good accuracy.
nimation (e.g., Newman 2008; Davis et al. 2017; Morrison et al. 2017, Koyvetz et al. 2017; Gatti et al. 2022).

In general, the aforementioned methods suffer from systematic effects coming from different sources. For example, template-fitting methods would be problematic if SED templates do not match the physical properties of the to-be-fitted galaxy sample, while data-driven methods would fail outside the photometric parameter space covered by the training sample. The hybridization of empirical-template or cross correlation-template methods has the potential to improve the estimation accuracy (e.g., Cavuoti et al. 2016; Sánchez & Bernstein 2018; Alarcon et al. 2020; Soo et al. 2021), and it is promising to develop composite likelihood inference frameworks for photometric redshift estimation (e.g., Raú et al. 2022).

Data-driven methods such as Deep Learning neural networks have been increasingly utilized in many astrophysical applications mainly in the manner of supervised learning. Apart from photometric redshift estimation discussed above, there have also been other cases in which data-driven methods outperform benchmark techniques, such as estimating the mass of the Local Group (McLachlan et al. 2017), measuring galaxy cluster masses (Ntampaka et al. 2015; Armitage et al. 2019; Ntampaka et al. 2019; Yan et al. 2020), measuring galaxy properties (Domínguez-Sánchez et al. 2018; Bonjean et al. 2019; Wu & Bouladaj 2019), estimating cosmological parameters (Ravanbakhsh et al. 2016; Gupta et al. 2018; Ribii et al. 2019) and analyzing forming planets (Alibert & Venturini 2019). Nonetheless, purely data-driven methods may not be able to perfectly capture salient information concerning for a certain task and the output estimates would easily suffer from biases of various kinds. This issue has been noticed in a few studies (e.g., Voigt et al. 2014; Zhang et al. 2018; Hosenie et al. 2020; Burhanuddin et al. 2021; Cranmer et al. 2021), though there have not been extensive investigations on resolving biases in data-driven models in the field of astrophysics.

Using photometric redshift estimation as an example, we tackle the following forms of biases in our work:

(a) Class-dependent residuals. This is known as the long-tail recognition problem in the domain of computer science in which training data follows an imbalanced distribution with a low number density in the tail classes. A network trained with such imbalanced data tends to give predictions skewed towards over-populated classes, resulting in class-dependent residuals. In this work, each spectroscopic redshift bin $[\Delta z_{\text{spec}}, \Delta z_{\text{spec}} + \Delta z_{\text{spec}}]$ is considered as a class. This bias is presented as non-zero dependence of mean residuals as a function of redshifts. There have been several techniques for tackling this bias outside astrophysics, including data-level re-sampling (e.g., Chawla et al. 2002; Han et al. 2005; García et al. 2012; Buda et al. 2018), algorithm-level exploitation of class-dependent losses or techniques (e.g., Huang et al. 2016; Khan et al. 2018; Cao et al. 2019; Cui et al. 2019; Hayat et al. 2019; Khan et al. 2019; Huang et al. 2020; Duarte et al. 2021; Wu et al. 2021) and feature transfer or augmentation (e.g., Liu et al. 2019; Tong et al. 2019; Yin et al. 2019; Okerinde et al. 2021). We note that it might be non-trivial to apply a correction with a tenable statistical basis or determine representative features for astronomical data, and it is more difficult to use these techniques for the redshift estimation problem than a classic classification problem, because there are non-uniform correlations between redshift bins. With these considerations, the work adopts and extends the technique presented by Kang et al. 2020 at the data level without introducing complex algorithms or loss functions. This will also serve as a framework for resolving mode collapse (discussed below).

Furthermore, although one can under-sample data to suppress over-populated classes, there could be under-populated classes for which the number density is too low or even zero, precluding the reconstruction of a flat distribution via re-sampling. In particular, there are virtually "zero-populated classes" beyond the boundaries set by the finite coverage of data. Depending on the amplitude of estimation errors, there may be significant skewness close to the boundaries of the output. This effect exists even when the training data follows a perfectly uniform distribution inside the coverage of data.

In our work on photometric redshift estimation, mean residuals can be computed with two different views: one is defined in the spectroscopic space while the other is defined in the photometric space: (i) Mean residuals as a function of spectroscopic redshifts, i.e., defined in each spectroscopic redshift bin $[\Delta z_{\text{spec}}, \Delta z_{\text{spec}} + \Delta z_{\text{spec}}]$, quantifying the deviations relative to ground-truth values. (ii) Mean residuals as a function of photometric redshifts, i.e., defined in each photometric redshift bin $[\Delta z_{\text{photo}}, \Delta z_{\text{photo}} + \Delta z_{\text{photo}}]$, quantifying the deviations relative to measured or expected values. The correction of such residuals is essential for applications such as weak lensing analysis when a sample is divided in tomographic redshift bins (e.g., Mandelbaum et al. 2008; Hemmati et al. 2019; Euclid Collaboration 2021). We note that the biases given by these two definitions are inter-correlated and cannot be eliminated simultaneously in the presence of inhomogeneous estimation errors that have different projections in the spectroscopic space and the photometric space. In other words, correcting biases defined with one view will cause biases with the other if the measurements are imperfect. Therefore, the biases with these two views have to be considered separately according to the specific requirement of the study. While Pasquet et al. 2019 does not find strong $z_{\text{photo}}$-dependent residuals in simple cases where training data and test data are randomly sampled from the same parent distribution, we are interested in controlling biases in more general scenarios. In the methods presented in this paper, one must first resolve biases in the spectroscopic space to produce a least-biased reference sample before calibrating the measurements in the photometric space.

(b) Mode collapse. This typically refers to the phenomenon that the output sample distribution has collapsed modes that are not representative of the full diversity of the actual distribution. The problem of mode collapse is widely discussed in the context of Generative Adversarial Networks (GANs; e.g., Arjovsky & Bottou 2017; Kodali et al. 2017; Srivastava et al. 2017; Zhang et al. 2018; Jia & Zhao 2019; Bhagyashree et al. 2020; Thanhtung & Tran 2020; Li et al. 2021), but it also exists in other cases when the training set and the test set, meaning that the two sets differ in the input domain. This would be a particularly challenging problem if the training set has incomplete coverage of the parameter space represented by the test set, typically faint objects without spectroscopic follow-ups. We expect that our bias correction methods (discussed in Section 3) are robust to some degree of mismatch in number density between the two sets, as long as there is no coverage mismatch. A full discussion on coverage mismatch is beyond the scope of this work.
situations (e.g., [Nguyen et al. 2018], [Ruff et al. 2018], [Chong et al. 2020]). In our work, we use this term to indicate the inability of the classifier to reproduce the diversity of the target output domain. Collapsed modes can be understood as local regions with over-confidence or degeneracies, meaning that estimated values are not smoothly distributed but concentrated at discrete positions, resulting in a series of spikes that make the estimated sample distribution deviate from the actual distribution. Mode collapse may be caused by noise and contamination from nearby sources on images that pollute the salient information necessary for determining correct output estimates. Meanwhile, there are correlations between adjacent redshift bins, which may hinder the establishment of a clear discrimination among similar redshift values and lead to “fuzzy” decision boundaries between bins. In addition, the network may be under-trained or lack complexity so that it is unable to fully capture salient information in data. Mode collapse implies an imbalance between the locally collapsed output due to an imperfect mapping from the input and the perfect target output imposed by hard (one-hot) labels. Hence, we will deal with mode collapse by leveraging soft labels.

The goal of this work is not to achieve a better global accuracy or a lower catastrophic rate compared to state-of-the-art results; rather, we attempt to develop methodologies to examine and resolve biases, which are critical to photometric redshift estimation for cosmological applications (e.g., [Lauri et al. 2011]). Our methods are also expected to be applicable to a wider variety of cases involving data-driven models. Due to unresolved prior in density estimates produced by neural networks, we only focus on point estimates in our work. The outline of this paper is as follows. In Section 2, we describe the data used in this work, including galaxy images and spectroscopic redshift labels. The images are collected from two surveys, i.e., the Sloan Digital Sky Survey (SDSS) and the Canada–France–Hawaii Telescope Legacy Survey (CFHTLS). In Section 3, we introduce our methods for tackling class-dependent residuals and mode collapse with respect to both spectroscopic redshifts and photometric redshifts. Section 4 presents our main experiments on bias correction for photometric redshift estimation and makes a link to cosmological applications. In Section 5, we focus on the behaviors of the biases, investigating how the biases would evolve with varying implementing and training details and testing the validity of our methods. Detailed discussions are presented in Appendix D. In Section 6, we compare our estimated photometric redshifts with those obtained by other studies. Finally, we conclude in Section 7 and discuss prospects for future research.

2. Data

2.1. Sloan Digital Sky Survey (SDSS)

The Sloan Digital Sky Survey (SDSS) is a wide-field imaging and spectroscopic survey that covers roughly 1/3 of the celestial sphere. The first dataset in our work consists of stamp images of 496,524 galaxies and associated spectroscopically determined redshifts selected by [Pasquet et al. 2019] from SDSS Data Release 12 ([Alam et al. 2015]). Each stamp image covers one of the five photometric passbands (ugriz), and has 64 × 64 pixels in spatial dimensions, corresponding to a pixel scale of 0.396 arcsec. A galaxy is aligned to the center of each image using its angular coordinates. The pair of five images in the five passbands and the associated spectroscopic redshift forms a data instance. The dataset covers z < 0.4 in spectroscopic redshift and r < 17.8 in dereddened r-band petro-magnitude. Due to the good data quality and the relatively restricted parameter space (i.e., low redshifts and high brightnesses), the SDSS dataset is the main source of data utilized for developing and evaluating our bias correction methodologies. Similar to [Pasquet et al. 2019], we randomly select 393,219 instances as a training sample and 103,305 instances as a test sample. More detailed descriptions can be found in [Pasquet et al. 2019] and [Alam et al. 2015].

2.2. Canada–France–Hawaii Telescope Legacy Survey (CFHTLS)

In order to apply our methods in a larger parameter space (i.e., high redshifts and faint magnitudes), we also exploit multi-band (ugriz) galaxy images acquired from the two components of the Canada–France–Hawaii Telescope Legacy Survey (CFHTLS; see [Hudelot et al. 2012] for the latest data release) — a Deep Survey covering 4 deg^2 in four disconnected fields, reaching a depth of r = 25.6 defined as the 80% completeness limit for stellar sources; and a Wide Survey covering four fields over a total area of 155 deg^2 with a depth of r = 25.0.

The spectroscopic redshifts for the CFHTLS images are a compilation of data from released wide and/or deep spectroscopic surveys. These include the CLAMATO survey (Data Release 1, [Lee et al. 2018]), the DEEP2 survey (Data Release 4; [Newman et al. 2013]), the GAMA survey (Data Release 3; [Baldry et al. 2018]), the SDSS-BOSS Data Release 12, the UDS survey ([McLure et al. 2013], [Bradshaw et al. 2013]) the VANDELS survey (Data Release 4; [Garilli et al. 2021]), the VIPERS survey (Data Release 2; [Scodellaro et al. 2018]), the VUDS survey ([Le Fèvre et al. 2015]), the VVDS Wide and Deep surveys ([Le Fèvre et al. 2013], the Wigglez survey (Final Release; [Drinkwater et al. 2018]) and the z-COSMOS survey ([Lilly et al. 2007]).

From the redshift surveys above, we only take the most secure spectroscopic redshifts, identified with high signal-to-noise ratios (SNRs) or measured with multiple spectral features (equivalent to the VIPERS or VVDS redshift flags, i.e., z ≤ 2 Flag ≤ 4), which we refer to as high-quality (HQ) redshifts.

We also include the most secure low-resolution prism redshift measurements for bright sources (zFlag = 4, I < 22.5) from the PRIMUS survey (Data Release 1; [Cool et al. 2011], [Cool et al. 2013]), and the secure prism redshift measurements from the 3D-HST survey (Data Release v4.1.5; [Skelton et al. 2014], [Momcheva et al. 2016]). They are referred to as low-resolution (LR) spectroscopic redshifts.

We select 26,249 galaxies from the CFHTLS Deep fields and 108,510 galaxies from the Wide fields as two separate datasets (denoted with “CFHTLS-DEEP” and “CFHTLS-WIDE”) respectively with spectroscopic redshifts ranging up to z ~ 4.0 and dereddened r-band magnitudes in a range of 12.3 < r < 27.2. Like the SDSS dataset, the extracted stamp images are in the format of 64 × 64 × 5 pixels, corresponding to a pixel scale of 0.187 arcsec (described in detail in [Treyer et al. in prep.]). We randomly select 10,000 instances from the Deep fields and 10,000 instances from the Wide fields with high-quality spectroscopic redshifts as separate test samples. They are not mixed since the Deep fields and the Wide fields have potential systematics. The remaining 16,249 instances from the Deep fields and 98,510 instances from the Wide fields are regarded as training samples. They are separately used in training when applying bias correction.
2.3. Data processing

We reduce the pixel intensity of the CFHTLS images by a factor of 1,000 so that the majority of pixel values lie below one. The pixel intensity of all images is then rescaled with the following equation

\[
I = \begin{cases} 
-\sqrt{I_0 + 1.0} + 1.0, & I_0 < 0 \\
\sqrt{I_0 - 1.0} - 1.0, & I_0 > 0 
\end{cases}
\]  

where \(I\) and \(I_0\) stand for the rescaled intensity and the original intensity, respectively. This rescaling operation reduces the disparity between the galaxy peak flux and the remaining flux so that the network can have comparable responses to more pixels.

3. Methods

3.1. Artificial neural networks

As Pasquet et al. (2019) and Treyer et al. (in prep.), we use artificial neural networks (ANNs) to estimate photometric redshifts in the manner of supervised learning. An ANN can be viewed as a multi-variable function or a conditional probability density estimator that maps the input to the target output, which consists of a sequence of layers inspired by biological neural networks. In vanilla ANNs, the layers are fully-connected (tailored for one-dimensional input) and composed of neurons that usually contain free parameters (or weights) and non-linear activation functions (e.g., Sigmoid, ReLU, PReLU, etc.). In particular, for classification tasks, a Softmax function is usually applied to the output layer, producing a vector normalized to unity and thus mimicking a probability density distribution. The network is usually trained iteratively with mini-batches of training data. With a loss function defined for a given task, gradients with respect to the weights of each neuron throughout the network are calculated via backpropagation. The weights are updated via gradient descent in order to minimize the loss. Once the loss converges or does not vary rapidly, a parametrization of the network is established that encodes the relationship between the input and the target output, which is collectively determined by the training data and the model implementation strategies including the network architecture, the loss function and the training procedure.

For purely data-driven methods such as ANNs, the training data and the model are major sources of prior information that affect the prediction on the test data.

Convolutional neural networks (CNNs) form a special category of ANNs. Unlike vanilla ANNs, the input of CNNs could be high-dimensional such as multi-band images. CNNs possess convolutional layers with kernels (or filters) composed of only a few neurons that are designed for scanning over the whole input image and extracting local information, outputting image-like feature maps. The extracted features are becoming more abstract from layer to layer, evolving gradually from the pixel level to the object level. Pasquet et al. (2019) utilizes CNNs with galaxy images instead of photometric information in order to incorporate the spatial flux distribution and avoid biases from photometry extraction, producing results with a better accuracy compared to benchmark methods (e.g., Beck et al. 2016), though using images instead of photometry as input increases the dimensionality of the input and introduces the risk of fitting irrelevant spatial information, thus more training data is required.

3.2. Bias correction procedure

In this subsection, we present our proposed procedure for correcting the two biases (summarized in Algorithm 1). As mentioned in Section 4, residuals can be defined as a function of either spectroscopic redshifts or photometric redshifts, which have to be treated separately. Specifically, in our bias correction methods, Steps 1 – 3 are applied to correct \(z_{\text{spec}}\)-dependent residuals and mode collapse (Fig. 1). These steps are built on CNN models with a statistical basis (Appendix A) leveraging pre-estimated redshifts for analyzing and resolving biases, which should be applied in advance of Step 4. Step 4 is a direct calibration applied to correct \(z_{\text{photo}}\)-dependent residuals, which may not be necessary depending on actual requirements on bias correction. These four steps will be compared with a baseline method that is not corrected for biases. Although we will discuss this procedure only in the setting of photometric redshift estimation, we note that it is potentially applicable to any study that involves data-driven models.

As will be discussed in Section 3.2.2 correcting \(z_{\text{spec}}\)-dependent residuals requires a selection of data from the original training dataset. It is impractical to train a deep network using only a selected small subset of data. However, as illustrated by Kang et al. (2020), the learning procedure of a model can be split into representation learning and classification. In this idea, the whole network is first trained with all training data to obtain a representation at a chosen hidden layer, which is usually a low-dimensional embedding of information from input data (see, 4 We only focus on classification problems in this work. It is simpler to apply our bias correction methods to classification problems than regression problems, as the probability density predicted by classification is easier to modify than a single collapsed point estimate predicted by regression. Extensions to regression problems may be explored in future work.

\[ I = \begin{cases} 
-\sqrt{I_0 + 1.0} + 1.0, & I_0 < 0 \\
\sqrt{I_0 - 1.0} - 1.0, & I_0 > 0 
\end{cases} \]
3.2.1. Step 1: replacing the last fully-connected layer by a multi-channel unit and learning a representation

Since the data for training a model spans a multi-dimensional spectroscopic and photometric parameter space, imbalances in any influencing dimension would bias the redshift prediction. For instance, a model with the standard single-channel output (i.e., the Baseline method) tends to assign larger redshifts to infrequent low-redshift faint galaxies if the galaxy brightness in each redshift bin is not well balanced in the training data, even though the brightness is not explicitly predicted.

Therefore, it is important to explicitly specify and balance such influencing dimensions. For simplicity, we use two dominant variables, spectroscopic redshift and dereddened r-band magnitude, to approximate the multi-dimensional parameter space. We adopt a multi-channel output unit in our methods that consists of one magnitude output with m bins and m associated redshift outputs (Fig. 2), where the magnitude information can be explicitly predicted. Before being extended in Step 3 (discussed in Section 3.2.3), the redshift outputs preserve the same binning and coverage as the single-channel output (with n bins), each corresponding to a bin in the magnitude output. All the redshift outputs and the magnitude output are implemented as single multi-channel units and learning a representation.

We elaborate on the details of each step below.

Algorithm 1 Bias correction steps

- **Step 1. Representation learning:** Replace the last layer with a multi-channel output unit (i.e., a classification module) and train the whole network from scratch using all training data with multi-channel hard labels.

- **Step 2. For correcting over-population-induced z_{spec}-dependent residuals:** Fix the learned representation and fine-tune the multi-channel output unit using a near-balanced subset of training data with multi-channel hard labels.

- **Step 3. For correcting mode collapse and under-population-induced z_{spec}-dependent residuals:** Extend the redshift range of the multi-channel output unit. Fix the learned representation and re-train the extended multi-channel output unit using the near-balanced training subset with re-adjusted multi-channel soft labels.

- **Step 4. For correcting z_{photo}-dependent residuals:** Sample from the training data and construct a sample whose z_{spec}-magnitude distribution is the same as the z_{photo}-magnitude distribution of the test sample (regarded as the underlying z_{spec}-magnitude distribution). In each z_{photo}-magnitude cell, estimate the mean deviation between z_{photo} and z_{spec} using the re-sampled training data and subtract it from the z_{photo} estimated with the test sample. Note: this step may be unnecessary depending on actual applications.

...
in our analysis (Fig. 2). In other words, the outputs are conditionally independent given the representation. The final redshift output prediction incorporates all the outputs and marginalizes over the magnitude, i.e.,

$$p(z) = \sum_{j=1}^{m} p(r_{ad,j}) p(z|r_{ad,j})$$

(2)

where $p(r_{ad,j})$ and $p(z|r_{ad,j})$ denote the density distributions predicted by the magnitude output and the redshift outputs, respectively; $r_{ad,j}$ denotes the $j$-th bin in the $r$-band magnitude output; the index $j$ runs over $m$ bins. This multi-channel unit is essentially a classification module that can be fine-tuned or re-trained for bias correction once the representation is obtained. It builds a basis for the successive bias correction steps, and can also be regarded as a way of regularizing the model and preventing over-fitting.

As shown in Fig. 3, the input space is divided into a grid of $z_{spec}$-magnitude cells, with $2m - 1$ rows in magnitude and $n$ bins in redshift. The non-negligible $r$-band magnitude measurement errors might lead data instances to incorrect magnitude rows in the input space. Directly using incorrect magnitudes as labels for the magnitude output would confuse the model. Therefore, we adopt a magnitude output with bins that have interlacing coverages over the input space. Specifically, each magnitude row in the input space is accounted for by one or two adjacent bins in the magnitude output in an alternate manner; each magnitude bin is responsible for adjacent three magnitude rows (or two rows on the borders). The rows that contribute to two bins alleviate the potential confusion at the boundary between the bins. In practice, the $n$ redshift bins cover the whole spectroscopic redshift distribution of the data, whereas the $2m - 1$ magnitude rows only cover the dominant portion of the $r$-band magnitude distribution. The data instances that lie above or below the grid are re-assigned to the uppermost or lowermost magnitude rows.

While only high-quality data should be used for the subsequent steps, it is possible to utilize data with various systematics and SNRs for representation learning, since the focus at this stage is to build an informative representation rather than control the biases. We train our model with all data from scratch as the Baseline method, except that the last fully-connected layer that gives a single-channel classification output is replaced by the multi-channel output unit. We utilize the Cross Entropy loss function for each output, i.e.,

$$l(p, y) = -\sum_{j} y_j \log p_j$$

(3)

where $p$ stands for the probability density predicted by the Softmax activation for each of the redshift outputs or the magnitude output; $y$ is the corresponding one-channel label, one component of the integrated multi-channel label. The index $j$ runs over all bins in each redshift output or the magnitude output. By convention, both $p$ and $y$ are normalized to unity. The labels for the magnitude output obeys the one-hot or two-hot encoding, depending on whether the magnitude value lies in a row that contributes to one or two magnitude bins in the target output due to the interlacing correspondence. The labels for the redshift output(s) associated with the activated magnitude bin(s) are one-hot (yet they will be softened in Step 3; discussed in Section 3.2.2), whereas flat labels are used for the remaining redshift outputs (i.e., $y_j = 1/n$ for all bins where $n$ is the number of bins) in order to impose confusion on the non-activated magnitude bins. The final output combines the density distributions predicted by all the redshift outputs weighted by the corresponding probabilities given by the magnitude output (i.e., Eq. 2).

### 3.2.2. Step 2: for correcting $z_{spec}$-dependent residuals induced by over-populated classes

The $z_{spec}$-dependent residuals are heavily subject to the influence of over-populated classes. We note that simply increasing the rate of occurrences of the instances from other classes in training is not effective for damping the dominance of over-populated classes, presumably because this does not balance the information content in different classes. Therefore, we attempt to correct the influence of over-populated classes by constructing a near-balanced training subset via under-sampling. Specifically, in each $z_{spec}$-magnitude cell ($z_{spec}, r$) in the division of the input space, a number of instances from the training dataset are randomly selected no more than a pre-defined balancing threshold $th$; all the cells with number densities above the threshold are thus considered over-populated and trimmed off. In this manner, the balancing is carried out over both the redshift dimension and the magnitude dimension (Fig. 4). Then, the re-sampled subset is exploited for fine-tuning the multi-channel output unit pre-trained in Step 1 with the representation fixed.

In other words, we attempt to create a near-flat prior over all bins so that the trained model will not favor over-populated bins, despite the fact that they may originally hold more infor-
mation content that is useful for the model prediction. Nonetheless, resampling in a two-dimensional subspace will inevitably overlook high-order information in the intrinsic heterogeneous multi-dimensional parameter space, yet incorporating more dimensions in the output unit will further complicate the model and aggravate the sparsity of data. We therefore only focus on the “first-order” correction in the two-dimensional subspace and leave the higher-order correction for future work. It should also be noted that the overall estimation accuracy would be slightly traded off due to a decrease in the size of the training sample.

Fig. 4. Two-dimensional distributions ($z_{\text{spec}} - r$-band magnitude) for the SDSS dataset before and after balancing the number density. The color indicates the relative number density in the logarithmic scale. As shown, the data cannot be perfectly balanced due to the existence of under-populated classes.

3.2.3. Step 3: for correcting mode collapse and $z_{\text{spec}}$-dependent residuals induced by under-populated classes

The use of a near-balanced training subset in Step 2 is unlikely to completely eliminate the $z_{\text{spec}}$-dependent residuals due to unaddressed under-populated classes, especially the hypothetical zero-populated classes outside the finite parameter space covered by the data. Furthermore, collapsed modes exist regardless of the balancing of training data.

Using the same near-balanced training subset and the fixed representation from Step 2, we consider jointly tackling mode collapse and under-population-induced $z_{\text{spec}}$-dependent residuals by replacing the one-hot redshift components of the multi-channel labels with soft Gaussian labels for the activated redshift outputs. In particular, the dispersions of the soft Gaussian labels are introduced to suppress mode collapse, and the means are re-adjusted to address under-population-induced $z_{\text{spec}}$-dependent residuals. They are determined according to the pre-estimated redshifts from Step 2.

As a prerequisite, we first extend the range of the redshift output with more bins to allow for the softening and re-adjustment of labels especially for data instances close to the boundaries. We note that density or point estimates that exceed the initial boundaries are permitted, in particular “negative” estimates if the lower boundary is shifted below zero.

5 Over-populated classes and under-populated classes may be relatively defined with the balancing threshold $th$, yet not all classes can be reconciled with a low threshold due to limited statistics and/or zero-populated classes.

(a) Determining the dispersions. We apply a uniform dispersion to soften all the hard labels for a given redshift output corresponding to a given bin in the magnitude output. The dispersion is denoted with $\sigma_1(r_o)$, which is a function of the given magnitude bin $r_o$. It is fitted by minimizing the Kullback-Leibler divergence between the $z_{\text{spec}}$ subsample distribution at the given magnitude bin $r_o$ from Step 2 and the corresponding predicted $z_{\text{photo}}$ Subsample distribution convolved with a Gaussian function whose dispersion is $\sigma_1(r_o)$, i.e.,

$$\arg \min_{\sigma_1(r_o)} D_{\text{KL}}[p(z_{\text{spec}}|r_o)||p(N_1|\sigma_1(r_o))z_{\text{photo}}|r_o)]$$  (4)

where $p(z_{\text{spec}}|r_o)$ and $p(z_{\text{photo}}|r_o)$ denote the $z_{\text{spec}}$ and $z_{\text{photo}}$ subsample distributions given the magnitude bin $r_o$, respectively; $N_1|\sigma_1(r_o)z_{\text{photo}}|r_o)$ denotes the Gaussian function with a dispersion of $\sigma_1(r_o)$. In other words, the fitted dispersions are thought to offer the minimal amount of softening for smoothing out the spikes in the $z_{\text{photo}}$ Subsample distribution so as to approximate the $z_{\text{spec}}$ subsample distribution. The soft Gaussian labels with such dispersions can be leveraged to train the multi-channel output unit and correct mode collapse.

In order to avoid introducing imbalance along the redshift dimension, we do not use redshift-dependent dispersions. Nonetheless, the fitted dispersions are different for different magnitude bins, which is a sign of varying photometric properties, data quality and statistics. Dividing the input data into the two-dimensional space is thus required for applying separate fits for the dispersions. Additionally, for data instances from a magnitude row in the input space that is linked to two bins in the
magnitude output, two different dispersions are fitted and applied to two redshift outputs separately.

In contrast to hard labels that assign no weight to any non-activated redshift bins, soft labels would naturally account for the correlations between bins since the dispersions implicitly indicate the “influential scales” around the central values. However, we are cautious about a trade-off between the use of soft labels and the constraint of estimation errors. The dispersions would be dramatically over-estimated if the pre-estimation of photometric redshifts is at a low accuracy, and applying soft labels with over-estimated dispersions would further boost errors, making the estimation unreliable. In this sense, the proper fit of dispersions (and more generally, the whole procedure of bias correction) relies on a good control of estimation errors.

(b) Determining the means. The use of original spectroscopic redshifts as hard labels in Step 2 yields a “scattering profile” for each redshift estimate, which models the probability distribution of being randomly scattered to different values under the influence of the subsample corresponding to a given bin in the magnitude output. For a flat zspec subsample distribution, the scattering profile for each instance is assumed to be a Gaussian function (different from the aforementioned soft Gaussian labels), whose mean or center of mass is aligned with its spectroscopic redshift. In contrast, an imbalanced zspec subsample distribution due to under-populated bins would imprint non-zero skewness on the scattering profile and alter its mean. Therefore, we attempt to compensate such skewness by relocating the soft labels (illustrated in Fig. 5).

We assume that the skewed scattering profile is simply a bin-wise product of the initial Gaussian profile and the shape of the subsample distribution. The validity of this assumption is tested in Appendix C.

The dispersion of the initial Gaussian scattering profile is estimated as the local error at a given spectroscopic redshift and a given bin in the magnitude output. Assuming a uniform error distribution along the redshift as $\sigma_1(r_o)$ may be over-simplification. Therefore, we attempt to model the underlying evolving variance by determining a redshift-dependent quadratic error curve for each magnitude bin (denoted with $\sigma_2^2(z_{\text{spec}}|r_o)$). We first estimate the squared distances $d^2$ between $z_{\text{photo}}$ and $z_{\text{spec}}$ in each cell ($z_{\text{spec}}, r_o$) and average their mean and median, which gives the average squared distances $\overline{d^2}(z_{\text{spec}}|r_o)$, i.e.,

$$\overline{d^2}(z_{\text{spec}}|r_o) = \frac{1}{2} \left[ \text{Mean}(d^2(z_{\text{spec}}, r_o)) + \text{Median}(d^2(z_{\text{spec}}, r_o)) \right]$$

where $d^2(z_{\text{spec}}, r_o) = (z_{\text{photo}} - z_{\text{spec}})^2$ with given ($z_{\text{spec}}, r_o$)

The reason for averaging the mean and the median is that the former may be driven by outliers while the latter is typically lower than the underlying variance. We also note that if an instance is from a magnitude row in the input space connected to two bins in the magnitude output, it will contribute to two redshift outputs separately for estimating the squared distances.

The average squared distances $\overline{d^2}(z_{\text{spec}}|r_o)$ can be seen as the raw estimates of variances for the scattering profiles. However, such raw estimates contain random fluctuations and the correlations between redshift bins are not taken into account. Knowing that $\sigma_1(r_o)$ fitted with Eq. 4 characterizes the “influential scale” around each bin, we obtain the quadratic error curve $\sigma_2^2(z_{\text{spec}}|r_o)$ by further convolving $\overline{d^2}(z_{\text{spec}}|r_o)$ with a Gaussian function with a dispersion of $\sigma_1(r_o)$, i.e.,

$$\sigma_2^2(z_{\text{spec}}|r_o) = (\overline{d^2} + N\sigma_1(r_o))z_{\text{spec}}|r_o$$

In addition, since we make use of the labels softened by $\sigma_1(r_o)$ on top of the already existing estimation errors, the final estimates of variances for the scattering profiles should be the quadratic error curves $\sigma_2^2(z_{\text{spec}}|r_o)$ expanded by $\sigma_1(r_o)$ in quadrature, i.e.,

$$\text{Var}(z_{\text{spec}}|r_o) = \sigma_1^2(r_o) + \sigma_2^2(z_{\text{spec}}|r_o)$$

With a scattering profile estimated for each instance, the under-population-induced imbalance (characterized by the shift of the mean of the skewed profile relative to its spectroscopic redshift) can be offset by re-adjusting the mean of the Gaussian label, i.e.,

$$z_\text{spec} = z_0 - (\bar{z} - z_0)$$

where \(\bar{z} = \frac{1}{\text{spec}} \int z_{\text{spec}} p(z_{\text{spec}}|r_o) N_{\text{zspec}}(z_{\text{spec}}) dz_{\text{spec}}\)

$z_0$ stands for the new mean of the Gaussian label; $z_0$ stands for the spectroscopic redshift; $\bar{z}$ stands for the mean of the skewed scattering profile, which is the product of $p(z_{\text{spec}}|r_o)$ and $N_{\text{zspec}}(z_{\text{spec}})$ — the $z_{\text{spec}}$ subsample distribution at the given magnitude bin $r_o$ and the initial Gaussian scattering profile with a mean of $z_0$ and a variance of $\text{Var}(z_0|r_o)$. In particular, the imbalances present at the boundaries of the finite coverage of data can be corrected in the same manner by assigning zero number density to the hypothetically zero-populated classes exceeding the boundaries.

To summarize, using the pre-determined redshift point estimates for the near-balanced training subset from Step 2, we estimate the dispersions and the means of the soft Gaussian labels, according to Eq. 4 and Eq. 8 respectively. The new labels are exploited to re-train the multi-channel output unit with an extended redshift range, using the same training subset and keeping the learned representation fixed. With this step, both mode collapse and $z_{\text{spec}}$-dependent residuals induced by under-populated classes are expected to be corrected.

3.2.4. Step 4: for correcting $z_{\text{photo}}$-dependent residuals
This step is unnecessary for studies that require bias correction with respect to $z_{\text{spec}}$. However, cosmological applications such as weak lensing analysis require a calibration of the mean photometric redshift in each tomographic bin, which necessitates the correction of $z_{\text{photo}}$-dependent residuals. Although the knowledge of $z_{\text{photo}}$-dependent residuals is not accessible from the test sample, we may obtain this knowledge from the training sample, as long as the same sampling process applies to each $z_{\text{spec}}$-magnitude cell ($z_{\text{spec}}, r_i$) in both samples. We note that $r_i$ in this case stands for a magnitude row in the input space rather than a bin in the magnitude output. In principle, for a test sample with any “expected” two-dimensional $z_{\text{spec}}$-magnitude distribution, we can construct a sample with the same distribution by re-sampling from the training data. Then in each $z_{\text{photo}}$-magnitude cell ($z_{\text{photo}}, r_i$), the bias (i.e., the deviation between the mean $z_{\text{photo}}$ and the mean $z_{\text{spec}}$) estimated with the resampled training data can be subtracted from the $z_{\text{photo}}$ estimated with the test data. We emphasize that we attempt to match the $z_{\text{spec}}$-magnitude distributions rather than the $z_{\text{photo}}$-magnitude distributions since the latter cannot guarantee the same $z_{\text{photo}} - z_{\text{spec}}$ deviations for the following reasons:

6 We use the term “soft” in a sense different from the “smoothing labels” (i.e., uniform smoothing over all non-activated bins) proposed by Müller et al. (2019).
both samples. Furthermore, this step only requires the reference training data to have the same sampling as the test data, thus it is not limited to CNN models.

Correctly estimating the \(z_{\text{spec}}\)-magnitude distribution of the test sample is important in this procedure, since it enables the resampled training sample and the test sample to have the same bias distribution over all \(z_{\text{photo}}\)-magnitude cells. For simplicity, the estimated \(z_{\text{photo}}\)-magnitude distribution of the test sample corrected for \(z_{\text{spec}}\)-dependent residuals and mode collapse is regarded as its expected \(z_{\text{spec}}\)-magnitude distribution. We note that it is necessary to first apply Steps 1 – 3 to correct \(z_{\text{spec}}\)-dependent residuals and mode collapse, since these biases (e.g., spikes due to mode collapse) may modify the \(z_{\text{photo}}\)-magnitude distribution. However, the estimated \(z_{\text{photo}}\)-magnitude distribution is still not identical to the \(z_{\text{spec}}\)-magnitude distribution due to the existence of estimation errors. Nonetheless, given the similarity between the \(z_{\text{photo}}\) and \(z_{\text{spec}}\) distributions, we do not attempt to correct estimation errors in order to avoid other biases.

4. Main experiments and results

4.1. Training protocol

Throughout this work, we train CNN models and apply our bias correction methods for each dataset (SDSS, CFHTLS-WIDE and CFHTLS-DEEP) using the training data. Unless otherwise noted, we show results only with the test data, assuming that both correction methods for each dataset (SDSS, CFHTLS-WIDE) are identical to the test sample are randomly selected from the same parent distribution for each given dataset, though their overall distributions are different but randomly selected near-balanced training subset.

For the CFHTLS datasets, the CFHTLS-DEEP training sample of 16,249 instances and the CFHTLS-WIDE training sample of 98,510 instances are mixed for the Baseline method and Step 1, with both high-quality and low-resolution spectroscopic redshifts. Yet for Steps 2 and 3, the CFHTLS-DEEP sample and the CFHTLS-WIDE sample have to be separately considered due to potential systematics, producing two separate models for the two datasets. In addition, only the instances with high-quality spectroscopic redshifts in the training samples are used for bias correction, similar to those in the test samples. There are 11,220 high-quality instances in the near-balanced training subset for the CFHTLS-DEEP sample and down-sampled 60,000 instances for the CFHTLS-WIDE sample.

Finally, we leverage the strategy of averaging an ensemble of models to improve the performance. For the Baseline method, we train the network five times. Each time the training is conducted in the same way except with a different initialization of weights and different selections of mini-batches. The output redshift density estimates from the five individual models are averaged and a point estimate is obtained from each average density estimate. For our methods, similarly, we train five individual models, each with Steps 1 – 3 consecutively applied. Each time Step 1 starts with a different initialization; then without averaging, the pre-trained model is passed to Steps 2 and 3 with a different but randomly selected near-balanced training subset. For efficiency, the averaging is only applied to the final output estimates in Step 3.

4.2. Correction of \(z_{\text{spec}}\)-dependent residuals and mode collapse

The results of correcting \(z_{\text{spec}}\)-dependent residuals and mode collapse are illustrated in Figs. 6 and 7 with the SDSS and the CFHTLS-WIDE test data, respectively. For exclusively demonstrating the outcome of bias correction, we do not show the result for the CFHTLS-DEEP dataset due to limited statistics, though we will evaluate the quality of \(z_{\text{photo}}\) estimation for this dataset in Appendix E. The redshift residual of each data instance indicates the difference between the estimated photometric redshift and the spectroscopic redshift, whose errorbar is estimated via the quadratic error curves \(\sigma(z_{\text{spec}}|r_o)\) given by Eq. 6 rather than Eq. 7 with \(\sigma(r_o)\) fitted on the near-balanced training subset and \(\sigma^2(z_{\text{spec}}|r_o)\) estimated on the test data. The mean residual is defined as the weighted mean in each spectroscopic redshift bin \(z_{\text{spec}}, \delta z_{\text{spec}}\).

For the Baseline method with either the SDSS data or the CFHTLS-WIDE data, the mean residual generally follows a decreasing trend as a function of the spectroscopic redshift, predominantly resulting from the imbalance distribution of the training data. To better demonstrate the divergent bias levels in low-redshift and high-redshift regions for each step, we apply the following piecewise linear fit

\[
<\Delta z> = \begin{cases} 
A z_{\text{spec}} + B, & z_{\text{spec}} < z_b \\
C z_{\text{spec}} + D, & z_{\text{spec}} > z_b
\end{cases}
\]

where

\[
\Delta z = \frac{z_{\text{photo}} - z_{\text{spec}}}{1 + z_{\text{spec}}}
\]

\(<\cdot\>) denotes the weighted mean. \(A, B, C, D\) and \(z_b\) are the parameters to be fitted. The boundary \(z_b\) defines two redshift intervals (\(z_b = 0.15, 0.6\) for the SDSS data and the CFHTLS-WIDE data, respectively). As the second interval roughly covers the high-redshift tail of a sample for which the prediction would be easily affected by the low-redshift region, it is more sensitive to the correction of redshift dependence. The slopes of the fitted
Fig. 6. **Upper Panel:** Mean residuals as a function of spectroscopic redshifts for the Baseline method and Steps 1 – 3 of our methods with the SDSS data and the network $Net_P$. The corresponding $\langle \Delta z \rangle - z_{\text{spec}}$ piecewise linear fits (Eq. 9) are shown as the dashed lines with the same colors. Zero residual is indicated by the horizontal dashed black line. **Middle Panel:** Sample distributions of spectroscopic redshifts and photometric redshifts estimated in different cases. **Lower Left Panel:** $\sigma_{\text{MAD}}$ (Eq. 11) as a function of $r$-band magnitudes. **Lower Right Panel:** Total variation distance between the $z_{\text{photo}}$ and $z_{\text{spec}}$ sample distributions (Eq. 10) as a function of the $\langle \Delta z \rangle - z_{\text{spec}}$ piecewise linear fit (Eq. 9) in the high-redshift interval. The shaded area shows the total variation distance with the 1σ uncertainty for the simulated $z_{\text{photo}}$ sample distribution for the Baseline method that is expected to have no mode collapse. "Step 3\(\backslash\)2" denotes a case in which Step 3 is applied without Step 2. "Step 3a" denotes a variant case of Step 3 in which hard labels are used instead of soft labels but the means are adjusted. "Step 3b" denotes a case in which soft labels are used but the means are not adjusted.
Table 1. Data coverage in spectroscopic redshift and r-band magnitude.

| Survey                | $z_{\text{min}}$ ($z_{\text{max}}^*$) | # Initial Bins (n) | Bin Size | # Appended Bins (left/right)* |
|-----------------------|---------------------------------------|--------------------|----------|-------------------------------|
| SDSS                  | 0.0 ($-0.2$) - 0.4 ($0.6$)            | 180                | $2.2 \times 10^4$ | 90/90                        |
| CFHTLS                | 0.0 ($-2.0$) - 4.0 ($8.0$)            | 1,000              | $4.0 \times 10^4$ | 500/1,000                    |

Notes: (*) The redshift range is extended in Step 3 by appending additional bins with the original bin size to both sides of the initial redshift output. $z_{\text{max}}^*$ denote the new boundaries after extension.

Table 2. Hyperparameters in training.

| Survey                | Learning Rate | # Iterations | Mini-batch Size | Balancing Threshold |
|-----------------------|---------------|--------------|-----------------|--------------------|
| Baseline & Step 1 (SDSS) | $10^{-4}$     | 120,000      | 128             | —                  |
| Baseline & Step 1 (CFHTLS) | $10^{-4}$     | 120,000      | 32              | —                  |
| Step 2 & Step 3 (SDSS)  | $2 \times 10^{-5}$ | 40,000      | 32              | 200                |
| Step 2 & Step 3 (CFHTLS-DEEP) | $2 \times 10^{-5}$ | 40,000      | 32              | 5                  |
| Step 2 & Step 3 (CFHTLS-WIDE) | $2 \times 10^{-5}$ | 40,000      | 32              | 100                |

Notes: (*) Reduced to $2 \times 10^{-5}$ after 60,000 iterations for the Baseline and Step 1.

Lines are approaching zero with our correction methods, implying that the dependence on spectroscopic redshifts can be essentially lifted. The change between Step 1 and Step 2 (Step 2 and Step 3) indicates the removal of the influence from the overpopulated (under-populated) bins. Additionally, there is no big gap between the Baseline and Step 1, meaning that the biases cannot be resolved in Step 1, yet this step is a prerequisite for the successive bias correction steps.

The consequence of mode collapse can be seen as strong spikes in the sample distribution of estimated photometric redshifts for the Baseline method in contrast to the sample distribution of estimated photometric redshifts. We note that this is not due to the effect of discretized binning, since the typical separation between two spikes is wider than the bin size. Similarly, as presented in Fig. 8, the data points are distributed along parallel lines as local concentrations, centered at discrete photometric redshift values. In particular, the last mode is located at a redshift lower than the maximum redshift, which may be the reason for the plateau at $z \sim 0.3$ observed by Pasquet et al. (2019) (see Fig. 7 therein) where the instances with the highest spectroscopic redshifts are assigned with relatively lower photometric redshifts. However, with Step 3, the spikes and the concentrated lines can be substantially wiped out.

The intensity of mode collapse can be quantified by the total variation distance

$$D_{\text{TV}}(p_{\text{photo}}, p_{\text{spec}}) = \frac{1}{2} \int |p_{\text{photo}}(z) - p_{\text{spec}}(z)|dz$$

where $p_{\text{photo}}(z)$ and $p_{\text{spec}}(z)$ are the normalized $z_{\text{photo}}$ and $z_{\text{spec}}$ sample distributions, respectively. This metric is sensitive to the “vertical” separation between the two distributions, especially conspicuous features such as spikes. We also construct $z_{\text{photo}}$ sample distributions for which collapsed modes are smoothed out by randomly drawing the same number of instances as the $z_{\text{spec}}$ sample based on the $<\Delta z>$ or $>\Delta z$ curves. These simulated distributions set the lower limits of the total variation distances, which are shown as the shaded areas in Figs. 6 and 7.

By plotting the total variation distance against the slope of the linear fit in the second redshift interval for different cases, we demonstrate that our methods up to Step 3 achieve considerable reduction of both $z_{\text{spec}}$-dependent residuals and mode collapse. As Step 3 tackles mode collapse and under-population-induced $z_{\text{spec}}$-dependent residuals simultaneously, we further illustrate the correction of each of the two biases with two variant cases of Step 3 — “Step 3a” (which leverages hard labels with adjusted means) and “Step 3b” (which leverages soft labels with unadjusted means). For the SDSS data, Step 3a flattens the slope yet fails to reduce the total variation distance, whereas Step 3b produces the opposite result, suggesting that softening the labels and re-adjusting the means are both necessary and they account for the correction of the two biases respectively. For the CFHTLS-WIDE data, Step 3a fails to compensate the negative slope probably due to the influence of amplified mode collapse.

In addition, we examine another variant case “Step 3/2” in which Step 3 is applied directly after Step 1 without trimming off over-populated bins by Step 2. For the CFHTLS-WIDE data, the maximum number density (i.e., 268) is comparable with the chosen balancing threshold (i.e., 100), thus the results from Step 3 and Step 3/2 are close. However, for the SDSS data, the maximum number density (i.e., 2,626) is much higher than the chosen threshold (i.e., 200). It seems that the untrimmed high peak number density is detrimental to the validity of labeling re-adjustment and thus excessively lifts up the high-redshift tail as indicated by the unrealistic positive slope, which suggests the necessity of Step 2 (more is discussed in Appendix D.1).

We quantify the accuracy of photometric redshift estimation using the estimate of standard deviation based on the median absolute deviation (MAD),

$$\sigma_{\text{MAD}} = 1.4826 \times \text{Median}(|\Delta z - \text{Median}(\Delta z)|)$$

where $\Delta z = \frac{z_{\text{photo}} - z_{\text{spec}}}{1 + z_{\text{spec}}}$

In all the cases, $\sigma_{\text{MAD}}$ gradually degrades as the magnitude increases, indicating large estimation errors for faint galaxies. Furthermore, we observe that the biases are tightly connected to estimation errors. Stronger biases are usually associated with larger errors, and the correction of stronger biases would further introduce more errors. We note that the multi-channel output unit, the restricted subset of training data and the soft labels would all contribute extra errors compared to the Baseline method. While not strong for the SDSS data, this compromise is more signifi-
Fig. 7. Same as Fig. 6 except with the CFHTLS-WIDE data.

4.3. Correction of \( z_{\text{photo}} \)-dependent residuals

Figs. 9 and 10 show the outcomes of correcting \( z_{\text{photo}} \)-dependent residuals and the comparison with those of correcting \( z_{\text{spec}} \)-dependent residuals using the SDSS test data. While...
Predicted photometric redshifts as a function of spectroscopic redshifts, color-coded with number density. The Baseline method and Steps 1–3 of our methods are compared using the SDSS data and the network Net_P. The dashed red lines indicate the boundaries \( (z_{\text{photo}} - z_{\text{spec}})/(1 + z_{\text{spec}}) = \pm 0.05 \) for outliers defined for the SDSS data as in Pasquet et al. (2019) and Treyer et al. (in prep.).

Q. Lin et al. exploits training data and test data whose distributions are identical, we apply our methods in scenarios where there are mismatches between their distributions. We construct three test samples with different distributions in order to mimic mismatches due to selection effects, which are unmodified or biased towards medium redshifts \((z_{\text{spec}} \sim 0.12)\) or high magnitudes \((r \sim 17.5)\). The model is trained with the original training sample or a sample in which 90% of the medium-redshift instances \((0.08 < z_{\text{spec}} < 0.12)\) are artificially discarded, mimicking an artifact due to, e.g., combining samples from different sources. In each of the six cases, we perform Step 4 five times; each time the residuals are corrected with a different set of resampled training data that has the same sample size as the test sample. The final output estimates for Step 4 are given by averaging the five folds of corrected \(z_{\text{photo}}\) estimates. Furthermore, we note that the errorbar of the mean residual as a function of \(z_{\text{photo}}\) should not be estimated using the quadratic error curves \(\sigma_{z_{\text{spec}}|r_{0}}^2\) given by Eq. 6, since the independent variable is \(z_{\text{photo}}\) rather than \(z_{\text{spec}}\); thus, we take the root-mean-square (RMS) of residuals in each photometric redshift bin \([z_{\text{photo}}, z_{\text{photo}} + \delta z_{\text{photo}}]\) as the errorbar.

As already illustrated in Fig. 8 for the Baseline method in all the cases, a negative slope is detected for the mean residual as a function of \(z_{\text{spec}}\). This negative slope can be corrected by Step 3, while the correction leads to a positive slope for the mean residual as a function of \(z_{\text{photo}}\). The positive slope can then be corrected by Step 4, yet this in turn reproduces a negative slope as a function of \(z_{\text{spec}}\). This is due to the fact that the dependences on \(z_{\text{spec}}\) and \(z_{\text{photo}}\) cannot be reconciled (as mentioned in Section 1). Whether applying Step 4 or not relies on the definition of the mean residual required for actual analysis.
Regarding the $z_{\text{photo}}$-dependent residuals, although Pasquet et al. (2019) claims that zero dependence on $z_{\text{photo}}$ can be achieved without the need for bias correction (in a restricted range $z_{\text{photo}} < 0.25$; see Fig. 8 therein), we are cautious that this is not always guaranteed. Non-zero dependence would most probably exist if the distributions for the training data and the test data are not identical. For instance, the test samples with the modified distributions produce slopes steeper than those with the original distribution. The artifact in the training sample creates a tilde on top of the mean residual evolving trend, which may only be handled via balancing the training data. Additionally, as discussed in Appendix D.3, the dependence of mean residuals on $z_{\text{photo}}$ may be evolving depending on how well the model fits data, even when there is no mismatch between the training data and the test data. On the contrary, Steps 3 and 4 of our methods give robust outcomes of removing dependence on $z_{\text{spec}}$ or $z_{\text{photo}}$ in all the cases.

### 4.4. Mean redshift measurement for tomographic analysis

The mean photometric redshift in each tomographic bin is an important quantity for analyzing cosmic shear tomography, since the cosmic shear signal is primarily dependent on the mean distance of sources. For the Euclid mission, the accuracy of mean redshift measurement is required to be $|\Delta z| < 0.002$ (Laureijs et al. 2011), which sets a stringent demand on the performance of photometric redshift estimation approaches. Therefore, we evaluate our methods in this regard.

The residual of the mean redshift in a tomographic bin is defined as

$$\Delta_{<z>} = \frac{<z_{\text{photo}}>-<z_{\text{spec}}>}{1+<z_{\text{spec}}}$$  

(12)

This is different from the definition of the “mean residual” in Eq. [9]. We check the evolution of $\Delta_{<z>}$ with regard to both photometric redshifts and $r$-band magnitudes. Despite that $\Delta_{<z>}$ is already a characterization of the deviation between the $z_{\text{photo}}$ and $z_{\text{spec}}$ sample distributions, we also use the 1-Wasserstein distance to quantify their difference. The 1-Wasserstein distance between the normalized $z_{\text{photo}}$ and $z_{\text{spec}}$ probability density distributions $p_{\text{photo}}$ and $p_{\text{spec}}$ can be formulated as

$$D_{1-\text{Wasserstein}}(p_{\text{photo}}, p_{\text{spec}}) = \int |F_{\text{photo}}(z) - F_{\text{spec}}(z)|dz$$  

(13)

where $F_{\text{photo}}(z)$ and $F_{\text{spec}}(z)$ are the corresponding cumulative density distributions. This metric is a measure of the “horizontal” distance and can be interpreted as an effective redshift separation between the two distributions. Unlike the total variation distance (Eq. [10]), this metric mainly captures the broad-scale discrepancy and is insensitive to small fluctuations induced by mode collapse.

Fig. [11] shows the mean redshift calibrations for the SDSS data, the CFHTLS-DEEP data and the CFHTLS-WIDE data. We use a restricted CFHTLS-DEEP sample with a magnitude cut $r < 24$, which alleviates the impact of faint galaxies. The mean redshift measurement for the SDSS data has a high accuracy. The effective redshift separations indicated by the Wasserstein distances remain small over all magnitudes. The correction conducted by Step 4 lowers the residuals as a function of $z_{\text{photo}}$ and meets the $|\Delta z| < 0.002$ requirement. For the CFHTLS datasets, however, this requirement is only fulfilled in the low-magnitude and low-redshift intervals. There are large errors associated with high redshifts or high magnitudes, which is implied by the growth of the Wasserstein distances. Noticeably, the bias correction contributes to a boost of the Wasserstein distances as a result of the compromise between biases and errors. These observations indicate the difficulty of estimating reliable photometric redshifts for the high-redshift regime with data-driven methods mainly due to limited and non-representative spectroscopic data. This difficulty places a demand on optimizing the exploitation of data, updating the existing algorithms and exploring composite methodologies.

### 5. Discussions on bias behaviors

Following our discussions on correcting $z_{\text{spec}}$-dependent biases, we investigate the behaviors of biases and the performance of our methods by controlling the CNN models with varying implementing and training conditions. We summarize the main results in this section, while more details can be found in Appendix D.

- Appendix D.1 discusses the impact of the balancing threshold, which determines the size and the flatness of the near-balanced training subset in Steps 2 and 3. As the threshold varies, we find a trade-off between $z_{\text{spec}}$-dependent residuals and the estimation accuracy for Step 2 due to overfitting, while the correction by Step 3 remains robust.
- Appendix D.2 discusses the impact of the bin size in redshift outputs. Although a large bin size tends to introduce a non-negligible quantization error, the sparsity of data would be enhanced as the bin size shrinks, leading to a compromised accuracy and a tendency of mode collapse.
- Appendix D.3 discusses the impact of the number of training iterations. It indicates how well a model fits data, which is an influencing factor for underfitting/overfitting. In general, there is a transition from underfitting to overfitting as the training proceeds. For the Baseline method, both underfitting and overfitting would increase estimation errors and $z_{\text{spec}}$-dependent residuals for test data, and change the behavior of $z_{\text{photo}}$-dependent residuals. Underfitting would yield strong mode collapse, whereas overfitting would smooth out collapsed modes by random errors. Our methods are still valid given an underfitted or overfitted representation.
- Appendix D.4 discusses the impact of the training sample size. It characterizes the total volume of information provided by the training data, which is another influencing factor for overfitting. The consequence of reducing the sample size is similar to that of having more training iterations. If the original training sample is provided for constructing the near-balanced subset, our methods would still be robust over different degrees of overfitting.
- Appendix D.5 discusses the impact of random Gaussian errors added to labels, which determine the fuzziness of the input-output mapping. The labeling errors would boost estimation errors but suppress mode collapse. Our methods would remain robust if the errorless high-quality data is used for bias correction.
- Appendix D.6 discusses the impact of the model complexity using a set of networks with different architectures. It characterizes the capacity of a model to acquire information from data. We find that a model with a higher complexity would produce a better estimation accuracy and smaller biases, and sufficient model complexity is necessary for obtaining an informative representation for bias correction. This also implies that the existence of class-dependent residuals may be inherently governed by the data distribution rather than the model, though their amplitudes are strongly affected by the model complexity.
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Fig. 9. Upper Panels: Spectroscopic redshift and r-band magnitude distributions for the SDSS training data and the test data. Besides the original test sample, two other test samples are constructed that are biased towards medium redshifts ($z_{\text{spec}} \sim 0.12$) or high magnitudes ($r \sim 17.5$). Middle Panels: Mean residuals as a function of spectroscopic redshifts for the Baseline method and Step 3 with the three test samples and the network $\text{Net}_P$. The results from Step 4 are also plotted in light purple for comparison. Steps 1 – 3 are applied in advance of the calibration by Step 4. Lower Panels: Mean residuals as a function of photometric redshifts for the Baseline method and Step 4 with the three test samples and the network $\text{Net}_P$. The results from Step 3 are also plotted in light red for comparison.

6. Comparison with state-of-the-art results

Finally, we check our results with reference to the state-of-the-art results from Pasquet et al. (2019) and Treyer et al. (in prep.) using CNN models, as well as those from Beck et al. (2016) using k-Nearest Neighbors (KNNs) applied on galaxy photometry and those obtained by SED fitting using the Le Phare code (Arnouts et al. 1999; Ilbert et al. 2006). These results are compared in terms of $z_{\text{spec}}$- and $z_{\text{photo}}$-dependent residuals. In order to be consistent with our test samples, 103,305 instances in the SDSS sample within $0 < z_{\text{spec}} < 0.4$ from Beck et al. (2016) or Pasquet et al. (2019) and 10,000 instances in the CFHTLS-WIDE sample within $0 < z_{\text{spec}} < 4.0$ from Treyer et al. (in prep.) or the SED fitting method are selected. Furthermore, it should be noted that Pasquet et al. (2019) and Treyer et al. (in prep.) use $z_{\text{mean}}$ and $z_{\text{median}}$ respectively as the point estimates of photometric redshifts, whereas we use $z_{\text{mode}}$ in this work. We directly compare results from these different studies despite the disagreement in the choice of point estimates.

As can be seen in Fig. 12, the mean residuals as a function of $z_{\text{spec}}$ for the reference results from Beck et al. (2016), Pasquet et al. (2019), Treyer et al. (in prep.) and the SED fitting method all show significant deviations from zero close to the borders of the redshift range, yet Step 3 of our methods is able to reduce such deviations. In particular, the KNN approach applied by Beck et al. (2016) produces a similar yet worse trend for the SDSS data than the CNN approach by Pasquet et al. (2019), probably due to larger estimation errors. The SED fitting method may suffer from degeneracies in galaxy photometry or a lack of representative templates in addition to limited accuracy, which may be the reason for the bump around $z_{\text{spec}} \sim 0.4$ on top of the non-flat tails for the CFHTLS-WIDE data. The methods we propose in this work for data-driven models may complement SED fitting approaches to deal with such effects.

For the $z_{\text{photo}}$-dependent residuals, our results from Step 4 and the reference results from the data-driven approaches are similar, except that the drop at $z_{\text{photo}} \sim 0.25$ for the SDSS data from Pasquet et al. (2019) is eliminated by our methods. Mean-
while, the plateau at $z \sim 0.3$ observed by Pasquet et al. (2019) is removed as a result of correcting mode collapse. Although our methods do not result in as strong biases as produced by the SED fitting method for the CFHTLS-WIDE data, there are non-negligible errors at high redshifts that confine the robustness of our methods, suggesting that a good control of estimation errors is a precondition for bias correction.

7. Conclusion

In this work, we analyze two biases that are generally present in data-driven methods, namely class-dependent residuals and mode collapse, which are two effects imposed by the prior of training data and the model implementation. Using photometric redshift estimation as a case study, we discuss the statistical basis of bias correction (Appendix A) and propose a multi-step procedure for correcting the biases based on Convolutional Neural Networks (CNNs) trained with spectroscopic samples of galaxy images. The first three steps are CNN-based while the last step is a direct calibration. In particular, we suggest that the residuals can be defined as a function of spectroscopic redshifts ($z_{\text{spec}}$) or photometric redshifts ($z_{\text{photo}}$), which have to be separately taken into consideration according to actual analysis. The correction of biases in the spectroscopic space by the first three steps has to be performed as a prerequisite before applying the calibration in the photometric space by the last step. The highlights of our methods are summarized below:

- A multi-channel unit is used as the output in the place of the conventional single-channel fully-connected layer with the Softmax activation, so that $r$-band magnitudes of galaxies can be explicitly predicted.
- The learning procedure of a model is split into representation learning and classification. Bias correction is performed solely in the phase of classification with a fixed representation.
- A near-balanced subset of training data is constructed via resampling in order to resolve over-population-induced $z_{\text{spec}}$-dependent residuals.
- Under-population-induced $z_{\text{spec}}$-dependent residuals and mode collapse are resolved by exploiting soft Gaussian labels, whose dispersions and means are determined using the pre-estimated redshifts from the preceding step.
- $z_{\text{photo}}$-dependent residuals are resolved by reconstructing the distribution of the test sample with the training data and subtracting the mean $z_{\text{photo}} - z_{\text{spec}}$ deviation in each cell of the $z_{\text{photo}}$-magnitude grid, which is a direct calibration independent of CNN models.
We apply our methods to the SDSS data that covers \(0 < z_{\text{spec}} < 0.4\), as well as the CFHTLS data in a larger range of \(0 < z_{\text{spec}} < 4.0\) from both the Deep fields and the Wide fields. In terms of bias control, our methods achieve better performance compared to the Baseline method, the KNN method from Beck et al. (2016), the SED fitting method using the Le PHARE code (Arnouts et al. 1999; Ilbert et al. 2006) and the state-of-the-art CNN models from Pasquet et al. (2019) and Treyer et al. (in prep.). We also examine a few implementing details and assumptions behind our methods, and analyze their effects on the behaviors of the biases. The results indicate that our methods are generally robust under varying conditions as long as high-quality data is provided for bias correction. We reiterate that representation learning may be less concerned with systematics or...
Fig. 12. Mean residuals as a function of spectroscopic redshifts or photometric redshifts with the SDSS data and the CFHTLS-WIDE data. The results from Steps 3 and 4 of our methods with the network Net_P are compared with those produced by data-driven methods from Pasquet et al. (2019), Beck et al. (2016), Treyer et al. (in prep.) and SED fitting using the Le Phare code (Arnouts et al. 1999; Ilbert et al. 2006), respectively. The results from Step 3 (Step 4) are plotted in light red (purple) for comparison in the lower (upper) panels. Steps 1 – 3 are applied in advance of the calibration by Step 4. For consistency with our test samples, 103,305 SDSS galaxies and 10,000 CFHTLS-WIDE galaxies in the given redshift ranges are selected from these studies for plotting. We note that we take $z_{\text{mode}}$ (i.e., the redshift at the peak probability) as the point estimates of photometric redshifts, whereas Pasquet et al. (2019) take $z_{\text{mean}}$ (i.e., the probability-weighted mean redshift) and Treyer et al. (in prep.) take $z_{\text{median}}$ (i.e., the median redshift drawn from the probability distribution).

Despite the merits, we are cautious that the main difficulty of our methods is the trade-off between resolving biases and reducing estimation errors. The use of $z_{\text{mode}}$ as point estimates yields the least biases compared to $z_{\text{mean}}$ and $z_{\text{median}}$ (Appendix B), yet the accuracy and the catastrophic rate may be compromised (Appendix E). Extra errors may be introduced through the use of the multi-channel output unit and the training with a restricted subset of data and soft labels, yet these are all necessary for bias correction. In addition, biases scale with estimation errors in such a way that correcting large biases caused by large errors would yield even larger errors. It is thus important to have a good constraint of estimation errors before performing bias correction. In spite of increasing errors, we prioritize bias correction in this work, since it is critical to cosmological analysis.

The calibration of residuals with the CFHTLS data in high redshift intervals is unable to meet the accuracy requirement of $|\Delta z| < 0.002$ for a Euclid-like survey. This partial failure for the CFHTLS data points to the difficulty of applying data-driven methods to the high-redshift regime provided with a shortage of spectroscopic training data with good SNRs. Given limited spectroscopic follow-ups for the upcoming imaging surveys, there is an increasing need for optimizing the exploitation of train-
ing data, either at the data level (e.g., data augmentation, re-
sampling, etc.) or at the algorithm level (e.g., feature extraction, domain adaptation, etc.). In the stage of representation learn-
ing, particularly, the model may incorporate various supervised and unsupervised-learning techniques to maximize the usage of data in divergent forms. Meanwhile, it is worth investigating hy-
brid methods that take advantage of complementary informa-
tion from individual approaches. For instance, multiple methods may be explored and integrated for composite likelihood analy-
sis (e.g., Shuntov et al. 2020; Rau et al. 2022). Domain knowl-
edge may also be injected to fill in the gap for under-represented or missing data, which would be essential for alleviating the dif-
ficulty in the high-redshift regime.

Although we only discuss our bias correction methods in the context of a supervised-learning classification problem, we note that our work puts forward a framework that can be gen-
eralized to regression problems combined with unsupervised-
learning components. Indeed, we have shown that the existence of class-dependent residuals may be inherently determined by the unbalanced data distribution rather than the model (Sec-
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Appendix A: Formalism for photometric redshift estimation

This appendix presents a statistical basis for the bias correction methods discussed in our work. Photometric redshift estimation with neural networks can be viewed as a probability density estimation problem. In general, the density of \( z_{\text{spec}} \) given the data \( D \) is mapped to the density of \( z_{\text{photo}} \) via the following formula

\[
p'(z_{\text{photo}}|D, \Phi) = \int q(z_{\text{photo}}|z_{\text{spec}}, D, \Phi) p(z_{\text{spec}}|D) dz_{\text{spec}} \quad (A.1)
\]

where \( q(z_{\text{photo}}|z_{\text{spec}}, D, \Phi) \) encodes the potential prior information imposed by the data \( D \) and the model implementation \( \Phi \) (see also Malz & Hogg [2020] [Malz 2021]). Ideally, we expect \( p'(z_{\text{photo}}|D, \Phi) \) to be close to \( p(z_{\text{spec}}|D) \). However, Eq. \( A.1 \) is not an identity mapping between the two densities since \( q(z_{\text{photo}}|z_{\text{spec}}, D, \Phi) \) is different from \( \delta (z_{\text{photo}} - z_{\text{spec}}) \): \( p'(z_{\text{photo}}|D, \Phi) \) will suffer from biases induced by \( q(z_{\text{photo}}|z_{\text{spec}}, D, \Phi) \).

As it is non-trivial to marginalize over the prior from the data \( D \) and the model implementation \( \Phi \), we introduce an auxiliary term \( \tilde{q}(z_{\text{photo}}|z_{\text{photo}}, D, \Phi) \) to “re-estimate” the density of \( z_{\text{photo}} \) that is supposed to neutralize the influence from \( q(z_{\text{photo}}|z_{\text{spec}}, D, \Phi) \).

\[
p''(z_{\text{photo}}|D, \Phi) = \int \tilde{q}(z_{\text{photo}}|z_{\text{photo}}, D, \Phi) p'(z_{\text{photo}}|D, \Phi) dz_{\text{photo}} \quad (A.2)
\]

The re-estimated density \( p''(z_{\text{photo}}|D, \Phi) \) is expected to resemble the actual density \( p(z_{\text{spec}}|D) \). In other words, the exploitation of bias correction techniques can be represented by the introduction of the term \( \tilde{q}(z_{\text{photo}}|z_{\text{photo}}, D, \Phi) \). Following this idea, we exploit a multi-step procedure in our work in which bias correction methods are applied based on a pre-estimation of the \( z_{\text{photo}} \) density, i.e., \( p'(z_{\text{photo}}|D, \Phi) \) (or multiple pre-estimations if necessary).

Appendix B: Comparison of point estimates

In our work, probability density distributions of photometric redshifts are predicted by the classification model. Such density estimates are not full posterior distributions since the prior imposed by the training data and the model implementation has not been marginalized over. To alleviate the influence from the prior, we use the point estimates derived from the density estimates in our analysis.

We consider three choices of point estimates: (a) \( z_{\text{mode}} \) — the redshift at the bin with the maximum probability, (b) \( z_{\text{mean}} \) — the probability-weighted mean redshift over all bins, (c) \( z_{\text{median}} \) — the median redshift drawn from the probability distribution over all bins. Different choices of point estimates would result in dissimilar biases. In Fig. [B.1] we find that \( z_{\text{mean}} - z_{\text{spec}} \) (or \( z_{\text{median}} - z_{\text{spec}} \)) evolves with \( z_{\text{spec}} \). The measures of \( z_{\text{mean}} \) (or \( z_{\text{median}} \)) are on average over-estimated for the low-\( z \) instances but under-estimated for the high-\( z \) instances. In particular, \( z_{\text{mean}} - z_{\text{spec}} \) (or \( z_{\text{median}} - z_{\text{spec}} \)) is correlated with \( z_{\text{mean}} - z_{\text{mode}} \) (or \( z_{\text{median}} - z_{\text{mode}} \)) for the instances with the lowest redshifts, which is due to the “window function” imposed by the finite redshift range of the density estimates set by the model, since it makes \( z_{\text{mean}} \) and \( z_{\text{median}} \) more concentrated on the central value of the redshift range. This correlation is more pronounced for our methods as the predicted density estimates are widened compared to the Baseline method.\(^8\) Similar trends can also be found with the CFHTLS datasets. Therefore, we suggest that \( z_{\text{mean}} \) and \( z_{\text{median}} \) are not statistically sound choices of point estimates. In comparison, the influence of such window function is weaker for \( z_{\text{mode}} \) (despite with stronger mode collapse), since \( z_{\text{mode}} \) is determined by the bin with the peak probability rather than the global density distribution. We thus take \( z_{\text{mode}} \) as the point estimates for our methods and the Baseline method throughout this work.

\(^8\) We note that Step 3 (and subsequently, Step 4) is performed based on pre-estimated \( z_{\text{mode}} \), but the overall behaviors would be similar for \( z_{\text{mean}} \)-based or \( z_{\text{median}} \)-based bias correction.
Appendix C: Modeling the impact of under-populated classes

The outcome from Step 2 of our methods suffers from \( z_{\text{spec}} \)-dependent residuals caused by under-populated bins. As discussed in Section 3.2.3, the effect of under-populated bins can be characterized by a separation between the actual spectroscopic redshift and the mean of the skewed scattering profile for each instance, which is mutually determined by an initial Gaussian scattering profile and the \( z_{\text{spec}} \) number density of the subsample under a linearity assumption. We attempt to test this assumption by comparing the actual \( \Delta z \) curves using the subsets of training data from Step 2 against the expected residual curves derived based on skewed scattering profiles. The expected mean residual in each \( z_{\text{spec}} \) bin is determined as

\[
\Delta \bar{z} = \frac{\bar{z} - z_0}{1 + z_0}
\]  

where \( z_0 \) is the initial \( z_{\text{spec}} \) value; \( \bar{z} \) is the mean of the skewed scattering profile as in Eq. 8, regarded as the expected \( z_{\text{photo}} \) value. We follow the same procedure explained in Section 3.2.3 to estimate the quadratic error curves \( \sigma^2(z_{\text{spec}} | r_0) \) and the scattering profiles, except that the variances are replaced with \( \sigma^2(z_{\text{spec}} | r_0) \). We also rescale \( \sigma^2(z_{\text{spec}} | r_0) \) by a set of factors \( k \) in order to vary the shapes of the skewed scattering profiles and evaluate the effect on the expected residual curves.

Fig. C.1 shows the results with the SDSS data and the CFHTLS-WIDE data. With varying rescaling factors, the amplitudes of the simulated residuals stretch over a wide range,
especially for highly under-populated regions that are typically subject to large errors and significant imbalances. This indicates that a proper modeling of skewed scattering profiles is most concerned for bias correction over these regions. The overall rough agreement between the expected curves without rescaling (i.e., \( k = 1 \)) and the actual curves strengthens the validity of the assumption of scattering profiles and the procedure for determining the means of the soft labels in Step 3. The assumption may not hold if there exist predominant peaks in number density (Appendix D.1), but such violation is circumvented in our case as the over-populated bins have been trimmed off in Step 2.

![Comparison between actual and expected curves](image)

**Fig. C.1.** Comparison between the actual and the expected \( \Delta z \) curves for the SDSS data and the CFHTLS-WIDE data, respectively. The actual curves are derived with the subsets of training data from Step 2 (represented by the yellow lines). The expected curves are determined by the means of the scattering profiles as in Eq. [8] yet the variances are replaced with the estimated quadratic error curves and rescaled by a set of different factors \( k \) (represented by the dotted lines).

**Appendix D: Detailed discussions on bias behaviors**

In this appendix, we present the details about our investigation on bias behaviors discussed in Section 5. Without losing generality, we conduct experiments only on the SDSS data and the network \( \text{Net}_P \) unless otherwise noted. The results are shown with the test data.

**D.1. Impact of the balancing threshold**

The balancing threshold determines the “flatness” of the near-balanced training subset used for suppressing the impact of over-populated bins in Steps 2 and 3, and is one of the key parameters in our methods. A low threshold may lead to insufficient statistics and cause strong overfitting, whereas a high threshold may be ineffective for correcting \( z_{\text{spec}} \)-dependent residuals induced by over-populated classes. In Figs. D.1 and D.2, we check the performance of our methods with a set of different thresholds for the SDSS data and the CFHTLS-WIDE data using the network \( \text{Net}_P \). We show the results from Steps 2 and 3, as well as those from Step 1 and Step 3/2 (with Step 2 skipped), which are expected to be the limits of Steps 2 and 3 respectively as the threshold approaches the maximum number density. The estimation accuracy is indicated by \( \sigma_{MAD} \) (Eq. [11]). The dependence of mean residuals on \( z_{\text{spec}} \) is indicated by the slopes in the two redshift intervals from the piecewise linear fit (Eq. [9]). The intensity of mode collapse is quantified by the total variation distance (Eq. [10]). The dotted curves show the total variation distances for the simulated \( z_{\text{photo}} \) sample distributions which are expected to be free from mode collapse. Ideally, after bias correction, the slopes are expected to be zero, and the total variation distances are expected to be close to the simulated values.

As the threshold evolves, there is a major trade-off between \( \sigma_{MAD} \) and the slope in the high-redshift interval for Step 2. Since the construction of the training subset reduces statistics and causes an increase in estimation errors, one would circumvent this issue by simply lifting up the balancing threshold and regarding all bins except the one with the peak density as “under-populated” bins. As discussed in Section 3.2.3, the influence from under-populated bins can be modeled by assuming a Gaussian scattering profile linearly modified by the local number density. This assumption might be violated if the peak number density is significantly high, as suggested by the growth of \( \sigma_{MAD} \) and the overly corrected slopes with the SDSS data for Step 3 when the threshold is above 200. Therefore, it is necessary to trim off the peak densities before modeling the scattering profiles. Based on our observations from the figures, we take 200 and 100 as the thresholds in the main experiments for the SDSS data and the CFHTLS-WIDE data, respectively. Each of them places a trade-off between reducing the over-populated bins and avoiding overfitting.

**D.2. Impact of the bin size**

A redshift bin defines a small interval within which continuous redshifts are collapsed to a single value. As the predicted redshift point estimates are defined in bins, they can only take discrete values, which would introduce a quantization error. In Fig. D.3 we present the result of our experiment on implementing different bin sizes using the SDSS data and the network \( \text{Net}_P \). The bin size is controlled by the number of bins in a redshift output (before being extended in Step 3). For example, a discretization of 20 bins yields a bin size of 0.4/20 = 0.02. In Step 3, \( n/2 \) additional bins are appended to each side of the initial redshift output (where \( n \) is the initial number of bins), except that 20 bins are appended to each side in the case of 20 initial bins.

The case with the smallest number of bins (i.e., 20) has the highest \( \sigma_{MAD} \), suggesting a large quantization error. The correction of biases for this case also seems problematic. Meanwhile, \( \sigma_{MAD} \) for the Baseline method appears to increase as the number of bins grows, probably due to a tendency of overfitting. A large number of bins would also make the data sparse, resulting in small-scale spikes in the \( z_{\text{photo}} \) sample distribution and enlarging the total variation distance. In addition, the slopes of the \( \Delta z - z_{\text{spec}} \) curves are not strongly affected by the bin size. Same as the choice by Pasquet et al. (2019). We take 180 bins in the main experiments for the SDSS sample, as this intermediate number is a compromise between avoiding the sparsity of data and limiting the quantization error.
D.3. Impact of the number of iterations

The performance of a model is influenced by the number of iterations conducted in training, as it (together with the mini-batch size) determines the average number of times each instance is fed into the model and how well the model fits the training sample. In general, a model trained from scratch would gradually depart from a state of underfitting as the number of training iterations increases, and there might be a trend of overfitting if the volume of information in the training sample does not match the complexity of the model. Using the SDSS data and the network Net_P, we explore this evolution trend by continuously training the network and saving the trained parameters at a set of different iterations for the Baseline method and Step 1. Yet, we do not change the numbers of iterations for Steps 2 and 3.

As shown in Fig. D.4, the estimation accuracy (indicated by \( \sigma_{\text{MAD}} \)) for the Baseline method improves first but declines after a turning point around 60,000 iterations, implying a shift from underfitting to overfitting. The turning point suggests the number of iterations for Steps 2 and 3. Yet, we do not change the numbers of iterations for Steps 2 and 3.

Interestingly, the total variation distance between the \( z_{\text{photo}} \) and \( z_{\text{spec}} \) sample distributions decreases monotonically as the training proceeds, suggesting that model collapse is heavily associated with underfitting while overfitting has a positive effect on reducing mode collapse. This trend can also be seen in Fig. D.5 for the Baseline method. With a low number of iterations (e.g., 20,000), only a coarse input-output mapping can be established due to underfitting, thus the data points are grouped in big clusters shown as the conspicuous concentrated lines. As the training continues, the grouping of points becomes finer and the plateau on the top gradually shifts upwards. Eventually, with an excessively large number of iterations (e.g., 240,000), the redshift estimates predicted by the overfitted model tend to have large random scatter, which smears out the local concentrations caused by mode collapse.

We also examine the influence on mean residuals estimated in spectroscopic redshift bins or photometric redshift bins for the Baseline method. As presented in Fig. D.6, the \( < \Delta z > - z_{\text{spec}} \) curve tends to be steeper with stronger underfitting, which results from the presence of over-populated classes and the hard redshift boundaries set by the model that make the \( z_{\text{photo}} \) estimates from each \( z_{\text{photo}} \) bin skewed towards the location of the peak number density. Due to the same reason, the mean residuals for the high-\( z_{\text{photo}} \) bins are below zero, meaning that each \( z_{\text{photo}} \) bin is contributed by inward skewness more significantly than outward scattering. However, outward scattering dominates over inward skewness for the low-\( z_{\text{photo}} \) bins, thus the mean residuals below \( z_{\text{photo}} \sim 0.1 \) are also negative.

When the training passes over the point of proper fit and starts to overfit, the slope of the \( < \Delta z > - z_{\text{spec}} \) curve would become more negative again as a result of increasing estimation errors. Meanwhile, the high-\( z_{\text{photo}} \) tail of the \( < \Delta z > - z_{\text{photo}} \) curve shifts from negative to positive, implying that outward scattering is becoming more predominant due to larger random errors. Based on these observations, we suggest that the zero dependence on \( z_{\text{photo}} \) (though with a drop at the high-\( z \) tail) achieved by Pasquet et al. (2019) would not be ensured unless a precise control of training is carried out.

Additionally, in spite of the sub-optimal (mainly underfitted) representations established with different numbers of iterations,
the validity of our bias correction methods is verified in all these cases. We use a number of 60,000 iterations for representation learning in the main experiments, though mild underfitting or overfitting would not produce any major impact. We will continue discussing the effect of overfitting in Appendix D.4.

D.4. Impact of the sample size

The size of the training sample is one of the most important factors influencing the performance of a model. Predominantly, a complex model would easily overfit on a small training sample. As a complement to the experiment on varying the number of training iterations (discussed in Appendix D.3), we investigate the effect of overfitting by controlling the size of the training sample for the Baseline method and the representation learning in Step 1, using the SDSS data and the network Net_P. Yet still, we use the original training sample to construct a near-balanced subset for Steps 2 and 3.

As illustrated in Fig. D.7, the estimation accuracy (indicated by $\sigma_{MAD}$) gradually decreases as a result of increasing overfitting when the sample size decreases, in general leading to larger residuals suggested by the steeper $<\Delta z> - z_{\text{spec}}$ curves, but weaker mode collapse suggested by the lower total variation distances between the $z_{\text{photo}}$ and $z_{\text{spec}}$ sample distributions, which is similar to the consequence of conducting more training iterations. On the other hand, the performance on bias correction appears robust over different degrees of overfitting. Presumably, the training subset contains previously unseen instances that help re-identify salient information from the biased representation and reduce overfitting in the classification phase. We therefore claim that an overfitted representation may still be applicable for bias correction as long as such overfitting can be neutralized with the classification module.

D.5. Impact of labeling errors

In our main experiments, the labels used in training are assumed to contain no errors for the SDSS data and the high-quality CFHTLS data. Using the SDSS data and the network Net_P, we check whether Gaussian labeling errors would have an effect on the behaviors of the biases and the performance of our methods. We randomly draw Gaussian errors with a series of given dispersions ($\sigma_z$’s) and add to the initial spectroscopic redshifts for the training data (but not the test data). The erroneous spectroscopic redshifts are fixed and those within the redshift range $[0, 0.4]$ are converted to labels used for the Baseline method and
Fig. D.5. Predicted photometric redshifts as a function of spectroscopic redshifts color-coded with number density for the Baseline method. Comparison is made among cases with different numbers of iterations in training using the SDSS data and the network Net_P. The dashed red lines indicate the boundaries \( \left( z_{\text{photo}} - z_{\text{spec}} \right) / (1 + z_{\text{spec}}) = \pm 0.05 \) for outliers defined for the SDSS data as in Pasquet et al. (2019) and Treyer et al. (in prep.).

The representation learning in Step 1. As shown in Fig. D.8, introducing labeling errors leads to an increase in estimation errors indicated by \( \sigma_{\text{MAD}} \) and may have an impact on the slopes of the \( \langle \Delta z \rangle - z_{\text{spec}} \) curves. Similar to the effect of overfitting, the increasing labeling errors would yield more random incorrect redshift estimates, which helps suppress mode collapse and results in decreasing total variation distances between the \( z_{\text{photo}} \) and \( z_{\text{spec}} \) sample distributions.

Since high-quality spectroscopic redshifts are required for bias correction, we then use the initial errorless labels for training in Steps 2 and 3. The outcomes of bias correction remain similar in all the cases even for the one with a substantially large dispersion \( \sigma_z = 0.2 \), given that high-quality labels are provided for bias correction. We thus claim that our methods are valid for a representation established with labels suffering from Gaussian errors, as long as the salient information of the mapping from the input to the correct target output is preserved. While labeling errors should be avoided for bias correction, the requirement on the data quality may be less demanding for representation learning and the data with a variety of systematics may be used simultaneously. Despite this claim, we caution that the labeling errors drawn from a Gaussian distribution may not be representative of the actual distribution of catastrophic failures caused by e.g., misidentification of spectral lines. Further investigation with realistic labeling errors is required in future work.
D.6. Impact of the model complexity

The complexity of a model determines the volume of information that can be learned from data and thus affects the performance of the model. A more complex model would generally have lower errors and biases in its prediction if not overfitted. We investigate whether our methods are robust with models that have different complexities using the SDSS data. Besides the networks from Pasquet et al. (2019) and Treyer et al. (in prep.) (denoted with “Net_P” and “Net_T”, respectively), we experiment on other three simple networks that differ in the number of layers (summarized below). Likewise, the penultimate fully-connected layer of each network is used to obtain a representation.

1. Net_S1
   - 3 × 3 convolution with 64 kernels, stride 1, zero padding and the ReLU activation
   - Global average pooling
   - Concatenation with \( E(B - V) \)
   - Fully-connected with 256 neurons and the ReLU activation
   - Fully-connected with 256 neurons and the ReLU activation
   - Fully-connected with 180 neurons or multi-channel output unit

2. Net_S2
   - 3 × 3 convolution with 64 kernels, stride 1, zero padding and the ReLU activation
   - 2 × 2 average pooling with stride 2
   - 3 × 3 convolution with 64 kernels, stride 1, zero padding and the ReLU activation
   - Global average pooling
   - Concatenation with \( E(B - V) \)
   - Fully-connected with 256 neurons and the ReLU activation
   - Fully-connected with 256 neurons and the ReLU activation
   - Fully-connected with 180 neurons or multi-channel output unit

3. Net_S3
   - 3 × 3 convolution with 64 kernels, stride 1, zero padding and the ReLU activation
   - 2 × 2 average pooling with stride 2
   - 3 × 3 convolution with 64 kernels, stride 1, zero padding and the ReLU activation
   - 2 × 2 average pooling with stride 2
   - 3 × 3 convolution with 64 kernels, stride 1, zero padding and the ReLU activation

Fig. D.6. Mean residuals estimated in coarse bins as a function of spectroscopic redshifts or estimated photometric redshifts for the Baseline method. Comparison is made among cases with different numbers of iterations in training using the SDSS data and the network Net_P. The horizontal dashed black lines indicate the zero residual.

Fig. D.7. \( \sigma_{\text{MAD}} \) (Eq. 11), the slopes of the \( < \Delta z > - z_{\text{spec}} \) piecewise linear fit (Eq. 9) and the total variation distance between the \( z_{\text{photo}} \) and \( z_{\text{spec}} \) sample distributions (Eq. 10) as a function of the total number of instances in the training sample for the Baseline method and Step 1 of our methods. The near-balanced training subset in Steps 2 and 3 is constructed using the original training set without reducing the sample size. The dotted curves show the total variation distances for the simulated \( z_{\text{photo}} \) sample distributions that are expected to have no mode collapse. Comparison is made among the methods using the SDSS data and the network Net_P.
Fig. D.8. $\sigma_{\text{MAD}}$ (Eq. 11), the slopes of the $<\Delta z> - z_{\text{spec}}$ piecewise linear fit (Eq. 9) and the total variation distance between the $z_{\text{photo}}$ and $z_{\text{spec}}$ sample distributions (Eq. 10) as a function of the dispersion of Gaussian errors $\sigma_z$ introduced to the redshift labels for the training data used for the Baseline method and Step 1 of our methods. The Gaussian errors are not applied to the training data in Steps 2 and 3, or the test data. The dotted curves show the total variation distances for the simulated $z_{\text{photo}}$ sample distributions that are expected to have no mode collapse. Comparison is made among the methods using the SDSS data and the network Net_P.

As shown in Fig. D.9, $\sigma_{\text{MAD}}$ (Eq. 11), the slopes of the $<\Delta z> - z_{\text{spec}}$ piecewise linear fit (Eq. 9) and the total variation distance between the $z_{\text{photo}}$ and $z_{\text{spec}}$ sample distributions (Eq. 10) as a function of different network architectures with increasing complexity (defined in the text). The dotted curves show the total variation distances for the simulated $z_{\text{photo}}$ sample distributions that are expected to have no mode collapse. The Baseline method and Steps 1 – 3 of our methods are compared using the SDSS data.

Appendix E: Evaluation on estimation quality

Despite a prioritized focus on bias correction in this work, we present a broader evaluation on the quality of estimated photometric redshifts. For each dataset (i.e., SDSS, CFHTLS-DEEP and CFHTLS-WIDE), we leverage three evaluation metrics utilized by Pasquet et al. (2019) and Treyer et al. (in prep.) — the global mean residual $<\Delta z>$, $\sigma_{\text{MAD}}$ (Eq. 11), and the outlier fraction $\eta_{\text{out}}$ with $|\Delta z| > \alpha$. We adopt $\alpha = 0.05$ for the SDSS dataset and $\alpha = 0.15$ for the CFHTLS datasets. These metrics are applied to the three point estimates — $z_{\text{mode}}$, $z_{\text{mean}}$ and $z_{\text{median}}$, obtained with the network Net_P.

The results are listed in Tabs. E.1, E.2 and E.3. Due to limited data, the $z_{\text{photo}}$ estimation for the CFHTLS-DEEP dataset has the worst accuracy, which makes our bias correction methods unreliable. As demonstrated in our work, the accuracy may be compromised by bias correction. In particular, there is a dramatic boost of errors for $z_{\text{mean}}$ with Step 3 especially for the CFHTLS datasets. We note that this only indicates the conse-
Table E.1. Evaluation on photometric redshift estimation for the SDSS dataset.

| <Δz_{mode}> | σ_{MAD}(z_{mode}) | η_{0.15}(z_{mode}) | <Δz_{median}> | σ_{MAD}(z_{median}) | η_{0.15}(z_{median}) |
|-------------|--------------------|---------------------|-------------|----------------------|---------------------|
| Baseline    | -0.00046           | 0.00975             | 0.51%       | -0.00258             | 0.00905             | 0.27%         | -0.00104 | 0.00899 | 0.31% |
| Step 1      | -0.00061           | 0.00941             | 0.41%       | 0.00251              | 0.01008             | 0.33%         | -0.00096 | 0.00893 | 0.27% |
| Step 2      | -0.00065           | 0.00935             | 0.51%       | 0.00274              | 0.01002             | 0.35%         | -0.00093 | 0.00904 | 0.32% |
| Step 3      | -0.00065           | 0.00927             | 0.49%       | 0.00348              | 0.01023             | 0.44%         | -0.00085 | 0.00915 | 0.34% |
| Step 4      | 0.00002            | 0.00919             | 0.41%       | 0.00415              | 0.01052             | 0.45%         | -0.00018 | 0.00916 | 0.30% |

Table E.2. Evaluation on photometric redshift estimation for the CFHTLS-DEEP dataset.

| <Δz_{mode}> | σ_{MAD}(z_{mode}) | η_{0.15}(z_{mode}) | <Δz_{median}> | σ_{MAD}(z_{median}) | η_{0.15}(z_{median}) |
|-------------|--------------------|---------------------|-------------|----------------------|---------------------|
| Baseline    | 0.00846            | 0.01853             | 4.23%       | 0.00225              | 0.01742             | 5.37%         | 0.00215 | 0.01627 | 4.10% |
| Step 1      | 0.00288            | 0.02155             | 4.51%       | 0.03943              | 0.04118             | 7.78%         | 0.00851 | 0.01884 | 4.52% |
| Step 2      | 0.00926            | 0.02165             | 4.90%       | 0.04634              | 0.04185             | 8.60%         | 0.01115 | 0.01836 | 4.18% |
| Step 3      | 0.00626            | 0.02611             | 7.76%       | 0.08473              | 0.06903             | 17.80%        | 0.01276 | 0.02485 | 7.41% |
| Step 4      | 0.00347            | 0.02481             | 7.25%       | 0.08193              | 0.07169             | 20.91%        | 0.00996 | 0.02399 | 7.19% |

Table E.3. Evaluation on photometric redshift estimation for the CFHTLS-WIDE dataset.

| <Δz_{mode}> | σ_{MAD}(z_{mode}) | η_{0.15}(z_{mode}) | <Δz_{median}> | σ_{MAD}(z_{median}) | η_{0.15}(z_{median}) |
|-------------|--------------------|---------------------|-------------|----------------------|---------------------|
| Baseline    | 0.00125            | 0.02047             | 1.26%       | 0.00063              | 0.01970             | 1.00%         | -0.00108 | 0.01899 | 0.99% |
| Step 1      | -0.00098           | 0.02094             | 1.32%       | 0.03425              | 0.03809             | 3.93%         | -0.00037 | 0.01969 | 1.02% |
| Step 2      | -0.00013           | 0.02057             | 1.30%       | 0.03391              | 0.03755             | 3.97%         | -0.00023 | 0.01980 | 1.02% |
| Step 3      | -0.00172           | 0.02128             | 1.61%       | 0.06822              | 0.05964             | 14.45%        | 0.00066 | 0.02160 | 1.39% |
| Step 4      | 0.00107            | 0.02052             | 1.37%       | 0.07101              | 0.05985             | 15.19%        | 0.00346 | 0.02167 | 1.27% |

However, the performance of z_{mode}-based bias correction, yet similar trends would be found for z_{mean}-based or z_{median}-based correction. Although σ_{MAD} and η_{0.15} for z_{mode} may be worse than those for z_{mean} or z_{median}, we adopt z_{mode} to achieve a better control of biases (Appendix B).

Finally, we caution that it might not be statistically meaningful to evaluate global properties for heterogeneous samples with these metrics. Given sufficient statistics, it would be more preferable to evaluate the behaviors of subsamples in which data instances are homogeneously sampled.