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ABSTRACT

To successfully launch automated vehicles into the consumer market, there must be credible proof that the vehicles will operate safely. However, finding a method to validate the vehicles’ safe operation is a challenging problem. While scenario-based test approaches seem to be possible solutions, they require execution of a large number of test cases. Several test benches, ranging from actual test vehicles to partly or fully simulated environments, are available to execute these test cases. Each test bench provides different elements, which in turn, have different parameters and parameter ranges. The composition of elements with their specific parameter values at a specific test bench that is used to execute a test case is referred to as a test bench configuration. However, selecting the most suitable test bench configuration is difficult. The selected test bench configuration determines whether the execution of a specific test case provides sufficiently valid test case results with respect to the intended purpose, for example, validating a vehicle’s safe operation. The effective and efficient execution of a large number of test cases requires a method for systematically assigning test cases to the most suitable test bench configuration. Based on a proposed method for classifying test bench configurations, we propose and illustrate a method for systematically assigning test cases to test bench configurations in a scenario-based test approach for automated vehicles. This assignment method allows for the effective and efficient execution of a large number of test cases while generating sufficiently valid test case results.

INDEX TERMS Automated vehicles, classification, PEGASUS family, scenario-based test approach, sufficiently valid test case results, test bench configuration, test case assignment, X-in-the-loop, test method.

I. INTRODUCTION

Validating that a vehicle operates safely is a challenge when introducing automated vehicles with SAE levels ≥ 3 [1]. Existing safety validation approaches, such as the statistical and distance-based safety validation approach that is currently applied to vehicles equipped with SAE level < 3 [1] driving automation systems, are inapplicable due to time and cost constraints. Wachenfeld and Winner [1] call the application of existing safety validation approaches “an ‘approval-trap’ for autonomous driving.” For this reason, new approaches for ensuring and validating the safe operation of automated vehicles are currently
under development. For example, there are scenario-based approaches, function-based approaches, formal verification approaches, shadow mode approaches, and the staged introduction of automated vehicles (e.g., [2] and [4]). Scenario-based development and test approaches might be possible solutions to ensure and validate the safe operation of automated vehicles (e.g., [2], [5], [6], and [7]). These approaches have been investigated in recently completed research projects, for example, aFAS [8], ENABLE-S3 [9], and PEGASUS [10]. These scenario-based approaches are currently being pursued and investigated in ongoing research projects, for example, SET Level [11] and VVM [12], which are successors to the PEGASUS project and projects of the PEGASUS family.

Menzel et al. [13] described how scenarios can be systematically evolved and used throughout the development process phases outlined in the ISO 26262 standard [14]. The required scenarios can be derived using a data-driven approach, a knowledge-driven approach, or a combination of both [15]. Data-driven approaches were presented, for example, by Gelder and Paardekooper [16], Pütz et al. [17], Waymo LLC [18], and Weber et al. [19]. Bagschik et al. [20] proposed a knowledge-driven approach for generating traffic scenes in natural language using an ontology as a basis for generating scenarios. Bagschik et al. [21] extended this approach to implement a knowledge-based generation of operating scenarios for German highways. Based on this work, Menzel et al. [15] proposed an approach that automatically provides scenario descriptions to execute the generated scenarios in a simulation environment. Subsequently, these so-called concrete scenarios can be used in further steps to derive test cases. How, however, to derive the “right” test cases from the generated scenarios is still an open research question, which is addressed, for example, in the VVM project [12]. Neurohr et al. [22] presented an abstract framework around such a scenario-based test approach that includes the process step for deriving test cases. Steimle et al. [23] proposed a structuring framework and a basic vocabulary for scenario-based development and test approaches for automated vehicles. This structuring framework is based on a generic development and test process that also includes the process step of deriving test cases. Other than the process step, Neurohr et al. [22] and Steimle et al. [23] have not precisely described how these test cases will be derived. Baumann et al. [24] presented an approach to generate critical test cases based on scenarios using a reinforcement learning algorithm to reduce the total number of test cases to be simulated.

Applying the methods mentioned above leads to a large number of test cases. However, it is still unclear how many test cases will be derived. For example, considering a self-defined number of parameters and self-defined instances per parameter for a functional scenario, Amersbach [25] calculated $10^{31}$ possible test cases for the exemplary scenario set he considered. Applying the method he proposed to reduce this number would still result in $1.2 \cdot 10^{10}$ test cases. Baumann et al. [24] calculated $1.8 \cdot 10^{37}$ test cases by pure combinatorics of the parameters in the overtaking assistant they considered. This number of test cases was reduced using a reinforcement learning algorithm. However, they did not specify the exact number of test cases that must finally be executed to validate the safe operation of the vehicle. Although the numbers mentioned above should be taken with caution, as many assumptions are included in their calculation, they show that a large number of test cases need to be executed in a sufficiently valid manner.

Several test benches, ranging from actual test vehicles to partly or fully simulated environments, are available to execute the derived test cases. However, selecting the most suitable test bench and its configuration, for example, in terms of the required execution time and costs, is challenging. There are several reasons for using simulative test methods instead of real-world driving tests if they are applicable and sufficiently valid. These reasons include, for example, that test cases can be executed before prototypes or target hardware are available, that test case execution can be faster or slower than real time, that the simulation models developed can be used several times, that the risk to people and material is significantly reduced when testing safety-relevant driving functions, and that it might be possible to reduce costs in the development process. Therefore, it seems that test cases should be executed using simulative test methods whenever possible. However, to be able to make a reliable assertion with the generated test case results, for example, in regard to a vehicle’s safe operation, which is a prerequisite for its market release, it is crucial that the generated test case results are sufficiently valid.

Whether sufficiently valid test case results can be generated with a specific test bench depends on the test bench’s characteristics. Every test bench provides various elements that need to be interconnected to execute test cases. For example, assume a software-in-the-loop test bench that provides, in addition to other simulation models, two vehicle dynamics simulation models (e.g., a simple single-track simulation model and a more complex double-track simulation model). Each of these vehicle dynamics simulation models has a different accuracy and execution time and they can be interchanged depending on the test case. Consequently, the simple single-track simulation model may be sufficiently valid for one test case, while another test case may require the more complex double-track simulation model. The composition of all the elements with their specific parameter values at a specific test bench that is used to execute a test case is referred to as a test bench config-

1In this publication, we follow the recommendation of Balci [26] to use the term “sufficiently valid” instead of “(absolutely) valid” because, according to Law [27], there is no such thing as absolute validity for a simulation model, nor is it even desired. “Sufficiently valid” indicates that the validity has been judged with respect to the intended purpose, for example, validating a vehicle’s safe operation, and has been found to be sufficient.
uration. This composition determines the actual performance of this test bench configuration. Therefore, this composition determines whether the execution of a specific test case with this test bench configuration provides sufficiently valid test case results. When using simulative methods for test case executions, the simulation models used do not capture all the attributes of the real counterpart they represent. They capture only those attributes that seem relevant to the respective simulation model’s developers and/or simulation model’s users for the intended purpose. The sum of those attributes that seem relevant for the intended purpose is referred to as the reality of interest of the test bench configuration in the NASA 7009A standard [29].

In this context, the performance of a test bench (configuration) is understood as the sum of the characteristics of the test bench (configuration) that influence the effective and efficient execution of test cases. Based on Walden et al. [28], these characteristics can be physical and/or functional attributes. According to Walden et al. [28], these “performance attributes include quantity (how many or how much), quality (how well), timeliness (how responsive, how frequent), and readiness (when, under which circumstances).” Thus, performance attributes in this context include, for example, the ability to generate sufficiently valid test case results – the time needed to generate these test case results.
We also solicited feedback on our approaches from research and industry partners in the projects SET Level [11] and VVM [12]. This feedback is discussed and considered in this version.

**NOVELTY AND MAIN CONTRIBUTIONS TO THE STATE OF THE ART**

The novelty and the main contributions of this publication are not only a method for classifying test benches and test bench configurations but also a method for systematically assigning test cases to test bench configurations based on the classification method. Therefore, we

- identify requirements that the methods should fulfill.
- review relevant literature on various classification and assignment methods.
- evaluate their suitability for classifying test benches and test bench configurations and their suitability for systematically assigning test cases to test bench configurations.
- propose and describe a method for classifying test benches and test bench configurations.
- propose and describe a method for systematically assigning test cases to test bench configurations.
- explain the application of the two proposed methods by means of examples.
- highlight and discuss some of the current limitations and challenges of using simulation models and emulated elements for test case execution.
- identify further research that is needed to execute extensive test case catalogs effectively and efficiently in an automated manner while generating sufficiently valid test case results.
- evaluate the proposed methods based on the requirements identified.

**STRUCTURE**

This publication is structured as follows: Section II presents the requirements that the method for classifying test benches and test bench configurations shall fulfill. Additionally, it presents the requirements that the method for systematically assigning test cases to test bench configurations should fulfill. Section III provides a brief motivation for the methods we propose. This motivation is based on selected related work regarding methods for classifying test methods and test benches and selected related work regarding methods for assigning test cases. Section IV describes the proposed method for classifying test benches and test bench configurations, which is evaluated in Section V by illustrating various examples of classified test benches and test bench configurations. Section VI describes the proposed method for systematically assigning test cases to test bench configurations, which is evaluated in Section VII by assigning a test case to a test bench configuration according to the proposed assignment method. Section VIII evaluates the methods we propose based on the requirements identified. Finally, Section IX presents our conclusions and describes future work.

**II. REQUIREMENTS SPECIFICATION**

In this section, we present the requirements that the method for classifying test benches and test bench configurations shall fulfill (denoted with a C). Additionally, we present the requirements that the method for systematically assigning test cases to test bench configurations shall fulfill (denoted with an A).

**A. CLASSIFICATION METHOD**

We identified the following requirements for the classification method:

- The classification method shall allow systematic (Req. C1a) and objective (Req. C1b) classification of test benches and test bench configurations.
- The classification method shall consider the elements provided at a particular test bench (Req. C2).
- The criteria used for the classification shall be derived systematically (Req. C3).
- The classification method shall be as simple and easily understandable as possible (Req. C4).
- The classification method shall be automatable (Req. C5).
- The classification method shall allow the generation of machine-readable classification results (Req. C6).
- The classification method shall allow intuitive visualization of the classification results (Req. C7).

**B. TEST CASE ASSIGNMENT METHOD**

We identified the following requirements for the test case assignment method:

- The test case assignment method shall allow systematic (Req. A1a) and objective (Req. A1b) assignment of test cases to test bench configurations.
- The test case assignment method shall allow the effective (Req. A2a) and efficient (Req. A2b) generation of sufficiently valid test case results.
- The test case assignment method shall be as simple and easily understandable as possible (Req. A3).
- The assignment method shall be automatable (Req. A4).
- The test case assignment method shall already be applicable with expert knowledge (Req. A5) (see note 1).

**III. RELATED WORK**

**A. CLASSIFICATION METHODS**

Existing studies have classified test benches and test methods based on various characteristics but the characteristics used for these classifications vary from author to author. In this
section, we describe and evaluate five classification methods as examples. Some of the publications are only available in German language. Therefore, we describe the methods proposed in these publications in more detail. Additionally, we list the test methods or test benches classified by the respective authors. In this publication, we understand a test bench to be the “technical device,” which consists of software and hardware that can be used to execute test cases. For example, using a specific software-in-the-loop test bench, a test case can be executed while software (i.e., the test object) is tested in the loop. Furthermore, we understand a test method to be the way in which a test case can be executed without referring to a specific test bench. For example, if a test case is to be executed while software (i.e., the test object) is tested in the loop (independent of a specific test bench), the corresponding test method is called software-in-the-loop. Therefore, a test bench implements a test method.

Strasser [35] classified test benches based on the structure of a human-machine system, as shown in Fig. 1. This structure consists of four modules: the environment, driver, vehicle, and electric vehicle system that represents the system under test. Each module can be simulated or can be real. By combining simulated and real modules, Strasser [35] classified test benches as software-in-the-loop, hardware-in-the-loop, driver-in-the-loop, vehicle-in-the-loop, and test vehicles (onboard test or rapid prototyping). With this binary classification of simulated and real modules, however, it is not possible to uniquely classify every possible element of a test bench. As an example, Schuldt et al. [32] mentioned a balloon vehicle that is neither a real nor a simulated vehicle but is emulated by hardware with similar dimensions. This distinction may be significant for testing sensors, as the sensor data representing the balloon vehicle may differ from the sensor data of a real or a simulated vehicle. For this reason, based on Wachenfeld and Winner [3], Schuldt et al. [32] proposed classifying such elements – elements that are neither the real element nor the simulated counterpart – as emulated elements.

Stellet et al. [37] classified test methods by dividing the overall complex of vehicle, environment, and driver blockwise (sequentially) into real-world and virtual data (i.e., simulation). Different test methods can be classified by color-coding the respective blocks (according to whether they are part of the real world or the simulation). Fig. 2 shows a neutral representation without color-coded blocks. It was unclear to us whether the “restraint devices” belong to the arrow pointing to the vehicle or the driver, because, as depicted in Fig. 2, the “restraint devices” are located exactly between these two arrows. Von Neumann-Cosel [36] did not describe the relationship of the “restraint devices.” Each of the components mentioned above can be simulated or real. Von Neumann-Cosel [36] also did not consider emulated components. Based on the combination of simulated and real components, von Neumann-Cosel [36] classified test benches as concept-in-the-loop, software-in-the-loop, hardware-in-the-loop, driver-in-the-loop, vehicle-in-the-loop, and test vehicle equipped with a driving robot that operates the steering wheel and pedals. Thus, this driving robot emulates the driver behavior.

Based on Schuldt et al. [32], Schuldt [6] classified test methods according to different dimensions: the test object, driver behavior, (residual) vehicle, vehicle dynamics, (residual) perception, road users, and scenery. Each dimension can be simulated, emulated, or real. By combining these dimensions, Schuldt [6] classified test methods as software-in-the-loop, hardware-in-the-loop, driver-in-the-loop, vehicle-hardware-in-the-loop, and vehicle-in-the-loop. To visualize the test methods, Schuldt [6] used radar charts in which each spoke represents a dimension of the test method. Fig. 4 shows a blank radar chart.

Antkiewicz et al. [34] investigated and compared four modes of scenario testing: closed-course testing with real actors (e.g., vehicles and pedestrians), closed-course testing...
with robotic surrogate (i.e., dummy) actors, closed-course testing with mixed reality, and simulation testing. Within the paper, they do not consider open-road testing, “as it differs sufficiently from scenario testing and it requires a different testing method.” The term surrogate corresponds to what we mean by the term emulated, and the mode of (scenario) testing is what we mean by a test method (for scenario-based testing). These four modes of scenario testing are classified based on real and simulated parts of the subject vehicle (more precisely, the software and hardware of the automated driving system) and the proportion of the road environment that is real, emulated, or simulated, as shown in Fig. 5. Antkiewicz et al. [34] pointed out that “in general, other mixtures of real or simulated hardware and software parts of the subject vehicle under test are also possible.” As an example, they mentioned the hardware-in-the-loop test method.

The authors of the publications cited above classify test benches and test methods in a generic way. Thus far, we are not aware of any publication that proposes a method for classifying test bench configurations or a method that considers the elements provided at a specific test bench. In our opinion, such a classification method is an essential prerequisite for (automatically) assigning test cases to test bench configurations. Consequently, the requirements identified in Section II cannot be fulfilled with the methods described above. For this reason, we propose a more specific method for classifying test benches and specific test bench configurations in Section IV.

B. TEST CASE ASSIGNMENT METHODS

In this section, we describe and evaluate the three test case assignment methods known to us.

Böde et al. [33] dealt with the question of what an optimal (with respect to the resulting test case execution costs) tradeoff between test case execution in simulation and driving tests might look like. In their method, test case execution in simulation is used to verify the safety properties of the (highly) automated driving function; driving tests are used to validate the simulation models used. To calculate this tradeoff, Böde et al. [33] defined a constrained optimization problem for a given overall confidence level and a safety level. In this calculation, they assumed fixed costs for each simulation run and for each driving test to validate the simulation models. As a result, the optimal tradeoff between tests in simulation and driving tests is calculated based on the cost of executing a single test in a simulation or a driving test while still ensuring a probability of meeting all requirements. Unfortunately, Böde et al. [33] did not list these requirements. Therefore,
they proposed a strategy to split the execution of test cases into simulation and driving tests. This (binary) splitting is a kind of test case assignment. However, they emphasized that they did not analyze specific test benches for this splitting but rather examined the general conditions under which such an approach is applicable. Due to this generic view, the method proposed by Böde et al. [33] is not suitable for systematically assigning test cases to test bench configurations.

Based on Schuldt et al. [33], Schuldt [6] proposed a method for assigning test cases to X-in-the-loop test methods using his virtual modular test kit. Unfortunately, these publications are only available in German language. Therefore, we describe the proposed assignment method in more detail. Fig. 6 shows a schematic illustration of the proposed assignment method. The assignment method consists of two steps.

In the first step, suitable X-in-the-loop test methods for executing the test case are selected based on the classification of X-in-the-loop test methods and the requirements due to the test case. The classification of the X-in-the-loop test methods is performed using the radar charts described in Section III-A. The requirements of the test case define the simulated, emulated, and real elements for executing the test case. These requirements are also classified using a radar chart. Schuldt [6] did not describe how to determine these requirements. Based on the radar charts, X-in-the-loop test methods suitable for executing the test case can be selected by comparing the radar charts. An X-in-the-loop test method is suitable if the radar chart of the X-in-the-loop test method covers all dimensions of the radar chart of the test case. Schuldt [6] did not further investigate the execution of test cases on a proving ground or on public roads.

In the second step, the optimal X-in-the-loop test method is selected from the remaining X-in-the-loop test methods using an evaluation function (e.g., the quality of the provided simulation models, time use, and operating costs). For this purpose, the radar chart is supplemented by an axis orthogonal to the radar chart on which cost values, consisting of weighted evaluation criteria, are inscribed for every discretization stage. Fig. 7 shows a blank radar chart with the cost values for the dimension of the vehicle dynamics inscribed on the cost-value axis. It is noteworthy that it is unclear to us why Schuldt [6] drew a continuous (blue) line between the different stages. Since the stages are discrete, in our opinion, there should be only one cost value at each stage and dimension. The line implies that the cost values increase strictly monotonically from the stage simulated to the stage real, which is not the case. Schuldt [6] provided an example of an evaluation function, which is based on weighted cost values. Schuldt [6] did not describe how to determine these cost values. Moreover, there are inconsistencies in the equations provided by Schuldt [6]. However, since we do not use these equations in this publication, we explain these inconsistencies in Appendix A.

In this paragraph, we explain why the method presented by Schuldt [6] is not sufficient for assigning test cases to test bench configurations. According to Schuldt [6], the evaluation of the validity of a simulation model is a challenge, as there were no metrics to evaluate the validity of simulation models at the time of his publication. Without such an evaluation, it is only possible to evaluate X-in-the-loop test methods based on time use or operating costs [6]. However, according to Schuldt [6], the proposed method offers the potential to systematically assign test cases to X-in-the-loop test methods based on model validity when metrics for evaluating the validity of simulation models and emulations become available. These metrics are still not available for all possible (types of) simulation models and emulated elements (e.g., Schaermann et al. [42], Law [27], and Holder et al. [43]). Where validity metrics are under development, they are not yet commonly accepted. However, in our opinion, the validity (domain) of simulation models must not be part of a cost function as proposed by Schuldt [6] but is a mandatory prerequisite for generating sufficiently valid test case results. Only then can the generated test case results be used in the context of evaluating the safe operation of an automated vehicle. Furthermore, it is not expedient to assign test cases to test methods since a test method alone does not provide enough information about the performance of a specific test bench configuration that is used to execute the test case. A specific test method can be realized on different test benches by different simulation models, emulated elements, and/or real
elements with different qualities and credibility (i.e., different accuracy, precision, and uncertainty). An assignment method must be able to consider specific test benches and the test bench configurations they provide. The aspects mentioned above must be considered when assigning test cases to test bench configurations. Therefore, the test case assignment method proposed by Schuldt [6] is not sufficient for systematically assigning test cases to test bench configurations.

Antkiewicz et al. [34] summarized the strengths and weaknesses of the four modes of scenario testing they investigated: closed-course testing with real actors, closed-course testing with robotic surrogate actors, closed-course testing with mixed reality, and simulation testing. These strengths and weaknesses were determined based on their experience gained from executing six test scenarios with these four testing modes. Based on this experience, they compared the modes “using eight criteria: realism, effort and cost, agility, scalability, controllability, accuracy and precision, test safety, and the need to access to [automated driving system] internals.” Finally, Antkiewicz et al. [34] provided twelve recommendations for selecting one of these four testing modes. These recommendations can be used by someone who needs to assign test cases to decide which testing mode should be used to execute a test case. Antkiewicz et al. [34] emphasized that their “work uses a slightly consolidated list of test elements, but the main contribution is the comparison of the four testing modes.” Furthermore, they emphasized that “an effective verification and validation approach will use a mix of the modes.” Apart from their recommendations, an (automatic) assignment of test cases to test bench configurations is not considered. Due to this generic view, the recommendations proposed by Antkiewicz et al. [34] are not sufficient for automatically assigning many test cases to test bench configurations.

Thus far, we are not aware of any publication that proposes a method for systematically assigning test cases to test bench configurations, which is mandatory for the effective and efficient execution of a large number of test cases. Consequently, the requirements identified in Section IV cannot be fulfilled with the methods described above. For this reason, we propose a method for systematically assigning test cases to test bench configurations in Section IV, which allows for an effective and efficient generation of sufficiently valid test case results.

**IV. PROPOSED METHOD FOR CLASSIFYING TEST BENCHES AND TEST BENCH CONFIGURATIONS**

In this section, we propose and describe a method for classifying test benches and test bench configurations. This method is based on generic functionalities that must be provided at a test bench to execute test cases. To derive these functionalities systematically, we investigate how an automated vehicle interacts with a driver or a user and its environment during the execution of a test case. Before conducting this investigation, we describe the relevant terms (driver, user, test case, and automated vehicle) and their associated explanations in the following three paragraphs.

**Driver and user**: The driver or user is a person who operates the vehicle’s human-machine interface. The distinction between driver and user is considered meaningful since only a user and not a driver interacts with the vehicle in automated mode (SAE levels > 3 [1]). Depending on the vehicle’s automation level, the user may be able to take over control by driving him- or herself.

**Test case**: Steimle et al. [23] described that in scenario-based test approaches for automated vehicles, a test case consists of a scenario and at least one evaluation criterion. According to Bagschik et al. [20], based on Schuldt [6], a scenario can be structured by the five-layer model. According to this model, a scenario can be structured by the road level, traffic infrastructure, temporary manipulation of the road level and traffic infrastructure, movable objects, and the environment. Bock et al. [44] extended this five-layer model with a sixth layer for digital information. In a later work, Weber et al. [45] renamed this sixth layer to data and communication. Scholtes et al. [46] presented the historical development of the six-layer model and described the respective layers in detail. Fig. 8 shows the six-layer model for structuring scenarios, including examples of the respective layers. Evaluation criteria may impact the platform used for test case execution, as the data required for test case evaluation must be generated during the execution of the scenario. Additionally, it must be possible to evaluate these data. To generate the necessary data and evaluate them, additional hardware or software may be required that is not directly needed for the actual execution of the scenario but may have a (negative) impact on the test case execution.

**Automated vehicle**: An automated vehicle can be functionally described by a functional system architecture. Such a functional system architecture was developed at the Institute of Control Engineering at TU Braunschweig. This architecture has been repeatedly discussed and refined (Matthaei and Maurer [47], Matthaei [48], and Ulbrich et al. [49]). For a complete functional description of an automated vehicle, we extended this architecture with two additional functional blocks: “vehicle dynamics” and “residual vehicle functionalities.” Fig. 9 shows the resulting functional system architecture of an automated vehicle. The automation system and the different vehicle functionalities are color coded and named.

“Vehicle dynamics” describes the movement of the (automated) vehicle in the environment due to the actuation of the actuators. “Residual vehicle functionalities” describe functionalities of the components that are not directly required for operating the automation system but are necessary for the complete functional description of an automated vehicle. However, residual vehicle functionalities are highly dependent on the specific characteristics of the automation system and the vehicle’s characteristics and cannot be generally named. For this reason, the functional interdependencies between the “residual vehicle functionalities” and the specific functional blocks of the “vehicle functionalities relevant to the automa-
we refer interested readers to Matthaei and Maurer [47] or while vehicle sensors obtain information about the vehicle simulated, this distinction is irrelevant for deriving these functionalities. However, since only the two extreme forms of test benches are relevant for deriving the functionalities (i.e., all elements are real or all elements are simulated), it is common to distinguish between these two types of test benches. In research and industry, it is common to distinguish between these two types of test benches.

Second, we look at a test bench where all elements are simulated (i.e., a software-in-the-loop test bench). This test bench to execute test cases. To derive these functionalities, we investigate the two extreme forms of test benches systematically.

As already described, the classification method is based on generic functionalities that must be provided at a test bench to execute test cases. To derive these functionalities systematically, we investigate the two extreme forms of test benches in the following two paragraphs. First, we look at a test bench where all elements are real (i.e., a test vehicle). Second, we look at a test bench where all elements are simulated (i.e., a software-in-the-loop test bench).

**Test vehicle**: A test vehicle moves in a real environment and can be controlled by a real driver or user; that is, the interfaces of the functional system architecture of an automated vehicle shown in Fig. 9 “communicate” with the real environment and the real driver or user during the execution of a test case. Fig. 10(a) shows the associated architecture.

**Software-in-the-loop test bench**: To operate the automation system at a software-in-the-loop test bench, the interfaces “communicate” with a simulated environment and a simulated driver or user. Consequently, a simulation environment must provide the same data at the interfaces of the automation system. Fig. 10(b) shows the associated architecture. Additional functionalities such as simulation control, which are also required to execute a test case with a software-in-the-loop test bench, are not listed because they are not relevant for deriving generic functionalities.

By comparing these two extreme forms of test benches, we derive the generic functionalities, which we call dimensions, that a test bench must provide to execute a test case. At a specific test bench, each functionality is implemented by one or more elements. The derived generic functionalities and a description of each functionality are listed below.

- **Scenery**: The dimension of the scenery describes all geospatially stationary elements of the environment [50]. The scenery is represented by Layer 1 (road level), Layer 2 (traffic infrastructure), and Layer 3 (temporary manipulation of road level and traffic infrastructure) of the six-layer model shown in Fig. 8.
- **Movable objects**: The dimension of the movable objects describes objects that move by kinetic energy or are supposed to move within the scenario. The respective objects can be temporarily static. Movable objects are represented by Layer 4 (movable objects) of the six-layer model shown in Fig. 8.
- **Environmental conditions**: The dimension of the environmental conditions describes weather, lighting, and other surrounding conditions. Environmental conditions are represented by Layer 5 (environmental conditions) of the six-layer model shown in Fig. 8.
- **V2X communication**: The dimension of V2X communication describes wireless information exchange between vehicles, between infrastructure elements, or between a vehicle and an infrastructure element. V2X communication is represented by Layer 6 (data and communication) of the six-layer model shown in Fig. 8.
- **Test object**: The dimension of the test object describes the object to be tested, for example, a component or a system. The test object may contain elements that implement (some of) the functionalities listed below if they are to be tested. For example, the test object may include an environment perception sensor such as a radar sensor. The test object can refer to hardware, software, or a combination of both.
- **Environment perception sensors**: The dimension of the environment perception sensors describes the characteristics of the sensors used for environment perception.
- **Localization sensors**: The dimension of the localization sensors describes the characteristics of the sensors used for localization.
- **Vehicle dynamics**: The dimension of the vehicle dynamics

![Six-layer model for structuring scenarios based on Bagschik et al. [23] and Weber et al. [45].](image)

**FIGURE 8.** Six-layer model for structuring scenarios based on Bagschik et al. [23] and Weber et al. [45].
describes the movement of the (automated) vehicle in the environment due to the actuation of the actuators.

Driver/user behavior: The dimension of the driver/user behavior describes the actions of the driver or user – in response to information received from the environment and the (automated) vehicle – for his or her operation of the vehicle’s human-machine interface.

Residual vehicle: The dimension of the residual vehicle describes the functionalities that are, in addition to the functionalities mentioned above, required to operate the test object during the execution of a test case at a specific test bench (e.g., a rest-bus simulation model, its runtime environment, and the necessary input and output interfaces). However, these additionally required functionalities depend, for example, on the characteristics of the test object, the characteristics of the test case, and the characteristics of the test bench. Therefore, they cannot be named in general.

As mentioned above, these functionalities are implemented at a specific test bench by one or more elements, which can be real, emulated, or simulated. The proposed definitions of these three stages are listed below.

Real: If an element is real, it is used as planned in the target vehicle.

Emulated: If an element is emulated, an element comparable to the target hardware is used that shows functionally equivalent behavior (at its interfaces and with respect to the intended purpose of this element) as the real counterpart it represents. Since an emulated element can never exactly encompass all the characteristics of its real counterpart, it is always an abstraction of the real counterpart. Therefore, the emulated element cannot show the entire behavior of the real counterpart but only the reality of interest, which is defined in the development process of the emulated element.

Simulated: If an element is simulated, a simulation model is used that shows functionally equivalent behavior (at its interfaces and with respect to the intended purpose of this element) as the real counterpart it represents. Since a simulation model can never exactly encompass all the characteristics of its real counterpart, it is always an abstraction of the real counterpart. Therefore, the simulation model cannot show the entire behavior of the real counterpart but only the reality of interest, which is defined in the development process of the simulation model.

The combination of real, emulated, and simulated elements that implement the generic functionalities listed above can be used to classify test benches and test bench configurations. Radar charts are suitable for a clear visualization of the classification results due to their multidimensional descriptive character. Each dimension (i.e., spoke) of the radar chart represents a specific functionality of a test bench. Each dimension can be divided into three discretization levels (nominal scale) representing real, emulated, and simulated elements. Fig. [1] shows the proposed dimensions and the three stages in a blank radar chart. Examples of real, emulated, and simulated elements in each dimension are listed in Table[1].

In the following paragraphs, we discuss several general points concerning the proposed classification method.

The functionalities and the three stages mentioned above reflect the current state of our research. The question remains whether the discretization of the dimensions into three stages is sufficient for an unambiguous classification of many test benches and/or many elements. A further subdivision of the stages may be necessary to allow a more precise classification of the elements, such as distinguishing between different
FIGURE 10. Functional system architecture of an automated vehicle embedded in an environment with a driver or user (blocks represent functionalities; arrows indicate functional dependences; HMI: human-machine interface, V2X: vehicle-to-X). The detailed architecture of the automation system is shown in Fig. 9.
TABLE 1. Examples of real, emulated, and simulated elements in each proposed dimension.

| Dimension                  | Real element               | Emulated element                        | Simulated element                       |
|----------------------------|-----------------------------|-----------------------------------------|------------------------------------------|
| Scenery                    | Real curb or real tree      | Artificial curb or artificial tree      | Simulation model of a curb or tree       |
| Movable objects            | Series vehicle              | Balloon vehicle or crash target         | Vehicle simulation model                 |
| Environmental conditions   | Real rain or real fog       | irrigated lane or artificially generated rain | Rain simulation model                    |
| V2X communication          | V2X data generated by another vehicle | V2X data generated by replicated transmitter like development hardware | V2X data generated by a V2X simulation model |
| Test object                | Series electronic control unit | Development electronic control unit     | Software executed in development execution environment |
| Environment perception sensors | Series radar sensor         | Development radar sensor                | Radar simulation model                   |
| Localization sensors       | Series localization sensor  | Development localization sensor         | Localization simulation model            |
| Vehicle dynamics           | Vehicle dynamics of the series vehicle | Vehicle dynamics of another vehicle that behaves functionally equivalent to the series vehicle | Vehicle dynamics simulation model that calculates the movement of the vehicle |
| Residual vehicle           | Series vehicle is used to operate the test object | Similar vehicle or similar hardware is used to operate the test object | Rest-bus simulation model is used to operate the test object |
| Driver/user behavior       | Test driver                 | Driving robot (that moves the steering wheel) | Driver simulation model                 |

FIGURE 11. Blank radar chart with the proposed dimensions and stages (1 = simulated, 2 = emulated, and 3 = real).

devolutional stages of a real element or different credibility assessment levels of a simulation model as defined in the NASA 7009A standard [29]. However, this more detailed discretization does not conflict with the proposed classification method but extends it.

The granularity of the dimensions of the proposed method, visualized using a radar chart, should not be considered rigid; the details can be refined according to one’s needs. For example, the dimension of the environment perception sensors can also be refined by the specific environment perception sensors provided at a specific test bench (e.g., radar, lidar, and camera) to allow for a more precise classification.

A test bench can provide various elements in one dimension and stage. For example, in the dimension of the vehicle dynamics in the stage simulated, two elements might exist: one single-track simulation model and one double-track simulation model.

Each element provided at a test bench has specific characteristics, such as its interfaces, validity domain, cost per operating time, and complexity in terms of the necessary execution time. Ideally, (most) characteristics are defined as (machine-readable) metadata during the development process of the element, for example, a simulation model, and listed in its specification. These characteristics are not part of this publication; therefore, they are not considered in detail.

As mentioned above, the data required for the test case evaluation must be generated during the execution of the scenario. For this reason, an element may require additional functionality in addition to the actual functionality required to execute the scenario (e.g., additional hardware and software). This additional functionality is assigned to the respective element when classifying test benches and test bench configurations.

In all dimensions, a combination of simulated, emulated, and real elements within the respective dimension might exist. For example, in a test case execution with a vehicle-in-the-loop test bench in the dimension of the movable objects, real vehicles and emulated vehicles (e.g., balloon vehicles) might exist. Both vehicle types are perceived by real environment perception sensors. In addition, simulated vehicles might exist that are perceived by sensor simulation models. A detailed description of the vehicle-in-the-loop test method can be found in Berg [51]. Hallerbach et al. [52] referred to the concept of transferring perceived simulated objects to an automated driving function as a prototype-in-the-loop approach. In this approach, a real vehicle continuously interacts with a traffic simulation while driving on a real-world proving ground.

V. ILLUSTRATION OF THE PROPOSED CLASSIFICATION METHOD

In this section, we evaluate the proposed method for classifying test benches and test bench configurations by illustrating various examples. First, we classify two example test benches in Section V-A. Subsequently, based on these classifications, we derive two test bench configurations in Section V-B. We use these examples again in Section VII where we evaluate
the proposed test case assignment method by assigning a test case to a test bench configuration. However, we note that the examples used are intended to illustrate the application of the proposed classification method and are, therefore, intentionally simplified.

A. CLASSIFICATION OF TEST BENCHES

Fig. 12 visualizes the classification result of a specific hardware-in-the-loop test bench with all elements provided in each dimension and stage using a radar chart. This test bench provides two vehicle dynamics models: one single-track simulation model and one double-track simulation model. Therefore, there are two elements in the dimension of the vehicle dynamics in the stage simulated. To highlight these two simulation models in this publication, they are not drawn exactly on the arrow in Fig. 12 but are slightly offset. Furthermore, there is one residual vehicle simulation model and one camera simulation model. Therefore, we refine the dimension of the environment perception sensors with the dimensions of radar and camera to allow a more precise classification. The dimension of the radar includes in the stage simulated the radar simulation model, and the dimension of the camera includes in the stage simulated the camera simulation model. The test object is the target electronic control unit running the target software. For simplicity, this hardware-in-the-loop test bench provides one simulated element in the remaining dimensions.

Fig. 13 visualizes the classification result of a specific test vehicle with all elements provided in each dimension and stage using a radar chart. In this example, the test object is the target electronic control unit running the target software. A former vehicle is used to operate the test object (e.g., because the target vehicle is not yet available). Therefore, the vehicle dynamics and the residual vehicle are emulated. Pre-production sensors are used instead of the target sensors (e.g., because the target sensors are not yet available). Therefore, the localization sensors, the radar sensor, the camera sensor, and the V2X communication are emulated. The vehicle operates on a proving ground where the environmental conditions and the scenery are real. In addition, there is a real user inside the vehicle, and as a movable object, there is another real vehicle.

As mentioned above, every element illustrated in Figs. 12 and 13 has specific characteristics, such as its interfaces, validity domain, cost per operating time, and complexity in terms of the necessary execution time. Therefore, each test bench has specific characteristics. Ideally, these characteristics are defined as metadata during the development process of the element, for example, a simulation model, and listed in its specification. These characteristics are not part of this publication and are still open research questions addressed, for example, in the SET Level research project [11].

B. CLASSIFICATION OF TEST BENCH CONFIGURATIONS

To execute a test case with a test bench, at least one test bench configuration must be derived from this test bench. For this purpose, the provided elements (in each dimension of the classified test bench) must be selected and composed. To derive all test bench configurations provided at a test bench, the elements provided in each dimension must be connected in every meaningful composition.

Based on the classification result of the hardware-in-the-loop test bench visualized in Fig. 12, two test bench configurations can be derived. Fig. 14 visualizes the first test bench configuration, including the single-track simulation model mentioned above, using a radar chart. This test bench configuration is referred to as HiL-TBC-1 (HiL: hardware-
in-the-loop; TBC: test bench configuration) in this publication. The dashed orange line indicates the composition of the elements belonging to this test bench configuration. The second test bench configuration provided at this test bench, which includes the double-track simulation model, can be visualized analogously. This test bench configuration is referred to as HiL-TBC-2 in this publication. As a result, the considered hardware-in-the-loop test bench provides two different test bench configurations, each consisting of a different composition of elements. In this example, every test bench configuration has a different simulation model in the dimension of the vehicle dynamics. Therefore, depending on the test bench configuration used to execute a specific test case, its execution may or may not provide sufficiently valid test case results.

The classification of test bench configurations serves as a basis for the method for systematically assigning test cases to test bench configurations, which is a topic presented in the next section.

VI. PROPOSED METHOD FOR SYSTEMATICALLY ASSIGNING TEST CASES TO TEST BENCH CONFIGURATIONS

In this section, we propose and describe a method for systematically assigning test cases to test bench configurations. This method is based on the method for classifying test benches and test bench configurations proposed in Section IV and is illustrated schematically as a flow chart in Fig. 15. The method consists of a structured process that supports, for example, someone who needs to assign test cases to different test bench configurations or execute test cases with sufficient validity, such as a test engineer. Additionally, this process forms the basis for an implementation, which will allow for the effective, efficient, and automated execution of (extensive) test case catalogs. We assume that the elements, for example, simulation models, already exist for the assignment of test cases to test bench configurations. The development of new elements and the further development of existing elements are currently not foreseen when applying the assignment method. If it is determined during the assignment that there is no test bench that is suitable for operating the test object or no sufficiently valid test bench configuration that can be used to execute a test case, the assignment method must be aborted. The proposed assignment method consists of a multistep process, which is described in the following paragraphs. The respective numbers and designations of the process steps, the input artifacts, and the output artifacts are shown in Fig. 15.

To illustrate the proposed test case assignment method with an example, we systematically assign a test case to a test bench configuration according to the proposed method in the next section.

In Step One (S1 in Fig. 15), the set of test benches suitable for operating the test object is determined. The input artifacts (IA) of this process step are the classifications of test benches (IA 1.1 in Fig. 15) and the classification of the requirements for the test bench, which are based on the characteristics of the test object (IA 1.2 in Fig. 15). To create Input Artifact 1.1, all test benches included in the assignment method are classified based on their characteristics according to the classification method described in Section IV. Either these characteristics are part of the specifications of the test benches or they are derived based on an analysis of the test benches. Each element provided at the considered test bench is assigned to the corresponding dimension and stage. Each element has specific characteristics, such as its interfaces, validity domain (see also note (1) described in the following paragraph), cost per operating time, and complexity in terms of the necessary execution time. The classification results can be visualized using radar charts.

To create Input Artifact 1.2, the requirements for the test bench are classified based on the characteristics of the test object. Either these characteristics are specified in a dedicated document, such as the test specification, or are derived based on an analysis of the test object. This classification result can be visualized in the same way using a radar chart. Then, the set of test benches suitable for operating the test object is determined by comparing the classification results. A test bench is suitable for operating the test object if all requirements that the test object sets on the test bench are provided at the test bench. The output artifact (OA) of this process step is the set of (classified) test benches that are suitable for operating the test object (OA 1 in Fig. 15). If this set is empty, the assignment method must be aborted (in its current form) since there is no test bench that is suitable for operating the test object.

Note (1) on the validity domain of elements: Regarding the validity domain of elements, we want to note that determining and evaluating the validity domain of simulation models...
FIGURE 15. Schematic illustration of the proposed method for systematically assigning test cases to test bench configurations as a flow chart (ellipse: start/end; arrow: process sequence; parallelogram: input/output artifact (IA/OA); rectangle: process step (S); diamond: decision).
and emulated elements requires validity metrics. Currently, metrics that can be used for this determination and evaluation exist only for certain application domains, for example, partly for vehicle dynamics simulation models, and not for all possible (types of) simulation models and emulated elements, for example, sensor simulation models. Validity metrics that are currently under development are usually not yet commonly accepted (see Section III). The development of validity metrics that can be used to (automatically and objectively) determine and evaluate the validity domain of simulation models and emulated elements is not part of this publication and is still an open research question. Their development was addressed, for example, in the PEGASUS research project [10] and is currently addressed, for example, in the SET Level research project [11]. As long as there is no objective knowledge about the validity domains of all elements intended to be used to execute test cases, this process step must be supported by (subjective) expert knowledge to create the necessary input artifact. However, the expressiveness is limited due to subjective support. Further research on this input artifact is required to implement and automate this process step in a sufficiently objective manner. However, the current need for expert knowledge does not conflict with the proposed assignment method. Rather, it indicates the need for further research to allow for the effective, efficient, and automated execution of (extensive) test case catalogs.

In Step Two (S 2 in Fig. 15), the elements provided at the test benches are classified as sufficiently or insufficiently valid. The input artifacts of this process step are the set of (classified) test benches that are suitable for operating the test object (OA 1 in Fig. 15), selected in the previous process step, and the required validity domain within each dimension, which are based on the expected course of the test case (IA 2.1 in Fig. 15). Either these required validity domains are already specified in a dedicated document, such as the test case specification, or are derived based on an analysis of the expected course of the test case (see also note (2) described in the following paragraph). The elements must provide these validity domains to be sufficiently valid. Elements that do not provide the required validity domain cannot be used to execute the test case in a sufficiently valid manner. Subsequently, the elements provided at the remaining test benches are classified as sufficiently or insufficiently valid. This classification is done by comparing their validity domains with the required validity domain within each dimension (see also note (3) described in the next but one paragraph). The output artifact of this process step is the set of test benches with elements classified as sufficiently or insufficiently valid (OA 2 in Fig. 15).

Note (2) on the required validity domains: Regarding the required validity domains, we want to note that it may be possible for experts to (manually) specify the required validity domains for a small number of test cases already in the test case specification. In our opinion, this manual expert-based approach is no longer efficient for extensive test case catalogs that are generated automatically. Additionally, the expressiveness is limited due to this subjective expert-based support. Therefore, in the future, it will be necessary to automatically and objectively determine the required validity domains to execute a given test case based on analyzing its expected course. The development of an appropriate method is not part of this publication and is still an open research question. Its development was addressed, for example, in the PEGASUS research project [10] and is currently addressed, for example, in the SET Level research project [11]. As long as there is no possibility to determine these required validity domains automatically and objectively, this process step must be supported by (subjective) expert knowledge to create the necessary input artifact. However, the expressiveness due to subjective support is limited. Further research on this input artifact is required to implement and automate this process step in a sufficiently objective manner. However, the current need for expert knowledge does not conflict with the proposed assignment method. Rather, it indicates the need for further research to allow for the effective, efficient, and automated execution of (extensive) test case catalogs.

Note (3) on sufficiently valid elements: Regarding sufficiently valid elements, we want to note that, as already described in Step One, there are currently no metrics to (automatically and objectively) determine and evaluate the validity domain for most (types of) simulation models and emulated elements. Strictly speaking, for an automated assignment, all simulation models and emulated elements that do not have an objectively determined validity domain would currently have to be classified as not sufficiently valid since there is no objective evidence about their validity domain.

In Step Three (S 3 in Fig. 15), the set of sufficiently valid test bench configurations is determined. The input artifacts of this process step are the set of test benches with elements classified as sufficiently or insufficiently valid (OA 2 in Fig. 15), determined in the previous process step, and coupling effects in simulation and emulation (IA 3.1 in Fig. 15) that have to be considered when coupling elements. To create all sufficiently valid test bench configurations, the sufficiently valid real, emulated, and simulated elements provided at the respective test bench are coupled in every meaningful composition so that the test case can be executed. Based on the classification results of the considered test benches, the created test bench configurations can be visualized using radar charts. When creating test bench configurations, it is essential to consider which elements can be coupled since, for example, no real movable object can be present in simulated scenery. This consideration includes the interfaces of the elements. If the interfaces do not match, the elements cannot be coupled. There are efforts to standardize interfaces to couple and exchange various simulation models, for example, the Open Simulation Interface [53] [54] and the Functional Mock-up Interface [55]. Additionally, there are efforts to define complete systems consisting of one or more Functional Mock-up Units, including its parameterization that can be transferred between simulation tools, for example, the System Structure and Parameterization [55]. Additionally, all effects resulting from coupling multiple elements are considered when creating...
the test bench configurations. In this publication, these effects are referred to as coupling effects in simulation and emulation. This consideration is necessary since this coupling might influence the validity of the test bench configuration to which these coupled elements belong, for example, due to numerical errors or delays in the data exchange between different simulation models [57] [58] (see also note (4) described in the following paragraph). The output artifact of this process step is the set of (classified) sufficiently valid test bench configurations (OA 3 in Fig. 15), each of which has a specific performance corresponding to the elements belonging to the respective test bench configuration. If this set is empty, then the assignment method must be aborted (in its current form) since there is no test bench configuration that can be used to execute the test case.

**Note (4) on coupling multiple elements:** Regarding coupling multiple elements, we want to note that there are two ways to consider the influence of this coupling on the validity of the test bench configuration to which these coupled elements belong. Ideally, all effects resulting from coupling multiple elements can be determined and validated in advance, so that their influence can be directly considered when creating the test bench configuration. However, to the best of our knowledge, there are no metrics that can be used to determine and validate these coupling effects (in advance). Thus, it may be necessary to (re)validate the test bench configuration to which these coupled elements belong. However, there are currently no metrics that can be used to determine and evaluate the validity domain of coupled elements and the test bench configuration to which these coupled elements belong. Hence, our research is still an open research question. Another related open research question addresses the development of validity metrics for simulating models and emulated elements. The development of validity metrics that can be used to (automatically and objectively) determine and evaluate the influence of coupling multiple elements on the validity of the test bench configuration to which these coupled elements belong is not part of this publication. In fact, further research is needed to allow the effective, efficient, and automated execution of (extensive) test case catalogs.

In **Step Four** (S 4 in Fig. 15), the cost value of each sufficiently valid test bench configuration is determined. The input artifacts of this process step are the set of (classified) sufficiently valid test bench configurations (OA 3 in Fig. 15), determined in the previous process step, the evaluation criteria (IA 4.1 in Fig. 15), and the weighting parameters of these evaluation criteria (IA 4.2 in Fig. 15). As long as the evaluation criteria and the values of their weighting parameters do not change, the cost value of the corresponding test bench configuration must be determined only once. Since the cost value of each sufficiently valid test bench configuration depends on many different influencing factors, it still has to be investigated whether these cost values should be determined quantitatively by a metric or qualitatively by expert knowledge. A metric for quantitatively determining the cost value of a test bench configuration (TBC) is described below. First, the cost value of each sufficiently valid element (e) provided at the considered test bench (TB) is determined. For this purpose, the cost value ($K_{TB,e,c}$) of every evaluation criterion (c) (e.g., time use or test case execution costs) belonging to a specific element is determined. These cost values are then weighted according to the weighting parameters ($a_c$) of the corresponding evaluation criterion and summed. As a result, the cost value ($K_{TB,e}$) of each sufficiently valid element provided at a specific test bench is determined. Eqs. (1) and (2) show the corresponding formulas. Subsequently, the cost value ($K_{TBC}$) of each sufficiently valid test bench configuration is determined. For this purpose, the cost values ($K_{TB,e}$) of all elements belonging to the respective test bench configuration are summed. Eq. (3) shows the corresponding formula. The output artifact of this process step is the set of sufficiently valid test bench configurations with their cost values (OA 4 in Fig. 15).

$$K_{TB,e} = \sum_{\text{all evaluation criteria}} a_c \cdot K_{TB,e,c}$$

$$\sum_{\text{all evaluation criteria}} a_c = 1$$

$$K_{TBC} = \sum_{\text{all elements belonging to the TBC}} K_{TB,e}$$

In **Step Five** (S 5 in Fig. 15), the optimal test bench configuration for executing the test case is selected. The input artifact of this process step is the set of sufficiently valid test bench configurations with their cost values (OA 4 in Fig. 15), determined in the previous process step. The optimal test bench configuration for executing the test case ($TBC_{optimal}$) is selected based on the lowest cost value of all sufficiently valid test bench configurations according to Eq. (4).
output artifact of this process step is the optimal test bench configuration for executing the test case (OA 5 in Fig. [15]).

\[ TBC_{\text{optimal}} = \arg \min_{TBC} (K_{TBC}) \]  

(4)

In Step Six (S 6 in Fig. [15]), the test case is executed. The input artifact of this process step is the optimal test bench configuration for executing the test case (OA 5 in Fig. [15]), selected in the previous process step. The test case is executed with this test bench configuration. Thereby, the test case results are generated. The output artifact of this process step consists of these test case results (OA 6 in Fig. [15]).

The actual course of the test case usually cannot be predicted with certainty before the test case is executed due to the open behavior of the automated vehicle. Therefore, it is also impossible to predict with certainty whether the test bench configuration that was used to execute the test case and the test case results are sufficiently valid. If the automated vehicle behaves differently than expected, elements may leave their validity domain. As a result, the test bench configuration that was used to execute the test case and the generated test case results may no longer be sufficiently valid. Consider the following example, where a particular test case is executed with a software-in-the-loop test bench. At the beginning of the test case, the automated vehicle drives on the right lane of a two-lane highway behind another vehicle. At a specific point in time, the other vehicle starts braking. It is assumed that the automated vehicle has two options: it can either brake and follow the other vehicle or it can perform a lane change. Imagine that when the vehicle dynamics simulation model was selected, it was assumed that the automated vehicle will also brake. This assumption places low demands on the lateral acceleration validity domain of the vehicle dynamics simulation model. If the automated vehicle then performs a very dynamic lane change during the test case execution, the vehicle dynamics simulation model might have left its validity domain.

Therefore, in Step Seven (S 7 in Fig. [15]), it is verified whether the test bench configuration that was used to execute the test case – selected in Step Five – is sufficiently valid. For this purpose, it is verified – either simultaneously with executing the test case or after executing the test case based on recorded data – whether elements belonging to this test bench configuration have left their validity domain during the execution of the test case. If no element has left its validity domain, the test case has been executed sufficiently valid. Consequently, the test case results are also sufficiently valid, and they can be used for their intended purpose, for example, to assess the ego vehicle’s safe behavior. In this case, the test case assignment method is terminated. In the case of failed test cases, the test object must be adapted accordingly (the error(s) must be corrected), and relevant test cases must be executed again according to the test case assignment method. If an element has left its validity domain, this element is no longer sufficiently valid. Consequently, the test bench configuration that includes this element is no longer sufficiently valid. As a result, the generated test case results are also not sufficiently valid and cannot be used for their intended purpose, for example, to assess the ego vehicle’s safe behavior. In this case, the assignment method must be continued in Step Eight.

In Step Eight (S 8 in Fig. [15]), the required validity domain within the dimension(s) whose validity domain has been left is adapted. The input artifact of this process step is the required validity domain within each dimension, which was determined based on the (previously) expected course of the test case in Step Two (IA 2.1 in Fig. [15]). In this artifact, the required validity domain within the dimension(s) whose validity domain has been left is adapted. For this purpose, the new expected course of the test case is analyzed, and the required validity domains are adapted accordingly. The output artifact of this process step consists of the adapted required validity domain within each dimension (OA 8 in Fig. [15]), which was created by adapting the Input Artifact 2.1. Based on this adaptation, the process must be repeated from Step Two on.

VII. ILLUSTRATION OF THE PROPOSED TEST CASE ASSIGNMENT METHOD

In this section, we evaluate the proposed test case assignment method by assigning a test case to a test bench configuration as an example. Note that the example is intentionally simplified. In reality, the input artifacts and the implementation of the process steps are not that simple. In this example, however, we focus on illustrating the assignment method, not on assigning extensive test case catalogs.

As an example application, we consider a highway chauffeur (SAE level 3 [1]). The test object is the target electronic control unit running the software of the highway chauffeur. The test case considered consists of the concrete scenario provided at each of the test benches are listed later): Software-in-the-loop test bench, Hardware-in-the-loop test bench, Test vehicle.

In the next sections, we apply the proposed method for systematically assigning test cases to test bench configurations to generate sufficiently valid test case results. The respective numbers and designations of the process steps, the input artifacts, and the output artifacts are shown in Fig. [15].
Applying Step One: Determining the set of test benches suitable for operating the test object (see S 1 in Fig. 15)

In this process step, the set of test benches suitable for operating the test object is selected. For this purpose, the test benches included in the assignment method must be classified based on their characteristics according to the classification method presented in Section V. These classification results represent Input Artifact 1.1 (IA 1.1 in Fig. 15). Additionally, the requirements for the test bench, which are based on the characteristics of the test object, are classified. This classification result represents Input Artifact 1.2 (IA 1.2 in Fig. 15).

To create Input Artifact 1.1, each element provided at the three test benches available in this example must be assigned to the corresponding dimension and stage. Fig. 17 visualizes the classification result of the software-in-the-loop test bench using a radar chart. Figs. 12 and 13, which are already presented in Section V, visualize the classification results of the hardware-in-the-loop test bench and the test vehicle using radar charts. Each element shown in these figures has specific characteristics, such as its validity domain. As mentioned above, currently, there are no (commonly accepted) metrics to determine and evaluate the validity domains of all possible (types of) simulation models and emulated elements. Therefore, as described in the explanation of this process step in Section VI, this process step must currently be supported by expert knowledge to determine the validity domains of the elements provided at the available test benches. For simplicity, the validity domains are given only for the two vehicle dynamics simulation models provided at the hardware-in-the-loop test bench (see also Fig. 12) – the single-track simulation model (e.g., a linear single-track model with a linear tire model) and the double-track simulation model (e.g., a double-track model with a nonlinear tire model) – since these two simulation models will play a significant role in the further course of the example. It is assumed that the single-track simulation model is sufficiently valid in the lateral acceleration range of $-3$ m/s$^2$ to $3$ m/s$^2$ and in the longitudinal acceleration range of $-6$ m/s$^2$ to $6$ m/s$^2$. Furthermore, the double-track simulation model is sufficiently valid in the lateral acceleration range of $-8$ m/s$^2$ to $8$ m/s$^2$ and in the longitudinal acceleration range of $-8$ m/s$^2$ to $8$ m/s$^2$. Note that these values are given as examples to demonstrate the assignment method. The classification results of these three test benches represent Input Artifact 1.1.

To create Input Artifact 1.2, the requirements for the test bench, which are based on the characteristics of the test object, must be classified. In this example, the test object is the target electronic control unit running the software of the highway chauffeur. It follows that the real electronic control unit must be connectable to the test bench. From the electronic control unit’s point of view, it is irrelevant whether the other dimensions of the test bench are real, emulated, or simulated. Fig. 18 visualizes this classification result using a radar chart, which represents Input Artifact 1.2. The orange area represents the area of elements usable for operating the test object.

By comparing the classification results of the available test benches visualized in Figs. 12, 13, and 17 (IA 1.1 in Fig. 15) with the classification result of the requirements for the test bench visualized in Fig. 18 (IA 1.2 in Fig. 15), test benches suitable for operating the test object are determined. For this purpose, all requirements that the test object sets on the test bench must be provided at the test bench. Therefore, the software-in-the-loop test bench cannot be used to operate the real test object since no real test object can be connected to this test bench. The hardware-in-the-loop test bench and the test vehicle can be used to operate the real test object and are, therefore, suitable for operating the target electronic control...
unit. These two (classified) test benches – the hardware-in-the-loop test bench and the test vehicle – represent Output Artifact 1 (OA 1 in Fig. 15). This process step may seem trivial but is indispensable for an automated assignment of test cases.

Applying Step Two: Classifying the elements provided at the test benches as sufficiently or insufficiently valid (see S 2 in Fig. 15).

In this process step, the elements provided at the remaining test benches – the hardware-in-the-loop test bench and the test vehicle, which were determined in the previous process step (S 1 in Fig. 15) – are classified as sufficiently or insufficiently valid. For this purpose, the required validity domain within each dimension must be determined. These required validity domains represent Input Artifact 2.1 (IA 2.1 in Fig. 15).

To create Input Artifact 2.1, the expected course of the test case must be analyzed since, in this example, the required validity domains have not yet been specified in another document. The expected course of the test case is described below. The cut-in vehicle passes the ego vehicle, which is driven by the activated highway chauffeur. The cut-in vehicle starts changing lanes as soon as the distance between the ego vehicle and the cut-in vehicle is 20 m (see Fig. 16). The ego vehicle detects the cut-in vehicle, and it is expected that the ego vehicle brakes slightly to increase the distance accordingly. Based on analyzing this expected course, the required validity domain is determined within each dimension. As mentioned above, there is currently no way to automatically analyze the test case and automatically determine the required validity domains based on this analysis. Therefore, this process step must currently be supported by expert knowledge. For simplicity, the validity domain is given only for the dimension of the vehicle dynamics since this dimension will play a significant role in the further course of the example. It is assumed that the longitudinal acceleration must be sufficiently valid in the range of −2 m/s² to 0.5 m/s² since the ego vehicle will brake slightly. Furthermore, it is assumed that the lateral acceleration must be sufficiently valid in the range of −0.5 m/s² to 0.5 m/s² since the ego vehicle will continue to drive and will not steer. The determined required validity domain within each dimension represents Input Artifact 2.1.

By comparing the validity domains of the elements provided at the remaining test benches (OA 1 in Fig. 15) – the hardware-in-the-loop test bench and the test vehicle – with the required validity domain within each dimension (IA 2.1 in Fig. 15), the elements provided at these test benches are classified as sufficiently or insufficiently valid. Concerning the dimension of the vehicle dynamics, based on the validity domain determined by expert knowledge in Step One, the single-track simulation model and the double-track simulation model – both are provided at the hardware-in-the-loop test bench – are classified as sufficiently valid. Furthermore, it is assumed that all other elements provided at the hardware-in-the-loop test bench and the elements provided at the test vehicle are classified as sufficiently valid. These two classified test benches with the elements classified as sufficiently or insufficiently valid represent Output Artifact 2 (OA 2 in Fig. 15).

Applying Step Three: Determining the set of sufficiently valid test bench configurations (see S 3 in Fig. 15).

In this process step, the set of sufficiently valid test bench configurations is determined. For this purpose, the sufficiently valid elements provided in each dimension and stage of the remaining test benches – that were determined in the previous process step (S 2 in Fig. 15) – must be coupled in every meaningful composition so that the test case can be executed. For this composition, all effects resulting from coupling these elements must be considered since this coupling might influence the validity of the test bench configuration to which these elements belong. These coupling effects represent Input Artifact 3.1 (IA 3.1 in Fig. 15). For simplicity, in this example, it is assumed that there are no coupling effects that affect the validity of the test bench configuration.

The available hardware-in-the-loop test bench provides the single-track simulation model and the double-track simulation model in the dimension of the vehicle dynamics (see also Fig. 12). As already mentioned, one sufficiently valid element is assumed in all other dimensions. These compositions result in two sufficiently valid test bench configurations for the hardware-in-the-loop test bench. Fig. 14 in Section V visualizes the test bench configuration, which includes the single-track simulation model, using a radar chart. This test bench configuration is referred to as HiL-TBC-1 (HiL: hardware-in-the-loop; TBC: test bench configuration) in this publication. The second test bench configuration, which includes the double-track simulation model, is visualized in the same way. This second test bench configuration is referred to as HiL-TBC-2 in this publication. For the test vehicle, only one composition of the provided elements is possible, which is referred to as TV-TBC-1 (TV: test vehicle) in this publication. These three sufficiently valid test bench configurations represent Output
Artifact 3 (OA 3 in Fig. [15]).

Applying Step Four: Determining the cost value of each sufficiently valid test bench configuration (see S 4 in Fig. [15])

In this process step, the cost value of each sufficiently valid test bench configuration – which was determined in the previous process step (S 3 in Fig. [15]) – is determined. For this purpose, the evaluation criteria representing Input Artifact 4.1 (IA 4.1 in Fig. [15]) and the weighting parameters of these evaluation criteria representing Input Artifact 4.2 (IA 4.2 in Fig. [15]) must be defined.

In this example, the evaluation criteria include the time use (including preparation and follow-up time) and the test case execution costs. Both evaluation criteria are equally weighted. As previously described, it still has to be investigated whether a metric is required to quantify the cost values of the sufficiently valid test bench configurations or whether expert knowledge is better suited for the qualitative determination of these cost values. In this example, the cost values are qualitatively determined by expert knowledge. The cost values given below are determined as examples to illustrate the assignment method. An exact determination of these cost values and the associated scale is unnecessary to illustrate the assignment method; therefore, it is not explained in detail.

For the test bench configuration HiL-TBC-1, which includes the single-track simulation model, a cost value of three results from expert knowledge since little preparation and follow-up time is necessary to execute the test case, execution in real time is required, and the test case execution is cost-effective.

For the test bench configuration HiL-TBC-2, which includes the double-track simulation model, a cost value of four results from expert knowledge since the test bench, other than the dimension of the vehicle dynamics, has the same rating as the configuration that includes the single-track simulation model. However, the double-track simulation model is somewhat more computationally intensive and, therefore, demands higher energy costs and more calculation time.

For the test bench configuration TV-TBC-1, a cost value of eight results from expert knowledge since a high preparation time and medium follow-up time are necessary to execute the test case, execution in real time is required, and test case execution is relatively expensive.

These three sufficiently valid test bench configurations with their cost values represent Output Artifact 4 (OA 4 in Fig. [15]).

Applying Step Five: Selecting the optimal test bench configuration for executing the test case (see S 5 in Fig. [15])

In this process step, the optimal test bench configuration for executing the test case is selected. For this purpose, the cost values of the sufficiently valid test bench configurations – that were determined in the previous process step (S 4 in Fig. [15]) – must be compared. The lowest cost value determines the optimal test bench configuration for executing the test case. In this example, comparing the cost values of the three sufficiently valid test bench configurations results in using the test bench configuration HiL-TBC-1 to execute the test case. This test bench configuration is provided at the hardware-in-the-loop test bench and includes the single-track simulation model. This test bench configuration, which represents Output Artifact 5 (OA 5 in Fig. [15]), is visualized in Fig. [14].

Applying Step Six: Executing the test case with the optimal test bench configuration (see S 6 in Fig. [15])

In this process step, the test case, consisting of the scenario named “cut-in vehicle” (see Fig. [16]) and the evaluation criterion that the distance between the ego vehicle and all other objects is greater than 0 m throughout the scenario, is executed with the test bench configuration called HiL-TBC-1, which was selected in the previous process step (S 5 in Fig. [15]). Thereby, the test case results are generated. These test case results represent Output Artifact 6 (OA 6 in Fig. [15]).

Applying Step Seven: Verifying whether the test bench configuration that was used to execute the test case is sufficiently valid (see S 7 in Fig. [15])

In this process step, it is verified whether the test bench configuration that was used to execute the test case – which was selected in Step Five (S 5 in Fig. [15]) – is sufficiently valid. For this purpose, it must be verified – either simultaneously with executing the test case or after executing the test case based on recorded data – whether elements that are part of this test bench configuration have left their validity domain during the execution of the test case.

In this example, the automated vehicle does not follow the lane (as expected in Step Two) but makes a (dynamic) lane change, and the maximum lateral acceleration is 3.5 m/s². Note that this value is given as an example to demonstrate the assignment method. By comparing the corresponding validity domain of the single-track simulation model (−3 m/s² to 3 m/s²) with this maximum lateral acceleration, it can be stated that the single-track simulation model has left its validity domain and is, therefore, no longer sufficiently valid. Consequently, the test bench configuration that includes this single-track simulation model is no longer sufficiently valid. As a result, the generated test case results are not sufficiently valid. Insufficiently valid test case results cannot be used for their intended purpose, for example, to assess the ego vehicle’s safe behavior. Therefore, in this example, the assignment method must be continued in Step Eight.

Applying Step Eight: Adapting the required validity domain within the dimension(s) whose validity domain has been left (see S 8 in Fig. [15])

In this process step, the required validity domain within the dimension(s) whose validity domain has been left is adapted. The input artifact of this process step is the required validity domain within each dimension, which was determined based on the (previously) expected course of the test case (IA 2.1 in Fig. [15]) in Step Two. Concerning this artifact, the required validity domain within the dimension(s) whose validity domain has been left must be adapted based on the new expected course of the test case.
To adapt the Input Artifact 2.1 (IA 2.1 in Fig. 15), the new expected course of the test case must be analyzed. The new expected course of the test case is described below. The cut-in vehicle passes the ego vehicle, which is driven by the activated highway chauffeur. The cut-in vehicle starts changing lanes as soon as the distance between the ego vehicle and the cut-in vehicle is 20 m (see Fig. 16). The ego vehicle detects the cut-in vehicle and performs a lane change. Based on analyzing this new expected course of the test case, the required validity domains are adapted. In this example, the single-track simulation model, which belongs to the dimension of the vehicle dynamics, has left its validity domain. Therefore, the required validity domain in the dimension of the vehicle dynamics must be adapted. Instead of the previous validity domain of the lateral acceleration, which is in the range of \(-0.5 \text{ m/s}^2\) to \(0.5 \text{ m/s}^2\), this validity domain must be adapted so that it is now in the range of \(-3.5 \text{ m/s}^2\) to \(3.5 \text{ m/s}^2\). Furthermore, it is assumed that the required validity domain within all other dimensions remains the same. This adapted required validity domain within each dimension that is created by adapting the Input Artifact 2.1 represents Output Artifact 8 (OA 8 in Fig. 15).

Continue in applying Step Two: Classifying the elements provided at the test benches as sufficiently or insufficiently valid (see S 2 in Fig. 15).

In this process step, the elements provided at the remaining test benches – the hardware-in-the-loop test bench and the test vehicle that were already determined in Step One (S 1 in Fig. 15) – are classified as sufficiently or insufficiently valid. This classification is based on the adapted Input Artifact 2.1 (adapted IA 2.1 in Fig. 15), which was created in Step Eight (S 8 in Fig. 15). By comparing the validity domains of the elements provided at the remaining test benches (OA 1 in Fig. 15) with the adapted required validity domain within each dimension (adapted IA 2.1 in Fig. 15), the elements are classified as sufficiently or insufficiently valid.

Concerning the adapted dimension of the vehicle dynamics, the single-track simulation model – provided at the hardware-in-the-loop test bench – is sufficiently valid in the lateral acceleration range of \(-3 \text{ m/s}^2\) to \(3 \text{ m/s}^2\). Therefore, based on the adapted validity domain within this dimension, this simulation model must be classified as insufficiently valid. The double-track simulation model – also provided at the hardware-in-the-loop test bench – is sufficiently valid in the lateral acceleration range of \(-8 \text{ m/s}^2\) to \(8 \text{ m/s}^2\). Consequently, it is still classified as sufficiently valid. Since the required validity domains within the other dimensions have not changed, all other elements provided at the hardware-in-the-loop test bench continue to be sufficiently valid. Additionally, it is assumed that all elements provided at the test vehicle continue to be sufficiently valid. These two classified test benches with the elements they provide that are classified as sufficiently or insufficiently valid represent the adapted Output Artifact 2 (OA 2 in Fig. 15).

Within the next process steps, it is determined that the test bench configuration HiL-TBC-2, which is provided at the hardware-in-the-loop test bench and includes the double-track simulation model, is the optimal test bench configuration for executing the test case again (see also note (5) described in the following paragraph). Then, the test case is executed again with this newly determined test bench configuration. During this execution, no element has left its validity domain. Therefore, the test case results are sufficiently valid and can be used for their intended purpose, for example, to assess the ego vehicle’s safe behavior. Hence, the method is terminated.

Note (5): If the hardware-in-the-loop test bench would not provide the double-track simulation model in the dimension of the vehicle dynamics, this test bench would not provide another sufficiently valid test bench configuration in this example. Therefore, this test bench cannot be used to execute the test case again. Then, within the next process steps, it is determined that the test bench configuration TV-TBC-1, which is provided at the test vehicle, will be used to execute the test case again.

VIII. EVALUATION OF THE REQUIREMENTS SET FOR THE CLASSIFICATION AND TEST CASE ASSIGNMENT METHOD

We created the method for classifying test benches and test bench configurations and the method for systematically assigning test cases to test bench configurations based on the requirements listed in Section II. In this section, we evaluate the fulfillment of these requirements. As already mentioned, the methods will be implemented in future work. In doing so, the requirements listed in Section II will continue to be considered.

A. CLASSIFICATION METHOD

In this subsection, we evaluate the fulfillment of the requirements on the classification method.

We derived the criteria used for classifying test benches and test bench configurations systematically based on generic functionalities that a test bench must provide to execute test cases (see evaluation of Req. C3 below). We referred to these criteria as dimensions and stages. Since these criteria are used to systematically classify test benches and test bench configurations, we consider Req. C1a to be fulfilled.

The elements provided at a specific test bench can be objectively assigned to a dimension and stage. However, there is still a need for research concerning the objective specification of the performance of these elements (e.g., concerning their validity domains). While developing the classification method, we considered that the performance of the elements provided at a test bench can be objectively specified in the future. We will continue to consider this requirement as soon as it is possible to specify the performance of the elements objectively. By coupling elements provided at a test bench to create one or more test bench configurations, it will also be possible to describe the performance of these test bench configurations. Therefore, we consider Req. C1b to be partly fulfilled.
We developed the classification method in such a way that the elements provided at a specific test bench can be assigned to the corresponding dimensions and stages. Thus, these elements can be considered in the classification of test benches and test bench configurations, even though there is still a need for research to objectively describe the performance of these elements in detail (e.g., concerning their validity domains). Therefore, we consider Req. C2 to be fulfilled.

To systematically derive the criteria used for the classification, we investigated how an automated vehicle interacts with a driver or a user and its environment during the execution of a test case. Based on this investigation, we systematically derived these criteria (i.e., the dimensions and stages). For this reason, we consider Req. C3 to be fulfilled.

According to discussions with researchers in the field and the feedback we received, the proposed classification method is as simple and easily understandable as possible. However, we cannot conclusively evaluate whether this requirement is sufficiently fulfilled for other engineers without extensive feedback from the community. Therefore, we consider Req. C4 to be fulfilled to the degree to which we can evaluate it without extensive feedback from the community.

While developing the classification method, we paid particular attention to the fact that the method can be automated. However, since the method is not yet automated, we cannot make any reliable statement about the fulfillment of this requirement (Req. C5). Therefore, we will consider this requirement in our future work.

We paid particular attention to the fact that the classification results are machine-readable as we developed the classification method. However, since the method is not yet automated, we cannot make any reliable statement about the fulfillment of this requirement (Req. C6). Therefore, we will consider this requirement in our future work.

We proposed visualizing the classification results using radar charts. According to the research we discussed with and the feedback we received, this form of visualizing the classification results is intuitive. However, we cannot conclusively evaluate whether this requirement is sufficiently fulfilled for other engineers without extensive feedback from the community. Therefore, we consider Req. C7 to be fulfilled to the degree to which we can evaluate it without extensive feedback from the community.

As described above, we cannot conclusively evaluate the fulfillment of some requirements we have identified without feedback from the community. Therefore, we welcome any feedback from the community on the proposed classification method.

B. TEST CASE ASSIGNMENT METHOD

In this subsection, we evaluate the fulfillment of the requirements on the test case assignment method.

The proposed test case assignment method is based on a process we developed. We described this process and visualized it schematically for a quick overview. By applying this process, test cases can be systematically assigned to test bench configurations. Therefore, we consider Req. A1a to be fulfilled.

The assignment itself necessitates the described input artifacts. Test cases can be objectively assigned to test bench configurations if the input artifact data are objective. As mentioned above, there is still a need for research in this regard. At the moment, we cannot make any reliable statement about the fulfillment of this requirement (Req. A1b). Therefore, we will consider this requirement in our future work.

While developing the test case assignment method, we paid particular attention to the fact that it is possible to generate sufficiently valid test case results. For this purpose, it is verified after executing the test case whether the generated test case results (and the used test bench configuration) are sufficiently valid. If the test case results are not sufficiently valid, there is a feedback loop for selecting a new test bench configuration so that the test case can be executed again with this configuration. However, the actual generation of sufficiently valid test case results depends on the metrics used to determine and evaluate the validity domain of the test bench configuration used to execute the test case. In turn, this validity domain, depends, for example, on the validity domains of the elements it contains. Currently, metrics that can be used for this determination and evaluation do not exist for all possible (types of) simulation models and emulated elements. The development of these metrics is not part of this publication. However, the proposed test case assignment method considers generating sufficiently valid test case results, but the results themselves do not depend on the method. Therefore, we consider Req. A2a to be fulfilled.

The most efficient test bench configuration can be selected based on cost values that are determined for each sufficiently valid test bench configuration in applying the test case assignment method. However, the calculation of the cost values depends on the respective evaluation criteria and their weighting parameters. Therefore, someone who applies the test case assignment method can determine the criteria that are important to him or her. Based on these cost values, the most efficient test bench configuration is then selected. Since the method allows efficient generation of sufficiently valid test case results, we consider Req. A2b to be fulfilled.

According to discussions with researchers in the field and the feedback we received, the proposed test case assignment method is as simple and easily understandable as possible. However, we cannot conclusively evaluate whether this requirement is sufficiently fulfilled for other engineers without extensive feedback from the community. Therefore, we consider Req. A3 to be fulfilled to the degree to which we can evaluate it without extensive feedback from the community.

While developing the test case assignment method, we paid particular attention to the fact that the method can be automated. However, since the method is not yet automated, we cannot make any reliable statement about the fulfillment of this requirement (Req. A4). Therefore, we will consider
this requirement in our future work.

As already mentioned, there is still a need for research on some input artifacts of the proposed test case assignment method to fully automate this method. This research is not part of this publication. Therefore, we paid particular attention to the fact that the test case assignment method can be applied with expert knowledge. Additionally, by applying expert knowledge, we demonstrated the test case assignment method with an example. Therefore, we consider Req. A5 to be fulfilled.

As described above, we cannot conclusively evaluate the fulfillment of some requirements we have identified without feedback from the community. Therefore, we welcome any feedback from the community on the proposed test case assignment method.

IX. CONCLUSION AND OUTLOOK

In this publication, we presented a method for classifying test benches and test bench configurations. Based on this classification method, we presented a method for systematically assigning test cases to test bench configurations to generate sufficiently valid test case results. The classification method is based on generic functionalities that a test bench must provide to execute test cases. To derive these functionalities systematically, we investigated how an automated vehicle interacts with a driver or a user and its environment during the execution of a test case. Furthermore, we proposed a description of each functionality. At a specific test bench, each functionality is implemented by one or more elements, which can be real, emulated, or simulated. We have also proposed a description of these three stages. To visualize the classification results, we proposed using radar charts, where every dimension represents a specific functionality that can be real, emulated, or simulated. To evaluate the classification method, we provided various examples of classified test benches and test bench configurations.

Based on the proposed classification method, we presented a method for systematically assigning test cases to test bench configurations, which allows for the effective and efficient generation of sufficiently valid test case results. The proposed assignment method consists of a multistep process that supports, for example, someone who needs to assign test cases to different test benches or execute test cases with sufficient validity, such as a test engineer. We described all the process steps, their necessary input artifacts, and their output artifacts. This process forms the basis for an implementation, which will allow for the effective, efficient, and automated execution of extensive test case catalogs. To illustrate the proposed test case assignment method, we systematically assigned a test case to a test bench configuration according to the proposed method as an example.

Additionally, we highlighted some of the current limitations in using simulation models and emulated elements for test case execution. Further research on the following research questions is required to implement and automate the proposed test case assignment method in a sufficiently objective manner. Explanations regarding these questions are provided in Section VI.

- The first identified open research question is how to (automatically and objectively) determine and evaluate the validity domain of simulation models and emulated elements.
- The second identified open research question is how to (automatically and objectively) determine and evaluate (in advance) the influence of coupling multiple elements on the validity of the test bench configuration to which these coupled elements belong.
- The third identified related open research question is how to (automatically and objectively) determine and evaluate the validity domain of coupled elements and the test bench configuration to which these coupled elements belong.
- The fourth identified open research question is how to (automatically and objectively) determine the required validity domains to execute a given test case based on analyzing its expected course.

Further research on these questions is required to implement and automate the proposed test case assignment method in a sufficiently objective manner, which will allow the automated execution of extensive test case catalogs. Meanwhile, the proposed assignment method needs to be supported by expert knowledge. However, the current need for expert support does not conflict with the proposed assignment method. Rather, it indicates the need for further research to allow the effective, efficient, and automated execution of extensive test case catalogs.

We continue our activities, for example, in the SET Level research project [11] – a project of the PEGASUS family [10] – that is funded by the German Federal Ministry for Economic Affairs and Energy.

Regarding the proposed methods, we welcome any feedback from the community.

APPENDIX A NOTE ON THE EQUATIONS PROVIDED BY SCHULDT

As already mentioned in Section III, there are inconsistencies in the equations Schuldt [6] provided. In this section, we explain these inconsistencies.

As an example of an evaluation function, the overall cost value $G$ is the sum of the weighted cost values [see Eqs. (5) and (6)]. $\alpha_n$ is the weighting factor for evaluation criterion $n$ (e.g., the time use or operating cost), and $k_{ijn}$ is the cost value of dimension $j$ (e.g., the test object or vehicle dynamics) at stage $i$ ($1 =$ simulated, $2 = $ emulated, $3 = $ real) for evaluation criterion $n$. Schuldt [6] did not describe how to determine these cost values. Moreover, Schuldt [6] did not explain the meanings of $N$ and $J$, so we have two comprehension problems with Eqs. (5) and (6). If $N$ represents the number of evaluation criteria and $J$ the number of dimensions, as we assume, $n$ should either start at 1 or go up to $N − 1$, and $j$ should either start at 1 or go up to $J − 1$. However, there is a second problem...
with using n and j in the equations. In the equations, n and j represent numbers. In the text, however, n and j represent the evaluation criteria and dimensions in textual form. Therefore, in our opinion, n and j should be replaced with other symbols, and additionally, there must be an assignment of the numbers to the respective evaluation criteria and dimensions.

\[
G = \sum_{n=0}^{N} a_n \cdot \left( \sum_{j=0}^{N} b_{ijn} \right)
\]

\[
\sum_{n=0}^{N} a_n = 1
\]
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