Intelligent Control Based on a Neural Network for Aircraft Landing Gear with a Magnetorheological Damper in Different Landing Scenarios
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Abstract: A typical oleo-pneumatic shock-absorbing strut (classic traditional passive damper) in aircraft landing gear has a metering pin extending through the orifice, which can vary the orifice area with the compression and extension of the damper strut. Because the metering pin is designed in a single landing condition, the traditional passive damper cannot adjust its damping force in multiple landing conditions. Magnetorheological (MR) dampers have been receiving significant attention as an alternative to traditional passive dampers. An MR damper, which is a typical semi-active suspension system, can control the damping force created by MR fluid under the magnetic field. Thus, it can be controlled by electric current. This paper adopts a neural network controller trained by two different methods, which are genetic algorithm and policy gradient estimation, for aircraft landing gear with an MR damper that considers different landing scenarios. The controller learns from a large number of trials, and accordingly, the main advantage is that it runs autonomously without requiring system knowledge. Moreover, comparative numerical simulations are executed with a passive damper and adaptive hybrid controller under various aircraft masses and sink speeds for verifying the effectiveness of the proposed controller. The main simulation results show that the proposed controller exhibits comparable performance to the adaptive hybrid controller without any needs for the online estimation of landing conditions.
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1. Introduction

Magnetorheological (MR) dampers have been studied in a wide range of industrial fields to effectively control and reduce unwanted vibrations [1]. However, the application of an MR damper as a replacement for a traditional oleo-strut (i.e., oleo-pneumatic damper) is very uncommon in aircraft landing gears [2]. The traditional oleo-strut, which has an orifice area that varies according to the movement of the metering pin, limits the efficiency of the damper, especially for conditions other than where it is designed, because only a slight change in the viscous damping force can be made. A landing gear equipped with an MR damper, which is the most plausible replacement for the oleo-strut, has such advantages as quick response times, reduced weight, and lower costs [3,4]. To make use of it effectively, a controller must be designed to determine the optimal electric current to be applied to the MR damper [5]. However, an MR damper is a complex system that usually exhibits nonlinear characteristics [6]. Thus, the development of a controller for an MR damper is a challenging problem.

Thus far, many control algorithms have been investigated through experiments or theoretical studies. Byung-Hyuk Kang et al. [7] designed and applied the sky-ground hook controller for a
landing gear with an MR damper to maximize the landing efficiency of the drop simulation. X.M. Dong and G.W. Xiong [8] developed a controller based on human simulated intelligent control to improve the landing gear’s performance in different landing scenarios. Ajinkya A. Gharapurkar [9] applied a robust semi-active control for aircraft landing gear systems with MR dampers based on the linear quadratic regulator (LQR) and $H_\infty$. Fu Li et al. [10] examined a buffer control algorithm based on model predictive control. Young-Tai Choi et al. [11] developed a design analysis and control of adaptive MR landing gear dampers to enable adaptive shock mitigation in a lightweight helicopter. Ji-Young Yoon et al. [12] designed a new control logic to improve the performance of an aircraft landing gear with an MR damper at touchdown. In all previous studies, understanding the behavior of the MR damper has been very important because this behavior has a significant impact on the effectiveness of the controller.

Machine learning, a hot topic nowadays, has been developed for many years and used in various industrial applications [13]. Machine learning has proved its ability to control a system without the knowledge of that system (e.g., self-learning cars [14] and robotics [15,16]). However, applications for landing gear are relatively rare. Shixing Zhu et al. [17] applied a back-propagation neural network to adjust three parameters of the PID controller for landing gear. Geoffrey Holmes et al. [18] used machine learning algorithms to predict the landing gear loads during touchdown based on drop test experimental data. However, as of yet, there are no studies that have directly applied machine learning to control landing gear with MR dampers.

In our previous work [19,20], a classical controller based on adaptive sliding mode control was applied to improve the landing gear robustness and adaptiveness under parametric uncertainties. The controller estimates landing conditions in real time and then adjusts its parameters according to the estimated landing conditions. Moreover, controller robustness is enhanced by adding a sliding mode control algorithm to manage small variable disturbances. The most crucial factor in the efficiency of this method is the correctness of the landing gear model used in the controller. The controller may not be useful if the model is unable to closely follow the real dynamics of an MR damper.

To overcome this pitfall, the present paper adopts an intelligent controller based on a neural network trained using two methods, which are a genetic algorithm, called GA-NN, and policy gradient estimation, called PGE-NN, for aircraft landing gear with an MR damper in differing landing scenarios. The controller is developed through a number of trials. Thus, the main advantage of the controller is that it operates autonomously without requiring system knowledge. In addition, the controller can be readily upgraded by increasing the number of neurons or the number of layers to adapt to a wider range of landing conditions with an extended training set.

2. Landing Gear System

The basic design and concept of the MR damper used in this study were described in previous works [19–21]. This paper gives a brief summary of the design and concept. Figure 1 shows the structure of MR damper and the concept of a landing gear system equipped with an MR damper. In this system, two sensors are used, which are a position sensor and an accelerometer. The control algorithm computes the required electric current basing on the input sensor signals. This electric current is then applied to the MR damper to generate MR damping force. The damping force $F_d$, which is a combination of pneumatic force $F_a$, viscous force $F_v$, and MR force $F_{MR}$, can be given by:
The expressions for the three forces are listed as below:

\[ F_a = \left( p_0 \left( \frac{V_0}{V_0 - A_p} \right)^n - p_{ATM} \right) A_p \]  \hspace{1cm} (2)

\[ F_v = C \dot{s} \]  \hspace{1cm} (3)

\[ F_{MR} = u \text{ sign}(\dot{s}) \]  \hspace{1cm} (4)

To describe the dynamical behavior of the landing gear system, the two degree of freedom equations of motion are given as:

\[ m_1 \ddot{z}_1 = m_1 g - F_d \]  \hspace{1cm} (5)

\[ m_2 \ddot{z}_2 = m_2 g + F_d - F_f \]  \hspace{1cm} (6)

\[ z_1(t = 0) = z_2(t = 0) = 0, \dot{z}_1(t = 0) = \dot{z}_2(t = 0) = v \]  \hspace{1cm} (7)

where \( z_1 \) and \( z_2 \) are the displacement of the sprung mass and unsprung mass, respectively; \( \dot{s} = z_1 - z_2 \) is a stroke of damper, and tire force \( F_f \) is given by:

\[ F_f = k_f z_2^2 \]  \hspace{1cm} (8)

All of the landing gear parameter values, which are used in this paper, are given in Table 1. All parameters are referenced from [19–21].

| Symbol   | QUANTITY                     | Value       | Unit       |
|----------|------------------------------|-------------|------------|
| \( A_p \) | cross-area of head piston    | 2.5 × 10^{-3} | m²         |
| \( b \)   | tire force index            | 1.13        |            |
| \( C \)   | viscous damping coefficient | 6.58        | kNs/m      |
| \( g \)   | gravitational acceleration   | 9.81        | m/s²       |
| \( m_1 \) | sprung mass (aircraft mass) | 560–680     | kg         |
| \( m_2 \) | un-sprung mass              | 18          | kg         |
| \( n \)   | polytropic process index    | 1.3         |            |
| \( p_0 \) | initial air chamber charging pressure | 810 | kPa       |
| \( p_{ATM} \) | atmospheric pressure | 101.3       | kPa        |

Figure 1. Landing gear system concept.
3. Control Target

In this paper, an aircraft touch-down dynamic in landing is considered in order to assess landing gear performance. Accordingly, the process starts from the initial contact with the ground to the final equilibrium state. The key performance metric of the landing gear is the energy absorption ability of the damper through the entire period of impact absorption, which is called the total energy absorber efficiency $\eta$ [19,21–23]. This value is described as the ratio between the total amount of energy absorbed and the product of the maximum force value $F_{\text{max}}$ and the maximum stroke reached $s_{\text{max}}$, which is given by:

$$\eta = \frac{\int_{s_0}^{s_{\text{final}}} F_\text{d} s}{s_{\text{max}} F_{\text{max}}}$$

Figure 2 shows a shock absorber’s load–stroke curve of a typical landing gear system. The kinetic energy of an aircraft in landing is absorbed during only the compression stroke. From Equation (6), the tire force approximately equals to the damping force due to small un-sprung mass and thus the load–stroke curve roughly represents the behavior of the tire force during touch down. Due to aircraft safety, the tire must contact the ground, which means the tire force should always be positive. The passive damping coefficient $C$ in Equation (3) is designed so that the tire force in the extension stroke is kept positive. However, if additional MR damping force is applied during the extension stroke, which generates negative damping (see Equation (4)), the tire force can be negative, and results in rebound of the tire and the landing gear from the ground. Therefore, it is highly desirable to make the MR controller active during only the compression stroke. Then, the semi-active condition in Equation (4) is turned into:

$$F_{\text{str}} = u \text{ hardlim}(\dot{s})$$

$$\text{hardlim}(x) = \begin{cases} 0 & x \leq 0 \\ 1 & x > 0 \end{cases}$$

The total energy absorber efficiency may change due to the variation of the energy absorption during touchdown in differing landing scenarios. The efficiency can be high in a certain landing scenario but low in another landing condition. Thus, the controller needs to be developed to maximize efficiency in differing landing conditions.

![Figure 2. Load–stroke curve.](image-url)
Aircraft mass \(m\) and sink speed \(v\) are the two main factors that significantly affect potential and kinematic energy during touchdown. In this paper, twelve combinations from the two factors are chosen to train and test the neural network, as shown in Table 2. The control target is to maximize the total energy absorber efficiency for every single landing case and also minimize the difference between them. Thus, the control target is the maximization of the cost function, which is given by:

\[
J = E(\eta) + w \Delta \eta
\]

where

\[
\begin{align*}
E(\eta) &= \frac{1}{12} \sum_{i=1}^{12} \eta_i, \\
\Delta \eta &= \frac{1}{12} \sum_{i=1}^{12} |\eta_i - E(\eta)|
\end{align*}
\]

and \(w = -1\) is the scalar value.

**Table 2. Efficiency symbols in the differing landing scenarios.**

| Aircraft Mass(kg) | 560 | 600 | 640 | 680 |
|------------------|-----|-----|-----|-----|
| Sink speed (m/s) | \(\eta_1\) | \(\eta_2\) | \(\eta_3\) | \(\eta_4\) |
| \(\eta_5\) | \(\eta_6\) | \(\eta_7\) | \(\eta_8\) |
| \(\eta_9\) | \(\eta_{10}\) | \(\eta_{11}\) | \(\eta_{12}\) |

4. Intelligent Controller Design

4.1. Neural Network Structure

Figure 3 depicts the architecture of the neural network used in this research. The neural network structure is a perceptron with three layers, which are an input layer, a hidden layer, and an output layer. The input layer has four inputs—stroke, aircraft acceleration, stroke velocity, and sink speed—where the former two come from the position sensor and accelerometer (Figure 1), and the latter two are derived from the sensor data. The hidden layer has \(n\) neurons, each of which constitutes an output vector \((4 \times 1)\). Thus, the hidden layer can be characterized by a weight matrix \(W_1 (4 \times 1)\) and a bias vector \(b_1 (1 \times n)\). The output layer only involves the electric current that will be applied to the MR damper. Thus, the output layer can be represented by a weight vector \(W_2 (n \times 1)\) and a scalar number \(b_2\). The relationship between the output and input is given by:

\[
Output = f_2 (f_1 (W_1 \times \text{input} + b_1) W_2 + b_2)
\]

where \(f_1\) and \(f_2\) are activation functions [13], which can be described by:
The training problem of the neural network is to determine the unknown parameters, which are $W_1, W_2, b_1, b_2,$ and $n$, so that the cost function in Equation (11) is maximized. If an optimal electric current for this control target is known, supervised learning using the backpropagation algorithm [24] can be applied to solve this problem. However, the optimal electric current is also an unknown target. Thus, the training problem is solved by search methods using a genetic algorithm [13] or policy gradient estimation [25]. Figure 4 describes the learning process of landing gear equipped with an MR damper. It can be seen that the landing gear equipped with an MR damper in the touchdown phase is assumed to be an environment; the neural network controller is an agent that perceives its environment through sensors and acts upon that environment by applying the electric current on the MR damper. This agent uses a search method to choose the right actions to achieve the goal, i.e., maximizing the control target, and is accordingly called a goal-based agent [26].

$$f_1(x) = \frac{e^{-x} - e^{-1}}{e^{-1} + e^{-x}}$$

$$f_2(x) = \begin{cases} 
  0 & \text{if } x < 0 \\
  x & \text{if } 0 \leq x \leq 1 \\
  1 & \text{if } x > 1
\end{cases}$$

(14)

4.2. Genetic Algorithm

The genetic algorithm is an evolutionary computing algorithm inspired by the principle of evolution [13]. Figure 5 depicts the procedure in this paper that the genetic algorithm follows. From the beginning, all strings in the first generation are randomly generated in a sample space $[-1, 1]^p$, where $p$ is the number of the parameters, using a uniform distribution. The number of strings in the population must be large enough to ensure the algorithm convergence. Thus, this paper uses a population size of 300 strings after some preliminary studies. The main loop includes three steps. First, all strings in the population are subsequently simulated with the landing gear model. Next, the fitness of each string is calculated following Equation (11). The top ten strings, which claim the highest fitness values, are subsequently chosen as potential parents. Then, these parents are compared with the parents in the previous generation to choose the best 10 parents for creating the next generation. The next generation involves 100 new strings, which are also randomly generated using a uniform distribution, and 200 strings, which have evolved from the best parents, as can be seen in Figure 6. Both crossover and mutation are used in the evolution from the parent strings.
4.3. Policy Gradient Estimation

The policy gradient estimation (or stochastic gradient estimation) is a famous method in the framework of reinforcement learning [25]. Figure 7 depicts the policy gradient estimation algorithm.
From the beginning, the starting point $P_1$ is a zero vector, indicating that all parameters in the neural network are zeros. In the $j$th iteration, $m$ random directions $D_{ji}$ are generated in a small subspace $[-0.4, 0.4]^p$. The number of directions $m$ is chosen to be sufficiently large to approximate the fitness evaluation as a Gaussian distribution. Thus, this paper uses $m = 100$ after some preliminary studies. Additionally, the policy samples $S_{ji}$ are then calculated by:

$$S_{ji} = \text{sat}(P_j + D_{ji})$$

(15)

Since the policy sample must be in the sample space $[-1, 1]^p$, each element of the vector argument in the $\text{sat}$ function is truncated. Each policy sample is then evaluated with the landing gear simulation. Next, the gradient $\Delta G_j$ is defined as the average of the random directions [27], which is given by:

$$\Delta G_j = \frac{\alpha}{m} \sum_{j=1}^{m} J_{ji} D_{ji}$$

(16)

where $\alpha$ is the learning rate, which decides the length of the gradient. If the learning rate is high, the algorithm is difficult to converge, and, if the learning rate is small, the algorithm converges with a high cost of calculation. Calculating the optimal learning rate is very difficult in an unknown system. For simplicity, the learning rate $\alpha = 2$ is used after some preliminary studies. The algorithm will continue with the next starting point $P_{j+1}$:

$$P_{j+1} = P_j + \Delta G_j$$

(17)

5. Results and Discussion

Figure 8 shows the simulation results of GA-NN with different neurons from 10 to 40 with step 10. As can be seen, the highest maximum fitness evaluation is approximately 0.94 with 30 neurons. Thus, the number of neurons is set to be 30 in the rest of this study. Figure 9 shows the simulation results of PGE-NN with the optimal number of neurons. It can be seen that PGE-NN also converges at 0.94. This indicates that the two methods produce similar results. Table 3 shows the execution time of GA-NN and PGE-NN. All simulations are executed by using MATLAB version 2016b. The
computer has an Intel Core i7-7700 processor. It can be seen that the computation time of GA-NN takes approximately three times longer than that of PGE-NN to converge. Thus, the PGE-NN has an advantage in reducing the computation time.

![Figure 8. Simulation results of GA-NN with different neurons.](image1)

![Figure 9. Simulation results of PGE-NN with 30 neurons.](image2)

**Table 3.** Comparison of the execution time between GA-NN and PGE-NN with 30 neurons.

| Parameter | Total Loops for Convergence | Number Simulation per Loop | Execution Time per Simulations (second) | Total Execution Time (hour) |
|-----------|-----------------------------|----------------------------|----------------------------------------|----------------------------|
| GA-NN     | 10                          | 300                        | 13.6                                   | 11.3                       |
| PGE-NN    | 11                          | 100                        | 12.9                                   | 3.9                        |

Numerical simulations using different control methods are performed for verifying the effectiveness of the controller. A passive damper and an adaptive hybrid controller are tested for comparison to the proposed intelligent controller. The adaptive hybrid controller is taken from the previous work [19]. The adaptive hybrid controller is the combination of a skyhook controller and a force controller. In the skyhook controller, the skyhook gain is calculated separately in every single landing scenario. Additionally, the controller then autonomously adjusts the skyhook gain according to the estimated aircraft mass and sink speed by using a lookup table technique. In the force controller, the damping force is estimated based on the mathematical model and then maintained during the first compression stroke. Generally, the adaptive hybrid controller needs to determine the unknown parameters, which are aircraft mass, skyhook gain, and damping force, in different landing conditions. Because the system is assumed to be known exactly, the number of numerical simulations to determine the unknown parameters is less than 100. Thus, the execution time of the adaptive
Appl. Sci. 2020, 10, 5962

hybrid controller is dramatically smaller than the training time of the neural network. However, the most crucial factor in the efficiency of this method is the correctness of the landing gear model used in the controller.

Table 4 and Figure 10 show the performance of the damper using different control methods for a heavy landing case. It can be seen that GA-NN and PGE-NN also maintain the damping force during the first compression stroke by their self-learning processes without requiring system knowledge. They produce slightly higher total energy absorber efficiencies than the adaptive hybrid controller. They also have smaller maximum strokes during landing, and they bring the system into an equilibrium state faster than the other controllers. However, they use a higher electric current than the adaptive hybrid controller. Thus, GA-NN and PGE-NN exhibit slightly greater acceleration in magnitude and also slightly higher damping force than that of the adaptive hybrid control. Generally, GA-NN and PGE-NN achieve marginally better performance than that of the adaptive hybrid controller.

Table 4. Efficiency of the landing gear using the passive damper, adaptive hybrid control, GA-NN, and PGE-NN in the case of $m_1 = 680$ kg and $v = 3$ m/s.

|                     | Maximum of Stroke $s_{max}$ (m) | Maximum of Damping Force $F_{max}$ (kN) | Total Energy Absorber Efficiency $\eta$ (%) |
|---------------------|---------------------------------|----------------------------------------|------------------------------------------|
| Passive Damper      | 0.221                           | 24.2                                   | 80.4                                     |
| Adaptive Hybrid Control | 0.210                       | 21.8                                   | 94.0                                     |
| GA-NN               | 0.197                           | 22.9                                   | 94.6                                     |
| PGE-NN              | 0.194                           | 22.8                                   | 94.9                                     |

Figure 10. Comparative simulation results of the passive damper, adaptive hybrid controller, GA-NN, and PGE-NN control at $m_1 = 680$ kg, $v = 3$ m/s.
Table 5 shows the landing gear’s performance using the passive damper and the adaptive hybrid control in fifteen landing cases, which are the twelve standard cases in Table 2 and three randomly generated ones. It can be seen that the adaptive hybrid control exhibits better performance than the passive damper. It produces higher total energy absorber efficiency, smaller maximum damping force, and also smaller maximum stroke. To achieve that result, there requires an accurate model of the landing gear system. This indicates that there is no significant difference between the estimated damping force and the real one. Additionally, the aircraft mass should also be estimated accurately before aircraft touchdown. Thus, the controller may not be useful if the model is unable to closely follow the real dynamics of an MR damper.

Table 6 describes the performance of the landing gear using GA-NN and PGE-NN in different landing conditions. It can be seen that GA-NN and PGE-NN exhibit similar levels of performance. In the twelve trained landing cases, the total energy absorber efficiency is very high, ranging from 94% to 97%. In particular, it should be noted that the proposed controller does not need the online estimation of landing conditions. In order to verify the generalization ability of the proposed controller, simulations in the three random landing cases are executed, which are out of data training. It can be seen that the proposed controller also exhibits comparable performance in the random cases. This indicates that the proposed controller is not overfitted.

Compared to the adaptive hybrid controller, the proposed controller produces a slightly higher maximum damping force; however, it achieves a marginally smaller maximum stroke. Thus, there is a small difference in total energy absorber efficiency between the proposed controller and the adaptive hybrid controller. Thus, the proposed controller exhibits similar adaptability to that of the adaptive hybrid controller in various landing conditions. Generally, the proposed controller exhibits comparable performance to the adaptive hybrid controller without any need for the online estimation of landing conditions and for explicit system knowledge.

Table 5. Damper performance using the passive damping and adaptive hybrid control in differing landing cases.

| m_1 (kg) | v (m/s) | ΔF (kN) | Δs (m) | η (%) | F_{max} (kN) | s_{max} (m) | η (%) |
|----------|---------|---------|--------|-------|-------------|------------|-------|
| 560 kg   | 2       | 14.3    | 0.177  | 79.4  | 14.3        | 0.146      | 96.5  |
| 600 kg   | 2.5     | 16.9    | 0.193  | 81.1  | 16.9        | 0.164      | 95.8  |
| 640 kg   | 3       | 19.7    | 0.207  | 84.9  | 19.7        | 0.186      | 94.6  |
| 575 kg (Random Case 1) | 2.25 m/s | 15.7    | 0.188  | 80.6  | 15.7        | 0.158      | 96.0  |
| 625 kg (Random Case 2) | 2.75 m/s | 18.9    | 0.210  | 87.3  | 19.9        | 0.178      | 96.9  |
| 654 kg (Random Case 3) | 3 m/s    | 24.2    | 0.221  | 84.7  | 21.8        | 0.210      | 94.0  |

Table 6. Performance of the landing gear using GA-NN and PGE-NN in different landing conditions.

| m_1 (kg) | v (m/s) | ΔF (kN) | Δs (m) | η (%) | F_{max} (kN) | s_{max} (m) | η (%) |
|----------|---------|---------|--------|-------|-------------|------------|-------|
| 600 kg   | 2       | 14.5    | 0.186  | 80.9  | 15.3        | 0.146      | 95.3  |
| 640 kg   | 2.5     | 17.2    | 0.200  | 83.3  | 18.2        | 0.160      | 98.8  |
| 680 kg   | 3       | 20.0    | 0.212  | 87.9  | 21.2        | 0.181      | 97.4  |
| 625 kg (Random Case 2) | 2.75 m/s | 18.6    | 0.212  | 84.7  | 18.8        | 0.189      | 94.1  |
| 654 kg (Random Case 3) | 3 m/s    | 24.2    | 0.221  | 84.7  | 21.8        | 0.210      | 94.0  |

Table 5. Damper performance using the passive damping and adaptive hybrid control in differing landing cases.
Table 6. Damper performance of the damper using GA-NN and PGE-NN in differing landing cases.

|                | GA-NN | PGE-NN |
|----------------|-------|--------|
|                | \(F_{\text{max}} \, \text{(kN)}\) | \(s_{\text{max}} \, \text{(m)}\) | \(\eta \, \%\) | \(F_{\text{max}} \, \text{(kN)}\) | \(s_{\text{max}} \, \text{(m)}\) | \(\eta \, \%\) |
| \(m_1 = 560 \, \text{kg}\) | | | | | | |
| \(v = 2 \, \text{m/s}\) | 14.8 | 0.144 | 94.4 | 14.7 | 0.144 | 94.7 |
| \(v = 2.5 \, \text{m/s}\) | 17.7 | 0.157 | 95.6 | 17.6 | 0.157 | 95.5 |
| \(v = 3 \, \text{m/s}\) | 20.6 | 0.177 | 94.0 | 20.6 | 0.177 | 94.8 |
| \(m_1 = 600 \, \text{kg}\) | | | | | | |
| \(v = 2 \, \text{m/s}\) | 15.5 | 0.150 | 94.4 | 15.3 | 0.150 | 95.4 |
| \(v = 2.5 \, \text{m/s}\) | 18.1 | 0.164 | 96.8 | 18.1 | 0.164 | 97.3 |
| \(v = 3 \, \text{m/s}\) | 21.1 | 0.184 | 95.5 | 21.0 | 0.183 | 96.9 |
| \(m_1 = 640 \, \text{kg}\) | | | | | | |
| \(v = 2 \, \text{m/s}\) | 16.2 | 0.155 | 94.2 | 16.1 | 0.155 | 94.8 |
| \(v = 2.5 \, \text{m/s}\) | 18.9 | 0.171 | 95.8 | 18.8 | 0.169 | 97.3 |
| \(v = 3 \, \text{m/s}\) | 21.7 | 0.191 | 96.1 | 21.7 | 0.189 | 97.6 |
| \(m_1 = 680 \, \text{kg}\) | | | | | | |
| \(v = 2 \, \text{m/s}\) | 16.9 | 0.160 | 94.6 | 16.8 | 0.160 | 95.0 |
| \(v = 2.5 \, \text{m/s}\) | 19.7 | 0.178 | 94.9 | 19.6 | 0.175 | 95.0 |
| \(v = 3 \, \text{m/s}\) | 22.9 | 0.197 | 94.6 | 22.8 | 0.194 | 94.9 |
| \(m_1 = 575 \, \text{kg} \, \text{(Random Case 1)}\) | | | | | | |
| \(v = 2.25 \, \text{m/s}\) | 16.4 | 0.149 | 97.8 | 16.1 | 0.152 | 97.2 |
| \(m_2 = 625 \, \text{kg} \, \text{(Random Case 2)}\) | | | | | | |
| \(v = 2.75 \, \text{m/s}\) | 20.0 | 0.179 | 96.1 | 19.6 | 0.182 | 96.3 |
| \(m_3 = 654 \, \text{kg} \, \text{(Random Case 3)}\) | | | | | | |
| \(v = 2.35 \, \text{m/s}\) | 18.4 | 0.167 | 95.8 | 18.2 | 0.182 | 95.8 |

6. Conclusions

This research has investigated intelligent techniques based on a neural network controller for aircraft landing gear equipped with a magnetorheological damper in differing landing scenarios. In this research, two algorithms, which are the genetic algorithm and policy gradient estimation, were applied to determine the optimal parameters in the neural network controller. The controller learned from a large number of trials. Thus, the main advantage of this method is that it runs autonomously without requiring system knowledge. Both the genetic algorithm and policy gradient estimation have produced similar results. Compared to the one of the best existing controllers, i.e., the adaptive hybrid controller, both the genetic algorithm-neural network and policy gradient estimation-neural network controllers delivered similar levels of performance to that of the adaptive hybrid control in different landing scenarios without requiring the landing condition estimation or the system knowledge. In future studies, the effectiveness of the proposed controller will be verified with experimental data from landing gear drop tests.
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