Examining the effectiveness of brief interventions to strengthen a positive implicit relation between women and STEM across two timepoints
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Abstract
The current study assessed the impact of three brief interventions aimed at influencing implicit gender bias in Science, Technology, Engineering and Math (STEM) fields. The reduction of this bias is a key consideration as it remains a major barrier to gender equality in STEM. The interventions (psychoeducation, exposure to positive counter-stereotypical exemplars and perspective-taking) were compared to a control group at two timepoints. Gender-STEM bias was assessed at the implicit level (via the Implicit Relational Assessment Procedure; IRAP) and the explicit level (via rating scales). Two hundred and ten adults (58.1% women) completed one of the four study conditions. Results indicated that implicit gender-STEM bias is malleable, at least in the short term. At Time 1, intervention groups showed higher levels of implicit pro-Women-STEM bias and lower levels of pro-Men-STEM bias than the Control group. Psychoeducation appeared most effective, followed by exposure to positive counter-stereotypical exemplars. Results from Time 2 presented a more complex picture of implicit bias change, as the control group exhibited an increased pro-Women-STEM bias that was unexpected. The implications of these findings are discussed in relation to refining the interventions, the malleability of gender-STEM bias and the measurement of implicit bias across contexts.
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1 Introduction

The underrepresentation of women in Science, Technology, Engineering and Math (STEM) fields continues to be a global concern (Sánchez de Madariaga et al. 2012; Schwab et al. 2016; UNESCO 2017). Research has identified gender stereotypes along with gender bias (often implicit) to be one of the main barriers for women in STEM (National Academy of Sciences 2006; see Carnes et al. 2012; Master and Meltzoff 2016; Sánchez de Madariaga et al. 2012). Implicit bias associating men with STEM and women with the Arts has been found across at least 66 nations (Miller et al. 2015). Master and Meltzoff (2016) suggest that two main gendered stereotypes are involved in men-STEM bias: (a) the belief that men are a better ‘fit’ for STEM subjects, with scientists often perceived as more similar to Western masculine stereotypes (e.g., Carli et al. 2016; Carnes et al. 2015; Gatta and Trigg 2001; Kaatz and Carnes 2014), and (b) the belief that men have more ‘ability’ for STEM subjects than women, with more potential for achievement in these fields (e.g., Gatta and Trigg 2001; Leslie et al. 2015; Margolis et al. 2000; Schmader et al. 2004; Spencer et al. 1999; Summers 2005). These stereotypes have been found to negatively influence STEM interest (e.g., Ehrlinger et al. 2017; Master et al. 2016), performance (Kiefer and Sekaquaptewa 2007; Smeding 2012) and sense of belonging (e.g., Cheryan et al. 2009) among women and girls. A bias in favor of men has also been found in STEM-related performance evaluations (e.g., Axelson et al. 2010; Isaac et al. 2011), letters of recommendation (e.g., Schmader et al. 2007), academic publications (e.g., Knobloch-Westerwick et al. 2013), and hiring decisions (e.g., Moss-Racusin et al. 2012; Reuben et al. 2014; though cf. Williams and Ceci 2015). Reducing implicit gender-STEM bias has the potential to positively impact on the recruitment and retention of women in STEM subjects and careers by making women succeeding in STEM as normative as men.

1.1 Malleability of implicit bias

Recent research suggests that implicit bias is malleable and can be influenced, at least in the short term, by a number of contextual factors (e.g., Rudman et al. 2001; Dasgupta and Asgari 2004; Blair et al. 2001; Todd et al. 2011). There is less research on the malleability of implicit gender stereotypes (see Lenton et al. 2009 for a meta-analysis), and fewer still focused on implicit gender-STEM bias change post-intervention (see Jackson et al. 2014). Additionally, very few studies have assessed implicit bias change at more than one timepoint (see Lai et al. 2013), which makes hypothesizing about long-term implicit bias change difficult. The current study, influenced by the extant literature, will add to the research in this area by examining three brief gender-STEM bias interventions at two timepoints. The interventions consist of psychoeducation, exposure to counter-stereotypical exemplars and perspective-taking.
1.1.1 Psychoeducation

Psychoeducation is arguably one of the most popular approaches aimed at reducing bias including formats such as diversity training (e.g., Jackson et al. 2014), bias literacy workshops (e.g., Carnes et al. 2012) and video-based interventions (e.g., Moss-Racusin et al. 2018). It typically involves lessening individuals’ reliance on stereotyping and better informing them of the nature of bias itself in order to both normalize and counter such modes of thinking. The effectiveness of psychoeducation interventions has rarely been evaluated however, particularly at the implicit level, and even less so specific to gender-STEM bias (Jackson et al. 2014; see Moss-Racusin et al. 2018). Psychoeducation has influenced outcomes such as awareness of bias and self-efficacy to address gender bias issues, even at follow up assessments (Carnes et al. 2015; Moss-Racusin et al. 2016). However, its influence on implicit gender bias has been mixed (Carnes et al. 2015; Moss-Racusin et al. 2016, 2018) and it is unclear how implicit gender-STEM bias assessed via more specific measures such as the Implicit Association Test (IAT; Greenwald et al. 1998) may have been influenced (see Moss-Racusin et al. 2018). Jackson et al. (2014) assessed implicit attitudes towards women in STEM following brief diversity training using a paper-based, personalized version of the Go/No-Go Association Task. They found positive implicit attitudes towards women in STEM increased post-intervention compared to a control group but only among men. Explicit attitudes were positive pre-intervention and did not significantly increase post-intervention. This research suggests that psychoeducation may be an effective tool when empirically led and evaluated (see Moss-Racusin et al. 2018).

The current study’s psychoeducation involved an individual reading piece to examine whether this information alone would influence implicit gender-STEM bias. It included brief descriptions of implicit bias and approaches to overcome bias, non-confrontational, inclusive language (e.g., acknowledging that we all hold biases) and evidence-based content such as information disconfirming stereotypes and highlighting gender disparities in STEM. This information was influenced by the workshops of Jackson et al. (2014) and Carnes et al. (2012) and featured some of the components Moss-Racusin et al. (2014) recommend for diversity interventions.

1.1.2 Exemplars

Counter-stereotypical exemplars have previously influenced implicit ageist bias (Cullen et al. 2009), racial attitudes (Dasgupta and Greenwald 2001) and gender stereotypes (e.g., Dasgupta and Asgari 2004). Exposure to counter-stereotypical scientist exemplars allows individuals to update their beliefs regarding who may succeed in STEM or what type of person is the norm in STEM (often considered to be white and male), potentially highlighting heterogeneous relations that may be present even within stereotypes (see Lenton et al. 2009). Specific to gender-STEM bias, exposure to exemplars has produced mixed results. For example, Ramsey et al. (2013; Study 2) found positive exemplars of women in STEM and men in the humanities increased women’s implicit STEM identification but implicit gender stereotypes were not significantly reduced (though see also Stout et al. 2011; Study 2). Explicit
identity and stereotypes remained unchanged also. Joy-Gaba and Nosek (2010) exposed participants to 8 admired female scientists but gender-academic stereotypes were not significantly reduced. However, if women were already positively associated with STEM (albeit less so than men) then a post-intervention increase in this association may have been too small to be detected, particularly on a relative measure such as the IAT (see Joy-Gaba and Nosek 2010).

There is a suggestion it may be necessary to include a negative contrast category (e.g., disliked male scientists) and make the variable of interest (e.g., gender) salient in order to influence implicit bias. However, this would have implications for the applicability of this intervention as it would be undesirable to lower the evaluation of one social group to increase that of another in pursuit of gender equality (Joy-Gaba and Nosek 2010). A negative contrast category (i.e., disliked male scientists) was not included in the current study’s exemplar-based intervention. The exemplars made gender salient by highlighting that these were female scientists who may be lesser known as their achievements were initially overlooked or underappreciated.

1.1.3 Perspective-taking

Perspective-taking involves adopting the perspective of another person by considering their psychological experiences (Todd et al. 2011) or ‘seeing’ the world through their eyes. Perspective-taking may increase empathy and prosocial behavior towards the target group (e.g., Shih et al. 2009). It can increase the overlap between the self and the ‘other’. This appears to diminish the accessibility of stereotypes and increase positive evaluations of the perspective-taking target which may then generalize to the target’s social group. This effect may occur unconsciously (Galinsky and Moskowitz 2000).

To date, this approach has been used to reduce ageist (e.g., Galinsky and Moskowitz 2000; Yee and Bailenson 2006) and implicit racial bias (e.g., Todd et al. 2011; Todd et al. 2012). It has yet to be tested on implicit gender-STEM bias specifically. As bias towards women in STEM appears to be influenced by stereotypes about both gender and STEM, the narrative perspective-taking task (e.g., write about a day in the life of a female scientist) was adopted for the current study as it has previously reduced stereotyping, potentially targeting more cognitive aspects (e.g., Galinsky and Moskowitz 2000; see Dovidio et al. 2004; Todd et al. 2011).

1.2 Implicit Relational Assessment Procedure

Most research into implicit gender-STEM bias has relied upon relative measures of implicit responding such as the IAT. These measures are limited in the level of detail they can provide, usually comparing STEM subjects relative to Arts subjects, and unable to separate out the components of the bias. For example, a change in an IAT score assessing gender-STEM bias could reflect a change in bias towards men, women, or both (see Lai et al. 2014). When assessing the effectiveness of bias interventions, a measure of implicit bias that can analytically separate the components of a particular bias (e.g., examine Men-STEM and Women-STEM relations) may,
therefore, provide an advantage by more clearly explicating the relations influenced by the intervention. The current study, therefore, utilized the Implicit Relational Assessment Procedure (IRAP; Barnes-Holmes et al. 2006) as a measure of implicit bias that can provide an individual analysis of each of the assessed relations, which has previously been employed in the domain of gender-STEM bias (Farrell et al. 2015; Farrell and McHugh 2017).

The IRAP developed as a measure from Relational Frame Theory (RFT; Hayes et al. 2001), a contemporary account of human language and cognition based on behavior-analytical principles. According to RFT, the key behavioral process underlying language and cognition is derived relational responding (see Barnes-Holmes et al. 2004 for a more detailed explanation). Both implicit and explicit biases are forms of relational responding that vary in terms of levels of derivation (i.e., how practiced they are) and complexity (Hughes et al. 2012). Implicit responses represent an individual’s initial response to stimuli that are relatively lower in terms of relational complexity and derivation (i.e., highly practiced responses). Explicit responses, on the other hand, are more elaborated and can involve relatively higher levels of complexity and derivation (i.e., they can be more novel; Hughes et al. 2012).

The IRAP requires participants to confirm or deny a particular belief by responding to the relation between a label statement (e.g., ‘Women more suited to’, ‘Men more suited to’) and a target word (e.g., ‘Science’, ‘Arts’) using the given response options (e.g., ‘True’ or ‘False’) across a number of blocks of trials. The combination of each label statement category and each target word category results in four overarching IRAP trial-types for which response biases may be assessed (e.g., Men-STEM, Men-Arts, Women-STEM, Women-Arts). Correct responding during the IRAP is governed by pre-determined rules which switch between the blocks. Half of the blocks require stereotype-consistent responding (e.g., Men more suited to STEM and women more suited to Arts) while the other half require stereotype-inconsistent responding (e.g., Women more suited to STEM and men more suited to Arts). The IRAP assesses how fluently (i.e., quickly and accurately) participants are able to relate stimuli on the basis of these pre-determined rules under time pressure. The basic premise is that if a participant’s initial brief relational response matches the response required by the current IRAP rule (e.g., responding ‘True’ to ‘Men more suited to Physics’) then responding will be quicker than when participants must respond against their initial relational response (e.g., responding ‘False’ to ‘Men more suited to Physics’). The response latency differential between stereotype-consistent and -inconsistent blocks is used to infer a person’s implicit bias towards the stimuli influenced by historical and current contextual variables (Barnes-Holmes et al. 2010). The IRAP is non-relative insofar as the fact that each of its four trial-type scores are calculated independently from the other trial-types (see Hughes et al. 2017; see Hussey et al. 2016). That is, for the trial-type relating men with STEM subjects, participants’ response times are compared when they responded with ‘True’ versus ‘False’ only and are not compared with their responses to ‘Men more suited to’ Arts subjects.

A recent IRAP study (Farrell and McHugh 2017) on implicit gender-STEM bias among STEM and non-STEM students demonstrated the finer grained analysis
provided by the IRAP. By examining the components of this bias separately, Farrell and McHugh (2017) found that in addition to exhibiting an implicit pro-Men-STEM bias (demonstrated by the other STEM and non-STEM groups), women in STEM also had a significant pro-Women-STEM bias. This may contribute to the lower Male-STEM/Female-Arts bias that women in STEM exhibit on the IAT (Nosek and Smyth 2011; Smeding 2012; Smyth and Nosek 2015). Farrell and McHugh (2017) also found that the other groups (non-STEM students and men in STEM) directionally exhibited implicit pro-Women-STEM responding, though it was very weak and non-significant. On the basis of current stereotypes, one may have expected these groups to have an anti-Women-STEM bias instead. These findings have implications for intervention research as this weak implicit positive relation between women and STEM may be amenable to influence. Rather than lessen the belief that men are suited to STEM, the aim is to strengthen a positive relation between women and STEM to make women’s suitability for STEM as normative as men’s. This may have a beneficial impact upon behavior and attitudes towards women in STEM and challenge implicit bias in this domain (Farrell and McHugh 2017).

1.3 The current study

The current study aimed to influence implicit gender-STEM bias through brief interventions. At the time of writing no published IRAP study had examined the malleability of implicit gender bias in STEM. We hypothesized that an effective implicit gender-STEM bias intervention would strengthen a pro-Women-STEM relation among participants. It was less clear how it would affect pro-Men-STEM bias, though we did not anticipate a reversal in this bias (i.e., anti-Men-STEM bias). We focused on analyzing the two STEM-focused trial-types of the IRAP (i.e., Men-STEM and Women-STEM) as they were the targets of our intervention and seem to elicit stronger relational responding, driving differential levels of gender-STEM bias (see Farrell et al. 2015; Farrell and McHugh 2017).

This study addresses limitations within the literature by: (a) using the IRAP as a measure of implicit bias to probe more specific relations between STEM and gender post-intervention; (b) assessing the impact of the interventions both implicitly and explicitly; (c) assessing levels of implicit and explicit gender-STEM bias at two timepoints—immediately post-intervention and on the following day, and (d) comparing three interventions against a control group to determine if one is more effective than the others. For example, will increasing empathy and the self-other overlap via perspective-taking decrease the stereotypes that drive implicit gender-STEM bias (i.e., increasing relations of similarity or co-ordination and decreasing opposition relations between groups; Edwards et al. 2017)? Or is it more effective to target the relation between women and STEM more directly by highlighting positive exemplars or raising awareness about implicit bias against women in STEM (i.e.,

---

1 Details of the Arts-focused trial-types’ analysis can be made available on request but no significant intervention effect was detected on these trials at either timepoint.
allowing further opportunities to derive positive relations of co-ordination between women, competency and STEM, and reduce relations of opposition)?

There is a suggestion that implicit bias is only malleable in the short-term (Lai et al. 2014) and it is unlikely that a single intervention exposure would generate lasting change (Lenton et al. 2009). However, one may surmise that the more opportunities an individual has to practice or experience counter-stereotypical relations the better. The interventions included in the current study, therefore, aim to highlight contextual factors which may influence gender-STEM bias should they be incorporated into the environment (e.g., more positive, competent examples of female scientists in the media). It is important to explore these factors so as to intervene against gender-STEM bias within our culture.

2 Method

Ethical approval was obtained from the Human Research Ethics Committee—Humanities at University College Dublin prior to beginning data collection with informed consent obtained from all participants.

2.1 Sample size

Using G*Power 3.1 a minimum sample size of 168 (42 participants per group) was determined based on the following parameters: a moderate effect size of .15(f), alpha of .05, power of .8, 8 groups (4 interventions conditions by 2 genders), 2 measurement points, and correlations between variables of .5. Given the exploratory nature of the study the decision was made to collect as many participants as possible within a pre-allocated data collection period from October 2016 until December 2017, with the stipulation that each group would have at least 42 participants. This was adequate for the IRAP analyses also (see Vahey et al. 2015). Our rationale for collecting more participants was based upon attrition concerns. IRAP attrition with an adult population can range from 5% (e.g., Farrell and McHugh 2017) to 52% (Hooper et al. 2010). Therefore, a higher target sample size was deemed necessary to ensure the minimum sample size was achieved.

2.2 Participants

A volunteer, convenience sampling method was used to recruit participants, along with an online recruitment pool moderated by the host institute. Adults were the focus of the current study to build on previous IRAP work examining implicit gender-STEM bias (e.g., Farrell et al. 2015). Adults can influence important educational decisions that students make such as subject choice and career path (e.g., influence of parents and teachers; Akosah-Twumasi et al. 2018). Their support can also influence students’ persistence and engagement in STEM fields, promoting a greater sense of belonging within these fields, for example (e.g., influence of family and friends; Rosenthal et al. 2011). However, implicit gender-STEM bias has been
found among both student and non-student adult groups (e.g., Farrell et al. 2015; Farrell and McHugh 2017; Nosek et al. 2009). Therefore, it is important to determine whether adult implicit gender-STEM biases can be reduced.

Inclusion criteria were fluent English, age 18+ and normal or corrected to normal vision. Exclusion criteria were women who identified as scientists or STEM students, incomplete data through failure to return for session 2 and/or failure to maintain performance criteria for the IRAP during either session. Women studying/working in STEM were excluded as previous research demonstrated that they already possessed a significant pro-Women-STEM bias (Farrell and McHugh 2017), which was the main target of the current interventions. We did not wish to risk possible ceiling effects and/or artificially inflating the results of any of the intervention conditions by including this group in this initial study of gender-STEM malleability.

By December 2017, 227 eligible participants had participated in the study. Five participants did not return to complete the second session of the study and so were excluded from the analysis. Eleven failed to maintain the performance criteria for the IRAP (see Sect. 3.1 below) either during session 1 or session 2 and were excluded. Finally, one participant in the Perspective-Taking group failed to follow the task instructions accurately (i.e., failed to write a first-person narrative) and so their data were excluded. This resulted in a final sample of 210 participants (Control N = 53; Exemplar N = 52; Psychoeducation N = 52 and Perspective-Taking N = 53). The majority of the sample were students (both STEM and non-STEM; 90%). The remaining sample consisted of non-students that were either employed (7.6%) or unemployed (2.4%). Participants mainly identified as Irish (61.9%), with the remainder a diverse mix of nationalities such as American (10.95%), Indian (6.2%), Chinese (2.4%), and Italian (1.9%). The mean age of participants was 23.4 (SD = 7.6), with a range of 18-59 years. In accordance with recommendations (e.g., Ansara and Hegarty 2014), participants self-identified their gender. The majority were women (58.1%), with the remainder identifying as men (41.4%) or non-binary (.5%).

2.3 Materials

2.3.1 Intervention materials

Each participant completed one of four intervention conditions—Control, Exemplars, Psychoeducation or Perspective-Taking. All intervention materials were paper based. The Control condition involved ten color pictures of animals. Beneath each picture was the animal’s name followed by a paragraph of similar length (170–189 words) discussing, for example, their eating habits. This was followed by a ten-question multiple choice quiz (i.e., choose a, b, or c) based on the animals featured.

The Exemplar condition included eleven black and white photographs of female scientists. The female scientists were described thusly: “You will be presented with a number of black and white photographs of female scientists who accomplished great work in their field. While they overcame obstacles to achieve this work, they were either overlooked or under-appreciated at the time of their initial success. For this reason, some of these scientists may not be known to you”. Above each photograph
was the scientist’s name and below was a paragraph (116–153 words) discussing their achievement, field, and, where applicable, how they were overlooked (e.g., not included in a Nobel Prize awarded to their colleagues for shared work). This was followed by a ten-question quiz (multiple choice bar one question).

The Psychoeducation condition involved information relevant to gender-STEM bias and was described thusly: “The following information is concerned with the issue of gender bias towards women in Science, Technology, Engineering and Math (STEM). It aims to show how the stereotypes that contribute to this bias can be incorrect and briefly details strategies to overcome this bias.” Citations were provided where relevant to demonstrate that the information was supported by research. Gender-STEM stereotypes and implicit bias were discussed. Stereotype disconfirming information was included (e.g., it was noted that there is no conclusive evidence that men are biologically better at STEM subjects) and strategies to overcome bias were suggested (e.g., imagining counter stereotypes and increasing awareness of implicit bias). Questions were interspersed throughout the Psychoeducation information to engage the reader such as “If I were to ask you to draw a scientist, what would you draw?” This piece consisted of 2457 words. It was followed by a ten-question quiz with a mixture of multiple choice, True/False and open-ended questions.

Finally, the Perspective-Taking condition consisted of a color photograph of a female scientist at work alone in a lab-setting. Both above and beneath were the task instructions. Participants were instructed to: “Imagine a day in the life of this individual as if you were that person and not yourself, looking at the world through her eyes and walking through the world in her shoes. What are your thoughts, feelings, and experiences? What scientific project are you working on? As you write remember that her perspective is your perspective as you are her.” Participants had a maximum of 10 min to complete this task—5 min maximum to examine the photograph and ‘gather their thoughts’ and 5 min thereafter to write their narrative. Narratives had to be written in the first-person.

2.3.2 IRAP

The IRAP is a computer-based response latency task. Stimuli included two label statements (“Women more suited to” or “Men more suited to”), twelve target words and two response options (“True” and “False”). The target words consisted of six STEM subjects (Science, Maths, Physics, Engineering, Computing and Chemistry) and six Arts subjects (Arts, English, Drama, French, Music and History). The combination of each of the label statement categories with each target word category resulted in four IRAP trial-types—Men-STEM, Men-Arts, Women-STEM and Women-Arts. Participants were presented with a label statement at the top of the screen (e.g., “Women more suited to”) and one of the twelve target words in the center of the screen (e.g., “Maths”). The response options “True” and “False” were displayed at the bottom left and right of the screen. To respond with “True” participants were required to press the ‘d’ key on the computer keyboard while a response of “False” required pressing the ‘k’ key. Response options remained fixed.
throughout. Each label statement appeared once with each target word in quasi-random order resulting in 24 trials in each block of the IRAP.

Correct responding during each IRAP block was governed by a rule which was presented to participants before each block and alternated between blocks. In certain blocks the rule required stereotype-consistent responding (i.e., Please respond as if men are more suited to Science subjects and women are more suited to Arts subjects) while for the remainder of the blocks the rule switched, requiring stereotype-inconsistent responding (i.e., Please respond as if women are more suited to Science subjects and men are more suited to Arts subjects). The block order (i.e., consistent or inconsistent block first) was counterbalanced across participants. If a participant made an incorrect response a red ‘X’ would appear onscreen until a correct response was subsequently made. A red exclamation mark would appear at the bottom of the screen to warn participants when the response time limit was near (i.e., 2 s) though the stimuli remained onscreen until a correct response was made. At the end of each block participants were presented onscreen with their mean accuracy and median response latency for that block.

An odd–even split-half reliability procedure was used to calculate the reliability of the IRAP scores (see De Houwer and De Bruycker 2007) using the Spearman-Brown formula. All 4 IRAP trial-types were included in line with previous reliability assessments. At Time 1, split-half reliability was .59 for the IRAP scores. At Time 2, it was .58. These values are reasonably strong and in line with previous IRAP studies (e.g., Farrell and McHugh 2017; McKenna et al. 2016; Remue et al. 2013). These results also compare well to other latency-based measures of implicit bias (Golijani-Moghaddam et al. 2013). Test–retest reliability of the current IRAP showed a moderate significant correlation between the timepoints for each of the relations ($N=210$; Men-STEM $r = .30, p < .001$; Women-STEM $r = .37, p < .001$).

2.3.3 Rating scales

Explicit bias was assessed using twelve rating scales via Qualtrics (2017)—one for each of the STEM and Arts subjects used in the IRAP (see Farrell and McHugh 2017). Participants rated on an 11-point scale whether males or females were more suited to each subject. A score of 6 indicated that both males and females were rated as equally suitable for the subject. Scores above 6 indicated females were deemed more suitable while scores below 6 indicated males were. The STEM scales demonstrated high reliability (Time 1: $\alpha = .807$; Time 2: $\alpha = .823$) while the Arts scales were moderately reliable (Time 1: $\alpha = .699$; Time 2: $\alpha = .678$; Hinton et al. 2004).

2.4 Procedure

Participants completed two sessions with implicit bias (via the IRAP) and explicit bias (via the rating scales) measured at two timepoints—once immediately post-intervention and once the following day (a minimum of 16 h after session one). Both sessions took place in a quiet room to minimize distractions with the same female experimenter throughout. The study was initially described as being concerned with
assessing the impact of information processing on rule-governed responding so as to reduce the risk of a potential sampling bias, whereby only those interested in gender bias would volunteer. It also reduced the potential for participants’ responses to be influenced by knowledge of the study’s aim.

2.4.1 Session 1

Participants were asked to select a number between 1 and 4 in order to randomly decide which condition they would complete. They were unaware which number corresponded to which condition or the topics covered. Participation levels for each condition were monitored throughout to ensure there were at least 42 participants in each. Once they had selected a number, participants completed the corresponding condition—Control, Exemplar, Psychoeducation or Perspective-Taking. The experimenter left the room while participants completed this task. Only the Perspective-Taking task had a time limit (10 min maximum) for completion. Generally, participants completed the other 3 intervention tasks within 25 min. When completing either the Control, Exemplar or Psychoeducation tasks, participants completed a quiz afterwards to ensure that they engaged with the material. After the quiz, the experimenter informed participants of the answers so as to reinforce the correct material. The final sample of participants’ scores on these quizzes were in the range of 7–10 correct answers out of 10 questions. This was deemed acceptable as it was above chance level responding (5/10).

Participants then completed the IRAP. Task instructions and visual samples of the IRAP trials were given to participants. The key point conveyed was that correct responding was governed by the rule given to them and not their own opinion. The experimenter remained in the room with the participant until they passed the practice blocks. In order to progress to the test blocks, participants were required to achieve a mean accuracy of ≥ 80% and median response latency of ≤ 2 s on two consecutive practice blocks. If a participant completed a maximum of 8 practice blocks without achieving the mastery criteria, then they were thanked for their participation and excused from the study. If the participant achieved the mastery criteria, they proceeded to the six test blocks, at which point the experimenter left the room. Short breaks between the blocks were advised to avoid any fatigue effects which could have led to response errors.

Once the participants completed the six test blocks the experimenter re-entered the room to present the rating scales. Finally, the demographic questionnaire was completed. Before leaving, participants were reminded to return the next day for their pre-arranged session 2 timeslot. In total, session 1 took approximately 45–50 min on average.

2.4.2 Session 2

Participants completed the same IRAP, followed by the rating scales and demographic questionnaire. Finally, participants were fully debriefed that the study was concerned with assessing the malleability of gender-STEM bias and were compensated €10 for completing both sessions of the study (€5 per session). No participant
withdrew from the study as a result of the deception involved. This session took approximately 15-20 min on average.

### 3 Results

#### 3.1 IRAP

For inclusion in the subsequent analysis participants had to maintain a median latency of ≤ 2 s and accuracy of ≥ 80% on average across the 3 consistent and 3 inconsistent blocks separately in the IRAP. Response latencies were the primary data, defined as the time from the onset of a trial to the first correct response. This data was transformed into $D$-IRAP scores (see Barnes-Holmes et al. 2010). At each timepoint participants produced a $D$-score for each of the 4 IRAP trial-types—Men-STEM, Men-Arts, Women-STEM and Women-Arts. As noted, we focused on the STEM IRAP trials in this analysis. First a Multivariate Analysis of Variance (MANOVA) was conducted for each intervention condition to ensure that $D$-IRAP scores at both timepoints were not significantly influenced by IRAP block order (consistent or inconsistent block first). There were no significant effects of block order (all $p$’s > .09), therefore, it was dropped from subsequent analyses.

##### 3.1.1 IRAP immediately post-intervention

We first consider $D$-IRAP scores at Time 1 to assess whether the interventions had an influence on gender-STEM bias immediately post-intervention. Table 1 presents

#### Table 1

Means and standard deviations for implicit and explicit scores by intervention group. Means with superscripts differed significantly ($p < .025$)

| Time | Score type         | Control $M$ ($SD$) | Exemplar $M$ ($SD$) | Psychoeducation $M$ ($SD$) | Perspective-taking $M$ ($SD$) |
|------|--------------------|--------------------|---------------------|---------------------------|-----------------------------|
|      |        | .43 (.37)          | .24 (.40)           | .17 (.42)$^a$             | .31 (.48)                   |
| 1    | Men-STEM IRAP     | .48 (.33)          | .39 (.40)$^{**}$    | .40 (.44)$^*$             | .31 (.48)                   |
| 2    | Men-STEM IRAP     | -.11 (.42)         | -.37 (.41)$^a$      | -.39 (.37)$^a$            | -.24 (.39)                  |
| 1    | Women-STEM IRAP   | -.36 (.41)$^*$     | -.31 (.45)          | -.31 (.36)                | -.31 (.38)                  |
| 2    | Women-STEM IRAP   | 32.58 (4.13)       | 33.71 (4.43)        | 34.90 (2.32)$^a$          | 32.88 (4.10)                |
| 1    | STEM              | 33.29 (3.83)       | 33.58 (3.97)        | 35.24 (1.81)$^a$          | 33.46 (3.52)                |
| 2    | STEM              | 38.10 (3.37)       | 37.96 (2.84)        | 37.08 (1.92)              | 38.36 (3.24)                |
| 1    | Arts              | 37.83 (2.57)       | 37.44 (3.25)        | 36.56 (1.51)$^a$          | 37.94 (2.98)                |
| 2    | Arts              | 32.82 (4.08)       | 33.41 (3.54)        | 32.88 (4.10)              | 32.88 (4.10)                |

*Signifies a difference from the Control group at that time point. An Asterix indicates a significant difference in scores between Time 1 and Time 2. Two asterisks indicate a significant difference in scores between Time 1 and Time 2 for women only. Implicit scores $N=210$; Explicit scores $N=200$. Excluding non-binary participant resulted in slight changes to Perspective-Taking Means: Women-STEM T1 $M=-.23$ (.39) and T2 $M=-.30$ (.37). STEM T1 $M=32.82$ (4.08); T2 $M=33.41$ (3.54); Arts T1 $M=38.41$ (3.26); T2 $M=37.98$ (2.996)
the mean scores for the Men-STEM and Women-STEM IRAP trial-types at Time 1 for each Intervention group. Scores in a positive direction indicated that men were related to STEM (pro-Men-STEM) and women were not related to STEM (anti-Women-STEM). While scores in a negative direction indicated women were related to STEM (pro-Women-STEM) and men were not related to STEM (anti-Men-STEM). Larger scores (in terms of the absolute number) indicated a larger response bias.

From Table 1 we can see that all groups descriptively exhibited pro-Men-STEM and pro-Women-STEM response biases to various degrees. The Control group had the highest mean level of pro-Men-STEM response bias, with a weak positive Women-STEM relation similar to previous research (see Farrell and McHugh 2017). The intervention groups showed relatively higher levels of pro-Women-STEM bias and lower levels of pro-Men-STEM bias, particularly the Psychoeducation group.

A 2-way MANOVA with intervention condition (Control, Psychoeducation, Exemplar, Perspective-Taking) and gender (men or women) as independent variables was conducted on the Men-STEM and Women-STEM IRAP scores. Gender and intervention did not significantly interact, $p = .334$, $\eta^2_p = .02$, nor was there a significant gender effect, $p = .171$, $\eta^2_p = .02$. There was, however, a statistically significant effect of intervention condition, Wilks Lambda $= .89$, $F(6, 400) = 3.88$, $p = .001$, $\eta^2_p = .06$. There was a statistically significant main effect of intervention for the Men-STEM, $F(3, 201) = 3.94$, $p = .009$, $\eta^2_p = .06$, and the Women-STEM IRAP scores, $F(3, 201) = 4.99$, $p = .002$, $\eta^2_p = .07$. Scheffe post hoc tests with Bonferroni corrected alpha levels of .025 revealed that for the Men-STEM IRAP scores, only the Psychoeducation group was significantly different from the Control group ($p = .018$). The Men-STEM scores of the Control group were .26 higher than the Psychoeducation group, 95% CI [.03, .49], indicating a lower level of pro-Men-STEM bias among the Psychoeducation group immediately post-intervention. Scheffe post hoc tests also revealed that for Women-STEM IRAP scores both the Exemplar ($p = .013$) and the Psychoeducation ($p = .006$) groups were significantly different from the Control group. There was a difference between the Women-STEM scores of the Control group and the Exemplar and Psychoeducation groups of .26, 95% CI [.04, .48] and .28, 95% CI [.06, .50] respectively. This indicated a higher level of pro-Women-STEM bias among the Exemplar and Psychoeducation groups immediately post-intervention.

2 As only a single participant identified as non-binary, only men and women were included in this analysis. The same approach was taken for the subsequent Time 2 and explicit analyses (i.e., non-binary participant included in descriptive statistics in Table 1 but excluded from subsequent MANOVAs and post hoc tests).

3 Bonferroni corrected alpha levels were applied where appropriate throughout, dividing the alpha level by the number of scores (.05/2; $\alpha = .025$). This correction accounted for multiple tests being conducted but was not as conservative as a more stringent application of Bonferroni which could reduce statistical power and increase the possibility of Type II error (e.g., Nakagawa 2004; Perneger 1998; Rothman 1990).
3.1.2 IRAP administered the next day

We next considered the IRAP results from session 2 (the following day). Table 1 presents the mean scores for the Men-STEM and Women-STEM IRAP trials at Time 2 for each intervention group. The Control group still showed a pro-Men-STEM bias. Surprisingly, they exhibited a higher mean pro-Women-STEM bias than they had at Time 1. The pro-Men-STEM biases of the Exemplar and Psychoeducation groups had also increased at Time 2 while their pro-Women-STEM biases had reduced slightly. The Perspective-Taking group showed a similar level of pro-Men-STEM bias at Time 2 while their pro-Women-STEM bias had increased slightly.

The data were explored using a repeated-measures, mixed ANOVA with gender and intervention condition as the between-participants variables, and time (Time 1: Immediately post-intervention, and Time 2: The following day) and IRAP trial-type (Men-STEM and Women-STEM) as the within-participants variables. IRAP scores at Time 1 and Time 2 were the dependent variables. There was a main effect for IRAP trial-type, \( F(1, 201) = 378.99, p < .001, \eta^2_p = .65 \). There were two significant two-way interactions—one between trial-type and time, \( F(1, 201) = 9.14, p = .003, \eta^2_p = .04 \) and the other between time and intervention, \( F(3, 201) = 5.83, p = .001, \eta^2_p = .08 \). Both of these were moderated by the significant 4-way interaction between IRAP trial-type, time, gender and intervention group, \( F(3, 201) = 2.79, p = .042, \eta^2_p = .04 \). Due to the presence of this 4-way interaction we ran separate repeated-measures, mixed ANOVAs on each intervention group (the focal variable) with gender as the between-participants variable and time and trial-type as the within-participants variables.

There was a main effect of trial-type for the Control group, \( F(1, 51) = 128.24, p < .001, \eta^2_p = .72 \). Additionally, there was an interaction between trial-type and time, \( F(1, 51) = 14.01, p < .001, \eta^2_p = .22 \). Follow up Bonferroni corrected paired sample t-tests found a significant difference between Time 1 and Time 2 for the Women-STEM IRAP trial, \( t(52) = 3.83, p < .001, \) Cohen’s \( d = .53, 95\% CI [0.12, 0.37] \). Control participants exhibited a stronger pro-Women-STEM response bias at Time 2.

The Exemplar group showed a main effect for trial-type, \( F(1, 50) = 90.00, p < .001, \eta^2_p = .64 \) and a significant interaction between time and gender, \( F(1, 50) = 4.38, p = .041, \eta^2_p = .08 \). In order to further examine this, repeated-measure ANOVAs were conducted on men and women from the Exemplar group separately. Both showed a main effect of trial-type, Men: \( F(1, 22) = 46.98, p < .001, \eta^2_p = .68 \); Women: \( F(1, 28) = 43.32, p < .001, \eta^2_p = .61 \). Women also showed a main effect of time, \( F(1, 28) = 12.24, p = .002, \eta^2_p = .30 \). Bonferroni corrected paired sample t-tests showed that this difference between Time 1 and 2 was statistically significant on the Men-STEM trial only, \( t(28) = -2.75, p = .010, \) Cohen’s \( d = .5, 95\% CI [-.37, -.05] \). Pro-Men-STEM bias was significantly higher at Time 2 for women in the Exemplar group.

The Psychoeducation group exhibited a main effect of trial-type, \( F(1, 50) = 99.84, p < .001, \eta^2_p = .67 \) and a main effect of time, \( F(1, 50) = 13.59, p = .001, \eta^2_p = .21 \). Time and trial-type also interacted, \( F(1, 50) = 4.32, p = .043, \eta^2_p = .08 \). Follow up Bonferroni corrected paired sample t-tests revealed a significant difference between Time 1 and Time 2 for the Men-STEM IRAP trial only, \( t(51) = -3.90, p < .001, \) Cohen’s
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There was a main effect of trial-type for the Perspective-Taking group also, $F(1, 50) = 70.40, p < .001, \eta^2_p = .59$, along with a significant interaction between trial-type, time and gender $F(1, 50) = 4.41, p = .041, \eta^2_p = .08$. However, when following up this interaction for each gender separately using repeated-measures ANOVAs, there were no significant main or interaction effects (all $p$’s > .1) bar the main effects of trial-type, Men: $F(1, 16) = 27.11, p < .001, \eta^2_p = .63$; Women: $F(1, 34) = 47.19, p < .001, \eta^2_p = .58$.

3.2 Rating scales

3.2.1 Rating scales immediately post-intervention

A total score was calculated for the 6 Arts and 6 STEM subjects separately to produce one score for explicit STEM bias and one score for explicit Arts bias per participant. As each rating scale was an 11-point scale, this resulted in a maximum total score of 66 and a neutral score of 36 (as 6 was designated as the neutral score within each scale). The mean explicit scores for each intervention group at Time 1 can be seen in Table 1. Overall, each group rated males as relatively more suited to STEM subjects (scores < 36) and females as relatively more suited to Arts subjects (scores > 36). The scores were generally not extreme, however. The Psychoeducation group in particular was close to the neutral point of 36 for both subjects.

A two-way MANOVA was conducted with two independent variables—gender and intervention—and two dependent variables—explicit STEM scores and explicit Arts scores at Time 1. The assumption of homogeneity of covariance matrices was violated, as assessed by Box’s M test ($p < .001$). However, as the ratio of the largest to smallest sample size within the cells of the design was approximately 2:1, the current MANOVA was considered robust to this particular violation (Huberty and Olejnik 2006; Tabachnick and Fidell 2013). As a result, however, Pillai’s trace is reported as the multivariate test statistic (Tabachnick and Fidell 2013).

The interaction effect between gender and intervention condition on the combined dependent variables was not statistically significant, $p = .213, \eta^2_p = .02$. The main effect of intervention was significant however, Pillai’s trace = .07, $F(6, 382) = 2.30, p = .034, \eta^2_p = .04$; as was the main effect of gender, Pillai’s trace = .04, $F(2, 190) = 3.92, p = .021, \eta^2_p = .04$. Levene’s test of equality of variances indicated violation of the assumption of homogeneity of variances (STEM $p < .001$, Arts $p = .001$; though cf. Zimmerman 2004), therefore, for follow up univariate ANOVAs

4 There were ten multivariate outliers (4.8% of the sample) among the explicit data according to Mahalanobis distance (Tabachnick and Fidell 2007). These were removed from the explicit analyses only leaving $N=200$ (199 without the non-binary participant). Six participants were flagged as extreme outliers. However, the 5% trimmed mean suggested that their scores did not greatly influence the explicit score means. Therefore, in line with Goodwin and Leech (2006), we retained these participants.
Welch’s $F$ and Games-Howell post hoc tests are reported, all with Bonferroni corrected alpha levels of .025.

There was a statistically significant main effect of intervention for the explicit STEM scores at Time 1, Welch’s $F(3, 103.40) = 5.93, p = .001$, est. $\omega^2 = .07$, but not for the explicit Arts scores, $p = .043$, est. $\omega^2 = .03$. Games-Howell post hoc tests indicated that the Psychoeducation group’s explicit STEM scores were significantly different from the Control group ($p = .004$). The Psychoeducation group was 2.3 higher than the Control group, 95% CI [.59, 4.05]. This indicated weaker Male-STEM explicit bias among participants in the Psychoeducation group immediately post-intervention as their scores were closer to the neutral point of 36. There was also a statistically significant main effect of gender for the explicit Arts scores at Time 1, Welch’s $F(1, 145.94) = 5.34, p = .022$, est. $\omega^2 = .02$. Men had a higher explicit Female-Arts bias ($M = 38.47; SD = 3.33$) than women ($M = 37.47; SD = 2.53$).

### 3.2.2 Rating scales administered the next day

The mean total scores for each intervention group at Time 2 can be seen in Table 1. Again, there was a general Male-STEM and Female-Arts explicit bias, but scores were not extreme, particularly for the Psychoeducation group. A repeated-measures, mixed ANOVA was conducted with gender and intervention as the independent variables and time and explicit score type (STEM or Arts) as within-participants variables. Pillai’s trace is reported as the multivariate test statistic (Tabachnick and Fidell 2013). There was a main effect of explicit score type, Pillai’s trace = .36, $F(1, 191) = 108.45, p < .001$, $\eta^2_p = .36$. There was a significant interaction between time and the explicit scores, Pillai’s trace = .09, $F(1, 191) = 18.88, p < .001$, $\eta^2_p = .09$. There was also a significant interaction effect between the explicit scores and intervention condition, Pillai’s trace = .07, $F(3, 191) = 4.60, p = .004$, $\eta^2_p = .07$. There were no other main or interaction effects (all $p$’s > .069).

To follow up on the interaction between explicit scores and intervention condition a series of Bonferroni corrected one-way ANOVAs (Welch’s $F$) and Games-Howell post hoc tests were conducted (Levene’s test of equality of variances $p$’s<.05). There was a significant difference between the intervention groups for the explicit STEM scores at Time 2, Welch’s $F(3, 101.05) = 6.84, p < .001$, est. $\omega^2 = .08$. In addition to weaker explicit Male-STEM bias at Time 1 (noted above), Games-Howell post hoc tests revealed that the Psychoeducation group’s Time 2 STEM scores were 1.95, 95% CI [.40, 3.50] higher than the Control group ($p = .008$), again indicating weaker explicit Male-STEM bias. There was a significant difference for the explicit Arts scores at Time 2, Welch’s $F(3, 102.22) = 5.03, p = .003$, est. $\omega^2 = .06$. The Psychoeducation group significantly differed from the Control group ($p = .016$) with a difference of -1.27, 95% CI [-2.36, -.18]. This indicated that the Psychoeducation group had weaker explicit Female-Arts bias than the Control group at Time 2 as their scores were closer to the neutral point of 36.

In relation to the interaction between time and explicit scores, STEM scores increased slightly at Time 2 across the whole sample though they still indicated a Male-STEM bias (see Table 1). Arts scores decreased at Time 2 though they still indicated a Female-Arts bias generally. Paired sample $t$-tests revealed these
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Differences were statistically significant though effect sizes were small—STEM scores: $t(198) = -3.1, p = .002$, Cohen’s $d = .22$, 95% CI $[-.63, -.14]$; Arts scores: $t(198) = 3.49, p = .001$, Cohen’s $d = .25$, 95% CI $[.19, .68]$.

4 Discussion

The primary aim of this study was to assess implicit gender-STEM bias malleability using the IRAP. Secondary aims were to determine which of the three brief interventions were most effective at influencing gender-STEM bias compared to the Control group and whether their effects maintained beyond the initial session. Immediately post-intervention it appeared that implicit gender-STEM bias is indeed malleable in relation to certain contextual factors. Post hoc analysis further highlighted the relations targeted by each intervention. Both the Exemplar and Psychoeducation groups had significantly stronger implicit pro-Women-STEM bias, while only the Psychoeducation group had significantly weaker implicit pro-Men-STEM bias than the Control group. The interventions were less effective for explicit gender-STEM bias. Though explicit scores were not extreme, all groups appeared to demonstrate a Male-STEM/Female-Arts bias at both timepoints. The Psychoeducation group scores, however, were close to the neutral point and significantly differed from the Control group, suggesting less explicit bias.

Levels of bias at Time 2 presented a more complex picture of implicit bias change. The Psychoeducation group and women in the Exemplar group showed stronger pro-Men-STEM bias at Time 2, with medium effect sizes, indicating that their lower pro-Men-STEM bias immediately post-intervention did not maintain. The intervention groups maintained a pro-Women-STEM bias at Time 2. Though there was some reduction in the mean Women-STEM bias for the Exemplar and Psychoeducation groups it was not statistically significant and effect sizes for the differences were small ($d < .5$). This further suggests that interventions may have differential effects on particular relations and these effects may differ in terms of their longevity. The Exemplar condition likely targeted the ‘ability stereotype’ of gender-STEM bias (Master and Meltzoff 2016) while Psychoeducation likely targeted both ‘fit’ and ‘ability’ stereotypes highlighted by Master and Meltzoff (2016). This may contribute to its greater impact on both an implicit and explicit level.

Unexpectedly, at Time 2 Control participants’ pro-Women-STEM bias increased significantly, with a medium effect size. This warrants further discussion. Control participants were aware they would be completing the same IRAP and rating scales the following day, so it is highly likely that they discerned that the focus of the study was (in some regard) on gender and STEM. Due to the seemingly unconnected nature of their first task about animals and the gender-STEM IRAP, participants in the Control condition may have ruminated about their experimental experience more than the other groups. Such changes in the experimental context may have influenced the Control participants’ responding at Time 2 as implicit responding is sensitive to current (and historical) contextual factors. Gawronski (2017), for example, found that implicit responding has lower temporal stability than explicit responding over time, suggesting the impact of contextual changes (see also Payne et al. 2017).
Additionally, participants may detect which relations they have more difficulty responding quickly to on the IRAP, increasing awareness of their response biases and influencing subsequent responding. While unlikely to create lasting bias change without further reinforcement (see Ebert et al. 2009; see Lai et al. 2016), the impact of completing measures of implicit responding has been explored in the literature. Results have been mixed, sometimes demonstrating effects on explicit attitudes (Menatti et al. 2012), or strengthening positive implicit intervention effects when performance feedback is provided (Pennington et al. 2016). Interestingly, Pennington et al. (2016) found a slight (non-significant) increase in positive attitudes among their control group after they completed an IRAP but only when participants also received IRAP feedback. However, their sample sizes were small (N=48; approx. 12 per group). Completing an IAT can also influence attitudes through associative or analogical learning (e.g., Ebert et al. 2009; Hussey and De Houwer 2018). Recently, Hahn and Gawronski (2019) found predicting one’s own implicit biases increased acknowledgement and levels of explicit bias and alignment between implicit and explicit biases, but the influence of completing an IAT with or without feedback was inconsistent—sometimes leading to greater implicit and explicit bias alignment but not greater bias acknowledgement. Participants’ increased attention towards their initial, spontaneous affective responses while predicting their implicit biases seemed to be crucial. Therefore, it appears that completing measures of implicit responding or acknowledging one’s implicit biases may affect people in varied and complex ways. Lai et al. (2016) suggest using multiple measures of implicit bias to assess what changes may be attributable to the measures and task performance as opposed to implicit bias change. Further large-scale research examining the impact of rumination and completing an IRAP remains warranted particularly within the domain of gender-STEM bias.

We may, therefore, question whether the results of the intervention groups at Time 2 reflect a maintenance of intervention effects or instead the impact of rumination and/or knowledge of the IRAP task. There are two important points to highlight here. First, it appears difficult to fake responding on the IRAP without a concrete strategy and/or detailed instructions which participants are unlikely to spontaneously devise (Drake et al. 2016; Hughes et al. 2016; McKenna et al. 2007). Also, if the Time 2 results represented more effortful, conscious responding, it is interesting to note that there was still an explicit Male-STEM/Female-Arts bias among the groups. One might not have expected this should participants have been engaging in socially desirable responding, for example. It, therefore, seems unlikely that strategic responding was behind the results of Time 2.

The weak (at best) impact of the interventions on explicit gender-STEM bias is reflective of previous research (e.g., Lai et al. 2014). It has been suggested that explicit bias reduction may involve different mechanisms of change (Gawronski and Bodenhausen 2006; Lai et al. 2014) and as such requires tailored approaches. Reducing explicit bias may require longer, more intensive intervention to account for the potentially more complex, elaborated relational responding involved. If these approaches could be incorporated with those that influence implicit bias, then a clearer impact on both implicit and explicit bias may be detected post-intervention. It may also be that intervention effects are very brief and so do not influence explicit
bias assessed after implicit bias (Lai et al. 2014). Again, the longevity of intervention effects warrants further investigation as noted.

### 4.1 Limitations and future research directions

The following limitations may affect the generalizability and replicability of the results. First, our gender comparison was binary, comparing men and women, as the number of non-binary participants \( n = 1 \) was too low. Most research in this area has focused on male/female comparisons conceptually and analytically. Subsequent studies should more directly recruit individuals who identify as non-binary or transgender to determine if these results generalize across more gender diverse populations.

Second, we aimed to strengthen a positive relation between women and STEM among those with weak or no positive women-STEM relations, thus women working in/studying STEM subjects were excluded as they have previously demonstrated significant women-STEM relations (Farrell and McHugh 2017). Future studies may utilize a stratified sampling method to examine these interventions with women in STEM. Pre- and post-intervention measurement may be beneficial with this group to assess individual bias change more directly. This was not utilized within the current study so as to reduce the possibility of IRAP practice effects and to conceal the study’s true focus (at least until after the intervention task was completed).

Third, the gap between the current sessions was relatively short (16 h minimum). It is unclear whether intervention effects would last beyond this brief timeframe. As noted, it is unlikely that one brief exposure will create lasting change in stimuli relations without further reinforcement within the wider context. This has been reflected by extensive research into the reduction of implicit racial preference (Lai et al. 2016). It may be that longer sessions and/or multiple exposures are required to create more lasting effects.

Fourth, the experimenter was female for all participants which may have influenced subsequent implicit responding. For example, Moss-Racusin et al. (2018) found that viewing female scientists may have encouraged positive attitudes towards women in STEM among their control participants. As such, we cannot rule out the possible influence the experimenter’s sex may have had, especially on the Women-STEM IRAP trial-type. Future studies should systematically vary the sex of the experimenter to explore this further.

Fifth, while our sample consisted of adults only, it included both students (STEM and non-STEM; 90%) and non-students (employed and unemployed; 10%). As an initial exploration of the malleability of implicit gender-STEM bias using the IRAP, we did not restrict our sample to students only. This was deemed acceptable as implicit gender-STEM bias has previously been detected among both adult students and non-students (Farrell et al. 2015; Farrell and McHugh 2017; Nosek et al. 2009), and adults can influence students’ educational engagement, for example (e.g., Rosenthal et al. 2011). However, it may be the case that interventions are differentially effective for students versus non-students. Future research should examine whether employment status (student versus non-student)
moderates the effectiveness of implicit gender-STEM bias interventions. It will also be important to examine the effect of these interventions with other key groups for the recruitment and retention of female STEM students, such as STEM faculty and adolescents.

Sixth, we should note that the current interventions varied across a number of factors (e.g., duration, direct mention of gender bias) and each represented a ‘packaged whole’ similar to other interventions in this domain (e.g., Jackson et al. 2014). As we did not manipulate one intervention variable at a time, we cannot pinpoint the exact component which makes each intervention more or less effective. However, we were able to determine which approach as a whole had more of an impact in relation to our Control group. We hypothesize that the extent to which these interventions tapped into key gender-STEM stereotypes may be an important factor in their effectiveness. Future research should, however, investigate the validity of this and consider testing the efficacy of individual intervention components on an implicit level (e.g., inclusion/exclusion of strategies to overcome bias in Psychoeducation interventions; Hennes et al. 2018).

Finally, the Control group results suggest that implicit bias change and/or assessment may be more complex than previously thought. It may be that a relation between women and STEM has a weaker relational history (i.e., a positive relation between women and STEM is less often derived) and is more susceptible to current contextual factors than more established relations. When naïve to the study at Time 1, Control participants exhibited the expected pattern of bias. If participants had remained unaware about the measures to be completed at Time 2 would their bias have remained the same? For example, participants could complete a socially sensitive IRAP on day 1 and then complete this IRAP as well as a gender-STEM IRAP on day 2. This could help determine whether experience with the task in close temporal proximity to completing another IRAP results in stereotype-inconsistent responding on both IRAPs on day 2, or whether only the day 1 IRAP is influenced by rumination on the topic between sessions. This may help us untangle what factors played a role in the unexpected pattern of results found among Control participants at Time 2.

We must also consider the possibility that the IRAP’s sensitivity to extraneous variables (e.g., choice of contrasting label statement; Hussey et al. 2016) limits the validity of comparisons across conditions and contexts. This is a potential issue of all measures of implicit bias which are likely susceptible to some degree of influence by contextual factors (Hussey et al. 2016). It has been suggested that the IRAP’s sensitivity may make replications across contexts complex (Golijani-Moghaddam et al. 2013). Test–retest reliability of the current IRAP was lower than the median IAT test–retest reliability ($r = .56$; Nosek et al. 2007). However, test–retest reliability has rarely been examined in the IRAP literature (Golijani-Moghaddam et al. 2013). An RFT conceptualization of implicit cognition may also alter expectations regarding test–retest reliability (Golijani-Moghaddam et al. 2013). Other measures of implicit bias may be less sensitive to contextual change; however, this brings its own difficulty as these measures may then fail to detect intervention effects (see Lenton et al. 2009). Longitudinal examination of the malleability of implicit gender-STEM bias and implicit bias measurement is still required.
4.1.1 Refining the interventions

There are a number of suggestions to bear in mind for future research using these or similar interventions. Despite the lack of negative contrast category in the Exemplar condition, gender was made salient (e.g., female scientist passed over for awards in favor of her male colleagues). Therefore, we cannot discount the possibility of a self-generated subtle negative contrast which influenced responding. It may be interesting to expose participants to female scientist exemplars without mentioning their professional and gendered struggles to determine if this approach is as effective. However, role models are more effective when they are perceived to be relatable (e.g., Asgari et al. 2012), and can have a negative impact when they are not (e.g., Betz and Sekaquaptewa 2012; Hoyt and Simon 2011). The exemplars’ struggles may make them more relatable. Future studies should carefully select relatable exemplars, perhaps by highlighting how their achievements were accomplished by hard work (e.g., Shin et al. 2016).

Perspective-Taking appeared least effective. This may imply that an increase in self-other overlap and/or empathy does not produce significant gender-STEM bias change. However, the focus of participants’ perspective-taking narratives may not have increased a positive relation between women and STEM competency (a key component of gender-STEM bias; Master and Meltzoff 2016), as detailed guidance was not provided for the narratives. Perhaps had participants been asked to imagine they were a female scientist achieving a research breakthrough (highlighting competency) or experiencing bias (evoking empathy) this may have better targeted a positive women-STEM relation. The current perspective-taking may be more beneficial for more negatively evaluated social groups, as women tend to be evaluated positively in a general sense (Eagly et al. 1991).

It may be worthwhile to incorporate the current Psychoeducation piece into a workshop or group format to determine if this would increase or decrease effectiveness (see Moss-Racusin et al. 2018; Smith and Postmes 2011). When the socially shared nature of stereotypes is called into question it can undermine them (Smith and Postmes 2011), which could strengthen the impact of a gender-STEM bias psychoeducation intervention. Perhaps this more intensive approach, incorporating group discussions (e.g., Smith and Postmes 2011) and research-based content delivered by competent individuals or ‘experts’ (e.g., Moss-Racusin et al. 2018), using inclusive, non-confrontational language (e.g., Jackson et al. 2014) represents a promising avenue of future research to influence both implicit and explicit responding.

4.2 Practical implications

The current results have implications for those developing bias interventions as they demonstrated the factors that increased a positive women-STEM relation, without producing an anti-Men-STEM bias in response. With further validation, the current approaches support unique applications which may be of interest to policymakers. The impact of exemplars advocates for an increase in positive
female exemplars within the media and textbooks where they have been notoriously limited and/or stereotypically portrayed (e.g., Steinke 2012; see Carli et al. 2016). The effect of psychoeducation suggests that counter-stereotypical information may be important (e.g., via the media, education), as is raising awareness regarding implicit bias and how to counter it. It may support the use of tailored and empirically tested bias workshops provided they are based upon current research guidance. This would be of interest to gender equality committees and STEM faculty given the interest in bias workshops as a means of improving gender-STEM diversity. With increasing encouragement to tackle gender equality issues (e.g., Health Research Board Gender Policy, n.d.), it is important that interventions are empirically tested and supported (see Moss-Racusin et al. 2014).

5 Conclusion

The current research suggested that implicit gender-STEM bias is malleable, at least in the short term. It shed light on the particular relations targeted by the interventions, as well as the weaker impact on explicit bias which highlights the need for further research into factors that influence both implicit and explicit responding. The Psychoeducation and Exemplar conditions appeared most effective at strengthening an implicit positive Women-STEM relation. Further validation of these interventions should determine their impact on other important outcomes such as self-efficacy to tackle gender inequality (e.g., Carnes et al. 2015) and relevant behavior change. Additionally, our results call for further research into the longevity of intervention effects and the measurement of implicit bias across contexts. For example, the Time 2 results may reflect a maintenance of intervention effects and the influence of contextual change for the Control group or each groups’ IRAP performance may have been altered by their task experience at Time 1.

Sustained cultural change will have stronger lasting effects (see Miller et al. 2015), however, it is important to determine the factors that influence gender-STEM bias and would support such cultural change. Psychoeducation and positive exemplars are promising in this regard. Further opportunities to derive counter-stereotypical relations may strengthen these relations and increase their probability of being emitted. However, further systematic examination is required to determine the limits of these interventions’ effectiveness and the particular contexts in which they thrive.
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