We theoretically predict, and experimentally verify with entangled photons, that outcome communication is not enough for hidden-state models to reproduce quantum steering. Hidden-state models with outcome communication correspond, in turn, to the well-known instrumental processes of causal inference but in the 1-sided device-independent (1S DI) scenario of one black-box measurement device and one well-characterised quantum apparatus. We introduce 1S-DI instrumental inequalities to test against these models, with the appealing feature of detecting entanglement even when communication of the black box’s measurement outcome is allowed. We find that, remarkably, these inequalities can also be violated solely with steering, i.e. without outcome communication. In fact, an efficiently-computable formal quantifier – the robustness of non-instrumentality – naturally arises; and we prove that steering alone is enough to maximize it. Our findings imply that quantum theory admits a stronger form of steering than known until now, with fundamental as well as practical potential implications.
rally lead to a resource-theoretic measure efficiently computable via semi-definite programming: the robustness of non-instrumentality. Furthermore, we show that 1S-DI instrumental inequalities can be violated with little entanglement and purity at the common-cause node and, remarkably, without outcome communication, so that the violations are due solely to the states’ steering. We present an experimental demonstration in an entangled-photon platform. Finally, we prove an even stronger incompatibility between steering and 1SQI processes. Namely, that quantum steering alone is enough to attain any value of the robustness. Our findings imply that steering is a stronger quantum phenomenon than previously thought, beyond classical hidden-variable models even when equipped with output communication.

1-sided quantum and quantum-common-common instrumen-
tal processes. We start by introducing 1SQI causal networks, shown in Fig. 1 a). Nodes $X$, $A$, and $B$ are observable, while $\Lambda$ is hidden. Node $B$ is a quantum system with Hilbert space $H_B$, whereas all four other nodes encode classical random variables. Node $X$ takes $|X|$ possible values $x \in Z_X$, with the short-hand notation $Z_X \coloneqq \{0, \ldots, |X| - 1\}$ introduced, $A$ takes $|A|$ values $a \in Z_A$, and $\Lambda$ can w.l.o.g. be assumed to take $|\Lambda| = |A|^{|X|}$ possible values $\lambda \in Z_\Lambda$ (see App. A). A 1SQI causal model assigns a probability distribution $P_A \coloneqq \{P_a\}_\lambda$ to $A$, a conditional distribution $P_{A|X,\Lambda} \coloneqq \{P_{a|x,\lambda}\}_{a,x,\lambda}$ to $A$, and a quantum state $\varrho_{a,\lambda} \in \mathcal{B}(H_B)$ to $B$, i.e. such that $\varrho_{a,\lambda} \geq 0$ and $\text{Tr}[\varrho_{a,\lambda}] = 1$ for all $a$ and $\lambda$. We are interested in the statistics of $A$ and $B$ given $X$. Hence, the local statistics of $X$ is not explicitly considered here. We refer to the users at nodes $A$ and $B$ as Alice and Bob, respectively.

Since $A$ is classical and $B$ quantum, they are most-conveniently described jointly by subnormalised conditional states $\sigma_{a|x}$, which encapsulate both the probability $P_{a|x} \coloneqq \text{Tr}[\sigma_{a|x}]$ of $a$ given $x$ for Alice and the conditional state $\varrho_{a,x} \coloneqq P_{a|x}/P_{a|x}$ given $a$ and $x$ for Bob. 1SQI models produce ensembles $\Sigma_{A|X}^{(\text{inst})} \coloneqq \{\sigma_{a|x} \in \mathcal{B}(H_B)\}_{a,x}$, with

$$\sigma_{a|x}^{(\text{inst})} = \sum_{\lambda} P_\Lambda P_{a|x,\lambda} \varrho_{a,\lambda}.$$

We refer to $\Sigma_{A|X}^{(\text{inst})}$ as a 1SQI assemblage, and denote the set of all such ensembles by 1SQI. The term “assemblage” is native of the steering literature [52]. Its use here is not coincidental: there is a connection between 1SQI and steering. To see this, let us next introduce local hidden-state (LHS) models. These correspond to restricted 1SQI models without the causal influence from $A$ to $B$. An LHS as-
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**Figure 1. a) and b) Hybrid (classical-quantum) instrumental processes. Causal structures are specified by directed acyclic graphs (DAGs). Each node encodes either a classical random variable or a quantum system, and each directed edge a causal influence. The term acyclic refers to the physical requirement of no causal loops. a) 1-sided quantum instrumental (1SQI) causal networks generalise the classical instrumental causal structure to the case where node $B$ is a quantum system. Removing the red dashed edge, in turn, leads to local hidden-state (LHS) models. b) Quantising also $\Lambda$ gives what we here refer to as quantum instrumental (QI) processes: $\Lambda$ is now a bipartite system in a possibly entangled quantum state, with one subsystem causally influencing $A$ and the other one $B$. Removing the red dashed edge here leads to quantum (Q) models. c) Pictorial representation of the inner geometry of the set QI. 1SQI is a strict subset of QI. The lower dimensional manifold NS of non-signalling assemblages coincides (for the bipartite case) with Q, in turn containing LHS. LHS and Q are the sets studied in steering theory. Surprisingly, Q is not contained in 1SQI. What is more, for any assemblage in QI and outside of 1SQI, there is an assemblage in Q as far away from 1SQI as the former.**

A 1SQI assemblage $\Sigma_{A|X}^{(\text{lhs})} \coloneqq \{\sigma_{a|x}^{(\text{lhs})} \in \mathcal{B}(H_B)\}_{a,x}$ has components $\sigma_{a|x}^{(\text{lhs})} = \sum_\lambda P_\Lambda P_{a|x,\lambda} \varrho_{a,\lambda}$, i.e. as Eq. (1) but with $\varrho_{a,\lambda}$ independent of $a$. We denote the set of all LHS assemblages by LHS, and call any assemblage $\Sigma_{A|X}$ steerable if $\Sigma_{A|X} \not\in$ LHS. Clearly, LHS $\subseteq$ 1SQI.

In turn, allowing not only for a quantum $B$ but also for a quantum $\Lambda$ defines the set QI of quantum instrumental (QI) assemblages $\Sigma_{A|X}^{(\text{qinst})} \coloneqq \{\sigma_{a|x}^{(\text{qinst})} \in \mathcal{B}(H_B)\}_{a,x}$. More precisely, we allocate to $\Lambda$ a composite Hilbert space $H_\Lambda = H_{\Lambda_A} \otimes H_{\Lambda_B}$, such that subsystems $\Lambda_A$ and $\Lambda_B$ causally influence nodes $A$ and $B$, respectively [see Fig. 1 b)]. Hence, $\Lambda$ is now a quantum common cause [15, 16] for $A$ and $B$ [53]. Accordingly, for $\Lambda$ in a state $\varrho_\Lambda \in \mathcal{B}(H_\Lambda)$, the resulting QI conditional states are

$$\sigma_{a|x}^{(\text{qinst})} = \mathcal{E}_{B|A,\Lambda_B} \left(\text{Tr}_{\Lambda_A} \left[M_x^{(\alpha)} \otimes \mathbb{I}_{\Lambda_B} \varrho_\Lambda \right]\right).$$

Here, $\mathcal{E}_{B|A,\Lambda_B} : \mathcal{B}(H_{\Lambda_B}) \to \mathcal{B}(H_B)$ is an $\alpha$-dependent completely-positive trace-preserving map and $M_x^{(\alpha)}$ is the $\alpha$-th element of an $x$-dependent measurement $M_x :=$
\{ M^{(a)}_x \in B(\mathcal{H}_A) : M^{(a)}_x \geq 0, \sum_a M^{(a)}_x = \mathbb{1}_{\Lambda_A} \}\), with \(\mathbb{1}_{\Lambda_A}\) the identity on \(\mathcal{H}_A\). Clearly, 1SQI \(\subseteq\) QI, as Eq. (2) reduces to Eq. (1) for the specific case of \(q_A\) separable.

On the other hand, for the particular case of \(E_{B[a,A,B]}\) being the identity map for all \(a\) (no causal influence from \(A\) to \(B\)), QI reduces to the set \(Q\) of \textit{quantum assemblages}\(\Sigma^{(q)}_{A|X} := \{ \sigma^{(q)}_{a|x} \in B(\mathcal{H}_B) \}_{a,x}\) of components \(\sigma^{(q)}_{a|x} := \text{Tr}_{\Lambda_A} [M^{(a)}_x \otimes \mathbb{1}_{\Lambda_B} \otimes \rho_A]\). Hence, \(Q\) is to Q what LHS is to 1SQI. Clearly, \(Q \subseteq QI\). In addition, from steering theory, we know that LHS \(\subset Q\). On the contrary, it holds that 1SQI \(\not\subseteq Q\), as Q assemblages are non-signalling while 1SQI ones not. An assemblage \(\Sigma_{A|X}\) is said to be non-signalling if

\[
\rho_B := \sum_a \sigma^{(q)}_{a|x}
\]

(the reduced state of Bob) is independent of \(x\). Also due to non-signalling, it follows that, actually, LHS \(\subset 1\)SQI and \(Q \subseteq QI\). We call the set of non-signalling assemblages \(NS\). For the bipartite case under consideration, it is known that \(Q = NS\) [54]. In contrast, for instrumental causal models, Bob’s state can depend on \(x\) even after summing \(a\) out.

1S-DI \textit{instrumental inequalities, witnesses, and robustness.} Since 1SQI is convex, any \(\Sigma_{A|X} \not\in 1\)SQI is separated from 1SQI by a hyperplane, represented by an assemblage-like object \(W_{A|X} := \{ W_{a|x} \in B(\mathcal{H}_B) \}_{a,x}\), with \(W_{a|x}\) Hermitian, of fixed \textit{scale} \(s := \sum_{a,x} \text{Tr} [W_{a|x}]\), such that

\[
\langle W_{A|X}, \Sigma^{(\text{inst})}_{A|X} \rangle := \sum_{a,x} \text{Tr} [W_{a|x} \sigma^{(\text{inst})}_{a|x}] \leq \beta,
\]

for all \(\Sigma^{(\text{inst})}_{A|X} \in 1\)SQI, and \(\langle W_{A|X}, \Sigma_{A|X} \rangle > \beta \in \mathbb{R}\).

We refer to Eq. (4) as a 1S quantum instrumental inequality with \textit{1SQI bound} \(\beta\) (which depends solely on \(W_{A|X}\)). Thus, \(W_{A|X}\) plays a role analogous to the normal vector of a plane in Euclidean space. We refer to \(W_{A|X}\) as a \textit{non-instrumentality witness}. The separation is then quantified by the violation \(\langle W_{A|X}, \Sigma_{A|X} \rangle - \beta\). Finally, we say that \(W_{A|X}\) is an \textit{optimal non-instrumentality witness} for \(\Sigma_{A|X} \not\in 1\)SQI if \(\langle W_{A|X}, \Sigma_{A|X} \rangle - \beta \geq \langle W'_{A|X}, \Sigma_{A|X} \rangle - \beta' \) for all non-instrumentality witnesses \(W'_{A|X}\) with 1SQI bound \(\beta'\) and scale \(\sum_{a,x} \text{Tr} [W'_{a|x}] = s\). Remarkably, as shown in App. A, the optimal witness is obtained efficiently via semi-definite programming [52].

Witnesses are, in turn, connected with robustness measures [56, 57]. Here, we consider the \textit{robustness of non-instrumentality} \(R_{ni}\), defined, for any \(\Sigma_{A|X} \in QI\), as

\[
R_{ni}(\Sigma_{A|X}) := \min \left\{ t \in \mathbb{R}_{\geq 0} : \frac{\Sigma_{A|X} + t \Pi_{A|X}}{1 + t} \in 1\text{SQI} \right\}
\]

It measures the minimal mixing \(t/(1 + t)\) with any \(\Pi_{A|X} \in 1\)SQI that \(\Sigma_{A|X}\) tolerates before the mixture enters 1SQI. Interestingly, \(R_{ni}\) is a measure of non-instrumentality in the formal, resource-theoretic sense [58–60], as we explicitly show in App. D. Moreover, we note that other choices of “noise” types are possible, giving rise to different variants of \(R_{ni}\). However, the choice \(\Pi_{A|X} \in 1\)SQI is particularly convenient as it yields the robustness efficiently computable through a semi-definite programming optimisation. In fact, such optimisation shows that \(R_{ni}(\Sigma_{A|X}) = \langle V_{A|X}, \Sigma_{A|X} \rangle - 1\), where \(V_{A|X}\) is the optimal for \(\Sigma_{A|X}\) over a simple subclass of non-instrumentality witnesses (see App. E for details). We call \(V_{A|X}\) the \textit{optimal robustness witness} for \(\Sigma_{A|X}\).

Fig. 2 shows \(R_{ni}\), together with the usual steering robustness [52], for Q assemblages obtained from local measure-
ments (by Alice) on states with different degrees of entanglement and purity. Some assemblages in the figure have positive steering robustness and $R_{ni} = 0$. This confirms that $\text{LHS} \subset 1\text{SQI}$: Alice’s outcome signalling indeed provides the models with more descriptive power. However, the figure also shows assemblages with $R_{ni} > 0$. This implies the following theorem, proven also analytically in App. B.

**Theorem 1** ($Q \not\subseteq 1\text{SQI}$). Outcome signalling is not enough for LHS models to reproduce quantum steering.

It is instructive to compare with the fully DI case, where Bob’s instrument is also a black box. There, usual Bell-like correlations (where Alice and Bob have independent inputs) obtained without outcome communication are known to be stronger than local hidden-variable models augmented with outcome signalling from Alice [19, 48, 61]. However, for DI instrumental processes, in contrast, if Bob does not actively exploit Alice’s output his measurement setting is fixed [62]. Hence, no matter how entangled $g_A$, or what measurements Alice makes, the resulting correlations will be automatically compatible with local hidden-variable models with no input for Bob, a subclass of classical instrumental models. In other words, if Bob applies a measurement that does not depend on $a$, the correlations trivially fulfill any DI instrumental inequality, including the recent one of Ref. [36]. Thus, incompatibility with the instrumental DAG without output signalling is a distinctive feature of the 1-sided DI case.

Finally, $R_{ni}$ could in principle attain higher values over QI than over Q. After all, the former allows for signalling while the latter does not. Surprisingly, this is false. The following theorem, proven in App. F, holds instead.

**Theorem 2** ($R_{ni}(Q) = R_{ni}(\text{QI})$). For every quantum instrumental assemblage, there exists a $Q$ assemblage with the same non-instrumentality robustness.

From a practical viewpoint, the theorem provides a significant computational shortcut in the task of, given a fixed value of $R_{ni}$, finding an assemblage with that robustness. Because the theorem allows one to restrict the search to quantum assemblages, instead of searching over all QI ones [63]. From a fundamental perspective, in turn, it has implications in the inner geometry of QI. Namely, it tells us that, for any point $\Sigma_{A|X}^{(\text{qinst})} \in \text{QI} \setminus 1\text{SQI}$, there is always a point $\Sigma_{A|X}^{(q)} \in Q$ as far away from 1SQI as $\Sigma_{A|X}^{(\text{qinst})}$. This does not contradict the fact that $\text{Q} \subset \text{QI}$, because $Q$ is a lower-dimensional manifold (the NS one) of QI. Theorem 2 thus suggests that $\Sigma_{A|X}^{(q)}$ is a kind of projection of $\Sigma_{A|X}^{(\text{qinst})}$ onto NS [see Fig. 1 c].

**Experimental demonstration.** We verified the gap between quantum steering and non-instrumentality using entangled-photon pairs produced by spontaneous parametric down conversions in a BBO crystal [64–66] (see Fig. 3). Alice’s device is taken as the black box, so her measurement settings (wave-plate angles) and outcomes encode the bits $x$ and $a$, respectively. Each measurement by her accounts for the preparation of the assemblage element $\sigma_{a|x}^{(q)}$. In contrast, Bob’s measurements allow for state tomography of each $\sigma_{a|x}^{(q)}$. We produce assemblages of different purities and steering by applying local dephasing of different strengths $V$ on Bob’s qubit and having Alice measure the observables $-\sigma_x + \sigma_z) / \sqrt{2}$, $\sigma_x$, or $\sigma_z$, where $\sigma_x$ and $\sigma_z$ are respectively the first and third Pauli matrices. These three observables correspond to the input choices $x = 0$, 1, and 2, respectively. We tomographically reconstruct each produced assemblage and evaluate $R_{ni}$, whose values are those displayed in Fig. 2.

**Final discussion.** 1SQI processes are a generalisation of both classical instrumental processes (native of causal inference [1, 2]) to the case where the final node is quantum and of local hidden-state models (native of steering theory [39, 52]).
thus unifying two previously disconnected topics. We introduced inequalities and witnesses to test against such 1SQI causal models. These can, in particular, detect entanglement with a single trusted device even in the presence of 1-way outcome signalling. Strikingly, they can also be violated with entanglement alone, i.e. without using outcome communication. Hence, outcome communication is not enough to explain quantum steering. Interestingly, this is a distinctive feature of the 1S DI setting: For DI instrumental processes, if Bob’s setting is independent of Alice’s outcome, any state produces local hidden-variable correlations, automatically compatible with classical instrumental models.

The proposed quantifier (robustness) of non-instrumentality is efficiently computable via semi-definite programming. Moreover, we prove in the appendix that it is a formal, resource-theoretic monotone. With it, we showed an even stronger incompatibility between steering and 1SQI processes: that any value of the robustness can be attained with steering alone. We experimentally verified our predictions in an entangled-photon platform. The experiment is simple, but proves that quantum states can be steerable in a stronger way than previously reported.

Finally, the fact that quantum mechanics allows one to falsify – with quantum control only at a single lab – classical explanations even when these exploit output signalling is not only relevant from the perspectives of quantum foundations and causal inference but also promising from an applied one. More precisely, quantum-nonlocality applications are experimentally less demanding in the 1S DI regime than the fully DI one, as already mentioned. To this, our findings now add the possibility of steering-based protocols with the additional experimentally-appealing feature of no need for space-like separation. We note that, even if $B$ is in the future light-cone of $A$ (and, therefore, also of $X$), direct causal influences from $X$ to $B$ can be ruled out (and so an underlying instrumental causal structure guaranteed) with interventions on $A$, e.g. There, cryptographic or randomness-generation protocols based on 1S quantum instrumental inequality violations are conceivable. It would thus be interesting to explore steering beyond outcome signalling as a potential resource for information processing in comparison with conventional steering-based schemes [38] requiring space-like separation. Our results open new venues for research in that direction.
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Appendix A: 1-sided quantum instrumentality as a semi-definite programming membership problem

In this section, we consider the problems of how to determine if a given arbitrary assemblage \( \Sigma_{A|X} \) is or not in 1SQI and how to determine its optimal non-instrumentality witness, together with its corresponding violation. As in the membership problem for LHS and the determination of optimal steering witnesses of standard steering theory [52], these problems turn out to admit a formulation as a semi-definite program (SDP). SDPs deal with optimisations of a linear objective function over a matrix space defined by linear and positive-semidefinite constraints. Because of this, SDPs are exact in the sense that the solutions they return are guaranteed not to get stuck at local maxima or minima [68].

To this end, we express the conditional states in Eq. (1) as

\[
\tilde{\sigma}_{a,\lambda} \equiv \sum_{\lambda} D_{\lambda}(a|x) \tilde{\sigma}_{a,\lambda},
\]

where \( D_{\lambda} \) is the \( \lambda \)-th deterministic response function and \( \tilde{\sigma}_{a,\lambda} \equiv \sum_{\lambda} \tilde{P}_{\lambda} P_{a,\lambda} \), with \( \tilde{P}_{\lambda} \) defined such that \( P_{a,\lambda} \equiv \sum_{\lambda} \tilde{P}_{\lambda} D_{\lambda}(a|x) \). There are as many such functions as hidden-variable values, i.e. \( |A| = |\Lambda| = |A|^{[X]} \). In addition, the conditional states \( \tilde{\sigma}_{a,\lambda} \) are subnormalised such that

\[
\text{Tr} \left[ \tilde{\sigma}_{a,\lambda} \right] = \sum_{\lambda} \tilde{P}_{\lambda} P_{a,\lambda} =: \tilde{P}_{a},
\]

for all \( a \in \mathbb{Z}_A \) and all \( \lambda \in \mathbb{Z}_\Lambda \), i.e., their trace is independent of \( a \). Note that the distribution \( \tilde{P}_{\lambda} \equiv \{ \tilde{P}_{\lambda} \}_\lambda \) is automatically normalized if so is \( \Sigma_{A|X} \).

We can then recast the membership problem of \( \Sigma_{A|X} \) for 1SQI, i.e., whether \( \Sigma_{A|X} \) admits or not a decomposition as in Eq. (1), directly as an SDP feasibility test. This can be conveniently expressed by the following optimisation.

\[
\text{Given } \Sigma_{A|X} = \{ \sigma_a | x \}_a, \quad \text{min} \quad \mu, \quad \text{s. t.} \quad \sigma_a | x = \sum_{\lambda} D_{\lambda}(a|x) \tilde{\sigma}_{a,\lambda}, \quad \text{Tr} [\tilde{\sigma}_{a,\lambda}] = \text{Tr} [\tilde{\sigma}_{0,\lambda}], \quad \tilde{\sigma}_{a,\lambda} \geq -\mu I_B.
\]

Eqs. (A3b) and (A3c) encode the constraints in Eqs. (A1) and (A2), respectively. Hence, the minimisation in Eq. (A3a) amounts to finding an 1SQI decomposition in terms of conditional states \( \widetilde{\sigma}_{a,\lambda} \) as positive as possible, in the sense of satisfying the constraint of Eq. (A3d) with \( \mu \) as negative as possible. When the objective function \( \mu \) reaches a non-positive value, a decomposition as in Eq. (A1) is feasible with some \( \tilde{\sigma}_{a,\lambda} \geq 0 \), and vice versa. That is, any value \( \mu > 0 \) returned by the optimisation is equivalent to an 1SQI-decomposition being infeasible for \( \Sigma_{A|X} \), i.e. to \( \Sigma_{A|X} \notin \text{1SQI} \).

By virtue of the duality theory of semi-definite programming [52, 68], every such SDP admits a dual, equivalent formulation as follows.

\[
\text{Given } \Sigma_{A|X} = \{ \sigma_a | x \}_a, x, \quad \max \quad \mu, \quad \text{s. t.} \quad \sum_{a,x} \text{Tr} \left[ W_{a|x} \sigma_a | x \right], \quad \sum_{a,\lambda} C_{a,\lambda} \text{Tr} [\tilde{\sigma}_{a,\lambda}] = 0, \quad \sum_{a,\lambda,x} \text{Tr} \left[ W_{a|x} D_{\lambda}(a|x) \right] = -1.
\]

where \( C_{a,\lambda} \in \mathbb{R} \) for all \( a \in \mathbb{Z}_A \) and all \( \lambda \in \mathbb{Z}_\Lambda \). Eqs. (A4b) and (A4c) together imply that \( \Sigma_{a,x} \text{Tr} \left[ W_{a|x} \sum_{\lambda} D_{\lambda}(a|x) \tilde{\sigma}_{a,\lambda} \right] \leq 0 \), for any conditional states \( \tilde{\sigma}_{a,\lambda} \) satisfying Eq. (A2). So, these two equations encode the constraints that the assemblage-like object \( W_{A|X} = \{ W_{a|x} \in B(H_B) \}_a \) of Hermitian operators \( W_{a|x} \) returned by the optimisation is a non-instrumentality witness for some \( \beta \geq 0 \), Eq. (A4d) fixes the scale of \( W_{A|X} \), which prevents the maximisation in Eq. (A4a) from diverging to \( \infty \). Indeed, using the fact that \( \sum_{\lambda} D_{\lambda}(a|x) = |A|^{[X]-1} \), Eq. (A4d) yields

\[
s = -\frac{1}{|A|^{[X]-1}}.
\]

Other choices of scaling are valid, but they must be accompanied by a corresponding rescaling factor for the primal objective function in Eq. (A3a). Finally, the maximisation in Eq. (A4a) guarantees that \( W_{A|X} \) is the optimal non-instrumentality witness for \( \Sigma_{A|X} \) and that it is therefore (due to the convexity of 1SQI) tight – i.e. that \( \beta = 0 \) –, as we wanted to show. In other words, the maximisation returns a positive value if, and only if, \( \Sigma_{A|X} \notin \text{1SQI} \).

Finally, it is important to mention that the primal and dual SDPs, given respectively by Eqs. (A3) and (A4), satisfy a
convenient property called *strong duality* [52, 68]. By virtue of this, the primal and dual objective functions, i.e. \( \mu \) and \( \sum_{a, x} \text{Tr} [W_{a|x} \sigma_{a|x}] \), respectively, converge to the same optimal values. That is, the minimum of Eq. (A3a) and the maximum of Eq. (A4a) are guaranteed to coincide.

### Appendix B: Proof of theorem 1

Here, we analytically prove theorem 1. We give a non-instrumentality witness \( W_{A|X} \) and a quantum assemblage \( \Sigma_{A|X}^{(q)} \) such that \( \Sigma_{A|X}^{(q)} \) violates the 1S quantum instrumental inequality defined by \( W_{A|X} \). The assemblage we use is the same as that of Fig. 2 in the main text for \( V = 1 \) (no dephasing), i.e. the one obtained from \( \Phi^+ = ((00) + (11))/\sqrt{2} \) through projective local measurements by Alice in the bases \(- (\sigma_x + \sigma_z)/\sqrt{2}, \sigma_x, \sigma_z\). As our witness, we use the assemblage itself multiplied by a factor 2 for normalization purposes, i.e. \( W_{A|X} = 2 \Sigma_{A|X}^{(q)} \). Below, we show that the 1SQI bound corresponding to this witness is \( \beta = 2 + 1/\sqrt{2} \). On the other hand, it is immediate to see that

\[
\langle W_{A|X}, \Sigma_{A|X}^{(q)} \rangle = 3 > 2 + 1/\sqrt{2}. \tag{B1}
\]

This implies that \( \Sigma_{A|X}^{(q)} \notin 1SQI \) and, therefore, that \( Q \notin 1SQI \).

To prove that \( \beta = 2 + 1/\sqrt{2} \), we analytically maximise \( \langle W_{A|X}, \Sigma_{A|X}^{(inst)} \rangle \) over all \( \Sigma_{A|X}^{(inst)} \in 1SQI \) and obtain the claimed maximum \( 2 + 1/\sqrt{2} \). To this end, note first that the components of the quantum assemblage \( \Sigma_{A|X}^{(q)} \) in question are rank 1, so that \( \text{Tr} [W_{a|x} W_{a'|x}] = \delta_{a, a'} \). Then, using that \( \sigma_{a|x}^{(inst)} = \sum_{\lambda \in \Lambda} P(\lambda) D_{\lambda}(a|x) \rho_{a, \lambda} \), one gets

\[
\langle W_{A|X}, \Sigma_{A|X}^{(inst)} \rangle = \frac{3}{2} \frac{1}{2} \sum_{\lambda \in \Lambda} \text{Tr} [D_{\lambda}(a|x) R_{a, \lambda}],
\]

where \( R_{a, \lambda} := \sum_{j=1}^3 \text{Tr} [\rho_{a, \lambda} \sigma_j] e_j \) and

\[
v_{a, \lambda} := \sum_{x=0}^2 D_{\lambda}(a|x) u_x,
\]

with \( u_x := \sum_{j=1}^3 \text{Tr} [W_{0,x} \sigma_j] e_j \) and \( e_j \) the \( j \)-th element of the canonical orthogonal basis of \( \mathbb{R}^3 \), for \( j = 1, 2, \) or 3. Finally, optimising over \( P(\lambda) \) and \( R_{a, \lambda} \) yields

\[
\langle W_{A|X}, \Sigma_{A|X}^{(inst)} \rangle = \frac{3}{2} + \frac{1}{2} \sum_{\lambda \in \Lambda} \| v_{0, \lambda} \| + \| v_{1, \lambda} \|. \tag{B4}
\]

For the vectors \( u_x \) used here (namely \( u_0 = -(e_1 + e_3)/\sqrt{2}, u_1 = e_1, \) and \( u_2 = e_3 \)) we obtain \( \max_{x \in \Lambda} \| v_{0, \lambda} \| + \| v_{1, \lambda} \| = 1 + 1/\sqrt{2} \), from which the value \( \beta = 2 + 1/\sqrt{2} \) follows and the proof is completed.

### Appendix C: Device-independent instrumental inequality

We use the linear inequality derived in [35] and recently revisited in [36] to test for violations of the classical instrumental model by our assemblages, under an \( a \)-dependent measurement \( M_a \) by Bob (his input is equal to the output of Alice’s black box). The inequality can be expressed as

\[
\sum_{a, b \in \{0, 1\}} \left[ (-1)^a \rho_0 - (-1)^b \rho_1 + (-1)^{a+b} \right] P(a, b|0) + 2(-1)^b P(a, b|1) + 2(-1)^{a+b} P(a, b|2) \leq 3,
\]

where \( P(a, b|x) := \text{Tr} [M_a^{(b)} \sigma_{a|x}] \), with \( M_a^{(b)} \) the \( b \)-th element of the \( a \)-th measurement of Bob’s. The optimal measurements by Bob for the maximal violation are obtained through the analytical technique of Ref. [55].

### Appendix D: Monotonicity of \( R_{ni} \) under free operations of non-instrumentality

In this section we prove that \( R_{ni} \) is a *non-instrumentality monotone* for any linear class of free operations of non-instrumentality. We leave the details of the resource theory of non-instrumentality (in particular the explicit form of the corresponding free operations) for future work and prove monotonicity solely from the abstract generic properties of free operations. That is, we prove that \( R_{ni} \) is monotonomous (non-increasing) under any linear map satisfying the essential free-operation requirement that \( \mathcal{M}(\Sigma_{A|X}) \in 1SQI \) for all \( \Sigma_{A|X} \in 1SQI \). The proof is similar to that [58] of steering monotonicity for the steering robustness [52].

By definition, \( R_{ni}(\Sigma_{A|X}) \) is the minimal value \( t^* \in \mathbb{R}_{\geq 0} \) such that

\[
\Sigma_{A|X} + t^* \Pi_{A|X} = (1 + t^*) \Sigma_{A|X}^{(inst)}, \tag{D1}
\]

for some \( \Pi_{A|X} \in 1SQI \) and \( \Sigma_{A|X}^{(inst)} \in 1SQI \). Applying \( \mathcal{M} \) to both sides of this equation gives

\[
\mathcal{M}(\Sigma_{A|X}) + t^* \mathcal{M}(\Pi_{A|X}) = (1 + t^*) \mathcal{M}(\Sigma_{A|X}^{(inst)}), \tag{D2}
\]
where the linearity of $\mathcal{M}$ has been used. Now, since $\mathcal{M}(\Pi_{A|X})$, $\mathcal{M}(\Sigma_{A|X}^{(\text{inst})}) \in 1\text{SQI}$ (because $\mathcal{M}$ is a free operation of QI), Eq. (D2) realises a particular decomposition for $\mathcal{M}(\Sigma_{A|X})$ of the form of that of Eq. (D1) for $\Sigma_{A|X}$. Thus, $t^*$ must necessarily be larger or equal than the corresponding minimum for $\mathcal{M}(\Sigma_{A|X})$. That is,

$$R_{ni}(\mathcal{M}(\Sigma_{A|X})) \leq R_{ni}(\Sigma_{A|X}), \quad (D3)$$

which proves that $R_{ni}$ is a non-instrumentality monotone.

**Appendix E: Robustness of non-instrumentality as an SDP optimisation**

Eq. (5) can be re-expressed as $R_{ni}(\Sigma_{A|X}) = t^*$, with $t^*$ defined by Eq. (D1). This implies that

$$\sigma_{a|x} = (1 + t^*) \sum_{\lambda} D_{\lambda}(a|x) \tilde{\sigma}_{a,\lambda} - t^* \pi_{a|x}, \quad (E1)$$

with $\Pi_{A|X} = \{\pi_{a|x} \geq 0\}_{a,x} \in 1\text{SQI}$. Hence,

$$\pi_{a|x} = \sum_{\lambda} D_{\lambda}(a|x) \sigma'_{a,\lambda}, \quad (E2)$$

for $\sigma'_{a,\lambda} \geq 0$, with $\text{Tr}[\sigma'_{a,\lambda}] = \text{Tr}[\sigma_{a',\lambda}]$, $\forall a, a' \in A$. Both $D_{\lambda}(a|x)$ and $\tilde{\sigma}_{a,\lambda}$ are also defined as in Eq. (A1). The problem of finding $t^*$ is then expressed explicitly as the following SDP:

$$\begin{array}{ll}
\text{min} & \sum_{\lambda} D_{\lambda}(a|x) (\tilde{\chi}_{a,\lambda} - \chi_{a,\lambda}), \\
\text{s. t.} & \sigma_{a|x} = \sum_{\lambda} D_{\lambda}(a|x) \sigma'_{a,\lambda}, \\
& 1 + t^* = \sum_{\lambda} \text{Tr}[\tilde{\chi}_{a,\lambda}], \\
& \text{Tr}[\tilde{\chi}_{a,\lambda}] = \text{Tr}[\tilde{\chi}_{0,\lambda}], \\
& \tilde{\chi}_{a,\lambda} \geq 0, \\
& \chi_{a,\lambda} \geq 0.
\end{array} \quad (E3a-e)$$

Like Eq. (A3), the test (E3) admits a dual formulation, which takes the following form.

Given $\Sigma_{A|X} = \{\sigma_{a|x}\}_{a,x}$,

$$\begin{array}{ll}
\max & \sum_{a,x} \text{Tr}[V_{a|x} \sigma_{a|x}] - 1, \\
\text{s. t.} & B'_{a,\lambda} \mathbb{1}_B \leq \sum_{x} V_{a|x} D_{\lambda}(a|x) \leq B_{a,\lambda} \mathbb{1}_B, \\
& \sum_{a} B_{a,\lambda} = 1, \\
& \sum_{a} B'_{a,\lambda} = 0.
\end{array} \quad (E4a-d)$$

where $B_{a,\lambda}, B'_{a,\lambda} \in \mathbb{R}$ for all $a \in Z_A$ and all $\lambda \in Z_A$. With the same arguments as in the discussion right after Eqs. (A4), one sees that Eq. (E4a) returns a positive maximum (the one defining $t^*$) if, and only if, $\Sigma_{A|X} \notin 1\text{SQI}$. In fact, using that $\Sigma_{A|X}$ is well-normalised, the term $-1$ in the objective function can be absorbed into the witnesses’ definition with the variable change $V_{A|X} \rightarrow W_{A|X} := \{V_{a|x} - \mathbb{1}_B / |X|\}_{a,x}$. The resulting SDP (for the redefined witness $W_{A|X}$) is similar to the one in Eqs. (A4), but with an extra constraint coming from the left-hand side inequality of Eq. (E4b), and with the witness scale no longer fixed. Thus, the robustness is given by the violation of the optimal $V_{A|X}$ over all non-instrumentality witnesses with $1\text{SQI}$ bound $\beta = 1$ and subject to the specific constraints given by Eqs. (E4).

**Appendix F: Proof of theorem 2**

Consider an arbitrary $\Sigma^{(\text{qinst})}_{A|X} \in \text{QI}$. By definition, it admits a decomposition as in Eq. (2). Here, we use the short-hand notation $\Sigma^{(\text{qinst})}_{A|X} = \mathcal{E}_{B|A,A_B}^{(q)}(\Sigma^{(\text{q})}_{A|X})$, where $\mathcal{E}_{B|A,A_B}^{(q)} := \{\mathcal{E}_{B|A,A_B}^{(q)}\}_{a}$, to represent Eq. (2). In addition, we denote by $\mathcal{E}_{B|A,A_B}^{(\text{adj})} := \{\mathcal{E}_{B|A,A_B}^{(\text{adj})}\}_{a}$ the collection of dual (adjoint) maps $\mathcal{E}_{B|A,A_B}^{(\text{adj})}$ of each completely-positive trace-preserving (CPTP) map $\mathcal{E}_{B|A,A_B}$. This has the property that

$$\langle V_{A|X}, \mathcal{E}_{B|A,A_B}(\Sigma^{(\text{q})}_{A|X}) \rangle = \langle \mathcal{E}_{B|A,A_B}^{(\text{adj})}(V_{A|X}), \Sigma^{(\text{q})}_{A|X} \rangle,$$

for any $V_{A|X}$ and $\Sigma^{(\text{q})}_{A|X}$. Then, if $V_{A|X}$ is the optimal robustness witness of $\Sigma^{(\text{q})}_{A|X}$, defined by Eqs. (E4), it holds...
that

\[ R_{ni} \left( \Sigma^{(q\text{inst})}_{A|X} \right) = \left\langle V_{A|X}, \Sigma^{(q\text{inst})}_{A|X} \right\rangle - 1 \]
\[ = \left\langle V_{A|X}, E^*_{B|A,A_B} \left( \Sigma^{(q)}_{A|X} \right) \right\rangle - 1 \]
\[ = \left\langle \mathcal{E}^*_{B|A,A_B} \left( V_{A|X} \right), \Sigma^{(q)}_{A|X} \right\rangle - 1. \quad \text{(F1)} \]

Now, assume, for a moment, that \( E^*_{B|A,A_B} \left( V_{A|X} \right) \) is also a valid robustness witness. Then, denoting by \( U_{A|X} \) the optimal robustness witness for \( \Sigma^{(q)}_{A|X} \), it must hold that

\[ \left\langle \mathcal{E}^*_{B|A,A_B} \left( V_{A|X} \right), \Sigma^{(q)}_{A|X} \right\rangle - 1 \leq \left\langle U_{A|X}, \Sigma^{(q)}_{A|X} \right\rangle - 1. \quad \text{(F2)} \]

The left-hand side of this equation equals \( R_{ni} \left( \Sigma^{(q\text{inst})}_{A|X} \right) \), whereas the right-hand side equals \( R_{ni} \left( \Sigma^{(q)}_{A|X} \right) \), thus giving

\[ R_{ni} \left( \Sigma^{(q)}_{A|X} \right) \geq R_{ni} \left( \Sigma^{(q\text{inst})}_{A|X} \right). \]

So, the only missing ingredient is to show that \( E^*_{B|A,A_B} \left( V_{A|X} \right) \) is, in fact, a valid robustness witness.

To prove this we note that, for any \( \Sigma^{(\text{inst})}_{A|X} \in 1\text{SQI} \), \( E^*_{B|A,A_B} \left( \Sigma^{(\text{inst})}_{A|X} \right) \) is also in 1SQI. Hence,

\[ \left\langle \mathcal{E}^*_{B|A,A_B} \left( V_{A|X} \right), \Sigma^{(\text{inst})}_{A|X} \right\rangle = \left\langle V_{A|X}, E^*_{B|A,A_B} \left( \Sigma^{(\text{inst})}_{A|X} \right) \right\rangle \leq 1, \text{ for all } \Sigma^{(\text{inst})}_{A|X} \in 1\text{SQI}. \]

This implies that \( E^*_{B|A,A_B} \left( V_{A|X} \right) \) is a non-instrumentality witness with \( \beta E^*_{B|A,A_B} \left( V_{A|X} \right) = 1 \). Also, given that each \( E^*_{B|a,A,B} \) is completely-positive (CP) and unital, since it is the dual of a CPTP map, applying these dual maps to any robustness witness does not invalidate its defining constraints, in Eqs. (E4b)-(E4d). This means that the resulting object after the application of the dual map is also a valid 1SQI-robustness witness in the SDP formulation. \( \square \)