Studies of viomycin, an anti-tuberculosis antibiotic: copper(II) coordination, DNA degradation and the impact on delta ribozyme cleavage activity
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Viomycin is a basic peptide antibiotic, which is among the most effective agents against multidrug-resistant tuberculosis. In this paper we provide the characteristics of its acid base properties, coordination preferences towards the Cu(II) ions, as well as the reactivity of the resulting complexes against plasmid DNA and HDV ribozyme. Careful coordination studies throughout the wide pH range allow for the characterisation of all the Cu(II)–viomycin complex species. The assignment of proton chemical shifts was achieved by NMR experiments, while the DTF level of theory was applied to support molecular structures of the studied complexes. The experiments with the plasmid DNA reveal that at the physiological levels of hydrogen peroxide the Cu(II)–viomycin complex is more aggressive against DNA than uncomplexed metal ions. Moreover, the degradation of DNA by viomycin can be carried out without the presence of transition metal ions. In the studies of antigenomic delta ribozyme catalytic activity, viomycin and its complex are shown to modulate the ribozyme functioning. The molecular modelling approach allows the indication of two different locations of viomycin binding sites to the ribozyme.

Introduction

Tuberculosis is a serious global health problem caused by the bacillus Mycobacterium tuberculosis,1 associated with the human population since antiquity.2 It is one of the oldest and most pervasive respiratory transmitted diseases.3 According to the World Health Organization (WHO) report, this infection has reached every corner of the globe. In 2013, an estimated 9.0 million people developed tuberculosis and 1.5 million died from the disease.4 Therefore, tuberculosis is still considered to be a huge threat to mankind.5 Attempts to develop a TB remedy began in the 1940s with great optimism. Soon after, streptomycin was introduced.6 Nowadays, treatment of tuberculosis consists mainly of applying first-line antitubercular agents, which include streptomycin, isoniazid, rifampicin, ethambutol and pyrazinamide. These drugs are more effective and less toxic than the second-line agents, such as capreomycin, viomycin, amikacin, ciprofloxacin or ethionamide.7

It is worthy of note that the average plasma concentration of serum copper in healthy people is around 1.02 ± 0.2 µg mL−1. This value is increased in tuberculosis patients and reaches 1.24 ± 0.1 µg mL−1 before the start of treatment and goes down to 1.16 ± 0.04 µg mL−1 after four weeks of antitubercular therapy.8 It has been shown that some parameters such as age, sex, smoking habit and use of oral contraceptive pills can affect serum copper levels.9–11 It is also well known that some medicines include functional groups that enable them to interact with some biomolecules as well as with metal ions present in physiological fluids. Recent findings endorse the chelating effect of ethambutol, leading to a decrease in serum levels of cationic trace elements, e.g. copper. The studies have shown a significant reduction of the serum copper concentration by approx. 30% after 10 days of treatment with this drug. These results support the hypothesis that ethambutol may alter the serum copper concentration in humans. This may be partly due to the chemical structure of ethambutol which is similar to that of penicillamine,11 a well-known chelator used, inter alia, for copper removal in Wilson’s disease.12 In general, copper easily forms strong complexes with nitrogen donors, also present
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in polypeptide molecules. Therefore, tuberactinomycins may chelate copper ions very effectively. Viomycin and capreomycin are basic peptide antibiotics, structurally related, which are among the most effective agents against multidrug-resistant tuberculosis. From the coordination point of view, the most important difference between them is the presence of a serine residue in viomycin instead of \(\alpha,\beta\)-diaminopropionic acid in the capreomycin molecule. Hence, it is interesting how the absence of the least basic amino function would affect the metal ion binding process by viomycin, bearing in mind that this group is responsible for anchoring Cu(II) ions by capreomycin.

The mechanism of action of several antibiotics on pathogenic bacteria involves their interactions with RNA molecules, especially with ribosomal RNAs. It has been shown that two peptide antibiotics, viomycin and capreomycin, inhibit protein synthesis in prokaryotic organisms. The postulated mechanism relies on the inhibition of the translation process resulting in their antibacterial activity. Crystallographic analysis of \(T. thermophilus\) ribosome has revealed that tuberactinomycin family antibiotics, including viomycin and capreomycin, are specifically placed in a cleft between the small and large ribosomal subunits, interacting with helix 44 of 16S rRNA and helix 69 of 23S rRNA. In addition, tuberactinomycins impact the catalytic activity of several ribozymes. Viomycin inhibits the catalytic activity of group I introns and cis-acting delta ribozymes. However, in the case of VS ribozyme, viomycin at a concentration over 100 \(\mu\)M increases its activity.

Recently, we have studied the protonation of capreomycin and the ability of this drug to coordinate Cu(II) ions. The results were extremely useful for explaining the impact of capreomycin and its complex on the catalytic activity of the delta ribozyme and for evaluating the possible mechanisms of modulation of ribozyme activity. In this report we describe the results of comprehensive studies of viomycin, which is structurally related to capreomycin. We attempted to determine copper(II) coordination properties of this drug, its DNA degradation abilities, and the impact on delta ribozyme cleavage activity.

**Results and discussion**

**Investigation of Cu(II) binding by viomycin**

In addition to lysine, serine and diaminopropionic acid, viomycin (Fig. 1) contains the unusual noncoded amino acids, viomycidine and ureidodehydroalanine. In order to calculate the stability constants for the Cu(II)-viomycin complexes, the acid–base characteristics of the ligand had to be determined. Titration of viomycin in a wide pH range allowed calculation of its \(pK_a\) values. A viomycin molecule has three positively charged functional groups able to lose protons (\(\beta\)-lysine (res. 1). The lower \(pK_a\) value may be attributed to the amino group in the \(\beta\)-position, while the higher one – to the amino group in the \(\alpha\)-position. The obtained constants, collected in Table 1, are apparently higher by a ca. 0.2 log unit than the respective values calculated for capreomycin.

A more basic character of viomycin is induced by the above mentioned presence of a hydroxyl group in the viomycidine residue which also affects the \(pK_a\) values of both remaining amino groups.

Complexes of metal ions with biomolecules, such as polypeptides, may exist in several isomers. The spatial surrounding of the metal centre may influence charge distribution and thus have an impact on the complex properties. As a result of the differences in \(pK_a\) values of the anchoring amino groups between the two structurally familiar tuberactinomycins, viomycin coordinates Cu(II) ions at a slightly higher \(pH\) value compared to capreomycin. Under the most acidic conditions, first a CuL complex is formed (Fig. 2). In this case, the metal ion is bound by two nitrogen donors, which can be confirmed by the spectroscopic parameters. The d–d transition appears at 634 nm in the UV-Vis spectra and at 644 nm in the CD spectra (Table 1). Analysis of the coordination sphere executed by EPR spectroscopy at the maximum concentration of the species also confirms the proposed binding mode (Fig. 2, A). Apart from the d-d transitions, the CD spectra also yield the CT ones (\(\lambda = 255\) nm). The band at around 260 nm was previously observed in a solution of the free antibiotic. However, its intensity was about one unit lower. Thus, it may be presumed that an increase of its intensity results from overlapping of the intraligand band and the CT transition NH\(_3\) → Cu(II).

In order to unambiguously establish the coordination pattern of the CuL complex, \(^1\)H-NMR methods were applied. The assignment of proton chemical shifts (Table 2) of viomycin was achieved by COSY, TOCSY and NOESY experiments. \(^1\)H-NMR spectra show a remarkable overlapping of signals in the region around 3.9 ppm. Both in this case and with regard to chemical shifts and relaxation rates of \(\alpha\)-protons falling into...
the water suppression region (around 4.7 ppm) we obtained the relative values exclusively by 2D-NMR experiments. Addition of 0.04 eq. of Cu(II) to the ligand solution selectively affects proton spin–lattice relaxation rates (Table 3). Proton longitudinal relaxation rates $R_1 = 1/T_1$ were measured both in the absence and in the presence of metal ions and used to identify the binding sites of copper ions. At all studied pH values, the $^1$H-NMR spectra of viomycin bound to copper ions (at the molar ratio $M:L = 1:25$) do not show substantial broadening of proton signals as compared to the free ligand. The only exception concerns the $\beta$-CH of residue 1, clearly affected at all pH values.

| Table 1 | Stability constants and spectroscopic parameters for viomycin and the particular species in the Cu(II)–viomycin system |
|---------|----------------------------------------------------------|
| Potentiometry | UV-Vis | CD | EPR |
| $\log \beta^a$ | $pK_a^b$ | $\lambda$ [nm] | $\epsilon$ [M$^{-1}$ cm$^{-1}$] | $\lambda$ [nm] | $\Delta\epsilon$ [M$^{-1}$ cm$^{-1}$] | $A_1$ [G] | $g_{||}$ |
| H$_2$L | 18.341(1) | 8.13 | 267 | 23.873 | 259 | -4.77 | — |
| HL | 10.212(1) | 10.21 | 269 | 24.658 | 259 | -4.78 | 179 | 2.27 |
| CuL | 9.45(1) | 7.65 | 634 | 61 | 255 | -5.85 | 644 | -0.22 |
| CuH$_{\text{iso}}$L | 1.80(2) | 8.46 | 585 | 82 | 245 | -6.71 | 288 | +4.45 |
| CuH$_{\text{1}}$L | -6.66(2) | 9.24 | 573 | 113 | 242 | -8.80 | 298 | +9.00 |
| CuH$_{\text{2}}$L | -15.90(3) | 10.81 | 545 | 123 | 240 | -9.57 | 297 | 10.09 |
| CuH$_{\text{3}}$L | -26.71(4) | — | 542 | 128 | 238 | -11.95 | 298 | 9.50 |
| CuH$_{\text{4}}$L | — | — | — | — | — | — | — | — |

$^a$ Overall stability constant ($\beta$) expressed by equations: for ligand: $\beta(H_nL) = [H_nL]/([L][H^+])$; for complexes: $\beta(CuH_nL) = [CuH_nL]/([Cu][L][H^+])$; charges omitted for better clarity of the formulae, statistical errors on the last digits of stability constant are given in parentheses.

$^b$ Deprotonation constant ($pK_a$) expressed by equations: for ligand: $pK_a = \log \beta(H_nL) - \log \beta(H_{n-1}L)$; for complexes: $pK_a = \log \beta(CuH_nL) - \log \beta(CuH_{n-1}L)$.

| Fig. 2 | The distribution diagram of the Cu(II)–viomycin complexes in aqueous solution. |

At pH 6.7, the proton spin–lattice relaxation enhancements ($R_{1p}$, Table 3) suggest the $\beta$-amino group of residue 1 (N$_{\beta}$ res. 1) and the $\beta$-amide group of residue 2 (N$_{\beta}$ res. 2) as the anchoring...
sites for copper(II) (Fig. 1). Indeed, β-NH2 and β-CH of residue 1, and β-CH2 of residue 2 show the highest values of \(R_{1p}\) compared to the other protons of the ligand. After calculating the proton paramagnetic spin–lattice relaxation rates of viomycin, as the difference between the rates measured in the presence and in the absence of Cu(II) ions, \(R_{1p} = R_{1\text{obs}} - R_{1\text{free}}\), and by using an exchange time \(\tau_M = 4.80 \pm 0.01\) ms and a correlation time \(\tau_{R} = 0.75 \pm 0.02\) ns (the same value has been calculated for all the studied complexes), we obtained the Cu–H distances for a majority of viomycin protons, by following the methods described in the Experimental section. The Cu–H distances are reported in Table 3.

Quantum-chemistry methods are a useful tool to predict the structure and stability of the complexes. Therefore, we used the DFT level of theory to support the molecular structure of the above mentioned complex. We found that thermodynamically stable, multiple connected CuL species can exist in two forms: complex A, where a cation binds the peptide via three interactions – two Cu–N which are supported by Cu–O and complex B with only two Cu–N bonds (Fig. 3). In complex A, the first Cu–N bond is formed by β-NH2 (Nβ res. 1) with the length of 2.020 Å and the second one between the cation and amide nitrogen (Nα res. 6; 2.007 Å). The third interaction Cu–Oβ (res. 5) is weaker, with the distance between atoms equal to 2.147 Å. Despite fewer interactions, the second investigated CuL species (Fig. 3, complex B) is more stable than complex A (by 128.87 kcal mol\(^{-1}\)), forming more effective Cu–N interactions. Both distances, Cu–Nβ (res. 1) and Cu–Nα (res. 2), are in this case significantly shorter in comparison with complex A: 1.950 and 1.953 Å, respectively. The stability of theoretically
investigated complexes allows us to expect complex B to be observed by the experimental methods used in the case of CuL (2N type of coordination). DFT has been proved as a method that offers good agreement with NMR data. The comparison between theoretically calculated metal–proton distances and $^1$H-NMR is presented in Table 3; the values of $r_{Cu-H}$ show a good agreement between the theoretically predicted complex and the experimentally observed structure of CuL. The observed discrepancy between $r_{Cu-H}$ in residues 5 and 6 can be assigned to the difference between static DFT calculations and low rotation barriers of the side chains of 5 and 6 residues in real complexes. A and B complexes have a similar internal hydrogen bond (HB) network. We found 5 HBs in complex A and 4 HBs in complex B (Table 4). Hydrogen bonds play a stabilizing role, however, in a cyclic and relatively small viomycin molecule most of the HBs are significantly bent. Therefore, a large part of the stabilizing effect of the HB which we have found in linear peptides must be missing in this case. Interestingly, regular $\alpha$-helical fragments were found in both A and B complexes.

The CuL species deprotonates with $pK_a$ 7.65 forming a CuH$_2$L complex (Fig. 2 and Table 1). This value corresponds to the removal of a proton from the second amide group and suggests its involvement in the coordination process. This is supported by the spectroscopic data analysis. Spectral parameters are characteristic for the system with three nitrogen donors bound to the Cu(n) ion. Both UV-Vis and CD spectra reveal the shift of the d–d transition band towards shorter wavelengths ($\lambda = 583$ and 629 nm, respectively). In parallel, the EPR spectra show an increase of the hyperfine splitting constant with a simultaneous decrease of the $g_B$ factor ($A_{1L} = 185$ G, $g_B = 2.24$). At pH 8.0, where CuH$_2$L is dominating, proton paramagnetic relaxation enhancements (Table 3) fully confirm that the coordination of metal ions is accomplished by one deprotonated $\beta$-amino group (N$_6$–res. 1) and two amide groups (N$_6$–res. 2 and N$_6$–res. 6), as shown by the circles in Fig. 1. In addition to the high values of $R_{1p}$ measured for $\beta$-CH of residue 1 and $\beta$-CH$_2$ of residue 2 (like in CuL), we also obtained a value of $R_{1p}$ of the same order of magnitude for the $\alpha$-CH of residue 6. After the calculation of the proton paramagnetic spin–lattice relaxation rate using an exchange time $\tau_{ms} = 5.51 \pm 0.01$ ms, we obtained the Cu–H distances for CuH$_2$L species (Table 3).

Two CuH$_2$L complexes were found by DFT calculations: complex C forms three metal–peptide coordination bonds and complex D – four metal–peptide coordination bonds (Fig. 4). Both CuH$_2$L complexes display similar stability – C is only 11.1 kcal mol$^{-1}$ more stable than complex D. Also in this case we found only one complex where Cu–N interactions are supported by a weak Cu–O (2.218 Å) bond (complex D). A careful investigation of the metal–peptide interplay shows that Cu–N bond lengths are shorter in C than in the D complex, as shown in Table 5. In complex C nitrogens form three short and strong Cu–N interactions with distances between 2.006 and 2.185 Å, while in complex D – three interactions with the length between 1.996–3.072 Å and one Cu–O bond (2.218 Å). The bonds between nitrogen and metal ion determine the stability of the complex. A comparison of an average Cu–N bond of the C and D complexes (2.083 Å vs. 2.359 Å) explains the greater stability of complex C in comparison with complex D. Both complexes build a very similar HB network. However, complex C has more linear bonds (three out of six are close to 170°) and cooperative HBs that guarantee greater stabilization in comparison with complex D. In both cases, we found $\alpha$-helical fragments, defined by one 4–13 type hydrogen bond CO(res. 3)–HN(res. 5) in complex C and CO(res. 1)–HN(res. 5) in complex D (left) and D (right).

### Table 4 Complex hydrogen bond network. Bonds in [Å], angles in [°]

| Complex | Fragment | H–Y–Y | X–Y–X | X–Y–H | Y–X–Y |
|---------|----------|-------|-------|-------|-------|
| A       | CO(res. 1)–HN(res. 5) | 1.930 | 2.802 | 147.1 |       |
|         | CO(res. 5)–HN(res. 1) | 1.836 | 2.726 | 143.4 |       |
|         | CO(res. 2)–HN(res. 6) | 1.853 | 2.833 | 157.9 |       |
|         | CO(res. 6)–HN(res. 5) | 1.825 | 2.855 | 167.9 |       |
|         | OH(res. 3)–HN(res. 4) | 1.984 | 2.956 | 173.6 |       |
| B       | OH(res. 1)–HN(res. 5) | 2.016 | 2.898 | 143.2 |       |
|         | OH(res. 4)–HN(res. 3) | 2.167 | 3.146 | 179.4 |       |
| C       | CO(res. 5)–HN(res. 4) | 1.960 | 2.753 | 132.7 |       |
|         | CO(res. 3)–HN(res. 6) | 2.032 | 2.991 | 165.8 |       |
|         | CO(res. 6)–HN(res. 1) | 2.061 | 3.086 | 170.4 |       |
|         | CO(res. 1)–HN(res. 5) | 2.023 | 3.010 | 163.0 |       |
| D       | CO(res. 3)–HN(res. 6) | 1.803 | 2.769 | 167.5 |       |
|         | CO(res. 4)–HN(res. 5) | 1.847 | 2.714 | 140.5 |       |
|         | CO(res. 1)–HN(res. 5) | 1.608 | 2.696 | 166.8 |       |
|         | OH(res. 6)–OC(res. 2) | 1.741 | 2.632 | 147.5 |       |
|         | OH(res. 3)–HN(res. 4) | 2.081 | 3.060 | 178.2 |       |
| E       | OH(res. 3)–OH(res. 4) | 1.969 | 2.944 | 173.6 |       |
|         | CO(res. 4)–HN(res. 5) | 1.988 | 2.797 | 134.4 |       |
|         | CO(res. 1)–HN(res. 5) | 1.872 | 2.836 | 156.5 |       |
|         | OH(res. 6)–OC(res. 5) | 1.657 | 2.643 | 165.8 |       |
|         | CO(res. 2)–HN(res. 5) | 2.124 | 2.723 | 115.5 |       |
|         | OH(res. 6)–OC(res. 5) | 1.652 | 2.597 | 154.4 |       |
| G       | CO(res. 1)–HN(res. 5) | 1.782 | 2.757 | 158.9 |       |
|         | OH(res. 3)–OH(res. 4) | 2.054 | 3.030 | 174.4 |       |
|         | OH(res. 6)–OC(res. 5) | 1.702 | 2.679 | 164.7 |       |
|         | CO(res. 2)–HN(res. 5) | 2.000 | 2.806 | 134.1 |       |
|         | HN(res. 5)–CO(res. 1) | 1.773 | 2.760 | 159.4 |       |
in complex D. All parameters of HBs for complexes C and D can be found in Table 5.

The binding of Cu(II) to the above mentioned donors can yield substantial tension in the CuH⁻¹L complex. A similar process has been observed in the studies of the Cu(II)–capreomycin system. The tension in the latter complex resulted in the rearrangement of its structure and formation of another coordination bond via ε-NH₂ together with the parallel breakage of the Cu(II)–N amide bond.¹⁵ An answer to the question whether viomycin binds metal ions in a similar way was provided by a comparison of the spectroscopic data. The formation of the CuH⁻²L species (the next {3N} complex) is accompanied by CD spectral changes (Table 1). The deprotonation of the next amino group of residue 1, together with the rearrangement of the donor set, generate the CuH⁻²L species (Fig. 2). NMR data (Table 3) clearly indicate that the amide group of residue 6 (Nα res. 6) is replaced in this case by ε-NH₂ of residue 1 (Nε res. 1) in the donor set.

As a result of DFT calculations, we found complex E, where (Nβ res. 1), (Nε res. 1), (Nβ res. 2) nitrogens are involved in copper binding (Fig. 5). Another possibility of CuH⁻²L spatial construction is complex F (Fig. 5), where (Nε res. 6), (Nβ res. 1), (Nε res. 1) donors are engaged in the coordination. Despite the fact that complex F has an average metal–peptide bond shorter (2.032 Å) than complex E (average 2.061 Å; Table 5), complex E is more stable by 11.9 kcal mol⁻¹; noteworthy such a small difference between average metal–peptide bonds (0.029 Å) fails here as a relative stability factor. Moreover, C and E (3N) species have two identical nitrogen donors (Nβ res. 2 and Nβ res. 1). The difference between these complexes lies only in the change of one metal connection: from (Nε res. 6) to (Nε res. 1). The transition from complex C to E is possible with a low energy barrier since ε-NH₂ of res. 1 is the most flexible fragment of a viomycin molecule.

The next proton dissociation results in the formation of CuH⁻₃L, predominant at pH 10.2. The spectroscopic parameters (Table 1) show the change in the equatorial surrounding of the central metal ion and their values admittedly indicate the involvement of four nitrogen donors in the binding.²⁹ In turn, ¹H-NMR proton paramagnetic relaxation rates allow us to suggest that the Cu(II) ion is bound to two amino- and two amide groups, respectively of residues 1 and 2 (Nβ and Nε res. 1; Nα and Nβ res. 2), (Table 3). Using the DFT calculations, we only found one thermodynamically stable {4N} complex G (CuH⁻₃L, Fig. 6) which can be considered as a deprotonated complex E with one new metal–peptide interaction between Nα res. 2 and a Cu(II) ion. Complex G forms a set of four HBs very similar to that of complex E (Table 4).

A further increase of the solution pH value leads to the last proton dissociation and formation of the CuH⁻₄L species. We did not observe any significant changes in the spectroscopic parameters, mainly UV-Vis and EPR, which allows us to assume that the deprotonation originates from the non-bonding moiety in the antibiotic molecule (guanidine group, res. 6). Only CD spectra show symmetry rising of the complex. This may be associated with the loss of the positive charge on the guanidine moiety. In consequence, it leads to a decrease of charges repelling between res. 6 and the Cu(II) ion. In the absence of metal ions the ligand deprotonation constant is

| Complex | X···Cu[n] | rCu–Nε [Å] |
|---------|----------|-----------|
| A       | Nβ (res. 1) | 2.020     |
|         | Nε (res. 6) | 2.007     |
|         | Oζ (res. 5) | 2.147     |
| B       | Nβ (res. 1) | 1.950     |
|         | Nβ (res. 2) | 1.953     |
| C       | Nβ (res. 1) | 2.006     |
|         | Nβ (res. 2) | 2.058     |
|         | Nε (res. 6) | 2.185     |
| D       | Nβ (res. 1) | 2.010     |
|         | Nε (res. 2) | 1.996     |
|         | Nε (res. 2) | 3.072     |
|         | Oζ (res. 5) | 2.218     |
| E       | Nε (res. 1) | 2.122     |
|         | Nε (res. 2) | 2.044     |
|         | Nε (res. 2) | 2.017     |
| F       | Nβ (res. 1) | 2.035     |
|         | Nε (res. 1) | 2.068     |
|         | Nε (res. 6) | 1.972     |
| G       | Nβ (res. 1) | 2.158     |
|         | Nε (res. 1) | 2.052     |
|         | Nε (res. 2) | 3.024     |
|         | Nε (res. 2) | 2.017     |

Fig. 5 DFT optimized structure of CuH⁻²L complexes: E (left) and F (right).

Fig. 6 CuH⁻₃L complex structure calculated at the DFT level of theory – complex G.
outside the electrode detection range. In complexed viomycin this value is lower (pK_a = 10.81), which suggests an increase of system acidity resulting from the neighboring group coordination process.16

**Comparison of Cu(II) affinity of anti-tuberculosis agents**

Viomycin, capreomycin and ethambutol are members of the anti-tuberculosis agent family. The first two peptide antibiotics are second-line anti-tuberculous drugs while ethambutol (acetylenic amino alcohol) is a first-line drug. It has been evidenced that the serum copper(II) pool is elevated during tuberculosis around 21%.37 Even more interesting is the fact that this pool may be decreased during treatment and return to normal levels. One of the possible explanations is that anti-tuberculosis agents may chelate Cu(II) ions and influence their homeostasis.18 Therefore, it was reasonable to compare the strength of copper(II) binding by the three aforementioned anti-tuberculous drugs.

What is apparent in the distribution curves in Fig. 7 is that metal ions are most effectively bound by viomycin. At physiological pH, up to 70% of their pool is bound by the antibiotic, and the remaining 30% by capreomycin. In contrast, ethambutol which is considered as an effective chelator of these ions, which affect its homeostasis in the human body, has no effect in this system (binding less than 1% of Cu(II) ions). It can be assumed that treatment with capreomycin and, in particular, viomycin, may cause a faster return to the physiological level of the Cu(II) ion concentration, than in the case of ethambutol. This can entail not only the desired effects but also disturb copper homeostasis. This may be particularly dangerous during a long-term use of viomycin and may be responsible for its side effects.

**Plasmid DNA damage by Cu-viomycin complexes**

The type of interactions between Cu(II)-antibiotic complexes and DNA is difficult to predict. Such species may behave differently, exhibiting similar nicking properties as uncomplexed metal ions,49 drastically enhancing this process as in the case of e.g. kanamycin A50 and capreomycin or even inhibiting damage as observed in the case of the blasticidin S complex.51 Despite several similarities shared with capreomycin, viomycin binds Cu(II) ions in a quite distinct manner and with a much higher stability. Of particular interest is therefore to verify whether these differences have any influence on the DNA degradation process.

In the first experiment, the interaction of the complex as well as its components on the plasmid DNA was investigated. All the ingredients were added to the DNA samples, accompanied or not by hydrogen peroxide. In the presence of a metal ion or its complex, H_2O_2 is the source of reactive oxygen species. Its activation by a metallic medium may testify to the pro-oxidative properties of the studied substance. The results presented in Fig. 8 clearly show that at the H_2O_2 concentration of 50 µM (Fig. 8a) or 25 µM (Fig. 8b), the Cu(II)-viomycin complex (odd lanes) is more aggressive against DNA than uncomplexed metal ions (even lanes). This is confirmed by complete plasmid destruction (lanes 3 and 5) or the presence of considerable amounts of the linear form III (lanes 7, 9, and 11). This form occurs as a result of the double strand scissions within the sugar-phosphate backbone. At the lower reagent concentrations (Fig. 8b, lanes 6–11), the difference between the plasmid destruction pattern for the complex and metal ions is insignificant. The most unexpected result is that at 500 µM (lane 12) free viomycin induces total DNA degradation, similarly to the complex at the same concentration (lanes 3 and 5).

The data from the previous experiment prompted us to more thoroughly investigate the activity of viomycin alone. Results depicted in Fig. 9 show that the substantial extent of plasmid degradation is observed at higher antibiotic concentrations (lanes 2 and 3). It can be concluded that the genetic
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**Fig. 7** The competitive diagram of copper(II) speciation among viomycin, capreomycin and ethambutol with molar ratios 1:1.1. [Cu(II)] = 1 mM.

**Fig. 8** Comparison of interaction of uncomplexed Cu(II) ions (even lanes) and the Cu(II)-viomycin (odd lanes) on plasmid DNA in the presence of H_2O_2 (a) 50 µM, (b) 25 µM. Lane 1, plasmid; lane 2, plasmid + 500 µM Cu(II) + H_2O_2; lane 3, plasmid + 500 µM complex + H_2O_2; lane 4, plasmid + 250 µM Cu(II) + H_2O_2; lane 5, plasmid + 250 µM complex + H_2O_2; lane 6, plasmid + 100 µM Cu(II) + H_2O_2; lane 7, plasmid + 100 µM complex + H_2O_2; lane 8, plasmid + 50 µM Cu(II) + H_2O_2; lane 9, plasmid + 50 µM complex + H_2O_2; lane 10, plasmid + 10 µM Cu(II) + H_2O_2; lane 11, plasmid + 10 µM complex + H_2O_2; lane 12, plasmid + 500 µM viomycin + H_2O_2; lane 13, plasmid + 10 µM viomycin + H_2O_2.
material damage is not associated with oxidizing conditions (a similar experiment in the presence of 25 µM H₂O₂, data not shown), but it is an unusual feature of the studied antibiotic. Additionally, pre-incubation of a viomycin solution under conditions where a majority of the protein DNases undergo deactivation (5 min, 100 °C) did not influence its ability to destroy DNA (data not shown).

A direct comparison of the complex influence on DNA both in the presence and absence of H₂O₂ was tested. Fig. 10 shows that in the absence of an oxidizing agent (lanes 2–7) the result is quite analogous to the one presented in Fig. 9. Viomycin either with or without Cu(II) ion generates complete plasmid degradation, single-strand nicks or DNA unwinding, which is confirmed by an increase of the form II amount. When accompanied by H₂O₂, no covalently closed circular form (form I) remains in the solution and the plasmid is converted to the relaxed/nicked form II or linear form III (lanes 8–13).

Our observations show that the degradation of DNA by viomycin occurs with a relatively low specificity and can be carried out without the presence of transition metal ions. This suggests that the process does not take place via the free radical mechanism, but rather via the hydrolytic one (similarly to the action of enzymes). Compounds with the ability to degrade double-stranded DNA have already been used in cancer treatment. Therefore, there is a possibility that viomycin may also be used to this end, which, however, requires numerous further experiments.

The impact of viomycin and the Cu(II)-viomycin complex on the antigenomic delta ribozyme catalytic activity

In order to study the impact of viomycin and of the Cu(II)-viomycin complex on the delta ribozyme catalytic activity kinetic studies were carried out in the presence of 10 mM Mg(II) ions at the optimal pH of 7.5, by varying the antibiotic and complex concentration (Fig. 11). In the presence of 0.2 mM viomycin, a three-fold increase of the ribozyme activity was observed, as compared to the control reaction, without the antibiotic. However, at a higher concentration, in the range of 0.4–1 mM, a strong inhibition of the cleavage reaction occurred. The established dependence differs from that determined previously for another peptide antibiotic – capreomycin. In that case the cleavage reaction was stimulated at the antibiotic concentration in the range of 0.2 to 0.75 mM with the highest stimulation occurring at 0.4 mM capreomycin. At higher anti-
biotic concentrations, 0.8 and 1 mM, the cleavage reaction was inhibited.\textsuperscript{24}

The impact of the Cu(\textit{n})–viomycin complex on the delta ribozyme was similar to that observed with Cu(\textit{n})–capreomycin. A slight inhibition of ribozyme catalysis occurred in the presence of a 0.05 mM Cu(\textit{n})–viomycin complex (Fig. 12). At 0.1 mM and 0.2 mM concentrations of the complex, the cleavage reaction was stimulated, and the reaction rate constant \( k_{\text{obs}} \) was doubled at the 0.2 mM Cu(\textit{n})–viomycin complex. However, at a 0.5 mM concentration of the complex the ribozyme cleavage reaction was strongly inhibited.

**pH dependence of ribozyme cleavage rate upon addition of viomycin and its complex**

We examined the impact of pH on the ability of viomycin and Cu(\textit{n})–viomycin to modulate the catalytic activity of delta ribozyme (Fig. 13). At pH 5.5 the cleavage rate constant \( k_{\text{obs}} \) was 0.2 min\(^{-1}\) for the control reaction as well as for the reaction occurring in the presence of a 0.05 mM Cu(\textit{n})–viomycin complex (Fig. 13). Unexpectedly, an addition of 0.2 mM viomycin strongly inhibited the ribozyme activity. At pH 6.5 the \( k_{\text{obs}} \) value was approx. 0.5 min\(^{-1}\) for the control reaction and this value was nearly identical to that determined for the complex. However, for the free antibiotic, the reaction was stimulated almost four-fold as compared to the reaction with no antibiotic added. At pH 7.5 the \( k_{\text{obs}} \) value of the control ribozyme cleavage reaction amounted to 1 min\(^{-1}\). In the presence of viomycin a strong three-fold stimulation of the ribozyme activity was observed while the complex slightly inhibited catalysis.

Comparing the impact of viomycin and capreomycin on the delta ribozyme cleavage occurring at different pH, substantial differences were noted (Fig. 13). Most importantly, the Cu(\textit{n})–capreomycin complex at pH 5.5 and 6.5 inhibits the ribozyme cleavage almost completely,\textsuperscript{24} while the Cu(\textit{n})–viomycin complex has no impact on the reaction under these conditions. Besides, at pH 7.5, viomycin stimulates catalysis two-fold better than capreomycin.

The enhancement of the catalytic activity of delta ribozyme observed in the presence of viomycin or its complex may be explained in two ways. The antibiotics may improve annealing of the oligonucleotide substrate to the ribozyme component acting in \textit{trans}, or participate in structural rearrangements leading to the formation of more reactive forms of the ribozyme. Both mechanisms have been earlier suggested to explain the activity of VS ribozyme in the presence of viomycin,\textsuperscript{23} and the first mechanism was proposed to be crucial. Likely, this mechanism also operates in the case of \textit{trans}-acting delta ribozyme used in our study. Interestingly, for \textit{cis}-acting variants their cleavage activity was inhibited by 50% in the presence of 0.035 mM and 0.1 mM viomycin for the genomic and antigenomic variant, respectively.\textsuperscript{22}

Our analysis of the protonation schemes of capreomycin and viomycin revealed four and three protonation sites in these antibiotics, respectively. Unlike capreomycin, viomycin has no protonation site with \( pK_a \) 6.23 which is attributed to the primary amino group of the \( \alpha,\beta \)-diaminopropionic acid residue.\textsuperscript{15} This group does not seem to take part in the modulation of the delta ribozyme activity since a similar impact of viomycin and capreomycin on this ribozyme was observed.

We have proved that both antibiotics are able to form stable complexes with differently protonated species. Since the Cu(\textit{n})–capreomycin complex strongly inhibits the catalytic activity of the delta ribozyme only at pH 5.5 and 6.5 we suggest that the first forming CuH\textsubscript{3}L species is responsible for this inhibition.\textsuperscript{15,24} On the other hand, the Cu(\textit{n})–viomycin complex does not influence ribozyme catalysis neither at pH 5.5 nor at pH 6.5 suggesting that the complex of the CuL type, which occurs in the solution as the first one, is unable to modulate the delta ribozyme activity (Fig. 13).

**Computer modeling of the viomycin–delta ribozyme interactions**

We used the molecular modelling approach to determine interactions of viomycin with the delta ribozyme structure. Since previous data indicate a high structural similarity of both genomic and antigenomic delta ribozymes in solution\textsuperscript{55} the solved crystal structure of the genomic variant was applied in these studies. Molecular modeling indicates two different locations of viomycin binding sites to the ribozyme. The first site is positioned between the P2 stem and L3 loop (Fig. 14A).

![Fig. 12](image-url) Dependence of the cleavage rate constant \( k_{\text{obs}} \) for the delta ribozyme on the concentration of Cu(\textit{n})–viomycin complex.

![Fig. 13](image-url) Effect of pH on the cleavage rate constant \( k_{\text{obs}} \) for the delta ribozyme with added 0.2 mM viomycin and 0.05 mM Cu(\textit{n})–viomycin.
In the second one, viomycin binds inside a deep cavity formed by P1, P2, and P3 stems (Fig. 14B). Very similar binding sites are suggested for the Cu(n)-viomycin complex. For better visualization of the second site, Fig. 14C shows the molecular surface of the ribozyme as seen from the top with the Cu(n)-viomycin complex embedded inside the cavity. The cavity has the dimensions of approx. 10 × 20 Å and it is large enough to accommodate viomycin or its Cu(n) complex. We suggest that other peptide antibiotics also of a similar size, such as capreomycin, as well as their Cu(n) complexes can be docked to this site inside the ribozyme structure.

Computer modeling suggests that the Cu(n)-viomycin complex interacts with A14/U15 in P2 and G3/U4 in P1 stems (Fig. 14D). In addition, viomycin forms hydrogen bonds with U32 in stem P3. Interestingly, viomycin also interacts with U77, immediately close to C76, which is involved in catalysis. Previous in vitro selection experiments have shown that U32 which is involved in the pseudoknot formation, is very conservative and occurs in all active antigenomic delta ribozyme variants. Presumably, the pseudoknot RNA structure is necessary for viomycin binding.

In an in vitro selection approach has been used to obtain aptamers which specifically bind viomycin. Mapping of aptamers’ structure revealed that the viomycin binding site forms a stem-loop motif engaged in long-range interactions and forming a pseudoknot. The antibiotic interacts with purine bases and the phosphate backbone. However, for efficient viomycin binding the pseudoknot aptamer structure is necessary. Similarly, the compact structure of the genomic and antigenomic delta ribozymes contains a double pseudoknot which seems to be involved in the formation of the tuberactinomycin binding site. Recently, it has been shown that delta-like ribozymes occur not only in the HDV virus but also in many other eukaryotes and prokaryotes including *H. sapiens*, mouse *M. musculus*, mosquito *A. gambiae*, fruit fly *D melanogaster*, sea urchin *S. purpuratus*, nematode *C. japonica* and bacteria *F. prausnitzii*. These ribozyme structures are potential targets for antibiotics, including the studied tuberactinomycins, viomycin and capreomycin.

### Experimental section

#### Materials

Viomycin disulfate was purchased from TOCRIS Bioscience and used without further purification. Other chemicals were from Sigma-Aldrich.

#### Potentiometric measurements

Potentiometric titrations of viomycin and its complexes with Cu(n) in aqueous solution in the presence of 0.1 M KCl were performed at 25 °C under an argon atmosphere using pHmetric titrations (Metrohm, 905 Titrando). The CO2-free NaOH solution at a concentration of 0.1033 M was used as a titrant. The samples were titrated in the pH region 2.5–10.5 applying a total volume of 1.5 mL. Changes in pH were monitored with a combined glass-Ag/AgCl electrode (Metrohm, Biotrode) calibrated daily in concentration using HCl titrations. The ligand concentration was 1 mM and metal-to-ligand molar ratios were 1:1.1, 1:2 and 2:1. These data were analyzed using the SUPERQUAD program. Standard deviations (σ values) quoted were computed by SUPERQUAD and refer to random errors only. They are, however, a good indication of the importance of the particular species involved in the equilibria.

#### EPR

Spectra were recorded on a Bruker ELEXSY S E500 CW-EPR spectrometer equipped with an NMR teslameter (ER 036TM) and a frequency counter at X-band frequency and at 77 K. The concentrations of the complexes were 1 mM. The solutions were prepared using water and ethylene glycol (30 v/v%) as a cryoprotectant. The EPR parameters were calculated for the spectra obtained at the maximum concentration of the particular species for which well-resolved components were observed.

#### UV-vis

Absorption spectra were recorded on an Agilent Cary 60 UV-vis spectrophotometer in the 900–200 nm range, using 1 cm and
Circular dichroism

CD spectra were recorded at 25 °C on a Jasco J-715 spectropolarimeter over a range of 800–220 nm, using 1 cm and 0.1 cm cuvettes. Solutions were of similar concentrations to spectra. This was obtained by introducing a 1H 180° pulse followed by a variable delay in front of the TOCSY sequence.

NMR spectroscopy

Viomycin solutions, at a concentration of 4.0 mM, were prepared in deuterium oxide/water mixed solvent, adjusted to a 0.1 M ionic strength (KCl) and carefully deoxygenated. The desired concentration of copper ions was achieved by using a stock solution of Cu(NO3)2 in deuterium oxide. The pH was adjusted with either DCI or NaOD. All solvents and reagents were of analytical grade and were purchased from commercial sources.

The 1H NMR experiments were performed on a 14.1 T Bruker Avance 600 MHz spectrometer with a 5 mm SEI probe of NMR Center – University of Siena. All NMR experiments were recorded at a controlled temperature of 298 ± 0.1 K. Deuterated trimethylsilyl-2,2,3,3-tetradeuteropropionic acid (TSP-d4) was used as an internal reference standard and chemical shifts were reported in ppm.

3H-NMR spectra were acquired with a FID (free induction decay) composed of 32 768 points over a spectral width of 6000 Hz, a 90° pulse of 7.5 µs, relaxation delay of 2.0 s and 64 transients. Suppression of the residual water signal was achieved by a pulse gradient sequence.

Proton resonance assignment was obtained with COSY (Correlation Spectroscopy), TOCSY (Total Correlation Spectroscopy) and NOESY (Nuclear Overhauser Effect Spectroscopy). An MLEV-17 pulse sequence, with a mixing time of 75 ms, was used for the TOCSY experiments. NOESY spectra were acquired at different values of mixing time to optimize the best one (100 ms). All experiments were processed on a Silicon Graphics O2 workstation by using XWINNMR 3.6 software.

Proton spin–lattice relaxation rates ($R_1 = 1/T_1$) were measured with the inversion recovery pulse sequence or with a combination of this with 2D TOCSY to gain resolution and overcome severe overlapping problems of viomycin 1H-NMR spectra. This was obtained by introducing a 1H 180° pulse followed by a variable delay in front of the TOCSY sequence. Relaxation rates were calculated with regression analysis of the initial recovery curves of longitudinal magnetization components, leading to errors in the range of ±3%.

Calculations of $R_{1p}$ and Cu–H distances. In a solution containing sub-stoichiometric amounts of Cu(II), a ligand (such as viomycin) exchange between the free and the metal-bound environments, such that the paramagnetic spin–lattice relaxation rate, defined as the difference between the rates measured in the presence and in the absence of the metal, $R_{1p} = R_{\text{obs}} - R_{1p}$, is given by:

$$R_{1p} = \frac{P_b}{R_{1b} + \tau_M}$$  \hspace{1cm} (1)

where $P_b$ is the fraction of a metal-bound ligand, $R_{1b}$ is the spin–lattice relaxation rate in the metal-bound state and $\tau_M$ represents the residence time of the ligand in the Cu(II) coordination sphere. $R_{1b}$ is the structure-sensitive parameter that can be extracted from eqn (1) provided $\tau_M$ can be independently determined. An average value of $\tau_M$ is obtained by fitting the initial part of temperature-dependent $R_{1p}$ curves of selected protons by the Eyring equation:

$$\tau_M^{-1} = A(T) \exp \left\{ \frac{-\Delta G}{RT} \right\}$$ \hspace{1cm} (2)

$$\ln[R_{1p}] = \ln[p_bA(T)] - \frac{\Delta G}{RT}$$ \hspace{1cm} (3)

Scaling all $R_{1p}$ values with such value of $\tau_M$, and assuming $p_b = C_{\text{metal}}/C_{\text{ligand}}$, allows us to obtain the corresponding $R_{1b}$ values to be used in Solomon’s equation to calculate Cu–H distances:

$$R_{1b} = \frac{2}{15} \frac{P_0}{4\pi} \frac{2\hbar^2}{\mu} \frac{I_1^2 I_2}{r^6} S(S + 1) \left( 1 + \frac{3\tau_c}{1 + (\omega_1 - \omega_2)^2 \tau_c^2} \right) + \frac{6\tau_c}{1 + (\omega_1 - \omega_2)^2 \tau_c^2}$$ \hspace{1cm} (4)

where $\mu_0$ is the permeability in the vacuum, $\gamma_1$ and $\gamma_S$ are the nuclear and electron magnetogyric ratios, respectively, $h$ is the reduced Planck constant, $S$ is the electronic spin quantum number, $\omega_1$ and $\omega_2$ are the nuclear and electron Larmor frequencies respectively, $r$ is the proton–metal distance, and $\tau_c$ is the rotational correlation time. $\tau_c$ can be calculated by the Stokes equation, and the Cu–H distances for the complex can be therefore calculated.

Computational details

Molecular orbital studies on a Cu(II) ion 1 : 1 complex with viomycin have been done on the DFT level of theory with a polarizable continuum model (PCM). All calculations were performed with Gaussian 09 suite of programs using the M06-2X hybrid functional and 6-31G(d) basis set, and solvent effects have been introduced by using the self-consistent reaction field (SCRF) method based on PCM. No imaginary frequencies were found in any complex.

The Accelrys Discovery Studio 4.1 site of programs (Accelrys Software Inc., San Diego CA) was used to build the structure of the antigenomic delta ribozyme by homology modeling based...
on the previously determined crystal structure of the genomic variant (PDB ID 1CX0) as described previously. Molecular docking of viomycin and its complex with Cu(II) ions was performed with CDOCKER71 in the regions defined by analysis of the electrostatic potential of the surface of the ribozyme molecule.

DNA strand break analysis
The ability to induce strand breaks by viomycin, its Cu(II) complex or Cu(II) ions alone (control) in the presence and absence of H2O2 was tested with the pBluescriptSK+ plasmid by means of agarose gel electrophoresis. The buffered samples (phosphate buffer, pH 7.5) contained combinations of DNA (25 μg mL−1) and the components of the investigated systems (metal ion and/or antibiotic, and H2O2). Concentrations of each substance are given in the figure legends. After 1 h of incubation at 37 °C, the reaction mixtures (20 μL) were mixed with 4 μL of loading buffer (bromophenol blue in 30% glycerol) and loaded on 1% agarose gels, containing ethidium bromide, in TBE buffer (90 mM Tris-borate, pH 8.0; 20 mM EDTA). Gel electrophoresis was performed at a constant voltage of 4 V cm−1 for 60 min. The gels were photographed and processed with a Digital Imaging System (Syngen Biotech, Wroclaw, Poland).

Antigenomic delta ribozyme cleavage reaction
The delta ribozyme was prepared by in vitro transcription70 and the 20-mer oligoribonucleotide substrate 5′ CUUUCCUCUGGGUCGCA3′ was purchased from Future Synthesis, Poznan, Poland. The oligoribonucleotide substrate was labeled at its 5′-end using [γ-32P]ATP and polynucleotide kinase using standard procedures. The ribozyme and substrate oligomers were purified on denaturing polyacrylamide gels, localized by UV shadowing or phosphorimaging, eluted with 0.3 M sodium acetate pH 5.5, precipitated with ethanol, recovered by centrifugation and dissolved in sterile water containing 0.1 mM EDTA. The trans-acting delta ribozyme was prepared by mixing the 5′-end-32P-labeled oligoribonucleotide substrate (~50 000 cpm, 0.1 pmol) with 10 pmoles of delta ribozyme in one of the following reaction buffers: 50 mM MES-NaOH pH 5.5, 50 mM MES-NaOH pH 6.5 or 50 mM Tris-HCl pH 7.5 to obtain the final RNA concentration of 1 μM and 10 nM for the ribozyme and substrate components, respectively. The mixture was subjected to a denaturation-renaturation procedure by incubating at 100 °C for 1 min, at 0 °C for 5 min, and under these conditions all the substrate oligonucleotides were bound in substrate–ribozyme complexes. Then viomycin or its complex was added to appropriate concentrations and the mixture was incubated for an additional 5 min at 37 °C. The ribozyme cleavage reaction was initiated by adding magnesium chloride to the final 10 mM concentration and the reaction proceeded at 37 °C. Aliquots were removed at specified time points and quenched with an equal volume of a 20 mM EDTA/7 M urea mixture. The cleavage products were separated by electrophoresis on 12% denaturing polyacrylamide gels. Finally, the gels were analyzed using phosphorimaging screens and a FLA-5100 image analyzer with MultiGauge software (Fujifilm). The fraction of the substrate cleaved was plotted versus time and fitted to a single exponential equation: 

\[ \frac{[P]_f}{[P]} = \left[1 - e^{-k_{obs}t}\right], \]

where \(k_{obs}\) is the first order constant and \([P]\) and \([EP]\) are the fractions cleaved at time \(t\) and at the reaction end point, respectively.

Conclusions
Similarly to other peptide antibiotics, viomycin binds Cu(II) ions tightly and forms very stable 4N complexes. Both experimental and calculation results show that depending on the conditions, diverse coordination modes and structures can be observed. Several functional groups within the drug molecule get involved into binding which is due to the unique structure of the antibiotic. The investigated complexes show a fringe of stabilizing interactions, however the leading role in metal binding is played by nitrogen donors that form short and strong interactions with metal ions. All investigated complexes display the presence of effective multi-binding sockets for the metal cation. The Cu(II)-viomycin complexes also have a rich network of hydrogen bonds that stabilize the complexes and are able to form short, helical fragments of peptide.

Complexation of the Cu(II) ion is stronger in the case of viomycin than in the case of its very close analogue – capreomycin, which was calculated on the basis of their stability constants. The Cu(II) binding process may reflect the physiological reaction during tuberculosis, when the serum copper pool is elevated and drugs like viomycin may be administered. The studied complexes exhibit strong DNA degradation abilities. Although not specific, they may lead to the total DNA damage when accompanied by low concentrations of endogenous H2O2. Viomycin and its complex with Cu(II) ions modulate the functioning of the antigenomic delta ribozyme. Their impact, stimulatory or inhibitory, strongly depends on these compound concentrations and pH values. At pH 7.5, close to physiological conditions, they inhibit ribozyme catalysis at lower concentrations as compared to the earlier studied capreomycin system. Molecular modeling reveals two different binding sites of viomycin and its complex to the ribozyme. In one of these sites, viomycin binds in a deep cavity inside the ribozyme structure interacting with several nucleotides located in the vicinity. Likely, also other RNA molecules may bind tuberactinomycins in a similar way which may influence their biological properties. The data presented herein have a physiological significance since they may apply to the origins of the adverse effects that accompany tuberculosis treatment.
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