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Abstract

We obtain weight functions associated with $q$-linear and $q$-quadratic lattices that yield discrete orthogonality with respect to a quasi-definite moment functional for the Askey-Wilson polynomials and all the polynomial sequences in the $q$-Askey scheme, with the exception of the continuous $q$-Hermite polynomials.
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1. Introduction

The families of basic hypergeometric orthogonal polynomial sequences included in the $q$-Askey scheme [8] have been studied for a long time. Some of those families have a well-known orthogonality determined by a weight function $w(x_k)$ defined on a finite or infinite set of points $x_k$ that belong to a $q$-linear or $q$-quadratic lattice. In such cases the orthogonality of a polynomial sequence $\{u_n(t) : n \in \mathbb{N}\}$ is given by

$$\sum_{k \in M} u_n(x_k)u_m(x_k)w(x_k) = K_n\delta_{n,m}, \quad n, m \in M,$$

where $M = \{0, 1, 2, \ldots, N\}$, for some positive integer $N$, or $M = \mathbb{N}$, and $K_n$ is a nonzero constant for $n \in M$.

The polynomial families that satisfy certain types of differential or difference equations and have a discrete orthogonality with positive weights $w(x_k)$ have been characterized and studied in great detail. The main references for discrete orthogonal polynomials are the books [11] and [8]. See also [1], [4], [5], and [12].

In this paper, we present a construction that produces for each polynomial family in the $q$-Askey scheme a weight function $w(x_k)$ that determines a discrete orthogonality with respect to a quasi-definite moment functional. The weights $w(x_k)$ are the values at $t = 1$ of a sequence of basic hypergeometric functions $f_k(t)$ that are of type $3\Phi_2$, or
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type \( 2\Phi_1 \). The functions \( f_k(t) \) depend on the parameters that determine the coefficients in the three-term recurrence relation of the corresponding polynomial family. The basic hypergeometric functions \( f_k(t) \) are convergent at \( t = 1 \) and we show how they are obtained from \( f_0(t) \).

For some families in the \( q \)-Askey scheme we obtain two discrete orthogonality weights associated with different sequences of nodes \( x_k \). In this paper we do not deal with the problem of characterizing the cases for which the weights are positive.

We obtain our results using the linear algebraic approach of our previous papers \([14]\), \([15]\), \([16]\), and \([17]\). In \([17]\) we presented a unified construction of all the hypergeometric and basic hypergeometric orthogonal polynomial sequences that uses three linearly recurrent sequences of numbers that satisfy certain difference equation of order three. The initial terms of such sequences determine the sequences of orthogonal polynomials and provide us with a uniform parametrization of all the hypergeometric and basic hypergeometric sequences. In the present paper we use several results from \([17]\).

In Section 2 we present some preliminary material related with the construction of the hypergeometric \( q \)-orthogonal polynomials and their uniform parametrization from \([17]\). In Section 3 we present the construction of the weight functions obtained by solving an infinite system of linear equations and use some properties of basic hypergeometric functions. In Section 4 we find general formulas for the weight functions for the cases when some of the parameters are equal to zero. In Section 5 we present explicit expressions for the weight functions for some families of polynomials in the \( q \)-Askey scheme.

**2. The class \( \mathcal{H}_q \) of basic hypergeometric orthogonal polynomial sequences**

In this section we present some properties of the class \( \mathcal{H}_q \) of the basic hypergeometric orthogonal polynomial sequences that were obtained in \([17]\).

Consider the homogeneous difference equation

\[
s_{k+3} = z(s_{k+2} - s_{k+1}) + s_k, \quad k \geq 0,
\]

where \( z = 1 + q + q^{-1} \). The roots of the characteristic polynomial of this equation are \( 1, q, \) and \( q^{-1} \). In the present paper we consider only the case with distinct roots. Therefore the general solution of (2) is a linear combination of the sequences \( 1, q^k \) and \( q^{-k} \). Let the sequences \( x_k, h_k, \) and \( d_k \) be solutions of (2). Then we can write these sequences as follows

\[
x_k = b_0 + b_1 q^k + b_2 q^{-k}, \quad h_k = a_0 + a_1 q^k + a_2 q^{-k}, \quad d_k = s_0 + s_1 q^k + s_2 q^{-k}.
\]

The sequence \( x_k \) determines the Newtonian basis \( \{ v_n(t) : n \geq 0 \} \) of the complex vector space of polynomials in the complex variable \( t \), defined by

\[
v_n(t) = (t - x_0)(t - x_1) \cdots (t - x_{n-1}), \quad n \geq 1,
\]

and \( v_0(t) = 1 \). We define the sequence \( g_k \) by

\[
g_k = x_{k-1}(h_k - h_0) + d_k, \quad k \geq 1,
\]
and \( g_0 = 0 \). Therefore we must have \( d_0 = 0 \) and hence \( s_0 = -s_1 - s_2 \). In addition, we suppose that \( h_k \neq h_j \) whenever \( k \neq j \), and that \( g_k \neq 0 \) for \( k \geq 1 \). We can take \( a_0 = 0 \) because \( a_0 \) does not appear in any of the formulas that we will obtain in our development.

Let \( \mathcal{D} \) be the linear operator on the space of polynomials defined by

\[
\mathcal{D}v_k = h_kv_k + g_kv_{k-1}, \quad k \geq 0.
\]

Since \( g_0 = 0 \) we see that \( \mathcal{D}t^n \) is equal to \( h_n t^n \) plus a polynomial of degree less than \( n \).

For \( n \geq 0 \) let \( u_n \) be a monic polynomial of degree \( n \) which is an eigenfunction of \( \mathcal{D} \) with eigenvalue \( h_n \). That is

\[
\mathcal{D}u_k = h_k u_k, \quad k \geq 0.
\]

The operator \( \mathcal{D} \) is a generalized difference operator which, in concrete examples, becomes a second order difference operator on a linear or quadratic \( q \)-lattice. In [17] we showed that

\[
u_n(t) = \sum_{k=0}^{n} c_{n,k} v_k(t), \quad n \geq 0,
\]

where the coefficients \( c_{n,k} \) are given by

\[
c_{n,k} = \prod_{j=k}^{n-1} \frac{g_{j+1}}{h_n - h_j}, \quad 0 \leq k \leq n - 1,
\]

and \( c_{n,n} = 1 \) for \( n \geq 0 \). This expression for \( u_n(t) \) was also obtained by Vinet and Zhedanov in [18] using a different approach. The idea of representing orthogonal polynomials in terms of a Newtonian basis was introduced by Geronimus in [7].

The matrix of coefficients \( C = [c_{n,k}] \) is an infinite lower triangular matrix where the coefficients of \( u_n \) appear in the \( n \)-th row of \( C \). Since \( c_{n,n} = 1 \) for \( n \geq 0 \), the infinite matrix \( C \) is invertible. Let \( C^{-1} = [\hat{c}_{n,k}] \) and define the polynomials

\[
w_{n,k}(t) = \prod_{j=k}^{n-1} (t - h_j), \quad 0 \leq k \leq n.
\]

Using basic properties of divided differences we obtain

\[
\hat{c}_{n,k} = \frac{\prod_{j=k+1}^{n} g_j}{w_{n+1,k}'(h_k)} = \prod_{j=k+1}^{n} \frac{g_j}{h_k - h_j}, \quad 0 \leq k \leq n - 1,
\]

and \( \hat{c}_{n,n} = 1 \) for \( n \geq 0 \).

The entries in the 0-th column of \( C^{-1} \) are given by

\[
\hat{c}_{k,0} = \prod_{j=1}^{k} \frac{g_j}{h_0 - h_j}, \quad k \geq 1.
\]
and \( \hat{c}_{0,0} = 1 \). We denote them by \( m_k = \hat{c}_{k,0} \) for \( k \geq 0 \). They satisfy \( m_0 = 1 \) and

\[
\sum_{k=0}^{n} c_{n,k} m_k = 0, \quad n \geq 1. \tag{13}
\]

Note that the sequence \( m_n \) satisfies a recurrence relation of order one. We will see that the numbers \( m_k \) are the generalized moments, with respect to the Newtonian basis \( \{v_k(t)\} \), of a moment functional for which the polynomial sequence \( u_n(t) \) is orthogonal.

In [17] we also proved that the polynomial sequence \( u_n(t) \) satisfies a three-term recurrence relation of the form

\[
u_{n+1}(t) = (t - \beta_n)u_n(t) - \alpha_n u_{n-1}(t), \quad n \geq 1, \tag{14} \]

where the coefficients are given by and

\[
\alpha_n = \frac{g_n}{h_{n+1} - h_n} \left( \frac{g_{n-1}}{h_{n-2} - h_n} + \frac{g_n}{h_{n-1} - h_n} + \frac{g_n}{h_{n-1} - h_{n+1}} + x_n - x_{n-1} \right), \tag{15} \]

and

\[
\beta_n = x_n + \frac{g_{n+1}}{h_n - h_{n+1}} - \frac{g_n}{h_{n-1} - h_n}. \tag{16} \]

Writing \( \alpha_n \) and \( \beta_n \) in terms of the parameters introduced in (3) we obtain

\[
\alpha_n = \frac{(x - 1)(a_1x - qa_2)p_1(x)p_2(x)}{(a_1x^2 - a_2)(a_1x^2 - qa_2)^2(a_1x^2 - q^2a_2)}, \quad n \geq 1, \tag{17} \]

where \( x = q^n \),

\[
p_1(x) = (a_1x - a_2)(b_1x^2 + b_0qx + b_2q^2) + qx(s_1x - s_2),
\]

and

\[
p_2(x) = \frac{a_1^2x^3}{q^2a_2} p_1 \left( \frac{qa_2}{a_1z} \right),
\]

and

\[
\beta_n = \frac{q b_0(x^2 - 1)(a_1^2x^2 - a_2^2) + d x(x - 1)(a_1x - a_2) - (qs_1 - s_2)(a_1 - qa_2)x^2}{(a_1qx^2 - a_2)(a_1x^2 - qa_2)}, \quad n \geq 0, \tag{18} \]

where

\[
d = (q + 1)(qa_1b_2 + a_2b_1) - q(s_1 + s_2 + (a_1 + a_2)b_0).
\]

Let us note that \( \alpha_n \) and \( \beta_n \) are rational functions of \( q^n \) and are determined by the parameters \( a_1, a_2, b_0, b_1, b_2, s_1, s_2 \). Note also that at least one of \( a_1 \) and \( a_2 \) must be different from zero.

It is easy to verify that \( \alpha_n \) is invariant under the substitution \( x \to qa_2/(a_1x) \) and \( \beta_n \) is invariant under the substitution \( x \to a_2/(a_1x) \).
The effect of the exchange $q \leftrightarrow q^{-1}$ on the sequences $\alpha_n$ and $\beta_n$ is equivalent to the exchanges $a_1 \leftrightarrow b_1$, $b_1 \leftrightarrow b_2$, $s_1 \leftrightarrow s_2$.

The map 

$$(a_1, a_2, b_0, b_1, b_2, s_1, s_2) \rightarrow ((\alpha_n)_{n \geq 1}, (\beta_n)_{n \geq 0})$$

is not injective. Let us consider next an example that shows that all the polynomial sequences in the $q$-Askey scheme correspond to a vector of parameters where at least one of $b_1$ and $b_2$ is not zero. The only exception is the sequence of continuous $q$-Hermite polynomials.

Let $P = (a_1, a_2, b_0, 0, 0, s_1, s_2)$. We define the vectors $P_1 = (a_1, a_2, b_0, b_1, 0, \tilde{s}_1, \tilde{s}_2)$ where

$$b_1 = -\frac{b_0 a_2 + s_2}{a_2}, \quad \tilde{s}_1 = \frac{q s_1 - b_0 a_2 - s_2}{q}, \quad \tilde{s}_2 = -b_0 a_2,$$

and $P_2 = (a_1, a_2, b_0, 0, b_2, \tilde{s}_1, \tilde{s}_2)$, where

$$b_2 = -\frac{b_0 a_1 + s_1}{a_1}, \quad \tilde{s}_1 = -b_0 a_1, \quad \tilde{s}_2 = s_2 - q a_1 b_0 - q s_1.$$

A straightforward computation shows that if $a_1 \neq 0$ and $a_2 \neq 0$ then the three vectors $P, P_1, P_2$ yield the same pair of coefficient sequences $(\alpha_n, \beta_n)$, if $a_1 = 0$ and $a_2 \neq 0$ then $P$ and $P_1$ produce the same pair of coefficient sequences, and if $a_1 \neq 0$ and $a_2 = 0$ then $P$ and $P_2$ produce the same pair $(\alpha_n, \beta_n)$.

By Favard’s theorem [3, Thm. 4.4], [10], if all the $\alpha_n$ are positive and the $\beta_n$ are real then $\{u_n\}$ is orthogonal with respect to a positive-definite moment functional, and if all the $\alpha_n$ are nonzero then $\{u_n\}$ is orthogonal with respect to a quasi-definite moment functional.

3. Generalized moments and discrete orthogonality

Let us suppose that the parameters that determine the sequences $x_k, h_k,$ and $d_k$ are such that $h_k \neq h_j$ whenever $k \neq j$, and the coefficients $\alpha_n$, given by (15), are nonzero for $n \geq 1$. Then, by Favard’s theorem [3, Thm. 4.4], [10], there exists a unique quasi-definite moment functional $\tau$ on the space of polynomials such that the polynomial sequence $\{u_n(t) : n \geq 0\}$ is orthogonal with respect to $\tau$, that is,

$$\tau(u_n(t)u_m(t)) = K_n \delta_{n,m}, \quad K_n \neq 0, \quad n, m \in \mathbb{N}. \quad (19)$$

Since $u_0(t) = 1$ we have

$$\tau(u_n(t)) = \sum_{k=0}^n c_{n,k} \tau(v_k(t)) = 0, \quad n \geq 1, \quad (20)$$

and by the uniqueness of the inverse of the matrix $C$ we must have $\tau(v_k(t)) = \hat{c}_{k,0} = m_k$ for $k \geq 0$. This means that the numbers $m_k$ are the generalized moments of $\tau$ with respect to the Newtonian basis $\{v_k(t) : k \geq 0\}$. Note that $\tau(1) = m_0 = 1.$
Theorem 3.1. Suppose that $a_2$ and $b_2$ are nonzero and that $\alpha_n \neq 0$ for $n \geq 1$. Then there exists a unique weight function $w$, defined on the nodes $x_k$, such that for every polynomial $p(t)$ we have

$$\tau(p(t)) = \sum_{k=0}^{\infty} p(x_k) w(x_k). \quad (21)$$

Proof: From (3) we see that the hypothesis imply that $\{x_k\}$ and $\{h_k\}$ are sequences of pairwise distinct numbers, and that the polynomial sequence $\{u_n(t) : n \geq 0\}$ is orthogonal with respect to the quasi-definite moment functional $\tau$.

We will write $r_j = w(x_j)$ for $j \geq 0$. Since $\tau(v_k(t)) = m_k$ for $k \geq 0$, the numbers $r_j$ that we want to find must satisfy

$$m_k = \tau(v_k(t)) = \sum_{j=0}^{\infty} v_k(x_j) r_j, \quad k \geq 0. \quad (22)$$

This is an infinite system of linear equations where the $r_j$ are unknown. Let us denote by $P$ the matrix of coefficients. Then $P = [v_k(x_j)]$, where $j$ is the index for rows, $k$ is the index for columns and $j$ and $k$ are non-negative integers. From the definition of the polynomials $v_k(t)$ in (4) we can see that $P$ is an infinite lower triangular matrix and its entries in the main diagonal are

$$v_k(x_k) = (x_k - x_0)(x_k - x_1) \cdots (x_k - x_{k-1}),$$

and hence they are nonzero. Therefore $P$ is invertible.

Using basic properties of divided differences with respect to the nodes $x_j$ it is easy to show that $P^{-1}$ is the lower triangular matrix whose $(j,k)$ entry is $1/v'_{j+1}(x_k)$. Therefore, from the system (22) we obtain

$$r_k = \sum_{j=k}^{\infty} \frac{m_j}{v'_{j+1}(x_k)}, \quad k \geq 0. \quad (23)$$

We will show that all the series in (23) are convergent (or terminating) basic hypergeometric series.

Let us define the power series

$$f_k(t) = \sum_{j=k}^{\infty} \frac{m_j}{v'_{j+1}(x_k)} t^j, \quad k \geq 0. \quad (24)$$

Therefore $r_k = f_k(1)$ for $k \geq 0$.

From (12) we obtain

$$m_j = \prod_{i=1}^{j} \frac{g_i}{h_0 - h_i}, \quad j \geq 1, \quad (25)$$

and $m_0 = 1$. 
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The denominators in (24) are

\[ v'_{j+1}(x_k) = \prod_{i=0, i \neq k}^{j} (x_k - x_i), \quad k \geq j \geq 0. \quad (26) \]

Therefore \( f_k(t) \) can be expressed as

\[ f_k(t) = \sum_{j=k}^{\infty} \left( \prod_{i=1}^{j} \frac{g_i}{h_0 - h_i} \prod_{i=0, i \neq k}^{j} \frac{1}{x_k - x_i} \right) t^j, \quad k \geq 0, \quad (27) \]

and

\[ f_0(t) = 1 + \sum_{j=1}^{\infty} \left( \prod_{i=1}^{j} \frac{g_i}{(h_0 - h_i)(x_0 - x_i)} \right) t^j. \quad (28) \]

The coefficient of \( t^j \), for \( j \geq k \), in the series \( f_k(t) \) depends on the parameters \( a_1, a_2, b_0, b_1, b_2, s_1, s_2 \). Let us introduce new parameters \( y_1, y_2, y_3, z_1, z_2 \) as follows

\[
\begin{align*}
a_1 &= -\frac{z_1 a_2}{q}, \\
b_1 &= -\frac{z_2 b_2}{q}, \\
y_3 &= \frac{z_1 z_2}{q y_1 y_2}, \\
s_1 &= -\frac{a_2}{q} \left( \left( y_1 y_2 + y_1 y_3 + y_2 y_3 - \frac{z_2}{q} \right) b_2 + b_0 z_1 \right), \\
s_2 &= -a_2 \left( (y_1 + y_2 + y_3 - z_1)b_2 + b_0 \right). 
\end{align*}
\]

The new parameters \( z_1 \) and \( z_2 \) are well defined by the first two equations because \( a_2 \neq 0 \) and \( b_2 \neq 0 \). Note that \( y_3 \) depends on \( y_1, y_2, z_1, z_2 \). We use the redundant parameter \( y_3 \) because it simplifies the equations in (29) and other formulas that we will obtain next.

Let us denote by \( \rho(k, j) \) the coefficient of \( t^j \) in the series \( f_k(t) \). By substitution in \( \rho(0, j) \) of the parameters \( a_1, b_1, s_1, s_2 \), using the expressions in (29), we obtain

\[ \rho(0, j) = \prod_{i=1}^{j} \frac{g_i}{(h_0 - h_i)(x_0 - x_i)} = \frac{(y_1; q)_j(y_2; q)_j(y_3; q)_j q^j}{(q; q)_j(z_1; q)_j(z_2; q)_j}, \quad j \geq 1, \quad (30) \]

where \( (t; q)_k = (1 - t)(1 - qt) \cdots (1 - q^{k-1}t) \) for \( t \in \mathbb{C} \) and \( k \in \mathbb{N} \). Note the factor \( q^j \) in the numerator. Note also that only the parameters \( z_1, z_2, y_1, y_2, y_3 \) appear in the right-hand side. Thus we have essentially four parameters, since \( y_3 \) can be written in terms of the other four parameters.

The previous equation shows that \( f_0(t) \) is a \( 3 \Phi_2 \) basic hypergeometric series. If \( |q| < 1 \) or \( |q| > 1 \) then, by the ratio test the series \( f_0(t) \) converges at \( t = 1 \), since \( z_1 z_2 = q y_1 y_2 y_3 \). See [6, p. 5].

Using the change of parameters (29) we obtain

\[ \rho(k, j) = \mu(k) \frac{(y_1; q)_j(y_2; q)_j(y_3; q)_j q^j}{(q; q)_{j-k}(z_1; q)_j(z_2; q)_j}, \quad j \geq k \geq 1, \quad (31) \]
where
\[
\mu(k) = (-1)^k q^{k(\frac{z}{2})} \frac{(1 - q^{2k-1}z_2)}{(q;q)_k (1 - q^{k-1}z_2)}, \quad k \geq 1. \tag{32}
\]

The ratio test shows that the series \( f_k(t) \) converges at \( t = 1 \) if \(|q| < 1\) or \(|q| > 1\). This shows that the numbers \( r_k \) defined in (23) are well defined and satisfy (22). This completes the proof. \( \square \)

The coefficients of \( f_0(t) \) in terms of the original parameters look like the coefficients of a \( _3\Phi_2 \) function, that is, like the right-hand side of (30). The formulas in (29) for the change of parameters are obtained by substituting \( a_1 = q^{-1}z_1a_2 \) and \( b_1 = q^{-1}z_2b_2 \) in \( f_0(t) \) and then solving for \( s_1, s_2 \) and \( y_3 \) the system of equations obtained from (30) by taking several values of \( j \).

The coefficients \( \rho(k,j) \) of the series \( f_k(t) \) satisfy
\[
\sum_{k=0}^{j} \rho(k,j) = 0, \quad j \geq 1, \tag{33}
\]
and
\[
\rho(k+1,j) = -q^k (1 - q^{j-k})(1 - q^{2k+1}z_2)(1 - q^{k-1}z_2) \frac{1}{(1 - q^{j+k+1})(1 - q^{2k-1}z_2)(1 - q^{j+k}z_2)} \rho(k,j), \quad j > k. \tag{34}
\]

Let us define the sequence of functions
\[
\psi_k(t) = \mu(k)(z_2;q)_k \sum_{j=k}^{\infty} (q^{j-k+1};q)_k t^j \frac{(q^j z_2; q)_j}{(q^j z_2; q)_j}, \quad k \geq 1. \tag{35}
\]
A simple computation shows that \( f_k(t) \) is equal to the Hadamard product of the series \( f_0(t) \) and \( \psi_k(t) \), for \( k \geq 1 \).

The functions \( f_k(t) \), for \( k \geq 0 \), are invariant under the transformation
\[
(q, y_1, y_2, y_3, z_1, z_2) \rightarrow (1/q, 1/y_1, 1/y_2, 1/y_3, 1/z_1, 1/z_2).
\]

The change of parameters (29) applied to the coefficients of the three-term recurrence relation (14) gives us
\[
\alpha_n = \frac{b_2^2(x-1)(z_1 x - q^2)}{z_1 (z_1 x^2 - q)(z_1 x^2 - q^2)^3 (z_1 x^2 - q^3)} \prod_{j=1}^{3} ((y_j x - q)(z_1 x - q y_j)), \tag{36}
\]
where \( x = q^n \), and
\[
\beta_n = b_0 + \frac{b_2 x (\epsilon_2 x^2 + \epsilon_1 x + \epsilon_0)}{z_1 (z_1 x^2 - 1)(z_1 x^2 - q^2)}, \tag{37}
\]
where \( x = q^n \), and
\[
\epsilon_2 = z_1(z_1^2 + (y_1 + y_2 + y_3)q z_1 + (y_1 y_2 + y_1 y_3 + y_2 y_3) z_1 + q y_1 y_2 y_3),
\]
\[
\epsilon_1 = -z_1(q + 1)((q + y_1 + y_2 + y_3) z_1 + (y_1 y_2 + y_1 y_3 + y_2 y_3) q + y_1 y_2 y_3),
\]
\[
\epsilon_0 = q(z_1^2 + (y_1 + y_2 + y_3) q z_1 + (y_1 y_2 + y_1 y_3 + y_2 y_3) z_1 + q y_1 y_2 y_3).
\]
The entries of the matrix $C$, which are the coefficients of the polynomials $u_n(t)$ with respect to the Newtonian basis $\{v_k(t) : k \in \mathbb{N}\}$, become

$$c_{n,k} = \frac{b_2^{n-k}}{q^{(n-k)k}} \frac{(q^{k+1}; q)_{n-k}(q^k y_1; q)_{n-k}(q^k y_2; q)_{n-k}(q^k y_3; q)_{n-k}}{(q; q)_{n-k}(z_1 q^{n-k+1}; q)_{n-k}}, \quad n \geq k \geq 0,$$

in terms of the parameters $y_1, y_2, y_3, z_1, b_2$.

We consider next the family of Askey-Wilson polynomials with parameters $a, b, c, d$, as they are presented in [8, Ch.14]. By a simple comparison of our formulas (36) and (37) for $\alpha_n$ and $\beta_n$ with the corresponding formulas for the Askey-Wilson polynomials given in [8, Eq. 14.1.5], we obtain

$$y_1 = ab, \quad y_2 = ac, \quad y_3 = ad, \quad z_1 = qa^2, \quad b_0 = 0, \quad b_2 = \frac{1}{2a}.$$

Therefore the sequence of weights for the discrete orthogonality of the Askey-Wilson polynomials is given by

$$r_k = w(x_k) = \mu(k) \sum_{j=k}^{\infty} \frac{(ab; q)_j(ac; q)_j(ad; q)_j q^j}{(q; q)_j(ab cd; q)_j(q^{k+1}a^2; q)_j}, \quad k \geq 0,$$

where

$$\mu(k) = (-1)^k \frac{q^{(k)^2}}{(q; q)_k} \frac{(1 - q^{2k}a^2)}{(1 - q^{k}a^2)}.$$

The corresponding sequences of nodes $x_k$ and eigenvalues $h_k$ for the Askey-Wilson polynomials are given by

$$x_k = \frac{1}{2} \left( a q^k + \frac{q^{-k}}{a} \right), \quad h_k = a_2(ab cd q^{k-1} + q^{-k}).$$

We will show in the next section that Theorem 3.1 can be extended to the cases when at least one of $a_1$ and $a_2$ is nonzero and at least one of $b_1$ and $b_2$ is nonzero.

4. The cases with some parameters equal to zero

In this section we consider the cases with some of the four parameters $a_1, a_2, b_1, b_2$ equal to zero. Since our construction of the sequence of weights requires that $h_j \neq h_k$ and $x_j \neq x_k$ whenever $j \neq k$, then at least one of $a_1, a_2$ must be nonzero and at least one of $b_1, b_2$ must be nonzero. Such restrictions give us nine cases. There are four cases with exactly one of the parameters equal to zero, four cases with two parameters equal to zero, and the case with no parameters equal to zero, that was considered in the previous section. Let us recall that all the pairs of sequences $(\alpha_n, \beta_n)$ of recurrence coefficients correspond to a vector of parameters that has at least one of $b_1$ and $b_2$ different from zero. It is clear that the results in the previous section apply to the case where $a_1, a_2, b_1, b_2$ are nonzero numbers. We show next that they can also be applied to other three cases, just using some simple substitutions.
4.1. Case 1. \( a_1 = 0 \).

If \( a_1 = 0 \) and \( a_2, b_1, b_2 \) are nonzero then, from (29) we obtain \( z_1 = 0 \) and \( y_3 = 0 \). Therefore the change of parameters (29) becomes

\[
a_1 = 0, \quad b_1 = \frac{z_2 b_2}{q}, \quad y_3 = 0,
\]

\[
s_1 = \frac{a_2 b_2}{q^2}(z_2 - q y_1 y_2),
\]

\[
s_2 = -a_2((y_1 + y_2)b_2 + b_0),
\]

and the coefficients \( \rho(k, j) \) are

\[
\rho(k, j) = \mu(k) \frac{(y_1; q)(y_2; q)q^j}{(q; q)_{j-k}(q^2 z_2; q)_{j}}, \quad j \geq k;
\]

where \( \mu(k) \) is defined in (32). Therefore \( f_k(t) \) is a \( _2 \Phi_1 \) basic hypergeometric function.

In this case the eigenvalues are \( h_k = a_2 q^{-k} \), the nodes are \( x_k = b_0 + b_2(q^{k-1}z_2 + q^{-k}) \) and the coefficients in the three-term recurrence relation are

\[
\alpha_n = b_2^2 q^{-3}(x - 1)(xy_1 y_2 - z_2)(xy_1 - q)(xy_2 - q),
\]

where \( x = q^n \), and

\[
\beta_n = b_0 - b_2 q^{-1}x(y_1 y_2(1 + q)x - z_2 - q(y_1 + y_2) - y_1 y_2).
\]

4.2. Case 2. \( b_1 = 0 \).

If \( b_1 = 0 \) then \( z_2 = 0 \) and \( y_3 = 0 \) and the change of parameters becomes

\[
a_1 = \frac{z_1 a_2}{q}, \quad b_1 = 0, \quad y_3 = 0,
\]

\[
s_1 = -a_2 q^{-1}(b_2 y_1 y_2 + z_1 b_0),
\]

\[
s_2 = a_2((b_2(z_1 - y_1 - y_2) - b_0),
\]

and the coefficients \( \rho(k, j) \) are

\[
\rho(k, j) = (-1)^k \frac{q^{(k)}(y_1; q)(y_2; q)q^j}{(q; q)_{k}(q; q)_{j-k}(z_1; q)_j}, \quad j \geq k.
\]

Therefore in this case \( f_k(t) \) is also a \( _2 \Phi_1 \) basic hypergeometric function.

The eigenvalues are \( h_k = a_2(z_1 q^{k-1} + q^{-k}) \), the nodes are \( x_k = b_0 + b_2 q^{-k} \) and the coefficients in the three-term recurrence relation are

\[
\alpha_n = \frac{b_2 q x(x - 1)(z_1 x - q^2)(z_1 x - q y_1)(z_1 x - q y_2)(y_1 x - q)(y_2 x - q)}{(z_1 x^2 - q)(z_1 x^2 - q^2)(z_1 x^2 - q^3)},
\]

(49)
where \( x = q^n \), and
\[
\beta_n = b_0 + \frac{b_2x(\epsilon_2x^2 + \epsilon_1x + \epsilon_0)}{(z_1x^2 - 1)(z_1x^2 - q^2)},
\]
where
\[
\epsilon_2 = z_1(z_1 + (y_1 + y_2)q + y_1y_2),
\]
\[
\epsilon_1 = -(q + 1)((q + y_1 + y_2)z_1 + (y_1y_2)q),
\]
\[
\epsilon_0 = q(z_1 + (y_1 + y_2)q + y_1y_2).
\]

4.3. Case 3. \( a_1 = 0 \) and \( b_1 = 0 \).

If \( a_1 = 0 \) and \( b_1 = 0 \) the change of parameters becomes
\[
a_1 = 0, \quad b_1 = 0, \quad y_3 = 0, \\
s_1 = -a_2b_2q^{-1}y_1y_2, \\
s_2 = -a_2((b_2(y_1 + y_2) + b_0),
\]
and the coefficients \( \rho(k, j) \) are
\[
\rho(k, j) = (-1)^k \frac{q^{(k)}}{(q; q)_k} \frac{(y_1; q)_j(y_2; q)_j q^j}{(q; q)_j(q; q)_j}, \quad j \geq k.
\]
The eigenvalues are \( h_k = a_2q^{-k} \), the nodes are \( x_k = b_0 + b_2q^{-k} \), and the recurrence coefficients are
\[
\alpha_n = b_2^2q^{-3}y_1y_2x(x - 1)(y_1x - q)(y_2x - q),
\]
and
\[
\beta_n = b_0 - b_2q^{-1}x(y_1y_2(q + 1)x - q(y_1 + y_2) - y_1y_2).
\]

4.4. Case 4. \( a_2 = 0 \).

We substitute \( a_2 = 0 \) and \( b_1 = z_2b_2/q \) in \( f_0(t) \) and observe that the coefficient \( \rho(0, j) \) of \( t^j \) is of the form
\[
\rho(0, j) = \frac{(y_1; q)_j(y_2; q)_j q^j}{(q; q)_j(z_2; q)_j},
\]
for some numbers \( y_1, y_2, p \). Then we solve for \( s_1, s_2, y_2 \) the system of equations obtained from (55) by taking \( j = 1, 2, 3 \). We obtain the change of parameters
\[
a_2 = 0, \quad b_1 = \frac{z_2b_2}{q}, \quad y_2 = \frac{z_2}{py_1}, \\
s_1 = -\frac{a_1}{q} \left( py_1 + \frac{z_2}{y_1} \right) b_2 - a_1b_0, \\
s_2 = a_1b_2(q - p).
\]
This change of parameters gives us

\[ \rho(k, j) = (-1)^k \frac{q^{(k)}(1 - q^{2k-1}z_2)}{(q; q)_k(1 - q^{k-1}z_2)} \frac{(y_1; q)_j}{(q; q)_{j-k}(q^k z_2; q)_j} \frac{(z_2; q)_j}{(y_1; q)_j}, \quad j \geq k. \]  

(57)

In this case the recurrence coefficients are

\[ \alpha_n = \frac{b_2^2}{qy_1} \frac{(x - 1)(x - p)(xy_1 - q)(xz_2 - qpy_1)}{x^4}, \]  

(58)

and

\[ \beta_n = b_0 + b_2 \frac{(q + y_1)p + q)y_1x - p y_2(1 + q) + z_2}{x^2}, \]  

(59)

where \( x = q^n \), the eigenvalues are \( h_k = a_1 q^k \), and the nodes are \( x_k = b_0 + b_2(z_2 q^{k-1} + q^k) \).

4.5. Case 5. \( a_2 = 0 \) and \( b_1 = 0 \).

We put \( b_1 = 0 \) and \( z_2 = 0 \) in the formulas of the previous case and obtain the change of parameters

\[
\begin{align*}
  a_2 &= 0, \\
  b_1 &= 0, \\
  z_2 &= 0, \\
  s_1 &= -\frac{a_1}{q}(py_1 b_2 + q b_0), \\
  s_2 &= a_1 b_2 (q - p),
\end{align*}
\]

(60)

which gives us

\[ \rho(k, j) = (-1)^k \frac{q^{(k)}(y_1; q)_j}{(q; q)_k(1 - q^{k-1}z_2)} \frac{(z_2; q)_j}{(y_1; q)_j} p^j. \]  

(61)

In this case the recurrence coefficients become

\[ \alpha_n = \frac{b_2^2}{qy_1} \frac{(x - 1)(x - p)(xy_1 - q)}{x^4}, \]  

(62)

\[ \beta_n = \frac{b_2}{q} \frac{(p(q + y_1) + q)x - p(q + 1)}{x^2}, \]  

(63)

where, as usual, \( x = q^n \). The eigenvalues are \( h_k = a_1 q^k \) and the nodes \( x_k = b_0 + b_2 z_2 q^{k-1} + q^k \).

4.6. Case 6. \( b_2 = 0 \).

We proceed as in Case 4, but now we put \( b_2 = 0 \) and \( a_1 = z_1 a_2 / q \) in \( f_0(t) \), and then we see that the coefficients \( \rho(0, j) \) are of the form

\[ \rho(0, j) = \frac{(y_1; q)_j(y_2; q)_j p^j}{(q; q)_j(z_1; q)_j}. \]  

(64)
We solve for \( s_1, s_2, y_2 \) the system of equations obtained by taking \( j = 1, 2, 3 \) in (64) and obtain the change of parameters

\[
a_1 = \frac{z_1 a_2}{q}, \quad b_2 = 0, \quad y_2 = \frac{z_1}{py_1}
\]

\[
s_1 = -\frac{a_2}{qy_1} (pb_1 y_1^2 + (b_0 z_1 - b_1) y_1 + z_1 b_1), \quad s_2 = -a_2 (b_0 + pb_1),
\]

which gives us

\[
\rho(k, j) = (-1)^k \frac{q(z_j)}{(q;)_k} \frac{(y_1; q)_j \left( \frac{z_1}{py_1} \right)_j p^j}{q^{k(j-1)}(q; q)_{j-k} (z_1; q)_j}.
\]

In this case the recurrence coefficients become

\[
\alpha_n = -\frac{qb_1^2 x(x-1)(xz_1 - q^2)(xz_1 - qy_1)(xpy_1 - q)(xy_1 - q)(xz_1 - qpy_1)}{(x^2 z_1 - q)(x^2 z_1 - q^2)^2(x^2 z_1 - q^3)},
\]

\[
\beta_n = b_0 - \frac{b_1 x(z_1 \epsilon_1 x_2 - (q + 1) \epsilon_2 x + q \epsilon_1)}{y_1(x^2 z_1 - 1)(x^2 z_1 - q^2)},
\]

where, as usual, \( x = q^n \) and

\[
\epsilon_1 = py_1^2 + qy_1(p + 1) + z_1 y_1, \quad \epsilon_2 = qpy_1^2 + z_1 y_1(p + 1) + q_1.
\]

The eigenvalues are \( h_k = a_2(z_1 q^{k-1} + q^{-k}) \) and the nodes \( x_k = b_0 + b_1 q^k \).

4.7. Case 7. \( b_2 = 0 \) and \( a_1 = 0 \).

The formulas for this case are obtained from the corresponding formulas in Case 6, just putting \( a_1 = 0 \) and \( z_1 = 0 \).

The change of parameters becomes

\[
a_1 = 0, \quad b_2 = 0, \quad z_1 = 0
\]

\[
s_1 = -\frac{a_2 b_1}{q} (py_1 - 1),
\]

\[
s_2 = -a_2 (b_0 + pb_1),
\]

which gives us

\[
\rho(k, j) = (-1)^k \frac{y_1(x; q)_j p^j}{(q;)_k q^{k(j-1)}(q; q)_{j-k}}.
\]

In this case the recurrence coefficients become

\[
\alpha_n = \frac{pb_1^2}{q^3} x(x-1)(xpy_1 - q)(xy_1 - q),
\]

\[
\beta_n = b_0 - \frac{b_1}{q} x((q + 1)py_1 x - q(p + 1) - py_1),
\]

where, as usual, \( x = q^n \). The eigenvalues are \( h_k = a_2 q^{-k} \) and the nodes \( x_k = b_0 + b_1 q^k \).
4.8. Case 8. $a_2 = 0$ and $b_2 = 0$.

If $a_2 = 0$ and $b_2 = 0$ it is easy to see that the coefficients $\rho(0, j)$ of the series $f_0(t)$ are of the form

$$\rho(0, j) = (-1)^j q^{-\frac{j(j-1)}{2}} (y_1; q)_j (y_2; q)_j p^j. \quad (73)$$

Solving for $s_1, s_2, y_2$ the system of equations obtained from (73) by taking $j = 1, 2, 3$ we obtain the change of parameters

$$a_2 = 0, \quad b_2 = 0, \quad y_2 = \frac{1}{py_1},$$

$$s_1 = -\frac{a_1(b_1py_1^2 + b_0y_1 + b_1)}{y_1}, \quad (74)$$

$$s_2 = -qpa_1b_1.$$ 

This change of parameters gives us

$$\rho(k, j) = (-1)^{k+j} q^{\frac{k(k-1)}{2}} (y_1; q)_j \left( \frac{1}{py_1}; q \right)_j p^j. \quad (75)$$

The recurrence coefficients are

$$\alpha_n = -\frac{qpb_2^2(x-1)(x-qpy_1)(xy_1-q)}{y_1x^4}, \quad (76)$$

and

$$\beta_n = b_0 + \frac{b_1(py_1^2 + qpy_1 + 1)x - (q+1)py_1}{y_1x^2}, \quad (77)$$

where $x = q^n$.

The eigenvalues are $h_k = a_1q^k$ and the nodes are $x_k = b_0 + b_1q^k$.

5. Some examples.

Since the nodes $x_k$ are defined by $x_k = b_0 + b_1q^k + b_2q^{-k}$, for $k \geq 0$, from (4) it is easy to see that a change in the constant term $b_0$ corresponds to a translation of the polynomials $v_n(t)$ in the Newton-type basis, and therefore to the same translation of the orthogonal polynomials $u_n(t)$. We will consider that the polynomial sequences $u_n(t)$ and $\tilde{u}_n(t)$ are equivalent if there exists a constant $\lambda$ such that $\tilde{u}_n(t) = u_n(t + \lambda)$, for $n \geq 0$.

When the coefficients $\beta_n$ of the three-term recurrence relation are expressed in terms of the parameters $y_1, y_2, z_1, z_2$ the parameter $b_0$ appears as an additive constant.

Let us recall that

$$f_k(t) = \sum_{j=k}^{\infty} \rho(k, j) t^j, \quad k \geq 0,$$

and that the weights associated with the nodes $x_k$ are the numbers $f_k(1)$, for $k \geq 0$.

We present next explicit formulas for the coefficients $\rho(k, j)$ for some families of orthogonal polynomials in the $q$-Askey scheme.
5.1. Continuous big \( q \)-Hermite, [8, 14.18].

For this family we have
\[
\alpha_n = \frac{1 - q^n}{4}, \quad \beta_n = \frac{aq^n}{2}, \quad x_k = \frac{aq^k + (aq^k)^{-1}}{2},
\]
and
\[
z_1 = 0, \quad z_2 = a^2 q, \quad y_1 = 0, \quad y_2 = 0, \quad y_3 = 0.
\]

These values of the parameters give us
\[
\rho(k, j) = \frac{(-1)^k q^{\frac{k}{2}} (1 - q^{2k} a^2) q^j}{(1 - q^k a)(q; q)_k(q; q)_{j-k}(q^{k+1} a^2; q)_j}, \quad j \geq k \geq 0.
\]

5.2. Discrete \( q \)-Hermite I, [8, 14.28].

In this case we have
\[
\alpha_n = q^n(1 - q^n), \quad \beta_n = 0, \quad x_k = q^k,
\]
and the parameters are
\[
a_1 = 0, \quad b_0 = 0, \quad b_1 = 1, \quad b_2 = 0, \quad p = -1, \quad y_1 = 0, \quad s_1 = \frac{a_2}{q}, \quad s_2 = a_2,
\]
where \( a_2 \) is an arbitrary nonzero number. Since \( a_1 = 0 \) and \( b_2 = 0 \) this example is in Case 7 and we obtain
\[
\rho(k, j) = \frac{(-1)^{k+j} q^{\frac{k}{2}}}{q^{(j-1)}(q; q)_k(q; q)_{j-k}}, \quad j \geq k \geq 0.
\]

5.3. Little \( q \)-Jacobi, [8, 14.12].

The normalized three-term recurrence relation for the little \( q \)-Jacobi polynomials is given in [8, 14.12.4], with parameters \( a \) and \( b \). The recurrence coefficients can be obtained in three different ways in terms of the parameters \( b_0, b_1, b_2, a_1, a_2, s_1, s_2 \). The first one is
\[
a_1 = abqa_2, \quad b_0 = 0, \quad b_1 = 0, \quad b_2 = \frac{1}{q b}, \quad s_1 = 0, \quad s_2 = (qa - 1)a_2,
\]
where \( a_2 \) is an arbitrary nonzero number. Since \( b_1 = 0 \) and \( a_1, a_2, b_2 \) are nonzero this is an example of Case 2 of the previous section. The sequence of nodes is \( x_k = b^{-1} q^{-k-1} \) and the coefficients \( \rho(k, j) \) of the weights are given by (48) taking \( y_1 = bq, y_2 = 0, z_1 = q^2 ab, z_2 = 0 \). We obtain
\[
\rho(k, j) = \frac{(-1)^{k+j} q^{\frac{k}{2}} (q; q)_{j-k} q^j}{(q; q)_k(q; q)_{j-k}(q^2 ab; q)_j}, \quad j \geq k.
\]
The second set of values of the parameters is

\[ a_1 = abq, \quad b_0 = 0, \quad b_1 = 1, \quad b_2 = 0, \quad s_1 = -q^{-1}(qa - 1)a_2, \quad s_2 = 0, \]

where \( a_2 \) is an arbitrary nonzero number. Since \( b_2 = 0 \) and \( a_1, a_2, b_1 \) are nonzero this is an example of Case 6 of the previous section. The sequence of nodes is \( x_k = q^k \) and the coefficients \( \rho(k, j) \) of the weights are given by (66) taking \( y_1 = bq, z_1 = q^2ab, y_2 = 0, p = 0 \). We obtain

\[
\rho(k, j) = (-1)^{k+j} \frac{q^j q^{j/2} (q b; q) j a^2 q^j}{q^{k(j-1)} (q; q)_j (q; q)_{j-k} (q^2ab; q)_j}, \quad j \geq k \geq 0. \]

The third set of values of the parameters is

\[ a_1 = -qab, \quad a_2 = -1, \quad b_0 = 0, \quad b_1 = 0, \quad b_2 = 0, \quad s_1 = a, \quad s_2 = 1. \]

Since the nodes are \( x_k = 0 \), for \( k \geq 0 \), we do not obtain a discrete orthogonality with this set of values of the parameters.

5.4. \( q \)-Laguerre, [8, 14.21].

This family is obtained taking

\[ a_2 = 0, \quad b_0 = 1, \quad b_1 = 0, \quad b_2 = -1, \quad s_1 = 0, \quad s_2 = a_1(q^{-\alpha} - q), \]

where \( a_1 \) is an arbitrary nonzero number.

The coefficients \( \rho(k, j) \) are in this case given by

\[
\rho(k, j) = \frac{(-1)^k q^{j/2} q^{-j\alpha}}{(q; q)_k (q; q)_{j-k}}, \quad j \geq k \geq 0. \]

The sequence of nodes is \( x_k = -q^{-k} \), for \( k \geq 0 \). Note that \( \rho(0, j) \) are the coefficients of the \( q \)-exponential function of \( q^{-\alpha} \).

5.5. Dual \( q \)-Hahn, [8, 14.7].

The dual \( q \)-Hahn polynomials can be obtained with three different sets of values of the parameters. We consider first the case with

\[ a_1 = 0, \quad b_0 = 0, \quad b_1 = q^{-N}, \quad b_2 = q^{-N} q^{-\gamma N}, \quad s_1 = a_2 q^{-N}(q^{-1} - \gamma), \quad s_2 = -qa_2 \gamma(1 + \delta), \]

where \( a_2 \) is an arbitrary nonzero number and \( N, \gamma, \delta \) are the parameters used in [8, 14.7] to describe the \( Q \)-Hahn polynomials. This example is in Case 1 of the previous section. Therefore the coefficients \( \rho(k, j) \) can be obtained from (44) taking

\[
y_1 = q^{-N}, \quad y_2 = \frac{q^{-N}}{\delta}, \quad z_2 = \frac{q^{-2N}}{\gamma \delta}, \]
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which are the values of \( y_1, y_2, z_2 \) obtained from (43) with the values of the parameters given above. Since \( y_1 = q^{-N} \) we obtain a discrete orthogonality on the nodes \( x_k = \gamma \delta q^{N+1-k} + q^{k-N} \), for \( 0 \leq k \leq N \).

The second set of values of the parameters is

\[
\begin{align*}
a_1 &= 0, & b_0 &= 0, & b_1 &= q \gamma, & b_2 &= \delta, & s_1 &= a_2 \gamma (1 - q^{-N}), & s_2 &= -a_2 (\gamma \delta q + q^{-N}),
\end{align*}
\]

where \( a_2 \) is an arbitrary nonzero number. The nodes are \( x_k = \gamma q^{k+1} + \delta q^{-k} \), for \( k \geq 0 \). We obtain the coefficients \( \rho(k, j) \) from (44) taking

\[
\begin{align*}
y_1 &= \gamma q, & y_2 &= \frac{q^{-N}}{\delta}, & z_2 &= \frac{\gamma q^2}{\delta}.
\end{align*}
\]

The third set of values of the parameters is

\[
\begin{align*}
a_1 &= 0, & b_0 &= 0, & b_1 &= \gamma \delta q, & b_2 &= 1, & s_1 &= a_2 \gamma (\delta - q^{-N}), & s_2 &= -a_2 (\gamma q + q^{-N}).
\end{align*}
\]

Substitution of these values in (43) yields

\[
\begin{align*}
y_1 &= q^{-N}, & y_2 &= \frac{q^{-N}}{\delta}, & z_2 &= \frac{q^{-2N}}{\gamma \delta},
\end{align*}
\]

and then (44) gives us the corresponding coefficients \( \rho(k, j) \). The discrete orthogonality obtained in this case is essentially equivalent to the one described in [8, 14.7.2]. In this case the nodes are \( x_k = \gamma \delta q^{k+1} + q^{-k} \), for \( k \geq 0 \).

6. Final remarks.

We have shown that all the families of basic hypergeometric polynomial sequences in the \( q \)-Askey scheme have at least one discrete orthogonality on a sequence of nodes of the form \( x_k = b_0 + b_1 q^k + b_2 q^{-k} \), where at least one of \( b_1 \) and \( b_2 \) is nonzero. The only exception is the sequence of continuous \( q \)-Hermite polynomials. Some families are orthogonal on two different sequences of nodes \( x_k \).

In some cases the basic hypergeometric series \( f_k(t) \) are obtained from \( f_0(t) \) by repeated application of the \( q \) derivative or the \( q^{-1} \) derivative. In some of the simplest cases the functions \( f_k(t) \) are related with the \( q \)-exponential function. We have not studied the problem of characterizing the cases that have positive weights.

The formulas (36) and (37) for the recurrence coefficients \( \alpha_k \) and \( \beta_k \) in terms of the parameters \( y_1, y_2, z_1, z_2 \) can be used to construct a classification of the \( q \)-orthogonal polynomial sequences that would improve the \( q \)-Askey scheme.
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