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ABSTRACT

In this paper, an operational matrix of integrations based on the Haar wavelet method is applied for finding the numerical solution of non-linear third-order Boussinesq system and the numerical results were compared with the exact solution. The accuracy of the obtained solutions is quite high even if the number of calculation points is small, by increasing the number of collocation points the error of the solution rapidly decreases as shown by solving an example. We have been reduced the boundary conditions in the solution by using the finite differences method with respect to time. Also we have reduced the order of boundary conditions used in the numerical solution by using the boundary condition at x=L instead of the derivatives of order two with respect to space.
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1. Introduction.

As a powerful mathematical tool, Wavelet analysis has been widely used in image digital processing, quantum field theory, numerical analysis and many other fields in the recent years. Haar wavelets have been applied extensively for signal processing in communications and physics research, and more mathematically focused on differential equations and even non-linear problems. After discrediting the differential equation in a conventional way like the finite difference approximation, wavelets which can be used for algebraic manipulations in the system of equations obtained which may lead to better condition number of the resulting system [10].
Using the operational matrix of an orthogonal function to perform integration for solving, identifying and optimizing a linear dynamic system has several advantages: (i) the method is computer oriented, thus solving higher order differential equation becomes a matter of dimension increasing; (ii) the solution is a multi-resolution type and (iii) the answer is convergent, even the size of increment is very large.

The main characteristic of the operational method is to convert a differential equation into an algebraic one, and the core is the operational matrix for integration. We start with the integral property of the basic orthonormal matrix, $\phi(t)$ by writing the following approximation:

$$\int \int \int \ldots \int_0^t \phi(t)\,dt\ldots dt \equiv Q^k \phi(t), \quad \ldots(1)$$

where $\phi(t) = [\phi_0(t), \phi_1(t) \ldots \phi_{m-1}(t)]^T$ in which the elements $\phi_0(t), \phi_1(t), \ldots, \phi_{m-1}(t)$ are the discrete representation of the basic functions which are orthogonal on the interval [0,1] and $Q_m$ is the operational matrix for integration of $\phi(t)$ [9].

Lepik [6] studied the application of the Haar wavelet transform to solve integral and differential equations, he demonstrated that the Haar wavelet method is a powerful tool for solving different types of integral equations and partial differential equations. AL-Rawi and Qasem [1] found the numerical solution for nonlinear Murray equation by the operational matrices of Haar wavelet method and compared the results of this method with the exact solution, they transformed the nonlinear Murray equation into a linear algebraic equations that can be solved by Gauss-Jordan method. Hariharan and Kannan [5] developed an accurate and efficient Haar transform or Haar wavelet method for some of the well-known non-linear parabolic partial differential equations. The equations include the Nowell-whitehead equation, Cahn-Allen equation, FitzHugh-Nagumo equation, and other equations.

Many authors have studied the solution for non-linear boussinesq systems.

Bona et al [3] derived a four-parameter family of boussinesq systems from the two-dimensional Euler equations for free-surface flow and formulated criteria to help decide which of these equations one might choose in a given modeling situation. The analysis of the systems according to these criteria is initiated. Bona et al. [4] are investigating numerically generalized solitary wave solutions of two coupled Kdv systems of boussinesq type. We present numerical experiments describing the generation and evolution of such waves, their interactions, the resolution of general initial profiles into sequences of such waves, and their stability under small perturbations. Anotonopoulos et al. [2] are studying three initial-boundary-value problems for Bona-Smith family of Boussinesq systems corresponding, respectively, to nonhomogeneous Dirichlet, reflection, and periodic boundary conditions posed at the endpoints of a finite spatial interval, and establish existence and uniqueness of their solutions. He proved that the initial-boundary-value problem with Dirichlet boundary conditions is well posed in appropriate spaces locally in time, while the analogous problems with reflection and periodic boundary conditions are globally well posed under mild restrictions on the initial data. Micu et al. [8] are studying the internal controllability and stabilizability of a family of boussinesq systems. The space of the controllable data for the associated linear system is determined for all values of the four parameters. As an application of this newly established exact controllability, some
simple feedback controls are constructed such that the resulting closed-loop systems are exponentially stable.

In this paper, we study the numerical solution for non-linear third-order Boussinesq system by the operational matrices of Haar wavelet method and we compare the results of this method with the exact solution.

We organized our paper as follows. In section 2, the Haar wavelet is introduced and an operational matrix is established. Section 3 function approximation is presented. In section 4 Haar wavelets used to solve nonlinear Boussinesq system. Section 5 deals with the reducing of the order of boundary conditions used in the numerical solution. Numerical results are presented in section 6. Concluding remarks are given in section 7.

2. Haar wavelet

The Haar functions are an orthogonal family of switched rectangular waveforms where amplitudes can differ from one function to another. They are defined in the interval [0,1] by ([5], [6] and [7]):

\[
 h_i(x) = \begin{cases} 
 1 & k \leq x < k + 1/2 \\
 -1 & k + 1/2 \leq x < k + 1 \\
 0 & \text{otherwise in } [0,1] 
\end{cases} 
\] ...

(2)

Integer \( m = 2^j \), \((j = 0,1,2,\ldots, J)\) indicates the level of the wavelet; \( k=0,1,2,\ldots,m-1 \) is the translation parameter. Maximal level of resolution is \( J \). The index \( i \) is calculated according to the formula \( i=m+k+1 \); in the case of minimal values, \( m=1, k=0 \) we have \( i=2 \), the maximal value of \( i \) is \( i = 2M = 2^{j+1} \). It is assumed that the value \( i=1 \) corresponds to the scaling function for which \( h_1 = 1 \) in \([0,1]\). Let us define the collocation points \( x_l = (l-0.5)/2M, (l=1,2,\ldots,2M) \) and discredit the Haar function \( h_i(x) \); in this way we get the coefficient matrix \( H(i,l) = (h_i(x_l)) \), which has the dimension \( 2M \times 2M \).

The operational matrix of integration \( P \), which is a \( 2M \times 2M \) square matrix, is defined by the equation: \([6]\

\[
 P_{i,v}(x) = \int_0^x h_i(x) \, dx 
\] ...

(3)

\[
 P_{i,v+1}(x) = \int_0^x P_{i,v}(x) \, dx 
\] , \( v = 1,2,\ldots \) ...

(4)

These integrals can be evaluated using equation (2) are given below:

\[
 P_{i,v}(x) = \begin{cases} 
 x - \alpha & \text{for } x \in [\alpha, \beta] \\
 \gamma - x & \text{for } x \in [\beta, \gamma] \\
 0 & \text{elsewhere} 
\end{cases} 
\] ...

(5)
\[
P_{i,2}(x) = \begin{cases} 
\frac{1}{2}(x-\alpha)^2 & \text{for } x \in [\alpha, \beta) \\
\frac{1}{4m^2}(x-\beta)^2 - \frac{1}{2}(\gamma-x)^2 & \text{for } x \in [\beta, \gamma) \\
\frac{1}{4m^2}(x-\beta) & \text{for } x \in [\gamma, 1) \\
0 & \text{elsewhere}
\end{cases} \quad \ldots(6)
\]

\[
P_{i,3}(x) = \begin{cases} 
\frac{1}{6}(x-\alpha)^3 & \text{for } x \in [\alpha, \beta) \\
\frac{1}{4m^2}(x-\beta)^3 + \frac{1}{6}(\gamma-x)^3 & \text{for } x \in [\beta, \gamma) \\
\frac{1}{4m^2}(x-\beta) & \text{for } x \in [\gamma, 1) \\
0 & \text{elsewhere}
\end{cases} \quad \ldots(7)
\]

We also introduce the following notations:

\[
R_{i,v} = \int_0^1 P_{i,v}(x) \, dx \quad \ldots(8)
\]

We also introduce the following notations:

\[
R_{i,1}(x) = P_{i,2}(1) = \begin{cases} 
\frac{1}{2}(1-\alpha)^2 & \text{for } x \in [\alpha, \beta) \\
\frac{1}{4m^2}(1-\beta)^2 - \frac{1}{2}(\gamma-1)^2 & \text{for } x \in [\beta, \gamma) \\
\frac{1}{4m^2} & \text{for } x \in [\gamma, 1) \\
0 & \text{elsewhere}
\end{cases}
\]

3. Function Approximation

Any square integrable function \( u(x) \) in the interval \([0,1]\) can be expanded by a Haar series of infinite terms:

\[
u(x) = \sum_{i=0}^{\infty} c_i h_i(x) \quad , \quad i \notin \{0\} \cup N \quad \ldots(9)
\]

where the Haar coefficients \( c_i \) are determined as follows:

\[
c_0 = \int_0^1 u(x)h_0(x) \, dx \quad , \quad c_n = 2^j \int_0^1 u(x)h_j(x) \, dx
\]

\[
i = 2^j + k, \quad j \geq 0, \quad 0 \leq k < 2^j \quad , \quad x \in [0,1]
\]

Such that the following integral square error \( \varepsilon \) is minimized:

\[
\varepsilon = \int_0^1 \left[ u(x) - \sum_{i=0}^{m-1} c_i h_i(x) \right]^2 \, dx, \quad m = 2^j, \quad j \notin \{0\} \cup N
\]

Usually, the series expansion of (10) contains infinite terms for smooth \( u(x) \). If \( u(x) \) is piecewise constant by itself, or may be approximation as piecewise constant during each subinterval, then \( u(x) \) will be terminated at finite \( m \) terms, that is:
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\[ u(x) = \sum_{i=0}^{m-1} c_i h_i(x) = c^T_{(m)} h_{(m)}(x) \]  

\[ \text{where the coefficients } c^T_{(m)} \text{ and the Haar function vector } h_{(m)}(x) \text{ are defined as:} \]

\[ c^T_{(m)} = [c_0, c_1, ..., c_{m-1}] \text{ and } h_{(m)}(x) = [h_0(x), h_1(x), ..., h_{m-1}(x)]^T \]

where T means transpose. (see [6])

![Fig. 1. First eight Haar functions [6]](image)

### 4. Mathematical Model

In this section, we will consider the following nonhomogeneous system [8]:

\[ \frac{\partial u}{\partial t} + \frac{\partial v}{\partial x} + \frac{\partial}{\partial x} (u v) + a \frac{\partial^3 v}{\partial x^3} - b \frac{\partial^3 u}{\partial x^3} \frac{\partial}{\partial t} = f(x,t) \]

\[ \frac{\partial v}{\partial t} + \frac{\partial u}{\partial x} + v \frac{\partial v}{\partial x} + c \frac{\partial^3 u}{\partial x^3} - d \frac{\partial^3 v}{\partial x^3} \frac{\partial}{\partial t} = g(x,t) \]

where \( f \) and \( g \) are given functions. For \( x \in (0,2\pi), t \in (0,T) \). With initial conditions [8]:

\[ u(x,0) = u_o(x), \quad v(x,0) = v_o(x), \quad x \in [0,2\pi] \]

and periodic boundary conditions:

\[ \frac{\partial^r v}{\partial x^r}(0,t) = \frac{\partial^r v}{\partial x^r}(2\pi,t), \quad \text{for} \quad t \in (0,T), \quad 0 \leq r \leq r_o \]

\[ \frac{\partial^q u}{\partial x^q}(0,t) = \frac{\partial^q u}{\partial x^q}(2\pi,t), \quad \text{for} \quad t \in (0,T), \quad 0 \leq q \leq q_o \]

where the parameters \( a, b, c, \) and \( d \) are constant, but not completely independent. They are in fact required to fulfill the relations:

\[ a + b = \frac{1}{2}(\Phi 2 - 1/3) \]

\[ c + d = \frac{1}{2}(1 - \Phi 2) \geq 0 \]
where $\Phi \in [0,1]$. The number of boundary conditions depends on the values of the parameters. For instance, if $a=b=0$ then $r_s = 0$, if $a=0$ and $b\neq 0$ then $r_s = 1$ and if $a\neq 0$ then $r_s = 2$ the values of $q_0$ depend on the parameters $c$ and $d$ in a similar way.

Since the Haar wavelets are defined for $x\in[0,1]$, we must first normalize system (11) and initial-boundary condition (12) and (13) in regard to $x$.

We change the variables [7]:

$$x = \frac{1}{2\pi}(x_s - x_m), \quad t = t_s - t_0, \quad L = b - a = 2\pi - 0$$

then the system (11) and the initial–boundary conditions (12) become:

$$u_t + \frac{1}{L} v_x + \frac{1}{L^3} (uv)_x + \frac{a}{L^3} v_{xxx} - \frac{b}{L^2} u_{xxt} = f(x,t) \quad \text{(14)}$$

$$v_t + \frac{1}{L} u_x + \frac{1}{L^3} v_{xx} + \frac{c}{L^3} u_{xxx} - \frac{d}{L^2} v_{xxt} = g(x,t) \quad \text{(15)}$$

with initial –boundary conditions:

$$u(x,0) = u_0(x), \quad v(x,0) = v_0(x) \quad \text{(16)}$$

Now, let us divide the interval $[0,T]$ into $N$ equal parts of length $\Delta t = T/n$ and denote to $t_s = (s-1) \Delta t, s = 1, 2, \ldots, n$.

We assume that $u^n(x,t)$ can be expanded in terms of Haar wavelets as follows:

$$\hat{u}^n(x,t) = \sum_{i=0}^{m-1} c_i(i) h_i(x) = C^T h_m(x) \quad t \in (t_s, t_{s+1}) \quad \text{(17)}$$

where the row vector $C^T_{(m)}$ is constant in the subinterval $t \in (t_s, t_{s+1})$. Integrating (15) with respect to $t$ from $t_s$ to $t$ and third with respect to $x$ from $0$ to $x$, we obtain:

$$u^n(x,t) = (t - t_s) C^T h_m(x) + u^n(x,t_s) \quad \text{(18)}$$

$$u^n(x,t) = x(t - t_s) C^T P_{i,1}(x) + [u^n(x,t_s) - u^n(0,t_s)]$$

$$+ u^n(0,t) \quad \text{(19)}$$

$$u'(x,t) = (t - t_s) C^T P_{i,2}(x) + [u'(x,t_s) - u'(0,t_s)]$$

$$+ x[u^n(0,t) - u^n(0,t_s)] + u'(0,t) \quad \text{(20)}$$

$$u(x,t) = x(t - t_s) C^T P_{i,3}(x) + [u(x,t_s) - u(0,t_s) - xu'(0,t_s)]$$

$$+ \frac{x^2}{2} [u^n(0,t) - u^n(0,t_s)] + xu'(0,t) + u(0,t) \quad \text{(21)}$$

Now, the differential of equation (21) with respect to $t$, we get:

$$\dot{u}(x,t) = C^T_{(m)} P_{i,3}(x) + \frac{x^2}{2} \dot{u'}(0,t) + xu'(0,t) + \dot{u}(0,t) \quad \text{(22)}$$

We can use the backward finite different formula in equation (22), we get:

$$\dot{u}(x,t) = C^T_{(m)} P_{i,3}(x) + \frac{x^2}{2} [u'(0,t) - u'(0,t_s)]$$

$$+ x \left[ \frac{u'(0,t) - u'(0,t_s)}{\Delta t} \right] + \frac{u(0,t) - u(0,t_s)}{\Delta t} \quad \text{(23)}$$
Now, the integrating equation (17) with respect to x from 0 to x, we get:

\[ \dot{u}^*(x,t) = C^T_m p_{i,1}(x) + \dot{u}^*(0,t) \]

then, using the backward finite difference formula:

\[ \dot{u}^*(x,t) = C^T_m p_{i,1}(x) + \left[ \frac{u^*(0,t) - u^*(0,t_s)}{\Delta t} \right] \]

...(24)

also,

\[ \dot{u}'(x,t) = C^T_m p_{i,2}(x) + x \left[ \frac{u^*(0,t) - u^*(0,t_s)}{\Delta t} \right] \]

\[ + \frac{\Delta t}{2} \left[ \frac{u'(0,t) - u'(0,t_s)}{\Delta t} \right] \]

...(25)

Similarly, we assume that \( \dot{v}'(x,t) \) can be expanded in terms of Haar wavelets as follows:

\[ \dot{v}'(x,t) = (t - t_s) D^T_m p_{i,1}(x) + [v'(x,t_s) - v'(0,t_s)] + v'(0,t) \]

...(26)

\[ v'(x,t) = (t - t_s) D^T_m p_{i,1}(x) + [v'(x,t_s) - v'(0,t_s)] + v'(0,t) \]

...(27)

\[ v'(x,t) = (t - t_s) D^T_m p_{i,1}(x) + [v'(x,t_s) - v'(0,t_s)] + v'(0,t) \]

\[ + \frac{x^2}{2} [v''(0,t) - v''(0,t_s)] + \Delta t \frac{v'(0,t) - v'(0,t_s)}{\Delta t} \]

...(28)

\[ v'(x,t) = (t - t_s) D^T_m p_{i,1}(x) + [v'(x,t_s) - v'(0,t_s)] + v'(0,t) \]

\[ + \frac{x^2}{2} [v''(0,t) - v''(0,t_s)] + \Delta t \frac{v'(0,t) - v'(0,t_s)}{\Delta t} \]

...(29)

\[ v'(x,t) = (t - t_s) D^T_m p_{i,1}(x) + [v'(x,t_s) - v'(0,t_s)] + v'(0,t) \]

\[ + \frac{x^2}{2} [v''(0,t) - v''(0,t_s)] + \Delta t \frac{v'(0,t) - v'(0,t_s)}{\Delta t} \]

...(30)

\[ v'(x,t) = (t - t_s) D^T_m p_{i,1}(x) + [v'(x,t_s) - v'(0,t_s)] + v'(0,t) \]

\[ + \frac{x^2}{2} [v''(0,t) - v''(0,t_s)] + \Delta t \frac{v'(0,t) - v'(0,t_s)}{\Delta t} \]

...(31)

Now, we can substitute the equations (18)–(25) respect to u(x,t) and the equations (27)–(33) respect to v(x,t) in the system (14), we get:

\[ C^T_m p_{i,3}(x) + \frac{x^2}{2\Delta t} [u''(0,t) - u''(0,t_s)] + \frac{x}{\Delta t} [u'(0,t) - u'(0,t_s)] + \frac{1}{\Delta t} [u(0,t) - u(0,t_s)] + \]

\[ \frac{1}{L} \Delta t D^T_m p_{i,2}(x) + \frac{1}{L} [v'(x,t_s)] + \frac{x}{L} [v''(0,t) - v''(0,t_s)] + \frac{1}{L} [v'(0,t) - v'(0,t_s)] + \]

\[ \frac{a}{L^3} \Delta t D^T_m h_m(x) + \frac{a}{L} v''(x,t_s) - \frac{b}{L} C^T_m p_{i,1}(x) - \frac{b}{L^2 \Delta t} [u''(0,t) - u''(0,t_s)] = f(x,t) \]

\[ - \frac{1}{L} [u(x,t_s) v'(x,t_s) + u'(x,t_s) v(x,t_s)] \]

...(34a)
\begin{align*}
D^T_m P_{i,3}(x) + \frac{x^2}{2\Delta t} [v^*(0, t) - v^*(0, t_x)] + \frac{x}{\Delta t} [v'(0, t) - v'(0, t_x)] + \frac{1}{\Delta t} [v(0, t) - v(0, t_x)] + \\
\frac{1}{L} \Delta t C^T_m P_{i,3}(x) + \frac{1}{L} u'(x, t) + \frac{x}{L} [u''(0, t) - u''(0, t_x)] + \frac{1}{L} [u'(0, t) - u'(0, t_x)] + \\
c \frac{L}{\Delta t} C^T_m h_m(x) + \frac{L}{\Delta t} u''(x, t) - \frac{d}{L^2} D^T_m P_{i,3}(x) - \frac{d}{L^2} D^T_m h_m(x) [v^*(0, t) - v^*(0, t_x)] \\
= g(x, t) - \frac{1}{L} [v(x, t_x) v'(x, t_x)] \quad \ldots \ldots (34b)
\end{align*}

Then

\begin{align*}
C^T_m P_{i,3}(x) - \frac{b}{L^2} C^T_m P_{i,3}(x) + \frac{\Delta t}{L} D^T_m P_{i,3}(x) + \frac{a \Delta t}{L^3} D^T_m h_m(x) \\
= f(x, t) - \frac{1}{L} [u(x, t_x) v'(x, t_x) + u'(x, t_x) v(x, t_x)] - \frac{x^2}{2\Delta t} [u''(0, t) - u''(0, t_x)] - \frac{x}{\Delta t} [u'(0, t) - u'(0, t_x)] \\
- \frac{1}{\Delta t} [u(0, t) - u(0, t_x)] - \frac{1}{L} v'(x, t_x) - \frac{x}{L} [v''(0, t) - v''(0, t_x)] - \frac{1}{L} [v'(0, t) - v'(0, t_x)] - \frac{a}{L^2} v''(x, t_x) \\
+ \frac{b}{L^2} [u''(0, t) - u''(0, t_x)] \quad \ldots \ldots (35a)
\end{align*}

\begin{align*}
\frac{\Delta t}{L} D^T_m p_{i,3}(x) + \frac{c \Delta t}{L} C^T_m h_m(x) + D^T_m P_{i,3}(x) - \frac{d}{L^2} D^T_m P_{i,3}(x) \\
= g(x, t) - \frac{1}{L} [v(x, t_x) v'(x, t_x)] - \frac{x^2}{2\Delta t} [v''(0, t) - v''(0, t_x)] - \frac{x}{\Delta t} [v'(0, t) - v'(0, t_x)] \\
- \frac{1}{\Delta t} [v(0, t) - v(0, t_x)] - \frac{1}{L} u'(x, t_x) - \frac{x}{L} [u''(0, t) - u''(0, t_x)] - \frac{1}{L} [u'(0, t) - u'(0, t_x)] \\
- \frac{c}{L^2} u''(x, t_x) + \frac{d}{L^2} [v''(0, t) - v''(0, t_x)] \quad \ldots \ldots (35b)
\end{align*}

The function \( u(0, t), u'(0, t), u''(0, t), v(0, t), v'(0, t) \) and \( v''(0, t) \) are found by using the boundary condition (16) and the functions \( u(x, t_x), u'(x, t_x), u''(x, t_x), v(x, t_x), v'(x, t_x) \) and \( v''(x, t_x) \) are found by using initial conditions (15) in the first step.

The Haar coefficient vectors \( C^T_m \) and \( D^T_m \) are calculated from the solution of linear system (35).

5. **Reducing of the Order of Boundary Conditions:**

We can reduce the order of the boundary conditions used in equations (18)-(25) by using the boundary condition at \( x=1 \) and notation (8) instead of the derivatives \( u^*(0, t) \) and \( u''(0, t_x) \).

The values of unknown term \( u^*(0, t) \) and \( u''(0, t_x) \) can be calculated by integrating equation (19) from 0 to 1 and is given by:

\[
\int_0^1 u'(x, t) = \int_0^{1-t} C^T_m P_{i,1}(x) \, dx + \int_0^1 u''(x, t_x) \, dx + \int_0^1 [u''(0, t) - u''(0, t_x)] \, dx
\]

This implies that

\[
u'(1, t) - u'(0, t) = (t - t_x) C^T_m R_{i,1}(x) + [u'(1, t_x) - u'(0, t_x)] + [u''(0, t) - u''(0, t_x)]
\]

and
\[
[u^n(0, t) - u^n(0, t_s)] = -(t - t_s) C^T_m R_{i,1}(x) + [u'(1, t) - u'(1, t_s)] - [u'(0, t) - u'(0, t_s)] \quad \ldots(36)
\]

such that
\[
R_{i,1} = P_{i,2}(1) = \begin{cases} 
\frac{1}{2} (1 - \alpha)^2 & \text{for } x \in [\alpha, \beta) \\
\frac{1}{4m^2} - \frac{1}{2} (\gamma - 1)^2 & \text{for } x \in [\beta, \gamma) \\
0 & \text{elsewhere}
\end{cases} \quad \ldots(37)
\]

By substituting equation (36) in equations (18)-(25), we get:
\[
u^n(x, t) = (t - t_s) C^T_m h_m(x) + u^n(x, t_s) \quad \ldots(38)
\]
\[
u^n(x, t) = (t - t_s) C^T_m P_{i,1}(x) + u^n(x, t_s) \quad \ldots(39)
\]
\[
u'(x, t) = (t - t_s) C^T_m P_{i,2}(x) + u'(x, t_s) + [u'(0, t) - u'(0, t_s)] \quad \ldots(40)
\]
\[
u(x, t) = (t - t_s) C^T_m P_{i,3}(x) + u(x, t_s) + [u(0, t) - u(0, t_s)] \quad \ldots(41)
\]

Now, the different equation (41) with respect to \( t \), we get:
\[
\dot{u}(x, t) = C^T_m P_{i,1}(x) + \frac{x}{(t - t_s)} [u'(0, t) - u'(0, t_s)] + \frac{1}{(t - t_s)} [u(0, t) - u(0, t_s)] \quad \ldots(42)
\]
\[
\dot{u}'(x, t) = C^T_m P_{i,2}(x) + \frac{x}{\Delta t} [\Delta t C^T_m R_{i,1}(x) + [u'(1, t) - u'(1, t_s)] - [u'(0, t) - u'(0, t_s)]] + \frac{1}{\Delta t} [u'(0, t) - u'(0, t_s)] \quad \ldots(43)
\]
\[
\dot{u}^n(x, t) = C^T_m P_{i,3}(x) + \frac{1}{\Delta t} [\Delta t C^T_m R_{i,1}(x) + [u'(1, t) - u'(1, t_s)] - [u'(0, t) - u'(0, t_s)]] \quad \ldots(44)
\]

Similarly, we can reduce the order of the boundary conditions used in equations (27)-(33) by using the boundary condition at \( x = 1 \) and notation (8) instead of the derivatives \( v^n(x, 0) \) and \( v^n(x, t_s) \).

When \( x = 1 \) from equation (29), we get:
\[
\dot{v^n}(0, t) - v^n(0, t_s) = -(t - t_s) D^T_m R_{i,1}(x) + \left[v'(1, t) - v'(1, t_s)\right] - \left[v'(0, t) - v'(0, t_s)\right] \quad \ldots(45)
\]

By substituting the equation (45) in equation (27) – (33), we get:
\[
\dot{v^n}(x, t) = \Delta t D^T_m h_m(x) + v^n(x, t_s) \quad \ldots(46)
\]
\[
\dot{v^n}(x, t) = \Delta t D^T_m P_{i,1}(x) + v^n(x, t_s) + \left[-\Delta t D^T_m R_{i,1}(x) + \left(v'(1, t) - v'(1, t_s)\right) - \left(v'(0, t) - v'(0, t_s)\right)\right] \quad \ldots(47)
\]
\[ v'(x,t) = \Delta t D_{m1}^T R_{13}(x) + \Delta t D_{m2}^T P_{12}(x) + [v'(0,t) - v'(0,t_s)] + \Delta t D_{m1}^T \frac{\partial}{\partial t} R_{13}(x) + (v'(1,t) - v'(1,t_s)) - (v'(0,t) - v'(0,t_s)) \]
\[ v(x,t) = \Delta t D_{m1}^T P_{12}(x) + [v(0,t) - v(0,t_s)] + v'(0,t) - v'(0,t_s) \]
\[ \frac{x^2}{2} \left[ -\Delta t \frac{\partial}{\partial x} D_{m1}^T R_{13}(x) + (v'(1,t) - v'(1,t_s)) - (v'(0,t) - v'(0,t_s)) \right] \]
\[ \frac{x}{\Delta t} \left[ v'(0,t) - v'(0,t_s) \right] \]
\[ \frac{1}{\Delta t} \left[ v'(0,t) - v'(0,t_s) \right] \]
\[ v''(x,t) = \Delta t D_{m1}^T P_{12}(x) + \frac{x}{\Delta t} \left[ -\Delta t \frac{\partial}{\partial x} D_{m1}^T R_{13}(x) + (v'(1,t) - v'(1,t_s)) - (v'(0,t) - v'(0,t_s)) \right] \]

Now, we can substitute the equations (38) – (44) with respect to u(x,t) and the equations (46) – (52) with respect to v(x,t) in the system (14), we get:

\[ C_{m1}^T P_{12}(x) - \frac{x^2}{2} C_{m1}^T R_{13}(x) - \frac{b}{L^2} C_{m1}^T P_{12}(x) + \frac{b}{L^2} C_{m1}^T R_{13}(x) \]
\[ + \frac{\Delta t}{L} D_{m1}^T P_{12}(x) - \frac{\Delta t x}{L} D_{m1}^T R_{13}(x) + \frac{\Delta t x}{L} h_m(x) \]
\[ = f(x,t) - \frac{1}{L} [u(x,t_s) v'(x,t_s) + u'(x,t_s) v(x,t_s)] - \frac{x^2}{2 \Delta t} [u'(1,t) - u'(1,t_s)] \]
\[ + \frac{x^2}{2 \Delta t} [u'(0,t) - u'(0,t_s)] - \frac{x}{\Delta t} [u'(0,t) - u'(0,t_s)] - \frac{1}{\Delta t} [u(0,t) - u(0,t_s)] \]
\[ - \frac{1}{L} v'(x,t_s) - \frac{1}{L} [v'(0,t) - v'(0,t_s)] - \frac{x}{L} [v'(1,t) - v'(1,t_s)] + \frac{x}{L} [v'(0,t) - v'(0,t_s)] \]
\[ - \frac{d}{L} v''(x,t_s) - \frac{b}{L^2 \Delta t} [u'(1,t) - u'(1,t_s)] - \frac{b}{L^2 \Delta t} [u'(0,t) - u'(0,t_s)] \]
\[ \Rightarrow \frac{\Delta t}{L} C_{m1}^T P_{12}(x) - \frac{\Delta t x}{L} C_{m1}^T R_{13}(x) + \frac{\Delta t x}{L} h_m(x) + D_{m1}^T P_{12}(x) \]
\[ - \frac{x^2}{2} D_{m1}^T R_{13}(x) - \frac{d}{L^2} D_{m1}^T P_{12}(x) + \frac{d}{L^2} D_{m1}^T R_{13}(x) \]
\[ = g(x,t) - \frac{1}{L} [v(x,t) v'(x,t_s)] - \frac{x^2}{2 \Delta t} [v'(1,t) - v'(1,t_s)] + \frac{x^2}{2 \Delta t} [v'(0,t) - v'(0,t_s)] \]
\[ - \frac{x}{\Delta t} [v'(0,t) - v'(0,t_s)] - \frac{1}{\Delta t} [v(0,t) - v(0,t_s)] - \frac{1}{L} u'(x,t_s) \]
\[ - \frac{1}{L} [u'(0,t) - u'(0,t_s)] - \frac{x}{L} [u'(1,t) - u'(1,t_s)] + \frac{x}{L} [u'(0,t) - u'(0,t_s)] \]
\[ - \frac{c}{L} u''(x,t_s) + \frac{d}{L^2 \Delta t} [v'(1,t) - v'(1,t_s)] - \frac{d}{L^2 \Delta t} [v'(0,t) - v'(0,t_s)] \]
\[ \Rightarrow \frac{\Delta t}{L} C_{m1}^T P_{12}(x) - \frac{\Delta t x}{L} C_{m1}^T R_{13}(x) + \frac{\Delta t x}{L} h_m(x) + D_{m1}^T P_{12}(x) \]
\[ - \frac{x^2}{2} D_{m1}^T R_{13}(x) - \frac{d}{L^2} D_{m1}^T P_{12}(x) + \frac{d}{L^2} D_{m1}^T R_{13}(x) \]

\[ g(x,t) \]
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The functions $u(0,t), u(1,t), u'(0,t), u'(1,t), v(0,t), v'(1,t) v'(0,t)$ are found by using the boundary conditions (69), and the functions $u(x,t), u'(x,t), u''(0,t), v(x,t), v'(x,t)$ and $u'''(x,t)$ are found by using initial conditions (69) in the first step.

The Haar coefficient vectors $C_m^T$ and $D_m^T$ are calculated from the solution of the linear system (53a) and (53b).

6. Numerical Results

In this section, we have solved nonhomogenous Boussinesq system (14) with the initial-boundary conditions (15) and (16) by using two formula:

a-) We have solved system (14) with the initial-boundary conditions (15)-(16) by using the linear system (35a) and (35b) such that [8]:

$$u(0,t) = v(0,t) = 0, \quad u(1,t) = v(1,t) = 0$$

$$\frac{\partial u}{\partial x}(0,t) = \frac{\partial v}{\partial x}(0,t) = 2\pi \cos(t), \quad \frac{\partial u}{\partial x}(1,t) = \frac{\partial v}{\partial x}(1,t) = 2\pi \cos(2\pi + t)$$

$$\frac{\partial^2 u}{\partial x^2}(0,t) = \frac{\partial^2 v}{\partial x^2}(0,t) = 0, \quad \frac{\partial^2 u}{\partial x^2}(1,t) = \frac{\partial^2 v}{\partial x^2}(1,t) = 0$$

$$t \geq 0$$

$$u(x,0) = v(x,0) = \sin(2\pi x)$$

$$f(x,t) = 2\sin(2\pi x) \cos(2\pi x) \cos^2(t) - (1 + b) \sin(2\pi x) \sin(t) + (1 - a) \cos(2\pi x) \cos(t)$$

$$g(x,t) = \sin(2\pi x) \cos(2\pi x) \cos^2(t) - (1 + d) \sin(2\pi x) \sin(t) + (1 - c) \cos(2\pi x) \cos(t)$$

This process is started with the initial condition:

$$u(x,t) = v(x,t) = \sin(2\pi x), \quad 0 \leq x \leq 1$$

$$u'(x,t) = v'(x,t) = 2\pi \cos(2\pi x), \quad 0 \leq x \leq 1$$

$$u''(x,t) = v''(x,t) = -\left(2\pi^2\right) \cos(2\pi x), \quad 0 \leq x \leq 1$$

The exact solution of Boussinesq system (14) is given by:

$$u(x,t) = v(x,t) = \sin(2\pi x) \cos(t)$$

Results of the computer simulation are presented in Tables (1) and (2) where m=16, |m|=16, where [4]:

$$L = 2\pi, \quad a = \frac{-7}{30}, \quad b = \frac{7}{15}, \quad c = \frac{-2}{5}, \quad d = \frac{1}{2}, \Delta t = 10^{-5}, t = 0.001.$$

Table (1) Comparison of the numerical solution and the exact solution of $u(x,t)$ when m=16.

| The value x | Wavelet solution of $u(x,t)$ | Exact solution of $u(x,t)$ | Absolute error |
|-------------|-------------------------------|----------------------------|---------------|
| 0.1963      | 0.1950902244741               | 0.19509022447098           | 3.4362e-012   |
| 0.5890      | 0.55556995549255              | 0.55556995523451           | 2.5804e-010   |
| 0.9817      | 0.83146919781950              | 0.83146919656777           | 1.2517e-009   |
| 1.3744      | 0.98078479348397              | 0.98078479001063           | 3.4733e-009   |
| 1.7671      | 0.98078479745969              | 0.98078479001063           | 7.4491e-009   |
| 2.1598      | 0.83146921041976              | 0.83146919656777           | 1.3852e-008   |
Table (2) Comparison of the numerical solution and the exact solution of $v(x,t)$ when $m=16.$

| The value $x$ | Wavelet solution of $v(x,t)$ | Exact solution of $v(x,t)$ | Absolute error |
|---------------|-----------------------------|---------------------------|----------------|
| 0.1963        | 0.19509022447438            | 0.19509022244709         | 3.4011e-012    |
| 0.5890        | 0.55556995549153            | 0.55556995523451         | 2.5702e-010    |
| 0.9817        | 0.83146919781287            | 0.83146919656777         | 1.2451e-009    |
| 1.3744        | 0.98078479345550            | 0.98078479001063         | 3.4449e-009    |
| 1.7671        | 0.98078479736385            | 0.98078479001063         | 7.3532e-009    |
| 2.1598        | 0.83146919614530            | 0.83146919656777         | 1.3578e-008    |
| 2.5525        | 0.55556997826015            | 0.55556995523451         | 2.3026e-008    |
| 2.9452        | 0.19509026172483            | 0.1950902244709          | 3.7254e-008    |
| 3.3379        | -0.1950901653992            | -0.1950902244709         | 5.9072e-008    |
| 3.7306        | -0.5555698616600            | -0.55556995523451        | 9.3574e-008    |
| 4.1233        | -0.8314690466654            | -0.83146919656777        | 1.4990e-007    |
| 4.5160        | -0.9807845457596            | -0.98078479001063        | 2.4425e-007    |
| 4.9087        | -0.9807843849577            | -0.98078479001063        | 4.0505e-007    |
| 5.3014        | -0.8314685146372            | -0.83146919656777        | 6.8193e-007    |
| 5.6941        | -0.5555685433918            | -0.55556995523451        | 1.1612e-006    |
| 6.0868        | -0.1950882315789            | -0.1950902244709         | 1.9929e-006    |

b-) We have solved system (14) with the initial-boundary conditions (15) and (16) such that [8]:

\[
\begin{align*}
\frac{\partial u}{\partial t}(0,t) &= v(0,t) = 0, \quad u(1,t) = v(1,t) = 0, \\
\frac{\partial v}{\partial x}(0,t) &= \frac{\partial v}{\partial x}(1,t) = 2\pi \cos(t), \quad \frac{\partial u}{\partial x}(1,t) = \frac{\partial v}{\partial x}(1,t) = 2\pi \cos(2\pi + t) \\
qu(x,0) &= v(x,0) = \sin(2\pi x) \\
f(x,t) &= 2\sin(2\pi x) \cos(2\pi x) \cos^2(t) - (1+b) \sin(2\pi x) \sin(t) + (1-a) \cos(2\pi x) \cos(t) \\
g(x,t) &= \sin(2\pi x) \cos(2\pi x) \cos^2(t) - (1+d) \sin(2\pi x) \sin(t) + (1-c) \cos(2\pi x) \cos(t)
\end{align*}
\]

This process is started with initial condition:

\[
\begin{align*}
u(x,t) &= v(x,t) = \sin(2\pi x) \quad 0 \leq x \leq 1 \\
u(x,t) &= v(x,t) = 2\pi \cos(2\pi x) \quad 0 \leq x \leq 1 \\
u(x,t) &= v(x,t) = -2\pi^3 \cos(2\pi x) \quad 0 \leq x \leq 1
\end{align*}
\]

Results of the computer simulation are presented in tables (3) and (4) where $m=16,$ where

\[
L = 2\pi, \quad a = \frac{7}{30}, \quad b = \frac{7}{2}, \quad c = \frac{15}{2}, \quad d = \frac{1}{2}, \quad \Delta t = 10^{-5}, \quad t = 0.001.
\]
Table (3) Comparison of the Numerical Solution and the Exact Solution of $u(x,t)$ when $m=16$.

| The value $x$ | Wavelet solution of $u(x,t)$ | Exact solution of $u(x,t)$ | Absolute error |
|--------------|-------------------------------|----------------------------|----------------|
| 0.1963       | 0.19509022454205              | 0.19509022447098          | 7.1074e-011    |
| 0.5890       | 0.55556995659652              | 0.55556995523451          | 1.3620e-009    |
| 0.9817       | 0.83146920004959              | 0.83146919656777          | 3.4818e-009    |
| 1.3744       | 0.98078479619490              | 0.98078479001063          | 6.1843e-009    |
| 1.7671       | 0.98078479984483              | 0.98078479001063          | 9.8342e-009    |
| 2.1598       | 0.83146921097669              | 0.83146919656777          | 1.4409e-008    |
| 2.5525       | 0.55556997511001              | 0.55556995523451          | 1.9876e-008    |
| 2.9452       | 0.19509025051388              | 0.19509022447098          | 2.6043e-008    |
| 3.3379       | -0.5555699198556             | -0.55556995523451         | 3.2615e-008    |
| 3.7306       | -0.831469151077              | -0.83146919656777         | 3.9200e-008    |
| 4.1233       | -0.9807847389022             | -0.98078479001063         | 4.5460e-008    |
| 4.5160       | -0.9807847340725             | -0.98078479001063         | 5.1108e-008    |
| 4.9087       | -0.8314691367523             | -0.83146919656777         | 5.9815e-008    |
| 5.3014       | -0.5555698925947             | -0.55556995523451         | 6.2640e-008    |
| 5.6941       | -0.1950901602334             | -0.1950902244709          | 6.4238e-008    |

Table (4) Comparison of the Numerical Solution and the Exact Solution of $v(x,t)$ when $m=16$.

| The value $x$ | Wavelet solution of $v(x,t)$ | Exact solution of $v(x,t)$ | Absolute error |
|--------------|-------------------------------|----------------------------|----------------|
| 0.1963       | 0.19509022454146              | 0.19509022447098          | 7.0485e-011    |
| 0.5890       | 0.55556995659693              | 0.55556995523451          | 1.3624e-009    |
| 0.9817       | 0.83146920005372              | 0.83146919656777          | 3.4859e-009    |
| 1.3744       | 0.98078479620167              | 0.98078479001063          | 6.1910e-009    |
| 1.7671       | 0.98078479984803              | 0.98078479001063          | 9.8374e-009    |
| 2.1598       | 0.83146921096912              | 0.83146919656777          | 1.4401e-008    |
| 2.5525       | 0.55556997508411              | 0.55556995523451          | 1.9850e-008    |
| 2.9452       | 0.19509025046061              | 0.19509022447098          | 2.5990e-008    |
| 3.3379       | -0.19509019194655             | -0.1950902244709          | 3.2524e-008    |
| 3.7306       | -0.5555699161759              | -0.55556995523451         | 3.9059e-008    |
| 4.1233       | -0.8314691513148              | -0.83146919656777         | 4.5235e-008    |
| 4.5160       | -0.9807847391926              | -0.98078479001063         | 5.0818e-008    |
| 4.9087       | -0.980784744632              | -0.98078479001063         | 5.5547e-008    |
| 5.3014       | -0.8314691372570              | -0.83146919656777         | 5.9311e-008    |
| 5.6941       | -0.5555698932144             | -0.55556995523451         | 6.2020e-008    |
| 6.0868       | -0.1950901609407             | -0.1950902244709          | 6.3530e-008    |
Fig. (2) Comparison of the Numerical Solutions and the Exact Solution

When $m=16$.

Table (5) the mean square error of numerical solution when

$L = 2\pi$, $a = \frac{-7}{30}$, $b = \frac{7}{15}$, $c = \frac{-2}{5}$, $d = \frac{1}{2}$, $t = 0.001$

| m  | $|u_{ex} - u|$  | $|v_{ex} - v|$ |
|-----|----------------|----------------|
| 8   | 1.2400e-007    | 1.2304e-007    |
| 16  | 5.4617e-008    | 5.4492e-008    |
| 32  | 3.5526e-008    | 3.5503e-008    |
| 64  | 9.9082e-009    | 9.9058e-009    |
| 128 | 8.7514e-009    | 8.7489e-009    |

7. Conclusions

In this paper, solving the non-linear third-order Boussinesq system by using Haar wavelet method was discussed. The fundamental idea of Haar wavelet method is to convert the third-order Boussinesq system into a group of algebra equations which involves a finite number of variables.

We found that Haar wavelet had good approximation effect by comparing with exact solution of Boussinesq system at the same time. The bigger resolution $J$ is obtained more accurate approximation in the solution, as note in tables (1) and (2) when $m=16$. Also, when $m=32$, $m=64$, $m=128$, ..., we can obtain the results closer to the exact values as noted in table (5).

We have also been reducing the boundary conditions used in the solution by using the finite different method with respect to time and by using the notation (8) when $x=L$ respect to space and the results were of a high resolution as note in tables (3) and (4) and Figure (2). Matlab language is used in finding the results and figure draw, it's a characteristic at high accuracy and large speed.
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