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Abstract: This study explores evidence-based policymaking (EBP) in public research and development (R&D) programmes. Governments develop and implement R&D programmes to promote innovation, the key driver of sustainable economic growth. For effective management, public policies should be planned, executed, and terminated based on their impact evaluation and feedback. Although many studies have investigated the impact of R&D support, few have analysed whether it evolves on the basis of evidence. Using a dataset of Korean programmes, this study adopted the propensity score matching with a difference-in-differences method. We distinguished four determinants of performance evidence: R&D intensity, assets, sales, and profits growth. The following are the main results: (1) while R&D intensity, sales, and profits growth reveal the efficiency of the EBP mechanism, the performance of assets do not differ across the abolished and continued programmes; (2) the EBP process classified by subsidy amount reveals no statistically significant differences in terms of R&D intensity and profits. This suggests that policymakers need to consider the amount of subsidy granted under the budget limitation. This study contributes to the empirical research on EBP using heterogeneous evidence indicators and describes how policymakers exploit policy evaluation to implement and monitor policies for sustainable development.
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1. Introduction

Many governments have launched research and development (R&D) programmes to promote private innovation, the key driver of sustainable economic growth [1,2]. The major legitimacy of policy intervention is stimulating economic growth by fixing market failures [3–5]. A market failure is a phenomenon by which the private sector avoids R&D expenditure. Firms rarely enjoy full appropriability for the knowledge created from their R&D activities, and this knowledge spillover keeps private R&D investment below the socially optimal level. Moreover, information asymmetry among stakeholders restricts external financing for R&D investment causing small- and medium-sized enterprises (SMEs), especially those vulnerable to financial constraints, to struggle to finance their R&D and innovation activities [1]. This type of market failure, characterised by underinvestment in R&D activities, has compelled public intervention.

A large body of scholarly work has analysed R&D programme performance and impact evaluation. Ideally, the measure of innovation activities that have occurred purely due to government intervention is the key factor in such evaluations [6]. Accordingly, many studies use the term additionality to refer to the additional impact of public support and categorise it into input and output additionality. Input additionality focuses on the impact of public R&D support on private R&D investment. Output additionality is generally measured via technological performance, including new product development and patent application or managerial performance, such as revenue and sales.
Evidence-based policymaking (EBP) encourages policymakers to look for the best evidence available, prioritising provable and demonstrable results when designing policies [7,8]. The effective management of public policies requires planning, execution, and termination based on the performance evaluation and feedback received from the available evidence. Recent studies emphasise the evolutionary process, which involves evidence of policy performance to modify and improve a programme design [9–11]. A virtuous cycle of promoting high-performing programmes and eliminating or modifying poorly performing programmes is created when evaluation results are used [12,13].

While there has been a vast amount of theoretical literature focused on EBP and the impact evaluation of public R&D support, the scope of research on public R&D programmes has generally been limited to performance analysis. Some studies have analysed components that can better reflect evidence into policies [10,14], but the evolutionary perspective of policies has not been fully explored. Thus, the existing studies do not draw insights into policy implications from the decisions regarding whether to continue, eliminate, or modify a policy programme based on performance. To address this gap, this study analyses the question of whether a policy has been established or terminated based on the results of a performance evaluation. From an evidence-based viewpoint, a high performing policy should be continued, and a poor performing policy should be terminated.

To identify whether such an evolutionary approach is employed, this study sought to empirically analyse whether R&D programmes evolve based on evidence. Specifically, our research questioned whether poorly performing programmes are typically abolished. To answer this question, we analysed the performance of SMEs supported by R&D programmes that were abolished between 2013 and 2017. To consider the long-term effects, firm-level data were collected for a period of five years before the programme was terminated [15]. R&D programmes that support SMEs not only solve a firms’ financial constraints, but also promote their R&D activities. Thus, we used heterogeneous variables, such as R&D intensity and managerial performance, to assess input and output additionality. Methodologically, we used propensity score matching with the difference-in-differences (PSM–DID) that favours randomised control trials (RCTs) [16].

The remainder of this paper is structured as follows: Section 2 presents the existing theory on evidence-based policymaking and additionality related to R&D programmes. Section 3 explains the data and methodology used for our empirical analysis. Section 4 presents the results, while Section 5 analyses them and presents their implications.

2. Literature Review
2.1. Evidence-Based Policymaking

Governments establish policies by using evidence derived from practice, which is known as EBP [17–19]. In the policymaking process, policy evidence logically supports the potential outcome of a public policy. For example, Adam et al. [12] point out that EBP can enhance instrumentality, which is linked to policy effectiveness, and legitimise decision-making. According to Widmer [11], public policies are designed and implemented in a way that ensures high performance. The more evidence-based the process of defining a policy goal and instrument, which satisfies the requirement of fidelity, the more likely it is to be adopted by those who may disagree with the policy’s normative orientation [16,20]. EBP is considered as the basis for establishing public policy results in a rational-technical approach of policy making, in which stakeholders share principles for selection, action and evaluation [21].

Since the early 2000s, there has been a growing interest in the importance of EBP and the determination of the best methods to achieve it [22,23]. Although some scholars have cited the importance of knowledge creation in policymaking to improve rationality [24], this approach has been burdened by the need for realistic trust and acceptance to thoroughly introduce evidence in the policymaking process. However, the UK Cabinet Office [25] has emphasised the significance of evidence in policy management, good practice, and evaluation. Recently, the widespread support of using evidence as the basis for designing public policy appears uncontroversial [21].
Various types of evidence can be used in policymaking. Much of the evidence determines how a policy is formulated, and the way task performance will be measured [17]. However, stakeholders have often disagreed vehemently on what information can be regarded as evidence because subjective interpretation is possible in the process of analysis and reporting by humans [18,26]. Head [27] classifies knowledge as evidence into three categories: political, scientific, and practical. He advises that scientific knowledge emerges from rigorous research and experiments that evaluate the causal relationship between policy measures and goals. Improving the links between research evidence and policymaking is being increasingly seen as one of the key requirements in government organisations [8,10,11]. Other studies emphasise that important scientific research evidence can be obtained from statistical modelling and policy impact assessments [12,13,23,28]. Sanderson [23] and Cairney [16] argue that policy evaluation helps in identifying the best practices or determining which policies are good and why and insists that policy evaluation results provide the evidence necessary to improve future policy performance.

To work on this research paradigm, this study collected performance evaluation data of the SMEs that were granted the Korean R&D programme support. When dealing with the effects of public policy, we should take into account the conditions under which the evidence has been generated [11]. R&D programmes that support SMEs not only solve a firms’ financial constraints, but also promote their R&D activities [29,30]. Therefore, we considered the performance evidence relevant to the purpose of the R&D policy and examined whether the policy was designed and implemented using the evidence.

2.2. Additionality in Public R&D Programmes

Public R&D programmes play a critical role in ensuring high-quality and sustainable economic development through scientific and technological innovation [1,2]. The quality of the programmes is directly related to their impact on firms’ performance. Additionality is a widely used concept to identify the changes that a firm experiences under policy intervention through the evaluation of its performance [31–33]. In the impact assessments of public R&D programmes, additionality also refers to additional firm R&D activities arising from public support. This study used the concept of input and output additionality. Input additionality mainly refers to the changes in private R&D investment caused by R&D programmes. Firms’ R&D expenditure plays an important role in enhancing product innovation and increasing the sales performance of innovative products [34]. Scholars debate whether public support, including subsidies, complements or substitutes private R&D activity. Although no consensus exists, most scholars suggest that public R&D supports do not demonstrate a crowding-out effect [35–39]. For instance, Lach [38] analysed the impact of Israeli R&D programmes to conclude that a complementary effect occurs on private R&D expenditure in SMEs, but no significant effect is observed in large firms. Hussinger [37] points out that the private R&D investment of supported firms in Germany increased by over EUR 1 for every EUR 1 of R&D subsidy received. Lee [39] reviewed the World Bank data on 1500 firms and confirms that R&D support is positively related to private R&D intensity. Some studies performed meta-analyses and summarised that although the impact depends on a firm’s characteristics, industry, and country, R&D programmes generally demonstrate positive input additionality [40,41].

Output additionality mainly focuses on the changes caused by public support to the R&D outcome. Technological factors, including new product or process generation; patent application; and managerial performance, such as revenue, sales, and value-added, are used as indicators to evaluate output additionality [42–46]. For instance, Branch and Song [45] analysed the output additionality of government subsidies for Canadian firms, concluding that subsidised firms enjoy higher revenue, salary, and profits growth than non-subsidised firms. Vanino et al. [46] suggest that government support positively affects employment retention and a reduction in the turnover rate as per their analysis of the projects conducted by the UK Research Council from 2004 to 2016. Finally, Hong [47] and Cin et al. [48] found a positive correlation between R&D support and value-added.
2.3. Research Hypothesis

The existing literature on EBP has been focused on theoretical issues as well as the impact evaluation of policy support. Some studies, especially in health science, tried to empirically analyse the process of EBP [10,14]. According to Ouimet et al. [10], both public servants’ educational level and their propensity to acquire research evidence from academic researchers are associated significantly. However, to the best of our knowledge, limited empirical studies have explored the evolutionary process of EBP.

This study sought to confirm the performance of R&D support at the firm level and, based on evidence, investigated whether R&D policymaking evolved in Korea. We reasoned that an EBP mechanism could be observed if the performance of the abolished programmes was lower than that of the sustained programmes. Thus, we formulated our hypothesis as follow:

**Hypothesis 1 (H1).** Public R&D programmes with poor performance are abolished.

We tested our hypothesis through the following three stages (Figure 1):

i. **Data collection.** We collected two datasets; R&D programmes and Firm information.

ii. **Measuring the effect of abolished R&D programmes (EBP).** We compared the effects of R&D programmes ending during the period of 2013 to 2017 to that of sustained programmes. We matched the control group by the year the programme was abolished from \( t - 5 \) to \( t - 1 \) and then calculated the time effect for five years among the matched groups.

iii. **Dose Response Functions (DRFs).** This study used DRFs to analyse the influence of the amount of subsidy on EBP [30]. It is important for governments to allocate their R&D budget efficiently. Larger subsidies should be used more efficiently, implying that the provision of larger subsidies requires the formulation of relevant policy decisions based on evidence and monitoring.

![Figure 1. Research framework.](image)

3. Data and Methods

3.1. Data

We used two datasets. The first was the list of Korean R&D programmes conducted by governmental organisations, which is available online through the National Science and Technology Information Service platform [49]. It provides information on the R&D programmes, the names of participating firms, and subsidy amounts. The evaluation period was from 2013 to 2017, and we collected data from \( t - 5 \), 2008, to analyse the lag effect (Table 1).
Table 1. Descriptive statistics of R&D programmes conducted from 2013 to 2017.

|                | Obs. | Mean | S.D.  | Min | Max |
|----------------|------|------|-------|-----|-----|
| Total          | 1171 | 234.2| 24.68 | 199 | 261 |
| Abolished programmes | 91  | 18.2 | 5.02  | 12  | 24  |
| Sustained programmes | 1080 | 216  | 19.79 | 187 | 237 |

For the second dataset, we collected the following financial information on Korean external auditing firms from the Listed Companies Association [50]: private R&D investment, assets, sales, profits, and age of SMEs. To ensure reliability, the firms that participated in both abolished and sustained programmes simultaneously were excluded because analysing and comparing the effects of each programme was difficult due to the interaction caused by overlapping support. Our analysis classified firms into a treated group of abolished participating R&D programmes (935 observations) and a control group of sustained participating R&D programmes (13,274 observations).

The dependent variables included R&D intensity (RDINT), which is the ratio of R&D expenditure to total sales, as the indicator of input additionality, and the number of assets (LnAssets), sales (LnSales), and profits (LnProfits) to measure output additionality. A recent debate has clarified that other output variables should be considered, such as employment rate or innovation efficiency (e.g., patents) [51]. The data in this study limited the scope of our analysis as they lacked information on employers. Nevertheless, we were able to analyse the R&D intensity correlated with patent production [52,53].

3.2. Propensity Score Matching with Difference-in-Differences (PSM—DID)

Our basic statistical analysis revealed differences in various characteristics among groups before participating in later-abolished R&D programmes. Following these conditions, we ran the risk of overestimating or underestimating the causal effects of R&D support due to the influence of the differences among characteristics. To address this endogenous selection bias, we established an appropriate control group using the PSM technique.

The presence of technological or other kinds of characteristic differences across firms in addition to the benefits of public support can render the analyses of the effect of public programmes on firm performance inaccurate. In general, $Y_i$, which is the dependent variable of company $i$, can have two different values depending on whether it receives government support. When $T_i$ is designated as a dummy variable for participation in the programme (1 if firm $i$ receives government support, 0 otherwise), the dependent variable is defined as follows [42,54]:

\[
\begin{cases} 
Y_{1i}, & T_i = 1, \\
Y_{0i}, & T_i = 0.
\end{cases}
\] (1)

The average treatment effect (ATT) for the treatment group is

\[
E(\alpha_{TT}) = E[(Y_{1i} - Y_{0i}) / T_i = 1] = E(Y_{1i} / T_i = 1) - E(Y_{0i} / T_i = 1)
\] (2)

and $\alpha_{TT}$ is the average effect of $T_i$ on $Y_i$.

However, the problem is that this allows us to observe only if the firm was supported. In the case of R&D support, proposal evaluation usually determines which firms participate based on specific criteria. As selection bias may exist, the sample cannot be randomly assigned. We solved this problem by forming a treatment group and a control group, simply ensuring that the firms under analysis had the same technological and firm characteristics. The conditional independence assumption was implemented to make the influence similar for factors other than the treatment, as expressed in Equation (3).

\[
Y_{1i}, Y_{0i} \perp T_i | P(X) \quad \text{(conditional independence assumption)}
\] (3)

where $X$ represents observable covariates and $P(X) = Pr(T_i = 1 \mid X)$. Under the assumption of conditional independence, $E(Y_{0i} / T_i = 1, X) = E(Y_{0i} / T_i = 0, X)$; we can interpret
the difference between the two groups only with respect to whether they received government R&D support [55,56].

The most frequently used method to solve selection bias is the econometric matching procedure. The PSM approach is introduced to the select comparison group for each treatment unit [57]. It can remove selection bias, which favours randomised control trials [16]. As proposed by Rosenbaum and Rubin [58], many studies apply the method when characteristic differences exist between comparison groups to solve for selection bias or when a large difference exists in the number of comparison groups.

The PSM technique involves three steps: obtaining a propensity score, matching, and estimating the treatment effect. If the number of covariates is large, a ‘dimensional problem’ may occur: the number of cases in which we may find a pair for each variable increases by the power of two. The propensity score, the likelihood of receiving R&D support over observable covariates, is effective in solving dimensional problems because it calculates scores for these variables in a one-dimensional form, such that \( P(X) = Pr(T_i = 1 | X) \). We estimated the propensity score using a multivariate logistic regression model with the possible covariates [59].

Subsequently, we formed comparison groups by one-to-three nearest neighbour matching (NNM) based on the calculated propensity score; \( 1 - k \) NNM is a matching method that constructs a control group by matching the firms in a treatment group with the closest scores. In general, as \( k \) increases, the standard error of the treatment effect estimates will be reduced, although the bias might increase. We used a one-to-three NNM with a caliper of 0.1; the trade-off between matching quality and data loss is considered.

We applied DID analysis to estimate the actual effect of the policy through the treatment effect in our study. Since the observed difference in variables before and after the treatment was used, unobservable heterogeneous firms’ characteristic variables invariant with time can be controlled [38,60,61]. We compared the difference in performance growth between two matched groups by configuring the growth variables in a differential form as expressed in Equation (4) [62].

\[
E(\alpha_{TT})_{DID} = E(Y_{1,t+k} - Y_{1,t-1}/T_i = 1, X) - E\left( Y_{0,t+k} - \frac{Y_{0,t-1}}{T_i} = 0, X \right) (K = 0, 1, 2, 3, 4) \quad (4)
\]

4. Results
4.1. Effects of Abolished R&D Programmes

4.1.1. Descriptive Statistics before Matching

We analysed the basic statistics from the PSM covariates that may affect the probability of receiving public support (Table 2). The covariates used in the analysis were selected based on the existing empirical literature and information available. First, to reflect the technological capabilities of each firm, we considered whether the firm had received R&D support from the government in the past five years and whether it had an experience with R&D expenditure (History and LnR&D_exp). Failing to past R&D activities can lead to misinterpreting the causes of by-products as the performance of the R&D support itself [63]. We found that more sustained R&D support was given to firms that had received public support in the past and had incurred R&D expenditure. Second, we considered firm age (Age). Although the more experienced firms generally had easier access to government support, start-ups faced more financial constraints and accordingly applied for government support more frequently. Our data showed that no significant difference exists between abolished and sustained support. Third, we considered firm size (LnAssets) [38]. SMEs generally have restrictions on innovation activities, which emerges as a market failure. The outcome variables (LnSales, LnProfits) in period \( t - 1 \) were used to capture a firm’s innovation activity. Finally, we considered group membership (Group) [34]. Group members are more likely to benefit from R&D programmes because they have more opportunities to access government support information.
Table 2. Means of main variables by type of public support.

| Covariates | Total Supported Firms | Abolished Supported Firms (1) | Sustained Supported Firms (2) | Difference of Means (t-Test) |
|------------|----------------------|-------------------------------|-------------------------------|-----------------------------|
| History (0/1) | 0.049               | 0.027                         | 0.340                        | (0.002) ***                 |
| LnRD_{exp_{t-1}} | 2.350              | 1.970                         | 7.500                        | (0.007) ***                 |
| Age_{t-1} (year) | 15.206             | 15.043                        | 17.417                       | (0.291)                     |
| LnAssets_{t-1} | 17.119             | 17.100                        | 17.346                       | (0.001) ***                 |
| LnSales_{t-1} | 16.594             | 16.544                        | 17.158                       | (0.000) ***                 |
| LnProfits_{t-1} | 13.773             | 13.737                        | 14.133                       | (0.069) *                   |
| Group_{t-1} (0/1) | 0.033              | 0.030                         | 0.065                        | (0.422)                     |
| Number of firms | 38,156             | 33,129                        | 5027                         |                             |
| Total Obs. | 206,673            | 192,464                       | 14,209                       | 935                         |

Note: *** nd * indicate 1% and 10% levels of significance, respectively. Industry dummies were included but not reported. ( ) represents the p-value.

We included year and industry dummies as control variables. Year dummy variables can control the cyclical effect of the programme or changes in the grant budget. Industrial dummy variables can control the divergence of technological opportunities across sectors. We classified our dummies into 24 sectors corresponding to manufacturing and services by referring to the Bank of Korea’s industry-related index (see Appendix A).

4.1.2. Matching Quality

To check the balance of matching, we compared the significance across the treated and control groups for the covariates. Table 3 show the probability of participation in abolished R&D programmes before and after matching for all covariates. The statistical significance of all covariates disappeared after matching. We also ran two-tailed t-tests to observe the equality of firm characteristics between the two groups, and no significant difference was observed. Accordingly, we satisfied the conditional independence assumption that the selection bias did not drive our findings [55]. This result confirms the validity of matching quality.

Table 3. Participation in abolished R&D programmes (multivariate logit model).

| Covariates | Before Matching dy/dx | S.E. | dy/dx | S.E. | t-Statistics |
|------------|-----------------------|------|-------|------|-------------|
| History (0/1) | -0.264 *** | 0.089 | 0.079 | 0.105 | -0.708 (0.479) |
| LnRD_{exp_{t-1}} | -0.013 ** | 0.006 | 0.003 | 0.007 | -0.166 (0.867) |
| Age_{t-1} (year) | 0.001 | 0.004 | -0.000 | 0.005 | 0.116 (0.908) |
| LnAssets_{t-1} | 0.017 | 0.086 | 0.012 | 0.104 | -0.037 (0.970) |
| LnSales_{t-1} | 0.128 * | 0.076 | -0.037 | 0.092 | 0.245 (0.806) |
| LnProfits_{t-1} | -0.020 | 0.036 | -0.004 | 0.044 | 0.159 (0.873) |
| Group_{t-1} (0/1) | 0.053 | 0.168 | -0.186 | 0.204 | 0.406 (0.685) |

Industry dummies Yes | Yes |
Log-likelihood | -2494.18 | -922.69 |
Total Obs. | 10,432 | 2342 |

Notes: Marginal effects (dy/dx) were computed at sample means. S.E. represents standard errors. ***, **, and * indicate 1%, 5%, and 10% levels of significance, respectively. ( ) represents the p-value.

4.1.3. Estimation of Additionality

The first step in our analysis involved determining whether R&D programmes were abolished based on their performance. Table 4 show the results of analysing the effects of abolished R&D programmes on the firms’ performance using the PSM–DID method.
Table 4. Regression results of the abolished R&D programmes.

|                  | T | T+1 | T+2 | T+3 | T+4 |
|------------------|---|-----|-----|-----|-----|
| \(\Delta\text{R&D intensity}\) (Treated_n = 687) | 0.000 | -0.002 ** | -0.002 * | -0.001 | -0.001 |
| Managerial performance (Treated_n = 667) | 0.005 | -0.008 | -0.041 | -0.051 | -0.078 |
| \(-\Delta\text{LnAssets}\) | -0.020 | -0.053 ** | -0.070 *** | -0.106 *** | -0.091 * |
| \(-\Delta\text{LnSales}\) | 0.085 | -1.008 | -4.355 * | -1.279 | -0.681 |
| \(-\Delta\text{LnProfits}\) | (0.011) | (0.020) | (0.032) | (0.042) | (0.051) |
|                  | (0.021) | (0.026) | (0.035) | (0.047) | |
|                  | (0.916) | (0.760) | (2.267) | (0.777) | (1.445) |

Notes: ( ) denotes standard errors. ***, **, and * indicate 1%, 5%, and 10% levels of significance, respectively. Treated_n represents the number of treated firms. Each value represents the difference in the change rate of variables between treated and control firms compared to the base year (i.e., the year before receiving public support).

In terms of R&D intensity (input additionality) and managerial performance (output additionality), the effect of abolished R&D programmes was lower than that of sustained programmes. There was a time lag in all outcomes, and the overall effects of the sustained R&D programmes were high. Statistically significant effects were found for R&D intensity in the second and third periods (t+1–t+2), sales from the second period to the last period (t+1–t+4) and profits in the third period (t+2).

The estimates suggest that the effects on the participation in sustained programmes increased by 0.002 in R&D intensity growth, approximately 0.053 to 0.106 in sales growth, and 4.355 in profits growth relative to the abolished programmes’ mean. Hence, these findings convey that EBP occurs in the growth of R&D intensity and managerial performance of sales and profits, showing the different time effects. No statistically significant difference in the output additionality of assets between the treated and control groups was present. We reasoned that in terms of growth in assets, policy evolution did not occur based on evidence.

4.2. Effects of Subsidy Amount

Next, this study analysed the difference in the effect of the number of subsidies across abolished R&D programmes and sustained R&D programmes. It is important that governments efficiently allocate their R&D budget. Larger subsidies should be used more efficiently, implying that for larger subsidies, policy decisions should be undertaken based on evidence and monitoring.

Meanwhile, in order to interpret the causal relationship of R&D programmes through DRFs, the number of subsidies granted and participation in public support must be independent. In other words, the amount of subsidies granted is exogenous [63]. While this is important to note for reproducibility, this problem did not arise in our study because the purpose, target, and amount of R&D programme subsidies were determined in advance, and only the beneficiaries of support were selected through evaluation.

In this study, we divided the number of subsidies into three sections based on the amount of support provided to the firms that received abolished programmes (Table 5).

The first section included firms that received subsidies of less than KRW 293 million (less than USD 247,000) per year, the second consisted of firms that received subsidies of KRW 293–584 million (USD 247,000–492,000) per year, and the third consisted of firms with subsidies of KRW 584 million or more (USD 492,000 or more) per year.

Across the three sections, we compared R&D intensity and managerial performance between two matched groups according to firms’ participation in the abolished programme. Table 6 show the difference in R&D intensity growth. The effect is not statistically significant. Managerial performance is better in the context of continued programmes than abolished programmes (Table 7) when subsidies were KRW 293–584 million (assets growth in the
fifth year, and sales growth from 2 to 5 years). In the case of growth in sales, other subsidy sections also showed significant results; the first section in the first year and in the third year with subsidies of KRW 584 million or more.

Table 5. Descriptive statistics of the subsidy amount.

| Abolished Programmes | Obs. | Percentile | Centile (KRW, Million) | 95% Confidence Interval (KRW, Million) |
|-----------------------|------|------------|------------------------|---------------------------------------|
| Subsidy Amount        | 935  | 33         | 293                    | 262 (0.001) 327 (0.002)               |

Table 6. DRFs results for R&D intensity (input additionality).

| Subsidy Amount (KRW, Million) | t     | t + 1    | t + 2    | t + 3     | t + 4    |
|------------------------------|-------|----------|----------|-----------|----------|
| >293 (N = 693)               | 0.001 | 0.001    | 0.001    | 0.000     | 0.001    |
| 293–584 (N = 685)            | 0.001 | 0.001    | 0.001    | 0.001     | 0.001    |
| <584 (N = 782)               | 0.000 | 0.000    | 0.001    | 0.001     | 0.006    |

Table 7. DRFs results for managerial performance (output additionality).

| Subsidy Amount (KRW, Million) | ∆Assets | t     | t + 1    | t + 2    | t + 3     | t + 4    |
|------------------------------|----------|-------|----------|----------|-----------|----------|
| >293 (N = 641)               | −0.003   | −0.009| 0.008    | 0.025    | 0.017     |          |
| 293–584 (N = 612)            | 0.029*   | −0.003| −0.050   | −0.138   | −0.180*   |          |
| <584 (N = 762)               | −0.020   | −0.023| −0.053   | −0.073   | −0.141    |          |
| ∆Sales                      |          |       |          |          |          |          |
| >293 (N = 641)               | −0.041*  | −0.062| −0.055   | −0.051   | −0.231    |          |
| 293–584 (N = 612)            | −0.039   | −0.071 | −0.130*  | −0.176*  | −0.255*   |          |
| <584 (N = 762)               | −0.026   | −0.020| −0.090*  | −0.107   | −0.099    |          |
| ∆Profits                    |          |       |          |          |          |          |
| >293 (N = 641)               | −0.015   | −0.642| −1.354   | 0.877    | −0.164    |          |
| 293–584 (N = 612)            | 0.640    | −0.524| 3.565    | 0.271    | −4.729    |          |
| <584 (N = 762)               | −1.680   | 2.105 | −1.530   | −0.292   | −1.011    |          |

Notes: ( ) denotes standard errors. ** and * indicate 5% and 10% levels of significance, respectively. Each value represents the difference in the change rate of variables between treated and control firms compared to the base year (i.e., the year before receiving public support).

These results reveal two implications. First, the evidence of performance indicators can differ when the subsidy amount is considered. As detailed above, the EBP process based on the firm’s characteristics demonstrated a significant effect on R&D intensity in the second and third years after receiving support; classification on the basis of subsidy amount revealed no statistically significant differences. This suggests that the EBP process needs to determine the amount of subsidy that can be granted under budget limitations.
Second, in terms of growth in sales, the second section of KRW 293–584 million supported EBP. This finding suggests that the managerial performance of sales played a role in deciding whether to eliminate or sustain programmes. Although different time effects of sales performances, especially for large subsidy amounts in the third year, showed that the policy evolution process was based on evidence, most of the other subsidy amount and time effects were insignificant. As Zhao et al. [64] mentioned, this result shows a weak correlation between R&D programme award decisions and recipients’ performance. This implies that programmes with large amounts of subsidy are difficult to judge whether to abolish due to political meaning. While evidence-based policymaking plays a significant role in the sustainability of R&D programmes, the probability of abolishing R&D programmes will be influenced not only by evidence-based policymaking, but also by other political factors.

### 4.3. Robustness Checks

To check the robustness of the results, we measured the effect of the abolished R&D programmes using k-nearest matching (one-to-one, one-to-two) and Kernel matching; in addition, we re-applied PSM–DID. We found that the effects of receiving R&D support that was later abolished were similar to those observed in our main results (cf., Tables 8 and 9).

#### Table 8. Results of robustness checks: input additionality.

| Abolished Programme | t  | t + 1 | t + 2 | t + 3 | t + 4 |
|---------------------|----|-------|-------|-------|-------|
| ∆R&D Intensity       |    |       |       |       |       |
| K-nearest matching   |    |       |       |       |       |
| 1:1 (Treated_n = 686) | -0.002 | -0.002 | -0.003 | -0.000 | -0.000 |
| (0.001)              | (0.001) | (0.002) | (0.002) | (0.002) | (0.002) |
| 1:2 (Treated_n = 687) | -0.000 | -0.002 ** | -0.003 * | -0.001 | -0.001 |
| (0.001)              | (0.001) | (0.001) | (0.001) | (0.001) | (0.002) |
| Kernel matching      | 0.000 | -0.001 * | -0.002 *** | -0.001 | -0.001 |
| (Treated_n = 686)    | (0.001) | (0.001) | (0.001) | (0.001) | (0.001) |

Notes: () denotes standard errors. ***, **, and * indicate 1%, 5%, and 10% levels of significance, respectively. Treated_n represents the number of treated firms. Each value represents the difference in the change rate of variables between treated and control firms compared to the base year (i.e., the year before receiving public support).

#### Table 9. Results of robustness checks: output additionality.

| Abolished Programmes | t | t + 1 | t + 2 | t + 3 | t + 4 |
|----------------------|---|-------|-------|-------|-------|
| ∆LnAssets            |   |       |       |       |       |
| K-nearest matching   |   |       |       |       |       |
| 1:1 (Treated_n = 667) | 0.005 | 0.009 | -0.012 | -0.038 | -0.090 |
| (0.012)              | (0.022) | (0.033) | (0.046) | (0.057) |
| 1:2 (Treated_n = 667) | 0.006 | -0.001 | -0.031 | -0.034 | -0.048 |
| (0.011)              | (0.021) | (0.035) | (0.046) | (0.053) |
| Kernel matching      | 0.003 | -0.011 | -0.038 | -0.046 | -0.091 ** |
| (Treated_n = 663)    | (0.009) | (0.017) | (0.027) | (0.037) | (0.044) |

| ∆LnSales             |   |       |       |       |       |
| K-nearest matching   |   |       |       |       |       |
| 1:1 (Treated_n = 667) | -0.003 | -0.037 | -0.058 * | -0.097 ** | -0.125 ** |
| (0.016)              | (0.025) | (0.032) | (0.043) | (0.058) |
| 1:2 (Treated_n = 667) | -0.011 | -0.045 * | -0.051 * | -0.087 ** | -0.071 |
| (0.015)              | (0.023) | (0.029) | (0.039) | (0.050) |
| Kernel matching      | -0.030 ** | -0.061 *** | -0.083 *** | -0.109 *** | -0.145 *** |
| (Treated_n = 663)    | (0.012) | (0.018) | (0.022) | (0.029) | (0.053) |
Table 9. Cont.

| Abolished Programmes | $|t|$, $|t+1|$, $|t+2|$, $|t+3|$, $|t+4|$ |
|----------------------|------------------|------------------|------------------|------------------|------------------|
| **ΔLnProfits**       |                  |                  |                  |                  |                  |
| K-nearest matching   |                  |                  |                  |                  |                  |
| 1:1 (Treated_n = 667)| $-0.610$ (0.465) | $-0.812$ (0.757) | $-3.296^*$ (1.915) | $-0.874$ (0.805) | $-0.496$ (1.615) |
| 1:2 (Treated_n = 667)| $0.486$ (1.320)  | $-1.124$ (0.776) | $-4.628^*$ (2.439) | $-1.221$ (0.861) | $-0.525$ (1.407) |
| Kernel matching      | $0.496$ (1.149)  | $-0.571$ (0.744) | $-3.866^*$ (2.048) | $-1.729^*$ (0.941) | $-0.887$ (1.483) |

Notes: ( ) denotes standard errors. ***, **, and * indicate 1%, 5%, and 10% levels of significance, respectively. Treated_n represents the number of treated firms. Each value represents the difference in the change rate of variables between treated and control firms compared to the base year (i.e., the year before receiving public support).

5. Conclusions

We aimed to determine whether the R&D programmes supporting Korean SMEs evolve based on performance evidence obtained by comparing the characteristics of sustained and abolished programmes using empirical analysis, that is, by using the PSM–DID method. We found that different effects occur according to the performance indicators, suggesting that because the R&D programmes for various purposes are mixed, heterogeneous effects occur according to performance indicators [46]. In terms of growth in R&D intensity (input additionality), sales, and profits (output additionality), we confirmed that sustained programmes demonstrated more positive correlations than the abolished programmes. Meanwhile, there was no significant difference in performance for assets growth between them. Thus, the hypothesis presented was partly supported by the results of our analyses. Conversely, the results of the analyses also revealed that the amount of subsidy did not have any significant impact on R&D intensity and profits growth across abolished and sustained programmes. Hence, the amount of subsidy has no effects on the performance of R&D programmes except for sales growth, and the hypothesis of this study is partly unsupported.

Our empirical analysis has the following implications: thus far, EBP has mainly been conducted through theoretical analysis. There has been a perception that academic research is irrelevant to practical public policy [65]. In addition, the scope of research on R&D policies has been limited to performance analysis and fails to analyse the evolutionary process thereafter. To overcome these limitations, this study sought to uncover whether EBP is being correctly implemented. Accordingly, this study is the first attempt to link EBP with an impact evaluation of R&D support.

Methodologically, we applied the PSM–DID method and demonstrated that evidence is translated into practice in the policymaking process. The quasi-experimental method enhanced our results with strong evidence [16]. Additionally, there are ongoing debates about the potential role of different types of evidence and how evidence should be used to formulate policies [8]. We considered the purpose of R&D policies supporting SMEs’ innovation activities and analysed the process of EBP based on various performance evidence.

For policymakers, this study describes how policymakers exploit policy evaluation to implement and monitor policies for sustainable development. The results imply that the policy’s impacts are not observed as societally desirable, and the intervention used is not thought to contribute to those outcomes under budget limitation [20]. We suggest policymakers move to improve or modify policies based on performance in the process of establishing, executing, and evaluating R&D programmes. We also suggest that the policymaker should consider a mismatch between demanding and beneficiary firms in sustaining the large number of R&D programmes, which result in low effectiveness in emerging economies such as China and Korea [64,66].

Our study has the following limitations: we did not consider the bias of the results according to various R&D programme instruments, such as subsidies, low interest rates,
and tax credits. The existing literature generally advises governments to implement direct subsidies to encourage long-term research and offer tax breaks to encourage short-term applied research [67,68]. Depending on the purpose of each instrument, certain performance indicators may serve as relatively better evidence in policymaking decisions. However, given our data, we could only confirm whether the observed programmes were supported. In future studies, we hope to reduce this bias by considering the role of different support measures. Additionally, we considered industrial characteristics as control variables by classifying dummies into 24 sectors. However, the analysis of EBP by industries is not the scope of this study. It is expected to present policy implications by reflecting each industry difference in future studies.
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**Appendix A Classifications of Industry**

**Table A1.** Classifications of 24 industries.

| Classifications                                      |
|-----------------------------------------------------|
| 1. Food, beverages, and tobacco products            |
| 2. Textile and leather products                     |
| 3. Wood and paper products, printing, and reproduction of recorded media |
| 4. Petroleum and coal products                       |
| 5. Chemical products                                 |
| 6. Non-metallic mineral products                     |
| 7. Basic metal products                              |
| 8. Fabricated metal products, except machinery and furniture |
| 9. Computing machinery, electronic equipment         |
| 10. Optical instruments                              |
| 11. Electrical equipment                             |
| 12. Machinery and equipment and transport equipment  |
| 13. Other manufactured products, utility, and construction |
| 14. Wholesale and retail trade and commodity brokerage services |
| 15. Transportation                                   |
| 16. Food services and accommodation                  |
| 17. Communications and broadcasting                  |
| 18. Finance and insurance                            |
| 19. Real estate services                             |
| 20. Professional, scientific, and technical services |
| 21. Business support services                        |
| 22. Health and social care services                  |
| 23. Art, sports, and leisure services                |
| 24. Other services                                   |
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