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Abstract — In this paper, a technique for modeling propagation of Ultra Wide Band (UWB) signals in indoor or outdoor environments is proposed, supporting the design of a positioning systems based on Round Trip Time (RTT) measurements and on a particle filter. By assuming that nonlinear pulses are transmitted in an Additive White Gaussian Noise Channel, and detected using a threshold based receiver, it is shown that RTT measurements may be affected by a non-Gaussian noise. RTT noise properties are analyzed, and the effects of non-Gaussian noise on the performance of a RTT based positioning system are investigated. To this aim, a classical Least Square, an extended Kalman Filter and a Particle Filter are compared when used to detect a slowly moving target in presence of the modeled noise. It is shown that, in a realistic indoor environment, the Particle Filter solution may be a competitive solution, at a price of increased computational complexity. Experimental verifications validate the presented approach.

Index Terms— Ultra Wide Band; indoor positioning; TOA; tracking; Least Square; Kalman filter, Particle filter.

I. INTRODUCTION

Positioning techniques are a strong enabler for several application fields that include Intelligent Transportation Systems (ITSs) [1][2]. In particular, techniques to overcome some limitations of Global Navigation Satellite Systems (GNSS) were recently proposed. For instance, it was shown in [1]-[5] that, with a proper system, a vehicle may be tracked when moving in an urban canyon scenario. The approach proposed in [6] may be suitable for tracking of all those transport systems in absence of GPS signals, such as those moving in underground subways or indoor environments (eg. inside airports or large train stations). Various communications systems have been proposed as basis for the implementation of indoor positioning systems, including Wireless Local Area Networks, (WLAN), Bluetooth, Digital Enhanced Cordless Telecommunication (DECT), Zigbee [7]-[8], cooperative localization [9]-[11] and Ultra Wide Band (UWB) [12]-[13].

In this paper, a positioning algorithm is presented, that relies on round-trip time (RTT) measurements between a mobile device and a set of fixed nodes, fed to a tracking algorithm. RTT measurements were obtained using an Ultra Wide Bandwidth (UWB) pulse communications system, that extends a setup presented in [14], as described in section II-A. Different distributions and probability density functions (PDFs) have been proposed in the literature to model RTT measures obtained in a Non Line of Sight (NLoS) scenario [15]. In particular, Asymmetric Gaussian Noise is discussed in [16], while in [17] a non-Gaussian noise distribution is proposed, keeping into account various phenomena that include shadowing. NLoS communications and detector’s noise [14][18][19]. In [11],[20],[21] a log-normal distribution is proposed. A mixture between a Gaussian and Uniform distribution is described in [22], while in [23] noise is modeled by adding an exponentially distributed random variable to a Gaussian one. Since the observed distribution of the measured data it is not easily predictable, the usage of a versatile PDF model is appropriate, in order to describe a wide set of experimental scenarios. The novel approach taken in this paper makes use of a Pearson distribution model to describe RTT measurement results. These are obtained using UWB pulses, and threshold based detection. The Pearson distribution is a very flexible and versatile model, includes the Gaussian distribution as a particular case, and is a useful tool when describing a non-Gaussian scenario.

Consequently, a novel measurement procedure, similar to that of [6], was proposed and applied to an indoor environment, in a planar scenario. As shown in section II-B, a preliminary calibration was carried out on a pre-existing RTT dataset, collected in a test environment and presented in [12]. Using such data, obtained by measuring RTT in a set of known positions, the stochastic properties of RTT measurement results were analyzed. In particular, a type IV Pearson distribution was identified by means of numerical fitting and used to model the measurement results [24]-[29]. Then, interpolation techniques were used to estimate the RTT noise properties in the whole indoor environment, as a function of distance between each node and the mobile node. Using such results and Monte Carlo techniques, RTT measurements were simulated, feeding the results to three positioning solutions, namely a Least Square (LS) algorithm, an Extended Kalman Filter (EKF), and a Particle Filter (PF), as described in section III. Finally, results obtained with the overall Monte Carlo simulation environment, including both RTT data generation and the positioning algorithms, were validated by comparing simulations to experimental data, obtained by performing RTT measurements in some additional points of the modeled environment, as discussed in section IV.

By using experimental data, the results described in this paper prove the effectiveness of the modeling strategy and show that the Particle Filter approach may be a competitive
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solution in indoor environments, especially when multipath effects and nonlinearities result into non-Gaussian measurement noise, or when noise properties change when the mobile node moves.

II. SYSTEM DESCRIPTION AND RTT MEASUREMENT MODEL

A. System architecture

The position measurement architecture described in this paper is based on a network of transceivers, arranged in a star topology. Line of Sight (LoS) transmission are assumed. The master device is located by measuring the RTT from a set of slave nodes, placed in known positions, as shown in Fig. 1. To this aim, it can start the RTT measurement by transmitting an UWB pulse. The slave echoes back any detected UWB pulse. Both master and slave nodes are equipped with a Digital Control Unit (DCU), used for configuration and addressing purposes. The master node measures time intervals using a Time to Digital Converter (TDC).

While UWB systems are usually produced in ASIC technology [25] [26], the adopted system is a self-produced solution, assembled using low cost COTS (Commercial Off-the-Shelf) components based on CMOS technology. Master and slave nodes use identical transceivers. The transceivers, triggered by the DCU, work in the regulated UWB frequency band between 4 and 8 GHz, and feature a homodyne architecture. Each transceiver is equipped with a circular disc antenna, printed on a dielectric substrate on the same side of the ground plane, designed to operate at a center frequency of 5.6-GHz [27]. Further design details are given in [9].

Both the master and the slave nodes are equipped with an UWB receiver circuitry. The receiver mixes down the incoming signal, and identifies the recovered baseband pulse using a threshold detector [12]. The master node initiates the measurement process by enabling a slave device, subsequently transmitting an UWB pulse [8]. After being enabled, each of the three slave nodes echoes back an UWB pulse when an incoming UWB pulse is detected. Thus, by sequentially enabling one slave at a time, the master node collects three RTT measurements in a cycle [8]. Due to the RTT approach, synchronization between nodes is not needed, requiring however a preliminary calibration, in order to assess and compensate any latency introduced by each responding device. By using calibration data, RTT measurements are converted into distance estimates and transmitted to a Personal Computer (PC) that runs a positioning algorithm to provide planar localization.

B. UWB pulse description and RTT measurement model

In a pulse based UWB system the choice of the baseband pulse shape is very important [30][31], because it may significantly affect measurement accuracy. In fact, the literature shows that the pulse shape, together with the effect of the threshold detector, may significantly affect any related time interval measurement [14][32]. The UWB signal used throughout this paper is shown in Fig. 2. It is obtained by feeding a baseband pulse to a mixer that combines it with a 5.6 GHz sinewave [11].

To obtain RTT data, the system developed in [12] was preliminarily calibrated in semi-anechoic chamber, in order
to model the distribution of the collected measures under LOS conditions, and in absence of multipath.

In particular, \( N=5 \times 10^5 \) RTT measurement results were collected by placing the master and each slave at known distances, ranging from 20 cm to 180 cm, and by estimating, for each distance, the PDF. The observed RTT distributions were fitted to a type IV Pearson distribution, given by [33][34]:

\[
f(x) = k \left(1 + \left(\frac{x - \lambda}{\alpha}\right)^2\right)^{-m} e^{-\lambda} \left(\frac{x - \lambda}{\alpha}\right) \text{,}
\]

where \( k \) is a normalizing constant, given by

\[
k = \sqrt{\frac{\Gamma\left(m + \frac{\nu}{2}\right)^2}{\Gamma(m) b^m \left(m - \frac{1}{2}\right)^{\frac{1}{2}}}} \text{,}
\]

\( \Gamma(\cdot) \) is the complex Gamma function, and \( B(\cdot) \) is the Beta function [24]. By assuming \( m=2-m-1 \), the parameters \( \alpha, m, \lambda \) and \( \nu \) can be related to the mean value \( \mu \), the variance \( \sigma^2 \), the skewness \( \gamma_1 \) and the kurtosis \( \gamma_2 \) by the following [34]

\[
\mu = \lambda - \frac{a \nu}{2(m-1)} \text{,}
\]

\[
\sigma^2 = \frac{a^2 (r^2 + \nu^2)}{r^2 (r-1)} \text{,}
\]

\[
\gamma_1 = -4\nu \sqrt{\frac{r-1}{r-2}} \frac{r^2 + \nu^2}{r^2 + \nu^2} \text{,}
\]

\[
\gamma_2 = \frac{3(r-1)(r+6)(r^2 + \nu^2) - 8r^2}{(r-2)(r-3)(r^2 + \nu^2)} \text{.}
\]

The fitting was completed by evaluating the sample mean, variance, skewness and kurtosis from the \( N \) RTT positions, inverting (3)-(6) to obtain \( r, a, m, \lambda \) and \( \nu \); given by

\[
r = \frac{6(y_2 - y_1^2 - 1)}{2y_2 - 3y_1^2 - 6} \text{,}
\]

\[
\nu = -\sqrt{\frac{r(r-2)y_1}{16(r-1) - y_1^2 (r-2)^2}} \text{,}
\]

\[
a = \frac{\sqrt{\sigma^2 (16(r-1) - y_1^2 (r-2)^2)}}{4} \text{,}
\]

\[
\lambda = \mu - \frac{(r-2)\sigma y_1}{4} \text{.}
\]
For instance, Fig. 3a shows a histogram, describing the RTT distributions obtained for a master-slave distance of 30 cm. Three curves are also shown. The first one (blue) is the envelope of the observed histogram, obtained using a maximum likelihood fitting. The second one (black) is obtained by fitting the data to a Gaussian distribution. The third one (red) is obtained by fitting the data to a type IV Pearson distribution respectively. Similar results were obtained for a distance of 70 cm, as shown in Fig. 3b. Figs 3a and 3b suggest that the type IV Pearson distribution is a good candidate for PDF modeling, since it can easily describe both Gaussian and non-Gaussian asymmetric distributions, depending on the values assumed by its various parameters. Fig. 4 shows RTT distributions measured for various distances. It can be observed that the asymmetry of the observed distribution increases with d. In particular, the four parameters \( \mu, \sigma^2, \gamma, \) and \( \xi \) were estimated using fitting techniques, for each considered distance, collecting measurements both in a laboratory and in a semi-anechoic chamber. The RTT mean value \( \mu \) was measured and plotted in Fig. 5 as a function of distance between the master and the slave nodes. As expected, the mean RTT linearly grows with the distance \( d \), the slope and the intercept keeping into account both propagation and detection delays [14][35]. Fitting lines were determined, and as shown well. Moreover, Fig. 6 shows the skewness \( \gamma \) and the kurtosis \( \xi \), for RTT measurements taken between the master and one of the slave nodes at different distances. The mean value of kurtosis observed at various distances in the semi-anechoic chamber is about 2.84, while the skewness is positive, with a mean value of 0.52. These values significantly differ from those of Gaussian distribution, and motivate the usage of a type IV Pearson distribution, to conveniently describe the observed data. To further characterize the RTT distribution, RTT variance was measured as well, both in a laboratory and in a semi-anechoic chamber as a function of distance between master and slave nodes. As expected, the RTT variance grows with distance, because of the reduced signal to noise ratio at the receiver input [29]. The behavior of the measured RTT variance \( \sigma_{\text{RTT}}^2 \) has been approximated with the simple linear law.

\[
\sigma_{\text{RTT}}^2 \approx \alpha d + \beta,
\]

where, for RTT measurements taken in a laboratory, \( \alpha=0.024 \text{ ns}^2/\text{cm} \) and \( \beta=-0.2788 \text{ ns}^2 \) were obtained using numeric fitting in the considered distance range. A greater variance was observed in the semi-anechoic chamber than in the laboratory, as shown in Fig. 7. Such difference was investigated, and ascribed to a higher operating temperature of the UWB System, with respect to the laboratory experiments, as described in [36]. Finally, in order to further assess the usefulness of the Pearson Type IV distribution in modeling RTT measurements, the Kullback-Leibler Divergence (KLD) between the observed distribution, represented by the normalized histograms, and the considered models, fitted to the measured values of \( \mu, \sigma_{\text{RTT}}^2, \gamma, \) and \( \xi \), for various distances between the master and the slave nodes. Fig. 8 shows the KLD obtained from measurement results collected in the semi-anechoic chamber (a), and in the laboratory (b). For measurements collected in the semi-anechoic chambers the Pearson KLD is below 0.02 in all considered cases, and for measurements taken in the laboratory is below the same threshold in all measurement points but one. It can also be observed that the Pearson Type IV model systematically leads to a lower KLD than the Gaussian one, and that the difference between the two KLDs grows with distance. This result suggests that replacing the Gaussian noise model with the Pearson Type IV model may lead to more realistic simulation results. This issue is further discussed in Section III-A.

In the following activities, the laboratory calibration data have been used to describe RTT variance, because they describe a more realistic operating scenario.

C. Distance Measurement Model

Time of Flight Measurement Model

Distance Measurement Model

Time of Flight measurement on pulsed signals are often robust to multipath, because the Line of Sight (LoS) contribution can be discriminated. In fact, the response of the multipath environment can be modeled by a train of signal replicas, the first of which is usually the LoS one. Even if the LoS pulse and its replicas overlap in time, they can often be discriminated using correlation techniques. Thus, if LoS path is available and in absence of significant multipath effects, the RTT can be modeled as [14]:

\[
t_{\text{RTT}} = k_{\text{RTT}} d + t_0 + n_{\text{RTT}},
\]

where \( d \) is the delay between the master and slave nodes, \( t_0 \) is a fixed latency contribution, \( k_{\text{RTT}} \) is a slope factor that keeps into account both propagation and variable detection delays, and \( n_{\text{RTT}} \) is measurement noise, modeled in the previous section using the type IV Pearson distribution. Notice that \( k_{\text{RTT}} \) and \( t_0 \) can be approximated by the slope and the intercept of the fitting line describing laboratory calibration in Fig. 4. In particular, the results of laboratory calibration correspond to \( k_{\text{RTT}}=0.1 \text{ ns/cm} \) and \( t_0=840.87 \text{ ns} \). Equation (12) can be inverted, leading to [8]

\[
d = \frac{t_{\text{RTT}} - t_0}{k_{\text{RTT}}} + n_0,
\]

where \( n_0 \) is a scaled version of \( n_{\text{RTT}} \), thus featuring a similar distribution. By neglecting the noise contribution, the distance can be estimated as

\[
\hat{d} = \frac{t_{\text{RTT}} - t_0}{k_{\text{RTT}}}.
\]

Moreover, since (14) is an affine transformation, if the RTT is described by a Type IV Pearson distribution, the estimated distance \( d \) can be described by the same distribution, with a mean value shifted by \( -t_0/k_{\text{RTT}} \) and variance given by

\[
\sigma_{\hat{d}}^2 = \frac{1}{k_{\text{RTT}}} \sigma_{\text{RTT}}^2 \approx \frac{1}{k_{\text{RTT}}^2} (\alpha d + \beta).
\]

Notice that, since the noise mean value and variance depend on the position, when the mobile node is moving, the distribution of the measurement results is non-stationary. Practical implications of this statement are discussed in section IV.

III. CONSIDERED POSITIONING ALGORITHMS

In order to identify the most effective positioning strategy, some algorithms have been compared, assuming a slowly moving mobile node, such that the time required to
collect distance measurements and run the triangulation algorithm corresponds to a negligible displacement of the mobile node. We also assumed that the repeated distance measurements were available for each position taken by the mobile node. Under such conditions, three algorithms were compared, the Least Squares, the Extended Kalman Filter, and the Particle Filter, described in the following subsections.

A. Least Square (LS)

Let us define $d_{RTT,i}$ as the RTT based estimation of the Euclidean distance $d_{u,i}$ between the mobile node, located in $(x_u, y_u)$, and the $i$-th anchor, located in $(x_i, y_i)$, given by

$$d_{u,i} = \sqrt{(x_u - x_i)^2 + (y_u - y_i)^2}, \quad i = 1, \ldots, N. \quad (16)$$

Approximating (12) with a 1\textsuperscript{st} order Taylor expansion about a reference point $(x_{\text{ref}}, y_{\text{ref}})$ results into

$$d_{u,i} = d_{u} + \frac{\partial d_{u}}{\partial x_u} (x_u - x_{\text{ref}}) + \frac{\partial d_{u}}{\partial y_u} (y_u - y_{\text{ref}}), \quad i = 1, \ldots, N, \quad (17)$$

where $\Delta x = x_u - x_{\text{ref}}$, $\Delta y = y_u - y_{\text{ref}}$, $N$ is the number of anchors, and $d_u$ is the distance between the reference point and the $i$-th anchor, given by

$$d_u = \sqrt{(x_u - x_{\text{ref}})^2 + (y_u - y_{\text{ref}})^2},$$

while the sensitivities $a_{1,i}$ and $a_{2,i}$ are respectively given by

$$a_{1,i} = \frac{\partial d_{u,i}}{\partial x_u} \bigg|_{(x_u, y_u) = (x_{\text{ref}}, y_{\text{ref}})} = \frac{x_u - x_{\text{ref}}}{d_{u,i}}, \quad (19)$$

and

$$a_{2,i} = \frac{\partial d_{u,i}}{\partial y_u} \bigg|_{(x_u, y_u) = (x_{\text{ref}}, y_{\text{ref}})} = \frac{y_u - y_{\text{ref}}}{d_{u,i}}. \quad (20)$$

By approximating $d_{u,i}$ in (17) with its RTT based estimation $\hat{d}_{RTT,i}$, we obtain a system of $N$ equations

$$a_{1,i} \delta_x + a_{2,i} \delta_y = \hat{d}_{RTT,i} - d_{u,i}, \quad i = 1, \ldots, N, \quad (21)$$

that may be represented in matrix form as

$$A \delta = D,$$

where

$$A = \begin{bmatrix} a_{1,1} & a_{2,1} \\ \vdots & \vdots \\ a_{1,N} & a_{2,N} \end{bmatrix}, D = \begin{bmatrix} \hat{d}_{RTT,1} - d_{u,1} \\ \vdots \\ \hat{d}_{RTT,N} - d_{u,N} \end{bmatrix}, \delta = \begin{bmatrix} \delta_x, \delta_y \end{bmatrix}. \quad (23)$$

Solving (18) using the pseudo-inverse method leads to the LS solution, estimating $\delta$ and then the mobile position as

$$\hat{x}_u = v_x + \delta_x, \quad \hat{y}_u = y_y + \delta_y. \quad (24)$$

The estimation was implemented using an iterative and recursive procedure, by selecting a point in the middle of the measurement environment as reference point of the first iteration, and, for the following iterations, the solution obtained at the $(n-1)$-th iteration as reference point for the $n$-th iteration. Repeated empirical tests suggested that 60 cycles are enough for the algorithm to converge.

B. Extended Kalman Filter

Given a suitable sampling time $T_C$ and an integer sample index $k$, the mobile node motion can be described, at time $t = kT_C$ by its position and velocity, that is by the state vector sequence

$$x_k = \begin{bmatrix} x_{u,k} \\ y_{u,k} \\ \dot{x}_{u,k} \\ \dot{y}_{u,k} \end{bmatrix}, \quad (25)$$

where $x_{u,k}$ and $y_{u,k}$ describe the mobile node position, while $\dot{x}_{u,k}$ and $\dot{y}_{u,k}$ are the coordinates of the corresponding velocity vector. The state vector evolution can be described as

$$x_{k+1} = f(x_k, w_k), \quad (26)$$

where $w_k$ is the model noise at time index $k$, with a 4x4 correlation matrix $Q$. For the considered motion problem, the model $f(\cdot)$ can be assumed linear and the model noise can be assumed as

$$x_{k+1} = F x_k + w_k, \quad (27)$$

where $F$ is the state transition matrix and $Q$ the process noise covariance as [15], given by

$$F = \begin{bmatrix} 1 & 0 & T_C & 0 \\ 0 & 1 & 0 & T_C \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}, \quad Q = \begin{bmatrix} T_C^3 & 0 & T_C^2 & 0 \\ 0 & T_C^3 & 0 & T_C^2 \\ T_C^2 & 0 & T_C & 0 \\ 0 & T_C^2 & 0 & T_C \end{bmatrix}, \quad (28)$$

where $T_C$ is the sample period and $q$ denotes the power spectral density of the process noise.

Let us also assume that a sequence $z_k$ of measurements is collected, related to the state vector by the following

$$z_k = h(x_k, v_k), \quad (29)$$

where $v_k$ is the $k$-th sample of measurement noise, usually assumed additive and with a diagonal autocorrelation matrix $R$. If the measurement model $h(\cdot, \cdot)$ is linear, (29) reduces to
be initialized as the Kalman gain at time index a posteriori error state estimation represented by measurements. The thin black curve shows the true positions, the solid black, solid blue, and dashed blue curves respectively show the positions estimated using the PF, EKF, and LS algorithms.

\[ z_k = H\hat{x}_k + v_k, \]  

(30)

where \( H \) is the system observation matrix. Notice that, for the considered problem, the measurement vector is given by

\[ z_k = [\hat{d}_{RTT,1}, \hat{d}_{RTT,2}, \ldots, \hat{d}_{RTT,N}]^T. \]  

(31)

Moreover, the non-linear measurement model associated to distance measurements (16) can be linearly approximated, assuming

\[
H = \begin{bmatrix}
\frac{\partial d_{u,1}}{\partial x_u} & \frac{\partial d_{u,1}}{\partial y_u} & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots \\
\frac{\partial d_{u,N}}{\partial x_u} & \frac{\partial d_{u,N}}{\partial y_u} & 0 & 0 
\end{bmatrix} = \begin{bmatrix}
a_{1,1} & a_{1,2} & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots \\
a_{N,1} & a_{N,2} & 0 & 0 
\end{bmatrix}, \quad (32)
\]

the sensitivities \( a_{1,1} \) and \( a_{1,2} \) being given by (19) and (20). The matrix \( H \) is updated at each time step, using the current predicted state \((x_0, y_0)\) as an input.

The Extended Kalman Filter (EKF) computes first an a priori state estimation \( \hat{x}_k \), based on past system history, and then updates \( \hat{x}_k \) by properly weighting the innovation, represented by measurements \( z_k \), leading to an a posteriori state estimation \( \hat{x}_k \). By minimizing the covariance \( P_k \) of the a posteriori error \( e_k = x_k - \hat{x}_k \), a recursive estimation algorithm is obtained, shown in Table I, where \( K_k \) is known as the Kalman gain at time index \( k \). The EKF algorithm can be initialized by properly setting an initial value for the a priori error covariance matrix \( P_k^0 \).

| Table I - Kalman Filter algorithm |
|-----------------------------------|
| 1. \( \hat{x}_{k+1} = F\hat{x}_k + K_k\hat{z}_k \) |
| 2. \( P_{k+1} = FP_kF^T + Q \) |
| 3. \( K_k = P_kH^T[HPH^T + R]^{-1} \) |
| 4. \( \hat{x}_{k+1} = \hat{x}_k + K_k(\hat{z}_k - H\hat{x}_k) \) |
| 5. \( P_{k+1} = P_k - K_kHP_k \) |

C. Particle filter

The Particle Filter is a popular numerical method, effective for solving non-linear and non-Gaussian problems, and considered advantageous compared to the extended Kalman filter, since it is sub-optimal for non-Gaussian distributions. The price paid is a higher computational complexity. Applications of PFs to tracking problems have been discussed in [37]-[44]. In the following a tracking application is shown, based on RTT measurements collected using the UWB system [12], or simulated using the same statistical distribution. In particular, the standard motion model presented in [6] was adopted with a 4-state vector representing planar position coordinates and velocities at time \( k \) as

\[
\begin{align*}
x_{u,k+1} &= x_{u,k} + \hat{x}_{u,k}T_C + \omega_{x,u,k}T_C^2, \\
\hat{x}_{u,k+1} &= \hat{x}_{u,k} + \omega_{x,u,k}T_C, \\
y_{u,k+1} &= y_{u,k} + \hat{y}_{u,k}T_C + \omega_{y,u,k}T_C^2, \\
\hat{y}_{u,k+1} &= \hat{y}_{u,k} + \omega_{y,u,k}T_C,
\end{align*}
\]

(33)

where the process noise components \( \omega_{x,u,k} \) and \( \omega_{y,u,k} \) are assumed independent to each other and possibly not
Gaussian. In matrix form we have

\[
\begin{bmatrix}
1 & 0 & 0 & 0 & \omega_{x_1,kT_C} \\
0 & 1 & 0 & 0 & \omega_{y_1,kT_C} \\
0 & 0 & 1 & 0 & \omega_{x_2,kT_C} \\
0 & 0 & 0 & 1 & \omega_{y_2,kT_C} \\
\end{bmatrix} + \begin{bmatrix}
\frac{T_2}{2} \\
\frac{T_2}{2} \\
\frac{T_2}{2} \\
\frac{T_2}{2} \\
\end{bmatrix}
\]

(34)

Particle filters operate by estimating the a-posteriori distribution describing the space state. The samples of such distribution are called particles, where each particle \( x^m_t \) (with \( 1 \leq m \leq M \)) is a concrete instantiation of the vector state at the time \( k \), \( M \) is the number of particles, and \( X^m_k = [x^1_k, x^2_k, \ldots, x^M_k] \) is an instantiation of the particle set \( cs \), describing the a-posteriori distribution. At each new time, particles are updated and weighted by a set of coefficients \( w^m_t \).

The PF algorithm was implemented as in [6] and [39], assuming \( M=2500 \). The particles were initialized by uniformly sampling a disk region, including all the slave nodes, leading to procedure of Table II.

| Table II – Particle Filter Algorithm [6] |
|----------------------------------------|
| (PF) The particles are initialized sampling uniformly in a disk region comprising all beacons. At each step \( k \in [1,2,\ldots,T] \) do: |
| 1. Apply the motion model defined above to each particle, which gives \( y^m_k \) as a function of \( x^m_k \) and the current samples \( \omega_{x_1,k}, \omega_{y_1,k} \). |
| 2. Apply the measurement model to each particle and normalize the weights. |
| 3. Resample and estimate the position as the mean of the new (resampled) set of particles. |

III. EXPERIMENTAL AND SIMULATION RESULTS

The positioning problem was analyzed in a planar context, assuming to operate in LoS conditions, characterizing and comparing to each other the considered positioning and tracking techniques. To carry out a fair comparison, all algorithms were fed with the same distance estimations, between a mobile node and a set of 3 anchors, placed in known position. In a first phase, described in subsection III.A, the PF accuracy was evaluated using a set of RTT measurements between a mobile node and a set of known position anchors, collected in a laboratory environment and used to provide distance estimations using the setup described in [12]. In a second phase, described in subsection III.B, the PF was compared against LS and EKF using a larger dataset, obtained from a simulation model. The model was developed by observing that, since according to (12)-(15) the distance and the RTT measurements are linearly related, their PDF can both be described by a Pearson Type IV distribution. Thus, for each point of the x-y plane of a simulated environment, the distance measurement was modeled as a realization of a Type IV Pearson random variable. For each considered point, the mean value of the Pearson distribution was assumed equal to the Euclidean distance \( d_{ij} \) between the mobile node, located in \( (x_0,y_0) \), and each beacon, located in \( (x_i,y_i) \), given by (16), while skewness, kurtosis and variance were obtained from those of the RTT distribution, estimated from calibration activities described in section II. In the following, the position of the mobile node was assumed to change every second, and accordingly a measurement rate of 1 Hz was assumed.

A. Experimental results

The PF algorithm was initially used to infer the master node position from a dataset of distance estimates, created by progressively relocating the master node in a set of known positions in a laboratory environment, and obtaining for each positions 100 distance estimations from RTT measurements. Such dataset was chosen for comparison purposes, since it had been obtained in a previous activity described in [12], where a LS algorithm was used for positioning purposes. Due to the small number of positions and to the portable context, the model (32) and (33) was simplified, implementing the Particle Filter for a reduced state \( \mathcal{X} = [x,y] \). An extended Kalman Filter was also considered, again based on the same reduced space state adopted for the PF. Moreover, for equity of comparison between the 3 algorithms, outliers in the range dataset were not identified and discarded prior applying the position estimation as in [12].

In order to evaluate the PF accuracy the estimated positions were plotted in Fig. 9 for each algorithm, together with the true ones (black curve). With respect to Fig. 9, where the coordinates are expressed in cm, the three slaves were positioned in (181, 0), (45, 0) and (105, 210) respectively. Three dashed curves are also shown, describing the positions estimated using the PF (black), the EKF (solid blue), and the LS (dashed blue) algorithms. The positions of the three beacons are shown in the zoomed out upper right inset. For each algorithm, the positioning error, defined as the Euclidean distance between the estimated position and the true one was very low for most positions, while accuracy worsened in the rightmost positions, the last to be estimated. Such a behavior was subsequently ascribed to progressive heating of the UWB system and possibly to small geometrical asymmetries of the layout, also because the adopted UWB antennas are anisotropic [12].

The simplified PF provided an error mean value of 5.14 cm, a slightly better performance than that obtained using the same dataset and the LS algorithm, leading to an error mean value of 7.02 cm, and the EKF, corresponding to an error mean value of 8.15 cm. Since in the considered linearized problem the LS and the Kalman filter are expected to provide nearly optimal performance in presence of Gaussian noise, this result also suggests that the Pearson Type IV model can better describe measurement results than the Gaussian one.

B. Simulation results

The result in Fig. 4 and Fig. 8 suggest that both the RTT measurement results and the range estimations tend to be non-Gaussian when the distance between the mobile node and the beacons becomes large. On the other hand, data in Fig. 9 suggest that the PF can be competitive with respect to LS and EKF estimators when measurements are not Gaussian distributed. Observe that, even if the range measurements between the mobile node and a given beacon could be suitably described by a Gaussian distribution, this
would not ensure an overall Gaussian distribution when the mobile node position moves on a trajectory. In fact, as observed in section II, in this case the distribution of the measurement noise is no longer stationary. Thus, combining Gaussian results with different mean values and variances can easily lead to non-Gaussian distributions. To further investigate this issue, a position measurement was simulated, assuming that the mobile node moves in a narrow circle about a slave, as shown in Fig. 10. In this case, the distribution of the range measurement noise can be considered almost stationary, because the considered positions are very close to each other.

Thus, for each position assumed by the mobile node, distance measurements were simulated; first by assuming a Gaussian distribution, and then by assuming a Pearson Type IV distribution. For each considered distance between the mobile node and the beacons, the mean value $\mu_d$, and the standard deviation $\sigma_d^2$ of the range estimations were selected using (12)-(15). The Pearson Type IV model was completed by assuming a skewness $\gamma_1=0.52$ and a kurtosis $\gamma_2=2.84$, deduced from the results in Fig. 6. Under such conditions, the cumulative distribution function (CDF) of the positioning error $e$ was evaluated, for the LS, EKF, and PF estimators respectively, leading to the results in Fig. 11a, obtained by modeling range measurements in a fixed position as Gaussian distributed, and 11b, obtained by assuming a Pearson Type IV distribution. It can be observed that the PF provides comparable performance with respect to the EKF and the LS, even if the range measurements are Gaussian distributed. The measurement of a fixed position was considered as well, showing that, when range measurements are Gaussian distributed, the LS and the EKF provide much more accurate results than the PF. Consequently, the Gaussian model may be inadequate for the problem at hand, especially in a motion tracking scenario.

Following these results, a large data set of 268 positions was developed using a simulation model, in which distance measurements were simulated for a set of points with respect to the same three known position beacons considered in Fig. 9. Calibration results were used to set the parameters of three Type IV Pearson distributions, each used to model the distance estimation between the mobile node and each of the beacons. In particular, we selected again a skewness $\gamma_1=0.52$, a kurtosis $\gamma_2=2.84$, a mean value equal to the true Euclidean distance $d$ between the assumed position and a beacon, and we set the variance as a linear function of $d$, given by (15). Such distance estimations were then used to feed the considered positioning algorithms.

This time, a full space state description was used, assuming $z=[x, y, \dot{x}, \dot{y}]$. Under the mentioned conditions the PF provided a good performance, shown in Fig. 12, where again both the ideal mobile node trajectory (black) and the estimated trajectory (blue) are shown. Finally, in order to compare the various algorithms, the CDF of the positioning error $e$, was estimated for the PF, EKF, and LS algorithms across the set of considered positions assumed by the mobile node, leading to the results in Fig. 13. Similarly to Fig. 11, Fig. 13 shows that, when the RTT and the range measures are not Gaussian distributed, EKF may not be a competitive solution, because, despite its increased computational burden, the performance improvement is very similar to that of the LS approach. The PF provides a lower estimation error, also more independent of the position of the master-slave node. Therefore, the PF strategy may be a good candidate when the measurement model is not Gaussian. This may be the case in motion tracking problems, when the beacons’ position is not regular or accurately known, or because of multipath and pulse shape [22].

**IV. CONCLUSIONS**

A simple and cost effective ranging positioning technique has been presented, based on a particle filter applied to distance measurements, fed by distance estimations, obtained using RTT measurements from an UWB system and calibration results. A simulation model was developed, using calibration data to describe distance measurements between a mobile node and a set of fixed beacons with a Type IV Pearson distribution. The Particle filter has been compared against LS and against an EKF using a set of experimental data, providing slightly better performance at a price of increased computational complexity. Further comparisons against the LS method and the Kalman filter, based on synthetic data obtained from the developed simulation model, show that the particle filter may be a very competitive solution in case of non-Gaussian distributed measurements, that may occur due to transmitted signal...
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