The development of single-photon counting detectors and arrays has made tremendous steps in recent years, not the least because of various new applications in, e.g., LIDAR devices. In this work, a 3D imaging device based on real thermal light intensity interferometry is presented. By using gated SPAD technology, a basic 3D scene is imaged in reasonable measurement time. Compared to conventional approaches, the proposed synchronized photon counting allows using more light modes to enhance 3D ranging performance. Advantages like robustness to atmospheric scattering or autonomy by exploiting external light sources can make this ranging approach interesting for future applications.

1. INTRODUCTION

3D imaging has uses for industrial applications in different fields, e.g., aerospace, automotive, and medical imaging, or for autonomous navigation [1–9]. In this paper, we present the first intensity interferometry-based 3D imaging system, exploiting the inherent photon bunching signature of thermal light. We demonstrate that we can 3D image a basic scene without any hardware control over the light source. Furthermore, we introduce a novel photon counting technique using gated single-photon avalanche diode (SPAD) technology. Synchronizing two SPAD detectors allows us to leverage the system’s acquisition performance and perform a proof-of-principle 3D scan.

Conventional 3D imaging approaches distinguish between triangulation and time-of-flight-based techniques. Whereas the triangulation angle limits depth resolution, time-of-flight imaging exploits parallel probe and reflection beam paths, and the depth accuracy is determined by the modulation frequency and the detector bandwidth [1]. As a result, more flexible scenes, including featureless objects and vast standoff distances, can be 3D imaged, e.g., with LIDAR devices or ToF-cameras. However, MHz modulation of the utilized laser restricts the depth resolution of intensity-modulated ToF devices to centimeters [10, 11]. Higher modulation frequencies typically require more sophisticated hardware [12, 13]. Interferometric approaches allow distance measurements down to nanometer resolution but are limited in their measurement depth range due to the periodic nature of light waves [14]. In addition, small distortions on the order of the wavelength lead to decorrelation and prohibit ranging in uncontrolled environments like turbulent atmosphere or through scattering media. Recent works present techniques using picosecond modulation frequencies combined with single-photon detection [15] or optical multi-wavelength heterodyning approaches [16, 17] to exploit modulation frequencies larger than used in conventional intensity-modulated ToF but smaller than optical frequencies. This allows imaging through scattering media and looking around corners with sub-mm depth precision.

In summary, ToF techniques require active modulation of the utilized light source in order to temporally encode the probe beam. This poses the question if an intensity-modulated ToF device could also operate, only using ambient light, without hardware control over the light source. It turns out that the inherent intensity fluctuations of thermal light on pico- to femtosecond timescales result in a high-frequency intensity modulation, which can be used for sub-millimeter ranging, as we demonstrate in this paper. Recording light intensity correlations with a fixed reference detector enables depth measurements, as illustrated in Fig. 1. Imaging techniques exploiting incoherent light are an attractive option compared to laser illumination because no artificial light source is required, the 3D sensing system consumes less power, and is nearly impossible to detect. So far, intensity interferometry with thermal light has been almost exclusively used for stellar imaging purposes. However, the development of single-photon counting detectors and arrays has made tremendous steps in recent years [2, 18, 19], such that further applications, like intensity interferometry-based 3D imaging, are now conceivable.
A. Main contributions

The following bullet points highlight our main contributions:

- To the best of our knowledge, we are the first to build a 3D imaging system based on intensity interferometry only using a thermal light source.

- We present a first example scan, 3D imaging a basic scene with a depth resolution of $\Delta d = 1.7 \text{ mm}$. In principle, our system can achieve sub-millimeter depth precision ($\Delta d = 0.3 \text{ mm}$ is experimentally demonstrated), independently from the standoff distance.

- We propose a novel photon counting technique, synchronizing the two SPAD detectors by using gated SPAD technology in order to leverage the performance of our 3D imaging intensity interferometer. The approach improves our acquisition time by a factor $> 2$.

![Sketch of the intensity interferometry-based ranging principle. The position of the measured intensity correlation peak shifts proportional to the length of the interferometer probe arm ($\Delta x \sim \Delta x = x_2 - x_1 = 30 \text{ cm}$), assuming a fixed reference detector position. The constant of proportionality is given by the speed of light $c$.](image)

B. Spatial intensity correlations

In 1956 Hanbury Brown and Twiss measured the angular diameter of the star Sirius with a 10 m baseline intensity interferometer exploiting the degree of second-order coherence of light [20]. In a previously conducted tabletop experiment, they demonstrated that not only electric fields of a light source are correlated during their coherence time but also their intensity fluctuations [21]. Roy Glauber provided the mathematical description of the underlying coherence theory seven years later [22]. It includes the quantum description of optical coherence, for which he won the Nobel Prize for in 2005. His theories set the foundation for quantum optics and are still in use today.

In the 1960s and 1970s, Hanbury Brown determined the angular diameter of 32 stars with his Narrabri stellar intensity interferometer in Australia [23]. One advantage of (second-order) intensity interferometry over (first-order) Michelson stellar interferometry is the robustness against atmospheric turbulences [24]. The propagation length difference of light detected in the two interferometer arms disturbs the correlated signals. Whereas in a Michelson interferometer a perturbation of the phase of the electric field on the order of the wavelength is sufficient to suppress correlations, intensity interferometry is robust to random signal changes on the order of the coherence length, which can be considerably larger. However, the invention of adaptive optics in the 1990’s replaced the need for intensity interferometers in astronomy, due to the superior light sensitivity of Michelson interferometers [25].

With recent developments towards broad bandwidth, high quantum efficiency photon detection, and high-speed signal processing electronics, the construction of large-baseline intensity interferometers becomes tempting for stellar imaging purposes [26–28]. As intensities instead of electric fields interfere, the detection of light with multiple telescopes with subsequent offline signal correlation is much easier to realize and allows a simpler implementation of very large baseline interferometers (e.g., the Cherenkov Telescope Array) [29–31]. Experimental small scale proof of principle was already demonstrated [32–34]. In addition to astronomical applications, intensity interferometry has also been demonstrated in terrestrial approaches. Measuring the spatial coherence function of entangled photons enables 2D imaging of binary structures, called lensless ghost imaging. A shadow image can be acquired with the pixel “brightness” given by the degree of second-order coherence [35–37].

C. Temporal intensity correlations

Since the depth resolution of conventional time-of-flight cameras is restricted to the modulation frequency of the light source, their depth accuracy is usually on the order of centimeters [38]. In contrast, the inherent modulation of thermal light provides a high-frequency signal that, in principle, can be used to perform ranging with sub-millimeter accuracy. In this paper we introduce an intensity interferometry-based device that only uses the inherent fluctuations of real thermal light to perform time-of-flight imaging and measure the topography of a real 3D object.

To the best of our knowledge, we are the first to build a 3D imaging system based on intensity interferometry. The work that comes closest to ours measured the length of glass fibers with micrometer resolution. Pseudo-thermal light obtained by creating moving spatial speckle using a CW-laser and a rotating ground glass disc has been used to demonstrate ranging [39]. Pseudo-thermal light sources are a way to create light with intensity fluctuations that are statistically similar to [40, 41], but in the referred ranging approach much slower and more intense than the fluctuations that would be created from a real thermal light source. Other approaches use entangled photons from parametric down-conversion produced by pumping a nonlinear material with a CW-laser. They aim to synchronize two clocks [42] or again to determine the length of a fiber delay [43]. Altogether, completely free space distance measurements using real thermal light have not been demonstrated yet.

2. THEORY

Analog to the visibility of interference fringes of electric field amplitudes $E(t)$, the degree of second-order coherence $g^{(2)}(\tau)$ quantifies the correlation of light intensities $I(t)$. It is defined as

$$g^{(2)}(\tau) = \langle I(t) I(t+\tau) \rangle / \langle I(t) \rangle^2$$
the auto-correlation function

\[ g^{(2)}(\tau) = \frac{\langle E^*(t)E^*(t+\tau)E(t+\tau)E(t) \rangle}{\langle E^*(t)E(t) \rangle \langle E^*(t+\tau)E(t+\tau) \rangle} = \left( \frac{\langle I(t)I(t+\tau) \rangle}{\langle I(t) \rangle \langle I(t+\tau) \rangle} \right) \]

with the relative time delay \( \tau \) and brackets \( \langle \cdot \rangle \) indicating time averaging. For Poissonian light, which can be well represented by the output of a continuous-wave laser with a long coherence time, \( g^{(2)}(\tau) \) yields the constant value 1.

In contrast, thermal light sources (e.g., the sun or light bulbs) emit super-Poissonian light with additional intensity fluctuations caused by, e.g., collisions of light-emitting atoms within the source, or due to the Doppler shift. Therefore, they possess a much shorter coherence time \( \tau_c \), usually on the order of fs to ps. When determining \( g^{(2)}(\tau) \) of a single spatial mode of such light, one can show that \( g^{(2)} = 2 \) for \( \tau = 0 \). However, for \( |\tau| \gg \tau_c \), due to vanishing coherence, \( g^{(2)} \) reduces to 1, resulting in a global correlation peak around \( \tau = 0 \), the so-called bunching signature of thermal light [44–46]. The intensity fluctuations, which yield this inherent correlation of light, can be regarded as a high-frequency random intensity modulation.

Experimentally, the degree of second-order coherence can be accessed by a Hanbury Brown-Twiss interferometer, which constitutes the basis for most intensity interferometers. Using single-photon counting detectors, the numerator of Eq. 1 \( \langle I_1(t)I_2(t+\tau) \rangle = G^{(2)}(\tau) \) can be measured by recording photon arrival times of a light mode, split and detected in two interferometer arms 1 and 2. Counting photon arrival time differences \( \tau \) in a histogram yields a correlation peak of width of \( \tau_c \) and position \( \tau_0 \), owing to the increased probability of detecting two photons—one in each arm—within the coherence time of thermal light. \( \tau_0 \) is dependent on the pathlength difference of the interferometer arms. \( G^{(2)}(\tau) \) can be calculated by normalizing \( G^{(2)}(\tau) \) by its constant baseline for \( |\tau - \tau_0| \ll \tau_c \).

Due to high quantum efficiency (up to 50 %) and low timing jitter (tens of ps), it is expedient to use single-photon avalanche diodes (SPADs) in intensity interferometry experiments. However, SPADs possess a dead time \( t_{\text{dead}} \approx 77 \text{ ns} \) after each photon detection. During this dead time they are unable to detect photons, which limits their maximum count rate to \( \frac{1}{t_{\text{dead}}} \) cps (cps = counts per second), usually on the order of several millions cps. In a conventional intensity interferometer, the SPADs in the two interferometer arms operate independently from each other. Especially when operating the SPADs close to saturation, a significant number of photons is then missed due to the dead time, including correlated photon pairs which would contribute to the photon bunching signature. In order to leverage the performance of our 3D imaging intensity interferometer, we propose a novel photon counting technique, synchronizing the two SPAD detectors by using gated SPAD technology.

3. INTENSITY INTERFEROMETRY-BASED 3D IMAGING DEVICE

We implemented a novel 3D imaging technique that exploits the bunching signature of real thermal light. The depth-ranging principle of our system works as follows: To be correlated, photons must originate from the same photon bunch. Therefore, the position of the correlation peak is dependent on the pathlength difference between the two detector arms that are input to a Time-Correlated Single Photon Counting Device (TCSPC). We fix the reference arm of the interferometer to provide a static pathlength reference to measure against. When the pathlength in the sample arm of the interferometer changes, the position of the measured correlation peak shifts proportionally to the change in pathlength divided by the speed of light. This shift in the correlation peak, illustrated in Fig. 1, provides a mechanism to quantify the depth of a scene relative to a fixed reference, enabling 3D range sensing.

Our real thermal light source consists of quasi-monochromatic light (mainly the 589.0 nm and 589.6 nm emission lines) emitted from a Sodium lamp. The light is coupled into a single-mode fiber beam splitter to achieve sufficient spatial and temporal coherence. The outputs of the fiber beam splitter distribute the photons equally into the two interferometer arms. A fiber coupler is used in the upper—so-called reference—interferometer arm to focus the beam onto the sensitive area of a Micro Photon Devices (MPD) FastGatedSPAD (gated SPAD), as illustrated in Fig. 2. In external trigger mode, the gated SPAD is only sensitive for impinging photons after being triggered by an external signal.

The second interferometer arm, also called the sample arm, contains the investigated object. After collimating the fiber output, a 50:50 beam splitter is used to illuminate the object in a confocal arrangement. Light being reflected by the object reenters the beam splitter and is subsequently collected by an objective lens. The lens is used to collect the maximum number of reflected photons and focus them onto the sensitive area of an MPD PDM Series SPAD. In order to measure photon correlations, photon arrival times at the two SPAD detectors are correlated with a Time Correlated Single Photon Counter (TCSPC, PicoQuant PicoHarp300). The TCSPC continuously determines arrival time differences \( \tau \) of the signals provided by the SPAD detectors. It creates a histogram of \( \tau \) events, which—in case of photon bunching—exhibits a correlation peak of the width of the coherence time.

Unlike conventional approaches, we present an optimized photon counting in order to maximize the average counts per bin in the histogram region around the correlation peak to leverage the signal-to-noise ratio (SNR) of \( G^{(2)}(\tau) \). The SNR is defined by the correlation peak height divided by the standard deviation of the histogram counts far away from the correlation peak. Caused by additional optics, as well as the partly diffusive beam reflec-
tion on the investigated object, the count rate in the sample arm of the interferometer is significantly lower than in the reference arm, in our case, a factor of \( \approx 43 \) for a relatively specular reflecting object. In the experiment, count rates of \( \gamma_s = 1 \times 10^5 \text{cps} \) in the sample arm yield \( \gamma_r = 4.3 \times 10^6 \text{cps} \) in the reference arm. Due to the \( t_{\text{dead}} = 77 \text{ns} \) dead time of the SPAD detectors after each photon detection, the reference arm SPAD operates close to saturation [47].

Let us assume two correlated photons, originating from a single photon bunch, getting split in the two interferometer arms. In principle, the photons would be counted as a histogram event, contributing to the correlation peak. However, caused by the large photon number in the reference arm, there is a considerable probability \( p \) that during the arrival of the correlated photon the reference SPAD is in its dead time due to a previously detected photon:

\[
p('reference SPAD is blind') = \frac{\gamma_r \times t_{\text{dead}}}{1 \text{s} \times 1 \text{cps}} = 33.11\%.
\]

For the PDM SPAD in the sample arm the probability is given by

\[
p('probe SPAD is blind') = \frac{\gamma_s \times t_{\text{dead}}}{1 \text{s} \times 1 \text{cps}} = 0.77\%
\]

\[\ll p('reference SPAD is blind').\]

The proposed detection scheme, containing a gated SPAD, partly retrieves missed interesting \( \tau \) events due to saturation of the gated SPAD. Here, the output of the object arm SPAD is not only used for correlating photon arrival times but also for triggering the gated SPAD, such that it is only sensitive for photons after a photon was detected at the object arm SPAD. Due to the strongly unbalanced photon count rates in the two interferometer arms, the lower PDM SPAD count rate limits the number of recorded \( \tau \) events. Gating the reference arm SPAD allows to detect preferentially correlated photons in order to maximize the \( \tau \) counts—and such the SNR—around the correlation peak in the \( g^{(2)}_{\text{meas}}(\tau) \) histogram.

In the experiment, an MPD picosecond delayer is used to adjust the SPAD trigger in order to shift the gate window around the correlation peak. To compensate for the time it takes to open the gate of the reference arm SPAD (\( \approx 100 \text{ns} \)), a 25 m single-mode fiber delay in the reference arm is used.

In order to accurately determine the position of the correlation peak, a model of the correlation peak is used. In reality, \( g^{(2)}_{\text{meas}}(\tau) \) consists of \( g^{(2)}(\tau) \) convolved with the detector response of both detectors. For the procedure used to fit the \( g^{(2)}_{\text{meas}}(\tau) \) function, the interested reader is referred to [48, 49].

Because raster-scanning the object does not change the coherence properties of the light, and therefore the shape of the coherence function remains the same, the model function parameters can be determined by least-square fitting a single high-SNR correlation data set (python scipy). Figure 3 exhibits this fit on data, captured in a 2.5 h calibration measurement. Note that the correlation histogram \( g^{(2)}_{\text{meas}}(\tau) \) is normalized by the baseline counts and calibrated with a measurement from a light source holding no photon bunching to remove oscillating electronic artifacts from the TCSPC histogram.

With the presented setup, a basic 3D object can be raster-scanned by mounting it on a 2D translation stage. At every pixel position \((x, y)\) the depth information is acquired by recording the correlation function \( g^{(2)}_{(x,y)\text{meas}}(\tau) \) and determining the position of the respective correlation peak. The position of the correlation peak is again determined via least-square fit. However, this time all parameters of the model function are known by the calibration measurement, except for the peak position \( \tau_0 \).

With this approach, we were able to 3D image a basic scene, consisting of two metal letters arranged in two different depths 9 mm apart. The metal surface is highly specular but sufficiently rough to emit a fully developed speckle pattern, reflecting enough photons to keep the measurement time reasonable while still showing proof that a rough surface, which scrambles the wavefront, does not destroy the measured photon bunching signature. For the presented 30 \( \times \) 30 raster-scan, an acquisition time of 250 s per pixel is chosen. The reconstructed volume is shown in Fig. 4. Scan positions where no correlation peak could be obtained are excluded.

The depth resolution of the presented setup is determined by the uncertainty of the peak position fit parameter, which in turn is determined by the number of detected photons. In the correlation histogram acquired in a 250 s scan, displayed in Fig. 3, the uncertainty of the peak position yields \( \Delta \tau = 5.8 \text{ps} \), which corresponds to a depth precision of \( \Delta d = 1.7 \text{mm} \). However, longer acquisition times improve the histogram statistics and, therefore, can achieve sub-millimeter depth resolution, e.g., the calibration data in Fig. 3 with \( \Delta \tau = 1 \text{ps} \) and \( \Delta d = 0.3 \text{mm} \).
4. SPEED IMPROVEMENT OF THE GATED ACQUISITION

In order to quantify the speed improvement of the gated photon counting technique compared to the conventional approach, the SNR serves as a quality measure of the correlation function. The signal of a correlation histogram is determined by fitting the model function to the data and estimating the visibility of the distribution, defined as its height

\[ \nu = g(2)(t_0) - 1. \]  

(4)

Various parameters like histogram bin size or spatial coherence of the light source can decrease the visibility from its maximum value of 2. However, for a fixed optical setup, the visibility can be assumed constant, as the detection method and coherence of the light do not change. The respective noise is derived by calculating the standard deviation \( \sigma_{g(2)} \) of the baseline fluctuations away (i.e., \( |\tau - t_0| \gg \tau_c \)) from the correlation peak. As SPAD detectors are sensitive to single photons, to every detected photon a particular arrival time is assigned. This photon quantization necessarily leads to fluctuations of the intensity over time and is called shot noise [50]. The photon arrival time difference \( \tau \) directly follows from the measured photon arrival times and therefore underlies the same statistics. Shot noise arises Poissonian distributed such that its standard deviation is given by the square root of the average counts per histogram bin \( N \). After normalizing the correlation histogram, it becomes evident that for a constant photon count rate the SNR can be modeled by a function of the type

\[ \sigma_{g(2)} \sim \frac{1}{\sqrt{t}} \Rightarrow \text{SNR}_{g(2)} = A\sqrt{t} \]  

(5)

with parameter \( A \) and acquisition time \( t \). Figure 5 demonstrates the correlation peak SNR dependence on the acquisition time, for both the conventional and the gated photon counting technique. Note that the light intensities at both detectors equal (count rates in free running mode \( \approx 4.7 \times 10^6 \) cps and \( \approx 2.2 \times 10^5 \) cps) for both experiments and only the photon counting method is changed. One recognizes a speed improvement of a factor > 2 in order to reach, e.g., \( \text{SNR} = 6 \). Note that this particular speed improvement is only valid for the present light levels. However, for more unbalanced photon numbers in the two interferometer arms, the gated counting can produce far more significant SNR gains as it utilizes the sparse probe arm photons with largest efficiency relative to the correlation peak SNR.

Fig. 4. 3D scan of two metal-coated letters arranged in different depths 9 mm apart (see upper photographs). The bottom left-hand plot shows the top view on the scanning region, while the depth information of the scene can be obtained from the bottom right-hand reconstruction, i.e., the side view of the same 3D plot.

Fig. 5. The gated photon counting technique provides an improved correlation peak SNR compared to the conventional approach, where both SPADs record photons independently from each other.
introduced, which ends the $\tau$ measurement prematurely if $t^* < t_2$. The probability of $t^*$ is uniformly distributed over all existing histogram time bins between opening the SPAD gate and the respective $\tau = t_2 - t_1$ event and calculated by taking into account the photon count rates of the correlated modes and the SPAD dead time.

Figure 6 exhibits the correlation results of up to six combined measurements with constant total acquisition time $t = 300$ s. The results of our multi-mode simulation experiment indicate that, for our setup, the SNR of the correlation peak can be further increased from 4.43 to 6.61 by using light from an optical fiber with a core intersection area six times the one of a single-mode optical fiber. Note that the individual correlated single-mode measurements, in reality, consist of more than a perfect single optical light mode as, e.g., different polarization modes are not filtered.

When further increasing the number of included light modes, one recognizes a declining SNR again, as then saturation effects of the probe arm SPAD can not be neglected anymore. In general, one can conclude that the SPAD dead time limits the maximum number of included light modes and such the acquisition performance.

5. FUTURE OUTLOOK

In this work, we demonstrate the first intensity interferometry-based ranging experiment using thermal light and provide novel methods and insight into thermal light measurements using gated SPAD photon counting detectors. While our method improves the required acquisition times, these are still too long to make our approach competitive. A major detrimental factor is the dead time inherent to SPAD detectors and the associated non-linear behavior when correlating two signals. While it should be straightforward to improve the SNR of the measurement by adding more light modes, this would result in photon rates too high for the SPAD to handle.

Enhanced hardware with shorter dead times like [19] could reduce the measurement time by faster recording better photon statistics. In addition, dramatically faster acquisition times can be achieved by eliminating scanning and using a SPAD array [2]. Photon arrival times could be counted simultaneously with multiple SPAD pixels in each interferometer arm while exploiting light from multiple light modes.

Neglecting the advantages of SPAD detectors like high quantum efficiency and temporal resolution or comparably easy access to the correlation function via TCSPC principle, the dead time limitation could be tackled by using analog detectors in combination with an electronic mixer, as Hanbury Brown and Twiss did when investigating stellar light sources [20]. Compared to the single-photon counting approach, analog mixing is particularly sensitive for the intensity fluctuations while large background intensities cancel out. This, in principle, allows handling significantly higher light levels. However, the consequences for a potential 3D imaging device need to be further investigated.

Furthermore, optically correlating light intensities via two-photon absorption in semiconductors is another promising technique to measure the inherent intensity correlations of thermal light [51]. While this method supports larger light levels, it has the same stability and alignment requirements of coherent interferometers.

While we have shown a proof of principle for 3D imaging with intensity interferometry, further investigations are required before a practical 3D imaging device can be built. Nevertheless, the advantages of intensity interferometry are quite compelling.

6. CONCLUSION

In this work, a novel 3D imaging technique that only exploits the bunching signature of real thermal light is implemented. Raster-scanning is used to measure the second-order correlation function of real thermal light reflected from a simple 3D object, on a point-by-point basis. This enables producing a topographical map of the object’s 3D surface. Despite low photon count rates, reasonable measurement times of 250 s per pixel are achieved. The measurement scheme utilizing gated SPAD technology to synchronize photon counting makes this possible. Further simulations show that the gated technique improves the measured SNR when including more light modes in the experiment. Using SPAD arrays instead of only a single detector pixel can further enhance the performance of the data acquisition as many more light modes could be correlated. With recent developments in SPAD technology and signal processing speed, even faster, larger sized, and cheaper SPAD detector systems might be available soon.

The presented technique leverages the temporal coherence properties of thermal sources to perform ToF-based 3D imaging. In principle, the method can be used with any thermal light source, including ambient sources such as the sun, so that it may be possible to make ToF measurements passively, without any hardware control of illumination sources. In addition, the presented gated photon-counting technique can be interesting for stellar intensity interferometers. In particular, when performing intensity interferometry with unbalanced photon count rates in the two interferometer arms, the gated technique can leverage the correlation histogram acquisition. This is conceivable when using telescopes with differently sized light collectors, as it will be the case for the Cherenkov Telescope Array [52].
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