Influence of external driving on decays in the geometry of the LiCN isomerization
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The framework of transition state theory relies on the determination of a geometric structure identifying reactivity. It replaces the laborious exercise of following many trajectories for a long time to provide chemical reaction rates and pathways. In this paper, recent advances in constructing this geometry even in time-dependent systems are applied to the LiCN = LiNC isomerization reaction, driven by an external field. We obtain decay rates of the reactant population close to the transition state by exploiting local properties of the dynamics of trajectories in and close to it. We find that the external driving has a large influence on these decay rates when compared to the non-driven isomerization reaction. This, in turn, provides renewed evidence for the possibility of controlling chemical reactions, like this one, through external time-dependent fields.

I. INTRODUCTION

The motion of atoms in chemical reactions can often be described by classical mechanics on a Born-Oppenheimer potential separating reactants from products through a rank-1 saddle. The corresponding barrier has one unstable direction along the reaction coordinate, and the remaining orthogonal modes along the stable direction. The framework of transition state theory (TST) provides both a qualitative and quantitative description of reaction rates using the sum of the flux through a particular dividing surface (DS).1–7 In the most naive case, the DS is a plane located at the saddle and parallel to the orthogonal modes, providing the usual qualitative, but not exact, Arrhenius-like rates.1,2,4,8,9 More generally, the DS can be extended to a fully recrossing-free surface in phase space giving rise to exact rates.10–21

In the phase space associated with the barrier region of such systems, the most relevant object is the normally hyperbolic invariant manifold (NHIM),15,22–25 which is a natural generalization of the time-independent two-dimensional periodic orbit dividing surface (PODS).3,4 The NHIM contains all trajectories that are mathematically bound to the saddle forever and will, therefore, never leave either to the reactant or product sides. Hence, this intermediate structure lying between reactants and products is also often referred to as the transition state (TS). In multidimensional autonomous Hamiltonian systems, the NHIM can be constructed approximately up do a desired order using normal form expansions,12,26–35 or numerically by application up to desired accuracy of Lagrangian descriptors,24,25,46–48 the binary contraction method,39 and machine learning algorithms.25,40,41 Many of these methods also allow for the construction of a time-dependent NHIM when the system is driven through time-dependent potentials. Given the NHIM, a DS can then be attached24,25,42,43 to it in the sense that it is anchored (or rooted) at the NHIM and lifted vertically in the momentum space. The resulting time-dependent DS is recrossing-free, at least, in its local neighborhood. Such recent advances are necessary for us to address the challenge of a driven chemical reaction such as done here on LiCN through external coupling of its dipole moment.

The dynamics transverse to the NHIM is unstable. Hence, any trajectory having a small deviation from it will depart to either the reactant or the product side. This departure of trajectories in a close neighborhood of the NHIM is associated with a rate which describes the decay of reactant population close to the TS.44 One approach for obtaining these decay rates in a driven reaction was pursued using Floquet exponents and demonstrated for a one-dimensional system.45 In this model, the NHIM contains only a single trajectory—viz. the TS trajectory15,17,46—to which a DS can be attached. The decay rates obtained here correspond to the decay of the reactant population close to the TS in the sense of the usual flux that crosses it in the forward direction. We effectively impose absorbing boundary conditions by ne-
glecting the long-time return of the trajectories after they have reached the product or reactant, and restrict our use of the term global dynamics to refer to all motion before its crossing of this boundary to product or reactants. Thus, in the limiting case that the DS is non-recrossing in this global sense, these decay rates are the forward reaction rates as was the case in the paradigmatic system of Ref. 45. To the extent, however, that the DS that we construct is local, then the decay rates are the direct rates associated to this particular barrier. When this barrier is rate determining, then this local decay is once again the overall rate. Even when it is not, the decay rate remains a useful quantity to describe the flow along the reaction pathway near an identified TS.

In multidimensional systems, infinitely many trajectories are located on the NHIM of a time-dependent driven barrier. Reactive trajectories may pierce the DS close to any of them. The full dynamics of bound trajectories inside the NHIM then needs to be considered when obtaining the decay rates of a reactant population close to the TS. This problem was recently addressed in Ref. 44 through three different approaches: (i) propagation of an appropriate ensemble of reactive trajectories and observing their piercing through the DS as a function of time, (ii) analysis of the structure of the stable and the unstable manifold close to the NHIM, or (iii) a multidimensional extension of the so-called Floquet method of Ref. 45 in which the Floquet exponents are used to obtain the decay rate. These approaches enabled the analysis of a two-dimensional model reaction with numerical precision. It also confirmed that in a multidimensional system, the driving potential has a large influence on the dynamics of trajectories inside the NHIM and the corresponding decay of the reactant population close to the TS. The aim of this paper is the application of these methods to the case of a model with high fidelity to a real chemical system. Specifically, we address the (periodically driven) LiCN ⇌ LiNC isomerization reaction. The heavy mass of the Li allows us to consider this reaction in the classical limit, though there has been a lot of interest in the quantum versions of TST and the Oppenheimer approximation and analytical approximations. For the periodically driven LiCN ⇌ LiNC isomerization reaction are provided in Sec. III and compared with the corresponding results for the non-driven isomerization reaction. The dynamics of trajectories on the NHIM and the associated phase-space resolved decay rates are examined.

II. THEORY AND METHODS

A. Isomerization of LiCN

The three-atom molecule LiCN consists of carbon (C) and nitrogen (N) atoms forming a strongly bound cyanide anion which is weakly bound to the lithium (Li) cation regiospecifically. That is, it is an isomeric molecule with two stable conformations, LiCN and LiNC,

\[
\text{Li} - C \equiv N \equiv C \equiv N - \text{Li}.
\]

Its motion can be described quasi-classically in the Born-Oppenheimer approximation and analytical approximations for both the energy surface and the dipole surface are known from the literature. It can be represented in a body-fixed reference frame \((x', z')\), illustrated in Fig. 1 using Jacobi coordinates, where the \(z'\)-axis lies on the vector \(\mathbf{R}\) pointing from the center of mass of the cyanide towards the lithium atom. Here, the relative distance between the nitrogen and the carbon atom is labeled \(r_{\text{CN}}\) and the angle between \(\mathbf{R}\) and \(r_{\text{CN}}\) is referred to as \(\vartheta = \angle(\mathbf{R}, r_{\text{CN}})\). Consequently, the regions near \(\vartheta = 0\) and \(\vartheta = \pi\) correspond to the LiCN and LiNC isomers, respectively. When described in a body-fixed reference frame the angle \(\alpha = \angle(e_z, \mathbf{R})\) yields the overall orientation of the molecule relative to a space-fixed coordinate system \((x, z)\) as also indicated in Fig. 1. Here,
FIG. 1. Coordinate description of the LiCN ⇌ LiNC isomerization reaction. The vector \( \mathbf{R} \) connects the center of mass of cyanide (CN) with the lithium atom (Li) and the relative distance between the carbon (C) and the nitrogen atom (N) is denoted as \( r_{\text{CN}} \). The angle between \( \mathbf{R} \) and \( r_{\text{CN}} \) is labeled \( \vartheta \). A body-fixed coordinate system \((x', z')\) is attached to the center of mass of the cyanide with the \( z'\)-axis along the direction of \( \mathbf{R} \). An additional angle \( \alpha \) is introduced between the \( z\)-axis of a space-fixed coordinate system \((x, z)\) and the vector \( \mathbf{R} \) (and therefore the \( z'\)-direction of the body-fixed reference frame). It describes the possible rotation of the LiCN molecule within the \((x, z)\) plane.

\( \hat{e}_z \) is the unit vector in the \( z\)-direction of the space-fixed coordinate system.

1. Non-driven isomerization reaction

In the absence of time-dependent external fields, the energy is conserved in the isomerization process and the corresponding potential energy surface of the non-driven LiCN ⇌ LiNC isomerization reaction is independent of the overall orientation \( \alpha \) of the molecule. It can be approximated by a potential energy surface \( V(R, \vartheta) \) that only depends on \( R = |\mathbf{R}| \) and \( \vartheta \), i.e., the intrinsic degrees of freedom of the molecule. The bond distance of the cyanide anion is held fixed at \( |r_{\text{CN}}| = 2.186 \, a_0 \) with \( a_0 \) being the Bohr radius, in keeping with earlier work showing that it has little effect on the dynamics.\(^{63-65}\)

We use the potential energy surface \( V(R, \vartheta) \) of Ref. 52 for our calculations. As shown in Fig. 2 (a), there exist two local minima on the energy surface corresponding to the linear structures LiCN (\( \vartheta = 0 \)) and LiNC (\( \vartheta = \pi \)). In between these two minima, at \( \vartheta = 0.292 \, \pi \), a rank-1 saddle represents the bottleneck of the isomerization reaction, visualized by the equipotential lines in Fig. 2 (a). At the energies above the barrier typical for reaction, the motion of the Li atom between the isomers appears as orbits around the cyanide.

The corresponding classical rotationless two degrees of freedom Hamiltonian, as applied to the LiCN reaction,\(^{58,65}\) is

\[
\mathcal{H} = \frac{p_R^2}{2\mu_1} + \frac{1}{2} \left( \frac{1}{\mu_1 R^2} + \frac{1}{\mu_2 r_{\text{CN}}^2} \right) p_\vartheta^2 + V(R, \vartheta),
\]

under the assumption that the canonical momentum \( p_\alpha = 0 \) is fixed for non-rotating molecules. Using Hamilton’s formalism, the dynamics of the LiCN ⇌ LiNC isomerization reaction in the absence of external fields can be obtained for the state \( \gamma(t) = (\vartheta, p_\vartheta, R, p_R)^T \) by numerically integrating a set of first order differential equations for \( \gamma(t) \), i.e.,

\[
\begin{align*}
\dot{\vartheta} &= \left( \frac{1}{\mu_1 R^2} + \frac{1}{\mu_2 r_{\text{CN}}^2} \right) p_\vartheta, \\
\dot{p}_\vartheta &= -\frac{dV(R, \vartheta)}{d\vartheta}, \\
\dot{R} &= \frac{p_R}{\mu_1}, \\
\dot{p}_R &= \frac{p_R^2}{\mu_1 R^3} - \frac{dV(R, \vartheta)}{dR}.
\end{align*}
\]

In the present work, we adopt a fourth order Runge–Kutta algorithm with a fixed step size.\(^{66}\) The first derivatives of the potential in Eqs. (3) have been implemented analytically in C++.\(^{57}\)
2. Driven isomerization reaction

The aim of this work is to reveal how external driving influences the decay rates of the reactant population close to the transition state (TS). Such external driving can be induced by a time-dependent homogeneous electric field along a fixed direction. We call this the $z$ direction, and write the driving term as

$$E(t) = E_0 \sin(\omega t) \hat{e}_z ,$$

which couples to the molecule’s dipole moment $\mu$. This makes the Hamiltonian of Eq. (3) time-dependent through the added term

$$V_{\text{dip}}(t) = -\mu \cdot E(t) \tag{5}$$

to the potential energy.\(^{58}\) To complete the equations, however, we must now also specify a continuous representation for the molecule’s dipole moment $\mu$, the so-called dipole surface, accounting for the fact that the underlying electronic wave functions vary as a function of the Born-Oppenheimer coordinates.

Individual points of the dipole surface have earlier been obtained using SCF methods.\(^{52,64}\) Motivated by the success of Wormer and co-workers\(^{52,64}\) in representing the SCF potential energy surface, Brocks et al.\(^{65}\) constructed analytical expressions $(\mu^{(x')}(R, \vartheta), \mu^{(z')}(R, \vartheta))$ for the dipole moment of LiCN in the body-fixed reference frame (see Fig. 1). We use this dipole surface with the corrections involving sign errors, noted recently by Borondo and coworkers.\(^{62}\) The $z'$-part of this dipole surface, which is at least 15 times larger than the dipole moment $\mu^{(x')} \approx 1$ removing the correction from the oscillations in $\alpha$ around the minimum at $\alpha = 0$, and allowing us to reduce the dimensionality to only the two remaining degrees of freedom, $R$ and $\vartheta$. Although we have not fully explored the most general conditions for which this approximation will be valid, at the very least they will be satisfied when the oscillations in $\alpha$ are faster than the other motion. In this limit, the potential on $(R, \vartheta)$ results from the effective field obtained from the average over $\alpha$, and reduces to a form with a renormalized prefactor, $E_0$, and no $\alpha$ dependence. We can thus focus on the reduced-dimensional Hamiltonian

$$H_{\text{driven}}(R, \vartheta, t) = H + V_{\text{dip}}(R, \vartheta, t) , \tag{8}$$

where $H$ is the non-driven Hamiltonian of Eq. (2) and the time-dependent driving is included via the dipole potential

$$V_{\text{dip}}(R, \vartheta, t) = -E_0 \mu^{(z')}(R, \vartheta) \sin(\omega t) . \tag{9}$$

The equations of motion take the same form as for the non-driven case given in Eqs. (3) with $V$ replaced by the (time-dependent) potential

$$V_{\text{driven}}(R, \vartheta, t) = V(R, \vartheta) + V_{\text{dip}}(R, \vartheta, t) . \tag{10}$$

Again, solutions are found numerically using a fourth order Runge-Kutta algorithm\(^{66}\) and a C++ implementation of the derivatives of $V_{\text{driven}}$ with respect to $R$ and $\vartheta$.

III. RESULTS AND DISCUSSION

The relative movement of individual atoms in the non-driven LiCN $\leftrightarrow$ LiNC isomerization reaction is described by trajectories obtained via the propagation of an initial state according to Eq. (3). The evolving state is identifiable as reactant $R$ if $\vartheta < 0.15 \pi$ and product $P$ if $\vartheta > 0.5 \pi$ when it is found in the corresponding regions highlighted in Fig. 3 (a). The contours of the potential are also shown, providing a view of the underlying channel for trajectories to go between $R$ and $P$.

In Fig. 3 (a), representative trajectories are initialized at $(R = 4.3, p_R = 0)$ for four different combinations of $\vartheta$ and $p_\vartheta$ as also highlighted by the corresponding marker in Fig. 3 (b). Each full trajectory, displayed with a different line style, is obtained by propagating the initial point in phase space according to Eqs. (3) forward and backward in time until the reactant or the product state is reached. Two of these trajectories are reactive (thick solid green with initial circle, thin dashed white with initial square) and the other two (thin solid yellow with initial triangle, thin dashed purple with initial diamond) are not since their energy is too low to cross the barrier.

The shaded regions of Fig. 3 (b) label the reactive $(R \rightarrow P$ and $P \rightarrow R$) and non-reactive $(R \rightarrow R$ and $P \rightarrow P$) initial points in the $(\vartheta, p_\vartheta)$ subspace. These regions are separated by the stable and the unstable manifolds which intersect at a particular point $(\vartheta, p_\vartheta)^{\text{NHIM}}$ of the NHIM for $(R = 4.3, p_R = 0)$. The white dashed square trajectory is initialized closest to one of the manifolds and stays in the barrier region for nearly three oscillations in the stable direction of the barrier. Hence, it crosses a corresponding dividing surface (DS) separating reactants from products closest to the normally hyperbolic invariant manifold (NHIM). While the structures illustrated in Fig. 3 were previously seen in a generic model system with a driven rank-1 saddle,\(^{24,25,39,44}\) the results here show that they are realized also in a specific model of a chemical reaction. In both cases, the geometry is described by the stable and unstable manifolds of the barrier, and the nature of the reactivity is determined by the associated DS attached to the NHIM.
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The Poincaré surface of section (PSOS) is a useful tool for resolving the dynamics of this time-dependent NHIM in a periodically driven system. Therein, the positions \((R, p_R)\) of several trajectories on the NHIM are marked after integer multiples of the driving period for a time much longer than a single period of the external driving. When propagating trajectories for such a relatively long time, the instability of the dynamics in the NHIM can become problematic as errors produced by any numerical propagator are exponentially increasing. Consequently, trajectories initialized as precisely as possible in the NHIM nevertheless “fall down” from the barrier to either the reactant or the product side. This problem can be addressed through the use of a stabilized propagator, which successively projects unstable trajectories back into the NHIM after an appropriately chosen time step using the binary contraction method (BCM).

In the static case according to Eq. (2), the energy is conserved, so each trajectory in Fig. 4 (a) is periodic. The central fixed point corresponds to the trajectory resting at the saddle point of the barrier—viz. at \(R = 4.2626\) and \(\vartheta = 0.2800 \pi\). The frequency of oscillations in the stable direction of the static barrier decreases monotonously from about \(\omega_{\text{orth}} = 0.043 \pi\) for the trajectories close to
the fixed point to, e.g., about $\omega_{\text{orth}} = 0.035 \pi$ for a trajectory with energy $E = -0.19$. The driving frequencies, chosen below, range between 2 to 4 times slower than the oscillation frequencies of the orthogonal modes and thus provide a non-trivial perturbation to the system. The PSOSs at these driving frequencies indeed show significant changes compared to the static case as shown in Fig. 4.

For the driven systems, the stabilized trajectories are initiated on the NHIM at $t_0 = 0$. They are propagated for 400 periods of the external driving with amplitude $E_0 = 0.01$ and frequency $\omega = 0.01 \pi$. Specifically, the values are chosen to correspond to an electromagnetic field with frequency 4.85 THz (wavelength $\lambda = 61.9 \mu$m) and amplitude $E_0 = 5.14 \times 10^7$ V cm$^{-1}$. After each period of $T = 200$, the instantaneous position $(R, p_R)$ of each trajectory in the NHIM is marked. The stabilization of each trajectory into the NHIM was performed using the BCM with an error tolerance of $10^{-12}$. Finally, we observe that the PSOSs for the driving cases look quite different from the static case because the driven NHIM is time-dependent.

The driven trajectories are generally no longer periodic and energy is not conserved, leading to a more complex geometric structure. Nevertheless, at first glance, the structure of the trajectories of the driven barrier in Fig. 4 (b) looks very similar to those of the non-driven barrier in Fig. 4 (a) having a central fixed point and tori (trajectories in the non-driven case) around it. On the right-hand side of Fig. 4 (b) at about $R = 4.8$ and $p_R = -0.2$, an unstable fixed point is visible, interruption the regular arrangement of the tori. According to the Poincaré-Birkhoff theorem, only an even number of fixed points may occur in a perturbed system (if regarded not precisely at the bifurcation values), and consequently, the appearance of the unstable fixed point is accompanied by the emergence of a stable fixed point. The latter is located approximately at $R = 3.9$ and $p_R = 0$ and is not directly visible here.

To magnify the influence of the moving barrier, the PSOS in Fig. 4 (c) is obtained in the same way as in Fig. 4 (b) but with twice the frequency of the external driving $\omega = 0.02 \pi$. Physically, this corresponds to an electromagnetic field with frequency 9.70 THz (wavelength $\lambda = 30.9 \mu$m). Now, the external driving has a strong impact on the dynamics of the trajectories on the NHIM. An additional unstable and an additional stable fixed point are clearly visible. Both stable fixed points belong to separate period-1 trajectories, that are encircled by many quasi-periodic trajectories on various tori. These structures, not seen in the non-driven barrier and only partially seen with weak driving, arise solely due to the external driving.

A three-dimensional representation $(R, \vartheta, p_R)$ of the three periodic trajectories corresponding to the stable fixed points clearly shown in Fig. 4 (b) and (c) is given in Fig. 5 (a). Here, the inner trajectory, corresponding to the visible stable fixed point in Fig. 4 (b) at initial position $R = 4.2579$ and $p_R = -0.0117$ shows just very little movement in the stable direction of the barrier. However, the trajectory in between, corresponding to the stable fixed point at $R = 4.2040$ and $p_R = 0.0313$ and especially the outer trajectory, corresponding to the stable fixed point at $R = 5.0096$ and $p_R = -0.0378$ of Fig. 4 (c) are subject to significant movement in the stable direction of the barrier. Note, that these two trajectories show two oscillations in direction of the orthogonal mode of the barrier although they are both period-1 trajectories with respect to the external driving.

### B. Instantaneous decay near periodic trajectories on the driven NHIM

Using the methods introduced in Ref. 44 and discussed as supplementary material, the instantaneous reactant decay rates associated with trajectories on the driven NHIM can be obtained. First, we analyze the three period-1 trajectories displayed in Fig. 5 (a). The inner trajectory—shown in blue (in color) on the (a) panel—
is obtained for a driving frequency of $\omega = 0.01\, \pi$, while the two outer trajectories—shown in blue and green (in color) on the (a) panel—are obtained for a system with a larger driving frequency of $\omega = 0.02\, \pi$, as labeled.

Figure 5 (b) presents the instantaneous decay rates associated with trajectories close to the inner period-1 trajectory with an initial point $R = 4.2579$ and $p_R = -0.0117$ at time $t = 0$ on the NHIM of a driven barrier with $E_0 = 0.01$ and $\omega = 0.01\, \pi$. To obtain decay rates with the ensemble method, the trajectory is divided into 20 segments. For each segment, an ensemble of 200 reactive trajectories is initialized close to the NHIM with a distance of $\Delta \vartheta = 10^{-3}$. Patching together these individual segments yields the thin black line in Fig. 5 (b). The corresponding mean ensemble decay rate is obtained by averaging over a full period of the external driving, yielding $\bar{k} = 0.0724$ and displayed as a thick solid vertical line. This result can be verified using the Floquet method, see supplementary material, which yields a mean Floquet rate of $k_F = 0.0724$ for this trajectory. This mean Floquet rate, shown as an orange dotted vertical line in Fig. 5 (b), is in perfect agreement with the mean ensemble rate. Using the local manifold analysis (LMA), see supplementary material, a third verification of these decay rates can be obtained. The thin red dashed line in Fig. 5 (b) marks the instantaneous manifold rate $k_M(t)$ and the thick red dashed vertical line marks the mean manifold rate $\bar{k}_M = 0.0724$, averaged over a full period of the external driving. Both lines fit the results of the other two methods.

The same procedure used to obtain Fig. 5 (b) is repeated for the two remaining trajectories of Fig. 5 (a). Figures 5 (c) and 5 (d) present the results for the intermediate trajectory (labeled c, and red in color), and the outer trajectory (labeled d, and green in color) in Fig. 5 (a), respectively. In both cases, the instantaneous decay rates obtained via the LMA correspond perfectly to the instantaneous decay rates of the ensemble method, and their mean rates are also in perfect agreement with the obtained Floquet rates. Hence, $\bar{k} = \bar{k}_M = \bar{k}_F = 0.0730$ for the intermediate trajectory, and $\bar{k} = \bar{k}_M = \bar{k}_F = 0.0778$ for the outer trajectory.

The decay of the reactant population close to the three different period-1 trajectories in Figs. 5 (b)-(d) is represented by very different instantaneous rates, and consequently also mean rates. In addition, the amount of variation of the instantaneous rates varies strongly for each trajectory. For the inner trajectory that according to Fig. 5 (a) has the smallest movement in the orthogonal mode, the relative change of the instantaneous rate, $\Delta k \approx 10^{-3}$, is very small. Consequently, the effect of the external driving is barely noticeable. The intermediate trajectory of Fig. 5 (a) has significantly more motion in the stable direction of the barrier. The relative change, $\Delta k \approx 10^{-2}$, of the instantaneous rate is considerably larger as seen in Fig. 5 (c). The outer trajectory of Fig. 5 (a) has by far the largest movement in the stable direction of the barrier. The relative change, $\Delta k \approx 0.5 \times 10^{-1}$, in the instantaneous rates in Fig. 5 (d) is also the largest. Thus, we can conclude that the influence of the external driving is high if a trajectory has significant motion in the direction of the orthogonal modes. Further evidence for this effect follows in Sec. III C in the context of the decay rates associated with the numerous quasi-periodic trajectories on the driven NHIM.

C. Phase-space resolved decay rates

We now obtain the phase-space resolved decay rates of the reactant population close to arbitrary trajectories on the NHIM of the periodically driven LiNC $\rightleftharpoons$ LiNC isomerization reaction. As seen above, all three methods to calculate the decay of reactant population close to the transition state (TS) result in the same values for a specific period-1 trajectory, and hence we choose only one of these for the present calculation. Namely, the Floquet method is employed because it is relatively easy to implement and computationally fast to evaluate.

In all the cases of Fig. 4, the Floquet rates are overlayed on top of the PSOSs. They are obtained on equidistant grids using approximately 10 000 stabilized trajectories, and they are displayed through a shaded (or colored in color) encoding. All trajectories are propagated for a total time up to $t = 10 000$ as needed to converge. The individual Floquet rates are interpolated using bicubic splines to smooth the discrete points. We found that the decay rates of all the trajectories located on the corresponding regular tori are indeed the same. This is expected since any quasi-periodic trajectory on such a torus in general covers it in full if propagated for long enough. Thus, a unique decay rate is associated with each torus. This observation is true for the static system using a simpler argument. Namely, the Floquet rate reduces to a property of any of the periodic trajectories on the static NHIM because the tori is necessarily periodic.

When comparing the obtained mean Floquet rates of the driven system with $E_0 = 0.01$ and $\omega = 0.01\, \pi$ in Fig. 4 (b) to the mean Floquet rates of the static system according to Fig. 4 (a), the influence of the external driving is small. In Fig. 4 (b), the mean Floquet rate obtained at the clearly visible elliptic fixed point in the center of the torus corresponds to the rates already obtained in Fig. 5 (b) with all three methods introduced in Ref. 44 and provided as supplementary material. In the two cases of Fig. 4 (a) and Fig. 4 (b), the mean Floquet rates at the central fixed point are similar—that is, they are $k_F = 0.0721$ and $\bar{k}_F = 0.0724$, respectively. The primary difference is the emergence of structure that is barely visible here but more clearly visible in Fig. 4 (c) as discussed below.

A further increase in the frequency of the external driving to $\omega = 0.02\, \pi$ leads to a drastic change in the structure as shown in Fig. 4 (c). Two clearly separated elliptical fixed points are now visible in the PSOS with each encircled by an individual set of tori dividing the NHIM.
FIG. 6. The quantitative relation of the Floquet rates $k_F$ to the mean energies $E$ of trajectories on the NHIM obtained at three different driving frequencies $\omega$ equal to $0.00\pi$, $0.01\pi$ and $0.02\pi$ are shown in panels (a), (b) and (c), respectively. Each rate corresponds to a torus in Fig. 4 at the mean energy $E$.

into two regions of very different Floquet rates. This means that two regions of very different stability emerge on the periodically driven NHIM. In the surrounding of the fixed point at $R = 4.2040$ and $p_R = 0.0313$, the decay rates of the reactant population are rather small and approximately correspond to the mean Floquet rate of $k_F = 0.0730$ obtained for the central period-1 trajectory according to Fig. 5 (c). On the other hand, the mean Floquet rates in a region near the fixed point at $R = 5.0096$ and $p_R = -0.0378$ are rather large and approximately correspond to the mean Floquet rate $k_F = 0.0778$ of the associated central period-1 trajectory according to Fig. 5 (d).

For a periodically driven system, the instantaneous energy $E(t)$ of trajectories in the NHIM is not conserved. However, by averaging the instantaneous and non-conserved energy of a given trajectory over many oscillations of the periodic driving, the mean energy $\overline{E}$ of a specific torus is well defined and characteristic of the trajectory and its associated initial condition. The quantitative correspondence between the mean energy of a trajectory and the Floquet rate is revealed in Fig. 6 by plotting the Floquet rates obtained in Fig. 4 with respect to the corresponding (mean) energies of the trajectories.

As a control for the driven cases, Fig. 6 (a) shows the relation between the Floquet rate and the mean energy for the non-driven system of Fig. 4 (a). In this limit, energy is conserved. Thus the mean energy $\overline{E}$ corresponds to the instantaneous energy $E(t)$ of the respective trajectories. According to Fig. 6 (a), the relation between the energy and the Floquet rate in the static case is not monotonic and has a maximum at approximately $E = -0.18$. A further increase of the energy of trajectories on the NHIM goes together with a decrease in the corresponding decay rate of the reactant population close to the TS. However, a maximum in these decay rates is associated with a minimum in the stability of the activated complex close to the TS. According to Fig. 6 (a), there seems to be a lower bound for the stability of this activated complex in the non-driven LiCN isomerization reaction.

The results for the driven system in Figs. 6 (b) for $\omega = 0.01\pi$ and in Fig. 6 (c) for $\omega = 0.02\pi$ correspond to cases in Fig. 4 (b) and (c), respectively. Despite the driving, they retain some similarity with the static case of Fig. 6 (a). Again, the relation between the Floquet rate of a trajectory on a given torus and the associated mean energy is non-monotonic and there seems to exist a maximum decay rate for the reactant population associated with trajectories on the NHIM.

In contrast to the static case, however, for the driven barrier case with $\omega = 0.02\pi$, a significant gap arises in the curve of Fig. 6 (c) at about $\overline{E} = -0.22$. This gap corresponds exactly to the emergence of tori around distinct fixed points seen in Fig. 4 (c). At the beginning of the upper edge of the gap in Fig. 6 (c), the curve initially fluctuates before becoming smooth again with increasing mean energy. The origin of this behavior is numerical because the Floquet method for non-periodic trajectories is defined only in the limit $t \to \infty$ (see supplementary material). However, trajectories in Fig. 4 (c) are necessarily propagated for a finite time, and this leads to errors in the calculated Floquet rates which are small and appear as fluctuations. In other words, close to the boundary between the two regions of the different decay rates on the driven NHIM, the circulation times of quasi-periodic trajectories on the regular tori increases and longer propagation times are necessary to obtain a desired accuracy using the Floquet method. This behavior can also be seen in Fig. 6 (b) for the case with a driving frequency of $\omega = 0.01\pi$. A second stable fixed point is barely visible in Fig. 4 (b). Consequently, nearly no gap appears in Fig. 6 (b). Nevertheless, fluctuations are visible at the energy of the indicated fixed point on the left-hand side of Fig. 4 (b), and, hence, a gap is just emerging there.

IV. CONCLUSION AND OUTLOOK

In this paper, we study the influence of a periodically oscillating external field on the LiCN $\rightarrow$ LiNC isomerization reaction. In the static case, the energy is conserved and all trajectories on the associated normally hyperbolic invariant manifold (NHIM) are periodic. For a periodically driven system, nearly all trajectories contained in the NHIM are quasi-periodic and located on stable tori. The dynamics on the driven NHIM has been revealed by means of a Poincaré surface of section (PSOS). Depending on the frequency of the external field, a new set of
A torus around a second stable fixed point emerges on the NHIM.

The associated mean decay rates of reactant population in a close neighborhood of the periodic or quasi-periodic trajectories on the NHIM are obtained by various methods. Both in the static and driven cases, the decay rates differ significantly across these neighborhoods, and are approximately prescribed by the mean decay rates associated to the corresponding central periodic trajectory. The instantaneous decay rates for these central trajectories are also sensitive to the driving. Specifically, the relation between the mean decay rates associated with a specific torus and the corresponding mean energy of trajectories on this torus is non-trivial. There are two clearly distinguished regions associated with different mean decay rates of the reactant population close to the transition state (TS). They are approximately prescribed by period-1 trajectories identified at the center of the corresponding tori of the PSOS. They are consequently not continuously connected and a significant gap between the corresponding decay rate emerges. The regularity of the structure of the PSOS for the trajectories near the NHIM is not chaotic as one might have expected given the recently observed chaotic sea in the global phase space. This points to the simplification arising from considering decay rates in the local neighborhood of the TS. Future work to extend these decay rates to the global rates thus needs to consider not just the possibility of additional barrier regions but also the complex dynamics that can arise from chaotic regions.

Thus the influence of the periodic external driving on the LiCN ⇌ LiNC isomerization reaction is large when compared to the static problem. Indeed, the emergence of different regions of the reactant population decay for the driven LiCN ⇌ LiNC isomerization reaction as well as the existence of gaps in both energy and decay rate between these separate regions are effects solely invoked by the external driving.

The possible effects from our approximate simplification of the LiCN ⇌ LiNC isomerization reaction to a body-fixed axes may need to be addressed. This would allow the molecules to rotate with respect to the external field and increase the dimensionality of the coordinate space of the problem beyond the two-dimensional case considered here. However, there is precedent from the earlier work of Ref. 62 that the reaction is much faster than the rotation and hence such effects are small. One could also include a Langevin-type description of the dynamics—according to, e.g., Ref. 57—to address the effects on the decay rates from a solvent as represented by the inclusion of both noise and friction. Alternatively, the effects on the decay rates from an all-atom solvent can be uncovered by inferring the stability of the NHIM from molecular dynamics trajectories. For example, the position of reactive trajectories across the dividing surface (DS) can be tracked simulations of LiCN in an argon bath such as those of Refs. 54–57. Applying an appropriate external driving could shift these reaction positions to different regions of the NHIM and increases the reaction rate. From the results of the current work, we would expect that there would once again emerge different regions in the PSOS and the corresponding reactant decay rates which should be interpretable as reactive channels. When applying an appropriate external field a second and faster reactive channel with higher decay rates opens up and might serve to an increase of the reaction rate.

SUPPLEMENTARY MATERIAL

In the supplementary material, we provide a detailed description of the methods used in the primary text. We summarize the details for the implementation of three approaches in determining the decay rates: Floquet analysis, ensemble method, and the local manifold analysis. We also present a technical derivation of the last of these methods.
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I. CONTENTS

In this supplementary material, we provide a detailed description of the methods used in the primary text. In Sec. II, we summarize the details for the implementation of three approaches in determining the decay rates: Floquet analysis, ensemble method and the local manifold analysis. A technical derivation of the last of these methods is included separately in Sec. II C.

II. DECAY RATES OF REACTANT POPULATION CLOSE TO THE TS

The phase space of a system with \( n \) degrees of freedom and a rank-1 saddle can be described, at least in a local neighborhood of the NHIM, by one reaction coordinate \( x \) and the corresponding momentum \( p_x \), \( n - 1 \) orthogonal modes \( y \), and the corresponding momenta \( p_y \). In LiNC (see Fig. 1), for example, these can be represented using the angle \( \vartheta \) as the reaction coordinate \( x \), and \( R \) as the orthogonal mode \( y \) as long as one stays near the reaction path. For such a system, trajectories are classified as “reactive” if they are able to overcome the rank-1 barrier between two separate regions of the potential energy surface referred to as reactants \( \mathcal{R} \) and products \( \mathcal{P} \). Trajectories, which cannot overcome the barrier between these clearly distinct regions are considered “non-reactive”. For a fixed position \( y \) and \( p_y \) (and at a given time \( t \)), a corresponding cross section \((x, p_x)\) of the phase space in the barrier region is illustrated in Fig. 1. Usually, such a cross-section is divided into four disjoint regions for which two correspond to reactive trajectories and the other two to non-reactive trajectories.1,2 These four regions are separated by the stable and unstable manifolds marked \( \mathcal{W}_s \) and \( \mathcal{W}_u \) in Fig. 1. Their intersection yields a point \((x, p_x)_{\text{NHIM}}(y, p_y, t)\) of the NHIM. The NHIM is an unstable co-dimension two manifold containing all the trajectories that (at least mathematically) stay in the barrier region when being propagated both forward and backward in time.2 For given \((y, p_y, t)\), the corresponding position \((x, p_x)_{\text{NHIM}}\) of the NHIM can be computed using the binary contraction method (BCM).3 At this position, a vertical DS can be attached, as illustrated by the vertical dashed line in Fig. 1 which is recrossing-free at least in a close neighborhood of the NHIM.2,4,5

In this paper, we investigate the dynamics and decay rates of the structures in the close vicinity of the transition state (TS) in a driven LiCN isomerization reaction. We have developed various numerical methods4

---

\(^{a)}\text{Correspondence to: r.hernandez@jhu.edu}\)
for the computation of the decay rates of reactant populations of multidimensional driven systems with a rank-1 saddle—viz. the ensemble method, the local manifold analysis (LMA), and the Floquet method. For the convenience of the reader we briefly recapitulate the basic ideas of these methods, which are then applied in the results section to the LiCN isomerization reaction.

A. Floquet method for average decay rates

Reaction rates of the TS in a one-dimensional system had earlier been obtained directly from the moving TS trajectory through its stability exponents. The latter correspond to Floquet exponents in a periodically driven system and Lyaponov exponents in nonperiodic driving. In these early examples, the decay rates associated with the TS trajectory were identifiable as reaction rates because the local TS geometry was actually global in the sense of identifying long-time reactivity and global non-recrossing. However, for more general energy landscapes, the determination of the TS trajectory in 1-dimension or its generalizations may be local in the sense of being obtained within a limited domain associated with a barrier (or barriers.) This is the sense in which we are obtaining local decay rates and not necessarily global reaction rates in this work. Thus, the stability of the TS trajectory obtained within a given local region is associated with the so-called Floquet rate which uses the Floquet exponents to obtain the reaction rate when the local geometry is global.

In multidimensional cases, one has to take care of the fact that the TS trajectory becomes a time-dependent codimension-2 manifold—viz, the NHIM—associated with infinitely many trajectories which we refer to as bound trajectories. For periodically driven arbitrary-dimensional systems, the decay rates (or Floquet rates), are simply obtained by the difference

\[ k_F = \mu_1 - \mu_s, \]

between a Floquet exponent \( \mu_1 \) associated with the unstable direction of trajectories moving away from the NHIM, and a Floquet exponent \( \mu_s \) associated with the stable motion of the trajectories towards the NHIM. In 1-dimension, there are only two such exponents, and hence there is only one choice for \( \mu_1 \) and \( \mu_s \). In general, however, there are many such exponents and infinitely many bound trajectories. Nevertheless, the structure of Eq. (1) holds as specified below.

The Floquet exponents are a measure of how exponentially fast initially neighboring trajectories separate from each other. Consequently, they report the stability of these trajectories. The dynamics in the direction of the \( n - 1 \) orthogonal modes of a rank-1 saddle is stable. Initially neighboring trajectories do not separate exponentially fast as they are propagated with respect to these stable degrees of freedom—as long as the dynamics inside the NHIM is not chaotic. Consequently, the corresponding Floquet exponents vanish and the related eigenvalues of the monodromy matrix have an absolute value of one. In the unstable direction of a rank-1 barrier, however, initially neighboring trajectories will depart exponentially fast at least in a local neighborhood of the NHIM and, hence, the associated Floquet exponents do not vanish. For a periodic trajectory with period \( T \) on the NHIM, these non-vanishing Floquet exponents are obtained from

\[ \mu_{i,s} = \frac{1}{T} \ln |m_{i,s}|. \]  

Here, \( m_1 \) is the largest and \( m_s \) is the smallest eigenvalue of the corresponding monodromy matrix \( M(T) \), and this specifies precisely the meaning of the two chosen Floquet exponents in Eq. (1). The monodromy matrix \( M(T) = \sigma(t_0 + T, t_0) \) is a special case of the fundamental matrix \( \sigma(t, t_0) \), which is obtained by solving the set of differential equations

\[ \frac{d}{dt} \sigma(t, t_0) = \frac{\partial \gamma_i}{\partial \gamma_j} \bigg|_{\gamma(t)} \sigma(t, t_0) \text{ with } \sigma(t_0, t_0) = 1. \]

Here, \( \gamma \) are the \((2n)\)-dimensional equations of motion in phase space and \( \gamma(t) \) is a trajectory on the NHIM. Since the Floquet exponents are obtained for a full period of the external driving according to Eqs. (2), the Floquet rate (1) is an integrated quantity corresponding to a mean decay rate averaged over a full periodic trajectory.

According to Ref. 4, only a small set (of measure zero) of trajectories on the NHIM of a periodically driven system are periodic, but nearly all of them do show quasi-periodic behavior as long as the dynamics in the orthogonal modes is not chaotic. For these quasi-periodic trajectories inside the NHIM, Eq. (2) needs to be modified as

\[ \mu_{i,s} = \lim_{t \to \infty} \frac{1}{t} \ln |m_{i,s}(t)| \]

to obtain the Floquet exponents associated with a specific torus on the NHIM. Since the calculation of the infinite time limit in Eq. (4) is numerically impossible, the integration time \( t \) must, in practice, be taken to be sufficiently large to cover the relevant or characteristic dynamics of the observed trajectory—e.g., long enough to traverse several windings on a stable torus. In doing so, the Floquet rate of such a quasi-periodic trajectory corresponds to the mean decay rate of the reactant population close to the respective torus.

B. Ensemble method for instantaneous decay rates

The ensemble method is an intuitive numerical method for obtaining the instantaneous decay rate of a reactant population close to the TS. Here, a homogeneous and linear ensemble of \( N_{\text{react}} \) reactive trajectories is initialized on the reactant side of the full phase space.
Specifically, they are placed on an \((x, p_x)\)-cross sectional surface at a small distance \(\Delta x\) from a given position \((y^{\text{traj}}(t), p_y^{\text{traj}}(t))\) of an arbitrarily chosen trajectory on the NHIM (see red bullets in Fig. 1). After propagating this ensemble for a time \(\Delta t\), a subdomain will have pierced the DS and entered the product side (dark blue diamonds and light blue squares in Fig. 1) while the remainder will still be located on the reactant side (red stars in Fig. 1). As the DS is non-recrossing, the resulting decrease in the reactant population of a close neighborhood of the NHIM is associated with a rate

\[
  k_e(y, p_y, t) = -\frac{d}{dt} \ln(N_{\text{react}}(y, p_y, t)). \tag{5}
\]

It is referred to as the instantaneous ensemble rate to emphasize that it is obtained by propagating an ensemble of reactive trajectories according to the equations of motion. In doing so, the DS is computed individually for each trajectory of the ensemble and each time step.

The ensemble can be propagated not just for a small time step \(\Delta t\) but for longer times when computing the time-dependent ensemble rate according to Eq. (5). With increasing time, however, the initial ensemble becomes more and more distorted (see Sec. II C for further information). Since the DS is computed individually for each reactive trajectory, such distortion effects are automatically taken into account using the ensemble method. As the reactant population also decreases exponentially when propagating the ensemble, a new ensemble can be initialized close to the corresponding point of the respective trajectory on the NHIM after an appropriately chosen propagation time. Such technical details are discussed in Ref. 4. Although the implementation of the ensemble method is straightforward, it can be numerically expensive because the ensemble consists of many trajectories and the DS is obtained individually for each reactive trajectory using the BCM.\(^3\)

C. Local manifold analysis

We can avoid most of the expensive particle propagation of the ensemble method by leveraging the geometry of the stable and unstable manifolds to effectively describe the linearized dynamics near the NHIM. The resulting LMA method\(^4\) can thus be seen as an extension to the ensemble method with the difference that the time when trajectories have reached the DS can now be determined analytically through the linearization thereby avoiding a costly numerical integration. As a result, the computational effort required to calculate instantaneous decay rates is significantly reduced while numerical precision is simultaneously enhanced.

Similar to the ensemble method, in the LMA, we consider the region of phase space close to a trajectory \(\gamma^\downarrow = (x^\downarrow, y^\downarrow, p_x^\downarrow, p_y^\downarrow)^T\) on the NHIM, as shown in Fig. 1. For simplicity, we choose a moving coordinate frame in which the origin is at \(x^\downarrow = p_x^\downarrow = 0\) for all times \(t\).

The decay rate is determined by two components:

(i) The first contribution arises from the movement of the ensemble akin to Sec. II B relative to \(\gamma^\downarrow\). The resulting flux through the associated DS at \(x^\text{DS} = 0\) (dark blue diamonds in Fig. 1) is then obtained via the slopes of the stable and unstable manifolds defined by the variables \(x^\text{s} = x^s, p_x^s,\) and \(p_y^s\). The details and mathematical underpinnings of this procedure, based on Ref. 4, may be found in Sec. III.

(ii) The second contribution accounts for the fact that in systems with more than one degree of freedom, the ensemble can turn out of the \((x, p_x)\) plane associated with \(\gamma^\downarrow\). This can happen if the system’s orthogonal modes are coupled to the reaction coordinate momentum \(p_x\) and leads to an apparent movement of the DS relative to \(\gamma^\downarrow\) (represented by \(\Delta x^\text{DS}\) and bright blue diamonds in Fig. 1). As a result, the instantaneous flux through the DS is modified. To quantify this effect, we first propagate the top particle of the ensemble initially located on the DS numerically by a small time step \(\delta t\). The related shift of the DS, \(x^\text{DS}(t + \delta t)\), can then be determined by projecting the propagated particle back onto the NHIM using the BCM.

Combining the two terms, the instantaneous decay rate can be written as

\[
  k_m(t; \gamma^\downarrow) = J_{x, p_x}(t) \left( \frac{p_y^s(t) - p_y^u(t)}{x^s(t)} - x^u(t) \frac{x^s(t + \delta t)}{x^u(t + \delta t)} \right), \tag{6}
\]

where \(J(t)\) is the Jacobian of the system’s equations of motion evaluated for the trajectory \(\gamma^\downarrow\) at time \(t\). A more detailed derivation of Eq. (6) is provided in Sec. III

III. DERIVATION OF THE LOCAL MANIFOLD ANALYSIS

We consider a trajectory \(\gamma^\downarrow(t) = (x^\downarrow, y^\downarrow, p_x^\downarrow, p_y^\downarrow)^T\) starting at some arbitrary time \(t_0\) on the normally hyperbolic invariant manifold (NHIM). All of the statements in this section depend implicitly on \(\gamma^\downarrow\) and \(t_0\), which we neglect in our notation for simplicity. Without loss of generality, we choose coordinates such that \(x^\downarrow(t_0) = p_x^\downarrow(t_0) = 0\) for all times \(t\). Figure 1 sketches an \((x, p_x)\)-section of phase space in close proximity to \(\gamma^\downarrow(t_0)\). We can assume that the manifold fibers in this section are straight lines since we only look at the dynamics very close to the NHIM. Therefore, the stable and unstable manifolds can be described using only two vectors \(\gamma^s = (x^s, p_x^s)^T\) and \(\gamma^u = (x^u, p_x^u)^T\). These vectors will be squeezed and stretched as a function of time if subjected to the equations of motion. Without loss of generality, we initially choose \(0 < x^s(t_0) = x^u(t_0)\) such that we are in the linear regime.

To obtain a decay rate for \(\gamma^\downarrow(t_0)\), we now consider a linear, equidistant ensemble parameterized by

\[
  \gamma^\text{ens}(a, t) = -\gamma^s(t) + a\gamma^u(t) \tag{7}
\]

\[\text{line} \]
where $a \in [0,1]$. The ensemble is constructed parallel to the unstable manifold—see Fig. 1. Initially, the ensemble pierces the dividing surface (DS) at $a_{\text{DS}}(t_0) = 1$ (circles in Fig. 1). As time goes by, however, the ensemble will be stretched and $a_{\text{DS}}(t)$ will therefore decay exponentially (diamonds in Fig. 1). More precisely, $a_{\text{DS}}$ is proportional to the number of reactants and therefore leads to a decay rate

$$k_m(t_0) = -\frac{d}{dt} \ln(a_{\text{DS}}(t)) \bigg|_{t_0} = -a_{\text{DS}}(t_0)$$

at time $t_0$ in analogy to Eq. (5). In this picture, the total decay rate consists of two contributions

$$k_m(t_0) = k_{\text{ens}}(t_0) + k_{\text{DS}}(t_0).$$

For the first part, $k_{\text{ens}}$, we assume that the ensemble stays in the $(x,p_x)$-section associated with $\gamma^i(t)$. As a result, the point where the ensemble pierces the DS is fixed at $x_{\text{DS}}(t) = 0$ for all times $t$. This is an effectively one-dimensional model. We start by looking at the linearized dynamics near the NHIM

$$\frac{d}{dt} \gamma(t) = J(t) \gamma(t),$$

where $J(t)$ is the Jacobian of the system’s equations of motion evaluated on the trajectory $\gamma^i$. The fundamental matrix $\sigma(t)$ obtained by integrating $\dot{\sigma}(t) = J(t) \sigma(t)$ with $\sigma(t_0) = I$ [cf. Eq. (3)] can then be used to propagate the ensemble from time $t_0$ to a later time $t$ via

$$\gamma_{\text{ens}}(a, t) = \sigma(t) \gamma_{\text{ens}}(a, t_0).$$

We are interested in the point $a_{\text{DS}}$ where $\gamma_{\text{ens}}(a, t)$ pierces the DS at $x_{\text{DS}}(t) = 0$, i.e.,

$$\sigma(t) \gamma_{\text{ens}}(a_{\text{DS}}(t), t_0) \cdot \hat{e}_x = 0.$$  

Inserting Eq. (7) yields

$$a_{\text{DS}}(t) = \frac{\sigma_{x,x}(t)x^u(t_0) + \sigma_{x,p_x}(t)p_x^u(t_0)}{\sigma_{x,x}(t)x^u(t_0) + \sigma_{x,p_x}(t)p_x^u(t_0)},$$

where we have used $x^u(t_0) = x^u(t_0)$. This intermediate result can be substituted into Eq. (8). Since we are only interested in the instantaneous rate at $t = t_0$, we can simplify the expression using $\sigma(t_0) = I$ as well as $\sigma_{x,x}(t_0) = J_{x,x}(t_0)$ and arrive at

$$k_{\text{ens}}(t_0) = J_{x,p_x} p_x^u(t_0) - J_{x,p_x} p_x^u(t_0) x^u(t_0).$$

A geometric interpretation of $k_{\text{ens}}$ can be found in Ref. 4.

The second contribution, $k_{\text{DS}}$, in Eq. (9) stems from the fact that in systems with more than one degree of freedom the ensemble may leave the $(x,p_x)$-section associated with $\gamma^i(t)$. An ensemble moving out-of-plane can mostly be treated as described above by projecting it back onto the $(x,p_x)$-section. Since the position of the DS $x_{\text{DS}}(y,p_y)$ is dependent on the orthogonal modes, however, this may lead to the ensemble intersecting with the DS at $x_{\text{DS}} \neq 0$.

To quantify the effect on $k_m$, consider a small time step $\delta t$. In the linear regime, the change $\delta a$ caused by the ensemble drifting out-of-plane can be written as

$$\delta a_{\text{DS}}(t_0) = \frac{x_{\text{DS}}(t_0 + \delta t) - x_{\text{DS}}(t_0)}{x^u(t_0)},$$

where $x^u(t_0)$ accounts for normalization. Using Eq. (8) and the fact that $x_{\text{DS}}(t_0) = 0$, we obtain

$$k_{\text{DS}}(t_0) = -\frac{\delta a_{\text{DS}}(t_0)}{\delta t} = -\frac{x_{\text{DS}}(t_0 + \delta t)}{x^u(t_0) \delta t}.$$  

The quantities $\delta t$ and $x^u$ can be freely chosen within certain limits, while $x_{\text{DS}}(t_0 + \delta t)$ can be determined numerically by propagating the particle $\gamma_{\text{ens}}(1, t_0)$ initially located on the DS for $\delta t$ units of time and projecting it back onto the NHIM using the binary contraction method (BCM).\textsuperscript{3} By combining Eqs. (14) and (16) according to Eq. (9), we finally arrive at the instantaneous decay rate $k_m(t; \gamma^i)$ for a trajectory $\gamma^i$ on the NHIM given in Eq. (6) of Sec. II C.
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