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Abstract—Cyber Resilience is complex cyber physical systems is becoming even more important in fully connected world. This work aims at formalizing the concept and exploring current promising practices for resilience quantification and assessment in the context of Internet of Everything. In particular IoE has been considered a network of heterogeneous devices are exposed to cyber attack. Cyber Resilience paradigm provides a comprehensive framework to define evidence driven strategies to balance between the need of reducing the malware outbreak while maintaining the network functionalities at an acceptable level. In this war game a number of assets and actors come into play with different rules and contributions to the overall resilience. In this respect a resilience ontology able to reconcile different perspective and definitions in resilience domain is provided.

I. INTRODUCTION

Our society is becoming even more connected.

The environment is increasingly pervaded by devices capable of interacting with the environment itself, other devices and human beings.

The IoE can be considered a natural development of the IoT concept. In fact, while “Things” are related to connect physical-first objects, IoE extends this view comprising the following four key elements including all sorts of possible connections: a) People: Considered as end-nodes connected across the Internet to share knowledge, information, opinions, decisions, behaviors, and activities. b) Things: Physical sensors, devices, actuators and other items generating data or receiving information from other sources. c) Data: Raw data analyzed and processed into useful information to enable intelligent decisions and control mechanisms (e.g., Human behaviors on the ground). d) Processes: Leveraging connectivity among data, things, and people to add value. Thus IoE establishes an end-to-end ecosystem of connectivity where people with their relationships, social collaborations, and grouping dynamics represent an integral part.

Our environment is becoming saturated with computing, sensing and communication devices that interact among themselves, as well as with humans: virtually everything is enabled to generate data and respond to appropriate stimuli (Internet of Everything).

According to ERICSSON Mobility report [1], the number of connected IoT devices is expected to exceed the number of mobile phones, and so is anticipated to revolutionize the way we do business, communicate, and live. This Cyber Physical World (CPW) convergence results in humans being deeply immersed in the information flows from the physical to the cyber world, and vice-versa [2]. The services being offered via platforms for enabling the IoT vision are becoming highly pervasive, ubiquitous, and distributed; machines, objects, and services become more intelligent and create a large-scale decentralized pool of resources interconnected by highly dynamic networks. Such technological evolution is also making our society vulnerable to new forms of threats and attacks exploiting the complexity and heterogeneity of IoT networks, therefore rendering the cyber-security amongst the most important aspects of a networked world. Indeed, the security and management of the vast volumes of data generated, transmitted, and stored by smart environments and devices is still difficult to achieve. According to [3], at the conceptual level, IoT can be considered as a hierarchical tree of self-regulating and self-managing sub-systems and devices with high-density connectivity and very low system latencies. While this is desirable when the system is in a stable regime, easy and fast propagation of perturbances may create important stability problems. Considering possible crashes and cyber-attacks, and assuming the under-specified nature of performance conditions in the system [4], a certain level of epistemic and aleatory uncertainty must be taken into account as a contribution to critical events [5]. In this respect, a resilience approach to IoT seems to be the best option thanks to its capacity to overcome the weakness of the current risk and efficiency-based approaches in complex socio-technical systems safety and security management in addressing the so called “unknown unknowns” [6]. This work extends the current research on cyber security performed in the context of Cyber Trust EU project where IoT vulnerabilities and attacks are studied to improve the response capability of a cyber physical system [7]. [8].

We review the challenges associated with IoT in Section 2 and detail the cyber resilience formalization in IoT in Section 3. Next, we formalize the problem and the approach in section
4 while the introduction of risk perception with memory model is formalized and simulated in section 5; Section 6 includes conclusion and next steps.

II. BACKGROUND

As networked devices become ubiquitous, cyber-attacks will become more frequent and even more sophisticated. There are already numerous recent examples of cyber-attacks that exploit the Internet-connected appliances, such as refrigerators, televisions, cameras, and cars, in order to e.g. perform denial-of-service (DoS) or distributed DoS (DDoS) attacks of unprecedented scales, spy on people in their office/homes, and take over (hijack) communication links thus delivering full control of anything that is remotely controlled, like drones and vehicles, to cyber-criminals. For instance, in the health sector, potentially deadly vulnerabilities have been found in a large number of medical devices, including insulin pumps, CT-scanners, implantable defibrillators, and x-ray systems. Cyber-security incidents targeting critical information infrastructures (CIIs), which provide the vital functions that our society depends upon, are expected to have a significant negative economic and societal impact in the next decade and should be considered global risks. A review report recently published by ENISA estimates that the average annual losses due to cyber-criminal among the European Union (EU) countries is 0.41% of their gross domestic product (GDP); in some countries (Germany and Netherlands) the losses exceed 1.50% of the GDP leading to annual costs in the range €425K – €20M per company. Amongst the CII sectors within the EU, significantly affected ones are the financial, information and communication technology (ICT), health, transport, energy, and public. DoS/DDoS, targeted, and web-based attacks, along with ransomware, have been reported to be amongst the most common types of cyber-attacks [9]. The availability of botnets-for-hire led to a noticeable increase in DDoS attacks, and it is very likely to see the IoT to further facilitate the formation of such botnet armies. The number of zero-day, i.e. previously unknown and immediately exploitable, vulnerabilities discovered has roughly doubled in the last few years; given their value, a rather mature black market has evolved that allows these vulnerabilities to be employed (until their exposure) in sophisticated targeted attacks. Hence, the deployment of proactive security and threat intelligence gathering/sharing systems could prove to be efficient in preventing such types of cyber-attacks. Web-based attacks exploit websites’ vulnerabilities to infect users or gain access to sensitive private data, due to misconfigurations, usage of no/weak security protocols, or lack of proper patch management procedures. More than 75% of the websites have unpatched (critical) vulnerabilities, which may still be exploited several months after the vulnerability is revealed. This allows cyber-criminals to put little or even trivial effort in taking over control of the systems that can afterwards be utilized in numerous ways [10]. In the case of IoT, due to the security problems arising from embedded devices and other legacy hardware, whose flawed design (such as, the use of hardcoded administrative passwords) or their poor configuration allows cyber-criminals to easily compromise them in order to form powerful botnets and launch DDoS attacks. Most importantly, there is often no efficient way to patch those devices. Many such IoT devices can be located by using new search engines, for example, SHODAN (www.shodan.io), and this gives cyber-criminals the opportunity to exploit any existing vulnerabilities on a large scale. Important questions to consider in this area include: a) How to prevent large-scale vulnerabilities in IoT devices; b) How to prevent existing vulnerabilities in IoT devices from being exploited on a large scale; c) How to stop a large-scale propagation of the attacks after a vulnerability has been exploited while maintaining the network functionality at an acceptable level of performance (degraded mode). Therefore, there has been an increasing interest in shifting emphasis from configuring the compliance of devices with respect to security practices towards measuring compliance. If such information could be coupled with traffic analysis techniques, then the above approach would allow computing an accurate threat (or trust) score of the devices accessing a corporate network, and could counter threat actors and their methods by providing greater assurance that a device is functioning properly and uses adequate security mechanisms. Compromised IoT devices may exhibit arbitrary behavior, and hence communications from any such device should be quarantined, or even rejected, by intrusion prevention systems. Security services such as deep packet inspection, protocol analysis, and data analytics can be implemented in order to identify anomalies in the data generated by IoT devices and other potential cyber-threats. In the current networking paradigm of IoT ecosystems, where lightweight endpoint devices rely on some central cloud server in order to be authenticated and identified, network operators can provide IoT service providers the aforementioned security services. Due to the vast volumes of traffic that IoT devices are expected to generate in the near future and the employment of peer-to-peer (P2P) communications, the above security services should be distributed across all the devices with adequate processing capabilities.

III. CYBER RESILIENCE IN IOT

In the domain of IoT, the concept of resilience is very new and its understanding varies according to the perspective adopted about the nature of IoT. For instance, in [11], a resilient IoT system should deal with a number of threats occurring when a system is deployed on the Internet in order to safely, and quickly recover to provide normal service. Literature on self-healing systems goes even further, not only recovering normal behavior, but also addressing the vulnerability that led to faulty behavior [13]. Thus, resilience relates to fault-tolerant systems, dependable and trustable systems, and reliable and available systems, where each category of applications adopts its specific terminology and angle of interest. A common approach for resilience evaluation and assessment is required for IoT literature. IoT can be considered as techno-social systems, combining infrastructures, devices, and people [3]. Thus, to address IoT resilience, it is neces-
sary to study the resilience of complex systems (networks). Resilience was defined as a property of networked system in [14]. This framework adopts the definition of resilience given by the US National Academy of Sciences [15] and further discussed in [16].

- Plan/Prepare: Lay the foundation to keep services available and assets functioning during a disruptive event (malfunction or attack).
- Absorb: Maintain most critical asset function and service availability while repelling or isolating the disruption.
- Recover: Restore all asset functions and service availability to their pre-event functionality.
- Adapt: Using knowledge from the event, alter protocol, configuration of the system, personnel training, or other aspects to become more resilient.

The relation between system resources, the capacities that they provide, and variability can only become meaningful when placed in the context of the interdependencies that are on the one hand used to enhance resources and capacities but also, on the other hand, require an allocation of resources to be maintained [17], [18]. Interdependencies are the means through which system functions can act in order to secure the envisaged levels of resources needed to fulfill their purposes. To this end, the principles of network science are proposed as a tool to quantify resilience by supporting system interdependencies in view of the volume and nature of available resources and the capacities that these provide. At the operational side, we assume that resilience can be quantified as a property of an interdependent network system. As such, resilience assessment would identify critical functionality of the system [5], [19], [20] and evaluate the temporal profile of system recovery in response to adverse events, while resilience management would allow comparative evaluation of cross-domain management alternatives. Resilience assessment may be approached with network theoretic frameworks [14]. A network is composed of a set of nodes \( N \), connected by a set of links \( L \). The specification of \( N \) and \( L \) includes characteristics relevant to resilience (e.g., capacity, geographical location, weight, temporal response) of each node. The adverse events and failures can percolate over a network in different ways. The network control \( C \) captures the system’s temporal evolution, including adaptive algorithms, and can also be defined as a way to manage temporal changes in the network. Ultimately, the system must maintain its critical functionality \( (CF) \) that reflects the state of the system as a characteristic (or a weighted sum of such characteristics) that changes with time and is of interest to the user of the model. In [14], Resilience \( (R) \) is then defined as a composite function of nodes, links and control with respect to the critical functionality of the system and a class of disturbances as

\[
R = R_{CF,P} = f(N, L, C) \tag{1}
\]

Due to the very complex nature of networked systems and the large number of variables defining their states, it is not possible to obtain a closed-form expression for \( R \). Thus, to obtain a quantification of resilience, several approaches and strategies are adopted depending on the level of rigor needed and resources available such as [5], [19], [22], [23], [24], [25], [17]. In particular, in IoT, the best approach is represented by simulations [14], each of which represents a certain network percolation scenario from an infinite set of possible scenarios of the network’s evolution. For each simulation, it is possible to calculate the average value of the critical functionality at every time step. To follow this experimental approach, we also introduce the control time \( T_C \) as the number of time steps for which the value of CF is to be determined. Essentially, the control time represents a time period set by stakeholders during which we estimate the resilience of the system. Resilience is then quantified as the integral of the system functionality during a disruption, normalized to its normal functionality. In the present article we adopted the same approach, using simulation to assess the resilience of the IoT network using a risk perception based approach in epidemic spreading model in a given time window.

IV. Approach

Similarly to epidemic spreading processes, in the mobile IoT environment, malware may be transmitted through opportunistic networks based on devices proximity [27], [28]. For example, mobile phone viruses may spread through multimedia messages or Bluetooth [29]. Such proximity-based ad-hoc networks closely resemble people interaction within a population. Analogous to travel restrictions for epidemic containment, actions to prevent the spread of malware in the IoT include device lockdowns, restrictive security settings, as well as social domain countermeasures, such as corporate policies limiting the use of equipment. These countermeasures, derived from a risk management approach, are due to the fact that the resources to detect an attack on every single device in the IoT to react selectively are often not available. Thus, in order to avoid attack propagation, entire sub-networks are disconnected from the infrastructure generating costs for service outage. This leads to the classical problem of balancing the requirements for users’ convenience and performance with the devices’ security. The emerging field of resilience quantification could provide means for identifying an appropriate response to a malware outbreak given the scale of its adverse impact. Resilience management expands the

\[
\text{(1)}
\]
purview of individual risks by monitoring the response of an entire system to disturbances and their aftermath, including mitigation efforts [30]. In particular the risk of infection/attack needs to be balanced in order to reduce the malware outbreak while maintaining the network functionality at an acceptable level. According to the theoretical epidemiology field, there is a strong relationship between the infection probability \( \tau \), the average number of contacts \( \langle k \rangle \) and its variance \( \langle k^2 \rangle \): the critical value \( \tau_c \) for the onset of an epidemic is

\[
\tau_c = \frac{\langle k \rangle}{\langle k^2 \rangle} \simeq \langle k \rangle^{-1}
\]

for sharp-distributed networks [31]. The wide distribution of IoT devices as well as human contacts can generally be approximated with a scale-free distribution with diverging variance, thus it is infeasible to control epidemics only through the reduction of infection probability. Moreover, security assessments typically scan for known issues while there is a chance that a dedicated attacker finds a previously unknown issue, a so called zero-day [32]. There are several metrics in security from which it is possible to derive a probability of an attack such as metrics of system vulnerabilities, metrics of defense power, metrics of situations, and metrics of attack or threat severity [33], [34]. However, the metrics mentioned above are not ideal when faced with unknown threats. To this end, as introduced in previous works [35], [36] and [37], risk perception in epidemic spreading applied in IoT networks can be used to support countermeasures in presence of unknown risks while trading off between the costs (functionality reduction) generated by the damage and the costs generated by the application of countermeasures. The main assumption is that the knowledge about the diffusion of the disease among neighbours (without knowing who is actually infected) effectively lowers the probability of transmission (the effective infectiousness). Moreover in a highly connected network such as the IoT, the percolation/infestation threshold should not be presented and the attack can be propagated to the entire network without the possibility of mitigate respond maintaining a certain level of functionality (e.g. graceful degradation). However in [35], [36] and [37] it has been shown that, if the risk perception at the node level (local) is increased, it is possible to stop the attack propagation even in a scale-free network.

In a real case this perception of risk is "triggered" by the "global" percentage of the infected. Thus, if the probability of infection depends on the global percentage of infected, the article aims at showing that with a memory mechanism it is possible to obtain a resilient behavior in a IoT network minimizing the loss of functionality during an attack. In the analysis, we considered the possibility that the information coming from the cyber-physical contacts is also influenced by the (mobile) social contact networks [38], [39]. In the case of the IoT, it is vital to quickly assess the epidemic threshold for a given network (that may change in time), with real-time estimates of the infection probability, that may change from node to node. We present here a self-organized method (first introduced in Ref [41] and extended in [37], [36]) that can be applied in such situations.

V. RISK PERCEPTION WITH MEMORY

As defined in [37] and [36], the problem can be formalised as follows. There is a set of \( N \) nodes \( x_i \) in IoT network, that can stay in two states: 0 for “healthy” and 1 for “tainted” (contaminated, attacked). The node \( i \) processes information coming from other nodes \( j \), defined by an adjacency matrix \( a_{ij} = 1(0) \) for connected (disconnected) nodes. This information is then propagated to other \( j \) nodes, again defined by \( a_{ji} \). A node \( i \) in tainted status can “infect” other nodes with a probability \( r \), that may depends on several known and unknown factors. The nodes can also respond to the attack themselves by checking the information they own with a central server that maintains the world state of the system. However, this operation takes time and bandwidth, and it has therefore a certain cost. For instance a node can suspend its operation while waiting for a validation check reducing the level of network functionality and thus its resilience. We define the input connectivity of node \( i \) as \( k_i = \sum_j a_{ij} \). The use of the concept of risk perception in IoT networks as a method to decide if it is preferable to suspend the information processing reducing the functionality (and the logical connectivity) of the network or to take the risk of elaborating false data or allowing attack propagation has been introduced in [37], [36]. The nodes in IoT, randomly, could check the correctness of incoming information against a central server that keep the status of the entire network. However, this procedure has a cost in terms of both time and bandwidth that during a cyber attack cannot be acceptable. So, the lower is the infection probability, the higher the cost. We have shown that, increasing the level of local risk perception, it is possible to stop the epidemics also in a scale-free network [35], [36] and [37]. However, this effect comes at the price of large cost, so we developed techniques for automatically detecting the infection threshold, so to apply the minimum effort needed to stop the epidemics. We want to show here that it is possible to have a system able to automatically trigger the needed level of alarm in order to stop the propagation of an attack (epidemics).

We use a SIS (susceptible-infected-susceptible) model of infection [42], on a square lattice. The state of each cell \( s_{ij} \) can be either 0 (healthy) or 1 (infected). Infected sites recovery
in one step, but may infect neighbouring sites with probability \( \tau \). The infection can come independently from any infected neighbours (site percolation), so that the probability \( p(n) \) of being infected if one is surrounded by \( n \) infected neighbours is

\[
p(n) = 1 - (1 - \tau)^n.
\]

We consider the case of nearest and next-to-nearest connections, so that a cell is connected to 8 neighbours. In this case the critical infection probability is \( \tau_c \approx 0.136 \).

The local risk perception is implemented by replacing the bare infection probability \( \tau \) with

\[
\tau \exp(-Jn).
\]

By increasing \( J \), one can stop the infection even for \( \tau > \tau_c \). For instance, setting \( \tau = 0.5 \), it is still possible to stop the epidemics by setting \( J = 1.05 \), as shown in Fig. 2. In [35], [36] and [37] we illustrated how these epidemic thresholds can be obtained in a self-consistent way. This procedure can indeed lower the cost of recovering from the infection: when there is no infection, \( n = 0 \) and therefore the cost, which is proportional to \( 1 - \tau \), is lower than \( 1 - \tau_c \). However, we face a relevant problem: the number of infected neighbours is actually not observable... unless one asks them against the central server, which is exactly what one wants to avoid. We can however use a global quantity: since the central server has the measure of the level of the infection for the entire network, from the number of tainted messages received by the checking mechanism, it can issue an adequate alarm level.

Let us thus modify the model so that the modulation of the infection probability is

\[
\tau \exp(-Jn - WN),
\]

where \( N \) is the total number of infected cells (\( J \) and \( W \) can be rescaled with the total neighbourhood and lattice size, if needed). We can set provisionally \( J = 0 \) and examine the role of \( W \). We fix \( \tau = 0.5 \). Although the factor \( W \) is well able to control a massive outbreak, it appears to be quite ineffective for effectively stopping the epidemics. Specifically, if we start from a certain percentage of infected nodes, their number immediately falls to a small number, but then this factor becomes negligible and the infection recovers, as shown in Fig. 3. In order to investigate this problem, let us start the simulation with just one infected cell, in order to reproduce an infection episode. In principle, since in the case of a single infected cell, the effective infection probability is \( \tau \exp(-W) \), it should be sufficient to equate it to \( \tau_c \), getting \( W_c = \ln(\tau/\tau_c) \approx 1.3 \) for \( \tau = 0.5 \), but in practice this is not sufficient, since in many cases the number of infected cells grows, and therefore they settle to an asymptotically small, but non-zero, number. In practice, \( W \) has to be at least 0.2 in order to stop the epidemics.

A solution is that of inserting a memory effect. We replace \( W \) by a quantity \( \Omega \), that evolves in time as

\[
\Omega(t + 1) = (1 - \mu)\Omega(t) + \mu W(t),
\]

where \( \mu \) is related to the memory characteristic time (if \( W = 0 \) \( \Omega \) vanishes as \( \Omega(t) = \Omega_0(1 - \mu)^t \approx \Omega_0 \exp(-\mu t) \)).

As shown in Fig. 4 one can see that with the memory effect, the risk perception persists long enough to stop the infection with quite smaller values of the risk perception factor \( W \), although the price to pay is the large outbreak at beginning. For small values of \( W \) one can see several small outbreaks (Fig. 4-b) before eradication. Thus, the level of functionality (cyber resilience) can be considered as the opposite of the number of infected nodes (damage). In Fig. 4 is then represented the typical case where, due to the memory effect, an initial large outbreak is automatically recovered. Clearly, the model can be quite improved, looking for the optimal combination of global and local alarm levels and memory options, optimization that depends on the network structure.

VI. CONCLUSIONS

IoT networks are vulnerable to cyber attacks including denial-of-service (DoS) and jamming attacks. These adversarial behaviors disrupt communications between devices, which leads to link removals in the IoT network. Therefore, to maintain the functionality of IoT networks, they need to be made resilient to malicious attacks. The results of our simulations allow us to examine and quantify the impact of increased fear as well as communication restrictions on malware outbreaks from risk and resilience perspectives. We quantify risk as the total number of impacted devices during the outbreak. There is a balancing aspect to be considered
in risk and resilience evaluation because information to raise fear/awareness has the potential to reduce both the number of infected cases as well as functionality and therefore overall resilience of the IoT network. The severity of communication restrictions required to achieve a real risk reduction is not justified unless the risk of a malware spread is particularly high. While risk management is crucial to epidemic control what is not accounted for, generally, is that the restrictions imposed by risk reduction can be detrimental to the normal IoT functioning and create new risks themselves. Disconnecting the region compromises connectivity; mobility of resources to the affected area is of critical value for the immediate local control of the outbreaks and for preventing its further spread. Cyber resilience as a concept can help us balance risk reduction with the critical functions of a system that allow it to plan for adverse events, absorb stress, recover and predict and prepare for future stressors in order to adapt to their potential threats. Any decision-making process for epidemic containment should take into account complex cost and benefit implications. We think that the above concepts, can represent a new perspective in IoT cyber security management in the context of increasing complexity and limited resources.
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