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Abstract
Reinforcement learning based on the deep neural network has attracted much attention and has been widely used in real-world applications. However, the black-box property limits its usage from applying in high-stake areas, such as manufacture and healthcare. To deal with this problem, some researchers resort to the interpretable control policy generation algorithm. The basic idea is to use an interpretable model, such as tree-based genetic programming, to extract policy from other black box modes, such as neural networks. Following this idea, in this paper, we try yet another form of the genetic programming technique, evolutionary feature synthesis, to extract control policy from the neural network. We also propose an evolutionary method to optimize the operator set of the control policy for each specific problem automatically. Moreover, a policy simplification strategy is also introduced. We conduct experiments on four reinforcement learning environments. The experiment results reveal that evolutionary feature synthesis can achieve better performance than tree-based genetic programming to extract policy from the neural network with comparable interpretability.
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Introduction
Reinforcement learning [31] has shown its extraordinary performance in computer games [22] and other real-world applications [29]. The neural network is widely used as a dominant model to solve reinforcement learning problems. Generally, we call these methods deep reinforcement learning algorithms, since these algorithms use a deep neural network as the value function approximator or the policy function approximator. Deep q-learning (DQN) [22], double DQN [9], dueling DQN (DDQN) [36] are prestigious algorithms that train a deep neural network for reinforcement learning problems. However, the black-box property of the deep neural network prevents DNN to be directly used in the high-stake scenarios [33]. Therefore, building an interpretable model is essential, and even more priority than interpreting the black-box model in the current machine learning field [27].

There are a variety of ways to build interpretable models [15,34]. Among them, the genetic programming (GP), which builds a symbolic expression as an explainable model through the genetic algorithm, is a promising one. Recently, GP has been applied to reinforcement learning. The idea is to evolve an explainable model to extract the policy from the deep neural network. In [11], an explainable reinforcement learning policy model is built by using the tree-based genetic programming (GP) [24] algorithm. However, it is argued in [11] that it is hard for GP to mimic the behavior of the deep neural network. Therefore, in that paper, DNN is used as a surrogate model, and then GP is used to evolving strategy on that model. This method is far from meeting the requirements of what we desired, deriving a policy from a pre-trained neural network model built by the cutting-edge algorithms such as DQN [22] or Actor-Critic [21] algorithms.

In this paper, we propose a method to extract policy from the pre-trained deep neural network based on the evolution feature synthesis (EFS) algorithm [3]. Our method first generates a behavior sequence by running the neural network in the real environment and then evolve a set of regressors to mimic that behavior sequence as similar as possible. We improve the performance using an evolutionary method to automatically select operators from a large...
set of predefined operators without domain experts involved. Moreover, we introduce a policy simplification approach to balance the tradeoff between interpretability and performance. We conduct comparative experiments on the CartPole [31], the Acrobot [30], the MountainCar [23], and the Industrial Benchmark [10] environments. All these experimental results prove that the policy extracted by EFS outperforms the policy extracted by GP with similar interpretability. Furthermore, the operator optimization strategy has significantly improved final rewards and eventually makes EFS surpass the neural network and common interpretable machine learning algorithms in all environments.

The main contributions of our work are summarized as follows:

- We derive the latent policy from the pre-trained deep neural network by EFS. Our experimental results demonstrate that EFS can achieve comparable performance to the deep neural network.
- We design an operator optimization strategy based on the evolutionary algorithm. This strategy can automatically select appropriate operators from a large set of predefined operators without additional domain knowledge.
- We propose a progressive simplification method to construct a series of control policies based on the best EFS policy model to balance the tradeoff between the model complexity and performance.
- We evaluate our algorithm on the CartPole, the Acrobot, the MountainCar, and the Industrial Benchmark problems. The experimental results are compared with the results of GP, DNN, Linear regression, Decision tree, K-Nearest neighbors (KNN). The experimental results show that our algorithm achieves better performance than GP, DNN, and common interpretable machine learning algorithms with comparable interpretability.

The rest of this paper is organized as follows: the next section introduces the related works of reinforcement learning based on genetic programming algorithms. The following section gives a brief introduction to EFS. The next section presents the details of the EFS-based policy derivation algorithm. The following section presents experimental settings and experimental results of the proposed algorithm. Finally, we conclude this paper with some future works in the last section.

**Related work**

Reinforcement learning by genetic programming can retrospect to [17], which uses GP to solve the broom balancing problem. Followed by [28], an equation is generated by GP to solve the movable inverted pendulum problem. Subsequently, genetic network programming (GNP) [14] is proposed to surpass GP on the food-collecting problem [12]. Soon after, the performance of GNP is enhanced by Q-Learning [20] and by utilizing the information obtained during tasks [19].

Recently, the value function approximation by GP becomes a hot spot in the evolutionary reinforcement learning domain. Reference [25] introduced a method to get a near-optimal value function on an illustrative Markov decision process (MDP) environment. Lately, [18] proposed an approach to calculate the symbolic value function in a policy iteration way. GP based value function approximation approach has been proven that it can obtain an accurate value function even for a small batch of data [6,7].

The incorporation of the model-based reinforcement learning and the symbolic regression algorithm has been studied in [11]. Reference [11] introduced a method of evolving interpretable policies based on GP. A neural network that builds based on trajectory data is used as a world model to evaluate the fitness value of generated symbolic policies.

In addition to leverage genetic programming to generate interpretable policies, the influence of the smooth property of symbolic approximation function in reinforcement learning has also been studied. References [1] and [2] proposed a symbolic regression method to obtain a smooth v-function from the original value function, and experiment results reveal that policy derived from the smooth value function performs much better than the policy derived from the original value function.

However, to the best of our knowledge, up to now, GP is hard to derive policy from the deep neural network agent [11]. EFS is the first model that exhibits that the genetic programming algorithm can derive policy directly from DNN to achieve comparable performance with stronger interpretability.

**Evolutionary feature synthesis**

EFS [3] is a novel genetic programming algorithm, which evolves non-linear features to compose a linear model iteratively. The search space of EFS is all possible non-linear features which are composed of variables and operators in a predefined set. The goal of the evolution process is to find a set of non-linear features, which constitute a linear model that can perform well on a specific problem. After a feature initialization stage, the evolution process of EFS comprises three stages, i.e., the feature composition stage, the feature importance evaluation stage, and the feature selection stage.

First, in the initialization stage, each original variable $x$ in the training data $X$ is added to the feature set $U$. From the perspective the evolutionary computation, the feature set $U$ is also called as a population of features. The original variables
are marked by a distinctive mark so that they will not be removed from the population in the following process.

In the feature composition stage, an operator \( o \) is randomly selected from the operator set \( O \). If \( o \) is a unary operator, such as log or square, then one feature \( u \) is selected from the population \( U \) and then the operator \( o \) is used to compose a new feature \( o(u) \). If \( o \) is a binary operator, such as + or \( * \), then two features \( u_1, u_2 \) are selected from the population \( U \), and then the operator \( o \) is used to compose a new feature \( o(u_1, u_2) \). Suppose the population size is \( |P| \), then \( |P| - |X| \) features should be generated in this stage because original variables remain unchanged.

In the stage of the feature importance evaluation, the importance of each feature is calculated by a score function \( g \). A typical score function is the \( f \)-regression function

\[
\text{correlation} (x) = \frac{(x - \bar{x}) \ast (y - \bar{y})}{\sigma_x \ast \sigma_y} \quad (1)
\]

\[
g(x) = \frac{\text{correlation}(x)^2 \ast (|Y| - 2)}{1 - \text{correlation}(x)^2} \quad (2)
\]

where \( \bar{x} \) represents the mean value of feature values \( x \), \( \bar{y} \) represents the mean value of target values \( y \). \( \sigma_x \) represents the variance of \( x \), and \( \sigma_y \) represents the variance of \( y \). \( |Y| \) represents the count of data items.

In the stage of feature selection, features are ranked by the importance value. Then the top \( |P| \) features are selected as the basis of the linear model, and other features are discarded.

Finally, in the stage of model construction, a linear model is composed of multiple non-linear features \( P \). The parameters of the linear model are determined by the least square method. The overall process is presented in Fig. 1 and Algorithm 1. More details about Algorithm 1 are referred to [3].

### EFS-based policy derivation

In this section, we propose a new policy derivation method based on EFS, extracting the well-performed policy from the deep neural network by evolutionarily constructing a linear model with non-linear features. Formally, there are two essential components of our EFS based reinforcement learning algorithm.

- Deep neural network: DNN is used to approximate the optimal value function [22] or the policy function [32] of an environment. Through DNN, we can generate behavior sequences \( S \), which comprise states \( s \) and actions \( a \) by simulating in the real environment. Then, EFS can utilize these behavior sequences \( (s, a) \in S \) to generate an interpretable policy model.
- EFS model set: EFS model set is composed of several EFS models \( m \in M \). Each EFS model is to mimic a part of the behavior sequences \( S \) to decide which action \( a \) should be chosen at a specific state \( s \). The size of the model set \( |M| \) is equal to the size of the action space \( |A| \). The details of the training and the prediction process are described in the following section.

The policy derivation process is composed of five sub-processes.

- Data preparation: In the data preparation process, we use a pre-trained neural network to generate optimal decision schemes in the reinforcement learning environment under different circumstances.
- Operator optimization: Operator optimization is an optional process, which pre-select an optimal subset of operators by the genetic algorithm based on small-scale experiments.
- EFS evolution: In the EFS evolution process, we evolve a set of EFS regressors based on the training data obtained in the preparation stage.

---

**Algorithm 1** Evolutionary features synthesis

1: \( P \leftarrow X \) \quad \triangleright \text{Feature initialization}
2: \( i \leftarrow 0 \)
3: while \( i < N \) do
4: \( j \leftarrow \) population size \(-|X| \) \quad \triangleright \text{Counter}
5: \( P' \leftarrow P \) \quad \triangleright \text{Old features inheritance}
6: while \( j > 0 \) do
7: \( o \leftarrow \) random choice from \( O \)
8: if \( o \) is unary operator then
9: \( a \leftarrow \) random choice from \( P \)
10: \( \text{new feature} \leftarrow o(a) \)
11: else if \( o \) is binary operator then
12: \( a, b \leftarrow \) random choice from \( P \)
13: \( \text{new feature} \leftarrow o(a, b) \)
14: end if
15: \( P' \leftarrow P' \cup \{\text{new feature}\} \)
16: \( j \leftarrow j - 1 \)
17: end while
18: \( P \leftarrow X \) \quad \triangleright \text{Population resetting}
19: while \( |P'| < \text{population size} \) do
20: \( x \leftarrow \arg \max \ g(x) \quad \triangleright \text{Feature selection} \)
21: \( x \in (P' \backslash P) \)
22: \( P \leftarrow P \cup \{x\} \)
23: end while
24: \( i \leftarrow i + 1 \)
25: end while

---
EFS ensembling: After getting a set of regressors, we aggregate these regressors as a single model based on a simple decision function.

Policy simplification: Policy simplification is also an optional operation, which can balance the trade-off between complexity and accuracy.

In the following sections, we first present the essential process of our algorithm, and then we introduce two optional strategies to achieve a better result. The workflow of our algorithm is presented in Fig. 2 and Algorithm 2.

### Data preparation

In the behavior sequences preparation stage, the most convenient way is to leverage the pre-trained neural network model to generate behavior sequences in the real environment. First, it is necessary to emphasize that all of environments following the Markov property, i.e. $s, r \leftarrow \text{environment}(s, a)$.

Then, we can use the neural network to generate an action $a$ at each state $s$:

$$a \leftarrow \arg \max_a DNN(s, a)$$  \hspace{1cm} (3)

where DNN represents the neural network. In Q-Learning, $DNN(s, a)$ generates a vector that represents the estimated reward when performing different actions $a$ at the current state $s$. The action corresponding to the best estimate reward is selected as the real action. Each state-action pair is stored in the behavior sequences $S$, and the behavior sequences generation should be continuously executed until the predefined $e$ episode number is met. Figure 3 presents a schematic of the data preparation process based on the neural network. In Algorithm 2, lines 1–12 presents the details of the data preparation process.

### EFS evolution

In the EFS evolution process, the target is to evolve a set of regressors $M$ to mimic the behavior sequences as well as possible. In other words, the evolution target is to minimize the loss value of each EFS regressor $f_a \in M$ on the behavior sequences:

$$\text{Loss}(m) = \sum_{i=1}^{\mid S \mid} (I_a(s_i) - f_a(s_i))^2,$$  \hspace{1cm} (4)

where $f_a(s_i)$ is the predicted value of the EFS regressor $f_a$. $I_a(s_i)$ is an indicator function which indicates whether the action $a$ has been chosen by the neural network under state $s_i$, similar to the one-hot encoding scheme.

$$I_a(s_i) = \begin{cases} 0 & a \neq a_i \\ 1 & a = a_i \end{cases}$$  \hspace{1cm} (5)
The evolution process of each EFS regressor in the regressor set is the same as previously mentioned in “Evolutionary feature synthesis” section, consisting of three major steps: feature generation, feature evaluation, feature selection.

- Feature generation: New features are generated by randomly composing old features and new operators in this stage.
- Feature evaluation: The importance of each feature is calculated by the f-regression or the mutual information algorithm in this stage.
- Feature selection: Features are ranked according to the feature importance after the feature evaluation process. Top-ranked features are selected to construct a new linear model. Model parameters are fitted by the least square method.

Figure 4 depicts the feature selection process based on the p value.

**EFS ensembling**

In a real environment, for a specific state \( s \), action \( a \) should be generated by the policy model. For EFS, the action chosen by EFS is corresponding to the action label of the regressor, which has the most significant predicted value. Formally, action \( a \) is defined by the following formula.

\[
    a = \arg \max_a f_a(s)
\]  

(6)

The action generation process is presented in the Fig. 5. Due to the action A has the largest predicted value, the action A is chosen as the real action at the current state.

**Operator optimization**

Domain knowledge is useful in the reinforcement learning domain. Some specific control operators may be more expressive than other operators in a specific problem. Therefore, incorporating domain knowledge to select operators can dramatically reduce the search space and consequently obtain much better results.

However, operator selection based on the domain knowledge is heavily dependent on the domain experts. In many cases, domain experts are lacked. Sometimes, even with domain experts exist, the well-performed operator may be counter-intuitive. Therefore, automatically selecting the best operators are preferred in the operator optimization process.

In this paper, we use a binary encoding based genetic algorithm to select the best operators for a specific problem. First, in the initialization stage, we predefine an operator set \( O \) contains all potential useful operators, such as \( O = \{ +, -, *, / \} \). Then, binary chromosomes \( P \) with the length of \( |O| \) each chromosome are created, and \( |O| \) is the number of operators in the operator set \( O \). Each chromosome \( p \in P \) represents an operator selection scheme \( O' \subseteq O \).

In the reproduction process, new chromosomes are generated by uniform random two-point crossover and one-point mutation [13]. In the evaluation process, for each operator selection scheme \( O' \), an EFS with less training iterations and evaluating episodes is used here to assessing the performance of the operator subset. In our experiments, we use two-fifths of the normal training iterations and one-fifth of the normal evaluating episodes as parameters. After that, the fitness \( T_{O'} \) is determined by the score of the final regressor on the specific environment. In the selection process, chromosomes are selected by the tournament selection algorithm [13]. The overall process is repeated until \( N \) iterations have reached. Algorithm 3 presents the whole process of the operator optimization algorithm.

**Policy simplification**

In the interpretable machine learning domain, multiobjective models are preferred by practitioners to achieve the balance between the tradeoff of complexity and performance. Due to the unique nature of the EFS algorithm, with the policy simplification method, a series of models with different complexity and performance can be obtained from the best policy model trivially.
Algorithm 3 Operator optimization

1: \( P \leftarrow \) population initialization \\
2: \( i \leftarrow 0 \) \\
3: while \( i < N \) do \( \triangleright \) Evolution \\
4: \( P \leftarrow \) mutation-crossover(\( P \)) \\
5: for \( p \) in \( P \) do \\
6: \( O' \leftarrow \) chromosome decode(\( p \)) \\
7: \( T_p \leftarrow \) evaluation(\( O' \)) \( \triangleright \) Operators evaluation \\
8: end for \\
9: \( P \leftarrow \) tournament-selection(\( P, T \)) \\
10: \( i \leftarrow i + 1 \) \\
11: end while

Suppose that the number of features \( |F| \) is the complexity indicator of the model. The ultimate goal of the policy simplification is to derive a series of policy models with a different number of features and reasonable rewards. Therefore, for the best model evolved by the aforementioned algorithm, we can rank the importance of those features in that model by the p-value. Then progressively integrating those features to compose a new feature set \( F' \subset F \) by the rank value. Finally, a series of feature sets compose a series of linear models \( R \). It should be noted that for each model \( f \), the model parameters are determined by the training data \( D \) through the least square method. Formally, the whole process of policy simplification is presented in Algorithm 4.

Algorithm 4 Policy simplification

1: \( F \leftarrow \) sort by p-value (\( F \)) \\
2: \( R \leftarrow \{\} \) \( \triangleright \) Regressor set \\
3: \( i \leftarrow 0 \) \\
4: while \( i < |F| \) do \( \triangleright \) Get the top \( i \) features \\
5: \( F' \leftarrow F[:i] \) \\
6: \( f \leftarrow \) build model(\( F' \)) \\
7: \( f \leftarrow \) model fitting(\( f, D \)) \\
8: \( R \leftarrow R \cup \{f\} \) \\
9: \( i \leftarrow i + 1 \) \\
10: end while

Experiment

Experiment settings

- Baseline method: GP, Neural network, and common interpretable machine learning algorithms are used as baseline methods. The GP method derives the policy form the neural network by using the tree-based genetic programming algorithm [17]. The neural network is used as the baseline method because the derived policy can even surpass the original neural network in the following experiments. For the interpretable machine learning algorithms, we use linear regression, decision tree, and K-nearest neighbor algorithms in the following experiments. In the machine learning community, these algorithms are widely considered as the high interpretable models [5].
- Benchmark datasets: We compare various methods on the CartPole environment, the Acrobat environment, the MountainCar environment, and the Industrial Benchmark environment.
- Evaluation metrics: Mean square error (MSE) and real environment reward are used to assess the performance of different algorithms. The mean square error is defined as

\[
\text{MSE}(f) = \frac{\sum_{s \in A} (f_d(s) - y)^2}{|S||A|},
\]

where \(|S|\) represents the size of training data, \( x \) represents the state data \( s \in S \), \( y \) represents \( I_p(s) \). The real environment reward is defined by the specific problem.
- Complexity metrics: Tree height and weighted number of leaf nodes are used as complexity metrics to appraise the interpretability of GP and EFS. Similar to the previous study [35], we prefer a flatter tree with fewer layers than a deeper tree. Therefore, the weighted number of leaf nodes is calculated as \( \sum_{l \in L} \text{depth}(l) \), where \( \text{depth}(l) \) represents the depth of the leaf node \( l \). Due to each model is composed of several regressors, we sum up the tree height and weighted number of leaf nodes as the complexity value of a specific model.

Experiment environment

CartPole

In the cart-pole problem [31], an un-actuated pole is connected to a car among a frictionless track. The goal is to prevent the pole fall over from the cart. In each step, two actions \{left, right\} can be chosen to apply a force from the left of the cart or from the right of the cart. The reward \( r(s) \) is 1 at each step until the game over. In our experiment, 1001 trials are selected as the upper limit trials because some interesting phenomenons will emerge when longer trials are used.

Acrobot

In the acrobot problem [30], two links are connected by a joint. The target of this problem is to swing the end of the lower link to reach a specific height. In each step, three actions \{left, neutral, right\} can be chosen to apply a force to the joint. The reward \( r(s) \) is \(-1\) at each step until the joint reaches target height.
Table 1  Experiment parameters of evolution algorithms

| Parameter                  | GP  | EFS |
|----------------------------|-----|-----|
| Number of experiments      | 15  | 15  |
| Iteration of evolution     | 50  | 50  |
| Operator optimization      | True| True|
| Game episodes              | 100 | 100 |
| Feature number             | –   | 10  |
| Feature size               | –   | 8   |
| Max height                 | 25  | –   |

MountainCar

In the mountain car problem [23], an underpowered vehicle is situated in a valley at the position $p_0 = (-0.6, -0.4)$ with speed $v_0 = 0$. The destination is located at $p_d = 0.5$, and the target of the problem is to reach the target location with the lowest cost. In each step, three actions (left, neutral, right) can be chosen to execute, and the reward $r(s)$ at state $s$ is $-1$ until it reaches the target location.

$$r(s) = \begin{cases} 
-1 & s < 0.5 \\
0 & s \geq 0.5 
\end{cases} \quad (8)$$

Industrial benchmark

In the Industrial Benchmark problem [10], we control a simulation environment through 27 kinds of operations. The target of this problem is to minimize the cost, which is defined as three times the fatigue $f$, plus the consumption $c$, i.e., cost = $3 \times f + c$. Each episode is composed of 1000 steps, the final reward is calculated as the sum of costs in the episode. The details of the simulation environment are presented in [10].

Parameter settings

Due to the randomness of the evolutionary algorithm, experiments of GP and EFS are independently repeated 30 times, and at each time, the final model plays 100 episodes of games consecutively. For GP and EFS, 50 iterations of evolution are performed. The max height of GP is limited as 25. The number of constructed features of EFS is restricted as 10, and the max size of each feature is set as 8. The f-regression is used as the feature importance evaluation approach. The details of the experiment parameters are presented in Table 1.

We try to cover a broad range of arithmetic operators to describe the control policy in the experiment. operator $\in \{+,-,*,/,-,\text{negative},\%,\text{min},\text{max},\text{logistic}(x),\text{ln}(x),\text{log}_2(x),\text{log}_{10}(x),x^2,\sqrt{x},x^{1/3},\sin(x),\cos(x),|x|\}$ operation optimization has been performed. For the cart-pole problem, the selected operators are $\{+,-,*,/,-,\text{negative},\%,\text{logistic}(x),\text{ln}(x),\text{log}_2(x),\text{log}_{10}(x),x^2\}$. For the mountain car problem, the selected operators are $\{+,-,*,/,-,\text{negative},\%,\text{logistic}(x),\text{ln}(x),\text{log}_2(x),\sqrt{|x|},\sin(x)\}$. For the acrobot problem, the selected operators are $\{+,-,*,/,-,\text{negative},\%,\text{logistic}(x),x^2,\sin(x),|x|\}$. In the experiment, the standard logistic function is used as the logistic function, which is defined below.

$$\text{logistic}(x) = \frac{1}{1+e^{-x}} \quad (9)$$

Due to some operators have restrictions on the input values, we take some protective measures to avoid accident results. For logarithmic operators, we wrap these operators by the following function.

$$\text{log}(x) \left\{ \begin{array}{ll} 0 & x < 10^{-6} \\ \text{log}(|x|) & x \geq 10^{-6} \end{array} \right. \quad (10)$$

For the division operator, we avoid division by zero excepting by using the following function. The modulo operator is also wrapping by a similar function.

$$\text{division}(x, y) \left\{ \begin{array}{ll} \text{division}(x, 1) & x < 10^{-6} \\ \text{division}(x, y) & x \geq 10^{-6} \end{array} \right. \quad (11)$$

The neural networks are pre-trained by Q-learning [22] and policy gradient [32]. For the mountain car and the cart-pole problem, a network with two fully connected hidden layers with 256 neurons is used. For the acrobot problem, a network with one hidden layer with 32 neurons is used. For the industrial benchmark problem, we use 5 hidden layers with 64 neurons, followed by a layer with 32 neurons. For all problems, the rectified linear unit (ReLU) [8] is used as the activation function, and Adam optimizer is used as the learning rate optimizer [16]. For the mountain car problem and the cart-pole problem, the neural network trained until the target reward has reached with 100 consecutive trials. For the acrobot problem and the industrial benchmark problem, the neural network trained until the maximum iteration number is reached. The detailed parameters are presented in Table 2.

For common interpretable machine learning algorithms, we use the default parameters implemented in the Scikit-learn package [26]. The default parameters do not restrict the height of the decision tree, and the nearest neighbors of the K-nearest neighbor algorithm is set as five.

Experimental result

Figure 6 presents the training error of four problems. The experimental results show that the training error of EFS is
Table 2  Experiment parameters of neural networks

| Algorithm       | Cartpole | MountainCar | Acrobot | IndustrialBenchmark |
|-----------------|----------|-------------|---------|---------------------|
| Hidden layer    | (256, 256) | (256, 256) | (32)    | (64, 64, 64, 64, 32) |
| Learning rate   | 0.0001   | 0.0001      | 0.001   | 0.0003              |
| Decay factor    | 0.99     | 0.99        | 1       | 0.99                |
| Batch size      | 64       | 64          | 64      | –                   |
| Target reward   | ≥ 195    | ≥ –110      | –       | –                   |
| Maximum iteration | 2000    | 2000        | 5000    | 50000               |

Table 3  Rewards of different algorithms of four problems

| Algorithm   | Cartpole | Acrobot | MountainCar | IndustrialBenchmark |
|-------------|----------|---------|-------------|---------------------|
| EFS         | 982.642  | – 81.572 | – 105.054   | – 1994.72           |
| GP          | 376.405 (–) | – 525.27 (–) | – 143.467 (–) | – 2175.653 (–) |
| LinearRegression | 844.786 (–) | – 784.058 (–) | – 188.665 (–) | – 2097.91 (–) |
| DecisionTree | 238.14 (–) | – 87.955 (–) | – 106.909 (–) | – 2107.087 (–) |
| KNN         | 286.465 (–) | – 89.584 (–) | – 107.191 (–) | – 2107.951 (–) |
| NeuralNetwork | 303.455 (–) | – 88.81 (–) | – 106.606 (–) | – 2103.837 (–) |

The bold values indicate the best ones

"–" in parenthesis indicates the reward is smaller than that obtained by EFS at 95% significance level by a wilcoxon rank sum test

Table 4  Rewards of different operator optimization strategies of four problems

| Optimization | Cartpole | Acrobot | MountainCar | IndustrialBenchmark |
|--------------|----------|---------|-------------|---------------------|
| With optimization | 982.642 | – 81.572 | – 105.054 | – 1994.718 |
| Without optimization | 268.772 (–) | – 861.282 (–) | – 117.352 (–) | – 2030.8 (–) |

The bold values indicate the best ones

"–" in parenthesis indicates the reward is smaller than that obtained by optimized EFS at 95% significance level by a wilcoxon rank sum test

Fig. 6  Training error of each algorithm on four problems

Fig. 7  Real environment reward of each algorithm on four problems
Fig. 8 Training error of each operator optimization strategy on four problems

Fig. 9 Real environment reward of each operator optimization strategy on four problems

Fig. 10 Real environment rewards of simplified EFS models on four problems

Table 5 Rewards of simplified efs models of four problems

| Complexity | Cartpole | Acrobot | MountainCar | IndustrialBenchmark |
|------------|----------|---------|-------------|---------------------|
| 0          | 838.6883 | −770.961 | −195.407    | −2094.63            |
| 1          | 832.0437 | −775.208 | −119.027    | −2115.07            |
| 2          | 610.118  | −1000.14 | −119.007    | −2231.56            |
| 3          | 609.8793 | −992.318 | −118.175    | −2208.93            |
| 4          | 614.0813 | −84.2313 | −107.378    | −2106.96            |
| 5          | 507.805  | −80.7847 | −104.921    | −2192.19            |
| 6          | 500.565  | −81.0843 | −108.012    | −2032.13            |
| 7          | 508.3603 | −81.0843 | −116.686    | −2227.26            |
| 8          | 939.5413 | −81.0843 | −108.468    | −2178.19            |
| 9          | 931.3643 | −80.3657 | −108.012    | −2032.13            |
| 10         | 981.6653 | −81.0843 | −104.921    | −1992.19            |

The bold values indicate the best ones

Table 6 Depth of different algorithms of four problems

| Algorithm | Cartpole | Acrobot | MountainCar | IndustrialBenchmark |
|-----------|----------|---------|-------------|---------------------|
| EFS       | 8        | 14.5    | 23          | 25                  |
| GP        | 18.767 (+)| 16.167 (~)| 34.9 (+)   | 48.533 (+)          |

The bold values indicate the best ones

"+" or "~" in parenthesis indicates the result is greater than or similar with that obtained by EFS at 95% significance level by a wilcoxon rank sum test
similar to GP. However, the real environment rewards of four problems presented in Fig. 7 show that EFS outperforms GP significantly. It should be noted that the performance of EFS exceeds our expectations, which outperforms the neural network on all problems, this may be caused by that operator selection has selected proper operators to describe the control policy of these problems. The numerical results of different algorithms are presented in Table 3.

From the numerical results, we find that EFS is not only superior to genetic programming but also surpass traditional interpretable machine learning models. For the simplest model, linear regression, we find that it is hard to mimic the behavior of the deep neural network and performs poorly on the Acrobot and MountainCar problem. However, the linear regression model performs well on the Cartpole problem. The reason behind this phenomenon is that the low complexity of the linear model may lead it more robust in the real environment. For the decision tree and the KNN, we find that the performances of the two algorithms are very similar to each other. These two models are accurately memoried the behavior of the neural network. However, they are confined by the performance of the neural network. In contrast to these algorithms, EFS significantly outperforms these algorithms by using expressive features.

**Result of policy simplification**

The results of policy simplification are depicted in Fig. 10, and the numerical results are presented in Table 5. The complexity represents the number of evolved features in the linear model, and complexity with 0 means that only original features are contained in the model. Four problems exhibit different characteristics. For the cartpole and the industrial benchmark problem, lower complexity models attain much reward than midsize models. For the mountain car problem, the original linear model (complexity 0) needs a mean cost of 195 to solve this task. However, adding only one evolved feature, then the model can achieve a reasonable result with an average reward of −119. The acrobot problem behaves similar to the mountain car problem, a linear model with at least four evolved features can achieve a reasonable result.

**Influence of operator optimization**

Figure 8 presents the training error of four problems with different operator optimization strategies. Figure 9 presents the real environment rewards of four problems with different operator optimization strategies. From these results, we find that even though the operator optimization reduce the fitting accuracy, especially on the CartPole problem. The final rewards of the policy composed by optimized operators outperform rewards of the policy without optimized operators. The discrepancy between the fitting accuracy and final rewards shows the importance of suitable operators for different problems. In some cases, even if some inappropriate operators achieve good accuracy in the training process, it may not generalize well. The reason might be that it does not capture the true pattern of the control rules. The numerical results of two different strategies are presented in Table 4.

**Structural complexity analysis**

Tables 6 and 7 presents the depth and weighted number of leaf nodes of different algorithms. It is necessary to emphasize that the complexity of a specific model is the sum of the complexity of regressors in the model. Table 6 suggests that policy derived by EFS is significantly shallower than GP in the Cartpole, Acrobot, and IndustrialBenchmark environments. Table 7 reveals that the weighted number of leaf nodes of EFS is significantly lesser than GP in the Cartpole environment and similar to GP in other environments. From these results, we can conclude that the explainability of EFS is comparable to GP.
Time complexity analysis

Table 8 presents the training time of different algorithms of four problems. Experimental results show that EFS requires more time than GP on all problems. The time used by EFS is 2.68-15.87 times of the running time used by GP. In the future, the more efficient feature importance evaluation method is worth to be explored to achieve better performance.

Explainable result

We obtain a controller from the experiment mentioned above. For brevity, the value is rounded to three decimal places. The control function is described below.

\[
f(x) = -1.613 \times x_3 + 0.039 \times (x_1 \times x_3) - 0.044 \times x_1 + 0.086 \times (x_1 \times \log_{10}(x_0)) - 0.099 \times \log_{10}(x_1) - 0.457 \times x_2 - 0.02 \times \log_{10}(x_3) + 1.407 \\
\times (x_1 \times x_2) + 1.037 \times ((x_1 \times x_2) \times x_0) + 0.564 \times (x_1 \times x_2) - 0.309 \times \log_{10}(x_0) - 1.013 \times x_0 + 0.322
\]

\[X = [x_0, x_1, x_2, x_3]\] represents the state value, and the corresponding action \(a\) is determined by the result of \(f(X)\)

\[
a = \begin{cases} 
1 & f(X) \leq 0.5 \\
0 & f(X) > 0.5 
\end{cases}
\]

We convert this function into a Python code fragment and evaluate it on the cartpole environment implemented by OpenAI-Gym [4]. We conduct 100 consecutive experiments, and it achieves an average reward of 993. This experimental result is similar to the previous result, and the decimal round operation has not damaged the function performance.

Besides the controller example of the Cartpole problem, we also present an EFS controller for the industrial benchmark problem in Fig. 11, which obtains an average reward of −1981 in 100 consecutive trials. We only show five actions due to only those five actions are used by the trained neural network, and the training data generated by the neural network only contain those five actions. Therefore, the EFS controller will not try to use other actions.

Conclusion

In this paper, we propose a novel method to derive interpretable policy from the neural network by evolutionary feature synthesis (EFS). We first propose a framework derives interpretable policy from the behavior data of the neural network. Then an EA based operator optimization is designed to automatically select the best operators for a specific problem to reduce the search space and enhance the performance. A policy simplification algorithm is also proposed to balance the tradeoff between the performance and the interpretability. We study the performance of EFS based on four control problems. The experimental results show that the policy derived by EFS outperforms the policy derived by tree-
based genetic programming (GP) and common interpretable machine learning algorithms, with comparable interpretability to the genetic programming algorithm.

For future work, it is deserved to investigate the performance of policy derived by EFS on more complicated problems, such as computer games. It is also worth to explore that combining more sophisticated domain operators to achieve better performance.
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