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Abstract

We introduce a family of maps \( \{S_\eta\}_{\eta \in [1,2]} \) defined on \([-1,1]\) by \( S_\eta(x) = 2x - d\eta \), where \( d \in \{-1,0,1\} \). Each map \( S_\eta \) generates signed binary expansions, i.e., binary expansions with digits \(-1, 0 \) and \( 1 \). We study the frequency of the digit 0 in typical expansions as a function of the parameter \( \eta \). The transformations \( S_\eta \) have an ergodic invariant measure \( \mu_\eta \) that is absolutely continuous with respect to Lebesgue measure. The frequency of the digit 0 is related to the measure \( \mu_\eta([-1/2,1/2]) \) by the ergodic theorem. We show that the density of \( \mu_\eta \) is a step function except for a set of parameters of zero Lebesgue measure and full Hausdorff dimension and we give a full description of the maximal parameter intervals on which the density has the same number of steps. We give an explicit formula for the frequency of the digit 0 in typical signed binary expansions on each of these parameter intervals and show that this frequency depends continuously on the parameter \( \eta \). Moreover, it takes the value \( \frac{2}{3} \) only on the interval \([\frac{6}{5},\frac{3}{2}]\) and it is strictly less than \( \frac{2}{3} \) on the remainder of the parameter space.
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§1. Introduction

Binary expansions are used in a variety of applications. The amount of different representations that numbers have in base 2 depends on the choice of digit set. For example, every integer \( n \geq 1 \) has a unique expansion of the form

\[
n = \sum_{k=0}^{m} b_k 2^k, \quad b_k \in \{0, 1\} \quad \text{and} \quad b_m \neq 0,
\]
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but there are infinitely many ways to write \( n \) as a signed binary expansion of the form
\[
    n = \sum_{k=0}^{m} b_k 2^k, \quad b_k \in \{-1, 0, 1\} \text{ and } b_m \neq 0.
\]

This last property can be useful for technological applications, since it provides the freedom to choose an expansion from a collection of different representations of the same number. For example, from the perspective of public key cryptography using elliptic curves there is an interest in expansions of integers having the lowest number of non-zero digits (see for example [MO90, KT93, CMO98]). For digit set \( \{-1, 0, 1\} \) this is equivalent to having the lowest possible sum \( \sum_{k=0}^{m} |b_k| \) or lowest Hamming weight. Out of all possible expansions of the form (1) the minimal weight or separated sign binary expansion is the unique expansion satisfying \( b_kb_{k+1} = 0 \) for all \( 0 \leq k \leq m - 1 \).

In [DKL06] a dynamical viewpoint to study minimal weight binary expansions was proposed. Instead of considering the finite strings of digits from \( \{-1, 0, 1\} \) appearing in (1), the authors look at the subset \( \mathcal{K} \) of \( \{-1, 0, 1\}^\mathbb{N} \) of which the language is given by the minimal weight expansions of integers under the dynamics of the shift map \( \sigma \). They prove that the frequency of the digit 0 in a typical sequence from \( \mathcal{K} \) is \( \frac{2}{3} \).

The dynamical system \((\mathcal{K}, \sigma)\) is shown in [DKL06] to be conjugated to the action on the interval \([\frac{-2}{3}, \frac{2}{3}]\) of the map \( T \) given by \( T(x) = 2x - b(x) \), where \( b(x) = -1 \) if \( x \in \left[ -\frac{2}{3}, -\frac{1}{3} \right) \), \( b(x) = 0 \) if \( x \in \left[ -\frac{1}{3}, \frac{1}{3} \right) \) and \( b(x) = 1 \) if \( x \in \left( \frac{1}{3}, \frac{2}{3} \right] \). In this paper we extend the viewpoint from [DKL06] by introducing a one-parameter family of maps \( \{S_\eta; [-1, 1] \to [-1, 1]\}_{\eta \in [1, 2]} \) defined as follows. For each \( x \in [-1, 1] \) set the digit
\[
    d_1(x) = \begin{cases} 
    -1 & \text{if } x < -\frac{1}{2}, \\
    0 & \text{if } x \in \left[ -\frac{1}{2}, \frac{1}{2} \right], \\
    1 & \text{if } x > \frac{1}{2},
\end{cases}
\]
and define for each \( \eta \in [1, 2] \) the map
\[
    S_\eta(x) = 2x - d_1(x)\eta.
\]
We call the maps \( S_\eta \) symmetric doubling maps. Figure 1 shows the graph of \( S_\eta \) for various \( \eta \). The map \( T \) from [DKL06] is isomorphic to the map \( S_{\frac{2}{3}} \) after rescaling of the digits. Since we deal with a family of transformations instead of a single map we choose to rescale the digits rather than the domain of the maps, so that all transformations \( S_\eta \) are defined on the same interval.
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Figure 1. The symmetric doubling map for various values of $\eta$. The red dotted lines indicate the orbits of $1$ and $1-\eta$.

If we now set for each $n \geq 1$ and $x \in [-1, 1]$ the digit $d_{\eta,n}(x) = d_1(S^{n-1}_\eta(x))$, then we can write

$$S^n_\eta(x) = 2S^{n-1}_\eta(x) - d_{\eta,n}(x)\eta$$

and obtain a signed binary expansion of $x$ by

$$x = \sum_{n \geq 1} \frac{d_{\eta,n}(x)\eta}{2^n} = \eta \sum_{n \geq 1} \frac{d_{\eta,n}(x)}{2^n},$$

or equivalently by the sequence $(d_{\eta,n}(x))_{n \geq 1}$. The digit $0$ occurs in position $n$ precisely when $S^{n-1}_\eta(x) \in [-\frac{1}{2}, \frac{1}{2}]$. It follows easily from the literature (see for example [Kop90]) that each map $S_{\eta}$ with $\eta \neq 1$ has a unique ergodic invariant measure $\mu_\eta$ absolutely continuous with respect to Lebesgue measure. Then by Birkhoff’s ergodic theorem the frequency of the digit $0$ in almost all of the corresponding signed binary expansions equals the $\mu_\eta$-measure of the interval $[-\frac{1}{2}, \frac{1}{2}]$. The goal of this article is to find a good expression for the invariant probability density $f_\eta$ of $\mu_\eta$, so that we can calculate $\mu_\eta([-\frac{1}{2}, \frac{1}{2}])$ and study its dependence on $\eta$.

Results from [Kop90] imply that in general $f_\eta$ is an infinite sum of indicator functions, but that $f_\eta$ becomes a step function if the map $S_{\eta}$ exhibits the dynamical phenomenon of matching. Matching for interval maps has received quite a lot of
attention recently, especially in the case of continued fraction transformations; see [NN08, DKS09, CMPT10, CT12, KSS12, BCIT13, BSORG13, CT13, CM18, BCK17, BCMP19] for example. It is the property that for each critical point the orbits of the left and right limits meet after a finite number of iterations and that the derivatives of both orbits are also equal at that time. Due to symmetry and the constant slope, for our family of maps \( \{ S_\eta : [-1, 1] \to [-1, 1] \}_{\eta \in [1, 2]} \) we say that \( S_\eta \) has matching at time \( m \) if \( m \geq 1 \) is the minimal number of iterations, such that \( S_\eta^m(1) = S_\eta^{m+1}(1) = S_\eta(1 - \eta) \).

The exponent \( m \) is called the matching index of \( S_\eta \). In this article we give a complete description of the matching behaviour of the family \( \{ S_\eta : [-1, 1] \to [-1, 1] \}_{\eta \in [1, 2]} \), i.e., we prove the following.

**Theorem A.** Up to a set of zero Lebesgue measure and full Hausdorff dimension, the parameter space \([1, 2]\) is divided into intervals of parameters \( \eta \) on which the density of the absolutely continuous invariant measure \( \mu_\eta \) for \( S_\eta \) is a step function with the same number of jumps. Maximal intervals with this property are uniquely determined by the initial parts of the sequences \( (d_\eta,n(1))_{n \geq 1} \) for \( \eta \) in the interval.

The maximal intervals from Theorem A are called matching intervals. If the matching index on a matching interval is \( m \), then for any \( \eta, \eta' \) in it we have \( d_\eta,n(1) = d_\eta',n(1) \) for all \( 1 \leq n \leq m \). By close investigation of the density function of the measure \( \mu_\eta \), we get the following result.

**Theorem B.** The map \( \eta \mapsto \mu_\eta([-\frac{1}{2}, \frac{1}{2}]) \) is continuous on \([1, 2]\) and monotone on each matching interval. More precisely, if \( J \subseteq [1, 2] \) is a matching interval on which the matching index is \( m \), then for all \( \eta \in J \),

\[
\mu_\eta\left([-\frac{1}{2}, \frac{1}{2}]\right) = \frac{2^{m-1}}{2^m - 1} \left(\frac{c}{\eta} + K\right),
\]

where \( c \) and \( K \) are explicitly given constants depending only on \( d_\eta,n(1), 1 \leq n \leq m - 1 \).

On the maximal value of \( \mu_\eta([-\frac{1}{2}, \frac{1}{2}]) \) and the frequency of the digit 0 in the signed binary expansions from (4) we have the following result.

**Theorem C.** It holds that \( \mu_\eta([-\frac{1}{2}, \frac{1}{2}]) \leq \frac{2}{3} \) for any \( \eta \in [1, 2] \) and \( \mu_\eta([-\frac{1}{2}, \frac{1}{2}]) = \frac{2}{3} \) if and only if \( \eta \in [\frac{1}{6}, \frac{2}{3}] \). Equivalently, for any \( \eta \in [1, 2] \) the frequency of the digit 0 in a typical signed binary expansion obtained from the map \( S_\eta \) is at most \( \frac{2}{3} \) and this maximum is obtained for typical expansions if and only if \( \eta \in [\frac{1}{6}, \frac{2}{3}] \).
This theorem extends the results from [DKL06], where the authors obtained that \( \mu_2 \left( \left[ -\frac{1}{2}, \frac{1}{2} \right] \right) = \frac{3}{4}. \) It is also the analogue in the context of symmetric doubling maps of the first question mentioned in [KSS12] in relation to the maximality of the entropy of Nakada’s \( \alpha \)-continued fraction maps. Theorem C gives a positive answer for the piecewise linear analogue.

An ingredient in the proof of these results is a correspondence between the maps \( S_\eta \) and Nakada’s \( \alpha \)-continued fraction maps. As an immediate consequence of this correspondence we obtain a lot of information on the subset \( \mathcal{N} \subseteq [1, 2] \) of those parameters \( \eta \) for which \( S_\eta \) does not have matching. In particular we will see that, besides being a Lebesgue null set of full Hausdorff dimension, \( \mathcal{N} \) is also totally disconnected and closed and that to each matching interval for the family \( \{ S_\eta \}_{\eta \in [1, 2]} \) there corresponds an element in the set \( \mathcal{N} \) that is transcendental. Moreover, the set \( \mathcal{N} \) is related to interesting subsets of the parameter space of several other one-parameter families of dynamical systems as explained in Remark 3.2.

The article is organised as follows. In the second section we prove that \( S_\eta \) has matching for Lebesgue almost all \( \eta \in [1, 2] \). In the third section we describe the connection between the symmetric doubling maps and the \( \alpha \)-continued fraction maps and prove Theorem A. In the fourth section we closely examine the density function \( f_\eta \) on the matching intervals and prove Theorem B. In the last section we prove Theorem C.

§2. First results on matching and the frequency of 0

§2.1. The invariant density

The frequency of the digit 0 in the signed binary expansions produced by the symmetric doubling map \( S_\eta, \eta \in [1, 2], \) from (2) can be obtained from Birkhoff’s ergodic theorem with an explicit expression for the density function of an absolutely continuous invariant measure. For \( \eta = 1 \) (see Figure 1(f)), the map \( S_\eta \) has two ergodic components given by Lebesgue measure concentrated on the left and right halves of the interval. Under any convex combination of these ergodic components the frequency of the digit 0 in typical signed binary expansions equals \( \frac{1}{2}. \) Since all is known in this case, we will not consider \( \eta = 1 \) further.

To obtain absolutely continuous invariant measures of the maps \( S_\eta \) we invoke the results from [Kop90]. These results apply to a class of piecewise linear maps defined on the interval \([0, 1] \) and with the property that the end points 0 and 1 are mapped into the set \([0, 1] \). The article [Kop90] is completely devoted to giving a formula for the density functions of absolutely continuous invariant measures of such maps by verifying that these densities are fixed points of the Perron–Frobenius
operator. To comply with these conditions we follow the procedure from [Kop90] to a scaled, shifted and extended version of $S_\eta$, namely to the map $F\colon [0,1] \to [0,1]$ (see Figure 2) given by

$$F(x) = \begin{cases} 
2x & \text{if } x \in [0, \frac{1}{2} - \frac{1}{4\eta}), \\
2x - \frac{1}{2} & \text{if } x \in \left[\frac{1}{2} - \frac{1}{4\eta}, \frac{1}{2} + \frac{1}{4\eta}\right], \\
2x - 1 & \text{if } x \in \left(\frac{1}{2} + \frac{1}{4\eta}, 1\right].
\end{cases}$$

Figure 2. The extended and shifted version $F$ of a map $S_\eta$. The restriction of $F$ to the red box is essentially the map $S_\eta$ on the left and any absolutely continuous invariant measure of $F$ is supported inside this box.

For $F$ it holds that $F(1-x) = 1 - F(x)$. Using the notation from [Kop90], let the points $a_1, a_2, b_1$ and $b_2$ be the images of the critical points of $F$, i.e.,

$$a_1 = 2 \left(\frac{1}{2} - \frac{1}{4\eta}\right) = 1 - \frac{1}{2\eta}, \quad b_1 = 2 \left(\frac{1}{2} - \frac{1}{4\eta}\right) - \frac{1}{2} = \frac{1}{2} - \frac{1}{2\eta},$$

$$a_2 = 2 \left(\frac{1}{2} + \frac{1}{4\eta}\right) - \frac{1}{2} = \frac{1}{2} + \frac{1}{2\eta} = 1 - b_1, \quad b_2 = 2 \left(\frac{1}{2} + \frac{1}{4\eta}\right) - 1 = \frac{1}{2\eta} = 1 - a_1.$$

The critical points divide the unit interval into three pieces, $I_1 = [0, \frac{1}{2} - \frac{1}{4\eta})$, $I_2 = \left[\frac{1}{2} - \frac{1}{4\eta}, \frac{1}{2} + \frac{1}{4\eta}\right] = 1 - I_2$ and $I_3 = \left(\frac{1}{2} + \frac{1}{4\eta}, 1\right] = 1 - I_1$. As in [Kop90] define

$$KI_n(y) = \sum_{t \geq 0} \frac{1}{2^{t+1}} 1_{I_n}(F^t(y)).$$

Then due to symmetry,

$$KI_1(a_1) = KI_3(b_2), \quad KI_2(a_1) = KI_2(b_2), \quad KI_3(a_1) = KI_1(b_2),$$

$$KI_1(a_2) = KI_3(b_1), \quad KI_2(a_2) = KI_2(b_1), \quad KI_3(a_2) = KI_1(b_1).$$
Let \( M = (\mu_{i,j}) \) be the \( 3 \times 2 \) matrix with entries
\[
\begin{align*}
\mu_{1,1} &= \frac{1}{2} + \frac{1}{2} KI_1(a_1) - \frac{1}{2} KI_1(b_1) = \frac{1}{2} + \frac{1}{2} KI_3(a_2) - \frac{1}{2} KI_3(b_2) = -\mu_{3,2}, \\
\mu_{2,1} &= \frac{1}{2} + \frac{1}{2} KI_2(a_1) - \frac{1}{2} KI_2(b_1) = -\frac{1}{2} + \frac{1}{2} KI_2(b_2) - \frac{1}{2} KI_2(a_2) = -\mu_{2,2}, \\
\mu_{3,1} &= \frac{1}{2} KI_3(a_1) - \frac{1}{2} KI_3(b_1) = \frac{1}{2} KI_1(b_2) - \frac{1}{2} KI_1(a_2) = -\mu_{1,2},
\end{align*}
\]
so \( M \) has the form
\[
M = \begin{pmatrix}
a & -c \\
b & -b \\
c & a
\end{pmatrix}.
\]

From \[\text{Kop90, Lem. 1}\] we obtain that, for each \( y \in [0,1] \),
\[
\frac{1}{2} KI_2(y) + KI_3(y) = y \quad \text{and} \quad KI_1(y) + KI_2(y) + KI_3(y) = 1.
\]
Then (5) gives for \( j = 1, 2 \),
\[
\frac{1}{2} \mu_{2,j} + \mu_{3,j} = -\frac{1}{4} + \frac{1}{4} KI_2(a_j) - \frac{1}{4} KI_2(b_j) + \frac{1}{2} KI_3(a_j) - \frac{1}{2} KI_3(b_j)
\]
\[
= -\frac{1}{4} + \frac{1}{2} a_j - \frac{1}{2} b_j = 0.
\]
From (6) we get \( a = c = -\frac{b}{2} \), so that
\[
M = \begin{pmatrix}
\frac{b}{2} & \frac{b}{2} \\
\frac{b}{2} & \frac{b}{2} \\
\frac{b}{2} & \frac{b}{2}
\end{pmatrix}.
\]
According to \[\text{Kop90, Thm. 1}\] an invariant density for \( F \) is given by
\[
h(x) = \sum_{n \geq 0} \frac{1}{2^{n+1}} \left( 1_{[0,F^n a_1]}(x) - 1_{[0,F^n b_1]}(x) + 1_{[0,F^n a_2]}(x) - 1_{[0,F^n b_2]}(x) \right).
\]
When translated back to the map \( S_\eta \), this gives the probability density
\[
f_\eta(x) = \frac{1}{C} \sum_{n \geq 0} \frac{1}{2^{n+1}} \left( 1_{[-1,S_2(\eta-1)]}(x) - 1_{[-1,S_2(-1)]}(x) \right.
\]
\[
+ 1_{[-1,S_2(1)]}(x) - 1_{[-1,S_2(1-\eta)]}(x) \Big),
\]
where \( C \) is a normalising constant. Moreover, \[\text{Kop90, Thm. 2}\] states that there is a one-to-one correspondence between the solutions \( \gamma \) of the equation \( M \cdot \gamma = 0 \) and the space of invariant measures of \( F \) (and thus of \( S_\eta \)). From (7) it follows that the solution space of \( M \cdot \gamma = 0 \) is one-dimensional, so that each \( S_\eta \) has a unique, hence ergodic, absolutely continuous invariant probability measure.
\section*{2.2. Matching almost everywhere}

Note that the density function \( f_\eta \) is an infinite sum of indicator functions over intervals with end points in the set

\begin{equation}
\{ S_\eta^n(1 - \eta), S_\eta^n(1), S_\eta^n(\eta - 1), S_\eta^n(-1) : n \geq 0 \}. \tag{9} \end{equation}

There are two situations in which the infinite sum becomes a finite sum and the density becomes a step function. Firstly, this happens when the orbits of 1 and 1 - \( \eta \) under \( S_\eta \) are finite (and thus by symmetry also the orbits of -1 and \( \eta - 1 \) are finite). In that case the set from (9) becomes finite and \( S_\eta \) has a Markov partition.

For a concrete example, consider \( \eta = \frac{3}{2} \) from Figure 1(c). A Markov partition is given here by \( \{ (-1, -\frac{1}{2}), (-\frac{1}{2}, \frac{1}{2}), (\frac{1}{2}, 1) \} \). From (3) it follows that the orbits of \( S_\eta \) are determined as follows:

\begin{equation}
S_\eta^n(x) = 2^n x - d_{\eta,1}(x)2^{n-1}\eta - \cdots - d_{\eta,n-1}(x)2\eta - d_{\eta,n}(x)\eta. \tag{10} \end{equation}

This description makes it clear that if the orbit of 1 is finite, i.e., if there are \( k \neq n \) such that \( S_\eta^n(1) = S_\eta^k(1) \), then \( \eta \in \mathbb{Q} \). Hence, for most \( \eta \) a Markov partition does not exist. From (8) we see that \( f_\eta \) is also a step function if there is an \( m \geq 1 \), such that \( S_\eta^m(1) = S_\eta^m(1 - \eta) \), i.e., if \( S_\eta \) has matching. Recall the definition of matching from the introduction:

\begin{definition}
The map \( S_\eta \) has \textit{matching} if there is an \( m \geq 1 \), such that \( S_\eta^m(1) = S_\eta^m(1 - \eta) \). For \( S_\eta \) we define the \textit{matching index} \( m(\eta) \) by

\[ m(\eta) := \inf \{ m \geq 1 : S_\eta^m(1) = S_\eta^m(1 - \eta) \}. \]

If \( S_\eta \) does not have matching, then \( m(\eta) = \infty \).
\end{definition}

\begin{remark}
(i) As mentioned in the introduction, the usual definition of matching for an interval map \( T_\xi \) in a one-parameter family \( \{ T_\xi \} \) is that for each critical point \( c \) there are exponents \( N, M \geq 1 \), such that \( T_\xi^N(c^-) = T_\xi^M(c^+) \), and also \( (T_\xi^N)'(c^-) = (T_\xi^M)'(c^+) \) where \( c^- \) and \( c^+ \) denote the left and right limits to \( c \) respectively. The additional condition on the derivative guarantees that around the parameter \( \xi \) there is a whole interval of parameters with the same matching exponents \( N \) and \( M \). Moreover, if the maps \( T_\xi \) are piecewise smooth, this condition guarantees that the invariant densities of the maps are piecewise smooth (see [BCMP19, Rem. 1]). The derivative of \( S_\eta^N \) equals \( 2^N \). Hence, the map \( S_\eta \) can have matching according to this definition only if \( N = M \). So, our definition of matching from Definition 2.1 for the maps \( S_\eta \) is consistent with the usual one.
\end{remark}
(ii) Matching does not exclude a Markov partition and vice versa. For \( \eta = \frac{6}{5} \) for example (see Figure 1(e)), we have a Markov partition, but we do not have matching. The orbits of 1 and 1 − \( \eta \) are given by

\[
S_\eta(1) = 2 - \eta = \frac{4}{5}, \quad S_\eta^2(1) = \frac{2}{5}, \quad S_\eta^3(1) = S_\eta(1),
\]

\[
S_\eta(1 - \eta) = S_\eta \left( \frac{1}{5} \right) = -\frac{2}{5}, \quad S_\eta^2(1 - \eta) = \frac{4}{5}, \quad S_\eta^3(1 - \eta) = S_\eta(1 - \eta).
\]

For \( \eta = \frac{4}{3} \) (see Figure 1(d)) there is matching and a Markov partition since \( S_\eta^2(1) = 0 = S_\eta^3(1 - \eta) \). For \( \eta = \sqrt{3} \) (see Figure 1(b)) we have matching, but no Markov partition. The orbits of 1 and 1 − \( \eta \) are given by

\[
S_\eta(1) = 2 - \sqrt{3}, \quad S_\eta(1 - \sqrt{3}) = 2 - 2\sqrt{3} + \sqrt{3} = S_\eta(1).
\]

There is one interval, namely \( \left[ \frac{3}{2}, 2 \right] \), for which we can immediately determine whether matching occurs and compute the frequency of 0 in the sequence \((d_{\eta,n}(x))_{n \geq 1}\) for typical \( x \). For \( \eta = \frac{3}{2} \) we know from Figure 1(c) that \( S_\eta \) has a Markov partition. If \( \eta \in \left( \frac{3}{2}, 2 \right] \), then \( 1 - \eta < -\frac{1}{2} \) and \( \eta - 1 > 2 - \eta \). This gives that \( S_\eta(1 - \eta) = 2(1 - \eta) + \eta = 2 - \eta = S_\eta(1) \). Hence, we have matching after one step and we have identified our first matching interval. By (8) we get that for \( \eta \in \left[ \frac{3}{2}, 2 \right) \) the invariant probability density \( f_\eta \) is given by

\[
f_\eta: [-1, 1] \mapsto [-1, 1], \quad x \mapsto \frac{1}{2\eta} \left( 1 + 1_{(1-\eta, \eta-1)}(x) \right).
\]

So,

\[
\mu_\eta \left( \left[ \frac{1}{2}, \frac{3}{2} \right] \right) = \frac{1}{2\eta} \int_{-\frac{1}{2}}^{\frac{3}{2}} 1 + 1_{(1-\eta, \eta-1)}(x) \, dx = \frac{1}{\eta},
\]

which on the interval \( \left[ \frac{3}{2}, 2 \right] \) is maximal for \( \eta = \frac{3}{2} \), giving \( \mu_\frac{3}{2} \left( \left[ -\frac{1}{2}, \frac{1}{2} \right] \right) = \frac{3}{2} \). Hence, the maximal frequency of the digit 0 in the sequences \((d_{\eta,n}(x))_{n \geq 1}\) for typical \( x \) and \( \eta \in \left[ \frac{3}{2}, 2 \right] \) is obtained for \( \eta = \frac{3}{2} \) and equals \( \frac{3}{2} \).

From now on we let \( \eta \in (1, \frac{3}{2}) \). By Definition 2.1 we have matching at time \( m \) if \( S_{\eta}^m(1) = S_{\eta}^m(1 - \eta) \) and \( S_{\eta}^m(1) \neq S_{\eta}^m(1 - \eta) \) for all \( 1 \leq n \leq m - 1 \). The next result says that under iterations of \( S_\eta \) the points 1 and 1 − \( \eta \) are either a distance \( \eta \) apart or mapped to the same point.

**Proposition 2.1.** For any \( n \geq 0 \), \( S_{\eta}^n(1) = S_{\eta}^n(1 - \eta) \) and \( S_{\eta}^n(1) \neq S_{\eta}^n(1 - \eta) \) for all \( 1 \leq n \leq m - 1 \). The next result says that under iterations of \( S_\eta \) the points 1 and 1 − \( \eta \) are either a distance \( \eta \) apart or mapped to the same point.

**Proof.** We prove the first statement by induction.

- For \( n = 0 \) it is true, since \( 1 - (1 - \eta) = \eta \).
We now establish a relation between the maps $S^m_\eta (1) - S^m_\eta (1 - \eta) \in \{0, \eta\}$. If $S^m_\eta (1) - S^m_\eta (1 - \eta) = 0$, then $S^m_{\eta + 1} (1) - S^m_{\eta + 1} (1 - \eta) = 0$ for all $k \geq n$, so assume that $S^m_\eta (1) - S^m_\eta (1 - \eta) = \eta$. From (10) it follows that there are $b, c \in \mathbb{Z}$ such that

$$S^m_\eta (1) = 2^n - b\eta \quad \text{and} \quad S^m_\eta (1 - \eta) = 2^n - c\eta.$$ 

This implies that $-b\eta + c\eta = \eta$, so $c = 1 + b$. Since $\eta > 1$, $S^m_\eta (1) > 0$ and $S^m_\eta (1 - \eta) < 0$. Moreover, $S^m_\eta (1)$ and $S^m_\eta (1 - \eta)$ cannot both lie in the interval $[-\frac{1}{2}, \frac{1}{2}]$. We distinguish three cases.

**Case 1**: Assume $0 < S^m_\eta (1) < \frac{1}{2}$, so $S^m_\eta (1 - \eta) < -\frac{1}{2}$. Then $S^m_{\eta + 1} (1) = 2^{n + 1} - 2b\eta$ and $S^m_{\eta + 1} (1 - \eta) = 2^{n + 1} - 2c\eta + \eta = 2^{n + 1} - 2(b + 1)\eta + \eta = 2^{n + 1} - 2b\eta - \eta$. Hence, $S^m_{\eta + 1} (1) - S^m_{\eta + 1} (1 - \eta) = \eta$.

**Case 2**: Assume $S^m_\eta (1) > \frac{1}{2}$ and $-\frac{1}{2} < S^m_\eta (1 - \eta) < 0$. Then $S^m_{\eta + 1} (1) = 2^{n + 1} - 2b\eta - \eta$ and $S^m_{\eta + 1} (1 - \eta) = 2^{n + 1} - 2c\eta = 2^{n + 1} - 2(b + 1)\eta = 2^{n + 1} - 2b\eta - 2\eta$. So, $S^m_{\eta + 1} (1) - S^m_{\eta + 1} (1 - \eta) = \eta$.

**Case 3**: Assume $S^m_\eta (1) > \frac{1}{2}$ and $S^m_\eta (1 - \eta) < -\frac{1}{2}$. Then $S^m_{\eta + 1} (1) = 2^{n + 1} - 2b\eta - \eta$ and $S^m_{\eta + 1} (1 - \eta) = 2^{n + 1} - 2c\eta + \eta = 2^{n + 1} - 2(b + 1)\eta + \eta = 2^{n + 1} - 2b\eta - \eta$. So, $S^m_{\eta + 1} (1) - S^m_{\eta + 1} (1 - \eta) = 0$ and matching occurs at step $n + 1$.

In the case $S^m_\eta (1) = \frac{1}{2}$, the map $S_\eta$ has a Markov partition, since $S^m_\eta (1 - \eta) = \frac{1}{2} - \eta$ and $\eta > 1$ imply that $S^m_{\eta + 1} (1 - \eta) = 1 - 2\eta + \eta = 1 - \eta$. A similar situation occurs when $S^m_\eta (1 - \eta) = -\frac{1}{2}$ and $S^m_\eta (1) = \eta - \frac{1}{2} > \frac{1}{2}$. Then $S^m_{\eta + 1} (1) = 2\eta - 1 - \eta = 1 - \eta$. By (2) $S_\eta$ does not have matching in these cases and $S^m_\eta (1) - S^m_\eta (1 - \eta) = \eta$ for all $n \geq 0$. Hence we see that the first statement holds for all $n \in \mathbb{N}$. For the second statement note that the only way in which the difference between $S^m_\eta (1)$ and $S^m_\eta (1 - \eta)$ becomes 0 is precisely in case 3 from the induction proof. □

**Remark 2.2.** Consider again the situation that $S^m_\eta (1) = \frac{1}{2}$ or $S^m_\eta (1 - \eta) = -\frac{1}{2}$ for some $n$. Whether or not matching occurs depends on the choice made for the action of $S_\eta$ on the critical points. Our choice for the definition from (2) implies that $S_\eta$ does not have matching in these cases.

From this proposition we obtain an alternative characterisation of the matching index $m(\eta)$ from Definition 2.1:

$$m(\eta) = \inf \left\{ n \geq 1 : \frac{1}{2} < S^m_\eta (1) < \eta - \frac{1}{2} \right\} + 1.$$

We now establish a relation between the maps $S_\eta$ and the *doubling map*

$$D: [0,1] \rightarrow [0,1], \quad x \mapsto 2x \pmod{1}$$
that will be of help later: $D$ has Lebesgue measure as an ergodic invariant measure and it can be used to generate binary expansions of numbers in $[0, 1]$ by setting for each $n \geq 1$,

$$b_n(x) = \begin{cases} 0 & \text{if } D^{n-1}(x) < \frac{1}{2}, \\ 1 & \text{if } D^{n-1}(x) \geq \frac{1}{2}. \end{cases}$$

Then one can write $D^n(x) = 2D^{n-1}(x) - b_n(x)$ and so $x = \sum_{n \geq 1} \frac{b_n(x)}{2^n}$. Let $d_n = (d_{\eta,n})_{n \geq 1} = (d_{\eta,n}(1))_{n \geq 1}$ denote the digit sequence obtained from $S_\eta$ for the point 1.

**Proposition 2.2.** Let $1 < \eta < \frac{3}{2}$ and let $m$ be the first index such that either $S_\eta^m(1) \in (\frac{1}{2}, \eta - \frac{1}{2})$ or $D^m(\frac{1}{2}) \in (\frac{1}{2\eta}, 1 - \frac{1}{2\eta})$. Then one can write

$$S_\eta(n) = 2^n \eta - b_n(\eta),$$

for each $D$ and it can be used to generate binary expansions

Let $D = (d_{\eta,n})_{n \geq 1}$ and let $d_{\eta} = (d_{\eta}(1))_{n \geq 1}$ which holds if and only if

$$d_{\eta,j} = d_j(\frac{1}{\eta})$$

for all $0 \leq j \leq n$. Moreover, both $S_{\eta}^m(1) \in (\frac{1}{2}, \eta - \frac{1}{2})$ and $D^m(\frac{1}{\eta}) \in (\frac{1}{2\eta}, 1 - \frac{1}{2\eta})$.

**Proof.** First note that from the proof of the previous proposition it follows that $S_{\eta}^m(1) > 0$ for all $0 \leq n < m$. The last statement of the proposition immediately follows from the fact that $\frac{1}{\eta}S_{\eta}^m(1) = D^m(\frac{1}{\eta})$. We prove the first statement by induction.

- For $n = 0$ the statement holds, since $\eta D^0(\frac{1}{\eta}) = 1 = S_\eta^0(1)$ and so $b_1(\frac{1}{\eta}) = 1 = d_{\eta,1}$.

- Suppose that for some $n < m$ we have $\frac{1}{\eta}S_{\eta}^j(1) = D^j(\frac{1}{\eta})$ and $d_{\eta,j} = d_j(\frac{1}{\eta})$ for all $j \leq n$. Similar to (10) it holds that

$$D^n(\frac{1}{\eta}) = \frac{2^n}{\eta} - b_1(\frac{1}{\eta})2^{n-1} - \cdots - b_n(\frac{1}{\eta}) = \frac{2^n}{\eta} - d_{\eta,1}2^{n-1} - \cdots - d_{\eta,n}.$$

So, $\frac{1}{\eta}S_{\eta}^n(1) = D^n(\frac{1}{\eta})$. We have $d_{\eta,n+1} = 1$ if and only if $S_{\eta}^n(1) \in (\eta - \frac{1}{2}, 1]$, which by the previous holds if and only if $D^n(\frac{1}{\eta}) \in (\frac{1}{2\eta}, 1 - \frac{1}{2\eta}) \subseteq (\frac{1}{2}, 1)$. Hence, $d_{\eta,n+1} = 1$ if and only if $b_{n+1}(\frac{1}{\eta}) = 1$. On the other hand, $d_{\eta,n+1} = 0$ if and only if $S_{\eta}^n(1) \in (\eta - 1, \frac{1}{2}]$, which holds if and only if $D^n(\frac{1}{\eta}) \in (1 - \frac{1}{2\eta}, \frac{1}{2\eta}) \subseteq (0, \frac{1}{2})$. Hence $d_{\eta,n+1} = 0$ if and only if $b_{n+1}(\frac{1}{\eta}) = 0$. This implies that

$$S_{\eta}^{n+1}(1) = 2S_{\eta}^n(1) - d_{\eta,n+1}\eta = \eta \left(2D^n(\frac{1}{\eta}) - b_{n+1}(\frac{1}{\eta})\right) = \eta D^{n+1}(\frac{1}{\eta}),$$

which proves the proposition.

Figure 3 shows the regions where matching occurs for $S_{\eta}$ and $D$. The previous proposition immediately implies a third characterisation of the matching index:

$$m(\eta) = \inf \left\{ n \geq 1 : D^n(\frac{1}{\eta}) \in (\frac{1}{2\eta}, 1 - \frac{1}{2\eta}) \right\} + 1.$$
We use this characterisation in the next proposition.

Figure 3. There is matching for $S_\eta$ if the orbit of 1 enters the yellow region under $S_\eta$ in (a) or equivalently if the orbit of $\frac{1}{\eta}$ enters the yellow region under $D$ in (b).

**Proposition 2.3.** For Lebesgue almost all $\eta \in [1, 2]$ it holds that $m(\eta) < \infty$, i.e., $S_\eta$ has matching.

**Proof.** It is enough to consider $\eta \in \left(\frac{1}{2}, \frac{3}{2}\right)$. Let $k \geq 7$. The ergodicity of $D$ with respect to Lebesgue measure gives that for Lebesgue almost every $x \in (0, 1)$ there is an $n \geq 1$, such that $D^n x \in \left(\frac{1}{2} - \frac{1}{k}, \frac{1}{2} + \frac{1}{k}\right)$. Since $\eta > \frac{k}{k-2}$ if and only if $\frac{1}{2} + \frac{1}{k} < 1 - \frac{1}{2\eta}$, by Proposition 2.2 this means that for almost all $\eta \in \left(\frac{k}{k-2}, \frac{3}{2}\right)$ matching occurs for $S_\eta$. Let $A_k$ denote the set of all $\eta \in \left(\frac{k}{k-2}, \frac{3}{2}\right)$ such that $S_\eta$ does not have matching. Then $A_k$ has zero Lebesgue measure and thus also $\bigcup_{k \geq 7} A_k$ has zero Lebesgue measure. Since $\bigcup_{k \geq 7} A_k$ equals the set of all $\eta \in \left(1, \frac{3}{2}\right)$ such that $S_\eta$ does not have matching, this finishes the proof.

Now consider the non-matching set $\mathcal{N}$ of parameters $\eta$ such that $S_\eta$ does not have matching:

$$\mathcal{N} := \left\{ \eta \in \left(1, \frac{3}{2}\right) : m(\eta) = \infty \right\}$$

$$= \left\{ \eta \in \left(1, \frac{3}{2}\right) : D^n \left(\frac{1}{\eta}\right) \notin \left(\frac{1}{2\eta}, 1 - \frac{1}{2\eta}\right) \text{ for all } n \geq 1 \right\}.$$

(13)

One easily checks that $\mathcal{N} = \frac{1}{1}$, where

$$\Gamma = \{ x \in [0, 1] : 1 - x \leq D^k(x) \leq x \text{ for all } k \geq 1 \},$$

(14)

by noting that if $x \in \Gamma$, then $x > 2/3$, and $D^k(x) \notin \left(\frac{1}{2}, 1 - \frac{1}{2}\right)$ for all $k$. The set $\Gamma$ was introduced in [AC83, AC01] by Allouche and Cosnard in connection with univoque numbers. In [BCTT13, Lem. 5.5] Bonanno et al. proved that $\Gamma = \Lambda \setminus \{0\},$
where

\begin{equation}
\Lambda = \{ x \in [0,1] : T^k(x) \leq x \text{ for all } k \geq 1 \} 
\end{equation}

and $T$ denotes the tent map defined by

\begin{equation}
T : [0,1] \to [0,1], \quad x \mapsto \min\{ 2x, 2-2x \}.
\end{equation}

Under an appropriate coding $\Lambda$ can be seen as a representation of all the kneading invariants of unimodal maps. The authors showed, among other things, that $\Lambda$ is closed, uncountable, totally disconnected and has Lebesgue measure 0. In [CT12] it was shown that $\Lambda$ has Hausdorff dimension 1. Since $\mathcal{N}$ is homeomorphic to $\Lambda \setminus \{0\}$ via the bi-Lipschitz homeomorphism $x \mapsto \frac{1}{2}x$ on $[1,2]$, we can use these correspondences to conclude that $\mathcal{N}$ has the following properties:

(i) the set $\mathcal{N}$ has Lebesgue measure 0;
(ii) the set $\mathcal{N}$ has Hausdorff dimension 1;
(iii) the set $\mathcal{N}$ is totally disconnected and closed.

Note that these properties also imply that matching occurs Lebesgue almost everywhere.

§3. Matching intervals for the symmetric doubling maps

Now that we have established matching on a full measure set, we study the finer matching structure of the maps $S_\eta$. In particular, we will identify intervals in $[1,2]$ of parameters such the maps $S_\eta$ have the same matching index for all $\eta$ in such an interval. This is achieved by establishing a relation between the symmetric doubling maps and Nakada’s $\alpha$-continued fraction maps. In the next subsection we summarise the information on $\alpha$-continued fraction maps that we need here.

§3.1. Matching for the $\alpha$-continued fraction maps

The $\alpha$-continued fraction maps were first introduced by Nakada in [Nak81]. They form a one-parameter family of maps $\{ T_\alpha : [\alpha - 1, \alpha] \to [\alpha - 1, \alpha] \}_{\alpha \in [0,1]}$ defined by $T_\alpha(0) = 0$ and

\begin{equation}
T_\alpha(x) = \frac{1}{x} - \left\lfloor \frac{1}{x} + 1 - \alpha \right\rfloor \quad \text{if } x \neq 0.
\end{equation}

Each $T_\alpha$ has a unique ergodic absolutely continuous invariant measure $\nu_\alpha$. It was later found that the map $\alpha \mapsto h_{\nu_\alpha}(T_\alpha)$ has a very intricate structure. Below we mention specifically some results from [CT12, KSS12, BCIT13, CT13] that we use here.
The matching intervals of the $\alpha$-continued fraction maps can be completely described in terms of continued fraction expansions of rationals in $(0, 1]$. Every $x \in (0, 1]$ has a continued fraction of the form

$$x = \frac{1}{a_1 + \frac{1}{a_2 + \cdots}} =: [0; a_1 a_2 \cdots],$$

where each $a_i \in \mathbb{N}$ and the expansion is infinite if $x \not\in \mathbb{Q}$ and finite otherwise. If $x \in \mathbb{Q}$, then there are two possible expansions:

$$[0; a_1 \cdots a_k] = [0; a_1 \cdots a_k - 1(a_k - 1)1], \quad \text{where } a_k \geq 2.$$

Let $a \in \mathbb{Q} \cap (0, 1)$ with continued fraction expansion $a = [0; a_1 a_2 \cdots a_k] = [0; a_1 \cdots a_k - 1(a_k - 1)1]$. From now on, we will always choose to write the expansion of $a$ that has an odd number of digits, so that $a = [0; a_1 a_2 \cdots a_{2n+1}]$. Associate to $a$ the interval $I_a \subseteq [0, 1]$, given by

$$I_a = (a^-, a^+) = ([0; (a_1 \cdots a_{2n+1})^\infty], [0; (a_1 \cdots a_{2n-1}(a_{2n+1} - 1)1)^\infty])$$

if $a_{2n+1} \geq 2$ and

$$I_a = (a^-, a^+) = ([0; (a_1 \cdots a_{2n+1})^\infty], [0; (a_1 \cdots a_{2n-1}(a_{2n} + 1))^\infty])$$

if $a_{2n+1} = 1$, where for any finite string $w_1 \cdots w_k$ we use $(w_1 \cdots w_k)^\infty$ to denote the infinite sequence $w_1 \cdots w_k w_1 \cdots$. The interval $I_a = (a^-, a^+)$ is well defined by (18) and is called the quadratic interval with pseudocentre $a$ in [CT12]. For $a = 1$ this procedure does not work and we take $1^- = [0; 1^\infty]$ and $1^+ = [0; 1]$, so that $I_1 = (g, 1)$, where $g = \frac{\sqrt{5} - 1}{2}$ is the golden mean.

In [CT12, Prop. 2.4 & Lem. 2.6] it was shown that any two quadratic intervals are either disjoint or one is a proper subset of the other. A quadratic interval is then called maximal if it is not properly contained in any other quadratic interval. The maximal quadratic intervals are the matching intervals for the family of maps $\{T_\alpha\}_{\alpha \in [0, 1]}$, which in particular implies that the entropy $h_{\nu_\alpha}(T_\alpha)$ is monotone on $I_a$. More precisely, if $a = [0; a_1 \cdots a_{2n+1}]$ and if we set $N = 1 + \sum_{j \text{ even}} a_j$ and $M = -1 + \sum_{j \text{ odd}} a_j$, then in [CT12, Thm. 3.8] it is shown that on $I_a$,

(17) \quad $h_{\nu_\alpha}(T_\alpha)$ is \begin{align*}
\begin{cases}
\text{increasing} & \text{if } N - M < 0, \\
\text{constant} & \text{if } N - M = 0, \\
\text{decreasing} & \text{if } N - M > 0.
\end{cases}
\end{align*}$
In [KSS12, Sect. 10] the authors showed that $\alpha \mapsto h_{\nu_0}(T_\alpha)$ is constant on $[g^2, g]$ and their first open question asks whether this is a maximal value that is attained only on this interval. This question remained unanswered for several years and during the writing of this article, but very recently Nakada presented a proof of the claim that this is indeed the maximal interval on which the maximal value of $h_{\nu_0}(T_\alpha)$ is attained ([Nak]).

The results from [CT12, Prop. 2.13 & Lem. 4.4] characterise the maximal quadratic intervals. Let $\prec$ denote the ordering on $\mathbb{N}$ given by $(c_n)_{n \geq 1} \prec (d_n)_{n \geq 1}$ if and only if $(-1)^{n}c_n < (-1)^{n}d_n$ for the first index $n$ such that $c_n \neq d_n$. Then for $x = [0; c_1c_2\ldots]$ and $y = [0; d_1d_2\ldots]$ we have

$$x < y \iff (c_n)_{n \geq 1} \prec (d_n)_{n \geq 1}. \tag{18}$$

The above ordering also applies to finite strings of the same length. Since $a = [0; a_1\cdots a_{2n+1}]$ is assumed to have an odd length, the characterisation of the maximal quadratic intervals from [CT12] reduces to the following: $I_a$ is maximal if and only if

$$a_1\cdots a_{2n+1} \prec a_{i+1}\cdots a_{2n+1}a_1\cdots a_i \quad \text{for all } i = 1,\ldots, 2n. \tag{19}$$

Define the binary valuation function $v: \{-1,0,1\}^\mathbb{N} \to \mathbb{R}$ by

$$v((b_n)_{n \geq 1}) := \sum_{n \geq 1} \frac{b_n}{2^n}. \tag{20}$$

Let $\{0,1\}^*$ be the set of all finite strings of digits in $\{0,1\}$, called words, and use $\epsilon$ to denote the empty word. For any word $w \in \{0,1\}^*$ we put $v(w) := v(w0^\infty)$.

Define a function $\varphi: [0,1] \to [0,1]$ by setting for $x = [0; a_1a_2a_3\ldots]$, that

$$\varphi(x) = v(11\underbrace{\cdots 1}_{a_1}00\cdots 0\underbrace{11\cdots 1}_{a_2}\cdots).$$

In [BCIT13, Thm. 1.1] the authors proved that $\varphi$ is an orientation-reversing homeomorphism. Moreover, for the bifurcation set

$$\mathcal{E} := (0,1) \setminus \bigcup_{a \in \mathbb{Q}\cap (0,1): \text{I}_a \text{ maximal}} I_a \tag{21}$$

of parameters $\alpha$ that are not contained in any maximal quadratic interval it was proved in [BCIT13] that $\varphi(\mathcal{E}) = \Lambda$, where $\Lambda$ is the set from (15).

§3.2. Identifying matching intervals and primitive words

In this section we identify all matching intervals for the symmetric doubling maps by linking them to the maximal quadratic intervals of $\alpha$-continued fraction maps.
Note that for any \( a = [0; a_1 \cdots a_{2n+1}] \in \mathbb{Q} \cap (0, 1) \) we have
\[
\varphi(a^-) = v(1^{a_1}0^{a_2} \cdots 1^{a_{2n+1}}0^{a_{2n+1}+1})^\infty,
\]
and reversing homeomorphism.

(22)
\[
\varphi(a^+) = \begin{cases} 
  v(1^{a_1}0^{a_2} \cdots 1^{a_{2n+1}-1}0) & \text{if } a_{2n+1} \geq 2, \\
  v(1^{a_1}0^{a_2} \cdots 0^{a_{2n+1}+1})^\infty & \text{if } a_{2n+1} = 1.
\end{cases}
\]

To \( a \) we assign the word \( w(a) \in \{0, 1\}^* \) given by
\[
w(a) = 1^{a_1}0^{a_2} \cdots 1^{a_{2n+1}}.
\]

**Proposition 3.1.** For any \( a = [0; a_1 \cdots a_{2n+1}] \in \mathbb{Q} \cap (0, 1) \) the interval \( \varphi(I_a) \) is given by
\[
\varphi(I_a) = (\varphi(a^+), \varphi(a^-)) = \left( \frac{2^m \varphi(a) - 1}{2^m - 1}, \frac{2^m \varphi(a) + 1}{2^m + 1} \right),
\]

where \( m = \sum_{j=1}^{2n+1} a_j \) is the sum of the continued fraction digits of \( a \).

**Proof.** Write \( w(a) = w_1 \cdots w_m \). Since \( a^- = [0; (a_1 \cdots a_{2n+1})^\infty] \), we have
\[
\varphi(a^-) = v(1^{a_1}0^{a_2} \cdots 1^{a_{2n+1}}0^{a_{2n+1}+1})^\infty = v(w_1 \cdots w_m(1 - w_1) \cdots (1 - w_m))^\infty.
\]

From the binary expansion of \( \varphi(a^-) \), we see that \( \varphi(a^-) \) is the fixed point of the map \( D^{2m} \) corresponding to the digits \( w_1 \cdots w_m(1 - w_1) \cdots (1 - w_m) \), so that \( \varphi(a^-) \) is the unique solution to the equation
\[
x = D^{2m}(x) = 2^{2m}x - w_1 2^{2m-1} - \cdots - 2^m w_m - 2^m(1 - w_1) - \cdots - (1 - w_m)
\]
\[
= 2^{2m}x - 2^m \varphi(a)(2^m - 1) + (2^m - 1).
\]

Hence,
\[
\varphi(a^-) = \frac{2^m \varphi(a) + 1}{2^m + 1}.
\]

A similar calculation shows that
\[
\varphi(a^+) = v\left(w_1 \cdots w_{m-1}0\right)^\infty = \frac{2^m \varphi(a) - 1}{2^m - 1},
\]

since it is the fixed point of the map \( D^m \) for the branch corresponding to the digits \( w_1 \cdots w_{m-1}0 \). The statement then follows from the fact that \( \varphi \) is an orientation-reversing homeomorphism. \( \square \)

Recall that \( I_1 = (g, 1) \), where \( g \) is the golden mean and note that \( \varphi(1) = \frac{1}{2} \) and
\[
\varphi(g) = \sum_{k \geq 1} \frac{1}{2^{2k-1}} = \frac{2}{3}.
\]
Hence, $\frac{1}{\varphi(I)} = (\frac{1}{2}, 2)$. We know that for each $\eta \in (\frac{1}{2}, 2)$ the map $S_\eta$ has matching after one step; the interval $\frac{1}{\varphi(I)} = (\frac{1}{2}, 2)$ is a matching interval. The next theorem says that in fact each maximal quadratic interval is mapped to a matching interval for the family of symmetric doubling maps by the map $x \mapsto \frac{1}{\varphi(x)}$.

**Theorem 3.1.** Let $a = [0; a_1 \cdots a_{2n+1}] \in \mathbb{Q} \cap (0, 1)$ and let $m = \sum_{j=1}^{2n+1} a_j$. Assume that $I_n$ is a maximal quadratic interval. Then any $\eta \in \frac{1}{\varphi(I_n)}$ has $m(\eta) = m$ and

$$d_{n,1}(1) \cdots d_{n,m-1}(1) = b_1 \left( \frac{1}{\eta} \right) \cdots b_{m-1} \left( \frac{1}{\eta} \right) = w_1(a) \cdots w_{m-1}(a).$$

**Proof.** Assume that $a_{2n+1} = 1$. The proof for the other case is similar. Write $w(a) = w_1 \cdots w_m$. From Proposition 3.1 we know that

$$\varphi(a^-) = v((w_1 \cdots w_m(1-w_1) \cdots (1-w_m))^\infty)$$

and

$$\varphi(a^+) = v((w_1 \cdots w_{m-1}0)^\infty).$$

Since both $\varphi(a^-)$ and $\varphi(a^+)$ have a purely periodic binary expansion, their binary expansion is unique. Recall the definitions of $\mathcal{N}$ and $\Lambda$ from (13) and (15) and the fact that $\mathcal{N} = \frac{1}{\varphi(1-\xi)}$. By (21) and the fact that $\varphi(\mathcal{E}) = \Lambda$ we have $\frac{1}{\varphi(a^-)}, \frac{1}{\varphi(a^+)} \in \mathcal{N}$.

So by Proposition 2.2, $D^k(\varphi(a^-)) \notin \left( \frac{1}{2}\varphi(a^-), 1 - \frac{1}{2}\varphi(a^-) \right)$ for any $k \geq 0$ and similarly, $D^k(\varphi(a^+)) \notin \left( \frac{1}{2}\varphi(a^+), 1 - \frac{1}{2}\varphi(a^+) \right)$ for any $k \geq 0$. Note that

$$\left( \frac{1}{2}\varphi(a^+), 1 - \frac{1}{2}\varphi(a^+) \right) \subseteq \left( \frac{1}{2}\varphi(a^-), 1 - \frac{1}{2}\varphi(a^-) \right).$$

Since the first $m-1$ binary digits of $\varphi(a^-)$ and $\varphi(a^+)$ coincide, i.e., since

$$b_1(\varphi(a^-)) \cdots b_{m-1}(\varphi(a^-)) = b_1(\varphi(a^+)) \cdots b_{m-1}(\varphi(a^+)),$$

we have for any $0 \leq k \leq m-2$ that the points $D^k(\varphi(a^-))$ and $D^k(\varphi(a^+))$ either both lie to the left of $\frac{1}{2}$ or both lie to right of $\frac{1}{2}$. Hence, for these values of $k$ the set $D^k(\varphi(I_n))$ is an interval and

$$\lambda(D^k(\varphi(I_n))) = \lambda((D^k(\varphi(a^-)), D^k(\varphi(a^+)))) = 2^k \lambda(\varphi(I_n)),$$

where $\lambda$ denotes the one-dimensional Lebesgue measure. For any $x \in \varphi(I_n)$ and $0 \leq k \leq m-2$ we have $D^k(x) \in \varphi(I_n)$. If it holds that $D^k(\varphi(a^-)) \geq 1 - \frac{1}{2}\varphi(a^-)$, then it follows from (24) that $D^k(x) \geq 1 - \frac{1}{2}x$. If on the other hand $D^k(\varphi(a^-)) < \frac{1}{2}\varphi(a^-)$, then combining that $D^k(\varphi(a^+)) < \frac{1}{2}\varphi(a^+)$ and (24), we can also deduce that $D^k(x) \leq \frac{1}{2}x$. So $D^k(x) \notin \left( \frac{1}{2}x, 1 - \frac{1}{2}x \right)$ for any $0 \leq k \leq m-2$.

Next we consider the $(m-1)$st iteration. By the periodicity and the form of the binary expansions of $\varphi(a^-)$ and $\varphi(a^+)$ we have

$$\varphi(a^+) = D^m(\varphi(a^+)) = 2D^{m-1}(\varphi(a^+)),$$
so $D^{m-1}(\varphi(a^+)) = \frac{1}{2}\varphi(a^+)$ and similarly,
\[ 1 - \varphi(a^-) = D^m(\varphi(a^-)) = 2D^{m-1}(\varphi(a^-)) - 1, \]
so $D^{m-1}(\varphi(a^-)) = 1 - \frac{1}{2}\varphi(a^-)$. Hence, $D^{m-1}(\varphi(a^+_0)) = (\frac{1}{2}\varphi(a^+), 1 - \frac{1}{2}\varphi(a^-))$.

Since $1 - \frac{1}{2}x > 1 - \frac{1}{2}\varphi(a^-)$ we obviously have $D^{m-1}(x) < 1 - \frac{1}{2}x$. The fact that $D^{m-1}(x) > \frac{1}{2}x$ follows since $\lambda(D^{m-1}(\varphi(a^+_0))) = 2^{m-1}\lambda(\varphi(a^+_0))$. \hfill \(\square\)

From the previous theorem we get a complete description of the matching behaviour of $\{S_\eta\}_{\eta \in [1,2]}$ in the sense of Theorem A.

**Proof of Theorem A.** First note that if $\eta$ is not in the image of any maximal quadratic interval, then $\varphi^{-1}(\frac{1}{n}) \in \mathcal{E}$, where $\mathcal{E}$ is the bifurcation set from (21).

Since $\mathcal{N} = \frac{1}{\varphi(\mathcal{E}) \setminus \mathcal{M}}$, this means that $\eta \notin \mathcal{N}$ and $S_\eta$ does not have matching.

From Theorem 3.1 we know that if $\eta \in \frac{1}{\varphi(I_a)}$ for some maximal quadratic interval $I_a$, then $S_\eta$ has matching and the matching index $m$ is given by the sum of the continued fraction digits of $a$. Moreover, the first part of the signed binary expansion of 1 is equal to $w_1(a) \ldots w_m(a)$ for any $\eta \in \frac{1}{\varphi(I_a)}$. If, on the other hand, $\eta \notin \frac{1}{\varphi(I_a)} \cup \mathcal{N}$, then there is another $a' \in \mathbb{Q} \cap (0,1]$ with $I_{a'}$ maximal and $\eta \notin \frac{1}{\varphi(I_{a'})}$. This automatically implies that either $m(\eta) \neq m$ or

\[ d_{\eta,1}(1) \cdots d_{\eta,m}(1) \neq w_1(a) \cdots w_m(a). \] \hfill \(\square\)

In other words, Theorem 3.1 says that the matching intervals for the family $\{S_\eta\}_{\eta \in [1,2]}$ are precisely the images of the matching intervals for the family $\{T_\alpha\}_{\alpha \in (0,1]}$ under the map $x \mapsto \frac{1}{\varphi(x)}$.

**Remark 3.1.** The map $x \mapsto \frac{1}{\varphi(x)}$ does not give an isomorphism between the transformations $T_\alpha$ and $S_{\frac{1}{\varphi(x)}}$, since that would imply that these maps have the same measure-theoretical entropy and this is in general not the case. The measure-theoretical entropy of $S_\eta$ is log 2 for any parameter $\eta$, while there are several articles devoted to a detailed description of the dependence of the measure-theoretic entropy of $T_\alpha$ on the parameter $\alpha$, such as [NN08, CT12, KSS12, BCIT13, CT13].

From Theorem 3.1 we see that the matching intervals for $\{S_\eta\}_{\eta \in [1,2]}$ are indexed by the initial part of the digit sequences $d_\eta$ up to the matching index $m = m(\eta)$ for the values of $\eta$ that are in the matching interval. We now characterise the initial words in $\{0,1\}^*$ that correspond to the matching intervals. Define the function $\psi : \{0,1\}^* \setminus \{\epsilon, 0, 1\} \rightarrow \{0,1\}^*$ by

\[ \psi(w) = \psi(w_1 \cdots w_m) = w_1 \cdots w_m(1 - w_1)(1 - w_2) \cdots (1 - w_{m-1})1. \]
Let $\sigma$ denote the left shift on sequences as before and let $\prec$ denote the lexicographical ordering on $\{0,1\}^\mathbb{N}$ and $\{0,1\}^*$ where we compare two words of unequal length by adding 0s at the end.

**Definition 3.1.** A word $w = w_1 \cdots w_m \in \{0,1\}^*$ is called primitive if all the following hold:

(i) $w_1 = w_2 = w_m = 1$;

(ii) $\sigma^n((w_1 \cdots w_m)^\infty) \preceq (w_1 \cdots w_m)^\infty$ for any $n \geq 0$;

(iii) there is no word $u \in \{0,1\}^*$ such that $u \prec w \prec \psi(u)$.

The conditions in the definition follow quite naturally from the dynamics of $S_\eta$, while $w^\ell = d_\eta,\ell(1) = 1$ for $\ell = 1, 2$ is necessary since $\eta \in (1, \frac{3}{2})$ and $w_m = d_\eta,m(1) = 1$ since the last digit before matching is a 1. Condition (ii) is the usual restriction given by the dynamics of the system. In fact, any digit sequence $(d_\eta,n(x))_{n \geq 1}$ produced by the map $S_\eta$ will satisfy the following lexicographical condition: for any $k \geq 0$,

$$\sigma^k(d_\eta,n(x))_{n \geq 1} \preceq (d_\eta,n(1))_{n \geq 1}.$$ 

Condition (iii) is the actual condition specifying which words correspond to a matching interval. It guarantees that matching occurs exactly at time $m$ and not before.

The notion of primitivity is related, in fact equivalent, to the notion of admissibility which is central in the study of unique expansions (see Remark 3.2 below).

**Definition 3.2.** A word $w = w_1 \cdots w_m \in \{0,1\}^*$ is called admissible if $m \geq 2$ and

$$(1 - w_1) \cdots (1 - w_{m-k})0^\infty \prec w_{k+1} \cdots w_m 0^\infty \preceq w_1 \cdots w_{m-k} 0^\infty \quad \text{for all } 0 \leq k \leq m - 1.$$ 

In [Kou], Kong proved the equivalence of the above two notions. We state his result in the following proposition. His proof can be found in the Appendix.

**Proposition 3.2.** A word $w \in \{0,1\}^*$ is primitive if and only if it is admissible.

Recall the definition of $w(a)$ from (23) and associate similarly to each primitive $w \in \{0,1\}^*$ a rational number $a \in \mathbb{Q} \cap (0,1)$ by setting

$$a(w) = [0; a_1 \cdots a_{2n+1}] \quad \text{if } w = 1^{a_1} 0^{a_2} \cdots 1^{a_{2n+1}}.$$ 

Using the fact that primitivity is equivalent to admissibility, we get the following result linking maximal quadratic intervals and primitive words.
Proposition 3.3. Let \( w \in \{0,1\}^* \) and let \( a \in \mathbb{Q} \cap (0,1) \). If \( w \) is a primitive word, then \( I_{a(w)} \) is a maximal quadratic interval and if \( I_a \) is a maximal quadratic interval, then \( w(a) \) is primitive.

Proof. First let \( a = [0:a_1 \cdots a_{2n+1}] \in \mathbb{Q} \cap (0,1) \) be given and set \( m = a_1 + \cdots + a_{2n+1} \). Write \( w(a) = w_1 \cdots w_m \). Suppose \( I_a \) is maximal, so that (19) holds. For any \( k \),

\[
w_{k+1} \cdots w_m = 0^p 0^{2^k} \cdots 1^{a_{2n+1}}, \quad \text{or} \quad w_{k+1} \cdots a_m = 0^p 1^{a_{2k+1}} \cdots 1^{w_{2n+1}}
\]

for some \( p \). In both cases, it follows directly from (19) that

\[
w_{k+1} \cdots w_m 0^\infty \preceq w_1 \cdots w_{m-k} 0^\infty \quad \text{for all} \quad 0 \leq k \leq m - 1.
\]

So we need only to show that \((1-w_1) \cdots (1-w_{m-k}) 0^\infty \preceq w_{k+1} \cdots w_m 0^\infty \) and for this it suffices to consider the case \( w_{k+1} \cdots w_m = 0^p 1^{a_{2\ell+1}} \cdots 1^{a_{2n+1}} \). Now \( p \leq a_{2\ell} \) and \( a_{2\ell} \leq a_1 \). If \( p < a_1 \), then the desired strict inequality holds and we are done. Assume \( p = a_1 \), then \( a_{2\ell} = a_1 \), and \( w_{k+1} \cdots w_m = 0^{a_1} 1^{a_{2\ell+1}} \cdots 1^{a_{2n+1}} \). Assume for the sake of getting a contradiction that \( w_{k+1} \cdots w_m \succeq (1-w_1) \cdots (1-w_{m-k}) \). From (19) this implies \( w_{k+1} \cdots w_m = (1-w_1) \cdots (1-w_{m-k}) \), and hence \( a_{2\ell} \cdots a_{2n+1} = a_1 \cdots a_{2n-2\ell+2} \). By repeatedly applying this, we see that there exist integers \( r \) and \( s \leq 2\ell - 1 \) such that

\[
a_1 \cdots a_{2n+1} = (a_1 \cdots a_{2\ell-1})^r a_1 \cdots a_s
\]

and

\[
a_{2\ell} \cdots a_{2n+1} a_1 \cdots a_{2\ell-1} = (a_1 \cdots a_{2\ell-1})^{s-1} a_1 \cdots a_s (a_1 \cdots a_{2\ell-1}).
\]

Since

\[
a_1 \cdots a_{2n+1} <_g a_{2\ell} \cdots a_{2n+1} a_1 \cdots a_{2\ell-1},
\]

we see that they differ in their last block of length \( 2\ell - 1 \), which occurs at the odd position \( 2n - 2\ell + 3 \). This implies that \( a_{s+1} \cdots a_{2\ell-1} a_1 \cdots a_s <_g a_1 \cdots a_{2\ell-1} \). However, this contradicts the inequality \( a_1 \cdots a_{2n+1} <_g a_{2n-2\ell+3} \cdots a_{2n+1} a_1 \cdots a_{2n-2\ell+2} \). Hence, \((1-w_1) \cdots (1-w_{m-k}) 0^\infty \prec w_{k+1} \cdots w_m 0^\infty \), and \( w(a) \) is admissible. Then \( w(a) \) is primitive by Proposition 3.2.

Now let \( w = w_1 \cdots w_m = 1^a 0^{a_2} \cdots 1^{a_{2n+1}} \in \{0,1\}^* \) be a primitive word. By Proposition 3.2 then \( w \) is admissible. To prove that \( I_{a(w)} \) is maximal, we verify (19) by considering strings starting with even and odd indices separately.

Let \( k = a_1 + \cdots + a_{2\ell-1} \). By admissibility we have \((1-w_1) \cdots (1-w_{m-k}) \prec 0^{a_2} \cdots 1^{a_{2n+1}} \), so there is a least \( j \leq 2n - 2\ell + 1 \) such that \( a_j \neq a_{2\ell+j-1} \). Admissibility also implies that \( a_1 \cdots a_j <_g a_{\ell} \cdots a_{2\ell+j-1} \) and hence \( a_1 \cdots a_{2n+1} <_g a_{2\ell} \cdots a_{2n+1} a_1 \cdots a_{2\ell-1} \) as required.
We consider now the case $k = a_1 + \cdots + a_{2\ell}$. By admissibility,
\[ w_{k+1} \cdots w_m = 1^{a_{2\ell+1}}1^{a_{2\ell+2}} \cdots 1^{a_{2n+1}} \leq w_1 \cdots w_{m-k}. \]
If there exists a $1 \leq j \leq 2n-2\ell$ such that $a_j \neq a_{2\ell+j}$, then admissibility would imply that $a_1 \cdots a_{2n-2\ell} < a_{2\ell} \cdots a_{2n}$, and hence $a_1 \cdots a_{2n+1} < a_{2\ell+1} \cdots a_{2n+1}a_1 \cdots a_{2\ell}$. So assume that $a_j = a_{2\ell+j}$ for all $1 \leq j \leq 2n-2\ell$. By admissibility, we see that $w_1 \cdots w_{m-k} = 1^{a_1} \cdots 0^{a_{2n-2\ell}}1^t$ with $t = a_{2n+1} \leq a_{2n-2\ell+1}$. If $a_{2n+1} < a_{2n-2\ell+1}$, then $a_1 \cdots a_{2n-2\ell+1} < a_{2\ell} \cdots a_{2n+1}$ and hence $a_1 \cdots a_{2n+1} < a_{2\ell+1} \cdots a_{2n+1}a_1 \cdots a_{2\ell}$. We consider now the case $a_{2n+1} = a_{2n-2\ell+1}$. Using the equality $a_{2\ell+1} \cdots a_{2n+1} = a_1 \cdots a_{2n-2\ell+1}$ repeatedly, we can write
\[ a_1 \cdots a_{2n+1} = (a_1 \cdots a_{2\ell})^r a_1 \cdots a_s \]
and
\[ a_{2\ell+1} \cdots a_{2n+1}a_1 \cdots a_{2\ell} = (a_1 \cdots a_{2\ell})^{r-1} a_1 \cdots a_s (a_1 \cdots a_{2\ell}) \]
with $s \leq 2\ell$. We see that they differ in their last block of length $2\ell$, which occurs at the even position $2n - 2\ell + 2$. Since by admissibility
\[ (1-w_1) \cdots (1-w_k) = 0^{a_1}1^{a_2} \cdots 1^{a_{2\ell}} < w_{m-k} \cdots w_m = 0^{a_{2n-2\ell+2}}1^{a_{2n-2\ell+3}} \cdots 1^{a_{2n+1}}, \]
this would imply that
\[ a_1 \cdots a_{2\ell} < a_{2n+1} \cdots a_{2n-2\ell+2} \cdots a_{2n+1} = a_{2\ell}a_1 \cdots a_s \]
and hence
\[ a_1 \cdots a_{2n+1} = a_1 \cdots a_{2n-2\ell+1}a_{2n-2\ell+2} \cdots a_{2n+1} < g a_{2\ell+1} \cdots a_{2n+1}a_1 \cdots a_{2\ell} \]
as required. Therefore, $I_a$ is maximal. 

So, every matching interval for $\{S_q\}_{q \in [1,2]}$ is coded by a primitive word. Next we show that the matching intervals exhibit a period doubling behaviour that has already been observed numerically for the $\alpha$-continued fraction maps in [CMPT10, Sect. 4.2] and investigated further in [BCIT13].

### 3.3. Cascades of matching intervals and non-matching parameters

In the next two propositions we prove that attached to each matching interval we find a whole cascade of matching intervals separated by elements from the non-matching set $\mathcal{N}$ for which a Markov partition exists and with an accumulation point that is a transcendental element of $\mathcal{N}$. For a primitive word $w$ let $J_w = \frac{1}{\varphi'(I_{w(\psi)})}$ be a matching interval and set
\[ L(w) = \frac{1}{\varphi(a^-(w))} \quad \text{and} \quad R(w) = \frac{1}{\varphi(a^+(w))}, \]
so that $J_w = (L(w), R(w))$. Recall the definition of $\psi$ from (25).
Proposition 3.4. Let \( w = w_1 \cdots w_m \) be a primitive word. Then \( L(w) = R(\psi(w)) \).

Proof. By (22) and Proposition 3.1, \( L(w) = \frac{2^m + 1}{2^m \psi(w) + 1} \) and \( R(\psi(w)) = \frac{2^m - 1}{2^m \psi(w) - 1} \).

Note that
\[
2^m v(\psi(w)) = w_1 2^{m-1} + \cdots + w_{m-1} 2^{m+1} + 2^m + (1 - w_1) 2^{m-1} \\
+ \cdots + (1 - w_{m-1}) 2 + 1 \\
= 2^m (2^m v(w)) + 2^m - 2^m v(w) = 2^m (2^m v(w) + 1) - 2^m v(w).
\]

This implies
\[
2^m v(\psi(w)) - 1 = 2^m (2^m v(w) + 1) - (2^m v(w) + 1) = (2^m - 1)(2^m v(w) + 1).
\]

Hence,
\[
\frac{2^m - 1}{2^m v(\psi(w)) - 1} = \frac{(2^m + 1)(2^m - 1)}{(2^m - 1)(2^m v(w) + 1)} = \frac{2^m + 1}{2^m v(w) + 1}.
\]

It is easy to see that the primitivity of a word \( w \) implies the primitivity of \( \psi(w) \). So, the previous proposition implies that attached to each matching interval is a cascade of matching intervals corresponding to the words \( \psi^n(w) \).

Set \( \eta := \lim_{n \to \infty} \psi^n(w) \). Note that \( \eta \) does not depend on where in the cascade we start. Write \( p_w = v(\psi(w)) \); then
\[
\lim_{n \to \infty} L(\psi^n(w)) = \lim_{n \to \infty} \frac{2^m + 1}{2^m v(\psi^n(w)) + 1} = \lim_{n \to \infty} \frac{1 + \frac{1}{2^m}}{v(\psi^n(w)) + \frac{1}{2^m}} = \frac{1}{p_w}.
\]

Example 3.1. Consider the primitive word 11. Then \( J_{11} = \left(\frac{5}{4}, \frac{3}{4}\right) \), so for each \( \eta \in J_{11} \), \( S_\eta \) has matching after 2 steps. We also have \( \psi(11) = 1101 \) and \( J_{1101} = \left(\frac{17}{16}, \frac{15}{16}\right) \). For any \( \eta \) in this interval, \( S_\eta \) has matching after 4 steps. For \( \eta = \frac{5}{4} \) we have \( 1 - \eta = -\frac{1}{4} \) and
\[
S_{\frac{5}{4}}(1) = \frac{3}{4}, \quad S_{\frac{5}{4}}^2(1) = \frac{1}{4}, \quad S_{\frac{5}{4}}^3(1) = \frac{1}{2}, \quad S_{\frac{5}{4}}^4(1) = 1.
\]

\[
S_{\frac{5}{4}}\left(1 - \frac{5}{4}\right) = -\frac{1}{2}, \quad S_{\frac{5}{4}}^2\left(-\frac{1}{4}\right) = -1, \quad S_{\frac{5}{4}}^3\left(-\frac{1}{4}\right) = -\frac{3}{4}, \quad S_{\frac{5}{4}}^4\left(-\frac{1}{4}\right) = -\frac{1}{4},
\]

so there is a Markov partition. The limit \( 11 = \lim_{n \to \infty} \psi^n(11) \) is the shifted Thue–Morse sequence. Recall that the Thue–Morse substitution is given by
\[
0 \mapsto 01, \quad 1 \mapsto 10.
\]

The Thue–Morse sequence is the fixed point of this substitution, which is
\[
t = 01101001100110101100110101001 \cdots,
\]
and the Thue–Morse constant $p^*$ is the number that has this sequence as its base 2 expansions, i.e., $p^* = \sum_{n \geq 1} \frac{t_n}{2^n} = 0.4124\ldots$. The limit sequence 11 is the sequence obtained when we shift the Thue–Morse sequence one place to the left, 11 = $\sigma(t)$. For the corresponding constant we get

$$\lim_{n \to \infty} L(\psi^n(11)) = \frac{1}{p_{11}} = \frac{1}{2p^*} = 1.2122\ldots,$$

which is transcendental (see [Dek77]).

The previous example illustrates a general pattern. Let $w = w_1 \cdots w_m \in \{0,1\}^m$ be a primitive word and consider the right end point $R(w)$ of the matching interval $J_w$. Then $d_R(w) = (w_1 \cdots w_{m-1} 0)^\infty$ by (22) and $R(w) \in \mathcal{N}$. It holds that $S^m_{R(w)}(1) = 1$ and thus $S^m_{R(w)}(1 - R(w)) = 1 - R(w)$. In other words, $S_R(w)$ has a Markov partition, but no matching. Results from [BCIT13] give us the following proposition.

**Proposition 3.5.** Let $w \in \{0,1\}^m$ be a primitive word. Then $\frac{1}{p_w} \in \mathcal{N}$ and $\frac{1}{p_w}$ is transcendental.

**Proof.** Since $\mathcal{N}$ contains exactly those points that are not in any matching interval, we have $\frac{1}{p_w} = \lim_{n \to \infty} L(\psi^n(w)) \in \mathcal{N}$. In [BCIT13] the maps $\tau_0$ and $\Delta$ are defined on words $u = u_1 \cdots u_n \in \{0,1\}^*$ by $\tau_0(u) = \psi((u_1 \cdots u_n)0^\infty)$ and $\Delta(u) = u_1 \cdots u_n 1(1 - u_1) \cdots (1 - u_n)$. Then for each $j \geq 1$ they set $\tau_j(u) = \tau_0(\Delta^j(u))$ and $\tau_\infty(u) = \lim_{j \to \infty} \tau_j(u)$. It is proven in [BCIT13, Prop. 4.7] that if $\tau_0(u) \in \Lambda$, then $\tau_\infty(u)$ is transcendental. The fact that $\frac{1}{p_w}$ is transcendental thus follows from [BCIT13, Prop. 4.7] by observing that $p_w = \tau_\infty(w_1 \cdots w_{m-1})$. \qed

**Remark 3.2.** We have already seen that $\mathcal{N} = \frac{1}{\varphi(2\mathcal{L}\setminus\{0\})}$, where $\mathcal{E}$ is the bifurcation set for the family $\{T_{\alpha}\}_{\alpha \in [0,1]}$ defined in (21). In [BCIT13] the set $\mathcal{E}$ was linked to the real slice of the boundary of the Mandelbrot set, the set $\Lambda$ of codings for the kneading invariants of unimodal maps encoded by $\Lambda$, and the set of univoque bases. So, this article adds a new item to this list of correspondences. The common link between the results from [BCIT13] and our case is the set $\Gamma$ from (14), which was shown by Allouche and Cosnard ([AC83, AC01]) to have connections with univoque numbers. Given a number $1 < \beta < 2$, one can express any real number $x \in [0, \frac{1}{\beta-1}]$ as a $\beta$-expansion: $x = \sum_{n \geq 1} \frac{c_n}{\beta^n}$ for some sequence $(c_n)_{n \geq 1} \in \{0,1\}^N$. Typically a number $x$ has uncountably many different expansions of this form. The number $1 < \beta < 2$ is called univoque if there is a unique sequence $(c_n)_{n \geq 1} \in \{0,1\}^N$ such that $1 = \sum_{n \geq 1} \frac{c_n}{\beta^n}$, i.e., if 1 has a unique $\beta$-expansion. Let $\mathcal{U}$ denote the set of univoque bases. The properties of $\mathcal{U}$ have been studied by many authors. There exists an equivalent characterisation of univoque numbers in terms of strongly
admissible sequences, which is mainly due to Parry ([Par60]) (see also [EJK90]) and which is stronger than the notion of admissibility from Definition 3.2.

A sequence \((c_n)_{n \geq 1} \in \{0, 1\}^\mathbb{N}\) is strongly admissible if and only if

\[
\begin{align*}
& (c_{k+1}c_{k+2} \cdots \prec c_1c_2 \cdots) \quad \text{if } c_k = 0, \\
& (c_{k+1}c_{k+2} \cdots \succ c_1c_2 \cdots) \quad \text{if } c_k = 1,
\end{align*}
\]

for all \(k\). It is easy to check that strong admissibility is equivalent to

\[
(1 - c_1)(1 - c_2) \cdots \prec c_{k+1}c_{k+2} \cdots \prec c_1c_2 \cdots
\]

for all \(k \geq 1\). In [EJK90] it is proved that a sequence \((c_n)_{n \geq 1} \in \{0, 1\}^\mathbb{N}\) is strongly admissible if and only if there is a univoque \(\beta > 1\) such that

\[
1 = \sum_{n \geq 1} c_n \beta^{-n}.
\]

In [KL07], the authors studied the topological structure of the set \(U\) as well as its closure \(\overline{U}\). Furthermore, they characterised the sequences that belong to \(\overline{U}\), namely \((d_n)_{n \geq 1} \in \overline{U}\) if and only if

\[
(1 - d_1)(1 - d_2) \cdots \prec d_{k+1}d_{k+2} \cdots \preceq d_1d_2 \cdots
\]

for all \(k \geq 1\). They also showed that if \((d_n)_{n \geq 1} \in \overline{U}\), then \((d_n)_{n \geq 1}\) has an arbitrarily long initial block that is admissible in the sense of Definition 3.2. In [AC01] the authors showed that there is a one-to-one correspondence between strong admissible sequences and the points in \(\Gamma\) that do not have a periodic binary expansion. In this way the univoque bases are related to a subset of \(\mathcal{N}\).

§4. The continuity of the frequency function

In this section we consider the unique absolutely continuous invariant measure \(\mu_\eta\) and the associated frequency function \(\eta \mapsto \mu_\eta([\frac{-1}{2}, \frac{1}{2}])\) with the goal of giving an explicit formula for \(\mu_\eta([\frac{-1}{2}, \frac{1}{2}])\) on each of the matching intervals \(J_\eta\). Recall the expression for the invariant probability density from (8). Suppose that for some \(\eta\) we have matching after \(m\) steps. Hence, \(S_\eta^m(1) = S_\eta^m(1 - \eta)\) and \(S_\eta^m(\eta - 1) = S_\eta^m(-1)\). Moreover, before matching we have \(S_\eta^m(1) = S_\eta^m(1 - \eta) + \eta\) and \(S_\eta^m(\eta - 1) = S_\eta^m(-1) + \eta\). Then

\[
f_\eta(x) = \frac{1}{C} \sum_{n=0}^{m-1} \frac{1}{2^{n+1}} \left( 1_{[S_\eta^m(1-\eta), S_\eta^m(1))}(x) + 1_{[S_\eta^m(-1), S_\eta^m(\eta-1))}(x) \right),
\]

where \(C\) is the normalising constant. Further, \(C\) is related to the total measure,
which is
\[
\mu_\eta([-1,1]) = \frac{1}{C} \int_{-1}^{1} f_\eta(x) \, dx = \frac{2}{C} \sum_{n=0}^{m-1} \frac{1}{2^n+1} \left( S_\eta^n(1) - S_\eta^n(1-\eta) \right)
\]
\[
= \eta \left( \frac{1 - \frac{1}{2^m}}{1 - \frac{1}{2}} \right) = \frac{2\eta}{C} \left( 1 - \frac{1}{2^m} \right) = 1,
\]
where we have used that \( S_\eta^n(1) = S_\eta^n(1-\eta) + \eta \) before matching. Hence,
\[
\eta \left( \frac{1 - \frac{1}{2^m}}{1 - \frac{1}{2}} \right) = \frac{2\eta}{C} \left( 1 - \frac{1}{2^m} \right) = 1,
\]
where \( \eta \) is
\[
\eta \left( \frac{1 - \frac{1}{2^m}}{1 - \frac{1}{2}} \right) = \frac{2\eta}{C} \left( 1 - \frac{1}{2^m} \right) = 1,
\]
where we have used that \( S_\eta^n(1) = S_\eta^n(1-\eta) + \eta \) before matching. Hence,
\[
(26) \quad \frac{1}{C} = \frac{1}{\eta} \frac{2^{m-1}}{2^m - 1}.
\]

We first prove that the map \( \eta \mapsto f_\eta \) is continuous.

**Theorem 4.1.** Let \( \bar{\eta} \in [1, 2] \) and let \( (\eta_k)_{k \geq 1} \subseteq [1, 2] \) be a sequence converging to \( \bar{\eta} \). Then \( f_{\eta_k} \to f_{\bar{\eta}} \) in \( L^1 \), where \( f_{\bar{\eta}} = \frac{1}{2} \) in the case \( \bar{\eta} = 1 \).

For the proof we use the Perron–Frobenius operator \( \mathcal{L}_\eta \) for \( S_\eta \), which is given by
\[
(\mathcal{L}_\eta f)(x) = \frac{1}{2} \left( f \left( \frac{x}{2} \right) + 1_{(\eta-2, \eta-1)}(x) f \left( \frac{x-\eta}{2} \right) + 1_{(1-\eta, 2-\eta)}(x) f \left( \frac{x+\eta}{2} \right) \right)
\]
for \( f \in L^1(\lambda) \), where as before \( \lambda \) denotes the one-dimensional Lebesgue measure. For a function \( f : [-1, 1] \to \mathbb{R} \), let \( \text{Var}(f) \) denote its total variation and use \( \text{BV} \) to denote the set of functions \( f : [-1, 1] \to \mathbb{R} \) of bounded variation, so with \( \text{Var}(f) < \infty \). Since \( S_\eta \) is an expanding interval map with constant slope, it is well known (see for example [BG97, Thm. 5.2.1]) that an absolutely continuous invariant density for \( S_\eta \) is obtained from the Lebesgue almost everywhere limit of a subsequence of
\[
\left( \frac{1}{n} \sum_{j=0}^{n-1} \mathcal{L}_\eta(1) \right)_{n \geq 1}.
\]

**Proof of Theorem 4.1.** First let \( \eta \neq \frac{3}{2} \). Let \( \mathcal{P}_\eta \) be the collection of intervals of monotonicity of \( S_\eta \). To be precise, for \( \eta \in \left[1, \frac{3}{2}\right) \) we have
\[
\mathcal{P}_\eta = \left\{ \left( -1, -\frac{2\eta + 1}{4} \right), \left( -\frac{2\eta + 1}{4}, -\frac{1}{2} \right), \left( -\frac{1}{2}, -\frac{1}{4} \right), \left( -\frac{1}{4}, \frac{1}{4} \right), \left( \frac{1}{4}, \frac{1}{2} \right), \left( \frac{1}{2}, \frac{2\eta + 1}{4} \right), \left( \frac{2\eta + 1}{4}, 1 \right) \right\},
\]
and for \( \eta \in \left( \frac{3}{2}, 2 \right] \) this becomes
\[
\mathcal{P}_\eta = \left\{ \left( -1, \frac{1}{2} - \frac{2\eta}{4} \right), \left( 1 - \frac{2\eta}{4}, \frac{1}{2} \right), \left( -\frac{1}{2}, -\frac{1}{4} \right), \left( -\frac{1}{4}, \frac{1}{4} \right), \left( \frac{1}{4}, \frac{1}{2} \right), \left( \frac{1}{2}, \frac{2\eta - 1}{4} \right), \left( \frac{2\eta - 1}{4}, 1 \right) \right\}.
\]
Since $S_\eta$ is a piecewise expanding interval map with constant slope it follows from [BG97, Lem. 5.2.1] that for $f \in \BV$,
\[
\Var(L_\eta f) \leq \Var(f) + 2 \int_{[-1,1]} |f| \, d\lambda, \\
\Var(L_\eta^2 f) \leq \frac{1}{2} \Var(f) + \frac{1}{2\delta(\eta)} \int_{[-1,1]} |f| \, d\lambda,
\]
where $\delta(\eta) = \min \{\lambda(I) : I \in \mathcal{P}_\eta\} = \frac{2^{r-3}}{4}$. For $n \geq 2$, write $n = 2^j i$ with $i \in \{0,1\}$. Then
\[
\Var(L_n \eta f) = \Var(L_{S_\eta^j \eta} f) \leq \frac{1}{2^j} \Var(L_\eta f) + \sum_{k=0}^{j-1} \frac{1}{2^k} \frac{1}{2\delta(\eta)} \int_{[-1,1]} |f| \, d\lambda \\
\leq \frac{1}{2^j} \Var(f) + \int_{[-1,1]} |f| \, d\lambda \left( 2 + \frac{1}{\delta(\eta)} \right).
\]

Fix some $\bar{\eta} \in (1,2] \setminus \{\frac{3}{2}\}$ and let $(\eta_k)_{k \geq 1} \subseteq (1,2]$ be a sequence converging to $\bar{\eta}$. Let
\[
0 < \varepsilon < \min \left\{ \left| \bar{\eta} - \frac{3}{2} \right|, \delta(\bar{\eta}) \right\}.
\]
Then for all $\eta \in [\bar{\eta} - \varepsilon, \bar{\eta} + \varepsilon]$, we have $\delta(\eta) \geq \delta(\bar{\eta}) - \frac{\varepsilon}{2} \geq \frac{\delta(\bar{\eta})}{2}$. For $k \geq 1$, define the sequence of functions $f_{k,n} = \frac{1}{n} \sum_{j=0}^{n-1} L_{S_{\eta_k}^j}(1)$. Recall that since each $S_{\eta_k}$ has a unique absolutely continuous invariant measure there is a subsequence of $(f_{k,n})$ converging to $f_{\eta_k}$ $\lambda$-a.e. For ease of notation we simply assume that $\lim_{n \to \infty} f_{k,n} = f_{\eta_k}$ $\lambda$-a.e. By (27),
\[
\Var(f_{k,n}) \leq \frac{1}{n} \sum_{j=0}^{n-1} \Var(L_{S_{\eta_k}^j}(1)) \leq 4 + \frac{2}{\delta(\eta_k)},
\]
so for all $k$ sufficiently large, we have
\[
\Var(f_{k,n}) \leq 4 + \frac{2}{\delta(\eta_k)} - \frac{\varepsilon}{2} \leq 4 + \frac{4}{\delta(\eta_k)}.
\]
Also,
\[
\sup |f_{k,n}| \leq \Var(f_{k,n}) + \int_{[-1,1]} f_{k,n} \, d\lambda \\
\leq \Var(f_{k,n}) + \frac{1}{n} \sum_{j=0}^{n-1} \int_{[-1,1]} L_{S_{\eta_k}^j}(1) \, d\lambda \leq 6 + \frac{4}{\delta(\eta_k)}.
\]
Since both of these bounds are independent of $\eta_k$ and $n$, we have $\Var(f_{\eta_k})$, $\sup |f_{\eta_k}| \leq 6 + \frac{4}{\delta(\eta)}$ for each $k$ large enough. From Helly’s theorem it then follows that there is a subsequence $(k_i)$ and an $f_\infty \in \BV$ such that $f_{\eta_{k_i}} \to f_\infty$ in...
$L^1(\lambda)$ and $\lambda$-a.e. and with $\sup |f_\infty|$, $\text{Var}(f_\infty) \leq 6 + \frac{4}{\delta(\bar{\eta})}$. We show that $f_\infty = f_{\bar{\eta}}$ by proving that for each Borel set $B \subseteq [-1, 1]$ we have

$$
\int_B f_\infty d\lambda = \int_{S_{\bar{\eta}}^{-1}(B)} f_\infty d\lambda.
$$

The desired result then follows from the uniqueness of the invariant probability density. First note that $1_B \in L^1(\lambda)$, so it can be approximated arbitrarily closely by compactly supported $C^1$ functions. So instead of (28) we prove that

$$
\left| \int_{[-1,1]} (g \circ S_{\bar{\eta}}) f_\infty d\lambda - \int_{[-1,1]} g f_\infty d\lambda \right| = 0
$$

for any compactly supported $C^1$ function $g$ on $[-1, 1]$. (Hence $\|g\|_\infty < \infty$.) We split this into three parts:

$$
\left| \int_{[-1,1]} (g \circ S_{\bar{\eta}}) f_\infty d\lambda - \int_{[-1,1]} g f_\infty d\lambda \right| \\
\leq \left| \int_{[-1,1]} (g \circ S_{\bar{\eta}}) f_\infty d\lambda - \int_{[-1,1]} (g \circ S_{\bar{\eta}}) f_{\eta_k} d\lambda \right| \\
+ \left| \int_{[-1,1]} (g \circ S_{\bar{\eta}}) f_{\eta_k} d\lambda - \int_{[-1,1]} (g \circ S_{\eta_k}) f_{\eta_k} d\lambda \right| \\
+ \left| \int_{[-1,1]} (g \circ S_{\eta_k}) f_{\eta_k} d\lambda - \int_{[-1,1]} g f_\infty d\lambda \right|.
$$

Then for the first part we have

$$
\left| \int_{[-1,1]} (g \circ S_{\bar{\eta}}) f_\infty d\lambda - \int_{[-1,1]} (g \circ S_{\bar{\eta}}) f_{\eta_k} d\lambda \right| \\
\leq \left| \int_{[-1,1]} \left( \sup_{x \in [-1,1]} g(x) \right) (f_\infty - f_{\eta_k}) d\lambda \right| \\
\leq \|g\|_\infty \int_{[-1,1]} |f_\infty - f_{\eta_k}| d\lambda = \|g\|_\infty \|f_\infty - f_{\eta_k}\|_{L^1}.
$$

For the third part we get

$$
\left| \int_{[-1,1]} (g \circ S_{\eta_k}) f_{\eta_k} d\lambda - \int_{[-1,1]} g f_\infty d\lambda \right| \leq \|g\|_\infty \|f_\infty - f_{\eta_k}\|_{L^1}.
$$
Hence, these two parts converge to 0 as \( i \to \infty \). Now, for the middle part we have

\[
\left| \int_{[-1,1]} (g \circ S_\eta)f_{\eta_k} \, d\lambda - \int_{[-1,1]} (g \circ S_{\eta_k})f_{\eta_k} \, d\lambda \right|
\]

\[
\leq \left( \sup_{x \in [-1,1]} f_{\eta_k}(x) \right) \int_{[-1,1]} \left| (g \circ S_\eta) - (g \circ S_{\eta_k}) \right| \, d\lambda
\]

\[
\leq \left( 6 + \frac{4}{\delta(\eta)} \right) \int_{[-1,1]} \left| (g \circ S_\eta) - (g \circ S_{\eta_k}) \right| \, d\lambda.
\]

By the dominated convergence theorem and the continuity of \( g \), we have

\[
\lim_{i \to \infty} \int_{[-1,-1/2]} \left| (g \circ S_\eta) - (g \circ S_{\eta_k}) \right| \, d\lambda = \int_{-1}^{-1/2} \lim_{i \to \infty} \left| g(2x+\eta_k) - g(2x+\eta) \right| \, dx = 0,
\]

and similarly the integral converges to 0 on \([-\frac{1}{2}, \frac{1}{2}]\) and \((\frac{1}{2}, 1] \). Hence, \( f_\infty = f_\eta \) Lebesgue a.e. In fact, the proof shows that for each subsequence of \((f_{\eta_k})\) there is a further subsequence that converges a.e. (and in \( L^1 \)) to \( f_\eta \). This is equivalent to saying that the sequence \((f_{\eta_k})\) converges in measure to \( f_\eta \). Since \( f_{\eta_k} \leq \frac{4}{3} \) for any \( k \) large enough, this implies that \((f_{\eta_k})\) is uniformly integrable from a certain \( k \) on, so by Vitali’s theorem the sequence \((f_{\eta_k})\) converges in \( L^1 \) to \( f_\eta \).

Let \((\eta_k)\) now be a sequence of parameters converging to 1. By the above arguments the corresponding densities \( f_{\eta_k} \) converge in \( L^1 \) to an invariant density \( f_\infty \) for the map \( S_1 \). By (8) it is clear that for each Borel set \( B \) and each \( k \) it holds that \( \mu_{\eta_k}(B) = \mu_{\eta_k}(-B) \). Hence the same holds for the invariant measure \( \mu_\infty \) of \( S_1 \) with density \( f_\infty \). Since each absolutely continuous invariant measure of \( S_1 \) is a convex combination of Lebesgue measures concentrated on the left and right halves of the interval, this implies that \( \mu_\infty \) is the normalised Lebesgue measure on \([-1,1] \).

The above proof shows that \( \eta \mapsto f_\eta \) is continuous at any point \( \eta \in [1,2] \setminus \{\frac{3}{2}\} \).

For \( \frac{3}{2} \), we have by (11) that

\[
\lim_{\eta \downarrow \frac{3}{2}} \int_{[-1,1]} \left| f_\eta - f_{\frac{3}{2}} \right| \, d\lambda
\]

\[
= \lim_{\eta \downarrow \frac{3}{2}} \left( 2 \int_{-1}^{-\eta} \left( \frac{1}{3} - \frac{1}{2\eta} \right) \, dx + 2 \int_{1-\eta}^{-\frac{3}{2}} \left( \frac{1}{\eta} - \frac{1}{3} \right) \, dx + \int_{-\frac{3}{2}}^{-\frac{1}{2}} \left( \frac{2}{3} - \frac{1}{\eta} \right) \, dx \right) = 0.
\]

For any \( \eta \) in the matching interval \( J_{11} = (\frac{3}{4}, \frac{3}{2}) \) that is close enough to \( \frac{3}{2} \) we have

\[
f_\eta = \frac{1}{6\eta} \left( 2 + 1_{(2-2\eta, 2\eta-2)} + 1_{(\eta-2, 2-\eta)} + 2 \cdot 1_{(1-\eta, \eta-1)} \right).
\]
implies that

Moreover,

and if

then

\[ 1_{[S^n_\eta^{-1}(1-\eta), S^{n-1}_\eta(1)]}(x)1_{\left[-\frac{1}{2}, \frac{1}{2}\right]}(x) = 1_{[-\frac{1}{2}, \frac{1}{2}]}(x) \]

and

Moreover,

\[ 1_{[S^n_\eta^{-1}(1-\eta), S^{n-1}_\eta^{-1}(1)]}(x)1_{\left[-\frac{1}{2}, \frac{1}{2}\right]}(x) = 1_{[-\frac{1}{2}, \frac{1}{2}]}(x). \]
Due to symmetry, the measure of $[-\frac{1}{2}, \frac{1}{2}]$ is then given by

$$
\mu_\eta\left([\frac{-1}{2}, \frac{1}{2}]\right) = \frac{1}{c} \int_{[-\frac{1}{2}, \frac{1}{2}]} f_\eta(x) \, dx
$$

$$
= \frac{1}{c} \sum_{0 \leq k \leq m-2; \text{w}_{k+1} \neq 0} \left( \frac{1}{2k} \left( \left( \eta - \frac{1}{2} \right) S^k \eta(1) + 1 \right) \right) + \frac{1}{c} \sum_{0 \leq k \leq m-2; \text{w}_{k+1} = 0} \left( \frac{1}{2k} \left( S^k \eta(1) + \frac{1}{2} \right) \right) + \frac{1}{c^{2m-1}}
$$

Observe that if $m = 1$, the above two summations are zero. In this case by (26),

$$
\mu_\eta\left([\frac{-1}{2}, \frac{1}{2}]\right) = \frac{1}{c} = \frac{1}{\eta},
$$

as we saw before. For $m \geq 2$, we get

$$
\mu_\eta\left([\frac{-1}{2}, \frac{1}{2}]\right) = \frac{1}{c} \left( \sum_{0 \leq k \leq m-2; \text{w}_{k+1} \neq 0} \left( \frac{1}{2k} \left( \left( \eta - \frac{1}{2} \right) S^k \eta(1) + 1 \right) \right) + \sum_{0 \leq k \leq m-2; \text{w}_{k+1} = 0} \left( \frac{1}{2k} S^k \eta(1) \right) \right).
$$

If $m = 2$, then by (26) we find $\frac{1}{c} = \frac{2}{\eta}$ and $w_1 = 1$, so for all $\eta \in J_{11},$

$$
\mu_\eta\left([\frac{-1}{2}, \frac{1}{2}]\right) = \frac{1}{c} \left( 1 + \eta - 1 \right) = \frac{2}{3}.
$$

Assume $m \geq 3$. Use the notation $w^j = w_j \cdots w_1$ and recall from (10) that for $k \leq m$ we have $S^k \eta(1) = 2^k - 2^k \nu(w^k) \eta$. Then

$$
\mu_\eta\left([\frac{-1}{2}, \frac{1}{2}]\right) = \frac{1}{c} \left( \eta + \sum_{1 \leq k \leq m-2; \text{w}_{k+1} \neq 0} \left( \frac{\eta}{2k} - 1 + \nu(w^k) \eta \right) + \sum_{1 \leq k \leq m-2; \text{w}_{k+1} = 0} \left( 1 - \nu(w^k) \eta \right) \right).
$$

Let

$$
\eta(w) = \#\{2 \leq k \leq m-1 : w_k = 0\} - \#\{2 \leq k \leq m-1 : w_k = 1\}.
$$

Then

$$
\mu_\eta\left([\frac{-1}{2}, \frac{1}{2}]\right) = \frac{1}{c} \left( \eta + \eta(w) + \eta \left( \sum_{1 \leq k \leq m-2; \text{w}_{k+1} \neq 0} \left( \frac{1}{2k} + \nu(w^k) \right) - \sum_{1 \leq k \leq m-2; \text{w}_{k+1} = 0} \nu(w^k) \right) \right)
$$

(29)

$$
= \frac{2^{m-1}}{2^m - 1} \left( \frac{\eta(w)}{\eta} + 2\nu(w^m) + \sum_{1 \leq k \leq m-2; \text{w}_{k+1} \neq 0} \nu(w^k) - \sum_{1 \leq k \leq m-2; \text{w}_{k+1} = 0} \nu(w^k) \right),
$$

$$
\mu_\eta\left([\frac{-1}{2}, \frac{1}{2}]\right) = \frac{1}{c} \left( \eta + \eta(w) + \eta \left( \sum_{1 \leq k \leq m-2; \text{w}_{k+1} \neq 0} \left( \frac{1}{2k} + \nu(w^k) \right) - \sum_{1 \leq k \leq m-2; \text{w}_{k+1} = 0} \nu(w^k) \right) \right)
$$
where we have used that \( \sum_{1 \leq k \leq m - 2} \frac{1}{w_{k+1}} = \sum_{1 \leq k \leq m - 2} \frac{w_{k+1}}{2^k} = 2v(w_1^{m-1}) - 1 \). If \( w_{k+1} = 1 \), then \( v(w_1^{k+1}) = v(w_1^k) + \frac{1}{2^{k+1}} \) and if \( w_{k+1} = 0 \), then \( v(w_1^{k+1}) = v(w_1^k) \). This gives

\[
\mu_\eta\left(\left[ \frac{1}{2}, \frac{1}{2} \right] \right) = \frac{2^{m-1}}{2^m - 1} \left( \frac{\eta(w)}{\eta} + v(w_1^{m-1}) + \sum_{1 \leq k \leq m - 1; \ w_k = 1} v(w_1^k) - \sum_{2 \leq k \leq m - 1; \ w_k = 0} v(w_1^k) \right).
\]

For any primitive word \( w_1 \cdots w_m \) \((m \geq 3)\) the expression

\[
K_w := v(w_1^{m-1}) + \sum_{1 \leq k \leq m-1; \ w_k = 1} v(w_1^k) - \sum_{1 \leq k \leq m-1; \ w_k = 0} v(w_1^k)
\]

has a constant value on \( J_w \). As a result

\[
(30) \quad \mu_\eta\left(\left[ \frac{1}{2}, \frac{1}{2} \right] \right) = \frac{2^{m-1}}{2^m - 1} \left( \frac{\eta(w)}{\eta} + K_w \right),
\]

as a function of \( \eta \) on the interval \( J_w \), is increasing for \( \eta(w) < 0 \), decreasing for \( \eta(w) > 0 \) and constant if \( \eta(w) = 0 \). Note that using (30) we can for any \( \eta \in (1, \frac{3}{2}) \setminus \mathcal{N} \) explicitly calculate the frequency of the digit 0 in the signed binary expansion \((d_{q,n}(x))_{n \geq 1}\) for typical \( x \). We now have Theorem B.

**Proof of Theorem B.** The continuity of \( \eta \mapsto \mu_\eta\left(\left[ \frac{1}{2}, \frac{1}{2} \right] \right) \) is proved in Corollary 4.1, and the other two statements of the theorem follow from (30). \( \square \)

### §5. The maximal frequency of the digit 0

It remains to show that the map \( \eta \mapsto \mu_\eta\left(\left[ \frac{1}{2}, \frac{1}{2} \right] \right) \) takes its maximal value \( \frac{2}{3} \) exactly on \([\frac{\theta}{5}, \frac{2}{5}]\). Figure 4 shows \( \mu_\eta\left(\left[ \frac{1}{2}, \frac{1}{2} \right] \right) \) for several primitive words \( w \). The value on the big plateau in the middle is obtained easily from the relation with the \( \alpha \)-continued fraction maps as follows.

From (30) it follows that the monotonicity behaviour of \( \eta \mapsto \mu_\eta\left(\left[ \frac{1}{2}, \frac{1}{2} \right] \right) \) equals that of the entropy function \( \alpha \mapsto h_{\nu_\alpha}(T_\alpha) \) for \( \alpha \)-continued fractions as described in (17). To see this, let \( w = 1^{a_1} \cdots 1^{a_{2n+1}} \) be a primitive word. Then by Proposition 3.3 the quadratic interval \( I_w \) is maximal with \( a = [0; a_1 \cdots a_{2n+1}] \). For \( N = 1 + \sum_{j \text{ even}} a_j \) and \( M = -1 + \sum_{j \text{ odd}} a_j \) we have \( N - M = \eta(w) \). Therefore, by (17) we get that \( \mu_\eta\left(\left[ \frac{1}{2}, \frac{1}{2} \right] \right) \) increases, decreases or is constant on \( J_w \) if and only if \( h_{\nu_\alpha}(T_\alpha) \) increases, decreases or is constant on \( I_{\eta(w)} \) respectively. As mentioned in Section 3.1 it was shown in [KSS12, Sect. 10] that the entropy function \( \alpha \mapsto h_{\nu_\alpha}(T_\alpha) \) is constant on the interval \([g^2, g]\), where \( g = \frac{\sqrt{5} - 1}{2} \). Since \( \frac{1}{\nu(g)} = \frac{3}{2} \) and \( \frac{1}{\nu(g^2)} = \frac{6}{5} \), we have \( \mu_\eta\left(\left[ \frac{1}{2}, \frac{1}{2} \right] \right) = \mu_{\frac{3}{2}}\left(\left[ \frac{1}{2}, \frac{1}{2} \right] \right) = \frac{2}{3} \) for any \( \eta \in [\frac{\theta}{5}, \frac{2}{5}] \). This gives the plateau on the top of the graph in Figure 4.
To prove Theorem C we still need to show that $\mu_\eta([-\frac{1}{2}, \frac{1}{2}]) < \frac{2}{3}$ for all other values of $\eta$. We know from (12) that this holds for $\eta > \frac{3}{2}$. The proof of Theorem C requires the following lemma on the value of $\mu_\eta([-\frac{1}{2}, \frac{1}{2}])$ on the cascades of matching intervals.

**Lemma 5.1.** Let $w$ be a primitive word. Then $\eta(\psi^n(w)) = 0$ for all $n \geq 1$ and the frequency function $\eta \mapsto \mu_\eta([-\frac{1}{2}, \frac{1}{2}])$ is constant on the interval $[p_w, L(w)]$.

**Proof.** Let $w = w_1 \cdots w_m$ be a primitive word and let $k$ denote the number of 0s that occur in $w$. Then $\eta(w) = k - (m - 2 - k) = 2k + 2 - m$. Since $w_m = 1$ and $1 - w_1 = 0$, the number of 0s in $\psi(w)$ is $k + 1 + (m - 2 - k) = m - 1$. Hence, $\eta(\psi(w)) = 0$ and by the same reasoning $\eta(\psi^n(w)) = 0$ for all $n$. By (30), $\eta \mapsto \mu_\eta([-\frac{1}{2}, \frac{1}{2}])$ is constant on each interval $J_{\psi^n(w)}$, so that by continuity

$$\mu_\eta\left([-\frac{1}{2}, \frac{1}{2}]\right) = \mu_{L(w)}\left([-\frac{1}{2}, \frac{1}{2}]\right)$$

for all $\eta \in [p_w, L(w)]$. \qed

![Figure 4. The value of $\mu_\eta([-\frac{1}{2}, \frac{1}{2}])$ on all matching intervals $J_w$ with $m \leq 13$. The picture is made by Niels Langeveld.](image)

Before we start on the proof of Theorem C, we consider the set of primitive words of the form $1^n$ separately in the next example.
Example 5.1. Let $w = 1^m$ with $m \geq 3$. Then $\eta(w) = -(m - 2)$, so that the maximal value of $\mu_{\eta}([[-\frac{1}{2}, \frac{1}{2}])$ is attained when $\frac{1}{\eta}$ is smallest, i.e., if

$$\frac{1}{\eta} = v((1^{m-1}0)^\infty) = \frac{1}{2} \left( \frac{1}{2^m} + \cdots + \frac{1}{2^{m-1}} \right) = \frac{1}{2m-1} \sum_{k=1}^{m-1} 2^k = \frac{2m-2}{2m-1}. $$

For $1 \leq n \leq m-1$ we have $v(w^n) = \sum_{k=1}^{n} \frac{1}{2^k} = 1 - \frac{1}{2^n}$. Thus, for $\eta \in J_w$ it holds by (30) that

$$\mu_{\eta}([-\frac{1}{2}, \frac{1}{2}]) \leq \frac{2^{m-1}}{2m-1} \left( - \frac{(m-2)(2^m-2)}{2^m-1} + 1 - \frac{1}{2m-1} + \sum_{n=1}^{m-1} \left( 1 - \frac{1}{2^n} \right) \right) \leq \frac{2^{m-1}}{2m-1} \left( - m + 2 + \frac{m-2}{2^m-1} + 1 - \frac{1}{2m-1} + m - 1 - 2 + \frac{1}{2m-1} \right) = \frac{2^{m-1} - m - 2}{2m-1} \frac{2^{m-1}}{2m-1}.$$ 

Note that this is less than $\frac{2}{4}$ if and only if $3(m-2)2^{m-1} < 2(2^m-1)^2$, which is if and only if $m(2^m + 2^{m-1}) + 2^{m+2} < 2^{2m+1} + 2^{m+1} + 2^m + 2$. This obviously holds for $m = 3$. For $m > 3$ we have $2m - 1 > m + 2$ and of course $m < 2^m$, so

$m(2^m + 2^{m-1}) + 2^{m+2} < 2^{2m} + 2^{2m-1} + 2^{m+2} < 2^{2m+1} < 2^{2m+1} + 2^{m+1} + 2^m + 2$.

Hence, also for $m > 3$ and any $\eta \in J_1$ we have $\mu_{\eta}([-\frac{1}{2}, \frac{1}{2}]) < \frac{2}{4}$. Then the same statement holds on the cascade of matching intervals attached to $J_1$, i.e., for any $\eta \in J_{\psi^m(1)}$, $n \geq 1$.

Proof of Theorem C. To prove Theorem C it is enough to consider $\eta \in (1, \frac{6}{5})$. Corollary 4.1 then implies that we need to consider only values of $\eta$ in a matching interval $J_w$ for which $w$ is primitive and $w0^\infty \succ 1(10)^\infty$. The formula obtained in (30) shows that whether on $J_w$ the frequency map $\eta \mapsto \mu_{\eta}([-\frac{1}{2}, \frac{1}{2}])$ is increasing, decreasing or constant depends on the value of $\eta(w)$. By Proposition 3.4 and Lemma 5.1 it follows that attached to each matching interval there is a cascade of matching intervals on which the frequency map is constant. Hence, by Corollary 4.1, to prove that $\mu_{\eta}([-\frac{1}{2}, \frac{1}{2}]) < \frac{2}{4}$ for any $\eta \in (1, \frac{6}{5})$ it is enough to prove that this is the case for any $\eta$ in a matching interval $J_w$ that satisfies $\eta(w) = 0$. This is what we will do.

Let $w = w_1 \cdots w_m = 1^{a_1}0^{a_2} \cdots 1^{a_{2n+1}}$ be a primitive word with $\eta(w) = 0$. Then $m$ is even and

$$a_1 + \cdots + a_{2n+1} - 2 = \frac{m-2}{2} = a_2 + \cdots + a_{2n}.$$
Moreover, by Example 5.1 we can assume that \( w = 1^{a_1}0w_{a_1+2} \cdots w_m \), so that \( m \geq a_1 + 2 \). To give precise estimates on \( \mu_\eta([\frac{-1}{2}, \frac{1}{2}]) \) we rewrite (29) to obtain

\[
\mu_\eta\left([\frac{-1}{2}, \frac{1}{2}]\right) = \frac{2^{m-1}}{2^m - 1} \left( 2v(w_1^{m-1}) + \sum_{1 \leq \ell \leq m-2; \ \eta \in I_\ell+1} v(w_1^{\ell}) - \frac{1}{\eta} \right)
\]

\[+ \sum_{1 \leq \ell \leq m-2; \ \eta \in I_\ell+1} \left( \frac{1}{\eta} - v(w_1^{\ell}) \right) \]

(31)

Set \( s_0 = 0 \) and for \( 1 \leq k \leq 2n+1, s_k = a_1 + \cdots + a_k \). Since \( \mu_\eta([\frac{-1}{2}, \frac{1}{2}]) \) is the same for all \( \eta \in J_w \), we take \( \eta = \frac{1}{v(m)} \). Note that for any \( k \) the \( k^{th} \) block of 1s in \( w \) satisfies

\[
\sum_{j=s_{2k}+1}^{s_{2k+1}} \frac{1}{2^j} = \frac{1}{2^{s_{2k}}} - \frac{1}{2^{s_{2k+1}}} = \frac{2^{2s_{2k}+1} - 1}{2^{2s_{2k}+1}},
\]

so that

\[
\sum_{1 \leq \ell \leq m-2; \ \eta \in I_\ell+1} \left( v(w) - v(w_1^{\ell}) \right) = \sum_{j=1}^{n} \frac{2^{s_{2j+1}} - 1}{2^{s_{2j+1}}} (a_2 + \cdots + a_{2j}).
\]

On the other hand,

\[
\sum_{1 \leq \ell \leq m-2; \ \eta \in I_\ell+1} \left( v(w) - v(w_1^{\ell}) \right) = 2 \left( v(w) - \frac{1}{2} - \frac{1}{2^m} \right) - \frac{a_1 - 1}{2^{s_1}} - \frac{a_3}{2^{s_3}} - \cdots - \frac{a_{2n-1}}{2^{s_{2n-1}}} - \frac{a_{2n+1} - 1}{2^{s_{2n+1}}}
\]

\[+ \sum_{j=1}^{n} (a_1 + a_3 + \cdots + a_{2j-1} - 1) \frac{2^{s_{2j+1}} - 1}{2^{s_{2j+1}}} = 2v(w) - 1 - \frac{1}{2^{m-1}}
\]

\[+ \sum_{j=1}^{n} \frac{(a_1 + a_3 + \cdots + a_{2j-1} - 1)(2^{s_{2j+1}} - 1) - a_{2j+1} - 1}{2^{s_{2j+1}}}.
\]

Inserting this into (31) and using that \( 2v(w_1^{m-1}) = 2v(w) - \frac{1}{2^{m-1}} \) we get that the inequality

\[
\mu_\eta\left([\frac{-1}{2}, \frac{1}{2}]\right) = \frac{2^{m-1}}{2^m - 1} \left( 1 + \frac{a_1 - 1}{2^{s_1}} + \sum_{j=1}^{n} \frac{a_{2j+1} + (2^{s_{2j+1}} - 1)(1 + \sum_{l=1}^{2j+1} (-1)^l a_l)}{2^{s_{2j+1}}} \right) < \frac{2}{3}
\]
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(32) \[ 2^{m+1} + 2^m + 2^2 + 3(a_1 - 1)2^{m-a_1} + 3 \sum_{j=1}^{n} R_j(w) < 2^{m+2}, \]

where we have put

\[
R_j(w) = a_{2j+1}2^{m-s_{2j+1}} + 2^{m-s_{2j}} \left( 1 + \sum_{\ell=1}^{2j} (-1)^\ell a_\ell \right) + 2^{m-s_{2j+1}} \left( \sum_{\ell=1}^{2j} (-1)^{\ell+1} a_\ell - 1 \right).
\]

We split the proof into several cases according to the value of \(a_1\).

(1) \(a_1 \geq 3\): Consider first the term \(3(a_1 - 1)2^{m-a_1}\). For \(a_1 = 4\) and \(a_1 = 3\) we can just calculate this and for \(a_1 \geq 5\) we can use the fact that \(p \leq 2^p\) for any \(p \geq 4\) to obtain

(33) \[ 3(a_1 - 1)2^{m-a_1} \leq \begin{cases} 2^{m-2} + 2^{m-3} & \text{if } a_1 \geq 5, \\ 2^{m-1} + 2^{m-4} & \text{if } a_1 = 4, \\ 2^{m-1} + 2^{m-2} & \text{if } a_1 = 3. \end{cases} \]

Next consider \(R_1(w)\). By primitivity we have \(a_1 > a_2\). For \(a_1 = 3\) we can make precise estimates by considering the cases \(a_2 = 1\) and \(a_2 = 2\) separately. For \(a_2 = 1\) we have \(a_1 - a_2 - 1 = 1\) and using the fact that \(p \leq 2^p\) for all \(p \geq 1\),

\[ 3R_1(w) = 3(a_32^{m-s_3} - 2^{m-s_2} + 2^{m-s_3}) \leq 3(2^{m-s_3+a_3} - 2^{m-s_2}) = 0. \]

In the case \(a_2 = 2\) we get \(a_1 - a_2 - 1 = 0\) and thus

\[ 3R_1(w) = 3a_32^{m-s_3} \leq 3 \cdot 2^{m-s_2} - 1 = 2^{m-5} + 2^{m-6}. \]

For \(a_1 \geq 4\), we get, again by using that \(p \leq 2^p\) for all \(p \geq 1\),

\[ 3R_1(w) \leq 3 \cdot 2^{m-s_3}(a_1 - a_2 + a_3 - 1) \leq 3 \cdot 2^{m-2a_2-2} \leq 2^{m-3} + 2^{m-4}. \]

So, we have obtained

(34) \[ 3R_1(w) \leq \begin{cases} 2^{m-3} + 2^{m-4} & \text{if } a_1 \geq 4, \\ 2^{m-5} + 2^{m-6} & \text{if } a_1 = 3. \end{cases} \]

Now consider \(R_j(w)\) for \(2 \leq j \leq n\). Note that the terms \(1 + \sum_{\ell=1}^{2j} (-1)^\ell a_\ell\) and \(\sum_{\ell=1}^{2j} (-1)^{\ell+1} a_\ell - 1\) have opposite signs, so that to get an upper bound it is enough to consider only the positive term. First assume that \(1 + \sum_{\ell=1}^{2j} (-1)^\ell a_\ell > 0\). Then,
since \( p \leq 2^{p-1} \) for all \( p \geq 1 \) and \( s_k \geq a_1 + k - 1 \) for all \( k \), we get

\[
R_j(w) \leq a_{2j+1}2^{m-s_{2j+1}} + 2^{m-s_{2j}} \left( 1 + \sum_{\ell=1}^{2j} (-1)^\ell a_\ell \right) \\
\leq 2^{m-s_{2j}-1} + 2^{m-2(a_1+a_3+\cdots+a_{2j-1})} \leq 2^{m-a_1-2j} + 2^{m-2a_1-2j+2}.
\]

On the other hand, if \(-1 + \sum_{\ell=1}^{2j} (-1)^{\ell+1}a_\ell \geq 0\), then

\[
R_j(w) \leq a_{2j+1}2^{m-s_{2j+1}} + 2^{m-s_{2j+1}} \left( -1 + \sum_{\ell=1}^{2j} (-1)^{\ell+1}a_\ell \right) \\
\leq 2^{m-s_{2j}-1} + 2^{m-2(a_2+a_4+\cdots+a_{2j})} \leq 2^{m-a_1-2j} + 2^{m-2j-2}.
\]

So, in all cases we have \( R_j(w) \leq 2^{m-a_1-2j} + 2^{m-2j-2} \). Then, since \( a_1 \geq 3 \),

\[
3 \sum_{j=2}^{n} R_j(w) \leq 3 \sum_{j=2}^{n} (2^{m-3-2j} + 2^{m-2-2j}) \\
= 3 \sum_{j=0}^{3+2n} 2^{-j} < 3 \cdot 2^{m-5} = 2^{m-4} + 2^{m-5}.
\]  

Putting (33), (34) and (35) together leads to the following. For \( a_1 \geq 5 \) it follows

from \( \eta(w) = 0 \) that \( m \geq 10 \), so that

\[
2^{m+1} + 2^m + 2^2 + 3(a_1 - 1)2^{m-a_1} + 3 \sum_{j=1}^{n} R_j(w) \\
\leq 2^{m+1} + 2^m + 2^2 + 2^{m-2} + 2^{m-3} + 2^{m-3} + 2^{m-4} + 2^{m-4} + 2^{m-5}
\]

\[
= 2^{m+1} + 2^m + 2^{m-1} + 2^{m-3} + 2^{m-5} + 2^2 < 2^{m+2}.
\]

For \( a_1 = 4 \) we have \( m \geq 8 \) and

\[
2^{m+1} + 2^m + 2^2 + 3(a_1 - 1)2^{m-a_1} + 3 \sum_{j=1}^{n} R_j(w) \\
\leq 2^{m+1} + 2^m + 2^2 + 2^{m-1} + 2^{m-4} + 2^{m-3} + 2^{m-4} + 2^{m-4} + 2^{m-5}
\]

\[
= 2^{m+1} + 2^m + 2^{m-1} + 2^{m-2} + 2^{m-4} + 2^{m-5} + 2^2 < 2^{m+2}.
\]

For \( a_1 = 3 \) we have \( m \geq 6 \) and get

\[
2^{m+1} + 2^m + 2^2 + 3(a_1 - 1)2^{m-a_1} + 3 \sum_{j=1}^{n} R_j(w) \\
\leq 2^{m+1} + 2^m + 2^2 + 2^{m-1} + 2^{m-2} + 2^{m-5} + 2^{m-6} + 2^{m-4} + 2^{m-5}
\]

\[
= 2^{m+1} + 2^m + 2^{m-1} + 2^{m-2} + 2^{m-3} + 2^{m-6} + 2^2 < 2^{m+2}.
\]
Hence, in all cases the inequality from (32) is satisfied and \( \mu_\eta([\frac{1}{2}, \frac{1}{2}]) < \frac{3}{5} \).

\( \text{(II) } a_1 = 2: \) In this case \( w \) starts with 1101 and cannot have more than two consecutive 0s or 1s. Since \( \eta < \frac{6}{5} \) we have \( w0^\infty > 1(10)^\infty \), so there is some \( k \geq 1 \), such that

\[
w = 1(10)^k110w_{2k+5} \cdots w_m.
\]

Since \( a_{2j+1}2^{m-s_{2j}+1} = 2^{m-s_{2j}-1} \) for all \( 1 \leq j \leq n \) and \( a_1 = a_2 + 1 \) we have

\[
R_j(w) = 2^{m-s_{2j}-1} + 2^{m-s_{2j}1}(-a_3 + a_4 - \cdots - a_{2j-1} + a_{2j}).
\]

We further know that \( 3(a_1 - 1)2^{m-a_1} = 2^{m-1} + 2^{m-2} \). Since for any \( 2 \leq j \leq k \) we have \(-a_3 + a_4 - \cdots - a_{2j-1} + a_{2j} = 0 \), it follows that

\[
3 \sum_{j=2}^{k} R_j(w) = 3 \sum_{j=2}^{k} 2^{m-s_{2j}-1} = \sum_{j=5}^{2k+2} 2^{m-j}.
\]

Hence, to show that inequality (32) holds we would like to have an upper bound for

\[
Q(w) = \sum_{j=-1}^{2k+2} 2^{m-j} + 2^2
\]
\[
+ 3 \sum_{j=k+1}^{n} (2^{m-s_{2j}-1} + 2^{m-s_{2j}1}(-a_3 + a_4 - \cdots - a_{2j-1} + a_{2j})).
\]

The terms \(-a_3 + a_4 - \cdots - a_{2j-1} + a_{2j} \) are largest if we see blocks 00 before we see blocks 11. Since \( \psi(1(10)^k11) = 1(10)^k11(01)^{k+1}, \) primitivity implies that each occurrence of 00 must be followed by \( (10)^k \) or \( (10)^i11 \) for some \( j < k \). This in turn implies that there is no primitive word \( w \) with \( \eta(w) = 0 \) and \( m < 2(2k + 3) \). Hence, we consider only words of even length at least equal to \( 2(2k + 3) \) and for such word \( w \) there is a unique \( p \geq 1 \), such that its length \( m \) satisfies \((p + 1)(2k + 3) \leq m < (p + 2)(2k + 3) \). We consider a number of cases.

If \( p \) is odd, then

\[
Q(w) \leq \begin{cases} 
Q(1(10)^k11(0(01)^{k+1})^p) & \text{if } m = (p + 1)(2k + 3), \\
Q(1(10)^k11(0(01)^{k+1})^p0(01)^i1) & \text{if } m = (p + 1)(2k + 3) + 2i + 1, \quad 0 \leq i < k.
\end{cases}
\]

If \( p \) is even instead, then

\[
Q(w) \leq \begin{cases} 
Q(1(10)^k11(0(01)^{k+1})^p1) & \text{if } m = (p + 1)(2k + 3) + 1, \\
Q(1(10)^k11(0(01)^{k+1})^p0(01)^i) & \text{if } m = (p + 1)(2k + 3) + 2i + 1, \quad 0 \leq i < k.
\end{cases}
\]
To begin we compute an upper bound for $Q(w)$, where $w = 1(10)^k 11(0(01)^k + 1)p$.

It holds that $a_{2j+1} = 1$ for all $j \geq k + 1$, so that we can rewrite $Q(w)$ as

\[
Q(w) = \sum_{j=-1}^{2k+2} 2^{m-j} + 2^2 + 3 \sum_{j=k+1}^{n} 2^{m-s_{2j}-1}(1 - a_3 + a_4 - \cdots - a_{2j-1} + a_{2j}).
\]

For each $1 \leq j \leq p$ and $0 \leq \ell \leq k$ we have

\[-a_3 + a_4 - \cdots - a_{2jk+2\ell-1} + a_{2jk+2\ell+2\ell} = j - 1\]

and $s_{2jk+2\ell+2\ell} = 2jk + 3j + 2\ell + 3$. Putting this in (36) gives

\[
Q(w) = \sum_{j=-1}^{2k+2} 2^{m-j} + 2^2 + 3 \sum_{j=1}^{k} \sum_{\ell=0}^{p} 2^{m-2jk-3j-2\ell-3}
\]

\[
= \sum_{j=-1}^{2k+2} 2^{m-j} + 2^2 + 3 \sum_{\ell=0}^{k} 2^{m-2\ell-3} \sum_{j=1}^{p} 2^{-(2k+3)j}.
\]

Since

\[
\sum_{j=1}^{p} 2^{-(2k+3)j} < \sum_{j=1}^{\infty} (j+1)2^{-(2k+3)} - \sum_{j=1}^{\infty} 2^{-(2k+3)}j = \frac{2^{2k+3}}{(2^{2k+3} - 1)^2} < \frac{1}{2^{2k+2}},
\]

we have

\[
\sum_{j=1}^{p} j2^{-(2k+3)j} < \sum_{j=1}^{\infty} (j+1)2^{-(2k+3)} - \sum_{j=1}^{\infty} 2^{-(2k+3)}j < 2^{m-2k-5}(4 - \frac{1}{2^k}) < 2^{m-2k-3}.
\]

From $p \geq 1$ it follows that $m = (p+1)(2k + 3) \geq 2(2k + 3)$, so that

\[
Q(w) < \sum_{j=-1}^{2k+3} 2^{m-j} + 2^2 < 2^{m+2}.
\]

Now consider $Q(w)$, where $w = 1(10)^k 11(0(01)^k + 1)p0(01)^i$ for some $0 \leq i \leq k$. Then $a_{2j+1} = 1$ for all $k + 1 \leq j < n$ and $a_{2n+1} = 2$. With the same computations as above this gives

\[
Q(w) = \sum_{j=-1}^{2k+2} 2^{m-j} + 2^2 + 3 \sum_{j=1}^{k} \sum_{\ell=0}^{p} 2^{m-2jk-3j-2\ell-3}
\]

\[
+ 3 \sum_{\ell=0}^{k} 2^{m-2(p+1)k-3(p+1)-2\ell-3}
\]

\[
+ 3 \cdot 2^{m-2(p+1)k-3(p+1)-2i-3} + 3p \cdot 2^{m-2(p+1)k-3(p+1)-2i-2}(1 - 2^{-1})
\]
Finally, consider $Q$ since we have considered all possible values of $m$. Then

$$Q = 2^{m-j} + 2^2 + \sum_{j=1}^{p-1} \sum_{\ell=0}^{k} 2^{m-2jk-3j-2\ell-3} + 3p \cdot 2^{m-2(p+1)k-3(p+1)-2i-4}. \leq \sum_{j=1}^{2k+2} 2^{m-j} + 2^2 + \sum_{j=1}^{p-1} \sum_{\ell=0}^{k} 2^{m-2jk-3j-2\ell-3} + 3p \cdot 2^{m-2(p+1)k-3(p+1)-2i-4}.$$

Using (37) and the fact that $p \leq 2^{p-1}$ we get

$$Q(w^*) < \sum_{j=1}^{2k+3} 2^{m-j} + 2^2 + 2^{m-2(p+1)k-2p-2i-7} + 2^{m-2(p+1)k-2p-2i-8}.$$

Since $p \geq 1$ we obtain $2(p+1)k + 2p + 2i + 7 \geq 4k + 9 > 2k + 5$ and it follows that $Q(w^*) < 2^{m+2}$. Next consider $Q(w^\ominus)$, where $w^\ominus = 1(10)^k11(001)^{k+1}p1$, so that $m = 2pk + 3p + 2k + 4$. Then again we have $a_{2j+1} = 1$ for all $k + 1 \leq j < n$ and $a_{2n+1} = 2$. In the same way as above this gives

$$Q(w^\ominus) = \sum_{j=1}^{2k+3} 2^{m-j} + 2^2 + 2^{m-2pk-2pk-2p-2k-4} + 2^{m-2pk-2p-2k-5} \leq 2^{m+2}.$$

Since $p \geq 2$, we use $p-1 \leq 2^{p-2}$ to obtain

$$Q(w^\ominus) < \sum_{j=1}^{2k+3} 2^{m-j} + 2^2 + 2^{m-2pk-2p-2k-4} + 2^{m-2pk-2p-2k-5} < 2^{m+2}.$$

Finally, consider $Q(w^*)$, where $w^* = 1(10)^k11(001)^{k+1}p0(01)^i$ for some $0 \leq i \leq k$. Then $a_{2j+1} = 1$ for all $j \geq k + 1$, so that

$$Q(w^*) = \sum_{j=1}^{2k+3} 2^{m-j} + 2^2 + 2^{m-2(p+1)k-3(p+1)-2i-4} \leq \sum_{j=1}^{2k+3} 2^{m-j} + 2^2 < 2^{m+2}.$$

Since we have considered all possible values of $m$, this finishes the proof. \qed
Appendix. Proof of Proposition 3.2

The content of this section is solely due to D. Kong [Kon]; it gives the proof of Proposition 3.2. For ease of notation we denote \( w_1 \ldots w_n = (1 - w_1) \ldots (1 - w_n) \).

Proof of Proposition 3.2. Suppose \( w = w_1 \cdots w_m \) is primitive. To show that \( w \) is admissible, by Definition 3.1(ii) it suffices to show that

\[
(38) \quad w_1 \ldots w_m - k \prec w_{k+1} \ldots w_m \quad \text{for all } 0 \leq k \leq m - 1.
\]

Since \( w_m = 1 \), (38) holds for \( k = 0 \). Suppose (38) fails for some minimal \( 1 \leq k \leq m - 1 \). Then \( w_{k+1} \ldots w_m \preceq w_1 \ldots w_{m-k} \). By the minimality of \( k \) we have \( w_k = 1 \).

Then by using \( w_m = 1 \) it follows that

\[
(39) \quad w_1 \ldots w_{m-k} \prec w_{k+1} \ldots w_m \preceq w_1 \ldots w_{m-k},
\]

which contradicts primitivity. Hence, \( w_1 \ldots w_m \) is an admissible word. Conversely, assume \( w_1 \ldots w_m \) is admissible. Then for any \( 0 \leq k \leq m - 1 \) we have

\[
(39) \quad w_1 \ldots w_{m-k} \prec w_{k+1} \ldots w_m \preceq w_1 \ldots w_{m-k}.
\]

So to prove the result, we need only to check conditions (i) and (iii) of Definition 3.1. Taking \( k = m - 1 \) in (39) it follows that \( w_1 = w_m = 1 \). If \( m = 2 \), then \( w_1 = w_2 = w_m = 1 \). Let \( m \geq 3 \) and assume \( w_2 = 0 \); then by (39) it follows that

\[
(39) \quad w_1 \ldots w_{m-k} \prec w_{k+1} \ldots w_m \preceq w_1 \ldots w_{m-k},
\]

leading to a contradiction with (39) since \( w_2 \ldots w_m = (01)^{\ell} = w_1 \ldots w_{m-2} \). Therefore, \( w_2 = 1 \). It remains to prove condition (iii) of Definition 3.1. Suppose it fails. Then there exists a word \( b_1 \ldots b_j \) such that

\[
(40) \quad b_1 \ldots b_j 0^\infty \prec w_1 \ldots w_m 0^\infty \prec b_1 \ldots b_j b_{j+1} \ldots b_j 10^\infty.
\]

We can assume with no loss of generality that \( b_j = 1 \). Then by (40) we have \( j < m \) and \( b_1 \ldots b_j = w_1 \ldots w_j \). Furthermore,

\[
\begin{align*}
w_{j+1} \ldots w_m & \preceq b_1 \ldots b_{m-j} = w_1 \ldots w_{m-j} \quad \text{if } m < 2j; \\
w_{j+1} \ldots w_{2j} & \prec b_1 \ldots b_{j-1} = w_1 \ldots w_{j-1} \quad \text{if } m \geq 2j.
\end{align*}
\]

If \( m < 2j \), then \( w_{j+1} \ldots w_m \preceq w_1 \ldots w_{m-j} \), leading to a contradiction with (39). If \( m = 2j \), then

\[
w_{j+1} \ldots w_{m-j} = w_{j+1} \ldots w_{2j} \preceq w_1 \ldots w_j = w_1 \ldots w_{m-j},
\]

leading to a contradiction with (39).
again leading to a contradiction with (39). If \( m > 2j \), then \( w_{j+1} \ldots w_{2j} \preceq w_1 \ldots w_j \).

Setting \( k = j \) in (39) gives

\[
w_1 \ldots w_{2j} = w_1 \ldots w_j w_1 \ldots w_j.
\]

Again by iterations of (39) we conclude that

\[
w_1 \ldots w_m = (w_1 \ldots w_j w_1 \ldots w_j) \ell w_1 \ldots w_p \quad \text{with } \ell \geq 1 \text{ and } 1 \leq p < 2j.
\]

Then

\[
w_{m-p-j+1} \ldots w_m = w_1 \ldots w_j w_1 \ldots w_p = w_1 \ldots w_{p+j},
\]

leading to a contradiction with (39). Thus condition (iii) of Definition 3.1, and \( w_1 \ldots w_m \) is primitive.

\[
\Box
\]
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