Numerical study on saturated pool boiling heat transfer in presence of a uniform electric field using lattice Boltzmann method
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\textbf{Abstract}

For the industrial equipment with boiling, critical heat flux (CHF) is an important parameter that determines its upper limit of heat load for safe operation. Therefore, increasing CHF is of great importance in engineering field. Previous studies proved that it’s an effective way to enhance boiling heat transfer and CHF by electrohydrodynamics (EHD). However, it is difficult to investigate the influence mechanism of the electric field on the bubble dynamics and boiling heat transfer because of the limit of experimental technical methods. Thus, in this paper, a two-dimensional lattice Boltzmann model was established by coupling the pseudopotential model with phase-change model and electric field model to meet the lack of studies on simulating the pool boiling in presence of an electric field. After validating the rationality of the two-dimensional lattice Boltzmann model established at present study, the heat transfer during nucleate boiling and film boiling under a uniform electric field were studied in detail. In addition, the influence of electric field intensity on boiling curves and CHF was investigated quantitatively. In the partial nucleate boiling regime, a uniform electric field had limited influence on bubble dynamics and boiling heat transfer. In the fully developed nucleate boiling regime, increasing electric field intensity could enhance boiling heat transfer obviously. In the film boiling regime, increasing electric field intensity could slightly enhance averaged heat flux at first. After the electric field intensity reached a certain value, averaged heat flux increased rapidly. Increasing electric field intensity could expand the nucleate boiling regime, and enhance CHF and the wall temperature at CHF point.

\textit{©} 2019 Elsevier Ltd. All rights reserved.

1. Introduction

As an efficient way of heat transfer, boiling can be commonly observed in many industrial applications, such as nuclear reactors, computer chips and steam generators. It is a common knowledge that the pool boiling under a given wall temperature could be divided into three stages [1]. Concretely, with an increase in wall superheat, pool boiling will fall into the nucleate boiling regime, transition boiling regime and film boiling regime, successively. Critical heat flux (CHF) is an important parameter which sets the upper limit of fully developed nucleate boiling for safe operation of equipment. For the pool boiling process under the heating conditions with controlled heat flux, once the given heat flux exceeds CHF, heat transfer deterioration will take place. Thus, improving CHF is of great importance in engineering.

With the advantages of simple equipment and low power consumption, it’s easy to control bubble dynamics and to enhance the boiling heat transfer efficiency via Electrohydrodynamics (EHD). Therefore, it’s an efficient method to enhance boiling heat transfer and improve CHF by EHD. In the early years, experimental method is the main method to study the bubble dynamics and heat transfer characteristics during pool boiling under the effect of EHD [2–6]. However, some details during pool boiling, such as the distribution of temperature around the bubble, were difficult to obtain in experimental studies. Numerical method is a good way to solve this problem.

Using traditional CFD methods, the effect of EHD on bubble dynamics [6–9] during nucleate boiling or film boiling by some researchers. Using the level set method, Welch and Biswas [7] concluded that increasing electric field intensity could reduce wall temperature at given heat flux condition during film boiling. Using the CLSVOF algorithm, Tomar et al. [8] found that the bubble shape and ebullition cycle can be modified by strong electric fields during film boiling. Pandey et al. [9] also utilized CLSVOF algorithm to...
study the effect of a uniform electric field on film boiling under different gravities, and they concluded that the influence of electric field intensity on averaged Nusselt number will be stronger during film boiling under microgravity. However, bubble nucleation couldn’t be simulated by traditional CFD methods. Therefore, it’s hard to obtain boiling curves and study EHD’s effect on boiling curves and CHF using traditional CFD methods.

Recently, the lattice Boltzmann method (LBM) has been applied to simulate liquid-vapor phase change. Generally, the existing LB models for liquid-vapor phase change can be divided into two categories [10]. The first category is based on the phase-field LB method. Using this method, the phase interface is captured by solving the interface-capturing equation (C-H equation) and the phase change is realized by adding a source term into the continuity equation or the C-H equation. Many scholars based on this method to simulate the pool nucleate boiling or film boiling [11–16]. For instance, Sadeghi et al. [12,13] studied the bubble dynamics and heat transfer during saturated nucleate boiling and film boiling using three-dimensional (3D) LB model.

The second category to simulate liquid-vapor phase change is based on the pseudopotential LB model [17]. Using this method, the entire boiling processes, including bubble nucleation process, could be simulated. Gong and Cheng [18,19] used this method to simulate the pool boiling process under different wall superheats and contact angles, and they found that CHF occurs at a lower degree of superheat on a hydrophobic surface than on a hydrophobic surface. Ma et al. [20] found that CHF occurs at a lower wall superheat and the CHF is lower under microgravity conditions than that under the normal gravity. Li et al. [10,21] simulated the pool boiling under different wall superheats and contact angles using multi-relaxation-time (MRT) pseudopotential LB model and found that increasing the contact angle could enhance the onset of boiling. However, few scholars used this model to investigate the effect of EHD on pool boiling heat transfer and the rationality of this model to simulate the pool boiling under an electric field hadn’t been proved.

To solve these problems, a two-dimensional LB model was developed in this paper to simulate the effect of EHD pool boiling heat transfer and the rationality of this model to simulate the pool boiling under an electric field hadn’t been proved.

To verify the rationality of the EHD model, we simulate the pool boiling under different wall superheats and electric field intensities were studied in this paper to simulate the effect of EHD on pool boiling heat transfer and the rationality of this model to simulate the pool boiling under an electric field hadn’t been proved.

To solve these problems, a two-dimensional LB model was developed in this paper to simulate the effect of EHD pool boiling heat transfer and the rationality of this model to simulate the pool boiling under an electric field hadn’t been proved.

To verify the rationality of the EHD model, we simulate the pool boiling under different wall superheats and electric field intensities were studied in this paper to simulate the effect of EHD on pool boiling heat transfer and the rationality of this model to simulate the pool boiling under an electric field hadn’t been proved.

2. Numerical methods

2.1. Two-phase flow model

The distribution of phase field and flow field during pool boiling is solved by MRT pseudopotential lattice Boltzmann model. The lattice Boltzmann equations with a MRT collision operator [10] can be expressed as Eq. (1).

\[
\begin{align*}
    f_a(x, t + \Delta t) &= f_a(x, t) - (M^{-1} \mathbf{A})_{eq}(f_a - f_{eq}) + \Delta T f_a^* \\
    \mathbf{A} &= \sum_{b \neq a} J_{ab} \delta(x - x_b) \delta(t - t_b)
\end{align*}
\]

where \( f_a \) is the density distribution function, \( f_{eq} \) is its equilibrium distribution function, \( \mathbf{M} \) is an orthogonal transformation matrix, \( \mathbf{e}_a \) is the discrete velocity at the \( x_a \) direction. For D2Q9 model used
at present study, the expressions of $M$ and $e_\sigma$ can be found in Ref. [22]. $A$ is a diagonal matrix that consists of relaxation times which can be expressed as Eq. (2). $F'_s$ is the forcing term in the velocity space [23], which can be expressed as Eq. (3).

$$A = \text{diag}(\tau_\rho^{-1}, \tau_\epsilon^{-1}, \tau_s^{-1}, \tau_q^{-1}, \tau_q^{-1}, \tau_\rho^{-1}, \tau_v^{-1}, \tau_v^{-1})$$  \tag{2}

$$F_s' = w_s(1 - \frac{1}{2c_s^2}) \left( \epsilon_s F + \frac{w_s(F_{eq} + F_{eq})}{2c_s^2} \right)$$  \tag{3}

where $w_s$ are the weights. For the D2Q9 model, $w_0 = 4/9$; $w_s = 1/9$ when $x = 1–4$; $w_s = 1/36$ when $x = 5–8$. $u$ is the macroscopic velocity and $|\mathbf{u}| = \sqrt{u_x^2 + u_y^2}$. $F$ is the external force, containing intermolecular interaction force $F_m$, fluid-solid interaction force $F_{ads}$, the buoyant force $F_b$, and electric field force $F_e$.

Using the transformation matrix $M$, Eq. (1) can be rewritten [10] as follows.

$$\mathbf{m}(x + \mathbf{e}_x \Delta t, t + \Delta t) = \mathbf{m}(x, t) - A(\mathbf{m} - \mathbf{m}^{eq}) + \Delta t \left( 1 - \frac{A}{2} \right) \mathbf{S}$$  \tag{4}

where $\mathbf{m} = \mathbf{Mf}$, $\mathbf{m}^{eq}$ can be calculated by Eq. (5), $\mathbf{S}$ is the forcing term in moment space [24] and can be expressed as Eq. (6).

$$\mathbf{m}^{eq} = \rho(1 - 2 + 3|\mathbf{u}|^2, 1 - 3|\mathbf{u}|^2, u_x, -u_x, u_y, -u_y, u_x^2 - u_y^2, u_xu_y)^T$$  \tag{5}

$$\mathbf{S} = \begin{bmatrix} 0, \mathbf{u} \cdot \mathbf{F} + \frac{\sigma F_e^2}{\epsilon_0^2 \sqrt{\epsilon_\sigma(1 - \delta_s)}}, -6\mathbf{u} \cdot \mathbf{F} - \frac{\sigma F_e^2}{\epsilon_0^2 \sqrt{\epsilon_\sigma(1 - \delta_s)}} \end{bmatrix}$$ \tag{6}

where

$F_m = -F_s, F_{👀}, F_{QQ}, 2(u_x F_{QQ} - u_y F_x), u_x F_y + u_y F_x)$

Macroscopic density and velocity [25] are calculated by Eq. (7). $F_m, F_{ads}$ and $F_b$ can be calculated by Eqs. (8)–(10).

$$\rho = \sum_x f_x \rho \mathbf{u} = \sum_x e_x f_x + \frac{\Delta t}{2} F$$  \tag{7}

$$F_{m} = -3G\psi(x) \sum_{\sigma = 1}^{8} w_{\sigma} \psi(x + e_{\sigma}) e_{\sigma}$$  \tag{8}

$$F_{ads} = -G_{\sigma} \psi(x) \sum_{\sigma = 1}^{8} w_{\sigma} \psi(x + e_{\sigma}) e_{\sigma}$$  \tag{9}

$$F_b = (\rho - \rho_{ave}) \mathbf{g}$$  \tag{10}

In Eq. (8), $G$ is the intermolecular interaction strength and $\psi$ is the pseudopotential that is expressed as Eq. (11). In Eq. (9), $G_{\sigma}$ is fluid-solid interaction strength that is utilized to tune the contact angle. $s(x + e_{\sigma})$ is the switch function that equals to 1 and 0 for solid or fluid phase, respectively. In Eq. (10), $\mathbf{g} = (0, -g_z)$ is the gravitational acceleration and $\rho_{ave}$ is the average density in the computational domain.

$$\psi(x) = \sqrt{2 \left( \rho_{eqos} - \frac{1}{3} \rho \right)/G}$$  \tag{11}

where $\rho_{eqos}$ is the prescribed non-ideal equation of state and Peng-Robinson (P-R) equation of state is used to calculate it in this study, as expressed in Eq. (12).

$$\rho_{eqos} = \frac{\rho RT}{1 - b \rho} \frac{a[1 + (0.37464 + 1.54226 \omega - 0.26992 \omega^2)(1 - \sqrt{T/T_c})^2 \rho^2]}{1 + 2b \rho - b^2 \rho^2}$$  \tag{12}

where $a = 0.45724RT^2/p_c, b = 0.0778RT/p_c, T_c and p_c$ are critical temperature and critical pressure, respectively.

2.2. Liquid-vapor phase-change model

Neglecting the viscous heat dissipation, the energy equation with phase-change source term [10,26] is expressed as Eq. (13).

$$\frac{\partial T}{\partial t} = -\mathbf{u} \cdot \nabla T + \frac{1}{\rho c_p} \nabla \cdot (\lambda \nabla T) - \frac{T}{\rho c_p} \left( \frac{\partial \rho_{eqos}}{\partial T} \right) \nabla \cdot \mathbf{u}$$  \tag{13}

where the third term on the right-hand side is the phase-change source term [26], $c_p$ is the specific heat and $\lambda$ is the thermal conductivity. In this study, Eq. (13) is solved by finite-difference method. Define the right-hand side of Eq. (13) as $k(T)$, and the fourth-order Runge-Kutta scheme is adopted for time discretization.

$$T(t + \Delta t) = T(t) + \frac{\Delta t}{6} (h_1 + 2h_2 + 2h_3 + h_4)$$  \tag{14}

where $h_{1–4}$ can be expressed as follows:

$$h_1 = k(T(t)), h_2 = k(T(t) + \frac{\Delta t}{2} h_1), h_3 = k(T(t) + \frac{\Delta t}{2} h_2), h_4 = k(T(t) + \Delta t h_3)$$  \tag{15}

2.3. Electric field model for perfect dielectric

According to the electrohydrodynamics theory [27], $F_e$ can be written as Eq. (16), where $q_i$ is the free charge density, $\epsilon_0$ is the vacuum permittivity, $\sigma$ is the relative permittivity of fluid and $\mathbf{E}$ is the electric field intensity. On the right hand side of Eq. (16), the first term, second term and third term are Coulomb force, dielectric electrokinetic force and electrostriction force, respectively.

$$F_e = q_i \mathbf{E} - \frac{1}{\epsilon_0} \text{E} \cdot \text{E} \nabla \epsilon_{eq} + \frac{\epsilon_0}{2} \nabla \left( \rho \frac{\partial \mathbf{E}}{\partial \rho} \right) \mathbf{E}$$  \tag{16}

At present, many scholars have simulated many different EHD phenomena by LBM [28–33]. In this paper, it is assumed that the fluid is incompressible and perfect dielectric. There is no dynamic current in the fluid and the magneto-induced effect is neglected. Therefore, the Coulomb force and the electrostriction force can be neglected [31] and $F_e$ can be simplified into Eq. (17).

$$F_e = -\frac{1}{2} \text{E} \cdot \text{E} \nabla \epsilon_{eq}$$  \tag{17}

Based on the above assumptions, the electric field vectors are irrotational and $\mathbf{E}$ can be solved [33] by $\nabla \cdot (\epsilon_{eq} \mathbf{E}) = 0$. Since $\mathbf{E}$ is the gradient of electric potential $V$, i.e. $\mathbf{E} = -\nabla V$, the distribution of electric potential can be expressed as Eq. (18).

$$\nabla \cdot (\epsilon_{eq} \nabla V) = 0$$  \tag{18}

In this study, Eq. (18) can be solved by the LB equation [28,31] as follows.

$$\eta_x(x + \mathbf{e}_x \Delta t, t + \Delta t) - \eta_x(x, t) = -\frac{1}{\tau_{eq}} [\eta_x(x, t) - \eta_x^{eq}(x, t)]$$  \tag{19}

where $\tau_{eq}$ is the is the relaxation time and $\tau_{eq} = 3\omega_{eq} + 0.5$. $\eta_x$ is the distribution function of electric potential, $\eta_x^{eq}(x, t)$ is its equilibrium distribution function.

$$\eta_x^{eq}(x, t) = w_s V$$  \tag{20}

The relationship between $\eta_x$ and electric potential $V$ can be expressed as follows

$$V = \sum_{x} \eta_x(x, t)$$  \tag{21}
In this study, the periodic boundary condition is applied in x-direction and non-equilibrium extrapolation method is applied in y-direction. Concretely, the boundary conditions for the distribution functions are shown in Eqs. (22)–(25).

Left Boundary \((x = 0)\):

\[
\eta_1(0, y) = \eta_1(L_x, y), \quad \eta_3(0, y) = \eta_3(L_x, y - 1), \quad \eta_5(0, y) = \eta_5(L_x, y + 1)
\]  
(22)

Right Boundary \((x = L_x)\):

\[
\eta_3(L_x, y) = \eta_3(0, y), \quad \eta_5(L_x, y) = \eta_5(0, y - 1), \quad \eta_1(L_x, y) = \eta_1(0, y + 1)
\]  
(23)

Top Boundary \((y = L_y)\):

\[
\eta_4(x, L_y) = \eta_4^0(x, L_y) + \eta_2(x, L_y - 1) - \eta_4^0(x, L_y - 1), \quad \alpha = 0 \sim 8
\]  
(24)

Bottom Boundary \((y = 0)\):

\[
\eta_4(x, 0) = \eta_4^0(x, 0) + \eta_2(x, 1) - \eta_4^0(x, 1), \quad \alpha = 0 \sim 8
\]  
(25)

3. Validation of numerical models

3.1. Validation of thermodynamic consistency

Firstly, a flat interface problem is considered to compare the coexistence curves obtained by LBM and those given by Maxwell construction. In this simulation, a 100 \(\times\) 100 lattice is adopted. The periodical boundary conditions are applied in x-direction and y-direction. Equation of state (12) is used, and the parameters in Eq. (12) are set as: \(\omega = 0.344\), \(a = 1/100\), \(b = 2/21\), \(R = 1\) and \(T_c = 0.017866\). The density field is initialized as: \(\rho(x, y) = \rho_v + 0.65 (\rho_l - \rho_v) \tanh(y_1) - \tanh(y_2))\), where \(y_1 = 2(y - 25)/W\), \(W = 5\) is the initial interface thickness and \(y_2 = 2(y - 75)/W\).

Fig. 1 shows the comparison of the numerical coexistence curves with the coexistence curves given by Maxwell construction. As shown in Fig. 1, the results predicted by LBM calculations in this study agree well with those given by the Maxwell construction in both the liquid and vapor branches. Therefore, the rationality of the two-phase model used at present study could be proved.

3.2. Validation of liquid-vapor phase-change model

In order to validate the liquid-vapor phase-change model used at present study, the well-known D2 law is considered in this section. According to the D2 law, the time rate of change of the square of the evaporating droplet diameter is constant, i.e., \(D^2(t)/D\rho^2 = 1 - k_t\) \[34\]. The simulations are performed in a square domain \(L_x \times L_y = 100 \times 100\). The parameters in Eq. (12) are set as: \(\omega = 0.344\), \(a = 3/49\), \(b = 2/21\), \(R = 1\) and \(T_c = 0.109383\). Initially, a droplet with a radius of \(R_d = 20\) is located in the center of the computational domain. The temperature of the droplet is set to be its saturation temperature \(T_{sat} = 0.867T_c\) and the temperature of the surrounding vapor is given by \(T_v = T_{sat} + Jt\). The kinematic viscosity is taken as \(\nu = 0.1\) in the whole computational domain and the thermal conductivity is chosen to be constant: \(\lambda = 0.3\). The specific heat at constant volume is set to \(c_v = 3.29\). At the boundaries, a constant temperature \((T_b)\) is applied.

Two cases are simulated: Case A with \(\Delta T = 0.14T_c\) and Case B with \(\Delta T = 0.28T_c\). Jacob numbers for Case A and Case B are \(Ja = 0.1\) and \(Ja = 0.2\), respectively, where \(Ja = c_v(T_v - T_{sat})h_{fg}\) and \(h_{fg}\) is the latent heat of vaporization. Fig. 2 represents the droplet evaporation processes simulated by LBM in this paper, with the comparison with Sadeghi et al.’s 3D numerical results \[12\]. As shown in Fig. 2, in both cases, the value of \(\langle D^2/D\rho \rangle^2\) decreases linearly over time. Quantitatively, the parameter \(k\) in the law of \(D^2(t)/D\rho^2 = 1 - k_t\) is given by \(6 \times 10^{-6}\) and \(1 \times 10^{-5}\) for Case A and Case B, respectively. Obviously, the parameter \(k\) of Case B is about two times that of Case A. In addition, the numerical results simulated by LBM in this paper agree well with those given by Sadeghi et al. \[12\]. Therefore, the rationality of our two-dimensional (2D) liquid-vapor phase-change model can be proved.

3.3. Validation of electric field model

The deformation of a perfect dielectric droplet in a uniform electric field are simulated to validate the electric field model used at present study. It should be noted that many scholars studied the electrohydrodynamic drop deformation with the leaky dielectric theory \[29,35\]. Since their electric field models are quite different from ours, their numerical results can’t be used to validate the electric field model for perfect dielectric used at present study.

In this simulation, a rectangular computational domain with a size of \(8R_d \times 8R_d\) is used, and a circular droplet with the radius of \(R_d = 25\) is located at the center of the computational domain. The boundary conditions are period and Neumann boundary conditions.
conditions in x-direction and y-direction, respectively, thus a uniform electric field is imposed in the vertical direction. The permittivity ratio of vapor to liquid is \( \varepsilon_v/\varepsilon_l = 0.2 \). According to Sherwood’s theoretical study [36], when \( \varepsilon_v/\varepsilon_l \) is kept constant, the droplet deformation can be fully decided by Eq. (26).

\[
B_{0*} = \frac{e_0 E_0 E_0^2 R_d}{\gamma}
\]

(26)

where \( E_0 \) is the characteristic electric intensity.

Fig. 3 represents the numerical results of deformation rate, i.e. \( D_v \), under different value of \( B_{0*} \), with the comparison with the theoretical results [36] and the numerical results of other scholars [37–39] using various methods. It can be seen from Fig. 3 that the numerical results obtained in this study are consistent with the theoretical result [36] and the numerical results by other scholars [37–39]. Therefore, the rationality of our electric field model can be proved.

3.4. Convergence study

The simulation results of film boiling with three different meshes (including 430 \( \times \) 100, 650 \( \times \) 150 and 910 \( \times \) 210 cells) are compared in terms of Nusselt number. These meshes correspond to Case A, Case B, and Case C, respectively. The parameters in Eqs. (6) and (12) set as: \( \sigma = 1.2, \omega = 0.344, a = 3/49, b = 2/21, R = 1 \) and \( T_c = 0.1094 \). The initial setting of the computational domain is a liquid \((0 < y < 0.6 L_y)\) below its vapor \((0.6 L_y < y < L_y)\), and the temperature in the domain is the corresponding coexistence temperature \( T_{\text{sat}} = 0.867 T_c \). The bottom wall is a heated surface with a high temperature \( T_w \). In the simulations, \( \rho_s = 6.5, \rho_v = 0.38, c_v = 1.76, v_1 = 0.1, v_v = 1.27, g_p = 0.000003, T_w = 1.8287 T_c, Gr = 16.97 \) and \( ja = 0.371 \).

Fig. 4 represents the numerical results of the evolution of Nusselt number for different unit cell sizes as shown in Appendix). The gravitational acceleration is set as \( 9.81 \) \( m/s^2 \). In this chapter, the characteristic electric field intensity \( E_0 \) can be expressed as \( E_0 = (V_1 - V_2)/L_w \) (in which, \( V_1 = 0 \)). Initially, the computational domain is filled with heating liquid.

4. Numerical results

4.1. Physical model and calculation parameters

As shown in Fig. 5, the pool boiling heat transfer in presence of a uniform electric field is simulated in the computational domain with \( L_x \times L_y \) where \( L_x = 650, L_y = 150 \). A heated surface with a thickness of \( H_s = 10 \) is located at the bottom of computational domain and the outer wall temperature of heated surface \( T_w \) is higher than the saturation temperature of fluid \( T_{\text{sat}} = 0.867 T_c \). The periodic boundary condition is applied in the x-direction, the convective boundary condition is applied at the top boundary. Meanwhile, the heated surface is set as high electrode with the electric potential of \( V_1 \). A low electrode is located at the top boundary and is linked with the ground (i.e., \( V_2 = 0 \)). In this chapter, the characteristic electric field intensity \( E_0 \) is found to be 0.5032. The thermal conductive ratio of liquid \( \kappa_l \) and solid \( \kappa_s \) is found to be 0.5/3. The kinematic viscosity of liquid and vapor is \( \nu_l = 0.1 \) and \( \nu_v = 0.089355 \). The specific heat \( c_v = 6, \) thermal conductivity \( \lambda = \rho_c c_v \). The thermal conductive ratio of liquid to vapor is \( \lambda_l/\lambda_v = \rho_l/\rho_v = 17 \). The thermal conductivity of heated surface \( \lambda_s = 10 \mu W/cmK \). The relaxation times in Eq. (2) set as: \( \tau_{\text{eq}} = 1, \tau_v = 1.25, \tau_s = 1.25, \tau_s = 1, \tau_s = 1/1.1 \) and \( \tau_s = 3/0.5 \). In Eq. (9), the coefficient \( q_0 \) equals 0, thus the contact angle is 44.5°. The surface tension \( \gamma \) is found to be 0.27 according to Laplace equation of capillary (detailed explanation is shown in Appendix). The gravitation acceleration is set as \( g_p = 3 \times 10^{-5} \). Using the method proposed by Gong and Cheng [40], the latent heat of vaporization \( h_{\text{lg}} \) is found to be 0.5032. The permittivity of vacuum is \( \varepsilon_v = 2.236 \) and the permittivity ratio of vapor to liquid is \( \varepsilon_v/\varepsilon_l = 0.4472 \).

\( q(t) \) is defined as the space-averaged heat flux on heated surface, \( q_w \) is defined as the time- and space-averaged heat flux on heated surface.
where $t_2$ and $t_1$ are two different moments after the boiling process is stable.

4.2. Pool boiling in the absence of an electric field

Fig. 6 represents the pool boiling processes under different outer wall temperatures in the absence of an electric field (i.e., $E_0 = 0$). Since all of the information in the computational domain is symmetrical along $x = L_x/2$, only the snapshots in the range of $x \leq L_x/2$ are displayed. As shown in Fig. 6(a), at $T_w = 0.11$, there are only a small number of bubbles appears at the heated surface and the interaction between vapor bubbles is weak. Obviously, the boiling at $T_w = 0.11$ is in the partial nucleate boiling regime. As shown in Fig. 6(b), at $T_w = 0.13$, the number of vapor bubbles increases obviously and the size of vapor bubbles becomes larger compared with Fig. 6(a). What’s more, the interaction between the vapor bubbles is stronger and the boiling process is more intense than that in Fig. 6(a), as well. Therefore, it’s reasonable to believe the boiling at $T_w = 0.13$ is in the fully developed nucleate boiling regime. As shown in Fig. 6(c), at $T_w = 0.14$, a great portion of the heated surface is covered by vapor patches. Since vapor is less capable of conducting heat, these vapor patches will essentially insulate the liquid from the heated surface. Therefore, the boiling at $T_w = 0.14$ is in transition boiling regime. As shown in Fig. 6(d), at $T_w = 0.16$, the heated surface is covered with a
continuous vapor film, which completely insulates the liquid from the heated surface. Obviously, the boiling at $T_w = 0.16$ is in film boiling regime.

Fig. 7 displays the influence of outer wall temperature, i.e., $T_w$, on the time- and space-averaged heat flux ($q_w$) and heat transfer coefficient ($h$), where $h = q_w/(T_b-T_{sat})$ and $T_b$ is the inner wall temperature. In Fig. 7, the curve AB (i.e., $T_w \leq 0.105$) represents the natural convection regime. At this case, the wall superheat is insufficient to support bubble formation and growth. Point "B" is the onset of nucleate boiling (ONB). The curve BC (i.e., $0.105 \leq T_w \leq 0.120$) represents the partial nucleate boiling regime. In this regime, increasing $T_w$ could enhance both $q_w$ and $h$. The curve CD (i.e., $0.120 \leq T_w \leq 0.135$) represents the fully developed nucleate boiling regime. In this regime, with an increase in $T_w$, $q_w$ increases, while $h$ decreases gradually. At point "D", $q_w$ reaches its maximum value, thus it can be found that CHF equals to 0.00107. The curve DE (i.e., $0.135 \leq T_w \leq 0.145$) represents the transition boiling regime, in which increasing $T_w$ would lead to a decrease in both

---

**Fig. 7.** The influence of outer wall temperature $T_w$ on space- and time-averaged heat flux ($q_w$) and heat transfer coefficient ($h$) in the absence of an electric field.

---
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**Fig. 8.** Influence of electric field intensity on pool boiling processes at $T_w = 0.11$. The snapshots are taken at (from left to right) $t = 30,000\Delta t$, $t = 36,000\Delta t$ and $t = 42,000\Delta t$. (a) $E_0=0$ (b) $E_0=0.0286$ (c) $E_0=0.0571$ (d) $E_0=0.0857$
4.3. The effect of a uniform electric field on pool nucleate boiling progresses

Fig. 8 represents the pool boiling under different conditions of electric field intensity ($E_0 = 0, 0.0286, 0.0571$ and $0.0857$) at $T_w = 0.11$. As shown in Fig. 8, the effect of the uniform electric field on bubble dynamics during nucleate boiling is limited at $T_w = 0.11$. For all cases in Fig. 8, the vapor bubbles constantly nucleate on, grow on and depart away from the heated surface. The number of bubbles in the computational domain is small and the interaction between vapor bubbles is weak.

Fig. 9 displays the pool boiling under different electric field intensities (i.e., $E_0$) at $T_w = 0.13$. Compared with Fig. 8, the active site density increases and the interaction between bubbles becomes stronger when $T_w$ is increased into $0.13$. Obviously, all of the boiling processes in Fig. 9 are in the fully developed nucleate boiling regime. As displayed in Fig. 9, increasing $E_0$ could make the bubbles become slenderer in shape. Fig. 10 gives the evolution of the area share of vapor on the heated surface, i.e., $Z_V$, under different electric field intensities at $T_w = 0.13$, where $Z_V = A_V/(A_V + A_L)$, $A_V$ is the contact area between heated surface and vapor and $A_L$ is the contact area between heated surface and liquid. It can be concluded from Fig. 10 that increasing $E_0$ could decrease the contact area between heated surface and vapor. Since vapor is less capable of conducting heat, the boiling heat transfer performance will be enhanced under the effect of a uniform electric field at $T_w = 0.13$.

Fig. 11 represents the effect of electric field intensity on time- and space-averaged heat flux $q_w$ under different outer wall temperatures during nucleate boiling, where $r_q$ represents the enhanced ratio of $q_w$ due to the electric field. As shown in Fig. 11, at $T_w = 0.11$, $r_q$ almost stays constantly at 1 under different electric field intensities. This result means that a uniform electric field has little effect on boiling heat transfer during nucleate boiling at a low wall superheat. It’s because the electric field intensity has little influence on bubble dynamics at this time, as displayed in Fig. 8. In addition, at $T_w = 0.12$, $r_q$ increases gradually. The reason has been analyzed in Fig. 9 and Fig. 10. It can also be found in Fig. 11 that increasing outer wall temperature could enhance the value of $r_q$ gradually. Therefore, in the nucleate boiling regime, the enhanced effect of a uniform electric field on boiling heat transfer becomes stronger with an increase in $T_w$. 

Fig. 9. Influence of electric field intensity on pool boiling processes at $T_w = 0.13$. The snapshots are taken at (from left to right) $t = 30,000\Delta t$, $t = 36,000\Delta t$ and $t = 42,000\Delta t$. 

Fig. 10. Influence of electric field intensity on the evolution of the contact area between heated surface and vapor, i.e., $Z_V$, at $T_w = 0.13$. 

Fig. 11. Influence of electric field intensity on time- and space-averaged heat flux $q_w$ under different outer wall temperatures during nucleate boiling, where $r_q$ represents the enhanced ratio of $q_w$ due to the electric field.
4.4. The effect of a uniform electric field on film boiling progresses

Fig. 12 represents the pool boiling processes under different electric field intensities (i.e., $E_0$) at $T_w = 0.20$. As shown in Fig. 12(a), due to the high wall superheat, the heated surface is covered by vapor film, which completely insulates the liquid from the heated surface. Therefore, the boiling heat transfer performance is very low at this case. As shown in Fig. 12(b), the boiling at $E_0 = 0.0286$ is still in the film boiling regime. Compared with Fig. 12(a), the active site density is unchanged, while bubble release frequency increases slightly. As shown in Fig. 12(c), the boiling at $E_0 = 0.0429$ is still in film boiling regime. However, under the effect of a uniform electric field, active site density and bubble release frequency increase obviously. This result agrees well with the numerical results by CLSVOF method in Ref. [41]. As shown in Fig. 12(d), the boiling at $E_0 = 0.0714$ is in the transition boiling regime because a great portion of the heated surface is covered by vapor patches. The thermal conduction between heated surface and liquid isn’t obstructed completely, so the boiling heat transfer at $E_0 = 0.0714$ is much greater than other cases in Fig. 12. It can be concluded from Fig. 12 that bubble dynamics during film boiling could be affected by a uniform electric field, boiling heat transfer performance could be enhanced and even the boiling regime could be changed when $E_0$ is large enough.

Fig. 12. Influence of electric field intensity on pool boiling processes at $T_w = 0.20$. The snapshots are taken at (from left to right) $t = 30,000\Delta t$, $t = 36,000\Delta t$ and $t = 42,000\Delta t$. 

Fig. 11. Variation of time- and space-averaged heat flux, i.e. $q_w$, with square of electric field intensity under different outer wall temperatures during nucleate boiling.

Fig. 13. The evolution of space-averaged heat flux, i.e. $q(t)$, during film boiling under different electric field intensities at $\Delta T = 0.20$. 

![Graph showing variation of $q_w$ with $E_0^2$](image)
Fig. 13 represents the influence of electric field intensity on the evolution of $q(t)$ at $T_w = 0.20$. As shown in Fig. 13, when $E_0 = 0.0429$, $q(t)$ is small and stable, and $q(t)$ increases slightly with an increase in electric field intensity. As shown in Fig. 12(a)–(c), when $T_w = 0.20$ and $E_0 = 0.0429$, the boiling is in film boiling regime, the heated surface is covered with a continuous vapor film. Therefore, $q(t)$ is small and stable. In presence of a uniform electric field, the active site density and bubble release frequency increase, thus $q(t)$ increases slightly with an increase in electric field intensity when $E_0 \leq 0.0429$. Moreover, as shown in Fig. 13, when $E_0 \geq 0.0571$, $q(t)$ fluctuates significantly and increases obviously with an increase in $E_0$. As shown in Fig. 12(d), when $E_0$ is large enough, the boiling is in transition boiling regime instead of film boiling regime, thus $q(t)$ increases obviously. In addition, the transition boiling can be viewed as an unstable combination of the nucleate boiling and the film boiling [10], thus $q(t)$ fluctuates significantly.

4.5. The influence of electric field intensity on boiling curves

Fig. 14 represents the boiling curves under different electric field intensities (i.e., $E_0$). As shown in Fig. 14, when wall temperature is low (i.e., $T_w \leq 0.12$), electric field intensity has little effect on the time- and space-averaged heat flux $q_w$. According to the analysis in Figs. 9 and 10, when wall superheat is higher but $q_w$ doesn’t reach CHF, the boiling is in fully developed nucleate boiling regime. At this case, the uniform electric field has a great impact on the boiling curves. At given a wall temperature, increasing $E_0$ would raise $q_w$ obviously. CHF and the outer wall temperature at CHF point increase gradually with an increase in $E_0$. For example, compared with the case at $E_0 = 0$, when $E_0 = 0.0857$, CHF is enhanced from 0.00107 to 0.00174, and the outer wall temperature at CHF point is raised from 0.135 to 0.190, indicating that increasing electric field intensity could enhance the upper limit of heat load for safe operation of equipment. In addition, increasing electric field intensity could raise both MHF and the outer wall temperature at MHF point.

Since CHF is of great importance in engineering, some correlations have been proposed to predict the influence of electric field intensity on CHF. The correlations of Berghmans [42] and Johnson [43] are the most widely used.

$$r_{CHF} = \frac{q_{w,CHF}(E_0 = 0)}{q_{w,CHF}(E_0 = e)} = \left( E_0^r + (E_0^r)^2 + 1 \right)^{1/2} / \left( E_0 \right)^{1/2}$$

5. Concluding remarks

In this paper, the two-dimensional lattice Boltzmann model was developed to simulate the pool boiling in presence of an external electric field. In this model, the pseudopotential model was coupled with phase-change model and electric field model. The pool boiling process in presence of a uniform electric field is simulated. The influence of electric field intensity on averaged heat flux on the heated surface under different wall superheats was analyzed, and the influence of electric field intensity on boiling curves and critical heat flux was also investigated. It can be concluded that:

1. In the partial nucleate boiling regime, a uniform electric field has limited influence on bubble dynamics and time- and space-averaged heat flux $q_w$ on the heated surface.
2. In the fully developed nucleate boiling regime, increasing electric field intensity could raise $q_w$. In addition, the effect of electric field intensity on $q_w$ becomes greater with an increase in wall superheat.
3. In the film boiling regime, when electric field intensity is small, increasing electric field intensity would enhance $q_w$ increases slightly. However, after the electric field intensity reaches a certain value, $q_w$ increases rapidly because the film boiling is converted into transition boiling.
4. Increasing electric field intensity could expand the nucleate boiling region, raise both critical heat flux and the wall temperature at critical heat flux point. MHF and the wall temperature at MHF point increase with an increase in electric field intensity, as well.
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Appendix A. Determination of the surface tension and contact angle

According to Laplace’s law, the pressure difference ΔP across a circular interface is related to the surface tension γ and the droplet radius Rd via Eq. (A-1). In order to obtain the surface tension, the pressure difference between inside and outside of saturated droplets of different radii are calculated using the two-phase flow model in Section 2.1. A 200 × 200 lattice is adopted, the buoyancy force is ignored and the temperature of the whole computational domain is set to be the saturated temperature of fluid, i.e., Tsat = 0.86Tc. The simulation results of ΔP versus 1/Rd are given in Fig. A-1. The simulated results can be fitted with a straight line with a slope of 0.27. Therefore, the surface tension at Tsat = 0.86Tc is 0.27.

\[ \Delta P = \frac{\gamma}{R_d} \]  

(A1)

Wettability of the heated surface, i.e. contact angle, could affect the pool boiling heat transfer to a great extent. In our simulation, Eq. (9) is used to calculate the solid-fluid interaction force, in which Gw could determine the contact angle directly. In this study, Gw = 0 is adopted and the intermolecular interaction force in Eq. (8) is not applied at the solid walls. The static contact angle could be determined by simulating the balance form of droplet on a horizontal surface. In this simulation, a 300 × 100 lattice domain is adopted and a saturated droplet with a radius of Rd = 40 is placed on the bottom boundary. The buoyancy force is ignored. Periodic boundary condition is applied in x direction and the no-slip boundary condition is imposed in y direction. The equilibrium shape of the droplet is shown in Fig. A-2, where the contact angle is measured to be 44.5°.

Fig. A-1. Influence of drop radius on the pressure difference of the droplet.

Fig. A-2. The balance form of droplet on a horizontal surface.
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