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1 INTRODUCTION

Fine-tuning is one of the most popular transfer learning methods for training deep learning models with limited labeled data. Many deep learning frameworks, including TensorFlow, PyTorch, MxNet, release pre-trained models to the public, and users can reduce the data labeling burden and save computational costs by fine-tuning from the pre-trained models. However, fine-tuned models are vulnerable to adversarial attacks [34, 37]. An adversarial example is an imperceptible perturbation to the original input so that a target model will make an erroneous prediction [30]. Based on the availability of the knowledge about the target model, adversarial attacks can be categorized into two types, namely white-box and black-box attacks. Black-box attacks do not require the knowledge about the training data and model parameters, and they can only make a few or no queries to the target model, which is a more practical setting. Pioneering works [34, 37] demonstrate that fine-tuned models can be attacked in a black-box manner.

Existing works about Black-box Attacks on Fine-Tuned models (BAFT) are limited by strong assumptions, where their settings assume that the target model is fine-tuned from a source model, associated with some additional knowledge. In [34], it is assumed that the parameters of the low-level layers in the target model are copied from the source model and remain unchanged during the fine-tuning process. But in practice, all the parameters in the target model might be adapted during fine-tuning. The assumption about the training process is relaxed in [37] by allowing fine-tuning the whole network, but it is assumed that the network architecture of the source model is known, and they introduce an auxiliary domain that shares the same input and output spaces as those of the target domain to craft adversarial examples. The knowledge about the network architecture might be unavailable to the attacker, and the introduction of the auxiliary domain requires additional data labeling costs, which limit the feasibility of the proposed attack method.

Thus, we study two novel but more difficult BAFT settings: cross-domain (CD) and cross-domain cross-architecture (CDCA) BAFT, which assume that (1) the target model is a fine-tuned model, and (2) the source domain data is known and accessible. The CD-BAFT setting assumes that the network architecture of the source model and that of the target model are the same while the CDCA-BAFT setting...
In the first stage, we train an adversarial generator in the source domain. In the BAFT settings, the target model is fine-tuned from a source model that is pre-trained on a giant domain, which has become a de-facto paradigm for deep learning with limited data. It is expected to craft effective and efficient adversarial attacks by leveraging the prior knowledge about the source domain. Yet it remains challenging due to non-trivial discrepancies between the two domains.

Further relaxes the assumption by allowing different architectures. For example, the target model for attacking is a VGG-16-based product image classifier, and it is fine-tuned from a VGG-16 model that is pre-trained on ImageNet. If the attacker coincidentally chooses the exact source model that the target model is fine-tuned from, it corresponds to the CD-BAFT setting. In the CD-BAFT setting, the attacker might use a ResNet-50-based ImageNet classifier to attack the target model. The differences between the proposed BAFT settings and the vanilla black-box adversarial attack setting are illustrated in Fig. 1. A schematic view of the two BAFT settings is provided in Fig. 2.

The goal of the CD- and CDCA-BAFT settings is to generate adversarial examples that successfully fool the target model using limited queries with the knowledge about the source domain. Existing black-box attack methods, which can be categorized into two approaches, namely surrogate-based and query-based methods, cannot be trivially applied to our new BAFT settings. Surrogate-based methods use a substitute model as a white-box model, generate adversarial examples using gradient-based white-box attack methods, and finally attack the target model with the generated examples [24]. In our cross-domain settings, it is difficult to obtain the surrogate gradient from the substitute model if the source and target domains have different label spaces. Thus, we cannot compute the gradient via back-propagation using the substitute model. Query-based methods estimate the gradient with zeroth-order optimization methods [6, 15]. Though they estimate gradients without accessing the internal parameters of the target model, large amounts of queries are needed to obtain an accurate gradient estimate, particularly for high-dimensional inputs like images, which makes the attack inefficient. Hence, existing methods cannot meet the requirements of effectiveness and efficiency and the BAFT task remains an open challenge.

To address the above challenges, we propose Transferred Evolutionary Strategies (TES). Our method is composed of two stages. In the first stage, we train an adversarial generator in the source domain. The adversarial generator adopts an encoder-decoder architecture. It first maps the clean input to a low-dimensional latent space and then decodes the latent representation into an adversarial example. The low-dimensional latent space encodes semantic adversarial patterns that are rather transferable [1, 14, 23]. Furthermore, it limits the search in the second stage in a low-dimensional space and improves the query efficiency. In the second stage, the latent representation is used as a starting point. We obtain the surrogate gradient from the source model using a soft labeling mechanism, which represents a target domain label in the source domain label space as the probability score predicted by the source model. Then the search in the latent space is guided with the surrogate gradient using evolutionary strategies [21]. The soft labeling mechanism bridges the heterogeneous label spaces and allows obtaining surrogate gradients, which circumvents the limitation of existing surrogate-based methods. Though the surrogate gradient does not perfectly align with the true gradient, they might be correlated and hence using the surrogate gradient improves the efficiency of the search. Experimental results on multiple domains and various backbone network architectures demonstrate the effectiveness and efficiency of the proposed attack method.

2 RELATED WORKS

We review related literature on adversarial attacks and defenses and training deep neural networks with soft labels in the following. Adversarial Attacks and Defenses. Adversarial attacks and defenses have drawn attention from the machine learning research community in recent years [17, 35]. Based on the knowledge that the attacker can access, adversarial attacks are categorized into two types, namely white-box and black-box attacks. White-box attacks assume that the attacker has full knowledge of the target model, and the adversarial examples can be found by gradient computation [4, 10, 16, 20, 22, 25, 30]. On the other hand, black-box attacks can only query the output of the target model. The model output can be either probability scores [6, 9, 14, 15, 18] or a single hard label (top-1 prediction) [3, 5, 7, 8]. The two black-box attack settings
are referred to as score-based and decision-based attacks. In this paper, we focus on the score-based attacks and leave decision-based attacks for future exploration.

Score-based black-box attack methods can be categorized into two approaches, namely surrogate-based [19, 24] and query-based [2, 6, 15, 18, 32] methods. Surrogate-based methods train a substitute model, attack the substitute model with white-box attack methods, and finally attacks the target model using the generated adversarial examples. Query-based methods use gradient-free optimization methods, for example, zeroth-order-optimization [6] and evolutionary strategies [15, 18]. Surrogate-based methods cannot be readily applied to the proposed BAFT settings because it is hard to obtain surrogate gradients from the substitute model due to the different label spaces of the two domains. Query-based methods need large amounts of queries, which makes the attack inefficient.

Recently, there are a few attempts to combine surrogate-based and query-based methods [9, 11, 14], and they achieve state-of-the-art attack results on vanilla black-box attacks. The Prior-RGF method proposed in [9] searches adversarial examples in the original input space under the guidance of surrogate gradients. The subpace attack [11] is conducted in low-dimensional subspaces spanned by surrogate gradients. But these methods cannot be directly applied to the BAFT settings due to the mismatched label spaces. The TREMBA method proposed in [14] optimizes in a transferable low-dimensional latent space, but they do not utilize surrogate gradients, which makes their attack less efficient. Hence, existing black-box attack methods cannot address the unique challenges in the proposed BAFT settings.

Most adversarial attacks assume that the target model of attack is trained in an individual domain, while attacks on fine-tuned models are less studied. The black-box attack method towards fine-tuned models proposed in [34] assumes that the target model copies and freezes the first few layers from a pre-trained model, which might not hold in practice. Zhang et al. systematically evaluate the robustness of transfer learning models under both white-box and black-box FGSM attacks in [37]. They introduce an auxiliary domain to bridge the label space discrepancy. Their method suffers from two limitations. First, the introduction of the auxiliary domain requires additional data labeling costs. Second, they assume that the network architecture of the pre-trained model is known.

To defend against adversarial attacks, one natural and effective approach is to augment the training data with adversarial examples, which is known as adversarial training [20, 31, 36]. The attack and defense methods compete against each other and formulate an arms race. The initial move to conduct successful attacks in the BAFT settings is crucial for advancing the research in developing robust fine-tuned models. Soft Labels. For multi-class classification tasks, data instances usually adopt a "hard" labeling mechanism. Each instance is assigned to a class, and the membership is binary, i.e., the instance is either a member of a class or not. Soft labels are defined as a weighted mixture of hard labels and the uniform distribution or probability scores, and they have been used to improve network performance [29] and knowledge distillation [13]. In this paper, we use soft labels to bridge the gap between the mismatched label spaces of the two domains. We represent target domain labels as the probability scores predicted by the source model and then obtain the surrogate gradient. To the best of our knowledge, this is the first attempt that applies soft labels to cross-domain black-box adversarial attacks.

3 TRANSFERRED EVOLUTIONARY STRATEGIES

We first introduce the problem setup and then present the proposed black-box attack method. Our source code is available at https://github.com/HKUST-KnowComp/TES.
Figure 3: Stage I: training the adversarial generator in the source domain $D_A$. The adversarial generator adopts an encoder-decoder architecture. It maps a clean example to an adversarial one. The unnormalized output of the decoder is transformed, and there is $\hat{x}_A = x_A + \epsilon \cdot \tanh(D(z_A))$. It is easy to verify that there is $\|\hat{x}_A - x_A\|_\infty \leq \epsilon$ and the adversarial example is ensured to fall within the $\epsilon$-ball of the clean example.

Figure 4: Stage II: searching in the latent space under the guidance of the surrogate gradient. Though the surrogate gradient (the orange dashed arrow in (b)) does not perfectly align with the true gradient (the red arrow), it provides useful supervision and accelerates the search.

### 3.1 Problem Setup

We focus on the black-box attacks on the image classification models in this paper. The target model for attacking is a fine-tuned model. To avoid confusion with the target model for attacking, the source domain and the target domain are denoted by $D_A$ and $D_B$, respectively. Without the loss of generality, we omit the subscript that indicates the domain. Let $n$ denote the number of labeled samples in a domain, and there is $D = \{(x_1, y_1), \ldots, (x_n, y_n)\}$. The input and output spaces are denoted by $X$ and $Y$, respectively. A neural network, denoted by $f$, learns the mapping from the input space to the output space, and there is $f : X \rightarrow Y$. The image classifier is usually a Convolutional Neural Network (CNN). The output of the network, denoted by $f(x)$, predicts the probability over the whole label space.

To attack a neural network $f$, an adversarial example, denoted by $\hat{x}$, can be found by solving the following optimization problem:

$$\arg \min_{\xi} \ell(f(\hat{x}), \hat{y}), \quad \|\hat{x} - x\|_p \leq \epsilon,$$

where $\|\cdot\|_p$ denotes the $p$-norm distance, $\epsilon$ denotes the perturbation budget, $\ell(\cdot, \cdot)$ denotes a classification loss, and $\hat{y}$ denotes a label that is different from the ground truth label $y (\hat{y} \neq y)$. The objective of the above optimization problem is to find an adversarial example with the $p$-norm $\epsilon$-ball of the clean input $x$ that makes the network output an incorrect prediction $\hat{y}$. We assume that the classification loss is the cross-entropy loss, and the distance measure is the $\ell_\infty$ distance in the following. There are two types of adversarial attacks, namely untargeted and targeted attacks. For untargeted attacks, an arbitrary label that is different from the ground truth label is considered a successful attack. For targeted attacks, $\hat{y}$ should equal to a pre-defined label, denoted by $y_t$, where there is $y_t \neq y$.

The BAFT settings assume that the target model is fine-tuned from a source model. Hence $f_B$ is fine-tuned from a model trained in $D_A$. The CD-BAFT setting assumes that $f_B$ is directly fine-tuned from $f_A$, while $f_A$ and $f_B$ can have different architectures in the CDCA-BAFT setting. The two settings are illustrated in Figs. 2a and 2b, respectively.

### 3.2 Transferred Evolutionary Strategies

We propose a two-stage black-box attack method that leverages the prior knowledge from the source domain. In the first stage, we train an adversarial generator that maps a clean image to an adversarial one. In the second stage, we obtain a surrogate gradient from the source model with the soft label mechanism that handles the heterogeneous label spaces of the two domains. Then the surrogate gradient is exploited to guide the search in the latent feature space parameterized by the adversarial generator. The details of the adversarial generator training, the soft labeling mechanism, and the guided evolutionary search are given in subsequent sections. The illustrations of the two stages are shown in Figs. 3 and 4a.

#### 3.2.1 Adversarial Generator Training

Let $G$ denote the adversarial generator. It maps a clean example to an adversarial one: $G(x) = \hat{x}$. The adversarial generator is composed of an encoder and a decoder which are denoted by $E$ and $D$, respectively. There is $G = E \circ D$. We denote the latent representation produced by the encoder by $z$ and there is $z = E(x)$. The decoder then projects the latent representation into an unnormalized perturbation. To ensure that the adversarial example falls within the $\epsilon$-ball of the clean input,
the unnormalized perturbation is firstly transformed with a tanh function and then scaled by a factor $\epsilon$: $\hat{x} = x + \epsilon \cdot \tanh(D(z))$. Hence the condition $\|\hat{x} - x\|_{\infty} \leq \epsilon$ is satisfied.

To train the adversarial generator, we adopt the C&W attack loss [4]. The loss function for untargeted and targeted attacks are defined in Eqs. (1) and (2), respectively.

$$\mathcal{L}_{\text{untargeted}}(x, y; f) = \max_{k \neq y} F(\hat{x})_k - F(x)_y, -\delta, \quad (1)$$

$$\mathcal{L}_{\text{targeted}}(x, y; f) = \max_{k \neq y} F(\hat{x})_k - F(x)_y, -\delta, \quad (2)$$

where $y_t$ is the pre-defined target class. By optimizing $\mathcal{L}_{\text{targeted}}$, the classifier $f$ tends to output the prediction $y_t$ with the generated adversarial example as the input.

### 3.2.2 Soft Labeling

In the second stage, we need to search in the low-dimensional latent space parameterized by the encoder under the guidance of the surrogate gradient from the source model $f_A$.

If the label $y$ is available, the surrogate gradient with respect to the latent representation, denoted by $\nabla_{\hat{x}} \mathcal{L}(f_A(\hat{x}), y)$, can be obtained by a simple backward propagation. However, this cannot be trivially applied in the BAFT settings because the label spaces of the source domain and the target domain do not agree, and it is unknown how to represent a target domain label $y_B$ in the source domain label space $Y_A$. For example, suppose the source domain is ImageNet, and there are two classes, “batteries” and “alarm clock”, in the target domain. For the “batteries” class, it does not appear in the ImageNet label space. While for the “alarm clock” class, there are multiple “clock” related classes in the ImageNet label space, including “analog clock”, “digital clock”, and “wall clock”. There is no correspondence between the two label spaces, and it is also difficult to build one manually.

To circumvent the heterogeneity of the label spaces, we utilize a soft labeling mechanism in this paper. Let $s_k$ denote the representation of the $k$-th class of the target domain ($k \in Y_B$) in the source domain label space, and $n_k$ denote the number of samples in the target domain whose label is $k$. Since high-level layers of a CNN contain visual semantic information, the soft label $s_k$ is defined as the mean of the probability predictions produced by the source domain network:

$$s_k = \frac{1}{n_k} \sum_{j=1}^{n_k} f_A(x_j), \quad y_j = k. \quad (3)$$

Hence we build a mapping between the two label spaces. Consequently, the surrogate gradient can be obtained by $\nabla_{\hat{x}} \text{KLD}(f_A(\hat{x}), s_y)$ where $\text{KLD}$ denotes the Kullback-Leibler divergence.

### 3.2.3 Guided Evolutionary Strategies

With the latent representation $z$ produced by the encoder and the surrogate gradient obtained from the pre-trained model, we then search in the low-dimensional latent space under the guidance of the surrogate gradient. To incorporate the prior knowledge from the surrogate gradient, we adopt the guided evolutionary strategies (guided ES) [21].

The search is conducted in an iterative manner. We start from the latent representation produced by the encoder, and there is $z(0) = E(x)$. The dimension of the latent representation is denoted by $d$. Let $C$ denote the maximum number of queries that is allowed by the target model. At the $c$-th step $(c \in 1, \ldots, C)$, an adversarial example $\hat{x}^{(c)}$ can be obtained by feed-forwarding the latent representation through the decoder. A surrogate gradient, denoted by $\nabla_{\hat{x}^{(c)}} \text{KLD}(f_A(\hat{x}^{(c)}), s_y)$, can be obtained by back-propagation after querying Model $A$. Then an orthonormal basis for the subspace, denoted by $U$, can be generated with the surrogate gradient by QR decomposition:

$$U = QR(\nabla_{\hat{x}^{(c)}} \text{KLD}(f_A(\hat{x}^{(c)}), s_y)),$$  

where $U$ is an orthogonal matrix and $QR$ denotes the QR decomposition operation.

A noise vector, denoted by $\nu$, is sampled from $N(0, \sigma^2 \Sigma)$ with:

$$\Sigma = \frac{\alpha}{d} I_d + (1 - \alpha) \cdot U U^T,$$  

where $I_d$ denotes a $d \times d$ identity matrix and $\alpha$ is a hyperparameter that balances the search in the full parameter space and the guiding subspace.

The gradient can then be estimated by antithetic sampling:

$$g = \frac{\beta}{\alpha + \beta} \sum_{i=1}^{P} \nu_i \cdot [\mathcal{L}(\hat{x}_i^{(c)}, y; f_B) - \mathcal{L}(\hat{x}_i^{(c)}, y; f_B)],$$  

**Algorithm 1 Transferred Evolutionary Strategies**

**Require:** A clean sample $(x, y)$, the attack target $f_B$, a source domain $D_A$, a source model $f_A$, learning rate $\eta$, maximum number of queries $C$, hyper-parameters of guided ES ($\sigma, \alpha, \beta, P$).

**Ensure:** An adversarial example $\hat{x}$.

1. Train $G$ with Domain $A$ data to attack $f_A$.
2. Compute soft labels using Eq. (3).
3. Initialize the latent representation $z(0) = E(x)$.
4. Initialize the adversarial example $\hat{x}(0) = x + \epsilon \cdot \tanh(D(z(0)))$
5. For $c = 1$ to $C$
6. Obtain the surrogate gradient $\nabla_{\hat{x}(c)} \text{KLD}(f_A(\hat{x}(c)), s_y)$.
7. Update the guiding subspace $U$ using Eq. (4).
8. Define the covariance $\Sigma$ using Eq. (5).
9. For $i = 1$ to $P$
10. Sample a noise vector $\nu_i \sim N(0, \sigma^2 \Sigma)$.
11. Query $f_B$ and obtain an antithetic pair of losses.
12. End for
13. Compute the gradient estimate using Eq. (6).
14. Update $z(c)$: $z(c) = z(c-1) - \eta \cdot g$.
15. Generate an adversarial example: $\hat{x}(c) = x + \epsilon \cdot \tanh(D(z(c)))$.
16. If $\hat{x}(c)$ successfully attacks $f_B$ then
17. $\hat{x} = \hat{x}(c)$
18. Break
19. End if
20. End for
where \( P \) denotes the number of noise samples, \( \beta \) denotes the overall scale of the estimate, and there are \( \hat{x}_\alpha^{\text{c}} = x + \epsilon \cdot \tanh(D(z^{(c)} + v_j)) \) and \( \hat{x}_\beta^{\text{c}} = x + \epsilon \cdot \tanh(D(z^{(c)} - v_j)) \).

To summarize, the proposed black-box attack method is outlined in Algorithm 1. The guided ES process is illustrated in Fig. 4b.

| Table 1: Dataset Statistics. |
|-----------------------------|
| Dataset     | # classes | # train set | # test set |
| ImageNet    | 1,000     | 1.28M       | 50K        |
| Office-Home |           |             |            |
| Art         | 1,941     | 486         |            |
| Clipart     | 3,492     | 873         |            |
| Product     | 3,551     | 888         |            |
| Real World  | 3,485     | 872         |            |

4 EXPERIMENTAL RESULTS

We present our experimental results in the following.

Datasets. ImageNet [27], which is a large-scale image database, is used as the source domain. The source domain network \( f_A \) is pretrained on its train set, and the adversarial generator is trained on its validation set. Four transfer tasks are constructed from the Office-Home dataset [33] which is a popular transfer learning benchmark dataset. The dataset statistics are listed in Table 1. There are only a few thousand labeled samples in the training sets of the target domains, and consequently, it is impossible to train deep learning models in the target domains without transferring the knowledge from the source domain. Some sample images from the Office-Home dataset are shown in Fig. 5. The distributions of the four domains are different, and the distribution of an arbitrary target domain is different from that of the ImageNet dataset as well.

Baselines. As a novel black-box attack setting, there are no readily available baselines. We adapt the attack method proposed in [37], consider the state-of-the-art attack method on attacking ImageNet classifiers, and compare the proposed attack method with them.

- Surrogate-based methods: Adversarial examples are produced using Model A and directly attack the target model with the generated adversarial examples. Two gradient-based methods, FGSM and PGD, are used. These two methods adapt the method proposed in [37] to the BAFT settings by using the soft labeling mechanism presented in Section 3.2.2. We also include attacking with the adversarial generator, denoted by AG, as a baseline. These three methods do not query the target model.
- Query-based method: Some state-of-the-art black-box attack methods [9, 11] on attacking ImageNet classifiers do not apply to the BAFT settings because surrogate gradients cannot be obtained under the mismatched label spaces. We consider TREMBA [14] that does not rely on surrogate gradients and achieves competing results on attacking ImageNet.

Evaluation Metrics. The efficacy of the attack method is measured by fool rate, which is the proportion of the test set images that successfully attack the target model. The higher the fool rate is, the more effective the attack is. For query-based methods, we also report mean queries to evaluate the efficiency of the attack. Smaller mean queries indicate a more efficient attack. Only the samples that are correctly classified by the target model are used for attacking, and hence the classification accuracy on the clean test set is the upper bound of the fool rate. The best result of each task is highlighted in boldface.

4.1 Implementation Details

All the experiments are implemented with the PyTorch [26] deep learning framework.

The target models use VGG16 [28] as backbone networks. The source models are also VGG16 networks in the CD-BAFT setting, and they adopt the ResNet-50 [12] architecture in the CDCA-BAFT attacks. The backbone networks are pre-trained on ImageNet, and they are provided by the torchvision package.

The perturbation budget \( \epsilon \) equals 8/255. For the PGD attack, it runs 40 iterations with a step size of 2/255. For the query-based attack methods, the maximum number of queries allowed is 2, 100, the number of noise samples \( P \) is 20 and the hyper-parameters \( \alpha, \beta, \) and \( \sigma \) are selected from \{0.1, 0.5, 0.75\}, \{1, 2\}, and \{0.1, 1\}, respectively. For the targeted attacks, we set the target class as the “TV” class. The images whose labels are “TV” are excluded from the test set. For the other images, the objective of the targeted attack is to make the target model output “TV” as predictions.

4.2 Results

The results of untargeted and targeted CD-BAFT attacks are shown in Tables 2 and 3, respectively.

For untargeted attacks, the adversarial examples produced by the surrogate-based methods are rather transferable. For example, AG achieves a fool rate at 85.59% on the Product task, which is close to the upper bound of 90.65%, and it is achieved without any access to the target domain data or model. FGSM performs the worst among the three surrogate-based methods since it takes only one step along the gradient direction to generate the adversarial example. PGD improves over FGSM by taking iterative steps. AG achieves the
Table 2: Untargeted CD-BAFT attacks. Surrogate-based methods achieve some success without any query since the adversarial examples produced by the source model are transferable. AG provides a good start point for query-based methods. TES improves over TREMBA in terms of the fool rate with reduced queries.

| Domain    | Upper Fool rate | Mean queries |
|-----------|-----------------|--------------|
|           | FGSM PGD AG TREMBA TES | TREMBA TES |
| Art       | 72.02 25.72 50.41 65.43 70.78 71.60 | 78.08 67.83 |
| Clipart   | 76.17 8.71 11.34 16.04 48.11 48.80 | 1.021.01 1,018.15 |
| Product   | 90.65 36.26 72.75 85.59 88.63 89.30 | 65.93 51.33 |
| Real World| 83.03 27.06 62.16 77.64 81.31 81.77 | 76.02 73.32 |

Table 3: Targeted CD-BAFT attacks. Since targeted attacks are more challenging, the fool rates decrease and mean queries increase. TES remains the most effective and efficient among all methods.

| Domain    | Upper Fool rate | Mean queries |
|-----------|-----------------|--------------|
|           | FGSM PGD AG TREMBA TES | TREMBA TES |
| Art       | 71.55 1.46 26.57 39.54 60.88 64.02 | 473.90 373.25 |
| Clipart   | 76.79 0.23 0.00 4.69 28.37 29.07 | 1,509.10 1,498.62 |
| Product   | 90.72 0.11 5.15 0.92 48.11 59.79 | 1,409.73 1,261.27 |
| Real World| 83.04 0.81 19.16 41.11 66.67 72.47 | 591.77 450.01 |

Table 4: Untargeted CDCA-BAFT attacks. Since there are both domain and network architecture discrepancies, the performance degrades compared to the results of untargeted CD-BAFT attacks.

| Domain    | Upper Fool rate | Mean queries |
|-----------|-----------------|--------------|
|           | FGSM PGD AG TREMBA TES | TREMBA TES |
| Art       | 72.02 9.67 9.05 20.58 66.67 69.34 | 420.39 301.44 |
| Clipart   | 76.17 6.87 4.70 8.25 44.10 45.36 | 1,182.17 1,157.17 |
| Product   | 90.65 26.46 17.00 43.02 84.57 87.05 | 371.45 227.24 |
| Real World| 83.03 16.40 13.76 36.58 75.46 79.01 | 443.10 285.99 |

Table 5: Targeted CDCA-BAFT attacks. All surrogate-based attack methods fail in this setting. TES achieves higher fool rates at the cost of fewer queries.

| Domain    | Upper Fool rate | Mean queries |
|-----------|-----------------|--------------|
|           | FGSM PGD AG TREMBA TES | TREMBA TES |
| Art       | 71.55 0.21 0.42 0.00 25.31 36.40 | 1,687.60 1,511.83 |
| Clipart   | 76.79 0.00 0.00 0.23 12.43 12.90 | 1,910.46 1,894.30 |
| Product   | 90.72 0.11 0.11 0.00 23.60 32.99 | 1,841.39 1,724.56 |
| Real World| 83.04 0.46 0.23 0.35 27.76 39.49 | 1,736.76 1,509.51 |

highest fool rate among the three surrogate-based methods, and it provides a good starting point for searching. The query-based methods, both TREMBA and TES, outperform the surrogate-based methods by a large margin. Compared to TREMBA, TES further raises the fool rate since it utilizes the surrogate gradient from the source model while TREMBA ignores such prior knowledge. Moreover, the improvement of the fool rate is achieved with reduced mean queries.

Targeted CD-BAFT attacks are more challenging since the fool rates of all methods decrease. Surrogate-based methods perform poorly on targeted attacks. For example, the fool rates of FGSM are below 2% in all four domains. Query-based methods are again more advantageous than surrogate-based methods. For example, AG almost fails to attack the target model in the Product domain while the fool rate of the TREMBA raises to 48.11%, and TES further achieves an improvement of 11.68% compared to TREMBA.

The results of the untargeted and targeted CDCA-BAFT attack results are listed in Tables 4 and 5, respectively. Similar to the results of the CD-BAFT attacks, TES achieves the highest fool rates among all attack methods on all the tasks, and it requires fewer mean queries than TREMBA does.

For untargeted attacks, the fool rates of the CDCA-BAFT attacks decrease compared to their counterparts of the CD-BAFT attacks.
We hypothesize that this is because the latent representations produced by the adversarial generator are less transferable if the source model and the target model adopt different network architectures.

Targeted CDCA-BAFT attacks are the most challenging setting since the fool rates of surrogate-based methods are close to 0%, and the mean queries of both query-based methods exceed 1,000. The improvement of TES over TREMBA in terms of the fool rate on the four tasks is 11.09%, 0.47%, 9.39%, and 11.73%, respectively. The advantage of TES on the Clipart dataset is not very significant. We hypothesize that this is because the Clipart dataset is the most dissimilar to the source domain ImageNet, as shown in Fig. 5, and the prior knowledge from the source domain is not informative.

In summary, the results under different BAFT settings demonstrate that TES is not only effective but efficient as well.

## 5 ABLATION EXPERIMENTS

Several factors may influence the effectiveness and efficiency of adversarial attacks. We conduct ablation experiments to investigate four factors: (1) the necessity of the adversarial generator, (2) the effectiveness of the soft labels, (3) network architectures, (4) parameter sensitivity. The ablation experiments are conducted on the Art domain if not specified.

### 5.1 The Necessity of the Adversarial Generator

In the proposed TES method, we conduct the guided ES in the latent space parameterized by the encoder of the adversarial generator. The guided ES can also be conducted in the original input space, which can be viewed as extending the method in [9] to the BAFT setting. We compare the results obtained with and without the adversarial generator in Table 6. The results demonstrate that searching in the low-dimensional latent space noticeably improves the effectiveness and efficiency of the attacks, and the introduction of the adversarial generator is necessary.

### 5.2 The Effectiveness of Soft Labels

As a case study, in Table 9, we report the top 3 predictions and their probability scores of three classes in the Art and Clipart domains. The predictions are produced by the ImageNet pre-trained VGG16 network. Despite the mismatched label spaces, for the target domain labels, the top predictions in the source domain are some visually similar classes. The qualitative results suggest that the soft labels retain general visual semantic information and might help obtain surrogate gradients.

### 5.3 Network Architectures

The experimental results in Section 4.2 are obtained when the target models adopt VGG16 as the backbone network. We repeat the experiments on the target models whose backbone network is ResNet-50.

The results of the CD-BAFT setting are shown in Table 7. Similar to the results obtained when the target network is a VGG16 network, TES remains effective and efficient, which demonstrates that our proposed method is insensitive to different network architectures.

The results of targeted CDCA-BAFT attacks when Model A adopt various network architectures are shown in Table 8. The target model is fixed to use ResNet-50 as the backbone network, and the source model adopts two different backbones, VGG16 and Densenet161. The attack is more effective when the source model uses a more expressive backbone network as the fool rates of all the methods increase when the source model is a Densenet161 network.
Table 7: Untargeted and targeted CD-BAFT attacks in the Art domain where the target model uses the ResNet-50 network as the backbone network. The proposed TES method is effective for various backbone architectures.

| Attack type | Upper Fool rate | Mean queries |
|-------------|----------------|--------------|
| | FGSM | PGD | AG | TREMBA | TES | TREMBA | TES |
| Untargeted | 80.04 | 22.02 | 33.13 | 49.38 | 76.34 | **78.40** | 259.76 | **164.39** |
| Targeted | 79.71 | 1.26 | 3.35 | 17.78 | 52.93 | **58.58** | 1,064.77 | **896.51** |

Table 8: CDCA-BAFT attacks in the Art domain where the target model uses the ResNet-50 network as backbone and the source model uses different backbone networks. A more effective attack is achieved with a more expressive backbone network as the source model.

| Model A architecture | Upper Fool rate | Mean queries |
|----------------------|----------------|--------------|
| | FGSM | PGD | AG | TREMBA | TES | TREMBA | TES |
| VGG16 | 80.04 | 13.37 | 12.96 | 12.14 | 60.08 | **61.11** | 827.31 | **818.95** |
| Densenet161 | 15.02 | 13.79 | 22.63 | 70.37 | 72.22 | 72.22 | 592.93 | **527.90** |

Table 9: Top 3 predicted classes and their probability scores obtained with the VGG16 network trained on ImageNet. Despite the heterogeneous label spaces, the classes predicted by the source model are visually similar to the target domain labels.

| Class names | Art | Clipart |
|-------------|-----|---------|
| Alarm clock | Analog clock (0.54), stop watch (0.14), wall clock (0.08) Quilt (0.25), studio couch (0.13), four-poster (0.09) | Analog clock (0.36), wall clock (0.12), stop watch (0.04) Envelope (0.10), cradle (0.06), studio couch (0.05) |
| Bed | Computer keyboard (0.33), crossword (0.24), space bar (0.18) | Computer keyboard (0.23), space bar (0.19), notebook computer (0.06) |

5.4 Parameter Sensitivity

In the guided evolutionary strategies, a hyper-parameter \( \alpha \) is introduced to balance the search in the full parameter space and the guiding subspace. We report the fool rates and the mean queries obtained with various \( \alpha \) values in Fig. 6. The lowest fool rate and the maximum mean queries are achieved when there is \( \alpha = 1.0 \), and it corresponds to discarding prior knowledge from the source model and searching in the full parameter space. When there is \( \alpha < 1 \) and the prior knowledge from the source model is exploited, the effectiveness and efficiency of the attack are improved.

In addition, we analyze the effect of the perturbation size \( \epsilon \) in Fig. 7. The proposed TES method outperforms the TREMBA baseline consistently under various perturbation sizes.

6 CONCLUSION

The robustness of fine-tuned neural networks has been less studied despite their prevalence. Thus, we propose two novel cross-domain and cross-domain cross-architecture based BAFT settings. With these two settings, we further propose a two-stage black-box attack method that fails fine-tuned models effectively and efficiently. We expect that the proposed setting and method will facilitate future research on building transfer learning models that are both effective and robust. As future works, we will develop defenses against the attacks in the BAFT settings.
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