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Abstract

In this paper, we discuss the predator-prey model using Holling type II functional response with the time delay in facultative stabilization pond. In this research, we discuss the predator-prey model using Holling type II functional response with the time delay, determining the equilibrium point, the stability analysis of predator-prey model using Holling type II functional response with the time delay and numerical simulation of the predator-prey model using Holling type II functional response with the time delay. The method used to analyse the problem is by literature study. The steps used are the development of a mathematical model of change of dissolved oxygen concentration, phytoplankton and zooplankton, mathematical equation solving algorithm, field data, and simulation using Maple and Mathematica 9 software and validation with research.
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1. Introduction

The research of the interaction of prey-predator will be done analysing the mathematical model. Our model based on the basic of Petrovskii (2015) research which we expanded taking into account zooplankton and considering the influence of predat PHYtoplankton-oxygen model of Sekerci anion on oxygen dynamics and adding the time delay. This model will be applied facultative stabilization pond. Hull et al. (2008) investigated seasonal and daily dynamics of dissolved oxygen measurements in Mediterranean coastal lagoons. Another plankton-oxygen model has been proposed and analysed by Misra (2010) including the effect of some ‘exogenous’ factors (such as light, wind intensity, temperature, phosphorus, eutrophication, etc.), hence leaving the internal plankton-oxygen dynamics out of the focus. Misra (2011) proposes and analyses a non-linear mathematical model for algal bloom in a lake to account for the delay in conversion of detritus into nutrients. It is assumed that there is a continuous inflow of nutrients in the lake due to agricultural run-off.

2. Model Formulation

2.1. The baseline model

We begin with a simple conceptual model that only takes into account the temporal dynamics of the oxygen itself and the phytoplankton as its main producer:

\[ \frac{dc}{dt} = Af(c)p - mc, \]  
\[ \frac{dp}{dt} = g(c,p)p, \]

Figure 1. Interactions between oxygen & phytoplankton

Phytoplankton produces oxygen through photosynthesis during the day-time depending on existence of sunlight and consumes it during the night.

Here c and p the concentration of the dissolved oxygen and the phytoplankton density f(c): the amount of oxygen produced per unit time and per unit phytoplankton mass, g(c,p): the per capita phytoplankton growth rate, A: a coefficient that can take into account the effect of relevant environmental factors and mc: oxygen losses, e.g. due to its diffusion to the atmosphere, plankton breathing, etc. Note that Eq. (1) is linear with respect to p and indeed we are not aware about any evidence that the photosynthesis rate can depend on phytoplankton density. On the contrary, Eq. (2) should normally be nonlinear with respect to p (hence the dependence of g on p) as the high phytoplankton density is known to damp its growth, e.g. due to self shading and or nutrient depletion. In order to understand what can be the...
properties of functions \( f \) and \( g \), we have to look more closely at the oxygen production and consumption. Consider \( f(c) \) first. Oxygen is produced inside phytoplankton cells in photosynthesis and then diffuse through the cell membrane into the surrounding water. Diffusion flux always directed from areas with higher concentration of the diffusing substance to the areas with lower ones; the larger is the difference between the concentrations, the larger is the flux (cf. the Fick law). Therefore, for the same rate of photosynthesis, the amount of oxygen that gets through the cell membrane will be the larger the lower is the oxygen concentration in the surrounding water. Therefore, \( f \) should be a monotonously decreasing function of \( c \). We further assume that the oxygen flux through the cell membrane tends to zero when the oxygen concentration in the water is very large, i.e., in physical terms, is close to its saturating value \( c \to \infty \). The above features are qualitatively taken into account by the following parameterization:

\[
    f(c) = 1 - \frac{c}{c + c_0} 
\]

where \( c_0 \): the half-saturation constant.

Considering phytoplankton multiplication, we assume that \( g(c, p) = \alpha(c) - yp \) where \( \alpha(c) \): the phytoplankton linear growth and \( yp \): intraspecific competition for resources. Eq. (2) for the phytoplankton growth is therefore essentially the logistic growth equation where \( \frac{1}{\gamma} \) plays the role of the carrying capacity, which we assume does not depend on \( c \). However, the linear growth rate \( \alpha \) should depends on \( c \), which can be seen from the following argument. Phytoplankton produce oxygen in photosynthesis during the daytime, but it needs oxygen for breathing during the night; therefore, a low oxygen concentration is unfavorable for phytoplankton and is likely to depress its reproduction. On the other hand, a phytoplankton cell cannot take more oxygen than it needs. Hence \( \alpha \) should be monotonously increasing function of \( c \) tending to a constant value for \( c \to \infty \). The simplest parameterization for \( \alpha \) is then given by the Monod function, so that for \( g(c, p) \) we obtain:

\[
    g(c, p) = \frac{Bc}{c + c_1} - yp, 
\]

where \( c_1 \): the half-saturation constant and \( B \): the phytoplankton maximum per capita growth rate. With Eqs. (3–4), Eqs. (1–2) take the following form.

\[
    \frac{dc}{dt} = A \left(1 - \frac{c}{c + c_0}\right) p - mc, 
\]

\[
    \frac{dp}{dt} = \frac{Bc}{c + c_1} - yp \cdot p. 
\]

\[
    t' = t, m' = \frac{c_0}{m} \cdot p' = \frac{vp}{m} \cdot \frac{A}{c_0} 
\]

\[
    B = \frac{B}{m} \cdot c_1 = \frac{c_1}{c_0} 
\]

Thus, Eqs. (5-6) is equivalent to the following equation.

\[
    \frac{dc}{dt} = A \left(1 - \frac{c}{c + c_0}\right) p - mc, 
\]

\[
    \frac{dp}{dt} = \left(\frac{Bc}{c + c_1} - p\right) \cdot p. 
\]

Eqs. (5-6) have two equilibrium points, i.e. \( T_0(0, 0) \) and \( T_1 \left( -\frac{c_1 - 1 + \sqrt{\Omega}}{2}, \frac{2AB + c_1(c_1 - 1) - c_1 \sqrt{\Omega}}{2A} \right) \) where \( \Omega = 4AB + (c_1 - 1)^2 \) with the conditions \( 2AB + c_1(c_1 - 1) > 0 \) and \( AB > c_1 \) with Jacobian matrix \( J = \left( \begin{array}{cc} -\frac{Ap}{(c+1)^2} & -\frac{A}{c + 1} \\ \frac{Bc}{(c + c_1)^2} & \frac{Bc}{c + c_1} - 2p \end{array} \right) \) From the Jacobian matrix, Eqs. (5-6) calculated at each equilibrium point obtaining the eigenvalues \( \lambda_1 = 0 \) and \( \lambda_2 = 1 \) for \( T_0 \) and \( \lambda_{1,2} = \frac{-p + \sqrt{p^2 - 4\Omega}}{2} \) where \( p = \frac{Ap}{(c+1)^2} - \frac{Bc}{c + c_1} + 2\tilde{p} + 1 \) and \( \Omega = \frac{\Omega}{4AB + (c_1 - 1)^2} \) for \( T_1 \left( -\frac{c_1 - 1 + \sqrt{\Omega}}{2}, \frac{2AB + c_1(c_1 - 1) - c_1 \sqrt{\Omega}}{2A} \right) \) where \( \Omega = 4AB + (c_1 - 1)^2 \).

The simulation results can be shown in Figure 2.

![Figure 2. The Simulation Results](image)

The solution field and phase portrait of the oxygen-phytoplankton system at the equilibrium point \( T_0(0, 0) \) and \( T_1 \left( -\frac{c_1 - 1 + \sqrt{\Omega}}{2}, \frac{2AB + c_1(c_1 - 1) - c_1 \sqrt{\Omega}}{2A} \right) \) where \( \Omega = 4AB + (c_1 - 1)^2 \) with \( 2AB + c_1(c_1 - 1) > 0 \) and \( AB > c_1 \)

### 2.2. The ‘advanced’ three-component model

The corresponding model is described by the following differential equations:
where all notations are the same as in section 2.1. Additionally, here $z$: the zooplankton density at time $t$, and the function of $e(p,z)$: the per capita zooplankton growth rate due to predation where $\mu$: the zooplankton mortality rate. In the model above, we assume that the phytoplankton-zooplankton interaction is described by the standard prey-predator model with functional response of Holling type II. The second negative term of Eq. (10) corresponds to the grazing of zooplankton on phytoplankton, hence this predation contributes to predator (zooplankton) growth term $\beta e(p,z)$. We consider a Holling type II predator response and use the following parametrization for predation:

$$e(p,z) = \frac{\beta p z}{p + h} \quad (12)$$

where $h$: the half-saturation constant and $\beta$ (dimensionless): maximum per capita growth rate of zooplankton. With Eq. (1) and Eqs. (7-8), then Eqs. (9-11) take the following form:

$$\frac{dc}{dt} = A \left(1 - \frac{c}{c+1}\right) p - c, \quad (13)$$

$$\frac{dp}{dt} = \frac{Bc}{c+1} - p \left(\frac{ppz}{p+h} - \mu z\right). \quad (14)$$

$$\frac{dz}{dt} = e(p,z) - \mu z, \quad (15)$$

$$t' = tm, c' = \frac{c}{c_0}, p' = \frac{ppz}{p+h}, z' = \frac{pz}{h}, \lambda = \frac{A}{c_0}, B = \frac{Bc}{c+1}, \beta = \frac{\beta p z}{p+h}.$$

Thus, Eqs. (13-15) is equivalent to the following equation.

$$\frac{dc(t)}{dt} = A \left(1 - \frac{c(t)}{c(t)+1}\right) p(t) - c(t), \quad (16)$$

$$\frac{dp(t)}{dt} = \frac{Bc(t)}{c(t)+1} - p(t) \left(\frac{ppz(t)}{p+h(t)} - \mu z(t)\right). \quad (17)$$

$$\frac{dz(t)}{dt} = e(p(t),z(t)) - \mu z(t). \quad (18)$$

Then by giving the discrete time-delay in the growth rate of the predator population, the equation models become

$$\frac{dc(t)}{dt} = A \left(1 - \frac{c(t)}{c(t)+1}\right) p(t) - c(t), \quad (19)$$

$$\frac{dp(t)}{dt} = \left(\frac{Bc(t)}{c(t)+1} - p(t) \frac{p(t)z(t)}{p(t)+h(t)}\right) \quad (20)$$

$$\frac{dz(t)}{dt} = e(p(t),z(t)) - \mu z(t). \quad (21)$$

3. Equilibria

**Theorem 1.**

From the above Eqs. (16-18), we obtain:

1. Without the condition, Eqs. (16-18) have one equilibrium points i.e. the equilibrium point $T_0(0,0,0)$.

2. If $2AB + c_1(c_1 - 1) > 0$ and $AB > c_1$ then Eqs. (16-18) have two the equilibrium points i.e. the equilibrium point $T_0(0,0,0)$ and

$$T_1 \left(\frac{c_1-1+\sqrt{\Omega}}{2}, \frac{AB+c_1(c_1-1)-c_1\sqrt{\Omega}}{2A}, 0 \right)$$

where \(\Omega = 4AB + (c_1 - 1)^2\).

3. If $\beta > \mu$ and \(\frac{\beta - \mu}{\beta - \mu + 2c_1} > \frac{\mu h}{\beta - \mu}\) then Eqs. (16-18) have two equilibrium points i.e. the equilibrium point $T_0(0,0,0)$ and

$$T_1 \left(\frac{c_1-1+\sqrt{\Omega}}{2}, \frac{AB+c_1(c_1-1)-c_1\sqrt{\Omega}}{2A}, 0 \right)$$

4. If $2AB + c_1(c_1 - 1) > 0, AB > c_1, \beta > \mu$ and \(\frac{\beta - \mu}{\beta - \mu + 2c_1} > \frac{\mu h}{\beta - \mu}\) then Eqs. (16-18) have three equilibrium points i.e. the equilibrium point $T_0(0,0,0), T_1 \left(\frac{c_1-1+\sqrt{\Omega}}{2}, \frac{AB+c_1(c_1-1)-c_1\sqrt{\Omega}}{2A}, 0 \right)$ and $T_1 \left(\frac{c_1-1-\sqrt{\Omega}}{2}, \frac{AB+c_1(c_1-1)-c_1\sqrt{\Omega}}{2A}, 0 \right)$.

**Proof.**

Eqs. (16-18) realizes the equilibrium point when

$$A \left(1 - \frac{c}{c+1}\right) p - c = 0, \quad (22)$$

$$\left(\frac{Bc}{c+1} - p \frac{ppz}{p+h} = 0, \quad (23)$$

$$\frac{\beta p z}{p+h} - \mu z = 0. \quad (24)$$

From Eq. (24) \(\frac{\beta p z}{p+h} - \mu z = 0 \Rightarrow \beta z = 0 \vee \beta = \frac{\mu h}{\beta - \mu} \quad (1)\)

Case $\beta = 0$. \(\frac{Bc}{c+1} - \beta \frac{ppz}{p+h} = 0 \Rightarrow \beta = 0 \vee \beta = \frac{Bc}{c+1}$$

(a) Case $\beta = 0$ and $\beta = 0$. \(A \left(1 - \frac{c}{c+1}\right) p - \frac{p}{c+1} = 0 \Rightarrow c = 0 \vee c = \frac{c+1}{A}$. So we obtain $T_0(0,0,0)$.

(b) Case $\beta = 0$ and $\beta = \frac{Bc}{c+1} - \beta \frac{ppz}{p+h} = 0 \Rightarrow \beta = \frac{c+1}{A}$. Substituting $\beta = \frac{Bc}{c+1}$ into the equation

$$\beta = \frac{c+1}{A} + 1 \Rightarrow \beta = \frac{c+1}{A}$$

where $\sigma = -2AB - c_1^2 + c_1$ and $\kappa = AB^2 - BC_1$. Considering $\beta = \frac{-\sigma + \sqrt{\sigma^2 - 4\sigma A}}{2A}$, then $\sigma - 4\sigma A \geq 0, \sigma < 0$ and $-\sigma - \sqrt{\sigma^2 - 4\sigma A} < 0 \Rightarrow -4\sigma A < 0$, such that $\sigma > 0 \Rightarrow AB > c_1$. Considering $\beta = \frac{-\sigma + \sqrt{\sigma^2 - 4\sigma A}}{2A}$, then $\sigma - 4\sigma A \geq 0$ then $\sigma - 4\sigma A \geq 0$. If $2AB + c_1(c_1 - 1) > 0$ and $AB > c_1$ then Eqs. (16-18) have two equilibrium points i.e. the equilibrium point $T_0(0,0,0)$ and

$$T_1 \left(\frac{c_1-1+\sqrt{\Omega}}{2}, \frac{AB+c_1(c_1-1)-c_1\sqrt{\Omega}}{2A}, 0 \right)$$

where $\Omega = 4AB + (c_1 - 1)^2$. Then $\beta > \mu$ and $\frac{\beta - \mu}{\beta - \mu + 2c_1} > \frac{\mu h}{\beta - \mu}$ then Eqs. (16-18) have two equilibrium points, i.e. the equilibrium point $T_0(0,0,0)$ and

$$T_1 \left(\frac{c_1-1+\sqrt{\Omega}}{2}, \frac{AB+c_1(c_1-1)-c_1\sqrt{\Omega}}{2A}, 0 \right)$$

4. If $2AB + c_1(c_1 - 1) > 0, AB > c_1, \beta > \mu$ and $\frac{\beta - \mu}{\beta - \mu + 2c_1} > \frac{\mu h}{\beta - \mu}$ then Eqs. (16-18) have three equilibrium points, i.e. the equilibrium point $T_0(0,0,0), T_1 \left(\frac{c_1-1+\sqrt{\Omega}}{2}, \frac{AB+c_1(c_1-1)-c_1\sqrt{\Omega}}{2A}, 0 \right)$ and $T_1 \left(\frac{c_1-1-\sqrt{\Omega}}{2}, \frac{AB+c_1(c_1-1)-c_1\sqrt{\Omega}}{2A}, 0 \right)$.
0, σ < 0 and \(-σ + \sqrt{σ^2 - 4AK} > 0 \Leftrightarrow -4AK > 0\), so that \(κ < 0 \Leftrightarrow AB < c_1\). Therefore, the unique positive root exists for \(\bar{p} = -\frac{σ - \sqrt{σ^2 - 4AK}}{2A}\) with the conditions \(σ^2 - 4AK ≥ 0, σ < 0\) and \(AB > c_1\). So we obtain
\[
T_1 \left( \frac{σ - \sqrt{σ^2 - 4AK}}{2A}, \frac{-σ + \sqrt{σ^2 - 4AK}}{2A} \right) = 0
\]
with
\[
B + σ/\sqrt{σ^2 - 4AK} = 2A
\]
and
\[
Ω = 4AB + (c_1 - 1)^2.\]

(2) Case \(\bar{p} = \frac{μh}{β - μ} \left( \frac{βc}{c + 1} - \bar{p} \right) \bar{p} - \frac{βz}{p + h} = 0 \Leftrightarrow \bar{z} = \frac{μh}{β - μ} + h \left( \frac{βc}{c + 1} - \frac{μh}{β - μ} \right)\).

Substituting \(\bar{p} = \frac{μh}{β - μ} \left( \frac{βc}{c + 1} - \bar{p} \right) \bar{p} - \frac{βz}{p + h} = 0 \Rightarrow \tilde{c}_{1,2} = -\frac{4 + 4μh}{β - μ} + \sqrt{\frac{4 + 4μh}{β - μ} + \frac{2μh}{β - μ}}\).

Then there is \(\frac{c_1 - 1 + \frac{μh}{β - μ}}{2} \left( \frac{2μh}{β - μ} \right) + \frac{c_1 - 1 + \frac{μh}{β - μ}}{2} \left( \frac{2μh}{β - μ} \right) \) with the conditions \(β > μ\) and \(B(1 + \frac{4μh}{β - μ}) > \frac{μh}{β - μ}\).

4. Stability Analysis

Theorem 2.

We have \(T_0, T_1\) and \(T_2\) which three equilibrium points of the Eqs. (16-18) as in theorem 1.

1. The equilibrium point \(T_0\) is not informative.

2. The equilibrium point \(T_1\) is node stable when \(c_1 = 0, A = 0.42\) and node unstable when \(c_1 = 0.4, A = 0.5\) with \(B = 1; γ = 1; β = 1; μ = 0.5; h = 0.1\).

3. The equilibrium point \(T_2\) is node stable if only if \(-b_1 - b_4 - b_7 > 0, b_3b_4 + b_4b_5 + b_5b_6 + b_6b_7 - b_3b_7 - b_4b_7 + b_5b_7 > 0\) and \(b_2b_3b_7 - b_3b_4b_7 + b_5b_6b_7 > 0\) where
\[
b_1 = \frac{-Ap}{(c+1)^2}, b_2 = \frac{Ae}{c+1}, b_3 = \frac{Bc}{c+1}, b_4 = \frac{Bc}{c+1}, b_5 = -\frac{p}{p+h}, b_6 = \frac{βh^2}{(p+h)^2}, b_7 = -\frac{β}{p+h} - μ.
\]

Proof.

The general Jacobian matrix of Eqs. (16-18) is given by
\[
J = \begin{pmatrix}
\frac{-Ap}{(c+1)^2} & 1 & 0 \\
0 & \frac{A}{c+1} & 0 \\
0 & 0 & -μ
\end{pmatrix}
\]

(1) At \(T_0(0, 0, 0)\), the Jacobian matrix is
\[
J(0, 0, 0) = \begin{pmatrix}
-1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & -μ
\end{pmatrix}
\]

Thus, we get \(λ_1 = -1, λ_2 = 0\) and \(λ_3 = -μ\).

(2) At \(T_1(c, \bar{p}, \bar{z})\), the Jacobian matrix is
\[
J(c, \bar{p}, \bar{z}) = \begin{pmatrix}
\frac{-Ap}{(c+1)^2} & 1 & 0 \\
0 & \frac{A}{c+1} & 0 \\
0 & 0 & -μ
\end{pmatrix}
\]

Thus, we get \(λ_1 = \frac{βp}{p+h} - μ \vee λ_{2,3} = -\frac{c_1 - 1 + \frac{μh}{β - μ}}{2} - \frac{μh}{β - μ}\).

(3) At \(T_2(c, \bar{p}, \bar{z})\) the Jacobian matrix is
\[
J(c, \bar{p}, \bar{z}) = \begin{pmatrix}
\frac{-Ap}{(c+1)^2} & 1 & 0 \\
0 & \frac{A}{c+1} & 0 \\
0 & 0 & -μ
\end{pmatrix}
\]

\(λ^3 - φλ^2 - ελ - ρ = 0\). If \(φ = -μ - \frac{A}{(c+1)^2} - 1 + \frac{Bc}{c+1} - 2p - \frac{2h}{(p+h)^2} + \frac{βp}{p+h}, ε = - \frac{Bc}{c+1} - μ + \frac{Bc}{c+1} - 2p - \frac{2h}{(p+h)^2} + \frac{β}{p+h} + \frac{A}{(c+1)^2} - \frac{2h}{(p+h)^2} + \frac{β}{p+h} - μ\).
Theorem
Suppose that the conditions $\beta > \mu$ and
$$\mu(1+\frac{4\beta}{p}\mu+2c_1) > \frac{\beta}{p}$$
are satisfied and given
$$\frac{\tan^{-1}(\sqrt{z^2} + \frac{z}{\beta} - \beta)}{\omega_k} = \frac{1}{2\pi k}, \quad k = 0, 1, 2, \ldots,$$
where $\omega_k > 0$ is obtained from the equation $\omega_k = \sqrt{z^2}$ where $z^3 + Bz^2 + Cz + D = 0$ and $\omega^6 + 3B^4 + C\omega^2 + D = 0$, with $B = b_1^2 + b_2^2 + b_3^2 = -2b_2b_3b_2 - b_1^2b_2^2 - 2b_2b_3^2b_3$ and unstable further $T_2$ is the equilibrium of Eqs. (16-18), then
1. The interior equilibrium $T_2$ of Eqs. (16-18) is stable when $\tau < \tau_k$ and unstable when $\tau > \tau_k$.
2. Eqs. (16-18) undergo a Hopf bifurcation at the interior equilibrium $T_2$ when $\tau = \tau_k$.

Proof.
The results of the analysis showed that the equilibrium point $T_2$ is stable. By giving the change in the stability of the equilibrium point $T_2$. To analyze the stability of the equilibrium point $T_2$ with time-delay, we linearize the model (16-18) around the equilibrium point $T_2$, then we obtain the linearized model
$$\frac{dc}{dt} = b_1c(t) + b_2p(t),$$
$$\frac{dp}{dt} = b_3c(t) + b_4p(t) + b_5b(t),$$
$$\frac{dz}{dt} = b_6p(t) - b_7z(t),$$
where $b_1 = \mu(1+\frac{4\beta}{p}\mu+2c_1)$, $b_2 = \frac{b_0}{(p+h)^2}$, $b_3 = \frac{b_0}{c_1}$, $b_4 = -2\frac{\beta}{p} - \frac{\beta}{p+h}$, $b_5 = \frac{\beta}{p+h}$, $b_6 = \frac{\beta}{p+h}$, $b_7 = \frac{\beta}{p+h}$.

Suppose the solution of Eqs. (25-27) is $c(t) = le^{\lambda t}, p(t) = me^{\lambda t}, z(t) = ne^{\lambda t}$.
Substituting Eq. (28) into Eqs. (25-27), then divided $e^{\lambda t}$ such that we get
\[ l\lambda = b_1 l + b_2 m, \] 
\[ m\lambda = b_3 l + b_4 m + b_5n, \] 
\[ n\lambda = b_6 e^{-\lambda t} + b_7 n. \]
Eqs. (29-31) can be written in the following form.
\[
\begin{bmatrix}
 l\lambda \\
 m\lambda \\
 n\lambda
\end{bmatrix} =
\begin{bmatrix}
 b_1 & b_2 & 0 \\
 b_3 & b_4 & b_5 \\
 0 & b_6 e^{-\lambda t} & b_7
\end{bmatrix}
\begin{bmatrix}
l \\
m \\
n
\end{bmatrix}.
\]
So we get the following characteristic equation.
\[
\begin{vmatrix}
 b_1 - \lambda & b_2 & 0 \\
 b_3 & b_4 - \lambda & b_5 \\
 0 & b_6 e^{-\lambda t} & b_7 - \lambda
\end{vmatrix} = 0
\]
\[\Rightarrow \lambda^3 + (-b_1 - b_4 - b_7)\lambda^2 + (b_1 b_3 + b_2 b_3 + b_2 b_4 - b_2 b_5 + b_2 b_6 + b_3 b_6 - b_4 b_6 + b_6 b_6)\lambda + (b_2 b_3 b_7 - b_1 b_4 b_7 + b_3 b_6 b_7 + b_3 b_6 b_6 e^{-\lambda t}) = 0. \]  
(32)
The eigenvalues of the characteristic equation (32) are either real and negative or complex conjugate with negative real parts if only if $b_1 - b_4 - b_7 > 0$, $b_1 b_4 + b_1 b_7 + b_4 b_7 - b_2 b_3 - b_3 b_6 > 0$ and $b_2 b_3 b_7 - b_1 b_4 b_7 + b_3 b_6 b_7 + b_3 b_6 b_6 > 0$. So with the existence of time-delay, the equilibrium point $T_2$ is stable if and only if both conditions are satisfied. Such that the eigenvalues of the equation (32) we let $\lambda = \mu \pm i\omega$ with $\mu = 0$ and $\omega > 0$ ($\lambda = \pm i\omega$). To see the change in the stability of the equation model with time delay, then that eigenvalues are substituted into the equation (32) such that we obtain the roots of the characteristic equation
\[
\Delta(\omega, \tau) = b_3 \omega^2 + b_4 \omega^2 + b_7 \omega^2 - b_5 b_6 \cos \omega t + b_2 b_5 b_7 - b_2 b_3 b_7 - b_2 b_4 b_7 + b_2 b_6 b_7 + b_3 b_4 b_7 - b_3 b_6 b_7 + b_4 b_5 b_7 - b_4 b_6 b_7 + b_4 b_7 b_7 - b_5 b_6 b_7 + b_5 b_7 b_7 - b_6 b_7 b_7 + i(-\omega^3 + b_1 b_4 \omega + b_1 b_7 \omega + b_2 b_4 \omega - b_2 b_5 \omega - b_2 b_6 \omega + b_2 b_7 \omega - b_3 b_4 \omega + b_3 b_5 \omega - b_3 b_6 \omega - b_3 b_7 \omega + b_4 b_5 \omega + b_4 b_6 \omega - b_4 b_7 \omega + b_5 b_6 \omega + b_5 b_7 \omega + b_6 b_7 \omega).
\]
(33)
Equation (33) is zero if the imaginary and real part are zero, so we obtain
\[
b_1 \omega^2 + b_2 \omega^2 + b_3 \omega^2 + b_4 \omega^2 + b_5 \omega^2 + b_6 \omega^2 - b_7 \omega^2 = 0
\]
and
\[
-b_3 b_4 \omega + b_4 b_7 \omega + b_5 b_7 \omega - b_6 b_7 \omega = 0.
\]
(34)
Furthermore, eliminating Eqs. (34-35) to $\tau$ by Squaring both sides gives
\[
b_1^2 \omega^4 + b_2^2 b_3 \omega^2 + b_2^2 b_7 \omega^2 + b_4 b_7 \omega^4 - 2b_1^2 b_4 \omega^2 + 2b_2 b_7 \omega^2 + 2b_4 b_7 \omega^4 - 2b_1^2 b_6 \omega^2 + 2b_4 b_7 \omega^4 + 2b_2^2 b_7 \omega^2 + 2b_1^2 b_4 \omega^2 + b_4^2 b_7 \omega^2 + 2b_6 b_7 \omega^2 = 0.
\]
(36)
and
\[
-2b_1 b_7 \omega^4 + 2b_2 b_7 \omega^2 + 2b_4 b_7 \omega^2 + 2b_5 b_7 \omega^2 = 0.
\]
(37)
Then adding both Eqs. (35-36) and regrouping by powers of $\omega$, we obtain the following fourth degree polynomial
\[
\omega^6 + B\omega^4 + C\omega^2 + D = 0,
\]
with
\[
B = b_1^2 + b_4^2 + b_7^2 + 2b_2 b_3,
\]
\[
C = -b_5^2 b_6^2 - 2b_1 b_4 b_7 b_3 + b_1^2 b_4^2 + 2b_7^2 b_2 b_3 + b_4^2 b_7^2 + b_2^2 b_7^2 + b_1^2 b_7^2,
\]
\[
D = -2b_7 b_2 b_5 b_7 b_3 + b_1^2 b_4 b_7 + b_1^2 b_5^2 b_7^2 + b_1^2 b_6^2 b_7^2 - b_5^2 b_6^2 b_7^2.
\]
To simplify the calculation suppose $z = \omega^2$, so Eq. (37) changes to
\[
z^3 + Bz^2 + Cz + D = 0,
\]
the root value of equation (38) is determined by Lemma 1 as follows.
Lemma 1. (Ruan)
Define $\xi = B^2 - 3D$.
(i) If $D < 0$, then Eq. (39) has a unique simple positive root.
(ii) If $D \geq 0$ and Eq. (39) $\xi < 0$, then Eq. (38) do not have real roots.
(iii) If $D \geq 0$ and $\xi \geq 0$, then Eq. (39) has two positive roots if only if $z = \frac{1}{2}(B + \sqrt{\xi}) > 0$ and $h(z) \leq 0$.
Suppose that Eq. (39) has a unique simple positive root denoted by $\tilde{z}$. Then obtained $\omega = \sqrt{\tilde{z}}$.
Furthermore substituting $\omega_0$ into the Eqs. (35-36) and solving for $\tau_k$, we get
\[
\tau_k = \frac{1}{2}\omega_0^{-1} \left(\sum_{n=1}^{\infty} (-1)^n \frac{\omega_0^n}{n!} + \sum_{n=1}^{\infty} (-1)^n \frac{\omega_0^n}{n!} \cos \omega t + \sum_{n=1}^{\infty} (-1)^n \frac{\omega_0^n}{n!} \sin \omega t + \sum_{n=1}^{\infty} (-1)^n \frac{\omega_0^n}{n!} \right) + \frac{2k\pi}{\omega_0}, k = 0, 1, 2, \ldots
\]
(40)
Lemma 2
If one of the following is true
(1) $c < 0$ and $h'(\omega_{\text{dif}}) \neq 0$;
Evaluating the real part of this equation

Further differentiating the Eq. (39), to \( \tau \), we then obtain

\[
\Delta(\lambda, \tau) = \lambda^3 + (-b_1 - b_4 - b_7)\lambda^2 + (b_1b_4 + b_1b_7 + b_4b_7 - b_2b_3)\lambda + b_2b_3b_7 - b_1b_4b_7 - b_3b_6e^{-\lambda\tau} + b_3b_5b_7e^{-\lambda\tau}.
\]

Then

\[
d\lambda = -\frac{\lambda}{\tau} = \frac{\partial \lambda}{\partial \tau} = \frac{\partial \lambda}{\partial \tau}.
\]

Evaluating the real part of this equation at \( \tau = \tau_{\text{bif}} \) and setting \( \lambda = i\omega_{\text{bif}} \) yield

\[
\frac{d\lambda}{d\tau} = Re\left(\frac{d\lambda}{d\tau}\right) = Re\left(\frac{d\lambda}{d\tau}\right) = \frac{\omega_{\text{bif}}^2(3\omega_{\text{bif}}^4 + 2\omega_{\text{bif}}^2(b_1^2 + b_2^2 + b_3^2 + 2b_2b_3))}{p_1 + q_1},
\]

where

\[
P_1 = -3\omega_{\text{bif}}^2 + b_1b_4 + b_1b_7 + b_4b_7 - b_2b_3 + \tau_{\text{bif}} ((b_1 + b_4 + b_7)\omega_{\text{bif}}^2 + b_2b_3b_7 - b_1b_4b_7 - b_5b_6\cos\omega_{\text{bif}}\tau_{\text{bif}})
\]

\[
\text{and}
Q_1 = 2(-b_1 - b_4 - b_2)\omega_{\text{bif}}^2 + \tau_{\text{bif}}(-\omega_{\text{bif}}^3 + (b_1b_4 + b_1b_7 + b_4b_7 - b_2b_3)\omega_{\text{bif}}^2 + b_5b_6\sin\omega_{\text{bif}}\tau_{\text{bif}}.
\]

Let \( \bar{z} = \omega_{\text{bif}}^2 \), then

\[
h(\bar{z}) = x^3 + (b_1^2 + b_4^2 + b_7^2 + 2b_2b_3)x^2 + (b_1b_4^2 + 2b_1b_7^2 + b_4b_7^2 + 2b_2b_3b_7 - b_1b_4b_7 - b_5b_6\bar{z})x + b_1b_2b_3b_4 + b_1b_2b_4b_5 - b_2b_3b_4b_7 - b_1b_2b_3b_7^2 - b_5b_6b_1^2b_3^2
\]

\[
\text{and}

\text{then}

\[
h'(\bar{z}) = 3x^2 + 2(b_1^2 + b_4^2 + b_7^2 + 2b_2b_3)x + b_1b_2b_3b_4b_5 - b_2b_3b_4b_7 - b_1b_2b_3b_7^2 + b_5b_6b_1^2b_3^2.
\]

Therefore if \( h(\bar{z}) < 0 \) then \( h'(\bar{z}) < 0 \).

5. Simulations at Equilibrium Point

\( T_2 \) with Time Delay

The numerical simulations of the phytoplankton-zooplankton-dissolved oxygen model using Holling II with time delay performed to show the effect of time delay on the equilibrium point \( T_2 \) stability.

The parameter values used for the simulations at equilibrium point \( T_2 \) with time delay presented as following.

\[
B = 1.8; \beta = 1; \mu = 0.5; \gamma = 1;
\]

\[
h = 0.1; A = 0.53; c_1 = 0.8. \text{ Hence obtained}
\]

\[
\ddot{c} = -\frac{-1 + \frac{14.44\mu h}{\beta - \mu}}{2} = \frac{1 + \frac{4.530.530.01}{1 - 0.5}}{2}
\]

\[
= 0.0504358.
\]

\[
\ddot{p} = \frac{\mu h}{\beta - \mu} = 0.5 \frac{0.5}{1 - 0.5} = 0.1.
\]

\[
\ddot{z} = \frac{\ddot{p}}{\ddot{\beta} - \ddot{\mu}} = \frac{1 + \frac{14.44\mu h}{\beta - \mu}}{1 - \frac{14.44\mu h}{\beta - \mu}}
\]

\[
= 0.01357488158.
\]

So obtained the equilibrium point

\[
T_2(0.0504358; 0.1; 0.01357488158).
\]

Then from the parameter values, we obtain

\[
b_1 = \frac{-10}{10} \frac{1}{10} \frac{1}{10} \frac{1}{10} \frac{1}{10} = \frac{-0.3333333333}{1} - 1 = -1.0408039955.
\]

\[
b_2 = \frac{1}{5} \frac{1}{5} \frac{1}{5} \frac{1}{5} \frac{1}{5} = 0.0504357777.
\]

\[
b_3 = \frac{1}{3} \frac{1}{3} \frac{1}{3} \frac{1}{3} \frac{1}{3} = 0.1999052535.
\]

\[
b_4 = \frac{1}{2} \frac{1}{2} \frac{1}{2} \frac{1}{2} \frac{1}{2} = 0.0966627296.
\]

\[
b_5 = \frac{1}{3} \frac{1}{3} \frac{1}{3} \frac{1}{3} \frac{1}{3} = 0.1, \frac{1}{3} \frac{1}{3} \frac{1}{3} \frac{1}{3} \frac{1}{3} = 0.05, \frac{1}{3} \frac{1}{3} \frac{1}{3} \frac{1}{3} \frac{1}{3} = 0.05.
\]

\[
b_6 = \frac{1}{10} \frac{1}{10} \frac{1}{10} \frac{1}{10} \frac{1}{10} = 0.003393720395.
\]

\[
b_7 = \frac{1}{2} \frac{1}{2} \frac{1}{2} \frac{1}{2} \frac{1}{2} = 0.5.
\]

\[
\omega^6 \left( b_1^2 + b_4^2 + b_7^2 + 2b_2b_3 \right) + \left( b_1b_2b_3b_4 + b_1b_2b_4b_5 - b_2b_3b_4b_7 - b_1b_2b_3b_7^2 + b_5b_6b_1^2b_3^2 \right) = 0
\]

\[
\Rightarrow \omega^6 \left( b_1^2 + b_4^2 + b_7^2 + 2b_2b_3 \right) + \left( b_1b_2b_3b_4 + b_1b_2b_4b_5 - b_2b_3b_4b_7 - b_1b_2b_3b_7^2 + b_5b_6b_1^2b_3^2 \right) = 0
\]

\[
\Rightarrow \omega^6 \left( -1.0408039955 \right) + \left( -0.0966627296 \right) = 0 + 0 \Rightarrow \text{condition satisfied}.
\]

\[
\Rightarrow \omega^6 \left( -1.0408039955 \right) + \left( -0.0966627296 \right) = 0
\]

\[
\Rightarrow \omega = \sqrt[6]{0.003393720395} = \pm 0.03942746899. \text{ Because of } \omega_0 > 0,
\]

By the condition \( \omega_0 > 0 \), then selected

\[
\ddot{z} = 0.001554525311. \text{ Then obtained}
\]

\[
\omega_0 = \sqrt[6]{0.001554525311} = \pm 0.03942746899. \text{ Because of } \omega_0 > 0,
\]

\[
\Rightarrow \omega_0 = 0.03942746899.
\]
then selected \( \omega_0 = 0.03942746899 \). Then searched the value of \( \tau_k \) by substituting the values \( b_1, b_2, b_3, b_4, b_5, b_6, b_7 \) and \( \omega_0 \) into the following equation.

\[
\tau_k = \frac{1}{\omega_0} \cos^{-1}\left( \frac{b_1 b_2 b_3 b_4 b_5 b_6 b_7}{\sqrt{(b_1 b_2 b_3 b_4 b_5 b_6 b_7)^2 - (b_0)^2}} \right) + \frac{\pi(2k+1)}{\omega_0}, \quad k = 0, 1, 2, \ldots
\]

\[
\iff \quad \tau_k = \frac{1}{0.03942746899} \times \cos^{-1}\left( \frac{0.03942746899}{\sqrt{(0.03942746899)^2 - (0.00005)^2}} \right) + \frac{2\pi k}{0.03942746899}, \quad k = 0, 1, 2, \ldots
\]

In this article only discussed the value of time delay when, before and after the delay timeout value in the distance \( k = 0 \).

In addition to the parameters mentioned in Table 2, it is necessary to select the time delay parameters indicated to show changes in equilibrium point stability. In this simulation will be provided three cases to indicate the existence of Hopf bifurcation.

**Table 2. Selection of time delay and model stability**

| No | Case | \( \tau \) | Equilibrium Point Stability |
|----|------|-------------|-----------------------------|
| 1  | \( \tau < \tau_k \) | 0.1 | stable spiral                 |
| 2  | \( \tau = \tau_k \) | 0.5264846563 | stable spiral                |
| 2  | \( \tau > \tau_k \) | 1 | Unstable spiral               |

**Figure 3.** The solution field of predator-prey system at the equilibrium point \( T_2 \) in the case \( \tau < \tau_0, \tau = \tau_0 \) and \( \tau > \tau_0 \)

**6. Conclusions**

From the above discussion, can be concluded that be based on the non-dimensional model, we obtain the following predator-prey model using Holling type II functional response with the time delay in facultative waste stabilization pond.

To analyse the existence of Hopf bifurcation, the predator-prey population dynamics was simulated based on three cases, by increasing the time-delay in the growth rate of the predator population \( (\tau_k) \). By choosing an exact parameter value \( (\tau_k) \), we can showed the existence of Hopf bifurcation. In the case \( \tau = \tau_k \) the stable spiral changed into an unstable spiral and also observed the presence of limit cycles. This is known as Hopf bifurcation. Then, to illustrate the model, simulation model was carried out using the Maple 12 software and mathematica 9. The model simulations give the same result with the analysis.
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