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Abstract
In smart cities, health care, industrial production, and many other fields, the Internet of Things (IoT) have had significant success. Protected agriculture has numerous IoT applications, a highly effective style of modern agriculture development that uses artificial ways to manipulate climatic parameters such as temperature to create ideal circumstances for the growth of animals and plants. Convolutional Neural Networks (CNNs) is a deep learning approach that has made significant progress in image processing. From 2016 to the present, various applications for the automatic diagnosis of agricultural diseases, identifying plant pests, predicting the number of crops, etc., have been developed. This paper involves a presentation of the Internet of Things system in agriculture and its deep learning applications. It summarizes the most essential sensors used and methods of communication between them, in addition to the most important deep learning algorithms devoted to intelligent agriculture.
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I. INTRODUCTION
In most countries, agriculture is extremely important, so smart technologies are needed. In 2050, the global population is expected to reach nearly 9 billion people. With so many people, more nutrients must be produced.

An intelligent agricultural system aims to understand the ecosystem better and reduce the burden on farmers by continuously monitoring their farms remotely. The intelligent system for agricultural management can perform: monitoring, analysis, and wireless prediction sensors and the Internet of Things are used in the process of intelligent management of farms through firstly, environmental monitoring that helps the growth of the crop (temperature, humidity, water level, soil pH, etc.). [1] pests on plants were identified using the k-mean algorithm. [2] sensors of temperature, humidity, wind speed and direction, soil moisture were used to monitor the farm and analyze temperature and humidity data. [4] a design is presented for collecting environmental, soil and fertilization data, automatically correlating this data, calculating crop forecasts, and making recommendations. [5] building a system with sensors for humidity, PH, water level, sounds to manage the field and monitor the farm to prevent birds and animals from entering the field. [8] Temperature, humidity, and colour sensors were used, and their data were analyzed in ThinkSpeak to determine the presence of disease in the plant. [13] using a group of temperature sensors, soil moisture, and humidity to monitor the farm and design an automatic irrigation system. [14] designing a system based on sensors data to distinguish the disease approach. Secondly, monitor plant health using image processing and deep learning. [6] measurement of apple plant disease severity using CNN models. [12] classification of banana plant diseases using K-mean and RFC algorithms. [15] classification of diseases of 25 plant species using K-mean and CNN. Finally, it can be combined between environmental monitoring factors and a mechanism for detecting the plant’s health status, [15] focuses on monitoring the environmental conditions of greenhouses using sensors and collecting pictures of plants to discover diseases. Thus the crop monitoring system using IoT and wireless sensors reduces the burden on farms. In addition to the introduction of deep learning in agriculture, it is essential in crop disease monitoring and classification, fruit counting, agricultural pest detection, crop classification, etc. The structure of smart agriculture is visualized in Fig.1. Aside from that, it is also characterized by low cost and ease of handling. This study summarizes the relevant research from 2014-2021 to learn about the most recent advances in intelligent agriculture research and the extent to which IoT and deep learning are used on farms. The content is arranged as follows:“
monitoring in agriculture", "Agriculture Deep learning", "conclusion and future outlook".

Fig. 1: structure of intelligent agriculture.

II. MONITORING IN AGRICULTURE

Plant monitoring with wireless sensor networks and deep learning saves time and effort while providing accuracy and speed, increasing crop output and quality. Sensors a low cost and easy to install, monitor the external environment and protect crops in the era of changing climatic conditions. The most essential sensors used in research in recent years to monitor the crop environment are temperature and humidity, colour, pH, light intensity, soil moisture level, movement sensors. [18].

Sensors are effective in greenhouses because they have artificial ventilation, lighting, and heating systems. The environmental conditions inside them can be controlled with the help of wireless sensor networks to manage equipment and provide an improved environment [9]. From this, it was concluded that greenhouses are more applicable to IoT technology. Moreover, in the environment of greenhouses, environmental conditions do not change quickly, so data does not need to be transferred frequently to the central server for treatment and analysis. The sensors are controlled and programmed by using a microcontroller. The data gathered by the sensors are uploaded to a cloud platform for analysis, understanding, and monitoring of plantings. Table I shows some research on plant monitoring, the Internet of Things (IoT) and the sorts of sensing devices used. Sensors require communication methods to transmit the collected data to the wired, wireless, or hybrid [9,10]. Table II shows the most essential communication techniques for connecting sensors and their features. The drip irrigation system uses soil moisture sensors to control water consumption in irrigation because its increase causes an increase in soil salinity and root rot [13].

III. AGRICULTURAL DEEP LEARNING

Deep learning is a cutting-edge technique for extracting precision features from photos and analyzing data with impressive outcomes and capabilities. The term "deep learning" refers to a type of machine learning. That adds depth to the model. Deep learning can improve accuracy for classification, segmentation, detection or reduce error [19], [31]. The architecture of deep learning algorithms consists of the following layers:
- convolution
- max pooling
- fully-connected layers
- activation function

Figure 3 shows the basic structure of a CNN and how it works. Deep learning can analyze any data type, including audio, video, natural language, voice, etc. Among the advantages of deep learning is the large number of its layers that help in learning features automatically from extensive data without manual intervention [16], [19], at the same time deep learning suffers from long training time, but at the same time, the test time is faster.
TABLE I
Presents some of the sources that use the Internet of Things to monitor plants

| Reference | Sensors used | Target of research | Points of strengths and limitations |
|-----------|--------------|--------------------|-------------------------------------|
| [22] (López Riquelme et al., 2009) | Use four different knots: Gateway mote to ensure that the system's wireless network links the sensors to the ZigBee network. The SHT71 sensor in the environmental mote measures the temperature and humidity in the environment. Mote of water A Stevens ES 250 sensor determines irrigation water quality. The Stevens Hydra probe II is used by the soil mote to assess soil temperature, moisture, and salinity. The Texas Instruments MSP 430F1611 microcontroller is used to control the sensors. | Control of cabbage plants | The wireless sensor network described here offers a real opportunity for monitoring soil and environment status in a crop, but they employ the ZigBee communication protocol; the monitoring distance is limited within the farm area and not remotely. |
| [23] (Park & Park, 2011) | Sensor unit for measuring air temperature and humidity, infrared sensor for measuring leaf temperature, MSP430 MCU control unit, data transmission unit with CC24240RF chip, power source, antenna, and 3.6 V battery | A monitoring system prevents dewdrops from condensing on the leaves in a greenhouse environment. | The system performance was verified by building a model like a greenhouse, but can additional monitoring parameters be added |
| [2] (Soontranon et al., 2014) | Sensors for temperature and humidity, rainfall level, light intensity, soil moisture, and wind speed and direction | Establishing a farm monitoring system by taking sensor information every 5 minutes for analysis | The system is implemented in the field, but only temperature and soil moisture data were analyzed |
| [5] (Navulur et al., 2017) | Soil pH sensor, water level sensor, bee sound sensor to keep elephants away from the field. | construct a system that helps in managing the fields by scheduling the water pumping and monitoring the plant to protect against animals and insects using wireless sensors and the Internet of Things | The proposed model is good at monitoring farm environmental factors and preventing the entry of animals, but the research is under development |
| [8] (Yakkundimath et al., 2018) | Temperature and humidity sensors, colour sensors, connect to Arduino Uno and send data to the ThinkSpeak cloud via WiFi | Development of an automated system to determine the presence of disease in plants | A system that monitors environmental factors in addition to detecting diseases, but it is affected by sunlight in taking pictures and detecting diseases |
| [13] (Bayram et al., 2018) | The Arduino Uno R3 controls temperature and humidity sensors, soil moisture sensors, rain sensors, light intensity sensors, and the solar power system, and data is exchanged via ZigBee and GSM. | Design of a remote drip irrigation system using wireless sensors | The system uses these sensors to control the irrigation of a limited area using a ZigBee communication protocol. Good idea to reduce electric power consumption |
| [12] | Raspberrypi3 controls the temperature and humidity sensors | This research aims to monitor the field in addition to | this system enables early detection of diseases, and only monitoring is |
and the soil moisture sensor, and the collected data is forwarded to the ThinkSpeak cloud platform. determining the presence or absence of a plant disease done here by temperature and humidity

Raspberry Pi, Webcam, Water Pump, Arduino UNO, Solar Panel, Soil Moisture Sensor irrigation system with automatic watering A system that provides monitoring before and after the irrigation of crops, but other sensors can be added to monitor the environment, not just for autonomous irrigation.

Sensors for temperature and humidity, colour sensors and an Arduino UNO are used, and data is delivered to a cloud platform. Creating a system that recognizes the disease's approach to the plant-based on data from sensors and comparing it to data as a threshold

Sensors for temperature and humidity sensors to the Arduino UNO and water flow and soil moisture sensors. Establishing an automatic monitoring system for crops Building a system that determines the proximity of disease in the plant. The obtained temperature and humidity values are not analyzed but only for monitoring

Temperature and humidity sensors, colour sensors, and a camera for taking pictures are controlled by an Arduino UNO A system that uses IoT to improve the quality of agriculture by monitoring temperature and humidity whose increase or decrease affects the plant and also uses image processing to detect plant disease Sensor-based plant disease detection. but research presents only the variables of temperature, humidity, and colour to detect diseases, while other variables affect plant health

| communication technology | feature |
|--------------------------|---------|
| ZigBee                   | The ad hoc on-demand distance vector routing protocol is used for traffic routing. It is used to communicate with devices inside greenhouses since it can communicate within 10-20 meters and has a low working cycle and low energy usage. |
| GPRS                     | GSM devices that use a packet-based service that delivers regular warnings to a farmer's phone and captures greenhouse data in a greenhouse setting are being developed. |
| WiFi                     | The sensors are connected to the central server via a communication range of 20-100 meters, with a speed of 2-54 Mbps, allowing data to be transferred with acceptable delay. |
| LoRa                     | It has an extended range of kilometres and uses little power. It is mainly utilized as a communication gateway between central servers. |
| Bluetooth                | It was designed for a wireless personal area network and used less electricity. Depending on the version, it can offer 1-3 Mbps speeds. |

TABLE II
Shows the most essential communication techniques used in agriculture monitoring
There are many CNN models. Researchers can use transfer learning for these models to train their data instead of starting from scratch, such as:

- Alex Net
- CafeNet
- VGG
- GoogleNet
- Inception –ResNet

Table III highlights some agriculture-related deep learning research and the dataset and categories used. The following are the most widely used platforms and tools for deep learning research:

- Theano
- Tensorflow
- Keras

Figure 4 shows the most used algorithms in the reading research. Algorithms in deep learning need the data entered into them to be different to extract the important characteristics and properties. Before entering the model, it's critical to pre-process the data. [11,19].

- Resize photos.
- Segment images to increase their size or to facilitate the learning process.
- Remove photo background.
- Pixel extraction using unique masks.
- Convert images to grayscale or HSV.

But sometimes, the data set is small in this case, and we need to increase it to be suitable for inclusion in deep learning models to get the best result from training and prevent overfitting. The researcher receives training on artificial images due to augmentation and testing on real images [19].

Common ways to increase data are: cropping, scaling, decreasing, rotating, flipping, etc.
### TABLE III
Shows some previous studies on the use of image processing algorithms and deep learning in agriculture.

| research | Purpose of research | Dataset | Algorithm result | Algorithm used | Points of strengths and limitations |
|----------|---------------------|---------|------------------|----------------|-------------------------------------|
| [1]      | Automatically identify plant pests | collected from a variety of web sources, including ALABAMA NURSERY AND LANDSCAPE Paul S. Hamilton and Maria Iannotti | Identify pests and their locations in the photo | k-mean algorithm + correspondence filter | The algorithm's ability to detect plant pests from a 360-degree angle due to the use of a corresponding filter, but the number of pests in the image cannot be detected |
| [20]     | Discover leaf diseases | The researcher created a data set | 15 class | CafeNet CNN | 3,000 images were collected from the Internet for 13 plant diseases, and 30,000 images were generated. |
| [24]     | A monitoring method that detects the early stages of the grape disease | Data on temperature and humidity and soil moisture and leaf wetness. | Detecting the beginning of the grape disease in its early stages and predicting its occurrence | Statistical method, hidden Markov model | Because environmental factors are the primary cause of plant diseases, data analysis in this work is helpful for the early detection of disease, but sensor data could lead to erroneous readings |
| [25]     | Classification of grape leaf diseases | 137 photographs of grape leaves, one section obtained with a digital camera and the other from the Internet | Powdery leaf and downy leaf disease were detected with a total accuracy of 88.89% percent. | Leaves segmentation and classification using k-mean clustering and L SVM | Because the data set is tiny, the accuracy of the prediction is low. Despite the lack of training data, the accuracy is good |
| [6]      | Based on the picture, the severity of the disease is estimated | photos of healthy apple leaves and images of Botryosphaeria obtusa-caused apple leaf black rot | The leaves in the healthy stage are spotless. Small circular patches with widths less than 5 mm can be found on early-stage leaves. The leaves in the middle stage have more than three dots, at least one of which is a frog's eye. End-stage leaves are so diseased that they will fall off the tree. | ResNet50, VGG16, VGG19, Inception-v3, and VGG16 | The VGG16 model, which has been fine-tuned, performs best, with an accuracy of 90.4 percent on the test set. | Because there is a problem in classifying the middle case because it is once classified as early-stage and once as end stage |
III. CONCLUSION AND OUTLOOK

Sensors and deep learning algorithms have given farmers various options for increasing yields and reducing yield loss in new crops. Monitoring the farm with wireless sensor networks, on the other hand, saves time, effort, money and improves data collecting and irrigation control accuracy. This information can be incorporated into deep learning algorithms to predict future plant growth, classify or monitor plant health, and so on. As a result, this method outperformed expensive traditional methods of data collection and plant monitoring, so this presentation focused on wireless sensor networks and deep learning in the agricultural field and the most pressing problems that researchers faced to address and reduce them in future research. Noticed when reading previous research on the internet of things and deep learning in the agricultural field that it is not enough, and few of them have been applied in the real environment of the farm. As for the future of this field, it is possible to set up an integrated system that monitors the cases of multiple farms simultaneously and makes appropriate decisions to solve the problem remotely. It is also possible to create a database of plants with a greater diversity of traits to improve the model’s accuracy when training and testing it in deep learning.
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