Automated fine structure image analysis method for discrimination of diabetic retinopathy stage using conjunctival microvasculature images
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Abstract: The conjunctiva is a densely vascularized mucus membrane covering the sclera of the eye with a unique advantage of accessibility for direct visualization and non-invasive imaging. The purpose of this study is to apply an automated quantitative method for discrimination of different stages of diabetic retinopathy (DR) using conjunctival microvasculature images. Fine structural analysis of conjunctival microvasculature images was performed by ordinary least square regression and Fisher linear discriminant analysis. Conjunctival images between groups of non-diabetic and diabetic subjects at different stages of DR were discriminated. The automated method’s discriminate rates were higher than those determined by human observers. The method allowed sensitive and rapid discrimination by assessment of conjunctival microvasculature images and can be potentially useful for DR screening and monitoring.
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1. Introduction

Diabetic retinopathy (DR) is a major cause of vision loss in working age adults [1]. DR is considered a microvascular disease and the earliest signs of microvasculopathies occur at the level of the small blood vessels or capillaries. In fact, retinal tissue ischemia due to capillary non-perfusion and macular edema due to increased vascular permeability cause vision loss in DR. Currently, discrimination of stages of DR is based on clinical visual examination of the retinal tissue for signs of microaneurysms, hard exudates, hemorrhages, and other pathologies. Additionally, clinical fluorescein angiography allows visualization of retinal vascular perfusion and leakage, and optical coherence tomography provides quantitative assessment of retinal thickening due to macular edema. In recent years, several research imaging techniques have been developed to assess retinal microvasculature abnormalities in diabetic subjects [2–7]. Furthermore, methods for fractal analysis have been developed that relate the pattern of major retinal blood vessels to age, blood pressure, and diabetes [8–10]. Recently, optical coherence tomography angiography has become available for imaging of the retinal microvasculature [11, 12]. Application of this technology to DR subjects has demonstrated alterations in the retinal microvasculature, including capillary non-perfusion, microaneurysms, and pre-retinal neovascularization [13–15].

Since diabetes is a systemic disease, it is expected that microvasculopathies present in the retinal tissue to be also evident, at least in part, in the microvasculature of other tissues. One such tissue is the conjunctiva, a densely vascularized mucus membrane covering the sclera of the eye with a unique advantage of accessibility for direct visualization and non-invasive imaging. Indeed, several studies have evaluated and reported microvascular abnormalities in the conjunctiva of diabetic subjects, similar to those reported in the retinal tissue [16–23].

Several techniques have been developed for imaging of the conjunctival microvasculature, including Retinal Functional Imager [24], orthogonal polarization spectral imaging [25], slit lamp biomicroscopy [26,27], and intravital microscopy [28,29]. Furthermore, conjunctival microvasculature has been assessed quantitatively using automated [30] and semi-automated [26,31] software. However, methods for discrimination health and disease based on evaluation of conjunctival microvasculature have not been reported. In the current study, we present application of a method [32] for fine structure analysis of conjunctival microvasculature images for discriminating subjects at progressive stages of DR.

2. Method

2.1 Subjects

The study was approved by an institutional board of the University of Illinois at Chicago. The study was explained to subjects and informed consents were obtained with accordance to declaration of Helsinki. A total of 76 subjects participated in the study. The subjects underwent a dilated retinal examination by a retinal specialist who used the conventional clinical categories to classify each retina as non-diabetic control subjects (NC) (N = 22), diabetic without clinical retinopathy (NDR) (N = 17), with non-proliferative diabetic retinopathy (NPDR) (N = 17), or proliferative diabetic retinopathy (PDR) (N = 20). The subjects were 27 males and 49 females. Images of one eye of each subject were included. The subjects’ ages (mean ± SD) were 63 ± 12 years, 57 ± 13 years, 62 ± 8 years, and 53 ± 10 years in NC, NDR, NPDR and PDR groups, respectively (P = 0.02). PDR subjects were significantly younger than NC subjects (P = 0.03).

2.2 Image acquisition

Imaging was performed using our previously described system EyeFlow [30], consisting of a slit lamp biomicroscope (2X magnification) coupled to a digital camera (Prosilica GT, AVT, Exton, PA). Active camera sensor size was 8.8 mm × 6.6 mm with a fill factor of 100%, and approximate quantum efficiency of 50%. The conjunctiva was illuminated by white light.
passed through a green filter (540 ± 4 nm) which enhanced image contrast. Each image was 1024 × 1360 pixels at 3.12 µm/pix on the object plane, and thus covered a 3.2 mm × 4.2 mm area of the conjunctiva. Contiguous conjunctival microvasculature images with approximately 10% overlap were acquired at regions temporal to the limbus.

2.3 Image processing

Conjunctival microvasculature images were montaged to generate a single mosaic image using MosaicJ software, a semi-automated image processing plug-in for ImageJ (ImageJ 1.48V). Final adjustments to generate a seamless mosaic image were performed by the plug-in. The mosaic image displayed a conjunctival microvasculature region up to 9.6 mm × 12.6 mm area. An example of a cropped conjunctival mosaic image in a diabetic (PDR) subject is shown in Fig. 1. Presence of light illumination artifacts and image blur due to eye movement precluded the use of entire mosaic for analysis. Thus, from the mosaic image, a conjunctival region of interest (ROI) (1000 × 1000 pixels) covering a 3.1 mm × 3.1 mm area was selected. The ROI showed a dense vascularized region with good focus and devoid of illumination artifacts. Examples of two selected ROIs are outlined by squares overlaid on the mosaic image shown in Fig. 1.

Fig. 1. An example of a cropped mosaic image of the conjunctiva of a diabetic (PDR) subject. Regions with light illumination artifacts and blur are visualized. Two 3.1 mm × 3.1 mm regions of interest (ROIs) that were selected for analysis are outlined by squares.

2.4 Automated image discrimination

Conjunctival image discrimination was performed based on a previously reported fine structure image analysis (FSIA) method [32], using a customized algorithm written in MATLAB (Release 2015b, MathWorks, Inc., Natick, MA, USA). The motivation for FSIA is the long and successful history of time series analysis (TSA) in being able to rigorously model multiple time series data which are visually indistinguishable [33]. The mathematical basis of TSA is ordinary differential equations identified by applying Ordinary Least Squares (OLS) regression to difference equation approximations [34]. It is shown in [32] that images can be considered as solutions to partial difference equations such as the general autoregressive one given in Eq. (1). Further, it is shown that a Kronecker matrix-to-vector transformation applied to Eq. (1) results in an OLS format of the equation to which TSA can be applied [35]. Briefly, pixels of each conjunctival ROI were shifted by 1 or 2 pixels row-wise, column-wise, and along the diagonal to yield 8 unique combinations of the original image. Shifting the pixels allows evaluation of fluctuation in intensity values over a pixel's neighborhood. Since these shifts are at most 2 pixels out of a thousand, each and every image appears visually identical, quite analogous to the TSA visual experience. Each of the shifted images was vectorized by stacking columns of the 2D image into a 1D vector which occupied one column of a matrix. A new column of ones was incorporated to the foremost left column of this matrix to account for sample means which improved discrimination because it removes the parameter estimation bias attributable to a nonzero sample mean [33]. The model image was defined as the weighted sum of shifted images, as shown in Eq. (1).
where $y_{i,j}$ is the modeled image, $y_{i-k,j-l}$ are the shifted images, $b_{kl}$ are coefficients to be estimated, and $u_{i,j}$ is a 2 dimensional random process error with zero mean. The OLS regression was performed to compute coefficients $b_{kl}$ by minimizing the variance of $u_{i,j}$. If $y_0$ is the vectorized matrix $y_{i,j}$ and $X = [x_0 \ x_1 \ ... \ x_8]$ a matrix of vectorized $y_{i,k,j-l}$ shifted images and $x_0$ a columns of ones, then the vector $b$ of $b_{kl}$ parameters is

$$b = (X^T X)^{-1} X^T y_0$$

The vector $b$ represents coefficients which minimize the variance between the original and shifted images. The coefficient vector obtained from images in one group of subjects is expected to share common features which can be use to characterize that group.

Computed OLS coefficients for images in each group of size $N_i$, $i = NC, NDR, NPDR,$ and PDR were assembled into matrices (of size $N_i$ subjects by 9 estimated $b_{kl}$ parameters) to be use for discrimination. For every two groups of subjects, a Fisher’s Linear Discriminator (FLD) was employed to compute a projection vector ($v$) which projects $b_{kl}$ parameters of each image onto a scalar $z$-projection axis. The maximum separation of sample means of projections was obtained with $v$ which satisfied the FLD eigenvector identity [36]. For two comparison groups of images, $N_1$ and $N_2$ subjects, let their respective OLS coefficients be assembled in matrices $B_1$ and $B_2$. The “pooled sample” or combined matrix $B_p$ is $B_1$ stacked on $B_2$. For an $n$ by $k$ matrix $B$ with $n$ samples of $k$ parameters let $B_m$ be $B$ with its column sample means subtracted. Then the estimated covariance matrix of $B$ is $\Omega = B_m^T B_m / (n-1)$. The optimizing projection vector $v$ satisfies the eigenvector identity of the $B_1, B_2, \text{and} B_p$ covariance matrices was computed using Eq. (3).

$$\gamma_1 \Omega_p - n_1 \Omega_1 - n_2 \Omega_2 v = \gamma_1 (n_1 \Omega_1 + n_2 \Omega_2) v$$

where $\gamma_1$ is the only non-zero eigenvalue, $n_1 = N_1 + N_2 - 1$, $n_2 = N_1 - 1$, and $n_3 = N_2 - 1$. The FLD vector $v$ maximizes the absolute difference between the sample means of two groups normalized by the sum of the covariance of each group.

For discrimination of each group pair, graphical presentation was provided for visualization and interpretation. The $z$-projection values (x-axis) was plotted against their corresponding probability density values (y-axis).

The Kolmogorov–Smirnov (KS) test was used to verify that $z$-projections in each group were normally distributed [36], hence allowing the use of Kullback-Leibler discrimination (KLD) statistics. KLD statistics are a special case of the Neyman-Pearson log-likelihood ratio hypothesis test. Applied to 2 normally distributed $z$-projection density functions, $f_1(z)$ and $f_2(z)$, for example as seen in Fig. 2 through Fig. 4, KLD statistics are values of a discrimination function $L(z)$ given by Eq. (4).

$$L_{1,2}(z) = Ln \left( \frac{f_1(z)}{f_2(z)} \right) = Ln \left( \frac{s_2}{s_1} \right) + \frac{(z - m_2)^2}{2s_2^2} - \frac{(z - m_1)^2}{2s_1^2}$$

where $m_i$ and $s_i$, $i = 1, 2$ are sample means and standard deviations of the hypothesized $z$-projection distributions. If the groups are perfectly separated, $L_1$ values for all cases in group 1 will be positive and $L_2$ values for all cases in group 2 will be negative and $L_{2,1} = -L_{1,2}$. Misclassified group 1 $z$-projections have negative $L_1$ values and misclassified group 2 $z$-projections have positive $L_2$ values. The larger $L_1$ value is for a group 1 the more likely it is a true positive and the smaller $L_2$ value is for a group 2 the more likely it is a true negative.

The automated method was applied to images obtained in 4 groups of subjects, namely, NC (group 1), NDR (group 2), NPDR (group 3), and PDR (group 4). This resulted in
comparison of 6 group pairs. The discrimination rate of each group pair was calculated by the ratio of number of misclassifications to the total number of cases.

2.5 Image discrimination validation

Two tests were performed to establish the validity of the method. First, the effect of ROI selection on the discrimination rate was investigated by applying the method twice for discrimination of all group pairs, using 2 different non-overlapping ROIs for each subject. Second, a negative control test was performed by applying the discrimination method to subgroups of group 1 (NC). The subgroups (groups 1a and 1b) were created by randomly dividing the group 1 into two groups of equal size.

2.6 Human observer image discrimination

Expert retinal specialists (N. P. Blair and F. Chau) with experience in retinal vascular diseases served as human observers and performed image discrimination. The human observers were masked to the grouping of the subjects and the result of the automated discrimination method. They visually inspected images of the conjunctival microvasculature in paired groups and assigned each image to one of the 2 groups. The discrimination rates were calculated similar to the automated method.

3. Results

The KS test verified normal distribution of z – projections in all groups (p < 0.0001). Figure 2 shows probability densities of z – projections, and the KLD statistics between non-diabetic and diabetic groups. Figure 2(a) displays discrimination results between group 1 (NC) and group 2 (NDR). The automated method discrimination rate was 72% (28/39) with 4 and 7 misclassifications in group 1 and group 2, respectively. The range of L1 values for correctly discriminated cases in group 1 was between 0 and 2. The range of L2 values for correctly discriminated cases in group 2 was between −5 and 0. Figure 2(b) displays discrimination results between group 1 (NC) and group 3 (NPDR). The automated method discrimination rate was 90% (35/39) with 2 misclassifications in each group. The range of L1 values for correctly discriminated cases in group 1 was between 0 and 9. The range of L3 values for correctly discriminated cases in group 3 was between −3 and 0. Figure 2(c) displays discrimination results between group 1 (NC) and group 4 (PDR). The automated method discrimination rate was 95% (40/42) with 0 and 2 misclassifications in group 1 and group 4, respectively. The range of L1 values for correctly discriminated cases in group 1 was between 0 and 5. The range of L4 values for correctly discriminated cases in group 4 was between −11 and 0.

As listed in Table 1, using a second set of ROIs, the discrimination rates were 72%, 85%, and 93% between group 1 (NC) and group 2 (NDR) and between group 1 (NC) and group 3 (NPDR) and between group 1 (NC) and group 4 (PDR), respectively. The difference between discrimination rates determined using different ROIs was on average 2%. As expected, the discrimination rate was lowest between NC and NDR with no retinopathy, and highest between NC and PDR with the most advanced retinopathy.

Figure 3 shows probability densities of z - projections, and the KLD statistics between diabetic groups. Figure 3(a) displays discrimination results between group 2 (NDR) and group 3 (NPDR). The automated method discrimination rate was 91% (31/34) with 1 and 2 misclassifications in group 2 and group 3, respectively. The range of L2 values for correctly discriminated cases in group 2 was between 0 and 6. The range of L3 values for correctly discriminated cases in group 3 was between −11 and 0. Figure 3(b) displays discrimination results between group 2 (NDR) and group 4 (PDR). The automated method discrimination rate was 84% (31/37) with 2 and 4 misclassifications in group 2 and group 4, respectively. The range of L2 values for correctly discriminated cases in group 2 was between 0 and 4. The
range of L4 values for correctly discriminated cases in group 4 was between $-7$ and 0. Figure 3(c) displays discrimination results between group 3 (NPDR) and group 4 (PDR). The automated method discrimination rate was 95% (35/37) with 0 and 2 misclassifications in group 3 and group 4, respectively. The range of L3 values for correctly discriminated cases in group 3 was between 0 and 3. The range of L4 values for correctly discriminated cases in group 4 was between $-23$ and 0.

As listed in Table 1, using a second set of ROIs, the discrimination rates were 82%, 82%, and 97% between group 1 (NDR) and group 3 (NPDR) and between group 2 (NDR) and group 4 (PDR) and between group 3 (NPDR) and group 4 (PDR), respectively. The difference between discrimination rates determined using different ROIs was on average 4%.

Fig. 2. Probability densities of z-projections, and L1, L2, L3, and L4 values between non-diabetic subjects (NC, squares) and diabetic subjects (NDR, NPDR, and PDR, triangles). a) NC group 1 and NDR group 2, b) NC group 1 and NPDR group 3, c) NC group 1 and PDR group 3. Misclassified cases in group 1 have negative L1 values and misclassified cases in groups 2, 3, and 4 have positive L2, L3 and L4 values, respectively. The larger L1 values and the smaller L2, L3 and L4 values denote more likely true positive and true negative cases, respectively.

Results of discrimination obtained by the negative control test in group 1a (NC) and group 1b (NC) is shown in Fig. 4. The automated method discrimination rate was 55% (12/22) with 6 and 4 misclassifications in group 1a and group 1b, respectively. The range of L1a values for correctly discriminated cases in group 1a was between 0 and 4. The range of L1b values for correctly discriminated cases in group 1b was between $-2$ and 0.

Conjunctival image discrimination rates derived by the automated method and both human observers are summarized in Table 1. The two human observers’ discrimination rates between NC and each of 3 diabetic groups, NDR, NPDR, and PDR, were 56% and 56%, 56% and 59%, and 45% and 67%, respectively. The human observers’ discrimination rates comparing NDR with NPDR and NDR with PDR were 59% and 62% and 62% and 57%,
respectively. Comparison of NPDR and PDR groups yielded discrimination rates of 59% and 54% for the 2 observers. The human observers’ discrimination rates were on average 56% and 59%, meaning similar to discriminating images by chance. The discrimination rates derived by the automated method were consistently higher than those determined by both human observers.

Fig. 3. Probability densities of $z$ - projections, and $L_2$, $L_3$, and $L_4$ values between diabetic groups. a) NDR group 2 (squares) and NPDR group 3 (triangles). Misclassified cases in groups 2 and 3 have negative $L_2$ values and positive $L_3$ values, respectively. b) NDR group 2 (squares) and PDR group 4 (triangles). Misclassified cases in groups 2 and 4 have negative $L_2$ values and positive $L_4$ values, respectively. c) NPDR group 3 (squares) and PDR group 4 (triangles). Misclassified cases in groups 3 and 4 have negative $L_3$ values and positive $L_4$ values, respectively. The larger $L_2$ values denote more likely true positive cases and the smaller $L_3$ and $L_4$ values denote more likely true negative cases, except for comparison of groups 3 and 4, in which the larger $L_3$ values denote more likely true positive cases.

Fig. 4. Probability densities of $z$ - projections, and $L_{1a}$, $L_{1b}$ values between non-diabetic groups. Images in NC subjects were randomly stratified into 2 groups of equal size, group 1a (squares) and group 1b (triangles). Misclassified cases in groups 1a and 1b have negative $L_{1a}$ values and positive $L_{1b}$ values, respectively. The larger $L_{1a}$ values and the smaller $L_{1b}$ values denote more likely true positive and true negative cases, respectively.
Table 1. Discrimination rates derived by the automated method and both human observers

| Group Pairs | Total Number of Images | Discrimination Rate (%) Automated Method | Discrimination Rate (%) Human Observer |
|------------|------------------------|------------------------------------------|----------------------------------------|
| NC - NDR  | 39                     | 72 (72\(^a\))                            | 56 (56\(^b\))                          |
| NC - NPDR | 39                     | 90 (85\(^a\))                            | 56 (59\(^b\))                          |
| NC - PDR  | 42                     | 95 (93\(^a\))                            | 45 (67\(^b\))                          |
| NDR - NPDR| 34                     | 91 (82\(^a\))                            | 59 (62\(^b\))                          |
| NDR - PDR | 37                     | 84 (82\(^a\))                            | 62 (57\(^b\))                          |
| NPDR - PDR| 37                     | 95 (97\(^a\))                            | 59 (54\(^b\))                          |
| NC - NC   | 22                     | 54                                       | N/A                                    |

\(^a\) Determined using a different set of selected ROIs
\(^b\) Determined by the second human observer

4. Discussion and conclusion

Assessment of the conjunctival microvasculature can potentially provide information about microvascular abnormalities due to systemic vascular diseases. In the current study, we demonstrated application of an automated method for discrimination of conjunctival microvasculature images according to stages of DR. Furthermore, quantitative assessment of the strength of discrimination (i.e. the likelihood that an image is correctly discriminated) was demonstrated using KLD statistics. The automated method was validated by first demonstrating the discrimination is independent of the selected ROIs, and second, by showing a considerably lower discrimination rate between two groups of control subjects.

The accuracy of discriminating PDR subjects was over 90% by the automated method, similar to the previously reported application of the method for classification of magnetic resonance imaging (MRI) between normal and demented brain [32]. The discrimination rates of the automated method for clinical and non-clinical DR were over 80% and 70%, respectively. All automated discrimination rates were higher than rates determined by the human observers. The lower discrimination rates obtained by the human observer suggests that the automated method can identify alterations in the microvasculature undetected by a trained observer.

Since DR is a progressive microvascular disease, it is important to detect and monitor the presence of abnormalities at early stages of retinopathy. Current clinical techniques require dilated retinal exam by a specialist, which may not be accessible or affordable to many diabetic people. The availability of a non-invasive conjunctival microvasculature imaging and an automated image analysis technique can be potentially useful for quick and frequent screening of subjects and referral to specialist for monitoring and treatment.

Previous studies have reported conjunctival microvascular alterations in diabetic subjects [17–23]. However, the current study is the first to our knowledge to apply a fine structure analysis method for discrimination of conjunctival microvasculature images according to DR stages. Compared to retinal examination, conjunctival imaging takes a few seconds, does not require pupil dilation, and is more cost efficient. Another advantage of the method is the rapid image analysis which required less than 4 seconds to analyze all images in the group pairs on a 1.3 GHz system with 8 GB RAM. This enables classification of very large image data sets.

The discrimination method detects global alterations that are not visually detectable in the microvascular network to determine the probability that an image belongs to a certain group. The method consists of in-depth mathematical and statistical analysis of pixel-by-pixel intensity variations in the entire image, enabling a computer-based discrimination to detect features and their pattern that may not be visually discernable by human observers. Considering each pixel as an independent variable, each image contains 10^6 features that can contribute to image classification. Therefore, the automated method of image discrimination is different from trained retinal specialists who examine the gross anatomy of blood vessels.
such as vessel dilation, obliteration, and increased tortuosity. For example, the method may detect features such as vessel wall thickening and stiffening which are not evident by visual inspection of images, but can influence the results obtained by the automated discrimination method. Future studies are needed to determine specific image features that influence automated image discrimination rates. Additionally, the application of the method requires good conjunctival image quality which can be affected by eye movement and curvature. A potential solution is to incorporate a more rapid image acquisition system coupled with an autofocus lens. In the current study, there was a significant difference in age between NC and PDR subjects. Future studies are needed to determine the effects of age and other confounding factors on the discrimination results. Finally, further studies in larger sample sizes are needed to validate these preliminary results and also establish the sensitivity of the method for screening of DR subjects. Nevertheless, the findings of the current demonstrated the feasibility of successful application of an automated image analysis method to the conjunctival microvasculature images for discrimination of stages of DR. Due to the accessibility of conjunctiva for direct imaging, this method shows promise for DR screening and monitoring.
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