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Abstract

Multi-degree splines are piecewise polynomial functions having sections of different degrees. For these splines, we discuss the construction of a B-spline basis by means of integral recurrence relations, extending the class of multi-degree splines that can be derived by existing approaches. We then propose a new alternative method for constructing and evaluating the B-spline basis, based on the use of so-called transition functions. Using the transition functions we develop general algorithms for knot-insertion, degree elevation and conversion to Bézier form, essential tools for applications in geometric modeling. We present numerical examples and briefly discuss how the same idea can be used in order to construct geometrically continuous multi-degree splines.
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1. Introduction

Multi degree splines (MD-splines, for short) are piecewise functions comprised of polynomial segments of different degrees. They were proposed in the seminal paper \cite{12} and they have been a subject of study in several recent works \cite{10, 13–16, 18}. A more general setting was considered in \cite{6}, where the section spaces belong to the class of Extended Chebyshev spaces and are not constrained to be of the same dimension.

In addition to the knot intervals and control points, to model a shape MD-splines leverage on one more parameter, namely the degree. The degree can be chosen locally to get the best shape fitting, thus allowing to use less control points than those necessary with conventional splines (the latter being intended as spline spaces where every piece is spanned by polynomials of the same degree). This is illustrated by several examples in \cite{12, 16}, where the same curve is designed using the Bézier representation, conventional splines and MD-splines. At the same time, MD-splines reduce to conventional splines when all segments are of the same degree, thus generalizing the traditional approach. Recently, the concept of working locally with polynomials of different degrees has also been introduced with a view to application in Isogeometric Analysis, both in the context of T-splines \cite{11} and polar splines \cite{17}.

Previous proposals of MD-splines differ in the way the connections between polynomial segments are handled. Most of them do not include the possibility of using multiple knots, and as a consequence, they do not allow to control the degree of continuity as we do with conventional splines. In particular the constructions proposed in \cite{10} and \cite{13} yield splines that are exactly $C^{d-1}$-continuous at the join between two segments of same degree $d$. Between two segments of degrees $d_{i-1}$ and $d_i$, instead, continuity of order $C^{\min(d_{i-1},d_i)}$ is attained by the method in \cite{13}, while the splines in \cite{10} can be $C^1$-continuous only. However, both constructions do not allow for using multiple knots in order to reduce the continuity. Only in \cite{14} knots of multiplicity greater than one are admitted. As a result, any order of continuity can be attained, but only up to $C^{\min(d_{i-1},d_i)-1}$, for both $d_{i-1} \neq d_i$ and $d_{i-1} = d_i = d$.

The construction devised in this paper includes and extends all previously proposed instances of MD-splines, allowing any continuity from $C^0$ to $C^{\min(d_{i-1},d_i)}$ at the join. The degree of continuity is handled by means of multiple
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knots, thus following the classical approach with conventional splines. However, the maximum attainable continuity $C_{\text{min}(d_{i-1}, d_i)}$ is higher, and can be interpreted as having one knot of multiplicity equal to zero. This peculiarity is indeed a natural consequence of working with spline spaces having sections of different degree (as well as different nature such as in the case of spaces spanned locally by trigonometric, polynomial or hyperbolic functions) or geometric continuity [8].

In [13] and [14] the B-spline basis is generated by means of integral recurrence relations. This type of formulæ provides an elegant construction for the B-spline basis and a convenient way to derive its properties, nevertheless the integral definition of the basis functions is not easily computable. This is well understood also in the context of conventional splines, where Cox-de Boor recurrence relation is the preferred tool for evaluating the B-spline basis.

In this paper, we first construct MD-splines by means of an integral recurrence relation which generalizes the approaches in [13, 14]. We also provide a Cox-de Boor type evaluation algorithm for a specific class of MD-splines which are limited to $C^1$ smoothness. However, to the best of our knowledge, a similar recurrence formula does not exist in the general MD-spline framework. This will prompt us to introduce a new approach for computing the basis functions. We will show that the elements of the B-spline basis can be expressed in terms of another basis, which is composed of so-called transition functions, the latter being very easy to compute. In fact, the transition functions are simply calculated as the solution of an Hermite interpolation problem, which always admits a unique solution in a MD-spline space [6]. Furthermore we will show how commonly performed operations, such as knot insertion, degree elevation and conversion to Bézier form, can simply be accomplished relying on the transition functions. In previous papers, transition functions were introduced in the context of conventional splines [1, 3] and piecewise Chebyshevian splines with sections all of the same dimension [4]. The hurdle posed by MD-splines is mostly in the need for handling spaces of different dimension, which entails that the support of the basis functions is nontrivially defined. To overcome this difficulty, we exploit two auxiliary knot partitions, enabling us to clearly identify the points where the basis functions start and terminate and their continuity at these locations. This idea is at the basis of both the proposed generalized integral recurrence relation and the derivation of the transition functions.

In closing we briefly discuss how to extend the proposed construction to the wider framework of geometrically continuous MD-splines. In this setting the continuity conditions between adjacent spline pieces are expressed by means of proper connection matrices. The entries of these matrices provide additional degrees of freedom that can be exploited as shape parameters in CAGD applications [2, 8].

The remainder of the paper is organized as follows. In Section 2 we define the considered MD-spline spaces and introduce our setting and notation. The two auxiliary knot partitions, which will be essential throughout the paper, and the construction of the B-spline basis by means of an integral recurrence relation are discussed in Section 3. In Section 4 we address the problem of computing such a basis in an alternative way via transition functions. In Section 5, the usual modeling tools, including knot insertion, degree elevation and conversion to Bézier form, are then derived in terms of transition functions. Finally Section 6 is devoted to discussing how the proposed approach can be extended to generate MD-splines that are geometrically continuous and Section 7 presents simple examples of applications to geometric modeling.

2. Multi-degree spline spaces

A MD-spline is a function defined on an interval $[a, b]$ and composed of pieces of polynomial functions of different degrees defined on subintervals and joined at their endpoints with a suitable degree of smoothness.

To construct MD-splines, we introduce the following setting. Let $[a, b]$ be a bounded and closed interval, and $\Lambda := \{x_i\}_{i=1}^{q+1}$ be a set of break-points such that $a \equiv x_0 < x_1 < \ldots < x_q < x_{q+1} \equiv b$. The polynomial pieces are defined on the subintervals $[x_i, x_{i+1}]$, $i = 0, \ldots, q$. Let $\mathbf{d} := (d_0, \ldots, d_q)$ be a vector of positive integers, where $d_i$ is the degree of the polynomial defined on the interval $[x_i, x_{i+1}]$. Then two adjacent polynomials defined respectively on the subintervals $[x_{i-1}, x_i]$ and $[x_i, x_{i+1}]$ join at the break-point $x_i$ with continuity $C^{k_i}$ where $k_i$ is a nonnegative integer such that

$$0 \leq k_i \leq \begin{cases} \min(d_{i-1}, d_i), & \text{if } d_{i-1} \neq d_i, \\ d_i - 1, & \text{if } d_{i-1} = d_i. \end{cases}$$
Similarly, the set of knots called the support, \( \text{supp} \), of multi-degree B-spline bases through integral recurrence relation namely it is smaller than the dimension of the spline space restricted to the considered interval.

The vector \( \mathcal{K} := (k_1, \ldots, k_q) \) of nonnegative integers determines the degree of smoothness. The set \( S(\mathcal{P}_d, \mathcal{K}, \Lambda) \) of multi-degree splines is defined as follows.

**Definition 1** (Multi-degree splines). Given a partition \( \Lambda = \{x_i\}_{i=1}^q \) on the bounded and closed interval \([a, b]\), the associated sequence of polynomial degrees \( d \), and the corresponding sequence \( \mathcal{K} \) of degrees of smoothness, the set of multi-degree splines is given by

\[
S(\mathcal{P}_d, \mathcal{K}, \Lambda) := \{ f \mid \text{there exist } p_i \in \mathcal{P}_d, i = 0, \ldots, q, \text{ such that:} \\
\quad i) \ f(x) = p_i(x) \text{ for } x \in [x_i, x_{i+1}], \ i = 0, \ldots, q; \\
\quad ii) \ D^\ell p_{i-1}(x_i) = D^\ell p_i(x_i) \text{ for } \ell = 0, \ldots, k_i, \ i = 1, \ldots, q \}.
\]

It follows from standard arguments that the set \( S(\mathcal{P}_d, \mathcal{K}, \Lambda) \) of multi-degree splines in Definition 1 is a function space of dimension \( d_0 + 1 + K_s \) with \( K_s := \sum_{i=1}^q (d_i - k_i) \) or, equivalently, \( d_q + 1 + K_i \) with \( K_i := \sum_{i=1}^q (d_i - k_i) \). From now on, for simplicity, we will denote the dimension of the spline space with \( \mathcal{K} \). In case \( d_i = d \), for each \( i = 0, \ldots, q \), and a fixed positive integer \( d \), then \( S(\mathcal{P}_d, \mathcal{K}, \Lambda) \) reduces to the conventional spline space. A useful property of these spaces is that the zero count for conventional splines carries over to MD-splines. In particular, the number of zeroes of a spline \( f \) in \([x_p, x_q]\), counting multiplicities, is bounded as follows \([5, 6]\):

\[
Z \left( f, [x_p, x_q] \right) \leq \sum_{i=p}^{r-1} (d_i + 1) - \sum_{i=p+1}^{r-1} (k_i + 1) - 1 = d_p + \sum_{i=p+1}^{r-1} (d_i - k_i) - 1.
\]

namely it is smaller than the dimension of the spline space restricted to the considered interval.

### 3. Multi-degree B-spline bases through integral recurrence relation

For conventional degree-\( d \) splines, associated with a given extended knot vector, each basis function has compact support defined by \( d + 1 \) consecutive knot intervals. For the construction of the B-spline basis for the multi-degree spline space \( S(\mathcal{P}_d, \mathcal{K}, \Lambda) \), it is convenient to consider two different extended knot vectors \( \Lambda^*_l = \{s_j\} \) and \( \Lambda^*_r = \{t_j\} \) such that the \( i \)-th B-spline basis function \( N_{i,m} \), with \( m := \max_i \{d_j\} \), “starts” at \( s_j \in \Lambda^*_l \) and “terminates” in \( t_i \in \Lambda^*_r \). Hence its support, \( \text{supp} N_{i,m} \), is the interval \([s_j, t_i]\) defined by a sequence of consecutive break-point intervals.

**Definition 2** (Extended partitions). The set of knots \( \Lambda^*_l := \{s_j\}_{j=1}^K \) with \( K := d_0 + K_s + 1 \) and \( K_s := \sum_{i=1}^q (d_i - k_i) \), is called the left extended partition associated with \( S(\mathcal{P}_d, \mathcal{K}, \Lambda) \) if and only if:

i) \( s_1 \leq s_2 \leq \ldots \leq s_K \);

ii) \( s_{d_k+1} = a \);

iii) \([s_{d_k+2}, \ldots, s_K]\) \( \equiv [x_1, \ldots, x_1, \ldots, x_q, \ldots, x_q] \), \( d_{k_1} \) times \( d_{k_q} \) times

Similarly, the set of knots \( \Lambda^*_r := \{t_j\}_{j=1}^K \) with \( K := d_q + K_i + 1 \) and \( K_i := \sum_{i=1}^q (d_i - k_i) \), is called the right extended partition associated with \( S(\mathcal{P}_d, \mathcal{K}, \Lambda) \) if and only if:

i) \( t_1 \leq t_2 \leq \ldots \leq t_K \);

ii) \( t_{K-d_q} = b \);

iii) \([t_1, \ldots, t_{K-d_q-1}] = [x_1, \ldots, x_1, \ldots, x_q, \ldots, x_q] \), \( d_{k_1} \) times \( d_{k_q} \) times
For simplicity and without loss of generality, we will limit our discussion to the case of clamped partitions, i.e. extended partitions with the two extreme break-points repeated $d_0 + 1$ times in $\mathbf{\Delta}_i^*$, and $d_q + 1$ times in $\mathbf{\Delta}_q^*$, that is $s_1 = \ldots = s_{d_0+1} = x_0$ and $t_q-d_q = \ldots = t_K = x_q+1$.

The set of multi-degree B-spline functions $[N_{im}(x)]^K_{m=1}$ can be generated by the following integral recurrence relation.

**Definition 3 (Basis functions).** Let $m := \max_i |d_i|$. The function sequence $[N_{im}(x)]$ is defined over $\Delta_i^*$ and $\Delta_q^*$ for any recurrence step $n = 0, \ldots , m$ and $i = m + 1 - n, \ldots , K$.

Each $N_{im}$ has support $\text{supp } N_{im} = [s_i, t_{i-m+n}]$, and is defined on each break-point interval $[x_j, x_{j+1}) \subset [s_i, t_{i-m+n}]$ with $s_i < t_{i-m+n}$ as follows:

$$N_{im}(x) := \begin{cases} 1, & n = m - d_j, \\
\int_{-\infty}^{x_j} [\delta_{i,n-1} N_{i,n-1}(u) - \delta_{i+1,n-1} N_{i+1,n-1}(u)] \, du, & n > m - d_j, \\
0, & \text{otherwise,}
\end{cases} \quad (2)$$

where

$$\delta_{i,n} := \left( \int_{-\infty}^{+\infty} N_{im}(x) \, dx \right)^{-1}.$$ 

Undefined $N_{im}$ functions must be regarded as the zero function. In addition, like in the de Boor formula for conventional B-spline basis functions $(0/0 = 0)$, we set $\delta_{i,n} N_{im} := 0$ when $N_{im}(x) = 0$. However, in order to satisfy the partition of unity, $\delta_{i,n} N_{im}$ should satisfy $\int_{-\infty}^{+\infty} \delta_{i,n} N_{im}(x) \, dx = 1$. Therefore, when $N_{im}(x) = 0$, we set

$$\int_{-\infty}^{x} \delta_{i,n} N_{im}(u) \, du := \begin{cases} 0, & x < s_i, \\
1, & x \geq s_i.
\end{cases}$$

From now on we indicate by $p s_i$ the index of the break-point associated with the knot $s_i$, and $p t_i$ the index of the break-point associated with the knot $t_i$. With this notation we can state the properties of the above defined B-spline basis.

**Definition 4 (B-spline basis properties).** The B-spline functions $[N_{im}]^K_{m=1}$ of the MD-spline space $S(\mathcal{P}_d, \mathcal{K}, \Delta)$ built by relation (2) satisfy the following properties:

i) **Local Support**: $N_{im}(x) = 0$ for $x \not\in [s_i, t_i]$;

ii) **Positivity**: $N_{im}(x) > 0$ for $x \in (s_i, t_i)$;

iii) **End Point**: $N_{im}$ vanishes exactly

- $d_{pi} - \max\{j \geq 0 \mid s_i = s_{i+j}\}$ times at $s_i$,
- $d_{pi-1} - \max\{j \geq 0 \mid t_{i-j} = t_i\}$ times at $t_i$;

iv) **Normalization**: $\sum_i N_{im}(x) = 1, \ \forall x \in [a, b]$.

The above property iii) immediately follows from the integral recurrence relation (2) and guarantees the linear independence of the constructed functions. This, together with the fact that the number of basis functions generated by (2) equals the dimension of the spline space, yields that the set $[N_{im}]^K_{m=1}$ is a basis for the space $S(\mathcal{P}_d, \mathcal{K}, \Delta)$. Similarly, also properties i), ii) and iv) are verified by construction. A detailed proof has already been presented for the splines in [14] and can be repeated in our case following the same outline.

Any MD-spline $f \in S(\mathcal{P}_d, \mathcal{K}, \Delta)$ is represented as a linear combination of the B-spline basis functions $N_{im}$, $i = 1, \ldots , K$, defined in (2), in the following form

$$f(x) = \sum_{i=1}^{K} c_i N_{im}(x), \quad x \in [a, b],$$
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and also, locally, as

\[ f(x) = \sum_{i=\ell-d}^\ell c_i N_{i,n}(x), \quad x \in [x_j, x_{j+1}), \quad s_t \leq x < \min(s_{t+1}, b). \]  

(3)

By construction, two adjacent segments of a MD-spline with different degrees \(d_{i-1}\) and \(d_i\) join at the break-point \(x_i\) with continuity \(C^k, 0 \leq k \leq \min(d_{i-1}, d_i)\), and the continuity between two adjacent segments of same degree \(d_{i-1} = d_i = d\) is \(C^k, 0 \leq k \leq d - 1\). This is a potential that goes beyond what is offered by the conventional spline setting and is made plausible through the concept of break-points with zero multiplicity, i.e. having no knot \(s\) or \(t\) associated to them.

The proposed construction is characterized by the use of the two extended partitions \(\Lambda\) and \(\Lambda_e\). This is the main difference with respect to other integral recurrence relations previously proposed for the MD B-spline basis [13, 14] and allows us to achieve a wider range of continuities at the break-points. More precisely, compared with the proposal of Changeable Degree splines in [14], which are limited up to \(C^{\min(d_{i-1}, d_i)-1}\) continuity, the MD-splines in this paper have higher order of continuity. Moreover, they allow for a control on the degree of continuity at the break-points, a benefit which is not offered by the other proposals of MD-splines. In particular, the MD-splines introduced in [13] limit the continuity between segments of different degrees \(d_{i-1}\) and \(d_i\) at the highest smoothness \(C^{\min(d_{i-1}, d_i)}\), while in [10] the MD-splines are strictly required to be \(C^1\) between two adjacent curve segments with different degrees.

The following example illustrates the notations and the recursive formula for MD-splines.

Example 1. Let us consider a MD-spline space \(S(\mathcal{P}_d, \mathcal{K}, \Lambda)\) where the partition \(\Lambda\) on the interval \([0, 7]\) is given by \(\Lambda := \{x_1, x_2, x_3\} = \{1, 3, 6\}\), the polynomial segments on each break-point interval have degrees \(d := (d_0, \ldots, d_3) = (1, 2, 4, 2)\), and the smoothness is defined by the vector \(\mathcal{K} := (k_1, k_2, k_3) = (0, 1, 2)\). In Fig. 1, the sequence of break-point intervals on \(\Lambda\) and the associated extended knot partitions \(\Lambda^*_j := \{x_i\}_{i=1}^j\) and \(\Lambda^*_j := \{t_j\}_{j=1}^7\) are illustrated, together with the degree of the polynomial segments and the continuity at the break-points. The potentials of the proposed construction are highlighted by this simple example, which comprises the cases of maximum continuity and local reduction of continuity through multiple knots. In particular, we impose a \(C^0\) join at \(x_1\) between the two consecutive sections with different degrees \(d_0 = 1\) and \(d_1 = 2\), a \(C^1\) join between the two sections of degrees \(d_1 = 2\) and \(d_2 = 4\), and maximum continuity \(C^2\) (corresponding to no knot in \(\Lambda^*\)) is imposed in \(x_3\).

The function sequence \(\{N_{i,n}(x)\}\) built by the recursive process (2) is illustrated in Fig. 2 for increasing levels \(n = 0, \ldots, 4\) which correspond to MD-spline spaces with increasing maximum degree. Note that, by construction, the support of each \(N_{i,n}\) is \([s_i, t_{i-4+n}]\). The final sequence \(\{N_{4,4}(x)\}_{i=1}^5\), shown in Fig. 2 (e), is the multi-degree B-spline basis of \(S(\mathcal{P}_d, \mathcal{K}, \Lambda)\).

4. Computation of the B-spline basis

4.1. Remarks on the existence of a Cox-de Boor type recurrence formula

In the present section we investigate the possibility of evaluating MD-splines by means of a Cox-de Boor type recurrence relation which is known to provide a stable and efficient algorithm for computing with polynomial splines.
To this aim, for suitably defined functions \( \phi \)'s, we shall consider the following recurrence relation

\[
N_{i,n}(x) = \begin{cases} 
1, & x_j \leq x < x_{j+1} \\
\phi^{n-1}_i(x)N_{i,n-1}(x) + (1 - \phi^{n-1}_{i+1}(x))N_{i+1,n-1}(x), & n > m - d_j, \\
0, & \text{otherwise,}
\end{cases}
\]

(4)

for each \( N_{i,n} \), for \( n = 0, \ldots, m \) and \( i = m + 1 - n, \ldots, K \), where \( m := \max_i |d_i| \), defined on \([x_i, x_{i+1}] \subset [s_i, t_{i+m+n}]\) with \( s_i < t_{i+m+n} \) (undefined \( N_{i,n} \) functions shall be regarded as the zero function). In this way, Cox-de Boor formula for the classical polynomial splines is a special instance of (4).

For MD-splines one can exploit the integral recurrence relation (2) to identify the symbolic expression for the \( \phi \)'s. Recalling that we have a clamped knot partition and considering the first B-spline function \( N_{m+1-n,n} \) at level \( n \), the following expression for \( \phi^{n-1}_{m+2-n} \) is derived from (4):

\[
\phi^{n-1}_{m+2-n}(x) = 1 - \frac{N_{m+1-n,0}(x)}{N_{m+2-n,0}(x)}.
\]

(5)

By applying (4), we can successively determine the remaining functions \( \phi^{n-1}_i, i = m + 3 - n, \ldots, K \). We will use these relations to investigate whether the \( \phi \)'s can be determined a priori without knowing the basis functions and whether they may have a simple form. To this aim, we substitute in (5), and in the other expressions similarly derived, the B-spline functions obtained through the integral procedure (2) in order to get the \( \phi \)'s and see if their expression can be reduced to a simpler form. We have verified that, in general, no simplified form for the \( \phi \)'s is found, as illustrated in the following example.

Figure 2: Example 1: Multi-degree B-spline basis \( N_{i,n} \), for \( n = 0, \ldots, 4 \), and \( i = 5 - n, \ldots, 7 \). Only the nonzero basis functions are displayed, namely (a) \( N_{i,0} \); (b) \( N_{i,3}, i = 6, 7 \); (c) \( N_{i,2}, i = 4, \ldots, 7 \); (d) \( N_{i,3}, i = 2, \ldots, 7 \); (e) \( N_{i,4}, i = 1, \ldots, 7 \).
Figure 3: Example 2: Basis functions $N_{ij}$, $n = 0, \ldots, 4$, and functions $\phi_i^n$, $n = 0, \ldots, 3$. 
Example 2. Let $S(P, \mathcal{K}, \Lambda)$ be the space of MD-splines defined on the interval $[a, b] = [0, 5]$, with break-point partition $\Lambda = \{1, 2, 3, 4\}$, degree vector $d = (2, 3, 4, 2)$, and continuities $\mathcal{K} = (2, 3, 3, 2)$. The third column of Fig. 3 reports the B-spline basis functions $N_{i,h}$ obtained by formula (4), i.e. by combining the functions $N_{i,h}$ in the first column with the functions $\phi^{n-1}_i$ in the second column, for each level $n = 0, \ldots, 4$. Each $\phi^{n-1}_i$ is a piecewise functions defined in the interval $[s_i, t_{i+n+1}]$, as the associated $N_{i,h}$. However, these functions are piecewise linear only for $n = 0, 1$ (first and second row in Fig. 3), while for $n = 2, 3$ (third and fourth row in Fig. 3) they assume a piecewise rational form of higher degree. For example, the two functions $\phi^2_{i}$, $i = 2, 3$, starting at $x_0 = 0$ are defined as follows

$$\phi^2_2(x) = \begin{cases} \frac{288x^2 - 475x + 25}{61(9x - 16)}, & 0 \leq x \leq 1, \\ \frac{6x^3 - 297x^2 + 301x + 119}{61(3x^3 - 15x + 19)}, & 1 \leq x \leq 2, \\ \frac{16x + 13}{61}, & 2 \leq x \leq 3, \end{cases} \quad \phi^2_3(x) = \begin{cases} \frac{32x - 99}{64}, & 0 \leq x \leq 1, \\ \frac{16 - 116x^3 + 285x^2 + 246x - 1811}{297(29x^2 - 97x + 29)}, & 1 \leq x \leq 2, \\ \frac{1645x^4 - 278x^3 + 177x^2 + 1182x - 1045}{297(15x^3 - 119x^2 + 277x - 149)}, & 2 \leq x \leq 3, \\ \frac{64x + 41}{297}, & 3 \leq x \leq 4. \end{cases}$$

For instance, direct verification shows that the numerator of $\phi^2_2(x)$, for $0 \leq x \leq 1$, is precisely the difference of the level $n - 1$ and $n$ basis functions $N_{2,3}$ and $N_{1,4}$, whereas the denominator is the B-spline basis of level $n - 1$, i.e. $N_{2,3}$. More generally, it can be observed that the numerator and denominator of the $\phi^{n-1}_i$ functions may have the same degrees as those of the elements of the B-spline basis that they define at level $n$ by means of (4) (see, e.g. the second piece of $\phi^2_2$ and the second and third piece of $\phi^2_3$). This simple experiment suggests that the level $n$ basis cannot be obtained, in general, as a combination of $\phi$’s having a degree which is lower than that of the target basis.

The previous example leads us to conclude that Cox-de Boor recurrence relation cannot promptly be generalized in order to work with MD-splines. This is motivated by the observation that, at least in general, the $\phi$’s do not have a low-degree “simple” form, nor their expression can be determined a priori. However, in some special cases, explicit and easily computable formulae for the $\phi$’s can be found.

In particular, let us consider the space $S(P, \mathcal{K}, \Lambda)$ of MD-splines that are required to be $C^k$, $k = 0, 1$, between two segments of different degrees and $C^k$, $0 < k < d - 1$ at the join of two segments of the same degree $d$. In this case, we devise a simple formula such that each basis function $N_{i,h}$ can be evaluated by means of (4) for suitable $\phi$’s. Algorithm 1 provides the evaluation procedure. We omit the related proof, as discussing these details goes beyond the scope of this paper. It is interesting to notice, however, that the functions $\phi^{n-1}$ are linear for $n = 0, \ldots, m - 1$, while only at the last level $n = m$ they assume a piecewise linear form on an interval defined by at most 3 break-point intervals.

**Algorithm 1**

- For $n = 1, \ldots, m - 1$, compute $N_{i,h}$, $i = m + 1 - n, \ldots, K$, through (4) with

$$\phi^{n-1}_i = \frac{x - s_j}{t_{j,n+1} - s_i}, \quad i = m + 2 - n, \ldots, K. \quad (6)$$

- For $n = m$, compute $N_{i,h}$, $i = 1, \ldots, K$, by (4) with the $\phi^{m-1}_i$ computed as follows

  - Compute the number of break-point intervals $n_i$ in supp $N_{i,h} = [s_i, t_{i-1}]$ i.e. $n_i = pt_{i-1} - ps_i$.

  - If $n_i = 2$ or $n_i = 3$, and the degrees $d_j$, $j = ps_i, \ldots, pt_{i-1} - 1$ are not equal, then

$$\begin{align*}
1 \frac{x - x_{pt_i}}{d_{pt_i}}, & \quad x \in [x_{pt_i}, x_{pt_i + 1}], \\
1 \frac{x_{pt_i + 1} - x_{pt_i}}{d_{pt_i}} + \frac{x - x_{pt_i + 1}}{d_{pt_i + 1}}, & \quad x \in [x_{pt_i + 1}, x_{pt_i + 2}], \\
1 \frac{x_{pt_i + 2} - x_{pt_i + 1}}{d_{pt_i + 1}} + \frac{x - x_{pt_i + 2}}{d_{pt_i + 2}}, & \quad x \in [x_{pt_i + 2}, x_{pt_i + 1}],
\end{align*}$$

[If $n_i = 2$ only the first two equations are applied].

- Otherwise (same degrees $d_j$ or $n_i = 1$ and $n_i > 3$) compute $\phi^{m-1}_i(x)$ using relation (6).
Remark 1. In [10] the authors proposed a Cox-de Boor type recurrence formula for MD-splines characterized by exact $C^1$ continuity between two adjacent segments of different degrees, and exact $C^{r-1}$ continuity between two adjacent segments of the same degree $d$. Our proposal for this specific case, formulated in Algorithm 1, differs from the evaluation method developed in [10]. In addition, the procedure in Algorithm 1 allows for attaining any order of continuity $C^r$, $r = 0, ..., d - 1$, between adjacent segments of the same degree and $C^r$, $r = 0, 1$, between segments of different degree.

4.2. Transition functions for multi-degree splines

In this section we introduce the transition functions as a tool for the computation of the B-spline basis. Their name takes up the terminology of previous papers, dealing with splines having sections all of the same dimension, belonging to either polynomial spaces [1, 3] or to the wider class of extended Chebyshev spaces [4].

Definition 5 (Transition functions). Let $S \left( \mathcal{P}_d \left( \mathcal{K}, \Lambda \right) \right)$ be a multi-degree spline space of dimension $K$, with $\Lambda = \{x_i\}_{i=1}^q$ a partition of $[a, b]$, $\Lambda'_i = \{s_i\}_{i=1}^K$ and $\Lambda^*_i = \{t_i\}_{i=1}^K$ the associated left and right extended partitions, and with B-spline basis $\{N_{i,m}\}_{i=1}^K$. The associated transition functions $\{f_i\}_{i=1}^K$ are given by:

$$f_i := \sum_{j=1}^K N_{j,m}, \quad i = 1, ..., K. \quad (7)$$

Assuming $f_{K+1} \equiv 0$, we can reverse relation (7) expressing the B-spline basis in terms of transition functions as

$$N_{i,m} = f_i - f_{i+1}, \quad i = 1, ..., K. \quad (8)$$

With reference to the end point property of the B-spline basis (see Definition 4), we introduce the quantities

$$k_i^s := d_{pi} - \max\{j \geq 0 \mid s_i = s_i+j\} - 1 \quad \text{and} \quad k_i^t := d_{pi-1} - \max\{j \geq 0 \mid t_i - j = t_{i-1}\} - 1. \quad (9)$$

Hence, from the properties of the B-spline basis we can deduce that $f_1(x) = 1$, for all $x \in [a, b]$, and that the piecewise functions $f_i$, $i = 2, ..., K$, have the following characteristics:

a) $f_i$ is nonnegative and

$$f_i(x) = \begin{cases} 0, & x < s_i, \\ 1, & x \geq t_{i-1}; \end{cases}$$

b) $f_i$ vanishes exactly $k_i^s + 1$ times at $s_i$ and $1 - f_i$ vanishes exactly $k_i^t + 1$ times at $t_{i-1}$;

c) the Taylor expansions of $f_i$ at $s_i$ and $t_{i-1}$ show that

$$D^{k_i^s+1}_+ f_i(s_i) > 0 \quad \text{and} \quad (-1)^{k_i^t+1} D^{k_i^t+1}_- f_i(t_{i-1}) > 0. \quad (10)$$

Property a) entails that $f_i$, $i = 2, ..., K$, is nontrivial (i.e. it is neither the constant function zero or one) in the interval $[s_i, t_{i-1}]$ only. In particular, denoted by $x_{pi}, ..., x_{pi+1}$ the break-points of $\Lambda$ contained in $[s_i, t_{i-1}]$, the continuity conditions at the break-points along with property b) yield the following relations:

$$D^r_x f_i(x_{pi}) = 0, \quad r = 0, ..., k_i^s, \quad (11)$$

$$D^r_x f_i(x_j) = D^r_x f_i(x_{pi}), \quad r = 0, ..., k_j, \quad j = ps_i + 1, ..., pt_{i-1} - 1,$$

$$D^r_x f_i(x_{pi+1}) = \delta_{r0}, \quad r = 0, ..., k_i^t.$$
Figure 4: Transition functions $f_i$, $i = 2, \ldots, 7$, for the MD-spline space in Example 1. The related B-spline basis is depicted in Fig. 2(e).

**Proposition 1.** Each transition function $f_i$, $i = 2, \ldots, K$, in the interval $[s_i, t_{i-1}]$, is uniquely determined by conditions (11).

**Proof.** The proof consists in showing that conditions (11) give rise to a linear system with a square, non-singular matrix.

We start by verifying that the number of endpoint conditions b) equals the dimension of the restriction of $S(\mathcal{P}_d, \mathcal{K}, \Delta)$ to $[s_i, t_{i-1}]$, which we denote by $S([s_i, t_{i-1}])$, and thus the system matrix is square. As a consequence of the definition of $\Delta^s_i$ and $\Delta^t_i$, the value of the index $i$ associated with $s_i$ and $t_{i-1}$ is given by

$$i = d_0 + \sum_{j=1}^{p_{n-1}} (d_j - k_j) + k^s_i - k_{ps_i} + 2 = \sum_{j=1}^{p_{n-1}} (d_{j-1} - k_j) + d_{p_{n-1}} - k^t_{i-1} + 1.$$

The above identities yield

$$k^s_i + 1 = i - d_0 - \sum_{j=1}^{p_{n-1}} (d_j - k_j) + k_{ps_i} - 1,$$

and

$$k^t_{i-1} + 1 = -i + \sum_{j=1}^{p_{n-1}} (d_{j-1} - k_j) + d_{p_{n-1}} + 2.$$

Adding up the last two equalities we get

$$k^s_i + k^t_{i-1} + 1 = -\sum_{j=1}^{p_{n-1}} (d_j - k_j) - d_{p_{n-1}} + k_{ps_i}$$

$$+ \sum_{j=1}^{p_{n-1}} (d_{j-1} - k_j) + d_{p_{n-1}} + 1$$

$$= \sum_{j=p_{n-1}}^{p_{n-1}} (d_{j-1} - k_j) - d_{p_{n-1}} + k_{ps_i} + d_{p_{n-1}} + 1$$

$$= \sum_{j=p_{n-1}+1}^{p_{n-1}} (d_{j-1} - k_j) + d_{p_{n-1}} + 1,$$
which proves that the number of endpoint conditions equals the dimension of $\mathcal{S}_{[s_i,t_{i-1}]}(\mathcal{P}_d, \mathcal{K}, \Lambda)$.

According to [6], which generalizes the classical results on spline interpolation to splines with sections of different dimensions, to guarantee that the system matrix is nonsingular, we shall verify that the interpolation nodes $x_{pt_i}$ and $x_{pt_{i-1}}$ and the knots of $\mathcal{S}_{[s_i,t_{i-1}]}(\mathcal{P}_d, \mathcal{K}, \Lambda)$ satisfy proper interlacing conditions and use the zero bound \((1)\). Denoted by $K_i$ the dimension of $\mathcal{S}_{[s_i,t_{i-1}]}(\mathcal{P}_d, \mathcal{K}, \Lambda)$, by $I_j$, $j = 1, \ldots, K_i$, the support of the $j$th B-spline function in $\mathcal{S}_{[s_i,t_{i-1}]}(\mathcal{P}_d, \mathcal{K}, \Lambda)$ and by $\tau_j$, $j = 1, \ldots, K_i$, the nodes, the interlacing conditions amount to requiring that $\tau_j \in I_j$, $j = 1, \ldots, K_i$ \([6]\). In our situation we have $\tau_j = x_{pt_i}$, $j = 1, \ldots, k_i^1 + 1$, and $\tau_j = x_{pt_{i-1}}$, $j = K_i - k_i^{t-1}, \ldots, K_i$. Since by construction $k_i^j \leq d_{pt_i}$ and $k_i^{t-1} \leq d_{pt_{i-1}}$, the interlacing conditions are always satisfied. In fact $x_{pt_i}$ belongs to the supports $I_j$, $j = 1, \ldots, d_{pt_i} + 1$, while $x_{pt_{i-1}}$ belongs to $I_j$, $j = K_i - d_{pt_{i-1}}, \ldots, K_i$. \(\square\)

In the remainder of this section we delve on practical aspects concerned with the calculation of the transition functions. For computational purposes it is convenient to rely on the Bernstein bases associated with the individual section spaces. Namely, let $(B_{hd})_{hd \in [0]}$ be the degree-$d_j$ Bernstein basis on $[x_j, x_{j+1}]$. Then the transition function $f_i$, which is nontrivial in $[s_i, t_{i-1}]$, can be expressed as follows

$$f_i(x) = \sum_{h=0}^{d_j} b_{i,h}B_{hd}(x), \quad x \in [x_j, x_{j+1}], \quad j = ps_i, \ldots, pt_{i-1} - 1,$$  \(12\)

where $b_{i,h}$, $h = 0, \ldots, d_j$, are the coefficients of the local expansions of $f_i$ on $[x_j, x_{j+1}]$.

According to the first and last row of \((11)\), the first $k_i^1 + 1$ coefficients of the local expansion of the first piece of $f_i$ will be 0, while, the last $k_i^{t-1} + 1$ coefficients of the local expansion of the last piece of $f_i$ will be equal to 1. These conditions fully determine those transition functions which are nontrivial on one interval only. As for the others, the undetermined coefficients in \((12)\) can be computed by solving the linear system given by the second row of \((11)\).

Having expressed the transition functions in the local Bernstein bases, we can easily compute their integrals and derivatives by means of the standard relations

$$DB_{hd}(x) = \frac{d_j}{x_{j+1} - x_j} \left(B_{h-1,d-1}(x) - B_{hd-1}(x)\right) \quad \text{and} \quad \int_{x_j}^{x_{j+1}} B_{hd}(x) dx = \frac{x_{j+1} - x_j}{d_j + 1}, \quad h = 0, \ldots, d_j.$$  

Moreover, in view of \((8)\), application of the above formulæ promptly allows for computing derivatives and integrals of the B-spline basis.

Finally we remark that the proposed approach automatically yields the relation between the B-spline basis and the local Bernstein bases. More precisely, the restriction of any spline $f \in \mathcal{S}(\mathcal{P}_d, \mathcal{K}, \Lambda)$ to the interval $[x_j, x_{j+1}]$, $s_j \leq x_j < \min(x_{j+1}, b)$, can be written using relations \((3)\), \((8)\) and \((12)\) as follows:

$$f(x) = \sum_{i=\ell-d_j}^{\ell} c_i N_{im}(x) = \sum_{i=\ell-d_j}^{\ell} c_i \left(f_i(x) - f_{i+1}(x)\right) = \sum_{h=0}^{d_j} \hat{b}_{h,j}B_{hd}(x),$$

where

$$\hat{b}_{h,j} := \sum_{i=\ell-d_j}^{\ell} c_i \left(b_{i,j} - b_{i+1,j}\right).$$

Therefore the $\hat{b}_{h,j}$’s are the coefficients of the local expansion of $f$ in the Bernstein basis of degree $d_j$ over $[x_j, x_{j+1}]$.

5. Modeling tools

5.1. Knot insertion

In this section we discuss how knot insertion can simply be performed working with the transition functions. In particular we will see that, when a MD-spline space is obtained from another by insertion of one knot, the coefficients relating the B-spline bases of the two spaces can straightforwardly be determined by means of transition functions. From the properties of the transition functions, it also follows that the knot-insertion coefficients are positive (see
Proposition 2), which has a number of important consequences, namely total positivity of the B-spline basis, variation diminution and the existence of corner cutting algorithms for the constructed MD-splines. These properties can be proved replicating the same outline of their conventional spline counterpart [7, 9].

Note that inserting a knot in \( \mathbf{\lambda}_t^+ \) entails that a knot is also inserted in \( \mathbf{\lambda}_t^+ \) at the same location and viceversa. We will thus adopt the convention that “knot insertion” is intended as insertion of a knot in \( \mathbf{\lambda}_t^+ \), bearing in mind that we could analogously reason in terms of \( \mathbf{\lambda}_t^- \). In particular, let \( S(\mathcal{P}_d, \mathcal{K}, \Lambda) \) be a MD-spline space with associated left extended partition \( \mathbf{\lambda}_t^+ = \{ s_t \}_{i=1}^{K} \) and let us insert one knot \( \hat{s} \) in \( \mathbf{\lambda}_t^+ \), \( s_t \leq \hat{s} < \min(s_{t+1}, b) \). Knot insertion yields a new left extended partition \( \mathbf{\lambda}_t^+ = (\hat{s})_{i=1}^{K+1} \) and a new spline space \( S(\mathcal{P}_d, \mathcal{K}, \hat{\Lambda}) \) such that \( S(\mathcal{P}_d, \mathcal{K}, \Lambda) \subset S(\mathcal{P}_d, \mathcal{K}, \hat{\Lambda}) \). If \( x_j < \hat{s} < x_{j+1} \) (being \( x_j \) the break-points of \( s(\mathcal{P}_d, \mathcal{K}, \Lambda) \)), then we shall assume that the interval \([x_j, x_{j+1})\) is divided in two subintervals of degree \( d_j \) and thus, in the new space, a spline will be continuous of order \( d_j - 1 \) at \( \hat{s} \). The following proposition provides an explicit expression for the knot insertion coefficients.

**Proposition 2.** Let \( S(\mathcal{P}_d, \mathcal{K}, \Lambda) \) and \( S(\mathcal{P}_d, \mathcal{K}, \hat{\Lambda}) \) be MD-spline spaces with left extended partitions \( \mathbf{\lambda}_t^+ = \{ s_t \}_{i=1}^{K} \) and \( \hat{\mathbf{\lambda}}_t^+ = (\hat{s})_{i=1}^{K+1} \) respectively. Let \( S(\mathcal{P}_d, \mathcal{K}, \hat{\Lambda}) \) be obtained from \( S(\mathcal{P}_d, \mathcal{K}, \Lambda) \) by insertion of a knot \( \hat{s} \) in \( \mathbf{\lambda}_t^+ \), \( s_t \leq \hat{s} < \min(s_{t+1}, b) \). Denoting by \( f_i \) and \( \hat{f}_i \) the transition functions of the two spline spaces, there exist coefficients \( 0 \leq \alpha_i \leq 1, \ i = 1, \ldots, K \), such that

\[
f_i = \alpha_i f_i + (1 - \alpha_i) \hat{f}_{i+1}, \quad i = 1, \ldots, K.
\]

In particular,

\[
\alpha_i = \begin{cases} 
1, & i \leq t - d_j, \quad \text{with} \quad x_j \leq \hat{s} < x_{j+1}, \\
D_j^k \frac{f(s_j)}{f_i(s_i)}, & \ell - d_j + 1 \leq i \leq \ell - r + 1, \\
0, & i \geq \ell - r + 2,
\end{cases}
\]

where \( k_j^k \) is defined in (9) and \( r \) is the multiplicity of \( \hat{s} \) in \( \hat{\mathbf{\lambda}}_t^+ \).

**Proof.** Recalling that \( f_i \) is identically zero to the left of \( x_j \) and identically one to the right of \( t_{i-1} \), it is immediately seen that \( f_i \) can be a combination of \( f_i \) and \( \hat{f}_{i+1} \) only, namely

\[
f_i = \alpha_i f_i + \beta_i \hat{f}_{i+1}, \quad i = 1, \ldots, K.
\]

In view of (10), the coefficients \( \alpha_i \) are obtained by differentiating (14) \( k_j^k \) + 1 times and evaluating at \( s_i \), which yields (13). Similarly, differentiating (14) \( k_j^{i-1} \) + 1 times and evaluating at \( t_{i-1} \) we get

\[
\beta_i = \begin{cases} 
0, & i \leq t - d_j, \quad \text{with} \quad x_j \leq \hat{s} < x_{j+1}, \\
D_j^{i-1} \frac{f_i(t_{i-1})}{f_i(\hat{s})}, & \ell - d_j + 1 \leq i \leq \ell - r + 1, \\
1, & i \geq \ell - r + 2,
\end{cases}
\]

where \( r \) is the multiplicity of \( \hat{s} \) in \( \hat{\mathbf{\lambda}}_t^+ \). Relations (13) and (15) together with (10) show that \( \alpha_i, \beta_i \geq 0 \). In addition, for \( \hat{x} = t_{i-1} \) we have

\[
f_i(\hat{x}) = f_i(\hat{x}) = \hat{f}_{i+1}(\hat{x}) = 1,
\]

and thus, from (14), \( \alpha_i + \beta_i = 1 \). The last two observations entail that \( 0 \leq \alpha_i \leq 1 \).

**Corollary 1.** Under the assumptions of Proposition 2, the B-spline bases \( \{ N_{l,m} \}_{i=1}^{K} \) and \( \{ \hat{N}_{l,m} \}_{i=1}^{K+1} \) are related through

\[
N_{l,m} = \alpha_i \hat{N}_{l,m} + (1 - \alpha_i) \hat{N}_{l+1,m}, \quad i = 1, \ldots, K,
\]

with coefficients \( \alpha_i \) given by (13).

**Proof.** The statement follows from relation (8) by writing

\[
N_{l,m} = f_i - f_{i+1} = \alpha_i f_i + (1 - \alpha_i) f_{i+1} - \alpha_i f_{i+1} - (1 - \alpha_i) f_{i+2}.
\]
Analogously, the coefficients can be obtained by differentiating $k^i + 1$ times expression (18) and evaluating the result at $s_i$. Analogously, the coefficients $\beta_i$ can be obtained by differentiating $k^i + 1$ times expression (18) and evaluating the result at $t_{i-1}$. Hence the statement follows from the same arguments in the proof of Proposition 2.

**Corollary 2.** Under the assumptions of Proposition 2, a MD-spline can be expressed as

$$f(x) = \sum_{j=1}^{K} c_i N_{i,m}(x) = \sum_{i=1}^{K+1} \hat{c}_i N_{i,m}(x), \quad x \in [a,b].$$

where

$$\hat{c}_i = \begin{cases} c_i, & i \leq \ell - d_j, \quad \text{with} \quad x_j \leq s_i < x_{j+1}, \\ \alpha_i c_i + (1 - \alpha_i) c_{i-1}, & \ell - d_j + 1 \leq i \leq \ell - r + 1, \\ \alpha_i \hat{c}_{i-1}, & i \geq \ell - r + 2, \end{cases}$$

with $\alpha_i, i = \ell - d_j + 1, \ldots, \ell - r + 1$, as in (13).

The proof of Corollary 2 follows immediately from Corollary 1 and equation (14).

### 5.2. Degree elevation

MD-splines allow for performing degree elevation locally, namely we can raise the degree of one (or more) section space(s) only, maintaining the other degrees unchanged. This local degree elevation represents a major and important difference with respect to conventional splines, where elevating the degree is a global operation. Moreover, as we will illustrate by way of an example in Section 7, this feature allows for modeling parametric curves with the least number of control points.

Let $S(\mathcal{P}_d, \mathcal{K}, \mathcal{A})$ be a MD-spline space having degree sequence $d = (d_0, \ldots, d_q)$ and dimension $K$. It is sufficient to discuss the case where we want to elevate the degree on a single interval, say $[x_j, x_{j+1}]$, from $d_j$ to $d_j + 1$. Let $S(\mathcal{P}_d, \mathcal{K}, \mathcal{A})$ be the degree-elevated space, which will have dimension $K + 1$. As we will see, each B-spline basis function in $S(\mathcal{P}_d, \mathcal{K}, \mathcal{A})$ which is nonzero in $[x_j, x_{j+1}]$ will be expressed as a combination of two new ones. At the same time, all B-spline basis functions in $S(\mathcal{P}_d, \mathcal{K}, \mathcal{A})$ which are zero on $[x_j, x_{j+1}]$ carry over to the degree elevated space as well. Thus degree elevation only requires to recompute a limited number of basis functions.

**Proposition 3.** Let $\mathcal{A}_r$ and $\mathcal{A}_l$ be the left and right extended knot partitions for $S(\mathcal{P}_d, \mathcal{K}, \mathcal{A})$. By degree elevating the MD-spline space $S(\mathcal{P}_d, \mathcal{K}, \mathcal{A})$ in the interval $[x_j, x_{j+1}]$, that is $\hat{d}_j = d_j + 1$, we obtain the new space $S(\mathcal{P}_{d+1}, \mathcal{K}, \mathcal{A})$ and the new knot partitions $\mathcal{A}_r^+$ and $\mathcal{A}_l^+$. Denoting by $f_i, i = 1, \ldots, K$, and $\hat{f}_i, i = 1, \ldots, K + 1$, the respective transition functions, there exist coefficients $\alpha_i$, with $0 \leq \alpha_i \leq 1, i = 1, \ldots, K$, such that

$$f_i = \alpha_i \hat{f}_i + (1 - \alpha_i) \hat{f}_{i+1}, \quad i = 1, \ldots, K.$$  (16)

In particular,

$$\alpha_i = \begin{cases} 1, & i \leq \ell - d_j, \\ \frac{D^k_+ f(s_i)}{D^k_+ f(s_i)}, & \ell - d_j + 1 \leq i \leq \ell, \\ 0, & i \geq \ell + 1, \end{cases}$$  (17)

where $k_i$ is defined in (9) and $\ell$ is such that $s_\ell \leq x_j < \min(s_{\ell+1}, b)$.

**Proof.** We start by observing that

$$f_i = \alpha_i \hat{f}_i + \beta_i \hat{f}_{i+1}, \quad i = 1, \ldots, K,$$  (18)
as if $f_i$ was a combination of other basis functions, it could not have at $s_i$ and $t_{i-1}$ the right continuities. In view of (10), the coefficients $\alpha_i$ can be obtained by differentiating $k^i + 1$ times expression (18) and evaluating the result at $s_i$. Analogously, the coefficients $\beta_i$ can be obtained by differentiating $k^i_{i+1} + 1$ times expression (18) and evaluating the result at $t_{i-1}$. Hence the statement follows from the same arguments in the proof of Proposition 2.
Corollary 3. Under the assumptions of Proposition 3, the B-spline bases \( \{N_{i,m}\}_{m=1}^{K} \) of \( S(\mathcal{P}_{d}, \mathcal{K}, \Lambda) \) and \( \{\hat{N}_{i,m}\}_{m=1}^{K+1} \) of \( S(\mathcal{P}_{d}, \mathcal{K}, \Lambda) \) are related through

\[
N_{i,m} = \alpha_{i} \hat{N}_{i,m} + (1 - \alpha_{i+1}) \hat{N}_{i+1,m},
\]

with coefficients \( \alpha_{i} \) given in (17).

Proof. The proof follows the same outline of Corollary 1. \( \square \)

Corollary 4. Under the assumptions of Proposition 3, a MD-spline can be expressed as

\[
f(x) = \sum_{i=1}^{K} c_{i} N_{i,m}(x) = \sum_{i=1}^{K+1} \hat{c}_{i} \hat{N}_{i,m}(x), \quad x \in [a, b],
\]

where

\[
\hat{c}_{i} = \begin{cases} 
  c_{i}, & i \leq \ell - d_{j}, \\
  \alpha_{i} c_{i} + (1 - \alpha_{i}) c_{i-1}, & \ell - d_{j} + 1 \leq i \leq \ell, \\
  c_{i-1}, & i \geq \ell + 1,
\end{cases}
\]

with \( \alpha_{i}, i = \ell - d_{j} + 1, \ldots, \ell, \) as in (17).

The proof of Corollary 4 follows immediately from Corollary 3 and equation (16).

6. Geometrically continuous MD-splines

In this section we explore a possible extension of the proposed MD framework to the context of geometrically continuous splines. These splines allow for relaxing the strict requirement for parametric continuity and introduce more “degrees of freedom”, which can be used to intuitively modify the shape of parametric curves [8]. To the best of our knowledge, all instances of geometrically continuous splines appeared so far are featured by having section spaces all of the same degree or dimension. Our main objective is to demonstrate how our approach based on transition functions is easily extendible and adaptable to construct geometrically continuous MD-splines. To this end, we will content ourselves to introducing the basic idea postponing a thorough study on the subject to a future work. A numerical example will be provided in the next section.

In addition to the setting and notation adopted so far, we now also associate with the elements of \( \Lambda \) a sequence \( M := (M_{1}, \ldots, M_{q}) \) of connection matrices, where \( M_{i}, i = 1, \ldots, q, \) is lower triangular of order \( k_{i} + 1 \), has positive diagonal entries and first row and column equal to \((1, 0, \ldots, 0)\). Hence geometrically continuous MD-splines are functions which satisfy a modified version of Definition 1, where condition ii) is replaced by the following one:

ii) \( M_{i} \left( D^{0}p_{1-1}(x_{i}), D^{1}p_{1-1}(x_{i}), \ldots, D^{k}p_{1-1}(x_{i}) \right)^{T} = \left( D^{0}p_{1}(x_{i}), D^{1}p_{1}(x_{i}), \ldots, D^{k}p_{1}(x_{i}) \right)^{T}, \quad i = 1, \ldots, q. \)

We will denote the spline space by \( S(\mathcal{P}_{d}, \mathcal{K}, \Lambda, M) \). It shall be observed that, when all matrices \( M_{i} \) are the identity, the considered MD-splines are parametrically continuous (and thus they fall into the framework of the previous sections). In addition, the continuity of these splines is guaranteed by the requirement that the first row and column of each matrix \( M_{i} \) be equal to the vector \((1, 0, \ldots, 0)\). Without delving into details, we recall that the introduction of the connection matrices does not alter the dimension of the spline space.

Transition functions for geometrically continuous spline spaces can be constructed by generalizing the procedure in Section 4.2. More precisely, it is sufficient to require that each transition function \( f_{i}, i = 2, \ldots, K, \) satisfy a modified version of the parametric continuity conditions (11), obtained by replacing the second row in (11) with:

\[
M_{j} \left( D^{0}f_{i-1}(x_{j}), D^{1}f_{i-1}(x_{j}), \ldots, D^{k}f_{i-1}(x_{j}) \right)^{T} = \left( D^{0}f_{i}(x_{j}), D^{1}f_{i}(x_{j}), \ldots, D^{k}f_{i}(x_{j}) \right)^{T}, \quad j = p_{i} + 1, \ldots, p_{i+1} - 1.
\]

Similarly as discussed in Section 4.2, such a modified version of (11) yields a linear system which can be solved for determining the coefficients of the transition function \( f_{i} \), for all \( i = 2, \ldots, K \). Moreover, knot insertion and degree elevation can be performed exploiting the transition functions, analogously as described in Section 5.
7. Numerical examples

In this section we present two numerical examples. The first demonstrate the use of the tools introduced in the previous sections, thus highlighting the advantages and potentials of MD-splines for geometric modeling. The second example is conceived to illustrate geometrically continuous MD-splines, which, to the best of our knowledge, have never considered in the previous proposals. These splines combine the benefits of the multi-degree framework and of geometric continuity.

Geometric modeling with MD-splines. To illustrate the potential of MD-splines in geometric modeling, we consider a typical modeling section, where knot insertion and degree elevation are used in order to add details to a basic initial shape (Fig. 5). By means of MD-splines, the target curve can be represented relying on the lowest possible degree on each interval and thus using the minimum number of control points.

- Fig. 5(a) depicts a parametric curve from the MD-spline space in Example 1. The control points are marked by circles (the first and last point are coincident and marked with a double circle), whereas the black dots identify the junction of two spline segments. We recall from Example 1 that \([a, b] = [0, 7], \mathbf{A} = \{x_1, x_2, x_3\} = \{1, 3, 6\}, \mathbf{d} = (d_0, \ldots, d_3) = (1, 2, 4, 2)\) and \(\mathbf{K} = (k_1, k_2, k_3) = (0, 1, 2)\), while we refer to Fig. 1 for the two extended partitions \(A^+_0\) and \(A^+_1\).

- Knot insertion – In Fig. 5(b) a knot is inserted in the partitions \(A^+_0\) and \(A^+_1\) at 2.6, thus obtaining \(\hat{A}^+_0 = \{0, 0, 1, 1, 2, 6, 3, 3, 3\}\) and \(\hat{A}^+_1 = \{1, 2, 6, 3, 6, 6, 7, 7, 7\}\). Accordingly, the break-point sequence becomes \(\hat{A} = \{1, 2, 6, 3, 6\}\). The interval \([x_1, x_2]\) in \(A\) is split in two intervals of degree 2 in \(\hat{A}\), obtaining a new degree vector \(\hat{d} = (1, 2, 2, 4, 2)\). Finally, because a single knot is inserted between two degree-2 intervals, the continuity vector needs to be updated to \(\hat{K} = (0, 1, 1, 2)\). As a result of the knot-insertion procedure, the corresponding control polygon contains one additional point.

- Iterated degree elevation – In the interval \([2, 6, 3]\) the degree elevation is performed three times (Fig. 5(c)). This does not change the break-point sequence \(\hat{A}\) and the continuity \(\hat{K}\). Since the spline degree is locally raised from 2 to 5 in the third interval, the degree vector is updated to \(\hat{d} = (1, 2, 5, 4, 2)\). Moreover, because the continuity should not change, a suitable number of coincident knots must be added in the left and right extended partitions, which yields \(\hat{A}^+_0 = \{0, 0, 1, 1, 2, 6, 2, 6, 2, 6, 3, 3, 3\}\) and \(\hat{A}^+_1 = \{1, 2, 6, 3, 3, 3, 6, 6, 7, 7, 7\}\). Overall three more points are added to the control polygon.

- The control points gained through knot insertion and iterated degree elevation are used to model the turtle head in Fig. 5(d).

- Conversion to Bézier form – The modelled curve is converted to Bézier form (Fig. 5(e)) as explained in the last paragraph of Section 4.2.

- Conversion to conventional B-spline form – By means of degree elevation, the curve is converted to a conventional spline of degree 5 (Fig. 5(f)). The obtained curve features 22 control points, while only 11 control points are needed to represent the same curve in MD-spline form (Fig. 5(d)).

Geometric continuity. To illustrate the benefit of modeling with geometrically continuous MD-splines, we consider the following example based on a spline space \(S(P_a, \mathbf{K}, \mathbf{A}, \mathbf{M})\) on \([a, b] = [0, 3]\), with \(\mathbf{A} = (0.75, 1.75, 2.5)\), \(\mathbf{d} = (3, 4, 3, 1)\), \(\mathbf{K} = (2, 2, 0)\). In addition, in correspondence of \(x_1\) and \(x_2\), we set the connection matrices:

\[
M_1 = \begin{pmatrix}
1 & 0 & 0 \\
0 & \alpha & 0 \\
0 & \beta & \gamma
\end{pmatrix}, \quad M_2 = \begin{pmatrix}
1 & 0 & 0 \\
0 & 1/\alpha & 0 \\
0 & \beta/\gamma & 1/\gamma
\end{pmatrix}.
\]

The entries of \(M_2\) ensure that the symmetry in the data in Fig. 6 can be preserved for any choice of \(\alpha, \beta, \gamma\). Additionally, we choose \(\gamma = \beta^2\), in such a way that the curvature is continuous at \(x_1\) and \(x_2\) for any \(\alpha\) and \(\beta\). Note that, being the curve \(C^0\) only at \(x_3\), we are forced to choose \(M_1 = 1\). In the curves displayed in the top row of Fig. 6, the parameter \(\alpha\) has the constant value 1, whereas \(\beta\) takes values \(-5, 0, 10\) from left to right, respectively. For
Figure 5: Modeling with a MD-spline curve: (a) parametric curve from the MD-spline space in Example 1; (b) curve after insertion of one knot and (c) degree elevation; (d) displacement of the obtained control points to model the turtle head; (e) conversion to Bézier form; (f) representation as a degree-5 spline.

Increasing values of $\beta$, a progressive deformation of the shape is clearly visible. In the bottom row of Fig. 6, instead, the parameter $\beta$ is fixed to $\beta = 1$, whereas $\alpha$ varies in the range $\alpha = 0.25, 1, 4$ from left to right, respectively, and the curve progressively changes its shape accordingly. Fig. 7 illustrates the basis functions corresponding to the curves in the bottom row of Fig. 6. Note that in $[x_0, x_3] = [0, 2]$ the basis functions are symmetric about the center of the interval and this also holds for the other bases, which are not displayed, and justifies the symmetric behavior of all the curves in Fig. 6. In addition, all the curves in the top row of Fig. 6, characterized by $\alpha = 1$, have parametric $C^1$ continuity, and the one in Fig. 6(b) is even $C^2$ at $x_1$ and $x_2$. Focusing on the bottom row, instead, we can see that the selected values of $\alpha$ and $\beta$ yield a $C^1$ curve in Fig. 6(e), while the other two curves have geometrically continuous first and second derivatives at $x_1$ and $x_2$.

8. Conclusion

In this paper we have presented an integral relation for the construction of a multi-degree B-spline basis which yields a wider family of splines compared to previously proposed similar approaches. As an alternative to the integral recurrence relations, we have proposed a more convenient way to compute the B-spline basis which relies on the use of transition functions. Using the transition functions both knot insertion and (local) degree elevation methods can be formulated for MD-splines. We have applied these tools to illustrate the efficiency of the proposed MD-splines in geometric modeling. Finally, we have given some hints about generalizing the proposed construction to the wider context of geometrically continuous splines and we plan to investigate this thoroughly in a future work. Another interesting subject matter for future study is how to use MD-splines in surface modeling, with particular reference to T-splines and their application in isogeometric analysis.
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Figure 6: Example of geometric continuity.

Figure 7: Basis functions corresponding to the curves in the bottom row of Fig. 6.
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