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Abstract
In this paper, we study the fundamental problem of random walk for network embedding. We propose to use non-Markovian random walk, variants of vertex-reinforced random walk (VRRW), to fully use the history of a random walk path. To solve the getting stuck problem of VRRW, we introduce an exploitation-exploration mechanism to help the random walk jump out of the stuck set. The new random walk algorithms share the same convergence property of VRRW and thus can be used to learn stable network embeddings. Experimental results on two link prediction benchmark datasets and three node classification benchmark datasets show that our proposed approach reinforce2vec can outperform state-of-the-art random walk based embedding methods by a large margin.
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1 Introduction
Network representation learning [10] has been widely studied and used in data mining community to support many applications such as social network mining [17] and recommendation systems [28, 32]. Network representation learning can be either supervised by a downstream task, e.g., node classification for graph neural networks [14], or self-supervised by the adjacency relations, e.g., to approximate a certain proximity defined on the graph, as surveyed in [10]. When considering the latter case and the network is large, random walks can be applied to improve the scalability. For example, in DeepWalk [23], it first samples random walk paths from the network following the transition probabilities. Then it performs the Skip-gram algorithm [19] on the random walk paths to learn node embeddings to preserve the truncated average commuting time between nodes [5, 31]. Node2vec [8] further generalizes this idea to introduce a second-order random walk to balance the breadth and depth of the search to explore neighborhoods of nodes. Both of them still focus on the Markovian property of the random walk and cannot make full use of the history of the whole path a walker has visited. It may be possible to use higher-order Markovian chain based random walks to leverage longer histories. However, this may increase the number of hyper-parameters and sampling complexity. Nowadays, we have observed many different network representation learning algorithms being developed in the field [10]. However, when considering the self-supervised learning case for network representation learning, the importance of performing random walk was underestimated.

In this paper, we study the fundamental problem of random walk that can affect the network representation learning. To leverage the whole visited nodes in a path in a simple way, we propose to use a novel random walk which has a memory to remember the frequency of each visited node and sample based on both adjacent neighbors and the memory. This random walk has a strong mathematical foundation based on the vertex-reinforced random walk (VRRW) [22]. Different from the original VRRW, our random walk is guided by two factors. The first one is to guide the random walk to follow the memory, which is the same as VRRW. However, methods that only based on memory will get the random walk stuck in a finite set of vertices [1]. To resolve this problem, we use the second one to guide the random walk to explore unvisited nodes in neighbors to jump out of the stuck set. By combining the two factors, it is naturally an exploitation and exploration mechanism widely used in bandit [15] or reinforcement learning [24].

- To realize exploitation, we first implement the original VRRW, of which convergence has been proved [22], which means that our embedding is approximating stationary distributions of hitting time and commuting time. Based on the convergence analysis, we also propose a new random walk called distribution-reinforced random walk (DRRW). DRRW is guided by the convergence property of the random walk path evaluated by Kullback-Leibler (KL) or Jensen-Shannon (JS) divergence.
- To realize exploration, we use both $\epsilon$-greedy and Upper Confidence Bounds (UCB) [15] based exploration. In particular, by $\epsilon$-greedy, with a probability $\epsilon$, we randomly select the neighbors without any bias. With
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Random walks have been widely used for graph and network data mining. For example, PageRank [21] is one of the earliest data mining algorithms that proven to be useful for real Web applications. The stationary distribution of the first-order Markov chain of the random walk can be used as the rank authorities of Web pages. Later, personalized PageRank has been proposed [13, 11] and is further applied to semi-supervised learning [24]. The label propagation based on personalized PageRank can be analyzed by the expected commuting time [9] between nodes [34]. Vertex-reinforced random walk (VRRW) was studied originally by the probability community [22]. It was proven that the random walk can converge to a stationary distribution [22]. Thus, later this idea has been introduced into PageRank [18] and multilinear or higher-order PageRanks [7, 2]. VDRW [29] and HeteSpaceyWalk [12] learn node representations in imbalanced Network and Heterogeneous Network, respectively. However, as pointed out by [1], VRRW can easily get stuck to a finite set of vertices, which may not be good enough to explore the full graph based on random walks.

Random walks are also widely used in network embeddings. The representative works are DeepWalk [24] and node2vec [8], which use first-order and second-order random walks to guide the network embedding respectively. Later a lot of analysis was conducted to build the relationship between the random walk based methods and the matrix factorization based methods, which shows the fact that DeepWalk uses the embedding vectors to learn from the truncated average commuting time between nodes [5, 31]. This also implies that when performing random walk, to obtain a set of stable embedding vectors, one needs to run sufficient steps of random walk to estimate the stationary distributions of hitting time and commuting time. However, there is a lack of study or analysis for this issue of using random walk. Expected commuting time can also be used to learn network embedding, where a personalized random walk should be introduced to obtain the stationary distributions [6]. In theory, the stationary distribution of a first-order Markov chain based random walk can be learned, however, in practice, we still need to perform truncated approximation to make the algorithm efficient [6] (more details are in the arxiv version).

Different from the existing random walk based embedding methods, our VRRW based algorithms enjoy two advantages. First, being a vertex-reinforced random walk, the whole history of the random walk path can be leveraged. Although being non-Markovian, it can be used to approximate high-order PageRanks [7, 2]. Second, as the stationary distribution of each random walk path can be guaranteed, we do not need to worry about the stationary distributions of hitting and commuting times. The embeddings learned from our random walk path are guaranteed to be stable.

## 3 Reinforce2vec

In this section, we introduce our proposed reinforced random walk based algorithms for network embedding. The notations in the remaining sections and their descriptions are shown in Table [1].

Given an unweighted (un)directed network $G = (V, E)$, with vertices $V = \{v_1, ..., v_N\}$ and edges $E = \{e_1, ..., e_M\}$, the goal of network embedding is to determine a set of fixed length vectors $z_i \in \mathbb{R}^d$ for each vertex $v_i$ such that similar vertices are
close in the representation method is to learn a representation that enables an estimate of the likelihood of the anchor node \( v_i \) co-occurring with its neighbors, \( v_x \in \{ v_{i-C}, ..., v_{i-2}, v_{i-1}, v_{i+1}, v_{i+2}, ..., v_{i+C} \} \), the context nodes. In particular, the Skip-gram model [19] models the conditional probability of a vertex pair, \( (v_i, v_x) \) in the range of window size by a log-linear function of the inner product between the vectors \( z_t \) and \( z_x \) as follows:

\[
p(v_x | v_i) = \frac{\exp(z_t \cdot z_x)}{\sum_{v_k \in V} \exp(z_t \cdot z_k)}. \tag{3.1}
\]

The representation vector \( z_t \) for each vertex \( v_k \in V \) can be found by minimizing the cross-entropy loss function.

### 3.1 The General Framework

We sample the neighborhoods of a source node through a strategy called Exploitation-Exploration trade-off, motivated by [30]. The strategy has been most thoroughly studied through the multi-armed bandit problem and for finite state space MDPs in [4]. A brief introduction of the strategy is that it models an agent that simultaneously attempts to optimize the decisions given the current information (called “exploitation”) and gather more information that might lead us to better decisions in the future (called “exploration”). Specifically, at each step, we select the next node by combining the exploitation process based on VRRW or DRRW and exploration process based on \( \epsilon \)-Greedy or UCB. In the following section, we will give the details on how we design the two processes and keep a balance of exploitation and exploration.

### 3.2 Exploitation

This process tends to exploit the seemingly optimal neighbor, specifically selecting those with higher rewards by certain designed approaches. Here we give two approaches to calculate the rewards for each candidate neighbor, vertex-reinforced random walk (VRRW) and its extension, distribution-reinforced random walk (DRRW).

#### 3.2.1 Vertex-Reinforced Random Walk

Vertex-reinforced random walk (VRRW), defined by [22], is a class of non-Markovian discrete-time random processes on a finite state space. For any \( x \in G \) and \( V \subset G \), denote \( x \sim V \) if there exists a vertex \( v \in V \) such that \( x \sim v \). Here \( \sim \) represents the neighbor relation. For the process consists of a sequence of nodes \( F_n = X(0), X(1), X(2), ..., X(n) \), VRRW defines the local time to be the number of times the vertex \( v \) has been visited by step \( n \), plus 1. \( \delta[\cdot] \) denotes an indicator function where \( \delta[true] = 1 \) and \( \delta[false] = 0 \). The transition probability for VRRW is defined as:

\[
P(X(n+1) = x | F_n) = \delta[x \sim X(n)] \frac{Z(n,x)}{\sum_{y \sim X(n)} Z(n,y)}, \tag{3.3}
\]

where \( \delta[x \sim X(n)] \) indicates that we only count the probability when \( x \) is a neighbor of \( X(n) \). Therefore, the probability of a move to a neighbor \( x \) is proportional to the local time at \( x \) at step \( n \). We regard this local time as exploitation score \( Q_x(n) \).

#### 3.2.2 Distribution-Reinforced Random Walk

Distribution-Reinforced Random Walk (DRRW) is an extension of VRRW. An example is shown in Figure [1]. The major difference between the two methods is that we do not simply make the walk intend to select those nodes visited before. Instead, the path would select those which can make the distribution of nodes in the path converge more quickly. The process of DRRW is also a non-Markovian process. We give a theoretical theorem and proof for the reason why we can also calculate the reward by measuring the convergence.

Before that, to measure the node distribution in the path, we use the fractional occupation vector, \( w(n) \), which is obtained by processing the normalization of each node frequency in the path up to the step \( n \), as shown in:

\[
w_i(n) = \frac{1}{n + N} \left( 1 + \sum_{s=1}^{n} \delta[X(s) = v_i] \right). \tag{3.4}
\]

**Theorem 3.1.** If the random walk process \( \{X(n)\} \) converges to a unique stationary distribution \( x(n) \), it must converge to a point where \( x(n) = w(n) \).

**Proof.** [Proof of Theorem 3.1] Consider the behavior of the random walk process at step \( n \gg 1 \) and some time
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Figure 1: We illustrate DRRW by this toy example. The inputs are a graph and a start node “1”. The initial path is (“1”). The initial occupation vector \( w(0) \) records the node distribution during the random walk process. When selecting the next node from “1”, we have two neighbors: “3” and “5”. Suppose we add “3” to the current path, then we get a new occupation vector \( w(1) \). Here, we calculate the KL divergence between \( w(0) \) and \( w(1) \) to get the exploitation score for “3”. We get the exploitation score for “5” by the same process. We compare the two exploitation scores and choose the one with the maximum score. Since the exploitation scores for “3” and “5” are the same, we randomly select the next node and jump to “3”. Now, the path becomes (“1”→“3”). We then jump to “4” with random selection for the same reason, updating the path and the occupation vector. Looking at “4”’s neighbors: “2”, “3”, “5”, we add “3” to the path as it can get the highest exploitation score.

Figure 2: An example for node frequency of the last 100 steps after 100, 1000, 10000 steps, only 4 nodes appeared in the last 100 steps and three nodes occupy mostly. It indicates that the random walk gets stuck to 3 nodes.

where \( m = \frac{1}{2} [w(n) + w^x(n)] \).

The lower the divergence value, the better we have matched the next distribution with the current distribution. Therefore, the exploitation score is: \( Q_x(n) = 1 - Q_x(n)' \).

To sum up, we tend to select those that achieve higher exploitation scores by VRRW or DRRW.

3.3 Exploration. On arbitrary graphs, \([27]\) proves that VRRW localizes with positive probability on some specific finite subgraphs.

Theorem 3.2. Let \( T \) be a strongly trapping subset of \((G, \sim)\). Then the VRRW has asymptotic range \( T \) with a positive probability.

We give a example of random walk with VRRW running 100, 1,000 and 10,000 steps, shown in Figure 2. It further proves the getting stuck problem. Therefore,
it is also needed to do the exploration, taking different actions to skip out of this trap. We design the exploration mechanism in two ways: ε-Greedy Algorithm and Upper Confidence Bounds.

3.3.1 ε-Greedy Algorithm. The main idea of the ε-Greedy algorithm is to take the best action most of the time, but do random exploration occasionally. In detail, with a probability ε we randomly select the neighbors without any bias. Meanwhile, with probability 1 − ε we select neighbors which are visited more often before (VRRW) or can make the node distribution in the path converge more quickly (DRRW).

3.3.2 Upper Confidence Bounds. In the UCB algorithm, we always select the greedy action to maximize the upper confidence bound. Here we use the upper confidence bounds one (UCB1) [15] value to determine the next move from a viewpoint of multi-armed bandit problem. The selection strategy is defined by:

\[ s_x(n) = Q_x(n) + U_x(n), \]

where \( Q_x(n) \) denotes the exploitation reward of node \( x \) at step \( n \) and \( U_x(n) \) is the exploration score of node \( x \) at step \( n \).

For our random walk process, we can add the exploration score \( U_x(n) \) in order to push the path to explore new nodes. We design the exploration mechanism to get \( U_x(n) \) for node \( v \) as follows:

\[ U_x(n) = \sqrt{\frac{\log(Z(n,u))}{Z(n,x)}}, \]

where \( Z(n,u) \) and \( Z(n,x) \) are denoted as 1 plus the times that the start node \( u \) and the neighbor node \( x \) of current node \( X(n) \) have been visited up to step \( n \), respectively.

Continuous Approximation as Transition Probability. After calculating the exploitation and exploration scores for each neighbor, a natural way to choose the next node in the path is to pick the neighbor with the maximum sum score by Eq. (3.9). Following this way, we can only get one path no matter the paths number increases since it is a deterministic approach. It is easy to suffer from local optimal or stuck in a loop for both VRRW and DRRW. To handle this, we sample the next node with a continuous transition probability by adding a softmax layer as:

\[ P(X(n+1) = x | F_n) = \frac{\exp(s_x(n))}{\sum_{y=\mathcal{X}(n)} \exp(s_y(n))}. \]

This process can also be regarded as a way to balance exploration and exploitation since picking the neighbor with the maximum sum score simply tends to the direction for the highest current reward while using the softmax function to make transition probability enables the path to explore diverse states.

3.4 Algorithm. The pseudocode for reinforce2vec based on DRRW with UCB is given in Algorithm 1 and the details of the designed random walk for every single path are shown in Algorithm 2.

3.5 Complexity Analysis. For the random walk phase in a network \( G = (V,E) \) with \( R \) and \( L \), the reinforced walk for each step takes \( O(L) \) because for each step we can divide the neighbors into two groups: those visited in the current path and those not. We compute the exploration and exploitation scores for those visited. This process is linear to the maximum path length \( L \). For those not visited, the exploration and exploitation scores are the same. We only need to do the computation once. The complexity of softmax layer is \( O(L) \). Thus, the total walk complexity is \( O(R \times L^2) \). For the training phase, we use a Skip-gram model to train the embeddings, which also has linear complexity and can be parallelized by using the
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**Algorithm 1** The reinforce2vec algorithm.

```
LearnEmbeddings: (Graph G = (V,E). Dimensions d, Walks per node R, Walk length L, Window size C.)
Initialize walks to Empty
while Iteration \( r < R \) do
    for all nodes u ∈ V do
        walk = DRRW(G,u,L)
        Append walk to walks
    end for
end while
\{z_i\} = Skip-gram (C,d,walks)
```

**Algorithm 2** DRRW.

```
LearnEmbeddings: (Graph G = (V,E). Start node u. Walk length L.)
Initialize walks to [u]
Initialize occupation vector \( w \) by Eq. 3.4
for all walk len = 1 to L do
    curr = walk[−1]
    \( N_{curr} = \text{GetNeighbors}(\text{cur},G) \)
    Get transition probabilities \( P_{curr} \) from Eqs. (3.5)
    \( \sim (3.11) \)
    \( s = \text{Sample}(N_{curr}, \pi_{curr}, w) \)
    Append s to walk
    Update w
end for
```
mechanism as in word2vec [19]. Overall, the proposed random walk is scalable for a large-scale graph.

4 Experiment

In this section, we evaluate the proposed methods by two downstream tasks: link prediction and node classification.

4.1 Experimental Settings.

4.1.1 Baselines. We compare our model with popular approaches, including first-order random walk (DeepWalk [23], LINE [25]), second-order random walk (node2vec [8]), and matrix factorization approaches (GraRep and HOPE [5, 20]). We denote our algorithms as reinforce2vec-v for embedding with VRRW and reinforce2vec-d for embedding with DRRW. If we do not mention, reinforce2vec is reinforce2vec-d, which uses DRRW with JS divergence as well as UCB exploration.

Note that, in the experiments, the network embeddings are learned with only the graph structure (nodes and edges), without observing node features nor labels during training. All baselines and our model belong to unsupervised network embedding. Therefore, those semi-supervised learning approaches like GCN [14] are not considered for comparison.

4.1.2 Parameter settings. For DeepWalk and node2vec, windows size $C = 10, R = 80, L = 40$. For node2vec, $p, q$ are chosen from $\{0.25, 0.50, 1, 2, 4\}$. For LINE, the size of negative-samples is $K = 5$. For HOPE, $\beta$ is set to 0.01. Other parameters follow the original settings in corresponding papers. For reinforce2vec, we set $\epsilon = 0.5, R = 80, L = 40, C = 10, d = 64$.

4.2 Link Prediction Task. Link prediction is a challenging task applied in many areas like information retrieval, recommendation system, and social networks. It is used to evaluate the structure-preserving properties of embedding. We compare our method with baselines in the manner of [8]: randomly remove a fraction (= 50%) of graph edges while ensuring that the residual network is connected and then learn embeddings from the remainings. We study several binary operators in Table 2 to construct features for an edge based on its two node vectors, and then the operated feature vector for an edge is as the input to a logistic regression classifier.

4.2.1 Datasets. For the link prediction task, we use two public datasets: Facebook and ca-AstroPh as follows, details shown in Table 3.

- Facebook [10]: Facebook dataset is a social network representing a friendship relation between any two users.
- ca-AstroPh [16]: This is a collaboration network of Astrophysics which is generated from papers submitted to the arXiv.

4.2.2 Performance Evaluation. We show the values of AUC (Area Under Curve) scores (one for each binary operator) in Table 4. We have the following observations: 1) HOPE, GraRep, and LINE perform relatively worse in link prediction, as they are not good at capturing the pattern of edge existence in graphs. 2) DeepWalk and node2vec are better than other baselines. This is probably because DeepWalk and node2vec are both random walk based models, which are better at extracting proximity information among vertices. 3) reinforce2vec outperforms all the baselines in link prediction. Specifically, reinforce2vec improves AUC scores on Facebook and ca-AstroPh by 2.2% and 4.1% compared with the best baselines, respectively.

In addition to comparison with baselines, we analyze the performance for different vertex-reinforced random walk based methods on Facebook dataset. The results are shown in Table 5. Here we have the following observations: 1) All DRRW based methods (reinforce2vec-d:KL, reinforce2vec-d:JS) perform better than VRRW based method (reinforce2vec-v) under different exploration strategies. This indicates that it is reasonable and more effective to directly reinforce the convergence of the path during random walk than just use the frequency of each node. 2) Comparing methods with or without exploration, it indicates that the designed exploration ways ($\epsilon$-Greedy and UCB) can effectively help the random walk process skip out of the trap. Consequently, the whole performances improve a lot after handling the getting stuck problem. 3) For different ways of calculating convergence in DRRW, the performances of KL divergence and JS divergence are
Table 4: Area Under Curve (AUC) scores for link prediction. Comparison with baselines and our method (reinforce2vec) using binary operators: Hadamard, Average, Weighted-L1 and Weighted-L2. The definition is shown in Table 2.

| Operation | Facebook | ca-AstroPh |
|-----------|----------|------------|
|           | Hadamard | Average    | Weighted-L1 | Weighted-L2 | Hadamard | Average | Weighted-L1 | Weighted-L2 |
| Deepwalk  | 96.8     | 72.4       | 95.7        | 95.8        | 93.4     | 70.7     | 82.8        | 83.1        |
| Node2vec  | 96.8     | 72.6       | 96.0        | 96.1        | 93.7     | 72.2     | 84.7        | 84.8        |
| LINE      | 95.9     | 70.3       | 93.8        | 94.1        | 89.0     | 65.2     | 88.1        | 88.6        |
| HOPE      | 94.9     | 42.1       | 92.8        | 94.3        | 93.1     | 34.6     | 89.2        | 90.8        |
| GraRep    | 94.7     | 39.8       | 76.0        | 84.7        | 87.7     | 41.3     | 87.5        | 83.4        |
| reinforce2vec | 95.3   | 56.1       | 98.9        | 98.9        | 84.0     | 63.3     | 97.4        | 97.5        |

Gain of reinforce2vec [%] 2.2 4.1

Table 5: Performance for different variants of VRRW for link prediction on Facebook dataset.

| Variant           | Facebook | ca-AstroPh |
|-------------------|----------|------------|
| w/o exploration  | Hadamard | Average    | Weighted-L1 | Weighted-L2 | Hadamard | Average | Weighted-L1 | Weighted-L2 |
| e-Greedy          | 96.4     | 52.9       | 72.8        | 73.8        | 93.0     | 65.8     | 89.1        | 90.1        |
| CIB               | 96.2     | 54.9       | 92.4        | 94.8        | 93.5     | 34.6     | 90.2        | 90.8        |

reinforce2vec-d:KL

| Variant           | Facebook | ca-AstroPh |
|-------------------|----------|------------|
| w/o exploration  | Hadamard | Average    | Weighted-L1 | Weighted-L2 | Hadamard | Average | Weighted-L1 | Weighted-L2 |
| e-Greedy          | 96.8     | 51.2       | 62.5        | 63.4        | 93.0     | 65.4     | 90.1        | 91.1        |
| CIB               | 96.4     | 53.8       | 92.3        | 94.4        | 93.5     | 34.6     | 90.2        | 91.2        |

reinforce2vec-d:JS

| Variant           | Facebook | ca-AstroPh |
|-------------------|----------|------------|
| w/o exploration  | Hadamard | Average    | Weighted-L1 | Weighted-L2 | Hadamard | Average | Weighted-L1 | Weighted-L2 |
| e-Greedy          | 96.0     | 54.5       | 64.3        | 65.6        | 93.0     | 65.4     | 90.1        | 91.1        |
| CIB               | 95.3     | 56.1       | 98.5        | 98.9        | 93.5     | 34.6     | 90.2        | 91.2        |

Table 6: Datasets for node classification.

| Dataset   | |V| |E| Labels |
|-----------|---|---|---|-----|
| Blogcatalog | 10,312 | 333,983 | 39 | Labels |
| PPI       | 3,890 | 76,584 | 50 |
| DBLP      | 51,264 | 127,968 | 60 |

4.3 Node Classification Task. In the multi-label classification setting, every node is assigned one or more labels from a finite set. To conduct the experiment, we train reinforce2vec and baselines on the whole graph to obtain vertex representations and use a one-vs-rest logistic regression classifier as a classifier to perform node classification.

4.3.1 Datasets. We use three datasets as follows for the task of node classification, details shown in Table 6:

- BlogCatalog. BlogCatalog is a network of social relationships of the bloggers.

- Protein-Protein Interactions (PPI). PPI is a subgraph of the PPI network for Homo Sapiens. Node labels are extracted from hallmark gene sets and represent biological states.

- DBLP. DBLP is an academic citation network where authors are treated as nodes and their dominating conferences as labels.

4.3.2 Performance Evaluation. From Table 7 we can see that our proposed algorithm consistently outperforms all the baselines on BlogCatalog and PPI datasets. Specifically, reinforce2vec achieves gains of 3.1%, 4.7%, and 1.0% on Micro-F1 scores, compared with node2vec, the best baseline among three datasets. This indicates that the random walk applied in reinforce2vec is directly designed to optimize the equality of the whole path and can effectively encode the information of vertices into the learned representations. For a more fine-grained analysis, we also compare performance while varying the train-test split from 10% to 90% on both BlogCatalog and PPI datasets. For DBLP dataset, we split the dataset from 1% to 9% as training data since the performances change more obviously on less than 10% data. The results for the Micro-F1 and Macro-F1 scores are shown in Figure 3. We can also make similar observations. Overall, the performances on the task of node classification further prove that it is effective to consider a vertex-reinforced random walk for network embedding.

Furthermore, we evaluate the performance of each reinforced random walk based method using PPI dataset, shown in Table 8. We show Micro-F1 and Macro-F1 scores on the dataset with 50% of the nodes labeled for training. We achieve consistent results about the effectiveness of the exploration strategy with the experiment on the link prediction task. A different experimental result is that: on node classification task, when calculating convergence score in DRRW, it seems that JS divergence based approach (reinforce2vec-d:JS) performs slightly better than KL based approach (reinforce2vec-d:KL).

4.4 Parameter Sensitivity. Here, we evaluate how different choices of $\epsilon$ in e-Greedy exploration affect the performance of reinforce2vec on Facebook dataset for link prediction and PPI dataset for node classification. We test the influence of $\epsilon$ with $\epsilon = \{0.1, 0.3, 0.5, 0.7, 0.9, 1\}$. The results are shown in Figure 4. We get the best results when $\epsilon = 0.5$ on node clas-
Figure 3: Node classification task. Performance evaluation of different benchmarks on varying the amount of labeled data used for training. The x-axis denotes the fraction of labeled data, whereas the y-axis in the top and bottom rows denotes the Micro-F1 and Macro-F1 scores respectively.

Table 7: Micro-F1 scores for node classification on BlogCatalog, PPI datasets with 50% of the nodes labeled and DBLP with 5% of the nodes labeled for training.

| Dataset   | BlogCatalog | PPI | DBLP |
|-----------|-------------|-----|------|
| DeepWalk  | 38.2        | 21.2| 57.8 |
| node2vec  | 40.1        | 21.5| 58.1 |
| LINE      | 22.2        | 20.1| 49.6 |
| GraRep    | 33.5        | 20.5| 53.2 |
| HOPE      | 34.1        | 21.1| 56.8 |
| reinforce2vec | 41.4    | 22.5| 58.7 |

Gain of reinforce2vec[%] 3.1 4.7 1.0

Table 8: Performance for different variants of VRRW on node classification on PPI dataset with 50% of the nodes labeled for training.

| Variant            | Micro-F1 | Macro-F1 |
|--------------------|----------|----------|
| reinforce2vec-v     | 10.9     | 8.9      |
| ϵ-Greedy           | 19.0     | 16.2     |
| UCB                 | 18.9     | 16.3     |
| reinforce2vec-d:KL  | 10.9     | 9.3      |
| ϵ-Greedy           | 21.4     | 17.5     |
| UCB                 | 22.0     | 18.2     |
| reinforce2vec-d:JS  | 10.7     | 9.1      |
| ϵ-Greedy           | 21.9     | 18.3     |
| UCB                 | 22.5     | 18.6     |

Random walk based embedding methods.

Acknowledgement
This paper was supported by the HKUST-WeBank Joint Lab and the Early Career Scheme (ECS, No. 26206717) from Research Grants Council in Hong Kong.

References
[1] M. Benaïm, P. Tarres, et al., Dynamics of vertex-reinforced random walks, The Annals of Probability, 39 (2011), pp. 2178–2223.
[2] A. R. Benson, D. F. Gleich, and L. Lim, The spacey random walk: A stochastic process for higher-order data, SIAM Review, 59 (2017), pp. 321–345.
[3] B.-J. Breitkreutz, C. Stark, T. Reguly, L. Boucher, A. Breitkreutz, M. Livstone, R. Oughtred, D. H. Lackner, J. Bährer, V. Wood, et al., The biogrid interaction database: 2008 update, Nucleic acids research, 36 (2007), pp. D637–D640.
Figure 4: Performance of reinforce2vec with $\epsilon$-Greedy on varying the $\epsilon$ on PPI dataset for node classification and on Facebook dataset for link prediction.

---

[4] A. N. Burnetas and M. N. Katehakis, *Optimal adaptive policies for markov decision processes*, Mathematics of Operations Research, 22 (1997), pp. 222–255.

[5] S. Cao, W. Lu, and Q. Xu, *Grarep: Learning graph representations with global structural information*, in CIKM, 2015, pp. 891–900.

[6] H. Cho, B. Berger, and J. Peng, *Diffusion component analysis: Unraveling functional topology in biological networks*, in RECOMB, vol. 9029, Springer, 2015, pp. 62–64.

[7] D. F. Gleich, L. Lim, and Y. Yu, *Multilinear pagerank*, SIAM J. Matrix Analysis Applications, 36 (2015), pp. 1507–1541.

[8] A. Grover and J. Leskovec, *node2vec: Scalable feature learning for networks*, in SIGKDD, 2016, pp. 855–864.

[9] J. Ham, D. D. Lee, S. Mika, and B. Schölkopf, *A kernel view of the dimensionality reduction of manifolds*, in ICML, 2004.

[10] W. L. Hamilton, R. Ying, and J. Leskovec, *Representation learning on graphs: Methods and applications*, IEEE Data Eng. Bull., 40 (2017), pp. 52–74.

[11] T. H. Haveliwala, *Topic-sensitive pagerank: A context-sensitive ranking algorithm for web search*, IEEE Trans. Knowl. Data Eng., 15 (2003), pp. 784–796.

[12] Y. He, Y. Song, J. Li, C. Ji, J. Peng, and H. Peng, *Hetespacewalk: A heterogeneous spacey random walk for heterogeneous information network embedding*, arXiv preprint arXiv:1909.03228, (2019).

[13] G. Jeh and J. Widom, *Scaling personalized web search*, in WWW, 2003, pp. 271–279.

[14] T. N. Kipf and M. Welling, *Semi-supervised classification with graph convolutional networks*, in ICLR, 2017.

[15] L. Kocsis and C. Szepesvári, *Bandit based monte-carlo planning*, in ECML, 2006, pp. 282–293.

[16] J. Leskovec and A. Krevl, *Snap datasets: Stanford large network dataset collection*, 2014.

[17] L. Liu, W. K. Cheung, X. Li, and L. Liao, *Aligning users across social networks using network embedding*, in IJCAI, 2016, pp. 1774–1780.

[18] Q. Mei, J. Guo, and D. Radev, *Divrank: the interplay of prestige and diversity in information networks*, in SIGKDD, 2010, pp. 1009–1018.

[19] T. Mikolov, K. Chen, G. Corrado, and J. Dean, *Efficient estimation of word representations in vector space*, in ICLR, 2013.

[20] M. Ou, P. Cui, J. Pei, Z. Zhang, and W. Zhu, *Asymmetric transitivity preserving graph embedding*, in SIGKDD, 2016, pp. 1105–1114.

[21] L. Page, S. Brin, R. Motwani, and T. Winograd, *The pagerank citation ranking: Bringing order to the web*, tech. rep., Stanford InfoLab, 1999.

[22] R. Pemantle, *Vertex-reinforced random walk, Probability Theory and Related Fields*, 92 (1999), pp. 117–136.

[23] B. Perozzi, R. Al-Rfou, and S. Skiena, *Deepwalk: Online learning of social representations*, in SIGKDD, 2014, pp. 701–710.

[24] D. Silver, A. Huang, C. J. Maddison, A. Guez, L. Sifre, G. van den Driessche, J. Schrittwieser, I. Antonoglou, V. Panneershelvam, M. Lanctot, S. Dieleman, D. Grewe, J. Nham, N. Kalchbrenner, I. Sutskever, T. Lillicrap, M. Leach, K. Kavukcuoglu, T. Graepel, and D. Hassabis, *Mastering the game of go with deep neural networks and tree search*, Nature, 529 (2016), pp. 484–503.

[25] J. Tang, M. Qu, M. Wang, M. Zhang, J. Yan, and Q. Mei, *Line: Large-scale information network embedding*, in WWW, 2015, pp. 1067–1077.

[26] J. Tang, J. Zhang, L. Yao, J. Li, L. Zhang, and Z. Su, *Arnetminer: extraction and mining of academic social networks*, in SIGKDD, 2008, pp. 990–998.

[27] S. Volkov, *Phase transition in vertex-reinforced random walks on with non-linear reinforcement*, Journal of Theoretical Probability, 19 (2006), pp. 691–700.

[28] J. Wang, P. Huang, H. Zhao, Z. Zhang, B. Zhao, and D. L. Lee, *Billion-scale commodity embedding for e-commerce recommendation in alibaba*, in SIGKDD, 2018, pp. 839–848.

[29] J. Wu, J. He, and Y. Liu, *Imweerdle: Vertex-diminished random walk for learning imbalanced network representation*, in IEEE BigData, 2018.

[30] W. Xiao, H. Zhao, H. Pan, Y. Song, V. W. Zheng, and Q. Yang, *Beyond personalization: Social content recommendation for creator equality and consumer satisfaction*, in SIGKDD, 2019, pp. 235–245.

[31] C. Yang, M. Sun, Z. Liu, and C. Tu, *Fast network embedding enhancement via high order proximity approximation*, in IJCAI, 2017, pp. 3894–3900.

[32] R. Ying, R. He, K. Chen, P. Eksombatchai, W. L. Hamilton, and J. Leskovec, *Graph convolutional neural networks for web-scale recommender systems*, in SIGKDD, 2018, pp. 974–983.

[33] R. Zafarani and H. Liu, *Social computing data repository at asu*, 2009.

[34] D. Zhou and B. Schölkopf, *Learning from labeled and unlabeled data using random walks*, in DAGM Symposium, 2004, pp. 237–244.