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Abstract—A systematic approach to maximise estimates on the region of attraction in the exponential stabilisation of geometrically exact (nonlinear) beam models via boundary feedback is presented. Starting from recently established stability results based on Lyapunov arguments, the main contribution of the presented work is to maximise the analytically found bounds on the initial datum, for which local exponential stability is guaranteed, via search of (optimal) polynomial Lyapunov functionals using an iterative semi-definite programming approach.

I. INTRODUCTION

There is a growing interest in beam models describing the three-dimensional motions of highly-flexible light-weight structures – for instance, robotic arms [1], flexible aircraft wings [2,3] or wind turbine blades [4] –, which exhibit motions of large magnitude, not negligible in comparison with the nonlinear airfoil models, which then exhibit nonlinearities. Such models, similar to the canonical Euler-Bernoulli and Timoshenko models, are one-dimensional with respect to the spatial variable, and account for small strains. The independent variable \( x \in [0, \ell] \) ranges along the centerline of the beam, \( \ell > 0 \) being the beam’s total arclength.

In engineering applications, there is a clear need to eliminate vibrations and flutter in these structures [5,6]. This translates into the task of finding appropriate controls (here we consider boundary feedback control) to make the mathematical model describing the beam exponentially stable, relying on Lyapunov-based arguments and in a sense made clear in the following section. We will see that exponential stability may be achieved at least locally (i.e., for small initial data) due to the nonlinear nature of the system. Therefore, it becomes interesting to determine when (i.e., for which initial states of the system) one shall expect exponential decay of the solutions in the case of a freely vibrating beam – meaning that external forces such as gravity or aerodynamic forces are set to zero. In order to do so, we turn to semi-definite programming, a numerical approach which is gaining popularity in PDE analysis and control [7–9]. This is employed here to systematise the choice of Lyapunov functional, leading to sharper bounds on the recently derived region of attraction estimates for the boundary feedback stabilisation of geometrically exact beams [10].

The paper is organised as follows. Section II introduces the mathematical formulation for geometrically-nonlinear beams, while in § III a concise description of the proposed boundary feedback control strategy is given, summarising the previously found stability results. The main contribution of this work is introduced in § IV where an optimisation problem, solved iteratively using semi-definite programming and designed to maximise the region of attraction estimates, is proposed. Finally, the methodology is applied on a numerical example in § V.

NOTATION

Let us introduce some useful notation. We denote by \( | \cdot | \) and \( \langle \cdot, \cdot \rangle \) the Euclidean norm and inner product in \( \mathbb{R}^n \), and for any matrix \( M, \| M \| \) is the operator norm induced by \( | \cdot | \). The identity and null matrices are denoted by \( I_n \in \mathbb{R}^{n \times n} \) and \( 0_{n,m} \in \mathbb{R}^{n \times m} \), and we use the abbreviation \( 0_n = 0_{n,n} \). The transpose of any matrix \( M \) is denoted \( M^T \). For any \( M \in \mathbb{R}^{n \times n} \), we say that \( M \) is positive (semi-)definite, and denote it \( M \succ 0 \) (resp. \( M \succeq 0 \)) for all \( x \in \mathbb{R} \setminus \{0\} \). The set of (positive definite) diagonal matrices of size \( n \) is denoted \( \mathbb{D}^n \) (resp. \( \mathbb{D}_+^n \)). Also, for any \( Q(\cdot) \) with values in \( \mathbb{D}^{12} \), we denote by \( \{ q_i(x) \}_{i=1}^{12} \) the diagonal entries of \( Q(x) \), and write \( Q = \text{diag}(Q_-, Q_+) \) where

\[
Q_- = \text{diag}(q_1, \ldots, q_6), \quad Q_+ = \text{diag}(q_7, \ldots, q_{12}).
\] (1)

\( SO(3) \) is the set of unitary real matrices of size 3 and with a determinant equal to 1, also called rotation matrices. The cross product between any \( u, \zeta \in \mathbb{R}^3 \) is denoted \( u \times \zeta \), and we shall also write \( \tilde{u} \zeta = u \times \zeta \), meaning that \( \tilde{u} \) is the skew-symmetric matrix

\[
\tilde{u} = \begin{bmatrix}
0 & -u_3 & u_2 \\
u_3 & 0 & -u_1 \\
-u_2 & u_1 & 0
\end{bmatrix},
\]

while \( u \) is recovered by means of the operator \( \text{vec}(\cdot) \) acting on skew-symmetric matrices as follows: \( \text{vec}(\tilde{u}) = u \).
II. PROBLEM FORMULATION

Commonly, the mathematical model for geometrically exact beams is a quasilinear second-order system written in terms of the position of the beam’s centerline, \( p(x,t) \in \mathbb{R}^3 \), and the orientation of its cross sections given by the columns of the matrix \( R(x,t) \in SO(3) \), both being expressed in some fixed coordinate system such as the standard basis \( \{e_i\}_{i=1}^3 \) of \( \mathbb{R}^3 \). It is set in \((0, \ell) \times (0, T)\) and reads

\[
\begin{bmatrix}
\frac{\partial}{\partial y} & 0 \\
0 & \frac{\partial}{\partial y}
\end{bmatrix}
\begin{bmatrix}
R & 0 \\
0 & R
\end{bmatrix}
\begin{bmatrix}
M_v \\
0
\end{bmatrix} = \begin{bmatrix}
\frac{\partial}{\partial y} & 0 \\
0 & \frac{\partial}{\partial y}
\end{bmatrix}
\begin{bmatrix}
R & 0 \\
0 & R
\end{bmatrix}
\begin{bmatrix}
C^{-1} & 0 \\
0 & C^{-1}
\end{bmatrix}
\begin{bmatrix}
s \\
0
\end{bmatrix},
\]

where \( M, C \in \mathbb{R}^{6 \times 6} \) are the so-called mass and flexibility matrices, \( v(x,t) \in \mathbb{R}^6 \) contains the linear and angular velocities, and \( s(x,t) \in \mathbb{R}^6 \) contains the linear and angular strains:

\[
v = \begin{bmatrix}
\vec{R^T} \frac{\partial \vec{p}}{\partial y} \\
\vec{v}(\vec{R^T} \frac{\partial \vec{R}}{\partial y})
\end{bmatrix},
\quad
s = \begin{bmatrix}
\vec{R^T} \frac{\partial \vec{p}}{\partial y} - e_1 \\
\vec{v}(\vec{R^T} \frac{\partial \vec{R}}{\partial y}) - \gamma_c
\end{bmatrix},
\]

in which \( \gamma_c = \vec{v}(\vec{R^T} \frac{\partial \vec{R}}{\partial y}) \) is the curvature before deformation, the given matrix \( R(x) \in SO(3) \) describing the cross sections’ orientation before deformation. This system is the Geometrically Exact Beam model, due to Reissner [11], who initially derived the static formulation, and Simo [12], who extended it to the dynamic case.

The mathematical model may also be written in terms of so-called intrinsic variables: the velocities \( v \) and strains \( s \) (or equivalently velocities and internal forces and moments), which are all expressed in a moving basis attached to the beam’s centerline – namely, the basis defined by the columns of \( R \). This yields the Intrinsic Geometrically Exact Beam model, or IGEB, due to Hodges [13], which reads

\[
\frac{\partial}{\partial y} + A \frac{\partial}{\partial y} + \begin{bmatrix}
\vec{M} \begin{bmatrix}
L_1(v) & M_1 & L_2(C^{-1}s)
\end{bmatrix}
\end{bmatrix} \begin{bmatrix}
M_v \\
v
\end{bmatrix} = \begin{bmatrix}
0 \\
0
\end{bmatrix},
\]

the unknown being \( y = [v^T, s^T]^T \). Boundary conditions for (2) can be generally expressed as \( G_\partial y(x) = \beta_\partial \), with \( G_\partial \in \mathbb{R}^{6 \times 12} \), \( \beta_\partial \in \mathbb{R}^6 \) and \( x_\partial = [0, \ell] \) denoting each of the two boundaries of a beam of arc length \( \ell \). We shall henceforth focus solely on this formulation. An advantageous feature of this model is that it falls into the class of one-dimensional first-order hyperbolic systems (hyperbolic meaning that \( A \) has real eigenvalues and only twelve associated independent eigenvectors) and thus provides access to a broad mathematical literature beyond the context of beam models (e.g., [14,15]). Moreover, the IGEB model is only semilinear, with the nonlinear function \( \vec{\gamma} \) being quadratic, thus locally Lipschitz. It is defined by

\[
\vec{\gamma}(y) = \begin{bmatrix}
\begin{bmatrix}\vec{M}^{-1} L_1(v) \end{bmatrix} & \begin{bmatrix} M_1 \\ -L_2(C^{-1}s) \end{bmatrix} \\
0 & -L_1(v)^T
\end{bmatrix} \begin{bmatrix}
M_v \\
v
\end{bmatrix},
\]

for any \( u = [u_1^T, u_2^T]^T \) with \( u_i \in \mathbb{R}^3 \),

\[
L_1(u) = \begin{bmatrix}
\bar{u}_2 \\
\bar{u}_1
\end{bmatrix},
\quad
L_2(u) = \begin{bmatrix}
0 \\
\bar{u}_1
\end{bmatrix}.
\]

The matrix \( \vec{\gamma}(x) \) may not be assumed arbitrarily small, hence, not only is the linearised system not homogeneous, but also (2) cannot be seen as the perturbation of a system of conservation laws, which makes the stabilisation study challenging. Denoting \( E = L_1(\vec{\gamma}) \) with \( \vec{\gamma} = [\gamma_1, \gamma_2]^T \), one has

\[
A = \begin{bmatrix}
0 & -C^{-1}s \\
0 & -L_1(v)^T
\end{bmatrix},
\quad
\begin{bmatrix}
\vec{0} \\
\vec{E}
\end{bmatrix} = \begin{bmatrix}
0 \\
0
\end{bmatrix},
\]

The neater structure of the IGEB makes it well-suited for aeroelastic modelling and engineering, notably in the context unmanned aircraft aiming to remain airborne over large time horizons, which are consequently very lightweight and slender and exhibit great flexibility [2,16]. Furthermore, one may also see the IGEB model as the beam dynamics formulated in the Hamiltonian framework (see [17, Sections 5, 6]), leading to the study of this system from the perspective of Port-Hamiltonian Systems when taking into account the interactions of the beam with its environment (see [18]).

Remarks 2.1: We suppose that \( M \) and \( C \) are independent of \( x \), and restrict our study to beams made of an isotropic material, with constant parameters, and such that sectional principal axes are aligned with the body-attached basis:

\[
M = \rho \text{diag}(a, a, a), \quad C = \rho M^{-1} \text{diag}(E, k_2 G, k_3 G, G, E, E)^{-1},
\]

with density \( \rho > 0 \), cross section area \( a > 0 \), shear modulus \( G > 0 \), Young modulus \( E > 0 \), area moments of inertia \( I_2, I_3 \), shear correction factors \( k_2, k_3 > 0 \), and the factor \( k_1 \) that corrects the polar moment of area.

III. BOUNDARY FEEDBACK STABILISATION

To the best of our knowledge, global in time existence and uniqueness of \( C^0([0, +\infty); H^1([0, \ell]; \mathbb{R}^{12})) \) (or \( C^0([0, \ell] \times [0, +\infty]; \mathbb{R}^{12}) \)) solutions to (2) is not provided by general results present in the literature. However, for some specific closed-loop problems for (2), one may deduce well-posedness on the entire time interval, together with an exponential decay in time of the solution. Being then based on local in time solutions to (2) and on maintaining the nonlinear term to be small throughout the proof, this stability result is local, in the sense that it holds for small initial data only.

More precisely, we can stabilise the beam by applying a velocity feedback control of the form \( -\kappa \vec{v} \) at the end \( x = 0 \) (i.e., effectively a damper, where the force at the boundary is constrained to oppose velocity), with \( \kappa \in \mathbb{R}^{6 \times 6} \), while the other end is clamped. This yields the system

\[
\begin{cases}
\frac{\partial}{\partial y} + A \frac{\partial}{\partial y} + \begin{bmatrix}
\vec{M} \begin{bmatrix}
L_1(v) & M_1 & L_2(C^{-1}s)
\end{bmatrix}
\end{bmatrix} \begin{bmatrix}
M_v \\
v
\end{bmatrix} = \begin{bmatrix}
0 \\
0
\end{bmatrix} & \text{in } (0, T) \times (0, T) \\
\vec{v}(t, 0) = 0 & \text{for } t \in (0, T) \\
C^{-1} s(0, t) = -\kappa \vec{v}(0, t) & \text{for } t \in (0, T) \\
y(0, x) = y_0(x) & \text{for } x \in (0, \ell),
\end{cases}
\]

with initial datum \( y_0 = (v_0^T, s_0^T)^T \) in \( \mathbb{H}^1 \), where we henceforth use the shortened notation \( \mathbb{H}^1 = H^1(0, \ell; \mathbb{R}^{12}) \). Then, one has the following theorem.

Theorem 3.1: Assume that \( R \in C^0([0, \ell]; SO(3)) \) and \( \kappa \in \mathbb{R}^{6 \times 6} \) is symmetric positive definite. Then, the steady state \( y = 0 \) of (4) is locally \( \mathbb{H}^1 \) exponentially stable, in the sense
that there exist $\epsilon > 0$, $\alpha > 0$ and $\eta \geq 1$ such that, for all $y^0 \in H^1$ satisfying $\|y^0\|_{H^1} \leq \epsilon$ and the compatibility conditions $y^0(\ell) = 0$, $C^{-1}y^0(0) = \mathcal{R}y^0(0)$, there exists a unique global in time solution $y \in C(0, +\infty); H^1)$ to (4), and

$$\|y(t)\|_{H^1} \leq \eta e^{-\alpha t}\|y^0\|_{H^1}, \quad \text{for all } t \in [0, +\infty).$$

Theorem 3.1 is proved in [10, Th. 1.5] with more constraints on $\mathcal{R}$, but the proof is in fact easily adjusted to any positive definite symmetric $\mathcal{R}$; see also [19, Th. 2.4, Rem. 2] for the case of a general linear elastic material law (anisotropic material, beam parameters dependent on $x$). Let us now give some detail on the idea of the proof.

### A. Riemann Invariants

The fact that $A$ is hyperbolic allows us to apply a change of variable and thereby write (4) in terms of the so-called Riemann invariants (or diagonal or characteristic form), a form in which the stability analysis is simplified. Applying the change of variables

$$r = Ly \quad \text{with} \quad L = \begin{bmatrix} I & D \\ -D & I \end{bmatrix}, \quad D = (MC)^{-1/2},$$

to (4), for $D = \text{diag}(-D, D), B = LBL^{-1}, g(r) = L\mathcal{R}(L^{-1}r), \text{and } \mathcal{R} = (MD + \mathcal{R})^{-1}(MD - \mathcal{R}),$ one obtains

$$\begin{align*}
\partial_t r + D\partial_r r + B(x)r &= g(r) \quad \text{in } (0, \ell) \times (0, T), \\
r_-(t, t) &= -r_+(t, t) \quad \text{for } t \in (0, T), \\
r_+(0, t) &= \mathcal{R}r_-(0, t) \\
r(x, 0) &= r^0(x) \quad \text{for } x \in (0, \ell),
\end{align*}$$

(5)

with initial datum $r^0 = Ly^0$. In line with the sign of the diagonal entries of $D$, we denote $r = (r^1, r^2)^T$ with $r_-$ and $r_+$ being the first and last six components of $r$, respectively.

From the relationship between $g$ and $\mathcal{R}$, and the definition of the latter, one can deduce that the components of $g$ also write as $g_i(r) = \langle r, G^i \rangle$ where each $G^i \in \mathbb{R}^{12 \times 12}$ is a specific symmetric matrix dependent on the beam parameters. We then define the constant $C_G > 0$ by $C_G = \sum_{i=1}^{12}\|G^i\|^2$. We also define $C_B > 0$, characterising the linear lower order term, by $C_B = \max_{x \in [0, \ell]} \|B(x)\|$.

### B. Lyapunov Functional

One may equivalently study this stability problem for (4) or for its diagonal form (5). Among the methods commonly used to study stability, a so-called $H^1$ quadratic Lyapunov functional is used in [10,19], namely a functional of the form

$$\mathcal{L}(r) = \frac{1}{2}\int_0^\ell \left\langle \partial_t^T r(x, t), Q\partial_t^T r(x, t) \right\rangle dx$$

(6)

for some $Q = Q(x) \in \mathbb{R}^{12 \times 12}$ and $t \in [0, T]$, which is equivalent to the squared $H^1$ norm of $r(\cdot, t)$ and has an exponential decay with respect to time, as long as the solution $r$ to (5) is in some ball of $C^0((0, \ell) \times [0, T]; \mathbb{R}^{12})$.

For one-dimensional first-order hyperbolic systems, Bastin and Coron [20] have systematised the search of such functionals and given sufficient criteria for their existence. More precisely, it is sufficient to find a matrix-valued function $Q$ fulfilling a series of matrix inequalities that involve both the coefficients appearing in the governing equations and the boundary conditions (and thus, the feedback control). For System (4), their result yields the following theorem (see [10, Prop. 3.1]).

**Theorem 3.2:** If there exists $Q \in C^1([0, \ell]; \mathbb{R}^{12})$ with

$$Q_+(t) - Q_-(t) \geq 0, \quad (7a)$$

$$Q_-(0)D - \mathcal{R}_1Q_+(0)D\mathcal{R}_1 \geq 0, \quad (7b)$$

and

$$-\frac{d}{dt}Q(x)D + Q(x)B(x) + B(x)^TQ(x) > 0, \quad (7c)$$

for any $x \in [0, \ell]$, then the steady state $\gamma \equiv 0$ of (4) is locally $H^1$ exponentially stable.

For any given $Q$ as in Theorem 3.2 we define the constants $C_\gamma, C_Q > 0$ as follows:

$$C_Q = \max_{x \in [0, \ell], 1 \leq i \leq 12} q_i(x), \quad (\min_{x \in [0, \ell], 1 \leq i \leq 12} q_i(x))^{-1} \quad \text{and, } \quad \left(\mathcal{L}(x)\right)_{\gamma} = \min_{\mathcal{S}(x)}$$

where $\mathcal{S}(x)$ denotes the smallest eigenvalue of $\mathcal{S}(x)$.

### C. Region of Attraction

Going through the proof of Theorem 3.2 while keeping track of the constants, one can show that for any given $Q$ fulfilling the assumptions of Theorem 3.2, the constants $\varepsilon, \alpha > 0$ and $\eta \geq 1$ introduced in Theorem 3.1 may be chosen as follows. The bound on the initial datum has the form

$$\varepsilon = \|L\|^{-1} \min \left\{ \frac{\delta}{2 \alpha}, \frac{\delta_0}{\eta} \right\},$$

(8)

where $C_1 > 0$ is the constant coming from the standard Sobolev inequality $\|\phi\|_{C^1([0,\ell];\mathbb{R}^{12})} \leq C_1 \|\phi\|_{H^1}$ (see [21, Th. 5, Sec. 5.6]). In fact, the proof of Theorem 3.2 consists in first showing that, at least on a small time interval, there exists a unique solution to (5) (see [20, Th. 10.1]), before extending this solution for all times by means of the Lyapunov functional $\mathcal{L}$ (see (6)). While the appearance of the constant $\delta_0 > 0$ is due to the aforementioned existence and uniqueness result, the constant $\delta > 0$ is directly related to the decay of $\mathcal{L}$ and, thereby, to the feedback control. Therefore, the latter will be the main focus of our work. To be more precise, $\delta$ can be chosen as any positive number such that

$$\alpha := \frac{1}{4}C_Q(C_\gamma - 4C_QC_\gamma \delta) > 0$$

(9)

holds, where $\alpha > 0$ is then the exponential decay of the solution. Note that there is a competition in (9) between the exponential decay and $\delta > 0$, and that the constant $C_\gamma$ depends on $Q$. Finally, $\eta \geq 1$ is given by

$$\eta = C_Q (2C_B(\delta_1 + 1)) \|L\|\|L^{-1}\|$$

(10)

where $C_B(\delta) > 0$ is defined by

$$C_B(\delta) = \max \left\{ \|D\|, \|D\|^{-1}, (C_B + C_\delta \delta), \frac{C_B + C_\delta \delta}{\|D\|} \right\}.$$
In view of this, our aim in what follows, is to go beyond the specific Lyapunov functional found in [10,19], and look for an optimal functional, in the form of polynomials, such that the bound constraining the size of the initial datum is maximised.

**Remark 3.3:** The ratio \( \frac{\delta}{\alpha} \), which is the part of \( \varepsilon \) of interest here, is a monotonic increasing function for \( \delta > 0 \). This can be seen in Fig. 1, where this relationship has been portrayed for the case \( ||D|| > 1 \) (but equally valid otherwise).

**IV. BOUND OPTIMISATION VIA SEMI-DEFINITE PROGRAMMING**

**A. Optimal Problem Definition**

As discussed above, the objective of the optimisation is to enlarge the region of attraction, which is bounded by the previously introduced constant \( \varepsilon \), by appropriate choice of the Lyapunov weighting and feedback matrices \( Q(x) \) and \( \kappa \). The proposed optimisation is independent of the beam’s geometrical and material properties, and hence the constants \( C_1, C_B \) and \( C_\alpha \) are assumed to be fixed known values. Therefore, the only constants which depend upon choice of \( Q(x) \) are \( C_Q \) and \( C_\gamma \). Injecting the definition of \( \delta \) provided by (9) into (8), and making use of the definitions (10)-(11), we obtain an upper bound for \( \varepsilon \):

\[
\varepsilon \leq \frac{1}{4C_1C_\gamma L^2 ||L||^{-1}} \left( \frac{C_\gamma}{C_Q^2} \frac{C_\gamma}{C_Q^3} - 2\alpha \right),
\]

where we recall that \( \alpha > 0 \). Thus we will maximise the ratio \( C_\gamma/C_Q^2 \) in order to maximise the region of attraction estimate. It has been made obvious that for given structural and geometrical properties, the bound on the initial datum (i.e., the size of the region of attraction) is maximised by making \( C_\gamma \) as large possible and choosing \( C_Q \) as close to one as possible. These two choices are in direct competition, as dictated by inequalities (7), and hence optimality is sought as proposed in the next section by employing a semi-definite programming approach.

**B. Proposed Semi-Definite Program**

In the following, we consider the constant properties scenario, although the presented arguments can be directly generalised to the varying properties case if the property distributions are described, or can be well approximated, by polynomials of arbitrary degree. We rewrite the stability conditions (7) on the Lyapunov weighing matrix \( Q(x) \) as conditions for non-negativity, suitable for semidefinite programming (SDP), of the following matrix expressions, with \( 0 < \varepsilon_1, \varepsilon_2 \ll 1 \) (i.e., numerical artefacts used to obtain non-strict inequalities and can be made arbitrarily small):

\[
\begin{align*}
Q_{\varepsilon} - \varepsilon_1 I_{12} &\succeq 0, \quad \forall x \in [0,\ell], \\
-\frac{\partial}{\partial x} QD + QB + B^TQ - \varepsilon_1 I_{12} &\succeq 0, \quad \forall x \in [0,\ell], \\
Q_+(\ell) - Q_-(\ell) &\succeq 0, \\
Q_-(0)D - \kappa^TQ_+(0)D\kappa &\succeq 0,
\end{align*}
\]

where the explicit dependence of the matrices \( Q \) and \( B \) on the spatial variable \( x \) is not shown to alleviate notation.

We follow by defining each of the diagonal entries \( \{q_i\}_{i=1}^{12} \) of \( Q \) (see (5)) as polynomials in \( x \) with arbitrary degree \( n, q_i(x) = p_n(x) \). Since \( \kappa \) is a decision variable, condition (13b) introduces cubic terms (leading to a non-convex problem), however a Schur complement argument is employed to obtain an equivalent convex condition. Defining \( \tilde{\kappa} = (Q_+(0)D)^2 \kappa \) and using the generalised s-procedure [22] with the simple quadratic function \( J_f(x) = x(x - \ell) \), used to verify set containment, we finally write (13) as

\[
\begin{align*}
Q_{\varepsilon} - \varepsilon_1 I_{12} + s_1(x)J_f(x)I_{12} &\succeq 0, \quad (14a) \\
-\frac{\partial}{\partial x} QD + QB + B^TQ - \varepsilon_2 I_{12} + s_2(x)J_f(x)I_{12} &\succeq 0, \quad (14b) \\
Q_+(\ell) - Q_-(\ell) &\succeq 0, \\
\begin{bmatrix}
I_n & -\tilde{\kappa} \kappa^T \\
\kappa \tilde{\kappa} & -Q_-(0)D_0
\end{bmatrix} &\succeq 0. \quad (14d)
\end{align*}
\]

Here, \( s_1(x), s_2(x) \in \Sigma(x) \) are nonnegative polynomials \( \Sigma(x) \) is used to denote the set of all sum of squares polynomials in \( x \). Hence, local exponential stability of (4) is guaranteed if (14) is feasible. Feasibility of (14) has been rigorously shown in [10] for particular weighting matrices constrained to be of the form \( Q = \frac{1}{2} \text{diag}(f \mathbf{M}, (2f(L) - f) \mathbf{M}) \) for some \( f \in C^1([0,\ell]) \) fulfilling a series of properties. The function \( f \) found in [10] is not polynomial. One may also use [10, (3.21)-(3.23)] to uncover an appropriate polynomial \( f \) provided, however, that its degree is large enough (depending on the beam parameters and \( \mathbf{E} \)). Here, we consider more general polynomial weighting matrices, whose diagonal entries may be chosen independently from one another, thus having the potential to fulfil the desired stabilisation task with smaller polynomial degree and to lead to a larger decay/region of attraction relying on semi-definite programming.

As previously discussed, maximising the region of attraction has been reduced to the maximisation of the ratio \( C_\gamma/C_Q^2 \), however an iterative approach is considered, where at each iteration \( C_\gamma \) is minimised for fixed maximum and minimum eigenvalues of \( Q \) (which determine the constant \( C_Q \)). To achieve this, the following additions to (14) are considered to set up the SDP optimisation problem.

**Maximising \( C_\gamma \).** This can be achieved by imposing the following maximisation problem.

\[
\max_\beta \beta
\]
problem and constraints, the general SDP optimisation problem can now be defined

\[ \beta \geq \varepsilon_3. \]

**Bounds on \( C_\mathcal{Q} \).** This is enforced by adding the following constraints on the smallest and largest eigenvalues of \( Q(x) \)

\[ Q - \beta I_{12} \succeq 0, \quad \forall x \in [0, \ell], \]
\[ \nu I_{12} - Q \succeq 0, \quad \forall x \in [0, \ell], \]
\[ 0 \leq \gamma \leq \nu. \]

Gathering the previous additional maximisation subproblem and constraints, the general SDP optimisation problem can now be defined

\[
\begin{align*}
\min_{\beta, I(x), q_i(x), \kappa} & -\beta \\
\text{s.t.} & \quad \frac{d}{dt} \begin{bmatrix} Q \quad Q \end{bmatrix} + B^T Q - \beta I_{12} \succeq 0, \\
& \quad Q - \beta I_{12} \succeq 0, \quad \forall x \in [0, \ell], \\
& \quad \nu I_{12} - Q \succeq 0, \quad \forall x \in [0, \ell], \\
& \quad 0 \leq \gamma \leq \nu.
\end{align*}
\]

Note that the positivity condition on the coefficients \( Q(x) \) in (13) has been made redundant by conditions (15e) and (15f).

Then, upon solution of (15) for fixed \( \gamma, \nu \) a value of the ratio \( C_\mathcal{Q} / C_\mathcal{Q}^2 \) is obtained. Therefore, an iterative solution approach to find the optimal \( C_\mathcal{Q} / C_\mathcal{Q}^2(\gamma, \nu) \) is employed, where each step will require solving for (15).

**V. NUMERICAL RESULTS**

A numerical case to exemplify the proposed approach is performed on a beam with unitary structural and geometrical properties, that is, a beam with the following characteristics.

| TABLE I | STRUCTURAL AND GEOMETRICAL PROPERTIES |
|---------|----------------------------------------|
| property                          | symbol | value |
| mass per unit length              | \( p_a \) | 1kgm⁻¹ |
| area moments of inertia           | \( I_2, I_3 \) | 1kgm² |
| axial stiffness                   | \( E_a \) | 1N   |
| shear stiffness                   | \( G_a \) | 1N   |
| torsional stiffness               | \( G(I_2 + I_3) \) | 1Nm² |
| bending stiffness                 | \( E_2, E_3 \) | 1Nm² |
| polar moment of area correction   | \( k_1 \) | 1    |
| shear correction factors          | \( k_2, k_3 \) | 1    |
| beam length                       | \( l \) | 1m   |

The optimisation problem (15) has been implemented in Matlab using the toolbox SOSTOOLS [23] and the solver CDS [24]. Polynomials of degree \( p = 4 \) are chosen to define the diagonal entries \( q_i(x) \) of the weighing matrix \( Q(x) \) and the non-negative functions \( s_1(x) \), \( s_2(x) \), \( s_3(x) \) employed to verify set containment, which provide a good trade-off in terms of computational complexity of the underlying semi-definite problems.

The search for the optimal pair \((\gamma, \nu)^*\) which maximises the ratio \( C_\mathcal{Q} / C_\mathcal{Q}^2 \) is performed using Matlab’s in-built optimisation function *fminunc*. Despite the presence of constraint (15b), it has been found that, in practice, this condition is satisfied throughout the entire iterative process and hence the simpler unconstrained optimisation scenario is considered. The optimal pair has been found to be \((\gamma, \nu)^* = (0.5823, 1.7173)\), resulting in constants \( C_\mathcal{Q} = 0.3380 \) and \( C_\mathcal{Q} = 1.7173 \) yielding a ratio \( C_\mathcal{Q} / C_\mathcal{Q}^2 = 0.1146 \). The entries of the Lyapunov functional weighing matrix (9) along the spatial coordinate \( x \) are displayed in Fig. 2 where blue lines are used for the \( q_{1_i} \) entries and red for the \( q_{2_i} \).

Fig. 2 also shows the smallest eigenvalue of the matrix \( S \) along the spatial coordinate \( x \) for the optimal pair \((\gamma, \nu)^*\), whose minimum defines the constant \( C_\mathcal{Q} \). The obtained
optimal feedback matrix is
\[ \bar{\kappa} = \text{diag}(1.0079, 0.8725, 0.8549, 1.4397, 0.8530, 0.8528). \]

The value of the constant \( \delta \) is given by (9) together with our choice for \( 0 < \alpha < \frac{1}{4} C / C_{Q} \). Given that the structural properties are known and fixed, the constant \( \eta \) is readily available from (10) and hence the bound on the region of attraction is finally obtained from (12). In the limit \( \alpha = 0 \), our numerically found bound is \( \varepsilon < 0.0095 \). The sensitivity of the numerical results to the polynomial degree has been observed to be rather low, since the optimal pair \( (\gamma, \nu) \) produce very similar solutions to (15) for both lower and higher polynomial degrees (2 and 6).

The ratio \( C_j / C_0 \), and consequently the bound on the region of attraction \( \varepsilon \), shows a strong dependence on the choice of \( Q(x) \) and the imposed constraints on \( Q(x) \) introduced by the constants \( (\gamma, \nu) \), which justifies the need for exploration of a suitable weighing matrix to enlarge the region from which solutions are expected to decay exponentially. This is clearly shown in Fig. 3 where the ratio \( C_j / C_0^2 \) has been plotted for a range of \( (\gamma, \nu) \), obtained through a sweep over 20 different values for each constant around the optimum.

VI. CONCLUSIONS

An optimisation method to obtain sharper bounds on the region of attraction for the exponential stabilisation of geometrically exact beams via boundary feedback has been demonstrated. This strategy, based on semi-definite programming, introduces a systematic approach to select Lyapunov functionals which gives a better insight on the size of initial datum leading to exponential decay of solutions. The proposed method can equally be applied to more general, spatially varying mass and flexibility matrices, relying on an equivalent theoretical proof, with the (physical) constraint that they are symmetric positive definite matrices.

This methodology is, however, still restricted to the small initial datum scenario, since the established stability results rely on the dominance of the linear subsystem over the nonlinear terms. Besides, control laws necessary to achieve stability under these results are required to provide feedback on all degrees of freedom. A future line of investigation to overcome these limitations and to explore for more general stability or boundedness results is to consider directly the inequality \( \partial_t \mathcal{L} + \alpha \mathcal{L} \leq 0 \), for some \( \alpha > 0 \). The use of semi-definite programming tools on this full (nonlinear) expression offers a viable alternative to comprehend and estimate the role of nonlinear couplings in stability analysis, which is an intractable task if only analytical tools are considered.
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