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Abstract

This paper investigates theoretical properties of subsampling and hashing as tools for approximate Euclidean norm-preserving embeddings for vectors with (unknown) additive Gaussian noises. Such embeddings are sometimes called Johnson-lindenstrauss embeddings due to their celebrated lemma. Previous work shows that as sparse embeddings, the success of subsampling and hashing closely depends on the $l_\infty$ to $l_2$ ratios of the vector to be mapped. This paper shows that the presence of noise removes such constraint in high-dimensions, in other words, sparse embeddings such as subsampling and hashing with comparable embedding dimensions to dense embeddings have similar approximate norm-preserving dimensionality-reduction properties. The key is that the noise should be treated as an information to be exploited, not simply something to be removed. Theoretical bounds for subsampling and hashing to recover the approximate norm of a high dimension vector in the presence of noise are derived, with numerical illustrations showing better performances are achieved in the presence of noise.

1 Introduction

Dimensionality reduction that approximately preserves Euclidean distances is a key tool used in many algorithms [14, 6]. A fundamental result is the Johnson-Lindenstrauss Lemma.

Lemma 1.1 (JL Lemma [17, 10]). Given a fixed, finite set $Y \subseteq \mathbb{R}^n$, $\epsilon_S, \delta_S > 0$, let $S \in \mathbb{R}^{m \times n}$ have entries independently distributed as the normal $N(0, n^{-1})$, with $m = O \left( \epsilon_S^2 \log \left( \frac{|Y|}{\delta_S} \right) \right)$ and where $|Y|$ refers to the cardinality of the set $Y$. Then we have, with probability at least $1 - \delta_S$, that

$$
(1 - \epsilon_S) \|y\|_2^2 \leq \|Sy\|_2^2 \leq (1 + \epsilon_S) \|y\|_2^2 \quad \text{for all } y \in Y.
$$

The target dimension $m$ is known to be optimal [19, 16].

However, the density of Gaussian matrices results in relatively large computational costs, both in terms of evaluating the matrix-vector product, or in terms of evaluating the vector itself, when the entries of the vector need to be computed from expensive computational procedures. To alleviate these deficiencies, subsampling techniques [11] and sparse random matrix ensembles [7] have been proposed as alternatives for computational efficiency; the former consists of applying matrices with 1 non-zeros per row at a column uniformly chosen at random, and the latter consists of $s$-hashing matrices with $s$ (fixed) non-zeros per column, at random rows, $s \geq 1$. Nevertheless, without data-specific assumptions, subsampling fails to give an approximate norm preserving embedding in general, and $s$-hashing can only succeed with a relatively large $s$, as shown by the lower bound in [20, 21].

Real data, however, tend to be corrupted by random noises. Therefore the pathological example mentioned in [5], and the lower bound in [21] may not apply when we consider an alternative data model, namely, each data input $x$ comes with Gaussian noise. This framework was similar to
the smoothed analysis of algorithmic complexities for the simplex algorithm [24]. Specifically, we consider our inputs as
\[ \tilde{x} = x + \sigma \|x\|_2 r, \]  
where \( x, r \in \mathbb{R}^n \), \( \sigma > 0 \), and \( r \) have i.i.d. entries distributed as \( N(0, 1) \).

We show, under this noisy data model, that we can not only embed noisy vector \( \tilde{x} \) using subsampling or hashing matrices with significantly smaller embedding dimensions while approximately preserving \( \|\tilde{x}\|_2 \), but since \( \|\tilde{x}\|_2 \) is intimately connected to \( \|x\|_2 \), we can simultaneously approximately recover \( \|x\|_2 \), thus removing the noise. The combination of these two insights results in the surprising fact that when noise is present, approximate norm-preserving embedding becomes more efficient, due to the fact that the noise is correlated with our target – the norm of the vector, and therefore we take advantage of the presence of the noise.

A major innovation in this paper consists of proposing to consider embedding properties in a noisy input regime. We derive the following main result, which shows that the very sparse 1-hashing matrices have a comparable embedding property as Gaussian matrices in a high-dimensional, noisy input setting. The following expression will be needed in our results,
\[ \tilde{\nu}(\epsilon_S, \delta_S) := C_2 \sqrt{\epsilon_S} \min \left( \frac{\log(E/\epsilon_S)}{\log(1/\delta_S)}, \sqrt{\frac{\log(E)}{\log(1/\delta_S)}} \right), \]  
where \( \epsilon_S, \delta_S \in (0, 1) \) and \( E, C_2 > 0 \).

**Theorem 1.1.** Let \( n \in \mathbb{N}^+, \epsilon, \epsilon_S, \delta_S \in (0, 1) \), \( t, \sigma, C_1 > 0 \) with \( 2\sigma t < 1 \). Suppose that \( n \geq n_0 \), where
\[ n_0 = \frac{\left( \nu(x) + \sigma \sqrt{2C_1 \log(2n)} \right)^2}{\sigma^2 (1 - \epsilon)} - 1 + \frac{2\sigma t}{1 + \sigma^2 n}. \]  
Then given a fixed vector \( x \in \mathbb{R}^n \), let \( S \in \mathbb{R}^{m \times n} \) be a 1-hashing matrix, with \( m = O \left( \epsilon_S^2 \log \left( \frac{1}{\delta_S} \right) \right) \), with probability at least \( \left( 1 - 2e^{-\frac{\epsilon_S^2 n}{2}} - 2e^{-\epsilon^2 / 2} - \left( \frac{1}{2n} \right)^{C_1-1} \right) (1 - \delta_S) \), we have that
\[ (1 - \epsilon_S) \left( 1 - \frac{\epsilon_S^2 n + 2\sigma t}{1 + \sigma^2 n} \right) \|x\|_2^2 \leq \|S\tilde{x}\|_2^2 \leq (1 + \epsilon_S) \left( 1 + \frac{\epsilon_S^2 n + 2\sigma t}{1 + \sigma^2 n} \right) \|x\|_2^2, \]  
where \( \tilde{x} \) is defined in (1.2) and \( r \) in (1.2) is independent of \( S \).

In addition, we derive results for using subsampling techniques in a noisy data setting. Subsampling a vector (with rescaling) is equivalent to applying a (scaled) sampling matrix.

**Definition 1.1.** We define \( S \in \mathbb{R}^{m \times n} \) to be a scaled sampling matrix if, independently for each \( i \in [m] \), we sample \( j \in [n] \) uniformly at random and let \( S_{ij} = \sqrt{\frac{n}{m}} \).

**Theorem 1.2.** Let \( n \in \mathbb{N}^+, \epsilon, \epsilon_S, \delta_S \in (0, 1) \), \( t, \sigma, C_1 > 0 \) with \( 2\sigma t < 1 \). Then given a fixed vector \( x \in \mathbb{R}^n \), let \( S \in \mathbb{R}^{m \times n} \) be a scaled sampling matrix (Definition 1.1), with
\[ m = 2\epsilon_S^{-2} \log \left( \frac{1}{\epsilon_S} \right) \frac{\left( \nu(x) + \sigma \sqrt{2C_1 \log(2n)} \right)^2}{\left( \sigma^2 + n^{-1} \right) \left( 1 - \frac{\epsilon_S^2 n + 2\sigma t}{1 + \sigma^2 n} \right)}, \]  
with probability at least \( \left( 1 - 2e^{-\frac{\epsilon_S^2 n}{2}} - 2e^{-\epsilon^2 / 2} - \left( \frac{1}{2n} \right)^{C_1-1} \right) (1 - \delta_S) \), we have that
\[ (1 - \epsilon_S) \left( 1 - \frac{\epsilon_S^2 n + 2\sigma t}{1 + \sigma^2 n} \right) \|x\|_2^2 \leq \|S\tilde{x}\|_2^2 \leq (1 + \epsilon_S) \left( 1 + \frac{\epsilon_S^2 n + 2\sigma t}{1 + \sigma^2 n} \right) \|x\|_2^2, \]  
where \( \tilde{x} \) is defined in (1.2) and \( r \) in (1.2) is independent of \( S \).

The proofs of the above results are contained in Section 2.
1.1 Related work

The key concept in the Johnson-Lindenstrauss Lemma is the Johnson-Lindenstrauss (JL) embedding.

**Definition 1.2 (JL embedding [27]).** An $\epsilon$-JL embedding for a set $Y \subseteq \mathbb{R}^n$ is a matrix $S \in \mathbb{R}^{m \times n}$ such that

$$(1 - \epsilon)\|y\|_2^2 \leq \|Sy\|_2^2 \leq (1 + \epsilon)\|y\|_2^2 \quad \text{for all } y \in Y. \quad (1.8)$$

Oblivious embeddings are matrix distributions such that given any subset/column subspace of vectors in $\mathbb{R}^n$, a random matrix drawn from such a distribution is an embedding for these vectors with high probability. We let $1 - \delta \in [0, 1]$ denote any success probability of an embedding.

**Definition 1.3 (Oblivious embedding [27, 22]).** A distribution $S$ on $S \in \mathbb{R}^{m \times n}$ is an $(\epsilon, \delta)$-oblivious embedding if given a fixed/arbitrary set of vectors, we have that, with probability at least $1 - \delta$, a matrix $S$ from the distribution is an $\epsilon$-embedding for these vectors.

Since the celebrated Johnson and Lindenstrauss Lemma, a line of work starts on improving the computational efficiency of oblivious JL-embeddings. Using sparse Gaussian matrices with fixed density was proposed in [1], using a fast Fourier transform-based embedding was proposed in [2]. Using 1-hashing matrices was proposed as a feature hashing technique in [26], which is a special case of s-hashing matrices, defined as

**Definition 1.4.** [7] $S \in \mathbb{R}^{m \times n}$ is a s-hashing matrix if independently for each $j \in [n]$, we sample without replacement $i_1, i_2, \ldots, i_s \in [m]$ uniformly at random and let $S_{i,j} = \pm 1/\sqrt{s}$ for $k = 1, 2, \ldots, s$.

It follows that when $s = 1$, $S \in \mathbb{R}^{m \times n}$ is a 1-hashing matrix if independently for each $j \in [n]$, we sample $i \in [m]$ uniformly at random and let $S_{i,j} = \pm 1$. The analysis for a general $s$ was done by [18, 8], and a lower bound is found in [20].

Data-dependent analysis for 1-hashing matrices, specifically, analysis for embedding vectors with small $l_\infty$ to $l_2$ norm ratios are found in [9, 13]. The $l_\infty$ to $l_2$ norm ratio quantifies the non-uniformity of entries.

**Definition 1.5 (Non-uniformity of a vector).** Given $x \in \mathbb{R}^n$, the non-uniformity of $x$, $\nu(x)$, is defined as

$$\nu(x) = \frac{\|x\|_\infty}{\|x\|_2}. \quad (1.9)$$

[13] shows that 1-hashing matrices is an oblivious JL-embedding for vectors with sufficiently small $\nu$. Data-dependent analysis for s-hashing matrices is recently done in [15].

The smoothed complexity idea was proposed by [24] in the context of the simplex algorithm, a long-standing puzzle for which is its exponential worst-case complexity and its excellent practical performance. The authors in [24] defines the smoothed complexity of the simplex algorithm as

$$C_{\text{smooth}}(n, \sigma) = \max_x \mathbb{E}_{r \in X_n} T(x + \sigma \|x\|_2 r), \quad (1.10)$$

where $X_n$ is a chosen distribution for the input to the simplex algorithm $x$, and $\sigma$ is a typically small constant modeling the noise in the actual input. Smoothed analysis has been applied extensively in algorithmic analysis and computer science, see [3] for application to the $k$-means method, [4] for application to tensor decompositions, and [12] for application to the local search method.

In this work, we apply the noisy model of smoothed analysis to JL-embeddings, and show 1-hashing matrices and scaled sampling matrices have comparable dimensionality reduction properties to the Gaussian matrices in this setting, while being more computationally efficient.

\footnote{The random signs are so as to ensure that in expectation, the matrix $S$ preserves the norm of a vector $x \in \mathbb{R}^n$.}
2 Proof of the main result

We first state some familiar results in high-dimensional probability. For more details, see [25].

The maximum of a sequence of independent Gaussian  The first lemma we will use concerns the maximum of a sequence of independent standard normal random variables.

Lemma 2.1. Let \( Z_n = \max\{|X_1|, |X_2|, \ldots, |X_n|\} \) where \( X_i \) are \( N(0, 1) \), then we have, for \( t > 0 \),

\[
\mathbb{P}(Z_n \geq t) \leq 2ne^{-t^2/2}.
\]

So for any constant \( C_1 \), by choosing \( t = \sqrt{2C_1} \log(2n) \), we have \( \mathbb{P}(Z_n \geq t) \leq \left( \frac{1}{2n} \right)^{C_1-1} \).

Proof. Let \( X \) be \( N(0, 1) \), then for \( t > 0 \), the well-known Gaussian tail bound gives

\[
\mathbb{P}(X \geq t) \leq e^{-t^2/2}.
\]

Therefore by symmetry, we have that

\[
\mathbb{P}(|X| \geq t) \leq 2e^{-t^2/2}.
\]

Taking a union bound gives (2.1).

Concentration bound for the 2-norm of a Gaussian vector  The next standard lemma bounds the norm of a high-dimensional Gaussian vector.

Lemma 2.2. Let \( r_n \in \mathbb{R}^n \) with each entry i.i.d. \( N(0, 1) \), using a Chernoff-type bound, we have (see [23], (4.4.13), or [25]),

\[
\mathbb{P}\left(n(1-\epsilon) \leq \|r_n\|_2^2 \leq n(1+\epsilon) \right) \geq 1 - 2e^{-\frac{n\epsilon^2}{12}},
\]

for any \( \epsilon \in (0, 1) \).\(^2\)

2.1 The relationship between the norm of a noisy vector and the norm of the original vector

In this subsection, we show that the norm of a noisy vector enables us to approximately compute the norm of the original vector.

Lemma 2.3. Let \( \epsilon \in (0, 1), t > 0 \). Let \( x \in \mathbb{R}^n \), \( \tilde{x} \) be defined in (1.2). Suppose that \( 2\sigma t < 1 \). Then with probability at least \( 1 - 2e^{-n\epsilon^2/12} - 2e^{-t^2/2} \), we have that

\[
(1 + \sigma^2 n) \left(1 - \frac{\epsilon \sigma^2 n + 2\sigma t}{1 + \sigma^2 n} \right) \|x\|_2^2 \leq \|\tilde{x}\|_2^2 \leq (1 + \sigma^2 n) \left(1 + \frac{\epsilon \sigma^2 n + 2\sigma t}{1 + \sigma^2 n} \right) \|x\|_2^2 .
\]

Proof. We have that

\[
\|\tilde{x}\|_2^2 \leq \|x\|_2^2 + \sigma^2 \|x\|_2^2 \|r\|_2^2 + 2\sigma \|x\|_2^2 \left( \frac{x}{\|x\|_2}, r \right),
\]

where \( r \) has i.i.d. \( N(0, 1) \) entries and \( \left( \frac{x}{\|x\|_2}, r \right) \) is distributed as \( N(0, 1) \). Therefore, applying Lemma 2.1 (with \( n = 1 \)) and Lemma 2.2 with the union bound gives the conclusion.

Remark 1. \( 2\sigma t < 1 \) typically holds because \( \sigma \) is typically much less than 1 while \( t \) can be taken as an \( O(1) \) constant.

\(^2\)The constant 12 is not optimal, but a different constant here does not affect the conclusions of this paper.
2.2 A bound of non-uniformity \( \nu \) for a noisy high-dimensional vector

In this subsection, we state and prove a key result concerning the non-uniformity \( \nu \) of a noisy vector \( \tilde{x} \).

Lemma 2.4. Let \( x \in \mathbb{R}^n \), and \( \tilde{x} \) be defined in (1.2). Then with probability at least

\[
1 - 2e^{-\frac{\nu^2}{2}} - 2e^{-t^2/2} - \left( \frac{1}{2n} \right)^{C_1-1},
\]

we have that simultaneously, (2.4) holds and

\[
\nu(\tilde{x}) \leq \nu(x) + \sigma \sqrt{2C_1 \log(2n)} \sqrt{(1 + \sigma^2 n) \left(1 - \frac{\sigma^2 n + 2\sigma}{1 + \sigma^2 n} \right)}.
\]

where \( \nu \) is defined in Definition 1.5.

Proof. We have that, with \( x \in \mathbb{R}^n \), \( r \) be a \( n \)-dimensional Gaussian vector with entries independent \( N(0,1) \), \( \sigma > 0 \),

\[
\nu(\tilde{x})^2 = \frac{\|x + \sigma \| x \|_2 r \|_2^2}{\| \tilde{x} \|_2^2} \leq \frac{(\|x\|_\infty + \sigma \| x \|_2 \| r \|_\infty)^2}{\| \tilde{x} \|_2^2} \leq \frac{(\nu(x) + \sigma \| r \|_\infty)^2}{\| \tilde{x} \|_2^2 / \| x \|_2^2}.
\]

Applying Lemma 2.3 and Lemma 2.1 with the union bound gives the desired result. \( \square \)

2.3 Proof of Theorem 1.1

The following technical lemma by Frenksen, Kamma, and Larsen is crucial to our result. Its proof can be found in their paper [13].

Lemma 2.5 ([13], Theorem 2). Suppose that \( \epsilon_S, \delta_S \in (0,1) \), and \( E \) satisfies

\[
C \leq E < \frac{2}{\delta_S \log(1/\delta_S)}.
\]

Then, for any \( x \in \mathbb{R}^n \) with

\[
\nu(x) \leq \tilde{\nu}(\epsilon_S, \delta_S), \quad (2.7)
\]

where \( \tilde{\nu}(\epsilon_S, \delta_S) \) is defined in (1.3), a randomly generated 1-hashing matrix \( S \in \mathbb{R}^{m \times n} \) is an \( \epsilon_S \)-JL embedding for \( \{x\} \) with probability at least \( 1 - \delta_S \).

We are ready to prove Theorem 1.1.

Proof of Theorem 1.1. Let \( x \in \mathbb{R}^n \). Using Lemma 2.4, \( n \geq n_0 \), we have that with probability at least

\[
1 - 2e^{-\frac{\nu^2}{2}} - 2e^{-t^2/2} - \left( \frac{1}{2n} \right)^{C_1-1}, \quad \nu(\tilde{x}) \leq \tilde{\nu}, \quad (2.4)
\]

holds. Conditioning on \( \nu(\tilde{x}) \leq \tilde{\nu} \), Lemma 2.5 gives that with probability at least \( 1 - \delta \), a randomly generated 1-hashing matrix \( S \in \mathbb{R}^{m \times n} \) is an \( \epsilon_S \)-JL embedding for \( \{\tilde{x}\} \). Since the randomness in \( x \) and the randomness in \( S \) are independent, we have that with a probability at least

\[
1 - 2e^{-\frac{\nu^2}{2}} - 2e^{-t^2/2} - \left( \frac{1}{2n} \right)^{C_1-1} (1 - \delta_S),
\]

a randomly generated 1-hashing matrix \( S \in \mathbb{R}^{m \times n} \) is an \( \epsilon_S \)-JL embedding for \( \{x\} \) while (2.4) holds. Applying (2.4) gives the embedding result for \( \{x\} \). \( \square \)
2.4 Proof of Theorem 1.2

Similar to the proof of the hashing main result, we make use of a non-uniformity-dependent result on subsampling.

**Lemma 2.6** ([6]). Let \( x \in \mathbb{R}^n \), \( \epsilon_S, \delta_S \in (0, 1) \). Let \( S \in \mathbb{R}^{m \times n} \) be a scaled sampling matrix with \( m = 2nu^2\epsilon_S^2 \log \left( \frac{1}{\delta_S} \right) \) for some \( \nu \in (0, 1) \). Then \( S \) is an \((\epsilon_S, \delta_S)\)-JL embedding for \( x \) with probability at least \( 1 - \delta_S \).

**Proof of Theorem 1.2.** Let \( x \in \mathbb{R}^n \). Using Lemma 2.4, we have that with probability at least \( 1 - 2e^{-\frac{n\epsilon^2}{20}} - 2e^{-C_1/2} - \left( \frac{1}{S_1} \right)^{C_1-1} \), (2.4) and (2.6) hold. Conditioning on the above event, namely, (2.4) and (2.6) hold, Lemma 2.6 gives that with probability at least \( 1 - \delta_S \), a randomly generated sampling matrix \( S \in \mathbb{R}^{m \times n} \) is an \( \epsilon_S \)-JL embedding for \{\( \tilde{x} \)\}. Since the randomness in \( x \) and the randomness in \( S \) are independent, we have that with a probability at least \( \left( 1 - 2e^{-\frac{n\epsilon^2}{20}} - 2e^{-C_1/2} - \left( \frac{1}{S_1} \right)^{C_1-1} \right) (1 - \delta_S) \), a randomly generated sampling matrix \( S \in \mathbb{R}^{m \times n} \) is an \( \epsilon_S \)-JL embedding for \{\( x \)\}. Using (2.4) gives the embedding result for \{\( x \)\}. \( \square \)

3 Discussion and conclusion

We see that the presence of the noise modifies the data in such a way that the non-uniformity is reduced, thus making it more suitable for sparse embeddings such as subsampling and hashing. Although naturally concerns may arise on the question of how much original signal we recover, Lemma 2.3 answers this question. We see that the presence of the noise does modify the norm of the original signal, but due to properties of a high dimensional Gaussian vector, the modification is highly predictable we approximately recover the square norm of the original signal, after a multiplicative factor \( 1 + \sigma^2 n \). This means that in the presence of the specific noise considered in this paper, dimensionality reduction that approximately preserves the norm becomes easier than without noise. Why? It turns out that the key is the noise contains information about our target, namely, the norm of the original vector. Therefore in this situation the noise is not only removable, but helpful. Figure 1 and Figure 2 illustrate using subsampling for approximate norm-preserving embeddings without or with noise, when the original vector has high non-uniformities (\( x \in \mathbb{R}^{1000} \) with three non-zero entries of equal magnitude.) The contrast is remarkable.

**Discussion on Theorem 1.1** (1.4) is satisfied for \( n = \Omega \left( \frac{1}{\sigma \nu} \right) \), assuming \( n = o \left( \frac{1}{\sigma \nu} \right) \). For \( n = \mathcal{O} \left( \frac{1}{\sigma \nu} \right) \), (1.4) is also satisfied provided that \( \epsilon_S^2 = \Omega \left( \frac{1}{\nu} \right) \), which holds for small \( \sigma \). Therefore with very weak assumptions, 1-hashing matrices in a noisy data setting have comparable embedding properties with Gaussian matrices, namely, the \( \mathcal{O} \left( \epsilon_S^2 \log \left( \frac{1}{\nu} \right) \right) \) embedding dimension, but superior computational properties for \( n = \Omega \left( \frac{1}{\nu \sigma} \right) \). Note that regardless of relative magnitude of \( \sigma \) and \( \nu \), (1.4) always hold as \( n \to \infty \).

**Discussion on Theorem 1.2** With \( n = \mathcal{O} \left( \frac{1}{\sigma \nu} \right) \), we have from Theorem 1.2 that:

\[
m = \mathcal{O} \left( \epsilon_S^2 \log \left( \frac{1}{\epsilon_S} \right) \max \left( \frac{\nu(n \epsilon^2)}{\sigma^2}, \log(n) \right) \right),
\]

the first term in the maximum is proportional to the required embedding dimension of sampling matrices for data without noise (see Lemma 2.6). As \( n \to \infty \), we have \( m = \mathcal{O} \left( \epsilon_S^2 \log \left( \frac{1}{\epsilon_S} \right) \log(n) \right) \). Thus for data in sufficiently high dimensions, subsampling requires an additional \( \log(n) \) factor in terms of the embedding dimension compared with Gaussian matrices. The \( \log(n) \) factor is expected due to the coupon collector’s problem.

Further questions remain. What are the embedding results for other noisy models, for example, Rademacher instead of Gaussian noises, or sparse noises? The author thinks, however, that the
analysis in this paper could be easily extended to cover all the sub-Gaussian type of noise. Another direction that the author intends to take is to analyze subspace-embeddings, where not only one/a finite set of vectors are projected with norms approximately preserved, but vectors in an entire column space of a given matrix are projected with norms approximately preserved. The author already has key proofs for subspace-embedding type results and is currently writing it up for publication.

In conclusion, in this paper, we propose to consider JL-embeddings in a setting where the input is corrupted by a Gaussian noise. We analysed 1-hashing matrices and subsampling techniques in such a setting, showing that both achieve comparable embedding dimensions with Gaussian matrices when the data dimension is sufficiently high. Such results could be useful to understand performances of embeddings in applications such as in nearest neighbour search, or subspace methods for non-convex optimisation. Most importantly, we illustrate that noise is not always to be feared, in specific situations one takes advantage of the noise to achieve one’s objective.
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To illustrate that the non-uniformity ($l_\infty$ to $l_2$ ratio) of a noisy vector converges to $O\left(\sqrt{\frac{\log(2n)}{n}}\right)$ for large $n$, we include a simple MATLAB experiment. The vector $x \in \mathbb{R}^n$ is set to have 1 in the first entry, and zero otherwise. Such an $x$ has the maximum non-uniformity of 1. We set $\sigma = 0.01$ and $\tilde{x} = x + \sigma \|x\|_2 r$ where $r$ is $N(0, 1)$ as before. We let $n$ be 20 equally spaced grid points in the interval $10^4$ to $10^8$, and Figure 3 shows the loglog plot of $\nu(\tilde{x})$ versus $\sqrt{\frac{\log(n)}{n}}$. We see that the plot is close to a straightline, and a linear regression indicates that the gradient of the line is very close to 1 (1.02), indicating that $\nu(\tilde{x})$ is approximately proportional to $\sqrt{\frac{\log(n)}{n}}$. 

A Numerical experiment on non-uniformity of a noisy vector
Figure 3: Log-log plot of $\nu(\tilde{x})$ versus $\sqrt{\frac{\log(n)}{n}}$. The data approximately fits a straightline with unit gradient, indicating a proportionality relationship between the variables.