A Variable Neighbourhood Search-Based Algorithm for the Transit Route Network Design Problem
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Abstract: The transit route network design problem (TRNDP) has long attracted research attention, with many metaheuristic approaches proposed for its solution. So far, and despite the promising performance of Variable Neighbourhood Search (VNS) variants for vehicle routing problems, the performance of the algorithm on the TRNDP remains unexplored. In this context, this study develops a VNS-based algorithm for the problem at hand. The performance of the algorithm is tested using benchmark networks used in bus transit network design and compared with some of the most recent and efficient methods from the literature. Results show that the algorithm yields superior results over existing implementations in short computational times.
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1. Introduction

Sustainability calls for a behavioural shift to public transport, as the increased reliance on automobiles has deteriorated traffic conditions and air quality. In this context, the level of service provided by the transit system is crucial, offering a competitive alternative compared to other transportation modes available to passengers. Reasonably, the level of service provided is directly linked to the design of the transit network, which should account for user preferences while trying to ensure a profitable operation for the transit agency. The transit operator aims to minimise costs while meeting the service standards expected by transit users. Operational costs usually depend on the number of routes, the fleet size, the length of the routes, and the hours of operation. Buses are, perhaps, the most popular means of public transport due to their flexibility, relatively low fixed cost, and ability to transport a high number of passengers.

Undeniably, bus transit networks must offer high-quality service to passengers to effectively compete with private or other public modes. The quality of a transit route may be measured in terms of network parameters, such as route directness, service coverage, network efficiency, and the number of transfers required [1]. The latter is perhaps one of the most crucial parameters that influence the perceived quality of the transportation service provided by transit modes, as most transit riders are only willing to transfer once per trip. This means that transit ridership could be fostered by optimising route networks to minimise transfers and increase route directness. The associated problem has been widely referred to as the Transit Route Network Design Problem (TRNDP), with several optimisation techniques developed to produce routes that satisfy certain planning criteria. However, there is no uniformly adopted method for planning transit networks, and there are significant differences among the various methods developed over the years in terms of solution quality, with newer methods consistently outperforming earlier implementations.

Generally, the problem of designing a transportation network deals with the maximisation or the minimisation of an objective function value that represents the planning goal...
and is subject to a variety of constraints, which reflect the performance requirements and the physical and resource limitations of the network. From its nature, the general network design problem is a highly complex and multiply-constrained problem that belongs to the class of NP-hard problems [2]. This means that it cannot be solved for large instances in polynomial time, as the computational cost increases exponentially with the size of the problem. Thus, planners and researchers turned to combinatorial optimisation techniques and algorithms to deal with the complexity of the problem. There is rich literature concerning the design of transit networks. Multi-step heuristic algorithms were presented in the early studies of Lampkin and Saalmans [3], Mandl [4], and Baaj and Mahmassani [5]. Another branch of the literature considered analytical methods aimed at determining network structures for transit services by determining some of the physical characteristics. However, analytical methods, such as those proposed by Byrne [6], Byrne and Vuchic [7], and Wirasinghe, [8] optimise only parameters such as route spacing and length rather than determining the actual routes in a given network [9]. Additionally, there have been attempts to formulate the TRNDP as a mathematical programming problem [10,11]. These formulations, however, do not determine the routes through their mathematical program but construct them to achieve some desirable features, which are reflected by the objective function and the constraints.

During the last few decades, metaheuristic approaches emerged as promising alternatives for solving the TRNDP [12]. Among such implementations, genetic algorithm variants (GAs) have been widely applied for the TRNDP [9,13–21]. Recent efforts have developed various evolutionary algorithms to solve both the transit route network design and the frequency setting problem (TRNDFSP), including single-objective [22] and multi-objective genetic algorithms [23,24], Differential Evolution [25], heuristic-aided Stochastic Beam Search [26], as well as memetic algorithms [27]. Apart from evolutionary algorithms, swarm intelligence has been recognised as a promising tool in solving the TRNDP. Artificial bee colony algorithms (BCO) were presented in Szeto and Jiang [28] and Nikolić and Teodorović [29], while ant colony optimisation (ACO) has been also explored [30,31]. In a similar context, Kechagiopoulos and Beligiannis [32] and Cipriani et al. [33] proposed PSO-based algorithms, while multi-objective PSO variants coupled with integer programming were proposed in Iliopoulou and Kepaptsoglou [34,35] and Iliopoulou et al. [36] to design transit networks operated by electric buses and allocate charging infrastructure. Other metaheuristic approaches include simulated annealing [37,38], cat swarm optimisation [39], and tabu search [40,41]. Hybrid metaheuristic methodologies have been proposed as well, combining different metaheuristics [42–45]. Apart from metaheuristics, in a notable approach, Ahmed, Mumford, and Kheiri [46] proposed the use of hyper-heuristics, which combine and control different low-level heuristics for solving the problem. To the authors’ knowledge, these results, along with those in Islam et al. [26], constitute the state-of-the-art for the TRNDP.

The interested reader is referred to the review papers by Guihaire and Hao [47], Kepaptsoglou and Karlaftis [48], Farahani et al. [49], and Ibarra-Rojas et al. [50] for more information on the various problem aspects and associated solution methods. More recently, Iliopoulou et al. [12] reviewed metaheuristic applications on the TRNDP and compared their relative performance on Mandl’s benchmark network. The latter is the most widely used instance for testing the performance of several of the existing algorithms in the respective literature.

Despite the extensive literature on the TRNDP, the overview of the literature shows that, interestingly, VNS has not been applied to the problem at hand. In this context, this study proposes a Variable Neighbourhood Search (VNS)-based algorithm for the TRNDP. The motivation for this work is straightforward; as to the authors’ knowledge, this is the first study to apply a VNS-based methodology to the TRNDP, despite the vast literature on the problem. Interestingly, VNS implementations have achieved very satisfactory results on Vehicle Routing Problem (VRP) variants [51–55]. Moreover, neighbourhood moves are considered crucial in designing efficient algorithms for the TRNDP [38]. The
proposed algorithm is simple and effective, exploiting a storage structure to speed up solution evaluation, yielding superior results or matching state-of-the-art approaches. In fact, the potential of VNS for the TRNDP is corroborated by our results on Mandl’s Swiss benchmark network [4], which is widely perceived as the basis for comparison among different algorithms [12]. In two cases, the algorithm has matched the existing best solutions, while in the remaining cases, it has outperformed other approaches. Interestingly, the proposed VNS-based algorithm has produced results that compare favourably to much more elaborate approaches, which require a lot more modelling effort, such as hyper-heuristics. Experiments on a larger benchmark by Mumford [56] also demonstrated the potential of the algorithm.

The remainder of the paper is organised as follows: Section 2 reviews the related literature and presents the TRNDP problem Section 3 presents the solution methodology and the experimental results. Conclusions and suggestions are given in Section 4.

2. Materials and Methods

2.1. The TRNDP Problem

The TRNDP refers to the construction of routes for a fleet of public transport vehicles subject to operational and other constraints. As explained in Section 2, there is no commonly accepted mathematical programming formulation of the problem due to its inherent complexity and discrete nature. Indeed, the design of a route structure for a network of realistic size is “a non-convex (even concave) optimisation problem, for which no simple procedure exists short of direct comparison of various local optima” [57]. Baaj and Mahmassani [10] attributed the difficulty of the problem to its discrete nature, as well as the difficult-to-calculate objective function, which create difficulties in obtaining a solution through traditional optimisation techniques. In the respective literature, though, specific quantitative criteria that characterise a desirable route set have been accepted [38]. Chakroborty [14] defined the characteristics of an efficient route set as the lack of unsatisfied demand, the high percentage of demand satisfied through direct trips, and a low amount of average travel time per user. Accordingly, the problem may be stated as follows [19,29]:

We consider a road network, denoted by the graph \( G = (N, A) \), where \( N \) is the set of nodes representing the bus stops and \( A \) is the set of links representing the street segments. A route used by the transit passengers is described by a path in the graph. We assume that the given road network is connected and undirected. We have a demand matrix denoted by \( d_{ij} \), which represents the number of trips per time unit between node \( i \) and node \( j \).

We also denote by \( D \) the origin–destination matrix (O–D matrix) as follows:

\[
D = \{d_{ij}|i, j \in [1,2,\ldots,|N|]\}
\]  

(1)

We also know the travel time matrix for the road network denoted by \( t_{ij} \), which represents the in-vehicle travel time between node \( i \) and node \( j \). By \( TT \), we denote the travel time matrix as follows:

\[
TT = \{t_{ij}|i, j \in [1,2,\ldots,|N|]\}
\]  

(2)

Thus, the problem may be defined in the following way: For a given set of nodes \( N \), a demand matrix \( D \) and a travel time matrix \( TT \), we must determine a set of routes \( RS \) that ensure all passengers are able to travel from their origins to their destinations in an efficient way. A very simple form of the objective function is used:

\[
Z = ATT_{RS}
\]  

(3)

where \( ATT_{RS} \) denotes the Average Travel Time per passenger for the specific route set \( RS \). This metric is considered the most informative, as it incorporates transfer penalties and thus implicitly reflects direct demand coverage as well [38]. Our objective is to find a set of routes \( RS \) such that \( Z \) is minimised. Additionally, the solution must satisfy the following real-world constraints [38]:
• The length of each route should be higher than a minimum predefined value but should not exceed a maximum number of nodes which reflects practical considerations such as scheduling and shift duration;

• The route set must be connected, so that all passengers can get to their destinations;

• A specific number of routes are offered by the transit provider due to budget limitations.

As such, a high-level mathematical formulation can be given as follows. Let:

$ATT_{RS}$: Average Travel Time for route set RS

$C$: the vector of path costs on the transit network

$d_{0RS}$: Percentage of passenger demand satisfied without transfers for route set RS

$d_{1RS}$: Percentage of passenger demand satisfied with one transfer for route set RS

$d_{2RS}$: Percentage of passenger demand satisfied with two transfers for route set RS

$d_{unRS}$: Percentage of unsatisfied demand for route set RS

$R$: Route $\in RS$

$\hat{RS}$: Vector of optimal routes

$RM$: Maximum number of routes $R$ in RS

$RS$: Set of routes $\{R\}$

$Q$: the vector of segment flows on the transit network

$s_R$: Number of stops per route $R$

$s_{min}$: Minimum number of stops

$s_{max}$: Maximum number of stops

$U$: the user route choice model function

The problem’s objective may be formulated as follows:

$\hat{RS} = \arg\min Z(RS, Q)$ (4)

$Z = ATT_{RS}$ (5)

The problem seeks to determine the route set that minimises the objective function (Equation (4)). The latter represents the user cost associated with the route set, as previously explained (Equation (5)). The problem is subject to the following constraints:

$(Q, ATT_{RS}, d_{0RS}, d_{1RS}, d_{2RS}, d_{unRS}) = U(C(RS))$ (6)

The value of $ATT$, along with other route evaluation criteria, is derived from the transit assignment process, which is represented by Equation (6) [34] and is addressed in Section 3.

$s_{min} \leq s_R \leq s_{max}, \forall R \in RS$ (7)

Equation (7) specifies the minimum and maximum number of stops per route.

$R \neq K \forall R, K \in RS$ (8)

Equation (8) states that two individual routes cannot coincide.

$|RS| \leq RM$ (9)

Equation (9) specifies the maximum number of lines.

$d_{unRS} = 0$ (10)

Last, Equation (10) states that the percentage of unsatisfied passengers must be zero.

2.2. VNS-Based Algorithm

The VNS algorithm was first proposed by Mladenović and Hansen [58]. In general, VNS explores a set of predefined neighbourhoods to provide a better solution. It explores either at random or systematically a set of neighbourhoods to get different local optima.
and to escape from local optima [59]. VNS is based on the fact that a local optimum is defined with respect to a neighbourhood [60]. VNS explores the solution space using several neighbourhood structures, which are explored in different manners depending on the variant [59,61]. The proposed algorithm is conceptually similar to the Reduced VNS (RVNS) algorithm, which has been considered effective for problems with large solution spaces in which neighbourhoods are explored in a random fashion [59]. In this case, the best solution currently found is manipulated during the search process, as this was proven to be the best strategy for the problem at hand after experimentation. For the sake of brevity, we refer the interested reader to [59] for the general outline of the VNS algorithm. The algorithmic components specific to the current implementation are outlined in more detail in the following.

2.2.1. Route Set Representation

Route sets are represented using a nested list structure, where each route set contains a number of lists which is equal to the number of routes. The maximum number of routes is predetermined by the transit operator and usually reflects cost and infrastructure considerations. Similarly, the limit on the number of nodes in a route corresponds to operational constraints that a route must meet to be considered feasible by the transit operator.

2.2.2. Initialisation Procedure

The idea behind the initialisation procedure is to construct an initial pool of solutions that is not random but instead meets certain reasonable criteria [9,19]. The procedure was introduced by Chakroborty and Dwivedi [9], using an activity measure for each node to assign selection probabilities to obtain a route set with some desirable properties, as described in Section 2. Each route is determined by selecting the first node and then sequentially adding the rest of the nodes until the termination criterion is satisfied. Kechagiopoulos and Beligiannis [32] modified the procedure by incorporating a feature of the Make-Small-Change method, which was introduced by Fan and Mumford [38] and consisted of inverting the order of the nodes. The interested reader could refer to Chakroborty and Dwivedi [9] and Kechagiopoulos and Beligiannis [32] for a detailed description of the process. In the present study, 20 solutions are created during the initialisation process.

2.2.3. Neighbourhood Structures

The neighbourhood structures employed during the VNS search process are outlined in the following. In total, there are six neighbourhood structures. Each neighbourhood move is only performed if it leads to a feasible solution. Otherwise, the process continues with the next neighbourhood. The performance of each of the six neighbourhoods varies depending on the initial solution as well as the solution space morphology. This was determined by recording the number of updates on the global best in the various experiments we performed. Exhaustive experiments demonstrated that even if one neighbourhood is removed, then the performance of the algorithm notably decreases. Therefore, we conclude that although the performance and contribution of each neighbourhood are different and variable, the neighbourhoods are complementary to each other and interact in a favourable manner.

Node swap

This neighbourhood randomly selects a route within a route set and swaps the positions of two random nodes from the route, subject to feasibility constraints. This process is indicated in Figure 1a, where the green and the orange node are exchanged.
2.2.4. Route Set Evaluation

Regardless of the objective function employed in each case, there are five criteria used to evaluate route sets, as have been established in the literature [38]. As such, each route set is evaluated on $ATT$, the percentage of passengers satisfied without transfers ($d_0$), the percentage of passengers satisfied with 1 transfer ($d_1$), the percentage of passengers satisfied with 2 transfers ($d_2$), and the percentage of passengers that need to make more than 2 transfers or cannot use the network at all ($d_{un}$). To compute $ATT$ per passenger, we need to make some assumptions regarding passenger behaviour. In particular, we assume that passengers have complete information regarding the network and decide beforehand the route(s) they will take. To obtain results that are directly comparable with other studies, we must increase the travel time of every passenger by 5 min for each transfer that the passenger must make. So, to estimate the route set evaluation criteria ($ATT$, $d_0$, $d_1$, $d_2$, $d_{un}$), transit assignment is performed based on the shortest-path principle, also considering the time required to transfer between two lines. We utilise an all-or-nothing shortest-path assignment which also considers transfer times a priori, as typically employed in the literature on the TRNDP (e.g., [29,32,38,56]). More specifically, the assignment process requires the determination of all feasible paths for an origin–destination (OD) pair and the computation of the corresponding number of transfers. A maximum of two transfers is considered in line with the literature. If three transfers are required, the corresponding demand is considered unsatisfied.

**Node replacement**

This mechanism selects a random route and replaces one of its nodes with another one. This replacement should be feasible, i.e., node connectivity must be preserved. If there is more than one candidate node, one of them is chosen at random. This process is indicated in Figure 1b, where the black node is replaced by the red node.

**Node removal**

This mechanism randomly deletes a node from a route. This process is indicated in Figure 1c, where the black node is deleted.

**Node addition**

This mechanism randomly interjects a node within a random route subject to feasibility constraints. This process is indicated in Figure 1d, where the yellow node is inserted between the black and dark brown nodes.

**Partial insertion**

This mechanism selects two random routes and performs a so-called “partial swap” by replacing all nodes after a randomly chosen node in the first route with the corresponding node sequence from the second route. If the swap meets feasibility constraints, i.e., no node is repeated, then the newly formed route replaces the first route. This process is indicated in Figure 1e, where the node sequence after the black node in the top route is replaced with the sequence of blue nodes, which is taken from the bottom route.

**Reverse route**

This mechanism reverses the order of the node sequence in a randomly chosen route. Although it has no effect on the objective function value, this mechanism is particularly useful during the search process, as it enables the subsequent execution of other neighbourhood moves, such as node addition and partial insertion. This process is indicated in Figure 1f, where the order of the nodes is inverted.

Figure 1 shows the neighbourhood structures used, where the left-hand side shows a route before each modification, and the right-hand side shows the corresponding result.
To more clearly demonstrate processes involving a single route, each node is shown in a different colour, while for the partial insertion process, which involves two routes, the same colours are used for nodes belonging to the same route to allow for distinguishing between the two routes.

2.2.4. Route Set Evaluation

Regardless of the objective function employed in each case, there are five criteria used to evaluate route sets, as have been established in the literature [38]. As such, each route set is evaluated on $\text{ATT}$, the percentage of passengers satisfied without transfers ($d_0$), the percentage of passengers satisfied with 1 transfer ($d_1$), the percentage of passengers satisfied with 2 transfers ($d_2$), and the percentage of passengers that need to make more than 2 transfers or cannot use the network at all ($d_{\text{un}}$). To compute $\text{ATT}$ per passenger, we need to make some assumptions regarding passenger behaviour. In particular, we assume that passengers have complete information regarding the network and decide beforehand the route(s) they will take. To obtain results that are directly comparable with other studies, we must increase the travel time of every passenger by 5 min for each transfer that the passenger must make. So, to estimate the route set evaluation criteria ($\text{ATT}, d_0, d_1, d_2, d_{\text{un}}$), transit assignment is performed based on the shortest-path principle, also considering the time required to transfer between two lines. We utilise an all-or-nothing shortest-path assignment which also considers transfer times a priori, as typically employed in the literature on the TRNDP (e.g., [29,32,38,56]). More specifically, the assignment process requires the determination of all feasible paths for an origin–destination (OD) pair and the computation of the corresponding number of transfers. A maximum of two transfers is considered in line with the literature. If three transfers are required, the corresponding demand is considered unsatisfied.

2.2.5. Stagnation Prevention Mechanism

We define stagnation as the situation in which no fitness improvement occurs for more than 5000 consecutive generations. The occurrence of stagnation implies the termination of the algorithm; otherwise, the algorithm terminates after 30,000 generations. In the current work, we utilise a simple mechanism to prevent stagnation, which entails alternating the solution manipulated by the algorithm at each iteration between the best solution up to that point and the current solution. According to the proposed mechanism, we apply a randomly chosen transformation on the best-found solution for five consecutive generations. For the next three consecutive generations, we apply a randomly chosen transformation on the current solution, regardless of its quality. This alternation between solutions for transformation was empirically found efficient in preventing stagnation in most cases after exhausting experiments. Evidently, if the current solution is superior to the best solution, then the latter is replaced, and thus, there is no effect of the mechanism.

2.2.6. Solution Archive

To reduce the computational cost, we used a storage structure in which we store every new solution obtained. In each generation, once a mechanism is applied, and prior to the evaluation of the candidate solution, we check if the candidate solution is already in the storage structure. If so, then the solution is discarded, and we continue with the same mechanism for another candidate solution. If the solution is not in the archive, then we perform the evaluation. With appropriate measurements, we found that this technique allows the reduction of function evaluations by 80% and the reduction of the total execution time by about 80%, too.

2.2.7. Termination

Finally, the algorithm terminates either after 30,000 generations or if it stagnates for 5000 generations. This termination scheme was determined after exhaustive experiments. Figure 2 presents the algorithms’ pseudocode.
3. Results

3.1. Benchmark Network

The road network used as input by the proposed VNS-based algorithm was first presented by Mandl [4] based on a real Swiss road network. This road network has been widely examined by many optimisation approaches and is the only commonly accepted benchmark for the TRNDP problem. Mandl’s network is comprised of 15 nodes and 21 links, and the number of total passenger trips is 15,570. The demand matrix is symmetric, and the routes run in both directions. The algorithm was coded in Python and ran on Ubuntu 20.04 Operating System in Spyder 5. The PC had an AMD Ryzen 5 2600 CPU at 3.40 GHz, with 32 GB RAM. For each case (route set), we ran 100 experiments and recorded the best, worst, and median results in terms of quality. Figure 3 shows the benchmark network configuration.
As the comparison between studies is based on the final solution generated, we compare our best result to theirs while also showing our median and worst results. For the sake of a straightforward comparison and readability, we compare our results with recent studies that use the same problem formulation and assumptions for solving the TRNDP, e.g., regarding transfer penalty and passenger assignment. As such, multi-objective metaheuristics seeking to determine non-dominated solutions as well as those utilising frequency-based assignment procedures are excluded. For the sake of brevity, we compare the best-performing algorithms from the recent literature. In any case, a comprehensive comparison among existing metaheuristics on Mandl’s benchmark, along with a discussion of the different assumptions which can affect the evaluation results, can be found in [12]. Unfortunately, computational times are not available for some of the studies; therefore, we cannot derive accurate conclusions from these. Additionally, the function evaluations number, which may be considered the most appropriate and fair comparison measure, is excluded from most relevant studies, too.

3.2. Network with 4 Routes

Table 1 shows the results of the transit network with 4 routes. For the case of a 4-route network, our algorithm consistently produced high-quality solutions, matching the best-reported results by Ahmed et al. [46] using hyper-heuristics. The average execution time was 9 s per experiment.

Table 1. Comparison of the final solution generated between methods for 4-Route Case.

| Performance Criteria | C&S [15] | N&T [29] | K&B [32] | Ahmed et al. [46] | Islam et al. [26] | Kats. et al. [39] | VNS-B Best | VNS-B Med. | VNS-B Worst |
|----------------------|----------|----------|----------|-------------------|------------------|------------------|------------|------------|-------------|
| d0                   | 93.71    | 92.1     | 91.84    | 91.84             | 91.52            | 91.84            | 87.54      | 91.01      |
| d1                   | 6.29     | 7.19     | 7.64     | 6.8              | 7.77             | 8.16             | 11.95      | 5.01       |
| d2                   | 0        | 0.71     | 0.51     | 0                | 0.8              | 0.51             | 0          | 3.98       |
| dun                  | 0        | 0        | 0        | 0                | 0                | 0                | 0          | 0          |
| ATT                  | 10.82    | 10.51    | 10.64    | 10.48            | 10.54            | 10.54            | 10.48      | 10.81      | 11.95       |

Note: Results for Islam et al. [26] correspond to SBS-1. Best results are shown in bold. Abbreviations: C&S: Chew and Lee, N&T: Nikolić and Teodorović, K&B: Kechagiopoulos and Beliγannis, Kats: Katsaragakis, VNS-B: VNS-based.

Figure 4 shows the resulting route network, while Table 2 lists the routes.
Table 1. Comparison of the final solution generated between methods for 4-Route Case.

| Performance Criteria | C&S [15] | N&T [29] | K&B [32] | Ahmed et al. [46] | Islam et al. [26] | Kats. et al. [39] | VNS-B Best | VNS-B Med. | VNS-B Worst |
|----------------------|---------|---------|---------|-----------------|-----------------|-----------------|-----------|-----------|-------------|
| d0                   | 95.57   | 95.63   | 96.21   | 97.87           | 97.87           | 96.21           | 97.87     | 94.93     | 85.55       |
| d1                   | 4.43    | 4.37    | 3.47    | 2.13            | 2.13            | 3.66            | 2.13      | 4.95      | 14.07       |
| d2                   | 0       | 0       | 0.32    | 0               | 0               | 0.13            | 0         | 0.13      | 0.39        |
| dun                  | 0       | 0       | 0       | 0               | 0               | 0               | 0         | 0         | 0           |
| ATT                  | 10.28   | 10.23   | 10.23   | 10.18           | 10.18           | 10.22           | 10.18     | 10.35     | 10.80       |

Note: Results for Islam et al. [26] correspond to SBS-1. Best results are shown in bold. Abbreviations: C&S: Chew and Lee, N&T: Nikolić and Teodorović, K&B: Kechagiopoulos and Beligiannis, Kats: Katsaragakis, VNS-B: VNS-based.

3.3. Network with 6 Routes

Tables 3 and 4 show the results of the transit network with 6 routes. For this transit network, our algorithm also matched the best published results reported by SBS by Islam et al. [26] and Ahmed et al. [46]. In this case, it is also noteworthy that no passenger has to make more than one transfer. The average execution time was 27 s per experiment.

Table 3. Comparison of the final solution generated between methods for 6-Route Case.

| Performance Criteria | C&S [15] | N&T [29] | K&B [32] | Ahmed et al. [46] | Islam et al. [26] | Kats. et al. [39] | VNS-B Best | VNS-B Med. | VNS-B Worst |
|----------------------|---------|---------|---------|-----------------|-----------------|-----------------|-----------|-----------|-------------|
| d0                   | 95.57   | 95.63   | 96.21   | 97.87           | 97.87           | 96.21           | 97.87     | 94.93     | 85.55       |
| d1                   | 4.43    | 4.37    | 3.47    | 2.13            | 2.13            | 3.66            | 2.13      | 4.95      | 14.07       |
| d2                   | 0       | 0       | 0.32    | 0               | 0               | 0.13            | 0         | 0.13      | 0.39        |
| dun                  | 0       | 0       | 0       | 0               | 0               | 0               | 0         | 0         | 0           |
| ATT                  | 10.28   | 10.23   | 10.23   | 10.18           | 10.18           | 10.22           | 10.18     | 10.35     | 10.80       |

Results for Islam et al. [26] correspond to SBS-1. Best results are shown in bold. Abbreviations: C&S: Chew and Lee, N&T: Nikolić and Teodorović, K&B: Kechagiopoulos and Beligiannis, Kats: Katsaragakis, VNS-B: VNS-based.
Table 4. Best Route Set for 6-Route Case.

| Route # | Node Sequence          |
|---------|------------------------|
| 1       | 2, 1, 4, 3, 5, 7, 14, 6 |
| 2       | 12, 10, 9, 7, 5, 2, 1, 0 |
| 3       | 13, 9, 6, 14, 5, 2, 1, 0 |
| 4       | 8, 14, 6, 9, 10, 11, 3, 4 |
| 5       | 13, 9, 7, 5, 3, 4, 1, 0 |
| 6       | 9, 13, 12, 10, 11, 3, 1, 0 |

Figure 5 shows the resulting route network, while Table 4 lists the routes.

3.4. Network with 7 Routes

Table 5 and Figure 6 show the results of the transit network with 7 routes. In the case of a 7-route network, our method produced higher-quality results over existing methods, yielding lower average travel time (10.10 min) and a higher percentage of direct demand satisfied (98.97) than all other methods. The average execution time was 65 s in this case.

Table 5. Comparison of the final solution generated between methods for 7-Route Case.

| Performance Criteria | C&S [15] | N&T [29] | K&B [32] | Ahmed et al. [46] | Islam et al. [26] | Kats. et al. [39] | VNS-B Best | VNS-B Med. | VNS-B Worst |
|----------------------|----------|----------|----------|-------------------|--------------------|-------------------|------------|------------|------------|
| d0                   | 95.57    | 98.52    | 97.87    | 98.84             | 97.56              | 97.94             | 98.97      | 96.27      | 92.68      |
| d1                   | 4.43     | 1.48     | 2.83     | 1.16              | 2.44               | 2.06              | 1.03       | 3.73       | 7.32       |
| d2                   | 0        | 0        | 0        | 0                 | 0                  | 0                 | 0          | 0          | 0          |
| dun                  | 0        | 0        | 0        | 0                 | 0                  | 0                 | 0          | 0          | 0          |
| ATT                  | 10.27    | 10.15    | 10.16    | **10.10**         | 10.14              | 10.12             | **10.10**  | 10.24      | 10.59      |

Note: Results for Islam et al. [26] correspond to SBS-1. Best results are shown in bold. Abbreviations: C&S: Chew and Lee, N&T: Nikolić and Teodorović, K&B: Kechagiopoulos and Beligiannis, Kats: Katsaragakis, VNS-B: VNS-based.
### Table 5. Comparison of the final solution generated between methods for 7-Route Case.

| Performance Criteria | C&S [15] | N&T [29] | K&B [32] | Ahmed et al. [46] | Islam et al. [26] | Kats. et al. [39] | VNS-B| VNS-B| VNS-B|
|----------------------|----------|----------|----------|-------------------|-------------------|--------------------|-----|-----|-----|
| d0                   | 97.82    | 98.97    | 97.75    | 99.16             | 99.23             | 98.97              | 99.49| 98.01| 93.32|
| d1                   | 2.18     | 1.03     | 2.25     | 0.84             | 0.77             | 1.03              | 0.51| 1.99| 6.68|
| dun                  | 0        | 0        | 0        | 0                | 0                | 0                | 0   | 0   | 0   |
| ATT                  | 10.19    | 10.09    | 10.13    | 10.08            | 10.07            | 10.08              | 10.07| 10.16| 10.39|

Note: Results for Islam et al. [26] correspond to SBS-1. Best results are shown in bold. Abbreviations: C&S: Chew and Lee, N&T: Nikolić and Teodorović, K&B: Kechagiopoulos and Beligiannis, Kats: Katsaragakis, VNS-B: VNS-based.

### Table 6. Best Route Set for 7-Route Case.

| Route # | Node Sequence |
|---------|---------------|
| 1       | 6, 14, 7, 5, 3, 4, 1, 0 |
| 2       | 0, 1, 2, 5, 7, 9, 10, 12 |
| 3       | 4, 3, 11, 10, 9, 6, 14, 8 |
| 4       | 2, 1, 4, 3, 5, 7, 9, 13 |
| 5       | 0, 1, 3, 11, 10, 12, 13, 9 |
| 6       | 8, 14, 5, 2, 1, 3, 11, 10 |
| 7       | 0, 1, 2, 5, 14, 6, 9, 13 |

### Figure 6. Best network with 7 routes.

Table 6 and Figure 6 show the resulting route network.

### 3.5. Network with 8 Routes

Tables 7 and 8 show the results of the transit network with 8 routes. In the case of the 8-route network, our method also produced the best results from all the previous approaches, matching the lowest average travel time reported so far (10.07 min) yet with a higher percentage of demand satisfied directly compared to the solution by Islam et al. [26] (99.49 vs. 99.23). The average execution time was 123 s.

### Table 7. Comparison of the final solution generated between methods for 8-Route Case.

| Performance Criteria | C&S [15] | N&T [29] | K&B [32] | Ahmed et al. [46] | Islam et al. [26] | Kats. et al. [39] | VNS-B| VNS-B| VNS-B|
|----------------------|----------|----------|----------|-------------------|-------------------|--------------------|-----|-----|-----|
| d0                   | 97.82    | 98.97    | 97.75    | 99.16             | 99.23             | 98.97              | 99.49| 98.01| 93.32|
| d1                   | 2.18     | 1.03     | 2.25     | 0.84             | 0.77             | 1.03              | 0.51| 1.99| 6.68|
| dun                  | 0        | 0        | 0        | 0                | 0                | 0                | 0   | 0   | 0   |
| ATT                  | 10.19    | 10.09    | 10.13    | 10.08            | 10.07            | 10.08              | 10.07| 10.16| 10.39|

Note: Results for Islam et al. [26] correspond to SBS-1. Best results are shown in bold. Abbreviations: C&S: Chew and Lee, N&T: Nikolić and Teodorović, K&B: Kechagiopoulos and Beligiannis, Kats: Katsaragakis, VNS-B: VNS-based.
Table 8. Best Route Set for 8-Route Case.

| Route # | Node Sequence          |
|---------|------------------------|
| 1       | 0, 1, 4, 3, 5, 7, 14, 6|
| 2       | 0, 1, 3, 11, 10, 12, 9, 6|
| 3       | 8, 14, 6, 9, 10, 11, 3, 4|
| 4       | 8, 14, 7, 5, 3, 4, 1, 2|
| 5       | 13, 9, 6, 14, 5, 2, 1, 0|
| 6       | 0, 1, 2, 5, 7, 9, 10, 12|
| 7       | 13, 12, 10, 9, 7, 5, 3, 4|
| 8       | 10, 11, 3, 1, 2, 5, 14, 8|

Figure 7 shows the resulting route network.

3.5. Network with 8 Routes

Tables 7 and 8 show the results of the transit network with 8 routes. In the case of the 8-route network, our method also produced the best results from all the previous approaches, matching the lowest average travel time reported so far (10.07 min) yet with a higher percentage of demand satisfied directly compared to the solution by Islam et al. [26] (99.49 vs. 99.23). The average execution time was 123 s.

Table 7. Comparison of the final solution generated between methods for 8-Route Case.

| Performance Criteria | Mumford Best [56] | Ahmed et al. [46] | Kats. et al. [39] | VNS-B Best | VNS-B Med. | VNS-B Worst |
|----------------------|-------------------|-------------------|-------------------|------------|------------|------------|
| d0 (%)               | 63.20             | 65.61             | 88.74             | 84.95      | 83.61      | 79.86      |
| d1 (%)               | 35.82             | 33.24             | 11.25             | 15.05      | 16.39      | 20.14      |
| d2 (%)               | 0.98              | 1.15              | 0.49              | 0          | 0          | 0          |
| dun (%)              | 0                 | 0                 | 0                 | 0          | 0          | 0          |
| ATT (min)            | 16.05             | 16.35             | 14.09             | 15.23      | 14.25      | 14.41      | 14.6       |

Note: Best results are shown in bold.

Evidently, the results of our proposed algorithm and those by the hyper-heuristics in [46] are significantly better than those of other studies, mainly due to the vastly improved direct coverage percentage. More specifically, Ahmed et al. [46] reported that they...
performed 417 million iterations, while the best result provided was that of the longer runs, yet this time was not provided. We performed 5000 iterations for a total of 3776 function evaluations and a computational time of 360 min. Given this discrepancy, we believe that our results are of great quality and could be further improved with longer computational times. Table 10 shows the corresponding route network.

Table 10. Best route set for Mumford0.

| Route # | Node Sequence |
|---------|---------------|
| 1       | 21, 6, 13, 0, 19, 17, 28, 7, 4, 3, 1, 23, 20, 14, 9 |
| 2       | 26, 0, 28, 16, 27, 29, 2, 10, 7, 14, 11, 17, 19, 8, 12 |
| 3       | 23, 20, 7, 27, 10, 21, 6, 13, 18, 22, 17, 11, 3, 1, 9 |
| 4       | 17, 28, 25, 11, 3, 9, 1, 4, 7, 16, 6, 13, 18, 12, 8 |
| 5       | 15, 27, 7, 20, 14, 11, 17, 12, 19, 22, 25, 28, 16, 10, 21 |
| 6       | 17, 28, 16, 15, 5, 21, 2, 29, 27, 7, 14, 1, 9, 23, 24 |
| 7       | 16, 2, 29, 27, 7, 4, 24, 14, 11, 17, 22, 18, 13, 6, 10 |
| 8       | 9, 1, 24, 7, 10, 15, 5, 6, 13, 0, 25, 11, 14, 23, 4 |
| 9       | 1, 3, 11, 17, 19, 12, 8, 26, 0, 18, 22, 25, 7, 27, 29 |
| 10      | 21, 5, 6, 16, 7, 14, 23, 9, 3, 11, 17, 22, 0, 26, 8 |
| 11      | 2, 15, 6, 13, 18, 22, 19, 8, 12, 0, 25, 7, 20, 24, 4 |
| 12      | 8, 12, 19, 17, 11, 14, 23, 9, 1, 3, 24, 7, 2, 29, 15 |

4. Conclusions

The TRNDP has long attracted research attention, with multiple algorithms proposed over the last five decades for its efficient solution. The principal contribution of this work is the development of a VNS-based algorithm for the TRNDP problem. To the best of our knowledge, this is the first study to apply such an algorithm to the TRNDP. Due to the high complexity of the TRNDP, the options for modifying solutions without disproportionately increasing the computational cost are limited, as discussed in detail in Mumford [56]. Meanwhile, we found that simple neighbourhood moves and efficient stagnation prevention can yield very high-quality results. Interestingly, our algorithm either matched or outperformed the highly efficient hyper-heuristics proposed by Ahmed et al. [46] in the instance by Mandl while overall producing superior results out of all approaches. Particularly for the 7- and 8-route cases, improvements were attained in terms of direct demand coverage, which is crucial for the profitability and public perception of public transport networks. These results empirically corroborate the theoretical potential of VNS-based algorithms for complex routing problems, which extends to the TRNDP.

Moving forward, the proposed algorithm, owing to its simplicity and efficiency, can be used within more complex methodological frameworks to enhance computational performance when handling other variants of the TRNDP. For instance, bi-level formulations for the Electric TRNDP can be efficiently solved by combining VNS moves with mathematical programming. Moreover, the algorithm can be suitably modified for dealing with other routing problems arising in public transport, such as demand-responsive systems and modular transit systems.
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