Using a trust region method with nonmonotone technique to solve unrestricted optimization problem
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Abstract. In this work, we combine adaptive trust region method TRM with nonmonotone strategy to introduce a new algorithm to solve systems of unconstrained optimization problems depending on the simple quadratic model. The subproblems will be solving easier with the new approximation of the Hessian function. This technique does not need large capacity and is characterized by ease of application. We established the algorithm convergence with standard assumptions. The numerical results compared the performance of the new approach with three famous algorithms in terms of the time consumed to find the solution in addition to the number of iterations and the number of functions evaluations. From these results we can show that the new method is the best among the traditional algorithms.
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1. Introduction

Assume that

\[ \min_{x \in \mathbb{R}^n} f(x), \]

is a large scale unconstrained optimization problem, where \( f(x) : \mathbb{R}^n \rightarrow \mathbb{R} \) is continuously differentiable function.

The TR model is a type of iterative procedure that produces a direction step \( d_k \), in all iterations, it is done by solving the following quadratic subproblem:

\[ \min q_k(d) = f(x_k) + g_k^T d + \frac{1}{2} d^T g_k d, \quad \text{such that } \|d\| \leq \Delta_k. \]

(2)

We will use the following abbreviations during the search: \( g_k = \nabla f(x_k), B_k \in \mathbb{R}^{n \times n} \) is a symmetric matrix, \( \|\cdot\| \) denotes Euclidean norm, and \( \Delta_k > 0 \) is the trust region radius (TRR). We will change the Armijo rule to accept the step length \( \alpha_k \) by

\[ f(x_k + \alpha_k d_k) \leq \mu \alpha_k g_k^T d_k \|g_k\|, \]

where \( \mu \in (0,1) \) \[1\]. The \( \rho_k \) ratio represents the actual reduction to the predicate reduction

\[ \rho_k = \frac{f(x_k) - f(x_{k+1})}{q_k(0) - q_k(d_k)}, \]

(4)

\( \rho_k \) is used to find out if the step length is rejected or not, then adjust the radius of the trust region. The trust region extended if the ratio closed enough to 1. If \( \rho_k \) is equal to a positive constant \( \mu \), but not closed to 1 then the trial step \( d_k \) will be accepted, leading to \( x_{k+1} = x_k + d_k \) and the TRR kept the...
same without altering. Otherwise, the TRR must be shrink and the subproblem (2) will be resolved to
determine an acceptable experimental indicate the continuation of the procedure [2, 7, 8]. To develop
the work of TRM, many known techniques has been modified, the most important is the LSM
technique, which reduced the issue of resolving subproblems in the event of a trial step rejected. Its
work is to find and produce an acceptable value for step length in each iteration [3].

In the 1980s, Gribo et al. established a manner to find nonmonotone lines for Newton method [9].
Later, based on the nonmonotone procedure proposed by Gribo et al. Deng et al. presented a
nonmonotone trust region method for unconstrained optimization [4].

Numerical results indicated that nonmonotone TRM was better than TRM, so many authors took
advantage of nonmonotone techniques both in LSM and TRM [5, 11- 14] to solve large scale
unconstrained optimization problem. For TRM, the choice of the radius is very important for the
strength and efficiency algorithm. Likewise, in conventional TRM, the radius is independent of goal
function information and it is selected agreeing to $\rho_k$. So, the main difficult of TRM is how to select
the radius at the $k^{th}$ iteration. If $\Delta_k$ is greater than $\mu$, then the number of resolved problems will be
increases as well as the computational cost. If $\Delta_k$ is less than $\mu$, the number of steps will increase, and
therefore the efficiency decreases, this would reduce the efficiency of the algorithms. Some
researcher’s collective nonmonotone TRM depended on simple quadratic models. The authors
introduced many techniques to solve various optimization and reliability problems (see 15- 21), but in
this work we aim to introduce a new nonmonotone adaptive TRM depended on simple quadratic
models with the adaptive procedure [6]. We custom a new scale approximation of the minimizing
function’s Hessian in the trust region subproblem, and then collective this new TRM with the
nonmonotone procedure of the new adaptive method.

The respite of this work is prepared as follows. In the second section, we offered nonmonotone
adaptive TR algorithm depending on simple quadratic models. In the third section, we present the
global convergence of the suggested technique. The fourth section contains the numerical results.
Finally, in the fifth section, we offer some conclusion remarks.

2- New algorithm depending on the simple quadratic model.

Here, we will discuss how to build a simple quadratic subproblem in each iteration. If we have the
initial point $x_0$ where $f(x_0)$ and $g_0$ can be immediately calculate and set $B_0= I$, where I represent a
unit matrix. The subproblem (2) can be formulated as:

$$
\text{min}\, q_0(d) = f_0 + g_0^T d + \frac{1}{2} d^T d, \|d\| \leq \Delta_0.
$$

(5)

Now we will give a procedure to calculate the approximate Hessian scalar of the function $f$ at $x$, from
$x_k = x_{k-1} + d_{k-1}$, we get $x_{k-1} = x_k - d_{k-1}$ [7, 8].

$$
f(x_{k-1}) = f(x_k) - g_k^T d_{k-1} + \frac{1}{2} d_{k-1}^T \nabla^2 f(x) d_{k-1},
$$

(6)

where $z$ lies on the line connecting $x_{k-1}$ and $x_k$. Possess an opinion the local character of the
searching process and the distance between $x_{k-1}$ and $x_k$ is suitable small, we select $z = x_k$ and
consider $\gamma(x_k)$ as an approximation of $\nabla^2 f(x_k)$, where $\gamma(x_k) \in R$. Therefore, the approximation of
the Hessian at point $x_k$ is calculated using the local information from points $x_k$ and $x_{k-1}$. So

$$
\gamma(x_k) = \frac{2}{d_k^T d_{k-1}} \left[ f(x_{k-1}) - f(x_k) + g_k^T d_{k-1} \right],
$$

(7)

Now, we select $\gamma(x_k) < 0$ to make Hessian matrix is definite, we can use $\delta > 0$ and obtain,

$$
\theta_k = \frac{1}{d_k^T d_{k-1}} \left[ f(x_k) - f(x_{k-1}) - g_k^T d_{k-1} + \delta \right].
$$
and modified $\gamma(x_k)$ by

$$\theta_k = \frac{2}{d_{k-1}^Td_{k-1}}[f(x_{k-1}) - f(x_k) + (1 - \theta_k)g_k^Td_{k-1}],$$

(8)

The next value for $\gamma(x_k)$ is positive. At the iteration point $x_k$, Therefore, subproblem (2) be able to be formed by way of follows,

$$min q_k(d) = f_k + g_k^Td + \frac{1}{2}\gamma(x_k)d^Td, \|d\| \leq \Delta_k,$$

(9)

the subproblem (2) can be easily solved as well. After finding a trial step $d_k$, To find out if he will be rejected or not, and in what way to set the new TRR, we calculate the ratio $\rho_k$ between

$$Ared_k = f(x_k) - f(x_{k+1}),$$

and

$$Pred_k = q_k(0) - q_k(d_k),$$

that is mean,

$$\rho_k = \frac{Ared_k}{Pred_k}$$

(10)

To optimize the efficiency, we present one more adaptive technique to describe a TRR $\Delta_k$, that is improved by the idea in [1]. We take $\Delta_k = \frac{\|g_k\|}{\gamma(x_k)}\|f_k\|$, and then alter it appropriately agreeing to the value of $\rho_k$.

2.1 Algorithm: New Adaptive TRM:

Step 0. Given $x_0 \in R^n$, $\Delta_0 > 0$, $0 < \mu < v_1 < v_2 < 1$, $0 < c < 1$, $c_1 > 1$, $0 < c_2 < 1$, $0 < \varepsilon < 1$, $\varepsilon > 0$, $\theta > 0$, $M > 0$, set $k = 0$, $\gamma(x_0) = 1$.

Step 1. Calculate $g_k$. If $\|g_k\| \leq \varepsilon$, stop. Or, go to Step 2.

Step 2. Find the Solve of the subproblem (9) for $d_k$.

Step 3. Calculate $\rho_k$.

Step 4. If $\rho_k < \mu$, take $\Delta_k = c\Delta_k$, go to Step 2; or go to Step 5.

Step 5. Take $x_{k+1} = x_k + d_k$.

Step 6. Calculate $\gamma(x_k)$ if $\gamma(x_k) \leq \varepsilon$ or $\gamma(x_k) \geq \frac{1}{3},$ set $\gamma(x_k) = \mu$.

Step 7. Calculate $\Delta_k = \frac{\|g_k\|}{\gamma(x_k)}\|f_k\|$.

$$\Delta_{k+1} = \begin{cases} c*\Delta & \text{if } \gamma_k < \mu \\ \Delta & \text{if } \gamma_k \geq \mu \end{cases}$$

Step 8. Set $k = k + 1$, go to Step 1.

2.2 Observation:

The goal of step 6 is to ensure strict directions and preserve the sequence \{γ(x_{k+1})\} uniformly bounded.

$$0 < min(\varepsilon, \mu) \leq \gamma(x_k) \leq max\left(\frac{1}{\varepsilon}, \mu\right),$$

(11)

3- Convergence analysis:
In this section of the paper, we will try to find the global convergence of algorithm 2.1. So we'll give some assumptions, including this one.

3.1 Supposition:
The level set \(L(x_0) = \{x \in \mathbb{R}^n | f(x) \leq f(x_0)\}\) is bounded.

3.2 Lemma:
Suppose the solution of (10), that is \(d_k\), so

\[
\|q_k(0) - q_k(d_k)\| \geq \frac{1}{2} \|g_k\| \|f_k\| \min \left\{ \Delta_k, \frac{\|g_k\|}{\gamma(x_k)} \right\},
\]

(proof):
If \(\Delta_k = \frac{\|g_k\|}{\gamma(x_k)} \|f_k\|\) and \(d_k = -g_k\)

\[
q_k(0) - q_k(d_k) = q_k(0) - q_k[-g_k] \\
= -g_k^T [-g_k] - \frac{1}{2} [g_k] \gamma(x_k)[-g_k] \\
= \frac{\|g_k\|^2}{\gamma(x_k)} - \frac{1}{2} \|g_k\|^T \frac{\|g_k\|}{\gamma(x_k)} \\
= \frac{\|g_k\|^2}{2\gamma(x_k)} \geq \frac{1}{2} \|g_k\| \min \left\{ \Delta_k, \frac{\|g_k\|}{\gamma(x_k)} \right\}
\]

That is complete proof.

3.3 Lemma:
The sequence \(\{x_k\}\) residues in \(L(x_0)\), and the sequence \(\{f(x_i(k))\}\) is no increasing and convergent in Algorithm 2.1.

(proof):
The proof is similar to the proof in the worksheet [9].

3.1 Theorem:
Presume that Supposition 3.1 holds. Suppose \(\{x_k\}\) be the sequence produced by Algorithm 2.1, so we get

\[
\lim_{k \to \infty} \inf \|g_k\| = 0,
\]

(proof):
By contradiction, we will get \(\|g_k\|\) is unbounded from zero. Assume that \(\exists \sigma \in (0,1) \) s.t

\[
\|g_k\| \geq \sigma, \forall k,
\]

(14)
It follows (10), \(\rho_k \geq \mu\) and Lemma 3.2 that

\[
f_{k+1} \leq f_{x_i(k)} - \mu \text{pred}_{k} \leq f_{x_i(k)} - \frac{1}{2} \mu \|g_k\| \min \left\{ \Delta_k, \frac{\|g_k\|}{\gamma(x_k)} \right\} \|f_k\|,
\]

(15)
then \(\forall k > M, \ let \ k = i(k) - 1. \) From (15),(11).
\[ f_{x_i(k)} \leq f_{x_i((k)-1)} - \frac{1}{2} \mu \|g^i(k)\| \min[\Delta_i(k)-1, \frac{\|g^i(k)\|}{f(x_i(k))-1}], \]

or

\[ f_{x_i(k)} \leq f_{x_i((k)-1)} - \frac{1}{2} \mu \sigma \min[\Delta_i, \frac{\sigma}{\max(\frac{1}{\varepsilon}, \mu)}], \]  \quad (16)

That means

\[ f_{x_i((k)-1)} - f_{x_i(k)} \geq \frac{1}{2} \mu \sigma \min[\Delta_i, \frac{\sigma}{\max(\frac{1}{\varepsilon}, \mu)}], \]  \quad (17)

from (17), we have \( f(x_i((k)-1)) - f(x_i(k)) \) is bounded a way from zero, that mean contradiction lemma 3-3, so (13) is true.

4. Numerical Results.

In this section we report the numerical tests to compare the results of a new technique TTRfb with three other algorithms:

TTRfB11: This algorithm is created by Quanyan Zhou · Chun Zhang [1].

TTRfB2: This algorithm is created by Shiker M. A. K and Sahib Z. [14].

TTRfB33: This algorithm is proposed by D. Tarzanagh et. al. [10].

The performance of all comparing algorithms runs on a computer with CPU–time 1.70 GHZ and 8.00 GB Ram, each algorithm codes are inscribed in MATLAB R2014a.

We take \( \mu_1 = 0.6; \mu_2 = 0.9; c = 0.5; p = 0.6; \) epsilon =\( 10^{-5} \) and number of total of iteration exceeds 20000. The problems that we took are:

\begin{align*}
  p_1: f &= 100 * (x_2 - x_1^2 + (1 - x_1) \\
  p_2: f &= (x_2 - x_1^2)^2 + (1 - x_1)^2 \\
  p_3: f &= (x_2 - x_1^2)^3 + (1 - x_1)^2 \\
  p_4: f &= (x_2 - x_1^2)^2 + (1 - x_1) \\
  p_5: f &= \sin(x_2)^2 - \cos(x_1)^3 \\
  p_6: f &= \sin(x_2)^{1/3} - \cos(x_1)^{1/3} \\
  p_7: f &= \sin(x_2)^{2} + \cos(x_1)^{3}
\end{align*}

The numerical results of all algorithms are recorded in table 4.1, 4.2 and 4.3. Table 4.1 consist the number of iterations, table 4.2 consists the number of functions evaluation and table 4.3 consists the CPU times.

| P  | TTRfB | TTRfB2 | TTRfB11 | TTRfB33 |
|----|-------|--------|---------|---------|
| P1 | 1     | 2      | 4       | 2       |
| P2 | 1     | 2      | 4       | 2       |
| P3 | 1     | 2      | 4       | 2       |
| P4 | 1     | 2      | 4       | 2       |
| P5 | 1     | 2      | 4       | 2       |
| P6 | 1     | 2      | 4       | 2       |
Table of functions evaluation

|   | TTRfB | TTRfB2 | TTRfB11 | TTRfB33 |
|---|-------|--------|---------|---------|
| P1 | 2     | 3      | 5       | 3       |
| P2 | 2     | 3      | 5       | 3       |
| P3 | 2     | 3      | 5       | 3       |
| P4 | 2     | 3      | 5       | 3       |
| P5 | 2     | 3      | 5       | 3       |
| P6 | 2     | 3      | 5       | 3       |
| P7 | 2     | 3      | 5       | 3       |

Table of CPU-Times

|   | TTRfB | TTRfB2 | TTRfB11 | TTRfB33 |
|---|-------|--------|---------|---------|
| P1 | 4.752 | 3.968  | 7.667   | 3.956   |
| P2 | 2.703 | 5.508  | 7.019   | 5.588   |
| P3 | 2.792 | 3.629  | 6.187   | 6.180   |
| P4 | 2.736 | 4.395  | 8.120   | 3.757   |
| P5 | 2.139 | 4.176  | 6.055   | 4.759   |
| P6 | 2.467 | 3.969  | 5.345   | 5.545   |
| P7 | 2.951 | 4.409  | 5.473   | 3.917   |

All the tables show that the results of the new algorithm (TTRfB) are better than the others in all terms. These tables show the quality of the performance of the new method that is in table 4.1 the number of iterations of (TTRfB) is less than the number of iteration of the other methods. In table 4.2 the number of functions evaluation is less than the other methods. And in table (4.3) the CPU time spent to reach the solution is less that the CPU time of the other method. So, that indicated that the new algorithm is better the other algorithms.

Conclusion:

The importance of this paper lies in the presentation of TRM. A new approach with adaptive nonmonotone TR has been introduced recognized on simple quadratic model. We custom a new approximation of Hessian scale for the minimization function of the TR subproblem and combining it
with nonmonotone technique to introduce the new adaptive method. We compare the performance of the new algorithm with three famous methods, the numerical results indicated the efficiency and robustness of our new algorithm and it is so promising to solve methods of unrestricted optimization.
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