FPGA Implementation of An Event-driven Saliency-based Selective Attention Model
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Abstract—Artificial vision systems of autonomous agents face very difficult challenges, as their vision sensors are required to transmit vast amounts of information to the processing stages, and to process it in real time. One first approach to reduce the data transmission is to use event-based vision sensors, whose pixels produce events only when there are changes in the input. However, even for event-based vision, transmission and processing of visual data can be quite onerous. Currently these challenges are solved by using high-speed communication links and powerful machine vision processing hardware. But if resources are limited, instead of processing all the sensory information in parallel, an effective strategy is to divide the visual field into several small sub-regions, choose the region of highest saliency, process it and shift serially the focus of attention to regions of decreasing saliency. This strategy, commonly used also by the visual system of many animals, is typically referred to as “selective attention”. Here we present a digital architecture implementing a saliency-based selective visual attention model for processing asynchronous event-based sensory information received from a Dynamic Vision Sensor (DVS). For ease of prototyping, we use a standard digital design flow and map the architecture on a Field Programmable Gate Array (FPGA). We describe the architecture block diagram highlighting the efficient use of the available hardware resources demonstrated through experimental results exploiting a hardware setup where the FPGA interfaced with the DVS camera.

Index Terms—Neuromorphic engineering, selective visual attention, event-driven, foveal vision, FPGA.

I. INTRODUCTION

Event-based vision sensors are becoming increasingly popular for a wide range of vision processing applications that require low latency and low power consumption [1]. As these constraints are the same ones faced by biological vision systems, it can be useful to study the computational strategies used by animal vision systems to optimize the performance of artificial event-based ones. In particular, a prominent strategy that biology uses to carry out efficient vision processing with limited resources is to use selective attention [2]–[4]. Instead of simultaneously processing all the information that can be provided by the input sensors, this strategy serially selects salient sub-regions of the input space shifting from sub-region to sub-region, and processing them sequentially. These sub-regions are selected by choosing the region of the visual space that has the highest value in the corresponding “saliency map”. In Itti’s bottom-up selective attention model [4], saliency maps are computed by combining multiple visual features, such as color contrast, texture, motion, etc. [4].

As one of the most relevant features in these saliency maps is given by motion cues and dynamic changes in the visual scene (e.g., produced by stationary but flashing LEDs), here we focus on the activity of the DVS sensor [5], which naturally correlates with these salient features [6]. The use of this sensor reduces the amount of data transferred to the processing areas and, consequently, the amount of power required to process it. Based on this, we present an event-based visual processing system that uses a biologically plausible computational model of a saliency-based form of bottom-up attention, to select and sequentially process sub-regions of the visual field. While early attempts to implement selective attention models in neuromorphic hardware have focused on mixed-signal analog/digital implementations [7]–[11], few have been done using a standard digital design flow [12], [13]. Here we implement a saliency-based event-driven attention mechanism at pixel level which depend on the exponential decay of the pixel states. We use digital FPGA devices for fast prototyping, while still allowing real-time processing of events streamed from the DVS. The active-vision system that we present carries out computation in parallel using an event-based asynchronous communication infrastructure that employs the Address-Event Representation (AER) [14]–[16].

In Section II we present the details of the selective attention model. Section III describes the proposed event-based attention mechanism. In Section IV we introduce the hardware architectures, and in Section V we presents the simulation and experimental results of the proposed system. Finally, Section VI concludes the paper.

II. BACKGROUND

Selective attention is a powerful computational strategy used by biological systems to optimize the use of the limited computing resources and minimize latency and reaction times. It acts by selecting the most salient location of the visual scene, ignoring distractors and irrelevant information, and allocating...
the system’s computational resources for fast and accurate processing of the information in that region. Subsequently, the system chooses other regions of the visual scene with decreasing saliency, processing them in a sequential manner. The choice of the regions to process can be influenced by “bottom-up” stimuli (e.g., such as high contrast or moving objects) or “top-down” preferences (such regions of the scene that ignore the sky, or that include faces). Several computational models of selective attention under both top-down and bottom-up influences have been proposed [17]–[20]. The first explicit, biologically plausible computational model of bottom-up saliency-based selective visual attention was proposed by Koch and Ullman in 1985 [3].

Inspired by biological vision systems, the first processing stage in any bottom-up attention model is computing different features such as intensity, contrast, color opponency, orientation, direction, or motion [4]. The different feature maps contribute with different weights to create a unique saliency map. The strength of the feature contributions can be influenced by top-down modulation or training [4]. A Winner-Take-All (WTA) network selects the most salient location in the saliency map and focuses the system’s attention to it. As the region is being attended, an inhibition of return mechanism is used to suppress it, so that less salient regions can win the WTA competition. Depending on the parameters governing its dynamics, this mechanism can allow the system to switch only between the two most salient regions, the top three, and so on.

To test selective attention in real-time visual processing tasks, several event-driven saliency-based models have been proposed [20], [21], as well as their hardware implementations, using neuromorphic circuits [11], [22], [23], and using FPGAs [12], [13]. However, almost all the FPGA implementations made use of frame-based cameras [13], and very few (only one to our knowledge) interfaced to silicon retina devices [12]. In this paper we proposed a digital event-driven saliency-based attention model implemented on FPGA for prototyping to process event-streams of the DVS camera.

III. Event-based Saliency Attention Model With Top-down Modulation

Here we present our FPGA-compatible event-based selective attention architecture. As bottom-up selective attention models are especially appealing for hardware implementations, due to their modular and easily expandable nature [10], we focus the bulk of our work on these sub-sets of models. First, we describe how the model processes visual inputs from event-cameras and exploits the event-based nature of these cameras to compute saliency from high-contrast changing visual stimuli; then we extend the bottom-up saliency model to incorporate a top-down modulation mechanism, which allows steering the focus of attention (FOA) according to the target task.

A. Event-based Bottom-up Saliency

As opposed to the original computational model [17], the system we designed uses only one feature channel that encodes the changes present in the visual scene, sensed by the DVS. Event-camera pixels, such as those present in the DVS, operate independently and respond only to local changes in the light intensity, which makes them inherently act as local edge detectors of moving objects. In this respect, saliency is defined as the region of the visual scene that produces the highest number of events, which in turn corresponds to the area that has the highest number of high contrast moving objects.

Let the FOA be defined as a window of size \([m_x, m_y]\) centered around the most salient pixel. The event \(e(x, y, t, p)\) represents the brightness change detected by the pixel with coordinates \((x, y)\) at time \(t\) and with polarity \(p\) (with \(p=1\) for contrast increases, on ON-event, and \(p=-1\), or OFF-event, for contrast decreases). Then, the most salient pixel at time \(t\) can be defined as follows:

\[ P^*(t) = \max_p s_p(t) \]

with \(s_p\) being the pixel state at time \(t\). See IV-C for a detailed description of the algorithm, which updates the pixels state in an event-based manner.

B. Top-down Biasing

After receiving a pixel event and extracting information about the pixel’s location, we can have a top-down bias ahead of the bottom-up processing. The top-down biasing can be executed in two methods: top-down gating and top-down modulation. In the “top-down gating” approach, all the areas out of a predefined region of interest are cut out. In the “top-down modulation” approach, all the arriving pixels are processed but the changing gain of the state for each pixel is modulated according to the predefined conditions for the top-down biasing.

IV. Hardware Design and Implementation

Fig. 1 shows a schematic of the proposed architecture, which consists of seven blocks. The Handshake Receiver (HSR) handles the input events. HSR implements the standard 4-phase handshake AER protocol between the sender and the receiver block. The output events are monitored through a USB connection but can also be sent to the other event-based devices using a Handshake Sender (faded HSS block in Fig. 1). To prevent meta-stable states at the interface between different clock domains, a double flip-flop synchronizer (FMS) is applied before the input handshake. The core blocks of the architecture are described in more detail in the following sections.

A. Data Processing Element (DPE)

The event-camera included in our architecture is the DAVIS240C which employs a serial data format, i.e. \(x\) and \(y\) coordinates of the events are sent one after the other [5], [24]. Thus, the Data Processing Element block (or DPE) takes care of generating the 2D event coordinate by merging \(x\) and \(y\) input words and forwards the resulting pixel_ID to the receiver block. Two instances of this block are used, which differ in the spatial resolution of the output events.

- **DPE Exploring**, or DPE (Exp), which operates on the full input resolution, extracts the pixel_ID from the input events and forwards it to the Saliency block (SAL); SAL
defines the most salient pixel according to the input events and a history of the previous events.
- DPE Fovea, or DPE (Fov), which receives the coordinate of the most salient pixel by the SAL block and extracts only the events inside the FOA.

B. Top-Down Biasing Blocks

After exploring the input events and extracting the pixel_ID, the top-down mechanism works on top of the bottom-up saliency. In the proposed system, the top-down biasing mechanism is implemented using two different methods. Both are explained in more detail in III-B.

1) Top-Down Gating (TDG): This block receives the extracted pixel_ID from DPE (Exp) block. When this block is enabled, via the input parameter Enable_TDG, input events cross the TDG only if they meet the input top-down biasing conditions (TDB_Parameters).

2) Top-Down Modulation (TDM): TDM also receives the pixel_IDs from the DPE (Exp). This block handles all the input events with a modulated state-changing gain. The amplitude of the modulation depends on the TDG top-down biasing conditions. The highest modulation happens when the input events meet the TDM requirements.

C. Saliency block (SAL)

Fig. 2 illustrates the core blocks of the Saliency Block (or SAL) architecture. SAL extracts the location of the most salient pixel. In the SAL architecture two separate Dual Port BRAM are used: RAM_FR stores the pixel state $s_P(t)$ as 21-bits registers (with fixed-point representation: s=1 bit for the sign, i=12 integer bits, and f=8 fractional bits); RAM_TIME stores timestamped event pattern of the last event generated at each pixel location.

Let $P^*$ be the current most salient pixel location with state $s^*$, which is selected based on all the previous input events. At each incoming event from pixel $P$ at time point $t$, the SAL block performs the following steps:

1) Read the last pixel event time stamp $t_{old}$ from the corresponding entry of the RAM_TIME.
2) Read the latest pixel state $s_P(t_{old})$ at the last pixel event timestamp $t_{old}$ from the corresponding entry of the RAM_FR.
3) Compute the updated pixel state $s_P(t)$ as follows:

$$s_P(t) = 1 + s_P(t_{old}) \cdot \exp \left[\left(t_{old} - t\right)/\tau\right]$$

with $\tau$ stored as input parameter. This operation is handled by Exp_Func block (Fig. 2), where the exponential decay term is implemented using the piece-wise linear approximation, to reduce the hardware resource utilization on the FPGA.

4) Store the new pixel state and timestamp in the corresponding BRAM entries.
5) Update the state of the current most salient pixel by repeating steps 1, 2, and 3 for $P^*$.
6) Compare the new pixel state to the state of the current most salient pixel $P^*$. If $s_P(t) > s^*$:
   - Update the most salient pixel location, which is forwarded to the DPE(Fov) block.
   - Excite the state of the updated most salient pixel as the center of FOV or $P^*$:

$$s[x, y] = s[x, y] + S_{plus}, \quad \forall (x, y) \in FOA$$

- Inhibit the state of all pixels in the previous FOA:

$$s[x, y] = s[x, y] - S_{minus}, \quad \forall (x, y) \in FOA$$

with $S_{plus}$ and $S_{minus}$ stored as input parameters for the highest excitation and inhibition values, respectively.

By penalizing the pixels in the previously selected salient region, the last step adapts the Inhibition of Return (IOR) mechanism proposed in [4] to our event-based implementation.

V. RESULTS AND DISCUSSION

The proposed system implements a digital electronic event-driven foveal vision. All parts of the design are described using the standard top-bottom digital design flow. As a proof of concept we implemented our electronic Foveal vision for processing event-camera inputs on a Kintex-7 XC7KT160T FPGA, which is hosted on the Opal Kelly XEM7360 board. Based on the results from Table I, the entire
proposed network uses only less than 1 percent of the available Slice FFs and LUTRAMs and DSPs, 2.31 percent of available Slice LUTs and 38 percent of available BRAMs. Furthermore, since the whole pipeline operates directly on the hardware, the system’s latency is in the order of a few microseconds.

TABLE I: Resource utilization of the proposed digital electronic Foveal vision on Kintex-7(XC7KT160T).

| Resource     | Proposed | Available | Utilization |
|--------------|----------|-----------|-------------|
| Slice FFs    | 1646     | 202800    | 0.81%       |
| Slice LUTs   | 3240     | 102400    | 2.31%       |
| LUTRAMs      | 33       | 35000     | 0.09%       |
| BRAMs        | 123.5    | 325       | 38%         |
| DSPs         | 2        | 600       | 0.33%       |
| Device       | Kintex.7 |           |             |

To validate the architecture in more real-world scenarios, the design was tested with samples from the DVS128 Gesture Dataset [25], which contains DVS recordings from different hand gestures and illumination conditions. Fig. 3 shows the trajectory of the most salient locations of a sample from the left hand clockwise gesture. Fig. 3-(Left) shows the time surface plot of the input events collected within a time window (t=[0;43.1] ms). The darker events are the most recent ones. The pixels shown in red are the most salient pixels selected across time. Fig. 3-(Right) shows the output of the pipeline. Events are confined within a shifting 16×16 window, which corresponds to the most salient region at a given time point.

![Fig. 3: Time surface plots of the input (Left) and output (Right) of the system.](image)

To examine the behavior of the proposed architecture in terms of the ability to attend to different salient locations, a controlled data stream was used to assess the system behavior. The data consists of 3 active pixels with different firing rates (depicted in gray scale levels in Fig. 4). The architecture attends first to the pixel with the highest firing rate (dark gray point). Then it progressively shifts to the other active locations with decreasing firing rate (from gray to light gray regions). Thus, this result highlights how the proposed system can effectively shift the focus of attention towards different salient locations according to the local instantaneous firing rate.

Fig. 4: Examining the forgetting ability of the proposed system by applying a controlling input data stream. Darker colors show higher firing rates.

Fig. 5 illustrates the results with a top-down biasing condition. Exploring the events of half of the screen based on the application demands is an example of top-down biasing conditions. In this experiment, we have used input recordings from the DAVIS240. Unlike in the previous scenarios, here the pipeline is only attending to the most salient locations on the upper-half (Fig. 5a) and left-half (Fig. 5b) parts of the scene. The fovea window stays at one location for a limited time window (indicated on top of each plot), until the next most salient location is selected.

![Fig. 5: Bottom-up attention mechanism with two different top-down biasing parameters. The region of interest for finding the most salient location is: (a) upper-half. (b) left-half.](image)

VI. CONCLUSION

We presented an implementation of a digital bio-inspired event-driven foveal vision on an FPGA. The system implements a simplified model of the bottom-up stimulus-driven saliency-based selective-attention mechanism. The proposed network has been synthesized and as a proof of concept implemented on a Xilinx Kintext-7 FPGA device in a setup containing a DAVIS240 camera connected to a dedicated FPGA. We demonstrated how the system can sequentially select the spatial locations of the most salient inputs present in the camera’s field of view with experimental results. The system receives input signals in the form of address events, selects the spatial locations of the most salient inputs present in the camera’s field of view, and only transmits events from the selected sub-region. This reduces the amount of data that needs to be processed, e.g., to extract features or detect specific targets, and enables the construction of a complex saliency-based vision processing system. In particular, it enables further neuromorphic event-based processing chips to process high-resolution images by using their limited resources (e.g., cores of 256 neurons [26], [27]) sequentially, as it happens in biology.
