Efficiency analysis of dynamic object detection in computer vision system
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Abstract. The concept of computer vision and its key aspects are given. Problems of dynamic objects detection are considered. The latest approaches are described to improve the accuracy and speed of recognition. Their main advantages and disadvantages are considered. The structure of the computer vision system and the interaction of its components are shown. A method for embedding a motion detection module to increase the efficiency of the recognition subsystem is proposed. A motion vector search algorithm is described, the main idea of which is to divide a frame into blocks and search for similar parts in adjacent frames. Experimental results showing the effectiveness of the approach are demonstrated.

1. Introduction
Computer vision is a technology that allows finding, tracking, classifying and identifying objects of the real world, extracting and analyzing the information received. Machine and computer vision are related areas. Computer vision can be called a general set of tools, and machine vision shall be regarded as an area of application. A key aspect in the field of computer vision is the problem of automatic image recognition of dynamic objects.

Image recognition is the process of extracting common characterizing object features from the total mass of irrelevant data in order to determine their belonging to a certain class. In most cases, to uniquely identify a dynamic object, just one of its images is not enough, since the information about the characteristics may be incomplete. Accordingly, modern recognition systems solve the problem of detecting objects and their maintenance throughout the entire surveillance period. And with each new frame the accumulated recognition result is refined and the likelihood of unambiguous identification of the object is increased [1–2].

A list of the leading machine learning technologies that are actively used in conjunction with video analytics systems for detecting graphic objects:

1. TensorFlow is a library of machine learning and deep research of neural networks from Google, which is based on data flow graphs. It is enough to describe the architecture of the neural network and its parameters. Then this data is sent to the TensorFlow session, where all the calculations that are required to produce the results take place. Calculations are represented as a directed graph, in which the edges are the
paths of data movement. The data is represented as tensors – multidimensional data arrays with variable size. Tensors go from node to node along the edges of the graph [3].

2. TFlearn is a modular and open machine learning library designed to work with higher levels of the TensorFlow API and makes the development much easier [3].

3. Microsoft Cognitive Services are a set of cloud services that provide their customers with the opportunity to identify, describe, and process images, sound, and much more using the software interaction interface (API) [4].

4. OpenCV (Open Source Computer Vision Library) is a library of computer vision algorithms, image processing, and general-purpose numerical algorithms with open source. Implemented in C/C++, Python, Ruby, Matlab, and other languages [4].

5. The Accord.NET Image Processing and Machine Learning Framework are a set of machine learning libraries written in the C# programming language and allowing access to a set of highly efficient detection algorithms [4].

In general, modern machine learning algorithms are based on the neural network approach.

2. Problems of dynamic objects detection

Recently, using algorithms based on convolutional neural networks, it has been possible to achieve significant success in the field of static object detection [5].

The main difference of the algorithms is the viewing of images through a small window moving to the right and down [6–8]. There are some important features inside the region of interest, such as a vertical line, a circle, a square, etc. The calculation of such features is performed during the training of the convolution network. The location of important features is shown on the feature maps. Moreover, their combination in a specific area can indicate the presence of a more complex feature. For example, some feature maps can detect a bicycle by lines and circles (based on simple feature maps) [9].

Currently, the mechanism for constructing the convolutional neural network architecture includes the following steps: firstly, extracting feature maps set across the entire input image \( F = N_{feat}(I) \) \([3, 10–15]\), secondly, generating the result of neural network based on feature maps set \( Y = N_{det}(F) \) \([16–21]\). In other words, the result of neural network means determining the class of object, e.g. bicycle from a set of lines, circles, etc.

Direct application of the methodology based on the convolutional neural network for the detection of dynamic objects entails the following problems:

- Extracting feature maps set for each image is very time-consuming. So, it is unacceptable, especially for real-time systems.
- There is reduced recognition accuracy due to blurring, defocusing or the presence of other artifacts on the video.

3. Approaches to problem-solving

3.1. Sparse Feature Propagation

One of the approaches to solution of dynamic object detection problem is Sparse Feature Propagation method [1] based on the concept of key-frames (figure 1). In general, processing a frame with a similar appearance among neighboring frames entails a similar computational complexity. So, calculating of the feature maps set \( F = N_{feat}(I) \) is necessary only for key-frames. The value of feature maps set on any non-key-frames extends from its previous key-frames.
The intra-frame pixel-wise motion is recorded in a two-dimensional motion field $M_{i \rightarrow k}$, where two-dimensional motion field is part of a frame (matrix of pixels), the approximation to which can be seen on nearby frames. The propagation from key frame $k$ to frame $i$ is shown on equation 1.

$$ F_{k \rightarrow i} = W(F_k \cdot M_{k \rightarrow i}). \quad (1) $$

$W$ – feature warping function. Then the detection network (see section 2) $Y = N \det(F_{k \rightarrow i})$ works on $F_{k \rightarrow i}$, as approximation to the real feature $F_k$, instead of computing the result based on $F_i$.

However, propagated features are only approximate and error prone. This can impair the accuracy of recognition.
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**Figure 1.** Approaches to dynamic object detection.

3.2. Dense Feature Aggregation

The Dense Feature Aggregation method [2] gives the possibility of improving the quality and accuracy of recognition due to the aggregation of common features from neighboring frames (figure 1). This approach allows preventing the decrease in accuracy caused by the presence of blurring or overlapping objects in some images.

Feature maps set $F$ is calculated for frames of any kind.

For $\forall i \in F$ in the range $[i-r, i+r]$ are warped in $i$ as shown on equation 2, forming feature maps set $\{F_{k \rightarrow i} | k \in [i-r, i+r]\}$ where $r \in [2; 12]$ frames. The aggregated feature maps $F^-_i$ on frame $i$:

$$ F^-_i(p) = \sum_{k \in [i-r, i+r]} W_{k \rightarrow i}(p) \ast F_{k \rightarrow i}(p), \forall p \quad (2) $$
Weight $W_{k \rightarrow i}$ is calculated as the similarity between propagated feature maps $F_{k \rightarrow i}$ and real feature maps $F_i$. The weight is normalized at every location $p$ (point of frame) over nearby frames $\sum_{k \in [i-r,i+r]} W_{k \rightarrow i}(p) = 1$.

Dense Feature Aggregation method significantly improves the accuracy of dynamic objects detection. However, it is very slow due to repetitive calculations of $F$.

3.3 Motion vector search module
Computer vision systems are designed to solve highly specialized tasks, such as motion detection and recognition of license plates on video sequences, calculation and classification of objects on the conveyor during passenger baggage screening, etc.

The main advantage of such systems for people is the lack of fatigue and the possibility of continuous monitoring [22–23].

The common structure of the computer vision system includes the following components (figure 2):

- a set of video cameras,
- an image capture and conversion module,
- a recognition module,
- a database and a knowledge-base,
- a decision support system.

Computer vision systems generally work in real time. This imposes temporary restrictions on the recognition subsystem. In other words, the number of frames processed per second affects the recognition accuracy and, therefore, the number of fixations of high-speed objects as well. Based on the existing problems with the detection of dynamic objects described in section 2, it is proposed to integrate the motion detection module into a common system to increase recognition speed and reduce the number of false alarms (figure 2).

Input data of the embedded module are video data from surveillance cameras. Output data of the embedded module include:

- a data structure consisting of the analyzed image, the coordinates of the detection zone and the identifier for linking with other objects.
- a data structure consisting of an object identifier and a message to stop tracking it.

A feature of the module under consideration is the transmission of informational messages about an object in a separate parallel data stream. The accumulated information about the object is entered into the recognition subsystem. Thus, it will be possible to distribute the computational load between the two modules of the system.

The detection module consists of the following components:

- a temporary storage of raw photos,
- a database and a knowledge-base for storing intermediate results,
- the subsystem of the search for motion vectors, performing frame-by-frame analysis, identifying key features and drawing up a map of their movement throughout the video sequence.

By feature is meant a part of the object of observation (a block of pixels) that appeared on the key-frame and is repeated on subsequent intermediate frames. The feature maps show which the block of interest was first seen on the frame and its further movement on subsequent frames.

Figure 2 shows the interaction of the main components of the video analytics system. The algorithm for finding the motion vectors of dynamic objects is presented in figure 3–4.
Figure 2. Distributed system structure.

Figure 3. Detection motion algorithm.
Figure 4. Continuation of detection motion algorithm.

Formula 3 for determining the similarity of blocks that have the same position at different points in time:

\[ \text{result} = \sum_{k=0}^{n-1} \sum_{l=0}^{m-1} (I_t[i+k, j+l] - I_{t-1}[i+k, j+l])^2 \quad (3) \]

1* – the designation of this formula in picture 3. \( I_t \) – the array of pixel brightness at the moment \( t \); \( n, m \) – width and height of pixel block. \( i, j \) – block coordinates;

Formula 4 is for searching for a block by neighboring frames, which is similar to the one under consideration.

\[ \text{result} = \sum_{k=0}^{n-1} \sum_{l=0}^{m-1} (I_t[i+k, j+l] - I_{t-1}[i+(q*a) + k, j + (w*b) + l])^2 \quad (4) \]

2* – the designation of this formula in picture 4. \( q, w \) – a step right, left, up or down on a previous frame to search for a similar block.

The progress of the algorithm consists of the following steps:

1) Entering an array of images, each of which is an array of brightness.
2) Entering the brightness threshold (If the brightness of two pixels does not exceed a specified number, then they are considered equal).
3) Entering pixel block size (e.g. 16x16).
4) Calculation of the number of blocks by the width and height of the image.
5) Copying of all the blocks of the first frame into the resulting array of motion vectors.
6) Iteration over all images. If all images are processed, then exit.
7) Iteration over image width with a step size equal to the block width. If processing is completed, go to step 15.
8) Taking a thread for parallel calculating (Operations in steps 9–14 are performed in parallel).
9) Iteration over image height with a step size equal to the block height. If processing is completed, go to step 7.
10) Comparing blocks of the current and the previous frame by the formula 1*.
11) If the blocks are equal, then go to step 7.
12) Searching for a similar block in the previous frame in some neighborhoods of the current position of the block using the formula 2*.
13) If a similar block is found, then add its coordinates to the resulting array and go to step 15.
14) Adding a new block to the resulting array.
15) Synchronization of threads, waiting for the completion of calculations.
16) Definition of zones of displacement of blocks and sending each in a separate parallel stream and go to step 6.

4. Experiments
ImageNet VID dataset [4] is a prevalent large-scale benchmark for video object detection. It is used for this experiment. Model training and evaluation are performed on the 3,862 video snippets from the training set and the 555 snippets from the validation set. There are about 25 frames per second for the video snippets. The images are resized to a shorter side of 600 pixels for the image recognition network, and a shorter side of 300 pixels for the flow network. 30 object classes are used for experiment. Stochastic Gradient Descent training is performed (samples are selected randomly).

The metric to measure the accuracy of object detectors (mAP) using the considered methods is calculated and displayed on the graph. It precisely measures the “false positive rate” or the ratio of true object detections to the total number of objects.

Calculating mAP using equations 5:

$$mAP = \frac{1}{|classes|} \sum_{c \in classes} \frac{TP(c)}{TP(c) + FP(c)},\tag{5}$$

where True Positive $TP(c)$ - a proposal was made for class $c$ and there actually was an object of class $c$; False Positive $FP(c)$ - a proposal was made for class $c$, but there is no object of class $c$.

Overall comparison results are shown in figure 5.

![Figure 5. Speed-accuracy trade-off curves for the detection methods.](image-url)
As for Sparse Feature Propagation [1], by varying key frame duration from 1 to 10, it can achieve a five–fold acceleration speedup with moderate accuracy loss (within 1%). As for Dense Feature Aggregation [2], by varying the temporal window to be aggregated from ±1 to ±10 frames, it improves the mAP score by 2.9% but the runtime speed is about three times slower than the per–frame baseline. The method is not able to reach an acceptable processing speed (about 20 fps). As for the motion detection module, the mAP score is higher than Sparse Feature Propagation with a sufficiently high number of frames per second.

Conclusion

In recent works aimed at solving the problems of dynamic object detection, the methods of Sparse Feature Propagation and Dense Feature Aggregation have been discussed. However, problems of unacceptable computational costs and loss of recognition accuracy have been identified. To eliminate them, it was proposed to embed the motion detection module into the general machine vision system, which receives images from video cameras at the input, and the accumulated information about the objects of observation is transmitted at the output in parallel streams. The detection module delegates the responsibility for searching and detecting motion, hiding unnecessary information and providing only the necessary areas for further recognition.

The efficiency calculations presented in section 4 have showed the feasibility of introducing the proposed approach into real computer vision systems.
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