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Abstract

Graph Neural Networks (GNNs) have emerged as formidable resources for processing graph-based information across diverse applications. While the expressive power of GNNs has traditionally been examined in the context of graph-level tasks, their potential for node-level tasks, such as node classification, where the goal is to interpolate missing node labels from the observed ones, remains relatively unexplored. In this study, we investigate the proficiency of GNNs for such classifications, which can also be cast as a function interpolation problem. Explicitly, we focus on ascertaining the optimal configuration of weights and layers required for a GNN to successfully interpolate a band-limited function over Euclidean cubes. Our findings highlight a pronounced efficiency in utilizing GNNs to generalize a bandlimited function within an ε-error margin. Remarkably, achieving this task necessitates only $O_d((\log \varepsilon^{-1})^d)$ weights and $O_d((\log \varepsilon^{-1})^d)$ training samples. We explore how this criterion stacks up against the explicit constructions of currently available Neural Networks (NNs) designed for similar tasks. Significantly, our result is obtained by drawing an innovative connection between the GNN structures and classical sampling theorems. In essence, our pioneering work marks a meaningful contribution to the research domain, advancing our understanding of the practical GNN applications.
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1 Introduction

Graph Neural Networks (GNNs) serve as powerful instruments for processing data associated with graphs and have found widespread applications in various domains such as applied chemistry [15, 17, 27], biology [22, 51, 52, 56], recommender systems [16, 23, 57],
GNNs harness the inherent topological structure of graphs that are either derived from prior domain knowledge or constructed as proximity graphs based on input features. Such adaptability positions them as valuable in tasks that involve predictions, a fact that is supported by empirical observations. [1, 33]. These findings indicate that GNNs exhibit a remarkable ability to leverage graph information, surpassing the performance of conventional Neural Networks (NNs) in practical predictive scenarios. However, the theoretical foundations of this capability have remained largely uncharted. Additionally, current theoretical investigations of GNNs have predominantly revolved around their ability to distinguish between different graphs, akin to graph-oriented tasks such as the Weisfeiler-Lehman isomorphism test [55]. Hence, there exists a notable gap in our knowledge of their potential to approximate “smooth” functions defined on individual graphs, a task that is inherently node-centric.

In this paper, we engage in an original research initiative to investigate the expressiveness of GNNs in generalizing bandlimited functions over Euclidean domains, thus addressing a previously unexplored dimension in our understanding. Specifically, we aim to constructively identify the necessary size requirement for a GNN to effectively generalize an arbitrary bandlimited function over a compact Euclidean domain within a predefined and quantifiable error margin. This pursuit serves a dual purpose: it sets an upper error threshold when GNNs are applied to node classification tasks and thus simultaneously establishes a lower limit for the optimal generalization performance achievable by GNNs. In order to ensure a clear and meaningful notion of the generalization error, we make a crucial assumption: the test data, while drawn from the same distribution as the training data, comprises entirely new data that the trained network has never encountered. To provide context for this assumption and to elucidate the idea of “smooth” functions on a graph, we adopt a popular perspective from manifold learning that both the training and test data in the graph domain can be regarded as samples originating from an underlying continuous manifold, as discussed in [60]. From this perspective, the error analysis can then be done on the data manifold outside the training set, and our ultimate objective is to learn across this continuous latent space. While our study primarily focuses on the advantages of GNN models within the simplest manifolds, namely Euclidean balls, it’s essential to recognize that locally differential manifolds can be transformed into these balls [18]. This suggests that our findings are likely to hold relevance for understanding GNN capabilities in more complex manifold settings.

The expressive power of NNs, on the other hand, has been extensively explored in a myriad of research endeavors, as exemplified in the literature [24, 28, 32, 47, 61, 62]. Within the framework of general approximation capabilities, various manifestations of NNs employing different nonlinear activations have demonstrated their capacity to approximate a broad spectrum of functions with arbitrary precision [10, 20, 21, 45]. The issue of approximability concerning network size is explored in works such as [5, 9, 11, 12, 34]. In the domain of expressing smooth functions, the classic study by [36] established that specific NN constructions, featuring a single hidden layer and of order $O(\varepsilon^{-s})$, achieve $\varepsilon$-approximation for $C^s$ functions that are analytically extendable to a polyellipse. Contemporary research
on the ability of Rectified Linear Unit (ReLU) NNs to handle functions with high degrees of smoothness is reflected in studies such as [7, 37, 43, 58].

In the specific context of NNs’ powers to learn bandlimited functions, many works have been done, such as [7, 37, 40, 54]. In [7, 37], it was confirmed, constructively, that deep ReLU Neural Networks (ReLU DNNs) possess the capability to approximate bandlimited functions on Euclidean cubes with an \( \varepsilon \)-precision. Notably, each specific DNN construction demands \( O((\log \varepsilon^{-1})^2) \) layers but a minimum of \( \Omega(\varepsilon^{-2}) \) weights in the worst case scenario. While these findings align with the emphasis on dimension-independent outcomes in their respective papers, they are mitigated by a notable constraint, that is, a polynomial error rate concerning the requisite number of weights, particularly when assuming fixed dimensions. In \( \varepsilon \)-approximating real-valued functions that are complex-analytically continuable to an open ellipse on \([-1, 1]^d\), [40] introduced a dimension-dependent ReLU DNN structure with a favorable logarithmic error rate \( O_d((\log \varepsilon^{-1})^{d+1}) \) for the required number of weights and a \( O_d((\log \varepsilon^{-1} \log((\log \varepsilon^{-1})^{d+1})) \) rate for the number of layers. In parallel, our findings reveal a GNN capable of approximating a bandlimited function on \([-1, 1]^d\) within an \( \varepsilon \)-margin that requires only

\[
O_d((\log \varepsilon^{-1})^d) \quad \text{weights} \quad \text{and} \quad O_d((\log \varepsilon^{-1})^d) \quad \text{layers},
\]

confirming that the additional logarithmic factor in the number of requisite weights documented in [40] for NNs would be superfluous for a GNN construction. This substantiates that GNNs allow for an expressiveness level equivalent to, if not surpassing, that documented for NNs, particularly in the worst-case scenario. Furthermore, our GNN construction is specifically built on a set of precisely \( O((\log \varepsilon^{-1})^d) \) samples, which are drawn from sampled functional values and concurrently serve as the weights for the network. This arrangement enables us to frame our problem in the generalization context, in which our GNN adeptly interpolates a function based on \( O((\log \varepsilon^{-1})^d) \) instances of the function itself. Consequently, it demonstrates a robust ability to predict values reliably for test data. This distinctive feature broadens the applicability of our work to semi-supervised learning scenarios.

In summary, our contributions to the research on the application of GNNs can be outlined as follows:

- We formulate a GNN designed to approximate bandlimited functions on Euclidean cubes, demonstrating a competitive rate in the number of required weights compared to traditional NNs.

- Our GNN construction, derived from an interpolation process using sampled functional values, is explicit, offering its use as a pre-trained network and circumventing additional learning steps.

In terms of machine learning theory, our work pioneers the incorporation of sampling theory as a novel approach to investigating the expressive power of neural networks; particularly:

- Our construction arises from the insight that a regularized Whittaker-Kotel’nikov-Shannon sampling theory principle can be realized within the framework of GNNs.
This enriches the existing theoretical toolkit, which includes techniques such as Taylor approximation, Legendre approximation, Chebyshev approximation, and Barron’s theorem. Further, our sampling-based approach relies exclusively on knowledge of functional sampled values, which stands in contrast to the prevalent Taylor-approximation-based framework found in various nonasymptotic studies on NNs, such as [39, 43, 58]. In these latter approaches, constructions hinge on acquiring pointwise high-ordered derivative values of target functions, which are difficult to obtain with real-world data. Finally, we also want to note that, on the mathematical analysis and approximation theory front, our work produces several noteworthy contributions:

- We prove a truncated regularized sampling principle for bandlimited functions and elucidate an interesting convergence property associated with the Fourier transform derived from a truncated Gaussian.

- We provide upper bounds for integrals of factorial polynomials within the closed Newton-Cotes quadrature formula, a result not previously available in the existing literature.

The paper is organized as follows. In §2, we establish the groundwork for our discussion, which begins with an introduction to essential mathematical notations and definitions. Following that is §2.1, which is divided into two parts. The first part, §2.1.1, focuses on the fundamentals of GNNs, and the second part, §2.1.2 is dedicated to the explanation of our GNN modeling ideas. In §2.2 we provide the fundamental sampling theory crucial to our work, paving the way for the presentation of our three main results at the beginning of §3. We discuss the significance of these results in §3.1 and, to enhance clarity and simplify our analysis, offer a mock proof in §3.2. The subsequent sections, §4, §5, §6, contain the proofs of our main results. A comprehensive summary along with a discussion of potential improvements in terms of the number of layers, is given in §7. Lastly, additional technical details are addressed in the appendix, §A.

We adopt an indexing system in which we use letters to label our results, such as Theorem 1, and use letters to reference contributions from other researchers, such as Theorem A.

2 Preliminaries

We introduce the symbols, notations, and conventions that will be used consistently throughout this paper.

We denote $\mathbb{Z}_+$ to be the set of positive integers and adopt the definition that $\mathbb{N}$ includes all the nonnegative integers.

Let $A, B \geq 0$. By $A \ll B$, we mean there exists a universal constant $C > 0$ such that $A \leq CB$, and by $A \asymp B$, we mean $A \leq B$ and $B \leq A$. If $a$ is a tuning parameter, then the expression $A \ll_a B$ implies that there exists a constant depending on $a$, $C(a) > 0$, such that $A \leq C(a)B$. Related is the notion of magnitude $O(\tau)$, for some quantity $\tau > 0$, by which we mean another quantity whose magnitude is at most $C\tau$, for some $C > 0$. Similarly, if $C = C(a) > 0$, for some parameter $a$, then we denote this as $O_a(\tau)$.
When \( a \) is a scalar value, i.e. \( a \in \mathbb{C} \), then \(|a|\) denotes the norm value of \( a \). When \( S \) is an abstract set, then \(|S|\) denotes the cardinality of \( S \). Furthermore, we distinguish between Euclidean vectors and scalar values using the notation \( \vec{a} \) and \( a \), respectively. In cases when the nature of the quantity, whether vector-valued or scalar, is uncertain, we simply employ the general notation \( a \). Additionally, we use the symbol \( \cdot \) to denote either scalar multiplication, as in \( a \cdot b \) where at least one of \( a, b \) is a scalar, or vector inner product in \( \vec{a} \cdot \vec{b} \).

**Restriction, \( \delta \) and ReLU.** Let \( d \in \mathbb{Z}_+ \) and let \( S \subset \mathbb{R}^d \). Then \( \chi_S \) denotes the restriction function on \( S \), i.e., \( \chi_S(\vec{x}) = 1 \) if \( \vec{x} \in S \) and \( \chi_S(\vec{x}) = 0 \) if \( \vec{x} \in \mathbb{R}^d \setminus S \).

Let \( \vec{X} \in \mathbb{R}^d \). By \( \delta_{\vec{X}} \) we mean the delta function activated at \( \vec{X} \); that is, \( \delta_{\vec{X}}(\vec{x}) = 1 \) if \( \vec{x} = \vec{X} \) and \( \delta_{\vec{X}}(\vec{x}) = 0 \) otherwise. When \( \vec{X} = \vec{0} \), we simplify \( \delta_{\vec{0}} = \delta \).

Now suppose \( d = 1 \), then the ReLU function, shifted by \( \vec{X} \in \mathbb{R} \), is expressed as,

\[
\text{ReLU}_X(x) := \text{ReLU}(x - X) := (x - X) \cdot \chi_{\{x-X \geq 0\}},
\]

where we adopt that \( \text{ReLU}_0(x) = \text{ReLU}(x) = x \cdot \chi_{\{x \geq 0\}} \).

**Support.** Let \( d \in \mathbb{Z}_+ \) and let \( f : \mathbb{R}^d \to \mathbb{R} \) be a measurable function. Then the essential support of \( f \), denoted \( \text{supp}(f) \), is the smallest closed set \( S \subset \mathbb{R}^d \), with respect to inclusion, such that \( f(\vec{x}) = 0 \) a.e. \( \vec{x} \) if \( \vec{x} \notin S \).

**Lebesgue spaces on \( \mathbb{R}^d \).** Let \( d \in \mathbb{Z}_+ \) and let \( f : \mathbb{R}^d \to \mathbb{R} \) be a measurable function. Let \( 1 \leq p \leq \infty \). Then for \( 1 \leq p < \infty \), we say \( f \in L^p(\mathbb{R}^d) \) if

\[
\|f\|_p := \left( \int_{\mathbb{R}^d} |f(\vec{x})|^p \, d\vec{x} \right)^{1/p} < \infty,
\]

and \( f \in L^\infty(\mathbb{R}^d) \) if

\[
\|f\|_\infty := \text{ess sup}_{\vec{x} \in \mathbb{R}^d} |f(\vec{x})| < \infty.
\]

Here, \( \text{ess sup} \) stands for “essential supremum”, taken over a.e. \( \vec{x} \). The norm notation \( \|f\|_p \) is written with an understanding that the domain dimension \( d \) of \( \mathbb{R}^d \) is specified by the context.

**Fourier transform.** Let \( f : \mathbb{R}^d \to \mathbb{R} \). We define its Fourier transform, \( \mathcal{F} f \), as,

\[
\mathcal{F} f(\vec{w}) = \hat{f}(\vec{w}) := \int_{\mathbb{R}^d} f(\vec{x}) e^{-i\vec{w} \cdot \vec{x}} \, d\vec{x}.
\]

(2.1)

The inverse Fourier transform of \( f \), denoted \( \mathcal{F}^{-1} f \), is

\[
\mathcal{F}^{-1} f(\vec{x}) = \tilde{f}(\vec{x}) := \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} f(\vec{w}) e^{i\vec{w} \cdot \vec{x}} \, d\vec{w}.
\]

(2.2)
Let $\mathcal{I} f := f(-\cdot)$. Then (2.2) is a part of the Fourier inversion theorem [14, Theorem 8.26] that says,

$$\mathcal{F}^{-1} = \frac{1}{(2\pi)^d} \mathcal{F} \circ \mathcal{I} = \frac{1}{(2\pi)^d} \mathcal{I} \circ \mathcal{F}$$

whenever applicable. Moreover, by Plancherel’s theorem [14, Theorem 8.29]

$$\|f\|_2^2 = \frac{1}{(2\pi)^d} \|\hat{f}\|_2^2. \quad (2.3)$$

Now suppose $f = \chi_{[-\pi, \pi]^d}$ in (2.2). Then

$$\frac{1}{(2\pi)^d} \int_{[-\pi, \pi]^d} f(\vec{x})e^{i\vec{w} \cdot \vec{x}} d\vec{x} = \prod_{j=1}^{d} \frac{1}{2\pi} \int_{[-\pi, \pi]} e^{i\omega_j x_j} dx_j = \prod_{j=1}^{d} \text{sinc}(w_j) =: \text{sinc}(\vec{w}). \quad (2.4)$$

where $\text{sinc}(x) := \frac{\sin(\pi x)}{\pi x}$. Note that, by definition, $\text{sinc}(N) = 0$ when $N \in \mathbb{Z}\setminus\{0\}$, a fact that will prove to be useful later in §4.

2.1 Graph Neural Networks

2.1.1 Basics

We represent a graph $G$ by a triple $G = (V, E, w)$. Here, $V$ denotes the set of graph nodes, and $E \subset V \times V$ the set of graph edges. Adopting a predetermined node labeling, we express $V$ as the set $V = \{v_1, v_2, \ldots, v_{|V|}\}$. The edge weight function $w : V \times V \to [0, 1]$ describes the connection strength among the nodes. That is, $w(v_j, v_k) > 0$ iff there exists an edge connecting $v_j, v_k$, i.e. $(v_j, v_k) \in E$. Associated with the edge weight function is the $|V| \times |V|$ graph adjacency matrix, symbolized by $A$, whose $jk$-entry satisfies $A_{jk} = w(v_j, v_k)$. When $G$ is a simple, undirected, unweighted graph, it is denoted by a pair $G = (V, E)$. In this case, it’s understood that $w(v_j, v_k) = 1$ if $(v_j, v_k) \in E$ and $w(v_j, v_k) = 0$ otherwise. Additionally, $w$ must meet two conditions: symmetry, $w(v_j, v_k) = w(v_k, v_j)$ and absence of self-loops, $w(v_j, v_j) = 0$. The corresponding adjacency matrix $A$ is then a symmetric matrix with 0, 1-entries and 0’s on the diagonal.

For each node $v \in V$, let it be associated with a feature vector $X_v \in \mathbb{R}^d$. Let $X$ be the matrix that holds all the feature vectors as its columns, i.e. $X = \{(X_v)_{v \in V}\}$, or using the aforementioned predetermined node labeling,

$$X = \begin{bmatrix} X_1 & X_2 & \cdots & X_{|V|} \end{bmatrix} \in \mathbb{R}^{d \times |V|}. \quad (2.5)$$

Such feature matrix $X$ is used as an input of a GNN, whose output is another feature matrix $Y = \{(Y_v)_{v \in V}\}$, where $Y_v$ is the output feature vector for the node $v$; alternatively,

$$Y = \begin{bmatrix} Y_1 & Y_2 & \cdots & Y_{|V|} \end{bmatrix} \in \mathbb{R}^{m \times |V|}.$$

The input and output dimensions, respectively, $d, m$, are problem-dependent. For example, nodes can be assigned, as input feature vectors, coordinate vectors that depict their
locations in space. Analytically, both the output and input of a GNN can be regarded as graph signals, i.e. functions defined on the graph nodes.

In terms of structure, the defining characteristic of a GNN as a neural network lies in its architecture. Specifically, GNNs are built by combining multiple iterations of two distinct computational units, given as follows:

- **Multilayer Perceptron (MLP):** An MLP is a two-step process of first applying an affine transformation and then a nonlinear activation function. For example, for a weight matrix $W \in \mathbb{R}^{m \times d}$, a bias vector $\hat{b} \in \mathbb{R}^m$, and a nonlinear activation function $\rho$, an MLP unit acts symbolically on $X$ in (2.5) as

$$X \mapsto \rho(WX + \hat{b}),$$

where $\rho$ is applied componentwise. These units are the fundamental building blocks of feedforward neural networks. Throughout this work we consider ReLU activation functions, for which the resulting GNN will be called a ReLU GNN.

- **Filter:** A graph filter unit is what distinguishes a GNN from a standard feedforward NN architecture. Abstractly, a graph filtering process is any process that takes in nodal features (e.g. $X$ in (2.5)) and graphical structure $(V, E, w)$ and outputs a new set of nodal features. There are two types of graph filters: spatial-based and spectral-based. The spatial filters explicitly leverage the graph connections to perform a feature-refining process, whereas the spectral ones utilize spectral graph theory to design filtering in the spectral domain. Some well-known spectral filters can be considered spatial filters [33].

It’s important to note that the order of activation, affine transformation, and graph filtering operations in a GNN can be tailored. For instance, the following order, in which filtering is applied before activation, is commonly recognized in practice:

$$\rho(\text{Filter}(WX + \hat{b})).$$

(2.6)

Another instance can be found in [49], where, to harness spectral theory, an implicit ordering was employed in which filtering and affine transformation in (2.6) were interchanged. In this work, however, as to accommodate our intended application of sampling theory, we adopt the order

$$\text{Filter}(\rho(WX + \hat{b})).$$

(2.7)

Using this, a GNN operation can be mathematically expanded as

$$Y = \rho_L(W^{(L)} \psi_{L-1} \circ \psi_{L-2} \circ \cdots \circ \psi_1(X) + b^{(L)}).$$

(2.8)

Here, $L \in \mathbb{Z}_+$, and each $\psi_j$ in (2.8) is an intermediate or hidden network layer, which is a composition of an MLP and a filter unit,

$$H_j = \psi_j(H_{j-1}) = \text{Filter}(\rho(W^{(j)}H_{j-1} + b^{(j)})), \quad j = 1, \cdots, L - 1,$$

$$H_0 = X.$$
I.e., at the $j$th layer, the output of the previous layer $H_{j-1}$, is fed to an MLP (with a weight matrix $W^{(j)}$, bias vector $b^{(j)}$ and activation $\rho$) and then to a graph filter $\text{Filter}$. The last $L$th layer is the output layer; note from (2.8) that $\text{Filter}$ is not performed here. The last activation $\rho_L$ is also optional; for example, one can take $\rho_L$ to be a softmax function to ensure that the output is bounded. The GNN network parameter is the set of all utilized weights, which are entries of the weight matrices, all the bias vectors, and the number of layers, i.e.

$$\{W^{(j)}_{kl}, b^{(j)}, j = 1, \ldots, L\}. \quad (2.10)$$

The performance of a GNN is often contingent on its parameter. Note that, when filtering is not employed at any intermediate layer in (2.9), we obtain a standard feedforward NN structure, composed of MLPs.

### 2.1.2 GNN architecture of choice

In this study, we use (linear) spatial-based graph filters (see also Remark 3.2). Such filtering exchanges information between graph nodes and is achieved by a graph filter kernel (also referred to as a graph shift operator [49]) $K \in \mathbb{C}^{|V| \times |V|}$ which encodes the graph topology of $G$. Namely, take $X$ in (2.5), then a filtering application on $X$ takes the form

$$\text{Filter} : \quad X \rightarrow KX^T. \quad (2.11)$$

The choice of $K$ can be determined by the user and is often problem-dependent. As will become evident shortly, we explore graph filter kernels of the form

$$K = G \odot A, \quad (2.12)$$

where $\odot$ is the Hadamard product, $A$ is again the adjacency matrix of $G$, and $G \in \mathbb{R}^{[V] \times [V]}$ is employed to localized the information propagation by $X$ in (2.11).

As outlined in the introduction §1, the central thesis of this study is to showcase the structural advantage of GNNs over regular NNs when it comes to generalizing bandlimited functions on a fundamental Euclidean domain $[-1, 1]^d$. We accomplish this by presenting a GNN that can outperform the documented predictive capacity of NNs on a dense lattice covering the said domain. More specifically, we begin by providing a graph structure that is the lattice

$$[-4,4]^d \cap \tau \mathbb{Z}^d := [-4,4]^d \cap \{\tau \bar{n} : \bar{n} \in \mathbb{Z}^d\}, \quad (2.13)$$

for some step size $\tau > 0$ small such that $1/\tau \in \mathbb{Z}_+$. Our predictions are then carried out on the sub-lattice $[-1,1]^d \cap \tau \mathbb{Z}^d$. The reason for this selection is twofold. Since our result is an existence result, we solely need to specify an appropriate graph choice. Firstly, an integer lattice is convenient because it discretizes a Euclidean cube. The denser the lattice is, i.e. the smaller $\tau$ is, the closer it approximates the entire cube. The lattice points are the graph nodes, with each node $v$ being assigned its $d$-dimensional coordinate vector as an input feature $X_v$, while the lattice edges serve as the graph edges. Therefore, this is a proximity graph, in that nodes are connected based on the similarity of their associated features. In
this context, a bandlimited function \( f : \mathbb{R}^d \to \mathbb{R} \) restricted to the lattice \([-1, 1]^d \cap \tau \mathbb{Z}^d\) can be treated as a graph signal. The output of our GNN, treated as another graph signal, is expected to proficiently learn the former. Secondly, this lattice graph selection plays a strategic role enabling us to connect between the discrete GNN structure and a continuous setting on which our analysis is based, as we now explain. Observe, on the lattice (2.13), the filtering operation described in (2.11) yields a \( k \)th column, where \( k = 1, \ldots, d \), that can be expressed analytically as

\[
\begin{bmatrix}
\sum_{j=1}^{\left| V \right|} K_{ij}(X_{v_j})_k \\
\vdots \\
\sum_{j=1}^{\left| V \right|} K_{V j}(X_{v_j})_k
\end{bmatrix}.
\]  

(2.14)

Here, \((X_{v_j})_k\) represents the \( k \)th entry of the vector \( X_{v_j} \in \mathbb{R}^d \). To gain further insight, we examine the \( l \)th entry of the column in (2.14), which is \( \sum_{j=1}^{\left| V \right|} K_{ij}(X_{v_j})_k \). We select \( K \) in (2.12) such that \( K_{ij} \) is a function of the Euclidean distance between \( X_{v_i} \) and \( X_{v_j} \); symbolically, we write \( K_{ij} = \mathcal{K}(X_{v_i} - X_{v_j}) \), where \( \mathcal{K} \) is a, real-valued, radial function on \( \mathbb{R}^d \). Then

\[
\sum_{j=1}^{\left| V \right|} K_{ij}(X_{v_j})_k = \sum_{j=1}^{\left| V \right|} \mathcal{K}(X_{v_i} - X_{v_j})(X_{v_j})_k.
\]  

(2.15)

As previously mentioned, the choice of \( K \) depicted in (2.12) is to localize the information aggregation and therefore limit the number of nodes \( v_j \) in a vicinity of \( v_l \) participating in the sum in (2.15). Further write \( g(X_{v_j}) = (X_{v_j})_k \). Then as the lattice (2.13) becomes denser, the discrete sum in (2.15) approaches a continuous convolution. Heuristically:

\[
\sum_{j=1}^{\left| V \right|} \mathcal{K}(X_{v_i} - X_{v_j})(X_{v_j})_k = \sum_{j=1}^{\left| V \right|} \mathcal{K}(X_{v_i} - X_{v_j})g(X_{v_j}) \approx \int_{\mathcal{N}(v_l)} \mathcal{K}(X_{v_i} - y)g(y) dy, 
\]  

(2.16)

where \( \mathcal{N}(v_l) \) denotes a Euclidean neighborhood of \( v_l \), the size of which is determined by the convolution kernel \( \mathcal{K} \). Note that (2.16) aligns with a popular perspective in machine learning that, when graphs are regarded as discretized manifolds, graph data converge to manifold data in the large-scale limit [19]. It also outlines our mathematical modeling objective, as follows.

We adopt a three-step modeling approach. We first consider an auxiliary continuous analog of (2.9) in dimension one, replacing the graph filtering with a convolution, namely:

\[
\begin{align*}
&g_L(x) = \rho_L(W^{(L)}g_{L-1} + b^{(L)})(x), \\
g_j(x) = \psi_j(g_{j-1})(x) = \mathcal{K} \ast (\rho(W^{(j)}g_{j-1} + b^{(j)}))(x), \quad j = 1, \ldots, L - 1 \\
g_0(x) = x,
\end{align*}
\]  

(2.17)

for \( x \in \mathbb{R} \). It’s important to note that any \( g_j \) among the outputs \( g_1, \ldots, g_{L-1} \) can be vector-valued functions. We then establish the interpolation power of this so-called proxy
GNN model (2.17). Following that, we derive an actual GNN model in *dimension one* via numerical integration, with a small accompanying error. Subsequently we extend the model to higher dimensions and provide insights into its expressive capacity. This succinctly summarizes our analysis.

![Figure 1: Toy example of graph used in GNN when learning a bandlimited function on $[-1, 1]^2$.](image)

We will further explore the details of how (2.17) lends itself to the application of sampling theory in §3.2, and additionally, provide an outline of the proof for the main results.

### 2.2 Bandlimited functions and the basic mathematics of sampling

To begin, let $\sigma > 0$. We call $f : \mathbb{R} \to \mathbb{R}$ is a $\sigma$-bandlimited function if $f \in L^2(\mathbb{R})$ and if $\text{supp}(f) \subset [-\sigma, \sigma]$. In other words, we can express

$$f(x) = \frac{1}{2\pi} \int_{-\sigma}^{\sigma} \hat{f}(t)e^{ixt} dt, \quad \forall x \in \mathbb{R}. \quad (2.18)$$

For such $f$, we designate $f \in B_2^\sigma$. We remark that, typically, the symbol $B_2^\sigma$ refers to the Bernstein space that comprises all bounded functions $g \in L^2(\mathbb{R})$ extendable to an entire function of exponential type $\sigma$ on $\mathbb{C}$. For a more comprehensive definition, we refer the reader to [44]. Notably, the Paley-Wiener theorem [41] establishes an equivalence between $\sigma$-bandlimited functions and those belonging to $B_2^\sigma$. Therefore, we employ the said symbol as a convenient shorthand for the former class of functions.
The preceding remark confirms that if \( f \in B^2_\sigma \), then \( f \) is a smooth function of all orders. Furthermore, \( f \in L^\infty(\mathbb{R}) \); indeed, by (2.3) and the inversion formula (2.18)

\[
|f(x)| \leq \frac{\sqrt{2\sigma}}{2\pi} \| \hat{f} \|_2 = \frac{\sigma}{\pi} \| f \|_2, \quad \forall x \in \mathbb{R}.
\]  

(2.19)

It’s also well-known that a bandlimited function \( f \in B^2_\sigma \) can be recovered via its discretely sampled values, as outlined below.

**Theorem A** (Whittaker-Kotel’nikov-Shannon sampling theorem). [50] Let \( f \in B^2_\sigma \) for some \( \sigma > 0 \). Then,

\[
f(x) = \sum_{n \in \mathbb{Z}} f(n\pi/\sigma) \frac{\sin \pi(\sigma x/\pi - n)}{\pi(\sigma x/\pi - n)} = \sum_{n \in \mathbb{Z}} f(n\pi/\sigma) \text{sinc}(\sigma x/\pi - n)
\]

(2.20)

where the series converges uniformly on compact subsets of \( \mathbb{R} \).

In terms of information, (2.20) signifies a remarkable trade-off, in that, to acquire the values of the signal \( f \) at every point on \( \mathbb{R} \), one only needs to know its values sampled on a discrete lattice of \( \mathbb{R} \). When dealing with \( f \in B^2_\pi \), i.e. \( \sigma = \pi \), the series presented in (2.20) simplifies to a more familiar form

\[
f(x) = \sum_{n \in \mathbb{Z}} f(n) \text{sinc}(x - n).
\]

We will use this formula frequently in §4.

The concept of bandlimited functions can be generalized to high dimensions, as follows.

**Definition 2.1** (Bandlimited functions on \( \mathbb{R}^d \)). Let \( d \in \mathbb{Z}_+ \) and \( \sigma > 0 \). Then a function \( f : \mathbb{R}^d \to \mathbb{R} \) is said to be \([\sigma, \sigma] \)-bandlimited if it holds that

\[
\text{supp}(\hat{f}) \subset [-\sigma, \sigma]^d.
\]

(2.21)

Such \( f \) is denoted as \( f \in B^2_\sigma \) if \( d = 1 \) and as \( f \in B^2_{[-\sigma, \sigma]^d} \) if \( d > 1 \).

Just as in the derivation (2.19), it can be inferred from (2.2), (2.3), (2.21) that

\[
\|f\|_\infty \leq \left(\frac{\sigma}{\pi}\right)^{d/2} \|f\|_2.
\]

A version of Theorem A tailored for high dimensions is also available.

**Theorem B** (Parzen sampling theorem). [42] Let \( d \in \mathbb{Z}_+ \) and let \( f : \mathbb{R}^d \to \mathbb{R} \) be such that \( f \in B^2_{[-\sigma, \sigma]^d} \) for some \( \sigma > 0 \). Then,

\[
f(\vec{x}) = \sum_{\vec{n} \in \mathbb{Z}^d} f(\vec{n}\pi/\sigma) \prod_{j=1}^d \frac{\sin(\sigma x_j - n_j \pi)}{(\sigma x_j - n_j \pi)} = \sum_{\vec{n} \in \mathbb{Z}^d} f(\vec{n}\pi/\sigma) \text{sinc}(\vec{x}\sigma/\pi - \vec{n})
\]

(2.22)

where the series converges uniformly on compact subsets of \( \mathbb{R}^d \).
It’s evident that Theorem A is a specific instance of Thereom B. We conclude this subsection by offering a noteworthy remark and a practical proposition. Firstly, the series $(2.20)$ (resp. $(2.22)$) in fact converge in $L^2(\mathbb{R})$ (resp. $L^2(\mathbb{R}^d)$) and uniformly on $\mathbb{R}$ (resp. $\mathbb{R}^d$). This is the consequence of Kluvánek’s sampling theorem, presented as Thereom A.1 in §A.1. Particularly, we will also explore how Theorem B emerges from this theorem in the same subsection. Secondly, as another direct implication of the said Theorem A.1, we can compute the total energy of a bandlimited function from its sampled values. We extract this result in the following lemma, which will play a pivotal role in our subsequent analysis.

**Lemma 2.1.** Let $d \in \mathbb{Z}_+$ and $f \in B^2_{[-\sigma,\sigma]^d}$, for some $\sigma > 0$. Then the following Gaussian quadrature formula holds

$$
\|f\|^2 = \frac{1}{(2\pi)^d} \langle \hat{f}, \hat{f} \rangle = \sum_{\vec{n} \in \mathbb{Z}^d} |f(\vec{n}\pi/\sigma)|^2.
$$

(2.23)

### 3 Main results

We present here our three main contributions. Firstly, we establish a reconstruction theorem based on uniform sampling, Theorem 3.1. We then proceed to showcase a result on the expressiveness of the proxy GNN model in dimension one (2.17) introduced in §2.1.2, presented as Theorem 3.2. Finally, leveraging this insight, we demonstrate the generalization capacity of GNNs on $r_1$, $r_2$, encapsulated in Theorem 3.4. We conclude this section with an exploration of the implications of our findings in §3.1, after which, we delve into a mock proof in §3.2. This mock proof serves a dual role: it untangles the analysis involved and provides a preview of how sampling theory fits into our framework. Detailed proofs are left to the sections that follow.

Let $h, r > 0$ and $M \in \mathbb{Z}_+$. These are our parameters. Let $d \in \mathbb{Z}_+$. Let $h$ be small; for $\sigma < \pi/h$, we define the mapping $R_{M,r,h}$ on $B^2_{[-\sigma,\sigma]^d} \subset B^2_{[-\pi/h,\pi/h]^d}$ such that

$$
R_{M,r,h}f(\vec{x}) := \sum_{\vec{n} \in \mathbb{Z}^d} f(h\vec{n}) \text{sinc}_h(\vec{x} - h\vec{n}) G_{M,r,h}(\vec{x} - h\vec{n})
$$

$$
:= \sum_{\vec{n} \in \mathbb{Z}^d} f(h\vec{n}) \text{sinc}(h^{-1}\vec{x} - \vec{n}) G_{M,r}(h^{-1}\vec{x} - \vec{n}),
$$

(3.1)

for $f \in B^2_{[-\sigma,\sigma]^d}$. Here, as indicated, $g_h$ denotes a scaled version, $g_h = g(h^{-1} \cdot)$, of a function $g$. The function sinc has been defined in (2.4), and $G_{M,r}(\vec{x}) := \prod_{j=1}^d G_{M,r}(x_j)$, where

$$
G_{M,r}(x) := \begin{cases} G_r(x) & \text{if } x \in [-M, M], \\ 0 & \text{otherwise} \end{cases}
$$

(3.2)

is the truncated version of the Gaussian $G_r(x) = \exp\left(-\frac{x^2}{2r^2}\right)$ with variance $r$. It’s evident that $G_{M,r}$ is continuously differentiable to an infinite order at every $x$, except for at the
The mapping described in (3.1) is a type of reconstruction mapping. Indeed, we illustrate in Theorem 3.1 below that, by selecting suitable parametric values for \( M, h, r \) in relation to \( \sigma, R \), \( R_{M,r,h} \) approximates the identity mapping \( \text{Id} \) on \( B^2_{\sigma} \).

**Theorem 3.1** (Reconstruction from regularized sampling). Let \( d \in \mathbb{Z}_+ \) and \( f \in B^2_{[-\sigma,\sigma]^d} \), for some \( \sigma > 0 \). Let \( R_{M,r,h} \) be as in (3.1). Set \( h = 4/M \), where \( M \in \mathbb{Z}_+ \) is chosen sufficiently large so that \( \sigma < \pi/(2h) = M\pi/8 \), and set \( r = \sqrt{M} \). Then

\[
\| R_{M,r,h} f - f \|_2 \leq d \exp(-M/4) \| f \|_2 \\
\| R_{M,r,h} f - f \|_\infty \leq d \sigma^{d/2} \exp(-M/4) \| f \|_2.
\]  

(3.3)

Theorem 3.1 is our first result in this paper and stands on its own as an interesting regularized sampling theorem. It follows from definition (3.2) that the total number of sampling points used in (3.1) does not exceed \( p^2 M \). Therefore, it can be inferred from (3.3) that \( R_{M,r,h} f \) offers an approximation to \( f \) with a \( d \)-th-root subgeometric rate of convergence in terms of the number of sampling points; such finding holds significant implications for our subsequent discussions on GNNs. The proof of Theorem 3.1 can be found in §4.

We wish to note that a previous work [30] touched upon a similar result. However, it is important to acknowledge that their proof contained several errors and lacked a rigorous examination of the Fourier transform of \( \text{sinc}_h \cdot \mathcal{G}_{M,r,h} \), an oversight that we aim to rectify in the current study. For example, unlike what was claimed in [30], the said Fourier transform is not nonnegative, an essential assumption for their result of (3.3). Nevertheless, we are able to uphold Theorem 3.1, by substituting the nonnegativity requirement with a compelling demonstration of the following crucial Fourier convergence fact when \( d = 1 \):

\[
\sup_{w \in [-\sigma,\sigma]} \sum_{k \in \mathbb{Z}\setminus\{0\}} |\mathcal{F}(\text{sinc}_h \cdot \mathcal{G}_{M,r,h})(w + 2k\pi)| < \infty.
\]  

(3.4)

Moreover, the convergence in (3.4) is exponential in terms of \( M \) with the parameter choices specified in Theorem 3.1. Such an outcome, established as Proposition 4.1 in §4, is a remarkable analytic fact, considering the slow decay of \( \mathcal{F}(\text{sinc}_h \cdot \mathcal{G}_{M,r,h}) \) at infinity.

Next, we turn to a generalization result specific to the proxy GNN model (2.17), the underpinning theory for which stems from Theorem 3.1.

**Theorem 3.2** (Generalization in dimension one using proxy GNN (2.17)). Let \( f \in B^2_{\sigma} \), for a bandwidth \( \sigma > 0 \). Let \( h = 4/M \), where \( M \in 4\mathbb{Z}_+ \) be sufficiently large so that \( \sigma < \pi/(2h) = M\pi/8 \). Suppose that one has access to the following uniformly sampled values of \( f \): \( \{f(hn)\}_{n=-M/2}^{M/2} \). Then there exists a proxy GNN \( \Psi_f \) specified by \( f \), using \( M + 1 \) weights that are precisely the sampled values, and two layers (including one filter layer and one MLP layer), such that

\[
\|(f - \Psi_f) \cdot \chi_{[-1,1]}\|_2, \quad \|(f - \Psi_f) \cdot \chi_{[-1,1]}\|_\infty \leq M^{3/2} \exp(-M/32) \| f \|_2.
\]

Another way to rephrase Theorem 3.2 is as follows.
Theorem 3.3. Let $f \in B^2_\sigma$, for a bandwidth $\sigma > 0$. Then for every $\varepsilon > 0$ small, there exists a proxy GNN $\Psi_f$ specified by $f$, with $O(\log \varepsilon^{-1})$ weights and two layers (including one filter layer and one MLP layer), such that

$$\| (f - \Psi_f) \cdot \chi_{[-1,1]} \|_2, \quad \| (f - \Psi_f) \cdot \chi_{[-1,1]} \|_\infty \lesssim \varepsilon \| f \|_2.$$ 

In addition, the $O(\log \varepsilon^{-1})$ weights employed in constructing $\Psi_f$ consist of uniformly sampled values of $f$.

Note that, although in the context of the presented language, Theorem 3.2 (and also Theorem 3.3) can be construed as an approximation outcome, it is a generalization result. It asserts that the proxy GNN can effectively generalize the function $f$ even when equipped with only sparse information about the function itself, specifically the sampled values $\{ f(h\vec{n}) \}_{\vec{n} = -M/2}^{M/2}$. Nevertheless, we want to stress that transitioning between the two interpretations, namely approximation and generalization, should not entail any conflict. In evaluating the generalization power of the proxy GNN $\Psi_f$, it’s perfectly reasonable for us to assume that we already have the ground truth profile of $f$ at our disposal. This perspective will guide our approach throughout the proof of Theorem 3.2 (hence of Theorem 3.3), which is given in §5.

Although Theorem 3.2 addresses the proxy GNN’s expressiveness, it still serves as a distinctive and interesting generalization result. More importantly, it lays the theoretical groundwork for the subsequent GNN outcome, which is essentially a discretized rendition of the proxy model. In addition, we will later use the latter to formulate a mock proof in §3.2, capitalizing on its simplified mathematics to streamline complexities and thus enhance the accessibility of our presentation.

We are now prepared to introduce the central highlight of our results, a theorem pertaining to the prowess of GNNs, as promised. The detailed proof of this theorem is provided in §6.

Theorem 3.4 (Generalization using GNN). Let $d \in \mathbb{Z}_+$ and let $f \in B^2_{[-\sigma, \sigma]^d}$ for some $\sigma > 0$. Let $h = 4/M$, where $M \in 4\mathbb{Z}_+$ be sufficiently large so that $\sigma < \pi/(2h) = M\pi/8$. Suppose that one has access to the following uniformly sampled values of $f$:

$$\{ f(h\vec{n}) : \vec{n} = (n_1, \ldots, n_d), n_j = -M/2, \ldots, M/2, j = 1, \ldots, d \}.$$

Then there exists a ReLU GNN $\tilde{\Psi}_f$ specified by $f$, using $O_d(M^d)$ weights that are precisely the sampled values, and $O_d(M^d)$ layers (including one filter layer), such that, for any $\tau \leq 1/(5M)$ and $\vec{x} \in [-1,1]^d \cap \tau \mathbb{Z}^d$,

$$|f(\vec{x}) - \tilde{\Psi}_f(\vec{x})| \lesssim M^d \exp(-M/32) \| f \|_2.$$  \hfill (3.5)

Similarly as before, we can also express Theorem 3.4 in an alternative manner.
Theorem 3.5. Let $d \in \mathbb{Z}_+$ and let $f \in B^2_{[-\sigma, \sigma]^d}$ for some $\sigma > 0$. Then for every $\varepsilon > 0$ small, there exists a ReLU GNN $\tilde{\Psi}_f$ specified by $f$, with $O_d((\log \varepsilon^{-1})^d)$ weights and $O_d((\log \varepsilon^{-1})^d)$ layers (including one filter layer), such that, for any $\tau \leq 1/(5M)$ and $\bar{x} \in [-1, 1]^d \cap \tau \mathbb{Z}^d$, 

$$|f(\bar{x}) - \tilde{\Psi}_f(\bar{x})| \lesssim_d \varepsilon \|f\|_2.$$ 

In addition, the $O_d((\log \varepsilon^{-1})^d)$ weights employed in constructing $\tilde{\Psi}_f$ consist of uniformly sampled values of $f$.

Having now unveiled our main results, we proceed to illuminate their key implications and underscore their significance.

3.1 Ramifications of the main results

In summary, our primary objective is to validate the generalization power of GNNs compared to that documented for NNs, particularly over basic Euclidean cubes. This domain choice is deliberate, since, at a local level, a manifold is geometrically Euclidean. Therefore, our achievement in producing a GNN capable of interpolating bandlimited functions on a centered unit cube should be considered a critical initial step in showcasing the effectiveness of these sophisticated network structures on complex manifolds and their approximate graphs, establishing a baseline for their learning performance over such settings.

We’d like to highlight some flexibility afforded by the use of the Whittaker-Kotel’nikov-Shannon sampling theory. Firstly, when functional values are sampled at a frequency surpassing the so-called Nyquist rate (for a definition, see [59]), our findings can be extended to lattices with missing nodes. Secondly, it’s also feasible to deploy our methodology to graphs embedded in a group structure, exploiting the Kluv’anek sampling theorem, Theorem A.1 in §A.1. In addition, we should note that our specific context serves as an illustration and is not intended to capture the full spectrum of possibilities for more contemporary sampling applications in the study of neural networks.

Lastly, we mention that, in a practical node classification task, a GNN undertakes semi-supervised learning, incorporating a small set of labeled data with a larger pool of unlabeled data for training. The objective is to predict labels for all nodes based on the observed ones. Typically, this involves adjusting the network parameter (2.10) through an optimization process, aiming to align the network output closely with the labeled data while maintaining a specified level of proximity measured by a predefined metric. We emphasize that our approach doesn’t engage in any such learning. Instead, we directly derive the network parameter using tools from sampling theory, thus providing a pretrained network through analytical means.

3.2 Proof outline

Our road map to proving the central result, Theorem 3.4, goes as follows. Firstly, the reconstruction result from uniform sampling, Theorem 3.1, is pivotal to proving the gen-
eralization power of proxy GNN in dimension one:

reconstruction from sampling in dimension one $\mapsto$ proxy GNN (Theorem 3.2). (3.6)

Although the proof of this step is given in §5, we will present a simplified version below, particularly highlighting how a sampling principle is embedded in the proxy GNN structure (2.17). In the next step, we will demonstrate that the continuous structure of the proxy GNN can be discretized, using the closed Newton-Cotes quadrature formula [46], to form a GNN structure. This analysis will be done in §6.1 and conducted in dimension one.

proxy GNN in dimension one $\xrightarrow{\text{numerical integration}}$ GNN in dimension one. (3.7)

To extend the one-dimensional version of Theorem 3.4 to its $d$-dimensional counterpart, we introduce an approximate product structure that can be replicated by a ReLU NN, as Lemma 6.4 in §6.2. This lemma is a direct consequence of Proposition 3 in [58]. When combined with (3.7), this final step allows us to successfully conclude Theorem 3.4 in all dimensions:

GNN in dimension one $\xrightarrow{\text{approximate product}}$ GNN in dimension $d$ (Theorem 3.4). (3.8)

With that being outlined, we now return to (3.6), as promised.

A mock proof of (3.6). Suppose $f \in B^2_{\pi}$ for simplicity. Then from Theorem A

$$f(x) = \sum_{n \in \mathbb{Z}} f(n) \operatorname{sinc}(x - n), \quad \forall x \in \mathbb{R}. \quad (3.9)$$

Truncating the series in (3.9) into a finite sum from $n = -N$ to $n = N$, we note

$$\sum_{n = -N}^{N} f(n) \operatorname{sinc}(x - n) \xrightarrow{N \to \infty} \sum_{n \in \mathbb{Z}} f(n) \operatorname{sinc}(x - n) = f(x). \quad (3.10)$$

Suppose for a moment that the following integration-by-parts result holds

$$\delta_X \ast \operatorname{sinc}(x) = \operatorname{ReLU}_X \ast \operatorname{sinc}''(x) \quad (3.11)$$

where ReLU$_X$ and $\delta_X$ have been defined in §2. Then we can further deduce from (3.10) that

$$\sum_{n = -N}^{N} f(n) \operatorname{sinc}(x - n) = \left( \sum_{n = -N}^{N} f(n) \delta_n \right) \ast \operatorname{sinc}(x) \quad (3.12)$$

$$= \sum_{n = -N}^{N} f(n) \operatorname{ReLU}_n \ast (\operatorname{sinc})''(x) \xrightarrow{N \to \infty} \sum_{n \in \mathbb{Z}} f(n) \operatorname{sinc}(x - n) = f(x).$$
Observe that (3.12) bears a resemblance to the proxy GNN structure delineated in (2.17). Indeed:

\[
x \mapsto \{x - n\}_{n=-N}^{N} \xrightarrow{\text{act.}} \{\text{ReLU}(x - n)\}_{n=-N}^{N} \xrightarrow{(\text{sinc})''} \{\text{ReLU}_n * (\text{sinc})''(x)\}_{n=-N}^{N} \\
\quad \mapsto \sum_{n=-N}^{N} f(n) \text{ReLU}_n * (\text{sinc})''(x).
\]

(3.13)

Here, the activation used is the ReLU activation, and the convolution kernel \( K = \text{sinc} \). The nonunital network weights are precisely \( \{f(n)\}_{n=-N}^{N} \), the sampled functional values. Presenting it in this manner ((3.12), (3.13)), we can clearly see how the sampling principle (3.9) manifests itself in the proxy model. However, to render (3.12) mathematically rigorous and computationally efficient, certain issues require attention. Firstly, (3.11) may not hold for the sinc function, and secondly, due to its heavy-tailed nature, the convergence in (3.9) is only of order \( O(1/N) \), both of which necessitate the use of a function exhibiting better decay properties. To address these, we employ a \textit{scaled-truncated regularized} version of the series in (3.9):

\[
\sum_{n=-N}^{N} f(hn) \text{sinc}_h \cdot \mathcal{G}_{M,r,h}(x - hn).
\]

(3.14)

The notations involved have been defined at the beginning of §3; particularly, \( \mathcal{G}_{M,r,h} = \mathcal{G}_{M,r}(h^{-1}) \) in (3.2). The term “regularized” pertains to the multiplication of sinc by a Gaussian in (3.14), “truncated” to the truncation of the Gaussian, and “scaled” to the scaling applied to both sinc and the Gaussian. As indicated in Theorem 3.2, we will assume that \( M \in 4\mathbb{Z}_+ \) and set \( N = M/2, r = \sqrt{M}, h = 4/M \). We will now modify (3.12) to obtain an updated proxy GNN model as follows.

Suppose \( f \in B_2^\pi \) and that we have sampled

\[
S_f := [f(-2) f(-2 + 4/M) \cdots f(-4/M) f(0) f(4/M) \cdots f(2 - 4/M) f(2)].
\]

We design a proxy GNN \( \Psi_f \) that uses only the knowledge of \( S_f \) to predict \( f \) on the entire interval \([-1,1]\). The model uses ReLU activations and the convolution

\[
(\text{sinc}_h \cdot \mathcal{G}_{M,r,h})'' \cdot g(x) = \int g(x - y)(\text{sinc}_h \cdot \mathcal{G}_{M,r,h})''(y) dy.
\]

(3.15)

Comparing (3.15) with (2.16), one sees that the convolution kernel \( K = (\text{sinc}_h \cdot \mathcal{G}_{M,r,h})'' \). The model \( \Psi_f \) is comprised of two hidden layers, a filter layer and an NN layer.

1. **Input:** The input for our proxy GNN is the function \( g_0(x) = x, x \in \mathbb{R} \).

2. **First hidden layer:** Given the input \( g_0 \), the output function \( g_1 \) of the first layer is given by bias-shifting with respect to the sampling locations, then an application of
component-wise ReLU activation, followed by a convolution:

\[
g_0(x) = x \mapsto \begin{bmatrix}
  x + 2 \\
  x + 2 - 4/M \\
  \vdots \\
  x - 2 + 4/M \\
  x - 2
\end{bmatrix}
\xrightarrow{\text{act.}}
\begin{bmatrix}
  \text{ReLU}(x + 2) \\
  \text{ReLU}(x + 2 - 4/M) \\
  \vdots \\
  \text{ReLU}(x - 2 + 4/M) \\
  \text{ReLU}(x - 2)
\end{bmatrix}
\]

\[
\frac{\text{sinc} \cdot \mathcal{G}_{M,r,h}}{\text{sinc} \cdot \mathcal{G}_{M,r,h}}
\]

\[
\Rightarrow \overline{g}_1(x) = \mathbf{g}_1(x), \quad \forall x \in \mathbb{R}.
\]

3. **Second hidden layer:** Taking \(\overline{g}_1\) as the input for the second layer, the output \(g_2\) is given by

\[
\overline{g}_1(x) \mapsto \mathbf{S}_f \overline{g}_1(x) = \sum_{n=-M/2}^{M/2} f(hn) \text{ReLU}_{hn} * (\text{sinc} \cdot \mathcal{G}_{M,r,h})''(x) \equiv g_2(x), \quad \forall x \in \mathbb{R}.
\]

(3.16)

4. **Output:** The output of our GNN is the function \(g_2(x), \ x \in \mathbb{R}\).

Note from (3.16) that \(\overline{g}_1\) used in the matrix multiplication performed in the second layer is a vector-valued function on \(\mathbb{R}\), and the weight matrix \(W = \mathbf{S}_f\). Having now elucidated (3.6) as well as presented our proxy GNN model explicitly, we give additional remarks concerning the output \(g_2\). By a principle closely resembling the integration-by-parts principle exemplified in (3.11), we obtain

\[
g_2(x) = \sum_{n=-M/2}^{M/2} f(hn) \text{ReLU}_{hn} * (\text{sinc} \cdot \mathcal{G}_{M,r,h})''(x)
\]

(3.17)

\[
g_2(x) = \sum_{n=-M/2}^{M/2} f(hn) \text{sinc} \cdot \mathcal{G}_{M,r,h}(x - hn) + \text{error}_1, \quad \forall x \in [-1, 1].
\]

Then by virtue of Theorem 3.1 and the convenient parameter selection of \(h, \ r\), we can assert that

\[
\sum_{n=-M/2}^{M/2} f(hn) \text{sinc} \cdot \mathcal{G}_{M,r,h}(x - hn) = f(x) + \text{error}_2, \quad \forall x \in [-1, 1].
\]

(3.18)

Furthermore, the displayed errors, \(\text{error}_1, \text{error}_2\), can be shown to be exponentially decaying in terms of \(M\).
Remark 3.1. We give a brief discussion about the replication of product structure men-
tioned earlier in (3.8). Let $\vec{x} = (x_1, \cdots, x_d) \in \mathbb{R}^d$, $\vec{n} = (n_1, \cdots, n_d) \in \mathbb{Z}^d$. Then in a straightforward manner, the $d$-dimensional version of $g_2$ from (3.17) is

$$
\sum_{\vec{n} \in [-M/2, M/2]^d} f(h\vec{n}) \prod_{j=1}^d \text{ReLU}_{n_j} * (\text{sinc} \cdot G_{M,r,h})^n(x_j).
$$

This indicates that the product we will need to approximate is the product of the one-
dimensional discretizations described in step (3.7).

Remark 3.2 (Nature of the graph filter). As suggested by (3.17), (3.18), our graph fil-
ter, can be considered a mixed spatial-spectral filter, in that it possesses both spatial and 
(nearly) spectral filtering properties. Its spatial filtering function is clear, due to the spatial 
truncation. Its spectral filtering function is more subtle, but it’s evidenced in the fact that 
it is designed for the task of approximating bandlimited functions.

Remark 3.3 (A notation convention). A recurring theme in this paper is the establishment 
of results in one dimension, followed by an effort to generalize them to higher dimensions. 
As a result, we employ the convention that structures, when similar to each other except for 
their domain dimensions, will be denoted with the same symbols. Their distinction will rely 
on the context and whether their input argument is a scalar or a vector. This streamlined 
approach minimizes the proliferation of notations in this paper. An example has been given 
in (3.1), where if $d = 1$, then we write $R_{M,r,h}f(x)$ and if $d > 1$, $R_{M,r,h}f(\vec{x})$. Another 
example would be the function $\mu_{M,r,h}$, whose version in one dimension, $\mu_{M,r,h}(x)$, is given 
in (4.30), and whose version in higher dimensions, $\mu_{M,r,h}(\vec{x})$ is given in (4.40).

4 Proof of Theorem 3.1

We initiate our proof with the pivotal case of $d = 1$, since it carries immense importance 
and since higher dimensions will merely involve a straightforward extension of the one-
dimensional outcome.

4.1 Proof of Theorem 3.1 in dimension one

Let $h, r > 0$ and $M \in \mathbb{Z}_+$. Supposing $\sigma < \pi$, we define the mapping $R_{M,r}$ acting on $f \in B_\sigma^2$ 
as follows,

$$
R_{M,r}f(x) := \sum_{n \in \mathbb{Z}} f(n) \text{sinc}(x - n) G_{M,r}(x - n), \tag{4.1}
$$

where $G_{M,r}$ is defined in (3.2). Observe the similarity between $R_{M,r}$ and $R_{M,r,h}$ in (3.1); 
particularly, $R_{M,r,h}$ becomes $R_{M,r}$ if we select the scaling parameter $h = 1$. For this reason, 
we call $R_{M,r}$, $R_{M,r,h}$ truncated regularized reconstruction and scaled-truncated regularized
reconstruction mappings, respectively and aptly. Define the following error mappings associated with $R_{M,r,h}, R_{M,r}$ respectively,

$$
\mathcal{E}_{M,r,h} := R_{M,r,h} - Id \quad \text{and} \quad \mathcal{E}_{M,r} := R_{M,r} - Id. \tag{4.2}
$$

To establish Theorem 3.1, we want to demonstrate that the error $\mathcal{E}_{M,r,h}f$ decays in a, quantifiably, geometric fashion. However, since $R_{M,r}$ (or $\mathcal{E}_{M,r}$) is expressively $R_{M,r,h}$ (or $\mathcal{E}_{M,r,h}$) when there is no scaling involved, our approach is to initiate our analysis with the former mapping to streamline the notation and reasoning; i.e., we derive a version of Theorem 3.1, Proposition 4.2, that is tailored for $\mathcal{E}_{M,r}$, and subsequently modify it to encompass $\mathcal{E}_{M,r,h}$. Finally, we select the appropriate parameters $M, r, h$ and conclude Theorem 3.1.

Remark 4.1. Much of the analysis presented here draws inspiration from [30]. We have opted to reconstruct some of their results in our analysis for several reasons. Firstly, their convention differs slightly from ours. Secondly, some essential prerequisites and nuances that are necessary for their theory were left unaddressed. Thirdly, we find discrepancies and inaccuracies in several places. Lastly, certain crucial points for our purpose were either not explicitly stated or insufficiently expounded upon in the said paper.

As mentioned, we suppose $\sigma < \pi$ and focus on $\mathcal{E}_{M,r}$ in (4.2). Then according to Theorem A (and the remarks that follow), it holds for $f \in B^2_2 \subset B^2_\sigma$ that

$$
f(x) = \sum_{n \in \mathbb{Z}} f(n) \text{sinc}(x - n), \tag{4.3}
$$

where the series converges compactly on $\mathbb{R}$ and in $L^2(\mathbb{R})$. Thus, since the Gaussian truncation $\mathcal{G}_{M,r}$ effectively limits the number of terms contributing to the series defining $R_{M,r}f$ for each $x \in \mathbb{R}$, we can as well deduce that $R_{M,r}f \in L^2(\mathbb{R})$ and consequently, $\mathcal{E}_{M,r} : B^2_\sigma \to L^2$. However, we will need a more robust conclusion. To achieve this, following the approach in [30], we define for $w \in \mathbb{R}$,

$$
\mu_{M,r}(w) := \frac{1}{2\pi} \int_{t \in w + [-\pi, \pi]} \mathcal{G}_{M,r}(t) dt = \frac{\mathcal{F}(\text{sinc} \cdot \mathcal{G}_{M,r})(w)}{2\pi} \tag{4.4}
$$

$$
\nu_{M,r}(w) := \frac{1}{2\pi} \int_{t \in w + [-\pi, \pi]} \mathcal{G}_{M,r}(t) dt. \tag{4.5}
$$

Evidently, both $\mu_{M,r} \in L^2 \cap L^\infty, \nu_{M,r} \in L^\infty$ are even, real-valued, continuous functions. By the Fourier inversion theorem (2.2)

$$
\frac{1}{2\pi} \int_{\mathbb{R}} \mathcal{G}_{M,r}(t) dt = \mathcal{G}_{M,r}(0) = 1,
$$

which, in conjunction with (4.4), (4.5), leads to

$$
\mu_{M,r} + \nu_{M,r} = 1 \quad \text{and} \quad \sum_{n \in \mathbb{Z} \setminus \{0\}} \mu_{M,r}(w + 2n\pi) = \nu_{M,r}(w). \tag{4.6}
$$
This says that $2n\pi$ translations of $\mu_{M,r}$ form a partition of unity on $\mathbb{R}$. The following quantities will prove to be crucial in later stages

$$\sup_{w \in [-\sigma, \sigma]} |\nu_{M,r}(w)| \quad \text{and} \quad \sup_{w \in [-\sigma, \sigma]} \sum_{n \in \mathbb{Z}\setminus\{0\}} |\mu_{M,r}(w + 2n\pi)|.$$

Therefore, we temporarily record the proposition below, whose proof will be given after the proof of Proposition 4.2.

**Proposition 4.1.** Let $\sigma < \pi$. Let $\mu_{M,r}, \nu_{M,r}$ be as in (4.4), (4.5), respectively. Then it holds that

$$\sup_{w \in [-\sigma, \sigma]} |\nu_{M,r}(w)| = \max_{w \in [-\sigma, \sigma]} |\nu_{M,r}(w)| \leq \frac{\exp(-r^2(\pi - \sigma)^2/2)}{r(\pi - \sigma)} + \frac{r^2}{M} \exp\left(-\frac{M^2}{2r^2}\right) \tag{4.7},$$

and that

$$\sup_{w \in [-\sigma, \sigma]} \sum_{k \in \mathbb{Z}\setminus\{0\}} |\mu_{M,r}(w + 2k\pi)| = \max_{w \in [-\sigma, \sigma]} \sum_{k \in \mathbb{Z}\setminus\{0\}} |\mu_{M,r}(w + 2k\pi)| \leq \frac{\exp(-r^2(\pi - \sigma)^2/2)}{r(\pi - \sigma)} + c(r) \exp\left(-\frac{M^2}{4r^2}\right), \tag{4.8}$$

where $c(r) := \max\{1, \frac{1}{r}, \frac{1}{r^2}\}$.

**Remark 4.2.** The result (4.8) of Proposition 4.1, which was not established in [30], is pivotal: without it, the framework presented [30] would lack cohesion, highlighting the mentioned oversight.

Given Proposition 4.1 in our possession, with fixed $M, r$ and $\sigma < \pi$, we confirm a precise bound for the mapping $\mathcal{E}_{M,r}$.

**Proposition 4.2.** Let $\sigma < \pi$. Let $\mathcal{E}_{M,r}$ be as in (4.2) and $f \in B_0^3$. Then

$$\|\mathcal{E}_{M,r}f\|_2 \leq \epsilon(\sigma, M, r)\|f\|_2 \tag{4.9}$$

$$\|\mathcal{E}_{M,r}f\|_\infty \leq \sqrt{\epsilon(\sigma, M, r)}\|f\|_2, \tag{4.10}$$

where

$$\epsilon(\sigma, M, r) := \frac{\exp(-r^2(\pi - \sigma)^2/2)}{r(\pi - \sigma)} + \frac{r^2}{M} \exp\left(-\frac{M^2}{2r^2}\right) + c(r) \exp\left(-\frac{M^2}{4r^2}\right).$$

**Proof.** Since $f \in B_0^3$, $\hat{f}$ is a continuous, compactly supported on $[-\sigma, \sigma] \subset [-\pi, \pi]$ with bounded variation. If we temporarily consider $\hat{f}$ a $2\pi$-periodic function, then by the Dirichlet-Jordan test [8],

$$\lim_{N \to \infty} \left( \sum_{n=-N}^{N} f(n)e^{-inw} \right) = \sum_{n \in \mathbb{Z}} f(n)e^{-inw} = \sum_{n \in \mathbb{Z}} f(-n)e^{inw} = \hat{f}(w).$$
uniformly on any compact subinterval of $[-\sigma, \sigma]$ and $[-\pi, -\sigma] \cup [\sigma, \pi]$. Therefore, we can write
\[
\hat{f}(w) = \sum_{n\in\mathbb{Z}} f(n)e^{-inw}\chi_{[-\pi,\pi]}(w),
\] (4.11)
Alternatively (4.11) can be deduced by applying Fourier transform to (4.3); see also the derivation of (4.28) below. It follows that, if $w \in [-\pi, \pi]$, then
\[
\sum_{n\in\mathbb{Z}} f(n)e^{-inw} = \hat{f}(w),
\] (4.12)
and if $w = u + 2k\pi$ for some $u \in [-\pi, \pi]$ and $k \in \mathbb{Z}\setminus\{0\}$,
\[
\sum_{n\in\mathbb{Z}} f(n)e^{-inw} = \sum_{n\in\mathbb{Z}} f(n)e^{-in(u+2k\pi)} = \hat{f}(u).
\] (4.13)
With $\mathcal{E}_{M,r} : B_{2}^{2} \to L^{2}$ having been previously established, we can take the Fourier transform of $\mathcal{E}_{M,r}f$ to obtain for $w \in \mathbb{R}$,
\[
\mathcal{F}_{M,r}f(w) = (\hat{f} - \mathcal{R}_{M,r}f)(w) = \sum_{n\in\mathbb{Z}} f(n)e^{-inw}\left(\chi_{[-\pi,\pi]}(w) - \mu_{M,r}(w)\right),
\] (4.14)
where the last equality above is resulted from (4.11). Then by virtue of (4.6), (4.12), (4.13), (4.14) and the fact that $\text{supp}(\hat{f}) \subset [-\sigma, \sigma] \subset [-\pi, \pi]$, we acquire
\[
\mathcal{F}_{M,r}f(w) = \begin{cases} 
\hat{f}(w)\nu_{M,r}(w) & \text{if } w \in [-\sigma, \sigma] \\
-\hat{f}(w-2k\pi)\mu_{M,r}(w) & \text{if } w-2k\pi \in [-\sigma, \sigma], \text{ for some } k \in \mathbb{Z}\setminus\{0\} \\
0 & \text{otherwise}
\end{cases}
\] (4.15)
Consequently,
\[
\|\mathcal{F}_{M,r}f\|_{2}^{2} = \int_{[-\sigma,\sigma]} |\hat{f}(w)|^{2}\left(\nu_{M,r}^{2}(w) + \sum_{k\in\mathbb{Z}\setminus\{0\}} \mu_{M,r}^{2}(w+2k\pi)\right)dw,
\]
which, combined with (2.3) and the $\ell^{p}$-embedding property, allows us to infer that
\[
\|\mathcal{E}_{M,r}f\|_{2} \leq \left(\max_{w\in[-\sigma,\sigma]} |\nu_{M,r}(w)| + \max_{w\in[-\sigma,\sigma]} \sum_{k\in\mathbb{Z}\setminus\{0\}} |\mu_{M,r}(w+2k\pi)|\right)\|f\|_{2}. \tag{4.16}
\]
Applying Proposition 4.1 to the right-hand-side in (4.16), we deduce (4.9).

Further, it also follows from Proposition 4.1 that
\[
\|\mathcal{F}_{M,r}f\|_{1} \leq \int_{[-\sigma,\sigma]} |\hat{f}(w)|\left(|\nu_{M,r}(w)| + \sum_{n\in\mathbb{Z}\setminus\{0\}} |\mu_{M,r}(w+2n\pi)|\right)dw < \infty.
\]
Thus, by (4.16), the Fourier inversion theorem (2.2) and (2.3) again,
\[
\|\mathcal{E}_{M,r}f\|_\infty = \sup_{w \in \mathbb{R}} \left| \frac{1}{2\pi} \int_{\mathbb{R}} \mathcal{E}_{M,r}f(t)e^{iwt} \, dt \right| 
\]
\[
\leq \sqrt{\sigma/\pi} \left( \max_{w \in [-\sigma,\sigma]} |\nu_{M,r}(w)| + \max_{w \in [-\sigma,\sigma]} \sum_{k \in \mathbb{Z} \setminus \{0\}} |\mu_{M,r}(w + 2k\pi)| \right) \|f\|_2.
\]

Applying Proposition 4.1 once more, this time to the right-hand-side above, yields (4.10), as desired.

We now provide a proof of Proposition 4.1. Following this, we will be ready to establish Theorem 3.1.

Proof of Proposition 4.1. We first attend to (4.7). By definition (4.4) and (4.6),
\[
\nu_{M,r}(w) = 1 - \frac{1}{2\pi} \int_{tw+[-\pi,\pi]} \hat{G}_{M,r}(t) \, dt = 1 - \frac{1}{2\pi} \int_{tw+[-\pi,\pi]} \left( \hat{G}_r(t) - \int_{y \notin [-M,M]} G_r(y)e^{-iwt} \, dy \right) \, dt 
\]
\[
= \frac{1}{2\pi} \int_{ty + [-\pi,\pi]} \hat{G}_r(t) \, dt + \frac{1}{2\pi} \int_{tw+[-\pi,\pi]} \int_{y \notin [-M,M]} G_r(y)e^{-iwt} \, dy \, dt 
\]
\[
= \frac{1}{2\pi} \int_{ty + [-\pi,\pi]} \hat{G}_r(t) \, dt + \int_{y \notin [-M,M]} \frac{G_r(y)}{y} \sin(ry\pi) \cos(ryw) \, dy
\]  
(4.17)

for \( w \in \mathbb{R} \). The first term in (4.17) serves as a regularization error, while the second, containing \( M \) in its expression, serves as a truncation error. Direct computing gives,
\[
\max_{[-\sigma,\sigma]} |\nu_{M,r}(w)| \leq \max_{[-\sigma,\sigma]} \frac{1}{2\pi} \int_{ty + [-\pi,\pi]} \hat{G}_r(t) \, dt + \int_{y \notin [-M,M]} G_r(y) \, dy 
\]
\[
=: \max_{[-\sigma,\sigma]} e_r(w) + e_{M,r}, 
\]  
(4.18)

and that \( \max_{[-\sigma,\sigma]} e_r(w) \) can only be attained at \( w = 0, \pm \sigma \). However, since \( e_r \) is an even function, and \( \frac{d^2}{dw^2} e_r(0) > 0 \), it remains that
\[
\max_{[-\sigma,\sigma]} e_r(w) = e_r(\sigma) = \frac{1}{2\pi} \int_{-\sigma}^{\sigma} \exp \left( -\frac{t^2}{2} \right) \, dt + \frac{1}{2\pi} \int_{\sigma}^{\infty} \exp \left( -\frac{t^2}{2} \right) \, dt 
\]
\[
\leq \frac{1}{\pi} \int_{-\infty}^{\infty} \exp \left( -\frac{t^2}{2} \right) \, dt.
\]  
(4.19)

To harness (4.19) effectively, we make use of the following Mills’ ratio [4]
\[
\int_{x}^{\infty} \exp \left( -\frac{t^2}{2} \right) \, dt < \frac{\pi \exp(-x^2/2)}{\sqrt{(\pi - 2)^2x^2 + 2\pi + 2x}}, \quad \forall x > 0; 
\]  
(4.20)
therefore (4.19) yields

$$\max_{w \in [-\sigma, \sigma]} e_r(w) \leq \frac{\exp(-r^2(\pi - \sigma)^2/2)}{r(\pi - \sigma)}.$$  (4.21)

Now regarding $e_{M,r}$ in (4.18), we also have as a direct result of (4.20),

$$e_{M,r} = \int_{y \notin [-M,M]} G_r(y) \, dy = r \int_{y \notin [-M/r,M/r]} G(y) \, dy \lesssim \frac{r^2}{M} \exp\left(-\frac{M^2}{2r^2}\right).$$  (4.22)

Combining (4.21), (4.22), we obtain (4.7).

We turn to (4.8) next. By definitions (2.4), (4.4)

$$\sum_{k \in \mathbb{Z} \setminus \{0\}} |\mu_{M,r}(w + 2k\pi)| = \frac{1}{2\pi} \sum_{k \in \mathbb{Z} \setminus \{0\}} \left| \int_{w - \pi/2 + 2k\pi}^{w + \pi/2 + 2k\pi} G_r(x) e^{-itx} \, dx \right| dt$$

$$= \frac{1}{2\pi} \sum_{k \in \mathbb{Z} \setminus \{0\}} \left| \int_{-M}^{M} G_r(x) e^{-i(w + 2k\pi)x} \int_{-\pi}^{\pi} e^{-itx} \, dx \right| dt$$

$$= \frac{1}{2\pi} \sum_{k \in \mathbb{Z} \setminus \{0\}} \left| \int_{-M}^{M} G_r(x) e^{-i(w + 2k\pi)x} \int_{-\pi}^{\pi} e^{-itx} \, dx \right|$$

$$= \sum_{k \in \mathbb{Z} \setminus \{0\}} \left| \int_{-M}^{M} G_r(x) \cos((w + 2k\pi)x) \text{sinc}(x) \, dx \right|. $$  (4.23)

Observe that, had $M = \infty$ (i.e., no truncation), then working (4.23) backward, we would get, for any $w' \in \mathbb{R}$

$$\left| \int_{\mathbb{R}} G_r(x) \cos(w'x) \text{sinc}(x) \, dx \right| = \frac{1}{2\pi} \int_{w' - \pi}^{w' + \pi} G_r(x) e^{-itx} \, dx \right| dt = \frac{1}{2\pi} \int_{w' - \pi}^{w' + \pi} G_r(t) \, dt \geq 0,$$  (4.24)

as the Fourier transform of a Gaussian is another Gaussian. Moreover, following the steps from (4.4) to (4.6) using this particular value of $M$ and introducing for $w \in \mathbb{R}$

$$\mu_r(w) := \frac{1}{2\pi} \int_{t \in w + [-\pi, \pi]} \hat{G}_r(t) \, dt \quad \text{and} \quad \nu_r(w) := \frac{1}{2\pi} \int_{t \notin w + [-\pi, \pi]} \hat{G}_r(t) \, dt,$$

we would also obtain

$$\sum_{k \in \mathbb{Z} \setminus \{0\}} \mu_r(w + 2k\pi) = \nu_r(w),$$

which, by the nonnegativity of $\mu_r$ depicted in (4.24), further implies

$$\sum_{k \in \mathbb{Z} \setminus \{0\}} \left| \int_{\mathbb{R}} G_r(x) \cos((w + 2k\pi)x) \text{sinc}(x) \, dx \right| = \sum_{k \in \mathbb{Z} \setminus \{0\}} |\mu_r(w + 2k\pi)|$$

$$= \sum_{k \in \mathbb{Z} \setminus \{0\}} \mu_r(w + 2k\pi) = \nu_r(w) \geq 0$$
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for every \( w \in \mathbb{R} \). Therefore, through arguments analogous to those outlined from (4.17) to (4.21), we derive

\[
\sup_{w \in [-\sigma, \sigma]} \sum_{k \in \mathbb{Z} \setminus \{0\}} \left| \int_{\mathbb{R}} G_r(x) \cos((w + 2k\pi)x) \, \text{sinc}(x) \, dx \right| = \max_{w \in [-\sigma, \sigma]} \nu_r(w) \\
\leq \max_{w \in [-\sigma, \sigma]} e_r(w) \leq \frac{\exp(-r^2(\pi - \sigma)^2/2)}{r(\pi - \sigma)}.
\]

Applying this finding to (4.23) produces

\[
\sup_{w \in [-\sigma, \sigma]} \sum_{k \in \mathbb{Z} \setminus \{0\}} |\mu_{M,r}(w + 2k\pi)| \\
\leq \frac{\exp(-r^2(\pi - \sigma)^2/2)}{r(\pi - \sigma)} + \sup_{w \in [-\sigma, \sigma]} \sum_{k \in \mathbb{Z} \setminus \{0\}} \left| \int_{M}^{\infty} G_r(x) \cos((w + 2k\pi)x) \, \text{sinc}(x) \, dx \right|, \quad (4.25)
\]

and so we're left with calculating the second term on the right-hand-side above. Note, through integration-by-parts,

\[
\int_{M}^{\infty} G_r(x) \cos((w + 2k\pi)x) \, \text{sinc}(x) \, dx \\
= -\left[ \frac{d}{dx} (G_r(x) \, \text{sinc}(x)) \cos((w + 2k\pi)x) \right]_{x=M}^{x=\infty} + \frac{\sin((w + 2k\pi)x)}{w + 2k\pi} \left| G_r(x) \, \text{sinc}(x) \right|_{x=M}^{x=\infty} \\
= -\left[ \frac{d}{dx} (G_r(x) \, \text{sinc}(x)) \frac{\sin((w + 2k\pi)x)}{w + 2k\pi} \right]_{x=M}^{x=\infty} + \frac{\sin((w + 2k\pi)x)}{w + 2k\pi} \left| G_r(x) \, \text{sinc}(x) \right|_{x=M}^{x=\infty},
\]

where the second equality is due to that \( \text{sinc}(M) = 0 \), as \( M \in \mathbb{Z}_+ \). For \( w \in [-\sigma, \sigma] \), where \( \sigma < \pi \), we take note that

\[
\sum_{k \in \mathbb{Z} \setminus \{0\}} \left| \frac{d}{dx} (G_r(x) \, \text{sinc}(x)) \frac{\cos((w + 2k\pi)x)}{(w + 2k\pi)^2} \right|_{x=M} \leq \exp\left( -\frac{M^2}{2r^2} \right), \quad (4.26)
\]

and that, through straightforward calculations,

\[
\sum_{k \in \mathbb{Z} \setminus \{0\}} \left| \int_{M}^{\infty} \frac{d^2}{d^2x} (G_r(x) \, \text{sinc}(x)) \frac{\cos((w + 2k\pi)x)}{(w + 2k\pi)^2} \, dx \right| \leq c(r) \exp\left( -\frac{M^2}{4r^2} \right). \quad (4.27)
\]

By bringing together (4.25), (4.26), (4.27), we arrive at (4.8), as needed. \( \square \)

With all the preliminary steps completed, we are now in the position to prove Theorem 3.1 in dimension one, as promised.
**Proof of Theorem 3.1 in dimension one.** Let us initially suppose $\sigma < \pi/h$ for some $h > 0$ small. Then it can be verified from Theorem A that for $f \in B_\sigma^2 \subset B_{\pi/h}^2$,

$$f(x) = \sum_{n \in \mathbb{Z}} f(hn) \text{sinc}_h(x - hn), \quad \forall x \in \mathbb{R},$$

whose Fourier transform yields

$$\hat{f}(w) = h \sum_{n \in \mathbb{Z}} f(hn) e^{-iwhn} \chi_{[-\pi,\pi]}(hw), \quad \forall w \in \mathbb{R}. \quad (4.28)$$

Similarly as before, we derive for $w \in \mathbb{R}$

$$\mathcal{R}_{M,r,h}f(w) = h \sum_{n \in \mathbb{Z}} f(hn) e^{-iwhn} \mu_{M,r,h}(w), \quad (4.29)$$

where

$$\mu_{M,r,h}(w) := \frac{1}{2\pi} \int_{t \in hw + [-\pi,\pi]} \mathcal{G}_{M,r}(t) \, dt = \frac{\mathcal{F}(\text{sinc}_r \cdot \mathcal{G}_{M,r})(hw)}{2\pi} = \mu_{M,r}(hw). \quad (4.30)$$

Therefore, as a consequence of (4.28), (4.29), it holds that

$$\mathcal{E}_{M,r,h}f(w) = h \sum_{n \in \mathbb{Z}} f(hn) e^{-iwhn} \left(\chi_{[-\pi,\pi]}(hw) - \mu_{M,r}(hw)\right),$$

from which we deduce the following fact akin to (4.15)

$$\mathcal{E}_{M,r,h}f(w) = \begin{cases} \hat{f}(w)\mu_{M,r}(hw) & \text{if } w \in [-\sigma,\sigma] \\ -\hat{f}(w - 2k\pi/h)\mu_{M,r}(hw) & \text{if } w - 2k\pi/h \in [-\sigma,\sigma], \text{ for some } k \in \mathbb{Z}\setminus\{0\} \\ 0 & \text{otherwise} \end{cases}.$$  

Continuing along the lines of reasoning laid out in the proof of Proposition 4.2, we then acquire

$$\|\mathcal{E}_{M,r,h}f\|_2 \leq \left( \max_{w \in [-\sigma,\sigma]} |\nu_{M,r}(hw)| + \max_{w \in [-\sigma,\sigma]} \sum_{k \in \mathbb{Z}\setminus\{0\}} |\mu_{M,r}(hw + 2k\pi)| \right) \|f\|_2, \quad (4.31)$$

and

$$\|\mathcal{E}_{M,r,h}f\|_\infty \leq \sqrt{\sigma/\pi} \left( \max_{w \in [-\sigma,\sigma]} |\nu_{M,r}(hw)| + \max_{w \in [-\sigma,\sigma]} \sum_{k \in \mathbb{Z}\setminus\{0\}} |\mu_{M,r}(hw + 2k\pi)| \right) \|f\|_2. \quad (4.32)$$

Upon a close examination of the said proof, particularly (4.17), it is evident that

$$\max_{w \in [-\sigma,\sigma]} |\nu_{M,r}(hw)| \leq \exp\left(-r^2(\pi - h\sigma)^2/2\right) + \frac{r^2}{M} \exp\left(-\frac{M^2}{2r^2}\right) \quad (4.33)$$
and that
\[
\max_{\omega \in [-\sigma, \sigma]} \sum_{k \in \mathbb{Z} \setminus \{0\}} |\mu_{M,r}(hw + 2k\pi)| \lesssim \frac{\exp(-r^2(\pi - h\sigma)^2/2)}{r(\pi - h\sigma)} + c(r) \exp \left( -\frac{M^2}{4r^2} \right). \tag{4.34}
\]

Hence, by combining (4.31), (4.32), (4.33), (4.34), we arrive at
\[
\|\mathcal{E}_{M,r,h} f\|_2 \lesssim \epsilon(\sigma, M, r, h)\|f\|_2 \quad \text{and} \quad \|\mathcal{E}_{M,r,h} f\|_\infty \lesssim \sqrt{c} \epsilon(\sigma, M, r, h)\|f\|_2, \tag{4.35}
\]
where
\[
\epsilon(\sigma, M, r, h) := \frac{\exp(-r^2(\pi - h\sigma)^2/2)}{r(\pi - h\sigma)} + \frac{r^2}{M} \exp \left( -\frac{M^2}{2r^2} \right) + c(r) \exp \left( -\frac{M^2}{4r^2} \right). \tag{4.36}
\]

To finish the proof, we focus on selecting the parameters \(M, r, h\). Drawing insight from (4.36) and the requirement that \(\sigma < \pi/2\), we want to choose \(h\) small enough so that \(|\pi - h\sigma| \geq c\) for some \(c > 0\) of choice, and simultaneously, choose \(M, r\) so that \(M \approx r^2\).

For simplicity, we can set \(r = \sqrt{M}\) and \(h = 4/M\), with \(M \in \mathbb{Z}_+\) large enough so that \(\pi/2 > 4\sigma/M\). With these parametric choices established, we conclude from (4.35) that
\[
\|\mathcal{E}_{M,r,h} f\|_2 \lesssim \exp(-M/4)\|f\|_2 \quad \text{and} \quad \|\mathcal{E}_{M,r,h} f\|_\infty \lesssim \sqrt{c} \exp(-M/4)\|f\|_2,
\]
as wanted.

4.2 Proof of Theorem 3.1 in high dimensions

Let it be noted that we are following the notation convention elucidated in Remark 3.3 throughout this subsection.

Let \(d \in \mathbb{Z}_+\) and \(f \in B_{[-\sigma, \sigma]^d}\), where \(\sigma < \pi/(2h) = M\pi/8\). We have the following result that is a direct consequence of Theorem B:
\[
f(\bar{x}) = \sum_{\bar{n} \in \mathbb{Z}^d} f(h\bar{n}) \text{sinc}_h(\bar{x} - h\bar{n}) = \sum_{\bar{n} \in \mathbb{Z}^d} f(h\bar{n}) \prod_{j=1}^d \text{sinc}(h^{-1}x_j - n_j), \quad \forall \bar{x} \in \mathbb{R}^d. \tag{4.37}
\]

Next, recall from (3.1) that
\[
\mathcal{R}_{M,r,h} f(\bar{x}) = \sum_{\bar{n} \in \mathbb{Z}^d} f(h\bar{n}) \text{sinc}(h^{-1}\bar{x} - \bar{n})\mathcal{G}_{M,r}(h^{-1}\bar{x} - \bar{n})
\]
\[
= \sum_{\bar{n} \in \mathbb{Z}^d} f(h\bar{n}) \text{sinc}_h \cdot \mathcal{G}_{M,r,h}(\bar{x} - h\bar{n}), \tag{4.38}
\]

which, similar to (4.2), has a corresponding error mapping that is \(\mathcal{E}_{M,r,h} = \mathcal{R}_{M,r,h} - \text{Id}\).

By performing the Fourier transform on both (4.37), (4.38), we can derive, for \(\bar{w} \in \mathbb{R}^d\)
\[
\hat{f}(\bar{w}) = h \sum_{\bar{n} \in \mathbb{Z}^d} f(h\bar{n}) e^{ih\bar{w} \cdot \bar{n}} \chi_{[-\pi, \pi]^d}(h\bar{n})
\]
\[
\hat{\mathcal{R}_{M,r,h} f}(\bar{w}) = h \sum_{\bar{n} \in \mathbb{Z}^d} f(h\bar{n}) \mu_{M,r,h}(\bar{w}), \tag{4.39}
\]
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respectively, where

$$
\mu_{M,r,h}(\bar{w}) := \frac{1}{(2\pi)^d} \int_{\tilde{\mathcal{E}}h\bar{w} + [-\pi,\pi]^d} \tilde{\mathcal{G}}_{M,r}(\bar{t}) \, d\bar{t} = \mathcal{F}\left(\text{sinc} \cdot \mathcal{G}_{M,r}(h\bar{w})\right) \frac{(2\pi)^d}{(2\pi)^d}.
$$

(4.40)

Hence, if we define

$$
\nu_{M,r,h}(\bar{w}) := \frac{1}{(2\pi)^d} \int_{\tilde{\mathcal{E}}h\bar{w} + [-\pi,\pi]^d} \tilde{\mathcal{G}}_{M,r}(\bar{t}) \, d\bar{t},
$$

(4.41)

then by utilizing (4.39) and drawing upon a similar line of reasoning as explained in §4.1, we obtain

$$
\mathcal{E}_{M,r,h} f(\bar{w}) = \begin{cases}
\hat{f}(\bar{w})\nu_{M,r,h}(\bar{w}) & \text{if } \bar{w} \in [-\sigma,\sigma]^d \\
-\hat{f}(\bar{w} - 2\bar{k}\pi/h)\mu_{M,r,h}(\bar{w}) & \text{if } \bar{w} - 2\bar{k}\pi/h \in [-\sigma,\sigma]^d, \text{ for some } \bar{k} \in \mathbb{Z}^d \setminus \{\bar{0}\}.
\end{cases}
$$

It now readily follows that

$$
\|\mathcal{E}_{M,r,h} f\|_2 \leq C(M, r, h)\|f\|_2, \quad \text{and} \quad \|\mathcal{E}_{M,r,h} f\|_\infty \leq (\sigma/\pi)^{d/2} C(M, r, h)\|f\|_2,
$$

(4.42)

where

$$
C(M, r, h) := \left(\max_{\bar{w} \in [-\sigma,\sigma]^d} |\nu_{M,r,h}(\bar{w})| + \max_{\bar{w} \in [-\sigma,\sigma]^d} \sum_{\bar{k} \in \mathbb{Z}^d \setminus \{\bar{0}\}} |\mu_{M,r,h}(\bar{w} + 2\bar{k}\pi/h)| \right).
$$

Note the parallel between (4.42) and (4.31), (4.32). To manage (4.42), we utilize the Gaussian nature of $\tilde{\mathcal{G}}_{M,r}$ to split the integrals in (4.40), (4.41) along the one-dimensional coordinates and acquire, respectively,

$$
\mu_{M,r,h}(\bar{w}) = \prod_{j=1}^d \left(\frac{1}{2\pi} \int_{t_j \in h\omega_j + [-\pi,\pi]} \tilde{\mathcal{G}}_{M,r}(t_j) \, dt_j \right) = \prod_{j=1}^d \mu_{M,r}(h\omega_j),
$$

and

$$
|\nu_{M,r,h}(\bar{w})| \leq \prod_{j=1}^d \left(\frac{1}{2\pi} \int_{t_j \in h\omega_j + [-\pi,\pi]} \tilde{\mathcal{G}}_{M,r}(t_j) \, dt_j \right) \prod_{k \neq j} \left(\frac{1}{2\pi} \int_{\mathbb{R}} \tilde{\mathcal{G}}_{M,r}(t_k) \, dt_k \right) = \sum_{j=1}^d |\nu_{M,r,h}(h\omega_j)|.
$$

These two observations allow us to put the one-dimensional theory from §4.1 into action. In particular, recalling that $r = \sqrt{M}$, we can derive

$$
\max_{\bar{w} \in [-\sigma,\sigma]^d} |\nu_{M,r,h}(\bar{w})| \leq d \exp(-M/4).
$$

(4.43)

On the other hand, one sees that

$$
\max_{\bar{w} \in [-\sigma,\sigma]^d} \sum_{\bar{k} \in \mathbb{Z}^d \setminus \{\bar{0}\}} |\mu_{M,r,h}(\bar{w} + 2\bar{k}\pi/h)|
\leq \sum_{j=1}^d \left(\max_{\omega_j \in [-\sigma,\sigma]} \sum_{k \in \mathbb{Z} \setminus \{0\}} |\mu_{M,r}(h\omega_j + 2k\pi)| \right) \prod_{l \neq j} \left(\max_{\omega_l \in [-\sigma,\sigma]} \sum_{k \in \mathbb{Z}} |\mu_{M,r}(h\omega_l + 2k\pi)| \right),
$$

(4.44)
where we can take note from the calculations in (4.23) and the Mills’ ratio (4.20) to obtain

\[
\max_{w_i \in [-\sigma, \sigma]} \sum_{k \in \mathbb{Z}} |\mu_{M,r}(hw_i + 2k\pi)| \leq \max_{w_i \in [-\sigma, \sigma]} |\mu_{M,r}(hw_i)| + \max_{w_i \in [-\sigma, \sigma]} \sum_{k \in \mathbb{Z} \setminus \{0\}} |\mu_{M,r}(hw_i + 2k\pi)|
\]

\[
\leq 1 + \int_{\mathbb{R}} G_r(x) \, dx + \exp(-M/4) \leq 1;
\]

therefore, we conclude

\[
\max_{\vec{w} \in [-\sigma, \sigma]^d} \sum_{\vec{k} \in \mathbb{Z}^d \setminus \{0\}} |\mu_{M,r,h}(\vec{w} + 2\vec{k}\pi/h)| \leq \exp(-M/4). \quad (4.44)
\]

Putting (4.43), (4.44) back in (4.42), we finally arrive at

\[
\|\mathcal{E}_{M,r,h}f\|_2 \leq \exp(-M/4) \|f\|_2 \quad \text{and} \quad \|\mathcal{E}_{M,r,h}f\|_\infty \leq \sigma^{d/2} \exp(-M/4) \|f\|_2,
\]

culminating in the conclusion of Theorem 3.1.

\[\square\]

### 5 Proof of Theorem 3.2

In this section and the next, we employ the following notations for the sake of compact presentation:

\[
s(x) := \text{sinc}(x) \quad \text{and} \quad \rho(x) := \text{ReLU}(x). \quad (5.1)
\]

For instance, we denote the shifted ReLU at \(X \in \mathbb{R}\) as \(\rho_X\) and the scaled sinc function as \(s_h\).

Let \(f \in B^2_\sigma\). We have established in Proposition 4.2 that if

\[
\mathcal{R}_{M,r,h}f(x) = \sum_{n \in \mathbb{Z}} f(hn) s_h \cdot G_{M,r,h}(x - hn), \quad (5.2)
\]

where \(h = 4/M\), \(r = \sqrt{M}\), and \(M \in \mathbb{Z}_+\) is such that \(\sigma < \pi/(2h) = M\pi/8\), then the followings hold

\[
\|f - \mathcal{R}_{M,r,h}f\|_2 \leq \exp(-M/4) \|f\|_2
\]

\[
\|f - \mathcal{R}_{M,r,h}f\|_\infty \leq \sqrt{\sigma} \exp(-M/4) \|f\|_2.
\]

Although the count of nonzero terms in (5.2) is contingent on the position of \(x\), the series remains infinite a priori. Hence, to facilitate a practical integration of the sampling reconstruction formula into a neural network, we substitute \(\mathcal{R}_{M,r,h}f\) with the following function, supposing \(M \in 2\mathbb{Z}_+\),

\[
\tilde{\mathcal{R}}_{M,r,h}f(x) := \sum_{n=-M/2}^{M/2} f(hn) s_h \cdot G_{M,r,h}(x - hn). \quad (5.3)
\]
It’s apparent from (3.17) that we expect \( \tilde{R}_{M,r,h,f} \) to be nearly the output \( g_2 \) of the proxy GNN model \( \Psi_f \) introduced in §3.2. What remains for us in this section is to show that the errors in both (3.17), (3.18) indeed exhibit exponential decay concerning the parameter \( M \).

To confirm (3.18), we start by establishing the comparability between \( \tilde{R}_{M,r,h,f} \) and \( R_{M,r,h,f} \) over \([-1,1]\). As explained in §3, we also have the flexibility to assume prior knowledge of the complete profile of \( f \) over the said interval, thereby turning the generalization problem into an approximation one. We examine the following difference:

\[
\tilde{\mathcal{F}}_{M,r,h}(x) := \tilde{R}_{M,r,h,f}(x) - R_{M,r,h,f}(x)
\]

\[
= \sum_{n=-M/2}^{M/2} f(hn) s_h \cdot g_{M,r,h}(x - hn) - \sum_{n \in \mathbb{Z}} f(hn) s_h \cdot g_{M,r,h}(x - hn).
\]

(5.4)

Observe that when \( x \in [-1,1] \), the integer index \( n \) in the second sum of (5.4) is restricted to a range of at most from \([-5M/4, 5M/4]\), whereas in the first sum, it spans the entire set \([-M/2, \ldots , M/2]\). Therefore, the difference function \( \tilde{\mathcal{F}}_{M,r,h} \) over \([-1,1]\) assumes the following form

\[
\tilde{\mathcal{F}}_{M,r,h}(x) = \sum_{n=-M/2}^{-[5M/4]} + \sum_{n=M/2}^{[5M/4]} \hat{\delta}_{n,x} f(hn) s_h \cdot g_{M,r,h}(x - hn),
\]

(5.5)

where \( \hat{\delta}_{n,x} \in \{0, -1\} \) denotes a quantity whose values change with \( n, x \). For example, suppose \( M \in 4\mathbb{Z}_+ \) and \( x = 1 \), then \( \hat{\delta}_{n,1} = -1 \) when

\[
n = -3M/4, \ldots , -M/2 - 1 \quad \text{or} \quad n = M/2 + 1, \ldots , 5M/4,
\]

and \( \hat{\delta}_{n,1} = 0 \) when

\[
n = -M/2, \ldots , M/2 \quad \text{or} \quad n = -5M/4, \ldots , -3M/4 - 1.
\]

Hence, \( \tilde{\mathcal{F}}_{M,r,h} \) is a piecewise continuous function on \([-1,1]\). Using (5.5), we can establish a relatively small upper bound for its absolute value within this interval, as illustrated in the following lemma.

**Lemma 5.1.** Let \( f \in B_2^2 \). Suppose \( h = 4/M \), \( r = \sqrt{M} \) where \( M \in 4\mathbb{Z}_+ \) is sufficiently large so that \( \sigma < \pi/h = M\pi/4 \). Then the following holds for \( x \in [-1,1] \)

\[
|\tilde{\mathcal{F}}_{M,r,h}(x)| \leq \sqrt{M} \exp(-M/32)\|f\|_2.
\]

**Proof.** Let \( x \in [-1,1] \). From (5.5), we deduce that

\[
|\tilde{\mathcal{F}}_{M,r,h}(x)| \leq \exp(-(M/4)^2/2r^2) \left( \sum_{n=-M/2}^{-5M/4} + \sum_{n=M/2}^{5M/4} |f(hn)| \right)
\]

\[
\leq \sqrt{M} \exp(-M/32) \left( \sum_{n \in \mathbb{Z}} |f(hn)|^2 \right)^{1/2}
\]

\[
= \sqrt{M} \exp(-M/32)\|f\|_2.
\]
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where we have applied the Gaussian quadrature formula \((2.23)\) to the final step above.

We have verified, via the lemma, that by confining our consideration to the interval \([-1,1]\), with a sufficiently large \(M\), \(\tilde{R}_{M,r,h}f\) serves as a desirable replacement for \(R_{M,r,h}f\). Subsequently, we apply Theorem 3.1 to acquire \((3.18)\). With this in place, we now attend to \((3.17)\). In what follows, recall that we have introduced the \(O\)-notation in §2.

**Proposition 5.1.** Let \(f \in B^2_{\hat{p}}\). Suppose \(h = 4/M, r = \sqrt{M}\) where \(M \in 2\mathbb{Z}_+\) is sufficiently large so that \(\sigma < \pi/h = M\pi/4\). Then for every \(x \in [-1,1]\)

\[
\tilde{R}_{M,r,h}f(x) = \sum_{n=-M/2}^{M/2} f(hn) s_h \cdot \mathcal{G}_{M,r,h}(x - hn)
\]

\[
= \left( \sum_{n=-M/2}^{M/2} f(hn) \rho_{hn} \right) \ast (s_h \cdot \mathcal{G}_{M,r,h})''(x) + O(M^{3/2} \exp(-M/2\|f\|_2)).
\]

**Proof.** We rely on the following lemma, whose proof is provided in §A.2.

**Lemma 5.2.** Let \(X \in \mathbb{R}\). Let \(\phi \in C^2(\mathbb{R})\) such that

\[
\phi(x) \to 0, \quad |\phi'(x)| = O((1 + |x|)^{-2}), \quad \text{and} \quad |\phi''(x)| = O((1 + |x|)^{-3}) \quad \text{as} \quad |x| \to \infty.
\]

Then for every \(x \in \mathbb{R},\)

\[
\delta_X \ast \phi(x) = \text{ReLU}_X \ast \phi''(x).
\]

To see how Proposition 5.1 is derived from Lemma 5.2, note that, if \(x \in [-1,1]\) and \(n \in \{-M/2, \ldots, M/2\}\), then we have \(h^{-1}x - n = (M/4)x - n \in (-M,M)\). Hence

\[
\mathcal{G}_{M,r,h}(x - hn) = \mathcal{G}_{M,r}(h^{-1}x - n) = \mathcal{G}_r(h^{-1}x - n) = \mathcal{G}_{r,h}(x - hn),
\]

and consequently

\[
\tilde{R}_{M,r,h}f(x) = \sum_{n=-M/2}^{M/2} f(hn) s_h \cdot \mathcal{G}_{M,r,h}(x - hn)
\]

\[
= \sum_{n=-M/2}^{M/2} f(hn) \left( \delta_{hn} \ast (s_h \cdot \mathcal{G}_{r,h})(x) \right)
\]

\[
= \sum_{n=-M/2}^{M/2} f(hn) \left( \rho_{hn} \ast (s_h \cdot \mathcal{G}_{r,h})''(x) \right),
\]

\]
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where we’ve applied Lemma 5.2 to the last equality above. We now compare the expression in (5.9) with
\[
\left( \sum_{n=-M/2}^{M/2} f(hn)\rho_{hn} \right) * (s_h \cdot G_{M,r,h})''(x)
\]
in (5.6). We expand each term \(\rho_{hn} * (s_h \cdot G_{r,h})''(x)\) as follows
\[
\int_{-\infty}^{x-hn} (x - y - hn)(s_h \cdot G_{r,h})''(y) \, dy
= \int_{-\infty}^{-hM} (x - y - hn)(s_h \cdot G_{r,h})''(y) \, dy + \int_{-hM}^{x-hn} (s_h \cdot G_{r,h})''(y) \, dy
= \rho_{hn}(x - y)\big|_{y=-hM} - \int_{hM}^{\infty} (s_h \cdot G_{r,h})''(y) \, dy + \rho_{hn} * (s_h \cdot G_{M,r,h})''(x)
= \rho_{hn}(x - y)(s_h \cdot G_{r,h})'(y)\big|_{y=-hM} + (s_h \cdot G_{r,h})(hM) + \rho_{hn} * (s_h \cdot G_{M,r,h})''(x),
\]
where the second equality can be attributed to (5.8) and definition (3.2). Next, observe that, for \(x \in [-1, 1]\),
\[
\left| \rho_{hn}(x - y)(s_h \cdot G_{r,h})'(y)\big|_{y=-hM} \right| = O(M \exp(-M/2)) \quad (5.11)
\]
\[
\left| (s_h \cdot G_{r,h})(hM) \right| = O(\exp(-M/2)).
\]
Furthermore, by the Cauchy-Schwarz inequality and (2.23), we get
\[
\left| \sum_{n=-N}^{N} f(hn)O(M \exp(-M/2)) \right| = O(M^{3/2} \exp(-M/2)\|f\|_2). \quad (5.12)
\]
Therefore, combining (5.10), (5.11), (5.12) leads to
\[
\left( \sum_{n=-M/2}^{M/2} f(hn)\rho_{hn} \right) * (s_h \cdot G_{r,h})''(x) = \left( \sum_{n=-M/2}^{M/2} f(hn)\rho_{hn} \right) * (s_h \cdot G_{M,r,h})''(x)
+ O(M^{3/2} \exp(-M/2)\|f\|_2),
\]
which is what we want. \(\square\)

This proposition concludes our validation for (3.17). It should be now evident from what has been presented thus far, and indicated by both (3.17), (3.18), that, with the assumptions put in place in the premise of Theorem 3.2, the output of the proxy GNN \(\Psi_f\) provides a robust approximation of \(f \in B_2^0\) on the interval \([-1, 1]\). Indeed, by combining
the results of Theorem 3.1, Lemma 5.1, Proposition 5.1, we deduce

\[ \| (f - \Psi_f) \cdot \chi_{[-1,1]} \|_2 \lesssim \left( \exp(-M/4) + M^{3/2} \exp(-M/2) + \sqrt{M} \exp(-M/32) \right) \| f \|_2 \]

\[ \| (f - \Psi_f) \cdot \chi_{[-1,1]} \|_\infty \lesssim \left( \sqrt{\sigma} \exp(-M/4) + M^{3/2} \exp(-M/2) + \sqrt{M} \exp(-M/32) \right) \| f \|_2, \]

which, by recalling that \( \sigma < \pi/(2h) = M\pi/8 \), give the final conclusion of Theorem 3.2. \( \square \)

6 Proof of Theorem 3.4

We continue to apply the compact notations introduced in (5.1). To recap Theorem 3.2, we have developed a proxy GNN model \( \Psi_f \) that is capable of generalizing a bandlimited function \( f \) over \([-1,1]\), relying solely on sampled values of \( f \) at discrete points within the interval. More concretely, we suppose \( f \in B^2_2 \) and take \( h = 4/M, r = \sqrt{M} \), where \( M \in 4\mathbb{Z}_+ \) is large enough so that \( \sigma < \pi/(2h) = M\pi/8 \), to build

\[ \Psi_f(x) = \left( \sum_{n=-M/2}^{M/2} f(hn) \rho_{hn} \right) * (s_h \cdot G_{M,r,h})''(x), \quad \forall x \in \mathbb{R}. \quad (6.1) \]

In line with our strategy outlined in §3.2 to establish Theorem 3.4, we emphasize the following key steps. In dimension one, we perform a discretization of the convolution in (6.1). When confined to \( x \in [-1,1] \), the integration range is the finite range \([-hM,-hn+x] \subset [-hM,hM] = [-4,4] \), allowing us to convert the continuous convolution into a discrete graph filtering process. Importantly, it will follow that the graph structure we employ in dimension one corresponds to a dense lattice spanning \([-4,4]\). At the conclusion of the discretization, we obtain a GNN output \( \bar{\Psi}_f \), which, much like \( \Psi_f \), can generalize \( f \) over a dense lattice of \([-1,1]\). Afterward, we leverage an approximate product to facilitate the extension of the one-dimensional result to higher dimensions. The GNN implementation, (6.45) for dimension one, and (6.44) for higher dimensions, is then presented towards the conclusion of §6.2. Readers who are specifically interested in observing such demonstration can proceed directly to the end of the said subsection.

We now embark on addressing Theorem 3.4 in dimension one. This corresponds to the step (3.7) outlined in §3.2.

6.1 Proof of Theorem 3.4 in dimension one

Take \( M \in 4\mathbb{Z}_+ \). For \( x \in [-1,1], \ h = 4/M, \ r = \sqrt{M}, \ n = -M/2, \cdots, M/2, \)

\[ \rho_{hn} * (s_h \cdot G_{M,r,h})''(x) = \int_{\mathbb{R}} \rho_{hn}(x - y)(s_h \cdot G_{M,r,h})''(y) dy \]

\[ = \int_{-hM}^{-hn+x} (x - y - hn)(s_h \cdot G_{M,r,h})''(y) dy. \quad (6.2) \]

}\]
We discretize the integration range \([-hM, -hn + x]\) into a discrete lattice with some small step size \(\tau > 0\) to be chosen later. Suppose \(x \in [-1,1] \cap \tau \mathbb{Z}\) be a point on this grid, i.e., \(x = m\tau\) for some \(m \in \mathbb{Z}\), and suppose for such \(x\), we can discretize the integral in (6.2) as

\[
\rho_{hn} \ast (s_h \cdot G_{M,r,h})''(x) \approx \sum_{l=0}^{L(n,x)} a_l^n(x) \rho_{hn}(x - y_l)(s_h \cdot G_{M,r,h})''(y_l) + \mathcal{J}(n,x),
\]

(6.3)

for some choices of \(a_l^n(x), y_l \in \mathbb{R}\), \(L(n,x) \in \mathbb{Z}_+\) and a difference term \(\mathcal{J}(n,x)\). If \(f \in B^2_{\sigma}\), where \(\sigma < \pi/(2h)\), then by defining the following function on \([-1,1] \cap \tau \mathbb{Z}\)

\[
\tilde{\Psi}_f(x) := \sum_{n=-M/2}^{M/2} f(hn) \left( \sum_{l=0}^{L(n,x)} a_l^n(x) \rho_{hn}(x - y_l)(s_h \cdot G_{M,r,h})''(y_l) \right),
\]

(6.4)

we can assert from (6.3) that for \(x \in [-1,1] \cap \tau \mathbb{Z}\),

\[
|\Psi_f(x) - \tilde{\Psi}_f(x)| \lesssim \sqrt{M} \max |\mathcal{J}(n,x)| \left( \sum_{n=-M/2}^{M/2} |f(hn)|^2 \right)^{1/2}
\]

\[
= \sqrt{M} \max |\mathcal{J}(n,x)||f||_2,
\]

(6.5)

where the maximum is taken over \(x \in [-1,1] \cap \tau \mathbb{Z}\), \(n = -M/2, \ldots, M/2\), and the last inequality is a familiar application of (2.23). What (6.5) says is that, \(\tilde{\Psi}_f\) can serve as a suitable approximation for \(\Psi_f\) on \([-1,1] \cap \tau \mathbb{Z}\), provided that the heuristic quantity

\[
\sqrt{M} \max |\mathcal{J}(n,x)|
\]

can be made small. Our proof of the theorem in dimension one will then be complete once we demonstrate that \(\tilde{\Psi}_f\) can be realized using a GNN model. As mentioned, such network implementation will be given at the conclusion of §6.2.

We return to (6.3). To better quantify the approximation, we adopt the closed Newton-Cotes quadrature formula [46] (see Section 9.3) as our numerical integration tool. Applying this formula to the right-hand-side integral in (6.2), and using the notations defined in (6.3), we obtain

\[
\int_{-hM}^{-hn+x} (x - y - hn)(s_h \cdot G_{M,r,h})''(y) \, dy
\]

\[
= \sum_{l=0}^{L(n,x)} (x - y_l - hn)(s_h \cdot G_{M,r,h})''(y_l)a_l^n(x) + \mathcal{J}(n,x),
\]

(6.6)

where \(y_l := -hM + l\tau\), \(\tau = (x + hM - hn)/L(n,x)\) for some \(L(n,x) \in \mathbb{Z}_+\), and

\[
a_l^n(x) := \int_{-hM}^{-hn+x} \prod_{i+j=0}^{L(n,x)} \frac{u - y_i}{y_l - y_j} \, du.
\]

(6.7)
Here, \( \prod_{l+j=0}^{L(n,x)} \frac{u-y_l}{y_j-y_l} \) are the Lagrange polynomials [25] anchoring at \( y_l \)'s. Note that the discretization parameter \( \tau \) is selected independently of \( n, x \). In fact, it is uniformly chosen to create the grid \( \tau \mathbb{Z} \) on the interval \([-4, 4]\). Therefore,

\[
L(n, x)\tau = x + hM - hn,
\]

which signifies that \( L(n, x) \) is the number of \( \tau \)-steps required to traverse from \(-hM\) to \(-hn + x\). Further, \( L(n, x) \) behaves linearly with \( n, x \). The largest value of \( L(n, x) \) is \( L_b = L(-M/2, 1) = 7/\tau \), while the smallest is \( L_s = L(M/2, -1) = 1/\tau = L_b/7 \). The subscripts \( b, s \) stand for “biggest”, “smalllest”, respectively.

Temporarily fixing \( n = -M/2, \ldots, M/2 \) and \( x \in [-1, 1] \cap \tau \mathbb{Z} \), we simplify \( L(n, x) \) as \( L \) onward. It follows from (6.8) that the magnitude of \( \tau \) is of \( O(L^{-1}) \). Now, going back to (6.6), the error \( \mathcal{J}(n, x) \) can be expressed as [46, Theorem 9.2]

\[
\mathcal{J}(n, x) := \frac{\tau^{L+3}}{(L + 2)!} \left( x - hn - \xi_o \right) (\hat{s}_h \cdot \mathcal{G}_{M, r, h})''(\xi_o) \int_0^L u^2(u-1)(u-2)\cdots(u-L) \, du,
\]

in case that \( L \) is even, and

\[
\mathcal{J}(n, x) := \frac{\tau^{L+2}}{(L + 1)!} \left( x - hn - \xi_o \right) (\hat{s}_h \cdot \mathcal{G}_{M, r, h})''(\xi_o) \int_0^L u(u-1)(u-2)\cdots(u-L) \, du,
\]

in case that \( L \) is odd. Both \( \xi_o, \xi_o \) are some points in \((-hM, -hn + x)\). The subscripts \( e, o \) stand for “even” and “odd”, respectively. We proceed to establish an upper bound for \( |\mathcal{J}(n, x)| \). Since both (6.9), (6.10) are similar, we will focus our analysis on (6.9). In this context, we assume that \( L \) is even. We expand the differentiation as

\[
\left( x - hn - \cdot \right) (\hat{s}_h \cdot \mathcal{G}_{M, r, h})''(\cdot) \left( x - hn - \cdot \right)^{L+2} = \sum_{l=0}^{L+2} \binom{L+2}{l} \left( x - hn - \cdot \right)^{L+2-l} (\hat{s}_h \cdot \mathcal{G}_{M, r, h})^{(l+2)}(\cdot).
\]

Given that the linear term only contributes \( O(1) \) in magnitude, we can instead calculate

\[
\sum_{l=0}^{L+2} \binom{L+2}{l} |(\hat{s}_h \cdot \mathcal{G}_{M, r, h})^{(l+2)}(\cdot)|.
\]

(6.11)

Observe that \( \mathcal{G}_{M, r, h}(y) = \mathcal{G}_{M, r}(h^{-1}y) = \mathcal{G}_r(h^{-1}y) \), since \( h^{-1}y \in supp(\mathcal{G}_{M, r}) \) when \( y \in (-hM, -hn + x) \subset (-4, 4) \). Therefore, we reduce our objective to evaluating

\[
\| (\hat{s}_h \cdot \mathcal{G}_{r, h})^{(l+2)} \|_x.
\]

Due to the Schwartz nature of \( \mathcal{G} \), \( \mathcal{F}((\hat{s}_h \cdot \mathcal{G}_{r, h})^{(l+2)}) \exists \) and that \( \| \mathcal{F}((\hat{s}_h \cdot \mathcal{G}_{r, h})^{(l+2)}) \|_1 < \infty \), which enables us to invoke the Fourier inverse theorem (2.2) and obtain, for \( x \in \mathbb{R} \),

\[
(\hat{s}_h \cdot \mathcal{G}_{r, h})^{(l+2)}(x) = \frac{1}{2\pi} \int_{\mathbb{R}} \mathcal{F}((\hat{s}_h \cdot \mathcal{G}_{r, h})^{(l+2)})(w)e^{iwx} \, dw;
\]
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hence
\[ \| (s_h \cdot G_{r,h})^{(l+2)} \|_\infty \leq \| \mathcal{F}((s_h \cdot G_{r,h})^{(l+2)}) \|_1. \] (6.12)

The Fourier transform of \((s_h \cdot G_{r,h})^{(l+2)}\) is
\[ \mathcal{F}((s_h \cdot G_{r,h})^{(l+2)})(w) = h(iw)^{l+2} \mathcal{F}(\text{sinc} \cdot G_r)(hw) = h(iw)^{l+2} \int_{hw+[-\pi, \pi]} \hat{G}_r(u) \, du, \]
which implies
\[ |\mathcal{F}((s_h \cdot G_{r,h})^{(l+2)})(w)| \leq h |w|^{l+2} \int_{hw+[-\pi, \pi]} \hat{G}_r(u) \, du =: hP_l(w). \] (6.13)

Further,
\[ \| P_l \|_1 = \int_{\mathbb{R}} |w|^{l+2} \int_{hw+[-\pi, \pi]} |\hat{G}_r(u)| \, du \, dw = \int_{\mathbb{R}} \int_{h^{-1}(u+[-\pi, \pi])} |w|^{l+2} \hat{G}_r(u) \, du \, dw 
\leq \sqrt{M} \left( \int_{-\infty}^{0} \int_{h^{-1}(u+[-\pi, \pi])} + \int_{0}^{\infty} \int_{h^{-1}(u+[-\pi, \pi])} |w|^{l+2} \exp(-u^2 M/2) \, du \, dw \right) 
\leq \sqrt{M} h^{-l-3} \left( \int_{-\infty}^{0} (\pi - u)^{l+2} \exp(-u^2 M/2) \, du + \int_{0}^{\infty} (u + \pi)^{l+2} \exp(-u^2 M/2) \, du \right) 
\leq \sqrt{M} h^{-l-3} \int_{\pi}^{\infty} u^{l+2} \exp(-(u - \pi)^2 M/2) \, du. \] (6.14)

Recall from (6.11) that \(l = 0, \cdots, L + 2\). We want to select \(U = U(L, M) \in \mathbb{Z}_+\), smallest possible, such that,
\[ \forall u \geq U, \quad \log(u) \leq \frac{(u - \pi)^2 M}{8L} \leq \frac{(u - \pi)^2 M}{4(L + 4)} \leq \frac{(u - \pi)^2 M}{4(l + 2)}. \] (6.15)

Assuming that we can define \(L = L(M)\) strategically so that \(L \approx M\), then \(U\) can be rendered finite. For example, we can select \(L_s \in \mathbb{Z}_+\) so that
\[ M/(4L_s) = 0.05, \] (6.16)
which gives
\[ \log(u) \leq 0.025(u - \pi)^2 = \frac{(u - \pi)^2 M}{8L_s} \quad \text{as soon as} \quad u \geq U_s := U(L_s, M) := 14. \] (6.17)
Since \(L_b = 7L_s\), substituting \(L = L_b\) back in (6.15) produces
\[ \log(u) \leq \frac{0.025(u - \pi)^2}{7} = \frac{(u - \pi)^2 M}{8L_b} \quad \text{as soon as} \quad u \geq U_b := U(L_b, M) := 35. \] (6.18)
Therefore, we have ensured that with this choice of \( L_s, U = U(L, M) \) is finite for all corresponding \( L_s \leq L \leq L_b \). Using such \( U \) chosen in (6.15), we rewrite the upper bound in (6.14) as,

\[
 h\|P\|_1 \lesssim \sqrt{M}h^{-l-2} \left( \int_0^U u^{l+2} du + \int_U^\infty \exp(-u^2/2M) du \right) \lesssim \sqrt{M}h^{-l-2} \left( U^{l+3} + \sqrt{2\pi M} \right). 
\]  
(6.19)

Combining (6.12), (6.13), (6.19) helps us conclude

\[
\parallel (\mathbf{g}_h \cdot \mathbf{G}_{\tau,h})^{(l+2)} \parallel \lesssim \sqrt{M}(M/4)^{l+2} \left( U^{l+3} + M^{-1/2} \right). 
\]  
(6.20)

We will integrate this information in a later step. To finalize an upper bound for \(|J(n, x)|\), we turn to control the integral presented in (6.9). We claim the following, whose proof is given in A.3.

**Lemma 6.1.** For every \( L \in \mathbb{Z}_+ \),

if \( L \) is even, \[
\left| \int_0^L u^2(u-1)(u-2) \cdots (u-L) du \right| \lesssim (L + 1)!
\]

if \( L \) is odd, \[
\left| \int_0^L u(u-1)(u-2) \cdots (u-L) du \right| \lesssim L!.
\]

With this lemma and (6.20) at our disposal, we can bound \(|J(n, x)|\) by a constant multiple of

\[
\sqrt{M} \left( M/4 \right)^{2} \frac{\tau^{L+3}}{L+2} \sum_{l=0}^{L+2} \left( \frac{M}{4} \right)^{l+2} \left( U^{l+3} + M^{-1/2} \right) \lesssim U^3 \sqrt{M} \left( M/4L \right)^2 \left( UM/4L + 1 \right)^{L+2},
\]  
(6.21)

where, we have recalled that \(|\tau| = O(L^{-1})\). It’s evident from (6.17), (6.18) that the right-hand-side of (6.21) largest bound occurs when \( L = L_s \) is the smallest and \( U = U_s \). Taking this into account along with the heuristic evaluation in (6.5), we arrive at

\[
|\Psi_f(x) - \bar{\Psi}_f(x)| \lesssim U_s^3 M \left( \frac{M}{4L_s} \right)^2 \left( \frac{U_s M}{4L_s} + \frac{1}{L_s} \right)^{L_s+2} \parallel f \parallel_2. 
\]  
(6.22)

Since \( U_s = 14 \), the majorant in right-hand-side of (6.22) can be replaced by a constant multiple of

\[
M \left( \frac{14M}{4L_s} \right)^{L_s+4} \lesssim M(0.7)^{5M+4} \lesssim 2^{-M}, \quad \forall M \geq 4.
\]  
(6.23)

The step size is then \( \tau = 1/L_s = 1/(5M) \). We remark that had we chosen a smaller ratio for \( M/(4L_s) \) in (6.16), it would have led to a smaller \( \tau \) and a reduced power in (6.23), and
consequently, a diminished discrepancy $|\Psi_f(x) - \tilde{\Psi}_f(x)|$ in (6.22). However, for the sake of concreteness, we opt to retain the value $\tau = 1/(5M)$ in our proof.

We have assumed $L = L(n, x)$ to be even. However, in the case that it is odd, the analysis remains nearly identical. If we had used (6.10) and thus analyzed

$$L\left(\frac{10M}{4L_s}\right)^{L+3} \leq M(0.7)^{5M+3} \leq 2^{-M}, \quad \forall M \geq 4.$$  

Therefore, by Theorem 3.2, we can conclude that, for $x \in [-1,1] \cap \tau \mathbb{Z}$

$$|\tilde{\Psi}_f(x) - f(x)| \leq |\tilde{\Psi}_f(x) - \Psi_f(x)| + |\Psi_f(x) - f(x)| \leq M^{3/2} \exp(-M/32)\|f\|_2, \quad (6.24)$$

from which (3.5) follows. \hfill \Box

### 6.2 Proof of Theorem 3.4 in high dimensions

We emphasize that we are adhering to the notation convention in Remark 3.3 throughout this subsection.

Let $d \in \mathbb{Z}_+$ and let $f \in B_{[-\sigma,\sigma]}^d$, where $\sigma < \pi/(2h) = M\pi/8$, for some $M \in 4\mathbb{Z}_+$ large and $r = \sqrt{M}$. We define the following high-dimensional extension of (6.4)

$$\Psi_f^{\ast}(\vec{x}) := \sum_{\vec{\sigma} \in [-M/2, M/2]^d} f(h\vec{\sigma}) \prod_{j=1}^d F_{n_j}(x_j)$$

$$:= \sum_{\vec{\sigma} \in [-M/2, M/2]^d} f(h\vec{\sigma}) \prod_{j=1}^d \left( \sum_{l_j=0}^{L(n_j,x_j)} a_{n_j}^{l_j}(x_j) \rho h (x_j - y_{l_j})(\mathbf{s}_h \cdot \mathbf{G}_{M,r,h})^{n_j'}(y_{l_j}) \right);$$

(6.25)

see also (6.6). We wish to claim that $\Psi_f^{\ast}$ poses a dependable replication of $f$ over $[-1,1]^d \cap \tau \mathbb{Z}^d$, $\tau = 1/(5M)$. Recall that, as previously mentioned in the conclusion of §6.1, a smaller value for $\tau$ would also suffice. However, the complexity introduced by high dimensions necessitates the utilization of a neural network to replicate the product in (6.25). Therefore, $\Psi_f^{\ast}$ does not precisely align with the eventual output $\tilde{\Psi}_f$ of our ReLU GNN. Hence, our approach to proving Theorem 3.4 will involve performing the following three tasks in succession:

1. We prove $\Psi_f^{\ast} \approx f$ on $[-1,1]^d$,

2. We define a ReLU GNN that outputs $\tilde{\Psi}_f$ on $[-1,1]^d \cap \tau \mathbb{Z}^d$,
3. We show that \( \tilde{\Psi}_f \approx \Psi_f^* \) on \([-1, 1]^d \cap \tau \mathbb{Z}^d \).

To achieve the first task, we will proceed along a sequence of approximations:

\[
\Psi_f^*(\bar{x}) \approx \Psi_f(\bar{x}) := \sum_{\bar{n} \in [-M/2, M/2]^d} f(h\bar{n}) \prod_{j=1}^d \rho_{hn_j} * (s_h \cdot \mathcal{G}_{M,r,h})^n(x_j), \quad (6.26)
\]

\[
\Psi_f(\bar{x}) \approx \tilde{R}_{M,r,h} f(\bar{x}) := \sum_{\bar{n} \in [-M/2, M/2]^d} f(h\bar{n}) \prod_{j=1}^d s_h \cdot \mathcal{G}_{M,r,h}(x_j - hn_j), \quad (6.27)
\]

\[
\tilde{R}_{M,r,h} f(\bar{x}) \approx R_{M,r,h} f(\bar{x}) = \sum_{\bar{n} \in \mathbb{Z}^d} f(h\bar{n}) \prod_{j=1}^d \text{sinc}_h \cdot \mathcal{G}_{M,r,h}(x_j - hn_j). \quad (6.28)
\]

Note that we would be well-positioned to complete the task after (6.26), (6.27), (6.28) for it has been confirmed by Theorem 3.1 that \( R_{M,r,h} f \approx f \). Proceeding with (6.28), we establish its validity through the verification of a high-dimensional counterpart of Lemma 5.1.

**Lemma 6.2.** Let \( f \in B_{[-\sigma, \sigma]}^d \). Suppose \( h = 4/M, \sigma = \sqrt{M} \) where \( M \in 4\mathbb{Z}_+ \) is sufficiently large so that \( \sigma < \pi/h = M \pi/4 \). Then the following holds for \( \bar{x} \in [-1, 1]^d \):

\[
|\tilde{R}_{M,r,h} f(\bar{x}) - R_{M,r,h} f(\bar{x})| \lesssim_d M^{d/2} \exp(-M/32) \|f\|_2.
\]

**Proof.** Define,

\[
\tilde{S}_{M,r,h}(\bar{x}) := \tilde{R}_{M,r,h} f(\bar{x}) - R_{M,r,h} f(\bar{x}).
\]

In a manner akin to the discussion outlined in §5, we derive that, for \( \bar{x} \in [-1, 1]^d \),

\[
\tilde{S}_{M,r,h}(\bar{x}) = \sum_{\bar{n} \in [-5M/4, 5M/4]^d} \tilde{\delta}_{\bar{n}, \bar{x}} f(h\bar{n}) \prod_{j=1}^d s_h \cdot \mathcal{G}_{M,r,h}(x_j - hn_j). \quad (6.29)
\]

where \( \tilde{\delta}_{\bar{n}, \bar{x}} \in \{0, -1\} \) is a quantity whose values change with \( \bar{x}, \bar{n} \). For each \( j = 1, \cdots, d \), we let

\[
\check{S}_j := \{ \bar{n} = (n_1, \cdots, n_d) \in [-5M/4, 5M/4]^d : n_j \in [-5M/4, -M/2] \cup [M/2, 5M/4] \}.
\]

Then it can be inferred from (6.29) that, for \( \bar{x} \in [-1, 1]^d \),

\[
|\tilde{S}_{M,r,h}(\bar{x})| \leq \sum_{j=1}^d \sum \check{S}_j |f(h\bar{n})| \prod_{j=1}^d |s_h \cdot \mathcal{G}_{M,r,h}(x_j - hn_j)|. \quad (6.30)
\]

Moreover, as illustrated in the proof of Lemma 5.1, when both \( x_j \in [-1, 1] \) and \( n_j \in [-5M/4, -M/2] \cup [M/2, 5M/4] \), we have the following upper bound

\[
|s_h \cdot \mathcal{G}_{M,r,h}(x_j - hn_j)| \leq \exp(-(M/4)^2/2r^2) = \exp(-M/32). \quad (6.31)
\]
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Therefore, inserting (6.31) back in (6.30) and invoking the Gaussian quadrature (2.23) deliver us the conclusion

$$|\tilde{S}_{M,r,h}(\bar{x})| \lesssim_d \exp(-M/32) \left( \sum_{\bar{n} \in S_j} |f(h\bar{n})| \right) \lesssim_d M^{d/2} \exp(-M/32) \|f\|_2,$$

as desired.

We now begin with some preparations for (6.26), (6.27). Following the reasoning presented at the end of §6.1, and observing (6.21), (6.22), (6.23), we deduce that, in one dimension and for any \(j = 1, \ldots, d\),

$$|\rho_{hn_j} \ast (s_h \cdot G_{M,r,h})''(x_j) - F_{n_j}(x_j)| \lesssim 2^{-M} \ll 1, \quad \forall M \geq 4. \quad (6.32)$$

By a direct calculation, if \(y \in (-hM, hM)\), then \(|(s_h \cdot G_{M,r,h})''(y)| \lesssim M^2\). Therefore, for all \(x_j \in [-1, 1]\), \(n_j = -M/2, \ldots, M/2\),

$$|\rho_{hn_j} \ast (s_h \cdot G_{M,r,h})''(x_j)| = \left| \int_{-hM}^{-hn_j + x_j} (x_j - y - hn_j)(s_h \cdot G_{M,r,h})''(y) \, dy \right| \lesssim \int_{-hM}^{-hn_j + x_j} |(s_h \cdot G_{M,r,h})''(y)| \, dy \lesssim M^2$$

which, along with (6.32), renders

$$|\rho_{hn_j} \ast (s_h \cdot G_{M,r,h})''(x_j)|, \quad |F_{n_j}(x_j)| \lesssim M^2. \quad (6.33)$$

This information will be needed for the following lemma, in which we prove (6.26), (6.27).

**Lemma 6.3.** Let \(f \in B^2_{[-\sigma, \sigma]^d}\). Suppose \(h = 4/M\), \(r = \sqrt{M}\) where \(M \in 4\mathbb{Z}_+\) is sufficiently large so that \(\sigma < \pi/h = M\pi/4\). Then the followings hold for \(\bar{x} \in [-1, 1]^d\)

$$|\Psi_f(\bar{x}) - \Psi_f(\bar{x})| \lesssim_d M^{5d/2} \exp(-M/2) \|f\|_2$$

$$|\Psi_f(\bar{x}) - \bar{R}_{M,r,h} f(\bar{x})| \lesssim_d M^{5d/2} \exp(-M/2) \|f\|_2. \quad (6.35)$$

**Proof.** We handle (6.35) first. It follows from the one-dimensional theory in §5, particularly in the proof of Proposition 5.1 that, for each \(j = 1, \ldots, d\),

$$|\rho_{hn_j} \ast (s_h \cdot G_{M,r,h})''(x_j) - s_h \cdot G_{M,r,h}(x_j - hn_j)| \lesssim M \exp(-M/2). \quad (6.36)$$

Hence, applying (6.33), (6.36) and the Gaussian quadrature (2.23) simultaneously yields

$$\sum_{\bar{n} \in [-M/2, M/2]^d} |f(h\bar{n})| \cdot \left| \prod_{j=1}^d \rho_{hn_j} \ast (s_h \cdot G_{M,r,h})''(x_j) - \prod_{j=1}^d s_h \cdot G_{M,r,h}(x_j - hn_j) \right| \lesssim_d M^{d/2} M^{2d-1} \exp(-M/2) \|f\|_2 \lesssim M^{5d/2} \exp(-M/2) \|f\|_2,$$
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from which (6.35) ensues.

For (6.34), we temporarily fix $\vec{x} \in [-1,1]^d$ and further reduce the notations by setting
\[
\rho_{hn_j} \ast (\phi_h \cdot \mathcal{G}_{M,r,h})''(x_j) \to \mathcal{L}_{n_j}(x_j).
\]
Recall the $O$-notation introduced in §2. Then by (6.32), $|F_{n_j}(x_j) - \mathcal{L}_{n_j}(x_j)| = O(2^{-M})$.
Hence we can write
\[
\left| \prod_{j=1}^d F_{n_j}(x_j) - \prod_{j=1}^d \mathcal{L}_{n_j}(x_j) \right| \leq \prod_{j=1}^d \left( \mathcal{L}_{n_j}(x_j) + O(2^{-M}) \right) - \prod_{j=1}^d \mathcal{L}_{n_j}(x_j)
\]
\[
\leq d 2^{-dM} + \sum_{l=1}^{d-1} \binom{d}{l} M^{2 l 2(d-l) M} \leq_d M^{2(d-1)2^{-M}},
\]
where (6.33) has been used in the first inequality. Finally, through a calculation that is now routine, we get
\[
|\Psi_f^*(\vec{x}) - \Psi_f(\vec{x})| \leq_d M^{5d/2} 2^{-M} \|f\|_2,
\]
implying (6.34).

Combining the results of Theorem 3.1, Lemmas 6.2, 6.3, and bearing in mind that $\sigma < \pi/(2h) = M\pi/8$, we conclude, for $x \in [-1,1]^d$,
\[
|\Psi_f^*(\vec{x}) - f(\vec{x})| \\
\leq |\Psi_f^*(\vec{x}) - \Psi_f(\vec{x})| + |\Psi_f(\vec{x}) - \tilde{\mathcal{R}}_{M,r,h} f(\vec{x})| + |\tilde{\mathcal{R}}_{M,r,h} f(\vec{x}) - R_{M,r,h} f(\vec{x})| + |R_{M,r,h} f(\vec{x}) - f(\vec{x})| \\
\leq_d \left( M^{5d/2} 2^{-M} + M^{5d/2} \exp(-M/2) + M^{d/2} \exp(-M/2) + \sigma^{d/2} \exp(-M/4) \right) \|f\|_2 \\
\leq_d M^{5d/2} \exp(-M/32) \|f\|_2,
\]
thereby accomplishing the first task. We now turn to our second task, which is to draft a ReLU GNN that nearly outputs $\Psi_f^*$ across a dense lattice of $[-1,1]^d$.

**GNN realization.** We must devise a neural network architecture capable of encapsulating the product structure in (6.25). As a result, we rely on the following lemma, whose proof is detailed in §A.4.

**Lemma 6.4.** Let $d \in \mathbb{Z}_+$ such that $d \geq 2$. Let $X_1, \ldots, X_d \in \mathbb{R}$ be such that $|X_j| \leq T$ for some $T \geq 1$. Let $m \in \mathbb{Z}_+$. Then there exists an ReLU NN structure $\Phi_{m,T}(X_1, \ldots, X_d)$ with $O((d-1)m)$ weights and layers, such that
\[
|\Phi_{m,T}(X_1, \ldots, X_d) - \prod_{j=1}^d X_j| \leq_d T^d e^{-m},
\]
and moreover, if $X_j = 0$ for any $j$, then $\Phi_{m,T}(X_1, \ldots, X_d) = 0$.  
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We now prepare some concepts. We let \( \mathbf{1}_{n \times m} \) denote an \( n \times m \)-matrix whose any entry value is 1, and in addition, if \( \mathbf{M} \) is a matrix, then \( \mathbf{M}^{\text{row}_j} \) denotes the \( j \)-th row of \( \mathbf{M} \). We select our graph to be the lattice \( [-4, 4]^d \cap \tau \mathbb{Z}^d \), and the prediction is done on the sub-lattice \( \mathcal{X} := [-1, 1]^d \cap \tau \mathbb{Z}^d \). For each \( j = 1, \ldots, d \), let \( \mathbf{B}_j := [\vec{b}_{\tilde{x}, n_j}]_{\tilde{x} \in \mathcal{X}} \in \mathbb{R}^{(M+1) \times |\mathcal{X}|} \) be a bias matrix, where

\[
\vec{b}_{\tilde{x}, n_j} = \vec{b} := \begin{bmatrix} h(-M/2) \\ h(-M/2 + 1) \\ \vdots \\ h(M/2 - 1) \\ h(M/2) \end{bmatrix} \in \mathbb{R}^{(M+1) \times 1}
\]

is a bias vector. Next, set \( m = M \) and, following (6.33), \( T = CM^2 \), for some appropriate \( C > 0 \). Let \( \tilde{x} \in \mathcal{X} := [-1, 1]^d \cap \tau \mathbb{Z}^d \) be temporarily fixed; we define

\[
Z_1(n_2, \cdots, n_d; x_2, \cdots, x_d) := \Phi_{m,T} \left( \mathbf{F}_{n_2}(x_2), \cdots, \mathbf{F}_{n_d}(x_d) \right). \quad (6.38)
\]

Then as a result of (6.33) and Lemma 6.4,

\[
|Z_1(n_2, \cdots, n_d; x_2, \cdots, x_d)| \lesssim_d M^{2(d-1)}. \quad (6.39)
\]

We define

\[
Z_2(n_1; x_2, \cdots, x_d) := \sum_{n_2, \cdots, n_d} f(hn_1, \cdots, hn_d)Z_1(n_2, \cdots, n_d; x_2, \cdots, x_d). \quad (6.40)
\]

Then it follows from the definition and (6.39) that

\[
|Z_2(n_1; x_2, \cdots, x_d)| \lesssim_d M^{5(d-1)/2} \|f\|_2. \quad (6.41)
\]

Continuing, we now set \( m = M \) and \( T = C(d)M^{5(d-1)/2} \), for some appropriate \( C(d) > 0 \), apply Lemma 6.4 again, to form

\[
Z_3(n_1; \tilde{x}) := \Phi_{m,T} \left( \|f\|^{-1}_2 Z_2(n_1; x_2, \cdots, x_d), \mathbf{F}_{n_1}(x_1) \right), \quad (6.42)
\]

where, by (6.33), (6.41),

\[
|Z_3(n_1; x_2, \cdots, x_d)| \lesssim_d M^{5(d-1)}. \quad (6.43)
\]

After having provided all the necessary concepts, we assume as usual that we have sampled \( \mathbf{S}_f := [f(h\vec{n})]_{\vec{n} \in [-M/2,M/2]^d} \in \mathbb{R}^{1 \times (M+1)^d} \). Our ReLU GNN \( \tilde{\Psi}_f \) will comprise of

\[
\Psi_5 \circ \Psi_4 \circ \Psi_3 \circ \Psi_2 \circ \Psi_1, \quad (6.44)
\]

when \( d > 1 \), and

\[
\Psi'_2 \circ \Psi_1, \quad (6.45)
\]
when \( d = 1 \). Here, \( \Psi_1, \Psi_3, \Psi_5 \) are one-layered ReLU NNs, \( \Psi_2 \) is an \( O_d(M^d) \)-layered ReLU NN, being \( \Phi_{m,T} \) defined in (6.38), \( \Psi_4 \) an \( O(M^3) \)-layered ReLU NN, being \( \Phi_{m,T} \) defined in (6.42), and lastly \( \Psi_1 \) is a one-layer ReLU GNN. The composition notation \( \circ \) in (6.44) signifies that the output of one network serves as the input for the next. The structures of \( \Psi_2, \Psi_4 \) will become more apparent during the proof of Lemma 6.4 in §A.4, and \( \Psi_1, \Psi_3, \Psi_5 \) involve only affine transformations. As \( \Psi_1 \) contains crucial information about our graph filtering process, we will delve into its structure in more detail below, while providing a brief overview of the others. The ensuing discussion draws upon the definitions provided immediately above for contextual reference.

**ReLU GNN \( \Psi_1 \) (one hidden filter layer and only unital weights)**

1. **Input:** The input \( H_{0,\Psi_1} = X_{\Psi_1} \in \mathbb{R}^{d \times |\mathcal{X}|} \) consists of vectors \( \vec{x} \in \mathcal{X} \) as its columns.

2. **Hidden layer:** Given the input \( H_{0,\Psi_1} \), the output \( H_{1,\Psi_1} \) of this layer is given by bias-shifting with respect to the sampling locations, then an application of component-wise ReLU activation, followed by a convolution:

\[
H_{0,\Psi_1} = X_{\Psi_1} \\
\rightarrow \left[ \begin{array}{c} 1^{(M+1) \times 1} X_{\Psi_1}^{row_1} \\ \vdots \\ 1^{(M+1) \times 1} X_{\Psi_1}^{row_d} \end{array} \right] - \left[ \begin{array}{c} B_1 \\ \vdots \\ B_d \end{array} \right] \xrightarrow{\text{act.}} \rho \left( \left[ \begin{array}{c} 1^{(M+1) \times 1} X_{\Psi_1}^{row_1} \\ \vdots \\ 1^{(M+1) \times 1} X_{\Psi_1}^{row_d} \end{array} \right] - \left[ \begin{array}{c} B_1 \\ \vdots \\ B_d \end{array} \right] \right)
\]

where, for \( j = 1, \ldots, d \),

\[
\tilde{F}_{x_j} := \left[ \begin{array}{c} F_{-M/2}(x_j) \\ F_{-M/2+1}(x_j) \\ \vdots \\ F_{M/2-1}(x_j) \\ F_{M/2}(x_j) \end{array} \right] \in \mathbb{R}^{(M+1) \times 1}. \tag{6.46}
\]

3. **Output:** The output is \( Y_{\Psi_1} = H_{1,\Psi_1} \in \mathbb{R}^{d(M+1) \times |\mathcal{X}|} \).

When \( d = 1 \), the output \( Y_{\Psi_1} \in \mathbb{R}^{(M+1) \times |\mathcal{X}|} \) becomes the input \( X_{\Psi_2} \) for \( \Psi_2 \), a ReLU NN that implements the linear transformation

\[
\Psi_2 : X_{\Psi_2} \mapsto S_f X_{\Psi_2}.
\]

The output \( \tilde{\Psi}_f = \Psi'_2 \circ \Psi_1 \) has been previously shown in (6.24) to give robust prediction of \( f \) on \([-1,1] \cap \tau \mathbb{Z}\). Additionally, it’s apparent that the construction of \( \tilde{\Psi}_f \) involves two layers,
including one filter layer, and $M + 1$ nonunital weights obtained from the sampled values $S_f$ of $f$. Note that, when $d > 1$, the filtering process illustrated in (6.46) encompasses one-dimensional filters applied to ReLU activations, aligning with the framework presented in (2.7). Further, in this case, we make use of ReLU NNs $\Psi_2, \Psi_4$ to emulate the product structure in (6.25). The existence of these NNs is assured by Lemma 6.4.

ReLU NN $\Psi_2$ \( (O_d(M^d) \text{ hidden layers and } O_d(M^d) \text{ weights}) \)

1. **Input:** The input $X_{\Psi_2}$ is the output $Y_{\Psi_1} \in \mathbb{R}^{d(M+1) \times |\mathcal{X}|}$ of $\Psi_1$.

2. **Output:** The output is $Y_{\Psi_2} = \begin{bmatrix} \tilde{F}_{x_1} \\ M_{x_2, \ldots, x_d} \end{bmatrix} \in \mathbb{R}^{((M+1)^{d-1}+M+1) \times |\mathcal{X}|}$, where $M_{x_2, \ldots, x_d} \in \mathbb{R}^{(M+1)^{d-1} 	imes 1}$ with rows indexed by $\{(n_2, \ldots, n_d) : n_j = -M/2, \ldots, M/2\}$. The $(n_2, \ldots, n_d)$th row entry of $M_{x_2, \ldots, x_d}$ is:

\[
[M_{x_2, \ldots, x_d}]_{(n_2, \ldots, n_d)} := Z_1(n_2, \ldots, n_d; x_2, \ldots, x_d).
\]

ReLU NN $\Psi_3$ \( (\text{one hidden layer and } O_d(M^d) \text{ weights, derived from the sampled values } S_f \text{ of } f) \)

1. **Input:** The input $X_{\Psi_3}$ is the output $Y_{\Psi_2} \in \mathbb{R}^{((M+1)^{d-1}+M+1) \times 1}$ of $\Psi_2$.

2. **Output:** The output is the matrix $Y_{\Psi_3}$

\[
Y_{\Psi_3} = \begin{bmatrix} \tilde{F}_{x_1} \\ Z_{x_2, \ldots, x_d} \end{bmatrix} \in \mathbb{R}^{2(M+1) \times |\mathcal{X}|}
\]

where $Z_{x_2, \ldots, x_d} \in \mathbb{R}^{(M+1) \times 1}$ whose rows indexed by $n_1 = -M/2, \ldots, M/2$. The $n_1$th row entry of $Z_{x_2, \ldots, x_d}$ is $[Z_{x_2, \ldots, x_d}]_{n_1} := Z_2(n_1; x_2, \ldots, x_d)$.

ReLU NN $\Psi_4$ \( (O(M^3) \text{ hidden layers and } O(M^3) \text{ weights}) \)

1. **Input:** The input $X_{\Psi_4}$ is the output $Y_{\Psi_3} \in \mathbb{R}^{2(M+1) \times |\mathcal{X}|}$ of $\Psi_3$.

2. **Output:** The output is

\[
Y_{\Psi_4} = [M_{\bar{x}}]_{\bar{x} \in \mathcal{X}} \in \mathbb{R}^{(M+1) \times |\mathcal{X}|}
\]

where $M_{\bar{x}} \in \mathbb{R}^{(M+1) \times 1}$ with rows indexed by $\{n_1 : n_1 = -M/2, \ldots, M/2\}$. The $n_1$th row entry of $M_{\bar{x}}$ is $[M_{\bar{x}}]_{n_1} := Z_3(n_1; \bar{x})$.  
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ReLU NN $\Psi_5$ (one hidden layer and use $O(M)$ weights)

1. **Input:** The input $X_{\Psi_5}$ is the output $Y_{\Psi_4} \in \mathbb{R}^{(M+1) \times |X|}$ of $\Psi_4$.

2. **Output:** The output is $Y_{\Psi_5} = [z_{\bar{x}}]_{\bar{x} \in X} \in \mathbb{R}^{1 \times |X|}$ where $z_{\bar{x}} \in \mathbb{R}^{1 \times 1}$ is a scalar that is,

$$z_{\bar{x}} := \sum_{n_1} \|f\|_2 Z_3(n_1; \bar{x}). \quad (6.47)$$

It’s evident, through a straightforward summation, that $\tilde{\Psi}_f = \Psi_5 \circ \Psi_4 \circ \Psi_3 \circ \Psi_2 \circ \Psi_1$ costs in a total of $O_d(M^d)$ layers, including one filter layer, and $O_d(M^d)$ weights. We advance to the final task, which entails verifying that the total output $\tilde{\Psi}_f(\bar{x})$ effectively approximates $\Psi_{\tilde{f}}(\bar{x})$ in (6.25) for $\bar{x} \in X = [-1, 1]^d \cap \tau \mathbb{Z}^d$, for $d > 1$, thereby implying a similar approximation of $\tilde{\Psi}_f$ to $f$ on the same domain. From (6.47), this output is also $z_{\bar{x}}$.

All the following calculations can be inferred from definitions (6.38), (6.40), (6.42), (6.47), as well as (6.39), (6.41), (6.43), in conjunction with the application of Lemma 6.4. Firstly, we have that

$$Z_1(n_2, \ldots, n_d; x_2, \ldots, x_d) = \prod_{j=2}^{d} F_{n_j}(x_j) + O_d(M^{2(d-1)}e^{-M}),$$

suggesting

$$Z_2(n_1; x_2, \ldots, x_d) = \sum_{n_2, \ldots, n_d} f(hn_1, hn_2, \ldots, hn_d) \prod_{j=2}^{d} F_{n_j}(x_j) + O_d(M^{5(d-1)/2}e^{-M\|f\|_2}).$$

Proceeding further, we obtain

$$Z_3(n_1; \bar{x}) = \|f\|_2^{-1} \sum_{n_2, \ldots, n_d} f(hn_1, hn_2, \ldots, hn_d) F_{n_1}(x_1) \prod_{j=2}^{d} F_{n_j}(x_j) + O_d(M^{5(d-1)}e^{-M}),$$

and subsequently,

$$\tilde{\Psi}_f(\bar{x}) = z_{\bar{x}} = \sum_{\bar{n} \in [-M/2, M/2]^d} f(h\bar{n}) \prod_{j=1}^{d} F_{n_j}(x_j) + O_d(M^{5d}e^{-M}).$$

Referring back to (6.37), we can gather from the finding above that

$$|\tilde{\Psi}_f(\bar{x}) - f(\bar{x})| \leq |\tilde{\Psi}_f(\bar{x}) - \Psi_f^*(\bar{x})| + |\Psi_f^*(\bar{x}) - f(\bar{x})| \leq d M^{5d} \exp(-M/32)\|f\|_2,$$

and conclude Theorem 3.4 for all dimensions. □
7 Discussion

Our exploration into the expressiveness of GNNs has produced profound insights. Leveraging sampling theory, we devise a GNN capable of generalizing bandlimited functions over Euclidean centered unit cubes, showcasing performance comparable to the documented performance of traditional NNs but with fewer required weights. This GNN construction, grounded in an interpolation process using sampled functional values, is notable for its explicitness, offering a pre-trained network that circumvents additional learning steps. Furthermore, by realizing a regularized Whittaker-Kotel’nikov-Shannon sampling principle within the GNN framework, our approach enriches the theoretical toolkit for neural network construction, providing an alternative to methods like Taylor and Legendre approximations. Overall, our work contributes to the comprehension of GNN applications in function approximation and introduces a fresh perspective at the intersection of machine learning and mathematical analysis, with implications for both theoretical and applied aspects of neural network research.

Finally, we conclude by revisiting our method for transitioning from the proxy model to a GNN construction. This involves an initial discretization of the former model in dimension one, followed by the utilization of a product structure to extend it to higher dimensions. The process leads to the requirement for $O_d((\log \varepsilon^{-1})^d)$ layers in the resulted GNN. Therefore, a numerical integration method that bypasses dimensionality could potentially offer a more efficient solution. In a pertinent work [38], the authors there use graphon theory to transform a high-dimensional graphical scenario into a one-dimensional Euclidean setting. Then, in a similar approach to the present work, they convert a continuous convolution into a discrete graph filter, yielding a GNN with only two layers. While promising, it’s important to note that the graphon theory employed in their study is designed for dense graphs, in contrast to a Euclidean lattice, which is considered a sparse graph. Thus, further improvements in this direction would require a graphon theory tailored for sparse graphs and pose an intriguing avenue for future investigations.
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A Appendix

A.1 Basic sampling theory and proof of Lemma 2.1

To provide context, we establish some groundwork. Consider a locally compact abelian group $G$ \cite{31}, written additively, which also admits a multiplicative operation. Let $0, 1$ be the additive and multiplicative identities, respectively. Let $\hat{G}$ be the dual of $G$, i.e., $G$ comprises group homomorphisms $\gamma : G \rightarrow \mathbb{C}$:

$$\gamma : x \mapsto (\gamma, x).$$

(A.1)

Here, $(\gamma, x)$ denotes the dual pairing between $G, \hat{G}$ \cite{31}. Let $H \subset G$ be a discrete subgroup, and let $H^\perp \subset \hat{G}$ be the discrete annihilator of $H$:

$$H^\perp := \{ \gamma \in \hat{G} : (\gamma, h) = 1, \forall h \in H \}.$$

Let $m_X$ denote the Haar measure on a group $X$. As $H$ is discrete, $\hat{G}/H^\perp$ is compact \cite{48}, we can normalize $m_{\hat{G}/H^\perp}$ so that it has total measure one. Discrete groups such as $H, H^\perp$ are given counting measures. We also normalize $m_{\hat{G}}$ so that the following version of Fubini’s theorem holds

$$\int_{\hat{G}} = \int_{\hat{G}/H^\perp} \int_{H^\perp},$$

or equivalently, as $m_{H^\perp}(\{\lambda\}) = 1$,

$$\int_{\hat{G}} f(\gamma) \, dm_{\hat{G}} = \int_{\hat{G}/H^\perp} \sum_{\lambda \in H^\perp} f(\gamma + \lambda) \, dm_{\hat{G}/H^\perp}. \quad (A.2)$$

Finally, we normalize $m_{G}$ so that the Fourier transform and its inversion,

$$\hat{f}(\gamma) = \int_{\hat{G}} f(x)(\gamma, -x) \, dm_{G} \quad \text{and} \quad f(x) = \int_{\hat{G}} \hat{f}(\gamma)(\gamma, x) \, dm_{\hat{G}}$$

provide a unitary equivalence between $L^2(G)$ and $L^2(\hat{G})$. Then as a consequence, \cite{31}

$$\int_{H} f \, dm_{H} = \int_{H^\perp} \hat{f} \, dm_{H^\perp}$$
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which is needed for the upcoming theorem. Let $\Omega \subset \hat{G}/H^\perp$. One wants to envision that $\hat{G}/H^\perp$ “bounds” $\Omega$; in a sense, $\{\gamma + H^\perp : \gamma \in \hat{G}\} \cap \Omega$ is a singleton set. Another way to state this is, let $\pi : \hat{G} \to \hat{G}/H^\perp$ be the canonical surjection, then $\pi|_\Omega$ is a bijection. We define the following reconstruction function

$$ \varphi(x) := \int_{\hat{G}/H^\perp} (\gamma, x) \, dm_G. $$

Clearly, $\varphi$ has interpolatory properties: $\varphi(x) = 0$ if $0 \neq x \in H$ and $\varphi(0) = 1$. In this framework, the ensuing theorem is confirmed.

**Theorem A.1** (Kluvánek sampling theorem). [29] (see also [3, Theorem 1.5]) Let $f \in L^2(G)$ and let $\hat{f}$ be null outside $\Omega$. Then $f$ is a.e. equal to a continuous function which can be written as,

$$ f(x) = \sum_{y \in H} f(y) \varphi(x - y) $$

and the convergence is both uniform on $G$ and in the norm of $L^2(G)$, and the following Gaussian quadrature holds:

$$ \|f\|^2 = \sum_{y \in H} |f(y)|^2. \quad (A.3) $$

Continuing, we demonstrate that Theorem B can be derived from Theorem A.1. Let $G = \mathbb{R}^d$. Then $\hat{G} = \mathbb{R}^d = \mathbb{R}^d$. Let the dual pairing (A.1) between $\vec{x} \in \mathbb{R}^d, \vec{y} \in \mathbb{R}^d$ be as follows

$$ (\vec{y}, \vec{x}) := e^{i\vec{x} \cdot \vec{y}}. $$

Let $\{\vec{v}\}_{j=1}^d$ be a basis for $\mathbb{R}^d$ and let $\{\vec{u}_k\}_{k=1}^d$ be its biorthogonal basis so that $\vec{v}_j \cdot \vec{u}_k = 2\pi \delta_{jk}, j \neq k$. Let,

$$ H = \{\vec{v}[\vec{n}] : \vec{n} \in \mathbb{Z}^d\} := \{\sum_{j=1}^d n_j \vec{v}_j : \vec{n} \in \mathbb{Z}^d\} $$

be the sampling lattice generated by the $\vec{v}_j$'s. Evidently, $H$ is a discrete subgroup of $\mathbb{R}^d$ and $\mathbb{R}^d/H$ tessellates $\mathbb{R}^d$. The annihilating lattice $H^\perp$ of $H$ is

$$ H^\perp = \{\vec{u}[\vec{n}] : \vec{n} \in \mathbb{Z}^d\} := \{\sum_{j=1}^d n_j \vec{u}_j : \vec{n} \in \mathbb{Z}^d\}. $$

Set $\Omega = [-\sigma, \sigma]^d = \mathbb{R}^d/H^\perp$. We can dictate $\vec{u}_j$'s to be the vectors defining the edges of $[0, 2\sigma]^d \cong \Omega$ - that means, $\vec{v}[\vec{n}] = \sum_{j=1}^d (\pi/\sigma)n_j \vec{e}_j$ - and the reconstruction function is

$$ \varphi(\vec{x}) = \frac{1}{(2\sigma)^d} \int_{[-\sigma, \sigma]^d} e^{i\vec{x} \cdot \vec{u}} \, d\vec{u}. $$
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Following Theorem A.1 and definition (2.4), we obtain
\[
f(\bar{x}) = \frac{1}{(2\pi)^d} \sum_{\bar{y} \in \mathcal{H}} f(\bar{y}) \int_{[-\sigma,\sigma]^d} e^{i(\bar{x} - \bar{y})^t \bar{\sigma} d \bar{\sigma}} = \sum_{\bar{n} \in \mathbb{Z}^d} f((\pi/\sigma)\bar{n}) \prod_{j=1}^d \frac{\sin(\pi x_j - n_j \pi)}{(\pi x_j - n_j \pi)} \tag{A.4}
\]
which is (2.22), where the convergence is uniformly on \(\mathbb{R}^d\) and in \(L^2(\mathbb{R}^d)\).

Proof of Lemma 2.1. Lemma 2.1 is a straightforward corollary of Theorem A.1. Specifically, by utilizing (2.3), (A.3), (A.4), we derive
\[
\frac{1}{(2\pi)^d} \|\hat{f}\|_2^2 = \|f\|_2^2 = \sum_{\bar{n} \in \mathbb{Z}^d} |f(\bar{n}/\sigma)|^2,
\]
which is (2.23), as wanted. \(\square\)

A.2 Proof of Lemma 5.2

We begin by citing the following theorem, which will be essential for our proof.

Theorem A.2 (Abel’s identity). [2, Theorem 4.2] Let \(\{a(n)\}_{n \geq 0}\) be a real-valued sequence. Define,
\[
A(x) = \sum_{n \leq x} a(n),
\tag{A.5}
\]
and \(A(x) = 0\) if \(x < 0\). Then for every \(g \in C^1[u, v]\), one has,
\[
\sum_{u < n \leq v} a(n)g(n) = A(v)g(v) - A(u)g(u) - \int_u^v A(x)g'(x)\,dx. \tag{A.6}
\]

To apply Theorem A.2, we let \(\{a(n)\}_{n \geq 0}\) be such that \(a(0) = 1\) and \(a(n) = 0\) if \(n \neq 0\). Define \(A(x)\) as in (A.5). Evidently,
\[
A(x) = \chi_{[x \geq 0]}(x). \tag{A.7}
\]

For \(t \in \mathbb{R}\), define \(\phi_{t-X}(x) := \phi(t - X - x)\). Let \(u < v\). It then follows from (A.6), (A.7) that
\[
\sum_{u < n \leq v} a(n)\phi_{t-X}(n) = A(v)\phi_{t-X}(v) - \int_0^v \phi_{t-X}(x)\,dx
\]
\[
\Rightarrow \phi(t - X) = \phi(t - X - v) - \int_0^v (d/dx)\phi(t - X - x)\,dx. \tag{A.8}
\]

Note that \(\text{ReLU}(x) = x\) when \(x > 0\), implying \((d/dx)(\text{ReLU}(x)) = 1\) on \((0, \infty)\). Hence
\[
\int_0^v (d/dx)\phi(t - X - x)\,dx = -\int_0^v (d^2/dx^2)\phi(t - X - x)\,dx + (d/dx)\phi(t - X - x)|_{x=v}. \tag{A.9}
\]
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Combining (A.8), (A.9) leads to
\[
\phi(t - X) = \phi(t - X - v) + \int_0^v (d^2/dx^2)\phi(t - X - x)x\,dx - (d/dx)\phi(t - X - x)|_{x=v}. \quad (A.10)
\]
Take \(v \to \infty\) in (A.10). By employing (5.7) and Lebesgue’s dominated convergence theorem [14, Theorem 2.24], we get
\[
\delta_X * \phi(t) = \int_{\mathbb{R}} \phi(t - x)\,d\delta_X(x) = \phi(t - X) = \text{ReLU} * \phi''(t - X) = \text{ReLU}_X * \phi''(t),
\]
which is the conclusion of the lemma. \(\Box\)

### A.3 Proof of Lemma 6.1

We want to prove the following statements
\[
\begin{align*}
\text{if } L & \text{ is even, } \left| \int_0^L u^2(u - 1)(u - 2) \cdots (u - L) \,du \right| \leq (L + 1)! \quad (A.11) \\
\text{if } L & \text{ is odd, } \left| \int_0^L u(u - 1)(u - 2) \cdots (u - L) \,du \right| \leq L!.
\end{align*}
\]
Before proceeding with the proof, we give a brief discussion about the functions
\[
\pi_L(t) := t(t - 1)(t - 2) \cdots (t - L),
\]
where \(L \in \mathbb{Z}_+\). These are called factorial polynomials in the literature [26]. A fair amount is known about them. For instance, [46, Theorem 9.2]
\[
\begin{align*}
\text{if } L & \text{ is odd, } \int_0^L \pi_L(t) \,dt < 0 \quad \text{and} \quad \text{if } L & \text{ is even, } \int_0^L t\pi_L(t) \,dt < 0. \quad (A.13)
\end{align*}
\]
These functions possess a symmetry around \(L/2\):
\[
\begin{align*}
\text{if } L & \text{ is odd, } \pi_L\left( \frac{L}{2} - t \right) = \pi_L\left( \frac{L}{2} + t \right) \quad \text{and} \quad \text{if } L & \text{ is even, } \pi_L\left( \frac{L}{2} - t \right) = -\pi_L\left( \frac{L}{2} + t \right).
\end{align*}
\]
This means that the behavior observed for \(\pi_L\) on \([0,L/2]\) can be used to predict the one on \([L/2,L]\). We also know that for a non-integer \(t\),
\[
\begin{align*}
\text{if } 0 & < t + 1 \leq L/2, \quad |\pi_L(t + 1)| < |\pi_L(t)| \quad \text{and} \quad \text{if } L/2 \leq t < L, \quad |\pi_L(t)| < |\pi_L(t + 1)|. \quad (A.15)
\end{align*}
\]
(A.14), (A.15) can be found in [26, Chapter 6, Section 3.1, Lemma 1] and [26, Chapter 6, Section 3.1, Lemma 2], respectively. In light of (A.13), we see that when \(L\) is odd, (A.12) is equivalent to
\[
-L! \leq \int_0^L \pi_L(t) \,dt < 0. \quad (A.16)
\]
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We proceed to prove (A.16). Let $k \in \mathbb{N}$. It’s easy to check that for $L$ odd and $2k + 1 \leq L$,

$$
\pi_L \leq 0 \text{ on } [2k, 2k + 1] \quad \text{and} \quad \pi_L \geq 0 \text{ on } [2k + 1, 2k + 2]. \tag{A.17}
$$

The graph of $\pi_L$ draws out an $L$ odd number of “humps” over integer intervals $[k, k + 1]$, where $k$ runs from 0 to $L - 1$, creating $\lfloor L/2 \rfloor$ negative humps and $L - \lfloor L/2 \rfloor$ positive humps; see Figure 2. Let $A_k := \int_k^{k+1} \pi_L(t) \, dt$ be the integral area of $\pi_L$ over one such integer interval $[k, k + 1]$; for simplicity, we have omitted the dependence on $L$ in the notation $A_k$. It follows from (A.17) that

$$
A_{2k} \leq 0, \quad \text{and} \quad A_{2k+1} \geq 0,
$$

for nonnegative integers $2k, 2k + 1 \leq L$. Our strategy is to assess the total contribution of the negative areas to the final integral, considering the positive ones can only help. From (A.15), if $k \geq \lceil L/2 \rceil$ and $k$ is even, then, $-A_k = |A_k| < |A_{k+1}| = A_{k+1}$. This means, if we sum all the signed areas $A_k$’s, with $k \geq \lceil L/2 \rceil$ up to $L - 2$, we obtain

$$
\int_{\lceil L/2 \rceil}^{L-1} \pi_L(t) \, dt = \sum_{k=\lceil L/2 \rceil}^{L-2} A_k > 0.
$$

Similar argument and symmetry (A.14) show that $\sum_{k=1}^{\lfloor L/2 \rfloor - 1} A_k > 0$. All that is left is $A_0 = A_{L-1} < 0$ and $A_{\lfloor L/2 \rfloor - 1}$. Through (A.15) again, it’s easy to see that $|A_{\lfloor L/2 \rfloor - 1}| < |A_{L-1}| = -A_{L-1}$. A conservative estimate shows that,

$$
-A_{L-1} = \int_{L-1}^{L} t(t-1)(t-2) \cdots (t-L+1)(L-t) \, dt \leq L! \int_{L-1}^{L} (t-L+1)(L-t) \, dt = \frac{5L!}{6},
$$

which means $A_{L-1} \geq -L!$. Hence

$$
\int_0^L \pi_L(t) \, dt = \sum_{k=0}^{L-1} A_k \geq 3A_{L-1} \geq -L!,
$$

and we’re done with the second part of Lemma 6.1.

Continuing our proof, we turn to the first part of Lemma 6.1, which is expressed by (A.11) and, by (A.13), can be equivalently stated as

$$
-(L+1)! \leq \int_0^L t \pi_L(t) \, dt < 0. \tag{A.18}
$$

Note that we no longer have any sort of symmetry or monotonic behaviors with the function $t \pi_L(t)$. However, (A.13) holds, and more importantly, (A.14), (A.15) remain valid for $\pi_L(t)$ when $L$ is even, allowing us to employ the same strategy of summing up areas as before. Observe that, when $L$ is even and $2k + 2 \leq L$, $k \in \mathbb{N},$

$$
t \pi_L(t) \geq 0 \text{ on } [2k, 2k + 1] \quad \text{and} \quad t \pi_L(t) \leq 0 \text{ on } [2k + 1, 2k + 2]. \tag{A.19}
$$
Let $B_k := \int_k^{k+1} t\pi_L(t) \, dt$. Then from (A.19),

$$B_{2k} \geq 0, \quad \text{and} \quad B_{2k+1} \leq 0,$$

for nonnegative integers $2k, 2k + 1 \leq L$. Moreover, $t\pi_L(t) = t(t - L)\pi_{L-1}(t)$. We examine the contribution of

$$\int_0^{L-1} t(t - L)\pi_{L-1}(t) \, dt = \int_1^{L-1} t\pi_L(t) \, dt = \sum_{k=1}^{L-2} B_k$$

to the total area $\int_0^L t\pi_L(t) \, dt$.

Write,

$$\int_0^{L-1} t(t - L)\pi_{L-1}(t) \, dt = \int_{\text{neg}} t(t - L)\pi^-_{L-1}(t) \, dt + \int_{\text{pos}} t(t - L)\pi^+_{L-1}(t) \, dt$$

$$= -\int_{\text{neg}} t(L - t)\pi^-_{L-1}(t) \, dt - \int_{\text{pos}} t(L - t)\pi^+_{L-1}(t) \, dt, \quad (A.20)$$

where $\pi^+_{L-1}$ denotes the positive part of $\pi_{L-1}$ and $\pi^-_{L-1}$ the negative part of $\pi_{L-1}$, and

$$\text{neg} := \{ t \in [0, L - 1] : \pi_{L-1}(t) \leq 0 \} \quad \text{and} \quad \text{pos} := \{ t \in [0, L - 1] : \pi_{L-1}(t) \geq 0 \}.$$ 

It’s evident from (A.20), the negative area contribution comes from $-\int_{\text{pos}} t(L - t)\pi^+_{L-1}(t) \, dt$, and from (A.17),

$$\text{pos} = \bigcup_{k \in \mathbb{N}} [2k + 1, 2k + 2], \quad (A.21)$$
where \(2k + 2 \leq L - 2\). Now the two functions \(t(L - t)\) and \(\pi_{L-1}(t)\) have different symmetry axes at \(t = L/2, t = (L - 1)/2\), respectively. To reconcile this, we upper-bound

\[
\int_{\text{pos}} t(L - t)\pi_{L-1}^+(t) \, dt \leq 2 \int_{\text{pos}} t(L - 1 - t)\pi_{L-1}^-(t) \, dt, \tag{A.22}
\]

which is possible due to the description of \(\text{pos}\) in (A.21). We can now make use of (A.14); we assert that the last integral in (A.22) is no more than

\[
2 \sum_{k = [(L-1)/2]}^{L-3} 2 \int_{k}^{k+1} t(L - 1 - t)\pi_{L-1}(t) \, dt = 4 \sum_{k = L/2}^{L-3} \int_{k}^{k+1} t(L - 1 - t)\pi_{L-1}(t) \, dt
\leq (2/3) \sum_{k = L/2}^{L-3} (k + 1)(k + 1)! (L - k)(L - k)!
\]

Direct calculations reveal that among the terms in the final sum above, the term with \(k = L - 3\) dominates. Hence

\[
4 \sum_{k = [(L-1)/2]}^{L-3} \int_{k}^{k+1} t(L - 1 - t)\pi_{L-1}(t) \, dt \leq L(L - 2)(L - 2)! \leq L!,
\]

and so the total negative area in the interval \([0, L - 1]\) can’t be less than,

\[
- \int_{\text{pos}} t(L - t)\pi_{L-1}^+(t) \, dt \geq -L! \tag{A.23}
\]

For the final interval \([L - 1, L]\), a straightforward calculation yields

\[
\int_{L-1}^{L} t|\pi_L(t)| \, dt = \int_{L-1}^{L} t^2(t - 1)(t - 2) \cdots (t - L + 1)(L - t) \, dt \leq L \cdot L! \tag{A.24}
\]

By combining (A.23), (A.24), we obtain (A.18), which is (A.11), as desired. \(\Box\)

**Remark A.1.** Experimental results obtained using MATLAB demonstrate that, for \(L \in 2\mathbb{Z}_+\),

\[
0 > \int_{0}^{L} t\pi_L(t) \, dt \geq -5 \cdot L!.
\]

Hence if one only needs \(L \leq 170\), perhaps the order \(O(L!)\) is enough.

### A.4 Proof of Lemma 6.4

Let \(m, T\) be as in the premise of the lemma; in what follows, we simplify the notations by suppressing dependence on \(m, T\).
The case of $d = 2$ for the lemma was established in [58, Proposition 3], or rather, its proof. Specifically, there exists a ReLU neural network $\tilde{x}_2$, such that if $|X|, |Y| \leq T$, then

$$|\tilde{x}_2(X, Y) - XY| \leq T^2 e^{-m}. \quad (A.25)$$

Moreover, if $XY = 0$ then so is $\tilde{x}_2(X, Y)$. Importantly, the numbers of weights and layers of $\tilde{x}_2$ are of order $O(m)$.

Now suppose $d > 2$, and consider $|X_1|, \ldots, |X_d| \leq T$. We define

$$\Phi(X_1, \ldots, X_d) := \tilde{x}_2(X_d, \tilde{x}_2(X_{d-1}, \tilde{x}_2(\ldots \tilde{x}_2(X_2, X_1))))).$$

It’s evident that the construction of $\Phi$ uses $O((d-1)m)$ weights and layers, and if $X_j = 0$ for any $j$, then $\Phi(X_1, \ldots, X_d) = 0$. Further, repeated applications of $(A.25)$ reveal that

$$\Phi(X_1, \ldots, X_d) = \tilde{x}_2(X_d, \tilde{x}_2(X_{d-1}, \tilde{x}_2(\ldots \tilde{x}_2(X_2, X_1))))$$

$$= \prod_{j=1}^d X_j + O\left(e^{-m} \sum_{j=0}^{d-1} T^j \right) = \prod_{j=1}^d X_j + O_d(T^d e^{-m}),$$

concluding the lemma. \qed