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ABSTRACT

In interactive coding, Alice and Bob wish to compute some function $f$ of their individual private inputs $x$ and $y$. They do this by engaging in a non-adaptive (fixed order, fixed length) interactive protocol to jointly compute $f(x, y)$. The goal is to do this in an error-resilient way, such that even given some fraction of adversarial corruptions to the protocol, both parties still learn $f(x, y)$.

In this work, we study the optimal error resilience of such a protocol in the face of adversarial bit flip or erasures. While the optimal error resilience of such a protocol over a large alphabet is well understood, the situation over the binary alphabet has remained open. Firstly, we determine the optimal error resilience of an interactive coding scheme over the binary erasure channel to be $\frac{1}{2}$, by constructing a protocol that achieves this previously known upper bound. The communication complexity of our binary erasure protocol is linear in the size of the minimal noiseless protocol computing $f$. Secondly, we determine the optimal error resilience over the binary bit flip channel for the message exchange problem (where $f(x, y) = (x, y)$) to be $\frac{1}{2}$. The communication complexity of our protocol is polynomial in the size of the parties’ inputs. Note that this implies an interactive coding scheme for any $f$ resilient to $\frac{1}{2}$ errors with an exponential blowup in communication complexity.

1 INTRODUCTION

Interactive coding is an interactive analogue of error correcting codes [19, 23], that was introduced in the seminal work of Schulman [20–22] and has been an active area of study since. While error correcting codes address the problem of sending a message in a way that is resilient to error, interactive coding addresses the problem of converting an interactive protocol to an error resilient one.

Suppose two parties, Alice and Bob, each with a private input, engage in a protocol $\pi_0$ to jointly compute a function $f$ of their private inputs. Given such a protocol $\pi_0$, can we design a protocol $\pi$ that computes $f$ and at the same time is resilient to adversarial errors? Schulman [22] answered the question in the affirmative, presenting a scheme that is resilient to $\frac{1}{2}r\epsilon$ adversarial corruptions (bit flips) over a binary channel with a constant information rate.\(^1\) This work begs the natural question: what is the maximum error resilience possible? This is precisely the focus of our work.

Two natural types of corruption to consider are bit flip (where the adversary can replace a symbol with one of their choice) and erasure (where the adversary can replace a symbol with an $\perp$). In both of these settings, there are known protocols that achieve optimal error resilience for large constant-sized alphabets. In the bit flip setting, Braverman and Rao [7] constructed a protocol which achieves the optimal error resilience of $\frac{1}{2}$. In the erasure setting, [9, 11] constructed protocols achieving the optimal error resilience $\frac{1}{2}$. Corresponding impossibility bounds are known [7, 11].

However, despite much effort, the optimal error resilience for both types of corruption over a binary alphabet is still unknown. For both types of corruption, a protocol achieving error resilience of $r$ over a large alphabet trivially translates to a protocol over a binary alphabet with error resilience of $\frac{r}{2}$ by replacing every letter of the large alphabet with a binary error correcting code of relative distance $\frac{1}{2}$. Thus, the results of [7, 11] give protocols that achieve error resilience $\frac{1}{2}$ over the binary bit flip channel and $\frac{1}{2}$ over the binary erasure channel.

Unfortunately, the corresponding impossibility bounds [7, 11] for large alphabets do not lead to matching impossibility bounds in the binary case. Over the binary bit flip channel, the best known impossibility bound is $\frac{1}{4}$ [9], and over the binary erasure channel, the best known impossibility bound is $\frac{1}{8}$ [11]. Pinning down the exact constant between $\frac{1}{2}$ and $\frac{1}{8}$, and between $\frac{1}{2}$ and $\frac{1}{4}$, has been an intriguing open problem.

\(^1\)Whenever we say that a protocol has resilience $r \in [0, 1]$ in the introduction and overview, we mean that for any $\epsilon$, there exists an instantiation that achieves resilience $r - \epsilon$.

\(^2\)Constant information rate means that the error-resilient protocol incurs only a constant multiplicative overhead to the communication complexity.
There has been some recent work towards this goal. Over the binary bit flip channel, [10] broke the $\frac{1}{8}$ barrier for the first time, describing a protocol that achieves $\frac{1}{8}$ resilience to adversarial bit flips. Over the binary erasure channel, [9] gives a protocol achieving a $\frac{1}{6}$ resilience to erasures. Nonetheless, the exact values of the optimal error resilience over the binary bit flip and erasure channels have remained unknown since their initial active investigation by [7] in 2011 and [11] in 2013.

In this work, we resolve the question of the optimal error resilience of a non-adaptive (fixed order, fixed length) protocol over a binary alphabet. Specifically, we show that the known impossibility bounds are tight: we construct protocols achieving error resilience $\frac{1}{6}$ to adversarial bit flips and $\frac{1}{5}$ to adversarial erasures.

### 1.1 Our Results

We show the following result for two-party communication over the binary bit flip channel.

**Theorem 1.1.** For any function $f$, there exists a non-adaptive binary interactive protocol computing the function $f(x, y)$ that is resilient to $\frac{1}{6} - \epsilon$ adversarial bit flips with probability $1 - 2 \exp(-O(\epsilon n))$. For inputs of size $n$, the communication complexity is $O_\epsilon(n^2)$ and the runtime of the parties is $C(\epsilon) \cdot n^{O(1)}$ for some constant $C(\epsilon)$.

Until our result, it was only known how to achieve $\frac{1}{8}$ error resilience if Alice and Bob are given the extra power to know, instantly, what the other party received at the end of the channel when they send a message. This extra power is known as feedback [1, 2, 9, 13, 24, 25] and is given at no cost. It is thought to give considerably more power to the parties, as there is never any uncertainty about what the other party has heard so far. An error resilience of $\frac{1}{6}$ is known to be tight even in this model [9], but all protocol constructions rely crucially on the fact that the sender can always send specifically the piece of information about their input that the receiver needs to hear.

Our $\frac{1}{6}$ error resilient protocol shows that protocols without feedback can do just as well. The surprising implication is that the ability to know what messages are received by the other party actually grants no additional power!

**Remark 1.2.** We remark that the communication complexity and runtime of our protocol are polynomial in the size of Alice and Bob’s inputs, rather than on the minimal size of an error-free protocol $\pi_0$ computing $f$, which can be exponentially smaller. This may result in an exponential blowup in communication complexity relative to a corresponding error-free protocol $\pi_0$ for simpler functions Alice and Bob might want to compute. We leave it as an open problem to construct (or disprove the existence of) a protocol with $\frac{1}{6} - \epsilon$ error resilience whose communication complexity and runtime are polynomial in $|\pi_0|$ or ideally even linear.

Over the binary erasure channel, we show the following efficient result:

**Theorem 1.3.** For any interactive binary protocol $\pi_0$ computing a function $f(x, y)$ of Alice and Bob’s inputs $x, y \in \{0, 1\}^n$, there exists a non-adaptive interactive binary protocol $\pi$ computing $f(x, y)$ that is resilient to $\frac{1}{6} - \epsilon$ adversarial erasures. The communication complexity and runtime for each party are both $O_\epsilon(|\pi_0|)$.

We note that $\frac{1}{6}$ is in fact the maximal possible erasure resilience of a two-party interactive protocol over any alphabet, as the adversary can simply erase all messages of the party that speaks less. Previous work [9, 11] constructed protocols resilient to $\frac{1}{2}$ erasures over larger alphabets. In our work, we show that the alphabet size makes no difference to the optimal erasure resilience. This contrasts with the bit flip model, where an error resilience of $\frac{1}{8}$ is attainable over large alphabets, while over the binary alphabet it is capped at $\frac{1}{6}$.

### 1.2 Related Work

Our work relates primarily to the fields of interactive coding and error correcting codes with feedback. Besides the works we’ve already discussed, we mention the following related works.

**Interactive Coding.** Non-adaptive interactive coding has studied starting with the seminal works of Schulman [20–22] and continuing in a prolific sequence of followup works, including [3–10, 13–16, 18]. It was studied in the bit flip, erasure, and feedback models, as we mentioned above.

We note that there are many other works studying variations upon this original interactive coding setup, including adaptive and multi-party schemes. We refer the reader to an excellent survey by Gelles [12] for an extensive list of related work.

We mention the works of [8, 15] and the $\frac{1}{2}$-resilient binary feedback protocol of [9], which use a question-answer approach for their protocols. That is, they rely on feedback or backwards communication for a “guess” of the transcript so far, and then the party responds according to whether or not they agree with this guess. Our binary bit flip protocol also follows this general format.

**Error Correcting Codes with Feedback.** Outside of interactive coding, optimal error resilience of an interactive protocol has been studied in the context of error correcting codes with feedback, first introduced by [1]. In an error correcting code with feedback, Alice’s goal is to communicate a message to Bob in an error resilient way. For every message she sends, Bob sends her uncorrupted feedback that is not counted towards the adversary’s budget.

[2, 24, 25] showed that in the bit flip error model, the maximal error resilience of an error correcting code with feedback over a binary alphabet is $\frac{1}{8}$. In other words, in any binary protocol where Alice is trying to convey some information to Bob, as long as the adversary corrupts fewer than $\frac{1}{8}$ of Alice’s messages, Bob learns Alice’s input successfully. Assuming that Alice and Bob speak equal amounts, this translates to a binary protocol resilient to $\frac{1}{8}$ corruptions — as long as all corruptions are to Alice’s messages.

Our $\frac{1}{6}$ protocol can be seen as a strengthening of optimal error correcting codes with feedback: Now, both Alice and Bob can learn the other’s input, where the protocol is resilient to $\frac{1}{2}$ corruptions to either party or more generally to any corruption pattern totaling to less than $\frac{1}{6}$ of the total communication. In particular, we show that it is possible for both parties to simultaneously communicate information about their input and give feedback.

---

We remark that this notion of feedback is different than the aforementioned notion of channels with noiseless feedback. In the previous notion of channels with feedback,
2 TECHNICAL OVERVIEW
We now give an overview of our two protocols achieving maximal error resilience over the binary bit flip channel and binary erasure channel respectively.

2.1 Our Binary Protocol Resilient to $\frac{1}{6}$ Bit Flips
We begin with the following (flawed) approach, which achieves an error resilience of $\frac{1}{4}$: Alice sends an error correcting code $\text{ECC}(x)$, and Bob sends $\text{ECC}(y)$. Since $\text{ECC}$ has relative distance of at most $\frac{1}{2}$, the adversary can simply flip $\frac{1}{2}$ of the bits of the party that speaks less so that the other party cannot distinguish between two inputs.

Recall that the maximum error resilience of any binary two-party protocol is at most $\frac{1}{2}$ of the total communication, or $\frac{1}{4}$ of either party’s communication. The above flawed protocol only had error resilience of $\frac{1}{4}$ of either party’s communication. In order to increase this to $\frac{1}{2}$ for one of the parties, we introduce a new question-answer approach: in each round of interaction, Alice asks a question (encoded with an $\text{ECC}$) about Bob’s input, and then Bob responds with one of four answers. More specifically,

- Alice tracks a guess $\hat{y}$ for Bob’s input $y$ initially set to 0, and a counter $c_A$ indicating her confidence for $\hat{y}$ initially set to 0. Each round, she sends $\hat{y}$ encoded in an $\text{ECC}$ to Bob as her question.
- Bob responds with one of four operations to do to $\hat{y}$ as his answer: append 0 (0), append 1 (1), delete the last bit ($\leftarrow$), or “bingo – you got it right!” ($\ast$).
- Alice updates based on the answer as follows: if she receives ∗, she increases $c_A$ by 1 since Bob is informing her that her guess is correct. If she receives 0, 1, or $\leftarrow$ and if $c_A = 0$, she makes the corresponding adjustment to the string $\hat{y}$ (append 0 or 1, or delete the last bit). Otherwise if $c_A \neq 0$, she simply decreases $c_A$ by 1 without making the corresponding adjustment to $\hat{y}$.

Ultimately, as long as Alice receives Bob’s correct answer at least $\lceil |y| \rceil$ more times than she receives a wrong answer, she will output the correct answer. The key point is that these four responses from Bob can have distance $\frac{1}{2}$ (e.g., 000, 110, 011, 101). Now, if the adversary simply corrupts Bob’s answers, she’d have to corrupt $\frac{1}{2} \times \frac{1}{2} = \frac{1}{4}$ of Bob’s rounds.

While this achieves $\frac{1}{4}$ resilience for Bob’s communication, Alice’s communication is still only $\frac{1}{2}$-error resilient as she is sending an error correcting code. In order to attain $\frac{1}{2}$ error resilience for both parties, both parties will need to simultaneously ask and answer a question each round. Specifically,

- Alice and Bob each track a guess $\hat{x}$ or $\hat{x}$ respectively for the other party’s input, as well as a counter $c_B$ or $c_A$.
- Each round, Alice sends $\text{ECC}(\hat{y}, x^*, \delta)$: $\hat{y}$ is her question, $x^*$ is the question she just heard from Bob and $\delta$ is the instruction that brings $x^*$ one character closer to her input $x$ (or $\ast$ if $x^* = x$). Similarly, Bob sends $\text{ECC}(\hat{x}, y^*, \delta)$.
- When Alice receives the message $\text{ECC}(x^*, y^*, \delta)'$, from Bob, she updates $\hat{y}$ according to the instruction $\delta'$, but only if $y^* = \hat{y}$ (intuitively, because she should not update if Bob is answering the wrong question). Bob does the same.

However, using this approach is not so simple. When one party asks a question, the other party’s response only achieves distance $\frac{1}{2}$ because there are only 4 options for the message, and so we can encode them in a $\frac{1}{2}$ distance $\text{ECC}$. When the party must also send a question, the number of possible messages becomes dependent on $n$. The next few paragraphs show how we achieve distance $\frac{1}{4}$ between the relevant options even when the number of possible messages is large, and why our solution works.

The $\text{ECC}$ we use has relative distance $\geq \frac{1}{2}$ between all pairs of codewords, and $\geq \frac{1}{4}$ for pairs of codewords of the form $\text{ECC}(x', y', \delta_0)$ and $\text{ECC}(x', y', \delta_1)$ with $\delta_0 \neq \delta_1$ (or equivalently $\text{ECC}(y', x', \delta_0)$ and $\text{ECC}(y', x', \delta_1)$) with $\delta_0 \neq \delta_1$). We construct such an $\text{ECC}$ explicitly in Lemma 4.5). Now if the adversary only corrupts Bob’s answer, specifically only corrupting $\delta$, it will require $\frac{1}{4} - \frac{1}{2} = \frac{1}{4}$ corruptions of Bob’s communication for Alice to output the wrong $y$.

However, it is still not clear why this fixes our problem: the adversary can corrupt both Bob’s answer $\delta$ and his question $\hat{x}$ in half the rounds so that Alice receives $\text{ECC}(x', \hat{y}, \delta')$, where $x' \neq x$ and $\delta' \neq \delta$. This attack every other round only requires corrupting $\frac{1}{2}$ rather than $\frac{1}{4}$ of Bob’s message had they only corrupted $\delta$ and not $\hat{x}$ as well. Alice still does not make progress over time, and the adversary only needs to corrupt $\frac{1}{4} \cdot \frac{1}{2} = \frac{1}{4}$ of Bob’s total communication.

Let us analyze this situation more closely. We count progress as the number of good updates (getting the guess $\hat{y}$ or $\hat{x}$ closer to the other party’s input or adjusting $c_A$ or $c_B$ correctly) minus the number of bad updates (getting $\hat{y}$ or $\hat{x}$ further from the other party’s input or adjusting $c_A$ or $c_B$ incorrectly). The adversary can corrupt $\frac{1}{2}$ of the bits in Bob’s message to get $-1$ progress for Alice and 0 progress for Bob (since $x' \neq \hat{x}$). Alice answers the wrong question for Bob so that he performs no update), from an original progress count of $(+1, +1)$ had no corruptions occurred. So, when the adversary corrupts half of Bob’s messages. Alice’s final progress is 0, so that she does not know $y$ at the end of the protocol. However, Bob’s progress still increases at a steady rate! If there were a way to exploit this, so that when Bob has made a lot of progress (i.e., $\hat{x} = x$) it becomes harder to cause negative progress for Alice, perhaps we could achieve our goal of $\frac{1}{4}$ error resilience for each party.

To do this, we make the following probabilistic change to the way Alice (likewise Bob) makes updates to her current guess $\hat{y}$ upon receiving $\text{ECC}(x', \hat{y}, \delta')$:

- Alice only updates $\hat{y}$ with probability 1 if the question she just received is equal to her input (i.e., $x' = x$), otherwise (if $x' \neq x$) she updates $\hat{y}$ with probability only 0.5.

This way, when Bob has made lots of progress so that $\hat{x} = x$, if the adversary corrupts Bob’s message to be $\text{ECC}(x', \hat{y}, \delta')$, Alice only updates $\hat{y}$ with probability 0.5 — this is 0.5 progress instead of −1! Now, the adversary has to corrupt two out of every three of Bob’s messages in order for Alice to remain at 0 progress, bringing us up to a $\frac{1}{2}$ corruption rate for Bob’s messages. The key idea is that corrupting both Bob’s question $\hat{x}$ and instruction $\delta$, which only involves corrupting $\frac{1}{2}$ of the message rather than $\frac{1}{4}$, becomes less damaging to Alice’s progress than corrupting only $\frac{1}{4}$ of the message.
\(\delta\), which requires \(\frac{7}{4}\) corruption. This only works when Bob knows \(x\) (so \(\hat{x} = x\)), but this is exactly what we wanted — we needed to prevent the adversary from being able to cheaply keep Alice from making progress when Bob has made a lot of progress.

This change in update probability introduces a new situation, which is that when both Alice and Bob have made little progress (\(\hat{y} \neq y\) and \(\hat{x} \neq x\)), the adversary can corrupt Bob’s message to be \(ECC(x \neq \hat{x}, \hat{y}, \delta')\) so that Alice performs a bad update with probability 1, i.e., \((-1,0)\) progress, from an original \((+0.5, +0.5)\) progress without corruption. Then, if the adversary corrupts one message every two rounds of interaction, the total progress between Alice and Bob remains 0! To remedy this, we have Bob (and similarly Alice) perform an additional update:

- When Bob receives a message of the form \(ECC(y^*, x^* \neq \hat{x}, \bullet)\), he brings his current guess \(\hat{x}\) one character closer to \(x^*\) (or adjusts \(c_B\) by 1) with probability 0.5.

Now, when Bob receives Alice’s response \(ECC(\hat{y}, x, \bullet)\) to his corrupted question, he performs a +0.5 update, so that the total effect of the adversary’s corruption to Bob’s message is \((-1, +0.5)\) i.e., -0.5 collective progress. This makes it so that when \(\hat{y} \neq y\) and \(\hat{x} \neq x\), the adversary must corrupt on average \(\frac{1}{2}\) of a party’s messages, or \(\frac{1}{3}\) of the total communication, in order to prevent collective progress from being made. (Then, when a lot of collective progress has been made, at least one of the parties, say Bob, must have \(\hat{x} = x\), so as discussed above the adversary must corrupt at least \(\frac{1}{2}\) of the communication to prevent Alice from also making progress.)

Our protocol. To summarize, here is an outline of our protocol from Alice’s perspective, assuming that she always receives a full codeword. She holds a guess \(\hat{y}\) and a confidence counter \(c_A\), initialized to 0 and 0 respectively. Each round, she does the following:

- Alice receives \(ECC(x^*, y^*, \delta^*)\) from Bob.
- She updates \(\hat{y}\) and \(c_A\) as follows:
  - If \(y^* = \hat{y}\) and \(x^* = x\), she updates \((\hat{y}, c_A)\) according to \(\delta^*\) with probability 1.
  - If \(y^* = \hat{y}\) and \(x^* \neq x\), she updates \((\hat{y}, c_A)\) according to \(\delta^*\) with probability 0.5.
  - If none of the first two conditions hold, meaning that \(y^* \neq \hat{y}\), and if \(\delta^* = \bullet\), she does the following update with probability 0.5: she decreases \(c_A\) by 1 if \(c_A > 0\) and otherwise brings \(\hat{y}\) one step closer to \(y^*\).
  - Finally, she computes \(\delta\) which brings \(x^*\) closer to \(x\) (or \(\bullet\) if \(x^* = x\)) and sends Bob \(ECC(\hat{y}, x^*, \delta)\).

Dealing with partial corruptions. It turns out this protocol works as long as Alice and Bob always receive a (possibly incorrect) codeword. We are almost done, but we need to specify their behaviors when they receive partially corrupted messages. To do this, we say that when Alice receives a message from Bob, she “rounds” to the nearest full codeword and does the corresponding update with some lower probability depending on the distance to the codeword. Precisely:

- Alice rounds to a codeword \(ECC(x, \hat{y}, \delta)\) if the received message is relative distance \(d^* < \frac{1}{4}\) away (note that there are 4 such codewords), and otherwise she rounds to a codeword \(ECC(x^*, y^*, \delta^*)\) if the relative distance \(d^*\) is \(< \frac{1}{6}\). (At most one such rounded codeword can exist since the relative distance between any two codewords is \(\geq \frac{1}{4}\) and between two codewords \(ECC(x, \hat{y}, \delta_1)\) and \(ECC(x, \hat{y}, \delta_2)\) it is \(\frac{1}{4}\).)
- She performs the corresponding update with probability \(1 - 3d^*\) or \(0.5 - 3d^*\) respectively and then replies with \(\hat{y}\), the value of Bob’s question \(x\) or \(x^*\) in the rounded codeword, and an instruction \(\delta\) on how to update it, all jointly encoded with \(ECC\). If no rounded codeword exists, she does no update and sends a message of the form \(ECC(\hat{y}, x, \bullet)\).

For a formal description of the protocol and a detailed analysis, we refer the reader to Section 4.

2.2 Our Binary Protocol Resilient to \(\frac{1}{2}\) Erasures

We construct a protocol that achieves an \(\frac{1}{2} - \epsilon\) erasure resilience for any \(\epsilon > 0\). In our construction, we leverage a key property of the erasure channel: communication can be delayed but not wrong. To recreate the transcript of a (w.l.o.g. alternating) noiseless protocol \(\pi_0\), Alice and Bob alternate sending bits according to the following high level strategy:

- A party (the speaker) sends their next bit of \(\pi_0\) until they are sure that the other party (the listener) has received their message. The listener gives feedback to the speaker by sending 0 whenever the speaker’s message was erased and 1 whenever they receive it.
- The speaker signals the parties to switch roles: the speaker becomes the listener and the listener becomes the speaker.

Because the adversary can only erase \(\frac{1}{2} - \epsilon\) of the total messages, there must be many pairs of rounds where both parties hear each other. In each of these pairs of rounds, the speaker receives confirmation (in the form of a 1) that the listener received the most recent message they sent. Then the two parties erroneously make progress in their simulation of \(\pi_0\).

Intuitively, the speaker has three things to communicate: the bit 0, the bit 1, and switching roles. The challenge is to do this by sending only two bits.

We can let the bits 0 and 1 mean more than two things if we let the two bits mean different things when heard at different parts of the protocol. More specifically, we partition the protocol into \(\frac{n}{4}\) blocks of \(\approx \frac{n}{4}\) rounds. In each block, the first bit that the listener receives (1 or 0) tells them whether the speaker is trying to send a bit or switch roles. In the case that the speaker is trying to send a bit, the bits received during the rest of the block tell the listener what the speaker’s bit \(b\) was.

- In each block, if the speaker wants to send a bit \(b\) to add to the transcript, they send 1’s until they receive signal that the listener has heard it, at which point they send \(b\) for the rest of the block.
- When they hear that the listener received the message \(b\), they change strategies in the next block to signal the role switch: they send only 0’s. For distinction, this version of speaker mode is called the passer mode.
- When the listener hears this 0, i.e. the first message they receive in a block is a 0, they know that they’ve received the bit \(b\). To figure out what \(b\) was, they look back at the last block where the first message they heard was 1, and let \(b = 0\) if it was followed by any 0’s and \(b = 1\) otherwise. Take note of a subtlety here – the listener could have received more than one 1 before the bit
b, but this doesn’t actually matter as they receive any 0’s in the block if and only if b = 0.

• The passer (ex-speaker) stays in passer mode, sending only 0’s, until they hear a 1 from the other party. This received 1 either confirms the receipt of the role switch signal (a 0 heard before any 1’s in a block), or the party already received the switch signal earlier and is already in speaker mode; either way, the passer is free to switch to listener mode in the next block since the other party will be in speaker mode.

In this way, the roles of the speaker and listener have now switched and the protocol is in an entirely “reset” state with one more bit of the noiseless transcript zn having been conveyed.

To understand why this protocol is resilient to $\frac{1}{2} - \epsilon$ erasures, we use the following fact: There are at least $n$ blocks with $< \frac{1}{2} - \epsilon$ erasures, and in each such block, there are at least a constant, say 2, pairs of consecutive messages that are unerased. In each such pair of messages, the protocol makes progress via one party hearing the other and successfully confirming receipt of the message. (Formally, these two pairs of unerased consecutive messages are enough to ensure that at least one party completes the goal for that mode and advances modes at the end of the block.)

For a formal description and analysis of this protocol, we refer the reader to Section 5.

3 PRELIMINARIES

All definitions presented in this section are for the binary alphabet $\{0, 1\}$.

**Notation.** In this work, we use the following notations.

• The function $\Delta(x, y)$ represents the Hamming distance between $x$ and $y$.
• $x[i]$ denotes the $i$th bit of a string $x \in \{0, 1\}^*$.
• $x \parallel y$ denotes the string $x$ concatenated with the string $y$.
• The symbol $\perp$ in a message represents the erasure symbol that a party might receive in the erasure model.

3.1 Error Correcting Codes

**Definition 3.1 (Error Correcting Code).** A family of error correcting codes (ECC) is a family of maps $\text{ECC} = \{\text{ECC}_n : \{0, 1\}^n \rightarrow \{0, 1\}^{p(n)}\}_{n \in \mathbb{N}}$. An ECC has relative distance $\alpha > 0$ if for all $n \in \mathbb{N}$ and any $x \neq y \in \{0, 1\}^n$,

$$\Delta(\text{ECC}_n(x), \text{ECC}_n(y)) \geq \alpha n.$$

Binary error correcting codes with relative distance $\frac{1}{2}$ are well known to exist with linear blowup in communication complexity, such that they can be encoded and decoded efficiently.

**Theorem 3.2 ([17]).** For all $\epsilon > 0$, there exists an explicit family of error correcting codes $\text{ECC}_c = \{\text{ECC}_{c, n} : \{0, 1\}^n \rightarrow \{0, 1\}^{p(n)}\}_{n \in \mathbb{N}}$ with relative distance $\frac{1}{2} - \epsilon$ and maximum distance between any two elements $\frac{1}{2} - \epsilon$, and with $p = p(n) = O\left(\frac{n}{\epsilon}\right)$. Moreover, there are explicit encoding and decoding algorithms that take time $C(\epsilon)n^{O(1)}$ for some constant $C(\epsilon)$. Correctness of decoding holds for up to $\frac{1}{4} - \epsilon$ errors.

3.2 Noise Resilient Interactive Communication

We formally define a non-adaptive interactive protocol along with error resilience to corruption. The two types of corruptions we will be interested in are erasures and bit flips.

**Definition 3.3 (Non-Adaptive Interactive Coding Scheme).** A two-party non-adaptive interactive coding scheme $\pi$ for a function $f(x, y) : \{0, 1\}^n \times \{0, 1\}^n \rightarrow \{0, 1\}^n$ is an interactive protocol consisting of a fixed number of rounds, denoted $|\pi|$. In each round, a single party fixed beforehand sends a single bit to the other party. At the end of the protocol, each party outputs a guess $\epsilon \in \{0, 1\}^n$.

We say that $\pi$ is resilient to $\alpha$ fraction of adversarial bit flips (resp. erasures) with probability $p$ if the following holds. For all $x, y \in \{0, 1\}^n$, and for all adversarial attacks consisting of flipping (resp. erasing) at most $\alpha \cdot |\pi|$ of the total rounds, with probability $\geq p$ Alice and Bob both output $f(x, y)$ at the end of the protocol.

4 BINARY INTERACTIVE PROTOCOL RESILIENT TO $\frac{1}{6}$ BIT FLIPS

In this section, we present a non-adaptive interactive protocol where Alice and Bob exchange inputs in a way that is resilient to $\frac{1}{6} - \epsilon$ bit flips for any $\epsilon > 0$. This result is optimal; no protocol is resilient to $\geq \frac{1}{6}$ bit flips for all possible functions Alice and Bob might want to compute.

**Theorem 4.1 ([9]).** For large enough $n$, there exists a function $f(x, y)$ of Alice and Bob’s inputs $x, y \in \{0, 1\}^n$, such that any non-adaptive interactive protocol over the binary bit flip channel that computes $f(x, y)$ succeeds with probability at most $\frac{1}{2}$ if a $\frac{1}{6}$ fraction of the transmissions are corrupted.

As explained in Section 2, in our protocol Alice and Bob each keep track of a string $\hat{y}$ and $\hat{x}$ respectively containing a guess for the other party’s input, and a counter $c_A$ and $c_B$ respectively containing their confidence for the current guess. When a party receives a message, they decode it to obtain two parts: the other party’s guess and instructions for how to update their own guess. They perform the corresponding updates to their own guess and then send their new guess along with instructions to the other party for how to update their guess. In order to formally state our protocol, we list a few definitions.

4.1 Preliminaries and Definitions

Throughout the protocol, Alice and Bob will send each other instructions, usually denoted $\delta$. To this end, we define two functions for how to use and create the instruction $\delta$.

**Definition 4.2 ($z_c, \delta @ \delta$).** We define $(z_c, \delta) @ \delta$ for $z_c \in \{0, 1\}^{\leq n}$, $c \in \mathbb{Z}_{\geq 0}$ and $\delta \in \{0, 1, \leftarrow, \bullet\}$ as the update to $(z_c, \delta)$ induced by $\delta$. More specifically, we modify $z_c$ by the operation $\delta$ if $\delta \in \{0, 1, \leftarrow\}$ and increment the counter $c$ if $\delta = \bullet$. That is,

• If $c = 0$ and $\delta \in \{0, 1\}$, $|z| < n$, then $(z_c, \delta) @ \delta := (z||\delta, c)$.
• If $c = 0$ and $\delta = \leftarrow$, $|z| > 0$, then $(z_c, \delta) @ \leftarrow := (z_1 : |z| - 1, c)$.
• If $c > 0$ and $\delta \in \{0, 1, \leftarrow\}$, then $(z_c, \delta) @ \leftarrow := (z, c - 1)$.
• If $\delta = \bullet$, then $(z_c, \delta) @ \bullet := (z, c + 1)$.
• Otherwise, \((z, c) \oplus \delta := (z, c)\).

**Definition 4.3 (op_2).** We define \(op_2(z')\) for \(z \in \{0, 1\}^n\) to be the instruction that brings \(z'\) one bit closer to \(z\) or if \(z' = z\). That is,

- If \(z'\) is a strict prefix of \(z\), then \(op_2(z') := z'[|z'| + 1]\).
- If \(z'\) is not a prefix of \(z\), then \(op_2(z') := \leftarrow\).
- If \(z' = z\), then \(op_2(z') := \bullet\).

Note that \((z', c) \oplus op_2(z')\) either increases \(c\) by 1 if \(z = z'\), and otherwise either decreases \(c\) by 1 if \(c > 0\) or changes \(z'\) to be one character closer to \(z\).

Next, we define the error correcting code family ECC that Alice and Bob use in the protocol, and show that the desired ECC with the listed properties exists. For shorthand, we will denote the domain of the ECC as

\[\Sigma = \{0, 1\}^n \times \{0, 1\}^n \times \{0, 1, \leftarrow, \bullet\}\]

throughout the section.

**Definition 4.4 (ECC).** For a given \(\epsilon > 0\), we define the error correcting code family

\[ECC_\epsilon = \{ECC_{\epsilon,n} : \Sigma \to \{0, 1\}^{M(n)}\}_{n \in \mathbb{N}}\]

with the following properties:

- \(M = O_\epsilon(n)\).
- For any \(n \in \mathbb{N}\) and for any \((z_0, z'_0, \delta_0), (z_1, z'_1, \delta_1) \in \{0, 1\}^n \times \{0, 1\}^n \times \{0, 1, \leftarrow, \bullet\}\),
  \[\Delta(ECC_{\epsilon,n}(z_0, z'_0, \delta_0), ECC_{\epsilon,n}(z_1, z'_1, \delta_1)) \geq \left(\frac{1}{2} - \epsilon\right) \cdot M,\]

- For any \(n \in \mathbb{N}\) and for any \(z, z' \in \{0, 1\}^n \times \{0, 1\}^n\) and \(\delta_0 \neq \delta_1 \in \{0, 1, \leftarrow, \bullet\}\),
  \[\Delta(ECC_{\epsilon,n}(z, z', \delta_0), ECC_{\epsilon,n}(z, z', \delta_1)) \geq \frac{2}{3} M.\]

- Decoding up to \(\frac{1}{9} - \epsilon\) errors can be done in time \(C(\epsilon)n^{O(1)}\) for some constant \(C(\epsilon)\).

**Lemma 4.5.** For all \(\epsilon > 0\), an explicit error correcting code family \(ECC_\epsilon\) from Definition 4.4 exists. In other words, there exists an explicit error correcting code family that simultaneously satisfies all the properties listed.

**Proof.** For a fixed \(n \in \mathbb{N}\), let \(ECC' : \{0, 1\}^n \times \{0, 1\}^n \to \{0, 1\}^{M/3}\) be an efficiently encodable and decodable error correcting code with relative distance in the range \([\frac{1}{4} - \epsilon, \frac{1}{2}]\) between any pair of codewords, where correctness of decoding holds for \(\leq \frac{1}{4} - \epsilon\) errors. This exists for some \(M = O_\epsilon(n)\) by Theorem 3.2. Let \(DEC'\) be the corresponding decoding algorithm. We define

\[ECC_{\epsilon,n}(z, z', \delta') = \begin{cases} (z)|C|C, & \delta' = 0 \\ (z)|C|C, & \delta' = 1 \\ z|C|C, & \delta' = \leftarrow \\ z|C|C, & \delta' = \bullet \end{cases}\]

where \(C = ECC'(z, z')\) and \(\delta\) denotes the bitwise not of string \(s\). Then Equation (1) holds because for any \((z_0, z'_0) \neq (z_1, z'_1)\), the relative distance between \(ECC'(z_0, z'_0)\) or \(ECC'(z_0, z'_0)\) to \(ECC'(z_1, z'_1)\) or \(ECC'(z_1, z'_1)\) is \(\geq \frac{1}{2} - \epsilon\), and Equation (2) holds because for fixed \(z, z'\) the four codewords for \(\delta' = 0, 1, \leftarrow, \bullet\) are distance \(\frac{2}{3}\) apart.

It remains to show if a codeword \(ECC_\epsilon(z, z', \delta')\) is corrupted on \(\leq \frac{1}{2} - \epsilon\) locations to a string \(s \in \{0, 1\}^M\), then it can be correctly and efficiently decoded. Our decoding algorithm \(DEC(s)\) is as follows:

For a string \(s = s_1s_2s_3\) where \(s_i\) is each length \(M/3\), consider each of the following strings:

\[S_0 = s_1||s_2||s_3\]
\[S_1 = s_1||s_2||s_3\]
\[S_\leftarrow = s_1||s_2||s_3\]
\[S_\bullet = s_1||s_2||s_3\]

For each \(\delta \in \{0, 1, \leftarrow, \bullet\}\), denote \(S_\delta = s_1^\delta||s_2^\delta||s_3^\delta\) and consider the string

\[S_\delta = maj(s_1^\delta s_1^\delta, s_2^\delta s_1^\delta s_3^\delta)\]

Compute \((z_\delta, z'_\delta) \leftarrow DEC'(S_\delta), \) and let \(d_\delta = \frac{1}{M} \Delta(ECC(z_\delta, z'_\delta), s), \) if \(d_\delta \leq \left(\frac{1}{2} - \epsilon\right)\), output \((z_\delta, z'_\delta, \delta)\).

If \(d_\delta > \left(\frac{1}{2} - \epsilon\right)\) for all \(\delta \in \{0, 1, \leftarrow, \bullet\}, \) then output \(0\).

We now show correctness of this decoding algorithm if there are fewer than \(\frac{1}{2} - \epsilon\) corruptions. First note that for any string \(s\), since any two codewords \(ECC(z_0, z'_0), ECC(z_5, z'_5)\) with \(\delta_0 \neq \delta_1 \) are at least relative distance \(\frac{1}{2} - \epsilon\) apart, \(d_\delta\) can be \(\leq \frac{1}{2} - \epsilon\) for at most one value of \(\delta\). This means that the output condition is satisfied for at most one codeword of the four.

If \(s\) is relative distance \(\leq \frac{1}{2} - \epsilon\) to a codeword \(ECC_\epsilon(z, z', \delta')\), then \(S_\delta\) is relative distance \(\leq \frac{1}{2} - \epsilon\) to \(ECC'(z, z')||ECC'(z, z')||ECC'(z, z')\). This means that \(S_\delta\) and \(ECC(z, z')\) differ on at most \(\frac{1}{2} - (\frac{1}{2} - \epsilon)\) \(M\) locations, which is \(\leq \frac{1}{2} - \epsilon\) fraction of the \(\frac{M}{3}\) locations, since the adversary must corrupt two out of three values \(s_1^\delta [j], s_2^\delta [j], s_3^\delta [j]\) in order for \(S_\delta [j] \neq ECC(z, z'[j])\). Thus, \((z, z') = DEC'(S_\delta), \) and the decoding algorithm outputs \((z, z', \delta')\).

\[\square\]

For the rest of the section, ECC will denote the error correcting code \(ECC_{\epsilon,n}\) as defined in Definition 4.4 when \(n\) and \(\epsilon\) are clear.

### 4.2 Formal Protocol

We are now ready to formally state the protocol.

**Protocol 1 : Protocol Resilient to \(\frac{1}{6} - 2\epsilon\) Corruptions**

Fix \(n \in \mathbb{N}, \epsilon > 0\). Suppose Alice and Bob’s private inputs are \(x, y \in \{0, 1\}^n\) respectively, such that \(g[1] = 0\). The protocol consists of \(T = \frac{n}{2}\) (assume \(T\) is even) messages numbered \(1, \ldots, T\), each of length \(M\). Alice sends the odd messages and Bob sends the even. For our convenience, Alice and Bob both agree that the \(0^\text{th}\) message is \(ECC(0, 0, 0)\), sent uncorrupted by Bob to Alice.
Alice and Bob track a private guess for the other party’s input, denoted $\hat{y} \in \{0,1\}^{m}$ and $\hat{x} \in \{0,1\}^{n}$ respectively, both initialized at $\emptyset$ at the beginning of the protocol. They also each have a personal counter $c_A$ and $c_B$ respectively, containing their confidence in their current guess $\hat{y}$ or $\hat{x}$ respectively, initialized at $0$.

In what follows, we describe Alice’s behavior. Bob’s behavior is identical, except replacing $\hat{y}$, $c_A$ by $\hat{x}$, $c_B$ and notationally switching $x$ and $y$ in general (notably sending ECC($\hat{x}$, $y'$, $\hat{s}'$) instead of ECC($\hat{y}$, $x'$, $\hat{s}'$)). At the end of the protocol, Alice and Bob will output $\hat{y}$ and $\hat{x}$ respectively.

Alice has just received a message $m$ from Bob. She first tries to set $(x', y', s') \in \Sigma$ and $t' \in [0,1]$ as follows. If no condition is satisfied, we say that she does not set $(x', y', s')$. In what follows, we let $d_m(x', y', \hat{s}') \defeq \frac{1}{2} \cdot \Lambda(m, \text{ECC}(x', y', \hat{s}'))$.

1. She sets $(x', y', \hat{s}') \leftarrow (x, \hat{y}, \delta)$ if $d_m(x, \hat{y}, \delta) < \frac{3}{4}$ by checking all $\delta \in \{0,1, \leftarrow, \rightarrow, \bullet\}$ individually. If she sets $(x', y', \hat{s}')$ in this way, she also sets $p^* = 1 - 3d_m(x, y, \delta)$.

Note that $d_m(x, \hat{y}, \delta) < \frac{3}{4}$ for at most one $\delta$, since the codewords ECC($\hat{x}$, $y$, $\delta$) all have relative distance $\frac{1}{2}$.

2. Otherwise, if $\text{DEC}(m) \neq \emptyset$, she sets $(x', y', \hat{s}') \leftarrow \text{DEC}(m)$. She sets $p^* = 0.5 - 3d_m(x', y', \hat{s}')$.

Recall that $\text{DEC}(m) \neq \emptyset$ only if $d_m(x', y', \hat{s}') \leq \frac{1}{2} - \epsilon$.

Next, based on whether or not Alice set $(x', y', \hat{s}')$, she does the following:

- If she set $(x', y', \hat{s}')$, she does the following update with probability $p^*$ (doing nothing if no condition is satisfied):
  - If $y' = \hat{y}$, then $(\hat{y}, c_A) \leftarrow (\hat{y}, c_A) \oplus \hat{s}'$.
  - If $y' \neq \hat{y}$ and $\hat{s}' = \bullet$, then $(\hat{y}, c_A) \leftarrow (\hat{y}, c_A) \oplus \op_{y'}(\hat{y})$.
  - She sends ECC($\hat{y}$, $x'$, $\op_{\hat{y}'}(x')$).

- Otherwise, if she did not sent $(x', y', \hat{s}')$, she does nothing to $\hat{y}$, $c_A$ and sends ECC($\hat{y}$, $x$, $\bullet$).

- $\psi^B_t$ is defined to be the total number of good updates minus the number of bad updates Bob has done in response to messages $0, \ldots, t$.

For instance, since there’s an agreed-upon 0’th message from Bob to Alice, $\mathbb{E}[\psi^A_0] = 0.5$ and $\psi^B_0 = 0$. For $t = -1$, we let $\psi^A_{-1} = \psi^B_{-1} = 0$.

**Lemma 4.7**. After message $t$, $\psi^A_t \geq n$ if and only if Alice’s value of $\hat{y}$ is equal to $y$, and $\psi^B_t \geq n$ if and only if Bob’s value of $x$ is equal to $x$.

In particular, at the end of the protocol, Alice outputs $\hat{y} = y$ if and only if $\psi^A_T \geq n$, and Bob outputs $\hat{x} = x$ if and only if $\psi^B_T \geq n$.

**Proof.** We prove this for Alice, as the proof for Bob is identical. We keep track of the number of good updates Alice must do to have $\hat{y} = y$. At the beginning of the protocol, since $\hat{y} = \emptyset$, Alice needs to perform $n$ good updates (appending the $n$ bits of $y$) so that $\hat{y} = y$.

We show that any good update decreases this number by 1, and any bad update increases this number by 1. Then, at any point, $\hat{y} = y$ if and only if the number of good updates minus the number of bad updates is at least $n$.

To show that every bad update increases this number by 1, we show that a bad update (i.e., any update other than $(\hat{y}, c_A) \leftarrow (\hat{y}, c_A) \oplus \op_{y'}(\hat{y})$, when followed by the good update $(\hat{y}, c_A) \leftarrow (\hat{y}, c_A) \oplus \op_{y'}(\hat{y})$, results back in the original value of $(\hat{y}, c_A)$. If the bad update appends a bit to $\hat{y}$, then the new value of $\hat{y}$ must not be a prefix of $y$. Then the good update $\leftarrow$ undoes this. If the bad update deletes the last bit of $\hat{y}$ incorrectly, then re-appending this bit undoes this. If the bad update increases $c_A$ incorrectly, then $\hat{y} \neq y$, so the next good update is $\op_{y'}(\hat{y}) \neq \bullet$ which causes $c_A$ to decrease by 1. If the bad update decreases $c_A$ incorrectly, then $\hat{y} = y$, and the next good update is $\op_{y'}(\hat{y}) = \bullet$ which increases $c_A$ by 1.

For Alice, we group each consecutive pair of Alice-to-Bob and Bob-to-Alice messages (i.e., messages $2k - 1$ and $2k$). For Bob, we group each consecutive pair of Bob-to-Alice and Alice-to-Bob messages (i.e., messages $2k - 2$ and $2k - 1$), starting with the unsent message 0 which we recall is understood to be ECC($\emptyset$, $0$, $0$).

We define the following potential function for each $k \in \{0, T/2\}$:

- $\psi^A_k = \psi^A_{2k} + \min(\psi^B_{2k} + \min(\rho^A_{2k+1}, 0.5), n)$
- $\psi^B_k = \psi^B_{2k-1} + \min(\psi^A_{2k-1} + \min(\rho^A_{2k}, 0.5), n)$,

where $\rho^A_k$ and $\rho^B_k$ are defined as follows:

- For even $t$, $\rho^A_t$ is the expected number of good updates minus the number of bad updates that Alice will do in response to message $t$, given messages $1, \ldots, t - 1$, if message $t$ from Bob is uncorrupted.

- For odd $t$, $\rho^B_t$ is the expected number of good updates minus the number of bad updates that Bob will do in response to message $t$, given messages $1, \ldots, t - 1$, if message $t$ from Alice is uncorrupted. For instance, since Alice sends ECC($\hat{y}$, $0$, $x[1]$) as her first message, $\mathbb{E}[\rho^B_1] = 0.5$.

**Lemma 4.8**. If an $\alpha_{2k-1}$ fraction of message $2k - 1$ and an $\alpha_{2k}$ fraction of message $2k$ is corrupted, then

$$\mathbb{E}[(\psi^A_{2k} - \psi^A_{k-1})] \geq 1 - 66 - 3\alpha_{2k-1} - 3\alpha_{2k}.$$
If an $\alpha_{2k-2}$ fraction of message $2k-2$ and an $\alpha_{2k-1}$ fraction of message $2k-1$ is corrupted, then

$$\mathbb{E}[\Psi^B_k - \Psi^B_{k-1}] \geq 1 - 6\epsilon - 3\alpha_{2k-2} - 3\alpha_{2k-1}. \quad (4)$$

We delay the proof of Lemma 4.8 to Section 4.3.1 as it is quite long and instead use it to complete the proof of Theorem 4.6.

**Proof of Theorem 4.6.** Consider any adversarial corruption of Protocol 1 consisting of fewer than $\frac{1}{6} - 2\epsilon$ corruptions. We will show that Alice and Bob must both output the other party’s input correctly. Let $\alpha_1, \ldots, \alpha_T$ denote the fractional number of corruptions in messages 1, $\ldots$, $T$, such that $\alpha_1 + \cdots + \alpha_T < \left(\frac{1}{6} - 2\epsilon\right) \cdot T$. By default, we let $\alpha_0 = 0$. For $k \in [T/2]$, we define the random variables

$$\Phi^A_k = \Psi^A_k - k + 6\epsilon + \sum_{i=0}^{2k} 3\alpha_i,$$

$$\Phi^B_k = \Psi^B_k - k + 6\epsilon + \sum_{i=0}^{2k-1} 3\alpha_i.$$

Then, $\Phi^A_0 = \Psi^A_0 \in \{0.5, 1.5\}$ and $\Phi^B_0 = \Psi^B_0 = 0.5$.

By Lemma 4.8,

$$\mathbb{E}[\Phi^A_k] = \mathbb{E}\left[\Psi^A_k - k + 6\epsilon + \sum_{i=0}^{2k} 3\alpha_i\right] = \mathbb{E}[\Phi^A_{k-1}],$$

so $\Phi^A_k$ is a supermartingale with bounded distance

$$|\Phi^A_k - \Phi^A_{k-1}| = |\Psi^A_k - \Psi^A_{k-1} - 1 + 6\epsilon + 3\alpha_{2k-1} + 3\alpha_{2k}| \leq U^A_{2k} + U^B_{2k-1} + U^B_{2k+1} + \rho^B_{2k} - 1 + 6\epsilon + 3\alpha_{2k-1} + 3\alpha_{2k} < 10,$$

where $U^A_{2k}$ is $+1$, $-1$, or 0 if Alice made a good, bad, or no update respectively in response to message 2$k$, and $U^B_{2k}$ is defined the same way but for Bob in response to message 2$k$. Similarly, $\Phi^B_k$ is a submartingale with bounded distance $< 10$.

Note that if $\Psi^A_{T/2} \geq 2n$, then $\psi^A_{T/2} = \Psi^A_{T/2} - \min\{\psi^B_{T}, n\} \geq n$, meaning by Lemma 4.7 that Alice holds $\hat{y} = y$ at the end of the protocol. Thus, by Azuma’s inequality, the probability that Alice outputs correctly at the end of the protocol is at least

$$\Pr[\Psi^A_{T/2} \geq 2n] = 1 - \Pr[\Phi^A_{T/2} - \Phi^A_0 < -2n + \frac{T}{2} + 3T\epsilon + \sum_{i=0}^{T} 3\alpha_i - \Phi^A_0] \geq 1 - \Pr[\Phi^A_{T/2} - \Phi^A_0 < -2n + \frac{T}{2} + 3T\epsilon + \sum_{i=0}^{T} 3\alpha_i] \geq 1 - \exp\left(-\frac{en}{100}\right).$$

The same calculation for Bob shows that Bob outputs correctly at the end of the protocol with probability at least $1 - \exp\left(-\frac{en}{100}\right)$ as well. Then by a union bound, the probability that both parties output correctly is at least $1 - 2 \cdot \exp\left(-\frac{en}{100}\right)$. \hfill $\square$

4.3.1 Proof of Lemma 4.8. We only prove Inequality (3), as the proof for Inequality (4) is identical.

Define $\Psi_k$ to be $\psi^A_{2k} + \rho^A_{2k} + \min\{\psi^B_{2k-1}, n\}$. We will first determine the value of $\mathbb{E}[\Psi^A_k - \Psi^A_k]$, which we will then use to complete the proof of the lemma.

**Claim 4.9.** If $\psi^B_{2k-1} < n$, then

$$\mathbb{E}[\Psi^A_k - \Psi^A_k] \geq 0.5 - 3\epsilon - 3\alpha_{2k}. \quad (5)$$

If $\psi^B_{2k-1} \geq n$, then

$$\mathbb{E}[\Psi^A_k - \Psi^A_k] \geq -3\epsilon - 3\alpha_{2k}. \quad (6)$$

Proof. Define the random variable $U^A_{2k}$ to be 1 if Alice makes a good update, $-1$ if she makes a bad update, and 0 if she makes no update in response to message 2$k$. Let $ECC(x_{2k}, y_{2k}, \delta_{2k})$ be Bob’s intended message for message 2$k$, and let $m_{2k}$ be the message Alice receives. Let $(x_{2k}, y_{2k}, \delta_{2k}) \in \Sigma$ with a corresponding $\rho^B_{2k}$ be what Alice computes in her protocol, if they exist. Moreover, let $d_{2k} = d_{m_{2k}}(x_{2k}, y_{2k}, \delta_{2k})$. In order to show Equations (5) and (6), we will show they hold for any value of $(x_{2k}, y_{2k}, \delta_{2k})$, which implies they hold in expectation.

**Proof of Equation (5).** We first show that if $\psi^B_{2k-1} < n$, then $\mathbb{E}[\Psi^A_k - \Psi^A_k] \geq 0.5 - 3\epsilon - 3\alpha_{2k}$. To start, we have

$$\mathbb{E}[\Psi^A_k - \Psi^A_k] = \mathbb{E}\left[\psi^A_{2k} + \min\{\psi^B_{2k}, \min\{\rho^B_{2k+1}, 0.5\}, n\} - \psi^A_{2k} - \rho^A_{2k} - \min\{\psi^B_{2k-1}, n\}\right] = \mathbb{E}\left[\psi^A_{2k} + \psi^B_{2k} + \min\{\rho^B_{2k+1}, 0.5\} - \psi^A_{2k} - \rho^A_{2k} - \psi^B_{2k-1}\right] = \mathbb{E}[U^A_{2k} - \rho^B_{2k} + \min\{\rho^B_{2k+1}, 0.5\}].$$

as $\psi^B_{2k-1} = \psi^B_{2k} < n$, implying that $\psi^B_{2k} + \min\{\rho^B_{2k+1}, 0.5\}, \psi^B_{2k-1} \leq n$. We split the analysis into cases. In each case, we bound the three values $\mathbb{E}[U^A_{2k}], \rho^A_{2k}, \rho^B_{2k+1}$ separately, and combine them to bound $\mathbb{E}[\Psi^A_k - \Psi^A_k]$. Since $\psi^B_{2k-1} < n$, by Lemma 4.7, Bob’s value of $\hat{x}$ after receiving message 2$k-1$ is not $x$, i.e. $x_{2k} \neq x$. Thus, $\rho^A_{2k} \leq 0.5$. Furthermore, $\rho^B_{2k+1} \geq 0$ because any uncorrupted message Alice sends cannot cause Bob to perform a bad update. If no other constraint on $\rho^A_{2k}$ or $\min\{\rho^B_{2k+1}, 0.5\}$ is used in the final calculation, we omit its computation.

**Case 1:** $(x_{2k}, y_{2k}, \delta_{2k})$ does not exist.

- $\mathbb{E}[U^A_{2k}] = 0$ because Alice does not update.
- $\rho^B_{2k+1} \geq 0.5$ because she replies with $ECC(\hat{y}, x, \bullet)$, and $(\hat{x}, c_{2k}) \oplus op_{x, \hat{x}}$ is a positive update.
\[ \Psi_k^A = \frac{\Psi_k^B}{\Psi_k^B + \min\{\rho_{1k+1}^B, 0.5\}} \]

Case 2: \( (x_{2k}, y_{2k}, \delta_{2k}) = (x_{2k}, y_{2k}, \delta_{2k}^*) \) and \( (y_{2k} = \hat{y} \text{ or } \delta_{2k} = \star) \).

- \( U_{2k}^A = 0 \) because Alice will never change \( (\hat{y}, c_A) \) in response to \((x_{2k}, y_{2k}, \delta_{2k}^*)\) with the given constraints.
- \( \rho_{2k}^A \geq 0 \) because Alice makes a good update with probability \( \rho_{2k}^A = 0.5 - 3d_{2k}^* > 0 \), and \( d_{2k}^* \leq \alpha_{2k} \), so

\[ \mathbb{E}[U_{2k}^A] = 0.5 - 3d_{2k}^* \geq 0.5 - 3\alpha_{2k} \]

Again, we split the analysis into cases. In each case we compute \( \mathbb{E}[U_{2k}^A] \) and \( \rho_{2k}^A \) separately. Since \( \rho_{2k}^B \geq 0 \), by Lemma 4.7, \( x_{2k} = x \).

We have that \( \rho_{2k}^A \leq 1 \) (Alice cannot perform more than one good update in response to any possible message sent by Bob).

Case 1: \( (x_{2k}^*, y_{2k}, \delta_{2k}^*) \) does not exist.

- \( \mathbb{E}[U_{2k}^A] = 0 \) because Alice does not update.
- \( \rho_{2k}^A \leq 3\alpha_{2k} \). If \( y_{2k} = \hat{y} \), then \( \rho_{2k}^A \leq 1 \) and \( \alpha_{2k} > \frac{1}{2} \) since otherwise \((x_{2k}, y_{2k}, \delta_{2k})\) would’ve been \((x_{2k}, y_{2k}, \delta_{2k})\). Else if \( y_{2k} \neq \hat{y} \), \( \rho_{2k}^A \leq 0.5 \) and \( \alpha_{2k} > \frac{1}{2} \). Regardless, the result follows.

\[ \mathbb{E}[\Psi_k^A - \Psi_k] = \mathbb{E}[U_{2k}^A - \rho_{2k}^A] \geq 0 - 3\alpha_{2k} \geq -3\alpha_{2k} \]

Case 2: \( (x_{2k}, y_{2k}, \delta_{2k}) = (x_{2k}^*, y_{2k}^*, \delta_{2k}^*) \) and \( y_{2k} = \hat{y} \).

- \( \mathbb{E}[U_{2k}^A] \geq 1 - 3\alpha_{2k} \), because Alice makes a good update with probability \( \rho_{2k}^A = 0.5 - 3d_{2k}^* \) and \( \alpha_{2k} \geq d_{2k}^* \).
- \( \rho_{2k}^A \leq 0.5 \) since \( y_{2k} \neq \hat{y} \).

\[ \mathbb{E}[\Psi_k^A - \Psi_k] = \mathbb{E}[U_{2k}^A - \rho_{2k}^A] \geq 0.5 - 3\alpha_{2k} \geq -3\alpha_{2k} \]

Case 3: \( (x_{2k}, y_{2k}, \delta_{2k}) = (x_{2k}^*, y_{2k}^*, \delta_{2k}^*) \) and \( (y_{2k} \neq \hat{y} \text{ and } \delta_{2k} = \star) \).

- \( \mathbb{E}[U_{2k}^A] \geq 0.5 - 3\alpha_{2k} \). Alice makes a bad update with probability \( \rho_{2k}^A = 1 - 3d_{2k}^* \geq 0 \) ("at most" because she may make a good update or no update). Substituting \( d_{2k}^* \geq \frac{1}{2} - \alpha_{2k} \) which follows from Equation (1) gives the desired result.

\[ \mathbb{E}[\Psi_k^A - \Psi_k] = \mathbb{E}[U_{2k}^A - \rho_{2k}^A] \geq 0.5 - 3\alpha_{2k} \geq -3\alpha_{2k} \]

Case 5: \( (x_{2k}, y_{2k}, \delta_{2k}) = (x_{2k}^*, y_{2k}^*, \delta_{2k}^*) \) and \( (x_{2k}^* \neq x \text{ or } y_{2k}^* \neq \hat{y}) \).

- \( \mathbb{E}[U_{2k}^A] \geq 1 - 3\alpha_{2k} \). Alice makes a bad update with probability \( \rho_{2k}^A = 0.5 - 3d_{2k}^* \). Substituting \( d_{2k}^* \geq \frac{1}{2} - \alpha_{2k} \) gives the desired result.

\[ \mathbb{E}[\Psi_k^A - \Psi_k] = \mathbb{E}[U_{2k}^A - \rho_{2k}^A] \geq 1 - 3\alpha_{2k} - 0.5 + 0 = 0.5 - 3\alpha_{2k} \]

Proof of Equation (6). Next, we show that if \( \psi_{k-1}^B \geq n \), then

\[ \mathbb{E}[\Psi_k^A - \Psi_k] \geq -3\alpha_{2k} \]

Since \( \psi_{k-1}^B = \psi_{k}^B \geq n \), we have that

\[ \mathbb{E}[\Psi_k^A - \Psi_k] = \mathbb{E}\left[ y_{2k} \cdot \left\{ \min\{\psi_{k-1}^B + \min\{\rho_{k+1}^B, 0.5\}, n\} - \psi_{k-1}^A \right\} \right] \]
4.8 when \( \psi_{\text{2k-2}}^B < n \). In this case, we have that
\[
\Psi_k - \psi_{k-1}^A = \psi_{2k-1}^A + \rho_{2k-1} + \min(\psi_{2k-1}, n) - \psi_{k-1}^A
\]
\[
- \min(\psi_{2k-1}^B + \min(\psi_{2k-1}, 0.5), n)
\]
\[
= \rho_{2k-1} + \psi_{2k-1}^B - \min(\psi_{2k-1}, 0.5),
\]
since \( \psi_{2k-1}^A = \psi_{2k-2}^A \) and \( \rho_{2k-2} + \max(\rho_{2k-1}, 0.5) \).\( \rho_{2k-1} \leq n \). It thus holds that
\[
E[\psi_{k-1} - \psi_{k-1}^A] = E[(\rho_{2k-1} + \psi_{2k-1} - \min(\psi_{2k-1}, 0.5)) + (\psi_{2k-1} - \psi_{k-1})]
\]
\[
E[\psi_{k-1}^A - \psi_{k-1}^A] = E[\min(\rho_{2k-1}, 0.5) + \rho_{2k-1} + (\psi_{2k-1} - \psi_{k-1})].
\]
Again, we split the analysis into cases.

Case 1: \((y_{2k-1}', x_{2k-1}', \delta_{2k-1}')\) does not exist.

- \(E[t_{2k-1}^B] = 0 \) because Bob does not perform an update.
- \( \rho_{2k-1} \geq 0.5 \) because Bob’s next message is ECC(\(x, y, \bullet\)).
- \(E[\psi_k - \psi_{k-1}] \geq 0.5 - 3e - 3\sigma_{2k-1} \) since \( \psi_{2k-1} = \psi_{2k-2} < n \) because Bob never updates.
- \( \sigma_{2k-1} \geq \left( \frac{1}{2} - \epsilon \right) \) because \( (y_{2k-1}', x_{2k-1}', \delta_{2k-1}') \) does not exist.
- \(E[\psi_k - \psi_{k-1}] \geq E[\psi_{2k-1}] - \min(\rho_{2k-1}, 0.5) + E[\rho_{2k-1}]
\]
\[
+ E(\psi_{2k-1} - \psi_{k-1})
\]
\[
\geq 0 - 0.5 + 0.5 + (0.5 - 3e - 3\sigma_{2k-1})
\]
\[
\geq 1 - 6e - 3\sigma_{2k-1} - 3\sigma_{2k-1}.
\]

Case 2: \((y_{2k-1}, x_{2k-1}, \delta_{2k-1}) = (y_{2k-1}', x_{2k-1}', \delta_{2k-1}') \) and \((x_{2k-1} = x \) or \( \delta_{2k-1} = \bullet \)).

- \(E[t_{2k-1}^B] \geq 0.5 - \sigma_{2k-1} \). Bob makes a good update with probability \( \rho_{2k-1} \geq 0.5 - 3\sigma_{2k-1} \) and \( \sigma_{2k-1} \geq \frac{1}{2} - \epsilon \) giving the desired result.
- \(E[\psi_k - \psi_{k-1}] \geq 1 - 3e - 3\sigma_{2k-1} \). To see this, we consider if \( \psi_{2k-1} < n \) or \( \psi_{2k-1} < n \). If \( \psi_{2k-1} < n \), Bob must make a good update to message \( 2k = 1 \), so it holds that \( \rho_{2k-1} = 1 \) (since Bob’s next message is ECC(\(x, y_{2k-1} = y, \bullet, \rho_{2k-1}\))). and \(E[\psi_k - \psi_{k-1}] \geq 1 - 3e - 3\sigma_{2k-1} \).
- \(E[\psi_k - \psi_{k-1}] \geq 0 - 0.5 + 0.5 + (0.5 - 3e - 3\sigma_{2k-1})
\]
\[
\geq 1 - 6e - 3\sigma_{2k-1} - 3\sigma_{2k}.
\]

On the other hand, if \( \psi_{2k-1} < n \), \( \rho_{2k-1} \geq 0.5 \) since Bob’s next message is ECC(\(x, y_{2k-1}, \rho_{2k-1}\)), and \(E[\psi_k - \psi_{k-1}] \geq 0 - 0.5 + 0.5 + 1 - 3e - 3\sigma_{2k-1}
\]
\[
\geq 1 - 6e - 3\sigma_{2k-1} - 3\sigma_{2k}.
\]

We return now to the proof of Lemma 4.8. Recall that we want to show
\[
E[\psi_k - \psi_{k-1}] \geq 1 - 6e - 3\sigma_{2k-1} - 3\sigma_{2k}.
\]

We use Claim 4.9 to assist us in calculating \(E[\psi_k - \psi_{k-1}]\). Define \(U_{2k-1}^B\) to be \( 1 \) if Bob makes a good update, \( -1 \) if he makes a bad update, and \( 0 \) if he makes no update in response to message \( 2k - 1 \) from Alice. Let ECC(\(y_{2k-1}, x_{2k-1}, \delta_{2k-1}\)) be Alice’s intended message for message \( 2k \), and let \( m_{2k-1} \) be the message Bob receives. Let \((x_{2k-1}, y_{2k-1}, \delta_{2k-1}) \in \Sigma \) with a corresponding \(\rho_{2k-1} \) be what Bob computes in his protocol, if they exist. Let \(d_{2k-1}^* = d_{2k-1}(y_{2k-1}, x_{2k-1}, \delta_{2k-1})\). Note that the triple \((y_{2k-1}, x_{2k-1}, \delta_{2k-1})\) is not necessarily deterministic, but we will show that Equations (3) and (4) hold for any specific value of \((y_{2k-1}, x_{2k-1}, \delta_{2k-1})\).

The strategy is to note that
\[
E[\psi_k - \psi_{k-1}] = E[(\psi_k - \psi_{k-1}) + (\psi_k - \psi_{k-1})].
\]

We have already calculated \(E[\psi_k - \psi_{k-1}]\) in Claim 4.9, so it remains to analyze the term \(\psi_k - \psi_{k-1}\).

We split the analysis into two cases based on the value of \(\psi_{2k-2}^B\).
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**Case 5:** $(y_{2k-1}, x_{2k-1}, \delta_{2k-1}) \neq (y^*_{2k-1}, x^*_{2k-1}, \delta^*_{2k-1})$ and $(y^*_{2k-1} \neq y \text{ or } x^*_{2k-1} \neq \hat{x})$.

**Subcase 5.1:** The update corresponding to Bob receiving $ECC(y^*_{2k-1}, x^*_{2k-1}, \delta^*_{2k-1})$ is bad or none.
- $\mathbb{E}[\Psi^A_k - \Psi^A_{k-1}] \geq \mathbb{E}[U^B_{2k-1}] - \min(\rho^B_{2k-1} - 0.5, 0) + \mathbb{E}[\rho^A_k]$
  + $\mathbb{E}[\Psi^A_k - \Psi^A_k]$
  $\geq 0 - 0 + 0.5 + (0.5 - 3\sigma_{2k})$
  $\geq 1 - 6\epsilon - 3\sigma_{2k}$.  

**Subcase 5.2:** The update corresponding to Bob receiving $ECC(y^*_{2k-1}, x^*_{2k-1}, \delta^*_{2k-1})$ is good.
- $U^B_{2k-1} + \mathbb{E}[\Psi^A_k - \Psi^A_k] \geq 0.5 - 3\epsilon - 3\sigma_{2k}$. In the case that $\psi^B_{2k-1} \leq n$, Bob must’ve made a good update to message 2k – 1, so $U^B_{2k-1} = 1$, and we have that $\mathbb{E}[\Psi^A_k - \Psi^A_k] \geq 3 - 3\sigma_{2k}$. In the case that $\psi^B_{2k-1} < n$, we have $U^B_{2k-1} \geq 0$ and $\mathbb{E}[\Psi^A_k - \Psi^A_k] \geq 0.5 - 3\epsilon - 3\sigma_{2k}$.
- $\rho^B_{2k-1} \geq 0.5$ because Bob’s response is $ECC(\hat{x}, y, \bullet)$.
- $\sigma_{2k-1} \geq \frac{1}{2} - \epsilon$ because $(y_{2k-1}, x_{2k-1}, \delta_{2k-1}) \neq (y^*_{2k-1}, x^*_{2k-1}, \delta^*_{2k-1})$ so $\sigma_{2k-1} \geq \frac{1}{2} - \epsilon - d^*_2 - \frac{1}{2} = \frac{1}{2} - \epsilon$.
  $\mathbb{E}[\Psi^A_k - \Psi^A_{k-1}] \geq \mathbb{E}[U^B_{2k-1}] + (\Psi^A_k - \Psi^A_k) - \min(\rho^B_{2k-1} - 0.5, 0) + \mathbb{E}[\rho^B_{2k-1} - 0.5]$
  $\geq (0.5 - 3\epsilon - 3\sigma_{2k}) - 0.5 + 0.5$
  $\geq 1 - 6\epsilon - 3\sigma_{2k} - 3\sigma_{2k}$.  

**Proof of Lemma 4.8 when $\psi^B_{2k-2} \geq n$.** Finally, we consider the case where $\psi^B_{2k-2} \geq n$. We have that

$\Psi^A_k - \Psi^A_{k-1} = \Psi^A_{k} + \rho^A_k + \min(\psi^B_{2k-1} - n, \psi^B_{2k-2} - n) - \min(\psi^B_{2k-2} - n)$

$= \rho^A_k + \min(\psi^B_{2k-1} - n) - n$

since $\psi^B_{2k-1} = \psi^B_{2k-2}$ and $\psi^B_{2k-2} + \min(\psi^B_{2k-1} - n) \geq \psi^B_{2k-2} \geq n$. Then

$\mathbb{E}[\Psi^A_k - \Psi^A_{k-1}] = \mathbb{E}[\rho^A_k + (\min(\psi^B_{2k-1} - n) - n) + (\Psi^A_k - \Psi^A_{k-1})]$

Again, we split the analysis into cases. Note that $\mathbb{E}[\Psi^A_k - \Psi^A_{k-1}] \geq -3\epsilon - 3\sigma_{2k}$ by Claim 4.9.

**Case I:** $(y^*_{2k-1}, x^*_{2k-1}, \delta^*_{2k-1})$ does not exist.
- $\rho^A_k \geq 0.5$ because Bob’s next message is $ECC(\hat{x}, y, \bullet)$.
- $\psi^B_{2k-1} \geq n$ still because Bob does not update.
where Alice and Bob simulate an existing protocol resilient to $\pi$ of Alice and Bob’s inputs, all possible functions Alice and Bob might want to compute.

Case 4: $(y_{2k-1}, x_{2k-1}, \delta_{2k-1}) = (y_{2k-1}, x_{2k-1}, \sigma_{2k-1}).$

- $\rho_{2k}^A \geq \sigma_{2k-1}$ if Bob receives $\sigma_{2k-1}$ and Bob sets his next message to $\sigma_{2k-1}$.
- $\rho_{2k}^A = 1$ because Bob’s next message is ECC($x = \gamma$, $y_{2k-1} = \gamma$, op($y_{2k-1}$)).

$$\mathbb{E}[\Psi_k^A] = \mathbb{E}[\rho_{2k}^A + \min\{\psi_{2k-1}^A - \eta\} - n] + \mathbb{E}[\Psi_k^A - \psi_k]$$

$$\geq 1 - 3e - 3\sigma_{2k} - 3\sigma_{2k}$$

$$= 1 - 3e - 3\sigma_{2k} - 3\sigma_{2k}.$$
5.2 Analysis

We begin by proving several claims about Protocol 2.

Claim 5.2. Alice and Bob are never in the same mode at the same time.

Proof. We show that if Alice and Bob are in two different modes at the beginning of a block, then they cannot be in the same mode at the end of that block. Note that they transition between modes according to the cycle listener → speaker → passer → · · · and cannot transition more than once per block.

First assume Alice and Bob are listener and speaker in some order at the beginning of a block. It suffices to show the listener cannot become a speaker within that block. This is true because the listener only transitions if the first bit heard within the block is a 0 but the speaker only sends 0 after they receive a 1 confirming that a 1 has been received.

If Alice and Bob are passer and listener in some order, we show that the passer can only become a listener if the listener becomes a speaker. The passer only becomes a listener when they receive a 1, and the listener only sends 1 when they receive a (non-erased) bit from the passer. This bit received from the passer must be a 0, which will cause the listener to transition to speaker mode.

Finally, if Alice and Bob are speaker and passer in some order it suffices to show the speaker cannot become a passer. This is true because the passer only ever sends 0 in the block, and the speaker only transitions if they hear at least two 1’s.

Claim 5.3. The party that most recently left listener mode (or Alice if it is the start of the protocol) has a transcript T that is 1 bit longer than the other party’s.

Proof. This is true at the start of the protocol: Alice’s T is length 1, and Bob’s T is length 0. Since Alice and Bob cycle through listener → speaker → passer → · · · without ever being in the same mode at the same time by Claim 5.2, they alternate leaving listener mode starting with Bob (who begins in listener mode). Thus, every time a party leaves listener mode they add 2 bits to T, and the claim follows.

Claim 5.4. On inputs x, y, a party’s simulated transcript T is always a prefix of p₀(x, y).

Proof. A party only modifies T upon exiting listener mode, when they add two bits, one for the other party’s message and one for their own. We show that the first bit they added must be the correct next bit of p₀(x, y); it then follows that both bits must be the correct next two bits.

In the block B before the party (w.l.o.g. Alice) exits listener mode, the first bit she received in that block must’ve been a 0. This implies that Bob was in passer mode in block B; he cannot also be in listener mode by Claim 5.2, and he cannot be in speaker mode since then he’d only send 0 after receiving a 1 confirming Alice’s reception of a 1. The last block R prior to B that Bob was in speaker mode trying to send a bit b, he received a 1 from Alice confirming the reception of the bit b. Then, Alice must’ve received a nonzero sequence of 1’s followed by a nonzero sequence of b’s in block R. This must have also been the last block prior to block B that Alice received any bits: Bob sent only 0’s in blocks R + 1, . . . , B, and block B is the first time that Alice received a 0. Thus, Alice determines Bob’s bit b correctly and appends it and her next message to her transcript.

Claim 5.5. If a block has at most 1/4 − 3 corruptions, then at least one of Alice and Bob transitions modes at the end of the block.

Proof. To show this, we consider the possible combinations of Alice and Bob’s starting modes. If Alice and Bob are in speaker and listener mode, respectively, there are at least 2 (in fact 3) pairs of consecutive Alice-Bob rounds for which neither message is erased, since the adversary can only erase half of the communication for all but 3 Alice-Bob pairs. Let the bit of p₀ Alice is trying to send be b. Then, in the first such pair, Alice sends 1 and receives a 1 from Bob, and in the second such pair, she sends b and receives a 1. Then, at the end of the block, she transitions to passer mode. The case where Alice is listener and Bob is speaker is identical, except we disregard Alice’s first and last rounds and consider Bob-Alice pairs of messages. There are still at least 2 non-erased pairs, which is enough for Bob to communicate the two bits b, 1 and receive confirmation bits.

If Alice and Bob are in passer and listener mode, respectively, then consider Alice-Bob pairs of consecutive rounds. There is at least 1 such pair with no erasures. In this pair, Bob must hear Alice’s 0 so that he leaves listener mode at the end of the block. The case where Alice is in listener mode and Bob is in passer mode works analogously by grouping Bob-Alice rounds, ignoring the first and last rounds of the block.

If Alice and Bob are in speaker and passer mode, respectively, Bob only sends 0’s so that Alice only sends 1’s the entire block. Consider Alice-Bob pairs of consecutive rounds. There is at least 1 such pair with no erasures. In the first such pair, Bob hears Alice’s 1 so that he switches to listener mode at the end of the block. The case where Alice is in passer mode and Bob is in speaker mode works analogously, group Bob-Alice rounds and ignoring the first and last rounds of the block.

Theorem 5.6. Protocol 2 is resilient to 1/2 − 4ε fraction of erasures.

Proof. First we claim that if there are at least 3n₀ + 6 blocks at the end of which someone switches modes, then each party must leave listener mode at least n₀ times. To see this, note that at least one party must’ve switched modes at least 3n₀ + 3 times, so that they cycled through all three modes at least n₀ + 1 times. Since Alice and Bob are never in the same mode at the same time, this implies that the other party must’ve cycled through all three modes at least 3n₀ + 1 times. In particular, both parties left listener mode at least 3n₀ + 1 times.

Each time a party leaves listener mode, their transcript increases by length 2, so each party has a final transcript length of at least n₀. By Claim 5.4 this final transcript is correct.

Now suppose that there are ≤ (1/2 − 4ε) total erasures. Let ̂n denote the number of blocks with at most 1/4 − 3 erasures. Then ̂n satisfies the following inequality double counting the total number
of erasures:
\[
\left(\frac{1}{2} - 4\epsilon\right) \geq \frac{2\eta_0}{\epsilon^2} - \left(\frac{\eta_0}{\epsilon} - \hat{n}\right) \cdot \left(1 - \frac{1}{3}\right)
\]
\[
\implies \hat{n} \geq \frac{\eta_0}{\epsilon} - 2
\]
\[
\implies \hat{n} > \frac{6\eta_0}{\epsilon} - 6
\]
In the last step, we can assume \(\eta_0 \geq 2\) because Alice and Bob talk at least once each in \(n_0\). As such, the blocks where someone switches modes is at least \(3\eta_0 + 6\), so Alice and Bob must both have a correct final transcript of length at least \(\eta_0\) at the end of the protocol.

\[\square\]
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