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Abstract. This paper investigates the model for pedestrian flow firstly proposed in [Cristiani et al., DOI:10.1137/140962413]. The model assumes that each individual in the crowd moves in a known domain, aiming at minimizing a given cost functional. Both the pedestrian dynamics and the cost functional itself depend on the position of the whole crowd. In addition, pedestrians are assumed to have predictive abilities, but limited in time, extending only up to θ time units into the future, where θ ∈ [0, ∞) is a model parameter. 1) For θ = 0 (no predictive abilities), we recover the modeling assumptions of the Hughes’s model, where people take decisions on the basis of the current position of the crowd only. 2) For θ → ∞, instead, we recover the standard mean field game (MFG) setting, where people are able to forecast the behavior of the others at any future time and take decisions on the basis of the current and future position of the whole crowd. 3) For very short values of θ (typically coinciding with a single time step in a discrete-in-time setting), we recover instead the MFG setting joined to the instantaneous model predictive control technique. 4) For intermediate values of θ we obtain something different: as in the Hughes’s model, the numerical procedure to solve the problem requires to run an off-line procedure at any fixed time t, which returns the current optimal velocity field at time t by solving an associated backward-in-time Hamilton–Jacobi–Bellman equation; but, differently from the Hughes’s model, here the procedure involves a prediction of the crowd behavior in the sliding time window [t, t+θ), therefore the optimal velocity field is given by the solution of a forward-backward system which joins a Fokker–Planck equation with a Hamilton–Jacobi–Bellman equation as in the MFG approach. The fact that a different forward-backward system must be solved at any time t arises new interesting theoretical questions. Numerical tests will give some clues about the well-posedness of the problem.
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1. Introduction. This paper deals with the modeling of pedestrian dynamics in the framework of mean field games, with a particular focus on numerical tests which, hopefully, will give useful insights for future theoretical investigations.

Pedestrian modeling has a long-standing tradition, starting from the pioneering papers by Hirai and Tarui [30], Okazaki [38], and Henderson [39] in the ’70s. Since then, all types of models were proposed, spanning from microscale to macroscale, including multiscale ones, both differential and nondifferential (e.g., cellular automata). A number of review papers and books are now available [1, 8, 22, 27, 28, 29, 34, 47, 49, 51], we refer the interested reader to these references for an introduction to the field. It is also useful to mention that models for pedestrians often stem from those developed in the context of vehicular traffic [36, 51]. Moreover, there is a strict connection between pedestrian modeling and control theory, see, e.g., [2, 22] and reference therein.

Beside the scale of observation, a good criterion to classify pedestrian flow models is on the basis of their rationality, predictive ability and knowledge of the environment.

• At the top of the list we find the models based on the mean field game (MFG) theory [4, 5, 11, 24, 33, 34, 45]. In this case it is assumed that each pedestrian perfectly knows the environment it moves in, and is able to forecast the movement of the group mates at
any future time. Moreover, each pedestrian wants to follow a trajectory which minimizes some cost criterion (e.g., it wants to reach a given target in minimum time). It is also assumed that the dynamics of each pedestrian and/or the cost of each trajectory is influenced by the distribution of the whole crowd, therefore pedestrians moving in the same environment are in competition with each other: each pedestrian cannot select its optimal path until all the others have chosen their path, i.e. until the crowd as a whole has defined its dynamics. This “game” hopefully leads to a Nash equilibrium, i.e. a set of paths, one for each person, such that no player can lower its own expected cost by changing its strategy while the other players keep theirs unchanged.

The MFG approach is based on the coupling of a forward-in-time Fokker–Planck (FP) equation, which describes the evolution of the density of the crowd, and a backward-in-time Hamilton–Jacobi–Bellman (HJB) equation, which returns the optimal velocity field to be used to drive the crowd dynamics at any time.

Using the theory of MFG for describing pedestrian dynamics was criticized by some authors (see, e.g., [11]) since it seems that assumptions are not totally realistic. In fact, it is difficult that all pedestrians constituting a crowd have such a predictive abilities, unless we consider a crowd moving in a very well known area in a recurring way like, e.g., daily commuters in a train station.

• In order to create more usable models, crowd predictive abilities were reduced to a certain extent. Some authors proposed to include a discount factor in the cost functional in such a way that long-term forecast of the crowd distribution has a low impact in the instant decisions, see e.g. [7, 9, 24]. These models, often referred to as “myopic” or “partially blind”, try to describe the fact that people are able to forecast the behavior of themselves and the others only to a certain extent. However, it is important to note that the discount factor only lowers the weight of future decisions without completely annihilating it.

• If we assume instead that pedestrians are not able to forecast the movements of the crowd we fall in the Hughes-type models. Hughes’s model [43] (see also [42] for its interpretation in the framework of optimal control theory) assumes that pedestrians perfectly know the whole environment and are able to compute their optimal path taking into account the distribution of the whole crowd at the current instant only. They cannot predict the positions of the others, nor, a fortiori, take decisions based on that prediction.

The Hughes’s model is based on two coupled PDEs: a forward-in-time conservation law for the evolution of the density of the crowd, and a stationary HJB (in particular, the Eikonal equation), which returns – at any fixed time – the optimal velocity field to be used to drive the crowd dynamics at that time.

Hughes’s model was deeply investigated from the modeling [11, 44, 52], numerical [16], and theoretical point of view [3, 14, 25, 29, 30, 32]. To further reduce the capabilities of the pedestrians, one can assume that they have no clear view of the whole environment. This is done introducing a cone of vision so that decisions are made taking into account only the nearest part of the crowd [17].

• Finally, if we assume that pedestrians have a target but they are not able to compute the optimal path to reach it given the crowd distribution, we fall in the framework of basic models. These models are typically constituted by two ingredients: 1) a given (precomputed) velocity/force field, which steers all single pedestrians to the target assuming that no other is present in the area. 2) An interaction velocity/force field which describes the interactions with group mates. The interaction field is typically constituted by a repulsive force exerted by the crowd on each pedestrian. It can be local, if only the pointwise density of the crowd is used to evaluate the interaction with group
mates, or nonlocal, if each pedestrian evaluates the density of the crowd in a surrounding area. The sum of the two fields gives the final velocity/force which steer the pedestrian motion, see, e.g., [12] for a cellular automata, [19] for a first-order macroscopic model, [8] for a second-order macroscopic model, [18, 21] for nonlocal models, [35, 37, 38] for the classical agent-based social force model. These models can show some artifacts. In fact, if some obstacles are present, pedestrians can be pushed by the crowd inside the obstacles. A suitable treatment of the obstacles (including walls) must be then adopted, see, e.g., [20] for some hints.

In this paper we investigate the model for pedestrian flow firstly proposed in [23]. As in the MFG approach, the model assumes that each individual in the crowd knows the domain it is moving in and aims at minimizing a given cost functional. Both the pedestrian dynamics and the cost functional itself depend on the position of the whole crowd. We consider both the finite-horizon and minimum-time problems. The main novelty is that pedestrians do have predictive abilities, but they are limited in time, extending only up to \( \theta \) time units into the future, where \( \theta \in [0, \infty) \) is a model parameter. To our knowledge, this is the first paper which considers a customizable time-window for prediction. Numerical tests will show the impact of such parameter on crowd dynamics.

Note that for \( \theta = 0 \) (no predictive abilities) we recover the modeling assumptions of the Hughes’s model, while for \( \theta \to \infty \) we recover the pure MFG setting. For very short values of \( \theta \) (typically coinciding with a single time step in a discrete-in-time setting), instead, we recover the MFG setting joined with the instantaneous model predictive control technique [24].

For intermediate values of \( \theta \), we get a rather complex behavior of the crowd, which reflects on the numerical algorithm used to solve the equations: as in the Hughes’s model, the numerical procedure requires to run an offline procedure at any fixed time \( t \), which returns the current optimal velocity field at time \( t \) by solving an associated backward-in-time HJB equation; but, differently from the Hughes’s model, here the procedure involves a prediction of the crowd behavior in the sliding time window \( [t, t+\theta) \), therefore the optimal velocity field is given by the solution of a forward-backward system which joins a forward FP equation with a backward HJB equation as in the MFG approach. The fact that at any time \( t \) a different forward-backward system must be solved arises new interesting theoretical questions. Numerical tests will give some clues about the well-posedness of the problem.

The paper is organized as follows: in Section 2 we present the model in the framework of both finite-horizon and minimum-time problems. In Section 3 we give some details about the numerical approximation and the algorithm to compute the solution of the considered equations. In Section 4 we present several numerical tests, also discussing some numerical evidences about the well-posedness of the problems.

2. The model. Let us consider a mass of numerous and indistinguishable people moving in a two-dimensional domain, and let us denote by \( \rho(x,t) \) their density function at point \( x \) and time \( t \).

2.1. Finite-horizon problem. In order to set up the finite-horizon control problem, let us fix a time horizon \( T > 0 \) and focus on a single test pedestrian, denoting its position by \( y(t) \in \mathbb{R}^2 \). The pedestrian moves in the space interacting with the surrounding crowd. We describe its dynamics by the following stochastic ordinary differential equation

\[
\begin{cases}
    dy(s) = V(y,s; \alpha(y,s),\rho(\cdot,s)) \, dt + \sqrt{2\sigma} \, dW_s, & t < s \leq T \\
    y(t) = x 
\end{cases}
\]
where \( t \geq 0 \) is a generic initial time, \( x \in \mathbb{R}^2 \) is a generic initial position, \( \sigma \geq 0 \) is the diffusion parameter, and \( W \) is the Wiener process. The velocity term \( V \in \mathbb{R}^2 \) is given by the sum of two terms:

\[
V(y,s;\alpha(y,s),\rho(\cdot,s)) := \alpha(y,s) + V_{\text{int}}(y,s;\alpha(y,s),\rho(\cdot,s)).
\]

The control \( \alpha \) is the part of the dynamics which the pedestrian can govern, and can be freely chosen in a set of admissible controls \( \mathcal{A} \)

\[
\mathcal{A} := \{ f : \mathbb{R}^2 \times [0,T] \to A : A \subset \mathbb{R}^2 \text{ bounded}\}.
\]

The interaction velocity \( V_{\text{int}} \), instead, takes into account the interactions with the crowd and depends both on \( \alpha(y,s) \) and the whole distribution \( \rho \) at time \( s \), possibly in a nonlocal way; we will denote the solution to (2.1) by \( \bar{y} \) and depends both on \( V \)

\[
\text{the interaction velocity}
\]

\[
\text{is a repulsion (social) force which acts against the others. In this way pedestrians tend to avoid most crowded regions, since they are uncomfortable or simply because they slow down the motion. Similarly to [23], we define}
\]

\[
V_{\text{int}}(y,s;\alpha(y,s),\rho(\cdot,s)) := - \int_{S(y;\alpha)} C_{\text{rep}} \frac{\zeta - y}{|\zeta - y|^2} \rho(\zeta,s) d\zeta \quad (2.6)
\]

where \( C_{\text{rep}} \geq 0 \) is a model parameter and \( \mathcal{S}(y;\alpha) := \{ \zeta \in \mathbb{R}^2 : R_0 \leq |\zeta - y| \leq R \text{ and } (\zeta - y) \cdot \alpha > 0 \} \quad (2.7) \)
is a \textit{sensory region} which defines the zone where the crowd has an influence on the pedestrian dynamics. The parameters $R_0, R > 0$ rule the size of the sensory region, while, assuming that pedestrians walk pointing their head and gaze in the direction $\alpha$, the condition $(\zeta - y) \cdot \alpha > 0$ translates the fact that pedestrians react to what it is in front of them only.

Overall, the dynamics introduced above lead to the following behavior of the pedestrian: it points towards the direction $\alpha$ but it is repulsed by people it has in front through $V_{\text{int}}$. It tries to place itself in the regions of the space where $\ell$ is low and, at final time $T$, it tries to find itself where $g$ is low.

\textit{Mean-Field Game.} If we assume that all the pedestrians want to behave optimally minimizing the same functional cost $J$, we enter the field of MFGs. In fact, the optimal trajectory $\bar{y}^*$ for a single pedestrian can be computed only if the entire distribution $\rho$ of the crowd is known at every time $t \in [0, T]$; but – in turn – the distribution of the crowd can be computed only if the motion of each pedestrian constituting the crowd itself is known. This leads to a game where each pedestrian is in competition with each other and need to guess the others’ behavior in order to find its own optimal strategy. If all people succeed, i.e. everyone behaves optimally assuming the others do not change their strategy unilaterally, the system has reached a \textit{Nash equilibrium}, which is the kind of equilibrium we are interested in.

Following the fundamentals of the MFG theory, we know that, once the equilibrium is reached, the evolution of the density function $\rho$ is described by the following Fokker-Planck equation
\[
\begin{cases}
\partial_s \rho (y, s) + \text{div} \left( \rho V (y, s; \alpha^*(y, s; \rho), \rho(\cdot, s)) \right) = \sigma \Delta \rho (y, s), & y \in \mathbb{R}^2, \quad s \in (0, T], \\
\rho (y, 0) = \rho_0 (y), & y \in \mathbb{R}^2
\end{cases}
\tag{2.8}
\]
where $\rho_0$ is the initial spatial distribution of the crowd and $\alpha^*$ is found as in (2.5) using the solution to (2.8) as input. It is clear that (2.4) and (2.8) are coupled together and must be solved as a one in the entire time window $[0, T]$.

\textit{Limited prediction ability.} We are now ready to introduce the model we want to investigate. The main novelty is that the optimal control problem for the test pedestrian (2.1)-(2.3) is solved assuming that, at any time $s$, the density function $\rho$ is known only until time $s + \theta$. This means that pedestrians forecast the evolution of the crowd only for a time $\theta$ in the future and compute their optimal strategy on the basis of that prediction. Since all the pedestrians are able to do that, we face again a MFG, but restricted in the time window $[s, s + \theta]$. Moreover, since the time window moves forward as time $s$ increases, the game changes continuously in time and a new Nash equilibrium must be found every time $s$.

Note that the presence of the terminal condition $g$ at time $T$ force us to solve the backward-in-time HJB equation in the whole time horizon $[0, T]$. To do that, we need to have $\rho$ defined in the whole time horizon too. This can be achieved by prolonging $\rho$ after time $s + \theta$ in some way, for example freezing the prediction at time $s + \theta$ as we do in the following.\footnote{Another trivial way to prolong the density in time could be to assume that the density is null from time $s + \theta$ to time $T$. Our choice to freeze the density at $s + \theta$ is inspired by the Hughes’s model, in which the optimal control problem is solved assuming the current density persists until final time.}
The model reads as

$$\begin{align*}
\begin{cases}
\partial_s \rho(y,s) + \nabla \cdot (\rho V(y,s;\alpha^*,\rho)) = \sigma \Delta \rho(y,s), & y \in \mathbb{R}^2, \ s \in (0,T) \\
\rho(y,0) = \rho_0(y), & y \in \mathbb{R}^2
\end{cases}
\end{align*}$$

(2.9)

where, for any fixed $s$, $\alpha^*(y,s)$ is computed by solving the following forward-backward system:

$$\begin{align*}
\begin{cases}
\partial_t \tilde{\rho}(y,\tau) + \nabla \cdot (\tilde{\rho} V(y,\tau;\alpha^*,\tilde{\rho})) = \\
\quad = \sigma \Delta \tilde{\rho}(y,\tau), & y \in \mathbb{R}^2, \ \tau \in (s,\min\{s+\theta,T\}) \\
\tilde{\rho}(y,s) = \rho(y,s), & y \in \mathbb{R}^2
\end{cases}
\end{align*}$$

(2.10)

Equation (2.9) is the main dynamics from initial to final time. The density $\rho$ solution to this equation is the function we will show in the numerical tests. The system (2.10), instead, is the ancillary MFG to be solved at any time $s$. The forward part predicts the dynamics between $s$ and $s+\theta$, then $\tilde{\rho}$ is used to reconstruct the density function $\rho^\theta$ in the whole time interval $[0,T]$. Finally $\rho^\theta$ is used to compute the optimal control $\alpha^*$ through the HJB equation. Note that, once $\alpha^*(\cdot)\alpha^*$ is found, only $\alpha^*(\cdot,s)$ is actually used to move forward in (2.9). (and yes, it is a pity to throw away all those calculations.)

**Remark 2.1.** The question arises if the model (2.9)-(2.10) is covered by the classical theory of MFGs, so that well-posedness can be proven using established results [46]. The answer seems to be negative due to the fact that a different MFG has to be solved each time $s$. Even if the regularity of $\alpha^*$ can be proven at any fixed time $s$, it is more difficult to get regularity results with respect to time.

### 2.2. Minimum-time problem.

In the context of pedestrian dynamics it is common to consider the minimum-time-to-target problem rather than finite-horizon problem. This is due to the fact that in typical evacuation problems people are confined in a bounded domain and they want to reach the exit as far as possible. If multiple exits are present and/or the density is large enough to create congestion, the optimal evacuation strategy can be hard to devise.

To this end, let us denote by $\Omega \subset \mathbb{R}^2$ the bounded domain the pedestrians move in and want to leave. Let us also denote by $T \subseteq \partial \Omega$ the target (exits) on the boundary of the domain to be reached in minimal time. We drop the functions $\ell$ and $g$ and we rewrite the functional cost as the first time the trajectory hits the target

$$J(x,t;\alpha,\rho) := \min\{s : \bar{g}(s;x,t,\alpha,\rho) \in T\}$$

(2.11)
(could be \( +\infty \) if the trajectory never hits the target). Finally, we consider a fully deterministic dynamics by setting \( \sigma = 0 \) in (2.1). In the end, the two FP equations in the model (2.9)-(2.10) remain unchanged (apart from the diffusion term which disappears), while the HJB equation assumes the form

\[
\begin{aligned}
\left\{ \begin{array}{ll}
-\partial_t \phi(x,t;\rho^0) + \max_{\alpha \in A} \{-V(x,t;\alpha,\rho^0) \cdot \nabla \phi(x,t;\rho^0)\} - 1 = 0, & x \in \Omega \setminus \mathcal{T}, \quad t > 0 \\
\phi(x,t) = 0, & x \in \mathcal{T}, \quad t \geq 0 \\
\phi(x,t) = +\infty, & x \in \partial \Omega \setminus \mathcal{T}, \quad t \geq 0
\end{array} \right.
\]  

(2.12)

see [22] Sect. 4.4] for a more detailed derivation.

In this context, the value function \( \phi(x,t) \) indicates the minimal time to reach the target starting from \( x \) at time \( t \). The boundary conditions on \( \partial \Omega \) is added so that it is never convenient to reach the boundary of the domain (unless an exit is there). In this way, the optimal velocity field will tend to keep the pedestrians inside the domain. However, the presence of the interaction velocity \( V_{\text{int}} \), which is out of control of the pedestrians, could lead to a velocity field which actually points outside the domain. Therefore, an impermeable boundary condition is needed in the FP equation too. To enforce this constraint we modify the velocity field \( V \), zeroifying the component of the vector \( V \) which points outside the domain.

3. Numerical approximation and computation. The numerical approximation of (2.9)-(2.10) is challenging. In order to avoid an uncontrolled propagation of the numerical error, we employ simple first-order schemes for both FP and HJB equations.

In order to actually implement a numerical scheme on a finite grid, a final time \( T \) is necessarily introduced also for the minimum-time problem. In this case, we manually check that the entire crowd leaves the domain well before time \( T \), so that we do not introduce alien temporal boundary conditions in the HJB equation.

Similarly, a bounded domain \( \Omega \) (instead of \( \mathbb{R}^2 \)) must be used in the finite-horizon problem. Boundary conditions in the HJB equation are imposed by setting \( \phi = +\infty \) on the boundary cells. In such a way reaching the boundary is never optimal for the crowd.

Regarding the FP equation, instead, we refer the reader to [20] for a general treatment of the boundary.

3.1. Notations. Let us denote by \((x^1,x^2)\) the two components of the space vector \( x \). The computational domain \( \Omega \times [0,T] \) is divided in cells of side \( \Delta x^1 \times \Delta x^2 \times \Delta t \), where \( \Delta x^1, \Delta x^2 \) are the space steps and \( \Delta t \) is the time step. Let us assume that \( T \) is a multiple of \( \Delta t \) to avoid rounding, and define \( n_T := \frac{T}{\Delta t} \in \mathbb{N} \). Similarly, we choose \( \Omega \) as a rectangular domain of size \( n^1 \Delta x^1 \times n^2 \Delta x^2 \), with \( n^1, n^2 \in \mathbb{N} \). The generic cell is defined as

\[
C^n_{i,j} := \left[ x^1_i - \frac{\Delta x^1}{2}, x^1_i + \frac{\Delta x^1}{2} \right) \times \left[ x^2_j - \frac{\Delta x^2}{2}, x^2_j + \frac{\Delta x^2}{2} \right) \times [t^n, t^{n+1})
\]

where, as usual,

\[
\{x^1_0,\ldots,x^1_{n^1}\}, \quad \{x^2_0,\ldots,x^2_{n^2}\}, \quad \{t^0,\ldots,t^{nT}\}
\]

are the grid points along each dimension, respectively. We also denote by \( \rho^n_{i,j} \) the approximation of the value \( \rho((x^1_i,x^2_j),t^n) \). Analogous notation is also used for the other functions \( \phi, g, \ell, V, \alpha \). Finally, let us define the set of indices

\[
I^S_{i,j}(\alpha^*) := \{r,s : C^r_s \in \mathcal{S}_{i,j}(\alpha^*) \}
\]

which will be used to refer to the sensory region (2.7) on the grid.
3.2. Fokker-Planck equation. Regarding the advection part of the Fokker-Planck equation, we consider the push-forward numerical scheme originally proposed in [50] and then used in [20] [21] [22]. Although it exhibits a diffusive behavior, it is able to reproduce the main features of pedestrian flow such as merging and splitting.

The scheme is used for both the forward equations, i.e. for approximating both \( \rho \) and \( \tilde{\rho} \). Let us focus on \( \rho \) for notation convenience.

The push-forward scheme is truly two-dimensional and follows the physics of the underlying problem: at each time step, some mass leaves the cell \( C_{i,j} \), while other mass coming from neighboring cells enters \( C_{i,j} \). A CFL condition of the form

\[
\Delta t \max_{i,j,n} \{ V^n_{i,j} \} \leq \min(\Delta x^1, \Delta x^2)
\]

(3.1)
is imposed to avoid that any pedestrian mass covers a distance larger than a cell in one time step.

The balance of mass is given by [22 Sect. 5.5.2]

\[
\rho_{i,j}^{n+1} = \frac{1}{\Delta x^1 \Delta x^2} \sum_{r,s \in I^{\alpha*}_{i,j}} \rho_{r,s}^n \mathcal{L}(C_{i,j} \cap \gamma^n(C_{r,s}; \alpha_{i,j}^{*,n}, \rho^n)), \quad n = 0, \ldots, n_T - 1,
\]

(3.2)

where \( \mathcal{L}(K) \) denotes the Lebesgue measure of any subset \( K \subset \mathbb{R}^2 \), and

\[
\gamma^n(\zeta; a, \rho^n) := \zeta + V(\zeta, n \Delta t; a, \rho^n) \Delta t, \quad \zeta \in \mathbb{R}^2, \quad a \in A
\]
is the discrete-in-time map which pushes the mass forward.

The scheme (3.2) can be written in a more computer-friendly form as follows: let us denote by \( \delta_{i,j} \) the standard Kronecker delta and by \( (\ )^\pm \) the positive/negative part. Let us also define \( X := \Delta t V \) and denote by \( X^1, X^2 \) are the two components of the vector \( X \). Then, the scheme (3.2) can be written as

\[
\rho_{i,j}^{n+1} = \frac{1}{\Delta x^1 \Delta x^2} \sum_{r,s \in I^{\alpha*}_{i,j}} \rho_{r,s}^n \Gamma_{r,s}^{1,n} \Gamma_{r,s}^{2,n}, \quad n = 0, \ldots, n_T - 1,
\]

(3.3)

where

\[
\Gamma_{r,s}^{1,n} := (X_{r,s}^1)^+ \delta_{r,i-1} + (X_{r,s}^1)^- \delta_{r,i+1} + (\Delta x^1 - |X_{r,s}^1|) \delta_{r,i},
\]

\[
\Gamma_{r,s}^{2,n} := (X_{r,s}^2)^+ \delta_{s,j-1} + (X_{r,s}^2)^- \delta_{s,j+1} + (\Delta x^2 - |X_{r,s}^2|) \delta_{s,j}.
\]

Regarding the diffusion part, the Laplacian operator is discretized by a standard 5 points finite difference approximation:

\[
\Delta \rho((x^1, x^2), t^n) \approx \frac{1}{\Delta x^1 \Delta x^2} \left( \rho_{i+1,j}^n + \rho_{i-1,j}^n + \rho_{i,j+1}^n + \rho_{i,j-1}^n - 4\rho_{i,j}^n \right).
\]

All together, the final scheme reads as

\[
\begin{cases}
\rho_{i,j}^{n+1} = \frac{1}{\Delta x^1 \Delta x^2} \sum_{r,s \in I^{\alpha*}_{i,j}} \rho_{r,s}^n \Gamma_{r,s}^{1,n} \Gamma_{r,s}^{2,n} + \\
\rho_{i,j}^0 = \frac{1}{\Delta x^1 \Delta x^2} \int_{C_{i,j}} \rho_0(y) dy
\end{cases}
\]

(3.4)
3.3. Hamilton-Jacobi-Bellman equation. For the HJB equation we employ a first-order semi-Lagrangian scheme \[13, 31\]. For simplicity, in the following we drop the dependency of all variables on \( \rho \). The scheme is easily built using backward-in-time first-order finite difference for time derivative
\[
\partial_t \phi((x_1^i, x_2^j), t^n) \approx \frac{\phi_{i,j}^n - \phi_{i,j}^{n-1}}{\Delta t},
\]
and a discrete partial derivative in space
\[
V((x_1^i, x_2^j), t^n; a) \cdot \nabla \phi((x_1^i, x_2^j), t^n) \approx \frac{\phi_{i,j}^n(\omega_{i,j}^n(a)) - \phi_{i,j}^n}{h},
\]
where \( h > 0 \) is small and
\[
\omega_{i,j}^n(a) := (x_1^i, x_2^j) + hV_{i,j}^n(a)
\]
(\( \omega_{i,j}^n \) corresponds to the foot of characteristics obtained integrating the controlled advection dynamics by means of a first-order explicit Euler approximation for a time step \( h \).) So we get
\[
-\frac{\phi_{i,j}^n - \phi_{i,j}^{n-1}}{\Delta t} = \min_{a \in A} \left\{ \frac{\phi^n(\omega_{i,j}^n(a)) - \phi_{i,j}^n}{h} + \ell_{i,j}^n(a) \right\} + \sigma[\Delta \phi]_{i,j}^n
\]
and then, choosing \( h = \Delta t \), multiplying by \( \Delta t \), and discretizing the Laplacian operator as before, we get
\[
\begin{align*}
\phi_{i,j}^{n-1} &= \min_{a \in A} \left\{ \phi^n(\omega_{i,j}^n(a)) + \Delta t \ell_{i,j}^n(a) \right\} + \frac{\sigma \Delta t}{\Delta x_1 \Delta x_2} \left( \phi_{i+1,j}^n + \phi_{i-1,j}^n + \phi_{i,j+1}^n + \phi_{i,j-1}^n - 4\phi_{i,j}^n \right), \quad n = n_T, n_T - 1, \ldots, 2, 1 \\
\phi_{i,j}^{nT} &= g(x_1^i, x_2^j)
\end{align*}
\]
(3.5)
One further step is needed to make the scheme fully discrete: in fact, the point \( \omega_{i,j}^n \) is not, in general, a grid point. Therefore the value of the function \( \phi \) at time \( t^n \) at that point must be interpolated using only values of \( \phi \) at grid points only. We do that using a bilinear interpolation which uses the four vertexes of the cell in which the point falls. Finally, we approximate the set \( A \) with a discrete set \( \{a_1, \ldots, a_K\} \) constituted by \( K \) points, and then we perform the search for the minimum simply comparing all the \( K \) possible values.

Once the solution to (3.5) is computed, the optimal control is given by
\[
\alpha_{i,j}^{s,n} = \arg\min_{a \in A} \left\{ \phi^n(\omega_{i,j}^n(a)) + \Delta t \ell_{i,j}^n(a) \right\}.
\]
(3.6)

3.4. Mean-field game and convergence to Nash equilibrium. Once the numerical schemes for the FP and the HJB equations are set, they must be duly coupled to solve the forward-backward system \[2.10\]. We adopt an iterative scheme which alternates the computation of the solution of the forward equation and the backward equation, starting with the backward one.

\[
\begin{array}{c}
\phi \quad \xrightarrow{\text{HJN}} \quad \alpha^* \\
\downarrow_{\text{FP}} \quad \rho^\theta \quad \leftarrow \quad \tilde{\rho}
\end{array}
\]
Another index $k = 1,2,\ldots$ is used to count the iterations. We denote by $\rho^\theta_{(k)}$ and $\phi_{(k)}$ the solutions to the system after iteration $k$. Convergence of the forward-backward system is monitored evaluating the (discrete version of the) distance $E_k$ defined by

$$E_k := \|\rho^\theta_{(k)} - \rho^\theta_{(k-1)}\|_{L^1(\Omega \times [0,T])}.$$ 

(3.7)

It is known that this kind of iterative algorithm can be not convergent to the solution of the problem even if the problem is provably well-posed. If this happens, the solution can be stabilized employing the fictitious play strategy [10, 15], i.e. by passing to the HJB equation a linear combination of the previously computed solutions of the FP equations $\rho^\theta_{(k)},\rho^\theta_{(k-1)},\rho^\theta_{(k-2)}\ldots$. In that learning procedure, agents keep memory of the previous choices of the others, and not only of the last ones.

Conversely, if the problem has multiple solutions (i.e. multiple Nash equilibria), it is likely that the algorithm starts oscillating between two of them and never stabilizes. In the latest case, the distance $E_k$ converges to a nonzero value or does not converge at all.

Summarizing, the complete algorithm to solve equations (2.9)-(2.10) reads as

1. Set $n = 0$ and initialize $\rho^0$;
2. Iterate the solution to FP and HJB in (2.10) with schemes (3.4) and (3.5) until $E_k$ tends to 0 or at least stabilizes (otherwise a fixed maximal number of iterations is adopted);
3. Use $\alpha^{*n}$ computed in (3.6) to move forward the main FP equation (2.9) again with scheme (3.4) from time step $n$ to time step $n+1$;
4. Go to step 2 with $n \leftarrow n+1$, until $n_T$ is reached.

**Remark 3.1.** Actually it is not really needed to run the algorithm until the final time $T$ (i.e. for $n_T$ time steps). In fact, the main forward equation (2.9) can be stopped at time $T - \theta$ since, at that time, we already know the complete solution thanks to prediction until time $T$ obtained by solving (2.10). This allows to save a certain amount of computational time.

**Remark 3.2.** In the case of the MFG with limited predictive abilities (i.e. $0 < \theta < T$), several possibilities can appear: it is possible that, for a fixed $\theta$, the forward-backward system is well-posed for some time instants and ill-posed for other time instants. Alternatively, it is possible that for a fixed time instant $t$, the model is well-posed for some $\theta$’s and ill-posed for other $\theta$’s. Numerical tests will give some clues on this point.

**4. Numerical simulations.** In this section we present five numerical tests for both finite-horizon and minimum-time problems. We restrict ourselves to observe the qualitative behaviour of the crowd, leaving more quantitative and practical aspects to a future research. In all tests we set $A = B(0,1)$ (discretized by $K = 32$ points, all on the boundary of the ball), $\Omega = [0,1]^2$ with $n^1 = n^2 = 50$ ($\Delta x^1 = \Delta x^2 = 0.02$), $R_0 = 0.01$, $R = 0.06$.

**4.1. Finite-horizon problem.** Here we focus on the finite-horizon scenario with and without diffusion term. Test 1 investigates the connection between uniqueness of the Nash equilibrium and convergence of the numerical algorithm. Test 2 highlights the effect of the key parameter $\theta$ of the proposed model on the pedestrian dynamics.

**4.1.1. Test 1: Well-posedness.** In this test we choose $T = 0.5$ (with $n_T = 600$), $\sigma = 0.05$, $\ell(\rho) = 3\rho$, and $g(x^1, x^2) = \sqrt{(x^1 - 0.5)^2 + (x^2 - 0.5)^2}$. At initial time, pedestrians are arranged in a square of side 0.1 in the left-bottom corner of the domain, see Fig. 4.1(a). The repulsion parameter is $C_{\text{rep}} = 0$, therefore we get $V_{\text{int}} = 0$. This means that the coupling between FP and HJB is all in the running cost $\ell$. 
In this case, the structure of the MFG system (obtained with $\theta = T$), falls into the framework in which existence and uniqueness of the solution have been proved, see [46].

As expected, the crowd starts moving towards the center of the domain, diffusing around its barycenter, due to the diffusion term and the running cost itself. In this test we do not show the crowd behaviour, which is rather trivial, instead we focus on the convergence of the algorithm. Hereafter, we will say that the algorithm converges if $E_k \to 0$ as $k \to +\infty$, see (3.7).

We have performed several simulations for different values of $\theta$, ranging from $\theta = 0$ to $\theta = T$. Numerical evidence suggests the existence of a threshold value $\overline{\theta}$ for the parameter $\theta$ in order to guarantee convergence. In particular, we observe that our algorithm converges, for every time step $n$, only for small values of $\theta$ (in our test $\theta < \overline{\theta} = 0.23$). Otherwise, the algorithm does not converge, i.e. $E_k \to E > 0$ as $k \to +\infty$.

Employing the stabilizing fictitious play strategy (see Sect. 3.4), instead, we recover convergence at each time step and for any $\theta$. This is in agreement with the theoretical results which assure well-posedness of the theoretical problem as well as the convergence of the numerical algorithm, at least for the MFG case ($\theta = T$).

In conclusion, numerics seem to suggest that the problem is well-posed for any $\theta$, but the algorithm becomes less and less stable as $\theta$ increases, therefore some stabilization strategy is needed to get numerical convergence.

**Computational time.** Since in this test the algorithm converges in a finite number of steps, it is possible to compute the CPU time with no ambiguity. We run the numerical code on a laptop equipped with an Intel Core i7-1060NG7 processor and 16 GB RAM. The code is serial.

- For $\theta = 0$ we do not need forward-backward iterations and the computation until final time $T$ takes 7 m 50 s.
- For $\theta = 0.08$ we need 7 iterations to complete every forward-backward step (2.10). We stop the main forward equation (2.9) at time $t = T - \theta = 0.42$, see Remark 3.1. Computation takes 5 h.
- For $\theta = 0.2$ we need 17 iterations to complete every forward-backward step (2.10). We stop the main forward equation (2.9) at time $t = T - \theta = 0.3$, see Remark 3.1. Computation takes 9 h 55 m.
- For $\theta = T$ we need 49 iterations to complete the only forward-backward step (2.10). The main forward equation (2.9) is not solved at all. Computation takes 4 m 54 s.

We can see that the feature of limited predictive abilities enormously increases the computational effort, because of the large number of MFGs (2.10) to be solved.

### 4.1.2. Test 2: The role of parameter $\theta$.

In this test we show the behaviour of the crowd for different values of $\theta$. We choose $T = 1$ (with $n_T = 200$), $\sigma = 0$, $\ell(x^1) = -2x^1 + 3$, and $g(x^1, x^2) = \sqrt{(x^1 - 0.5)^2 + (x^2 - 0.5)^2}$, while the initial distribution of pedestrians is as in Test 1, see Fig. 4.1. The repulsion parameter is $C_{\text{rep}} = 6$. Note that here $\ell$ does not depend on $\rho$. This means that, conversely to Test 1, the coupling between FP and HJB is all in the interaction velocity $V_{\text{int}}$.

Figure 4.2 shows different frames of three representative simulations performed varying the value of $\theta$. We compare the case of $\theta = 0$ (Hughes’s type model with no prediction ability), $\theta = 0.25$, and $\theta = T$ (standard MFG with complete prediction ability), at three time steps of the simulations. Numerical results reproduce the expected behavior. In fact, regardless of the value of $\theta$, the crowd moves from the left to the right, in order to reach regions where the running cost has lower values, but, when the final time approaches, the group turns to reach the center of the domain where $g$ is minimal.

The effect of the time window for the prediction reflects in different strategies adopted
A Generalized Mean-Field Game Model with Limited Predictive Abilities

Fig. 4.1. Test 2: Given functions

Fig. 4.2. Test 2: Density evolution for three different values of θ

by pedestrians to reach the center at the final time: as θ increases pedestrians anticipate the change of direction towards the center. In particular, from the very beginning a larger number of pedestrians move from the bottom of the domain toward the center, since this will give them an advantage later on, when they will approach the center of the domain. Indeed, the possibility to forecast the position of the others allows people to understand that approaching too much the right side (to save the running cost) will create a difficulty
to reach the center later on (to save the final cost), because of the large mass of people one will find in front along the way back.

4.2. Minimum-time problem. Here we consider two different settings in the context of minimum-time problems. In Test 3 & 4 we consider a square room with two exits, and an initial mass of people arranged in two separated groups. As we did in Test 1 & 2, we first investigate convergence properties of the proposed algorithm and then the effect of $\theta$ on the dynamics. Finally, in Test 5, we consider the case of a single time-dependent exit.

4.2.1. Test 3: Well-posedness. In this test we choose $T = 1.5$ ($n_T = 200$), $\sigma = 0$, $C_{\text{rep}} = 8$, and $R = 0.06$. The initial configuration is constituted by two separated groups located at the bottom and near the right side of the room, respectively, see Fig. 4.3. Two exits are placed on the bottom side of the domain, one on the left and one the right, respectively.

![Fig. 4.3. Tests 3 & 4: Initial pedestrian configuration $\rho_0$ and exit location along the bottom side](image)

As already observed in Remark 2.1, uniqueness of the solution for our model is not guaranteed. As in Test 1, we observed the behaviour of the distance $E_k$ for every time step $n$ and for every $\theta \in [0, T]$. The results we have obtained lead to some possible conclusions: first of all, regardless of the value of $\theta > 0$, the distance $E_k$ converges to zero only for some time steps of the simulation (sometimes none of them), and this is true even if the fictitious play strategy is employed. This suggests that the solution is not unique. Moreover, since a different forward-backward system is solved at every time, at every time a different batch of multiple solutions could appear; therefore, a tree-like model of possible outcomes arises. This is not true for the standard MFG, where there is only one forward-backward system to be solved, therefore multiple solutions, if any, appear only once and refer to the whole dynamics.

Secondly, the number of time instants in which convergence occurs decreases as $\theta$ increases. This confirms what we have already observed in Test 1, namely that there is a sort of “degree of ill-posedness” which increases together with $\theta$.

In conclusion, numerics seem to suggest that the problem is ill-posed for any $\theta > 0$ and the algorithm becomes more and more unstable as $\theta$ increases. Moreover, for intermediate $\theta$’s (i.e. $0 < \theta < T$), one can combine along the temporal line all the possible solutions obtained at any fixed time.

4.2.2. Test 4: The role of parameter $\theta$. Keeping the same scenario and parameters of Test 3, we now focus on the effect of $\theta$ on the density evolution. To this end, we run three simulations with $\theta = 0, 0.15, 0.75$, see Fig. 4.4. In the case $\theta = 0$, pedestrians

\[\text{This curiously resembles the theory of multiverse in physics.}\]
react to current crowd distribution only and then they are not able to predict the formation of a huge congestion near the rightmost exit. (a) As a consequence, all people move toward that exit, which is the closest one. (d,g) After a while, however, some people understand that the rightmost exit is not convenient and come back, heading toward the leftmost exit, eventually reaching it.

Here the introduction of predictive abilities has a clear effect: some people understand in advance that heading left is the best option. (b) In the case $\theta = 0.15$, some people belonging to the smaller group move leftward from the very beginning, (e,h) while others initially move rightward and U-turn only after a while. Separation occurs gradually as time goes on and people predict the extent of the congestion. (c,f,i) In the case $\theta = 0.75$, instead, people are able to forecast the whole dynamics since the initial time. Therefore the split occurs only at the beginning and no one changes its mind afterwards.

(g,h,i) The different behaviour is also visible in the last frame: the larger $\theta$, the shorter the exit time of people moving to the left. This certifies the higher degree of optimality of the dynamics with prediction.

4.2.3. Test 5: Time-dependent exit. In this test we consider a time-dependent target. We choose $T = 2.5$ ($n_T = 200$), $\sigma = 0$, $C_{\text{rep}} = 8$. The crowd is initially arranged in the center of the domain and the exit is located on the top side of the domain, see Fig.
At a certain time $\bar{t}$, the exit closes and another exit, in the lower side, opens. We assume that pedestrians are able to forecast the change of the exit only $\Theta$ time units in advance, where $\Theta > 0$ is a novel parameter which combines in a nontrivial manner with $\theta$.

The dependence on time of the exit – i.e. the position of the target $T$ – is obtained easily, since the problem is already set in space-time: $T \times [0, T]$ is just a nonconnected set which is located on the top of the domain for $t \in [0, \bar{t}]$ and on the bottom of the domain for $t \in (\bar{t}, T]$, see Fig. 4.5(b).

The ability of forecasting the change of the exit location is instead more tricky. This is obtained by passing to the HJB equation a potentially different target $T = T(s)$ at every time $s$, i.e. every time a forward-backward must be solved. Until time $s = \bar{t} - \Theta$, the target $T(s)$ describes an exit fixed at the top of the domain for all times $t \in [0, \bar{t}]$. In this way pedestrians will solve their minimum-time problem believing that the exit will stay on the top forever. After time $s = \bar{t} - \Theta$, the target $T(s)$ changes and describes the exit as it is really found, i.e. at the top for $t \in [0, \bar{t}]$ and on the bottom elsewhere.

Fig. 4.6 shows three frames of the density evolution for three different values of $\theta$, respectively; the parameters $\bar{t}$ and $\Theta$ are the same for all cases and are set to $\bar{t} = 0.48$ and $\Theta = 0.24$, thus $\bar{t} - \Theta = 0.24$.

(a) In the case $\theta = 0$, the crowd initially moves upward toward the target. As usual in the Hughes’s model, the part of the crowd furthest from the exit moves a bit to the side trying to overcome the people in front. This is indeed the best strategy if the rest of crowd stood still (which they do not). As a consequence, the typical heart-shaped configuration appears. (d) At $t = 0.26 > \bar{t} - \Theta$ the crowd is already aware that the exit will change position. Nevertheless, people are not able to forecast the formation of the congestion near the exit on top and then find it convenient not to change direction. After a while, though, they see the formation of the queue and turn down. (g) Now pedestrians which did not left the domain yet head down to reach the exit at the bottom.

In the case $\theta = T$ (MFG), the behaviour is rather different: (c) the heart-shaped configuration is less evident since people, being able forecasting the others, understand that moving aside is not convenient. Moreover, at time $\bar{t} - \Theta$ (when the crowd learns of the forthcoming change of the exit), people are already able to forecast the forthcoming congestion at the top, then the crowd immediately splits and a part of it starts moving downward. (f) At $t = 0.26 > \bar{t} - \Theta$ the crowd is already separated and a part of it is moving down. (i) Finally, all the remaining pedestrians move down and leave the domain from the bottom.
(b,e,h) The case $\theta = 0.25$ is in between the two extreme assumptions of the other models and seems to achieve a compromise regarding the behaviour of the crowd. We can see that the crowd both widens to the sides (as real crowds do) and splits as soon as people become aware of the forthcoming change.
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