Simulating Airplane Aerodynamics with Body Forces: Actuator Line Method for Non-planar Wings
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Two configurations typical of fixed-wing aircraft are simulated with the actuator line method (ALM): a wing with winglets and a T-tail. The ALM is extensively used in rotor simulations to model the blades by body forces, which are calculated from airfoil data and the relative flow velocity. This method has not been used to simulate airplane aerodynamics, despite its advantage of allowing coarser grids. This may be credited to the failure of the uncorrected ALM to accurately predict forces near the tip of wings, even for simple configurations. The recently-proposed vortex-based smearing correction shows improved results, suggesting those limitations are part of the past. For the non-planar configurations studied in this work, differences between the ALM with the original smearing correction and a non-linear lifting line method (LL) are observed near the intersection of surfaces, because the circulation generated in the numerical simulation differs from the calculated corrected circulation. A vorticity magnitude correction is proposed, which improves the agreement between ALM and LL. This second-order correction resolves the ambiguity in the velocity used to define the lift force. The good results indicate that the improved ALM can be used for airplane aerodynamics, with an accuracy similar to the LL.

Nomenclature

\[ \mathbf{A}_y, \mathbf{A}_z = N \times N \text{ matrix of influence coefficients} \]
\[ \text{ALM} = \text{actuator line method} \]
\[ \text{ALM}^1 = \text{actuator line method without vorticity magnitude correction} \]
\[ \text{ALM}^{VMC} = \text{actuator line method with vorticity magnitude correction} \]
\[ b_y, b_z = \text{measure of the sensitivity of the circulation to a change in the velocities in } y \text{ and } z \text{ directions} \]
\[ c = \text{chord of the airfoil} \]
\[ C_d, C_l = \text{local airfoil drag and lift coefficients, define based on the local velocity} \]
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\( C_{U_0}^c \) = lift coefficient defined based on the corrected force and the velocity at infinity \( C_{U_0}^c = 2F^c \left( \rho U_0^2 c \right) \)

CFD = computational fluid dynamics

\( f \) = body force, in three dimensions

\( F_{2D} \) = force per spanwise unit length

\( F_d, F_l \) = drag and lift forces per spanwise unit length

LL = non-linear lifting line method

\( L_X, L_Y, L_Z \) = size of numerical domain

\( N \) = number of control points

\( p \) = pressure

\( R \) = span

\( Re \) = Reynolds number \( Re = U_0 R / \nu \)

\( s \) = spanwise distance to the center of the wing

\( u \) = flow velocity, in three dimensions \( u = (u_x, u_y, u_z) \)

\( u_r \) = magnitude of the relative velocity between the flow and the airfoil, \( u_r = \sqrt{u_y^2 + u_z^2} \)

\( u_y, u_z \) = \( N \times 1 \) vector of flow velocity values

\( u^c \) = corrected velocity

\( u^m \) = missing velocity

\( u^s \) = velocity sampled from the numerical simulation

\( u^v \) = velocity induced by vortex of Gaussian core

\( u^{vi} \) = velocity induced by ideal vortex

\( U_0 \) = undisturbed flow velocity, \( U_0 = 1 \) in the \( Z \)-direction

\( U_y, U_z \) = \( N \times 1 \) vector of undisturbed velocity values

\((x, y, z)\) = local reference system defined by a cross-section of the wing

\((X, Y, Z)\) = global reference system

\( \alpha \) = effective angle of attack

\( \alpha_g \) = geometric angle of attack

\( \beta \) = normalized difference of circulations

\( \Gamma \) = vector of circulation values

\( \Gamma \) = circulation

\( \delta() \) = Dirac delta function

\( \Delta x \) = average grid spacing

\( \varepsilon \) = smearing parameter, length parameter of the Gaussian function
I. Introduction

The actuator line method (ALM) was originally developed by Sørensen and Shen \[1\] to represent blades of wind turbines in numerical simulations of the Navier-Stokes equations, focused on simulations of wind turbine wakes. In this method, the blade is modeled by body forces distributed along a line. The body forces are calculated using the local relative flow velocity and tabulated airfoil data \[1\].

Since then, the ALM has become one of the most used methods for modeling wind turbine blades in numerical simulations. The reviews by Sørensen \[2\], Sanderse et al. \[3\] and Breton et al. \[4\] can provide an overview of how this method relates to other numerical methods used in wind energy aerodynamics. A few of the early examples of applications of this method for the study of horizontal-axis wind turbine wakes are summarized in \[5\]. It has also been used in other applications, such as propellers \[6–8\], helicopter and rotorcraft blades \[9–12\], tidal turbines \[13–15\], vertical-axis turbines \[16, 17\] and kite-based power systems \[18, 19\].

The main advantage of the ALM is that it allows coarser resolution in the regions around the blade, because there is no need to capture the boundary layer or even the geometry of the airfoil in order to accurately calculate the forces, greatly reducing the grid size. This advantage is not unique to rotating blades, it can be a way to include wings in Navier-Stokes (or Reynolds-averaged Navier–Stokes) simulations, for low and middle-fidelity simulations, in diverse applications. Nevertheless, so far, this method has not been applied to wings and tails of airplanes. Translating wings are routinely simulated with the ALM. However, the motivation for these simulations of non-rotating wings is, generally, to validate the method, in the process of applying the method to rotating blades \[20–27\]. Thus, usually, the simulations are limited to simple geometries such as elliptic \[20, 25\] or constant chord planar wings \[21, 24, 27\].

One possible explanation for the lack of adoption of this technique for airplane aerodynamics is that, until recently, the ALM misrepresented the forces near the tip of the wings \[21, 26\]. Hence, a tip correction is usually employed in
rotor simulations. Since most tip corrections are tuned for rotating blades, the forces on translating wings did not agree with theoretical predictions.

However, this drawback does not seem to be an issue anymore. Dağ and Sørensen [26] (originally in [28]) proposed a vortex-based correction that is tuning-free and makes the results of the ALM similar to that of a numerical lifting line. Dağ and Sørensen [26] observed that the bound vortex created by the actuator line possesses a Gaussian core, similar to a Lamb-Oseen vortex [29–31]. The authors then conjectured that this pattern would be extended to the vortex sheet and proposed a correction to the velocity that accounted for the difference in the velocity induced by a Lamb-Oseen vortex and an ideal vortex (vortex filament with infinitesimal vortex core). This correction was later proved to be based on the mathematical and physical properties of the model by Martínez-Tossas and Meneveau [24]. They recognized that the Gaussian distribution of vorticity for the bound vortex had been proved by Forsythe et al. [9] and proved that the shed vorticity would also have a similar distribution of vorticity. Martínez-Tossas and Meneveau [24](originally in [32]) also proposed a similar correction for translating wings, calling it “subfilter-scale velocity correction” or “filtered actuator line model”. Meyer Forsting et al. [25] showed that the results of an ALM without correction agree with the results of a vortex method with a Gaussian core, while the results of the ALM with a vortex-based smearing correction agree with the results of a vortex method with ideal vortices.

The vortex-based smearing corrections of Dağ and Sørensen [26] and Meyer Forsting et al. [25] relied on iterative methods. Recently, Kleine et al. [27] proposed a non-iterative method, based on the linearization of the equations, that replaces the iterative method with the solution of a small linear system, inspired by the linear lifting line method. Additional contributions of that work include a more accurate calculation of the difference of the velocity induced by a smeared vortex segment, based on analytical integration of the equations of the velocity induced by a vortex with Gaussian core, and the implementation of a free-vortex wake method, that maintains the generality of the method when compared to the implementation with a prescribed vortex sheet.

All the mentioned smearing corrections mentioned differ slightly on implementation choices, but the corrections are based on the same general idea. For the details on the implementations, the readers are referred to each original work, but [27] also provides some comparison between previous works [24–26]. In the present study and our previous work [27] we focus on the accuracy and generality of the correction, but if computational cost is favored, Meyer Forsting et al. [33] presents other implementation choices that reduce the computational time for rotating blades.

In the present work, we use the term “vortex-based smearing correction” or simply “smearing correction”, a nomenclature popularized by the works of Meyer Forsting et al. [25, 33, 34]. The works of Dağ and Sørensen [26] and Meyer Forsting et al. [25] compared the results of translating wings to the results of the lifting line method, showing good agreement. Nevertheless, Kleine et al. [27] improved on that agreement by constructing a lifting line method and an actuator line method that are compatible with each other. The results of the ALM with vortex-based smearing correction were observed to be equal to the results of a non-linear lifting line method within the limits of a first-order
method, for a planar wing with constant chord. This means that, for an induced velocity in the order of $10^{-2}$ of the freestream velocity, the differences were observed to be in the order of $10^{-4}$. Hence, for practical purposes, the ALM with smearing correction can be considered equivalent to a lifting line method that can be integrated into a Navier-Stokes solver.

In summary, the ALM enables the integration of lifting lines with a CFD (Computational Fluid Dynamics) solver with viscous effects, which is not allowed by the classical lifting line, allowing the study of the interaction of lifting lines with more complex flows. Also, it generally does not suffer from the instabilities of traditional free-vortex wake methods. Nevertheless, the main advantage is that it allows grids that are coarser than traditional CFD methods that model the blades as wall boundary conditions. Similar to immersed boundary methods, it allows the use of simple grids for complex geometries or moving lifting surfaces, with the advantage of allowing a coarser discretization than immersed boundary methods. Thus, the ALM can be considered a viable alternative for low and middle-fidelity simulations of wings.

Due to the recent advancements and the remarkable agreement with the lifting line method, there are reasons to believe that the ALM with smearing correction achieved a level of accuracy sufficient to be used to simulate lifting surfaces of fixed-wing aircraft. This is the main concept explored in this work. Some lifting surface configurations typical of fixed-wing aircraft are simulated with the ALM and compared to a non-linear iterative lifting line method. We focus on two complex geometries commonplace in airplanes: a wing with winglets and a T-tail configuration. These configurations have not been studied in the past, due to not being common in rotating blades and the known limitations of the ALM before the conception of the smearing correction.

Initially, for these non-planar wings, our results using the ALM with smearing correction presented higher-than-expected errors. Hence, a second-order correction is proposed, which is necessary for geometries such as wings with winglets and T-tail configurations. This second-order correction is also based on the same ideas that led to the design of the vortex-based smearing correction: the vorticity created by smeared body forces. As explained in section II, this correction is applied to the body force to correct the magnitude of the vorticity generated in the numerical simulation.

Regarding the traditional application of the ALM, to wind turbines and rotors in general, the vorticity magnitude correction would also be useful in simulations of rotating blades with winglets or other non-planar wingtip devices. These configurations have been drawing more attention for their possible increase in efficiency and performance [35–37] of a single turbine or as a mechanism to change the behavior of the near or far wake [38–40], which could improve the power production of wind farms or reduce vortex-induced vibrations and noise.

The vorticity magnitude correction is presented in section II, together with a brief introduction to the actuator line method with smearing correction. The numerical method used in the simulations is described in section II.B and the results are shown in section III. Finally, section IV contains the main conclusions of the work.
II. The actuator line method

In this section, a short introduction to the actuator line method (ALM) with vortex-based smearing correction is provided. For a more detailed description of the method used in this work and its theoretical background, the reader is referred to [27, 41].

The incompressible Navier-Stokes equation written in primitive variables (pressure \( p \) and velocity \( \mathbf{u} \)) are [42, 43]:

\[
\frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} = -\frac{1}{\rho} \nabla p + \nu \nabla^2 \mathbf{u} + \mathbf{f}
\]  

(1)

where \( \rho \) and \( \nu \) are the density and kinematic viscosity of the fluid, respectively. The body force term, \( \mathbf{f} \), in the case of the actuator line method, is used to model the turbine [1, 42, 43]. The body forces are based on the two-dimensional force per spanwise unit length, \( \mathbf{F}_{2D} \), given by

\[
\mathbf{F}_{2D} = (F_l, F_d) = \left( \frac{1}{2} \rho u_r^2 c C_l, \frac{1}{2} \rho u_r^2 c C_d \right)
\]

(2)

where \( F_l \) and \( F_d \) are the lift and drag forces (lift is perpendicular to the relative velocity and drag is parallel to the relative velocity, see figure[V], calculated from the relative velocity \( u_r \), the local chord \( c \) and the two-dimensional lift and drag coefficients, \( C_l \) and \( C_d \), which are obtained from the airfoil data at the local Reynolds number and angle of attack \( \alpha \) (calculated using the local relative velocity).

In the ALM, to avoid numerical problems related to singularities, the forces need to be distributed smoothly on several mesh points. The forces are usually projected into the grid by the convolution with a regularization kernel which is usually a three-dimensional Gaussian kernel (\( \eta_3 \)) with the same constant Gaussian width, \( \varepsilon \), in the three directions

\[
\eta_3(x, y, z) := \frac{1}{\pi^{\frac{3}{2}} \varepsilon^3} \exp \left( -\frac{x^2 + y^2 + z^2}{\varepsilon^2} \right).
\]

(3)

Non-uniform and anisotropic kernels have also been proposed [20, 23, 42, 44, 46], but these are not investigated in the
present work. The body force term, \( f \), is then calculated as

\[
f = \left( \frac{1}{\rho} \mathbf{F}_{2D} \delta(y) \delta(z) \right) * \eta_3
\]  

(4)

where \( * \) indicates the convolution of the two functions and \( \delta \) is the Dirac delta function. This can be written as

\[
f = \left( \frac{1}{\rho} \mathbf{F}_{2D} * \eta \right) (x) \eta(y) \eta(z)
\]  

(5)

where \( x \) is the local spanwise direction and \( \eta \) is the one-dimensional Gaussian function

\[
\eta(x) := \frac{1}{\pi^{1/2} \delta} \exp \left( -\frac{x^2}{\delta^2} \right).
\]  

(6)

If the force \( \mathbf{F}_{2D} \) is considered constant in at each spanwise section, an analytical formula for the convolution is available, which is provided in \([27]\).

However, the smearing of the forces by the convolution operation makes the vorticity generated in the numerical simulation to also be spread. As a consequence, the velocity induced by this smeared vorticity would present errors, that would be carried into the force calculations. Historically, ad-hoc or semi-empirical tip corrections were used to correct the forces or velocities. Nevertheless, the recently derived vortex-based smearing correction \([24–27]\) is a correction that is based on the mathematical and physical properties of the simulation that corrects the velocity used to calculate the forces.

In the smearing correction, a corrected velocity \( \mathbf{u}^c \) is calculated from the velocity sampled from the numerical simulations \( \mathbf{u}^s \) as

\[
\mathbf{u}^c = \mathbf{u}^s + \mathbf{u}^m
\]  

(7)

where \( \mathbf{u}^m \), termed “missing velocity”, is a velocity defined as the difference of the velocity induced by ideal vortices, \( \mathbf{u}^{vi} \), and the velocity induced by vortices with a Gaussian distribution of vorticity, \( \mathbf{u}^v \):

\[
\mathbf{u}^m = \mathbf{u}^{vi} - \mathbf{u}^v.
\]  

(8)

The missing velocity is obtained by creating a vortex-based method that runs in conjunction with the CFD simulation. Previous works differed slightly in this vortex-based method, which are briefly compared in \([27]\). In the present work, we use the non-iterative method with the free-vortex wake method described in \([27]\) (unless otherwise stated). In this method, the vortex sheet is formed by following passive particles that are advected with \( \mathbf{u}^s \), the circulation is found by solving a small linear system inspired by the lifting line method and the missing velocity is calculated from the
multiplication of an influence matrix and the vector of circulation. The details are provided in [27].

A topic that is not addressed in previous works is the magnitude of the circulation generated in the CFD simulation, which is treated in section [LA].

A. Vorticity magnitude correction

One of the principal aspects of the smearing correction is that it acts on the velocity that is used to calculate the forces, but does not modify the velocity in the CFD simulation directly. Also, it does not correct the vorticity created by the body forces. In other words, the vorticity created by the actuator line is smeared and the velocity induced by the vorticity in the simulation is still affected by this smearing. Hence, when evaluating the velocity at the control point, two velocities are defined: \( \mathbf{u}^s \) which is the velocity sampled from the simulation and \( \mathbf{u}^c \) which is the corrected velocity used to calculate the forces. In most cases, the magnitude of these velocities is approximately the same. Because of this, previous works did not discuss in depth the ambiguity in the calculation of forces and application of these forces to the CFD simulation.

However, for non-planar wings, especially in the case of wings with winglets or near the intersection of a horizontal and a vertical tail, the bound vortex of one surface induces a velocity on the other surface that may be relevant compared to the freestream velocity. This induced velocity is not well represented in the calculated velocity field, \( \mathbf{u}^s \), being considered almost only in the missing velocity, \( \mathbf{u}^m \). For this case, the difference between \( \mathbf{u}^s \) and \( \mathbf{u}^c \) may not be negligible. Therefore, it is important to resolve this ambiguity.

The corrected lift force is calculated from the corrected velocity \( F_i^c = \frac{1}{2}\rho u_c^2 c C_i \). The corrected circulation, which is used by the smearing correction, is calculated using the Kutta-Joukowski theorem, \( F_i^c = \rho u_c^2 \Gamma^c \). The numerical solver, however, does not know the corrected velocity, the only velocity known by the numerical solver is \( \mathbf{u}^s \). The lift force imposed as body force, \( F_i^s \), is usually the corrected force. Imposing a lift force \( F_i^s = F_i^c = \rho u_c^2 \Gamma^c \) would result in the creation of circulation equal to

\[
\Gamma^s = \frac{F_i^s}{\rho u_c^2} = \frac{\mathbf{u}^c}{u_c^s} \Gamma^c. \tag{9}
\]

Thus, in the standard vortex-based smearing correction, the circulation created in the CFD simulation is different from the circulation calculated from the corrected velocity and the corrected lift force.

The reason for this difference is simple, the Kutta-Joukowski theorem binds the velocity, the lift force and the circulation. Since the velocity in the numerical simulation is different from the corrected velocity, either the circulation or the lift coefficient must be different. By imposing the same lift coefficient, the result is a difference in the circulation created in the numerical simulation. This difference is of first order with respect to the ratio \( u^m / u^s \), but causes second-order errors in the corrected circulation and corrected velocity, when compared to the lifting line method. The estimate of the order of these errors are in appendix [A].
Hence, the smearing correction corrects for the errors of the induced velocity caused by the distribution of the vorticity but does not correct for the errors related to the magnitude of the vorticity generated. To have the corrected circulation in the numerical simulation, a second-order correction is proposed by calculating two different lift forces. Instead of imposing the corrected lift force, \( F^c_l \), as body force in the numerical simulation, a different lift force is calculated as

\[
F^c_l = \rho u^c \Gamma^c = \frac{u^c}{u_r^c} F^c_r,
\]

so that \( \Gamma^c = \Gamma^r \). Hence, the body force \( f \) is obtained from equation (5), using the following definition of \( F_{2D}^c \):

\[
F_{2D}^c = (F^c_l, F_d) = \left( \frac{1}{2} \rho u^c u^c c C_l, \frac{1}{2} \rho u^c u^c c C_d \right)
\]

with \( C_l \) and \( C_d \) being obtained with the angle of attack defined by \( u^c \), which is also the velocity used to define the direction of the lift and drag forces. It is worth noting that, at this moment, the correction is not applied to the drag force. More studies are needed to understand the impact of the smearing of the drag force and the effect of the ambiguity of velocities in the definition of the drag force. Since drag is usually less relevant than the lift, eventual errors related to the drag force are usually neglected. Similarly to previous studies [24–27], in this work we focus only in the vorticity created by the lift forces.

By imposing \( F_{2D}^c \) as body force, the corrected total vorticity due to lift would be generated inside the CFD simulation, even though there are two distinct values of velocity (\( u^r \) and \( u^c \)) and lift forces (\( F^c_r \) and \( F^c_l \)) for each control point. This vorticity magnitude correction is then used as an additional step at the end of the standard vortex-based smearing correction. If an iterative smearing correction is used, this step is performed outside the iteration.

The force used to calculate the properties of the configuration is the corrected force. So, to calculate the lift coefficient of a wing, for example, \( F^c_l \) should be used. In the case of a rotor, \( F^c_l \) is used to calculate the power and thrust coefficients.

The cases analyzed by [24–27] would not be greatly affected by the differences discussed here, since \( u^r \approx u^c \). However, there are configurations in which the difference in these velocities affects the results, such as a wing with winglets and a T-tail configuration. As shown in the appendix and in section III, the induced velocities, the circulation and the forces are all affected if the vorticity magnitude correction is not used, since these are directly connected.

The cost of this correction is negligible. It just requires the computation and storage of one extra small vector of size \( N \), where \( N \) is the number of control points. Therefore, we recommend the application of this correction for all cases, also for the cases where the difference is minimal, such as simulations of conventional wind turbines.
Fig. 2  Reference system and schematic view of the computational domain. The center of the wing is located at the center of the domain, which coincides with the origin of the coordinate system. The dimensions of the domain are $L_X = L_Y = L_Z = 12$.

B. Numerical method and simulation parameters

The numerical method, domain size and discretization employed in this work are the same as the ones used for the straight wing in uniform flow of [27]. The actuator line method is implemented in the spectral-element code Nek5000 [47]. In each spectral element, seventh-order Lagrange polynomials on Gauss-Lobatto-Legendre quadrature points are used for spatial discretization and a third-order implicit/explicit scheme is applied for temporal discretization. The $P_N - P_{N-2}$ formulation [48] is employed. Filtering of the higher modes is applied to stabilize the simulation [49].

The choice of a spectral-element code is due to the intended use of this solver for vortex stability studies. Due to its low dissipation and dispersion, this code was previously used in several vortex stability studies [50–53], with a different option of tip correction.

To reduce the computational cost, an adaptive mesh refinement (AMR) strategy with a spectral error indicator [54–56] is employed. Maximum discretization is enforced around the actuator lines, in order to guarantee adequate and constant discretization for the chosen smearing parameter. Dirichlet boundary conditions are used for the inflow, upper, lower and lateral boundary conditions. The natural outflow boundary condition is imposed at the outlet.

The global coordinate system is denoted as $(X,Y,Z)$, see figure 2, while the local coordinate system of each cross-section is denoted as $(x,y,z)$, in order to differentiate them. For the cases studied, the $Z$-direction coincides with the local $z$-direction for every cross-section, because the sweep angle is null. The inflow velocity is $U_0 = 1$, in the direction of the global $Z$-direction.

The span of the surfaces is denoted $R$, in order to be consistent with the notation of [27]. The parameters of the simulated geometries are shown in tables 1 and 2. An ideal symmetrical airfoil with $dC_l/da = 2\pi$ and without drag is
Span of main wing, $R$  &  Span of winglets, $R_{wl}$  &  Chord, $c$  &  $\alpha_g$ (rad)  &  $\alpha_g$ (deg)  \\
1  &  0.2  &  0.1  &  $1/(2\pi)$  &  9.189  \\

| Table 1 | Parameters of the simulation of the wing with winglets. |

Span of horizontal tail, $R$  &  Span of vertical tail, $R_v$  &  Chord, $c$  &  $\alpha_g$ (rad)  &  $\alpha_g$ (deg)  \\
1  &  0.5  &  0.2  &  $-1/(2\pi)$  &  $-9.189$  \\

| Table 2 | Parameters of the simulation of the T-tail. |

used for both configurations, however, it is worth noting that the method allows the use of experimental airfoil data. The angle of attack is chosen so that a unity lift coefficient, $C_{l0} = 1$, would be expected for a two-dimensional simulation (or an infinite wing). The Reynolds number based on the chord is $Re_c = cU_0/\nu = 10^4$ for the wing with winglets and $Re_c = cU_0/\nu = 2 \cdot 10^4$ for the T-tail (Reynolds number based on the span is $Re = RU_0/\nu = 10^5$).

Compared to real aircraft wings and tail geometries, these cases are highly idealized. However, compared to cases that usually apply the ALM, the configurations have a high degree of complexity due to the non-planar geometries.

### III. Results and discussion

The results of the actuator line method with the vorticity magnitude correction (ALM$^{V\cdot MC}$) were compared to the results of the ALM without vorticity magnitude correction (ALM$^1$) and the non-linear iterative lifting line method (LL), described in [27]. The same set of control points was used for all methods, with a uniform distance of 0.02 between control points in the spanwise direction. The control points and the vortex sheet for the T-tail configuration can be seen in figure [3]. The vortex sheet formed by the LL is, by definition, aligned to the undisturbed velocity, while the vortex sheet created by the ALM is formed by passive particles that are advected by the CFD velocity. Hence, as discussed at [27], some differences are expected due to the different directions of the vortex sheet. Since the cases studied here are more three-dimensional than the planar straight wing studied in [27], the effects of these different directions on the induced velocity are expected to be higher.

Two values of smearing parameter were used for the comparison, $\varepsilon = 3.5\Delta x = R/16$ and $\varepsilon = 7\Delta x = R/8$, where $\Delta x = R/56 = 0.01786$ is the average grid spacing in the region of the actuator lines. A value of $\varepsilon = 3.5\Delta x$ is within the recommended values of the smearing parameter, based on parametric studies of the current implementation of the actuator line [50], and provides reasonable resolution for the vortex core. For discussion on lower smearing parameters, the reader is referred to [27].

The velocity differences are normalized with the velocity at infinity (thus the normalized velocity at infinity is $U_0 = 1$, by construction), while the circulation and lift coefficient differences are normalized with the absolute value of the corresponding quantities for a two-dimensional airfoil in this angle of attack ($C_{iref} = \|C_i(\alpha_g)\| = 1$ and $\Gamma_{iref} = 0.05$, for the wing with winglets; $\Gamma_{iref} = 0.1$, for the T-tail). The lift coefficient $C^*_{lU_0}$ is defined using the
velocity at infinity \( C_{U_b}^c = 2F_l^i/(\rho U_0^2 c) \), so it is directly proportional to the lift coefficient \( F_l^i \), as opposed to the local lift coefficient \( C_l \) which is defined based on the local velocity. For the configuration of the wing with winglets, the lift coefficient of the winglets is considered positive when it induces a positive lift in the main wing, in other words, when the lift of the winglets is in the direction of \( X = 0 \). The angle of attack and the circulation are considered positive in the direction that makes \( C_l(\alpha_w) \) positive. The results are shown as a function of the spanwise distance \( s \) from the center of the wing. The distances \(-0.5 \leq s \leq 0.5\) correspond to the main wing and the distances \(0.5 \leq s \leq 0.7\) correspond to the winglet located at \( X = 0.5 \) \((-0.7 \leq s \leq -0.5\) correspond to the winglet located at \( X = -0.5\)).

The results for the wing with winglets, presented in figure 4, show that both formulations of the ALM method are, overall, in good agreement with the LL. Such agreement is the result of the smearing correction, as discussed in previous works [25–27]. The ALM in both formulations captures the continuity of circulation (“continuity” in the context of a discretized method) and the increase in \( \Gamma \) and forces near the intersection due to velocity induced by the bound vortices. At the point of intersection of the lines, the ideal case is singular, because the induced velocities by ideal vortices tend to infinity in the region near the point of intersection. If a higher spanwise resolution is sought, desingularization of the vortices and a smooth transition between the surfaces are recommended (instead of the abrupt change of dihedral angle used here), avoiding the causes of the singularity.

Some ALM use control points at the boundaries of each actuator line segment, which is not recommended for this case, because the velocity is not well defined at the point of intersection. If the implementation of the ALM requires a point at the intersection (which is not the case for this work), the local velocity should not be used to calculate the local circulation and forces, because the local velocity is ill defined according to the LL. Hence, such method would
Fig. 4 Comparison of the results for the wing with winglet. LL - Non-linear iterative lifting line method; ALM\textsuperscript{1} - ALM with smearing correction without vorticity magnitude correction; ALM\textsuperscript{V,MC} - ALM with smearing correction with vorticity magnitude correction. (a) Corrected velocity in local $y$-direction. (c) Corrected velocity in local $z$-direction. (e) Circulation. (f) Lift coefficient, non-dimensionalized with $U_0$. (b,d,f,h) Normalized differences between quantities obtained by the ALM and the LL.
not be able to emulate the LL, even with the smearing and vorticity magnitude corrections. How to accurately simulate non-planar wings for such implementations of the ALM could be a topic of further research.

Despite the overall good agreement, there are noticeable differences between the results of the ALM without the vorticity magnitude correction and the LL. These differences near the intersection of the surfaces were the main motivation for the development of the vorticity magnitude correction. The vorticity magnitude correction clearly improves the agreement of all quantities. For the circulation, the maximum difference reduces from about 4% to less than 1% for the lower value of the smearing parameter $\varepsilon$. By observing the lift coefficient results, it is possible to note that the maximum differences in the forces are reduced from around 8% to around 1%.

Another important advantage of the vorticity magnitude correction is that it makes the ALM much less dependent on the smearing parameter. The smearing correction itself had the goal of making the ALM insensitive to changes of $\varepsilon$. However, we note that the maximum differences in circulation and force for $\varepsilon = 3.5\Delta x$ are approximately double the maximum differences for $\varepsilon = 7\Delta x$, for ALM\textsuperscript{1}. The use of the vorticity magnitude correction brings back this independence from the smearing parameter for non-planar wings.

As explained in \[27\], it is not reasonable to expect absolutely no effect of the smearing parameter. The vorticity generated in the CFD simulation is more spread if the smearing parameter is increased, which indirectly affects the results. The fact that the differences to the LL, in general, are lower for the larger smearing parameter was also discussed in \[27\]: for a larger smearing parameter, less information about the induced velocity is comes from the CFD solution ($u^\infty$ is closer to the undisturbed velocity) and more information comes from the missing velocity. Because the missing velocity is designed to emulate a LL, the agreement between ALM with smearing correction and LL is better for larger values of the smearing parameter.

These results show that the theoretical derivation of section II.A translates to a simple method that actually improves the result of the ALM. In order to explore another case relevant to airplane aerodynamics, a T-tail configuration is investigated. For this configuration, we use the following convention: the lift is positive if it is in the positive $Y$ or $X$ global directions shown in figure 3 (analogous to the previous case, the angle of attack and the circulation are considered positive in the direction that makes $C_l(\alpha_r)$ positive).

The angle of attack of $\alpha_r = -9.189^\circ$ might be a little extreme for the vertical tail of an airplane in a steady flow, however, this case is very interesting from a validation perspective because the order of magnitude of the induced velocity is 1 near the intersection of the surfaces. In other words, $|u_\xi - U_0|/U_0 \approx 1$ ($u_\xi / U_0 \approx 0$ and $u_\xi / U_0 \approx 2$), as can be seen in figure 5. For this case, the limitations of the method should become more evident, as seen in figure 6 since the small perturbation approximation is not valid.

For this case, the iterative version of the smearing correction \[27\] with a low relaxation parameter was used for a few time steps after the smearing correction was turned on. It was needed because the velocity $u_\xi$ is close to zero at one point near the intersection, causing instabilities in the non-iterative correction in the first time steps. Nevertheless,
the use of the iterative version did not affect the final results because the effects of this different method were washed away with the initial conditions. The presence of numerical instabilities in this case is related to a limitation of both the LL and the ALM with smearing correction: the methods do not allow local negative velocities in the streamwise direction. For example, a small change to the angle of attack to $\alpha_R = -10.5^\circ$ makes the methods not converge for this discretization, because of a negative velocity in one of the points. If the control-point discretization is reduced, then this problem is avoided. This pattern is further evidence of how the knowledge about the LL can be used to provide guidance and understanding on the use of the ALM with smearing correction.

As can be seen in figure 6, the results far from the intersection and the general trend can be captured well by both methods. Nevertheless, the differences near the intersection are even greater for this case, as expected. Again the vorticity magnitude correction improves the results and makes them less dependent on the value of the smearing parameter.

In figure 7, the vorticity in the global $X$ direction, $\omega_X$, is shown for the $X-Z$-plane ($Y = 0$). The vorticity in the $X$ direction corresponds mostly to the bound vortex of the horizontal tail, so it is directly related to the circulation of figure 6. Far from the intersection, both formulations of the ALM agree well, as expected, as can be observed in figure 7(a). On the other hand, they differ near $X = 0$, as shown in figure 7(b). For $X \approx -0.05$, for example, it can be noted that the magnitude of $\omega_X$ is greater for ALM1. This result is different from the observed behavior of $\Gamma_C$ in figure 6 where the magnitude is greater for ALM$^{VMC}$. However, there is no contradiction, this is the expected behavior because figure 7
Fig. 6  Comparison of the circulation and lift coefficient results for the T-tail (legend in figure[4]).
Fig. 7  Contour of the vorticity $\omega^v_x$ created in the numerical simulation by the different formulations of the ALM, for the T-tail configuration ($\varepsilon = 3.5\Delta x$), in the plane $Y = 0$. (a) Region including the entirety of the bound vortex of the horizontal tail. (b) Highlight of region near the intersection ($X = 0$).

displays the vorticity related to $\Gamma^x$, not $\Gamma^c$. For ALM\textsuperscript{1}, the missing velocity $u^m_x$ is positive in this region ($X \approx -0.05$), so we should expect $\Gamma^x > \Gamma^c$ in this region, according to equation (9). Around $X \approx 0.1$ the opposite effect is observed, as expected, because $u^m_x$ is negative.

Interestingly, for positive values of $X$ very close to 0, for example $X \approx 0.02$, the vorticity $\omega^v_x$ is greater for ALM\textsuperscript{1} even though $u^m_x$ is negative. This can be explained by the smearing in the $x$ direction. The convolution of the force with the Gaussian function makes the vorticity spread in all directions, including in the $x$ direction. So, the vorticity at a point is a weighted combination of the smeared vorticity of the neighboring points. For $X \approx 0.02$, in particular, the effects of the points at $X < 0$ are stronger than the effects of the points at $X > 0$, because the magnitude of the circulation of the former is higher. Hence, the effect at $X \approx 0.02$ follows the effect at $X < 0$, which is for ALM\textsuperscript{1} to have higher values of $\omega^v_x$. It is the same reason why the minimum vorticity occurs near $X \approx 0.07$, and not near $X \approx 0.02$, as the circulation from figure 6 would suggest.

For many applications, the differences observed between the ALM\textsuperscript{1} and ALM\textsuperscript{VMC} may be considered negligible. One argument that can be raised to disregard the vorticity magnitude correction is that the higher differences are obtained near the intersection of the surfaces, where the lifting line method might not represent well a real flow. In
the intersection region, the assumption that the flow in each spanwise section can be treated independently may not be applicable. The flow in this region is highly three-dimensional, hence, the predictions of the LL may not agree with the actual forces. Also, in a real situation, the interaction between the boundary layers of the two surfaces may cause viscous effects to be relevant. These viscous effects of these interacting boundary layers are not modeled by the LL or the ALM. The order of magnitude of the viscous interference effects might be higher than the order of magnitude of the errors related to the magnitude of the vorticity.

On the other hand, besides the independence of the smearing parameter, two other important arguments can be made for its adoption. First, it makes the ALM more consistent with the ideal case. Without it not only a second-order error in the computed circulation and forces are present, but also a first-order error in the vorticity generated in the numerical simulation is caused by the uncorrected body forces. Second, the numerical cost of the correction is practically null. If the original smearing correction is already implemented, the implementation of the vorticity magnitude correction requires only the definition of one extra small vector that is obtained directly by element-wise product and division of other small vectors. Hence, these are also reasons to implement this correction even for cases where the difference is negligible, such as planar wings.

Additionally, an important consequence of the vorticity magnitude correction is that it not only corrects the results but also provides a better understanding on the theoretical aspects of the ALM. The improved agreement after the introduction of the correction confirms the theoretical explanation for the differences and solves the ambiguity in the definition of the forces. The resolution of such ambiguity might be even more important when developing smearing corrections for other actuator methods, such as the actuator surface method [57].

Therefore, by using the vorticity magnitude correction, some known errors of the ALM are avoided and the method becomes even closer to the LL. Even for an induced velocity in the order of one, the ALM agrees very well with the LL. The suitability of the ALM for a specific geometry or flow case is still an open question that depends on the application. However, the results presented here and in previous studies [24-27] point to a direction: for this formulation of the ALM (with the smearing correction and vorticity magnitude correction), the ALM is as suitable as a non-linear iterative lifting line method. Since the lifting line method is used for many fixed-wing aircraft applications, it is possible to conclude that the ALM is also adequate for these applications.

Hence, the advantages and limitations of the LL can also be extended to the ALM. This is an important piece of information, because it would be possible to use the known limitations of the lifting line method, such as its weakness near intersections and for low aspect ratio geometries, to guide applications of the ALM. In this sense, for configurations for which the LL has low accuracy, the ALM with vortex-based smearing correction would perform no better than the LL. Nevertheless, corrections that are applicable to LL can be used in conjunction with the smearing correction, for example, a viscous core LL can be easily implemented by using a finite core in the reference (ideal) vortices and a viscous decambering correction has already been applied on top of this correction [28]. For wings with low aspect
ratio, the “line” assumption may hamper both the ALM and the LL, however, the ideas presented in this work may contribute to the development of more accurate and general actuator surface methods, which may not suffer from this limitation.

On the other hand, configurations for which the LL is known to have good results can be studied with the ALM, with the added advantage of the latter being part of a full Navier-Stokes simulation, thus allowing more complex boundary conditions, more complex geometries and consideration of viscous effects.

This method allows more versatility compared to simpler models, and lowers simulation costs compared to simulations of wings using the wall boundary conditions or immersed boundary methods. For example, an airplane with propellers can be simulated using the ALM for the wings and the actuator disk method for the propellers, in the initial design stages. Or, the simulation of a wing in an open-jet wind tunnel (of any cross-section shape) can be used to derive wind tunnel corrections that take into account the shear layer displacement caused by the lift force, at a fraction of the cost of a simulation that includes the geometry as no-slip boundary conditions.

**IV. Conclusions**

In this work, two configurations typical of fixed-wing aircraft were simulated using the actuator line method for the first time: a wing with winglets and a T-tail. Even for such complex configurations, the ALM with vortex-based smearing correction was shown to agree well with the non-linear lifting line method.

However, for these non-planar configurations, differences between the ALM with the original smearing correction and the LL were observed near the intersection of the wings. These errors were shown to be related to differences in the magnitude of the vorticity generated in the numerical simulation and the ideal vorticity, caused by an ambiguity in the velocity that defines the body forces.

A vorticity magnitude correction is proposed, which improves the agreement of the calculated forces, induced velocities and circulation. This improvement in the results confirms the theoretical development and resolves the ambiguity in the definition of the forces. This second-order correction is very easily implemented, does not increase the computational time and does not add complexity to the code. For its low computational cost, it is reasonable to implement the vorticity magnitude correction even for straight planar wings, where the differences are negligible.

The concepts and theory developed in this work and in previous studies [9, 24–27] on the vorticity generated by the smeared body forces could be applied to improve the accuracy of other actuator-based method, such as the actuator surface [57] and actuator sector [58] methods.

The results presented here, together with previous promising results of [24–27], indicate that the ALM with vortex-based smearing correction and vorticity magnitude correction can be used for simulating the aerodynamics of airplanes. It provides lift calculations as accurate as the lifting line method, with the added advantage of being integrated to a Navier-Stokes solver, allowing more complex geometries and the consideration of viscous effects. It can become
a relevant tool for middle and low-fidelity simulations of fixed-wing aircraft and other applications beyond rotating blades.

Appendix

A. Order of magnitude of the correction

In this section, to estimate the order of the correction, we assume that the vorticity magnitude correction is not applied and that the corrected lift force is used as body force. If the missing velocity can be considered small \((u'^m_y, u'^m_z << u_y, u_z)\), the linearization of the corrected relative velocity gives

\[
\hat{u}_r^c = \sqrt{(u'_y + u'^m_y)^2 + (u'_z + u'^m_z)^2} \approx u_r^c + \frac{u'^m_y u_y}{u_r^c} + \frac{u'^m_z u_z}{u_r^c}.
\] (12)

From equation (9), the circulation \(\Gamma^c\) generated in the CFD simulation if the corrected lift force \((F^c_l = F^c_i = \rho u_r^c \Gamma^c)\) is imposed as body force is

\[
\Gamma^c = \frac{F^c_i}{\rho u^c_r} = \frac{u'_c - \hat{u}_r^c}{u_r^c} \approx \left(1 + \frac{u'^m_y u_y}{u_r^c} + \frac{u'^m_z u_z}{u_r^c}\right) \Gamma^c.
\] (13)

The normalized difference in the corrected circulation and the circulation generated in the numerical simulation is denoted as \(\beta^s\)

\[
\beta^s = \frac{\Gamma^s - \Gamma^c}{\Gamma^c} \approx \frac{u'^m_y u_y}{u_r^c} + \frac{u'^m_z u_z}{u_r^c},
\] (14)

which shows that the difference in the corrected circulation and the circulation generated in the numerical simulation is of first order with respect to the velocity ratio \(u'^m / u_r^c\). As a consequence, the magnitude of the vorticity created in the numerical simulation also has a first order difference to the vorticity created by a vortex with a Gaussian distribution of vorticity with total circulation \(\Gamma^c\) (which is the vorticity considered by the smearing correction without vorticity magnitude correction).

Nevertheless, here we are interested in the difference of the corrected circulation, \(\Gamma^c\), and a goal corrected circulation \(\Gamma^{ll}\) that is equivalent to the lifting line method

\[
\beta^{ll} = \frac{\Gamma^c - \Gamma^{ll}}{\Gamma^c}
\] (15)

The goal of the vortex-based smearing correction is to calculate a velocity that simulates the effect of ideal vortices, hence, the value of \(\beta^{ll}\), ideally, should be zero. We denote this velocity, \(u^{ll}\), that can be calculated using the influence matrices \(A_{yi}^{vi}\) and \(A_{zi}^{vi}\), from the lifting line method:

\[
u_y^{ll} = U_y + u_y^{vi, ll} = U_y + A_{yi}^{vi} \Gamma^{ll}
\] (16)
\[ u_{z}^{\prime\prime} = U_{z} + u_{z}^{v i,\prime\prime} = U_{z} + A_{y} v^{i} \Gamma^{\prime\prime} \] (17)

while the corrected velocity of the ALM, in the linearized method, is calculated as

\[ u_{y}^{c} = u_{y}^{r} + u_{y}^{m} = u_{y}^{r} + u_{y}^{v i, c} - u_{y}^{v} = u_{y}^{r} + A_{y} v^{i} \Gamma^{c} - A_{y} \Gamma^{c} \] (18)

\[ u_{z}^{c} = u_{z}^{r} + u_{z}^{m} = u_{z}^{r} + u_{z}^{v i, c} - u_{z}^{v} = u_{z}^{r} + A_{y} v^{i} \Gamma^{c} - A_{y} \Gamma^{c} \] (19)

where we assumed that the matrix of influence \( A^{vi} \) is the same for the ALM and the LL. This may not be the case, since the vortex sheet in each method is created in a different way (see, for example, figure 3 and further discussion at (27)). However, the errors caused by differences in \( A^{vi} \) are not of interest here and are, therefore, neglected.

The velocity in the CFD simulation, as a linear approximation, can be interpreted as the undisturbed velocity summed to the effects of the vortices with Gaussian core:

\[ u_{y}^{r} \approx U_{y} + u_{y}^{v} = U_{y} + A_{y} \Gamma^{r} \] (20)

\[ u_{z}^{r} \approx U_{z} + u_{z}^{v} = U_{z} + A_{y} \Gamma^{r} \] (21)

The corrected velocity can then be written as

\[ u_{y}^{c} = U_{y} + A_{y} \Gamma^{r} + A_{y} v^{i} \Gamma^{c} - A_{y} \Gamma^{c} = u_{y}^{\prime\prime} + A_{y} v^{i} (\Gamma^{c} - \Gamma^{\prime\prime}) + A_{y} \Gamma^{r} (\Gamma^{s} - \Gamma^{c}) \] (22)

\[ u_{z}^{c} = U_{z} + A_{y} \Gamma^{r} + A_{y} v^{i} \Gamma^{c} - A_{y} \Gamma^{c} = u_{z}^{\prime\prime} + A_{y} v^{i} (\Gamma^{c} - \Gamma^{\prime\prime}) + A_{y} \Gamma^{r} (\Gamma^{s} - \Gamma^{c}) \] (23)

and the errors in the component of the velocity, \( u_{y}^{c} - u_{y}^{\prime\prime} \) and \( u_{z}^{c} - u_{z}^{\prime\prime} \) are

\[ u_{y}^{c} - u_{y}^{\prime\prime} = A_{y} v^{i} (\Gamma^{c} - \Gamma^{\prime\prime}) + A_{y} \Gamma^{r} (\Gamma^{s} - \Gamma^{c}) = A_{y} v^{i} (\beta^{\prime\prime} \circ \Gamma^{c}) + A_{y} \Gamma^{r} (\beta^{s} \circ \Gamma^{c}) \] (24)

\[ u_{z}^{c} - u_{z}^{\prime\prime} = A_{y} v^{i} (\Gamma^{c} - \Gamma^{\prime\prime}) + A_{y} \Gamma^{r} (\Gamma^{s} - \Gamma^{c}) = A_{y} v^{i} (\beta^{\prime\prime} \circ \Gamma^{c}) + A_{y} \Gamma^{r} (\beta^{s} \circ \Gamma^{c}) \] (25)

where \( \circ \) denotes the element-wise product and \( \beta \) is the vector formed by the values of \( \beta \). Hence, each element of \( \beta \) is the difference of the circulation at a control point, normalized by the local value of \( \Gamma^{c} \).

From the linearization of the equations used to calculate the circulation (see [27]),

\[ \Gamma^{c} - \Gamma^{\prime\prime} = b_{y} \circ (u_{y}^{c} - u_{y}^{\prime\prime}) + b_{z} \circ (u_{z}^{c} - u_{z}^{\prime\prime}). \] (26)

According to equations (24) and (25), a difference in the circulation in one region of the wing affects the velocity
difference in the whole wing. However, in order to estimate the order of magnitude of the error, we assume that the induced velocity is dominated by a few terms around the control point and the values of $\beta^{ll}$ and $\beta^v$ are approximately constant around this region. With these simplifying assumptions, each control point can be treated independently. Then, $A_y \cdot (\beta^{ll} \circ \Gamma^c) \approx \beta^{ll} \cdot u^{vi}_y$, and analogously for the other terms. Equations (24) and (25) for each control point become

$$u^c_y - u^{ll}_y \approx \beta^{ll} u^{vi}_y + \beta^v u^v_y$$

(27)

$$u^c_z - u^{ll}_z \approx \beta^{ll} u^{vi}_z + \beta^v u^v_z.$$  

(28)

Applying to equation (26)

$$\Gamma^c - \Gamma^{ll} \approx b_y (\beta^{ll} u^{vi}_y + \beta^v u^v_y) + b_z (\beta^{ll} u^{vi}_z + \beta^v u^v_z),$$  

(29)

so

$$\beta^{ll} \approx \left(b^* u^y/u^c + b^* u^z/u^c\right) \left(1 + b^* u^{vi}_y/u^c + b^* u^{vi}_z/u^c\right) \beta^v,$$

(30)

where the superscript $b^*$ indicates that $b$ is normalized by the local values of $u^c$ and $\Gamma^c (b^* = u^c/\Gamma^c)$, which assumes the values $b^*_y \approx (1/C_l) \partial C_l/\partial \alpha$ and $b^*_z \approx 1$ for the cases studied in this work (27).

Therefore, while the error in the circulation created in the numerical simulation, $\beta^v$, is of first order relative to the velocity ratio, the error in the corrected circulation relative to the LL, $\beta^{ll}$, is of second order. From equations (27) and (28), it is possible to see that the error in the induced velocities are of second order as well. As a consequence, a second order error is also observed in the corrected forces.

On the other hand, if the vorticity magnitude correction is applied, $\Gamma^v = \Gamma^c$ and $\beta^v = 0$, which imply $\beta^{ll} \approx 0$. Hence these errors are null, within the limits of the current approximations. It should be noted, however, that the method is still of second-order accuracy, since the linear method is of second-order accuracy. Nevertheless, by using the vorticity magnitude correction, we are able to eliminate the main term of the second-order error relative to the LL.
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