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Abstract

Fund models are statistical descriptions of markets where all asset returns are spanned by the returns of a lower-dimensional collection of funds, modulo orthogonal noise. Equivalently, they may be characterised as models where the global growth-optimal portfolio only involves investment in the aforementioned funds. The loss of growth due to estimation error in fund models under local frequentist estimation is determined entirely by the number of funds. Furthermore, under a general filtering framework for Bayesian estimation, the loss of growth increases as the investment universe does. A shrinkage method that targets maximal growth with the least amount of deviation is proposed. Empirical evidence suggests that shrinkage gives a stable estimate that more closely follows growth potential than an unrestricted Bayesian estimate.
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Introduction

Discussion and contributions

In this paper we study estimation of growth in continuous-time fund models, where the returns of all available assets are spanned by the returns of a (typically, low-dimensional) subset of funds, up to an orthogonal noise residual. We provide frequentist and Bayesian estimators of the growth-optimal portfolio, exploring theoretical underpinnings of the estimation, and investigate the expected loss of growth due to estimation error.

There has been a large and continuous accumulation of predictive signals (or characteristics) for asset returns, and currently the number of signals ranges from a few hundreds to several thousands—see Green et al. (2013), Harvey et al. (2016), McLean and Pontiff (2016), Yan and Zheng (2017), Kozak et al. (2020), and Hou et al. (2020). Modern computational and statistical techniques, including various machine learning methods, allow to investigate the high-dimensional space of predictive signals and to make inferences on asset pricing. This stream of literature emphasizes dimension reduction\(^1\), as well as the estimation and prediction of the maximum possible Sharpe ratio of portfolios (Kelly et al. (2019), Kozak et al. (2020), Gu et al. (2020, 2021), Giglio and Xiu (2021), Giglio et al. (2021), and Nagel (2021)). The extant literature, however, does not consider the relationship between the dimension reduction and the estimation of the maximum Sharpe ratio. In this paper we investigate the relationship in the context of general continuous-time asset price dynamics.

Our main contributions are fourfold. First, we provide a fully general characterisation of a factor pricing model in continuous time. We show in Proposition 2.1 that the growth optimal portfolio can be spanned by a set of funds if and only if the residuals of asset returns projected onto the returns of the funds are local martingales. This is an extension of the result in a static setting that asset returns have zero alphas when regressed onto a set of factors if and only if a stochastic discount factor can be constructed from the factors (Cochrane 2009, Section 6.3). Here we assume that the factors are indeed portfolios. This assumption is without loss of generality if the funds are interpreted as the portfolios having the highest correlations with the economic factors in the intertemporal capital asset pricing model (ICAPM, Merton (1973) and Breeden (1979)). The market model we consider, however, does not impose any assumptions other than general semimartingale continuous price processes. In particular, we do not assume any specific Markovian structure in which means and covariances of asset returns are described by a finite number of economic factors as in the ICAPM\(^2\). The use

---

1The dimension reduction problem in the face of a high-dimensional factor space is called the multidimensional challenge by Cochrane (2011).

2Hence our appellation of fund models to avoid confusion with Markovian “factor models”.

---
of mimicking portfolios is prevalent in empirical studies of asset pricing, regardless of whether they are based on statistical factor models or an economic theory, e.g., arbitrage pricing theory, ICAPM, or $q$-theory (Fama and French (1993, 2016), Daniel et al. (1997), McLean and Pontiff (2016), Kelly et al. (2019), Kozak et al. (2020), Hou et al. (2020), and Gu et al. (2021)). The requirement that residuals are local martingales is similar to the zero alpha condition.

Second, we argue that the loss of growth arising from local frequentist estimation is proportional to the number of funds in the fund model, and does not depend on any other market characteristic. This is a universal property in the markets, previously not discussed in the literature. In a general Bayesian setting, we also show that the loss of growth due to filtering, when restricted to investing in certain number of funds, is smaller if the fund model is correct than if it is misspecified. Accordingly, dimension reduction and identification of a low-dimensional fund model is crucially important in reducing estimation errors.

Third, we provide a general framework for Bayesian estimation. Harvey and Zhou (1990), Pástor (2000), Pástor and Stambaugh (2000), Pástor and Stambaugh (2002), Avramov (2004), Avramov and Chao (2006), Barillas and Shanken (2018), and Kozak et al. (2020) study Bayesian inference on asset pricing models in a static setting. We propose a general filtering problem which can provide a framework for the Bayesian inference in a dynamic setting. When filtering the theoretical model specification with the actual investors’ information, important quantities in estimation and loss of growth are the first and second moments of the conditional law of the model growth-optimal portfolio. These two moments provide all the relevant information, therefore one does not need to actually calculate the whole posterior law.

Fourth, we provide a shrinkage estimate of the growth optimal portfolio, which is practically important for risk management. Recent discoveries document high estimates of the maximum Sharpe ratio, typically exceeding 2 (Kelly et al. (2019), Gu et al. (2020, 2021)). The high Sharpe ratio comes with high risk, since the volatility of the growth optimal portfolio is equal to the maximum Sharpe ratio. It would be a too aggressive strategy to manage a portfolio with volatility of its log return exceeding 200%, even though it has a high expected return. We propose a shrinkage portfolio which is less risky than the unrestricted estimate of the growth optimal portfolio. Our empirical analysis with the US market shows that the shrinkage portfolio tracks the growth potential better and its risk is significantly smaller than the unrestricted one. Our approach to shrinkage is different from the ones in the literature in which authors shrink the mean or the covariance towards the prior belief (Jorion (1986), Black and Litterman (1992), Ledoit and Wolf (2003), Avramov (2004), and Kozak et al. (2020)).
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The portfolios with high Sharpe ratios include large numbers of small stocks and large short positions; hence, they may not allow practical implementation, considering short-selling and transaction costs.
We instead minimise the dispersion between the maximum growth potential from the perspective of the investor and the actual growth.

Initially adopting a frequentist non-parametric approach, we derive the most efficient estimator of the growth-optimal portfolio. We show that the most efficient estimator uses only returns of the funds in the fund models; any other cross-sectional data “orthogonal” to the funds are irrelevant. We also show that the estimation accuracy increases as the total variance of the fund returns increases.

We then investigate the expected loss of growth due to estimation error. Surprisingly, the expected loss depends only on the number of funds, and not on any other characteristics of the market. In fact, the instantaneous expected loss of growth is simply linear in the number of funds spanning the asset returns.

The frequentist estimator is very noisy, due to the large error in the estimation of instantaneous returns. In order to have a practical and useful estimate, we move to a Bayesian formulation. There, even in fund models, other data (e.g., characteristics and macroeconomic data) may be important for estimation. For this purpose, we consider a filtering framework with two information flows, a model filtration and an observation filtration. The larger information flow is used as a modelling device and theoretically represents “full” information. The investor’s coarser filtration corresponds to the available information flow, where we assume that at least the returns process is observable. A special case of our framework covers an investor’s Bayesian prior on certain model parameters. We show that important quantities for both estimation purposes and for calculation of the loss of growth are the first and second moments of the conditional law of the theoretical model’s growth-optimal portfolio; as these two moments give all the relevant information, the investor does not need to calculate the whole posterior law.

In the filtering problem, the loss of growth increases as the investment universe does, a result similar to that in the frequentist approach. This, in particular, implies that the loss in growth due to filtering, when restricted to investing in certain number of funds, is smaller if the fund model is correct than if misspecified. The investor, however, may be under the impression that the large loss is due to estimation error than misspecification error.

We next consider an example in which the growth-optimal portfolio has a Gaussian prior, independent of the observation filtration, and derive its estimator in terms of cumulative return and covariance processes, which is more easily computable than the frequentist local estimates. By using an empirical Bayesian approach, we show that the loss of growth can be substantial, amounting to 5% with a single-fund model and 10 years of prior observation. The large economic loss contrasts the small utility loss due to deviations from optimal behaviour in the presence of information or trading costs (Cochrane, 1989).
The optimal estimator based on filtering maximises the growth rate among all the portfolios that can be formed using observable data. This is an aggressive strategy leading to maximal growth based on the available information. From the vantage point of an investor, however, there may be a lot of “spread” in the conditional law between the true growth rate and its expectation. It may be more appealing to take a slightly more conservative approach, and instead try to minimise the spread between the true growth rate and the maximal expected growth rate among all the portfolios constructed from available information, thereby targeting maximal growth with the least amount of deviation from its true value, even if not fully achieving such maximal growth in expectation. We thus derive a best tracking of maximal growth estimator, by using the first two moments of the conditional law of the model growth-optimal portfolio. The estimator has a strong flavour of shrinkage, in the sense that the resulting portfolio takes smaller positions in the risky asset; not only does it track growth better, but it also reduces the resulting wealth process variability. We conduct an empirical analysis and show that this shrinkage method produces a stable portfolio, following the growth potential more closely compared to the unrestricted filtered estimate.

Related literature

We briefly discuss related literature, in addition to the one mentioned previously. Barry (2000), Klein and Bawa (1976), and Brown (1978) study the effect of the estimation error on optimal portfolios in a static setting under parameter uncertainty with a Bayesian approach. Barberis (2000) studies the effect in a multi-period discrete time setting. Williams (1977), Gennette (1986), Feldman (1992), Brennan (1998), and Xia (2001) study the effect of parameter uncertainty and learning in a continuous time setting. Brandt (1999), Aït-Sahalia and Brandt (2001), Brandt et al. (2005), Brandt et al. (2009) study the estimation of optimal portfolios in discrete time. In this literature, the authors estimate the optimal portfolio weights from the first-order conditions implied by utility maximisation (see Brandt 2010 for a review). In contrast, in this paper we only consider the growth-optimal portfolio with a more comprehensive statistical approach. There exists a vast literature on factor models. For a recent treatment of the topic we refer to Fama and French (2016), Harvey et al. (2016), Feng et al. (2020), Gu et al. (2020), Chen et al. (2020b), Giglio et al. (2021), and Giglio and Xiu (2021). To the best of our knowledge, the present paper is the first to investigate estimation of growth in continuous-time fund models.

Shrinkage estimation was developed by Stein (1956), James and Stein (1961), and Efron and Morris (1973) to address the issue of non-efficiency of the traditional estimator of the mean in a multi-variate setting. Jobson et al. (1979), Jobson and Korkie (1981), Jorion (1986), and Kan and Zhou (2007) study shrinkage estimation of optimal portfolios.
in a static setting. Black and Litterman (1992) adopt a Bayesian method to incorporate an investor’s view, and propose an estimator that shrinks the view toward the market equilibrium. Ledoit and Wolf (2003, 2004), Jagannathan and Ma (2003), and DeMiguel et al. (2009) study the shrinkage estimation of the covariance matrix of asset returns and its relationship with portfolio constraints. Our approach is different; we derive the shrinkage estimator from the objective to minimise the spread between the true growth rate and the maximal expected growth rate, whereas the previous research derives it to minimise the mean squared error.

Kandel and Stambaugh (1996), Avramov (2004), and Kan and Zhou (2007) investigate the utility loss of an estimated portfolio due to estimation error. The case when the coefficient of relative risk aversion equals 1 in these studies corresponds to the loss of growth in our paper. In particular, Kan and Zhou (2007) show that the utility loss is proportional to the number of assets, similar to our result. They, however, consider the loss in a discrete-time environment with independent and identically distributed shocks, without any consideration of asset pricing. We derive the result in a general semimartingale continuous-time market and study its effect in fund models.

We touch only tangentially the topic of estimation of stochastic processes in continuous time. An interested reader may consult Aït-Sahalia and Mykland (2004), Aït-Sahalia (2009), Aït-Sahalia et al. (2009), and the references therein.

Structure of the paper

Section 1 describes the financial market and derives the growth-optimal portfolio. Section 2 studies fund models, and the estimation of the growth-optimal portfolio under them. Section 3 discusses estimation under the two different information structures and derives the economic loss due to coarser information. Section 4 studies the shrinkage method. Section 5 contains an empirical study and Section 6 concludes.

1 Market and growth optimality

We consider a financial market in continuous time, modelled under a stochastic environment. We use \((S_i; i \in I)\) to denote market prices of certain assets, already discounted by the (observable) short rate process. We shall be mainly concerned with long-term investment in this paper, which constitutes a rather macroscopic point of view; therefore, we assume that the prices processes are continuous. We consider dynamics of the form

\[
dR_i := \frac{dS_i}{S_i} = dA_i + dM_i, \quad i \in I, \quad (1.1)
\]
for the excess returns of companies, where \( A \equiv (A_i; i \in I) \) are continuous and adapted finite variation processes, and \( M \equiv (M_i; i \in I) \) are continuous local martingales. We write \( dC \) for the instantaneous increments of the covariation process of the returns, i.e.,

\[
dC_{ij} := (dR_i) (dR_j) = (d \log S_i) (d \log S_j) = (dM_i) (dM_j), \quad (i, j) \in I \times I;
\]

the corresponding matrix-valued integrated process of quadratic covariations is \( C \equiv (C_{ij}; (i, j) \in I \times I) \).

An investment in the portfolio process \( \pi \equiv (\pi_i; i \in I) \), with the understanding that \( \pi_i \) represents proportion of current wealth invested in the \( i \)th asset, leads to wealth process \( X_\pi \) with dynamics

\[
d \frac{X_\pi}{X_\pi} = \sum_{j \in I} \pi_j \frac{dS_j}{S_j} = dR_\pi := \pi^* dA + \pi^* dM.
\]

In log-wealth terms, an application of Itô’s formula gives

\[
d \log X_\pi = \frac{dX_\pi}{X_\pi} - \frac{1}{2} \left( \frac{dX_\pi}{X_\pi} \right)^2 = d \Gamma_\pi + \pi^* dM,
\]

where

\[
d \Gamma_\pi := dA_\pi - \frac{1}{2} dC_{\pi \pi} := \pi^* dA - \frac{1}{2} \pi^* (dC)_\pi
\]

is the growth differential, i.e., the instantaneous mean logarithmic growth rate, via use of the portfolio \( \pi \). The growth-optimal portfolio is defined to maximise in a \((\omega, t)\)-pointwise manner \( d \Gamma_\pi \), in the sense that \( \nu = \arg \max_\pi d \Gamma_\pi \). The solution to this quadratic maximisation problem satisfies the first-order conditions

\[
(dC)_\nu = dA.
\]

In order to avoid redundancies, we shall be making throughout the mild and natural assumption that \( dC \) has full rank\(^5\), which means that the growth-optimal portfolio is given by

\[
\nu = (dC)^{-1} dA.
\]

In that case, we have \( d \log X_\nu = d \Gamma_\nu + \nu^* dM \), with maximal instantaneous growth

\[
d \Gamma_\nu = \frac{1}{2} (dA)^* (dC)^{-1} dA,
\]

and instantaneous squared investment volatility of

\[
(d \log X_\nu)^2 = \nu^* (dC) \nu \equiv dC_{\nu \nu} = (dA)^* (dC)^{-1} dA = 2 d \Gamma_\nu.
\]

\(^4\)“*” superscript denotes transposition throughout.

\(^5\)To be mathematically precise, we assume full rank in the \((P \otimes \sum_{i \in I} \int_0^t (dC_{ii} + |dA_i|))\)-a.e. sense.
By (1.4), (1.5), and (1.6), \( d\nu = 2d\Gamma = dC_{\nu\nu} \) holds, giving \( 2d\Gamma = (dA_\nu)^2/dC_{\nu\nu} \). In words, the instantaneous growth-rate of the growth-optimal portfolio equals half of its instantaneous squared Sharpe ratio.

We shall always assume that the nondecreasing integrated maximal growth process, given by

\[
\Gamma_{\nu} \equiv \frac{1}{2} \int_0^\tau (dA)^*(dC)^{-1} dA,
\]

is real-valued, i.e., it does not explode.\(^6\) It is worthwhile noting that this existence of an integrable growth-optimal portfolio corresponds to a very weak no-arbitrage condition—see Karatzas and Kardaras [2007].

Remark 1.1. It should be stressed and recognised that growth comes at a high price for volatility. In a model with a level \( \gamma \) of maximal (excess) growth, we need to endure volatility of level \( \sqrt{2\gamma} \); see (1.6). As a matter of illustration, with 2% annual growth over risk-free investment, this already entails 20% annual volatility (which is more than what we tend to see in the market index). Along with the inherent difficulty of estimating rates of return, growth-optimal investment becomes quite tricky.

2 Fund models

This section treats the estimation of the growth-optimal portfolio in models with the property that the returns of certain funds span the returns of all assets, up to an orthogonal noise component. We first show that such models are characterised as exactly the ones where the growth-optimal portfolio constrained to invest only in the funds is in fact globally growth-optimal. We then proceed in discussing frequentist non-parametric estimation of growth optimality. Section 3 presents a “Bayesian” approach that eventually leads to robust shrinkage estimators in Section 4.

2.1 Definition and characterisation of fund models

Fix portfolio processes \((f^k; k \in K)\), where \( K \) is a finite index set. These portfolios are to be understood as the only funds that individuals are able (or wish) to invest in, as opposed to having the freedom in investing in the whole universe of stocks. Typically, the number \(|K|\) of funds will be much smaller than the number \(|I|\) of available assets. Define also the matrix-valued processes

\[
f \equiv (f^k_i; (i, k) \in I \times K).
\]

\(^6\)In technical terms, this also ensures that both integrals in (1.2), when \( \pi = \nu \), are well defined.
As above, and in order to facilitate reading, indices in $\mathbb{R}^I$ will be subscripts, while indices in $K$ will be superscripts.

For matrix-valued processes $x \equiv (x^k_i; (i,k) \in I \times K)$ and $y \equiv (y^k_i; (i,k) \in I \times K)$ representing funds, we use the notation\footnote{We tacitly assume that any fund $x \equiv (x^k_i; (i,k) \in I \times K)$ here and below constitutes a valid trading strategy; i.e., the integrals $\int_0^\cdot x^\ast (dC)x$ and $\int_0^\cdot |x^\ast dA|$ are finite valued.} 

$$dC_{xy} := x^\ast (dC)y$$

for the $\mathbb{R}^{K \times K}$-valued process of instantaneous covariations. To avoid unnecessary complications, we assume that $dC_{ff}$ has full rank. Furthermore, we define

$$dA_x := x^\ast dA$$

for the $\mathbb{R}^{K}$-valued process of instantaneous mean returns (or instantaneous risk premia) of the funds $x \equiv (x^k_i; (i,k) \in I \times K)$.

The growth-optimal portfolio when restricted to investment only in the funds represented by $f$ is $f\theta = \sum_{k \in K} \theta^k f^k$, where the process $\theta \equiv (\theta^k; k \in K)$ satisfies, in accordance to (1.3),

$$(dC_{ff})\theta = dA_f \implies \theta = (dC_{ff})^{-1} dA_f. \tag{2.1}$$

A natural question is: when is the fund-constrained growth-optimal portfolio also growth-optimal for the whole market? In other words, when is the class of funds rich enough to already allow for growth-optimal investment? Here is a general result.

**Proposition 2.1.** In the previously described market, the following two statements are equivalent:

1. The (unconstrained) growth-optimal portfolio is such that $\nu = \sum_{k \in K} \theta^k f^k$ for an appropriate process $\theta \equiv (\theta^k; k \in K)$, which then necessarily satisfies \footnote{We tacitly assume that any fund $x \equiv (x^k_i; (i,k) \in I \times K)$ here and below constitutes a valid trading strategy; i.e., the integrals $\int_0^\cdot x^\ast (dC)x$ and $\int_0^\cdot |x^\ast dA|$ are finite valued.} \footnote{We tacitly assume that any fund $x \equiv (x^k_i; (i,k) \in I \times K)$ here and below constitutes a valid trading strategy; i.e., the integrals $\int_0^\cdot x^\ast (dC)x$ and $\int_0^\cdot |x^\ast dA|$ are finite valued.} \footnote{We tacitly assume that any fund $x \equiv (x^k_i; (i,k) \in I \times K)$ here and below constitutes a valid trading strategy; i.e., the integrals $\int_0^\cdot x^\ast (dC)x$ and $\int_0^\cdot |x^\ast dA|$ are finite valued.} (2.1).

2. It holds that

$$dR_i = \sum_{k \in K} \beta^k_i dR_{f^k} + dN_i, \quad i \in I, \tag{2.2}$$

for appropriate processes $\beta \equiv (\beta^k_i; (i,k) \in I \times K)$, where $(N_i; i \in I)$ are local martingales with the property that $(dN_i)(dR_{f^k}) = 0$ holds for all $k \in K$.

Let us intuitively explain why enforcing the local martingale property on $(N_i; i \in I)$ ensures that the growth-optimal portfolio is a combination of the funds. Indeed, (2.2) implies that, investing in anything further than the funds, would just add extra volatility, without any risk compensation. A growth-optimal portfolio would never do this, as extra volatility would reduce growth.
Before giving the proof of Proposition 2.1 let us make an observation. There always exists a decomposition of the form \( (\nu) \) for appropriate processes \( \beta \equiv (\beta^i_k; (i, k) \in I \times K) \), where \( (dN_i)(dR_{fk}) = 0 \) holds for all \( k \in K \), as long as we do not insist that \((N_i; i \in I)\) are local martingales. Indeed, we may identify \( \beta \) via the orthogonality condition, noting that \( e^i_f (dC)^m = \sum_{k \in K} \beta^i_k dC_{fk} f_m \) has to hold for all \( i \in I \) and \( m \in K \). We can then write \( (dC)f = \beta dC_{ff} \), which gives \( \beta = (dC)f (dC_{ff})^{-1} \). With this definition of \( \beta \), it is straightforward to check that \( dN_i := dR_i - \sum_{k \in K} \beta^i_k dR_{fk} \) is such that \( (dN_i)(dR_{fm}) = 0 \) holds for all \( m \in K \).

**Proof of Proposition 2.1** Assume that condition (1) is true, i.e., \( \nu = f \theta \), which gives \( dA = (dC)\nu = (dC)f \theta \). Consider the decomposition \( (2.2) \) for \( \beta \equiv (\beta^i_k; i \in I, k \in K) \) such that \( \beta dC_{ff} = (dC)f \), so that \( (dN_i)(dR_{fk}) = 0 \) holds for all \( i \in I \) and \( k \in K \), as explained right after the statement of Proposition 2.1.

We only need to show that \((N_i; i \in I)\) is a family of local martingales. The previous relationships, together with \( (2.1) \), give
\[
 dA = (dC)f \theta = \beta(dC_{ff})\theta = \beta A_f .
\]

Note then that the local drift differential of \( dN_i = dR_i - \sum_{k \in K} \beta^i_k dR_{fk} \) equals
\[
 dA_i - \sum_{k \in K} \beta^i_k dA_{fk} = dA_i - e^i_\ast \beta dA_f = dA_i - e^i_\ast dA = dA_i - dA_i = 0,
\]
ensuring that \( N_i \) is a local martingale for all \( i \in I \).

Conversely, assume that condition (2) holds true. Then, with \( \beta \) satisfying \( \beta dC_{ff} = (dC)f \), it holds that
\[
 0 = dA_i - \sum_{k \in K} \beta^i_k dA_{fk} = dA_i - e^i_\ast \beta dA_f = e^i_\ast (dA - \beta dA_f) , \quad i \in I,
\]
which gives
\[
 dA = \beta dA_f = (dC)f (dC_{ff})^{-1}(dA_f) .
\]

Setting \( \theta := (dC_{ff})^{-1}(dA_f) \), the previous reads \( dA = (dC)f \theta \), which implies that the growth-optimal portfolio \( \nu \) is such that \( \nu = f \theta = \sum_{k \in K} \theta^k f^k \).

**Example 2.2.** A special case of a single-fund model \(|K| = 1\) is the so-called Capital Asset Pricing Model (CAPM) of [Sharpe (1964)] and [Mossin (1966)], in which the single fund equals the market portfolio \( w \equiv (w_i; i \in I) \), defined via
\[
 w_i := \frac{S_i}{\Sigma} , \quad i \in I , \quad \text{where} \quad \Sigma := \sum_{j \in I} S_j .
\]

\(^{8}\)Here, \((e_i; i \in I)\) are the usual basis unit vectors.
Above, we give \((S_i; i \in I)\) the interpretation of market capitalisation (share price multiplied by number of shares outstanding); thus, \(\Sigma\) becomes the total market capitalisation and \((w_i; i \in I)\) the relative company capitalisations. With this notation, note that

\[
\frac{d\Sigma}{\Sigma} = \sum_{j \in I} \frac{dS_j}{\Sigma} = \sum_{j \in I} w_j \frac{dS_j}{S_j} = dR_w,
\]

which establishes that investing according to \(w\) replicates the market capitalisation.

The CAPM states that \(dR_i = \beta_i dR_w + dN_i\) holds for \(i \in I\), for some processes \(\beta \equiv (\beta_i; i \in I)\), where \((N_i; i \in I)\) are local martingales they are locally uncorrelated with the market, i.e., \((dN_i)(dR_w) = 0\) holds for \(i \in I\). This “orthogonality” gives

\[
\beta_i = \frac{dC_{iw}}{dC_{ww}} = \frac{c^*_i(dC)w}{w^*(dC)w}, \quad i \in I.
\]

According to Proposition \ref{prop:2.1} the CAPM is equivalent to the statement that the growth-optimal portfolio \(\nu\) equals \(\theta w\), where \(\theta\) is a one-dimensional “leverage” process which would require estimation. In accordance to Merton’s solution to the optimal investment problem, \(\theta\) has the interpretation of “local risk aversion” for a representative agent in the market \cite{Merton1969, Merton1971}.

### 2.2 Estimation

Proposition \ref{prop:2.1} implies that, for the purposes of growth-optimal investment, one need only estimate an unobservable \(|K|\)-dimensional process \(\theta\), while utilising a potentially large amount of cross-sectional data across the returns of all the \(|I|\) assets, providing hope in that estimation of the growth-optimal portfolio may be done more efficiently.

To simplify the exposition at this point, we take a purely frequentist and non-parametric point of view. We shall estimate locally in time excess returns, without further modelling assumptions. Although we are formally using differential notation, the understanding is that estimation is happening within a “small” window of observations. This makes the theory of estimation very general, but leads to very noisy estimates. As we shall argue below, only data from the fund returns are relevant for estimation of \(\theta\); anything “orthogonal” to the process of fund returns is irrelevant; thus, unfortunately, cross-sectional data do not offer any advantage.

One may use the relationship \(dA = (dC)f\theta\) to estimate \(\theta\) by considering a combination \(x \equiv (x^k_i; i \in I, k \in K)\) of funds. To this end, note that

\[
(dC_{xf})\theta = x^*(dC)f\theta = x^*dA = dA_x \quad \Longrightarrow \quad \theta = (dC_{xf})^{-1}dA_x,
\]

as long as \(dC_{xf}\) is of full rank. Therefore, we can use

\[
\hat{\theta}(x) = (dC_{xf})^{-1}dA_x
\]

\footnote{Note that this interpretation does not affect the relative dynamics in (1.1).}
as an estimator, where $\widehat{dA}_x$ is an unbiased estimator for $dA_x$, with covariance matrix equal to $dC_{xx}$. In continuous time, the instantaneous covariance matrix is observable and does not need to be estimated (for practical problems of estimating the covariance matrix with high-frequency data, see Chen et al. (2020a)). The mean squared error in estimating $\theta$ is

$$MSE(x) = E \left[ \left\| \hat{\theta}(x) - \theta \right\|^2 \right] = E \left[ \left\| (dC_{xf})^{-1} (\widehat{dA}_x - dA_x) \right\|^2 \right]$$

$$= \text{tr} \left( (dC_{xf})^{-1} (dC_{xx})(dC_{fx})^{-1} \right).$$

Here and in the sequel, “tr” denotes the trace operator on matrices.

An application of Lemma A.1 (with $\eta$ there being the identity matrix and $c$ there equalling $dC$) implies that $MSE(f) \leq MSE(x)$ holds for all $x \in \mathbb{R}^{I \times K}$ (such that $dC_{xf}$ is non-singular). It follows that we may restrict attention in estimation through the fund $f$. Note that

$$MSE(f) = \text{tr} (\left( dC_{ff} \right)^{-1}),$$

which again shows that high fund volatility gives better estimation for $\theta$.

**Remark 2.3.** In such fully non-parametric setting, $dR$ is formally conditionally multivariate Gaussian with mean vector $dA = (dC)f\theta$ and covariance matrix $dC$. Therefore, in the class of unbiased estimators of $\theta$, the optimal one in terms of mean squared error will be linear in the data. It follows that $\hat{\theta}(f)$ is (again, formally) the best linear unbiased estimator for $\theta$.

Mean squared error is not the only objective that results in the fund $f$ being the most efficient way to estimate $\theta$ in the fund model, i.e., if the conditions of Proposition 2.1 are satisfied. Let us next consider minimising **distance from growth-optimality**.

which is the drift differential $(d\Gamma_\nu - d\Gamma\tilde{\nu}(x))$ of $d\log(X_\nu/X\tilde{\nu}(x))$, with $\tilde{\nu}(x) := f\hat{\theta}(x) = f(dC_{xf})^{-1}dA_x$. A standard application of Itô’s formula shows that, provided $dC_{xf}$ is non-singular, this distance equals

$$\frac{1}{2} \left\| \left( dC \right)^{1/2} (\tilde{\nu}(x) - \nu) \right\|^2 = \frac{1}{2} \left\| \left( dC \right)^{1/2} (dC_{xf})^{-1} (dA_x - dA_x) \right\|^2$$

$$= \frac{1}{2} \left\| \left( dC_{ff} \right)^{1/2} (dC_{xf})^{-1} (dA_x - dA_x) \right\|^2.$$

This distance corresponds to the utility loss due to estimation error in Kandel and Stambaugh (1990), Avramov (2004), and Kan and Zhou (2007) for the case when the coefficient of relative risk aversion equals 1.

---

10 Locally in time, $dR_x$ is approximately multivariate Gaussian with mean vector $dA_x$ and covariance matrix $dC_{xx}$. In practice, we estimate $dA_x$ locally estimate through the returns in a certain window of observations.

11 The notation $E$ for the expectations used here should be understood as conditional on the observations.
We need to minimise
\[ \mathbb{DIS}(x) = \frac{1}{2} \mathbb{E} \left[ \left\| \left( dC_{ff} \right)^{1/2} \left( dC_{xf} \right)^{-1} \left( dA_x - dA_x \right) \right\|^2 \right] = \frac{1}{2} \text{tr} \left( \left( dC_{ff} \right)^{1/2} \left( dC_{xf} \right)^{-1} \left( dC_{xx} \right) \left( dC_{fx} \right)^{-1} \left( dC_{ff} \right)^{1/2} \right). \]

Lemma A.1 again (with \( \eta \) there equalling \( \left( dC_{ff} \right)^{1/2} \)) yields that \( \mathbb{DIS}(x) \) minimised at \( x = f \). The minimal value equals
\[ \mathbb{DIS}(f) = \frac{1}{2} \text{tr}(\text{id}) = \frac{|K|}{2}, \]
which, very interestingly, does not depend on any market characteristic apart from the dimensionality of the fund.

3 Filtering and estimation of growth

The frequentist estimator of §2.2 is very noisy, due to the large error in the estimation of instantaneous returns. In order to have practical and useful estimates, we move to a Bayesian formulation; here, even in fund models, other data (e.g., past and cross-sectional returns) may be important for estimation. For this purpose we consider a filtering (learning) problem in this section. We study estimation problems related to growth-optimality in the presence of two different information flows. The finer “theoretical” information represents the one under which the model is specified, while the coarser “practical” information may represent an investor’s lack of knowledge about (or observation of) some of the model parameters. While we work on a rather general and abstract setting, there is a specific illustration in §3.4 yielding a Bayesian estimate of the growth-optimal portfolio (in contrast to the previous “frequentist” estimates).

3.1 Framework

We work in a general two-level information model, for two information flows (filtrations) \( \mathcal{F} \equiv (\mathcal{F}(t); t \geq 0) \) and \( \mathcal{G} \equiv (\mathcal{G}(t); t \geq 0) \) with \( \mathcal{F}(t) \subseteq \mathcal{G}(t) \) holding for all \( t \geq 0 \).

The investor’s information flow corresponds to the information flow \( \mathcal{F} \). We assume that the returns process \( R \) can be observed under the information flow \( \mathcal{F} \). In particular, this yields that the covariance process \( C \) is observable under \( \mathcal{F} \).

The larger information flow \( \mathcal{G} \) is used here as a modelling device, representing full information. In particular, as §3.4 below illustrates, such a framework includes the situation when the investor has a Bayesian prior on certain model parameters.

\[ ^{12} \text{Without additional information, } \mathcal{F} \text{ would correspond exactly to the information flow generated by the return process } R; \text{ however, we allow for setups where more information may be available to the investor.} \]
According to (1.3), we write the decomposition of the returns $R \equiv (R_i; i \in I)$ under the larger information flow $\mathcal{G}$ as
\[
dR = (dC)\nu + dM^G,
\]
where $M^G$ is a continuous $\mathcal{G}$-local martingale, $dC = (dR)(dR)^*$, and $\nu$ is the growth-optimal portfolio under the information flow $\mathcal{G}$.

We shall assume that the growth-optimal $\mathcal{G}$-portfolio $\nu$ appearing in the above will be such that the nondecreasing process $G$, which is the integral of the differentials
\[
dG := \frac{1}{2}\nu^*(dC)\nu,
\]
is well defined (i.e., finite). Note that $G$ is in fact the maximal achievable growth in the market under the finer information flow $\mathcal{G}$.

For a $\mathcal{G}$-adapted stochastic process $\eta$, we shall use $E^{\mathcal{F}}[\eta]$ to denote the process that at any point in time $t \geq 0$ equals the expected value $E[\eta(t)|\mathcal{F}(t)]$; i.e., the best estimate of the value of $\eta(t)$ by an investor with information flow $\mathcal{F}$.

Whenever $H$ is a finite variation process, we shall be slightly abusing notation and write $E^{\mathcal{F}}[dH]$ to formally denote conditional expectation of the increments $dH$ of $H$ given past information. In all the situations we shall encounter, there exist some continuous, nondecreasing, and $\mathcal{F}$-adapted process $O$ such that $H = \int_0^\cdot \eta dO$; then, we in fact have $E^{\mathcal{F}}[dH] = E^{\mathcal{F}}[\eta]dO$.

We assume that
\[
\int_0^\cdot E^{\mathcal{F}}[\nu^*(dC)\nu] < \infty;
\]
i.e., that the optimal growth under information $\mathcal{G}$ has a finite $\mathcal{F}$–compensator. Since we are assuming that $dC$ is of full rank, the above in particular implies that
\[
E^{\mathcal{F}}[\|\nu\|^2] < \infty.
\]

This allows us to define the processes $\hat{\nu}$ and $\kappa$, respectively, as being the mean and covariance matrix of the $\mathcal{F}$-conditional law of $\nu$:
\[
\hat{\nu} := E^{\mathcal{F}}[\nu]; \quad \kappa := E^{\mathcal{F}}[(\nu - \hat{\nu})(\nu - \hat{\nu})^*] = E^{\mathcal{F}}[\nu\nu^*] - \hat{\nu}\hat{\nu}^*.
\]

In the finer information, the growth-optimal portfolio is given by the process $\nu$. An investor equipped with only the coarser information might not be able to observe $\nu,$

---

13In the jargon of the theory of stochastic processes, $E^{\mathcal{F}}[\eta]$ is the $\mathcal{F}$-optional projection of the process $\eta$.

14In mathematical terms, the integrated process $\int_0^\cdot E^{\mathcal{F}}[dH]$ is the so-called dual $\mathcal{F}$-optional projection of $H$. We will put assumptions in place so that this dual $\mathcal{F}$-predictable projection exists when used.

15This is a more precise definition of the dual $\mathcal{F}$-optional projection of $H$. This expression does not depend on the processes $\eta$ and $O$, $\mathcal{G}$-adapted and $\mathcal{F}$-adapted, respectively, in the representation $dH = \eta dO$. 
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which creates uncertainty on the values of the process $\nu$. Such investors’ best guess provided the information flow $\mathcal{F}$ is $\hat{\nu}$, obtained by “filtering” the data. Moreover, conditionally on the coarser information, $\nu$ has (conditional) second moments described by the matrix-valued process $\kappa$. Note that we do not enforce any structure on the (conditional) law of $\nu$, apart from the existence of conditional second moments, which comes as a consequence of absence of arbitrage in the finer information through the fact that $G$ is a finite-valued process.

3.2 Loss of growth due to filtering

The drift in the dynamics of $R$ for the investor under the information flow $\mathcal{F}$ is “filtered” from the corresponding drift of the dynamics under $G$. With the above assumptions and notation, the dynamics of $R$ under $\mathcal{F}$ become

$$dR = (dC)\hat{\nu} + dM^{\mathcal{F}},$$

where $M^{\mathcal{F}}$ is an $\mathcal{F}$-local martingale. These dynamics yield directly that $\hat{\nu}$ is the growth-optimal portfolio under information flow $\mathcal{F}$. The maximal achievable $\mathcal{F}$-growth hence satisfies

$$dF := \frac{1}{2} \hat{\nu}^*(dC)\hat{\nu}. \quad (3.1)$$

Consider now a portfolio $\pi$ from the side of the investor, that uses only the coarser information flow $\mathcal{F}$. Then, according to (1.2), its local growth measured under the information flows $\mathcal{F}$ and $G$, respectively, is given by

$$d\Gamma^{\mathcal{F}}_{\pi} = \pi^*(dC)\hat{\nu} - \frac{1}{2} \pi^*(dC)\pi; \quad d\Gamma^{G}_{\pi} = \pi^*(dC)\nu - \frac{1}{2} \pi^*(dC)\pi. \quad (3.2)$$

In particular, $E^{\mathcal{F}}[d\Gamma^{G}_{\pi}] = d\Gamma^{\mathcal{F}}_{\pi}$, and

$$E^{\mathcal{F}}[(d\Gamma^{G}_{\pi} - d\Gamma^{\mathcal{F}}_{\pi})^2] = \| \kappa^{1/2}(dC)\pi \|^2. \quad (3.3)$$

It follows that the best estimate for the portfolio’s local $G$-growth coincides with its $\mathcal{F}$-growth, and there is a closed-form expression for the $\mathcal{F}$-conditional variance of the local $G$-growth.

However, when we want to compare the maximal local growth $dF$ and $dG$ between the two information flows $\mathcal{F}$ and $G$, respectively, the previous does not apply, because the $G$-growth-optimal portfolio $\nu$ cannot be observed under the coarser information flow $\mathcal{F}$. In fact, we have

$$2E^{\mathcal{F}}[dG] = E^{\mathcal{F}}[\nu^*(dC)\nu] = \hat{\nu}^*(dC)\hat{\nu} + 2\hat{\nu}^*(dC)E^{\mathcal{F}}[\nu - \hat{\nu}] + E^{\mathcal{F}}[(\nu - \hat{\nu})^*(dC)(\nu - \hat{\nu})]$$

$$= \hat{\nu}^*(dC)\hat{\nu} + \text{tr}(\kappa^{1/2}(dC)\kappa^{1/2})$$

$$= 2dF + \text{tr}(\kappa dC). \quad (3.4)$$

The term $E^{\mathcal{F}}[dG] - dF = (1/2)\text{tr}(\kappa dC) \geq 0$ measures the “distance” of the maximal $\mathcal{F}$-growth differential from the expected maximal $G$-growth differential, when seen under information $\mathcal{F}$. This quantity $E^{\mathcal{F}}[dG] - dF$ can also be regarded as loss of growth differential coming from the estimation procedure of $\nu$ by $\hat{\nu}$. 
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3.3 Loss of growth increases as the investment universe does

Clearly, restrictions in investment will lead to loss of growth in both informational levels. What is also true is that loss of growth when only using information flow $\mathcal{F}$, as described above, also decreases once the investment universe that an investor tries to utilise becomes smaller. This is intuitively reasonable, as the corresponding estimation problem becomes easier.

Formally, recalling the setting of Section 2, assume that one may only trade in $\mathcal{F}$-adapted funds $f = (f^k_i; (i,k) \in I \times K)$, representing available investment opportunities. Assuming throughout that $dC_{ff}$ is invertible, the constrained $\mathcal{G}$-growth-optimal portfolio $\nu_f$ is then given by

$$\nu_f := f(dC_{ff})^{-1} f^* A = f(dC_{ff})^{-1} f^* (dC) \nu.$$ 

The maximal achievable $\mathcal{G}$-growth differential under such restriction on fund investment equals

$$dG_f = \nu^*(dC) f(dC_{ff})^{-1} f^* A - \frac{1}{2} \nu^*(dC) f(dC_{ff})^{-1} f^* (dC) f(dC_{ff})^{-1} f^* (dC) \nu$$

$$= \frac{1}{2} \nu^*(dC) f(dC_{ff})^{-1} f^* (dC) \nu.$$

Similarly, for the maximal achievable $\mathcal{F}$-growth differential in this investment universe we have

$$dF_f = \frac{1}{2} \hat{\nu}^*(dC) f(dC_{ff})^{-1} f^* (dC) \hat{\nu}.$$

As in (3.4), the “distance” of the maximal $\mathcal{F}$-growth differential from the expected maximal $\mathcal{G}$-growth differential under this restricted investment satisfies

$$\mathbb{E}^\mathcal{F}[dG_{\tilde{f}}] - dF_{\tilde{f}} = \frac{1}{2} \text{tr} (\kappa (dC) f(dC_{ff})^{-1} f^* (dC)) \leq \frac{1}{2} \text{tr} (\kappa dC) = \mathbb{E}^\mathcal{F}[dG_f] - dF_f, \quad (3.5)$$

where the above inequality follows from Lemma A.2.

The same argument shows that whenever another fund $\tilde{f}$, of potentially different dimensionality $I \times \tilde{K}$, represents further restrictions from $f$ (in the sense that there is an appropriate $\mathcal{F}$-adapted matrix-valued process that maps $f$ to $\tilde{f}$), then

$$\mathbb{E}^\mathcal{F}[dG_{\tilde{f}}] - dF_{\tilde{f}} \leq \mathbb{E}^\mathcal{F}[dG_f] - dF_f.$$

In words, the less investment opportunities are available, the less is the loss in growth coming from the estimation of the growth-optimal portfolio.
Remark 3.1. As in Section 2 we could assume that returns follow a certain fund structure under $\mathcal{G}$, relying on the $\mathcal{F}$-adapted funds $f = (f_i^k; (i, k) \in I \times K)$; i.e., that (2.2) holds for appropriate processes $(\beta_i^k; i \in I, k \in K)$, $\mathcal{F}$-adapted funds $f$, and $\mathcal{G}$-local martingales $(N_i^G; i \in I)$ such that $(dN_i^G)(dR_{f_i^k}) = 0$ for all $i \in I$ and $k \in K$. Thanks to the paragraph following the statement of Proposition 2.1, the processes $(\beta_i^k; i \in I, k \in K)$ may be chosen $\mathcal{F}$-adapted (i.e., observable under the coarser information). Using the appropriate filter, one sees that the fund structure also holds under $\mathcal{F}$, of course with different $\mathcal{F}$-local martingales $(N_i^F; i \in I)$ such that $(dN_i^F)(dR_{f_i^k}) = 0$ for all $i \in I$ and $k \in K$.

With the notation setup previously, and thanks to Proposition 2.1 we have $dG_f = dG$ and $dF_f = dF$. Under the assumed factor structure on the returns, the (unconstrained) growth-optimal portfolio only invests in the funds under both information structures $\mathcal{F}$ and $\mathcal{G}$. As a direct implication, the inequality in (3.5) is actually an equality.

Consider now two models I and II for the returns of a given family of stocks, and assume that the two models agree on the dynamics $R_f := f^*dR$ of the returns of a fixed set of $\mathcal{F}$-adapted funds $f$. Suppose also that model I satisfies the fund structure of Section 2 whereas model II does not. The previous considerations imply that there is larger loss in optimal growth passing from the $\mathcal{G}$ to the $\mathcal{F}$ information flow in the global investment universe under model II than under model I. (Indeed, in both models the growth loss in the performance of investments in the funds only are the same; in the fund model I this actually corresponds to the total growth loss, whereas in the non-fund model II the growth loss will be greater if we consider the full investment universe.)

Assume now that model I represents the true data-generating mechanism but the econometrician uses the misspecified model II instead. Since the econometrician estimates the wrong quantity, less growth will be obtained. Therefore, it may be the case that the econometrician is under the wrong impression that lower growth comes from large estimation error, rather than large model misspecification error.

### 3.4 An example: Bayesian updating

#### 3.4.1 Growth-optimal portfolio with Gaussian prior

Under a probability measure $Q$ (which will be risk-neutral in our model), let $R$ be a continuous $\mathcal{F}$-local martingale with $R(0)$ to be defined later on. Let $\nu$ be an independent from $\mathcal{F}$ random variable having Gaussian law with given mean $\hat{\nu}(0) \in \mathbb{R}^I$ and covariance matrix $\kappa(0) \in \mathbb{R}^{I \times I}$. Let $\mathcal{G}$ be the smallest information flow containing $\mathcal{F}$ and knowledge

---

16 One way to regard model II is a situation where the investor does not have correct information about the factor structure (see, e.g., Feng et al. 2020; Giglio et al. 2021; Giglio and Xiu 2021).
of $\nu$ from the beginning of time. We set $dC := (dR)(dR^*)$, and set $C(0) := \kappa(0)^{-1}$ and $R(0) := \kappa(0)^{-1}\hat{\nu}(0)$. These values of $C(0)$ and $R(0)$ do not affect the differentials $dR$ and $dC$, and as a consequence will not affect trading; however, they are convenient in writing easier formulae, and are also very interpretable in the empirical Bayesian setup of §3.4.2.

Continuing, define the probability $P$ such that
\[
\frac{dP}{dQ}\bigg|_{\mathcal{G}(\cdot)} = \exp \left( \int_0^\cdot \nu^* dR - \frac{1}{2} \int_0^\cdot \nu^*(dC)\nu \right),
\]
with the underlying assumption that the process above on the right-hand-side is a true (and not just local) $(\mathcal{G},Q)$-martingale. We shall be working under this probability $P$.

Note that the $\mathcal{G}$-drift differential of $R$ under $P$ equals $(dC)^\nu$.

Lemma 3.2. The $\mathcal{F}$-conditional law of $\nu$ is Gaussian with mean vector $\hat{\nu} = C^{-1}R$ and covariance matrix $\kappa = C^{-1}$.

Proof. To see this, fix some Borel set $A$ and note that
\[
\log P^F[\nu \in A] \sim \log E^F_Q\left[1_{\{\nu \in A\}} \exp \left( \int_0^\cdot \nu^* dR - \frac{1}{2} \int_0^\cdot \nu^*(dC)\nu \right) \right] \\
\sim \log \int_A \exp \left( x^*(R - R(0)) - \frac{1}{2} x^*(C - C(0))x + \ell(x) \right) dx,
\]
where $\ell(x) = x^* R(0) - (1/2)x^* C(0)x$ is (up to an additive constant) the prior log-density of $\nu$. Here $\sim$ denotes equality up to an additive normalising process that does not depend on the Borel set $A$. Therefore, we obtain that the $\mathcal{F}$-conditional log-density of $\nu$ equals (up to an additive normalising process)
\[
\log P^F[\nu \in dx] \sim \ell(x) + x^* (R - R(0)) - \frac{1}{2} x^* (C - C(0))x = x^* R - \frac{1}{2} x^* Cx.
\]
The result is now immediate.

In this specific case, where $\kappa = C^{-1}$, we obtain from (3.4) that
\[
E^F[dG] - dF = \frac{1}{2} \text{tr} (C^{-1}dC) = \frac{1}{2} d \log(\det(C)),
\]
where $\text{det}$ denotes matrix determinant.

3.4.2 Empirical Bayes setting

In the empirical Bayesian setup, one uses past data to estimate the prior law. Assume that there already have been $\delta > 0$ previous years of observation, in which case we set $C(-\delta) = 0$ and $R(-\delta) = 0$, and count everything from time $-\delta$ onward. At time $-\delta$, we interpret as “uninformative” prior a sequence of Gaussian laws with some fixed mean
and covariance matrix that “explodes” in the sense that its inverse converges to zero. Then, it is easily seen by a limiting argument that the posterior law at time zero of $\nu$ is Gaussian with mean $\tilde{\nu}(0) = C(0)^{-1}R(0)$ and covariance matrix $\kappa(0) = C(0)^{-1}$. This is exactly the reason for “reverse engineering” the values of $C(0)$ and $R(0)$ to be consistent with these formulae. In fact, it should be noted that one does not need Gaussian prior laws at time $-\delta$ for this to hold—any sequence of prior laws with the property that conditional laws on bounded intervals are asymptotically uniform will lead to the same Gaussian limit.

Continuing in the empirical Bayesian setup, assume further that, the local volatility matrix of the returns is constant with respect to an operational clock, the latter modelled via a nondecreasing $\mathbb{R}$-valued, continuous, and adapted process $O$. One could interpret $O$ as market activity (as opposed to calendar) time, and the assumption of constant volatility with respect to it means that $dC = cdO$ and $C(0) = cO(0)$ holds for a constant positive definite matrix $c$. We note that $O(0) > 0$, in order to model previous observations, in accordance to §3.4.2 above. In this special case, we then obtain from (3.6) that

$$E^F[dG] - dF = \frac{1}{2} \text{tr} \left( C^{-1}cdO \right) = \frac{|I|}{2} \frac{dO}{O} = \frac{|I|}{2} d\log(O).$$

Interestingly, and as was noted in the analysis of Section 2, the distance from optimality depends only on the dimensionality of the assets (and here, also on the previous years of observation), but not on any market characteristic.

To get a feeling for the numbers, with only a single fund (recall Remark 3.1) and $O(0) = 10$ (for example, this could represent 10 calendar years of observation if $O$ is calendar time), one still loses at the beginning of trading instantaneously a vast $(2O(0))^{-1}|I| = .05 = 5\%$ of growth (in absolute terms, and with respect to the operational clock change $dO$).

Of course, the fact that there is more average distance when the number of the funds is higher does not need the assumption of constant covariance matrix; as the discussion before Remark 3.1 implies, it is always true.

### 3.4.3 Truncated Gaussian priors

We have considered here Gaussian priors on the growth-optimal $\nu$. Via a straightforward adjustment, we may accommodate situations when we have further prior information on the possible range of values that $\nu$ may take. To this end, let us consider some set $U \subset \mathbb{R}^d$ with positive Lebesgue measure. We assume that the prior law of $\nu$ is $1_U \exp(\ell)$, where $\ell(x) \sim x^*R(0)x - (1/2)x^*C(0)x$ (with “$\sim$” denoting equality up to an additive normalising constant), as in the proof of Lemma 3.2 that is, the prior on $\nu$ corresponds to a normal distribution with mean vector $C(0)^{-1}R(0)$ and covariance matrix $C(0)^{-1}$, conditioned on taking values in $U$. It then follows as in Lemma 3.2 that
the $\mathcal{F}$-conditional law of $\nu$ is and Gaussian with mean $\hat{\nu} = C^{-1}R$ and covariance matrix $\kappa = C^{-1}$, conditioned on taking values in $U$. It follows that

$$\hat{\nu} := \mathbb{E}^F[\nu] = \frac{\int_U x \exp(x^* R - (1/2)x^* C x)dx}{\int_U \exp(x^* R - (1/2)x^* C x)dx};$$

$$\kappa := \mathbb{E}^F[(\nu - \hat{\nu})(\nu - \hat{\nu})^*] = \frac{\int_U xx^* \exp(x^* R - (1/2)x^* C x)dx}{\int_U \exp(x^* R - (1/2)x^* C x)dx} - \hat{\nu}\hat{\nu}^*.$$

Particular closed-form expressions can be retrieved for the one-fund case (i.e., $|I| = 1$), when $U = (l, r)$ for some $-\infty \leq l < r \leq \infty$. (For example, one may want the prior to be supported only on the nonnegative real line). Under these assumptions, we obtain that the $\mathcal{F}$-conditional law of $\nu$ is truncated normal with

$$\hat{\nu} = \frac{R}{C} + \frac{1}{\sqrt{C}} \frac{-\phi(\bar{r}) + \phi(\bar{l})}{\Phi(\bar{r}) - \Phi(\bar{l})};$$

$$\kappa = \frac{1}{C} \left( 1 + \frac{-\bar{r}\phi(\bar{r}) + \bar{l}\phi(\bar{l})}{\Phi(\bar{r}) - \Phi(\bar{l})} - \frac{\phi(\bar{r}) - \phi(\bar{l})}{\Phi(\bar{r}) - \Phi(\bar{l})} \right)^2,$$

where $\bar{l} = l\sqrt{C} - R/\sqrt{C}$, $\bar{r} = r\sqrt{C} - R/\sqrt{C}$, and $\phi$ (respectively, $\Phi$) denotes the probability density (respectively, cumulative distribution) function of a standard normal law.

### 4 Shrinkage

In this section we study an interesting “shrinkage” estimator of the growth-optimal portfolio. When filtering from $\mathcal{G}$ down to information $\mathcal{F}$ in the context of Section 3, one obtains an estimate $\hat{\nu}$ for the $\mathcal{F}$-growth-optimal portfolio that maximises the $\mathcal{F}$-expectation of the growth differential $d\Gamma^{\mathcal{G}}_\pi$ over all $\mathcal{F}$-portfolios $\pi$. This is certainly an aggressive strategy leading to maximal growth $dF = \mathbb{E}^F[dG]$; however, from the vantage point of the $\mathcal{F}$-investor there may be a lot of “spread” in the $\mathcal{F}$-conditional law of $d\Gamma^{\mathcal{G}}_\hat{\nu} - dF$. It may be more appealing to take a slightly more conservative approach, and instead try to minimise the spread of $d\Gamma^{\mathcal{G}}_\pi - dF$ over $\mathcal{F}$-portfolios $\pi$, thereby targeting maximal growth with the least amount of deviation, even if not fully achieving such maximal growth in expectation. This approach allows for the introduction of some “bias” in the estimation of the growth-optimal portfolio in order to reduce the overall “variance” of the target, namely the growth differential. As we shall see in this section, this results in “shrinkage” of the portfolio $\hat{\nu}$, which has the additional welcome effect that overall volatility of the resulting wealth is reduced. This way, two reductions occur simultaneously. On the one hand, distance from optimal growth with respect to uncertainty in filtering is reduced, which only affects the drift of the log-wealth process. On the other hand, intertemporal reduction of overall portfolio volatility is achieved, which $a$ $priori$ has nothing to do with growth.
4.1 General framework

We keep the setup and notation from Section 3.

The actual instantaneous $\mathcal{G}$-growth of the portfolio $\hat{\nu}$ equals
\[
d\Gamma^\mathcal{G}_\hat{\nu} = \hat{\nu}^* dA - \frac{1}{2} \hat{\nu}^* (dC) \hat{\nu} = \hat{\nu}^*(dC) \nu - \frac{1}{2} \hat{\nu}^*(dC) \hat{\nu}.
\]
We wish to find an $\mathcal{F}$-measurable portfolio $\pi$ whose $\mathcal{G}$-growth is as close as possible to the optimal estimated $\mathcal{F}$-growth, but $\hat{\nu}$ may not be the best way to achieve this.

Using an $\mathcal{F}$-predictable portfolio $\pi$, (4.2) gives that its $\mathcal{G}$-growth satisfies
\[
d\Gamma^\mathcal{G}_\pi - dF = -\frac{1}{2} \left\| (dC)^{1/2} (\pi - \hat{\nu}) \right\|^2 + \pi^*(dC)(\nu - \hat{\nu}).
\]
Hence one can write
\[
(dE_\pi)^2 = \mathbb{E}^\mathcal{F} \left[ (d\Gamma^\mathcal{G}_\pi - dF)^2 \right] = \frac{1}{4} \left\| (dC)^{1/2} (\pi - \hat{\nu}) \right\|^4 + \left\| \kappa^{1/2}(dC)\pi \right\|^2
\]
for the average “distance” in the sense of mean squared error of the $\mathcal{G}$-growth of $\pi$ from the optimal $\mathcal{F}$-growth. On the right hand side of (4.1), note the appearance of the variance term of (3.3), as well as the squared bias term $\left\| (dC)^{1/2} (\pi - \hat{\nu}) \right\|^4$.

We wish to (pointwise) minimise $dE_\pi$ over portfolios; i.e., to solve
\[
\rho := \arg \min_{\pi} dE_\pi,
\]
and then define $dE := dE_\rho$. An invocation of Lemma A.3 (with $z$, $y$, and $h$ there equal to $(dC)^{1/2}\hat{\nu}$, $(dC)^{1/2}\pi$, and $(dC)^{1/2}\kappa(dC)^{1/2}$, respectively) and straightforward algebra give
\[
\rho = \left( \text{id} + \kappa \frac{dC}{dB} \right)^{-1} \hat{\nu},
\]
where\(^{17}\) $0 \leq dB \leq (1/2)dC\hat{\nu} = dF$, and $dB$ solves
\[
\frac{1}{2} \left\| (dC)^{1/2}(\kappa(dC)^{1/2} + (dF)\text{id})^{-1}(dC)^{1/2}\kappa(dC)\hat{\nu} \right\|^2 = dB.
\]
From the proof of Lemma A.3 and from (3.2), the increment
\[
dB = \frac{1}{2} \left\| (dC)^{1/2}(\rho - \hat{\nu}) \right\|^2 = dF - d\Gamma^F_\rho = d\Gamma^F_\hat{\nu} - d\Gamma^F_\rho
\]
gives the local reduction in $\mathcal{F}$-growth of the portfolio $\rho$ with respect to $\hat{\nu}$. Furthermore, Remark A.4 gives
\[
dC_{\rho\hat{\nu}} = \left\| (dC)^{1/2}\hat{\nu} \right\|^2 = \left\| (dC)^{1/2}\rho \right\|^2 + 2 \left( \frac{1}{4} \right) \left\| (dC)^{1/2}(\rho - \hat{\nu}) \right\|^4 + \left\| \kappa^{1/2}(dC)\rho \right\|^2
\]
\[
= dC_{\rho\rho} + 2 \frac{(dE)^2}{dB}.
\]
\(^{17}\)In fact, it holds that $dB > 0$, except in the degenerate case where $\kappa(dC)\hat{\nu} = 0$, in which case $\rho = \hat{\nu}$. The precise statement is given in Lemma A.3.
The last equality shows how the reduction of the local variance that portfolio \( \rho \) achieves with respect to \( \hat{\nu} \) is connected to the optimal squared distance \((dE)^2\) in following the \( \mathcal{F} \)-growth \( dF \), as well as the resulting loss \( dB \) of \( \mathcal{F} \)-growth.

## 4.2 Uniform shrinkage

In the previous subsection we have characterised the optimal portfolio whose growth minimises the average distance to the optimal \( \mathcal{F} \)-growth. The expression in (4.2) is not explicit, as one needs to determine \( d \mathcal{B} \). A fast and efficient numerical algorithm is suggested in Remark A.5. However, one does need for input an estimate for \( d \mathcal{C} \).

A more explicit expression from the one in (4.2) may be obtained if one minimises (4.1) only over portfolios of the form \( a \hat{\nu} \) for some process \( a \); i.e., one shrinks all positions in the \( \mathcal{F} \)-growth-optimal portfolio uniformly. Indeed, (4.1) simplifies then to

\[
(dE_{a\hat{\nu}})^2 = (1 - a)^4 (dF)^2 + a^2 \| \kappa^{1/2} (dC) \hat{\nu} \|^2
\]

Defining \( dV := \| \kappa^{1/2} (dC) \hat{\nu} \| \), we minimise \( \mathbb{R} \ni a \mapsto \xi(a) := (dF/dV)^2 (1 - a)^4 + a^2 \) over \( a \in \mathbb{R} \).

There is in fact a unique minimiser for this problem, and it is \([0, 1]\)-valued. To wit, note that \( \xi'(a) = -4(dF/dV)^2 (1 - a)^3 + 2a \), which is increasing in \( a \) (differentiate once again and note that the derivative is positive) and such that \( \xi'(0) = -4(dF/dV)^2 \leq 0 \leq 2 = \xi'(1) \). The solution can be given in closed form (using Cardano’s formula and some algebra) as

\[
a = 1 - \frac{3}{1 + (\sqrt{1 + \psi} + \sqrt{\psi})^{2/3} + (\sqrt{1 + \psi} + \sqrt{\psi})^{-2/3}}, \quad \text{where} \quad \psi = \frac{27}{2} \left( \frac{dF}{dV} \right)^2.
\]

In the one-fund case, “uniform” shrinkage actually provides optimal shrinkage as in §4.1 and we have

\[
\psi = \frac{27}{8} \frac{\hat{\nu}^4 (dC)^2}{\kappa (dC)^2 \hat{\nu}^2} = \left( \frac{3}{2} \right)^3 \frac{\hat{\nu}^2}{\kappa}.
\]

It is important to note that in this one-fund case, \( \psi \) will not depend on the estimation of \( dC \). Furthermore, in the Bayesian setup of §3.4, where we have \( \hat{\nu}^2 / \kappa = R^2 / C \), the closed-form expression for \( \psi \) (and, therefore, for \( a \) as well) only involves integrated quantities, which are far more stable and robust to estimate.

As in the discussion of §3.4.2 in the empirical Bayes framework, let us now consider an arbitrary number of funds, but with \( dC = cdO \) and \( C(0) = cO(0) \) for a constant matrix \( c \) and a nondecreasing \( \mathbb{R} \)-valued, continuous, and \( \mathcal{F} \)-adapted operational clock process.
Upon using the facts that $\kappa = C^{-1} = O^{-1}c^{-1}$ and $\hat{\nu} = C^{-1}R = O^{-1}c^{-1}R$, the representation in (4.2) yields, after straightforward but slightly tedious computations, that

$$\rho = \frac{dB}{dB + d \log \hat{\nu}};$$

i.e., we have again a uniform shrinkage parameter $a = dB/(dB + d \log O) \in [0, 1]$. By the previous computations, $a$ satisfies (4.4), now with

$$\psi = \left(\frac{3}{2}\right)^3 \|c^{1/2}\hat{\nu}\|^2 O = \left(\frac{3}{2}\right)^3 R^*C^{-1}R.$$

Remark A.6 provides a check for these computations by directly relating equation (4.3) for $dB$ with the cubic equation $\xi'(a) = 0$ for $a$ above.

To conclude, in both of these cases, namely in the one-fund case and in the case of constant covariance rate (with respect to the operational clock $O$) and Bayesian prior, uniform shrinkage is optimal: the optimal shrinkage portfolio $\rho$ of (4.1) is given by an explicit constant multiplier of $\hat{\nu}$.

5 Empirical study

In this section we show how the shrinkage estimators perform. We consider the one-fund case with the market portfolio assumed to be the single fund (see Example 2.2). Here we only show the results for the US market, for which we have the longest time series. We use the Value-Weighted Return index with dividends, obtained from the Center for Research in Security Prices (CRSP), and the one-month treasury bill rates as risk-free rates, obtained from the Fama-French dataset. The CRSP time series is available from January 1927, and the Fama-French time series from July 1927. Hence, we start the empirical study July 1927, and run it until December 2020.

The online appendix (currently Appendix B) provides the same empirical analysis as done here for the US market for four more equity markets (UK, Germany, Italy, Australia). The time series for these four markets are shorter; hence the results less convincing.

We have daily returns that are adjusted for dividends. These returns are then turned into excess returns by adjusting them with the corresponding risk-free rate. To obtain the integrated return process $R$ we sum up these daily returns. To obtain the integrated variance process $C$ we sum up the squared returns.

We present the results in Figure 1 in four panels. Each panel describes a time series. We begin these time series 7500 trading days (i.e., about 30 years) after the first data are available. In the notation of §3.4.2, this corresponds to $\delta \approx 30$.

The upper left panels show the estimate of the growth-optimal portfolio $\hat{\nu}$ in the Bayesian setup of §3.4 (recall Lemma 3.2) and of the shrunk portfolio $a\hat{\nu}$. Here the
Figure 1: US data. See the main text for further explanations.
optimal shrinkage factor $a$ is computed by (4.4). The lower left panels display $a$. The upper right panel displays several wealth processes (in logarithmic units) and the maximal $\mathcal{F}$-achievable growth $F$, described in (3.1). The wealth processes correspond to the market portfolio, the growth-optimal portfolio $\hat{\nu}$ and its shrank version, $a\hat{\nu}$. All three processes are standardised to be one at the first displayed date. Since excess returns are used, these wealth processes are discounted indeed discounted wealth processes, i.e., show the outperformance over a portfolio that holds the risk-free asset only. The lower right panel displays the quadratic variation process $C$, approximated by the cumulative sum of squared fund returns.

We can see that the shrinkage term $a$ tends to be much lower than 1. This is true for the US data, for which we have over ninety years of observations, but $a \approx 0.6$. In the other four countries, $a$ tends to be less than 0.5 (UK) or 0.3 (Germany, Italy, Australia); see Appendix B. Shrinkage leads to a clear reduction of volatility. The logarithmic wealth process corresponding to the shrunk portfolio $a\hat{\nu}$ also tends to track the maximal $\mathcal{F}$-achievable growth $F$ better than the logarithmic wealth process corresponding to the $\hat{\nu}$ does.

We also performed the same study with a restricted Gaussian prior, as suggested in §3.4.3. None of the results changed significantly; hence we omit the corresponding panels here.

6 Conclusion

We have studied estimation of the growth-optimal portfolio and derived efficient estimates under the fund models. We have also investigated estimation and filtering in a two-informational setting. We have shown, in particular, that the expected loss of the growth rate is larger, the larger the investment universe. We have proposed a shrinkage method, targeting maximal growth with the least amount of deviation from the optimal growth rates.

We have conducted an empirical analysis under the assumption of a one-fund model (CAPM) and shown that the estimated portfolio with the shrinkage method exhibits stable returns without losing much of the growth rate. It would be interesting to extend the analysis based on multi-fund models similar to those proposed by Kozak et al. (2020), Gu et al. (2020), and Giglio and Xiu (2021), and to investigate the performance of the shrinkage portfolio in comparison with the unrestricted growth optimal portfolio.
A Technical Results

A.1 An auxiliary lemma for §2.2

We provide here a technical lemma in linear algebra, which is used in Section 2. To this end, we let $\|\cdot\|_F$ denote the Frobenius matrix norm in the space $\mathbb{R}^{K \times K}$; i.e., $\|x\|_F^2 := \langle x, x \rangle_F$, for the inner product $\langle x, y \rangle_F := \text{tr}(x^* y)$ for $x, y \in \mathbb{R}^{K \times K}$. Moreover, in analogy to Section 2, for $c \in \mathbb{R}^{I \times I}$ and $x, y \in \mathbb{R}^{I \times K}$ we write $c_{xy} := x^* c y$

Lemma A.1. For an arbitrary symmetric positive-definite $c \in \mathbb{R}^{I \times I}$, and arbitrary $\eta \in \mathbb{R}^{K \times K}$, $f \in \mathbb{R}^{I \times K}$, the function

$$\mathbb{R}^{I \times K} \ni x \mapsto \left\| c_{xx}^{1/2} c_{xf}^{-1} \eta \right\|_F^2,$$

(with the understanding that it has finite value only for $x \in \mathbb{R}^{I \times K}$ such that $c_{xf}$ is non-singular) is minimised at $x = f$.

Proof. With the change of variables $x \rightarrow c^{1/2} x$, and with $\rho := c^{1/2} f$, we need to show that the function $\mathbb{R}^{I \times K} \ni y \mapsto \left\| (y^* y)^{1/2} (\rho^* y)^{-1} \eta \right\|_F^2$ is minimised at $y = \rho$ over all $y \in \mathbb{R}^{I \times K}$ such that $\rho^* y$ is non-singular. Noting that

$$\left\| (y^* y)^{1/2} (\rho^* y)^{-1} \eta \right\|_F^2 = \text{tr}(\eta^* (y^* y)^{-1} y (\rho^* y)^{-1} \eta) = \left\| y (\rho^* y)^{-1} \eta \right\|_F^2,$$

we need to show that the function

$$\mathbb{R}^{I \times K} \ni y \mapsto \left\| y (\rho^* y)^{-1} \eta \right\|_F^2$$

is minimised at $y = \rho$ over all $y \in \mathbb{R}^{I \times K}$ such that $\rho^* y$ is non-singular.

Set $p = \rho (\rho^* \rho)^{-1} \rho^* \in \mathbb{R}^{I \times I}$, and $\text{id}$ the identity $\mathbb{R}^{I \times I}$ matrix. We note that $p$ is a symmetric projection matrix: $p^* = p$, and $p^2 = p^* p = p$.

Any $z \in \mathbb{R}^{I \times K}$ is decomposed as $z = p z + (\text{id} - p) z$. We observe that

$$\langle p z, (\text{id} - p) z \rangle_F = \text{tr}(z^* p (\text{id} - p) z) = 0,$$

since $p^* (\text{id} - p) = 0$, which means that $p z$ and $(\text{id} - p) z$ are $\langle \cdot, \cdot \rangle_F$-orthogonal. Furthermore,

$$p y (\rho^* y)^{-1} = \rho (\rho^* \rho)^{-1} \rho^* y (\rho^* y)^{-1} = \rho (\rho^* \rho)^{-1}.$$

The previous observations give, for all $y \in \mathbb{R}^{I \times K}$ such that $\rho^* y$ is invertible,

$$\left\| y (\rho^* y)^{-1} \eta \right\|_F^2 = \left\| p y (\rho^* y)^{-1} \eta \right\|_F^2 + \left\| (\text{id} - p) y (\rho^* y)^{-1} \eta \right\|_F^2 \geq \left\| p y (\rho^* y)^{-1} \eta \right\|_F^2,$$

which is what we wanted to show. \hfill \Box
A.2 An auxiliary lemma for §3.3

This appendix provides a justification for the inequality in (3.5). We consider here a slightly more general framework than the one in §3.3. To motivate this setup, define the \((I \times I)\)-matrix-valued-process \(P := f(f^*f)^{-1}f^*\), which consists of orthogonal projections on the subspace generated by \(f\). Consider an investment universe whose available returns are described by \(dR_P := P^*dR = PdR\). While there are \(I\) investment opportunities, where typically \(|I| > |K|\), the investment universe is exactly the same as the one restricted to the funds \(f\). In other words, being able to invest in a market whose returns are described by \(dR_P\) is economically equivalent to being able to invest only in the funds, whose returns are described by \(dR_f = f^*dR\).

Although more abstract, this alternative point of view, which describes a restricted set of investment opportunities by an orthogonal projection matrix of rank \(K\) (instead of a family of \(K\) funds), is mathematically quite convenient. Moreover, it also provides a more powerful tool to describe the investment restrictions. Instead of listing the potential funds, it now suffices to specify the \((\mathcal{F}-\text{adapted})\) matrix (process) \(P\). This framework is more flexible; for example, it incorporates the setup of a fluctuating number of funds (corresponding to the rank of \(P\)) in which one is allowed to invest.

As already mentioned, in this alternative way of modelling a restricted investment universe, the available returns are described by \(dR_P := PdR\) with covariance differential \(dC_{PP} := P(dC)P\). This yields the \(\mathcal{G}\)-portfolio \(\nu_P := (dC_{PP})^\dagger P(dC)\nu\) that maximises growth among all investment opportunities restricted to \(P\), where \((dC_{PP})^\dagger\) formally denotes the inverse of \(dC_{PP}\). (To make this precise, we interpret \(dC_{PP}\) as a linear isomorphism on the subspace associated with the projection \(P\); hence having an inverse on that subspace.) Similarly, the \(\mathcal{F}\)-growth-optimal portfolio equals \(\hat{\nu}_P := (dC_{PP})^\dagger P(dC)\hat{\nu}\).

With \(dG_P\) and \(dF_P\) now denoting the differential of the maximal archivable growth under the information flows \(\mathcal{G}\) and \(\mathcal{F}\) in the restricted investment universe, from (3.4) one obtains

\[
\mathbb{E}_\mathcal{F}[dG_P] - dF_P = \frac{1}{2} \text{tr} \left( (dC_{PP})^\dagger P(dC)\kappa(dC)P(dC_{PP})^\dagger (dC_{PP}) \right) = \frac{1}{2} \text{tr} \left( (dC_{PP})^\dagger P(dC)\kappa(dC)P \right).
\]

We now want to argue

\[
\frac{1}{2} \text{tr} \left( (dC_{PP})^\dagger P(dC)\kappa(dC)P \right) \leq \frac{1}{2} \text{tr}(\kappa dC). \tag{A.1}
\]

Indeed, this corresponds exactly to the inequality in (3.5) when \(P := f(f^*f)^{-1}f^*\) since in this case \(dG_P = dG_f\) and \(dF_P = dF_f\). The inequality (A.1) implies that a restriction of the investment universe yields a smaller loss in the respective optimal growth when one goes from the larger to the smaller information flow. The next lemma now yields (A.1), hence also the inequality in (3.5).
Lemma A.2. Consider a symmetric nonnegative definite matrix \( c \in \mathbb{R}^{I \times I} \) and an orthogonal projection matrix \( p \in \mathbb{R}^{I \times I} \) (that is, \( p^2 = p = p^* \)). With \( c_{pp} := p^* cp = pcp \), let \( c_{pp}^\dagger \) denote the inverse of \( c_{pp} \) when viewed as a linear mapping on the subspace associated with \( p \). Then, it holds that \( c_{pp}^\dagger c \leq c \) in the order of nonnegative definite matrices.

Proof. We may assume that \( c \) is invertible; otherwise, just work on the subspace generated by the range of \( c \). To ease notation in the course of the proof, set \( c_p := c_{pp} \). Then, we need to show that \( c_p^\dagger \leq c^{-1} \). Define the orthogonal projection matrix \( q := \text{id} - p \), and note that \( q p = 0 = p q \). Furthermore, set \( h := c^{-1} \), \( h_p := h_{pp} \), and \( h_q := q h q = (\text{id} - p) h (\text{id} - p) \), and note that \( c h = \text{id} \) gives in particular \( c_p h_p + p c q h_p = p \) and \( c_p h q + p c q h q = 0 \). The second equation gives \( p c q h_p = -c_p h q q = -c_p h_q q \); plugging this back in to the first equation, we obtain \( c_p h_p = p + c_p h q q h_p \). This last equation is equivalent to \( h_p = c_p^\dagger + p h h_q q h_p \), giving \( c_p^\dagger = h_p - p h h_q q h_p \).

For \( x \in \mathbb{R}^I \), we have
\[
x^* (h - c_p^\dagger) x = 2 x^* p hx + x^* q hx + x^* p h h_q q h p x.
\]

With \( z := q x \) and \( w := h p x \), we need to show
\[
2 w^* z + z^* h z + w^* h_q q h_p w \geq 0.
\]

Define now \( y := q w \). Since \( p z = 0 \), we have \( z^* h z = z^* h_q z \) and \( w^* z = y^* z \). Since \( h_q q h = 0 \), we have \( w^* h_q q = y^* h_q y \). Therefore, we need to show that \( 2 y^* z + z^* h_q z + y^* h_q q y \geq 0 \). Since everything now lies on the subspace associated with the projection \( q = 1 - p \), we have
\[
2 y^* z + z^* h_q z + y^* h_q q y = \left\| h_q^{1/2} z + (h_q^{1/2})^1/2 y \right\|^2,
\]
which is nonnegative, establishing the claim.

\[\square\]

A.3 Auxiliary results for Section 4

The following lemma and remarks are used to describe the optimal shrinkage in Section 4.

Lemma A.3. For given \( z \in \mathbb{R}^I \) and symmetric nonnegative definite matrix \( h \in \mathbb{R}^{I \times I} \), the problem
\[
\arg \min_{y \in \mathbb{R}^I} \left( \frac{1}{4} \| y - z \|^4 + \| h^{1/2} y \|^2 \right)
\]
has a unique solution, which is \( y = z \) if \( z \in \ker(h) \) and \( y = (\text{id} + b^{-1} h)^{-1} z \) if \( z \notin \ker(h) \).
Here \( b \in (0, \|z\|^2 / 2) \) is the unique solution\(^{18}\) of the one-dimensional equation
\[
\frac{1}{2} \left\| (h + bid)^{-1} h z \right\|^2 = b. \tag{A.2}
\]

**Proof.** This strictly convex problem in \( y \) has a unique minimiser. First order conditions give
\[
\|y - z\|^2 (y - z) + 2hy = 0.
\]
If \( z \in \ker(h) \), then \( y = z \). Otherwise, with \( b := (1/2)\|y - z\|^2 \in (0, \infty) \), we have \( y = (id + b^{-1}h)^{-1} z \). In order to identify \( b > 0 \), we have
\[
2b = \|y - z\|^2 = \left\| \left( id - (id + b^{-1}h)^{-1} \right) z \right\|^2 = \left\| (h + bid)^{-1} h z \right\|^2 < \|z\|^2,
\]
where we have used the identity \( id - (id + b^{-1}h)^{-1} = (h + bid)^{-1} h \). \( \square \)

**Remark A.4.** In the context of Lemma [A.3] let \( y \) denote the optimal solution and assume that \( y \neq z \). Then the first-order condition in the proof of Lemma [A.3] yields
\[
y^* (z - y) = y^* b^{-1} h y = b^{-1} \left\| h^{1/2} y \right\|^2 = 2 \frac{\|h^{1/2} y\|^2}{\|y - z\|^2}.
\]
Therefore,
\[
\|z\|^2 = \|y\|^2 + \|y - z\|^2 + 4 \frac{\|h^{1/2} y\|^2}{\|y - z\|^2} = \|y\|^2 + 4 \frac{(1/4) \|y - z\|^4 + \|h^{1/2} y\|^2}{\|y - z\|^2}.
\]
In particular, \( \|y\|^2 \leq \|z\|^2 \).

The following remark yields a numerical algorithm to determine a solution \( b \) to the equation in \( (A.2) \).

**Remark A.5.** Recall the notation of Lemma [A.3]. Upon writing \( h = \sum_{i \in I} s_i v_i v^*_i \) for the eigenvalues \( (s_i; i \in I) \in \mathbb{R}^I_+ \) and corresponding eigenvectors \((v_i; i \in I) \in \mathbb{R}^{I \times I}\) of \( h \), we have
\[
f(b) = \frac{1}{2} \left\| (h + bid)^{-1} h z \right\|^2 = \frac{1}{2} \sum_{i \in I} \left( \frac{s_i}{s_i + b} \right)^2 (v^*_i z)^2.
\]
Then \( f(b) = b \) is a simple non-linear equation to be solved numerically, as discussed below.

Consider a strictly decreasing convex function \( f : [0, \infty) \to (0, \infty) \) with \( x_0 := f(0) > 0 \). Then, the fixed point equation \( f(x) = x \) will have a unique solution, which in fact has to satisfy \( 0 < x < x_0 \). One can use a simple fixed-point algorithm. Set

\(^{18}\)When \( z \notin \ker(h) \), note that \((0, \infty) \ni b \mapsto \left\| (h + bid)^{-1} h z \right\|^2 \in (0, \infty) \) is continuous and strictly decreasing, with limit equal to zero as \( b \uparrow \infty \). Furthermore, at \( b = \|z\|^2 / 2 \), the value of the above function is strictly less than \( \|z\|^2 / 2 \).
\( \mathbb{L} := \{ x \in [0, x_0] : x \leq f(x) \} \) and \( \mathbb{U} := \{ x \in [0, x_0] : f(x) \leq x \} \), noting that the interval \( \mathbb{L} \) lies on the left of the interval \( \mathbb{U} \). Note that \( x_0 \in \mathbb{U} \). We shall define inductively a decreasing \( \mathbb{U} \)-valued sequence \( (x_n)_{n \in \mathbb{N}} \) that will converge to the fixed point. Given \( x_{n-1} \in \mathbb{U} \) and \( w_{n-1} := f(x_{n-1}) \in \mathbb{L} \) (the last is a definition of \( w_{n-1} \), and the fact that \( w_{n-1} \in \mathbb{L} \) holds by the fact that \( f \) is decreasing), convexity of \( f \) implies that
\[
 f(x) \leq f(w_{n-1}) + (x - w_{n-1}) \frac{f(x_{n-1}) - f(w_{n-1})}{x_{n-1} - w_{n-1}}, \quad w_{n-1} \leq x \leq x_{n-1}.
\]

Therefore, if \( x_n \in [w_{n-1}, x_{n-1}] \) satisfies the equality
\[
 f(w_{n-1}) + (x_n - w_{n-1}) \frac{f(x_{n-1}) - f(w_{n-1})}{x_{n-1} - w_{n-1}} = x_n,
\]
we have \( f(x_n) \leq x_n \), i.e., \( x_n \in \mathbb{U} \). Explicitly, we have
\[
 x_n = \frac{(x_{n-1} - w_{n-1})f(w_{n-1}) + (f(w_{n-1}) - w_{n-1})w_{n-1}}{(x_{n-1} - w_{n-1}) + (f(w_{n-1}) - w_{n-1})}.
\]
Setting \( w_n := f(x_n) \in \mathbb{L} \), we have \( w_{n-1} \leq w_n \); in fact, with
\[
 \eta_{n-1} := \frac{f(w_{n-1}) - w_{n-1}}{(x_{n-1} - w_{n-1}) + (f(w_{n-1}) - w_{n-1})} \in [0, 1],
\]
the above definition of \( x_n \) gives
\[
 x_n - f(x_n) = x_n - w_n \leq x_n - w_{n-1} = \eta_{n-1}(x_{n-1} - w_{n-1}) = \eta_{n-1}(x_{n-1} - f(x_{n-1}))
\]
We have shown that \( (x_n)_{n \in \mathbb{N}} \) is decreasing, and note that \( x_n - f(x_n) \) also decreases in \( n \). The limit \( x_\infty \) exists, as does \( w_\infty \), and we have \( f(x_\infty) = w_\infty \leq x_\infty \). The above iteration also implies that, if \( x_\infty - f(x_\infty) > 0 \), then \( f(w_\infty) = w_\infty \). But then, since \( x_\infty \leq f(w_\infty) = w_\infty \), we would have \( x_\infty = f(x_\infty) \). We conclude that \( w_\infty = x_\infty \), and that this is the (unique) fixed point.

For further improvement, we can also choose \( w_n \) in a better way, provided we also calculate \( f'(x_n) \), which in our case is not a problem. Indeed, convexity again gives
\[
 f(w) \geq f(x_n) + f'(x_n)(w - x_n), \quad 0 \leq w \leq x_0;
\]
therefore, if \( w_n \) satisfies \( f(x_n) + f'(x_n)(w_n - x_n) = w_n \), we have \( w_n \in \mathbb{L} \). Solving this, we obtain
\[
 w_n = \frac{1}{1 - f'(x_n)} f(x_n) + \frac{-f'(x_n)}{1 - f'(x_n)} x_n,
\]
a convex combination between \( f(x_n) \) and \( x_n \geq f(x_n) \), which gives \( w_n \geq f(x_n) \). Note that this step is just the Newton-Raphson method for solving \( f(x) - x = 0 \); what convexity gives us is a handle on the improvement on the previous iteration.

The following remark is a sanity check for the computations in \S 4.2.
Remark A.6. In the context of Lemma A.3, suppose that $h$ is a constant multiple $s > 0$ of the identity matrix; i.e., $h = s \text{id}$. In this case, $b$ (rather, $b/s$) satisfies the 3rd order equation

$$\left( \frac{b}{s} \right)^3 + 2 \left( \frac{b}{s} \right)^2 + \frac{b}{s} - \frac{\|z\|^2}{2s} = 0.$$ 

Substituting $a := b/(b+s)$ then gives $y = az$ and $b/s = a/(1-a)$. A short computation yields that $a$ satisfies $-\left( \frac{\|z\|^2}{s} \right)(1-a)^3 + 2a = 0$, which leads indeed to (4.4), with

$$\psi = \left( \frac{3}{2} \right)^2 \frac{\|z\|^2}{s}.$$

B Online appendix: Extensions of the empirical study

We now extend the empirical analysis of Section 5 to four other international equity markets: UK, Germany, Italy, and Australia. The selection of these countries was purely based on the availability of daily observations of a total return index (i.e., incorporating dividends) and risk-free rates over a sufficiently long time period (at least 40 years).

The figures below summarise the empirical findings. We order them according to the length of the available time series of factor returns: UK (Figure 2), Germany (Figure 3), Italy (Figure 4), and Australia (Figure 5). The four panels are exactly as for the US market; see Section 5. Recall that we start plotting the time series 7500 trading days (i.e., about 30 years) after the first data are available. Since the availability of various time series (returns and risk-free rates) varies across the different global markets the different figures have different starting dates.

The UK market returns correspond to the UK FTSE All-Share Return index of Global Financial Data. Daily data are available from January 1965 and go to October 2020. The risk-free rates used are the 3-month Treasury Bill Yields, again obtained from Global Financial Data.

The German market returns correspond to the German total return index of Refinitiv Datastream. Data are available from January 1965 to July 2020. The risk-free rates are the Bundesbank Lombard rates until December 1998, and the ECB’s deposit facility rate afterwards. These rates are downloaded from Deutsche Bundesbank. We update the rates at the beginning of each month. We also obtained the Germany CDAX Total Return Index of Global Financial Data. For this index, daily data are available from January 1970. Comparing the two datasets on the restricted time span did not show any significant differences, hence we decided to use the Refinitiv Datastream data, for which we have five more years of data.
Figure 2: UK data.
Figure 3: German data.
Figure 4: Italian data.
Figure 5: Australian data.
The Italian market returns correspond to the UK MIB Return index of Global Financial Data. Daily data are available from January 1973 and go to October 2020. The risk-free rates used are the 3-month Treasury Bill Yields, again obtained from Global Financial Data.

The Australian market returns correspond to the Australian total return index of Bloomberg. As risk-free interest rate we use the Cash Rate (AONIA) of the Reserve Bank of Australia. We obtained its time series from Refinitiv Datastream (which provides a longer time series than the one provided by the Reserve Bank of Australia). Although the Bloomberg return index is very long we could only get risk-free rates from February 1980 onwards. Hence, we start the analysis then.
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