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Abstract. We give an explicit construction of a magnetic Schrödinger operator corresponding to a field with flux through finitely many holes of the Sierpinski Gasket. The operator is shown to have discrete spectrum accumulating at $\infty$, and it is shown that the asymptotic distribution of eigenvalues is the same as that for the Laplacian. Most eigenfunctions may be computed using gauge transformations corresponding to the magnetic field and the remainder of the spectrum may be approximated to arbitrary precision by using a sequence of approximations by magnetic operators on finite graphs.

1. Introduction. The properties of a quantum electron on a fractal substrate and under the influence of a magnetic field were studied long ago in the physics literature [16, 6, 36, 7, 35, 21] as part of a more general program involving quasiperiodic media [39, 9] but mathematically rigorous models for formulating a magnetic Schrödinger equation on a self-similar fractal set have only been developed recently [22, 23]. We improve and develop earlier results in the special case of the Sierpinski Gasket with certain simple magnetic fields using mathematical developments from the study of diffusions and Laplacian-type operators on fractals using probability and functional analysis (see [8, 30, 41] and references therein) and the recent introduction of differential forms associated to this structure [12, 27, 1, 11, 26, 24, 25]. This theory of differential forms is closely related to that of Martingale additive
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functionals, as developed in [34], and continuous additive functionals of [18]. For the theory of Martingale/continuous additive functions, see section 5.6 of [20], and for the connection to the current work, see section 9 of [24]. These developments in analysis on fractals have benefited from and contributed to the understanding of quantum and statistical physics [4, 5, 3, 17, 2].

Our goal in this paper is to introduce a mathematically rigorous Schrödinger equation for a magnetic operator on the Sierpinski Gasket (SG), following the methods of [27, 26, 24, 25], and study its spectrum, which by [25] is discrete and accumulates only at \( \infty \) (Theorem 3.1). In this work, we consider SG with the self-similar measure, which provides some difficulties as there are no energy densities for the corresponding Laplacian (i.e. the Laplacian does not admit a carré du champ). For reasons of mathematical simplicity we consider a somewhat unphysical situation in which the magnetic field has non-zero flux through only finitely many of the “holes” in the gasket. In this situation we are able to prove that the magnetic operator may be approximated in an appropriate sense by a renormalized sequence of magnetic operators on approximating graphs (Theorems 3.10 and 3.12). This approximation generalizes the well-known approximation of a Dirichlet form on SG by renormalized graph Dirichlet forms [28, 30]. The approximating magnetic operators provide a method for numerical study of the spectrum and some data of this type is in Section 4. Guided by the observations in this data and using the description of the Laplacian spectrum from the spectral decimation method [37, 19, 33] we show that a field through only finitely many holes of SG modifies only those eigenvalues for which the eigenfunctions have support enclosing these holes (Theorems 4.1 and 4.3), and conclude that the spectral asymptotics of the magnetic operator are the same as those of the Laplacian (Corollary 4.4). In principle, for any magnetic field of this type, one can use our methods to compute the bulk of the spectrum and the associated eigenfunctions by applying suitable gauge transformations to Laplacian eigenfunctions. For the small (asymptotically vanishing) portion of the spectrum that is not found by this method one can choose \( \lambda \) and compute all eigenvalues of size less than \( \lambda \) by solving finitely many linear algebra problems. We also give a description of the basic modification that a magnetic field makes to the Laplacian spectrum by examining periodic functions on a covering space (Section 5). In the case of SG the relevant covering space is a fractafold (as defined in [40]) called the Sierpinski Ladder [42].

2. Analysis and 1-forms on SG. The Sierpinski Gasket (SG) is the attractor of the Iterated Function System \( \{F_j = \frac{1}{2}(x - p_j) + p_j, j = 0, 1, 2\} \) for \( \{p_j\} \) the vertices of an equilateral triangle in \( \mathbb{R}^2 \). The image of SG under an \( m \)-fold composition of these maps is called an \( m \)-cell. We index these by words: let \( \omega = \omega_1 \omega_2 \cdots \omega_m \in \{0, 1, 2\}^n \) be a word of length \( |\omega| = m \) and \( F_\omega = F_{\omega_m} \circ \cdots \circ F_{\omega_1} \). Then \( F_\omega(\text{SG}) \) is an \( m \)-cell. From the cellular structure of SG we obtain a sequence of graphs. Let \( V_0 = \{p_0, p_1, p_2\} \) and inductively \( V_m = \cup_{j=0,1,2} F_j(V_{m-1}) \). The \( m \)-th-level graph approximation of SG is the graph with vertices \( V_m \) and edges between pairs of vertices that are contained in a common \( m \)-cell. We write \( x \sim_m y \) to denote that there is an edge between \( x, y \in V_m \) in the \( m \)-scale graph. The set \( V_* = \cup_m V_m \) is dense in SG.

Analysis on SG is based on the existence of a Dirichlet form and an associated Laplacian. Of the available constructions [8, 32, 30] we follow the method of Kigami [30], some features of which are as follows. Proofs of all of the results stated may be found in [30, 41]. We endow SG with the (unique) self-similar probability
measure $\mu$ that is invariant under the symmetries of the triangle with vertices the points $p_j$.

A1 There is a Dirichlet form $\mathcal{E}$ on $\text{SG}$ with domain $\mathcal{F} \subset L^2(\mu)$ consisting of continuous functions. $\mathcal{E}$ may be localized to any $m$-cell and is self-similar with scaling factor $\frac{2}{3}$. Specifically, for a word $w$ with $|w| = m$ let $\mathcal{E}_w(f, g) = \left(\frac{2}{3}\right)^m \mathcal{E}(f \circ F_w, g \circ F_w)$ so $\mathcal{E}_w$ is a Dirichlet form on $F_w(\text{SG})$. Then $\mathcal{E}(f, g) = \sum_{|w|=m} \mathcal{E}_w(f, g)$.

A2 $\mathcal{E}$ may be obtained as a limit of forms on the graphs. For $f, g : V_\ast \to \mathbb{R}$, $m \in \mathbb{N}$, let $\mathcal{E}_m(f, g) = \sum_{x \sim y} (f(x) - f(y))(g(x) - g(y))$. Then $\left(\frac{2}{3}\right)^m \mathcal{E}_m(f, f)$ is non-decreasing and converges to $\mathcal{E}(f, f)$ if $f \in \mathcal{F}$.

A3 From standard considerations there is a non-positive definite self-adjoint (Dirichlet) Laplacian associated to $\mathcal{E}$. We define $f \in \text{dom} (\Delta) \subseteq \mathcal{F}$ to mean there is a continuous $\Delta f$ such that $\mathcal{E}(f, g) = \langle -\Delta f, g \rangle_{L^2}$ for all $g \in \mathcal{F}_0$, where $\mathcal{F}_0 \subset \mathcal{F}$ is the subspace of functions that vanish on $V_0$. While $\mathcal{E}$ does not depend on the choice of measure, $\Delta$ does.

A4 Let $df(p_j) = \lim_{m \to \infty} \left(\frac{2}{3}\right)^m (2f(p_j) - f(F_j^m p_{j+1}) - f(F_j^m p_{j+2}))$, where the subscripts are taken modulo 3. If $f \in \text{dom} (\Delta)$ then this limit exists on $V_0$ and there is a Gauss-Green formula $\mathcal{E}(f, g) = \langle -\Delta f, g \rangle_{L^2} + \sum_{j=0}^{5} df(p_j)g(p_j)$; we call $df(p_j)$ the normal derivative of $f$ at $p_j$. Both $df$ and the Gauss-Green formula may be localized to any $m$-cell.

A5 $\Delta$ may be obtained as a limit of graph Laplacians. For $f : V_\ast \to \mathbb{R}$, $m \in \mathbb{N}$, let $\Delta_m f(x) = \sum_{y \sim x} (f(y) - f(x))$. Then $\Delta f(x) = \frac{5}{2} \lim_{m \to \infty} 5^m \Delta_m f(x)$ for $x \in V_\ast \setminus V_0$.

A6 If $X \subset \text{SG}$ is finite and $g : X \to \mathbb{R}$ then there is a unique $f \in \mathcal{F}$ such that $f|_X = g$ and $\mathcal{E}(f, f)$ is minimized; $f$ is called the harmonic extension of $g$ and satisfies $\Delta f(x) = 0$ for $x \in \text{SG} \setminus X$. If $X = V_m$ then also $\Delta_n f(x) = 0$ for all $n > m$ and $x \in V_n \setminus V_m$, and $f$ is called $m$-harmonic.

A7 Because $\mathcal{E}$ is a resistance form, $\mathcal{F}$ is comprised of continuous functions. This, along with the fact that $\text{SG}$ is compact, implies that $\mathcal{F}$ is an algebra.

Differential forms on certain spaces that include the Sierpinski Gasket have been studied in [12, 27, 1, 11, 26, 24]. We follow the approach in [27, 13] to introduce 1-forms as a Hilbert space $\mathcal{H}$ which is generated by tensor products $f \otimes g$ with $f, g \in \mathcal{F}$, and is a module over $\mathcal{F}$. There is then a derivation $\partial : \mathcal{F} \to \mathcal{H}$ such that $\|\partial f\|_{\mathcal{H}}^2 = \mathcal{E}(f, f)$ and the image of $\partial$ is the space of exact forms. More details are provided in Appendix 5.

The key feature that we need from [27, 13] is that the action of $\mathcal{F}$ on $\mathcal{H}$ by multiplication extends to permit multiplication by much more general functions. In particular, multiplication by the characteristic function $1_w$ of an $m$-cell $F_w(X)$ is well-defined. This permits a cellular decomposition of $\mathcal{H}$ akin to that described in (A1) and a notion of graph approximation like that in (A2). Proofs of the following results are in [27].

F1 Let $\mathcal{H}_w$ be the space of 1-forms constructed from $(\mathcal{E}_w, \mathcal{F}|_{F_w(\text{SG})})$ in the same manner as $\mathcal{H}$ is constructed from $(\mathcal{E}, \mathcal{F})$. If $h_w = f|_{F_w(\text{SG})} \otimes g|_{F_w(\text{SG})}$ then the map $h_w \mapsto (f \circ F_w) \otimes (g \circ F_w) = h$ takes the dense subspace of generators of $\mathcal{H}_w$ to those of $\mathcal{H}$ and has $\|h_w\|_{\mathcal{H}_w}^2 = \left(\frac{3}{2}\right)^m \|h \circ F_w\|_{\mathcal{H}}^2$, so extends to an isomorphism of $\mathcal{H}_w$ to $\mathcal{H}$.

F2 $\mathcal{H}_w$ is isometrically isomorphic to the subspace $\{a1_w : a \in \mathcal{H}\}$ via the continuous extension of the identification of $f|_{F_w(\text{SG})} \otimes g|_{F_w(\text{SG})}$ with $(f \otimes g)1_w$ and there is a direct sum decomposition $\mathcal{H} = \bigoplus_{|w|=m} \mathcal{H}_w$. 
F3 Let \( H_m \) be the subspace of \( H \) generated by \( \{ f \otimes 1_w : f \) is \( m \)-harmonic and \( |w| = m \} \). Then \( H_m \subset H_{m+1} \) for all \( m \) and \( \cup_m H_m \) is dense in \( H \). The preceding results imply that \( H_m \) is isomorphic to a direct sum of copies of \( H_0 \), with one copy of \( H_0 \) for each \( m \)-cell. Moreover \( H_0 \) is isomorphic to the harmonic functions modulo constants on SG, and is obtained from this space by applying the derivation \( \partial \).

Since the set of harmonic functions on SG is 3-dimensional, i.e. there are two linearly independent non-constant \( E \)-orthogonal harmonic functions. Thus \( H_0 \) is 2-dimensional.

Though it is not made explicit in [27], the result in (F3) gives a connection to 1-forms on graphs. Recall that a 1-form on a graph is a simply a function on the set of directed edges. Let \( A_m \in H_m \) and \( e_{xy} \) denote the edge from \( x \) to \( y \) in \( V_m \). Take \( w \) with \( |w| = m \) so \( F_w(SG) \) is the unique cell containing \( e_{xy} \) and use (F3) to obtain a harmonic function modulo constants \( A_w \) corresponding to \( A_m 1_w \). If we set \( A(e_{xy}) = A_w(y) - A_w(x) \) then \( A \) is a well-defined function on directed edges, so is a 1-form on \( V_m \). Moreover it is exact at scale \( m \) because on each \( m \)-cell \( F_w(SG) \) it is the derivative of \( A_w \). The norm of \( A_m \in H_m \) is simply \( \| A_m \|^2_H = \sum_{|w|=m} E(A_w) = \sum_{x\sim y} A(e_{xy})^2 \).

This permits us to understand the space \( H \) as a generalization of \( (E,F) \), because it exhibits the \( H \)-norm as a renormalized limit of \( L^2 \)-norms. To make this connection more precise we need some definitions. Let \( h_j \) denote the harmonic function on SG which has values \( h_j(p_j) = 0 \), \( h_j(p_{j-1}) = -1 \) and \( h_j(p_{j+1}) = 1 \). Note that \( E(h_j) = E_\partial(h_j) \).

**Definition 2.1.** For any two points joined by an edge in the \( m \)-scale graph there is \( j \in \{0,1,2\} \) and a word \( w \) with \( |w| = m \) such that the points are \( x = F_w(p_{j-1}) \) and \( y = F_w(p_{j+1}) \) (subindices are taken modulo 3). Define \( \text{Tr}_m : H \to H_m \) by setting the value on the edge \( e_{xy} \) from \( x \) to \( y \) to be

\[
(\text{Tr}_m a)(e_{xy}) = \frac{1}{3} (a, \partial h_j)_H.
\]

A sequence \( \{a_m\}_1^\infty \subset H \) is called compatible if \( \text{Tr}_m a_{m+1} = a_m \) for all \( m \).

The following theorem should be compared to the results in Section 4 of [1]. It gives a full description of 1-forms on SG as limits of 1-forms on the approximating graphs.

**Theorem 2.2.** The map \( \text{Tr}_m : H \to H_m \) is a projection. If \( a \in H \) then the sequence \( \{a_m\} \) of projections onto \( H_m \) is compatible, \( a_m \to a \) in \( H \) and \( \|a_m\|_H \uparrow \|a\|_H \). Conversely, if \( \{a_m\} \) is a compatible sequence then \( a_m \in H_m \) for all \( m \); if we further assume that \( \|a_m\|_H \) is bounded then there is \( a \in H \) such that \( a_m \to a \) and \( a_m \) is the projection of \( a \) to \( H_m \) for all \( m \).

**Proof.** The main thing we need to prove is that \( \text{Tr}_m \) is the projection onto \( H_m \). From (F2) it is apparent that the projection can be taken one cell at a time, and the self-similarity in (F1) implies that all cells are the same, so it suffices to show \( \text{Tr}_0 \) is the projection onto \( H_0 \). We recall that \( H_0 \) is obtained from the 2-dimensional space of harmonic functions on SG by applying the derivation.

Let \( \tilde{h}_j \) be harmonic on SG with \( \tilde{h}_j(p_j) = 1 \), \( \tilde{h}_j(p_{j+1}) = \tilde{h}_j(p_{j-1}) = 0 \). Symmetry shows that \( h_j \) and \( \tilde{h}_j \) are \( E \)-orthogonal, so \( \partial h_j \) and \( \partial \tilde{h}_j \) are an orthogonal basis for \( H_0 \). Suppose we project \( a \in H \) onto \( a_0 \in H_0 \) and compute the corresponding function \( A_0 \). Since \( h_j(p_{j+1}) = \tilde{h}_j(p_{j-1}) \), the difference \( A_0(p_{j+1}) - A_0(p_{j-1}) \) is determined by
the component involving $h_j$. Precisely, it is

$$A_0(p_{j+1}) - A_0(p_{j-1}) = \frac{1}{E(h_j)} \langle a, \partial h_j \rangle_{\mathcal{H}} (b(p_{j+1}) - b(p_{j-1}))$$

$$= \frac{2}{6} \langle a, \partial h_j \rangle_{\mathcal{H}} = \text{Tr}_0 a(e_{p_{j-1}, p_{j+1}}).$$

Thus the trace assigns the same values to the edges as does the projection, and they must coincide. Note that, in particular, this means the values of $\text{Tr}_0 a$ on the three edges $e_{p_0, p_1}$, $e_{p_1, p_2}$, $e_{p_2, p_0}$ must sum to zero, and indeed we find from the definition that they do because $\sum_j h_j$ is identically zero, so $\sum_j \text{Tr}_0 a(e_{p_j, p_{j+1}}) = 0$.

Having established that $\text{Tr}_m$ is the projection onto $\mathcal{H}_m$ it is immediate that the sequence of projections $a_m$ of $a \in \mathcal{H}$ is compatible, and (F3) shows $a_m \to a$ in $\mathcal{H}$ and $\|a_m\|_{\mathcal{H}} \uparrow \|a\|_{\mathcal{H}}$.

For the converse, if $a_m$ is a compatible sequence then the fact that $a_m = \text{Tr}_m a_{m+1}$ implies $a_m \in \mathcal{H}_m$ for all $m$ and that $\|a_m\|_{\mathcal{H}}$ is an increasing sequence. If we suppose that $\|a_m\|_{\mathcal{H}}$ is bounded then using the Pythagorean decomposition $\|a_m\|_{\mathcal{H}}^2 = \|a_m\|_{\mathcal{H}}^2 + \|a_n - a_m\|_{\mathcal{H}}^2$, $n > m$, for projection in a Hilbert space we see $\|a_n - a_m\|_{\mathcal{H}} \leq (\sup_n \|a_n\|_{\mathcal{H}}^2 - \|a_m\|_{\mathcal{H}}^2) \to 0$ as $m, n \to \infty$, so the sequence is Cauchy with limit $a \in \mathcal{H}$. Finally, the composition $\text{Tr}_m \circ \text{Tr}_{m+1} \circ \cdots \circ \text{Tr}_n$ shows $a_m = \text{Tr}_m a_n$ for all $n > m$ and, by taking the limit, $a_m = \text{Tr}_m a$. \hfill $\square$

3. Magnetic forms, Magnetic Laplacian and gauge transformations. Following [24, 25] a magnetic differential may be defined as a deformation of $\partial$. To do so we treat a real-valued 1-form $a \in \mathcal{H}$ as an operator $\mathcal{F} \to \mathcal{H}$ via multiplication, so $f \mapsto fa$. Then $(\partial + ia) : \mathcal{F} \to \mathcal{H}$ is the magnetic differential obtained by deforming $\partial$ via the form $a \in \mathcal{H}$. With this approach an essential result is the following theorem.

**Theorem 3.1** ([25]). The quadratic form $\mathcal{E}^a(f) = \|(\partial + ia)f\|_{\mathcal{H}}^2$ with domain $\mathcal{F}$ is closed on $L^2(\mu)$. Thus there is an associated non-positive definite self-adjoint magnetic (Neumann) Laplacian $\mathcal{M}_N^a$ satisfying

$$\mathcal{E}^a(f, g) = \langle -\mathcal{M}_N^a f, g \rangle_{L^2(\mu)}$$

for all $g \in \mathcal{F}$ and for $f$ in the dense domain $\text{dom}(\mathcal{M}_N^a)$. Moreover $\mathcal{M}_N^a$ has compact resolvent, so the spectrum of $-\mathcal{M}_N^a$ is a sequence $0 \leq \kappa_1^N \leq \kappa_2^N \leq \cdots$ accumulating only at $\infty$.

The same argument provides that the quadratic form $(\mathcal{E}^a, \mathcal{F}_0)$ is closed on the space $L^2(SG \setminus V_0, \mu)$ and defines a magnetic (Dirichlet) Laplacian $\mathcal{M}_D^a$ with $\mathcal{E}^a(f, g) = \langle -\mathcal{M}_D^a f, g \rangle$ for all $g \in \mathcal{F}_0$ and $f \in \text{dom}(\mathcal{M}_D^a)$. Finally $\mathcal{M}_D^a$ has compact resolvent with spectrum $0 < \kappa_1^D \leq \kappa_2^D \leq \cdots$ accumulating only at $\infty$.

Henceforth we will just use the Dirichlet magnetic operator and will denote it $\mathcal{M}^a$. Much of our work transfers to the Neumann magnetic operator with minor changes.

**Remark 3.2.** We are using the complexification of each of the spaces $L^2(\mu)$, $\mathcal{F}$, $\mathcal{H}$, $\text{dom}(\Delta)$ as well as the subspaces $\mathcal{F}_0$, $\mathcal{H}_m$, etc. These are standard, but for the convenience of the reader we recall that one may complexify $\mathcal{F}$ by endowing $\mathcal{F} + i\mathcal{F}$ with the form

$$\mathcal{E}(f, g) = \mathcal{E}(f_1, g_1) - i\mathcal{E}(f_1, g_2) + i\mathcal{E}(f_2, g_1) + \mathcal{E}(f_2, g_2)$$

where $f = f_1 + if_2$ and $g = g_1 + ig_2$. In this case the finite approximations in (A2) become $\mathcal{E}_m(f, g) = \sum_{x \sim_m} (f(x) - f(y))(g(x) - g(y))$. One may then construct $\mathcal{H}$ from
the complexified version of $\mathcal{F} \otimes \mathcal{F}$ in the same manner as was done in the real case in [27] and discussed in Section 2.

We wish to study the spectrum of $\mathcal{M}^a$ by making graph approximations. For this reason we introduce a graph magnetic form and a graph magnetic Laplacian. The connection between these and $\mathcal{E}^a$ and $\mathcal{M}^a$ is not immediately obvious but will rapidly become apparent.

**Definition 3.3.** Suppose $a \in \mathcal{H}$ is real-valued and for each $m \in \mathbb{N}$ let $a_m$ be the projection of $a$ to $\mathcal{H}_m$. For $f, g : V_0 \to \mathbb{C}$ define

$$
\mathcal{E}^a_m(f) = \sum_{x, y : x \sim_m y} |f(x) - f(y)e^{ia_m(e_{xy})}|^2
$$

and

$$
\mathcal{M}^a_m f(x) = -\sum_{y : y \sim_m x} (f(x) - f(y)e^{ia_m(e_{xy})}) \quad \text{for } x \in V_m \setminus V_0.
$$

We have the usual relation

$$
\mathcal{E}^a_m(f, g) = \langle -\mathcal{M}^a_m f, g \rangle_{\mathcal{H}(V_m)},
$$

when $g = 0$ on $V_0$, as may be verified by direct computation:

$$
2 \sum_{x, y : x \sim_m y} (f(x) - f(y)e^{ia_m(e_{xy})}) \overline{(g(x) - g(y)e^{ia_m(e_{xy})})}
= \sum_{x \in V_m \setminus V_0} \overline{g(x)} \sum_{y \sim_m x} (f(x) - f(y)e^{ia_m(e_{xy})}) - \sum_{y \in V_m \setminus V_0} g(y) \sum_{x \sim_m y} (f(x)e^{-ia_m(e_{xy})} - f(y))
= \sum_{x \in V_m \setminus V_0} \overline{g(x)} \sum_{y \sim_m x} (f(x) - f(y)e^{ia_m(e_{xy})}) + \sum_{x \in V_m \setminus V_0} \overline{g(x)} \sum_{y \sim_m x} (f(x) - f(y)e^{ia_m(e_{xy})})
= 2 \sum_{x \in V_m \setminus V_0} (-\mathcal{M}^a_m f(x)) \overline{g(x)}.
$$

Note that we need not sum over $V_0$ because $g$ vanishes there. The equality holds for arbitrary $g$ if $\sum_{y \sim_m x} (f(x) - f(y)e^{ia_m(e_{xy})}) = 0$ for $x \in V_0$.

**Lemma 3.4.** $\left(\frac{\varepsilon}{\varepsilon}\right)^m \mathcal{E}^a_m(f)$ converges as $m \to \infty$ if and only if $f \in \mathcal{F}$.

**Proof.** Observe from $||f(x)| - |f(y)|| \leq |f(x) - f(y)e^{ia_m(e_{xy})}|$ that the convergence in the statement implies $\left(\frac{\varepsilon}{\varepsilon}\right)^m \mathcal{E}_m(|f|)$ is finite and therefore $|f| \in \mathcal{F}$. In particular $f$ is bounded. The converse assumption $f \in \mathcal{F}$ also ensures $f$ is bounded.

Using boundedness of $f$ we may estimate as follows

$$
|f(x) - f(y)e^{ia_m(e_{xy})}|^2 \leq \left(|f(x) - f(y)| + |f(y)|1 - e^{ia_m(e_{xy})}\right)^2
\leq 2|f(x) - f(y)|^2 + 2\|f\|_{\mathcal{H}}^2|a_m(e_{xy})|^2
$$

and similarly

$$
|f(x) - f(y)|^2 \leq |f(x) - f(y)e^{ia_m(e_{xy})}|^2 + 2\|f\|_{\mathcal{H}}^2|a_m(e_{xy})|^2.
$$

As previously discussed, $\left(\frac{\varepsilon}{\varepsilon}\right)^m \sum_{x \sim_m y} |a_m(e_{xy})|^2 = \|a_m\|^2_{\mathcal{H}} \leq \|a\|^2_{\mathcal{H}}$, so convergence of $\left(\frac{\varepsilon}{\varepsilon}\right)^m \mathcal{E}_m^a(f)$ is equivalent to convergence of $\left(\frac{\varepsilon}{\varepsilon}\right)^m \mathcal{E}_m(f)$ and thus to $f \in \mathcal{F}$. \(\square\)
Of course one should expect that \( \left( \frac{\hat{a}}{2} \right)^m \mathcal{E}_m^a(f) \) converges to \( \mathcal{E}^a(f) \), but we have only proved this under a condition akin to assuming \( a \in H \) is locally exact. Note that in the classical (Euclidean) setting all 1-forms are locally exact because the space is locally topologically trivial, but this is not the case on fractals.

**Definition 3.5.** A 1-form \( a \in H \) is called **exact** if there is \( A \in \mathcal{F} \) such that \( \partial A = a \). It is **locally exact** if there is an open cover such that it is exact on the open sets. Equivalently, it is locally exact if there is a finite partition of \( SG = \bigcup_j X_{w_j} \) of \( SG \) into cells \( X_{w_j} = F_{w_j}(SG) \) such that \( a \) is exact on each cell, meaning there are \( A_{w_j} \in \mathcal{F} \) so \( a \mathbf{1}_{w_j} = (\partial A_{w_j}) \mathbf{1}_{w_j} \) for all \( j \). We say \( a \) is **exact at scale** \( m \) if this is the smallest integer for which the partition can be chosen to consist of \( m \)-cells.

It is proved in \([25]\) that when \( a \) is real-valued and exact there is a Coulomb gauge transformation which conjugates \( \mathcal{E}^a \) to \( \mathcal{E} \) and \( \mathcal{M}^a \) to \( \Delta \). Specifically, one has from Corollary 5.6 of \([25]\)

\[
\mathcal{E}^a(f) = \mathcal{E}(e^{iA}f) \quad (3.4)
\]
\[
\mathcal{M}^a f = e^{-iA} \Delta (e^{iA}f) \quad (3.5)
\]

In fact rather more can be obtained from the discussion at the end of Section 5 of \([25]\), using the notion of a Coulomb gauge.

**Definition 3.6.** Suppose \( a \in H \) is real-valued. We say \( a \) admits a **Coulomb gauge** if there is \( e^{iA} \in \mathcal{F} \) such that \( e^{iA} \partial(e^{iA}) = a \), and \( a \) admits a **local Coulomb gauge** if this is true on the cells of a finite partition. i.e. there is \( m \in \mathbb{Z} \) such that for all \( w \in \{0, 1, 2\}^m \) there is \( e^{iA_w} \) with \( e^{-iA_w} \mathbf{1}_w \partial(e^{iA_w}) = a \mathbf{1}_w \).

**Theorem 3.7.** If \( a \) admits a Coulomb gauge then it is locally exact, however it need not be globally exact because is possible to have \( e^{iA} \in \mathcal{F} \) with \( A \) locally but not globally in \( \mathcal{F} \).

**Proof.** The first statement is a consequence of the observation that \( e^{iA} \) is uniformly continuous and thus has a logarithm in \( \mathcal{F} \) on all sufficiently small cells. To see the second statement, suppose that \( a \) is locally exact with \( a = \partial A_j \) on cells \( X_{w_j} \). The \( A_{w_j} \) are defined up to additive constants, and \( a \) is exact if and only if we can choose these constants so \( A = A_{w_j} \) on \( X_{w_j} \) is continuous on \( SG \). By contrast, \( a \) has a Coulomb gauge if we can choose the constants so that \( e^{iA} = e^{iA_w} \) on \( X_{w_j} \) is continuous on \( SG \), so in this latter case we may permit jump discontinuities that are integer multiples of \( 2\pi \) at intersection points of the cells. \( \square \)

**Theorem 3.8.** If \( a \in H \) admits a Coulomb gauge \( e^{iA} \), then both \((3.4)\) and \((3.5)\) are valid.

**Proof.** This follows from Theorem 5.9 of \([25]\). \( \square \)

**Remark 3.9.** This result relies on the hypothesis that for connected open sets \( U \), \( \partial f \mathbf{1}_U = 0 \) implies \( f \) is constant on \( U \). This is valid on \( SG \) because we can write \( U \) as a connected union of cells, whence at any finite scale the cellular decomposition of \( \| \cdot \|_H \) allows us to assume the restriction of \( \partial f \) to each cell is zero. Since each cell is self-similar to \( SG \) it suffices to note that if \( \mathcal{E}(f) = \| \partial f \|_H^2 = 0 \) then \( f \) is constant by the properties of resistance forms.

It should be noted that when there is a Coulomb gauge we may immediately write a gauge transformation of \( \mathcal{E}_m^a \) and \( \mathcal{M}_m^a \), because in this case the function
$e^{iA} \in \mathcal{F}$ has an $m$-harmonic approximation (see (A6 for the definition). The $m$-
harmonic approximation has the same values as $e^{iA}$ at points of $V_m$, so denoting it
with $(e^{iA})_m$ we can use to to write

$$e^{iA_m(r_{xy})} = (e^{iA(y)})_m (e^{-iA(x)})_m$$

for all $x \sim y$ in $V_m$, and therefore

$$\mathcal{E}_m^a (f) = \sum_{x:y; x \sim y} \left| f(x)(e^{iA(x)})_m - f(y)(e^{iA(y)})_m \right|^2 = \mathcal{E}_m (e^{iA} f),$$

(3.6)

and similarly, for $x \in V_m$,

$$\mathcal{M}_m^a f(x) = - (e^{-iA(x)})_m \sum_{y:y \sim x} \left( f(x)(e^{iA(x)})_m - f(y)(e^{iA(y)})_m \right)$$

$$= e^{-iA} \Delta_m (e^{iA} f).$$

(3.7)

For forms that admit a local Coulomb gauge our graph magnetic energies converge to the magnetic
energy on the fractal.

**Theorem 3.10.** If $a \in \mathcal{H}$ is real-valued and has a local Coulomb gauge at scale $n$
then

$$\left( \frac{5}{3} \right)^m \mathcal{E}_m^a (f) \to \mathcal{E}^a (f) \text{ as } m \to \infty.$$

**Proof.** By hypothesis we may partition SG as $\bigcup_{|w| = n} F_w (SG)$ and have functions
$e^{iA_w} \in \mathcal{F}$ such that

$$\mathcal{E}^a (f) = \sum_{|w| = n} \mathcal{E}_{X_w} (e^{iA_w} f|_{X_w})$$

where $\mathcal{E}_{X_w}$ is the Dirichlet form on the cell $X_w = F_w (SG)$, so is just a rescaling of
the global Dirichlet form.

On each cell the $m$-scale energy $\mathcal{E}_m$ converges to $\mathcal{E}$, so take $m > n$ sufficiently
large that

$$\mathcal{E}_{X_w,m} (e^{iA_w} f|_{X_w}) \leq \mathcal{E}_{X_w} (e^{iA_w} f|_{X_w}) \leq \frac{e}{N} + \mathcal{E}_{X_w,m} (e^{iA_w} f|_{X_w}),$$

where $N$ is the number of $a$-cells. Now by (3.6) each of the $\mathcal{E}_{X_w,m} (e^{iA_w} f|_{X_w})$ is that
part of the sum for $\mathcal{E}_m^a (f)$ which corresponds to the edges in $X_w$, so summing over the
finite collection of cells in the truncated sum gives $\mathcal{E}_m^a (f)$ and we have shown it is
within $2e$ of $\mathcal{E}^a (f)$. \hfill \Box

**Remark 3.11.** We conjecture that Theorem 3.10 holds without the restriction that $a$
admits a local Coulomb gauge. Note, however, that we will also need the Coulomb
gauge restriction to prove our results on the spectrum of $\mathcal{M}^a$ in Section 4, so little
is lost by making this assumption here too.

**Theorem 3.12.** Suppose $a \in \mathcal{H}$ is real-valued and has a local Coulomb gauge at scale $n$. Then $f \in \text{dom}(\mathcal{M}^a)$ if and only if

$$\lim_{m \to \infty} \frac{3}{2} 5^m \mathcal{M}_m^a f(x) = \Phi(x) \text{ uniformly for } x \in V_s \setminus V_0,$$

and $\Phi$ is continuous. In this case the continuous extension of $\Phi$ to SG is $\mathcal{M}^a f$.

This theorem and it’s proof are reminiscent of the pointwise formula of the self-
similar Laplacian as in theorem 2.2.1 of [41].
Proof. First assume the uniform convergence to a continuous $\Phi$. For any $g \in F$ that vanishes on $V_0$ define functions $h_m$ which are harmonic at scale $m$ and have values

$$h_m(x) = \frac{3}{2} 5^m \langle M_m^m f(x) \rangle g(x) \quad \text{for } x \in V_m \setminus V_0.$$ 

Obviously $h_m(x)$ converges uniformly on SG to the continuous extension of $\Phi(x)g(x)$. What is more, the integral of the $m$-harmonic function which is $1$ at $x \in V_m \setminus V_0$ and zero at all other points of $V_m$ is $\frac{2}{3} 3^{-m}$ so we may compute

$$\int h_m(x) \, d\mu = \left( \frac{5}{3} \right)^m \sum_{x \in V_m} \langle M_m^m f(x) \rangle g(x)$$

Then (3.3) says that

$$\int h_m(x) \, d\mu = -\left( \frac{5}{3} \right)^m \mathcal{E}_m^m(f,g)$$

By Theorem 3.10 and the parallelogram law the right side converges to $-\mathcal{E}^a(f,g)$, and since the left side converges to $\int \Phi g \, d\mu = \langle \Phi, g \rangle_{L^2(\mu)}$ and $g \in F_0$ is arbitrary it must be that $f \in \text{dom}(M^a)$ with $M^a f$ being the continuous extension of $\Phi$ to SG.

Conversely we have $\mathcal{E}^a(f,g) = -\langle M^a f, g \rangle_{L^2(\mu)}$ for all $g \in F_0$ and will make a careful choice of $g$. Fix $x \in V_m \setminus V_0$ and $m \geq n$. Since $a$ has a Coulomb gauge at scale $n$ we may find $e^{iA_w}, e^{iA_w'} \in F$ so that $a_1 = e^{-iA_w} \partial(e^{iA_w})1_w$ and $a_1 = e^{-iA_w'} \partial(e^{iA_w})1_w'$, where $F_w(SG)$ and $F_w'(SG)$ are the two $n$-cells that meet at $x$. However the $e^{iA_w}$ and $e^{iA_w'}$ are defined only up to multiplicative constants constants of norm $1$, so we can arrange that they join continuously at $x$ and write both as $e^{iA}$. Now let $\phi_m$ be the $m$-harmonic function which is equal $e^{iA(x)}$ at $x$ and zero at all other points of $V_m$ and define $\psi_m = e^{-iA} \phi_m$. Note that both $\phi_m$ and $\psi_m$ are identically zero off $F_w(SG) \cup F_w'(SG)$, so the behavior of $A$ off this set does not affect $\psi_m$. Since $\psi_m$ is a product of elements of $F$ and is zero at $V_0$ it is in $F_0$. Using this and the fact that $\psi_m$ is supported on the set where the gauge transformation is valid

$$-\langle M^a f, \psi_m \rangle_{L^2(\mu)} = \mathcal{E}^a(f, \psi_m) = \mathcal{E}(e^{iA} f, e^{iA} \psi_m) = \mathcal{E}(e^{iA} f, \phi_m)$$

but $\phi_m$ is $m$-harmonic, so

$$\mathcal{E}(e^{iA} f, \phi_m) = \left( \frac{5}{3} \right)^m \mathcal{E}_m^m(e^{iA} f, \phi_m) = \left( \frac{5}{3} \right)^m \mathcal{E}_m^m(f, \psi_m)$$

and inserting (3.3) we have only the terms involving $x$, so

$$3^m \langle M^a f, \psi_m \rangle_{L^2(\mu)} = 5^m \langle M_m^m f(x) \rangle$$

We assumed $M^a f$ was continuous, and it is obvious the support of the $\psi_m$ converges to $x$, so the proof will be complete if we show $3^m \int \psi_m \, d\mu \to \frac{3}{5}$. However $e^{iA}$ is continuous, so its restriction to the support of $\psi_m$ converges uniformly to $e^{iA(x)}$ as $m \to \infty$. If $\chi_m$ denotes the the harmonic function which is $1$ at $x$ and zero on the other points of $V_m$ then we conclude $\psi_m - \chi_m$ converges uniformly to zero. Moreover $3^m \int \chi_m \, d\mu = \frac{2}{3}$ for all $m$ by elementary symmetry considerations, so the proof is complete.

The following theorem gives a Gauss–Green formula for the magnetic Laplacian. It is similar to the fractal version of the classical Gauss–Green formula; in particular, equation (3.9) should be compared to the formula in Theorem 2.3.2 of [41].

Theorem 3.13. Suppose $a \in \mathcal{H}$ is real-valued and admits a local Coulomb gauge at scale $n$. If $f \in \text{dom} (M^n)$, then the magnetic normal derivative
\[
d^a f(p) = \lim_{m \to \infty} \left( \frac{5}{3} \right)^m \sum_{x \sim m p} \left( f(p) - e^{i(A_p(x) - A_p(p))} f(x) \right)
\]
eexists at each $p \in \mathcal{V}_0$ and for $g \in F$ we have the Gauss-Green formula
\[
\mathcal{E}^a(f, g) = -\langle M^a f, g \rangle_{L^2(\mu)} + \sum_{x \in \mathcal{V}_0} (d^a f(p)) \overline{g(p)}. \tag{3.9}
\]
If, in addition, there is $A_p \in F$ such that $\partial A_p = a$ on a neighborhood of $p$, and the usual normal derivative $dA_p(p)$ exists, then $d^a f(p)$ exists and
\[
d^a f(p) = e^{-iA_p(p)} d(f e^{iA_p}) = df(p) + if(p)dA_p(p) \tag{3.10}
\]
Proof. Fix $g \in F$. For each $m$ and each $p \in \mathcal{V}_0$ use the construction of $f_m$ from the proof of Theorem 3.12 to obtain a function $f_m^p$ which is $1$ at $p$ and zero at all other points of $V_m$ and such that if $e^{iA_p}$ is the local Coulomb gauge at $p$ then $e^{iA_p} f_m^p$ is $m$-harmonic. Let $g_m = \sum_{p \in \mathcal{V}_0} g(p) f_m^p$. Then $g - g_m \in \mathcal{F}_0$ and therefore $\mathcal{E}^a(f, g - g_m) = -\langle M^a f, g - g_m \rangle_{L^2(\mu)}$. Since $M^a f$ is continuous and $g - g_m \to g$ in $L^2(\mu)$ we find that $\mathcal{E}^a(f, g_m)$ converges. For large enough $m$ the gauge transform and the definition of $f_m^p$ imply
\[
\mathcal{E}^a(f, g_m) = \sum_p \overline{g(p)} \mathcal{E}(e^{iA_p} f, e^{iA_p} f_m^p)
\]
\[
= \left( \frac{5}{3} \right)^m \sum_p \overline{g(p)} \mathcal{E}(e^{iA_p} f, e^{iA_p} f_m^p)
\]
\[
= \left( \frac{5}{3} \right)^m \sum_p \overline{g(p)} \sum_{x \sim m p} (f(p) - e^{i(A_p(x) - A_p(p))} f(x))
\]
so that the magnetic normal derivative exists and (3.9) holds.

When $dA_p$ exists we have $A_p(x) - A_p(p) = -\left( \frac{3}{5} \right)^m dA_p(p) + o\left( \frac{3}{5} \right)^m$ for both $x \sim m p$. Thus we compute
\[
d^a f(p) = \lim_{m \to \infty} \left( \frac{5}{3} \right)^m \sum_{x \sim m p} (f(p) - f(x))
\]
\[
= \lim_{m \to \infty} \left( \frac{5}{3} \right)^m \sum_{x \sim m p} \left( (f(p) - f(x) e^{i(A_p(x) - A_p(p))}) + f(x) (e^{i(A_p(x) - A_p(p))} - 1) \right)
\]
\[
d^a f(p) - if(p)dA_p(p)
\]
which gives the second conclusion of the theorem.

It is apparent that we can localize the magnetic Gauss-Green formula to any cell. Doing so allows us to give necessary and sufficient conditions for defining a function in $\text{dom} (M^n)$ piecewise. Alternatively, one can think of it as a condition for gluing functions in the domain of the magnetic Laplacian on sub-cells of SG by ensuring certain boundary conditions match. This is a standard thing to do for the usual Laplacian on SG: see Theorem 2.5.1 in [41].

Theorem 3.14. Suppose $a \in \mathcal{H}$ is real-valued and admits a local Coulomb gauge. Let $X_1 = F_{w_1}(SG)$ and $X_2 = F_{w_2}(SG)$ be two cells with $X_1 \cap X_2 = \{ x \}$ and assume we have functions $f_j$ and $u_j$ from $\mathcal{F}|_{X_j}$ such that $M^a f_j = u_j$, $j = 1, 2$. In order that the piecewise functions $f = f_j$ on $X_j$ and $u = u_j$ on $X_j$ for $j = 1, 2$ satisfy
\[ M^a f = u \text{ it is necessary and sufficient that both are continuous, } f_1(x) = f_2(x) \text{ and } u_1(x) = u_2(x), \text{ and also that } d^a f_1(x) + d^a f_2(x) = 0. \]

**Proof.** The role of the continuity assumption is elementary, so we focus on the condition on \( d^a \). By localizing (3.9) to \( X_1 \) and \( X_2 \) we may write the hypothesis \( M^a u_j = f_j \) as

\[ \mathcal{E}^a_{X_j}(f_j, g) = -\langle u_j, g \rangle_{L^2(\mu, X_j)} + \sum_{p \in V_0} \langle d^a f_j(F_{w_j}(p))\rangle \, g(F_{w_j}(p)) \]  \hspace{1cm} (3.11)

for \( j = 1, 2 \). Similarly, \( M^a u = f \) on the union means that for functions \( g \) which vanish on \( (F_{w_1}(V_0) \cup F_{w_2}(V_0)) \setminus \{x\} \) we have

\[ \mathcal{E}^a_{X_1 \cup X_2}(f, g) = -\langle u, g \rangle_{L^2(\mu, X_1 \cup X_2)}. \]

Comparing this to the sum of (3.11) for \( j = 1, 2 \) we see that they are the same if and only if all the terms from the sums over \( V_0 \) vanish. Our hypothesis on \( g \) ensures these sums only contain the two terms at \( x \), so the quantity which must vanish is \( \langle d^a f_1(x) + d^a f_2(x)\rangle \, g(x) \), and \( g(x) \) can take any value. \( \square \)

We conclude this section with a discussion of the structure of the subspace of exact forms on \( SG \) and its complementary subspace in \( \mathcal{H} \). Recall that the exact forms are the image of the map \( \partial : \mathcal{F} \to \mathcal{H} \). Since \( \|\partial f\|_{\mathcal{H}}^2 = \mathcal{E}(f) \) and \( \mathcal{F} \) modulo constants is a Hilbert space, the exact 1-forms are a complete, hence closed, subspace of \( \mathcal{H} \). We write \( P \) for the projection onto the exact forms and \( P^\perp \) for the orthogonal projection. It is proven in [27] that \( P\mathcal{H}_m \) is the space obtained by applying \( \partial \) to the \( m \)-harmonic functions, while \( P^\perp \mathcal{H}_m \) is the space of \( m \)-harmonic 1-forms. A 1-form is \( m \)-harmonic if on each \( m \)-cell \( X_w = F_w(SG) \) it is \((\partial h_w)1_w\) for some \( m \)-harmonic function \( h_w \), and for any point \( x \in V_m \) the sum of the normal derivatives \( \sum_w dh_w(x) \) over the cells meeting at \( x \) is zero.

The self-similarity of the space \( \mathcal{H}_m \) ensures we may understand the structure of \( \mathcal{H}_m \) by studying the structure of \( \mathcal{H}_1 \). This is generated by the harmonic functions modulo constants on the 1-cells. It is convenient to incorporate the condition on constants by assuming the harmonic functions have mean zero, so the sum of the values at points \( F_j(V_0) \) is zero for each \( j \in \{0, 1, 2\} \). One can then check that \( P\mathcal{H}_1 \) is 5-dimensional. In fact, the 5-dimensional space generated by 1-harmonic functions that are mean-zero on \( SG \) can be made mean-zero on each \( F_j(SG) \) by subtracting an appropriate mean-zero function that is harmonic on all of \( SG \), so this space decomposes into the 2-dimensional space \( \mathcal{H}_2 = P\mathcal{H}_2 \) and a 3-dimensional complement. The remaining space, \( P^\perp \mathcal{H}_1 \) is 1-dimensional and corresponds to a loop around the central hole. We let \( b \in \mathcal{H}_1 \) be the element with counterclockwise orientation shown in Figure 1(a), multiplied by \( 1/\sqrt{30} \) so that \( \|b\|_{\mathcal{H}} = 1 \). It is also convenient to choose harmonic functions on the 1-cells as shown in Figure 1(b) such that applying \( \partial \) gives \( \sqrt{30}b \). Although this latter is not a function on \( SG \) it is a function \( B \) on the disjoint union \( \cup_{j=0,1,2} F_j(SG) \).

It is apparent that the set \( \{b \circ F_w\} \) of 1-forms span the space of harmonic forms \( P^\perp \mathcal{H} \). If \( b \circ F_w \) and \( b \circ F_{w'} \) are from disjoint cells then the direct sum decomposition in (F2) implies they are orthogonal, and by computing \( Tr_0 b = 0 \) from the formula in Definition 2.1 we find \( b \circ F_w \) and \( b \circ F_{w'} \) are orthogonal if \( |w| \neq |w'| \). Thus \( \{b \circ F_w\} \) is an orthogonal basis for \( P^\perp \mathcal{H} \), and for real values \( \beta_w \)

\[ \left\| \sum_{m=1}^{\infty} \sum_{|w|=m} \beta_w b \circ F_w \right\|_{\mathcal{H}}^2 = \sum_{m=1}^{\infty} \left( \frac{5}{3} \right)^m \sum_{|w|=m} \beta_w^2 \]  \hspace{1cm} (3.12)
if the latter series converges. This leads us to the following theorem.

**Theorem 3.15.** Consider \( a \in \mathcal{H} \), and let \( \beta = P^\perp a \) have series expansion as in (3.12) with coefficients \( \beta_w \). Then

1. \( a \) is locally exact if and only if finitely many of the terms \( \beta_w \) are non-zero,
2. \( a \) has Coulomb gauge if and only if all \( \beta_w \) are integer multiples of \( 2\pi \),
3. \( a \) has scale \( n \) Coulomb gauge if and only if all \( \beta_w \) which have \( |w| > n \) are integer multiples of \( 2\pi \).

**Remark 3.16.** This theorem and (3.12) give another proof that every form admitting a local Coulomb gauge is locally exact, though not necessarily at the same scale. It is a quick corollary that locally exact forms admit a local Coulomb gauge.

4. **Spectra of magnetic operators with local Coulomb gauge.** In this section we study the spectrum of Dirichlet magnetic operators \( \mathcal{M}^a \), which we know from Theorem 3.1 is pure point. Our approach relies heavily on the spectral decimation property of the Laplacian on SG [37, 38, 19] and associated properties of the eigenfunctions [14, 29]. Spectral decimation says that if \( f \) is an eigenfunction of \( \Delta \) on SG then there is \( m_0 \) (called the generation of birth) and a sequence \( \{\lambda_m\}_{m_0}^\infty \) such that \( \Delta_m f = \lambda_m f \) for all \( m \geq m_0 \). The sequence \( \{\lambda_m\} \) is related to the eigenvalue by \( \lambda_m (5 - \lambda_m) = \lambda_{m-1} \) and \( \frac{1}{4} \lim_{m \to \infty} \lambda_m = \lambda \). One way to view this graph eigenfunction equation is as follows: if on each \( m \)-cell \( F_w(\text{SG}) \) we have \( f_w \) such that \( \Delta f_w = \lambda f_w \) then defining \( f \) piecewise to be \( f_w \) on \( F_w(\text{SG}) \) we have \( \Delta f = \lambda f \) if and only if \( f \) is continuous and \( \Delta_m f = \lambda_m f \). Comparing this to the usual gluing property we see that the discrete eigenfunction equation encodes that the normal derivatives sum to zero at the points of \( V_m \). The equivalence of these conditions may also be verified using the explicit formulas for the normal derivatives from [15].

We wish to study the spectrum of \( \mathcal{M}^a \) via the finite approximations \( \mathcal{M}_m^a \), so in light of the results of the previous section it makes sense to only consider real-valued \( a \in \mathcal{H} \) which admit a local Coulomb gauge at scale \( n \). By the discussion following Definition 3.5 we may also assume that \( Pa = 0 \), because we can gauge transform to remove this part of \( a \). Doing so will not change the eigenvalues of \( \mathcal{M}^a \) and will simply conjugate the eigenfunctions. Under these assumptions let \( m \geq n \) and \( e^{iA_w} \) be the gauge transform on the \( m \)-cell \( F_w(\text{SG}) \). Then \( u_w \) satisfies \( \mathcal{M}^a u_w = \lambda u_w \) on \( F_w(\text{SG}) \) if and only if \( f_w = e^{iA_w} u_w \) and \( \Delta f_w = \lambda f_w \) on the cell. The condition for gluing the \( u_w \) into a piecewise defined eigenfunction with \( \mathcal{M}^a u = \lambda u \) is that they join continuously and \( \sum_w d^i u_w(p) = 0 \), where the sum is over the cells meeting at \( p \in V_m \). From \( Pa = 0 \) we have \( \sum_w d^A_w(p) = 0 \) for all \( p \), so

![Figure 1. (a) The 1-form \( \sqrt{3} b \), with orientation clockwise around each 1-cell, hence counterclockwise around the central hole, and (b) The harmonic function \( B \) on disjoint 1-cells.](image)
by (3.10) our condition becomes $\sum_{w} e^{-iA_{w}}(p) df_{w}(p) = \sum_{w} du_{w} = \sum_{w} d^{a} u_{w} = 0$. But $\Delta e^{-iA_{w}}(p) f_{w}(x) = \lambda e^{-iA_{w}}(p) f_{w}(x)$, so the normal derivatives sum to zero at \( p \) if and only if $\Delta_{m} e^{-iA_{w}}(p) f_{w}(p) = \lambda_{m} e^{-iA_{w}}(p) f_{w}(p)$, which is precisely $M_{m}^{a} u_{w} = \lambda_{m} u_{w}$. Thus we can study $M^{a} u = \lambda u$ by examining $M_{m}^{a} u = \lambda_{m} u$ for $m \geq n$.

As described at the end of the previous section, the assumptions we have on $a$ imply that there are real numbers $\beta_{w}$ with $\beta_{w} \in 2\pi \mathbb{Z}$ for $|w| > n$, such that

$$a = \sum_{m=1}^{\infty} \sum_{|w|=m} \beta_{w} b \circ F_{w},$$

where

$$\|a\|_{H}^{2} = \sum_{m=1}^{\infty} \left( \frac{5}{3} \right)^{m} \sum_{|w|=m} \beta_{w}^{2} < \infty.$$ 

Since all terms in this expression are self-similar it is clear that a significant step is to understand the spectrum of $M^{a}$, in which case we can look at $M_{1}^{\beta b}$.

The results of some numerical investigations into the spectrum of $M^{a}$ are shown in Figure 2. One can see the structure of the spectrum inherited from the spectral decimation process, which copies and expands the spectrum with each level of approximation.

Of particular note is the existence of many eigenvalues that do not vary with $\beta$, and are therefore independent of the field. These can be seen in Figure 2 as horizontal lines. This pattern persists for more complicated magnetic operators $M^{a}$ with local Coulomb gauge: when $m$ is sufficiently large we find that $M_{m}^{a}$ has a large number of eigenvalues that are the same as those of $\Delta_{m}$. This turns out to be a straightforward consequence of the structure of the eigenfunctions of the Laplacian.

**Theorem 4.1.** Suppose $f$ is an eigenfunction of $\Delta$ with eigenvalue $\lambda$ and the support of $f$ is a finite union of cells $\cup X_{k}$ on which $a$ has a Coulomb gauge, so there is $e^{iA} \in \mathcal{F}$ such that $e^{-iA} (de^{iA})_{\cup X_{k}} = a_{\cup X_{k}}$. Then $f e^{-iA}$ is an eigenfunction of $M^{a}$ with eigenvalue $\lambda$.

**Proof.** This is a direct computation from the validity of the gauge transformation on $\cup X_{k}$, because for $g \in \mathcal{F}_{0}$

$$\mathcal{E}^{a} (f e^{-iA}, g) = \mathcal{E} (f, e^{iA} g) = -\lambda (f, e^{iA} g) = -\lambda (f e^{-iA}, g).$$

**Remark 4.2.** This result can also be thought of in terms of the gluing result in Theorem 3.14. By construction $f e^{-iA}$ satisfies the eigenfunction equation for $M^{a}$ on $\cup X_{k}$. From the fact that $f$ is identically zero outside $\cup X_{k}$ we see that $df$ must be zero at the boundary points of $\cup X_{k}$. Using (3.10) with $f = df = 0$ on the boundary of $\cup X_{k}$ we have $f e^{-iA} = d^{a} (f e^{-iA}) = 0$ there also, so extending $f e^{-iA}$ by zero gives a smooth solution of the eigenfunction equation on SG.

In order to see why this result determines many eigenfunctions of $M^{a}$ we need some more consequences of the spectral decimation method, particularly those from [14, 29]. Our presentation of them follows the elementary exposition in [41], except that our bases for the 5-series eigenspaces are more like those in [14]. In order to describe these bases we define a chain of $m$-cells to be a sequence $X_{k} = F_{w_{k}}(SG)$, \( k = 1, \ldots, K \) such that $|w_{k}| = m$ for all $k$ and $X_{k} \cap X_{k+1} = \{ x_{k} \}$ is a sequence of $K - 1$ distinct points from $\mathcal{V}_{m}$. We say the chain is simple if $X_{k} \cap X_{k'} = \emptyset$ unless $|k - k'| \leq 1$. Recall that the proofs of the following are in [2, 28].
Figure 2. Eigenvalues less than 160 and $0 \leq \beta \leq 2$ for the (from top to bottom) 4th, 5th, and 6th level approximation to $M^{\beta}$

(S1) For a Dirichlet eigenvalue $\lambda$ of $\Delta$ on SG with eigenfunction $f$, let $m(\lambda)$ be its generation of birth and $\lambda_m$ be the spectral decimation sequence, so $\Delta_m f = \lambda_m f$, $\lambda_m(5 - \lambda_m) = \lambda_{m-1}$ and $\frac{3}{2} \lim 5^m \lambda_m = \lambda$. Then $\lambda_{m(\lambda_0)} \in \{2, 5, 6\}$ and $\lambda_m \notin \{2, 5, 6\}$ for $m > m(\lambda)$. We let $\sigma_s = \{\lambda : \lambda_{m(\lambda_0)} = s\}$ for $s = 2, 5, 6$, and call these the 2, 5, and 6 series eigenfunctions.

(S2) From the preceding, $\lambda_m = \frac{1}{2} (5 \pm \sqrt{25 - 4\lambda_{m-1}}) = \Phi_{\pm} (\lambda_{m-1})$. For convergence of $5^m \lambda_m$ the positive root can occur at most finitely often, so there is $m_1(\lambda)$ called the generation of fixation such that $\lambda_m = \Phi_{-} (\lambda_{m-1})$ for all $m > m_1$. Writing $\Phi^{\circ m}$ for the $m$-fold composition, the function $R(\tau) = \lim_m 5^m \Phi^{\circ m}(\tau)$ is analytic, $R(0) = 0$ and $R'(0) \neq 0$. Knowing the generation of fixation the eigenvalue is $\lambda = 5^{m_1} R(\lambda_{m_1})$.

(S3) If $\lambda \in \sigma_2$ then $m(\lambda) = 1$, its eigenspace is 1-dimensional, and the eigenfunctions are fully symmetric under the dihedral symmetry group of the triangle.
(S4) If $\lambda \in \sigma_5$ then $m(\lambda) \geq 1$. All eigenfunctions vanish on $V_{m(\lambda)-1}$ and the eigen-space has dimension $1/2(3^{m(\lambda)-1} + 3)$. There is a basis for the 5-series eigenfunctions in which each is supported on a simple chain of $(m(\lambda) - 1)$-cells in which $X_k$ and $X_{k+1}$ contain distinct points of $V_0$.

(S5) If $\lambda \in \sigma_6$ then $m(\lambda) \geq 2$. The eigenspace has dimension $1/2(3^{m(\lambda)} - 3)$, and there is a basis in which each eigenfunction is supported on the union of two $(m(\lambda) - 1)$-cells meeting at a point of $V_{m(\lambda)-1} \setminus V_0$.

A small comment about the 5-series basis is in order. With generation of birth $m + 1$ there is a function supported on an $m$-cell with the following property: given an $m$-chain with both ends on $V_0$ there is an arrangement of copies of the function along the cells in the chain such that the resulting function extends smoothly by 0 to give a 5-series eigenfunction on SG. This arrangement is unique up to multiplying the eigenfunction by a scalar. In [14] a basis is given in which each eigenfunction is supported on an $m$-cell chain from $p_0$ to either $p_1$ or $p_2$, but the chains given are not simple. In particular it follows from [14] that the number of $m$-cell chains between two points of $V_0$ is $1/2(3^{m-1} + 1)$. Observe that each simple $m$-chain determines an $(m-1)$-chain by taking the parent cells of the $m$-cells in the chain. Conversely an $(m-1)$-chain determines a simple $m$-chain by taking, in each $(m-1)$-cell $X_k$, the two $m$-cells which form the shortest $m$-cell chain from $x_k-1$ to $x_k$. From this bijection between simple $m$-chains and $(m-1)$-chains we see that the number of simple $m$-cell chains between two specified points of $V_0$ is $1/2(3^{m-2} + 1)$, and therefore the number of such chains joining pairs of points from $V_0$ is $1/2(3^{m-1} + 3)$, which is the dimension of a 5-series eigenspace with generation of birth $m$. Moreover it is easy to prove inductively that the eigenfunctions corresponding to these chains are linearly independent. When $m = 2$ this can be done by hand (as was done in [14]). For the inductive step observe that if a linear combination of eigenfunctions corresponding to simple $m$-chains is zero then it is zero on each cell $F_j(X)$, $j = 0, 1, 2$. Then precomposing the piece on $F_j(X)$ with $F_j^{-1}$ gives a vanishing linear combination of eigenfunctions corresponding to $(m-1)$-chains, and these are linearly independent by the inductive hypothesis.

**Theorem 4.3.** If $a$ is a real-valued form with local Coulomb gauge at scale $n$ and $\lambda$ is a Laplacian eigenvalue with generation of birth $m(\lambda) > n$ then $\lambda$ is also an eigenvalue of $M^a$, and the corresponding eigenfunction is obtained from the Laplacian eigenfunction by a gauge transformation.

**Proof.** If $a$ is as described then on every $n$-cell $F_w(SG)$ we have a gauge function $e^{iA_w}$, which is determined up to a multiplicative constant. For $\lambda$ as described the Laplacian eigenfunction is supported either on simple chain of $(m(\lambda) - 1) \geq n$ cells, or on the union of two $(m(\lambda) - 1)$ cells, which we denote $X_k = F_{w_k}(SG)$. In either case simplicity of the chain ensures we may choose the values $e^{iA_w(x_k)}$, where $x_k = X_k \cap X_{k+1}$, so that $e^{iA} = e^{iA_w}$ on $X_k$ is continuous, hence a Coulomb gauge on $\cup X_k$. The result then follows from Theorem 4.1.

**Corollary 4.4.** If $a$ is a real-valued form with local Coulomb gauge at scale $n$ then $M^a$ has the same spectral asymptotics as $\Delta$. Specifically, let $\rho^a(x)$ be the counting function of $M^a$, so $\rho^a(x) = \#\{\lambda \in \sigma_D : \lambda \leq x\}$. There is a non-constant periodic function $\chi$ of period $\log 5$ such that

$$\lim_{x \to \infty} \rho^a(x)x^{-3/\log 5} - \chi(x) = 0.$$
The function $\chi$ is independent of $a$, so is the same as that occurring for the Laplacian spectrum.

Proof. For $a = 0$ this is simply the spectral asymptotic for the Laplacian, and follows from a more general analysis in [31]. When $a \neq 0$ the result follows from the fact that eigenvalues with generation of birth less than $n$ make an asymptotically small contribution to the spectrum. To make this precise we reason as follows.

The eigenvalues and eigenfunctions of $\mathcal{M}^a$ obey spectral decimation for all sufficiently large $m$, so for each eigenvalue $\lambda$ there is a sequence $\lambda_m$, $m \geq m_0$ as in (S1) and the eigenvalue is determined at the generation of fixation as described in (S2).

Following this line of reasoning, for a specified $x$ there is $m_1$ comparable to $\log x$ such that all eigenvalues $\lambda \leq x$ are of the form $5^{m_1}\Phi(\lambda_m)$ for $\lambda_m$ an eigenvalue of $\mathcal{M}_{m_1}^a$. Hence it suffices to know what proportion of the eigenvalues of $\mathcal{M}_{m_1}^a$ have generation of birth $\leq n$. At each $m$ the number of newly born eigenvalues is comparable to $3^m$, and these split according to the positive and negative roots in the spectral decimation to give a multiple of $2^{m_1-n} 3^m$ eigenvalues at the generation of fixation, so the number of eigenvalues born before $n$ but fixed at $m_1$ is comparable to $3^n$, while the total number fixed at $m_1$ is comparable to $3^{m_1}$. Thus the proportion of eigenvalues of $\mathcal{M}^a$ that differ from those of $\Delta$ and are less than $x$ is bounded by a multiple of $3^n/x$ for large $x$, and goes to zero as $x \to \infty$.

Theorem 4.3 also gives all of the spectrum of $e^{ijb}$ except that born at generation 1. We can get the rest by direct computation. If we label the points of $V_1 \setminus V_0$ as $q_j$, $j = 0, 1, 2$, then symmetry suggests we ought to have eigenfunctions $f_k$ of $\mathcal{M}_1^a$ with values on $V_1$ given by $f_k(q_j) = e^{ijk2 \pi/3}$. Indeed

$$\mathcal{M}^{2b} f_k = \left(4 - 2 \cos \left(\frac{2\pi k}{3} + \frac{2\beta}{\sqrt{30}}\right)\right) f_k$$

from which we can determine the eigenfunctions by applying $5\Phi$. Ideally we would like to be able to use this information to compute the bottom of the spectrum for $\mathcal{M}^a$ in the case where $a$ is given by (4.1), at least in some special cases, but unfortunately we do not know how to do this.

5. Spectrum of $\mathcal{M}^{2b}$ via the ladder fractaloid. An alternative approach to the problem of determining the spectrum of $\mathcal{M}^{2b}$ is to lift the problem to a periodic version on a suitable covering space using a technique from [42]. To avoid merely repeating the results of the previous section we illustrate this method by computing the spectrum of the Neumann magnetic operator.

The space we use is called the Ladder Fractaloid based on the Sierpinski gasket, and is denoted LF. [42] gives a general method for analyzing the spectrum of a fractaloid constructed by gluing copies of SG arranged according to a graph. For LF, let the vertices of a graph $\Gamma_0$ be three copies of $\mathbb{Z}$, labelled $\{x_{k-\frac{1}{2}}, w_k\}$, and $\{y_k + \frac{1}{2}\}$ and the edges be such that $w_k$, $x_{k-\frac{1}{2}}$, $x_{k+\frac{1}{2}}$ is a complete graph on 3 vertices, and so is $w_k$, $y_{k-\frac{1}{2}}$, $y_{k+\frac{1}{2}}$. Then LF is obtained by replacing these complete 3-graphs with copies of SG, see Figure 3.

According to the analysis in [42], the spectrum of LF can be determined from the graph of the cells and their connectivity. If we label the cell with vertices $w_k$, $x_{k-\frac{1}{2}}$, $x_{k+\frac{1}{2}}$ by $a_k$ and that with vertices $w_k$, $y_{k-\frac{1}{2}}$, $y_{k+\frac{1}{2}}$ by $b_k$ and treat $\{a_k\} \cup \{b_k\}$ as vertices of a graph $\Gamma$ with edges when the corresponding cells intersect, then $\Gamma$ is a ladder as shown in Figure 4. If $-\Delta_\Gamma$ is the usual discrete Laplacian on $\Gamma$ it has absolutely continuous spectrum $[0, \infty]$. One can prove the resolvent is unbounded by
considering two sets of functions that satisfy an eigenfunction equation but are not in $L^2$: \( \{ \phi_\theta \} \) such that \( \phi_\theta(a_k) = \phi_\theta(b_k) = e^{ik\theta} \) with eigenvalue \( 2\pi - 2\cos \theta \) (these are even in the reflection exchanging \( a_k \) and \( b_k \)), and \( \{ \psi_\theta \} \) such that \( \psi_\theta(a_k) = -\psi_\theta(b_k) = e^{ik\theta} \) with eigenvalue \( 4\pi - 2\cos \theta \) (these are odd in the reflection exchanging \( a_k \) and \( b_k \)). In both cases \( 0 \leq \theta \leq \pi \). From Theorem 3.1 of [42] and their discussion in Example 5.2, this spectrum is the same as that of \( -\Delta_{\Gamma_0} \). Moreover they relate the spectrum \( \sigma(-\Delta_{\Gamma_0}) \) to that of the Laplacian on the fractafold as follows.

**Theorem 5.1** (Theorem 2.3 of [42]). Using the function \( R \) from (S2) let

\[
\Sigma_\infty = 5\left( \mathcal{R}\{2\} \cup \bigcup_{0}^{\infty} 5^m \mathcal{R}\{3,5\} \right),
\]

\[
\Sigma'_\infty = 5\left( \bigcup_{m=0}^{\infty} 5^m \mathcal{R}\{3,5\} \right) \subset \Sigma_\infty.
\]

Then for \( \Delta \) the Laplacian on the fractafold obtained by gluing according to \( \Gamma_0 \)

\[
\mathcal{R}(\sigma(-\Delta_{\Gamma_0})) \cup \Sigma'_\infty \subset \sigma(-\Delta_{LF}) \subset \mathcal{R}(\sigma(-\Delta_{\Gamma_0})) \cup \Sigma_\infty.
\]

To connect this to the study of the magnetic operator \( M^{\beta_b} \) we “fold” the ladder along the center-line parallel to its length, so the point \( x_{k+\frac{1}{2}} \) is identified with \( y_{k+\frac{1}{2}} \).
for all \(k\), and obtain a fractafold is in Figure 5, which we call the folded ladder fractafold, or FLF. The FLF is a covering space for SG in which the loop around the central hole of the \(V_1\) graph has been trivialized. The covering map takes each cell \(a_k\) in the fractafold to a 1-cell of SG in a 3-periodic manner, identifying \(a_k\) with the cell \(F_k \mod 3\) (SG), \(w_k\) with \(p_k \mod 3 \in V_0\) and mapping both \(x_{k+\frac{1}{2}}\) and \(y_{k+\frac{1}{2}}\) to the same point of \(V_1 \setminus V_0\). We arrange the map so that the line through the \(x_{k+\frac{1}{2}}\) wraps in a counterclockwise direction around the central hole in the \(V_1\) graph as \(k\) increases.

**Lemma 5.2.** There is a bijection taking each Neumann eigenfunction \(f\) of \(\Delta\) on SG with eigenvalue \(\lambda\) to a solution \(\tilde{f}\) of \(\Delta_{LF} \tilde{f} = \lambda \tilde{f}\) which is symmetrical under the central line reflection and is 3-periodic.

**Proof.** For the definition and properties of the Laplacian on LF and FLF we refer to [42]. A function satisfying \(\Delta_{FLF} \tilde{f} = \lambda \tilde{f}\) on FLF unfolds to give a function \(f\) on LF. This function satisfies \(\Delta_{LF} \tilde{f} = \lambda \tilde{f}\) if and only if its normal derivatives at each \(w_k\) sum to zero; given the symmetry, this happens if and only if \(d \tilde{f} = 0\) at all points \(w_k\). At the same time, the period 3 covering of SG by FLF ensures that 3-periodic solutions of \(\Delta_{FLF} \tilde{f} = \lambda \tilde{f}\) on FLF correspond to eigenfunctions on SG in such a way that the normal derivatives at points \(w_k\) correspond to those on \(V_0\).

**Remark 5.3.** We could do something similar for the Dirichlet eigenfunctions on SG by considering antisymmetry in the center line.

More importantly, the same thing happens for the magnetic operator \(M^{\beta b}\). The only modification required for the proof is that the symmetric unfolding of a solution of \(\Delta_{FLF} \tilde{f} = \lambda \tilde{f}\) from FLF to LF gives a solution of \(\Delta_{LF} \tilde{f} = \lambda \tilde{f}\) if and only if \(d^{\beta b} \tilde{f}(w_k)\) sums to zero for all \(k\). However (3.10) and the fact that \(db = 0\) sums to zero at each \(w_k\) ensures the Neumann condition is still the correct one. To make this argument we need 1-forms and magnetic forms on LF and FLF; their properties are substantially similar to those on SG, and we refer to [27, 25] for more details.

**Corollary 5.4.** There is a bijective map which takes each Neumann eigenfunction of \(M^{\beta b}\) on SG with eigenvalue \(\lambda\) to a solution \(\tilde{f}\) of \(M_{LF}^{\beta b} \tilde{f} = \lambda \tilde{f}\) that is symmetrical under the central line reflection and 3-periodic. Here \(M_{LF}^{\beta b}\) is the magnetic operator corresponding to the symmetric 3-periodic lift of \(\beta b\) to LF.

The preceding result is significant because passing to FLF trivializes the loop where \(b\) is not exact, so we might expect \(\beta b\) to be exact on FLF. This is not literally true because the periodic extension of \(\beta b\) to FLF will not have finite energy, simply because it is periodic. However our reasoning regarding the gauge transformation is still valid: we can define \(e^{i\beta B}\), which is globally continuous and locally in the
domain of the Dirichlet form on FLF, such that $\mathcal{M}^{ib}f = e^{-i\beta B}\Delta_{FLF}(e^{i\beta B}f)$ for any $f$ in the domain of $\mathcal{M}^{ib}$ with compact support, and take limits to extend this operation to $L^2$.

**Theorem 5.5.** The spectrum of the Neumann magnetic operator $\mathcal{M}^{ib}$ on SG is

$$\sigma(\mathcal{M}^{ib}) = \mathcal{R}\left\{2 - 2\cos\left(\frac{2k\pi}{3} - \frac{2\beta}{\sqrt{30}}\right)\right\}_{k=0}^\infty \cup \Sigma'_\infty$$

**Proof.** The periodic extension of $\beta b$ to FLF has gauge $e^{iB}$ where $B$ is harmonic on each cell $a_k$ and has values

$$B(x_{k+\frac{1}{2}}) = \frac{2\beta k}{\sqrt{30}} + \frac{1}{2}$$

and $B(w_k) = 0$ for all $k$. We use the same notation for the symmetric extension to LF. The gauge transformation is valid and reduces the problem to finding those elements of the spectrum of the Laplacian on LF for which the associated function is symmetric in the center line and, after application of the gauge transformation, is 3-periodic. By Theorem 5.1 and elementary arguments about the eigenfunctions associated to $\Sigma_\infty$ and $\Sigma'_\infty$ this includes all of $\Sigma_\infty$ but not $5\mathcal{R}\{2\}$. The remaining values correspond to spectral values from the symmetric functions $\phi_\theta$ on $\Gamma$. According to [42] the corresponding functions on LF are equal to $e^{i(k+\frac{1}{2})\theta}$ at $x_{k+\frac{1}{2}}$ and $e^{i\theta}$ at $w_k$. When multiplied by the gauge, these have

$$e^{iB}\phi_\theta(x_{k+\frac{1}{2}}) = \exp\left(i\left(k + \frac{1}{2}\right)\theta + \frac{2\beta k}{\sqrt{30}} + \frac{1}{2}\right)$$

which is periodic of period 3 in $k$ if and only if $3\theta + \frac{6\beta}{30} \equiv 0 \mod 2\pi$. Using this to determine $\theta$, the fact that the eigenvalue on $\Gamma$ was $2 - 2\cos\theta$ and the preceding reasoning from Theorem 5.1 completes the proof.

**Appendix: Construction of $\mathcal{H}$.** This appendix follows [27] in defining differential forms on a Dirichlet space. Consider a topological measure space $(X, \mu)$ where $\mu$ is a measure on the Borel sets of $X$. Let $(\mathcal{E}, \mathcal{F})$ be a Dirichlet form on $L^2(\mu)$. That is, $\mathcal{E}$ is a bilinear form on $\mathcal{F}$ which is non-negative definite, symmetric, closed, and has a domain $\mathcal{F}$ which is dense in $L^2(\mu)$. Assume further that $\mathcal{E}$ is regular: $C_0(X) \cap \mathcal{F}$ is dense in $L^2(\mu)$ and uniformly dense in $C_0(X)$.

Define the Dirichlet algebra $\mathcal{B} := \mathcal{F} \cap L^\infty(\mu)$. From Corollary 3.3.2 of [10], $\mathcal{B}$ is closed under pointwise multiplication. Define the scalar product

$$\langle a \otimes b, c \otimes d \rangle_{\mathcal{H}} = \frac{1}{2} (\mathcal{E}(a, bcd) + \mathcal{E}(c, abd) - \mathcal{E}(ac, bd))$$

for simple tensors in $\mathcal{B} \otimes \mathcal{B}$, and extend to the whole space by bilinearity. Define $\|a \otimes b\|_{\mathcal{H}} = \langle a \otimes b, a \otimes b \rangle_{\mathcal{H}}^{1/2}$ to be the associated semi-norm. Define $\mathcal{H}$ to be the Hilbert space obtained by factoring out the norm-zero elements and taking the completion. One may show [27] that $\mathcal{H}$ contains all simple tensors $a \otimes b$ where $a \in \mathcal{B}$ and $b \in L^\infty(\mu)$. Thus we define $\partial : \mathcal{B} \rightarrow \mathcal{H}$ by $\partial a = a \otimes 1$, where $1$ is the constant 1 function. It follows from the definition that $\langle \partial a, \partial b \rangle_{\mathcal{H}} = \mathcal{E}(a, b)$, which is analogous to the classical Dirichlet integral $\int \nabla f : \nabla g \, dx$ on $\mathbb{R}^n$. Note that this definition does not provide a fibre-wise definition of $\partial$, as is the case when $\mathcal{E}$ “admits a gradient” as in V.5.2 in [10]. For discussion of forming a fiber-wise definition, see [24].

Define the left and right actions of $\mathcal{B}$ on $\mathcal{H}$ by

$$a(b \otimes c) = (ab) \otimes c - a \otimes (bc) \quad \text{and} \quad (b \otimes c)a = b \otimes (ac).$$
If $E$ is a strictly local, as is the case with SG, then these two actions coincide [27], so we do not distinguish between the two for most of the current work. Further, since SG is compact and $F = B$, we do not distinguish between the two for most of the current work.

REFERENCES

[1] Skye Aaron, Zach Conn, Robert S. Strichartz and Hui Yu, Hodge–de Rham theory on fractal graphs and fractals, *Commun. Pure Appl. Anal.*, **13** (2014), 903–928.

[2] Eric Akkermans, Statistical mechanics and quantum fields on fractals, *601* (2013), 1–21.

[3] Eric Akkermans, Olivier Benichou, Gerald V Dunne, Alexander Teplyaev and Raphael Voituriez, Spatial log-periodic oscillations of first-passage observables in fractals, *Physical Review E*, **86** (2012).

[4] Eric Akkermans, Gerald V Dunne and Alexander Teplyaev, Physical consequences of complex dimensions of fractals, *Europhysics Letters*, **105** (2010), 230407.

[5] Shlomo Alexander, Some properties of the spectrum of the Sierpiński gasket in a magnetic field, *Phys. Rev. B*, **29** (1984), 5504–5508.

[6] Shlomo Alexander and Raymond Orbach, Density of states on fractals: fractons, *Journal de Physique Lettres*, **43** (1982), 625–631.

[7] Martin T. Barlow and Edwin A. Perkins, *Brownian motion on the Sierpinski gasket*, *Probab. Theory Related Fields*, **79** (1988), 543–623.

[8] J. Bellissard, Renormalization group analysis and quasicrystals, in *Ideas and Methods in Quantum and Statistical Physics* (Oslo, 1988), Cambridge Univ. Press, Cambridge, 1992, pp. 118–148.

[9] Nicolas Bouleau and Francis Hirsch, *Dirichlet Forms and Analysis on Wiener Space*, De Gruyter Studies in Mathematics, vol. 14, Walter de Gruyter & Co., Berlin, 1991.

[10] Fabio Cipriani, Daniele Guido, Tommaso Isola and Jean-Luc Sauvageot, Integrals and potentials of differential 1-forms on the Sierpinski gasket, *Adv. Math.*, **239** (2013), 128–163.

[11] Fabio Cipriani and Jean-Luc Sauvageot, Derivations as square roots of Dirichlet forms, *J. Funct. Anal.*, **201** (2003), 78–120.

[12] Jessica L. DeGrado, Luke G. Rogers and Robert S. Strichartz, Gradients of Laplacian eigenfunctions on the Sierpinski gasket, *J. Fourier Anal. Appl.*, **5** (1999), 203–284.

[13] Michael Hinz, Magnetic energies and Fey-Kac-Itô formulas for symmetric Markov processes, *Stochastic Process. Appl.*, **123** (2013), 4373–4406.

[14] Michael Hinz and Luke G. Rogers, Magnetic fields on resistance spaces, *J. Fractal Geom.*, **3** (2016), 75–93.
[26] Michael Hinz and Alexander Teplyaev, Dirac and magnetic Schrödinger operators on fractals, *J. Funct. Anal.*, 265 (2013), 2830–2854.
[27] Marius Ionescu, Luke G. Rogers and Alexander Teplyaev, Derivations and Dirichlet forms on fractals, *J. Funct. Anal.*, 263 (2012), 2141–2169.
[28] Jun Kigami, A harmonic calculus on the Sierpiński spaces, *Japan J. Appl. Math.*, 6 (1989), 259–290.
[29] Jun Kigami, Distributions of localized eigenvalues of Laplacians on post critically finite self-similar sets, *J. Funct. Anal.*, 156 (1998), 170–198.
[30] Jun Kigami, *Analysis on Fractals*, Cambridge Tracts in Mathematics, vol. 143, Cambridge University Press, Cambridge, 2001.
[31] Jun Kigami and Michel L. Lapidus, Weyl’s problem for the spectral distribution of Laplacians on p.c.f. self-similar fractals, *Comm. Math. Phys.*, 158 (1993), 93–125.
[32] Tom Lindstrøm, Brownian motion on nested fractals, *Mem. Amer. Math. Soc.*, 83 (1990), no. 420, iv+128.
[33] Leonid Malozemov and Alexander Teplyaev, Self-similarity, operators and dynamics, *Math. Phys. Anal. Geom.*, 6 (2003), 201–218.
[34] Shintaro Nakao, Stochastic calculus for continuous additive functionals of zero energy, *Z. Wahrsch. Verw. Gebiete*, 68 (1985), 557–578.
[35] R. Rammal, Harmonic analysis in fractal spaces: random walk statistics and spectrum of the Schrödinger equation, *Phys. Rep.*, 103 (1984), 151–159, Common trends in particle and condensed matter physics (Les Houches, 1983).
[36] R. Rammal, Spectrum of harmonic excitations on fractals, *J. Physique*, 45 (1984), 191–206.
[37] R. Rammal and G. Toulouse, Random walks on fractal structure and percolation cluster, *J. Physique Letters*, 44 (1983), L13–L22.
[38] Tadashi Shima, On eigenvalue problems for Laplacians on p.c.f. self-similar sets, *Japan J. Indust. Appl. Math.*, 13 (1996), 1–23.
[39] Barry Simon, Almost periodic Schrödinger operators: a review, *Adv. in Appl. Math.*, 3 (1982), 463–490.
[40] Robert S. Strichartz, Fractafolds based on the Sierpiński gasket and their spectra, *Trans. Amer. Math. Soc.*, 355 (2003), 4019–4043 (electronic).
[41] Robert S. Strichartz, *Differential Equations on Fractals: A Tutorial*, Princeton University Press, Princeton, NJ, 2006.
[42] Robert S. Strichartz and Alexander Teplyaev, Spectral analysis on infinite Sierpiński fractafolds, *J. Anal. Math.*, 116 (2012), 255–297.

Received July 2016; revised May 2017.

E-mail address: luke.rogers@uconn.edu