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We consider electron transport in a Kitaev chain connected at its two ends to normal metallic leads kept at different temperatures and chemical potentials. Transport in this set-up is usually studied using two frameworks — the nonequilibrium Green’s function (NEGF) approach or the scattering approach. In the NEGF approach the current and other steady state properties of a system are expressed in terms of Green’s functions that involve the wire properties and self-energy corrections arising from the leads. In the scattering approach, transport is studied in terms of the scattering amplitudes of plane waves incident on the wire from the reservoirs. Here we show explicitly that these two approaches produce identical results for the conductance of the Kitaev chain. Further we show that the NEGF expression for conductance can be written in such a way that there is a one-to-one correspondence of the various terms in the NEGF expression to the amplitudes for normal transmission, Andreev transmission and Andreev reflection in the scattering approach. Thereby, we obtain closed form expressions for these. We obtain the wavefunctions of zero energy Majorana bound states (MBS) of the wire connected to leads and prove that they are present in the same parameter regime in which they occur for an isolated wire. These bound states give rise to perfect Andreev reflection responsible for zero bias quantized conductance peak. We discuss the dependence of the width of this peak on different parameters of the Hamiltonian and relate it to the MBS wavefunction properties. We find that the peak broadens if the weight of the MBS in the reservoirs increases and vice versa.

I. INTRODUCTION

Electron transport properties of the Kitaev chain, a simple example of a one-dimensional spinless superconducting wire, has been extensively investigated recently. Amongst the interesting experimental results are the signatures of the so-called Majorana bound states (MBS) seen in measurements of the electrical conductance. Theoretically, transport has been studied in this system using the quantum Langevin equations - nonequilibrium Green’s function approach (QLE-NEGF), scattering approach and the Keldysh nonequilibrium Green’s function approach. The QLE-NEGF and Keldysh approach start from the same microscopic model of system-bath Hamiltonian with the Kitaev wire sandwiched between two normal leads (the baths), and involve elimination of bath degrees of freedom to find the steady state properties of the system. For normal (without superconducting pairing potential terms) wires, the equivalence of these two approaches has been established quite generally. In both these approaches the conductance is given in terms of nonequilibrium Green’s functions. On the other hand, in the scattering approach one considers scattering of plane waves, incident from the normal metallic reservoirs, by the superconducting region. The conductance is expressed in terms of the scattering amplitudes. For the case of the Kitaev chain and more generally in superconducting wires, three scattering processes are identified corresponding to normal transmission, Andreev transmission and Andreev reflection. It is expected that the scattering formalism and the NEGF formalism should be equivalent and one of the main aims of the present paper is an explicit demonstration of this equivalence.

In the QLE-NEGF approach one writes the quantum Langevin equations of motion for the system and then the transport properties are found via its steady state solution. The quantum Langevin equation follows from removing the bath degrees of freedom from the Heisenberg equation of motion for the wire. The QLE-NEGF approach was first applied to the Kitaev model in Ref. while Ref. provides a more general and complete application of this method to spinless superconducting wires connected to two normal baths, obtaining explicit expressions for particle and energy currents. One of the earliest application of the scattering approach to a system consisting of a metallic lead connected to a superconductor was by Blonder, Tinkham and Klapwijk. More recent work has implemented the scattering approach to a 1-D superconductor sandwiched between two metallic leads. However, both of these papers consider the continuum models for the superconductor. The scattering approach has been used earlier to study superconducting lattice models, but to our knowledge, its connection to the NEGF approach for the same model has not been explored so far. It has been understood that the NEGF particle current and conductance at the ends of the superconductor has one local and two non-local contributions which are attributed to Andreev and normal scattering amplitudes. In this paper, we present a detailed study of the scattering approach to the Kitaev chain which is a simple example of a 1-D spinless superconductor and show analytically that it yields the same results as the QLE-NEGF approach. We also show that the three terms in the NEGF current expression correspond precisely to different scattering processes that take place in the system. The main idea is to express the
Green’s function in terms of transfer matrices from which the connection to the scattering process becomes clear. This treatment follows Ref. \[18\] but now involves \(4 \times 4\) transfer matrices instead of \(2 \times 2\) ones for normal 1-D wires.

An interesting aspect of the Kitaev chain is that, in the topologically non-trivial parameter regime they host special zero modes called Majorana Bound states (MBS). These are symmetry protected robust states localized at the two edges of the wire. These states are responsible for a perfect Andreev reflection at zero bias and lead to the zero bias peak in the conductance that has been observed experimentally.\[19,20\] This peak is is believed to be one of the strongest experimental signatures of the MBS. These states for isolated wires (in the absence of reservoirs) were first discussed by Kitaev.\[11\] In the present work we explore the effect of the reservoirs on these exotic states and relate the properties of the MBS wavefunction, which now leaks into the leads, to the behaviour of the zero bias conductance peak width. We find that these states are present in the same parameter regime in which they occur in the isolated wire and that the conductance peak broadens as the weight of the MBS wavefunction increases in the two reservoirs.

This paper is structured as follows: in Sec. II we introduce the exact lattice Hamiltonian considered for the calculations and provide a summary of the results from the QLE-NEGF and scattering approaches applied to this model. We also discuss qualitatively the expected equivalence between the two approaches. In Sec. III we provide explicit details of the calculation involved in scattering approach and also discuss the zero mode MBS in this system. The analytical proof for the equivalence of the two approaches is given in Sec. IV. A numerical demonstration of this is provided in Sec. V along with a discussion of the behaviour of the conductance peak and its relation to the MBS wavefunction. We conclude in Sec. VI.

II. THE MODEL AND THE EQUIVALENCE OF THE TWO APPROACHES

In this section, we introduce the model for the Kitaev chain connected to reservoirs at its two ends and then summarize the results obtained by applying the QLE-NEGF approach and the scattering approach to this model. After that, we qualitatively discuss the equivalence of the two approaches which is later proven analytically in Sec. IV. The Hamiltonian of the Kitaev chain (1-D wire), \(H_W\), is given by normal tight binding Hamiltonian with mean field BCS-type coupling between its neighbouring sites. The reservoirs are taken to be semi-infinite chains with nearest neighbouring tight binding Hamiltonians, \(H_L\) and \(H_R\). L and R refer to the left and the right reservoir respectively. The finite ends of the reservoirs are placed at ends of the wire and its extremal sites are coupled to the nearest reservoir sites via tight binding Hamiltonians, \(H_{WL}\) and \(H_{WR}\). The creation and annihilation operators, satisfying usual fermionic anti-commutation relations, for the wire, the left bath and the right bath are denoted as \(\{c_j^\dagger, c_j\}\), \(\{c_{\alpha}^\dagger, c_{\alpha}\}\) and \(\{c_{\alpha'}^\dagger, c_{\alpha'}\}\) respectively. The Latin indices \(j, k, \ldots\) are taken to label the sites on the wire. These take values from 1, 2, ..., \(N\), \(N\) being the number of sites on the wire. Similarly, Greek indices \(\alpha, \nu, \ldots\) taking values from \(-\infty, \ldots, -1, 0\) and \(\nu', \ldots\) taking values from \(N + 1, N + 2, \ldots, \infty\) label the left reservoir and right reservoir sites respectively. The full Hamiltonian is thus given by,

\[
H = H_W + H_{WL} + H_{WR} + H_L + H_R,
\]

where\(H_W = \sum_{j=1}^{N-1} [-\mu_w c_j^\dagger c_j - \eta_w (c_j^\dagger c_{j+1} + c_j^c_{j+1}) + \Delta (c_j c_{j+1} + c_{j+1}^c_{j})]\) \(H_{WL} = -\eta_c (c_0^c c_0 + c_0^0 c_0)\) \(H_{WR} = -\eta_c (c_{N}^c c_{N} + c_{N}^0 c_{N})\) \(H_L = -\eta_b \sum_{\alpha=-\infty}^{0} c_{\alpha}^c c_{\alpha-1} + c_{\alpha+1}^0 c_{\alpha}\) \(H_R = -\eta_b \sum_{\alpha'=N+1}^{\infty} c_{\alpha'}^c c_{\alpha'-1} + c_{\alpha'+1}^0 c_{\alpha'}\)

where \(\Delta, \eta_w, \mu_w\) are respectively the superconducting pairing strength, hopping amplitude and the chemical potential on the sites of the wire, \(\eta_c\) is the coupling strength between the wire and the reservoirs, and the hopping amplitude in the reservoirs is given by \(\eta_b\). For simplicity, all of these parameters are taken to be real. The reservoirs are initially described by grand canonical ensembles at temperatures, \(T_L, T_R\) and chemical potentials, \(\mu_L, \mu_R\) and, as we will see, this determines the correlation properties of the noise terms in the final Langevin equations.

We first present the QLE-NEGF results for electron transport in this model. Following the steps given in Ref. \[9\] and \[10\] we start from the Heisenberg equations of motion for the entire system which given by,

\[
\dot{c}_l = -i \sum_{m} H_{lm}^W c_m - i \sum_{m} K_{lm}^c m - i \sum_{\alpha} V_{l\alpha}^L c_{\alpha} - i \sum_{\alpha'} V_{l\alpha'}^R c_{\alpha'},
\]

\[
\dot{c}_\alpha = -i \sum_{\nu} H_{\alpha\nu}^L c_{\nu} - i \sum_{l} V_{l\alpha}^L c_l,
\]

\[
\dot{c}_{\alpha'} = -i \sum_{\nu'} H_{\alpha'\nu'}^R c_{\nu'} - i \sum_{l} V_{l\alpha'}^R c_l,
\]

where \(H_{lm}^W = -\mu_w \delta_{lm} - \eta_w (\delta_{l,m-1} + \delta_{l,m+1})\) \(K_{lm} = \Delta (\delta_{l,m+1} - \delta_{l,m-1})\).
The time dependent bath degrees of freedom can be removed from the Heisenberg equation for wire operators using appropriate Green’s, namely

\[ g^+_L(t) = -ie^{-itH^L} \theta(t) = \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} g^+_L(\omega) e^{-i\omega t}, \]

and

\[ g^+_R(t) = -ie^{-itH^R} \theta(t) = \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} g^+_R(\omega) e^{-i\omega t}, \]

for the left and right reservoirs respectively. These two equations furnish formal solutions for the Hiesenberg equations of motion for the reservoir operators. These solutions can be used to eliminate the reservoir degrees of freedom from the Heisenberg equation for the wire operators to give the quantum Langevin equation for the wire.

\[ i\dot{c}_l = \sum_m H^W_{lm} c_m + \sum_m K_{lm} \eta^L_m(t) + \eta^R_l(t) \]

\[ + \int_{-\infty}^{\infty} ds \left( [\Sigma^+_L(t-s)]_{lm} + [\Sigma^+_R(t-s)]_{lm} \right) c_m(s). \]

Thus, the effect of the reservoirs on the dynamics of the wire operators is expressed as the sum of the noise \( \eta^L_m(t) \) and \( \eta^R_l(t) \) and the dependent dissipation terms given by the integrals. Here \( \Sigma^+_L(t) = V^L g^+_L(t)V^{\dagger L} \) and \( \Sigma^+_R(t) = V^R g^+_R(t)V^{\dagger R} \) are therefore the self energy corrections to the wire due to the left and right reservoirs respectively. The properties of the noise and dissipation are easiest to express in Fourier space and are given by:

\[ \Sigma^+_L(\omega) = V^L g^+_L(\omega)V^{\dagger L}, \]

\[ \langle \eta^L_m(\omega) \eta^L_m(\omega’) \rangle = [\Gamma_L(\omega)]_{ml} f_L(\omega) \delta(\omega - \omega’), \]

\[ \langle \eta^L_m(\omega) \eta^R_m(\omega’) \rangle = [\Gamma_L(\omega)]_{lm} \left(1 - f_L(\omega)\right) \delta(\omega - \omega’). \]

The steady state solution is now expressed in terms of the two Green’s functions \( \Gamma^+_L(\omega) \) and \( \Gamma^+_R(\omega) \). The steady state properties of the wire would be given in terms of these two Green’s functions and would involve the correlation properties of the noise terms which are determined by the initial states of the reservoirs.

The current coming from the left reservoir, \( J_L \) can be obtained from the rate of change of total number of particles in the left reservoir and is given by,

\[ J_L = 2 \sum_{m\alpha} \text{Im}[e^{+}_m(t)c_\alpha(t)] \]

Using Eq. (22) and the correlation properties of the reservoirs, Eq. (17), one finds\(^\text{19}\) that Eq. (25) leads to the following expression for the current:

\[ J_L = \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} \left( T_1(\omega)(f^+_L(\omega) - f^+_R(\omega)) + T_2(\omega)(f^+_L(\omega) - f^+_R(\omega)) + T_3(\omega)(f^+_L(\omega) - f^+_R(\omega)) \right), \]

where \( f^+_X(\omega) = f(\omega, \mu_X, T_X), f^+_k(\omega) = f(\omega, -\mu_X, T_X), (X = L, R) \) are the electron and hole occupation numbers and

\[ T_1(\omega) = 4\pi^2 \text{Tr} [\Gamma^+_L(\omega) \Gamma^+_R(\omega) \Gamma^-_L(\omega) \Gamma^-_R(\omega)], \]

\[ T_2(\omega) = 4\pi^2 \text{Tr} [\Gamma^+_L(\omega) \Gamma^-_R(\omega) \Gamma^-_L(\omega)], \]

\[ T_3(\omega) = 4\pi^2 \text{Tr} [\Gamma^+_R(\omega) \Gamma^-_L(\omega) \Gamma^-_R(\omega)], \]

From the expression for current we can obtain the conductance at the left end and, in units of \( e^2/h \), is found to be:

\[ G_L(T_L, \mu_L) = 2\pi \frac{\partial J_L}{\partial \mu_L}, \]

which at, \( T_L = T_R = 0 \), gives:

\[ G_L = T_1(\mu_L) + T_2(\mu_L) + T_3(\mu_L) + T_3(-\mu_L). \]

The transmission functions involve the two Green’s functions \( \Gamma^+_L(\omega) \) and \( \Gamma^+_R(\omega) \) given by Eq. (23) and Eq. (24) respectively. The various matrices which are present in their expression have simple forms and can be obtained
explicitly by using Eq. (10)

\[
|\Sigma_j^d(\omega)|_{ij} = \eta_j^2 \Sigma(\omega) \delta_{i1} \delta_{j1},
\]

(32)

\[
|\Gamma_j(\omega)|_{ij} = \frac{\eta_j^2}{\pi} g(\omega) \delta_{ij},
\]

(33)

\[
|\Sigma_j^a(\omega)|_{ij} = \eta_j^2 \Sigma(\omega) \delta_{iN} \delta_{jN},
\]

(34)

\[
|\Gamma_j(\omega)|_{ij} = \frac{\eta_j^2}{\pi} g(\omega) \delta_{iN} \delta_{jN},
\]

(35)

\[
[\Pi(\omega)]_{ij} = (\omega + \mu_w) \delta_{i1} + \eta_w (\delta_{i,j+1} + \delta_{i,j-1})
\]

\[
- \eta_j^2 \Sigma(\omega) \delta_{i1} \delta_{j1} - \eta_j^2 \Sigma(\omega) \delta_{iN} \delta_{jN},
\]

(36)

where \(g(\omega) = \text{Im} [\Sigma(\omega)]\), and it can be shown that

\[
\Sigma(\omega) = \begin{cases} 
\frac{1}{\eta} \left( \frac{\omega}{2\eta} - \sqrt{\frac{\omega^2}{4\eta^2} - 1} \right), & \text{if } \omega > 2\eta \\
\frac{1}{\eta} \left( \frac{\omega}{2\eta} + \sqrt{\frac{\omega^2}{4\eta^2} - 1} \right), & \text{if } \omega < -2\eta \\
\frac{1}{\eta} \left( \frac{\omega}{2\eta} - i \sqrt{1 - \frac{\omega^2}{4\eta^2}} \right), & \text{if } |\omega| < 2\eta.
\end{cases}
\]

(37)

Using these results, the terms involved in the NEGF-expression for conductance become

\[
T_1(\omega) = 4\eta_1^4 g^2(\omega) |G_1^+(\omega)|_{1N}^2, \quad (38)
\]

\[
T_2(\omega) = 4\eta_2^4 g^2(\omega) |G_2^+(\omega)|_{1N}^2, \quad (39)
\]

\[
T_3(\omega) = 4\eta_3^4 g^2(\omega) |G_3^+(\omega)|_{11}^2. \quad (40)
\]

We will use these expressions for the analytical proof of the equivalence of the two methods in Sec. [IV]

We now have the conductance at the left junction from the QLE-NEGF approach and we want to compare these results with the results from the scattering approach to the same problem. Here we present a qualitative discussion of the scattering formalism and relegate the details of the calculation to Sec. [III]. The first step in the scattering approach would be to identify the different scattering processes that could take place in the system. Let us consider a plane wave incident on the wire from the left reservoir and then, considering the wire as a scatterer, we note that there are a total of four processes that can take place. Two of these processes are — (i) an electron from the left reservoir being reflected back into the left reservoir and (ii) an electron from the left reservoir being transmitted across the wire into the right reservoir. We will refer to these as normal reflection and normal transmission processes respectively. However, in a superconductor the electron and hole wavefunctions are intertwined and therefore an electron may get scattered as a hole also. This results in the two additional scattering processes in which an electron from the left reservoir can (iii) get reflected back as a hole into the left reservoir or (iv) get transmitted across the wire as a hole into the right reservoir. We refer to these as Andreev reflection and transmission respectively. During these two processes, charge conservation is ensured by the formation of a cooper pair in the wire.

Having identified the scattering processes, the next step would be to write down a stationary state wavefunction, at some energy \(E\), in the three regions of the system (the wire, left bath, right bath) with appropriate scattering amplitudes and wavefunctions so that all the scattering processes are captured. In the left reservoir, we thus have the incoming plane wave and the outgoing plane waves for the reflected electron and hole corresponding to the normal and Andreev reflection respectively. The reflected electron and hole plane waves are multiplied by some scattering amplitudes which we take to be \(r_n\) and \(r_a\) respectively. Similarly, in the right reservoir we will have the transmitted electron and hole plane waves from the normal transmission and the Andreev transmission respectively and we take the scattering amplitudes for these to be \(t_n\) and \(t_a\) respectively. In the wire, the wavefunction will be a superposition of quasi particles of the wire at energy \(E\) which are defined in terms of the diagonalization of the bulk wire Hamiltonian. The normal and Andreev scattering amplitudes are obtained by implementing the boundary conditions and then the conductance at the left junction, in units of \(e^2/h\), is given by the net probability of an electron to be transmitted across the left junction which is

\[
G_L^S = |t_n|^2 + |t_a|^2 + 2|r_a|^2 = 1 - |r_n|^2 + |r_a|^2. \quad (41)
\]

The last step follows from the probability conservation, \(|r_n|^2 + |r_a|^2 + |t_n|^2 + |t_a|^2 = 1\). The factor 2 in Eq. (41) with \(|r_a|^2\) is due to the fact that in the Andreev reflection process, two electrons are transmitted across the junction as a single cooper pair.

Now in order to compare these two independent approaches note that the NEGF expression for the current, Eq. (26), has contribution from three terms. On comparison of these three terms with the usual Landauer formulas for current one may expect the following: the first term has electrons as incoming and outgoing particles and therefore this must be the contribution of the electron from the left bath being scattered as an electron into the right bath (normal transmission), the second term having electrons and holes in the opposite baths as the incoming and outgoing particles respectively should correspond to the process of an electron from the left bath being scattered as a hole into the right bath (Andreev transmission). Finally, the third term which also has electrons and holes as incoming and outgoing particles respectively but in the same bath would therefore correspond to the electron from the left bath scattered back as a hole into left bath again (Andreev reflection). The traces in the three terms should then be proportional to the probability of these three processes respectively. Therefore, the first two terms of the conductance expression in Eq. (31) calculated at energy \(E\), \(T_1(E)\) and \(T_3(E)\) should be equal to the probabilities from the scattering amplitudes \(t_n\) and \(t_a\) at the same energy respectively and the sum of the last two terms, \(T_3(E)\) and \(T_3(-E)\), both of which follow from the third term of the current expression in Eq. (26) should then be equal to \(2|r_a|^2\). This
would make the two conductance expressions, in Eq. (31) and Eq. (41), from the two approaches exactly the same. In Sec. [IV] we present an exact proof of this result but for now we proceed to Sec. [III] where we present the details of the calculations involved in the scattering approach.

III. SCATTERING APPROACH

In this section, we first find out the stationary states of energy \( E \) inside the left reservoir, the wire and the right reservoir. This would enable us to write down the scattering wavefunction as discussed in Sec. [III] in the three regions and after implementing the boundary conditions, at the reservoir-wire junctions, we would obtain a set of linear equations for the normal and Andreev scattering amplitudes. The conductance could then be obtained via Eq. (41). Afterwards, we discuss the case of \( E = 0 \) separately and find the wavefunctions and the parameter regime of existence of the MBS.

Consider for the moment the case where the wire has \( N \) sites while the left and right reservoirs have \( N_L \) and \( N_R \) number of sites respectively so that the total number of sites is \( N_S = N + N_L + N_R \). Let us define a column vector \( \chi_p = \begin{pmatrix} c_p \\ \bar{c}_p \end{pmatrix} \), where the index \( p \) refers to any site on the entire system so that we can rewrite the Hamiltonian in the form

\[
H = \frac{1}{2} \sum_{p,q} \chi_p \dagger A_{pq} \chi_q
\]

where \( A_{pq} \) are \( 2 \times 2 \) block matrices which form the elements of the \( 2N_S \times 2N_S \) matrix \( A \) given by

\[
A = \begin{pmatrix}
0 & A_L & \\
A_L^T & 0 & A_L \\
& \ddots & \\
& & A_L^T \ 0 & A_C \\
& & & A_C^T \ A & A_W \\
& & & & A_W^T \ A & A_W \\
& & & & & \ddots \\
& & & & & & A_W^T \ 0 & A_R \\
& & & & & & & A_R^T \ 0 \\
\end{pmatrix}
\]

with

\[
A_R = A_L = \begin{pmatrix} -\eta_b & 0 \\ 0 & \eta_b \end{pmatrix}, \quad A_C = \begin{pmatrix} -\eta_c & 0 \\ 0 & \eta_c \end{pmatrix}, \quad (44)
\]

\[
A_W = \begin{pmatrix} -\eta_w & -\Delta \\ \Delta & \eta_w \end{pmatrix}, \quad A = \begin{pmatrix} -\mu_w & 0 \\ 0 & \mu_w \end{pmatrix}. \quad (45)
\]

Now considering first the wire region, let \( \Psi_W(j) \) be the components of the stationary state of energy \( E \) of the wire in this basis. Then, in the bulk of the wire we have:

\[
A_W^T \Psi_W(j-1) + A \Psi_W(j) + A_W \Psi_W(j+1) = E \Psi_W(j). \quad (46)
\]

We choose \( \Psi_W(j) = \begin{pmatrix} U \\ V \end{pmatrix} z^j \) and fix \( z \) such that the Eq. (46) is satisfied. On substitution of \( \Psi_W(j) \) in Eq. (46), we arrive at the following equation,

\[
\begin{pmatrix}
\eta_w(z + \frac{1}{2}) + \mu_w + E \\
\Delta(z - \frac{1}{2}) \quad \eta_w(z + \frac{1}{2}) + \mu_w - E
\end{pmatrix}
\begin{pmatrix} U \\ V \end{pmatrix} = 0,
\]

which means that \( z \) must be fixed such that

\[
\begin{vmatrix}
\eta_w(z + \frac{1}{2}) + \mu_w + E \\
\Delta(z - \frac{1}{2}) \quad \eta_w(z + \frac{1}{2}) + \mu_w - E
\end{vmatrix} = 0. \quad (48)
\]

Clearly, there are four possible solutions for \( z \) as this determinant on expansion will give a fourth order equation in \( z \). However, we can make things a bit simpler by choosing \( z = e^x \) so that the above determinant on expansion gives a quadratic equation in \( \cosh x \) rather than a fourth order equation in \( z \). The quadratic equation thus obtained is the following:

\[
(cosh x)^2 - \frac{\mu \eta_w}{\Delta^2 - \eta_w^2} \cosh x + \frac{E^2 - \mu^2 - 4\Delta^2}{4(\Delta^2 - \eta_w^2)} = 0 \quad (49)
\]
with its two solutions given by
\[ \cosh x_\pm = \frac{\mu_w \eta_w \pm \sqrt{(\eta_w^2 - \Delta^2)(E^2 - 4\Delta^2) + \Delta^2 \mu_w^2}}{2(\Delta^2 - \eta_w^2)}. \] (50)

Therefore, the four possible solutions to \( z \), which are obtained from the two quadratic equations \( z^2 - 2 \cosh x \pm z + 1 = 0 \), are given by
\[ z_1 = e^{-x^+}, \quad z_2 = e^{-x^-}, \quad z_3 = e^{x^+}, \quad z_4 = e^{x^-}. \] (51)

From Eq. (47), we see that \( U \) and \( V \) for the corresponding solutions for \( z \) could be chosen in the following form:
\[ U_s = -\Delta(z_s^2 - 1) \] \[ V_s = \eta_w(z_s^2 + 1) + z_s(\mu_w + E) \] (52) (53)

where \( s = 1, 2, 3, 4 \) for the four solutions of \( z \). Therefore, we have the required stationary states inside the wire. Now, the stationary states of energy \( E \) inside the baths can be obtained from the wire solution via the transformation, \( \mu_w \to 0, \Delta \to 0 \) and \( \eta_w \to \eta_b \). We get the solutions to be two left travelling plane waves and two right travelling plane waves of the following forms:
\[ \begin{pmatrix} 1 \\ 0 \end{pmatrix} e^{iqx}, \quad \begin{pmatrix} 1 \\ 0 \end{pmatrix} e^{-iqx}, \] (54)
\[ \begin{pmatrix} 0 \\ 1 \end{pmatrix} e^{iq'x}, \quad \begin{pmatrix} 0 \\ 1 \end{pmatrix} e^{-iq'x}, \] (55)

where \( q \) and \( q' \) are given by \( \cos^{-1} \left( -\frac{E}{2\eta_w} \right) \) and \( \cos^{-1} \left( -\frac{E}{2\eta_b} \right) - \pi \) respectively. Physically, the first two solutions, Eq. (54), correspond to an electron travelling right and left respectively while the last two solutions, Eq. (55), correspond to a hole travelling to the right and left respectively.

We are now in a position to write the explicit form of the scattering wavefunction in the three regions for a plane wave of energy \( E \) incident from the left reservoir.

This will be of the form:
\[ \Psi_L(\alpha) = \begin{pmatrix} 1 \\ 0 \end{pmatrix} e^{iq\alpha} + r_\alpha \begin{pmatrix} 1 \\ 0 \end{pmatrix} e^{-iq\alpha} \] \[ \Psi_W(j) = \sum_{s=1}^{4} a_s \begin{pmatrix} U_s \\ V_s \end{pmatrix} z_s^{j-1} \] \[ \Psi_R(\alpha') = t_n \begin{pmatrix} 1 \\ 0 \end{pmatrix} e^{i\alpha'(\alpha' - N - 1)} + t_a \begin{pmatrix} 0 \\ 1 \end{pmatrix} e^{i\alpha'(\alpha' - N - 1)} \] (56) (57) (58)

with \( \alpha = -\infty, ..., -1, 0 \), \( j = 1, 2, ..., N \) and \( \alpha' = N + 1, N + 2, ..., \infty \). As already discussed in Sec. [11], \( r_\alpha \) is the probability amplitude for the electron to be reflected back at the left junction as an electron. Therefore, this corresponds to the normal reflection. \( r_\alpha \) is the probability amplitude for the Andreev reflection. Similarly, \( t_n \) and \( t_a \) are the normal and the Andreev transmission amplitudes respectively. The solution inside the wire represents a superposition, with amplitudes \( a_1, a_2, a_3 \) and \( a_4 \), of the quasi-particles with energy \( E \) in the wire traveling to the left and right respectively. These scattering amplitudes are obtained by implementing the boundary conditions. We note that we have eight scattering amplitudes and two boundaries, one at the left end and the other at the right end of the wire. Each site on either side of each boundary gives two equations. Therefore, a single boundary gives four equations in total and we have exactly eight equations from the two boundaries, sufficient to determine the eight scattering amplitudes. These eight boundary equations are given by
\[ A_L \Psi_L(-1) + A_C \Psi_W(1) = E \Phi_L(0), \] \[ A_C \Phi_L(0) + A_W \Phi_W(1) = E \Phi_W(1), \] \[ A_W \Phi_W(N - 1) + A_R \Phi_W(N) + A_C \Phi_R(N + 1) = E \Phi_W(N), \] \[ A_C \Phi_W(N) + A_R \Phi_R(N + 2) = E \Phi_R(N + 1). \] (59) (60) (61) (62)

After substituting the solution from Eqs. (56-58), the eight linear equations for the scattering amplitudes can be expressed in matrix form as
\[
\begin{pmatrix}
\eta_\epsilon e^{iq} + E & 0 & \eta_\epsilon U_1 & \eta_\epsilon U_2 & \eta_\epsilon U_3 & \eta_\epsilon U_4 & 0 & 0 \\
0 & \eta_\epsilon e^{-iq} - E & \eta_\epsilon V_1 & \eta_\epsilon V_2 & \eta_\epsilon V_3 & \eta_\epsilon V_4 & 0 & 0 \\
\eta_\epsilon & 0 & f_1 & f_2 & f_3 & f_4 & 0 & 0 \\
0 & \eta_\epsilon & f_1' & f_2' & f_3' & f_4' & 0 & 0 \\
0 & 0 & g_1 & g_2 & g_3 & g_4 & \eta_\epsilon & 0 \\
0 & 0 & g_1' & g_2' & g_3' & g_4' & \eta_\epsilon & 0 \\
0 & 0 & \eta_\epsilon z_s^{N-1} U_1 & \eta_\epsilon z_s^{N-1} U_2 & \eta_\epsilon z_s^{N-1} U_3 & \eta_\epsilon z_s^{N-1} U_4 & \eta_\epsilon e^{iq} + E & 0 \\
0 & 0 & \eta_\epsilon z_s^{N-1} V_1 & \eta_\epsilon z_s^{N-1} V_2 & \eta_\epsilon z_s^{N-1} V_3 & \eta_\epsilon z_s^{N-1} V_4 & 0 & \eta_\epsilon e^{-iq'} - E \\
\end{pmatrix}
\begin{pmatrix}
r_\alpha \\
r_\alpha \\
a_1 \\
a_2 \\
a_3 \\
a_4 \\
t_n \\
t_a \\
\end{pmatrix} = \begin{pmatrix}
-\eta_\epsilon e^{-iq} - E \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
\end{pmatrix} \] (63)

where for \( s = 1, 2, 3, 4 \) the \( f_s, f_s', g_s \) and \( g_s' \) are given by
\[ f_s = (\mu_w + E)U_s + z_s(\eta_w U_s + \Delta V_s), \] \[ f_s' = (\mu_w - E)V_s + z_s(\eta_w V_s + \Delta U_s), \] (64) (65)

\[ g_s = (\mu_w + E)U_s z_s^{N-1} + (\eta_w U_s - \Delta V_s) z_s^{N-2}, \] \[ g_s' = (\mu_w - E)V_s z_s^{N-1} + (\eta_w V_s - \Delta U_s) z_s^{N-2}. \] (66) (67)
Solving Eqs. \(63\) gives us the required expressions for \(r_n\), \(r_a\), \(t_n\) and \(t_a\), and from these we can obtain the conductance using the scattering approach.

We now look for the special solution corresponding to the zero energy MBS in this open wire system. We expect that for long enough wires there are two MBS each localized at edges of the wire. Let us consider a zero energy eigenstate localized at the left end \((j = 1)\), therefore for this we must have \(t_n = 0\), \(t_a = 0\) and \(a_n = 0\) if \(|z| \geq 1\) in the wavefunction given by Eq. \(66\) with \(E = 0\). Out of the four roots, \(z_1, z_2, z_3\) and \(z_4\), it is clear that two of them always have absolute values greater than 1 while the other two are always less than 1. Fixing \(\Delta > 1\), we set

\[
|z| \leq 1. \quad \text{This implies that for } \Delta > 1, \text{ we set } a_3 \text{ and } a_4 \text{ to be zero.}
\]

We also note from Eq. \(47\) that for \(E = 0\), \(U = \pm V\). Therefore, depending on whether \(z_1(z_2)\) satisfies \(U_1 = V_1(U_2 = V_2)\) or \(U_1 = -V_1(U_2 = -V_2)\) we choose \(U_1(U_2)\) and \(V_1(V_2)\) accordingly. This choice could be made by noting that \(U = V\) is satisfied by

\[
\begin{align*}
z_\pm &= -\mu_w \pm \sqrt{\mu_w^2 - 4\eta_w^2 + 4\Delta^2} / (2(\eta_w \pm \Delta)), \\
z_\ell &= -\mu_w \pm \sqrt{\mu_w^2 - 4\eta_w^2 + 4\Delta^2} / (2(\eta_w - \Delta)).
\end{align*}
\]

Thus \(z_1\) and \(z_2\) have to be equal to two of these four roots which have absolute values less than 1. Fixing \(\Delta > 0\), we find that for \(|\mu| < 2|\eta|\), \(|z_\pm| < 1\) and \(|z_\ell| > 1\) while for \(|\mu| > 2|\eta|\), the absolute value one of the roots among \(z_\pm\) and \(z_\ell\) is greater than 1 while the other is less than 1. This implies that for \(\Delta > 0\) and \(|\mu| < 2|\eta|\), we need to set \(U_1 = V_1\) and \(U_2 = V_2\), while for \(\Delta > 0\) and \(|\mu| > 2|\eta|\), we have \(U_1 = V_1\) and \(U_2 = -V_2\).

We first take the case with \(\Delta > 0\) and \(|\mu| < 2|\eta|\). For this we have \(t_n = t_a = a_3 = a_4 = 0\), \(E = 0\), \(U_2 = V_1\) and \(U_2 = V_2\), which simplify Eq. \(63\) to the set of four equations:

\[
\begin{align*}
\eta_b r_n + \eta c U_1a_1 + \eta c U_2a_2 &= i\eta b, \\
-\eta b r_a + \eta c U_1a_1 + \eta c U_2a_2 &= 0, \\
\eta c r_n + \kappa s U_1a_1 + \kappa s U_2a_2 &= -\eta c, \\
\eta c r_a + \kappa s U_1a_1 + \kappa s U_2a_2 &= 0,
\end{align*}
\]

where \(\kappa s = \mu_w + z_a(\eta_w + \Delta)\). These equations can be solved to give \(r_n = 0\), \(r_a = 1\),

\[
U_1a_1 = \frac{(i\eta_b\kappa_s + \eta c)}{\eta c(\kappa_s - \kappa_1)} \quad \text{and} \quad U_2a_2 = -\frac{(i\eta_b\kappa_1 + \eta c)}{\eta c(\kappa_s - \kappa_1)}.
\]

These equations then give the wavefunction of the zero mode that is localized at the left end and can be written as

\[
\begin{align*}
\Psi_L^{MBS}(\alpha) &= \frac{1}{\sqrt{2}} \sin \frac{\pi \alpha}{2} \quad \text{and} \quad \Psi_R^{MBS}(\alpha') = 0, \\
\Psi_W^{MBS}(j) &= \frac{1}{\sqrt{2}} \Im \left[ \frac{(i\eta_b\kappa_2 + \eta c^2)z_1^{j-1} - (i\eta_b\kappa_1 + \eta c^2)z_2^{j-1}}{\eta c(\kappa_2 - \kappa_1)} \right].
\end{align*}
\]

Also, due to the perfect Andreev reflection \(r_a = 1\), we get \(G_L(E = 0) = 2\) which marks the zero bias peak found in systems which host MBS. Thus the zero mode found is the wavefunction of the zero energy MBS found to be present in the parameter regime \(|\mu_w| < 2|\eta_w|\).

Due to the left-right symmetry of the Hamiltonian, the wavefunction of the MBS localized at the other end of the wire can directly be written as:

\[
\begin{align*}
\Phi_R^{MBS}(\alpha') &= \frac{1}{\sqrt{2}} \sin \frac{\pi(\alpha - \alpha')}{2} \quad \text{and} \quad \Phi_L^{MBS}(\alpha) = 0, \\
\Phi_W^{MBS}(j) &= \frac{1}{\sqrt{2}} \Im \left[ \frac{(i\eta_b\kappa_2 + \eta c^2)z_1^{N-j} - (i\eta_b\kappa_1 + \eta c^2)z_2^{N-j}}{\eta c(\kappa_2 - \kappa_1)} \right].
\end{align*}
\]

The absolute value of the height of the peak in the MBS wavefunction is given by \(|\eta_b|\). Therefore, the height of the peak decreases as coupling with the bath increases which makes sense since one expects the wavefunction to leak into the reservoir more as the coupling with reservoirs increases. This can be seen in Fig. 4 where we plot the MBS wavefunction for a few different couplings with the reservoirs. Also, increasing \(\eta_b\) increases the band width.
of the system which decreases the density of the states around \( E = 0 \) and therefore the MBS of the isolated wire hybridizes less with the reservoir wavefunctions as the energy difference between them increases. Note that if the height of the peak in the MBS goes down, the weight of the MBS in the reservoirs increases and vice-versa. We will see later that this wavefunction helps in explaining the behaviour of the zero bias peak with different parameters of the Hamiltonian.

Let us consider the case with \( \Delta > 0 \) and \( |\mu_w| > 2|\eta_w| \). For this we have

\[
\begin{align*}
\bar{\eta} r_n + \eta c U_1 a_1 + \eta c U_2 a_2 &= \bar{\eta} r, \quad (79) \\
\bar{\eta} r_n + \bar{\eta} u U_1 a_1 - \eta c U_2 a_2 &= 0, \quad (80) \\
\bar{\eta} u r_n + \kappa_1 U_1 a_1 - \kappa_1 U_2 a_2 &= \bar{\eta} c, \quad (81) \\
\bar{\eta} c r_n + \kappa_1 U_1 a_1 + \kappa_1 U_2 a_2 &= 0. \quad (82)
\end{align*}
\]

These equations can be solved for \( r_n, r_a, U_1 \) and \( U_2 \) with which we can then construct the zero mode present in this parameter regime. However, these equations give \( r_a = 0 \) and therefore there is no perfect Andreev reflection \( (r_a = 1) \). Thus the zero mode constructed out of them would not be the MBS. They would merely be the zero energy states of the left reservoir leaking into the wire. We therefore conclude that only the zero energy states present in the parameter regime \( |\mu_w| < 2|\eta_w| \) give rise to the perfect Andreev reflection and are the states representing the MBS of this system. Similar arguments can be repeated for the case \( \Delta < 0 \).

### IV. ANALYTICAL PROOF OF THE EQUIVALENCE OF QLE-NEGF AND SCATTERING APPROACHES

In this section we will show analytically the equivalence between the two approaches by deriving the following equalities,

\[
T_1(E) = |t_n|^2, T_2(E) = |t_a|^2 \quad (83)
\]

and \( T_3(E) = T_3(-E) = |r_a|^2 \quad (84) \)

where, \( T_1(E) \), \( T_2(E) \) and \( T_3(E) \) are given Eq. \(38 \), Eq. \(39 \) and Eq. \(40 \) respectively with \( \mu_L \) replaced by \( E \). This would then straight forwardly imply the equivalence of the two conductance expression. To proceed, we first need to find a set of equations relating the transmission amplitudes, \( t_n \) and \( t_a \), to the reflection amplitudes, \( r_n \) and \( r_a \) directly, which is possible by relating \( (\Psi_L(\alpha)) \) directly to \( (\Psi_R(\alpha + 1)) \) via transfer matrices. We start by considering the equation for the stationary state of energy \( E \) inside the wire

\[
A^T_W \Psi_W(j - 1) + A \Psi_W(j) + A_W \Psi_W(j + 1) = E \Psi_W(j) \quad (85)
\]

which we re-write in the following recursive form:

\[
(A^T_W \Psi_W(j - 1)) = \Omega_W (A^T_W \Psi_W(j)) \quad (86)
\]

where

\[
\Omega_W = \left( \begin{array}{cc}
(E - A)A^{-T} & -A_W \\
A_W^T & 0
\end{array} \right) \quad (87)
\]

Using the boundary conditions at the left junction, Eq. \(59 \) and Eq. \(60 \), we can write

\[
(\Psi_L(-1)) = \Omega_{L1} \Omega_{L2} (A^T_W \Psi_W(1)), \quad (88)
\]

where

\[
\Omega_{L1} = \left( \begin{array}{cc}
A^T_C (E_A)^{-1} & \quad -A^T_C A_C \ \\
A^{-1}_C & \quad 0
\end{array} \right), \quad (89)
\]

\[
\Omega_{L2} = \Omega_W = \left( \begin{array}{cc}
(E - A)A^{-T} & -A_W \\
A_W^T & \quad 0
\end{array} \right). \quad (90)
\]

Using Eq. \(86 \) repeatedly in Eq. \(88 \) we have the following equation:

\[
(\Psi_L(-1)) = \Omega_{L1} \Omega_{L2} \Omega_W^{N-2} (A^T_W \Psi_W(N - 1)), \quad (91)
\]

Finally, we use the boundary conditions at the right junction, Eq. \(61 \) and Eq. \(62 \), to obtain the desired equation

\[
(\Psi_L(-1)) = \Omega_{L1} \Omega_{L2} \Omega_W^{N-2} \Omega_{R2} \Omega_{R1} (\Psi_R(N + 1)), \quad (92)
\]

\[
\quad = \Omega_{L1} \Omega_{R1} (\Psi_R(N + 1)), \quad (93)
\]

where

\[
\Omega_{R2} = \left( \begin{array}{cc}
E - A & \quad -I \\
I & \quad 0
\end{array} \right), \quad (94)
\]

\[
\Omega_{R1} = \left( \begin{array}{cc}
A_C^TE & \quad -A_C^TA_R \\
A_C & \quad 0
\end{array} \right), \quad (95)
\]

\[
\Omega = \Omega_{L2} \Omega_W^{N-2} \Omega_{R2}, \quad (96)
\]

and \( I \) denotes a \( 2 \times 2 \) unit matrix. We now have Eq. \(93 \) which relates \( (\Psi_L(-1)) \) directly to \( (\Psi_R(N + 1)) \) via the transfer matrix, \( \Omega_{L1} \Omega_{R1} \). This equation will furnish a set of four equations for \( r_n, r_a, t_n \) and \( t_a \) after using the forms of \( \Psi_L(\alpha) \) and \( \Psi_R(\alpha) \) from Eq. \(56 \) and Eq. \(58 \) respectively. However, we could make things much more simpler by using the forms of the matrices \( A_C, A_L \) and \( A_R \) to write
where \( \sigma^z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \). Now, from Eq. (93) we have

\[
\Omega_{L1}^{-1} \begin{pmatrix} \Psi_L(-1) \\ \Psi_L(0) \end{pmatrix} = \Omega \Omega_{R1} \begin{pmatrix} \Psi_R(N+1) \\ \Psi_R(N+2) \end{pmatrix},
\]

(100)

which then gives the following two matrix equations:

\[
\eta_c^2 \sigma^z \Psi_L(0) = \Omega_{11}[E \sigma^z \Psi_R(N+1) + \eta_b \Psi_R(N+2)] + \Omega_{12} \eta_c^2 \sigma^z \Psi_R(N+1),
\]

(101)

\[
\eta_b \Psi_L(-1) + E \sigma^z \Psi_L(0) = \Omega_{21} E \sigma^z \Psi_R(N+1) + \Omega_{22} \eta_b \Psi_R(N+2) + \Omega_{22} \eta_c^2 \sigma^z \Psi_R(N+1),
\]

(102)

where \( \Omega_{ij} \) are \( 2 \times 2 \) matrices that form blocks of the matrix \( \Omega \), i.e.

\[
\Omega = \begin{pmatrix} \Omega_{11} & \Omega_{12} \\ \Omega_{21} & \Omega_{22} \end{pmatrix}.
\]

(103)

Using the forms of \( \Psi_L(\alpha) \) and \( \Psi_R(\alpha') \) from Eq. (56) and Eq. (58) respectively, Eq. (101) and Eq. (102) can be written as

\[
\eta_c^2 (|+\rangle + r_n |+\rangle - r_a |-\rangle) = \\
\eta_b (-e^{-i \omega q} \Omega_{11} + \eta_c^2 \Omega_{12} [t_n |+\rangle - t_a |-\rangle]),
\]

(104)

\[
- \eta_b (e^{i \omega} |+\rangle + e^{-i \omega} r_n |+\rangle - e^{-i \omega} r_a |-\rangle) = \\
- \eta_b (-e^{-i \omega} \Omega_{21} + \eta_c^2 \Omega_{22}) [t_n |+\rangle - t_a |-\rangle],
\]

(105)

where we substituted \( q - \pi \) for \( q' \), \( |\pm \rangle \) is the eigenvector of \( \sigma^z \) with eigenvalue \( \pm 1 \). We can simultaneously get rid of \( r_n \) and \( r_a \) by subtracting Eq. (104) and Eq. (105) after multiplication with appropriate factors. Thus, one finds:

\[
-2it e^{i \omega} \sin q |+\rangle = \frac{\eta_b}{\eta_c^2} \mathcal{O} [t_n |+\rangle - t_a |-\rangle],
\]

(106)

where

\[
\mathcal{O} = [-e^{-2i \omega} \Omega_{11} + \eta_c^2 e^{-i \omega} \Omega_{12} - \eta_c^2 e^{-i \omega} \Omega_{21} + \frac{\eta_b}{\eta_c^2} \Omega_{22}]
\]

(107)

From Eq. (106) we can write down the two equations for \( t_n \) and \( t_a \):

\[
1 = - \frac{t_n}{2l R \sin q} \langle + | \mathcal{O} | + \rangle + \frac{t_a}{2l R \sin q} \langle + | \mathcal{O} | - \rangle,
\]

(108)

\[
0 = - \frac{t_n}{2l R \sin q} \langle - | \mathcal{O} | + \rangle + \frac{t_a}{2l R \sin q} \langle - | \mathcal{O} | - \rangle.
\]

(109)

Also, from Eq. (105) we directly get an expression of \( r_a \) in terms of \( t_n \) and \( t_a \):

\[
r_a = \left[-\langle -| \Omega_{21} |+\rangle + e^{i \omega} \eta_b^2 \langle -| \Omega_{22} |+\rangle \right] t_n
\]

\[
- \left[-\langle -| \Omega_{21} |-\rangle + e^{i \omega} \eta_b^2 \langle -| \Omega_{22} |-\rangle \right] t_a.
\]

(110)

For the moment we leave this here and turn our attention to the terms in the NEGF-expression for conductance. From Eq. (34) we see that \( T_1(E), T_2(E) \) and \( T_3(E) \) are essentially given by the elements \( [G^\uparrow_1(E)]_{lm}, [G^\uparrow_2(E)]_{lm}, [G^\uparrow_3(E)]_{lm} \) of the two Green’s functions. We note that given the forms of the Green’s functions \( G^\uparrow_1(E) \) and \( G^\uparrow_2(E) \), it is not easy to obtain these elements. Therefore, we have to re-write these Green’s functions in some other form so that these elements could be obtained analytically. For that, we consider the Fourier transformed Langevin equations of motion for the wire, Eq. (21), and write its solution in a slightly different form involving a single \( 2N \times 2N \) Greens function. We start with the equations

\[
\Pi(\omega)|_{lm} \tilde{c}_m(\omega) - K_{lm} \tilde{c}_m^\dagger(-\omega) = \tilde{h}_l^L(\omega) + \tilde{h}_l^R(\omega),
\]

(111)

\[
\Pi(-\omega)|_{lm} \tilde{c}_m^\dagger(\omega) - K_{lm}^* \tilde{c}_m(\omega) = \tilde{h}_l^L(-\omega) + \tilde{h}_l^R(-\omega).
\]

(112)

Defining the two component vectors

\[
C_l(\omega) = \begin{pmatrix} \tilde{c}_l(\omega) \\ \tilde{c}_l^*(-\omega) \end{pmatrix}
\]

and \( \xi_l(\omega) = \begin{pmatrix} -\tilde{h}_l^L(\omega) - \tilde{h}_l^R(\omega) \\ \tilde{h}_l^L(-\omega) + \tilde{h}_l^R(-\omega) \end{pmatrix} \),

we write Eq. (111) and Eq. (112) together as \([G^{-1}(\omega)]_{lm} \tilde{c}_m(\omega) = \tilde{\xi}_l(\omega) \) which has the solution:

\[
C_l(\omega) = [G(\omega)]_{lm} \tilde{\xi}_m(\omega),
\]

(113)

with \( G^{-1}(\omega) \) being a \( 2N \times 2N \) matrix whose \( lm \)-th \( 2 \times 2 \) matrix block element is given by

\[
[G^{-1}(\omega)]_{lm} = \begin{pmatrix} -\Pi(\omega)|_{lm} & K_{lm} \\ -K_{lm}^* \Pi(-\omega)|_{lm} \end{pmatrix}
\]

(114)

Comparing Eq. (113) with Eq. (22) for the \( \tilde{c}_m(\omega) \) we see that

\[
[G(\omega)]_{lm} = \begin{pmatrix} -[G^\uparrow_1(\omega)]_{lm} & [G^\uparrow_3(\omega)]_{lm} \\ -[G^\uparrow_2(\omega)]_{lm}^* & [G^\uparrow_3(-\omega)]_{lm}^* \end{pmatrix}.
\]

(115)

Now, from Eq. (36), Eq. (1), and Eq. (114) we find that the matrix \( G(\omega) \) has the following structure:
\[
G(E) = \begin{pmatrix}
-E + A - A_\Sigma & A_W & 0 & 0 & \ldots & 0 & 0 \\
A_W^T & -E + A & A_W & 0 & \ldots & 0 & 0 \\
0 & A_W^T & -E + A & A_W & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & \cdots & 0 & -E + A & A_W & \cdots & 0 \\
0 & \cdots & 0 & A_W^T & -E + A - A_\Sigma & \cdots & 0 \\
\end{pmatrix}^{-1}
\]

(116)

where \( A_\Sigma = \begin{pmatrix} -\eta_0^g \Sigma(E) & 0 \\ 0 & \eta_0^g \Sigma^*(E) \end{pmatrix} \), \( \Sigma(E) \) being given by Eq. (37) with \( \mu_L \) replaced by \( E \), and the matrices \( A, A_W \) defined as in Eq. (45). We note that for \( |E| < 2\eta_0, -\eta_0 \Sigma(E) = \eta_0 \Sigma^*(E) = e^{i\eta} \). This then simplifies \( A_\Sigma \) to be \( \frac{\eta_0^g}{\eta_0} e^{i\eta} I_2 \) with \( I_2 \) being a 2 \( \times \) 2 identity matrix. We work in the regime of \( |E| < 2\eta_0 \) as outside of it the conductance is zero. Note that \( G(E) = G^T(E) \) and therefore, we have

\[
\begin{align*}
[G_1^+(E)]^T &= G_1^+(E) \\
G_2^-(E) &= -G_2^+(E).
\end{align*}
\]

(117)

(118)

These relations would be useful further on. The block tridiagonal structure of \( G(E) \) in Eq. (116) allows us to find the required elements of \( G(E) \), which are \( G_{N1} \) and \( G_{11} \), for obtaining the terms in NEGF-expression for conductance. Thus, we define \( I_{2N} \) to be a 2 \( \times \) 2 identity matrix so that, using the first column of equations from the identity \( G_{11}^{-1} G(E) = I_{2N} \), we can write

\[
\begin{align*}
(-E + A - A_\Sigma)G_{11} + A_W G_{21} &= I_2 \\
A_W^T G_{i-1,1} + (-E + A)G_{i1} + A_W G_{i+1,1} &= 0 \quad \text{for} \quad 1 < i < N \\
A_W^T G_{N-1,1} + (-E + A - A_\Sigma)G_{N1} &= 0
\end{align*}
\]

(119)

(120)

(121)

We rewrite these equations as a recursion relation, following similar steps as we did for Eq. (93) to obtain

\[
\begin{pmatrix}
-I_2 \\
G_{11}
\end{pmatrix} = \Omega_1 \Omega_W^{-2} \Omega_2 \begin{pmatrix} G_{N1} \\
0 \end{pmatrix}
\]

(122)

with \( \Omega_W \) given by Eq. (87),

\[
\begin{align*}
\Omega_1 &= \begin{pmatrix} (E - A + A_\Sigma) A_W^T & -A_W \\ A_W^T & 0 \end{pmatrix} \begin{pmatrix} 1 & A_\Sigma \\ 0 & 1 \end{pmatrix} = \Omega_{L2}, \\
\Omega_2 &= \begin{pmatrix} E - A + A_\Sigma & 1 \\ 1 & 0 \end{pmatrix} = \Omega_{R2}
\end{align*}
\]

(123)

(124)

where \( \Omega_{L2} \) and \( \Omega_{R2} \) are the same matrices defined in the scattering calculation by Eq. (90) and Eq. (94) respectively. Using Eq. (123), Eq. (124) and substituting \( A_\Sigma = \frac{\eta_0^g}{\eta_0} e^{i\eta} I_2 \), one can express Eq. (122) as

\[
\begin{pmatrix}
I_2 \\
G_{11}
\end{pmatrix} = \begin{pmatrix} e^{i\eta} \mathcal{O} & \bar{\Omega}_{12} + \frac{\eta_0}{\eta_0} e^{i\eta} \bar{\Omega}_{22} \\ \bar{\Omega}_{21} & -\bar{\Omega}_{22} \end{pmatrix} \begin{pmatrix} G_{N1} \\
0 \end{pmatrix},
\]

(125)

where \( \mathcal{O} \) is given by Eq. (107). From the upper block of Eq. (125), we obtain the following matrix equation for \( [G^+(E)]_{11} \) and \( [G_2^+(E)]_{N1} \):

\[
|+\rangle = -e^{i\eta} \mathcal{O} \left([G_1^+(E)]_{N1} |+\rangle + [G_2^+(E)]_{N1} |\rangle \right),
\]

(126)

which gives two linear equations for \( [G^+(E)]_{N1} \) and \( [G_2^+(E)]_{N1} \):

\[
\begin{align*}
1 &= -e^{i\eta} [G_1^+(E)]_{N1} \langle + | \mathcal{O} |+\rangle - e^{i\eta} [G_2^+(E)]_{N1} \langle + | \mathcal{O} |-\rangle, \\
0 &= -e^{i\eta} [G_1^+(E)]_{N1} \langle - | \mathcal{O} |+\rangle - e^{i\eta} [G_2^+(E)]_{N1} \langle - | \mathcal{O} |-\rangle.
\end{align*}
\]

(127)

(128)

Comparing these with Eq. (108) and (109) and noticing that \( \sin q = \eta b \bar{g}(E) \) we have

\[
\begin{align*}
2i\eta_b^g \bar{g}(E)[G_1^+(E)]_{N1} &= -e^{-i\eta} t_n, \\
2i\eta_b^g \bar{g}(E)[G_2^+(E)]_{N1} &= -e^{-i\eta} t_a.
\end{align*}
\]

(129)

(130)

These equations, along with Eq. (117) and (118) imply that

\[
\begin{align*}
T_1(E) &= 4\eta_b^g \bar{g}^2(E) ||[G_1^+(E)]_{1N}||^2 = |t_n|^2, \\
T_2(E) &= 4\eta_b^g \bar{g}^2(E) ||[G_2^+(E)]_{1N}||^2 = |t_a|^2.
\end{align*}
\]

(131)

(132)

which are the required relations. If we consider the lower block equations of Eq. (125), then one of the component equation reads

\[
\begin{align*}
[G_2^+(E)]_{N1}^* &= \left(-|\bar{\Omega}_{21} |+\rangle - e^{i\eta} \eta_0 \frac{\eta_0}{\eta_0} \langle - |\bar{\Omega}_{22} |+\rangle \right)[G_1^+(E)]_{N1} \\
+ \left(-|\bar{\Omega}_{21} |\rangle - e^{i\eta} \eta_0 \frac{\eta_0}{\eta_0} \langle - |\bar{\Omega}_{22} |\rangle \right)[G_2^+(E)]_{N1}.
\end{align*}
\]

(133)

We replace \( [G_1^+(E)]_{N1} \) and \( [G_2^+(E)]_{N1} \) for \( t_n \) and \( t_a \) in this equation with the help of Eq. (129) and (130). Comparing the resulting equation with Eq. (110) and using Eq. (118),
we finally obtain

\[ T_3(E) = T_3(-E) = 4\eta_c^2 g^2(E) |G_j^+(E)|_{11}^2 = |r_a|^2. \]

(134)

This completes the analytic proof for the equivalence.

We now proceed to the next section where we present numerical comparison of the results from the two approaches and the behaviour of the zero bias conductance peak in different parameter regimes of the Hamiltonian, along with some other numerical results which are useful in discussing the electron transport in the wire.

V. NUMERICAL RESULTS AND DISCUSSION

The quantities required for calculating the conductance from the scattering method are simply obtained by solving the system of eight linear equations given by Eq. (38-40), while the terms in the NEGF expression for conductance are straightforward to calculate via Eq. (39). We note that \( \mu_L \) in the NEGF expression for conductance plays the role of \( E \) in the scattering method. In Figs. (2a) and (2b) we show the conductance from the NEGF-expression and the scattering expression plotted as functions of \( \mu_L = E \) for a long chain \((N = 50)\) and a short chain \((N = 3)\) respectively. The plot shows a perfect agreement between the two. Similarly, Figs. (2a) and (2b) for \( N = 50 \), and Figs. (2c) and (2d) for \( N = 3 \), show a perfect agreement between the quantities \( T_3(\mu_L), T_3(-\mu_L) \) and \(|r_a|^2, T_2(\mu_L) \) and \(|t_a|^2, T_1(\mu_L) \) and \(|t_n|^2 \) respectively.

It is interesting to consider the spectrum and the form of wavefunctions of the Kitaev chain connected to leads. With infinite leads we saw in Sec. III that all scattering eigenstates and the MBS can be obtained analytically. We can also work with large finite reservoirs and obtain the spectrum by diagonalising the matrix \( \mathcal{A} \) in Eq. (13). Note that this furnishes a doubly counted spectrum of the Hamiltonian and the corresponding wavefunctions have twice the number of components as the number of sites in the system. As per the basis that we have chosen to write \( \mathcal{A} \), two adjacent components will correspond to a single site of the system. Therefore in our plots, if \( N_L = N_R = N_B \) then left bath sites are from \(-2N_B + 1\) to 0, the wire sites are from 1 to \( 2N \) and the sites from \( 2N + 1 \) to \( 2N + 2N_B \) correspond to the right reservoir. The wavefunctions were normalized to one and we typically use a reservoir size of \( N_B = 1000 \).

In Fig. (3a) and Fig. (3b) we show respectively the spectrum of the isolated Kitaev wire and the wire connected to reservoirs. The isolated band spectrum agrees with the expected form \( \epsilon_k = \pm \sqrt{(\mu_w + 2\eta_b \cos k)^2 + 4\Delta^2 \sin^2 k} \), \( k \in (-\pi, \pi) \). In Fig. (3c) and Fig. (3d) we plot two wavefunctions of the system, one whose energy lies in the gap of the isolated wire and the other just outside the gap. We see that the first is almost fully localized in the reservoirs while the second is localized in the wire. In Figs. (4) we plot the zero-energy state in the gap and as expected this gives us the MBS wavefunction, mostly localized at the two edges inside the wire but with some leakage into the leads. The plots in Fig. (4a) and Fig. (4b) show a comparison between the numerically obtained MBS and the analytical ones given by Eq. (75-78) and we find perfect agreement. The plots in Fig. (4c) and Fig. (4d) show the MBS wavefunction for different parameters of the wire Hamiltonian. We will see shortly that the wavefunctions in Fig. (3) and Fig. (4) help in understanding different features of Fig. (2) and also Fig. (5) (which shows the behaviour of the zero bias conductance peak for different parameters).

The features seen in the spectrum in Figs. (31) can be related to the results for conductance in Fig. (2). The zero bias peak in the conductance is due to the perfect Andreev reflection \(|r_a|^2 = 1\), supported by the Majorana bound states of the wire. For long wires, these bound states exist in the topological parameter regime, \((\mu_w < 2\eta_b)\). The zero energy MBS in the isolated wire can be clearly seen in its spectrum, Fig. (3a), at the middle of the superconducting gap (SC gap), while for the wire connected to reservoirs, Fig. (3b), it is hidden in the continuum spectrum due to the leads. Plotting the wavefunctions, Figs. (4a, b), reveals their nature. The plots in Fig. (2a, and 2b) tell us \( t_a \) and \( t_b \) are zero within a certain energy range which is the same as the SC gap for the isolated wire. This makes sense physically as for long wires the transmission from the left bath to right bath could only happen via the excitation of finite energy quasiparticles of the superconducting wire which are not possible if the energy of the incoming particle is within the SC gap. Typical wavefunctions in the superconducting gap look like Fig. (3f), having most of their support in the two baths and this explains why there is no transmission from the left reservoir to the right reservoir and we get \( t_n = t_c = 0 \). Outside the SC gap, on the other hand, there are wavefunctions which look like Fig. (3i) having most of their support inside the wire with some leakage into the baths. These thus contribute to the transmission peaks outside the gap.

In Figs. (5a-5d) we show how the width of the zero bias conductance peak varies as we vary different parameters of the Hamiltonian. We will consider Fig. (5a) and Fig. (5b) which show the zero bias peak for different \( \eta_c \) and \( \eta_b \) respectively while keeping all other parameters fixed. We see that the peak broadens as we increase \( \eta_c \) or decrease \( \eta_b \). This can be understood in terms of the MBS wavefunction given by Eq. (77-78) where we saw that the height of the peak in the MBS is proportional to \( \eta_b \). Hence, decreasing \( \eta_b \) or increasing \( \eta_c \) would decrease the height of the peak and therefore increase the weight of the MBS in the left reservoir. Thus the peak broadens as the weight of the MBS in the reservoirs increases. Similarly, from Fig. (5c) and Fig. (5d) we see that the peak broadens as \( \mu_w \) decreases or \( \Delta \) increases and correspondingly the weight of the wavefunction in the reservoirs, Figs. (4c) and (4d), increases. From Fig. (5e) we see...
FIG. 2. The comparison of various quantities obtained from QLE-NEGF and scattering approaches for parameter values—$\Delta = 0.25$, $\eta_c = 0.2$, $\eta_b = 1$, $\eta_w = 1$ and $\mu_w = 0.5$. The inset in each plot shows the absolute value of the difference between the corresponding curves. (a) shows the comparison of NEGF-expression and the scattering expression for $G_L$. From the corresponding inset, which shows the difference between the two results, we can say that the two expressions match perfectly. (c) shows the comparison of $|r_a|^2$ with the last two terms, $T_3 = T_3(\mu_L)$ and $T_4 = T_4(-\mu_L)$ in the NEGF-expression for conductance. In the inset, $\delta r_a = |T_3 - |r_a|^2| + |T_4 - |r_a|^2|$ is plotted with $\mu_L = E$. (e) and (g) show the comparison of $|t_n|^2$ and $|t_a|^2$ with $T_1 = T_1(\mu_L)$ and $T_2 = T_2(\mu_L)$ of the NEGF-conductance expression respectively. The corresponding insets of the two plots show the variation of $\delta t_n = |T_1 - |t_n|^2|$ and $\delta t_a = |T_2 - |t_a|^2|$ respectively. Plots (b), (d), (f) and (h) show same results as (a), (c), (e) and (g) respectively for $N = 3$.

FIG. 3. (a) shows the spectrum of a wire in absence of reservoirs(isolated wire) at parameter values—$N = 100$, $\eta_w = 1$, $\Delta = 0.25$ and $\mu_w = 0.5$. (b) shows the spectrum of the wire connected to the two reservoirs with parameter values—$N_B = 1000$, $N = 100$, $\eta_w = 1$, $\Delta = 0.25$, $\mu_w = 0.5$, $\eta_b = 1.5$ and $\eta_c = 0.5$. The two horizontal lines are at $E \approx \pm 0.486$ in these plots mark the SC gap at these parameter values. The two points between the SC gap in (a) are the zero energy MBS of the isolated wire. The spectrum in (b) also has similar zero modes but cannot be distinctly seen. (c) and (d) show two eigenstates of the matrix $A$ in Eq. (42) which serve as the effective eigenstates of the joint system. In these two plots, the two vertical lines at $p = 1$ and $p = 200$ mark the two ends of the wire and the insets show the left junction zoomed in.

that the peak splits at the transition point $\mu_w = 2\eta_w$, marking the topological phase transition into a topologically trivial state, and then disappears.

VI. CONCLUSION

In conclusion, we provided an analytical proof of the equivalence of the QLE-NEGF approach and the scattering approach to electron transport in a 1-D superconducting wire. In both cases we start from the same microscopic model of a Kitaev wire connected to one-dimensional leads (baths) containing free Fermions in equilibrium. In the former method one starts with the Heisenberg equations of motion of the full system and eliminates the bath degrees of freedom to obtain effective quantum Langevin equations of motion. The steady state solution of these leads to the NEGF formula for the conductance in terms of a set of nonequilibrium Green’s functions. In the second approach one considers the wire as a scatterer of plane waves from the leads and writes
FIG. 4. Plots (a) and (b) show the two MBS which are localized at the left end and the right end of the wire respectively with parameter values—\( \eta_b = 1.5, \mu_w = \eta_c = 0.5, \Delta = 0.25, \eta_w = 1 \) and \( N = 200 \). In these two plots, we choose \( N_B = 1000 \) for numerical calculation of the MBS and we take the same size of the reservoirs to normalize the analytical wavefunctions for the two MBS. (c) and (d) show the analytical MBS wavefunction for different \( \mu_w \) and \( \Delta \) with the other parameters same as in (c) and (d) respectively. The insets show the wavefunction in the reservoirs zoomed in.

down the corresponding scattering solutions for the energy eigenstates. These solutions involve scattering amplitudes that are obtained using the boundary conditions at the wire-leads junctions. The conductance at the junction is then given by the net probability of transmission of particles across the junction.

We summarize here our some of the main results:

- We obtained the complete solution of the scattering states in the Kitaev chain, including closed form expressions for the scattering amplitudes \( t_n, t_a, r_n, r_a \).

- We obtained the special zero energy solution corresponding to the MBS state of the isolated open Kitaev chain. We showed that this state exists in the same parameter regime as for the isolated wire.

- The conductance of the wire from the QLE-NEGF method and the scattering approach are given respectively by Eq. (31) and Eq. (41). We showed analytically that the terms in the NEGF conductance expression, \( T_1(E), T_2(E) \) and \( T_3(E) \), can be related to the scattering amplitudes \( t_n, t_a \) and \( r_n \) respectively. This leads us to proving the complete equivalence of the two formulas for conductance and hence of the two approaches.

- We have demonstrated clearly and explicitly the physical interpretation—from our derivation we see that the expression for current, Eq. (26), is exactly in Landauer’s form with each of the baths playing the role of a ”double reservoir”, of electrons and holes. The wire acts as a scatterer and scatters the incoming electrons as holes or electrons into the two baths. Therefore, an electron from say the left bath may end up being scattered as a hole or an electron into the left bath only. These two processes are the normal reflection and Andreev reflection processes respectively. The electron may also end up being scattered into the right reservoir, therefore transmitted across the wire, as an electron or a hole. Out of the four possibilities of the future of an electron from the left bath, all excepting the normal reflection lead to particles being transmitted across the left junction. Therefore, only these three actually contribute to the conductance of the wire. This is the reason behind the NEGF current expression having three distinct terms with the probabilities of these processes multiplied with the corresponding difference of thermal occupations of the incoming electrons and outgoing electron or holes as one typically finds in Landauer expressions.

- Finally we have given numerical examples that (a) demonstrate the equivalence of the two approaches, (b) show the nature of scattering wavefunctions and
the MBS state and their dependence on various parameters and (c) relate the conductance properties to those of the spectrum.
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