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Abstract

We illustrate the advantages of distance weighted discrimination for classification and feature extraction in a High Dimension Low Sample Size (HDLSS) situation. The HDLSS context is a gender classification problem of face images in which the dimension of the data is several orders of magnitude larger than the sample size. We compare distance weighted discrimination with Fisher’s linear discriminant, support vector machines, and principal component analysis by exploring their classification interpretation through insightful *visuanimations* and by examining the classifiers’ discriminant errors. This analysis enables us to make new contributions to the understanding of the drivers of human discrimination between males and females.
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1 Introduction

Image classification is one of the most important applications of image analysis and, especially during the last two decades, has received significant attention. In particular, automatic identification of human faces from a database of digital images has become increasingly important. Surveys in face recognition can be found in Samal and Iyengar (1992), Valentin et al. (1994), and Zhao et al. (2003), whereas Kawulok et al. (2016) presents a compendium of recent research trends in the area. The process of facial recognition has been thoroughly investigated by cognitive psychologists (Bruce, 1988) and questions such as how the brain recognizes a face as male or female have been addressed (Burton et al., 1993), although the mechanisms involved in processing the visual information remain unclear (Wu and Huang, 1990).

In the face classification problem, a certain number of variables are measured in a sample of individuals and the goal is to build a rule to classify a new face within given groups, for example males and females. The first approach for face classification, due to Galton (1910), was to use certain characteristics of the population, such as angles and distances between facial landmarks. Later, other approaches based on anatomical considerations were developed for the classification of facial features (Bruce et al., 1992; Farkas et al., 1987; Gizatdinova and Surakka, 2010). However, combining these into a single dataset is highly problematic: different landmark points are used and distinct measurements are made. A third approach has been based on the whole facial image, instead of upon such descriptive measurements. This approach is facilitated by a suitable database with similar viewpoint, pose, and illumination conditions, for effective classification. An example of such a database is shown in Movie 1.

A typical first step in using full images for face recognition is to *rasterize* each image into a vector by, say, column concatenation, and set each entry of the vector as the gray level at a pixel. Let $X$
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be the matrix whose columns are these image vectors. Thus $X$ is $d \times n$, where $n$ is the sample size and $d$ is the dimension of the image vectors, i.e. the number of pixels. The task of developing a rule to distinguish males from females is a binary classification problem that is often tackled by linear classifiers, i.e., classifiers which find a hyperplane that separates the two classes by partitioning the data space. This is the case for all the classifiers considered in this paper. Turk and Pentland (1991) used Principal Component Analysis (PCA) to obtain a reduced rank representation of the faces and used the minimum distance classification (i.e., the first nearest neighbor rule) in that eigenspace, to classify males and females. Bellhouse et al. (1997) applied Fisher’s Linear Discriminant (FLD) function to this problem. They showed that FLD outperformed PCA, perhaps not surprisingly since the latter does not use class information at all. However, as the problem of face classification is a High Dimension and Low Sample Size (HDLSS) context, FLD encounters two problems. First, the traditional algorithm cannot be used directly because the estimated within-class scatter matrix is always singular. Second, the high-dimensional image vectors can lead to computational challenges. In order to avoid these difficulties, Yang and Yang (2003) first used PCA for dimensionality reduction, and then applied FLD, hence using class information in the second step.

Support Vector Machines (SVM), originally developed by Vapnik (1995), are linear classifiers that belong to the class of maximum margin classifiers, i.e., the ones which maximize the minimum distance between the two convex hulls of the data points from each class (Hastie et al., 2009). Marron et al. (2007) showed that for HDLSS data SVM has the problem that a large portion of the data are support vectors, i.e., data points which lie on the margin boundaries. Thus, when the observations are projected onto the normal vector of the hyperplane, many of the projections are identical – a property called data piling – resulting in reduced generalizability of the classifier. Ahn and Marron (2010) showed the existence of directions, where data from one class project to a single point, and from the other class project to another single point. Among such directions, the one with greatest distance between these points is called the Maximal Data Piling (MDP) direction. An important precursor of the MDP direction is the Minimum Projected Kurtosis Direction of Peña and Prieto (2000, 2001). The formula for MDP is quite similar to that for FLD, with the pooled within class covariance matrix replaced by the overall covariance matrix. Some algebra reveals that indeed in non-HDLSS situations, the MDP and FLD directions are the same, despite their apparently different algebraic form and quite different behavior in HDLSS contexts. The data piling tendency of SVM in HDLSS contexts motivated Marron et al. (2007) to develop Distance Weighted Discrimination (DWD), which was shown, see also Hall et al. (2005), to be better than both SVM and FLD for HDLSS data. See Marron (2015) for an accessible review on DWD, and see Carmichael and Marron (2017) for a deep analysis of the relationship between SVM and MDP.

The main contribution of this paper is twofold. First, we do a head-to-head comparison between DWD and the more commonly used SVM by the use of insightful visualizations (Genton et al., 2015) on the discriminant directions (Section 2.1), and by the examination of the classical discrimination errors on a separated testing dataset (Section 2.3). We complement this comparison with PCA (for the discriminant directions) and FLD (for the discrimination error rate) in order to evidence the better performance of DWD and SVM. Second, we present in Section 2.2 some novel approaches to deeply understand the canonical differences between male and female faces (which seems automatic by the human perceptual system) that stem from a careful analysis of the DWD classification rule.

2 Experimental results

In order to demonstrate the effectiveness of DWD for facial pattern recognition, we ran a series of experiments and compared our results with those obtained using PCA, FLD and SVM. The experiments were carried out using a training dataset of frontal view face images of former students from
Carlos III University of Madrid. The images were recorded with a digital camera, with somewhat similar illumination conditions. The dataset is comprised of \( n = 108 \) face images of size \( IJ \), where \( I = 248 \) and \( J = 186 \). The number of men and women are \( n_1 = 54 \) and \( n_2 = 54 \), respectively. Rasterization of the images yields vectors in the \( \mathbb{R}^d \) space, \( d = IJ = 46148 \), whose entries are the gray level values of all the pixels. To eliminate spurious effects due to the location of each face in the image, we registered them using landmarks. Three landmarks, representing the eyes and nose, were automatically selected, and optimal translations and rotations were then computed using a generalized Procrustes analysis, as described in Benito and Peña (2005). Movie 1 shows the results of this registration process. Note that in the raw images, the faces move around quite a bit, while they are much stable in the registered image, and thus are more suitable for addressing the classification challenge.

**Movie 1:** Raw and registered images. The registered images were obtained by a generalized Procrustes analysis based on three landmarks: eyes (green) and nose (red). It shows that the registered images are shape-comparable and ready for posterior statistical treatment. A blurring has been applied to preserve anonymity. Movie file available as Supporting Information.

### 2.1 Face classification by DWD, PCA, and SVM

We first ran an experiment in which the discriminant vectors for DWD, PCA, and SVM are computed to separate the training dataset into two groups, men and women. Visualization of these directions gives valuable insights on the discrimination ability of each classifier. Movie 2 gives a graphical summary of the classification performance of DWD (2a), PCA (2b), and SVM (2c) by means of a comparable march along the image projections in the three discrimination directions (green vertical bar, right panels) and the corresponding projected images (left panels). The horizontal span of the right plots was set to 125\% of the range of the data for the sake of a better visualization.

The right panel of Movie 2a shows the projections of each data vector onto the DWD direction, where the females are red plus signs, and the males are blue circles. In this and the next plots, the heights of the symbols reflect order in the dataset (for visual separation) and the curves are kernel density estimates, with black showing the overall density, and the red and blue showing the
corresponding, group-size adjusted, subdensities for the two subpopulations. Females clearly lie to the left, and males to the right. Near the middle, the faces appear quite androgynous, depicting a continuum separation of genders. Note that none of the faces in the left panel are members of the dataset, but instead are reconstructions of points in the image space that lie along the DWD direction. DWD was implemented using $C = 100$ as the penalty parameter based on the suggestions in Marron et al. (2007).

Movie 2b shows the projections of the image vectors onto the PC1 (first principal component) direction. While there is some grouping of males to the right, and females to the left, there is also quite a lot of overlap, especially compared to Movie 2a. The inefficiency of PCA at separation of males and females is also clear from the sequence of faces in the left panel, which are less distinctly recognizable as males and females. This is not surprising: PCA does not make use of class information at all, but instead targets only maximal variation in the data. This is apparent from the span of the projections, from $-50$ to $40$ for PCA, versus $-17$ to $12$ for DWD. A close look at the sequence of images shows a strong difference in the lower background part for PCA – related with the absence/presence of long hair – which is much more constant in the DWD direction. In fact, this shows that the male-female difference is an important component of the single largest mode of variation in the data.

The projections for SVM are shown in Movie 2c. This gives a much better separation of the classes than PCA. However, care is needed here, because it also shows the problem of data piling discussed in the introduction. In particular, many red points are piled at the right end of the red distribution, and blue points are piled at the left end of the blue distribution. Marron et al. (2007) showed that this results in overfitting by the SVM. In contrast, Movie 2a shows a more efficient discrimination of the two groups and no data piling, which is the result of each data point playing a role in finding the discriminant direction in the data. An additional appealing feature of the DWD projected class distributions is their Gaussian shape, a critical property in the good performance of DWD in applications such as microarray batch adjustment (Benito et al., 2004). It is also interesting to compare both methods in terms of the gap between the modes of the subdensities. The gap for SVM in Movie 2c goes, roughly, from $-3$ to $3$, while the gap for DWD is $-5$ to $7$. Bigger gaps are better here, since they indicate real population differences, instead of spurious sampling artifacts driven by overfitting. SVM was fit using $C = 1000$ following Gunn (1998)'s recommendation.

Finally, note that although the SVM faces in the left panel are recognizable as female in the left and male in the right, the DWD images in Movie 2a are sharper and give an overall impression of a better male-female separation. In particular, in DWD faces the outline of the faces is more distinct, the forehead seems more rounded for women and squared for men, the eyebrows are hairier in men, the women's eyes are more open, and women smile a little more. All of these ideas suggest that when a new face image is classified the performance of DWD will be superior to the SVM classification. This will in fact be seen in Section 2.3.

### 2.2 Face recognition insights from DWD

Figure 3 gives insights into face recognition through a new image aimed to highlight the facial aspects that drive gender classification. The entries of the DWD vector (i.e., loadings) are coded with colors, white for $0$, darker shades of red for stronger negative (associated to females) and darker shades of blue for stronger positive (associated to males). These contrasts on the DWD vector show that the more discriminant facial aspects are the eyebrows, eyes, nose, lips, chin, and the outline of the head (in which the presence of short/long hair plays a key role).

We focus next on these facial aspects by repeating the DWD analysis for the same dataset, but this
Movie 2: Projection of the data image vectors onto the DWD, PC1, and SVM discriminant directions, showing the continuous separation between females (red plusses) and males (blue circles). Green line indicates a march along the projections in the discriminant direction, with corresponding reconstructed images on the left. DWD shows a good separation of females and males, going through androgynous. PC1 has some discrimination capability, but not as strong as DWD. SVM shows good male-female separation although some facial features are more clear in the DWD plot, and SVM overfits in terms of data piling. Movie files and a static comparison figure available as Supporting Information.
time restricting the input vectors to the most relevant features. In particular, we use only pixels that lie within rectangles chosen as in Benito and Peña (2005), which correspond to the eyebrows, eyes, nose, lips, and chin. Figure 4 shows the result of projecting the full image vectors into each of the DWD directions, that were independently obtained for each of these face regions. The first direction is computed just using the eyebrows, the second one is obtained by only considering the eyes, and the third, fourth and fifth are those corresponding to the nose, lips, and chin, respectively.

The univariate distributions shown in the diagonal plots of Figure 4 indicate how well each region classifies males vs. females using only pixels in that region. Note that both the eyebrows’ and eyes’ pixels alone produce a complete separation of the subpopulations. For the other regions, we observe some small overlap. The off-diagonal plots are the corresponding pairwise scatterplots: in the second column of the first row, the two-dimensional projection is of the full image vectors on the DWD directions found by using the eyebrows and eyes, respectively. Note that there is even better discrimination in the two dimensional plot, than in either one dimensional version. Also insightful are the black lines indicating the two DWD directions, showing that they are nearly orthogonal, i.e. that each component brings essentially independent information to the discrimination method. Thus, using both together improves generalization ability of the combined classifier. Similar orthogonality holds for the other pairs of directions as well, suggesting that the different facial features tend to work independently in assisting with the overall good performance of DWD. Although none of the nose, lips, and chin give perfect separation, they all provide useful information to the overall discrimination. This is consistent with the much larger gap between the combined DWD subpopulations in Movie 2a, relative to the gaps shown in Figure 4. Overall, we now have several new DWD directions each of which discriminate some part of the population well, but not everyone. In particular, some women fall into that category because of their smile, others because of their eyebrows.

2.3 Classification errors for DWD, SVM, and FLD

The last experiment evaluates the performance of DWD, SVM, and FLD (with Moore-Penrose pseudo-inverse for the covariance matrix) in the classification of male and female faces. To that aim, we classify an independent testing dataset with the above classifiers, after training them with
the above studied \( n = 108 \) images. The testing dataset consists of 100 images, 58 men and 42 women, which were obtained under similar illumination conditions and viewpoint as the training data. Similarly as for the training dataset, there was a pre-processing step for registering the images using a generalized Procrustes analysis.

![Figure 4: Projection of the full image vectors onto the DWD directions defined by the most important regions. The plots along the diagonal show the one-dimensional projection onto each direction. The off-diagonal plots are two-dimensional projections by pairs. The symbols and colors are as in Movie 2, and black lines represent the two DWD directions. It shows that eyebrows and eyes give the most male-female discrimination, and others contribute weaker, but nearly independent additional information.](image)

**Classification matrix**

|               | DWD | SVM | FLD |
|---------------|-----|-----|-----|
| Men classified as men | 58  | 57  | 56  |
| Women classified as women | 40  | 38  | 15  |
| Men classified as women | 0   | 1   | 2   |
| Women classified as men | 2   | 4   | 27  |

**Error rate** | 2% | 5% | 29% |

Table 1: Classification error on the testing dataset for DWD, SVM, and FLD. It shows superior performance of DWD, which is consistent with each of the above results.

Table 1 shows the classification error rates (defined as number misclassified, divided by the total) in the classification of the testing dataset when the full image vectors are considered. The results are quite consistent with what we shown in the above sections: SVM is much better than FLD, and DWD is substantially better than SVM.
3 Conclusions

We have illustrated the benefits of DWD over SVM, FLD, and PCA in a challenging HDLSS discrimination problem: the classification of male and female faces from a dataset of facial images. When performing classification, SVM exhibited signs of overfitting in terms of data piling, FLD was significantly worse than SVM, and DWD showed the best performance, both in terms of classification error and in terms of a wider, Gaussian-shaped and interpretable separation of subpopulations. PCA showed some discrimination ability, but it was clearly overcome by any of the above classifiers.

The classification by DWD automatically identified key features for male-female discrimination that contributed nearly orthogonal DWD directions to the classifier: eyebrows, eyes, nose, lips, chin, and the outline of the head. Indeed, each of the regions of pixels associated to eyebrows and eyes delivered perfect DWD classification in the training dataset. Careful interpretation of the DWD separating vector showed its success in capturing well-known physical differences between male and female faces, and also revealed other characteristic features of male and female facial images that were less immediate, such as the differences of smiles (women tend to smile more) and eyes (women’s eyes are more open).
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