Diagnosis of Friction on an Unbalanced Rotor by Phase-Shift Empirical Mode Decomposition Integration and Recurrence Plot
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Abstract: The friction and imbalance of components in rotating machines are some of the most recurrent failures that significantly increase vibration levels, thus affecting the reliability of the devices, the shelf life of its elements, and the quality of the product. There are many publications related to the different techniques for the diagnosis of friction and imbalance. In this paper, an alternative and new phase-shift empirical mode decomposition integration (PSEMDI) method is proposed to transform the acceleration into its velocity and displacement in order to construct the phase plane and recurrence plot (RP) and analyze the friction. The focus of PSEMDI and RP is to analyze nonlinear failures in mechanical systems. In machinery fault diagnosis, the main reason for using RP is to solve the integration of acceleration, and this can be achieved by phase-shifting the intrinsic mode function (IMF) with the empirical mode decomposition (EMD). Although the highest IMFs contain some frequencies, most of them have very few; thus, by applying the phase shift identity, the integration can be carried out maintaining the nonlinearities. The proposed method is compared with Simpson’s integration and detrending with the EMD method (here referred to as SDEMDI). The experimental RP results show that the proposed method gives significantly more information about the velocity and displacement spectra and it is more stable and proportional than the SDEMDI method. The results of the proposed integration method are compared with vibration measurements obtained with an interferometer.
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1. Introduction

There is much research related to fault diagnosis in machinery and most studies are based on the linear dynamics of physics. Unfortunately, in the real world, nonlinear phenomena are present in all type of machinery. The standard equipment used in the industry to diagnose fault in machinery does not have the capacity to deal with nonlinearities. If the diagnosis could include linear and nonlinear phenomena, a better understanding and failure prediction could be obtained to manage and control faults in machinery.

The industry has implemented various maintenance strategies throughout history, and conditioning monitoring (CM) has been the most successful. CM is based on monitoring vibrations to control machinery conditions and then implementing corrective actions by applying a scheduled maintenance program [1,2]. Thanks to CM, it has been possible to increase the reliability of machinery, reduce maintenance costs, improve the predict remaining life, and protect the environment. RP could be an interesting methodology option to analyze recurrences from experimental data in time series and to identify nonlinear...
behavior in nonstationary systems [3–7]. Identifying a nonlinear phenomenon in a rotating operating machine is not an easy task because of the complexity of the techniques typically used in CM that are based on theoretical and simplified assumptions; therefore, a better characterization of the nonlinear behavior can significantly improve failure diagnosis.

In this work, the recurrence plot (RP) is applied to diagnose an unbalanced rotor subjected to a friction load. The rotor mass is located symmetrically on a flexible shaft supported by two bearings at its ends. A dry friction load is applied on the outer diameter of the disk. It is important to emphasize that the friction component is an essential element of analysis. This paper aims to address the suitability of RP to diagnose some classical mechanical faults of the nonlinear friction phenomenon and to propose a new alternative method to integrate the acceleration that keeps the nonlinearities of the vibration signal.

The imbalance in a rotor is due to the eccentricity between its rotation axis and the center of mass. Imbalance increases vibrations that then generate radial and axial forces, which affect the bending of the shafts and intensify the loads on bearings and couplings. Imbalance also has a negative influence on shaft deflection; therefore, imbalance increases wear and energy consumption of rotatory machine components. All rotating mechanical components present a certain degree of imbalance due to the manufacturing processes, especially when they are obtained from a machining process. About 99% of industrial equipment works under some degree of misalignment. When the vibration levels are not timely detected and controlled, they cause equipment failures [8,9].

Many studies have focused on imbalance characterization and applied order analysis to obtain the amplitude and phase of the vibration in order to determine the type of fault and its location [10]. To correct the imbalance, some authors [11] have proposed intelligent algorithms based on the spectral analysis in both the time and frequency domains using fast Fourier transforms (FFT). One method to diagnose imbalance faults was proposed by Sendhilkumar et al. [12] using Elman neural networks in conjunction with the analysis in the frequency domain, where the neural network was trained by varying the amplitude of the acceleration to characterize failure conditions. Some researchers have implemented adaptive controls applied to active bearings to compensate the forces due to rotor imbalance [13].

There are even methods [14] specialized in diagnosing and correcting imbalance online, which are based on a spectral analysis in the time and frequency domain. Bartkowiak [15] proposed the development of controls for imbalance due to system synchronization that is based on spectral and phase analyses combined with speed control. The instantaneous estimation of the velocity and the phase angle complemented with FFT is still a current topic for researchers such as Hongrui et al. [16] who carried out the diagnosis and correction of the imbalance by transforming the effects of the fluctuations of the angular velocity into the angular domain. Recently, non-contact techniques have been used for the diagnosis of imbalance, obtaining the location of the unbalanced mass in 3D through a stereo video system, synchronized with high-speed cameras [17]. Other authors [18] have applied speed gradient integral-differential algorithms to control phase variation between two rotors in the time series as an alternative to solve the synchronization problems caused by the imbalance that was diagnosed in the field. More recent studies consider the effect that overheating generated by extreme operating conditions has on the imbalance and apply structural, thermal, and spectral analyses, as well as Campbell diagrams [19].

In recent years, many groups have studied the effect of friction on rotating components. Some authors studied the dynamic behavior of a rotor subjected to the friction generated by the contact between the rotor and the stator. They analyzed the trajectories in the subspaces using Poincaré’s theory [20] and showed that the points of contact between surfaces strongly influence the behavior. Other studies focused on improving the prediction of the remaining life in bearings by characterizing the nonlinear responses of lubrication [21]. Hua et al. [22] conducted some research on the nonlinear friction effect on rotor systems and they analyzed the structural design of the rotor with Striebeck curves to diagnose vibration faults. An overhung rotor with two degrees of freedom was proposed to determine friction during contact between the rotor and the stator [23]. Some recent work studied
the effect of a bolted disk joint on the motion stability of the rotor bearing system and the friction coefficient on rotor dynamics using the fourth-order Runge–Kutta method [24]. These authors have complemented their work with other typical methodologies as bifurcation diagrams, waterfall plots, times series, orbit trails, phase plane portraits, and Poincaré maps to characterize the nonlinear friction effects. Further, the rotor–stator interaction phenomenon was investigated by finite element and Lagrange multiplier-based contact mechanics [25]. An elastic support/dry friction damper and a two-dimensional friction model-ball/plate model were used for active vibration control by Liao et al. [26]. Moirot and Nguyen [27] proposed some study examples for friction vibration and instabilities. Essential contributions on aircraft brake systems were made by including friction-induced vibration [28,29]. Charroyer et al. [30] analyzed systems with planar and rectilinear friction by studying the mode coupling instability and proposed a new shooting method to calculate the self-sustained vibrations of non-smooth contact dynamical systems for systems with planar friction [31]. Furthermore, friction and damping models, including the friction plane, were proposed by Mercier et al. [32] to obtain physical amplitudes in the nonlinear analysis of friction-induced vibrations of a rotor–stator. Additionally, Kornaev et al. [33] applied deep learning to reduce energy losses due to vibration and friction in rotor bearing, to control the clearance in the bearings, the hydrodynamic force, and the trajectory of the rotor. The nonlinear behavior of friction in a negative stiffness oscillator of a structure was controlled by minimizing the errors between the experimental measurements and the model predictions, using the harmonic balance method and forcing amplitudes [34].

Converting acceleration to speed and displacement is still a topic of study. The two most common strategies to perform acceleration integration are in the time domain and in the frequency domain through the Fourier transform. Both methods generate significant errors that depend on the sampling resolution and the digital treatment of the signal, especially when there are many complex vibration sources [35]. Han [36] proposed a curve fitting at the dominant frequency to deal with errors at low frequency originated by the DC components in the sampling process in order to obtain the displacement signal by double integration in the frequency domain. Zhu et al. [37] presented an integration method of the vibration signal based on extracting information with a waveform correction using an ensemble empirical mode decomposition to solve the nonlinear and nonstationary signals, combining the indexes into a feature vector and extracting the connotative components from the vibration signal by the Euclidean distance search. Other authors proposed a baseline method to correct integration trends when the initial velocity and displacement conditions are unknown in order to improve the method of traditional polynomial detrending in the time series [38]. The Alpha-Modification of Cubic B-Spline Direct Time Integration Method was presented by Rostami et al. [39] to solve the differential equation of motion for single and multiple degree-of-freedom systems with an algorithm for dynamic structural problems. A recursive Simpson’s 3/8 integration method combined with the Newton–Leibniz formula algorithm and detrending by polynomial fitting for vibration testing was implemented [40]. The double integration of acceleration has many applications, including determining the displacement of high-rise buildings [41] and, more recently, it has been used by the Internet of Things with the time series and the Kalman filters [42]. The empirical mode decomposition (EMD) is a technique used to decompose empirically the signal into its intrinsic functions with its instantaneous frequencies and amplitudes. EMD was applied for the first time in spectral analysis to study nonlinear phenomena in nonstationary regimes of complex variables [43]. EMD has been gaining popularity in recent years as a solution to eliminate trends in acceleration integration [44] and to separate deterministic and stochastic components of a dynamic system [45].

Research shows a trend toward combining various methodologies when studying complex physical phenomena as in the case of Guariglia [46–48], who characterized the physical behavior of a fractal antenna by considering the entropy in the system.
2. Methods

2.1. Phase Plane

The phase plane gives the position and momentum of a particle in a reference system, and its construction represents the transformation of the particle trajectory into a two-dimensional energy field [6]. The phase plane can be defined mechanically using the Hamilton’s principle:

\[ H(p, q) = \frac{p^2}{2m} + V(q) \]  

(1)

where \( p, q, \) and \( V(q) \) are the linear momentum, the position, and the potential energy of the particle, respectively. The system equilibrium is given when: \( \dot{q} = \frac{\partial H}{\partial p} \) and \( \dot{p} = -\frac{\partial H}{\partial q} \).

Then, for a function \( \phi(p, q) \), the evolution of the phase plane as a function of time is:

\[ \frac{d\phi}{dt} = \frac{\partial \phi}{\partial q} \frac{\partial H}{\partial p} - \frac{\partial \phi}{\partial p} \frac{\partial H}{\partial q} \]  

(2)

The dynamic stability of the system according to Liouville’s theorem is obtained when:

\[ \frac{dH}{dt} = \frac{\partial H}{\partial q} \dot{q} + \frac{\partial H}{\partial p} \dot{p} = 0 \]  

(3)

Equation (3) means that the volume of the phase plane is preserved in time. Assuming that the linear momentum is only function of the velocity, and that the mass is constant, the phase plane describes the relation between velocity and position of the particle, as presented in Figure 1.

Figure 1a represents the phase plane evolution of a particle with harmonic motion, where the displacement is \( x = \sin(\omega t + \phi) \) and the velocity is \( x = \cos(\omega t + \phi) \); the pitch of the spiral is the period \( \tau \) of the function. Figure 1b is the typical phase plot of a dynamic system; in this case, the perfect circle represents the same sinusoidal function as Figure 1a, in a two-dimensional space. Figure 1c is the RP of the same function. One of its main characteristics is that the period given by the spiral pitch in Figure 1a is obtained from the separation of the diagonal lines of Figure 1c. Ultimately, Figure 1 can be used to describe an unbalanced disk without friction.
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\[ \text{Figure 1. (a) Evolution of state variables; (b) phase plane; (c) recurrence plot (\( \epsilon = 0.1 \)) for the harmonic function: } \]

\[ x = \sin(2t + \phi) \].
2.2. Recurrence Plot

The RP allows to visualize the dynamics of phase space trajectories owing to the preservation of equilibrium between the velocity and position of a particle according to the Hamilton’s principle. The trajectory along the phase plane can be represented as a discrete vector \( \vec{x}(t) \) shown in Figure 1b:

\[
\vec{x}(t) = (\vec{x}_1, \vec{x}_2, \ldots, \vec{x}_n)
\]  

(4)

Then, the recurrence plot is defined [49] as:

\[
R_{ij} = \Theta(\epsilon_i - \|\vec{x}_i - \vec{x}_j\|)
\]  

(5)

where \( \epsilon_i \) is a predefined cut-off distance, \( \| \cdot \| \) is the norm and \( \Theta(x) \) is the Heaviside function.

The cross recurrence plot is similarly defined as:

\[
R_{ij} = \Theta(\epsilon_i - \|\vec{x}_i - \vec{y}_j\|)
\]  

(6)

where \( \vec{x}(i = 1, \ldots, N) \) and \( \vec{y}(j = 1, \ldots, M) \) are the first and second trajectory to be analyzed. The RP for the harmonic function \( x = \sin(2t + \phi) \) is illustrated in Figure 1c, and it was computed with an \( \epsilon = 0.1 \).

The recurrence quantification analysis (RQA) is used to quantify the structures in the RP [6,49,50]: recurrence rate (RR) is the ratio of all recurrent states; determinism (DET) is the ratio of recurrence points forming diagonal structures for all recurrence points; Shannon entropy of diagonal length (ENTR) is a measurement of the disorder in the phase plane; laminarity (LAM) is the percentage of recurrence points that create a vertical line; averaged diagonal length (L) is the average time in which two segments of the trajectory are close to each other; length of longest diagonal line \( (L_{\text{max}}) \) is the longest diagonal line found in the RP; trapping time (TT) is the average length of the vertical lines; and \( (V_{\text{max}}) \) is the maximal length of the longest vertical lines.

2.3. Empirical Mode Decomposition

EMD is a method to analyze nonlinear and nonstationary systems. The essence of this technique is the decomposition of complex time series data in the time domain into a finite number of intrinsic modal functions (IMF). This decomposition methodology is adaptive and very efficient. The decomposition is based on the extraction of the energy from the spectrum associated with the different intrinsic time scales, which are the most important parameters of the system [43]. The method consists in identifying all the local maxima and minima of the time series, constructing an envelope with cubic splines for each series of maxima and minima based on an interpolation. Then, a third envelope is calculated as the mean for each time point of the maximum and minimum envelopes. The difference between the mean and the data yields the IMFs. This procedure is repeated until the following conditions are obtained: (a) the mean value between the maximum and minimum envelops trends to zero, and (b) the number of extremes and zero crossings do not differ by more than one.

The result of this process generates a finite number of IMFs and a residual function as shown in the following Equation (7):

\[
x(t) = \sum_{i=1}^{N} IMF_i(t) + R_N(t)
\]  

(7)

where \( IMF_i(t) \) represents all possible IMFs, \( N \) is the number of IMFs generated, and \( R_N(t) \) is a residue of the decomposition.
2.4. Description of the Newly Proposed PSEMDI Method

The IMFs decompose the original signal into a set of different simple nonperiodic or periodic time series. Despite these differences, it is interesting to note that each IMF has one dominant frequency, which is the basis for applying the phase shift principle. Thus, the phase shift principle is applied to every individual IMF mode of the original acceleration data, and the new shifted modes are added together to form the velocity function, and subsequently the displacement [35]. The following simple example explains this method. Assuming that \( a_i \cos(w_i t) \) represents an IMF, then:

\[
a(t) = a_1 \cos(w_1 t) + a_2 \cos(w_2 t) + \ldots + a_n \cos(w_n t)
\]  

with the corresponding integration:

\[
v(t) = \int a(t) \, dt = -\frac{a_1}{w_1} \sin(w_1 t) - \frac{a_2}{w_2} \sin(w_2 t) - \ldots - \frac{a_n}{w_n} \sin(w_n t) + K
\]

Thus, applying the phase shift principle:

\[
v(t) = \int a(t) \, dt = \frac{a_1}{w_1} \cos(w_1 t + \tau_1) + \frac{a_2}{w_2} \cos(w_2 t + \tau_2) + \ldots + \frac{a_n}{w_n} \cos(w_n t + \tau_n) + K
\]

where \( v(t) \) is the velocity, \( a(t) \) is the acceleration, \( a_i \) is the amplitude, \( w_i \) is the frequency, \( t \) is the time, \( \tau \) is the main period, and \( K \) is the integration constant. The subscripts represent each IMF of the signal obtained by EMD.

Similarly, the method is repeated one more time to transform the velocity into displacement.

Table 1 describes the steps for the proposed integration method. For the double integration, the same process has to be applied twice.

| Step | Integration Process |
|------|---------------------|
| 1    | Calculate the IMFs from the acceleration signal |
| 2    | Obtain the main frequency and amplitude for each IMF |
| 3    | Determine the weight for the amplitude correction |
| 4    | Apply the phase shift with \( \tau/4 \) for each IMF |
| 5    | Compute the new amplitudes of the corrected IMF |
| 6    | Add the new IMFs corrected to obtain the velocity |
| 7    | Repeat the steps 1–6 to calculate the displacement |

It is important to remark that, for this method, the IMF with the lowest frequency determines the amount of data in the analysis. This can usually be considered half of the original amount of data in the spectrum. Thus, in the analyses, it is crucial to consider this limitation of the method.

2.5. Simpson's Rule Integration

In order to find the displacement spectrum, it is necessary to integrate the vibration as a function of the time twice. The two most common integration methods take place in the time and frequency domain. In the frequency domain integration, the original signal is transformed into the frequency by the Fourier transform, then it is integrated either once or twice to finally return the results to the time domain to obtain the speed and displacement. In the time domain integration, the original signal is directly integrated in the same time domain; however, in the time domain some integration trends are generated due to the cumulative errors of the method and the discretization of the data. These trends must be
corrected for the results to be reliable. There are several methods used to correct effects of the trends by extracting the curve that represents the trend obtained by a polynomial fit, and EMD has been commonly applied in recent years. For simple functions, a second-order polynomial usually solves the problem; however, for complex vibrations, the degree of the polynomial increases and becomes somewhat subjective. In this article, the trend correction is performed with the EMD method. In addition to dealing with trends, there is a lack of knowledge of the initial conditions of speed and displacement, which are usually defined as zero. This consideration generates errors of vertical and horizontal displacements in the results, which must also be handled to minimize integration errors. Some of the most common integration methods are the trapezoid and the Simpson’s rule. In this work, the integrals will be performed using the Simpson’s 1/3 rule shown in Equation (11) because it has a reasonably small truncation error.

\[ I_{1/3} = \int_{t_0}^{t_1} f(t) \, dt \approx \frac{t_1 - t_0}{6} \left( f(t_0) + 4f\left(\frac{t_1 - t_0}{2}\right) + f(t_1) \right) - \frac{(t_1 - t_0)^5}{2880} f^{(4)}(\xi) \] (11)

where the truncation error is:

\[ e(f) = \frac{(t_1 - t_0)^5}{2880} f^{(4)}(\xi) \] (12)

2.6. Shaft with a Single Disk

Figure 2 shows a disk of mass \( M \) that is assembled on a shaft. The single disk is located between the two bearing supports. It is supposed that the mass of the shaft is not significant compared with the mass of the disk. Considering that \( M \) is the mass of the disk, \( O \) is on the shaft axis, \( G \) is the center of mass of the disk, \( y \) is the deflection of the shaft, \( e \) is the eccentricity, \( F_c \) is the centrifugal force, and \( \omega \) is the angular speed of the shaft, then \( F_c \) is expressed by Equation (13):

\[ F_c = MA = M(y + e)\omega^2 \] (13)

The shaft in Figure 2 can be viewed as a spring. Assuming that \( k \) is the shaft spring constant, the shaft resistance force produced by the deflection \( y \) is \( ky \), which is equal to the centrifugal force of the system. Then, another expression can be formulated for \( y \) in Equation (14). Due to the angular speed and type of bearings, it is concluded that the deflection and the imbalance are in phase.

\[ y = \frac{e\omega^2}{\left(\frac{k}{M}\right) - \omega^2} \] (14)
From Equation (14), it can be noted that, when \( \omega = 0 \), the deflection \( y \) is also zero. When \( \omega^2 = k/M \), \( y \) tends to the infinite. For this condition, \( \omega_n \) is known as critical speed:

\[
\omega_n = \sqrt{\frac{k}{M}}
\]  

(15)

Figure 3 details the behavior of Equation (15). When \( \omega < \omega_n \), \( y \) is positive and it changes of sign when \( \omega > \omega_n \). For a high angular speed, \( y \) trends to a negative value equal to the eccentricity \( e \). Moreover, the larger deflection is given for values near to the natural frequency.

Figure 3. Graph of angular speed \( \omega \) (rpm) versus shaft deflection \( y \) (mm).

2.7. Friction

The friction in the disk system can be described by the rotor rubbing model shown in Figure 4, which uses the dry friction method, and is based on the Coulomb friction concept [7]:

\[
F_\mu = \mu F_N \text{sign}(r\dot{\theta})
\]  

(16)

where, \( F_\mu \) is the friction force, \( \mu \) is the friction coefficient, \( F_N \) is the normal force, \( r \) is the shaft radius, \( e \) is the eccentricity between the geometric centers of the two circles, \( \theta \) is the angle formed by the line between the contact point \( Q \) and \( P \) and the horizontal line intersecting \( P \), and \( \omega \) is the angular speed of the disk.

Figure 4. Schematic representation of a dry friction rotor.

3. Results

3.1. Experimental Setup

The test bench used for the experimentation is presented in Figure 5. It consists of a steel rotor with a mass \( M = 0.819 \) kg, mounted on a flexible shaft with diameter \( d = 19 \) mm, and supported symmetrically between two bearings separated by 700 mm. An electric DC motor drives the shaft through a flexible coupling. The disk has M5 x 1 mm pitch threaded holes for unbalanced masses at a \( \phi = 65 \) mm concentric circle and 16 equally
spaced positions. The test mass is a constant weight of 12 g, and it is located symmetrically in a single hole. The unidirectional accelerometer is in the horizontal position at the base of bearing A. The friction plate has a unitary width of 38 mm for contact with the disc surface and a flexible arrangement. According to the design of the bench, the friction force increases with imbalance degree and speed.

The data acquisition system consists of a cRio-9074 CompactRIO embedded controller (8 slots, 400 MHz CPU, 128 MB RAM, 256 MB storage, 2M FPGA Gateways) from National Instruments. It contains an NI9234 4-channel module for dynamic data acquisition, an NI9205 analog input channel, and another NI9403 32-channel digital module. The data were acquired and processed using a program developed in LabVIEW.

The acceleration was measured by an ADXL103 uniaxial accelerometer with a measurement range of ±1.7 g, a sensitivity of 1000 mV/g, and a bandwidth from 0.5 Hz to 2.5 kHz. The accelerometer was placed horizontally on the transverse axis under bearing A, as shown in Figure 5. The friction load was registered with a Rhino load cell model RH1242. The validation of the proposed integration method was performed with a single-point vibrometer model PV-100 from Polytec.

The sampling frequency was 3 kHz, and each measurement time series vector had 1042 data. According to Table 2, two cases were studied: (a) Case 1 consisted in taking a measurement of the rotor with a constant unbalanced test mass of 12 gr; (b) in Case 2, in addition to the first case conditions, a dry friction contact was applied on the outer diameter of the disk. Both cases were calculated at 700 and 1800 rpm.

| Case | Test Conditions       | Instrument   | Test Velocities (rpm) |
|------|-----------------------|--------------|-----------------------|
| 1    | Unbalanced disk       | Accelerometer| 700, 1800             |
| 2    | Unbalanced disk + Friction | Accelerometer | 700, 1800          |

Initially, it is important to know the critical speed of the system to avoid working close to its value. The critical velocity of the system was \( \omega_n = 4775.7 \) rpm, from Equation (16), given a disk mass \( M = 0.819 \) kg, \( a = 350 \) mm, \( b = 350 \) mm, \( L = 700 \) mm, \( E = 210 \) GPa, \( l = 6397.1 \) mm\(^4\), and assuming that the shaft and the disk are manufactured with AISI 4140 steel. The velocity test range is less than 40% of the critical speed, thus \( \omega_n \) will not affect the results.
3.2. Flow Chart of the Experimental Setup

The proposed method to diagnose the unbalanced rotor with friction is presented in Figure 6. The block diagram describes the Simpson’s integration and detrending with the EMD method (here referred to as SDEMDI) and the new phase-shift empirical mode decomposition integration (PSEMDI).

![Block diagram of the proposed method.](image)

3.3. Friction Force Results

A comparison of the vibration levels in the system before applying additional mass and friction is shown in Figure 7a. The root mean square values for the three acceleration conditions (free, unbalanced, and unbalanced with friction) were 0.017, 0.18, and 1.260, respectively. The friction force in the measurement system has a nonlinear behavior which is shown in Figure 7b. This figure gives the mean friction force for each speed that for this experiment was changed from 700 to 1800 in 100-rpm steps. At the beginning, the friction force was the lowest (0.09 N), then it increased with speed up to 1400 rpm (0.88 N). Between 1500 and 1800 rpm, it decreased to 0.44 N and stabilized.

3.4. SDEMDI Method

The acceleration spectra were recorded for each test condition. Then, each spectrum was processed so that the mean value matches the zero axis of the vibration amplitude. All data were normalized before the integration process. The acceleration signal for Case 1, unbalanced disk without friction and 700 rpm (U-700), is presented in Figure 8a. The acceleration signal was integrated by the 1/3 Simpson’s rule. Only the first case is presented to show the methodology applied to obtain the velocity, and the displacement was estimated by repeating the process with the velocity. For all cases, the initial conditions for both velocity and displacement were set to zero. An algorithm carried out the signal processing on MATLAB to ensure all results had the same processing treatment. The velocity obtained after integration is presented in Figure 8b. The red line represents the trend of the velocity due to integration process and errors in the original signal in Figure 8b. The trend was
computed by the two lowest IMFs of the integrated spectrum. The velocity was corrected according to its trend, and the final velocity is shown in Figure 8c.

Figure 7. (a) Comparison of signal for three different disk conditions at 900 rpm: free, unbalanced, and unbalanced with friction; (b) friction behavior for different speeds.

Figure 8. Transformation of acceleration into velocity by detrending with the SDEMDI method for Case 1 at 700 rpm: (a) Acceleration signal; (b) velocity resulting from integration with its trend; (c) corrected velocity and displacement.

The IMFs resulting from EMD implementation are shown in Figure 9. The process was repeated to transform the velocity into position, then applied to all cases.

3.5. Proposed PSEMDI Method

The proposed method was validated by comparing the velocity obtained using the PSEMDI with the signal measured directly by a laser vibrometer, and both devices were synchronized. The laser vibrometer focused on the disk surface close to the friction point. Due to the measurement points being different in position and orientation, the vibrometer signal had to be corrected in order to be compared. The input signal of the unbalanced disk with friction at 700 rpm is represented by Figure 10a. The velocity curves were compared as shown in Figure 10b, and then the coherence between both signals was calculated and it is presented in Figure 10c. The primary frequencies were located at the peaks A (11.72 Hz, 0.22), B (152.3 Hz, 0.14), and C (199.2 Hz, 0.13), where point A is the angular speed at
700 rpm and the others represent friction frequencies. The velocity signals compared in Figure 10b have a significantly similar pattern despite the low values of the coherence.

![IMFs obtained from acceleration by EMD.](image)

**Figure 9.** IMFs obtained from acceleration by EMD.

![Comparison of PSEMDI velocity with laser vibrometer for the unbalanced disk and friction at 700 rpm.](image)

**Figure 10.** Comparison of PSEMDI velocity with laser vibrometer for the unbalanced disk and friction at 700 rpm: (a) Acceleration signal; (b) comparison of PSEMDI velocity and vibrometer; (c) coherence results.

The PSEMDI procedure is described with two intrinsic mode functions for Case 1 at 700 rpm, according to the block diagram in Figure 6. IMF3 and IMF8 were chosen from results in Figure 11. For each IMF, the FFT was computed and its fundamental frequency and amplitude were calculated. The fundamental frequency is used to phase shift the IMF, and the amplitude was used to correct signal amplitude. Then, the velocity was estimated...
by shifting the IMFs by 1/4 of the fundamental frequency. These steps are shown in Figure 11 for two of the IMFs.

Finally, the IMFs were computed and added to obtain the final velocity and displacement. The penultimate IMF provides the maximum amount of data for the calculation. The results of the calculation of the velocity and displacement with the PSEMDI method are shown in Figure 12. The displacement has the smallest trend, and all vibrations are symmetrical and stable. The results are very different from those obtained with the Simpson’s rule integration. The most interesting difference in the results is that there is no significant trend and, as a consequence, the spectra are more symmetric and stable in contrast with the SDEMDI.
Figure 12. Results of the PSEMDI method for Case 1 at 700 rpm: (a) Signal; (b) velocity; (c) displacement.

3.6. Qualitative Analysis by RP

The results for Case 1 at 700 rpm with the SDEMDI method are presented in Figure 13 and the same calculation for Case 2 at 700 rpm is shown in Figure 14. In both figures, it is possible to observe the evolution of the state variables. The behavior is dominated by the trends that remain in each spectrum; however, in the RP with friction, the characteristic diagonal lines of the nonlinearities of the system prevail. According to the results, there is a clear difference when friction is included in the system, and it is reflected in RP. All recurrence graphs were calculated with the same threshold, $e = 0.1$, for comparison purposes.

The same two cases presented in the previous paragraph are calculated with the proposed PSEMDI method: Case 1 in Figure 15 and Case 2 in Figure 16. At first glance, there are striking visual differences between the results. The phase graphs show a more defined and symmetrical behavior. Similarly, the recurrence graphs are quite different and provide more information about the system. Again, a clear difference can be observed when friction is included in the analysis, although it is more uniform between both cases.

The results for Case 2 at 700 rpm with the proposed method are presented in Figure 14. Friction has more influence on the main diagonal of the RP.

The results for the two cases at 1800 rpm are shown in Figure 17. The system behavior at higher speed showed a similar behavior to that at 700 rpm in the phase diagrams for each integration method, and it is shown here. The recurrence plots indicate a decrease in the pattern point density with the inclusion of friction, compared with the behavior at 700 rpm. Again, there is a big difference between the results from both methods. Similarly, friction also generates differences between the main diagonals in both methods.

3.7. Recurrence Quantification Analysis

The RQA of the experimental setup was carried out on the results from the SDEMDI method and it is reported in Table 3. At 700 rpm, the two parameters that contrasted the most and decreased with friction were $L_{\text{max}}$ and $V_{\text{max}}$. The other parameters grew slightly with friction. On the contrary, at 1800 rpm, all the parameters increased with friction, except RR, which remained constant in all cases; therefore, it can be concluded that friction produces notable differences in some of the parameters.
Figure 13. (a) Evolution of state variables (ESV); (b) phase plane (PP); (c) recurrence plot for Case 1 at 700 rpm.

Figure 14. (a) Evolution of state variables; (b) phase plane; (c) recurrence plot for Case 2 at 700 rpm.
Figure 15. (a) Evolution of state variables; (b) phase plane; (c) recurrence plot for Case 1 at 700 rpm.

Figure 16. (a) Evolution of state variables; (b) phase plane; (c) recurrence plot for Case 2 at 700 rpm.
Figure 17. RPs from the two methods for Case 1 and Case 2, at 1800 rpm: without friction (a,c); with friction (b,d).

Table 3. Quantification of SDEMDI results.

| Parameter | U700 | UF700 | U1800 | UF1800 |
|-----------|------|-------|-------|--------|
| RR        | 0.06 | 0.06  | 0.06  | 0.06   |
| DET       | 0.77 | 0.78  | 0.63  | 0.74   |
| $L$        | 3.54 | 3.64  | 3.28  | 3.60   |
| $L_{\text{max}}$ | 72   | 57    | 41    | 92     |
| ENTR       | 1.56 | 1.64  | 1.49  | 1.61   |
| LAM       | 0.89 | 0.90  | 0.78  | 0.85   |
| $TT$       | 3.64 | 3.44  | 3.39  | 4.02   |
| $V_{\text{max}}$ | 25   | 15    | 15    | 19     |

Similarly, the results obtained with the proposed PSEMDI method were quantified by RQA and presented in Table 4. In this case, the differences due to friction are low for all parameters. The parameters that increased with friction for the two speeds were only $DET$ and $L_{\text{max}}$.

A graphical comparison of all the parameters for the two integration methods is shown in Figure 18. As it can be seen, the results for the PSEMDI method are more constant and uniform. Moreover, the most marked differences between the two methods are shown by the parameters $L_{\text{max}}$ and $V_{\text{max}}$. These differences are due to the double integration process of the SDEMDI method, which has a very significant effect on the values of the maximum vertical and diagonal lines.
Table 4. Quantification of PSEMDI results.

| Parameter | U700 | UF700 | U1800 | UF1800 |
|-----------|------|-------|-------|--------|
| RR        | 0.06 | 0.06  | 0.06  | 0.05   |
| DET       | 0.15 | 0.17  | 0.15  | 0.17   |
| L         | 2.51 | 2.50  | 2.45  | 2.58   |
| L_{max}   | 8    | 9     | 7     | 9      |
| ENTR      | 0.95 | 0.95  | 0.89  | 1.02   |
| LAM       | 0.19 | 0.25  | 0.22  | 0.13   |
| TT        | 2.13 | 2.42  | 2.30  | 2.10   |
| V_{max}   | 5    | 7     | 6     | 4      |

Figure 18. Quantification analysis of the experimental data: SDEMDI (M1); PSEMDI (M2).

4. Discussion

Based on the results obtained with the SDEMDI method, it can be concluded that after each integration process, there is a certain degree of filtering in the signal. Moreover, the deviations are more significant when calculating the displacement. The selection of the degree of the polynomial used to calculate the trend that originates from the integration is somehow arbitrary and it is left to the researcher’s discretion. For the analyzed cases, the final spectra for speed and displacement continue to show significant trends. It can also be noted that as trends are removed, a more symmetrical vibration is obtained. This method depends on the initial conditions, which are set to zero. It can also be concluded that for more complex vibrations, the largest trends are obtained. Consequently, the graphs showed a low density in the vibratory behavior, and the quantification of the recurrence result confirmed the above findings; however, it was possible to distinguish and quantify the effects due to the inclusion of friction both graphically and by RP.

In contrast, the results obtained with the proposed PSEMDI method showed spectra with more symmetry, uniformity, and consistency. They practically did not show a low-frequency trend because the process does not apply the integration by finite differences as the first method does. The results do not depend on the initial values, nor on the subjective estimation of the degree of the polynomial used to eliminate the trend. The EMD is applied...
only once, and the speed and displacement are calculated with the same IMF spectra, considering only their respective phase shifts. Another fundamental characteristic of the proposed method is that it retains the exact nature of EMD and RP regarding their ability to analyze nonlinear and nonstationary systems. All these characteristics can be easily verified with the phase diagrams, the RP, and the quantification of the recurrence parameters; however, it was nonetheless possible to identify the effect of friction on the results.

5. Conclusions

The present work analyzed an unbalanced disk subjected to friction on its outer diameter, at 700 and 1800 rpm, using RP and a new integration method that keeps the nonlinearities of the vibration signal. The disk was mounted on a flexible shaft, and it was supported symmetrically by two bearings at both ends. The vibration was recorded with an accelerometer on the bearing next to the coupling. The acceleration was transformed into velocity and displacement with two methods. With the SDEMDI method, the acceleration was integrated with the Simpson’s rule and then detrended with EMD to obtain the velocity, and the process was applied twice to obtain the displacement. With the newly proposed PSEMDI method, the acceleration was integrated by applying the EMD only once. The results of the proposed integration method were compared with vibration measurements obtained with an interferometer and they had significantly similar patterns. The results show a significant difference between the two methods. Graphs and quantification analysis with PSEMDI are more consistent, uniform, and symmetrical than those with SDEMDI. In both cases, friction can be observed and quantified. Friction produces more irregularities on the main diagonal in the RPs. The quantification parameters that respond to friction with the SDEMDI method are $L_{\text{max}}$, DET, and ENTR, which increase at both speeds. Some additional advantages of PSEMDI are: it maintains the ability to take into account nonlinearities similar to the EMD method; the signal can be integrated without the need of filtering; it is not dependent on the initial conditions; there is no trend due to cumulative errors that typically derive from the integration process; and it does not depend on the subjective selection of a polynomial detrending.

Some future studies are required to evaluate the new PSEMDI and RP for another typical nonlinear fault in rotating machinery. Additional work could be necessary to improve the method and to deal with the highest IMFs frequencies.
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