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Abstract. In this paper we prove the uniqueness of the saddle-shaped solution $u : \mathbb{R}^{2m} \to \mathbb{R}$ to the semilinear nonlocal elliptic equation $(-\Delta)^\gamma u = f(u)$ in $\mathbb{R}^{2m}$, where $\gamma \in (0, 1)$ and $f$ is of Allen-Cahn type. Moreover, we prove that this solution is stable whenever $2m \geq 14$. As a consequence of this result and the connection of the problem with nonlocal minimal surfaces, we show that the Simons cone $\{ (x', x'') \in \mathbb{R}^m \times \mathbb{R}^m : |x'| = |x''| \}$ is a stable nonlocal $(2\gamma)$-minimal surface in dimensions $2m \geq 14$.

Saddle-shaped solutions of the fractional Allen-Cahn equation are doubly radial, odd with respect to the Simons cone, and vanish only in this set. It was known that these solutions exist in all even dimensions and are unstable in dimensions 2, 4, and 6. Thus, after our result, the stability remains an open problem only in dimensions 8, 10, and 12.

The importance of studying this type of solution is due to its relation with the fractional version of a conjecture by De Giorgi. Saddle-shaped solutions are the simplest non 1D candidates to be global minimizers in high dimensions, a property not yet established in any dimension.

1. Introduction

This paper is devoted to the study of saddle-shaped solutions to the fractional Allen-Cahn equation

$$(-\Delta)^\gamma u = f(u) \quad \text{in } \mathbb{R}^n,$$

where $n = 2m$ is an even integer, $f$ is of bistable type (see (1.2) below), and $(-\Delta)^\gamma$ is the fractional Laplacian, defined for $\gamma \in (0, 1)$ by

$$(-\Delta)^\gamma u(x) := c_{n,\gamma} \text{ P. V.} \int_{\mathbb{R}^n} \frac{u(x) - u(\tilde{x})}{|x - \tilde{x}|^{n+2\gamma}} \, d\tilde{x}.$$ 

Here $c_{n,\gamma} > 0$ is a normalizing constant depending only on $n$ and $\gamma$, and P. V. stands for principal value. This problem is motivated by the fractional De Giorgi conjecture...
and it is closely related to the theory of nonlocal minimal surfaces, as we will explain later in this introduction.

Throughout the paper we assume that $f \in C^{2,\alpha}((-1,1))$, for some $\alpha \in (0,1)$, and that is of bistable type, i.e.,

$$f \text{ is odd, } f(0) = f(1) = 0, \text{ and } f'' < 0 \text{ in } (0,1).$$

(1.2)

Note that as a consequence we have $f > 0$ in $(0,1)$. A typical example of this kind of nonlinearity is $f(u) = u - u^3$.

An important role in this paper is played by the Simons cone, which is defined in $\mathbb{R}^{2m}$ by

$$\mathcal{C} := \{ x = (x', x'') \in \mathbb{R}^m \times \mathbb{R}^m : |x'| = |x''| \}.$$

It is well known that the Simons cone has zero mean curvature at every point $x \in \mathcal{C} \setminus \{0\}$, in every dimension $2m \geq 2$. However, it is only in dimensions $2m \geq 8$ that $\mathcal{C}$ is a minimizer of the area functional, as established by Bombieri, De Giorgi, and Giusti in [7]. Regarding the fractional setting, for every $\gamma \in (0,1/2)$, $\mathcal{C}$ has zero nonlocal mean curvature in every even dimension but it is not known if, in addition, it is a minimizer of the fractional perimeter in dimensions $2m \geq 8$. We recall that it is only in dimension $2m = 2$ where we have a complete classification of minimizing nonlocal minimal cones, establishing that they must be flat (see [44]). The same classification result for stable nonlocal minimal cones holds also in $\mathbb{R}^2$ (see [45]), and in $\mathbb{R}^3$ and for $\gamma$ close to $1/2$ (see [12]). Recall that by stability we understand that the second variation of the energy functional is nonnegative (and thus, it is a weaker property than minimality). In higher dimensions $n$, the classification of nonlocal minimal cones is widely open and the main result in this direction is the one in [20], establishing that minimizing nonlocal minimal cones are flat in dimensions $2 \leq n \leq 7$ for $\gamma$ close to $1/2$. It is also an open problem to find, in high dimensions, an example of nonsmooth minimizing nonlocal minimal surface. A main candidate for this is, as in the local case, the Simons cone.

The only other result (apart from the previous ones) concerning the possible minimality of the Simons cone refers to its stability, and it is proved in [25] by Dávila, del Pino, and Wei. In that paper, the authors characterize the stability of Lawson cones through an inequality involving only two hypergeometric constants which depend only on $\gamma$ and the dimension $n$. It is a hard task to verify the criterion analytically, and this has not been accomplished. It seems also delicate to check it numerically, but some cases are treated in [25]. With a numerical computation, [25] finds that, in dimensions $n \leq 6$ and for $\gamma$ close to zero, no Lawson cone with zero nonlocal mean curvature is stable. The Simons cone is a particular case of Lawson cone corresponding to $C^m_m(2\gamma)$ in the notation of [25]. Numerics also shows that all Lawson cones in dimension 7 are stable if $\gamma$ is close to zero. These results for small $\gamma$ fit with the general belief that, in the fractional setting, the Simons cone should be stable (and even a minimizer) in dimensions $2m \geq 8$ (as in the local case), probably for all $\gamma \in (0,1/2)$, though this is still an open problem.

In the present paper, we make a first contribution to the previous question by showing that the Simons cone is a stable $(2\gamma)$-minimal cone in dimensions $2m \geq 14$. Our proof
uses the so-called saddle-shaped solution to the Allen-Cahn equation. As we will see in more detail, by the fractional Modica-Mortola type Γ-convergence result, the remarks above on the stability of the Simons cone are expected to hold also for saddle-shaped solutions. Indeed, our proof proceeds by establishing the stability of such solution to the fractional Allen-Cahn equation in dimensions $2m \geq 14$ (see Theorem 1.6 below). Then, as a consequence of this and a recent result by Cabrér, Cinti, and Serra in [13] (see also the comments in [12]) concerning the preservation of stability along a blow-down procedure for the fractional Allen-Cahn equation, we deduce the stability of the Simons cone as a nonlocal minimal surface in these dimensions (see Corollary 1.7).

To introduce saddle-shaped solutions, we define the following variables:

$$s := \sqrt{x_1^2 + \ldots + x_m^2} \quad \text{and} \quad t := \sqrt{x_{m+1}^2 + \ldots + x_{2m}^2},$$

for which the Simons cone becomes $\mathcal{C} = \{ s = t \}$. Through the paper we will also use the letter $\mathcal{O}$ to denote one of the sets in which the cone divides the space:

$$\mathcal{O} := \{ x = (x', x'') \in \mathbb{R}^m \times \mathbb{R}^m : |x'| > |x''| \} = \{ s > t \}.$$

We define saddle-shaped solutions as follows.

**Definition 1.1.** We say that a bounded solution $u$ to (1.1) is a *saddle-shaped solution* (or simply *saddle solution*) if

(i) $u$ is a doubly radial function, that is, $u = u(s, t)$.

(ii) $u$ is odd with respect to the Simons cone, that is, $u(s, t) = -u(t, s)$.

(iii) $u > 0$ in $\mathcal{O} = \{ s > t \}$.

Saddle-shaped solutions for the classical Allen-Cahn equation involving the Laplacian were first studied by Dang, Fife, and Peletier in [24] in dimension $2m = 2$. They established the existence and uniqueness of this type of solutions, as well as some monotonicity properties and asymptotic behavior. In [46], Schatzman studied the instability property of saddle solutions in $\mathbb{R}^2$. Later, Cabrér and Terra proved the existence of a saddle solution in every dimension $2m \geq 2$, and they established some qualitative properties such as asymptotic behavior, monotonicity properties, as well as instability in dimensions $2m = 4$ and $2m = 6$ (see [17, 18]). The uniqueness in dimensions higher than 2 was established by Cabrér in [9], where he also proved that the saddle solution is stable in dimensions $2m \geq 14$.

In the nonlocal framework, there are only two works concerning saddle-shaped solutions to (1.1). In [22, 23], first for $\gamma = 1/2$ and then for $\gamma \in (0, 1)$, Cinti proved the existence of a saddle-shaped solution to (1.1) as well as some qualitative properties such as asymptotic behavior, monotonicity properties, and instability in low dimensions (see Theorem 1.2 below).

In the present paper, we prove further properties of these solutions, the main ones being uniqueness and, when $2m \geq 14$, stability. Uniqueness is important since then the saddle-shaped solution becomes a canonical object associated to the Allen-Cahn equation and the Simons cone.
In [22, 23], the main tool used is the extension problem for the fractional Laplacian (see (1.3) below and [19]). This is also the approach of the present paper. It should be remarked that the extension technique has the limitation that it only works for the fractional Laplacian, and therefore the same arguments cannot be carried out for more general integro-differential operators of the form

\[ L_K u(x) = \text{P.V.} \int_{\mathbb{R}^n} \{u(x) - u(\tilde{x})\}K(x - \tilde{x}) \, d\tilde{x}. \]

In two forthcoming papers [29, 30] we address this problem by studying saddle-shaped solutions to equation \( L_K u = f(u) \) in \( \mathbb{R}^{2m} \), where \( L_K \) is an elliptic integro-differential operator of the previous form with a radially symmetric kernel \( K \). One of the most basic tools that we need is a maximum principle for the operator acting on functions which are odd with respect to the Simons cone. In [29] we find a necessary and sufficient condition to have such a maximum principle and, as we will see there, this will require a certain convexity property of the kernel \( K \).

Let us now introduce the extension problem for the fractional Laplacian, which is the main tool used in this paper. First we should settle the notation. We call \( \mathbb{R}^{n+1}_+ := \mathbb{R}^n \times (0, +\infty) \) and denote points by \((x, \lambda) \in \mathbb{R}^{n+1}_+ \) with \( x \in \mathbb{R}^n \) and \( \lambda > 0 \). As it is well known, see [19], if \( u : \mathbb{R}^{n+1}_+ \to \mathbb{R} \) solves \( \text{div}(\lambda^a \nabla u) = 0 \) in \( \mathbb{R}^{n+1}_+ \) with \( a = 1 - 2\gamma \), then

\[ \frac{\partial u}{\partial \nu^a}(x) := -\lim_{\lambda \downarrow 0} \lambda^a u(\lambda, \lambda) = \frac{(-\Delta)^\gamma u(x, 0)}{d_\gamma}, \]

where \( d_\gamma \) is a positive constant depending only on \( \gamma \). Therefore, problem (1.1) is equivalent to

\[
\begin{cases}
\text{div}(\lambda^a \nabla u) &= 0 \quad \text{in } \mathbb{R}^{n+1}_+, \\
\frac{d_\gamma}{\partial \nu^a} \frac{\partial u}{\partial \nu^a} &= f(u) \quad \text{on } \partial \mathbb{R}^{n+1}_+ = \mathbb{R}^n.
\end{cases}
\tag{1.3}
\]

We will always consider functions defined in \( \mathbb{R}^{n+1}_+ \) and not only in \( \mathbb{R}^n \), and we will use the same letter to denote both the function and its trace on \( \mathbb{R}^n \). Regarding sets in \( \mathbb{R}^{n+1}_+ \), we use the following notation. If \( \Omega \subset \mathbb{R}^{n+1}_+ \), we define

\[
\partial L \Omega := \partial \Omega \cap \{\lambda > 0\} \quad \text{and} \quad \partial_0 \Omega := \partial \Omega \setminus \partial L \Omega \subset \{\lambda = 0\}.
\tag{1.4}
\]

We write

\[
B_R^+ := \{(x, \lambda) \in \mathbb{R}^{n+1}_+: |(x, \lambda)| < R\},
\]

for half-balls in \( \mathbb{R}^{n+1}_+ \). If \( x_0 \in \mathbb{R}^n \), \( B_R^+(x_0) = (x_0, 0) + B_R^+ \).

A certain solution of problem (1.1) in dimension 1, the so-called layer solution, plays a crucial role through this paper. It is the unique solution of the following problem:
\[
\begin{align*}
\text{div}(\lambda^a \nabla u_0) &= 0 \quad \text{in } \mathbb{R}^2_+ = \mathbb{R} \times (0, +\infty), \\
d_\lambda \frac{\partial u_0}{\partial \nu} &= f(u_0) \quad \text{on } \partial \mathbb{R}^2_+ = \mathbb{R}, \\
\partial_s u_0 &> 0 \quad \text{on } \partial \mathbb{R}^2_+ = \mathbb{R}, \\
u_0(0, 0) &= 0, \\
\lim_{x \to \pm \infty} u_0(x, 0) &= \pm 1.
\end{align*}
\]

Under the assumptions on \(f\) in (1.2), the existence and uniqueness of such solution are well known (see [14]).

The importance of the layer solution comes from the fact that the associated function
\[
U(x, \lambda) := u_0 \left( \frac{s - t}{\sqrt{2}}, \lambda \right) \quad \text{for } x \in \mathbb{R}^{2m} \text{ and } \lambda > 0,
\]
which is odd with respect to the Simons cone and positive in \(\mathcal{O} \times [0, +\infty)\), describes the asymptotic behavior of saddle-shaped solutions at infinity (as shown in [22, 23]; see Theorem 1.2 below). Note that from Lemma 4.2 in [17], we know that \(|s - t|/\sqrt{2}\) is the distance to the Simons cone. Therefore, we can understand the function \(U\) as the layer solution centered at each point of the Simons cone and oriented in the normal direction to the cone. Moreover, in this paper we show (see Proposition 1.5) that the saddle-shaped solution lies below \(U\) in \(\mathcal{O}\), as it occurs in the local case (see Proposition 1.5 in [17]).

It is sometimes useful to consider also the following variables:
\[
y := \frac{s + t}{\sqrt{2}} \quad \text{and} \quad z := \frac{s - t}{\sqrt{2}},
\]
which satisfy \(y \geq 0\) and \(-y \leq z \leq y\). In these variables, \(\mathcal{C} = \{z = 0\}\) and \(\mathcal{O} = \{z > 0\}\). Therefore, we can write \(U(x, \lambda) = u_0(z, \lambda)\).

To study the minimality and stability of the saddle-shaped solution, we recall the energy functional associated to equation (1.3):
\[
\mathcal{E}(w, \Omega) := \frac{d_\lambda}{2} \int_{\Omega} \lambda^a |\nabla w|^2 \, dx \, d\lambda + \int_{\partial \Omega} G(w) \, dx, \quad \text{where } G' = -f.
\]

We say that \(u\) is a minimizer for problem (1.3) in \(\Omega \subset \mathbb{R}^{2m+1}_+\) if
\[
\mathcal{E}(u, \Omega) \leq \mathcal{E}(w, \Omega)
\]
for every \(w\) such that \(w = u\) on \(\partial_L \Omega\). Observe that the admissible competitors do not have the boundary condition prescribed on \(\partial_L \Omega\). This is in correspondence with the Neumann condition in (1.3). We say that \(u\) is a global minimizer if it is a minimizer in every bounded domain \(\Omega\) of \(\mathbb{R}^{2m+1}_+\).

A bounded solution to (1.3) is said to be \textit{stable} if the second variation of the energy with respect to perturbations \(\xi\) which have compact support in \(\mathbb{R}^{2m+1}_+\) is nonnegative.
That is, if
\[
\int_{\mathbb{R}^{2m}} f'(u) \xi^2 \, dx \leq d \gamma \int_{0}^{\infty} \int_{\mathbb{R}^{2m}} \lambda^a |\nabla \xi|^2 \, dx \, d\lambda
\]
for every $\xi \in C^\infty_c (\mathbb{R}^{2m+1})$.

In the following theorem we collect the known results concerning saddle-shaped solutions to (1.1).

**Theorem 1.2** ([22, 23, 16, 15]). Let $\gamma \in (0, 1)$ and let $f \in C^2, \alpha \left((-1, 1)\right)$ be a function satisfying (1.2).

(i) For every even dimension $2m \geq 2$, there exists a saddle-shaped solution to problem (1.1) with $|u| < 1$.

(ii) For every even dimension $2m \geq 2$, every saddle-shaped solution to problem (1.1) satisfies
\[
\left\| |u - U| + |\nabla_x (u - U)|\right\|_{L^\infty(\mathbb{R}^{2m} \setminus B_R)} \to 0, \quad \text{as} \quad R \to +\infty,
\]
where $U$ is defined in (1.6).

(iii) In dimension $2m$ with $2 \leq 2m \leq 6$, every saddle-shaped solution is unstable.

Here $\nabla_x$ denotes the gradient only in the horizontal variables $x \in \mathbb{R}^{2m}$, not to be confused with the gradient $\nabla = \nabla_{(x, \lambda)}$ in (1.3) or (1.7), for instance.

Points (i) and (ii) of Theorem 1.2 were proved by Cinti, first for $\gamma = 1/2$ in [22] and then extended to all powers $\gamma \in (0, 1)$ in [23]. Instability in dimension $2m = 2$ follows from a general result on stable solutions established in [15] (previously proved for $\gamma = 1/2$ in [16]). Instead, instability in dimensions $2m = 4$ and $2m = 6$ was proved in [22, 23].

Our first main result is the uniqueness of the saddle-shaped solution. As a consequence, such solution to the fractional Allen-Cahn equation becomes a canonical object associated to the cone $\mathcal{C}$.

**Theorem 1.3.** Let $\gamma \in (0, 1)$ and let $f$ be a function satisfying (1.2). Then, for every even dimension $2m \geq 2$, there exists a unique saddle-shaped solution to problem (1.3).

As in the paper of Cabré [9] for the classical case, the proof of the uniqueness result follows from the asymptotic behavior of the saddle solution (point (ii) in Theorem 1.2) and a maximum principle in $\mathcal{O}$ for the linearized operator at a saddle-shaped solution. The maximum principle is the following.

**Proposition 1.4.** Let $u$ be a saddle-shaped solution of (1.3). Let $\Omega \subset \mathcal{O} \times (0, +\infty) \subset \mathbb{R}^{2m+1}$ be an open set such that $\partial_0 \Omega$ is nonempty. Let $v \in C^2(\Omega) \cap C(\overline{\Omega})$ be bounded from above and such that $\lambda^a v_\lambda \in C(\overline{\Omega})$.

Consider the operator $\mathcal{L}_u$ defined by
\[
\mathcal{L}_u v := d_\gamma \frac{\partial v}{\partial \nu^a} - f'(u)v \quad \text{on} \quad \partial_0 \Omega \subset \mathbb{R}^{2m} \times \{0\},
\]
and assume that
\[
\begin{align*}
- \text{div}(\lambda^a \nabla v) & \leq b(x, \lambda) v \quad \text{in } \Omega \subset \mathcal{O} \times (0, +\infty), \\
\mathcal{L}_u v & \leq 0 \quad \text{on } \partial_0 \Omega \subset \mathcal{O}, \\
v & \leq 0 \quad \text{on } \partial \mathcal{L} \Omega,
\end{align*}
\]
with \( b \leq 0 \). Then, \( v \leq 0 \) in \( \Omega \).

To establish the previous maximum principle we follow the proof of the analogous result for the local case \((\gamma = 1)\) in [9]. It involves a maximum principle in “narrow” sets (see also [8, 5]). The main difference between our proof and the one in [9] is that, since we are using the extension problem, a new notion of narrowness is needed to carry out the same type of arguments (see Section 2 for the details).

The second main result of this paper is the following pointwise estimate for the saddle-shaped solution. We prove that the function \( U(s,t,\lambda) := u_0((s-t)/\sqrt{2}, \lambda) \) is a barrier for the saddle-shaped solution. This result was established in the local setting \((\gamma = 1)\) in [17], but in such case the proof is quite simple by using the so-called Modica estimate (see [17] for the details). In the fractional framework, this estimate is only available (in a nonlocal form) in dimension 1 (see [16, 14]) and therefore we need another type of argument. Our strategy is to use a maximum principle for the linearized operator at \( U \), similar to the one in Proposition 1.4. The pointwise estimate we establish is the following.

**Proposition 1.5.** Let \( u \) be the saddle-shaped solution of (1.3), let \( u_0 \) be the layer solution given by (1.5) and let \( U \) be defined by (1.6). Then,
\[
|u(x, \lambda)| \leq |U(x, \lambda)| = |u_0(\text{dist}(x, \mathcal{C}), \lambda)| \quad \text{for every } (x, \lambda) \in \mathbb{R}^{2m+1}_+.
\]

The third main result of the present paper establishes the stability of the saddle solution in high dimensions. This is an extension of Theorem 1.4 in [9] to the nonlocal case. For its proof, it is crucial to use the extension problem.

**Theorem 1.6.** Assume that \( f \) satisfies (1.2). If \( 2m \geq 14 \), then the saddle-shaped solution \( u \) of (1.3) is stable in \( \mathbb{R}^{2m+1}_+ \), i.e., (1.7) holds.

Its stability is a consequence of the following fact. For every constant \( b > 0 \) satisfying \( b(b - m + 2) \leq -(m - 1) \), the function
\[
\varphi := t^{-b} u_s - s^{-b} u_t,
\]
defined in \( \mathbb{R}^{2m+1}_+ \setminus \{st = 0\} \), is even with respect to the Simons cone and is a positive supersolution of the linearized operator. More precisely, \( -\text{div}(\lambda^a \nabla \varphi) \geq 0 \) in \( \mathbb{R}^{2m+1}_+ \setminus \{st = 0\} \) and \( \mathcal{L}_u \varphi \geq 0 \) in \( \mathbb{R}^{2m} \setminus \{st = 0\} \), where \( \mathcal{L}_u \) is defined in (1.8).

An important consequence of this result is Corollary 1.7, stated next, on the stability of the Simons cone as a \((2\gamma)\)-minimal surface in dimensions \( 2m \geq 14 \). This is the first analytical proof of its stability for some \( \gamma \) and \( m \). It follows directly from the convergence results proved in [13] for stable solutions to the Allen-Cahn equation after
a blow-down, together with the preservation of the stability along this procedure (see also the comments at the end of this introduction).

**Corollary 1.7.** Let $\gamma \in (0, 1/2)$ and $2m \geq 14$. Then, the Simons cone $C \subset \mathbb{R}^{2m}$ is a stable $(2\gamma)$-minimal surface.

The key ingredients to prove Theorem 1.6 are some monotonicity and second derivative properties for the saddle-shaped solution. In fact, $\varphi$ being a positive supersolution will follow from such properties. More precisely, our arguments will use the following.

**Proposition 1.8.** Let $u$ be the saddle-shaped solution to (1.3). Then,

(i) $u_y > 0$ in $\mathcal{O} \times [0, +\infty)$.
(ii) $-u_t > 0$ in $(\mathcal{O} \setminus \{t = 0\}) \times [0, +\infty)$.
(iii) $u_{st} > 0$ in $(\mathcal{O} \setminus \{t = 0\}) \times [0, +\infty)$.

As a consequence, for every direction $\partial_{\eta} = \alpha \partial_y - \beta \partial_t$, where $\alpha$ and $\beta$ are nonnegative constants, $\partial_{\eta} u > 0$ in $\{s > t > 0, \lambda \geq 0\}$.

The monotonicity properties (i) and (ii) were proved in the papers of Cinti [22, 23] for the so-called maximal saddle solution —note that in those papers the uniqueness of the saddle-shaped solution was not known yet. From her result and our uniqueness theorem, (i) and (ii) in Proposition 1.8 follow. Nevertheless, we present here a new proof of them by applying the maximum principle for the linearized operator to certain equations satisfied by $u_s$ and $u_t$. A similar argument will establish the new property (iii) for the crossed second derivative $u_{st}$.

To conclude this introduction, let us comment briefly on the importance of problem (1.1) and its relation with a conjecture of De Giorgi and the theory of minimal surfaces.

The interest on problem (1.1) originates from a famous conjecture of De Giorgi for the classical Allen-Cahn equation. It reads as follows. Let $u$ be a bounded solution to $-\Delta u = u - u^3$ in $\mathbb{R}^n$ which is monotone in one direction, say $\partial_n u > 0$. Then, if $n \leq 8$, $u$ is one dimensional, i.e., $u$ depends only on one Euclidean variable. This conjecture was proved to be true in dimension $n = 2$ by Ghoussoub and Gui [32], and in dimension $n = 3$ by Ambrosio and Cabré [2]. For dimensions $4 \leq n \leq 8$, and under the additional assumption

$$
\lim_{x_n \to \pm \infty} u(x', x_n) = \pm 1 \quad \text{for all } x' \in \mathbb{R}^{n-1},
$$

the conjecture was established by Savin [40] (see also the previous work of Ghoussoub and Gui [33] in dimensions 4 and 5 for antisymmetric solutions). A counterexample to the conjecture in dimensions $n \geq 9$ was given by del Pino, Kowalczyk and Wei [26].

The corresponding conjecture in the nonlocal setting, where one replaces the operator $-\Delta$ by $(-\Delta)^\gamma$, has been widely studied in the last years. In this framework, the conjecture has been proven to be true in dimension $n = 2$ by Cabré and Solà-Morales in [16] for $\gamma = 1/2$, and extended to every power $0 < \gamma < 1$ by Cabré and Sire in [15] and also by Sire and Valdinoci in [47]. In dimension $n = 3$, the conjecture has been proved by Cabré and Cinti for $1/2 \leq \gamma < 1$ in [10, 11] and by Dipierro, Farina,
and Valdinoci for $0 < \gamma < 1/2$ in [27]. Recently, in [41, 42] Savin has established the validity of the conjecture in dimensions $4 \leq n \leq 8$ and for $1/2 \leq \gamma < 1$, but assuming the additional hypothesis (1.10). Under the same extra assumption, the conjecture is true in the same dimensions for $0 < \gamma < 1/2$ and $\gamma$ close to $1/2$, as proved by Dipierro, Serra, and Valdinoci in [28]. The most recent result concerning the proof of the conjecture is the one by Figalli and Serra in [31], where they have established the conjecture in dimension $n = 4$ and $\gamma = 1/2$ without requiring the additional limiting assumption (1.10). Note that, without (1.10), the analogous result for the Laplacian in dimension $n = 4$ is not known. In the forthcoming paper [13], Cabré, Cinti, and Serra prove the conjecture in dimension $n = 4$ for $0 < \gamma < 1/2$ and $\gamma$ sufficiently close to $1/2$. A counterexample to the De Giorgi conjecture for fractional Allen-Cahn equation in dimensions $n \geq 9$ for $\gamma \in (1/2, 1)$ has been very recently announced in [21].

Coming back to the local Allen-Cahn equation, while studying this conjecture by De Giorgi, another question arose naturally: do global minimizers in $\mathbb{R}^n$ of the Allen-Cahn energy have one-dimensional symmetry? A deep result from Savin [40] states that in dimension $n \leq 7$ this is indeed true. On the other hand, Liu, Wang, and Wei [37] have constructed minimizers in dimensions $n \geq 8$ which are not one-dimensional. We should mention that the same question for stable solutions (instead of minimizers) is still largely open, only solved in dimension $n = 2$ (see [32, 3]).

The saddle-shaped solution is of special interest regarding the previous two questions. It is expected to be a simple example of non one-dimensional minimizer to the Allen-Cahn equation in high dimensions, having the same role as the Simons cone for the theory of minimal surfaces. In addition, regarding the conjecture by De Giorgi, if the saddle-shaped solution was proved to be a minimizer in some even dimension $2m$, we would automatically have a counterexample to the conjecture in higher dimensions. This is due to a result by Jerison and Monneau [35], where they show that such a counterexample in dimension $\mathbb{R}^{n+1}$ can be constructed with a rather natural procedure if there exists a non one-dimensional global minimizer of $-\Delta u = f(u)$ in $\mathbb{R}^n$ which is bounded and even with respect to each coordinate. The saddle-shaped solution is of special interest in relation with the Jerison-Monneau program since it is even with respect to all the coordinate axis and it is expected to be a minimizer in high dimensions. If proved to be a minimizer, the saddle-shaped solution would provide an alternative construction of a counterexample to the original conjecture of De Giorgi, different from the one of [26].

Let us explain why the Allen-Cahn equation has a very strong connection with the theory of minimal surfaces. A deep result from the seventies by Modica and Mortola (see [38, 39]) states that considering an appropriately rescaled version of the Allen-Cahn equation, the corresponding energy functionals $\Gamma$-converge to the perimeter functional. Thus, the minimizers of the equation converge to the characteristic function of a set of minimal perimeter. This same fact holds for the equation with the fractional Laplacian, though we have two different scenarios depending on the parameter $\gamma \in (0, 1)$. If $\gamma \geq 1/2$, the rescaled energy functionals associated to (1.1) $\Gamma$-converge to the classical
perimeter (see [1, 34]), while in the case $\gamma \in (0, 1/2)$ they $\Gamma$-converge to the fractional perimeter (see [43]). As a consequence, if the saddle-shaped solution was proved to be a minimizer in a certain dimension for some $\gamma \in (0, 1/2)$, it would follow that the Simons cone $\mathcal{C}$ would be a minimizing nonlocal $(2\gamma)$-minimal surface in such dimensions. As mentioned before, this last statement is an open problem in any dimension. Our Corollary 1.7 on stability is related to this question, but for a weaker property than minimality.

By a result of Cabrér, Cinti, and Serra in [13], also the stability is preserved in the blow-down limit when $\gamma \in (0, 1/2)$. Therefore, a limit of stable solutions to (1.1) with $\gamma \in (0, 1/2)$ will be a stable set for the $(2\gamma)$-perimeter. Thus, as a consequence of Theorem 1.6 we deduce Corollary 1.7.

The paper is organized as follows. In section 2 we prove the maximum principle for the linearized operator in $O$, Proposition 1.4. Section 3 is devoted to show Theorem 1.3 concerning the uniqueness of the saddle-shaped solution. In Section 4 we establish some monotonicity properties of the layer solution $u_0$, as well as the pointwise estimate for the saddle solution in terms of the layer $u_0$, stated in Proposition 1.5. In Section 5 we prove the monotonicity and second derivative properties of the saddle solution stated in Proposition 1.8. Finally, Section 6 concerns the proof of the stability results, Theorem 1.6 and Corollary 1.7.

2. Maximum principles for the linearized operator

In this section we establish Proposition 1.4, a maximum principle for the linearized operator. To prove it, we follow the ideas appearing in [9], where an analogous maximum principle is proved for the local case $\gamma = 1$. The proof for the Laplacian uses a maximum principle in "narrow" sets (see for instance [8, 5]). In our case, the use of the extension problem requires a similar maximum principle but in pairs of sets that we will call "extension-narrow", defined next.

**Definition 2.1** ("Extension-narrow" pair of sets). Let $\Omega \subset \mathbb{R}^{n+1}_+$ be an open set, not necessarily bounded, and let $\Gamma \subset \partial_0 \Omega$ be nonempty —recall that $\partial_0 \Omega$ is defined by (1.4). Given $\theta \in (0, 1)$ and $a \in (-1, 1)$, we define $R_a(\Omega, \Gamma, \theta) \in (0, +\infty]$ to be the smallest positive constant $R$ for which

$$\frac{|B_R^+(x) \setminus \Omega|_a}{|B_R^+(x)|_a} \geq \theta \quad \text{for every } x \in \Gamma, \quad (2.1)$$

where

$$|E|_a := \int_E \lambda^a \, dx \, d\lambda.$$

We say that $R_a(\Omega, \Gamma, \theta) = +\infty$ if no such radius exists.

From this definition, we will say that a pair $(\Omega, \Gamma)$ is "extension-narrow" if $R_a(\Omega, \Gamma, \theta)$ is small enough depending on certain quantities.
Figure 1. (a) A pair \((\Omega_1, \Gamma_1)\) satisfying \(R_0(\Omega_1, \Gamma_1, 1/2) = +\infty\) but with \(\Gamma_1\) being “narrow” in \(\mathbb{R}\). (b) An “extension-narrow” narrow pair \((\Omega_2, \Gamma_2)\) with \(\Gamma_2\) not “narrow” in \(\mathbb{R}\).

Note that if in (2.1) we consider \(a = 0\) and full balls centered at every point \(x \in \Omega\), we recover the usual definition of “narrow” set. Here, instead, we only consider half-balls centered at points \(x \in \Gamma \subset \partial_0 \Omega\).

Let us remark that both sets \(\Omega \in \mathbb{R}^{n+1}_+\) and \(\Gamma \subset \partial_0 \Omega\) play an important role in this notion of “narrowness”, as illustrated in the following examples in \(\mathbb{R}^{2+}\). On the one hand, let \(\Omega_1 = \{ \lambda > (x - \varepsilon)/2 \} \cap \{ \lambda > -(x + \varepsilon)/2 \} \cap \{ \lambda > 0 \} \subset \mathbb{R}^2_+\) and let \(\Gamma_1 = \partial_0 \Omega_1 = (-\varepsilon, \varepsilon) \subset \mathbb{R}\) —see Figure 1 (a). This pair has \(R_0(\Omega_1, \Gamma_1, 1/2) = +\infty\) for all \(\varepsilon > 0\) even though \(\Gamma_1\) is “narrow” in \(\mathbb{R}\) in the usual sense if \(\varepsilon\) is small enough.

On the other hand, the pair consisting of \(\Omega_2 = \{ 0 < \lambda < \varepsilon \}\) and \(\Gamma_2 = \partial_0 \Omega_2 = \mathbb{R}\) is “extension-narrow” if \(\varepsilon\) is small enough, while \(\Gamma_2\) is not “narrow” in the usual sense in \(\mathbb{R}\) —see Figure 1 (b).

Once the quantity \(R_a(\Omega, \Gamma, \theta)\) is defined, we can state precisely the maximum principle in “extension-narrow” pairs.

**Proposition 2.2** (Maximum principle in “extension-narrow” pairs). Let \(\Omega \subset \mathbb{R}^{n+1}_+\) be an open set and let \(\Gamma \subset \partial_0 \Omega\) be nonempty. Assume that there exists a nonempty open cone \(E \subset \partial_0 \mathbb{R}^{n+1}_+ = \mathbb{R}^n\) such that \((E \times (0, +\infty)) \cap \Omega = \emptyset\).

Let \(a \in (-1, 1)\) and let \(v \in C^2(\Omega) \cap C(\overline{\Omega})\) be a function bounded from above such that \(\lambda^a v_\lambda \in C(\overline{\Omega})\), and assume that it satisfies

\[
\begin{align*}
-\operatorname{div}(\lambda^a \nabla v) &\leq b(x, \lambda) v \quad \text{in } \Omega, \\
\frac{\partial v}{\partial \nu^a} + c(x) v &\leq 0 \quad \text{on } \Gamma, \\
v &\leq 0 \quad \text{on } \partial \Omega \setminus \Gamma,
\end{align*}
\]

where \(b \leq 0\) in \(\Omega\) and \(c\) is bounded from below on \(\Gamma\).

Then, for every \(\theta \in (0, 1)\) there exists a constant \(R^*\), depending only on \(n, a, \theta, \) and \(||c^-||_{L^\infty(\Gamma)}\), such that \(v \leq 0\) in \(\Omega\) whenever \(R_a(\Omega, \Gamma, \theta) \leq R^*\).

Before proving this result, let us explain why we need to introduce the notion of “extension-narrowness”. In the proof of Proposition 1.4 we will use this maximum principle in a pair \((\Omega, \Gamma)\) with \(\Omega \subset \mathcal{O} \times (0, +\infty)\), and \(\Gamma \subset \partial_0 \Omega\) in an \(\varepsilon\)-neighborhood...
in $\mathcal{O}$ of the cone $\mathcal{C}$. In this case, $\Omega$ could be very big (and not “narrow” in the usual sense) in $\mathbb{R}^{2m+1}_+$, as in Figure 2. However, $\mathcal{O}^c \times (0, +\infty)$ is contained in the complement of $\Omega$ — even if $\Omega$ filled all $\mathcal{O} \times (0, +\infty)$. Thus, it follows readily that $(\Omega, \Gamma)$ is “extension-narrow” by using that balls in this notion are centered in $\Gamma$ (see Corollary 2.5 below for the details).

To prove Proposition 2.2 we need the following weak Harnack inequality.

**Proposition 2.3** (Proposition 3.2 of [49]). Let $v \in H^1(B_R^+, \lambda^a)$ be a nonnegative function that weakly satisfies

\[
\begin{cases}
-\text{div}(\lambda^a \nabla v) \geq 0 & \text{in } B_R^+,

\frac{\partial v}{\partial \nu^a} \geq 0 & \text{on } \partial_0 B_R^+.
\end{cases}
\]

Then, there exists a constant $p_0 > 0$, depending only on $n$ and $a$, such that for all $p \leq p_0$,

\[
\left( \int_{B_{R/2}^+} \lambda^a v^p \, dx \, d\lambda \right)^{1/p} \leq C_h R^{\frac{n+1+na}{p}} \inf_{B_{R/4}^+} v, \tag{2.3}
\]

for a positive constant $C_h$ depending only on $n$ and $a$.

With this result available, we can now present the proof of the maximum principle in “extension-narrow” pairs.

**Figure 2.** An example of a pair $(\Omega, \Gamma)$ which is “extension-narrow”.
Proof of Proposition 2.2. Define the sets

\[ \Omega_+ := \{(x, \lambda) \in \Omega : v(x, \lambda) > 0\} \quad \text{and} \quad \Gamma_+ := \partial \Omega_+ \cap \Gamma, \]

and by contradiction assume that \( \Omega_+ \) is nonempty. Then, since \( b \leq 0 \), \( v \) satisfies

\[
\begin{align*}
-\operatorname{div}(\lambda^a \nabla v) & \leq 0 \quad \text{in} \ \Omega_+ , \\
\frac{\partial v}{\partial \nu} + c(x)v & \leq 0 \quad \text{on} \ \Gamma_+ \quad \text{(if this set is nonempty)}, \\
v & \leq 0 \quad \text{on} \ \partial \Omega_+ \setminus \Gamma_+ .
\end{align*}
\]

Now, we proceed in two steps in order to arrive at a contradiction.

**Step 1.** First, we claim that if \( \Gamma_+ \) is nonempty then \( \sup_{\Omega_+} v = \sup_{\Gamma_+} v \). That is, if we call

\[ \overline{v} := v - \sup_{\Gamma_+} v, \]

we then have \( \overline{v} \leq 0 \) in \( \Omega_+ \). To prove this, we use a classical Phragmen-Lindelöf-type argument, as follows. Similar methods appear, among many others, in the proof of Theorem 1.2 of [4], or Section 2.4 of [16].

We now claim that, since the cone \( E \) is open, there exists a nonempty open cone \( F \subset E \) satisfying

\[ |x - y| \geq c_0 > 0 \quad \text{for every} \ x \in E^c \ \text{and} \ y \in F, \tag{2.4} \]

for some positive constant \( c_0 \).

Indeed, since \( E \) is an open cone (with vertex, say, \( z \in \partial E \)), there exists a circular cone \( E' \subset E \) with the same vertex \( z \). Then, by sliding this circular cone in the direction of its axis, which can be assumed to be \( e_n = (0, ..., 0, 1) \), we obtain a new open cone \( F \subset E \). Let us now show (2.4). Since \( F \subset E' \subset E \), it is enough to prove (2.4) for \( x \in \partial E' \) and \( y \in \partial F \). Hence, we have

\[ x_n - z_n = \omega|x' - z'| \quad \text{and} \quad y_n - z_n = \tau + \omega|y' - z'|, \]

for some positive constants \( \omega \) and \( \tau \). Here, we are using the notation \( z = (z', z_n) \). Now, if we call \( \sigma = |x' - z'| - |y' - z'| \), we have \( |x' - y'| \geq |\sigma| \) and thus

\[ |x - y|^2 = |x' - y'|^2 + |x_n - y_n|^2 \geq \sigma^2 + (\omega \sigma - \tau)^2 \]

\[ = \left( \sqrt{1 + \omega^2 \sigma} - \frac{\omega \tau}{\sqrt{1 + \omega^2}} \right)^2 + \frac{\tau^2}{1 + \omega^2} \geq \frac{\tau^2}{1 + \omega^2}, \]

where the last constant is in fact the minimum distance between points on \( \partial E' \) and \( \partial F \).

Now, without loss of generality, we may assume that the vertex of \( F \) is the origin. Let \( F' \) be an open cone with the same vertex as \( F \), and such that \( \overline{F'} \cap S^{n-1} \subset F \cap S^{n-1} \). Let \( \phi \) be the first eigenfunction of the Laplace-Beltrami operator in \( S^{n-1} \setminus \overline{F'} \subset \mathbb{R}^n \) with zero Dirichlet boundary conditions on \( \partial F' \cap S^{n-1} \), and let \( \mu > 0 \) be its associated eigenvalue. Since \( \partial F' \cap S^{n-1} \) is contained in \( F \), there exists a positive constant \( \delta \) such that \( \phi \geq \delta > 0 \) in \( S^{n-1} \setminus \overline{F} \). Now, define the auxiliary function

\[ \psi(x, \lambda) = (1 + \lambda^{2\gamma})|x|^\beta \phi(x/|x|), \]
where $\beta$ is a positive real number and $\gamma = (1 - a)/2 \in (0, 1)$. Then, $\phi(x/|x|) \geq \delta$ for each $(x, \lambda) \in \Omega_+$, since $x/|x| \in S^{n-1} \setminus \overline{F}$. Moreover, by (2.4) with $y = 0$, we deduce that

$$
\psi(x, \lambda) \geq \delta(1 + \lambda^{2\gamma})|x|^\beta \geq \delta c_0^\beta > 0 \quad \text{in } \Omega_+,
$$

since 0 is the vertex of $F$. On the other hand, note that if we choose $\beta > 0$ solving $\beta(\beta + n - 2) = \mu$, we have that $\psi$ satisfies

$$
\left\{
\begin{array}{l}
-\text{div}(\lambda^a \nabla \psi) = 0 \quad \text{in } \Omega_+, \\
\lim_{(x,\lambda) \to (x,\lambda) \to +\infty} \psi = +\infty.
\end{array}
\right.
$$

Thus, if we define

$$
\overline{\nu} := \frac{\overline{v}}{\psi} = \frac{v - \sup_{\Gamma_+} v}{\psi},
$$

proving that $\overline{v} \leq 0$ in $\Omega_+$ is equivalent to showing that $\overline{\nu} \leq 0$ in $\Omega_+$, since $\psi$ is positive. Now, since $\sup_{\Gamma_+} v \geq 0$, it is easy to show that $\overline{\nu}$ satisfies

$$
\left\{
\begin{array}{l}
-\text{div}(\lambda^a \nabla \overline{\nu}) - 2\lambda^a \frac{\nabla \psi}{\psi} \cdot \nabla \overline{\nu} \leq 0 \quad \text{in } \Omega_+, \\
\overline{\nu} \leq 0 \quad \text{on } \partial \Omega_+, \\
\lim_{(x,\lambda) \to (x,\lambda) \to +\infty} \overline{\nu} \leq 0.
\end{array}
\right.
$$

Then, by the classical maximum principle we deduce that $\overline{\nu} \leq 0$ in $\Omega_+$, which yields $\overline{v} \leq 0$ in $\Omega_+$.

Note that if $\Gamma_+$ is empty, the same argument applied to $v$ instead of $\overline{v}$ yields a contradiction with the assumption that $\Omega_+$ is nonempty. From now on in this proof, we will assume that $\Gamma_+ \neq \emptyset$.

**Step 2.** By Step 1 and the definition of $\Omega_+$, we have that

$$
M := \sup_{\Gamma_+} v > 0.
$$

Therefore, since $v \leq 0$ on $\partial \Omega_+ \setminus \Gamma_+$, there exists a sequence $(x_k, 0) \in \Gamma_+$ such that

$$
v(x_k) = v(x_k, 0) \geq M \left(1 - \frac{1}{k}\right),
$$

where we are identifying $v$ with its trace on $\mathbb{R}^n$ to simplify the notation.

Now, given any $R > 0$, let $\overline{c}_{n, \gamma}$ be the constant such that

$$
(-\Delta)^{\gamma} \{\overline{c}_{n, \gamma}(R^2 - |x - x_k|^2)^{\gamma/2}\} = 1 \quad \text{in } B_R(x_k),
$$

(see [6] for its explicit value) and take $\phi = \phi(x, \lambda)$ to be the $\gamma$-harmonic extension of

$$
\phi(x, 0) = c_1 M \overline{c}_{n, \gamma}(R^2 - |x - x_k|^2)^{\gamma/2},
$$

where $c_1$ is a positive constant to be chosen later. Thus, $\phi$ solves

$$
\left\{
\begin{array}{l}
-\text{div}(\lambda^a \nabla \phi) = 0 \quad \text{in } B_R^+(x_k), \\
\frac{\partial \phi}{\partial r^a} = \frac{c_1 M}{d^a} \quad \text{on } \partial B_R^+(x_k).
\end{array}
\right.
$$
Moreover, on $\partial B^+_R(x_k) \cap \Gamma_+$ we have
\[
\frac{\partial v}{\partial \nu^a} \leq -cv \leq ||c_-||_{L^\infty(\Gamma)} v \leq ||c_-||_{L^\infty(\Gamma)} M \leq \frac{\partial \phi}{\partial \nu^a}
\]
if we choose $c_1 > d_\gamma ||c_-||_{L^\infty(\Gamma)}$.

Thus, $v - \phi$ is $\gamma$-subharmonic in $B^+_R(x_k) \cap \Omega_+$ and has a nonpositive flux on $\partial B^+_R(x_k) \cap \Gamma_+$. In addition, $v - \phi \leq v \leq 0$ in $B^+_R(x_k) \cap (\partial \Omega_+ \setminus \Gamma_+)$. Therefore, its positive part $(v - \phi)_+$ extended to be zero in $B^+_R(x_k) \setminus \Omega_+$ is a continuous function which is $\gamma$-subharmonic in $B^+_R(x_k)$ and has a nonpositive flux on $\partial B^+_R(x_k)$, both properties in a weak sense.

We define $w := M - (v - \phi)_+$, which is a continuous nonnegative function and satisfies in a weak sense
\[
\begin{cases} 
-\text{div}(\lambda^a \nabla w) &\geq 0 \quad \text{in } B^+_R(x_k), \\
\frac{\partial w}{\partial \nu^a} &\geq 0 \quad \text{on } \partial B^+_R(x_k).
\end{cases}
\]

Hence, $w$ fulfills the hypotheses of Proposition 2.3 and thus (2.3) holds. As a consequence, if we take $R = 2 R_a(\Omega, \Gamma, \theta)$ and $p$ as in (2.3), we have
\[
\theta^{1/p} M \leq \left( \frac{|B^+_R(x_k) \setminus \Omega|^a}{|B^+_R(x_k)|^a} M^p \right)^{1/p} \\
\leq \left( \frac{|B^+_R(x_k) \setminus \Omega_+|^a}{|B^+_R(x_k)|^a} M^p \right)^{1/p} \\
= \frac{1}{|B^+_R(x_k)|^a} \left( \int_{B^+_R(x_k) \setminus \Omega_+} \lambda^a M^p \, dx \, d\lambda \right)^{1/p} \\
\leq |B^+_1|^{-1/p} (R/2)^{-\frac{n+1+a}{p}} \left( \int_{B^+_R(x_k) \setminus \Omega_+} \lambda^a w^p \, dx \, d\lambda \right)^{1/p} \\
\leq 2^{\frac{n+1+a}{p}} |B^+_1|^{-1/p} C_h \inf_{B^+_R(x_k)} w \\
\leq 2^{\frac{n+1+a}{p}} |B^+_1|^{-1/p} C_h \, w(x_k).
\]

Here we have used the definition of $R_a(\Omega, \Gamma, \theta)$, the fact that $w \equiv M$ in $B^+_R(x_k) \setminus \Omega_+$, the scaling properties of $|\cdot|_a$ and the weak Harnack inequality (2.3).

Now, if $c_1 \tau_{n,a} R^{2\gamma} \leq 1/2$, then $w(x_k) = M - v(x_k) + \phi(x_k)$ for $k$ large enough. Therefore, for such indices $k$ we conclude
\[
\theta^{1/p} M \leq 2^{\frac{n+1+a}{p}} |B^+_1|^{-1/p} C_h \{M - v(x_k) + \phi(x_k)\} \\
\leq 2^{\frac{n+1+a}{p}} |B^+_1|^{-1/p} C_h \{1/k + c_1 \tau_{n,a} R^{2\gamma}\} M.
\]
Hence, if we take \( R_a(\Omega, \Gamma, \theta) \) small enough such that 
\[
2^{-\frac{n+1}{p}} |B_1| a^{-1/p} C_h c_1 \tau_{n,\gamma} (2 R_a(\Omega, \Gamma, \theta))^{2\gamma} < 1 \text{ and } 2^{-\frac{n+1}{p}} \left| B_1^\| a^{-1/p} C_h c_1 \tau_{n,\gamma} (2 R_a(\Omega, \Gamma, \theta))^{2\gamma} < \theta^{1/p}, \right.
\]
we get that
\[
M \left( 1 - \frac{C}{k} \right) \leq 0
\]
for some positive constant \( C \) independent of \( k \). Letting \( k \to +\infty \), this leads to \( M \leq 0 \), which contradicts (2.6).

Therefore, our initial assumption stating \( \Omega_+ \neq \emptyset \) is false. This means that \( v \leq 0 \) in \( \Omega \).

**Remark 2.4.** It will be useful later to note that Proposition 2.2 (and as a consequence, Proposition 1.4) is also valid not requiring \( v \) to be \( C^2 \) in the whole \( \Omega \). Indeed, we only need to assume that \( v \in C(\Omega) \), that the equation \( \text{div} (\lambda^a \nabla v) \leq b(x, \lambda) v \) holds pointwise where \( v \) is regular, and that \( v \) cannot have a local maximum at a nonregular point.

This will be used in the proof of Proposition 1.5 with \( v = u - CU \) in \( \Omega = \mathcal{O} \times (0, +\infty) \), where \( u \) is a saddle-shaped solution, \( U \) is defined by (1.6), and \( C \) is a positive constant. Note that \( U \) is Lipschitz but not \( C^2 \) across \( \{ t = 0, \lambda \geq 0 \} \). Therefore, as we will see in Section 4, \( U \) is only \( \gamma \)-superharmonic (pointwise) in \( \Omega \setminus \{ t = 0, \lambda \geq 0 \} \). Nevertheless, by this remark, Proposition 2.2 will hold in this case thanks to the fact that the graph of \( v = u - CU \) in its nonregular points makes the “good angle” for the maximum principle to hold (see the proof of Proposition 1.5 for the details).

As a consequence of Proposition 2.2, next we establish that the maximum principle holds in pairs \( (\Omega, \Gamma) \) with \( \Omega \subset \mathcal{O} \times (0, +\infty) \subset \mathbb{R}^{2m+1}_+ \) and \( \Gamma \subset \partial \Omega \) lying in an \( \varepsilon \)-neighborhood of the Simons cone.

**Corollary 2.5.** Let \( \Omega \subset \mathcal{O} \times (0, +\infty) \subset \mathbb{R}^{2m+1}_+ \) and let \( \Gamma \subset \partial \Omega \) be nonempty. Assume that \( \Gamma \subset \mathcal{N}_\varepsilon := \{ t < s < t + \varepsilon, \lambda = 0 \} \).

Then, if \( \varepsilon \) is small enough, depending only on \( n, \gamma, \| c_- \|_{L^\infty(\Gamma)} \), the maximum principle holds in \( \Omega \) in the sense of Proposition 2.2. That is, if \( v \in C^2(\Omega) \cap C(\overline{\Omega}) \) is bounded from above, \( \lambda^a v_\lambda \in C(\overline{\Omega}) \), and \( v \) satisfies (2.2), then \( v \leq 0 \) in \( \Omega \).

To prove it, it is enough to realize that the Simons cone separates every ball centered at a point in the cone into two regions with comparable measure. In fact, it is interesting to note that these two regions have exactly the same measure, as stated next.

**Lemma 2.6.** Let \( x_0 \in \mathcal{C} \subset \mathbb{R}^{2m} \). Then,
\[
|B_r(x_0) \cap \mathcal{O}| = |B_r(x_0) \setminus \mathcal{O}| = \frac{1}{2} |B_r(x_0)| \quad \text{for all } r > 0.
\]

This result was stated in [9], but without a proof. For the sake of completeness, we include here a simple one.

**Proof of Lemma 2.6.** First, let us call \( \mathcal{I} := \mathbb{R}^{2m} \setminus \overline{\mathcal{O}} \). Since \( x_0 \in \mathcal{C} \), we have that \( x_0 = (x_0', x_0'') \in \mathbb{R}^m \times \mathbb{R}^m \) satisfies that \( |x_0'| = |x_0''| \). Therefore, there exists an orthogonal transformation \( R \in O(m) \) such that \( Rx_0' = x_0'' \). Let us define \( \overline{R} : \mathbb{R}^{2m} \to \mathbb{R}^{2m} \) by
\( \mathcal{R} (x', x'') = (Rx', x'') \), which is a linear isometry that keeps invariant \( \mathcal{O} \) and \( \mathcal{I} \). With these properties it is easy to check that for every \( y \in \mathbb{R}^{2m} \) it holds

\[
|B_r(y) \cap \mathcal{I}| = |\mathcal{R} (B_r(y) \cap \mathcal{I})| = |B_r(\mathcal{R} y) \cap \mathcal{I}|,
\]

(2.7)

and the same replacing \( \mathcal{I} \) with \( \mathcal{O} \).

On the other hand, let us define \( S: \mathbb{R}^{2m} \to \mathbb{R}^{2m} \) by \( S(x', x'') = (x'', x') \), which is also a linear isometry and transforms \( \mathcal{O} \) into \( \mathcal{I} \) and vice versa. Therefore, for every \( y \in \mathbb{R}^{2m} \) we have

\[
|B_r(y) \cap \mathcal{I}| = |S (B_r(y) \cap \mathcal{I})| = |B_r(S y) \cap \mathcal{O}|.
\]

(2.8)

Finally, note that by the definition of \( \mathcal{R} \), it is satisfied \( S \mathcal{R} x_0 = \mathcal{R} x_0 \). By combining this with (2.7) and (2.8) applied to \( y = x_0 \) and \( y = \mathcal{R} x_0 \) respectively, we obtain

\[
|B_r(x_0) \cap \mathcal{I}| = |B_r(\mathcal{R} x_0) \cap \mathcal{I}| = |B_r(S \mathcal{R} x_0) \cap \mathcal{O}| = |B_r(\mathcal{R} x_0) \cap \mathcal{O}| = |B_r(x_0) \cap \mathcal{O}|
\]

\( \square \)

With this lemma available we proceed with the proof of Corollary 2.5.

Proof of Corollary 2.5. Note that \( \mathbb{R}^{2m} \setminus \mathcal{O} \) is an open cone outside \( \mathcal{O} \), and thus \( \{(\mathbb{R}^{2m} \setminus \mathcal{O}) \times (0, +\infty) \} \cap \Omega \) is empty. Hence, we can use Proposition 2.2 by noticing that, if we take \( \theta = 2^{-4m-3-2a} \), then \( R_a(\Omega, \Gamma, \theta) \leq \varepsilon \). Indeed, recall first that by Lemma 4.2 in [17], \( |s - t| / \sqrt{2} \) is the distance to the cone. Then, let \( x \in \Gamma \) and let \( \overline{x} \in \mathcal{C} \) a point realizing this distance. Since \( x \in \Gamma \subset N_{\varepsilon} \), we have that \( |x - \overline{x}| \leq \varepsilon / \sqrt{2} \leq 3\varepsilon / 4 \) and therefore

\[
B_{\varepsilon / 4}(\overline{x}) \setminus (\mathcal{O} \times (0, +\infty)) \subset B_{\varepsilon / 4}(\overline{x}) \setminus \Omega \subset B_{\varepsilon}(x) \setminus \Omega.
\]

Hence, by the scaling properties of \( |\cdot|_a \) and Lemma 2.6 —used at each level \( \{ \lambda = \lambda_0 \} \), with \( \lambda_0 \in (0, \varepsilon / 4) \)—, we have

\[
2^{-4m-3-2a} |B_{\varepsilon}(x)|_a = \frac{1}{2} |B_{\varepsilon / 4}(\overline{x})|_a = |B_{\varepsilon / 4}(\overline{x}) \setminus (\mathcal{O} \times (0, +\infty))|_a \leq |B_{\varepsilon}(x) \setminus \Omega|_a.
\]

\( \square \)

With this result at hand we can now establish the maximum principle for the linearized operator in \( \mathcal{O} \times (0, +\infty) \) at a saddle-shaped solution.

Proof of Proposition 1.4. Let \( u \) be a saddle-shaped solution. A key point in the proof is that \( u \) is a positive supersolution in \( \mathcal{O} \times (0, +\infty) \) of the linearized problem at \( u \). Indeed, since \( u > 0 \) in \( \partial_0 \Omega \subset \mathcal{O} \),

\[
\mathcal{L}_u u = d_\gamma \frac{\partial u}{\partial \nu} - f'(u)u = f(u) - f'(u)u > 0 \quad \text{on} \quad \partial_0 \Omega.
\]

(2.9)

We have used that since \( f'' < 0 \) in \((0, 1)\) and \( f(0) = 0 \), it satisfies \( f'(\tau) \tau < f(\tau) \) for all \( \tau \in (0, 1) \).

Now, we define

\[
w := \frac{v}{u}.
\]
Note that $w$ is well defined in $\Omega$, since $u$ is positive in such set. The usual strategy (see [5]) in some proofs of the maximum principle is to assume that the supremum of $w$ in $\Omega$ is positive and then arrive at a contradiction. Nevertheless, a priori we do not know that $\sup_{\Omega} w < +\infty$, since $u$ vanishes on $\mathcal{C} \times [0, +\infty)$ and $\partial\Omega$ could intersect this set. Thus, in the following arguments we will consider the supremum of $w$ in a subset of $\partial_0 \Omega$ that is at a positive distance to the zero level set of $u$. Then, using the maximum principle in “extension-narrow” pairs we will see that, assuming this supremum to be positive, it will indeed agree with the supremum in the whole set $\Omega$ (see the details below). After some arguments, we will arrive at a contradiction. A similar strategy was used by Cabré in [9], to prove an analogous maximum principle in the local case $\gamma = 1$.

Let us proceed with the details. For $\varepsilon > 0$, set

$$O_\varepsilon := \{ t + \varepsilon < s, \lambda = 0 \} \quad \text{and} \quad N_\varepsilon := \{ t < s < t + \varepsilon, \lambda = 0 \},$$

and take $\varepsilon$ small enough such that for each set $\Gamma \subset \partial_0 \Omega$ satisfying $\Gamma \subset N_\varepsilon$, the pair $(\Omega, \Gamma)$ is “extension-narrow”. Hence, the maximum principle, as in Corollary 2.5, holds for the pair $(\Omega, \Gamma)$.

Next, we claim that $u \geq \delta > 0$ in $O_\varepsilon$ for some positive constant $\delta$. Indeed, thanks to the asymptotic behavior of $u$ (see part (ii) of Theorem 1.2), and since $U(x) \geq u_0(\varepsilon/\sqrt{2})$ for $x \in O_\varepsilon$, there exists a radius $R > 0$ such that $u(x) \geq u_0(\varepsilon/\sqrt{2})/2$ if $|x| > R$ and $x \in O_\varepsilon$. Since $u$ is positive in the compact set $O_\varepsilon \cap \overline{B_R}$, we conclude the claim.

We define

$$\Gamma := \partial_0 \Omega \cap N_\varepsilon,$$

and let

$$S := \sup_{\partial_0 \Omega \cap O_\varepsilon} w,$$

which is finite by the fact that $u$ is bounded from below by $\delta > 0$ in $O_\varepsilon$ and $v$ is bounded from above. Assume by contradiction that $S > 0$.

First, we claim that $S = \sup_{\Omega} w$. To see this, we only need to show that $w \leq S$ in $\Omega$. Define $\varphi := v - Su$ and note that since $S \geq 0$, $\varphi$ satisfies

$$\begin{cases} -\text{div}(\lambda^a \nabla \varphi) & \leq b(x, \lambda) \varphi \quad \text{in} \ \Omega, \\ \frac{\partial \varphi}{\partial \nu^a} & \leq c(x) \varphi \quad \text{on} \ \Gamma, \\ \varphi & \leq 0 \quad \text{on} \ \partial \Omega \setminus \Gamma, \end{cases}$$

with $c(x) = f'(u)/d_\gamma$. By the maximum principle in the “extension-narrow” pair $(\Omega, \Gamma)$, we have $\varphi \leq 0$ in $\Omega$, which yields $w = v/u \leq S$ in $\Omega$. Thus, the claim is proved.

Now, by the hypothesis on $\partial_\varepsilon \Omega$ and at infinity on $v$, and the fact that $u > \delta$ in $O_\varepsilon$, we have that $S$ is attained at some point $(x_0, 0) \in \partial_0 \Omega \subset O$. At this point we have

$$\lim_{\lambda \to 0} \frac{\partial w}{\partial \nu^a}(x_0) = -\lim_{\lambda \to 0} \lambda^a w_\lambda(x_0, \lambda) = \lim_{\lambda \to 0} \frac{w(x_0, 0) - w(x_0, \lambda)}{\lambda^{2\gamma}} \geq 0,$$

(2.11)
since \( w(x_0, 0) \) is the maximum.

On the other hand, observe that
\[
d_s u^2 \frac{\partial w}{\partial \nu^a} - d_s \frac{\partial v}{\partial \nu^a} u - d_s \frac{\partial u}{\partial \nu^a} v = uL_u v - vL_u u \leq -vL_u u \quad \text{on } \partial_0 \Omega \subset \mathcal{O},
\]
since \( u > 0 \) in \( \mathcal{O} \) and \( L_u v \leq 0 \) on \( \partial_0 \Omega \). Therefore, at the point \( x_0 \) we have, using also (2.9),
\[
\frac{\partial w}{\partial \nu^a}(x_0) \leq -\frac{S}{d_s u(x_0)} L_u u(x_0) < 0,
\]
which contradicts (2.11). Note that in this last argument is crucial the fact that \( x_0 \in \partial_0 \Omega \subset \mathcal{O} \) and thus \( u(x_0) > 0 \) and \( L_u u(x_0) > 0 \).

Hence, the assumption \( S > 0 \) is false and therefore \( w \leq 0 \) in \( \partial_0 \Omega \cap \mathcal{O} \). Since \( u > 0 \) in \( \mathcal{O} \), this yields that \( v \leq 0 \) in \( \partial_0 \Omega \cap \mathcal{O} \). Finally, by the maximum principle in the “extension-narrow” pair \((\Omega, \Gamma)\) applied to \( v \), it follows that \( v \leq 0 \) in \( \Omega \). \(\square\)

3. Uniqueness of the saddle-shaped solution

Thanks to the maximum principle in \( \mathcal{O} \times (0, +\infty) \) for the linearized operator we can now establish the uniqueness of the saddle-shaped solution.

Proof of Theorem 1.3. Let \( u_1 \) and \( u_2 \) be two saddle-shaped solutions. Define \( v := u_1 - u_2 \), a function that depends only on \( s \) and \( t \) and that is odd with respect to \( \mathcal{C} \). Then, \( \text{div}(\lambda^a \nabla v) = 0 \) in \( \mathcal{O} \times (0, +\infty) \), \( v = 0 \) on \( \partial_L (\mathcal{O} \times (0, +\infty)) = \mathcal{C} \times [0, +\infty) \) and
\[
d_s \frac{\partial v}{\partial \nu^a} = f(u_1) - f(u_2) \leq f'(u_2)(u_1 - u_2) = f'(u_2)v \quad \text{on } \mathcal{O} \times \{0\},
\]
since \( f \) is concave in \((0, 1)\). Moreover, by the asymptotic result (see Theorem 1.2), we have
\[
\limsup_{x \in \mathcal{O}, \ |x| \to +\infty} v(x, 0) = 0.
\]

Finally, by the maximum principle for the linearized operator in \( \mathcal{O} \times (0, +\infty) \), see Proposition 1.4, we deduce that \( v \leq 0 \) in \( \mathcal{O} \times [0, +\infty) \), which yields \( u_1 \leq u_2 \) in \( \mathcal{O} \times [0, +\infty) \). Interchanging \( u_1 \) and \( u_2 \), we obtain \( u_1 \geq u_2 \) in \( \mathcal{O} \times [0, +\infty) \). Therefore, \( u_1 = u_2 \) in \( \mathbb{R}^{2m+1}_+ \). \(\square\)

4. The layer solution and a pointwise estimate for the saddle-shaped solution

This section is devoted to establish some monotonicity properties of the layer solution \( u_0 \) and a pointwise estimate for the saddle-shaped solution (Proposition 1.5). We start with a maximum principle similar to Proposition 1.4, but for the linearized operator at \( u_0 \) in the set \{\( u_0 > 0 \)\}, which plays the role that \( \mathcal{O} \times (0, +\infty) \) had for the saddle-shaped solution.
Proposition 4.1. Let \( u_0 : \mathbb{R}^2_+ \to \mathbb{R} \) be the layer solution of (1.5) and let \( \mathcal{L}_{u_0} \) be defined by
\[
\mathcal{L}_{u_0} v := d_\gamma \frac{\partial v}{\partial \nu^a} - f'(u_0)v \quad \text{on} \quad \mathbb{R} = \partial \mathbb{R}^2_+ .
\]
Let \( \Omega \subset (0, +\infty) \times (0, +\infty) \) be an open set such that \( \partial_0 \Omega \) is nonempty. Let \( v \in C^2(\Omega) \cap C(\overline{\Omega}) \) be bounded from above and satisfying \( \lambda^a v_\lambda \in C(\overline{\Omega}) \). Assume that
\[
\begin{cases}
- \text{div}(\lambda^a \nabla v) & \leq b(x, \lambda) v \quad \text{in} \quad \Omega \subset (0, +\infty) \times (0, +\infty), \\
\mathcal{L}_{u_0} v & \leq 0 \quad \text{on} \partial_0 \Omega \subset (0, +\infty), \\
v & \leq 0 \quad \text{on} \partial L \Omega,
\end{cases}
\]
with \( b \leq 0 \). Then, \( v \leq 0 \) in \( \Omega \).

Proof. Since it is analogous (and simpler) to the proof of Proposition 1.4, we just sketch it here pointing out what needs to be adapted. The key fact is that \( u_0 \) is a positive supersolution to the linearized problem. This is an analogous situation to that of Proposition 1.4. That is, \( u_0 \) is \( \gamma \)-harmonic in \( (0, +\infty) \times (0, +\infty) \), positive in \( (0, +\infty) \times [0, +\infty) \), and
\[
d_\gamma \frac{\partial u_0}{\partial \nu^a} = f(u_0) > f'(u_0)u_0 \quad \text{on} \quad (0, +\infty) \times \{0\},
\]
where we have used that \( f'' < 0 \) in \( (0, 1) \) and \( f(0) = 0 \).

Then, one defines \( w := v/u_0 \) and proceeds exactly as in the proof of Proposition 1.4, replacing \( u \) by \( u_0 \) in the whole argument, and also replacing \( \mathcal{O}_\varepsilon \) and \( \mathcal{N}_\varepsilon \) by \( (\varepsilon, +\infty) \) and \( (0, \varepsilon) \) respectively. In addition, (2.10) follows immediately from the fact that \( u_0(x, 0) \) is increasing. The rest of the proof is completely analogous by using (4.1).

With this maximum principle we can now prove the following monotonicity and concavity properties of the layer solution.

Lemma 4.2. Let \( u_0 \) be the layer solution of (1.5). Then,
\[
\frac{\partial}{\partial x} u_0(x, \lambda) > 0 \quad \text{in} \quad \mathbb{R} \times [0, +\infty)
\]
and
\[
\frac{\partial^2}{\partial x^2} u_0(x, \lambda) < 0 \quad \text{in} \quad (0, +\infty) \times [0, +\infty).
\]

Proof. First of all, let us remark that \( u_0 \) has the required regularity to apply the results of [14] (see Section 5 for more details in the more involved setting of the saddle-shaped solution).

The monotonicity of the first derivative was already stated in Remark 4.7 of [14], but we include here the short proof for completeness. By differentiating (1.5) with respect to \( x \), we obtain that \( \text{div}(\lambda^a \nabla (\partial_x u_0)) = 0 \) in \( \mathbb{R} \times (0, +\infty) \). Moreover, \( \partial_x u_0(x, 0) > 0 \) for \( x \in \mathbb{R} \); see (1.5). Then, the result follows directly from the Poisson formula.
Next, we show the second statement. If we call
\[ v(x, \lambda) := \partial_{xx} u_0(x, \lambda), \]
by differentiating (1.5) twice with respect to \( x \), we get
\[
\begin{align*}
\text{div}(\lambda^a \nabla v) &= 0 \quad \text{in } (0, +\infty) \times (0, +\infty), \\
d_a \frac{\partial v}{\partial \nu} - f'(u_0)v &= f''(u_0)(\partial_x u_0)^2 \leq 0 \quad \text{on } (0, +\infty) \times \{0\}, \\
v &= 0 \quad \text{on } \{0\} \times (0, +\infty).
\end{align*}
\]
Notice that \( v = 0 \) on \( \{0\} \times (0, +\infty) \) since \( v \) is an odd function with respect to the first variable (recall that \( u_0 \) is odd in \( x \)).

Moreover, by repeating the argument of Lemma 4.8 in [14] for \( \partial_{xx} u_0 \), it is easy to see that \( \partial_{xx} u_0(x, 0) \to 0 \) as \( |x| \to +\infty \). Therefore, by Proposition 4.1 we deduce that \( v \leq 0 \) in \( O \times (0, +\infty) \). Finally, we get that it is in fact negative in \( (0, +\infty) \times (0, +\infty) \) by applying the strong maximum principle. \( \square \)

Now we prove that the function
\[ U(s, t, \lambda) := u_0 \left( \frac{s-t}{\sqrt{2}}, \lambda \right) \]
is a barrier for the saddle-shaped solution. To do it, we will use a maximum principle in \( O \times (0, +\infty) \) for the linearized problem at \( U \).

**Proof of Proposition 1.5.** The idea is to repeat the arguments in the proof of Proposition 1.4, but using \( U \) instead of \( u \) as the positive supersolution to the linearized problem involving the operator
\[ L_U w := d_a \frac{\partial w}{\partial \nu^a} - f'(U)w. \]
In order to do it, we need to point out several facts.

First, note that
\[ U \in C^2(O \times (0, +\infty)) \setminus \{t=0, \lambda \geq 0\} \cap \text{Lip}(\mathbb{R}^{2m+1}_+), \]
and \( U \) cannot have a local minimum at \( \{t=0, \lambda \geq 0\} \). Indeed, for every \( \lambda \geq 0 \),
\[
\lim_{\tau \to 0^-} \partial_{x_{m+1}} U(x_1, \ldots x_m, \tau, 0, \ldots, 0, \lambda) = \frac{1}{\sqrt{2}} \partial_x u_0 \left( \frac{s}{\sqrt{2}}, \lambda \right) > 0,
\]
and
\[
\lim_{\tau \to 0^+} \partial_{x_{m+1}} U(x_1, \ldots x_m, \tau, 0, \ldots, 0, \lambda) = -\frac{1}{\sqrt{2}} \partial_x u_0 \left( \frac{s}{\sqrt{2}}, \lambda \right) < 0.
\]
Note that the same property concerning a local minimum at \( \{t=0, \lambda \geq 0\} \) holds if we add to \( U \) a regular function.

Next, we claim that \( U \) is a positive supersolution in \( O \) to the linearized problem for \( L_U \). Indeed, by the concavity of \( f \), we have that
\[ L_U U = f(U) - f'(U)U > 0 \quad \text{in } O. \]
Moreover, a simple computation in the \((s,t,\lambda)\) variables shows that
\[
\text{div}(\lambda^a \nabla U) = \lambda^a \frac{m-1}{\sqrt{2}} \frac{t}{st} \partial_x u_0 \left( \frac{s-t}{\sqrt{2}}, \lambda \right)
\]
in \(\mathbb{R}^{2m+1}_+ \setminus \{st=0, \lambda > 0\}\). (4.2)

Therefore, \(U\) is \(\gamma\)-superharmonic in \((\mathcal{O} \times (0, +\infty)) \setminus \{t = 0, \lambda > 0\}\) —recall that \(\partial_x u_0 > 0\) by Lemma 4.2.

Now, we define
\[
v := u - U \quad \text{and} \quad \Omega := \mathcal{O} \times (0, +\infty),
\]
and we want to see that \(v \leq 0\) in \(\Omega\). First, since \(u\) is \(\gamma\)-harmonic, we have that
\[-\text{div}(\lambda^a \nabla v) \leq 0 \quad \text{in} \ \Omega \setminus \{t = 0, \lambda > 0\}\]
and that \(v\) cannot have a local maximum at \(\{t = 0, \lambda \geq 0\}\). In addition, both \(u\) and \(U\) vanish at \(\mathcal{O} \times [0, +\infty)\) and by the asymptotic behavior of \(u\) (see Theorem 1.2), we have \(\lim_{x \in \mathcal{O}} |x| \to +\infty v(x,0) = 0\). On the other hand, since \(f\) is concave in \((0,1)\), we get
\[
d_\gamma \frac{\partial v}{\partial v^a} = f(u) - f(U) \leq f'(U)v \quad \text{on} \ \partial_\theta \Omega.
\]

Collecting all these facts, we can repeat the proof of Proposition 1.4, using \(U\) instead of \(u\) as the positive supersolution to the linearized problem for \(\mathcal{L} U\) to see that \(v \leq 0\) in \(\Omega\). All the arguments are analogous, taking into account Remark 2.4 when using the maximum principles in “extension-narrow” pairs. Therefore, we conclude that \(v \leq 0\) in \(\Omega\) and, by the odd symmetry of \(u\) and \(U\), we get (1.9).

\(\square\)

5. Monotonicity properties

In this section we establish the monotonicity properties of \(u\) stated in Proposition 1.8. For this, we will apply the maximum principle of Proposition 1.4 to some derivatives of \(u\). Therefore, we need some regularity results that we collect next.

Recall that we assume that \(f \in C^{2,\alpha}\) for some \(\alpha \in (0,1)\). Since \(u\) is a bounded solution to the first equation in (1.3), then \(u \in C^\infty(\mathbb{R}^{2m+1}_+)\). Regarding the regularity on \(\{\lambda = 0\}\), \(u(\cdot,0) \in C^{2,\alpha}(\mathbb{R}^{2m})\) by applying Lemma 4.4 from [14]. Moreover, [14] also gives the following uniform bound:
\[
||u||_{C^\alpha(\mathbb{R}^{2m+1}_+)} + ||\nabla_x u||_{C^\alpha(\mathbb{R}^{2m+1}_+)} + ||D_x^2 u||_{C^\alpha(\mathbb{R}^{2m+1}_+)} \leq C,
\]
for some \(C > 0\) depending only on \(m, \gamma, ||f||_{C^{2,\alpha}}\), and \(||u||_{L^\infty(\mathbb{R}^{2m+1}_+)}\).

Next, since the horizontal first derivatives of \(u\) satisfy \(\text{div}(\lambda^a \nabla u_{x_1}) = 0\) and also \(d_\gamma \partial_{\nu^a} u_{x_1} = f'(u) u_{x_1} \in C^\alpha(\mathbb{R}^{2m})\), and the horizontal second derivatives of \(u\) satisfy \(\text{div}(\lambda^a \nabla u_{x_i, x_j}) = 0\) and also \(d_\gamma \partial_{\nu^a} u_{x_i, x_j} = f''(u) u_{x_i, x_j} + f'(u) u_{x_i, x_j} \in C^\alpha(\mathbb{R}^{2m})\) for all indices \(i\) and \(j\) from 1 to 2m, we can apply Lemma 4.5 from [14] to obtain that
\[
||\lambda^a u_{x_1}||_{C^\beta(\mathbb{R}^{2m} \times [0,1])} + ||\lambda^a (u_{x_1})_\lambda||_{C^\beta(\mathbb{R}^{2m} \times [0,1])} + ||\lambda^a (u_{x_i, x_j})_\lambda||_{C^\beta(\mathbb{R}^{2m} \times [0,1])} \leq C,
\]
for some \(C > 0\) and \(\beta \in (0,1)\) depending only on \(m, \gamma, ||f||_{C^{2,\alpha}}\), and \(||u||_{L^\infty(\mathbb{R}^{2m+1}_+)}\).
Now, since $u$ depends only on $s$, $t$ and $\lambda$, from the previous results we obtain
\[ u_s \in C^{2,\alpha}(\mathbb{R}_+^{2m+1} \setminus \{s = 0, \lambda \geq 0\}), \quad \lambda^a(u_s) \lambda \in C^{\alpha}(\overline{\mathbb{R}_+^{2m+1}} \setminus \{s = 0, \lambda \geq 0\}), \]
\[ u_t \in C^{2,\alpha}(\mathbb{R}_+^{2m+1} \setminus \{t = 0, \lambda \geq 0\}), \quad \lambda^a(u_t) \lambda \in C^{\alpha}(\overline{\mathbb{R}_+^{2m+1}} \setminus \{t = 0, \lambda \geq 0\}), \]
\[ u_{st} \in C^{2,\alpha}(\mathbb{R}_+^{2m+1} \setminus \{st = 0, \lambda \geq 0\}), \quad \lambda^a(u_{st}) \lambda \in C^{\alpha}(\overline{\mathbb{R}_+^{2m+1}} \setminus \{st = 0, \lambda \geq 0\}). \]

Furthermore, as it is explained in Section 4 of [9], the regularity and the symmetry of $u$, in $s$ and $t$, yield
\[ u_s = 0 \text{ in } \{s = 0, \lambda \geq 0\}, \quad u_t = 0 \text{ in } \{t = 0, \lambda \geq 0\}, \quad u_{st} = 0 \text{ in } \{st = 0, \lambda \geq 0\}, \]
and
\[ u_s, \ u_t, \ u_{st} \in C(\overline{\mathbb{R}_+^{2m+1}}). \]

Before proceeding to the proof of Proposition 1.8, we first need the following asymptotic result for the second derivatives in $x$ of $u$. This derivative was not included in the asymptotic theorem of [22, 23]. We will use it to show that $u_{st} > 0$ in $\{s > t > 0\} \times [0, +\infty)$. \hfill □

**Lemma 5.1.** Let $f$ satisfy conditions (1.2), and let $u$ be the saddle-shaped solution of (1.3). Then, denoting $U(x, \lambda) := u_0((s-t)/\sqrt{2}, \lambda) = u_0(z, \lambda)$, we have
\[ ||D^2_2u(\cdot, \lambda) - D^2_2U(\cdot, \lambda)||_{L^\infty(\mathbb{R}^{2m}\setminus B_R)} \to 0, \quad \text{as } R \to +\infty, \]
for every $\lambda \in [0, +\infty)$.

**Proof.** The proof follows the ones of the analogous results in [23, 9, 18], where a compactness argument is used. Therefore, we only give here the main ideas, since the details can be found in those papers. Arguing by contradiction, we suppose that the asymptotic result does not hold. Hence, there exists an $\varepsilon > 0$ and a sequence $\{x_k\} \subset \mathcal{O}$ such that
\[ |D^2_2u(x_k, \lambda) - D^2_2U(x_k, \lambda)| \geq \varepsilon \quad \text{and} \quad |x_k| \to +\infty. \quad (5.1) \]

Now we distinguish two cases, depending on whether the sequence $\{\text{dist}(x_k, \mathcal{C})\}$ is unbounded or bounded. In the first case, we show that, up to a subsequence, the function $u_k(x, \lambda) := u(x + x_k, \lambda)$ converges to a solution $u_\infty$ of the semilinear Neumann problem in the half-space $\mathbb{R}_+^{2m+1}$ appearing in the statement of Theorem 5.3 in [23] (see [36] for the proof). Using this result and the stability of $u_\infty$, we get that $u_\infty \equiv 1$. Thus, $|D^2_2u(x_k, \lambda)| \to 0$, and since $|D^2_2U(x_k, \lambda)| \to 0$, we arrive at a contradiction with (5.1).

In the second case, we have $\text{dist}(x_k, \mathcal{C}) = |x_k - x_k^0|$ bounded, where $x_k^0 \in \mathcal{C}$. Since the Simons cone converges to a hyperplane at infinity (see the details in [18]), it can be proved that, up to a subsequence and a rotation, the function $u_k(x, \lambda) := u(x + x_k^0, \lambda)$ converges to a positive solution $u_\infty$ of an equation in the quarter-space $\mathbb{R}_+^{2m+1} = \mathbb{R}_+^{2m+1} \cap \{x_{2m} > 0\}$ with zero Dirichlet boundary conditions, as in the statement of Theorem 5.5 in [23] (see [48] for the proof). Applying this last theorem and the stability again, we conclude that $u_\infty$ must be the 2D solution $u_0$ depending only on $x_{2m}$ and $\lambda$. Hence, $D^2_2(u - U)(x_k, \lambda)$ converges to zero, and we arrive at a contradiction with (5.1). \hfill □
With the help of the maximum principle of Proposition 1.4, the asymptotic result for the saddle-shaped solution, and the monotonicity properties of the layer solution, we can prove Proposition 1.8.

**Proof of Proposition 1.8.** We write (1.3) in \((s, t, \lambda)\) variables:

\[
\begin{align*}
  u_{ss} + u_{tt} + u_{\lambda\lambda} &= -(m-1) \left( \frac{u_s}{s} + \frac{u_t}{t} \right) - \frac{a}{\lambda} u_{\lambda} & \text{in } & \{s > 0, \lambda > 0\}, \\
  u_s &= 0 & \text{on } & \{s = 0, \lambda \geq 0\}, \\
  u_t &= 0 & \text{on } & \{t = 0, \lambda \geq 0\}, \\
  \gamma \frac{\partial u}{\partial \nu^a} &= f(u) & \text{on } & \{\lambda = 0\}. \\
\end{align*}
\]

(5.2)

Differentiating the previous equation with respect to \(s\) we find that

\[
\begin{align*}
  \text{div}(\lambda^a \nabla u_s) &= (m-1) \frac{\lambda^a}{s^2} u_s & \text{in } & \{s > t, \lambda > 0\}, \\
  \gamma \frac{\partial u_s}{\partial \nu} &= f'(u) u_s & \text{on } & \{s > t, \lambda = 0\}.
\end{align*}
\]

Since \(u = 0\) on \(\{s = t, \lambda \geq 0\}\) and \(u > 0\) in \(\{s > t, \lambda \geq 0\}\), we have that \(u_s \geq 0\) on \(\partial_L\{s > t, \lambda > 0\} = \{s = t, \lambda \geq 0\}\). Moreover, by the asymptotic result (point (ii) of Theorem 1.2) and the monotonicity properties of the layer solution \(u_0\) (Lemma 4.2), we have

\[
\liminf_{\{s > t\}, \|s, t\| \to +\infty} u_s(s, t, 0) \geq 0.
\]

Indeed, if \(u_0\) is the layer solution,

\[
\partial_s U(x, 0) = \frac{1}{\sqrt{2}} \partial_x u_0 \left( \frac{s-t}{\sqrt{2}}, 0 \right) \geq 0
\]

and

\[
\lim_{R \to +\infty} ||(u_s - \partial_s U)(:, 0)||_{L^\infty(\mathbb{R}^m \setminus B_R)} = 0.
\]

Thus, by the maximum principle for the linearized operator (Proposition 1.4) applied to \(v = -u_s\), with \(b(x, \lambda) = -(m-1)\lambda^a/s^2 \leq 0\), we conclude that \(u_s \geq 0\) in \(\{s \geq t, \lambda \geq 0\}\).

Similarly, if we differentiate (5.2) with respect to \(t\), we obtain

\[
\begin{align*}
  \text{div}(\lambda^a \nabla u_t) &= (m-1) \frac{\lambda^a}{t^2} u_t & \text{in } & \{s > t > 0, \lambda > 0\}, \\
  \gamma \frac{\partial u_t}{\partial \nu^a} &= f'(u) u_t & \text{on } & \{s > t > 0, \lambda = 0\}.
\end{align*}
\]

In the lateral boundary \(\partial_L\{s > t > 0, \lambda > 0\} = \{s = t, \lambda \geq 0\} \cup \{t = 0, \lambda \geq 0\}\) we have \(-u_t \geq 0\). Indeed, \(u_t = 0\) on \(\{t = 0, \lambda \geq 0\}\), and since \(u = 0\) on \(\{s = t, \lambda \geq 0\}\) and \(u > 0\) in \(\{s > t, \lambda \geq 0\}\), it holds \(-u_t \geq 0\) on \(\{s = t, \lambda \geq 0\}\). Furthermore, the asymptotic behavior of \(u\) and the monotonicity properties of the layer solution \(u_0\) yield

\[
\limsup_{\{s > t > 0\}, \|s, t\| \to +\infty} u_t(s, t, 0) \leq 0.
\]
Indeed,
\[ \partial_t U(x, 0) = -\frac{1}{\sqrt{2}} \partial_t u_0 \left( \frac{s - t}{\sqrt{2}}, 0 \right) \leq 0 \]
and
\[ \lim_{R \to +\infty} ||(u_t - \partial_t U)(\cdot, 0)||_{L^\infty(\mathbb{R}^m \setminus B_R)} = 0. \]

Thus, using again the maximum principle for the linearized operator we find that \(-u_t \geq 0\) in \(\{s \geq t, \lambda \geq 0\}\).

By the odd symmetry of \(u\), i.e., \(u(s, t) = -u(t, s)\), we conclude that \(u_s \geq 0\) and \(u_t \leq 0\) in \(\mathbb{R}^m \times [0, +\infty)\). This fact and the strong maximum principle give that \(u_s > 0\) in \((\mathbb{R}^m \setminus \{s = 0\}) \times [0, +\infty)\) and \(-u_t > 0\) in \((\mathbb{R}^m \setminus \{t = 0\}) \times [0, +\infty)\).

Now we check the sign of the \(y\)-derivative. We use that \(\partial_y = (\partial_s + \partial_t)/\sqrt{2}\) to see that
\[ \text{div}(\lambda^a \nabla u_y) = (m - 1) \frac{\lambda^a}{\sqrt{2}} \left( \frac{u_s}{s^2} + \frac{u_t}{t^2} \right) = (m - 1) \frac{\lambda^a}{s^2} u_y + (m - 1) \frac{\lambda^a}{2} \frac{s^2 - t^2}{s^2 t^2} u_t. \]

Hence, using that \(u_t \leq 0\) in \(\{s > t > 0, \lambda > 0\}\) we get
\[
\begin{cases}
\text{div}(\lambda^a \nabla u_y) & \leq (m - 1) \frac{\lambda^a}{s^2} u_y \quad \text{in} \quad \{s > t > 0, \lambda > 0\}, \\
d_y \frac{\partial u_y}{\partial \nu^a} & = f'(u) u_y \quad \text{on} \quad \{s > t > 0, \lambda = 0\}.
\end{cases}
\]

Note that, since \(u\) vanishes at \(\mathcal{C} \times [0, +\infty)\), \(u_y = 0\) on \(\{s = t, \lambda \geq 0\}\). Moreover, \(u_s \geq 0\) and \(u_t = 0\) on \(\{t = 0, \lambda \geq 0\}\). Therefore, \(u_y \geq 0\) on \(\partial_t \{s > t > 0, \lambda > 0\} = \{s = t, \lambda \geq 0\} \cup \{t = 0, \lambda \geq 0\}\). Furthermore, by the asymptotic behavior of \(u\) and the monotonicity properties of the layer solution \(u_0\) we have
\[ \liminf_{\{s > t > 0, \gamma(s,t) \to +\infty\}} u_y(s, t, 0) = 0, \]

since
\[ \partial_y U(x, 0) = \partial_y u_0(z, 0) = 0 \quad \text{and} \quad \lim_{R \to +\infty} ||(u_y - \partial_y U)(\cdot, 0)||_{L^\infty(\mathbb{R}^m \setminus B_R)} = 0. \]

Again, by using the maximum principle of Proposition 1.4, we deduce that \(u_y \geq 0\) in \(\{s \geq t, \lambda \geq 0\}\), and the strong maximum principle yields \(u_y > 0\) on \(\{s > t, \lambda \geq 0\}\).

Finally, we prove the last statement concerning the crossed derivatives. By differentiating (5.2), first with respect to \(s\) and then with respect to \(t\), we find
\[
\begin{cases}
\text{div}(\lambda^a \nabla u_{st}) & = (m - 1) \lambda^a \left( \frac{1}{s^2} + \frac{1}{t^2} \right) u_{st} \quad \text{in} \quad \{s > t > 0, \lambda > 0\}, \\
d_y \frac{\partial u_{st}}{\partial \nu^a} & = f'(u) u_{st} + f''(u) u_s u_t \geq f'(u) u_{st} \quad \text{on} \quad \{s > t > 0, \lambda = 0\}.
\end{cases}
\]

Here we have used that \(f''(\tau) \leq 0\) if \(\tau \in (0, 1)\) and that \(u_s u_t \leq 0\) in \(\{s > t > 0, \lambda = 0\}\).

Note that, by symmetry, \(u_{st} = 0\) on \(\{s = t, \lambda \geq 0\}\). Moreover, since \(u_t(s, 0, \lambda) = 0\) for every \(s > 0\) and \(\lambda \geq 0\), \(u_{st} = 0\) on \(\{t = 0, \lambda \geq 0\}\). Therefore, \(u_{st} = 0\) on
∂_L\{s > t > 0, \lambda > 0\}. In addition, by the asymptotic result of Lemma 5.1 and the monotonicity properties of the layer solution \(u_0\) (Lemma 4.2), we have

\[
\liminf_{\{s > t > 0, \ |(s,t)| \to +\infty\}} u_{st}(s,t,0) \geq 0,
\]

since

\[
U_{st}(x,0) = -\frac{1}{2}\partial_1^2 u_0 \left(\frac{s - t}{\sqrt{2}}, 0\right) \geq 0,
\]

and

\[
\lim_{R \to +\infty} \|(u_{st} - U_{st})(:,0)||_{L^\infty(\mathbb{R}^{2m}\setminus B_R)} = 0.
\]

Hence, by the maximum principle for the linearized operator (Proposition 1.4), we deduce that \(u_{st} \geq 0\) in \(\{s \geq t, \lambda \geq 0\}\), and the strong maximum principle yields \(u_{st} > 0\) in \(\{s > t > 0, \lambda \geq 0\}\). \(\square\)

6. Stability of the saddle-shaped solution and the Simons cone in dimensions \(2m \geq 14\)

In this last section we prove our stability results. The first one is Theorem 1.6 and it establishes the stability of the saddle-shaped solution in dimensions \(2m \geq 14\). The proof follows the strategy of its analogue in \([9]\) and it is based on finding a positive supersolution to the linearized problem.

**Proof of Theorem 1.6.** Let us show that \(\varphi = t^{-b}u_s - s^{-b}u_t\), with \(b(m + 2) + m - 1 \leq 0\) and \(b > 0\), is a positive supersolution of the linearized operator. That is, it satisfies

\[
\varphi > 0 \quad \text{in} \quad \mathbb{R}_+^{2m+1} \setminus \{st = 0, \lambda > 0\}, \quad (6.1)
\]

\[-\operatorname{div}(\lambda^a \nabla \varphi) \geq 0 \quad \text{in} \quad \mathbb{R}_+^{2m+1} \setminus \{st = 0, \lambda > 0\}, \quad (6.2)
\]

and

\[-\mathcal{L}_u \varphi \geq 0 \quad \text{on} \quad \mathbb{R}^{2m} \setminus \{st = 0\}. \quad (6.3)
\]

Indeed, note that \(\varphi > 0\) in \(\{s > t > 0, \lambda \geq 0\}\) by the monotonicity properties of \(u\) (Proposition 1.8). Since \(\varphi\) is even with respect to the Simons cone, i.e., \(\varphi(t,s,\lambda) = \varphi(s,t,\lambda)\), it holds (6.1). Moreover, (6.3) follows readily, since \(\varphi\) satisfies

\[
d_{\gamma} \frac{\partial \varphi}{\partial u^a} = f'(u) \varphi.
\]

Let us now show (6.2). Since \(\varphi\) is even with respect to the Simons cone, it is enough to check that \(\operatorname{div}(\lambda^a \nabla \varphi) \leq 0\) in \(\{s > t > 0, \lambda > 0\}\). By using that \(\operatorname{div}(\lambda^a \nabla u) = 0\), we obtain by a direct computation that

\[
\lambda^{-a} \operatorname{div}(\lambda^a \nabla \varphi) = b(b - m + 2) \left( t^{-b-2} u_s - s^{-b-2} u_t \right) + (m - 1) \left( t^{-b} s^{-2} u_s - s^{-b} t^{-2} u_t \right) + 2b \left( t^{-b-1} - s^{-b-1} \right) u_{st}.
\]
Now, by using that $u_{st} > 0$, $u_y > 0$ and $-u_t > 0$ in $\{s > t > 0, \lambda > 0\}$, and the fact that $b > 0$ satisfies $b(b - m + 2) \leq -(m - 1)$, we arrive at
\[
\lambda^{-a} \text{div}(\lambda^a \nabla \varphi) \leq t^{-b} (u_s + u_t) ((m - 1)s^{-2} + b(b - m + 2)t^{-2}) \\
- t^{-b} u_t \{(m - 1)s^{-2} + b(b - m + 2)t^{-2}\} \\
- s^{-b} u_t \{(m - 1)t^{-2} + b(b - m + 2)s^{-2}\} \\
= \sqrt{2} t^{-b} u_y ((m - 1)s^{-2} + b(b - m + 2)t^{-2}) \\
+ (-u_t)(m - 1) (t^{-b}s^{-2} + s^{-b}t^{-2}) \\
+ (-u_t)b(b - m + 2) (t^{-2b} + s^{-2b}) \\
= \sqrt{2}(m - 1)t^{-b} u_y (s^{-2} - t^{-2}) \\
+ (-u_t)(m - 1) (t^{-b}s^{-2} + s^{-b}t^{-2} - t^{-2b} - s^{-2b}) \\
\leq (-u_t)(m - 1)(s^{-b} - t^{-b})(t^{-2} - s^{-2}) \leq 0.
\]

Note that the existence of $b > 0$ such that $b(b - m + 2) \leq -(m - 1)$ is guaranteed by the assumption $2m \geq 14$.

Finally, let us show that since we have a positive supersolution to the linearized operator on $\mathbb{R}^{2m} \setminus \{st = 0\}$, the stability of $u$ follows. We must check that (1.7) holds. To do it, let us first take nonnegative functions $\zeta \in C^1(\mathbb{R}^{2m+1}_+)$ with compact support in $\{st > 0, \lambda > 0\}$. Multiply (6.2) by $\zeta$ and integrate by parts. Using (6.3) we obtain
\[
\int_{\{st > 0\}} f'(u) \varphi \zeta \, dx \leq d_\gamma \int_0^\infty \int_{\{st > 0\}} \lambda^a \nabla \varphi \cdot \nabla \zeta \, dx \, d\lambda. \tag{6.4}
\]

Now, let $\bar{\xi} \in C_c^\infty(\overline{\mathbb{R}^{2m+1}_+} \setminus \{st = 0, \lambda > 0\})$. Since $\varphi > 0$ in $\{st > 0, \lambda > 0\}$, taking $\zeta = \bar{\xi}^2 / \varphi$ in (6.4) and using the Cauchy-Schwarz inequality, we get
\[
\int_{\{st > 0\}} f'(u) \bar{\xi}^2 \, dx = \int_{\{st > 0\}} f'(u) \frac{\bar{\xi}^2}{\varphi} \, dx \leq d_\gamma \int_0^\infty \int_{\{st > 0\}} \lambda^a \nabla \varphi \cdot \nabla \left(\frac{\bar{\xi}^2}{\varphi}\right) \, dx \, d\lambda \\
= d_\gamma \int_0^\infty \int_{\{st > 0\}} \lambda^a \frac{\bar{\xi}^2}{\varphi} \nabla \varphi \cdot \nabla \xi \, dx \, d\lambda \\
- d_\gamma \int_0^\infty \int_{\{st > 0\}} \lambda^a \frac{\bar{\xi}^2}{\varphi^2} |\nabla \varphi|^2 \, dx \, d\lambda \\
\leq d_\gamma \int_0^\infty \int_{\{st > 0\}} \lambda^a |\nabla \xi|^2 \, dx \, d\lambda.
\]

To conclude the proof, let us show that the last inequality holds for every smooth function $\xi$ with compact support in $\overline{\mathbb{R}^{2m+1}_+}$. This will yield the stability of $u$. Take
\[ \eta_\varepsilon \in C^\infty(\mathbb{R}) \text{ such that } 0 \leq \eta_\varepsilon \leq 1 \text{ and} \]

\[ \eta_\varepsilon = \begin{cases} 1 & \text{in } [\varepsilon, +\infty), \\
0 & \text{in } [0, \varepsilon/2). \end{cases} \]

Then, since \( \xi \eta_\varepsilon(s) \eta_\varepsilon(t) \) has compact support in \( \{st > 0, \lambda \geq 0\} \), we can replace \( \bar{\xi} \) by \( \xi \eta_\varepsilon(s) \eta_\varepsilon(t) \) in the previous inequality to get

\[ \frac{1}{d_{\gamma}} \int_{\mathbb{R}^{2m}} f'(u) \xi^2 \eta_\varepsilon^2(s) \eta_\varepsilon^2(t) \, dx \leq \int_{\mathbb{R}^{2m+1}} \lambda^a |\nabla (\xi \eta_\varepsilon(s) \eta_\varepsilon(t))|^2 \, dx \, d\lambda. \]

Now, we compute the terms in the right-hand side of this inequality. By using Cauchy-Schwarz, we see that to deduce the stability condition

\[ \frac{1}{d_{\gamma}} \int_{\mathbb{R}^{2m}} f'(u) \xi^2 \, dx \leq \int_{\mathbb{R}^{2m+1}} \lambda^a |\nabla \xi|^2 \, dx \, d\lambda \]

by letting \( \varepsilon \to 0 \), it is enough to show that

\[ \int_{\mathbb{R}^{2m+1}} \lambda^a |\nabla \eta_\varepsilon(s)|^2 \, dx \, d\lambda \to 0 \quad \text{as } \varepsilon \to 0, \]

and the same with \( \eta_\varepsilon(s) \) replaced by \( \eta_\varepsilon(t) \). To see this, let \( R > 0 \) be such that \( \text{supp}(\xi) \subset \overline{B_R} \). Then, since \( m \geq 3 \),

\[ \int_{\mathbb{R}^{2m+1}} \lambda^a |\nabla \eta_\varepsilon(s)|^2 \, dx \, d\lambda \leq \frac{C}{\varepsilon^2} \int_0^R d\lambda \lambda^a \int_0^\varepsilon ds \, s^{m-1} \int_0^R dt \, t^{m-1} \]

\[ \leq CR^{m+a+1} \varepsilon^{m-2} \to 0 \quad \text{as } \varepsilon \to 0, \]

The computation is analogous for \( \eta_\varepsilon(t) \).

Finally, we present the proof of the stability of the Simons cone as a nonlocal \((2\gamma)\)-minimal surface whenever \( 2m \geq 14 \) and \( \gamma \in (0, 1/2) \).

**Proof of Corollary 1.7.** Let \( u \) be the saddle-shaped solution of (1.1) in dimension \( 2m \geq 14 \) and \( \gamma \in (0, 1/2) \). Consider the blow-down sequence \( u_k(x) = u(kx) \) with \( k \in \mathbb{N} \). On the one hand, since \( u \) is stable in such dimensions and \( \gamma \in (0, 1/2) \), by Theorem 2.6 in [13] there exists a subsequence \( k_j \) such that

\[ u_{k_j} \to \chi_\Sigma - \chi_{\mathbb{R}^{2m}\setminus \Sigma} \quad \text{in } L^1(B_1) \quad \text{as } k_j \to +\infty, \]

for some cone \( \Sigma \) that is a stable set for the fractional perimeter.

On the other hand, by the asymptotic behavior of \( u \) (point (ii) in Theorem 1.2) it is clear that

\[ u_k \to \chi_\mathcal{O} - \chi_{\mathbb{R}^{2m}\setminus \mathcal{O}} \quad \text{a.e. as } k \to +\infty. \]

Putting all together we conclude that \( \mathcal{O} \) is a stable set for the fractional perimeter if \( 2m \geq 14 \) and \( \gamma \in (0, 1/2) \). This is the same as saying that the Simons cone is a stable nonlocal \((2\gamma)\)-minimal surface in such dimensions.
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