Self-Adaptive Path Tracking Control for Mobile Robots under Slippage Conditions Based on an RBF Neural Network
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Abstract: Wheeled mobile robots are widely implemented in the field environment where slipping and skidding may often occur. This paper presents a self-adaptive path tracking control framework based on a radial basis function (RBF) neural network to overcome slippage disturbances. Both kinematic and dynamic models of a wheeled robot with skid-steer characteristics are established with position, orientation, and equivalent tracking error definitions. A dual-loop control framework is proposed, and kinematic and dynamic models are integrated in the inner and outer loops, respectively. An RBF neural network is employed for yaw rate control to realize adaptability to longitudinal slippage. Simulations employing the proposed control framework are performed to track snaking and a DLC reference path with slip ratio variations. The results suggest that the proposed control framework yields much lower position and orientation errors compared with those of a PID and a single neuron network (SNN) controller. It also exhibits prior anti-disturbance performance and adaptability to longitudinal slippage. The proposed control framework could thus be employed for autonomous mobile robots working on complex terrain.
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1. Introduction

Path tracking is critical for autonomous driving, as it moves a mobile robot to follow a desired path by longitudinal and lateral control [1]. The linear quadratic regulator (LQR) controller, proportional–integrated–derivative (PID) controller, and sliding mode controller are often used in path tracking control [2–4]. In addition, model predictive control (MPC) is often used in path tracking. Model predictive control strategies are applied to a wheeled mobile robot, and it has proved that MPC reduces energy consumption by 70% compared to the reduction in energy consumption provided by PID control [5]. The various path tracking control algorithms proposed for mobile robots usually employ constant control parameters, which yield optimal performance under a no-disturbance condition. Researchers focused on selecting suitable controller gains and designing compensators to improve control performance [6–8]. Adaptive control methods were widely utilized for systems with unknown dynamics and uncertain disturbances [9,10]. The terrain changes, often considered disturbances for controller design, may have a variety of effects on a robot’s motion, such as slipping and skidding [11,12]. Slippage, however, is especially crucial for the motion control of mobile robots working in the field environment [13]. Such disturbances may lead to the degradation of tracking performance [14].

A number of studies in the literature took slippage into account and proposed path tracking control together with slipping and skidding compensation [15]. Therefore, the accuracy of slippage parameter estimation is vital to the design of such controllers. The generalized extended state observer (GESO) approach and Kalman filter were utilized to estimate the slipping parameter of wheels [13,16], and the slippage effect was considered in a kinematic model to improve the performance of path tracking [17–19]. The disturbance led by slipping and skidding, however, is difficult to estimate and predict. Only few studies
have presented adaptive controllers with time-varying parameters to adapt to various terrains. An improved adaptive controller was proposed to allow a wheeled mobile robot (WMR) to track the desired trajectory under unknown longitudinal slip [14]. The accuracy and reliability of the path tracking of a four-wheel mobile robot when moving at high dynamics on a slippery surface were addressed by employing an adaptive and predictive controller [20]. A novel indirect adaptive controller was proposed to allow wheeled robots to finish path tracking on complicated terrains in the presence of unknown interferences and wheel slippage using integral sliding mode control (ISMC)-based neural networks with updated rules for adjustments the weights [21]. A self-tuning methodology based on probabilistic approaches and machine learning techniques was proposed to improve the path tracking performance of for autonomous vehicles maneuvering along changing terrain [22]. A new adaptive control scheme was used to overcome the difficulties in path tracking, and the scheme included designing a new adaptive state-feedback controller and two high-gain observers to estimate the unknown linear and angular velocities, respectively [23]. The adaptive sliding mode control (SMC) method combines the adaptive control method and a fast double power reaching law with the SMC method, and a complete control loop with active slip compensation and adaptive SMC is thus established [24]. The path tracking controller for field robots should overcome the terrain changes by employing a time-varying controller that can adapt to slippage disturbances.

This paper addresses the problem of degradation on path tracking performance in WMRs due to slipping and skidding for. The major contributions of this paper are listed as follows:

- An equivalent error integrating position and orientation errors, and taking account of the preview distance is employed for the development of path tracking control to achieve both a lower position error and a steady posture.
- A dual-loop control framework that integrates kinematic and dynamic models in the inner and outer loops, respectively, is proposed. A decoupled control method including a yaw rate controller and a speed controller is utilized to achieve the tracking target of a reference path with a desired speed.
- An RBF neural network is employed for yaw rate control to realize adaptability to longitudinal slipping and skidding caused by complex terrain.

The remainder of this paper is organized as follows: In Section 2, a kinematic model of a skid–steer wheeled robot is formulated with the definition of position and orientation errors. Dynamic equations for the robot are also derived for path tracking controller design. Section 3 introduces the dual-loop control framework for path tracking. Section 4 describes simulation results by tracking a snaking and a DLC reference path under variations in slip ratios. Finally, the conclusion and future work of this paper are shown in Section 5.

2. Kinematic and Dynamic Models

Kinematic and dynamic models are widely used to estimate robot behaviors and dynamic response under the control input, which is essential for the development of a controller. Both kinematic and dynamic models of a WMR with skid–steer characteristics are established. Path tracking errors defined by driver-preview theory are included in the kinematic model. Dynamic equations for the wheeled robot are formulated and used for the inner-loop control of the proposed framework.

2.1. Kinematic Model

A kinematic model is firstly established for a skid–steer WMR to acquire its trajectory and orientation variation under tracking control. Figure 1 shows a description of the kinematic model with the error definition for path tracking. The position and orientation of the wheeled robot can be explained with the world coordinate system XOY. C is the center of gravity (CG) of the robot, which is taken as the reference point of path tracking in this study. The wheeled robot consists of two driving rear wheels and two driven front wheels, and steering is achieved by the speed difference between the two rear wheels.
A generalized coordinate vector \( q = [x, y, \theta, \varphi_L, \varphi_R]^T \) of the wheeled robot is defined, where \( x \) and \( y \) denote the coordinates along the X and Y orientations of CG of the robot; \( \theta \) is the orientation angle of the robot with respect to the x-axis; and \( \varphi_L \) and \( \varphi_R \) are the rotation angles of the left and right driving wheels, respectively. The kinematic equation of a skid–steer wheeled robot is described as

\[
\dot{q} = S(q) \dot{v}
\]

(1)

where \( \dot{v} = [\varphi_L, \varphi_R]^T \) and \( S(q) \) are formulated as

\[
S(q) = \begin{bmatrix}
\frac{r \cos \theta}{2} & \frac{r \sin \theta}{2} & -\frac{r}{B} & 1 & 0 \\
\frac{r \sin \theta}{2} & \frac{-r \cos \theta}{2} & 0 & 1 & 1
\end{bmatrix}^T
\]

(2)

where \( r \) is the radius of a driving wheel, and \( B \) is the distance between the centerlines of left and right wheels.

The non-holonomic constraint that a wheeled robot is subjected to is given by

\[
A(q) \dot{q} = 0
\]

(3)

where \( A(q) \) is

\[
A(q) = \begin{bmatrix}
\sin \theta & -\cos \theta & 0 & 0 & 0 \\
-\cos \theta & -\sin \theta & \frac{B}{r} & r & 0 \\
-\cos \theta & -\sin \theta & \frac{B}{r} & 0 & r
\end{bmatrix}
\]

(4)

The non-holonomic constraint is under the assumption that the system is “pure rolling without slipping” [25]. Wheeled robots working in a field environment often slip or skid, and thus, the kinematic equation is rewritten by taking the slip ratio into account. The kinematic model of a skid–steer wheeled robot under slippage conditions could be obtained as

\[
\dot{q} = \begin{bmatrix}
\dot{x} \\
\dot{y} \\
\dot{\theta} \\
\dot{\varphi}_L \\
\dot{\varphi}_R
\end{bmatrix} = \begin{bmatrix}
\frac{r \cos \theta}{2} (1 - f_L) & \frac{r \sin \theta}{2} (1 - f_R) & -\frac{r}{B} (1 - f_L) & \frac{r}{B} (1 - f_R) \\
-\frac{r \sin \theta}{2} (1 - f_L) & \frac{-r \cos \theta}{2} (1 - f_R) & 0 & 1
\end{bmatrix} \dot{v}
\]

(5)

where \( f_L \) and \( f_R \) are the slip ratios of left and right wheels, respectively, which are defined as

\[
f_s = 1 - \frac{\dot{v}_s}{\varphi_s r}, \ s = L \ or \ R
\]

(6)
where \( v_L \) and \( v_R \) are the linear velocities of the left and right wheels, respectively.

Path tracking errors of the robot are composed of position errors in both the lateral and longitudinal directions, as well as orientations with respect to the reference path, which are defined as

\[
e_p = \lambda \sqrt{(x - x_r)^2 + (y - y_r)^2}
\]

\[
e_\theta = \theta - \theta_r
\]

where \( e_p \) and \( e_\theta \) are the position and orientation errors, respectively, of the robot with respect to the reference path; \((x_r, y_r)\) represents the reference position; \( \theta_r \) is the reference orientation. \( \lambda \) is equal to 1 when the robot is at the left side of the reference path, while is \(-1\) when it is at the right side.

In this paper, an equivalent tracking error \( e_q \) is defined by taking the preview distance \( l_p \) into account, which represents a position error of a future state [26]:

\[
e_q = e_h + e_p \approx l_p \ e_\theta + e_p
\]

where \( e_h \) is a position error in the future, which is caused by the orientation error \( e_\theta \) of the current state. All of the defined errors are employed as the input and evaluation indicators for controller development.

### 2.2. Dynamic Model

A dynamic model is subsequently built for the wheeled robot to take dynamic constraints of the motor driving system into account. The dynamic model, as shown in Figure 2, can be explained with a body-fixed coordinate system, where the origin point is located at the CG of the robot. \( T_L \) and \( T_R \) are driving torques on wheels generated by left and right motors, respectively. \( F_y \) denotes constraint force along the \( y \)-axis, while \( F_{xL} \) and \( F_{xR} \) are constraint forces on the left and right wheels along the \( x \)-axis.

![Figure 2. Dynamic model of a skid–steer wheeled robot.](image)

In this paper, it is assumed that the robot is constrained to moving on the horizontal plane only. The dynamic equation of the system is formulated using the Lagrange method, which can be expressed as

\[
M \ddot{q} = B \tau - A^T(q) \lambda
\]

where \( M \) is the inertial matrix, \( B \) is the transfer matrix, \( \tau \) denotes the input vector of driving torques, and \( \lambda \) is the vector of constraint forces.

\[
\begin{align*}
M &= \text{diag}\{m, m, J_L, J_R\} \\
B &= \begin{bmatrix}
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1
\end{bmatrix}^T \\
\tau &= [T_L, T_R]^T \\
\lambda &= [F_y, F_{xL}, F_{xR}]^T
\end{align*}
\]
where $m$ is the mass of the robot, $J$ is its moment of inertia along the z-axis, $J_L = \frac{m r^2}{4} + \frac{J_r^2}{8}$ and $J_R = \frac{m r^2}{4} + \frac{J_r^2}{8}$ are the moments of inertia of the left and right driving wheels, respectively.

The vector of constraint forces $\lambda = [F_y, F_{xL}, F_{xR}]^T$ can be defined as follows

\[
\begin{align*}
F_{xL} &= C_{xL} f_L \\
F_{xR} &= C_{xR} f_R \\
F_y &= C_y \beta
\end{align*}
\] (12)

where $C_{xL}$ and $C_{xR}$ represent the longitudinal stiffness of the left and right driving wheels, respectively; $C_y$ is the cornering stiffness of the wheels; $\beta$ is the wheel slip angle.

The wheel slip angle $\beta$ can be estimated by the velocity variables of the previous time, and can be expressed as follows

\[
\beta(t) = \frac{2\dot{y}(t-1) - B \dot{\theta}(t-1)}{2\dot{x}(t-1)}
\] (13)

where $\beta(t)$ is the value of $\beta$ at $t$ moment; $\dot{\theta}(t-1)$ is the value of $\dot{\theta}$ at $t-1$ moment; $\dot{x}(t-1)$ and $\dot{y}(t-1)$ are the values of $\dot{x}$ and $\dot{y}$, respectively, at $t-1$ moment.

The dynamic equation (Equation (10)) can thus be simplified as

\[
\ddot{q} = M^{-1}B\tau - M^{-1}A^T(q)\lambda
\] (14)

The angular acceleration of the left and right driving wheels can be obtained, and it is employed to design the inner loop of the control framework in this paper.

3. Path Tracking Controller

Figure 3 shows the configuration of the proposed dual-loop control framework for path tracking. A decoupled control method, including a yaw rate controller and a speed controller, is employed to achieve the tracking target of a given path with a desired speed, which is defined as $p = (x_{\text{ref}}, y_{\text{ref}}, \theta_{\text{ref}}, v_d)$. The yaw rate controller is developed to move the robot following the reference path. Slipping and skidding may lead to degradation of the path tracking performance of a conventional controller. An RBF neural network is thus utilized to propose a self-adaptive tracking control due to its prior adaptability to various systems and performance against disturbances. At the same time, a speed controller is designed to compensate the loss of robot speed due to the occurrence of slipping and skidding. A motor controller is also developed to achieve the reference angular velocity of the left and right driving wheels. Both dynamic and a kinematic controls are realized in the inner and outer loops of the proposed control framework. Slipping and skidding are simulated as unexpected disturbances of the kinematic model, and the adaptive performance of the proposed framework is investigated.
Figure 3. Configuration of the path tracking control framework.

According to the configuration of the path tracking control framework from Figure 3, the real path can be output in Algorithm 1.

**Algorithm 1** Self-adaptive path tracking control algorithm based on RBF neural network

**Input:**
\[ p = \{ x_{\text{ref}}, y_{\text{ref}}, \theta_{\text{ref}}, v_d \}; \]

**Output:**
\[ O = [x, y, \theta, v]; \]

```plaintext
1: \text{while } t < t_{\text{max}} \text{ do} \\
2: \quad \text{//outer-loop control algorithm} \\
3: \quad e_p(t) \leftarrow \text{Error}(x_{\text{ref}}(t), y_{\text{ref}}(t), x(t), y(t)); \quad \text{//Compute error} \\
4: \quad [e_\theta(t); e_v(t)] \leftarrow \text{Error}([\theta_{\text{ref}}(t), \theta(t)]; [v_d(t), v(t)]); \\
5: \quad u_x(t) \leftarrow \text{Speedcontroller}(e_v(t)); \quad \text{//PID control algorithm (Equation (15))} \\
6: \quad u_y(t) \leftarrow \text{RBFoutput}(u(t), h(t)); \quad \text{//Equation (19)} \\
7: \quad \text{if } t = 0 \text{ then} \\
8: \quad \quad \text{Initialize matrix } w(t), b(t) \text{ and } c(t); \\
9: \quad \text{else} \\
10: \quad \quad h(t) \leftarrow \text{Hiddenlayer}(x(t), b(t), c(t)); \quad \text{//Compute hidden layer output matrix (Equation (18))} \\
11: \quad \quad u_q(t) \leftarrow \text{RBFoutput}(u(t), h(t)); \quad \text{//Equation (19)} \\
12: \quad \quad \text{Update matrix } w(t + 1), b(t + 1) \text{ and } c(t + 1); \quad \text{//Equations (21) and (23)} \\
13: \quad \text{end if} \\
14: \quad [\dot{\phi}_{Ld}(t), \dot{\phi}_{Rd}(t)] \leftarrow \text{Transition}(u_x(t), u_y(t)); \quad \text{//The desired angular velocity} \\
15: \quad \text{//Inner-loop control algorithm} \\
16: \quad [e_\theta(t); e_v(t)] \leftarrow \text{Error}([\dot{\phi}_{Ld}(t), \dot{\phi}_{L}(t)]; [\dot{\phi}_{Rd}(t), \dot{\phi}_{R}(t)]); \\
17: \quad \quad \text{[}T_{L}(t); T_{R}(t)\text{]} \leftarrow \text{Motorcontroller}[e_\theta(t)]; \quad \text{//PID control algorithm (Equation (16))} \\
18: \quad \quad e_r(t)); \quad \text{//PID control algorithm (Equation (16))} \\
19: \quad \quad \text{[}\dot{\phi}_{L}(t + 1); \dot{\phi}_{R}(t + 1)\text{]} \leftarrow \text{Dynamicmodel}[e_\theta(t); e_v(t)]\text{, and feedback to step 16 of the } t + 1 \text{ moment;} \\
20: \quad \quad \text{//Inner-loop control closure} \\
21: \quad \quad O(t + 1) \leftarrow \text{Kinematicmodel}[\dot{\phi}_{L}(t + 1), \dot{\phi}_{R}(t + 1), f_L(t + 1), f_R(t + 1)], \text{ and feedback to step 3–4 of the } t + 1 \text{ moment;} \\
22: \quad \quad t \leftarrow t + 1; \quad \text{//Outer-loop control closure} \\
23: \quad \text{end while} \\
24: \quad \text{return } O; \\
```

3.1. Speed and Motor Control

Both \( u_y \) and the speed controller output \( u_v \) are the inputs of robot model through angular velocity transition. The PID control algorithm is employed to develop the speed...
controller and motor controller, which are shown in Figure 3. The speed controller is designed as

\[ u_v = K_{Pv} e_v + K_{Iv} \int e_v dt + K_{Dv} \frac{de_v}{dt} \]  (15)

where \( K_{Pv}, K_{Iv}, \) and \( K_{Dv} \) are the proportional, integral, and differential coefficients of the speed controller, respectively, and \( e_v \) is the difference between the desired velocity \( v_d \) and actual velocity \( v \) of the robot.

The PID control algorithm of the motor controller is derived as

\[ T'_s = K_{PT} e_s + K_{IT} \int e_s dt + K_{DT} \frac{de_s}{dt}, \quad s = L \text{ or } R \]  (16)

where \( K_{PT}, K_{IT}, \) and \( K_{DT} \) are the proportional, integral, and differential coefficients of the motor controller, respectively; \( T'_s \) is the torque output by the PID control algorithm; \( e_s \) is the difference between the desired angular velocity \( \phi_{sd} \) and the actual angular velocity \( \phi_s \) of the s-wheel. \( L \) and \( R \) represent left and right sides of the robot, respectively.

The motor controller uses the DC motor, and the DC motor is derived as

\[ T_s = D I_s - Z \phi_{sd}, \quad s = L \text{ or } R \]  (17)

where \( T_s \) is the actual torque output by the DC motor, \( D \) is torque constant of the motor, and \( I_s \) is the motor current. In motor control, the influence of damping torque must not be ignored. Therefore, the damping term is considered in the motor control, and \( Z \) is the damping coefficient [5].

In the PID control algorithm, it is difficult to obtain reasonable proportional, integral, and differential coefficients. In this paper, the following steps are used to tune the PID controller, and the corresponding coefficient is obtained:

- Firstly, the proportional coefficient is tuned. The initial value can be calculated quantitatively, and the different values from both sides of the initial value can be taken. The final proportional coefficient can be determined when the system has a relatively fast response speed.
- Secondly, the integral coefficient is tuned. The time for the system to reach stability is tested when the value is 0–1, and the integral coefficient can be determined when the time is relatively short.
- Thirdly, the differential coefficient is tuned. The differential coefficient, which is 0–1, can be determined when the system is relatively stable.

According to the above method of tuning the PID controller, the coefficients of the speed controller \( K_{Pv}, K_{Iv}, \) and \( K_{Dv} \) are 50, 0.5, and 0, respectively, and the coefficients of the motor controller \( K_{PT}, K_{IT}, \) and \( K_{DT} \) are 4, 0, and 1, respectively.

3.2. Yaw Rate Control

The yaw rate controller, as shown in Figure 4, is developed from an RBF neural network where an online adaptive law is applied. The neural network is composed of an input layer, a hidden layer, and an output layer. Position and orientation errors, as well as their deviations, are taken as the input of the neural network. The output is the desired yaw rate of the wheeled robot, which is denoted as \( u_y \). In this paper, a 4–9–1 structure is employed to facilitate the RBF neural network, and a self-adaptive law is applied to update the network parameters online.
As shown in Figure 4, \( x = \begin{bmatrix} e_0 & e_p & \dot{e}_0 & \dot{e}_p \end{bmatrix}^T \) is defined as the network input, and \( h = [h_j]^T \) is the output of hidden layer, where \( h_j \) represents the value of the Gaussian function for the \( j \)th neuron.

\[
h_j = \exp\left(-\frac{\|x - c_j\|^2}{2b_j^2}\right)
\]

(18)

where \( c = [c_j] \) is the central vector, \( b = [b_j]^T \) is the width vector of the Gaussian function, and \( j = 1, 2, \ldots, m \), \( m \) is the number of neurons in the hidden layer.

The output of the neural network is

\[
u_q = \sum_{j=1}^{m} \omega_j h_j
\]

(19)

where \( \omega_j \) is the weight of output layer from the \( j \)th neuron.

An error indicator of the network is defined as

\[
E = \frac{1}{2} e(t)^2
\]

(20)

In this paper, \( e(t) \) is defined as a weighted error with the equivalent tracking error \( e_q \) and its deviation \( \dot{e}_q \)

\[
e(t) = s_1 e_q(t) + s_2 \dot{e}_q(t)
\]

(21)

where \( s_1 \) and \( s_2 \) are the weight coefficients of \( e_q \) and \( \dot{e}_q \), respectively.

The changes in the weight are \( \Delta \omega_j(t) \), \( \Delta b_j(t) \), and \( \Delta c_{jk}(t) \), and they are derived using the gradient descent method to update the network.

\[
\Delta \omega_j(t) = -\eta \frac{\partial E}{\partial \omega_j} = \eta e(t) h_j
\]

\[
\Delta b_j(t) = -\eta \frac{\partial E}{\partial b_j} = \eta e(t) \omega_j h_j \frac{\|x - c_j\|^2}{b_j^3}
\]

\[
\Delta c_{jk}(t) = -\eta \frac{\partial E}{\partial c_{jk}} = \eta e(t) \omega_j h_j \frac{x_j - c_{jk}}{b_j^3}
\]

(22)

where \( \eta \) is the learning rate, and the value is between 0 and 1.

When the value of \( \eta \) is too low, the speed of learning decreases. On the contrary, when the value of \( \eta \) is too high, the change in the weight is unstable. Therefore, the momentum term is added to Equation (22). If the gradient direction of the current time is similar to that of the historical time, the gradient direction of the current time is strengthened; if it
is different, the gradient direction at the current time weakens. The weight of the output layer, the width, and center vectors of the Gaussian function can be updated by

\[
\begin{align*}
\omega_j(t) &= \omega_j(t-1) + \Delta \omega_j(t) + \alpha(\omega_j(t-1) - \omega_j(t-2)) \\
b_j(t) &= b_j(t-1) + \Delta b_j(t) + \alpha(b_j(t-1) - b_j(t-2)) \\
c_{jk}(t) &= c_{jk}(t-1) + \Delta c_{jk}(t) + \alpha(c_{jk}(t-1) - c_{jk}(t-2))
\end{align*}
\]

where \(\alpha\) is factor of momentum, and the value is between 0 and 1.

A PID tracking controller is also formulated for the wheeled robot to obtain the central vector values of the RBF network. Path tracking simulations are conducted by employing the PID controller, and both position error and orientation error are collected to determine the central vector of the RBF network by the K-means clustering method. In the simulation employing the PID controller, the slippage disturbances are not taken into account. The purpose of such simulation is to identify a suitable central vector for the RBF network rather than a random approach.

4. Results and Discussion

The proposed path tracking algorithm is verified by tracking two different reference paths, namely, a snaking path and a double lane change (DLC) path. As shown in Figure 5, the robot tracks the path on a separation surface, and the slip ratios of the left and right wheels are taken as disturbances input to the kinematic model. The effectiveness and adaptability of the proposed control framework are demonstrated under tracking simulations.

![Figure 5. Slip ratio variations of the left and right tracks.](image)

4.1. Algorithm Verification

The parameters of the wheeled robot for algorithm verification are listed in Table 1. The learning rate \(\eta\) and factor of momentum \(\alpha\) in the RBF network are set to 0.3 and 0.35, respectively. The weight coefficients \(s_1\) and \(s_2\) are 0.6 and 0.004, respectively. The preview distance \(l_p\) is 0.01 m in this paper. The initial values of neural network weights (the weighting vector and the width vector) are set as follows: \(\mathbf{w} = [0.05 0.05 \cdots 0.05]^T\) and \(\mathbf{b} = [0.5 0.5 \cdots 0.5]^T\). Simulations to track both a snaking path and a DLC path are conducted by employing the PID controller, and the central vector of the RBF network is determined by the K-means clustering method. Unlike general vehicles operating on prepared roads, wheeled mobile robots are used to accomplish special tasks in specific occasions. Usually, the speed of a wheeled mobile robot is not fast. Therefore, in this paper, the desired speed of the robot in the simulation is set to 1 m/s.
Table 1. Parameters of the robot model.

| Parameter | Value | Unit |
|-----------|-------|------|
| $r$       | 0.21  | m    |
| $B$       | 0.67  | m    |
| $m$       | 115   | kg   |
| $J$       | 20.59 | kgm$^2$ |
| $J_L$     | 3.29  | kgm$^2$ |
| $J_R$     | 3.29  | kgm$^2$ |
| $C_{xL}$  | 10    | kN   |
| $C_{xR}$  | 10    | kN   |
| $C_y$     | 240   | N (°)$^{-1}$ |
| $D$       | 0.5335| Nm (A)$^{-1}$ |
| $Z$       | 0.005 | Nms (rad)$^{-1}$ |

Figures 6 and 7 show the results of the proposed control framework by tracking a DLC and a snaking path, respectively. The wheeled robot controlled by the proposed framework can track both reference paths precisely without any significant offset from the “reference”, and these are shown in Figures 6a and 7a. Position and orientation errors, as well as the equivalent tracking error $e_q$, when tracking the reference paths, are illustrated in Figures 6b and 7b. The maximum position error of the proposed framework was less than 0.08 m when tracking a DLC path, and it occurred in the lane-change part. The equivalent error remained at nearly zero during the tracking process, which indicates the effectiveness of the RBF network in reducing error indicators (Equation (20)). In contrast, sharp increases in errors occurred when tracking a snaking path. The reference snaking path was composed of two straight lines and a sinusoid, and abrupt changes in the reference orientation are occurred at the intersections of the straight line and curve. Although the tracking error increased to about 0.2 m when changing from a straight line to a sinusoid, it rapidly converged to zero.

Figures 6c and 7c illustrate the angular velocities of the left and right driving wheels generated by the proposed control framework. Their periodic variations are due to slippage disturbance, as shown in Figure 5. The weighting coefficients of the output layer from neurons No. 1, 3, 5, 7, and 9 were selected and shown in Figures 6d and 7d. These coefficients also varied with the slippage to achieve a lower evaluation indicator, while they showed abrupt increases and decreases in the discontinuous position of the reference paths. The results indicate that the proposed control framework can adapt to slippage disturbance in terms of adjusting the weights of the network. It can also adapt to the abrupt change in reference orientation. The adaptiveness and effectiveness of the proposed control framework were verified.
Figure 6. Tracking results of the proposed framework under a double-lane-change maneuver: (a) trajectory, (b) tracking errors, (c) angular velocity of the left and right driving wheels, and (d) weights of the RBF network.

Figure 7. Tracking results of the proposed framework under a snaking path maneuver: (a) trajectory, (b) tracking errors, (c) angular velocity of the left and right driving wheels and (d) weights of the RBF network.

4.2. Comparison with Other Control Algorithms

In this paper, a single neuron network (SNN) [27] and a PID control algorithms were selected for comparisons with the proposed control framework in order to demonstrate
the tracking performance. Equivalent error $e_q$ was also employed as the control target for the two controllers. The results of the three control algorithms to in tracking a DLC and a snaking reference path under slippage disturbance are shown in Figure 8.

![Figure 8. Comparison of results of different control algorithms by tracking a DLC path: (a) trajectory and (b) tracking errors.](image)

A quantification method was employed to evaluate the path tracking performance of the different algorithms. Accumulate position, orientation and equivalent errors during the tracking process, denoted by $S_{ep}$, $S_{eh}$, and $S_{eq}$, respectively, are defined as

\[
\begin{align*}
S_{ep} &= \int_0^T |e_p| \, dt \\
S_{eh} &= \int_0^T |e_h| \, dt \\
S_{eq} &= \int_0^T |e_q| \, dt
\end{align*}
\] (24)

where $T$ is the total time of path tracking.

The trajectories and variations in the tracking errors with the time of the proposed control framework, SNN, and PID when tracking a DLC path are illustrated in Figure 8. The DLC path could be tracked by all of the afore-mentioned controllers. The variations in $e_p$ and $e_q$ of the PID and SNN controllers occurred in a larger range when compared with those of the proposed control framework. The maximum $|e_p|$ values of the PID and SNN controllers are nearly 0.15 m and 0.08 m, respectively, and they are much higher than those of the RBF. The swinging postures of the robot are exhibited in trajectories of the SNN and PID (Figure 8a), and this is due to the oscillating variations in $e_q$ of the two controllers in the tracking process (Figure 8b). Although the heading error remained nearly constant in the lane-changing process, the proposed framework yielded a steady posture.

Figure 9 compares the results of three controllers by tracking a snaking target path. As shown in Figure 9a, a swinging posture of the wheeled robot appeared when tracking the straight-line part for the SNN and PID controllers. The three controllers yielded an abrupt increase in tracking errors in the intersections between a straight line and a sinusoid curve, which is illustrated in Figure 9b. The maximum $|e_p|$ values of the PID and SNN are about 0.18 m and 0.1 m, respectively, and they are much higher than those of the proposed framework. The obviously periodic changes in the three tracking errors of the SNN and PID were caused by slip ratio variations (Figure 5). The slippage disturbance led to degradation in the tracking performance of the SNN and PID controllers. The proposed control framework exhibited the lowest tracking errors and prior anti-disturbance performance when compared with those of the SNN and PID. The robot could track the target path with lower errors and a steady posture.
Figure 9. Comparison of results of different control algorithms in tracking a snaking path: (a) trajectory and (b) tracking errors.

Figure 10 compares the accumulate position, orientation, and equivalent errors of three different controllers. The proposed framework yielded the lowest $S_{ep}$, $S_{eh}$, and $S_{eq}$ in both the DLC and snaking path tracking processes, while the PID controller exhibited much higher accumulate errors than those of the other controllers. As shown in Figure 10a, the proposed controller yielded much lower $S_{eq}$ than $S_{ep}$ and $S_{eh}$ when tracking the DLC path. This is because that the equivalent tracking error $e_q$ is defined by taking account for the position error of a future state and the heading error which may lead to approaching the target path, decreases $e_q$. This integrated consideration of tracking error caused a decrease in the accumulate position error. $S_{eq}$ of the three controllers when tracking the DLC path is much higher than when tracking the snaking path, which is due to a steady heading error in the lane changing process, as shown in Figure 8b.

Figure 10. Comparison of accumulate errors of different control methods by tracking (a) a DLC path and (b) a snaking path.

5. Conclusions

An adaptive path-tracking controller is proposed in this study to overcome slippage disturbances. Both a kinematic model and a dynamic model of a wheeled robot with skid-steer characteristics are established for the development of a dual-loop control framework. An RBF neural network is employed to design a yaw rate controller with anti-slippage performance. Simulations to track snaking and DLC paths are conducted under slippage disturbances. The proposed control framework yields much lower accumulate position, orientation, and equivalent tracking errors compared with those of an SNN and a PID controller. It also exhibits steady posture during the tracking process, which indicates its prior anti-slippage performance. The weights of the output layer in the RBF network vary
with respect to the disturbances input. The proposed dual-loop controller is demonstrated to adapt to slippage, indicating that it could be employed in future vehicles or robots working in complex conditions. While the model did not consider the effect of vertical direction on path tracking. Our future work will focus on the validation of the proposed control framework in a field environment with complex terrain and take into account the vertical stiffness of the tire model.
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