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1. Introduction

This work is the first one in a series of articles on the structure of braided fusion categories. It is concerned with the foundations of the theory. In the future articles we are going to study certain classes of braided fusion categories (e.g., nilpotent and group-theoretical ones) and the structure of the core of any braided fusion category.

1.1. Terminology and notation. In this paper we work over an algebraically closed field $k$ of characteristic 0. A $k$-linear category is an additive category in which each Hom group is equipped with a structure of vector space over $k$ so that the composition of morphisms is $k$-linear. A tensor category (or monoidal $k$-linear category) is a $k$-linear category $C$ with a structure of monoidal category such that the bifunctor $\otimes : C \times C \to C$ is bilinear on morphisms.

By a fusion category we mean a $k$-linear semisimple rigid tensor category $C$ with finitely many isomorphism classes of simple objects, finite-dimensional spaces of morphisms, and such that the unit object $1$ of $C$ is simple. We refer the reader to [ENO] for a general theory of fusion categories. A fusion category is braided if it is equipped with a natural isomorphism $c_{X,Y} : X \otimes Y \simeq Y \otimes X$ satisfying the hexagon axioms, see [JS, BK].

The simplest example of a fusion category is a pointed category, i.e., such that all its simple objects are invertible. A pointed fusion category is equivalent to $\text{Vec}_G^\omega$, i.e., the category of finite-dimensional $G$-graded vector spaces with the associativity constraint given by some cocycle $\omega \in Z^3(G, k^\times)$ (here $G$ is a finite group).

1.2. Braided versus pre-modular. In the literature most of the results on braided fusion categories are formulated under the assumption that the braided category is pre-modular, i.e., equipped with a spherical structure (see §2.4.3). Moreover, many results are formulated for modular categories, i.e., pre-modular categories satisfying a non-degeneracy condition. However, the spherical structure is irrelevant for the questions considered in this work and for many other purposes. So we found it necessary to formulate and prove the generalizations of some known results without assuming the existence of a spherical structure (although it seems to exist in all known examples of fusion categories). We also tried to avoid non-degeneracy assumptions whenever possible.

1.3. The core of a braided fusion category. This is the main new notion of this work. Before discussing it in more details in §1.3.2 let us explain informally why we think it is important.

1.3.1. Informal discussion. The problem of classifying all braided fusion categories is probably unreasonable because it contains the subproblem of classifying all finite groups. So given a braided fusion category $C$ it is natural to try to separate the “part” of $C$ that “comes from finite groups” from the remaining “part”, $C_1$. The notion of core allows to give a precise definition of $C_1$. Namely, $C_1$ is the adjoint category of the core of $C$ (the definition of adjoint category is given in §2.2). It turns out that if the global dimension (or the Frobenius-Perron dimension) of $C_1$ is odd then $C_1$ is a tensor product of braided fusion categories which are simple (i.e., not pointed, not symmetric, and without nontrivial fusion subcategories). We hope that a similar (but more complicated) statement can be proved without the oddness assumption.
1.3.2. **Definition and main results.** Let $\mathcal{E} = \text{Rep}(G) \subset \mathcal{C}$ be a maximal Tannakian subcategory of a braided fusion category $\mathcal{C}$. The core of $\mathcal{C}$ corresponding to $\mathcal{E}$ is the braided fusion category

$$\text{Core}_{\mathcal{E}}(\mathcal{C}) := \mathcal{E}' \boxtimes \mathcal{E} \text{Vec}$$

obtained by the de-equivariantization of the centralizer of $\mathcal{E}$, see Definition 5.8. This is parallel to the notion of the core of a pre-metric Lie coalgebra, see Principle 1.5(iii) and §5.1. The above category $\text{Core}_{\mathcal{E}}(\mathcal{C})$ carries an action of $G$ by braided autoequivalences. Let $\Gamma_{\mathcal{E}}$ denote the image of $G$ in the group of isomorphism classes of braided autoequivalences of $\text{Core}_{\mathcal{E}}(\mathcal{C})$.

In Theorem 5.9 we show that the equivalence class of the pair $(\text{Core}_{\mathcal{E}}(\mathcal{C}), \Gamma_{\mathcal{E}})$ does not depend on the choice of $\mathcal{E}$, i.e., is an invariant of $\mathcal{C}$. We hope that this new invariant will be useful in the study of braided fusion categories. In a joint work [ENO4] with P. Etingof we will explain how to reconstruct a braided fusion category from its core and some finite group data. An example of such reconstruction is provided in Theorem 4.64 which says that non-degenerate braided fusion categories with trivial core are precisely the centers of pointed categories.

We also show that the core is weakly anisotropic, i.e., has no non-trivial Tannakian subcategories stable under all braided autoequivalences. To demonstrate that the class of weakly anisotropic braided fusion categories is reasonable, we formulate Theorems 5.24 and 5.33, which will be proved in a subsequent article. Theorem 5.33 describes the structure of a weakly anisotropic braided fusion category $\mathcal{C}$ satisfying a certain condition, which holds automatically if the Frobenius-Perron dimension of $\mathcal{C}$ is odd.

1.4. **Some other results.**

1.4.1. **Characterization of the centers of pointed categories.** A fusion subcategory $\mathcal{L}$ of a braided fusion category $\mathcal{C}$ is said to be Lagrangian if $\mathcal{L}$ is Tannakian and coincides with its centralizer.

In Theorem 4.64 we prove that a non-degenerate braided fusion category $\mathcal{D}$ is equivalent to the center of a pointed fusion category if and only if it contains a Lagrangian subcategory. More precisely, we show that there is an equivalence between the groupoid of Lagrangian subcategories of $\mathcal{D}$ and the groupoid of “realizations” of $\mathcal{D}$ as the center of a pointed fusion category, see Theorem 4.66. This agrees with the heuristic Principles 1.5.

1.4.2. **Invariance of the central charge of a pre-modular category.** Theorem 6.16 relates the Gauss sum of a pre-modular category $\mathcal{C}$ with that of the fiber category $\mathcal{E}' \boxtimes_{\mathcal{E}} \text{Vec}$ corresponding to a Tannakian subcategory $\mathcal{E} \subset \mathcal{C}$. We prove in Corollary 6.18 that the central charges of $\mathcal{C}$ and $\mathcal{E}' \boxtimes_{\mathcal{E}} \text{Vec}$ coincide.

1.5. **The classical-quantum analogy.** In this subsection (which can be skipped by the skeptical reader) we formulate some heuristic principles.

1.5.1. **Casimir Lie algebras and pre-metric Lie coalgebras.** Fix a ground field $K$ (which has nothing to do with $k$). We do not assume that $\text{char } K = 0$ (e.g., $K$ can be finite), but for safety assume that $\text{char } K > 2$. All vector spaces and algebras will be over $K$. 
Definition 1.1. A Casimir Lie algebra is a pair \((\mathfrak{g}, t)\), where \(\mathfrak{g}\) is a finite-dimensional Lie algebra and \(t \in \mathfrak{g} \otimes \mathfrak{g}\) is symmetric and \(\mathfrak{g}\)-invariant. A pre-metric Lie coalgebra is a finite-dimensional Lie coalgebra \(C\) equipped with a quadratic form \(q : C \to K\) invariant with respect to the coadjoint action of the Lie algebra \(C^*\).

If \((\mathfrak{g}, t)\) is a Casimir Lie algebra then \(t\) can be viewed as an invariant quadratic form on the dual vector space \(\mathfrak{g}^*\), so \((\mathfrak{g}^*, t)\) is a pre-metric Lie coalgebra. Thus the notions of Casimir Lie algebra and pre-metric Lie coalgebra are essentially equivalent.

A subspace \(V \subset \mathfrak{g}^*\) is a Lie subcoalgebra if \(V^*\) is a quotient algebra of \(\mathfrak{g}\). This happens if and only if \(V\) is stable under the coadjoint action of \(\mathfrak{g}\). Therefore if \(V \subset \mathfrak{g}^*\) is a subcoalgebra so is \(V^\perp \subset \mathfrak{g}^*\).

Definition 1.2. A metric Lie coalgebra is a pre-metric Lie coalgebra \((C, q)\) such that the quadratic form \(q\) is non-degenerate. A metric Lie algebra is a Casimir Lie algebra \((\mathfrak{g}, t)\) such that the tensor \(t\) is non-degenerate.

If \((\mathfrak{g}, t)\) is a metric Lie algebra then \(t\) gives rise to an invariant non-degenerate quadratic form on \(\mathfrak{g}\) (a “metric”). Clearly the notions of metric Lie algebra and metric Lie coalgebra are essentially equivalent.

Definition 1.3. A subalgebra \(a\) of a metric Lie algebra \(\mathfrak{g}\) is said to be Lagrangian if it is isotropic and \(\dim a = \frac{1}{2}\dim \mathfrak{g}\). A Manin pair is a pair consisting of a metric Lie algebra \(\mathfrak{g}\) and a Lagrangian subalgebra \(a \subset \mathfrak{g}\). A Manin pair is said to be pointed if \(a\) is an ideal.

Remarks 1.4. (i) If a Lagrangian subalgebra \(a \subset \mathfrak{g}\) is an ideal then \(a\) is abelian because \([a, a]\) is orthogonal to every element of \(\mathfrak{g}\).

(ii) It is easy to show that for any finite-dimensional Lie algebra \(\mathfrak{c}\), pointed Manin pairs \((\mathfrak{g}, a)\) with a fixed isomorphism \(\mathfrak{g}/a \cong \mathfrak{c}\) are classified by \(H^3(\mathfrak{c}, K)\). On the other hand, pointed fusion categories (see 1.1) are classified by pairs \((G, \omega)\), where \(G\) is a finite group and \(\omega \in H^3(G, k^\times)\).

1.5.2. Heuristic principles.

Principles 1.5. (i) Braided fusion categories are “quantum” analogs of Casimir Lie algebras (and, by duality, of pre-metric Lie coalgebras). Pointed braided fusion categories are analogs of abelian Casimir Lie algebras. Non-degenerate braided fusion categories are analogs of metric Lie algebras. Symmetric fusion categories are analogs of Casimir Lie algebras with \(t = 0\).

(ii) Fusion subcategories of braided fusion categories are analogs of Lie subcoalgebras in pre-metric Lie coalgebras. The centralizer of a fusion subcategory (see 3) is an analog of the orthogonal complement of a Lie subcoalgebra (here “complement” means “complement in the Lie coalgebra”).

(iii) The de-equivariantization procedure (see 4) is analogous to taking the quotient of a pre-metric Lie coalgebra by a subcoalgebra contained in the kernel of the quadratic form. Passing from a braided fusion category \(C\) to its core (see 1.3.2 and 6) is analogous to passing from a pre-metric Lie coalgebra \(C\) to the pre-metric Lie coalgebra \(a^\perp / a\), where \(a \subset C\) is a maximal isotropic subcoalgebra.

(iv) Fusion categories (resp. pointed fusion categories) are “quantum” analogs of Manin pairs (resp. pointed Manin pairs). Passing from a fusion category
to its center is a “quantum” analog of passing from a Manin pair \((g, a)\) to the metric Lie algebra \(g\).

These principles go back to the article \([Dr]\), in which Manin pairs (which are more or less the same as Lie quasi-bialgebras) appear as classical limits of quasi-Hopf algebras and pre-metric Lie algebras appear as classical limits of quasitriangular quasi-Hopf algebras.

In this article Manin pairs are used only to explain why the characterization of the centers of pointed categories given in Theorems 4.64-4.66 is natural from the point of view of the classical-quantum analogy. In fact, there is a useful notion of quantum Manin pair \([DMNO]\). This is a pair \((C, A)\), where \(C\) is a non-degenerate braided fusion category and \(A\) is a commutative algebra in \(C\) satisfying certain conditions (namely, \(A\) is connected, etale, and \(\text{FPdim}(A)^2 = \text{FPdim}(C)\)). It is proved in \([DMNO]\) that for fixed \(C\), the groupoid formed by such algebras \(A\) is canonically equivalent to the groupoid of realizations of \(C\) as a center of a fusion category. This justifies the name “quantum Manin pair”.

**Remark 1.6.** To get a closer analogy with braided fusion categories, instead of pre-metric Lie algebras one can consider Casimir Lie rings. By this we mean a finite Lie ring \(g\) (for safety, of odd order) whose Pontryagin dual \(g^* := \text{Hom}(g, k^\times)\) is equipped with a \(g\)-invariant symmetric bi-additive pairing \(g^* \times g^* \to k^\times\).

**1.6. Organization.** In \(\S 2\) we review the background material from the theory of fusion categories. For a braided fusion category \(C\) without a fixed spherical structure the notion of \(S\)-matrix is not defined. Instead, we introduce a similar notion of \(\tilde{S}\)-matrix. We define \(C\) to be non-degenerate if its \(\tilde{S}\)-matrix is. In Proposition 3.7 we formulate two other conditions equivalent to the non-degeneracy of \(C\). One of them (the triviality of M"uger’s center \(C'\)) is well known in the case of pre-modular categories (see \([Br]\)).

M"uger’s notion of centralizer plays a central role in this work (this is natural in view of Principle 1.5(ii)). In \(\S 3\) we extend M"uger’s results on centralizers from \([Mn2, Mn5]\) to braided fusion categories which are not necessarily non-degenerate or pre-modular. We also introduce and study the notion of projective centralizer.

\(\S 4\) deals with two mutually inverse constructions: equivariantization and de-equivariantization. We follow the ideas of Brugui\`eres \([Br]\) and M"uger \([Mn1]\) who showed that a datum of a fusion category with an action of a finite group \(G\) is equivalent to a datum of a fusion category \(\mathcal{C}\) over the Tannakian category \(\text{Rep}(G)\) such that the composition \(\text{Rep}(G) \to Z(\mathcal{C}) \to \mathcal{C}\) is fully faithful. The passage from an action of \(G\) to a category over \(\text{Rep}(G)\) is by taking the category of \(G\)-equivariant objects; the passage in the opposite direction (i.e., the de-equivariantization) consists of taking the fiber category, see \(\S 4.1.10\) for an explanation of our terminology. This correspondence also specializes to group actions on braided and pre-modular categories, see Theorem 4.18. In the case of pre-modular categories the de-equivariantization procedure coincides with the modularization introduced in \([Br, Mn1]\). The above correspondence also allows to study the structure of braided fusion categories from two complementary points of view: one based on analysis of Tannakian subcategories and another based on group actions on braided fusion categories, see \(\S 4.2\).

In \(\S 4.3\) we present a description (due to Kirillov, Jr. \([K]\) and M"uger \([Mn3]\)) of the structure of braided fusion categories containing a subcategory \(\text{Rep}(G)\) as equivariantizations of braided \(G\)-crossed categories. The latter notion was introduced by
Turaev [T]. At the end of §4 we establish the characterization of the centers of pointed fusion categories explained in §1.4.1 above.

§5 is the main new contribution of this article. Here we define the notion of the core of a braided fusion category $C$ (see §1.3.2 above) and study its properties. We also introduce the class of weakly anisotropic braided fusion categories (i.e., those without non-trivial Tannakian subcategories stable under all braided autoequivalences) and explain why it is reasonable to study the structure of such categories, see Theorems 5.24 and 5.33.

In §6 we discuss the Gauss sums of pre-modular categories, which are generalizations of the classical Gauss sums of pre-metric groups. We prove the invariance property of the central charge of a pre-modular category (see §1.4.1 above). If a braided fusion category $C$ is not equipped with a spherical structure the notion of Gauss sum is not defined; however, if $C$ is non-degenerate and its Frobenius-Perron dimension is integral we introduce in §6.4 a modification of this notion, which we call Gauss-Frobenius-Perron sum.

Appendix A contains basic results on quadratic forms on finite abelian groups (most of them are well-known). Appendix B is a summary of known facts about Ising categories (i.e., non-pointed fusion categories of Frobenius-Perron dimension 4) and braided structures on them.

In Appendix C we recall a characterization of centralizers in braided fusion categories due to Altschüler and Bruguières [AB]. This is a key technical result used in our proofs in §3.

In Appendix D we give an alternative proof of the theorem due to Joyal and Street [JS], which says that every pre-metric group comes from a pointed braided fusion category.

In Appendix E we introduce the notion of extension of a group by a gr-category (a.k.a. categorical group). We show that in the case of pointed categories equipped with a faithful grading Turaev’s notion of braided $G$-crossed category amounts to the notion of a central extension of a group by a braided gr-category, which was introduced in [CC].

In Appendix F we prove that a full subcategory of a fusion category which is closed under tensor product is automatically rigid.
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2. Preliminaries

In this section we recall some definitions and results on fusion categories and braided fusion categories following mainly [BK, Da, ENO, CN, JS]. Throughout the paper we work over an algebraically closed field $k$ of characteristic 0.
2.1. Generalities on fusion categories. The definitions of fusion category and pointed fusion category were given in the introduction.

By a fusion subcategory of a fusion category $\mathcal{C}$ we understand a full tensor subcategory $\mathcal{C}' \subset \mathcal{C}$ such that if $X \in \mathcal{C}$ is isomorphic to a direct summand of an object of $\mathcal{C}'$ then $X \in \mathcal{C}'$. As an additive category, such $\mathcal{C}'$ is generated by some of the simple objects of $\mathcal{C}$. It is known (see Corollary F.7 in Appendix F) that a fusion subcategory of a fusion category is rigid; therefore it is itself a fusion category.

Given a fusion category $\mathcal{C}$ and a collection of objects $S$ in $\mathcal{C}$, there is a smallest fusion subcategory containing $S$. It is called the fusion subcategory generated by $S$.

Definition 2.1. Let $\mathcal{C}$ and $\mathcal{D}$ be fusion categories and $F : \mathcal{C} \to \mathcal{D}$ a tensor functor. Its image $F(\mathcal{C})$ is defined to be the fusion subcategory of $\mathcal{D}$ generated by $F(X)$, $X \in \mathcal{C}$. The functor $F$ is called surjective if $F(\mathcal{C}) = \mathcal{D}$.

Note that as an additive category, $F(\mathcal{C})$ is generated by those simple objects $Y$ in $\mathcal{D}$ which are contained in $F(X)$ for some simple $X$ in $\mathcal{C}$.

For a fusion category $\mathcal{C}$ let $\mathcal{O}(\mathcal{C})$ denote the set of isomorphism classes of simple objects. $\mathcal{C}$ is said to be trivial if $\mathcal{O}(\mathcal{C})$ has only one element (the class of the unit object); in this case $\mathcal{C}$ is equivalent to Vec, i.e., the fusion category of finite dimensional vector spaces over $k$.

2.2. The adjoint category of a fusion category $\mathcal{C}$. By definition, this is the fusion subcategory $\mathcal{C}_{ad} \subset \mathcal{C}$ generated by $X \otimes X^*$, $X \in \mathcal{O}(\mathcal{C})$.

Example 2.2. Let $G$ be a finite group and let $\mathcal{C} = \text{Rep}(G)$ be the category of finite-dimensional representations of $G$. Then $\mathcal{C}_{ad} = \text{Rep}(G/Z(G))$, where $Z(G)$ is the center of $G$.

2.3. The universal grading. A grading of a fusion category $\mathcal{C}$ by a group $G$ is a map $\text{deg} : \mathcal{O}(\mathcal{C}) \to G$ with the following property: for any simple objects $X, Y, Z \in \mathcal{C}$ such that $X \otimes Y$ contains $Z$ one has $\text{deg } Z = \text{deg } X \cdot \text{deg } Y$. The name “grading” is also used for the corresponding decomposition $\mathcal{C} = \bigoplus_{g \in G} \mathcal{C}_g$, where $\mathcal{C}_g \subset \mathcal{C}$ is the full additive subcategory generated by simple objects of degree $g \in G$. The subcategory $\mathcal{C}_1$ corresponding to $g = 1$ is a fusion subcategory; it is called the trivial component of the grading. A grading is said to be faithful if the map $\text{deg} : \mathcal{O}(\mathcal{C}) \to G$ is surjective. The set of all gradings of $\mathcal{C}$ by $G$ depends functorially on $G$, so there is a notion of universal grading. As explained in §3.2 of [GN], a universal grading exists. The corresponding group $G$ will be denoted by $U_\mathcal{C}$. The following statements are also proved in §3.2 of [GN] (see [GN] Lemma 3.4, Theorem 3.5, and Proposition 3.9).

Proposition 2.3. (i) The universal grading $\text{deg} : \mathcal{O}(\mathcal{C}) \to U_\mathcal{C}$ is faithful.

(ii) The trivial component of the universal grading equals $\mathcal{C}_{ad}$. Every fusion subcategory $\mathcal{D} \subset \mathcal{C}$ containing $\mathcal{C}_{ad}$ has the form $\mathcal{D} = \bigoplus_{g \in G} \mathcal{C}_g$ for some subgroup $G \subset U_\mathcal{C}$.

(iii) The group of tensor automorphisms of the identity functor $\text{id}_\mathcal{C}$ is canonically isomorphic to $\text{Hom}(U_\mathcal{C}, k^\times)$. The homomorphism $f_\psi \in \text{Hom}(U_\mathcal{C}, k^\times)$ corresponding to $\psi \in \text{Aut}_\mathcal{C}(\text{id}_\mathcal{C})$ is defined as follows: assigning to a simple $X \in \mathcal{C}$ the element $\psi_X \in \text{Aut}(X) = k^\times$ one gets a grading of $\mathcal{C}$ by $k^\times$, and $f_\psi : U_\mathcal{C} \to k^\times$ corresponds to this grading by the universality of $U_\mathcal{C}$. 


Remark 2.4. The second part of (ii) means that if \( D \subset C \) is a fusion subcategory containing \( C_{ad} \) then for each \( g \in U_C \) either \( D \supset C_g \) or \( D \cap C_g = 0 \).

Gradings \( d_1 : O(C) \to G_1 \) and \( d_2 : O(C) \to G_2 \) are said to be equivalent if \( d_2 = f \circ d_1 \) for some isomorphism \( f : G_1 \to G_2 \).

Corollary 2.5. There is a one-to-one correspondence between fusion subcategories \( D \subset C \) containing \( C_{ad} \) and subgroups \( G \subset U_C \), namely \( D \mapsto G_D := \{ g \in U_C \mid D \cap C_g \neq 0 \} \) and \( G \mapsto D_G := \bigoplus_{g \in G} C_g \).

Proof. Use Proposition 2.3(i-ii).

Remark 2.7. If \( C \) is braided then \( U_C \) is abelian. So in this case the normality condition in Corollary 2.6 holds automatically.

2.4. Dimensions. Let \( C \) be a fusion category. The tensor product in \( C \) induces a ring structure on the Grothendieck ring \( K_0(C) \).

There are two different but related notions of dimension in \( C \). One of them takes values in \( \mathbb{R} \), the other one takes values in \( k \).

2.4.1. Frobenius-Perron dimension. This is a homomorphism \( \text{FPdim} : K_0(C) \to \mathbb{R} \) such that \( \text{FPdim}(X) \geq 0 \) for all \( X \in C \). According to §8 of [ENO], there exists one and only one such homomorphism and in fact, \( \text{FPdim}(X) \geq 1 \) for all nonzero \( X \in C \). Moreover, the numbers \( \text{FPdim}(X) \), \( X \in C \), are algebraic integers in some cyclotomic field (see [ENO, Corollaries 8.53-8.54]).

The Frobenius-Perron dimension of a fusion category \( C \) is defined by \( \text{FPdim}(C) := \sum_{X \in O(C)} \text{FPdim}(X)^2 \). This is a positive cyclotomic algebraic integer in \( \mathbb{R} \). Moreover, according to [O3], the ideal in the ring of algebraic integers generated by \( \text{FPdim}(C) \) is stable under \( \text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q}) \).

Example 2.8. Let \( H \) be a finite dimensional semisimple Hopf algebra over \( k \) and \( C := \text{Rep}(H) \), i.e., \( C \) is the category of finite dimensional representations of \( H \). We have the usual dimension homomorphism \( \dim_k : K_0(C) \to \mathbb{Z} \). Since \( \dim_k(X) > 0 \) for all nonzero \( X \in C \) we see that \( \text{FPdim}(X) = \dim_k(X) \) for all \( X \in C \). Therefore \( \text{FPdim}(\text{Rep}(H)) = \dim_k(H) \).
2.4.2. Traces, squared norms, and global dimension. Let \( \mathcal{C} \) be a fusion category and let \( \psi \) be any natural (not necessarily tensor) isomorphism between the identity and the functor of taking the second dual. Such an isomorphism exists in any fusion category. It is completely determined by a collection of isomorphisms \( \psi_X : X \xrightarrow{\sim} X^{**}, \) \( X \in \mathcal{O}(\mathcal{C}). \) For any object \( X \) of \( \mathcal{C} \) let

\[
ev_X : X^* \otimes X \to \mathbf{1} \quad \text{and} \quad \coev_X : \mathbf{1} \to X \otimes X^*
\]
denote the evaluation and coevaluation maps of \( X \). For any morphism \( f : X \to Y \) we can define two traces, depending on \( \psi \):

\[
\begin{align*}
\text{Tr}_+(f) : \, & 1 \xrightarrow{\coev_X} X \otimes X^* \xrightarrow{\psi_X f \otimes \id_{X^*}} X^{**} \otimes X^* \xrightarrow{\ev_{X^*}} 1, \\
\text{Tr}_-(f) : \, & 1 \xrightarrow{\coev_X} X^* \otimes X^{**} \xrightarrow{\id_{X^*} \otimes f \psi_X^{-1}} X^* \otimes X \xrightarrow{\ev_X} 1.
\end{align*}
\]

Let us denote \( d_+(X) = \text{Tr}_+(\id_X) \) and \( d_-(X) = \text{Tr}_-(\id_X) \). Note that \( d_+(X) \neq 0 \) for all simple \( X \), see e.g., [ENO] or [BK]. The dimensions \( d_+(X) \) are of course non-canonical since they depend on the choice of \( \psi \). However, for any \( X \in \mathcal{O}(\mathcal{C}) \) we have a canonical quantity

\[
|X|^2 := d_+(X)d_-(X),
\]

known as M"uger’s squared norm of \( X \) (the definition is due to M. M"uger [Mü], the name and notation were introduced in §2 of [ENO]). The squared norm \( |X|^2 \) is independent of the choice of \( \psi \).

Note that for any morphism \( f : X \otimes Y \to X \otimes Y \) we can define morphisms

\[
\begin{align*}
\text{id}_X \otimes \text{Tr}_+(f) : & X \xrightarrow{\coev_Y} X \otimes Y \otimes Y^* \xrightarrow{(\id_X \otimes \psi_Y)(f \otimes \id_{Y^*})} X \otimes Y^{**} \otimes Y^* \xrightarrow{\ev_{Y^*}} X, \\
\text{Tr}_- \otimes \text{id}_Y(f) : & Y \xrightarrow{\coev_X} X^* \otimes X^{**} \otimes Y \xrightarrow{(\id_{X^*} \otimes f)(\psi_X^{-1} \otimes \id_Y)} X^* \otimes X \otimes Y \xrightarrow{\ev_X} Y.
\end{align*}
\]

Note that \( \text{Tr}_+(\text{Tr}_- \otimes \text{id}_Y)(f) = \text{Tr}_-(\text{id}_X \otimes \text{Tr}_+)(f) \). We will denote the latter by \( \text{Tr}_- \otimes \text{Tr}_+(f) \).

Let \( \mathbb{k}_{\text{cyc}} \subset \mathbb{k} \) be the maximal cyclotomic extension of \( \mathbb{Q} \) in \( \mathbb{k} \), i.e., the subfield generated by all roots of unity. The automorphism of \( \mathbb{k}_{\text{cyc}} \) that takes each root of unity to its inverse is called complex conjugation and denoted by \( z \mapsto \bar{z} \). Define \( \mathbb{k}_{\text{cyc}} := \{ z \in \mathbb{k}_{\text{cyc}}| \bar{z} = z \} \); this is the maximal totally real subfield of \( \mathbb{k}_{\text{cyc}} \).

It follows from [ENO] Remark 3.1 and [ENO] Corollary 8.53 that for every \( X \in \mathcal{O}(\mathcal{C}) \) its squared norm \( |X|^2 \) is a totally positive algebraic integer in \( \mathbb{k}_{\text{cyc}} \). According to [O3], if \( \mathcal{C} \) is braided (but not in general) the ideal in the ring of algebraic integers generated by the squared norm of any simple object of \( X \) is stable under \( \text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q}) \).

The categorical dimension (also known as global dimension) of a fusion category \( \mathcal{C} \) is defined to be the sum of squared norms of its simple objects:

\[
\dim(\mathcal{C}) = \sum_{X \in \mathcal{O}(\mathcal{C})} d_+(X)d_-(X) = \sum_{X \in \mathcal{O}(\mathcal{C})} |X|^2,
\]

where \( d_+ \) are the dimensions introduced above. The categorical dimension is a totally positive algebraic integer in \( \mathbb{k}_{\text{cyc}} \) which does not depend on a choice of \( \psi \). Moreover, according to [O3], the ideal in the ring of algebraic integers generated by \( \dim(\mathcal{C}) \) is stable under \( \text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q}) \).
2.4.3. Pivotal structures and categorical dimensions. By definition, a pivotal structure on a fusion category $C$ is a tensor isomorphism $\psi$ between the identity functor $id_C : C \to C$ to the tensor functor $X \mapsto X^{**}$, $X \in C$. If pivotal structures on $C$ exist (conjecturally, this is always the case) then the set of all such structures is a torsor over the group of tensor automorphisms of $id_C$, which equals $\text{Hom}(U_C, k^\times)$ by Proposition 2.3(iii).

Let us fix a pivotal structure $\psi$ on $C$ and let $d_{\pm}$ denote the dimensions defined using $\psi$ as in §2.4.2 above. It was explained in [ENO §2] that

$$d_+(X^*) = d_-(X) = d_-(X)$$

for any object $X$ in $C$ and that $d_+$ defines a ring homomorphism $d_+ : K_0(C) \to k_{\text{cyc}}$. When no confusion is possible we write $d$ instead of $d_+$. The element $d(X) \in k_{\text{cyc}}$ is called the categorical (or quantum) dimension of $X \in K_0(C)$.

The above homomorphism $d : K_0(C) \to k_{\text{cyc}}$ depends on the pivotal structure as follows: if the pivotal structure is composed with the tensor automorphism of $id_C$ corresponding to $f : U_C \to k^\times$ then $d(X)$ is multiplied by $f(\deg X)$ for every $X \in O(C)$. Here $\deg : O(C) \to U_C$ is the universal grading. In particular, a pivotal structure is uniquely determined by the corresponding homomorphism $d : K_0(C) \to k_{\text{cyc}}$.

A pivotal structure is said to be spherical if $d_+(X) = d_-(X)$ for all $X$, or, equivalently, if the corresponding homomorphism $d : K_0(C) \to k_{\text{cyc}}$ satisfies the relation $d(X^*) = d(X)$. This is equivalent to the condition

$$d_+(X) \in k_{\text{cyc}}$$

for all $X$.

If spherical structures on $C$ exist then they form a torsor over $\text{Hom}(U_C, \mu_2)$, where $\mu_2 := \{1, -1\} \subset k^\times$. Note that in the case of a spherical structure equality (3) can be rewritten as

$$d_+(X)^2 = |X|^2.$$ 

A spherical fusion category is a fusion category with a spherical structure.

**Remark 2.9.** If $C$ is a pivotal category then for any $X \in C$ and $f \in \text{End}X$ one has the numbers $\text{Tr}_\pm(f) \in k$ defined by formulas (2)-(3). If $C$ is spherical then $\text{Tr}_+(f) = \text{Tr}_-(f)$ (if $X$ is simple and $f = id_X$ this is clear from the equality $\text{Tr}_\pm(f) = d_\pm(X)$, and the general case follows). So if $C$ is spherical one writes $\text{Tr}(f)$ instead of $\text{Tr}_\pm(f)$.

2.4.4. Spherical extension of a fusion category. According to [ENO] [ENO2], in any fusion category $C$ there is a canonical isomorphism $g$ between the tensor functors $id_C$ and the fourth duality functor $X \mapsto X^{****}$, $X \in C$. The spherical extension, or sphericalization of $C$ (denoted by $C^{\text{ sph}}$) is defined to be the fusion category whose objects are pairs $(X, f_X)$, where $X \in O(D)$ and $f_X : X \to X^{**}$ is an isomorphism such that $f_X^* f_X = g_X$, and a morphism from $(X, f_X)$ to $(X', f_{X'})$ is a morphism $h : X \to X'$ in $C$ such that $f_{X'} h = h'^* f_X$. Note that for any simple $X$ there are exactly two choices of $f_X$ which differ one from another by a sign. The category $C^{\text{ sph}}$ is a spherical fusion category; its spherical structure is given by $f_X : (X, f_X) \to (X^{**}, f_{X^{**}})$. Note that $\dim(C^{\text{ sph}}) = 2 \dim(C)$.

**Remark 2.10.** The spherical extension is a particular case of the equivariantization construction described in [12,2]. Namely, any fusion category $C$ is equipped with a canonical action of $Z/2Z$ such that the non-trivial element of $Z/2Z$ takes each
$X \in \mathcal{C}$ to $X^{**}$. The fusion category $C^{sph}$ is nothing but the category of equivariant objects of $C$ with respect to this action.

2.5. Properties of tensor functors.

**Proposition 2.11.** Let $\mathcal{C}$, $\mathcal{D}$ be fusion categories and let $F : \mathcal{D} \to \mathcal{C}$ be a tensor functor.

(i) $F$ is fully faithful if and only if the map $\text{Hom}_\mathcal{D}(X, 1) \to \text{Hom}_\mathcal{C}(F(X), 1)$ is an isomorphism for all $X \in \mathcal{D}$.

(ii) If $FPdim(\mathcal{C}) = FPdim(\mathcal{D})$ and $F$ is fully faithful then $F$ is an equivalence.

(iii) If $FPdim(\mathcal{C}) = FPdim(\mathcal{D})$ and $F$ is surjective then $F$ is an equivalence.

**Proof.** To prove (i) observe that for all objects $X,Y$ in $\mathcal{D}$ we have $\text{Hom}_\mathcal{D}(X, Y) = \text{Hom}_\mathcal{D}(X \otimes Y^*, 1)$ and $\text{Hom}_\mathcal{C}(F(X), F(Y)) = \text{Hom}_\mathcal{C}(F(X \otimes Y^*), 1)$.

Statements (ii) and (iii) are proved in [EO, Propositions 2.19, 2.20]. □

**Lemma 2.12.** Let $\mathcal{C}$ be a fusion category, $\mathcal{D}_1, \mathcal{D}_2 \subset \mathcal{C}$ be fusion subcategories, and $F : \mathcal{D}_1 \boxtimes \mathcal{D}_2 \to \mathcal{C}$ be a tensor functor whose restriction to $\mathcal{D}_i$ is the natural embedding $\mathcal{D}_i \hookrightarrow \mathcal{C}$, $i = 1, 2$. Then $F$ is fully faithful if and only if $\mathcal{D}_1 \cap \mathcal{D}_2 = \text{Vec}$.

**Proof.** Let $X_1 \boxtimes X_2$ be a simple object of $\mathcal{D}_1 \boxtimes \mathcal{D}_2$. Then $\text{Hom}_\mathcal{C}(F(X_1 \boxtimes X_2), 1) = \text{Hom}_\mathcal{C}(X_1 \boxtimes X_2, 1) = \text{Hom}_\mathcal{C}(X_1, X_2^*)$. This is zero for all $X_1 \boxtimes X_2 \neq 1 \boxtimes 1$ if and only if the intersection of $\mathcal{D}_1$ and $\mathcal{D}_2$ is trivial. Hence the statement follows from Proposition 2.11(i). □

2.6. Pseudo-unitarity. Let $\mathcal{C}$ be a fusion category and $\varphi : k_{\mathbb{R}^{\text{cyc}}} \to \mathbb{R}$ a field embedding.

**Definition 2.13.** $\mathcal{C}$ is $\varphi$-pseudounitary if $\varphi(\dim(\mathcal{C})) = FPdim(\mathcal{C})$.

**Remark 2.14.** According to Proposition 8.21 of [ENO], for any field embedding $\varphi : k_{\mathbb{R}^{\text{cyc}}} \to \mathbb{R}$ one has

\[ \varphi(|X|^2) \leq FPdim(X)^2 \quad \text{for all } X \in \mathcal{O}(\mathcal{C}). \]  

(8)

Therefore $\varphi(\dim(\mathcal{C})) \leq FPdim(\mathcal{C})$, and $\varphi$-pseudounitarity means that

\[ \varphi(|X|^2) = FPdim(X)^2 \quad \text{for all } X \in \mathcal{O}(\mathcal{C}). \]  

(9)

**Definition 2.15.** A spherical structure on $\mathcal{C}$ is $\varphi$-positive if the corresponding homomorphism $d : K_0(\mathcal{C}) \to k_{\mathbb{R}^{\text{cyc}}}$ satisfies

$\varphi(d(X)) > 0$ for all $X \in \mathcal{O}(\mathcal{C})$.

By (7), a $\varphi$-positive spherical structure is unique if it exists.

**Proposition 2.16.** A $\varphi$-pseudounitary fusion category has a (unique) $\varphi$-positive spherical structure.

This is [ENO, Proposition 8.23]. By (7) and (8), for the $\varphi$-positive spherical structure on a pseudounitary fusion category $\mathcal{C}$ one has

\[ \varphi(d(X)) = FPdim(X). \]  

(10)
2.7. Integral and weakly integral fusion categories.

**Definition 2.17.** A fusion category $\mathcal{C}$ is *weakly integral* if $\text{FPdim}(\mathcal{C}) \in \mathbb{Z}$. We say that $\mathcal{C}$ is *integral* if $\text{FPdim}(X) \in \mathbb{Z}$ for all $X \in \mathcal{C}$.

For weakly integral fusion categories the notion of $\varphi$-pseudounitarity does not depend on $\varphi : k_{\text{cyc}} \to \mathbb{R}$, so we will write “pseudounitarity” instead of “$\varphi$-pseudounitarity”. Moreover, according to the next proposition, in this situation pseudounitarity is automatic. Set $\mathbb{Q}^\times_{>0} := \{ x \in \mathbb{Q}^\times | x > 0 \}$.

**Proposition 2.18.** Let $\mathcal{C}$ be a weakly integral fusion category. Then

1. $\mathcal{C}$ is pseudounitary, i.e., $\text{dim}(\mathcal{C}) = \text{FPdim}(\mathcal{C})$;
2. for every $X \in \mathcal{O}(\mathcal{C})$ one has $|X|^2 = \text{FPdim}(X)^2 \in \mathbb{Z}$;
3. the map $\text{deg} : \mathcal{O}(\mathcal{C}) \to \mathbb{Q}^\times_{>0}/(\mathbb{Q}^\times_{>0})^2$ that takes $X \in \mathcal{O}(\mathcal{C})$ to the image of $\text{FPdim}(X)^2$ in $\mathbb{Q}^\times_{>0}/(\mathbb{Q}^\times_{>0})^2$ is a grading.

This is a combination of [ENO, Propositions 8.24, 8.27] and [GN, Theorem 3.10].

**Remarks 2.19.**

(a) The trivial component of the grading from Proposition 2.18(iii) is the maximal integral fusion subcategory of $\mathcal{C}$.

(b) By Proposition 2.18(i), a weakly integral fusion category $\mathcal{C}$ has integral global dimension $\text{dim}(\mathcal{C})$. The converse is false, see [ENO, Remark 8.26] for a counterexample.

(c) Ising fusion categories (see Appendix B) are weakly integral but not integral.

**Corollary 2.20.** A fusion subcategory of a weakly integral fusion category is weakly integral.

**Proof.** This is an immediate consequence of Definition 2.17 and Proposition 2.18(ii). □

**Proposition 2.21.** If a fusion category $\mathcal{C}$ is faithfully graded by a group $G$ then $\text{FPdim}(\mathcal{C}) = |G| \cdot \text{FPdim}(\mathcal{C}_1)$, where $\mathcal{C}_1 \subset \mathcal{C}$ is the trivial component of the grading.

This is [ENO] Theorem 8.20. Later we will prove the analog of Proposition 2.21 for categorical dimensions (see Corollary 4.28).

Combining Proposition 2.21 with Proposition 2.18(iii) and using the fact that any finite subgroup of $\mathbb{Q}^\times_{>0}/(\mathbb{Q}^\times_{>0})^2$ is a 2-group one gets the following statement from [GN].

**Corollary 2.22.** A weakly integral fusion category of odd Frobenius-Perron dimension is integral.

**Proposition 2.23.** The following properties of a fusion category $\mathcal{C}$ are equivalent:

1. $\mathcal{C}$ is integral;
2. there exists a faithful $k$-linear functor $F : \mathcal{C} \to \text{Vec}$ such that $F(X \otimes Y) \simeq F(X) \otimes F(Y)$ for all $X, Y \in \mathcal{C}$;
3. $\mathcal{C}$ is equivalent to the fusion category of finite dimensional representations of a finite dimensional quasi-Hopf algebra $H$.

If $\mathcal{C}$ satisfies (i)-(iii) then $\text{FPdim}(X) = \dim_k F(X)$ for all $X \in \mathcal{C}$, and therefore $\text{FPdim}(\mathcal{C}) = \dim H$. 


This is [ENO] Theorem 8.33. The main argument of the proof was explained in Example 2.8 above. Note that the algebra $H$ from Proposition 2.23 is automatically semisimple because the category $C$ is assumed to be semisimple.

Combining Propositions 2.16 and 2.18 with formula (10) we get the following statement.

**Corollary 2.24.** A weakly integral fusion category has a unique \( \varphi \)-positive spherical structure for each field embedding \( \varphi : k_{\text{cyc}} \rightarrow \mathbb{R} \). For this structure one has \( d(X) = \text{FPdim}(X) \).

**Remark 2.25.** For integral fusion categories the notion of \( \varphi \)-positivity does not depend on \( \varphi \), so one can write “positive” instead of \( \varphi \)-positive. The homomorphism \( d : K_0(C) \rightarrow \mathbb{Z} \) corresponding to a positive spherical structure equals \( \text{FPdim} : K_0(C) \rightarrow \mathbb{Z} \).

**Example 2.26.** Let \( C \) be a pointed category. Then \( \text{FPdim}(X) = 1 \) for any \( X \in \mathcal{O}(C) \), so \( C \) is integral. In this case it is very easy to describe the positive spherical structure from Remark 2.25. Namely, note that for an invertible object \( X \) the map \( \text{coev}_X : 1 \rightarrow X \otimes X^* \) is an isomorphism, hence invertible. Now let \( \delta_X : X \rightarrow X^{**} \) be the composition

\[
X \xrightarrow{id_X \otimes \text{coev}_X^*} X \otimes X^* \otimes X^{**} \xrightarrow{\text{coev}_X^{-1} \otimes id_X} X^{**}.
\]

Then it is easy to see that \( \delta_{X \otimes Y} = \delta_X \otimes \delta_Y \) for \( X, Y \in \mathcal{O}(C) \) and hence \( \delta \) (extended to \( C \) by linearity) is a pivotal structure on \( C \). It is easy to check that for this structure we have \( d(X) = 1 \) for \( X \in \mathcal{O}(C) \), so this is the positive spherical structure from Corollary 2.24 and Remark 2.25.

### 2.8. Braided fusion categories and non-degeneracy.

**2.8.1. \( \tilde{S} \)-matrix of a braided fusion category.** Recall that a braided tensor category \( C \) is a tensor category equipped with a natural isomorphism \( c_{X,Y} : X \otimes Y \simeq Y \otimes X \) satisfying the hexagon axioms, see [JS, BK].

Recall that in 2.4.4 given a natural isomorphism \( \psi_X : X \rightarrow X^{**} \) on \( C \) we defined traces \( \text{Tr}_\pm \) and dimensions \( d_\pm(X) \), \( X \in \mathcal{O}(C) \), which depend on \( \psi \). Namely, replacing \( \psi \) by \( \psi \circ \alpha \), where \( \alpha = \{ \alpha_X \}_{X \in \mathcal{O}(C)} \) is an automorphism of the identity functor of \( C \), changes \( d_\pm(X) \) to \( \alpha_X^{-1}d_\pm(X) \).

The following definition was suggested to us by Pavel Etingof.

**Definition 2.27.** Let \( C \) be a braided fusion category. Define a matrix \( \tilde{S} = \{ \tilde{s}_{XY} \}_{X,Y \in \mathcal{O}(C)} \) by

\[
\tilde{s}_{XY} := \frac{\text{Tr}_- \otimes \text{Tr}_+(c_{Y,X}c_{X,Y})}{d_-(X)d_+(Y)}.
\]

Note that if one replaces \( \psi \) by \( \psi \circ \alpha \) as above then both the numerator and the denominator of (11) are multiplied by \( \alpha_X^{-1} \alpha_Y \), so that \( \tilde{s}_{XY} \) does not change. Thus, the matrix \( \tilde{S} \) is an invariant of a braided fusion category \( C \) and does not depend on the choice of \( \psi \).

**Definition 2.28.** A braided fusion category \( C \) is said to be non-degenerate if the corresponding matrix \( \tilde{S} \) is non-degenerate.
Properties of a braided fusion category equivalent to its non-degeneracy are listed in Proposition 3.7 below.

2.8.2. Pre-modular and modular categories.

Definition 2.29. (Br) A pre-modular category is a braided fusion category equipped with a spherical structure.

Let us reformulate this definition in terms of twists. Recall that in any tensor category \( C \) the functor \( X \mapsto X^{**} \) has a natural structure of tensor functor. A braided structure on \( C \) provides a natural morphism \( u_X : X \rightarrow X^{**} \) defined as the composition

\[
X \xrightarrow{id_X \otimes \text{coev}_X} X \otimes X^{*} \otimes X^{**} \xrightarrow{c_{X,X^{*}} \otimes id_{X^{**}}} X^{*} \otimes X \otimes X^{**} \xrightarrow{ev_X \otimes id_{X^{**}}} X^{**},
\]

where \( ev_X : X^{*} \otimes X \rightarrow 1 \) and \( \text{coev}_X : 1 \rightarrow X \otimes X^{*} \) are the evaluation and coevaluation morphisms; moreover, it is known that \( u_X \) is an isomorphism. In general, the isomorphism \( u_X \) is not tensor; instead, it satisfies

\[
u_X \otimes u_Y = u_X \otimes Y c_{Y,X} c_{X,Y},
\]

see e.g. [BK, Lemma 2.2.2]. Any isomorphism \( \psi_X : X \simeq X^{**} \) functorial in \( X \in C \) can be written as

\[
\psi_X = u_X \theta_X, \quad \theta \in \text{Aut}(id_C).
\]

It follows from (13) that \( \psi \) is a tensor isomorphism (i.e., a pivotal structure on \( C \)) if and only if

\[
\theta_{X \otimes Y} = (\theta_X \otimes \theta_Y) c_{Y,X} c_{X,Y}.
\]

An automorphism \( \theta : id_C \rightarrow id_C \) satisfying (15) is called a twist (or a balancing transformation). It is known (e.g., see [BK, 2.2.10, 2.3.15]) that a pivotal structure is spherical if an only if the corresponding twist \( \theta = \psi u^{-1} \) has the property

\[
\theta_X^* = \theta_X, \quad \text{for all } X \in C.
\]

A twist \( \theta \) satisfying (16) is called a ribbon structure. So a pre-modular category \( C \) is the same as a braided fusion category endowed with a ribbon structure (actually this is the original definition of pre-modular category from [Br]; our definition is taken from [Mu2, 2.1]).

Convention. For \( X \in O(C) \) we will often abuse notation and consider \( \theta_X \) as an element of \( k^* \) via the isomorphism \( \text{Hom}(X,X) \simeq k \).

Let \( C \) be a pre-modular category with a spherical structure \( \psi \). Let \( \text{Tr} \) and \( d \) denote the trace and dimension corresponding to \( \psi \).

The \( S \)-matrix \( S = \{ s_{XY} \}_{X,Y \in O(C)} \) of \( C \) is defined by

\[
s_{XY} = \text{Tr}(c_{Y,X} c_{X,Y}),
\]

see [T] [BK] [Mu2] (we follow here the convention of [Mu2] which is different from that of [BK]). We have

\[
\tilde{s}_{XY} = \frac{s_{XY}}{d(X)d(Y)},
\]

i.e., the \( \tilde{S} \)-matrix can be thought of as a normalized \( S \)-matrix. Note that \( S \) and \( \tilde{S} \) have the same rank.
Remark 2.30. Unlike the $\tilde{S}$-matrix, the $S$-matrix of $C$ depends on the choice of isomorphism $\psi : X \xrightarrow{\sim} X^{**}$ (which is chosen to be a spherical structure in (17)). A canonical alternative to this is to use $u$ from (12) instead of $\psi$ in (17). This would result in replacing $s_{XY}$ by $\theta_X^{-1} \theta_Y^{-1} s_{XY}$.

Definition 2.31. (\[\square\]) A pre-modular category $C$ is said to be modular if its $S$-matrix is non-degenerate.

Clearly, a pre-modular category is modular if and only if it is non-degenerate in the sense of Definition 2.28.

Recall that for a spherical fusion category $C$, its object $Y \in C$ and $f \in \text{End}Y$ we defined its trace $\text{Tr}(f) \in k$, see Remark 2.33. In particular this applies in the case of a pre-modular category $C$, $Y = X \otimes X$ for some $X \in C$ and $f = c_{X,X}^{-1}$. We will need the following well known fact.

Proposition 2.32. Let $X$ be a simple object of a pre-modular category and $\theta_X \in k^\times$ the corresponding twist. Then

$$\theta_X^{-1} d(X) = \text{Tr}(c_{X,X}^{-1}).$$

Remark 2.33. One also has $\theta_X d(X) = \text{Tr}(c_{X,X})$. This follows from formula (18) applied to the tensor category $C$ equipped with the braiding $\tilde{c}_{X,Y} := c_{Y,X}$ (it is well known that the twist corresponding to this braiding equals $\theta^{-1}$).

Proof. By definition,

$$\theta_X^{-1} d(X) = \text{Tr}(\psi_X^{-1} u_X),$$

where $\psi_X : X \xrightarrow{\sim} X^{**}$ is the spherical structure and $u_X : X \xrightarrow{\sim} X^{**}$ is defined by (12). Consider the following diagram, whose first row is identical to (12):

$$X \xrightarrow{id_X \otimes \text{coev}_{X^{**}}} X \otimes X^{*} \otimes X^{**} \xrightarrow{c_{X,X^{*}} \otimes id_{X^{**}}} X^{*} \otimes X \otimes X^{**} \xrightarrow{ev_X \otimes id_{X^{**}}} X^{**}.$$  

The left square commutes by naturality of the braiding, the middle one commutes by the hexagon axiom, and the commutativity of the right square is obvious. Hence the diagram commutes. By definition, $u_X$ is the composition in the top row. It equals the composition in the bottom row, i.e.,

$$u_X = (ev_X \otimes id_{X^{**}}) (id_X \otimes c_{X,X^{**}}^{-1}) (\text{coev}_{X^{*}} \otimes id_X).$$

Using the naturality of the braiding and $\psi_X$ we obtain

$$\psi_X^{-1} u_X = (ev_X \otimes id_X) (\psi_X \otimes c_{X,X}^{-1}) (\text{coev}_{X} \otimes id_X).$$

Next, observe that for any morphism $f : X \rightarrow X$ in a spherical fusion category its trace equals the composition

$$1 \xrightarrow{\text{coev}_{X} \otimes f} X \otimes X \xrightarrow{\psi_X \otimes f} X^{*} \otimes X \xrightarrow{ev_X} 1.$$  

This follows by comparing (22) with (3).

Now using (18), (21) and (22), we see that the l.h.s. of (18) equals the composition

$$1 \xrightarrow{\text{coev}_{X} \otimes \psi_X} X \otimes X \xrightarrow{id_X \otimes \text{coev}_{X} \otimes c_{X,X}^{-1}} X \otimes X \otimes X \xrightarrow{id_X \otimes \psi_X \otimes f} X \otimes X \otimes X \xrightarrow{ev_X \otimes f} 1.$$  

The r.h.s. of (13) equals the same composition. To see this, apply formula (22) to $X \otimes X$ instead of $X$.

2.8.3. The Verlinde formula. Let $\mathcal{C}$ be a pre-modular category. Note that the $S$-matrix of $\mathcal{C}$ is symmetric and satisfies $s_{XY} = s_{YX}$ for all $X, Y \in \mathcal{O}(\mathcal{C})$. Applying $\text{Tr}$ to both sides of formula (15) we obtain

$$s_{XY} = \theta_X^{-1} \theta_Y^{-1} \sum_{Z \in \mathcal{O}(\mathcal{C})} N_{X,Y}^Z \theta_Z d(Z),$$

for all $X, Y, Z \in \mathcal{O}(\mathcal{C})$, where $N_{X,Y}^Z$ is the multiplicity of $Z$ in $X \otimes Y$.

The elements of the $S$-matrix also satisfy the following condition, see [BK, Theorem 3.1.12], [Mu2, Lemma 2.4 (iii)]:

$$s_{XY} s_{XZ} = d(X) \sum_{W \in \mathcal{O}(\mathcal{C})} N_{Y,Z}^W s_{XW}, \quad X, Y, Z \in \mathcal{O}(\mathcal{C}).$$

When $S$ is invertible, equation (24) is equivalent to the Verlinde formula [BK, Theorem 3.1.14].

2.9. Center of a fusion category. For any fusion category $\mathcal{C}$ its center $\mathcal{Z}(\mathcal{C})$ is defined as the category whose objects are pairs $(X, c_{-x})$, where $X$ is an object of $\mathcal{C}$ and $c_{-x}$ is a natural family of isomorphisms $c_{V, X} : V \otimes X \simeq X \otimes V, V \in \mathcal{C}$, satisfying a certain compatibility condition, see [Kass, Definition XIII.4.1]. The tensor category $\mathcal{Z}(\mathcal{C})$ is equipped with a braiding, see loc. cit. It is proved in [ENO, Theorem 2.15, Proposition 8.12] that $\mathcal{Z}(\mathcal{C})$ is a fusion category and

$$\dim(\mathcal{Z}(\mathcal{C})) = \dim(\mathcal{C})^2, \quad \text{FPdim}(\mathcal{Z}(\mathcal{C})) = \text{FPdim}(\mathcal{C})^2.$$ 

There is an obvious forgetful tensor functor $\mathcal{Z}(\mathcal{C}) \to \mathcal{C}$. The following fact was proved in [EO, Proposition 3.39(i)].

**Proposition 2.34.** The forgetful functor $\mathcal{Z}(\mathcal{C}) \to \mathcal{C}$ is surjective.

It is known that the center of a spherical fusion category $\mathcal{C}$ has an (obviously unique) spherical structure such that the forgetful functor $\mathcal{Z}(\mathcal{C}) \to \mathcal{C}$ commutes with spherical structures (see [Kass, Mu2]). Thus $\mathcal{Z}(\mathcal{C})$ is a pre-modular category. In fact, $\mathcal{Z}(\mathcal{C})$ is modular (this is proved in loc. cit. under the assumption $\dim(\mathcal{C}) \neq 0$, which holds automatically by [ENO, Theorem 2.3]).

**Remarks 2.35.**

(i) If a fusion category $\mathcal{C}$ is $\varphi$-pseudounitary in the sense of 2.6 then so is $\mathcal{Z}(\mathcal{C})$ (this follows from (25)). If a spherical structure on $\mathcal{C}$ is $\varphi$-positive in the sense of 2.6, then so is the corresponding spherical structure on $\mathcal{Z}(\mathcal{C})$ (to see this, note that since the forgetful functor $F : \mathcal{Z}(\mathcal{C}) \to \mathcal{C}$ commutes with spherical structures one has $d(X) = d(F(X))$ for all $X \in \mathcal{Z}(\mathcal{C})$).

(ii) If a fusion category $\mathcal{C}$ is integral in the sense of Definition 2.17 then so is $\mathcal{Z}(\mathcal{C})$. This is because the function $\text{FPdim} : K_0(\mathcal{Z}(\mathcal{C})) \to \mathbb{R}$ equals the composition $f : K_0(\mathcal{Z}(\mathcal{C})) \to K_0(\mathcal{C}) \xrightarrow{\text{FPdim}} \mathbb{R}$ (note that $f$ is a homomorphism and $f(X) > 0$ for all nonzero $X \in \mathcal{Z}(\mathcal{C})$, i.e., $f$ has the properties that uniquely characterize the homomorphism $\text{FPdim} : K_0(\mathcal{Z}(\mathcal{C})) \to \mathbb{R}$ according to 2.41). The converse statement is also true: if $\mathcal{Z}(\mathcal{C})$ is integral then so is $\mathcal{C}$. This follows from [ENO, Corollary 8.36] and Proposition 2.34.

We will need the following result in [6.4].
**Proposition 2.36.** Let $\mathcal{C}$ be a fusion category with $Z(\mathcal{C})$ weakly integral. Then $\mathcal{C}$ is weakly integral.

**Proof.** Using [25] we see that $\text{FPdim}(\mathcal{C} \boxtimes \mathcal{C}) = \text{FPdim}(Z(\mathcal{C})) \in \mathbb{Z}$, so the category $\mathcal{C} \boxtimes \mathcal{C}$ is weakly integral. Now $\mathcal{C} = \mathcal{C} \boxtimes 1 \subset \mathcal{C} \boxtimes \mathcal{C}$ and we are done by Corollary [2.20].

2.10. **Center of a braided fusion category.** Let $\mathcal{C}$ be a braided fusion category with braiding $c$. Let $\mathcal{C}^{\text{op}}$ be the same fusion category equipped with the braiding $\tilde{c}_{X,Y} := c_{Y,X}^{-1}$. Then the assignment $X \mapsto (X, c_{-X})$ extends to a braided functor $\mathcal{C} \to Z(\mathcal{C})$. Similarly, the assignment $X \mapsto (X, \tilde{c}_{-X})$ extends to a braided functor $\mathcal{C}^{\text{op}} \to Z(\mathcal{C})$. Both functors are fully faithful. They combine together into a single braided tensor functor $G : \mathcal{C} \boxtimes \mathcal{C}^{\text{op}} \to Z(\mathcal{C})$ (see Proposition [3.7](iii) and Remark [3.8](a) below). In Proposition [3.7] we will prove that $G$ is an equivalence if and only if $\mathcal{C}$ is non-degenerate. For pre-modular categories this is due to M. Müger [Mu6].

2.11. **Pointed braided categories and metric groups.**

2.11.1. **Quadratic forms.** Let $G$ and $B$ be abelian groups. We will use the multiplicative notation for the group operations. Following, e.g., [JS] we define a quadratic form on $G$ with values in $B$ to be a map $q : G \to B$ such that $q(g^{-1}) = q(g)$ and the symmetric function $b(g, h) := \frac{q(gh)}{q(g)q(h)}$ is bimultiplicative, i.e., $b(g_1g_2, h) = b(g_1, h)b(g_2, h)$ for all $g_1, g_2, h \in G$. We say that $b : G \times G \to B$ is the bimultiplicative form associated to $q$. If $B = k^\times$ for some field $k$ we will also say that $b : G \times G \to k^\times$ is the bicharacter associated to $q$. We say that $q$ is non-degenerate if $b$ is.

**Remarks 2.37.**

(i) It is easy to show that if $q$ is a quadratic form in our sense then $q(g^n) = q(g)^n$ for all $g \in G, \ n \in \mathbb{Z}$. Therefore our notion of quadratic form is equivalent to Bourbaki’s notion of a quadratic form on a $\mathbb{Z}$-module.

(ii) Not every quadratic form $q : G \to B$ can be represented as $q(g) = \beta(g, g)$, where $\beta : G \times G \to B$ is bimultiplicative. Counterexample: $G = \mathbb{Z}/2\mathbb{Z}$, $B = \mathbb{C}^\times, q(n) = i^{n^2}$.

(iii) Let $q : G \to B$ be a quadratic form and $H \subset G$ the kernel of the corresponding bimultiplicative form. Then the restriction of $q$ to $H$ is a homomorphism $\chi : H \to B$ such that $\chi(h)^2 = 1$ for all $h \in H$. Moreover, $q$ is the pullback of a quadratic form $\tilde{q} : G/H_0 \to B$, where $H_0 := \ker \chi$.

2.11.2. **The category of pre-metric groups.** Now fix an algebraically closed field $k$ of characteristic 0 and define $G^* := \text{Hom}(G, k^\times)$.

**Definition 2.38.** A pre-metric group is a pair $(G, q)$ where $G$ is a finite abelian group and $q : G \to k^\times$ is a quadratic form. A morphism of pre-metric groups $(G_1, q_1) \to (G_2, q_2)$ is a homomorphism $\phi : G_1 \to G_2$ such that $q_2(\phi(g)) = q_1(g)$ for all $g \in G_1$.

Pre-metric groups form a category, which will be denoted by $\mathcal{P}M_k$.

2.11.3. **Metric groups.** Let $G$ be a finite abelian group. A quadratic form $q : G \to k^\times$ is said to be non-degenerate if the associated bicharacter $b : G \times G \to k^\times$ is (i.e., if the homomorphism $G \to G^*$ corresponding to $b$ is an isomorphism).
Remark 2.39. If $|G|$ is odd then by Remark 2.37(iii) every quadratic form $q : G \to k^\times$ comes from a non-degenerate quadratic form on a quotient of $G$. This is not true if $G = \mathbb{Z}/2\mathbb{Z}$ and $q(n) = (-1)^n$.

Definition 2.40. A metric group is a pre-metric group $(G, q)$ such that $q$ is non-degenerate.

2.11.4. Pointed braided categories and pre-metric groups. Let $\mathcal{PB}_k$ denote the 1-categorical truncation of the 2-category of pointed braided fusion categories. In other words, $\mathcal{PB}_k$ is the category whose objects are pointed braided fusion categories and whose morphisms are braided functors up to braided isomorphism.

Let $\mathcal{C}$ be a pointed braided fusion category. Then isomorphism classes of simple objects of $\mathcal{C}$ form a finite abelian group $G$. If $g \in G$ let $q(g) \in k^\times$ denote the braiding $c_{XX} \in \text{Aut}(X \otimes X) = k^\times$, where $X$ is a simple object of $\mathcal{C}$ whose isomorphism class equals $g$. It is easy to show that $q : G \to k^\times$ is a quadratic form. By associating to $\mathcal{C}$ the pre-metric group $(G, q)$ one gets a functor $F : \mathcal{PB}_k \to \mathcal{PM}_k$.

Proposition 2.41. The functor $F$ is an equivalence.

This proposition is proved in [JS] using some results on the homology of Eilenberg - Mac Lane spaces. An elementary computational proof is given in [Q]. Proposition 2.5.1. In Appendix D we give a proof of the essential surjectivity of $F$.

2.11.5. The pre-modular category $\mathcal{C}(G, q)$. Let $(G, q)$ be a pre-metric group. By Proposition 2.41 it corresponds to a braided fusion category. Any such braided fusion category will be denoted by $\mathcal{C}(G, q)$. So $\mathcal{C}(G, q)$ is defined up to a braided equivalence, which is unique up to (non-unique) isomorphism.

Example 2.26 provides a spherical structure and therefore a pre-modular structure on the category $\mathcal{C}(G, q)$; we use the same symbol $\mathcal{C}(G, q)$ for this pre-modular category. The corresponding twist is given by

$$\theta_g = q(g),$$

see [JS].

The fact that $\theta_g = q(g)$ satisfies [JS] means that if $X, Y$ are simple objects of $\mathcal{C}(G, q)$ and $\bar{X}, \bar{Y} \in G$ are their isomorphism classes then

$$c_{Y,X} = b(\bar{X}, \bar{Y}),$$

where $b : G \times G \to k^\times$ is the bicharacter associated with $q$. So the $S$-matrix of the category $\mathcal{C}(G, q)$ is given by $S_{gh} = b(g, h)$, $g, h \in G$. Thus the pre-modular category $\mathcal{C}(G, q)$ is modular if and only if the pre-metric group $(G, q)$ is a metric group.

2.11.6. The pre-modular category $\mathcal{C}(G, q, \chi)$. In the situation of 2.11.5 let $\chi : G \to k^\times$ be a character such that $\chi^2 = 1$. It defines a tensor automorphism $\sigma_\chi$ of the identity functor $\mathcal{C}(G, q) \to \mathcal{C}(G, q)$, namely $\sigma_\chi$ acts on a simple object $X$ as multiplication by $\chi(\overline{X})$, where $\overline{X}$ is the class of $X$ in $G$. Define a pre-modular category $\mathcal{C}(G, q, \chi)$ as follows: as a braided fusion category it equals $\mathcal{C}(G, q)$, but the spherical structure on $\mathcal{C}(G, q, \chi)$ differs from the one considered in 2.11.5 by $\sigma_\chi$. Thus one gets a bijection between isomorphism classes of triples $(G, q, \chi)$ and pointed pre-modular categories up to pre-modular equivalence.

The simple object of $\mathcal{C}(G, q, \chi)$ with isomorphism class $g \in G$ has dimension $\chi(g)$. The twist in $\mathcal{C}(G, q, \chi)$ is given by $\theta_g = q(g)\chi(g)$. The $S$-matrix of $\mathcal{C}(G, q, \chi)$ is given by $S_{gh} = b(g, h)\chi(g)\chi(h)$, $g, h \in G$. 

2.12. **Symmetric fusion categories.** A braided fusion category \( C \) is called **symmetric** if \( C' = C \). Equivalently, \( c_{X,Y}X_{X,Y} = \text{id}_{X^\otimes Y} \) for all objects \( X, Y \in C \); in this case the braiding \( c \) is called **symmetric**.

The category \( \text{Rep}(G) \) of representations of a finite group \( G \) equipped with its standard symmetric braiding \( \sigma_{XY}(x \otimes y) := y \otimes x \) is an example of a symmetric fusion category. Deligne [De] Corollaire 0.8 proved that any symmetric fusion category is equivalent to a “super” generalization of \( \text{Rep}(G) \). Namely, let \( G \) be a finite group and let \( z \in G \) be a central element such that \( z^2 = 1 \). Then the fusion category \( \text{Rep}(G,z) \) has a braiding \( \sigma' \) defined as follows:

\[
\sigma'_X(x \otimes y) = (-1)^{\text{dim}(y)}y \otimes x \quad \text{if} \quad x \in X, \ y \in Y, \ zx = (-1)^{\text{dim}(x)}x, \ zy = (-1)^{\text{dim}(y)}y.
\]

The fusion category \( \text{Rep}(G,z) \) equipped with this braiding will be denoted by \( \text{Rep}(G,z) \). Equivalently, \( \text{Rep}(G,z) \) can be described as a full subcategory of the category of super-representations of \( G \); namely, \( \text{Rep}(G,z) \) consists of those super-representations \( V \) on which \( z \) acts by the **parity automorphism** (i.e., \( vz = v \) if \( v \in V \) is even and \( zv = -v \) if \( v \in V \) is odd).

**Example 2.42.** Let \( G = \mathbb{Z}/2\mathbb{Z} \) and \( z \) be the nontrivial element of \( G \). Then \( \text{Rep}(G,z) \) is the category of super-vector spaces \( s\text{Vec} \).

Recall (see [De]) that for a symmetric fusion category \( C \) a **super fiber functor** \( F : C \to s\text{Vec} \) is a braided tensor functor \( F : C \to s\text{Vec} \) for a super fiber functor \( F : C \to s\text{Vec} \) let \( G_F \) be the group of tensor automorphisms of \( F \). Let \( z_F \in G_F \) denote the parity automorphism of \( F \) (i.e., for each \( c \in C \) the automorphism of \( F(c) \in s\text{Vec} \) corresponding to \( F(c) \) is the parity automorphism). It is clear that \( z_F \) is central and \((z_F)^2 = 1 \). A super fiber functor \( F : C \to s\text{Vec} \) has an obvious lifting \( \tilde{F} : C \to \text{Rep}(G,F,z_F) \).

**Theorem 2.43.** ([De]) Let \( C \) be a symmetric fusion category. Then

(i) there exist super fiber functors \( C \to s\text{Vec} \);

(ii) all super fiber functors \( C \to s\text{Vec} \) are isomorphic to each other;

(iii) for any super fiber functor \( F : C \to s\text{Vec} \) the functor \( \tilde{F} : C \to \text{Rep}(G,F,z_F) \) constructed above is an equivalence.

**Remark 2.44.** Theorem 2.43 shows that the isomorphism class of a pair \((G,z)\) is uniquely determined by the symmetric fusion category \( \text{Rep}(G,z) \).

**Example 2.45.** Let \( C \) be a pointed braided category corresponding to a pre-metric group \( (\Gamma, q) \) (see §2.11). Such \( C \) is symmetric if and only if the bicharacter \( b \) associated to \( q \) is trivial. Then \( q : \Gamma \to k^\times \) is a character such that \( q^2 = 1 \), and \( C \simeq \text{Rep}(G,z) \) with \( G = \Gamma^* := \text{Hom}(\Gamma,k^\times) \), \( z = q \).

The following statement immediately follows from Theorem 2.43 and Example 2.38

**Corollary 2.46.** A symmetric fusion category is integral in the sense of Definition 2.17.

A symmetric fusion category \( C \) has a spherical structure such that the corresponding twist (see §2.8) equals the identity. In general, this spherical structure is not positive: it is easy to see that if \( C = \text{Rep}(G,z) \) then the categorical dimension of \( X \in C \) equals the super-dimension of the super-vector space \( X \) (i.e., the trace of the operator \( z \) acting on the vector space \( X \)), so it can be negative.
Definition 2.47. A symmetric fusion category $\mathcal{C}$ is said to be Tannakian if it satisfies the following equivalent conditions:

(i) the spherical structure on $\mathcal{C}$ defined above is positive;
(ii) $\mathcal{C}$ admits a fiber functor, i.e., a braided tensor functor $\mathcal{C} \to \text{Vec}$;
(iii) the essential image of any super fiber functor $F : \mathcal{C} \to s\text{Vec}$ is contained in $\text{Vec} \subset s\text{Vec}$;
(iv) there exists a finite group $G$ such that $\mathcal{C}$ is equivalent to $\text{Rep}(G)$ as a braided fusion category.

Example 2.48. A pointed braided category corresponding to a pre-metric group $(G, q)$ is Tannakian if and only if $q = 1$.

Lemma 2.49. If $\mathcal{C}_1, \mathcal{C}_2$ are symmetric categories and $F : \mathcal{C}_1 \to \mathcal{C}_2$ is a surjective braided functor then $\mathcal{C}_1$ is Tannakian if and only if $\mathcal{C}_2$ is.

Proof. If $\mathcal{C}_2$ satisfies property (ii) from Definition 2.47 then so does $\mathcal{C}_1$. By surjectivity, if $\mathcal{C}_1$ satisfies (iii) then so does $\mathcal{C}_2$. □

Now let $\mathcal{C}$ be a general symmetric fusion category. By Corollary 2.46, Proposition 2.24, and Remark 2.25, $\mathcal{C}$ has a unique positive spherical structure. The corresponding twist $\theta$ is a tensor automorphism of the identity functor $\text{id}_\mathcal{C}$, so by Proposition 2.3(iii) it corresponds to a $\mu_2$-grading of $\mathcal{C}$. Let $\mathcal{C}_1 \subset \mathcal{C}$ be the trivial component of this grading, i.e., $\mathcal{C}_1$ is the full subcategory of objects $X \in \mathcal{C}$ such that $\theta_X = \text{id}_X$. In other words, $\mathcal{C}_1$ is the maximal Tannakian subcategory of $\mathcal{C}$.

Corollary 2.50. (i) If $FP\text{dim}(\mathcal{C})$ is odd then $\mathcal{C}_1 = \mathcal{C}$. In other words, a symmetric fusion category of odd Frobenius-Perron dimension is Tannakian.

(ii) In general, either $\mathcal{C}_1 = \mathcal{C}$ or $FP\text{dim}(\mathcal{C}_1) = \frac{1}{2} FP\text{dim}(\mathcal{C})$.

Proof. This follows from Proposition 2.21. One can also use Theorem 2.43 to reduce the statement to the case $\mathcal{C} = \text{Rep}(G, z)$. In this case one easily checks that the twist $\theta_X$ equals $z|_X$, $\mathcal{C}_1 = \text{Rep}(G/\langle z \rangle) \subset \text{Rep}(G)$, $FP\text{dim}(\mathcal{C}) = |G|$, and $FP\text{dim}(\mathcal{C}_1) = |G/\langle z \rangle|$. □

2.13. The regular algebra of a Tannakian category. Let $\mathcal{E}$ be a Tannakian category (see Definition 2.47). By Theorem 2.43, a choice of a fiber functor $F : \mathcal{E} \to \text{Vec}$ defines a finite group $G_F := \text{Aut}F$ and a braided equivalence $\tilde{F} : \mathcal{E} \simeq \text{Rep}(G_F)$. Let $\text{Fun}(G_F)$ be the algebra of functions $G_F \to k$; the group $G_F$ acts on $\text{Fun}(G_F)$ via left translations, so $\text{Fun}(G_F)$ is a commutative algebra in the category $\text{Rep}(G_F)$. Therefore $A_{\mathcal{E}, F} := \tilde{F}^{-1}(\text{Fun}(G_F))$ is a commutative algebra in $\mathcal{E}$.

Definition 2.51. The algebra $A_{\mathcal{E}, F}$ constructed above is called the regular algebra of $(\mathcal{E}, F)$.

In practice, we will often denote it by $A_{\mathcal{E}}$ and call it the regular algebra in $\mathcal{E}$. To some extent, this abuse of language and notation is justified because the isomorphism class of $A_{\mathcal{E}, F}$ does not depend on $F$ (recall that by Theorem 2.43, all fiber functors are isomorphic).

Remark 2.52. One has a natural isomorphism

$$\text{Hom}(V, A_{\mathcal{E}, F}) := \text{Hom}(F(V), 1), \quad V \in \mathcal{E},$$

(28)
where \(1 \in \text{Vec}\) is the unit object. In other words, \(A_{E,F} = I(1)\), where \(I : \text{Vec} \to \mathcal{E}\) is right adjoint to \(F\). One can use (28) as a definition of the regular algebra and describe the algebra structure on \(A_{E,F}\) as follows. Since \(F\) is a tensor functor for any \(V_1, V_2 \in \mathcal{E}\) one gets a map

\[
\text{Hom}(F(V_1), 1) \otimes \text{Hom}(F(V_2), 1) \to \text{Hom}(F(V_1 \otimes V_2), 1) = \text{Hom}(F(V_1 \otimes V_2), 1),
\]

i.e., a natural map \(\text{Hom}(V_1, A_{E,F}) \otimes \text{Hom}(V_2, A_{E,F}) \to \text{Hom}(V_1 \otimes V_2, A_{E,F})\). Such a natural map is the same as a morphism \(A_{E,F} \otimes A_{E,F} \to A_{E,F}\). This is the algebra structure on \(A_{E,F}\).

For any algebra \(A\) in a monoidal category the algebra \(A\) itself and \(A \otimes A\) both have natural structures of \(A\)-bimodules. Moreover, the multiplication morphism \(A \otimes A \to A\) is a morphism in the category of \(A\)-bimodules. We will often use the following property of the regular algebra.

**Proposition 2.53.** Let \(A = A_{E,F}\) be the regular algebra in a Tannakian fusion category \(\mathcal{E}\). Then the multiplication morphism \(A \otimes A \to A\) admits a unique \(A\)-bimodule splitting. In particular, the bimodule \(A\) is a direct summand of the bimodule \(A \otimes A\). □

3. Centralizers in and non-degeneracy of braided fusion categories

3.1. The subject of this section. The main goal of this section is to extend the results of M"uger [Mu1, Mu2, Mu3] and Altschüler-Brugières [AB] on centralizers to the setting of arbitrary braided fusion categories (not necessarily non-degenerate or pre-modular ones). We also prove some other results (e.g., see Theorem 3.14 and the theory of projective centralizers in §3.3).

In terms of the the heuristic Principle 1.5(ii), the M"uger-Altschüler-Brugières theory can be viewed as a “quantization” of the following obvious proposition.

**Proposition 3.1.** Let \((C,q)\) be a pre-metric Lie coalgebra (see Definition 1.7) and \(a \subset C\) a Lie subcoalgebra.

(i) \(a\) is a metric Lie coalgebra if and only if \(a \cap a^{\perp} = 0\). In particular, \(C\) is a metric Lie coalgebra if and only if \(C^{\perp} = 0\).

(ii) \(\dim a + \dim a^{\perp} = \dim C + \dim C^{\perp}\) and \(a^{\perp\perp} = a + C^{\perp}\). In particular, if \(a \supset C^{\perp}\) then \(a^{\perp\perp} = a\).

(iii) Assume that \(a\) is a metric Lie coalgebra. Then \(C \simeq a \oplus a^{\perp}\) and \(C\) is a metric Lie coalgebra if and only if \(a^{\perp}\) is. □

The “quantum” analogs of the statements of Proposition 3.1 are Theorem 3.4 and Corollary 3.5 for (i), Theorem 3.10 and Corollary 3.11 for (ii), and Theorem 3.13 for (iii).

The notion of projective centralizer from [Mu1, Mu2] also has a “classical” analog: namely, given a subcoalgebra \(a\) of a Lie subcoalgebra \(C = g^+\) one can form the subcoalgebra \([g,a]^{\perp}\).

3.2. Centralizers. In [Mu1, Mu2] M"uger introduced the following definition.

**Definition 3.2.** Objects \(X\) and \(Y\) of a braided fusion category \(\mathcal{C}\) are said to **centralize** each other if

\[
c_{Y,X}c_{X,Y} = \text{id}_{X \otimes Y}.
\]
The centralizer $D'$ of a fusion subcategory $D \subset C$ is defined to be the full subcategory of objects of $C$ that centralize each object of $D$. It is easy to see that $D'$ is a fusion subcategory. Clearly, $D$ is symmetric if and only if $D \subset D'$.

Recall from Definition 2.28 that we defined the $\tilde{S}$-matrix $\tilde{S} = \{\tilde{s}_{XY}\}_{X,Y \in \mathcal{O}(C)}$ of a braided fusion category $C$ by

$$\tilde{s}_{XY} = \frac{\text{Tr}_{-} \otimes \text{Tr}_{+}(c_{Y,X,c_{X,Y}})}{d_{-}(X)d_{+}(Y)}.$$ 

Here traces $\text{Tr}_{\pm}$ and dimensions $d_{\pm}$ depend on the choice of a natural isomorphism $\psi : X \simto X^{**}$, but $\tilde{S}$ does not. Recall that $C$ is called non-degenerate if and only if $\tilde{S}$ is non-degenerate.

For every $X \in \mathcal{O}(C)$ the squared norm $|X|^2 = d_{+}(X)d_{-}(X)$ is independent from the choice of $\psi$. Recall also that the sum $\dim(C) := \sum_{X \in \mathcal{O}(C)} |X|^2$ is non-zero by [ENO] (see §2.4.2).

A characterization of the centralizer of a fusion subcategory of a pre-modular fusion category in terms of its $S$-matrix was given by D. Altschüler and A. Bruguières in [AB]. In Appendix C we prove a generalization of their result for a braided (not necessarily spherical) fusion category $C$. Namely, we prove in Proposition C.3 that for an object $V \in \mathcal{O}(C)$ we have

$$(30) \quad V \in \mathcal{O}(D') \iff \tilde{s}_{YV} = 1 \text{ for all } Y \in \mathcal{O}(D),$$

and

$$(31) \quad V \notin \mathcal{O}(D') \iff \sum_{Y \in \mathcal{O}(D)} |Y|^2 \tilde{s}_{YV} = 0 \iff \sum_{Y \in \mathcal{O}(D)} \tilde{s}_{VY}|Y|^2 = 0.$$ 

**Example 3.3.** Let $(G, q)$ be a pre-metric group and $H \subset G$ a subgroup. If $C$ is a pointed braided category corresponding to a pre-metric group $(G, q)$ and $K$ corresponds to a subgroup $H \subset G$ then $K'$ corresponds to $H^\perp$. This immediately follows from (27).

Now we will formulate the main properties of the centralizers. In the case of pointed braided categories (see Example 3.3) Theorems 3.4, 3.10, and 3.13 below amount to standard properties of orthogonal complements.

Given a fusion subcategory $D \subset C$ we introduce an equivalence relation on $\mathcal{O}(C)$ as follows. We say that objects $Y, Z \in \mathcal{O}(C)$ are equivalent if there is an object $W$ in $D'$ such that $Y$ is contained in $Z \otimes W$. It is easy to see that this is indeed an equivalence relation on $\mathcal{O}(C)$. The full abelian subcategory of $C$ generated by an equivalence class of this relation will be called a $D'$-component of $C$. This terminology is justified by the fact that $Y$ and $Z$ are equivalent if and only if they belong to the same indecomposable component of a $D'$-module category $\mathcal{C}$ (see [O1] for relevant definitions). The following result is a generalization of [Br, Theorem 3.1] and [Mu2, Theorem 3.2].

For a fusion subcategory $D$ of a braided fusion category $C$ let us consider the following submatrix of the $\tilde{S}$-matrix of $C$:

$$(32) \quad \tilde{S}_D := \{\tilde{s}_{XY}\}_{X,Y \in \mathcal{O}(D)}.$$ 

Note that $\tilde{S} = \tilde{S}_C$. 
Theorem 3.4. Let $\mathcal{C}$ be a braided fusion category and let $\mathcal{D} \subset \mathcal{C}$ be a fusion subcategory. The rank of $\tilde{S}_D$ is equal to the number of $\mathcal{D}'$-components of $\mathcal{C}$. In particular, $\mathcal{C}$ is non-degenerate if and only if $\mathcal{C}' = \text{Vec}$.

The proof is given in Section 3.4.

Corollary 3.5. Let $\mathcal{C}$ be a braided fusion category. A fusion subcategory $\mathcal{D} \subset \mathcal{C}$ is a non-degenerate braided category if and only if $\mathcal{D} \cap \mathcal{D}' = \text{Vec}$. □

Corollary 3.6. Let $\mathcal{D}$ be a fusion subcategory of a non-degenerate braided fusion category $\mathcal{C}$. Then the number of $\mathcal{D}'$-components of $\mathcal{C}$ is equal to $|O(D)|$.

Proof. Since $\mathcal{C}$ is non-degenerate, the rows of $\tilde{S}_D$ must be linearly independent. □

Now we collect various conditions equivalent to the non-degeneracy of a braided fusion category.

Proposition 3.7. The following conditions are equivalent for a braided fusion category $\mathcal{C}$:

(i) $\mathcal{C}$ is non-degenerate (see Definition 2.28);
(ii) $\mathcal{C}' = \text{Vec}$;
(iii) Let $G : \mathcal{C} \boxtimes \mathcal{C}^{\text{op}} \to \mathcal{Z}(\mathcal{C})$ be the unique braided functor whose restrictions to $\mathcal{C}$ and $\mathcal{C}^{\text{op}}$ are the braided functors from §2.10, then $G$ is an equivalence.

Proof. The equivalence (i)$\iff$(ii) is already proved in Theorem 3.4. So we just need to prove the equivalence (ii)$\iff$(iii). We have $\text{FPdim}(\mathcal{Z}(\mathcal{C})) = \text{FPdim}(\mathcal{C})^2 = \text{FPdim}(\mathcal{C} \boxtimes \mathcal{C}^{\text{op}})$, see (25). Hence, by Proposition 2.11(ii) it suffices to prove that $\mathcal{C}' = \text{Vec}$ if and only if $G$ is fully faithful. By Lemma 2.12, the latter condition holds if and only if the images of $\mathcal{C}$ and $\mathcal{C}^{\text{op}}$ in $\mathcal{Z}(\mathcal{C})$ have trivial intersection. But this intersection is precisely $\mathcal{C}'$. □

Remarks 3.8. (a) In Proposition 3.7(iii) the existence of $G$ is clear because the fusion subcategories $\mathcal{C}, \mathcal{C}^{\text{op}} \hookrightarrow \mathcal{Z}(\mathcal{C})$ centralize each other.

(b) Condition (iii) from Proposition 3.7 is known as factorizability.

Corollary 3.9. Let $\mathcal{C}$ be a fusion category. Then its center $\mathcal{Z}(\mathcal{C})$ is non-degenerate.

Proof. It is proved in [ENO2, Proposition 4.4] that the center of a fusion category satisfies condition (iii) from Proposition 3.7 □

The next theorem is a generalization of the result of M. Müger [Mu2, Theorem 3.2] on modular categories.

Theorem 3.10. Let $\mathcal{C}$ be a braided fusion category and let $\mathcal{B}, \mathcal{D} \subset \mathcal{C}$ be fusion subcategories.

(i) We have
\[
\dim(\mathcal{B} \cap \mathcal{D}') \dim(\mathcal{D}) = \dim(\mathcal{D} \cap \mathcal{B}') \dim(\mathcal{B}),
\]
in particular,\[
\dim(\mathcal{D}) \dim(\mathcal{D}') = \dim(\mathcal{C}) \dim(\mathcal{D} \cap \mathcal{C}').
\]
(ii) If $\mathcal{D} \supset \mathcal{C}'$ then\[
\mathcal{D}'' = \mathcal{D}.
\]
The proof is given in Section 3.5.

For a pair of fusion subcategories \( A, B \subset C \) let \( A \vee B \) denote the smallest fusion subcategory of \( C \) containing \( A \) and \( B \).

**Corollary 3.11.** If \( D \subset C \) is any fusion subcategory then \( D'' = D \vee C' \).

**Proof.** Let \( \tilde{D} = D \vee C' \). Then \( D' = \tilde{D} \), so \( D'' = \tilde{D}'' = \tilde{D} \) by Theorem 3.10(ii). \( \square \)

**Corollary 3.12.** Let \( C \) be a braided fusion category and let \( A, B \subset C \) be fusion subcategories. Then

\[
\dim(A) \dim(B) = \dim(A \vee B) \dim(A \cap B).
\]

**Proof.** We can assume that \( C \) is non-degenerate, for otherwise we replace \( C \) by \( Z(C) \) which is non-degenerate by Corollary 3.9. Using equation (34) twice and equation (33) with \( D = A' \) we have

\[
dim(A \vee B) = \frac{\dim(C)}{\dim(A' \cap B')} = \frac{\dim(C) \dim(B)}{\dim(A') \dim(A \cap B')} = \frac{\dim(A) \dim(B)}{\dim(A \cap B')}.
\]

The following result is an easy consequence of Theorems 3.4 and 3.10(ii). In the case when \( C \) is modular it is due to M. Müger [Mu2, Mu5].

**Theorem 3.13.** Let \( C \) be a braided fusion category and \( K \subset C \) a fusion subcategory. Suppose that the braided category \( K \) is non-degenerate. Then

(i) the natural braided functor \( K \boxtimes K' \rightarrow C \) is an equivalence;
(ii) \( K' \) is non-degenerate if and only if \( C \) is.

**Proof.** By Theorem 3.4 since \( K \) is non-degenerate \( K \cap K' = \text{Vec} \). Let \( D \) be the fusion subcategory of \( C \) generated by \( K \) and \( K' \). The tensor functor \( \mathcal{K} \boxtimes \mathcal{K}' \rightarrow D \) defined by \( X \boxtimes Y \mapsto X \otimes Y \) is braided. It is an equivalence by Lemma 2.12 (this fact is also proved in [Mü2, Proposition 7.7]).

By Corollary 3.11 \( K'' \) is the smallest subcategory of \( C \) containing \( K \) and \( K' \). Therefore, \( K'' \simeq \mathcal{K} \boxtimes \mathcal{K}' \subset \mathcal{K} \boxtimes \mathcal{K}' \simeq D \) and \( D'' \cap K' = C' \). In view of Theorem 3.3 this proves (ii). Applying Theorem 3.10(ii) to \( D \) we have \( D = D'' = (K'' \cap K')' = C'' = C \), proving (i). \( \square \)

The next theorem is a modification of equation (34) of Theorem 3.10(i) with categorical dimensions replaced by Frobenius-Perron.

**Theorem 3.14.** Let \( C \) be a braided fusion category and let \( D \subset C \) be a fusion subcategory. Then

\[
FPdim(D)FPdim(D') = FPdim(C)FPdim(D \cap C').
\]

The proof is given in Section 3.6.

**3.3. Projective centralizers.** As before, let \( C \) be a braided fusion category.

**3.3.1. The notion of projective centralizer.**

**Lemma 3.15.** Let \( X \in C \). For each \( \lambda \in k^* \) let \( D_\lambda \) be the full subcategory of objects \( Y \in D \) such that \( c_{Y,X,C_{X,Y}} = \lambda \cdot id_{X \otimes Y} \).

(i) If \( Y \in D_\lambda \) and \( Z \in D_\mu \) then \( Y \otimes Z \in D_{\lambda \mu} \);
(ii) If \( Y \in D_\lambda \) then \( Y^* \in D_{\lambda^{-1}} \);
(iii) The category

\[ D = \bigoplus_{\lambda \in k^*} D_\lambda \]

is a fusion subcategory of \( \mathcal{C} \).

**Remark 3.16.** According to (i), the decomposition \((38)\) is a grading of \( D \).

**Proof.** Statement (i) is immediate from the hexagon axiom of braiding. To prove statement (ii) let \( X, Y \) be objects of \( \mathcal{C} \) and consider the following diagram

\[ X \otimes Y \xrightarrow{\text{id}_X \otimes \text{coev}_Y \otimes \text{id}_Y} X \otimes Y \otimes Y^* \otimes Y \xrightarrow{\text{id}_X \otimes \text{ev}_Y} X \otimes Y \]

Here, as usual, \( \text{ev}_Y \) and \( \text{coev}_Y \) denote the evaluation and coevaluation morphisms of \( Y \) and \( c \) denotes the braiding of \( \mathcal{C} \). We suppress the associativity and unit constraints. The left triangle and the right square commute by naturality of the braiding, and the middle triangle commutes by the hexagon axiom. Hence the diagram \((39)\) is commutative, i.e.,

\[ c_{Y,X}^{-1} = (\text{id}_Y \otimes \text{ev}_X)(\text{id}_Y \otimes c_{Y,X}^{-1} \otimes \text{id}_Y)(\text{coev}_Y \otimes \text{id}_X \otimes Y). \]

Similarly, we have

\[ c_{X,Y} = (\text{id}_Y \otimes \text{ev}_X)(\text{id}_Y \otimes c_{X,Y}^{-1} \otimes \text{id}_Y)(\text{coev}_Y \otimes \text{id}_X \otimes Y). \]

If \( Y^* \in D_\lambda \) (i.e., \( c_{Y,X}^{-1} = \lambda c_{X,Y}^{-1} \)) then by \((40)-(41)\), \( c_{Y,X}^{-1} = \lambda c_{X,Y} \), i.e., \( Y \in D_{\lambda^{-1}} \). This is equivalent to (ii).

Finally, (iii) follows from (i) and (ii) combined. \qed

**Remarks 3.17.**

(i) Identities \((40)\) and \((41)\) are well known. Our proofs of them are the same as in [Kass, Proposition XIV.3.1)].

(ii) Statement (iii) of Lemma 3.15 can be deduced directly from (i) because a fusion subcategory of a fusion category is rigid (see Corollary F.7 in Appendix F).

**Definition 3.18.** We say that simple objects \( X, Y \in \mathcal{C} \) projectively centralize each other if \( c_{Y,X}^{-1} c_{X,Y} = \lambda \cdot \text{id}_{X \otimes Y} \) for some \( \lambda \in k^* \). If \( X \) and \( Y \) are arbitrary objects of \( \mathcal{C} \) we say that they projectively centralize each other if every simple component of \( X \) projectively centralizes every simple component of \( Y \). We say that full subcategories \( \mathcal{C}_1, \mathcal{C}_2 \subset \mathcal{C} \) projectively centralize each other if each object of \( \mathcal{C}_1 \) projectively centralizes each object of \( \mathcal{C}_2 \).

**Definition 3.19.** The projective centralizer of an object \( X \in \mathcal{C} \) is the full subcategory of objects of \( \mathcal{C} \) projectively centralizing \( X \). The projective centralizer of a full subcategory \( D \subset \mathcal{C} \) is the full subcategory of objects of \( \mathcal{C} \) projectively centralizing each object of \( D \).

Lemma 3.15 implies that the projective centralizer of an object of \( \mathcal{C} \) (or of a full subcategory \( D \subset \mathcal{C} \)) is a fusion subcategory.
3.3.2. Centralizers and projective centralizers.

**Lemma 3.20.** Let \( Y \in \mathcal{C}, Y \neq 0, A := Y \otimes Y^* \). Equip \( A \in \mathcal{C} \) with the algebra structure \( \text{id}_Y \otimes \text{ev}_Y \otimes \text{id}_Y : Y \otimes Y^* \otimes Y \otimes Y^* \to Y \otimes Y^* \). Define a functor \( F \) from \( \mathcal{C} \) to the category of \( A \)-modules in \( \mathcal{C} \) by \( F(X) := Y \otimes X \). Then \( F \) is fully faithful.

**Remark 3.21.** In fact, \( F \) is an equivalence, see, e.g., [EO] Lemma 3.28.

**Proof.** Since \( Y \neq 0 \) any object of \( \mathcal{C} \) is a direct summand of \( Y^* \otimes X \) for some \( X \in \mathcal{C} \). So it suffices to show that for any \( X, X' \in \mathcal{C} \) the map

\[
\text{Hom}(Y^* \otimes X, X') \to \text{Hom}_A(Y \otimes Y^* \otimes X, Y \otimes X'), \quad \varphi \mapsto \text{id}_Y \otimes \varphi
\]

is an isomorphism. In fact, the r.h.s. of (42) equals \( \text{Hom}_A(A \otimes X, Y \otimes X') = \text{Hom}(X, Y \otimes X') \) and the map (42) is the usual isomorphism \( \text{Hom}(Y^* \otimes X, X') \sim \text{Hom}(X, Y \otimes X') \).

**Proposition 3.22.** For any simple objects \( X,Y \in \mathcal{C} \) the following conditions are equivalent:

(i) \( X \) centralizes \( Y \otimes Y^* \);

(ii) \( X \otimes X^* \) centralizes \( Y \);

(iii) \( X \) and \( Y \) projectively centralize each other.

**Proof.** It suffices to show that (i) and (iii) are equivalent. The implication (iii)\( \Rightarrow \) (i) follows from Lemma 3.15(i-ii).

Let us deduce (iii) from (i). We have to show that \( c_{X,Y\text{ad}X,X} \in k \). Consider \( A := Y \otimes Y^* \) as an algebra in \( \mathcal{C} \). Then \( Y \otimes X \) has an \( A \)-module structure, namely, \( f \otimes \text{id}_X : A \otimes Y \otimes X \to Y \otimes X \), where \( f : A \otimes Y = Y \otimes Y^* \otimes Y \to Y \), \( f = \text{id}_Y \otimes \text{ev}_Y \). By Lemma 3.20 \( \text{End}_A(Y \otimes X) = \text{End}(X) = k \). So to prove that \( c_{X,Y\text{ad}X,X} \in k \) it suffices to show that \( c_{X,Y\text{ad}X,X} \) is an endomorphism of \( Y \otimes X \) in the category of \( A \)-modules, which means that the diagram

\[
\begin{array}{ccc}
A \otimes Y \otimes X & \to & Y \otimes X \\
\downarrow \text{id}_A \otimes c_{X,Y\text{ad}X,X} & & \downarrow c_{X,Y\text{ad}X,X} \\
A \otimes Y \otimes X & \to & Y \otimes X \\
\end{array}
\]

commutes. The functoriality of the braiding implies that the diagram

\[
\begin{array}{ccc}
A \otimes Y \otimes X & \to & Y \otimes X \\
\downarrow c_{X,A \otimes Y} & & \downarrow c_{X,Y\text{ad}X} \\
A \otimes Y \otimes X & \to & Y \otimes X \\
\end{array}
\]

commutes, so it remains to show that the diagrams (43) and (44) are equal. By the hexagon axiom, \( c_{X,A \otimes Y} = (\text{id}_A \otimes c_{X,Y}) \circ (c_{X,A \otimes Y} \circ \text{id}_Y) \circ (\text{id}_A \otimes c_{X,Y}) \). Finally, \( c_{X,A \otimes A,Y,X} = \text{id}_X \otimes \text{id}_A \) by (i).

3.3.3. Application: the centralizer of the adjoint subcategory. In [22] we defined the adjoint category \( \mathcal{K}_{ad} \) of a fusion category \( \mathcal{K} \). The next proposition describes \( (\mathcal{K}_{ad})' \), where \( \mathcal{K} \) is a fusion subcategory of a braided category \( \mathcal{C} \). To formulate it, we need the following definition from [GN].
**Definition 3.23.** Let $\mathcal{K}$ be a fusion subcategory of a braided fusion category $\mathcal{C}$. The **commutator** of $\mathcal{K}$ is the fusion subcategory $\mathcal{K}^{co} \subset \mathcal{C}$ generated by all simple objects $X \in \mathcal{C}$ such that $X \otimes X^* \in \mathcal{K}$.

Equivalently, $\mathcal{K}^{co}$ is the biggest fusion subcategory $\mathcal{R} \subset \mathcal{C}$ such that $\mathcal{R}_{ad} \subset \mathcal{K}$. Clearly $(\mathcal{K}^{co})_{ad} \subset \mathcal{K} \subset (\mathcal{K}_{ad})^{co}$.

**Example 3.24.** If $\mathcal{C} = \text{Rep}(G)$, where $G$ is a finite group, then any fusion subcategory $\mathcal{K}$ of $\mathcal{C}$ is of the form $\mathcal{K} = \text{Rep}(G/N)$ for some normal subgroup $N$ of $G$, and $\mathcal{K}^{co} = \text{Rep}(G/[G, N])$ (see [GN]).

The first part of the next statement was proved in [GN] Proposition 6.6 in the case where $\mathcal{C}$ is pseudounitary.

**Proposition 3.25.** Let $\mathcal{K}$ be a fusion subcategory of a braided fusion category $\mathcal{C}$. Then $(\mathcal{K}_{ad})' = (\mathcal{K}')^{co}$. In fact, both $(\mathcal{K}_{ad})'$ and $(\mathcal{K}')^{co}$ are equal to the projective centralizer of $\mathcal{K}$.

**Proof.** By definition, the simple objects of $(\mathcal{K}_{ad})'$ are those $X \in \mathcal{O}(\mathcal{C})$ which centralize $Y \otimes Y^*$ for any $Y \in \mathcal{O}(\mathcal{K})$. Similarly, the simple objects of $(\mathcal{K}')^{co}$ are those $X \in \mathcal{O}(\mathcal{C})$ for which $X \otimes X^*$ centralizes any $Y \in \mathcal{O}(\mathcal{K})$. Now use Proposition 3.22. □

**Corollary 3.26.** Let $\mathcal{K}$ be a fusion subcategory of a braided fusion category $\mathcal{C}$. Then $(\mathcal{K}')_{ad} \subset (\mathcal{K}^{co})'$. If $\mathcal{C}$ is non-degenerate then $(\mathcal{K}')_{ad} = (\mathcal{K}^{co})'$.

**Proof.** By Proposition 3.25 $(\mathcal{K}')_{ad} = (\mathcal{K}^{co})' \subset (\mathcal{K}^{co})'$. If $\mathcal{C}$ is non-degenerate then $\mathcal{C}' = \text{Vec}$, so by Theorem 3.10(ii), $\mathcal{D}' = \mathcal{D}$ for any fusion subcategory $\mathcal{D} \subset \mathcal{C}$. Therefore in the non-degenerate case Proposition 3.25 immediately implies the equality $(\mathcal{K}')_{ad} = (\mathcal{K}^{co})'$.

**Corollary 3.27.** If $\mathcal{C}$ is non-degenerate then $(\mathcal{C}_{ad})'$ equals the maximal pointed subcategory $\mathcal{C}_{pt} \subset \mathcal{C}$, i.e., the fusion subcategory generated by the invertible objects of $\mathcal{C}$. In addition $(\mathcal{C}_{pt})' = \mathcal{C}_{ad}$.

**Proof.** Apply Proposition 3.25 in the case $\mathcal{K} = \mathcal{C}$. Since $\mathcal{C}$ is non-degenerate $\mathcal{C}' = \text{Vec}$, so we get $(\mathcal{C}_{ad})' = (\text{Vec})^{co}$. Finally, $(\text{Vec})^{co} = \mathcal{C}_{pt}$ (this is immediate from Definition 5.25). The second statement follows immediately from the first one by Theorem 3.10(ii). □

In Corollary 3.27 we assume that $\mathcal{C}' = \text{Vec}$. To prove a similar statement in the case $\mathcal{C}' = s\text{Vec}$ (see Proposition 5.29 below), we need the following lemma, which is due to M. Müger [Mü1, Lemma 5.4].

**Lemma 3.28.** Let $\mathcal{C}$ be a braided fusion category and $\delta \in \mathcal{C}'$ an invertible object such that the fusion subcategory of $\mathcal{C}$ generated by $\delta$ is braided equivalent to $s\text{Vec}$. Then $\delta \otimes X \not\cong X$ for every simple $X \in \mathcal{C}$.

**Proof.** In 2.4.2 we defined the dimension $d_+(X) = \text{Tr}_+(\text{id}_X)$, where $\text{Tr}_+$ depends on the choice of $\psi_X : X \rightarrow X^{**}$. We will show that if one takes $\psi_X$ to be the canonical isomorphism $u_X : X \rightarrow X^{**}$ from (12) then

$$(45) \quad d_+(\delta \otimes X) = -d_+(X).$$

To prove (45), note that since $X$ centralizes $\delta$ formula (13) says that $u_{\delta \otimes X} = u_{\delta} \otimes u_X = -i\delta \otimes u_X$, and (15) follows. Since $d_+(X) \neq 0$ formula (45) implies that $\delta \otimes X \not\cong X$. □
Proposition 3.29. Let \( \mathcal{C} \) be a braided fusion category such that \( \mathcal{C}' \simeq s\text{Vec} \). Then
\[
(C_{ad})' = C_{pt}, \quad (C_{pt})' = C_{ad} \vee C'.
\]

Proof. By Proposition 3.25, a simple object \( X \in \mathcal{C} \) belongs to \((C_{ad})'\) if and only if \( X \in (C')^{\text{op}} \), i.e., if and only if \( X \otimes X^* \in \mathcal{C}' \). By Lemma 3.28, \( X \otimes X^* \) cannot contain the non-trivial simple object of \( s\text{Vec} \), so \( X \otimes X^* \in \mathcal{C}' \) if and only if \( X \otimes X^* \in \text{Vec} \), i.e., if and only if \( X \in C_{pt} \). Thus \((C_{ad})' = C_{pt}\). Combining this with Corollary 3.11 we see that \((C_{pt})' = C_{ad} \vee C'\). \(\square\)

Remark 3.30. One can prove (46) for any braided fusion category \( \mathcal{C} \) such that \( \mathcal{C}' \) is pointed and the group \( O(\mathcal{C}') \) is cyclic. We will not need this fact.

3.3.4. A useful pairing. Here is a more explicit version of Corollary 3.27. An invertible object \( X \) of a braided fusion category \( \mathcal{C} \) defines an automorphism \( \alpha(X) \) of the identity functor given by the composition
\[
Y \xrightarrow{\text{id}_Y \otimes \text{coev}_X} Y \otimes X \otimes X^* \xrightarrow{\psi_{X,Y,C,Y,X} \otimes \text{id}_{X^*}} Y \otimes X \otimes X^* \xrightarrow{\text{id}_Y \otimes \text{coev}_X^{-1}} Y.
\]

The following result is well known.

Lemma 3.31. Let \( X \) be an invertible object of a braided fusion category \( \mathcal{C} \).

(i) \( \alpha(X) \) is a tensor automorphism of the identity functor;
(ii) the map \( \alpha : O(\mathcal{C}_{pt}) \to \text{Aut}_{\otimes}(id_c) \) is a homomorphism of groups;
(iii) for a non-degenerate category \( \mathcal{C} \) the homomorphism \( \alpha \) is isomorphism.

Proof. (i) and (ii) are straightforward. For (iii) note that \( X \in O(\mathcal{C}_{pt}) \) is in kernel of \( \alpha \) if and only if \( X \in \mathcal{C}' \). Thus under assumptions of (iii) \( \alpha \) is injective. Recall that by Proposition 2.3 (iii) we have \( \text{Aut}_{\otimes}(id_c) = \text{Hom}(U_C, k^\times) \) where \( U_C \) is the universal grading group. It is clear that for a braided category \( \mathcal{C} \) the group \( U_C \) is commutative and hence \( U_C = \text{Hom}(\text{Aut}_{\otimes}(id_c), k^\times) \). The homomorphism \( \alpha' : U_C = \text{Hom}(\text{Aut}_{\otimes}(id_c), k^\times) \to \text{Hom}(O(\mathcal{C}_{pt}), k^\times) \) dual to \( \alpha \) is surjective and hence defines a faithful grading of \( \mathcal{C} \) by the group \( \text{Hom}(O(\mathcal{C}_{pt}), k^\times) \), see (2.3). It is clear from the definitions that the trivial component of this grading is precisely \((C_{pt})'\). By Lemma 3.27 we have \((C_{pt})' = C_{ad}\) and by Proposition 2.3 (ii) \( C_{ad} \) is the trivial component of the universal grading. Hence \( \alpha' \) and \( \alpha \) are isomorphisms and the lemma is proved. \(\square\)

Proposition 2.3 (iii) provides a canonical isomorphism \( \text{Aut}_{\otimes}(id_c) = \text{Hom}(U_C, k^\times) \), where \( U_C \) is the group of the universal grading. So we can consider the homomorphism \( \alpha : O(\mathcal{C}_{pt}) \to \text{Aut}_{\otimes}(id_c) \) as a pairing
\[
\langle , \rangle : O(\mathcal{C}_{pt}) \times U_C \to k^\times.
\]

Now Lemma 3.31 (iii) says that for a non-degenerate braided fusion category \( \mathcal{C} \) this pairing is perfect.

3.3.5. A more general pairing.

Proposition 3.32. Suppose that fusion subcategories \( \mathcal{D}_1, \mathcal{D}_2 \subset \mathcal{C} \) projectively centralize each other.

(i) There exists a faithful grading \( \mathcal{D}_1 = \bigoplus_{g \in G_1} (D_1)_g \) with trivial component \( \mathcal{D}_1 \cap (\mathcal{D}_2)' \) and a faithful grading \( \mathcal{D}_2 = \bigoplus_{g \in G_2} (D_2)_g \) with trivial component \( \mathcal{D}_2 \cap (\mathcal{D}_1)' \). These gradings are unique up to equivalence.
(ii) There is a unique pairing \( b : G_1 \times G_2 \to k^\times \) such that
\[
c_{X_2 X_1} c_{X_1 X_2} = b(g_1, g_2) \cdot \text{id}_{X_1 \otimes X_2} \text{ if } X_1 \in (D_i)_{g_1}, \ g_i \in G_i.
\]
This pairing is non-degenerate. If \( D_1 = D_2 \) it is symmetric.

Note that if \( C \) is non-degenerate, \( D_1 = C_{pt} \), and \( D_2 = C \) then \( b \) is the pairing (47).

Proof. The uniqueness statement from (i) follows from Corollary 2.6. The uniqueness statement from (ii) is obvious. The symmetry property follows from uniqueness.

To prove the existence statements, consider the universal grading \( d_i : \mathcal{O}(D_i) \to U_{D_i} \) (see (2.3)). By Lemma 3.15(i), there is a unique pairing \( b : U_{D_1} \times U_{D_2} \to k^\times \) such that \( c_{X_2 X_1} c_{X_1 X_2} = b(d_1(X_1), d_2(X_2)) \cdot \text{id}_{X_1 \otimes X_2} \) for all simple \( X_1 \in D_1, \ X_2 \in D_2 \). Let \( K_1 \subset U_{D_1} \) and \( K_2 \subset U_{D_2} \) be the left and right kernel of this pairing. Set \( G_i := U_{D_i}/K_i \). Then \( b \) induces a non-degenerate pairing \( b : G_1 \times G_2 \to k^\times \). Clearly \( D_i \) is graded by \( G_i \). The trivial component of the \( G_1 \)-grading of \( D_1 \) is generated by those simple objects of \( D_1 \) which centralize each object of \( D_2 \), so it equals \( D_1 \cap D_2 \). Similarly, the trivial component of the \( G_2 \)-grading of \( D_2 \) equals \( D_2 \cap D_1 \).

3.4. Proof of Theorem 3.4

3.4.1. Idea of the proof. Given a fusion subcategory \( D \subset C \) let us define an inner product of functions \( f, g : \mathcal{O}(D) \to k \) by
\[
(f, g)_{D} := \sum_{X \in \mathcal{O}(D)} |X|^2 f(X) g(X^*).
\]
For any \( Y \in \mathcal{O}(C) \) define \( h_Y : \mathcal{O}(D) \to k \) by \( h_Y(X) = \hat{s}_{XY} \).

Recall that we introduced an equivalence relation on \( \mathcal{O}(C) \) by taking \( Y, Z \in \mathcal{O}(C) \) to be equivalent if there is \( W \in \mathcal{O}(D') \) such that \( Y \) is contained in \( Z \otimes W \). We call the equivalence classes of the above relation \( D' \)-components of \( C \).

The idea of the proof is to show that functions \( h_Y \) and \( h_Z \) are equal if and only if \( Y, Z \) belong to the same component and are orthogonal with respect to the inner product (49) if and only if they belong to different \( D' \)-components of \( C \), see Lemmas 5.39 and 5.37 below. This will imply that distinct columns of \( S_D \) are linearly independent and are parameterized by \( D' \)-components of \( C \).

3.4.2. A non-spherical analogue of the Verlinde formula (24). Pick a natural isomorphism \( \psi_X : X \xleftarrow{\sim} X^\ast, \ X \in \mathcal{O}(C) \). For all \( Y, Z, W \in \mathcal{O}(C) \) consider the linear automorphism
\[
t_W^{YZ} : \text{Hom}(W, Y \otimes Z) \to \text{Hom}(W, Y \otimes Z), \ \ f \mapsto \psi_Y^{-1} \psi_{Y \otimes Z} \psi_{Y \otimes Z} \psi_{Y \otimes Z} f.
\]
The automorphisms \( t_W^{YZ} \) measure the failure of \( \psi \) to be an isomorphism of tensor functors. Let \( T_{YZ}^W \) denote the trace of \( t_W^{YZ} \).

Remark 3.33. According to (ENO) 3.1, for a certain choice of the isomorphisms \( \psi_X \) one has \( T_{YZ}^W \in \mathbb{Z} \) (we will not need this fact in the sequel). When \( \psi \) is a pivotal structure (i.e., an isomorphism of tensor functors) we have \( T_{YZ}^W = N_{YZ}^W \), where \( N_{YZ} \) denotes the multiplicity of \( W \) in \( Y \otimes Z \).
The numbers $T^W_{YZ}$ depend on the choice of $\psi$. Namely, if one replaces $\psi$ by $\psi \circ \alpha$, where $\alpha = \{ \alpha_X \}_{X \in \mathcal{O}(C)}$ is an automorphism of the identity functor of $\mathcal{C}$, then $T^W_{YZ}$ gets multiplied by $\frac{\alpha_X}{\alpha_W}$. Therefore the numbers

$$
(50) \quad \tilde{N}^W_{YZ} := \frac{d_+(W)}{d_+(Y)d_+(Z)} T^W_{YZ}, \quad Y, Z, W \in \mathcal{O}(C),
$$
do not depend on the choice of $\psi$. Note that $\tilde{N}^W_{YZ} = 0$ when $N^W_{YZ} = 0$.

**Lemma 3.34.** For all $X, Y, Z \in \mathcal{O}(C)$ we have

$$
(51) \quad \tilde{s}_{XY} \tilde{s}_{XZ} = \sum_{W \in \mathcal{O}(C)} \tilde{N}^W_{YZ} \tilde{s}_{XW}.
$$

*Proof.* Consider the equality

$$
(52) \quad (c_{Y,X} \otimes \text{id}_Z)(\text{id}_Y \otimes c_{Z,X} c_{X,Y})(c_{X,Y} \otimes \text{id}_Z) = c_{Y \otimes Z, X} c_{X,Y \otimes Z}, \quad X \in \mathcal{O}(C).
$$

Let us apply $\text{Tr}_+(\text{id}_\otimes \otimes \text{id}_Y \otimes \text{id}_Z)$ to both sides of (52). The left hand side gives $d_-(X)d_+(Y)d_+(Z)\tilde{s}_{XY} \tilde{s}_{XZ}$. For $W \in \mathcal{O}(C)$ let $\pi^{(W)}_{Y \otimes Z}$ be the idempotent endomorphism of $Y \otimes Z$ corresponding to the projection on the maximal multiple of $W$ contained in $Y \otimes Z$. Then the right hand side of (52) gives

$$
d_-(X) \sum_{W \in \mathcal{O}(C)} \text{Tr}_+(\text{id}_Y \otimes \text{id}_Z)(\pi^{(W)}_{Y \otimes Z}) \tilde{s}_{XW} = d_-(X) \sum_{W \in \mathcal{O}(C)} d_+(W) T^W_{Y,Z} \tilde{s}_{XW}.
$$

Comparing the results we obtain (51). \hfill \square

**Remark 3.35.** In the case when $\psi$ is pivotal our proof of Lemma 3.34 reduces to the computation given in [Mu2] Lemma 2.4].

3.4.3. Orthogonality of columns of the submatrix (52) of $\tilde{S}$-matrix.

**Lemma 3.36.** Let $\mathcal{D} \subset \mathcal{C}$ be a fusion subcategory. Suppose $Y, Z \in \mathcal{O}(C)$ are in the same $\mathcal{D}'$-component of $\mathcal{C}$. Then

$$
h_Y = h_Z.
$$

*Proof.* Let us choose $W$ in $\mathcal{D}'$ so that $Y$ is contained in $Z \otimes W$. Let $\pi^{(Y)}_{Z \otimes W} : Z \otimes W \to Y$ be a projection from $Z \otimes W$ onto $Y$ and let $\text{id}_{Z \otimes W}^{(Y)} : Y \to Z \otimes W$ be an inclusion of $Y$ into $Z \otimes W$ such that $p^{(Y)}_{Z \otimes W} \text{id}_{Z \otimes W}^{(Y)} = \text{id}_Y$. For any $X \in \mathcal{O}(\mathcal{D})$ we compute

$$
\tilde{s}_{XY} = d_-(X)^{-1} d_+(Y)^{-1} (\text{Tr}_- \otimes \text{Tr}_+)(c_{Y,X}c_{X,Y})
\begin{align*}
&= d_-(X)^{-1} d_+(Y)^{-1}(\text{Tr}_- \otimes \text{Tr}_+)((\text{id}_X \otimes p^{(Y)}_{Z \otimes W})(c_{Z \otimes W}c_{X,Z} \otimes W)(\text{id}_X \otimes \text{id}_{Z \otimes W})) \\
&= d_-(X)^{-1} d_+(Y)^{-1}(\text{Tr}_- \otimes \text{Tr}_+)((\text{id}_X \otimes p^{(Y)}_{Z \otimes W})(c_{Z,X}c_{X,Z} \otimes W)(\text{id}_X \otimes \text{id}_{Z \otimes W})) \\
&= d_-(X)^{-1} d_+(Y)^{-1} d_-(Z)^{-1}(\text{Tr}_- \otimes \text{Tr}_+)(c_{Z,X}c_{X,Z}) \text{Tr}_+(\text{id}_X) \\
&= \tilde{s}_{XZ},
\end{align*}
$$
as required. \hfill \square

**Lemma 3.37.** For $Y, Z \in \mathcal{O}(C)$ we have $(h_Y, h_Z)_\mathcal{D} = 0$ if and only if $Y$ and $Z$ are in different $\mathcal{D}'$-components of $\mathcal{C}$. 
Proof. Fix $Y \in \mathcal{O}(\mathcal{C})$. If $Z \in \mathcal{O}(\mathcal{C})$ is such that $Y$ and $Z$ are in different $\mathcal{D}'$-components of $\mathcal{C}$, then

$$ (h_Y, h_Z)_\mathcal{D} = \sum_{X \in \mathcal{O}(\mathcal{D})} |X|^2 \tilde{s}_{XY} \tilde{s}_{XZ}, $$

$$ = \sum_{W \in \mathcal{O}(\mathcal{C})} \tilde{N}_Z^W \left( \sum_{X \in \mathcal{O}(\mathcal{D})} |X|^2 \tilde{s}_{XW} \right), $$

$$ = \dim(\mathcal{C}) \sum_{W \in \mathcal{O}(\mathcal{D}')} \tilde{N}_Z^W = 0, $$

where we used Lemma 3.34 and Proposition C.3, see (31).

Assume there is $Z_0$ in the $\mathcal{D}'$-component of $Y$ such that $(h_Y, h_{Z_0})_{\mathcal{D}} = 0$. Then by Lemma 3.36 we have $(h_Y, h_Z)_{\mathcal{D}} = 0$ for any simple $Z$ from the $\mathcal{D}'$-component of $Y$. Thus we have seen that for any $Z \in \mathcal{O}(\mathcal{C})$

$$ \sum_{X \in \mathcal{O}(\mathcal{D})} |X|^2 \tilde{s}_{XY} \tilde{s}_{XZ} = (h_Y, h_Z)_{\mathcal{D}} = 0. $$

Multiplying the last equation by $|Z|^2$, taking the sum over $Z \in \mathcal{O}(\mathcal{C})$, and using Proposition C.3 (see (30), (31)) we obtain

$$ 0 = \sum_{X \in \mathcal{O}(\mathcal{D})} |X|^2 \tilde{s}_{XY} \left( \sum_{Z \in \mathcal{O}(\mathcal{C})} \tilde{s}_{XZ} |Z|^2 \right) $$

$$ = \dim(\mathcal{C}) \sum_{X \in \mathcal{O}(\mathcal{D} \cap \mathcal{C}') \mathcal{D}} |X|^2 \tilde{s}_{XY} $$

$$ = \dim(\mathcal{C}) \dim(\mathcal{D} \cap \mathcal{C}'), $$

which is a contradiction, since the categorical dimension of a fusion category is non-zero by [ENO] (see §2.4.2). □

It follows that the functions $h_Y$, where $Y$ runs through the set of simple objects representing different $\mathcal{D}'$-components of $\mathcal{C}$, form an orthogonal basis of the vector space generated by columns of $\tilde{S}_D$. Theorem 3.4 is proved.

3.5. Proof of Theorem 3.10 Our argument follows that of [Mu2, Theorem 3.2], where (34) and (35) were proved for a pseudo-unitary braided fusion category $\mathcal{C}$. We use Proposition C.3 (see (30), (31)) to compute

$$ \sum_{X \in \mathcal{O}(\mathcal{D})} \sum_{Z \in \mathcal{O}(\mathcal{B})} |X|^2 \tilde{s}_{XZ} |Z|^2 = \sum_{X \in \mathcal{O}(\mathcal{D})} |X|^2 \left( \sum_{Z \in \mathcal{O}(\mathcal{B})} \tilde{s}_{XZ} |Z|^2 \right) $$

$$ = \dim(\mathcal{B}) \sum_{X \in \mathcal{O}(\mathcal{B} \cap \mathcal{D})} |X|^2 $$

$$ = \dim(\mathcal{B}) \dim(\mathcal{B} \cap \mathcal{D}). $$

Changing the order of summation in the above computation we see that the same expression also equals $\dim(\mathcal{D}) \dim(\mathcal{B} \cap \mathcal{D}')$, proving (33). Taking $\mathcal{B} = \mathcal{C}$ we obtain (34). Finally, when $\mathcal{D} \supset \mathcal{C}'$ we have

$$ \dim(\mathcal{D}) \dim(\mathcal{D}') = \dim(\mathcal{C}) \dim(\mathcal{C}') = \dim(\mathcal{D}') \dim(\mathcal{D}''), $$

where $\mathcal{D}'$ is the $\mathcal{D}'$-component of $\mathcal{C}$ and $\mathcal{D}''$ is the $\mathcal{D}''$-component of $\mathcal{C}$.
whence $\dim(D) = \dim(D'')$ and $D = D''$, proving (55).

3.6. **Proof of Theorem 3.14.** We start with the following result. Let $\mathcal{C}$ be a fusion category. If $\mathcal{A}, \mathcal{B} \subset \mathcal{C}$ are fusion subcategories let $\mathcal{A} \vee \mathcal{B}$ denote the smallest fusion subcategory of $\mathcal{C}$ containing $\mathcal{A}$ and $\mathcal{B}$. Suppose that

$$X \otimes Y \simeq Y \otimes X \quad \text{for all } X \in \mathcal{O}(\mathcal{A}), \ Y \in \mathcal{O}(\mathcal{B}).$$

Property (53) implies that the simple objects of $\mathcal{A} \vee \mathcal{B}$ are the simple summands of $X \otimes Y$ with $X \in \mathcal{O}(\mathcal{A})$ and $Y \in \mathcal{O}(\mathcal{B})$.

**Lemma 3.38.** Let $\mathcal{C}, \mathcal{A}, \mathcal{B}$ be as above. Then

$$FPdim(\mathcal{A})FPdim(\mathcal{B}) = FPdim(\mathcal{A} \vee \mathcal{B})FPdim(\mathcal{A} \cap \mathcal{B}).$$

**Proof.** Recall that the regular element of $K_0(\mathcal{C}) \otimes \mathbb{R}$ is $R_C = \sum_{X \in \mathcal{O}(\mathcal{C})} FPdim(X)X$. It is defined up to a scalar multiple by the property that $Y \otimes R_C = FPdim(Y)R_C$ for all $Y \in \mathcal{O}(\mathcal{C})$, see [ENO, §8.2].

Using [ENO, Proposition 8.5], one can see that

$$R_A \otimes R_B = aR_{A \vee B},$$

for some positive $a$. Indeed, take $V = \oplus_{X \in \mathcal{O}(\mathcal{A}), Y \in \mathcal{O}(\mathcal{B})} X \otimes Y$. Then the multiplication matrix of $V$ in $K_0(\mathcal{A} \vee \mathcal{B})$ has strictly positive entries and both sides of (55) are Frobenius-Perron eigenvectors of $V$. Hence, they differ by a positive scalar.

The scalar $a$ equals the multiplicity of the unit object $1$ in $R_A \otimes R_B$, which is the same as the multiplicity of $1$ in $\sum_{Z \in \mathcal{O}(\mathcal{A} \cap \mathcal{B})} FPdim(Z)Z \otimes Z^*$. Hence, $a = FPdim(\mathcal{A} \cap \mathcal{B})$. Taking the Frobenius-Perron dimensions of both sides of (55) we get the result. \hfill $\square$

Now we will prove Theorem 3.14. For any fusion category $\mathcal{C}$ and any fusion subcategory $\mathcal{D} \subset \mathcal{C}$ let $\mathcal{Z}_D(\mathcal{C})$ be the fusion category whose objects are pairs $(X, c_{X,-})$, where $X$ is an object of $\mathcal{C}$ and $c_{X,-}$ is a natural family of isomorphisms $c_{X,Y} : X \otimes V \simeq V \otimes X$ for all objects $V$ in $\mathcal{D}$ satisfying the same compatibility conditions as in the definition of the center of $\mathcal{C}$ (so, in particular, $\mathcal{Z}_C(\mathcal{C}) = Z(\mathcal{C})$). Note that $\mathcal{Z}_D(\mathcal{C})$ is dual to the fusion category $\mathcal{D} \otimes \mathcal{C}^{\text{op}}$ with respect to its module category $\mathcal{C}$, where $\mathcal{D}$ and $\mathcal{C}^{\text{op}}$ act on $\mathcal{C}$ via the left and right multiplication respectively (see [Mu4, O1] for the definitions of module category and duality for fusion categories). So by [ENO, Corollary 8.14] we have

$$FPdim(\mathcal{Z}_D(\mathcal{C})) = FPdim(\mathcal{D} \otimes \mathcal{C}^{\text{op}}) = FPdim(\mathcal{D})FPdim(\mathcal{C}).$$

Also, by [ENO, Proposition 5.3] the forgetful braided fusion category with braiding $c$. There are two embeddings $X \mapsto (X, c_{X,-})$ and $X \mapsto (X, c_{X,+})$ of $\mathcal{C}$ into $\mathcal{Z}_D(\mathcal{C})$. Their images will be denoted by $C_+$ and $C_-$. Clearly $C_+ \cap C_- = D'$. On the other hand, $C_+ = FG(\mathcal{C} \boxtimes 1)$ and $C_- = FG(1 \boxtimes \mathcal{C})$, where $G : \mathcal{C} \boxtimes \mathcal{C}^{\text{op}} \to \mathcal{Z}(\mathcal{C})$ is the functor from Proposition 3.7. Since $F$ is surjective we see that $C_+ \vee C_- = \mathcal{Z}_D(\mathcal{C})$. So applying Lemma 3.38 to $\mathcal{A} = C_+$ and $\mathcal{B} = C_-$ we obtain

$$FPdim(\mathcal{Z}_D(\mathcal{C}))FPdim(D') = FPdim(C_+)FPdim(C_-) = FPdim(C)^2.$$

By (55), this means that

$$FPdim(D)FPdim(D') = FPdim(C).$$
Now let $C$ be any (possibly degenerate) braided fusion category. Let $D', C'$ denote the centralizers of $D, C$ in the non-degenerate braided fusion category $Z(C)$. Then the usual centralizer of $D$ in $C$ is $D' = D \cap C$ and $D \cap C' = D \cap C'$. 

We can compute $\text{FPdim}(D \vee C')$ in two different ways. First, by Lemma 3.38,

$$\text{FPdim}(D \vee C') = \frac{\text{FPdim}(D)\text{FPdim}(C')}{\text{FPdim}(D \cap C')} = \frac{\text{FPdim}(D)\text{FPdim}(C)}{\text{FPdim}(D \cap C')} = \frac{\text{FPdim}(Z(C))}{\text{FPdim}(D' \cap C)} = \frac{\text{FPdim}(C)^2}{\text{FPdim}(D')},$$

(we have used the equality $\text{FPdim}(C') = \text{FPdim}(C)$, which follows from (57)). Second, by (57) and (25) we have

$$\text{FPdim}(D \vee C') = \frac{\text{FPdim}(Z(C))}{\text{FPdim}(D' \cap C)} = \frac{\text{FPdim}(C)^2}{\text{FPdim}(D')}.$$ 

Comparing (58) and (59) we get Theorem 3.14.

4. Equivariantization and de-equivariantization

In this section we recall the equivariantization and de-equivariantization constructions (first in the general setting of $k$-linear categories and then for fusion categories). The main principles are formulated in 4.1.2, 4.2.3, 4.4.2, and Theorem 4.37.

Unless stated otherwise, we assume that all categories are small (i.e., objects form a set rather than a class).

4.1. Equivariantization and de-equivariantization in the linear setting.

4.1.1. Basic definitions. As usual, $k$ denotes an algebraically closed field of characteristic 0.

Let $C$ be a $k$-linear category. Let $End(C)$ denote the category of $k$-linear functors $C \to C$. This is a monoidal $k$-linear category (the tensor product is the composition of functors).

**Definition 4.1.** We say that a monoidal category $\mathcal{M}$ acts on $C$ if we are given a monoidal functor $F : \mathcal{M} \to End(C)$. If $\mathcal{M}$ is a $k$-linear monoidal category and $F$ is $k$-linear we say that $\mathcal{M}$ acts on $C$ $k$-linearly.

**Notation:** for a $k$-linear action $F : \mathcal{M} \to End(C)$ and objects $V \in \mathcal{M}$, $X \in C$ we write $V \otimes X$ instead of $F(V)(X)$. In particular, we write $V \otimes X$ for the tensor product of a finite-dimensional $k$-vector space $V$ and an object $X \in C$.

For a finite group $G$ let $G$ denote the corresponding monoidal category: the objects of $G$ are elements of $G$, the only morphisms are the identities and the tensor product is given by multiplication in $G$.

**Definition 4.2.** An action of $G$ on $C$ is the same as an action of $G$ on $C$.

**Remark 4.3.** Let $Vec_G$ be the fusion category of finite-dimensional $G$-graded $k$-vector spaces with the obvious associativity constraint. We have a monoidal functor $G \to Vec_G$ which takes $g \in G$ to the vector space $k$ placed in degree $g$. Thus $Vec_G$ identifies with the $k$-linear hull of $G$. So an action of $G$ on $C$ is the same as a $k$-linear action of $Vec_G$ on $C$.
Assume that a monoidal category $\mathcal{M}$ acts on $k$-linear categories $\mathcal{A}_1$ and $\mathcal{A}_2$. Then one defines the category of module functors from $\mathcal{A}_1$ to $\mathcal{A}_2$. Recall (see e.g. [O2]) that a module functor from $\mathcal{A}_1$ to $\mathcal{A}_2$ is a $k$-linear functor $F : \mathcal{A}_1 \to \mathcal{A}_2$, which commutes with the action of $\mathcal{M}$, i.e., $F$ is equipped with isomorphisms $f_{V,X} : F(V \otimes X) \simeq V \otimes F(X)$ functorial in $V \in \mathcal{M}$, $X \in \mathcal{A}_1$ so that the diagram

$$
\begin{array}{ccc}
F(V \otimes W \otimes X) & \xrightarrow{f_{V,W\otimes X}} & V \otimes F(W \otimes X) \\
\downarrow{f_{V\otimes W,X}} & & \downarrow{\text{id}_V \otimes f_{W,X}} \\
V \otimes W \otimes F(X) & & 
\end{array}
$$

is commutative for every $V,W \in \mathcal{M}$ and $X \in \mathcal{A}_1$.

So $k$-linear categories equipped with $\mathcal{M}$-action form a 2-category.

4.1.2. Main principle. Let $\text{Rep}(G)$ denote the monoidal $k$-linear category of finite-dimensional representations of $G$. Recall that an additive category $\mathcal{A}$ is said to be Karoubian if every idempotent endomorphism of an object $a \in \mathcal{A}$ comes from a decomposition $a = a_1 \oplus a_2$. In [AG, G, FG] we recall the following well-known principle (see [AG, G, FG]): the datum of a Karoubian $k$-linear category with an action of $G$ is equivalent to the datum of a Karoubian $k$-linear category with a $k$-linear action of $\text{Rep}(G)$. More precisely, in [AG, G, FG] we recall two constructions (or if you prefer, two 2-functors)

$$
\{k\text{-linear categories with } G\text{-action}\} \xrightarrow{\simeq} \{k\text{-linear categories with } \text{Rep}(G)\text{-action}\},
$$

which are called equivariantization and de-equivariantization. Theorem 4.4 says that these constructions are mutually inverse when applied to Karoubian categories.

4.1.3. Equivariantization: from $G$-action to $\text{Rep}(G)$-action. Let $G$ be a finite group acting on a Karoubian $k$-linear category $\mathcal{C}$. For any $g \in G$ let $F_g \in \text{End}(\mathcal{C})$ be the corresponding functor and for any $g,h \in G$ let $\gamma_{g,h}$ be the isomorphism $F_g \circ F_h \simeq F_{gh}$ that defines the tensor structure on the functor $G \to \text{End}(\mathcal{C})$. A $G$-equivariant object of $\mathcal{C}$ is an object $X \in \mathcal{C}$ together with isomorphisms $u_g : F_g(X) \simeq X$ such that the diagram

$$
\begin{array}{ccc}
F_g(F_h(X)) & \xrightarrow{F_g(u_h)} & F_g(X) \\
\downarrow{\gamma_{g,h}(X)} & & \downarrow{u_g} \\
F_{gh}(X) & \xrightarrow{u_{gh}} & X
\end{array}
$$

commutes for all $g,h \in G$. One defines morphisms of equivariant objects to be morphisms in $\mathcal{C}$ commuting with $u_g$, $g \in G$. The category of $G$-equivariant objects of $\mathcal{C}$ will be denoted by $\mathcal{C}^G$. It is a Karoubian $k$-linear category, which is often called the equivariantization of $\mathcal{C}$.

The category $\text{Rep}(G)$ acts $k$-linearly on the category $\mathcal{C}^G$. Namely, to a representation $\rho : G \to GL(V)$ and an object $(X,u_g) \in \mathcal{C}^G$ one associates the object $(V \otimes X,u_g^V)$, where $u_g^V : F_g(V \otimes X) \simeq V \otimes X$ is the composition

$$
F_g(V \otimes X) \simeq V \otimes F_g(X) \xrightarrow{\rho(g) \otimes u_g} V \otimes X.
$$
4.1.4. De-equivariantization: from $\text{Rep}(G)$-action to $G$-action. Let $A := \text{Fun}(G)$ be the algebra of functions $G \to k$, a.k.a. the regular algebra. The group $G$ acts on $A$ by left translations, so $A$ can be considered as an algebra in the monoidal category $\text{Rep}(G)$. Now let $D$ be a Karoubian category with a $k$-linear action of $\text{Rep}(G)$. Since $\text{Rep}(G)$ acts on $D$ there is a notion of $A$-module in $D$. The category of $A$-modules in $D$ will be called the de-equivariantization of $D$. For a while, we will denote it by $D_G$ (in §4.1.10 we will introduce alternative notation and terminology).

Clearly $D_G$ is a Karoubian $k$-linear category. Note that $G$ acts on $A$ viewed as an algebra in $\text{Rep}(G)$ (this is the action of $G$ on $\text{Fun}(G)$ by right translations). So $G$ acts on the category of $A$-modules in $D$, i.e., on $D_G$.

4.1.5. Main result.

**Theorem 4.4.** The 2-functors $C \mapsto C^G$ and $D \mapsto D_G$ are mutually inverse 2-equivalences between the 2-category of Karoubian $k$-linear categories equipped with $G$-action and the 2-category of Karoubian $k$-linear categories equipped with a $k$-linear $\text{Rep}(G)$-action.

A proof of this well known theorem is given in §4.1.6-4.1.8 below.

**Remark 4.5.** In particular, the theorem says that for any Karoubian $k$-linear category $C$ equipped with $G$-action there is an equivalence $C \sim \rightarrow (C^G)_G$ which commutes with the action of $\text{Vec}_G$, and for any Karoubian $k$-linear category equipped with a $k$-linear $\text{Rep}(G)$-action there is an equivalence $D \sim \rightarrow (D^G)_G$ which commutes with the action of $\text{Rep}(G)$.

4.1.6. The forgetful functor $C^G \to C$ and the equivalence $C \sim \rightarrow (C^G)_G$. Let $C$ be a Karoubian $k$-linear category with an action of a finite group $G$.

**Lemma 4.6.**

(i) The forgetful functor $\Phi : C^G \to C$ is faithful.

(ii) The induction functor

\[
\text{Ind} : C \to C^G, \quad \text{Ind} (X) := \bigoplus_{g \in G} F_g (X)
\]

is both left and right adjoint to $\Phi$.

(iii) Each $X \in C$ can be represented as a direct summand of $\Phi(Y)$ for some $Y \in C^G$. Namely, one can take $Y = \text{Ind}(X)$.

(iv) Every $X \in C^G$ can be represented as a $G$-equivariant direct summand of $\text{Ind}(\Phi(X))$.

**Proof.** Statements (i-iii) are clear. To prove (iv), notice that the composition of the adjunctions $X \to \text{Ind}(\Phi(X)) \to X$ equals $|G| \cdot \text{id}_X$ (it is here that we use that $k$ has characteristic 0).

Now we will construct a $G$-equivariant equivalence $F : C \sim \rightarrow (C^G)_G$ such that the diagram

\[
\begin{array}{ccc}
C & \xrightarrow{F} & (C^G)_G \\
\text{Ind} \downarrow & & \downarrow \text{Forget} \\
C^G & \sim \rightarrow & (C^G)_G
\end{array}
\]

commutes. Namely, for $X \in C$ we define $F(X)$ to be the object $\text{Ind}(X) \in C^G$ (see (60)) equipped with following action of the algebra $A := \text{Fun}(G)$: a function
$f \in \text{Fun}(G)$ acts on $F_g(X) \subset \text{Ind}(X)$ as multiplication by $f(g)$. The functor $F$ commutes with $G$-action in the obvious way (use the isomorphism $F_g(F_{g'}(X)) \sim F_{gg'}(X)$).

**Proposition 4.7.** $F : \mathcal{C} \to (\mathcal{C}^G)_G$ is an equivalence.

**Proof.** We will construct $F^{-1}$. Let $Y \in (\mathcal{C}^G)_G$, i.e., $Y$ is a $G$-equivariant object of $\mathcal{C}$ with a $G$-equivariant algebra homomorphism $\text{Fun}(G) \to \text{End}(Y)$. For $g \in G$, let $e_g \in \text{Fun}(G)$ be the corresponding minimal idempotent, i.e., $e_g$ is the function on $G$ such that $e_g(g) = 1$ and $e_g(g') = 0$ for $g' \neq g$. Since $\mathcal{C}$ is Karoubian the images of the idempotents $e_g$ in $\text{End}(Y)$ define a decomposition $Y = \bigoplus_{g \in G} Y_g$. Now set $F^{-1}(Y) := Y_1$, where 1 is the the unit of $G$. □

To prove Theorem 4.4 it remains to show that the 2-functor $\mathcal{C} \to \mathcal{C}^G$ is a 2-equivalence. In §4.1.8 we give a proof of this fact which was communicated to us by A. Beilinson. It is based on a convenient way of thinking about categories equipped with $\text{Rep}(G)$-action, which is explained in 4.1.7.

4.1.7. $\text{Rep}(G)$-actions and $\text{Repr}(G)$-enrichments. Notation: $\text{Repr}(G)$ is the category of all representations of $G$ over $k$ and $\text{Rep}(G) \subset \text{Repr}(G)$ is the full subcategory of finite-dimensional representations; $\text{Vect}$ is the category of all vector spaces over $k$ and $\text{Vec} \subset \text{Vect}$ is the full subcategory of finite-dimensional spaces.

Let $\mathcal{D}$ be a $k$-linear category with a $k$-linear $\text{Rep}(G)$-action. For every $X, Y \in \mathcal{D}$ we have a contravariant $k$-linear functor

$\text{Rep}(G) \to \text{Vect}, \quad V \mapsto \text{Hom}_\mathcal{D}(V \otimes X, Y)$.

Since $\text{Rep}(G)$ is semisimple any $k$-linear functor $\text{Rep}(G) \to \text{Vect}$ is representable by an object of $\text{Rep}(G)$. Let $\underline{\text{Hom}}(X, Y) \in \text{Repr}(G)$ be the object representing the functor (62), i.e.,

$\text{Hom}_G(V, \underline{\text{Hom}}(X, Y)) = \text{Hom}_\mathcal{D}(V \otimes X, Y)$.

Thus we get a $\text{Repr}(G)$-enriched category $\mathcal{D}$. Clearly $\mathcal{D}$ can be uniquely reconstructed from $\mathcal{D}$: the objects are the same, $\text{Hom}_\mathcal{D}(X, Y) = \underline{\text{Hom}}(X, Y)^G$, and the action of $\text{Rep}(G)$ on $\mathcal{D}$ is uniquely determined by (63) if it exists, i.e., if $\mathcal{D}$ is complete in the following sense.

**Definition 4.8.** Let $\mathcal{D}$ be a $\text{Repr}(G)$-enriched category and $\mathcal{D}$ the $k$-linear category with $\text{Ob} \mathcal{D} = \text{Ob} \mathcal{D}$ and $\text{Hom}_\mathcal{D}(X, Y) = \underline{\text{Hom}}_\mathcal{D}(X, Y)^G$. We say that $\mathcal{D}$ is complete if for every $X \in \mathcal{D}$ and $V \in \text{Rep}(G)$ there exists $V \otimes X \in \mathcal{D}$ such that (63) holds functorially in $Y \in \mathcal{D}$. We say that $\mathcal{D}$ is $G$-Karoubian if $\mathcal{D}$ is Karoubian.

So a Karoubian $k$-linear category $\mathcal{D}$ equipped with a $k$-linear $\text{Rep}(G)$-action is essentially the same as a $G$-Karoubian complete $\text{Repr}(G)$-enriched category $\mathcal{D}$.

4.1.8. $\text{Repr}(G)$-enrichments and $G$-actions. Let $\mathcal{C}$ be a $k$-linear category with $G$-action. In this subsection we view $\mathcal{C}^G$ as a $\text{Repr}(G)$-enriched category. So the objects of $\mathcal{C}^G$ are the $G$-equivariant objects in $\mathcal{C}$, for every $X, Y \in \mathcal{C}^G$ the space $\text{Hom}_\mathcal{C}(X, Y)$ equals $\text{Hom}_\mathcal{C}(X, Y)$, and the $G$-action on $\text{Hom}_\mathcal{C}(X, Y)$ comes from the $G$-action on $\mathcal{C}$. If $\mathcal{C}$ is Karoubian then $\mathcal{C}^G$ is $G$-Karoubian.

On the other hand, if $\mathcal{D}$ is a $\text{Repr}(G)$-enriched category we can forget the $G$-action on morphisms and get a $k$-linear category, denoted by $\mathcal{D}_{\text{plain}}$. Then we can interpret the $G$-action on the morphisms of $\mathcal{D}$ as a $G$-action on $\mathcal{D}_{\text{plain}}$. Let $\mathcal{D}_G$
denote the Karoubi envelope (a.k.a. idempotent completion) of $\mathcal{D}_{\text{plain}}$. Clearly $G$ acts on $\mathcal{D}_G$.

**Theorem 4.9.** The 2-functors $\mathcal{C} \mapsto \mathcal{C}^G$ and $\mathcal{D} \mapsto \mathcal{D}_G$ are mutually inverse 2-equivalences between the 2-category of Karoubian $k$-linear categories equipped with $G$-action and the 2-category of $G$-Karoubian complete $\text{Repr}(G)$-enriched categories.

**Remarks 4.10.** (i) In particular, Theorem 4.9 states that the 2-functor $\mathcal{C} \mapsto \mathcal{C}^G$ is a 2-equivalence. In view of the results in 4.1.6 this implies Theorem 4.4.

(ii) Combining Theorems 4.9 and 4.4 we see that if $\mathcal{D}$ and $\mathcal{D}$ are related as in 4.1.7 then $\mathcal{D}_G$ identifies with $\mathcal{D}_G$.

**Proof.** (i) Let $\mathcal{C}$ be a Karoubian $k$-linear category equipped with a $G$-action. The forgetful functor $\mathcal{C}^G \to \mathcal{C}$ identifies $(\mathcal{C}^G)_{\text{plain}}$ with the full subcategory of those objects of $\mathcal{C}$ which admit a $G$-equivariant structure. By Lemma 4.6(iii), the Karoubi envelope of this full subcategory equals $\mathcal{C}$. So $(\mathcal{C}^G)_G = \mathcal{C}$.

(ii) Now let $\mathcal{D}$ be a $G$-Karoubian complete $\text{Repr}(G)$-enriched category, $\mathcal{D}_0 := \mathcal{D}_{\text{plain}}$, and $\mathcal{C} = \mathcal{D}_G$ (so $\mathcal{C}$ is the Karoubi envelope of $\mathcal{D}_0$). We will show that the obvious fully faithful $G$-equivariant functors $\mathcal{D} \to \mathcal{D}_0^G \hookrightarrow \mathcal{D}^G$ are equivalences, i.e., $(\mathcal{D}_G)^G = \mathcal{D}$.

Our $\mathcal{D}$ is $G$-Karoubian, so to prove that $\mathcal{C}^G = \mathcal{D}$ it suffices to represent any $X \in \mathcal{C}^G$ as a $G$-equivariant direct summand of an object of $\mathcal{D}$. By Lemma 4.6(iv), $X$ can be represented as a $G$-equivariant direct summand of $\text{Ind}(\Phi(X))$, where $\Phi : \mathcal{C}^G \to \mathcal{C}$ is the forgetful functor and $\text{Ind} : \mathcal{C} \to \mathcal{C}^G$ is the induction functor. But $\mathcal{C}$ is the Karoubi envelope of $\mathcal{D}_0$, so $\Phi(X)$ is a direct summand of some $Y \in \mathcal{D}_0$ and therefore $\text{Ind}(\Phi(X))$ is a $G$-equivariant direct summand of $\text{Ind} Y$. Finally, $\text{Ind} Y \in \mathcal{D} \subset \mathcal{C}^G$ because $\mathcal{C}$ is complete (Ind $Y$ is the tensor product of $\text{Fun}(G) \in \text{Repr}(G)$ and $Y \in \mathcal{D}$).

**4.1.9. The canonical functor $\mathcal{D} \to \mathcal{D}_G$.** By definition, $\mathcal{D}_G$ is the category of $A$-modules in $\mathcal{D}$, where $A \in \text{Repr}(G)$ is the regular algebra. The forgetful functor $\Psi : \mathcal{D}_G \to \mathcal{D}$ has a left adjoint, namely,

$$\text{Free} : \mathcal{D} \to \mathcal{D}_G, \quad X \mapsto A \otimes X.$$  

If $\mathcal{D} = \mathcal{C}^G$ we can identify $\mathcal{C}$ with $\mathcal{D}_G$ using the equivalence $F : \mathcal{C} \xrightarrow{\sim} \mathcal{D}_G$ from 4.1.6. Then the induction functor $\text{Ind} : \mathcal{C} \to \mathcal{C}^G$ identifies with $\Psi : \mathcal{D} \to \mathcal{D}_G$ (see diagram (64)). The forgetful functor $\mathcal{C}^G \to \mathcal{C}$ is left adjoint to $\text{Ind}$, so it identifies with the functor (64).

**4.1.10. De-equivariantization: alternative notation and terminology.** Let $\mathcal{D}$ be a $k$-linear category with an action of $\mathcal{E} := \text{Repr}(G)$. We will often write $\mathcal{D} \boxtimes \mathcal{E} \text{Vec}$ instead of $\mathcal{D}_G$, and we will often call it the fiber category. This is especially convenient if the Tannakian category $\mathcal{E}$ is the primary object and $G$ appears as the automorphism group of a fiber functor $\mathcal{E} \to \text{Vec}$.

**Remarks 4.11.** (i) The idea behind the name “fiber category” is that $\mathcal{D}$ can be viewed as a family of categories over the classifying stack of the finite group $G$ corresponding to $\mathcal{E}$ and $\mathcal{D} \boxtimes \mathcal{E} \text{Vec}$ is the fiber of this family.

(ii) The notation $\mathcal{D} \boxtimes \mathcal{E} \text{Vec}$ suggests that the fiber category can be interpreted as a tensor product of $\mathcal{E}$-module categories $\mathcal{D}$ and $\text{Vec}$ (the structure of $\mathcal{E}$-module category on $\text{Vec}$ comes from the fiber functor $\mathcal{E} \to \text{Vec}$). It is indeed possible to give such an interpretation (and to define the general notion of tensor product of
module categories). But in this article we treat the notation $\mathcal{D} \boxtimes_k \mathcal{E}$ Vec as a single “hieroglyph”.

4.1.11. Semisimplicity. We say that a $k$-linear category is semisimple if it is equivalent to a direct sum of finitely many copies of Vec.

**Proposition 4.12.** Let $\mathcal{C}$ be a Karoubian $k$-linear category with an action of a finite group $G$. Then $\mathcal{C}^G$ is semisimple if and only if $\mathcal{C}$ is.

**Proof.** A $k$-linear category $\mathcal{A}$ is semisimple if and only if it has the following properties:

(i) $\mathcal{A}$ is abelian;
(ii) every monomorphism in $\mathcal{A}$ splits;
(iii) $\dim \text{Hom}(X,Y) < \infty$ for all $X,Y \in \mathcal{A}$;
(iv) every increasing sequence of strictly full Karoubian subcategories of $\mathcal{A}$ stabilizes.

Now let $\mathcal{C}$ and $G$ be as in the proposition. By Theorem 4.4, $\mathcal{C}^G = \text{Fun}(G)-\text{mod} \mathcal{C}$, i.e., $\mathcal{C}$ is the category of $\text{Fun}(G)$-modules in $\mathcal{C}^G$. So it is clear that properties (i), (iii), (iv) hold for $\mathcal{C}^G$ if and only if they hold for $\mathcal{C}$. It remains to prove this for (ii).

Suppose that (ii) holds for $\mathcal{C}$. Let $Y \in \mathcal{C}^G$ and let $X \subset Y$ be a $G$-equivariant subobject. In $\mathcal{C}$ we have a retraction $r : Y \to X$. By averaging $r$ with respect to $G$ we get a $G$-equivariant retraction $Y \to X$, i.e., a retraction in $\mathcal{C}^G$.

Now suppose that (ii) holds for $\mathcal{C}^G$. One has the functor $\text{Ind} : \mathcal{C} \to \mathcal{C}^G$, $\text{Ind} X := \bigoplus_{g \in G} F_g(X)$. If $Y \in \mathcal{C}$ and $X \subset Y$ then $\text{Ind} X \subset \text{Ind} Y$, so we have a retraction $\text{Ind} Y \to \text{Ind} X$. Composing it with the embedding $X = F_1(X) \hookrightarrow \text{Ind} X$ and the projection $\text{Ind} Y \twoheadrightarrow F_1(Y) = Y$ we get a retraction $Y \to X$. □

4.2. Equivariantization and de-equivariantization of tensor categories.

4.2.1. Basic definitions. Let $\mathcal{C}$ be a tensor category (in the sense of §1.1). Consider the category $\text{Aut}(\mathcal{C})$, whose objects are tensor auto-equivalences of $\mathcal{C}$ and whose morphisms are isomorphisms of tensor functors. $\text{Aut}(\mathcal{C})$ has an obvious structure of monoidal category, in which the tensor product is the composition of tensor functors.

Recall that if $G$ is a group then $\mathcal{G}$ denotes the corresponding monoidal category: the objects of $\mathcal{G}$ are elements of $G$, the only morphisms are the identities and the tensor product is given by multiplication in $G$.

**Definition 4.13.** An action of a group $G$ on a tensor category $\mathcal{C}$ is a monoidal functor $\mathcal{G} \to \text{Aut}(\mathcal{C})$. In this situation we also say that $G$ acts on $\mathcal{C}$.

If $\mathcal{C}$ is equipped with a braided structure the category $\text{Aut}^{br}(\mathcal{C})$ contains the full subcategory $\text{Aut}^{br}(\mathcal{C})$ consisting of braided equivalences.

**Definition 4.14.** We say that an action $\mathcal{G} \to \text{Aut}(\mathcal{C})$ respects the braided structure if the image of $\mathcal{G}$ lies in $\text{Aut}^{br}(\mathcal{C})$. In this case we also say that $G$ acts on $\mathcal{C}$ viewed as a braided tensor category.

We will use the following notion from [Be, 2.1].

**Definition 4.15.** A central functor from a braided category $\mathcal{B}$ to a tensor category $\mathcal{C}$ is a braided functor $\mathcal{B} \to \mathcal{Z}(\mathcal{C})$. 
Now let us introduce categorical analogs of the notions of associative unital algebra and commutative associative unital algebra over a commutative associative ring $E$. Let $E$ be a symmetric tensor category (it will play the role of $E$).

**Definition 4.16.** A tensor category over $E$ is a tensor category $C$ equipped with a central functor $E \to C$ (i.e., a braided functor $E \to Z(C)$). A braided tensor category over $E$ is a braided tensor category $C$ equipped with a braided functor $E \to C'$ (see §3.2 for the definition of $C'$). If a tensor (resp. braided tensor) category $C$ over $E$ is a fusion category we say that $C$ is a fusion (resp. braided fusion) category over $E$.

**Remark 4.17.** A braided tensor category $C$ over $E$ can also be viewed as a tensor category over $E$: namely, define $F : E \to Z(C)$ to be the composition $E \to C' \hookrightarrow C \Phi^{-} \to Z(C)$, where $\Phi$ comes from the braided structure on $C$. Note that the composition $C' \hookrightarrow C \Phi^{-} \to Z(C)$ identifies with the composition $C' \xrightarrow{\sim} (C')^{op} \to C^{op} \to Z(C)$.

For a fixed group $G$, tensor categories equipped with $G$-action form a 2-category with 1-morphisms being tensor functors respecting the action and 2-morphisms being tensor isomorphisms of tensor functors. Similarly, one has the 2-category of braided tensor categories endowed with a $G$-action respecting the braiding.

For a fixed symmetric tensor category $E$, tensor categories over $E$ (or braided tensor categories over $E$) form a 2-category.

### 4.2.2. Equivariantization

Suppose that a group $G$ acts on a tensor category $C$. Let $C^G$ be the category of $G$-equivariant objects (a.k.a. the equivariantization of $C$), which was defined in §4.1.3. Then $C^G$ has an obvious structure of tensor category. We have a tensor functor

\[(65) \quad \text{Vec} \to C,\]

which canonically decomposes as $\text{Vec} \to Z(C) \to C$. Accordingly, we have a tensor functor

\[(66) \quad \text{Rep}(G) = \text{Vec}^G \to C^G,\]

which canonically decomposes as $\text{Rep}(G) \to Z(C^G) \to C^G$. So $C^G$ has a structure of tensor category over $\text{Rep}(G)$.

Now suppose that $C$ is a braided tensor category and the action of $G$ on $C$ respects the braiding. Then $C^G$ is a braided tensor category. Moreover, $\text{Rep}(G)$ is a braided functor, so $C^G$ is a braided fusion category over $\text{Rep}(G)$.

### 4.2.3. Main principle

The following result is due to A. Bruguières [Br] and M. Müger [Mu] (they formulated and proved it in the setting of pre-modular categories).

**Theorem 4.18.** Let $G$ be a finite group.

(i) Equivariantization defines a 2-equivalence $C \mapsto C^G$ between the 2-category of Karoubian tensor categories with an action of $G$ and the 2-category of Karoubian tensor categories over $\text{Rep}(G)$.

(ii) Equivariantization defines a 2-equivalence $C \mapsto C^G$ between the 2-category of Karoubian braided tensor categories with an action of $G$ and the 2-category of Karoubian braided tensor categories over $\text{Rep}(G)$.

(iii) Let $C$ be a Karoubian tensor category with an action of $G$. Then $C$ is a fusion category if and only if $C^G$ is a fusion category and the functor $\text{Rep}(G)$ is fully faithful.
Proof. To prove (i), we will construct the inverse 2-functor. Let $D$ be a Karoubian tensor category over $\text{Rep}(G)$. Note that $\mathcal{Z}(D)$ acts by multiplication on $D$ viewed as a $k$-linear category. So the tensor functor $\text{Rep}(G) \to \mathcal{Z}(D)$ defines an action of $\text{Rep}(G)$ on $D$ viewed as a $k$-linear category. Therefore by (4.1.7) $D$ gives rise to a $\text{Rep}(G)$-enriched category $\mathcal{D}$. Let us define on $\mathcal{D}$ a structure of $\text{Rep}(G)$-enriched tensor category. We already have the tensor product on the objects of $\mathcal{D}$ (which are the same as those of $D$). To define it on morphisms, note that for $X_1, X_2, Y_1, Y_2 \in \mathcal{D}$ and $V_1, V_2 \in \text{Rep}(G)$ the tensor product map

$$
\text{Hom}_D(V_1 \otimes X_1, Y_1) \otimes \text{Hom}_D(V_2 \otimes X_2, Y_2) \to \text{Hom}_D(V_1 \otimes V_2 \otimes X_1 \otimes X_2, Y_1 \otimes Y_2)
$$

can be interpreted as a map

$$(67) \quad \text{Hom}_G(V_1, \text{Hom}(X_1, Y_1)) \otimes \text{Hom}_G(V_2, \text{Hom}(X_2, Y_2)) \to \text{Hom}_G(V_1 \otimes V_2, \text{Hom}(X_1 \otimes X_2, Y_1 \otimes Y_2)).$$

Since (67) is functorial in $V_1, V_2 \in \text{Rep}(G)$ it yields a $\text{Rep}(G)$-morphism

$$\text{Hom}(X_1, Y_1) \otimes \text{Hom}(X_2, Y_2) \to \text{Hom}(X_1 \otimes X_2, Y_1 \otimes Y_2).$$

So we get a functor $\otimes : \mathcal{D} \times \mathcal{D} \to \mathcal{D}$. In fact, $\mathcal{D}$ is a $\text{Rep}(G)$-enriched tensor category, whose associativity isomorphisms are those of $D$. Just as in (4.1.8) define $\mathcal{D}_G$ to be the Karoubi envelope (a.k.a. idempotent completion) of the plain (not enriched) tensor category corresponding to $\mathcal{D}$. Then $\mathcal{D}_G$ is a Karoubian tensor category equipped with an action of $G$. The 2-functor $\mathcal{D} \to \mathcal{D}_G$ is inverse to the equivariantization 2-functor $C \mapsto C^G$ (see Theorem 4.9 and its proof).

So we have proved (i). The proof of (ii) is similar.

Let us prove (iii). By definition, a tensor category $C$ is fusion if it is rigid, semisimple in the sense of 4.1.11, and $I_C$ is simple. Now suppose that $C$ is equipped with an action of $G$. Then $C^G$ is rigid if and only if $C$ is (the “only if” statement follows from Lemma 4.6 (iii)). By Proposition 4.12 $C^G$ is semisimple if and only if $C$ is. Finally, the simplicity of $I_C$ is equivalent to the fully faithfulness of the functor (68), which is equivalent to the fully faithfulness of its equivariantization (69). \qed

4.2.4. De-equivariantization of tensor categories. In the proof of Theorem 4.18 we described the inverse of the equivariantization 2-functor $C \mapsto C^G$. Here is an alternative description due to [35] [Min].

Let $G$ be a finite group and $E := \text{Rep}(G)$. Or equivalently, let $E$ be a Tannakian fusion category equipped with a fiber functor $E \to \text{Vec}$, and let $G$ be the automorphism group of the fiber functor. Let $D$ be a Karoubian tensor category over $E$. Let $A$ be the regular algebra in $\text{Rep}(G)$ (i.e., $A$ is the algebra of functions on $G$ equipped with the action of $G$ by left translations). The tensor functor $\text{Rep}(G) \to \mathcal{Z}(D)$ allows to talk about $A$-modules in $D$. Let $D_G$ be the category of $A$-modules in $D$. It is a tensor category with respect to the functor

$$(68) \quad M_1 \otimes_A M_2 := (M_1 \otimes M_2) \otimes_{A \otimes A} A, \quad M_1, M_2 \in D_G$$

(note that by Proposition 4.9, the multiplication morphism $A \otimes A \to A$ admits an $(A \otimes A)$-module splitting, so the r.h.s. of (68) makes sense, even though $D$ is not assumed to be abelian). In 4.1.4 we defined an action of $G$ on the $k$-linear category $D_G$ (it comes from the action of $G$ on $A$ by right translations). Clearly $G$ acts on $D_G$ viewed as a tensor category.
Proposition 4.19. The 2-functor $\mathcal{D} \mapsto \mathcal{D}_G$ from the 2-category of Karoubian tensor categories over $\text{Rep}(G)$ to the 2-category of Karoubian tensor categories with $G$-action is inverse to the 2-functor $\mathcal{C} \mapsto \mathcal{C}_G$.

Proof. The equivalence $F = F_C : \mathcal{C} \sim (\mathcal{C}_G)_C$ constructed in §4.1.6 has a natural tensor structure. (Indeed, if $X, Y \in \mathcal{C}$ then $F(X \otimes Y)$ is the object $\bigoplus_{g \in G} F_g(X \otimes Y) \in C^G$ equipped with the natural $A$-module structure and $F(X) \otimes_A F(Y)$ is the object $\bigoplus_{g \in G} (F_g(X) \otimes F_g(Y)) \in C^G$ equipped with the natural $A$-module structure.)

The equivalence $F_C : \mathcal{C} \sim (\mathcal{C}_G)_C$ is natural in $\mathcal{C}$. So the 2-functor $\mathcal{D} \mapsto \mathcal{D}_G$ is left inverse to the 2-functor $\mathcal{C} \mapsto \mathcal{C}_G$. By Theorem 4.18(i), the 2-functor $\mathcal{C} \mapsto \mathcal{C}_G$ is a 2-equivalence, so its left inverse is also a right inverse. □

Definition 4.20. The tensor category $\mathcal{D}_G$ is called the de-equivariantization of $\mathcal{D}$ or the fiber category.

We will often use the notation $\mathcal{D} \boxtimes_\mathcal{E} \text{Vec}$ instead of $\mathcal{D}_G$ (the idea behind this notation and the name “fiber category” was explained in §4.1.10).

Remark 4.21. By Theorem 4.18(iii), $\mathcal{D}_G$ is a fusion category if and only if $\mathcal{D}$ is a fusion category and the functor $\text{Rep}(G) \to \mathcal{D}$ is fully faithful.

4.2.5. De-equivariantization of braided tensor categories. Let $\mathcal{D}$ be a braided category over $\mathcal{E} = \text{Rep}(G)$. As explained in §4.2.4, $\mathcal{D}_G = \mathcal{D} \boxtimes_\mathcal{E} \text{Vec}$ is a tensor category with respect to the functor (65).

Proposition 4.22. (i) $\mathcal{D}_G$ has a unique braiding $M_1 \otimes_A M_2 \sim M_2 \otimes_A M_1$ such that for every $M_1, M_2 \in \mathcal{D}_G$ the diagram

\[
\begin{array}{ccc}
M_1 \otimes M_2 & \rightarrow & M_2 \otimes M_1 \\
\downarrow & & \downarrow \\
M_1 \otimes_A M_2 & \rightarrow & M_2 \otimes_A M_1
\end{array}
\]

commutes.

(ii) The 2-functor $\mathcal{D} \mapsto \mathcal{D}_G$ from the 2-category of Karoubian braided tensor categories over $\text{Rep}(G)$ to the 2-category of Karoubian braided tensor categories with $G$-action is inverse to the 2-functor $\mathcal{C} \mapsto \mathcal{C}_G$.

Proof. (i) Uniqueness is clear. Let us prove existence. By Theorem 4.18(ii), we can assume that $\mathcal{D} = C^G$ for some braided tensor category $\mathcal{C}$. Then we have a tensor equivalence $F : \mathcal{C} \sim \mathcal{D}_G$ (see §4.1.6) and the proof of Proposition 4.19. So we get a braided structure on $\mathcal{D}_G$. To check the commutativity of (69), write $M_i$ as $F(X_i), X_i \in \mathcal{C}$.

(ii) By the construction of the braided structure on $\mathcal{D}_G$, the 2-functor $\mathcal{D} \mapsto \mathcal{D}_G$ is left inverse to the 2-functor $\mathcal{C} \mapsto \mathcal{C}_G$. By Theorem 4.18(i), the 2-functor $\mathcal{C} \mapsto \mathcal{C}_G$ is a 2-equivalence, so its left inverse is also a right inverse. □

Remark 4.23. For direct proofs of existence in Proposition 4.22(i) see [P, Proposition 2.2], [Mu1, Lemma 3.10], or the proof of [KiO, Theorem 1.10] (especially, figure 6 from the proof).
4.2.6. The tensor functors $C^G \to C$ and $D \to D_G$. Let $D$ be a tensor category over $\text{Rep}(G)$. By definition, $D_G$ is the category of $A$-modules in $D$ equipped with the tensor product (68) (here $A \in \text{Rep}(G)$ is the regular algebra). So the “free $A$-module” functor

\begin{equation}
\text{Free} : D \to D_G, \quad X \mapsto A \otimes X
\end{equation}

has an obvious structure of tensor functor. If $D$ is a braided tensor category over $\text{Rep}(G)$ then this tensor functor is braided.

On the other hand, if $C$ is a tensor (resp. braided tensor) category with $G$-action then the forgetful functor $\Phi : C^G \to C$ is a tensor (resp. braided) functor.

Now let $D = C^G$ and let $F : C \xrightarrow{\sim} D_G$ be the tensor equivalence from the proof of Proposition 4.19.

**Lemma 4.24.** The tensor functor $F \Phi : D \to D_G$ is canonically isomorphic to the tensor functor (70). \qed

**Reformulation of the lemma.** If one identifies $C$ with $D_G$ using the tensor equivalence $F : C \xrightarrow{\sim} D_G$ then the forgetful functor $C^G \to C$ identifies, as a tensor functor, with (70).

**Remark 4.25.** Recall that the functor $\text{Free} : D \to D_G$ and the forgetful functor $C^G \to C$ have right adjoints, namely, the forgetful functor $D_G \to D$ and the induction functor $\text{Ind} : C \to C^G$ (see formula (60) and §1.1.5(ii)). These right adjoints are pseudotensor functors in the sense of [BD] [§1.1.5 and §1.1.6(ii)]. E.g., the structure of pseudotensor functor on $\text{Ind} : C \to C^G$ is given by the morphism

\begin{equation}
\text{Ind}(X) \otimes \text{Ind}(Y) \to \text{Ind}(X \otimes Y), \quad X, Y \in C
\end{equation}

that kills $\alpha(X) \otimes \beta(Y) \subset \text{Ind}(X \otimes Y)$ if $\alpha, \beta \in G$ are not equal and maps $\alpha(X) \otimes \alpha(Y) \subset \text{Ind}(X \otimes Y)$ to $\alpha(X \otimes Y) \subset \text{Ind}(X \otimes Y)$ in the obvious way. If $G \neq \{1\}$ the morphism of functors (71) is not an isomorphism, so $\text{Ind}$ is not a tensor functor.

4.2.7. **Dimensions.** From now on we assume that $C$ is a fusion category with $G$-action and $D$ is a fusion category over $\text{Rep}(G)$ such that the functor $\text{Rep}(G) \to D$ is fully faithful ($C$ and $D$ are not assumed to be braided). The following result shows that dimensions are well behaved under equivariantization and de-equivariantization.

**Proposition 4.26.** We have $\dim(C^G) = |G| \cdot \dim(C)$, $\text{FPdim}(C^G) = |G| \cdot \text{FPdim}(C)$. Equivalently, $\dim(D_G) = \frac{1}{|G|} \dim(D)$ and $\text{FPdim}(D_G) = \frac{1}{|G|} \text{FPdim}(D)$.

**Proof.** The equivalence of the formulas involving $C$ and $D$ follows immediately from Proposition 4.19. We will prove only the formulas involving $C$.

Let $X$ be a simple object of $C$ and $H \subset G$ the stabilizer of its isomorphism class. We have a central extension $0 \to k^\times \to \hat{H} \to H \to 0$, where $\hat{H}$ is the set of pairs consisting of an element $h \in H$ and an isomorphism $F_h(X) \xrightarrow{\sim} X$. The set of isomorphism classes of simple objects of $C^G$ whose image under the forgetful functor $C^G \to C$ contains $X$ is in natural bijection with the set $\text{Irr}^1(\hat{H})$ of irreducible finite-dimensional representations of $\hat{H}$ such that each $\lambda \in k^\times \subset \hat{H}$ acts as multiplication by $\lambda$. For $V \in \text{Irr}^1(\hat{H})$ let $X_V$ denote the corresponding simple object of $C^G$. We will show that

\begin{equation}
|X_V|^2 = (G : H)^2 \cdot \dim(V)^2 \cdot |X|^2
\end{equation}
To prove (72), notice that there exists a pair \((\psi, \psi^G)\) of functorial (but not necessarily tensor) isomorphisms \(\psi_X : X \to X^{**}\), \(X \in \mathcal{C}\) and \(\psi^G_Y : Y \to Y^{**}\), \(Y \in \mathcal{C}^G\) such that \(F(\psi^G) = \psi\) where \(F : \mathcal{C}^G \to \mathcal{C}\) is the forgetful functor (such pairs are in bijection with \(G\)-invariant functions \(O(\mathcal{C}) \to k^*\), see \(2.4.2\)). For such a pair we clearly have \(d_+(X_V) = d_+(F(X_V)) = (G : H) \cdot \dim(V) \cdot d_+(X)\), so (72) follows from (1). Similarly, (73) follows from the formula \(\text{FPdim}(X_V) = \text{FPdim}(F(X_V))\), which is a consequence of the uniqueness of the Frobenius-Perron dimension, see \(2.4.1\).

Now the proposition follows easily from (72), (73), and the formula

\[
\sum_{V \in \text{Irr}^1(H)} \dim(V)^2 = |H|.
\]

\[\square\]

**Corollary 4.27.** The category \(\mathcal{C}^G\) is integral (resp. weakly integral) if and only if \(\mathcal{C}\) is.

**Proof.** In the weakly integral case use Proposition 4.26. In the integral case use formula (72).

The following corollary is an analog of Proposition 2.21 for categorical dimensions.

**Corollary 4.28.** Let \(G\) be a finite group and let \(\mathcal{C} = \oplus_{g \in G} \mathcal{C}_g\) be a faithfully \(G\)-graded fusion category. Then \(\dim(\mathcal{C}) = |G| \cdot \dim(\mathcal{C}_1)\).

**Proof.** By \([ENO3\, \text{Proposition 2.9(ii)}]\), \(Z(\mathcal{C})\) contains a Tannakian subcategory \(\mathcal{E} = \text{Rep}(G)\) such that \(\mathcal{E} \boxtimes \text{Vec} = Z(\mathcal{C}_1)\). Computing the categorical dimensions of both sides using \(2.5\), Theorem 3.10(i), and Proposition 4.26 we get \(\dim(\mathcal{C})^2/|G|^2 = \dim(\mathcal{C}_1)^2\).

**Corollary 4.29.** Let \(\mathcal{C}\) be a fusion category over a symmetric fusion category \(\mathcal{E}\). Set \(\dim_\mathcal{E}(\mathcal{C}) := \dim(\mathcal{C})/\dim(\mathcal{E})\), \(FPdim_\mathcal{E}(\mathcal{C}) := \text{FPdim}(\mathcal{C})/\text{FPdim}(\mathcal{E})\). Then \(\dim_\mathcal{E}(\mathcal{C})\) and \(FPdim_\mathcal{E}(\mathcal{C})\) are algebraic integers.

**Proof.** If \(\mathcal{E}\) is Tannakian this follows from Proposition 4.26 and the statements from \(2.4.1\) and \(2.4.3\). Now suppose that \(\mathcal{E}\) is not Tannakian. For any \(n \in \mathbb{N}\) let \(\mathcal{C}^{\otimes n}\) denote the tensor product of \(n\) copies of \(\mathcal{C}\). Let \(\mathcal{E}_n \subset \mathcal{C}^{\otimes n}\) be the maximal Tannakian subcategory. Theorem 2.43(iii) implies that \(\dim(\mathcal{E}_n) = \frac{1}{2} \dim(\mathcal{E}^{\otimes n})\), so considering \(\mathcal{C}^{\otimes n}\) as a fusion category over \(\mathcal{E}_n\) we see that \(2(\dim_\mathcal{E}(\mathcal{C}))^n\) is an algebraic integer for any \(n \in \mathbb{N}\). Therefore \(\dim_\mathcal{E}(\mathcal{C})\) is an algebraic integer. A similar argument works for \(FPdim_\mathcal{E}(\mathcal{C})\).

\[\square\]

4.2.8. **Fusion subcategories and gradings.** Let \(\mathcal{D}\) be a fusion category over \(\mathcal{E} = \text{Rep}(G)\) such that the functor \(\mathcal{E} \to \mathcal{D}\) is fully faithful. Then the fiber category \(\mathcal{C} := \mathcal{D} \boxtimes_\mathcal{E} \text{Vec}\) is a fusion category with \(G\)-action, and \(\mathcal{D} = \mathcal{C}^G\).

**Proposition 4.30.**

(i) There is an isomorphism between the lattice of fusion subcategories \(\mathcal{D} \subset \mathcal{D}\) containing \(\mathcal{E}\) and the lattice of \(G\)-stable fusion subcategories \(\tilde{\mathcal{C}} \subset \mathcal{C}\); namely, \(\mathcal{D} = \tilde{\mathcal{C}}^G\), \(\tilde{\mathcal{C}} = \mathcal{D} \boxtimes_\mathcal{E} \text{Vec}\).
(ii) There is a bijection between the set of $G$-invariant gradings of $C$ and the set of gradings of $D$ trivial on $E$: namely, to a grading $C = \oplus_{b \in B} C_b$ such that each $C_b$ is $G$-stable one associates the grading of $D$ by $B$ defined by $D_b := (C_b)^G$, $b \in B$. This bijection preserves faithfulness of the gradings.

(iii) Let $D$ be a braided fusion category over $E$ (so $C := D \boxtimes E \text{Vec}$ is braided). Then the isomorphism from (i) commutes with taking the centralizer, i.e., $(\bar{C}^G)' = (\bar{C}')^G$, $(\bar{D} \boxtimes E \text{Vec})' = \bar{D}' \boxtimes E \text{Vec}$.

Proof. Statement (i) is clear. To prove (ii), we will construct the inverse map

$$\{\text{Gradings of } D \text{ trivial on } E\} \to \{G\text{-invariant gradings of } C\}.$$ 

Namely, given a grading $D = \oplus_{b \in B} D_b$ trivial on $E$ we set

$$C_b := (D_b)_G := \{\text{the category of } A\text{-modules in } D_b\},$$

where $A$ is the regular algebra of $E$. We have to show that if $M_1 \in C_{b_1}$ and $M_2 \in C_{b_2}$, then $M_1 \otimes_A M_2 \in C_{b_1 b_2}$. This follows from the fact that $M_1 \otimes_A M_2$ is a direct summand of $M_1 \otimes M_2$.

Finally, let us prove (iii). Let $\bar{C} \subset C$ be a $G$-stable fusion subcategory. Clearly $(\bar{C}')^G$ centralizes $\bar{C}^G$, so $(\bar{C}')^G \subset (\bar{C}^G)'$. Let $\Phi : C^G \to C$ be the forgetful functor. To prove that $(\bar{C}^G)' \subset (\bar{C}')^G$, we have to show that if $X \in C^G$ centralizes $\bar{C}^G$ then $\Phi(X)$ centralizes each object $Y \in \bar{C}$. By Lemma 4.6(iii), $Y$ is a direct summand of $\Phi(Z)$ for some $Z \in \bar{C}^G$. Since $X$ centralizes $Z$ we see that $\Phi(X)$ centralizes $\Phi(Z)$.

Corollary 4.31. (i) The braided fusion category $D \boxtimes E \text{Vec}$ is non-degenerate if and only if $D' = E$.

(ii) $D \boxtimes E \text{Vec}$ is symmetric (resp. Tannakian) if and only if $D$ is.

(iii) The isomorphism from Proposition 4.30 maps the set of symmetric (resp. Tannakian) subcategories of $D$ containing $E$ onto the set of $G$-stable symmetric (resp. Tannakian) subcategories of $D \boxtimes E \text{Vec}$.

Proof. Let $C := D \boxtimes E \text{Vec}$, so $D = C^G$. By Theorem 3.4, $C$ is non-degenerate if and only if $C' = \text{Vec}$. On the other hand, by Lemma 2.49(iii), $C' = \text{Vec}$ if and only if $(C')^G$ equals $\text{Vec}^G$, which is the same as $\text{Rep}(G)$. Now statement (i) follows from Proposition 4.30(ii).

To prove (ii) in the symmetric case, use Proposition 4.30(ii). In the Tannakian case use Lemma 2.49. Clearly (iii) follows from (ii).

4.2.9. Some canonical equivalences.

Lemma 4.32. Let $D$ be a fusion category over the Tannakian category $E := \text{Rep}(G)$ such that the functor $E \to D$ is fully faithful and let $F$ be a fusion subcategory of $E$. Let $D := D \boxtimes F \text{Vec}$ and $\bar{E} := E \boxtimes F \text{Vec}$.

(i) There is a $G$-equivariant tensor equivalence

$$D \boxtimes E \text{Vec} \cong D \boxtimes \bar{E} \text{Vec}. \tag{74}$$

(ii) If $D$ is a braided fusion category over $E$ (so both sides of (74) are braided) then (74) is an equivalence of braided fusion categories.

Proof. We will derive the statements of the lemma from the corresponding results about equivariantizations. Namely, let $C$ be a fusion category with an action of a
group $G$ and let $H$ be a normal subgroup of $G$. The quotient group $G/H$ acts on $\mathcal{C}^G$ and there is an equivalence

$$\mathcal{C}^G \cong (\mathcal{C}^H)^{G/H}$$

of fusion categories over $\text{Rep}(G)$. Clearly, if $\mathcal{C}$ is a braided fusion category and the action of $G$ respects its braiding then $(\mathcal{C})^G$ is an equivalence of braided categories over $\text{Rep}(G)$.

Set $\mathcal{D} = \mathcal{C}^G$, $\mathcal{F} = \text{Rep}(G/H)$, then $\mathcal{D} \boxtimes \mathcal{F} = \mathcal{C}^H$. Taking de-equivariantizations of both sides of $(75)$ we obtain a $G$-equivariant equivalence $(74)$. □

**Remark 4.33.** In the situation of Lemma 4.32 one gets a canonical $G$-equivariant tensor functor

$$\Psi : \mathcal{D} \boxtimes \mathcal{F} \text{Vec} \to \mathcal{D} \boxtimes \mathcal{F} \text{Vec}$$

by composing the tensor functor $\mathcal{D} \boxtimes \mathcal{F} \text{Vec} = \tilde{\mathcal{D}} \to \tilde{\mathcal{D}} \boxtimes \tilde{\mathcal{F}} \text{Vec}$ with the equivalence $(74)$. If $\mathcal{D}$ is a braided fusion category over $\mathcal{E}$ then $\Psi$ is braided.

**Proposition 4.34.**

(i) Let $G$ be a finite group and $\mathcal{D}$ a fusion category over the Tannakian category $\mathcal{E} := \text{Rep}(G)$ such that the functor $\mathcal{E} \to \mathcal{D}$ is fully faithful. Let $\mathcal{D}_1 \subset \mathcal{D}$ be a fusion subcategory. Then there is a canonical $G$-equivariant tensor equivalence

$$\mathcal{D}_1 \boxtimes_{\mathcal{D}_1 \cap \mathcal{E}} \text{Vec} \to (\mathcal{D}_1 \vee \mathcal{E}) \boxtimes_{\mathcal{E}} \text{Vec}.$$  

(ii) Suppose that $\mathcal{D}$ is a braided fusion category over $\mathcal{E}$ (so both sides of $(77)$ are braided). Then the equivalence $(77)$ is braided.

**Remarks 4.35.**

(i) The Tannakian subcategory $\mathcal{D}_1 \cap \mathcal{E} \subset \mathcal{E}$ equals $\text{Rep}(G_1)$ for some quotient group $G_1$ of $G$.

(ii) Recall that $(\mathcal{D}_1 \vee \mathcal{E}) \boxtimes_{\mathcal{E}} \text{Vec}$ is the notation for the de-equivariantized category $(\mathcal{D}_1 \vee \mathcal{E})_{G,1}$. Similarly, $\mathcal{D}_1 \boxtimes_{\mathcal{D}_1 \cap \mathcal{E}} \text{Vec} := (\mathcal{D}_1)_{G,1}$. So $G$ acts on both sides of $(77)$ (the action on the r.h.s. factors through $G_1$).

In the proof below we will be using the notation from Remarks 4.35.

**Proof.** Define the functor $(74)$ to be the composition

$$\mathcal{D}_1 \boxtimes_{\mathcal{D}_1 \cap \mathcal{E}} \text{Vec} \xrightarrow{\Phi} (\mathcal{D}_1 \vee \mathcal{E}) \boxtimes_{\mathcal{E}} \text{Vec} \xrightarrow{\Psi} (\mathcal{D}_1 \vee \mathcal{E}) \boxtimes_{\mathcal{E}} \text{Vec},$$

where $\Phi$ comes from the embedding $\mathcal{D}_1 \hookrightarrow \mathcal{D}_1 \vee \mathcal{E}$ of fusion categories over $\mathcal{D}_1 \cap \mathcal{E}$ and $\Psi$ is the functor $(76)$. Both $\Phi$ and $\Psi$ are tensor functors, and in the situation of (ii) they are braided. Clearly $\Phi$ is $G_1$-equivariant and $\Psi$ is $G$-equivariant, so $\Psi \circ \Phi$ is $G$-equivariant. It remains to prove that $\Psi \circ \Phi$ is an equivalence.

First consider the easy case where $\mathcal{D}_1 \cap \mathcal{E} = \text{Vec}$. Then we have to show that the composition $\mathcal{D}_1 \hookrightarrow \mathcal{D}_1 \vee \mathcal{E} \to (\mathcal{D}_1 \vee \mathcal{E}) \boxtimes_{\mathcal{E}} \text{Vec}$ is an equivalence. Since $\mathcal{D}$ is over $\mathcal{E}$ we have a canonical tensor functor $\mathcal{D}_1 \boxtimes \mathcal{E} \to \mathcal{D}_1 \vee \mathcal{E}$ given by the tensor product of $\mathcal{D}$. It is obviously surjective and it is fully faithful by Lemma 2.12. So it is an equivalence and $(\mathcal{D}_1 \vee \mathcal{E}) \boxtimes_{\mathcal{E}} \text{Vec} = (\mathcal{D}_1 \boxtimes \mathcal{E}) \boxtimes_{\mathcal{E}} \text{Vec}$. But $\mathcal{D}_1 \boxtimes \mathcal{E} = \mathcal{D}_1^G$ (here we consider the trivial action of $G$ on $\mathcal{D}_1$). So $(\mathcal{D}_1 \boxtimes \mathcal{E}) \boxtimes_{\mathcal{E}} \text{Vec} = (\mathcal{D}_1^G)^G = \mathcal{D}_1$.

Now consider the general case. Set $\tilde{\mathcal{D}}_1 := \mathcal{D}_1 \boxtimes_{\mathcal{D}_1 \cap \mathcal{E}} \text{Vec}$ and $\tilde{\mathcal{E}} := \mathcal{E} \boxtimes_{\mathcal{D}_1 \cap \mathcal{E}} \text{Vec}$. Then $\tilde{\mathcal{D}}_1 \cap \tilde{\mathcal{E}} = (\mathcal{D}_1 \cap \mathcal{E}) \boxtimes_{\mathcal{D}_1 \cap \mathcal{E}} \text{Vec} = \text{Vec}$, so we are in the easy situation considered above. Therefore the composition

$$\tilde{\mathcal{D}}_1 \to \tilde{\mathcal{D}}_1 \vee \tilde{\mathcal{E}} \to (\tilde{\mathcal{D}}_1 \vee \tilde{\mathcal{E}}) \boxtimes_{\tilde{\mathcal{E}}} \text{Vec}$$

is a braided fusion category over $\mathcal{E}$.
is an equivalence. By Proposition 4.30(i), \( \mathcal{D}_1 \vee \mathcal{E} = (\mathcal{D}_1 \vee \mathcal{E}) \boxtimes_{\mathcal{D}_1 \cap \mathcal{E}} \text{Vec} \). Clearly \( \mathcal{D}_1 \vee \mathcal{E} \) is a fusion category over \( \mathcal{E} \), so applying Lemma 4.32 to the Tannakian subcategory \( \mathcal{F} := \mathcal{D}_1 \cap \mathcal{E} \subset \mathcal{E} \) we identify \( (\mathcal{D}_1 \vee \mathcal{E}) \boxtimes_{\mathcal{E}} \text{Vec} \) with \( (\mathcal{D}_1 \vee \mathcal{E}) \boxtimes_{\mathcal{D}_1 \cap \mathcal{E}} \text{Vec} \). Thus diagram (79) identifies with diagram (78). So the composition in (78) is an equivalence.

Corollary 4.36. Let \( \mathcal{D} \) be a braided fusion category, \( \mathcal{D}_1 \subset \mathcal{D} \) a fusion subcategory, and \( \mathcal{E} \subset \mathcal{D} \) a Tannakian fusion subcategory equipped with a fiber functor \( F : \mathcal{E} \to \text{Vec} \). Let \( G_F := \text{Aut}(F) \), so \( \mathcal{E} := \text{Rep}(G_F) \). Then
(i) there is a canonical \( G_F \)-equivariant tensor equivalence

\[
\mathcal{D}_1 \boxtimes_{\mathcal{D}_1 \cap \mathcal{E}} \text{Vec} \sim \to (\mathcal{D}_1 \vee \mathcal{E}) \boxtimes_{\mathcal{E}} \text{Vec},
\]

where \( \boxtimes_{\mathcal{E}} \text{Vec} \) and \( \boxtimes_{\mathcal{D}_1 \cap \mathcal{E}} \text{Vec} \) correspond to the fiber functors \( F : \mathcal{E} \to \text{Vec} \) and \( F|_{\mathcal{D}_1 \cap \mathcal{E}} : \mathcal{D}_1 \cap \mathcal{E} \to \text{Vec} \), respectively;
(ii) if \( \mathcal{E} \) centralizes \( \mathcal{D}_1 \) then this equivalence is braided.

Proof. \( \mathcal{D} \) has a structure of fusion category over \( \mathcal{E} \): namely, define the braided functor \( \mathcal{E} \to \mathcal{Z}(\mathcal{D}) \) to be the composition \( \mathcal{E} \to \mathcal{D} \xrightarrow{\Phi} \mathcal{Z}(\mathcal{D}) \), where \( \Phi \) comes from the braided structure on \( \mathcal{D} \). So statement (i) immediately follows from Proposition 4.34(ii). If \( \mathcal{E} \) centralizes \( \mathcal{D}_1 \) then \( \mathcal{D}_1 \vee \mathcal{E} \) is a braided fusion category over \( \mathcal{E} \), so statement (ii) follows from Proposition 4.34(i). \( \square \)

4.3. Tensor categories \( \mathcal{D} \) equipped with a tensor functor \( \text{Rep}(G) \to \mathcal{D} \).
Fix a finite group \( G \). By Theorem 4.18(i), the 2-category of Karoubian tensor categories \( \mathcal{D} \) equipped with a central functor \( F : \text{Rep}(G) \to \mathcal{D} \) is 2-equivalent to the 2-category of Karoubian tensor categories \( \mathcal{C} \) equipped with \( G \)-action. The equivalence is given by equivariantization and de-equivariantization, i.e., \( \mathcal{C} = \mathcal{D}_G \), \( \mathcal{D} = \mathcal{C}^G \).

In this subsection we briefly discuss the situation where \( F : \text{Rep}(G) \to \mathcal{D} \) is not a central functor but merely a tensor functor. Let \( \mathcal{K}_1 \) be the 2-category of Karoubian tensor categories \( \mathcal{D} \) equipped with a tensor functor \( F : \text{Rep}(G) \to \mathcal{D} \). Let \( \mathcal{K}_2 \) be the 2-category of Karoubian tensor categories \( \mathcal{P} \) equipped with a tensor functor \( F : \text{Vec}_G \to \mathcal{P} \). Let \( A \) denote the regular algebra in \( \text{Rep}(G) \). If \( \mathcal{D} \in \mathcal{K}_1 \) then \( A \)-bimodules in \( \mathcal{D} \) form a Karoubian tensor category \( \mathcal{P} \). It is easy to see that the tensor category of \( A \)-bimodules in \( \text{Rep}(G) \) identifies with \( \text{Vec}_G \), so we get a tensor functor \( F : \text{Vec}_G \to \mathcal{P} \). Thus we have defined a 2-functor \( \mathcal{K}_1 \to \mathcal{K}_2 \).

On the other hand, let \( B \) denote the group algebra \( k[G] \) viewed as an algebra in \( \text{Vec}_G \). If \( \mathcal{P} \in \mathcal{K}_2 \) then \( B \)-bimodules in \( \mathcal{P} \) form a Karoubian tensor category \( \mathcal{D} \). It is easy to see that the tensor category of \( B \)-bimodules in \( \text{Vec}_G \) identifies with \( \text{Rep}(G) \), so we get a tensor functor \( F : \text{Rep}(G) \to \mathcal{D} \). Thus we have defined a 2-functor \( \mathcal{K}_2 \to \mathcal{K}_1 \).

Theorem 4.37. These 2-functors \( \mathcal{K}_1 \to \mathcal{K}_2 \) and \( \mathcal{K}_2 \to \mathcal{K}_1 \) are mutually inverse 2-equivalences.

This theorem is proved in [ENO4]. In the following remarks we explain the idea of the proof. Theorem 4.37 will not be used in this article.

Remarks 4.38. (i) If \( R_1 \) and \( R_2 \) are Morita-equivalent rings then the category of rings \( L \) equipped with a homomorphism \( R_i \to L \) does not depend
(ii) M. Müger \cite{Mu4} introduced a notion of Morita equivalence for fusion categories\footnote{In this situation Müger used the name “weak monoidal Morita equivalence.”} parallel to the classical notion of Morita equivalence for rings (modules over rings are replaced by module categories over fusion categories, see \cite{Mu4, O1}). It is known that the fusion categories \( \text{Rep}(G) \) and \( \text{Vec}_G \) are Morita equivalent (this is a reformulation of Theorem \ref{thm:MoritaEquivalent})). There are also other examples of Morita equivalent fusion categories (see \cite{EO, Mu4, Mu5}).

(iii) In Theorem \ref{thm:MoritaEquivalent} one can replace \( \text{Rep}(G) \) and \( \text{Vec}_G \) by any pair of fusion categories related by a Morita equivalence. This generalization of Theorem \ref{thm:MoritaEquivalent} is proved in \cite{ENO4} using essentially the argument from Remark (i) above.

Remark 4.39. Let us explain the relation between the de-equivariantization 2-functor \( D \mapsto D_G \) from \ref{thm:MoritaEquivalent} and the 2-functor \( K_1 \to K_2 \) from Theorem \ref{thm:MoritaEquivalent} Suppose that \( D \) is a Karoubian tensor category over \( \text{Rep}(G) \) (i.e., one has a central functor \( \text{Rep}(G) \to D \)). Let \( C := D_G \) be its de-equivariantization (i.e., \( C \) is the category of \( A \)-modules in \( D \)). Then \( C \) is equipped with \( G \)-action, and it is easy to show that the category of \( A \)-bimodules in \( D \) canonically identifies with the semidirect product \( \text{Vec}_G \ltimes C \).

4.4. Braided categories containing \( \text{Rep}(G) \) and braided \( G \)-crossed categories. In this subsection we consider only those tensor categories which are fusion. However, it is not hard to formulate and prove analogs of the definitions and results of \ref{sec:BraidedCategories} for tensor categories which are not necessarily fusion (in the spirit of Theorem \ref{thm:BraidedCategoriesContain}).

4.4.1. Braided categories containing a symmetric category.

Definition 4.40. Let \( E \) be a symmetric fusion category. A braided fusion category containing \( E \) is a braided fusion category \( D \) equipped with a fully faithful braided functor \( E \to D \).

4.4.2. Main principle. Let \( G \) be a finite group. Theorem \ref{thm:BraidedCategoriesContain}(ii) describes those braided fusion categories \( D \) containing \( \text{Rep}(G) \) which satisfy the additional property \( \text{Rep}(G) \subset D' \); namely, it says that such \( D \) is essentially the same as a braided fusion category with a braided \( G \)-action. A. Kirillov, Jr. and M. Müger \cite{Kl, Mu3} discovered a similar description of arbitrary braided fusion categories \( D \) containing \( \text{Rep}(G) \). Their main principle says that the datum of a braided fusion category \( D \) containing \( \text{Rep}(G) \) is equivalent to the datum of a braided \( G \)-crossed category \( C \). The latter notion (due to V. Turaev \cite{T1}) is recalled in \ref{sec:BraidedGCrossedCategories} below. The above two types of data are related via the mutually inverse equivariantization and de-equivariantization constructions, which are described in \ref{sec:Equivariantization} and \ref{sec:Deequivariantization} below. For a precise statement see Theorem \ref{thm:Equivariantization} below.

4.4.3. Braided \( G \)-crossed fusion categories.

Definition 4.41. A braided \( G \)-crossed fusion category is a fusion category \( C \) equipped with the following structures:

(i) an action of \( G \) on \( C \);
(ii) a (not necessarily faithful) grading \( \mathcal{C} = \bigoplus_{g \in G} \mathcal{C}_g \);

(iii) isomorphisms

\[
\left\langle \begin{array}{c}
\gamma (c_{X,Y}) = c_{\gamma (X), \gamma (Y)}; \\
\gamma \in G;
\end{array} \right.
\]

which are called the \( G \)-braiding isomorphisms.

These data should satisfy the following conditions:

(a) \( \mathcal{C}_{gh} \subseteq \mathcal{C}_{gh^{-1}} \) for all \( g, h \in G \);

(b) the isomorphisms \( c_{X,Y} \) are functorial in \( X \) and \( Y \);

(c) the isomorphisms \( c_{X,Y} \) are compatible with \( G \)-action, i.e.,

\[
\left\langle \begin{array}{c}
\left. \right| \left. \right| \\
\gamma (c_{X,Y}) = c_{\gamma (X), \gamma (Y)}; \\
\gamma \in G;
\end{array} \right.
\]

(d) the following diagrams commute for all \( g, h \in G \), \( X \in \mathcal{C}_g \), and \( Y \in \mathcal{C}_h \):

\[
\left\langle \begin{array}{c}
\gamma (c_{X,Y}) = c_{\gamma (X), \gamma (Y)}; \\
\gamma \in G;
\end{array} \right.
\]

**Remarks 4.42.**

(i) A braided \( G \)-crossed fusion category concentrated in degree \( 1 \in G \) (i.e., such that \( \mathcal{C}_g = 0 \) for \( g \neq 1 \)) is the same as a braided fusion category with a braided \( G \)-action.

(ii) According to Proposition \( \ref{1.61} \) below, a pointed fusion category \( \mathcal{C} \) with \( \mathcal{O}(\mathcal{C}) = G \) has a natural structure of braided \( G \)-crossed fusion category.

(iii) In \( \ref{E.5.2} \) we introduce the notion of a braided \( G \)-crossed category \( \mathcal{A} \) in the setting of abstract (rather than linear) monoidal categories, and in \( \ref{E.5.3} \) we explain how to construct examples of such categories in which all objects and morphisms are invertible. Let \( \mathcal{A} \) be such a category. If the automorphism group of the unit object of \( \mathcal{A} \) equals \( k^\times \) and both \( G \) and the group of isomorphism classes of objects of \( \mathcal{A} \) are finite then the \( k \)-linear hull of \( \mathcal{A} \) is a braided \( G \)-crossed fusion category. (Here “linear hull” means the category of all contravariant functors \( F : \mathcal{A} \to \text{Vec} \) such that for every object \( X \in \mathcal{A} \) each \( \lambda \in k^\times = \text{Aut}(X) \) acts on \( F(X) \in \text{Vec} \) as multiplication by \( \lambda \).)

(iv) If \( \mathcal{C} \) is a braided \( G \)-crossed fusion category and \( H \subseteq G \) is a normal subgroup then \( \mathcal{C}^H \) has a natural structure of braided \( (G/H) \)-crossed fusion category (in \( \ref{4.4.3} \) below we define this structure in the case \( H = G \), and the general definition is similar). E.g., \( \text{Vec}_G \) is a braided \( G \)-crossed fusion category by Remark (ii) above, so \( (\text{Vec}_G)^H \) is a braided \( (G/H) \)-crossed fusion category.

**4.4.4. Equivariantization.** Let \( \mathcal{C} \) be a braided \( G \)-crossed fusion category. In particular, \( \mathcal{C} \) is a fusion category with \( G \)-action, so by Theorem \( \ref{4.13} \) (iii), applying the equivariantization construction from \( \ref{4.2.2} \) one gets a fusion category \( \mathcal{C}^G \) over \( \text{Rep}(G) \). Now we will define a braided structure on \( \mathcal{C}^G \).
If $X \in C_g$ and $Y \in C^G$ define a $C$-isomorphism $\tilde{c}_{X,Y}: X \otimes Y \tilde{\rightarrow} Y \otimes X$ to be the composition $X \otimes Y \xrightarrow{c_{X,Y}} g(Y) \otimes X \xrightarrow{u_g \circ \text{id}_X} Y \otimes X$, where $u_g$ comes from the structure of equivariant object on $Y$. Extend $\tilde{c}_{X,Y}$ to all objects $X \in C$ by linearity. It follows from (81) that if $X$ has a structure of $G$-equivariant object then $\tilde{c}_{X,Y}$ respects the equivariant structures. So for $X, Y \in C^G$ we get a $C^G$-isomorphism $\tilde{c}_{X,Y}: X \otimes Y \tilde{\rightarrow} Y \otimes X$. It is functorial in $X, Y \in C^G$. To show that $\tilde{c}$ is a braiding on the fusion category $C^G$ it remains to check the two hexagon axioms. They follow from the commutativity of (S2) and (S3). It is easy to check that $\tilde{c}$ restricts to the standard symmetric braiding on $\text{Rep}(G) = \text{Vec}^G \subset C^G$. So $C^G$ is a braided fusion category containing $\text{Rep}(G)$.

**Remarks 4.43.**

(i) The isomorphisms $\tilde{c}_{X,Y}: X \otimes Y \tilde{\rightarrow} Y \otimes X$ for $Y \in C^G$, $X \in C$ define a braided functor $C^G \rightarrow Z(C)$ whose composition with the forgetful functor $Z(C) \rightarrow C$ equals the forgetful functor $C^G \rightarrow C$. In other words, the forgetful functor $C^G \rightarrow C$ has a canonical structure of central functor in the sense of Definition 4.15.

(ii) Restricting the above central functor $C^G \rightarrow C$ to $\text{Rep}(G) = \text{Vec}^G \subset C^G$ we get a central functor $\Phi: \text{Rep}(G) \rightarrow C$. As a tensor functor, $\Phi$ is just the composition of the forgetful functor $\text{Rep}(G) \rightarrow \text{Vec}$ and the embedding $\text{Vec} \hookrightarrow C$. But the structure of central functor on $\Phi$ is more interesting because it encodes the $G$-grading of $C$. Namely, if $X \in C_g$ and $\rho: G \rightarrow \text{Aut} V$ is a finite-dimensional representation then the isomorphism $X \otimes \Phi(V, \rho) \tilde{\rightarrow} \Phi(V, \rho) \otimes X$ equals the composition

$$X \otimes V \xrightarrow{\text{id}_X \otimes \rho(g)} X \otimes V = V \otimes X.$$ 

4.4.5. **Main Theorem.** Let $K_1$ denote the 2-category of braided $G$-crossed fusion categories. Let $K_2$ denote the 2-category of braided fusion categories containing $E := \text{Rep}(G)$. In §4.4.4 we constructed a 2-functor $K_1 \rightarrow K_2$, namely $C \mapsto C^G$.

**Theorem 4.44.** This 2-functor $K_1 \rightarrow K_2$ is a 2-equivalence.

The proof of the theorem is given in §4.4.5 below. A different proof was given by A. Kirillov, Jr. and M. Müger [Ki, Mu3]; their description of the inverse 2-functor $K_2 \rightarrow K_1$ is given in §4.4.7 below. Neither proof is transparent enough. One could try to find a transparent proof using Theorem 4.37 and Remark 4.39.

4.4.6. **Proof of Theorem 4.44.** To construct the inverse 2-functor $K_2 \rightarrow K_1$, we will first define a new 2-category $K_3$.

**Definition 4.45.** An object of $K_3$ is a semisimple rigid tensor category $A$ (in the sense of §1.3 and §1.4) equipped with the following structures:

(i) an action of $G \times G$ on $A$;
(ii) a $(G \times G)$-equivariant decomposition

$$1 = \bigoplus_{g \in G} E_g$$

of the unit object of $A$ into a sum of simple objects (here $G \times G$ acts on $G$ by two-sided translations, i.e., $(g_1, g_2) \in G \times G$ takes $g \in G$ to $g_1 g g_2^{-1}$);
(iii) a \((G \times G)\)-equivariant relative braiding between the forgetful tensor functors 
\(F_1 : \mathcal{A}^{G \times \{1\}} \to \mathcal{A}\) and \(F_2 : \mathcal{A}^{\{1\} \times G} \to \mathcal{A}\); by a relative braiding we mean a 
functorial collection of isomorphisms 
\[
F(X,Y) : F_1(X) \otimes F_2(Y) \xrightarrow{\sim} F_2(Y) \otimes F_1(X), \quad X \in \mathcal{A}^{G \times \{1\}}, Y \in \mathcal{A}^{\{1\} \times G},
\]
satisfying the compatibility axioms analogous to the hexagon axioms of a 
braided category.

One defines 1-morphisms and 2-morphisms in \(K_3\) in the obvious way.

**Remarks 4.46.**

(i) By [Kass Proposition XI.2.4], the ring \(\text{End}(1)\) is commutative, so \(\text{Hom}(E_{g_1}, E_{g_2}) = 0\) for \(g_1 \neq g_2\). One also has \(E_{g_1} \otimes E_{g_2} = 0\) for \(g_1 \neq g_2\) (this follows from the equality \(A \otimes \text{id}_1 = \text{id}_1 \otimes A, A \in \text{End}(1)\), see loc. cit.). So the isomorphism \(1 \otimes 1 \xrightarrow{\sim} 1\) induces isomorphisms 
\(E_g \otimes E_g \xrightarrow{\sim} E_g, g \in G\).

(ii) Let \(\mathcal{S}h(G)\) denote the tensor category of sheaves of finite-dimensional \(k\)-
vector spaces on \(G\). By the previous remark, the decomposition \((85)\) defines 
a fully faithful tensor functor 
\[
(\mathcal{S}h(G) \otimes G) \otimes G \xrightarrow{\sim} \mathcal{A}^{G \times G}.
\]

We will construct the inverse 2-functor \(K_2 \to K_1\) as a composition \(K_2 \xrightarrow{\sim} K_3 \xrightarrow{\sim} K_1\). The following lemma yields a 2-functor \(K_3 \to K_2\).

**Lemma 4.47.** Let \(A \in K_3\). Then 

(i) the tensor category \(A^{G \times G}\) is fusion;

(ii) the relative braiding on \(A\) induces a braiding on \(A^{G \times G}\);

(iii) the functor \((87)\) induces a fully faithful braided functor 
\[
\text{Rep}(G) = \mathcal{S}h(G)^{G \times G} \xrightarrow{\sim} \mathcal{A}^{G \times G}.
\]

**Remark 4.48.** In (iii) we used the equivalence \(\mathcal{S}h(G)^{G \times G} \xrightarrow{\sim} \text{Rep}(G), \quad F \mapsto F_e\),
where \(e \in G\) is the unit.

**Proof.** (ii) and (iii) are clear. It is also clear that \(A^{G \times G}\) is a rigid tensor category.
By Proposition 4.12 it is semisimple. By (iii), the ring of endomorphisms of the 
unit object of \(A^{G \times G}\) equals \(k\), so \(A^{G \times G}\) is fusion. \(\square\)

**Remark 4.49.** Let \(\mathcal{D} := A^{G \times G}\). The embedding \(\text{Rep}(G) \hookrightarrow \mathcal{D}\) from \((88)\) yields 
a braided functor \(\text{Rep}(G) \boxtimes \text{Rep}(G) \hookrightarrow \mathcal{D} \boxtimes \mathcal{D}^{\text{op}}\). Combining it with the braided functor 
\(\mathcal{D} \boxtimes \mathcal{D}^{\text{op}} \twoheadrightarrow \mathcal{Z}(\mathcal{D})\) from \(\mathcal{E} \boxtimes \mathcal{E} \twoheadrightarrow \mathcal{E} \boxtimes \mathcal{E}\) one gets a functor \(\text{Rep}(G) \boxtimes \text{Rep}(G) \twoheadrightarrow \mathcal{Z}(\mathcal{D})\).
It is straightforward to check that this functor equals the braided functor 
\(\text{Rep}(G \times G) \twoheadrightarrow \mathcal{Z}(\mathcal{D})\) that comes from the fact that \(\mathcal{D}\) is the category of \((G \times G)\)-
equivariant objects.

**Lemma 4.50.** The 2-functor \(K_3 \to K_2\) constructed in Lemma 4.47 is a 2-equivalence.

**Proof.** We will construct the inverse 2-functor. Let \(\mathcal{D}\) be a braided fusion 
category containing \(\mathcal{E} := \text{Rep}(G)\). One has a braided functor \(\mathcal{D} \boxtimes \mathcal{D}^{\text{op}} \twoheadrightarrow \mathcal{Z}(\mathcal{D})\) (see 
Proposition 4.12(iii) and Remark 4.48(a)). Composing it with the embedding 
\(\mathcal{E} \boxtimes \mathcal{E} = \mathcal{E} \boxtimes \mathcal{E} \twoheadrightarrow \mathcal{D} \boxtimes \mathcal{D}^{\text{op}}\) one gets a braided functor \(\mathcal{E} \boxtimes \mathcal{E} \twoheadrightarrow \mathcal{Z}(\mathcal{D})\). So \(\mathcal{D}\) is a fusion 
category over \(\mathcal{E} \boxtimes \mathcal{E} = \text{Rep}(G \times G)\). Let \(\mathcal{A} := \mathcal{D}_{G \times G}\) be its de-equivariantization 
in the sense of \(\mathcal{E} \boxtimes \mathcal{E} = \text{Sh}(G)\) we conclude that \(\mathcal{A}\) has 
structures (i) and (ii) from Definition 4.48.
To construct the relative braiding, we will use the following observation due to Joyal and Street [JS]: for any tensor categories $B_1, B_2, B$ the category of pairs of tensor functors $F_i : B_i \to B$, $i = 1, 2$, equipped with a relative braiding between $F_1$ and $F_2$ is canonically equivalent to the category of tensor functors $B_1 \boxtimes B_2 \to B$. Applying this for $B_1 = B_2 = B = D$, $F_1 = F_2 = \text{id}_D$ we see that the braided structure on $D$ defines a tensor functor $D \boxtimes D \to D$. This is the multiplication functor

\[
M : D \boxtimes D \to D, \quad X \boxtimes Y \mapsto X \otimes Y
\]

with the tensor structure $M((X_1 \boxtimes Y_1) \otimes (X_2 \boxtimes Y_2)) \sim \sim M(X_1 \boxtimes Y_1) \otimes M(X_2 \boxtimes Y_2)$ being $\text{id}_X \otimes c_{X_1 Y_1} \otimes \text{id}_Y : X_1 \otimes X_2 \otimes Y_1 \otimes Y_2 \sim \sim X_1 \otimes Y_1 \otimes X_2 \otimes Y_2$ (here $c$ denotes the braiding on $D$). Recall that $D$ is a fusion category over $E \boxtimes E$. Consider $D \boxtimes D$ as a fusion category over $E \boxtimes E$ via the embedding

\[
E \boxtimes E \hookrightarrow Z(D) \boxtimes Z(D) = Z(D \boxtimes D) : U \boxtimes V \mapsto (U, c_{U,V}^{-1}) \boxtimes (V, c_{-V}^{-1}).
\]

Then it is easy to check\(^2\) that the functor \([90]\) is a tensor functor over $E \boxtimes E$.

Taking its de-equivariantization we get a tensor functor

\[
M_{G \times G} : D_{G \times G} \boxtimes D_{G \times G} = A^{G \times \{1\}} \boxtimes A^{\{1\} \times G} \to D_{G \times G} = A
\]

whose restrictions to $A^{G \times \{1\}}$ and $A^{\{1\} \times G}$ are the forgetful tensor functors $F_1 : A^{G \times \{1\}} \to A$ and $F_2 : A^{\{1\} \times G} \to A$. Again using the Joyal-Street observation, we get a $(G \times G)$-equivariant relative braiding between $F_1$ and $F_2$.

Now we have to construct a 2-functor $K_3 \to K_1$. We will define it by $A \mapsto A^{G \times \{1\}}$, but to introduce the structure of braided $G$-crossed category on $A^{G \times \{1\}}$ we need some lemmas.

**Lemma 4.51.** Let $A \in K_3$.

(i) $A = \bigoplus_{g_1, g_2 \in G} A_{g_1, g_2}$, where $A_{g_1, g_2} := E_{g_1} \otimes A \otimes E_{g_2}$.

(ii) If $X \in A_{g_1, g_2}$ and $Y \in A_{g_3, g_4}$ then $X \otimes Y \in A_{g_1, g_4}$ and $X \otimes Y \neq 0$ only if $g_2 = g_3$.

(iii) $A$ is equipped with $G$-gradings

\[
A = \bigoplus_{g \in G} A_g, \quad A_g := \bigoplus_{x \in G} A_{gx, x}
\]

\[
A = \bigoplus_{g \in G} A_{(g)}, \quad A_{(g)} := \bigoplus_{x \in G} A_{x, gx}
\]

\(\text{Since } D \boxtimes D \text{ and } D \text{ are fusion categories over } E \boxtimes E \text{ we have central functors } \Phi_1 : E \boxtimes E \to D \boxtimes D \text{ and } \Phi_2 : E \boxtimes E \to D. \text{ Moreover, the tensor functors } M \circ \Phi_1 : E \boxtimes E \to D \text{ and } \Phi_2 : E \boxtimes E \to D \text{ are canonically isomorphic (both identify with the tensor functor } A \boxtimes B \to A \otimes B). \text{ So it remains to check that } M \text{ is compatible with the central structures on } \Phi_1, \Phi_2. \text{ Explicitly, one has to check that for all } X, Y \in D, A, B \in E \text{ the following diagram commutes:}
\[
\begin{array}{ccc}
(X \otimes Y) \otimes (A \otimes B) & \sim \sim & (A \otimes B) \otimes (X \otimes Y) \\
\downarrow & & \downarrow \\
(X \otimes A) \otimes (Y \otimes B) & \sim \sim & (A \otimes X) \otimes (B \otimes Y)
\end{array}
\]

(here the vertical arrows come from the tensor structure on the functor \([90]\) and the horizontal ones come from the central structures on $\Phi_1, \Phi_2$). This is left to the reader.
The gradings \([12]\) and \([13]\) are preserved by \(\{1\} \times G\) and \(G \times \{1\}\), respectively.

Proof. Use Remark \([4.46]\) (i).

The next lemma says that the relative braiding defined on equivariant objects of \(A \in \mathcal{K}_3\) extends to a “crossed braiding” defined on all objects of \(A\). Notation: if \(A \in \mathcal{K}_3\) the result of the action of \((g_1, g_2) \in G \times G\) on an object \(X \in A\) will be denoted by \(g_1^{-1}Xg_2^{-1}\).

Lemma 4.52. Let \(A \in \mathcal{K}_3\).

(i) There exists a unique functorial collection of isomorphisms

\[
(94) \quad c_{X,Y} : X \otimes Y \xrightarrow{\sim} Yg^{-1} \otimes h^{-1}X, \quad X \in A_{(g)}, \ Y \in A_h
\]

such that if \(X\) is \((G \times \{1\})\)-equivariant and \(Y\) is \((\{1\} \times G)\)-equivariant then \([14]\) equals the isomorphism \([50]\).

(ii) The image of \(c_{X,Y}\) under any \((\alpha, \beta) \in G \times G\) equals \(c_{X,\beta^{-1}Yg_{\alpha}}\).

(iii) The following diagram commutes for all \(g_1, g_2, h \in G\), \(X, Y \in A_h\):

\[
\begin{array}{ccc}
X_1 \otimes X_2 \otimes Y & \xrightarrow{c_{X_1 \otimes X_2, Y}} & Yg^{-1} \otimes h^{-1}(X_1 \otimes X_2) \\
\xrightarrow{id_{X_1} \otimes c_{X_2, Y}} & & \xrightarrow{c_{X_1, Yg^{-1}} \otimes id_{h^{-1}X_2}} \\
X_1 \otimes Yg^{-1} \otimes h^{-1}X_2 & & \xrightarrow{id_{Yg^{-1}} \otimes c_{h^{-1}X_2}} \\
\end{array}
\]

(iv) The following diagram commutes for all \(g, h_1, h_2 \in G\), \(X \in A_{(g)}, Y_i \in A_{h_i}\):

\[
(96) \quad X \otimes Y_1 \otimes Y_2 \xrightarrow{c_{X,Y_1 \otimes Y_2}} (Y_1 \otimes Y_2)g^{-1} \otimes h^{-1}h_1^{-1}X
\]

\[
\begin{array}{ccc}
Y_1^{-1} \otimes h_1^{-1}X \otimes Y_2 & \xrightarrow{id_{Y_1^{-1}} \otimes c_{h_1^{-1}X, Y_2}} & Y_1^{-1} \otimes Y_2g^{-1} \otimes h^{-1}h_1^{-1}X \\
\xrightarrow{c_{X,Y_1 \otimes Y_2}} & & \xrightarrow{id_{Y_1^{-1}} \otimes c_{h_1^{-1}X, Y_2}} \\
\end{array}
\]

Proof. We will only construct the isomorphism

\[
(97) \quad c_{X,Y} : X \otimes Y \xrightarrow{\sim} Yg^{-1} \otimes h^{-1}X, \quad X \in A_{g_1, g_2}, \ Y \in A_{g_2, g_3}
\]

Define \(\bar{X} \in A^{G \times \{1\}}\) and \(\bar{Y} \in A^{\{1\} \times G}\) by \(\bar{X} := \bigoplus_{\alpha \in G} \alpha X, \ \bar{Y} := \bigoplus_{\beta \in G} \beta Y\). The \(A_{g_1, g_3}\)-components of \(\bar{X} \otimes \bar{Y}\) and \(\bar{Y} \otimes \bar{X}\) equal \(X \otimes Y\) and \(Yg^{-1} \otimes g_3g_2^{-1}X\), respectively. So the relative braiding \(\bar{X} \otimes \bar{Y} \xrightarrow{\sim} \bar{Y} \otimes \bar{X}\) induces an isomorphism \(X \otimes Y \xrightarrow{\sim} Yg^{-1} \otimes g_3g_2^{-1}X\). This is \(c_{X,Y}\). □

Remark 4.53. In formula \((97)\) \(Yg^{-1} \otimes g_3g_2^{-1}X \in A_{g_1, g_4}\) and \(g_3g_2^{-1}X \in A_{g_4, g_2}\), where \(g_4 = g_3^{-1}g_1\). Note that \(g_1, g_2, g_3, g_4\) form a “parallelogram”, i.e., \(g_4g_1^{-1} = g_3g_2^{-1}\) or equivalently, \(g_2^{-1}g_1 = g_3^{-1}g_4\).

Corollary 4.54. If \(A \in \mathcal{K}_3\) then \(\mathcal{C} := A^{G \times \{1\}}\) is a braided \(G\)-crossed fusion category: the \(G\)-action on \(\mathcal{C}\) comes from the \((\{1\} \times G)\)-action on \(A\), the \(G\)-grading on \(\mathcal{C}\) comes from the grading \([93]\), and the \(G\)-braiding on \(\mathcal{C}\) comes from the isomorphism \([97]\). □
Now we can finish the proof of Theorem 4.41. By Corollary 3.54 we have a 2-functor \( K_3 \to K_1, A \mapsto C := A^{G \times \{1\}} \). It is easy to see that it is a 2-equivalence. Recall that our 2-functor \( K_1 \to K_2 \) takes \( C \) to \( C^G \), so the composition \( K_3 \to K_2 \) is the 2-functor \( A \mapsto A^{G \times G} \), which is a 2-equivalence by Lemma 4.50. Therefore the 2-functor \( K_1 \to K_2 \) is a 2-equivalence. \( \square \)

4.4.7. De-equivariantization. According to Theorem 4.44, the 2-functor \( K \) has an inverse. It will be denoted by \( D \to D_G \). We will give an explicit description of the braided \( G \)-crossed fusion category \( D_G \).

Below we use the notation \( \tilde{c} \) for the braiding on \( D \) and \( c \) for the \( G \)-braiding on \( D_G \) to be constructed. As before, \( A \) will denote the regular algebra in \( \text{Rep}(G) \), i.e., the algebra of functions on \( G \) equipped with the action of \( G \) by left translations. As an algebra in \( \text{Rep}(G) \), it carries an action of \( G \), namely, the action by right translations.

Recall that \( D \) is a fusion category over \( \text{Rep}(G \times G) \) (see the proof of Lemma 4.50). As a fusion category with \( G \)-action, \( D_G \) is the de-equivariantization of \( D \) with respect to \( \{1\} \times G \subset G \times G \) (this follows from 4.2.3 or from the proof of Theorem 4.41). In other words, \( D_G \) is the category of left \( A \)-modules in \( D \), and the tensor product of \( A \)-modules is defined using the composition \( E = E^{op} \hookrightarrow D^{op} \to Z(D) \). Explicitly, this means that if \( M \) and \( N \) are left \( A \)-modules in \( D \) then to define \( M \otimes_A N \) one makes \( M \) into an \( A \)-bimodule using the isomorphism \( \tilde{c}_{A,M} : M \otimes A \to A \otimes M. \) The \( G \)-action on \( D_G \) comes from its action on \( A \).

It remains to describe the \( G \)-grading and the \( G \)-braiding on \( D_G \). Here is the description from [K1, Mn3].

**Proposition 4.55.**

(i) A left \( A \)-module \( M \) belongs to the graded component \( (D_G)_g \), \( g \in G \), if and only if the following diagram commutes:

\[
\begin{array}{ccc}
A \otimes M & \xrightarrow{\tilde{c}_{M,A} \tilde{c}_{A,M}} & A \otimes M \\
g^{-1} \otimes id_M \downarrow & & \downarrow & \\
A \otimes M & \xrightarrow{} & M
\end{array}
\]

Here \( g^{-1} \) denotes the operator \( A \to A \) that takes a function \( f : G \to k \) to the function \( x \mapsto f(xg^{-1}) \).

(ii) If \( M \in (D_G)_g \) and \( N \in D_G \) then the \( G \)-braiding \( c_{M,N} : M \otimes_A N \longrightarrow g(N) \otimes_A M \) is the unique morphism such that the following diagram commutes:

\[
\begin{array}{ccc}
M \otimes N & \xrightarrow{\tilde{c}_{M,N}} & N \otimes M \\
\downarrow & & \downarrow & \\
M \otimes_A N & \xrightarrow{c_{M,N}} & g(N) \otimes_A M
\end{array}
\]

**Proof.** By Theorem 4.44 we can assume that \( D = C^G \), where \( C \) is a braided \( G \)-crossed fusion category. In this case we will check (i) and (ii) straightforwardly.

Let \( \text{Ind} : C \to C^G \) be the induction functor (60). For \( X, Y \in C \) one has a canonical morphism \( \text{Ind}(X) \otimes \text{Ind}(Y) \to \text{Ind}(X \otimes Y) \), see (71). The fusion category \( D_G = \)

^3Given a structure of left \( A \)-module on \( M \in D \) one can define a structure of right \( A \)-module on \( M \) using the isomorphism \( \tilde{c}_{A,M}^{-1} : A \otimes M \to M \otimes A. \)
(\(C^G\)_G) identifies with \(C\) so that \(X \in C\) corresponds to the \(A\)-module \(M = \text{Ind}(X)\) (viewed as an object of \(D = C^G\), our \(A\) identifies with \(\text{Ind}(1_G)\), and the \(A\)-module structure on \(M\) is given by the canonical morphism \(\text{Ind}(1_G) \otimes \text{Ind}(X) \to \text{Ind}(X)\)). Moreover, if \(Y \in C\) and \(N = \text{Ind}(Y) \in D\) then the usual morphism \(M \otimes N \to M \otimes_A N\) identifies with the canonical morphism \(\text{Ind}(X) \otimes \text{Ind}(Y) \to \text{Ind}(X \otimes Y)\).

Now we see that statement (ii) is equivalent to the commutativity of the diagram

\[
\begin{array}{ccc}
\text{Ind}(X) \otimes \text{Ind}(Y) & \xrightarrow{\tilde{c}_\text{Ind}(X),\text{Ind}(Y)} & \text{Ind}(Y) \otimes \text{Ind}(X) \\
\downarrow & & \downarrow \\
\text{Ind}(X \otimes Y) & \xrightarrow{\text{Ind}(c_{X,Y})} & \text{Ind}(g(Y) \otimes X)
\end{array}
\]

for any \(X \in C\), \(Y \in C\). This commutativity immediately follows from the definition of the braiding \(\tilde{c}\) in \(C^G\) (see \[4.3.3\]).

The automorphism \(g^{-1} : A \to A\) from (i) identifies with the automorphism \(\varphi_g : \text{Ind}(1) \to \text{Ind}(1)\) that induces for each \(\alpha \in G\) the "identity map" between \(\alpha(1) \subset \text{Ind}(1)\) and \(\alpha g(1) \subset \text{Ind}(1)\). So to prove (i), we have to check that an object \(Z \in C\) belongs to \(C_g\) if and only if the composition

\[
\text{Ind}(1) \otimes \text{Ind}(Z) \xrightarrow{\tilde{c}_{\text{Ind}(Z),\text{Ind}(1)},\text{Ind}(1)} \text{Ind}(1) \otimes \text{Ind}(Z) \to \text{Ind}(Z)
\]

equals \(u_{g,Z}\), where \(u_{g,Z}\) is the composition

\[
\text{Ind}(1) \otimes \text{Ind}(Z) \xrightarrow{\varphi_g \otimes \text{Id}} \text{Ind}(1) \otimes \text{Ind}(Z) \to \text{Ind}(Z).
\]

Since \(u_{g,Z} \neq u_{g',Z}\) whenever \(g \neq g'\) and \(Z \neq 0\), it suffices to prove the "only if" statement, i.e., to show that if \(Z \in C_g\) then \(99\) equals \(100\). To do this, apply the commutativity of \(98\) for \(X = 1\), \(Y = Z\) and for \(X = Z, Y = 1\). \(\square\)

4.4.8. Complements. Let \(G\) be a finite group and \(E := \text{Rep}(G)\). Let \(D\) be a braided fusion category containing \(E\). Its de-equivariantization \(C := D_G\) is a braided \(G\)-crossed fusion category and \(C^G = D\). Let \(C_1 \subset C\) be the trivial component of the grading. Recall that \(C_1\) is a braided category.

**Proposition 4.56.** (i) \(C_1 = E'_G = E' \boxtimes_E \text{Vec} = C^G_1\).

(ii) \(D\) is non-degenerate if and only if \(C_1\) is non-degenerate and the grading on \(C\) is faithful.

(iii) \(D' \cap E = (C'_1)^G\), where \(C'_1\) is the centralizer of \(C_1\) in \(C_1\).

(iv) Let \(H \subset G\) be the image of the grading \(O(C) \to G\). Then \(H\) is a normal subgroup and \(D' \cap E\) equals \(\text{Rep}(G/H) \subset \text{Rep}(G) = E\).

**Proof.** Let \(X \in C, X = \bigoplus_{g \in G} X_g, X_g \in C_g\). Let \(Y = (V, \rho) \in \text{Rep}(G) = E \subset C^G\).

Then by the definition from \[4.3.4\] \(c_{Y,X} : X \otimes Y \to X \otimes Y\) is the endomorphism of \(X \otimes V\) whose restriction to \(X_g \otimes V\) equals \(\text{id}_{X_g} \otimes \rho(g)\). By definition, \(E'\) consists of all \(X \in C^G\) such that \(c_{Y,X} : X \otimes Y \to X \otimes Y\). This happens if and only if \(X = 0\) for \(g \neq 1\). So \(E' = C^G_1\). This proves the second part of (i). The first one follows by Proposition \[4.30\] (i).

On the other hand, \(D' \cap E\) consists of all \(Y = (V, \rho) \in \text{Rep}(G)\) such that \(c_{Y,X} : X \otimes Y \to X \otimes Y\) for all \(G\)-equivariant \(X\). This happens if and only if \(\rho(g) = 1\) for all \(g \in H\). This proves (iv).
For (iii), note that \( D' \vee E = E'' \) by Corollary 3.11 and \( D' \vee E \subseteq E' \). Thus the result follows from (i) and Proposition 4.30 (iii).

By (iii), \( C'_1 = \text{Vec} \) if and only if \( D' \subseteq E' \). Combining this with (iv) one gets (ii). \( \square \)

Recall the following definition from the introduction.

**Definition 4.57.** Let \( D \) be a braided fusion category. We say that a Tannakian subcategory \( E \subseteq D \) is *Lagrangian* if \( E'' = E \).

**Proposition 4.58.** The following properties of a Tannakian subcategory \( E \subseteq D \) are equivalent:

(i) \( E \) is Lagrangian;
(ii) \( C_1 = \text{Vec} \);
(iii) \( C \) is pointed and \( |O(C_g)| \leq 1 \) for every \( g \in G \).

**Proof.** It is clear from Proposition 4.56 (i) that (i) is equivalent to (ii). It is also clear that (iii) implies (ii).

Finally, assume that (ii) holds. Then \( X \otimes *X \in C_1 = \text{Vec} \) for every simple \( X \in C \). On the other hand, \( \dim \text{Hom}(X \otimes *X, 1) = \dim \text{Hom}(X, X) = 1 \). Therefore every simple \( X \in C \) is invertible, i.e., \( C \) is pointed. So \( O(C) \) is a group. By (ii), the grading homomorphism \( O(C) \to G \) has trivial kernel. So it is injective, i.e., \( |O(C_g)| \leq 1 \) for all \( g \in G \). Thus (ii) implies (iii). \( \square \)

The next result is immediate from Propositions 4.58 and 4.56 (ii).

**Corollary 4.59.** The following properties are equivalent:

(i) \( D \) is non-degenerate and \( E \subseteq D \) is Lagrangian;
(ii) \( C \) is pointed and the grading map \( O(C) \to G \) is bijective.

4.4.9. Pointed categories as braided \( G \)-crossed categories.

**Remark 4.60.** Let \( A \) be a monoidal category. Then every invertible object \( X \in A \) defines a monoidal equivalence

\[
\text{Ad}_X : A \xrightarrow{\sim} A, \quad \text{Ad}_X(Y) := X \otimes Y \otimes X^{-1}.
\]

If, in addition, \( A \) is \( k \)-linear and \( \text{End}(1_A) = k \) then for every invertible object \( X \in A \) the homomorphism \( k^X = \text{Aut}(X) \to \text{Aut}(\text{Ad}_X) \) is trivial. So \( \text{Ad}_X \) depend (up to unique isomorphism) only on the isomorphism class of \( X \). Thus the group of isomorphism classes of invertible objects of \( X \) acts on the monoidal category \( A \).

Now let \( C \) be a pointed category and \( G = O(C) \). Then all simple objects of \( C \) are invertible, so \( G \) is a group. According to Remark 4.60 \( G \) acts on \( C \) by conjugation, \( g \mapsto \text{Ad}_g \). On the other hand, \( C \) has a canonical \( G \)-grading (namely, the identity map \( O(C) \xrightarrow{\sim} G \)). We claim that the \( G \)-action and the \( G \)-grading can be combined together into a structure of braided \( G \)-crossed category on \( C \). Here is a precise statement.

**Proposition 4.61.**

(i) The canonical \( G \)-grading on \( C \) can be upgraded to a structure of braided \( G \)-crossed category on \( C \). Such an upgrade is unique up to unique isomorphism.

(ii) The corresponding action of \( G \) on \( C \) is the action by conjugation.

(iii) The braided fusion category \( C^G \) corresponding to the braided \( G \)-crossed category \( C \) canonically identifies with the center \( Z(C) \). More precisely, the braided functor \( C^G \to Z(C) \) from Remark 4.43 (i) is an equivalence.
Remark 4.62. In (i) the words “to upgrade” mean “to define an action of $G$ on $C$ and a functorial collection of isomorphisms $\text{(80)}$ satisfying properties (a)–(d) from Definition 4.41. All such “upgrades” form a groupoid: an action is a monoidal functor $G \to \{\text{tensor functors } C \to C\}$, so there is a notion of isomorphism between two actions and therefore a notion of isomorphism between two upgrades.

Proof. Specifying a functorial collection of isomorphisms $\text{(80)}$ for all $X \in C_g$ is the same as specifying $\text{(80)}$ for invertible $X \in C_g$. But if $X \in C_g$ is invertible then $\text{(80)}$ is the same as an isomorphism $X \otimes Y \otimes X^{-1} \tilde{\to} g(Y)$, i.e., an isomorphism $\varphi_g : \text{Ad}_g(Y) \tilde{\to} g(Y)$ functorial in $Y \in C$. The commutativity of $\text{(82)}$ means that $\varphi_g$ is an isomorphism of tensor functors for each $g \in G$, and the commutativity of $\text{(83)}$ means that the collection $\{\varphi_g\}_{g \in G}$ is an isomorphism between the two actions of $G$ on $C$, namely, the action $g \mapsto \text{Ad}_g$ and the action $(g,Y) \mapsto g(Y)$. There is one and essentially only one way to define an action $(g,Y) \mapsto g(Y)$ and a collection of isomorphisms $\varphi_g : \text{Ad}_g(Y) \tilde{\to} g(Y)$ with these properties: namely, $g(Y) = \text{Ad}_g(Y)$, $\varphi_g = \text{id}$. By construction, the corresponding collection of isomorphisms $\text{(80)}$ satisfies properties (b) and (d) from Definition 4.41. It is easy to check that it also satisfies (a) and (c).

So we have proved (i) and (ii). Statement (iii) is checked straightforwardly by comparing $\text{(14.4.4)}$ with the definition of $Z(C)$ from $\text{(2.9)}$.

Remark 4.63. In the proof of Proposition 4.61 it turned out that properties (a) and (c) from Definition 4.41 follow from (b) and (d). This also happens in the situation of Proposition 4.16, which is a generalization of Proposition 4.61.

4.4.10. Centers of pointed categories and Lagrangian subcategories. Recall that the center of any fusion category is a non-degenerate braided fusion category, see Corollary 3.9.

Recall that the center of any fusion category is a non-degenerate braided fusion category, see Corollary 3.9.

Theorem 4.64. A non-degenerate braided fusion category $D$ is braided equivalent to the center of some pointed fusion category if and only if $D$ contains a Lagrangian subcategory.

We will formulate and prove a more precise statement (see Theorem 4.66). But first, note that the “only if” part of Theorem 4.64 is an immediate consequence of the following remark.

Remark 4.65. Let $C$ be a pointed fusion category. By Corollary 3.9, its center $Z(C)$ is a non-degenerate braided fusion category. Set $E := \pi^{-1}(\text{Vec}) \subset Z(C)$, where $\pi : Z(C) \to C$ is the forgetful functor and $\text{Vec} \subset C$ is the fusion subcategory generated by $1_C$. Then $E \subset Z(C)$ is Tannakian and $\pi|_E : E \to \text{Vec}$ is a fiber functor (in fact, if $C = \text{Vec}_{G}^{\otimes}$ then $E = \text{Rep}(G)$ and $\pi|_E$ is the forgetful functor $\text{Rep}(G) \to \text{Vec}$). Moreover, $E$ is Lagrangian. Since $E \subset E'$ this can be proved by showing that $\dim(E') = \dim(E)$. We have $\dim(E) = \dim(C)$. By (34) and (25), $\dim(E) \cdot \dim(E') = \dim(Z(C)) = \dim(C)^2$. So $\dim(E') = \dim(E)$.

Now let $\mathfrak{P}$ be the 2-groupoid of pointed fusion categories (1-morphisms of $\mathfrak{P}$ are tensor equivalences and 2-morphisms are isomorphisms between them). Let $\mathfrak{Z}$ be the 2-groupoid of triples $(D,E,F)$, where $D$ is a non-degenerate braided fusion category, $E \subset D$ is a Lagrangian subcategory, and $F : E \to \text{Vec}$ is a fiber functor.
Theorem 4.66. The 2-functor $\mathfrak{P} \to \mathfrak{L}$ defined in Remark 4.65 is a 2-equivalence.

Proof. Theorem 4.44 and Corollary 4.59 identify $\mathfrak{L}$ with the 2-groupoid of pairs $(C, G)$, where $G$ is a finite group and $C$ is a pointed braided $G$-crossed category such that the grading map $O(C) \to G$ is an isomorphism. The latter 2-groupoid identifies with $\mathfrak{P}$ by Proposition 1.61.

Remarks 4.67. (i) A braided fusion category $C$ may have more than one Lagrangian subcategory. E.g., if $C$ is the pointed braided category $\mathcal{C}(G, q)$ corresponding to a metric group $(G, q)$ then Lagrangian subcategories of $\mathcal{C}(G, q)$ bijectively correspond to Lagrangian subgroups of $G$.

(ii) Combining the previous remark with Theorem 4.66 we see that a braided fusion category may have more than one representation as $\mathcal{Z}(\text{Vec}^ω_G)$. Given two pairs $(G, \omega)$ and $(G', \omega')$ it is natural to ask how to describe all braided equivalences between $\mathcal{Z}(\text{Vec}^ω_G)$ and $\mathcal{Z}(\text{Vec}^ω_{G'})$ in group-theoretical terms. An answer to this question is given in [NN].

5. The Core of a Braided Fusion Category

5.1. Warm-up: the core of a pre-metric Lie coalgebra. As explained in 4.52 non-degenerate braided categories are “quantum” analogs of pre-metric Lie coalgebras. Let us define the notion of the core of a pre-metric Lie coalgebra $C$.

Let $g = C^*$ be the Lie algebra dual to $C$. For each isotropic Lie subcoalgebra $a \subset C$ we have the pre-metric Lie coalgebra $C_a := a^+ / a$. Moreover, $C_a$ is a pre-metric Lie $g$-coalgebra, i.e., the coadjoint action of $g$ on $C$ gives rise to a homomorphism

$$g \to \text{Der}_m(C_a),$$

where $\text{Der}_m(C_a)$ is the Lie algebra of derivations of $C_a$ preserving the inner product (here by a derivation of $C_a$ we mean its linear endomorphism dual to a derivation of $g$).

An isotropic Lie subcoalgebra $a \subset C$ is said to be maximal if it is not contained in any other isotropic Lie subcoalgebra. In this case $a$ contains the kernel of the bilinear form on $C$, so $C_a$ is a metric Lie coalgebra.

Lemma 5.1. An isotropic Lie subcoalgebra $a \subset C$ is maximal if and only if the pre-metric Lie coalgebra $C_a$ has no nonzero isotropic Lie subcoalgebras stable with respect to the action (101) of $g$.

Lemma 5.2. If $a_1, a_2 \subset C$ are maximal isotropic Lie subcoalgebras then $C_{a_1}$ and $C_{a_2}$ are isomorphic as metric Lie $g$-coalgebras.

Proof. We will show that both $C_{a_1}$ and $C_{a_2}$ are isomorphic to $(a_1^+ \cap a_2^+)/ (a_1 \cap a_2)$. Let us do this for $C_{a_1}$.

We have an obvious homomorphism $(a_1^+ \cap a_2^+)/ (a_1 \cap a_2) \to a_1^+/ a_1 = C_{a_1}$. To prove that it is an isomorphism we have to show that

$$a_1 \cap a_2^+ \subset a_2,$$

and

$$a_1^+ \cap a_2^+ + a_1 = a_1^+.$$ 

(102) holds because otherwise $a_2 + (a_1 \cap a_2)$ would be an isotropic Lie subcoalgebra bigger than $a_2$. By the modular law, $(a_1^+ \cap a_2^+) + a_1 = a_1^+ \cap (a_2^+ + a_1)$. So to prove (102) it suffices to show that $a_2 \cap a_2^+ \subset a_2$. This is equivalent to the inclusion $a_2 \cap a_1^+ \subset a_1$, which is similar to (102). □
Remark 5.7. (i) It is easy to see that for fusion categories (104) is equivalent to the commutativity of the Grothendieck ring $K_0(\mathcal{C})$.

(ii) When $\mathcal{C} = \text{Rep}(G)$ is the representation category of a finite group $G$, Lemma 5.6 gives a well-known property of the lattice of normal subgroups of $G$.

5.4. Maximal Tannakian subcategories and the core.

**Definition 5.3.** The core of $\mathcal{C}$ is “the” metric Lie $\mathfrak{g}$-coalgebra $\mathcal{C}_a$, where $\mathfrak{a} \subset \mathcal{C}$ is a maximal isotropic Lie subcoalgebra.

**Remark 5.4.** We put “the” in quotation marks for the following reason. The proof of Lemma 5.2 provides a concrete isomorphism $f_{i_2} : a_1^1/a_1 \to a_2^2/a_2$. But it may happen that given an isotropic Lie subcoalgebra $\mathfrak{a}_3 \subset \mathcal{C}$ one has $f_{i_3} \neq f_{2_3} \circ f_{i_2}$ (this happens already if $\mathfrak{g}$ is abelian).

5.2. Plan of this section. The goal is to define the notion of core of a braided category $\mathcal{C}$. The role of isotropic Lie subcoalgebras will be played by Tannakian subcategories $\mathcal{E} \subset \mathcal{C}$. To a maximal Tannakian subcategory $\mathcal{E} \subset \mathcal{C}$ we will associate in §5.3 a braided category Core$_\mathcal{E}(\mathcal{C})$ using the de-equivariantization construction from §4.2.4-4.2.5. To show that the equivalence class of Core$_\mathcal{E}(\mathcal{C})$ does not depend on $\mathcal{E}$ we need an analog of the modular law used in the proof of Lemma 5.2. We prove it in §5.3.

**Remark 5.5.** In the situation of §5.3 the metric Lie coalgebra $\mathcal{C}_a$ is equipped with a homomorphism $\mathfrak{g} \to \text{Der}_m(\mathcal{C}_a)/\text{Int}((\mathcal{C}_a))$, where $\text{Int}((\mathcal{C}_a)) \subset \text{Der}_m(\mathcal{C}_a)$ is the ideal of internal derivations. In the setting of braided category we will define an analog of $\mathfrak{h}_a$. Namely, the group of isomorphism classes of braided autoequivalences of Core$_\mathcal{E}(\mathcal{C})$ will be equipped with a certain subgroup $\Gamma_\mathcal{E}$, which is analogous to $\mathfrak{h}_a$.

A “quantum” analogue of Lemma 5.1 is established in §5.5. It leads to the study of weakly anisotropic braided categories (see Definition 5.16) in §5.5-5.6. Such categories are analogs of metric Lie coalgebras without non-trivial isotropic Lie subcoalgebras stable under all metric-preserving derivations.

5.3. The lattice of fusion subcategories. Let $L(\mathcal{C})$ denote the lattice of fusion subcategories of a fusion category $\mathcal{C}$. For any two subcategories $\mathcal{A}$ and $\mathcal{B}$ their meet is their intersection and their join is the category $\mathcal{A} \vee \mathcal{B}$.

**Lemma 5.6.** Let $\mathcal{C}$ be a fusion category such that

\begin{equation}
X \otimes Y \cong Y \otimes X \text{ for } X, Y \in O(\mathcal{C}).
\end{equation}

Then the lattice $L(\mathcal{C})$ is modular, i.e.,

\begin{equation}
\mathcal{A} \cap (\mathcal{B} \vee \mathcal{D}) = (\mathcal{A} \cap \mathcal{B}) \vee \mathcal{D} \text{ for all } \mathcal{A}, \mathcal{B}, \mathcal{D} \in L(\mathcal{C}) \text{ such that } \mathcal{D} \subset \mathcal{A}.
\end{equation}

**Proof.** The inclusion $\mathcal{A} \cap (\mathcal{B} \vee \mathcal{D}) \supset (\mathcal{A} \cap \mathcal{B}) \vee \mathcal{D}$ is obvious. Let us prove that $\mathcal{A} \cap (\mathcal{B} \vee \mathcal{D}) \subset (\mathcal{A} \cap \mathcal{B}) \vee \mathcal{D}$. Property (104) implies that a simple object $X \in \mathcal{C}$ is in $\mathcal{B} \vee \mathcal{D}$ if and only if there exist simple objects $B, D \in \mathcal{B} \vee \mathcal{D}$ such that $X$ is contained in $B \otimes D$. Now let $X$ be a simple object of $\mathcal{A} \cap (\mathcal{B} \vee \mathcal{D})$ and let $B$ and $D$ be as above. Then $B$ is contained in $X \otimes D^*$. But $X \in \mathcal{A}$ and $D \in \mathcal{D} \subset \mathcal{A}$, so $B \in \mathcal{A}$. Therefore $B \in \mathcal{A} \cap \mathcal{B}$, $B \otimes D \in (\mathcal{A} \cap \mathcal{B}) \vee \mathcal{D}$, and finally $X \in (\mathcal{A} \cap \mathcal{B}) \vee \mathcal{D}$. □

**Remark 5.7.** (i) It is easy to see that for fusion categories (104) is equivalent to the commutativity of the Grothendieck ring $K_0(\mathcal{C})$.

(ii) When $\mathcal{C} = \text{Rep}(G)$ is the representation category of a finite group $G$, Lemma 5.6 gives a well-known property of the lattice of normal subgroups of $G$. 

5.4. Maximal Tannakian subcategories and the core.
5.4.1. **Formulation of the theorem.** Let $\mathcal{E}$ be a Tannakian subcategory of a braided fusion category $\mathcal{C}$ and let $F : \mathcal{E} \to \text{Vec}$ be a fiber functor. By Proposition 4.4.4-4.4.5 in this situation we have the fiber category $\mathcal{E}' \boxtimes \mathcal{E} \text{Vec}$, which is a braided fusion category equipped with an action of the group $G_F := \text{Aut}(F)$, i.e., one has a monoidal functor $G_F : \mathcal{E}' \to \text{Aut}^{br}(\mathcal{E}' \boxtimes \mathcal{E} \text{Vec})$.

In particular, we have a homomorphism

$$G_F : \text{Aut}^{br}(\mathcal{E}' \boxtimes \mathcal{E} \text{Vec}),$$

where $\text{Aut}^{br}(\mathcal{E}' \boxtimes \mathcal{E} \text{Vec})$ is the group of isomorphism classes of objects of the category $\text{Aut}^{br}(\mathcal{E}' \boxtimes \mathcal{E} \text{Vec})$. Let $\Gamma_{\mathcal{E},F}$ be the image of $\text{Aut}^{br}(\mathcal{E}' \boxtimes \mathcal{E} \text{Vec})$.

We say that a Tannakian subcategory $\mathcal{E} \subset \mathcal{C}$ is **maximal** if it is not contained in any other Tannakian subcategory of $\mathcal{C}$.

**Definition 5.8.** Let $\mathcal{C}, \mathcal{E}$ be as above and suppose that the Tannakian category $\mathcal{E}$ is maximal. The pair $(\mathcal{E}' \boxtimes \mathcal{E} \text{Vec}, \Gamma_{\mathcal{E},F})$ is called the **core of $\mathcal{C}$ corresponding to $\mathcal{E}$** and denoted by $\text{Core}_{\mathcal{E},F}(\mathcal{C})$.

In §5.4.2 we will prove the following theorem.

**Theorem 5.9.** Let $\mathcal{C}$ be a braided fusion category and let $\mathcal{E}_1, \mathcal{E}_2$ be maximal Tannakian subcategories of $\mathcal{C}$ with fiber functors $F_1 : \mathcal{E}_1 \to \text{Vec}$ and $F_2 : \mathcal{E}_2 \to \text{Vec}$. Then

$$\text{Core}_{\mathcal{E}_1,F_1}(\mathcal{C}) \simeq \text{Core}_{\mathcal{E}_2,F_2}(\mathcal{C}).$$

The precise meaning of (107) is as follows: let $\mathcal{E}_1' \boxtimes \mathcal{E}_1 \text{Vec}$ and $\mathcal{E}_2' \boxtimes \mathcal{E}_2 \text{Vec}$ be the fiber categories corresponding to the fiber functors $F_1$ and $F_2$, then there exists a braided tensor equivalence $H : \mathcal{E}_1' \boxtimes \mathcal{E}_1 \text{Vec} \simeq \mathcal{E}_2' \boxtimes \mathcal{E}_2 \text{Vec}$ such that the corresponding group isomorphism $H_* : \text{Aut}^{br}(\mathcal{E}_1' \boxtimes \mathcal{E}_1 \text{Vec}) \simeq \text{Aut}^{br}(\mathcal{E}_2' \boxtimes \mathcal{E}_2 \text{Vec})$ maps $\Gamma_{\mathcal{E}_1,F_1}$ onto $\Gamma_{\mathcal{E}_2,F_2}$.

Theorem 5.9 shows that the equivalence class of $\text{Core}_{\mathcal{E},F}(\mathcal{C})$ is, in fact, independent of the choice of a maximal Tannakian subcategory $\mathcal{E} \subset \mathcal{C}$. Thus, we can call it “the” core of the category $\mathcal{C}$ (the reason for using quotation marks was explained in Remark 5.4). “The” core of $\mathcal{C}$ will be denoted by $\text{Core}(\mathcal{C})$.

**Remark 5.10.** Let $\mathcal{C}$ be a braided fusion category and let $\mathcal{E} = \text{Rep}(G)$ be a Tannakian subcategory in $\mathcal{C}$. Recall that the de-equivariantized category $\mathcal{C}_G$ has a structure of braided $G$-crossed category, see §4.1. We know from Proposition 4.1.10(i) that the fiber category $\mathcal{E}' \boxtimes \mathcal{E} \text{Vec}$ identifies with the trivial component $(\mathcal{C}_G)_1$ of the grading on $\mathcal{C}_G$. Moreover, it is clear that the action of $G$ on $\mathcal{E}' \boxtimes \mathcal{E} \text{Vec}$ identifies with the $G$-action on $(\mathcal{C}_G)_1$ coming from the structure of braided $G$-crossed category. In particular, if the Tannakian subcategory $\mathcal{E} = \text{Rep}(G) \subset \mathcal{C}$ is maximal then $\text{Core}_{\mathcal{E},F}(\mathcal{C})$ can be expressed in terms of the braided $G$-crossed category $\mathcal{C}_G$.

5.4.2. **Proof of Theorem 5.9** We will prove the following statement, which is stronger than Theorem 5.9.

**Theorem 5.11.** Let $\mathcal{C}$ be a braided fusion category and let $\mathcal{E}_1, \mathcal{E}_2 \subset \mathcal{C}$ be Tannakian subcategories equipped with fiber functors $F_1 : \mathcal{E}_1 \to \text{Vec}$ and $F_2 : \mathcal{E}_2 \to \text{Vec}$. Suppose that $\mathcal{E}_1$ and $\mathcal{E}_2$ are maximal among Tannakian subcategories of $\mathcal{E}_1 \lor \mathcal{E}_2$. Then there exists a braided tensor equivalence

$$H : \mathcal{E}_1' \boxtimes \mathcal{E}_1 \text{Vec} \simeq \mathcal{E}_2' \boxtimes \mathcal{E}_2 \text{Vec}$$

(108)
such that the corresponding group isomorphism
\[ (109) \quad H_* : \text{Aut}^{br}(E'_1 \boxtimes_{E_1} \text{Vec}) \xrightarrow{\sim} \text{Aut}^{br}(E'_2 \boxtimes_{E_2} \text{Vec}) \]
maps \( \Gamma_{E_1,F_1} \) onto \( \Gamma_{E_2,F_2} \).

To construct the equivalence (108), we choose a fiber functor \( F : E_1 \cap E_2 \rightarrow \text{Vec} \) and isomorphisms between \( F_1|_{E_1 \cap E_2} : E_1 \cap E_2 \rightarrow \text{Vec} \), \( F_2|_{E_1 \cap E_2} : E_1 \cap E_2 \rightarrow \text{Vec} \), and \( F \). Then we get epimorphisms \( G_F := \text{Aut}(F_1) \rightarrow \text{Aut}(F) =: G_F, \ i = 1, 2 \).

The remaining part of the construction is canonical. We will identify the pairs \( (\mathcal{E}'_1 \boxtimes_{E_1} \text{Vec}, \Gamma_{E_1,F_1}) \), \( i = 1, 2 \), with the pair
\[ (110) \quad ((\mathcal{E}'_1 \cap \mathcal{E}'_2) \boxtimes_{E_1 \cap E_2} \text{Vec}, \Gamma_{E_1 \cap E_2,F}). \]

To identify (110) with \( (\mathcal{E}'_1 \boxtimes_{E_1} \text{Vec}, \Gamma_{E_1,F_1}) \), we will show that
\[ (111) \quad (\mathcal{E}'_1 \cap \mathcal{E}'_2) \cap E_1 = E_1 \cap E_2, \quad (\mathcal{E}'_2 \cap \mathcal{E}'_2) \cap E_1 = E_1 \cap E_2. \]

By Corollary 4.36(ii), this will yield a \( \Gamma_{E_1,F_1} \)-equivariant equivalence
\[ (\mathcal{E}'_1 \cap \mathcal{E}'_2) \boxtimes_{E_1 \cap E_2} \text{Vec} \xrightarrow{\sim} \mathcal{E}'_1 \boxtimes_{E_1} \text{Vec} \]
and therefore an equivalence between the pair \( (\mathcal{E}'_1 \boxtimes_{E_1} \text{Vec}, \Gamma_{E_1,F_1}) \) and the pair (110).

It remains to prove (111). Clearly \( (\mathcal{E}'_1 \cap \mathcal{E}'_2) \cap E_1 = E_1 \cap E_2 \) and by Lemma 5.6
\( (\mathcal{E}'_1 \cap \mathcal{E}'_2) \cap E_1 = (\mathcal{E}'_2 \cap \mathcal{E}'_1) \cap E_1 \). Now use the following lemma.

**Lemma 5.12.** If \( E_1, E_2 \subset \mathcal{C} \) are maximal among Tannakian subcategories of \( E_1 \cap \mathcal{E}_2 \) then

\[ (112) \quad \mathcal{E}'_1 \cap \mathcal{E}'_2 = E_1 \cap E_2, \]
\[ (113) \quad E_1 \vee \mathcal{E}'_2 = \mathcal{E}'_1 \vee E_2 = \mathcal{E}'_1 \vee \mathcal{E}'_2. \]

**Proof.** The fusion subcategory \( (\mathcal{E}'_1 \cap \mathcal{E}'_2) \cap E_1 \) is a Tannakian subcategory of \( E_1 \cap \mathcal{E}_2 \) containing \( E_1 \), so it equals \( E_1 \). This means that \( \mathcal{E}'_1 \cap \mathcal{E}'_2 \subset \mathcal{E}_1 \), i.e., \( \mathcal{E}'_1 \cap \mathcal{E}_2 = E_1 \cap \mathcal{E}_2 \). Similarly, \( \mathcal{E}_1 \cap \mathcal{E}'_2 = E_1 \cap \mathcal{E}_2 \). Finally, (113) follows from (112) and the double centralizer theorem (Theorem 5.10(ii)) \( \square \).

So we have proved Theorem 5.11.

**Remark 5.13.** Suppose that in the situation of Theorem 5.11 one has a fusion subcategory \( \mathcal{C} \subset \mathcal{C} \) containing \( \mathcal{E}_1 \vee \mathcal{E}_2 \). Set \( \mathcal{E}'_1 := \mathcal{E}_1 \cap \mathcal{C} \). Let \( \Gamma_{\mathcal{E}_1,F_1} \) denote the image of the homomorphism \( G_F \rightarrow \text{Aut}^{br}(\mathcal{E}'_1 \boxtimes_{\mathcal{E}_1} \text{Vec}) \). It is easy to see that the equivalence (108) constructed in the proof of Theorem 5.11 induces an equivalence \( H : \mathcal{E}'_1 \boxtimes_{\mathcal{E}_1} \text{Vec} \rightarrow \mathcal{E}'_2 \boxtimes_{\mathcal{E}_2} \text{Vec} \). Moreover, the corresponding group isomorphism \( \hat{H} : \text{Aut}^{br}(\mathcal{E}'_1 \boxtimes_{\mathcal{E}_1} \text{Vec}) \rightarrow \text{Aut}^{br}(\mathcal{E}'_2 \boxtimes_{\mathcal{E}_2} \text{Vec}) \) maps \( \Gamma_{\mathcal{E}_1,F_1} \) onto \( \Gamma_{\mathcal{E}_2,F_2} \), and one has a canonical commutative diagram
\[ (114) \quad \Gamma_{\mathcal{E}_1,F_1} \xrightarrow{H_*} \Gamma_{\mathcal{E}_2,F_2} \]
\[ \downarrow \quad \downarrow \]
\[ \hat{H}_* \Gamma_{\mathcal{E}_1,F_1} \xrightarrow{\sim} \Gamma_{\mathcal{E}_2,F_2} \]

This is because \( \hat{H}_* \Gamma_{\mathcal{E}_1,F_1} \) equals the image of \( \Gamma_{\mathcal{E}_1,F_1} \subset \text{Aut}^{br}(\mathcal{E}'_1 \boxtimes_{\mathcal{E}_1} \text{Vec}, \mathcal{E}'_1 \boxtimes_{\mathcal{E}_1} \text{Vec}) \) under the homomorphism \( \text{Aut}^{br}(\mathcal{E}'_1 \boxtimes_{\mathcal{E}_1} \text{Vec}, \mathcal{E}'_1 \boxtimes_{\mathcal{E}_1} \text{Vec}) \rightarrow \text{Aut}^{br}(\mathcal{E}'_1 \boxtimes_{\mathcal{E}_1} \text{Vec}). \) Here
Definition 5.16. The core is weakly anisotropic.

5.5.2. Corollary 5.15. The core of a non-degenerate braided fusion category is non-Tannakian.

In Remark 5.17. we will see that the class of weakly anisotropic braided fusion categories is bigger but not much bigger than the class of anisotropic ones.

Let \( \mathcal{C} \) be a braided fusion category and \( \mathcal{E} \subset \mathcal{C} \) a Tannakian subcategory with a fiber functor \( F : \mathcal{E} \to \text{Vec} \). Recall that \( G_F := \text{Aut} F \) acts on the fiber category \( \mathcal{E}' \boxtimes \mathcal{E} \text{Vec} \), the image of \( G_F \) in the group \( \text{Aut}^b(\mathcal{E}' \boxtimes \mathcal{E} \text{Vec}) \) is denoted by \( \Gamma_{\mathcal{E},F} \), and if \( \mathcal{E} \) is maximal then the pair \( (\mathcal{E}' \boxtimes \mathcal{E} \text{Vec}, \Gamma_{\mathcal{E},F}) \) is called the core of \( \mathcal{E} \). The next statement is similar to Lemma 5.1.
Proposition 5.18. A Tannakian subcategory $E \subset C$ is maximal if and only if $E' \simeq \text{Vec}$ has no $\Gamma_E, F$-stable Tannakian subcategories different from $\text{Vec}$. \qed

Proof. Use Corollary 4.31(iii). \qed

Corollary 5.19. The core of any braided fusion category is weakly anisotropic as a braided fusion category. \qed

Example 5.20. Let $I$ be an Ising fusion category (see Appendix B). Then the core of the center $Z(I)$ is not anisotropic, see Lemma §B.25. \qed

Remark 5.21. Let $C$ be a braided fusion category and let $\text{Core}(C)$ denote its core viewed just as a braided fusion category (we forget the subgroup of $\text{Aut}^{br}(\text{Core}(C))$. If $\text{Core}(C)$ is not anisotropic (as in Example 5.20) then $\text{Core}(\text{Core}(C)) \not\simeq \text{Core}(C)$. However Theorem 5.24 and Remark 5.25(ii) below show that if $C$ is weakly anisotropic then $\text{Core}(\text{Core}(C)) \simeq \text{Core}(\text{Core}(C))$. Combining this with Corollary 5.19 we see that if $C$ is any braided fusion category then $\text{Core}(\text{Core}(\text{Core}(C))) \simeq \text{Core}(\text{Core}(C))$.

5.6. Why the notion of weak anisotropy is reasonable.

5.6.1. Relation between anisotropy and weak anisotropy.

Definition 5.22. A pre-metric group $(G, q)$ is said to be weakly anisotropic if it has no nonzero isotropic subgroups stable under $\text{Aut}(G, q)$.

The pointed braided category $C(G, q)$ corresponding to a pre-metric group $(G, q)$ is (weakly) anisotropic if and only if $(G, q)$ is.

Example 5.23. Let $G$ be a finite-dimensional vector space over $\mathbb{F}_p$ and let $Q : G \to \mathbb{F}_p$ be any non-degenerate quadratic form. Define $q : G \to k^\times$ by $q(x) := \zeta^{Q(x)}$, where $\zeta \in k$ is a primitive $p$-th root of 1. Then it is easy to prove that $(G, q)$ is weakly anisotropic. We prove this in Appendix A (see Lemmas A.26 and A.29). In fact, if $|G| \neq 4, 9$ then the representation of $\text{Aut}(G, q)$ in $G$ is irreducible, which clearly implies that $(G, q)$ is weakly anisotropic.

Theorem 5.24. A braided fusion category $D$ is weakly anisotropic if and only if it can be represented as $C(V \oplus V^*, q) \boxtimes D_1$, where $D_1$ is anisotropic, $V$ is a direct sum of finitely many cyclic groups of prime orders, $q : V \oplus V^* \to k^\times$ is the standard quadratic form, and $C(V \oplus V^*, q)$ is the pointed braided category corresponding to the metric group $(V \oplus V^*, q)$.

The proof will be given in a subsequent article. If $D$ is pointed Theorem 5.24 amounts to a theorem on weakly anisotropic pre-metric groups, which will be proved in §A.6 (see Lemma A.29 and Theorem A.24).

Remarks 5.25. (i) The tensor product decomposition mentioned in Theorem 5.24 is usually not unique.

(ii) In the situation of Theorem 5.24 the core of $D$ equals $(D_1, \{1\})$, where $\{1\}$ denotes the trivial subgroup of $\text{Aut}^{br}(D_1)$. Therefore the braided equivalence class of $D_1$ is uniquely determined by $D$. The isomorphism class of $V$ is also uniquely determined by $D$ (because it is uniquely determined by $|V|$ and $|V|^2 = \text{FPdim}(D)/\text{FPdim}(D_1)$).

(iii) Combining Theorem 5.24 with the classification of anisotropic pre-metric groups from §A.1, §A.3, and §A.5 of Appendix A one gets a complete classification of pointed weakly anisotropic braided fusion categories.
5.6.2. The 3 types of weakly anisotropic braided fusion categories. The goal of this subsection is to define and motivate the adjective “ordinary”, which appears in Theorem 5.33 below.

Lemma 5.26. Let $C$ be a weekly anisotropic braided fusion category and $C_1 \subset C$ a fusion subcategory stable under all braided equivalences of $C$. Then $C_1$ is weakly anisotropic.

Lemma 5.27. A weakly anisotropic symmetric fusion category $C$ is braided equivalent to $\text{Vec}$ or to $s\text{Vec}$.

Proof. By Deligne’s theorem (see §2.12), $C = \text{Rep}(G, z)$ for some finite group $G$ and some central element $z \in G$ of order 1 or 2. Representations of $G$ on which $z$ acts trivially form a Tannakian subcategory $\tilde{C} \subset C$ stable under all braided auto-equivalences of $C$. So $\tilde{C} = \text{Vec}$, i.e., $G$ is generated by $z$.

Proposition 5.28. Let $C$ be a weakly anisotropic braided fusion category. Then

(i) $C' \subset C_{\text{pt}} \cap (C_{\text{pt}})'$;

(ii) $C_{\text{pt}} \cap (C_{\text{pt}})'$ is braided equivalent to $\text{Vec}$ or $s\text{Vec}$.

Proof. Both $C_{\text{pt}} \cap (C_{\text{pt}})'$ and $C'$ are symmetric fusion subcategories of $C$ stable under all braided equivalences of $C$. Now use Lemmas 5.26 and 5.27.

Corollary 5.29. A weakly anisotropic braided fusion category has one of the following types:

(117) $C_{\text{pt}} \cap (C_{\text{pt}})' = C' = \text{Vec}$;

(118) $C_{\text{pt}} \cap (C_{\text{pt}})' = C' = s\text{Vec}$;

(119) $C' = \text{Vec}, \ C_{\text{pt}} \cap (C_{\text{pt}})' = s\text{Vec}$.

Definition 5.30. A weakly anisotropic braided fusion category $C$ is said to be ordinary (or of ordinary type) if (117) holds. We say that $C$ has super type if (118) holds. We say that $C$ has Ising type if (119) holds.

Remark 5.31. An Ising braided category (see Appendix B) has Ising type.

5.6.3. The canonical decomposition.

Definition 5.32. A braided fusion category $C$ is said to be simple if it is not pointed, not symmetric, and has no fusion subcategories except $C$ and $\text{Vec}$.

Theorem 5.33. The following properties of a braided fusion category $C$ are equivalent:

(a) $C$ is weakly anisotropic and ordinary;

(b) there exists a decomposition

(120) $C = C_0 \boxtimes C_1 \boxtimes \ldots \boxtimes C_n$

in which $C_1, \ldots, C_n \subset C$ are simple fusion subcategories and $C_0$ is pointed, weakly anisotropic, and non-degenerate.

In this case a decomposition (120) is unique. $C$ is anisotropic if and only if $C_0$ is.

The proof will be given in a subsequent article.
Remarks 5.34. (i) Theorem 5.33 and Remark 5.25(iii) reduce classifying ordinary weakly anisotropic braided fusion categories to classifying simple ones. Many examples of simple braided fusion categories can be constructed using quantum groups at roots of unity.

(ii) Theorem 5.33 has an analog for weakly anisotropic braided fusion categories of super type and hopefully, for those of Ising type.

6. GAUSS SUMS

This section is devoted to an exposition of some invariants of braided fusion categories which generalize the classical notion of Gauss sums. The Gauss sums attached to pre-metric groups are reviewed in §6.1. In §6.2 we recall the basic definitions and properties of Gauss sums and central charge for pre-modular categories following mainly [BK]. In the case of pointed pre-modular categories these Gauss sums specialize to the classical Gauss sums from §6.1.

In §6.3 we prove Theorem 6.16 which relates the Gauss sums of a modular category with the Gauss sums of its fiber category. This is one of the main technical results in this section.

The value of Gauss sums depends on two structures on a fusion category: the braided structure and the spherical structure. In §6.4 we restrict ourselves to the case of weakly integral braided fusion categories and define Gauss-Frobenius-Perron sums for them. These invariants are closely related with Gauss sums from §6.2 but their advantage is that no spherical structure is needed for definition. Gauss-Frobenius-Perron sums will be used in the proof of Lemma B.24 and especially in the study of nilpotent braided fusion categories.

6.1. Classical Gauss sums and isotropic subgroups. The Gauss sums of a pre-metric group \((G, q)\) are defined by the classical formula

\[
\tau^{\pm}(G, q) = \sum_{a \in G} q(a)^{\pm 1}.
\]

Let us recall the basic properties of Gauss sums. Clearly

\[
\tau^{-}(G, q) = \tau^{+}(G, q).
\]

It is also clear that if \((G, q)\) is the orthogonal direct sum of \((G_1, q_1)\) and \((G_2, q_2)\) then \(\tau^{\pm}(G, q) = \tau^{\pm}(G_1, q_1)\tau^{\pm}(G_2, q_2)\).

Let \((G, q)\) be a pre-metric group. A subgroup \(H \subset G\) is said to be isotropic if \(q|_H = 1\). In this case \(H \subset H^{\perp}\), where \(H^{\perp}\) is the orthogonal complement of \(H\) with respect to the bicharacter \(b : G \times G \to k^\times\) associated to \(q\). Moreover, the restriction of \(q\) to \(H^{\perp}\) is the pullback of a quadratic form \(\tilde{q} : H^{\perp}/H \to k^\times\).

Proposition 6.1. In this situation \(\tau^{\pm}(G, q) = \tau^{\pm}(H^{\perp}/H, \tilde{q}) \cdot |H|\).

Proof. Let \(g \in G\). Then \(\sum_{h \in H} q(gh) = q(g) \sum_{h \in H} b(g, h)\) equals 0 if \(g \notin H^{\perp}\) and \(q(g) \cdot |H|\) if \(g \in H^{\perp}\). \(\square\)

An isotropic subgroup \(H\) of a pre-metric group \(G\) is said to be Lagrangian if \(H^{\perp} = H\).

Corollary 6.2. Let \((G, q)\) be a pre-metric group and \(H \subset G\) a Lagrangian subgroup. Then \(\tau^{\pm}(G, q) = |H|\). \(\square\)
Corollary 6.3. Let \((G, q)\) be a metric group. Then \(\tau^+(G, q)\tau^-(G, q) = |G|\).

Proof. Consider the orthogonal direct sum of \((G, q)\) and \((G, q^{-1})\). The diagonally embedded \(G \subset G \times G = G \oplus G\) is a Lagrangian subgroup. Now apply Corollary 6.2.

A pre-metric group is said to be hyperbolic if it has a Lagrangian subgroup. If \(G\) is a metric group and \(H \subset G\) is a Lagrangian subgroup then \(|H| = |G|^{1/2}\), so the order of a hyperbolic metric group is a square.

Corollary 6.3 implies that if a pre-metric group \((G, q)\) is hyperbolic then \(\tau^\pm(G, q)\) is a positive integer. The following partially converse statement is well known.

Proposition 6.4. Let \((G, q)\) be a metric group such that \(\tau^+(G, q)\) is a positive integer and \(|G|\) is a power of a prime \(p\). Then \((G, q)\) is hyperbolic.

A proof of the proposition is given in §12.2 of Appendix A.

Remarks 6.5. (i) The following example explains why in Proposition 6.4 \(G\) is required to be a \(p\)-group. Take two different primes \(p_1\) and \(p_2\). There exist metric groups \((G_1, q_1)\) and \((G_2, q_2)\) such that \(|G_1|\) is a power of \(p_1\) and \(\tau^+(G_1, q_1)\) is a negative integer (see Appendix A, Proposition A.3).

Let \((G, q)\) be the orthogonal direct sum of \((G_1, q_1)\) and \((G_2, q_2)\). Then \(\tau^+(G, q)\) is a positive integer, but since \(G_1\) and \(G_2\) have no Lagrangian subgroups neither does \(G\).

(ii) Proposition 6.4 remains valid for pre-metric \(p\)-groups. This generalization easily follows from Proposition 6.3 itself.

6.2. Gauss sums and central charge in pre-modular categories. Let \(C\) be a pre-modular category. The Gauss sums of \(C\) are defined by

\[
\tau^\pm(C) = \sum_{X \in O(C)} \theta_X^\pm d(X)^2.
\]

Example 6.6. Let \(C\) be the pointed pre-modular category \(C(G, q)\) from \(2.11.5\).

Then \(O(C) = G\), \(d(X) = 1\) for all \(X \in O(C)\), and \(\theta_X = q(X)\) by (26). So \(\tau^\pm(C)\) equals the classical Gauss sum \(\tau^\pm(G, q)\) defined by (121).

If \(C\) is the general pointed pre-modular category \(C(G, q, \chi)\) from \(2.11.6\) then \(\tau^\pm(C) = \tau^\pm(G, \theta\chi)\), where \(\theta(g) = q(g)\chi(g)\).

Below we summarize some basic properties of twists and Gauss sums (see e.g., [BK, Section 3.1] for proofs).

Proposition 6.7. (i) For any pre-modular categories \(C_1\) and \(C_2\)

\[
\tau^\pm(C_1 \boxtimes C_2) = \tau^\pm(C_1)\tau^\pm(C_2).
\]

(ii) Each \(\theta_X, X \in O(C)\), is a root of unity; in particular \(\tau^\pm(C) \in k_{cyc}\).

(iii) For a modular category \(C\) we have

\[
\tau^+(C)\tau^-(C) = \dim(C) \quad \text{and} \quad \tau^-(C) = \tau^+(C).\]

(iv) For a modular category \(C\) the element \(\frac{\tau^+(C)}{\tau^-(C)} \in k\) is a root of unity.

Statements (ii) and (iv) were obtained in the works [AM] by Anderson and Moore and [V] by Vafa.
Recall that \( \dim(C) \) is a totally positive element of the maximal cyclotomic sub-field \( k_{cycl} \subset k \). If we fix an embedding \( k_{cycl} \hookrightarrow \mathbb{C} \) we can talk about the multiplicative central charge

\[
\xi(C) = \frac{\tau^+(C)}{\sqrt{\dim(C)}},
\]

where \( \sqrt{\dim(C)} \) is the positive square root. One has \( \xi(C)^2 = \tau^+(C)/\tau^-(C) \), so \( \xi(C) \) is a root of unity by Proposition 6.7(iv).

**Remarks 6.8.**

(i) If \( \dim(C) \) is a square of an integer then \( \xi(C) \) does not depend on the embedding \( k_{cycl} \hookrightarrow \mathbb{C} \). In particular, this happens if \( \text{FPdim}(C) \) is a square of an integer because in this case \( \dim(C) = \text{FPdim}(C) \) by Proposition 2.18(i).

(ii) Bakalov and Kirillov [BK] use a different convention: according to [BK] Definition 5.7.9 and [BK] Theorem 5.7.11, their multiplicative central charge equals \( \xi(C)^2 = \tau^+(C)/\tau^-(C) \). As explained in loc. cit., the quantity \( \tau^+(C)/\tau^-(C) \) measures the “anomaly” of the modular functor corresponding to \( C \).

(iii) If \( k = \mathbb{C} \) many authors use the “Virasoro central charge” \( c \in \mathbb{Q}/8\mathbb{Z} \), which is related to the multiplicative central charge \( \xi \) by \( \xi = e^{\pi ic/4} \).

**Example 6.9.** The center \( Z(C) \) of any spherical fusion category \( C \) is a modular category of dimension \( \dim(C)^2 \) (see §2.4.2). According to [Mü] Theorem 1.2], \( \tau^+(Z(C)) = \tau^-(Z(C)) = \dim(C) \). Since \( \dim(C) = k_{cycl} \) is totally positive (see §2.4.2) this implies that the multiplicative central charge of \( Z(C) \) corresponding to any embedding \( k_{cycl} \hookrightarrow \mathbb{C} \) equals 1.

### 6.3. The Gauss sums of a fiber category and invariance of the central charge.

If \( G \) is a pre-metric group and \( H \subset G \) is an isotropic subgroup then there is a simple relation between the Gauss sum of \( G \) and that of \( H^d/H \) (see Proposition 6.11). The goal of this subsection is to prove a similar relation for Gauss sums of pre-modular categories (see Theorem 6.10 below). This relation will be crucial in the sequel. Recall that the Gauss sums and central charge of a pre-modular category were introduced in §6.2.

The next Lemma is known, see [BK] Lemma 3.1.5. We include its proof for the reader’s convenience.

**Lemma 6.10.** Let \( C \) be a pre-modular category. Then for any \( Y \in \mathcal{O}(C) \) we have:

\[
\sum_{X \in \mathcal{O}(C)} \theta_X d(X)s_{XY} = d(Y)\theta_Y^{-1}\tau^+(C).
\]

**Proof.** Using formula (23) we compute

\[
\sum_{X \in \mathcal{O}(C)} \theta_X d(X)s_{XY} = \theta_Y^{-1} \sum_{X \in \mathcal{O}(C)} d(X) \sum_{Z \in \mathcal{O}(C)} N_{XY}^Z \theta_Z d(Z)
\]

\[
= \theta_Y^{-1} \sum_{Z \in \mathcal{O}(C)} \left( \sum_{X \in \mathcal{O}(C)} N_{XY}^Z, d(X) \right) \theta_Z d(Z)
\]

\[
= \theta_Y^{-1} d(Y) \sum_{Z \in \mathcal{O}(C)} \theta_Z d(Z)^2 = d(Y)\theta_Y^{-1}\tau^+(C),
\]

as required. \( \square \)
In the next Proposition we extend the multiplicative property (123) of Gauss sums.

**Proposition 6.11.** Let \( D \) be a fusion subcategory of a pre-modular category \( C \) and let \( D' \) be its centralizer in \( C \). Then

\[
\tau^\pm(C)\tau^\mp(D) = \dim(D)\tau^\pm(D').
\]

**Proof.** Multiplying formula (126) in Lemma 6.10 by \( d(Y) \) and taking sum over \( Y \in \mathcal{O}(D) \) we have:

\[
\tau^+(C)\tau^-(D) = \sum_{Y \in \mathcal{O}(D)} \sum_{X \in \mathcal{O}(C)} \theta_X d(Y)d(X)s_{XY} = \sum_{X \in \mathcal{O}(C)} \left( \sum_{Y \in \mathcal{O}(D)} s_{XY}d(Y) \right) \theta_X d(X) = \sum_{X \in \mathcal{O}(D')} \theta_X d(X)^2 \dim(D) = \dim(D)\tau^+(D'),
\]

where in the third equality we used Proposition C.3. Applying the complex conjugation we obtain the second equality. \( \square \)

**Remark 6.12.** Our proof of Proposition 6.11 is similar to the proof of Proposition 6.1. In the case that \( C \) is pointed the two proofs are identical.

**Definition 6.13.** A fusion subcategory \( D \) of a pre-modular category \( C \) is said to be isotropic if \( \theta_X = \text{id}_X \) for all \( X \in D \).

**Remark 6.14.** By (15), any isotropic subcategory is symmetric. On the other hand, if \( D \) is symmetric then \( \theta \) is a tensor automorphism of \( \text{id}_D \) and \( \theta^2 = \text{id} \), so any symmetric subcategory of odd dimension is isotropic.

**Corollary 6.15.** Let \( C \) be a modular category and let \( E \) be an isotropic subcategory of \( C \). Then \( \tau^+(E') = \tau^+(C) \).

**Proof.** Take \( D = E \) in (127) and observe that \( \tau^\pm(E) = \dim(E) \) since \( E \) is isotropic. \( \square \)

Now let \( C \) be a pre-modular category and let \( E \subset C \) be isotropic and Tannakian; in other words, \( E \) is Tannakian and the spherical structure on \( C \) is the standard one. Let \( E' \boxtimes E \text{Vec} \) be the fiber category, i.e., the category of \( A \)-modules in \( E' \). As explained in §4.2.4-4.2.6, \( E' \boxtimes E \text{Vec} \) is a braided fusion category, and the “free module” functor \( F : E' \rightarrow E' \boxtimes E \text{Vec} \) defined by \( F(X) := A \otimes X \) is braided. Moreover, according to [Br, Mu1, K1O], \( E' \boxtimes E \text{Vec} \) has a unique spherical structure such that \( F \) is spherical. This means that the twists \( \phi_Y, \ Y \in \mathcal{O}(E' \boxtimes E \text{Vec}) \), agree with the twists \( \theta_X, \ X \in \mathcal{O}(C) \), i.e., \( \phi_Y = \theta_X \) whenever \( \text{Hom}_C(X,Y) \neq 0 \). Here we abuse notation and view \( Y \) as an object of \( C \) via the forgetful functor.

Thus \( E' \boxtimes E \text{Vec} \) is a pre-modular category. By Corollary 4.31(i), if \( C \) is modular then so is \( E' \boxtimes E \text{Vec} \). In this case \( E' \boxtimes E \text{Vec} \) is what Bruguères [Br] and Müger [Mu2] call the modularization of \( E' \).
Let \( d \) and \( \bar{d} \) denote the dimension functions in \( \mathcal{C} \) and \( \mathcal{E}' \boxtimes \_ E \text{Vec} \), respectively. For any object \( X \) in \( \mathcal{E}' \boxtimes \_ E \text{Vec} \) one has

\[
(128) \quad \bar{d}(X) = \frac{d(X)}{d(A)}
\]

and, hence,

\[
(129) \quad \dim(\mathcal{E}' \boxtimes \_ E \text{Vec}) = \frac{\dim(\mathcal{C})}{\dim(\mathcal{E})},
\]

cf. \([KiO, \text{Theorem 3.5}]\), \([Br, \text{Proposition 3.7}]\) (note that \( d(A) = \dim(\mathcal{E}) \neq 0 \)).

**Theorem 6.16.** Let \( \mathcal{C} \) be a pre-modular category and let \( \mathcal{E} \) be an isotropic Tannakian subcategory of \( \mathcal{C} \). Then \( \tau^{\pm}(\mathcal{C}) = \tau^{\pm}(\mathcal{E}' \boxtimes \_ E \text{Vec}) \cdot \dim(\mathcal{E}) \).

**Remark 6.17.** The theorem implies that the multiplicative central charges of \( \mathcal{C} \) and \( \mathcal{E}' \boxtimes \_ E \text{Vec} \) corresponding to any embedding \( k_{\text{cyc}} \hookrightarrow \mathcal{C} \) are equal.

**Proof.** We compute the Gauss sums of \( \mathcal{E}' \boxtimes \_ E \text{Vec} \):

\[
\dim(\mathcal{E}) \tau^{\pm}(\mathcal{E}' \boxtimes \_ E \text{Vec}) = d(A) \sum_{Y \in O(\mathcal{E}' \boxtimes \_ E \text{Vec})} \phi_X^{\pm 1} \bar{d}(Y) = \sum_{Y \in O(\mathcal{E}' \boxtimes \_ E \text{Vec})} \phi_X^{\pm 1} d(Y) \bar{d}(Y) = \sum_{Y \in O(\mathcal{E}' \boxtimes \_ E \text{Vec})} \phi_X^{\pm 1} \left( \sum_{X \in O(\mathcal{E}')} \dim_k \text{Hom}_{\mathcal{E}'}(X, Y) \bar{d}(X) \right) \bar{d}(Y) = \sum_{X \in O(\mathcal{E}')} \theta_X^{\pm 1} (X) \left( \sum_{Y \in O(\mathcal{E}' \boxtimes \_ E \text{Vec})} \dim_k \text{Hom}_{\mathcal{E}'}(X, Y) \bar{d}(Y) \right) = \sum_{X \in O(\mathcal{E}')} \theta_X^{\pm 1} (X) \bar{d}(F(X)) = \tau^{\pm}(\mathcal{E}') = \tau^{\pm}(\mathcal{C}),
\]

where we used the relation \((128)\), the standard adjunction for \( F \), the fact that \( F \) is compatible with the spherical structures, and Corollary 6.15. \( \square \)

**Corollary 6.18.** Let \( \mathcal{E} \subset \mathcal{C} \) be an isotropic Tannakian subcategory of a pre-modular category \( \mathcal{C} \). Then

\[
(130) \quad \xi(\mathcal{E}' \boxtimes \_ E \text{Vec}) = \xi(\mathcal{C}),
\]

i.e., the central charge does not change after passing to the fiber category.

**Proof.** Note that \( \dim(\mathcal{E}' \boxtimes \_ E \text{Vec}) = \dim(\mathcal{C})/\dim(\mathcal{E})^2 \) by equation \((129)\) and Theorem 3.10(i) and combine this with Theorem 6.16. \( \square \)

6.4. **Some invariants of weakly integral non-degenerate braided categories.** Let \( \mathcal{C} \) be a weakly integral non-degenerate braided fusion category. We will associate to it an element \( x_\mathcal{C} \in \mathbb{Q}_{>0}^*/(\mathbb{Q}_{>0})^2 \) and the “Gauss-Frobenius-Perron sums” \( T^{\pm}(\mathcal{C}) \in k^x \).
6.4.1. The element $x_C \in \mathbb{Q}_{>0}^\times / (\mathbb{Q}_{>0}^\times)^2$. As usual, let $\mathcal{O}(\mathcal{C})$ denote the set of isomorphism classes of the simple objects of $\mathcal{C}$. Let $\Gamma \subset \mathbb{Q}_{>0}^\times / (\mathbb{Q}_{>0}^\times)^2$ be the image of the grading $\deg : \mathcal{O}(\mathcal{C}) \to \mathbb{Q}_{>0}^\times / (\mathbb{Q}_{>0}^\times)^2$ from Proposition 2.15(iii). Let $\mathcal{C}^{int} \subset \mathcal{C}$ be the trivial component of this grading, i.e., the maximal integral subcategory of $\mathcal{C}$. Set $\mathcal{A} := (\mathcal{C}^{int})'$. By definition, $\mathcal{C}^{int} \supset \mathcal{C}_{ad}$, so $\mathcal{A} \subset \mathcal{C}_{pt}$ by Corollary 3.27. Since $\mathcal{C}_{pt} \subset \mathcal{C}^{int}$ we see that $\mathcal{A} \subset \mathcal{A}'$, i.e., $\mathcal{A}$ is symmetric. For every simple $a \in \mathcal{A}$ the braiding $c_{a,a} : a \otimes a \to a \otimes a$ acts as multiplication by some character $\chi(a) \in k^\times$, and since $\mathcal{A}$ is symmetric the function

$$\chi : \mathcal{O}(\mathcal{A}) \to k^\times$$

is a character with values $\pm 1$.

On the other hand, the perfect pairing $\langle \cdot, \cdot \rangle$ provides an isomorphism $\alpha : \mathcal{O}(\mathcal{C}_{pt}) \cong \text{Hom}(U_{\mathcal{C}}, k^\times)$, and $\mathcal{O}(\mathcal{A}) \subset \mathcal{O}(\mathcal{C}_{pt})$ is the preimage of $\text{Hom}(\Gamma, k^\times) \subset \text{Hom}(U_{\mathcal{C}}, k^\times)$. So the character $\chi$ defines an element of $\Gamma \subset \mathbb{Q}_{>0}^\times / (\mathbb{Q}_{>0}^\times)^2$, which will be denoted by $x_C$. In other words, $x_C \in \Gamma$ is defined by the equality

$$\langle a, x_C \rangle = \chi(a) \quad \text{for all} \quad a \in \mathcal{O}(\mathcal{A}),$$

where $\langle \cdot, \cdot \rangle$ is the pairing between $\mathcal{O}(\mathcal{A})$ and $\Gamma$. By definition, $\chi$ is a character with values $\pm 1$.

Example 6.19. Let $\mathcal{C}$ be an Ising braided category (see Appendix B). Then $x_C \neq 1$. To see this, recall that $\mathcal{C}^{int} = \mathcal{C}_{pt} = \mathcal{C}_{ad}$ (see 131). So the subcategory $\mathcal{A} := (\mathcal{C}^{int})'$ equals $(\mathcal{C}_{ad})' = \mathcal{C}_{pt} = \mathcal{C}_{ad}$. By Lemma 131 $\mathcal{C}_{ad} \simeq \text{Vec}$ so the character $\chi$ is nontrivial. Therefore the element $x_C \in \Gamma \subset \mathbb{Q}_{>0}^\times / (\mathbb{Q}_{>0}^\times)^2$ is not equal to 1. In fact, $\Gamma$ has only one element not equal to 1, namely, the image of 2 $\in \mathbb{Q}_{>0}^\times$.

Proposition 6.20. If $\mathcal{C}$ is the center of a fusion category then $x_C = 1$.

Proof. Suppose that $\mathcal{C}$ is the center of a fusion category $\mathcal{M}$. By Proposition 2.36 $\mathcal{M}$ is weakly integral. Therefore Proposition 2.18(iii) applies to $\mathcal{M}$, and we get a grading $\deg : \mathcal{O}(\mathcal{M}) \to \mathbb{Q}_{>0}^\times / (\mathbb{Q}_{>0}^\times)^2$. For each grading $\delta : \mathcal{O}(\mathcal{M}) \to k^\times$ which can be factored as $\mathcal{O}(\mathcal{M}) \to \mathbb{Q}_{>0}^\times / (\mathbb{Q}_{>0}^\times)^2 \to k^\times$ we have the following object $c_\delta \in \mathcal{Z}(\mathcal{M}) = C$: as an object of $\mathcal{M}$, $c_\delta$ equals 1, and for each simple $m \in \mathcal{M}$ the isomorphism $m \otimes 1 \sim 1 \otimes m$ equals $\delta(m)$. It is easy to see that the fusion category $\mathcal{A} := (\mathcal{C}^{int})'$ is generated by the $c_\delta$’s. On the other hand, the braiding $c_\delta \otimes c_\delta \sim c_\delta \otimes c_\delta$ equals 1 for each $\delta$. \hfill \Box

Now let us assume that $\mathcal{C}$ contains a Tannakian subcategory $\mathcal{E}$. The fiber category $\hat{\mathcal{C}} = \mathcal{E}' \boxtimes \mathcal{E}$ is also weakly integral. Indeed, FPdim($\hat{\mathcal{C}}$) is an algebraic integer (see 2.44), and Corollary 2.20 and Proposition 4.26 imply that FPdim($\hat{\mathcal{C}}$) $\in \mathbb{Q}$. Hence the element $x_{\hat{\mathcal{C}}} \in \mathbb{Q}_{>0}^\times / (\mathbb{Q}_{>0}^\times)^2$ is defined.

Proposition 6.21. We have $x_C = x_{\hat{\mathcal{C}}}$. \hfill \Box

Proof. Let $\mathcal{A} := (\mathcal{C}^{int})' \subset \mathcal{C}$. Let $\chi : \mathcal{O}(\mathcal{A}) \to k^\times$ have the same meaning as in 131. Similarly, one has $\hat{\mathcal{A}} := (\mathcal{C}^{int})'$ and $\hat{\chi} : \mathcal{O}(\hat{\mathcal{A}}) \to k^\times$. Let $F : \mathcal{E}' \to \hat{\mathcal{C}}$ be the canonical braided functor. By Corollary 2.40 $\mathcal{E} \subset \mathcal{C}^{int}$, hence $\mathcal{A} \subset \mathcal{E}'$. Since $F(\mathcal{C}^{int}) = \mathcal{C}^{int}$ one has $F(\mathcal{A}) \subset \hat{\mathcal{A}}$. Clearly $\chi(a) = \hat{\chi}(F(a))$.

By the definition of $x_{\hat{\mathcal{C}}}$, there exists an object $\hat{X} \in \mathcal{O}(\hat{\mathcal{C}})$ such that the image of $\text{FPdim}(\hat{X})^2$ in $\mathbb{Q}_{>0}^\times / (\mathbb{Q}_{>0}^\times)^2$ equals $x_{\hat{\mathcal{C}}}$ and the square of the braiding $c_{X,a}c_{a,X}$
equals $\tilde{\chi}(a)$ for any $a \in \mathcal{O}(\hat{A})$. Let $X \in \mathcal{O}(\mathcal{C})$ be a simple object such that $F(X)$ contains $\tilde{X}$ as a direct summand. Then the image of $\text{FPdim}(X)^2$ in $\mathbb{Q}_{>0}^x/(\mathbb{Q}_{>0}^x)^2$ equals $x_\mathcal{C}$ and the square of the braiding $c_{X,a}c_{a,X}$ equals $\tilde{\chi}(F(a)) = \chi(a)$ for any $a \in \mathcal{O}(\hat{A})$. By definition, this means that $x_\mathcal{C} = x_C$. □

6.4.2. A formula for the Gauss sum of $\mathcal{C}$. Choose a spherical structure $s$ on $\mathcal{C}$ (it exists by Corollary 2.24). Then $(\mathcal{C}, s)$ is a modular category, so one can consider the Gauss sums

$$
\tau^\pm(\mathcal{C}, s) := \sum_{X \in \mathcal{O}(\mathcal{C})} \theta_{X,s}^{\pm 1} d_s(X)^2,
$$

where $\theta_{X,s}$ is the twist corresponding to $s$ and $d_s(X)$ is the quantum dimension.

For $x \in \mathbb{Q}_{>0}^x/(\mathbb{Q}_{>0}^x)^2$ define $\mathcal{O}_x(\mathcal{C}) \subset \mathcal{O}(\mathcal{C})$ to be the preimage of $x$ with respect to $\deg : \mathcal{O}(\mathcal{C}) \to \mathbb{Q}_{>0}^x/(\mathbb{Q}_{>0}^x)^2$.

**Proposition 6.22.** If $s$ is chosen so that $d_s(X) = 1$ for all invertible $X \in \mathcal{C}$ then

$$
\tau^\pm(\mathcal{C}, s) = \sum_{X \in \mathcal{O}_1(\mathcal{C})} \theta_{X,s}^{\pm 1} d_s(X)^2.
$$

**Proof.** It suffices to show that

(134) \[ \sum_{X \in \mathcal{O}_1(\mathcal{C})} \theta_{X,s}^{\pm 1} d_s(X)^2 = 0 \quad \text{for } x \neq x_\mathcal{C}. \]

By (134), for each simple $a \in \hat{A}$ and $X \in \mathcal{C}$ one has $\theta_{a \otimes X}/(\theta_a \theta_X) = c_{a,X}c_{X,a}$, where $c$ is the braiding. By the definition of the pairing (17), for each simple $a \in \mathcal{A}$ one has $c_{a,X}c_{X,a} = \langle a, \deg X \rangle$, so $\theta_{a \otimes X} = \theta_a \cdot \theta_X \cdot \langle a, \deg X \rangle$. Since $\mathcal{A}$ is a pointed pre-modular category in which the quantum dimensions of all simple objects equal 1 the twists $\theta_a$ are given by formula (20). In other words, $\theta_a = \chi(a) = \chi(a)^{-1}$, where $\chi$ is the character (131). By (132), we get $\theta_a = \langle a, x_C^{-1} \rangle$ and therefore $\theta_{a \otimes X} = \theta_X \cdot \langle a, x_C^{-1} \rangle \cdot \deg X$. Combining this with the equality $d_s(a \otimes X)^2 = d_s(X)^2$ we get (134). □

6.4.3. The Gauss-Frobenius-Perron sums $\mathcal{T}^\pm(\mathcal{C})$. We keep the notation of §6.4.2. Represent $x_\mathcal{C} \in \mathbb{Q}_{>0}^x/(\mathbb{Q}_{>0}^x)^2$ as the class of a square-free positive number $n_\mathcal{C} \in \mathbb{Z}$. Let $n_{\mathcal{C}}^{-1/2} \in \mathbb{R}$ denote the positive square root of $n_{\mathcal{C}}^{-1}$. By definition, $\mathcal{O}_{x_\mathcal{C}}(\mathcal{C})$ consists of those $X \in \mathcal{O}(\mathcal{C})$ for which the number $n_{\mathcal{C}}^{-1/2}\text{FPdim}(X) \in \mathbb{R}$ is an integer. Consider these integers as elements of $k$ and define the Gauss-Frobenius-Perron sums $\mathcal{T}^\pm(\mathcal{C})$ by

(135) \[ \mathcal{T}^\pm(\mathcal{C}) = \sum_{X \in \mathcal{O}_{x_\mathcal{C}}(\mathcal{C})} (n_{\mathcal{C}}^{-1/2}\text{FPdim}(X)) \cdot \theta_{X,s}^{\pm 1} d_s(X), \]

where $s$ is any spherical structure on $\mathcal{C}$.

**Remarks 6.23.**

(i) It is easy to see that the product $\theta_{X,s}^{\pm 1} d_s(X)$ does not depend on $s$, so $\mathcal{T}^\pm(\mathcal{C})$ is well-defined. In fact, $\theta_{X,s}^{\pm 1} d_s(X) = \text{Tr}(u_X)$ and $\theta_{X,s} d_s(X) = \text{Tr}(u_X^{-1})$ where $u_X$ is defined by (12).

(ii) Choose an embedding $\varphi : k_{\mathcal{C},x_\mathcal{C}} \to \mathbb{R}$. By Corollary 2.24 $\mathcal{C}$ has a unique $\varphi$-positive spherical structure $s_\varphi$. One has $d_{s_\varphi}(X) = \varphi^{-1}(\text{FPdim}(X))$. Combining this with Proposition 6.22 we see that

(136) \[ \mathcal{T}^\pm(\mathcal{C}) = \varphi^{-1}(n_{\mathcal{C}}^{-1/2}) \cdot \tau^\pm(\mathcal{C}, s_\varphi). \]
In particular, if $\mathcal{C}$ is integral then $T^{\pm}(\mathcal{C})$ equals the Gauss sum $\tau^{\pm}$ of $\mathcal{C}$ equipped with the positive spherical structure.

(iii) Since $\tau^{\pm}(\mathcal{C}, s_\varphi) \in k^\times_{\text{cyc}}$ and $n^{1/2}_\mathcal{C}$ is cyclotomic formula (136) implies that $T^{\pm}(\mathcal{C}) \in k^\times_{\text{cyc}}$. It also implies that $T^-(\mathcal{C}) = T^+(\mathcal{C})$. Moreover, $T^{\pm}(\mathcal{C})$ is an algebraic integer; this follows from (136) because the numbers $n^{1/2}_\mathcal{C}\text{FPdim}(X)$, $d_s(X)$, and $\theta^{\pm1}_X, s$ are algebraic integers.

**Proposition 6.24.** Let $\mathcal{C}$ be a weakly integral non-degenerate braided category.

(i) $T^-(\mathcal{C}) = \overline{T^+(\mathcal{C})}$.

(ii) If $\mathcal{C} = \mathcal{C}_1 \boxtimes \mathcal{C}_2$ then $T^\pm(\mathcal{C}) = aT^\pm(\mathcal{C}_1) \cdot T^\pm(\mathcal{C}_2)$ for some positive $a \in \mathbb{Q}$.

(iii) If $\mathcal{C}$ is the center of a fusion category then $T^\pm(\mathcal{C})$ is a positive integer.

(iv) If $\mathcal{E} \subset \mathcal{C}$ is a Tannakian subcategory then $T^\pm(\mathcal{C}) = T^\pm(\mathcal{E} \boxtimes \mathcal{E}) \cdot \text{dim}(\mathcal{E})$.

**Proof.** Statements (i) and (ii) follow from (136), (124), and (123). Let us prove (iii). If $\mathcal{C}$ is the center of a fusion category $\mathcal{M}$ then $\mathcal{M}$ is weakly integral, see Proposition 2.36. Choose an embedding $\varphi : k_{\text{cyc}} \to \mathbb{R}$ and equip $\mathcal{M}$ with the $\varphi$-positive spherical structure. The corresponding spherical structure on $\mathcal{C}$ is the $\varphi$-positive spherical structure $s_\varphi$, so $\tau^\pm(\mathcal{C}, s_\varphi) = \text{dim} \mathcal{M}$ (see Example 6.1). Since $\mathcal{M}$ is weakly integral $\text{dim} \mathcal{M}$ is a positive integer. Now use (136) and note that $n_\mathcal{C} = 1$ by Proposition 6.20. To prove (iv), use (136), Theorem 6.16, and Proposition 6.21.

**Example 6.25.** By [13, 3] Ising braided categories are labeled by elements $\zeta \in k$ satisfying $\zeta^8 = -1$; we denote them by $\mathcal{I}_\zeta$. We will show that

(137) $T^\pm(\mathcal{I}_\zeta) = \zeta^{T^1}(\zeta^2 + \zeta^{-2})$.

Let us deduce (137) from (136). By Example 6.19 if $\mathcal{C} = \mathcal{I}_\zeta$ then $n_\mathcal{C} = 2$. By Proposition 13.3 the set $O_{\mathcal{I}_\zeta}(\mathcal{C}) := \{Y \in O(\mathcal{C})|\text{FPdim}(Y)/\sqrt{2} \in \mathbb{Z}\}$ has a single element $X$, and $\text{FPdim}(X) = \sqrt{2}$. Therefore $T^\pm(\mathcal{C}) = \theta^{s}_X d_s(X)$, where $s$ is any spherical structure on $\mathcal{C}$. By (13.2) these structures are labeled by $\epsilon \in \{1, -1\}$. If $\zeta$ corresponds to $\epsilon$ then $\theta_X, \epsilon = \epsilon \zeta^{-1}$ (see Proposition 13.20) and $d_s(X) = \epsilon(\zeta^2 + \zeta^{-2})$ (see (13.2) and formula (14.3)), so we get (137).

**Appendix A. Pre-metric groups and their Gauss sums**

In this appendix we recall basic results on quadratic forms on finite abelian groups. With a possible exception of Theorem A.24 all of them are well known (see, e.g., [Wa, We, MH, BLLV, L]), but we are unable to attribute them to concrete authors. However, we would like to mention that the description of anisotropic metric groups given below is a particular case of C.T.C.Wall’s classification of all metric groups in [Wa, §6].

We will use the definitions and notation from §§12.1.1, 12.1.3 and 6.1 with the following exception: the operation in pre-metric groups will be denoted by $\cdot$. So a function $q : G \to k^\times$ is a quadratic form if $q(-g) = q(g)$ and the function $b(g_1, g_2) = q(g_1 + g_2)/q(g_1)q(g_2)$ is a bicharacter. These properties imply that $q(n g) = q(g)^n$, $n \in \mathbb{Z}$. The following fact is standard.

**Lemma A.1.** If $|G|$ is odd then any quadratic form $q : G \to k^\times$ can be written as $q(g) = \beta(g, g)$, where $\beta : G \times G \to k^\times$ is a bicharacter. □
A.1. Anisotropic metric groups. A quadratic form \( q : G \to k^\times \) is said to be anisotropic if \( q(g) \neq 1 \) for \( q \in G \setminus \{0\} \). In this case we also say that the pre-metric group \((G, q)\) is anisotropic. Remark A.1(ii) implies that if \(|G|\) is odd then an anisotropic quadratic form \( q : G \to k^\times \) is non-degenerate. On the other hand, the quadratic form \( q : \mathbb{Z}/2\mathbb{Z} \to k^\times \) defined by \( q(n) = (-1)^n \) is anisotropic but degenerate.

In this subsection and in (A.3) we classify anisotropic metric groups. Degenerate anisotropic pre-metric groups will be classified in (A.5).

**Proposition A.2.** (i) The norm map \( N_{q^{1/2}} : \mathbb{F}_q^2 \to \mathbb{F}_q \) is an anisotropic non-degenerate quadratic form.

(ii) Let \( V \) be a vector space over \( \mathbb{F}_p \) and \( q : V \to \mathbb{F}_p \) an anisotropic quadratic form. Then \( \dim V \leq 2 \). If \( \dim V = 2 \) then \((V,q)\) is isomorphic to \((\mathbb{F}_p^2, N_{q^{1/2}/\mathbb{F}_p})\).

This is well known (e.g., see [Se, Ch IV, §1.7]).

**Proposition A.3.** (i) Let \( p \) be a prime and \((G, q)\) an anisotropic pre-metric group such that \( q(g)^p = 1 \) for all \( g \in G \). Then \( G \) is a vector space over \( \mathbb{F}_p \) of dimension at most 2.

(ii) For each prime \( p \) there exists a unique up to isomorphism pair \((G, q)\), where \( G \) is a 2-dimensional vector space over \( \mathbb{F}_p \) and \( q \) is an anisotropic quadratic form on \( G \) with values in \( \mu_p := \{ x \in k^\times | x^p = 1 \} \). Namely, one can take \( G = \mathbb{F}_p^2 \), \( q(x) = \zeta^{N_{q^{1/2}/\mathbb{F}_p}(x)} \), where \( \zeta \in k \) is a primitive \( p \)-th root of 1. Such a pair \((G, q)\) is a metric group with \( \tau^+ \) of the form \((G, q) = -p \).

**Proof.** (i) If \( g \in G \) then \( q(pg) = q(g)^p = 1 \). Since \( q \) is anisotropic \( pG = 0 \), i.e., \( G \) is a vector space over \( \mathbb{F}_p \). Now use Proposition A.2.

(ii) Use Proposition A.2 and the formula
\[
\sum_{x \in \mathbb{F}_p^2} \zeta^{N_{q^{1/2}/\mathbb{F}_p}(x)} = -p.
\]

To prove this formula note that for each \( a \in \mathbb{F}_p^\times \) there are \( p + 1 \) elements \( x \in \mathbb{F}_p^2 \) with \( N_{q^{1/2}/\mathbb{F}_p}(x) = a \), so
\[
\sum_{x \in \mathbb{F}_p^2} \zeta^{N_{q^{1/2}/\mathbb{F}_p}(x)} = 1 + (p + 1) \sum_{a \in \mathbb{F}_p^\times} \zeta^a = 1 - (p + 1) = -p.
\]

\( \square \)

**Lemma A.4.** Let \( p \) be an odd prime.

(i) If \( n \geq 2 \) and \((G, q)\) is a pre-metric group such that \( p^nG = 0 \) then the subgroup \( p^{n-1}G \subset G \) is isotropic.

(ii) If \( G \) is an abelian \( p \)-group and the quadratic form \( q : G \to k^\times \) is anisotropic then \( pG = 0 \).

(iii) If \( pG = 0 \) and \( q : G \to k^\times \) is a quadratic form then \( q(g)p \) is a quadratic form for all \( g \in G \).

**Proof.** (i) and (iii) follow from Lemma A.1. Statement (ii) follows from (i). \( \square \)

**Remark A.5.** If \( p = 2 \) then statements (ii) and (iii) are false; (i) is false if \( p = 2 \) and \( n = 2 \). Counterexamples: (i-ii) \( G = \mathbb{Z}/4\mathbb{Z}, q(n) = \zeta^{n^2} \), where \( \zeta \) is a primitive 8-th root of 1; (iii) \( G = \mathbb{Z}/2\mathbb{Z}, q(n) = i^{n^2}, \) where \( i^2 = -1 \).
Now we get a complete list of anisotropic metric $p$-groups for $p \neq 2$. Fix a primitive $p$-th root of unity $\zeta \in k$.

**Proposition A.6.** If $p \neq 2$ there are 3 isomorphism classes of nonzero anisotropic metric $p$-groups $(G, q)$, namely:

(i) $G = \mathbb{F}_p$, $q(a) = \zeta a^2$,

(ii) $G = \mathbb{F}_p^\times$, $q(a) = \zeta ca^2$, where $c \in \mathbb{F}_p^\times$ is a quadratic nonresidue,

(iii) $G = \mathbb{F}_{p^2}^\times$, $q(a) = \zeta^{\left\lfloor a^2/p^2(a) \right\rfloor}$.

**Proof.** Combine Lemma A.4(ii-iii) and Proposition A.3. □

A complete list of anisotropic metric 2-groups will be given in A.3.3.

A.2. **Proof of Proposition 6.4.** We will prove the following statement.

**Proposition A.7.** Let $p$ be a prime and $(G, q)$ a metric group of order $p^{2n}$, $n \in \mathbb{N}$. Then $\tau^+(G, q) = p^n\epsilon$, where $\epsilon = \pm 1$ if $p \neq 2$ and $\epsilon = 1$ if $p = 2$. If $\epsilon = 1$ then $G$ has a Lagrangian subgroup.

Proposition 6.4 follows from Proposition A.7 because if $\tau^+(G, q) \in \mathbb{Z}$ then $|G| = \tau^+(G, q)\tau^-(G, q) = (\tau^+(G, q))^2$ is the square of an integer.

Let us prove Proposition A.7 for $p \neq 2$. By Proposition 6.1 it suffices to show that if $(G, q)$ is an anisotropic metric group of order $p^{2n}$ then $\tau^+(G, q) = \pm p^n$ and $\tau^+(G, q) = p^n$ only if $n = 0$. This follows from Propositions A.3 and A.6.

To treat the case $p = 2$ we need the following lemma.

**Lemma A.8.** Let $G$ be an abelian 2-group. If there exists a symmetric bicharacter $b : G \times G \to k^\times$ such that the quadratic form $b(x, x)$ is anisotropic then $|G| \leq 2$.

**Proof.** Let $x \in G$ and let $n \in \mathbb{N}$ be the minimal number such that $2^nx = 0$. If $n > 1$ then $b(2^{n-1}x, 2^{n-1}x) = 0$ contrary to the assumption on $b$. Thus $2G = 0$. Therefore the map $x \mapsto b(x, x)$ is a character with values $\pm 1$ and trivial kernel. So $|G| \leq 2$. □

**Corollary A.9.** Let $G$ be an abelian 2-group equipped with a symmetric bicharacter $b : G \times G \to k^\times$. Then there exists a subgroup $L \subset G$ such that $L \subset L^\perp$ and $(L^\perp : L) \leq 2$.

**Proof.** It suffices to show that if $|G| > 2$ then there is a nonzero subgroup $L_0 \subset G$ such that $L_0 \subset L_0^\perp$. By Lemma A.8 $b(x, x) = 0$ for some nonzero $x \in G$. Take $L_0$ to be the subgroup generated by $x$. □

Now let us prove Proposition A.7 for a metric group $(G, q)$ of order $2^{2n}$. Applying Corollary A.9 to the bicharacter $b : G \times G \to k^\times$ corresponding to $q$ we get a subgroup $L \subset G$ such that $L \subset L^\perp$ and $(L^\perp : L) \leq 2$. But $(L^\perp : L) = \frac{|G|}{|L^\perp|} = \frac{2^{2n}}{2^n}$ is a square, so $L^\perp = L$ and $|L| = 2^n$.

Let $\chi : L \to k^\times$ be the restriction of $q : G \to k^\times$. Then $\chi$ is a character with values $\pm 1$. Let $u \in G/L$ be the preimage of $\chi \in L^\times$ under the canonical isomorphism $G/L \cong L^\times$. Then $2u = 0$.

For any $g \in G$ the sum

$$\sum_{h \in L} q(g + h) = q(g) \sum_{h \in L} b(g, h)\chi(h)$$
equals $2^n q(g)$ if the image of $g$ in $G/L$ equals $u$; otherwise the sum equals 0. So
\[ \tau^+(G, q) = 2^n q(g_0) \]
for any $g_0 \in G$ whose image in $G/L$ equals $u$. Since $2u = 0$ we have $2g_0 \in L$, so $q(g_0)^4 = q(2g_0) = \chi(g_0) = \pm 1$. Therefore $q(g_0)$ is an 8-th root of 1. Finally, if $q(g_0) = 1$ then $G$ has a Lagrangian subgroup $L'$; namely, if $u = 0$ take $L' = L$ and if $u \neq 0$ take $L'$ to be the subgroup generated by $g_0$ and $\ker(L \xrightarrow{\chi} \{1, -1\})$.

A.3. Anisotropic metric 2-groups. We begin with some examples.

A.3.1. Metric groups of order 2. For each $i \in k$ such that $i^2 = -1$ let $A_i$ denote the group $\mathbb{Z}/2\mathbb{Z}$ equipped with the quadratic form $n \mapsto i^n$. Clearly $A_i$ is an anisotropic metric group and $\tau^+(A_i) = 1 + i$. It is easy to see that there are no other metric groups of order 2.

A.3.2. Some metric groups of order 4.

Examples A.10. (i) For each $i \in k$ such that $i^2 = -1$ the orthogonal direct sum $A_i \oplus A_i$ is an anisotropic metric group of order 4 and $\tau^+(A_i \oplus A_i) = 2i$.

(ii) Let $\xi \in k$ be a primitive 8-th root of unity. Then $\mathbb{Z}/4\mathbb{Z}$ equipped with the quadratic form $n \mapsto \xi^{2n}$ is an anisotropic metric group whose Gauss sum $\tau^+$ equals 2$\xi$.

(iii) Let $C$ denote the metric group from Proposition A.3 (ii) for $p = 2$; explicitly, $C$ is the group $(\mathbb{Z}/2\mathbb{Z})^2$ equipped with the quadratic form $q(x, y) = (-1)^{x^2 + xy + y^2}$. Then $C$ is an anisotropic metric group of order 4 and $\tau^+(C) = -2$.

In A.3.3 we will see that Examples A.10 give all anisotropic metric groups of order 4. Now we will give a uniform description of the metric groups from Examples A.10 (i-iii). Note that each of them contains an element of order 2 on which the quadratic form takes value $-1$. Let $T$ denote the set of isomorphism classes of triples $(G, q, u)$ in which $(G, q)$ is a metric group of order 4 and $u \in G$ is an element of order 2 with $q(u) = -1$. Here is a description of $T$.

Lemma A.11. (i) For any $(G, q, u) \in T$ the values of $q$ on the two elements of $G \setminus \{0, u\}$ are 8-th roots of unity equal to each other.

(ii) Associating this 8-th root of unity to $(G, q, u) \in T$ one gets a bijection
\[ T \xrightarrow{\sim} \mu_8 := \{ \xi \in k | \xi^8 = 1 \}. \]
If $(G, q, u)$ corresponds to $\xi$ then $\tau^+(G, q) = 2\xi$.

(iii) Let $\xi \in \mu_8$. Set $n(\xi) := 0$ if $\xi^4 = 1$ and $n(\xi) := 1$ if $\xi^4 = -1$. Then the metric group $M_\xi$ corresponding to $\xi$ has the following description: as an abelian group, it has generators $u, v$ with the defining relations $2u = 0$, $2v(\xi)u$, and the quadratic form $q : M_\xi \to k^\times$ is given by
\[ q(u) = -1, q(v) = q(u + v) = \xi, q(0) = 1. \]

Proof. Let $b : G \times G \to k^\times$ be the bicharacter corresponding to $q$. For any $v \in G$ one has $4v = 0$, so $q(v)^4 = b(v, v)^4 = b(4v, v) = 1$.

Now suppose that $v \neq 0, u$. Since $b(u, u) = q(u)^2 = 1$ and $2v \in \{0, u\}$ we get $b(u, v)^2 = 1$. As $b$ is non-degenerate $b(u, v) \neq 1$ (otherwise $u \in \ker b$). So $b(u, v) = -1$. Therefore $q(u + v) = q(u)q(v)b(u, v) = q(v)$. Clearly $2vu$ for some $n \in \mathbb{Z}/2\mathbb{Z}$. If $q(v) = \xi$ then $\xi^4 = q(u)^n = (-1)^{n^2} = (-1)^n$, so $n(\xi)$. 

Finally, \( \tau^+(G, q) = 1 - 1 + 2\xi = 2\xi \).

**Remarks A.12.**

(i) \( M_\xi \) is anisotropic if and only if \( \xi \neq 1 \).

(ii) If \( \xi \) is a primitive 8-th root of unity then \( M_\xi \) is the metric group from Example A.10(ii). If \( \xi = i \), \( i^2 = -1 \), then \( M_\xi \) is the metric group \( A_i \oplus A_i \) from Example A.10(i). If \( \xi = -1 \) then \( M_\xi \) is the metric group from Example A.10(iii). Finally, if \( \xi = 1 \) then \( M_\xi \) is isomorphic to \((\mathbb{Z}/2\mathbb{Z})^2\) equipped with the hyperbolic form \((x, y) \mapsto (-1)^{xy}\).

(iii) Let \( \text{Aut}(M_\xi, u) \) denote the stabilizer of \( u \) in \( \text{Aut}(M_\xi) \). Clearly \(|\text{Aut}(M_\xi, u)| = 2 \) and the unique nontrivial element of \( \text{Aut}(M_\xi, u) \) permutes \( v \) and \( v + u \). This automorphism can also be written as \( x \mapsto x + m(x)u \), where \( m(x) \in \mathbb{Z}/2\mathbb{Z} \) is such that \((-1)^m(x) = b(x, u) \). Here \( b : M_\xi \times M_\xi \to k^\times \) is the bicharacter corresponding to the quadratic form on \( M_\xi \).

(iv) If \( \xi \neq -1 \) then \( \text{Aut}(M_\xi, u) = \text{Aut}(M_\xi) \). If \( \xi = -1 \) then \( \text{Aut}(M_\xi) = GL(2, \mathbb{F}_2) \neq \text{Aut}(M_\xi, u) \).

**A.3.3. Classification of anisotropic metric 2-groups.**

**Proposition A.13.**

(i) Every anisotropic metric 2-group has order at most 8.

(ii) The anisotropic metric groups of order 2 are the groups \( A_i \) from Lemma A.4 corresponding to elements \( i \in k \) with \( i^2 = -1 \).

(iii) The anisotropic metric groups of order 4 are the metric groups \( M_\xi \) from Lemma A.11(ii) corresponding to elements \( \xi \in k \) such that \( \xi^8 = 1 \), \( \xi \neq 1 \).

(iv) Every anisotropic metric group of order 8 is isomorphic to an orthogonal direct sum \( M_\xi \oplus A_i \), where \( \xi, i \in k \), \( i^2 = -1 \), \( \xi^8 = 1 \), \( \xi \neq 1, -i \).

(v) \( M_\xi \oplus A_i \cong M_\xi \oplus A_{-i} \). If \( M_\xi \oplus A_i \cong M_\xi \oplus A_{i'} \) then \( \xi = \xi' \).

**Proof.** (i) Let \((G, q)\) be a metric 2-group and \( b : G \times G \to k^\times \) the bicharacter corresponding to \( q \). By Corollary A.3 there is a subgroup \( L \subseteq G \) such that \( L \subseteq L^\perp \) and \( 2 \cdot |L|^2 \geq |G| \). The restriction of \( q \) to \( L \) is a character with values \pm 1. Its kernel is trivial because \( q \) is anisotropic. So \(|L| \leq 2\) and therefore \( G \leq 2 \cdot |L|^2 \leq 8 \).

(ii) is clear.

(iii) If \(|G| = 4 \) then \(|L| = 2 \). If \( u \in L \), \( u \neq 0 \) then \( q(u)^2 = b(u, u) = 1 \), so \( q(u) = -1 \). Therefore \((G, q)\) is one of the groups \( M_\xi \) from Lemma A.11. Recall that \( M_\xi \) is anisotropic if and only if \( \xi \neq 1 \).

(iv) If \(|G| = 8 \) then \(|L| = 2 \) and \(|L^\perp| = 4 \). Let \( v \in L \), \( v \notin L^\perp \). Since \(|L^\perp/L| = 2 \) one has \( 2v \in L \). So \( q(2v) = b(2v, v)^2 = 1 \), and since \( q \) is anisotropic \( 2v = 0 \). Let \( N \subseteq G \) be the subgroup generated by \( v \). The restriction of \( b \) to \( N \) is non-degenerate, so \( N \) and \( N^\perp \) are metric groups and \( G = N \oplus N^\perp \). By (ii) and (iii), \( N \cong A_i \) and \( N^\perp \cong M_\xi \) for some \( i \) and \( \xi \). Clearly \( M_\xi \oplus A_i \) is anisotropic if and only if \( q(x) \notin \{1, -i\} \) for \( x \in M_\xi \setminus \{0\} \), i.e., if and only if \( \xi \neq 1, -i \).

(v) If \( M_\xi \oplus A_i \cong M_{\xi'} \oplus A_{i'} \), then \( \tau^+(M_{\xi'}) = \tau^+(M_{\xi'}) \) and therefore \( \xi = \xi' \). To construct an isomorphism \( M_\xi \oplus A_i \cong M_\xi \oplus A_{-i} \), note that \( M_\xi \oplus A_i \) has an element \( w \) such that \( q(w) = -i \) (namely, \( w \) is the sum of the element \( u \in M_\xi \) and the nonzero element of \( A_i \)). \( \square \)

**A.4. Slightly degenerate pre-metric groups.** Let \((G, q)\) be a pre-metric group. Let \( b : G \times G \to k^\times \) be the bicharacter corresponding to \( q \). The restriction of \( q \) to \( \text{Ker} \ b \) is a character.

**Definition A.14.** A pre-metric group \((G, q)\) is said to be **slightly degenerate** if \(|\text{Ker} \ b| = 2 \) and the value of \( q \) at the nontrivial element of \( \text{Ker} \ b \) equals \(-1 \).
Example A.15. $G = \mathbb{Z}/2\mathbb{Z}$, $q(n) = (-1)^n$. (The role of this example is clear from Corollary A.19 below.)

Lemma A.16. If a pre-metric group $(G, q)$ is slightly degenerate then the exact sequence of groups $0 \to \text{Ker} b \to \tilde{G} \to G/\text{Ker} b \to 0$ splits.

Proof. Since $\text{Ker} b \simeq \mathbb{Z}/2\mathbb{Z}$ it suffices to show that $\text{Ker} b \not\subset 2G$. If $x \in G$ and $2x \in \text{Ker} b$ then $q(2x) = q(x)^2 = b(2x,x) = 1$. By Definition A.13 $q(y) \neq 1$ if $y \in \text{Ker} b$, $y \neq 0$. So $2x = 0$. □

Let $\mathcal{A}$ be the following category: its objects are slightly degenerate pre-metric groups and an $\mathcal{A}$-morphism from $(G_1, q_1) \in \mathcal{A}$ to $(G_2, q_2) \in \mathcal{A}$ is a morphism of pre-metric groups which maps $\text{Ker} b_1$ to $\text{Ker} b_2$.

We will construct an equivalence between $\mathcal{A}$ and the following category $\mathcal{B}$: the objects of $\mathcal{B}$ are pairs $(H, \beta)$, where $H$ is a finite abelian group and $\beta : H \times H \to k^\times$ is a non-degenerate symmetric pairing; a morphism $(H, \beta) \to (H', \beta')$ is a homomorphism $\phi : H \to H'$ such that $\beta'(\phi(h_1), \phi(h_2)) = \beta(h_1, h_2)$ for all $h_1, h_2 \in H$.

Let $(G, q)$ be a pre-metric group and $b : G \times G \to k^\times$ the bicharacter corresponding to $q$. The group $\tilde{G} := G/\text{Ker} b$ is equipped with the non-degenerate symmetric pairing $\bar{b} : \tilde{G} \times \tilde{G} \to k^\times$ induced by $b$. Thus we get a functor $F : \mathcal{A} \to \mathcal{B}$.

Proposition A.17. The functor $F : \mathcal{A} \to \mathcal{B}$ is an equivalence.

Proof. The inverse functor takes $(H, \beta) \in \mathcal{B}$ to the following pre-metric group $(\tilde{H}, q)$. Define $\tilde{H}$ to be the set of pairs $(h, a)$ with $h \in H$, $a \in k^\times$, $a^2 = b(h, h)$. Define the group operation on $\tilde{H}$ by $(h_1, a_1) + (h_2, a_2) = (h_1 + h_2, a_1 a_2 b(h_1, h_2))$. Finally, set $q(h, a) := a$. □

Proposition A.18. Let $H$ be a finite abelian group with a non-degenerate symmetric pairing $\beta : H \times H \to k^\times$ and let $\tilde{H}$ be the corresponding slightly degenerate pre-metric group (see the proof of Proposition A.17). Then

(i) the epimorphism $\pi : \tilde{H} \to H$ admits a splitting;
(ii) splittings of $\pi$ bijectively correspond to quadratic forms $\tilde{q} : H \to k^\times$ such that the bicharacter $H \times H \to k^\times$ associated to $\tilde{q}$ equals $\bar{b}$; namely, the splitting $H \to \tilde{H}$ corresponding to $\tilde{q}$ is defined by $h \mapsto (h, \tilde{q}(h))$.

Proof. Checking (ii) is straightforward, and (i) follows from Lemma A.16. □

Corollary A.19. Every slightly degenerate pre-metric group can be decomposed as an orthogonal direct sum of a metric group and the pre-metric group from Example A.15. □

A.5. Degenerate anisotropic pre-metric groups.

Lemma A.20. (i) A degenerate anisotropic pre-metric group is slightly degenerate.

(ii) Let $(G, q)$ be a slightly degenerate pre-metric group and $b : G \times G \to k^\times$ the bicharacter corresponding to $q$. Let $G := G/\text{Ker} b$ and $b : G \times G \to k^\times$ the bicharacter induced by $b$. Then $q$ is anisotropic if and only if the quadratic form $x \mapsto b(x, x)$, $x \in \tilde{G}$, is anisotropic.
Proof. The restriction of $q$ to $\ker b$ is a character with trivial kernel, so we get (i). Statement (ii) follows from the equalities $b(x, x)^2 = q(x)$ and $q(x + u) = -q(x)$, where $x \in G$ and $u$ is the nontrivial element of $\ker b$. □

Proposition A.21. (i) A degenerate anisotropic pre-metric group is an orthogonal direct sum of a degenerate anisotropic pre-metric 2-group and an anisotropic metric group of odd order.

(ii) There are two degenerate anisotropic pre-metric 2-groups $(G, q)$, namely the one from Example A.15 and the following one:

\begin{equation}
G = (\mathbb{Z}/2\mathbb{Z})^2, \quad q(m, n) = i^m(-1)^n.
\end{equation}

Here $i \in k$ is a fixed square root of $-1$.

Remark A.22. The equality $(-i)^{m(-1)} = i^m(-1)^{m+n}$ shows that replacing $i$ by $-i$ in (138) one gets an isomorphic pre-metric group.

Proof. (i) is clear and (ii) follows from Proposition A.17, Lemma A.20, and Lemma A.8. (Alternatively, one can use Corollary A.19 and the following corollary of Proposition A.13 if $(H, q)$ is an anisotropic metric 2-group such that $q$ does not take the value $-1$ then $|H| \leq 2$.) □

A.6. Weakly anisotropic pre-metric groups. According to Definition A.22, a pre-metric group $(G, q)$ is said to be weakly anisotropic if it has no nonzero isotropic subgroups stable under $\text{Aut}(G, q)$.

A.6.1. Formulation of the theorem.

Lemma A.23. A pre-metric group $(G, q)$ is weakly anisotropic if and only if all its $p$-components are. □

Now fix a prime $p$. Let $H$ denote $\mathbb{F}_p^2$ equipped with the hyperbolic quadratic form $(x, y) \mapsto \zeta xy$, where $\zeta \in k$ is a fixed primitive $p$-th root of 1. As usual, let $b : G \times G \to k^\times$ denote the symmetric pairing associated to $q$.

Theorem A.24. The following properties of a pre-metric $p$-group $(G, q)$ are equivalent:

(i) $(G, q)$ is weakly anisotropic;

(ii) $(G, q)$ is an orthogonal direct sum of several copies of $H$ and an anisotropic pre-metric $p$-group;

(iii) for every isotropic subgroup $A \subset G$ there exists an isotropic subgroup $B \subset G$ such that the pairing $A \times B \to k^\times$ induced by $b : G \times G \to k^\times$ is non-degenerate.

If $p \neq 2$ these properties are equivalent to the following one:

(iv) $pG = 0$ and $q$ is non-degenerate.

Remark A.25. Combining Lemma A.23 and Theorem A.24 with the classification of anisotropic pre-metric groups from A.1 and A.3 and A.5 one gets a complete classification of pointed weakly anisotropic pre-metric groups.
A.6.2. **Proof of Theorem A.24**

**Lemma A.26.** (iii)⇒(i).

*Proof.* Let $A$ and $B$ have the same meaning as in (iii). Clearly $A \cap B$ is contained in the kernel of the pairing $A \times B \to k^\times$, so $A \cap B = 0$. Choose an isomorphism $f : A \stackrel{\sim}{\to} B$ and let $\varphi : G \to G$ be the automorphism such that $\varphi|_A = f$, $\varphi|_B = f^{-1}$, and $\varphi(x) = x$ if $x$ is orthogonal to $A \oplus B$. Then $\varphi$ preserves $q$ and $\varphi(A) \neq A$ unless $A = 0$. □

**Lemma A.27.** Property (iii) implies that all isotropic elements of $G$ are annihilated by $p$.

*Proof.* Suppose that $x \in G$, $q(x) = 1$, $p^m x = 0$, $q(p^m x) \neq 0$, $m \geq 1$. Let $A \subset G$ be the subgroup generated by $p^m x$ and let $B$ be as in (iii). Then $|B| = p$, so $B$ is orthogonal to $p^m x$, which contradicts the non-degeneracy of the pairing $A \times B \to k^\times$. □

**Lemma A.28.** (iii)⇒(ii).

*Proof.* Let $A \subset G$ be the maximal isotropic subgroup. Let $B$ be as in (iii). Then $G = (A \oplus B) \oplus (A \oplus B)^\perp$ and $(A \oplus B)^\perp$ is anisotropic. Lemma A.27 implies that $(A \oplus B) \simeq H^n$ for some $n \geq 0$. □

**Lemma A.29.** Suppose that $pG = 0$ and $q(x)^p = 1$ for all $x \in G$. If $(G, q)$ is either non-degenerate or slightly degenerate then (iii) holds.

*Proof.* $G$ is a vector space over $\mathbb{F}_p$ and $q(x) = \zeta^{Q(x)}$, where $\zeta \in k$ is a primitive $p$-th root of 1 and $Q : G \to \mathbb{F}_p$ is a quadratic form. So at least in the non-degenerate case, the lemma is a standard fact from linear algebra. The slightly degenerate case (which can occur only if $p = 2$) can be reduced to the non-degenerate one because any isotropic subgroup $A \subset G$ is contained in some metric subgroup $G_1 \subset G$ (note that since $\text{Ker} b$ is anisotropic $A \cap \text{Ker} b = 0$, then take $G_1 \subset G$ to be any subgroup of index $p$ containing $A$ and not containing $\text{Ker} b$).

By Lemma A.29, condition (iv) of Theorem A.24 implies (iii). So to prove Theorem A.24 for $p \neq 2$ it remains to show that in this case (i)⇒(iv) and (ii)⇒(iv).

If $p \neq 2$ then $\text{Ker} b$ is isotropic, so a weakly anisotropic pre-metric $p$-group is non-degenerate. Lemma A.4(i) implies that if $p \neq 2$ then a weakly anisotropic pre-metric $p$-group is annihilated by $p$. So (i)⇒(iv) and (ii)⇒(iv).

In the case $p = 2$ we still have to prove that (i)⇒(iii) and (ii)⇒(iii). By Lemma A.29 it suffices to prove the next lemma.

**Lemma A.30.** Let $p = 2$. Either condition (i) or (ii) implies that

(a) all isotropic elements of $G$ are annihilated by 2;

(b) the pre-metric group $G' := \{x \in G | 2x = 0, q(x)^2 = 1\}$ is either non-degenerate or slightly degenerate.

*Proof.* By Lemma A.20(i), condition (ii) implies (b). Let us prove that (i)⇒(b). Let $G'$ be as in (b). Let $b' : G' \times G' \to k^\times$ be the restriction of $b : G \times G \to k^\times$. We have to show that

$$\{y \in \text{Ker} b' | q(y) = 1\} = 0.$$  

This follows from (i) because the l.h.s. of (139) is an isotropic subgroup stable under $\text{Aut}(G, q)$. 

\[\text{(139)}\]
Finally, let us prove that (b)⇒(a). Suppose that \( x \in G, q(x) = 1, 2^m x = 0, 2^{m-1} x \neq 0, m > 1 \). Then \( q(2^{m-1} x) = 1 \) and \( 2^{m-1} x \in \text{Ker} \, b' \), which contradicts (139). □

A.7. The Witt group of metric groups.

A.7.1. Definition of the Witt group. Let \((G, q)\) be a metric group. Then for each isotropic subgroup \( H \subset G \) the quotient \( H^\perp / H \) has a structure of metric group. In this situation we will say that \( H^\perp / H \) is an \( m \)-subquotient of \((G, q)\) (here “m” stands for “metric” and “middle”).

Clearly \( H \) is maximal among isotropic subgroups if and only if the metric group \( H^\perp / H \) is anisotropic. We will say that \( H^\perp / H \) is “the” anisotropic metric group corresponding to \((G, q)\). This terminology is justified by the next lemma.

Lemma A.31. If \( H_1, H_2 \subset G \) are maximal isotropic subgroups then the metric groups \( H_1^\perp / H_1 \) and \( H_2^\perp / H_2 \) are isomorphic.

The proof given below provides a concrete isomorphism \( a_{12} : H_1^\perp / H_1 \to H_2^\perp / H_2 \).

But given a maximal isotropic subgroup \( H_3 \subset G \) the diagram

\[
\begin{array}{ccc}
H_1^\perp / H_1 & \xrightarrow{a_{12}} & H_2^\perp / H_2 \\
\downarrow a_{13} & & \downarrow a_{23} \\
H_3^\perp / H_3 & & \\
\end{array}
\]

does not commute, in general. This is why we talk about “the” anisotropic metric group corresponding to \((G, q)\) (with “the” in quotation marks).

Proof. We can assume that \( H_1 \cap H_2 = 0 \) (otherwise replace \( G \) by \((H_1 \cap H_2)^\perp / H_1 \cap H_2 \)). Since \( H_1^\perp / H_1 \) is anisotropic and \( H_2 \) is isotropic \( H_2 \cap H_1^\perp \subset H_2 \cap H_1 = 0 \). Similarly, \( H_1 \cap H_2^\perp = 0 \). So the pairing \( b : H_1 \times H_2 \to k^\times \) is non-degenerate. Therefore the restriction of \( q \) to \( C := H_1 \oplus H_2 \) is non-degenerate. So \( G = C \oplus C^\perp \). Clearly \( H_1^\perp / H_1 \simeq C^\perp \simeq H_2^\perp / H_2 \). □

Say that two metric groups are \emph{equivalent} if “the” corresponding anisotropic metric groups are isomorphic.

Lemma A.32. Two metric groups are equivalent if and only if they have isomorphic \( m \)-subquotients. □

Let \( W \) denote the set of equivalence classes of metric groups. If \( G_1, G_2, G_1', G_2' \) are metric groups and \( G_1 \sim G_1', G_2 \sim G_2' \) then the orthogonal direct sum \( G_1 \oplus G_2 \) is equivalent to \( G_1' \oplus G_2' \) (this follows from Lemma A.32). Thus \( W \) is a commutative monoid. In fact, it is a group because the orthogonal direct sum \((G, q) \oplus (G, q^{-1})\) contains the diagonally embedded \( G \) as a Lagrangian subgroup. For each prime \( p \) let \( W_p \subset W \) be the set of classes of metric \( p \)-groups. Each \( W_p \) is a subgroup, and \( W = \bigoplus_p W_p \).

Definition A.33. \( W \) is called the \emph{Witt group of metric groups}. \( W_p \) is called the \emph{Witt group of metric \( p \)-groups}. 
Remark A.34. $W$ identifies with the set of isomorphism classes of anisotropic metric groups. The sum of the classes of anisotropic metric groups $G_1$ and $G_2$ is the class of “the” anisotropic metric group corresponding to the orthogonal direct sum $G_1 \oplus G_2$.

Let us formulate the universal property of $W$. The universal property of $W_p$ is formulated and proved in a similar way.

Lemma A.35. Suppose we have an abelian group $\Pi$ and a rule that associates to an isomorphism class of metric groups $G$ an element $[G] \in \Pi$ so that $[G_1 \oplus G_2] = [G_1] + [G_2]$ and if $G$ is hyperbolic then $[G] = 0$. Then there exists a (unique) morphism $W \to \Pi$ such that the class in $W$ of a metric group $G$ is mapped to $[G]$.

Proof. It suffices to show that if $H \subset G$ is an isotropic subgroup then $[H^\perp/H] = [G]$. Set $G^- := (G, q^{-1})$, where $q$ is the original quadratic form on $G$. Then the orthogonal direct sums $G^- \oplus (H^\perp/H)$ and $G^- \oplus G$ are hyperbolic (because the diagonally embedded subgroups $H^\perp \hookrightarrow G^- \oplus (H^\perp/H)$ and $G \hookrightarrow G^- \oplus G$ are Lagrangian). So $[G^-] + [H^\perp/H] = 0 = [G^-] + [G]$. Therefore $[H^\perp/H] = [G]$. □

A.7.2. The Gauss sum morphism. Let $\mathbb{Q}^{>0} := \{x \in \mathbb{Q}^x | x > 0\}$. By Proposition the image of $\tau^\pm(G, q)$ in $k^x_{cyc}/\mathbb{Q}^{>0}$ depends only on “the” anisotropic metric group corresponding to $(G, q)$, so we have well defined maps $\tau^\pm : W \to k^x_{cyc}/\mathbb{Q}^{>0}$. They are homomorphisms. Since $\tau^-$ is complex-conjugate to $\tau^+$ it suffices to study $\tau^+$. The following statement is a reformulation of Proposition 6.3.

Proposition A.36. For each prime $p$ the homomorphism $\tau^+ : W_p \to k^x_{cyc}/\mathbb{Q}^{>0}$ is injective. □

Corollary A.37. If $(G_1, q_1)$ and $(G_2, q_2)$ are anisotropic metric $p$-groups and $\tau^+(G_1, q_1) = \tau^+(G_2, q_2)$ then $(G_1, q_1) \simeq (G_2, q_2)$. □

To describe $\tau^+(W_p)$, we need some notation. Let $\mu_n \subset k^x$ denote the group of $n$-th roots of 1. Let $C_p \subset k^x$ be the following subgroup: if $p \equiv 1 \mod 4$ then $C_p$ is generated by $-1$ and $\sqrt{p}$; if $p \equiv 3 \mod 4$ then $C_p$ is generated by $-1$ and $\sqrt{-p}$; finally, $C_2$ is generated by $\mu_8$ and $\sqrt{2}$ (or by $\mu_8$ and $1+i$). Set $p^Z := \{p^n | n \in \mathbb{Z}\}$. Clearly $C_p/p^Z \subset k^x_{cyc}/\mathbb{Q}^{>0}$.

Proposition A.38. $\tau^+(W_p) = C_p/p^Z$.

Proof. If $p = 2$ use Proposition A.13, Lemma A.11(ii) and A.3.1.

Now let $p \neq 2$. Define $q : \mathbb{F}_p \to k^x$ by $q(x) = \zeta^x$, where $\zeta$ is a primitive $p$-th root of 1. By Propositions A.1 and A.3(ii), $\tau^+(W_p)$ is generated by $-1$ and $\tau^+(\mathbb{F}_p, q)$. Moreover, $\tau^+(\mathbb{F}_p, q)^2$ equals the Gauss sum of the quadratic form on $\mathbb{F}_p^2$ defined by $q(x, y) = \zeta^{x^2+y^2}$. If $p \equiv 1 \mod 4$ this form is hyperbolic, so $\tau^+(\mathbb{F}_p, q)^2 = p$. If $p \equiv 3 \mod 4$ the form is anisotropic, so $\tau^+(\mathbb{F}_p, q)^2 = -p$ by Proposition A.3. □

Remarks A.39. (i) Propositions A.36 and A.38 describe the group $W_p$. Another approach to $W_p$ is developed in [L] and [BLLV] Appendix A]. It is based on the exact sequence

$$0 \to WQ(\mathbb{Z}_p) \to WQ(\mathbb{Q}_p) \to W_p \to 0$$

from [BLLV] Théorème A.25] and the isomorphism $WQ(\mathbb{Z}_p) \cong WQ(\mathbb{F}_p)$ from [L] Corollaire 2.4]. Here $WQ(A)$ is the Witt group defined by using
finitely generated projective $A$-modules equipped with non-degenerate $A$-valued quadratic forms.

(ii) By Propositions A.36 and A.38 for any $p$ one has $8W_p = 0$. Here is a sketch of an alternative proof of this fact. The group $W_p$ is a module of the Witt ring of symmetric bilinear forms over $\mathbb{Z}_p$, so it suffices to show that in this ring $8 = 0$. This is because for any prime $p$ the symmetric bilinear from $\sum_{i=1}^{8} x_i y_i$ over $\mathbb{Q}_p$ has a Lagrangian subspace.

(iii) We defined $C_p$ by considering separately the cases $p \equiv 1 \mod 4$, $p \equiv 3 \mod 4$, and $p = 2$. Here is a uniform description of $C_p$. Let $k_{p-cyc} \subset k_{cyc}$ be the subfield generated by $p^n$-th roots of unity, $n = 1, 2, \ldots$. Let $E_p \subset k_{p-cyc}$ be the subfield of elements fixed by $(\mathbb{Z}_p^\times)^2 \subset \mathbb{Z}_p^\times = Gal(k_{p-cyc}/k)$. Then $C_p/p^2 \subset E_p^\times / \mathbb{Q}^\times$ is the subgroup of 2-torsion. Note that the inclusion $\tau^+ (W_p) \subset E_p^\times / \mathbb{Q}^\times$ follows from Remark (ii) above and the inclusion $\tau^+ (W_p) \subset E_p^\times / \mathbb{Q}^\times$, which is clear from the definition of Gauss sum.

### Appendix B. Ising categories

In this Appendix we collect some well known facts about the so-called *Ising* categories.

**Definition B.1.** We say that a fusion category $\mathcal{I}$ is an *Ising* category if $FPdim(\mathcal{I}) = 4$ but $\mathcal{I}$ is not pointed. An *Ising braided category* is a braided fusion category which is Ising in the above sense. An *Ising modular category* is a modular category which is Ising as a fusion category.

**Remark B.2.** The modular category that appears in the description of the 2-dimensional Ising model at criticality via Conformal Field Theory is an example of an Ising modular category.

**B.1. Ising fusion categories.**

**Proposition B.3.** An Ising category $\mathcal{I}$ contains precisely 3 isomorphism classes of simple objects: the unit object $1$, an invertible object $\delta$ not isomorphic to $1$, and a non-invertible object $X$. One has

\[
\delta \otimes \delta \simeq 1; \delta \otimes X \simeq X \otimes \delta \simeq X; X \otimes X \simeq 1 \oplus \delta.
\]

\[
FPdim(\delta) = 1, \ FPdim(X) = \sqrt{2}.
\]

**Proof.** See e.g. [ENO, Proposition 8.32]. \qed

It follows that the object $X$ is self-dual. Choose an isomorphism $\phi : X \rightarrow X^*$ (it is defined uniquely up to a scaling). Then the composition

\[
\begin{array}{c}
1 \overset{\text{counit}}{\rightarrow} X \otimes X^* \overset{\phi \otimes \phi^{-1}}{\rightarrow} X^* \otimes X \overset{\text{ev}}{\rightarrow} 1
\end{array}
\]

is independent of the choice of $\phi$. Let us denote this composition by $\lambda(\mathcal{I}) \in \text{Hom}(1, 1) = k$.

**Lemma B.4.** We have $\lambda(\mathcal{I})^2 = 2$.

**Proof.** Combining Propositions A.18(ii) and B.3 we see that $|X|^2 = 2$, where $|X|^2$ is the squared norm (see §2.4.2). On the other hand, let us compute $|X|^2$ using the isomorphism $\psi_X : X \rightarrow X^{**}$ defined by $\psi_X := (\phi^*)^{-1}\phi$ (here $\phi : X \rightarrow X^{**}$ is the counit)}
is any isomorphism). The corresponding numbers $d_\pm(X)$ (see §2.4.2) equal $\lambda$, so $|X|^2 = d_+(X)d_-(X) = \lambda^2$ by formula (I).

**Proposition B.5.** (i) For any $\lambda \in k$ such that $\lambda^2 = 2$ there exists an Ising category $\mathcal{I}$ with $\lambda(\mathcal{I}) = \lambda$.

(ii) The number $\lambda(\mathcal{I})$ determines an Ising category $\mathcal{I}$ uniquely up to an equivalence of fusion categories.

This proposition is a particular case of [TY, Theorem 3.2] (in [TY] multiplication tables more general than (140) are studied).

**Remarks B.6.** (i) It is not hard to show that any tensor autoequivalence of an Ising category is isomorphic to the identity functor.

(ii) Here is an explicit construction of an Ising category $\mathcal{I}$ with $\lambda(\mathcal{I}) = \lambda$, where $\lambda$ is a fixed square root of 2 (this is a special case of [TY, Definition 3.1]). The simple objects of $\mathcal{I}$ are $X$ and $\delta_a, a \in \mathbb{Z}/2\mathbb{Z}$. The tensor product of simple objects is defined by

$$\delta_a \otimes \delta_b = \delta_{a+b}, \quad \delta_a \otimes X = X = X \otimes \delta_a, \quad X \otimes X = \delta_0 \oplus \delta_1.$$ 

The associativity isomorphism $(\delta_a \otimes X) \otimes \delta_b \xrightarrow{\sim} \delta_a \otimes (X \otimes \delta_b)$ equals $(-1)^{ab} \cdot \text{id}_X$. The associativity isomorphism $(X \otimes \delta_a) \otimes X \xrightarrow{\sim} X \otimes (\delta_a \otimes X)$ is the morphism $\bigoplus_{b \in \mathbb{Z}/2\mathbb{Z}} \delta_b \to \bigoplus_{b \in \mathbb{Z}/2\mathbb{Z}} \delta_b$ with components $(-1)^{ab}$. The associativity isomorphism $(X \otimes X) \otimes X \xrightarrow{\sim} X \otimes (X \otimes X)$ is the morphism

$$\bigoplus_{a \in \mathbb{Z}/2\mathbb{Z}} (\delta_a \otimes X) \to \bigoplus_{b \in \mathbb{Z}/2\mathbb{Z}} (X \otimes \delta_b)$$ 

with matrix elements $(-1)^{ab} \cdot \lambda^{-1}, a, b \in \mathbb{Z}/2\mathbb{Z}$ (recall that $\delta_a \otimes X = X = X \otimes \delta_b$). The remaining associativity isomorphisms

$$(\delta_a \otimes \delta_b) \otimes \delta_c \xrightarrow{\sim} \delta_a \otimes (\delta_b \otimes \delta_c),$$

$$(\delta_a \otimes \delta_b) \otimes X \xrightarrow{\sim} \delta_a \otimes (\delta_b \otimes X), \quad (X \otimes \delta_a) \otimes \delta_b \xrightarrow{\sim} X \otimes (\delta_a \otimes \delta_b),$$

$$(\delta_a \otimes X) \otimes X \xrightarrow{\sim} \delta_a \otimes (X \otimes X), \quad (X \otimes X) \otimes \delta_a \xrightarrow{\sim} X \otimes (X \otimes \delta_a)$$

equal the identities.

(iii) According to the previous remark, the maximal pointed subcategory $\mathcal{I}_{pt} \subset \mathcal{I}$ is equivalent to $\text{Vec}_{\mathbb{Z}/2\mathbb{Z}}$. Here is an a priori proof. Since the fusion category $\mathcal{I}_{pt}$ is pointed it is equivalent to $\text{Vec}_{\mathbb{Z}/2\mathbb{Z}}$, see §11. It is clear that $G \simeq \mathbb{Z}/2\mathbb{Z}$. We claim that the class of $\omega$ in $H^3(G, k^*) \simeq \mathbb{Z}/2\mathbb{Z}$ is trivial. To see this, note that the functor $\text{Hom}(X, ? \otimes X) : \mathcal{I}_{pt} \to \text{Vec}$ has a structure of tensor functor. On the other hand, a tensor functor $\text{Vec}_{\mathbb{Z}/2\mathbb{Z}} \to \text{Vec}$ yields a representation of the 3-cocycle $\omega$ as a coboundary.

(iv) Keep the notation of Remark (ii). Identify $X^*$ with $X$ so that $\text{coev}_X : \delta_0 \to X \otimes X^*$ identifies with the embedding $\delta_0 \to \delta_0 \oplus \delta_1 = X \otimes X$. Then $\text{ev}_X : X^* \otimes X \to \delta_0$ identifies with $\lambda \cdot \pi$, where $\pi : X \otimes X = \delta_0 \oplus \delta_1 \to \delta_0$ is the projection and $\lambda$ has the same meaning as in Remark (ii). This follows from the description of the associativity isomorphism $(X \otimes X) \otimes X \xrightarrow{\sim} X \otimes (X \otimes X)$ in Remark (ii) or from the fact that the composition (I41) equals $\lambda$. 
Let $\mathcal{I}$ be an Ising fusion category. It is clear that the adjoint category $\mathcal{I}_{ad}$ is generated by objects 1 and $\delta$. Hence $\mathcal{I}_{ad}$ is pointed and $\mathcal{I}$ is nilpotent of nilpotency class 2, see [CN]. (The nilpotency of $\mathcal{I}$ is also clear since it is a $p$-category for $p = 2$ and $p$-categories are nilpotent by [ENO] Theorem 8.28). In [2.3] we defined the notion of universal grading $\deg : \mathcal{O}(C) \to U_{\mathcal{I}}$. In our situation it has the following explicit description:

$$\deg(1) = \deg(\delta) = 0 \in \mathbb{Z}/2\mathbb{Z}, \deg(X) = 1 \in \mathbb{Z}/2\mathbb{Z}. $$

By Proposition [2.3] (iii), $\text{Aut}(\mathcal{I}_Z) = \text{Hom}(U_{\mathcal{I}}, k^x) = \mathbb{Z}/2\mathbb{Z}$.

B.2. Spherical structures on Ising categories. It follows from Corollary [2.23] that an Ising category $\mathcal{I}$ has a spherical structure. Moreover, since $U_{\mathcal{I}} = \mathbb{Z}/2\mathbb{Z}$ it is clear from [2.4.3] that $\mathcal{I}$ has precisely two such structures. For any of them $d(X)^2 = \text{FPdim}(X)^2 = 2$. Since $X \otimes X \simeq 1 \oplus \delta$ this implies that $d(\delta) = 1$. Therefore a spherical structure on $\mathcal{I}$ is completely determined by the sign $\epsilon(\mathcal{I}) = \pm 1$ in the equality $d(X) = \epsilon(\mathcal{I})\lambda(\mathcal{I})$.

**Lemma B.7.** Equip $\mathcal{I}$ with the spherical structure such that $\epsilon(\mathcal{I}) = 1$. Then the corresponding isomorphism $X \sim \rightarrow X^{**}$ equals $(\phi^*)^{-1}\phi$, where $\phi : X \rightarrow X^*$ is any isomorphism.

**Proof.** Let $\psi_X := (\phi^*)^{-1}\phi$. It suffices to check that the dimension $d_{+}(X)$ corresponding to $\psi_X$ (see [2.4.2]) equals $\lambda(\mathcal{I})$. This follows from the commutative diagram

\[
\begin{array}{ccc}
1 & \xrightarrow{\text{coev}_X} & X \otimes X^* \xrightarrow{(\phi^*)^{-1}\phi \otimes \text{id}_{X^*}} X^{**} \otimes X^* \xrightarrow{\text{ev}_X^*} 1 \\
\text{id} & & \text{id} \\
1 & \xrightarrow{\text{coev}_X} & X \otimes X^* \xrightarrow{\phi \otimes \phi^{-1}} X^* \otimes X \xrightarrow{\text{ev}_X} 1 \\
\end{array}
\]

whose rows compute $d_{+}(X)$ and $\lambda(\mathcal{I})$, see formulas (2) and (141). \hfill \square

B.3. Ising braided categories. The following result is well known, see e.g. [MS Appendix D].

**Proposition B.8.** There exists an Ising braided category. \hfill \square

**Remark B.9.** One can construct examples of braided Ising categories (or even modular ones) using the quantum group $U_q\mathfrak{sl}(2)$ with $q$ being a primitive 8-th root of unity, e.g. one can use [BK] Exercise 3.3.24(iii) with $k = 2$.

**Corollary B.10.** Each Ising category admits a structure of braided category.

**Proof.** This follows from Proposition [B.8] because by Proposition [B.5] all Ising categories are conjugate under the action of the group of automorphisms of $k$. \hfill \square

**Lemma B.11.** Let $\mathcal{I}$ be an Ising braided category. Then $\mathcal{I}_{ad}$ is braided equivalent to $s \text{Vec}$.

**Proof.** Since $\delta \otimes X \simeq X$ it is clear that $\delta$ projectively centralizes $X$, see Definition [3.18]. So by Proposition [3.22], $\delta$ centralizes $X \otimes X^* \simeq 1 \oplus \delta$. The subcategory $\mathcal{I}_{ad}$ is generated by $\delta$, hence it is symmetric. Thus by Theorem [2.43] either $\mathcal{I}_{ad} \simeq \text{Rep}(\mathbb{Z}/2\mathbb{Z})$ or $\mathcal{I}_{ad} \simeq s \text{Vec}$.

The composition $\mathcal{I}_{ad} \hookrightarrow \mathcal{I} \twoheadrightarrow Z(\mathcal{I})$ defines on $\mathcal{I}$ a structure of fusion category over $\mathcal{I}_{ad}$ (see Definition [4.10]). So if $\mathcal{I}_{ad} \simeq \text{Rep}(\mathbb{Z}/2\mathbb{Z})$ then by Theorem [4.18] we
have an equivalence of fusion categories \( \mathcal{I} \simeq \mathcal{C}^{2/\mathbb{Z}} \) for some fusion category \( \mathcal{C} \). By Proposition 4.26, \( \text{FPdim}(\mathcal{C}) = 2 \), i.e.,

\[
\sum_{X \in \mathcal{O}(\mathcal{C})} \text{FPdim}(X)^2 = 2.
\]

Now the properties of the Frobenius-Perron dimension (see §2.4.1) imply that \( \text{FPdim}(X) = 1 \) for all \( X \in \mathcal{O}(\mathcal{C}) \). So \( \mathcal{C} \) is integral, which contradicts Corollary 4.27. Hence \( \mathcal{I}_{ad} \simeq s\text{Vec} \). □

**Corollary B.12.** Any Ising braided category \( \mathcal{I} \) is non-degenerate in the sense of Definition 2.28.

**Proof.** By (140), \( \delta \otimes X \simeq X \). Combining this with Lemmas B.11 and 3.28 we see that \( \delta \notin \mathcal{I}' \). Since \( X \otimes X \) contains \( \delta \) this implies that \( X \notin \mathcal{I}' \). So \( \mathcal{I}' = \text{Vec} \). By Proposition 3.7, this means that \( \mathcal{I} \) is non-degenerate. □

**Corollary B.13.**

(i) An Ising fusion category \( \mathcal{I} \) admits precisely 4 braided structures.

(ii) Let \( c_{UV}, U, V \in \mathcal{I} \) be a braiding. Then the three other braidings on \( \mathcal{I} \) are

\[
\bar{c}_{UV} := c_{VU}^{-1}, \quad c'_{UV} := (-1)^{\text{deg} \ U \cdot \text{deg} \ V} c_{UV}, \quad c''_{UV} := (-1)^{\text{deg} \ U \cdot \text{deg} \ V} c_{VU}^{-1},
\]

where \( \text{deg} \) is the universal grading (142).

**Proof.** (i) By §2.10, a braiding on \( \mathcal{I} \) is the same as a section of the forgetful functor \( \Phi : \mathcal{Z}(\mathcal{I}) \to \mathcal{I} \). Here “section” means an isomorphism class of tensor functors \( \Phi : \mathcal{I} \to \mathcal{Z}(\mathcal{I}) \) such that \( F\Phi \simeq \text{id} \) (or equivalently, a fusion subcategory \( D \subset \mathcal{Z}(\mathcal{I}) \) such that \( F|_D : D \to \mathcal{I} \) is an equivalence).

Choose some braided structure \( c \) on \( \mathcal{I} \) (it exists by Corollary B.10). By Corollary B.12 and Proposition 3.7, this choice identifies \( \mathcal{Z}(\mathcal{I}) \) with \( \mathcal{I} \otimes \mathcal{I}^{\text{op}} \) so that \( F|_D : D \to \mathcal{I} \) is an equivalence. A section \( \mathcal{I} \to \mathcal{Z}(\mathcal{I}) = \mathcal{I} \otimes \mathcal{I}^{\text{op}} \) is uniquely determined by the image of \( X \), and we have 4 possibilities for this image: \( X \otimes 1, 1 \otimes X, X \otimes \delta, \delta \otimes X \). They correspond, respectively, to the original braiding \( c \) and the braidings (143).

The proof of the following proposition is contained in §B.4.

**Proposition B.14.** Let \( \mathcal{I} \) be a braided Ising category. Assume that the braiding \( c_{XX} \) acts on the one dimensional vector space \( \text{Hom}(1, X \otimes X) \) as multiplication by a number \( \zeta \in k \). Then \( c_{XX} \) acts on \( \text{Hom}(\delta, X \otimes X) \) as multiplication by \( \zeta^{-3} \) and

\[
\zeta^2 + \zeta^{-2} = \lambda,
\]

where \( \lambda = \lambda(\mathcal{I}) \in k \) is the square root of 2 corresponding to \( \mathcal{I} \) (see §B.1).

**Remark B.15.** Let \( \mathcal{I} \) be an Ising fusion category and \( \lambda \in k \) the corresponding square root of 2. Let \( \zeta \) be the solution to the equation (144) corresponding to a braiding \( c \) on \( \mathcal{I} \) (see Proposition B.14). Then the solutions to the equation (144) corresponding to the three other braidings (143) are equal, respectively, to \( \zeta^{-1} \), \( -\zeta \), and \( -\zeta^{-1} \). Thus we get a bijection between braided structures on \( \mathcal{I} \) and the solutions to the equation (144).

Proposition B.13 associates to each Ising braided category \( \mathcal{I} \) a solution \( \zeta = \zeta(\mathcal{I}) \) to the equation

\[
(\zeta^2 + \zeta^{-2})^2 = 2, \quad \zeta \in k,
\]
i.e., an 8-th root of $-1$ in $k$. Combining Proposition B.5 and Remark B.15 one gets the following statement.

**Corollary B.16.** The map $\mathcal{I} \mapsto \zeta(\mathcal{I})$ is a bijection between the set of braided equivalence classes of Ising braided categories and the set of 8-th roots of $-1$ in $k$. □

The Ising braided category corresponding to $\zeta \in k$, $\zeta^8 = -1$, will be denoted by $\mathcal{I}_\zeta$.

**Remarks B.17.** (i) Following [S, §5], we give here the explicit formulas for the braiding on $\mathcal{I}_\zeta$ using the notation from Remark B.6 (ii). The braiding $c_{\delta, \delta}$ equals $(-1)^{ab} \delta_{ab}$ and the braiding $c_{XX}$ equals $\zeta \cdot \text{id}_{\delta} \oplus \zeta^3 \cdot \text{id}_{\delta}$ (this follows from Lemma B.1 and Proposition B.14). Finally, according to [S, §5], the braiding $c_{\delta, X}$ and $c_{X, \delta}$ equal $\zeta^{4a} \cdot \text{id}_X$.

(ii) For any choice of braided structure on $\mathcal{I}$ and any $Y \in \mathcal{I}$ the square of the braiding $Y \otimes \delta \sim \delta \otimes Y \sim Y \otimes \delta$ equals $(-1)^{\text{deg} Y}$. This is clear from Remark (i) above. On the other hand, this follows from Corollary B.12 and Lemma B.3.

**B.4. Proof of Proposition B.14**

**Lemma B.18.** Let $\mathcal{I}$ and $\zeta$ have the same meaning as in Proposition B.14. Equip $\mathcal{I}$ with the spherical structure corresponding to $\epsilon = 1$ (see B.2). Then $\theta_1 = 1$, $\theta_3 = -1$ and $\theta_X = \zeta^{-1}$.

**Proof.** By Lemma B.11 $\mathcal{I}_{ad}$ is a pointed braided category corresponding to the premetric group $(\mathbb{Z}/2\mathbb{Z}, q)$, $q(n) = (-1)^n$. By B.2 the spherical structure on $\mathcal{I}_{ad}$ is positive (i.e., $d(\delta) = 1$), so the twist of the objects of $\mathcal{I}_{ad}$ are given by formula (26).

Formula (13) says that the isomorphism $u_X : X \rightarrow X^{**}$ defined by (12) equals $\theta_X^{-1} \cdot \psi_X$, where $\psi_X : X \rightarrow X^{**}$ comes from the spherical structure. By Lemma B.7 if we identify $X^*$ with $X$ using some $\phi : X \rightarrow X^*$ and identify $X^{**}$ with $X^*$ accordingly then $\psi_X$ identifies with $\text{id}_X$; on the other hand, $u_X$ identifies with the composition

$$X \xrightarrow{\text{id}_X \otimes \text{coev}_X} X \otimes (X \otimes X) \xrightarrow{\sim} (X \otimes X) \otimes X \xrightarrow{c_{XX} \otimes \text{id}_X} (X \otimes X) \otimes X \xrightarrow{\text{ev}_X \otimes \text{id}_X} X,$$

where $\text{coev}_X : 1 \rightarrow X \otimes X$ and $\text{ev}_X : X \otimes X \rightarrow 1$ depend on the choice of $\phi$. Now choose $\phi$ as in Remark B.6 (iv). Using Remarks B.6 (ii, iv) and the definition of $\zeta$ given in Proposition B.14 one checks that $u_X : X \rightarrow X$ equals $\zeta \cdot \text{id}_X$. So $\theta_X^{-1} = \zeta$.

Now let us prove Proposition B.14. Equip $\mathcal{I}$ with the spherical structure corresponding to $\epsilon = 1$ (see B.2). Assume that $c_{XX} = \zeta \cdot \text{id}_{\delta} \oplus \zeta \cdot \text{id}_{\delta}$. Then $c_{XX}^2 = \zeta^2 \cdot \text{id}_{\delta} + \zeta^2 \cdot \text{id}_{\delta}$. On the other hand, (15) says that $c_{XX}^2 = \frac{\theta_X}{\theta_X^2} \cdot \text{id}_{\delta} + \frac{\theta_X}{\theta_X^2} \cdot \text{id}_{\delta}$. Therefore

$$\zeta^2 = -\zeta^2.$$

Next let us compute $\text{Tr}(c_{XX}^{-1})$ in two different ways. Clearly $\text{Tr}(c_{XX}^{-1}) = \zeta^{-1} + \xi^{-1} \cdot d(\delta)$. By B.2 $d(\delta) = 1$, so $\text{Tr}(c_{XX}^{-1}) = \zeta^{-1} + \xi^{-1}$. On the other hand, formula (18) says that $\text{Tr}(c_{XX}^{-1}) = \theta_X^{-2} \text{d}(X)$. Recall from B.2 and Lemma B.18 that $d(X) = \lambda$ and $\theta_X = \zeta^{-1}$. Thus we have

$$\xi^{-1} + \zeta^{-1} = \zeta \lambda.$$
Since $\lambda^2 = 2$ (see §B.2) we get $(\zeta^{-1} + \xi^{-1})^2 = 2\zeta^2$. Combining this with \(\text{(145)}\) we get $\xi = \zeta^{-3}$. Now \(\text{(144)}\) is an immediate consequence of \(\text{(146)}\).

**B.5. Ising modular categories.** Recall that a structure of modular category on a fusion category is the same as a non-degenerate braided structure combined with a spherical structure (see §2.8.2). By Corollary B.12, for Ising categories nondegeneracy is automatic. Now combining the results formulated in §§B.1-B.3 we get a bijection $I \mapsto (\zeta(I), \epsilon(I))$ between the set of modular equivalence classes of Ising modular categories and the set of pairs $(\zeta, \epsilon)$, where $\zeta$ is an 8-th roots of $-1$ in $k$ and $\epsilon = \pm 1$. The Ising modular category corresponding to $(\zeta, \epsilon)$ will be denoted by $\mathcal{I}_{\zeta, \epsilon}$.

**Remark B.19.** One can show that for modular Ising categories obtained from $U_q\mathfrak{sl}_2(2)$ (see Remark B.9) we have $\epsilon = -1$.

**Proposition B.20.** The twists in $\mathcal{I}_{\zeta, \epsilon}$ are as follows:
\[
\theta_1 = 1, \quad \theta_3 = -1, \quad \theta_X = \epsilon\zeta^{-1}.
\]

**Proof.** By §B.2 a spherical structure on $\mathcal{I}$ restricts to the positive spherical structure on $\mathcal{I}_{\text{ad}}$. Thus $\theta_1$ and $\theta_3$ do not depend on choice of $\epsilon$ and the result follows from Lemma B.18.

Both $\theta_X$ and $\epsilon$ change their signs if one changes the spherical structure. So the formula for $\theta_X$ follows from Lemma B.18.$\square$

**Corollary B.21.** The $S$-matrix of $\mathcal{I}_{\zeta, \epsilon}$ equals
\[
\begin{pmatrix}
1 & \epsilon(\zeta^2 + \zeta^{-2}) \\
\epsilon(\zeta^2 + \zeta^{-2}) & -\epsilon(\zeta^2 + \zeta^{-2}) \\
1 & 1
\end{pmatrix}
\]

Here we assume that the simple objects of $\mathcal{I}_{\zeta, \epsilon}$ are ordered as follows: $1, \delta, X$.

**Proof.** This is immediate from (23) and the formula $\theta_3 = -1$ (note that $\theta_X$ is not needed for this calculation). $\square$

**Remarks B.22.**
(i) By §B.2 $d(1) = d(\delta) = 1$ and $d(X) = \epsilon\lambda = \epsilon(\zeta^2 + \zeta^{-2})$, so $d(X)^2 = 2$.
(ii) Combining Remark (i) with (122) and (147) one finds the Gauss sum of $\mathcal{I}_{\zeta, \epsilon}$:
\[
\tau^+(\mathcal{I}_{\zeta, \epsilon}) = 2\epsilon\zeta^{-1}.
\]

In particular, $\tau^+(\mathcal{I}_{\zeta, \epsilon})/2$ is an 8-th root of -1, i.e., a primitive 16-th root of unity.

**B.6. The tensor product of two Ising braided categories.** Consider two Ising braided categories $\mathcal{I}_\zeta$ and $\mathcal{I}_{\zeta'}$. We will describe the maximal Tannakian and maximal symmetric subcategory of $\mathcal{I}_\zeta \otimes \mathcal{I}_{\zeta'}$. Then we will describe the core of $\mathcal{I}_\zeta \otimes \mathcal{I}_{\zeta'}$ (see Definition 5.8 for the definition of core).

**Lemma B.23.**
(i) The adjoint subcategory $(\mathcal{I}_\zeta \otimes \mathcal{I}_{\zeta'})_{\text{ad}} = (\mathcal{I}_\zeta)_{\text{ad}} \otimes (\mathcal{I}_{\zeta'})_{\text{ad}}$ is symmetric and has Frobenius-Perron dimension 4. It is the unique maximal symmetric fusion subcategory of $\mathcal{Z}(\mathcal{I})$.

(ii) The fusion subcategory $\mathcal{E} \subset \mathcal{I}_\zeta \otimes \mathcal{I}_{\zeta'}$ generated by $\delta \otimes \delta$ is the unique maximal Tannakian subcategory of $\mathcal{I}_\zeta \otimes \mathcal{I}_{\zeta'}$. 
(iii) The centralizer $E'$ equals the maximal integral subcategory $(I_{\xi} \boxtimes I_{\xi'})_{\text{int}}$ of $I_{\xi} \boxtimes I_{\xi'}$.

Proof. The first part of (i) follows from Lemma [B.11]. Let us prove that any symmetric fusion subcategory $D \subset I_{\xi} \boxtimes I_{\xi'}$ is contained in $(I_{\xi} \boxtimes I_{\xi'})_{\text{ad}}$. By Corollary 2.46, $D$ is integral, so $D \subset (I_{\xi} \boxtimes I_{\xi'})_{\text{int}}$. By Theorem 3.14, $\text{FPdim}(D) \leq 4$. Since $X \boxtimes X \in (I_{\xi} \boxtimes I_{\xi'})_{\text{int}}$ has Frobenius-Perron dimension 2, we see that $X \boxtimes X \notin D$. But all simple objects of $(I_{\xi} \boxtimes I_{\xi'})_{\text{int}}$ except $X \boxtimes X$ are contained in $(I_{\xi} \boxtimes I_{\xi'})_{\text{ad}}$, so $D \subset (I_{\xi} \boxtimes I_{\xi'})_{\text{ad}}$.

We have proved (i). Statement (ii) follows from (i) and Lemma B.11. Statement (iii) follows from Remark B.17(ii).

For each eighth root of unity $\xi$ we defined in Lemma A.11 a certain metric group $M_{\xi}$ of order 4. Recall that $M_{\xi}$ has a distinguished element $u$ of order 2 and that $q(u) = -1$, $q(x) = \xi$ for $x \in M_{\xi} \setminus \{0, u\}$. Now we will show that the core of $I_{\xi} \boxtimes I_{\xi'}$ is the pointed braided category corresponding to a certain $M_{\xi}$.

Lemma B.24. Let $(C, \Gamma)$ be the core of $I_{\xi} \boxtimes I_{\xi'}$. Then

(i) the braided category $C$ is pointed;

(ii) the metric group corresponding to $C$ is isomorphic to $M_{\xi}$, where

$$(149) \quad \xi = f(\zeta) f(\zeta')/2, \quad f(\zeta) := \zeta^{-1}(\zeta^2 + \zeta^{-2})$$

(iii) the subgroup $\Gamma \subset \text{Aut}^{br}(C) = \text{Aut}(M_{\xi}) \text{ equals } \text{Aut}(M_{\xi}, u)$ (i.e., the stabilizer of $u$).

Note that by Remarks A.12(iii-iv), $|\text{Aut}(M_{\xi}, u)| = 2$ and if $\xi \neq -1$ then $\text{Aut}(M_{\xi}, u) = \text{Aut}(M_{\xi})$.

Proof. Let $E \subset I_{\xi} \boxtimes I_{\xi'}$ be the Tannakian subcategory from Lemma B.23(ii). Choosing a fiber functor $E \rightarrow \text{Vec}$ we identify $E$ with $\text{Rep}(\mathbb{Z}/2\mathbb{Z})$. By definition, $C$ is the de-equivariantized category $E' \boxtimes E \text{ Vec}$ (so $\mathbb{Z}/2\mathbb{Z}$ acts on $C$) and $\Gamma$ is the image of the homomorphism $\mathbb{Z}/2\mathbb{Z} \rightarrow \text{Aut}^{br}(C) = \text{Aut}(G, q)$. The category of equivariant objects $C^{\mathbb{Z}/2\mathbb{Z}}$ identifies with $E'$.

By Lemma B.23(iii), $E'$ is integral. So $C = E' \boxtimes E \text{ Vec}$ is integral. In particular, $C$ is not Ising. But $\text{FPdim}(C) = 4$, so $C$ has to be pointed. Since the braided category $I_{\xi} \boxtimes I_{\xi'}$ is non-degenerate so is $C$. Therefore $C = C(G, q)$ for some metric group $(G, q)$ of order 4.

Now consider the maximal symmetric fusion subcategory of $I_{\xi} \boxtimes I_{\xi'}$ (see Lemma B.23(i)). De-equivariantizing it one gets a braided subcategory of $C(G, q)$ equivalent to the category of super-vector spaces. So we get a $\Gamma$-invariant element $u \in G$ of order 2 such that $q(u) = -1$. Therefore $(G, q)$ identifies with a metric group of the form $M_{\xi}$ (see statements (ii) and (iii) of Lemma A.11). To find $\xi$, we use the equality $\tau^+(M_{\xi}) = 2\xi$ from Lemma A.11(ii). Combining it with Proposition B.24 and formula (137) we see that $2\xi = \tau^+(M_{\xi}) = f(\zeta) f(\zeta')$.

Since $u$ is $\Gamma$-invariant $\Gamma \subset \text{Aut}(M_{\xi}, u)$. But $|\text{Aut}(M_{\xi}, u)| = 2$, so to compute $\Gamma$ it remains to show that the action of $\mathbb{Z}/2\mathbb{Z}$ on $G = \mathcal{O}(C)$ is nontrivial. If it were trivial the category of equivariant objects $C^{\mathbb{Z}/2\mathbb{Z}}$ would be pointed (here we use that $H^2(\mathbb{Z}/2\mathbb{Z}, k^*) = 0$). But in fact, $C^{\mathbb{Z}/2\mathbb{Z}} = E'$ is not pointed. \qed
### The center of an Ising category

Consider the center \( Z(\mathcal{I}) \) of an Ising fusion category \( \mathcal{I} \). Corollary B.12 and Proposition 3.7 imply that a choice of a braiding on \( \mathcal{I} \) produces a braided equivalence \( Z(\mathcal{I}) \cong \mathcal{I} \otimes \mathcal{I}^{\text{op}} \). By Remark B.15, \( (\mathcal{I} \zeta)^{\text{op}} \cong \mathcal{I}_{\zeta-1} \). Thus Lemmas B.23 and B.24 imply the following one.

**Lemma B.25.**

(i) \( Z(\mathcal{I}) \) has a unique maximal symmetric fusion subcategory. This subcategory has Frobenius-Perron dimension 4.

(ii) Let \( (\mathcal{C}, \Gamma) \) be the core of \( Z(\mathcal{I}) \) (see Definition 5.8). Then \( \mathcal{C} \) is the pointed braided category \( \mathcal{C}(G, q) \) corresponding to the hyperbolic metric group \( (150) G = (\mathbb{Z}/2\mathbb{Z})^2, \quad q(m, n) := (-1)^{mn}, \quad m, n \in \mathbb{Z}/2\mathbb{Z} \)

and the subgroup \( \Gamma \subset \text{Aut}^\text{br}(\mathcal{C}) = \text{Aut}(G, q) \) equals \( \text{Aut}(G, q) \). □

Note that the only nontrivial element of \( \text{Aut}(G, q) \) is the automorphism \( (m, n) \mapsto (n, m) \). It permutes the two Lagrangian subgroups of \( (G, q) \).

### Appendix C. The Altschüler-Bruguières characterization of centralizers

Let \( \mathcal{C} \) be a braided fusion category, and let \( \mathcal{D} \subset \mathcal{C} \) be a fusion subcategory. In this appendix we recall and extend a characterization, due to D. Altschüler and A. Bruguières [AB], of the centralizer \( \mathcal{D}' \) in terms of the \( S \)-matrix of \( \mathcal{C} \), (Proposition C.3).

Let us recall some notation. Let \( \mathcal{C} \) be a fusion category and let \( \text{ev}_X : X^* \otimes X \to 1, \quad \text{coev}_X : 1 \to X \otimes X^* \)

be the evaluation and coevaluation maps. Given a natural (but not necessarily tensor) isomorphism \( \psi_X : X \to X^{**} \) we define new morphisms

\[
\begin{align*}
\text{ev}'_X &:= \text{ev}_X \circ (\psi \otimes \text{id}_{X^*}) : X \otimes X^* \to 1, \\
\text{coev}'_X &:= (\text{id}_{X^*} \otimes \psi^{-1}) \circ \text{coev}_X : 1 \to X^* \otimes X.
\end{align*}
\]

For any morphism \( f : X \to X \) we defined in [2] and [3] two traces, \( \text{Tr}_+(f) \) and \( \text{Tr}_-(f) \) by

\[
\begin{align*}
\text{Tr}_+(f) &= \text{ev}'_X \circ (f \otimes \text{id}_{X^*}) \circ \text{coev}_X, \\
\text{Tr}_-(f) &= \text{ev}_X \circ (\text{id}_{X^*} \otimes f) \circ \text{coev}'_X.
\end{align*}
\]

We also set \( d_\pm(X) = \text{Tr}_\pm(\text{id}_X) \). Note that

\[
\sum_{X \in \mathcal{O}(\mathcal{C})} d_+(X)d_-(X) = \dim(\mathcal{C}),
\]

where the latter is the categorical dimension of \( \mathcal{C} \), see [24.2].

Lemma C.1 below was proved in [AB] under the assumption that \( \psi \) is an isomorphism of tensor functors, i.e., a pivotal structure. Our proof is a slight modification of that in [AB]. Let \( \mathcal{O}(\mathcal{C}) \) denote the set of simple objects of \( \mathcal{C} \).

**Lemma C.1.** Let \( \mathcal{C} \) be a fusion category (not necessarily pivotal) and let \( \mathcal{D} \subset \mathcal{C} \) be a fusion subcategory. Let \( V \) be a fixed object of \( \mathcal{C} \) and let \( \beta_U : U \otimes V \to U \otimes V, \ U \in \mathcal{D} \) be a natural family of isomorphisms. Define

\[
(151) \quad H_U := \sum_{Y \in \mathcal{O}(\mathcal{D})} d_+(Y)(\text{Tr}_- \otimes \text{id}_{U \otimes V}) \beta_Y \otimes V.
\]

Then \( H_U = \text{id}_U \otimes H_1 \).
Proof. For any object \( Y \) in \( \mathcal{D} \) and any \( X \in \mathcal{O}(\mathcal{D}) \) let \( \pi^{(X)}_Y : Y \to Y \) be the idempotent endomorphism of \( Y \) corresponding to the projection on the maximal multiple of \( X \) in \( X \). Define auxiliary morphisms \( A^X_Y, B^X_Y : U \otimes V \to U \otimes V \) by

\[
A^X_Y := (\text{id}_U \otimes \text{ev}_X \otimes \text{id}_V)(\pi^{(Y^*)}_U \otimes \gamma_X)(\text{id}_U \otimes \text{coev}_X \otimes \text{id}_V),
\]
\[
B^X_Y := (\text{ev}_Y \otimes \text{id}_U \otimes \text{id}_V)(\text{id}_Y \otimes \gamma_X)(\pi^{(X)}_Y \otimes \text{id}_V)(\text{coev}_Y \otimes \text{id}_U \otimes \text{id}_V).
\]

To prove the Lemma it suffices to check the identity

\[
d_+(X)A^X_Y = d_+(Y)B^X_Y, \quad X, Y \in \mathcal{O}(\mathcal{D}),
\]

since then the result follows by taking the sum of both sides of \( 1592 \) over \( X, Y \in \mathcal{O}(\mathcal{D}) \).

If \( X, Z \) are objects in \( \mathcal{C} \) then there is a non-degenerate pairing

\[
\text{Hom}(X, Z) \times \text{Hom}(Z, X) : (f, g) \mapsto \text{Tr}_+(fg).
\]

For any basis \( \{f_i\}_{i \in I} \) of \( \text{Hom}(X, Z) \) let \( \{f^i\}_{i \in I} \) be the basis of \( \text{Hom}(Z, X) \) dual to \( \{f_i\}_{i \in I} \) with respect to the pairing \( 1531 \). In the case when \( X \) is simple we have the following straightforward identities:

\[
f^i f_j = d_+(X)^{-1} \delta_{ij} \text{id}_X, \quad \pi^{(X)}_Z = d_+(X) \sum_{i \in I} f_i f^i.
\]

Let us take \( Z = Y \otimes U \) above. Using naturality of \( \gamma \), we obtain

\[
\beta_{Y \otimes U}(\pi^{(X)}_Y \otimes \text{id}_V) = d_+(X) \sum_{i \in I} \beta_{Y \otimes U}(f_i f^i \otimes \text{id}_V)
\]
\[
= d_+(X) \sum_{i \in I} (f_i \otimes \text{id}_V)\beta_X(f^i \otimes \text{id}_V).
\]

For every \( i \in I \) consider morphisms

\[
g_i := (\text{ev}_Y \otimes \text{id}_U \otimes \text{id}_X)(\text{id}_Y \otimes f_i \otimes \text{id}_X)(\text{id}_Y \otimes \text{coev}_X) : Y^* \to U \otimes X^*,
\]
\[
g^i := (\text{id}_Y \otimes \text{ev}_X')(\text{id}_Y \otimes f^i \otimes \text{id}_X)(\text{coev}_Y \otimes \text{id}_U \otimes \text{id}_X) : U \otimes X^* \to Y^*.
\]

Using the axioms of evaluation and coevaluation we obtain

\[
(\text{id}_U \otimes \text{ev}_X)(g_i \otimes \text{id}_X) = (\text{ev}_Y \otimes \text{id}_U)(\text{id}_Y \otimes f_i),
\]
\[
(g^i \otimes \text{id}_X)(\text{id}_U \otimes \text{coev}_X) = (\text{id}_Y \otimes f^i)(\text{coev}_Y \otimes \text{id}_U).
\]

Using definitions of \( \text{Tr}_+ \) and properties of evaluation and coevaluation maps one computes

\[
\text{Tr}_-(g^i g_j) = \frac{d_-(Y^*)}{d_+(Y)} \text{Tr}_+(f^i f_j) = \frac{d_-(Y^*)}{d_+(Y)} \delta_{ij}.
\]

Hence, \( g^i g_j = d_+(Y)^{-1} \delta_{ij} \text{id}_Y \) and, therefore, \( \sum_{i \in I} g_i g^i = d_+(Y)^{-1} \pi^{(Y^*)}_{U \otimes X} \). Using previously obtained identities we compute

\[
B^X_Y = d_+(X)(\text{ev}_Y \otimes \text{id}_U \otimes \text{id}_V)(\text{id}_Y \otimes \sum_{i \in I} (f_i \otimes \text{id}_V)\beta_X(f^i \otimes \text{id}_V))(\text{coev}_Y \otimes \text{id}_U \otimes \text{id}_V)
\]
\[
= d_+(X)(\text{id}_U \otimes \text{ev}_X \otimes \text{id}_V)(\sum_{i \in I} g_i g^i \otimes \beta_X)(\text{id}_U \otimes \text{coev}_X \otimes \text{id}_V)
\]
\[
= d_+(X)(\text{id}_U \otimes \text{ev}_X \otimes \text{id}_V)(d(Y)^{-1} \pi^{(Y^*)}_{U \otimes X} \otimes \beta_X)(\text{id}_U \otimes \text{coev}_X \otimes \text{id}_V)
\]
\[
= d_+(X)d_+(Y)^{-1} A^X_Y,
\]
and the result follows. \( \square \)
Remark C.2. Lemma \([C.1]\) can be thought of as a categorical analogue of the Haar theorem. Indeed, for \(C = \text{Vec}_G\), where \(G\) is a finite group, it says that the counting measure is invariant under translations.

Let \(C\) be a braided fusion category with braiding \(c\). Let \(\tilde{S} = \{\tilde{s}_{XY}\}_{X,Y \in O(C)}\) be the \(\tilde{S}\)-matrix of \(C\) defined in \([2,3]\). Let \(D \subset C\) be a fusion subcategory. The next Proposition was proved by D. Altschüler and A. Bruguières in \([AB]\) for pre-modular categories (see \([Mu2]\) for the proof in the special case of pseudo-unitary braided fusion categories).

**Proposition C.3.** Let \(C\) be a braided fusion category, let \(V\) be a simple object in \(C\), and let \(D \subset C\) be a fusion subcategory. We have the following dichotomy:

1. \(V \in O(D')\) if and only if \(\tilde{s}_{YV} = 1\) for all \(Y \in O(D)\).
2. \(V \not\in O(D')\) if and only if \(\sum_{Y \in O(D)} |Y|^2 \tilde{s}_{YV} = 0\) and if and only if \(\sum_{Y \in O(D)} \tilde{s}_{YV} |Y|^2 = 0\).

**Proof.** Note that conditions in the statement of the Proposition are independent from the choice of a natural isomorphism \(\psi_X : X \cong X^{**}\).

Fix \(V \in O(C)\) and set \(\beta_U = c_{V,U}c_{U,V}^{-1}\) in Lemma \([C.1]\). Then

\[
H_U = \sum_{Y \in O(D)} d_+(Y)(\text{Tr}_- \otimes \text{id}_{U \otimes V})(c_{V,Y \otimes U}c_{Y \otimes U,V})
\]

\[
= \sum_{Y \in O(D)} d_+(Y)(\text{Tr}_- \otimes \text{id}_{U \otimes V})(\text{id}_V \otimes c_{V,U})(c_{V,Y \otimes U} \otimes \text{id}_U)(\text{id}_V \otimes c_{U,V})
\]

\[
= (\text{id}_U \otimes H_1)c_{V,U}c_{U,V}^{-1}.
\]

We have \(H_1 = \sum_{Y \in O(D)} d_+(Y)(\text{Tr}_- \otimes \text{id}_V)(c_{V,Y \otimes U}) : V \to V\). Applying \(\text{Tr}_+\) we obtain \(H_1 = \sum_{Y \in O(D)} |Y|^2 \tilde{s}_{YV} \text{id}_V\). Combining this with Lemma \([C.1]\) we obtain

\[
(154) \quad \left( \sum_{Y \in O(D)} |Y|^2 \tilde{s}_{YV} \right) (c_{V,U}c_{U,V}^{-1} - \text{id}_{U \otimes V}) = 0, \quad \text{for all } U \in O(D).
\]

Note that when \(\tilde{s}_{YV} = 1\) for all \(Y \in O(D)\) the first factor in \((154)\) equals \(\text{dim}(D) \neq 0\) and hence, \(c_{V,U}c_{U,V}^{-1} = \text{id}_{U \otimes V}\) for all \(U \in O(D)\), which proves (i). If the second factor is not zero for some \(U \in O(D)\) then the first factor must vanish, and the first part of (ii) follows. Finally, the second part of (ii) is obtained by replacing \(C\) by its reverse category \(C^{rev}\) (i.e., the category with reversed tensor product). \(\square\)

### Appendix D. Pointed braided categories and pre-metric groups

As explained in \([2,11.4]\) each pointed braided category gives rise to a pre-metric group. We will prove that each pre-metric group \((G, q)\) comes from some pointed braided category \(C\) (this is a part of Proposition \([2,41]\)). The proof below is different from those given in \([JS]\) §3 and \([Q]\) Proposition 2.5.1).

**D.1. Easy case.** Suppose that the quadratic form \(q : G \to k^\times\) can be represented as \(q(g) = \beta(g, g)\) for some bicharacter \(\beta : G \times G \to k^\times\) (the existence of \(\beta\) is automatic if \(|G|\) is odd but not in general). Define a braided fusion category \(C_\beta\) as follows:

1. as a fusion category, \(C_\beta\) equals \(\text{Vec}_G\), i.e., the category of finite-dimensional \(G\)-graded vector spaces;
(ii) if $X_1, X_2 \in \text{Vec}_G = C_\beta$ and $x_i \in X_i$ is homogeneous of degree $g_i \in G$ then the brading $X_1 \otimes X_2 \xrightarrow{\sim} X_2 \otimes X_1$ takes $x_1 \otimes x_2$ to $\beta(g_1, g_2)x_2 \otimes x_1$.

Then $C_\beta$ is a pointed braided category, and the corresponding pre-metric group equals $(G, q)$.

### D.2. General case.

**Lemma D.1.** There exist a finite abelian group $\tilde{G}$ and an epimorphism $\pi : \tilde{G} \rightarrow G$ such that the quadratic form $\tilde{q} := q \circ \pi$ on $\tilde{G}$ can be represented as $\tilde{q}(x) = \beta(x, x)$ for some bicharacter $\beta : \tilde{G} \times \tilde{G} \rightarrow k^\times$.

**Proof.** Represent $G$ as $\Gamma/H$, where $\Gamma$ is a free abelian group. The pullback of $q$ to $\Gamma$ can be represented as $x \mapsto \alpha(x, x)$ for some bicharacter $\alpha : \Gamma \times \Gamma \rightarrow k^\times$ whose values are roots of unity. There exists a subgroup $H' \subset H$ of finite index such that $\alpha$ comes from a bicharacter $\tilde{\beta} : (\Gamma/H') \times (\Gamma/H') \rightarrow k^\times$. Set $\tilde{G} := \Gamma/H'$. \hfill \Box

Choose some $\tilde{G}$, $\pi$, and $\tilde{\beta}$. Let $C_{\tilde{\beta}}$ be the pointed braided category with $O(C_{\tilde{\beta}}) = \tilde{G}$ constructed in \textbf{D.1}. Set $A := \text{Ker} \pi \subset \tilde{G}$. Let $\mathcal{E} \subset C_{\tilde{\beta}}$ be the fusion subcategory such that $O(\mathcal{E}) = A$. Let $C_{\beta}'$ denote the centralizer of $C_{\tilde{\beta}}$ (see \textbf{3.2}).

**Lemma D.2.** (i) $\mathcal{E} \subset C_{\beta}'$.

(ii) The symmetric fusion category $\mathcal{E}$ is Tannakian.

**Proof.** (i) One has to show that $\tilde{\beta}(x, y)\tilde{\beta}(y, x) = 1$ for $x \in \tilde{G}$, $y \in A$. This is clear because $\tilde{\beta}(x, y)\tilde{\beta}(y, x) = \tilde{q}(x + y)\tilde{q}(x)^{-1}\tilde{q}(y)^{-1}$ and $\tilde{q}$ is the pullback of a quadratic form on $G$.

(ii) Use that $\tilde{q}|_A = 1$. \hfill \Box

Now choose a fiber functor $\mathcal{E} \rightarrow \text{Vec}$. Then the fiber category

$$C_{\beta}' \boxtimes_{\mathcal{E}} \text{Vec}$$

(see \textbf{3.2}) is a pointed braided category, and the corresponding pre-metric group equals $(G, q)$.

**Remark D.3.** The groupoid of fiber functors $F : \mathcal{E} \rightarrow \text{Vec}$ canonically identifies with the groupoid $\Gamma_{\beta}'$ formed by central extensions

$$0 \rightarrow k^\times \rightarrow \hat{A} \xrightarrow{p} A \rightarrow 0$$

such that

$$\hat{a}_2\hat{a}_1 = \tilde{\beta}(a_1, a_2)\hat{a}_1\hat{a}_2, \quad \hat{a}_i \in \hat{A}, \quad a_i := p(\hat{a}_i) \in A$$

(given $F : \mathcal{E} \rightarrow \text{Vec}$ one defines $\hat{A}$ to be the group of isomorphism classes of pairs consisting of $a \in A$ and an isomorphism $k \xrightarrow{\sim} F(\delta_a)$; here $\delta_a \in \mathcal{E} \subset \text{Vec}_{\tilde{G}}$ is the vector space $k$ placed in degree $a$). So the construction of the braided category \textbf{[155]} depends on the choice of $G$, $\pi$, $\tilde{\beta}$, and an object of $\Gamma_{\beta}'$. In the next subsection we describe an explicit construction of a pointed braided category $\mathcal{C}$, which depends on the same choices. In fact, $\mathcal{C}$ canonically identifies with \textbf{[155]}. 


D.3. **Elementary reformulation.** Let $\tilde{G}$, $\pi$, $\tilde{\beta}$, and $A$ have the same meaning as in [152]. Let $\Gamma_{\tilde{\beta}}$ be the groupoid defined in Remark D.3. Note that $\Gamma_{\tilde{\beta}} \neq \emptyset$ (because $\tilde{\beta}(x, x) = 1$ for $x \in A$) and all objects of $\Gamma_{\tilde{\beta}}$ are isomorphic to each other (because $k^x$ is divisible and therefore $\text{Ext}(A, k^x) = 0$). Choose an object of $\Gamma_{\tilde{\beta}}$, i.e., a central extension (156).

Now let $\mathcal{C}$ be the category of finite-dimensional $\tilde{G}$-graded $\hat{A}$-bimodules $M = \bigoplus_{x \in \tilde{G}} M_x$ such that

(i) if $x \in \tilde{G}$, $m \in M_x$, and $\tilde{a} \in \hat{A}$ maps to $a \in A$ then $\tilde{a}m \in M_{ax}$ and $m\tilde{a} = \tilde{\beta}(a, x)\tilde{a}m$.

(ii) each $\lambda \in k^x \subset \hat{A}$ acts on $M$ as multiplication by $\lambda$.

Clearly $\mathcal{C}$ is a fusion category with respect to $\otimes_{\hat{A}} : \mathcal{C} \times \mathcal{C} \to \mathcal{C}$. It has a braided structure such that if $M, M' \in \mathcal{C}$, $m \in M_x$, $m' \in M'_x$, then the braiding $M \otimes_{\hat{A}} M' \leadsto M' \otimes_{\hat{A}} M$ takes $m \otimes m'$ to $\tilde{\beta}(x, x')m' \otimes m$. In fact, $\mathcal{C}$ is a pointed braided category, and the corresponding pre-metric group equals $(G, q)$.

**Remarks D.4.** (i) One can choose $\tilde{G}$, $\pi$, and $\tilde{\beta}$ so that $\tilde{\beta}|_{A \times \hat{A}} = 1$ (represent $G$ as $\mathbb{Z}/n_1\mathbb{Z} \oplus \ldots \oplus \mathbb{Z}/n_r\mathbb{Z}$ and take $\tilde{G} := \mathbb{Z}/2n_1\mathbb{Z} \oplus \ldots \oplus \mathbb{Z}/2n_r\mathbb{Z}$). In this case one can take (156) to be the trivial extension.

(ii) F. Quinn [Q] writes explicit formulas for $G = \mathbb{Z}/2^{k+1}\mathbb{Z}$ by taking $\tilde{G} = \mathbb{Z}/2^{k+1}\mathbb{Z}$ and using a certain map $\mathbb{Z}/2^{k+1}\mathbb{Z} \hookrightarrow \mathbb{Z}/2^{k+1}\mathbb{Z}$ such that the composition $\mathbb{Z}/2^{k+1}\mathbb{Z} \twoheadrightarrow \mathbb{Z}/2^{k}\mathbb{Z}$ equals the identity (see [Q, §2.5]).

---

**Appendix E. Extensions of groups by braided gr-categories**

**E.1. Conventions.** In this section monoidal categories are not assumed to be additive. Unless stated otherwise, we assume that all categories are small (i.e., objects form a set rather than a class).

If $G$ is a monoid (e.g., a group) then the discrete category corresponding to the set $G$ is monoidal. We use the same symbol $G$ to denote this monoidal category.

**E.2. Generalities on monoidal categories.**

**E.2.1. $\pi_0$ and $\pi_1$.** The set of isomorphism classes of objects of a category $\mathcal{C}$ will be denoted by $\pi_0(\mathcal{C})$. If $\mathcal{C}$ is a monoidal category then $\pi_0(\mathcal{C})$ is a monoid.

The monoid of endomorphisms of the unit object of a monoidal category $\mathcal{C}$ will be denoted by $\pi_1(\mathcal{C})$. It is well known that $\pi_1(\mathcal{C})$ is commutative.

**E.2.2. The category of monoidal functors.** If $\mathcal{C}_1$ and $\mathcal{C}_2$ are monoidal categories then $\text{Func}(\mathcal{C}_1, \mathcal{C}_2)$ will denote the category of monoidal functors $\mathcal{C}_1 \to \mathcal{C}_2$. In $\text{Func}(\mathcal{C}_1, \mathcal{C}_2)$ there is a distinguished object, namely, *the trivial functor* (this is the monoidal functor $G : \mathcal{C}_1 \to \mathcal{C}_2$ that takes every object of $\mathcal{C}_1$ to $1 \in \mathcal{C}_2$, every morphism of $\mathcal{C}_1$ to id : $1 \to 1$, and the isomorphism $G(X \otimes Y) \leadsto G(X) \otimes G(Y)$ equals id : $1 \to 1$ for all $X, Y \in \mathcal{C}_1$.) A trivialization of a monoidal functor $F : \mathcal{C}_1 \to \mathcal{C}_2$ is an isomorphism between $F$ and the trivial monoidal functor.
E.2.3. **Gr-categories and the adjoint action.**

**Definition E.1.** A **gr-category** is a monoidal groupoid \( \mathcal{C} \) such that \( \pi_0(\mathcal{C}) \) is a group.

The name “gr-category” (or “Gr-category”) goes back to Hoàng Xuân Sính, a student of Grothendieck. Gr-categories are also known as “categorical groups” or “2-groups”.

If \( \mathcal{C} \) is a gr-category then for every \( X \in \mathcal{C} \) we have a functor \( \text{Ad}_X : \mathcal{C} \to \mathcal{C}, \) \( \text{Ad}_X(Y) := X \otimes Y \otimes X^{-1} \). This functor has a canonical monoidal structure. Moreover, the functor \( \text{Ad} : \mathcal{C} \to \text{Func}(\mathcal{C},\mathcal{C}), \) \( X \mapsto \text{Ad}_X \), has a canonical monoidal structure. In other words, we get an action of \( \mathcal{C} \) on itself by monoidal auto-equivalences. It induces an action of \( \pi_0(\mathcal{C}) \) on \( \pi_1(\mathcal{C}) \).

**Remark E.2.** There is a one-to-one correspondence between braided structures on a gr-category \( \mathcal{C} \) and trivializations of the adjoint action \( \text{Ad} : \mathcal{C} \to \text{Func}(\mathcal{C},\mathcal{C}) \) (rewrite the braiding \( c_{X,Y} : X \otimes Y \xrightarrow{\sim} Y \otimes X \) as \( \text{Ad}_X(Y) \xrightarrow{\sim} Y \)).

E.2.4. **Gradings.** Let \( \mathcal{C} \) be a monoidal category. A monoidal functor \( \vartheta : \mathcal{C} \to G \) is also called a **G-grading** of \( \mathcal{C} \). If \( \vartheta \) is surjective the grading is said to be **faithful** and \( \mathcal{C} \) is said to be **faithfully G-graded**. We can think of a grading as a decomposition \( \mathcal{C} = \bigsqcup_{g \in G} \mathcal{C}_g \), \( \mathcal{C}_g := \vartheta^{-1}(g) \). The full subcategory \( \mathcal{C}_1 := \vartheta^{-1}(1) \) is monoidal; it is called the **trivial component** of the grading.

E.2.5. **Central subcategories.**

**Definition E.3.** Let \( \mathcal{C} \) be a monoidal category, \( \mathcal{D} \subset \mathcal{C} \) a full monoidal subcategory, and \( i : \mathcal{D} \to \mathcal{C} \) the embedding. A **central structure** on \( \mathcal{D} \) is a lift of \( i \) to a monoidal functor \( \mathcal{D} \to \text{Z}(\mathcal{C}) \), where \( \text{Z}(\mathcal{C}) \) is the center of \( \mathcal{C} \). A **central subcategory** of \( \mathcal{C} \) is a full subcategory \( \mathcal{D} \subset \mathcal{C} \) with a central structure.

**Remarks E.4.**

(i) Explicitly, a central structure on \( \mathcal{D} \subset \mathcal{C} \) is a functorial collection of isomorphisms

\[
(158) \quad c_{Y,X} : Y \otimes X \xrightarrow{\sim} X \otimes Y, \quad X \in \mathcal{D}, \ Y \in \mathcal{C}
\]

satisfying the hexagon axioms.

(ii) A central structure on \( \mathcal{D} \subset \mathcal{C} \) defines a braided structure on \( \mathcal{D} \) (it is induced by the one on \( \text{Z}(\mathcal{C}) \) via the fully faithful embedding \( \mathcal{D} \to \text{Z}(\mathcal{C}) \)). If \( \mathcal{D} = \mathcal{C} \) then a central structure on \( \mathcal{D} \) is the same as a braided structure.

(iii) Let \( \mathcal{C} \) be a gr-category. Rewriting (158) as \( Y \xrightarrow{\sim} \text{Ad}_X(Y) \) we see that a central structure on \( \mathcal{D} \subset \mathcal{C} \) is the same as a trivialization of the adjoint action \( \text{Ad} : \mathcal{D} \to \text{Func}(\mathcal{C},\mathcal{C}) \).

(iv) Suppose that \( \mathcal{C} \) is a gr-category and \( \pi_0(\mathcal{D}) \) is normal in \( \pi_0(\mathcal{C}) \). Then we have the adjoint action \( \text{Ad} : \mathcal{C} \to \text{Func}(\mathcal{D},\mathcal{D}) \). Rewriting (158) as \( \text{Ad}_Y(X) \xrightarrow{\sim} X \) we see that a central structure on \( \mathcal{D} \subset \mathcal{C} \) is the same as a trivialization of this action.

(v) If \( \mathcal{D} \subset \mathcal{C} \) is a central subcategory then \( \pi_0(\mathcal{D}) \) is contained in the center of \( \pi_0(\mathcal{C}) \). If, in addition, \( \mathcal{C} \) is a gr-category then the action of \( \pi_0(\mathcal{C}) \) on \( \pi_1(\mathcal{D}) = \pi_1(\mathcal{C}) \) is trivial by Remark (iv). (In fact, it is easy to check that the triviality of the action of \( \pi_0(\mathcal{C}) \) on \( \pi_1(\mathcal{C}) \) is equivalent to the existence of a central structure on the full subcategory \( \{1\} \subset \mathcal{C} \).)
E.3. A lemma on gr-categories. Let \( \mathcal{C} \) be a gr-category with a faithful grading \( \mathcal{C} \to \mathcal{G} \) and let \( \mathcal{C}_1 \subset \mathcal{C} \) be its trivial component. For any monoidal category \( \mathcal{M} \), we will describe \( \text{Func}(\mathcal{G}, \mathcal{M}) \) as the category of monoidal functors \( \mathcal{C} \to \mathcal{M} \) equipped with a certain additional structure.

If \( F \in \text{Func}(\mathcal{C}, \mathcal{M}) \) let \( T_{\mathcal{C}_1}(F) \) be the set of trivializations of the restriction \( F|_{\mathcal{C}_1} : \mathcal{C}_1 \to \mathcal{M} \) (see [E.2.2]). The gr-category \( \mathcal{C} \) acts on the category \( \text{Func}(\mathcal{C}_1, \mathcal{M}) \), namely, \( X \in \mathcal{C} \) takes \( \Phi \in \text{Func}(\mathcal{C}_1, \mathcal{M}) \) to \( \text{Ad}_X(\Phi) \circ \Phi \circ \text{Ad}_X^{-1} \). Moreover, \( F|_{\mathcal{C}_1} \) has a canonical equivariant structure with respect to this action. So \( \pi_0(\mathcal{C}) \) acts on \( T_{\mathcal{C}_1}(F) \).

**Lemma E.5.** The action of \( \pi_0(\mathcal{C}) \) on \( T_{\mathcal{C}_1}(F) \) is trivial. \( \square \)

The lemma implies that the action of \( \pi_0(\mathcal{C}_1) \subset \pi_0(\mathcal{C}) \) on \( T_{\mathcal{C}_1}(F) \) is trivial, so we get an action of \( \mathcal{G} \) on \( T_{\mathcal{C}_1}(F) \). Let \( \text{Func}_{\mathcal{C}_1}(\mathcal{C}, \mathcal{M}) \) (resp. \( \text{Func}^G_{\mathcal{C}_1}(\mathcal{C}, \mathcal{M}) \)) be the category of pairs \((\mathcal{F}, \alpha)\), where \( \mathcal{F} \in \text{Func}(\mathcal{C}, \mathcal{M}) \) and \( \alpha \in T_{\mathcal{C}_1}(F) \) (resp. \( \alpha \in T_{\mathcal{C}_1}(F)^G \)).

**Lemma E.6.** The functor \( \text{Func}(\mathcal{G}, \mathcal{M}) \to \text{Func}_{\mathcal{C}_1}(\mathcal{C}, \mathcal{M}) \) is fully faithful. Its essential image equals \( \text{Func}^G_{\mathcal{C}_1}(\mathcal{C}, \mathcal{M}) \).

**Proof.** A monoidal functor \( \mathcal{G} \to \mathcal{M} \) is the same as a monoidal functor \( \mathcal{F} : \mathcal{C} \to \mathcal{M} \) with a collection of isomorphisms \( \varphi_{c,c'} : F(c) \cong F(c') \) defined for all objects \( c, c' \in \mathcal{C} \) with equal images in \( \mathcal{G} \) and satisfying the equations
\[
\varphi_{c',c''} \circ \varphi_{c,c'} = \varphi_{c,c''},
\]
\[
\varphi_{c_1,c_2} \otimes \varphi_{c_2,c_3} = \varphi_{c_1 \otimes c_2, c_2 \otimes c_3}.
\]

Such a collection is uniquely determined by the isomorphisms \( \alpha_X := \varphi_{1,X} : 1 \cong F(X), X \in \mathcal{C}_1 \). Namely, \((159) - (160)\) imply that
\[
\varphi_{c,c'} = \text{id}_{F(c)} \otimes \alpha_{c^{-1} \otimes c'}.
\]
Substituting \((161)\) into \((159) - (160)\), we get the following equations for the isomorphisms \( \alpha_X \):
\[
\alpha_{X \otimes Y} = \alpha_X \otimes \alpha_Y, \quad X, Y \in \mathcal{C}_1,
\]
\[
\alpha_{c \otimes X, X \otimes c^{-1}} = \text{id}_{F(c)} \otimes \alpha_X \otimes \text{id}_{F(c^{-1})}, \quad c \in \mathcal{C}, X \in \mathcal{C}_1.
\]
Equation \((162)\) means that the isomorphisms \( \alpha_X, X \in \mathcal{C}_1 \), define an element \( \alpha \in T_{\mathcal{C}_1}(F) \). Equations \((162) - (163)\) mean that \( \alpha \in T_{\mathcal{C}_1}(F)^G \). \( \square \)

**Remark E.7.** \( T_{\mathcal{C}_1}(F) \) (resp. \( T_{\mathcal{C}_1}(F)^G \)) can also be described as the set of lifts of the inclusion \( i : \mathcal{C}_1 \hookrightarrow \mathcal{C} \) to a monoidal functor \( \mathcal{C}_1 \to \text{Ker} F := \{\text{fiber of } F \text{ over } 1\} \) (resp. to a monoidal functor \( \mathcal{C}_1 \to \text{Ker} F \) equivariant with respect to the adjoint action of \( \mathcal{C} \) on \( \mathcal{C}_1 \) and on \( \text{Ker} F \)).

E.4. The notion of extension by a braided gr-category. Let \( \mathcal{G} \) be a group and \( \mathcal{B} \) a braided gr-category equipped with a braided action \( a : \mathcal{G} \to \text{Func}(\mathcal{B}, \mathcal{B}) \).

**Definition E.8.** An extension of \( \mathcal{G} \) by \( \mathcal{B} \) is a triple consisting of a gr-category \( \mathcal{C} \), a faithful grading \( \mathcal{C} \to \mathcal{G} \) with trivial component \( \mathcal{B} \), and an isomorphism \( f \) between the monoidal functor \( \text{Ad} : \mathcal{C} \to \text{Func}(\mathcal{B}, \mathcal{B}) \) and the composition \( \mathcal{C} \overset{a}{\longrightarrow} \mathcal{G} \overset{\text{Ad}}{\longrightarrow} \text{Func}(\mathcal{B}, \mathcal{B}) \) such that the restriction of \( f \) to \( \mathcal{B} \subset \mathcal{C} \) equals the trivialization of \( \text{Ad} : \mathcal{B} \to \text{Func}(\mathcal{B}, \mathcal{B}) \) corresponding to the braiding on \( \mathcal{B} \) (the correspondence was defined in Remark [E.2]).
Remarks E.9.  
(i) To simplify the notation, we understand the words “grading with trivial component \(B\)” in the strict sense (i.e., the trivial component \(C_1 \subset C\) equals \(B\)). The reader may prefer to understand them in the “weak” sense (a monoidal equivalence \(B \sim X \to C_1\) as an additional datum).

(ii) If \(\pi_1(\mathcal{B}) = 0\) then \(\mathcal{B}\) is an abelian group and Definition E.8 gives the usual notion of extension of a group \(G\) by a \(G\)-module.

Definition E.8 is justified by the next proposition, which is standard if \(\pi_1(\mathcal{B}) = 0\).

Proposition E.10. Let \(\mathcal{C}\) be a gr-category equipped with a faithful grading \(\partial : \mathcal{C} \to G\). Suppose that its trivial component \(B \subset \mathcal{C}\) is equipped with a braided structure. Then the following conditions are equivalent:

(i) for every \(X \in \mathcal{C}\) the monoidal functor \(Ad_X : \mathcal{B} \to \mathcal{B}\) is braided;

(ii) there exists a pair \((a, f)\) consisting of an action \(a : G \to \text{Func}(\mathcal{B}, \mathcal{B})\) and an isomorphism \(f\) between the monoidal functor \(Ad : \mathcal{C} \to \text{Func}(\mathcal{B}, \mathcal{B})\) and the composition \(\mathcal{C} \xrightarrow{\partial} G \xrightarrow{a} \text{Func}(\mathcal{B}, \mathcal{B})\) such that the restriction of \(f\) to \(B \subset \mathcal{C}\) equals the trivialization of \(Ad : \mathcal{B} \to \text{Func}(\mathcal{B}, \mathcal{B})\) defined by the braiding on \(\mathcal{B}\).

If they hold then the pair \((a, f)\) is unique up to unique isomorphism and the action \(a : G \to \text{Func}(\mathcal{B}, \mathcal{B})\) is braided.

The proposition says that if the equivalent conditions hold then one gets an extension in the sense of Definition E.8 in an essentially unique way. This justifies Definition E.8.

Proof. Applying Lemma E.6 to \(\mathcal{M} = \text{Func}(\mathcal{B}, \mathcal{B})\) we see that an action of \(G\) on the monoidal gr-category \(\mathcal{B}\) is the same as an action of \(G\) on the monoidal gr-category \(\mathcal{B}\) whose restriction to \(C_1\) is equipped with a \(G\)-invariant trivialization. The proposition follows. \(\square\)

E.5. Central extensions and braided \(G\)-crossed gr-categories.

E.5.1. The notion of central extension.

Definition E.11. A central extension of a group \(G\) by a braided gr-category \(\mathcal{B}\) is an extension of \(G\) by \(\mathcal{B}\) equipped with the trivial action \(G \to \text{Func}(\mathcal{B}, \mathcal{B})\).

Remark E.12. If \(\mathcal{B}\) is equipped with the trivial action of \(G\) then the isomorphism \(f\) from Definition E.8 is a trivialization of \(Ad : \mathcal{C} \to \text{Func}(\mathcal{B}, \mathcal{B})\), which is the same as a central structure on \(\mathcal{B}\) (see Remark E.4(iv)). So Definition E.11 says that a central extension of \(G\) by a braided gr-category \(\mathcal{B}\) is a faithfully \(G\)-graded gr-category \(\mathcal{C}\) with trivial component \(\mathcal{B}\) and with a central structure on \(\mathcal{B}\) extending the braided structure on \(\mathcal{B}\). In other words, our notion of central extension is equivalent to the one introduced by P. Carrasco and A. M. Cegarra [CC].

E.5.2. The notion of braided \(G\)-crossed category. In [14.13] this notion was defined in the setting of fusion categories. However, it makes sense in the current setting of abstract monoidal categories: use Definition 4.41 but understand the word “grading” as a decomposition \(\mathcal{C} = \bigsqcup \mathcal{C}_g\) rather than \(\mathcal{C} = \bigoplus \mathcal{C}_g\). Thus a braided \(G\)-crossed category is a monoidal category \(\mathcal{C}\) equipped with a grading \(\partial : \mathcal{C} \to G\), a \(G\)-action on \(\mathcal{C}\), and a collection of isomorphisms

\[
c_{X,Y} : X \otimes Y \sim \sim g(Y) \otimes X, \quad g \in G, \quad X \in \mathcal{C}_g, \quad Y \in \mathcal{C}
\]
satisfying properties (a)–(d) from Definition 4.41.

Note that isomorphisms (164) for \(X, Y \in C_1\) define a braided structure on \(C_1\). Unless stated otherwise, we equip \(C_1\) with this braided structure. The monoidal category \(C_1\) equipped with the opposite braiding \(\tilde{c}_{X,Y} := c_{Y,X}^{-1}\) will be denoted by \(C_1^{\text{op}}\).

**Remark E.13.** Let \(C\) be a braided \(G\)-crossed category. Then by Remark [E.4(i)], the isomorphisms
\[
c_{X,Y}^{-1} : Y \otimes X \xrightarrow{\sim} X \otimes Y, \quad X \in C_1, \ Y \in C
\]
define a central structure on the trivial component \(C_1 \subset C\). Note that the braided structure on \(C_1\) corresponding to this central structure by Remark [E.4(ii)] is that of \(C_1^{\text{op}}\).

In the next subsection we explain how to construct examples of braided \(G\)-crossed gr-categories. It can be skipped by the reader.

**E.5.3. Braided \(G\)-crossed gr-categories and crossed modules. Relation to topology.**

**Definition E.14.** A pre-crossed module \((G, C)\) is a pair of groups \(G\) and \(C\) together with an action of \(G\) on \(C\), denoted \((g, c) \mapsto gc\), and a homomorphism \(\partial : C \to G\) satisfying
\[
\partial(gc) = g\partial(c)g^{-1}, \quad c \in C, \ g \in G.
\]
A pre-crossed module \((G, C)\) is said to be a crossed module if
\[
\partial(c)c' = cc'c^{-1} \quad c, c' \in C, \ g \in G.
\]

**Remarks E.15.**

(i) Let \(C\) be a braided \(G\)-crossed gr-category. Let \(C\) be the group of isomorphism classes of objects of \(C\). Then \((G, C)\) is a crossed module.

(ii) Let \(C\) be a group viewed as a category (see §E.1). Then a structure of braided \(G\)-crossed category on \(C\) is the same as a structure of crossed module on \((G, C)\).

(iii) The notion of crossed module is due to J. H. C. Whitehead. We found the definition of pre-crossed module in [CE, BC].

It is well known that for any group \(G\) the following three types of data are essentially equivalent:

(a) a crossed module \(C \to G\);
(b) a small gr-category \(A\) equipped with an essentially surjective monoidal functor \(F : G \to A\);
(c) a topological space \(X\) such that \(\pi_i(X) = 0\) for \(i \neq 1, 2\) equipped with a continuous map \(BG \to X\) (here \(BG\) is the classifying space of \(G\)).

We expect that the following three types of data are also essentially equivalent:

(a') a braided \(G\)-crossed gr-category \(C \to G\);
(b') a small grouplike monoidal 2-category \(A\) equipped with an essentially surjective monoidal 2-functor \(F : G \to A\);
(c') a topological space \(X\) such that \(\pi_i(X) = 0\) for \(i \neq 1, 2, 3\) equipped with a continuous map \(BG \to X\).

\(^4\)To pass from (b) to (a), define \(C\) to be the fiber of \(F\) over \(1_A\). To pass from (b) to (c), define \(X\) to be the classifying space of \(A\).
At least, one can construct a braided $G$-crossed gr-category $C \to G$ given a topological space $X$ and a continuous map $f : BG \to X$. Hint: an object of $C_g$, $g \in G$, is a continuous map $\varphi : D^2 \to BG$ such that $\varphi|_{\partial D^2} = f \circ l_g$; here $D^2$ is the standard disk and $l_g : \partial D^2 \to X$ is the standard loop corresponding to $g$.

E.5.4. Relation between central extensions and braided $G$-crossed gr-categories. We will show that a central extension of a group $G$ by a braided gr-category $B$ is essentially the same as a braided $G$-crossed gr-category $C$ with $C_1 = B^{op}$ such that the grading $C \to G$ is faithful.

Here is a construction in one direction: if $C$ is a braided $G$-crossed gr-category such that the grading on $C$ is faithful then by Remarks E.13 and E.12, we get a central extension of $G$ by $C^{op}_1$. Proposition E.16(ii) below says that this construction is invertible.

**Proposition E.16.**

(i) In the case of a faithfully $G$-graded gr-category properties (a) and (c) from the definition of braided $G$-crossed category (Definition 4.41) follow from properties (b) and (d).

(ii) Let $\partial : C \to G$ be a central extension of a group $G$ by a braided gr-category. Then the structure of central extension on $C$ can be upgraded to a structure of braided $G$-crossed category on $C$. Such upgrade is unique up to unique isomorphism.

Here upgrading means defining an action of $G$ on $C$ and a collection of isomorphisms (164) satisfying properties (b) and (d) from Definition 4.41 so that for $g = 1$ the isomorphisms (164) come from the central structure. The notion of isomorphism between two upgrades is clear because actions of $G$ on $C$ form a groupoid (cf. Remark 4.62).

E.5.5. Proof of Proposition E.16. Let $C$ be a gr-category equipped with a faithful grading $\partial : C \to G$. The following definition will become irrelevant as soon as we prove Proposition E.16(i).

**Definition E.17.** A structure of weak braided $G$-crossed category on $C$ is a pair consisting of an action $a : G \to \text{Func}(C, C)$ and a collection of isomorphisms (164) satisfying properties (b) and (d) from Definition 4.41.

**Lemma E.18.** Such a collection is the same as an isomorphism between the monoidal functor $\text{Ad} : C \to \text{Func}(C, C)$ and the composition $C \xrightarrow{\partial} G \xrightarrow{a} \text{Func}(C, C)$.

**Proof.** Rewrite (164) as an isomorphism of functors $\varphi_X : \text{Ad}_X \xrightarrow{\sim} a(\partial(X))$. The commutativity of (S2) means that $\varphi_X$ is an isomorphism of monoidal functors for each $X \in C$, and the commutativity of (S3) means that the isomorphism of functors $\varphi : \text{Ad} \xrightarrow{\sim} a \circ \partial$ defined by the collection $\{\varphi_X\}_{X \in C}$ is monoidal.

Combining Lemmas E.18 and E.6 with Remark E.4(iii) we get the following statement.

**Corollary E.19.** A structure of weak braided $G$-crossed category on $C$ is the same as a central structure on $C_1$ preserved by all monoidal auto-equivalences $\text{Ad}_X$, $X \in C$.

**Lemma E.20.** Each central structure on $C_1$ is preserved by all monoidal auto-equivalences $\text{Ad}_X$, $X \in C$. 

Proof. A central structure on \( C \) can be viewed as a trivialization of \( \text{Ad} : C \to \text{Func}(C_1, C_1) \). Now apply Lemma E.20 to \( \mathcal{M} = \text{Func}(C_1, C_1) \). \( \square \)

Combining Corollary E.19 with Lemma E.20 we get the following “weak” version of Proposition E.16(ii).

**Corollary E.21.** A structure of weak braided \( G \)-crossed category on \( C \) is the same as a central structure on \( C \).

It remains to prove statement (i) of Proposition E.16. To this end, we will reformulate properties (a) and (c) from Definition E.21.

Let \( C \) be a weak braided \( G \)-crossed gr-category. Let \( \gamma \in G \) and \( \text{Ad}_\gamma : G \to G \) the automorphism \( g \mapsto \gamma g \gamma^{-1} \). Then we can introduce a new structure of weak braided \( G \)-crossed gr-category on \( C \) by replacing \( \partial : C \to G \) and \( a : G \to \text{Func}(C, C) \) with \( \partial := \text{Ad}_\gamma \circ \partial \) and \( a := a \circ \text{Ad}_\gamma^{-1} \). Let \( \gamma C \) denote the weak braided \( G \)-crossed gr-category \( (C, \partial, a) \). Properties (a) and (c) from Definition E.21 mean that \( a(\gamma) : C \to \gamma C \) is an equivalence of weak braided \( G \)-crossed gr-categories for each \( \gamma \in G \).

We have to show that this is always true if the grading on \( C \) is faithful. Choose \( X \in C_\gamma \), then \( a(\gamma) \simeq \text{Ad}_X \), so we have to show that \( \text{Ad}_X : C \to \gamma C \) is an equivalence of weak braided \( G \)-crossed categories. This follows from Corollary E.21 and Lemma E.20.

**E.5.6. The action of \( G \) on the trivial component.** Let \( C \) be a braided \( G \)-crossed gr-category. The \( G \)-action on \( C \) preserves \( C \), so \( G \) acts on \( C_1 \). Let \( \Phi : \pi_0(C) \to \pi_0(C) \to \text{Func}(C_1, C_1) \) be the composition \( \pi_0(C) \to \text{Func}(C_1, C_1) \).

**Proposition E.22.** \( \Phi \) admits a canonical trivialization \( \alpha \). Namely, for every \( g \in G, X \in C_g, Y \in C_1 \) the isomorphism \( \alpha_{X,Y} : Y \to g(Y) \) is characterized by the following property: the composition of \( c_{Y,X} : Y \otimes X \to g(Y) \otimes X \) equals \( \alpha_{X,Y} \otimes \text{id}_X \).

**Remark E.23.** If \( X \in C_1 \) then \( \Phi(X) = \text{id}_{C_1} \) and \( \alpha_{X,Y} = b(X, Y) \), where \( b : \pi_0(C_1) \times \pi_0(C_1) \to \pi_1(C_1) \) is the symmetric pairing corresponding to the braided structure on \( C_1 \). So in general, \( \alpha_{X,Y} \) is nontrivial for \( X, Y \in C_1 \).

**Proof.** The isomorphisms (164) for \( Y \in C_1 \) define an isomorphism between the composition

\[(167) \quad C \to G \to \text{Func}(C_1, C_1)\]

and the adjoint action of \( C \) on \( C_1 \). On the other hand, by Remark E.4(iv), the central structure on \( C_1 \) defined in Remark E.13 yields a trivialization of the adjoint action of \( C \) on \( C_1 \). Thus we get a trivialization of the composition (167), which is the same as a trivialization of \( \Phi \). The corresponding isomorphism \( Y \to (\Phi(X))(Y) \) is the one described in the formulation of the proposition. \( \square \)

**Corollary E.24.** Let \( C \) be a braided \( G \)-crossed gr-category such that the grading on \( C \) is faithful. Then the monoidal auto-equivalence of \( C_1 \) corresponding to each element of \( G \) is isomorphic to \( \text{id}_{C_1} \).

**Remark E.25.** Let \( C \) be as in Corollary E.24. Then the action of \( G \) on \( C_1 \) is not necessarily trivial. It can be described as follows. By Corollary E.24 the image of the functor \( G \to \text{Func}(C_1, C_1) \) is contained in the full subcategory of monoidal
functors isomorphic to \( \text{id}_{C_1} \), which identifies with the category of \( \text{Aut}(\text{id}_{C_1}) \)-torsors. Remark \ref{remark-2.2} implies that the action of \( G \) on \( C_1 \) equals the composition

\[
G \xrightarrow{\alpha} \{\pi_0(C_1)\text{-torsors}\} \xrightarrow{\beta} \{\text{Aut}(\text{id}_{C_1})\text{-torsors}\},
\]

where \( \alpha \) corresponds to the extension \( 0 \to \pi_0(C_1) \to \pi_0(C) \to G \to 0 \) (i.e., \( \alpha(g) \) is the pre-image of \( g \) in \( \pi_0(C) \)) and \( \beta \) is induced by the homomorphism \( \pi_0(C_1) \to \text{Hom}(\pi_0(C_1), \pi_1(C_1)) = \text{Aut}(\text{id}_{C_1}) \) corresponding to the pairing \( b : \pi_0(C_1) \times \pi_0(C_1) \to \pi_1(C_1) \).

**Appendix F. Complexified Grothendieck Ring and Fusion Subcategories**

In this Appendix we give a proof of the result mentioned in §2.1: any fusion subcategory of a fusion category is rigid. Its idea was explained to us by P. Etingof.

**F.1. Recollections on \(*\)-algebras.** A \(*\)-algebra over \( \mathbb{C} \) is a \( \mathbb{C}\)-algebra \( A \) with a map \( * : A \to A \) such that \((ab)^* = b^*a^*\), \( a^{**} = a \), and \((\lambda a)^* = \overline{\lambda} a^* \) for \( \lambda \in \mathbb{C} \).

A **positive trace** on \( A \) is a linear functional \( l : A \to \mathbb{C} \) such that \( l(ab) = l(ba) \), \( l(a^*) = \overline{l(a)} \), \( l(aa^*) > 0 \) for \( a \neq 0 \).

**Example F.1.** Let \( A = \text{Mat}(n, \mathbb{C}) \). For \( a \in \text{Mat}(n, \mathbb{C}) \) let \( a^* \) be the usual Hermitian conjugate matrix. Define \( l : A \to \mathbb{C} \) by \( l(a) := p \text{Tr}(a) \), \( p > 0 \). Then \( A \) is a \(*\)-algebra and \( l \) is a positive trace.

Let \( A_1, \ldots, A_r \) be \(*\)-algebras and \( A = A_1 \times \ldots \times A_r \). Let \( l_i : A_i \to \mathbb{C} \) be a positive trace, \( i = 1, \ldots, r \). Then the linear functional \( l : A \to \mathbb{C} \) defined by \( l(a_1, \ldots, a_r) = l_1(a_1) + \ldots + l_r(a_r) \) is a positive trace on \( A \). In this situation we write \( (A, l) = \prod_{i=1}^r (A_i, l_i) \). The following proposition is classical.

**Proposition F.2.** Any finite-dimensional \(*\)-algebra with a positive trace is isomorphic to \( \prod_{i=1}^r (A_i, l_i) \), where each \((A_i, l_i)\) is as in Example F.1.

**Proof.** Let \( \text{End}A \) denote the algebra of linear operators \( A \to A \). Equip \( \text{End}A \) with the \(*\)-algebra structure corresponding to the Hermitian scalar product \( (a, b) = l(ab^*) \) on \( A \). The left action of \( A \) on itself defines an injective \(*\)-homomorphism \( A \hookrightarrow \text{End}A \). Thus \( A \) identifies with a \(*\)-subalgebra of the algebra of operators in a finite-dimensional Hilbert space. So the \(*\)-algebra \( A \) is isomorphic to a product of matrix algebras \( A_1, \ldots, A_r \), equipped with their standard anti-involutions. For each \( i \in \{1, \ldots, r\} \) the restriction \( l|_{A_i} \) is proportional to the usual matrix trace, and the coefficient is positive because \( l \) is.

**Corollary F.3.** Let \( A \) be a finite-dimensional \(*\)-algebra with a positive trace \( l \). If \( e \in A \), \( e^2 = e \), \( e \neq 0 \) then \( l(e) > 0 \).

**Lemma F.4.** Let \( A \) be a finite-dimensional \(*\)-algebra with a positive trace \( l \). If \( a \in A \) and \( l(a^n) = 0 \) for all \( n \in \mathbb{N} \) then \( a \) is nilpotent.

**Proof.** If \( a \) is not nilpotent then there exists a nonzero idempotent \( e \) of the form \( \sum_{i=1}^N \lambda_i a^i \). Then \( l(e) = 0 \), which contradicts Corollary F.3.
F.2. **Fusion subcategories.** Let \( C \) be a fusion category and \( A = K_0(C) \otimes \mathbb{Z} \mathbb{C} \). We extend the involution \( X \mapsto X^* \) to \( A \) by anti-linearity. Let \( l : A \to \mathbb{C} \) be the linear functional such that \( l([X]) = \dim \text{Hom}(1, X) \) for any \( X \in C \). Then \((A, \ast)\) is a \( *\)-algebra and \( l : A \to \mathbb{C} \) is a positive trace.

**Lemma F.6.** Let \( C \) be a fusion category. For any \( X \in O(C) \) there exists a positive integer \( N \) such that \( \text{Hom}(1, X^{\otimes N}) \neq 0 \).

**Proof.** It is obvious that \( [X] \in K_0(C) \subset K_0(C) \otimes \mathbb{Z} \mathbb{C} \) is not nilpotent. The result follows from Lemma F.4. \( \square \)

**Corollary F.7.** A fusion subcategory of a fusion category is rigid.

**Proof.** Let \( D \) be a fusion subcategory of a fusion category \( C \). We have to show that if \( X \in O(D) \) then \( X^* \in O(D) \). Clearly \( X^{\otimes n} \in D \) for all \( n \geq 1 \). For \( N \) as in Lemma F.6 we get \( \text{Hom}(X^*, X^{\otimes N-1}) \neq 0 \). So \( X^* \in O(D) \). \( \square \)
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