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Abstract—This letter investigates secure transmission in an intelligent reflecting surface (IRS) assisted non-orthogonal multiple access (NOMA) network. Consider a practical eavesdropping scenario with imperfect channel state information of the eavesdropper, we propose a robust beamforming scheme using artificial noise to guarantee secure NOMA transmission with the IRS. A joint transmit beamforming and IRS phase shift optimization problem is formulated to minimize the transmit power. Since the problem is non-convex and challenging to resolve, we develop an effective alternative optimization (AO) algorithm to obtain stationary point solutions. Simulation results validate the security advantage of the robust beamforming scheme and the effectiveness of the AO algorithm.

Index Terms—Intelligent reflecting surface, non-orthogonal multiple access, physical layer security, robust beamforming.

I. INTRODUCTION

Intelligent reflecting surface (IRS) is a promising technology to achieve high energy and spectrum efficiency for future wireless communications [1], [2]. Particularly, IRS can actively create a reconfigurable radio environment to improve the wireless network performance by adaptively adjusting amplitudes and phase shifts of passive reflecting elements [3]. On the other hand, non-orthogonal multiple access (NOMA) improves spectrum efficiency by exploiting the power-domain multiplexing to serve multiple users with the same time-frequency resource block [4], [5]. It is expected that combining IRS with NOMA could further enhance the network performance, since NOMA is more powerful when the differences of the user channel gains are larger, while IRS can proactively reconfigure user channels to achieve this goal [6]–[8].

With the broadcast nature of wireless channels, the private information is vulnerable to eavesdropping. This thus calls for physical layer security (PLS), which utilizes the characteristics of wireless channels to achieve secure communications. Since IRS can smartly change the wireless propagation environment, it can be exploited to benefit PLS by intelligently adjusting the reflection coefficients for signal enhancement at receiver while signal cancellation/mitigation at eavesdropper [9]–[12].

The aforementioned works [9]–[12] only consider PLS for IRS assisted orthogonal multiple access (OMA) networks, while research on PLS for IRS assisted NOMA networks is still missing in the literature. For IRS assisted NOMA with security considerations, resource allocation becomes rather challenging, because: 1) successive interference cancellation (SIC) decoding constraint of NOMA increases the design complexity of the transmission scheme, and 2) the existence of co-channel interference and secrecy constraints lead to sophisticated interference management for IRS’s reflection. Furthermore, existing studies [9]–[11] rely on perfect channel state information (CSI) of eavesdropper which, however, may not hold since eavesdropper is passive and may try to hide itself from legitimate nodes [12]. In this case, only imperfect CSI of eavesdropper is available.

Motivated by the above observations, this letter studies secure transmission in an IRS assisted NOMA network with only the imperfect CSI of a multi-antenna eavesdropper. The major contributions are summarized as follows.

- We propose a robust beamforming scheme to secure IRS assisted NOMA transmission, where artificial noise (AN) is exploited to reduce information leakage to eavesdropper while minimizing the effect on reception quality of legitimate users. A joint active and passive beamforming optimization problem is formulated and solved for transmit power minimization.
- To handle the non-convex constraints due to the eavesdropper’s imperfect CSI, we introduce equivalent channel/beamforming matrices to simplify the semi-infinite constraints. Furthermore, a sequential rank-one constraint relaxation (SROCR) based alternative optimization (AO) algorithm is proposed to efficiently optimize the IRS reflection coefficients and the transmit power, where effective rank-one solutions are obtained.
- Numerical results verify the security advantage of proposed scheme over two baseline schemes. In particular, it is found that signal power highly depends on quality-of-service (QoS) constraint of legitimate users, while AN power is extremely sensitive to QoS constraint, maximum eavesdropping rate, and interception capability of eavesdropper.

II. SYSTEM MODEL AND PROBLEM FORMULATION

As depicted in Fig.1, we consider an IRS assisted NOMA network, which consists of two single-antenna users (U₁ and U₂), an N₁-antenna base station (BS), an IRS, and an Nₑ-antenna eavesdropper (E). We assume that there is no direct link between the BS and U₂ due to the existence of obstacles, which thus needs the deployment of IRS to establish a reliable communication link between them. As U₁ and E locate close to the BS, they have direct links to the BS. In each transmission, the BS utilizes NOMA to simultaneously transmit superimposed signals and AN, where AN is used to
inter-user interference. Accordingly, the achievable rates for the considered network, we assume that the reflection respectively. To explore the fundamental performance limit of AWGNs at users and E, Gaussian distribution with zero mean and covariance matrix \( \mathbf{A} \) denotes the AN vector following circularly symmetric complex where \( G \) is the IRS amplitudes/phase shifts requirements. The inequality in (11e) insures a successful SIC decoding at NOMA users. Problem (11a) is intractable to solve due to the joint active and passive optimization problem is investigated. Specifically, we aim at \( \min_{\mathbf{w}_i, \mathbf{w}_e, \Theta} \sum_{i=1}^{2} \| \mathbf{w}_i \|^2 + \text{Tr}(\mathbf{W}_{AN}) \) (11a) s.t. \( \theta_m \in [0, 2\pi], \beta_m \in [0, 1], \forall m \), (11b) \( R_{i,1} \geq R_Q, \forall i \), (11c) \( \max R_{e,1} \leq R_M, \forall i \), (11d) \( R_{1,2} \geq R_{2,2} \), (11e) \( \| \mathbf{h}_1 \|^2 \geq \| \mathbf{h}_2 \|^2 \), (11f) where \( R_Q \) denotes the QoS requirement of users and \( R_M \) denotes the maximum eavesdropping rate at E. The optimization problem is formulated as follows

\[
\text{min}_{\mathbf{w}_i, \mathbf{w}_e, \Theta} \sum_{i=1}^{2} \| \mathbf{w}_i \|^2 + \text{Tr}(\mathbf{W}_{AN})
\]

s.t. \( \theta_m \in [0, 2\pi], \beta_m \in [0, 1], \forall m \), (11b)

\( R_{i,1} \geq R_Q, \forall i \), (11c)

\( \max R_{e,1} \leq R_M, \forall i \), (11d)

\( R_{1,2} \geq R_{2,2} \), (11e)

\( \| \mathbf{h}_1 \|^2 \geq \| \mathbf{h}_2 \|^2 \), (11f)

where \( R_Q \) denotes the QoS requirement of users and \( R_M \) denotes the maximum eavesdropping rate at E. Constraint (11b) represents the IRS amplitudes/phase shifts requirements. Constraints (11c) and (11d) guarantee a positive rate gap between legitimate transmission rates and eavesdropping rates. The inequality in (11e) insures a successful SIC decoding at U1. Constraint (11f) ensures the SIC decoding order of the NOMA users. Problem (11a) is intractable to solve due to the semi-infinite constraints (11d) and coupled variables \( \Theta \) and \( \mathbf{w}_i \). Next, we develop an efficient AO algorithm to solve it.

A. Imperfect Channel State Information

In this paper, we assume that the CSI of legitimate users is perfectly available to BS, which can be realized by the channel estimation method mentioned in [1] and its follow-up works, e.g., the semi-passive channel estimation method. While the perfect CSI of E is difficult to obtain since E usually belongs to third party networks and has no cooperation with the BS. In other words, E only exchanges data with its own network nodes. In this case, BS can utilize the pilot information leakage from E to estimate the CSI, which, however, is inexact and outdated [2]. To describe E’s imperfect CSI, we adopt the ellipsoidal bounded channel uncertainty model as follows

\[
\Delta G_{t,e} = \hat{G}_{t,e} - G_{t,e}, \quad \Delta G_{B,e} = G_{B,e} - \hat{G}_{B,e},
\]

where \( \hat{G}_{t,e} \) and \( \hat{G}_{B,e} \) represent the estimated channels of \( G_{t,e} \) and \( G_{B,e} \), while \( \varepsilon_{t,e} > 0 \) and \( \varepsilon_{B,e} > 0 \) denote the sizes of the uncertainty regions of channel estimation errors \( \Delta G_{t,e} \) and \( \Delta G_{B,e} \), respectively, and \( \| \cdot \| \) is the Frobenius norm.

B. Problem Formulation

To guarantee robust and secure transmission, a worst-case optimization problem is investigated. Specifically, we aim at minimizing the total transmit power by joint active and passive beamforming, subject to the minimum QoS constraints at users and the maximum eavesdropping rates at E. The optimization problem is formulated as follows

\[
\text{min}_{\mathbf{w}_i, \mathbf{w}_e, \Theta} \sum_{i=1}^{2} \| \mathbf{w}_i \|^2 + \text{Tr}(\mathbf{W}_{AN})
\]

s.t. \( \theta_m \in [0, 2\pi], \beta_m \in [0, 1], \forall m \), (11b)

\( R_{i,1} \geq R_Q, \forall i \), (11c)

\( \max R_{e,1} \leq R_M, \forall i \), (11d)

\( R_{1,2} \geq R_{2,2} \), (11e)

\( \| \mathbf{h}_1 \|^2 \geq \| \mathbf{h}_2 \|^2 \), (11f)
III. ROBUST BEAMFORMING DESIGN

This section proposes an AO algorithm to efficiently solve problem \((11a)\). Specifically, we first introduce equivalent channel/beamforming matrices to transform the semi-infinite constraints into a tractable form, which can be directly tackled by S-procedure. Then, to handle the non-convex constraints caused by the coupled variables, we optimize the active and passive beamforming in an alternative manner.

A. Transformation of Semi-Infinite Constraint

According to \((12)\) Prop. 1], we first rewrite \((11d)\) into the following form:

\[
G_i^H W_i' G_e + (2R_{1a} - 1)N_e \succeq 0, \quad \forall i,
\]

where \(W_i' = (2R_{1a} - 1)W_{AN} - W_i\) and \(W_i = w_i w_i^H\) for \(1 \leq i \leq 2\), which should satisfy constraints \(W_i \succeq 0\) and \(\text{rank}(W_i) = 1\). Then, substituting \((9)\) into \((12)\), \((13)\) can be further expressed as the following quadric form:

\[
(\hat{G}_{i,1}^H \Theta H_{B,1} + \hat{G}_{i,2}^H \Theta H_{B,2} + G_i^H + \Delta G_{i,1}^H \Theta H_{B,1} + \Delta G_{i,2}^H \Theta H_{B,2} + G_i^H + \Delta G_{i,1}^H \Theta H_{B,1} + \Delta G_{i,2}^H \Theta H_{B,2}) W_i + \Delta G_{i,1}^H \Theta H_{B,1} + \Delta G_{i,2}^H \Theta H_{B,2} + G_i^H + \Delta G_{i,1}^H \Theta H_{B,1} + \Delta G_{i,2}^H \Theta H_{B,2} + G_i^H + \Delta G_{i,1}^H \Theta H_{B,1} + \Delta G_{i,2}^H \Theta H_{B,2}) W_i + (2R_{1a} - 1)N_e \succeq 0, \quad \forall i.
\]

To handle \((13)\), we define the equivalent channel estimation error and estimated channel matrices of \(E\):

\[
\Delta X^H = [\Delta G_{i,1}^H, \Delta G_{i,2}^H], \quad \hat{X}^H = [\hat{G}_{i,1}^H, \hat{G}_{i,2}^H].
\]

Furthermore, a joint beamforming matrix is defined as

\[
V_i = \begin{bmatrix} \Theta H_{B,1} \hat{W}_i^H & \Theta H_{B,1} W_i' \\ \Theta H_{B,2}^H & \Theta H_{B,2} W_i' \end{bmatrix}, \quad \forall i.
\]

Thus, combining \((13)\), \((14)\) and \((15)\), we obtain

\[
\Delta X^H V_i \Delta X + \Delta X^H V_i \hat{X} + \hat{X}^H V_i \Delta X + \hat{X}^H V_i \hat{X} + (2R_{1a} - 1)N_e \succeq 0, \quad \forall i, \quad \Delta X \in \{Y \mid \text{Tr}(\varepsilon_e Y Y^H) \leq 1\}, \quad \forall i,
\]

where \(\varepsilon_e = \varepsilon_s, + \varepsilon_{tc}\). Afterwards, by adopting S-procedure \((15)\), the infinite inequality \((16)\) can be transformed into a finite LMI as

\[
\begin{bmatrix} \hat{X}^H V_i \hat{X} + (\gamma_M - \tau_i)N_e & \hat{X}^H V_i \\ V_i \hat{X} & V_i + \tau_i \varepsilon_e^2 I\end{bmatrix} \succeq 0, \quad \forall i,
\]

where \(\gamma_M = 2R_{1a} - 1\) and \(\tau_i > 0\) denotes an auxiliary variable introduced by S-procedure.

B. Active Beamforming Optimization

By fixing \(\Theta\), the optimization problem becomes:

\[
\min_{w_i, w_{AN}, \tau_i} \sum_{i=1}^{2b} \text{Tr}(W_i) + \text{Tr}(W_{AN}) \tag{18a}
\]

s.t. \((11a), (11c), (17)\), \(W_i \succeq 0, \quad \forall i, \tag{18b}\)

\(\text{rank}(W_i) = 1, \quad \forall i. \tag{18c}\)

For notational brevity, we denote \(H_{W,1} = h_1 h_1^H\) and \(H_{W,2} = h_2 h_2^H\). Thus, constraint \((11c)\) can be rewritten as

\[
\text{Tr}(H_{W,1} W_1) \geq \gamma_Q \text{Tr}(H_{W,2} W_{AN} + 1), \tag{19a}
\]

\[
\text{Tr}(H_{W,2} W_2) \geq \gamma_Q \text{Tr}(H_{W,2} W_{AN} + 1), \tag{19b}
\]

where \(\gamma_Q = 2R_2 - 1\). For constraint \((11e)\), we introduce a slack variable \(\tau_i > 0\), which satisfies

\[
\text{Tr}(H_{W,1} W_2) \geq \text{Tr}(H_{W,1} W_{AN}) + \text{Tr}(H_{W,1} W_1) + 1, \tag{20a}
\]

\[
\text{Tr}(H_{W,2} W_2) \leq \text{Tr}(H_{W,2} W_{AN}) + \text{Tr}(H_{W,2} W_1) + 1 \tag{20b}
\]

In \((20a)\), it is not difficult to see that the term of \(\text{Tr}(H_{W,1} W_{AN}) + \text{Tr}(H_{W,1} W_1) + 1\) is nonnegative. Thus, we apply the arithmetic geometry mean (AGM) inequality to approximate \((20a)\) by

\[
2\text{Tr}(H_{W,1} W_2) \geq (\text{Tr}(H_{W,1} W_{AN}) + \text{Tr}(H_{W,1} W_1) + 1) \nu^2 + (\gamma_i / \nu)^2, \tag{21}
\]

where the equality holds if and only if when \(\nu = \sqrt{\text{Tr}(H_{W,1} W_{AN}) + \text{Tr}(H_{W,1} W_1) + 1} \). In \((20b)\), we introduce another slack variable \(\nu\), which satisfies

\[
\text{Tr}(H_{W,2} W_2) \leq 2\nu \nu - \nu^2. \tag{22}
\]

where the right-hand side of \((22)\) is the Taylor series expansion of the quadratic function \(\nu^2\), and \(\nu\) denotes the reference point of \(\nu\). Then, \((20b)\) can be reshaped as

\[
\text{Tr}(H_{W,2} W_{AN}) + \text{Tr}(H_{W,2} W_1) + 1, \tag{23}
\]

To deal with with the non-convex rank-one constraints \((18d)\), we consider the SROCR method \((15)\) to obtain rank-one solutions of problem \((18a)\), which is described as follows. The rank-one constraint \(\text{rank}(W_i^{(n)}) = 1\) at \(n\)th iteration is replaced by the linear constraint

\[
w_{i,1} \epsilon_{\max} \epsilon_{(n-1)} W_i^{(n)} \epsilon_{\max} \epsilon_{(n-1)} \leq u_i^{(n-1)} \text{Tr}(W_i^{(n)}). \tag{24}
\]

In \((24)\), \(w_i^{(n-1)} \epsilon \in [0, 1]\) denotes the trace ratio parameter of \(W_i\) at \((n-1)\)th iteration, which gradually increases from 0 to 1. \(w_i^{\epsilon_{\max}} \epsilon_{(n-1)} \epsilon \in \bar{C}^{N-1}\) denotes the eigenvector of the largest eigenvalue of \(W_i^{(n-1)}\) with the parameter \(w_i^{(n-1)}\). The iterative convex program (ICP) at \(n\)th iteration is given by

\[
\min_{w_i, w_{AN, \tau_i, \gamma_i, \nu}} \sum_{i=1}^{2b} \text{Tr}(W_i) + \text{Tr}(W_{AN}) \tag{25a}
\]

s.t. \((17), (18c), \tag{19a}, \tag{19b}, \tag{21), \tag{22), \tag{23), \tag{24). \tag{25b}\)

The ICP can be solved efficiently by using the CVX toolbox, and the iterative algorithm for problem \((25a)\) is summarized in Algorithm-1, where \(P_i\) denotes the total transmit power at BS and \(\delta\) denotes the convergence accuracy.

C. Passive Beamforming Optimization

With the given \(W_i\) and \(W_{AN}\), we can denote \(u_0 = [e_1^H, \ldots, e_M^H]^H\), \(u = [u_0]^H\), \(H_{U,1} = [\text{diag}(h_{11}^H H_{B,1})^H, h_{12}^H H_{B,2}]\) and \(H_{U,2} = [\text{diag}(h_{22}^H h_{12}^H)^H, H_{B,2}]\). Therefore, the constraint \((19a)\) and \((19b)\) can be transformed into

\[
\text{Tr}(U_{i,1}^H) \geq \gamma_Q \text{Tr}(U_{AN,1}^H) + 1, \tag{26a}
\]

\[
\text{Tr}(U_{i,2}^H) \geq \gamma_Q \text{Tr}(U_{AN,2}^H) + \text{Tr}(U_{i,2}^H) + 1, \tag{26b}
\]
Hence, we have the iterative convex feasibility program (IC FP) iteration is given by

However, problem (32a) is still non-convex due to the rank-

For the non-convex term

and is thus omitted for brevity.

The AO algorithm is summarized in Algorithm-2. The main computational complexity with the interior-point method is given by \( \mathcal{O}(l_{AO}(I_q(3N^2 + 3)^{3.5} + l_p(M + 1)^7)) \), where the \( l_q \) and \( l_p \) denote the iteration numbers for solving ICP (25a) and ICFP (34a), and \( l_{AO} \) denotes the number of iterations.

Algorithm-2: AO Algorithm for Solving Problem (13a)

1: Initialization: Set \( k = 1 \), and initialize \( \omega^{(0)}, \rho^{(0)}, u_1^{(0)}, u_0^{(0)}, w_{\text{eig-max}}^{(0)} \).
2: Repeat:
3: Solve ICP (25a) with fixed \( \Theta \).
4: Solve ICFP (34a) with fixed \( \Theta \).
5: Define the ICP (25a) is feasible, solve the problem, define \( \epsilon(n) = \epsilon(n-1) \) and update \( \omega^{(n)} \) and \( \rho^{(n)} \);
6: Else: define \( \epsilon(n) = \frac{1}{2} \) \( \epsilon(n-1) \),
7: Update \( u_1^{(n)} = \min(1, \frac{\lambda_{\text{max}}(W^{(n)})}{\lambda_{\text{min}}(W^{(n)})} + \epsilon(n)) \);
8: \( n = n + 1 \);
9: Until: \( u_1^{(n)} = 1 \) and \( |P_t^{(n)} - P_t^{(n-1)}| \leq \delta \).

The iterative algorithm to solve problem (34a) is similar to Algorithm-1 and is thus omitted for brevity.

In this section, we present numerical results to verify the performance of the proposed solution. The locations of all nodes are shown in Fig. 2 and both the large and small scale fading are considered, i.e., \( h = d^{-\alpha} h_s \), where \( h \in \{h_1, h_{B,1}, h_{B,2}, h_{B,c}, h_{L,c}\} \). \( d \) and \( \alpha \) denote the distances and path-loss exponents, and \( h_s \) denotes the Rayleigh fading gain. Here, the path-loss exponents of the IRS-involved links (including BS-IRS link) are set as 2, while the path-loss exponents of the BS-involved links are set as 4. We adopt the normalized channel estimation error uncertainty for simulations, defined as \( \xi_n = \frac{1}{\sqrt{N_t}} \). The convergence accuracy \( \delta \) is set as 0.1, and each point is averaged over 100 trials.

Fig. 3 shows the convergence of the proposed AO algorithm with different \( N_t \). It is observed from the figure that the transmit power monotonically decreases and converges very fast to a fixed value, which demonstrates the effectiveness of the proposed AO algorithm. It is also observed from the figure that an increase in \( N_t \) can lower the transmit power but has no significant impact on the converge performance. That indicates properly increasing \( N_t \) can benefit higher active beamforming gain for NOMA security enhancement without introducing large number of iterations for achieving convergence.

Fig. 4 compares the transmit power achieved by AO algorithm with two baseline schemes, i.e., random phase and equal power allocation (EPA) (i.e., \( w_1^2 = w_2^2 \)). As shown in Fig. 4 the total transmit power of three schemes monotonically decreases with the increased channel estimation error \( \xi_n \), due to the fact that more transmit power is needed to compensate...
the increased channel uncertainty for secrecy guarantee. Compared with random phase and EPA, the proposed AO algorithm achieves the lowest transmit power consumption. Particularly, the random phase scheme has the worst performance and the performance gap between the random phase scheme and the proposed AO algorithm increases from 3.24dB to 4.63dB when increasing $M$ from 5 to 10. This is because that the random phase shifts cannot always strengthen that at legitimate users and/or suppress the received signals at E. Furthermore, by increasing the reflecting elements, the passive beamforming gain can be improved, which is helpful to enhance the transmission security.

In Fig. 5, the impact of the maximum eavesdropping rate on power allocation between signals and AN is plotted. As can be observed from Fig. 5, the maximum eavesdropping rate and the number of antennas at E have significant impact on the AN power rather than the signal power. This can be understood as follows. An increase in the eavesdropping rate reduces the security requirement of network, thus less AN power is needed. While an increase in the number of antennas will strengthen the interception ability of E, and thus the BS should allocate more power to AN to suppress eavesdropping. Whereas both the maximum eavesdropping rate and the number of antennas at E have little impact on signal transmission. Furthermore, the QoS requirement of users has a great effect on both signal and AN power. This is due to the fact that an increase in the QoS constraint results in a higher transmit power, which in turn improves the received signal strength of E. Hence, more power are needed for AN to degrade the reception quality of E.

V. Conclusion

This letter proposed a robust beamforming scheme to enhance secrecy of the IRS assisted NOMA network against a multi-antenna eavesdropper. An efficient AO algorithm was developed to optimize transmit beamforming and IRS reflection coefficients for transmit power minimization. Numerical results were provided to validate the security effectiveness of the proposed scheme and obtain valuable design insights into the robust design of secure transmission via IRS.
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