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Abstract Two important issues characterize the design of bootstrap methods to construct confidence intervals for the correlation between two time series sampled (unevenly or evenly spaced) on different time points: (i) ordinary block bootstrap methods that produce bootstrap samples have been designed for time series that are coeval (i.e., sampled on identical time points) and must be adapted; (ii) the sample Pearson correlation coefficient cannot be readily applied, and the construction of the bootstrap confidence intervals must rely on alternative estimators that unfortunately do not have the same asymptotic properties. In this paper it is argued that existing proposals provide an unsatisfactory solution to issue (i) and ignore issue (ii). This results in procedures with poor coverage whose limitations and potential applications
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are not well understood. As a first step to address these issues, a modification of
the bootstrap procedure underlying existing methods is proposed, and the asymptotic
properties of the estimator of the correlation are investigated. It is established that
the estimator converges to a weighted average of the cross-correlation function in
a neighborhood of zero. This implies a change in perspective when interpreting the
results of the confidence intervals based on this estimator. Specifically, it is argued
that with the proposed modification of the bootstrap, the existing methods have the
potential to provide a useful lower bound for the absolute correlation in the non-coeval
case and, in some special cases, confidence intervals with approximately the correct
coverage. The limitations and implications of the results presented are demonstrated
with a simulation study. The extension of the proposed methodology to the problem
of estimating the cross-correlation function is straightforward and is illustrated with a
real data example. Related applications include the estimation of the autocorrelation
function and the periodogram of a time series.
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1 Introduction

Confidence intervals for the Pearson correlation coefficient are a key statistical tool
to understand and quantify the uncertainty about the linear relationship between two
variables observed over time. The vast amount of time-dependent data available from
different fields provides a very rich set of potential applications where confidence
limits for the correlation make it possible to test whether and how a certain time-
dependent variable depends on another, and how this relationship might change over
time. In many applied problems, the two time series that need to be compared are
both unevenly spaced (the sampling is not uniform over time) and observed at unequal
timescales (the set of time points for the first series is not identical to the set of time
points for the second series). There may be several reasons for the irregularity of
the observations. In many applications where the data collection is based on sensor
networks or a distributed monitoring infrastructure (e.g., health care, environmental
monitoring, geology, meteorology, network traffic studies), unevenly spaced time
series observed at unequal timescales arise naturally due to the difficulty in synchroniz-
ing the different sensors, missing data, and the different sampling intervals and
policies used to collect the variables (Erdogan et al. 2005). In finance, the transaction
prices observed for different assets are time series that are unevenly sampled in
time and with different timescales due to the fact that transactions such as trading stock
on an exchange do not occur at equally spaced time intervals. In paleoclimate studies,
irregular sampling is often the result of a complex sedimentation/accumulation rate
(Rehfeld et al. 2011; Mudelsee 2014). As observed by Roberts et al. (2017) for ice
core records, a uniform spatial sampling produces a nonuniform sampling in time,
as the spatial and temporal distribution of a sample material depends on its depth. In
observational astronomy, sampling times are determined by seasonal and weather con-
ditions and the availability of observational equipment, and are therefore inherently
nonuniform (Eckner 2014). Quantifying the uncertainty of the correlation in these cases is a challenge for at least two reasons: (i) ordinary block bootstrap methods that produce bootstrap samples have been designed for time series observed at the same timescale and must be adapted; (ii) the sample Pearson correlation coefficient cannot be readily applied, and the bootstrap confidence intervals must be constructed on alternative estimators that, unfortunately, do not have the same asymptotic properties. This has important consequences for the interpretation and for the empirical coverage of the resulting methods.

A thorough search of the relevant literature yielded only one article on the construction of confidence limits for unevenly spaced time series observed at unequal timescales: the paper by Roberts et al. (2017). Their approach is an extension of the method discussed by Mudelsee (2003) and Ölafsdottir and Mudelsee (2014), which considers the simpler case where the data are unevenly spaced but coeval (i.e., observed at the same timescale), and is based on the bias-corrected and accelerated (BCa) method proposed by Efron (1987), the Gaussian kernel estimator (Rehfeld et al. 2011), and a modified version of the stationary bootstrap of Politis and Romano (1994). This paper argues that the approach of Roberts et al. (2017), hereafter called the “GK (Gaussian kernel) method”, provides a good starting point but an unsatisfactory solution to issue (i) and ignores issue (ii), giving rise to a procedure with poor statistical properties whose limitations and potential applications are not well understood.

As a first step to address these issues, a modification of the bootstrap of the GK method is proposed, and the properties of the estimator of the correlation underlying the method are investigated. It is shown that the estimator does not target the correlation between the two time series but rather a weighted average, $\rho_0$, of the cross-correlation function (CCF) in a neighborhood of zero where the weights depend on the features of the bivariate stationary process that generates the data and on the distributions of the inter-sampling-time intervals. Depending on the problem, $\rho_0$ could be very close to or very far from the true correlation. This implies that, asymptotically, the GK method has zero coverage, and introduces a change in perspective when studying the statistical properties and interpreting the confidence intervals produced by the method. In particular, it can be observed that with the proposed modification of the stationary bootstrap, the GK method has the potential to provide a useful lower bound for the absolute correlation in the non-coeval case and, in some special cases, confidence intervals with an approximately correct coverage. The limitations and implications of the results presented are demonstrated with a simulation study. The extension of the proposed methodology to the problem of estimating the CCF at a generic lag $l$ is straightforward and is illustrated with a real data example. Related applications include the estimation of the autocorrelation function and the periodogram of a time series.

2 Stationary Bootstrap for the Non-Coeval Case

Let $\{x(i)\}_{i=1}^{n_X}$ and $\{y(j)\}_{j=1}^{n_Y}$ be two time series, of length $n_X$ and $n_Y$, respectively, sampled (evenly or unevenly) at different time points $\{t_X(i)\}_{i=1}^{n_X}$ and $\{t_Y(j)\}_{j=1}^{n_Y}$ from a certain bivariate process $\{X(i), Y(i)\}$. Following Ölafsdottir and Mudelsee (2014),
two time series of this type may be called non-coeval. The bivariate process is assumed to be weakly stationary. The goal is to build a bootstrap-based confidence interval for the lag-0 correlation between the \(X\) and \(Y\) components of the bivariate process. Roberts et al. (2017) is the only published algorithm for this type of problem, and comprises three subroutines: \(s_1\) the stationary bootstrap; \(s_2\) the Gaussian kernel estimator; and \(s_3\) the BCa method. This section discusses the limitations of the stationary bootstrap of Roberts et al. (2017) and proposes a modified version of the bootstrap.

2.1 Stationary Bootstrap Underlying the GK Method

In Roberts et al. (2017), the stationary bootstrap (hereafter subroutine 2) is presented as a simple extension of the stationary bootstrap of Politis and Romano (1994), with block length selection as in Mudelsee (2003). However, a closer look reveals that the extension is not a trivial one. A description of subroutine 2, as can be deduced from the Matlab code provided by the authors, is presented in Online Resource 1. Let us denote the \(b\)th bootstrap sample by

\[
\{x^{*b}(i), t_X^{*b}(i)\}_{i=1}^{n^b_X}, \{y^{*b}(j), t_Y^{*b}(j)\}_{j=1}^{n^b_Y}, \ b = 1, \ldots, B,
\]

where \(B\) is the number of bootstrap samples. Two important differences between subroutine 2 and the stationary bootstrap proposed by Politis and Romano (1994) and Mudelsee (2003) for the evenly spaced and coeval case, respectively, are the notion of block (and block length) and the fact that in both Politis and Romano (1994) and Mudelsee (2003), only the \(X\) and \(Y\) values are resampled. The time points are not resampled; that is, the time points for all bootstrap samples are exactly the same as the time points for the original \(X\) and \(Y\) series. While in the coeval case a block of length \(l\) is merely a set of \(l\) consecutive \((X, Y)\) pairs in the observed bivariate time series, it is not obvious how this definition should be generalized for time series observed at unequal timescales. In addition, concatenating blocks of \(X\) and \(Y\) values of the original series preserving the original time points (i.e., resampling only the \(X\) and \(Y\) values) would completely destroy the dependence structure of the underlying bivariate process. Roberts et al. (2017) address these problems by considering two subroutines that are labeled in Online Resource 1 as subroutine 2.1 and subroutine 2.2.

Subroutine 2.1 resamples the \(X\) and \(Y\) values using an algorithm similar to the one described in Mudelsee (2003), but also takes into account the fact that the two series are non-coeval. As described in Online Resource 1, this subroutine produces two series \(\{x^{*b}(i)\}_{i=1}^{n^b_X}, \{y^{*b}(j)\}_{j=1}^{n^b_Y}\) with random length \(n^b_X\) and \(n^b_Y\) only approximately equal to the original series (but which can be different for different bootstrap samples). Although \(n^b_X\) and \(n^b_Y\) could by chance take the value \(n_X\) and \(n_Y\), in general,

\[n^b_X \approx n_X, \ n^b_Y \approx n_Y, \ n^r_X \neq n^s_X; \ n^r_Y \neq n^s_Y \text{ for } r \neq s.\]

It should be noted that each \(x^{*b}(i)\) value in the \(b\)th bootstrap sample corresponds to a unique \(X\) value in the original time series, and similarly each \(y^{*b}(j)\) value in the
bootstrap sample corresponds to a unique \( Y \) value in the original time series; that is, for each \( b \in \{1, \ldots, B\} \), the resampling defines two mappings, \( f_X^b(\cdot) \) and \( f_Y^b(\cdot) \), such that

\[
x^{sb}(i) = x(f_X^b(i)); \quad y^{sb}(j) = y(f_Y^b(j)).
\]

(1)

For example, \( f_X^b(3) = 5 \) means that the third \( X \) value in the \( b \)th bootstrap sample corresponds to the fifth \( X \) value in the original \( X \) series, \( x^{sb}(3) = x(5) \). This is also the case for the bootstrap introduced by Mudelsee (2003) for the coeval case, with the only difference being that in this case, the two mappings are the same (i.e., \( f_X^b = f_Y^b \)).

Subroutine 2.2 produces the time sequences \( \{t_X^{sb}(i)\}_{i=1}^{n_X^b}, \{t_Y^{sb}(j)\}_{j=1}^{n_Y^b} \) for the \( b \)th bootstrap sample. It should be noted that the time points of the bootstrap samples may vary from sample to sample (i.e., different bootstrap samples may have different time sequences) and are not obtained by resampling the time points of the original \( X \) and \( Y \) series. The time sequences in the bootstrap samples contain time points that do not appear in the original \( X \) and \( Y \) series. The subroutine preserves the inter-sampling-time intervals within each block of the stationary bootstrap; that is, the time difference between two \( X \) or \( Y \) values within the same block of a bootstrap sample equals the time difference between the same \( X \) or \( Y \) values in the original series. However, due to the way that consecutive blocks are concatenated in time, in the non-coeval case the subroutine does not preserve the dependence structure within each block, a basic requirement of any block bootstrap procedure. As described in Online Resource 1, for a pair \((x^{sb}(i), y^{sb}(j))\) in the \( k \)th block of the \( b \)th bootstrap sample, for any \( k > 1 \)—that is, for any block except the first one—in general,

\[
t_X^{sb}(i) - t_Y^{sb}(j) \neq t_X(f_X^b(i)) - t_Y(f_Y^b(j)).
\]

This implies that pairs of \((X, Y)\) values which are very close in time in the bootstrap sample \((t_X^{sb}(i) - t_Y^{sb}(j) \text{ “small”})\) might be very far apart in the original sample \((t_X(f_X^b(i)) - t_Y(f_Y^b(j)) \text{ “large”})\), and vice versa. As a result, the \( X-Y \) dependence, as measured by the CCF, is not preserved in the bootstrap sample (Mudelsee (2014), pages 95–97, already noted that for uneven spacing, the original time spacing may not be preserved by block bootstrap methods, and these should be enhanced in order to preserve the original spacing structure). To illustrate this point, \( B = 2000 \) bootstrap samples were generated applying subroutine 2 to two unevenly spaced non-coeval time series of length \( n = 400 \) (with dimensionless time units). The two time series were obtained by sampling a high-resolution (evenly spaced) bivariate time series generated from a first-order autoregressive (AR(1)) Gaussian process with persistence \( \tau = 2 \) and lag-0 correlation \( \rho_{XY} = 0.8 \). For each high-resolution time series, independently, \( n = 400 \) (uneven) inter-sampling-time intervals were drawn from a Gamma\( (16, 1) \) distribution and rescaled to have mean 1 (a detailed explanation of the simulation scheme is provided in Sect. 3). Let \( A_0^{sb} \) be the set of indices of \((X, Y)\) pairs whose time distance in the \( b \)th bootstrap sample is in a neighborhood of zero (i.e., is “small”)

\[
A_0^{sb} = \{(i, j) | -0.5 < t_X^{sb}(i) - t_Y^{sb}(j) < 0.5\}.
\]
Denote by $\tilde{R}_{0,h_1}$ the set

$$\tilde{R}_{0,h_1} = \{(i, j)| -0.5 < t^b_X(i) - t^b_Y(j) < 0.5 \text{ and } h_1 - 0.5 < |f^b_X(i) - f^b_Y(j)| < h_1 + 0.5\}.$$  

Then the ratio between the cardinality of $\tilde{R}_{0,h_1}$ and the cardinality of $A_{0}^{sb}$, denoted by $R_{0,h_1}$,

$$R_{0,h_1} = \frac{|\tilde{R}_{0,h_1}|}{|A_{0}^{sb}|},$$

represents the fraction of the $(X, Y)$ pairs close in time in the $b$th bootstrap that correspond to $(X, Y)$ pairs whose time distance (in absolute value) in the original sample is in a neighborhood of $h_1$. Thus, for example, $R_{0,4} = 0.3$ would imply that 30% of the $(X, Y)$ pairs whose time distance in the $b$th bootstrap sample is in a neighborhood of zero correspond to $(X, Y)$ pairs whose time distance (in absolute value) in the original sample is in a neighborhood of 4. It should be noted that since the average time spacing for both the $X$ and $Y$ simulated series is 1, according to the intuition underlying the Gaussian kernel estimator (see Sect. 4), $R_{0,h_1}$ can also be interpreted as the fraction of the $(X, Y)$ pairs relevant for estimating the correlation between the two time series in the $b^{th}$ bootstrap corresponding to $(X, Y)$ pairs of observations which in the original sample would be used to estimate the cross-correlation at lag $\pm h_1$. Thus, a value of $R_{0,4}$ equal to 0.3 would imply that 30% of the $(X, Y)$ pairs relevant for estimating the correlation between the two time series in the $b$th bootstrap sample correspond to $(X, Y)$ pairs of observations which in the original sample would be used to estimate the cross-correlation at lag $\pm 4$. The boxplot of the values $R_{0,h_1}$, for $h_1 \in \{0, 1, 2, 3, 4\}$, corresponding to the 2,000 bootstrap samples obtained from subroutine 2.2 is shown in Fig. 1a, together with the boxplot of $\tilde{R}_{05} = \sum_{r=5}^{\infty} R_{0,r}$. As shown in the figure, for at least 75% of the bootstrap samples, fewer than 20% of the $(X, Y)$ pairs close in time in the bootstrap sample correspond to $(X, Y)$ pairs that are also close in time in the original time series (the third quartile of $R_{00}$ is approximately 0.20). At the same time, for at least 75% of the bootstrap samples, over 20% of the $(X, Y)$ pairs whose time distance is in a neighborhood of zero in the bootstrap sample correspond to $(X, Y)$ pairs whose time distance in the original sample is 4.5 or larger (the first quartile of $\tilde{R}_{05}$ is approximately 0.20). The boxplots corresponding to $R_{0,h_1}$, for $h_1 \in \{0, 1, 2, 3, 4\}$ largely overlap, generally indicating that of the $(X, Y)$ pairs relevant for estimating the correlation between the two time series in a bootstrap sample, almost the same fraction corresponds to pairs of observations which in the original sample would be used to estimate the cross-correlation at lags $0, \pm 1, \pm 2, \pm 3$ and $\pm 4$. As a result, the dependence structure of the $(X, Y)$ time series is not preserved in the bootstrap sample. As further evidence, for each bootstrap sample obtained using subroutine 2.2, the cross-correlation between the $X$ and $Y$ time series at lags $0, 1, 2, 3,$ and $4$ was also estimated using the Gaussian kernel estimator. The boxplot of the 2,000 bootstrap-based cross-correlation estimates is shown in Fig. 2a, together with the sample cross-correlation.
Fig. 1   a Boxplot of the values of $R_{0,k_1}$, $h_1 = 0, 1, 2, 3, 4$ and of $\bar{R}_{05} = \sum_{r=5}^{\infty} R_{0,r}$ corresponding to the 2,000 bootstrap samples obtained from subroutine 2.2; b same as in a but using the modified version of subroutine 2.2. In the boxplots, the bottom and the top of each box represent the first and third quartile, respectively. The line across the box indicates the median obtained applying the Gaussian kernel estimator to the original time series. The figure shows that while the sample cross-correlation based on the original series decreases with the lag (as expected), the boxplot corresponding to the bootstrap estimates of the cross-correlation at lags 0, 1, 2, 3, and 4 almost completely overlap, suggesting an approximately constant CCF.

2.2 Proposed Modification of the Stationary Bootstrap: The mGK Method

In order to overcome these limitations, a modified version of subroutine 2.2 is proposed, which produces the time sequences of the bootstrap sample while preserving the relative time distance between $(X, Y)$ pairs within each block. An illustration of the intuition underlying the new subroutine is given in the toy example in Online Resource 1. A detailed description of the new subroutine can also be found in Online Resource 1. The benefits of the modified procedure are shown in Figs. 1b and 2b, which are the same as Figs. 1a and 2a but with bootstrap samples generated using the modified version of subroutine 2.2.

As shown in the figures, using the modified subroutine 2.2, in all the bootstrap samples over 94% of the $(X, Y)$ pairs close in time in the bootstrap sample correspond to $(X, Y)$ pairs which are also close in time in the original time series (the minimum
Fig. 2  a Boxplot of the estimates of the cross-correlation at lags 0, 1, 2, 3, and 4 corresponding to 2,000 bootstrap samples generated from a given time series using subroutine 2.2  b Same as in a but using the modified version of subroutine 2.2. In both cases the red circles represent the estimates of the cross-correlation based on the original time series and the Gaussian kernel estimator

of $R_{00}$ in Fig. 1b is approximately 0.94, while the boxplots corresponding to the bootstrap estimates of the cross-correlation at lags 0, 1, 2, 3, and 4 satisfactorily reproduce the important features of the sample CCF estimated from the original time series. Hereafter, the GK method with the modified version of subroutine 2.2 will be called the “mGK method,” and any procedure that combines the Gaussian kernel estimator with the BCa method will be termed the “GK algorithm.”

3 Monte Carlo Experiments

The performance of the GK and mGK methods was evaluated and compared via Monte Carlo experiments. $N = 1000$ synthetic time series with prescribed known properties were simulated. For each of the series a 95% confidence interval was evaluated using the Matlab implementation of the GK method available from the authors at https://github.com/jlr581/correlation. The corresponding interval for the mGK method was obtained using the Matlab code available at https://github.com/isavig/mGK. It should be noted that the GK method includes a fourth subroutine which consists of repeating subroutines $s_1$ to $s_3$ 25 times, producing 25 confidence intervals. The lower (upper) bound of the final confidence intervals output by the GK method is the median
of the lower (upper) bounds of these 25 confidence intervals. This fourth subroutine was used in the implementation of the GK method in the Monte Carlo experiments and in the rest of the paper but has a negligible effect on the results presented. The fourth subroutine actually implies an increase in the number of bootstrap replications. In our opinion, this should be problem-dependent. In each application, the number of bootstrap replications should be set sufficiently large to guarantee that a bootstrap-based confidence interval produced by a particular method for a certain sample is reproducible with very little error when the method is applied to the same sample and should also depend on the confidence level. For these same reasons, this fourth subroutine has been eliminated in the mGK method.

In the Monte Carlo experiments, the empirical coverage was calculated as the fraction of simulations for which the confidence intervals contain the known theoretical value of the correlation. As a complementary parameter, the average length of the confidence intervals across the 1,000 simulations was also reported. The design of the Monte Carlo experiments combined the general simulation framework used by Mudelsee (2003) and Ólafsdottir and Mudelsee (2014) for the coeval case, with the sampling scheme discussed by Rehfeld et al. (2011) for time series with unequal timescales.

As in Mudelsee (2003) and Ólafsdottir and Mudelsee (2014), in each experiment, (i) the underlying process was a bivariate AR(1) process (Gaussian, in our case); (ii) the quantity of interest was the lag-0 correlation, $\rho_{XY}$, between the $X$ and $Y$ components of the process; and (iii) a predefined combination of the parameters that describe defining features of the process (persistence of the $X$ and $Y$ series, the lag-0 correlation $\rho_{XY}$), and the sampling (distribution of inter-sampling-time intervals, sample size of the $X$ and $Y$ series) was considered. In particular, empirical coverage was evaluated under 64 scenarios obtained by combining:

- Two values of the lag-0 correlation between the two time series: $\rho_{XY} = 0.2$ and $\rho_{XY} = 0.8$.
- Four values for the persistence (which is assumed to be the same for the $X$ and $Y$ series and is denoted by $\tau$): $\tau = 0.5$, $\tau = 1$, $\tau = 2$, and $\tau = 5$.
- Two possible choices for the distribution of the inter-sampling-time intervals of each series: gamma$(\alpha, 1)$ with $\alpha = 400$ and $\alpha = 16$ (see Fig. 3). The associated skewnesses $(2/\sqrt{\alpha})$ were 0.1 and 0.5, respectively. The associated coefficients of variation $(1/\sqrt{\alpha})$ were 0.05 and 0.25, respectively.
- Four sample sizes (common to the two series), $n = 50, 100, 200, 400$.

Following Rehfeld et al. (2011), in each scenario the sample of a bivariate process was obtained in four steps:

Step 1: A high-resolution (evenly spaced) bivariate time series, denoted by $\{\tilde{t}_i, X(s), Y(s)\}$, was generated from a bivariate Gaussian AR(1) process with common persistence $\tau$ and lag-0 correlation $\rho_{XY}$. The time spacing was set to 0.01.

Step 2: For each series, independently, $n$ (uneven) inter-sampling-time intervals were drawn from a $\text{gamma}(\alpha, 1)$ distribution and rescaled to have mean 1.

Step 3: The cumulative sum of the inter-sampling-time intervals in Step 2, rounded off to two decimal places, defined the unequal timescales for the two series $\{t_X(i), i = 1, \ldots, n\}$, $\{t_Y(j), j = 1, \ldots, n\}$, respectively.
Fig. 3 Histograms of inter-sampling-time intervals generated from a gamma($\alpha, 1$) distribution as described in Step 2 for $\alpha = 400$ (a); and $\alpha = 16$ (b). In both cases $n = 400$, the histograms have been rescaled to have area equal to 1, and the solid line represents the theoretical density function of the gamma($\alpha, 1$) distribution.

Step 4: The observed X series was obtained by sampling the $X$-component of the high-resolution time series $\{\tilde{t}_S, X(s), Y(s)\}$ in Step 1 at times $\{t_X(i), i = 1, \ldots, n\}$. The observed $Y$ series was obtained sampling the $Y$-component of the high-resolution time series $\{\tilde{t}_S, X(s), Y(s)\}$ in Step 1 at times $\{t_Y(j), j = 1, \ldots, n\}$.

The nominal standard error associated with the number of simulations ($N = 1000$) is $\sigma = 0.007$ ($\sigma = \sqrt{\alpha \cdot (1 - \alpha)/N}$, with $\alpha = 0.05$) higher than the one in Mudelsee (2003) and Ólafsdottir and Mudelsee (2014), but sufficiently small for the interpretation of the results of the Monte Carlo experiments. The results of the simulation study are reported in Tables 1, 2, 3, 4, 5, 6, 7, and 8. As shown in the tables, the GK method suffers from severe undercoverage and often produces abnormally short intervals. Regardless of the scenario considered, the coverage of the GK method is well below the nominal value of 0.95, with important differences depending on the true value of the correlation ($\rho_{XY}$), the sample size ($n$), and the persistence of the time series ($\tau$). In particular, the coverage decreases dramatically with the true value of the correlation and tends to increase with the persistence. For 12 of the 32 scenarios corresponding to $\rho_{XY} = 0.8$ (Tables 5 and 7), the coverage of the GK method is 0. In general, and counterintuitively, for a given scenario, coverage decreases as the sample size increases. A similar pattern is observed for the average length of the confidence intervals produced by the GK method, which are much shorter than for the coeval case (Ólafsdottir and Mudelsee 2014). In 6 of the 32 scenarios corresponding to $\rho_{XY} = 0.8$ (Tables 6 and 8), the GK method produces degenerate confidence intervals of length 0.

Conversely, the modification of subroutine 2.2 implies a significant improvement in the coverage for the case where the true correlation between the X and Y series is $\rho_{XY} = 0.2$ (Tables 1 and 3). Although the mGK method gives a coverage accuracy that might be unacceptably large for practitioners, the reported coverages are much closer to the nominal level of 0.95 and comparable to those in Ólafsdottir and Mudelsee (2014) for the non-calibrated BCa bootstrap intervals for the coeval case (and persistence of...
An improvement is also observed for the case when \( \rho_{XY} = 0.8 \) (Tables 5 and 7); however, the empirical coverage for this case is still far from the nominal value and much worse than those in Ólafsdottir and Mudelsee (2014) for the non-calibrated BCa bootstrap intervals for the coeval case. In addition, the coverage still decreases in some cases (as a function of sample size) when the sample size exceeds a certain threshold (which varies in the different scenarios considered in the simulation study). Why this is the case is explained in the next section, where a second issue of the GK algorithm is discussed.
### Table 4
Average length for 95% confidence intervals for correlation: $\rho_{XY} = 0.2, sk = 0.5$

| $n$ | Bootstrap CI type |  |  |  |  |  |
|-----|-------------------|---|---|---|---|---|
|     |                  | GK method |  | mGK method |  |  |
|     |                  | Persistence ($\tau$) |  | Persistence ($\tau$) |  |  |
|     | $\tau = 0.5$ | $\tau = 1$ | $\tau = 2$ | $\tau = 5$ | $\tau = 0.5$ | $\tau = 1$ | $\tau = 2$ | $\tau = 5$ |
| 50  | 0.485 | 0.523 | 0.594 | 0.663 | 0.521 | 0.534 | 0.575 | 0.659 |
| 100 | 0.316 | 0.361 | 0.452 | 0.568 | 0.393 | 0.413 | 0.466 | 0.557 |
| 200 | 0.169 | 0.206 | 0.301 | 0.451 | 0.287 | 0.310 | 0.357 | 0.453 |
| 400 | 0.068 | 0.087 | 0.165 | 0.347 | 0.208 | 0.226 | 0.268 | 0.362 |

### Table 5
Empirical coverage for 95% confidence intervals for correlation: $\rho_{XY} = 0.8, sk = 0.1$

| $n$ | Bootstrap CI type |  |  |  |  |  |
|-----|-------------------|---|---|---|---|---|
|     |                  | GK method |  | mGK method |  |  |
|     |                  | Persistence ($\tau$) |  | Persistence ($\tau$) |  |  |
|     | $\tau = 0.5$ | $\tau = 1$ | $\tau = 2$ | $\tau = 5$ | $\tau = 0.5$ | $\tau = 1$ | $\tau = 2$ | $\tau = 5$ |
| 50  | 0.011 | 0.232 | 0.495 | 0.577 | 0.532 | 0.715 | 0.779 | 0.763 |
| 100 | 0    | 0.012 | 0.230 | 0.567 | 0.198 | 0.526 | 0.770 | 0.785 |
| 200 | 0    | 0    | 0.023 | 0.444 | 0.007 | 0.206 | 0.687 | 0.812 |
| 400 | 0    | 0    | 0    | 0.185 | 0    | 0.028 | 0.465 | 0.831 |

### Table 6
Average length for 95% confidence intervals for correlation: $\rho_{XY} = 0.8, sk = 0.1$

| $n$ | Bootstrap CI type |  |  |  |  |  |
|-----|-------------------|---|---|---|---|---|
|     |                  | GK method |  | mGK method |  |  |
|     |                  | Persistence ($\tau$) |  | Persistence ($\tau$) |  |  |
|     | $\tau = 0.5$ | $\tau = 1$ | $\tau = 2$ | $\tau = 5$ | $\tau = 0.5$ | $\tau = 1$ | $\tau = 2$ | $\tau = 5$ |
| 50  | 0.057 | 0.074 | 0.121 | 0.196 | 0.325 | 0.277 | 0.268 | 0.302 |
| 100 | 0.007 | 0.014 | 0.044 | 0.143 | 0.244 | 0.209 | 0.209 | 0.240 |
| 200 | 0.0001 | 0.0009 | 0.008 | 0.075 | 0.166 | 0.151 | 0.157 | 0.193 |
| 400 | 0    | 0    | 0.0001 | 0.021 | 0.097 | 0.099 | 0.116 | 0.149 |

### 4 Bias of the Gaussian Kernel Estimator

The BCa, as any other method for constructing nonparametric bootstrap confidence intervals, requires the definition of an estimator of the parameter of interest, and this estimator must be consistent; that is, the distribution of the estimator should concentrate at the true value of the parameter as the sample size increases (Hall 1986, 1988; DiCiccio and Efron 1996). A consistent estimator of the correlation coefficient is the Pearson sample correlation coefficient (which is in fact the estimator used by Mudelsee (2003) and Ólafsdottir and Mudelsee (2014) for the coeval case). For time
Table 7  Empirical coverage for 95% confidence intervals for correlation: $\rho_{XY} = 0.8$, $sk = 0.5$

| n   | Bootstrap CI type | mGK method |
|-----|------------------|------------|
|     | GK method        | Persistence ($\tau$) | Persistence ($\tau$) |
|     |                  | $\tau = 0.5$ | $\tau = 1$ | $\tau = 2$ | $\tau = 5$ | $\tau = 0.5$ | $\tau = 1$ | $\tau = 2$ | $\tau = 5$ |
| 50  | 0.008            | 0.169      | 0.447      | 0.604      | 0.231      | 0.54      | 0.715      | 0.751      |
| 100 | 0                | 0.008      | 0.174      | 0.548      | 0.037      | 0.338     | 0.702      | 0.791      |
| 200 | 0                | 0          | 0.010      | 0.384      | 0          | 0.116     | 0.620      | 0.805      |
| 400 | 0                | 0          | 0          | 0.125      | 0          | 0.009     | 0.432      | 0.831      |

Table 8  Average length for 95% confidence intervals for correlation: $\rho_{XY} = 0.8$, $sk = 0.5$

| n   | Bootstrap CI type | mGK method |
|-----|------------------|------------|
|     | GK method        | Persistence ($\tau$) | Persistence ($\tau$) |
|     |                  | $\tau = 0.5$ | $\tau = 1$ | $\tau = 2$ | $\tau = 5$ | $\tau = 0.5$ | $\tau = 1$ | $\tau = 2$ | $\tau = 5$ |
| 50  | 0.077            | 0.081      | 0.127      | 0.199      | 0.345      | 0.293     | 0.287      | 0.314      |
| 100 | 0.007            | 0.014      | 0.038      | 0.130      | 0.248      | 0.214     | 0.214      | 0.242      |
| 200 | 0                | 0.0004     | 0.006      | 0.632      | 0.161      | 0.151     | 0.158      | 0.193      |
| 400 | 0                | 0          | 0          | 0.015      | 0.092      | 0.100     | 0.115      | 0.146      |

series observed at unequal timescales, however, the Pearson correlation coefficient cannot be evaluated unless some interpolation procedure is applied, although this strategy is not recommended (see Sect. 7.5 in Mudelsee (2014)). For time series with some memory properties (i.e., with non-zero persistence), the preferred approach is the Gaussian kernel estimator (underlying the GK algorithm), defined as (Rehfeld et al. 2011)

$$
\hat{\rho}_{XY}^{(GK)} = \frac{\sum_{i=1}^{n_X} \sum_{j=1}^{n_Y} \tilde{x}_i \tilde{y}_j b_h(t_X(i) - t_Y(j))}{\sum_{i=1}^{n_X} \sum_{j=1}^{n_Y} b_h(t_X(i) - t_Y(j))},
$$

where

(i) $\tilde{x}_i = \frac{x_i - \bar{x}}{s_x}$ and $\tilde{y}_i = \frac{y_i - \bar{y}}{s_y}$ represent the $i$-th elements of the standardized (i.e., zero mean unit variance) $X$ and $Y$ series, respectively, obtained from the original sample by subtracting the corresponding sample means ($\bar{x}$ and $\bar{y}$) from each component of the bivariate sample, and dividing by the corresponding sample standard deviations ($s_x$ and $s_y$);

(ii) $b_h(\cdot)$ is the Gaussian kernel

$$
b_h(d) = \frac{1}{\sqrt{2\pi h}} e^{-\frac{d^2}{2h^2}}.
$$
A similar formula provides an estimate of the CCF at lag \( l \) (Rehfeld et al. 2011). To obtain the estimator of the correlation between \( X_{t+1} \) and \( Y_t \), it is sufficient in Eq. (2) to replace \( b_h(t_X(i) - t_Y(j)) \) with \( b_h^{(l)}(t_X(i) - t_Y(j)) \), where

\[
b_h^{(l)}(t_X(i) - t_Y(j)) = \frac{1}{\sqrt{2\pi h}} e^{-\frac{(t_X(i) - t_Y(j))^2}{2h^2}}.
\]

The idea underlying the estimator in Eq. (2) is simple. The Pearson correlation coefficient is defined as the average of the products \( \bar{x}_i \bar{y}_j \) of pairs whose time distance is zero. For time series observed at unequal time points, however, the set of \( (X, Y) \) pairs observed at the same time points might contain very few elements or might be empty. As an alternative, the Gaussian kernel estimator returns a weighted average of the \( n_X n_Y \) products \( \bar{x}_i \bar{y}_j \), where the weighted averaging of each pair \( (\bar{x}_i, \bar{y}_j) \) is performed using a Gaussian density function that tends to zero for time differences \( t_X(i) - t_Y(j) \) that are very different from zero.

The estimator requires the specification of the parameter \( h \) that represents the kernel’s bandwidth. Rehfeld et al. (2011) suggests setting \( h = \Delta/4 \), where \( \Delta \) is the largest of the average spacing of the \( X \) and \( Y \) series. This ensures that practically only those pairs \( (x_i, y_j) \) whose time differences in absolute value are less than \( \Delta/2 \) are included in the evaluation of the correlation. For example, if \( \Delta = 1 \), the relevant pairs for the evaluation of the correlation (or lag-0 cross-correlation) between the two times series are the pairs whose time differences \( t_X(i) - t_Y(j) \) belong to the interval \((-0.5, 0.5) \). Similarly, the relevant pairs for the evaluation of cross-correlation at lag 1 are those whose time differences \( t_X(i) - t_Y(j) \) belong to the interval \((0.5, 1.5) \) and so on. It should be noted that the memory of the underlying time series is a necessary property, as the estimator does not work without persistence.

Roberts et al. (2017) use a slightly different version of the estimator (see Appendix A). For comparison purposes, the version of the Gaussian kernel estimator discussed in Roberts et al. (2017) was used in the simulation study in Sect. 2.1 and in Sect. 3. This choice has a negligible effect on the results presented.

The Gaussian kernel estimator is known to be biased (Rehfeld et al. 2011; Roberts et al. 2020). In addition, it can be proved that generally, unlike the Pearson correlation coefficient for the coeval case, the estimator is not consistent (see Appendix A). In particular, as the sample size increases, the distribution of the Gaussian kernel estimator, as currently implemented, concentrates around a value, \( \rho_0 \), which is approximately a weighted average of the CCF of the underlying bivariate stationary process in a neighborhood of zero of length \( \Delta \), the largest of the average spacing of the \( X \) and \( Y \) series. The weights depend on the asymptotic distribution \( T \) of the time differences \( t_X(i) - t_Y(j) \) belonging to the interval \((-0.5\Delta, 0.5\Delta) \) and on the Gaussian kernel. For example, if \( T \) is the uniform distribution over \((-0.5\Delta, 0.5\Delta) \), then the distribution of the weights follows a normal distribution centered at zero and with standard deviation \( h = \Delta/4 \).

In this case \( \rho_0 \) would be a weighted average of the cross-correlations at lag \( h \), with weights that decrease with the absolute value of \( h \) and that are approximately zero outside the interval \((-0.5\Delta, 0.5\Delta) \). The difference between \( \rho_0 \) and the true value of
the correlation, $\rho_0 - \rho_{XY}$, represents the asymptotic bias. The lack of consistency of the Gaussian kernel estimator implies that the GK algorithm—as any bootstrap procedure that combines a standard method for constructing confidence intervals with the Gaussian kernel estimator—asymptotically (i.e., for a large sample size) will have zero coverage. For a given time series, the corresponding bootstrap distribution of the Gaussian kernel estimator will also concentrate around $\rho_0$ asymptotically. Thus, if $|\rho_0 - \rho_{XY}| > 0$ for a sample size larger than a certain threshold (which is a function of the bias), coverage will start to decrease since the overlap between the bootstrap distribution of the estimator and a neighborhood of the true correlation will decrease. Starting from a certain value $\hat{n}$, the bootstrap distribution of the Gaussian kernel estimator will not cover at all the true value of the correlation $\rho_{XY}$, so any confidence interval defined in terms of the percentiles of the bootstrap distribution of the estimator (such as those produced by the GK algorithm) will not contain the true value of the correlation, and the corresponding coverage will be zero. The larger the absolute value of the asymptotic bias, the sooner (i.e., for smaller $\hat{n}$) the coverage will be zero. In general, the larger the absolute value of the asymptotic bias, the worse the coverage (although, as explained below, this is not true when a bias increase is associated with an increase in the effective sample size). As an illustration, Fig. 4 shows the true CCF (obtained through simulation) of the eight bivariate stationary processes considered in the simulation study in Sect. 3, corresponding to $\rho_{XY} = 0.2$, $0.8$ and $\tau = 0.5$, $1$, $2$, $5$ with the Gaussian kernel superposed. Since $\Delta = 1$ in the simulation study, the bandwidth of the Gaussian kernel is $h = \Delta/4 = 0.25$. One million observations of evenly spaced pairs ($X$, $Y$) have been generated for each bivariate stationary process, and the corresponding sample CCF has been taken as an approximation of the true CCF. Figure 5 shows the distribution of the time differences $t_X(i) - t_Y(j)$ belonging to the interval $(-0.5 \Delta, 0.5 \Delta)$ for eight sample time series corresponding to the scenarios $\rho_{XY} = 0.2$, $0.8$, $\tau = 0.5$, $1$, $2$, $5$, $sk = 0.5$, and $n = 400$.

As shown in Fig. 5, regardless of the scenario considered, the distribution of the time differences $t_X(i) - t_Y(j)$ belonging to the interval $(-0.5 \Delta, 0.5 \Delta)$ is approximately uniform. Assuming that these distributions closely approximate the corresponding asymptotic counterpart, for large sample sizes the distribution of the Gaussian kernel estimator should concentrate around a value ($\rho_0$) which for each scenario is the weighted mean of the CCF in Fig. 4 with weights given by the Gaussian kernel (represented as a solid blue line in the same figure). This is confirmed by the sampling distribution of the Gaussian kernel estimator in the eight scenarios for sample sizes $n = 50$ and $n = 400$ shown in Fig. 6. Each sampling distribution is presented as a rescaled histogram (of area equal to 1) of the 1,000 values of the Gaussian kernel estimator obtained from the 1,000 time series simulated for each scenario in the simulation study. The estimated value of $\rho_0$ (solid red line) and the true value of the correlation (solid blue line) are superposed to the rescaled histograms.

As shown in Fig. 6, for each scenario the sampling distribution of the estimator concentrates around the value of $\rho_0$ as the sample size increases. The distance between the red and blue line in Fig. 6 represents the asymptotic bias $\rho_0 - \rho_{XY}$. As is to be expected, in this case, the bias increases with the steepness of the CCF in a neighborhood of zero. As shown in Fig. 4, the steepness of the CCF (and thus the bias) increases with the value of the true correlation and decreases with the persistence of the time
Fig. 4 CCF (obtained through simulation) of the eight bivariate stationary processes considered in the simulation study corresponding to $\rho_{XY} = 0.2, 0.8$ and $\tau = 0.5, 1, 2, 5$ with the Gaussian kernel superposed.

Fig. 5 Distribution of the time differences $t_x(i) - t_y(j)$ belonging to the interval $(-0.5\Delta, 0.5\Delta)$ for eight sample time series corresponding to the scenarios $\rho_{XY} = 0.2, 0.8, \tau = 0.5, 1, 2, 5, sk = 0.5$, and $n = 400$. The value of $sk$ and $n$ are constant in the eight plots and are not reported in the plot title.
Fig. 6  Distribution of the Gaussian kernel estimator of the correlation for 16 scenarios corresponding to different values of the true correlation, persistence and sample size of the original time series (in all cases the value of skewness is $sk = 0.5$). For each scenario, 1,000 time series have been generated, and the 1,000 Gaussian kernel estimates of the correlation between the $X$ and $Y$ components of the series have been represented as a rescaled histogram (of area equal to 1). In all cases, the vertical blue line denotes the true correlation, and the red line the value of $\rho_0$. The horizontal distance between the red and blue line represents the asymptotic bias of the Gaussian kernel estimator of the correlation.
series. According to our previous discussion, generally the higher the absolute value of the asymptotic bias, the worse the coverage, and the sooner (i.e., for smaller $\hat{n}$) the coverage will be zero. This is exactly what is observed in Tables 1, 3, 5, and 7. As shown in these four tables, coverage tends to decrease with the bias (i.e., with the value of the true correlation and the inverse of the persistence). However, it should be noted that this is not always the case. Longer persistence times reduce both the asymptotic bias and the effective sample size. A reduction in bias is good for coverage, although a reduction in the effective sample size produces a decrease in coverage (when the bias is small). When the effect of the reduction of the effective sample size overcompensates the benefits of the bias reduction, an increase in persistence decreases coverage. As shown in these four tables, coverage tends to decrease with the bias (i.e., with the value of the true correlation and the inverse of the persistence). However, when $\rho_{XY} = 0.2$ (and the bias is small), coverage has a more erratic behavior as a function of persistence (see Tables 1 and 3). In all cases, the value of $\hat{n}$ decreases with the bias. It is worth noting that for a same level of bias, the coverage of the GK method is much lower than that of the mGK method. This is due to the problems of subroutine 2.2 discussed in the previous section, which also explain the abnormally short intervals in Roberts et al. (2017). A more detailed explanation and an illustration are presented in Online Resource 2.

The above discussion also suggests that the current selection criterion for the bandwidth of the Gaussian kernel estimator could be improved in several ways. The default choice $h = \Delta/4$, where $\Delta$ is the largest of the average spacing of the $X$ and $Y$ series (Rehfeld et al. 2011), fails to take into account important features of the sampling and the process that are relevant for the bias of the estimator (such as the distribution of the time differences $t_X(i) - t_Y(j)$ in a neighborhood of the lag of interest and the persistence of the time series). The consideration of these features in the choice of the bandwidth parameter might reduce the bias of the Gaussian kernel estimator and improve the coverage of the mGK method.

5 A New Perspective

The lack of consistency of the Gaussian kernel estimator discussed in the previous section implies a change in perspective when studying the statistical properties and interpreting the confidence intervals produced by the GK algorithm (and any other method that combines standard bootstrap procedures to construct confidence intervals with the Gaussian kernel estimator as currently implemented). In general situations, the estimator is asymptotically biased, and as a result coverage will tend to zero as the sample size increases. This however does not imply that the GK algorithm is useless.

Depending on the features of the bivariate stationary process underlying the data generation process and the characteristics of the distribution of the inter-sampling-time intervals of each series, the absolute bias ($|\rho_0 - \rho_{XY}|$) might be very close to zero. This is the case when, for example, (i) the persistence (which can be estimated from the observed series) is large compared to the largest of the average spacing of the $X$ and $Y$ series (which can also be observed); (ii) the distribution of the time differences $t_X(i) - t_Y(j)$ belonging to the interval $(-0.5\Delta, 0.5\Delta)$ is concentrated around zero;
or (iii) the true correlation is expected to be small. In all these situations, the mGK method works satisfactorily.

Tables 1, 2, 3, 4, 5, 6, 7 and 8 provide an illustration of scenarios (i) and (iii). Although in all cases the coverage produced by the mGK method might be unacceptably high for practitioners (the maximum coverage attained by the mGK method is 0.910), for a persistence equal to 5 (“large”), regardless of the true value of the correlation, the mGK method produces confidence intervals that behave as expected. Coverage increases as a function of sample size, and the average length decreases. Similarly, when the true correlation is small ($\rho_{XY} = 0.2$) for any value of the persistence and for a sample size greater than or equal to 200, the mGK method produces intervals with a coverage larger than 0.81 (and larger than 0.84 if the cases corresponding to the smallest persistence $\tau = 0.5$ are omitted) and comparable to the coverage reported by Ólafsdottir and Mudelsee (2014) for non-calibrated BCa confidence intervals for the coeval case (note that, as shown in Fig. 6, in both cases the asymptotic bias is almost zero).

It could be argued that if the simulation scenarios discussed above are completed including the results of larger sample size (1,000, 5,000, 10,000, . . .) in Tables 1, 3, 5, and 7, the coverage of the mGK method will tend to zero even if the bias is small. Although this is true, as shown in Tables 9 and 10, when sample size increases, even if an increasing percentage of intervals will not contain the true value of the correlation, for each of these intervals one of the extremes of the interval will come closer and closer to the true value (asymptotically the distance will equal the bias). In this respect, despite the poor coverage, these intervals still provide very useful information.

Finally, as an extreme case of distribution of the time differences $t_X(i) - t_Y(j)$ belonging to the interval $(-0.5\Delta, 0.5\Delta)$ and which concentrates around zero, Table 11 presents the output for coverage and average length by the mGK method for the case where the true correlation is high ($\rho_{XY} = 0.8$), skewness is $sk = 0.1$, but the data are coeval. As shown in the table, the mGK method in this case works as expected. Coverage increases as a function of sample size, and the average length decreases. When the actual sample size is sufficiently large ($n = 400, \tau = 1$), the coverage is close to the nominal value of 0.95. Although in general the coverage produced by the mGK method might be unacceptably high for practitioners, the results are comparable to those reported by Ólafsdottir and Mudelsee (2014) for non-calibrated BCa confidence intervals for the coeval case. The same would occur with the GK method, since in the coeval case the two issues discussed in Sects. 2 and 4 disappear.

However, even in situations where the bias is large, the mGK method can be used to produce a lower bound for the absolute value of the correlation. Under quite mild conditions, it can be argued that the absolute value of $\rho_0$ is smaller than or equal to the absolute value of the true correlation. Thus, a confidence interval for $\rho_0$ provides a lower bound for the absolute value of the true correlation, as illustrated in Tables 12 and 13. The two tables report the percentage of intervals whose lower limit is smaller than 0.8 and the average value of the lower limit for each of the 1,000 simulated confidence intervals corresponding to the scenarios where $\rho_{XY} = 0.8$. As can be seen, as the sample size increases, (i) the average value of the lower limit increases, approaching $\rho_0$, and (ii) the percentage of the intervals whose corresponding lower limit is a valid lower bound for the true correlation also increases and is greater than 97% for $n = 400$. 
This means that in these cases with very high confidence, the true correlation can be said to be larger than the lower limit of the interval. Again, despite the poor nominal coverage, this might be very useful information. Similar reasoning would apply for negative lag-0 correlation. In this case with very high confidence, the true correlation will be smaller than the upper limit of the confidence interval (i.e., the absolute value of the true correlation will be larger than the absolute value of the upper limit of the confidence interval). For an illustration with $\rho_{XY} = -0.8$, see Online Resource 3.

Even though the above discussion is focused on correlation, and the illustrations presented refer to pairs of time series with common persistence $\tau$, the same arguments apply to the problem of estimating the CCF at a generic lag $l$ and to time series with different persistence.

The next section presents an illustration of the application of the mGK method to estimate the CCF of a bivariate stochastic process from a sample of unevenly spaced non-coeval time series with different persistence (see Online Resource 4 for an example of the performance of the mGK method for estimating the lag-0 correlation in a Monte Carlo experiment where the two non-coeval time series have different persistence).
### Table 11  Statistical properties of 95% mGK confidence intervals: $\rho_{XY} = 0.8$, $sk = 0.1$—coeval case

| $n$  | Coverage Persistence ($\tau$) | Average length Persistence ($\tau$) |
|------|-------------------------------|----------------------------------|
|      | $\tau = 0.5$      | $\tau = 1$   | $\tau = 2$   | $\tau = 5$       | $\tau = 0.5$ | $\tau = 1$ | $\tau = 2$ | $\tau = 5$ |
| 50   | 0.911 0.885 0.829 0.776       | 0.196 0.204 0.230 0.287       |
| 100  | 0.917 0.902 0.866 0.805       | 0.141 0.146 0.176 0.231       |
| 200  | 0.938 0.922 0.910 0.851       | 0.010 0.108 0.134 0.180       |
| 400  | 0.934 0.945 0.918 0.883       | 0.072 0.078 0.096 0.136       |

### Table 12  Percentage of 95% mGK confidence intervals whose lower limit is smaller than $\rho_{XY} = 0.8$

| $n$  | Skewness ($sk$) Persistence ($\tau$) | Persistence ($\tau$) |
|------|----------------------------------|---------------------|
|      | $sk = 0.1$                       | $sk = 0.5$          |
|      | $\tau = 0.5$ | $\tau = 1$ | $\tau = 2$ | $\tau = 5$ | $\tau = 0.5$ | $\tau = 1$ | $\tau = 2$ | $\tau = 5$ |
| 50   | 0.998 0.994 0.968 0.900 | 1 0.999 0.977 0.916 |
| 100  | 1 0.997 0.995 0.937 | 1 1 0.994 0.949 |
| 200  | 1 1 0.995 0.960 | 1 1 0.997 0.962 |
| 400  | 1 1 0.999 0.974 | 1 1 1 0.980 |

### Table 13  Average value of the lower limit of 95% mGK confidence intervals: $\rho_{XY} = 0.8$

| $n$  | Skewness ($sk$) Persistence ($\tau$) | Persistence ($\tau$) |
|------|----------------------------------|---------------------|
|      | $sk = 0.1$                       | $sk = 0.5$          |
|      | $\tau = 0.5$ | $\tau = 1$ | $\tau = 2$ | $\tau = 5$ | $\tau = 0.5$ | $\tau = 1$ | $\tau = 2$ | $\tau = 5$ |
| 50   | 0.466 0.552 0.585 0.574 | 0.393 0.503 0.545 0.551 |
| 100  | 0.500 0.591 0.623 0.620 | 0.457 0.560 0.607 0.612 |
| 200  | 0.526 0.613 0.659 0.657 | 0.510 0.603 0.651 0.654 |
| 400  | 0.546 0.638 0.680 0.690 | 0.536 0.630 0.678 0.690 |

### 6 Application: Vostok Ice Core Records

This section presents a real data example where the persistence of the time series involved is very large compared to the largest of their average spacing, so it can be argued that the absolute bias of the Gaussian kernel estimator is very close to zero and that the mGK method works reasonably well. The time series of interest (non-coeval and unevenly spaced) are $X$: CO$_2$ and $Y$: deuterium (proxy for temperature variations) over the past 420,000 years (ka) from the Vostok ice core records (Petit et al. 1999). Links to the data are provided in Petit (2005) for CO$_2$ and in Petit and Jouzel (1999) for deuterium. The sample sizes are $n_X = 283$ and $n_Y = 3311$. The average time spacing
Fig. 7  Ice core data: deuterium and CO2 records from the Vostok station (Antarctica) over the past 420,000 years. The CO2 values are given as parts per million by volume. The total number of points is 283. The deuterium values are given in delta notation (δD). Total number of points is 3,311. For details see Fig. 1.4 on page 10 in Mudelsee (2014).

Fig. 8  a Number of time differences $t_X(i) - t_Y(j)$ that are most relevant for estimating the CCF at lag $l$ ($n_l$) as a function of $l$. b Distribution of time differences $t_{CO2}(i) - t_{δD}(j)$ belonging to the interval $(-0.5\Delta, 0.5\Delta)$ represented as a rescaled histogram (with area equal to 1) for the $X$ and $Y$ time series is $\Delta_X = 1.46$ ka and $\Delta_Y = 0.128$ ka, respectively. Thus, the largest average spacing of the two series is $\Delta = \max\{\Delta_X, \Delta_Y\} = 1.46$ ka. The two time series are shown in Fig. 7. This data set was previously studied by Mudelsee (2014) (Sect. 7.5.4), who reported an estimated persistence of the $X$ and $Y$ series of $\tau_X = 38.1$ ka and $\tau_Y = 25.6$ ka, respec-
Fig. 9 95% (pointwise) confidence limits for the CCF obtained using the mGK method (blue dot-solid lines) and the GK method (plumb dot-solid lines). The estimated CCF based on the Gaussian kernel estimator is represented as a thin black dotted line. Lag ranges corresponding to confidence intervals that do not contain zero are represented as solid lines at the bottom of the Fig.

According to the definition of the Gaussian kernel estimator (see Sect. 4), the pairs of \((X, Y)\) observations that are most relevant for the estimation of the CCF at lag \(l\) are those whose time differences \(t_X(i) - t_Y(j)\) belong to the interval \((l - 0.5\Delta, l + 0.5\Delta)\). Let \(n_l\) be the number of such pairs for lag \(l\). The plot of \(n_l\) as a function of \(l\) is shown in Fig. 8a. The distribution of the time differences \(t_X(i) - t_Y(j)\) belonging to the interval \((l - 0.5\Delta, l + 0.5\Delta)\) is approximately uniform regardless of the value of \(l\). As an illustration, the distribution of the time differences \(t_X(i) - t_Y(j)\) belonging to the interval \((-0.5\Delta, 0.5\Delta)\) is shown in Fig. 8b.

The 95% (pointwise) confidence limits for the CCF obtained using the mGK method are shown in Fig. 9. For comparison purposes, the corresponding confidence limits based on the GK method are also presented. The Matlab implementation available from Roberts et al. (2017) at https://github.com/jlr581/correlation was used for the GK method. This computes 25 confidence intervals each with 2,000 bootstrap iterations and outputs the median of the limits of these 25 confidence intervals as limits of the
final confidence interval. The mGK method, on the other hand, was implemented using $B = 10000$ bootstrap iterations to ensure a variability of the confidence limits induced by the bootstrap and a reproducibility of the results that is comparable to the GK method. Specifically, a standard deviation below 0.0025 was obtained for the confidence bounds in both cases by repeating the evaluation of the confidence interval for the lag-0 correlation with the GK method and mGK method 100 times.

As shown in Fig. 9, according to the mGK method, the maximum cross-correlation is observed at lag $l = -1.5$ ka; that is, between $X_t$ (CO2 at time $t$ ka) and $Y_{t-1.5}$ (deuterium at time $(t - 1.5)$ ka). The corresponding 95% confidence interval is [0.786, 0.922] with length 0.136. The cross-correlation decreases almost symmetrically with the absolute value of the difference $(l - 1.5)$ ka. The decrease is slightly faster for positive values of the difference. The lower bound of the 95% confidence interval for the CCF is larger than 0.458 for lags between $-7.5$ ka and 3 ka. According to the mGK method, there is a positive correlation between CO2 and deuterium for all lags between $-12$ ka and 6 ka (the lower bounds of the corresponding confidence interval is strictly positive). In line with Mudelsee’s (2014) findings, these significant high cross-correlations provide an insight into the coupling of CO2 and temperature variations which is key to understanding the Pleistocene climate.

Qualitatively similar results are obtained using the GK method (as expected due to the low bias of the Gaussian kernel estimator and the high persistence). The 95% confidence interval at lag $l = -1.5$ ka is [0.865, 0.914] with length 0.049 (much shorter than the corresponding length of the interval produced by the mGK method). Again, the cross-correlation decreases almost symmetrically with the absolute value of the difference $(l - 1.5)$ ka. For both methods, the width of the confidence intervals increases almost symmetrically with the absolute value of the difference $(l - 1.5)$ ka. However, it is worth noting some important differences:

- The GK method provides shorter intervals for $l = 0$ ka, $\pm 1.5$ ka, but for lags $l$ smaller than $-6$ ka, the length of the confidence intervals produced by the mGK method is on average 40% of the corresponding length of the intervals produced by the GK method. For lags $l$ smaller than $-6$ ka, the lower bound of the intervals produced by the mGK method on average also exceeds the corresponding bound of the GK method by 0.21.
- According to the GK method, there is a positive correlation between CO2 and deuterium only for lags between $-9$ ka and 4.5 ka (Fig. 9). Thus, for example, while the confidence interval for the cross-correlation between CO2 and deuterium at lag $l = -10.5$ ka based on the GK method is $[-0.0910, 0.694]$ and shows no evidence of significant cross-correlation, according to the corresponding interval based on the mGK method ([0.194, 0.602]), the cross-correlation between CO2 and deuterium at lag $l = -10.5$ ka is at least 0.194 and therefore significant.

7 Conclusions

This paper identifies two important issues that characterize the design of bootstrap methods to construct confidence intervals for the correlation between two time series observed at unequal timescales, and explains their implications for the performance
and for the interpretation of the performance of existing proposals. The first issue concerns the difficulty in adapting block bootstrap methods to time series observed at unequal timescales. The block bootstrap of Roberts et al. (2017) has been shown to be unable to preserve the dependence structure between the two time series within each block. A modification is proposed to overcome this problem. The second issue is related to the Gaussian kernel estimator, which is the recommended estimator for the correlation when the time series are observed at unequal timescales. It is demonstrated that the estimator is asymptotically biased, so any bootstrap method that relies on this estimator asymptotically has zero coverage. Within this framework, it is established that with the proposed modification of the bootstrap, the algorithm discussed in Roberts et al. (2017) has the potential to provide a useful lower bound for the absolute value of the correlation in the non-coeval case and, in some special cases, confidence intervals with approximately the correct coverage.

The results presented here are relevant in a more general context. Despite the fact that the discussion focuses on correlation, the same arguments and the proposed methodology apply to the problem of estimating the CCF at a generic lag $h$ using an algorithm that combines a standard bootstrap method with the Gaussian kernel estimator. Section 5 contains an example of the application of the mGK method to estimate the CCF of a bivariate stochastic process from a sample of unevenly spaced non-coeval time series.

This work is only a first step toward the objective of defining suitable procedures to build confidence intervals for the CCF in this particularly difficult setting. There is much room for improvement. Specifically, five ideas that are worth exploring are as follows: (i) enhancing the proposed implementation of the stationary bootstrap, and implementing alternative definitions of “blocks” that allow the use of a moving block (and other block) bootstrap procedures (see end of Sect. 7.5.3 in Mudelsee (2014)); (ii) the use of alternative bootstrap methods to construct confidence intervals, such as the percentile-$t$ method (Hall 1988); (iii) the use of recalibration (Ólafsdóttir and Mudelsee 2014); (iv) the use of alternative estimators of the correlation such as SLICK (Roberts et al. 2020) and the binned correlation (Mudelsee 2010, 2014; Polanco-Martinez et al. 2019) that could reduce bias and improve coverage, possibly with little or no cost in terms of the length of the confidence intervals; and (v) the definition of a different criterion for the choice of the bandwidth parameter of the Gaussian kernel estimator. As observed in Sect. 4, the default choice $h = \Delta/4$ does not take into account important features of the sampling and the process that are relevant for the bias of the estimator. The consideration of these features in the choice of the bandwidth parameter could reduce the bias of the Gaussian kernel estimator and improve the coverage of the mGK method, again with little or no cost in terms of the length of the confidence intervals.

At the same time, the construction of a suitable framework to address these issues requires theoretical developments. The properties of block bootstrap procedures for time-dependent data are well understood for evenly spaced time series (Lahiri 2003). However, this is not the case for unevenly spaced (coeval or non-coeval) time series (but see the autoregressive bootstrap in Mudelsee (2014)). The same is true of asymptotic theory. The discussion of the asymptotic properties of the Gaussian kernel estimator in Sect. 4 and Appendix A is primarily heuristic. However, the same notion of “sample size increase” and asymptotic behavior should be carefully defined when the time
series are unevenly spaced and observed at unequal timescales. This formal treatment is beyond the scope of this paper but is undoubtedly important.
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Appendix A: Lack of consistency of the Gaussian kernel estimator

Consider two unevenly spaced time series with \( n_X \) and \( n_Y \) observations, \( \{t_X(i), x_i\}_{i=1}^{n_X} \), \( \{t_Y(j), y_j\}_{j=1}^{n_Y} \) and let:

- \( \Delta \) be the largest of the average spacing of the \( X \) and \( Y \) series;
- \( b_h(\cdot) \) the Gaussian kernel in (3);
- \( \{r_1, r_2, \ldots, r_m\} \) be the set of possible values that the difference between sampling times \( t_X(i) - t_Y(j) \) can take for \((i, j) \in \{1, \ldots, n_X\} \times \{1, \ldots, n_Y\}\);
- \( D_r = \{(i, j) \in \{1, \ldots, n_X\} \times \{1, \ldots, n_Y\} \text{ s.t. } t_X(i) - t_Y(j) = r\}, \ r \in \{r_1, r_2, \ldots, r_m\} \).

Denoting by \( n_r \) the cardinality of \( D_r \), the Gaussian kernel estimator in (2) can be written as

\[
\hat{\rho}^{(GK)}_{XY} = \sum_{i=1}^{n_X} \sum_{j=1}^{n_Y} \ddot{x}_i \ddot{y}_j b_h(t_X(i) - t_Y(j)) \\
\sum_{i=1}^{n_X} \sum_{j=1}^{n_Y} b_h(t_X(i) - t_Y(j)) \\
= \sum_{r \in \{r_1, r_2, \ldots, r_m\}} \sum_{(i, j) \in D_r} \ddot{x}_i \ddot{y}_j b_h(r) \\
\sum_{r \in \{r_1, r_2, \ldots, r_m\}} n_r b_h(r) \\
= \sum_{r \in \{r_1, r_2, \ldots, r_m\}} \frac{\sum_{(i, j) \in D_r} \ddot{x}_i \ddot{y}_j}{n_r} \cdot \frac{n_r b_h(r)}{\sum_{\tilde{r} \in \{r_1, r_2, \ldots, r_m\}} n_{\tilde{r}} b_h(\tilde{r})} \\
= \sum_{r \in \{r_1, r_2, \ldots, r_m\}} \hat{\rho}(r) \cdot \frac{n_r b_h(r)}{\sum_{\tilde{r} \in \{r_1, r_2, \ldots, r_m\}} n_{\tilde{r}} b_h(\tilde{r})} \quad (A1)
\]
where $\hat{\rho}(\cdot)$ is the standard sample CCF,

$$\hat{\rho}(r) = \frac{\sum_{(i,j) \in D_r} \tilde{x}_i \tilde{y}_j}{n_r}.$$  

According to (A1), the Gaussian kernel estimator is a weighted average of the values of the sample CCF at lags $r_1, \ldots, r_m$. For $i \in \{1, \ldots, m\}$, the weight of the generic term $\hat{\rho}(r_i)$ depends on $n_{r_i}$, the cardinality of the set of $(X, Y)$ pairs whose time distance is exactly $r_i$, and on the value of the Gaussian kernel $b_h(r_i)$. The weight increases with $n_{r_i}$ and decreases with the absolute value of $r_i$. The choice of the bandwidth parameter $h = 0.25\Delta$ implies that, in practice, all sample correlation coefficients corresponding to lags $r$ outside the interval $(-0.5\Delta, 0.5\Delta)$ have zero weight.

Under mild conditions, the standard sample CCF is a consistent estimator of the CCF of the underlying bivariate process. Thus, as the sample size increases, the distribution of the Gaussian kernel estimator concentrates around a value $\rho_0$ which is a weighted average of the CCF in a neighborhood of zero. The weights will depend on the asymptotic distribution $T$ of the time differences $t_X(i) - t_Y(j)$ belonging to the interval $(-0.5\Delta, 0.5\Delta)$ and on the Gaussian kernel. For example, if $T$ is the uniform distribution in $(-0.5\Delta, 0.5\Delta)$, then the distribution of the weights follows a normal distribution centered at zero and with standard deviation $h = \Delta/4$. In this case, $\rho_0$ would be a weighted average of the cross-correlations at lag $h$, with weights that decreases with the absolute value of $h$ and that are approximately zero outside the interval $(-0.5\Delta, 0.5\Delta)$.

Note that Roberts et al. (2017) use a modified version of the Gaussian kernel estimator, where the sample standard deviations $s_X$ and $s_Y$ are replaced by the corresponding weighted versions

$$\tilde{s}_X = \sqrt{\frac{\sum_{i=1}^{n_X} (x_i - \bar{x})^2 \cdot b_i}{\sum_{i=1}^{n_X} b_i}}; \quad \tilde{s}_Y = \sqrt{\frac{\sum_{j=1}^{n_Y} (y_j - \bar{y})^2 \cdot b_j}{\sum_{j=1}^{n_Y} b_j}},$$

where

$$b_i = \sum_{j=1}^{n_Y} b_h(t_X(i) - t_Y(j)); \quad b_j = \sum_{i=1}^{n_X} b_h(t_X(i) - t_Y(j)).$$

In our opinion, the definition of the Gaussian kernel estimator in (2) should be preferred, since the following is not clear: (i) the intuition underlying the weighted sample standard deviations $\tilde{s}_X$ and $\tilde{s}_Y$; (ii) why, if kernel weights should be applied, they should be used for computing weighted standard deviation but not weighted sample means.

References

DiCiccio TJ, Efron B (1996) Bootstrap confidence intervals. Statist Sci 11(3):189–228. https://doi.org/10.1214/ss/1032280214
Eckner A (2014) A framework for the analysis of unevenly spaced time series data. http://www.eckner.com/papers/unevenly_spaced_time_series_analysis.pdf. Accessed 20 March 2021
Efroimsky M (1987) Better bootstrap confidence intervals. J Am Stat Assoc 82(397):171–185. https://doi.org/10.1080/01621459.1987.10478410
Erdogan E, Ma S, Beygelzimer A, Rish I (2005) Statistical models for unequally spaced time series. In: Proceedings of the 2005 siam international conference on data mining, pp 626–630, https://doi.org/10.1137/1.9781611972757.74
Hall P (1986) On the bootstrap and confidence intervals. Ann Stat 14(4):1431–1452. https://doi.org/10.1214/aos/1176350168
Hall P (1988) Theoretical comparison of bootstrap confidence intervals. Ann Stat 16(3):927–953. https://doi.org/10.1214/aos/1176350933
Lahiri S (2003) Resampling methods for dependent data. Springer series in statistics. Springer, New York
Mudelsee M (2003) Estimating pearson’s correlation coefficient with bootstrap confidence interval from serially dependent time series. Math Geol 35(6):651–665. https://doi.org/10.1007/BF00000298.52104.02
Mudelsee M (2010) Climate time series analysis: classical statistical and bootstrap methods. Atmos Oceanogr Sci Lib, Springer, Berlin
Mudelsee M (2014) Climate time series analysis: classical statistical and bootstrap methods. Atmospheric and Oceanographic Sciences Library, Vol. 51., Springer, Second edition
Ólafsdottir K, Mudelsee M (2014) More accurate, calibrated bootstrap confidence intervals for estimating the correlation between two time series. Math Geosci 46(4):411–427. https://doi.org/10.1007/s11004-014-9523-4
Petit JR (2005). Methane and carbon dioxide measured on the Vostok ice core. https://doi.org/10.1594/PANGAEA.55501
Petit JR, Jouzel J (1999) Vostok ice core deuterium data for 420,000 years. https://doi.org/10.1594/PANGAEA.55505
Petit JR, Jouzel J, Raynaud D, Barkov NI, Barnola JM, Basile I, Bender M, Chappellaz J, Davis M, Delaygue G, Delmotte M, Kotlyakov VM, Legrand M, Lipenkov VY, Loris C, PÉpin L, Ritz C, Saltzman E, Stevenard M (1999) Climate and atmospheric history of the past 420,000 years from the vostok ice core, antarctica. Nature 399(6735):429–436. https://doi.org/10.1038/20859
Polanco-Martinez JM, Medina-Elizalde MA, Goni MFS, Mudelsee M (2019) BINCOR: an R package for estimating the correlation between two unevenly spaced time series. R J 11(1):170–184. https://doi.org/10.32614/RJ-2019-035
Politis DN, Romano JP (1994) The stationary bootstrap. J Am Stat Assoc 89(428):1303–1313. https://doi.org/10.1080/01621459.1994.10476870
Rehfeld K, Marwan N, Heitzig J, Kurths J (2011) Comparison of correlation analysis techniques for irregularly sampled time series. Nonlinear Process Geophys 18:389–404. https://doi.org/10.5194/npg-18-389-2011
Roberts J, Curran M, Poynter S, Moy A, Van Ommen T, Vance T, Tozer C, McCormack F, Young D, Plummer C, Pedro J, Blankenship D, Siegent M (2017) Correlation confidence limits for unevenly sampled data. Comput Geosci 104:120–124. https://doi.org/10.1016/j.cageo.2016.09.011
Roberts J, Jong LM, McCormack FS, Curran MA, Moy AD, Etheridge DM, Greenbaum JS, Young DA, Phipps SJ, Xue W, van Ommen TD, Blankenship DD, Siegent MJ (2020) Integral correlation for uneven and differently sampled data, and its application to the law dome antarctic climate record. Sci Rep 10(1):17477. https://doi.org/10.1038/s41598-020-74532-9