Linear free energy relationships in electrostatic catalysis

Norah M. Hoffmann,†,‡ Xiao Wang,‡,† and Timothy C. Berkelbach 1,2,‡

1Department of Chemistry, Columbia University, New York, New York 10027 USA
2Center for Computational Quantum Physics, Flatiron Institute, New York, New York 10010 USA

The use of electric fields to modify chemical reactions is a promising, emerging technique in catalysis. However, there exist few guiding principles, and rational design requires assumptions about the transition state or explicit atomistic calculations. Here, we present a linear free energy relationship, familiar in other areas of physical organic chemistry, that microscopically relates field-induced changes in the activation energy to those in the reaction energy, connecting kinetic and thermodynamic behaviors. We verify our theory using first-principles electronic structure calculations of a symmetric SN2 reaction and the dehalogenation of an aryl halide on gold surfaces and observe hallmarks of linear free energy relationships, such as the shifting to early and late transition states. We also report and explain a counterintuitive case, where the constant of proportionality relating the activation and reaction energies is negative, such that stabilizing the product increases the activation energy, i.e., opposite of the Bell-Evans-Polanyi principle.

Recent years have seen an increase in the study of electric field effects on chemical reactions [1-10], motivated in part by the large electric fields that have been implicated in the catalytic performance of biological enzymes [11-14]. Chemical reactions, whose transitions states have large dipole moments are natural targets for electrostatic catalysis, because an external electric field will modify the activation energy and thus the reaction kinetics. However, as a rational design principle, this requires knowledge of the transition state geometry and electronic structure, which is nontrivial to obtain. In contrast, the reactant and product, which define the reaction thermodynamics, are much more easily characterized. Here, we derive and computationally test a linear free energy relationship, which relates field-induced changes in the activation energy to those in the reaction energy, providing a powerful new framework for design and characterization of electrostatic catalysis.

In the presence of a uniform electric field \( F \), the change in free energy \( G \) of a molecular system is approximately given by \( \Delta G = -\mu \cdot F \), where \( \mu \) is the component of the molecular dipole moment in the direction of the field. We consider a chemical reaction progressing through a reactant (R), transition state (TS), and product (P) geometry. Assuming that the field does not qualitatively alter the reaction pathway, the activation energy \( \Delta G^\dagger = G_{\text{TS}} - G_{\text{R}} \) and reaction energy \( \Delta G_{\text{rxn}} = G_{\text{P}} - G_{\text{R}} \) are modified according to

\[
\Delta G^\dagger = - (\mu_{\text{TS}} - \mu_{\text{R}}) F \equiv - \Delta \mu^\dagger F \quad (1)
\]

\[
\Delta G_{\text{rxn}} \equiv - (\mu_{\text{P}} - \mu_{\text{R}}) F \equiv - \Delta \mu_{\text{rxn}} F \quad (2)
\]

Combining Eqs. (1) and (2) gives the linear free energy relationship (LFER)

\[
\Delta G^\dagger = m \Delta G_{\text{rxn}} \quad (3a)
\]

\[
m = \frac{\Delta \mu^\dagger}{\Delta \mu_{\text{rxn}}} \quad (3b)
\]

Assuming an Arrhenius form to the reaction rate with a prefactor that is independent of the field yields the relationship

\[
\log \frac{k_F}{k_0} = m \log \frac{K_F}{K_0} \quad (4)
\]

where \( k_F, K_F \) (\( k_0, K_0 \)) are the reaction rate constant and equilibrium constant in the presence (absence) of a field. Therefore, the LFER (3) quantitatively relates the kinetics and thermodynamics of chemical reactions in electric fields.

Unlike most LFERs that are empirical, the LFER (3) provides a microscopic expression for the constant of proportionality or slope, \( m = \Delta \mu^\dagger/\Delta \mu_{\text{rxn}} \), whose magnitude determines the sensitivity of the activation energy to changes in the reaction energy. In particular, it encodes the common wisdom that reactions, whose transition state has a large dipole moment are especially susceptible to catalysis by an electric field, because in that case \( |\Delta \mu^\dagger| \gg 0 \). However, the slope \( m \) can have positive or negative sign. The case with positive slope signals that an electric field that stabilizes the product with respect to the reactant will also lower the activation energy; this behavior is conventional and forms the basis of the Bell-Evans-Polanyi principle [15]. The case with negative slope is unconventional and predicts the opposite behavior: applying an electric field that lowers the reaction energy will increase the activation energy.

To elucidate the theory, we first consider a simple, symmetric SN2 reaction of I\(^-\) with methyl iodide [Fig. 1]. Using density functional theory (DFT) with the B3LYP functional, we calculated the minimum energy reaction pathway in the absence and presence of an external electric field directed along the I-C-I bond axis [Fig. 1(b)]. First we observe that, over the range of field strengths -1 to 1 V/nm, the activation energy can be tuned by over 8 kcal/mol, corresponding to a factor of \( 10^5 \) in the reaction rate at room temperature and highlighting the potential power of electrostatic catalysis. More important for the present work, we observe that the reaction energy and activation energy are found to vary roughly linearly with the field strength [Fig. 1(d)], in agreement with Eqs. (1) and (2) (deviations from linearity at larger field strengths are due to molecular polarizabilities and changes in the geometries). Therefore, the LFER (3) holds to an excellent approximation, with \( \Delta G^\dagger \approx (1/2) \Delta \Delta G_{\text{rxn}} \) [Fig. 1(e)].

The observed slope \( m \approx +1/2 \) is readily explained by an analysis of the evolution of the dipole moment over the course of the reaction in the absence of a field [Fig. 1(c)]. Importantly, the dipole moment decreases monotonically, from \( \mu = \ldots \)
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FIG. 1. Symmetric $S_\sigma^2$ reaction of I$^-$ with methyl iodide. (a) Geometries of reactant (R), transition state (TS), and product (P) in the absence of a field. (b) Reaction energy in the absence and presence of a field of strengths indicated. (c) Dipole moment evolution in the absence of a field. (d) Reaction energy (orange, left axis) and activation energy (blue, right axis) as a function of field strength. (e) Comparison of the LFER prediction to the DFT simulation results.

8.4 D (R) to 0.0 D (TS) to −8.4 D (P). Therefore, the dipole moment differences $\Delta \mu R = 8.4$ D and $\Delta \mu_{TS} = 16.8$ D have the same (negative) sign, and their ratio, the slope $m$, is positive. Moreover, the magnitude of the slope is explained by the ratio $m = \Delta \mu R / \Delta \mu_{TS} = (-8.4)/(-16.8) = +1/2$, in agreement with the computational observation.

The field-dependent reaction profiles in Fig. 1(b) also show the behavior of “early” and “late” TSs, consistent with Hammond’s postulate. For example, in the presence of a field with $F = -1$ V/nm, the reaction is more exothermic, has a lower reaction energy, and has an early TS. The change in the TS geometry can be quantified: the bond length between the attacking iodine and the carbon is found to be 2.60 Å, 2.72 Å, and 2.85 Å and the angle made by the attacking iodine, carbon, and hydrogen is found to be 94°, 98°, and 86°, in the early, middle, and late TS geometries, respectively. We conclude that simple reactions influenced by electric fields obey the LFER (3) to a good approximation and exhibit many of its hallmarks known from synthetic organic chemistry.

Next, we test our theory on a more complicated example from heterogeneous catalysis. Specifically, we computationally study the dehalogenation of an iodobenzene molecule on a gold surface. This reaction is a key step in the metal-catalyzed Ullmann coupling reaction of aryl halides [16]. Participation of the metal is crucial, because the aryl halide bond dissociation energy is about +70 kcal/mol in the gas phase. All calculations are performed with periodic DFT with the optB86b-vdW functional, whose accuracy has been established for noncovalent interactions [17], and we identify minimum-energy reaction pathways using the climbing-image nudged elastic band approach.

We apply an electric field in the direction perpendicular to the gold surface with both positive and negative sign. This electric field may be internal, due to the electrostatics of a solid-liquid interface or local field effects. The field may also be external and applied controllably using the gold tip of a scanning tunneling microscope (STM), which has recently been used in a break-junction arrangement to experimentally demonstrate electrostatic catalysis [18, 19]. Again, we consider a maximum field strength of 1 V/nm, which is appropriate for these experimental realizations. We emphasize that quantitative properties of the electric field will depend on atomistic details of the surface and solvent as well as their dynamics, and our study is only qualitative.

To model the surface roughness, we first study the dehalogenation reaction on a gold (111) surface with an additional gold adatom at a hollow site (Fig. 2). In the absence of a field, we find a reaction energy of $\Delta G_{TS} = -13.4$ kcal/mol and an activation energy of $\Delta G^\ddagger = +4.1$ kcal/mol. Notably, this activation energy is significantly less than the one previously calculated for the same reaction on a clean gold surface, i.e., without an adatom, which was +16.9 kcal/mol [16]. This large reduction in the activation energy agrees with the common wisdom that rough metal surfaces are better catalysts than clean metal surfaces.

Assuming that the reaction pathway does not change in the presence of the field, we recalculate the electronic energy in the presence of an external electric field in the range $F = -1$ V/nm to $F = +1$ V/nm [Fig. 2(b)], where a posi-
tive field points away from the surface, i.e., in the positive z-direction. (Preliminary testing indicates that reoptimizing the geometries in the presence of the field does not significantly alter our findings over the range of fields considered here.) We find that application of an electric field indeed catalyzes the reaction, albeit only slightly: a field of $F = +1 \text{ V/nm}$ lowers the activation energy by 0.45 kcal/mol, which would increase the reaction rate by a factor of two at room temperature. Reversing the direction of the field raises the activation energy by a similar amount and thus suppresses the reaction. More importantly, the reaction energy and activation energy are again observed to be roughly linear in the field strength [Fig. 2(d)] and the TS shifts to an earlier one as the reaction becomes more favorable [inset of Fig. 2(b)]. Similar to the $S_N(2)$ behavior, the LFER (3) holds approximately with a positive slope less than one, $\Delta G^\ddagger \approx (+0.3)\Delta G_{\text{rxn}}$ [Fig. 2(e)].

The sign and magnitude of the slope can again be explained by analyzing the evolution of the dipole moment (in the direction of the field) over the course of the reaction in the absence of the field from $\mu = 4.4$ D (R) to 3.4 D (TS) to 0.75 D (P) [Fig. 2(c)]. Therefore, the dipole moment differences $\Delta \mu^\ddagger = -1.0$ D and $\Delta \mu_{\text{rxn}} = -3.6$ D have the same (negative) sign, and their ratio, the slope $m$, is positive. Moreover, the magnitude of the slope is explained by the ratio $\Delta \mu^\ddagger / \Delta \mu_{\text{rxn}} \approx 0.3$, which is why the change in the activation energy is about three times smaller than the change in the reaction energy.

Unlike for the simple $S_N(2)$ reaction, the behavior of the dipole moment for this surface-mediated dehalogenation is not easily rationalized, because the largest changes to the electronic structure occur in the direction parallel to the surface, i.e., perpendicular to the field. However, analysis of our DFT calculations in terms of electron densities and Löwdin charges (not shown) can provide some insight into the evolution of the dipole moment in the z direction. In the chemisorbed reactant, there is significant electron transfer from the molecule to the gold, establishing a dipole moment in the positive z direction. The reaction occurs via an oxidative addition-like pathway, whereby electron transfer from the undercoordinated gold adatom onto the aryl halide facilitates bond breaking and slightly reduces the dipole moment of the TS. In the product geometry, the aryl ring has a greater electron density and thus a less positive total charge, which we attribute to improved resonance with the gold orbitals. Overall, the charge separation between molecule and gold is smallest in the product, consistent with its small dipole moment.

In our opinion, the previous two computational studies confirm the most important result of the present work, i.e., that a LFER holds for electrostatic catalysis and that, if its slope is positive, changes to the activation energy are positively proportional to changes in the reaction energy. For the endeavor of electrostatic catalysis, this finding shifts focus from the activation energy—and its associated challenge of transition state design—to the much more manageable reaction energy. Alternatively, an experimental measurement of the slope $m$ appearing in the LFER (3) can be used to infer details about the reaction pathway, including its TS and associated dipole moment differences. We expect the positivity of the slope to hold in many, but not all, reactions. Specifically, a sufficient, but not necessary condition for the positivity of the slope is that the dipole moment evolution is monotonic (increasing or decreasing) over the course of the reaction, which is a common and intuitive behavior. However, many important reactions have a transition-state dipole moment that is larger than that of the reactant and product. In this case, the slope may be negative, which we demonstrate now with a closely related computational example.

We study the same dehalogenation reaction on a clean gold (111) surface, i.e., without an adatom [Fig. 3]. In this case, oxidative addition by gold is sterically hindered and the activation energy is significantly higher, $\Delta G^\ddagger = 17.74$ kcal/mol. The activation energy and reaction energy are again linear in the strength of the field [Fig. 3(d)] and can be weakly tuned by about 0.3 kcal/mol and 0.4 kcal/mol, respectively. More interestingly, the LFER (3) holds, but with a negative slope [Fig. 3(e)]. In other words, the field orientation that lowers the reaction energy actually raises the activation energy and shifts the TS to an earlier one [Fig. 3(b)]. This negative slope is explained by the dipole moment, which is nonmonotonic over the course of the reaction, evolving from 2.8 D (R) to 3.2 D (TS) to 2.2 D (P), i.e., with $\Delta \mu^\ddagger \approx +0.4$ D and $\Delta \mu_{\text{rxn}} \approx -0.6$ D [Fig. 3(c)]. Thus the LFER (3) predicts a slope of $m \approx (+0.4)/(-0.6) = -(2/3)$, in good agreement with the computational result.

Again, analysis of our DFT calculations can rationalize the behavior of the dipole moment. We find that the charge assignments of the reactant and product are qualitatively similar to those in the presence of the adatom. However, we find that in the TS, rather than accepting electron density from the gold, the aryl iodide molecule donates additional electron density to the gold, increasing the extent of charge separation and thus
increasing the magnitude of the dipole moment. This example shows how the analysis of reactions in terms of the LFER (3) can be used to uncover unusual mechanistic details of complex chemical reactions.

The theory developed here is general and can be readily applied in other situations. For example, the electric field need not be externally applied, and could be self-induced, as was recently discussed for a molecule in a plasmonic nanocavity [20]. Specifically, a molecule with dipole moment $\mu$ sandwiched between two metals will induce a proportional reaction field $F \propto \mu$, which lowers the molecular energy by $\Delta G \propto \mu^2$. A LFER naturally follows with the form $\Delta G' = m'\Delta G_{\text{rxn}}$, where now the slope is given by the difference in the square of the dipole moments,

$$m' = \frac{\mu_{TS}^2 - \mu_R^2}{\mu_p^2 - \mu_R^2}. \quad (4)$$

Therefore, we expect the work presented here, which provided a general, but microscopic relationship between the kinetics and thermodynamics of chemical reactions in electric fields to have impact throughout the field of electrostatic catalysis, similar to how scaling relations have revolutionized heterogeneous catalysis [21–23].
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**COMPUTATIONAL DETAILS**

All DFT calculations for the $S_N2$ reaction were performed using the Orca [24] quantum chemistry package with the B3LYP functional [25, 26] and the def2-TZVP basis set [27, 28]. The climbing-image nudged elastic band method [29–33] followed by the eigenvalue-based TS searching algorithm [34, 35] (Orca keyword “NEB-TS”) was used to find the minimum energy path and the TS structure. For each applied field, the reaction path geometries were fully optimized.

All periodic DFT calculations for the dehalogenation reaction on a gold surface were performed using the Quantum Espresso package [36]. Following Ref. 16, we applied the optB86b-vdW functional [17], which provides an affordable description of dispersion interactions, yielding results comparable to those obtained by the random phase approximation [16, 17]. Core electrons were treated using the projector augmented wave method [37, 38]. We used a 500 eV kinetic energy cutoff and a 2×2×1 sampling of the Brillouin zone. Gold surfaces were modeled using 5×5 slabs, 15 Å of vacuum, and a lattice constant of 4.140 Å. The clean gold (111) surface was modeled by a four-layer slab, and the two uppermost layers were allowed to relax during geometry optimizations. The system with an extra adatom was modeled by a three-layer slab, and the adatom and uppermost layer were allowed to relax. The transition state calculations were performed with the climbing image nudged elastic band approach, using 12 images. The electric field was applied with a sawtooth potential [36] and all calculations were dipole-corrected [39] using a dipole length of 0.89 Å in the direction of the field.
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