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Abstract
In online edge- and node-deletion problems the input arrives node by node and an algorithm has to delete nodes or edges in order to keep the input graph in a given graph class \( \Pi \) at all times. We consider only hereditary properties \( \Pi \), for which optimal online algorithms exist and which can be characterized by a set of forbidden subgraphs \( \mathcal{F} \) and analyze the advice complexity of getting an optimal solution. We give almost tight bounds on the Delayed Connected \( \mathcal{F} \)-Node-Deletion Problem, where all graphs of the family \( \mathcal{F} \) have to be connected and almost tight lower and upper bounds for the Delayed \( H \)-Node-Deletion Problem, where there is one forbidden induced subgraph \( H \) that may be connected or not. For the Delayed \( H \)-Node-Deletion Problem the advice complexity is basically an easy function of the size of the biggest component in \( H \). Additionally, we give tight bounds on the Delayed Connected \( \mathcal{F} \)-Edge-Deletion Problem, where we have an arbitrary number of forbidden connected graphs. For the latter result we present an algorithm that computes the advice complexity directly from \( \mathcal{F} \). We give a separate analysis for the Delayed Connected \( H \)-Edge-Deletion Problem, which is less general but admits a bound that is easier to compute.
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Preliminary versions of two parts of this work were published in the proceedings of IWOCA 2020 [10] and in Adventures Between Lower Bounds and Higher Altitudes—Essays Dedicated to Juraj Hromkovič on the Occasion of His 60th Birthday [22].
1 Introduction

A number of classical online problems can be formulated as follows: Given an instance \( I = (x_1, \ldots, x_n) \) as a series of elements ordered from \( x_1 \) to \( x_n \), an algorithm receives them iteratively in this order, having to decide immediately whether to include \( x_i \) into its solution. It can base this decision only on the previously revealed \( x_1, \ldots, x_{i-1} \) and must neither remove \( x_i \) from its solution later nor include any of the previously discarded elements. A way to measure the performance of such an online algorithm is the competitive ratio, which compares how much worse it performs compared to an optimal offline algorithm [8]. An algorithm is strictly \( c \)-competitive if the competitive ratio of the algorithm is bounded by a constant \( c \).

In most classical online problems such as the \( k \)-SERVER PROBLEM, the PAGING PROBLEM, or the KNAPSACK PROBLEM, receiving the next \( x_i \) requires immediate action. This makes a lot of sense in the mentioned problems, but sometimes there is no “need to act” immediately, which is often the case for the problem that we study in this work: Informally, the requests are single nodes of a graph that are iteratively revealed and our task is to keep the graph induced by these nodes free of a set \( F \) of forbidden induced subgraphs by deleting nodes or edges. Obviously, there are sets \( F \) and instances in which an arbitrary number of nodes can be revealed before any forbidden induced substructure appears.

In the offline world graph modification problems are well studied. Already a long time ago Yannakakis proved that node-deletion problems are NP-hard for every non-trivial hereditary graph property and that many edge-deletion problems are NP-hard, too [24]. Cai analyzed the parameterized complexity of graph modification problems [9]. All variants are fixed-parameter tractable with respect to the solution size if the graph property can be characterized by a finite set of forbidden induced subgraphs.

The modified online model that we use was first introduced by Komm et al. [19] as the preemptive model. We give a slightly different formulation, which more closely matches our problem and call it the delayed decision model. We consider an instance \( I = (x_1, \ldots, x_n) \) of an online minimization problem for which a solution \( S \subseteq I \) has to satisfy some condition \( C \). Again, an algorithm \( ALG \) has to decide whether to include any element into its solution \( S \). We denote the intermediate solution of an algorithm on an instance \( I \) at the revelation of element \( x_i \)—before the decision on whether to include it in \( S \)—by \( S_i(ALG) \). While in the classical definition, an algorithm has to decide on whether to include an element into its solution at the point of revelation, the algorithm may now wait until the condition \( C \) is violated by \( S_i(ALG) \). It may then include any of the previously revealed elements into its solution, but must never remove any element from it.

Some online problems that do not allow for competitive algorithms, such as the MINIMUM VERTEX COVER PROBLEM and in particular general node- and edge-deletion problems allow for competitive algorithms in the delayed decision model.

In the MINIMUM VERTEX COVER PROBLEM, the input \( I \) is a series of induced subgraphs \( G[\{v_1\}], G[\{v_1, v_2\}], \ldots, G[\{v_1, \ldots, v_n\}] \) for which \( C \) states: “\( S_i(ALG) \) is a vertex cover on \( G[\{v_1, \ldots, v_j\}] \)”. In the delayed decision model, an algorithm has
to include nodes into its current solution only when an edge is revealed that is not covered yet. While the Minimum Vertex Cover Problem does not allow for competitive algorithms in the classical online setting [11], a competitive ratio of 2 can be proven for the delayed decision setting: The upper bound is given by always taking both nodes of an uncovered edge into the solution (this is the classical 2-approximation offline algorithm). The lower bound can be achieved by presenting an edge \( v_i v_j \) and adding another edge to either \( v_i \) or \( v_j \), depending on which node is not taken into the solution by a deterministic online algorithm. If both nodes are taken into the solution then no additional edge is introduced. This gadget can be repeated and forces a deterministic algorithm to take two nodes into the vertex cover where one suffices.

The competitive ratio is the classical method to analyze online algorithms and a relatively new alternative is the advice complexity introduced by Dobrev et al. [13], revised by Hromkovič et al. [17], and refined by Böckenhauer et al. [4]. The advice complexity measures the amount of information about the future that is necessary to solve an online problem optimally or with a given competitive ratio. There is an oracle called advisor who knows the whole input instance and gives the online algorithm advice in the form of a binary string that can be read from a special advice tape. Many problems have been successfully analyzed in this model including the \( k \)-server problem [14], the Knapsack Problem [6], Job-Shop Scheduling [3], and many more. One criticism of the advice model is that in the real world such a powerful advisor usually cannot exist. However, the new research area of learning-augmented algorithms uses an AI-algorithm to guide classical algorithms to solve optimization problems and they are closely related to the advice complexity [20, 21]. A strong application of advice complexity are the lower bounds it provides: For example, the online knapsack problem can be solved with a competitive ratio of two by a randomized algorithm. It has been shown that this competitive ratio cannot be improved with \( o(\log n) \) advice bits [2, 5, 6].

In this paper we are not concentrating on the running time, but as we will be considering advice given by an oracle it has to be noted that the oracle will usually be solving NP-hard problems when preparing the advice string, while the online algorithm itself usually performs only simple calculations.

We base our work on the definitions of advice complexity from Komm [18] and Böckenhauer et al. [4], with a variation due to the modified online model we are working on: The length of the advice string is often measured as a function of the input length \( n \), which usually almost coincides with the number of decisions an online algorithm has to make during its run. In the delayed decision model, the number of decisions may be smaller than \( n \) by a significant amount and we can measure the advice as a function of the size of the optimum solution. This usually does not work in classical online algorithms.

In this work, we give a lower bound of \( \lceil opt \cdot \log s \rceil \) and an upper bound of \( \lceil opt \cdot \log s \rceil + \log opt + 2 \log \log opt \) on the advice complexity of the Delayed Connected \( \mathcal{F} \)-Node-Deletion Problem, where \( s \) is the size of the biggest graph in \( \mathcal{F} \) and \( opt \) is the size of the optimal solution. We show lower and upper bounds for the Delayed \( H \)-Node-Deletion Problem, which are roughly \( opt \cdot \log |V(C_{\text{max}})| + \Omega(\log opt) \) and \( opt \cdot (\log |V(C_{\text{max}} + |C_H|)| + O(\log opt) \).
respectively, with \( C_{\text{max}} \) being the biggest component of \( H \). More precise results are given in Theorems 4 and 5.

In the second main part, we give a tight bound for the delayed connected \( \mathcal{F} \)-edge-deletion problem, namely \( m(\mathcal{F}) \cdot \text{opt}_{\mathcal{F}}(G) + O(1) \), where computing \( m(\mathcal{F}) \) is rather involved. We provide an algorithm that computes \( m(\mathcal{F}) \) for every concrete \( \mathcal{F} \). Afterwards, since the results for the delayed connected \( \mathcal{F} \)-edge-deletion problems are only computable with some work for concrete sets of forbidden graphs, we provide results for a specialized version of the problem, namely the delayed connected \( H \)-edge-deletion problem. The advice complexity for this problem is a simple function in the size of the optimal solution, lower bounded by \( \lceil \text{opt} \cdot \log(\|H\|) \rceil \) bits where \( \|H\| \) denotes the number of edges in \( H \) and upper bounded by \( \lceil \text{opt} \cdot \log(\|H\|) \rceil + \log \text{opt} + 2 \log \log \text{opt} \). We leave open the exact advice complexity for the general delayed \( \mathcal{F} \)-node-deletion problem and delayed \( \mathcal{F} \)-edge-deletion problem, for which we can only provide lower bounds.

An overview over all possible problem types, references to the concrete theorems and open problems, can be found in Tables 1 and 2.

An example that we will examine throughout this paper is the class of trivially perfect graphs, which were first studied by Wolk [23]. They are exactly the graphs without any induced path and cycle on 4 nodes, i.e. \( \mathcal{F} = \{\square, \circ \} \). We will see in Example 1 that the advice complexity for this graph class is exactly \( 2 \cdot \text{opt} \) when tasked with deleting nodes. Example 3 will show that \( \log 3 \cdot \text{opt} + O(1) \) advice bits are necessary and sufficient to optimally solve the problem in the case of edge deletions.
2 Preliminaries

We will use the usual notation for graphs, which will always be simple, undirected, and loop-free.

For a graph $G = (V, E)$ we write $|G|$ to denote $|V(G)|$ and $|E(G)|$ to denote $|E(G)|$. We use the symbol $\subseteq$ to denote an induced subgraph relation, i.e. $A \subseteq B$ iff $A$ is an induced subgraph of $B$. We write $\mathcal{G}$ to denote the set of all graphs. We denote by $H$ a finite graph and by $\mathcal{F}$ a finite set of finite graphs, if not stated otherwise.

We write $G - U$ for $G[V(G) - U]$ and $G - u$ for $G - \{u\}$ and also use $G - E$ similarly for an edge set $E$. For graphs $H$ and $G$ we write $H \subseteq \varphi G$ if there exists an isomorphism $\varphi$ such that $\varphi(H) \not\subseteq G$. A graph $G$ is called $\mathcal{F}$-free if there is no $H_i \subseteq \varphi G$ for any $H_i \in \mathcal{F}$. A path with $k$ nodes and a clique with $k$ nodes are denoted by $P_k$ and $K_k$ respectively. An edge between nodes $x$ and $y$ is called $xy$.

For a problem $\Pi$ we denote the optimal solution size on an input $I$ by $\text{opt}_\Pi(I)$. If $\Pi$ is the class of $\mathcal{F}$-free graphs, then we also write $\text{opt}_{\mathcal{F}}(I)$ instead of $\text{opt}_\Pi(I)$ and $\text{opt}_{H}(I) = \text{opt}_{\{H\}}(I)$. As it is always clear whether we refer to a node- or edge-deletion problem, we do not specifically mention it in the notation.

If the context is clear or we do not refer to a concrete instance or even problem, we sometimes abbreviate the notation for the optimal solution size to $\text{opt}$.

By $\log(n)$ we always denote the logarithm to base 2.

3 General Graph Deletion Problems

Let us look at a simple introductory example: Cluster deletion. A cluster graph is a collection of disjoint cliques. Given a graph $G$ the cluster deletion problem asks for a minimum set $D$ of edges whose deletion turns $G$ into a cluster graph. In our model we receive the graph $G$ piecewise vertex by vertex. Each time we receive a new vertex that turns the graph into a non-cluster graph, we have to insert edges into $D$ such that $G_i[E(G_i) - D]$ is a cluster graph. It is clear that in the worst case we have no chance to compute an optimal $D$ in this way. It turns out that we can find an optimal solution of the same size online if we are given $\text{opt}$ advice bits: Whenever we find an induced $P_3$ in our graph we have to delete at least one of its edges. We can read one advice bit to find out which one is the right one. As a graph is a cluster graph iff it does not contain $P_3$ as an induced subgraph the algorithm is correct.

It is also easy to see that this simple algorithm is optimal: An adversary can present $k$ times a $P_3$ which is in the next step expanded into a $P_4$ on either side. To be optimal the algorithm has to choose the correct edge to delete each time of the $k$ times. This makes $2^k$ possibilities and the algorithm cannot act identically for any pair of these possibilities. Hence, the algorithm needs at least $k$ advice bits.

In this paper we consider similar problems and find ways to compute their exact advice complexity.

If we are facing a $\Pi$ graph modification problem for a graph class $\Pi$ there are special cases we can consider for $\Pi$. If we know nothing about $\Pi$ we can still
show that $opt \log n$ advice bits are sufficient to solve the $\Pi$-edge-deletion problem optimally on a graph with $n$ nodes.

**Theorem 1** Let $\Pi$ be a hereditary graph property.

1. The $\Pi$-node-deletion problem can be solved optimally with $[opt \cdot \log n]$ advice bits.
2. The $\Pi$-edge-deletion problem can be solved optimally with at most $2opt \cdot \log n$ advice bits.

**Proof** (1) Whenever the algorithm detects that the graph is not in $\Pi$, a node has to be deleted. There at most $n$ nodes to choose so the correct one can be encoded with $\log n$ bits and there are at most $n^{opt}$ possibilities to choose $opt$ nodes. Such a number can be encoded with $[opt \cdot \log n]$ many bits.

In that way an optimal set of vertices is deleted. As $\Pi$ is hereditary, all induced subgraphs seen by the algorithm in-between also belong to $\Pi$ if the same optimal solution is deleted from them.

(2) If the algorithm detects that the graph is not in $\Pi$, one or more edges have to be deleted. There at most $n^2/2$ edges in total to choose from. There are only $(n^2/2)^{opt}$ possibilities to choose a set of $opt$ edges. We need only $[\log((n^2/2)^{opt})] \leq 2opt \cdot \log n$ advice bits.

While Theorem 1 gives us a simple upper bound on the advice complexity, it is often too pessimistic and we can find a better one. On the other hand, it will turn out that there are very hard edge-deletion problems where the bound of Theorem 1 is almost optimal.

One ugly, but sometimes necessary, property of the bound in Theorem 1 is that the number of advice bits can get arbitrarily big even if the size of the optimal solution is bounded by a constant. Let us look at some special cases, where this is not the case and the number of advice bits is bounded by a function of the solution size.

Theorem 1 is restricted to hereditary properties $\Pi$, i.e., properties that are closed under taking induced subgraphs. It is well known that such properties can be characterized by a set of forbidden induced subgraphs. If $\mathcal{F}$ is such a set we can always assume that it does not contain two graphs $H_1$ and $H_2$ such that $H_1$ is an induced subgraph of $H_2$ because $H_2$ would be redundant. Under this assumption $\mathcal{F}$ is determined completely by $\Pi$ and can be finite or infinite and we say that $\mathcal{F}$ is unordered.

**Definition 1** A set of graphs $\mathcal{F}$ is called unordered if for every $H_1, H_2 \in \mathcal{F}$ with $H_1 \neq H_2$ it holds that $H_1 \not\triangleleft H_2$.

Moreover, it is also clear that if a hereditary class $\Pi$ contains at least one graph then it also contains the null graph with no vertices (because that is an induced subgraph of any graph). There is a vast number of important hereditary graph
properties, for example planar graphs, outerplanar graphs, forests, genus-bounded graphs, chordal graph, bipartite graphs, cluster graphs, line graphs, etc. etc.

Hereditary graph properties are exactly those properties that can be solved optimally in this model if “optimal” means that the online solution is not bigger than the best offline solution that has to modify only one graph $G$ (while the online algorithm has to modify a sequence of induced subgraphs leading to $G$).

**Theorem 2** The online $\Pi$-edge and $\Pi$-node-deletion problems can be solved optimally with respect to the smallest offline solution if and only if $\Pi$ is hereditary, even if arbitrarily many advice bits can be used.

**Proof** Theorem 1 already shows that an optimal solution can be found for hereditary properties.

Let now $\Pi$ be a graph property that is not hereditary. Then there are graphs $G_1$ and $G_2$ such that (1) $G_1 \notin \Pi$, (2) $G_2 \in \Pi$, and (3) $G_1$ is an induced subgraph of $G_2$.

An adversary can present first $G_1$ and later $G_2$. Any correct algorithm has to delete something from $G_1$, but the optimal offline solution is to delete nothing.

Because of Theorem 2 we will look only at hereditary graph properties in this paper. It should be noted, however, that a sensible treatment of non-hereditary graph properties is possible if the definition of online optimality is adjusted in the right way. In particular, the amount of advice bits cannot be dependent only on the size of the optimal solution. For example, if the input graph has $n$ nodes, any $\Pi$-node-deletion problem can be optimally solved with $n$ bits of advice.

We now give definitions for the main problems that we study in this work.

**Definition 2** Let $\mathcal{F}$ be an unordered set of graphs. Let $I$ be a sequence of growing induced subgraphs $G[\{v_1\}], \ldots, G[\{v_1, \ldots, v_n\}]$. Then the $\mathcal{F}$-NODE-DELETION PROBLEM is to delete a minimum size set of nodes $S$ from $G$ such that $G - S$ is $\mathcal{F}$-free. We call $S^I_i \subseteq \{v_1, \ldots, v_i\}$ an (intermediate) solution for the $\mathcal{F}$-NODE-DELETION PROBLEM on $G[\{v_1, \ldots, v_i\}]$ if $G[\{v_1, \ldots, v_i\}] - S^I_i$ is $\mathcal{F}$-free.

The **Delayed $\mathcal{F}$-NODE-DELETION PROBLEM** is defined accordingly, with the condition $C$ stating “The graph $G[\{v_1, \ldots, v_i\}] - S^I_i(ALG)$ is $\mathcal{F}$-free” for all $i \in \{1, \ldots, n\}$ and some feasible algorithm $ALG$. $\mathcal{F}$-EDGE-DELETION and DELAYED $\mathcal{F}$-EDGE-DELETION are defined accordingly, with the solution being a set of edges. The graph is always revealed as a sequence of nodes. We will denote the Delayed $\mathcal{F}$-NODE-DELETION PROBLEM for $\mathcal{F} = \{H\}$ as the DELAYED $H$-NODE-DELETION PROBLEM.

We start by giving a short proof that the $\mathcal{F}$-NODE-DELETION PROBLEM does not generally admit a constant competitive ratio. We continue by giving upper bounds for the preemptive model in which no advice is used.

**Lemma 1** Let $H$ be a connected graph with $|H| > 1$. Then there is no algorithm for the $H$-NODE-DELETION PROBLEM that is c-competitive for any constant $c$.  
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**Proof** Any correct online algorithm has to delete a node from each copy of $H$. The adversary starts constructing a copy of $H$. If an algorithm chooses to delete any node before $H$ is completed, the copy is not completed by the adversary. In this special case, the adversary instead chooses to construct another node-disjoint copy of $H$.

If any algorithm instead chooses to delete a node only once a copy of $H$ is completed, it can only do so by deleting the node $v_i$ that was last presented. The rest of the instance then consists of an arbitrary number of copies of $v_j$ which repair $H$ repeatedly. An optimal algorithm simply deletes a single $v_j \in V(H)$, $v_j \neq v_i$, that is not a copy of $v_i$.

Lemma 1 is not surprising. It generalizes that Vertex Cover admits no constant-bounded competitive ratio [11].

Note however that this does not mean that there are no $\mathcal{F}$ for which the problem admits a constant-bounded competitive ratio. An example is the $\mathcal{F}$-Node-Deletion Problem with $\mathcal{F} = \{K_1, K_1, P_2\}$, i.e. both two isolated nodes and an edge are forbidden. For this problem, an algorithm can simply delete any node that is presented after the first one. As the optimal solution for any graph over this $\mathcal{F}$ is deleting every node except for a single one, this algorithm is optimal.

**Lemma 2** There is at least one $\mathcal{F}$ for which the $\mathcal{F}$-Edge-Deletion Problem does not admit any $c$-competitive algorithm for any constant $c$.

**Proof** Let $\mathcal{F} = \{P_k\}$ for any fixed $k > 3$. Any correct online algorithm has to delete an edge from each copy of the path $P_k$. The adversary starts constructing a copy of $P_k$ finishing with a vertex at the end of the path. If an algorithm chooses to delete any edge before $P_k$ is completed, the copy is not completed by the adversary. In this special case, the adversary instead chooses to construct another node-disjoint copy of $P_k$.

If any algorithm instead chooses to delete an edge only once a copy of $P_k$ is completed, it can only do so by deleting an edge $e_j$ presented last adjacent to the newest node $v_i$. The rest of the instance then consists of an arbitrary number of copies of $v_i$ which repair $P_k$ repeatedly. An optimal algorithm simply deletes a single $e_k \in E(P_k)$, $e_k \notin e_j$.

Next, we take a look at a bound on the competitive ratio for algorithms that use the delayed model.

**Lemma 3** The Delayed $\mathcal{F}$-Node-Deletion Problem admits an algorithm that is $k$-competitive for $k = \max_{H \in \mathcal{F}}(|H|)$ and the Delayed $\mathcal{F}$-Edge-Deletion Problem admits an algorithm that is $k$-competitive for $k = \max_{H \in \mathcal{F}}(||H||)$.

**Proof** Whenever an algorithm finds an induced $H$, it deletes all of its nodes, resp. edges. 
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Note that this may seem like a very rough upper bound at first, but there are sets \( \mathcal{F} \) for which this bound on the \textsc{Delayed} \( \mathcal{F} \)-\textsc{Node-Deletion Problem} is tight, as we will show now. For the following lemma, \( C_k \) denotes a cycle with \( k \) nodes.

**Lemma 4** Let \( k > 4 \) and \( \mathcal{F} = \{ C_k \} \). Then any algorithm solving the \textsc{Delayed} \( \mathcal{F} \)-\textsc{Node-Deletion Problem} cannot achieve a competitive ratio better than \( k \).

**Proof** There are \( k \) adversarial strategies. The \( i \)th strategy is the following: First, a \( C_k \) is presented. Whenever a node is deleted, another node with the same current neighborhood of the deleted node is reinserted. This is done for all nodes except for the node \( v_i \) of the cycle. We call the set of these reinserted nodes \( V' \). We call the graph built by the \( i \)th strategy \( G_i \).

We now want to show that deleting the last node of the cycle makes the gadget \( C_k \)-free. Since this last node is chosen arbitrarily, this would show that we can force any algorithm to use \( k \) deletions for a gadget for which one deletion would be sufficient.

It is clear by construction that deleting any other single node does not make the gadget \( C_k \)-free due to the reinsertions. For a contradiction we assume that there remains an induced \( C_k \) in the gadget after the deletion of \( v_i \).

First, it is clear that deleting any \( v \in V' \) and thus forcing a reinsertion of a copy \( v' \) does not produce any new \( C_k \): If \( C_k' \) is a cycle for which \( v \in V(C_k') \) and \( C_k'' \) is a cycle for which \( v' \in V(C_k'') \) then \( C_k' - v' = C_k'' - v \). Each replacement node only closes new \( C_4 \) in \( G_i - v_i \). W.l.o.g. we look at a gadget for which only one copy of each replacement node is presented, i.e., \( |V'| = k - 1 \).

As there are only \( k - 1 \) replacement nodes, any \( C_k \) in the gadget - except for the original \( C_k \) - has to consist of at least one node of the original \( C_k \) and at least one of the replacement nodes.

We break any \( C_i \) that consists of \( k - 1 \) of the original nodes and one replacement node by deleting \( v_k \), as there is no replacement node for \( v_k \) by construction.

Thus, at least two nodes of \( V' \) have to be in any remaining \( C_k \) and none of the nodes of any \( C_k \) may include \( v_i \).

Since by construction, every node of \( V' \) closes a new \( C_4 \), any bigger cycle of the graph must have at least one edge that connects two non-neighboring nodes, thus not inducing any cycle of length bigger than four. Thus, there are no additional \( C_k \) in the graph. \( \square \)

It is easy to see that this proof holds even if \( \mathcal{F} \) is a family of cycles of length at least 5.

### 4 The \textsc{Delayed} \( H \)-\textsc{Node-Deletion Problem} with Advice

If \( \mathcal{F} \) consists of connected subgraphs, we can provide a simple proof giving us an almost tight bound on the advice complexity as follows.

In the following we use a \textit{gluing} operation that works as follows: Given two graphs \( G \) and \( G' \), we identify a single node from \( G \) and a single node from \( G' \). A
small example where the identified nodes are marked black is the following: Gluing \( \bigotimes \) together with \( \bigcirc \) results in \( \bigotimes \bigcirc \).

**Theorem 3** Let \( \mathcal{F} \) be a not necessarily finite set of connected graphs and \( G \) the input graph. To be optimally solved the **Delayed Connected** \( \mathcal{F} \)-Node-Deletion Problem requires at least \( \lceil \text{opt}_{\mathcal{F}}(G) \cdot \log s \rceil \) many advice bits, where \( s \) is the size of the biggest graph in \( \mathcal{F} \). There is an algorithm almost matching this bound using \( \lceil \text{opt}_{\mathcal{F}}(G) \cdot \log s \rceil + \log \text{opt}_{\mathcal{F}}(G) + 2 \log \log \text{opt}_{\mathcal{F}}(G) \) advice bits. If \( s = \infty \) then no algorithm can be optimal with \( f(\text{opt}) \) advice bits for any function \( f \).

**Proof** Let \( H \) be the biggest graph in \( \mathcal{F} \) and \( u \) be an arbitrary node in \( H \). If we glue two disjoint copies of \( H \) together at \( u \) by identifying the respective nodes, the resulting graph \( H_u \) contains \( H \) as an induced subgraph and there is exactly one node (i.e., \( u \)) that we can delete in order to make \( H_u \) \( H \)-free. However, when deleting \( u \) from \( H_u \) the remaining graph becomes disconnected and both components are proper induced subgraphs of \( H \). Hence, the components are \( \mathcal{F} \)-free and therefore \( H_u - u \) is also \( \mathcal{F} \)-free.

An adversary can simply present first \( H \) and then add nodes to build \( H_u \) for \( u \in V(H) \). In this way the adversary has \( |H| \) possibilities to continue and to be optimal when seeing only \( H \) the algorithm has to delete the correct \( u \). By repeating this \( k \) times there are \( |H|^k \) different possibilities and they have all to be distinguished. Hence we need at least \( \log(|H|^k) = k \cdot \log(|H|) \) advice bits. It is easy to see—that using self-delimiting encoding as in [7]—that \( [k \cdot \log s] + \log k + 2 \log \log k \) bits are also sufficient if \( k = \text{opt}_{\mathcal{F}}(G) \) because the algorithm has to pick the right node of \( H \) when finding \( H \in \mathcal{F} \) as an induced subgraph. The self-delimiting encoding is of course not needed if the size of \( s \) is a power of 2. In this case, the bound is tight.

If \( s \) is infinite, one can take an arbitrarily big \( H \), so no finite amount of advice bits is sufficient. \( \Box \)

**Example 1** Given \( \mathcal{F} = \{ \bigotimes \bigcirc, \bigcirc \bigotimes \} \). To compute the advice complexity, we identify the size of the biggest \( H \in \mathcal{F} \), which is 4. Thus, the advice complexity as stated in Theorem 3 is exactly \( [\text{opt}_{\mathcal{F}}(G) \cdot \log 4] = 2 \cdot \text{opt}_{\mathcal{F}}(G) \).

The problem becomes harder when the graphs in \( \mathcal{F} \) are disconnected, as we will see in the proof of Theorem 4. We solve it partially by determining the advice complexity for the **Delayed H-Node-Deletion Problem**, where \( H \) can be disconnected.

We occasionally speak of “deleting a graph” in this section. By this we refer to the removal of nodes such that a given substructure is no longer induced. If not specified further, assume that the minimum number of nodes is removed.

**Definition 3** Let \( C_G = \{ C_1, C_2, \ldots, C_j \} \) denote the set of components of \( G \).

If a forbidden graph \( H \) is disconnected, it may contain multiple copies of the same component, e.g., three disjoint triangles among other components. If we were
only to delete triangles, we would thus have to delete all but two copies to make the graph of an instance $H$-free. We introduce some notation to determine the number and the actual copies of a type of component.

We are restricting the classical notion of a packing to only include graphs in the same packing if they are not connected by an edge as follows.

**Definition 4** Given a graph $G$. For a connected graph $C$ we define the packing $p_C(G)$ of $C$ in $G$ as the family of sets of pairwise node-disjoint copies of $C$ in $G$ and the packing number of $C$ in $G$, $\nu_C(G)$, as $\max_{H \in p_C(G)}(|H|)$. We further demand that there is no edge between two graphs of such a set.

In other words, $\nu_C(G)$ is the maximal number of $C$’s that can be packed disjointly into $G$.

We use the multiplicity of components in $H$ in a lower-bound proof where we force any algorithm to leave specific components such as the two specific triangles in our small example untouched. To punish a wrong selection, we use a redundancy construction that maps a component $C$ into a $\overline{C}$ such that $C \prec \overline{C}$ and there is still a copy of $C$ in $C \setminus \{v\}$ for every $v$, while $\overline{C}$ does not contain two disjoint copies of $C$.

In other words: We transform a component $C$ in such a way that a single node deletion is not sufficient to remove $C$ from the transformed graph, while not introducing additional copies of $C$ in the process.

**Definition 5** Let $\varphi_1 : \mathcal{G} \to \mathcal{G}$, $\varphi_2 : \mathcal{G} \to \mathcal{G}$ be isomorphisms. We call the graph $H'$ a redundancy construction of a connected graph $H$ with $|H| > 1$ if:

- For all $v \in V(H')$ there exists a $\varphi_1$ with $\varphi_1(H) \equiv H' - v$
- For all $\varphi_1 : \varphi_1(H) \not\equiv H' - V(\varphi_2(H))$ if $V(\varphi_2(H)) \subseteq V(H')$

To show that such a redundancy construction actually exists, we use the following transformation.

**Definition 6** Given a connected graph $H = (V, E)$ with $V = \{v_1, \ldots, v_n\}$, $n > 1$, in some order and some $k \in [2, n]$ s.t. $(v_1, v_k) \in E(H)$. $H'$ is then constructed in the following way: $V(H') = V(H) \cup \{v'_i \mid v_i \in V(H), i \geq 2\}$ and $E(H') = E(H) \cup \{(v_i, v_j) \in E(H), v'_i, v'_j \in V(H')\} \cup \{(v_1, v'_i) \mid (v_1, v_i) \in E(H)\} \cup \{(v_k, v'_j) \mid (v_1, v_j) \in E(H)\}$.

Intuitively, we create a copy of $H$ except for a single arbitrary node $v_1$. The copied neighbors of $v_1$ ($v'_2$ and $v'_3$ in Example 2) are then connected with $v_1$. Lastly, some copied node is chosen and connected with the original neighbors of $v_1$ ($v'_3$ in Example 2).

**Example 2** A graph $H$ and its redundancy construction $H'$:
Lemma 5 The transformation in Definition 6 is a redundancy construction.

Proof Given any connected graph $H$ with $|H| > 1$. Let $H'$ be the graph we obtain from Definition 6. If any single node $v \in V(H')$, $v \neq v_1$, is removed from $H'$, there remains a copy of $H$ in $H' \setminus \{v\}$, as we copied $H$ except for $v_1$ and the graphs were joined together at $v_1$. If on the other hand we remove $v_1$, the node $v_k$ that is used in Definition 6 acts as a substitution for $v_1$, as by construction, $N(v_k) \supseteq N(v_1)$.

The total number of nodes is $2 \cdot |H| - 1$ which means that removing any copy of $H$ from $H'$ results in less than $|H|$ nodes.

Thus, both properties of a redundancy construction hold for $H'$.

We denote an optimal solution of the Delayed $H$-Node-Deletion Problem on a graph $G$ by $\text{sol}_H(G)$.

4.1 Lower Bound

The lower bound uses two building blocks: Selecting a correct node for deletion in each component as in the proof of Theorem 3 as well as selecting the correct copies of a component by using redundancy constructions.

Theorem 4 Let $H$ be a graph. Let $C_{\text{max}}$ be a component of $H$ of maximum size. Any online algorithm optimally solving the Delayed $H$-Node-Deletion Problem uses at least $\text{opt}_H(G) \cdot \log |V(C_{\text{max}})| + (\nu_{C_{\text{max}}}(H) - 1) \cdot \log \text{opt}_H(G)$ many advice bits on input $G$.

Proof Let $C_H = \{C_1, \ldots, C_j\}$ and $|V(C_1)| \leq \cdots \leq |V(C_j)|$. The adversary first presents $k \geq \max\{\nu_C(H) \mid C_i \in C_H\}$ disjoint copies of each $C_i \in C_H$ in an iterative way such that in each iteration one copy of each $C_i$ is revealed node by node. W.l.o.g. we assume that any algorithm does not delete any nodes before an $H$ is completed and then only deletes nodes of any $H$ in the graph until no $H$ is any longer induced in the graph.
As soon as $G$ is no longer $H$-free, any algorithm has to delete some node(s). For a $C_i \in C_H$ it can either delete all $C_i$ except for $v_{C_i}(H) - 1$ occurrences and optionally some additional node(s). Obviously, deleting an additional node is not optimal, as the adversary would simply stop presenting nodes.

The following strategy will force an optimal online algorithm always to delete copies of $C_{\max}$. After all $k$ copies of all $C_i \in C_H$ are presented, additionally $\max_{C_i \in C_H} \left\{ v_{C_i}(H) \right\} - v_{C_{\max}}(H) + 1$ copies of each $C_i \in C_H \setminus C_{\max}$ are presented. Deleting all $C_{\max}$ except for $v_{C_{\max}}(H) - 1$ occurrences will thus only need $k - \max_{C_i \in C_H} \left\{ v_{C_i}(H) \right\} + 1 + \max_{C_i \in C_H} \left\{ v_{C_i}(H) \right\} - v_{C_{\max}}(H) + 1 = k - v_{C_{\max}}(H) + 2$ deletions. Thus, it is always optimal for any algorithm to focus on $C_{\max}$ for deletion.

After all components have been revealed—and some deletion(s) had to be made—a redundancy construction such as the one from Definition 6 is used in order to repair an arbitrary set of $v_{C_{\max}}(H) - 1$ copies of $C_{\max}$. Every optimal algorithm will leave exactly $v_{C_{\max}}(H) - 1$ copies of $C_{\max}$ after $G$ is completely revealed. There are $\binom{v_{\opt_H}(G) + v_{C_{\max}}(H) - 1}{v_{\opt_H}(G)}$ many different ways to distribute the affected components onto all components and an algorithm without advice cannot distinguish them. In particular, each of these instances is part of a different, unique optimal solution, which deletes a node from all but the $v_{C_{\max}}(H) - 1$ subgraphs. If an algorithm has chosen to delete a node from a component that is affected by the redundancy construction, this component is now repaired and demands an additional deletion. By definition, applying the redundancy construction does not result in additional disjoint copies of $C_{\max}$. Thus, it is still optimal to focus on $C_{\max}$ for deletion.

Finally, for every component that is not affected by a redundancy construction, the adversary glues a copy of $C_{\max}$ to one of its nodes. It has $|V(C_{\max})|$ ways to do so for each copy of $C_{\max}$.

We now measure how much advice an algorithm needs at least. First of all, it is easy to see that the adversary is able to present $|V(C_{\max})|^{v_{\opt_H}(G)}$ many different instances regarding the deletion of nodes for the copies of $C_{\max}$ not selected for the redundancy construction.

Assuming $v_{C_{\max}}(H) > 1$, any algorithm needs to determine the correct subset of $v_{\opt_H}(G)$ components out of $k - 1$ presented ones to delete one node from. As the adversary has $\binom{v_{\opt_H}(G) + v_{C_{\max}}(H) - 1}{v_{\opt_H}(G)}$ different ways to distribute these redundancies and since every single of these instances has a different unique optimal solution, any correct algorithm has to get advice on the complete distribution in the size of at least $\log \binom{v_{\opt_H}(G) + v_{C_{\max}}(H) - 1}{v_{\opt_H}(G)} \geq (v_{C_{\max}}(H) - 1) \cdot \log(v_{\opt_H}(G))$ advice bits.

### 4.2 Upper Bound

For simplicity of writing down the algorithm, we will assume in this section that we are only ever presented instances in which the graph induces at least one forbidden subgraph $H$. Our algorithm can be easily transformed into one that only starts to read any advice once the first forbidden subgraph is completely revealed. Additionally,
the algorithm only looks at a single $C_0$ to focus on for deletion. In most cases except for some corner cases, this is optimal. In the general case, the adversary gives the algorithm a list as in line 5 for each single component of $H$. This list is empty for all components except for those from which we need to delete nodes. The algorithm then labels the components in the same way as $C_0$ in lines 12–16 and cycles through all lists for deletion. Our arguments for the case of a single $C_0$ can be easily generalized for this case of multiple components. We call this complete version of the algorithm the extended version.

**Algorithm 1** Upper Bound: Delayed $H$-Node-Deletion Problem

1: Input: Online graph $G$ with $V(G) = \{v_1, \ldots, v_n\}$, $H$
2: Advisor computes $C_{ov} \in \arg\min_{C \subseteq C_H} \{\nu_C(G) - \nu_C(H)\}$
3: Advisor computes $C_0 \in \arg\min_{C \subseteq C_{ov}} \{\nu_C(G)\}$
4: Advisor computes $L$, the list of labels marked for keeping
5: Read advice: $C_0$ \hfill $\triangleright$ Which $C_0 \in C_H$ to delete
6: Read advice: List $L$ of numbers in range $[1, \text{opt}_H(G) + O(1)]$
7: $k \leftarrow 1$
8: Define $l: G \rightarrow \mathbb{N}$, $l(G) = 0$, $D = \emptyset$
9: Define labeled: $G \rightarrow \{0,1\}$, labeled($G$) = 1 iff $l(G) \neq 0$, otherwise labeled($G$) = 0
10: for all $i \in \{1, \ldots, n\}$ do
11: $G_i \leftarrow G \setminus \{v_1, \ldots, v_i\} \setminus D$ \hfill $\triangleright$ Reveal next node
12: if $\nu_{C_0}(G_i) \geq \nu_{C_0}(H)$ then
13: $W \leftarrow \arg\max_{P \in C_{ov}(G_i)} |P|$ \hfill $\triangleright$ Biggest Packings
14: $\mathcal{H} \leftarrow \arg\max_{P \in W} \sum_{g \in P} \text{labeled}(g)$ \hfill $\triangleright$ Most labels
15: Select $P \in \mathcal{H}$ \hfill $\triangleright$ Arbitrary set
16: for all $C \in P$ do \hfill $\triangleright$ Label everything unlabeled
17: if $l(C) = 0$ then $l(C) \leftarrow k$; $k \leftarrow k + 1$
18: $S \leftarrow \{C \in P \mid l(C) \notin L\}$ \hfill $\triangleright$ Select everything not marked for keeping
19: for all $C \in S$ do
20: Read advice: Which $v \in V(C)$ to delete \hfill $\triangleright$ Delete $v$ out of $G_i$
21: $D = D \cup \{v\}$

For an instance with an online graph $G$ with $V(G) = \{v_1, \ldots, v_n\}$ and a forbidden subgraph $H$, the advisor first computes the advice the algorithm is going to read during its run. It first runs an optimal offline algorithm on $G$ and determines which is the component that is focussed on for deletion, named $C_0$ from here on. Finally, the advisor computes a list $L$ of labels by simulating the online algorithm. These labels will thus coincide with the labels given by the algorithm to copies of $C_0$, which are not to be deleted in an optimal solution. As there are at most $\nu_{C_0}(H) \cdot \text{opt}_H(G)$ disjoint copies of $H$ in $G$ and as Lemma 8 states that our algorithm uses at most $\text{opt}_H(G) + O(1)$ labels, we can limit the range of possible labels by $[1, \text{opt}_H(G) + O(1)]$. Finally, a number of advice bits is used for every deletion of a concrete node in each copy of $C_0$.

The algorithm starts by reading from the advice tape which component $C_0$ to focus on for deletion and the list $L$, using self-delimiting encoding.

Whenever the next node $x_i$ is revealed that fulfills $H \sqsubseteq x_i G_i$, the algorithm will delete nodes from the graph as described in the following, otherwise the algorithm simply waits for the next node to be revealed.
To identify which node(s) of $G_i$ are to be deleted, the algorithm first identifies all biggest packings of $C_o$. Of them it identifies a set $P$ of which the most components have already received a label. Then all previously unlabeled copies of $C_o \in P$ receive a new unique label. The algorithm now looks at the label list $L$ given by the advisor. Every copy of $C_o \in P$ whose label is not in $L$ is now marked for deletion. The algorithm reads advice about which concrete node out of every copy of $C_o$ is optimal to delete.

**Lemma 6** The extended version of Algorithm 1 is correct.

**Proof** The algorithm is correct iff whenever $H \leq \varphi G_i$ holds, a set of nodes $S \subseteq V(G_i)$ is deleted such that $G_i - S$ is $H$-free. The condition of the if-branch in line 11 triggers when there already is an isomorphic copy of $H$ in the graph. A largest packing of copies of a $C_o$ from $H$ is then chosen in $G$ in line 12, with the set including the most labeled components being chosen if the choice is ambiguous. All members of this set are then labeled in lines 15 and 16. $|P| - v_{C_o}(H)$ copies need to be deleted from $G_i$ in order to make the graph $H$-free. In line 17 the algorithm reads from $L$ which of at most $v_{C_o}(H)$ copies of $H$ are not to be deleted and deletes all other copies. If the graph is not yet $H$-free, the algorithm repeats this process with the next component that has a non-empty list of labels, making the graph ultimately $H$-free at the end of line 20, i.e. before the next node is revealed.

**Lemma 7** The extended version of Algorithm 1 is optimal.

**Proof** We already know by Lemma 6 that Algorithm 1 is correct and that our algorithm only deletes nodes from types of components that an optimal algorithm would delete from as well. Thus, we only have to show that each node deleted by the algorithm is part of the solution of an optimal offline algorithm.

Our algorithm determines a node for deletion by reading advice telling it from which labeled component it should delete a node. It then also reads advice which node of the selected copy it should delete. Thus, it can only not simulate an optimal offline algorithm if no set of labeled components covers a component such that it is the only optimal extension of the algorithms current solution. This component then does not have a label. By definition, it shares at least one node with a labeled component of the same type from which we do delete a node in this step or it is connected with by an edge with a labeled component.

Each time $H \leq \varphi G_i$ holds (especially the first time), we cover a complete copy of $H$ by our labeled components. If we assume that none of the covered components was optimal for deletion, a supposedly optimal offline algorithm would leave all of these components in the graph after doing some other deletions. Thus, $H \leq \varphi G_i$ would still hold. This means that any optimal offline algorithm has to delete at least one of the labeled components. We can communicate which of these components our algorithm should delete by advice.

Thus, Algorithm 1 simulates an optimal offline algorithm. \qed
Definition 7 Given graphs $G$, $H$ and a labeling function $l : G \to \mathbb{N}$. We call a family $C$ of induced subgraphs of $G$ a configuration if every element of $C$ is isomorphic to $H$. $C$ is a packing and $l(C) \neq 0$ for each $C \in C$. The size of a configuration is the number of induced subgraphs it contains.

Informally speaking, a configuration is a set of disjoint induced subgraphs of $G$ that already have a label.

The following lemma refers to the simple version of the algorithm but can be easily generalized, as each component type is labeled independently of all others. This is discussed briefly after the proof.

Lemma 8 Given an online graph $G$, a forbidden graph $H$, as well as a graph $C \in C_H$ (as in line 4 of the algorithm) of which there may be at most $k = v(C(H)) - 1$ disjoint copies present in $G$. Algorithm 1 assigns no more than $v(C(H)) \cdot \text{opt}_H(G) + O(1)$ labels to $G$.

Proof In the worst case, whenever $H \preceq_{\varphi} G_i$ holds, the biggest configuration that we can find does not contain a single labeled component, thus the algorithm labels every member of the configuration.

It is possible that our algorithm labels more than one type of component, as they may pairwise overlap and the connecting node could be the optimal one to delete. Thus, we can bound the total number of labels over all components by $\text{opt}_H(G) \cdot |C_H|$.

Theorem 5 Let $H$ be a graph and $C_{\text{max}}$ be a component of $H$ of maximum size and $G$ be an online graph. The \textsc{Delayed H-Node-Deletion Problem} can be solved optimally using at most $\text{opt}_H(G) \cdot (\log |V(C_{\text{max}})| + |C_H|) + O(\log \text{opt}_H(G))$ advice bits.

Proof We count the number of advice bits used by Algorithm 1. We know by Lemmata 6 and 7 that it is correct and optimal. The advice in line 4 is of constant size. As each $L$ only contains the labels for components which are not to be deleted and we limited the number all labels by $\text{opt}_H(G) \cdot |C_H|$ in Lemma 8, $\text{opt}_H(G) \cdot |C_H| + O(\log \text{opt}_H(G))$ advice bits—using self-delimiting encoding to encode $\text{opt}_H(G)$—are needed in line 5.

Finally, the algorithm reads advice on which node of each copy of $C_{\text{max}}$ that is part of $\text{sol}_H(G)$ to delete in line 20. This can be done using $\text{opt}_H(G) \cdot \log |V(C_{\text{max}})|$ advice bits in total.

5 The Delayed Connected $\mathcal{F}$-Edge-Deletion Problem

The problem of deleting edges from a graph needs a separate approach from that of deleting nodes. There is a simple example that highlights a problem which makes it hard to simply adapt the ideas of node deletion to the task of edge-deletion: Let
\[ \mathcal{F} = \{P_3, K_3\}, \] i.e., a path with two edges and a triangle. Obviously, \( P_3 \not\simeq_K K_3 \), but deleting any single edge from the \( K_3 \) produces a \( P_3 \). This is a problem that does not occur in the case of node deletions, as the graphs are induced by their nodes. In this section we present a way to calculate the advice complexity for each \textsc{Delayed Connected} \( \mathcal{F} \)-\textsc{Edge-Deletion Problem} directly from \( \mathcal{F} \). Since our tight bounds on the advice complexity are not trivial to calculate for a concrete problem instance, we give a separate analysis for the case that only a single graph is forbidden in the following section, which results in an almost tight bound that is a simple function of the size of the number of edges of this forbidden graph.

In contrast to Sect. 4, "deleting a graph" means removing all of its nodes.

\textbf{Definition 8} Let \( \mathcal{F} \) be a family of forbidden connected induced subgraphs and \( H \in \mathcal{F} \). Let \( S \subseteq 2^{E(H)} \).

1. A set \( D \subseteq E(H) \) is \( H \)-\textit{optimal} for a graph \( G \) if \( H \subseteq G \) and \( G - D \) is \( \mathcal{F} \)-free and \( \text{opt}_{\mathcal{F}}(G) = |D| \).
2. A set \( D \subseteq E(H) \) is \( H \)-\textit{good} for a graph \( G \) if \( H \subseteq G \) and \( D \) is a non-empty subset of some \( \bar{D} \subseteq E(G) \) where \( \text{opt}_{\mathcal{F}}(G) = |\bar{D}| \) and \( G - \bar{D} \) is \( \mathcal{F} \)-free.
3. \( S \) is \( H \)-\textit{sound} if \( H - D \) is \( \mathcal{F} \)-free for every \( D \in S \).
4. \( S \) is \( H \)-\textit{sufficient} if for every connected graph \( G \) with \( H \subseteq G \) there is a \( D \in S \) such that \( D \) is \( H \)-good for \( G \).
5. \( S \) is \( H \)-\textit{minimal} if for every \( D \in S \), there is a graph \( G \) such that \( D \) is \( H \)-good for \( G \), but every \( D' \in S, D' \neq D \) is not.

\textbf{Lemma 9} Let \( \mathcal{F} = \{H_1, \ldots, H_k\} \) be a family of connected graphs, \( G \) a graph and \( D \subseteq E(H_i) \) that is \( H_i \)-good for \( G \). Then there is a subgraph \( G' \subseteq G \) such that \( D \) is \( H_i \)-optimal for \( G' \).

\textbf{Proof} As \( D \) is \( H_i \)-good for \( G \) there must be some \( \bar{D} \supseteq D \) that is optimal for \( G \) by the definition of goodness. Let us construct the graph \( G' = G - (\bar{D} - D) \), i.e., we get \( G' \) from \( G \) by removing all edges that are in \( \bar{D} \), but not in \( D \). Let us assume that \( D \) is not optimal for \( G' \). Then there must be an optimal \( D' \) for \( G' \) with \( |D'| < |\bar{D}| \). Then, however, \( G - ((\bar{D} - D) \cup D') = G' - D' \) is also \( \mathcal{F} \)-free by construction, which is impossible because \((\bar{D} - D) \cup D'\) is smaller than the already optimal \( \bar{D} \). Hence, \( D \) is optimal for \( G \). 

\subsection{5.1 Upper Bound}

An important tool that we will use in the analysis of the number of advice bits is the solution of a special recurrence relation: Let \( (d_1, \ldots, d_k) \in \mathbb{N}^k \). Let \( m(n) \) be the solution to the recurrence relation with

\[
m(n) = \begin{cases} 
\sum_{i=1}^k m(n - d_i) & \text{if } n \geq \max\{d_1, \ldots, d_k\} \\
\infty & \text{otherwise}
\end{cases}
\] (1)
where \( c_n \geq 0 \) and some \( c_i > 0 \) for \( 0 \leq i < \min \{ d_1, \ldots, d_k \} \). Let \( \beta(d_1, \ldots, d_k) = \inf \{ \tau \mid m(n) = O(\tau^n) \} \). Note that \( \beta \) does not depend on the \( c_i \)'s and that \( m(n) \) does depend on the \( d_i \)'s.

If \( S = \{ D_1, \ldots, D_k \} \) is a family of sets, we define \( \beta(S) = \beta(|D_1|, \ldots, |D_k|) \).

A homogeneous linear recurrence relation with constant coefficients usually has a solution of the form \( \Theta(n^{k-1}\tau^n) \) if \( \tau \) is the dominant root of the characteristic polynomial with multiplicity \( k \) [15]. However, in (1) the coefficients of the characteristic polynomial are real numbers and there is exactly one sign change. By Descartes’ rule of signs there is exactly one positive real root and therefore its multiplicity has to be one [12, 16]. Therefore \( m(n) = \Theta(\beta(S)^n) \).

**Theorem 6** Let \( F = \{ H_1, \ldots, H_k \} \) be a family of connected graphs and let \( S_i \) be \( H_i \)-sound and \( H_i \)-sufficient for all \( i \in \{1, \ldots, k\} \). Then there is an \( m \in \mathbb{R} \) and an algorithm that solves the **Delayed Connected** \( F \)-**Edge-Deletion** Problem for every graph \( G \) with \( m \cdot \text{opt}_F(G) + O(1) \) many advice bits where \( 2^n \leq \beta(S_i) \) for all \( i \in \{1, \ldots, k\} \).

**Proof** The algorithm receives \( \text{opt}_F(G) \cdot \log(\max_i \{ \beta(S_i) \}) + O(1) \) many advice bits and then a graph \( G \) as a sequence of growing induced subgraphs. The algorithm interprets the advice as a number that can be between 0 and \( \Theta((\max_i \{ \beta(S_i) \})^{\text{opt}_F(G)}) \).

The algorithm will delete in total exactly \( \text{opt}_F(G) \) edges. We analyze the total number of different advice strings the algorithm might use when deleting \( \text{opt}_F(G) \) edges.

When the algorithm receives a new node and its incident edges to form the next graph \( G \) it proceeds as follows: While \( G \) is not \( F \)-free, choose some \( H_i \in F \) for which \( H_i \preceq_{\phi} G \). The advisor chooses one \( D \in S_i \) for which \( \phi(D) \) is \( \phi(H_i) \)-good for the graph at hand and puts it in the advice.

The advice string is therefore partitioned into \( |S_i| \) subsets, one for each \( D \in S_i \). After deleting \( \phi(D) \) the algorithm proceeds on the graph \( G - \phi(D) \), where \( \text{opt}_F(G) \) is now by \( |D| \) smaller. If \( m(\text{opt}_F(G)) \) is the total number of advice strings we get the recurrence \( m(\text{opt}_F(G)) = \max_i (\sum_{D \in S_i} m(\text{opt}_F(G) - |D|) \right) \) if \( \text{opt}_F(G) \) is at least as big as every \( D \in S_i \). Standard techniques show that \( m(\text{opt}_F(G)) = O(\max \{ \beta(S_1), \ldots, \beta(S_k) \})^{\text{opt}_F(G)} \). \( \square \)

In Fig. 1 you can find the behavior of an algorithm that solves the **Delayed Connected** \( F \)-**Edge-Deletion** Problem with \( S_1 = \{ D_1, D_2, D_3 \} \) and \( |D_1| = 2, |D_2| = |D_3| = 1 \) when it encounters only the forbidden \( H_1 \) as a tree of possible different computation paths. In the tree nodes you find the number of edges that will still be deleted. This corresponds to the recurrence \( m(n) = m(n-2) + m(n-1) + m(n-1) \) for \( n \geq 2 \) and \( m(0) = 1, m(1) = 2 \). Then \( m(5) = 70 \) and \( m(n) = \Theta((\sqrt{2} + 1)^n) \) because \( \beta(2, 1, 1) = \sqrt{2} + 1 \). The exact solution is \( m(n) = \frac{1}{4}(\sqrt{2} + 1)^n(\sqrt{2} + 2) - \frac{1}{4}(1 - \sqrt{2})^n(\sqrt{2} - 2) \).
5.2 Lower Bound

Let $\mathcal{F} = \{H_1, \ldots, H_k\}$ be a family of connected graphs. Let $A$ be a correct algorithm for the \textsc{Delayed Connected $\mathcal{F}$-Edge-Deletion Problem}.

We define the sets $S_i = S_i(A)$ for $i = 1, \ldots, k$ as follows: $D \in S_i$ if and only if there is some input sequence $G_1, G_2, \ldots, G_t$ such that algorithm $A$ deletes the edge set $D'$ from $G_t$. Moreover, there is a set $X$ and an isomorphism $\varphi$ such that $G[X] \cong H_i$, $\varphi : V(H) \rightarrow X$, and $\varphi(D) = D' \cap E(G[X])$. Informally speaking, the edge sets in $S_i$ are those that are deleted from some isomorphic copy of $H_i$ by algorithm $A$ in some scenario.

We will need the following technical lemma. It states that we can find a matching with special properties in every connected bipartite graph. Figure 2 shows an example. Let $U$ be the vertices on top and $V$ on the bottom. The vertices in $U$ are ordered according to their label and drawn from left to right in ascending order in the figure. The matching should have the following properties. Let $U' \subseteq U$ be the nodes in the matching on top and $V' \subseteq V$ on the bottom. In the example $U' = \{1, 3, 4, 6\}$ and $V'$ are the nodes marked in gray.

The first property is $N(U') = V$, i.e., every node in $V$ is connected to at least one node in $U'$. To check that this property is fulfilled in Fig. 2 you have to check that every node on the bottom is connected to one in $U'$. The second property states that we have an \textit{induced} matching, i.e., that the graph induced by $U' \cup V'$ is a matching. The third property concerns the vertices in $V'$: If $v \in V'$ then $N(v)$ contains several vertices from $U$, but exactly one node in $U'$, i.e., its partner in the matching. We require that this partner is the \textit{smallest} one in $N(v)$. You can check the third property in the figure easily: Just verify that the matching edge is the leftmost emerging edge of each $v \in V'$. For example $m$ has two neighbors 6 and 7. The smaller one is its partner in the matching and hence in $U'$.

\textbf{Lemma 10} Let $G = (U, V, E)$ be a bipartite graph where $U = \{u_1, \ldots, u_k\}$. Let $\leq$ be a reflexive and transitive relation on $U$ such that $u_1 \leq \cdots \leq u_k$. Moreover, assume that $V \subseteq N(U)$, i.e., every node in $V$ is connected to some node in $U$. Then there is a $U' \subseteq U$ and $V' \subseteq V$ such that

1. $N(U') = V$,
2. $G[U' \cup V']$ is a matching,
3. $\min N(v) \in U'$ for every $v \in V'$.

\textbf{Proof} We claim that Algorithm 2 computes sets $U'$ and $V'$ that fulfill the three properties stated in the lemma. As $G[U' \cup V']$ is an induced matching in $G$, the matching can be found easily from $U'$ and $V'$.
We prove all three properties separately.

1. \( N(U') = V' \): The precondition of the lemma states that \( N(U) = V \) and therefore that \( N(v) \neq \emptyset \) for every \( v \in V \). In line 1 we add to \( U' \) a neighbor of each \( v \in V \), which already guarantees \( N(U') = V' \).

We have to prove that the invariant \( N(U') = V' \) is maintained in the for-loop. Only in line 7 a node is removed from \( U' \), which could destroy the property \( N(U') = V' \). However, we remove \( u \) only if there is no \( v \in V \) for which \( u \) is the only neighbor. Hence, every \( v \) retains at least one other neighbor in \( U' \).
2. “$G[U' \cup V']$ is a matching”: If in the end $u \in U'$, then $u$ was not removed from $U'$ in line 7, which means that line 5 was executed and a $v$ added to $V'$ with $N(v) \cap U' = \{u\}$. At this point of time $v$ has only one neighbor in $U'$. Afterwards $U'$ is only shrinking, so $v$ cannot have more than one neighbor in $U'$ at the end. Also, afterwards $u$ cannot be deleted from $U'$ as each $u$ is only considered once in the body of the for-loop. This means that at the end each $v \in V'$ has exactly one neighbor in $U'$. There cannot be a $u \in U'$ with no neighbor in $V'$ because it would have been removed in line 7. Hence, $U' \cup V'$ induces a matching.

3. “min $N(v) \subseteq U'$ for every $v \in V'$”: Directly after line 2 the statement is obviously true.

Let us assume that this property does not hold at any later point. Then there is a $v \in V'$ and $\min N(v) = u$, where $u \notin U'$. For this to hold, there must be a different $u' \in U'$, $u' \in N(v)$ that is matched to $v$ because $U' \cup V'$ induces a matching. After line 1 was executed, $U'$ thus contained $u$ and $u'$. Because $u \leq u'$ and in line 3 the vertices in $U'$ are visited in descending order, $u'$ was visited before $u$.

We are now looking at the moment when $u'$ was visited in line 3. Then $U'$ still contained both $u, u' \in U'$ and $u, u' \in N(v)$. $u'$ cannot be matched with $v$ at this point, as $|N(v) \cap U'| > 1$. This means that after $u'$ was considered in the if-condition in line 4, either $u'$ was removed from $U'$ or $u'$ was matched with a node from $V \setminus v$, both leading to a contradiction.

\[\square\]

**Lemma 11** Let $\mathcal{F} = \{H_1, \ldots, H_k\}$ be a family of connected graphs and $S_i$ be $H_i$-sound and $H_i$-sufficient for all $i \in \{1, \ldots, k\}$. Then there are $S'_i \subseteq S_i$ such that $S'_i$ is $H_i$-sound, $H_i$-sufficient and $H_i$-minimal and moreover.

For every $D' \in S'_i$, there is a graph $G$ with $H_i \preceq G$ such that $D'$ is $H_i$-good for $G$ and for every $D \in S_i \setminus S'_i$ that is also $H_i$-good for $G$, it holds that $|D| \geq |D'|$.

**Proof** We will use Lemma 10. In the following we look at a fixed $i$ and write $H$ for $H_i$, $S$ for $S_i$, and $S'$ for $S'_i$.

If $H \preceq G_1$ and $H \preceq G_2$, then we define that $G_1 \equiv_5 G_2$ iff for all $D \in S$ it holds that $D$ is $H$-good for $G_1$ if and only if $D$ is $H$-good for $G_2$. There are only $2^{[S]}$ many possibilities which $D \in S$ are $H$-good for some $G$ and consequently the equivalence relation $\equiv_5$ has at most $2^{[S]}$ many equivalence classes. Assume that $R = \{G_1, \ldots, G_m\}$ is a set of representatives of all equivalence classes.

We build a bipartite graph $(S, R, E)$ where there is an edge between $D \in S$ and $G_i \in R$ iff $D$ is $H$-good for $G_i$. Furthermore we define a reflexive and transitive relation on $S$ by defining $D \leq D'$ iff $|D| \leq |D'|$. By Lemma 10 there is a matching which fulfills all three conditions that are stated there. In particular, we can determine the set $S' \subseteq S$ that corresponds to $U'$ in the lemma.

We prove that $S'$ then also fulfills the conditions stated in this lemma:

1. $S'$ is $H$-sound because it is a subset of $S$, which is $H$-sound itself.
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2. \( S' \) is \( H \)-sufficient because by Lemma 10 we know that \( N(S') = R \) in the bipartite graph. That means there is an edge from every \( G_i \) to some \( D \in S' \), which means there is some \( D \in S' \) such that \( D \) is \( H \)-good for \( G_i \).

3. \( S' \) is \( H \)-minimal, because for every \( D \in S' \), its matched graph is covered exactly by \( D \), as \( G[U' \cup V'] \) is an induced matching.

4. Lemma 10 states that \( G[S' \cup R] \) is a matching. By the \( H \)-minimality of \( S' \), for every \( D' \subseteq S' \) there is a graph \( G \) such that only \( D' \) is \( H \)-good for \( G \) and no other member of \( S' \). This is exactly the graph \( G_i \subseteq R \) matched with \( D' \), as \( G[S' \cup R] \) is an induced matching. By condition 3 of Lemma 10, the cardinality smallest neighbor of \( G_i \) is \( D' \), thus there cannot be a \( D \subseteq S \) that is smaller than \( D' \).

\[ \square \]

**Theorem 7** Let \( \mathcal{F} = \{ H_1, \ldots, H_k \} \) be a family of connected graphs and assume that there is an algorithm \( A \) that can solve the \( \text{DELAYED CONNECTED } \mathcal{F}-\text{EDGE-DELETION} \) Problem for all inputs \( G \) with at most \( m \cdot \text{opt}_\mathcal{F}(G) + O(1) \) advice for some \( m \in \mathbb{R} \). Then there exist \( S'_i \) that are \( H \)-sound, \( H \)-sufficient, and \( H \)-minimal and \( \beta(S'_i) \leq 2^m \) for every \( i \in \{1, \ldots, k\} \).

**Proof** By Lemma 11 there is an \( S'_i = \{ D_1, \ldots, D_r \} \subseteq S_i \) that is \( H \)-sound, \( H \)-sufficient, and \( H \)-minimal. It additionally has the property that for every \( D' \subseteq S' \) there is a graph \( G \) with \( H \subseteq G \) such that \( D' \) is \( H \)-good for \( G \) and for every \( D \subseteq S \setminus S' \) that is also \( H \)-good for \( G \), it holds that \( |D| \geq |D'| \).

Let \( l \in \mathbb{N} \). The adversary prepares \( \Theta(\beta(S'_i)) \) many instances by repeating the following procedure in several rounds until the size of the optimum solution for the presented graph exceeds \( l - \max \{|D_1|, \ldots, |D_r|\} \).

1. The adversary presents a disjoint copy of \( H_i \).
2. Then the adversary computes \( G_j \) with \( H \subseteq G_j \) for which \( D_j \) is \( H \)-good, but all \( D_j' \subseteq S'_i \) with \( j' \neq j \) are not \( H \)-good, for all \( 1 \leq j \leq r \). The existence of the graph \( G_j \) is guaranteed by the \( H \)-minimality of \( S'_i \). In particular there is a \( \bar{D} \supseteq D_j \) such that \( \bar{D} \) is \( H \)-optimal for \( G_j \). Let \( D' = \bar{D} - D_j \). Let \( G'_j = G_j - D_j \). It is easy to see that \( D_j \) is \( H \)-optimal for \( G'_j \).

We show that no other \( D_j' \subseteq S'_i \) is \( H \)-good for \( G'_j \). Assume otherwise. If \( D_j' \) is \( H \)-good for \( G'_j \), then there must be a \( \bar{D} \supseteq D_j' \) that is \( H \)-optimal for \( G'_j \). Then \( G_j - D_j \) - \( (\bar{D} - D_j') \cup D'_j \) is \( \mathcal{F} \)-free. This implies that \( D_j' \) is \( H \)-good for \( G_j \) contradicting the \( H \)-minimality of \( S'_i \). Next the adversary transforms the \( H_i \) into one of the \( r \) possible \( G'_j \)'s and presents the new vertices. Then \( \text{opt}_\mathcal{F}(G'_j) = |D_j| \). Hence, the optimal solution size increases by \( |D_j| \).

In each round the input graph grows and the optimal solution size grows by \( |D_j| \). As soon as that size exceeds \( l - \max \{|D_1|, \ldots, |D_r|\} \) the adversary keeps presenting disjoint copies of \( H_i \) without turning them into bigger connected graphs until the size reaches exactly \( l \). The number \( N(l) \) of different instances is given by the following recurrence:
\[ N(l) = \begin{cases} \sum_{j=1}^{l} N(l - |D_j|) & \text{if } l \geq \max\{|D_1|, \ldots, |D_r|\} \\ 1 & \text{otherwise} \end{cases} \]

It is easy to see that \( N(l) = \Theta(\beta(S_i')) \). The algorithm has to react differently on all of these instances: When the algorithm sees a new \( H_i \) to be turned into one of \( G_i', \ldots, G_r' \), it deletes different edge sets for each of the \( r \) possibilities.

The adversary constructed an instance that consists of a sequence of disjoint graphs \( G_i', \ldots, G_r' \) from the set \{\( G_i', \ldots, G_r' \)\} of which the total size is at least \( \sum_{j=1}^{r} \text{opt}_{\mathcal{F}}(G_i) - \max\{|D_1|, \ldots, |D_r|\} \) and \( O(1) \) many copies of \( H_i \). If \( G \) is the whole constructed instance we have \( \text{opt}_{\mathcal{F}}(G) = l + O(1) \) because \( \text{opt}_{\mathcal{F}}(H_i) = O(1) \). Together with \( N(l) = \Theta(\beta(S_i')) \) this means that Algorithm A uses at least \( \log N(l) = l \cdot \log \beta(S_i') + O(1) = \text{opt}_{\mathcal{F}}(G) \cdot \log \beta(S_i') + O(1) \) advice bits. Assume Algorithm A uses at most \( m \cdot \text{opt}_{\mathcal{F}}(G) + O(1) \) advice bits on every graph \( G \) as stated in the precondition above. Then \( m \) cannot be smaller than \( \log \beta(S_i') \) for every \( i \in \{1, \ldots, k\} \) because \( \text{opt}_{\mathcal{F}}(G) \) can be become arbitrarily big.

\[ \square \]

**Lemma 12** Let \( \mathcal{F} \) be a family of connected forbidden graphs, \( H \in \mathcal{F} \), and \( S \subseteq 2^{E(H)} \). There is an algorithm that can decide whether \( S \) is \( H \)-sufficient.

**Proof** It is sufficient to verify for all connected graphs \( G \) with \( H \subseteq G \) that some \( D \in S \) is \( H \)-good for \( G \), i.e., there is an optimal solution for \( G \) that contains \( D \). By Lemma 9 we can restrict our search to all such \( G \)'s that have an optimal solution that is a subset of \( E(H) \). There are infinitely many graphs \( G \) to check. To overcome this we define the unfolding of \( G \), written \( \Upsilon(G) \), as the set of the following graphs: Remember that \( H \subseteq G \). If there is some \( H' \in \mathcal{F} \) with \( H' \subseteq \Upsilon \) then \( G[E(H) \cup E(\Upsilon(H'))] \in \Upsilon(G) \) (for every possible \( \Upsilon \)). If, however, \( \Upsilon(G) \) contains two graphs \( G' \) and \( G'' \) that are isomorphic via an isomorphism that is the identity on \( V(H) \), then only the lexicographically smaller one is retained.

This means that the unfolding of \( G \) contains all induced subgraphs that consist of \( H \) and one other copy of some forbidden induced subgraph from \( \mathcal{F} \) that must overlap with \( H \) in some way (because we assumed that \( G \) has an optimal solution that consists solely of edges from \( H \)). Here is a small example: Let \( \mathcal{F} = \{\square, \triangle \}, \ H = \{\Box\} \), \( G = \square \cup \triangle \). Then \( \Upsilon(G) = \{\square, \triangle, \Box, \square \cup \triangle \} \).

It is easy to see that deleting some \( D \subseteq E(H) \) from \( G \) makes it \( \mathcal{F} \)-free iff deleting the same \( D \) from all graphs \( G' \in \Upsilon(G) \) makes all of them \( \mathcal{F} \)-free. Hence, there is an optimal solution for \( G \) that is a subset of \( E(H) \) iff there is such a subset that is “optimal” for \( \Upsilon(G) \) (i.e., deletion of no smaller edge set can make all graphs in \( \Upsilon(G) \) \( \mathcal{F} \)-free).

There are only finitely many possibilities for \( \Upsilon(G) \) and we can enumerate all of them. Let us say this enumeration is \( \Upsilon_1, \ldots, \Upsilon_i \). For each \( \Upsilon_i \) we first find out whether there is a \( G \) with \( \Upsilon(G) = \Upsilon_i \). We can do this by enumerating all graphs \( G \) up to a size that does not exceed the sum of the sizes of all graphs in \( \Upsilon_i \) and computing \( \Upsilon(G) \) for them. If indeed \( \Upsilon(G) = \Upsilon_i \) then we test whether some \( D \in S \) is \( H \)-good for \( G \). If these tests pass for all \( i \) then \( S \) is indeed \( H \)-sufficient. \[ \square \]
Theorem 8 Let $\mathcal{F} = \{H_1, \ldots, H_k\}$ be connected graphs. The advice complexity for \textsc{Delayed Connected $\mathcal{F}$-Edge-Deletion} is $m \cdot \text{opt}_{\mathcal{F}}(G) + O(1)$ where $m = \max_{i \in \{1, \ldots, k\}} \min \{ \log \beta(S) \mid S \subseteq 2^{E(H)}, S \text{ is } H_i\text{-sound and } H_i\text{-sufficient} \}$. There is an algorithm that can compute $m$ from $\mathcal{F}$. More specifically, there is an algorithm that gets $\mathcal{F}$ and $t \in \mathbb{N}$ as the input and returns the $t$th bit of the binary representation of $m$.

Proof “$\leq$” by Theorem 6. “$\geq$” by Theorem 7. An algorithm can enumerate all possible $S \subseteq E(H)$ and then test if $S$ is $H_i$-sound and $H_i$-sufficient (by Lemma 12). Then $\beta(S)$ is computed by finding the only real root of the characteristic polynomial of the corresponding recurrence relations [15]. $\square$

We will now give an example on how to apply this theorem to the class of trivially perfect graphs. For demonstrative purposes we will not use the algorithm described in Lemma 12, but manually construct the sets $S_i$, such that the reader may get a better intuition why the constructed sets are indeed $H_i$-sound and $H_i$-sufficient.

Example 3 Given $\mathcal{F} = \{1, 2, 3, 4, 5\}$. In order to be able to apply Theorem 8, we need to compute sets $S_i \subseteq 2^{E(H_i)}$ that are $H_i$-sound and $H_i$-sufficient. We start with $H_1 = \square$.

A single edge cannot be in $S_1$, as this would violate the demanded $H_1$-soundness by leaving a $P_4$ in the graph. $S_1$ may not only consist of edge subsets of size three or larger, as this would violate the $H_1$-sufficiency for the graph $\square$. Thus, $S_1$ contains at least one two-element subset of $E(H_1)$. Indeed, every subset including exactly two edges is part of $S_1$, as the following construction shows, which is also visualized in Figure 3. By constructing an input graph which extends one of the nodes of the cycle to a $P_3$, each pair of neighboring edges is exactly the optimal solution. On the other hand, if we attach an edge to each of two neighboring nodes of the cycle, we need to delete exactly two opposing edges of $\square$. As we cover each two-element edge subset of $\square$, we do not need to look at edge subsets bigger than size two (even if including them would not necessarily violate our two conditions, but increase the size of $\beta(S_1)$).

We continue by computing $S_2$ for $H_2 = \square$, which is a bit simpler. $S_2$ may not only consist of edge subsets of size two or larger, as this would violate the $H_2$-sufficiency for the graph $\square$. On the other hand, every one-edge subset of $E(H_2)$ is part of $S_2$. The outer edges of the path are optimal for deletion if we attach a $P_2$ to either end of the original $P_4$. The middle edge is optimal for deletion if we attach an edge to both ends of the path. Again, as we cover every single-edge subset, we do not need to look at bigger subsets for $S_2$.

Thus, $S_1$ consists of six sets of size two and $S_2$ of three sets of size one. We obtain $\beta(S_1) = \beta(2, 2, 2, 2, 2, 2) < 2.5$ and $\beta(S_2) = \beta(1, 1, 1) = 3$. Thus, by Theorem 8 the advice complexity is $\log 3 \cdot \text{opt}_{\mathcal{F}}(G) + O(1)$. 

$\square$
6 The Delayed H-Edge-Deletion Problem and Further Edge-Deletion Problems

As announced in the previous section, we now deal with the simpler case of forbidding only a single connected graph. For this, we give the following definition, which allows us to glue two graphs together at an edge.

**Definition 9** Let \( G \) and \( H \) be graphs and \( xy \in E(G), uv \in E(H) \). We define two operations that glue \( G \) and \( H \) together along their edges \( xy \) and \( uv \). First, \( G \oplus_{uv} H \) is the graph that we get by identifying \( u \) with \( x \) and \( v \) with \( y \) (and replacing the double edge by a single one). If \( G \) and \( H \) are not vertex-disjoint we replace them by disjoint copies first. We say that \( G \oplus_{uv} H \) consists of two parts, one is the induced subgraph by \( V(G) \) and the other by \( V(H) \). The two parts overlap in \( x \) and \( y \). Second, \( G \ominus_{uv} H \) is the same except that the edges \( xy \) and \( uv \) are removed completely.

We abbreviate \( G \oplus_{xy} G := G \oplus_{xy} G \) and \( G \ominus_{xy} G := G \ominus_{xy} G \). Figure 4 shows an example.

A crucial difference between these two ways of gluing is that basically “nothing can go wrong” when gluing graphs at a node and then deleting the node because the graph becomes disconnected and the parts are induced subgraphs of the original graphs. This is no longer true when gluing along edges. The next definition tries to capture the idea of “nothing can go wrong” by labeling edges as *critical* if we can use them without producing a graph that contains graphs from \( F \).

**Definition 10** Let \( F \) be a collection of graphs and \( H \in F \). We classify all edges in \( H \) as *critical* or *non-critical*. An edge \( xy \in E(H) \) is *critical* iff there is an \( H' \in F \) and an edge \( uv \in E(H') \) such that \( H \ominus_{xy} H' \) does not contain any graph from \( F \) as an induced subgraph.

Let \( \#crit_F(H) \) denote the number of critical edges in \( H \) and \( \#crit(F) = \max \{ \#crit_F(H) \mid H \in F \} \).

If we would define “critical nodes” in a similar way for node-deletion problems it would turn out that *all* nodes are critical. In the following we will establish that the number of critical edges plays a crucial role in the advice complexity of online edge-deletion problems and ways how to compute the number of critical edges for special families \( F \). Please note first that it is quite easy to compute \( \#crit(F) \) if given

![Fig. 3](image-url) In Example 3 the set \( S_1 \) contains six edge sets shown here as dashed lines. The corresponding supergraphs of \( S_1 \) are depicted demonstrating that all six sets in \( S_1 \) are necessary.
a finite $\mathcal{F}$. A simple algorithm can achieve this by a polynomial number of subgraph isomorphism tests, which are of course by themselves NP-complete. The graphs in typical families $\mathcal{F}$ are usually small, so long running times are not a practical issue here.

Let us look at a very simple example. Let $\mathcal{F} = \{P_3, K_3\}$. Because of symmetry we have to look only at three different gluing operations: $P_3$ to $P_3$, $K_3$ to $K_3$, and $P_3$ to $K_3$. Whenever $K_3$ is involved, the resulting graph contains $P_3$ as an induced subgraph. For example, gluing $K_3$ to itself results in a cycle of length four, which is isomorphic to $K_3 \ominus e K_3$. This means that the edges in $K_3$ are not critical. Gluing $P_3$ to itself can be done in two ways. The first result are two disjoint edges and the second is again $P_3$. Hence, the edges in $P_3$ are critical. In total, $\#crit(\mathcal{F}) = 2$.

**Lemma 13** Let $G$ be a graph and $e \in E(G)$. Then $G$ is two-connected iff $G \ominus e G$ is two-connected.

**Proof** A connected graph is two-connected iff it has no cut-vertex. Let $e = xy$. Assume first that $G$ has a cut-vertex. If it is $x$ or $y$ then it is also a cut vertex in $G \ominus e G$. Otherwise both parts of $G \ominus e G$ have the corresponding vertex as a cut-vertex. The other direction of the proof is similar. □

**Lemma 14** Let $G$ be a graph that contains vertices $x$, $y$, $u$, $v$ and these four conditions hold:

1. $x$ and $y$ are connected by an edge.
2. There are two vertex-disjoint paths from $u$ to $x$ and from $u$ to $y$.
3. There are two vertex-disjoint paths from $v$ to $x$ and from $v$ to $y$.
4. The edge $xy$ is not on any of those four paths.

Then $u$ and $v$ are two-connected in $G$.

**Proof** $u$, $x$, and $y$ are on a cycle and therefore in the same two-connected component. The same holds for $v$, $x$, and $y$. □

The proof of the next lemma is surprisingly complicated. What it states about all two-connected graphs is also true for many other graphs and it can be checked easily for a concrete graph $G$. It opens a path to proving lower bounds on the advice complexity of edge-deletion problems in a similar way of how Theorem 3 works for node-deletion problems.

![Fig. 4](image)

From left to right: $G$, $H$, $G_{xy \oplus uv} H$, $G_{xy \ominus uv} H$
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Lemma 15 Let $G$ be a two-connected graph and $e = xy \in E(G)$ one of its edges. Then $G \ominus_e G$ does not contain a subgraph that is isomorphic to $G$.

**Proof** Let us assume the contrary and that $G$ is a minimal counter-example with respect to taking subgraphs. If $u \in V(G)$ then let $u_1$ and $u_2$ be the respective copies of $u$ in both parts of $G \ominus_e G$. In particular $x_1 = x_2$, $y_1 = y_2$ and $u_1 \neq u_2$ if $u \notin \{x, y\}$.

We assume that indeed there is a $H \subseteq G \ominus_e G$ and $H \simeq G$. Because of its number of edges, $H$ contains edges in both parts of $G \ominus_e G$ as one part has only $||G|| − 1$ edges. Hence, $H$ contains $x_1$ or $y_1$. Because $H$ (being isomorphic to $G$) is two-connected it must contain both $x_1$ and $y_1$; otherwise $H$ would contain a cut-vertex ($\{x_1, y_1\}$ is a separator in $G \ominus_e G$).

In the following we establish some notation.

If $u_1v_1 \in E(H)$, then we say that

- $u_1v_1$ is a 12-edge if $u_2v_2 \in E(H)$.
- $u_1v_1$ is a 1-edge if $u_2v_2 \notin E(H)$.

If $u_2v_2 \in E(H)$, then we say that

- $u_2v_2$ is a 12-edge if $u_1v_1 \in E(H)$.
- $u_2v_2$ is a 2-edge if $u_1v_1 \notin E(H)$.

In Fig. 5 the graph $H$ has five edges. The 12-edges are $x_1u_1$ and $x_2u_2$, $u_2w_2$ is a 2-edge and $u_1v_1$, $v_1y_1$ are 1-edges.

From $H$ we construct a new graph $H'$ (which will be a subgraph of $G$) as follows: The vertices of $H'$ will be a subset of $V(G)$. Let $V(H') = \{ u \in V(G) \mid u_1 \in V(H) \text{ or } u_2 \in V(H) \}$. The graph $H'$ contains the edge $uv$ iff $u_1v_1 \in E(H)$ or $u_2v_2 \in E(H)$ and additionally the edge $xy$. Then $H'$ is clearly a subgraph of $G$.

What happens if we consider $H' \ominus_{xy} H''$? It must be a supergraph of $H$, which is isomorphic to $G$, which again contains $H'$ as a subgraph:

$$H' \ominus_{xy} H' \supseteq H \simeq G \supseteq H'$$

(2)

As $H$ contains $x_1$ and $y_1$, $H'$ contains $x$ and $y$ by definition. As $H$ is two-connected there must be at least two vertex-disjoint paths between any pair of vertices in $H$. Let $u_1$ and $v_1$ be such a pair. One of the paths between them has to go through $x_1$ and the other through $y_1$. Both paths start with a subpath consisting of only 1-edges and then end with a subpath of 2-edges. Let us call these subpaths $p_1, q_1, p_2, q_2$ where $p_1$ connects $u_1$ with $x_1$ and $p_2$ connects $x_1$ with $v_2$. In $H'$ there are isomorphic copies of these paths that need no longer be disjoint. There are, however, two disjoint paths $p'_1$ and $q'_1$ connecting $u$ to $x$ and $y$, and two other disjoint paths $p'_2$ and $q'_2$ connecting to $v$ to $x$ and $y$ (see Fig. 6). By Lemma 14 then $u$ and $v$ are also two-connected in $H'$. If $u$ and $v$ do not originate from $u_1$ and $v_2$ in $H$, but, say, from $u_1$ and $v_1$, the situation is
simpler because then all paths are automatically disjoint. Altogether, this means that $H'$ is two-connected.

We have established the following three facts:

- $e \in E(H')$ (by construction of $H'$)
- $H'$ is two-connected (previous paragraph)
- $H' \ominus_e H'$ contains a subgraph that is isomorphic to $H'$, see (2)

If we look at the preconditions of Lemma 15 we see that $H'$ is another counterexample. Moreover, $H' \subseteq G$. We have assumed that $G$ is a minimal counterexample, so it cannot contain another smaller subgraph that is also a counterexample. Hence, $H' = G$.

Because $H \cong G$ the graphs $H$ and $H'$ must have the same number of vertices. This, however, cannot be the case if there is at least one 12-edge in $H$. One endpoint of a 12-edge has to be outside $\{x_1, y_1\}$ because $x_1 y_1 \not\in E(H)$. Let us assume $x_1 u_1$ is such a 12-edge. Then there exists also the 12-edge $x_2 u_2 = x_1 u_2$. The graph $H'$ contains the vertex $u$ iff $H$ contains $u_1$ or $u_2$. As $H$ contains both $u_1$ and $u_2$, the number of vertices in $H$ is higher than in $H'$.

As this is impossible, the only remaining possibility is that there is not even a single 12-edge in $H$. The number of edges in $H$ is $h_1 + h_2 + h_{12}$, if we denote the number of 1-, 2-, and 12-edges by $h_1$, $h_2$, and $h_{12}$. Then the number of edges in $G = H'$ is $h_1 + h_2 + h_{12}/2 + 1$ (note that $h_{12}$ is always an even number). If indeed $G$ and $H$ are isomorphic, these counts must coincide, which is impossible if $h_{12} = 0$. This contradiction shows that our first assumption must have been wrong and the assumption was simply that Lemma 15 is wrong.

The condition that $G$ is two-connected in Lemma 15 is necessary. Figure 7 shows that gluing an arbitrary connected graph to itself on a vertex yields a graph that is connected, but not two-connected and is a counterexample to the statement in Lemma 15. The next lemma shows that if we use $G \ominus_{xy} G$ instead, a similar statement holds for graphs that are just connected.

**Lemma 16** Let $G$ be a connected graph and $e = xy \in E(G)$ one of its edges. Then $G \ominus_{xy} G$ does not contain a subgraph that is isomorphic to $G$.

**Proof** The outline of the proof is similar to the proof of Lemma 15. First we assume that there is a connected graph $G$ and an edge $xy \in G(H)$ such that $H \subseteq G \ominus_{xy}$ and $H$ is isomorphic to $G$. Moreover, we assume without loss of generality that $G$ is a minimal counterexample with respect to taking subgraphs. From this assumption we will derive a contraction.

We define $H'$ analogous to $H'$ in Lemma 15 and the only difference is that now $x_1 = y_2$ and $y_1 = x_2$. This time $H'$ “automatically” contains both $x$ and $y$: Because $H$ has too many edges to fit in one part of $G \ominus_{xy}$ it has to use $x_1$ or $y_1$. In either case $H'$ contains both $x$ and $y$.

As before we get a contradiction if there is no 12-edge:
On the other hand, if there is at least one pair of 12-edges, say $u_1v_1$ and $u_2v_2$ then $H/\text{uni}\varnothing/\text{uni}\varnothing$ must be connected: $G$ is connected therefore $yx\oplus xy$ is also connected. If $yx\ominus xy$ is disconnected then only the missing edge $x_1y_1$ can be responsible. Then $H$ would consist of two connected components, one in the upper part and connected to $x_1$, the other in the lower part and connected to $y_1 = x_2$ (or the other way around). The corresponding parts in $H/\text{uni}\varnothing/\text{uni}\varnothing$ share the node $u$ and therefore $H/\text{uni}\varnothing/\text{uni}\varnothing$ is connected after all. As above this shows that $H'$ is another counterexample. Because of the assumption that $G$ is minimal and $H' \subseteq G$ we get $H' = G$. On the other hand $h_{12} > 1$ implies that $H'$ has fewer edges than $G$, a contradiction. \hfill\Box

Please note that Lemmas 15 and 16 have several consequences. First, it means that $\#\text{crit}(\{G\}) = ||G||$. It is also the key to the next theorem, which gives an almost tight bound for the \textsc{Delayed Connected H-Edge-Deletion Problem}, and is much simpler than using the techniques from Sect. 5.

**Theorem 9** Let $H$ be a connected graph and $G$ be an arbitrary graph. Every online algorithm requires $\lceil \text{opt}_H(G) \cdot \log(||H||) \rceil$ advice bits to solve the \textsc{Delayed H-Edge-Deletion Problem} optimally on input $G$. There is a deterministic algorithm that solves this problem using $\lceil \text{opt}_H(G) \cdot \log ||H|| \rceil + \log \text{opt}_H(G) + 2 \log \log \text{opt}_H(G)$ advice bits.
The adversary prepares a set $\mathcal{I}$ of $||H||^k$ different instances. We will show that every fixed algorithm (deterministic and using no advice) can solve at most one instance in $\mathcal{I}$ correctly.

Let $e_1, \ldots, e_m = E(H)$ and $H_i = H_{xy} \oplus_{yx} H$ where $xy = e_i$. Each instance is a graph that has $k$ components that are presented one after another by the adversary. Each component is some $H_i$.

It is clear that making $H_i$ $H$-free requires removing of at least one edge and can be accomplished by removing exactly the edge $e_i$ by Lemma 15: Removing $e_i$ from $H_{xy} \oplus_{yx}$ leaves $H_{xy} \ominus_{yx} H$, which does not contain $H$ as an (induced) subgraph. On the other hand, removing any other edge will result in a graph that still contains $H$ as an induced subgraph.

If there are less than $\lceil k \cdot \log(||H||) \rceil$ advice bits, the algorithm will react in the same way for two different instances. At least one of them will then be solved in a non-optimal way.

For an upper bound, whenever some $H$ is found as an induced subgraph, one edge of it belongs to some optimal solution known to the oracle. This edge can be communicated by a number between 1 and $||H||$. As only $k$ times an edge is selected, $k$ such numbers suffice and we can encode them using $\lceil k \cdot \log ||H|| \rceil$ bits. Assuming $k$ is not a power of 2, we communicate its size using self-delimiting encoding using an additional $\log k + 2 \log \log k$ bits.

\begin{proof}
\end{proof}
The following theorem generalizes the lower bound from Theorem 9 to arbitrary families $\mathcal{F}$. Its small disadvantage is that it uses $\#\text{crit}(\mathcal{F})$, which has to be established for each $\mathcal{F}$ individually, which is a lot of work by hand, but easy with the help of a computer. A bigger disadvantage is the missing matching upper bound for the general case, which we discuss after stating and proving the theorem.

**Theorem 10** Let $\mathcal{F}$ be a set of graphs and $G$ be an arbitrary graph. Solving the online delayed $\mathcal{F}$-Edge-Deletion Problem requires at least $\lceil \text{opt}_\mathcal{F}(G) \cdot \log(\#\text{crit}(\mathcal{F})) \rceil$ advice bits on input $G$.

**Proof** The proof is very similar to the proof of Theorem 9. The adversary chooses $H \in \mathcal{F}$ such that $\#\text{crit}_\mathcal{F}(H) = \#\text{crit}(\mathcal{F})$. Let $C$ be the critical edges in $H$. Now again $|C|^k$ different instances are generated. For $xy \in C$ let $H_{xy} \in \mathcal{F}$ be another graph and $uv \in H_{xy}$ be an edge such that $H_{xy} \ominus uv H_{xy}$ is $\mathcal{F}$-free. Such a graph and edge exist by the definition of a critical edge. The instance presented by the adversary is $H_{xy} \oplus uv H_{xy}$.

An optimal online algorithm has to delete exactly the edge $xy$ when confronted with $H_{xy} \oplus uv H_{xy}$ as the deletion of any other edge either leaves $H$ or $H_{xy}$ as an induced subgraph. Deleting, however, $xy$ turns $H_{xy} \oplus uv H_{xy}$ into $H_{xy} \ominus uv H_{xy}$, which is $\mathcal{F}$-free.

Again, there are $|C|^k$ different instances by repeating such choice $k$ times.

It would be nice to have a matching upper bound for Theorem 10, too, but it is easy to see that Theorem 10 is not always optimal. For example, consider claw- and diamond-free graphs. The edges in the diamond are not critical and Theorem 10 gives us only $\text{opt} \cdot \log(3)$ as a lower bound on the advice complexity. However, you can find five different supergraphs that induce a diamond that all require a different edge of the diamond to be removed in order to make it claw- and diamond-free.

Nevertheless, the following algorithm provides a matching upper bound in many, but not all, cases. The algorithm actually consists of the online algorithm and the behavior of the oracle providing the advice string.
The online algorithm proceeds as follows: It waits until the graph is no longer \( \mathcal{F} \)-free and then identifies one graph \( H \in \mathcal{F} \) that is present as an induced subgraph. If there is no \( H' \subseteq H \) such that \( H' \in \mathcal{F} \) and \( H' \) has a critical edge then it deletes an arbitrary edge from \( H \). Otherwise it asks the oracle to name one critical edge in an appropriate subgraph \( H' \) and deletes it. It is easy to see that only \( \lceil \log(\#\text{crit}(\mathcal{F})^{\text{opt}}) \rceil \) advice bits are used.

The oracle provides the following advice when the algorithm asks to identify a critical edge. The oracle identifies the edge in \( H \) that would be deleted by an optimal offline algorithm. If \( e \) is critical, it provides its number as advice. Otherwise it provides an arbitrary number.

It turns out that this algorithm is correct even for some extreme cases. For example, if \( \mathcal{F} \) consists of all cycles then the problem is to delete the minimum number of edges to make the graph acyclic. This is a very simple problem that can be solved greedily without any advice. It turns out that here all edges are non-critical. The online algorithm would just delete an arbitrary edge in a cycle it finds.

Another example is \( \mathcal{F} = \{ P_3, K_3 \} \). Remember that \( P_3 \) contains critical and \( K_3 \) non-critical edges. Hence, as \( P_3 \not\subseteq K_3 \) the algorithm would ask the oracle which of two given edges in a triangle has to be deleted. With correct advice this yields an optimal solution and the algorithm matches the bound of Theorem 10.

Unfortunately, the algorithms does not work in all cases and indeed such an algorithm cannot exist because the lower bound in Theorem 10 is not optimal. Figure 8 shows a family \( \mathcal{F} \) with \( \#\text{crit}(\mathcal{F}) = 3 \). The first graph has no critical edges at all. An adversary can, however, present the first graph and any algorithm has to delete one edge. It is not hard to see that the adversary can force the algorithm to make a non-optimal decision if the algorithm is not able to choose the right petal from which to delete the edge.

An important open question left is to find a construction for an optimal algorithm for every family \( \mathcal{F} \). While we are able to provide tight bounds for the family \( \mathcal{F} \) of Fig. 8 using Theorem 8, we leave open the problem of finding an upper bound and a better lower bound for the general \textsc{Delayed} \( \mathcal{F} \)-\textsc{Edge-Deletion} \textsc{Problem} as well as for the general \textsc{Delayed} \( \mathcal{F} \)-\textsc{Node-Deletion} \textsc{Problem}.

The last example we consider shows a problem whose advice complexity is not bounded by any function of \( \text{opt} \).

A graph is \textit{distance hereditary} if the distance between two vertices does not change if we delete other vertices as long as they stay connected [1]. Surprisingly many graph classes are distance hereditary although it seems to be a severe restriction (which it is!). Among those graph classes are, e.g., ptolemaic graphs and cluster graphs. Let us call the corresponding problem the \textsc{Delayed} \( \text{DH-Edge-Deletion} \) \textsc{Problem}. Its complexity is at least very close to the trivial upper bound from Theorem 1 and it is not bounded by a function of the size of the optimal solution.

**Theorem 11** Given a set \( \mathcal{F} \) of all distance hereditary graphs and an arbitrary graph \( G \) as an input graph. The \textsc{Delayed} \( \text{DH-Edge-Deletion} \) \textsc{Problem} requires at least \( \text{opt}_{\mathcal{F}}(G) \cdot (\log(n - 1) - 2) \) advice bits.
We construct $k$ graphs of size $4t + 1$ depicted in Fig. 9 for $t = 9$. The adversary presents first the cycle that consists of the long lower edge and the path going through the middle of the gadget. When the cycle is completed the algorithm is for the first time confronted with a graph that is not distance hereditary. Hence, the algorithm has to delete an edge. The only optimal choice is to delete the long edge making the graph distance hereditary. Because of rotation symmetry the adversary can construct $t$ such gadgets and for each of them a different edge has to be deleted. Since there are $k$ such gadgets arriving one after another, the adversary can choose between $tk$ instances in total. The optimal solution deletes only $k = opt$ edges. The online algorithm therefore requires $k \log t$ advice bits. The graph has size $n = 4t + 1$, so $t = (n - 1)/4$, making the number of advice bits at least $k \log((n - 1)/4) = k(\log(n - 1) - 2)$.

**Proof** We construct $k$ graphs of size $4t + 1$ depicted in Fig. 9 for $t = 9$. The adversary presents first the cycle that consists of the long lower edge and the path going through the middle of the gadget. When the cycle is completed the algorithm is for the first time confronted with a graph that is not distance hereditary. Hence, the algorithm has to delete an edge. The only optimal choice is to delete the long edge making the graph distance hereditary. Because of rotation symmetry the adversary can construct $t$ such gadgets and for each of them a different edge has to be deleted. Since there are $k$ such gadgets arriving one after another, the adversary can choose between $tk$ instances in total. The optimal solution deletes only $k = opt$ edges. The online algorithm therefore requires $k \log t$ advice bits. The graph has size $n = 4t + 1$, so $t = (n - 1)/4$, making the number of advice bits at least $k \log((n - 1)/4) = k(\log(n - 1) - 2)$.

Fig. 9 Gadget for DH-edge deletion
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