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Abstract—With the incoming introduction of 5G networks and the advancement in technologies, such as Network Function Virtualization and Software Defined Networking, new and emerging networking technologies and use cases are taking shape. One such technology is the Internet of Vehicles (IoV), which describes an interconnected system of vehicles and infrastructure. Coupled with recent developments in artificial intelligence and machine learning, the IoV is transformed into an Intelligent Transportation System (ITS). There are, however, several operational considerations that hinder the adoption of ITS systems, including scalability, high availability, and data privacy. To address these challenges, Federated Learning, a collaborative and distributed intelligence technique, is suggested. Through an ITS case study, the ability of a federated model deployed on roadside infrastructure throughout the network to recover from faults by leveraging group intelligence while reducing recovery time and restoring acceptable system performance is highlighted. With a multitude of use cases and benefits, Federated Learning is a key enabler for ITS and is poised to achieve widespread implementation in 5G and beyond networks and applications.

I. INTRODUCTION

With recent advancements in networking technologies such as Mobile Edge Computing (MEC) and Network Function Virtualization (NFV) and the incoming introduction of Fifth Generation (5G) networks, a multitude of new applications and use cases are being realized, such as the Internet of Vehicles (IoV). These up-and-coming use cases require stringent Quality of Service (QoS) guarantees and strict Service Level Agreements (SLAs) to ensure network properties such as scalability, flexibility, high availability, and data privacy. However, these properties cannot be realized to their full potential without the use of intelligence techniques such as Machine Learning (ML) and Advanced Analytics (AA). By leveraging the enabling networking technologies to create the IoV and combining it with intelligence techniques, the IoV transforms into an Intelligent Transportation System (ITS).

A. Mobile Edge Computing

MEC is a technology that pushes cloud computing services to the network edge. By utilizing the network edge, several benefits arise, including ultra-low latency, high bandwidth, and real-time applications. Due to these benefits, MEC has been highlighted as an enabling technology for next-generation networking and applications. Some examples of use cases stemming from MEC implementations include video analytics, location services, IoV and augmented reality [1]. Another major advantage of MEC implementations is the reduced traffic experienced on core networks, something which is essential given the growing network connectivity demand experienced globally by Network Service Providers (NSPs). When considering use cases such as the IoV, real-time, ultra-low latency processing available at the edge of the network is essential for critical services, including collision avoidance and infotainment services, such as virtual and augmented reality. However, MEC itself requires the virtualization of network infrastructure to enable cloud resource utilization at the network edge.

B. Network Function Virtualization

NFV technology was proposed by the European Technical Standards Institute in 2012 and entails the abstraction of network functions from dedicated hardware [2]. Once abstracted, the network functions are converted to Virtual Network Functions (VNFs), which are software-based applications that run on universal hardware such as data center servers and edge servers. Through NFV technology, several benefits can be realized, such as reduced capital and operational expenditures, improved network performance and operation, and improved network health [3]. When considering NFV technology, one of the greatest challenges is the management and orchestration (MANO) of VNFs, which includes tasks such as the placement of VNFs on network servers, VNF scaling and VNF migration. The increasing complexity of networks, coupled with the NP-hard computational complexity of these problems [4], has led NSPs to consider alternate approaches to address NFV MANO.

C. Intelligence and NFV

Recently, the use of intelligence techniques such as ML and AA have been increasingly popular when considering NFV MANO functionalities. This increase in popularity is attributed in part to a major paradigm shift from analytical network modelling to data-driven network modelling. With the generation of increasing amounts of network data, NSPs are beginning to adopt intelligence technologies that leverage the previously untapped data and extract meaningful information. There are several benefits associated with the use of intelligence and the adoption of data-driven modelling in
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D. Intelligent Transportation Systems

The combination of MEC, NFV, and intelligence sets the stage for several emerging use cases, most notably, ITS [5]. The ITS framework envisions a system of connected vehicles communicating with each other and with Intelligent Infrastructure (II) using dedicated short-range communications. Through ITS connectivity, Vehicular Clients (VCs) will have access to multiple types of services, including traffic, emergency, and infotainment [5]. Considering the use of MEC in this system, these services will be provided through NSPs by means of VNFs placed close to the user at the network edge. To enable this, several Roadside Units (RSUs), acting as edge servers, will be placed along roads. These units will have the capability of collecting information such as traffic and weather conditions, locally processing that data, and sending it to various entities within the ITS system. Figure 1 shows a basic ITS system and highlights the various entities previously mentioned (1 – RSU, 2 – VC, 3 – II). Figure 1 also highlights the presence of entities capable of performing local intelligence, marked with the gears.

E. The Challenges of Machine Learning Implementation in ITS Systems

There are several challenges regarding the implementation of ML in highly dynamic environments such as the IoV and ITS. These challenges are categorized into four major groupings, system complexity, model performance, privacy, and data management [6]. System complexity is a major challenge when considering ITS as it is a very volatile environment; while roadside infrastructure may be constant in nature, vehicular clients are continually entering and leaving the system. This volatility presents a unique challenge regarding ML implementation as the operational domain is continuously changing, something which is not easily handled by traditional ML [6]. The shifting operational domain leads to the second major challenge being model performance. As the functional domain changes, the performance of the model is severely impacted. Models using static local intelligence cannot adapt to changing environments and can become ineffective as their performance is severely degraded. Considering the criticality of an ITS system, the safeguard of human life is paramount. Any level of compromise in the system ranging from its infrastructure to its data, can endanger public safety. Finally, with an increasing number of network nodes with processing capabilities, the management of data becomes increasingly critical. Since the roadside infrastructure will have limited resource capacity, special consideration must be made regarding the efficient storage of data. Since the resource capacities of the roadside infrastructure will not allow for the storage of extensive data sets, the training phase of traditional localized ML techniques can be compromised due to the lack of sufficient data.

F. Why Federated Learning?

When considering possible methods of advanced intelligence applied to an ITS, Reinforcement Learning (RL) and Federated Learning (FL) are two standout options. RL is an intelligence method capable of learning complex policy decisions in a dynamic environment and has the ability to adapt to a changing domain through continual and experiential learning [5]. However, the success of the computationally intensive training phase of RL is greatly dependent on its simulated training environment, the design of its reward function, and the tuning of its hyperparameters [5]. Considering an ITS with multiple light-weight points of presence having limited processing and storage capabilities, the implementation of RL becomes increasingly challenging.

When considering an ITS, security and privacy are paramount; this applies both to vehicles and the data they generate. Since not all intelligence is created equal, a technique that maximizes data privacy while still meeting the required performance is essential to the feasibility of such a system. Furthermore, when considering the system environment, a distributed and communication-efficient intelligence method is required. Additionally, a form of intelligence that can overcome faults and failures quickly, thereby ensuring system resilience and service continuity, is a major contender for implementation. To simultaneously address privacy concerns while ensuring a resilient and intelligent system capable of excellent performance, we make a case for FL in the IoV and ITS. The remainder of this paper is organized as follows. Section II Outlines FL, its advantages, and its benefits. Section III outlines the applications of FL and showcases possible use cases. Finally, Section IV summarizes and concludes the paper.
II. Federated Learning

FL is a key enabling technology for many emerging use cases. The following section will outline the main aspects of this technology, its benefits, and present a case study illustrating its effectiveness. Table 1 summarizes the various benefits provided by Federated Learning implementations, as outlined throughout this section.

| Benefit                 | Description                                                                 |
|-------------------------|-----------------------------------------------------------------------------|
| Collaborative Learning  | Enables collaboration between multiple entities for intelligence.           |
| Distributed Learning    | Enables intelligence across distributed nodes and enables intelligence in new and emerging use cases. |
| Decentralized Learning  | Local nodes can train their own models and can operate independently without the aggregation agent in failure scenarios. |
| Data Availability       | Allows the leveraging insights obtained from massive amounts of data without the need for locally hosting the data. |
| Data Privacy            | Data is collected and processed at local nodes and not shared globally.      |
| Scalability             | New nodes can easily be integrated into existing systems.                    |
| Fault Recovery          | Offers a rapid recovery scheme for nodes experiencing faults.               |
| High Availability       | Offers system continuity during failure scenarios.                          |
| Communication Efficiency| Model updates are sent instead of complete models or data.                   |

A. What is Federated Learning

FL is a machine learning technique first proposed by Google in 2017 as a way of providing decentralized and collaborative learning across distributed nodes [7]. Initially, FL was considered for applications relating to smartphones such as text prediction; however, since then, it has been used in fields such as medicine and image recognition. The FL architecture consists of multiple federated nodes and an aggregator agent. Initially, a global model is created by the aggregator agent and is distributed to all the federated nodes. Once received, the nodes begin by training the model on their locally stored data. Since each node is responsible for the collection and/or storage of its own data, each federated node possesses a unique training data set. Once the federated nodes have trained their models for several iterations (pre-defined in the aggregation scheme), the nodes compare the initial global model received to their locally trained model. An update is generated by each federated node, whereby the results of the comparison are stored. It must be noted that this update does not include the locally trained model itself; instead, it lists the discrepancies between the global and local models, thereby highlighting the changes made during the training process. The aggregator agent then samples the nodes according to the aggregation scheme, and collected the model updates. Once collected, the updates are used to create a new global model that is distributed to the nodes, and the process repeats itself. Figure 2 outlines the FL process at a high level. However, to fully appreciate the entirety of the FL process, a more granular analysis of the federated nodes and the aggregator agent is required.

B. Federated Nodes

Federated Nodes are unique and versatile entities capable of data collection and processing, model training, and network communication. When considering federated nodes in IoV and ITS scenarios, the main entities which can be classified as such are VCs, RSUs, and II. In the envisioned ITS scenario, these entities will have various sensors and will be gathering a multitude of data. Each of these entities will have processing and communication capabilities.

C. Aggregator Agent

The aggregator agent is the main orchestrator behind the FL training process and is responsible for determining how often and how many nodes will be contributing to the global model update based on the aggregation scheme. Developing an aggregation scheme is the main challenge associated with FL as it directly affects the performance of FL process.

When considering the aggregation scheme, the first decision to be taken is how the model updates received from each of the nodes will be consolidated into a single update used to generate the new global model. Traditionally, averaging has been used to combine all the model updates; however, increasingly, new strategies are emerging which take into consideration individual properties of the federated nodes, including resource availability and node criticality. By creating a more refined update aggregation strategy that captures domain-specific information, model performance can be greatly improved.

The second consideration which must be made is the frequency of model updates. This frequency is a joint consideration between the number of local training iterations before the update and the time required to locally train the model. This consideration brings to light one of the main attributes of FL data; traditionally, most ML models assume that a dataset is independent and identically distributed (i.i.d.); however, this assumption is invalid for FL as it operates under the assumption that the data is non-i.i.d. When thinking about this intuitively, especially considering an IoV scenario that the data collected will not follow the i.i.d. assumption. Consider a scenario where a group of federated nodes are responsible for training object detection models at given intersections; the busier intersections will have more local data compared to those which are located in low-traffic areas, thereby creating a non-identically distributed scenario. Going back to the aggregation scheme, nodes with more local data will require a longer time to train their models and generate the update. This imbalance in data and, therefore, an imbalance in training time must be taken into consideration when selecting the frequency of model updates.

The final consideration, which must be made regarding the aggregation scheme, is the sampling strategy. Due to the nature of FL, especially in applications such as the IoV, all nodes will be gathering different data. Performing a model update using an insufficient amount of data is a futile task as it will not bring an overall benefit to the global model. Conversely, waiting for a node with an excessive amount of data to finish its training can hold back the training process and drastically reduce the speed at which the global model...
is trained. Furthermore, due to the dynamic nature of the network supporting MEC implementations, there could be a high volume of traffic resulting in higher communication latency at a given node; using resources to communicate model updates at such a time can further burden the network and have adverse effects on QoS requirements and service delivery. Finally, in the case of a fault or failure, a particular node can go offline; waiting for a model update at this time would be exclusively dependent on the extent of the fault and the ability to recover from the fault, and can greatly reduce the global model’s ability to progress in training. Taking these scenarios into consideration, a sampling of nodes must be conducted to determine which nodes will provide the greatest benefit to the current global model through their updates. This decision is domain-specific as in certain situations, the nodes with the greatest amount of data provide the most benefit, whereas, in other situations, the nodes with a moderate amount of data can speed up the training process and converge to a solution faster. Figure 3 outlines the various aspects of the aggregation scheme previously mentioned.

D. What are the Advantages of Federated Learning?

The main advantage of FL, arising from its decentralized and collaborative learning properties, is the preservation of privacy during the model training process. Since only local model updates are sent to the aggregator agent, the data used to train the local models remains with the local node. The fact that neither the aggregator agent nor the other federated nodes have access to a given node’s individual data unlocks an incredible potential for FL to be used in privacy-sensitive applications. One such privacy-sensitive application which has already begun to implement FL is the intelligent healthcare sector. The most prevalent example in this sector is collaborative model training between hospitals. Traditionally, due to data privacy and patient confidentiality concerns, hospitals had only had access to their local patient data when training models, which created a data-availability bottleneck and was a key deterrent for the use of ML since the local data was insufficient. With FL, several hospitals can contribute to the training of a global model, which leverages updates from all their local models, thereby enabling an individual hospital to use insights from other participating hospitals to improve the performance of their models. This collaboration leads to the second main advantage of FL, data availability.
Through the use of FL, not only is it possible to ensure data privacy, but it is also possible to use insights from non-local data, thereby increasing the total amount of data used for model training. This is especially important for nodes with low amounts of local data as an inadequate amount of data can prove to be detrimental to a model’s performance. Additionally, the method by which this data is processed is extremely advantageous as all nodes are solely responsible for processing their local data. The ability to leverage global data but only process local data makes FL especially applicable to resource-constrained nodes with low processing capabilities, such as those found in MEC IoV systems.

Another advantage of FL is the communication efficiencies experienced during the model training. Since there is no data transfer between local nodes and the aggregation agent, and no communication between nodes, FL is very efficient compared to centralized collaborative learning strategies. When considering the complex IoV and ITS network layout, this communication efficiency can alleviate a potential strain on network resources during times of high traffic, something which is increasingly important considering the critical services using the network and its services.

The final key advantage of FL is seen in a fault or failure mitigation scenario. In the case that a local node goes offline or loses connectivity, the FL training process can still continue normally. In the case where a node loses connectivity, it still has its local model to use and, therefore, won’t experience a fault. However, in the case where a node goes offline and loses its local model, once communication is restored, the aggregator agent can quickly push the current global model to the node. Having a global model the node can resume operation and restore performance. Furthermore, having a global model and then applying local training is an incredibly efficient failure mitigation strategy. Firstly, the model has already been developed and trained through a number of iterations. Secondly, local data from the failed node contributed to model development before the failure. Considering the abovementioned points, as soon as the node receives the global model, it can begin using it, and through a minimal number of local training iterations, pre-failure performance can be quickly restored. The effectiveness of this mitigation strategy is highlighted when compared to alternative schemes, such as complete model retraining and the reinstatement of historical models. The complete model retraining strategy, as the name suggests, requires the entire retraining of the model from scratch using local data, something which is very time efficient and can increase downtime. The historical model reinstatement firstly requires the storage of previous models, and secondly, the retraining of these models, which is an improvement to the complete model retraining strategy. However, can prove to be inefficient in a highly dynamic and volatile network scenario. Since the global model is ‘live’ and constantly updating based on incoming data, it is the preferred failure mitigation strategy. To illustrate the capabilities of FL and its advantage over other failure strategies, we present a case study.

E. Case Study

A Federated Learning – enabled RSU is located in a low traffic area and performs object classification tasks. Due to a recent construction project, the neighborhood is experiencing a variety of previously unseen traffic. The RSU continually trains its local model to adapt to the changing environment; however, it experiences an outage and loses its local model. It can select one of the previously outline failure recovery strategies. Which one should it choose?

To simulate the scenario described above, the MNIST digit dataset was used. Initially, a model is trained on a set number of digits (i.e., even), which simulates the operation of the RSU before the construction project. Once the construction project begins, and previously unseen traffic is experienced, odd digits are gradually introduced into the training and testing datasets; however, training of this model is not complete as the fault is experienced. There are three possible fault recovery scenarios outlined:

1. A model is retrained from scratch using the local data available. The training and testing sets of this model will consist of even and odd integers to simulate the moment at which the fault was experienced.

2. A previous model is re-instated, and then training occurs using local data. The dataset used to train this model is the same as scenario 1.

3. A global federated model trained using 10 system nodes representing RSUs spread throughout the network is pushed to the failed node, and is instantly used to resume performance.

A comparison between the three mentioned failure mitigation strategies is exhibited in Figure 4. As seen through this figure, the federated recovery strategy performs the best as it instantly restores normal operation and performance returns to acceptable levels without any additional training iterations.

The main advantages of FL described throughout this section encompass many operational benefits, which are summarized in Table 1.

III. APPLICATIONS

The following section outlines some of the various applications of FL in the IoV and ITS, including RSU Intelligence, NFV Orchestration, and Vehicular Intelligence.

A. RSU Intelligence

As previously mentioned, ITS have entities known as RSUs, which will be located along roadways. These RSUs will be equipped with sensors to collect data and will possess basic processing capabilities. When considering the general FL application architectures, RSUs perfectly match since they are repeated entities capable of data collection and processing. Since the RSUs will be collecting (and receiving) a variety of different data, they are capable of applying FL in many different scenarios. One of the most important and prevalent applications is image processing. When considering a system of fully autonomous vehicles, image processing is essential
both onboard the vehicular clients as well as roadside through the RSUs. Image processing tasks on these entities can range from pedestrian detection to collision reporting. When considering any transportation system, there are differing levels of vehicular traffic experienced throughout the system; this traffic imbalance can put certain RSUs at a great disadvantage as the data collection in low traffic areas will minimal compared to the data collection in high traffic areas. To mitigate this, FL applied across all RSUs can enable the collective use of all RSU data and the distribution of a complete model to RSUs which otherwise wouldn’t have an adequate amount of data to train a local model of their own. Another advantage of using FL for image processing is the ability to leverage the differing conditions (i.e., lighting) in RSU-collected images. Some RSUs will be placed in fully lit areas, while others might be placed in neighbourhoods with many trees and shaded regions. To ensure proper object detection, all RSUs should have models capable of operating under varying and changing conditions. Considering the criticality of object detection applications in RSUs, FL is essential for ensuring model performance and, subsequently, the safety of drivers and pedestrians alike.

B. NFV Orchestration

NFV Orchestration presents a very appealing and intriguing application for FL. The most enticing property of FL, making it a candidate for NFV Orchestration is its privacy and security due to the critical services (i.e., financial, emergency) NFV-enabled networks support. When considering the IoV and ITS as an extension of current networks, NFV Orchestration will play a critical role in vehicular service delivery. However, there is one major difference between traditional NFV Orchestration and NFV Orchestration for MEC enabled IoV and ITS. With many delay-sensitive applications ranging from vehicular safety and routing to immersive virtual reality services, NSPs are facing an unprecedented challenge of reducing end-to-end application latencies to less than 1ms for ultra-low latency applications [10]. To do this, points of presence such as RSUs which are placed at the very edge of the network will act as network nodes capable of hosting VNFs. However, without proper Orchestration, the stringent latency requirements will not be met. Traditionally, NSPs have had to resort to using near-optimal heuristic solutions to address the infeasibility of optimization problem formulations due to their runtime complexity, however, with the adoption of ultra-low latency applications, near-optimal heuristic solutions are also becoming infeasible. To mitigate the infeasibility of traditional NFV Orchestration techniques, NSPs have been exploring ML as an alternative. Already, ML techniques are being applied to NFV Orchestration tasks such as VNF placement [11], [4] and migration [12] with incredible success due to their ability to approach the performance of the optimization model formulations with an incredible reduction in time-complexity.

When considering ML in the IoV and ITS, the use of FL is the next logical step. Due to the increasing types of services, each with its own complexities coupled with the expansion of traditional networks to MEC enabled networks, NFV Orchestration activities will drastically change. The transition to MEC-enabled networks will usher in the vast expansion of network nodes. This will require the partitioning of current networks into much smaller sub-networks, each with their own NFV Orchestrator. Additionally, incorporating aspects from 5G networking, each of these sub-networks may be further partitioned using network slicing techniques. This increased complexity promotes the use of FL as NFV Orchestrators from different network partitions can use collaborative ML training to create models capable of completing orchestration tasks such as VNF Placement, Scaling, Termination and Migration. Figure 5 illustrates the complexity of vehicular requests in a 5G-enabled ITS.

C. Vehicular Intelligence

Vehicular intelligence in the IoV and ITS can describe a plethora of applications, including in-vehicle intelligence (i.e., communications), image processing (i.e., lane detection), and forecasting (i.e., road conditions); however, a very interesting use case currently being heavily explored in the manufacturing
sector relates to predictive maintenance. Predictive maintenance uses operational data to predict when a specific component will fail and suggests a maintenance schedule that will pro-actively address the failure through planned maintenance. Unplanned maintenance is extremely costly in manufacturing as a break in production can result in the loss of millions in revenue. Additionally, reactive maintenance takes a large toll on assets and reduces their lifespan. Several implementations of predictive maintenance models have shown incredible success; one main example stemming from the oil and gas industry is Royal Shell Corp who has prevented millions of dollars in lost revenue and damages while improving the longevity of their assets [13]. The same benefits can be experienced when considering the application of predictive maintenance on vehicular clients in the IoV and ITS. It is estimated that in 2016 there were 1.32B vehicles globally [14], a number which is expected to grow exponentially in the next decades. In an ITS scenario, each of these vehicles would have an extensive log capturing real-time measurements from its various sensors. By leveraging FL, along with this vast collection of data, comprehensive predictive maintenance models can be built. While the mechanics of how to select which data is used to build these models is still an open question (i.e., brand-based, location-based, network-based), the impact FL will have on predictive vehicular maintenance is indisputable.

IV. SUMMARY AND CONCLUSION

As demonstrated throughout this paper, Federated Learning has incredible potential in terms of its applicability to the Internet of Vehicles and Intelligent Transportation Systems. From the various number of use cases, including Roadside Unit Intelligence, Network Function Virtualization Management and Orchestration, and Vehicular Intelligence to the incredible number of benefits it provides, Federated Learning is a key enabler for next-generation networking technologies.
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