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ABSTRACT. We consider a diffuse interface model for tumor growth consisting of a Cahn–Hilliard equation with source terms coupled to a reaction-diffusion equation, which models a tumor growing in the presence of a nutrient species and surrounded by healthy tissue. The well-posedness of the system equipped with Neumann boundary conditions was found to require regular potentials with quadratic growth. In this work, Dirichlet boundary conditions are considered, and we establish the well-posedness of the system for regular potentials with higher polynomial growth and also for singular potentials. New difficulties are encountered due to the higher polynomial growth, but for regular potentials, we retain the continuous dependence on initial and boundary data for the chemical potential and for the order parameter in strong norms as established in the previous work. Furthermore, we deduce the well-posedness of a variant of the model with quasi-static nutrient by rigorously passing to the limit where the ratio of the nutrient diffusion time-scale to the tumor doubling time-scale is small.

1. Introduction. We consider the following system of equations describing a two component mixture of tumor tissue and healthy (surrounding) tissue in the presence of a chemical species acting as nutrient for the tumor,

\[\begin{align*}
\frac{\partial \varphi}{\partial t} &= \Delta \mu + (\lambda_p \sigma - \lambda_a) h(\varphi) \quad \text{in } \Omega \times (0, T), \\
\mu &= \frac{\gamma}{\varepsilon} \Psi'(\varphi) - \gamma \varepsilon \Delta \varphi - \chi \sigma \quad \text{in } \Omega \times (0, T), \\
\kappa \partial_t \sigma &= \text{div} \left( D(\varphi)(\nabla \sigma - \eta \nabla \varphi) \right) - \lambda_c \sigma h(\varphi) \quad \text{in } \Omega \times (0, T), \\
\sigma &= \sigma_{\infty}, \quad \varphi = -1, \quad \mu = \mu_{\infty} \quad \text{on } \Gamma \times (0, T), \\
\varphi(x, 0) &= \varphi_0(x), \quad \sigma(x, 0) = \sigma_0(x) \quad \text{in } \Omega.
\end{align*}\]

Here, \(T > 0\) denotes a fixed time and \(\Omega \subset \mathbb{R}^3\) denotes a bounded domain with boundary \(\Gamma := \partial \Omega\). The system (1) describes a diffuse interface model for tumor growth via a Cahn–Hilliard equation coupled with a reaction-diffusion equation for a nutrient species, whose concentration we denote as \(\sigma\). The order parameter
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which distinguishes the two components is denoted by \( \varphi \), where the region \( \{ \varphi = 1 \} \) corresponds to the tumor phase and the region \( \{ \varphi = -1 \} \) corresponds to the healthy tissue phase.

The function \( \Psi' \) is the derivative of a potential \( \Psi \) that has two equal minima at \( \pm 1, \epsilon > 0 \) is a parameter related to the interfacial thickness, \( \gamma > 0 \) denotes the surface tension, \( \lambda_p, \lambda_a, \) and \( \lambda_c \) are non-negative constants denoting the tumor proliferation rate, tumor apoptosis rate, and the nutrient consumption rate, respectively. The positive mobility \( D(\varphi) \) corresponds to the diffusivity of the nutrient, and \( h(\varphi) \) is an interpolation function such that \( h(-1) = 0 \) and \( h(1) = 1 \), with the simplest example being \( h(\varphi) = \frac{1}{2}(1 + \varphi) \). Here, \( \kappa \geq 0 \) is a constant such that, for a constant mobility \( D(\varphi) = D_0 \), the ratio \( \kappa/D_0 \) represents the ratio of the nutrient diffusion time-scale and the tumor doubling time-scale. Finally, \( \chi \) and \( \eta \) are non-negative constants representing chemotaxis (movement of tumor cells towards regions of high nutrients) and active transport (establishment of persistent nutrient concentration gradient in the vicinity of the tumor interface), respectively. We refer the reader to [15] for more details regarding the derivation of the model and the modeling of the chemotaxis and active transport mechanisms.

We point out that the well-posedness of (1) with \( \kappa = 1, h(\cdot) \in C^0(\mathbb{R}) \cap L^\infty(\mathbb{R}), \) homogeneous Neumann boundary conditions for \( \mu \) and \( \varphi \), and Robin boundary condition for \( \sigma \) has been studied by the authors in [14]. In contrast, here we consider Dirichlet boundary conditions for the following reasons.

- In [14], the class of admissible potential \( \Psi \) is restricted to potentials with at most quadratic growth. Here, for the existence of weak solutions, we allow \( \Psi \) to have arbitrary polynomial growth (see (13) below), and for regularity and continuous dependence on initial data, we are restricted to the class of potentials that have polynomial growth of order up to (but not including) 6 in dimension \( d = 3 \) (see (19) and (20)).

- In [14], we are unable to pass to the limit \( \kappa \to 0 \) to deduce if weak solutions of (1) converge (in some appropriate sense) to weak solutions of the following quasi-static model

\[
\begin{align*}
\partial_t \varphi &= \Delta \mu + (\lambda_p \sigma - \lambda_a) h(\varphi) & \text{in } \Omega \times (0, T), \\
\mu &= \frac{\gamma}{\epsilon} \Psi'(\varphi) - \gamma \epsilon \Delta \varphi - \chi \sigma & \text{in } \Omega \times (0, T), \\
0 &= \text{div}(D(\varphi)(\nabla \sigma - \eta \nabla \varphi)) - \lambda_c \sigma h(\varphi) & \text{in } \Omega \times (0, T), \\
\sigma &= \sigma_{\infty}, \quad \varphi = -1, \quad \mu = \mu_{\infty} & \text{on } \Gamma \times (0, T), \\
\varphi(x, 0) &= \varphi_0(x) & \text{in } \Omega.
\end{align*}
\]

The well-posedness of (2) is proved separately from (1) in [14]. However, with Dirichlet boundary conditions, we prove that the quasi-static model can be realized as the limit system from (1) as \( \kappa \to 0 \) (see Theorem 2.6 below).

We briefly discuss the motivation for the Dirichlet boundary conditions. For simplicity, in taking \( \kappa = \gamma = \epsilon = \lambda_p = \lambda_c = D(\varphi) = 1, \lambda_a = 0, \eta = \chi, \) and zero Neumann boundary conditions in (1), there is a natural energy identity of the form

\[
\frac{d}{dt} \int_{\Omega} \left( \Psi(\varphi) + \frac{1}{2} |\nabla \varphi|^2 + \frac{1}{2} |\sigma|^2 + \chi \sigma (1 - \varphi) \right) \, dx \\
+ \int_{\Omega} |\nabla \mu|^2 + |\nabla(\sigma - \chi \varphi)|^2 \, dx
\]

(3)
The main difficulty in deriving the first useful a priori estimate from (3) lies in controlling the product $h(\varphi)\sigma\mu$ on the right-hand side with the left-hand side. In the absence of any a priori knowledge about the integrability of $\sigma$, it seems natural to use the Cauchy–Schwarz inequality, which leads to the appearance of a term $\|\mu\|_{L^2}^2$ on the right-hand side. To control this with $\|\nabla \mu\|_{L^2}^2$ on the left-hand side with the Poincaré inequality, we have to obtain an estimate for the square of the mean of $\mu$, which is related to the square of the mean of $\Psi'(\varphi)$, leading to an integral inequality of the form

$$\int_{\Omega} (\Psi(\varphi) + |\nabla \varphi|^2 + |\sigma|^2) \, dx \leq C \int_{0}^{\infty} \left( 1 + \|\Psi'(\varphi)\|_{L^1}^2 + \|\nabla \varphi\|_{L^2}^2 + \|\sigma\|_{L^2}^2 \right) \, dt. \tag{4}$$

This is in contrast with the standard Cahn–Hilliard equation, where the first a priori estimate can be derived without the need to estimate the mean of $\mu$. A scaling argument for the polynomial growth of $\Psi$ (cf. [14, §7]) shows that in order to satisfy (4) the potential $\Psi$ can have at most quadratic growth, which does not cover the classical quartic potential $W(s) := (s^2 - 1)^2$ that commonly appears in phase field models. Therefore, our current consideration of Dirichlet boundary condition for $\mu$ seeks to elevate this restriction on the growth of $\Psi$, which bypasses the need to estimate the mean of $\mu$ with the use of the Poincaré inequality.

Furthermore, to rigorously obtain the quasi-static limit $\kappa \to 0$ in (1), we have to control the source terms on the right-hand side of (3) involving $\sigma$ without making use of $\frac{d}{dt} \kappa \|\sigma\|_{L^2}^2$ that will appear on the left-hand side. This can be achieved again through the use of the Poincaré inequality and Dirichlet boundary condition for $\sigma$.

In Section 3.1.1 we will derive the following energy integral identity for (1): Let $\omega = \sigma - \sigma_\infty$ and $\lambda > 0$ be a positive constant yet to be determined, then we have for $s \in (0,T]$,

$$\int_{\Omega} \left[ \frac{\lambda}{\epsilon} \Psi(\varphi) + \frac{\lambda^2}{2} |\nabla \varphi|^2 + \lambda \kappa^2 \right] \, dx$$

$$+ \int_{0}^{s} \int_{\Omega} \left[ |\nabla \mu|^2 + \lambda |D(\varphi)\nabla \omega|^2 + \lambda_c \omega \right] \omega^2 \, dx \, dt$$

$$= \int_{\Omega} \left[ \frac{\lambda}{\epsilon} \Psi(\varphi) + \frac{\lambda^2}{2} |\nabla \varphi|^2 + \lambda \kappa^2 \right] \, dx$$

$$+ \int_{0}^{s} \int_{\Omega} \left[ \partial_t \varphi (\mu_\infty + \chi \sigma_\infty) - \chi \nabla \nu \cdot \nabla \omega + \nabla \mu \cdot \nabla \mu_\infty \right] \, dx \, dt$$

$$+ \int_{0}^{s} \int_{\Omega} h(\varphi)(\lambda_\mu \sigma - \lambda_\omega)(\mu - \mu_\infty + \chi \omega) \, dx \, dt$$

$$+ \lambda \int_{0}^{s} \int_{\Omega} D(\varphi) \eta \nabla \varphi \cdot \nabla \omega - \kappa \partial_t \sigma_\infty \omega - D(\varphi) \nabla \sigma_\infty \cdot \nabla \omega - \lambda_c h(\varphi) \sigma_\infty \omega \, dx \, dt.$$
in this work we restrict to the case $\phi$-approximation and due to a priori estimates which do not depend on the Yosida interpretation that the tumor region is enclosed by the healthy tissue. Using the Yosida sufficient for well-posedness.

$\mu$ that the cells are allowed to flow freely across the boundary $\Gamma$. In this work, we condition $\mu$ potential that there has been little consideration of a Dirichlet boundary condition for the chemical modeling viewpoint, which represents a source of nutrients into the domain $\Omega$, $\psi$ and due to a priori estimates which do not depend on the Yosida approximation and due to a priori estimates which do not depend on the Yosida parameter, we can extend our analysis to potentials of the form $\Psi(y) = \hat{\beta}(y) + \Lambda(y)$, (5)

where $\hat{\beta} : \mathbb{R} \to [0, \infty]$ is a convex, proper (i.e., not identically $\infty$), lower semicontinuous function and $\Lambda : \mathbb{R} \to \mathbb{R}$ is a $C^{1,1}$ perturbation with at most quadratic growth. It is possible that $\hat{\beta}$ does not possess a classical derivative, and so $\Psi'$ may not be well-defined. But we can consider the subdifferential $\partial \hat{\beta}$ as a notion of generalized derivative.

We briefly recall that the effective domain of $\hat{\beta}$ is defined as $D(\hat{\beta}) := \{ x \in \mathbb{R} : \hat{\beta}(x) < \infty \}$, and the effective domain for a possibly multivalued mapping $T : \mathbb{R} \to 2^\mathbb{R}$ is $D(T) := \{ x \in \mathbb{R} : Tx \neq \emptyset \}$. The subdifferential $\partial \hat{\beta} : \mathbb{R} \to 2^\mathbb{R}$ of $\hat{\beta}$ is a potentially multivalued mapping defined as $\partial \hat{\beta}(x) := \{ f \in \mathbb{R} : \hat{\beta}(y) - \hat{\beta}(x) \geq f(y - x) \ \forall y \in \mathbb{R} \}$ for $x \in \mathbb{R}$, (6)

with domain $D(\partial \hat{\beta}) = \{ x \in \mathbb{R} : \partial \hat{\beta}(x) \neq \emptyset \}$. Using the notation $\beta(x) := \partial \hat{\beta}(x)$, we denote by $\beta^0(x)$ the element of the set $\beta(x)$ such that $|\beta^0(x)| := \inf_{f \in \beta(x)} |f|$ for $x \in D(\beta)$.

The well-posedness theory of (1) will allow us to deduce the existence and uniqueness of weak solutions to

$$
\begin{align*}
\partial_t \varphi &= \Delta \mu + (\lambda_\rho \sigma - \lambda) \mu \chi \sigma \quad &\text{in } \Omega \times (0, T), \\
\mu &= \frac{\gamma}{\varepsilon} (\psi + \Lambda'(\varphi)) - \gamma \varepsilon \Delta \varphi - \chi \sigma \\n\kappa \partial_t \sigma &= \text{div} (D(\varphi)(\nabla \sigma - \eta \nabla \varphi)) - \lambda_\gamma \sigma h(\varphi) \\n\sigma &= \sigma_\infty, \quad \varphi = -1, \quad \mu = \mu_\infty \\n\varphi(x, 0) &= \varphi_0(x), \quad \sigma(x, 0) = \sigma_0(x) \\n\end{align*}
$$

(7a) (7b) (7c) (7d) (7e)

where $\psi \in \beta(\varphi) = \partial \hat{\beta}(\varphi)$ denotes a selection, as $\beta(\varphi)$ can be multivalued. In particular, if we consider $\Psi$ to be a potential of double-obstacle type

$$
\hat{\beta}(y) = \begin{cases} 
0 & \text{for } y \in [-1, 1], \\
\infty & \text{otherwise},
\end{cases} \quad \beta(y) = \partial \hat{\beta}(y) = \begin{cases} 
(-\infty, 0] & \text{if } y = -1, \\
0 & \text{if } y \in (-1, 1), \\
[0, \infty) & \text{if } y = 1,
\end{cases}
$$

(8)

and

$$
\Lambda(y) = \frac{1}{2} (1 - y^2),
$$

(9)
then $\phi \in [-1, 1] = D(\beta)$ a.e. in $\Omega \times (0, T)$.

Lastly, we compare with some of the recent well-posedness results on phase field models for tumor growth. The model studied in [8, (1.1) - (1.4)] (with $\alpha = 0$) and [10, (1.1) - (1.4)] bears the most resemblance to (1),

$$
\partial_t \phi = \Delta \mu + h(\phi)(\sigma - \mu) \quad \text{in} \quad \Omega \times (0, T), \quad (10a)
$$

$$
\mu = \Psi'(\phi) - \Delta \phi \quad \text{in} \quad \Omega \times (0, T), \quad (10b)
$$

$$
\partial_t \sigma = \Delta \sigma - h(\phi)(\sigma - \mu) \quad \text{in} \quad \Omega \times (0, T), \quad (10c)
$$

$$
0 = \nabla \phi \cdot \nu = \nabla \mu \cdot \nu = \nabla \sigma \cdot \nu \quad \text{on} \quad \Gamma \times (0, T). \quad (10d)
$$

The source term $h(\phi)(\sigma - \mu)$ appearing in (10a) and (10c) is motivated by linear phenomenological constitutive laws for chemical reactions (see [18] for more details), and is different compared to our choice of source terms in (1). The well-posedness of the system (10) has been established in [8, 10] for large classes of $\Psi$ and $h$.

Another class of models that describes tumor growth uses a Cahn–Hilliard–Darcy system

$$
div \mathbf{v} = S \quad \text{in} \quad \Omega \times (0, T),
$$

$$
\mathbf{v} = -\nabla p + \mu \nabla \phi \quad \text{in} \quad \Omega \times (0, T),
$$

$$
\partial_t \phi + div (\phi \mathbf{v}) = \Delta \mu + S \quad \text{in} \quad \Omega \times (0, T),
$$

$$
\mu = \Psi'(\phi) - \Delta \phi \quad \text{in} \quad \Omega \times (0, T),
$$

$$
0 = \nabla \phi \cdot \nu = \nabla \mu \cdot \nu = \mathbf{v} \cdot \nu \quad \text{on} \quad \Gamma \times (0, T),
$$

where $\mathbf{v}$ denote a mixture velocity, $p$ denotes the pressure, and $S$ is a mass exchange term. The existence of strong solutions in 2D and 3D have been studied in [20] for the case $S = 0$. For the case where $S \neq 0$ is prescribed, global weak solutions and unique local strong solutions in 3D, as well as global strong well-posedness and long-time behavior in 2D can be found in [19]. We also mention the work of [3] which treats a related system known as the Cahn–Hilliard–Brinkman system. For the Cahn–Hilliard–Darcy system with nutrient which was proposed in [15], the global existence of weak solutions have been established in [12], and also in [13] for the quasi-static variant.

The plan for the rest of this paper is as follows. In Section 2, we state the assumptions and the results for (1), (2) and (7). In Section 3 we perform a Galerkin procedure to deduce existence of weak solutions to (1), and show further regularity and continuous dependence on initial and boundary data. In Section 4 we pass to the limit $\kappa \to 0$ in (1) and deduce the existence result for (2), and then we prove further regularity properties and continuous dependence on initial and boundary data. The regular weak solutions to (1) satisfy an energy inequality and this will allow us to employ the Yosida approximation to prove the existence of weak solutions to (7), which is done in Section 5.

Notation. For convenience, we use the notation $L^p := L^p(\Omega)$ and $W^{k,p} := W^{k,p}(\Omega)$ for any $p \in [1, \infty]$, $k > 0$ to denote the standard Lebesgue spaces and Sobolev spaces equipped with the norms $\|\cdot\|_{L^p}$ and $\|\cdot\|_{W^{k,p}}$. In the case $p = 2$ we use $H^k := W^{k,2}$ with the norm $\|\cdot\|_{H^k}$, and the notation $H^1_0$ and $H^{-1}$ to denote the spaces $H^1_0(\Omega)$ and its dual $H^{-1}(\Omega)$. The duality pairing between $H^1_0$ and $H^{-1}$ is denoted by $\langle \cdot, \cdot \rangle$.

Useful preliminaries. We recall the Poincaré inequality for $H^1_0$: There exists a constant $C_p > 0$ that depends only on $\Omega$ such that
\[ \|f\|_{L^2} \leq C_p \|\nabla f\|_{L^2} =: C_p \|f\|_{H^1_0} \quad \forall f \in H^1_0. \tag{11} \]

We also state the Sobolev embedding \( H^1 \subset L^r, \ r \in [1,6]\), for dimension \( d = 3 \): There exists a constant \( C_s > 0 \) depending on \( \Omega \) and \( r \) such that
\[ \|f\|_{L^r} \leq C_s \|f\|_{H^1}. \]

We will also use the following Gronwall inequality in integral form (see [14, Lem 3.1] for a proof): Let \( \alpha, \beta, u \) and \( v \) be real-valued functions defined on \([0,T]\). Assume that \( \alpha \) is integrable, \( \beta \) is non-negative and continuous, \( u \) is continuous, \( v \) is non-negative and integrable. If \( u \) and \( v \) satisfy the integral inequality
\[ u(s) + \int_0^s v(t) \, dt \leq \alpha(s) + \int_0^s \beta(t) u(t) \, dt \quad \text{for } s \in (0,T], \]
then it holds that
\[ u(s) + \int_0^s v(t) \, dt \leq \alpha(s) + \int_0^s \beta(t) \alpha(t) \exp \left( \int_0^t \beta(r) \, dr \right) \, dt. \tag{12} \]

2. **Main results.** In this section we state the main results on existence, regularity, uniqueness and continuous dependence first for regular potentials and then for singular potentials. We also state the results for the quasi-static limit \( \kappa \to 0 \) for both cases. The results are stated for dimension \( d = 3 \), but similar results also holds for \( d = 1,2 \).

2.1. **Regular potentials.**

**Assumption 1.** We make the following assumptions.

(A1) \( \lambda_p, \lambda_\alpha, \lambda_c, \chi \) and \( \eta \) are fixed non-negative constants, while \( \kappa, \gamma \) and \( \varepsilon \) are fixed positive constants.

(A2) The functions \( D, h \) belong to the space \( C^0(\mathbb{R}) \cap L^\infty(\mathbb{R}) \), and there exist positive constants \( D_0, D_1 \) and \( h_\infty \) such that
\[ D_0 \leq D(y) \leq D_1, \quad 0 \leq h(y) \leq h_\infty \quad \forall y \in \mathbb{R}. \]

(A3) The potential \( \Psi \in C^1(\mathbb{R}) \) is a quadratic perturbation of a convex function, i.e., \( \Psi(s) = \Psi_1(s) + \Psi_2(s) \) with a convex function \( \Psi_1(s) \) and \( \|\Psi_2''\|_{L^\infty(\mathbb{R})} < \infty \). Furthermore, \( \Psi \) is non-negative and satisfies
\[ |\Psi'(y)|^s \leq k_1 (1 + \Psi(y)) \quad \forall y \in \mathbb{R}, \tag{13} \]
for some constant \( k_1 > 0 \), and exponent \( s \in (1,2] \).

(A4) The initial and boundary data satisfy
\[ \varphi_0 \in H^1, \quad \sigma_0 \in L^2, \quad \Psi(\varphi_0) \in L^1, \tag{14} \]
\[ \mu_\infty, \sigma_\infty \in L^2(0,T; H^1) \cap H^1(0,T; L^2) \subset C^0([0,T]; L^2). \tag{15} \]

We point out that by (13) the potential \( \Psi \) can have arbitrary polynomial growth (cf. [7, §3 (H5)], [11, §3, (H5)]).

**Definition 2.1.** We call a triplet of functions \((\varphi, \mu, \sigma)\) a weak solution to (1) if
\[ \varphi \in (-1 + L^\infty(0,T; H^1_0)) \cap H^1(0,T; H^{-1}), \]
\[ \mu \in \mu_\infty + L^2(0,T; H^1_0), \]
\[ \sigma \in (\sigma_\infty + L^2(0,T; H^1_0)) \cap H^1(0,T; H^{-1}), \]
such that \( \varphi(0) = \varphi_0 \) and \( \sigma(0) = \sigma_0 \), and satisfies for all \( \zeta, \lambda, \xi \in H_0^1 \) and for a.e. \( t \in (0, T) \),

\[
0 = \langle \partial_t \varphi, \zeta \rangle + \int_{\Omega} \nabla \mu \cdot \nabla \zeta - (\lambda_0 \sigma - \lambda_a) h(\varphi) \zeta \, dx, \tag{16a}
\]

\[
0 = \int_{\Omega} \mu \lambda - \frac{\gamma}{\varepsilon} \Psi'(\varphi) \lambda - \gamma \varepsilon \nabla \varphi \cdot \nabla \lambda + \chi \sigma \lambda \, dx, \tag{16b}
\]

\[
0 = \langle \kappa \partial_t \sigma, \xi \rangle + \int_{\Omega} D(\varphi)(\nabla \sigma - \eta \nabla \varphi) \cdot \nabla \xi + \lambda \sigma h(\varphi) \xi \, dx. \tag{16c}
\]

**Theorem 2.2** (Existence of weak solutions and energy inequality). Let \( \Omega \subset \mathbb{R}^3 \) denote a bounded domain with \( C^\infty \)-boundary \( \Gamma \) and suppose that Assumption 1 holds. Then there exists a weak solution \((\varphi, \mu, \sigma)\) to (1) in the sense of Definition 2.1 which satisfies

\[
\sup_{s \in (0, T)} (||\Psi(\varphi(s))||_{L^1} + ||\varphi(s)||_{L^1}^\gamma + \kappa ||\sigma(s)||_{L^2}^2)
+ ||\mu||_{L^2(0, T; H^1)}^2 + ||\sigma||_{L^2(0, T; H^1)}^2
\leq C \left(1 + \kappa ||\sigma_0 - \sigma_\infty(0)||_{L^2}^2 + \kappa^2 ||\partial_t \sigma_\infty||_{L^2(0, T; L^2)}^2 + \kappa ||\sigma_\infty||_{L^\infty(0, T; L^2)}^2\right),
\]

for some positive constant \( C \) independent of \( \kappa, \varphi, \mu, \) and \( \sigma \).

**Theorem 2.3** (Regularity). Suppose \((\varphi, \mu, \sigma)\) is a weak solution triplet to (1) in the sense of Definition 2.1.

- If, instead of (A3), \( \Psi \in C^1(\mathbb{R}) \) is non-negative and satisfies

\[
|\Psi'(y)| \leq k_2 (1 + |y|^p) \quad \forall y \in \mathbb{R}, \tag{18}
\]

for some constant \( k_2 > 0 \) and exponent \( p \in (1, 5) \). Then \( \varphi \in L^2(0, T; W^{2,0}) \).

- If \( \Gamma \) is \( C^3 \), and instead of (A3), \( \Psi \in C^{1,1}(\mathbb{R}) \) is non-negative and satisfies

\[
|\Psi''(y)| \leq k_3 (1 + |y|^{p-1}) \text{ for a.e. } y \in \mathbb{R}, \tag{19}
\]

for some constant \( k_3 > 0 \) and exponent \( p \in (1, 5) \). Then \( \varphi \in L^2(0, T; H^3) \).

Note that in the above assumptions, we do not require \( \Psi \) to be a quadratic perturbation of a convex function, as in (A3). In fact, \( \Psi \) can be a general function with the assumed regularity and polynomial growth. We make the following additional assumptions to prove continuous dependence on the initial and boundary data.

**Assumption 2.** In addition to Assumption 1, we assume that

(C1) \( D(\cdot) = D_0 > 0 \) is a constant.
(C2) \( h(\cdot) \) is Lipschitz continuous with Lipschitz constant \( L_h \).
(C3) \( \Psi' \) satisfies

\[
|\Psi'(s_1) - \Psi'(s_2)| \leq k_3 (1 + |s_1|^4 + |s_2|^4)|s_1 - s_2|,
\]

for some positive constant \( k_3 \) and for all \( s_1, s_2 \in \mathbb{R} \).

**Theorem 2.4** (Continuous dependence). Under Assumption 2, for any two weak solution triplets \( \{\varphi_i, \mu_i, \sigma_i\}_{i=1, 2} \) to (1) satisfying

\[
\varphi_i \in (-1 + L^\infty(0, T; H^1_0)) \cap L^2(0, T; H^3) \cap H^1(0, T; H^{-1}), \\
\mu_i \in \mu_{0, i} + L^2(0, T; H^1_0), \\
\sigma_i \in (\sigma_{0, i} + L^2(0, T; H^1_0)) \cap L^\infty(0, T; L^2) \cap H^1(0, T; H^{-1}),
\]

for all \( i \in \{1, 2\} \), there exists a constant \( C > 0 \) such that

\[
||\varphi_2 - \varphi_1||_{L^\infty(0, T; L^2)} + ||\mu_2 - \mu_1||_{L^2(0, T; H^1)} + ||\sigma_2 - \sigma_1||_{L^\infty(0, T; L^2)} \leq C (||\varphi_2 - \varphi_1||_{L^\infty(0, T; L^2)} + ||\mu_2 - \mu_1||_{L^2(0, T; H^1)} + ||\sigma_2 - \sigma_1||_{L^\infty(0, T; L^2)}).
\]

This completes the proof of Theorem 2.4.
with $\mu_{\infty,i}, \sigma_{\infty,i}$ satisfying (15), \( \varphi_i(0) = \varphi_{i,0} \in H^1 \) and \( \sigma_i(0) = \sigma_{i,0} \in L^2 \) for \( i = 1, 2 \), there exists a positive constant \( C \), depending on \( T, \gamma, \varepsilon, D_0, \eta, \chi, \lambda_p, \lambda_a, \lambda_c, k_3 \), \( \| \varphi_i \|_{L^2(0,T;H^1)}, \| \varphi_i \|_{L^\infty(0,T;L^2)}, L_h, \Omega, \) and \( h_0 \) such that

\[
\sup_{t \in (0,T]} \left( \| \varphi_1(t) - \varphi_2(t) \|^2_{L^2} + C \| \sigma_1(t) - \sigma_2(t) \|^2_{L^2} \right)
+ \| \mu_1 - \mu_2 \|^2_{L^2(0,T;L^2)} + \| \sigma_1 - \sigma_2 \|^2_{L^2(0,T;H^1)} + \| \varphi_1 - \varphi_2 \|^2_{L^2(0,T;H^1)}
\leq C \left( \| \varphi_{1,0} - \varphi_{2,0} \|^2_{L^2} + \| \mu_{\infty,1} - \mu_{\infty,2} \|^2_{L^2(0,T;H^1)} + \| \sigma_{\infty,1} - \sigma_{\infty,2} \|^2_{L^2(0,T;H^1)} \right)
+ C \kappa \left( \| \sigma_{\infty,1} - \sigma_{\infty,2} \|^2_{L^\infty(0,T;L^2)} + \| \sigma_{1,0} - \sigma_{2,0} \|^2_{L^2} \right)
+ C \kappa^2 \| \delta_t(\sigma_{\infty,1} - \sigma_{\infty,2}) \|^2_{L^2(0,T;L^2)}.
\]

Here, we point out that the constant \( C \) does not depend on \( \kappa \), and Theorem 2.4 provides continuous dependence for the chemical potential \( \mu \) in \( L^2(0,T;L^2) \) and for the order parameter \( \varphi \) in \( L^\infty(0,T;H^1) \). This is in contrast to the classical continuous dependence for \( \varphi \) in \( L^\infty(0,T;H^{-1}) \) one expects for the Cahn–Hilliard equation, compare [10, Thm. 2] and Theorem 2.10 below.

Before we give the result concerning the quasi-static limit \( \kappa \to 0 \), we introduce the definition of weak solutions to (2).

**Definition 2.5.** We call a triplet of functions \( (\varphi_*, \mu_*, \sigma_*) \) a weak solution to (2) if \( \varphi_* \in (-1 + L^\infty(0,T;H^1_0)) \cap H^1(0,T;H^{-1}) \), \( \mu_* \in \mu_{\infty} + L^2(0,T;H^1_0) \), \( \sigma_* \in \sigma_{\infty} + L^2(0,T;H^1_0) \), such that \( \varphi_*(0) = \varphi_0 \), and satisfies for all \( \zeta, \lambda, \xi \in H^1_0 \) and for a.e. \( t \in (0,T) \),

\[
0 = \langle \partial_t \varphi_*, \zeta \rangle + \int_{\Omega} \nabla \mu_* \cdot \nabla \zeta - (\lambda_p \sigma_* - \lambda_a) h(\varphi_*) \zeta \, dx,
0 = \int_{\Omega} \mu_* \lambda - \frac{\gamma}{\varepsilon} \Psi(\varphi_*) \lambda - \gamma \varepsilon \nabla \varphi_* \cdot \nabla \lambda + \chi \sigma_* \lambda \, dx,
0 = \int_{\Omega} D(\varphi_*) (\nabla \sigma_* - \eta \nabla \varphi_*) \cdot \nabla \xi + \lambda_c \sigma_* h(\varphi_*) \xi \, dx.
\]

**Theorem 2.6 (Quasi-static limit).** For each \( \kappa \in (0,1] \), let \( (\varphi^\kappa, \mu^\kappa, \sigma^\kappa) \) denote a weak solution triplet to (1) with initial conditions \( \varphi_0 \) and \( \sigma_0 \) satisfying (14). Then, as \( \kappa \to 0 \), we have

\[
\varphi^\kappa \to \varphi_* \quad \text{weakly-* in } L^\infty(0,T;H^1) \cap H^1(0,T;H^{-1}),
\sigma^\kappa \to \sigma_* \quad \text{weakly in } L^2(0,T;H^1),
\partial_t(\kappa \sigma^\kappa) \to 0 \quad \text{weakly in } L^2(0,T;H^{-1}),
\mu^\kappa \to \mu_* \quad \text{weakly in } L^2(0,T;H^1),
\]

such that \( (\varphi_*, \mu_*, \sigma_*) \) is a weak solution triplet to (2) in the sense of Definition 2.5. Furthermore the assertions of Theorem 2.3 also hold for \( \varphi_* \), and if in addition \( \sigma_{\infty} \in L^\infty(0,T;H^1) \) holds, then we have \( \sigma_* \in L^\infty(0,T;H^1) \).

**Theorem 2.7 (Continuous dependence).** Under Assumption 2, for any two weak solution triplets \( \{ \varphi_i, \mu_i, \sigma_i \}_{i=1,2} \) to (2) satisfying

\[
\varphi_i \in (-1 + L^\infty(0,T;H^1_0)) \cap L^2(0,T;H^3) \cap H^1(0,T;H^{-1}),
\]


\[ \mu_i \in \mu_{\infty, i} + L^2(0, T; H^1_0), \]
\[ \sigma_i \in (\sigma_{\infty, i} + L^2(0, T; H^1_0)) \cap L^\infty(0, T; L^2), \]
with \( \mu_{\infty, i}, \sigma_{\infty, i} \) satisfying (15) and \( \varphi_i(0) = \varphi_{i, 0} \in H^1 \) for \( i = 1, 2 \), there exists a positive constant \( C \), depending on \( T, \gamma, \varepsilon, \xi, D_0, \eta, \lambda_p, \lambda_\alpha, \lambda_c, k_3, \| \varphi_i \|_{L^2(0, T; H^2)} \), \( \| \varphi_i \|_{L^\infty(0, T; H^1)} \), \( \| \sigma_i \|_{L^\infty(0, T; L^2)} \), \( \Lambda_0, \Omega, \) and \( h_\infty \) such that
\[ \sup_{t \in [0, T]} \| \varphi_1(t) - \varphi_2(t) \|_{L^2}^2 + \| \mu_1 - \mu_2 \|_{L^2(0, T; L^2)}^2 + \| \varphi_1 - \varphi_2 \|_{L^2(0, T; H^1)}^2 \]
\[ \leq C \left( \| \varphi_{i, 0} - \varphi_{2, 0} \|_{L^2}^2 + \| \sigma_{i, 1} - \sigma_{2, 1} \|_{L^2(0, T; H^1)}^2 + \| \sigma_{i, 2} - \sigma_{2, 2} \|_{L^2(0, T; H^1)}^2. \right) \]

By Theorem 2.6, the condition \( \sigma_i \in L^\infty(0, T; L^2) \) is fulfilled if, for instance, \( \sigma_{\infty, i} \in L^\infty(0, T; H^1) \).

2.2. Singular potentials.

**Definition 2.8.** We call a quadruple of functions \((\varphi, \mu, \sigma, \psi)\) a weak solution to (7) if
\[ \varphi \in (-1 + L^\infty(0, T; H^1_0)) \cap H^1(0, T; H^{-1}), \]
\[ \mu \in \mu_{\infty} + L^2(0, T; H^1_0), \]
\[ \sigma \in (\sigma_{\infty} + L^2(0, T; H^1_0)) \cap H^1(0, T; H^{-1}), \]
\[ \psi \in L^2(0, T; L^2) \] with \( \varphi \in \mathcal{D}(\beta), \psi \in \beta(\varphi) \) a.e. in \( \Omega \times (0, T) \), such that \( \varphi(0) = \varphi_0 \) and \( \sigma(0) = \sigma_0 \), and satisfies for all \( \zeta, \lambda, \xi \in H^1_0 \) and for a.e. \( t \in (0, T) \),
\[ 0 = \langle \partial_t \varphi, \zeta \rangle + \int_{\Omega} \nabla \mu \cdot \nabla \zeta - (\lambda_p \sigma - \lambda_\alpha) h(\varphi) \zeta \, dx, \quad (22a) \]
\[ 0 = \int_{\Omega} \mu \lambda - \frac{\gamma}{\varepsilon}(\psi + \Lambda(\varphi)) \lambda - \gamma \varepsilon \nabla \varphi \cdot \nabla \lambda + \chi \sigma \lambda \, dx, \quad (22b) \]
\[ 0 = \langle \kappa \delta \sigma, \xi \rangle + \int_{\Omega} D(\varphi)(\nabla \sigma - \eta \nabla \varphi) \cdot \nabla \xi + \lambda_c \sigma h(\varphi) \xi \, dx. \quad (22c) \]

**Assumption 3.** In addition to (A1), (A2), (15) and \( \sigma_0 \in L^2 \), we assume that \( \Psi \) is of the form (5) with

(S1) \( \hat{\beta} : \mathbb{R} \to [0, \infty] \) is a convex, proper, lower semicontinuous function with \( \hat{\beta}(0) = 0 \) and \( -1 \in \mathcal{D}(\hat{\beta}) \).

(S2) \( \Lambda \in C^{1,1}(\mathbb{R}) \) is non-negative with \( \| \Lambda'' \|_{L^\infty(\mathbb{R})} < \infty \).

(S3) \( \varphi_0 \in H^1 \) satisfies \( \hat{\beta}(\varphi_0) \in L^1 \).

Note that from the definition (6), the condition \( \hat{\beta}(0) = 0 \) and non-negativity of \( \hat{\beta} \) imply that \( 0 \in \beta(0) \). Meanwhile, the condition \( -1 \in \mathcal{D}(\hat{\beta}) \) is motivated from the boundary condition for \( \varphi \) and in particular this implies that \( \beta(-1) \neq 0 \) and \( |\beta'(0)| < \infty \). This is required to obtain estimates on the selection \( \psi \) in \( L^2(0, T; L^2) \), and while this condition is satisfied for the double-obstacle potential (8), unfortunately it does not hold for the classical logarithmic potential
\[ \hat{\beta}_{\log}(y) = (1 - y) \log(1 - y) + (1 + y) \log(1 + y), \quad \Lambda_{\log}(y) = \theta(1 - y^2) \] for \( \theta > 0 \),
whose subdifferential $\beta_{\log}$ has an effective domain $D(\beta_{\log}) = (-1, 1)$. Thus, our current setting does not extend to the logarithmic potential, but this can be remedied if we impose that the more general boundary condition $\varphi_{\infty}$ for $\varphi$ lies in $D(\beta)$.

**Theorem 2.9** (Existence of regular weak solutions and energy inequality). Let $\Gamma$ be a $C^3$-boundary. Suppose that Assumption 3 is satisfied. Then, there exists a weak solution $(\varphi, \mu, \sigma, \psi)$ to (7) in the sense of Definition 2.8 with the additional regularities

$$\varphi \in L^2(0,T; H^2), \quad \sigma \in L^\infty(0,T; L^2).$$

Furthermore, it holds that

$$\sup_{s \in (0,T)} \left( \int_\Omega \beta(\varphi(s)) + \Lambda(\varphi(s)) \, dx + \|\varphi(s)\|_{H^1}^2 + \kappa \|\sigma(s)\|_{L^2}^2 \right)$$

$$+ \|\mu\|_{L^2(0,T; H^1)}^2 + \|\sigma\|_{L^2(0,T; H^2)}^2$$

$$\leq C \left( 1 + \kappa \|\sigma_0 - \sigma_{\infty}(0)\|_{L^2}^2 + \kappa \|\partial_t \sigma_{\infty}\|_{L^2(0,T; L^2)}^2 + \kappa \|\sigma_{\infty}\|_{L^\infty(0,T; L^2)}^2 \right),$$

for some positive constant $C$ independent of $\kappa$, $\varphi$, $\mu$, $\sigma$ and $\psi$.

We point out that we are only able to show $H^2$-regularity for $\varphi$, in contrast with the $H^3$-regularity for the regular potentials. This is due to the fact that the $H^3$-regularity estimate is not independent of the Yosida parameter. Before we state the result on continuous dependence, we introduce the inverse Dirichlet-Laplacian operator $N : H^{-1} \rightarrow H^1_0$, $f \mapsto N(f)$, via

$$\int_{\Omega} \nabla N(f) \cdot \nabla u \, dx = \langle f, u \rangle \quad \forall u \in H^1_0.$$  

That is, $N(f)$ is the unique solution to the Dirichlet-Laplacian problem with right-hand side $f$. Note that

$$\langle f, N(g) \rangle = \int_{\Omega} \nabla N(f) \cdot \nabla N(g) \, dx = \langle g, N(f) \rangle \quad \forall f, g \in H^{-1},$$

and we can define a norm on $H^{-1}$ as

$$\|f\|_* := \|\nabla N(f)\|_{L^2} = |N(f)|_{H^1_0} = \sqrt{\langle f, N(f) \rangle},$$

which satisfies for $g \in H^1_0$,

$$\|g\|_{L^2}^2 = \int_{\Omega} \nabla N(g) \cdot \nabla g \, dx \leq \|\nabla N(g)\|_{L^2} \|\nabla g\|_{L^2} = \|g\|_* \|\nabla g\|_{L^2}. $$

Moreover, we obtain from (24) the relation

$$\frac{1}{2} \frac{d}{dt} \|f(t)\|_*^2 = \frac{1}{2} \frac{d}{dt} \|\nabla N(f(t))\|_{L^2}^2 = \langle \partial_t f(t), N(f(t)) \rangle$$

for $f \in H^1(0,T; H^{-1})$ and a.e. $t \in (0,T)$. This follows from the fact that $\partial_t f \in L^2(0,T; H^{-1})$ and thus $N(\partial_t f)$ is well-defined and satisfies

$$\int_{\Omega} \nabla N(\partial_t f) \cdot \nabla u \, dx = \langle \partial_t f, u \rangle \quad \forall u \in H^1_0.$$
Multiplying the above equality with \( \zeta \in C_c^\infty(0,T) \) and integrating in time, we obtain the following chain of equalities (here \((\cdot, \cdot)\) denotes the \(L^2\)-scalar product)

\[
\int_0^T \zeta (\nabla N(\partial_t f), \nabla u) \, dt = \left( \int_0^T \partial_t f \zeta \, dt, u \right) = - \left( \int_0^T f \zeta' \, dt, u \right)
\]

As \( u \in H_0^1 \) and \( \zeta \in C_c^\infty(0,T) \) are arbitrary, we find that \( \partial_t (\nabla N(f)) = \nabla N(\partial_t f) \) in the weak sense.

Thus

\[
\frac{1}{2} \frac{d}{dt} \| \nabla N(f) \|^2_{L^2} = (\partial_t (\nabla N(f)), \nabla N(f)) = (\partial_t f, N(f)).
\]

**Theorem 2.10** (Partial continuous dependence and full uniqueness). Under \( (C1) \) and \( (C2) \) of Assumption 2, for any two weak solution quadruples \( \{\varphi_i, \mu_i, \sigma_i, \psi_i\}_{i=1,2} \) to \( (7) \) obtained from Theorem 2.9 with boundary conditions \( \mu_{\infty,1} = \mu_{\infty,2} \), \{\( \sigma_{\infty,i} \)\}_{i=1,2} satisfying (15) and initial conditions \( \varphi_i(0) = \varphi_{i,0} \in H^1 \) and \( \sigma_i(0) = \sigma_{i,0} \in L^2 \) for \( i = 1,2 \), there exists a positive constant \( C \), depending on \( T, \gamma, \varepsilon, \chi, D_0, \eta, \lambda_p, \lambda_a, \lambda_c, \|\sigma_1\|_{L^\infty(0,T;L^2)}, \Lambda_k, \Omega, \|\Lambda''\|_{L^\infty(\mathbb{R})}, \) and \( h_\infty \) such that

\[
\sup_{t \in [0,T]} \left( \|\varphi_1(t) - \varphi_2(t)\|^2 + \kappa \|\sigma_1(t) - \sigma_2(t)\|^2 \right) + \|\sigma_1 - \sigma_2\|^2_{L^2(0,T;H^1)} + \|\varphi_1 - \varphi_2\|^2_{L^2(0,T;H^1)} \leq C \left( \|\varphi_{1,0} - \varphi_{2,0}\|^2 + \|\sigma_{\infty,1} - \sigma_{\infty,2}\|^2_{L^2(0,T;H^1)} + \kappa^2 \|\sigma_{\infty,1} - \sigma_{\infty,2}\|^2_{H^1(0,T;L^2)} \right)
\]

\[
+ C \kappa \left( \|\sigma_{\infty,1} - \sigma_{\infty,2}\|^2_{L^\infty(0,T;L^2)} + \|\sigma_{1,0} - \sigma_{2,0}\|^2 \right).
\]

In particular, if \( \sigma_{\infty,1} = \sigma_{\infty,2}, \varphi_{1,0} = \varphi_{2,0} \) and \( \sigma_{1,0} = \sigma_{2,0} \) hold, then we have \( \varphi_1 = \varphi_2, \mu_1 = \mu_2, \sigma_1 = \sigma_2 \) and \( \psi_1 = \psi_2 \).

We note that continuous dependence on the initial and boundary data can only be shown for \( \varphi \) and \( \sigma \). In particular, we do not have control over the differences \( \mu_1 - \mu_2 \) and \( \psi_1 - \psi_2 \). In the proof we have to apply the inverse Dirichlet-Laplacian operator (24) and thus it is necessary that \( \mu_{\infty,1} = \mu_{\infty,2} \). Partial continuous dependence are often observed in the case \( \beta \) is multivalued (see for instance [16, Remark 2.3] and [17, Remark 3.1]).

In the same spirit as Theorem 2.6, we will pass to the limit \( \kappa \to 0 \) in (7) to deduce the existence of weak solutions for the quasi-static model of (7) with \( \kappa = 0 \).

**Theorem 2.11** (Quasi-static limit with singular potentials).

- **(Existence)** For each \( \kappa \in (0,1] \), let \( (\varphi^\kappa, \mu^\kappa, \sigma^\kappa, \psi^\kappa) \) denote a weak solution to (7) obtained from Theorem 2.9 with initial conditions \( \sigma_0 \in L^2, \varphi_0 \in H^1 \) such that \( \tilde{\beta}(\varphi_0) \in L^1 \). Then, as \( \kappa \to 0 \), we have

\[
\varphi^\kappa \to \varphi \quad \text{weakly-* in } L^\infty(0,T;H^1) \cap H^1(0,T;H^{-1}) \cap L^2(0,T;H^2),
\]
\[
\sigma^\kappa \to \sigma \quad \text{weakly in } L^2(0,T;H^1),
\]
\[
\partial_t (\kappa \sigma^\kappa) \to 0 \quad \text{weakly in } L^2(0,T;H^{-1}),
\]
\[
\mu^\kappa \to \mu \quad \text{weakly in } L^2(0,T;H^1),
\]
\[
\psi^\kappa \to \psi \quad \text{weakly in } L^2(0,T;L^2),
\]

such that \( (\varphi, \mu, \sigma, \psi) \) satisfies (22) with \( \kappa = 0 \).
3. Regular potentials

3.1. Galerkin approximation. We prove Theorem 2.2 via a Galerkin procedure, assuming first that \( \varphi_0 + 1 \in H^2 \cap H_0^1 \). The general case \( \varphi_0 \in H^1 \) with \( \Psi(\varphi_0) \in L^1 \) can be handled by means of a density argument, see for example [7, Remark 2], as by (A3) \( \Psi \) is a quadratic perturbation of a convex function. Let us consider \( \{w_j\}_{j \in \mathbb{N}} \) as the set of eigenfunctions of the Dirichlet-Laplacian which are chosen such that they form an orthonormal basis of \( L^2 \) and an orthogonal basis of \( H_0^1 \). Furthermore, as \( \Gamma \) is \( C^2 \), elliptic regularity yields that \( w_j \in H^2 \cap H_0^1 \) for all \( j \in \mathbb{N} \). Let \( W_k = \text{span}\{w_1, \ldots, w_k\} \subset H_0^1 \) denote the finite dimensional subspace spanned by the first \( k \) eigenfunctions. We introduce the Galerkin ansatz

\[
\varphi_k := -1 + \sum_{i=1}^k \alpha_i^k w_i, \quad \mu_k := \mu_\infty + \sum_{i=1}^k \beta_i^k w_i, \quad \sigma_k := \sigma_\infty + \sum_{i=1}^k \tau_i^k w_i,
\]

and we require that \( \varphi_k, \mu_k \) and \( \sigma_k \) satisfy

\[
0 = \int_\Omega \partial_t \varphi_k w_j + \nabla \mu_k \cdot \nabla w_j - (\lambda_p \sigma_k - \lambda_a) h(\varphi_k) w_j \, dx, \quad (28a)
\]

\[
0 = \int_\Omega \mu_k w_j - \frac{\gamma}{\varepsilon} \Psi'(\varphi_k) w_j - \gamma \varepsilon \nabla \varphi_k \cdot \nabla w_j + \chi \sigma_k w_j \, dx, \quad (28b)
\]

\[
0 = \int_\Omega \kappa \partial_t \sigma_k w_j + D(\varphi_k) (\nabla \sigma_k - \eta \nabla \varphi_k) \cdot \nabla w_j + \lambda_c \sigma_k h(\varphi_k) w_j \, dx, \quad (28c)
\]

for all \( 1 \leq j \leq k \). For convenience we introduce the following matrices

\[
(M)_{ij} := \int_\Omega w_i w_j \, dx = \delta_{ij}, \quad (S)_{ij} := \int_\Omega \nabla w_i \cdot \nabla w_j \, dx,
\]

\[
(M_h)_{ij} := \int_\Omega h(\varphi_k) w_i w_j \, dx, \quad (S_D)_{ij} := \int_\Omega D(\varphi_k) \nabla w_i \cdot \nabla w_j \, dx,
\]

where \( \delta_{ij} \) is the Kronecker delta. Note that \( M \) is the identity matrix precisely due to the orthonormality of \( \{w_j\}_{j \in \mathbb{N}} \) in \( L^2 \). Furthermore, we use the notation

\[
\alpha^k := (\alpha_i^k)_{1 \leq i \leq k}, \quad \beta^k := (\beta_i^k)_{1 \leq i \leq k}, \quad \tau^k := (\tau_i^k)_{1 \leq i \leq k},
\]
and

\[ \psi^k := \left( \int_\Omega \Psi'(\varphi_k) w_j \, dx \right)_{1 \leq j \leq k}, \quad h^k := \left( \int_\Omega h(\varphi_k) w_j \, dx \right)_{1 \leq j \leq k}, \]

\[ s_\mu := \left( \int_\Omega \nabla \mu_\infty \cdot \nabla w_j \, dx \right)_{1 \leq j \leq k}, \quad m_\mu := \left( \int_\Omega \mu_\infty w_j \, dx \right)_{1 \leq j \leq k}, \]

\[ m_\sigma := \left( \int_\Omega \sigma_\infty w_j \, dx \right)_{1 \leq j \leq k}, \quad m_{h,\sigma}^k := \left( \int_\Omega h(\varphi_k) \sigma_\infty w_j \, dx \right)_{1 \leq j \leq k}, \]

\[ m_{\partial,\sigma} := \left( \int_\Omega \partial_\sigma \sigma_\infty w_j \, dx \right)_{1 \leq j \leq k}, \quad s_{D,\sigma}^k := \left( \int_\Omega D(\varphi_k) \nabla \sigma_\infty \cdot \nabla w_j \, dx \right)_{1 \leq j \leq k}, \]

so that when we substitute the Galerkin ansatz into (28), we obtain the following nonlinear initial value problem in vector form

\[ \frac{d}{dt} \alpha^k = -S\beta^k + \lambda_p M_h \tau^k - \lambda_\mu h^k - s_\mu + \lambda_p m_{h,\sigma}^k, \tag{29a} \]

\[ 0 = \beta^k - \frac{\gamma}{\varepsilon} \psi^k - \gamma \varepsilon S\alpha^k + \chi \tau^k + m_\mu + \chi m_\sigma, \tag{29b} \]

\[ \kappa \frac{d}{dt} \tau^k = -S_D(\tau^k - \eta \alpha^k) - \lambda_c M_h \tau^k - s_{D,\sigma}^k - \lambda_c m_{h,\sigma}^k - \kappa m_{\partial,\sigma}, \tag{29c} \]

with initial data

\[ \alpha^k(0) = \left( \int_\Omega (\varphi_0 + 1) w_j \, dx \right)_{1 \leq j \leq k}, \quad \tau^k(0) = \left( \int_\Omega (\sigma_0 - \sigma_\infty) w_j \, dx \right)_{1 \leq j \leq k}, \]

and we define \( \varphi_k(0) := -1 + \sum_{i=1}^k (\alpha^k(0))_i w_i, \sigma_k(0) := \sigma_\infty + \sum_{i=1}^k (\tau^k(0))_i w_i. \)

Note that \( \psi^k, h^k, m_{h,\sigma}^k, s_{D,\sigma}^k, M_h \) and \( S_D \) depend nonlinearly on the solution. We can also express (29) as an initial value problem just in terms of \( \alpha^k \) and \( \tau^k \) by substituting (29b) into (29a). Moreover, by the continuity of \( \Psi(\cdot), h(\cdot) \) and \( D(\cdot) \), we observe that the right-hand side of (29a) and (29c) depends continuously on \( \alpha^k \) and \( \tau^k \). Thus, by the Cauchy–Peano theorem we infer the existence of local solutions \( \alpha^k, \beta^k, \tau^k \in (C^1([0,t_k]))^k \) defined on a time interval \([0,t_k]\) for each \( k \in \mathbb{N} \).

Next, we derive some a priori estimates to deduce that \( \alpha^k, \beta^k \) and \( \tau^k \) can be extended to the interval \([0,T]\) and to allow us to pass to the limit. In the following, the various constants \( C \) may vary from line to line, but they do not depend on \( k \) or on \( \kappa. \)

### 3.1.1. A priori estimates.

We define a new variable

\[ \omega_k := \sigma_k - \sigma_\infty, \]

and then multiple (28a) with \( \beta_\alpha^k + \chi \tau_\alpha^k \), (28b) with \( \frac{d}{dt} \alpha_\alpha^k \) and (28c) with \( \chi \tau_\alpha^k \) for some positive constant \( \chi \) yet to be determined. Sum from \( i = 1 \) to \( k \), and summing the three equations, integrating in time from 0 to \( s \in (0,T] \) leads to

\[
\int_\Omega \left[ \frac{\varepsilon}{2} \Psi'(\varphi_k) + \frac{\gamma}{2} \nabla \varphi_k^2 + \chi \frac{K}{2} |\omega_k|^2 \right](s) \, dx \\
+ \| \nabla \mu_k \|_{L^2(0,s;L^2)}^2 + \chi D_0 \| \nabla \omega_k \|_{L^2(0,s;L^2)}^2 + \lambda_\varepsilon \int_0^s \int_\Omega h(\varphi_k) |\omega_k|^2 \, dx \, dt
\]
By Hölder’s inequality, we have
\[
\begin{align*}
\int_0^t \phi_k(s) (\mu_\infty + \chi \sigma_\infty(s)) - \phi_k(0) (\mu_\infty + \chi \sigma_\infty) \, ds \\
- \int_0^t \int_0^1 \phi_k \partial_t (\mu_\infty + \chi \sigma_\infty) \, ds \, dt \\
+ \int_0^t \int_0^1 -\chi \nabla \mu_k \cdot \nabla \omega_k + \nabla \mu_k \cdot \nabla \mu_\infty \, ds \, dt \\
+ \int_0^t \int_0^1 h(\phi_k) (\lambda_h \sigma_k - \lambda_{\omega}) (\mu_k - \mu_\infty + \chi \omega_k) \, ds \, dt \\
+ \chi \int_0^t \int_0^1 D(\phi_k) \eta \nabla \phi_k \cdot \nabla \omega_k - \kappa \partial_t \sigma_\infty \omega_k \, ds \, dt \\
- \chi \int_0^t \int_0^1 D(\phi_k) \nabla \sigma_\infty \cdot \nabla \omega_k + \lambda_h (\phi_k) \sigma_\infty \omega_k \, ds \, dt \\
+ \int_0^t \left[ \frac{2\varepsilon}{\gamma} \Psi(\phi_k) + \frac{\gamma \varepsilon}{2} |\nabla \phi_k|^2 + \chi \frac{\varepsilon}{2} |\sigma_k - \sigma_\infty|^2 \right] (0) \, ds \\
= I_{1a} + I_{1b} + I_{2a} + I_{2b} + \chi (I_{3a} + I_{3b}) + I_4.
\end{align*}
\]
Choosing where we have used leads to

\[ (33) \]

Then, substituting (31), (32), (33) and (35) into (30) leads to

\[ (35) \]

where we have used

\[ (34) \]

Similarly,

\[ (35) \]

Then, substituting (31), (32), (33) and (35) into (30) leads to

\[ \int_\Omega \left[ \frac{\partial}{\partial t} \Psi(\varphi_k) + \frac{\gamma \varphi_k}{4} |\nabla \varphi_k|^2 + \mathcal{X} \frac{D_0}{2} |\varphi_k|^2 \right] (s) \, dx + \frac{1}{2} |\nabla \mu_k|^2 \leq \left( C_p^2 + \mathcal{X} \frac{2D_0^2 \eta^2}{D_0} \right) \int_0^s |\nabla \varphi_k|^2 \, dt + C \left( 1 + \kappa |\sigma_0 - \sigma_\infty(0)|^2 + \kappa^2 \|\partial_t \sigma_\infty\|^2_{L^2(0,T;L^2)} \right). \]

Choosing

\[ \mathcal{X} = \frac{4}{D_0} \left( 2\chi^2(1 + C_p^2) + 2C_p^2 h_\infty \lambda_p^2(4C_p^2 + 1) \right), \]

and applying the Gronwall inequality (12) with

\[ u(s) := \frac{\gamma_\varepsilon}{4} |\Psi(\varphi_k)|_{L^1} + \frac{\gamma_\varepsilon}{4} |\nabla \varphi_k|^2 + \mathcal{X} \frac{D_0}{2} |\varphi_k|^2, \]

\[ v(t) := \frac{1}{2} |\nabla \mu_k|^2 + \mathcal{X} \frac{D_0}{2} |\nabla \omega_k|^2, \]

\[ \alpha(s) = \alpha := C \left( 1 + \kappa |\sigma_0 - \sigma_\infty(0)|^2 + \kappa^2 \|\partial_t \sigma_\infty\|^2_{L^2(0,T;L^2)} \right) \quad \forall s \in (0,T], \]

\[ \beta(t) = \beta := \frac{4}{\gamma_\varepsilon} \left( C_p^2 + \mathcal{X} \frac{2D_0^2 \eta^2}{D_0} \right) \quad \forall t \in (0,T], \]

leads to

\[ \sup_{s \in (0,T]} \left( |\Psi(\varphi_k(s))|_{L^1} + |\nabla \varphi_k|^2 + \kappa |\omega_k|^2 \right) + |\nabla \mu_k|^2_{L^2(0,T;L^2)} + |\nabla \omega_k|^2_{L^2(0,T;L^2)} \leq C \left( 1 + \kappa |\sigma_0 - \sigma_\infty(0)|^2 + \kappa^2 \|\partial_t \sigma_\infty\|^2_{L^2(0,T;L^2)} \right). \]
for some positive constant $C$ independent of $k$ and $\kappa$. Then, by the Poincaré inequality, (34) and (15), we find that
\begin{equation}
\sup_{s \in (0,T)} (\|\Psi(\varphi_k(s))\|_{L^1} + \|\varphi_k(s)\|_{H^1} + \kappa\|\sigma_k(s)\|_{L^2})
\end{equation}
\begin{equation*}
+ \|\mu_k\|_{L^2(0,T;H^1)}^2 + \|\sigma_k\|_{L^2(0,T;H^1)}^2
\end{equation*}
\begin{equation}
\leq C \left(1 + \kappa\|\sigma_0 - \sigma_\infty(0)\|_{L^2}^2 + \kappa^2\|\partial_t \sigma_\infty\|_{L^2(0,T;L^2)}^2 + \kappa\|\sigma_\infty\|_{L^\infty(0,T;L^2)}^2\right),
\end{equation}
for some positive constant $C$ independent of $k$ and $\kappa$. This a priori estimate in turn guarantees that the solution $\{\varphi_k, \mu_k, \sigma_k\}$ to (29) exists on the interval $[0,T]$, and thus $t_k = T$ for each $k \in \mathbb{N}$.

We now provide some a priori estimates on the time derivatives. From (28a) and (28c), we have that
\begin{equation}
\|\partial_t \varphi_k\|_{L^2(0,T;H^{-1})} \leq \|\nabla \mu_k\|_{L^2(0,T;L^2)} + C \left(1 + \|\sigma_k\|_{L^2(0,T;L^2)}\right),
\end{equation}
\begin{equation*}
\kappa\|\partial_t \sigma_k\|_{L^2(0,T;H^{-1})} \leq C \left(\|\sigma_k\|_{L^2(0,T;H^1)} + \|\nabla \varphi_k\|_{L^2(0,T;L^2)}\right),
\end{equation*}
and so by (36),
\begin{equation}
\|\partial_t \varphi_k\|_{L^2(0,T;H^{-1})} + \kappa\|\partial_t \sigma_k\|_{L^2(0,T;H^{-1})}
\leq C \left(1 + \kappa\|\sigma_0 - \sigma_\infty(0)\|_{L^2}^2 + \kappa^2\|\partial_t \sigma_\infty\|_{L^2(0,T;L^2)}^2 + \kappa\|\sigma_\infty\|_{L^\infty(0,T;L^2)}^2\right),
\end{equation}
for some positive constant $C$ independent of $k$ and $\kappa$.

3.1.2. Passing to the limit. From (36) and (37) we find that
\begin{align*}
\{\varphi_k\}_{k \in \mathbb{N}} & \text{ is bounded in } L^\infty(0,T;H^1) \cap H^1(0,T;H^{-1}), \\
\{\sigma_k\}_{k \in \mathbb{N}} & \text{ is bounded in } L^\infty(0,T;L^2) \cap L^2(0,T;H^1) \cap H^1(0,T;H^{-1}), \\
\{\mu_k\}_{k \in \mathbb{N}} & \text{ is bounded in } L^2(0,T;H^1),
\end{align*}
and by the standard compactness results we obtain for a non-relabeled subsequence the following convergences
\begin{align*}
\varphi_k & \rightharpoonup \varphi \quad \text{ weakly-* in } L^\infty(0,T;H^1) \cap H^1(0,T;H^{-1}), \\
\varphi_k & \rightarrow \varphi \quad \text{ strongly in } C^0([0,T];H^r) \cap L^2(0,T;L^m) \text{ and a.e. in } \Omega \times (0,T), \\
\sigma_k & \rightharpoonup \sigma \quad \text{ weakly-* in } L^2(0,T;H^1) \cap L^\infty(0,T;L^2) \cap H^1(0,T;H^{-1}), \\
\sigma_k & \rightarrow \sigma \quad \text{ strongly in } L^2(0,T;L^m) \text{ and a.e. in } \Omega \times (0,T), \\
\mu_k & \rightharpoonup \mu \quad \text{ weakly in } L^2(0,T;H^1),
\end{align*}
for $0 \leq r < 1$ and $m \in [1,6)$.

Fix $j$ and consider $\delta(t) \in C^\infty_c(0,T)$. Then, $\delta(t)w_j \in L^2(0,T;H^2 \cap H^1_0)$. We multiply (28) with $\delta(t)$ and integrate in time from $0$ to $T$, leading to
\begin{equation}
0 = \int_0^T \int_\Omega \delta(t) \left(\partial_t \varphi_k w_j + \nabla \mu_k \cdot \nabla w_j - (\lambda_\rho \sigma_k - \lambda_\alpha)h(\varphi_k)w_j\right) \ dx \ dt,
\end{equation}
\begin{equation}
0 = \int_0^T \int_\Omega \delta(t) \left(\mu_k w_j - \frac{\gamma}{\varepsilon} \Psi'(\varphi_k)w_j - \gamma \varepsilon \nabla \varphi_k \cdot \nabla w_j + \chi \sigma_k w_j\right) \ dx \ dt,
\end{equation}
\begin{equation}
0 = \int_0^T \int_\Omega \delta(t) \left(\kappa \partial_t \sigma_k w_j + D(\varphi_k)(\nabla \sigma_k - \eta \nabla \varphi_k) \cdot \nabla w_j + \lambda_\varepsilon \sigma_k h(\varphi_k)w_j\right) \ dx \ dt.
\end{equation}
By continuity of $h(\cdot)$, we see that $h(\varphi_k) \to h(\varphi)$ a.e. in $\Omega \times (0, T)$. Thanks to the fact that $h(\cdot)$ is bounded, applying Lebesgue dominated convergence theorem to $(h(\varphi_k) - h(\varphi))\delta w_j$ yields

$$ ||(h(\varphi_k) - h(\varphi))\delta w_j||_{L^2(0,T;L^2)} \to 0 \text{ as } k \to \infty. $$

Together with the weak convergence $\sigma_k \to \sigma$ in $L^2(0,T;L^2)$, we obtain by the product of weak-strong convergence

$$ \int_0^T \int_\Omega h(\varphi_k)\sigma_k\delta w_j \, dx \, dt \to \int_0^T \int_\Omega h(\varphi)\sigma\delta w_j \, dx \, dt \text{ as } k \to \infty. $$

The terms involving $D(\cdot)$ can be treated in a similar fashion. The remaining non-trivial part is to pass to the limit in the term involving $\Psi$. By (13) and (36), we have that $\{\Psi'(\varphi_k)\}_{k \in \mathbb{N}}$ is bounded uniformly in $L^\infty(0,T;L^s)$ for some $s \in (1,2]$. Thus, there exists a function $\xi \in L^\infty(0,T;L^s)$ such that

$$ \Psi'(\varphi_k) \to \xi \text{ weakly-* in } L^\infty(0,T;L^s). $$

By the continuity of $\Psi'$ and the a.e. convergence of $\varphi_k$ to $\varphi$, we have $\Psi'(\varphi_k) \to \Psi'(\varphi)$ a.e. in $\Omega \times (0, T)$. The uniqueness of a.e. and weak limits shows that $\xi = \Psi'(\varphi)$.

We now pass to the limit $k \to \infty$ in (38), and the application of the aforementioned convergence results leads to

$$ 0 = \int_0^T \delta(t) \left( (\partial_t \varphi, w_j) + \int_\Omega \nabla \mu \cdot \nabla w_j - (\lambda_\rho \sigma - \lambda_\alpha)h(\varphi)w_j \, dx \right) \, dt, $$

$$ 0 = \int_0^T \delta(t) \left( \int_\Omega \mu w_j - \frac{\zeta}{\varepsilon} \Psi'(\varphi)w_j - \gamma \varepsilon \nabla \varphi \cdot \nabla w_j + \chi \sigma w_j \, dx \right) \, dt, $$

$$ 0 = \int_0^T \delta(t) \left( (\kappa \partial_\eta \sigma, w_j) + \int_\Omega D(\varphi)(\nabla \sigma - \eta \nabla \varphi) \cdot \nabla w_j + \lambda_c \sigma h(\varphi)w_j \, dx \right) \, dt, $$

which holds for arbitrary $\delta(t) \in C_c^\infty(0,T)$. Hence, we have for a.e. $t \in (0, T)$,

$$ (\partial_t \varphi, w_j) = \int_\Omega -\nabla \mu \cdot \nabla w_j + (\lambda_\rho \sigma - \lambda_\alpha)h(\varphi)w_j \, dx, \quad (39a) $$

$$ \int_\Omega \mu w_j \, dx = \int_\Omega \frac{\zeta}{\varepsilon} \Psi'(\varphi)w_j + \gamma \varepsilon \nabla \varphi \cdot \nabla w_j - \chi \sigma w_j \, dx, \quad (39b) $$

$$ (\kappa \partial_\eta \sigma, w_j) = -\int_\Omega D(\varphi)(\nabla \sigma - \eta \nabla \varphi) \cdot \nabla w_j + \lambda_c \sigma h(\varphi)w_j \, dx. \quad (39c) $$

This holds for all $j \geq 1$, and as $\{w_j\}_{j \in \mathbb{N}}$ is a basis for $H^1_0$, we see that $\{\varphi, \mu, \sigma\}$ satisfy (16) for all $\zeta, \lambda, \xi \in H^3_0$. Moreover, from the strong convergence of $\varphi_k$ to $\varphi$ in $C^0([0,T];L^2)$, and the fact that $\varphi_k(0) \to \varphi_0$ in $L^2$ it holds that $\varphi(0) = \varphi_0$.

Meanwhile, by the continuous embedding

$$ L^2(0,T;H^1) \cap H^1(0,T;H^{-1}) \subset C^0([0,T];L^2), $$

and that $\sigma_k(0) \to \sigma_0$ in $L^2$, we have $\sigma(0) = \sigma_0$. This shows that $\{\varphi, \mu, \sigma\}$ is a weak solution of (1).

**Remark 1.** For the reader’s convenience, we outline an alternative argument for showing

$$ \int_0^T \int_\Omega \Psi'(\varphi_k)\delta w_j \, dx \, dt \to \int_0^T \int_\Omega \Psi'(\varphi)\delta w_j \, dx \, dt \text{ as } k \to \infty \quad (40) $$
and by the above compactness results, we have $\varphi \to \varphi$ strongly in $L^q(0,T;L^q)$ for $q < 6$, and by the above compactness results, we have $\varphi_k \to \varphi$ strongly in $L^q(0,T;L^q) \cong L^q(\Omega \times (0,T))$ for $q < 6$. For $p \in [1,5]$, let $q = \frac{2}{5}p < 6$. Then, by Hölder’s inequality,

$$\int_0^T \int_\Omega |\varphi_k - \varphi|^p \delta w_j \, dx \, dt \leq \|\varphi_k - \varphi\|_{L^p(0,T;L^q)} \|w_j\|_{L^q} \|\delta\|_{L^q(0,T)} \to 0 \text{ as } k \to \infty.$$  

Hence, $|\varphi_k - \varphi|^p \delta w_j \to 0$ strongly in $L^1(\Omega \times (0,T))$. A short computation shows that

- $|\varphi_k|^p \delta w_j \leq C(p)(|\varphi|^p + |\varphi_k - \varphi|^p) \delta w_j \in L^1(\Omega \times (0,T))$ for all $k$,
- $(|\varphi|^p + |\varphi_k - \varphi|^p) \delta w_j \to |\varphi|^p \delta w_j$ a.e in $\Omega \times (0,T)$ as $k \to \infty$,
- $\int_0^T \int_\Omega (|\varphi|^p + |\varphi_k - \varphi|^p) \delta w_j \, dx \, dt \to \int_0^T \int_\Omega |\varphi|^p \delta w_j \, dx \, dt$ as $k \to \infty$.

By the generalized Lebesgue dominated convergence theorem, we have

$$\int_0^T \int_\Omega (1 + |\varphi_k|^p) \delta w_j \, dx \, dt \to \int_0^T \int_\Omega (1 + |\varphi|^p) \delta w_j \, dx \, dt \text{ as } k \to \infty \text{ for } p \in [1,5].$$

Using that $\Psi'(\varphi_k) \to \Psi'(\varphi)$ a.e. in $\Omega \times (0,T)$ as $k \to \infty$, and

$$|\Psi'(\varphi_k)\delta w_j| \leq k_2(1 + |\varphi_k|^p) \delta w_j \in L^1(\Omega \times (0,T)) \forall k \in \mathbb{N} \text{ and } p \in [1,5),$$

and the generalized Lebesgue dominated convergence theorem again, we obtain (40).

### 3.2. Energy inequality.

By the a.e. convergence $\varphi_k \to \varphi$ in $\Omega \times (0,T)$, the non-negativity and continuity of $\Psi$, Fatou’s lemma and the estimate (36), we have that for a.e. $s \in (0,T]$,

$$\int_\Omega \Psi(\varphi(s)) \, dx \leq \liminf_{k \to \infty} \int_\Omega \Psi(\varphi_k(s)) \, dx \leq C \left(1 + \kappa \sigma_0 - \sigma_\infty(0) \|\sigma_\infty\|_{L^2}^2 + \kappa^2 \|\partial_t \sigma_\infty\|_{L^2(0,T;L^2)}^2 + \kappa \sigma_\infty \|\sigma_\infty\|_{L^2(0,T;L^2)}^2\right).$$

Taking the supremum in $s \in (0,T]$ in the above, and using the following convergences:

- $\varphi_k \to \varphi$ weakly-* in $L^\infty(0,T;H^1)$,
- $\sigma_k \to \sigma$ weakly-* in $L^2(0,T;H^1) \cap L^\infty(0,T;L^2)$,
- $\mu_k \to \mu$ weakly in $L^2(0,T;H^1)$,

along with the weak/weak-* lower semicontinuity of the Sobolev norms, we find that passing to the limit $k \to \infty$ in (36) leads to (17).

### 3.3. Further regularity.

Note that (16b) is the weak formulation of

$$-\gamma \varepsilon \Delta \varphi = \mu - \frac{\gamma}{\varepsilon} \Psi'(\varphi) + \chi \sigma \text{ in } \Omega,$$

$$\varphi = -1 \quad \text{ on } \Gamma.$$  

To prove the $L^2(0,T;W^{2,6})$-regularity assertion, it suffices to show that $\Psi'(\varphi)$ is bounded in $L^6$, as $\mu + \chi \sigma$ already belongs to $H^1 \subset L^6$. We define iteratively, a sequence of numbers $\{l_j\}_{j \in \mathbb{N}}$ by

$$l_1 \geq 1, \quad l_1 p \leq 6, \quad l_{j+1} = \frac{6l_j}{6 - (5 - p)l_j},$$  

(42)
where $p \in (1,5)$ is the exponent in (18). While $l_j$ and $l_{j+1}$ are positive and greater than 1, by the Gagliardo–Nirenberg inequality, it holds that
\[
\|f\|_{L^{2p}_{x,l_j+1}}^{2p} \leq C\|f\|_{L^2}^{2p-2} \Leftrightarrow \left(\frac{1}{l_j} - \frac{2}{6} \right) \frac{1}{p} + \frac{1}{6} - \frac{1}{6p}.
\]
Rearranging the equality on the right-hand side yields exactly the relation $l_{j+1} = \frac{6}{6-5p}$, and so
\[
L^2(0,T;W^{2,l_j}) \cap L^\infty(0,T;L^6) \subset L^{2p}(0,T;L^{l_{j+1}}).
\]
(43)

The bootstrapping procedure is as follows:

**First step.** By (18) and (42), we have
\[
\|\varphi\|_{L^1}\leq C(k_1)\left(1 + \|\varphi\|_{L^6}^{2p}\right) \leq C(k_1, C, l_1, p)\left(1 + \|\varphi\|_{H^1}^{2p}\right),
\]
and due to the boundedness of $\varphi$ in $L^\infty(0,T;H^1)$, the right-hand side of (41a) belongs to $L^2(0,T;L^3)$ and elliptic regularity theory yields that $\varphi \in L^2(0,T;W^{2,l_1}).$

**j-th step.** For each $j > 1$, from (18) and (43) we have that
\[
\|\varphi\|_{L^1}\leq C(k_1)\left(1 + \|\varphi\|_{L^6}^{2p}\right) \leq C\left(1 + \|\varphi\|_{W^{2,j-1}}^2 \|\varphi\|_{L^6}^{2p-2}\right),
\]
which in turn implies that $\varphi$ belongs to $L^2(0,T;\psi_{l_j})$, and the application of elliptic regularity then gives that $\varphi \in L^2(0,T;W^{2,l_j}).$

Let us point out that the function $g(x) := \frac{6x}{\pi - (5-p)x^2}$ is strictly increasing and positive in the interval $[1,\frac{6}{5-p})$. In particular,
\[
l_j < l_{j+1} \text{ if } l_j, l_{j+1} < \frac{6}{5-p},
\]
\[
l_{j+1} < 0 \text{ if } l_j > \frac{6}{5-p}.
\]
By the strictly increasing property, after a finite number of steps, we have $l_j \geq \frac{6}{5-p}$, and at this point the bootstrapping procedure is terminated. Then, $l_{j+1} \geq 6$ and (18) and (43) imply that $\varphi$ is bounded in $L^{2p}(0,T;L^6)$ and $\varphi' \in L^2(0,T;L^6)$. For example, in the case $p = 3$ which corresponds to the double-well potential $(s^2 - 1)^2$, we have $l_1 = 2$ and $l_2 = 6$, and so the bootstrapping procedure ends in two steps. In the case $p = 4$, we have $l_1 = \frac{3}{2}$, $l_2 = 2$, $l_3 = 3$ and $l_4 = 6$, and the bootstrapping procedure ends in four steps.

Now let $\Gamma$ be of class $C^3$, we show that $\varphi \in L^2(0,T;H^1)$. Then, the right-hand side of (41a) belongs to $H^1$ for a.e. $t \in (0,T)$ and by elliptic regularity theory, one obtains that $\varphi \in L^2(0,T;H^3)$. From the growth assumptions (19) on $\varphi'$ and $\varphi''$, we find that
\[
|\varphi'|^2 \leq 2k_2^2(1 + |\varphi|^{2p}), \quad |\varphi''|^{2p} \leq 2k_3^2(1 + |\varphi|^{2p-2})|\nabla \varphi|^2
\]
for $p < 5$. In dimension $d = 3$, the Gagliardo–Nirenberg inequality yields that (substituting $l_{j+1} = 2$ in (42) and rearrange the equation for $l_j$)
\[
\|\varphi\|_{L^2}^{2p} \leq C\|\varphi\|_{W^{2,m}}^2 \|\varphi\|_{L^6}^{2p-2} \text{ for } m = \frac{6}{8 - p}.
\]
Then, for any $p < 5$, the $L^2(0,T;W^{2,6})$-regularity established above yields that
\[
L^2(0,T;W^{2,6}) \cap L^\infty(0,T;H^1) \subset L^{2p}(0,T;L^2) \Rightarrow \varphi' \in L^2(0,T;L^2).
\]
Similarly, the Gagliardo–Nirenberg inequality yields that for \( p < 5, \)
\[
\| \varphi \|_{L^2}^{2p-2} \leq C \| \varphi \|_{W^{2,p}} \| \varphi \|_{L^6}^{2p-4} \quad \text{for} \quad q = \frac{6}{6-p},
\]
From the \( L^2(0,T; W^{2,6}) \)-regularity, we have that \( \varphi \in L^{2p-2}(0,T; L^\infty) \) and thus
\[
\| \Psi''(\varphi) \nabla \varphi \|_{L^2(0,T; L^2)} \leq C \left( 1 + \| \varphi \|_{L^{2p-2}(0,T; L^\infty)} \right) \| \nabla \varphi \|_{L^\infty(0,T; L^2)}^2,
\]
and this establishes that \( \Psi'(\varphi) \in L^2(0,T; H^1) \).

**Remark 2.** The restriction to \( L^2(0,T; W^{2,6}) \) for the first regularity assertion of Theorem 2.3 is due to the fact that \( H^3 \)-regularity requires a \( C^3 \)-boundary. If \( \Gamma \) is only a \( C^2 \)-boundary, then at best we can only deduce \( \varphi \in L^2(0,T; W^{2,6}) \) even if the right-hand side of (41a) belongs to \( L^2(0,T; H^1) \).

### 3.4. Continuous dependence.
Suppose \( D(\cdot) = D_0 \) is constant, \( h(\cdot) \) is Lipschitz continuous with Lipschitz constant \( L_h \), and \( \Psi' \) satisfies (20). Given two regular weak solution triplets \( \{ \varphi_i, \mu_i, \sigma_i \}_{i=1,2} \) to (1) with corresponding initial data \( \{ \varphi_{i0}, \sigma_{i0} \}_{i=1,2} \) and boundary data \( \{ \mu_{i}, \sigma_{i} \}_{i=1,2} \), let \( \varphi := \varphi_1 - \varphi_2, \mu := \mu_1 - \mu_2, \sigma := \sigma_1 - \sigma_2, \mu_{\infty} := \mu_{\infty,1} - \mu_{\infty,2}, \) and \( \sigma_{\infty} := \sigma_{\infty,1} - \sigma_{\infty,2} \) denote the differences, respectively. Then, we have that
\[
\varphi \in L^\infty(0,T; H^1_0) \cap L^2(0,T; H^3) \cap H^1(0,T; H^{-1}),
\]
\[
\mu \in \mu_{\infty} + L^2(0,T; H^1_0),
\]
\[
\sigma \in (\sigma_{\infty} + L^2(0,T; H^1_0)) \cap L^\infty(0,T; L^2) \cap H^1(0,T; H^{-1}),
\]
and they satisfy \( \varphi(0) = \varphi_0 := \varphi_{1,0} - \varphi_{2,0}, \sigma(0) = \sigma_0 := \sigma_{1,0} - \sigma_{2,0}, \) and
\[
0 = (\partial_t \varphi, \zeta) + \int_\Omega \nabla \mu \cdot \nabla \zeta + ((\lambda_a - \lambda_p \sigma_1)(h(\varphi_1) - h(\varphi_2)) - \lambda_p \sigma h(\varphi_2)) \zeta dx,
\]
\[
0 = \int_\Omega \mu \lambda - \frac{a}{\varepsilon}(\Psi'(\varphi_1) - \Psi'(\varphi_2)) \lambda - \gamma \varepsilon \nabla \varphi \cdot \nabla \lambda + \chi \lambda dx,
\]
\[
0 = (\kappa \partial_t \sigma, \xi) + \int_\Omega D_0(\nabla \sigma - \eta \nabla \varphi) \cdot \nabla \xi + \lambda_c(\sigma_1 h(\varphi_1) - h(\varphi_2)) + \sigma h(\varphi_2) \xi dx,
\]
for all \( \zeta, \lambda, \xi \in H^1_0(\Omega) \) and a.e. \( t \in (0,T) \). In the following, we will often use
\[
\| \sigma \|_{L^2} \leq \| \sigma - \sigma_{\infty} \|_{L^2} + \| \sigma_{\infty} \|_{L^2} \leq C_p \| \nabla \sigma \|_{L^2} + C(C_p) \| \sigma_{\infty} \|_{H^1},
\]
(44)
obtained from applying the Poincaré inequality to \( \sigma - \sigma_{\infty} \). For positive constant \( Z \) yet to be determined, substituting \( \xi = \xi(\sigma - \sigma_{\infty}) \) leads to
\[
Z \kappa \frac{d}{dt} \| \sigma \|_{L^2}^2 + Z D_0 \| \nabla \sigma \|_{L^2}^2 + Z \lambda_c \int_\Omega \frac{h(\varphi_2)}{\sigma} \xi^2 dx \geq 0
\]
\[
= Z \kappa (\partial_t \sigma, \sigma_{\infty}) + Z \int_\Omega D_0 \eta \nabla \varphi \cdot \nabla (\sigma - \sigma_{\infty}) + D_0 \nabla \sigma \cdot \nabla \sigma_{\infty} dx \quad \text{(45)}
\]
\[
- Z \int_\Omega \lambda_c \sigma_1 (h(\varphi_1) - h(\varphi_2)) (\sigma - \sigma_{\infty}) - \lambda_c h(\varphi_2) \sigma \sigma_{\infty} dx.
\]
Then, substituting \( \xi = \gamma \varepsilon \varphi, \lambda = \mu - \mu_{\infty} \) and \( \lambda = \mathcal{Y} \varphi, \) for some positive constant \( \mathcal{Y} \) yet to be determined, and summing with (45), integrating over \( t \) from 0 to \( s \in (0,T] \)
leads to
\[
\left(\frac{\gamma^2}{2} \Vert \varphi(s) \Vert_{L^2}^2 + \frac{\zeta}{2} \Vert \sigma(s) \Vert_{L^2}^2\right) + \int_0^T \left(\|\mu\|_{L^2}^2 + 2ZD_0 \|\nabla \sigma\|_{L^2}^2 + \nu \gamma \varphi \|\nabla \varphi\|_{L^2}^2\right) dt
\leq J_1 + J_2 + J_3 + J_4 + J_5 + \left(\frac{\gamma^2}{2} \Vert \varphi_0 \Vert_{L^2}^2 + \frac{\zeta}{2} \Vert \sigma_0 \Vert_{L^2}^2\right),
\]
(46)
where
\[
J_1 = -Z \kappa \int_0^T \int_\Omega \sigma \partial_t \sigma_\infty \, dx \, dt + Z \kappa \int_\Omega \sigma(s) \sigma_\infty(s) - \sigma_0 \sigma_\infty(0) \, dx,
\]
\[
J_2 = \int_0^T \int_\Omega \frac{\gamma}{2}(\Psi'(\varphi_1) - \Psi'(\varphi_2))(\mu - \mu_\infty - \psi \varphi) + \gamma(\mu + \chi \sigma) \varphi - \gamma \varphi \nabla \varphi \cdot \nabla \mu_\infty \, dx \, dt,
\]
\[
J_3 = \int_0^T \int_\Omega ZD_0 \eta \nabla \varphi \cdot \nabla (\sigma - \sigma_\infty) + ZD_0 \nabla \sigma \cdot \nabla \sigma_\infty - \sigma \varphi (\mu - \mu_\infty) + \mu_\infty \, dx \, dt,
\]
\[
J_4 = \int_0^T \int_\Omega -\gamma \lambda_\nu (h(\varphi_1) - h(\varphi_2)) \varphi + \lambda \gamma \varphi h(\varphi_2) \sigma \varphi + Z \lambda \nu h(\varphi_2) \sigma \sigma_\infty \, dx \, dt,
\]
\[
J_5 = \int_0^T \int_\Omega (\gamma \varphi \lambda \nu \varphi + \lambda \nu \sigma \sigma_\infty - \sigma) \sigma_0 (h(\varphi_1) - h(\varphi_2)) \, dx \, dt.
\]
Application of Hölder’s inequality and Young’s inequality leads to
\[
|J_1| \leq \frac{1}{4} \|\sigma\|_{L^2(0,T;L^2)}^2 + \kappa^2 Z^2 \|\partial_t \sigma_\infty\|_{L^2(0,T;L^2)}^2 + \frac{\kappa}{4} \|\sigma(s)\|_{L^2}^2
\]
(47a)
\[
+ 2 \kappa Z \|\sigma_\infty\|_{L^2(0,T;L^2)}^2 + \frac{\kappa}{4} \|\sigma_0\|_{L^2}^2,
\]
\[
|J_3| \leq \frac{2D_0}{4} \|\nabla \sigma\|_{L^2(0,T;L^2)}^2 + \frac{2}{8} \|\mu\|_{L^2(0,T;L^2)}^2 + 2ZD_0 \eta \|\nabla \varphi\|_{L^2(0,T;L^2)}^2
\]
(47b)
\[
+ \frac{5D_0}{4} \|\nabla \sigma_\infty\|_{L^2(0,T;L^2)}^2 + (2\chi^2 + 1) \|\sigma\|_{L^2(0,T;L^2)}^2 + \frac{9}{4} \|\mu_\infty\|_{L^2(0,T;L^2)}^2,
\]
\[
|J_4| \leq (\gamma \lambda \nu \lambda \nu + (\lambda \nu \gamma \varphi h_\infty)^2) \|\varphi\|_{L^2(0,T;L^2)}^2 + \frac{2}{4} \|\sigma\|_{L^2(0,T;L^2)}^2
\]
(47c)
\[
+ (\lambda \nu \infty \infty) \|\sigma_\infty\|_{L^2(0,T;L^2)}^2.
\]
By (20) and the following Gagliardo–Nirenberg interpolation inequality in three-dimensions,
\[
\|f\|_{L^\infty} \leq C \|f\|_{H^3} \|f\|_{H^1} \|f\|_{H^1} \leq \hat{C} \|f\|_{H^1} \|f\|_{H^1} \|f\|_{H^1},
\]
for positive constants $C, \hat{C}$ depending only on $\Omega$, we find that
\[
\left|\int_\Omega (\Psi'(\varphi_1) - \Psi'(\varphi_2))(\mu - \mu_\infty - \psi \varphi) \, dx\right|
\leq k_3 \int_\Omega \left(1 + \|\varphi_1\|_{L^\infty} + \|\varphi_2\|_{L^\infty}^4\right) \left(\|\varphi\|^2 + \|\varphi\|_{H^2}^2 + \|\varphi\|_{H^1}^2\right) \, dx
\leq k_3 \left(1 + \|\varphi_1\|_{L^\infty} + \|\varphi_2\|_{L^\infty}^4\right) \left(\|\varphi\|^2 + \|\varphi\|_{L^2}^2 + \|\varphi\|_{L^2}^2 + \|\varphi\|_{L^2}^2 + \|\varphi\|_{L^2}^2 \right) \, dx
\leq C \left(1 + \|\varphi_1\|_{H^3} + \|\varphi_1\|_{H^1}^2\right) \left(\|\varphi\|^2 + \|\varphi\|_{L^2}^2 + \|\varphi\|_{L^2}^2 + \|\varphi\|_{L^2}^2 \right) \, dx
\]
where $C$ depends only on $k_3$ and $\hat{C}$. Then, we can estimate $J_2$ as follows,
\[
|J_2| \leq C \int_0^T \left(1 + \sum_{i=1,2} \|\varphi_i\|_{H^3} + \|\varphi_i\|_{H^1}^2\right) \left(\|\varphi\|^2 + \|\varphi\|_{L^2}^2 \right) \, dx
\]
By the Lipschitz continuity of \( h(\cdot) \) and (44), we have

\[
|J_5| = \left| \int_0^s \int_\Omega \sigma_1 (h(\varphi_1) - h(\varphi_2)) \left( Z \lambda_c (\sigma_\infty - \sigma) + \gamma \varepsilon \lambda_p \varphi \right) \, dx \, dt \right|
\]

\[
\leq L_h \int_0^s \|\sigma_1\|_{L^2} \|\varphi\|_{L^4} \left( Z \lambda_c (\|\sigma\|_{L^4} + \|\sigma_\infty\|_{L^4}) + \gamma \varepsilon \lambda_p \|\varphi\|_{L^4} \right) dt
\]

\[
\leq \overline{C} \|\varphi\|_{L^2(0,s;H^1)} Z \lambda_c (\|\sigma\|_{L^2(0,s;H^1)} + \|\sigma_\infty\|_{L^2(0,t;H^1)})
\]

\[
+ \overline{C} \gamma \varepsilon \lambda_p \|\varphi\|_{L^2(0,s;H^1)}^2 + \frac{1}{4} \|\sigma\|_{L^2(0,s;H^1)}^2
\]

\[
\leq \overline{C} \left( 2 \overline{C} \lambda_c^2 Z^2 + \gamma \varepsilon \lambda_p \right) \|\varphi\|_{L^2(0,s;H^1)}^2 + \frac{1}{4} \|\sigma\|_{L^2(0,s;H^1)}^2
\]

\[
+ \frac{1}{4} \|\sigma_\infty\|_{L^2(0,t;H^1)}^2
\]

where

\[
\overline{C} := C_l^2 L_h \|\sigma_1\|_{L^\infty(0,t;L^2)}. \quad \text{Then, upon collecting terms from (47), (48) and (49), we obtain}
\]

\[
\left( \frac{\gamma \varepsilon}{2} \|\varphi(s)\|_{L^2}^2 + 2 \frac{C}{4} \|\sigma(s)\|_{L^2}^2 \right)
\]

\[
+ \int_0^s \frac{1}{2} \|\mu\|_{L^2}^2 + \left( \frac{1}{2} Z D_0 - \frac{2 C_p^2 + 1}{4} - \frac{2 C_p^2}{4} (9 \lambda_c^2 + 7) \right) \|\nabla \sigma\|_{L^2}^2 dt
\]

\[
+ \int_0^s \left( (Y - 1) \gamma \varepsilon - 2 Z D_0 \eta^2 - \overline{C} \left( 2 \overline{C} \lambda_c^2 Z^2 + \gamma \varepsilon \lambda_p \right) \right) \|\nabla \varphi\|_{L^2}^2 dt
\]

\[
\leq \frac{\gamma \varepsilon}{2} \|\varphi_0\|_{L^2}^2 + \frac{3 \kappa}{4} \mathcal{Z} \|\sigma_0\|_{L^2}^2 + \int_0^s \mathcal{F} \|\varphi\|_{L^2}^2 dt + C \|\mu_\infty\|_{L^2(0,t;H^1)}^2
\]

\[
+ 2 \kappa \mathcal{Z} \|\sigma_\infty\|_{L^\infty(0,t;L^2)}^2 + \kappa Z^2 \|\partial_t \sigma_\infty\|_{L^2(0,t;L^2)}^2 + C \|\sigma_\infty\|_{L^2(0,t;H^1)}^2,
\]

where

\[
\mathcal{F} := C \left( Y \left( 1 + \sum_{i=1,2} \|\varphi \|_{H^3} \|\varphi_i\|_{H^1} \right) + \left( 1 + \sum_{i=1,2} \|\varphi \|_{H^3} \|\varphi_i\|_{H^1} \right) \right)
\]

\[
+ 3 \lambda_c^2 + \gamma \varepsilon \lambda_a L_h + (\lambda_p \gamma \varepsilon h_\infty)^2 + \overline{C} \left( 2 \overline{C} \lambda_c^2 Z^2 + \gamma \varepsilon \lambda_p \right).
\]

We choose

\[
\mathcal{Z} > \frac{1}{2 D_0} \left( 2 C_p^2 (8 + 9 \lambda_c^2)^2 \right), \quad Y > 1 + \frac{1}{\gamma \varepsilon} \left( 2 Z D_0 \eta^2 + \overline{C} \left( 2 \overline{C} \lambda_c^2 Z^2 + \gamma \varepsilon \lambda_p \right) \right)
\]

so that we obtain from (50) (after adding \( \int_0^s \mathcal{F} \|\sigma\|_{L^2}^2 dt \) to the right-hand side),

\[
\|\varphi(s)\|_{L^2}^2 + \kappa \|\sigma(s)\|_{L^2}^2 + \int_0^s c_1 (\|\mu\|_{L^2}^2 + \|\nabla \sigma\|_{L^2}^2 + \|\nabla \varphi\|_{L^2}^2) dt
\]

\[
\leq c_2 (\|\varphi_0\|_{L^2}^2 + \kappa \|\sigma_0\|_{L^2}^2) + \int_0^s c_3 (1 + \|\varphi\|_{H^3} + \|\varphi_i\|_{H^1}) \left( \|\varphi\|_{L^2}^2 + \kappa \|\sigma\|_{L^2}^2 \right) dt
\]
\[ + c_4 \left( \| \mu \|_{L^2(0,T;H^1)}^2 + \| \sigma \|_{L^2(0,T;H^1)}^2 + \kappa \| \sigma \|_{L^\infty(0,T;L^2)}^2 \right) \]

\[ + c_4 \kappa^2 \| \partial_t \sigma \|_{L^2(0,T;L^2)}^2, \]

for some positive constants \( c_1, c_2, c_3 \) and \( c_4 \) independent of \( \kappa \) and such that \( c_3 \) depends on \( \| \varphi \|_{L^\infty(0,T;H^1)} \). Let us define

\[
\begin{align*}
\alpha(t) & = c_2 \left( \| \varphi_0 \|_{L^2} + \kappa \| \sigma_0 \|_{L^2}^2 + c_4 \left( \| \mu \|_{L^2}^2 + \| \nabla \sigma \|_{L^2}^2 + \| \varphi \|_{L^2}^2 \right) \right) \\
\beta(t) & = c_3 \left( 1 + \| \varphi(t) \|_{H^3} + \| \varphi(t) \|_{H^3}^2 \right). 
\end{align*}
\]

Thanks to the fact that \( \varphi \in L^2(0,T;H^3) \), \( \int_0^T \beta(t) \, dt \) is finite, and thus

\[
\int_0^s \beta(t) \alpha(t) \exp \left( \int_0^t \beta(r) \, dr \right) \, dt
\]

is also finite for all \( s \in (0,T] \). Then, applying the Gronwall inequality (12), we find that there exists a constant \( C \), not depending on \( \kappa, \varphi, \mu, \sigma, \mu_\infty \) and \( \sigma_\infty \) such that

\[
\begin{align*}
\| \varphi(s) \|_{L^2}^2 + \kappa \| \sigma(s) \|_{L^2}^2 + \int_0^s \left( \| \mu \|_{L^2}^2 + \| \nabla \sigma \|_{L^2}^2 + \| \nabla \varphi \|_{L^2}^2 \right) \, dt \\
\leq C \left( \| \varphi_0 \|_{L^2}^2 + \| \mu_\infty \|_{L^2(0,T;H^1)}^2 + \| \sigma_\infty \|_{L^2(0,T;H^1)}^2 \right) \\
+ C \kappa \left( \| \sigma_0 \|_{L^2}^2 + \| \sigma_\infty \|_{L^\infty(0,T;L^2)}^2 + \kappa \| \partial_t \sigma_\infty \|_{L^2(0,T;L^2)}^2 \right)
\end{align*}
\]

for all \( s \in (0,T] \).

### 4. Quasi-static limit.

#### 4.1. Existence of weak solutions.

Let \( \kappa \in (0,1] \) be fixed and \( (\varphi^\kappa, \mu^\kappa, \sigma^\kappa) \) be a weak solution to (1) satisfying the hypothesis of Theorem 2.6. Then, we see that the following energy inequality (17) is satisfied for \( (\varphi^\kappa, \mu^\kappa, \sigma^\kappa) \),

\[
\sup_{s \in (0,T]} \left( \| \psi(\varphi^\kappa(s)) \|_{L^1} + \| \varphi^\kappa(s) \|_{H^1}^2 + \kappa \| \sigma^\kappa(s) \|_{L^2}^2 \right) \\
+ \| \mu^\kappa \|_{L^2(0,T;H^1)}^2 + \| \sigma^\kappa \|_{L^2(0,T;H^1)}^2 \\
\leq C \left( 1 + \| \partial_t \sigma_\infty \|_{L^2(0,T;L^2)}^2 + \| \sigma_\infty \|_{L^\infty(0,T;L^2)}^2 \right),
\]

where we have used \( \kappa \leq 1 \) to obtain that the right-hand side does not depend on \( \kappa \).

Together with a similar derivation of (37), this leads to

\[
\{ \varphi^\kappa \}_{\kappa \in (0,1]} \text{ is bounded in } L^\infty(0,T;H^1) \cap H^1(0,T;H^{-1}),
\]

\[
\{ \sigma^\kappa \}_{\kappa \in (0,1]}, \{ \mu^\kappa \}_{\kappa \in (0,1]} \text{ is bounded in } L^2(0,T;H^1),
\]

\[
\{ \kappa \partial_t \sigma^\kappa \}_{\kappa \in (0,1]} \text{ is bounded in } L^2(0,T;H^{-1}),
\]

and by the standard compactness results, there exist functions \( \varphi_*, \mu_* \) and \( \sigma_* \) such that, for a non-relabeled subsequence,

\[
\varphi^\kappa \rightharpoonup \varphi_* \text{ weak-* in } L^\infty(0,T;H^1) \cap H^1(0,T;H^{-1}),
\]

\[
\varphi^\kappa \rightharpoonup \varphi_* \text{ strongly in } C^0([0,T];H^\prime) \cap L^2(0,T;L^m) \text{ and a.e. in } \Omega \times (0,T),
\]

\[
\mu^\kappa \rightharpoonup \mu_* \text{ weak-* in } L^\infty(0,T;H^{-1}) \cap H^1(0,T;H^{-1}),
\]

\[
\sigma^\kappa \rightharpoonup \sigma_* \text{ weak-* in } L^\infty(0,T;L^2) \cap H^1(0,T;L^2) \cap L^2(0,T;H^{-1}) \cap H^1(0,T;H^{-1}),
\]

\[
\sigma_* \text{ weak-* in } L^\infty(0,T;H^{-1}) \cap H^1(0,T;H^{-1}),
\]

\[
\kappa \partial_t \sigma_* \rightharpoonup \kappa \partial_t \sigma_* \text{ weak-* in } L^2(0,T;H^{-1}) \cap H^1(0,T;H^{-1}).
\]
\( \sigma^\kappa \to \sigma_* \) weakly in \( L^2(0,T;H^1) \),
\( \partial_t(\kappa \sigma^\kappa) \to 0 \) weakly in \( L^2(0,T;H^{-1}) \),
\( \mu^\kappa \to \mu_* \) weakly in \( L^2(0,T;H^1) \),

where \( 0 \leq r < 1 \) and \( m \in [1,6) \). Then, passing to the limit \( \kappa \to 0 \) in (16) shows that \((\varphi_*,\mu_*,\sigma_*)\) is a weak solution triplet to (2) in the sense of Definition 2.5.

4.2. **Further regularity.** The \( L^2(0,T;H^3) \)-regularity for \( \varphi_* \) follows along the same lines as in Section 3.3 and so we will omit the details. For the \( L^\infty(0,T;H^1) \)-regularity for \( \sigma_* \), we turn to (21c) and test with \( \xi = \sigma_* - \sigma_\infty \), resulting in

\[
\int_\Omega D(\varphi_*)|\nabla \sigma_*|^2 + \lambda_c h(\varphi_*) |\sigma_*|^2 \, dx
= \int_\Omega D(\varphi_*) (\eta \nabla \varphi_* \cdot \nabla (\sigma_* - \sigma_\infty) + \nabla \sigma_* \cdot \nabla \sigma_\infty) + \lambda_c h(\varphi_*) \sigma_* \sigma_\infty \, dx.
\]

By Young’s inequality, and the Poincaré inequality, we find that

\[
\|\nabla \sigma_*\|_{L^2}^2 \leq C(C_p,D_0,D_1,\eta,\lambda_c,\sigma_\infty) \left( \|\sigma_\infty\|_{H^1}^2 + \|\nabla \varphi_*\|_{L^2}^2 \right),
\]

where the right-hand side is bounded in \( L^\infty(0,T) \). Then, by the Poincaré inequality, we easily have

\( \sigma_* \in L^\infty(0,T;H^1) \).

4.3. **Continuous dependence.** The continuous dependence result can be easily obtain by setting \( \kappa = 0 \) in Section 3.4. Given two weak solution triplets satisfying the hypothesis of Theorem 2.7, let \( \varphi, \mu, \) and \( \sigma \) denote their differences, respectively, which satisfy

\[
0 = (\partial_t \varphi, \zeta) + \int_\Omega \nabla \mu \cdot \nabla \zeta + (\lambda_a - \lambda_p \sigma_1) (h(\varphi_1) - h(\varphi_2)) \zeta - \lambda_r h(\varphi_2) \zeta \, dx,
\]

\[
0 = \int_\Omega \mu \lambda - \frac{\gamma}{\varepsilon} (\Psi'(\varphi_1) - \Psi'(\varphi_2)) \lambda - \gamma \varepsilon \nabla \varphi \cdot \nabla \lambda + \chi \sigma \lambda \, dx,
\]

\[
0 = \int_\Omega D_0(\nabla \sigma - \eta \nabla \varphi) \cdot \nabla \xi + \lambda_c (\sigma_1 (h(\varphi_1) - h(\varphi_2)) + \sigma h(\varphi_2)) \xi \, dx,
\]

for all \( \zeta, \lambda, \xi \in H^1(\Omega) \). As in Section 3.4, let \( \mu_\infty := \mu_{\infty,1} - \mu_{\infty,2} \) and \( \sigma_\infty := \sigma_{\infty,1} - \sigma_{\infty,2} \) denote the difference of boundary data, and we substitute \( \zeta = \gamma \varepsilon \varphi, \xi = \mathcal{Z}(\sigma - \sigma_\infty), \lambda = \mu - \mu_\infty \) and \( \lambda = \mathcal{Y} \varphi \) for positive constants \( \mathcal{Y}, \mathcal{Z} \) yet to be determined. This is equivalent to setting \( \kappa = 0 \) in (46). Then, \( J_1 \) vanishes and the estimations of \( J_2, J_3, J_4 \) and \( J_5 \) do not depend on \( \kappa \). One would have to adjust the value for \( \mathcal{Z} \) accordingly to account for the absence of the first term on the right-hand side of (47a), but the same arguments will lead to the assertion of Theorem 2.7.

5. **Singular potentials.**

5.1. **Maximal monotone operators and the Yosida approximation.** In this section, we will briefly review the basic concepts regarding the Yosida approximation of maximal monotone operators. For more details related to maximal monotone operators, subdifferentials and the Yosida approximation, we refer the reader to [4, Chapter III], [21, Chapter III], [22, p. 161] and [24, Chapter 32].

Let \( X \) be a Banach space with dual space \( X^* \). A possibly multivalued mapping \( T : X \to 2^{X^*} \) with effective domain \( D(T) := \{ x \in X : Tx \neq \emptyset \} \), range \( R(T) := \)
\{y \in Tx : x \in D(T)\} and graph \(G(T) := \{[x, y] \in X \times X^* : x \in D(T), y \in Tx\}\) is said to be monotone if
\[
\langle f - g, x - y \rangle \geq 0 \quad \forall x, y \in D(T), f \in Tx, g \in Ty.
\]
The mapping \(T\) is maximal monotone if and only if
\[
\langle f - g, x - y \rangle \geq 0 \quad \forall [y, g] \in G(T) \Rightarrow x \in D(T) \text{ and } f \in Tx.
\]
In the case where \(X\) is a Hilbert space \(H\), we identify \(H\) with its dual \(H^*\). For a maximal monotone multivalued mapping \(T : H \to 2^H\) with \([0, 0] \in G(T)\), i.e., \(0 \in T(0)\), and for any \(\lambda > 0\), one can show that \(I + \lambda T\) is surjective, where \(I\) is the identity operator, i.e., \(R(I + \lambda T) = H\). Hence, for every fixed \(u \in H\), there exists \([x, f] \in G(T)\) such that
\[
u = x + \lambda f \text{ with } f \in Tx.
\]

The resolvent \(J_\lambda : H \to D(T)\) and the Yosida approximant \(T_\lambda : H \to H\) of \(T\) are defined as
\[
J_\lambda := (I + \lambda T)^{-1}, \quad T_\lambda := \frac{1}{\lambda}(I - J_\lambda),
\]
satisfy \(u = J_\lambda u, f = T_\lambda u\) for all \(\lambda > 0\) and \(T_\lambda u = f \in Tx = T(J_\lambda u)\).

It is well-known that \(J_\lambda\) and \(T_\lambda\) are both Lipschitz operators with Lipschitz constant \(1\) and \(\frac{1}{\lambda}\), respectively. Furthermore, denoting \(T^0x\) as the element such that \(\|T^0x\| := \inf\{\|f\|_H : f \in Tx\}\), then it holds that
\[
\|T_\lambda x\|_H \leq \|T^0x\| \quad \forall \lambda > 0 \text{ and } T_\lambda x \to T^0x \text{ in } H \text{ as } \lambda \to 0 \quad \forall x \in D(T).
\]

For a convex, proper, lower semicontinuous function \(\hat{\beta} : H \to \mathbb{R}\), it is also well-known that the subdifferential \(T = \partial \hat{\beta} : H \to 2^H\), defined for \(x \in D(\partial \hat{\beta}) = \{y \in H : \partial \hat{\beta}(y) \neq \emptyset\}\) as
\[
\partial \hat{\beta}(x) := \{f \in H : \hat{\beta}(y) - \hat{\beta}(x) \geq (f, y - x) \quad \forall y \in H\}
\]
is a maximal monotone mapping. For any \(\lambda > 0\), the Yosida approximation of \(\hat{\beta}\), defined as
\[
\hat{\beta}_\lambda(x) = \inf_{y \in H} \left\{ \frac{1}{2\lambda}\|x - y\|^2_H + \hat{\beta}(y) \right\},
\]
is convex, Fréchet differentiable on \(H\) with \(d\hat{\beta}_\lambda = \partial \hat{\beta}_\lambda = T_\lambda = (\partial \hat{\beta})_\lambda\) for all \(\lambda > 0\), i.e., the Fréchet derivative \(d\hat{\beta}_\lambda\) of \(\hat{\beta}_\lambda\) coincides with its subdifferential \(\partial \hat{\beta}_\lambda\) and is equal to the Yosida approximant of the subdifferential \(\partial \hat{\beta}\). Moreover, it holds that
\[
\hat{\beta}_\lambda(x) \leq \hat{\beta}(x) \quad \text{for all } x \in H \text{ and } \hat{\beta}_\lambda(x) \nearrow \hat{\beta}(x) \text{ as } \lambda \to 0.
\]

### 5.2. Existence

From the above discussion, we take the Hilbert space \(H = \mathbb{R}\) and introduce the Yosida approximation of \(\beta = \partial \hat{\beta}\) as follows. For \(n \in (0, 1]\), let
\[
\hat{\beta}_n(y) := \min_{s \in \mathbb{R}} \left( \frac{1}{2n}(s - y)^2 + \hat{\beta}(s) \right) \geq 0, \quad \beta_n(y) := \hat{\beta}_n(y),
\]
and
\[
\Psi_n(y) := \hat{\beta}_n(y) + \Lambda(y).
\]
Then, for each \(n \in (0, 1]\), \(\Psi_n \in C^{1,1}(\mathbb{R})\) is non-negative and has at most quadratic growth. The conditions of Theorems 2.2 and 2.3 are fulfilled (with \(p = 1\), and so,
for every $n \in (0, 1]$, there exists a weak solution $(\varphi_n, \mu_n, \sigma_n)$ to (1) with $\Psi_n'$ in (1b) and satisfies $\varphi_n(0) = \varphi_0$, $\sigma_n(0) = \sigma_0$ with the following regularity

$$\varphi_n \in (-1 + L^\infty(0, T; H^3_0)) \cap L^2(0, T; H^1) \cap H^1(0, T; H^{-1}),$$
$$\mu_n \in \mu_\infty + L^2(0, T; H^1_0),$$
$$\sigma_n \in (\sigma_\infty + L^2(0, T; H^1_0)) \cap L^\infty(0, T; L^2) \cap H^1(0, T; H^{-1}).$$

Moreover, the weak solution $(\varphi_n, \mu_n, \sigma_n)$ satisfies an analogue of (17):

$$\sup_{s \in (0, T)} \left( \|\Psi_n(\varphi_n(s))\|_{L^1} + \|\varphi_n(s)\|_{H^1}^2 + \kappa \|\sigma_n(s)\|_{L^2}^2 \right)$$
$$+ \|\mu_n\|_{L^2(0, T; H^1)}^2 + \|\sigma_n\|_{L^2(0, T; H^1)}^2$$
$$\leq C \left( 1 + \kappa \|\sigma_0 - \sigma_\infty(0)\|_{L^2}^2 + \kappa^2 \|\partial_t \sigma_\infty\|_{L^2(0, T; L^2)}^2 + \kappa \|\sigma_\infty\|_{L^\infty(0, T; L^2)}^2 \right),$$

for some positive constant $C$ independent of $n$ and $\kappa$. The fact that $C$ is independent of $n$ follows from the fact that the derivation of (17) does not use the polynomial growth of the potential. Moreover, by (S3) and (52), the quantity $\|\Psi_n(\varphi_n(0))\|_{L^1} = \|\Psi_n(\varphi_0)\|_{L^1}$ is bounded uniformly in $n$. This allows us to deduce that

$$\{\varphi_n\}_{n \in (0, 1]}$$
$$\{\mu_n\}_{n \in (0, 1]}$$
$$\{\sigma_n\}_{n \in (0, 1]}$$

is bounded in $L^\infty(0, T; H^1)$, bounded in $L^2(0, T; H^1)$, bounded in $L^\infty(0, T; L^2) \cap L^2(0, T; H^1)$.

By the Lipschitz continuity of $\Lambda'$, we also obtain that $\{\Lambda'(\varphi_n)\}_{n \in (0, 1]}$ is bounded in $L^\infty(0, T; H^1)$. Next, due to the regularity of $(\varphi_n, \mu_n, \sigma_n)$, we can write the equation for $\mu_n$ as the following equality

$$\gamma \varepsilon \Delta \varphi_n = -\mu_n - \chi \sigma_n + \frac{\gamma}{\varepsilon} \Lambda'_n(\varphi_n) + \frac{\gamma}{\varepsilon} \beta_n(\varphi_n). \tag{55}$$

As $\beta_n$ is Lipschitz and therefore belong to $W^{1, \infty}(\mathbb{R})$, it is differentiable with derivative $\beta'_n \in L^\infty(\mathbb{R})$ a.e. in $\mathbb{R}$. Then, by the chain rule for Sobolev functions [25, Thm 2.1.11], it holds that

$$\int_\Omega -\Delta \varphi_n(\beta_n(\varphi_n) - \beta_n(-1)) \, dx = \int_\Omega \beta'_n(\varphi_n)|\nabla \varphi_n|^2 \, dx,$$

where we used that $\beta_n(\varphi_n) - \beta_n(-1) = 0$ on $\Gamma$. Here we point out that this is where the assumption $-1 \in D(\beta)$ comes in, as we can only test with $H^1_0$ functions for (55). Thus, after multiplying (55) by $\beta_n(\varphi_n) - \beta_n(-1) \in H^1_0$ and performing integration by parts, we obtain

$$\int_\Omega \frac{\gamma}{\varepsilon} \beta_n(\varphi_n)^2 + \beta'_n(\varphi_n)|\nabla \varphi_n|^2 \, dx$$
$$= \int_\Omega \left( -\frac{\gamma}{\varepsilon} \Lambda'(\varphi_n) + (\mu_n + \chi \sigma_n) \right) (\beta_n(\varphi_n) - \beta_n(-1)) + \frac{\gamma}{\varepsilon} \beta_n(\varphi_n) \beta_n(-1) \, dx.$$

Using that $\hat{\beta}_n$ is convex and thus $\beta'_n \geq 0$ a.e. in $\mathbb{R}$, the second term on the left-hand side can be neglected. Furthermore by Assumption 3 and (51), we have $|\beta_n(-1)| \leq |\beta^0(-1)| < \infty$ for all $n \in (0, 1]$. Thus, writing $\Lambda'(\varphi_n) = \Lambda'(\varphi_n) - \Lambda'(0) + \Lambda'(0)$, and using the Lipschitz continuity of $\Lambda'$, Hölder’s inequality and Young’s inequality, we have

$$\|\beta_n(\varphi_n)\|_{L^2(0, T; L^2)} \leq C \left( 1 + \|\varphi_n\|_{L^2(0, T; L^2)}^2 + \|\mu_n + \chi \sigma_n\|_{L^2(0, T; L^2)}^2 \right).$$
for some positive constant \( C \) depending only on \( \gamma, \varepsilon, \|A''\|_{L^\infty(\mathbb{R})}, |A'(0)|, \) and \( |\beta^0(-1)| \). Returning to (55), as the right-hand side is now bounded in \( L^2(0, T; L^2) \) uniformly in \( n \) and \( \kappa \), by elliptic regularity, we have that \( \{\varphi_n\}_{n \in (0, 1]} \) is also bounded in \( L^2(0, T; H^2) \).

Analogous to (37), \( \{\partial_t \varphi_n\}_{n \in [0, 1]} \) and \( \{\kappa \partial_t \sigma_n\}_{n \in [0, 1]} \) are bounded in \( L^2(0, T; H^{-1}) \). Hence, in addition to the convergence stated in Section 3.1.2, where we denote the limit functions of \((\varphi_n, \mu_n, \sigma_n)\) as \((\varphi, \mu, \sigma)\) (changing the index from \( k \) to \( n \)), we also have

\[
\varphi_n \to \varphi \quad \text{weakly in } L^2(0, T; H^2),
\]

\[
\beta_n(\varphi_n) \to \psi \quad \text{weakly in } L^2(0, T; L^2)
\]

to some function \( \psi \in L^2(0, T; L^2) \).

To finish the proof, it suffices to pass to the limit \( n \to 0 \) in the weak formulation of \((\varphi_n, \mu_n, \sigma_n)\) to show that \((\varphi, \mu, \sigma, \psi)\) satisfies (22). We will omit the details. It remains to show that \( \varphi \in D(\beta) \) and \( \psi \in \beta(\varphi) \) a.e. in \( \Omega \times (0, T) \), which will follow from the maximal monotonicity of \( \beta \) once we showed

\[
\langle \psi - g, \varphi - y \rangle \geq 0 \quad \forall [y, g] \in G(\beta).
\]

We argue as in [5, Lem. 1.3 (e), p. 127] (cf. [2, Prop. 2.2 (iv), p. 38]). By the boundedness of \( \{\beta_n(\varphi_n)\}_{n \in [0, 1]} \) in \( L^2(0, T; L^2) \) and the identity

\[
\varphi_n = J_n \varphi_n + n \beta_n(\varphi_n),
\]

where \( J_n \varphi_n \) is the resolvent of \( \varphi_n \), we find that \( \varphi_n - J_n \varphi_n \to 0 \) strongly in \( L^2(0, T; L^2) \), and this implies that \( J_n \varphi_n \to \varphi \) strongly in \( L^2(0, T; L^2) \). Take an arbitrary \([y, g] \in G(\beta)\), i.e., \( y \in D(\beta) \) and \( g \in \beta(y) \). By the monotonicity of \( \beta \) and as \( \beta_n(\varphi_n) \in \beta(J_n \varphi_n) \), we have (here \( \langle \cdot, \cdot \rangle \) denotes the scalar product on \( L^2(0, T; L^2) \))

\[
0 \leq \langle \beta_n(\varphi_n) - g, J_n \varphi_n - y \rangle \to \langle \psi - g, \varphi - y \rangle \quad \text{as } n \to \infty.
\]

As \([y, g] \in G(\beta)\) is arbitrary, by the maximal monotonicity of \( \beta \), we have that \([\varphi, \psi] \in G(\beta)\), and so \( \varphi \in D(\beta) \) and \( \psi \in \beta(\varphi) \) a.e. in \( \Omega \times (0, T) \).

5.3. Energy inequality. We argue as in Section 3.2 and pass to the limit \( n \to 0 \) in (54). Due to the non-negativity and continuity of \( \Lambda(\cdot) \), and the a.e. convergence \( \varphi_n \to \varphi \) in \( \Omega \times (0, T) \), by Fatou’s lemma we have for a.e. \( s \in (0, T) \),

\[
\int_\Omega \Lambda(\varphi(s)) \, dx \leq \liminf_{n \to 0} \int_\Omega \Lambda(\varphi_n(s)) \, dx.
\]

Similarly, for every \( n \in (0, 1] \), \( \hat{\beta}_n \) is non-negative and continuous. By (52) and a.e. convergence \( \varphi_n \to \varphi \) in \( \Omega \times (0, T) \), we have \( \hat{\beta}_n(\varphi_n) \to \hat{\beta}(\varphi) \) a.e. in \( \Omega \times (0, T) \). By Fatou’s lemma, we obtain for a.e. \( s \in (0, T) \),

\[
\int_\Omega \hat{\beta}(\varphi(s)) \, dx \leq \liminf_{n \to 0} \int_\Omega \hat{\beta}_n(\varphi_n(s)) \, dx.
\]

Using weak/weak-* lower semicontinuity of the Sobolev norms on the other terms, and passing to the limit \( n \to 0 \) in (54) leads to (23).
5.4. Partial continuous dependence. Consider two weak solution quadruples $(\varphi_i, \mu_i, \sigma_i, \psi_i)_{i=1,2}$ to (7) satisfying the hypothesis of Theorem 2.10. Denoting the differences of $(\varphi_i, \mu_i, \sigma_i, \psi_i, \sigma_\infty)_i = 1,2$ as $\varphi, \mu, \sigma$ and $\sigma_\infty$, respectively, we then have

\begin{align*}
\varphi &\in L^\infty(0, T; H_0^1) \cap L^2(0, T; H^2) \cap H^1(0, T; H^{-1}), \\
\sigma &\in (\sigma_\infty + L^2(0, T; H_0^2)) \cap L^\infty(0, T; L^2) \cap H^1(0, T; H^{-1}), \\
\mu &\in L^2(0, T; H_0^1), \quad \psi \in L^2(0, T; L^2),
\end{align*}

and

\begin{align*}
0 &= \langle \partial_t \varphi, \zeta \rangle + \int_\Omega \nabla \mu \cdot \nabla \zeta + (h(\varphi_1) - h(\varphi_2))(\lambda_\sigma - \lambda_\beta \sigma_1) \zeta - \lambda_\beta \sigma h(\varphi_2) \zeta \, dx, \\
0 &= \int_\Omega \mu \lambda - \frac{2}{\varepsilon}(\psi + \Lambda'(\varphi_1) - \Lambda'(\varphi_2))\lambda - \gamma \varepsilon \nabla \varphi \cdot \nabla \lambda + \chi \sigma \lambda \, dx, \\
0 &= (\kappa \partial_t \sigma, \xi) + \int_\Omega D_0(\nabla \sigma - \eta \nabla \varphi) \cdot \nabla \xi + \lambda_c(\sigma_1(\varphi_1) - \varphi(2)) + \sigma h(\varphi_2)) \xi \, dx,
\end{align*}

for all $\zeta, \lambda, \xi \in H_0^1$ and a.e. $t \in (0, T)$.

Let $\mathcal{Y}$ denote a positive constant yet to be determined. Testing with $\zeta = \mathcal{Y} N(\varphi) \in H_0^1$, where $N$ is the inverse Dirichlet-Laplacian operator defined in (24), and $\lambda = -\mathcal{Y} \varphi \in H_0^1$ leads to

\begin{align*}
0 &= \frac{\mathcal{Y}}{2} \frac{d}{dt} \|\varphi\|_*^2 + \mathcal{Y} \int_\Omega \nabla \mu \cdot \nabla N(\varphi) \, dx \\
&\quad + \mathcal{Y} \int_\Omega ((\lambda_\sigma - \lambda_\beta \sigma_1)(h(\varphi_1) - h(\varphi_2)) - \lambda_\beta \sigma h(\varphi_2)) N(\varphi) \, dx,
\end{align*}

where we used (27). Upon adding the above equations leads to

\begin{align*}
\frac{\mathcal{Y}}{2} \frac{d}{dt} \|\varphi\|_*^2 + \mathcal{Y} \int_\Omega \nabla \mu \cdot \nabla N(\varphi) - \mu \varphi + \frac{\mathcal{Y}}{\varepsilon} \psi \varphi \, dx \\
&\quad + \mathcal{Y} \int_\Omega ((\lambda_\sigma - \lambda_\beta \sigma_1)(h(\varphi_1) - h(\varphi_2)) - \lambda_\beta \sigma h(\varphi_2)) N(\varphi) \, dx \\
&\quad + \mathcal{Y} \int_\Omega \frac{\mathcal{Y}}{\varepsilon} (\Lambda'(\varphi_1) - \Lambda'(\varphi_2)) \varphi + \gamma \varepsilon |\nabla \varphi|^2 - \chi \sigma \varphi \, dx = 0.
\end{align*}

Using (24) with $u = \mu \in H_0^1$, we observe that

\begin{align*}
\int_\Omega \nabla \mu \cdot \nabla N(\varphi) \, dx - \int_\Omega \mu \varphi \, dx = 0,
\end{align*}

and by the monotonicity of $\beta$, for $\psi_i \in \beta(\varphi_i), i = 1, 2$, we have

\begin{align*}
\int_\Omega \psi \varphi \, dx = \int_\Omega (\psi_1 - \psi_2)(\varphi_1 - \varphi_2) \, dx \geq 0.
\end{align*}

Thus, by Hölder’s inequality and the Lipschitz continuity of $\Lambda'$, it holds that

\begin{align*}
\mathcal{Y} \frac{d}{dt} \|\varphi\|_*^2 + \mathcal{Y} \|\nabla \varphi\|_{2, \infty}^2 \\
\leq \mathcal{Y} (\lambda_\beta h_0 \|\varphi\|_{L^2} + |N(\varphi)|_{L^2} + \lambda_\beta h_0 \|\sigma\|_{L^2} \|\varphi\|_{L^4} \|N(\varphi)\|_{L^4}) \\
+ \mathcal{Y} \left( \lambda_\beta h_\infty \|\sigma\|_{L^2} \|N(\varphi)\|_{L^2} + \frac{\mathcal{Y}}{\varepsilon} |\Lambda'|_{L^\infty(|R|)} \|\varphi\|_{L^2}^2 + \chi \|\sigma\|_{L^2} \|\varphi\|_{L^2} \right),
\end{align*}

(58)
Adding (45) to (58) we obtain (neglecting the non-negative term \( \mathcal{Z} \lambda_c \int_\Omega h(\varphi_2) |\sigma|^2 \, dx \)) after integrating in time from 0 to \( s \in (0, T] \),
\[
\frac{\mathcal{V}}{2} \| \varphi(s) \|^2 + \mathcal{Z} \frac{N}{2} \| \sigma(s) \|^2_{L^2} \\
+ \mathcal{V} \gamma \varepsilon \| \nabla \varphi \|^2_{L^2(0,s,L^2)} + \mathcal{Z} D_0 \| \nabla \sigma \|^2_{L^2(0,s,L^2)} \\
\leq J_1 + J_2 + K_3 + K_4 + \frac{\mathcal{V}}{2} \| \varphi_0 \|^2 + \mathcal{Z} \frac{N}{2} \| \sigma_0 \|^2_{L^2},
\]
where \( J_1 \), as defined in Section 3.4, can be handled as in (47a), and
\[
K_1 = \mathcal{V} \int_0^s \left( \lambda \| \varphi \|_{L^2} \| N(\varphi) \|_{L^2} + \lambda_p \| \sigma_1 \|_{L^2} \| \varphi \|_{L^2} \| N(\varphi) \|_{L^2} \right) \, dt,
\]
\[
K_2 = \mathcal{V} \int_0^s \left( \lambda_p h \| \varphi \|_{L^2} \| N(\varphi) \|_{L^2} + \frac{\mathcal{V} - \frac{N}{2} \| \Lambda'' \|_{L^\infty(R)} \| \varphi \|^2_{L^2} + \chi \| \sigma \|_{L^2} \| \varphi \|_{L^2} \right) \, dt,
\]
\[
K_3 = \mathcal{Z} \int_0^s \int_\Omega D_0 \varepsilon \varepsilon \nabla \varphi \cdot \nabla (\sigma - \sigma_\infty) + D_0 \nabla \sigma \cdot \nabla \sigma_\infty \, dx \, dt,
\]
\[
K_4 = -\mathcal{Z} \int_0^s \int_\Omega \lambda_c \sigma_1 (h(\varphi_1) - h(\varphi_2)) (\sigma - \sigma_\infty) - \lambda c(h(\varphi_2)) \sigma_\infty \, dx \, dt.
\]
By Hölder’s inequality and Young’s inequality, and also from the estimation of \( J_5 \) in (49), we see that
\[
|K_3| \leq \mathcal{Z} \left( \frac{2}{4} D_{0} \| \nabla \sigma \|^2_{L^2(0,s,L^2)} + \mathcal{Z} \frac{N}{4} \| \nabla \sigma_\infty \|^2_{L^2(0,T;L^2)} \right)
\]
\[
+ 2 D_0 \gamma \varepsilon \| \nabla \varphi \|^2_{L^2(0,s,L^2)},
\]
\[
|K_4| \leq 2 C^2 \lambda^2 \| \varphi \|^2_{L^2(0,s,H^1)} + \frac{2}{4} \| \sigma \|^2_{L^2(0,s,H^1)}
\]
\[
+ \frac{1}{4} + \left( \lambda_c h \| \sigma_\infty \|^2_{L^2(0,T;H^1)} \right)
\]
\[
\leq 2 C^2 \lambda^2 \| \varphi \|^2_{L^2(0,s,L^2)} + \frac{2 C_p + 1}{2} \| \sigma \|^2_{L^2(0,s,L^2)}
\]
\[
+ C \| \sigma_\infty \|^2_{L^2(0,T;H^1)},
\]
where \( C = C^2 \lambda \| \sigma_\infty \|_{L^\infty(0,T;L^2)} \) as before, and we have applied the Poincaré inequality to \( \varphi \in H^1_0 \). Meanwhile, using the Poincaré inequality applied to \( N(\varphi) \in H^1_0 \), we see that
\[
\| N(\varphi) \|_{H^1} \leq (C_p + 1) \| \nabla N(\varphi) \|_{L^2} = (C_p + 1) \| \varphi \|_{\ast},
\]
and by the Sobolev embedding \( H^1 \subset L^4 \), it holds that
\[
\| \varphi \|_{L^4} \| N(\varphi) \|_{L^4} \leq C^4 \| \sigma \|_{H^1} \| N(\varphi) \|_{H^1} \leq C^4 \| \varphi \|_{\ast} \| \nabla \varphi \|_{L^2}.
\]
Then, by Hölder’s inequality and Young’s inequality it holds that
\[
|K_1| \leq \mathcal{V} \lambda_c \| \sigma \|_{L^2(0,s,L^2)} \| \varphi \|^2_{L^2(0,s,L^2)} + \frac{1}{4} \| \nabla \varphi \|^2_{L^2(0,s,L^2)}
\]
\[
+ \mathcal{V} \lambda_c \| \sigma \|_{L^2(0,s,L^2)} \| \varphi \|^2_{L^2(0,s,L^2)} + \frac{1}{4} \| \nabla \varphi \|^2_{L^2(0,s,L^2)},
\]
\[
|K_2| \leq \mathcal{V} \lambda_p \| \sigma_\infty \|_{L^2(0,s,L^2)} \| \varphi \|^2_{L^2(0,s,L^2)} + \frac{\mathcal{V} - \frac{N}{2} \| \Lambda'' \|_{L^\infty(R)} \| \varphi \|^2_{L^2} + \chi \| \sigma \|_{L^2} \| \varphi \|_{L^2} + \frac{1}{4} \| \sigma \|^2_{L^2(0,s,L^2)}.
\]
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where we use the notation
\[ ||f||^2_{L^2(0,s;\ast)} = \int_0^s ||f||^2 dt.\]

Recalling (25) and (26), it holds that
\[ ||N(\varphi)||_{L^2} \leq C_p ||\nabla N(\varphi)||_{L^2} = C_p ||\varphi||_{s,\ast}, \quad ||\varphi||^2_{L^2} \leq ||\varphi||_{s,\ast} ||\nabla \varphi||_{L^2},\]
and so we obtain
\begin{align}
|K_1| & \leq \left( (\mathcal{Y} \lambda_p C_p + 1)^2 + C_p^2 (\mathcal{Y} \lambda_p L_h C_p)^2 \right) ||\varphi||^2_{L^2(0,s;\ast)} \\
|K_2| & \leq \left( C_p^2 (\mathcal{Y} \lambda_p h_{\infty})^2 + \left( \mathcal{Y} \frac{\gamma}{\xi} ||\nabla \varphi||_{L^\infty} + \frac{\mathcal{Y}^2}{2} \right) \right) ||\varphi||^2_{L^2(0,s;\ast)} \\
& \quad + \frac{2\lambda_p^2 + 1}{4} ||\varphi||^2_{L^2(0,s;L^2)} + \frac{1}{4} ||\nabla \varphi||^2_{L^2(0,s;L^2)} \\
& \quad \leq \left( C_p^2 (\mathcal{Y} \lambda_p h_{\infty})^2 + \left( \mathcal{Y} \frac{\gamma}{\xi} ||\nabla \varphi||_{L^\infty} + \frac{\mathcal{Y}^2}{2} \right) \right) ||\varphi||^2_{L^2(0,s;\ast)} \\
& \quad + \frac{(2C_p^2 + 1)(2\lambda_p^2 + 1)}{4} ||\nabla \varphi||^2_{L^2(0,s;L^2)} + \frac{1}{4} ||\nabla \varphi||^2_{L^2(0,s;L^2)} + C ||\sigma||^2_{L^2(0,T;H^1)}. (61a) (61b)
\end{align}

We point out that the reason not to use the Poincaré inequality directly to estimate terms involving \( ||\varphi||^2_{L^2(0,s;L^2)} \) in \( K_2 \) is to obtain terms involving \( ||\nabla \varphi||^2_{L^2(0,s;L^2)} \) with coefficients that are independent of \( \mathcal{Y} \). Upon collecting all of the terms from (60a), (60b), (61a) and (61b), and also keeping in mind the estimate (47a) for \( J_1 \), we find that
\begin{align}
\frac{\mathcal{Y}}{2} ||\varphi(s)||^2 + \mathcal{Z} \frac{\kappa}{4} ||\sigma(s)||^2 + \left( \mathcal{Z} \frac{D_0}{2} - (2C_p^2 + 1) \frac{\mathcal{Z}^2 + 3}{4} \right) ||\nabla \varphi||^2_{L^2(0,s;L^2)} \\
+ \left( \mathcal{Y} \gamma \varepsilon - 2ZD_0 \eta^2 - 2\mathcal{Z} \lambda \varepsilon^2 \mathcal{Z}^2 (C_p + 1)^2 - \frac{3}{4} \right) ||\nabla \varphi||^2_{L^2(0,s;L^2)} \\
\leq \frac{\mathcal{Y}}{2} ||\varphi||^2 + \mathcal{Z} \frac{3\kappa}{4} ||\sigma||^2 + \mathcal{Z} \frac{\gamma \varepsilon}{4} ||\nabla \varphi||^2_{L^2(0,s;L^2)} + \mathcal{Z} \frac{\kappa}{4} ||\nabla \varphi||^2_{L^2(0,s;L^2)} \\
+ C \left( \mathcal{Y}, \lambda_p, C_p, \lambda_h, \lambda_h, \gamma, \varepsilon, ||\nabla \varphi||_{L^\infty} \right) ||\sigma||^2_{L^2(0,s;\ast)} + C ||\sigma||^2_{L^2(0,T;H^1)},
\end{align}
for some positive constant \( C \) not depending on \( \kappa \). Choosing \( \mathcal{Z} \) and \( \mathcal{Y} \) so that the coefficients on the left-hand side are positive, we obtain
\begin{align}
||\varphi||^2 + \mathcal{Z} \frac{\kappa}{4} ||\sigma||^2 + \int_0^s d_1 \left( ||\nabla \varphi||^2_{L^2} + ||\nabla \varphi||^2_{L^2} \right) dt \\
\leq d_2 \left( ||\varphi||^2 + \mathcal{Z} \frac{\kappa}{4} ||\sigma||^2 \right) + d_3 \left( ||\nabla \varphi||^2_{L^2(0,s;\ast)} + ||\varphi||^2_{L^2(0,s;\ast)} \right) \\
+ d_4 \left( ||\sigma||^2_{L^2(0,T;H^1)} + \mathcal{Z} \frac{\kappa}{4} ||\sigma||^2_{L^2(0,T;L^2)} + \mathcal{Z} \frac{\gamma \varepsilon}{4} ||\nabla \varphi||^2_{L^2(0,s;L^2)} + \mathcal{Z} ||\nabla \varphi||^2_{L^2(0,T;H^1)} \right),
\end{align}
for positive constants \( d_1 \), \( d_2 \), \( d_3 \) and \( d_4 \) not depending on \( \kappa \). Application of the Gronwall inequality (12) yields the desired result.
5.5. **Full uniqueness.** If \( \varphi_{1,0} = \varphi_{2,0} \), \( \sigma_{1,0} = \sigma_{2,0} \) and \( \sigma_{\infty,1} = \sigma_{\infty,2} \), then it holds that
\[
\|\sigma_1 - \sigma_2\|_{L^2(\Omega \times (0,T))}^2 + \|\varphi_1 - \varphi_2\|_{L^2(\Omega \times (0,T))}^2 = 0.
\]
Hence, \( \varphi_1 = \varphi_2 \) and \( \sigma_1 = \sigma_2 \) a.e. in \( \Omega \times (0,T) \). As \( \mu_{\infty,1} = \mu_{\infty,2} \), we see that \( \mu = \mu_1 - \mu_2 \in H^1_0 \). Thus, substituting \( \zeta = \mu \) in (56), integrating in time and applying the Poincaré inequality leads to
\[
0 = \|\nabla \mu\|_{L^2(\Omega \times (0,T);L^2)}^2 \geq \frac{1}{C_p^2} \|\mu\|_{L^2(\Omega \times (0,T);L^2)}^2 \Rightarrow \mu_1 = \mu_2 \text{ a.e. in } \Omega \times (0,T).
\]
Upon setting \( \varphi = \mu = \sigma = 0 \) in (57) we obtain
\[
\int_{\Omega} \psi \lambda \, dx = 0 \quad \forall \lambda \in H^1_0,
\]
which in turn implies that \( \psi = \psi_1 - \psi_2 = 0 \) a.e. in \( \Omega \times (0,T) \). This completes the proof of Theorem 2.10.
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