SUFFICIENT CONDITIONS FOR GLOBAL DYNAMICS OF A VIRAL INFECTION MODEL WITH NONLINEAR DIFFUSION
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Abstract. In this paper, we study the global dynamics of a viral infection model with spatial heterogeneity and nonlinear diffusion. For the spatially heterogeneous case, we first derive some properties of the basic reproduction number $R_0$. Then for the auxiliary system with quasilinear diffusion, we establish the comparison principle under some appropriate conditions. Some sufficient conditions are derived to ensure the global stability of the virus-free steady state. We also show the existence of the positive non-constant steady state and the persistence of virus. For the spatially homogeneous case, we show that $R_0$ is the only determinant of the global dynamics when the derivative of the function $g$ with respect to $V$ (the rate of change of infected cells for the repulsion effect) is small enough. Our simulation results reveal that pyroptosis and Beddington-DeAngelis functional response function play a crucial role in the controlling of the spreading speed of virus, which are some new phenomena not presented in the existing literature.

1. Introduction. Reaction-diffusion equation models have been developed from the cellular level to discuss the influence of spatial mobility of cells and viral infection dynamics (see, e.g. [8, 9, 13, 15, 18, 19, 20, 24, 27]). However, to the best of our knowledge, very little has been known and undertaken on threshold dynamics for viral infection dynamics from the genetic level. In [24], we proposed
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Table 1. Summary of model parameters.

| Parameters | Descriptions |
|------------|--------------|
| $\xi (x)$ | Generation of uninfected cells |
| $\beta (x)$ | Infection rate |
| $q (x)$ | Pyroptosis effect of inflammatory cytokines on uninfected cells |
| $\alpha_1 (x)$ | Death rate due to pyroptosis |
| $\alpha_2 (x)$ | Production rate of inflammatory cytokines |
| $k (x)$ | Production rate of virus |
| $d_U (x)$ | Death rate of uninfected cells |
| $d_V (x)$ | Death rate of infected cells |
| $d_M (x)$ | Death rate of inflammatory cytokines |
| $d_\omega (x)$ | Death rate of virus |
| $D_0$ | Diffusion rate of cells (uninfected cells and infected cells) |
| $D_1$ | Diffusion rate of inflammatory cytokines |
| $D_2$ | Diffusion rate of virus |
| $a$ | Rate of the inhibitory effect on virus |
| $b$ | Rate of the inhibitory effect on inflammatory cytokines |

A reaction-diffusion equation model from the genetic level to describe caspase-1-mediated pyroptosis by inflammatory cytokines released from infected cells, which is governed by a set of partial differential equations:

$$
\begin{align*}
\frac{\partial U(t, x)}{\partial t} &= D_0 \Delta U + \xi (x) - \frac{\beta (x) U(t, x) \omega(t, x)}{1 + \omega(t, x)} - d_U U(t, x) - q(x) U(t, x) M(t, x), \\
\frac{\partial V(t, x)}{\partial t} &= D_0 \Delta V + \int_{\Gamma} \frac{\beta (y) U(y, t - \tau) \omega(y, t - \tau) dy}{1 + \omega(y, t - \tau)} - d_V V(t, x), \\
\frac{\partial M(t, x)}{\partial t} &= D_1 \Delta M + \alpha_2 (x) V(t, x) - d_M M(t, x), \\
\frac{\partial \omega(t, x)}{\partial t} &= D_2 \Delta \omega + k(x) V(t, x) - d_\omega \omega(t, x),
\end{align*}
$$

where $U(t, x), V(t, x), M(t, x)$ and $\omega(t, x)$ are the concentrations of uninfected cells, infected cells, inflammatory cytokines and virus at time $t$ and location $x$, respectively. The detailed biological meanings for model (1) can be found in Table 1. In [24], we derived the threshold-type result in terms of the basic reproduction number for the spatially heterogeneous case in a bounded domain. We also studied traveling wave phenomena for the spatially homogeneous case in an unbounded domain.

In model (1), the saturation response $\beta (x) U \omega / (1 + \omega)$, is adopted. It is widely known that the Beddington-DeAngelis functional response is similar to the saturation response, which was introduced by Beddington [3] and DeAngelis [4]. However, Beddington-DeAngelis functional response has an extra term $a_2 U$ in the denominator modeling mutual interference among uninfected cells, which is defined by

$$
\frac{\beta (x) U \omega}{1 + a_1 \omega + a_2 U},
$$

where $a_1, a_2 \geq 0$ are constants. Similar to [7, 25], we also incorporate Beddington-DeAngelis functional response function into viral infection dynamical models. This constitutes one of main motivations of the present study.
Recently, Doceul et al reported that vaccinia virus can spread much faster than its free diffusion, which is also found in some other kinds of virus [6]. The spread of viruses can be promoted by the high concentration of infected cells [6]. A new mechanism which is called the repulsion of superinfecting virions by infected cells was proposed to explain this interesting phenomenon [6]. In order to explain this interesting phenomenon, Lai and Zou proposed the following reaction-diffusion system with repulsion effect [8]:

\[
\begin{aligned}
\frac{\partial U(t, x)}{\partial t} &= D_0 \Delta U + \xi(x) - \beta(x)U(t, x)\omega(t, x) - d_U U(t, x), \\
\frac{\partial V(t, x)}{\partial t} &= D_0 \Delta V + \beta(x)U(t, x)\omega(t, x) - d_V V(t, x), \\
\frac{\partial \omega(t, x)}{\partial t} &= \nabla \cdot (D_\omega(V)\nabla \omega) + k(x)V(t, x) - d_\omega \omega(t, x).
\end{aligned}
\]

In model (2), the flux of viruses relies not only on the concentration gradient, but also on the concentration of infected cells. Namely,

\[
\vec{J}_\omega = D_\omega(V)(-\nabla \omega),
\]

where \(D_\omega(V)\) was an increasing function of infected cells, which was assumed to be

\[
D_\omega(V) = D_2 + g(V),
\]

where \(D_2\) is the free diffusion rate of virus and \(g \in C^2(R_+, R_+)\), \(g(0) = 0\) and is an increasing function of \(V\) [8]. In model (2), the well-posedness of solutions, the basic reproduction number and the linear stabilities of steady states were discussed. From the numerical simulations, it has been found that the repulsion effect can promote the asymptotic spreading speed of virus. However, the global stability analysis of model (2) is not given due to a technical difficulty. Recently, in [9], Li and Ma performed theoretical analysis for the global stability analysis of model (2). These results inspire us to incorporate repulsion effect into more general viral infection dynamical models both mathematically and biologically. This is another motivation of this study.

To make things not too complicated (as the nonlinear diffusion which is described by repulsion effect, it has already made the global analysis very challenging), we neglect the nonlocal time delay in model (1). With these considerations, we study the global dynamics of the following reaction-diffusion system:

\[
\begin{aligned}
\frac{\partial U(t, x)}{\partial t} &= D_0 \Delta U + \xi(x) - \beta(x)U(t, x)(1 + a_1 \omega(t, x) + a_2 U(t, x)) + \frac{1 + b M(t, x)}{1 + b M(t, x)} - d_U U(t, x), \\
\frac{\partial V(t, x)}{\partial t} &= D_0 \Delta V + \beta(x)U(t, x)(1 + a_1 \omega(t, x) + a_2 U(t, x)) - (d_V + \alpha_1) V(t, x), \\
\frac{\partial M(t, x)}{\partial t} &= D_1 \Delta M + \alpha_2 V(t, x) - d_M M(t, x), \\
\frac{\partial \omega(t, x)}{\partial t} &= \nabla \cdot (D_\omega(V)\nabla \omega) + k(x)V(t, x) - d_\omega \omega(t, x),
\end{aligned}
\]

with zero-flux boundary conditions

\[
\frac{\partial U(t, x)}{\partial \nu} = \frac{\partial V(t, x)}{\partial \nu} = \frac{\partial M(t, x)}{\partial \nu} = \frac{\partial \omega(t, x)}{\partial \nu} = 0, \quad x \in \partial \Omega, \quad t > 0,
\]
where \( \nu \) is the outward normal to \( \partial \Omega \). For the initial conditions, we assume
\[
U(x, 0) = U_0(x) > 0, \quad V(x, 0) = V_0(x) \geq 0,
M(x, 0) = M_0(x) \geq 0, \quad \omega(x, 0) = \omega_0(x) \geq 0.
\] (5)

Our main results on the global dynamics of model (3) on a bounded domain include:

- Some properties of \( R_0 \) are derived.
- For the auxiliary system with quasilinear diffusion, we establish the comparison principle.
- Virus-free steady state of model (3) is globally asymptotically stable when conditions (8) and (11) hold.
- We show the existence of positive non-constant steady state and the persistence of virus when conditions (8) and (16) hold.
- For the spatially homogeneous case, we show that \( R_0 \) is the only determinant of the global dynamics when the derivative of the function \( g \) with respect to \( V \) is small enough.

2. Some notations. Throughout this paper, let \( R^n_+ \) be the positive cone in \( R^n \), i.e.,
\[
R^n_+ = \{(a_1, a_2, \cdots, a_n)^T \in R^n \mid a_i \geq 0, \ i = 1, 2 \cdots n\}.
\]

\( W^{m,p}(\Omega, R^n) \) for \( m \geq 1 \) and \( 1 < p \leq +\infty \) denotes the Sobolev space of \( R^n \)-valued functions with norm \( \|\cdot\|_{m,p} \). Let \( L^p(\Omega) \) (\( 1 \leq p \leq +\infty \)) denote the usual Lebesgue space in a bounded domain \( \Omega \subset R^n \) with norm
\[
\|\cdot\|_p = \left( \int_\Omega |\cdot|^p \, dx \right)^{\frac{1}{p}}
\]
for \( 1 \leq p < +\infty \) and \( \|\cdot\|_\infty = \text{ess sup}_{x \in \Omega} |\cdot| \). When \( p \in (n, +\infty) \), then
\[
W^{1,p}(\Omega, R^n) \hookrightarrow C(\Omega, R^n)
\]
which is the space of \( R^n \)-valued continuous functions.

Set
\[
X^n_+ := W^{1,p}(\Omega, R^n),
\]
then \( X^n_+ \) is the positive cone of \( X^n \), i.e.,
\[
X^n_+ = W^{1,p}(\Omega, R^n_+).
\]
Then \( X^n_+ \) deduces a partial order and \( (X^n, X^n_+) \) is a strongly ordered space. We assume that \( p > n \), and \( n \) is a positive integer; \( \text{Int}(\Omega) \) is the interior of \( \Omega \).

3. Basic reproduction number. Rewrite model (3) as
\[
\begin{cases}
\phi_t + A(\phi)\phi = F(x, \phi), \ x \in \phi, \ t > 0, \\
\mathcal{H}\phi = 0, \ x \in \partial \Omega, \ t > 0,
\end{cases}
\]
where
\[
(A(\phi))_{j,k} = -\partial_j (a_{j,k}(\phi) \partial_k \phi), \quad \mathcal{H}\phi = \frac{\partial \phi}{\partial \nu},
\]
and \( a_{j,k} = a(\phi) \delta_{j,k} (1 \leq j, k \leq 4) \), and
\[
a(\phi) = \begin{pmatrix}
D_0 & 0 & 0 & 0 \\
0 & D_0 & 0 & 0 \\
0 & 0 & D_1 & 0 \\
0 & 0 & 0 & D_{\omega}(\phi_2)
\end{pmatrix},
\]
for $\phi = (\phi_1, \phi_2, \phi_3, \phi_4) \in X^4_\delta$. Here $\delta_{j,k}$ is the Kronecker delta function, and

$$F(x, \phi) = \begin{pmatrix}
\xi(x) - \frac{\beta(x)U_\omega}{1 + a_1^2 + a_2U} - d_UU - \frac{q(x)U_\omega}{1 + bM}
\frac{\beta(x)U_\omega}{1 + a_1^2 + a_2U} - (d_V + \alpha_1)V
\alpha_2(x)V - d_M M
\frac{k(x)V - d_\omega \omega}{4}
\end{pmatrix},$$

for $\phi = (U, V, M, \omega)$.

Clearly, $a(\phi) \in C^2(R^4_+ \cup R^4_0)$, where we identified $L(R^4_0)$ with the space of $4 \times 4$ real matrices. Furthermore, the boundary value problem is normally elliptic [2]. Hence, we get the following result.

**Theorem 3.1.** For every initial value $(U_0, V_0, M_0, \omega_0) \in X^4_\delta$, model (3) has a unique solution which satisfies

$$(U, V, M, \omega) \in C([0, +\infty), X^4_\delta) \cap C^{1,2}((0, +\infty) \times \Omega, R^4).$$

Furthermore, there is a constant $\zeta$ such that

$$0 < U(t, x) < \zeta, \quad 0 \leq V(t, x), \quad M(t, x), \quad \omega(t, x) < \zeta$$

for all $(t, x) \in [0, +\infty) \times \Omega$.

**Proof.** By [2, Theorems 14.4 and 14.6] or [1, Theorem 1], it follows that model (3) admits a unique classical solution $(U, V, M, \omega)$ defined on $[0, \delta_0) \times \Omega$ such that

$$(U, V, M, \omega) \in C((0, \delta_0), X^4_\delta) \cap C^{2,1}((0, \delta_0) \times \Omega, R^4),$$

where $\delta_0 > 0$ is the maximal interval of existence of the solution of model (3). From [2, Theorem 15.1], the nonnegativity of the solution of model (3) can be obtained. To show $\delta_0 = +\infty$, motivated by [1], we only need to prove that the solution of model (3) is bounded.

Denote $W = U + V$, it follows that

$$\frac{\partial W}{\partial t} = D_0 \Delta (U + V) + \xi(x) - \frac{q(x)U(t, x)M(t, x)}{1 + bM(t, x)} - d_UU - (d_V + \alpha_1)V \leq D_0 \Delta W + \bar{\xi} - gW,$$

where $\bar{\xi} = \max_{x \in \Omega} \xi(x)$ and $g = \min\{d_U, d_V + \alpha_1\}$.

In view of [10], $\bar{\xi}/g$ is the globally attractive steady state for the scalar parabolic equations

$$\begin{cases}
\frac{\partial W}{\partial t} = D_0 \Delta W + \bar{\xi} - gW, & x \in \Omega, \ t > 0,
\frac{\partial W}{\partial \nu} = 0, & x \in \partial \Omega, \ t > 0.
\end{cases}$$

According to the parabolic comparison theorem [16, Theorem 7.3.4], it can be shown that $U + V$ is bounded. Since $U$ and $V$ are nonnegative, $U(t, x)$ and $V(t, x)$ of model (3) are bounded, namely, $0 \leq U(t, x) \leq U_M$ and $0 \leq V(t, x) \leq V_M$, where $U_M$ and $V_M$ are positive constants.

From the third equation of model (3), we have

$$\frac{\partial M}{\partial t} \leq D_1 \Delta M + \overline{\alpha}_2 V_M - d_M M,$$

hence $M$ is bounded, namely, $0 \leq M(t, x) \leq M_M$, where $M_M$ is a positive constant.
Let $\kappa = \max_{x \in \Omega} k(x)$ and $\omega_M = \frac{\kappa V_M}{d_\omega}$. For any $V$, the operator $F$ is defined

$$F \omega = \omega_t - \nabla \cdot (D_\omega(V) \nabla \omega) - k(x)V + d_\omega \omega.$$ 

We know that $F \omega = 0$. On the other hand, we find

$$F \omega_M = d_\omega \omega_M - k(x)V \geq d_\omega \omega_M - \kappa V_M = \kappa V_M - \kappa V_M = 0 = F \omega.$$ 

On the boundary, $\frac{\partial \omega_M}{\partial \nu} = 0$ holds. Hence, $\omega = \omega_M$ is an upper solution of the forth equation in model (3). The comparison principle [16, Theorem 7.3.4] indicates that $0 \leq \omega(t, x) \leq \omega_M$. Thus, the solution $(U, V, M, \omega)$ of model (3) is bounded. By [1], this implies $\delta_0 = +\infty$, meaning that the solution of model (3) exists globally. The proof is complete.

\textbf{Lemma 3.2.} Let $\Phi(t) : X_+^4 \to X_+^4$ be the solution semiflow associated with model (3) in the sense that

$$\Phi(t) \varphi = (U(t, \cdot, \cdot, \cdot), V(t, \cdot, \cdot, \cdot), M(t, \cdot, \cdot, \cdot), \omega(t, \cdot, \cdot, \cdot)), \quad \forall \ t \geq 0, \ \varphi \in X_+^4,$$

where $(U(t, x, \cdot, \cdot), V(t, x, \cdot, \cdot), M(t, x, \cdot, \cdot), \omega(t, x, \cdot, \cdot))$ is the solution of model (3). Then $\Phi(t)$ admits a global attractor in $X_+^4$.

\textbf{Proof.} We first show the compactness of $\Phi(t)$ on $X_+^4$. Since $D_0 > 0$ and $D_1 > 0$, it is well known that the first three components $U(t, x), V(t, x)$ and $M(t, x)$ of model (3) are compact. To verify the compactness of the forth component $\omega(t, x)$ of model (3), we assume that $\Gamma(t, x, y, D(t, x))$ is the Green function associated with the following linear parabolic equation

$$\begin{cases}
\frac{\partial z}{\partial t} = \nabla \cdot (D(t, x) \nabla z), \ x \in \Omega, \ t > 0, \\
\frac{\partial z}{\partial \nu} = 0, \ x \in \partial \Omega, \ t > 0,
\end{cases}$$

where

$$D(t, x) = D_\omega(V) = D_2 + g(V) \leq D_2 + g(\zeta) = M,$$

and $\Gamma(t, x, y, D(t, x))$ is a twice continuously differentiable function of $x$. From model (3), we have

$$\omega(t, x; \varphi) = e^{-d_\omega t} \int_\Omega \Gamma(t, x, y, D(t, x)) \varphi_4(y)dy$$

$$+ \int_0^t e^{-d_\omega (t-s)} \int_\Omega \Gamma(t, x, y, D(t, x))k(y)V(t-s, y)dyds, \ \varphi_4 \in X_+.$$ 

For any $x_1, x_2 \in \Omega$ with $x_1 < x_2$, we get

$$| \omega(t, x_1; \varphi) - \omega(t, x_2; \varphi) |$$

$$\leq \int_\Omega | \Gamma_x(t, \eta, y, D(t, \eta)) || \varphi_4(y) | dy | x_1 - x_2 |$$

$$+ \int_0^t e^{-d_\omega (t-s)} \int_\Omega | \Gamma_x(t, \eta, y, D(t, \eta)) || k(y)V(t-s, y) | dyds | x_1 - x_2 |,$$

where $\eta \in (x_1, x_2)$. Since $D(t, x), \varphi_4(x)$ and $k(x)$ are continuous and bounded uniformly for $t \in [0, +\infty)$ and $x \in \bar{\Omega}$, there is a positive constant $\kappa$ satisfying

$$| \omega(t, x_1; \varphi) - \omega(t, x_2; \varphi) | \leq \kappa | x_1 - x_2 |.$$
Thus, for any \( \varepsilon > 0 \), there exists \( \delta = \varepsilon / \kappa \) such that when \( |x_1 - x_2| \leq \delta, \forall x_1, x_2 \in \Omega \), we get
\[
| \omega(t, x_1; \varphi) - \omega(t, x_2; \varphi) | \leq \varepsilon,
\]
which indicates that \( \omega(t, x; \varphi) \) is equicontinuous on \( \Omega \). Note that Theorem 3.1 shows that \( \omega(t, x) \) is uniformly bounded for \( t \) and \( x \). Hence, \( \omega(t, x; \varphi) \) is compact. Furthermore, from the proof of Theorem 3.1, we have that \( \Phi(t) \) is point dissipative on \( X^+ \), and forward orbits of bounded subsets of \( X^+ \) for \( \Phi(t) \) are bounded. Thus, \( \Phi(t) \) admits a global attractor in \( X^+ \). The proof is complete. \( \square \)

The following lemma implies the existence of virus-free steady state, which is from [24].

**Lemma 3.3.** Model (3) admits a unique virus-free steady state \( E_0 = \left( \hat{U}(x), 0, 0 \right) \). Furthermore, if \( \xi(x) \) is a constant \( \xi \) for all \( x \in \Omega \), then \( \hat{U}(x) = \frac{\xi}{d_V} \).

For any \( \varphi = (\varphi_2, \varphi_4) \in X^1 \times X^1 \) and each \( t \geq 0, N(t)\varphi(x) = (N_2(t)\varphi_2(x), N_4(t)\varphi_4(x)) \), where \( N_2(t) \) and \( N_4(t) : X^1 \to X^1 \) are the strongly continuous semigroups associated with \( D_0\Delta - (d_V + \alpha_1) \) and \( D_2\Delta - d_\omega \), subject to (4), respectively. Namely,
\[
[N_2(t)\varphi_2](x) = e^{-(d_V + \alpha_1)t} \int_{\Omega} \Gamma(t, x, y, D_0)\varphi_2(y)dy
\]
and
\[
[N_4(t)\varphi_4](x) = e^{-d_\omega t} \int_{\Omega} \Gamma(t, x, y, D_2)\varphi_4(y)dy,
\]
where \( \Gamma(t, x, y, D_0) \) and \( \Gamma(t, x, y, D_2) \) are the Green functions associated with \( D_0\Delta \) and \( D_2\Delta \) subject to (4), respectively. Thus, \( M(t) \) is a positive \( C_0 - \)semigroup.

Below, as in [5, 21], we define the basic reproduction number of model (3). To this end, we define the positive linear operator by
\[
C(\varphi)(x) = (C_2(\varphi)(x), C_4(\varphi)(x)), \ \forall \varphi = (\varphi_2, \varphi_4) \in X^1 \times X^1, \ x \in \Omega,
\]
where
\[
C_2(\phi)(x) = \frac{\beta(x)\hat{U}(x)}{1 + a_2\hat{U}(x)} \varphi_4(x), \ \ C_4(\phi)(x) = k(x)\varphi_2(x).
\]
Then the basic reproduction number is defined by the spectral radius of the following operator
\[
\mathcal{L}(\varphi) = \int_0^{+\infty} C(N(t)\varphi)dt = C \int_0^{+\infty} (N(t)\varphi)dt,
\]
that is,
\[
R_0 = r(\mathcal{L}).
\]

**Lemma 3.4.** The following properties of \( R_0 \) hold:

(i)
\[
R_0 \leq \max_{x \in \Omega} \sqrt{\frac{\beta(x)\hat{U}(x)k(x)}{(1 + a_2\hat{U}(x))(d_V + \alpha_1)d_\omega}}.
\]

(ii)
\[
R_0 \geq \min_{x \in \Omega} \sqrt{\frac{\beta(x)\hat{U}(x)k(x)}{(1 + a_2\hat{U}(x))(d_V + \alpha_1)d_\omega}}.
\]
Proof. For \( \forall \varphi \in X^2 \), one gets
\[
L(\varphi) = \begin{pmatrix}
\beta(x)\hat{U}(x) + \infty \\
1 + a_2\hat{U}(x)
\end{pmatrix}
+ \infty
\int_0^\infty e^{-d_\omega t} \int_\Omega \Gamma(t, x, y, D_2)\varphi_4(y)dydt = \mu \varphi_2,
\]
and
\[
k(x) \int_0^\infty e^{-(dV + \alpha_1)t} \int_\Omega \Gamma(t, x, y, D_0)\varphi_2(y)dydt = \mu \varphi_4,
\]
which implies that
\[
K(\varphi_2) = \mu^2 \varphi_2,
\]
where
\[
K(\varphi_2)(x) = \beta(x)\hat{U}(x) + \infty
\int_0^\infty e^{-d_\omega t} \int_\Omega \Gamma(t, x, y, D_2)\varphi_4(y)dydt,
\]
with
\[
\varphi_4(y) = k(y) \int_0^\infty e^{-(dV + \alpha_1)t} \int_\Omega \Gamma(t, y, z, D_0)\varphi_2(z)dzdt.
\]
It is easy to see that \( K \) is linear, compact and strongly positive. Hence, \( \dim\mathcal{N}(\mu^2I - K) < +\infty \). Thus, we have
\[
\dim\mathcal{N}(\mu I - L) \leq \dim\mathcal{N}(\mu^2I - K) < +\infty.
\]
By using the same proof as that of [23, Theorem 3.1], it follows that \( \mu I - L \) is semi-Fredholm for all \( \mu > 0 \), and
\[
r(K) = (r(L))^2 = B_0^2.
\]
Furthermore, by applying the fact that, for \( x \in \Omega, \ t > 0, \ D_0 > 0, \ D_2 > 0, \)
\[
\int_\Omega \Gamma(t, x, y, D_0)dy = 1,
\]
and
\[
\int_\Omega \Gamma(t, x, y, D_2)dy = 1,
\]
we get
\[
\|K(\varphi_2)\| \leq \frac{\beta\hat{U}k}{(1 + a_2\hat{U})(dV + \alpha_1)d_\omega} \|\varphi_2\|.
\]
It is well-known that
\[
r(K) \leq \|K\| \leq \frac{\beta\hat{U}k}{(1 + a_2\hat{U})(dV + \alpha_1)d_\omega}.
\]
Hence, we have

\[ R_0 \leq \sqrt{\frac{\beta \tilde{U} \tilde{k}}{(1 + a_2 \tilde{U}) (d_V + \alpha_1) d_\omega}}, \]

where \( \tilde{U} = \max_{x \in \Omega} \tilde{U}(x), \beta = \max_{x \in \Omega} \beta(x) \) and \( k = \max_{x \in \Omega} k(x) \).

On the other hand, if we take \( c = (c_2, c_4) \in R^2 \), then we have

\[
(\mu I - \mathcal{L})(\pi) = \begin{pmatrix}
\mu & -\frac{\beta(x) \tilde{U}(x)}{1 + a_2 \tilde{U}(x)} d_\omega \\
-k(x) & \mu
\end{pmatrix} \begin{pmatrix}
c_2 \\
c_4
\end{pmatrix}, \quad x \in \Omega,
\]

which implies that, if

\[
\mu < \min_{x \in \Omega} \sqrt{\frac{\beta(x) \tilde{U}(x) k(x)}{(1 + a_2 \tilde{U}(x)) (d_V + \alpha_1) d_\omega}},
\]

then \( \mu \) cannot in the spectrum of the linear and compact operator \( \mathcal{L} \). Thus, one gets

\[
r(\mathcal{L}) \geq \min_{x \in \Omega} \sqrt{\frac{\beta(x) \tilde{U}(x) k(x)}{(1 + a_2 \tilde{U}(x)) (d_V + \alpha_1) d_\omega}}.
\]

Then

\[
R_0 \geq \min_{x \in \Omega} \sqrt{\frac{\beta(x) \tilde{U}(x) k(x)}{(1 + a_2 \tilde{U}(x)) (d_V + \alpha_1) d_\omega}}.
\]

Similarly, if

\[
\mu > \max_{x \in \Omega} \sqrt{\frac{\beta(x) \tilde{U}(x) k(x)}{(1 + a_2 \tilde{U}(x)) (d_V + \alpha_1) d_\omega}},
\]

then \( \mu \) cannot in the spectrum of the linear and compact operator \( \mathcal{L} \). Thus, one gets

\[
r(\mathcal{L}) \leq \max_{x \in \Omega} \sqrt{\frac{\beta(x) \tilde{U}(x) k(x)}{(1 + a_2 \tilde{U}(x)) (d_V + \alpha_1) d_\omega}}.
\]

Then

\[
R_0 \leq \max_{x \in \Omega} \sqrt{\frac{\beta(x) \tilde{U}(x) k(x)}{(1 + a_2 \tilde{U}(x)) (d_V + \alpha_1) d_\omega}}.
\]

The proof is complete. \( \square \)
Linearizing model (3) at $E_0$ yields
\[
\begin{align*}
\frac{\partial E_1}{\partial t} &= D_0 \Delta E_1 - d_V E_1 - q(x)\hat{U}(x)E_3 - \frac{\beta(x)\hat{U}(x)}{1 + a_2 \hat{U}(x)}E_4, \ x \in \Omega, \ t > 0, \\
\frac{\partial E_2}{\partial t} &= D_0 \Delta E_2 + \frac{\beta(x)\hat{U}(x)}{1 + a_2 \hat{U}(x)}E_4 - (d_V + \alpha_1)E_2, \ x \in \Omega, \ t > 0, \\
\frac{\partial E_3}{\partial t} &= D_1 \Delta E_3 + \alpha_2(x)E_2 - d_M E_3, \ x \in \Omega, \ t > 0, \\
\frac{\partial E_4}{\partial t} &= D_2 \Delta E_4 + k(x)E_2 - d_\omega E_4, \ x \in \Omega, \ t > 0, \\
\frac{\partial E_1}{\partial \nu} &= \frac{\partial E_2}{\partial \nu} = \frac{\partial E_3}{\partial \nu} = \frac{\partial E_4}{\partial \nu} = 0, & \forall x \in \partial \Omega, \ t > 0.
\end{align*}
\]

Substituting $E_2(t, x) = e^M \varphi_2(x)$ and $E_4(t, x) = e^M \varphi_4(x)$ into equations of $E_2$ and $E_4$, for $(\varphi_2, \varphi_4) \in X_1 \times X_1$, we obtain the following eigenvalue problem
\[
\begin{align*}
\lambda \varphi_2(x) &= D_0 \Delta \varphi_2(x) + \frac{\beta(x)\hat{U}(x)}{1 + a_2 \hat{U}(x)} \varphi_4(x) - (d_V + \alpha_1) \varphi_2(x), \\
\lambda \varphi_4(x) &= D_2 \Delta \varphi_4(x) + k(x)\varphi_2(x) - d_\omega \varphi_4(x), \\
\frac{\partial \varphi_2(x)}{\partial \nu} &= \frac{\partial \varphi_4(x)}{\partial \nu} = 0, & \forall x \in \partial \Omega, \ t > 0.
\end{align*}
\]

In view of [16, Theorem 7.6.1], the following result holds.

**Lemma 3.5.** The eigenvalue problem (6) admits a principal eigenvalue $\lambda_0$ with a strictly positive eigenvector.

The following result can be verified by using [22, Theorem 3.1 (i)].

**Lemma 3.6.** $R_0 - 1$ has the same sign as $\lambda_0$.

4. **Comparison principle for an auxiliary system.** In order to discuss the global dynamics of model (3), we show that the following quasilinearity parabolic auxiliary system
\[
\begin{align*}
\frac{\partial V}{\partial t} &= D_0 \Delta V + \frac{\beta(x)\hat{U}(x)}{1 + a_2 \hat{U}(x)} \omega - (d_V + \alpha_1) V, \\
\frac{\partial M}{\partial t} &= D_1 \Delta M + \alpha_2(x) V - d_M M, \\
\frac{\partial \omega}{\partial t} &= \nabla \cdot (D_\omega(V)\nabla \omega) + k(x) V - d_\omega \omega, \\
\frac{\partial V}{\partial \nu} &= \frac{\partial M}{\partial \nu} = \frac{\partial \omega}{\partial \nu} = 0, & \forall x \in \partial \Omega, \ t > 0,
\end{align*}
\]
satisfies the comparison principle under appropriate conditions. The global existence, nonnegativity, uniqueness, and boundedness of solutions for model (7) can be shown by using the similar method as the proof of Theorem 3.1. As Theorem 3.1, we assume that there exists a constant $\zeta$ such that
\[
0 \leq V(t, x), M(t, x), \omega(t, x) \leq \zeta.
\]

We now state the comparison principle, which plays a crucial role on the discussions of global dynamics for model (3). Our method is inspired by Li and Ma [9, Theorem 3.1].
Theorem 4.1. Assume that there is a constant \( B \) such that for all solutions of model (3), there holds
\[
\|g'(V)\nabla \omega\|_\infty \leq B, \text{ for all } V, \omega \in X \text{ with } V, \omega \in [0, \zeta]. \tag{8}
\]

Let \( z_1(t, x; \varphi) = (V_1, M_1, \omega_1) \) and \( z_2(t, x; \varphi) = (V_2, M_2, \omega_2) \) be the solution of model (7) with initial data \( \varphi, \psi \in X \). If \( \varphi(x) \geq \psi(x) \) for all \( x \in \Omega \), it follows that \( z_1(t, x; \varphi) \geq z_2(t, x; \psi) \) for all \( x \in \Omega \) and \( t \geq 0 \).

Proof. Substituting \( z_1(t, x; \varphi) \) and \( z_2(t, x; \psi) \) into model (7), respectively, then subtracting one system from another, it follows that
\[
\begin{cases}
\frac{\partial(V_1 - V_2)}{\partial t} = D_0 \Delta (V_1 - V_2) + \frac{\beta(x)\bar{U}(x)}{1 + \alpha g\bar{U}(x)}(\omega_1 - \omega_2) - (d_V + \alpha_1)(V_1 - V_2), \\
\frac{\partial(M_1 - M_2)}{\partial t} = D_1 \Delta (M_1 - M_2) + \alpha_2(x)(V_1 - V_2) - d_M(M_1 - M_2), \\
\frac{\partial(\omega_1 - \omega_2)}{\partial t} = \nabla \cdot (D_2 \nabla(\omega_1 - \omega_2) + g(V_1)\nabla\omega_1 - g(V_2)\nabla\omega_2) + k(x)(V_1 - V_2) \\
\frac{\partial(V_1 - V_2)}{\partial \nu} = \frac{\partial(M_1 - M_2)}{\partial \nu} = \frac{\partial(\omega_1 - \omega_2)}{\partial \nu} = 0, \forall x \in \partial \Omega,\ t > 0.
\end{cases}
\tag{9}
\]

For convenience, we assume that \( g(x)y = f(x, y), \hat{a} = V_2, \hat{b} = \nabla\omega_2, \hat{h} = V_1 - V_2 \) and \( \hat{k} = \nabla\omega_1 - \nabla\omega_2 \). It follows from Taylor’s expression for the term \( g(V_1)\nabla\omega_1 - g(V_2)\nabla\omega_2 \) that
\[
g(V_1)\nabla\omega_1 - g(V_2)\nabla\omega_2 = f \left( \hat{a} + \hat{h}, \hat{b} + \hat{k} \right) - f \left( \hat{a}, \hat{b} \right)
\]
\[
= f_x \left( \hat{a} + \rho \hat{h}, \hat{b} + \rho \hat{k} \right) \hat{h} + f_y \left( \hat{a} + \rho \hat{h}, \hat{b} + \rho \hat{k} \right) \hat{k}
\]
\[
= g' \left( \hat{a} + \rho \hat{h} \right) \left( \hat{b} + \rho \hat{k} \right) \hat{h} + g \left( \hat{a} + \rho \hat{h} \right) \hat{k}
\]
\[
= g'(V_2 + \rho(V_1 - V_2))(\nabla\omega_1 + \rho(\nabla\omega_1 - \nabla\omega_2))(V_1 - V_2) + g(V_2 + \rho(V_1 - V_2))(\nabla\omega_1 - \nabla\omega_2)
\]
\[
= g'(\rho V_1 + (1 - \rho)V_2)\nabla(\rho\omega_1 + (1 - \rho)\omega_2)(V_1 - V_2) + g(\rho V_1 + (1 - \rho)V_2)\nabla(\omega_1 - \omega_2),
\]
where \( \rho \in (0, 1) \). Here, the Taylor’s expression for the term \( g(V_1)\nabla\omega_1 - g(V_2)\nabla\omega_2 \) can also be found in [9]. We set
\[
a(t, x) = g'(\rho V_1 + (1 - \rho)V_2)\nabla(\rho\omega_1 + (1 - \rho)\omega_2),
\]
and
\[
b(t, x) = g(\rho V_1 + (1 - \rho)V_2).
\]

According to Theorem 3.1 and the condition (8), \( a(t, x) \) and \( b(t, x) \) are bounded uniformly for \( t \geq 0 \) and \( x \in \Omega \). Let \( P_1 = V_1 - V_2, P_2 = M_1 - M_2, P_3 = \omega_1 - \omega_2 \).
Then we have
\[
\begin{cases}
\frac{\partial P_1}{\partial t} = D_0 \Delta P_1 + \frac{\beta(x)\hat{U}(x)}{1 + a_2 U(x)} P_3 - (d_V + \alpha_1)P_1, \\
\frac{\partial P_2}{\partial t} = D_1 \Delta P_2 + \alpha_2(x)P_1 - d_M P_2, \\
\frac{\partial P_3}{\partial t} = \nabla \cdot ((D_2 + b(t, x))\nabla P_3 + a(t, x)P_3) + k(x)P_1 - d_\omega P_3, \\
\frac{\partial P_3}{\partial \nu} = \frac{\partial P_2}{\partial \nu} = \frac{\partial P_3}{\partial \nu} = 0, \forall x \in \partial \Omega, \ t > 0.
\end{cases}
\] (10)

Since \(D_0, D_1 > 0\) as well as \(P_1(0, x) \geq 0, \ P_2(0, x) \geq 0\) and \(P_3(0, x) \geq 0\), it follows from [2, Theorems 14.4 and 14.6] that model (10) has a unique classical solution
\[(P_1(t, x), P_2(t, x), P_3(t, x))\]
defined on \([0, \tau) \times \Omega\) such that
\[(P_1, P_2, P_3) \in C([0, \tau), X^3) \cap C^{3,1}((0, \tau) \times \overline{\Omega}, R^3),\]
where \(\tau > 0\) is the maximal interval of existence of the solution of model (10). In view of [2, Theorem 15.1], the nonnegativity of the solution of model (10) can be obtained. Since \(z_1, z_2\) and \(z_3\) are uniformly bounded, so are \(P_1, P_2\) and \(P_3\). Thus, we have \(\tau = +\infty\) [2, Theorem 15.3]. The proof is complete.

5. Global dynamics. In this section, we discuss the global dynamics of model (3) by starting with the following lemma.

**Lemma 5.1.** Let \((U(t, x), V(t, x), M(t, x), \omega(t, x))\) be the solution of model (3). Assume that the condition (8) holds. Then the following two statements hold:

(i) \(U(t, x) > 0\) for \((t, x) \in [0, +\infty) \times \overline{\Omega}\).

(ii) If there is some \(t_0 > 0\) such that \(V(t_0, \cdot, \varphi) \not\equiv 0, \ M(t_0, \cdot, \varphi) \not\equiv 0\) and \(\omega(t_0, \cdot, \varphi) \not\equiv 0\), then \(V(t, \cdot, \varphi) > 0, \ M(t, \cdot, \varphi) > 0\) and \(\omega(t, \cdot, \varphi) > 0\) for all \(t > t_0\), \(x \in \overline{\Omega}\).

**Proof.** From model (3), one gets
\[
\begin{cases}
\frac{\partial U}{\partial t} \geq D_0 \Delta U - \left( d_U + \frac{q(x)}{b} + \frac{\beta(x)}{a_1} \right) U, \ x \in \Omega, \ t > 0, \\
\frac{\partial U}{\partial \nu} = 0, \ x \in \partial \Omega, \ t > 0, \\
U(0, x) = U_0(x) > 0, \ x \in \Omega.
\end{cases}
\]
By the standard comparison argument, one gets \(U(t, x; \varphi) > 0, \ x \in \overline{\Omega}, \ t \geq 0\), which indicates that (i) holds.

From model (3), we have
\[
\begin{cases}
\frac{\partial V}{\partial t} \geq D_0 \Delta V - (d_V + \alpha_1)V, \ x \in \Omega, \ t > 0, \\
\frac{\partial M}{\partial t} \geq D_1 \Delta M - d_M V, \ x \in \Omega, \ t > 0, \\
\frac{\partial \omega}{\partial t} \geq \nabla \cdot ((D_2 + g(V))\nabla \omega) - d_\omega \omega, \ x \in \Omega, \ t > 0, \\
\frac{\partial V}{\partial \nu} = \frac{\partial M}{\partial \nu} = \frac{\partial \omega}{\partial \nu} = 0, \ x \in \partial \Omega, \ t > 0, \\
V_0(x) \geq 0, \ M_0(x) \geq 0, \ \omega_0(x) \geq 0, \ x \in \Omega.
\end{cases}
\]
According to Theorem 4.1, (ii) holds. The proof is complete. \(\square\)
Lemma 5.2. Suppose that the condition (8) holds and
\[ \frac{\beta U_k}{1 + a_2 U} < (d_V + \alpha_1)d_\omega, \]  
then the steady state \((0, 0, 0)\) of model (7) with the initial data in \(X_3^+\) is globally asymptotically stable.

Proof. In view of Lemma 3.4, it follows that \(R_0 < 1\). It follows from Lemma 3.6 and \(R_0 < 1\) that the principal eigenvalue of model (6) satisfies \(\lambda_0 < 0\). Hence, the steady state \((0, 0, 0)\) of model (7) is locally stable. Next we show that \((0, 0, 0)\) of model (7) is globally attractive in \(X_3^+\).

From model (7), we have
\[
\begin{align*}
\frac{\partial z_1}{\partial t} &\leq D_0 \Delta z_1 + \frac{\beta U_k}{1 + a_2 U} z_3 - (d_V + \alpha_1)z_1, \ x \in \Omega, \ t > 0, \\
\frac{\partial z_2}{\partial t} &\leq D_1 \Delta z_2 + \beta z_1 - d_M z_2, \ x \in \Omega, \ t > 0, \\
\frac{\partial z_3}{\partial t} &\leq \nabla \cdot (D_{z_3}(z_1) \nabla z_3) + k z_1 - d_\omega z_3, \ x \in \Omega, \ t > 0, \\
\frac{\partial z_1}{\partial \nu} &= \frac{\partial z_2}{\partial \nu} = \frac{\partial z_3}{\partial \nu} = 0, \ \forall x \in \partial \Omega, \ t > 0.
\end{align*}
\]  
(12)

Since the equations for \(z_1\) and \(z_3\) are independent from the equation \(z_2\), we only consider the following system
\[
\begin{align*}
\frac{\partial \bar{z}_1}{\partial t} &= D_0 \Delta \bar{z}_1 + \frac{\beta U_k}{1 + a_2 U} \bar{z}_3 - (d_V + \alpha_1)\bar{z}_1, \ x \in \Omega, \ t > 0, \\
\frac{\partial \bar{z}_3}{\partial t} &= \nabla \cdot (D_{z_3}(\bar{z}_1) \nabla \bar{z}_3) + k \bar{z}_1 - d_\omega \bar{z}_3, \ x \in \Omega, \ t > 0, \\
\frac{\partial \bar{z}_1}{\partial \nu} &= \frac{\partial \bar{z}_3}{\partial \nu} = 0, \ \forall x \in \partial \Omega, \ t > 0.
\end{align*}
\]  
(13)

Application of Theorem 4.1 yields
\[ (z_1(t, x; \varphi), z_3(t, x; \varphi)) \leq (\bar{z}_1(t, x; \varphi), \bar{z}_3(t, x; \varphi)), \ \text{for} \ \varphi \leq \psi \ \text{in} \ X_2^+. \]

It is easy to see that the quadric equation
\[ (\mu + d_V + \alpha_1)(\mu + d_\omega) = \frac{\beta U_k}{1 + a_2 U} \]
has two negative roots. Assuming \(\mu\) is the larger one, i.e.,
\[ \mu = \frac{-(d_V + \alpha_1 + d_\omega) + \sqrt{(d_V + \alpha_1 + d_\omega)^2 + \frac{4\beta U_k}{1 + a_2 U}}}{2}. \]

Obviously, \(\mu + d_\omega > 0\) and \(\mu + d_V + \alpha_1 > 0\). We now define two functions as follows:
\[ \bar{z}_1(t, x) = K \frac{1}{\mu + d_V + \alpha_1} e^{\mu t}, \]
and
\[ \bar{z}_3(t, x) = Ke^{\mu t}, \]
where \(K > 0\) is an arbitrary constant.
For \( \varphi \in (\varphi_1, \varphi_3) \in X_+^2 \), we can find a sufficiently large number \( K \) satisfying
\[
\varphi = (\varphi_1, \varphi_3) \leq K \left( \frac{\beta U}{1 + a_2 U} \frac{1}{\mu + d_V + \alpha_1}, 1 \right) = K (\zeta_1(0, x), \zeta_3(0, x)) = \psi, \ x \in \Omega.
\]
Thus, one gets
\[
(z_1(t, x), z_3(t, x)) \leq K \left( \frac{\beta U}{1 + a_2 U} \frac{1}{\mu + d_V + \alpha_1} e^\mu, e^\mu \right),
\]
which leads to
\[
\lim_{t \to \infty} (z_1(t, x), z_3(t, x)) = (0, 0)
\]
uniformly for \( x \in \Omega \) in \( X_+^2 \). From model (7), we have that
\[
\lim_{t \to \infty} (z_1(t, x), z_2(t, x), z_3(t, x)) = (0, 0, 0)
\]
uniformly for \( x \in \Omega \) in \( X_+^3 \). The proof is complete.

**Theorem 5.3.** Assume that conditions (8) and (11) hold. Then \((\hat{U}(x), 0, 0, 0)\) of model (3) is globally asymptotically stable in \( X_+^4 \setminus \{0\} \).

**Proof.** From model (3), one gets
\[
\begin{cases}
\frac{\partial U}{\partial t} \leq D_0 \Delta U + \xi(x) - d_U U, \ x \in \Omega, \ t > 0, \\
\frac{\partial U}{\partial \nu} = 0, \ x \in \partial \Omega, \ t > 0, \\
U_0(x) > 0, \ \forall x \in \Omega.
\end{cases}
\]
We have that \( U(t, x) \leq \hat{U}(x) \) for all \( x \in \Omega, \ t \geq 0 \). From model (3), we have
\[
\begin{cases}
\frac{\partial V}{\partial t} \leq D_0 \Delta V + \frac{\beta(x) \hat{U}(x)}{1 + a_2 \hat{U}(x)} \omega - (d_V + \alpha_1)V, \ x \in \Omega, \ t > 0, \\
\frac{\partial M}{\partial t} = D_1 \Delta M + \alpha_2(x) V - d_M M, \ x \in \Omega, \ t > 0, \\
\frac{\partial \omega}{\partial t} = \nabla \cdot (D_\omega V \nabla \omega) + k(x) V - d_\omega \omega, \ x \in \Omega, \ t > 0, \\
\frac{\partial V}{\partial \nu} = \frac{\partial M}{\partial \nu} = \frac{\partial \omega}{\partial \nu} = 0, \ x \in \partial \Omega, \ t > 0.
\end{cases}
\]
It follows from Theorem 4.1 that
\[
(V(t, x; \varphi), M(t, x; \varphi), \omega(t, x; \varphi)) \leq (z_1(t, x; \psi), z_2(t, x; \psi), z_3(t, x; \psi))
\]
for \( \varphi \leq \psi \) in \( X_+^4 \), where \((z_1, z_2, z_3)\) is the solution of model (7). By Lemma 5.2, we have
\[
\lim_{t \to \infty} (V(t, x), M(t, x), \omega(t, x)) = (0, 0, 0)
\]
uniformly for \( x \in \Omega \).

Let \( \omega(U_0, V_0, M_0, \omega_0) \) be the omega-limit set of the orbit \( \Phi(t) \) with \((U_0, V_0, M_0, \omega_0) \in X_+^4 \). Since \( \Phi(t) \) is compact and continuous in \((t, x)\), there is a set \( \mathcal{S} \subset X_+^4 \) satisfying
\[
\omega(U_0, V_0, M_0, \omega_0) = \mathcal{S} \times \{(0, 0, 0)\}.
\]
For any given \( U_0 \in \mathcal{S} \), we get
\[
(U_0, 0, 0, 0) \in \omega(U_0, V_0, M_0, \omega_0) \subset X_+^4.
\]
It follows from [26, Lemma 1.2.1] that \( \omega(U_0, V_0, M_0, \omega_0) \) is compact, invariant and interval chain transitive set for \( \Phi(t) \). If \( U_0 \in X^4_+ \) with \( (U_0, 0, 0, 0) \in \omega(U_0, V_0, M_0, \omega_0) \), we have

\[
\Phi(t) \mid_{\omega(U_0, V_0, M_0, \omega_0)} (U_0, 0, 0, 0) = (Q(t)U_0, 0, 0, 0),
\]

where \( Q(t) \) is the solution semiflow for the following reaction-diffusion system

\[
\begin{align*}
\frac{\partial U}{\partial t} &= D_0 \Delta U + \xi(x) - d_U U, \; x \in \Omega, \; t > 0, \\
\frac{\partial U}{\partial \nu} &= 0, \; x \in \partial \Omega, \; t > 0.
\end{align*}
\]

Hence, \( S \) is a compact, invariant and internal chain transitive set for \( \Phi(x) \) where \( Q \) is a compact, invariant and internal chain transitive set for \( \Phi(x) \). It follows from the proof of Lemma 3.3 that model (15) admits a globally attractive solution \( \hat{U}(x) \) in \( X^4_+ \\setminus \{0\} \). Thus, \( \{\hat{U}(x)\} \) is an isolated invariant set in \( X^4_+ \\setminus \{0\} \) and no cycle connecting \( \{\hat{U}(x)\} \) to itself in \( X^4_+ \\setminus \{0\} \). It follows from [26, Theorem 1.2.2] that \( S = \hat{U}(x) \), and then

\[
\omega(U_0, V_0, M_0, \omega_0) = S \times \{(0, 0, 0)\} = \left\{ \left( \hat{U}(x), 0, 0, 0 \right) \right\},
\]

which indicates that \( \left( \hat{U}(x), 0, 0, 0 \right) \) is globally attractive for \( \Phi(t) \) in \( X^4_+ \).

In the following, we prove that \( \left( \hat{U}(x), 0, 0, 0 \right) \) is locally stable. From the condition (11) and Lemma 3.4, we get \( R_0 < 1 \). By Lemma 3.6, we have \( \lambda_0 < 0 \). It is well-known that the solution of model (3) satisfies

\[
\lim_{t \to \infty} (E_2(t, x), E_3(t, x), E_4(t, x)) = (0, 0, 0),
\]

and hence the first equation of model (3) is asymptotic to the following reaction-diffusion system

\[
\begin{align*}
\frac{\partial E_1}{\partial t} &= D_0 E_1 - d_U E_1, \; x \in \Omega, \; t > 0, \\
\frac{\partial E_1}{\partial \nu} &= 0, \; x \in \partial \Omega, \; t > 0.
\end{align*}
\]

Hence, one gets \( \lim_{t \to \infty} E_1(t, x) = 0 \). Through the argument similar to the above by using [26, Lemma 1.2.1 and Theorem 1.2.2], we have

\[
\lim_{t \to \infty} (E_1(t, x), E_2(t, x), E_3(t, x), E_4(t, x)) = (0, 0, 0, 0),
\]

and thus \( \left( \hat{U}(x), 0, 0, 0 \right) \) is locally stable. The proof is complete. \( \square \)

We now discuss the uniform persistence of model (3) when \( R_0 > 1 \). Define

\[
X^4_0 = \{(U, V, M, \omega) \in X^4_+: V(\cdot) \neq 0, \; M(\cdot) \neq 0 \; \text{and} \; \omega(\cdot) \neq 0 \}
\]

and

\[
\partial X^4_0 = X^4_+ \setminus X^4_0.
\]

**Theorem 5.4.** Suppose that the condition (8) is true and

\[
\frac{\hat{U}b_k}{1 + a_2 U} > (d_V + \alpha_1)d_\omega.
\]
Model (3) has at least one positive non-constant steady state \((U^*(x), V^*(x), M^*(x), \omega^*(x))\), \(x \in \Omega\). Furthermore, there is a positive constant \(\eta > 0\) such that each solutions
\[
(U(t, x), V(t, x), M(t, x), \omega(t, x))
\]
of model (3) with \((U(0, x), V(0, x), M(0, x), \omega(0, x)) \in X_0^4\) satisfying
\[
\lim_{t \to \infty} V(t, x) \geq \eta, \liminf_{t \to \infty} M(t, x) \geq \eta, \liminf_{t \to \infty} \omega(t, x) \geq \eta \quad \text{uniformly for } x \in \Omega.
\]

**Proof.** It follows from Lemma 3.4 that \(R_0 > 1\). Let
\[
M_0 = \{ l \in \partial X_0^4 : \Phi(t)l \in \partial X_0^4, \ t \geq 0 \},
\]
and \(\omega(l)\) be the omega limit set of the forward orbit \(\gamma^+(l) = \{ \Phi(t)l : t \geq 0 \}\).

**Claim 1:** \(\cup_{l \in M_0} \omega(l) \subset \{ E_0 \}, \text{ where } E_0 = \left( \tilde{U}(x), 0, 0, 0 \right)\), \(x \in \Omega\).

For any given \(l \in M_0\), we have \(\Phi(t)l \in \partial X_0^4, \ t \geq 0\). Hence, one gets \(V(t, \cdot; l) \equiv 0\), \(M(t, \cdot; l) \equiv 0\) or \(\omega(t, \cdot; l) \equiv 0\) for each \(t \geq 0\). If \(\omega(t, \cdot; l) \equiv 0, \forall t \geq 0\), we have \(V(t, \cdot; l) \equiv 0, \forall t \geq 0\). From model (3), we get \(\lim_{t \to \infty} M(t, x) = 0\) uniformly for \(x \in \Omega\). Then we obtain \(\lim_{t \to \infty} U(t, x) = \tilde{U}(x)\) uniformly for \(x \in \Omega\). If \(\omega(t, \cdot; l) \not\equiv 0\) for some \(t_1 \geq 0\), it follows that \(\omega(t, \cdot; l) > 0, \forall t \geq t_1\). Hence, one gets \(V(t, \cdot; l) \equiv 0\) or \(M(t, \cdot; l) \equiv 0\). For the case \(V(t, \cdot; l) \equiv 0\), we have \(\omega(t, \cdot; l) \equiv 0\). Then we have \(M(t, \cdot; l) \equiv 0\). Thus, the claim is true.

Since \(R_0 > 1\), it follows from Lemma 3.6 that \(\lambda_0 > 0\). Hence, there exists a sufficiently small number \(\sigma > 0\) satisfying
\[
\frac{(\tilde{U} - \sigma)\beta k}{1 + a_2(\tilde{U} - \sigma) + a_1 \sigma} > (d_V + \alpha_1)d_\omega,
\]
where \(\lambda_0^\sigma\) is the principle eigenvalue of the following eigenvalue problem
\[
\begin{cases}
\lambda_0^\sigma \varphi_2(x) = D_0 \Delta \varphi_2(x) + \frac{\beta(x)(\tilde{U}(x) - \sigma)}{1 + a_2(\tilde{U} - \sigma) + a_1 \sigma} \varphi_4(x) \\
\frac{-d_\omega + \alpha_1}{a_2} \varphi_2(x), x \in \Omega, \ t > 0,
\end{cases}
\]
\[
\lambda_0^\sigma \varphi_4(x) = D_2 \Delta \varphi_4(x) + k(x) \varphi_2(x) - d_\omega \phi_4(x), x \in \Omega, \ t > 0,
\]
\[
\frac{\partial \varphi_2}{\partial \nu} = \frac{\partial \varphi_4}{\partial \nu} = 0, \ x \in \partial \Omega, \ t > 0,
\]
with a strongly positive eigenfunction \((\tilde{\varphi}_2(x), \tilde{\varphi}_4(x))\).

**Claim 2:** \(E_0\) is a uniform weak repeller, i.e.,
\[
\limsup_{t \to \infty} \| \Phi(t)l - E_0 \| \geq \sigma \quad \text{for all } l \in X_0^4.
\]

By way of contradiction, we assume that there is \(l_0 \in X_0^4\) such that
\[
\limsup_{t \to \infty} \| \Phi(t)l_0 - E_0 \| < \sigma.
\]

Thus, there exists a \(t_1 > 0\) such that
\[
|U(t, \cdot) - \tilde{U}(x)| < \sigma, \omega(t, \cdot) < \sigma, \forall t \geq t_1.
\]
It follows from model (3) that
\[
\begin{align*}
\frac{\partial V}{\partial t} & \geq D_0 \Delta V + \frac{\beta(x) \left( \tilde{U}(x) - \sigma \right)}{1 + a_2 \left( \tilde{U}(x) - \sigma \right) + a_1 \sigma} \omega - (d_V + \alpha_1)V, \quad x \in \Omega, \quad t \geq t_1, \\
\frac{\partial \omega}{\partial t} & = D_2 \Delta \omega + g(V) \Delta \omega + g'(V) \nabla V \nabla \omega + k(x)V - d_\omega \omega, \quad x \in \Omega, \quad t \geq t_1,
\end{align*}
\]
\begin{equation}
\tag{18}
\frac{\partial V}{\partial \nu} = \frac{\partial \omega}{\partial \nu} = 0, \quad x \in \partial \Omega, \quad t \geq t_1.
\end{equation}

Applying Theorem 4.1 yields
\[
(V(t, x; l_0), \omega(t, x; l_0)) \geq (\overline{V}(t, x; \psi), \overline{\omega}(t, x; \psi))
\]
for \( l_0 \geq \psi, \ x \in \overline{\Omega}, \ t \geq t_1 \), where \( (\overline{V}(t, x), \overline{\omega}(t, x)) \) satisfies the following system
\[
\begin{align*}
\frac{\partial \overline{V}}{\partial t} & = D_0 \Delta \overline{V} + \frac{\beta(x) \left( \tilde{U}(x) - \sigma \right)}{1 + a_2 \left( \tilde{U}(x) - \sigma \right) + a_1 \sigma} \overline{\omega} - (d_V + \alpha_1)\overline{V}, \quad x \in \Omega, \quad t \geq t_1, \\
\frac{\partial \overline{\omega}}{\partial t} & = D_2 \Delta \overline{\omega} + g(\overline{V}) \Delta \overline{\omega} + g'(\overline{V}) \nabla \overline{V} \nabla \overline{\omega} + k(x)\overline{V} - d_\omega \overline{\omega}, \quad x \in \Omega, \quad t \geq t_1,
\end{align*}
\]
\begin{equation}
\tag{19}
\frac{\partial \overline{V}}{\partial \nu} = \frac{\partial \overline{\omega}}{\partial \nu} = 0, \quad x \in \partial \Omega, \quad t \geq t_1.
\end{equation}

By a simple computation, the quadratic equation
\[
(\mu + d_V + \alpha_1)(\mu + d_\omega) = \frac{\left( \tilde{U} - \sigma \right) \beta k}{1 + a_2 \left( \tilde{U} - \sigma \right) + a_1 \sigma}
\]
has a positive solution, which is
\[
\mu^+ = \frac{-(d_V + \alpha_1 + d_\omega) + \sqrt{(d_V + \alpha_1 - d_\omega)^2 + \frac{4\beta k}{1 + a_2 (\tilde{U} - \sigma) + a_1 \sigma}}}{2}.
\]

We now define two functions
\[
\overline{V}(t, x) = \varepsilon \frac{\mu^+ + d_\omega}{k} e^{\mu^+(t-t_1)}, \quad \overline{\omega}(t, x) = \varepsilon e^{\mu^+(t-t_1)},
\]
\begin{equation}
\tag{20}
\end{equation}
where \( \varepsilon > 0 \) is an arbitrary constant. Obviously, (20) is a solution of model (19).

By Lemma 5.1, one gets \( (V(t, x; l_0), \omega(t, x; l_0)) > 0, \ \forall (t, x) \in (0, +\infty) \times \overline{\Omega} \). We choose a sufficiently small number \( \varepsilon \) satisfying
\[
(V(t, x; l_0), \omega(t, x; l_0)) \geq \varepsilon \left( \frac{\mu^+ + d_\omega}{k}, 1 \right).
\]

Hence, we have
\[
(V(t, x; l_0), \omega(t, x; l_0)) \geq \varepsilon \left( \frac{\mu^+ + d_\omega}{k} e^{\mu^+(t-t_1)}, e^{\mu^+(t-t_1)} \right),
\]
for \( x \in \overline{\Omega}, \ t \geq t_1 \), which implies that \( V(t, x; l_0) \) and \( \omega(t, x; l_0) \) are unbounded. This contradiction implies that the assumption is not true. Thus, the claim holds.

Let us define a continuous function \( d : X_+^4 \to [0, +\infty) \) as follows:
\[
d(\varphi) = \min \left\{ \min_{x \in \overline{\Omega}} \varphi_2(x), \min_{x \in \overline{\Omega}} \varphi_3(x), \min_{x \in \overline{\Omega}} \varphi_4(x) \right\}, \ \forall \varphi \in X_+^4.
\]
Lemma 5.1 indicates that $d^{-1}(0, +∞) \subseteq X_0^4$ and $d(\Phi(t)\varphi) > 0$ for $t > 0$ if either $d(\varphi) = 0$ with $\varphi \in X_0^4$ or $d(\varphi) > 0$ [17].

The above two claims yield that any forward orbit of $\Phi(t)$ in $M_\beta$ converges to $E_0$. Moreover, $\{E_0\}$ is an isolated invariant set in $X_0^4$ and $W^s(\{E_0\}) \cap X_0^4 = ∅$, where $W^s(\{E_0\})$ is the stable set of $\{E_0\}$. Obviously, $\{E_0\}$ is acyclic on $M_\beta$. From Lemma 3.2 and [17, Theorem 3], it follows that there is a $\eta > 0$ such that

$$\min_{ξ∈Ω} d(ξ) > η, \quad ∀\varphi \in X_0^4,$$

which implies that

$$\liminf_{t→∞} V(t, x) ≥ η, \quad \liminf_{t→∞} M(t, x) ≥ η, \quad \liminf_{t→∞} \omega(t, x) ≥ η \text{ uniformly for } x ∈ \overline{Ω}.$$

We now illustrate the existence of positive non-constant steady state of model (3). From [11, Theorem 3.7 and Remark 3.10], we know that $\Phi(t) : X_0^4 → X_0^4$ admits a global attractor. Hence, by [11, Theorem 4.7], $\Phi(t)$ has a steady state $(U^*(x), V^*(x), M^*(x), \omega^*(x)) \in X_0^4$. It is easy to see that $U^*$ and $\omega^*$ satisfy the following system

\[
\begin{align*}
D_0 \Delta U^* + ξ(x) - d_U U^* - \frac{β(x)U^*ω^*}{1 + a_1U^* + a_2ω^*} - \frac{q(x)U^*M^*}{1 + bM^*} &= 0, \quad x ∈ Ω, \\
\frac{∂U^*}{∂ν} &= \frac{∂M^*}{∂ν} = \frac{∂ω^*}{∂ν} = 0, \quad x ∈ ∂Ω.
\end{align*}
\]

Assuming that $U^*$ gets a minimum $U^*(x) = 0$ at some point $x ∈ \overline{Ω}$, then $Δ\bar{U}(x) ≥ 0$. If $x ∈ \text{Int}(Ω)$, one gets

$$D_0 Δ\bar{U}(x) + ξ(x) = 0,$$

which leads to a contradiction. If $x ∈ ∂Ω$, by Hopf boundary lemma [14], then $\frac{∂U^*}{∂ν} < 0$, which also contradicts to (4). Thus, $U^*(x) > 0$. Similarly, we obtain $V^*(x) > 0$, $M^*(x) > 0$ and $ω^*(x) > 0$ for all $x ∈ \overline{Ω}$. The proof is complete. □

Let $β(x)$, $q(x)$ and $k(x)$ be positive constants $β$, $q$ and $k$, respectively. Then

$$\bar{U}(x) = \frac{ξ}{d_U}.$$

Then

$$R_0 = \sqrt{\frac{ξβk}{(dv + a_2ξ)(dv + α_1)d\omega}}.$$

Obviously, both conditions (11) and (16) are equivalent to $R_0 < 1$ and $R_0 > 1$, respectively. Hence, the following corollary can be directly derived from Theorems 5.3 and 5.4.

**Corollary 1.** Suppose that the condition (8) holds and $β(x)$, $q(x)$ and $k(x)$ are positive constants. Then the following two statements are valid:

(i) If $R_0 < 1$, $(\bar{U}(x), 0, 0, 0)$ of model (3) is globally asymptotically stable in $X_0^4 \setminus \{0\}$.

(ii) If $R_0 > 1$, model (3) has at least one positive non-constant steady state $(U^*(x), V^*(x), M^*(x), \omega^*(x)), x ∈ \overline{Ω}$. Furthermore, there is a positive constant $η > 0$ such that each solutions

$$(U(t, x), V(t, x), M(t, x), ω(t, x))$$

of model (3) with $(U(0, x), V(0, x), M(0, x), ω(0, x)) ∈ X_0^4$ satisfying

$$\liminf_{t→∞} V(t, x) ≥ η, \quad \liminf_{t→∞} M(t, x) ≥ η, \quad \liminf_{t→∞} ω(t, x) ≥ η \text{ uniformly for } x ∈ \overline{Ω}.$$
Remark 1. For the spatially homogeneous case where all parameters of model (3) are constants, both conditions (11) and (16) are equivalent to \( R_0 < 1 \) and \( R_0 > 1 \), respectively. For the spatially heterogeneous case, some sufficient conditions are needed for the comparison principle applicable to a quasilinearly parabolic auxiliary system. Hence, we only obtain some sufficient conditions for global dynamics of model (3) with nonlinear diffusion. Additionally, the condition (8) needs further improvement.

6. Biological implications. In this section, we discuss the influence of repulsion effect to the spreading speed of virus quantitatively when \( \Omega = R \). Since our focus is on the repulsion effect, we neglect the mobility of uninfected cells, infected cells and inflammatory cytokines. Namely, we consider the following reaction-diffusion system:

\[
\begin{align*}
\frac{\partial U(t, x)}{\partial t} &= \xi(x) - \frac{\beta(x)U(t, x)\omega(t, x)}{1 + a_1\omega(t, x) + a_2U(t, x)} - d_UU(t, x) - \frac{q(x)U(t, x)M(t, x)}{1 + bU(t, x)} , \\
\frac{\partial V(t, x)}{\partial t} &= \beta(x)U(t, x)\omega(t, x) - (d_V + \alpha_1)V(t, x) , \\
\frac{\partial M(t, x)}{\partial t} &= \alpha_2(x)V(t, x) - d_MM(t, x) , \\
\frac{\partial \omega(t, x)}{\partial t} &= \nabla \cdot (D_\omega(V)\nabla \omega) + k(x)V(t, x) - d_\omega \omega(t, x) .
\end{align*}
\]

Since \( D_\omega(V) \) is dependent on \( V \), it remains a challenging problem to solve it analytically. In what follows, we explore the repulsion effect for the spreading speed of virus numerically. We choose the function

\[ g(V) = g_0V, \quad (g_0 > 0), \]

to describe the repulsion effect. Obviously, the function \( g \) satisfies \( g(0) = 0 \), and is an increasing function of \( V \).

We choose the parameters as follows

\[ \xi = 10^7, \quad d_U = 0.1, \quad \beta = 9 \times 10^{-9}, \quad k = 500, \quad d_\omega = 5, \quad q = 0.0001, \alpha_1 = 0.01, \alpha_2 = 100, \quad d_M = 0.0001, \quad d_V = 0.1, \quad a_1 = 1 \times 10^{-8}, \quad a_2 = 1 \times 10^{-6}, \quad D_2 = 0.0001. \]

The initial functions are chosen as follows

\[ U_0(x) = 10^7, \quad V_0(x) = 0, \quad M_0(x) = 0, \quad \omega_0(x) = \begin{cases} 0 & \text{if } x < 0 \\ 100 & \text{if } x = 0 \\ 0 & \text{if } x > 0 \end{cases}. \]

The initial function \( \omega_0(x) \) indicates that 100 viruses are initially inoculated at \( x = 0 \). The asymptotic spreading speed can be estimated by using the method developed in [12]. More precisely, we assume that there exists some threshold value for virus \( \omega \). If the virus is below the threshold value, then the presence of the virus cannot be detected. We denote the location where the virus equals \( \omega \) as \( x(t) \). The asymptotic spreading speed is defined as

\[ c = \lim_{t \to +\infty} \frac{dx(t)}{dt}, \]

which describes the rate of increase of \( x(t) \) as \( t \) increases. Figure 1 (a) denotes the initial distribution of \( \omega_0(x) \). In Figure 1 (b), numerical results are plotted for \( g_0 = 0 \).
Figure 1. **a.** Initial distribution $\omega_0(x)$. **b.** Evolution of $\omega(t, x)$ from the initial distribution, where *dashed line (red)*: $g_0 = 0$, *solid line (black)*: $g_0 = 3.8 \times 10^{-8}$. **c.** The contour of **b.**

Figure 2. **a.** Evolution of $\omega(t, x)$ from the initial distribution, where *dashed line (red)*: $g_0 = 0$, *solid line (black)*: $g_0 = 3.8 \times 10^{-8}$. **b.** The contour of **a.**

(without repulsion effect) and $g_0 = 3.8 \times 10^{-8}$ (with repulsion effect). In Figure 1 (c), the inner triangle region represents the asymptotic spreading speed when the repulsion effect is neglected ($g_0 = 0$). The outer triangle region describes the asymptotic spreading speed when the repulsion effect is considered ($g_0 = 3.8 \times 10^{-8}$). From the numerical simulations, we observe that the repulsion effect can promote the asymptotic spreading speed of virus.
We now calculate the asymptotic spreading speed of virus quantitatively to verify the results. Letting $\omega = 0.1$, it follows from Figure 1 (c) that the spreading speed of virus approximately equals $c = 0.081$ in the absence of the repulsion effect ($g_0 = 0$), while the spreading speed of virus approximately equals $c = 0.335$ in the presence of the repulsion effect ($g_0 = 3.8 \times 10^{-8}$). Obviously, we observe that the repulsion effect can promote the asymptotic spreading speed.

If the death rate which is caused by pyroptosis is increased from $\alpha_1 = 0.01$ to $\alpha_1 = 0.08$, from Figure 2, we find that the spreading speed of virus approximately equals $c = 0.3 < 0.335$. In biology, pyroptosis can decrease the spreading speed of virus, which is a new phenomenon not presented in the existing literature.

If the constant $a_1$ is increased from $a_1 = 1 \times 10^{-8}$ to $a_1 = 3.8 \times 10^{-7}$, from Figure 3, we observe that the spreading speed of virus approximately equals $c = 0.192 < 0.335$. Similarly, if the constant $a_2$ is decreased from $a_2 = 1 \times 10^{-6}$ to $a_2 = 1 \times 10^{-7}$, from Figure 4, the spreading speed of virus approximately equals $c = 1.092 > 0.335$. This reveals that Beddington-DeAngelis functional response function plays a crucial role in the controlling of the spreading speed of virus.
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