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ABSTRACT

Besides independent learning, human learning process is highly improved by summarizing what has been learned, communicating it with peers, and subsequently fusing knowledge from different sources to assist the current learning goal. This collaborative learning procedure ensures that the knowledge is shared, continuously refined, and concluded from different perspectives to construct a more profound understanding. The idea of knowledge transfer has led to many advances in machine learning and data mining, but significant challenges remain, especially when it comes to reinforcement learning, heterogeneous model structures, and different learning tasks. Motivated by human collaborative learning, in this paper we propose a collaborative deep reinforcement learning (CDRL) framework that performs adaptive knowledge transfer among heterogeneous learning agents. Specifically, the proposed CDRL conducts a novel deep knowledge distillation method to address the heterogeneity among different learning tasks with a deep alignment network. Furthermore, we present an efficient collaborative Asynchronous Advantage Actor-Critic (cA3C) algorithm to incorporate deep knowledge distillation into the online training of agents, and demonstrate the effectiveness of the CDRL framework using extensive empirical evaluation on OpenAI gym.
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1 INTRODUCTION

It is the development of cognitive abilities including learning, remembering, communicating that enables human to conduct social cooperation, which is the key to the rise of humankind. As a social animal, the ability to collaborate awoke the cognitive revolution and reveals the prosperous history of human [14]. In disciplines of cognitive science, education and psychology, collaborative learning, a situation in which a group of people learn to achieve a set of tasks together, has been advocated throughout previous studies [9]. It is intuitive to illustrate the concept of collaborative learning in the example of group study. A group of students are studying together to master some challenging course materials. As each student may understand the materials from a distinctive perspective, effective communication would greatly help the entire group achieve a better understanding than those from independent study, and could significantly improve the efficiency and effectiveness of learning process, as well [12].

On the other hand, the study of human learning has largely advanced the design of machine learning and data mining algorithms, especially in reinforcement learning and transfer learning. The recent success of deep reinforcement learning (DRL) has attracted increasing attention from the community, as DRL can discover very competitive strategies by having learning agents interacting with a given environment and using rewards from the environment as the supervision (e.g., [16, 18, 20, 28]). Even though most of current research on DRL has focused on learning from games, it possesses great transformative power to impact many industries with data mining and machine learning techniques such as clinical decision support [32], marketing [2], finance [1], visual navigation [37], and autonomous driving [8]. Although there are many existing efforts towards effective algorithms for DRL [19, 21], the computational cost still imposes significant challenges as training DRL for even a
simple reasons such as Pong [5] remains very expensive. The underlining reasons for the obstacle of efficient training mainly lie in two aspects: First, the supervision (rewards) from the environment is very sparse and implicit during training. It may take an agent hundreds or even thousands actions to get a single reward, and which actions that actually lead to this reward are ambiguous. Besides the insufficient supervision, training deep neural network itself takes lots of computational resources.

Due to the aforementioned difficulties, performing knowledge transfer from other related tasks or well-trained deep models to facilitate training has drawn lots of attention in the community [16, 24–26, 31]. Existing transfer learning can be categorized into two classes according to the means that knowledge is transferred: data transfer [15, 24, 26] and model transfer [10, 24, 34, 35]. Model transfer methods implement knowledge transfer from introducing inductive bias during the learning, and has been extensively studied in both transfer learning/multi-task learning (MTL) community and deep learning community. For example, in the regularized MTL models such as [11, 36], tasks with the same feature space are related through some structured regularization. Another example is the multi-task deep neural network, where different tasks share parts of the network structures [35]. One obvious disadvantage of model transfer is the lack of flexibility: usually the feasibility of inductive transfer has largely restricted the model structure of learning task, which makes it not practical in DRL because for different tasks the optimal model structures may be radically different. On the other hand, the recently developed data transfer (also known as knowledge distillation or mimic learning) [15, 24, 26] embeds the source model knowledge into data points. Then they are used as knowledge bridge to train target models, which can have different structures as compared to the source model [6, 15]. Because of the structural flexibility, the data transfer is especially suitable to deal with structure variant models.

There are two situations that transfer learning methods are essential in DRL:

**Certified heterogeneous transfer.** Training a DRL agent is computational expensive. If we have a well-trained model, it will be beneficial to assist the learning of other tasks by transferring knowledge from this model. Therefore we consider following research question: Given one certified task (i.e. the model is well-designed, extensively trained and performs very well), how can we maximize the information that can be used in the training of other related tasks? Some model transfer approaches directly use the weights from the trained model to initialize the new task [24], which can only be done when the model structures are the same. Thus, this strict requirement has largely limited its general applicability on DRL. On the other hand, the initialization may not work well if the tasks are significantly different from each other in nature [24]. This challenge could be partially solved by generating an intermediate dataset (logits) from the existing model to help learning the new task. However, new problems would arise when we are transferring knowledge between heterogeneous tasks. Not only the action spaces are different in dimension, the intrinsic action probability distributions and semantic meanings of two tasks could differ a lot. Specifically, one action in Pong may refer to move the paddle upwards while the same action index in Riverraid [5] would correspond to fire. Therefore, the distilled dataset generated from the trained source task cannot be directly used to train the heterogeneous target task. In this scenario, the first key challenge we identified in this work is that how to conduct data transfer among heterogeneous tasks so that we can maximally utilize the information from a certified model while still maintain the flexibility of model design for new tasks. During the transfer, the transferred knowledge from other tasks may contradict to the knowledge that agents learned from its environment. One recently work [25] use an attention network selective eliminate transfer if the contradiction presents, which is not suitable in this setting since we are given a certified task to transfer. Hence, the second challenge is how to resolve the conflict and perform a meaningful transfer.

**Lack of expertise.** A more general desired but also more challenging scenario is that DRL agents are trained for multiple heterogeneous tasks without any pre-trained models available. One feasible way to conduct transfer under this scenario is that agents of multiple tasks share part of their network parameters [26, 35]. However, an inevitable drawback is, multiple models lose their task-specific designs since the shared part needs to be the same. Another solution is to learn a domain invariant feature space shared by all tasks [3]. However, some task-specific information is often lost while converting the original state to a new feature subspace. In this case, an intriguing questions is that: can we design a framework that fully utilizes the original environment information and meanwhile leverages the knowledge transferred from other tasks?

This paper investigates the aforementioned problems systematically and proposes a novel Collaborative Deep Reinforcement Learning (CDRL) framework (illustrated in Figure 1) to resolve them. Our major contribution is threefold:

- First, in order to transfer knowledge among heterogeneous tasks while remaining the task-specific design of model structure, a novel deep knowledge distillation is proposed to address the heterogeneity among tasks, with the utilization of deep alignment network designed for the domain adaptation.
- Second, in order to incorporate the transferred knowledge from heterogeneous tasks into the online training of current learning agents, similar to human collaborative learning, an efficient collaborative asynchronously advantage actor-critic learning (cA3C) algorithm is developed under the CDRL framework. In cA3C, the target agents are able to learn from environments and its peers simultaneously, which also ensure the information from original environment is sufficiently utilized. Further, the knowledge conflict among different tasks is resolved by adding an extra distillation layer to the policy network under CDRL framework, as well.
- Last but not least we present extensive empirical studies on OpenAI gym to evaluate the proposed CDRL framework and demonstrate its effectiveness by achieving more than 10% performance improvement compared to the current state-of-the-art.

**Notations:** In this paper, we use teacher/network/source task denotes the network/task contained the knowledge to be transferred to others. Similarly, the student network/target task is referred to those tasks utilizing the knowledge transferred from others to facilitate its own training. The expert network denotes the network that has already reached a relative high averaged reward in its own
environment. In DRL, an agent is represented by a policy network and a value network that share a set of parameters. Homogeneous agents denotes agents that perform and learn under independent copies of same environment. Heterogeneous agents refer to those agents that are trained in different environments.

2 RELATED WORK

Multi-agent learning. One closely related area to our work is multi-agent reinforcement learning. A multi-agent system includes a set of agents interacting in one environment. Meanwhile they could potentially interact with each other [7, 13, 17, 30]. In collaborative multi-agent reinforcement learning, agents work together to maximize a shared reward measurement [13, 17]. There is a clear distinction between the proposed CDRL framework and multi-agent reinforcement learning. In CDRL, each agent interacts with its own environment copy and the goal is to maximize the reward of the target agents. The formal definition of the proposed framework is given in Section 4.1.

Transfer learning. Another relevant research topic is domain adaptation in the field of transfer learning [23, 29, 33]. The authors in [29] proposed a two-stage domain adaptation framework that considers the differences among marginal probability distributions of domains, as well as conditional probability distributions of tasks. The method first re-weights the data from the source domain using Maximum Mean Discrepancy and then re-weights the predictive function in the source domain to reduce the difference on conditional probabilities. In [33], the marginal distributions of the source and the target domain are aligned by training a network, which maps inputs into a domain invariant representation. Also, knowledge distillation was directly utilized to align the source and target class distribution. One clear limitation here is that the source domain and the target domain are required to have the same dimensionality (i.e. number of classes) with same semantics meanings, which is not the case in our deep knowledge distillation.

In [3], an invariant feature space is learned to transfer skills between two agents. However, projecting the state into a feature space would lose information contained in the original state. There is a trade-off between learning the common feature space and preserving the maximum information from the original state. In our work, we use data generated by intermediate outputs in the knowledge transfer instead of a shared space. Our approach thus retains complete information from the environment and ensures high quality transfer. The recently proposed A2T approach [25] can avoid negative transfer among different tasks. However, it is possible that some negative transfer cases may because of the inappropriate design of transfer algorithms. In our work, we show that we can perform successful transfer among tasks that seemingly cause negative transfer.

Knowledge transfer in deep learning. Since the training of each agent in an environment can be considered as a learning task, and the knowledge transfer among multiple tasks belongs to the study of multi-task learning. The multi-task deep neural network (MTDNN) [35] transfers knowledge among tasks by sharing parameters of several low-level layers. Since the low-level layers can be considered to perform representation learning, the MTDNN is learning a shared representation for inputs, which is then used by high-level layers in the network. Different learning tasks are related to each other via this shared feature representation. In the proposed CDRL, we do not use the share representation due to the inevitable information loss when we project the inputs into a shared representation. We instead perform explicitly knowledge transfer among tasks by distilling knowledge that are independent of model structures. In [15], the authors proposed to compress cumbersome models (teachers) to more simple models (students), where the simple models are trained by a dataset (knowledge) distilled from the teachers. However, this approach cannot handle the transfer among heterogeneous tasks, which is one key challenge we addressed in this paper.

Knowledge transfer in deep reinforcement learning. Knowledge transfer is also studied in deep reinforcement learning. [19] proposed multi-threaded asynchronous variants of several most advanced deep reinforcement learning methods including Sarsa, Q-learning, Q-learning and advantage actor-critic. Among all those methods, asynchronous advantage actor-critic (A3C) achieves the best performance. Instead of using experience replay as in previous work, A3C stabilizes the training procedure by training different agents in parallel using different exploration strategies. This was shown to converge much faster than previous methods and use less computational resources. We show in Section 4.1 that the A3C is subsumed to the proposed CDRL as a special case. In [24], a single multi-task policy network is trained by utilizing a set of expert Deep Q-Network (DQN) of source games. At this stage, the goal is to obtain a policy network that can play source games as close to experts as possible. The second step is to transfer the knowledge from source tasks to a new but related target task. The knowledge is transferred by using the DQN in last step as the initialization of the DQN for the new task. As such, the training time of the new task can be significantly reduced. Different from their approach, the proposed transfer strategy is not to directly mimic experts’ actions or initialize by a pre-trained model. In [26], knowledge distillation was adopted to train a multi-task model that outperforms single task models of some tasks. The experts for all tasks are firstly acquired by single task learning. The intermediate outputs from each expert are then distilled to a similar multi-task network with an extra controller layer to coordinate different action sets. One clear limitation is that major components of the model are exactly the same for different tasks, which may lead to degraded performance on some tasks. In our work, transfer can happen even when there are no experts available. Also, our method allow each task to have their own model structures. Furthermore, even the model structures are the same for multiple tasks, the tasks are not trained to improve the performance of other tasks (i.e. it does not mimic experts from other tasks directly). Therefore our model can focus on maximizing its own reward, instead of being distracted by others.

3 BACKGROUND

3.1 Reinforcement Learning

In this work, we consider the standard reinforcement learning setting where each agent interacts with it’s own environment over a number of discrete time steps. Given the current state \( s_t \in \mathcal{S} \) at step \( t \), agent \( g_i \) selects an action \( a_t \in \mathcal{A} \) according
to its policy $\pi(a_t|s_t)$, and receives a reward $r_{t+1}$ from the environment. The goal of the agent is to choose an action $a_t$ at step $t$ that maximizes the sum of future rewards $\{r_t\}$ in a decaying manner: $R_t = \sum_{i=0}^{\infty} y^i r_{t+i}$, where scalar $y \in (0, 1]$ is a discount rate. Based on the policy $\pi$ of this agent, we can further define a state value function $V(s_t) = E[R_t|s_t]$, which estimates the expected discounted return starting from state $s_t$, taking actions following policy $\pi$ until the game ends. The goal in reinforcement learning algorithm is to maximize the expected return. Since we are mainly discussing one agent’s design and behavior throughout the paper, we leave out the notation of the agent index for conciseness.

### 3.2 Asynchronous Advantage actor-critic algorithm (A3C)

The asynchronous advantage actor-critic (A3C) algorithm [19] launches multiple agents in parallel and asynchronously updates a global shared target policy network $\pi(a|s, \theta_p)$ as well as a value network $V(s; \theta_v)$, parametrized by $\theta_p$ and $\theta_v$, respectively. Each agent interacts with the environment, independently. At each step $t$, the agent takes an action based on the probability distribution generated by policy network. After playing a $n$-step rollout or reaching the terminal state, the rewards are used to compute the advantage with the output of value function. The updates of policy network is conducted by applying the gradient:

$$\nabla_{\theta_p} \log p(a_t|s_t; \theta_p)A(s_t; a_t; \theta_v),$$

where the advantage function $A(s_t; a_t; \theta_v)$ is given by:

$$\sum_{i=0}^{T-t-1} y^i r_{t+i} + y^{T-t}V(s_T; \theta_v) - V(s_t; \theta_v).$$

Term $T$ represents the step number for the last step of this rollout, it is either the max number of rollout steps or the number of steps from $t$ to the terminal state. The update of value network is to minimize the squared difference between the environment rewards and value function outputs, i.e.,

$$\min_{\theta_v} \sum_{i=0}^{T-t-1} y^i r_{t+i} + y^{T-t}V(s_T; \theta_v) - V(s_t; \theta_v))^2.$$  

The policy network and the value network share the same layers except for the last output layer. An entropy regularization of policy $\pi$ is added to improve exploration, as well.

### 3.3 Knowledge distillation

Knowledge distillation [15] is a transfer learning approach that distills the knowledge from a teacher network to a student network using a temperature parameterized "soft targets" (i.e. a probability distribution over a set of classes). It has been shown that it can accelerate the training with less data since the gradient from "soft targets" contains much more information than the gradient obtained from "hard targets" (e.g. 0, 1 supervision).

To be more specific, logits vector $z \in \mathbb{R}^d$ for $d$ actions can be converted to a probability distribution $h \in (0, 1)^d$ by a softmax function, raised with temperature $\tau$:

$$h(i) = \text{softmax}(z/\tau)_i = \frac{\exp(z(i)/\tau)}{\sum_j \exp(z(j)/\tau)}.$$  

where $h(i)$ and $z(i)$ denotes the $i$-th entry of $h$ and $z$, respectively.

Then the knowledge distillation can be completed by optimize the following Kullback-Leibler divergence (KL) with temperature $\tau$ [15, 26].

$$L_{KL}(D, \theta^p_\tau) = \sum_{i=1}^{P} \frac{\text{softmax}(z^\tau_i/\tau) \ln \text{softmax}(z^\beta_i/\tau)}{\text{softmax}(z^\beta_i/\tau)}$$  

where $z^\beta_i$ is the logits vector from teacher network (notation $\beta$ represents teacher) at step $t$, while $z^\tau_i$ is the logits vector from student network (notation $\tau$ represents student) of this step. $\theta^\beta_p$ denotes the parameters of the student policy network. $D$ is a set of logits from teacher network.

### 4 COLLABORATIVE DEEP REINFORCEMENT LEARNING FRAMEWORK

In this section, we introduce the proposed collaborative deep reinforcement learning (CDRL) framework. Under this framework, a collaborative Asynchronous Advantage Actor-Critic (cA3C) algorithm is proposed to confirm the effectiveness of the collaborative approach. Before we introduce our method in details, one underlying assumption we used is as follows:

**Assumption 1.** If there is a universe that contains all the tasks $E = \{e_1, e_2, ..., e_m\}$ and $k_i$ represents the corresponding knowledge to master each task $e_i$, then $\forall i, j, k_i \cap k_j \neq \emptyset$.

This is a formal description of our common sense that any pair of tasks are not absolutely isolated from each other, which has been implicitly used as a fundamental assumption by most prior transfer learning studies [11, 24, 26]. Therefore, we focus on mining the shared knowledge across multiple tasks instead of providing strategy selecting tasks that share knowledge as much as possible, which remains to be unsolved and may lead to our future work. The goal here is to utilize the existing knowledge as well as possible. For example, we may only have a well-trained expert on playing Pong game, and we want to utilize its expertise to help us perform better on other games. This is one of the situations that can be solved by our collaborative deep reinforcement learning framework.

#### 4.1 Collaborative deep reinforcement learning

In deep reinforcement learning, since the training of agents are computational expensive, the well-trained agents should be further utilized as source agents (agents where we transferred knowledge from) to facilitate the training of target agents (agents that are provided with the extra knowledge from source). In order to incorporate this type of collaboration to the training of DRL agents, we formally define the collaborative deep reinforcement learning (CDRL) framework as follows:

**Definition 4.1.** Given $m$ independent environments $\{e_1, e_2, ..., e_m\}$ of $m$ tasks $\{e_1, e_2, ..., e_m\}$, the corresponding $m$ agents $\{g_1, g_2, ..., g_m\}$ are collaboratively trained in parallel to maximize the rewards (master each task) with respect to target agents.

- **Environments.** There is no restriction on the environments: The $m$ environments can be totally different or with some duplications.
**4.2 Deep knowledge distillation**

As we introduced before, knowledge distillation [15] is trying to train a student network that can behave similarly to the teacher network by utilizing the logits from the teacher as supervision. However, transferring the knowledge among heterogeneous tasks faces several difficulties. First, the action spaces of different tasks may have different dimensions. Second, even if the dimensionality of action space is same among tasks, the action probability distributions for different tasks could vary a lot, as we illustrated in Figure 5. Thus, the action patterns represented by the logits of different policy networks are usually different from task to task. If we directly force a student network to mimic the action pattern of a teacher network for a different task, it could be trained in a wrong direction, and finally ends up with worse performance than isolated training. In fact, this suspect has been empirically verified in our experiments.

Based on the above observation, we propose deep knowledge distillation to transfer knowledge between heterogeneous tasks. As illustrated in Figure 2 (a), the approach for deep knowledge distillation is straightforward. We use a deep alignment network to map the logits of the teacher network from a heterogeneous source task $e^a$ (environment $e^a$), then the logits is used as our supervision to update the student network of target task $e^p$ (environment $e^p$). This procedure is performed by minimizing following objective function over student policy network parameters $\theta^p$:

$$L_{KL}(D, \theta^p, \tau) = \sum_t L_{KL}(\mathcal{F}_{\theta^p}(z^p_t), z^p_t, \tau),$$

where

$$L_{KL}(\mathcal{F}_{\theta^p}(z^p_t), z^p_t, \tau) = \log \frac{\text{softmax}(\mathcal{F}_{\theta^p}(z^p_t))}{\text{softmax}(z^p_t)}.$$ 

Here $\theta^a$ denotes the parameters of the deep alignment network, which transfers the logits $z^a_t$ from the teacher policy network for

*In parallel.* Each environment $e_i$ only interacts with the one corresponding agent $g_i$, i.e., the action $a_i^t$ from agent $g_i$ at step $t$ has no influence on the state $s_{i+1}^t$ in $e_i$, $i \neq j$.

*Collaboratively.* The training procedure of agent $g_i$ consists of interacting with environment $e_i$ and interacting with other agents as well. The agent $g_i$ is not necessary to be at same level as "collaborative" defined in cognitive science [9]. E.g., $g_i$ can be an expert for task $e_1$ (environment $e_1$) while he is helping agent $g_2$ which is a student agent in task $e_2$.

*Target agents.* The goal of CDRL can be set as maximizing the rewards that agent $g_i$ obtains in environment $e_i$ with the help of interacting with other agents, similar to inductive transfer learning where $g_i$ is the target agent for target task and others are source tasks. The knowledge is transferred from source to target $g_i$ by interaction. When we set the goal to maximize the rewards of multiple agents jointly, it is similar to multi-task learning where all tasks are source tasks and target tasks at the same time.

Notice that our definition is very different from the previously defined collaborative multiagent Markov Decision Process (collaborative multiagent MDP) [13, 17] where a set of agents select a global joint action to maximize the sum of their individual rewards and the environment is transmitted to a new state based on that joint action. First, MDP is not a requirement in CDRL framework. Second, in CDRL, each agent has its own copy of environment and maximizes its own cumulative rewards. The goal of collaboration is to improve the performance of collaborative agents, compared with isolated ones, which is different from maximizing the sum of global rewards in collaborative multiagent MDP. Third, CDRL focuses on how agents collaborate among heterogeneous environments, instead of how joint action affects the rewards. In CDRL, different agents are acting in parallel, the actions taken by other agents won’t directly influence current agent’s rewards. While in collaborative multiagent MDP, the agents must coordinate their action choices since the rewards will be directly affected by the action choices of other agents.

Furthermore, CDRL includes different types of interaction, which makes this a general framework. For example, the current state-of-the-art is A3C [19] can be categorized as one homogeneous CDRL method with advantage actor-critic interaction. Specifically, multiple agents in A3C are trained in parallel with the same environment. All agents first synchronize parameters from a global network, and then update the global network with their individual gradients. This procedure can be seen as each agent maintains its own model (a different version of global network) and interacts with other agents by sending and receiving gradients.

In this paper, we propose a novel interaction method named deep knowledge distillation under the CDRL framework. It is worth noting that the interaction in A3C only deals with the homogeneous tasks, i.e., all agents have the same environment and the same model structure so that their gradients can be accumulated and interacted. By deep knowledge distillation, the interaction can be conducted among heterogeneous tasks.
knowledge distillation by function $F_{\theta \omega}(\omega^t)$ at step $t$. As we show in Figure 2 (b), $\theta^t_p$ is the student policy network parameters (including parameters of CNN, LSTM and policy layer) for task $e^t$, while $\theta^t_p'$ denotes student network parameters of CNN, LSTM and distill layer. It is clear that the distillation logits $z^t_\beta'$ from the student network does not determine the action probability distribution directly, which is established by the policy logits $z^t_\alpha'$, as illustrated in Figure 2 (b). We add another fully connected distillation layer to deal with the mismatch of action space dimensionality and the contradiction of the transferred knowledge from source domain and the learned knowledge from target domain. The input to both of the teacher and the student network is the state of environment $e^t$ of target task $e^t$. It means that we want to transfer the expertise from an expert of task $e^t$ towards the current state. Symbol $D$ is a set of logits from the teacher network in one batch and $t$ is the temperature same as described in Eq (1). In a trivial case that the teacher network and the student network are trained for same task ($e^t$ equals $e^t$), then the deep alignment network $F_{\theta \omega}$ would reduce to an identity mapping, and the problem is also reduced to a single task policy distillation, which has been proved to be effective in [26]. Before we can apply the deep knowledge distillation, we need to first train a good deep alignment network. In this work, we provide two types of training protocols for different situations: 

**Offline training:** This protocol first trains two teacher networks in both environment $e^t$ and $e^t$. Then we use the logits of both two teacher networks to train a deep alignment network $F_{\theta \omega}$. After acquiring a pre-trained $F_{\theta \omega}$, we train a student network of task $e^t$ from scratch, in the meanwhile the teacher network of task $e^t$ and $F_{\theta \omega}$ are used for deep knowledge distillation.

**Online training:** Suppose we only have a teacher network of task $e^t$, and we want to use the knowledge from task $e^t$ to train the student network for task $e^t$ to get higher performance from scratch. The pipeline of this method is that, we firstly train the student network by interacting with the environment $e^t$ for a certain amount of steps $T_1$, and then start to train the alignment network $F_{\theta \omega}$, using the logits from the teacher network and the student network. Afterwards, at step $T_2$, we start performing deep knowledge distillation. Obviously $T_2$ is larger than $T_1$, and the value of them are task-specific, which is decided empirically in this work.

The offline training could be useful if we have already had a reasonably good model for task $e^t$, while we want to further improve the performance using the knowledge from task $e^t$. The online training method is used when we need to learn the student network from scratch. Both types of training protocol can be extended to multiple heterogeneous tasks.

### 4.3 Collaborative Asynchronous Advantage Actor-Critic

In this section, we introduce the proposed collaborative asynchronous advantage actor-critic (cA3C) algorithm. As we described in section 4.1, the agents are running in parallel. Each agent goes through the same training procedure as described in Algorithm 1. As it shows, the training of agent $g_1$ can be separated into two parts: the first part is to interact with the environment, get the reward and compute the gradients to minimize the value loss and policy loss based on Generalized Advantage Estimation (GAE) [27]. The second part is to interact with source agent $g_2$, so that the logits distilled from agent $g_2$ can be transferred by the deep alignment network and used as supervision to bias the training of agent $g_1$.

To be more concrete, the pseudo code in Algorithm 1 is an enveloped version of A3C based on online training of deep knowledge distillation. At $T$-th iteration, the agent interacts with the environment for $t_{max}$ steps or until the terminal state is reached (Line 6 to Line 15). Then the updating of value network and policy network is conducted by GAE. This variation of A3C is firstly implemented in OpenAI universe starter agent [22]. Since the main asynchronous framework is the same as A3C, we still use the A3C to denote this algorithm although the updating is the not the same as advantage actor-critic algorithm used in original A3C paper [19].

The online training of deep knowledge distillation is mainly completed from Line 25 to Line 32 in Algorithm 1. The training of the deep alignment network starts from $T_1$ steps (Line 25 - 28). After $T_2$ steps, the student network is able to generate a representative action probability distribution, and we have suitable supervision to train the deep alignment network as well, parameterized by $\theta^\omega$. After $T_2$ steps, $\theta^\omega$ will gradually converge to a local optimal, and we start the deep knowledge distillation. As illustrated in Figure 2 (b), we use symbol $\theta^\omega_p$ to represent the parameters of CNN, LSTM and the fully connected distillation layer, since we don’t want the logits from heterogeneous directly affect the action pattern of target task. To simplify the discussion, the above algorithm is described based on interacting with a single agent from a heterogeneous task. In algorithm 1, logits $z^t_\alpha$ can be acquired from multiple teacher networks of different tasks, each task will train its own deep alignment network $\theta^\omega$ and distill the aligned logits to the student network.

As we described in previous section 4.1, there are two types of interactions in this algorithm: 1) GAE interaction uses the gradients shared by all homogeneous agents. 2) Distillation interaction is the deep knowledge distillation from teacher network. The GAE interaction is performed only among homogeneous tasks. By synchronizing the parameters from a global student network in Algorithm 1 (line 3), the current agent receives the GAE updates from all the other agents who interacts with the same environment. In line 21 and 22, the current agent sends his gradients to the global student network, which will be synchronized with other homogeneous agents. The distillation interaction is then conducted in line 31, where we have the aligned logits $F_{\theta \omega}(\omega^t)$ and the distillation logits $z^t_\beta'$ to compute the gradients for minimizing the distillation loss. The gradients of distillation are also sent to the global student network. The role of global student network can be regarded as a parameter server that helps sending interactions among the homogeneous agents. From a different angle, each homogeneous agent maintains an instinct version of global student network. Therefore, both two types of interactions affect all homogeneous agents, which means that the distillation interactions from agent $g_2$ and agent $g_1$ would affect all homogeneous agents of agent $g_1$. 

---

1Code is publicly available at https://github.com/ilidanlab/cdrl
Algorithm 1 online cA3C

Require: Global shared parameter vectors $\Theta_p$ and $\Theta_v$, and global shared counter $T = 0$; Agent-specific parameter vectors $\Theta'_p$ and $\Theta'_v$, GAE [27] parameters $\gamma$ and $\lambda$. Time step to start training deep alignment network and deep knowledge distillation $t_1, T_1$.
1: while $T < T_{\text{max}}$ do
2: Reset gradients: $d\theta_p = 0$ and $d\theta_v = 0$
3: Synchronize agent-specific parameters $\theta'_p = \theta_p$ and $\theta'_v = \theta_v$
4: $t_{\text{start}} = t$, Get state $s_t$
5: Receive reward $r_t$ and new state $s_{t+1}$
6: repeat
7: Perform $a_t$ according to policy
8: Receive reward $r_t$ and new state $s_{t+1}$
9: Compute value of state $V(s_t; \theta'_v)$
10: if $T \geq T_1$ then
11: Compute the logit $z_t^2'\text{from teacher network.}$
12: Compute the policy logits $z_t^1$ and distillation logits $z_t^{0'}$ from student network.
13: end if
14: $t = t + 1$, $T = T + 1$
15: until terminal $s_t$ or $t - t_{\text{start}} >= T_{\text{max}}$
16: $R = v_t = \begin{cases} 0 & \text{for terminal} \ s_t \\ V(s_t; \theta'_v) & \text{for non-terminal} \ s_t \end{cases}$
17: for $i \in \{1, \ldots, t_{\text{start}}\}$ do
18: $\delta_t = r_t + y v_{t+i} - v_i$
19: $A = \delta_t + (y \lambda) A$
20: $R = r_t + y R$
21: $d\theta_p \leftarrow d\theta_p + \nabla \log \pi(a_t|s_t; \theta') A$
22: $d\theta_v \leftarrow d\theta_v + \partial \left( R - v_i \right)^2 / \partial \theta'_v$
23: end for
24: Perform asynchronous update of $\theta_p$ using $d\theta_p$ and of $\theta_v$ using $d\theta_v$.
25: if $T \geq T_1$ then
26: // Training deep alignment network.
27: $\min_{\theta''} \sum_t IKL(\theta'' \parallel \theta'_p, \gamma, \tau)$, $IKL$ is defined in Eq (3).
28: end if
29: if $T \geq T_2$ then
30: // online deep knowledge distillation.
31: $\min_{\theta''} \sum_t IKL(\theta'' \parallel \zeta_t^1, z_t^{0'})$
32: end if
33: end while

5 EXPERIMENTS
5.1 Training and Evaluation
In this work, training and evaluation are conducted in OpenAI Gym [5], a toolkit that includes a collection of benchmark problems such as classic Atari games using Arcade Learning Environment (ALE) [4], classic control games, etc. Same as the standard RL setting, an agent is stimulated in an environment, taking an action and receiving rewards and observations at each time step. The training of the agent is divided into episodes, and the goal is to maximize the expectation of the total reward per episode or to reach higher performance using as few episodes as possible.

5.2 Certificated Homogeneous transfer
In this subsection, we verify the effectiveness of knowledge distillation as a type of interaction in collaborative deep reinforcement learning for homogeneous tasks. This is also to verify the effectiveness of the simplest case for deep knowledge distillation. Although the effectiveness of policy distillation in deep reinforcement learning has been verified in [26] based on DQN, there is no prior studies on asynchronous online distillation. Therefore, our first experiment is to demonstrate that the knowledge distilled from a certificated task can be used to train a decent student network for a homogeneous task. Otherwise, the even more challenging task of transferring among heterogeneous sources may not work. We note that in this case, the Assumption 1 is fully satisfied given $k_1 = k_2$, where $k_1$ and $k_2$ are the knowledge needed to master task $\epsilon_1$ and $\epsilon_2$, respectively. In this experiment, we conduct experiments in a gym environment named Pong. It is a classic Atari game that an agent controls a paddle to bounce a ball pass another player agent. The maximum reward that each episode can reach is 21.

First, we train a teacher network that learns from its own environment by asynchronously performing GAE updates. We then train a student network using only online knowledge distillation from the teacher network. For fair comparisons, we use 8 agents for all environments in the experiments. Specifically, both the student and the teacher are training in Pong with 8 agents. The 8 agents of the teacher network are trained using the A3C algorithm (equivalent to CDRL with GAE updates in one task). The 8 agents of student network are trained using normal policy distillation, which uses the logits generated from the teacher network as supervision to train the policy network directly. From the results in Figure 3 (a) we see that the student network can achieve a very competitive performance that is is almost same as the state-of-arts, using online knowledge distillation from a homogeneous task. It also suggests that the teacher doesn’t necessarily need to be an expert, before it can guide the training of a student in the homogeneous case. Before 2 million steps, the teacher itself is still learning from the environment, while the knowledge distilled from teacher can already be used to train a reasonable student network. Moreover, we see that the hybrid of two types of interactions in CDRL has a positive effect on the training, instead of causing performance deterioration.

In the second experiment, the student network is learning from both the online knowledge distillation and the GAE updates from the environment. We find that the convergence is much faster than the state-of-art, as shown in Figure 3 (b). In this experiment, the knowledge is distilled from the teacher to student in the first one million steps and the distillation is stopped after that. We note that in homogeneous CDRL, knowledge distillation is used directly with policy logits other than distillation logits. The knowledge transfer setting in this experiment is not a practical one because we already have a well-trained model of Pong, but it shows that when knowledge is correctly transferred, the combination of online knowledge distillation and the GAE updates is an effective training procedure.

5.3 Certificated Heterogeneous Transfer
In this subsection, we design experiments to illustrate the effectiveness of CDRL in certificated heterogeneous transfer, with the proposed deep knowledge distillation. Given a certificated task Pong, we want to utilize the existing expertise and apply it to facilitate the training of a new task BOWLING. In the following experiments, we do not tune any model-specific parameters such
We first directly perform transfer learning from WOODSTOCK’97, July 1997, El Paso, Texas USA Kaixiang Lin, Shu Wang, and Jiayu Zhou

improved performance and faster convergence? A more practical setting of CDRL is the online training, where we simultaneously train deep alignment network and conduct the online knowledge distillation. We use two online training strategies: 1) The training of deep alignment network starts after 4 million steps, when the student BOWLING network can perform reasonably well, and the knowledge distillation starts after 6 million steps. 2) The training of deep alignment network starts after 0.1 million steps, and the knowledge distillation starts after 1 million steps. Results are shown in Figure 6 (b) and (c) respectively. The results show that both strategies reach higher performance than the baseline. Moreover, the results suggest that we do not have to wait until the student network reaches a reasonable performance before we start to train the deep alignment network. This is because the deep alignment network is trained to align two distributions of BOWLING, instead of transferring the actual knowledge. Recall that the action probability distribution of PONG and BOWLING are quite different as shown in Figure 5 (a) and (b). After we projecting the logits of PONG using the deep alignment network, the distribution is very similar to BOWLING, as shown in Figure 5 (c).

Deep knowledge distillation – Offline training. To handle the heterogeneity between PONG and BOWLING, we first verify the effectiveness of deep knowledge distillation with an offline training procedure. The offline training is split into two stages. In the first stage, we train a deep alignment network with four fully connected layers using the Relu activation function. The training data are logs generated from an expert PONG network and BOWLING network. The rewards of the networks at convergence are 20 and 60 respectively. In stage 2, with the PONG teacher network and trained deep alignment network, we train a BOWLING student network from scratch. The student network is trained with both GAE interactions with its environment, and the distillation interactions from the teacher network and the deep alignment network. The results in Figure 6 (a) show that deep knowledge distillation can transfer knowledge from PONG to BOWLING both efficiently and effectively.

Deep knowledge distillation – Online training. A more practical setting of CDRL is the online training, where we simultaneously train deep alignment network and conduct the online knowledge distillation. We use two online training strategies: 1) The training of deep alignment network starts after 4 million steps, when the student BOWLING network can perform reasonably well, and the knowledge distillation starts after 6 million steps. 2) The training of deep alignment network starts after 0.1 million steps, and the knowledge distillation starts after 1 million steps. Results are shown in Figure 6 (b) and (c) respectively. The results show that both strategies reach higher performance than the baseline. Moreover, the results suggest that we do not have to wait until the student network reaches a reasonable performance before we start to train the deep alignment network. This is because the deep alignment network is trained to align two distributions of PONG and BOWLING, instead of transferring the actual knowledge. Recall that the action probability distribution of PONG and BOWLING are quite different as shown in Figure 5 (a) and (b). After we projecting the logits of PONG using the deep alignment network, the distribution is very similar to BOWLING, as shown in Figure 5 (c).

5.4 Collaborative Deep Reinforcement Learning

In previous experiments, we assume that there is a well-trained PONG expert, and we transfer knowledge from the PONG expert to the BOWLING student via deep knowledge distillation. A more challenging settings that both of BOWLING and PONG are trained from scratch. In this experiment, we show that the CDRL framework can still be effective in this setting. In this experiment, we train a BOWLING network and a PONG network from scratch using the proposed cA3C algorithm. The PONG agents are trained with GAE interactions only, and the target BOWLING receive supervision from both GAE interactions and distilled knowledge from PONG via a deep alignment network. We start to train the deep alignment network after 3 million steps, and perform deep knowledge distillation after 4 million steps, where the PONG agents are still updating from the environment. We note that in this setting, the teacher network is constantly being updated, as knowledge is distilled from the teacher until 15 million steps. Results in Figure 6 (d) show that the proposed cA3C is able to converge to a higher performance than the current state-of-art. The reward of last one hundred episodes
of A3C is $61.48 \pm 1.48$, while cA3C achieves $68.35 \pm 1.32$, with a significant reward improvement of 11.2%.

6 CONCLUSION

In conclusion, we propose a collaborative deep reinforcement learning framework that can address the knowledge transfer among heterogeneous tasks. Under this framework, we propose deep knowledge distillation to adaptively align the domain of different tasks with the utilization of deep alignment network. Furthermore, we develop an efficient cA3C algorithm and demonstrate its effectiveness by extensive evaluation on OpenAI gym.
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