A THERMODYNAMIC STUDY OF THE TWO-DIMENSIONAL PRESSURE-DRIVEN CHANNEL FLOW

WEINAN E∗
Department of Mathematics and The Program in Applied and Computational Mathematics
Princeton University, Princeton, NJ 08544, USA
and
School of Mathematical Sciences and BICMR
Peking University, Beijing 100871, China

JIANCHUN WANG
The Program in Applied and Computational Mathematics
Princeton University, Princeton, NJ 08544, USA

Dedicated to Professor Peter Lax on the occasion of his 90th birthday.

Abstract. The instability of the two-dimensional Poiseuille flow in a long channel and the subsequent transition is studied using a thermodynamic approach. The idea is to view the transition process as an initial value problem with the initial condition being Poiseuille flow plus noise, which is considered as our ensemble. Using the mean energy of the velocity fluctuation and the skin friction coefficient as the macrostate variable, we analyze the transition process triggered by the initial noises with different amplitudes. A first order transition is observed at the critical Reynolds number $Re^* \sim 5772$ in the limit of zero noise. An action function, which relates the mean energy with the noise amplitude, is defined and computed. The action function depends only on the Reynolds number, and represents the cost for the noise to trigger a transition from the laminar flow. The correlation function of the spatial structure is analyzed.

1. Introduction. One of the most studied problems in fluid mechanics is the instability of shear flows and the subsequent transition to turbulence. Beginning with the pioneering work of Reynolds in 1883 [26], a huge amount of efforts, both theoretical and experimental, have been devoted to this topic. From the theoretical viewpoint, past work has been concentrated in two directions:

1. Linear stability analysis. Classical normal mode analysis started with the work of Rayleigh, Orr and Sommerfeld and has been associated with such names as Heisenberg and C. C. Lin. By now this has become an important chapter both in theoretical fluid dynamics and asymptotic methods. The most important result is the identification of a critical Reynolds number, $Re^* \sim 5772$, at which the plane Poiseuille flow becomes linearly unstable. However, this is
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also the most disturbing piece of information, for two reasons. One is that experimentally, instability and transition to turbulence can be triggered at much lower Reynolds number. A variety of secondary flows in the form of traveling waves have been found numerically for Reynolds numbers $2700 < Re < Re^*$. More importantly, it is widely believed that a similar normal mode analysis for the 3D pipe flow would yield a critical Reynolds number to be infinity [31, 32], although there is only indirect and partial evidence at this point. This is in contrast to the experimental results of Reynolds which clearly showed instability and transition to turbulence.

The most plausible explanation of this discrepancy is that the experimentally observed instability is a nonlinear phenomenon. The question is then: How do we analyze such a nonlinear instability? Up until now, this question has been addressed mainly from the viewpoint of dynamical systems.

2. Dynamical systems approach. One of the most important objects in dynamical systems theory is the invariant sets. They are the building blocks for the long time behavior of general solutions. For channel flow, the first nontrivial invariant solution was found by Nagata for plane Couette flow using homotopy methods starting from the rotating plane Couette flow [21]. Similar unstable 3D traveling waves were discovered in plane Poiseuille flow [35], and in pipe flow [9, 37]. The traveling wave solutions exhibit large scale features of vortices and streaks that resemble coherent structures observed in turbulence. In addition, various bifurcations involving more complicated solutions such as periodic orbits were identified, which form the hierarchy of invariant solutions in state space [15, 19, 38].

However, all these invariant solutions are unstable and can only appear as transient behavior in 3D flows. Indeed it was revealed in a variety of experiments and numerical simulations that the life time of turbulence is exponentially distributed in pipe flow [12] and plane Couette flow [16, 30]. This can be qualitatively explained by viewing the turbulent state as a chaotic saddle or a strange saddle in state space (for instance, see a review article by Eckhardt et al. [8]). In this regard, the most important advance has been accomplished in the recent experimental works by Avila et al. [2]: By tracking a single puff, the decay and splitting times for the puffs were measured. A critical Reynolds number of about 2040 was identified as the balance point between the two opposite processes, namely the decay and splitting of puffs.

In this series of papers, we propose a thermodynamic formalism for dealing with problems of this type, namely, problems having nonlinear instabilities. The main ingredients of the this formalism are:

1. We take the infinite volume limit and view the problem as one of phase transition.
2. We define coarse-grained or macroscopic variables and the associated action or free energy.
3. The statistical ensemble is defined by the probability distribution for the random initial condition. The dynamics stays deterministic. Consequently, the dynamics is far from being ergodic. In fact, the different phases are represented by the different domain of attraction for different invariant sets of the dynamics.
A natural question is whether a thermodynamic formalism exists for such a setting, e.g. whether the thermodynamic limit exists. While there are no general theorems about this, there are indeed examples of the Ising type, which suggest that the limit is well-defined and the various thermodynamic quantities do converge in the limit [34].

When applying the thermodynamic formalism to study the channel flow driven by the pressure gradient, we note that there are at least three phases: The Poiseuille flow, the localized complex states (localized wave packets) with Poiseuille flow as the background and the fully developed states. We will refer the localized complex states as puffs in analogy with the localized turbulent states in pipe flow. In a companion paper [34], we focused on the transition from the Poiseuille flow to the puff states. In this paper, we focus on the second transition from the puff states to fully developed states.

We note that studying subcritical transitions of fluid dynamics in a thermodynamic setting is not a new idea [1, 18]. Back in 1986, Pomeau suggested an analogy between laminar-turbulent transition in the shear flow and the nucleation phenomena in first order phase transitions [25]. This was pursued in some detail by Manneville for the plane Couette flow using a simplified model [17]. Subsequent work by Schneider et al. and Shi et al. seems to point to a contradictory picture: On one hand, direct numerical simulation by Schneider et al. further confirms that the growing turbulent spots in the plane Couette flow does act like the critical nuclei in spatially extended domains [28]. On the other hand, it was pointed out recently that the transition to turbulence in the plane Couette flow behaves more like a second order phase transition, analogues to directed percolation [30]. For pipe flow, Barkley proposed a simplified one-dimensional model, and argued that the phase transition in pipe flow closely resembles the second-order phase transition in directed percolation [4, 5]. Our contribution is to develop a full thermodynamic formalism as well as the quantitative tools needed.

This paper is organized as follows. In the next section, we briefly review the existing literature. In section 3, we present our setting. In sections 4 and 5, we describe results on the thermodynamic quantities, namely the average energy, the skin friction coefficient and the action function. In section 6, we present the results on the statistics and structures of the traveling waves and turbulent structure. Some conclusions are drawn in section 7.

2. Review of the current literature. As mentioned above, some interesting secondary flows have been discovered for the 2D channel flow. Specifically, there is a branch of stable periodic traveling wave solutions from a Hopf bifurcation of a finite amplitude traveling wave at \( Re \approx 2939 \) and channel length \( L = 2\pi/1.32 \) [6] (assuming the width of the channel to be 2). In a longer channel with length \( L = 2\pi/0.15 \), this nontrivial solution was observed at a smaller Reynolds number of \( Re \approx 2750 \) [27]. Direct numerical simulations revealed that the wave train becomes unstable at \( Re \approx 5600 \), and undergoes bifurcations into more disordered states at larger \( Re \) [13, 14]. In addition to traveling wave solutions, stability analysis on several groups of quasi-periodic orbits that bifurcate from traveling waves has been carried out [6].

More recently, stochastic Navier-Stokes equations in a short channel has been studied [33]. A small Gaussian noise was introduced into the forcing term and the long time stochastic dynamics has been considered. The most probable transition
path between the Poiseuille flow and the non-trivial solutions has been calculated using an extension of the Freidlin-Wentzell large deviation theory. As a consequence, one can define a critical Reynolds number for the relative instability of two locally stable solutions for this stochastic system.

For three-dimensional channel flows, a secondary two-dimensional traveling wave solution was discovered for Reynolds number $Re \approx 2900$, and was used to explain the experimentally observed transition to turbulence at much smaller Reynolds number ($Re \approx 1000$) [11, 23]. Unstable 3D traveling wave solutions that arises from saddle-node bifurcations were discovered at $Re < 1000$ [22, 35, 36]. Additionally, there are localised coherent structures that bifurcate from extended traveling waves [39], though these coherent structures are usually linearly unstable. In another direction, edge states located at the boundary of the laminar-turbulent basins have been investigated [40]. This work has revealed some common features shared by general shear flow regardless of specific details of flow type.

For the 3D pipe flow, several families of nontrivial traveling wave solutions with symmetric arrangement of vortices were found in short pipes when $Re \approx 1250$ [9, 37]. Later, traveling waves with asymmetric states were found at $Re \approx 770$ [24]. More recently, the streamwise-localised invariant solutions have been discovered and were found to be responsible for inducing some chaotic motion [3]. In addition, the connection between the spatially localised solutions and the many known streamwise-periodic solutions was addressed, and it was shown that the localized solutions were originated from a Hopf bifurcation from some global traveling wave solutions [7].

In a long pipe, Moxey and Barkley observed that spatially localized puffs dominate the transitional pipe flow for $Re < 2300$, while for $Re > 2300$ a spatio-temporal intermittent flow structure develops as a result of the spatial growth process caused by puff-splitting [20]. The fraction of turbulence grows as the Reynolds number is increased, until a uniformly turbulent state is established for $Re > 2800$. It is widely accepted now that both puff decaying and splitting processes are approximately memoryless, and their time scales have approximate exponential distributions [2]. Based on this information, Barkley proposed a one-dimensional model that seems to capture many observed flow patterns in the pipe flow, including metastable localized puffs, puff splitting and slugs [4, 5]. Numerical simulation reveals that phase transition in this model closely resembles the second-order phase transition in directed percolation.

3. Setting and the numerical method. We consider the 2D shear flow in a long channel driven by a pressure gradient with random initial condition. The governing equations of the flow, in dimensionless form, are given by:

\[
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} = -\frac{\partial p}{\partial x} + \frac{1}{Re} \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} \right) + f,
\]

\[
\frac{\partial v}{\partial t} + u \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y} = -\frac{\partial p}{\partial y} + \frac{1}{Re} \left( \frac{\partial^2 v}{\partial x^2} + \frac{\partial^2 v}{\partial y^2} \right),
\]

where, $x$ and $y$ are streamwise and transverse coordinates respectively. $u$ is the streamwise velocity component, $v$ is the transverse velocity component, $p$ stands for the pressure, and $Re$ denotes the Reynolds number. The boundary conditions are: $u = 0$ and $v = 0$ at the two parallel walls $y = \pm h$, $h = 1$, and periodic in the
streamwise direction, namely, \( u(x, y, t) = u(x + L, y, t) \), \( v(x, y, t) = v(x + L, y, t) \), and \( p(x, y, t) = p(x + L, y, t) \), where \( L \) is the length of the channel.

We use a constant driving force \( f = 2/Re \) to represent the pressure gradient. Note that some researchers have used a constant mass flux \( Q = 4/3 \) to control the flow, where \( Q = \int_0^L u \, dy \). At “statistical” steady states, pressure gradient and mass flux are nearly constant in time. Hence, both conditions are equivalent. We can also define two different Reynolds numbers. For the constant flux condition, \( Re_Q = 3Q/4\nu \); for the constant pressure gradient condition, \( Re_p = -h^3(\partial P/\partial x)/2\nu^2 \), where \( \partial P/\partial x \) is the mean pressure gradient and \( \nu \) is the kinematic viscosity coefficient of the fluid [14, 27]. In our numerical simulations, \( Re = Re_p \).

The laminar Poiseuille flow is given by: \( u_0(y) = 1 - y^2 \), and \( v_0 = 0 \). In this situation, the two Reynolds numbers defined above are identical: \( Re = Re_Q = Re_p \).

In the general situation, we decompose the velocity field into:

\[
\begin{align*}
\alpha &= \text{kinematic viscosity coefficient of the fluid} \\
\beta &= \text{constant flux condition, where} \beta \text{ and } \nu \text{ are constant} \text{,} \\
\gamma &= \text{the mean pressure gradient and } \nu \text{ is the kinematic viscosity} \text{ coefficient of the fluid} \\
\theta &= \text{kinematic viscosity coefficient of the fluid} \\
\phi &= \text{constant flux condition, where} \phi \text{ and } \nu \text{ are constant} \text{.}
\end{align*}
\]

For each parameter pair of \((Re, \epsilon)\), 200 initial conditions are simulated. Four different noise amplitudes \( \epsilon = 0.04, 0.08, 0.1, 0.14 \) have been used.

The field \((u^G, v^G)\) is numerically constructed by the following steps: Denote by \( \{x_i, y_j\} \) the set of collocation points. (1) Generate statistically independent random variables with normal distribution \( p_N(z) = \exp(-z^2/2)/\sqrt{2\pi} \) at the collocation
4354 WEINAN E AND JIANCHUN WANG

Figure 1. 2D profiles of velocity and streamlines at $Re = 3000$.

points $\{(x_i, y_j)\}$, denoted these random variables by $\{(u_{i,j}^{G0}, v_{i,j}^{G0})\}$. (2) Project the field $(u_{i,j}^{G0}, v_{i,j}^{G0})$ into the space of divergence vector fields. The field after projection is denoted as $(u_{i,j}^{G}, v_{i,j}^{G})$. We note that this kind of noise is quite specific and the results will quantitatively depend on the choice of noise. For example, adding a small spatial correlation to the noise will lead to a larger deviation of transitional flow from the laminar state for the same noise amplitude. Though initially there is a high energy level at high wavenumbers, viscosity effect will damp out small scale noise rapidly. We expect that qualitative features of transitional flow are not affected by the choice of noise as was pointed out in a previous work [34].

Direct numerical simulation reveals the following general scenario: With perturbed random initial condition, the fluctuations in the background Poiseuille flow grow and a new statistical steady state is reached after several thousand dimensionless time units. We plot 2D profiles of velocity and streamlines in a realization at $Re = 3000$ in figure 1. We observe three puffs (localized wave packets) with characteristic length scale of 20 in the interval $[0,150]$.

4. Behavior of the order parameters. We define two macrostate variables. The first is the skin friction coefficient [27], defined by

$$C_f = -\frac{\langle \partial_x p \rangle_{xyt} h}{\frac{1}{2} \rho_0 U^2},$$

(14)

where $U$ is the mean streamwise velocity. $\langle \cdot \rangle_{xyt}$ denotes average over space and time. The second is the average energy of the velocity fluctuation, $\langle q \rangle = \langle q(x, t) \rangle_{xt}$, where
$q(x,t)$ is the local average energy: $q(x,t) = \frac{1}{2} \int_{-1}^{1} \frac{1}{2} (u^2 + v^2) \, dy$, $u_1$ is the deviation of the streamwise velocity from the Poiseuille flow, and $\langle \rangle_x$ denotes average over $x$ and $t$.

The skin friction coefficient at different Reynolds numbers is depicted in figure 2. The dashed line denotes the result for the Poiseuille flow, $C_f = 9/Re$. If the Reynolds number is large enough, there is a threshold of noise amplitude $\epsilon_t(Re)$, above which the transitional flow is saturated, i.e. the statistical properties of the flow do not depend on $\epsilon$ as long as $\epsilon > \epsilon_t(Re)$. The dash-dotted line in figure 2 is the result for the “saturated flow”. Numerically, we obtain this state by tracking the solution of $(Re, \epsilon) = (4800, 0.14)$ continuously while decreasing $Re$. We will report about $\epsilon_t(Re)$ below. For a given $\epsilon$, the discrepancy relative to the laminar flow increases with the Reynolds number. All $C_f - Re$ curves collapse to the same line at large Reynolds numbers. As the noise amplitude decreases, the $C_f - Re$ curve changes rather abruptly from the laminar state to the saturated transition state, at large Reynolds numbers. We further suspect that, as $\epsilon$ decreases to zero, there is a jump of the $C_f - Re$ curve at $Re_\ast = 5772$ where $\epsilon_t(Re_\ast) = 0$, signaling a first order transition. The reason is as follows: for any $Re$ below $Re_\ast$, the laminar flow is linearly stable, and the probability for the noise-perturbed flow to fall in the basin of attraction of the laminar flow increases to 1 as the noise amplitude decreases to zero; for $Re$ above $Re_\ast$, the laminar flow is linearly unstable, and the probability of transition to the saturated state is always 1 no matter how small the noise amplitude is. Similar features are observed for the $\langle q \rangle - Re$ curves, as shown in figure 3. All the curves lie between the laminar state of $\langle q \rangle = 0$, and the saturated state.

In a previous study, we identified a critical Reynolds number $Re_c = 2332$ above which the transition occurs in the thermodynamic limit [34]. For the value of $L (= 400)$ considered here, the critical Reynolds number $Re_{c,L} = 2341$ is slightly larger than $Re_c = 2332$ [34]. As long as $Re > Re_{c,L}$, the noise-induced transitional flow deviates from the Poiseuille flow, even though the difference of the order parameter between the transitional flow and the Poiseuille flow is negligibly small for $Re_{c,L} < Re \leq 2800$ and $\epsilon \leq 0.14$.

To define $\epsilon_t(Re)$ more precisely, we look at the normalized average energy by $q_n = \langle q \rangle / q_\ast$, where $q_\ast$ is the value of order parameter $\langle q \rangle$ in the saturated flow. For each $Re$, we can find a particular noise amplitude for which $q_n = 0.95$. This will be defined as the threshold of noise amplitude $\epsilon_t(Re)$. The numerically estimated noise threshold is displayed in figure 4 (a), for several Reynolds numbers between 4000 and 5700. In addition, we display the relation between normalized average energy $q_n$ and the normalized noise amplitude $\epsilon / \epsilon_t$ in figure 4 (b). All curves nearly overlap, revealing a uniform dependence of the order parameter on the noise amplitude in the range $4400 \leq Re \leq 5700$.

5. The action function. To further explore the behavior of the order parameter as the noise amplitude decreases to zero, we show in figure 5 (a)(b)(c) the behavior of $-\log(\langle q \rangle)$ as a function of $1/\epsilon^2$ for several Reynolds numbers. At a given $Re$, the quantity $-\log(\langle q \rangle)$ is nearly constant at small values of $1/\epsilon^2$ corresponding to the saturated transition state. As $1/\epsilon^2$ increases, a linear profile develops, suggesting the scaling relation:

$$\langle q \rangle \sim \exp \left[ -\frac{S(Re)}{\epsilon^2} \right],$$  

(15)
for some function $S(Re)$ that depends only on $Re$. Following the practice in large deviation theory, we call this the action function. According to the large deviation principle (LDP) in the Freidlin-Wentzell theory, the action function $S(Re)$ measures the smallest kinetic energy needed to for the initial noise to trigger a transition [10, 33]. The action function $S(Re)$ can be calculated using the least square estimation, as suggested by the straight lines in the figure. The estimated action $S$ is shown in figure 5 (d) as a function of normalized Reynolds number $Re_n = (Re_\ast - Re)/Re_\ast$ using a log-log scale plot. For Reynolds number close to $Re_\ast = 5772$, numerical results suggest a power-law scaling relation:

$$S \sim Re_n^{0.4}. \quad (16)$$
Figure 4. (a) The threshold of noise amplitude $\epsilon_t$ for the saturated flow as a function of Reynolds number $Re$. (b) Normalized average energy $q_n$ as a function of the normalized noise amplitude $\epsilon/\epsilon_t$.

Figure 5. (a)(b)(c) The logarithm of average energy $-\log(\langle q \rangle)$ as a function of $1/\epsilon^2$. Straight lines represent the least square fit in the region of large $1/\epsilon^2$. (d) The action $S$ as a function of normalized Reynolds number $Re_n = (Re - Re_\ast)/Re_\ast$. The dashed line is a power law fit with exponent 0.4, i.e., $S \sim Re_n^{0.4}$.

Figure 6 shows the entire action function in the subcritical transition region of $Re_\ast < Re < Re_\ast$. Here the results denoted by the dashed line with plus were quoted...
Figure 6. The action $S$ as a function of Reynolds number $Re$.
The three different phases can be defined as: (1) the Poiseuille flow
phase, $S = +\infty$, (2) the intermediate phase, the puff states, $S$ is
finite, and (3) the fully developed states, $S = 0$.

from [34], where a longer channel with $L = 1600$ was used to report results at lower
Reynolds numbers. It can be seen that $S$ is a monotonically decreasing function
of $Re$. In particular, $S = 0$ at the critical Reynolds number for linear instability
$Re_\ast = 5772$, since above $Re_\ast$, white noise with any finite amplitude can trigger the
transition from the Poiseuille flow.

6. The spatial structure of the transitional flow. To gain more insight into
the subcritical transition originated by the initial disturbance of the laminar base
flow, we carried out a study of the microscopic structures of the transition flow.
A good indicator is the profile of local average energy $q$. As shown in figure 7, at
small Reynolds numbers, $Re \leq 3800$, the transitional flow consists of a collection
of ‘puff’ structures, namely, a wave train composed of localized wave packets. Each
puff has a well-defined profile with a characteristic length scale around 20. At the
noise amplitude $\epsilon = 0.14$, the density of puff increases gradually as $Re$ increases. In
saturated flows, the distance between neighboring puffs is always about $d_{\text{min}} = 30$.

The profile of $q$ at larger Reynolds numbers are displayed in figure 8. For $Re$
around 4000, some irregular yet coherent structures appear as shown by a particular
example at $r = 380$ in figure 8 (a). On the left of the irregular structure, the interval
$[0, 330]$ covers a very orderly wave train composed by 11 puffs. Profiles of local
average energy at $Re = 4400$, 5000 and 6000 are depicted in figure 8 (b), (c) and
(d). Obviously, the flow becomes more chaotic as $Re$ increases from 4000. Yet the
coherent structures are all in the form of a vortex trains and they all exhibit the
following pattern: The leading vortex is quite energetic and causes a sharp rise in
the turbulent energy. The following vorticies then weaken gradually.

Generally speaking, there are different types of stable solutions that can par-
ticipate in the channel flow. The volume fraction of each solution depends on the
initial noise. If the noise is weak, the Poiseuille profile will dominate the overall flow
field. As the noise becomes stronger, more puffs and turbulent (coherent) structures
are generated from the background laminar flow. In the saturated flow, puffs and
coherent structures will occupy the entire channel. Figure 9 (a) and (b) visualizes two particular realizations for $Re = 4800$, at two different noise amplitude $\epsilon = 0.06$ and 0.08. At the smaller noise amplitude $\epsilon = 0.06$, a few puffs are generated in the channel. At the larger noise amplitude $\epsilon = 0.08$, puffs and coherent structures appear everywhere in the channel. From figure 9 (c) and (d), we see that for $Re = 5600$, with noise amplitude $\epsilon = 0.04$, both laminar (Poiseuille) and turbulent regions make a substantial contribution to the intermittency of the system. At a larger noise amplitude $\epsilon = 0.06$, it gives rise to something that can be regarded as homogenous turbulence, for lack of a better term.
In order to provide a statistical description of the above observation, we introduce the streamwise correlation function of the local averaged energy $q$, defined by

$$C_q(r) = \frac{\langle q(x,t)q(x+r,t) \rangle_{xt}}{\langle q(x,t)q(x,t) \rangle_{xt}},$$

(17)

where, $\langle \rangle_{xt}$ denotes the average over $x$ and $t$. $C_q$ is a periodic even function of $r$, due to the periodic boundary condition of the velocity field and the symmetry of the definition with respect to the origin of $r$. Moreover, we notice that the correlation function $C_q(r)$ nearly vanishes for $r > 150$, indicating that the channel length $L = 400$ reported here is long enough to cover the correlated coherent regions.

The correlation functions at $Re = 3000$, $3400$, and $3800$ for noise amplitude $\epsilon = 0.14$ are presented in figure 10 (a). Oscillations of the correlation function are observed. For the fixed Reynolds number, the period of oscillation is nearly constant, and the magnitude of oscillation decays gradually with the increase of distance $r$. The correlation of the local energy is still significant for the separation $r = 100$, revealing a pronounced nonlocal feature of the streamwise structures in the transitional flows. As $Re$ becomes larger, the correlation becomes stronger and the period of oscillation decreases. In figure 10 (b), we plot the correlation functions at $Re = 3000$, $3400$, and $3800$ for the saturated transition flow. All the correlation functions collapses to the same curve, in consistent with previous discussions on saturated flows.

Figure 10 (c) shows the correlation functions at $Re = 4000$, $4400$, and $4800$ for noise amplitude $\epsilon = 0.14$. For $Re$ between $4000$ and $4800$, the oscillation in the correlation function weakens as $Re$ is increased, but the change of the period of the oscillation is negligible. This suggests that the density of coherent structure is saturated, and the spatial distribution of the coherent structure becomes more irregular as $Re$ becomes larger. As shown in figure 10 (d), for $Re \geq 5000$, the oscillation in the correlation function disappears and the correlation at distance $r > 50$ is negligible, which is attributed to the irregularity in the distribution of the coherent structures in the fully developed transitional flow at high Reynolds numbers.
To provide a more clear picture for the dependence of spatial correlation on the Reynolds numbers, we calculated the minimum value $C_{\min}$ of the correlation function and the location $r_{\min}$ for the minimum correlation in the saturated flow. The results are shown in figure 11. Both $C_{\min}$ and $r_{\min}$ are nearly constant for $3000 \leq Re \leq 4000$ which is in agreement with the collapse of correlation functions shown in figure 10 (b). The separation $r_{\min}$ of largest negative correlation is about half of the distance between two neighboring puffs, i.e., $r_{\min} = d_{\min}/2 = 15$. As $Re$ increases from 4000, the value $C_{\min}$ increases, due to the weakening of the correlation caused by the irregularities in the flow. For $Re > 5000$, the correlation becomes quite small ($r_{\min}$ is around $-0.1$). For $Re \leq 5000$, the location $r_{\min}$ is insensitive to the change of Reynolds number since the puffs and turbulent structures are already saturated, with a constant characteristic length scale. We do not show $r_{\min}$ at $Re > 5200$ since the minimum value of the correlation function is close to zero, and the problem of finding a minimum location is ill-defined.

Finally, we show profiles of the vorticity $\omega$ defined by:

$$\omega = \frac{\partial v}{\partial x} - \frac{\partial u_1}{\partial y}.$$  \hspace{1cm} (18)

Figure 12 displays the profile of $\omega$ in the entire channel at several Reynolds numbers for noise amplitude $\epsilon = 0.14$. For $Re \leq 4000$, puff structures can be clearly identified by high levels of vorticity intensity. The number of puffs increases as $Re$ becomes larger. For $Re = 4000$, a more complex pattern of vorticity profile appears in the region of $350 \leq x \leq 400$. At $Re = 6000$, the overall pattern becomes rather irregular along the streamwise direction. The detailed flow pattern in the puffs or coherent structures is shown in figure 13, where we display 2D profiles of $u_1$, $v$, $\omega$ and the streamlines at $Re = 3000$ and $Re = 6000$. The subregion shown here has a length scale of 20, which is roughly the length scale of a puff. Interestingly, the flow patterns at $Re = 6000$ looks quite similar to those at $Re = 3000$.

To explore the transversal features of the flow, we introduce a normalized mean velocity and a normalized mean vorticity:

$$u_n(y) = u_m(y)/u_m(0),$$  \hspace{1cm} (19)
Figure 11. Minimum value of the correlation function $C_{\min}$ and the corresponding location $r_{\min}$ at different Reynolds numbers in the saturated flow.

Figure 12. 2D profiles of vorticity at $Re = 3000, 3400, 4000$ and 6000 for $\epsilon = 0.14$. 
and,

\[ \omega_n(y) = \omega_m(y) / \omega_m^{\text{rms}}, \quad \omega_m^{\text{rms}} = \sqrt{\frac{1}{2} \int_{-1}^{1} \omega_m^2(y) dy}, \]

where, the mean velocity \( u_m \) and mean vorticity \( \omega_m \) are defined by

\[ u_m(y) = \langle u_1(x, y, t) \rangle_{xt}, \]

and,

\[ \omega_m(y) = \langle \omega(x, y, t) \rangle_{xt}. \]

We display the normalized profiles of mean velocity \( u_n \) and mean vorticity \( \omega_n \) in figure 14. One striking feature is that the profiles of both mean velocity \( u_n \) and mean vorticity \( \omega_n \) almost all collapse to the same lines for four different Reynolds numbers \( Re = 3000, 4000, 5000, \) and 6000, revealing a similar averaged transversal structure of the flow over a wide range of Reynolds numbers. One can also see that there is a nearly constant mean streamwise velocity \( u_n \) in the central region of the channel for \( y \) between \(-0.3 \) and \( 0.3 \), where the mean vorticity \( \omega_n \) is negligibly small.

7. Summary and conclusions. Let us summarize the picture suggested by the numerical results of this and the companion paper \cite{34}. At finite noise amplitudes, there are three phases: The Poiseuille flow, localized states (puffs) with Poiseuille flow background, and fully developed states. In the second phase, the average distance between puffs is a function of the noise amplitude and goes to infinity as the noise amplitude \( \epsilon \) goes to 0 or as the Reynolds number approaches the transition point from above. As a result, at finite values of \( \epsilon \), we see a continuous transition at the low critical Reynolds number \( Re_c \sim 2332 \). In the zero noise limit, we see a discontinuous transition at a higher critical Reynolds number \( Re_* \sim 5772 \). However, in contrast to discontinuous transitions that we see in other thermodynamic systems, for \( Re > Re_* \), the Poiseuille flow phase is not linearly stable. Yet it still exhibits...
some kind of metastability in the sense that, for small $\epsilon$ and Reynolds number close to $Re_*$, the time scale for instability is very long.

From the viewpoint of dynamical systems, the transition at the lower critical Reynolds number is a finite amplitude or nonlinear instability, the transition at the upper critical Reynolds number is a zero amplitude or linear instability. So naively, if we draw an analogy with statistical physics, we might have expected a discontinuous transition at the lower critical Reynolds number and a continuous transition at the upper critical Reynolds number. This is opposite to what we saw from our numerical results. The discrepancy at the second transition is quite easy to understand: The suggestion of a continuous transition is from the analogy between supercritical bifurcation and second order phase transition, in particular, the analogy between weakly nonlinear stability theory and Landau’s theory of second order transition. This simply does not apply here. The first discrepancy is harder to appreciate and could be a special feature of this particular problem. But it is also a manifestation of the fact that the system under consideration is far from the ones usually considered in equilibrium statistical physics.

Acknowledgments. The authors are grateful to Qianxiao Li for many valuable discussions, and to Haijun Yu for sharing his spectral code of 2D channel flow. This work is supported by NNSFC grant 91130005 and ONR grant N00014-13-1-0338.

REFERENCES

[1] K. T. Allhoff and B. Eckhardt, Directed percolation model for turbulence transition in shear flows, Fluid Dyn. Res., 44 (2012), 031201.

[2] K. Avila, D. Moxey, A. de Lozar, M. Avila, D. Barkley and B. Hof, The onset of turbulence in pipe flow, Science, 333 (2011), 192–196.
[3] M. Avila, F. Mellibovsky, N. Roland and B. Hof, Streamwise-localized solutions at the onset of turbulence in pipe flow, Phys. Rev. Lett., 110 (2013), 224502.
[4] D. Barkley, Simplifying the complexity of pipe flow, Phys Rev E, 84 (2011), 016309.
[5] D. Barkley, Modeling the transition to turbulence in shear flows, J. Phys.: Conf. Ser., 318 (2011), 032001.
[6] P. S. Casasa and A. Jorbab, Hopf bifurcations to quasi-periodic solutions for the two-dimensional plane Poiseuille flow, Comm. Nonlinear. Sci. Numer. Simulat., 17 (2012), 2864–2882.
[7] M. Chantry, A. P. Willis and R. R. Kerswell, Genesis of streamwise-localized solutions from globally periodic traveling waves in pipe flow, Phys. Rev. Lett., 112 (2014), 164501.
[8] B. Eckhardt, T. M. Schneider, B. Hof and J. Westerweel, Turbulence transition in pipe flow, Annu. Rev. Fluid Mech., 39 (2007), 447–468.
[9] H. Faisst and B. Eckhardt, Traveling waves in pipe flow, Phys. Rev. Lett., 91 (2003), 224502.
[10] M. I. Freidlin and A. D. Wentzell, Random Perturbations of Dynamical Systems, 2nd edn (New York: Springer), 1998.
[11] T. Herbert, Secondary instability of boundary layers, Annu. Rev. Fluid Mech., 20 (1988), 487–526.
[12] B. Hof, J. Westerweel, T. M. Schneider and B. Eckhardt, Finite lifetime of turbulence in shear flows, Nature, 443 (2006), 59–62.
[13] J. Jimenez, Bifurcations and bursting in two-dimensional Poiseuille flow, Phys. Fluids, 30 (1987), 3644–3646.
[14] J. Jimenez, Transition to turbulence in two-dimensional Poiseuille flow, J. Fluid Mech., 218 (1990), 265–297.
[15] T. Kreilos and B. Eckhardt, Periodic orbits near onset of chaos in plane Couette flow, Chaos, 22 (2012), 047505, 8pp.
[16] T. Kreilos, B. Eckhardt and T. M. Schneider, Increasing Lifetimes and the Growing Saddles of Shear Flow Turbulence, Phys. Rev. Lett., 112 (2014), 044503.
[17] P. Manneville, Spatiotemporal perspective on the decay of turbulence in wall-bounded flows, Phys Rev E, 79 (2009), 025301.
[18] P. Manneville, On the growth of laminar-turbulent patterns in plane Couette flow, Fluid Dyn. Res., 44 (2012), 031412, 15pp.
[19] F. Mellibovsky and B. Eckhardt, From travelling waves to mild chaos: A supercritical bifurcation cascade in pipe flow, J. Fluid Mech., 709 (2012), 149–190.
[20] D. Moxey and D. Barkley, Distinct large-scale turbulent-laminar states in transitional pipe flow, Proc. Natl. Acad. Sci. USA, 107 (2010), 8091–8096.
[21] M. Nagata, Three-dimensional finite-amplitude solutions in plane Couette flow: bifurcation from infinity, J. Fluid Mech., 217 (1990), 519–527.
[22] M. Nagata and K Deguchi, Mirror-symmetric exact coherent states in plane Poiseuille flow, J. Fluid Mech., 735 (2013), R4.
[23] S. A. Orszag and A. T. Patera Subcritical transition to turbulence in plane channel flows, Phys. Rev. Lett., 45 (1980), 989–993.
[24] C. Pringle and R. R. Kerswell, Asymmetric, helical, and mirror-symmetric traveling waves in pipe flow, Phys. Rev. Lett., 99 (2007), 074502.
[25] Y. Pomeau, Front motion, metastability and subcritical bifurcations in hydrodynamics, Physica D, 23 (1986), 3–11.
[26] O. Reynolds, An experimental investigation of the circumstances which determine whether the motion of water shall be direct or sinuous, and of the law of resistance in parallel channels, Philos. T. R. Soc. A, 174 (1883), 935–982.
[27] B. L. Rozhdestvensky and I. N. Simakin, Secondary flows in a plane channel: their relationship and comparison with turbulent flows, J. Fluid. Mech., 147 (1984), 261–289.
[28] T. M. Schneider, D. Marinc and B. Eckhardt, Localized edge states nucleate turbulence in extended plane Couette cells, J Fluid Mech, 646 (2010), 441–451.
[29] J. Shen, Efficient spectral-Galerkin method I. Direct solvers of second- and fourth-order equations using Legendre polynomials, SIAM J. Sci. Comput., 15 (1994), 1489–1505.
[30] L. Shi, M. Avila and B. Hof, Scale invariance at the onset of turbulence in convection flow, Phys. Rev. Lett., 110 (2013), 204502.
[31] L. Trefethen, A. Trefethen, S. Reddy and T. Driscoll, Hydrodynamic stability without eigenvalues, Science, 261 (1993), 573–584.
[32] L. Trefethen, Pseudospectra of linear operators, SIAM Rev., 39 (1997), 383–406.
[33] X. Wan, H. Yu and W. E, Model the nonlinear instability of wall-bounded shear flows as a rare event: A study on two-dimensional Poiseuille flow, Nonlinearity, 28 (2015), 1409–1440.
[34] J. Wang, Q. Li and W. E, Study of the instability of the Poiseuille flow using a thermodynamic formalism, Proc. Natl. Acad. Sci. USA, 112 (2015), 9518–9523.
[35] F. Waleffe, Three-dimensional coherent states in plane shear flows, Phys. Rev. Lett., 81 (1998), 4140–4143.
[36] F. Waleffe, Exact coherent structures in channel flow, J. Fluid Mech., 435 (2001), 93–102.
[37] H. Wedin and R. R. Kerswell, Exact coherent structures in pipe flow: Traveling wave solutions, J. Fluid Mech., 508 (2004), 333–371.
[38] A. P. Willis, P. Cvitanovi and M. Avila, Revealing the state space of turbulent pipe flow by symmetry reduction, J. Fluid Mech., 721 (2013), 514–540.
[39] S. Zammert and B. Eckhardt, Streamwise and doubly-localised periodic orbits in plane Poiseuille flow, J. Fluid Mech., 761 (2014), 348–359.
[40] S. Zammert and B. Eckhardt, Periodically bursting edge states in plane Poiseuille flow, Fluid Dyn. Res., 46 (2014), 041419, 13pp.

Received May 2015; revised November 2015.

E-mail address: weinan@math.princeton.edu
E-mail address: jwang.pku@gmail.com