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ABSTRACT. In recent years, there has been significant progress in the understanding of the dynamics of transcendental entire functions with bounded postsingular set. In particular, for certain classes of such functions, a complete description of their topological dynamics in terms of a simpler model has been given inspired by methods from polynomial dynamics. In this paper, and for the first time, we give analogous results in cases when the postsingular set is unbounded. More specifically, we show that if \( f \) is of finite order, has bounded criticality on its Julia set \( J(f) \), and its singular set consists of finitely many critical values that escape to infinity and satisfy a certain separation condition, then \( J(f) \) is a collection of dynamic rays or hairs, that split at critical points, together with their corresponding landing points. In fact, our result holds for a much larger class of functions with bounded singular set. Moreover, this result is a consequence of a significantly more general one: we provide a topological model for the action of \( f \) on its Julia set.

1. Introduction

For a polynomial \( p \) of degree \( d \geq 2 \), Böttcher’s Theorem provides a conjugacy between \( p \) and the simpler map \( z \mapsto z^d \) in a neighbourhood of infinity. Whenever all the orbits of the critical points of \( p \) are bounded (or equivalently when its Julia set \( J(p) \) is connected), this conjugacy can be extended to a biholomorphic map between \( \mathbb{C} \setminus \overline{D} \) and the basin of infinity of \( p \). In particular, it allows us to define dynamic rays for \( p \) as the curves that arise as preimages of radial rays from \( \partial D \) to \( \infty \) under this conjugacy, and provide a natural foliation of the set of points of \( p \) that escape to infinity under iteration. Whenever \( J(p) \) is locally connected, each ray has a unique accumulation point in \( J(p) \), and we say that the ray lands. This limiting behaviour of dynamic rays has been used with great success to provide a combinatorial description of the dynamics of \( p \) in \( J(p) \). For example, in this situation, Douady [Dou93] constructed a topological model for \( J(p) \) as a “pinched disc”, that is, as the quotient of \( \partial D \) by a natural equivalence relation.

Since for a transcendental entire map, \( f \), infinity is an essential singularity, Böttcher’s Theorem no longer applies. Nevertheless, analogues of dynamic rays often exist, and then, it is natural to ask about their landing behaviour, and, more generally, the existence of topological models for the dynamics of \( f \) on \( J(f) \). Answers to these questions depend largely on its singular set \( S(f) \), that is, the closure of the set of its critical and asymptotic values, as well as on its postsingular set \( P(f) := \bigcup_{n \geq 0} f^n(S(f)) \). In fact, in this paper, we restrict ourselves to the widely studied Eremenko-Lyubich class \( \mathcal{B} \), consisting of all transcendental entire functions with bounded singular set, [EL92]. Then, it is known that if \( f \) is a finite composition of functions in \( \mathcal{B} \) of finite order, i.e., so that \( \log \log |f_i(z)| = \)
\(O(\log |z|)\) as \(|z| \to \infty\), then every point in its *escaping set*
\[
I(f) := \{ z \in \mathbb{C} : f^n(z) \to \infty \text{ as } n \to \infty \}
\]
can be connected to infinity by an escaping curve, subsequently called *dynamic ray* by analogy with the polynomial case, [Bar07, RRRS11]. More precisely, we adopt [RRRS11, Definition 2.2] and [BR20, Definition 1.2]:

**Definition 1.1 (Dynamic rays, criniferous maps).** Let \(f\) be a transcendental entire function. A *ray tail* of \(f\) is an injective curve \(\gamma : [t_0, \infty) \to I(f)\), with \(t_0 > 0\), such that

- for each \(n \geq 1\), \(t \mapsto f^n(\gamma(t))\) is injective with \(\lim_{t \to \infty} f^n(\gamma(t)) = \infty\);
- \(f^n(\gamma(t)) \to \infty\) uniformly in \(t\) as \(n \to \infty\).

A *dynamic ray* of \(f\) is a maximal injective curve \(\gamma : (0, \infty) \to I(f)\) such that the restriction \(\gamma|_{[t, \infty)}\) is a ray tail for all \(t > 0\). We say that \(\gamma\) *lands* at \(z\) if \(\lim_{t \to 0^+} \gamma(t) = z\), and we call \(z\) the *endpoint* of \(\gamma\). Moreover, we say that \(f\) is *criniferous* if for every \(z \in I(f)\), there is \(N := N(z) \in \mathbb{N}\) so that \(f^n(z)\) is in a ray tail for all \(n \geq N\).

We remark that the accumulation set of a dynamic ray might be topologically rather complicated, and, in particular, need not be a point. Indeed, this behaviour occurs for any map in the exponential family \(E_\kappa : z \mapsto e^z + \kappa\) whose singular value escapes; [Rem07]. On the contrary, for \(f\) a postsingularly bounded entire function, \(P(f)\) is nicely separated from infinity, where rays start. This has played a crucial role when proving that all dynamic rays of certain \(f \in B\) with bounded postsingular set land; see the seminal work of Devaney and Krych on postsingularly bounded exponentials [DK84], as well as [DT86, Sch07, Rem09, Mih12, ARS20].

The dynamics of entire functions with unbounded postsingular set are far less understood. For polynomials with escaping singular values, it is still possible to extend dynamic rays when they hit critical points using Green’s function in a natural way, [GM93, Kiw97]. However, with the essential singularity at infinity, we encounter very different dynamics for a transcendental map \(f\), and, a priori, it is not so clear what to expect in the presence of unbounded singular orbits, with the simplest case to consider being escaping orbits. For example, the presence of indecomposable continua in the closure of dynamic rays of exponential maps whose asymptotic value escapes, prevents the existence of a complete description of their Julia sets in terms of dynamic rays that land; see [Dev93, DJ02] and [Rem07, Theorem 1.2].

In the following theorem, and for the first time, we give some answers to this question. Recall that an entire function \(f\) has *bounded criticality* on its Julia set if \(J(f)\) contains no finite asymptotic value of \(f\), and the local degree of \(f\) at the points in \(J(f)\) is uniformly bounded.

**Theorem 1.2 (Landing of rays for functions with escaping singular orbits).** Let \(f\) be a finite composition of class \(B\) functions of finite order. Suppose that \(S(f)\) is a finite collection of critical values that escape to infinity, \(f\) has bounded criticality on \(J(f)\), and there exists \(\epsilon > 0\) so that \(|w - z| \geq \epsilon \max\{|z|, |w|\}\) for all distinct \(z, w \in P(f)\). Then, every dynamic ray of \(f\) lands, and every point in \(J(f)\) is either on a dynamic ray or it is the landing point of at least one such ray.
The hypotheses in Theorem 1.2 will be discussed later, but first we note that for any \( f \) satisfying them, \( J(f) = \mathbb{C} \). Moreover, since \( I(f) \) contains critical values, dynamic rays split at critical points. This can be illustrated with \( f(z) = \cosh(z) \). In this case, \( S(f) = CV(f) = \{-1, 1\} \), and \( P(f) \) equals \( S(f) \) together with the orbit of \( f(-1) = f(1) \), which consists of a sequence of positive real points converging to infinity at an exponential rate.

By [RS08, Theorem 6.4], \( f \) is criniferous. Note that 0 is a critical point, and it is easy to check that \((-\infty, 0] \) and \([0, \infty) \) are both ray tails. The vertical segments \([0, -i\pi/2] \) and \([0, i\pi/2] \) are mapped univalently to \([0, 1] \subset \mathbb{R}^+ \), and thus, the union of each segment with either one of the ray tails \((-\infty, 0] \) and \([0, \infty) \), forms a different ray tail. We can think of this structure as four ray tails that partially overlap pairwise. Their endpoints \(-i\pi/2 \) and \( i\pi/2 \) are preimages of 0, and so the structure described has a preimage attached to each of them, see Figure 1. This leads again to two possible extensions of each ray tail. We show in [Par21] that for criniferous maps with escaping critical values, such extensions can be made in a systematic and dynamically meaningful way that leads to a foliation of their escaping sets into piecewise-overlapping rays. The additional assumptions in Theorem 1.2 guarantee that such rays always land; see [Par20] for more details on the dynamics of \( \cosh \).

Figure 1. In colour, some ray tails of \( f(z) = \cosh(z) \). Both the red and dark-blue ones are mapped into themselves, and the rest of coloured tails are first and second preimages of these tails. Further iterated preimages, some depicted in grey, lead to further extensions of these ray tails.

By [RS08, Theorem 6.4], \( f \) is criniferous. Note that 0 is a critical point, and it is easy to check that \((-\infty, 0] \) and \([0, \infty) \) are both ray tails. The vertical segments \([0, -i\pi/2] \) and \([0, i\pi/2] \) are mapped univalently to \([0, 1] \subset \mathbb{R}^+ \), and thus, the union of each segment with either one of the ray tails \((-\infty, 0] \) and \([0, \infty) \), forms a different ray tail. We can think of this structure as four ray tails that partially overlap pairwise. Their endpoints \(-i\pi/2 \) and \( i\pi/2 \) are preimages of 0, and so the structure described has a preimage attached to each of them, see Figure 1. This leads again to two possible extensions of each ray tail. We show in [Par21] that for criniferous maps with escaping critical values, such extensions can be made in a systematic and dynamically meaningful way that leads to a foliation of their escaping sets into piecewise-overlapping rays. The additional assumptions in Theorem 1.2 guarantee that such rays always land; see [Par20] for more details on the dynamics of \( \cosh \).

Theorem 1.2 is a consequence of a more general result: in analogy to Douady’s “Pinched Disc Model” for polynomials, we construct a topological model for the dynamics on the Julia set of any \( f \) satisfying its hypotheses. So far, all existing models for transcendental entire maps regarded functions in \( \mathcal{B} \) with bounded postsingular set. The seminal work in this direction is [AO93], where it is shown that the Julia set of certain exponential and sine maps is homeomorphic to a topological object known as straight brush (see Definition 3.1). When this occurs, the Julia set is said to be a Cantor bouquet; compare with [BDD*01, Rem06] for other parameters in the exponential family. Subsequently, it was shown in

\[^1\]Original picture by L. Rempe, modified for this paper. It first appeared in [Par19, p. 163].
[BJR12] that if \( f \) is a finite composition of finite order maps in \( \mathcal{B} \) and of disjoint type, i.e., with connected Fatou set \( F(f) \) and such that \( P(f) \subset F(f) \), then \( J(f) \) is a Cantor bouquet.

Understanding the dynamics of disjoint type functions is particularly useful, since if \( f \in \mathcal{B} \), then for \( \lambda \in \mathbb{C} \setminus \{0\} \) with \( |\lambda| \) small enough, the function \( \lambda f \) is of disjoint type. In particular, \( \lambda f \) is in the parameter space of \( f \), that is, \( f \) and \( \lambda f \) are quasiconformally equivalent. This implies that their dynamics near infinity are related by a certain analogue of Böttcher’s Theorem for transcendental maps; [Rem09]. One might regard disjoint type functions as having the simplest dynamics among those in the parameter space of \( f \) of Bottcher’s Theorem for transcendental maps; [Rem09]. One might regard disjoint type functions as having the simplest dynamics among those in the parameter space of \( f \), and, in particular, they play an analogous role for \( f \) as \( z \mapsto z^d \) does for a polynomial of degree \( d \).

If, in addition, \( f \) is of finite order, so is any disjoint type map \( g := \lambda f \), and by the result in [BJR12] mentioned earlier, \( J(g) \) is a Cantor bouquet. This is used in [Rem09, Theorem 5.2] to show that when \( f \) is hyperbolic, \( g|_{J(g)} \) and \( f|_{J(f)} \) are conjugate, and that \( f \) and \( g \) are semiconjugate on their Julia sets, a result extended in [Mih12] to strongly subhyperbolic maps. See also [ARS20] for a further generalization.

The function \( f(z) = \cosh(z) \) illustrates the fact that functions satisfying the hypotheses of Theorem 1.2 may have critical values in their dynamic rays. It follows that any model that describes their dynamics must reflect the splitting of ray tails at critical points. In particular, since, roughly speaking, a Cantor bouquet is a collection of disjoint curves, called hairs, \( J(f) \) can no longer be a Cantor bouquet, and so for \( g := \lambda f \) of disjoint type, \( g|_{J(g)} \) and \( f|_{J(f)} \) can no longer be conjugate. However, the analysis performed on the map \( \cosh \), where each ray tail “splits into two” at critical points, suggests considering two copies of each hair of \( J(g) \), and mapping each copy to one of the two possible extensions. With that aim, we build a topological model for \( f|_{J(f)} \) the following way: we consider the set \( J(g)_{\pm} := J(g) \times \{-, +\} \), that is endowed with a topology that preserves the order of rays at infinity, see §5, and call it a model space for \( f \).

Then, we define an associated model function \( \tilde{g} : J(g)_{\pm} \to J(g)_{\pm} \) to act as \( g \) on the first coordinate, and as the identity on the second. We let \( I(g)_{\pm} := I(g) \times \{-, +\} \) and show the following:

**Theorem 1.3** (Semiconjugacy to model space). Let \( f \) be as in Theorem 1.2, let \( J(g)_{\pm} \) be a model space for \( f \), and let \( \tilde{g} \) be its associated model function. Then, there exists a continuous surjective function \( \varphi : J(g)_{\pm} \to J(f) \) so that \( f \circ \varphi = \varphi \circ \tilde{g} \). Moreover, \( \varphi(I(g)_{\pm}) = I(f) \).

In fact, we are able to prove significantly stronger results than those of Theorems 1.2 and 1.3. However, they require some rather technical definitions, which is why we started with the more straightforward results of Theorems 1.2 and 1.3. Firstly, we note that the conditions we imposed on \( P(f) \) ensure that \( f \) expands an orbifold metric that sits on a neighbourhood of \( J(f) \). We prove this result in [Par22b] for a much larger class of maps. More precisely, we say that \( f \in \mathcal{B} \) is strongly postcritically separated if \( P(f) \cap F(f) \) is compact, \( f \) has bounded criticality on \( J(f) \), there is a uniform bound on the number of critical points in the orbit of any \( z \in J(f) \), and there is \( \epsilon > 0 \) so that for any distinct \( z, w \in P_J, |z - w| \geq \epsilon \max\{|z|, |w|\} \). In particular, in addition to escaping critical values, strongly postcritically separated maps might contain preperiodic postsingular points in their Julia set; see §4.
Secondly, as mentioned earlier, the assumption on \( f \) being a finite composition of functions of finite order in \( \mathcal{B} \) guarantees that \( f \) is criniferous, and implies that \( J(\lambda f) \) is a Cantor bouquet whenever \( \lambda f \) is of disjoint type. In [Par19], we introduce the more general class \( \mathcal{CB} \), consisting of all \( f \in \mathcal{B} \) so that \( J(\lambda f) \) is a Cantor bouquet for \( |\lambda| \) sufficiently small. As an extension of [RRRS11, Theorem 1.2], it is shown in [Par22a] that all maps in \( \mathcal{CB} \) are criniferous, and so this is a natural class to consider when studying functions with dynamic rays. Since for \( f \in \mathcal{CB} \), any disjoint type \( \lambda f \) has a Cantor bouquet Julia set, we can define a topological model for \( f|_{J(f)} \) as we did in Theorem 1.3.

We are now able to state the main result of this paper, from which our other results follow quickly. This concerns all functions in \( \mathcal{CB} \) that are also strongly postcritically separated.

**Theorem 1.4 (Semiconjugacy to model space).** Let \( f \in \mathcal{CB} \) be strongly postcritically separated, let \( J(g)_\pm \) be a model space for \( f \) and let \( \tilde{g} \) be its associated model function. Then, there exists a continuous surjective function

\[
\varphi : J(g)_\pm \to J(f)
\]

so that \( f \circ \varphi = \varphi \circ \tilde{g} \). Moreover, \( \varphi(I(g)_\pm) = I(f) \).

We remark that the the semiconjugacy in Theorem 1.4 respects the natural conjugacy at infinity from [Rem09]. Since all functions considered in Theorem 1.3 are in \( \mathcal{CB} \) and strongly postcritically separated, Theorem 1.3 follows from Theorem 1.4. Likewise, Theorem 1.2 is a consequence of the following corollary:

**Corollary 1.5 (Landing of rays for strongly postcritically separated functions in \( \mathcal{CB} \)).** Under the assumptions of Theorem 1.4, every dynamic ray of \( f \) lands, and every point in \( J(f) \) is either on a dynamic ray, or is the landing point of at least one such ray.

**Structure of the article and outline of the proof.** The proof of Theorem 1.4 combines several different tools, some of them developed in separate papers. For the reader’s convenience, all results required in this paper are included in sections 2-4, and as a roadmap, we now highlight the main ideas.

Let \( f \in \mathcal{CB} \) as in Theorem 1.4, and let \( g := \lambda f \) of disjoint type for some \( \lambda \in \mathbb{C} \setminus \{0\} \).

§2. Since \( f \in \mathcal{CB} \), \( f \) is criniferous. Moreover, by assumption, \( J(f) \) has no asymptotic values on its Julia set. In [Par21], combinatorics for these maps are developed, where the extensions of rays at critical points, as described for the map \( \cosh \), are formalized. We define the set of *signed addresses* \( \text{Addr}(f)_\pm := \text{Addr}(f) \times \{-, +\} \), that we endow with a topology such that each \( z \in I(f) \) has at least two signed addresses that depend continuously on \( z \). Then, we have that \( I(f) \) is a collection of so-called canonical rays

\[
\{\Gamma(\xi, \ast)\}_{(\xi, \ast) \in \text{Addr}(f)_\pm},
\]

that overlap piecewise between (preimages of) critical points. Moreover, we can write each canonical ray as a collection of nested curves, \( \Gamma(\xi, \ast) = \bigcup_{n \geq 0} \gamma^n_{(\xi, \ast)} \), such that we have well-defined \( n \)-th inverse branches \( f^{-n}_{(\xi, \ast)} \) in neighbourhoods of these curves.

§3. Since \( f \in \mathcal{B} \), [Rem09, §3] provides us with a homeomorphism \( \theta \) that conjugates \( f \) and \( g \) in subsets of the Julia sets. In [Par22a], the fact that for \( f \in \mathcal{CB} \), \( J(g) \) is a Cantor bouquet is exploited to extend continuously

\[
\theta : J(g) \to J(f),
\]
ensuring that points are moved in a controlled way.

§4. Our arguments will rely on expansion of \( f \). However, with escaping singular values, \( f \) is not a covering map in a neighbourhood of \( J(f) \). Instead, it is shown in [Par22b] that \( f \) is an orbifold covering map that expands an orbifold metric that sits in a neighbourhood of \( J(f) \). In addition, we will use a modified notion of homotopy that will allow us to pull back curves of uniformly bounded orbifold length.

§5. We define the model space \( J(g)_{\pm} \) and associated model function \( \tilde{g} : J(g)_{\pm} \to J(g)_{\pm} \), as sketched before. We endow \( J(g)_{\pm} \) with a topology that is related to that of \( \text{Addr}(f)_{\pm} \), and prove properties of this space.

\begin{figure}
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\includegraphics[width=\textwidth]{functions}
\caption{A schematic of the functions involved in the proof of Theorem 1.4.}
\end{figure}

§6. We will obtain the map \( \varphi \) that semiconjugates \( \tilde{g}|_{J(g)_{\pm}} \) to \( f|_{J(f)} \) as the limit of a sequence of maps \( \{\varphi_n\}_{n \geq 0} \), that, in a rough sense, are defined as follows: Let \( (z,*) \in J(g)_{\pm} \), where \( z \in J(g) \) and \( * \in \{-,+,0\} \). We iterate forwards \( n \) times in the model space to obtain \( \tilde{g}^n(z,*) \). Then, we project to the dynamical plane of \( f \) by using the map \( \theta \) in the first coordinate, that is, we get \( \theta(\tilde{g}^n(z)) \). Depending on the sign “*” of our original point and on its signed address \( (\hat{z},*) \), we pull back under an appropriate inverse branch \( f^{-n}_{\hat{z},*} \) to obtain \( \varphi_n(z,*) \). In particular, this point belongs to \( \gamma^n_{(\hat{z},*)} \), see Figure 2. Using orbifold expansion, we show that \( \{\varphi_n(z,*)\}_{n \geq 0} \) forms a Cauchy sequence, and so converges to a limit function \( \varphi \). All maps involved are carefully defined to be continuous, and so continuity of \( \varphi \) will follow. Finally, \( \varphi \) maps each component of \( J(g)_{\pm} \) to the closure of a canonical ray from (1.2), and so we obtain a description of \( J(f) \) as a collection of canonical rays that land.

**Basic notation.** As introduced throughout this section, the Fatou, Julia and escaping set of an entire function \( f \) are denoted by \( F(f) \), \( J(f) \) and \( I(f) \) respectively. The set of critical values is \( CV(f) \), that of asymptotic values is \( AV(f) \), and the set of critical points will be \( \text{Crit}(f) \). The set of singular values of \( f \) is \( S(f) \), and \( P(f) \) denotes the postsingular set. Moreover, \( P_f := P(f) \cap J(f) \). We denote the complex plane by \( \mathbb{C} \), the Riemann sphere by \( \hat{\mathbb{C}} \), and the disc centred at zero with radius \( R \) by \( \mathbb{D}_R \). We will indicate the closure of a domain \( U \) by \( \overline{U} \), which must be understood to be taken in \( \mathbb{C} \). \( A \Subset B \) means that \( A \) is compactly contained in \( B \). The annulus with radii \( a, b \in \mathbb{R}^+, a < b \), will be
denoted by \( A(a,b) := \{ w \in \mathbb{C} : a < |w| < b \} \). For a holomorphic function \( f \) and a set \( A \), \( \text{Orb}^-(A) := \bigcup_{n=0}^{\infty} f^{-n}(A) \) and \( \text{Orb}^+(A) := \bigcup_{n=0}^{\infty} f^n(A) \) are the respective backward and forward orbit of \( A \) under \( f \).
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## 2. Combinatorics: signed addresses and inverse branches

This section summarizes the combinatorial concepts and results developed in [Par21] on criniferous maps with escaping critical values that we shall require.

We start by recalling the widely used notion of external address for functions in \( \mathcal{B} \), that allows us to assign symbolic dynamics to points whose orbit stays away from a neighbourhood of their singular set.

**Definition 2.1 (Tracts, fundamental domains).** Fix \( f \in \mathcal{B} \) and let \( D \) be a bounded Jordan domain around the origin, containing \( S(f) \) and \( f(0) \). Each connected component of \( f^{-1}(\mathbb{C} \setminus D) \) is a tract of \( f \). Let \( \delta \) be an arc connecting a point of \( D \) to infinity in the complement of the closure of the tracts. Denote

\[
\mathcal{W} := \mathbb{C} \setminus (\overline{D} \cup \delta) .
\]

Each connected component of \( f^{-1}(\mathcal{W}) \) is a fundamental domain of \( f \), and we call the collection of all of them an alphabet of fundamental domains, that we denote by \( \mathcal{A}(D,\delta) \). Moreover, for each \( F \in \mathcal{A}(D,\delta) \), \( \hat{F} \) is the unbounded connected component of \( F \setminus \overline{D} \).

**Definition 2.2 (External addresses).** Let \( f \in \mathcal{B} \) and let \( \mathcal{A}(D,\delta) \) be an alphabet of fundamental domains. An (infinite) external address is a sequence \( s = F_0F_1F_2\ldots \) of elements in \( \mathcal{A}(D,\delta) \). Moreover, for each external address \( s \), we let

\[
\mathcal{J}_s := \left\{ z \in \mathbb{C} : f^n(z) \in \hat{F}_n \text{ for all } n \geq 0 \right\} ,
\]

and denote by \( \text{Addr}(f) \) the set of all \( s \) for which \( \mathcal{J}_s \) is non-empty. If \( z \in \mathcal{J}_s \) for some \( s \in \text{Addr}(f) \), then we say that \( z \) has (external) address \( s \). Moreover, \( \sigma \) stands for the one-sided shift operator on external addresses; that is, \( \sigma(F_0F_1F_2\ldots) = F_1F_2\ldots \).

**Observation 2.3 (Points with external address).** Following the definition above, the sets in \( \mathcal{J}_s \) lie entirely in \( J(f) \), see [BR20, Lemma 2.6]. Since these sets are by definition pairwise disjoint, whenever it is defined, the external address of a point is unique. Moreover, it follows from [Mih12, Proposition 2.8] that in the special case when \( f \) is of disjoint type, all points in \( J(f) \) have a (unique) external address. That is,

\[
f \text{ is of disjoint type} \quad \Rightarrow \quad J(f) = \bigcup_{s \in \text{Addr}(f)} \mathcal{J}_s ,
\]

where the union is disjoint.

However, not all escaping points of every function in \( \mathcal{B} \) have an external address, as in particular occurs for \( f \in \mathcal{B} \) with singular values in \( I(f) \). This problem is resolved in [Par21] for criniferous maps in \( \mathcal{B} \) with escaping critical values. More precisely, recall from
the introduction that whenever a ray tail contains a critical value, there are components of its preimage with critical points, that can be interpreted as tails that split or break at them, and can be extended to overlap pairwise. In order to assign dynamically meaningful combinatorics to these points, we introduce the concept of signed address:

**2.4 (Space of signed addresses).** Let \( f \in \mathcal{B} \), and let \( \text{Addr}(f) \) be a set of external addresses defined from an alphabet of fundamental domains \( \mathcal{A}(D, \delta) \). Consider the set

\[
\text{Addr}(f)_\pm := \text{Addr}(f) \times \{-, +\},
\]

that we shall endow with a topology, that we define as follows. There is a natural cyclic order on the alphabet \( \mathcal{A}(D, \delta) \) together with the curve \( \delta \): if \( X, Y, Z \in \mathcal{A}(D, \delta) \cup \{\delta\} \), then we write

\[
[X, Y, Z]_\infty \iff Y \text{ tends to infinity between } X \text{ and } Z \text{ in positive orientation.} \quad (2.4)
\]

From this cyclic order, it is possible to define a lexicographical order on the set \( \text{Addr}(f) \):

We can define a linear order on the set of fundamental domains by “cutting” \( \delta \) the following way:

\[
F < \tilde{F} \quad \text{if and only if} \quad [\delta, F, \tilde{F}]_\infty.
\]

Then, the set of fundamental domains becomes totally ordered, and this order gives rise to a lexicographical order “\( <_\ell \)” on external addresses, defined in the usual sense.

Let us give the set \( \{-, +\} \) the order \( \{-\} < \{+\} \). Define the linear order on \( \text{Addr}(f)_\pm \)

\[
(s, \ast) <_A (\tau, \star) \quad \text{if and only if} \quad s <_\ell \tau \quad \text{or} \quad s =_\ell \tau \quad \text{and} \quad \ast < \star, \quad (2.5)
\]

where the symbols “\( \ast, \star \)” denote generic elements of \( \{-, +\} \). This linear order gives rise to a cyclic order: for \( a, x, b \in \text{Addr}(f)_\pm \),

\[
[a, x, b]_A \quad \text{if and only if} \quad a <_A x <_A b \quad \text{or} \quad x <_A b <_A a \quad \text{or} \quad b <_A a <_A x.
\]

This cyclic order allows us to provide the set \( \text{Addr}(f)_\pm \) with a topology \( \tau_A \): given two different elements \( (s, \ast), (\tau, \star) \in \text{Addr}(f)_\pm \), we define the open interval from \( (s, \ast) \) to \( (\tau, \star) \), denoted by \( [(s, \ast), (\tau, \star)]_A \), as the set of all signed addresses \( (\alpha, \cdot) \in \text{Addr}(f)_\pm \) such that \( [(s, \ast), (\alpha, \cdot), (\tau, \star)]_A \). The collection of all these open intervals forms a base for the cyclic order topology.

**Definition 2.5 (Signed external addresses for criniferous functions).** Let \( f \in \mathcal{B} \) be a criniferous function and let \( (\text{Addr}(f)_\pm, \tau_A) \) as in 2.4. A signed (external) address for \( f \) is any element of \( \text{Addr}(f)_\pm \).

Our next goal is to define signed addresses for all escaping points of certain criniferous functions. Since for criniferous maps in \( \mathcal{B} \) the sets in (2.2) contain unbounded curves, see [Par21, Theorem 2.12], we will achieve our goal by extending them in a careful and systematic way. The following definition specifies which sub-curves can be used to perform such extensions:

**Definition 2.6.** (Initial configuration of tails) Let \( f \in \mathcal{B} \) so that for each \( s \in \text{Addr}(f) \), there exists a curve \( \gamma^0_\pm \subset J^0_\pm \) that is either a ray tail, or a dynamic ray possibly with its
endpoints. The set of curves $\{\gamma_0^{\pm}\}_{z \in \text{Addr}(f)}$ is a valid initial configuration for $f$ if, for each $z \in \text{Addr}(f)$, $f(\gamma_0^z) \subset \gamma_0^{\sigma(z)}$ and

$$I(f) \subset \bigcup_{z \in \text{Addr}(f)} \bigcup_{n \geq 0} f^{-n}(\gamma_0^z).$$

(2.6)

The next theorem, which gathers [Par21, Definition 3.5, Theorem 3.8 and Observation 3.13], tells us that the escaping sets of the functions we consider, can be described as a collection of rays, that we call canonical, indexed by signed addresses. For a more detailed description on the construction and overlapping of these curves, we refer to [Par21, §3], or [Par20, §5] for the maps $\cosh$ and $\cosh^2$.

**Definition and Theorem 2.7** (Canonical rays). Let $f \in \mathcal{B}$ be criniferous such that $J(f) \cap \text{AV}(f) = \emptyset$. Let $\{\gamma_0^{\pm}\}_{z \in \text{Addr}(f)}$ be a valid initial configuration for $f$. Then, for each $(z, \ast) \in \text{Addr}(f)_{\pm}$, there exists a curve $\Gamma(z, \ast)$, that is either a ray tail or a dynamic ray possibly with its endpoint. Moreover, $\Gamma(z, \ast)$ can be written as a nested union

$$\Gamma(z, \ast) = \bigcup_{n \geq 0} \gamma_n^{\pm}(z, \ast),$$

satisfying:

(a) $\gamma_0^{0}(z, \ast):= \gamma_0^{0} := \gamma_0^{0} \subset J_z$;

(b) for all $n \geq 1$, $\gamma_n^{n-1}(z, \ast) \subseteq \gamma_n^{\ast}(z, \ast)$ and $f: \gamma_n^{\ast}(z, \ast) \rightarrow \gamma_n^{\sigma_{\ast}(z, \ast)}$ is a bijection.

We say that $\Gamma(z, \ast)$ is a canonical ray. Landing of all canonical rays implies landing of all dynamic rays in $J(f)$, and

$$I(f) \subset \bigcup_{(z, \ast) \in \text{Addr}(f)_{\pm}} \Gamma(z, \ast).$$

(2.8)

**Definition 2.8** (Signed addresses for escaping points). Following Theorem 2.7, for each $z \in I(f)$, we say that $z$ has signed (external) address $(z, \ast)$ if $z \in \Gamma(z, \ast)$, and we denote by $\text{Addr}(z)_{\pm}$ the set of all signed addresses of $z$. By [Par21, Proposition 3.9 and Observation 3.11], for each $z \in I(f)$,

$$\# \text{Addr}(z)_{\pm} = 2 \prod_{j=0}^{\infty} \deg(f, f^j(z)) < \infty.$$  

(2.9)

One of the key features of canonical rays is that, given the topology we have provided $	ext{Addr}(f)_{\pm}$ with, we can define inverse branches on neighbourhoods of the nested curves in (2.7) in such a way that the branches agree in whole intervals of addresses. These branches will be instrumental in the proof of Theorem 1.4. The following theorem is [Par21, Proposition 4.5 and Theorem 4.6].

**Theorem 2.9** (Inverse branches for canonical tails). Let $f \in \mathcal{B}$ be criniferous such that $J(f) \cap \text{AV}(f) = \emptyset$, $P(f) \setminus I(f)$ is bounded and $S(f) \cap I(f)$ is finite. Then, there is a choice of $\text{Addr}(f)$ such that, if we apply Theorem 2.7 to $f$ given any valid initial configuration, then, for each $n \in \mathbb{N}$ and $(z, \ast) \in \text{Addr}(f)_{\pm}$, there exists a, not necessarily open, neighbourhood $\tau_n(z, \ast) \supset \gamma_n^{\ast}(z, \ast)$ with the following properties:
(1) There exists an open interval of signed addresses $\Upsilon^n(\underline{s}, *) \ni (\underline{s}, *)$ such that $\tau_n(\underline{a}, *) \subseteq \tau_n(\underline{s}, *)$ for all $(\underline{a}, *) \in \Upsilon^n(\underline{s}, *)$.

(2) If $n \geq 1$, the restriction $f|_{\tau_n(\underline{s}, *)}$ is injective and maps to $\tau_{n-1}(\sigma(\underline{s}), *)$.

Hence, for all $n \geq 1$, we can define the inverse branch

$$f_{\underline{s}, *}^{-1} := (f|_{\tau_n(\underline{s}, *)})^{-1} : f(\tau_n(\underline{s}, *)) \to \tau_n(\underline{s}, *).$$

(2.10)

**Observation 2.10** (Chains of inverse branches [Par21, Observation 4.7]). Following Theorem 2.9, for each $n \geq 0$ and $(\underline{s}, *) \in \text{Addr}(f)_\pm$, we denote

$$f_{\underline{s}, *}^{-n} := (f^n|_{\tau_n(\underline{s}, *)})^{-1} : f^n(\tau_n(\underline{s}, *)) \to \tau_n(\underline{s}, *).$$

Then, by Theorem 2.9(2), the following chain of embeddings holds:

$$\tau_n(\underline{s}, *) \leftarrow f \to \tau_{n-1}(\sigma(\underline{s}), *) \leftarrow f \to \tau_{n-2}(\sigma^2(\underline{s}), *) \leftarrow \cdots \leftarrow f \to \tau_0(\sigma^n(\underline{s}), *).$$

This means that we can express the action of $f_{\underline{s}, *}^{-n}$ in $f^n(\tau_n(\underline{s}, *))$ as a composition of functions defined in (2.10). That is,

$$f_{\underline{s}, *}^{-n} f_{\underline{s}, *}^{-1} f_{\underline{s}, *}^{-2} \cdots f_{\underline{s}, *}^{-n} = f_{\underline{s}, *}^{-n}. \quad (2.10)$$

More precisely,

$$f_{\underline{s}, *}^{-n} \equiv \left( f_{\underline{s}, *}^{-n} f_{\underline{s}, *}^{-1} f_{\underline{s}, *}^{-2} \cdots f_{\underline{s}, *}^{-1} \right)|_{f(\tau_n(\underline{s}, *)}, \tau_n(\underline{s}, *)}.$$  

Moreover, combining this with Theorem 2.9, for all $(\underline{a}, *) \in \Upsilon^n(\underline{s}, *)$,

$$f^n(\tau_n(\underline{a}, *)) \subseteq f^n(\tau_n(\underline{s}, *)) \quad \text{and} \quad f_{\underline{s}, *}^{-n} f^n(\tau_n(\underline{a}, *)) \equiv f_{\underline{s}, *}^{-n} f^n(\tau_n(\underline{a}, *))|_{\tau_n(\underline{s}, *)}.$$  

Finally, note that by Theorem 2.7(b), $f_{\underline{s}, *}^{-n} : \gamma_0(\sigma(\underline{s}), *) \to \gamma_0(\underline{s}, *)$ is a bijection.

3. Cantor bouquets and the class CB

This section gathers the definitions and results from [Par22a] that we need for our purposes. First, we adopt the definition of Cantor bouquet from [AO93, BJR12].

**Definition 3.1** (Straight brush, Cantor bouquet). A subset $B$ of $[0, +\infty) \times (\mathbb{R} \setminus \mathbb{Q})$ is a **straight brush** if the following properties are satisfied:

- The set $B$ is a closed subset of $\mathbb{R}^2$.
- For each $(x, y) \in B$, there is $t_y \geq 0$ so that $\{x : (x, y) \in B\} = [t_y, +\infty)$. The set $[t_y, +\infty) \times \{y\}$ is called the **hair** attached at $y$, and the point $(t_y, y)$ is called its **endpoint**.
- The set $\{y : (x, y) \in B \text{ for some } x\}$ is dense in $\mathbb{R} \setminus \mathbb{Q}$. Moreover, for every $(x, y) \in B$, there exist two sequences of hairs attached respectively at $\beta_n, \gamma_n \in \mathbb{R} \setminus \mathbb{Q}$ such that $\beta_n \leq y \leq \gamma_n, \beta_n, \gamma_n \to y$ and $t_{\beta_n}, t_{\gamma_n} \to t_y$ as $n \to \infty$.

A Cantor bouquet is any subset of the plane that is ambiendly homeomorphic to a straight brush. A hair (resp. endpoint) of a Cantor bouquet is any preimage of a hair (resp. endpoint) of a straight brush under a corresponding ambient homeomorphism.
Observation 3.2. Let \( g \in \mathcal{B} \) be of disjoint type such that \( J(g) \) is a Cantor bouquet. It follows from [Rem16, Theorem 5.8] that each hair \( \eta \) of \( J(g) \) is a dynamic ray together with its endpoint and that \( g|_{\eta} \) is a bijection to another hair. Thus, each hair of \( J(f) \) but at most its endpoint belongs to \( I(f) \); see [Par22a, Proposition 4] for details.

In [Par22a], the following class of criniferous functions in \( \mathcal{B} \) is introduced:

**Definition 3.3 (The class \( \mathcal{CB} \)).** We say that \( f \in \mathcal{B} \) belongs to the class \( \mathcal{CB} \) if \( J(\lambda f) \) is a Cantor bouquet for some \( \lambda \) sufficiently small.

This natural class of criniferous functions includes all those that are a finite composition of functions of finite order in \( \mathcal{B} \); see [Par22a, Proposition 6].

The following theorem gathers together all the results on function in \( \mathcal{CB} \) we use in §6, and is a slightly modified version of [Par22a, Theorem 4.6]. In a broad sense, Theorem 3.4 follows from the combination of two results: on one hand, [Rem09, Theorem 3.2] provides us with a conjugacy near infinity between any \( f \in \mathcal{B} \) and a disjoint type \( g(z) := f(\lambda z) \). On the other hand, since \( f \in \mathcal{CB} \), it is possible to project continuously the Cantor bouquet \( J(g) \) to a forward invariant Cantor bouquet \( X \subset J(g) \) where Rempe’s conjugacy is defined, in such a way that the properties listed below hold.

**Theorem 3.4.** Let \( f \in \mathcal{CB} \) and let \( L > 0 \) so that \( S(f) \subset \mathbb{D}_L \). Then, \( f \) is criniferous, and there exists a disjoint type map \( g(z) := f(\lambda z) \) for some \( \lambda := \lambda(L) \in \mathbb{C} \setminus \{0\} \), with a Cantor bouquet \( X \subset J(g) \), and a continuous map \( \theta : J(g) \to J(f) \) with the following properties:

\[
\begin{align*}
(a) & \quad \theta(J(g)) \cup J(g) \subset \mathbb{C} \setminus \mathbb{D}_L; \\
(b) & \quad \theta \circ g = f \circ \theta, \text{ except in a bounded set } B \subset \mathbb{C} \setminus X; \\
(c) & \quad \text{there is a bounded set } C \text{ so that if } z \in B, \text{ then the curve } [\theta(g(z)), f(\theta(z))] \text{ belongs to } C \cap f^{-1}(\mathbb{C} \setminus \mathbb{D}_L). \\
(d) & \quad \theta|_X \text{ is a homeomorphism onto its image}; \\
(e) & \quad \theta(J(g)) \text{ is a forward invariant Cantor bouquet so that } I(f) \subset \text{Orb}^{-}(\theta(J(g))) ; \\
(f) & \quad \text{each hair of } \theta(J(g)) \text{ is either a ray tail or a dynamic ray with its endpoint}; \\
(g) & \quad \text{there is } M := M(L) > 0 \text{ such that for every } z \in J(g), \theta(z) \in A(M^{-1}|z|, M|z|); \text{ in particular, } \theta(I(g)) \subset I(f); \\
(h) & \quad \text{the map } \theta \text{ establishes an order-preserving one-to-one correspondence between external addresses of } g \text{ and } f; \\
(i) & \quad I(g) \subset \text{Orb}^{-}(X).
\end{align*}
\]

**Proof.** That \( f \) is criniferous is stated in [Par22a, Theorem 4.6 (e)]. In [Par22a, Definition 1.5], a Cantor bouquet \( X \subset J(g) \) is defined to be strongly absorbing if, in particular, it is forward invariant and \( I(g) \) is contained in its backwards orbit. The statement in [Par22a, Theorem 4.6] says that \( X \subset J(g) \) is strongly absorbing, and so (i) holds. Items \((a)-(h)\) correspond to items \((a)-(h)\) in [Par22a, Theorem 4.6], noting that \((e)\) is a consequence of [Par22a, Theorem 4.6(e)], that states that \( \theta(J(g)) \) is strongly absorbing.

**Observation 3.5.** By Theorem 3.4(e),(f),(h), the hairs of \( \theta(J(g)) \) are a valid initial configuration for \( f \) in the sense of Definition 2.6.

\[\text{2} \text{and thus all for which } \lambda f \text{ is of disjoint type, see [Par22a, Proposition 5].} \]
To conclude, we note that for any disjoint type map \( g \) for which Theorem 3.4(i) holds, it is possible to write the connected components of its escaping set as a nested union of preimages of those in the Cantor bouquet \( X \subset J(g) \):

Observation 3.6. Suppose that Addr(\( g \)) has been defined with respect to some alphabet of fundamental domains \( \{ F_i \}_{i \in I} \). For each \( \underline{s} = F_0 F_1 F_2 \cdots \in \text{Addr}(g) \) and \( n \in \mathbb{N}_{\geq 1} \), we denote

\[
g^n_{\underline{s}} := g|_{F_{n-1}} \circ g|_{F_{n-2}} \circ \cdots \circ g|_{F_0} \quad \text{and} \quad g^{-n}_{\underline{s}} := (g^n_{\underline{s}})^{-1}.
\]

Let \( X \subset J(g) \) be a Cantor bouquet such that \( I(g) \subset \text{Orb}^{-}(X) \), and for each \( \underline{s} \in \text{Addr}(g) \) and \( n \geq 0 \), let

\[
I_{\underline{s}} := J_{\underline{s}} \cap I(g), \quad X_{\underline{s}} := X \cap I_{\underline{s}} \quad \text{and} \quad \beta^n_{\underline{s}} := g^{-n}_{\underline{s}}(X_{\sigma^n(\underline{s})}).
\]

Then, by Observation 2.3,

\[
I_{\underline{s}} = \bigcup_{n \geq 0} \beta^n_{\underline{s}} \quad \text{and} \quad g^n : \beta^n_{\underline{s}} \to X_{\sigma^n(\underline{s})} \text{ is a bijection for all } n \geq 0.
\]

4. **Strongly postcritically separated maps**

Recall that Theorem 1.4 holds for those maps in \( CB \) that are additionally strongly postcritically separated. The reason for it is that for the latter class of maps, postsingular points in their Julia set are “sufficiently spread” as to guarantee that the maps expand an orbifold metric that sits on a neighbourhood of their Julia set, see Theorem 4.6. In this section, we include the main definitions and results from [Par22b] that we require, and refer to that paper for more details.

Recall that for a holomorphic map \( f : \tilde{S} \to S \) between Riemann surfaces, the *local degree* of \( f \) at a point \( z_0 \in \tilde{S} \), denoted by \( \deg(f, z_0) \), is the unique integer \( n \geq 1 \) such that the local power series development of \( f \) is of the form

\[
f(z) = f(z_0) + a_n(z - z_0)^n + \text{(higher terms)},
\]

where \( a_n \neq 0 \). We say that \( f \) has *bounded criticality* on a set \( A \) if \( \text{AV}(f) \cap A = \emptyset \) and there exists a constant \( M < \infty \) such that \( \deg(f, z) < M \) for all \( z \in A \).

**Definition 4.1** (Strongly postcritically separated functions). A transcendental entire map \( f \) is **strongly postcritically separated** if there exist constants \( c, \epsilon > 0 \) such that

\[
\text{(a)} \quad P(f) \cap F(f) \text{ is compact};
\]

\[
\text{(b)} \quad f \text{ has bounded criticality on } J(f);
\]

\[
\text{(c)} \quad \text{for each } z \in J(f), \#(\text{Orb}^+(z) \cap \text{Crit}(f)) \leq c;
\]

\[
\text{(d)} \quad \text{for all distinct } z, w \in P_f := P(f) \cap J(f), |z - w| \geq \epsilon \max\{|z|, |w|\}.
\]

**Observation 4.2** (Dichotomy of points in \( P_f \), [Par22b, Observation 2.2]). If \( f \) strongly postcritically separated, then any \( p \in P_f \) is either (pre)periodic, or it escapes to infinity. If in addition \( f \in B \), then there can be at most finitely many points in \( S(f) \cap I(f) \), and so \( P(f) \setminus I(f) \) is bounded.

Before stating our results on expansion, for the reader’s convenience, we include some basic definitions on orbifold metrics. An *orbifold* is a space that is locally represented as a quotient of an open subset \( S \) of \( \mathbb{R}^n \) by a linear action of a finite group (see [Thu84,
Chapter 13). For the purposes of this paper, we are only interested in orbifolds modelled over Riemann surfaces. In this case, orbifolds are conveniently totally characterized by the surface $S$ together with a map that “marks” a discrete set of points of $S$; see [McM94, Appendix A] and [Mil06, Chapter 19 and Appendix E] for a more detailed exposition.

**Definition 4.3** (Riemann orbifold, covering orbifold maps). A (Riemann) orbifold is a pair $(S, \nu)$ consisting of a Riemann surface $S$, called the underlying surface, and a ramification map $\nu: S \to \mathbb{N}_{\geq 1}$ such that the set
\[ \{ z \in S : \nu(z) > 1 \} \]
is discrete. Let $\tilde{O} = (\tilde{S}, \tilde{\nu})$ and $O = (S, \nu)$ be Riemann orbifolds. A holomorphic map $f: \tilde{O} \to O$ is a holomorphic map $f: \tilde{S} \to S$ between the underlying Riemann surfaces such that
\[ \nu(f(z)) \text{ divides } \deg(f, z) \cdot \tilde{\nu}(z) \quad \text{for all } z \in \tilde{S}. \]
If in addition $f: \tilde{S} \to S$ is a branched covering map such that
\[ \nu(f(z)) = \deg(f, z) \cdot \tilde{\nu}(z) \quad \text{for all } z \in \tilde{S}, \]
then $f: \tilde{O} \to O$ is an orbifold covering map. If there exists an orbifold covering map between $\tilde{O}$ and $O$, $\tilde{S}$ is simply-connected and $\tilde{\nu} \equiv 1$, then $\tilde{O}$ a universal covering orbifold of $O$ and $f$ is a universal covering map.

**Remark.** With a slight abuse of notation, for points or sets $z, A \subset \mathbb{C}$ we will sometimes write $z, A \in O$ to indicate that $z$ or $A$ belong to the underlying surface of $O$.

As a generalization of the Uniformization theorem for Riemann surfaces, with only two exceptions, every Riemann orbifold has a universal covering orbifold:

**Theorem 4.4** (Uniformization of Riemann orbifolds). Let $O = (S, \nu)$ be a Riemann orbifold for which $S$ is connected. Then $O$ has no universal covering orbifold if and only if $O$ is isomorphic to $\hat{\mathbb{C}}$ with signature $(l)$ or $(l, k)$, where $l \neq k$. In all other cases the universal cover is unique up to a conformal isomorphism over the surface $S$, and given by either $\hat{\mathbb{C}}, \mathbb{C}$ or $\mathbb{D}$. In particular, if $S \subset \mathbb{C}$ and $\#(\hat{\mathbb{C}} \setminus S) > 2$, then $O$ is covered by $\mathbb{D}$.

In analogy to Riemann surfaces, we call an orbifold $O$ elliptic, parabolic or hyperbolic if all of its connected components are covered by $\hat{\mathbb{C}}, \mathbb{C}$ or $\mathbb{D}$ respectively. In this paper we are only interested in hyperbolic orbifolds.

**4.5** (Orbifold metric and distance). Theorem 4.4 allows us to induce a metric on those orbifolds that have a universal cover as the pushforward of the spherical, Euclidean or hyperbolic metric of their universal cover. For our purposes, let $O = (S, \nu)$ be an orbifold that has universal covering surface $\mathbb{D}$, and let $\rho_\mathbb{D}(z)|dz|$ be the hyperbolic metric in $\mathbb{D}$. By pushing forward this metric by an orbifold covering map, we obtain a Riemannian metric on $O$, that we denote by $\rho_O(w)|dw|$ and call the orbifold metric of $O$. The orbifold metric on $O$ determines a metric in the surface $S$ with singularities at the ramified points of $O$. More precisely, if $\nu(w_0) = m > 1$ for some $w_0 \in S$, then $\rho_O(w)|dw|$ has a singularity of the type $|w - w_0|^{(1-m)/m}$ near $w_0$ in $S$. 
This metric induces an $\mathcal{O}$-distance between points $x, y \in S$ in the following way. We join $x$ to $y$ by a rectifiable curve $\gamma$ in $S$, and define the $\mathcal{O}$-length $\ell_\mathcal{O}(\gamma)$ of $\gamma$ by

$$\ell_\mathcal{O}(\gamma) := \int_\gamma \rho_\mathcal{O}(w)|dw|.$$ 

Note that the integral is well-defined, since the set of ramified points in $\gamma$, and thus singularities of $\rho_\mathcal{O}$, is finite. Finally, we set

$$d_\mathcal{O}(x, y) := \inf\{\ell_\mathcal{O}(\gamma) : \gamma \text{ is a rectifiable curve in } S \text{ joining } x \text{ and } y\}.$$

The following theorem gathers the main results on strongly postcritically separated maps that we will use, and is a compendium of [Par22b, Definition and Proposition 5.1, Theorem 1.1 and Lemma 5.3].

**Theorem 4.6** (Orbifold expansion for strongly postcritically separated maps). Let $f \in \mathcal{B}$ be a strongly postcritically separated map. Then, there exist hyperbolic orbifolds $\tilde{O} = (\tilde{S}, \tilde{\nu})$ and $O = (S, \nu)$ with the following properties:

(a) Either $S = \mathbb{C} = \tilde{S}$, or $\operatorname{cl}(\tilde{S}) \subset S = \mathbb{C} \setminus U$, where $U$ is a finite union of bounded Jordan domains. Moreover, $J(f) \subset S$.

(b) $f : \tilde{O} \to O$ is an orbifold covering map.

(c) There exists a constant $\Lambda > 1$ such that

$$\|Df(z)\|_{\mathcal{O}} := \frac{|f'(z)|\rho_\mathcal{O}(f(z))}{\rho_\mathcal{O}(z)} \geq \Lambda,$$  

whenever the quotient is defined.

(d) For any fixed $K > 1$, there is $R > 0$ so that if $p, q \in \overline{A(t, Kt)} \subset A(t/K, tK^2) \subset S$ for some $t > 0$, then $d_\mathcal{O}(p, q) \leq R$.

**Corollary 4.7** (Shrinking of preimages of bounded curves [Par22b, Corollary 5.4]). Under the assumptions of Theorem 4.6, for any curve $\gamma_0 \subset O$, for all $k \geq 1$, and each curve $\gamma_k \subset f^{-k}(\gamma_0)$ such that $f^k|_{\gamma_k}$ is injective, $\ell_\mathcal{O}(\gamma_k) \leq \frac{\ell_\mathcal{O}(\gamma_0)}{K^k}$ for some constant $\Lambda > 1$.

Note that the preceding corollary is meaningful only when applied to some $\gamma_0$ of bounded orbifold length. We might not be able to guarantee so in all cases we wished, so, instead, we will consider rectifiable curves in the same “sort of homotopy class” in the following sense.

**4.8 (Definition of the sets $\mathcal{H}_p^q(W(k))$).** Let us fix an entire function $f$ and let $k \in \mathbb{N}$. We suggest the reader keeps in mind the case when $k = 0$, since it will be the one of greatest interest for us. Let $W(k)$ be a finite set of (distinct) points in $f^{-k}(P(f))$, totally ordered with respect to some relation “$<$”. That is, $W(k) := (W(k), <) = \{w_1, \ldots, w_N\} \subset f^{-k}(P(f))$ such that $w_{j-1} < w_j < w_{j+1}$ for all $1 < j < N$. We note that $W(k)$ can be the empty set. Then, for every pair of points $p, q \in \mathbb{C} \setminus W(k)$, we denote by $\mathcal{H}_p^q(W(k))$ the collection of all curves in $\mathbb{C}$ with endpoints $p$ and $q$ that join the points in $W(k)$ in the order “$<$”, starting from $p$. More formally, $\gamma \in \mathcal{H}_p^q(W(k))$ if $\operatorname{int}(\gamma) \cap f^{-k}(P(f)) = W(k)$.

\[\text{In particular, } p \text{ and } q \text{ might belong to } f^{-k}(P(f)).\]
and \( \gamma \) can be parametrized so that \( \gamma(0) = p, \gamma(1) = q \) and \( \gamma_{\frac{j}{N+1}} = w_j \) for all \( 1 \leq j \leq N \). In particular, \( \gamma \) can be expressed as a concatenation of \( N+1 \) curves

\[
\gamma = \gamma^{u_1}_p \cdot \gamma^{u_2}_{w_1} \cdot \cdots \cdot \gamma^{u_N}_{w_N},
\]

each of them with endpoints in \( W(k) \cup \{p, q\} \) and such that

\[
\text{int}(\gamma^{u_1}_p), \text{int}(\gamma^{u_{i+1}}_{w_i}), \text{int}(\gamma^{u_N}_{w_N}) \subset \mathbb{C} \setminus f^{-k}(P(f))
\]

for each \( 1 \leq i \leq N \).

We use the following notion of homotopy for the sets of curves described:

**Definition 4.9 (Post-\( k \)-homotopic curves).** Consider \( W(k) = \{w_1, \ldots, w_N\} \subset f^{-k}(P(f)) \) and two curves \( \gamma, \beta \in \mathcal{H}^{w_{N+1}}_k(W(k)) \), for some \( \{w_0, w_{N+1}\} \subset \mathbb{C} \setminus W(k) \). We say that \( \gamma \) is post-\( k \)-homotopic to \( \beta \) if for all \( 0 \leq i \leq N, \gamma^{w_{i+1}}_{w_i} \) is homotopic to \( \beta^{w_{i+1}}_{w_i} \) in \( (\mathbb{C} \setminus f^{-k}(P(f))) \cup \{w_i, w_{i+1}\} \).

In other words, for each \( 1 \leq i \leq N \), the restrictions of \( \gamma \) and \( \beta \) between \( w_i \) and \( w_{i+1} \) are homotopic in the space \( (\mathbb{C} \setminus f^{-k}(P(f))) \cup \{w_i, w_{i+1}\} \). It is easy to see that this defines an equivalence relation in \( \mathcal{H}^{w_{N+1}}_k(W(k)) \), with \( p = w_0 \) and \( q = w_{N+1} \). For each \( \gamma \in \mathcal{H}^{w_{N+1}}_k(W(k)) \), we denote by \([\gamma]_k\) its equivalence class. Note that if \( W(k) = \emptyset \) and \( p, q \in \mathbb{C} \setminus f^{-k}(P(f)) \), then for any curve \( \gamma \in \mathcal{H}^{w_{N+1}}_k(W(k)) \), \([\gamma]_k\) equals the equivalence class of \( \gamma \) in \( \mathbb{C} \setminus f^{-k}(P(f)) \) in the usual sense. Moreover, if \( \gamma \) is any curve that meets only finitely many elements of \( f^{-k}(P(f)) \), then it belongs to a unique set of the form \( \mathcal{H}^{w_{N+1}}_k(W(k)) \) up to reparametrization of \( \gamma \), and so its equivalence class \([\gamma]_k\) is defined in an obvious sense. Hence, the notion of post-\( k \)-homotopy is well-defined for all such curves.

Recall that if \( f \) is an entire function, for any two curves \( \gamma, \beta \subset f(\mathbb{C}) \setminus P(f), \) homotopic relative to their endpoints, by the homotopy lifting property, see [Hat02], for each curve in \( f^{-1}(\gamma) \), there exists a curve in \( f^{-1}(\beta) \) homotopic to it relative to their endpoints, since \( f \) acts as a covering map. The following is an analogue of the Homotopy Lifting Property for post-\( k \)-homotopic curves.

**Proposition 4.10 (Post-homotopy lifting property [Par22b, Proposition 7.3]).** Let \( f \) be an entire map and let \( C \subset \mathbb{C} \) be a domain so that \( f^{-1}(C) \subset C \) and \( \text{AV}(f) \cap C = \emptyset \). Let \( \gamma \subset C \) be a bounded curve such that \( \#(\gamma \cap P(f)) < \infty \). Fix any \( k \geq 0 \) and any curve \( \gamma_k \subset f^{-k}(\gamma) \) for which the restriction \( f^k|_{\gamma_k} \) is injective. Then, for each \( \beta \in [\gamma]_k \), there exists a unique curve \( \beta_k \subset f^{-k}(\beta) \) such that \( \beta_k \in [\gamma_k]_k \). In particular, \( \beta_k \) and \( \gamma_k \) share their endpoints.

Finally, the next result tells us that if \( f \) is an entire function that has dynamic rays, and \( U \) is a certain subdomain of any hyperbolic orbifold, then there exists a constant \( \mu \) such that for every piece of dynamic ray contained in \( U \), we can find a curve in its post-0-homotopy class with orbifold length at most \( \mu \). This result will be of great use to us for the following reason: in Lemma 6.4, rather than pulling back pieces of dynamic rays that might not be rectifiable, we will instead pull-back curves in their same post-0-homotopy class, for which, by Theorem 4.11, we have a uniform bound on their length.

**Theorem 4.11 (Pieces of rays with uniformly bounded length [Par22b, Corollary 7.8]).** Let \( f \in \mathcal{B}, \) let \( \mathcal{O} = (S, \nu) \) be a hyperbolic orbifold with \( S \subset \mathbb{C} \), and let \( U \subset S \) be a
simply connected domain with locally connected boundary. Assume that \( P(f) \cap U \subset J(f) \), \(#(P(f) \cap U)\) is finite and there exists a dynamic ray or ray tail landing at each point in \( P(f) \cap U \). Then, there exists a constant \( L_U \geq 0 \), depending only on \( U \), such that, for any (connected) piece of ray tail \( \xi \subset U \), there exists \( \delta \in [\xi]_0 \) with \( \ell_\mathcal{O}(\delta) \leq L_U \).

5. The model space

Recall that our goal is to define a model for the action of \( f \) on \( J(f) \), Theorem 1.4. The potential presence of critical values, and hence critical points, in \( I \) suggests the use of two copies of \( J(g) \), say \( J(g) \times \{-, +\} \), as a candidate model space: then, in a very rough sense, a function \( \varphi \) could map \( J(g) \times \{-, +\} \) to \( J(f) \) by mapping \( J(g) \times \{+\} \) to the closure of those canonical rays of the form \( \Gamma(\cdot, +) \), and \( J(g) \times \{-\} \) to the closure of those canonical rays of the form \( \Gamma(\cdot, -) \). We will proceed this way in §6.

Note that for the function \( \varphi \) to be continuous, we need to provide the set \( J(g) \times \{-, +\} \) with a topology that is compatible with that of \( \text{Addr}(f)_\pm \) defined in 2.4. This is our main task in this section. Even if a topology could be defined directly over \( J(g) \times \{-, +\} \), for convenience and simplification of arguments, we instead define it in two copies of any straight brush \( B \), and using the corresponding ambient homeomorphism \( \psi: J(g) \to B \), we induce a topology in our model set in 5.4.

For the rest of the section, let us fix any \( f \in CB \) and a disjoint type function \( g \) from its parameter space. Let us moreover assume that the topological space \( \text{Addr}(g)_\pm \) has been defined following Definition 2.5. Recall from Definition 3.1 that a straight brush is defined as a subset of \([0, \infty) \times \mathbb{R} \setminus \mathbb{Q} \). Hence, we consider the set

\[
\mathcal{M} := [0, \infty) \times \mathbb{R} \setminus \mathbb{Q} \times \{-, +\},
\]

that we aim to endow with a topology. We will use the symbols “*, ⋆, ⊠” to refer to generic elements of \{−, +\}.

5.1 (Topology in \((\mathbb{R} \setminus \mathbb{Q}) \times \{-, +\}\)). We start by providing \((\mathbb{R} \setminus \mathbb{Q}) \times \{-, +\}\) with a topology compatible with that of \( \text{Addr}(g)_\pm \). Let \( \prec \) be the usual linear order on irrationals, and let us give the set \{−, +\} the order \{−\} \prec \{+\}. Then, for elements in the set \((\mathbb{R} \setminus \mathbb{Q}) \times \{-, +\}\), we define the order relation

\[
(r, *) < (s, *) \quad \text{if and only if} \quad r \prec s \quad \text{or} \quad r = s \quad \text{and} \quad * \prec \star.
\]

This gives a total order to \((\mathbb{R} \setminus \mathbb{Q}) \times \{-, +\}\). Thus, we can define a cyclic order induced by “<” in the usual way: for \( a, x, b \in (\mathbb{R} \setminus \mathbb{Q}) \times \{-, +\} \),

\[
[a, x, b], \quad \text{if and only if} \quad a < x < b \quad \text{or} \quad x < b < a \quad \text{or} \quad b < a < x.
\]

Moreover, given two different elements \( a, b \in (\mathbb{R} \setminus \mathbb{Q}) \times \{-, +\}\), we define the open interval from \( a \) to \( b \), denoted by \((a, b)\), as the set of all points \( x \in (\mathbb{R} \setminus \mathbb{Q}) \times \{-, +\}\) such that \([a, x, b]\). The collection of all such open intervals forms a base for the cyclic order topology, that we denote by \(\tau_f\).

Before we proceed to define a topology in \(\mathcal{M}\), let us check that the topological spaces \((\text{Addr}(g)_\pm, \tau_A)\) and \((\mathbb{R} \setminus \mathbb{Q}), \tau_f\) are indeed closely related.
Proposition 5.2 (Correspondence between spaces). Let \( \psi: J(g) \to B \) be an ambient homeomorphism and for each \( s \in \text{Addr}(g) \), let \( \text{Irr}(s) := y \), where \( y \) is the irrational so that \( \psi(J_g) = \{ty, \infty\} \times \{y\} \subset B \). Let \( C: \text{Addr}(g)_{\pm} \to (\mathbb{R} \setminus \mathbb{Q}) \times \{-, +\} \) given by \( C(s, \ast) = (\text{Irr}(s), \ast) \). Then \( C \) is an open map.

Proof. Let \( s, \tau, \alpha \in \text{Addr}(g) \). Let \([\cdot]\) denote the lexicographic cyclic order on \( \text{Addr}(g) \) as described in 2.4. Then,

\[
[s, \tau, \alpha] \overset{(1)}{\longleftrightarrow} [J_g, J_\tau, J_\alpha] \overset{(2)}{\longleftrightarrow} [\psi(J_g), \psi(J_\tau), \psi(J_\alpha)]_\infty \overset{(3)}{\longleftrightarrow} [\text{Irr}(s), \text{Irr}(\tau), \text{Irr}(\alpha)],
\]

where (1) is [Par21, Observation 2.14], (2) is by \( \psi \) being a homeomorphism and hence preserving the cyclic order at infinity, and (3) is by defining a cyclic order in the irrationals from the usual linear order. Then, if we respectively cut the cyclic orders \([\cdot]\) and \([\cdot]\) in some external address \( s \) and \( \text{Irr}(s) \), since the linear orders in \( \text{Addr}(g) \) and \( (\mathbb{R} \setminus \mathbb{Q}) \times \{-, +\} \) are respectively defined in (2.5) and (5.2) the same way, it follows that

\[
[(s, \ast), (\alpha, \ast), (\tau, \ast)]_A \text{ if and only if } [C((s, \ast)), C((\alpha, \ast)), C((\tau, \ast))]_I.
\]

(5.3)

Then, since we have used these orders to define the respective cyclic order topologies \( \tau_A \) and \( \tau_I \) in the respective domain and codomain of \( C \), we have that \( C \) is an open map. \( \square \)

We observe some properties of the topological space defined in 5.1.

Observation 5.3 (Open and closed sets in \((\mathbb{R} \setminus \mathbb{Q} \times \{-, +\}, \tau_I)\)). Let \( A \) be an open set of \((\mathbb{R} \setminus \mathbb{Q} \times \{-, +\}, \tau_I) \) and suppose that \((s, -), (s, +) \in A \). Then, since \( \tau_I \) is generated by open intervals, there exist irrationals \( r < s < t \) such that \((r, s), (s, +) \supset (s, -) \) and \((s, s), (t, *) \supset (s, +) \). Hence, both \((s, -), (s, +) \in ((r, s), (t, *)) \subset A \). Moreover, for any pair \( r < s \), the sets \( U := ((r, +), (s, -)), U \cup \{(r, +)\}, U \cup \{(s, -)\} \) and \( U \cup \{(r, +), (s, -)\} = ((r, -), (s, +)) = V \) are open intervals. In addition, \( V \) is also closed, since it contains its boundary points.

5.4 (Definition of topologies). Let \( M \) be the set from (5.1). We define the topological space \((M, \tau_M)\), with \( \tau_M \) being the product topology of \( [0, \infty) \) with the usual topology, and \((\mathbb{R} \setminus \mathbb{Q}) \times \{-, +\} \) with the topology \( \tau_I \). Let \( B \) and \( \psi \) be a straight brush and usual ambient homeomorphism for which \( \psi(J(g)) = B \). Let \( B_\pm := B \times \{-, +\} \) be the subspace of \( M \) with the induced topology \( \tau_{B_\pm} \) from \( \tau_M \). Consider the set \( J(g)_\pm := J(g) \times \{-, +\} \) and the bijection \( \tilde{\psi}: J(g)_\pm \to B_\pm \) defined as \( \tilde{\psi}(z, \ast) := (\psi(z), \ast) \). We can then induce a topology in \( J(g)_\pm \) from the space \((B_\pm, \tau_{B_\pm})\), namely

\[
\tau_J := \{\tilde{\psi}^{-1}(U) : U \in \tau_{B_\pm}\}.
\]

(5.4)

Note that in particular, \( \tilde{\psi}: (J(g)_\pm, \tau_J) \to (B_\pm, \tau_{B_\pm}) \) is a homeomorphism. We moreover define \( I(g)_\pm := I(g) \times \{-, +\} \subset J(g)_\pm \) as a subspace equipped with the induced topology.

Definition 5.5 (Model for functions in \( CB \)). Let \( f \in CB \) and let \( g \) be any disjoint type function on its parameter space. Then, the space \((J(g)_\pm, \tau_J)\), with \( \tau_J \) defined following 5.4, is a model space for \( f \). Moreover, we define its associated model function \( \tilde{g}: J(g)_\pm \to J(g)_\pm \) as \( \tilde{g}(z, \ast) := (g(z), \ast) \).

Observation 5.6 (All models for a fixed function are conjugate). Let \( f \in CB \) and let \( g_1 \) and \( g_2 \) be two disjoint type functions on its parameter space. Let \( J(g_1)_\pm, J(g_2)_\pm \) and \( \tilde{g}_1, \tilde{g}_2 \) be the corresponding models and respective associated model functions. Then, there
exists a homeomorphism $\Phi: J(g_1)_\pm \to J(g_2)_\pm$ such that $\Phi \circ \tilde{g}_1 = \tilde{g}_2 \circ \Phi$. To see this, note that since any two straight brushes are ambiently homeomorphic, we may assume without loss of generality that the topologies in $J(g_1)_\pm$ and $J(g_2)_\pm$ have been induced from the same space $B_\pm$ following 5.4. It follows from [Rem09, Proof of Theorem 3.1], see [Par22a, Corollary 2], that there exists a homeomorphism $\phi: J(g_1) \to J(g_2)$ such that $\phi \circ g_1 = g_2 \circ \phi$. Defining $\Phi(z, \ast) := (\phi(z), \ast)$, our claim follows.

**Remark.** The space $(\mathcal{M}, \tau_M)$ is not second countable, see [Par19, remark on p.124], and so it cannot be (topologically) embedded on the plane. Similarly, nor can $(J(g))_\pm$.

Nonetheless, consider any open set $U$ of the form $U := (t_1, t_2) \times (x, y)$, with $t_1 < t_2$ and $x = (r, \ast), y = (s, \ast) \in (\mathbb{R} \setminus \mathbb{Q}) \times \{\ast, \ast\}$ for some $r < s$. Then, the interval $(x, y)$ comprises all elements $(\alpha, \ast)$ with $r < \alpha < s$, and so, we can think of $U$ as being a sort of “box”. This intuition will become clearer in the proof of the next proposition.

**Proposition 5.7** (Continuity of functions from the model space). Let $f \in CB$ and let $J(g)_\pm$ be a model space for $f$. Then, both its associated model function $\tilde{g}$ and the function $\pi: J(g)_\pm \to J(g)$ given by $\pi(z, \ast) := z$ are continuous.  

**Proof.** Let $\tilde{\psi}: J(g)_\pm \to B_\pm$ and $\psi: J(g) \to B$ be the homeomorphisms from 5.4. Since proving continuity of $\pi$ is equivalent to proving continuity of $\mathcal{P} := (\psi \circ \pi \circ \tilde{\psi}^{-1}) : B_\pm \to B$, we do the latter. For any $(t, r, \ast) \in B_\pm$,

$$\mathcal{P}(t, r, \ast) = (\psi \circ \pi \circ \tilde{\psi}^{-1})(x) = (\psi \circ \pi)(\psi^{-1}(x), \ast) = (\psi \circ \psi^{-1})(x) = (t, r).$$  

(5.5)

Fix $x = (t, r, \ast) \in B_\pm$, any $\epsilon > 0$ and let $D_\epsilon(t, r)$ be the (Euclidean) ball of radius $\epsilon$ centred at $\mathcal{P}(x)$. We can find a pair of irrational numbers $r_1 < r < r_2$ such that the rectangle $(t-\epsilon/2, t+\epsilon/2) \times (r_1, r_2) \subset D_\epsilon(t, r)$. Then, $R := ((t-\epsilon/2, t+\epsilon/2) \times ((r_1, +), (r_2, -)) \cap B_\pm$ is an open subset of $B_\pm$ containing $x$ and such that

$$\mathcal{P}(R) = (t-\epsilon/2, t+\epsilon/2) \times (r_1, r_2) \subset D_\epsilon(t, r),$$

and so $\mathcal{P}$ is continuous. Similarly, proving that $\tilde{g}: J(g)_\pm \to J(g)_\pm$ is continuous is equivalent to proving that $\tilde{h} := \tilde{\psi} \circ \tilde{g} \circ \psi^{-1} : B_\pm \to B_\pm$ is continuous. For any $x = (t, r, \ast) \in B_\pm$,

$$\tilde{h}(x) = (\tilde{\psi} \circ \tilde{g} \circ \psi^{-1})(x) = (\tilde{\psi} \circ \tilde{g})(\psi^{-1}(t, r), \ast) = ((\psi \circ g \circ \psi^{-1})(x), \ast).$$

That is, $\tilde{h}(t, r, \ast) = (h(t, r, \ast))$, where $h := \psi \circ g \circ \psi^{-1}: B \to B$ is a continuous function.

Fix $x \in B_\pm$ and let $V_x$ be an open neighbourhood of $\tilde{h}(x) := (t, \alpha, \ast)$. We may assume without loss of generality that $V_x$ is of the form $V_x := (t_1, t_2) \times (w, y)$, with $t_1 < t < t_2 \in \mathbb{R}$ and $w = (r, \ast), y = (s, \ast) \in B_\pm$ such that $r \leq \alpha \leq s$. Let $\mathcal{P}: B_\pm \to B$ be the function specified in (5.5). If, $r \leq \alpha \leq s$, then $(t, \alpha, -), (t, \alpha, +) \in V_x$, and by Observation 5.3, there exists a pair of irrationals $\alpha^-, \alpha^+$ so that $r \leq \alpha^- < \alpha < \alpha^+ \leq s$ and $H := (t_1, t_2) \times ((\alpha^-, +), (\alpha^+, -)) \subset V_x$. In particular, $\mathcal{P}(H)$ is open and $(\mathcal{P}^{-1} \circ \mathcal{P})(H) = H$. Since both $h$ and $\mathcal{P}$ are continuous functions, $X := (\mathcal{P}^{-1} \circ h^{-1} \circ \mathcal{P})(H)$ is an open set in $B_\pm$, and by construction, $X$ is a neighbourhood of $x$ such that $\tilde{h}(X) \subset V_x$. Otherwise, either $r = \alpha$, which implies that for $V_x$ being an open neighbourhood of $\tilde{h}(x)$, $w$ must be of the form $w = (r, -)$ and $\tilde{h}(x) = (t, r, +)$, or by the same reasoning, $y = (s, +)$ and $\tilde{h}(x) = (t, s, -)$.

We only argue continuity in the first case and remark that the second case can be dealt with analogously. Define $R := (t_1, t_2) \times (r, -)$ and $H := (t_1, t_2) \times ((r, +), (s, +)) \subset V_x$. Note that $\mathcal{P}(H)$ is an open set and $\mathcal{P}(R) \subset \partial \mathcal{P}(H)$. Since $g$ is of disjoint type, $J(g) \cap \text{Crit}(g) = \emptyset$. 

and so $g$ is locally injective in $J(g)$. Therefore, so is $h$, which implies that $h$ preserves locally the order of the hairs of the straight brush $B$. Consequently, $(h^{-1} \circ \mathcal{P})(R) \subset \partial(h^{-1} \circ \mathcal{P})(H)$. By construction and a similar argument to that in the previous case, the set $(h^{-1} \circ \mathcal{P})(R) \times \{-\} \cup (\mathcal{P}^{-1} \circ h^{-1} \circ \mathcal{P})(H)$ is an open neighbourhood of $x$ whose image under $\tilde{h}$ lies in $V_x$, and continuity follows. □

We conclude this section with some topological properties of model spaces that will be of use to us in section 6 when proving surjectivity of the function $\varphi$ from Theorem 1.4.

**Lemma 5.8 (Compactification of the model space).** Let $f \in \mathcal{CB}$ and let $J(g)_\pm$ be a model space for $f$. Then, $J(g)_\pm$ admits the one point (or Alexandroff)-compactification $\tau_\infty$. The new compact space $(J(g)_\pm \cup \{\infty\}, \tau_\infty)$ is a sequential space. Moreover, given a sequence $\{x_k\}_{k \in \mathbb{N}} \subset J(g)_\pm \cup \{\infty\}$,

$$\lim_{k \to \infty} x_k = \infty \iff \lim_{k \to \infty} \pi(x_k) = \infty. \quad (5.6)$$

**Proof.** We show that $J(g)_\pm$ admits a one-point compactification by proving that $J(g)_\pm$ is a locally compact, Hausdorff space. Equivalently, since these are topological properties (preserved under homeomorphisms), we instead show that a corresponding double brush $(B_\pm, \tau_{B_\pm})$, see 5.4, is locally compact and Hausdorff. Note that the space $(\mathcal{M}, \tau_{\mathcal{M}})$ defined in 5.4 is Hausdorff: for any $(t, s) \in \mathbb{R}^2$,

$$(t, s, -) \in V_- := (t - t/2, t + 1) \times ((s - 1, -), (s, +)),$$

$$(t, s, +) \in V_+ := (t - t/2, t + 1) \times ((s, -), (s + 1, +)),$$

and $V_- \cap V_+ = \emptyset$. Disjoint neighbourhoods of any pair of points in $\mathcal{M}$ can be constructed similarly. Since being Hausdorff is a hereditary property, $(B_\pm, \tau_{B_\pm})$ is Hausdorff.

We prove local compactness of $(B_\pm, \tau_{B_\pm})$ by showing that for each $x \in B_\pm$ and each open bounded neighbourhood $U_x \ni x$, the closure of $U_x$ in $B_\pm$, that we denote by $\overline{U}_x$, is compact. With that purpose, let $\mathcal{U} = \{U_i\}_{i \in I}$ be an open cover of $\overline{U}_x$. By definition, $B_\pm \setminus \overline{U}_x$ is an open set, and so

$$\mathcal{U} := \{U_i\}_{i \in I} \cup \{B_\pm \setminus \overline{U}_x\}$$

is an open cover of $B_\pm$. Hence, for each $(t, s, *) \in B_\pm$, there exists $U_{(t,s,*)} \in \mathcal{U}$ such that $(t, s, *) \in U_{(t,s,*)}$. For each $(t, s) \in B$, denote

$$V_{(t,s)} := U_{(t,s,-)} \cup U_{(t,s,+)} \quad \text{and} \quad \mathcal{V} := \{V_{(t,s)}\}_{(t,s) \in B}.$$ 

Let $\mathcal{P} : B_\pm \to B$ be the projection function specified in (5.5), and observe that $\mathcal{P}(V_{(t,s)})$ might not be open, but since both $\{(t, s, -), (t, s, +)\} \subset V_{(t,s)}$, by Observation 5.3, $\mathcal{P}(V_{(t,s)})$ always contains an open neighbourhood $W_{(t,s)} \ni (t, s)$, that we take to be $\mathcal{P}(V_{(t,s)})$ when this set is open. Then,

$$\mathcal{W} := \{W_{(t,s)}\}_{(t,s) \in B}$$

forms an open cover of $B \subset \mathbb{R}^2$, and in particular of the closure $\overline{\mathcal{P}(U_x)}$. Note that $\mathcal{P}(U_x)$ is a bounded set, since $U_x$ is bounded and we showed in the proof of Proposition 5.7 that $\mathcal{P}$ is continuous. Since the straight brush $B \subset \mathbb{R}^2$ satisfies the Heine-Borel property, there
exists a finite subcover \( \mathcal{W} = \{ W_k \}_{k \in K} \subset \mathcal{W} \) of \( \overline{\mathcal{P}(U_x)} \). For each \( k \in K \), choose \( V_k \in \mathcal{V} \) such that \( W_k \subseteq \mathcal{P}(V_k) \) and denote
\[
\mathcal{V} := \{ V_k \}_{k \in K} \quad \text{and} \quad \mathcal{U} := \{ U_{(t,s,*)} \in \mathcal{U} : U_{(t,s,*)} \subset V_k \in \mathcal{V} \}.
\]
By definition, the set \( \mathcal{V} \) has the same number of elements as \( \mathcal{W} \) does, and \( \mathcal{U} \) has at most double, and so a finite number. Thus, if we show that \( \mathcal{U} \) is an open subcover of \( \overline{\mathcal{U}}_x \), then we will have shown that \((\mathcal{B}_\pm, \tau_{\mathcal{B}_\pm})\) is locally compact. Note that \( \mathcal{P}^{-1}(\mathcal{W}) \) is an open cover of \( \mathcal{P}^{-1}(\overline{\mathcal{U}_x}) \supset \overline{\mathcal{U}}_x \), and hence so is \( \mathcal{V} \). Therefore, for each \((t, s, *) \in \overline{\mathcal{U}}_x \), there exists \( k \in K \) such that \((t, s, *) \in V_k = U_{(t',s',+)} \cup U_{(t',s',-)} \) for some \((t', s') \in \mathcal{B} \). If both \( U_{(t',s',-)} = \{ B_{\pm} \setminus \overline{U}_x \} = U_{(t',s',+)} \), then \( V_k \cap \overline{U}_x = \emptyset \), which contradicts \((t, s, *) \in V_k \). Hence, \((t, s, *) \in U_{(t',s',*)} \in \mathcal{U} \) for some \(* \in \{-, +\} \), and so \( \mathcal{U} \) is an open subcover of \( \overline{\mathcal{U}}_x \).

We have shown that \( \mathcal{B}_\pm \) admits a (Hausdorff) one-point compactification, that we denote by \( \mathcal{B}_\pm \cup \{ \infty \} \). We will see that \( \mathcal{B}_\pm \cup \{ \infty \} \) is a sequential space by proving that more generally, it is a first-countable space, i.e., each point of \( \mathcal{B}_\pm \cup \{ \infty \} \) has a countable neighbourhood basis. By definition, the open sets in \( \mathcal{B}_\pm \cup \{ \infty \} \) are all sets that are open in \( \mathcal{B}_\pm \), together with all sets of the form \((\mathcal{B}_\pm \setminus C) \cup \{ \infty \} \), where \( C \) is any closed and compact set in \( \mathcal{B}_\pm \). For each \((t, s, *) \in \mathcal{B}_\pm \), a local basis can be chosen to be the collection of sets \( \{ U_n \}_{n \in \mathbb{N}} \) given by
\[
U_n := \{(t - 1/n, t + 1/n) \times ((s - 1/n, -), (s + 1/n, +)) \} \cap \mathcal{B}_\pm.
\]
In order to find a local basis for \( \infty \), for each \( N \in \mathbb{N} \), let
\[
C_N := [0, N] \times ((-N, -), (N, +)),
\]
and note that by Observation 5.3, \( C_N \) equals its closure. Thus, reasoning as in the first part of the proof of this lemma, one can see that \( C_N \) is compact, and therefore \( \{(\mathcal{B}_\pm \setminus C_N) \cup \{ \infty \} \}_{N \in \mathbb{N}} \) forms a local basis for \( \{ \infty \} \). Thus, we have shown that \( \mathcal{B}_\pm \cup \{ \infty \} \) is a sequential space.

Finally, if \( \{ x_k \}_{k \in \mathbb{N}} \subset \mathcal{B} \cup \{ \infty \} \) is a sequence such that \( x_k \to \infty \) as \( k \to \infty \), then for every \( N \in \mathbb{N} \), there exists \( K(N) \in \mathbb{N} \) such that for all \( k \geq K(N) \), \( x_k \in (\mathcal{B}_\pm \setminus C_N) \). Hence, for all \( k \geq K(N) \), \( \mathcal{P}(x_k) \in \mathcal{P}(\mathcal{B}_\pm \setminus C_N) \subset \mathbb{R}^2 \setminus ([0, N] \times [-N, N]) \). Therefore,
\[
N \to \infty \iff K(N) \to \infty \iff x_k \to \infty \iff \mathcal{P}(x_k) \to \infty,
\]
and the last claim of the statement follows.

\[ \square \]

6. The semiconjugacy

In this last section we prove a more precise version of Theorem 1.4, namely, Theorem 6.5. We start by bringing together the parameters and functions that will be involved.

6.1 (Combination of previous results). Let \( f \in \mathcal{CB} \) be an arbitrary but fixed, strongly postcritically separated function. Let us fix a pair of hyperbolic orbifolds \( \mathcal{O} = (S, \nu) \) and \( \tilde{\mathcal{O}} = (\tilde{S}, \tilde{\nu}) \) associated to \( f \) provided by Theorem 4.6. In particular, by Theorem 4.6(a), \( S = \mathbb{C} \setminus \overline{U} \), where \( \overline{U} \) is a, possibly empty, compact set. By Observation 4.2 and since \( f \in \mathcal{B} \), we can fix \( K > 0 \) sufficiently large so that
\[
\{ P_j \setminus I(f, \overline{U}, S(f), 0, f(0)) \} \subset \overline{\mathbb{D}_{K/2}} \subset \mathbb{D}_K.
\] (6.1)
Let us choose a constant \( L > K \) such that \( f(\mathbb{D}_K) \subseteq \mathbb{D}_L \), and apply Theorem 3.4 to \( f \) with this constant. This provides us with a disjoint type map \( g(z) := f(\lambda z) \), for some \( \lambda := \lambda(L) \in \mathbb{C} \setminus \{0\} \), and a continuous function \( \theta: J(g) \to J(f) \), that, in particular, conjugates \( g \) and \( f \) on subsets of their Julia sets. Moreover, \( \theta \) determines an order-preserving bijection between any choice of Addr(\( g \)) and Addr(\( f \)), and the connected components of \( \theta(J(g)) \) form a valid initial configuration in the sense of Definition 2.6, see Observation 3.5. We denote this initial configuration

\[
\{\gamma_s^0\}_{s \in \text{Addr}(f)}, \quad \text{where} \quad \gamma_s^0 := \theta(J_s) \quad \text{for each} \quad s \in \text{Addr}(g).
\]  

(6.2)

Since \( f \) is strongly postcritically separated, \( f \) satisfies all the assumptions in Theorem 2.9, see Observation 4.2. Thus, we can fix the choice of \( \text{Addr}(f) \) provided by this theorem, and define the space of signed external addresses \( \text{Addr}(f)_\pm \) from \( \text{Addr}(f) \), see Definition 2.5. Using the initial configuration in (6.2), we define canonical rays \( \Gamma(s,*) \) and the set of curves

\[
\mathcal{C} := \{\gamma^n_{s,*} : n \geq 0 \text{ and } (s,*) \in \text{Addr}(f)_\pm\}
\]

provided by Theorem 2.7. In particular, by Theorem 2.9, for each curve \( \gamma_{(s,*)}^n \in \mathcal{C} \), there exists a neighbourhood \( \tau_{(s,*)} \supset \gamma_{(s,*)}^n \) where we can define an inverse branch of \( f \)

\[
f_{(s,*)}^{-1}[n] := (f|_{\tau_{(s,*)}})^{-1} : f(\tau_{(s,*)}) \to \tau_{(s,*)},
\]

(6.3)

as well as an inverse branch of \( f^n \) provided by Observation 2.10,

\[
f_{(s,*)}^{-n} := (f^n|_{\tau_{(s,*)}})^{-1} : f^n(\tau_{(s,*)}) \to \tau_{(s,*)},
\]

(6.4)

having both of them properties we shall use later on. Next, using the function \( g \), we fix a model space \((J(g)_\pm, \tau_f)\) for \( f \) (see Definition 5.5) and the corresponding associated model function

\[
\tilde{g}: J(g)_\pm \to J(g)_\pm; \quad \tilde{g}(z,*) \mapsto (g(z),*).
\]

In addition,

\[
\pi: J(g)_\pm \to J(g); \quad \pi(z,*) \mapsto z,
\]

is the projection function from Proposition 5.7. Finally, for each \((s,*) \in \text{Addr}(g)_\pm\), we denote

\[
J_{(s,*)} := J_s \times \{*\} \quad \text{and} \quad I_{(s,*)} := I_s \times \{*\},
\]

(6.5)

where \( I_s = J_s \cap I(f) \), see Observation 3.2. In particular, since \( g \) is of disjoint type,

\[
J(g)_\pm = \bigcup_{(s,*) \in \text{Addr}(g)_\pm} J_{(s,*)} \quad \text{and} \quad \tilde{g}^n(J_{(s,*)}) = J_{(\sigma^n(s,*))} \text{ for all } n \geq 0,
\]

(6.6)

see Observation 2.3. Moreover, for each \( x \in J(g)_\pm \), \( \text{addr}(x) \) denotes the unique \((s,*) \in \text{Addr}(g)_\pm\) such that \( x \in J_{(s,*)} \), see Observation 2.3.

After setting in 6.1 the functions we shall use in the proof of Theorem 6.5, for ease of understanding, we now comment on the main ideas of this proof. For the functions \( f \) and \( \tilde{g} \) fixed in 6.1, we aim to obtain the function \( \varphi: J(g)_\pm \to J(f) \) that semiconjugates them as a limit of functions \( \varphi_n: J(g)_\pm \to J(f) \), that are successively better approximations of \( \varphi \). For each \( x \in J(g)_\pm \) and each \( n \geq 0 \), roughly speaking, \( \varphi_n(x) \) is defined the following way: we iterate \( x \) under the model function \( \tilde{g} \) a number \( n \) of times. In particular, if \( \text{addr}(x) = (s,*), \) then \( \tilde{g}^n(x) \subset J_{(\sigma^n(s,*))}. \) Then, we use the functions \( \pi \) and \( \theta \) to move from the space \( J(g)_\pm \) to the dynamical plane of \( f \). More precisely, if \( \pi(x) = z \), then \( \theta(g^n(z)) \in \gamma_{(\sigma^n(s,*))}^0 \). Then,
we use the composition of $n$ inverse branches of $f$ of the form specified in (6.3) to obtain, thanks to Theorem 2.9 and Observation 2.10, a point in $\gamma_{(s, \ast)}^n$, that is $\varphi(x)$; see Figure 3.

Since all the functions involved in the definition of $\varphi_n$ are continuous, continuity of $\varphi_n$ will follow. Moreover, we use Theorem 4.6, that is, orbifold expansion of $f$ on a neighbourhood of $J(f)$, to show that the functions $\varphi_n$ converge to a limit function $\varphi$ in Lemma 6.4. Finally, using that since $J(g)$ is a Cantor bouquet and $g$ is of disjoint type, all but some of the endpoints of the hairs of $J(g)$ are escaping, Observation 3.2, we show surjectivity of $\varphi$.

**Definition 6.2 (Functions $\varphi_n$).** Following 6.1, for each $n \geq 0$, we define the function $\varphi_n : J(g)_{\pm} \to J(f)$ as

$$\varphi_0(x) := \theta(\pi(x)) \quad \text{and} \quad \varphi_{n+1}(x) := f^{-1, [n]}_{\text{addr}(x)}(\varphi_n(\tilde{g}(x))).$$

We claim that these functions are well-defined. Indeed, the function $\varphi_0$ is well-defined since $\pi(J(g)_{\pm}) \subset J(g)$. For each $n \geq 1$, let $x \in J(g)_{\pm}$ and suppose that $\text{addr}(x) = (s, \ast)$. Then, expanding definitions and using Observation 2.10,

$$\varphi_n(x) = \left(f^{-1, [n]}_{(s, \ast)} \circ f^{-1, [n-1]}_{(s\sigma(s), \ast)} \circ \cdots \circ f^{-1, [1]}_{(s\sigma^{n-1}(s), \ast)} \circ \varphi_0 \circ \tilde{g}^n \right)(x)$$

$$= f^{-n}_{(s, \ast)}(\varphi_0(\tilde{g}^n(x))). \quad (6.7)$$

Since the equalities in (6.7) only depend on $\text{addr}(x)$ but not on the point $x$ itself, the action of $\varphi_n$ can be expressed in terms of the sets in (6.5) as

$$\varphi_n|_{J(s, \ast)} = f^{-n}_{(s, \ast)} \circ \varphi_0 \circ \tilde{g}^n|_{J(s, \ast)}. \quad (6.8)$$
Thus, since each \( x \in J(g)_\pm \) belongs to a unique set \( J(\xi,*) \) for \((\xi,*) = addr(x)\) as \( g \) is of disjoint type, see Observation 2.3, \( \varphi_n \) is a well-defined function for all \( n \geq 0 \). In particular, using (6.2) and Observation 2.10, we have that for each \((\xi,*) \in Addr(g)_\pm \),

\[
\varphi_n(J(\xi,*)) = f^{-n}(\varphi_0(\check{g}^n(J(\xi,*)))) = f^{-n}(\varphi_0(J(\sigma^n(\xi,*)))) = f^{-n}(\gamma^{n}(\sigma^n(\xi,*)))
\]

(6.9)

Moreove, by construction, for all \( n \geq 0 \),

\[
\varphi_n \circ \check{g} = f \circ \varphi_{n+1}.
\]

**Proposition 6.3 (Continuity of \( \varphi_n \)).** For each \( n \geq 0 \), the function \( \varphi_n : J(g)_\pm \rightarrow J(f) \) is continuous.

**Proof.** The function \( \varphi_0 \) is continuous because it is the composition of two continuous functions, see Theorem 3.4 and Proposition 5.7. Fix any \( n \geq 1 \), fix an arbitrary \( x \in J(g)_\pm \), let \( addr(x) = (\xi,*) \) and let \( \Upsilon^n(\xi,*) \) be the interval in \( Addr(f)_\pm \) provided by Theorem 2.9. By Theorem 3.4(h), \( \theta \) establishes a one-to-one and order-preserving correspondence between \( Addr(f) \) and \( Addr(g) \). Hence, up to this correspondence, the topological spaces \( Addr(f)_\pm \) and \( Addr(g)_\pm \) are the same, and so, \( \Upsilon^n(\xi,*) \) is an open interval in \( (Addr(g)_\pm, \tau_A) \). Let us consider the subset of \( J(g)_\pm \)

\[
A := \bigcup_{(\xi,*) \in \Upsilon^n(\xi,*)} J(\xi,*).
\]

Then, by Observation 2.10 and (6.8),

\[
\varphi_n|_A \equiv f^{-n}(\varphi_0 \circ \check{g}^n)|_A.
\]

(6.11)

It follows that \( \varphi_n|_A \) is continuous as it is a composition of continuous functions: we have just shown that \( \varphi_0 \) is continuous, and \( \check{g} \) is continuous by Proposition 5.7. Moreover, by Observation 2.10, it holds that \( \varphi_0(\check{g}^n(A)) \subset f^n(\tau_n(\xi,*)) \), and thus, the restriction of \( f^{-n}(\check{g}^n) \) to \( \varphi_0(\check{g}^n(A)) \) is well-defined and continuous.

We are only left to show that \( A \) contains an open neighbourhood of \( x \). Recall that we defined in Proposition 5.2 an open map \( C : (Addr(g)_\pm, \tau_A) \rightarrow (\mathbb{R} \setminus \mathbb{Q} \times \{\pm,\}, \tau_f) \). In particular, \( C(\Upsilon^n(\xi,*)) \) is an open interval in \( (\mathbb{R} \setminus \mathbb{Q} \times \{\pm,\}, \tau_f) \). Let \( \check{\psi} : J(g)_\pm \rightarrow B_\pm \) be the bijection from 5.4. In particular, \( \check{\psi}(x) = (t, C(\xi,*)) \) for some \( t > 0 \). Then, \( U := ((t_1, t_2) \times C(\Upsilon^n(\xi,*))) \cap B_\pm \) is an open neighbourhood of \( \check{\psi}(x) \) in \( B_\pm \) for any choice of \( t_1, t_2 \in \mathbb{R}^+ \) such that \( t_1 < t < t_2 \). Consequently, see 5.4, \( \check{\psi}^{-1}(U) \) is an open neighbourhood of \( x \) that lies in \( A \).

**Convergence to the semiconjugacy.** For the hyperbolic orbifold \( O \supset J(f) \) fixed in 6.1, let \( d_O \) be the distance function defined from its orbifold metric; see 4.5. We shall now see that for any given point \( x \in J(g)_\pm \), \( d_O(\varphi_{n+1}(x), \varphi_n(x)) \rightarrow 0 \) as \( n \rightarrow \infty \).

**Lemma 6.4 (The functions \( \varphi_n \) form a Cauchy sequence).** There exists constants \( \mu, \Lambda > 1 \) such that for each \( x \in J(g)_\pm \),

\[
\begin{align*}
(A) \quad & d_O(\pi(x), \varphi_0(x)) < \mu, \\
(B) \quad & d_O(\varphi_{n+1}(x), \varphi_n(x)) \leq \frac{\mu}{\Lambda^n} \text{ for every } n \geq 0.
\end{align*}
\]
Proof. Fix $x \in J(g)_\pm$ and let $z := \pi(x)$. In particular, $\varphi_0(x) = \theta(z)$. By (6.1) and Theorem 3.4(a)(g),

$$\theta(J(g)) \cup J(g) \subset \mathbb{C} \setminus \mathbb{D}_K \subset \mathbb{C} \setminus \mathbb{D}_{K/2} \subset \mathcal{O} \quad \text{and} \quad \theta(z) \in \overline{A(M^{-1}|z|, M|z|)},$$

(6.12) for some $M > 1$ that does not depend on the point $z$.

By Theorem 4.6(d), there exists $\tilde{R} > 1$ so that if $A(r, 2r) \subset A(r/2, 4r) \subset \mathcal{O}$, then the $\mathcal{O}$-distance between any two points in $A(r, 2r)$ is less than $\tilde{R}$. We want to combine this result with (6.12) to get an upper bound for $d_\mathcal{O}(z, \theta(z))$ by expressing the annulus in (6.12) as a finite union of annuli of the form $A(r, 2r)$ for some $r > 0$. More specifically, let $N$ be the smallest natural number for which $2^N \geq M^2$. That is, $N := \left\lceil \frac{2 \log M}{\log 2} \right\rceil$, and let $r := \max\{K, M^{-1}|z|\}$. Then, by (6.12),

$$z, \theta(z) \in \bigcup_{i=1}^N A(2^{-i}r, 2i^r) \subset \bigcup_{i=1}^N A(2^{i-2}r, 2i^r) \subset \mathcal{O}.$$  

(6.13)

Thus, since the constant $N$ does not depend on the point $z \in J(g)$, we have that for all $x \in J(g)_\pm$, $d_\mathcal{O}(\varphi_0(x), \pi(x)) \leq N \cdot \tilde{R} =: \mu_1$, and item (A) is proved. In particular, $\mu_1 > 1$.

We now prove item (B). Let $\text{addr}(x) = (\xi, \ast)$ and fix any $n \in \mathbb{N}$. Recall that by (6.9), since by Theorem 2.7(b), $\gamma_{(\xi, \ast)}^{n} \subset \gamma_{(\xi, \ast)}^{n+1}$,

$$\varphi_n(x), \varphi_{n+1}(x) \in \gamma_{(\xi, \ast)}^{n+1}.$$  

Thus, the $\mathcal{O}$-length of the piece of $\gamma_{(\xi, \ast)}^{n+1}$ that joins $\varphi_n(x)$ and $\varphi_{n+1}(x)$ provides an upper bound for the $\mathcal{O}$-distance between these two points. Let $\delta(n)$ be that curve. Then, using (6.8) and (6.10), we have

$$f^n(\varphi_n(x)) = \varphi_0(\tilde{g}^n(x)), \quad f^n(\varphi_{n+1}(x)) = \varphi_1(\tilde{g}^n(x)),$$

and $\delta(1) := f^n(\delta(n)) \subset \gamma_{(\sigma^n(\xi), \ast)}^{1}$ is a curve with endpoints $\varphi_0(\tilde{g}^n(x))$ and $\varphi_1(\tilde{g}^n(x))$ and such that $f_{(\xi, \ast)}^{\ast}(\delta(1)) = \delta(n)$; see Figure 3. Since $f \in \mathcal{B}$ and is strongly postcritically separated, by Corollary 4.7, any upper bound for $\ell_\mathcal{O}(\delta(1))$ is also an upper bound for $\ell_\mathcal{O}(\delta(n))$. In particular, if we find a constant $C$ that bounds the $\mathcal{O}$-length of the sub-curve in $\gamma_{\text{addr}(\gamma)}^{1}$ between $\varphi_0(y)$ and $\varphi_1(y)$ for all $y \in J(g)_\pm$, being $C$ independent of the point $y$, then (B) would follow. However, those sub-curves are pieces of ray tails, and in principle might not be rectifiable. Therefore and instead, we find curves in their post-0-homotopy class (see Definition 4.9) with bounded orbifold length. More specifically:

Claim. There exists a constant $\mu_2 > 0$ such that for each $x \in J(g)_\pm$ and $n \geq 0$, if $\delta(1)$ is the piece of $\gamma_{\text{addr}(x)}^{1}$ joining $\varphi_0(x)$ and $\varphi_1(x)$, then there exists $\hat{\delta}(1) \in [\delta(1)]_0$ with $\ell_\mathcal{O}(\hat{\delta}(1)) \leq \mu_2$.

Proof of claim. Fix an arbitrary $x \in J(g)_\pm$ and let $z := \pi(x)$. If $\varphi_0(x) = \varphi_1(x)$, the claim holds trivially. Otherwise, since $f_{\gamma_{\text{addr}(x)}}^{1}$ is injective,

$$\varphi_0(x) \neq \varphi_1(x) \iff f(\varphi_0(x)) = f(\varphi_1(x)) \neq \theta(g(z)) = f(\varphi_1(x)).$$  

(6.14)

But by Theorem 3.4(c), we have that $f(\theta(z)) \neq \theta(g(z))$ only when the piece of ray $\xi$ joining $f(\varphi_1(x))$ and $(\varphi_0(x))$ belongs to a compact set $C \subset \mathbb{C} \setminus \mathbb{D}_L \cap f^{-1}(\mathbb{C} \setminus \mathbb{D}_L) \subset \mathcal{O}$.

Using Theorem 4.11, we are aiming to find curves post-0-homotopic to the pieces of dynamic rays totally contained in $C$ with uniformly bounded $\mathcal{O}$-length. Observe that
C \cap P(f) \subset I(f)$, since by the choice of the constant $K$ in (6.1), $(P(f) \setminus I(f)) \in \mathbb{D}$. Moreover, by discreteness of $P_J$, $C \cap P_J$ is a finite set, and since, by Theorem 3.4, $f$ is criniferous, there exists at least one ray tail connecting each point of $C \cap P_J$ to infinity; see [Par22a, Theorem 1.4]. Since $S(f) \subset \mathbb{D}$, the connected components of $f^{-1}(\mathbb{C} \setminus \mathbb{D})$ form a collection $\mathcal{T}$ of tracts. Then, see [BR20, Lemma 2.1], at most finitely many pieces of the tracts in $\mathcal{T}$ intersect $C$, say $\{T_1, \ldots, T_m\}$. Each of these pieces is simply-connected and its boundary is an analytic curve, and hence locally connected. Thus, we can apply Theorem 4.11 to the closure of each $T_i$ in $C$, to obtain a constant $L_i$ such that for any (connected) piece of $\mathcal{T}$ piece $T_i \cap C$, there exists $\delta \in [\xi]_0$ with $\ell_\Omega(\delta) \leq L_i$. The claim now follows letting $\mu_2 := \max_{1 \leq i \leq m} L_i$ and using Corollary 4.7.

The claim implies that for each $x \in J(g)_{\pm}$ and $n \geq 0$, if $\delta(1)$ is the piece of $\gamma_{(\tilde{\xi},*)}^1$ joining $\varphi_0(\tilde{g}^n(x))$ and $\varphi_1(\tilde{g}^n(x))$, then there exists $\tilde{\delta}(1) \in [\delta(1)]_0$ with $\ell_\Omega(\tilde{\delta}(1)) \leq \mu_2$. Hence, by Proposition 4.10, if $\delta(n) \subset f^{-\ell_\Omega(\tilde{\delta}(1))}(\delta(1))$ is the curve joining $\varphi_0(x)$ and $\varphi_1(x)$, then there exists a unique curve $\tilde{\delta}(n) \subset f^{-\ell_\Omega(\tilde{\delta}(1))}_n(\delta(1))$ satisfying $\delta(n) \in [\delta(n)]_0$. In particular, $\delta(n)$ has endpoints $\varphi_0(x)$ and $\varphi_1(x)$, and moreover, by Corollary 4.7, there exists a constant $\Lambda > 1$, that does not depend on $x$, such that

$$d_\Omega(\varphi_{n+1}(x), \varphi_n(x)) \leq \ell_\Omega(\tilde{\delta}(n)) \leq \frac{\ell_\Omega(\tilde{\delta}(1))}{\Lambda^n} \leq \frac{\mu_2}{\Lambda^n}.$$ 

Letting $\mu := \max\{\mu_1, \mu_2\}$, the lemma follows. $\square$

Finally, we state and prove a more detailed version of Theorem 1.4. Recall from Definition and Theorem 2.7 that for each $(\tilde{\xi},*) \in \text{Addr}(f)_{\pm}$ we can define a canonical ray $\Gamma(\tilde{\xi},*)$.

**Theorem 6.5.** Let $f \in \mathbb{C}B$ be strongly postcritically separated, let $J(g)_{\pm}$ be a model space for $f$ and let $\tilde{g}$ be its associated model function. Then, there exists a continuous surjective function

$$\varphi: J(g)_{\pm} \to J(f) \quad \text{so that} \quad f \circ \varphi = \varphi \circ \tilde{g},$$

$\varphi(I(g)_{\pm}) = I(f)$ and there is $K \in \mathbb{N}$ such that for every $z \in I(f)$, $\#\varphi^{-1}(z) < K$.

Moreover, for each $(\tilde{\xi},*) \in \text{Addr}(g)_{\pm}$, the restriction map $\varphi: J_{(\tilde{\xi},*)} \to \Gamma(\tilde{\xi},*)$ is a bijection, and so $\Gamma(\tilde{\xi},*)$ is a canonical ray together with its endpoint.

**Observation 6.6.** We have implicitly stated in Theorem 6.5 that $\varphi$ establishes a one-to-one correspondence between $\text{Addr}(g)_{\pm}$ and $\text{Addr}(f)_{\pm}$, since with some abuse of notation, we have stated that for each $(\tilde{\xi},*) \in \text{Addr}(g)_{\pm}$, $J_{(\tilde{\xi},*)} \subset J(g)_{\pm}$ is mapped to $\overline{\Gamma(\tilde{\xi},*)} \subset J(f)$ for $(\tilde{\xi},*) \in \text{Addr}(f)_{\pm}$. Here, $\overline{\Gamma(\tilde{\xi},*)}$ denotes the closure of $\Gamma(\tilde{\xi},*)$ in $\mathbb{C}$. In particular, we are claiming that $\varphi$ is an order-preserving continuous map.

**Proof of Theorem 6.5.** Since, by Observation 5.6, any two models for $f$ are conjugate, we may assume without loss of generality that $g$ is the disjoint type function fixed in 6.1. Then, $J(g)_{\pm}$ and $\tilde{g}$ are also fixed in 6.1. Let $\{\varphi_n\}_{n \geq 0}$ be the sequence of functions given by Definition 6.2 following 6.1. By Proposition 6.3 and Lemma 6.4, $\{\varphi_n\}_{n \geq 0}$ is a uniformly Cauchy sequence of continuous functions. Since the orbifold metric in $\mathcal{O}$ is complete, they converge uniformly to a continuous limit function $\varphi: J(g)_{\pm} \to \mathcal{O}$, which by the functional equation (6.10) satisfies

$$\varphi \circ \tilde{g} = f \circ \varphi.$$  

(6.15)
By Lemma 6.4, there are constants $\mu, \Lambda > 1$ such that
\[
 d_\Sigma(\varphi(x), \pi(x)) \leq d_\Sigma(\varphi(x), \varphi_0(x)) + d_\Sigma(\varphi_0(x), \pi(x)) \\
 \leq \sum_{k=0}^{\infty} d_\Sigma(\varphi_{k+1}(x), \varphi_k(x)) + \mu \leq 2 \sum_{j=0}^{\infty} \frac{\mu}{\Lambda^j} = \frac{2\mu\Lambda}{\Lambda - 1}.
\]

This means for sequences $\{x_n\}_{n\in \mathbb{N}} \subset J(g)_\pm$ that as $n \to \infty$,
\[
 \varphi(x_n) \to \infty \quad \text{if and only if} \quad \pi(x_n) \to \infty. \tag{6.16}
\]

In particular, this holds when $\{x_n\}_{n\in \mathbb{N}} = \{\bar{g}^n(x)\}_{n\in \mathbb{N}}$ is the orbit of some $x \in I(g)_\pm$. Using that, by (6.15), $\varphi(\bar{g}^n(x)) = f^n(\varphi(x))$, we have that $x \in I(g)_\pm$ if and only if $\varphi(x) \in I(f)$. Equivalently,
\[
 \varphi(I(g)_\pm) \subseteq I(\varphi) \quad \text{and} \quad \varphi(J(\varphi)_\pm \setminus I(g)_\pm) \subseteq J(\varphi) \setminus I(\varphi). \tag{6.17}
\]

Recall from Observation 3.2 that since $g$ is a disjoint type function whose Julia set is a Cantor bouquet, each of the sets $J_n$ from (2.2) is a dynamic ray together with its endpoint, and hence, contains at most one non-escaping point, namely, its endpoint $e_n$. Thus, for each $\ast \in \{-, +\}$,
\[
 J_{(\ast, s)} \setminus I_{(\ast, s)} \subseteq \{(e_\ast, \ast)\}. \tag{6.18}
\]

Claim. For each $(\ast, s) \in \text{Addr}(g)_\pm$, $\varphi: I_{(\ast, s)} \to \Gamma(\ast, s) \cap I(f)$ is a bijection.

Proof of claim. First, recall that by Theorem 3.4, $J(g)$ contains a Cantor bouquet $X$ such that $I(g) \subset \text{Orb}^-(X)$, and so, by Observation 3.6, we have that the set $I_\pm$ can be written as a nested sequence of ray tails $\bar{\beta}^n_\pm$, that are $n$-th preimages of the hairs $X_{\sigma^n(\ast)}$. In particular, for each $n \in \mathbb{N}$,
\[
 g^n(\bar{\beta}^n_\pm) = X_{\sigma^n(\ast)} \subset X \tag{6.19}
\]
and we can write
\[
 \bar{\beta}^n_{(\ast, s)} := \bar{\beta}^n_\pm \times \{\ast\} \quad \text{and} \quad I_{(\ast, s)} = \bigcup_{n \geq 0} \bar{\beta}^n_{(\ast, s)}.
\]

Moreover, for each $n \in \mathbb{N}$, let $\hat{\gamma}^n_{(\ast, s)} := \gamma^n_{(\ast, s)} \cap I(f)$. Then, by Theorem 2.7, $\gamma^n_{(\ast, s)} \setminus \hat{\gamma}^n_{(\ast, s)}$ is at most the endpoint of $\gamma^n_{(\ast, s)}$ and
\[
 \Gamma(\ast, s) \cap I(f) = \bigcup_{n \geq 0} \hat{\gamma}^n_{(\ast, s)}.
\]

We claim that for each $n \in \mathbb{N}$, $\varphi|_{\bar{\beta}^n_{(\ast, s)}} \equiv \varphi_n|_{\bar{\beta}^n_{(\ast, s)}}$ is a bijection to $\hat{\gamma}^n_{(\ast, s)}$. Indeed, for all $m \geq n$, by (6.7), (6.19) together with Theorem 3.4(b) and (6.2),
\[
 \varphi_m(\bar{\beta}^n_{(\ast, s)}) = f_{(\ast, s)}^{-m} \circ \theta \circ \pi \circ \bar{g}^m(\bar{\beta}^n_{(\ast, s)}) = f_{(\ast, s)}^{-m} \circ f^{-m-n} \circ \theta \circ g^{m-n}(g^n(\bar{\beta}^n_{(\ast, s)})) = f_{(\ast, s)}^{-n} \circ \theta \circ g^n(\bar{\beta}^n_{(\ast, s)}) = f_{(\ast, s)}^{-n} \circ \hat{\gamma}^n_{(\sigma^n(\ast), s)} = \hat{\gamma}^n_{(\ast, s)}.
\]

Since this holds for all $m \geq n$, we have shown that
\[
 \varphi_n|_{\bar{\beta}^n_{(\ast, s)}} \equiv \varphi_n|_{\bar{\beta}^n_{(\ast, s)}} \equiv f_{(\ast, s)}^{-n} \circ \theta \circ g^n|_{\bar{\beta}^n_{(\ast, s)}},
\]
which by Theorem 3.4(d) and Observations 3.6 and 2.10, is a composition of bijections. $\triangle$
The claim implies that \( \varphi(J(g)_\pm) = \bigcup_{(\mathbf{s}, \ast) \in \text{Addr}(f)_\pm} \Gamma(\mathbf{s}, \ast) \cap I(f) \supset I(f) \), see (2.8). This together with (6.17) leads to \( \varphi(I(g)_\pm) = I(f) \). In addition, for each \((\mathbf{s}, \ast) \in \text{Addr}(g)_\pm\), if \((e, \ast) \in J(g)_\pm \setminus I(g)_\pm\), then by (6.17) and (6.18), \( \varphi(e, \ast) \in J(f) \setminus I(f) \), and so by the previous claim and continuity of \( \varphi, \varphi|_{J(\mathbf{s}, \ast)} \) is injective and

\[
\Gamma(\mathbf{s}, \ast) \subset \varphi(J(\mathbf{s}, \ast)) \subset \overline{\Gamma(\mathbf{s}, \ast)}. \tag{6.20}
\]

In order to prove surjectivity of \( \varphi \), let \( J(g)_\pm \cup \{\infty\} \) be the one point compactification of \( J(g)_\pm \) provided by Lemma 5.8, and denote by \( J(f) \cup \{\infty\} \) the compactification of \( J(f) \) as a subset of the Riemann sphere \( \hat{\mathbb{C}} \). By Lemma 5.8 and (6.16), given a sequence \( \{x_n\}_{n \in \mathbb{N}} \subset J(g)_\pm \cup \{\infty\} \), we have

\[
\lim_{n \to \infty} x_n = \infty \iff \lim_{n \to \infty} \pi(x_n) = \infty \iff \lim_{n \to \infty} \varphi(x_n) = \infty. \tag{6.21}
\]

Since by Lemma 5.8 \( J(g)_\pm \cup \{\infty\} \) is a sequential space, and so is \( \hat{\mathbb{C}} \), the notions of continuity and sequential continuity for functions between these spaces are equivalent. Therefore, by (6.21), we can extend \( \varphi \) to a continuous map \( \hat{\varphi} : J(g)_\pm \cup \{\infty\} \to J(f) \cup \{\infty\} \) by defining \( \hat{\varphi}(\infty) = \infty \). By continuity of \( \hat{\varphi} \), we have that \( \hat{\varphi}(J(g)_\pm \cup \{\infty\}) \) is compact. By definition of \( \hat{\varphi} \), it must be the case that \( \hat{\varphi}(J(g)_\pm) = \varphi(J(g)_\pm) \), and by removing \( \{\infty\} \) from the codomain of \( \hat{\varphi} \), we can conclude that \( \varphi(J(g)_\pm) \) is (relatively) closed in \( J(f) \) with respect to the original topologies. By this and since the Julia set is the closure of the escaping set for any function in \( \mathcal{B} \), [EL92], we have

\[
I(f) = \varphi(I(g)_\pm) \subset \varphi(J(g)_\pm) \subset J(f) = \overline{I(f)}.
\]

Consequently, \( \varphi(J(g)_\pm) \) must be equal to \( J(f) \), showing that \( \varphi \) is surjective. Moreover, arguing exactly the same way, we can see that for each \((\mathbf{s}, \ast) \in \text{Addr}(f)_\pm\), the set \( \varphi(J(\mathbf{s}, \ast)) \) is closed in \( J(f) \), and hence, by (6.20), \( \varphi : J(\mathbf{s}, \ast) \to \overline{\Gamma(\mathbf{s}, \ast)} \) is a bijection. In particular, \( \overline{\Gamma(\mathbf{s}, \ast)} \) is a canonical ray together with its endpoint.

Finally, each \( z \in I(f) \) belongs to \( \# \text{Addr}(z)_\pm = \prod_{j=0}^{\infty} \deg(f, f^j(z)) \) canonical rays; see Definition 2.8. By the claim in this proof, for each \( z \in I(f) \), \( \# \varphi^{-1}(z) = \# \text{Addr}(z)_\pm \).

Moreover, since \( f \) is strongly postcritically separated, by items (b) and (c) in Definition 4.1, there exist constants \( N, c \in \mathbb{N} \) such that for each \( z \in J(f) \), \( \#(\text{Orb}^+(z) \cap \text{Crit}(f)) \leq c \) and \( \deg(f, w) \leq N \) for all \( w \in \text{Crit}(f) \). Hence, letting \( K := N^c \), the claim in the statement follows.

\begin{proof}[Proof of Theorem 1.4] It is a direct consequence of Theorem 6.5. \qedhere
\end{proof}

\begin{proof}[Proof of Corollary 1.5] Note that \( f \in \mathcal{CB} \) is in particular criniferous, see Theorem 3.4, and since it is also strongly postcritically separated, it has no asymptotic values in its Julia set. Hence, by Theorem 2.7, proving that all canonical rays of \( f \) land suffices to conclude that all its dynamic rays land. Since by Theorem 6.5, for each \((\mathbf{s}, \ast) \in \text{Addr}(f)_\pm\), \( \overline{\Gamma(\mathbf{s}, \ast)} \) is a canonical ray together with its landing point, the corollary follows. \qedhere
\end{proof}

\begin{proof}[Proofs of Theorems 1.2 and 1.3] If \( f \) is a finite composition of functions of finite order in \( \mathcal{B} \), then \( f \in \mathcal{CB} \), see [Par22a, Proposition 6]. Moreover, if \( S(f) \) is a finite collection of critical values in \( I(f) \), \( f \) has bounded criticality on \( J(f) \), and \( |w - z| \geq \epsilon \max\{|z|, |w|\} \) for some \( \epsilon > 0 \) and all distinct \( z, w \in P(f) \), then \( f \) is strongly postcritically separated,
see Definition 4.1. Thus, Theorems 1.2 and 1.3 respectively follow from Corollary 1.5 and Theorem 1.4.

\[\square\]
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