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Abstract. Local boundedness and Harnack inequalities are studied for solutions to parabolic and elliptic integro-differential equations whose governing nonlocal operators are associated with nonsymmetric forms. We present two independent proofs, one being based on the De Giorgi iteration and the other one on the Moser iteration technique. This article is a continuation of [KW22], where Hölder regularity and a weak Harnack inequality are proved in a similar setup.

1. Introduction

The aim of this work is to prove local boundedness estimates and a Harnack inequality for weak solutions to parabolic equations of type

$$\partial_t u - Lu = f \quad \text{in } I_R(t_0) \times B_{2R} \subset \mathbb{R}^{d+1},$$

(PDE)

where $B_{2R} \subset \Omega$ is some ball, $I_R(t_0) := (t_0 - R^\alpha, t_0 + R^\alpha) \subset \mathbb{R}$, and $f \in L^\infty(I_R(t_0) \times B_{2R})$. (PDE) is governed by a linear nonlocal operator of the following form

$$-Lu(x) = 2 \text{p.v.} \int_{\mathbb{R}^d} (u(x) - u(y))K(x,y)dy.$$ (1.1)

Such operators are determined by jumping kernels $K : \mathbb{R}^d \times \mathbb{R}^d \to [0, \infty]$ which are allowed to be nonsymmetric. We also investigate solutions to the equation

$$\partial_t u - \tilde{L}u = f \quad \text{in } I_R(t_0) \times B_{2R} \subset \mathbb{R}^{d+1},$$

(\tilde{PDE})

which is driven by the dual operator $\tilde{L}$ associated with $L$.

In this work we prove local boundedness of weak solutions to (PDE) and (\tilde{PDE}) via an adaptation of the De Giorgi method to nonlocal operators with nonsymmetric jumping kernels. We also provide an alternative proof of local boundedness via the Moser iteration. Finally, combined with the weak Harnack inequality from [KW22], we obtain a full Harnack inequality.

The novelty of our result consists in the lack of symmetry of the underlying operator. Let us decompose $K = K_s + K_a$ into its symmetric part $K_s$ and its antisymmetric part $K_a$, where

$$K_s(x,y) = \frac{K(x,y) + K(y,x)}{2}, \quad K_a(x,y) = \frac{K(x,y) - K(y,x)}{2}, \quad x, y \in \mathbb{R}^d.$$ (1.2)

Note that nonnegativity of $K$ implies

$$|K_a(x,y)| \leq K_s(x,y).$$
We can write for the nonsymmetric bilinear form associated with $L$

$$\mathcal{E}(u, v) := 2 \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} (u(x) - u(y))v(x)K(x, y)dydx =: \mathcal{E}_K^s(u, v) + \mathcal{E}_K^a(u, v),$$

where

$$\mathcal{E}_K^s(u, v) = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} (u(x) - u(y))(v(x) - v(y))K_s(x, y)dydx,$$

$$\mathcal{E}_K^a(u, v) = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} (u(x) - u(y))(v(x) + v(y))K_a(x, y)dydx.$$

In order to treat the antisymmetric part of the bilinear form, a refinement of the existing techniques for symmetric operators is required.

We have in mind the following three prototypes of kernels $K$ for $\alpha \in (0, 2)$:

$$K_1(x, y) = g(x, y)|x - y|^{-d - \alpha}, \quad \text{(1.3)}$$

where $g : \mathbb{R}^d \times \mathbb{R}^d \to [\lambda, 1] \subset (0, \infty)$ is a suitable nonsymmetric function,

$$K_2(x, y) = |x - y|^{-d - \alpha} + (V(x) - V(y))\mathbb{1}_{\{|x - y| \leq L\}}(x, y)|x - y|^{-d - \alpha}, \quad \text{(1.4)}$$

where $L \in (0, \infty)$ and $V : \mathbb{R}^d \to \mathbb{R}^d$ is a suitable function, and

$$K_3(x, y) = |x - y|^{-d - \alpha}1_D(x - y) + |x - y|^{-d - \beta}1_C(x - y), \quad \text{(1.5)}$$

where $C \subset \mathbb{R}^d$ is a cone, $D \subset \mathbb{R}^d$ is a double-cone such that $C \cap D = \emptyset$, and $0 < \beta < \frac{d}{2}$.

1.1. Main results. Our first main result is the following Harnack inequality for weak solutions to (PDE). We state and discuss our assumptions in Section 2.

**Theorem 1.1.** Assume (K2), (Cutoff), (K$^S_{\text{loc}}$), (Sob), and (Poinc) for some $\alpha \in (0, 2)$.

(i) Assume that (K1$_{\text{loc}}$) holds true for some $\theta \in \left[\frac{d}{\alpha}, \infty\right]$. Then there exist $c > 0$ and $0 < c_1 < c_2 < c_3 < c_4 \leq 1$ such that for every $0 < R \leq 1$ and every nonnegative, weak solution $u$ to (PDE) in $I_R(t_0) \times B_{2R}$

$$\sup_{(t_0 - c_2R^\alpha, t_0 - c_1R^\alpha) \times B_{R/4}} u \leq c \inf_{(t_0 + c_1R^\alpha, t_0 + c_4R^\alpha) \times B_{R/2}} u + c \sup_{(t_0 - c_3R^\alpha, t_0 - c_1R^\alpha)} \text{Tail}_K(u, R) + cR^\alpha \|f\|_{L^\infty}, \quad \text{(1.6)}$$

where $B_{2R} \subset \Omega \subset \mathbb{R}^d$.

(ii) Assume that (K1$_{\text{glob}}$) holds true for some $\theta \in \left[\frac{d}{\alpha}, \infty\right]$. Then there exist $c > 0$ and $0 < c_1 < c_2 < c_3 < c_4 \leq 1$ such that for every $0 < R \leq 1$ and every nonnegative, weak solution $u$ to (PDE) in $I_R(t_0) \times B_{2R}$

$$\sup_{(t_0 - c_2R^\alpha, t_0 - c_1R^\alpha) \times B_{R/4}} u \leq c \inf_{(t_0 + c_1R^\alpha, t_0 + c_4R^\alpha) \times B_{R/2}} u + c \sup_{(t_0 - c_3R^\alpha, t_0 - c_1R^\alpha)} \text{Tail}_K(u, R) + cR^\alpha \|f\|_{L^\infty}, \quad \text{(1.7)}$$

The aforementioned Harnack inequality for nonnegative weak solutions $u$ to (PDE) is a direct consequence of a weak Harnack inequality as it was proved in [KW22] (see Theorem 6.3), and an $L^\infty - L^1$-estimate of the form (see Theorem 3.6 or Theorem 4.8)

$$\sup_{(t_0 - (\frac{d}{\alpha})^{\alpha}, t_0) \times B_{\frac{d}{2}}} u \leq c \left( \int_{(t_0 - (\frac{d}{\alpha})^{\alpha}, t_0) \times B_{R}} u + \sup_{(t_0 - (\frac{d}{\alpha})^{\alpha}, t_0)} \text{Tail}_K(u, R) + R^\alpha \|f\|_{L^\infty} \right). \quad \text{(1.8)}$$
Therefore large parts of this paper are dedicated to proving (1.8). Given $0 < R \leq 1$, the nonlocal tail term is defined as follows:

$$\text{Tail}_{K, \alpha}(v, R, x_0) := R^\alpha \int_{B_{2R}(x_0) \setminus B_{2R}(x_0)} \frac{|v(y)|}{|x_0 - y|^{d+\alpha}} dy + \sup_{x \in B_{2R}(x_0)} \int_{B_{2R}(x_0)} |v(y)| K(x, y) dy.$$ 

For a detailed discussion of nonlocal tail terms, we refer the reader to Subsection 2.3.

**Remark 1.2** (time-inhomogeneous kernels). It is possible to extend Theorem 1.1 to time-inhomogeneous jumping kernels $k : I \times \mathbb{R}^d \times \mathbb{R}^d \to [0, \infty]$ by following a similar approach as in [KW22]. For $k_a$ we may assume pointwise comparability with a time-homogeneous jumping kernel satisfying (Cutoff), $(E_\geq)$ and $(K_{loc}^\leq)$. In place of the first estimate in (K1$_{loc}$), we need

$$\left\| \int \frac{|k_a(\cdot, y)|^2}{J(\cdot, y)} dy \right\|_{L^{\infty}_x(t \times B_{2r})} \leq C$$

for a suitable symmetric jumping kernel $J : \mathbb{R}^d \times \mathbb{R}^d \to [0, \infty]$. The parameters $(\mu, \theta)$ have to satisfy the compatibility condition

$$\frac{d}{\alpha \theta} + \frac{1}{\mu} < 1. \quad \text{(CP)}$$

Then, if suitable time-inhomogeneous analogs to (K2) and (UJS), or $(\tilde{UJS})$, hold true, we can prove a Harnack inequality of the form (1.6) and (1.7), for nonnegative, weak solutions to the corresponding parabolic equations (PDE) and $(\tilde{\text{PDE}})$, respectively. For solutions to $(\tilde{\text{PDE}})$ we can also allow for equality in (CP) if $\theta > \frac{d}{\alpha}$. The range of exponents prescribed by (CP) is in align with the important results from the local theory (see [AS67], [LSU68]).

**Remark 1.3.** We observe that there is a positive distance of size $2(1 - 2^{-\alpha}) R^\alpha$ between the two time intervals in the estimates (1.6) and (1.7). The existence of such time delay in the parabolic Harnack inequality comes from the method of proof we employ (see [Mos64]). For nonlocal equations, as for example the fractional heat equation, it can be neglected (see [BSV17], [DKSZ20]).

The second main result of this article concerns the corresponding stationary problems

$$-Lu = f \quad \text{in } B_{2R}, \quad \text{(ell-PDE)}$$

$$-\tilde{L}u = f \quad \text{in } B_{2R}, \quad \text{(ell-\tilde{PDE})}$$

where $f \in L^\infty(B_{2R})$. We obtain an elliptic Harnack inequality for weak solutions:

**Theorem 1.4.** Assume (K2), (Cutoff) and $(E_\geq)$ for some $\alpha \in (0, 2)$.

(i) Assume that (K1$_{loc}$), (UJS) hold true for some $\theta \in [\frac{d}{\alpha}, \infty)$. Then there exists $c > 0$ such that for every $0 < R \leq 1$ and every nonnegative, weak solution $u$ to (ell-PDE) in $B_{2R}$, it holds

$$\sup_{B_{R/4}} u \leq c \left( \inf_{B_{R/2}} u + R^\alpha \|f\|_{L^\infty} \right), \quad \text{(1.9)}$$

where $B_{2R} \subset \Omega \subset \mathbb{R}^d$.

(ii) Assume that (K1$_{glob}$), $(\tilde{UJS})$ hold true for some $\theta \in (\frac{d}{\alpha}, \infty)$. Then there exists $c > 0$ such that for every $0 < R \leq 1$ and every nonnegative, weak solution $u$ to (ell-\tilde{PDE}) in $B_{2R}$, estimate (1.9) holds true.
As in (1.9), for elliptic equations we are able to estimate the supremum of \( u \) by local quantities, only. To this end, we prove a suitable estimate of the nonlocal tail term (see Corollary 5.3). In the parabolic case, the situation is more complicated since we require the tail estimate to be uniform in \( t \). The same difficulty occurs in the symmetric case. We comment on possible corresponding extensions of Theorem 1.1 in Subsection 6.3.

**Remark 1.5.** All constants in Theorem 1.1 and Theorem 1.4 depend only on \( d, \alpha, \theta \) and the constants in (K1loc), (K2), (Cutoff) (Poinc), (Sob), (UJS), (K\\( \leq \)loc), (\( \mathcal{E} \geq \)).

The contributions of this work can be summarized as follows:

(i) The main accomplishment is the extension of elliptic and parabolic regularity results – including full Harnack inequalities – for nonlocal problems to operators with nonsymmetric jumping kernels. In light of example (1.4), the operators under consideration include nonlocal counterparts of second order differential operators in divergence form with a drift term

\[
-\mathcal{L}u = -\partial_i (a_{i,j} \partial_j u) + b_i \partial_i u, \quad \text{resp.} \quad -\widehat{\mathcal{L}}u = -\partial_i (a_{i,j} \partial_j u + b_i u).
\]

Our results are in align with the corresponding theory for local operators (see [Sta65], [AS67], [LSU68], [GT01]).

(ii) As nonsymmetric kernels require a careful treatment, several parts of the energy methods for nonlocal operators are refined in this work. For instance, we give a new proof of local boundedness using the Moser iteration for positive exponents (see Section 4). Moreover, as illustrated in example (1.5), nonsymmetric jumping kernels might naturally involve terms of lower order, causing a difference between the growth behavior at zero and infinity. We introduce tail terms which take into account this phenomenon (see Subsection 2.3).

(iii) Technical issues of minor importance in other works are clarified, e.g., the treatment of Steklov averages (see Section 7).

1.2. **Related literature.** The study of Harnack inequalities for symmetric nonlocal operators has become an active field of research in the past 20 years. It has been observed that a classical elliptic Harnack inequality of the form

\[
\sup_{B_r} u \leq c \inf_{\overline{B}_r} u \quad \text{(1.10)}
\]

fails even for harmonic functions \( u \) with respect to the fractional Laplacian \((-\Delta)^{\alpha/2}\) in \( B_{2r} \) if one merely assumes \( u \) to be nonnegative in the solution domain \( B_{2r} \) (see [Kas07]). Indeed, due to the nonlocality it is necessary either to assume \( u \) to be globally nonnegative – as in [Rie38] and in this article – or to add the nonlocal tail of \( u_- \) to the right hand side of (1.10). Such estimate was proposed in [Kas11]. We refer to both estimates as a Harnack inequality in the context of this article.

A lot of research activity has centered around the challenge to establish a Harnack inequality for a larger class of nonlocal operators. First, we comment on corresponding elliptic regularity results for symmetric nonlocal operators related to energy forms. A Harnack inequality and Hölder estimates were proved in [DCKP14], [DCKP16] for operators with a jumping kernel that is pointwise comparable to the kernel of the fractional \( p \)-Laplacian by a nonlocal De Giorgi type iteration. This method was refined in [Coz17] to allow for more general nonlinearities. [Sch20] considers a class of linear integro-differential operators governed by jumping kernels satisfying an averaged integral bound instead of a pointwise lower bound.
However, it is well known that for the deduction of interior Hölder regularity estimates a weak Harnack inequality (see Theorem 6.3) is sufficient. Such inequalities hold true for a much larger class of operators. In fact, only comparability of the energy forms to the $H^{\alpha/2}$-seminorm on small scales and a suitable upper bound for the probability of large jumps are required (see [DK20]). That is why operators with singular jumping measures that may be anisotropic (see [CK20], [CKW19a]) also satisfy Hölder regularity estimates. However, the Harnack inequality may fail for singular operators as was already observed in [BS05]. Hence it is an exciting (and still open) question to find equivalent conditions on the jumping kernel for a (weak) elliptic Harnack inequality to hold true. For $\alpha$-stable translation invariant operators conditions on the jumping kernel are established in [BS05] that are equivalent to a Harnack inequality.

Second, we comment on parabolic Harnack inequalities of the form

$$\sup_{I^c \times B_r} u \leq c \inf_{I^c \times B_r} u$$

for globally nonnegative solutions $u$ to (PDE). Note that such results imply corresponding estimates for weak solutions to the stationary equation (ell-PDE). So far, parabolic Harnack inequalities have not been obtained via purely analytic methods, not even in the symmetric case. A major challenge in the parabolic case seems to be the correct treatment of the time-dependence in the nonlocal tail terms. For a discussion of this issue we refer the reader to the discussion in Section 2 and Subsection 6.3.

Parabolic Hölder estimates and local boundedness have been obtained via an adaptation of the nonlocal De Giorgi method in [Str19b], [Kim19], [Kim20], [DZZ21]. A proof of Hölder estimates based on Moser’s technique can be found in [FK13].

Using the corresponding Hunt process and its heat kernel, parabolic Harnack inequalities of the form (1.11) were first proved for symmetric Dirichlet forms with jumping measures pointwise comparable to the $\alpha$-stable kernel in [BL02], [CK03]. The authors also obtain two-sided heat kernel bounds. Numerous articles have analyzed the exact relationship between parabolic and elliptic Harnack inequalities, heat kernel bounds, and Hölder regularity estimates for nonlocal operators in connection to the geometry of the underlying metric measure space. Such program was carried out in a series of papers ([CKW19b], [CKW20], [GHL14], [GHL15], [GHH18]). On $\mathbb{R}^d$ it turns out that (1.11) is equivalent to a Poincaré inequality (see (Poinc)), a pointwise upper bound of the jumping kernel, and (UJS).

In contrast to the symmetric case, for nonlocal operators associated with nonsymmetric forms, pointwise estimates have not yet been studied systematically. Some results have been obtained making use of a sector-type-condition. Well-posedness of the Dirichlet problem is proved in [FKV15]. In the present article and in [KW22] we provide Harnack inequalities and interior Hölder regularity estimates for nonlocal operators that contain a nonlocal drift term of lower order. These results can be regarded as nonlocal counterparts of the famous regularity results for local equations by Aronson-Serrin (see [AS67]) and Ladyzhenskaya-Solonnikov-Ural’tcova (see [LSU68]) in the linear case. Hölder estimates for kinetic integro-differential equations including certain nonlocal operators with nonsymmetric jumping kernels are established in [IS20] using an adaptation of the De Giorgi iteration. The class of nonsymmetric kernels in their work does not contain the class of kernels in our work, and vice versa.

Note that, as an application of the regularity estimates in [KW22], it is possible to establish Markov chain approximation results for diffusion processes with drift terms, but also for certain nonsymmetric jump processes (see [Wei22]). In light of [CKW20] and [GHH18], we consider it an interesting problem to establish heat kernel estimates for nonlocal operators associated
with nonsymmetric forms, and to investigate their stability on general doubling metric measure spaces, as well as their connection to Harnack inequalities.

1.3. Outline. This article is structured as follows: In Section 2 we state and discuss our assumptions and the notion of a weak solution to (PDE) and (PDE). A Caccioppoli-type estimate for nonsymmetric forms and an a priori $L^\infty - L^2$-estimate involving the nonlocal tail is proved in Section 3 using a nonsymmetric version of the De Giorgi iteration. An analogous result is established in Section 4 using a nonlocal adaptation of the Moser iteration technique for large positive exponents. Note that Section 3 and Section 4 are fully independent of one another. In Section 5 we establish an upper bound for the nonlocal tails of supersolution to (PDE) and (PDE). Our two main results Theorem 1.1 and Theorem 1.4 are proved in Section 6.

2. Preliminaries

In this section we state and discuss the assumptions in our main results (see Subsection 2.1). Moreover, we provide the notion of a (super/sub)solution to (PDE) and (PDE), as well as the corresponding stationary equations (ell-PDE) and (ell-PDE) (see Subsection 2.2). Another goal of this section is to introduce nonlocal tail terms which suit the class of nonsymmetric operators under consideration and are designed in such a way that they are compatible with the iteration techniques carried out in the remainder of this article (see Subsection 2.3).

We introduce the following notation: Given a set $M \subset \mathbb{R}^d \times \mathbb{R}^d$, we write

$$\mathcal{E}_M(u, v) := \int \int_M (u(x) - u(y))v(x)K(x, y)dx dy.$$ 

Analogously, we define $\mathcal{E}_M^K$, $\mathcal{E}_M^{K_a}$. If $M := B_r \times B_r$ for a ball $B_r \subset \mathbb{R}^d$, we write $\mathcal{E}_{B_r} = \mathcal{E}_{B_r \times B_r}$.

2.1. Discussion of main assumptions. In this section, we list and discuss the assumptions which are imposed on the jumping kernels $K$ in the course of this article. Except for (UJS), all other assumptions have already been discussed in detail in [KW22].

First, we assume throughout this article that $K_s$ satisfies the Lévy-integrability condition

$$\left( x \mapsto \int_{\mathbb{R}^d} (|x - y|^2 \wedge 1) K_s(x, y)dy \right) \in L^1_{\text{loc}}(\mathbb{R}^d).$$  \hspace{1cm} (2.1)

In the following, let $\Omega \subset \mathbb{R}^d$ be an open set. Let us now fix $\alpha \in (0, 2)$ and $\theta \in [\frac{d}{\alpha}, \infty]$. The first two assumptions were introduced and discussed in [KW22].

Assumption (K1). Let $J : \mathbb{R}^d \times \mathbb{R}^d \to [0, \infty]$ be a symmetric jumping kernel satisfying (Cutoff) and let $\theta \in [\frac{d}{\alpha}, \infty]$.

- $K$ satisfies (K1_{loc}) if there is $C > 0$ such that for every ball $B_{2r} \subset \Omega$ with $r \leq 1$:

  $$\left\| \int_{B_{2r}} \frac{|K_s(x, y)|^2}{J(\cdot, y)} dy \right\|_{L^\theta(B_{2r})} \leq C, \quad \mathcal{E}_{B_{2r}}^J(v, v) \leq C \mathcal{E}_{B_{2r}}^{K_s}(v, v), \forall v \in L^2(B_{2r}).$$  \hspace{1cm} (K1_{loc})

- $K$ satisfies (K1_{glob}) if there is $C > 0$ such that for every ball $B_{2r} \subset \Omega$ with $r \leq 1$:

  $$\left\| \int_{\mathbb{R}^d} \frac{|K_s(x, y)|^2}{J(\cdot, y)} dy \right\|_{L^\theta(\mathbb{R}^d)} \leq C, \quad \mathcal{E}_{B_{2r}}^J(v, v) \leq C \mathcal{E}_{B_{2r}}^{K_s}(v, v), \forall v \in L^2(B_{2r}).$$  \hspace{1cm} (K1_{glob})
Assumption (K2). There exist $C > 0$, $D < 1$ and a symmetric jumping kernel $j$ such that for every ball $B_{2r} \subset \Omega$ with $r \leq 1$ and every $v \in L^2(B_{2r})$ with $\mathcal{E}^{K_s}_{B_{2r}}(v, v) < \infty$:

$$K(x, y) \geq (1 - D)j(x, y), \quad \forall x, y \in B_{2r}, \quad \mathcal{E}^{K_s}_{B_{2r}}(v, v) \leq C\mathcal{E}^{K_s}_{B_{2r}}(v, v). \quad \text{(K2)}$$

Remark 2.1. (i) (K1_{loc}) ensures that the quantities in (2.6) and (PDE) are well-defined (see Lemma 2.9) and simultaneously determines $\mathcal{E}^{K_s}$ to be a term of lower order. It gives rise to a nonlocal drift, analogous to (b, \nabla u), where $b \in L^{2b}(\mathbb{R}^d)$ with $\theta \in \left[\frac{d}{\alpha}, \infty\right]$. (ii) (K2) is only needed in the proof of the weak Harnack inequality (see Theorem 6.3). It ensures that the symmetric kernel $K_s - [K_n]$ is locally coercive with respect to $\mathcal{E}^{K_s}$. (iii) For a detailed discussion of (K1_{loc}) and (K2) including their redundancy, we refer the reader to [KW22]. (K1_{loc}) and (K2) are verified for the examples $K_1$, $K_2$ and $K_3$ from above in Section 8 in [KW22]. (iv) In the simplest case, (K1_{loc}) (and (K1_{glob})) and (K2) hold true with $J = j = K_s$. However, allowing for general symmetric kernels $J, j$ significantly increases the class of admissible operators.

The following two assumptions on $K$ only depend on the symmetric part. They are standard in the regularity for nonlocal operators associated with symmetric forms.

Assumption (Cutoff). There exists $c > 0$ such that for every $0 < \rho \leq r \leq 1$, $z \in \Omega$ such that $B_{r+\rho}(z) \subset \Omega$ there is a radially decreasing function $\tau = \tau_{z, r, \rho}$ centered at $z \in \mathbb{R}^d$ with $\text{supp}(\tau) \subset B_{r+\rho}(z)$, $0 \leq \tau \leq 1$, $\tau \equiv 1$ on $B_r(z)$ and $|\nabla \tau| \leq \frac{3}{2}\rho^{-1}$

$$\sup_{x \in B_{r+\rho}(z)} \Gamma^{K_s}(\tau, \tau)(x) \leq c\rho^{-\alpha}, \quad \text{(Cutoff)}$$

where $\Gamma^{K_s}(\tau, \tau)(x) := \int_{\mathbb{R}^d}(\tau(x) - \tau(y))^2K_s(x, y)dy$ is the carré du champ associated with $\mathcal{E}^{K_s}$.

Assumption ($\mathcal{E}_\geq$). There exists $c > 0$ such that for every ball $B_{2r} \subset \Omega$ and every $v \in L^2(B_{2r})$:

$$\mathcal{E}^{K_s}_{B_{2r}}(v, v) \geq c|u|^2_{H^{\frac{d}{2}}(B_{2r})}. \quad \text{($\mathcal{E}_\geq$)}$$

Remark 2.2. (i) A sufficient condition for (Cutoff) to hold true for every $\tau_{z, r, \rho}$ is (see [KW22]): There is $c > 0$ such that for every $0 < \zeta \leq \rho \leq r \leq 1$, $z \in \mathbb{R}^d$ with $B_{r+\rho}(z) \subset \Omega$:

$$\sup_{x \in B_{r+\rho}(z)} \left(\int_{\mathbb{R}^d \setminus B_r(z)} K_s(x, y)dy\right) \leq c\zeta^{-\alpha}. \quad \text{(2.2)}$$

(ii) ($\mathcal{E}_\geq$) is a classical coercivity condition on $K_s$. It is significantly weaker than a pointwise lower bound of the form $K_s(x, y) \geq c|x - y|^{-d - \alpha}$ since it allows for non fully supported kernels such as $K_3$ (see (1.5)).

(iii) Under ($\mathcal{E}_\geq$), we have the following Poincaré – and Sobolev inequality: There is $c > 0$ such that for every ball $B_{r+\rho} \subset \Omega$ with $0 < \rho \leq r \leq 1$ and $v \in L^2(B_{r+\rho})$

$$\|v^2\|_{L^{\frac{2d}{d-\alpha}}(B_r)} \leq c\mathcal{E}^{K_s}_{B_{r+\rho}}(v, v) + c\rho^{-\alpha}\|v^2\|_{L^1(B_{r+\rho})}, \quad \text{(Sob)}$$

$$\int_{B_r} (v(x) - [v]_{B_r})^2 dx \leq cr^\alpha \mathcal{E}^{K_s}_{B_r}(v, v), \quad \text{(Poinc)}$$

where $[v]_{B_r} = \frac{1}{|B_r|} \int_{B_r} v(x)dx$. (Poinc) is not explicitly needed in any of the proofs of this article. Nevertheless it is required for Theorem 6.3 to hold and therefore appears in the assumptions of our main result Theorem 1.1.
The following assumption did not appear in [KW22] and is designed to estimate nonlocal tails of supersolutions to (PDE) from above. It is required for the proof of the Harnack inequality.

**Assumption (UJS).**  
- $K$ satisfies (UJS) if there exists $c > 0$ such that for every $x, y \in \mathbb{R}^d$ and every $r \leq \left( \frac{1}{4} \wedge \frac{|x-y|}{4} \right)$ with $B_r(x) \subset \Omega$ it holds
  \[ K(x, y) \leq c \int_{B_r(x)} K(z, y)dz. \]  
- $K$ satisfies $(\overline{UJS})$ if there exists $c > 0$ such that for every $x, y \in \mathbb{R}^d$ and every $r \leq \left( \frac{1}{4} \wedge \frac{|x-y|}{4} \right)$ with $B_r(x) \subset \Omega$ it holds
  \[ K(y, x) \leq c \int_{B_r(x)} K(y, z)dz. \]

**Remark 2.3.**  
(i) If $K$ satisfies both conditions, $(\overline{UJS})$ and (UJS), then $K_s$ satisfies (UJS).
(ii) Also for symmetric kernels the conditions (Cutoff), (Poinc), (Sob) are known to be insufficient for a Harnack inequality to hold (see [BS05]).
(iii) Analogs to (UJS) for symmetric jumping kernels appeared in [Sch20] and [CKW20]. A pointwise version of (UJS) was considered in [BK05].

**Remark 2.4.**  
(i) (UJS) clearly holds if $K(x, y)$ is pointwise comparable to $|x - y|^{-d-\alpha}$ for every $x, y \in \mathbb{R}^d$. However, (UJS) neither implies nor is implied by $(S_\geq)$.
(ii) Assume a global version of (K2), namely
  \[ |K_s(x, y)| \leq D K_s(x, y), \quad \forall x \in \Omega, y \in \mathbb{R}^d. \]  
Then, $(1 - D)K_s \leq K \leq 2K_s$ and therefore (UJS) is equivalent to
  \[ K_s(x, y) \leq c \int_{B_r(x)} K_s(z, y)dz \]
for $x, y \in \mathbb{R}^d$ with $r \leq \left( \frac{1}{4} \wedge \frac{|x-y|}{4} \right)$, $B_r(x) \subset \Omega$, i.e., it remains to verify (UJS) for $K_s$.
(iii) In [Sch20] it was proved that kernels of the form
  \[ K_s(x, y) = 1_S(x - y)|x - y|^{-d-\alpha} \]
satisfy (UJS) if $S = -S$ and there exists $c > 0$ such that for every $x \in S$, $r \leq \left( \frac{|x|}{4} \wedge \frac{1}{4} \right)$ it holds that $|B_r(x)| \leq c|B_r(x) \cap S|$.

We provide sufficient conditions for (UJS) to hold true for the examples $K_1, K_2, K_3$ in (1.3), (1.4) and (1.5).

**Example 2.5.**  
(i) Let $K_1(x, y) = g(x, y)|x - y|^{-d-\alpha} $ be as in (1.3). It was shown in [KW22] that (2.3) holds true for $K$ with $D = \frac{\Lambda - \Lambda}{\Lambda + \Lambda} < 1$. As
  \[ 2K_s(x, y) = (g(x, y) + g(y, x))|x - y|^{-d-\alpha}, \]
it follows that (UJS) holds true for $K$.
(ii) Let $K_2$ be as in (1.4). Then, the antisymmetric part of $K_2$ is given by
  \[ K_s(x, y) = (V(x) - V(y))1_{\{|x-y| \leq L\}}(x, y)|x - y|^{-d-\alpha} \leq K_s(x, y) = |x - y|^{-d-\alpha}. \]
Therefore, (UJS) holds true if there exists \( c > 0 \) such that for every \( x, y \in \mathbb{R}^d \) and \( r \leq \left( \frac{|x-y|}{3} \wedge \frac{4}{3} \right) \) with \( B_r(x) \subset \Omega \):

\[
1 + (V(x) - V(y))1_{|x-y| \leq L} \leq c \int_{B_r(x)} 1 + (V(z) - V(y))1_{|z-y| \leq L} \, dz. \tag{2.4}
\]

(iii) We claim that (UJS) holds true for \( K_3 \). Let us prove the following more general statement: Let \( S \subset \mathbb{R}^d \) with \( 0 \in S \) and \( c > 0 \) such that for every \( x \in S \) and \( r < \frac{1}{4} \) it holds \( |S \cap B_r(x)| > c \). Then, \( K(x, y) = 1_S(x - y)|x - y|^{-d-\alpha} \) satisfies (UJS) and \((UJS)\).

In fact it suffices to prove that

\[
1_S(x - y) \leq c \int_{B_r(x)} 1_S(z - y) \, dz \tag{2.5}
\]

in order to deduce (UJS). Note that \((UJS)\) follows by consideration of \(-S\). We compute

\[
1_S(x - y) \leq c \frac{|B_r(x - y) \cap S|}{r^d} = c \frac{|B_r(x) \cap (y + S)|}{r^d} = c \int_{B_r(x)} 1_S(z - y) \, dz.
\]

Finally, we introduce the assumption of an upper bound of the jumping kernel which will be used only to prove an \( L^\infty - L^2 + \text{Tail-estimate} \) (see Theorem 3.6) and is not required for the proof of the main theorems. However it follows from (UJS) and (Cutoff).

**Assumption** (\( K_{\text{loc}}^\leq \)). There exists \( c > 0 \) such that for every ball \( B_{2r} \subset \Omega \) with \( r \leq 1 \) and every \( x, y \in B_{2r} \):

\[
K(x, y) \leq c|x - y|^{-d-\alpha}. \quad (K_{\text{loc}}^\leq)
\]

**Remark 2.6.** Note that \((K_{\text{loc}}^\leq)\) follows from (UJS) and (Cutoff). Indeed, for any \( x, y \in \mathbb{R}^d \) with \( |x - y| \leq 4 \) and \( r = \frac{|x-y|}{16} \leq \left( \frac{1}{4} \wedge \frac{|x-y|}{4} \right) \) it holds \( B_r(x) \subset B_r(y) \) and therefore

\[
K(x, y) \leq c_1 \int_{B_r(x)} K(z, y) \, dz \leq c_2 r^{-d} \int_{B_r(y)} K(z, y) \, dz \leq c_3 r^{-d-\alpha} \leq c_4 |x - y|^{-d-\alpha}
\]

for some constants \( c_1, c_2, c_3, c_4 > 0 \).

### 2.2. Weak solution concept.

We introduce the following function spaces for \( \Omega \subset \mathbb{R}^d \)

\[
V(\Omega; \mathbb{R}^d) = \left\{ v : \mathbb{R}^d \to \mathbb{R} : v \mid_{\Omega} \in L^2(\Omega) : (v(x) - v(y))K_s^{1/2}(x, y) \in L^2(\Omega \times \mathbb{R}^d) \right\},
\]

\[
H_{\Omega}(\mathbb{R}^d) = \left\{ v \in V(\mathbb{R}^d; \mathbb{R}^d) : v = 0 \text{ on } \mathbb{R}^d \setminus \Omega \right\}
\]

equipped with

\[
\|v\|^2_{V(\Omega; \mathbb{R}^d)} = \|v\|^2_{L^2(\Omega)} + \int_{\Omega} \int_{\mathbb{R}^d} (v(x) - v(y))^2 K_s(x, y) \, dy \, dx,
\]

\[
\|v\|^2_{H_{\Omega}(\mathbb{R}^d)} = \|v\|^2_{L^2(\mathbb{R}^d)} + \mathcal{E}^{K_s}(v, v).
\]

We emphasize that both spaces are completely determined by the symmetric part of the jumping kernel \( K_s \). Moreover, for \( \alpha \in (0, 2) \), we define \( V^\alpha(\Omega; \mathbb{R}^d) \) and \( H_{\Omega}^\alpha(\mathbb{R}^d) \) as the corresponding function spaces associated with \( K_s(x, y) = |x - y|^{-d-\alpha} \).

We are ready to define the notion of a weak solution to (PDE) and (\(\widehat{\text{PDE}}\)).
Definition 2.7. Let $\Omega \subset \mathbb{R}^d$ be a bounded domain, $I \subset \mathbb{R}$ a finite interval and $f \in L^\infty(I \times \Omega)$.

(i) We say that $u \in L^2_{loc}(I; V(\Omega|\mathbb{R}^d))$ is a weak supersolution $u$ to (PDE) in $I \times \Omega$ if the weak $L^2(\Omega)$-derivative $\partial_t u$ exists, $\partial_t u \in L^1_{loc}(I; L^2(\Omega))$,

$$\langle \partial_t u(t), \phi \rangle + \mathcal{E}(u(t), \phi) \leq \langle f(t), \phi \rangle, \quad \forall t \in I, \forall \phi \in H_\Omega(\mathbb{R}^d) \text{ with } \phi \leq 0. \quad (2.6)$$

$u$ is called a weak subsolution if (2.6) holds true for every $\phi \geq 0$. $u$ is called a weak solution, if it is a supersolution and a subsolution.

(ii) We say that $u \in L^2_{loc}(I; V(\Omega|\mathbb{R}^d) \cap L^{2\theta}(\mathbb{R}^d))$ is a weak supersolution $u$ to (PDE) in $I \times \Omega$ if the weak $L^2(\Omega)$-derivative $\partial_t u$ satisfies the same properties as before and

$$\langle \partial_t u(t), \phi \rangle + \hat{\mathcal{E}}(u(t), \phi) \leq \langle f(t), \phi \rangle, \quad \forall t \in I, \forall \phi \in H_\Omega(\mathbb{R}^d) \text{ with } \phi \leq 0. \quad (2.7)$$

We call weak (sub)-solutions to (PDE) are defined in analogy with (i).

Next, we introduce the solution concept for stationary equations.

Definition 2.8. Let $\Omega \subset \mathbb{R}^d$ be a bounded domain and $f \in L^\infty(\Omega)$

(i) We say that $u \in V(\Omega|\mathbb{R}^d)$ is a weak supersolution $u$ to (ell-PDE) in $\Omega$ if

$$\mathcal{E}(u, \phi) \leq \langle f, \phi \rangle, \quad \forall \phi \in H_\Omega(\mathbb{R}^d) \text{ with } \phi \leq 0 \quad (2.7)$$

We call $u$ a weak subsolution if (2.7) holds true for every $\phi \geq 0$. $u$ is called a weak solution if $u$ is a supersolution and a subsolution.

(ii) We say that $u \in V(\Omega|\mathbb{R}^d) \cap L^{2\theta}(\mathbb{R}^d)$ is a weak supersolution $u$ to (ell-PDE) in $\Omega$ if

$$\hat{\mathcal{E}}(u, \phi) \leq \langle f, \phi \rangle, \quad \forall \phi \in H_\Omega(\mathbb{R}^d) \text{ with } \phi \leq 0. \quad (2.7)$$

(Sub)solutions to (ell-PDE) are defined in analogy with (i).

Let us point out that the solution concept also makes sense under much weaker assumptions on $u$ without any change in the proofs being needed (see [FK13]). In particular, one can drop the condition that the weak time derivative $\partial_t u$ exists.

We will only consider solutions on special time-space cylinders $I_R(t_0) \times B_{2R}R$, where $B_{2R} \subset \Omega$ is a ball, $I_R(t_0) = (t_0 - R^\alpha, t_0 + R^\alpha)$, $0 < R \leq 1$, $t_0 \in \mathbb{R}$. Moreover:

$$I_R(t_0) := (t_0 - R^\alpha, t_0), \quad I_R^2(t_0) := (t_0, t_0 + R^\alpha).$$

Recall the following lemma, which was proved in [KW22]. It ensures that the expressions in Definition 2.7 and Definition 2.8 are well-defined.

Lemma 2.9 (see Lemma 2.2 in [KW22]). Let $0 < \rho \leq r \leq 1, B_{2r} \subset \Omega$.

(i) Assume that one of the following is true:

- $(K1_{loc})$ holds true with $\theta = \infty$,
- $(K1_{loc})$ holds with $\theta \in \left[ \frac{d}{\alpha}, \infty \right)$ and (Sob) holds true.

Then $\mathcal{E}(u, \phi)$ is well-defined for $u \in V(B_{r + \rho}|\mathbb{R}^d)$, $\phi \in H_{B_{r + \rho}}(\mathbb{R}^d)$.

(ii) Assume that $(K1_{glob})$ holds true with $\theta \in \left[ \frac{d}{\alpha}, \infty \right]$.

Then $\hat{\mathcal{E}}(u, \phi)$ is well-defined for $u \in V(B_{r + \frac{\rho}{2}}|\mathbb{R}^d) \cap L^{2\theta}(\mathbb{R}^d)$ and $\phi \in H_{B_{r + \frac{\rho}{2}}}(\mathbb{R}^d)$.

The following lemma is of central importance in the proofs of the Caccioppoli estimates for nonsymmetric nonlocal operators. Note that the proof in the special case $\theta = \infty$ is trivial.
Lemma 2.10 (see Lemma 2.4 in [KW22]).

(i) Assume that \((K_{\text{loc}})\) holds true for some \(\theta \in \left[\frac{d}{\alpha}, \infty\right]\). Moreover, assume \((\text{Sob})\) if \(\theta < \infty\). Then, there exists \(c_1 > 0\) such that for every \(\delta > 0\) there is \(C(\delta) > 0\) such that for every \(v \in L^2(B_{r+\rho})\) with \(\text{supp}(v) \subset B_{r+\frac{\rho}{2}}\), and every ball \(B_{2r} \subset \Omega\) with \(0 < \rho \leq r \leq 1\) it holds

\[
\int_{B_{r+\rho}} v^2(x) \left( \int_{B_{r+\rho}} \frac{|K_u(x,y)|^2}{J(x,y)} \, dy \right) \, dx \leq \delta C_{Br+\rho}^K(v,v) + c_1(C(\delta) + \delta \rho^{-\alpha})\|v^2\|_{L^1(B_{r+\rho})}. \tag{2.8}
\]

Moreover, if \(\theta \in \left(\frac{d}{\alpha}, \infty\right]\), the constant \(C(\delta)\) has the following form:

\[
C(\delta) = \begin{cases} 
\|W\|_{L^\infty(B_{r+\rho})} & \text{, } \theta = \infty, \\
\frac{\delta^{\frac{1}{\theta}} - \delta^\frac{1}{\alpha}}{\delta^{\frac{1}{\theta}} - \theta^{\frac{1}{\alpha}}} \|W\|_{L^\theta(B_{r+\rho})} & \text{, } \theta \in \left(\frac{d}{\alpha}, \infty\right),
\end{cases}
\]

where \(W(x) := \int_{B_{r+\rho}} \frac{|K_u(x,y)|^2}{J(x,y)} \, dy\). \tag{2.9}

(ii) Assume that \((K_{\text{glob}})\) holds true for some \(\theta \in \left[\frac{d}{\alpha}, \infty\right]\). Moreover, assume \((\text{Sob})\) if \(\theta < \infty\). Then (2.8) and (2.9) hold true with \(\left(\int_{\mathbb{R}^d} \frac{|K_u(x,y)|^2}{J(x,y)} \, dy\right)\) instead of \(\left(\int_{B_{r+\rho}} \frac{|K_u(x,y)|^2}{J(x,y)} \, dy\right)\).

2.3. **Nonlocal tail terms.** Due to the nonlocality of the problems under consideration, certain nonlocal tail terms naturally enter the picture. For references concerning the treatment of tail terms in the study of symmetric nonlocal operators, we refer the reader to [DCKP14], [DCKP16], and [CKW20]. It is crucial for our analysis to make sure that the respective tail terms are finite for any weak solution under reasonable assumptions on \(K\) and that the tail terms are compatible with the iteration techniques carried out in the remainder of this article.

Given any ball \(B_{2r}(x_0) \subset \Omega\), a function \(v \in V(B_{2r}(x_0))\mathbb{R}^d\) and \(0 < r_1 < r_2 \leq 2r\) we define

\[
\text{Tail}_K(v, r_1, r_2, x_0) := \sup_{x \in B_{r_1}(x_0)} \int_{B_{r_2}(x_0)} \frac{|v(y)|}{|K(x,y)|} \, dy,
\]

\[
\text{Tail}_K(v, r_1, r_2, x_0) := \sup_{x \in B_{r_1}(x_0)} \int_{B_{r_2}(x_0)} |v(y)| K(y, x) \, dy.
\]

**Remark 2.11.**

(i) For \(0 < \rho_1 \leq r_1\) and \(0 < \rho_2 \leq r_2\): \(\text{Tail}_K(v, r_1, r_2) \leq \text{Tail}_K(v, r_1, \rho_2)\).

(ii) Note that \(\text{Tail}_K\) has been introduced in [Sch20] for symmetric kernels.

We would like to point out that \(\text{Tail}_K\) will naturally appear in the proofs of the Caccioppoli estimates in Section 3 and Section 4. However, it is not suitable for De Giorgi-type and Moser-type iteration arguments. Therefore, we introduce another nonlocal tail term defined as follows:

\[
\text{Tail}_{K,\alpha}(u, R, x_0) := R^{\alpha} \int_{B_{2R}(x_0) \setminus B_{R}(x_0)} \frac{|u(y)|}{|x_0 - y|^{d+\alpha}} \, dy + \sup_{x \in B_{2R}(x_0)} \int_{B_{2R}(x_0)} |u(y)| K(x, y) \, dy,
\]

\[
\text{Tail}_{K,\alpha}(u, R, x_0) := R^{\alpha} \int_{B_{2R}(x_0) \setminus B_{R}(x_0)} \frac{|u(y)|}{|x_0 - y|^{d+\alpha}} \, dy + \sup_{x \in B_{2R}(x_0)} \int_{B_{2R}(x_0)} |u(y)| K(x, y) \, dy.
\]

\(\text{Tail}_{K,\alpha}\) can be regarded as a hybrid between a tail term for general kernels introduced in [Sch20] and a tail term for rotationally symmetric kernels as in [DCKP16] and [CKW20].

The advantage of \(\text{Tail}_{K,\alpha}\) is that it fits the iteration schemes since for short connections, the weight is a radial function. Moreover, it still takes into account the correct decay of the jumping kernel \(K\) for long jumps, which might be of lower order due to the presence of a nonlocal drift term (see \(K_3\) in (1.5)). Since we do not want to impose any pointwise upper bound on \(K\) for long jumps, the second summand contains the supremum in \(x\).
We have the following connection between $\text{Tail}_{K}$ and $\text{Tail}_{K,\alpha}$:

**Lemma 2.12.** Assume $(K_{\text{loc}}^\leq)$. Let $0 < \rho \leq r \leq r+\rho \leq R \leq 1$, $x_0 \in \mathbb{R}^d$ and $v \in V(B_R(x_0)|\mathbb{R}^d)$. Then we have

\[
\text{Tail}_{K}(v, r, r + \rho, x_0) \leq c\rho^{-\alpha}\left(\frac{r + \rho}{\rho}\right)^d \text{Tail}_{K,\alpha}(u, R, x_0), \quad (2.10)
\]

\[
\text{Tail}_{K}(v, r, r + \rho, x_0) \leq c\rho^{-\alpha}\left(\frac{r + \rho}{\rho}\right)^d \text{Tail}_{K,\alpha}(u, R, x_0). \quad (2.11)
\]

*Proof.* We use that for $x \in B_r(x_0)$ and $y \in B_{r+\rho}(x_0)^c \cap B_{2R}(x_0)$, $z \in B_{r+\rho}(x_0)^c \cap B_{2R}(x_0)^c = B_{2R}(x_0)^c$

\[
|y - x_0| \leq \frac{r + \rho}{\rho} |y - x|, \quad |z - x_0| \leq 2|z - x|
\]

which implies upon $(K_{\text{loc}}^\leq)$ that for every $x \in B_r(x_0)$

\[
\int_{B_{r+\rho}(x_0)^c} v(y) K(x, y) dy \leq \int_{B_{r+\rho}(x_0)^c \cap B_{2R}(x_0)} v(y) K(x, y) dy + \int_{B_{2R}(x_0)^c} v(z) K(x, z) dz
\]

\[
\leq c_1 \left(\frac{r + \rho}{\rho}\right)^{d+\alpha} \int_{B_{r+\rho}(x_0)^c \cap B_{2R}(x_0)} v(y) |x_0 - y|^{-d-\alpha} dy + c_1 \int_{B_{2R}(x_0)^c} v(z) K(x, z) dz
\]

\[
\leq c_2 \rho^{-\alpha}\left(\frac{r + \rho}{\rho}\right)^d \text{Tail}_{K,\alpha}(v, R),
\]

where $c_1, c_2 > 0$. This proves (2.10), as desired. The proof of (2.11) works in the same way. \qed

Moreover, $\text{Tail}_{K,\alpha}(u, R, x_0)$ and $\text{Tail}_{K,\alpha}^\leq(u, R, x_0)$ are finite for any $u \in V(B_{2R}(x_0)|\mathbb{R}^d)$ under natural and nonrestrictive assumptions on $K$. This property is of some importance to us since it allows us to work with the natural function space $V(B_{2R}(x_0)|\mathbb{R}^d)$ associated with $K$.

**Lemma 2.13.** Assume (Cutoff) and $(E_\geq)$.

(i) If (UJS) holds true, then $\text{Tail}_{K,\alpha}(u, R, x_0) < \infty$ for every $u \in V(B_{2R}(x_0)|\mathbb{R}^d)$,

(ii) If (UJS) holds true, then $\text{Tail}_{K,\alpha}^\leq(u, R, x_0) < \infty$ for every $u \in V(B_{2R}(x_0)|\mathbb{R}^d)$.

*Proof.* We restrict ourselves to proving (i). The proof of (ii) follows via analogous arguments. By (Cutoff), it clearly suffices to prove that

\[
\int_{B_{2R}(x_0) \setminus B_{\frac{R}{2}}(x_0)} |u(y)|^2 |x_0 - y|^{-d-\alpha} dy + \sup_{x \in B_{\frac{R}{2}}(x_0)} \int_{B_{2R}(x_0)^c} |u(y)|^2 K(x, y) dy < \infty. \quad (2.12)
\]

We start by proving finiteness of the first summand. This can be achieved by the same argument as in the proof of Proposition 12 in [DK19]. We compute using that $|x - y| \leq 3|x_0 - y|$ for every $x \in B_{\frac{R}{2}}(x_0)$:

\[
\int_{B_{2R}(x_0) \setminus B_{\frac{R}{2}}(x_0)} |u(y)|^2 |x_0 - y|^{-d-\alpha} dy \leq 3 \int_{B_{2R}(x_0) \setminus B_{\frac{R}{2}}(x_0)} \int_{B_{\frac{R}{2}}(x_0)} |u(y)|^2 |x - y|^{-d-\alpha} dx dy
\]
\[
\leq c \int_{B_{2R}(x_0)} \int_{B_{\frac{r}{4}}(x_0)} |u(y) - u(x)|^2 |x - y|^{-d - \alpha} \, dx \, dy \\
+ c \int_{B_{\frac{r}{4}}(x_0)} |u(x)|^2 \left( \int_{B_{2R}(x_0) \setminus B_{\frac{r}{4}}(x_0)} |x - y|^{-d - \alpha} \, dy \right) \, dx \\
\leq c R^{-d} \mathcal{E}_{B_{2R}(x_0)}^\alpha (u, u) + c \int_{B_{\frac{r}{4}}(x_0)} |u(x)|^2 \left( \int_{B_{2R}(x_0)^c} |x - y|^{-d - \alpha} \, dy \right) \, dx \\
\leq c R^{-d} \mathcal{E}_{B_{2R}(x_0)}^\alpha (u, u) + c R^{-d - \alpha} \|u\|^2_{L^2(B_{\frac{r}{4}}(x_0))} < \infty.
\]

Finiteness of the quantity on the right follows from $\mathcal{E}_\geq$ and since $u \in V(B_{2R}(x_0) | \mathbb{R}^d)$.

For the second summand in (2.12), we estimate using (UJS) and (Cutoff) that for every $x \in B_{\frac{r}{4}}(x_0)$:

\[
\int_{B_{2R}(x_0)^c} |u(y)|^2 K(x, y) \, dy \leq \int_{B_{2R}(x_0)^c} \int_{B_{\frac{r}{4}}(x)} |u(y)|^2 K(z, y) \, dz \, dy \\
\leq c R^{-d} \int_{B_{2R}(x_0)^c} \int_{B_{2R}(x_0)} |u(y) - u(z)|^2 K_s(z, y) \, dz \, dy + 2 \int_{B_{\frac{r}{4}}(x)} |u(z)|^2 \left( \int_{B_{2R}(x_0)^c} K_s(z, y) \, dy \right) \, dz \\
\leq c R^{-d} [u]^2_{V(B_{2R}(x_0) | \mathbb{R}^d)} + c \int_{B_{\frac{r}{4}}(x)} |u(z)|^2 \left( \int_{B_{\frac{r}{4}}(x)^c} K_s(z, y) \, dy \right) \, dz \\
\leq c R^{-d} [u]^2_{V(B_{2R}(x_0) | \mathbb{R}^d)} + c R^{-d - \alpha} \|u\|^2_{L^2(B_{\frac{r}{4}}(x_0))} < \infty.
\]

Here we used that $B_{\frac{r}{4}}(x) \subset B_{2R}(x_0)$ for every $x \in B_{\frac{r}{4}}(x_0)$.

**Remark 2.14.** Note that (UJS) and (UJS) are not necessary for $\text{Tail}_{K,\alpha}(u, R, x_0)$ and $\text{Tail}_{K,\alpha}(u, R, x_0)$ to be finite, respectively. Consider for example a jumping kernel $K$ whose symmetric part satisfies global versions of $(\mathcal{E}_>)$, $(K^\leq_{loc})$, namely

\[
\mathcal{E}^{K^\leq}(u, u) \geq c [u]_{H^{2/2}(B_r)}, \quad \forall v \in L^2(B_r), \quad r > 0, \quad K(x, y) \leq c |x - y|^{-d - \alpha}, \quad \forall x, y \in \mathbb{R}^d,
\]

then we have that $V(B_{2R} | \mathbb{R}^d) = V^\alpha(B_{2R} | \mathbb{R}^d)$. Therefore,

\[
\text{Tail}_{K,\alpha}(u, R, x_0) \leq c \text{Tail}_{\alpha}(u, R, x_0) = R^\alpha \int_{B_{\frac{r}{4}}(x_0)} |u(y)||x_0 - y|^{-d - \alpha} \, dy < \infty, \quad \forall u \in V(B_{2R} | \mathbb{R}^d).
\]

**Remark 2.15.**

(i) Later, we will require finiteness of $\text{Tail}_{K,\alpha}(u, R, x_0)$ and $\text{Tail}_{K,\alpha}(u, R, x_0)$ in order to deduce local boundedness of weak solutions to (ell-PDE) and (ell-PDE) from Theorem 3.6 and Theorem 4.8, respectively. The above lemma shows that under the natural assumptions (Cutoff), $(\mathcal{E}_>)$ and (UJS), finiteness of the tail terms for weak solutions follows already from the solution concept.

(ii) For parabolic equations, the aforementioned assumptions merely imply finiteness of $\text{Tail}_{K,\alpha}(u(t), R, x_0)$ and $\text{Tail}_{K,\alpha}(u(t), R, x_0)$ for a.e. $t$, but do not yield a uniform upper bound in $t$.

(iii) Since parabolic tails of the form $\sup_{t \in I} \text{Tail}_K(u(t), r, r+\rho, x_0)$ and $\sup_{t \in I} \text{Tail}_K(u(t), r, r+\rho, x_0)$ naturally appear in the analysis of solutions to (PDE) and (PDE), respectively,
it is an important research question to investigate these quantities and to derive suitable estimates. First results have been obtained in [Str19b], where an estimate for \( \sup_{t \in I} \text{Tail}_K(u(t), r, r + \rho, x_0) \) is derived for global solutions \( u \) to (PDE) in the symmetric case under pointwise bounds for \( K \). Another attempt has been made in [Kim19] for solutions to a parabolic boundary value problem with given continuous, bounded data. However, the proof of Lemma 5.3 in [Kim19] is not complete.

3. Local boundedness via De Giorgi iteration

The goal of this section is to prove that the supremum of a weak subsolution \( u \) to (PDE), or to (PDE), can locally be estimated from above by the \( L^2 \)-norm of \( u \) and a nonlocal tail term (see Theorem 3.6). Under the assumption that the tail term is finite, this result is the key to proving the Harnack inequality. The strategy of proof is based on the De Giorgi iteration for nonlocal operators, as it was adopted in [DCKP14], [DCKP16] and [Coz17].

3.1. Caccioppoli estimates. In this section nonlocal Caccioppoli estimates are established. They are derived by testing the weak formulation of (PDE), or of (PDE), with a test function of the form \( \tau^2(u - k)_+ \). The lack of symmetry of the jumping kernel \( K \) calls for a refinement of the existing proofs for symmetric operators. The main technical ingredient is Lemma 2.10. Such estimates will be used in Subsection 3.2 to set up a De Giorgi-type iteration scheme which allows us to prove Theorem 3.6.

The following lemma can be regarded as a generalization of Proposition 8.5 in [Coz17] to nonsymmetric jumping kernels.

**Lemma 3.1.** Assume that \( (K1_{loc}) \), and (Cutoff) hold true for some \( \theta \in \left[ \frac{d}{a}, \infty \right) \). Moreover, assume (Sob) if \( \theta < \infty \). Then there exist \( c_1, c_2 > 1 \) such that for every \( 0 < \rho \leq r \leq 1 \), every \( l \in \mathbb{R} \), and every function \( u \in V(B_{r+\rho}[\mathbb{R}^d]) \) it holds

\[
\mathcal{E}_{B_{r+\rho}}^{K_s}(\tau w_+, \tau w_+) - \mathcal{E}_{B_{r+\rho}}(w_-, \tau w_+) \leq c_1 \mathcal{E}(u, \tau^2 w_+) + c_2 \rho^{-\alpha} \|w_+\|_{L^1(B_{r+\rho})}^2 + c_2\|w_+\|_{L^1(B_{r+\rho})} \text{Tail}_K(w_+, r + \frac{\rho}{2}, r + \rho),
\]

where \( B_{2r} \subset \Omega, w = u - l, \tau = \tau_{\frac{r}{2}} \).

**Proof.** Step 1: We claim that there exists a constant \( c > 0 \) such that

\[
\mathcal{E}_{B_{r+\rho}}^{K_s}(\tau w_+, \tau w_+) - \mathcal{E}_{B_{r+\rho}}(w_-, \tau w_+) \leq \mathcal{E}_{B_{r+\rho}}^{K_s}(u, \tau^2 w_+) + c \rho^{-\alpha} \|w_+\|_{L^1(B_{r+\rho})}^2.
\]

Observe that by the following algebraic identities,

\[
a - b = ((a - l)_+ - (b - l)_+) - ((a - l)_- - (b - l)_-) = (w_1 - w_2)(\tau_1 w_1 - \tau_2 w_2) = (\tau_1 w_1 - \tau_2 w_2)^2 - w_1 w_2(\tau_1 - \tau_2)^2,
\]

we have that

\[
\mathcal{E}_{B_{r+\rho}}(u, \tau^2 w_+) = \mathcal{E}_{B_{r+\rho}}^{K_s}(u, \tau^2 w_+) \quad \text{and} \quad \int_{B_{r+\rho}} \int_{B_{r+\rho}} \int_{B_{r+\rho}} w_1(x)w_2(y)(\tau(x) - \tau(y))^2 K_s(x, y) dy dx.
\]

Thus, (3.2) follows immediately from (Cutoff).

Step 2: For every \( \delta > 0 \) there exists \( c > 0 \) such that

\[
\mathcal{E}_{B_{r+\rho}}^{K_s}(u, \tau^2 w_+) \geq -\mathcal{E}_{B_{r+\rho}}^{K_s}(w_-, \tau^2 w_+) - \delta \mathcal{E}_{B_{r+\rho}}^{K_s}(\tau w_+, \tau w_+) - c \rho^{-\alpha} \|w_+\|_{L^1(B_{r+\rho})}^2.
\]
For the proof, we first observe the following algebraic identity:
\[(w_1 - w_2)(\tau_1 w_1 + \tau_2 w_2) = (\tau_1^2 w_1^2 - \tau_2^2 w_2^2) + w_1 w_2(\tau_2^2 - \tau_1^2).\]

Thus, we obtain
\[
\mathcal{E}_{B_{r+\rho}}^{K_a}(u, \tau^2 w_+) = -\mathcal{E}_{B_{r+\rho}}^{K_a}(w_-, \tau^2 w_+) + \int_{B_{r+\rho}} \int_{B_{r+\rho}} (\tau^2 w_+^2(x) - \tau^2 w_+^2(y))K_a(x, y)dydx
+ \int_{B_{r+\rho}} \int_{B_{r+\rho}} w_+(x)w_+(y)(\tau^2(y) - \tau^2(x))K_a(x, y)dydx =: I_1 + I_2 + I_3.
\]

For \(I_2\), we estimate using (K1loc) and (2.8)
\[
I_2 \geq -\delta \mathcal{E}_{B_{r+\rho}}^{K_a}(\tau w_+, \tau w_+) - c\int_{B_{r+\rho}} \tau^2(x)w_+^2(x) \left(\int_{B_{r+\rho}} \frac{|K_a(x, y)|^2}{J(x, y)}dy\right)dx
\geq -\delta \mathcal{E}_{B_{r+\rho}}^{K_a}(\tau w_+, \tau w_+) - c\rho^{-\alpha}||w_+^2||_{L^1(B_{r+\rho})}.
\]

For \(I_3\), we proceed as follows, using that by the following standard estimate
\[
(\tau^2(x) - \tau^2(y)) \leq 2(\tau(x) - \tau(y))^2 + 2(\tau(x) - \tau(y))(\tau(x) \wedge \tau(y)),
\]
and (1.2), (Cutoff) and (K1loc):
\[
I_3 \geq -2\int_{B_{r+\rho}} \int_{B_{r+\rho}} (w_+^2(x) \vee w_+^2(y))(\tau(x) - \tau(y))^2K_s(x, y)dydx
- 2\int_{B_{r+\rho}} \int_{B_{r+\rho}} (w_+^2(x) \vee w_+^2(y))(\tau(x) \wedge \tau(y))(\tau(x) - \tau(y)||K_a(x, y)||dydx
\geq -c\rho^{-\alpha}||w_+^2||_{L^1(B_{r+\rho})} - \int_{B_{r+\rho}} \tau^2(x)w_+^2(x) \left(\int_{B_{r+\rho}} \frac{|K_a(x, y)|^2}{J(x, y)}dy\right)dx
\geq -c\rho^{-\alpha}||w_+^2||_{L^1(B_{r+\rho})} - \delta \mathcal{E}_{B_{r+\rho}}^{K_a}(\tau w_+, \tau w_+).
\]

This proves (3.3).

Step 3: Next, let us demonstrate how to prove
\[
-\mathcal{E}_{(B_{r+\rho} \times B_{r+\rho})^c}(u, \tau^2 w_+) \leq 2 \left(\int_{B_{r+\rho}} w_+(x)dx\right) \text{Tail}_K(w_+, r + \frac{\rho}{2}, r + \rho). \tag{3.5}
\]

We estimate
\[
-\mathcal{E}_{(B_{r+\rho} \times B_{r+\rho})^c}(u, \tau^2 w_+) = 2\int_{B_{r+\rho}^c} \int_{B_{r+\rho}^c} (u(y) - u(x))\tau^2 w_+(x)K(x, y)dydx
\leq 2\int_{B_{r+\rho}^c} \int_{B_{r+\rho}^c} (u(y) - u(x)) \tau^2 w_+(x)K(x, y)dydx
\leq 2\int_{B_{r+\rho}^c} \int_{B_{r+\rho}^c} (u(y) - u) \tau^2 w_+(x)K(x, y)dydx
\leq 2\int_{B_{r+\rho}^c} w_+(x) \sup_{z \in B_{r+\rho}^c} \left(\int_{B_{r+\rho}^c} w_+(y)K(z, y)dy\right) dx,
\]
where we used that \(K\) is nonnegative and that \(\tau \equiv 0\) in \(B_{r+\rho}^c\).
Step 4: We will now combine (3.2), (3.3) and (3.5). Observe:
\[ \mathcal{E}_{B_{r+\rho}}^{K_s}(u, \tau^2 w_+) = \mathcal{E}(u, \tau^2 w_+) - \mathcal{E}_{B_{r+\rho}}^{K_s}(u, \tau^2 w_+) - \mathcal{E}(B_{r+\rho} \times B_{r+\rho})^c(u, \tau^2 w_+) \]

Altogether, we immediately obtain the desired result by choosing \( \delta > 0 \) from Step 2

Note that \(-\mathcal{E}_{B_{r+\rho}}(w_-, \tau^2 w_+) \geq 0 \) since \( K \geq 0 \). Thus, we have the following corollary of Lemma 3.1:

**Corollary 3.2.** Assume that \((K_{1,\infty})\) and \((\text{Cutoff})\) hold true for some \( \theta \in [\frac{1}{2}, \infty] \). Moreover, assume \((\text{Sob})\) if \( \theta < \infty \). Then there exist \( c_1, c_2 > 0 \) such that for every \( 0 < \rho \leq r \leq 1 \), every \( l \in \mathbb{R} \), and every function \( u \in V(B_{r+\rho})\mathbb{R}^d \) it holds
\[
\mathcal{E}_{B_{r+\rho}}^{K_s}(\tau w_+, \tau w_+) \leq c_1 \mathcal{E}(u, \tau^2 w_+) + c_2 \rho^{-\alpha} \|w_+^2\|_{L^1(B_{r+\rho})} + c_2 \|w_+\|_{L^1(B_{r+\rho})} \text{Tail}_K(w_+, r + \frac{\rho}{2} r + \rho),
\]

where \( B_{2r} \subset \Omega, w = u - l \) and \( \tau = \tau_{\rho, \frac{\rho}{2}} \).

**Remark 3.3.** Let us point out that both Caccioppoli-type inequalities (3.1) and (3.6) appear in the literature for symmetric jumping kernels. (3.1) was introduced in [Coz17] (see also [CCV11], [Coz19]) and is used to prove Hölder estimates for small \( \alpha \). For our purposes, (3.6) is sufficient.

Next, we present a Caccioppoli inequality that is tailored to subsolutions to \((\text{PDE})\). Note that due to the different shape of the bilinear form, we obtain an additional summand on the right hand side of the estimate.

**Lemma 3.4.** Assume that \((K_{1,\infty})\), and \((\text{Cutoff})\) hold true for some \( \theta \in [\frac{1}{2}, \infty] \). Moreover, assume \((\text{Sob})\) if \( \theta < \infty \). Then there exist \( c_1, c_2 > 1 \) such that for every \( 0 < \rho \leq r \leq 1 \), every \( l \in \mathbb{R} \), and every function \( u \in V(B_{r+\rho})\mathbb{R}^d \) it holds
\[
\mathcal{E}_{B_{r+\rho}}^{K_s}(\tau w_+, \tau w_+) - \mathcal{E}_{B_{r+\rho}}(w_-, \tau w_+) \leq c_1 \mathcal{E}(u, \tau^2 w_+) + c_2 \rho^{-\alpha} \|w_+^2\|_{L^1(B_{r+\rho})} + c_2 \|w_+\|_{L^1(B_{r+\rho})} \text{Tail}_K(u, r + \frac{\rho}{2} r + \rho),
\]

where \( B_{2r} \subset \Omega, w = u - l, \tau = \tau_{\rho, \frac{\rho}{2}} \) and \( A(l, r + \rho) = \{ x \in B_{r+\rho} : w_+ > 0 \} \).

**Proof.** The proof follows the structure from the proof of Lemma 3.1.

**Step 1:** As before, there exists a constant \( c > 0 \) such that
\[
\mathcal{E}_{B_{r+\rho}}(\tau w_+, \tau w_+) - \mathcal{E}_{B_{r+\rho}}^c(u, \tau^2 w_+) \leq \mathcal{E}_{B_{r+\rho}}^c(u, \tau^2 w_+) + c \rho^{-\alpha} \|w_+^2\|_{L^1(B_{r+\rho})}. \tag{3.8}
\]

**Step 2:** We claim that for every \( \delta > 0 \) there exists \( c > 0 \) such that
\[
\mathcal{E}_{B_{r+\rho}}^{K_s}(u, \tau^2 w_+) \geq -\mathcal{E}_{B_{r+\rho}}^{K_s}(w_-, \tau^2 w_+) - \delta \mathcal{E}_{B_{r+\rho}}^{K_s}(\tau w_+, \tau w_+) - c \rho^{-\alpha} \|w_+^2\|_{L^1(B_{r+\rho})} - c \delta^2 \rho^{-\alpha} \left[ A(l, r + \rho) \left( \frac{A(l, r + \rho)}{|B_{r+\rho}|} \right)^{1/\theta} \right]. \tag{3.9}
\]

This is the main part of the proof and it differs from Step 2 in Lemma 3.1. First, we observe:
\[
\mathcal{E}_{B_{r+\rho}}^{K_s}(u, \tau^2 w_+) = \mathcal{E}_{B_{r+\rho}}^{K_s}(\tau^2 w_+, u) = -\mathcal{E}_{B_{r+\rho}}^{K_s}(\tau^2 w_+, w_-) + \mathcal{E}_{B_{r+\rho}}^{K_s}(\tau^2 w_+, w_+) + \mathcal{E}_{B_{r+\rho}}^{K_s}(\tau^2 w_+, l).
\]


To estimate the second term, observe
\[
(\tau_1^2 w_1 - \tau_2^2 w_2)(w_1 + w_2) = (\tau_1^2 w_1^2 - \tau_2^2 w_2^2) + w_1 w_2(\tau_1^2 - \tau_2^2).
\]
Thus, we note that for every \( \delta > 0 \) there exists \( c > 0 \) such that:
\[
\mathcal{E}^K_{B \times \rho}(\tau^2 w_+, w_+) = \int_{B \times \rho} \int_{B \times \rho} (\tau^2 w_+ - \tau^2 w_\rho(y))K_a(x, y) dy dx
+ \int_{B \times \rho} \int_{B \times \rho} \tau_+ w_+(y)(\tau_+ - \tau^2)K_a(x, y) dy dx
\geq -\delta \mathcal{E}^K_{B \times \rho} (\tau w_+, \tau w_+) - c\rho^{-\alpha}\|w_\rho\|^2_{L^1(B \times \rho)}.
\]
The estimate in the last step works exactly like in the estimation of the quantities \( I_2, I_3 \) in the proof of Lemma 3.1.

The estimate of the remaining term \( \mathcal{E}^K_{B \times \rho}(\tau^2 w_+, l) \) goes as follows:
\[
\mathcal{E}^K_{B \times \rho}(\tau^2 w_+, l) = 2I \int_{B \times \rho} \int_{B \times \rho} (\tau^2 w_+ - \tau^2 w_\rho(y))K_a(x, y) dy dx
= 2I \int_{B \times \rho} \int_{B \times \rho} (\tau(x) - \tau(y))w_+(x) + w_\rho(y)K_a(x, y) dy dx
+ 2I \int_{B \times \rho} \int_{B \times \rho} (\tau(x) + \tau(y))w_+(x) - w_+ \rho(y)K_a(x, y) dy dx
=: J_1 + J_2.
\]

To estimate \( J_1 \), we apply (Cutoff) and (2.8):
\[
J_1 \geq -4I \int_{A(l, \rho)} \int_{A(l, \rho)} (|\tau(x) - \tau(y)|w_+(x)K_a(x, y) dy dx
\geq -cI^2 \int_{A(l, \rho)} \Gamma^I(\tau, \tau(x)) dx - cI \int_{A(l, \rho)} \int_{B \times \rho} \tau^2 w_\rho^2(x) \frac{K_a(x, y)}{J(x, y)} dy dx
\geq -c\rho^{-\alpha}I|A(l, r + \rho)| - \delta \mathcal{E}^K_{B \times \rho}(\tau w_+, \tau w_+) - c\rho^{-\alpha}\|w_\rho\|^2_{L^1(B \times \rho)}.
\]

\( J_2 \) can also be estimated with the help of (Cutoff) and (K1loc):
\[
J_2 \geq -4I \int_{A(l, \rho)} \int_{B \times \rho} (\tau(x) + \tau(y))w_+(x) - \tau w_\rho(y)K_a(x, y) dy dx
\geq -8I \int_{A(l, \rho)} \int_{B \times \rho} |\tau(x) - \tau(y)|w_+(x) - \tau w_\rho(y)K_a(x, y) dy dx
- 8I \int_{A(l, \rho)} \int_{B \times \rho} (\tau(x) \wedge \tau(y))w_+(x) - \tau w_\rho(y)K_a(x, y) dy dx
\geq -cI^2 \int_{A(l, \rho)} \Gamma^I(\tau, \tau(x)) dx - \delta \mathcal{E}^K_{B \times \rho}(\tau w_+, \tau w_+)
- \delta \mathcal{E}^J_{B \times \rho}(\tau w_+, \tau w_+) - cI^2 \int_{A(l, \rho)} \int_{B \times \rho} (\tau^2(x) \wedge \tau^2(y)) \frac{K_a(x, y)}{J(x, y)} dy dx
\geq -c\delta \mathcal{E}^K_{B \times \rho}(\tau w_+, \tau w_+) - cI^2 \rho^{-\alpha}|A(l, r + \rho)| - cI^2 \rho^{-\alpha}|A(l, \rho)| \left( \frac{|A(l, r + \rho)|}{|B \times \rho|} \right)^{1/\theta'}.
Corollary 3.5. Assume that \((K_{1_{loc}})\) and Hölder’s inequality, 
\[
  l^2 \int_{A(l,r+\rho)} \int_{B_{r+\rho}} (\tau^2(x) \land \tau^2(y)) \frac{\|K_a(x,y)\|^2}{K_a(x,y)} \, dy \, dx \leq l^2 \int_{A(l,r+\rho)} \tau^2(x) \left( \int_{B_{r+\rho}} \frac{\|K_a(x,y)\|^2}{K_a(x,y)} \, dy \right) \, dx 
\]
\[
  \leq c l^2 \|\tau^2\|_{L^p(A(l,r+\rho))} 
\]
\[
  \leq c l^2 \rho^{-\alpha} |B_{r+\rho}| \left( \frac{|A(l, r + \rho)|}{|B_{r+\rho}|} \right)^{1/\theta'}, 
\]

since \(1 \leq c |B_{r+\rho}|^{-\frac{\alpha}{\theta} + \frac{1}{\theta'}} \leq c l^{\alpha - \frac{1}{\theta'}} |B_{r+\rho}|^\frac{1}{\theta'}\) for some constant \(c > 0\) since \(\theta \geq \frac{d}{\alpha}\), which implies that 
\(-\frac{\alpha}{\theta} + 1 - \frac{1}{\theta'} \in [\frac{0}{\theta'}, 0)\) and \(\rho \leq r \leq 1\).

Step 3: Next, let us demonstrate how to prove
\[
  -\mathcal{E}_{(B_{r+\rho} \times B_{r+\rho})}(u, \tau^2 w_+) \leq 2 \left( \int_{B_{r+\rho}} w_+(x) \, dx \right) \mathcal{Tail}_K(u, r + \frac{\rho}{2}, r + \rho). \tag{3.10}
\]
We estimate
\[
  -\mathcal{E}_{(B_{r+\rho} \times B_{r+\rho})}(u, \tau^2 w_+) = 2 \int_{B_{r+\rho}} \int_{B_{r+\rho}} \tau^2 w_+(y) u(x) K(x, y) \, dy \, dx 
\]
\[
    - 2 \int_{B_{r+\rho}} \int_{B_{r+\rho}} \tau^2 w_+(x) u(x) K(x, y) \, dy \, dx 
\]
\[
    \leq 2 \int_{B_{r+\rho}} w_+(y) \left( \int_{\mathbb{R}^d \setminus B_{r+\rho}} u(x) K(x, y) \, dx \right) \, dy, 
\]
where we used that \(K\) is nonnegative and that \(\tau \equiv 0\) in \(B_{r+\rho}^c \setminus \frac{\rho}{2}\). Note that the second summand in the first step is negative since \(w_+(x) u(x) \geq 0\), and can therefore be neglected.

Step 4: We will now combine (3.8), (3.9) and (3.10). Observe that:
\[
  \mathcal{E}_{B_{r+\rho}}^{K_1}(u, \tau^2 w_+) = \mathcal{E}_{B_{r+\rho}}(u, \tau^2 w_+) - \mathcal{E}_{B_{r+\rho}}^{K_1}(u, \tau^2 w_+) - \mathcal{E}_{(B_{r+\rho} \times B_{r+\rho})}(u, \tau^2 w_+).
\]
Altogether, we immediately obtain the desired result by choosing \(\delta > 0\) from Step 2 small enough. \(\square\)

**Corollary 3.5.** Assume that \((K_{1_{glob}})\) and \((\text{Cutoff})\) hold true for some \(\theta \in [\frac{d}{\alpha}, \infty)\). Moreover, assume \((\text{Sob})\) if \(\theta < \infty\). Then there exist \(c_1, c_2 > 0\) such that for every \(0 < \rho \leq r \leq 1\), every \(l \in \mathbb{R}\), and every function \(u \in V(B_{r+\rho}[\mathbb{R}^d])\) it holds
\[
  \mathcal{E}_{B_{r+\rho}}^{K_1}(\tau w_+, \tau w_+) \leq c_1 \mathcal{E}(u, \tau^2 w_+) + c_2 \rho^{-\alpha} \|w_+^2\|_{L^1(B_{r+\rho})} 
\]
\[
    + c_2 l^2 \rho^{-\alpha} \left[ |A(l, r + \rho)| + |B_{r+\rho}| \left( \frac{|A(l, r + \rho)|}{|B_{r+\rho}|} \right)^{1/\theta'} \right] + c_2 \|w_+\|_{L^1(B_{r+\rho})} \mathcal{Tail}_K(w_+, r + \frac{\rho}{2}, r + \rho), \tag{3.11}
\]
where \(B_{2r} \subset \Omega\), \(w = u - l\) and \(\tau = \tau_{r, \frac{\rho}{2}}\).

3.2. **Local boundedness.** The following theorem is the main result of this section. It yields

a priori local boundedness of subsolutions to (PDE), or to (PDE) if the nonlocal tail is finite.
Theorem 3.6. Assume that \((K_{\text{loc}}^{<})\), (Cutoff) and (Sob) hold true.

(i) Assume that \((K_{1\text{loc}})\) holds true for some \(\theta \in [\frac{d}{\alpha}, \infty]\). Then there exists \(c > 0\) such that for every \(0 < R \leq 1\), every \(\delta \in (0, 1]\) and every nonnegative, weak subsolution \(u\) to (PDE) in \(I^\circ_R(t_0) \times B_{2R}\)

\[
\sup_{I^\circ_R/8 \times B_{R/2}} u \leq c\delta^{-\frac{d+\alpha}{2\alpha}} \left( \int_{I^\circ_R/4} \int_{B_R} u^2(t,x)dxdt \right)^{1/2} + \delta \sup_{t \in I^\circ_R/4} \text{Tail}_{K,\alpha}(u(t), R) + \delta R^\alpha \|f\|_{L^\infty},
\]

where \(B_{2R} \subset \Omega\).

(ii) Assume that \((K_{1\text{glob}})\) holds true for some \(\theta \in (\frac{d}{\alpha}, \infty]\). Then there exists \(c > 0\) such that for every \(0 < R \leq 1\), every \(\delta \in (0, 1]\) and every nonnegative, weak subsolution \(u\) to (PDE) in \(I^\circ_R(t_0) \times B_{2R}\)

\[
\sup_{I^\circ_R/8 \times B_{R/2}} u \leq c\delta^{-\frac{d+\alpha}{2\alpha}} \left( \int_{I^\circ_R/4} \int_{B_R} u^{2\theta}(t,x)dxdt \right)^{1/2} + \delta \sup_{t \in I^\circ_R/4} \text{Tail}_{K,\alpha}(u(t), R) + \delta R^\alpha \|f\|_{L^\infty},
\]

where \(B_{2R} \subset \Omega\) and \(\kappa = 1 + \frac{\alpha}{d} - \frac{1}{\theta} > 1\).

Proof. We first explain how to prove (i). Let \(l > 0\) and define \(w_l := (u - l)_+\). Let \(r, \rho > 0\) such that \(R/2 \leq r \leq R\) and \(\rho \leq r \leq r + \rho \leq R\). Let \(\tau = \tau_{r,\rho, \alpha}\). Moreover, we define \(\chi \in C^1(\mathbb{R})\) to be a function satisfying \(0 \leq \chi \leq 1\), \(\|\chi\|_{L^\infty} \leq 16((r + \rho)^{\alpha} - r^{\alpha})^{-1}\), \(\chi(t_0 - ((r + \rho)/4)^{\alpha}) = 0\), \(\chi \equiv 1\) in \(I^\circ_{r/4}(t_0)\). Since \(u\) is a weak subsolution to (PDE), Lemma 7.1 yields that for any \(t \in I^\circ_{r/4}(t_0)\)

\[
\int_{B_{r+\rho}} \chi^2(t)\tau^2(s)w^2_l(t,x)dx + \int_{I^\circ_{r/4}} \chi^2(s)(f(s), \tau^2w_l(t))ds \\
\leq \int_{l_0 - ((r + \rho)/4)^{\alpha}}^{t} \chi^2(s)(f(s), \tau^2w_l(t))ds + 2\int_{l_0 - ((r + \rho)/4)^{\alpha}}^{t} \chi(s)|\chi'(s)| \int_{B_{r+\rho}} \tau^2(s)w^2_l(s,x)dxds \\
\leq \|f\|_{L^\infty} \int_{I^\circ_{r/4}} \|w_l(s)\|_{L^1(B_{r+\rho})}ds + c_1(\rho + \rho)^{\alpha} - r^{\alpha})^{-1}\int_{I^\circ_{r/4}} \|w^2_l(s)\|_{L^1(B_{r+\rho})}ds
\]

for some constant \(c_1 > 0\). By application of Corollary 3.2, we obtain

\[
\sup_{t \in I^\circ_{r/4}} \int_{B_r} w^2_l(t,x)dx + \int_{I^\circ_{r/4}} \mathcal{E}^{K_{\alpha}}_{B_{r+\rho}}(\tau w_l(s), \tau w_l(s))ds \\
\leq c_2 \left( (\rho^{\alpha} \vee ((r + \rho)^{\alpha} - r^{\alpha}))^{-1} \int_{I^\circ_{r/4}} \|w^2_l(s)\|_{L^1(B_{r+\rho})}ds \\
+ c_2\|w_l\|_{L^1(I^\circ_{r/4} \times B_{r+\rho})} \left( \sup_{t \in I^\circ_{r/4}} \text{Tail}_{K}(u(t), r + \rho, r + \rho) + \|f\|_{L^\infty} \right) \right)
\]
for some $c_2 > 0$. Recall $\kappa = 1 + \frac{d}{4} > 1$. Hölder interpolation and Sobolev inequality (Sob) yield

$$
\|u_t^2\|_{L^r(I_{r/4}^\oplus \times B_r)} \leq \left( \sup_{t \in I_{r/4}^\oplus} \|u_t^2(t)\|_{L^1(B_r)}^{r-1} \left( \int_{I_{r/4}^\oplus} \|u_t^2(s)\|_{L^\frac{2r}{r-2}(B_r)} \, ds \right) \right)^{1/r}
\leq c_3 \sigma(r, \rho) \|u_t^2\|_{L^1(I_{(r+\rho)/4}^\oplus \times B_{r+\rho})} + c_3 \|w_t\|_{L^1(I_{(r+\rho)/4}^\oplus \times B_{r+\rho})} \left( \sup_{t \in I_{(r+\rho)/4}^\oplus} \text{Tail}_K(u(t), r + \frac{\rho}{2}, r + \rho) + \|f\|_{L^\infty} \right),
$$

(3.13)

where $c_3 > 0$ and we used that there is $c > 0$ such that $(\rho^{-\alpha} \vee ((r+\rho)^\alpha - r^\alpha)^{-1}) \leq c \rho^{-(\alpha+1)} (r + \rho)^{\alpha+1 - \alpha} =: \sigma(r, \rho)$. Furthermore, set $|A(l, r)| := \int_{I_{r/4}^\oplus} |\{x \in B_r : u(s, x) > l\}| \, ds$. Then by application of Hölder’s inequality with $\kappa, \frac{2}{\kappa - 1}$, both in time and in space, and (3.13)

$$
\|u_t^2\|_{L^1(I_{r/4}^\oplus \times B_r)} \leq |A(l, r)|^{-\frac{2}{\kappa - 1}} \|u_t^2\|_{L^r(I_{r/4}^\oplus \times B_r)}
\leq c_4 |A(l, r)|^{-\frac{1}{\kappa}} \|u_t^2\|_{L^1(I_{(r+\rho)/4}^\oplus \times B_{r+\rho})} + \|w_t\|_{L^1(I_{(r+\rho)/4}^\oplus \times B_{r+\rho})} \left( \sup_{t \in I_{(r+\rho)/4}^\oplus} \text{Tail}_K(u(t), r + \frac{\rho}{2}, r + \rho) + \|f\|_{L^\infty} \right),
$$

(3.14)

where $c_4 > 0$ is a constant. Let now $0 < k < l$ be arbitrary. Then the following holds true:

$$
\|u_t^2\|_{L^1(I_{(r+\rho)/4}^\oplus \times B_{r+\rho})} \leq \|u_t^2\|_{L^1(I_{(r+\rho)/4}^\oplus \times B_{r+\rho})},
\|w_t\|_{L^1(I_{(r+\rho)/4}^\oplus \times B_{r+\rho})} \leq \frac{\|u_t^2\|_{L^1(I_{(r+\rho)/4}^\oplus \times B_{r+\rho})}}{l - k},
$$

(3.15)

By combining (3.14) and (3.15) we obtain

$$
\|u_t^2\|_{L^1(I_{r/4}^\oplus \times B_r)} \leq c_5 |A(l, r)|^{-\frac{1}{\kappa}} \left( \sigma(r, \rho) + \frac{\sup_{t \in I_{(r+\rho)/4}^\oplus} \text{Tail}_K(u(t), r + \frac{\rho}{2}, r + \rho) + \|f\|_{L^\infty}}{l - k} \right) \|u_t^2\|_{L^1(I_{(r+\rho)/4}^\oplus \times B_{r+\rho})}
\leq c_6 (l - k)^{\frac{2}{\kappa}} \left( \sigma(r, \rho) + \frac{\sup_{t \in I_{(r+\rho)/4}^\oplus} \text{Tail}_K(u(t), r + \frac{\rho}{2}, r + \rho) + \|f\|_{L^\infty}}{l - k} \right) \|u_t^2\|_{L^1(I_{(r+\rho)/4}^\oplus \times B_{r+\rho})}^{1 + \frac{1}{\kappa}}
$$

for some $c_5, c_6 > 0$. The plan for the remainder of the proof is to iterate the above estimate. Recall (2.10), which we will apply in the sequel. Let us now set up the iteration scheme. For this purpose, we define two sequences $l_i = M(1 - 2^{-i})$ and $\rho_i = 2^{-i-1} R, i \in \mathbb{N}$, where $M > 0$ is to be determined later. We also set $t_0 = R, r_{i+1} = r_i - \rho_{i+1} = \frac{R}{2}(1 + (\frac{1}{2})^{i+1})$ and $t_0 = 0$. Then $r_i \downarrow R/2$ and $l_i \nearrow M$ as $i \rightarrow \infty$. 
Note that, \( \sigma(r_{i}, \rho_{i}) \leq c_{7} R^{-\alpha} 2^{\xi i} \) for some \( c_{7} > 0 \). Define \( A_{i} = \| u_{i}^{2} \|_{L^{1}(I_{r_{i}/4}^{\ominus} \times B_{r_{i}})} \). It holds

\[
A_{i} \leq c_{8} \frac{1}{(l_{i} - l_{i-1})^{\frac{d}{2} \alpha}} \left( \sigma(r_{i}, \rho_{i}) + \frac{\sup_{t \in I_{r_{i}/4}} \text{Tail}_{K,R}^{(t)}(u(t), r_{i} + \frac{\rho}{\rho_{i}}, r_{i} + \rho_{i}) + \| f \|_{L^{\infty}}} {l_{i} - l_{i-1}} \right) A_{i-1}^{1 + \frac{1}{\delta}}
\]

\[
\leq c_{9} \frac{1}{(l_{i} - l_{i-1})^{\frac{d}{2} \alpha}} \left( \sigma(r_{i}, \rho_{i}) + \rho_{i}^{-\alpha} \left( \frac{r_{i}}{\rho_{i}} \right)^{d} \sup_{t \in I_{R/4}^{\ominus}} \text{Tail}_{K,\alpha}(u(t), R) + R^{\alpha} \| f \|_{L^{\infty}} \right) A_{i-1}^{1 + \frac{1}{\delta}}
\]

\[
\leq c_{10} \frac{2^{\xi i}}{M^{\frac{2}{\alpha}}} \left( \frac{2^{\xi i}}{R^{\alpha}} + \frac{2^{(1 + \alpha + d)i} \sup_{t \in I_{R/4}^{\ominus}} \text{Tail}_{K,\alpha}(u(t), R) + R^{\alpha} \| f \|_{L^{\infty}}}{M} \right) A_{i-1}^{1 + \frac{1}{\delta}}
\]

\[
\leq \frac{c_{11}}{R^{\alpha} M^{\frac{2}{\alpha}}} 2^{\xi i} \left( 1 + \frac{\sup_{t \in I_{R/4}^{\ominus}} \text{Tail}_{K,\alpha}(u(t), R) + R^{\alpha} \| f \|_{L^{\infty}}}{M} \right) A_{i-1}^{1 + \frac{1}{\delta}}
\]

(3.16)

for \( c_{8}, c_{9}, c_{10}, c_{11} > 0, \gamma > 1 \). Note that here we also applied (2.10). If, given \( \delta \in (0, 1) \), we choose \( M \geq C \left( \sup_{t \in I_{R/4}^{\ominus}} \text{Tail}_{K,\alpha}(u(t), R) + R^{\alpha} \| f \|_{L^{\infty}} \right) \) then,

\[
A_{i} \leq \frac{c_{12}}{\delta R^{\alpha} M^{\frac{2}{\alpha}}} C^{\frac{1}{\alpha} + \frac{1}{\delta}}
\]

where \( C := 2^{\frac{\xi}{\alpha} + 2} > 1 \) and \( c_{12} > 0 \). We choose

\[
M := \delta \left( \sup_{t \in I_{R/4}^{\ominus}} \text{Tail}_{K,\alpha}(u(t), R) + R^{\alpha} \| f \|_{L^{\infty}} \right) + C^{\frac{\alpha}{\alpha} + \frac{1}{\alpha}} \delta^{\frac{\alpha}{\alpha}} R^{-\alpha} A_{0}^{1/2}.
\]

It follows that

\[
A_{0} \leq c_{13} \delta^{\alpha'} R^{\alpha''} M^{2 \alpha - \alpha'^{2}} = \left( \frac{c_{12}}{\delta R^{\alpha} M^{\frac{2}{\alpha}}} \right)^{-\alpha'} C^{-\alpha'^{2}},
\]

and therefore we know from Lemma 7.1 in [Giu03] that \( A_{i} \searrow 0 \) as \( i \to \infty \), i.e.,

\[
\sup_{I_{R/8}^{\ominus} \times B_{R/2}} u \leq M = \delta \left( \sup_{t \in I_{R/4}^{\ominus}} \text{Tail}_{K,\alpha}(u(t), R) + R^{\alpha} \| f \|_{L^{\infty}} \right) + C^{\frac{\alpha^{2}}{\alpha} + \frac{1}{\alpha}} \delta^{\frac{\alpha'}{\alpha}} R^{-\alpha'} A_{0}^{1/2}
\]

\[
= \delta \left( \sup_{t \in I_{R/4}^{\ominus}} \text{Tail}_{K,\alpha}(u(t), R) + R^{\alpha} \| f \|_{L^{\infty}} \right) + c_{13} \delta^{-\frac{\alpha'}{\alpha}} \left( R^{-\alpha'} \int_{I_{R/4}^{\ominus}} \int_{B_{R}} u^{2}(t, x) dx dt \right)^{1/2}
\]

for \( c_{13} > 0 \). Note that by definition of \( \kappa \) it holds that \( \alpha' = \alpha + d \). Therefore,

\[
\sup_{I_{R/8}^{\ominus} \times B_{R/2}} u \leq \delta \sup_{t \in I_{R/4}^{\ominus}} \text{Tail}_{K,\alpha}(u(t), R) + \delta R^{\alpha} \| f \|_{L^{\infty}} + c_{14} \delta^{-\frac{\alpha'}{\alpha}} \left( \int_{I_{R/4}^{\ominus}} \int_{B_{R}} u^{2}(t, x) dx dt \right)^{1/2}
\]

for some \( c_{14} > 0 \). This proves (i).

To prove (ii), observe that instead of (3.12), the following estimate follows by applying Corollary 3.5 to a weak subsolution \( u \) to (PDE)

\[
\sup_{t \in I_{r_{i}/4}^{\ominus} B_{r}} \int_{I_{r_{i}/4}^{\ominus} B_{r}} u_{i}^{2}(t, x) dx + \int_{I_{r_{i}/4}^{\ominus} B_{r}} \frac{\epsilon_{K_{i}}^{k}}{R_{r+\rho}} (\tau w_{i}(t), \tau w_{i}(t)) \leq c_{1} \sigma(r, \rho) \| u_{i}^{2}(t) \|_{L^{1}(I_{r_{i}/4}^{\ominus} \times B_{r+\rho})}
\]
+
\int_{t_{i/4}}^\infty \|u_i^2(t)\|_{L^{p'}(B_{r_i})} dt \leq |A(l, r + \rho)|^{\frac{1}{p'}} \left( \int_{t_{i/4}}^\infty \|u_i^2(t)\|_{L^{p'}(B_{r_i})} dt \right)^{1/p'} 
\leq |A(l, r)|^{\frac{1}{p'}} \left( \sup_{t \in t_{i/4}} \|u_i^2(t)\|_{L^{p'}(B_{r_i})} \int_{t_{i/4}}^\infty \|u_i^2(s)\|_{L^{p'}(B_{r_i})} ds \right) 
\leq c_2 |A(l, r + \rho)|^{\frac{1}{p'}} \left[ \sigma(r, \rho) \|u_i^2\|_{L^1(I_{(r_i)/4} \times B_{r_i}^+)\} \right. 
\left. + t^2 \rho^{-\alpha} |A(l, r + \rho)|^{\frac{1}{p'}} \left| B_{r_i} \cap \{u(t, x) > l\} \right|^{\frac{1}{p'}} dt \right] 
\leq c_3 |B_{r_i}^+|^{\frac{1}{p'}} |A(l, r + \rho)|^{\frac{1}{p'}} \left[ \sigma(r, \rho) \left( 1 + \left( \frac{l}{l - k} \right)^2 \right) 
\left. + \sup_{t \in t_{i/4}} \text{Tail}_K(u(t), r + \rho) + \|f\|_{L^\infty} \right] \int_{t_{i/4}}^\infty \|u_i^2(t)\|_{L^{p'}(B_{r_i})} dt 
\leq c_4 \left[ \frac{|B_{r_i}^+|}{(l - k)^{\frac{1}{p'}}} \left[ \sigma(r, \rho) \left( 1 + \left( \frac{l}{l - k} \right)^2 \right) + \sup_{t \in t_{i/4}} \text{Tail}_K(u(t), r + \rho) + \|f\|_{L^\infty} \right] \right. 
\left. \left( \int_{t_{i/4}}^\infty \|u_i^2(t)\|_{L^{p'}(B_{r_i})} dt \right)^{1 + \frac{1}{\alpha'}} \right] 
\right. \] 
for some \(c_2, c_3, c_4 > 0\) and we used 
\[ \int_{t_{i/4}}^\infty \text{Tail}_K(u(t), r + \rho) + \|f\|_{L^\infty} \left( \int_{t_{i/4}}^\infty \|u_i^2(t)\|_{L^{p'}(B_{r_i})} dt \right)^{1 - \frac{1}{\alpha'}} \leq (l - k)^{-2} \int_{t_{i/4}}^\infty \|u_i^2(t)\|_{L^{p'}(B_{r_i})} dt, \tag{3.17} \] 
and applied (3.15). From here, the proof basically proceeds as before. We define sequences \((l_i), (r_i), (\rho_i)\) as before, denote \(A_i = \int_{t_i/4} |u_i(t)|_{L^{p'}(B_{r_i})} dt\) and deduce that for any \(\delta \in (0, 1]\), by choosing \(M \geq \delta\left( \sup_{t \in t_i/4} \text{Tail}_{K,a}(u(t), R) + R^\alpha \|f\|_{L^\infty} \right)\), 
\[ A_i \leq \frac{c_5}{\delta R^\alpha - N M^{\frac{1}{\alpha'}}} C_i^{1 + \frac{1}{\alpha'}}. \]
where \( C > 1 \) and \( c_5 > 0 \) are constants. We choose

\[
M := \delta \left( \sup_{t \in I_{R/4}^0} \text{Tail}_{K,\alpha}(u(t), R) + R^\alpha \|f\|_{L^\infty} \right) + C \frac{\varepsilon^2}{\delta} c_5 \delta^{-\frac{\varepsilon}{2}} R^{-\frac{(\alpha - 5\theta)}{2}} A_{0}^{1/2}.
\]

It follows

\[
A_0 \leq c_5^{-\frac{\varepsilon}{4}} \delta^{\varepsilon} R^{(\alpha - 5\theta)\varepsilon} M^2 C^{-\frac{\varepsilon}{4}} = \left( \frac{c_5}{\delta R^{\frac{\alpha - 5\theta}{2} M}} \right)^{-\frac{\varepsilon}{4}} C^{-\frac{\varepsilon}{4}},
\]

and therefore we know from Lemma 7.1 in [Giu03] that \( A_i \searrow 0 \) as \( i \to \infty \), i.e.,

\[
\sup_{I_{R/8} \times B_{R/2}} u \leq M = \delta \left( \sup_{t \in I_{R/4}^0} \text{Tail}_{K,\alpha}(u(t), R) + R^\alpha \|f\|_{L^\infty} \right) + C \frac{\varepsilon^2}{\delta} c_5 \delta^{-\frac{\varepsilon}{2}} R^{-\frac{(\alpha - 5\theta)}{2}} A_{0}^{1/2}
\]

\[
= \delta \left( \sup_{t \in I_{R/4}^0} \text{Tail}_{K,\alpha}(u(t), R) + R^\alpha \|f\|_{L^\infty} \right) + c_6 \delta^{-\frac{\varepsilon}{4}} \left( \int_{I_{R/4}^0} \left( \int_{B_R} u^{2\theta'}(t, x) \, dx \right) \frac{dt}{\rho} \right)^{\frac{1}{2}}
\]

for \( c_6 > 0 \), where we used \((\alpha - \frac{5\theta}{2}) \frac{\varepsilon}{2} = \alpha + \frac{\theta}{2} \). \qed

**Remark 3.7.** Let us comment on the appearance of the quantity \( L_{t, x}^{2, 2\theta'} \)-norm of \( u \) in the estimate (ii) for subsolutions to (PDE). In fact, this term appears since we iterate the quantities \( L_{t, x}^{2, 2\theta'} \)-norms of \( w_{i, \ell} \) in the proof of (ii). In fact, upon estimating

\[
|B_{r+\rho}|^{\frac{1}{2}} \left| \int_{I_{(r+\rho)/4}^{(r+\rho)}} |B_{r+\rho} \cap \{ u(t, x) > l \}| \, dt \right| \leq C|I_{(r+\rho)/4}^{(r+\rho)}| \times B_{r+\rho} \left| A(l, r + \rho) \right|^{\frac{1}{2}},
\]

instead of (3.17), we could iterate the \( L^{2, 2} \)-norms of \( w_{i, \ell} \), as in the proof of (i), however, only as long as \( \mu := \frac{1}{\theta} - \frac{1}{\theta} = \frac{\alpha - 5\theta}{2} > 0 \). This means that we would have to restrict ourselves to the suboptimal range \( \theta \in \left( \frac{d + \alpha}{d}, \infty \right) \). In the local case, an analogous phenomenon appears in Chapter VI.13 in [Lie96].

Note that for subsolutions (ell-PDE), the analogous condition reads \( \mu := \frac{\alpha - 5\theta}{2} > 0 \), which allows us to estimate the supremum of \( u \) by the \( L^2 \)-norm, as expected for the full range \( \theta \in \left( \frac{d}{d - \alpha}, \infty \right) \).

We now state the analog to Theorem 3.6 for stationary solutions.

**Theorem 3.8.** Assume that \((K_{loc}^{\leq})\), (Cutoff) and (Sob) hold true.

(i) Assume that \((K_{loc}^{\leq})\) holds true for some \( \theta \in \left[ \frac{d}{d - \alpha}, \infty \right] \). Then there exists \( c > 0 \) such that for every \( 0 < R \leq 1 \), every \( \delta \in (0, 1] \) and every nonnegative, weak subsolution \( u \) to (ell-PDE) in \( B_{2R} \subset \Omega \)

\[
\sup_{B_{R/2}} u \leq c \delta^{-\frac{\mu}{d}} \left( \int_{B_R} u^2(x) \, dx \right)^{1/2} + \delta \text{Tail}_{K,\alpha}(u, R) + R^\alpha \|f\|_{L^\infty}.
\]

(ii) Assume that \((K_{glob}^{\leq})\) holds true for some \( \theta \in \left( \frac{d}{d - \alpha}, \infty \right) \). Then there exists \( c > 0 \) such that for every \( 0 < R \leq 1 \), every \( \delta \in (0, 1] \) and every nonnegative, weak subsolution \( u \) to (ell-PDE) in \( B_{2R} \subset \Omega \)

\[
\sup_{B_{R/2}} u \leq c \delta^{-\frac{\mu}{d}} \left( \int_{B_R} u^2(x) \, dx \right)^{1/2} + \delta \text{Tail}_{K,\alpha}(u, R) + R^\alpha \|f\|_{L^\infty},
\]

where \( \mu := \frac{\alpha}{d} - \frac{1}{\theta} \in (0, \frac{\alpha}{d}) \).
The first estimate can be read off from Theorem 3.6 (i). The proof of (ii) works similar to the proof of Theorem 3.6 (ii) up to small modifications in the sense of the aforementioned remark. The factor $\delta^{-\frac{d}{\sigma_\alpha}}$ in (3.18) stems from defining $\kappa = \frac{d}{\sigma_\alpha}$, $\kappa' = \frac{d}{\alpha}$ in the stationary case.

4. Local boundedness via Moser iteration

The goal of this section is to give another proof of Theorem 3.6 via the Moser iteration for positive exponents (see Theorem 4.8). For our main result there is no need of a second proof. However, we consider this independent approach interesting due to the wide range of applicability of the Moser iteration. While local boundedness for symmetric nonlocal operators has been established in numerous works by the De Giorgi iteration technique, the following proof of local boundedness (see Theorem 4.8) using a Moser iteration scheme seems to be new.

The Moser iteration for positive exponents is arguably more complicated than for negative exponents due to the following two reasons. Roughly speaking, one would like to test the equation with test-functions of the form $\phi = \tau^q u^{2q-1}$ for $q > 1$. Unfortunately, $\phi$ a priori does not belong to the correct function space unless $u$ is bounded. Since boundedness of $u$ is one of the main goals of this section, such an assumption is illegal. Instead, we truncate the monomial $u^{2q-1}$ in an adequate way, similar to [AS67]. The second reason concerns the appearance of nonlocal tail terms (see Section 3) due to the nonlocality of the equation. These quantities require special treatment in order to make the iteration work.

Note that Section 3 and Section 4 are fully independent of each other.

4.1. Algebraic estimates. The first step is to establish suitable algebraic estimates, which can be seen and will be used as nonlocal analogs to the chain rule. Note that an estimate similar to (4.1) was established in [BP16]. We also refer to [KW22], where the Moser iteration schemes were established for negative and small positive exponents for the same class of nonsymmetric nonlocal operators.

**Lemma 4.1.** Let $g : [0, \infty) \to [0, \infty)$ be continuously differentiable. Assume that $g$ is increasing and that $g(0) = 0$. Set $G(t) := \int_0^t g'(\tau)^{1/2}d\tau$. Then for every $s, t \geq 0$:

\[
(t - s)(g(t) - g(s)) \geq (G(t) - G(s))^2, \tag{4.1}
\]

\[
\frac{(g(t) \wedge g(s))(t - s)}{|G(t) - G(s)|} \leq G(t) \wedge G(s), \tag{4.2}
\]

\[
\frac{|g(t) - g(s)|}{|G(t) - G(s)|} \leq g'(t \vee s)^{1/2}. \tag{4.3}
\]

**Proof.** Note that by assumption, $t \mapsto G'(t) = g'(t)^{1/2}$ is nonnegative. Let us assume without loss of generality that $s \leq t$. First, we compute with the help of Jensen’s inequality

\[
(t - s)(g(t) - g(s)) = (t - s) \int_s^t g'(\tau)d\tau = (t - s) \int_s^t G'(\tau)^{1/2}d\tau \geq \left( \int_s^t G'(\tau)d\tau \right)^2 = (G(t) - G(s))^2,
\]

which proves (4.1). Next,

\[
\frac{|G(t) - G(s)|}{|t - s|} = \int_s^t G'(\tau)d\tau \geq G'(s).
\]
Moreover, we compute
\[ g(s) = \int_0^s g'(\tau) d\tau \leq g'(s)^{1/2} \int_0^s g'(\tau)^{1/2} d\tau = G'(s)G(s). \]
This implies,
\[ \frac{|G(t) - G(s)|}{|t - s|} \geq \frac{g(s)}{G(s)}, \]
which proves (4.2). For (4.3), we compute using chain rule and again the fact \( G'(t) = g'(t)^{1/2} \)
is non-decreasing:
\[ \frac{|g(t) - g(s)|}{|G(t) - G(s)|} = \left| \int_{G(s)}^{G(t)} [g \circ G^{-1}]'(\tau) d\tau \right| = \int_{G(s)}^{G(t)} g'(G^{-1}(\tau))^{1/2} d\tau \leq g'(t)^{1/2}. \]
\[ \square \]

The following lemma has already been established and applied in [KW22] (see Lemma 3.2).

Lemma 4.2. Let \( G : [0, \infty) \to \mathbb{R} \). Then for any \( \tau_1, \tau_2 \geq 0 \) and \( t, s > 0 \):
\begin{align*}
(\tau_1^2 \wedge \tau_2^2)[G(t) - G(s)]^2 &\geq \frac{1}{2} |\tau_1 G(t) - \tau_2 G(s)|^2 - (\tau_1 - \tau_2)^2 (G^2(t) \vee G^2(s)), \quad (4.4) \\
(\tau_1^2 \vee \tau_2^2)[G(t) - G(s)]^2 &\leq 2 |\tau_1 G(t) - \tau_2 G(s)|^2 + 2(\tau_1 - \tau_2)^2 (G^2(t) \vee G^2(s)). \quad (4.5)
\end{align*}

From now on, let us define for \( M > 0 \) and \( q \geq 1 \) the function \( g : [0, \infty) \to [0, \infty) \) and \( G(t) = \int_0^t g'(s)^{1/2} ds \) via
\[ g(t) = \begin{cases} t^{2q-1}, & t \leq M, \\ M^{2q-1} + (2q - 1)M^{2q-2}(t - M), & t > M, \end{cases} \]
\[ G(t) = \begin{cases} \frac{\sqrt{2q-1}}{q} t^q, & t \leq M, \\ \frac{\sqrt{2q-1}}{q} M^q + \sqrt{2q-1}(t - M)M^{q-1}, & t > M. \end{cases} \]
One easily checks that \( g \) is continuously differentiable, increasing and satisfies \( g(0) = 0 \). Therefore \( g \) satisfies the assumptions of Lemma 4.1. Moreover, note that \( g \) is convex.

The following lemma is a direct consequence of the definition of \( g \):

Lemma 4.3. For every \( t \geq 0 \):
\begin{align*}
G'(t) &= g'(t)^{1/2} \leq q \frac{G(t)}{t}, \quad (4.6) \\
g(t)t &\leq q \frac{q}{2q - 1} G^2(t). \quad (4.7)
\end{align*}

Proof. Let us start by proving the first estimate. In case \( t \leq M \), a direct computation shows:
\[ g'(t)^{1/2} = \sqrt{2q - 1} t^{q-1} = q \frac{\sqrt{2q - 1}}{q} t^{q-1} = q \frac{G(t)}{t}. \]
For \( t > M \), we obtain using that \( \sqrt{2q - 1} \leq q \):
\begin{align*}
g'(t)^{1/2} &= \sqrt{2q - 1} M^{q-1} = q \frac{\sqrt{2q - 1}}{q} (M^q + (t - M)M^{q-1}) \\
&\leq q \frac{\sqrt{2q - 1}}{q} M^q + \sqrt{2q - 1}(t - M)M^{q-1} = q \frac{G(t)}{t}.
\end{align*}
This proves (4.6). For (4.7), we compute in case $t \leq M$:

$$g(t)t = t^{2q} = \frac{q^2}{2q - 1} G^2(t).$$

In case $t > M$, we use that $\sqrt{2q - 1} \leq q$ to compute:

$$g(t)t = t^2 M^{2q - 2} = \frac{q^2}{2q - 1} \left( \frac{\sqrt{2q - 1}}{q} (M^q + (t - M)M^{q-1}) \right)^2 \leq \frac{q^2}{2q - 1} G^2(t).$$

Remark 4.4. Note that (4.6) already implies a slightly weaker version of the estimate in (4.7). Indeed, by (4.6)

$$q^2 G^2(t) \geq (G'(t)t)^2 = g'(t)t^2 \geq g(t)t,$$

where we used convexity and $g(0) = 0$ in the last estimate.

Lemma 4.5. Let $q \geq 1$. Then, for every $s, t \geq 0$ it holds

$$(G(t) - G(s))^2 \geq \frac{2q - 1}{q^2} (t^q - s^q)^2,$$

as $M \not\to \infty$.

Proof. Clearly, $(G(t) - G(s))^2 \to 2q-1/t^q - s^q)^2$, as $M \to \infty$, since for $t, s < M$ it already holds:

$$(G(t) - G(s))^2 = \frac{2q - 1}{q^2} (t^q - s^q)^2.$$

It remains to prove that the convergence is monotone. Let us fix $t > s > 0$. First, we observe that $M \to (G(t) - G(s))^2$ is continuous. Now, clearly, for $M < t < s$, we have

$$(G(t) - G(s))^2 = (2q - 1)M^{2q-2}(t - s)^2,$$

which is increasing in $M$. In case $s < M < t$:

$$(G(t) - G(s))^2 = \left( \frac{\sqrt{2q - 1}}{q} M^q + (t - M) \sqrt{2q - 1} M^{q-1} - \frac{\sqrt{2q - 1}}{q} s^q \right)^2.$$

This expression is clearly monotone in $M$, as long as $t > M$ since

$$\frac{d}{dM} \frac{\sqrt{2q - 1}}{q} M^q + (t - M) \sqrt{2q - 1} M^{q-1} = (q - 1) \sqrt{2q - 1} (t - M) M^{q-2} \geq 0.$$

This proves the desired result.

4.2. Caccioppoli estimates. Now, we are in the position to prove the following Caccioppoli-type estimate. We emphasize that $\tau^2 g(\tilde{u}) \in H_{B_{\tau r}^+}(\mathbb{R}^d)$ in the lemma below, whenever $u \in V(B_{r+r}^+|\mathbb{R}^d)$. This is a direct consequence of the definition of $g$.

Lemma 4.6. Assume that (K1 locus) and (Cutoff) hold true for some $\theta \in [\frac{d}{\alpha}, \infty]$. Moreover, assume (Sob) if $\theta < \infty$. Then there exist $c_1, c_2 > 0$ such that for every $0 < \rho \leq r \leq 1$ and every nonnegative function $u \in V(B_{r+r}^+|\mathbb{R}^d)$, and every $q \geq 1$, it holds

$$c_{\tau G^2(\tilde{u}), \tau G^2(\tilde{u})} \leq c_1 \mathcal{E}(u, \tau^2 g(\tilde{u})) + c_2 \rho^{-\alpha} \| G(\tilde{u})^2 \|_{L^1(B_{r+r}^+)}$$

$$+ c_2 \| g(\tilde{u}) \|_{L^1(B_{r+r}^+)} \text{Tail}_K(u, r + \frac{\rho}{2}, r + \rho),$$

where $B_{2r} \subset \Omega$, $\tau = \tau_{r, \frac{d}{2}}$, and $\tilde{u} = u + R^\alpha \| f \|_{L^\infty}$. 

Proof. We define \(M := \{(x, y) \in B_{r+\rho} \times B_{r+\rho} : u(x) > u(y)\}\). Note that for \((x, y) \in M\) it holds \(g(u(x)) \geq g(u(y))\) and \(G(u(x)) \geq G(u(y))\). The proof is divided into several steps.

Step 1: First, we claim that for some \(c_1, c_2 > 0:\)

\[
\mathcal{E}_{B_{r+\rho}}(u, \tau^2 g(\tilde{u})) \geq c_1 \mathcal{E}^{K_s}_{B_{r+\rho}}(\tau G(\tilde{u}), \tau G(\tilde{u})) - c_2 \rho^{-\alpha} \|G(\tilde{u})\|^2_{L^1(B_{r+\rho})}. \tag{4.8}
\]

For the symmetric part, we compute using the symmetry of \(K_s\) (see also Lemma 2.3 in [KW22]):

\[
\mathcal{E}^{K_s}_{B_{r+\rho}}(u, \tau^2 g(\tilde{u})) = 2 \int_M (\tilde{u}(x) - \tilde{u}(y))(\tau^2(x)g(\tilde{u}(x)) - \tau^2(y)g(\tilde{u}(y)))K_s(x, y) \, dx \, dy
\]

\[
= 2 \int_M (\tilde{u}(x) - \tilde{u}(y))(g(\tilde{u}(x)) - g(\tilde{u}(y)))\tau^2(x)K_s(x, y) \, dx \, dy
\]

\[
+ 2 \int_M (\tilde{u}(x) - \tilde{u}(y))g(\tilde{u}(y))(\tau^2(x) - \tau^2(y))K_s(x, y) \, dx \, dy
\]

\[
= I_s + J_s.
\]

For the nonsymmetric part, we compute using the antisymmetry of \(K_a\) and with the help of Lemma 2.3 in [KW22]:

\[
\mathcal{E}^{K_a}_{B_{r+\rho}}(u, \tau^2 g(\tilde{u})) = 2 \int_M (\tilde{u}(x) - \tilde{u}(y))(\tau^2(x)g(\tilde{u}(x)) + \tau^2(y)g(\tilde{u}(y)))K_a(x, y) \, dx \, dy
\]

\[
= 2 \int_M (\tilde{u}(x) - \tilde{u}(y))(g(\tilde{u}(x)) - g(\tilde{u}(y)))\tau^2(x)K_a(x, y) \, dx \, dy
\]

\[
+ 2 \int_M (\tilde{u}(x) - \tilde{u}(y))g(\tilde{u}(y))(\tau^2(x) + \tau^2(y))K_a(x, y) \, dx \, dy
\]

\[
= I_a + J_a.
\]

By adding up \(I_s + I_a\) and using (4.1), (4.4), as well as (Cutoff), we obtain

\[
I_s + I_a = 2 \int_M (\tilde{u}(x) - \tilde{u}(y))(g(\tilde{u}(x)) - g(\tilde{u}(y)))\tau^2(x)K(x, y) \, dx \, dy
\]

\[
\geq \int_M (G(\tilde{u}(x)) - G(\tilde{u}(y)))^2(\tau^2(x) + \tau^2(y))K(x, y) \, dx \, dy
\]

\[
\geq \frac{1}{2} \int_{B_{r+\rho}}(\tau G(\tilde{u})) - c \rho^{-\alpha} \|G(\tilde{u})\|^2_{L^1(B_{r+\rho})}
\]

\[
- \frac{1}{2} \int_{B_{r+\rho}}(\tau G(\tilde{u})) - \tau G(\tilde{u})\|^2_{L^1(B_{r+\rho})} \, dx \, dy.
\]

For the nonsymmetric part, we find using (K1_{loc}) and (2.8) that for every \(\varepsilon > 0\) there is \(c > 0\) such that

\[
\int_{B_{r+\rho}}(\tau G(\tilde{u})) - \tau G(\tilde{u})\|^2_{L^1(B_{r+\rho})} \, dx \, dy
\]

\[
\leq \varepsilon \int_{B_{r+\rho}}(\tau G(\tilde{u})) - \tau G(\tilde{u}) + c \int_{B_{r+\rho}}(\tau^2(x)G^2(\tilde{u}(x)) \left( \int_{B_{r+\rho}} \frac{|K_a(x, y)|^2}{J(x, y)} \right) \, dx \, dy
\]

\[
\leq 2\varepsilon \mathcal{E}^{K_s}_{B_{r+\rho}}(\tau G(\tilde{u}), \tau G(\tilde{u})) + c \rho^{-\alpha} \|G(\tilde{u})\|^2_{L^1(B_{r+\rho})}.
\]

Consequently,

\[
I_s + I_a \geq \frac{1}{4} \mathcal{E}^{K_s}_{B_{r+\rho}}(\tau G(\tilde{u}), \tau G(\tilde{u})) - c \rho^{-\alpha} \|G(\tilde{u})\|^2_{L^1(B_{r+\rho})}.
\]
To estimate $J_s$, we use (4.2), (4.5), and (Cutoff) to prove that for every $\varepsilon > 0$ there exists $c > 0$ such that

$$J_s \geq -\varepsilon \int_M |G(\tilde{u}(x)) - G(\tilde{u}(y))| |G(\tilde{u}(y))||\tau(x) - \tau(y)||\tau(x) \vee \tau(y)K_s(x, y) dxdy$$

$$\geq -\varepsilon \int_M (G(\tilde{u}(x)) - G(\tilde{u}(y)))^2 (\tau^2(x) \vee \tau^2(y))K_s(x, y) dxdy - c\rho^{-\alpha}||G(\tilde{u})||L^1(B_{r+p})$$

$$\geq -\varepsilon \mathcal{E}_{K_s}^{B_{r+p}}(\tau G(\tilde{u}), \tau G(\tilde{u})) - c\rho^{-\alpha}||G(\tilde{u})||L^1(B_{r+p}),$$

Next, we estimate $J_a$, and prove using (3.4), (1.2), (4.2), (Cutoff), and (4.5) that for every $\varepsilon > 0$ there is $c > 0$ such that

$$J_a \geq -8 \int_M |\tilde{u}(x) - \tilde{u}(y)| |g(\tilde{u}(y))| (\tau^2(x) \land \tau^2(y))K_a(x, y) dxdy$$

$$\geq -8 \int_M (G(\tilde{u}(x)) - G(\tilde{u}(y)))^2 (\tau^2(x) \land \tau^2(y))K_s(x, y) dxdy$$

$$\geq -\varepsilon \int_M (G(\tilde{u}(x)) - G(\tilde{u}(y)))^2 (\tau^2(x) \land \tau^2(y))J(x, y) dxdy$$

$$\geq -c \int_M G(\tilde{u}(y)) (\tau^2(x) \land \tau^2(y)) \frac{K_s(x, y)}{J(x, y)} dxdy - c\rho^{-\alpha}||G(\tilde{u})||L^1(B_{r+p})$$

$$\geq -2\varepsilon \mathcal{E}_{K_s}^{B_{r+p}}(\tau G(\tilde{u}), \tau G(\tilde{u})) - c\rho^{-\alpha}||G(\tilde{u})||L^1(B_{r+p}),$$

where we used (K1loc) and (2.8) in the last step to estimate

$$c \int_M G^2(\tilde{u}(y)) (\tau^2(x) \land \tau^2(y)) \frac{K_s(x, y)}{J(x, y)} dxdy \leq 2\varepsilon \mathcal{E}_{K_s}^{B_{r+p}}(\tau G(\tilde{u}), \tau G(\tilde{u})) + c\rho^{-\alpha}||G(\tilde{u})||L^1(B_{r+p}),$$

and used Lemma 2.6 in [KW22], (K1loc), (4.4) and (Cutoff) to estimate

$$\int_M (G(\tilde{u}(x)) - G(\tilde{u}(y)))^2 (\tau^2(x) \land \tau^2(y))J(x, y) dxdy$$

$$\leq c \int_{B_{r+p}} \int_{B_{r+p}} (G(\tilde{u}(x)) - G(\tilde{u}(y)))^2 (\tau^2(x) \land \tau^2(y))K_s(x, y) dxdy$$

$$\leq c\varepsilon \mathcal{E}_{K_s}^{B_{r+p}}(\tau G(\tilde{u}), \tau G(\tilde{u})) + c\rho^{-\alpha}||G(\tilde{u})||L^1(B_{r+p}).$$

Altogether, we obtain:

$$\mathcal{E}_{K_s}^{B_{r+p}}(u, \tau^2 g(\tilde{u})) \geq \frac{1}{4} - 2\varepsilon \mathcal{E}_{K_s}^{B_{r+p}}(\tau G(\tilde{u}), \tau G(\tilde{u})) - c\rho^{-\alpha}||G(\tilde{u})||L^1(B_{r+p}).$$

The desired estimate (4.8) now follows by choosing $\varepsilon > 0$ small enough.

Step 2: In addition, we claim

$$-\mathcal{E}_{(B_{r+p} \times B_{r+p})^c}(u, \tau^2 g(\tilde{u})) \leq 2||g(\tilde{u})||L^1(B_{r+p}) \sup_{z \in B_{r+p}} \left( \int_{B_{r+p}} u(y) K(z, y) dy \right).$$

To see this, we compute

$$-\mathcal{E}_{(B_{r+p} \times B_{r+p})^c}(u, \tau^2 g(\tilde{u})) = -2 \int_{(B_{r+p} \times B_{r+p})^c} (u(x) - u(y)) \tau^2(x) g(\tilde{u}(x)) K(x, y) dxdy$$

$$= -2 \int_{B_{r+p}} \tau^2(x) u(x) g(\tilde{u}(x)) \left( \int_{B_{r+p}} K(x, y) dy \right) dx + 2 \int_{B_{r+p}} \tau^2(x) g(\tilde{u}(x)) \left( \int_{B_{r+p}} u(y) K(x, y) dy \right) dx$$

$$= -2 \int_{B_{r+p}} \tau^2(x) u(x) g(\tilde{u}(x)) \left( \int_{B_{r+p}} K(x, y) dy \right) dx + 2 \int_{B_{r+p}} \tau^2(x) g(\tilde{u}(x)) \left( \int_{B_{r+p}} u(y) K(x, y) dy \right) dx$$

$$\leq 2||g(\tilde{u})||L^1(B_{r+p}) \sup_{z \in B_{r+p}} \left( \int_{B_{r+p}} u(y) K(z, y) dy \right).$$
\[ \leq 2\|g(\bar{u})\|_{L^1(B_{r+p})} \sup_{z \in B_{r+p}} \left( \int_{B_{r+p}} u(y)K(z, y)dy \right), \]

using that \( u, K \geq 0 \) and supp(\( \tau \)) \( \subset B_{r+\frac{\rho}{2}} \).

Step 3: Observe that
\[ \mathcal{E}^{K_s}_{B_{r+p}}(u, \tau^2 g(\bar{u})) = \mathcal{E}(u, \tau^2 g(\bar{u})) - \mathcal{E}_{(B_{r+p})^c}(u, \tau^2 g(\bar{u})). \]

Therefore, combining (4.8), (4.10) yields the desired result. \( \square \)

The following Caccioppoli-type estimate is designed for the dual equation:

**Lemma 4.7.** Assume that (K1$_{glob}$) and (Cutoff) hold true for some \( \theta \in (\frac{d}{\alpha}, \infty) \). Moreover, assume (Sob) if \( \theta < \infty \). Then there exist \( c_1, c_2, \gamma > 0 \) such that for every \( 0 < \rho \leq r \leq 1 \) and every nonnegative function \( u \in V(B_{r+p}[R^d] \cap L^2(\mathbb{R}^d) \), and every \( q \geq 1 \), it holds
\[ \mathcal{E}^{K_s}_{B_{r+p}}(\tau G(\bar{u}), \tau G(\bar{u})) \leq c_1 \mathcal{E}(u, \tau^2 g(\bar{u})) + c_2 q^\gamma \rho^{-\alpha} ||G(\bar{u})^2||_{L^1(B_{r+p})} \]
\[ + c_2 ||g(\bar{u})||_{L^1(B_{r+p})} |\text{Tail}_K(u, r + \frac{\rho}{2}, r + \rho), \]

where \( B_{2r} \subset \Omega \), \( \tau = \tau_{r, \frac{\rho}{2}} \), and \( \bar{u} = u + R^a ||f||_{L^\infty} \).

**Proof.** Step 1: We claim that there exists \( c > 0 \) such that for some \( \gamma \geq 1 \):
\[ \mathcal{E}^{K_s}_{B_{r+p}}(u, \tau^2 g(\bar{u})) \geq c_1 \mathcal{E}^{K_s}_{B_{r+p}}(\tau G(\bar{u}), \tau G(\bar{u})) - c_2 q^\gamma \rho^{-\alpha} ||G(\bar{u})^2||_{L^1(B_{r+p})}. \quad (4.11) \]

Let \( M \) be as in the proof of Lemma 4.6. Moreover, we observe the following algebraic identity:
\[ (a + b)(\tau^2 g(\bar{a}) - \tau^2 g(\bar{b})) = (\bar{a} - \bar{b})(g(\bar{a}) - g(\bar{b}))\tau^2 + 2b(g(\bar{a}) - g(\bar{b}))\tau^2 + (a + b)g(\bar{b})(\tau^2 - \tau^2_1). \]

We use again Lemma 2.3 in [KW22] to estimate
\[ \mathcal{E}^{K_s}_{M}(u, \tau^2 g(\bar{u})) = 2 \iint_M (\bar{u}(x) - \bar{u}(y))(g(\bar{u}(x)) - g(\bar{u}(y)))\tau^2(x)K_a(x, y)dydx \]
\[ + 4 \iint_M u(y)(g(\bar{u}(x)) - g(\bar{u}(y)))\tau^2(x)K_a(x, y)dydx \]
\[ + 4 \iint_M (u(x) + u(y))g(\bar{u}(y))(\tau^2(x) - \tau^2(y))K_a(x, y)dydx \]
\[ \geq 2 \iint_M (\bar{u}(x) - \bar{u}(y))(g(\bar{u}(x)) - g(\bar{u}(y)))\tau^2(x)K_a(x, y)dydx \]
\[ - 4 \iint_M \bar{u}(x)|g(\bar{u}(y))|\tau^2(x)|K_a(x, y)|dydx \]
\[ - 8 \iint_M g(\bar{u}(x))\bar{u}(x)|\tau^2(x) - \tau^2(y)||K_a(x, y)|dydx \]
\[ = I_a + M_a + N_a, \]

where we used that \( u(x) \geq u(y) \) and \( g(u(x)) \geq g(u(y)) \) on \( M \), as well as \( u \leq \bar{u} \). As in the proof of Lemma 4.6, we can decompose \( \mathcal{E}^{K_s}_{B_{r+p}}(u, \tau^2 g(\bar{u})) = I_s + J_s \). Then, using (4.1), (2.8), and (Cutoff), we estimate
\[ I_s + J_s = 2 \iint_M (\bar{u}(x) - \bar{u}(y))(g(\bar{u}(x)) - g(\bar{u}(y)))\tau^2(x)K(x, y)dydx \]
\[ \geq \frac{1}{4} \mathcal{E}^{K_s}_{B_{r+p}}(\tau G(\bar{u}), \tau G(\bar{u})) - c\rho^{-\alpha} ||G(\bar{u})^2||_{L^1(B_{r+p})}. \]
For $M_a$, we obtain using, (4.3), (4.6), (4.5) and (Cutoff)

$$M_a \geq -4q \int_M |G(\bar{u}(x)) - G(\bar{u}(y))| |G(\bar{u}(x))| \tau^2(x) |K_a(x, y)| dy dx$$

$$\geq -\varepsilon \int_M (G(\bar{u}(x)) - G(\bar{u}(y)))^2 (\tau^2(y) \lor \tau^2(x)) J(x, y) dy dx$$

$$- cq^2 \int_M \tau^2(x) G^2(\bar{u}(x)) \frac{|K_a(x, y)|^2}{J(x, y)} dy dx$$

$$\geq -c\varepsilon K_{B_r+\rho}^s (\tau G(\bar{u}), \tau G(\bar{u})) - cq^{\gamma_1} \rho^{-\alpha} \|G(\bar{u})^2\|_{L^1(B_{r+\rho})},$$

for some $\gamma_1 > 0$, where we used that by (K1, glob) and (2.9) applied with some $\delta \leq \frac{1}{cq}$

$$cq^2 \int_M \tau^2(x) G^2(\bar{u}(x)) \frac{|K_a(x, y)|^2}{J(x, y)} dy dx \leq c\varepsilon K_{B_r+\rho}^s (\tau G(\bar{u}), \tau G(\bar{u}))$$

$$+ cq^2 (\delta^{-\gamma_2} + \delta) \rho^{-\alpha} \|G(\bar{u})^2\|_{L^1(B_{r+\rho})}\tag{4.12}$$

for some $\gamma_2 > 0$ and moreover, by (3.4), (Cutoff), and using the same argument as in (4.9):

$$\varepsilon \int_M (G(\bar{u}(x)) - G(\bar{u}(y)))^2 (\tau^2(y) \lor \tau^2(x)) J(x, y) dy dx$$

$$\leq 2\varepsilon \int_{B_{r+\rho}} \int_{B_{r+\rho}} (G(\bar{u}(x)) - G(\bar{u}(y)))^2 (\tau^2(y) \lor \tau^2(x)) J(x, y) dy dx + cq^{-\alpha} \|G(\bar{u})^2\|_{L^1(B_{r+\rho})}$$

$$\leq c\varepsilon K_{B_r+\rho}^s (\tau G(\bar{u}), \tau G(\bar{u})) + cq^{-\alpha} \|G(\bar{u})^2\|_{L^1(B_{r+\rho})}.$$

For $N_a$, we compute using (4.7), (3.4), (1.2)

$$N_a \geq -cq \int_M G^2(\bar{u}(x)) (\tau(x) - \tau(y))^2 K_a(x, y) dy dx$$

$$- cq \int_M G^2(\bar{u}(x)) (\tau(x) \lor \tau(y)) |\tau(x) - \tau(y)| |K_a(x, y)| dy dx$$

$$\geq -cq \rho^{-\alpha} \|G(\bar{u})^2\|_{L^1(B_{r+\rho})} - cq^2 \int_{B_{r+\rho}} \int_{B_{r+\rho}} \tau^2(x) G^2(\bar{u}(x)) \frac{|K_a(x, y)|^2}{J(x, y)} dy dx$$

$$\geq -cq^{\gamma_3} \rho^{-\alpha} \|G(\bar{u})^2\|_{L^1(B_{r+\rho})} - c\varepsilon K_{B_r+\rho}^s (\tau G(\bar{u}), \tau G(\bar{u}))$$

for some $\gamma_3 > 0$, where we applied (Cutoff) and used the same argument as in (4.12) to estimate the second summand in the last step. Altogether, we have shown

$$\hat{E}_{B_{r+\rho}}(u, \tau^2 g(\bar{u})) \geq \left[ 1 - 3\varepsilon \right] E_{B_{r+\rho}}^K(\tau G(\bar{u}), \tau G(\bar{u})) - cq^{\gamma_1} \rho^{-\alpha} \|G(\bar{u})^2\|_{L^1(B_{r+\rho})}.$$

Thus, by choosing $\varepsilon > 0$ small enough, we obtain (4.11), as desired.

Step 2: Moreover, it holds

$$-\hat{E}_{(B_{r+\rho} \times B_{r+\rho})^c}(u, \tau^2 g(\bar{u})) \leq c \|g(\bar{u})\|_{L^1(B_{r+\rho})} \sup_{z \in B_{r+\rho}} \left( \int_{B_{r+\rho}} u(y) K(y, z) dy \right).\tag{4.13}$$

The proof works similar to the proof of Step 2 in Lemma 4.6

$$-\hat{E}_{(B_{r+\rho} \times B_{r+\rho})^c}(u, \tau^2 g(\bar{u})) = -2 \int_{(B_{r+\rho} \times B_{r+\rho})^c} (\tau^2 g(\bar{u})(x) - \tau^2 g(\bar{u})(y)) u(x) K(x, y) dy dx$$
Theorem 4.8. Assume that \((K_{loc}^\leq)(\text{Cutoff})\) and \((\text{Sob})\) hold true.

(i) Assume \((K_{loc}^\leq)\) holds true for some \(\theta \in [\frac{d}{\alpha}, \infty]\). Then there exists \(c > 0\) such that for every \(0 < R \leq 1\), and every nonnegative, weak subsolution \(u\) to (PDE) in \(I_R^\circ(t_0) \times B_{2R}\)

\[
\sup_{I_R^\circ \times B_{R/2}} u \leq c \left( \int_{I_{R/4}^\circ} \int_{B_R} u^2(t, x)dx dt \right)^{1/2} + c \sup_{t \in I_{R/4}^\circ} \text{Tail}_{K, \alpha}(u(t), R) + cR^\alpha \|f\|_{L^\infty},
\]

where \(B_{2R} \subset \Omega\).

(ii) Assume \((K_{glob}^\leq)\) holds true for some \(\theta \in (\frac{d}{\alpha}, \infty]\). Then there exists \(c > 0\) such that for every \(0 < R \leq 1\), and every nonnegative, weak subsolution \(u\) to (PDE) in \(I_R^\circ(t_0) \times B_{2R}\)

\[
\sup_{I_R^\circ \times B_{R/2}} u \leq c \left( \int_{I_{R/4}^\circ} \int_{B_R} u^2(t, x)dx dt \right)^{1/2} + c \sup_{t \in I_{R/4}^\circ} \text{Tail}_{K, \alpha}(u(t), R) + cR^\alpha \|f\|_{L^\infty},
\]

where \(B_{2R} \subset \Omega\).

Proof. We will only demonstrate the proof of (ii). The proof of (i) goes via the same arguments, but uses Lemma 4.6 instead of Lemma 4.7. Let \(0 < \rho \leq r \leq r + \rho \leq R\) and \(q \geq 1\). We obtain by applying Lemma 4.7

\[
c \int_{B_{r+\rho}} \tau^2(x) \partial_t u(t, x) g(\bar{u}(t, x)) dx + E_{K_{\bar{u}}}^{\bar{u}}(\tau G(\bar{u}), \tau G(\bar{u}))
\leq c \left[ (\partial_t u(t), \tau^2 g(\bar{u}(t))) + E(u(t), \tau^2 g(\bar{u}(t))) \right]
+ cq^7 \rho^{-\alpha} \|G(\bar{u}(t))\|_{L^1(B_{r+\rho})} + c\|g(\bar{u}(t))\|_{L^1(B_{r+\rho})} \text{Tail}_{K}(u(t), r + \frac{\rho}{2}, r + \rho)
\leq c(f(t), \tau^2 g(\bar{u}(t)))
+ cq^7 \rho^{-\alpha} \|G(\bar{u}(t))\|_{L^1(B_{r+\rho})} + c\|g(\bar{u}(t))\|_{L^1(B_{r+\rho})} \text{Tail}_{K}(u(t), r + \frac{\rho}{2}, r + \rho)
\leq cq^7 \rho^{-\alpha} \|G(\bar{u}(t))\|_{L^1(B_{r+\rho})} + c\|g(\bar{u}(t))\|_{L^1(B_{r+\rho})} \text{Tail}_{K}(u(t), r + \frac{\rho}{2}, r + \rho),
\]

where \(c > 0\) is the constant from Lemma 4.7 and we tested the equation with \(\tau^2 g(u)\), where \(\tau = \tau_{\rho, q}\). Moreover, we used that by definition of \(\bar{u}\):

\[
(f(t), \tau^2 g(\bar{u}(t))) \leq cp^{-\alpha} \|G(\bar{u}(t))\|_{L^1(B_{r+\rho})}^2.
\]
We observe that
\[(\partial_t u)g(\tilde{u}) = \begin{cases} \frac{1}{2} \partial_t (\tilde{u}^2), & u \leq M, \\ \frac{1}{2} M^{2q-2} \partial_t (\tilde{u}^2), & u > M. \end{cases} \]

Next, we define \(\chi \in C^1(\mathbb{R})\) to be a function satisfying \(0 \leq \chi \leq 1\), \(\|\chi\|_\infty \leq 16((r+\rho)^{\alpha} - \rho^{\alpha})^{-1}\), \(\chi(t_0 - ((r + \rho)/4)^{\alpha}) = 0\), \(\chi \equiv 1\) in \(I_{r/4}(t_0)\). By multiplying (4.16) with \(\chi^2\) and integrating over \((t_0 - ((r + \rho)/4)^{\alpha}, t)\) for some arbitrary \(t \in I_{r/4}(t_0)\), we obtain
\[
\int_{Br^+} \chi^2(t)\tau^2(x)H(\tilde{u}(t, x))dx + \int_{t_0 - ((r + \rho)/4)^{\alpha}}^t \chi^2(s)E_{Br^+}(\tau G(\tilde{u}(s)), \tau G(\tilde{u}(s)))ds \\
\leq c_2 q^7 \rho^{\alpha} \int_{t_0 - ((r + \rho)/4)^{\alpha}}^t \chi^2(s)\|G(\tilde{u}(s))\|^2_{L^1(B_{r + \rho})}ds \\
+ c_2 \int_{t_0 - ((r + \rho)/4)^{\alpha}}^t \chi(s)\chi' (s)\int_{Br^+} \tau^2(x)H(\tilde{u}(s, x))dx ds \\
+ c_2 \int_{t_0 - ((r + \rho)/4)^{\alpha}}^t \chi^2(s)\|g(\tilde{u}(s))\|_{L^1(B_{r + \rho})} \sup_{t \in I_{r/4}} \text{Tail}_K(u(t), r + \frac{\rho}{2}, r + \rho)ds
\]
for some \(c_2 > 0\), where
\[
H(t) = \begin{cases} \frac{1}{2} t^{2q}, & t \leq M, \\ \frac{1}{2} M^{2q-2} t^2, & t > M. \end{cases}
\]

Consequently,
\[
\sup_{t \in I_{r/4}} \int_{Br} H(\tilde{u}(t, x))dx + \int_{I_{r/4}} E_{Br^+}^{K_s}(\tau G(\tilde{u}(s)), \tau G(\tilde{u}(s)))ds \\
\leq c_3 q^7 \left(\rho^{\alpha} \vee ((r + \rho)^{\alpha} - \rho^{\alpha})^{-1}\right) \left(\|H(\tilde{u})\|_{L^1(I_{r/4} \times Br)} + \|G(\tilde{u})\|^2_{L^1(I_{r/4} \times Br)}\right) \\
+ c_3 \|g(\tilde{u})\|_{L^1(I_{r/4} \times Br)} \sup_{t \in I_{r/4}} \text{Tail}_K(u(t), r + \frac{\rho}{2}, r + \rho)
\]
for some \(c_3 > 0\). Now, we send \(M \not\to \infty\). By monotone convergence, the definition of \(g, G, H\) and (4.5)
\[
\sup_{t \in I_{r/4}} \int_{Br} \tilde{u}^{2q}(t, x)dx + \int_{I_{r/4}} E_{Br^+}^{K_s}(\tau \tilde{u}^q(s), \tau \tilde{u}^q(s))ds \\
\leq c_4 q^7 \left(\rho^{\alpha} \vee ((r + \rho)^{\alpha} - \rho^{\alpha})^{-1}\right) \|\tilde{u}^{2q}\|_{L^1(I_{r/4} \times Br)} \\
+ c_4 q \|\tilde{u}^{2q-1}\|_{L^1(I_{r/4} \times Br)} \sup_{t \in I_{r/4}} \text{Tail}_K(u(t), r + \frac{\rho}{2}, r + \rho)
\]
for some $c_4 > 0$. Recall that $\kappa = 1 + \frac{d}{\alpha} > 1$. By Hölder interpolation and Sobolev inequality (Sob), we derive the following result:

$$
\|\tilde{u}^{2q}\|_{L^\infty(I^\circ \times B_r)} \leq \left( \sup_{t \in I^\circ} \|\tilde{u}^{2q}(t)\|_{L^{q\kappa}(B_r)} \int_{I^\circ} \|\tilde{u}^{2q}(s)\|_{L^{q\kappa-\alpha}(B_r)} \, ds \right)^{1/\kappa} \\
\leq c q^\gamma (\rho^{-\alpha} \vee ((r + \rho)^\alpha - r^\alpha)^{-1}) \|\tilde{u}^{2q}\|_{L^1(I_{(r^\rho + r)^\alpha} \times B_{r^\rho})} \\
+ c q \|\tilde{u}^{2q-1}\|_{L^1(I_{(r^\rho + r)^\alpha} \times B_{r^\rho})} \sup_{t \in I_{(r^\rho + r)^\alpha}/4} \\text{Tail}_K(u(t), r + \frac{\rho}{2}, r + \rho). 
$$

(4.17)

We will now demonstrate how to perform the Moser iteration for positive exponents for nonlocal equations. (4.17) is the key estimate for the iteration scheme. The main difficulty compared to the classical local case is the treatment of the tail term.

Let us define for $\varepsilon > 0$ to be determined later and $i \in \mathbb{N}$: $c_i = 2^{-(i+1)\frac{d+\varepsilon}{\alpha}} < 1$. By Hölder’s and Young’s inequality we have for each $i \in \mathbb{N}$ the following estimate:

$$
q\|\tilde{u}^{2q-1}\|_{L^1(I_{(r^\rho + r)^\alpha} \times B_{r^\rho})} \sup_{t \in I_{(r^\rho + r)^\alpha}/4} \text{Tail}_K(u(t), r + \frac{\rho}{2}, r + \rho) \\
\leq q(c_i \rho)^{-\alpha} \|\tilde{u}^{2q}\|_{L^1(I_{(r^\rho + r)^\alpha} \times B_{r^\rho})} ^{\frac{2q-1}{2q}} \left( \frac{q}{2q} (c_i \rho)^{\frac{2q-1}{2q}} (r + \rho)^{\frac{d+\varepsilon}{\alpha}} \sup_{t \in I_{(r^\rho + r)^\alpha}/4} \text{Tail}_K(u(t), r + \frac{\rho}{2}, r + \rho) \right) ^{\frac{1}{2q}} \\
\leq q(c_i \rho)^{-\alpha} \|\tilde{u}^{2q}\|_{L^1(I_{(r^\rho + r)^\alpha} \times B_{r^\rho})} + \left( \frac{q}{2q} (c_i \rho)^{\frac{2q-1}{2q}} (r + \rho)^{\frac{d+\varepsilon}{\alpha}} \sup_{t \in I_{(r^\rho + r)^\alpha}/4} \text{Tail}_K(u(t), r + \frac{\rho}{2}, r + \rho) \right) ^{\frac{1}{2q}}.
$$

Combining this estimate with (4.17) and taking both sides to the power $\frac{1}{2q}$ yields:

$$
\|\tilde{u}\|_{L^{2q}(I^\circ \times B_r)} \leq c q^{\frac{1}{2q}} c_i^{\frac{1}{2q}} \left( \rho^{-\frac{d}{2q}} \vee ((r + \rho)^\alpha - r^\alpha)^{-\frac{1}{2q}} \right) \|\tilde{u}\|_{L^{2q}(I_{(r^\rho + r)^\alpha} \times B_{r^\rho})} + c q^{\frac{1}{2q}} c_i^{\frac{1}{2q}} \sup_{t \in I_{(r^\rho + r)^\alpha}/4} \text{Tail}_K(u(t), r + \frac{\rho}{2}, r + \rho) \\
\leq c q^{\frac{1}{2q}} c_i^{\frac{1}{2q}} \left( \rho^{-\frac{d}{2q}} \vee ((r + \rho)^\alpha - r^\alpha)^{-\frac{1}{2q}} \right) \left( \|\tilde{u}\|_{L^{2q}(I_{(r^\rho + r)^\alpha} \times B_{r^\rho})} + c \rho^\alpha (r + \rho)^{\frac{d+\varepsilon}{\alpha}} \sup_{t \in I_{(r^\rho + r)^\alpha}/4} \text{Tail}_K(u(t), r + \frac{\rho}{2}, r + \rho) \right).
$$

Recall that by (2.11), we have the following estimate:

$$
\text{Tail}_K(u(t), r + \frac{\rho}{2}, r + \rho) \leq c \rho^{-\alpha} \left( \frac{r + \rho}{\rho} \right)^{\frac{d}{\alpha}} \text{Tail}_{K,\alpha}(u(t), R).
$$
We fix $q_0 \geq 1$, $q_i = q_0 \kappa^i$, and set $\rho_i = 2^{d+i-1} R$ and $r_i+1 = r_i - \rho_i+1$, $r_0 = 0$. Note that $r_i \sim R/2$.

We obtain for every $i \in \mathbb{N}$, using that ($\rho_i - \frac{\kappa}{\kappa_i-1} (r_i + \rho_i)\alpha - \frac{\kappa}{\kappa_i-1} \leq \frac{1}{\kappa_i-1}$) \leq \frac{1}{\kappa_i-1} R \frac{\alpha}{2} \frac{\kappa+1}{\kappa-1}:

$$
\|\tilde{u}\|_{L^{2n}(I_R^\circ \times B_{r_i})} \leq c_{\kappa_i-1}^{-\frac{\gamma}{\kappa_i-1}} R^{-\frac{\alpha}{2} \frac{\kappa+1}{\kappa-1}} 2^{\frac{d+i+2}{2} (i+1)} 
$$

$$
\left( \|\tilde{u}\|_{L^{2n}(I_R^\circ \times B_{r_i})} + 2^{-(d+\varepsilon)(i+1)} \rho_i^\alpha \frac{\kappa}{\kappa_i-1} \sup_{t \in I_{r_i+1}/4} \text{Tail}_K(u(t), r_i + \frac{\rho_i}{2}, r_i + \rho_i) \right) 
$$

$$
\leq c_{\kappa_i-1}^{-\frac{\gamma}{\kappa_i-1}} R^{-\frac{\alpha}{2} \frac{\kappa+1}{\kappa-1}} 2^{\frac{d+i+2}{2} (i+1)} 
$$

$$
\left( \|\tilde{u}\|_{L^{2n}(I_R^\circ \times B_{r_i})} + R_{\kappa_i-1}^{\alpha} 2^{-(i+1)\varepsilon} \sup_{t \in I_{R/4}} \text{Tail}_{K, \alpha}(u(t), R) \right). 
$$

Consequently,

$$
\sup_{I_R^{\circ} \times B_{R/2}} \tilde{u} \leq \left( \prod_{i=1}^{\infty} c_{\kappa_i-1}^{-\frac{\gamma}{\kappa_i-1}} R^{-\frac{\alpha}{2} \frac{\kappa+1}{\kappa-1}} 2^{\frac{d+i+2}{2} (i+1)} \right) \|\tilde{u}\|_{L^{2n}(I_R^\circ \times B_{R})} 
$$

$$
+ \left[ \sum_{i=1}^{\infty} \left( \prod_{j=1}^{\infty} c_{\kappa_j-1}^{-\frac{\gamma}{\kappa_j-1}} R^{-\frac{\alpha}{2} \frac{\kappa+1}{\kappa-1}} 2^{\frac{d+i+2}{2} (j+1)} \right) \prod_{j=1}^{\infty} R_{\kappa_j-1}^{\alpha} 2^{-(i+1)\varepsilon} \sup_{t \in I_{R/4}} \text{Tail}_{K, \alpha}(u(t), R) \right]. 
$$

Note that $\sum_{i=1}^{\infty} \kappa^{-i} = \frac{d+\alpha}{\alpha}$ and also $\sum_{i=0}^{\infty} \frac{1}{\kappa^i} =: c_3 < \infty$. Therefore,

$$
\prod_{i=1}^{\infty} (c_{\kappa_i-1}^{-\frac{\gamma}{\kappa_i-1}} R^{-\frac{\alpha}{2} \frac{\kappa+1}{\kappa-1}} 2^{\frac{d+i+2}{2} (i+1)}) \leq (c_{q_0})^{-\frac{\gamma}{\kappa_0}} \sum_{i=0}^{\infty} \kappa^{-i} \sum_{j=0}^{\infty} \frac{1}{\kappa^j} \leq c(q_0, \kappa, \gamma) < \infty, 
$$

$$
\prod_{i=1}^{\infty} 2^{\frac{d+i+2}{2} (i+1)} \leq 2^{\frac{d+i+2}{2} \sum_{i=0}^{\infty} \frac{i+1}{2} \kappa^i} \leq 2^{(d+i+2) c_4} < \infty, \quad \prod_{j=1}^{\infty} R_{\kappa_j-1}^{\alpha} 2^{-(i+1)\varepsilon} \sup_{t \in I_{R/4}} \text{Tail}_{K, \alpha}(u(t), R) \right]. 
$$

As a consequence,

$$
\prod_{i=1}^{\infty} c_{\kappa_i-1}^{-\frac{\gamma}{\kappa_i-1}} R^{-\frac{\alpha}{2} \frac{\kappa+1}{\kappa-1}} 2^{\frac{d+i+2}{2} (i+1)} \leq c(q_0, \kappa, d) R^{-\frac{d+\alpha}{2 \kappa_0}} 2^{\frac{d+i+2}{2} \sum_{i=0}^{\infty} \frac{i+1}{2} \kappa^i} \leq c(q_0, \kappa, d) R^{-\frac{d+\alpha}{2 \kappa_0}} 2^{(d+i+2) c_4}, 
$$

$$
\sum_{i=1}^{\infty} \left( \prod_{j=1}^{\infty} c_{\kappa_j-1}^{-\frac{\gamma}{\kappa_j-1}} R^{-\frac{\alpha}{2} \frac{\kappa+1}{\kappa-1}} 2^{\frac{d+i+2}{2} (j+1)} \right) \prod_{j=1}^{\infty} R_{\kappa_j-1}^{\alpha} 2^{-(i+1)\varepsilon} \leq c \sum_{i=1}^{\infty} \left( 2^{(d+i+2) c_4} \right) 2^{-(i+1)\varepsilon} 
$$

$$
\leq c \left( 2^{(d+i+2) c_4} \right) \sum_{i=1}^{\infty} 2^{-(i+1)\varepsilon} \leq c(d, q_0, \kappa, \varepsilon), 
$$

where we used that $\frac{i+1}{\kappa^i} \leq c_6$ is bounded from above by some constant $c_6 = c_6(\kappa)$. Therefore, choosing $\varepsilon = 1$ and $q_0 = 1$, we deduce that for some $c > 0$:

$$
\sup_{I_R^{\circ} \times B_{R/2}} \tilde{u} \leq c \left( \int_{I_R^{\circ}} \int_{B_{R}} \tilde{u}^2(t, x)dxdt \right)^{\frac{1}{2}} + c \sup_{t \in I_{R/4}} \text{Tail}_{K, \alpha}(u(t), R). 
$$
Lemma 5.1. Assume that in [Sch20], where symmetric nonlocal operators are considered, assume a pointwise lower bound of the jumping kernel. They are applied in a similar way as in Lemma 3.1 and Lemma 3.4. A central ingredient in the proof are the assumptions (UJS) and (Sob), which allow us to derive local tail estimates without having to assume a pointwise lower bound of the jumping kernel. They are applied in a similar way as in [Sch20], where symmetric nonlocal operators are considered.

Lemma 5.1. Assume that (K1loc), (Cutoff) and (UJS) hold true for some $\theta \in \left[\frac{d}{\alpha}, \infty\right]$. Moreover, assume (Sob) if $\theta < \infty$. Then there exist $c_1, c_2 > 0$ such that for every $0 < \rho \leq r \leq 1$, every nonnegative function $u \in V(B_{2r}; |R|^d)$ and every $S > 0$ with $S \geq \sup_{B_{r+\rho}} u$, it holds

$$\text{Tail}_K(u, r, r + \rho) \leq c_1 \frac{1}{S \rho^d} \mathcal{E}(u, r^2(u - 2S)) + c_2 \left(\frac{r + \rho}{\rho}\right)^d \rho^{-\alpha} S,$$

where $B_{2r} \subset \Omega$, $\tau = \tau_{r, \rho}$.

Proof. We define $w = u - 2S$. Note that by definition, $w \in [-2S, -S]$ in $B_{r+\rho}$. We separate the proof into several steps.

Step 1: First, we claim that for some $c > 0$ it holds

$$\mathcal{E}_{B_{r+\rho}}^K(\tau w, \tau w) \leq \mathcal{E}_{B_{r+\rho}}^K(u, \tau^2 w) + cS^2(r + \rho)^d \rho^{-\alpha}. \quad (5.1)$$

We compute

$$\mathcal{E}_{B_{r+\rho}}^K(u, \tau^2 w) = \int_{B_{r+\rho}} \int_{B_{r+\rho}} (w(x) - w(y)) (\tau^2 w(x) - \tau^2 w(y)) K_\alpha(x, y) dy dx$$

$$= \mathcal{E}_{B_{r+\rho}}^K(\tau w, \tau w) - \int_{B_{r+\rho}} \int_{B_{r+\rho}} w(x) w(y) (\tau(x) - \tau(y))^2 K_\alpha(x, y) dy dx.$$  

We estimate using (Cutoff)

$$\int_{B_{r+\rho}} \int_{B_{r+\rho}} w(x) w(y) (\tau(x) - \tau(y))^2 K_\alpha(x, y) dy dx \leq 4S^2 \mathcal{E}_{B_{r+\rho}}^K(\tau, \tau) \leq c_1 S^2 (r + \rho)^d \rho^{-\alpha}$$

for some $c_1 > 0$, which directly implies (5.1).

Step 2: Next, we claim that there exists $c > 0$ such that

$$-\mathcal{E}_{B_{r+\rho}}^K(u, \tau^2 w) \leq \frac{1}{2} \mathcal{E}_{B_{r+\rho}}^K(\tau w, \tau w) + cS^2(r + \rho)^d \rho^{-\alpha}. \quad (5.2)$$

For the proof, we use the same arguments as in the proof of the Caccioppoli estimate:

$$-\mathcal{E}_{B_{r+\rho}}^K(u, \tau^2 w) = \int_{B_{r+\rho}} \int_{B_{r+\rho}} (w(y) - w(x)) (\tau^2 w(x) + \tau^2 w(y)) K_\alpha(x, y) dy dx$$
Using Hölder’s and Young’s inequality, as well as \((K_{1_{loc}})\) and \((2.8)\), we obtain that for every \(\delta > 0\)

\[
J_1 \leq \delta \mathcal{E}^J_{B_{r+\rho}}(\tau w, \tau w) + c_2 \int_{B_{r+\rho}} \int_{B_{r+\rho}} (\tau w(y) + \tau w(x)) \frac{|K_a(x, y)|^2}{J(x, y)} dy dx
\]

\[
\leq c_3 \mathcal{E}^J_{B_{r+\rho}}(\tau w, \tau w) + 2c_2 \int_{B_{r+\rho}} \tau^2 w^2(x) \left( \int_{B_{r+\rho}} \frac{|K_a(x, y)|^2}{J(x, y)} dy \right) dx
\]

\[
\leq 2c_3 \mathcal{E}^J_{B_{r+\rho}}(\tau w, \tau w) + c_3 S^2 (r + \rho)^d \rho^{-\alpha}
\]

for \(c_2, c_3 > 0\) depending on \(\delta\). Again, by Hölder’s and Young’s inequality, as well as \((K_{1_{loc}}), (\text{Cutoff}), \) and \((2.8)\), we estimate

\[
J_2 \leq \frac{1}{2} \int_{B_{r+\rho}} \int_{B_{r+\rho}} |w(x)||w(y)|(\tau(y) - \tau(x))^2 J(x, y) dy dx
\]

\[
+ \frac{1}{2} \int_{B_{r+\rho}} \int_{B_{r+\rho}} |w(x)||w(y)|(\tau(y) + \tau(x))^2 \frac{|K_a(x, y)|^2}{J(x, y)} dy dx
\]

\[
\leq 2 S^2 \mathcal{E}^J_{B_{r+\rho}}(\tau, \tau) + 8 S^2 \int_{B_{r+\rho}} \tau^2(x) \left( \int_{B_{r+\rho}} \frac{|K_a(x, y)|^2}{J(x, y)} dy \right) dx
\]

\[
\leq c_4 S^2 \mathcal{E}^K_{B_{r+\rho}}(\tau, \tau) + c_4 S^2 (r + \rho)^d \rho^{-\alpha}
\]

\[
\leq c_5 S^2 (r + \rho)^d \rho^{-\alpha}
\]

for \(c_4, c_5 > 0\). From here, \((5.2)\) directly follows.

Step 3: We claim that there exist constants \(c, c' > 0\) such that

\[
- \mathcal{E}_{(B_{r+\rho} \times B_{r+\rho})^c}(u, \tau^2 w) \leq c S^2 (r + \rho)^d \rho^{-\alpha} - c' S \rho^d \text{Tail}_K(u, r, r + \rho).
\]

First, we rewrite the term on the left hand side of the above line

\[
- \mathcal{E}_{(B_{r+\rho} \times B_{r+\rho})^c}(u, \tau^2 w) = -2 \int_{B_{r+\rho} \times B_{r+\rho}} (u(x) - u(y)) \tau^2 w(x) K(x, y) dy dx
\]

\[
= -2 \int_{B_{r+\rho}} \int_{B_{r+\rho} \cap \{u(y) \geq S\}} (u(y) - u(x)) \tau^2(x)(2S - u(x)) K(x, y) dy dx
\]

\[
+ 2 \int_{B_{r+\rho}} \int_{B_{r+\rho} \cap \{u(y) \leq S\}} (u(x) - u(y)) \tau^2(x)(2S - u(x)) K(x, y) dy dx
\]

\[
=: I_1 + I_2.
\]

For \(I_2\) we obtain:

\[
I_2 \leq 4 S \int_{B_{r+\rho}} \int_{B_{r+\rho} \cap \{u(y) \leq S\}} (u(x) - u(y)) \tau^2(x) K(x, y) dy dx
\]

\[
\leq 8 S^2 \int_{B_{r+\rho}} \int_{B_{r+\rho}^c} (\tau(x) - \tau(y))^2 K(x, y) dy dx
\]
Together, we obtain
\[ \leq 8S^2 \int_{B_{r+\rho}} \Gamma_{\tau}(\tau)(x)dx \]
\[ \leq c_6 S^2 (r + \rho)^d \rho^{-\alpha} \]
for some \( c_6 > 0 \), where we used (1.2), (Cutoff) and that \( K \geq 0 \), \( u \geq 0 \) globally. We treat \( I_1 \) in the following way (see [Sch20])
\[ I_1 \leq -2S \int_{B_{r+\rho}} \int_{B_{r+\rho}} (u(y) - S)\tau^2(x)K(x, y)dydx \]
\[ \leq -2S \int_{B_{r+\rho}} \int_{B_{r+\rho}} (u(y) - S)\tau^2(x)K(x, y)dydx \]
\[ \leq -2S \int_{B_{r+\rho}} \int_{B_{r+\rho}} u(y)\tau^2(x)K(x, y)dydx + 2S^2 \int_{B_{r+\rho}} \int_{B_{r+\rho}} (\tau(x) - \tau(y))^2 K(x, y)dydx \]
\[ \leq -\frac{S}{8} \int_{B_{r+\rho}} \int_{B_{r+\rho}} u(y)K(x, y)dydx + \gamma_7 S^2 (r + \rho)^d \rho^{-\alpha} \]
for some \( \gamma_7 > 0 \), where we used that \( u, K \geq 0 \), \( u \leq S \) in \( B_{r+\rho} \), \( \tau^2 \geq \frac{1}{16} \) in \( B_{r+\frac{\rho}{4}} \), (1.2) and (Cutoff). Finally, note that due to (UJS)
\[ \rho^d \text{Tail}_{K}(u, r, r + \rho) = \rho^d \sup_{x \in B_{r+\rho}} \int_{B_{r+\rho}} u(y)K(x, y)dy \]
\[ \leq c_8 \sup_{x \in B_{r+\rho}} \int_{B_{r+\rho}} u(y) \left( \int_{B_{r+\rho}(x)} K(z, y)dz \right) dy \]
\[ \leq c_8 \int_{B_{r+\rho}} u(y) \left( \int_{B_{r+\rho}} K(x, y)dx \right) dy \]
\[ = c_8 \int_{B_{r+\rho}} \int_{B_{r+\rho}} u(y)K(x, y)dydx \]
for some \( c_8 > 0 \). Consequently,
\[ I_1 \leq -c_9 S^2 \rho^d \text{Tail}_{K}(u, r, r + \rho) + c_{10} S^2 (r + \rho)^d \rho^{-\alpha}, \]
where \( c_9, c_{10} > 0 \) are constants.

Step 4: Now, we want to combine (5.1), (5.2) and (5.3). First, we observe that
\[ \mathcal{E}_{K_{B_{r+\rho}}^c}(u, \tau^2 w) = \mathcal{E}(u, \tau^2 w) - \mathcal{E}_{(B_{r+\rho} \times B_{r+\rho})^c}(u, \tau^2 w) - \mathcal{E}_{K_{B_{r+\rho}}^c}(u, \tau^2 w). \]
Together, we obtain
\[ \mathcal{E}_{K_{B_{r+\rho}}^c}(\tau w, \tau w) \leq \mathcal{E}(u, \tau^2 w) + c_{11} S^2 (r + \rho)^d \rho^{-\alpha} - c_{12} S^2 \rho^d \text{Tail}_{K}(u, r, r + \rho) + \frac{1}{2} \mathcal{E}_{K_{B_{r+\rho}}^c}(\tau w, \tau w) \]
for \( c_{11}, c_{12} > 0 \). Since \( L \geq 0 \), we conclude
\[ \text{Tail}_{K}(u, r, r + \rho) \leq c_{13} \frac{1}{S^2 \rho^d} \mathcal{E}(u, \tau^2 w) + c_{14} S \left( \frac{r + \rho}{\rho} \right)^d \rho^{-\alpha}, \]
where \( c_{13}, c_{14} > 0 \) are constants. This yields the desired result. \( \square \)

Next, we prove a similar estimate for the dual form:
Lemma 5.2. Assume that \((K1_{\text{glob}}), (\text{Cutoff})\) and \((\text{JS})\) hold true for some \(\theta \in \left[\frac{d}{\alpha}, \infty\right)\). Moreover, assume \((\text{Sob})\) if \(\theta < \infty\). Then there exist \(c_1, c_2 > 0\) such that for every \(0 < r \leq 1\), every nonnegative function \(u \in V(B_{2r}[\mathbb{R}^d] \cap L^{2, p}(\mathbb{R}^d))\) and every \(S \geq \sup_{r \leq r'} u\), it holds

\[
\text{Tail}_K(u, r, r + \rho) \leq c_1 \frac{1}{S \rho^d} \mathcal{E}(u, \tau^2(u - 2S)) + c_2 \left(\frac{r + \rho}{\rho}\right)^d \rho^{-\alpha} S,
\]

where \(B_{2r} \subset \Omega\), \(\tau = \tau_{r, \rho}\).

Proof. As in the proof of Lemma 5.1, we define \(w = u - 2S\) and observe that \(w \in [-S, -2S]\) in \(B_{r + \rho}\). The proof is separated into several steps.

Step 1: First, we recall from the Step 1 in the proof of Lemma 5.1 that for some \(c > 0\) it holds

\[
\mathcal{E}_{B_{r + \rho}}(\tau w, \tau w) \leq c \mathcal{E}_{B_{r + \rho}}(u, \tau^2 w) + cS^2(r + \rho)^d \rho^{-\alpha}.
\]  

(5.6)

Step 2: In analogy with Step 2 in the proof of Lemma 5.1, we claim that for some \(c > 0\):

\[
-\mathcal{E}_{B_{r + \rho}}(u, \tau^2 w) \leq \frac{1}{2} \mathcal{E}_{B_{r + \rho}}(u, \tau w) + cS^2(r + \rho)^d \rho^\alpha.
\]

(5.7)

To see this, we estimate

\[
-\mathcal{E}_{B_{r + \rho}}(u, \tau^2 w) = \int_{B_{r + \rho}} \int_{B_{r + \rho}} (\tau^2 w(x) - \tau^2 w(y))(w(x) + w(y))K_a(x, y)dydx \\
+ 4S \int_{B_{r + \rho}} \int_{B_{r + \rho}} (\tau^2 w(x) - \tau^2 w(y))K_a(x, y)dydx
\]

\[
:= I_1 + I_2.
\]

For \(I_1\), we compute

\[
I_1 = \int_{B_{r + \rho}} \int_{B_{r + \rho}} (\tau^2 w(x) - \tau^2 w(y))K_a(x, y)dydx \\
+ \int_{B_{r + \rho}} \int_{B_{r + \rho}} (\tau^2 w(x) - \tau^2 w(y))K_a(x, y)dydx,
\]

and from the same arguments as in the proof of Step 2 from the proof of Lemma 5.1, we conclude

\[
I_1 \leq \frac{1}{4} \mathcal{E}_{B_{r + \rho}}(\tau w, \tau w) + cS^2(r + \rho)^d \rho^{-\alpha},
\]

using \((K1_{\text{glob}}), (\text{Cutoff})\). For \(I_2\) we observe:

\[
I_2 = 2S \int_{B_{r + \rho}} \int_{B_{r + \rho}} (\tau w(x) - \tau w(y))(\tau(x) + \tau(y))K_a(x, y)dydx \\
+ 2S \int_{B_{r + \rho}} \int_{B_{r + \rho}} (\tau w(x) + \tau w(y))(\tau(x) - \tau(y))K_a(x, y)dydx
\]

\[
=: I_{2,1} + I_{2,2}.
\]

Now, using \((K1_{\text{glob}}), (2.8)\) and \((\text{Cutoff})\),

\[
I_{2,1} \leq \frac{1}{8} \mathcal{E}_{B_{r + \rho}}(\tau w, \tau w) + cS^2 \int_{B_{r + \rho}} \tau^2(x) \left(\frac{\int_{B_{r + \rho}} |K_a(x, y)|^2}{J(x, y)}\right)dy \\
\leq \frac{1}{8} \mathcal{E}_{B_{r + \rho}}(\tau w, \tau w) + cS^2 \mathcal{E}_{B_{r + \rho}}(\tau, \tau) + cS^2 \rho^{-\alpha} \int_{B_{r + \rho}} \tau^2(x)dx
\]
and, again using \((K_1_{glob})\), (2.8) and (Cutoff):

\[
I_{2,2} \leq cS^2 \mathcal{E}_{B_{r+p}}^K (\tau, \tau) + \int_{B_{r+p}} \tau^2 w^2(x) \left( \int_{B_{r+p}} \frac{|K_u(x,y)|^2}{K_s(x,y)} \right) dx
\]

\[
\leq cS^2(r + \rho)^d \rho^{-\alpha} + \frac{1}{8} \mathcal{E}_{B_{r+p}}^K (\tau w, \tau w) + c\rho^{-\alpha} \int_{B_{r+p}} \tau^2 w^2(x) dx
\]

\[
\leq \frac{1}{8} c \mathcal{E}_{B_{r+p}}^K (\tau w, \tau w) + cS^2(r + \rho)^d \rho^{-\alpha}.
\]

Altogether, we have proved (5.7).

Step 3: Moreover, we claim that for some constants \(c, c' > 0\):

\[
- \mathcal{E}_{(B_{r+p} \times B_{r+p})^c} (u, \tau^2 w) \leq cS^2(r + \rho)^d \rho^{-\alpha} - c' S \rho^{d \text{Tail}} K(u, r, r + \rho).
\]  

(5.8)

First, we decompose

\[
- \mathcal{E}_{(B_{r+p} \times B_{r+p})^c} (\tau^2 w, u) = -2 \int_{B_{r+p}} \int_{B_{r+p}} \tau^2 w(x) u(x) K(x, y) dy dx
\]

\[
+ 2 \int_{B_{r+p}} \int_{B_{r+p}} \tau^2 w(y) u(x) K(x, y) dy dx
\]

\[
= J_1 + J_2.
\]

For \(J_1\), we compute using the definition of \(w\), nonnegativity of \(u\) and (1.2)

\[
J_1 = 2 \int_{B_{r+p}} \int_{B_{r+p}} \tau^2(x) (2S - u(x)) u(x) K(x, y) dy dx
\]

\[
\leq 4S^2 \int_{B_{r+p}} \int_{B_{r+p}} \tau^2(x) K_s(x, y) dy dx
\]

\[
\leq cS^2(r + \rho)^2 \rho^{-\alpha}.
\]

For \(J_2\), we observe, using that \(\tau^2 \geq 1/16\) in \(B_{r+p/4}\):

\[
J_2 = 2 \int_{B_{r+p/4}} \int_{B_{r+p}} \tau^2(y) (u(y) - 2S) u(x) K(x, y) dy dx
\]

\[
\leq -2S \int_{B_{r+p}} \int_{B_{r+p}} \tau^2(y) u(x) K(x, y) dy dx
\]

\[
\leq -\frac{S}{8} \int_{B_{r+p/4}} \int_{B_{r+p}} u(x) K(x, y) dy dx.
\]

Finally, using (UJS) and the same argument as in (5.5), we can prove that

\[
\rho^{d \text{Tail}} K(u, r, r + \rho) \leq c \int_{B_{r+p/4}} \int_{B_{r+p}} u(x) K(x, y) dy dx.
\]

Altogether, we have established (5.8), as desired.

Step 4: Combining (5.6), (5.7), and (5.8), we obtain:

\[
\mathcal{E}_{B_{r+p}}^K (\tau w, \tau w) \leq \mathcal{E}_{B_{r+p}}^K (u, \tau^2 w) + cS^2(r + \rho)^d \rho^{-\alpha}
\]
Consequently, assume that Corollary 5.3. (ell-PDE) can be used to bound Tail as desired. □

Assume that Corollary 5.4. (K1) holds true for some \( \theta \in [\frac{d}{2}, \infty] \). Moreover, assume (Sob) if \( \theta < \infty \). Then there exists \( c > 0 \) such that for every \( 0 < \rho \leq r \leq 1 \) and every nonnegative, weak supersolution \( u \) to (ell-PDE) in \( B_{2r} \), it holds

\[
\text{Tail}_K(u, r, r + \rho) \leq c \left( \frac{r + \rho}{\rho} \right)^d \left( \rho^{-\alpha} \sup_{B_{r+\rho}} u + \|f\|_{L^\infty} \right),
\]

where \( B_{2r} \subset \Omega \).

(ii) Assume (K1glob), (UJS) holds true for some \( \theta \in [\frac{d}{4}, \infty] \). Moreover, assume (Sob) if \( \theta < \infty \). Then there exists \( c > 0 \) such that for every \( 0 < \rho \leq r \leq 1 \) and every nonnegative, weak subsolution \( u \) to (ell-PDE) in \( B_{2r} \), it holds

\[
\text{Tail}_K(u, r, r + \rho) \leq c \left( \frac{r + \rho}{\rho} \right)^d \left( \rho^{-\alpha} \sup_{B_{r+\rho}} u + \|f\|_{L^\infty} \right),
\]

where \( B_{2r} \subset \Omega \).

One can also deduce an estimate for the \( L^1 \)-parabolic tail \( \int_{t/2}^{\tilde{r}} \text{Tail}_K(u(t), r, r + \rho)dt \) for supersolutions to (PDE), (\( \text{PDE} \)) from Lemma 5.1.

Corollary 5.4. Assume that (Cutoff) holds true.

(i) Assume (K1loc), (UJS) holds true for some \( \theta \in [\frac{d}{2}, \infty] \). Moreover, assume (Sob) if \( \theta < \infty \). Then there exists \( c > 0 \) such that for every \( 0 < \rho \leq r \leq 1 \) and every nonnegative, weak supersolution \( u \) to (PDE) in \( \Gamma(t_0) \times B_{2r} \), it holds

\[
\int_{\Gamma(t_0)/2} \text{Tail}_K(u(t), r, r + \rho)dt \leq c \left( \frac{r + \rho}{\rho} \right)^d \left( \frac{r + \rho}{\rho} \right)^{\alpha/1} \sup_{\Gamma(t_0)/2 \times B_{r+\rho}} u + (r + \rho)^\alpha \|f\|_{L^\infty},
\]

where \( B_{2r} \subset \Omega \).

(ii) Assume (K1glob), (UJS) holds true for some \( \theta \in [\frac{d}{4}, \infty] \). Moreover, assume (Sob) if \( \theta < \infty \). Then there exists \( c > 0 \) such that for every \( 0 < \rho \leq r \leq 1 \) and every nonnegative, weak subsolution \( u \) to (PDE) in \( \Gamma(t_0) \times B_{2r} \), it holds

\[
\int_{\Gamma(t_0)/2} \text{Tail}_K(u(t), r, r + \rho)dt \leq c \left( \frac{r + \rho}{\rho} \right)^d \left( \frac{r + \rho}{\rho} \right)^{\alpha/1} \sup_{\Gamma(t_0)/2 \times B_{r+\rho}} u + (r + \rho)^\alpha \|f\|_{L^\infty},
\]

where \( B_{2r} \subset \Omega \).
Proof. We only explain the proof of (i). The proof of (ii) works in the same way, but relies on Lemma 5.2 instead of Lemma 5.1. We write \( S = \sup_{I_{(r+\rho)/2} \times B_{r+\rho}} u \) and denote \( w = u - 2S \), observing that \( \partial_t (w^2) = 2w \partial_t u \). From Lemma 5.1 and the fact that \( u \) is a supersolution to (PDE), we deduce

\[
\frac{c}{2S\rho^d} \int_{B_{r+\rho}} \tau^2(x) \partial_t (w^2)(t,x)dx + \text{Tail}_K(u(t),r,r+\rho) \\
\leq c \frac{1}{S\rho^d} \left[ (\partial_t u(t), \tau^2 w(t)) + E(u(t),\tau^2 w(t)) \right] + cS \left( \frac{r+\rho}{\rho} \right)^d \rho^{-\alpha} \\
\leq c \frac{1}{S\rho^d} (f(t), \tau^2 w(t)) + cS \left( \frac{r+\rho}{\rho} \right)^d \rho^{-\alpha} \\
\leq c \left( \frac{r+\rho}{\rho} \right)^d \left( \|f\|_{L^\infty} + S\rho^{-\alpha} \right),
\]

where \( c > 0 \) is the constant from Lemma 5.1 and we tested the equation with \( \tau^2 w \), \( \tau = \tau_{r,\rho} \). Let \( \chi \in C^1(\mathbb{R}) \) be a nonnegative function with \( \chi(t_0 - ((r+\rho)/2)^\alpha) = 0, \chi \equiv 1 \) in \( I_{r/2} \), \( \|\chi\|_\infty \leq 1, \|\chi\|_\infty \leq 8((r+\rho)^\alpha - r^\alpha)^{-1} \). Multiplying with \( \chi^2 \) and integrating over \( (t_0 - ((r+\rho)/2)^\alpha, t) \) for some arbitrary \( t \in I_{r/2} \), we obtain

\[
\frac{c}{2S\rho^d} \int_{B_{r+\rho}} \chi^2(t) \tau^2(x) w^2(t,x)dx + \int_{t_0 - ((r+\rho)/2)^\alpha}^t \chi^2(s) \text{Tail}_K(u(s),r,r+\rho)ds \\
\leq c_1 \int_{t_0 - ((r+\rho)/2)^\alpha}^t \chi^2(s)S \left( \frac{r+\rho}{\rho} \right)^d \rho^{-\alpha} ds + c_1 \left( \frac{r+\rho}{\rho} \right)^d (r+\rho)^\alpha \|f\|_{L^\infty} \\
+ c_1 \int_{t_0 - ((r+\rho)/2)^\alpha}^t \frac{1}{S\rho^d} \chi(s)|\chi'(s)| \int_{B_{r+\rho}} \tau^2(x) w^2(s,x)dx ds,
\]

where \( c_1 > 0 \) is a constant. Consequently, using that \( w^2 \leq 4S^2 \)

\[
\sup_{t \in I_{r/2}} \frac{c}{2S\rho^d} \int_{B_r} w^2(t,x)dx + \int_{I_{r/2}} \text{Tail}_K(u(s),r,r+\rho)ds \\
\leq c_2 \left( \frac{r+\rho}{\rho} \right)^{d+(\alpha\vee 1)} \sup_{I_{(r+\rho)/2} \times B_{r+\rho}} u + c_2 \left( \frac{r+\rho}{\rho} \right)^d (r+\rho)^\alpha \|f\|_{L^\infty},
\]

where \( c_2 > 0 \) and we used that for some \( c > 0 \), \( ((r+\rho)^\alpha - r^\alpha)^{-1} \leq c\rho^{-\alpha(\alpha\vee 1)}(r+\rho)^{(\alpha\vee 1)-\alpha} \). This concludes the proof.

6. Harnack Inequalities

The goal of this section is to complete the proofs of our main results Theorem 1.1 and Theorem 1.4. In Subsection 6.1, we give improved versions of the local boundedness estimates from Section 3 and Section 4, which do not involve tail terms. These results make use of the tail estimates obtained in Corollary 5.3 and are the key ingredient to the proof of Theorem 1.4. In Subsection 6.2 we combine local boundedness estimates with the weak Harnack inequalities from [KW22] and obtain our main results.

We point out that the proof of Theorem 1.1 does not rely on the tail estimates from Section 5.
It is an open question – even in the symmetric case – how to derive a parabolic Harnack inequality involving only local quantities from suitable tail estimates, as one does in the stationary case. Subsection 6.3 is dedicated to this issue.

6.1. Local boundedness without tail terms. We obtain local \( L^\infty - L^p \)-estimates for solutions to (ell-PDE) and (ell-PDE) (see Theorem 6.2). In comparison with Theorem 3.6 the estimates only contain purely local quantities. The underlying procedure works exactly as for symmetric forms. However, note that we need to redo the iteration in Theorem 3.6 in order to prove Theorem 6.1 since the quantities \( \text{Tail}_K \) and \( \text{Tail}_{K,\alpha} \) are in general not comparable.

The following theorem is the key result on our path towards \( L^\infty - L^p \)-estimates for nonnegative solutions to (ell-PDE) and (ell-PDE) since it does not involve any nonlocal quantities anymore.

**Theorem 6.1.** Assume that (Cutoff) and (Sob) hold true.

(i) Assume that \((K1_{loc})\) and (UJS) hold true for some \( \theta \in [\frac{d}{\alpha}, \infty] \). Then, for every \( \delta \in (0,1] \) there exists \( c > 0 \) such that for every \( 0 < R \leq 1 \) and every nonnegative, weak solution \( u \) to (ell-PDE) in \( B_{2R} \subset \Omega \), it holds

\[
\sup_{B_{R/2}} u \leq c \left( \int_{B_{R}} u^2(x) dx \right)^{1/2} + \delta \sup_{B_{R}} u + cR^\alpha \|f\|_{L^\infty}. \tag{6.1}
\]

(ii) Assume that \((K1_{glob})\) and (UJS) hold true for some \( \theta \in (\frac{d}{\alpha}, \infty] \). Then, for every \( \delta \in (0,1] \) there exists \( c > 0 \) such that for every \( 0 < R \leq 1 \) and every nonnegative, weak solution \( u \) to (ell-PDE) in \( B_{2R} \), estimate (6.1) holds true.

We present two proofs of this theorem based on the De Giorgi iteration and the Moser iteration. Both proofs rely on a combination of the iteration schemes established in Section 3 and Section 4, and the tail estimate from Corollary 5.4.

**Proof of Theorem 6.1 (based on De Giorgi iteration).** The proof of (i) is analogous to the proof of Theorem 3.6 (i). We define \((l_i), (\rho_i), (r_i), (w_i)\) in the same way. Moreover, we set \( A_i = \|w_i\|_{L^1(B_r)} \). Note that

\[
\left( \frac{r_i + \rho_i}{\rho_i} \right)^d = \left( \frac{1 + \left( \frac{3}{2} \right)^i + \left( \frac{1}{2} \right)^i}{\left( \frac{1}{2} \right)^{i+1}} \right)^d \leq 2^{(i+2)d}.
\]

Consequently, Corollary 5.3 (i) (applied with \( r = r_i + \frac{\rho_i}{2} \) and \( \rho = \frac{\rho_i}{2} \)) yields

\[
\text{Tail}_K(u, r_i + \frac{\rho_i}{2}, r_i + \rho_i) \leq c_1 2^{(d+2)R^{-\alpha}} \left( \sup_{B_R} u + R^\alpha \|f\|_{L^\infty} \right) \tag{6.2}
\]

for some \( c_1 > 0 \). Moreover, by following the arguments in the proof of Theorem 3.6 (i), we derive the following analog of (3.16)

\[
A_i \leq c_2 \frac{1}{(l_i - l_{i-1})^\kappa} \left( \sigma(r_i, \rho_i) \right. + \left. \frac{\text{Tail}_K(u, r_i + \frac{\rho_i}{2}, r_i + \rho_i) + \|f\|_{L^\infty}}{l_i - l_{i-1}} \right) A_{i-1}^{\frac{1}{\kappa}} \tag{6.3}
\]

for some \( c_2 > 0 \), where we can choose \( \kappa = \frac{d}{\alpha - \alpha} \) by using that \( u \) is a subsolution to the stationary equation (ell-PDE) in (3.13). We combine (6.2) and (6.3) and obtain

\[
A_i \leq \frac{c_3}{R^\alpha M^\kappa} 2^{\gamma i} \left( 1 + \sup_{B_R} u + R^\alpha \|f\|_{L^\infty} \right) A_{i-1}^{\frac{1}{\kappa}},
\]
where \( c_3 > 0 \) and \( \gamma > 1 \) are constants. We proceed as in the proof of Theorem 3.6 (i) and choose \( M := \delta \left( \sup_{B_R} u + \| f \|_{L^\infty} \right) + C \frac{c_3^2}{\delta} \frac{\alpha'}{\gamma} R^{-\alpha'} A_0^{1/2} \), where \( C := 2^\gamma > 1 \) and conclude

\[
A_0 \leq \left( \frac{c_3}{\delta R^\alpha M} \right)^{-\kappa'} C^{-\kappa'^2},
\]

and therefore we obtain from Lemma 7.1 in [Giu03]

\[
\sup_{B_{R/2}} u \leq M = \delta \left( \sup_{B_R} u + R^\alpha \| f \|_{L^\infty} \right) + c_3 \delta^{-\frac{\alpha'}{2}} \left( \int_{B_R} u^2(x)dx \right)^{1/2}
\]

for some \( c_3 > 0 \), as desired.

In order to prove (ii), we follow the arguments in the proof of Theorem 3.6 (ii) and derive the following analog of (6.3)

\[
A_i \leq c_4 \frac{R^d (\frac{r_i}{r_i - l_i})^\mu}{(l_i - l_{i-1})^{2\mu}} \left( \sigma(r_i, \rho_i) \left( 1 + \frac{l_i}{l_i - l_{i-1}} \right)^2 + \text{Tail}_K(u, r_i + \frac{\rho_i}{2}, r_i + \rho_i) + \| f \|_{L^\infty} \right) A_{i-1}^{1+\mu}
\]

for some \( c_4 > 0 \), where \( \mu = \frac{1}{\alpha'} - \frac{1}{\beta} \) and \( \kappa = \frac{d}{\alpha - \alpha'} \). As before, by Corollary 5.3 (ii) (applied with \( r = r_i + \frac{\rho_i}{2} \) and \( \rho = \frac{\rho_i}{2} \)) we prove

\[
\text{Tail}_K(u, r_i + \frac{\rho_i}{2}, r_i + \rho_i) \leq c_1 2^{(d+2)(d+2)} R^{-\alpha} A_{B_R}^\alpha \left( \sup_{B_{R/2}} u + R^\alpha \| f \|_{L^\infty} \right).
\]

By combining (6.4) with the previous estimate, we deduce

\[
A_i \leq \frac{c_5}{\delta R^d M^{2\mu}} C^{\gamma i} A_{i-1}^{1+\mu}
\]

for some \( c_5 > 0 \) and \( \gamma > 1 \). From here, the desired result follows by the same arguments as in the proof of (i).

**Proof of Theorem 6.1 (based on Moser iteration).** We explain how to prove (ii). The proof of (i) follows exactly the same arguments. Our proof is based on the Moser iteration and works in a similar way compared to the proof of Theorem 4.8. Let us define \( (\rho_i)_i \), \( (r_i)_i \) and \( (q_i)_i \) in the same way, but set \( \kappa = \frac{d}{\alpha - \alpha'} \).

Note that by following the arguments of the proof of Theorem 4.8, but using that \( u \) is a subsolution to the stationary equation in (4.17), we can derive the following analog of (4.18):

\[
\| \tilde{u} \|_{L^{q_i}(B_{r_{i-1}})} \leq c_{\frac{1}{q_i-1} q_{i-1}}^{-\frac{\alpha}{q_i-1} R^{-\frac{\alpha}{q_i-1} - \frac{d+\gamma+2}{2 q_i-1}} (i+1)} \left( \| \tilde{u} \|_{L^{2q_i-1}(B_{r_{i-1}})} + 2^{(d+\epsilon+\alpha)(i+1)} R^{\alpha+\frac{d}{2 q_i-1}} \text{Tail}_K(u, r_i + \frac{\rho_i}{2}, r_i + \rho_i) \right).
\]

By combining this estimate with (6.4), we obtain

\[
\| \tilde{u} \|_{L^{q_i}(B_{r_i})} \leq c_{\frac{1}{q_i-1} q_{i-1}}^{-\frac{\alpha}{q_i-1} R^{-\frac{\alpha}{q_i-1} - \frac{d+\gamma+2}{2 q_i-1}} (i+1)} \left( \| \tilde{u} \|_{L^{2q_i-1}(B_{r_{i-1}})} + R^{\frac{\alpha}{2 q_i-1}} 2^{(i+1)(\epsilon+\alpha)-2} \left( \sup_{B_{R}} u + R^\alpha \| f \|_{L^\infty} \right) \right).
\]

From here, the proof follows in a similar way as the proof of Theorem 4.8. First, we observe that:

\[
\sup_{B_{R/2}} u \leq \left( \prod_{i=1}^\infty c_{\frac{1}{q_i-1} q_{i-1}}^{-\frac{\alpha}{q_i-1} R^{-\frac{\alpha}{q_i-1} - \frac{d+\gamma+2}{2 q_i-1}} (i+1)} \right) \| \tilde{u} \|_{L^{q_0}(B_R)}
\]
Moreover, by similar arguments as in the proof of Theorem 4.8
\[
\sum_{i=0}^{\infty} \left( \prod_{j=i}^{\infty} \frac{1}{q_{j-1}^{2-\frac{d}{q_j}}} \right) R^{\frac{d}{2q_{j-1}}} 2^{-(i+1)(\varepsilon+\alpha-2)} \leq c \sum_{i=1}^{\infty} \frac{2^{(d+\varepsilon+2)\kappa^i}}{2^{(i+1)(\varepsilon+\alpha-2)}},
\]
using that \(\sum_{i=0}^{\infty} \kappa^{-i} = \frac{d}{\alpha}\) and \(\sum_{i=0}^{\infty} \frac{1}{\kappa^i} < \infty\), where \(\kappa = \frac{d}{d-\alpha}\).

Now, choose \(\varepsilon \geq 1\) so large that \(\sum_{i=1}^{\infty} 2^{-(i+1)\frac{\varepsilon+\alpha-2}{2}} \leq \frac{\delta}{2c}\). Then, let us choose \(q_0 \geq 1\) so large that \(\frac{(d+\varepsilon+2)\kappa}{2q_0} \leq \varepsilon+\alpha-2\). In that case,
\[
c \sum_{i=1}^{\infty} \left( 2^{\frac{(d+\varepsilon+2)\kappa^i}{2q_0}} \right) 2^{-(i+1)(\varepsilon+\alpha-2)} \leq c \sum_{i=k+1}^{\infty} 2^{-(i+1)\frac{(\varepsilon+\alpha-2)}{2}} \leq \frac{\delta}{2}.
\]

Therefore,
\[
sup_{B_{R/2}} \tilde{u} \leq c \left( \int_{B_R} \tilde{u}^{2q_0}(x)dx \right)^{\frac{1}{2q_0}} + \frac{\delta}{2} \left( sup_{B_R} u + R^\alpha \|f\|_{L^\infty} \right).
\]
As a consequence, by using the definition of \(\tilde{u}\), as well as triangle inequality for the \(L^{2q_0}\)-norm, we deduce
\[
sup_{B_{R/2}} u \leq c \left( \int_{B_R} u^{2q_0}(x)dx \right)^{\frac{1}{2q_0}} + \frac{\delta}{2} sup_{B_R} u + cR^\alpha \|f\|_{L^\infty}.
\]
It remains to prove the desired estimate (6.1) in case \(q_0 > 1\). This follows from Young’s inequality:
\[
\left( \int_{B_R} u^{2q_0}(x)dx \right)^{\frac{1}{2q_0}} \leq sup_{B_R} u^{\frac{2q_0-2}{2q_0}} \left( \int_{B_R} u^2(x)dx \right)^{\frac{1}{2q_0}} \leq \frac{\delta}{2c} sup_{B_R} u + c \left( \int_{B_R} u^2(x)dx \right)^{\frac{1}{2}}.
\]
\(\square\)

By a standard iteration argument one can deduce local boundedness of nonnegative solutions to (ell-PDE) and (ell-PDE) from Theorem 6.1.

**Theorem 6.2.** Assume that (Cutoff) and \((E^\geq)\) hold true.

(i) Assume that (K1\(_{loc}\)), (UJS) hold true for some \(\theta \in \left[ \frac{d}{\alpha}, \infty \right]\). Then there exists \(c > 0\) such that for every \(0 < R \leq 1\), every \(p \in (0, 2]\) and every nonnegative, weak solution \(u\) to (ell-PDE) in \(B_{2R}\), it holds
\[
sup_{B_{R/4}} u \leq c \left( \int_{B_{R/2}} u^p(x)dx \right)^{1/p} + cR^\alpha \|f\|_{L^\infty}, \tag{6.5}
\]
where \(B_{2R} \subset \Omega\).

(ii) Assume that (K1\(_{glob}\)), (UJS) hold true for some \(\theta \in \left( \frac{d}{\alpha}, \infty \right]\). Then there exists \(c > 0\) such that for every \(0 < R \leq 1\), every \(p \in (0, 2]\) and every nonnegative, weak solution \(u\) to (ell-PDE) in \(B_{2R}\), estimate (6.5) holds true.
Proof. We restrict ourselves to proving (i). The proof of (ii) works in the same way. The proof works as in [DCKP14] (p.1828-1829). Let us point out that this proof crucially relies on local boundedness of \( u \), i.e.,

\[
\sup_{B_{R/2}} u < \infty,
\]

which follows from Theorem 3.6 and Theorem 4.8, since \( \text{Tail}_{K,\alpha}(u, R) \) and \( \bar{\text{Tail}}_{K,\alpha}(u, R) \) are finite under the assumptions of this theorem due to Lemma 2.13 (i) and Lemma 2.13 (ii), respectively. Let \( \frac{1}{4} \leq t < s \leq \frac{1}{2} \). We conclude from Theorem 6.1 and a classical covering argument

\[
\sup_{B_{R}} u \leq c_1 (s-t)^{-d} \left( \int_{B_{sR}} u^2(x) dx \right)^{1/2} + c_2 R^\alpha \|f\|_{L^\infty} + c_2 \delta \sup_{B_{sR}} u,
\]

where \( c_1, c_2 > 0 \) are constants. By Young’s inequality (applied with \( \frac{2}{p}, \frac{2}{q} \geq 1 \),

\[
\sup_{B_{R}} u \leq c_1 (s-t)^{-d} \sup_{B_{sR}} u^{2-\frac{2}{p}} \left( \int_{B_{sR}} u^p(x) dx \right)^{1/2} + c_2 \delta \sup_{B_{sR}} u + c_2 R^\alpha \|f\|_{L^\infty}
\]

\[
\leq \left( c_2 \delta + \frac{1}{4} \right) \sup_{B_{sR}} u + c_3 (s-t)^{-d} \left( \int_{B_{sR}} u^p(x) dx \right)^{1/p} + c_2 R^\alpha \|f\|_{L^\infty}
\]

for some \( c_3 > 0 \). By choosing \( \delta = \frac{1}{4c_2} \), we obtain

\[
\sup_{B_{R}} u \leq \frac{1}{2} \sup_{B_{sR}} u + c_4 (s-t)^{-d} \left( \int_{B_{sR}} u^p(x) dx \right)^{1/p} + c_4 R^\alpha \|f\|_{L^\infty}
\]

for \( c_4 > 0 \), and the result follows by application of Lemma 1.1 in [GG82], using (6.6). \( \square \)

6.2. Proofs of main results. In this section we provide the proofs of our main results Theorem 1.1 and Theorem 1.4. Let us recall the following theorem from [KW22].

**Theorem 6.3.** (weak Harnack inequality) Assume (K2), (Cutoff), (Poinc) and (Sob).

(i) Assume that (K1_{loc}) holds true for some \( \theta \in [\frac{d}{2}, \infty] \). Then there is \( c > 0 \) such that for every \( 0 < R \leq 1 \), and every nonnegative, weak supersolution \( u \) to (PDE) in \( I_R(t_0) \times B_{2R} \)

\[
\inf_{(t_0+R^n-(R/2)^n,t_0+(R/2)^n)} u \geq c \left( \int_{(t_0-R^n,t_0-R^n+(R/2)^n)} u(t,x)dt \right)^{1/p} - R^\alpha \|f\|_{L^\infty},
\]

where \( B_{2R} \subset \Omega \).

(ii) Assume that (K1_{glob}) holds true for some \( \theta \in [\frac{d}{2\alpha}, \infty] \). Then there is \( c > 0 \) such that for every \( 0 < R \leq 1 \), and every nonnegative, weak supersolution \( u \) to (PDE) in \( I_R(t_0) \times B_{2R} \), estimate (6.7) holds true.

Now we prove Theorem 1.1 and Theorem 1.4. Both results require the weak Harnack inequality Theorem 6.3.

**Proof of Theorem 1.1.** We only prove (i) since the proof of (ii) follows by the same line of arguments. (i) follows from a combination of Theorem 6.3 and Theorem 3.6 (or Theorem 4.8).
First, we deduce from Theorem 3.6 (or Theorem 4.8) and a classical covering argument that for every \( \frac{1}{4} \leq t < s \leq \frac{1}{2} \):

\[
\sup_{I_{1/2}^s \times B_{1/2}} u \leq c_1 (s - t)^{-\frac{d - n}{2}} \left( \int_{s, B_{1/2}}^s u^2(t, x)dxdt \right)^{1/2} + \sup_{t \in I_{1/4}^s} \text{Tail}_{K, \alpha}(u(t), R) + c_2 R^\alpha \|f\|_{L^\infty}.
\]

By a similar iteration argument as in the proof of Theorem 6.2, we deduce

\[
\sup_{I_{1/8}^s \times B_{1/8}} u \leq c_2 \left( \int_{B_R} I_{1/8}^s u(t, x)dxdt \right) + c_2 \sup_{t \in I_{1/4}^s} \text{Tail}_{K, \alpha}(u(t), R) + c_2 R^\alpha \|f\|_{L^\infty}. \quad (6.8)
\]

Next, Theorem 6.3 yields

\[
(t_0 + (1 - 2^{-\alpha})R^\alpha, t_0 - (1 - 2^{-\alpha})R^\alpha) \times B_{1/2}
\]

\[
\inf_{(t_0 - (1 - 2^{-\alpha})R^\alpha, t_0 + R^\alpha) \times B_{1/2}} u \geq c_1 \left( \int_{(t_0 - R^\alpha, t_0 - (1 - 2^{-\alpha})R^\alpha)} u(t, x)dxdt - R^\alpha \|f\|_{L^\infty} \right) \quad (6.9)
\]

for some \( c_1 > 0 \). Note that (6.9) is

\[
\leq c_2 \left( \int_{B_{1/8}} (t_0 - (1 - 2^{-\alpha})R^\alpha) \times B_{1/2} u(t, x)dxdt \right) + c_2 \sup_{t \in I_{1/4}^s} \text{Tail}_{K, \alpha}(u(t), R) + c_2 R^\alpha \|f\|_{L^\infty}
\]

\[
\leq c_3 \left( \int_{B_{1/8}} (t_0 - R^\alpha, t_0 - (1 - 2^{-\alpha})R^\alpha) \times B_{1/2} u(t, x)dxdt \right) + c_3 \sup_{t \in I_{1/4}^s} \text{Tail}_{K, \alpha}(u(t), R) + c_3 R^\alpha \|f\|_{L^\infty}
\]

\[
\leq c_4 \left( \inf_{(t_0 - (1 - 2^{-\alpha})R^\alpha, t_0 + R^\alpha) \times B_{1/2}} u \right) + c_4 \sup_{t \in (t_0 - (1 - 2^{-\alpha} + 3^{-\alpha})R^\alpha, t_0 - (1 - 2^{-\alpha})R^\alpha)} \text{Tail}_{K, \alpha}(u(t), R) + c_4 R^\alpha \|f\|_{L^\infty}
\]

for some \( c_2, c_3, c_4 > 0 \). The proof is finished upon noticing that

\[
I_{1/8}^s (t_0 - (1 - 2^{-\alpha})R^\alpha) = (t_0 - (1 - 2^{-\alpha} + 3^{-\alpha})R^\alpha, t_0 - (1 - 2^{-\alpha})R^\alpha).
\]

\[\square\]

**Proof of Theorem 1.4.** This result follows directly by combination of Theorem 6.2 and Theorem 6.3, where we apply Theorem 6.2 with \( p = 1 \). \[\square\]

### 6.3. Challenges in the parabolic case.

Let us assume that (Cutoff), \((E_\geq)\), \((K_{1, 1})\), \((K_2)\) and \((\text{UJS})\) hold true for some \( \theta \in [\frac{d}{2}, \infty] \). The goal of this section is to discuss the validity of a parabolic version of Theorem 1.4, i.e., to investigate the estimate

\[
\sup_{(t_0 - c_1 R\alpha, t_0 - c_2 R\alpha) \times B_{1/2}} u \leq C \inf_{(t_0 - c_1 R\alpha, t_0 + R\alpha) \times B_{1/2}} u + R^\alpha \|f\|_{L^\infty}
\]

for some \( C > 0 \) and \( 0 < c_2 < c_1 < 1 \) for nonnegative, weak solutions \( u \) to \((\text{PDE})\) in \( I_{1/2}^s \times B_{2R} \), where \( B_{2R} \subset \Omega \). In order to keep the presentation short, we will not discuss weak solutions to \((\text{PDE})\), here.

As in the elliptic case, the general strategy to establish (6.10) would be to first prove an \( L^\infty - L^p \)-estimate of the following form (given any \( p \in (0, 2] \))

\[
\sup_{I_{1/8}^s \times B_{1/8}} u \leq c \left( \int_{I_{1/8}^s \times B_{1/8}} u^p(t, x)dxdt \right)^{1/p} + c R^\alpha \|f\|_{L^\infty}, \quad (6.11)
\]
and to deduce (6.10) after combination with the weak parabolic Harnack inequality Theorem 6.3 as in the proof of Theorem 1.1. 

A natural approach in order to show (6.11) would be to proceed as in the proof of Theorem 3.6 but to apply Corollary 5.4 in order to estimate the nonlocal tail by a local quantity. However, as Corollary 5.4 only provides an estimate for \( \int_{r/2}^{\infty} \sup_{t \in I_r} \text{Tail}_K(u(t), r, r + \rho) \) but not for \( \sup_{I_{r/2}} \text{Tail}_K(u(t), r, r + \rho) \), one needs to come up with a new idea to bridge the gap between these two estimates. 

As in the proof of Theorem 3.6, let us explain how to deduce (6.11) under the condition that \( \delta > 0 \).

Remark 6.4. (i) Naturally, the constant \( c \) in (6.11) will depend on \( c_0 \).

(ii) (6.12) holds true for global solutions to (PDE) in the symmetric case (see [Str19b]).

(iii) It has been proposed in [Kim19] to establish (6.12) for every weak solution \( u \) to (PDE) in \( I \times B_{2R} \) with prescribed nonlocal parabolic boundary data \( g \in L^\infty(I \times \mathbb{R}^d) \cap C(\bar{I} \times \mathbb{R}^d) \) with \( c_0 \) depending only on \( g \). The proof of [Kim19, Lemma 5.3] is not complete.

(iv) Note that (b) is an additional restriction and does not naturally follow from our weak solution concept. We refer to Subsection 2.3 for a more detailed discussion of finiteness of tail terms.

In order to establish (6.11) we need to prove an analog of (6.1). As in the proof of Theorem 3.6, we derive (3.16) and by combining it with (6.12), we deduce for every \( \delta > 0 \)

\[
A_1 \leq \frac{c_1}{R^\alpha M^{\frac{\beta}{2}}} 2^{\gamma(1 + \frac{\alpha}{2})} \left( 1 + \frac{\sup_{I_{R/2} \times B_R} u + R^\alpha \|f\|_{L^\infty}}{M} \right) A_1^{1 + \frac{1}{2s}}
\]

for some \( c_1 > 0 \) and \( \gamma > 1 \). Here, \( \kappa = 1 + \frac{\alpha}{2} \). By choosing \( M := \delta \left( \frac{\sup_{I_{R/2} \times B_R} u + R^\alpha \|f\|_{L^\infty}}{M} \right) + C \frac{\omega}{\pi} c_1 \delta^{-\frac{\alpha}{2}} R^{-\frac{\omega}{\pi}} A_1^{1/2}, \) where \( C := 2^\gamma > 1 \), we can deduce

\[
\sup_{I_{R/8} \times B_{R/2}} u \leq \delta \left( \sup_{I_{R/2} \times B_R} u + R^\alpha \|f\|_{L^\infty} \right) + c_2 \delta^{-\frac{\alpha}{2}} \left( \int_{I_{R/4} \times B_R} u^2(t, x) \, dx \, dt \right)^{1/2}
\]

for some \( c_2 > 0 \). This estimate is a parabolic analog of (6.1). Note that (6.13) can also be established via the arguments from the proof of Theorem 4.8 using the Moser iteration.

Next, we intend to prove (6.11) by adapting the arguments in the proof of Theorem 6.2 to the parabolic setting.
As in the elliptic case, a standard covering argument yields for every \( \frac{1}{4} \leq t < s \leq \frac{1}{2} \)

\[
\sup_{I_{tR/2}^{+} \times B_{sR}} u \leq c_3(s-t)^{-\frac{d-\alpha}{2}} \left( \int_{I_{tR/2}^{+} \times B_{sR}} u^2(t,x)dxdt \right)^{1/2} + c_4 R^{\alpha} \|f\|_{L^\infty} + c_4 \delta \sup_{I_{tR/2}^{+} \times B_{sR}} u,
\]

where \( c_3, c_4 > 0 \) are constants. By Young’s inequality and choosing \( \delta = \frac{1}{c_3} \), we arrive at

\[
\sup_{I_{tR/2}^{+} \times B_{sR}} u \leq \frac{1}{2} \sup_{I_{tR/2}^{+} \times B_{sR}} u + c_4(s-t)^{-\frac{d-\alpha}{p}} \left( \int_{I_{tR/2}^{+} \times B_{sR}} u^p(t,x)dxdt \right)^{1/p} + c_4 R^{\alpha} \|f\|_{L^\infty},
\]

where \( p \in (0,2] \) can be chosen arbitrarily.

Now, (6.11) follows from Lemma 1.1 in [GG82], however, this result is only applicable if

\[
\sup_{I_{tR/2}^{+} \times B_{sR}} u < \infty. \tag{6.14}
\]

In order to obtain (6.14), we apply Theorem 3.6 (or Theorem 4.8) and use condition (b) on \( u \). This concludes the proof of (6.11) under the additional assumptions (a) and (b).

### 7. Appendix

The following lemma justifies the way we deal with the weak formulation of (PDE), or (PDE), in the proof of Theorem 3.6 after testing with \( \phi(t,x) = \tau^2(x)(u(t,x) - k)_+ \) for some \( k \geq 0 \) where \( u \) is a subsolution to the respective equation. In fact, \( \phi \) is a priori not differentiable in \( t \), which prevents us from integrating by parts. The idea of the proof is to test the equation with an auxiliary function having the required smoothness properties in \( t \). This can be achieved with the help of Steklov averages. For symmetric nonlocal equations, such lemmas are well known (see [Str19a, FK13]). We adapt the idea of the proof of [FK13] to the nonsymmetric case. Note that Lemma A.2 in [FK13] is not sufficient for the proof of (A.4) in [FK13]. Our proof fixes the gap in their argument.

**Lemma 7.1.** Assume (Cutoff).

(i) Assume that (K1\(_{loc}\)) holds true for some \( \theta \in [\frac{d}{\alpha}, \infty) \). Moreover, assume (Sob) if \( \theta < \infty \).

Let \( u \in V(B_{r+p}|\mathbb{R}^d) \) be a weak subsolution to (PDE). Then, for every \( [t_1, t_2] \subset I, 0 < \rho \leq r \leq 1 \) with \( B_{r+p} \subset \Omega, \) every \( k \geq 0, \) every \( \chi \in C^1_c(\mathbb{R}) \)

\[
\chi^2(t_2) \int_{B_{r+p}} (u(t_2) - k)_+^2 \tau^2 dx - \chi^2(t_1) \int_{B_{r+p}} (u(t_1) - k)_+^2 \tau^2 dx - \int_{t_1}^{t_2} \partial_t \chi^2(t) \int_{B_{r+p}} (u(t) - k)_+^2 \tau^2 dx dt
\]

\[
+ \int_{t_1}^{t_2} \chi^2(t) \widehat{E}(u(t), \tau^2(u(t) - k)_+) dt \leq \int_{t_1}^{t_2} \chi^2(t) \int_{B_{r+p}} f(t,x) \tau^2(x)(u(t,x) - k)_+ dx dt,
\]

where \( \tau = \tau_{r,p} \).

(ii) Assume that (K1\(_{glob}\)) holds true for some \( \theta \in [\frac{d}{\alpha}, \infty) \). Moreover, assume (Sob) if \( \theta < \infty \).

Let \( u \in V(B_{r+p}|\mathbb{R}^d) \) be a weak subsolution to (PDE). Then, for every \( [t_1, t_2] \subset I, 0 < \rho \leq r \leq 1 \) with \( B_{r+p} \subset \Omega, \) every \( k \geq 0, \) every \( \chi \in C^1_c(\mathbb{R}) \)

\[
\chi^2(t_2) \int_{B_{r+p}} (u(t_2) - k)_+^2 \tau^2 dx - \chi^2(t_1) \int_{B_{r+p}} (u(t_1) - k)_+^2 \tau^2 dx - \int_{t_1}^{t_2} \partial_t \chi^2(t) \int_{B_{r+p}} (u(t) - k)_+^2 \tau^2 dx dt
\]

\[
+ \int_{t_1}^{t_2} \chi^2(t) \widehat{E}(u(t), \tau^2(u(t) - k)_+) dt \leq \int_{t_1}^{t_2} \chi^2(t) \int_{B_{r+p}} f(t,x) \tau^2(x)(u(t,x) - k)_+ dx dt.
\]
We define $v_h(t, x) = \int_t^{t+h} v(s, \cdot) ds$ if $t + h \in I$ and $v_h(t, x) = 0$ otherwise. Observe that $\partial_t u_h(t, x) = \frac{1}{h} (u(t + h, x) - u(t, x)) = \int_t^{t+h} \partial_t u(s, x) ds$. According to Lemma A.1 in [FK13], it holds
\begin{align}
\|v_h(t) - v(t)\|_{L^2} \to 0, & \quad \text{as } h \searrow 0 \quad \text{if } v \in C((0, T); L^2(B_{r+\rho})), \quad (7.1) \\
\|v_h - v\|_{L^2([t_1, t_2]; X)} \to 0, & \quad \text{as } h \searrow 0, \quad (7.2) \\
\|v_h\|_{L^2([t_1, t_2]; X)} \leq \|v\|_{L^2([t_1, t_2]; X)}. & \quad (7.3)
\end{align}
We first explain how to prove (i). Let $t \in I$. By testing the equation for $u$ with $\phi = \tau^2(u_h(t) - k)_+$, we obtain after integrating over $(t, t + h)$ for some $h > 0$ such that $t + h \in I$ and dividing by $h$: \[
\int_{B_{r+\rho}} \partial_t u_h(t, x) \phi(t, x) dx + \mathcal{E}(u_h(t), \phi(t)) \leq (f(t), \phi(t)). \]
Note that $t \mapsto u_h(t, x)$ is differentiable for a.e. $x \in B_{r+\rho}$, and therefore $\partial_t u_h(t, x) \phi(t, x) = \frac{1}{h} \partial_t [(u_h(t, x) - k)^2] \tau^2(x)$.
We multiply with $\chi^2(t)$ and integrate over $(t_1, t_2)$. Integration by parts yields
\begin{align}
\int_{B_{r+\rho}} \chi^2(t) (u_h(t_2) - k)^2_+ \tau^2 dx - \int_{B_{r+\rho}} \chi^2(t_1) (u_h(t_1) - k)^2_+ \tau^2 dx - \int_{t_1}^{t_2} \int_{B_{r+\rho}} \partial_t \chi^2(t) (u_h(t) - k)^2_+ \tau^2 dx dt \\
\quad + \int_{t_1}^{t_2} \int_{B_{r+\rho}} \chi^2(t) \mathcal{E}(u_h(t), \tau^2(u_h(t) - k)_+) dt \leq \int_{t_1}^{t_2} \chi^2(t) \int_{B_{r+\rho}} f(t, x) \tau^2(x)(u_h(t, x) - k)_+ dx dt.
\end{align}
Since $\|(u_h(t) - k)_+ - (u(t) - k)_+\|_{L^2(B_{r+\rho})} \leq \|u_h(t) - u(t)\|_{L^2(B_{r+\rho})}$, it follows by (7.1):
\[
\int_{B_{r+\rho}} (u_h(t) - k)^2_+ \tau^2 dx \to \int_{B_{r+\rho}} (u(t) - k)^2_+ \tau^2 dx \quad \text{for } t \in [t_1, t_2].
\]
Moreover, (7.2) implies
\begin{align}
\int_{t_1}^{t_2} \partial_t \chi^2(t) \int_{B_{r+\rho}} (u_h(t) - k)^2_+ \tau^2 dx dt \to \int_{t_1}^{t_2} \int_{B_{r+\rho}} \partial_t \chi^2(t) (u(t) - k)^2_+ \tau^2 dx dt, \\
\int_{t_1}^{t_2} \chi^2(t) \int_{B_{r+\rho}} f(t, x) \tau^2(x)(u_h(t, x) - k)_+ dx dt \to \int_{t_1}^{t_2} \chi^2(t) \int_{B_{r+\rho}} f(t, x) \tau^2(x)(u(t, x) - k)_+ dx dt,
\end{align}
as $h \searrow 0$. It remains to prove that
\[
\int_{t_1}^{t_2} \chi^2(t) \mathcal{E}(u_h(t), \tau^2(u_h(t) - k)_+) dt \to \int_{t_1}^{t_2} \chi^2(t) \mathcal{E}(u(t), \tau^2(u(t) - k)_+) dt. \quad (7.4)
\]
In Lemma A.2 in [FK13], the authors established a related convergence property for symmetric energy forms. However, their proof has a gap, since Lemma A.2 does not suffice to deduce the desired result (even in the symmetric case), since if $\Phi = f(u)$ it does not hold in general that $\Phi_h = f(u_h)$.
We define $V(t, x, y) = u(t, x) - u(t, y)$, $W(t, x, y) = \tau^2(x)(u(t, x) - k)_+ - \tau^2(y)(u(t, y) - k)_+$ and $\overline{W}(t, x, y) = \tau^2(x)(u_h(t, x) - k)_+ - \tau^2(y)(u_h(t, y) - k)_+$.
Our goal is to show that
\begin{align}
\int_{t_1}^{t_2} |\mathcal{E}(u_h(t) - u(t), \tau^2(u_h(t) - k)_+)| dt \to 0, \quad (7.5) \\
\int_{t_1}^{t_2} |\mathcal{E}(u(t), \tau^2(u - k)_+ - \tau^2(u(t) - k)_+)| dt \to 0. \quad (7.6)
\end{align}
To establish (7.5), we split
\[
\int_{t_1}^{t_2} \left| \mathcal{E}(u(t, x), \tau^2(u(t, x) - k)^+) \right| \, dt \leq \left\| \mathcal{E}_{B_{r + \rho}}^K (u - u, \tau^2 (u - k)^+) \right\|_{L^1([t_1, t_2])}
\]
\[
+ \left\| \mathcal{E}_{B_{r + \rho}}^K (u - u, \tau^2 (u - k)^+) \right\|_{L^1([t_1, t_2])}^2 + \left\| \mathcal{E}((B_{r + \rho} \times B_{r + \rho})^c (u - u, \tau^2 (u - k)^+) \right\|_{L^1([t_1, t_2])}
\]
\[
= : I_1 + I_2 + I_3,
\]
and establish the convergence of each term separately. For $I_1$, we estimate
\[
I_1 \leq \int_{t_1}^{t_2} \int_{B_{r + \rho}} \int_{B_{r + \rho}} \left| V_h(t, x, y) - V(t, x, y) \right| \tilde{W}(t, x, y) |K_a(x, y)| \, dy \, dx \, dt
\]
\[
\leq \left\| (V_h - V) K_s^{1/2} \right\|_{L^2([t_1, t_2] \times B_{r + \rho} \times B_{r + \rho})} \left\| \tilde{W} K_s^{1/2} \right\|_{L^2([t_1, t_2] \times B_{r + \rho} \times B_{r + \rho})}
\]
\[
\leq \left\| u_h - u \right\|_{L^2([t_1, t_2] ; V(B_{r + \rho} | \mathbb{R}^d))} \left\| \mathcal{E}_{B_{r + \rho}}^K (\tau^2 (u - k)^+, \tau^2 (u - k)^+) \right\|_{L^1([t_1, t_2])}^{1/2}
\]
\[
\leq \left\| u_h - u \right\|_{L^2([t_1, t_2] ; V(B_{r + \rho} | \mathbb{R}^d))} \left\| \tau^2 u \right\|_{L^2([t_1, t_2] ; V(B_{r + \rho} | \mathbb{R}^d))}^{1/2} \to 0,
\]
where we used (7.2) and (7.3), that $u, \phi \in L^2([t_1, t_2] ; V(B_{r + \rho} | \mathbb{R}^d))$ and the fact that due to Markov property of $\mathcal{E}_{B_r}^K$ and (7.3):
\[
\mathcal{E}_{B_{r + \rho}}^K (\tau^2 (u - k)^+, \tau^2 (u - k)^+) \leq \mathcal{E}_{B_{r + \rho}}^{K_s} (\tau^2 u, \tau^2 u)
\]
\[
= \mathcal{E}_{B_{r + \rho}}^{K_s} (\tau^2 [u], [\tau^2 u]) \leq \left\| \tau^2 u \right\|_{V(B_{r + \rho} | \mathbb{R}^d)}^2.
\]
For $I_2$,
\[
I_2 \leq \int_{t_1}^{t_2} \int_{B_{r + \rho}} \int_{B_{r + \rho}} \left| V_h(t, x, y) - V(t, x, y) \right| \tau^2 (u(t, x) - k)^+ |K_a(x, y)| \, dy \, dx \, dt
\]
\[
\leq \left\| (V_h - V) K_s^{1/2} \right\|_{L^2([t_1, t_2] \times B_{r + \rho} \times B_{r + \rho})} \left\| \tau^2 (u_h - u)^2 \right\|_{L^2([t_1, t_2] \times B_{r + \rho} \times B_{r + \rho})} \left\| \frac{|K_a(x, y)|^2}{f(x, y)} \right\|_{L^1([t_1, t_2])}^{1/2}
\]
\[
\leq c \left\| u_h - u \right\|_{L^2([t_1, t_2] ; V(B_{r + \rho} | \mathbb{R}^d))} \left\| \tau^2 u \right\|_{L^2([t_1, t_2] ; V(B_{r + \rho} | \mathbb{R}^d))}^{1/2} \to 0,
\]
where $c > 0$ might depend on $\rho$ and we used (K1loc), (7.2), (7.3), that $u \in L^2([t_1, t_2] ; V(B_{r + \rho} | \mathbb{R}^d))$ and (Sob). For $I_3$,
\[
I_3 \leq \int_{t_1}^{t_2} \int_{B_{r + \rho}} \int_{B_{r + \rho}} \left| V_h(t, x, y) - V(t, x, y) \right| \tau^2 (u(t, x) - k)^+ |K_a(x, y)| \, dy \, dx \, dt
\]
\[
\leq 2 \left\| (V_h - V) K_s^{1/2} \right\|_{L^2([t_1, t_2] \times B_{r + \rho} \times B_{r + \rho})} \left\| \tau^2 (u_h - u)^2 \right\|_{L^2([t_1, t_2] \times B_{r + \rho} \times B_{r + \rho})} \left\| \Gamma^K_{\tau}(\tau, \tau) \right\|_{L^1([t_1, t_2])}^{1/2}
\]
\[
\leq \rho^{-\alpha/2} \left\| u_h - u \right\|_{L^2([t_1, t_2] ; V(B_{r + \rho} | \mathbb{R}^d))} \left\| \tau^2 u \right\|_{L^2([t_1, t_2] \times B_{r + \rho})} \to 0,
\]
where we used (1.2), (Cutoff), (7.2), (7.3) and that $u \in L^2([t_1, t_2] ; V(B_{r + \rho} | \mathbb{R}^d))$. 
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It remains to prove (7.6). Again, we split
\[
\int_{t_1}^{t_2} |E(u(t), \tau^2(u_h - k)_+ - \tau^2(u(t) - k)_+)|\,dt \leq \left\| E_{B_{r+\rho}}(u, \tau^2(u_h - k)_+ - \tau^2(u - k)_+) \right\|_{L^1([t_1, t_2])}
\]
\[
+ \left\| E_{B_{r+\rho} \times B_{r+\rho}}(u, \tau^2(u_h - k)_+ - \tau^2(u - k)_+) \right\|_{L^1([t_1, t_2])}
\]
\[
+ \left\| E_{B_{r+\rho} \times B_{r+\rho}}(u, \tau^2(u_h - k)_+ - \tau^2(u - k)_+) \right\|_{L^1([t_1, t_2])}
\]
\[
=: J_1 + J_2 + J_3.
\]

Convergence of $J_1$ can be proved as follows. First, by Hölder’s inequality,
\[
J_1 \leq \|u\|_{L^2([t_1, t_2]; V(B_{r+\rho}|\mathbb{R}^d))} \left\| \int_{B_{r+\rho}} \int_{B_{r+\rho}} |W(\cdot, x, y) - \tilde{W}(\cdot, x, y)|^2 K_s(x, y)\,dy\,dx \right\|_{L^1([t_1, t_2])}^{1/2}.
\]

Since $u \in L^2([t_1, t_2], V(B_{r+\rho}|\mathbb{R}^d))$, it suffices to prove that the second factor converges to zero, in order to conclude that $J_1 \to 0$. For this, we claim that there exist $\xi(t, x, y), \tilde{\xi}(t, x, y) \in [0, 1]$ such that
\[
\tau^2(x)(u(t, x) - k)_+ - \tau^2(y)(u(t, y) - k)_+ = \xi(t, x, y)[f(t, x) - f(t, y)],
\]
\[
\tau^2(x)(u_h(t, x) - k)_+ - \tau^2(y)(u_h(t, y) - k)_+ = \tilde{\xi}(t, x, y)[f_h(t, x) - f_h(t, y)],
\]
where we define $f(t, x) = \tau^2(x)(u(t, x) - k)$. In fact, it is easy to see that
\[
\xi(t, x, y) = \begin{cases} 
1, & u(t, x), u(t, y) > k, \\
0, & u(t, x), u(t, y) \leq k, \\
\frac{f(t, x) - f(t, y)}{f(t, x) - f(t, y)}, & u(t, x) > k \geq u(t, y), \\
\frac{f(t, y) - f(t, x)}{f(t, y) - f(t, x)}, & u(t, y) > k \geq u(t, x), 
\end{cases}
\]
\[
\tilde{\xi}(t, x, y) = \begin{cases} 
1, & u_h(t, x), u_h(t, y) > k, \\
0, & u_h(t, x), u_h(t, y) \leq k, \\
\frac{f_h(t, x) - f_h(t, y)}{f_h(t, x) - f_h(t, y)}, & u_h(t, x) > k \geq u_h(t, y), \\
\frac{f_h(t, y) - f_h(t, x)}{f_h(t, y) - f_h(t, x)}, & u_h(t, y) > k \geq u_h(t, x)
\end{cases}
\]

have the desired properties. We estimate
\[
\left\| \int_{B_{r+\rho}} \int_{B_{r+\rho}} |W(\cdot, x, y) - \tilde{W}(\cdot, x, y)|^2 K_s(x, y)\,dy\,dx \right\|_{L^1([t_1, t_2])}^{1/2}
\]
\[
\leq 2 \left\| \int_{B_{r+\rho}} \int_{B_{r+\rho}} |\xi(\cdot, x, y)|^2[(f_h(t, x) - f(t, x)) - (f_h(t, y) - f(t, y))]^2 K_s(x, y)\,dy\,dx \right\|_{L^1([t_1, t_2])}^{1/2}
\]
\[
+ 2 \left\| \int_{B_{r+\rho}} \int_{B_{r+\rho}} |\tilde{\xi}(\cdot, x, y) - \xi(\cdot, x, y)|^2[f(t, x) - f(t, y)]^2 K_s(x, y)\,dy\,dx \right\|_{L^1([t_1, t_2])}^{1/2}
\]
\[
\leq J_{1.1} + J_{1.2}.
\]

For $J_{1.1}$, note that
\[
J_{1.1} \leq 2\|f_h - f\|_{L^2([t_1, t_2]; V(B_{r+\rho}|\mathbb{R}^d))} \to 0,
\]
where we used that \( \hat{\xi} \leq 1 \), \( f \in L^2([t_1, t_2]; V(B_{r+\rho}|R^d)) \) and (7.2). For \( J_{1,2} \), we observe that 
\[
|\hat{\xi}(t, x, y) - \xi(t, x, y)| \to 0,
\]
as \( h \to 0 \) for a.e. \( t, x, y \). Since \( f \in L^2([t_1, t_2]; V(B_{r+\rho}|R^d)) \), it follows from dominated convergence that also \( J_{1,2} \to 0 \).

For \( J_2 \), we estimate
\[
J_2 \leq \int_{t_1}^{t_2} \int_{B_{r+\rho}} \int_{B_{r+\rho}} |V(t, x, y)|^2 \left( |(u_h(t, x) - k)_+ - (u(t, x) - k)_+| + \|Ka(x, y)|dydxdt
\]
\[
\leq \|u\|_{L^2([t_1, t_2]; L^2(B_{r+\rho}|R^d))} \left( \int_{B_{r+\rho}} \left( |(u_h(\cdot, x) - k)_+ - (u(\cdot, x) - k)_+|^2 \right) \right)^{1/2} dx
\]
\[
\leq c\|u\|_{L^2([t_1, t_2]; L^2(B_{r+\rho}|R^d))} \|u_h - u\|_{L^2([t_1, t_2]; L^2(B_{r+\rho}|R^d))}
\to 0,
\]
where we used (K1loc), \( |(u_h(t, x) - k)_+ - (u(t, x) - k)_+| \leq |u_h(t, x) - u(t, x)| \), and \( u \in L^2([t_1, t_2]; V(B_{r+\rho}|R^d)) \), (Sob) and (7.2). To prove convergence of \( J_3 \), we proceed as follows
\[
J_3 \leq \int_{t_1}^{t_2} \int_{B_{r+\rho}} \int_{B_{r+\rho}} |V(t, x, y)|^2 \left( |(u_h(t, x) - k)_+ - (u(t, x) - k)_+| + \|Ka(x, y)|dydxdt
\]
\[
\leq 2\|u\|_{L^2([t_1, t_2]; L^2(B_{r+\rho}|R^d))} \left( \int_{B_{r+\rho}} \left( |(u_h(\cdot, x) - k)_+ - u(\cdot, x) - k)_+|^2 \right) \right)^{1/2} dx
\]
\[
\leq c\|u\|_{L^2([t_1, t_2]; L^2(B_{r+\rho}|R^d))} \|u_h - u\|_{L^2([t_1, t_2]; L^2(B_{r+\rho}|R^d))}
\to 0,
\]
where we used (Cutoff) and (7.2) and \( u \in L^2([t_1, t_2]; V(B_{r+\rho}|R^d)) \).

Altogether, this proves (7.4) and we deduce the desired result. Let us now prove (ii). In analogy to the proof of (i), it is only left to show
\[
\int_{t_1}^{t_2} \tilde{\mathcal{E}}(u_h(t), r^2(u_h(t)) - k)_+ dt \to \int_{t_1}^{t_2} \tilde{\mathcal{E}}(u(t), r^2(u(t)) - k)_+ dt.
\]
We will establish (7.8) by proving the following two properties:
\[
\int_{t_1}^{t_2} \mathcal{E}(u_h(t) - u(t), r^2(u_h(t) - k)_+) dt \to 0,
\]
\[
\int_{t_1}^{t_2} \mathcal{E}(u(t), r^2(u_h - k)_+ - r^2(u - k)_+) dt \to 0.
\]

Let us first prove (7.9). In analogy to the proof of (7.5), we split
\[
\int_{t_1}^{t_2} \tilde{\mathcal{E}}(u_h(t) - u(t), r^2(u_h(t) - k)_+) dt \leq \left\| \tilde{\mathcal{E}}_{B_{r+\rho}}(u_h - u, r^2(u_h - k)_+) \right\|_{L^1([t_1, t_2])}
\]
\[
+ \left\| \tilde{\mathcal{E}}_{B_{r+\rho}}^K(u_h - u, r^2(u_h - k)_+) \right\|_{L^1([t_1, t_2])} + \left\| \mathcal{E}_{B_{r+\rho}}(u_h - u, r^2(u_h - k)_+) \right\|_{L^1([t_1, t_2])}
\]
\[
= \hat{I}_1 + \hat{I}_2 + \hat{I}_3.
\]
In (i), we already showed that \( \hat{I}_1 \to 0 \). Let us estimate \( \hat{I}_2 \) as follows
\[ \hat{I}_2 \leq \left\| (u_h - u) \tilde{W}[K_a] \right\|_{L^1([t_1, t_2])} \]
\[ \leq \left\| \mathcal{E}^{K_a}_{(u_h - k_+)}(\tau^2(u_h - k_+) + \tau^2(u - k_+)) \right\|_{L^1([t_1, t_2])}^{1/2} \left\| u_h - u \right\|_{L^2([t_1, t_2]; L^{2q}(B_{r+\tilde{r}}))} \]
\[ \leq c \| \tau^2 u \|_{L^2([t_1, t_2]; V(B_{r+\rho}[R^d]))} \left\| u_h - u \right\|_{L^2([t_1, t_2]; V(B_{r+\rho}[R^d]))} \]
\[ \to 0, \]
where we used (K1\textsubscript{glob}), (7.2), (7.7) and (Sob). Moreover, \( \hat{I}_3 \) can be treated as follows:
\[ \hat{I}_3 \leq \left\| \mathcal{E}^{K_a}_{(B_{r+\rho} \times B_{r+\rho})}(u_h - u, \tau^2(u_h - k_+)) \right\|_{L^1([t_1, t_2])} \]
\[ + \int_{B_{r+\tilde{r}}} \int_{B_{r+\rho}} (u_h(\cdot, x) - u(\cdot, x)) \tau^2(x)(u_h(\cdot, x) - k_+) |K_a(x, y)| \, dy \, dx \]
\[ + \int_{B_{r+\rho}} \int_{B_{r+\tilde{r}}} (u_h(\cdot, x) - u(\cdot, x)) \tau^2(y)(u_h(\cdot, y) - k_+) |K_a(x, y)| \, dy \, dx \]
\[ =: \hat{I}_{3,1} + \hat{I}_{3,2} + \hat{I}_{3,3}. \]

The proof of convergence for \( \hat{I}_{3,1} \) goes exactly like for \( I_3 \). For \( \hat{I}_{3,2} \), we estimate using the assumptions (K1\textsubscript{glob}) and (Cutoff)
\[ \hat{I}_{3,2} + \hat{I}_{3,3} \leq \left\| \int_{\mathbb{R}^d} |u_h(\cdot, x) - u(\cdot, x)|^2 \left( \int_{\mathbb{R}^d} \frac{|K_a(x, y)|^2}{J(x, y)} \, dy \right) \right\|_{L^1([t_1, t_2])}^{1/2} \]
\[ \leq \left( \int_{B_{r+\tilde{r}}} (u_h(\cdot, x) - k_+)^2 \Gamma(\tau^2(x) \, dx \right) \]
\[ \leq c \rho^{-\alpha/2} \left\| u_h - u \right\|_{L^2([t_1, t_2]; L^{2q}(R^d))} \left\| (u_h - k_+) \right\|_{L^2([t_1, t_2]; B_{r+\rho})} \]
\[ \leq c \rho^{-\alpha/2} \left\| u_h - u \right\|_{L^2([t_1, t_2]; L^{2q}(R^d))} \left\| u \right\|_{L^2([t_1, t_2]; B_{r+\rho})} \]
\[ \to 0, \]
where we used (7.2) and (7.3) and \( u \in L^2([t_1, t_2]; L^{2q}(R^d)) \). We have established (7.9). To prove (7.10), let us again split
\[ \int_{t_1}^{t_2} |\tilde{E}(u(t), \tau^2(u_h - k_+) - \tau^2(u - k_+))| \, dt \leq \left\| \mathcal{E}^{K_a}_{(B_{r+\rho})}(u, \tau^2(u_h - k_+) - \tau^2(u - k_+)) \right\|_{L^1([t_1, t_2])} \]
\[ + \left\| \mathcal{E}^{K_a}_{(B_{r+\rho})}(u, \tau^2(u_h - k_+) - \tau^2(u - k_+)) \right\|_{L^1([t_1, t_2])} \]
\[ + \left\| \mathcal{E}^{(B_{r+\rho} \times B_{r+\rho})}(u, \tau^2(u_h - k_+) - \tau^2(u - k_+)) \right\|_{L^1([t_1, t_2])} \]
\[ =: \hat{J}_1 + \hat{J}_2 + \hat{J}_3. \]

Note that \( \hat{J}_1 = J_1 \to 0 \). For \( \hat{J}_2 \), we estimate
\[ \hat{J}_2 \leq \left\| u \right\|_{L^2([t_1, t_2]; L^{2q}(B_{r+\rho}))} \left\| \int_{B_{r+\rho}} \int_{B_{r+\rho}} |W(\cdot, x, y) - \tilde{W}(\cdot, x, y)|^2 K_a(x, y) \, dy \, dx \right\|_{L^1([t_1, t_2])}^{1/2}, \]
where we used (K1, glob) and that $u \in L^2([t_1, t_2]; L^{2p'}(B_{r+\rho}))$. We conclude that $\widehat{J}_2 \to 0$ since the second factor converges to zero, as we proved already when dealing with $J_1$.

To estimate $\widehat{J}_3$, we proceed as follows:

$$
\widehat{J}_3 \leq \left\| \tau^2(u_h - k)^+ \right\|_{L^1([t_1, t_2])} + \left\| \int_{B_{2r+\rho}} \int_{B_{2r+\rho}} \tau^2(x)|u_h(x) - (u - k)^+(x)u(x)|K_\alpha(x, y)dydx \right\|_{L^1([t_1, t_2])} \\
+ \left\| \int_{B_{r+\rho}} \int_{B_{r+\rho}} \tau^2(y)(u_h - k)^+(y) - (u - k)^+(y)u(x)|K_\alpha(x, y)dydx \right\|_{L^1([t_1, t_2])} \\
= \widehat{J}_{3,1} + \widehat{J}_{3,2} + \widehat{J}_{3,3}.
$$

Note that $\widehat{J}_{3,1} \to 0$ follows very similar to the proof of $J_3 \to 0$. $\widehat{J}_{3,2}$ and $\widehat{J}_{3,3}$ are estimated as follows, using similar arguments as in the estimate of $\widehat{I}_{3,2}$ and $\widehat{I}_{3,3}$

$$
\widehat{J}_{3,2} + \widehat{J}_{3,3} \leq \left\| (u_h - k)^+ - (u - k)^+ \right\|_{L^2([t_1, t_2]; L^{2p'}(\mathbb{R}^d))} \left\| \int_{B_{r+\rho}} u^2(x)GK^1(\tau, \tau)dx \right\|_{L^1([t_1, t_2])}^{1/2} \\
\leq \epsilon \rho^{-\alpha/2} \left\| u_h - u \right\|_{L^2([t_1, t_2]; L^{2p'}(\mathbb{R}^d))} \left\| u \right\|_{L^2([t_1, t_2] \times B_{r+\rho})} \\
\to 0,
$$

where we used (Cutoff), (K1, glob), as well as (7.2) and that $u \in L^2([t_1, t_2]; L^{2p'}(B_{r+\rho}))$. This proves (ii).

\[ \square \]

**Remark 7.2.** We point out that the above proof can be extended to more general test functions $\phi$ of the form $\phi = \pm \tau^2 g(u)$, where $g : [0, \infty) \to [0, \infty)$. This way, it would be possible to generalize the notion of a weak solution to (PDE), or to (PDE), in $I \times \Omega$, in the sense that the assumption $\partial_t u \in L^1_{loc}(I; L^2(\Omega))$, where $\partial_t u$ is the weak $L^2(\Omega)$-derivative of $u$, can be replaced by $u \in C(I; L^2(\Omega))$.

**References**

[AS67] D. G. Aronson and James Serrin. Local behavior of solutions of quasilinear parabolic equations. *Arch. Rational Mech. Anal.*, 25:81–122, 1967.

[BK05] Richard F. Bass and Moritz Kassmann. Harnack inequalities for non-local operators of variable order. *Trans. Amer. Math. Soc.*, 357(2):837–850, 2005.

[BL02] Richard F. Bass and David A. Levin. Harnack inequalities for jump processes. *Potential Anal.*, 17(4):375–388, 2002.

[BP16] Lorenzo Brasco and Enea Parini. The second eigenvalue of the fractional $p$-Laplacian. *Adv. Calc. Var.*, 9(4):323–355, 2016.

[BS05] Krzysztof Bogdan and Paweł Sztonyk. Harnack’s inequality for stable Lévy processes. *Potential Anal.*, 22(2):133–150, 2005.

[BSV17] Matteo Bonforte, Yannick Sire, and Juan Luis Vázquez. Optimal existence and uniqueness theory for the fractional heat equation. *Nonlinear Anal.*, 153:142–168, 2017.

[CCV11] Luis Caffarelli, Chi Hin Chan, and Alexis Vasseur. Regularity theory for parabolic nonlinear integral operators. *J. Amer. Math. Soc.*, 24(3):849–869, 2011.

[CK03] Zhen-Qing Chen and Takashi Kumagai. Heat kernel estimates for stable-like processes on $d$-sets. *Stochastic Process. Appl.*, 108(1):27–62, 2003.

[CK20] Jamil Chaker and Moritz Kassmann. Nonlocal operators with singular anisotropic kernels. *Comm. Partial Differential Equations*, 45(1):1–31, 2020.
[CKW19a] Jamil Chaker, Moritz Kassmann, and Marvin Weidner. Robust Hölder estimates for parabolic non-local operators. arXiv:1912.09919, 2019.

[CKW19b] Zhen-Qing Chen, Takashi Kumagai, and Jian Wang. Elliptic Harnack inequalities for symmetric non-local Dirichlet forms. *J. Math. Pures Appl. (9)*, 125:1–42, 2019.

[CKW20] Zhen-Qing Chen, Takashi Kumagai, and Jian Wang. Stability of parabolic Harnack inequalities for symmetric non-local Dirichlet forms. *J. Eur. Math. Soc. (JEMS)*, 22(11):3747–3803, 2020.

[Coz17] Matteo Cozzi. Regularity results and Harnack inequalities for minimizers and solutions of nonlocal problems: a unified approach via fractional De Giorgi classes. *J. Funct. Anal.*, 272(11):4762–4837, 2017.

[Coz19] Matteo Cozzi. Fractional De Giorgi classes and applications to nonlocal regularity theory. In *Contemporary research in elliptic PDEs and related topics*, volume 33 of *Springer INdAM Ser.*, pages 277–299. Springer, Cham, 2019.

[DCKP14] Agnese Di Castro, Tuomo Kuusi, and Giampiero Palatucci. Nonlocal Harnack inequalities. *J. Funct. Anal.*, 267(6):1807–1836, 2014.

[DCKP16] Agnese Di Castro, Tuomo Kuusi, and Giampiero Palatucci. Local behavior of fractional $p$-minimizers. *Ann. Inst. H. Poincaré Anal. Non Linéaire*, 33(5):1279–1299, 2016.

[DK19] Bartłomiej Dyda and Moritz Kassmann. Function spaces and extension results for nonlocal Dirichlet problems. *J. Funct. Anal.*, 277(11):108134, 22, 2019.

[DK20] Bartłomiej Dyda and Moritz Kassmann. Regularity estimates for elliptic nonlocal operators. *Anal. PDE*, 13(2):317–370, 2020.

[DKSZ20] Dominik Dier, Jukka Kemppainen, Juhana Siljander, and Rico Zacher. On the parabolic Harnack inequality for non-local diffusion equations. *Math. Z.*, 295(3-4):1751–1769, 2020.

[DZZ21] Mengyao Ding, Chao Zhang, and Shulin Zhou. Local boundedness and Hölder continuity for the parabolic fractional $p$-Laplace equations. *Calculus of Variations and Partial Differential Equations*, 60(1):1–45, 2021.

[FK13] Matthieu Felsinger and Moritz Kassmann. Local regularity for parabolic nonlocal operators. *Comm. Partial Differential Equations*, 38(9):1539–1573, 2013.

[FKV15] Matthieu Felsinger, Moritz Kassmann, and Paul Voigt. The Dirichlet problem for nonlocal operators. *Math. Z.*, 279(3-4):779–809, 2015.

[GG82] Mariano Giaquinta and Enrico Giusti. On the regularity of the minima of variational integrals. *Acta Math.*, 148:31–46, 1982.

[GH18] Alexander Grigor’yan, Eryan Hu, and Jiaxin Hu. Two-sided estimates of heat kernels of jump type Dirichlet forms. *Adv. Math.*, 330:433–515, 2018.

[GHL14] Alexander Grigor’yan, Jiaxin Hu, and Ka-Sing Lau. Estimates of heat kernels for non-local regular Dirichlet forms. *Trans. Amer. Math. Soc.*, 366(12):6397–6441, 2014.

[GHL15] Alexander Grigor’yan, Jiaxin Hu, and Ka-Sing Lau. Generalized capacity, Harnack inequality and heat kernels of Dirichlet forms on metric measure spaces. *J. Math. Soc. Japan*, 67(4):1485–1549, 2015.

[Giu03] Enrico Giusti. *Direct methods in the calculus of variations*. World Scientific Publishing Co., Inc., River Edge, NJ, 2003.

[GT01] David Gilbarg and Neil S. Trudinger. *Elliptic partial differential equations of second order*. Classics in Mathematics. Springer-Verlag, Berlin, 2001. Reprint of the 1998 edition.

[IS20] Cyril Imbert and Luis Silvestre. The weak Harnack inequality for the Boltzmann equation without cut-off. *J. Eur. Math. Soc. (JEMS)*, 22(2):507–592, 2020.

[Kas07] Moritz Kassmann. The classical Harnack inequality fails for nonlocal operators. *SFB 601 preprint No. 360*, pages 1–7, 2007.

[Kas11] Moritz Kassmann. A new formulation of Harnack’s inequality for nonlocal operators. *C. R. Math. Acad. Sci. Paris*, 349(11-12):637–640, 2011.

[Kim19] Yong-Cheol Kim. Non-local Harnack inequalities for nonlocal heat equations. *J. Differential Equations*, 267(11):6691–6757, 2019.

[Kim20] Yong-Cheol Kim. Local properties for weak solutions of nonlocal heat equations. *Nonlinear Anal.*, 192:111689, 30, 2020.

[KW22] Moritz Kassmann and Marvin Weidner. Nonlocal operators related to non-symmetric forms I: Hölder estimates. arXiv:2203.07418, 2022.

[Lie96] Gary M. Lieberman. *Second order parabolic differential equations*. World Scientific Publishing Co., Inc., River Edge, NJ, 1996.
[LSU68] O. A. Ladyženskaja, V. A. Solonnikov, and N. N. Ural’ceva. *Linear and quasilinear equations of parabolic type*. Translations of Mathematical Monographs, Vol. 23. American Mathematical Society, Providence, R.I., 1968. Translated from the Russian by S. Smith.

[Mos64] Jürgen Moser. A Harnack inequality for parabolic differential equations. *Comm. Pure Appl. Math.*, 17:101–134, 1964.

[Rie38] Marcel Riesz. Intégrales de riemann-liouville et potentiels. *Acta Sci. Math. Szeged*, 9(1-1):1–42, 1938.

[Sch20] Tim Schulze. Nonlocal operators with symmetric kernels. *PhD Thesis, Bielefeld University*, 2020.

[Sta65] Guido Stampacchia. Le problème de Dirichlet pour les équations elliptiques du second ordre à coefficients discontinus. *Ann. Inst. Fourier (Grenoble)*, 15(fasc. 1):189–258, 1965.

[Str19a] Martin Strömqvist. Harnack’s inequality for parabolic nonlocal equations. *Ann. Inst. H. Poincaré Anal. Non Linéaire*, 36(6):1709–1745, 2019.

[Str19b] Martin Strömqvist. Local boundedness of solutions to non-local parabolic equations modeled on the fractional $p$-Laplacian. *J. Differential Equations*, 266(12):7948–7979, 2019.

[Wei22] Marvin Weidner. Markov chain approximations for nonsymmetric processes. *arXiv:2205.00845*, 2022.

---

Fakultät für Mathematik, Universität Bielefeld, Postfach 100131, D-33501 Bielefeld

*Email address:* moritz.kassmann@uni-bielefeld.de

*URL:* https://www.uni-bielefeld.de/math/kassmann

Fakultät für Mathematik, Universität Bielefeld, Postfach 100131, D-33501 Bielefeld

*Email address:* mweidner@math.uni-bielefeld.de