Structure and scaling laws of liquid/vapor interfaces close to the critical point
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To reach a deeper understanding of fluid interfaces it is necessary to identify a meaningful coarse-graining length that separates intrinsic fluctuations from capillary ones, given the lack of a proper statistical mechanical definition of the latter. Here, with the help of unsupervised learning techniques, we introduce a new length scale based on the local density of the fluid. This length scale follows a scaling law that diverges more mildly than the bulk correlation length upon approaching the critical point. This allows to distinguish regimes of correlated and uncorrelated capillary waves from that of intrinsic fluctuations.

The detailed understanding of liquid/vapor interfaces has proven to be an elusive objective, because of the interplay between fluctuations in the bulk and surface capillary excitations. The effect of bulk fluctuations on the structure of the interface is captured by theories such as that of van der Waals[1, 2], whereas Buff, Lovett, and Stillinger[3] were the first to place capillary fluctuations in the focus. Bulk phase fluctuations are expected to become dominant and cause the divergence of the interface width close to the critical point, while far from it the intrinsic surface thickness should be of the order of the molecular size for simple liquids and dominated by entropic fluctuations. Several approaches tried to reconcile these two pictures, starting with that of Weeks[4], who considered the statistical mechanics of columns of fluid separated by the bulk correlation distance $\xi$. Several alternative routes have been made since then to overcome the limitations of the capillary wave theory, for example including a wave-vector dependency into the continuous Hamiltonian that describes the coarse-grained dynamics of the interface[5, 6, 7], exploring nonlocal models[5, 11] or, recently, extending density functional models to asymmetric interfaces[11, 12]. The concept of columnar averaging has been applied with success, for example, in simulations of polymer mixtures[13, 14]. Other computational strategies[15, 19] have taken alternative routes to the definition of the liquid/vapor interface and are typically not involving columnar averages for the calculation of intrinsic profiles because the definition of the interface position is provided at atomistic resolution. However, all these approaches are characterised by the presence of a free parameter that directly or indirectly sets the separation between capillary fluctuations and corrugations happening below that scale (intrinsic fluctuations).

No theory or computational approach has provided so far a comprehensive and unambiguous framework to describe fluid interfaces. A particularly contentious topic is the choice of the bulk correlation length $\xi$ as a coarse-graining scale. This choice has the obvious advantage of separating the surface into uncorrelated regions, making the problem amenable to analytical treatment, seemingly solving the problem of providing a definition for the interface location. However, there is no fundamental need to make this choice. In fact, as we will show, it is possible to define an alternative coarse-graining length, based on the local density, to separate capillary from intrinsic fluctuations, which provides further insight into the properties of capillary waves and the structure of liquid interfaces.

The condition of zero surface excess

$$\int_{-\infty}^{z_{eq}} \rho_L - \rho(z) dz = \int_{z_{eq}}^{\infty} \rho(z) - \rho_V dz,$$  \hspace{1cm} (1)

provides an implicit definition for the location of the equimolar surface plane $z = z_{eq}$ along the surface normal $z$ for a single component system with density profile $\rho(z)$ and bulk values $\rho_L$ and $\rho_V$ in the liquid and vapor regions, respectively. For a periodic simulation cell of edge $(0,L)$ along $z$ with the liquid phase appearing as a slab in the middle of the box, this is simply given by

$$z_{eq} = \frac{L}{2} + \frac{\rho - \rho_V}{\rho_L - \rho_V} \frac{L}{2}.$$  \hspace{1cm} (2)

As Stillinger noted[20], the boundary of the liquid phase (however defined) does not need to coincide with the equimolar Gibbs dividing surface. If the density profile $\rho(z)$ is piecewise constant and equal to the two bulk densities in the respective phases, then $z_{eq}$ is located precisely between the two. When $\rho_L \gg \rho_V$ there should
be no ambiguity in this statement. If the bulk values and the distribution on the liquid side remain unchanged, but the vapor phase develops an accumulation of material at the interface (as in a simple mean-field theory), \( \bar{\rho} \) has to increase, consequently moving \( z_{eq} \) toward the vapor phase and away from the actual surface of the liquid phase. Here, we pick an alternative route to distinguish liquid from vapor, by monitoring the density of the local molecular environment. Practically, this task can be accomplished in an efficient way using unsupervised learning techniques such as the DBSCAN algorithm\[21\]. Once molecules are assigned to the liquid and vapor phases, the (macroscopic) location of the liquid phase separating plane \( z_L \) can be defined equivalently to Eq. (2), with the liquid phase density profile \( \rho_L(z) \) replacing \( \rho(z) \). One can think of \( z_L \) as the average position of an enveloping, corrugated surface that, in case \( \rho_L(z) \) drops to zero for sufficiently large values of \( z \), always contains all liquid molecules. The link to capillary waves is provided through the assignment of surface molecules. In fact, if one performs the thought experiment of carving out a portion of material from a bulk liquid, the location of \( z_L \) must be shifted with respect to the interfacial atomic centres by half of the average molecular size \( r \simeq (4\pi\rho_L/3)^{-1/3} \) to yield correctly zero excess surface density. We use this constraint to determine the optimal probe sphere radius for the surface atom recognition algorithm GITIM[21-22] by requiring the average position of the surface atoms \( z_S(R_p) \), parameterised by the probe sphere radius \( R_p \), to satisfy \( z_S(R_{cg}) + \bar{\tau} = z_L \), where the optimal probe sphere radius identifies the coarse-graining length scale \( R_{cg} \).

We tested these concepts on a series of molecular dynamics simulations of water[23] and argon[24], over a range of reduced temperature \( \tau = 1 - T/T_c \) from about 0.5 to 0.03, where \( T_c \) indicates the critical temperature of the respective models. We performed molecular dynamics simulations of argon and water using the GROMACS simulation package, release 2018.2[25]. We integrated the equations of motion in the canonical ensemble using the Verlet algorithm, 2 fs integration time step, Nosé-Hoover[26, 27] thermostat with 1 ps time constant and constraining the geometry of water molecules[28]. We computed the long range part of Coulomb and dispersion interactions using a particle-mesh Ewald method[29] with a grid spacing of 1.2 Å, fourth order polynomial interpolation scheme, short-range cutoff of 12 Å, metallic boundary conditions and a relative interaction strength at the cutoff of \( 10^{-5} \) and \( 10^{-3} \) for the Coulomb and dispersion terms, respectively. We simulated 20000 argon atoms and 13824 water molecules in rectangular unit cells of size \( 88 \times 88 \times 260 \) and \( 75 \times 75 \times 250 \) Å\(^3\), respectively.

We started from a slab configuration with normal along the \( z \) axis and integrated the equations of motions for 10 ns, the last 5 of which we used for production. Except for the lowest temperatures, each simulation started from the last configuration of the lower temperature run. We stored configurations to disk every ps for subsequent analysis using the MDAnalysis[30] and Pytim[22] analysis packages. We assigned molecules to the liquid or vapor phases according to the protocol reported first in our study on mixtures with high partial miscibility[31]. We define the liquid phase as the largest, connected cluster of molecules having a high-density local environment. With this choice, any smaller droplet is by definition assigned to the vapor phase. We identified each system’s surface molecules in each frame by using a series of different probe sphere radii \( R_p \). We collected the histograms of
their position, \( \rho_S(z; R_p) \), as well as the histograms of the liquid-like and vapor-like molecules, \( \rho_L(z) \) and \( \rho_V(z) \), respectively. The function \( x_L - z_S(R_p) \) turned out to be always a monotonously decreasing function of \( R_p \). Eventually, we determine the zero of the function \( x_L - z_S(R_p) \) by linear interpolation between the two values closest (but with opposite signs) to zero.

Fig. 1 shows some snapshots of the argon system for a selected set of temperatures. There, atoms in the liquid phase are shown in blue (the internal ones) or orange (the surface ones), whereas atoms in the vapor phase are shown in red. The vapor phase, by design, includes also eventual liquid droplets disconnected from the main liquid phase. One of these droplets is evident in the \( T = 140 \) K snapshot, where it is almost for the liquid on the lower interface. The snapshots were produced using \( R_p = R_{cg} \). The interfacial atoms appearing in the bulk liquid phase mark spontaneous cavitation effects[32]. In Fig. 2 we report the density profiles of \( \rho(x) \), \( \rho_L(x) \), and \( \rho_V(x) \), as well as the profile \( \rho_S(x) \) of the surface atoms of the liquid phase for the argon liquid/vapor interface at \( T = 150 \) and 70 K, these two cases being representative of a liquid close and far from the critical point. As expected, the vapor accumulates at the interface without becoming part of the liquid itself. We remind that according to the density-based clustering algorithm, all atoms which are not in a (liquid-like) high-density environment but still reachable from one of the liquid molecules would be considered as liquid ones. Atoms tagged as vapor ones are therefore clearly disconnected from the liquid phase in this sense.

In Fig. 3 we report the values of the coarse-graining sphere radius as a function of the reduced temperature, which is the main result of this work. When approaching the critical temperature, the values of the coarse-graining radius show a universal behavior. This behavior is apparently compatible with \( R_{cg} \sim \tau^{-\beta} \), where \( \beta \approx 0.326 \) is the exponent for the order parameter \( \rho_L - \rho_V \sim \tau^\beta \). The physical meaning of \( R_{cg} \) is clearly that of a coarse-graining length that separates intrinsic fluctuations of the interface from capillary waves. By choosing a probe sphere radius smaller (or larger) than \( R_{cg} \), the enveloping surface defined by the surface atoms would be located inwards (or outwards) with respect to the liquid separating one, \( z_L \). The appealing property of \( R_{cg} \) is that it depends implicitly only on the assignment of molecules to the liquid and vapor phases, and not on any other geometrical considerations. Notably, the scaling is clearly not the same as the correlation length[33] \( \xi \sim \tau^{-\nu} \), with \( \nu \approx 0.63 \) (see Ref. [34] for recent theoretical estimates of critical exponents of the XY universality class). We computed also the apparent interfacial widths \( w \) and \( w_L \) by fitting the profiles \( \rho(z) \) and \( \rho_L(z) \) to a complementary error function, \( \rho(z) = \rho_V + \frac{1}{2} \rho_L \frac{\rho_L}{\rho_V} \text{erfc} \left( \frac{z - z_L}{w_L} \right) \), the prediction of the convolution approximation[35] in the capillary wave theory. We note in passing that the hyperbolic tangent solution of the Cahn-Hilliard theory[34] fits the profiles noticeably worse. The scaling of \( w_L \), which we show in Fig. 4, is compatible with the expected behavior \( \tau^{-\nu} \), with some deviation possibly appearing at high temperatures. The apparent width of the total profile \( w \) behaves similarly to, and is roughly a multiple of, \( w_L \). In Fig. 4 we report also the scaling law previously found for \( R_{cg} \). There is a crossing value for \( \tau, \tau_c \approx 0.1 \), below which (i.e., at high temperature) the interface width is always larger than the coarse graining length \( R_{cg} \). Since the former is representative of the bulk correlation length, this result shows that a part of the capillary waves spectrum at high temperature is necessarily composed of non-independent modes, even though they are, in the sense explained before, not intrinsic features of the interfaces. Of course, capillary wave theory would fail in this regime, as it as-
The ratio \( \frac{w}{w_L} \) between the two surfaces, \( \tau = 1 - \frac{T}{T_c} \), for water (circles) and argon (squares). Notice the threshold density values in such a way to match the location of the liquid separating plane or the equimolar Gibbs dividing surface. Work in this direction is ongoing.

From a more general perspective, the presence of an optimal probe sphere size, \( R_{eq} \), acquires a direct physical meaning because it sets the scale at which it makes sense to define the liquid surface. Below this coarse-graining length, fluctuations are not anymore living on the liquid/vapor interface but are penetrating into the liquid phase. Since the scaling exponent of the present coarse-graining length scale is smaller than that of the bulk correlation one, part of these capillary waves are necessarily going to be correlated at a high enough temperature. Importantly, surface excitations with wavelengths between \( R_{eq} \) and \( \xi \), even though correlated, should not be considered as intrinsic fluctuations of the liquid/vapor surface.
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