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Abstract

A number of phenomena in various fields such as geology, atmospheric sciences, economics, to list a few, can be modeled as a fractional Brownian motion indexed by Hurst exponent $H$. This exponent is related to the degree of regularity and self-similarity present in the signal, and it often captures important characteristics useful in various applications. Given its importance, a number of methods have been developed for the estimation of the Hurst exponent. Typically, the proposed methods do not utilize prior information about scaling of a signal. Some signals are known to possess a theoretical value of the Hurst exponent, which motivates us to propose a Bayesian approach that incorporates this information via a suitable elicited prior distribution on $H$. This significantly improves the accuracy of the estimation, as we demonstrate by simulations. Moreover, the proposed method is robust to small misspecifications of the prior location. The proposed method is applied to a turbulence time series for which Hurst exponent is theoretically known by Kolmogorov’s K41 theory.

1 Introduction

A number of signals from natural phenomena possess fractal properties such as self-similarity and regular scaling. A popular tool to model such signals is the fractional Brownian motion (fBm), which was formalized by [12] as follows.

Definition 1.1 Fractional Brownian motion (fBm) is a zero mean Gaussian process $B_H(t)$, $t \geq 0$, $0 < H < 1$ for which

$$
\mathbb{E}(B_H(t)B_H(s)) = \frac{\sigma^2}{2}(|t|^{2H} + |s|^{2H} - |t-s|^{2H}),
$$

for $t, s \in \mathbb{R}$.
Here $\sigma > 0$ is a scale parameter and $H \in (0, 1)$ is a Hurst exponent. The regularity of a sample path of fBm is characterized by $H$, and this descriptor can be useful in a number of applications.

Several examples in which the Hurst exponent is well localized are as follows. For locally isotropic and fully developed turbulence, Kolmogorov introduced K41 theory. Following his theory, the Hurst exponent $H$ of turbulence processes is $1/3$. For physical particles, the asymptotic behavior of some Brownian motions that interact through collisions on a real line converges to an fBm with Hurst exponent $H = 1/4$ [15, 17, 22]. In a study of DNA sequences, Arneodo et al. mapped nucleotide sequences onto a “DNA walk” and determined that non-coding regions can be well modeled by a fractional Brownian motions with a Hurst exponent close to $0.6$ [1]. For atmospheric turbulence, wave fronts become fractal surfaces behaving as an fBm with Hurst parameter $H = 5/6$ once they are degraded by turbulence [21, 20, 18]. In addition, other refined models for turbulence yield various Hurst exponent values different from $1/3$, but instead, a value that can be estimated by the local power law [14, 3, 8]. Such real-life phenomena are just a few examples in which we have prior information about the Hurst exponent prior to observing the data.

Thus, we develop a Bayesian scaling estimation method with non-decimated wavelet transform (NDWT) motivated by real-life signals that are known to possess a certain theoretical degree of self-similarity. Bayesian approaches have been previously employed in this context. The Hurst exponent for Gaussian data was estimated with a Bayesian model in [11, 2, 4]. Holan et al. [7] developed a hierarchical Bayesian model to estimate the parameter of stationary long-memory processes. A Bayesian model for the parameter estimation of auto-regressive fractionally integrated moving average (ARFIMA) processes [9] are discussed in [6, 19, 16]. These models are based on time domain data. However, the de-correlation property of wavelet transforms facilitates a simplified model construction, and multiple wavelet-based Bayesian techniques has been developed. Based on a Bayesian approach, Vannucci and Corradi [23] estimated parameters for long memory process with a recursive algorithm and Markov chain Monte Carlo (MCMC) sampling. A Baysian wavelet model for ARFIMA processes is illustrated in [10].

In this paper, we estimate Hurst exponent of a fractional Brownian motion (fBm) with wavelet coefficients from non-decimated wavelet transform (NDWT) and a Bayesian approach that incorporates information about the theoretical value of Hurst exponent via the location of a prior distribution. We combine the likelihood function and the prior distribution on $(H, \sigma^2)$ to obtain non-normalized posterior distribution. Because we want to estimate the most likely $H$ value of an input signal given prior information and wavelet coefficients, we calculate $\hat{H}$, which maximizes the non-normalized posterior distribution. This is equivalent to
estimating the mode of the posterior distribution, also referred to as maximum a posteriori (MAP) estimation. In addition, MAP estimation method results in an optimization problem that can be solved in various ways and yields an estimator optimal under a zero-one loss function. We apply the proposed method to simulated signals for the estimation of Hurst exponent \( H \) based on prior distributions with approximately correct mean values. The results indicate that averaged mean squared error (MSE) of estimators significantly decreases with a prior distribution with a mean that matches the value of a true Hurst exponent. Moreover, when a slightly biased mean value of a prior distribution is provided, the averaged mean squared errors of the estimators from the proposed method are still lower than those from the regression-based method.

The rest of the paper is organized as follows. The second section introduces the proposed method that estimates the Hurst exponent with a Bayesian approach. The third section presents the simulation results and compare the estimation performance of the proposed method to the traditional regression method. The fourth section illustrates an application of the proposed method to a real-life data set, a turbulence velocity signal, that is known to possess Hurst exponent \( H = \frac{1}{3} \). The last section is devoted to the concluding remarks and a future research direction.

2 Method

We applied a Bayesian model to wavelet coefficients in the domain of non-decimated wavelet transforms (NDWT). In multiresolution analysis of a \( m \)-dimensional fBm \( B_H(t) \) with Hurst exponent \( H \), a coefficient \( d_j \) from multiresolution subspace at level \( j \), is related to a coefficient \( d_0 \) from a subspace at level 0, as \[5\]

\[
d_j = 2^{-\left(\frac{H+m}{2}\right)j} d_0, \quad d_0 \sim N(0, \sigma^2).
\]

As wavelet coefficients at each multiresolution subspace follow a normal distribution with mean zero and common variance, an average of the squared wavelet coefficients, under the assumption of independence, follows a chi-square distribution. The number of degrees of this distribution is equal to the size of the original data. Based on such properties, we establish the following lemma:

**Lemma 2.1** Let \( y_j \) be the average of squared wavelet coefficients, \( \overline{d_j^2} \), in a wavelet subspace at level \( j \). Then the distribution of \( y_j \) is

\[
g(y_j) = \left( \frac{1}{\Gamma(2mJ-1)} \right) \left( \frac{2^{(2H+m)j} + mJ}{2\sigma^2} \right)^{2mJ-1} (y_j)^{2mJ-1-1} \times \exp \left( -\frac{2mJ}{2\sigma^2} y_j 2^{(2H+m)j} \right),
\]
where \( m \) is the dimension of the signal, \( H \) is the Hurst exponent, \( J \) is an integer part of \( \log_2 n \), and \( n \) is the size of the input signal.

The likelihood function of \((H, \sigma^2)\) conditional on observations of averaged energies from levels \( j_1, \ldots, j_2 \) is

\[
L(H, \sigma^2 | y_{j_1}, \ldots, y_{j_2}) = \prod_{i=j_1}^{j_2} g(y_i).
\]

We use beta distribution and non-informative prior \( 1/\sigma^2 \) as independent priors on \( H \) and \( \sigma^2 \), respectively,

\[
\pi(H, \sigma^2) = \frac{H^{\alpha-1}(1-H)^{\beta-1}}{B(\alpha, \beta)} \times \frac{1}{\sigma^2}.
\]

The hyperparameters in beta distribution, \( \alpha \) and \( \beta \) are calibrated by considering the impact of effective sample size (ESS) and the mean of the beta distribution, \( \frac{\alpha}{\alpha + \beta} \), which is linked to the Hurst exponent of an input signal. The ESS for the beta\((\alpha, \beta)\) prior is approximated with \( \alpha + \beta \) and is closely related to the performance of the Bayesian estimation. For example, when ESS is large, the posterior distribution is dominated by the prior \([13]\). Based on simulations, we selected the ESS to be approximately 50% the original data size, but the ESS can be calibrated based on the level of certainty about \( H \). The larger the ESS is, the more confident we are about the mean of a prior, that is, about the “true” value of \( H \).

**Theorem 2.1** The maximum a posteriori (MAP) estimator of \( H \) is a solution to the following non-linear system:

\[
\begin{align*}
\frac{\partial \pi(H, \sigma^2 | y_{j_1}, \ldots, y_{j_2})}{\partial \sigma^2} &= -\left( \frac{bc+2}{2} \right) \frac{1}{\sigma^2} + \frac{b}{2\sigma^4} \sum_{j=j_1}^{j_2} y_j 2^{(2H+m)j} = 0 \\
\frac{\partial \pi(H, \sigma^2 | y_{j_1}, \ldots, y_{j_2})}{\partial H} &= \frac{\alpha-1}{H} - \frac{\beta-1}{1-H} + b \ln \ln 2 \sum_{j=j_1}^{j_2} j y_j 2^{(2H+m)j} \\
&\quad - \frac{\ln 2 \sum_{j=j_1}^{j_2} y_j 2^{(2H+m)j}}{\sum_{j=j_1}^{j_2} y_j 2^{(2H+m)j}} (bc + 2) = 0
\end{align*}
\]

\(1\)

Details of derivation and solution of \((1)\) are deferred to Appendix. As the closed form solution that satisfies the non-linear system \((1)\) is not available and given that the value of \( H \) ranges only from 0 to 1, we approximately solve the equations by inserting sequentially increasing \( H \) from 0 to 1 with increments of \( 10^{-7} \).
3 Simulations

In this section, we compare the estimation performance of the proposed method to that of non-decimated wavelet transform-based method that uses no prior information on \( H \) and estimates scaling by regression, as standardly done. The mean, variance, mean squared error, and squared bias are reported. We simulated three sets of two hundred one-dimensional (1-D) fractional Brownian motions (fBm’s) of size \( 2^{11} \) with Hurst exponents 0.3, 0.5, and 0.7 each. Next, we estimated the Hurst exponent of each signal using the proposed method and the traditional regression-based method. We perform an NDWT of depth 8 using Haar wavelet and analyze resulting wavelet coefficients on the 4\(^{th}\), 5\(^{th}\), and 6\(^{th}\) levels, noting that resolution increases with the level index and that the finest level of detail is 10. The prior distribution for \( H \) is the beta with specified hyperparameters. For each set, we use three sets of prior hyperparameter settings. The prior means are taken the same as the real (used for simulation) value, and 0.05 higher or lower than the real value, so that the effect of prior robustness can be observed. The parameters of different prior distribution settings are in Table 1.

Tables 2-4 summarize the estimation results in terms of mean, variance, MSE, and squared bias. Figure 1 shows the estimation results as box-and-whisker plots. The proposed method yields estimators with lower MSE compared to the regression-based method under various prior settings. The estimation performance is robust to slight deviations in parameters of the prior. Even if the mean of a prior differs from the value of a true Hurst exponent, estimation performance is better than the regression-based method. Correct prior mean settings significantly enhance the estimation performance. We noticed, that due to autocorrelations among the NDWT wavelet coefficients, regression-based scaling estimation suffers from bias for Hurst exponents exceeding 1/2. Such bias is substantially alleviated by the proposed method.

| \( \mu \) | 0.25 | 0.3 | 0.35 | 0.45 | 0.5 | 0.55 | 0.65 | 0.7 | 0.75 |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| \( \alpha \) | 256 | 307.2 | 358.4 | 460.8 | 512 | 563.2 | 665.6 | 716.8 | 768 |
| \( \beta \) | 768 | 716.8 | 665.6 | 563.2 | 512 | 460.8 | 358.4 | 307.2 | 256 |

Table 1: Setting of the parameters in the simulation study. Prior mean is \( \mu \) and \((\alpha, \beta)\) are parameters for beta prior.
### Table 2: Estimation performance comparison under various prior settings with simulated 200 1-D fBms of size $2^{11}$ when Hurst exponent $H = 0.3$.

| Prior mean | Regression |
|------------|------------|
| 0.25       | 0.3        | 0.35       |
| Mean       | 0.2756     | 0.3043     | 0.3316     | 0.3100     |
| Variance   | 0.0013     | 0.0013     | 0.0013     | 0.0068     |
| MSE        | 0.0018     | 0.0013     | 0.0023     | 0.0068     |
| Squared bias | 0.0006  | 1.45E-5    | 0.0010     | 1.71E-5    |

### Table 3: As in Table 2 but for $H = 0.5$.

| Prior mean | Regression |
|------------|------------|
| 0.45       | 0.5        | 0.55       |
| Mean       | 0.4669     | 0.4922     | 0.5176     | 0.4863     |
| Variance   | 0.0010     | 0.0010     | 0.0010     | 0.0043     |
| MSE        | 0.0023     | 0.0011     | 0.0012     | 0.0047     |
| Squared bias | 0.0013  | 0.0001     | 0.0002     | 0.0004     |

### Table 4: As in Table 2 but for $H = 0.7$.

| Prior mean | Regression |
|------------|------------|
| 0.65       | 0.7        | 0.75       |
| Mean       | 0.6280     | 0.6561     | 0.6858     | 0.5502     |
| Variance   | 0.0014     | 0.0014     | 0.0015     | 0.0062     |
| MSE        | 0.0059     | 0.0029     | 0.0015     | 0.0255     |
| Squared bias | 0.0045  | 0.0015     | 0.0001     | 0.0193     |
Figure 1: Estimation results of simulated 200 1-D fBm’s with size $2^{11}$ when Hurst exponent is 0.3, 0.5, and 0.7 under various prior settings.
Figure 2: $U$ velocity component of turbulence in time and wavelet domains.

4 An Application

As an example with a real-life measurements that scale, we apply the proposed method to a dataset that traces the velocity components of turbulence. Measurements are taken with sampling frequency $(f_s)$ of 56 Hz and period $(T_p)$ of 19.5 minutes at Duke Forrest (Durham, NC) on July 12, 1995. The data set was from a triaxial sonic anemometer (Gill Instruments/1012R2) mounted on a mast 5.2 m above the ground surface over an Alta Fescue grass site. We select the $U$ component of the velocity with size $2^9$ and use it to compare the estimators from the proposed and regression-based methods. Based on Kolmogorov’s K41 theory, we know that measurements of velocity components should have Hurst exponent close to $H = 1/3$. Therefore, for the proposed method, we set the prior distribution to be the beta distribution with parameters, $\alpha = 85.3$ and $\beta = 170.7$, which is apriori centered at $1/3$. We perform NDWT of depth 8 on the input signal and use wavelet coefficients from the eighth to the fifth level for calculations in both methods. We obtain $\hat{H} = 0.341$ with the regression-based method while $\hat{H} = 0.335$ with the proposed method. Figure 2 depicts the input turbulence signal in time domain and its wavelet spectrum by an NDWT.

5 Conclusions

A theoretical value of Hurst exponent $H$ is available for some signals, but standard scaling estimation methods do not utilize such information. We proposed a Bayesian scaling estimation method that incorporates theoretical scaling information via a prior distribution and estimates $H$ with a MAP principle. The proposed
method yields lower mean squared errors in simulations, and such performance was robust to small misspecification in the prior location. The method applied to a turbulence velocity signal yields an estimator of $H$ close to the theoretical value.

### 6 Appendix

Let $d_j = d_{jk}$ be an arbitrary (w.r.t. $k$) wavelet coefficient from the $j^{th}$ level of the non-decimated wavelet decomposition of the $m$-dimensional fractional Brownian motion $B_H(\omega, t), t \in \mathbb{R}^m$,

$$d_j = \int_{\mathbb{R}^m} B_H(\omega, t) \psi^*_j(t) dt,$$

for some fixed $k = (k_1, \ldots, k_m)$.

Here $\psi^*_j(t) = \prod_{i=1}^{k} \psi^*_{jk_1}(t_i)$ where $\psi^*$ is either $\psi$ or $\phi$, but in the product there is at least one $\psi$. It is known that $d_j \overset{d}{=} 2^{-(H+m/2)j} d_0$,

where $d_0$ is a coefficient from the level $j = 0$, and $\overset{d}{=}$ means equality in distributions.

Coefficient $d_j$ is a random variable with expectation $E d_j = 0$, $Var d_j = E d_j^2 = 2^{-(2H+m)j} \sigma^2$,

where $\sigma^2 = Var d_0^2$.

The fBm $B_H(t)$ is a Gaussian $m$-dimensional field, thus

$$d_j \sim \mathcal{N}(0, 2^{-(2H+m)j} \sigma^2).$$

The rescaled “energy” is

$$\frac{2^{(2H+m)j}}{\sigma^2} d_j^2 \sim \chi_1^2$$

while, under assumption of independence,

$$\frac{2^{(2H+m)j}}{\sigma^2} \sum_{k \in j^{th} \text{ level}} d_{jk}^2 = \frac{2^{(2H+m)j+mJ}}{\sigma^2} \overline{d_j^2}$$

has $\chi_{2mJ}^2$ distribution. Here $J$ is the integer part of the logarithm for base 2 of the size of the signal.

Here, $\overline{d_j^2}$ is the average energy in $j^{th}$ level.
Thus,
\[ d_j^2 \sim 2^{-(2H+m)j-mJ} \sigma^2 \chi^2_{2mJ}. \]

From this,
\[ \mathbb{E}d_j^2 = \sigma^2 2^{-(2H+m)j-mJ} \mathbb{E} \chi^2_{2mJ} = 2^{-(2Hj+mj)} \sigma^2, \]
and
\[ \text{Var}d_j^2 = \sigma^4 2^{-(4H+2m)j-2mJ} \times 2 \cdot 2mJ = 2^{2Hj-2mJ-mJ+1} \sigma^4. \]

The density of \( d_j^2 \) for fixed \( H, j, m, \) and \( \sigma^2 \) is
\[
g(y_j) = \left( \frac{1}{\Gamma(2mJ/2)} \right) \left( \frac{2^{(2H+m)j+mJ}}{2\sigma^2} \right)^{2mJ-1} (y_j)^{2mJ-1-1} \times \exp \left( - \frac{mJ}{2\sigma^2} y_j 2^{(2H+m)j} \right). \]

Indeed, the cdf of \( d_j^2 \) is
\[
G(y_j) = \mathbb{P}(d_j^2 \leq y_j) = \mathbb{P} \left( \chi^2_{2mJ} \leq \frac{2^{(2H+m)j+mJ}}{\sigma^2} y_j \right).
\]

Then,
\[
g(y) = G'(y) = f(h(y)) |h'(y)|,
\]
with
\[
h(y_j) = \frac{2^{(2H+m)j+mJ}}{\sigma^2} y_j \quad \text{and} \quad f(x) = \frac{1}{2^{n/2} \Gamma(n/2)} x^{n/2-1} \exp \left\{ -\frac{x}{2} \right\}, \quad x \geq 0, \quad \text{for } n = 2mJ.
\]

Once the energy at each level \( j, y_j \), is calculated, we can obtain the likelihood:
\[
\mathcal{L}(H, \sigma^2 | y_{j_1}, \ldots, y_{j_2}) = \prod_{j=j_1}^{j_2} g(y_j) = \left( \frac{2^{(2H+m)j+mJ}}{\Gamma(2mJ-1)} \right)^{(j_2-j_1+1)} \times \prod_{j=j_1}^{j_2} \left( \frac{2^{(2H+m)j+mJ}}{\sigma^2} \right)^{2mJ-1} (y_j)^{2mJ-1-1} \times \exp \left( - \sum_{j=j_1}^{j_2} \frac{2mJ}{2\sigma^2} y_j 2^{(2H+m)j} \right) = \left( \frac{2^{(2H+m)j+mJ}}{\Gamma(2b/2)} \right)^{c} \prod_{j=j_1}^{j_2} \left( \frac{2^{(2H+m)j+mJ}}{\sigma^2} \right)^{b/2} (y_j)^{b/2-1} \times \exp \left( - \frac{b}{2\sigma^2} \sum_{j=j_1}^{j_2} y_j 2^{(2H+m)j} \right),
\]
where \( b = 2^{mJ} \) and \( c = j_2 - j_1 + 1 \).

To obtain an expression proportional to the posterior distribution, we multiply likelihood function with a prior distribution, \( \pi(H, \sigma^2) \),

\[
\mathcal{L}(H, \sigma^2 | y_{j_1}, \ldots, y_{j_2}) \times \pi(H, \sigma^2).
\]

As the Hurst exponent is supported on interval \((0, 1)\), we selected beta \((\alpha, \beta)\) distribution as the prior on \( H \). For the prior distribution on \( \sigma^2 \), we selected a non-informative (improper) prior \( \frac{1}{\sigma^2} \). The parameters \( H \) and \( \sigma^2 \) are considered apriori independent, so their joint prior is

\[
\pi(H, \sigma^2) = \frac{1}{\sigma^2} \frac{\Gamma(\alpha + \beta)}{\Gamma(\alpha) \Gamma(\beta)} H^{\alpha - 1} (1 - H)^{\beta - 1}.
\]

A non-normalized posterior is

\[
F = \pi(H, \sigma^2) \mathcal{L}(H, \sigma^2 | y_{j_1}, \ldots, y_{j_2}) = \frac{\Gamma(\alpha + \beta)}{\Gamma(\alpha) \Gamma(\beta)} H^{\alpha - 1} (1 - H)^{\beta - 1} \left( \frac{1}{\Gamma(b/2)} \right)^c \times 
\left( \frac{b}{2} \right)^{bc/2} \left( \frac{1}{\sigma^2} \right)^{bc/2+1} \prod_{j=j_1}^{j_2} 2^{(2H+m)jb/2} \left( y_j \right)^{b/2-1} \exp \left( - \frac{b}{2\sigma^2} \sum_{j=j_1}^{j_2} y_j 2^{(2H+m)j} \right).
\]

Taking logarithm of (2) yields

\[
\ln F = - \frac{bc + 2}{2} \ln \sigma^2 + \sum_{j=j_1}^{j_2} \left[ \frac{(2H + m)jb}{2} \ln 2 + \frac{b - 2}{2} \ln y_j \right] - \frac{b}{2\sigma^2} \sum_{j=j_1}^{j_2} y_j 2^{(2H+m)j} + \ln \left[ \frac{\Gamma(\alpha + \beta)}{\Gamma(\alpha) \Gamma(\beta)} \right] + (\alpha - 1) \ln H + (\beta - 1) \ln (1 - H) - c \ln \left[ \Gamma(b/2) \right] + \frac{bc}{2} \ln [b/2].
\]

The estimator that maximizes the posterior, maximizes its non-normalized version as well. First, we obtain \( \sigma^2 \) that maximizes the likelihood by taking derivative

\[
\frac{\partial \ln F}{\partial \sigma^2} = - \left( \frac{bc + 2}{2} \right) \frac{1}{\sigma^2} + \frac{b}{2\sigma^4} \sum_{j=j_1}^{j_2} y_j 2^{(2H+m)j} = 0
\]

\[
\sigma^2 = \frac{b \sum_{j=j_1}^{j_2} y_j 2^{(2H+m)j}}{bc + 2}
\]
Using (5) obtained, we express (3) as a function of \( H \), and take derivative to obtain \( H \) that maximizes the likelihood,

\[
\ln F = -\frac{bc + 2}{2} \ln \left[ b \sum_{j=1}^{j_2} y_j 2^{(2H+m)j} \right] + \frac{bc + 2}{2} \sum_{j=1}^{j_2} \left[ \frac{(2H+m)jb}{2} \ln 2 + \frac{b - 2}{2} \ln y_j \right] - \frac{bc + 2}{2} + \ln \left[ \Gamma(\alpha + \beta) / \Gamma(\alpha) \Gamma(\beta) \right] + (\alpha - 1) \ln H + (\beta - 1) \ln (1-H) - c \ln \left[ \Gamma(b/2) \right] + \frac{bc}{2} \ln |b/2|.
\]

(6)

\[
\frac{\partial \ln F}{\partial H} = -(bc + 2) \ln 2 \sum_{j=1}^{j_2} y_j 2^{(2H+m)j} \sum_{j=1}^{j_2} y_j 2^{(2H+m)j} + b \ln 2 \sum_{j=1}^{j_2} j + \frac{\alpha - 1}{H} - \frac{\beta - 1}{1-H} = 0.
\]

(7)

There is no closed form solution for \( H \), so we numerically approximate its value by solving equations in (7).
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