Prediction of Occurrence of Extreme Events using Machine Learning
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Abstract

Machine learning models play a vital role in the prediction task in several fields of study. In this work, we utilize the ability of machine learning algorithms to predict the occurrence of extreme events in a non-linear mechanical system. Extreme events are rare events that occur ubiquitously in nature. We consider four machine learning models, namely Logistic Regression, Support Vector Machine, Random Forest and Multi-Layer Perceptron in our prediction task. We train these four machine learning models using training set data and compute the performance of each model using the test set data. We show that the Multi-Layer Perceptron model performs better among the four models in the prediction of extreme events in the considered system. The persistent behaviour of the considered machine learning models is cross-checked with randomly shuffled training set and test set data.
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I. INTRODUCTION

Rare events that are ubiquitously observed in physical, biological, societal and environmental systems are called extreme events and they are well known for their destructive consequences. Floods, cyclones, tsunamis, tornadoes, earthquakes, droughts, epidemics, epileptic seizures and rogue waves are some of the well-known examples of extreme events [1–3]. The devastating aftermath effects of these events are severe to the society. So it is important to carry out multifaceted research on extreme events and such studies will aid us in creating tools to reduce the impact that they produce. In the study of extreme events, among several perspectives, focus has been mainly made on the following four important aspects, namely (i) prediction, (ii) mechanism, (iii) mitigation and (iv) statistics [4]. Prediction involves the determination of reliable indicators or measurable observables of extreme events. Mechanism deals with the conditions and precursors that involve in the occurrence of extreme events. Mitigation involves the formulation of strategies to control extreme events. Statistics involves extreme value theory and large deviation theory in order to quantify the extreme events from statistical point of view. In recent years, studies on extreme events are mainly focused on determining the mechanism behind the occurrence of extreme events in dynamical systems such as Liénard [5], microelectro mechanical system, solid CO$_2$ laser [6], loss-modulated CO$_2$ laser [7] and El Niño southern oscillation [8]. For further detailed review on extreme events, one can refer the review articles in Refs. [4, 9]. Although the mechanism has been analyzed thoroughly from the dynamical systems point of view, even in simple systems, the prediction of these events is yet to be precisely determined. However, it is the most important task that has to be understood to avoid the catastrophic effects. As far as the prediction task is concerned, it helps to forecast well in advance when and where the extreme events can occur. In general, prediction determines the value of some observables at a specific time in future from the available data of the past. Although few works have been made on prediction, all those classical prediction methods give reliable results only when the system is simple and it turns out to be a difficult task when the system is complex or chaotic. To overcome the failure of classical predictability, recently, Machine Learning (ML) methods have been invoked for prediction purposes.

In recent years, ML has become a predominant tool in prediction tasks in various fields of physics [10–16]. The term “Machine Learning” was coined long ago [17] and ML is defined as a field of study that gives computers the ability to learn without being explicitly programmed. Prediction tasks that are generally used in ML are regression, classification, clustering, dimen-
sionality reduction and reinforcement learning \[18\]. Among these, classification and regression are often been used in many fields of study. In classification, the algorithm attempts to classify the input data among the preset categories whereas in regression the algorithm predicts the numerical value(s) in output by learning the relationship between given outputs and various input features \[18\].

Nowadays the ML models are prevalently being used in the study of nonlinear dynamical systems in order to predict various dynamical states. In particular, ML models have been used to identify the chimera states \[19,21\], replicate chaotic attractors \[22\], predict the amplitude of chaotic laser pulses \[23\], detect unstable periodic orbits \[24\], to separate chaotic signals \[25\] and network classification from symbolic time-series \[26\]. In particular, in the study of extreme events a well known ML technique, namely reservoir computing has been used to predict the extreme events in coupled FitzHugh-Nagumo model \[27\], whereas another ML algorithm called Artificial Neural Network (ANN) has been used to predict extreme events in the Hénon map \[28\]. On the other hand, wavelet-based ML methods have been employed to forecast extreme flood events in the flood-prone river basin \[29\]. In addition to this, deep learning methods have also been used as a forecasting tool in the study of extreme events \[30–33\]. We note here that in the above works, only regression type methodology was adopted in order to predict extreme events except the work done in Ref. \[28\] in which the authors have considered the prediction task as a classification problem and they took the points on the state space of the Hénon attractor as input of the ANN and the output was classified as either extreme or non-extreme.

In the present work, we consider a non-polynomial mechanical system that describes the dynamics of a particle in a rotating parabola. From the application point of view, this mechanical model describes a motorbike being ridden in a rotating parabolic well in a circus, centrifugation devices, centrifugal filters and industrial hoppers \[34–37\]. Extreme events in these systems may represent a sudden increase in the velocity of the particle inside the rotating system which may cause sudden damage to the system. Predicting extreme events in this system well in advance will definitely help us to avoid unexpected accidents to the particle and also to the system itself. With the help of ML models, we aim to classify the values of the system’s parameters into extreme and non-extreme. The system parameters which we consider are (i) external forcing strength, (ii) strength of the parametric drive and (iii) strength of time-delay feedback. The respective values of the parameters for which the system exhibits (does not exhibit) extreme events are classified as extreme (non-extreme). We intend to carry out this classification task using four ML mod-
els, namely (i) Logistic Regression, (ii) Support Vector Machine, (iii) Random Forest and (iv) Multi-Layer Perceptron. Initially, the data are randomly shuffled before beginning the training process in particular 450 different values of the parameters are fed as input to the ML model, trained and 150 values of the parameters are used for prediction purposes. A similar task is performed using four more random shuffles. In all the five cases, it is found that all the four models successfully perform the prediction task and the prediction accuracy of all the models are also highly impressive. Further, in order to determine the best model among the four, the performance of these models are also captured. For the purpose of determining the performance of these models, first, we compute the confusion matrix which has a total number of True Positives, True Negatives, False Positives and False Negatives of the prediction result. From the elements of the confusion matrix, we determine the following metrics, that are (i) accuracy, (ii) precision, (iii) recall and (iv) F1 score. Our results indicate that MLP performs better than the other three considered models in the task of prediction of extreme events. We also observe that the performance given by MLP is immensely consistent even in the case of random input data. To the best of our knowledge, this is the first time the values of the parameters are classified into occurrence and non-occurrence of extreme events using ML models.

We formulate the paper in the following way. In Sec. 2, we describe a non-polynomial mechanical system and discuss the occurrence of extreme events in that system. In Sec. 3, we discuss the steps involved in generating input and output data for the training and testing of the ML models and characteristics of that generated data. In Sec. 4, we consider four different ML models and train them with the training set data. To choose the best model among the four for the prediction of extreme events, we analyze the performance of each model by calculating the performance metrics in Sec. 5. Finally, we present our conclusion in Sec. 6.

II. EXTREME EVENTS IN NON-POLYNOMIAL MECHANICAL SYSTEM

We consider a mechanical model describing the motion of a freely sliding particle of unit mass on a parabolic wire \( z = \sqrt{\lambda} x^2 \) rotating with a constant angular velocity \( \Omega \) \( (\Omega^2 = \Omega_0^2 = -\omega_0^2 + g \sqrt{\lambda}) \) as shown in Fig. 2. Here \( g \) is the acceleration due to gravity, \( 1/\sqrt{\lambda} \) is the semi-latus rectum of the rotating parabola, and \( \omega_0 \) is the initial angular velocity. The equation describing the aforesaid dynamics with additional damping, external periodic forcing, parametrically driven angular velocity and time-delayed feedback can be modelled by the following second order nonlinear
FIG. 1: Example trajectories of the system (1) in both extreme and non-extreme cases for the six combinations of parameter values. The green colour and blue colour denoting the occurrence and absence of extreme events respectively. The parameters are taken as (a) \( f = 0, \varepsilon = 0.081, \delta = 5 \times 10^{-4}, \) (b) \( f = 0, \varepsilon = 0.1, \delta = 5 \times 10^{-4}, \) (c) \( f = 3.055, \varepsilon = 0, \delta = 0.019, \) (d) \( f = 3.055, \varepsilon = 0, \delta = 0.04, \) (e) \( f = 3.1665, \varepsilon = 0, \delta = 0, \) (f) \( f = 1.8, \varepsilon = 0, \delta = 0, \) (g) \( f = 1.0, \varepsilon = 0.081, \delta = 0, \) (h) \( f = 1.8, \varepsilon = 0.081, \delta = 0, \) (i) \( f = 0, \varepsilon = 0.081, \delta = 0, \) (j) \( f = 0, \varepsilon = 0.05, \delta = 0, \) (k) \( f = 0.001, \varepsilon = 0.081, \delta = 5 \times 10^{-4} \) and (l) \( f = 0.1, \varepsilon = 0.081, \delta = 5 \times 10^{-4}. \) All other parameters in Eq. (1) are taken commonly as \( \lambda = 0.5, \omega_0^2 = 0.25, \omega_p = 1.0, \alpha = 0.2, \tau = 0.1 \) and \( \omega_e = 1.0 \)
FIG. 2: Representation of the considered dynamical system. The red colour solid circle denotes the motion of a freely sliding particle on a parabolic wire rotating with constant angular velocity $\Omega$

differential equation \[34, 39\], namely
\[
(1 + \lambda x^2)\ddot{x} + \lambda xx^2 + \omega_0^2 x - \Omega_0^2 [2\epsilon \cos \omega_p t \\
+ 0.5\epsilon^2 (1 + \cos 2\omega_p t)]x + \alpha \dot{x} + \delta x_\tau = f \cos \omega_e t. \tag{1}
\]

Here overdot denotes differentiation with respect to $t$, $\alpha$ is the damping parameter, $f$ and $\omega_e$ are respectively the strength and frequency of the external periodic forcing. Further, $\omega_p$ and $\epsilon$ are the frequency and the strength of the parametric drive and $\delta$ is the strength of the time delay feedback, while $x_\tau = x(t - \tau)$ provides the time delay $\tau$. In one of our recent works \[40\], we have shown that extreme events appear under the influence of parametric drive ($\epsilon \neq 0, f = \delta = 0$) and those events were mitigated when external forcing $f$ was introduced along with $\epsilon$.

Although the emergence of extreme events was reported and the mechanism behind the emergence was determined in a sub-case, prediction of extreme events, which is the most important task, has yet to be carried out in the system \[1\]. So in the present work, for the first time, we predict the occurrence of extreme events accurately in the system \[1\] as a classification task involving three parameters, namely $f$, $\epsilon$ and $\delta$ through four ML models. The importance of this study lies in the fact that this prediction task does not include any detailed dynamical analysis to determine extreme events, but the trained model accurately tells whether the extreme events have occurred.
or not just by inputting the values of system parameters to the models. An added advantage of this study is that once the model is trained for a range of parameters for which the dynamics is known, it will accurately predict even for the range of parameter values for which the dynamics is unknown. Further, the ML models that we have adopted in this work to predict extreme events will help us to devise safety measures to protect the system and the particles in the system from the damage caused by extreme events.

In the system (1), an event is said to be extreme if the trajectory of $x$ or $\dot{x}$ crosses the qualifier threshold value. This threshold value is calculated by the formula (1)

$$x_{ee} = \langle x \rangle + 4\sigma_x,$$

where $\langle x \rangle$ is the mean peak amplitude and $\sigma_x$ is the standard deviation of peak values.

III. DATA GENERATION

For any kind of prediction using ML, the first and foremost task is to generate the data. Our foremost aim is to train the model in order to predict whether, for a given set of values of parameters, the system exhibits an extreme event or not. To do this, we fix the parameters in (1) as $\lambda = 0.5$, $\omega_0^2 = 0.25$, $\omega_p = 1.0$, $\alpha = 0.2$, $\tau = 0.1$ and $\omega_e = 1.0$. The other three parameters, that is $\epsilon$, $f$ and $\delta$, are the bifurcation parameters and so we feed them as input to the considered ML model. For the input we consider the following six combinations:

(a) *Time delay with parametric drive ($f = 0, \epsilon \neq 0, \delta \neq 0$)*

In this case, we consider the system (1) with parametric drive and time delay feedback in the absence of external forcing. The system with this setup may or may not produce extreme events which depends on the values of the considered parameters. One such example is shown in the Figs. 1(a) & (b). In Fig. 1(a) we can see that the trajectories of the system crosses the threshold value $x_{ee}$ for the values $f = 0, \epsilon = 0.081$ and $\delta = 5 \times 10^{-4}$ confirming the occurrence of extreme events while from Fig. 1(b), we can infer that for the parameter values $f = 0, \epsilon = 0.1$ and $\delta = 5 \times 10^{-4}$ there is no emergence of extreme events. Hence as far as the input data, in this case, is concerned, the value of the external forcing parameter can be considered as zero and the other two parameters have non-zero values.

(b) *Time delay with forcing ($f \neq 0, \epsilon = 0, \delta \neq 0$)*

In this case, we consider the system (1) with parametric drive and time delay feedback in the absence of external forcing. The system with this setup may or may not produce extreme events which depends on the values of the considered parameters. One such example is shown in the Figs. 1(a) & (b). In Fig. 1(a) we can see that the trajectories of the system crosses the threshold value $x_{ee}$ for the values $f = 0, \epsilon = 0.081$ and $\delta = 5 \times 10^{-4}$ confirming the occurrence of extreme events while from Fig. 1(b), we can infer that for the parameter values $f = 0, \epsilon = 0.1$ and $\delta = 5 \times 10^{-4}$ there is no emergence of extreme events. Hence as far as the input data, in this case, is concerned, the value of the external forcing parameter can be considered as zero and the other two parameters have non-zero values.
Now we set the system (1) with external forcing and time delay feedback in the absence of parametric drive. As in the previous case, here also the system in the considered setup will produce extreme events for a set of parameter values and no extreme events for another set of values. We have shown an example for both extreme and non-extreme cases in Figs. (c) and (d) respectively. The trajectory of the system corresponding to the values $f = 3.055$, $\varepsilon = 0$ and $\delta = 0.019$ crosses the $x_{ee}$ (see Fig. (c)) confirms that the system will produce extreme events with this setup. On examining the Fig. (d), one may observe that there is no such events for the parameter values of $f = 3.055$, $\varepsilon = 0$ and $\delta = 0.04$. The input data, in this case, will be non-zero for external forcing and time delay feedback while it is zero for a parametric drive.

(c) *External force only ($f \neq 0, \varepsilon = 0, \delta = 0$)*

In this case, we consider our system (1) with external forcing only. The system is now free from time delay feedback and the parametric drive. With this setup also we obtain extreme events as shown in the Fig. (e) for the parameter values $f = 3.1665$, $\varepsilon = 0$ and $\delta = 0$. For other set of parameter values, say for instance $f = 1.8$, $\varepsilon = 0$ and $\delta = 0$ the system does not produce any extreme events which can be seen from Fig. (f). When considering the input for this case, the time delay feedback and parametric drive values are taken as zero and for external forcing value as non-zero.

(d) *Parametric drive with forcing ($f \neq 0, \varepsilon \neq 0, \delta = 0$)*

Here we consider the system with parametric drive and external forcing but without time delay feedback. In this case, we are able to generate another set of data that corresponds to both extreme and non-extreme cases. We illustrate the system behaviour with this setup for two sets of parameter values in Figs. (g) and (h). Figure (g) is an example for the extreme case. The corresponding parameter values are $f = 1.0$, $\varepsilon = 0.081$ and $\delta = 0$. Figure (h) shows the non-extreme case corresponding to the parameter values $f = 1.8$, $\varepsilon = 0.081$ and $\delta = 0$. For this case, the input parameter values are taken as zero for time delay feedback and non-zero values for parametric drive and forcing.

(e) *Parametric drive only ($f = 0, \varepsilon \neq 0, \delta = 0$)*

In this case, the system acts under the influence of parametric drive only and the other two parameters, namely external forcing strength and time delay feedback strength are not
taken into account. The system with this setup also produces extreme events for certain parameter values and no extreme events for another set of parameter values. We present an example for both extreme and non-extreme cases in Figs. 1(i) and (j). In Fig. 1(i), the time series is plotted which in turn shows the occurrence of extreme events for the parameter values \( f = 0, \varepsilon = 0.081 \) and \( \delta = 0 \) and Fig. 1(j) is plotted for the non-extreme case for the parameter values \( f = 0, \varepsilon = 0.05 \) and \( \delta = 0 \). In the present case, we take non-zero values for the parametric drive and zero for both the external forcing and time delay feedback in both extreme and non-extreme regimes.

(f) Time delay with parametric drive and forcing (\( f \neq 0, \varepsilon \neq 0, \delta \neq 0 \))

As a last case, we consider the system (1) in the presence of all three parameters, namely strength of external forcing, parametric drive and time delay feedback strength. The system with this setup also exhibits extreme events for specific set of values. We show that the occurrence of extreme events in the above system in Fig. 1(k) for the parameter values \( f = 0.001, \varepsilon = 0.081 \) and \( \delta = 5 \times 10^{-4} \) and the Fig. 1(l) represents the non-occurrence of extreme events for the parameter values \( f = 0.1, \varepsilon = 0.081 \) and \( \delta = 5 \times 10^{-4} \). As far as the input data is concerned all the three parameters are taken as non-zero values.

Since the problem that we consider is a binary classification problem, we classify all the above mentioned six combinations of parameter values into extreme and non-extreme events by taking them as input for the ML models.

The time series trajectories shown in the left panel of Fig. 1 correspond to the parameter values for which the system exhibits extreme events. From the time series, the occurrence of extreme events is confirmed if the trajectories of the time series cross a threshold value \( x_{ee} \). The threshold value is represented by a horizontal line in Fig. 1. The time series trajectories which are shown in the right panel correspond to the parameter values for which the system does not exhibit extreme events. We generate 50 extreme and 50 non-extreme cases for all six combinations of the parameters. On the whole, we collect 600 values, out of which 300 values come out from extreme events emerging regime and the other 300 values represent regimes where no extreme events are seen. We feed the parameter values of \( f, \varepsilon \) and \( \delta \) as input vector \( X \) to the ML models and in the output vector \( Y \), we classify extreme cases as 1 and non-extreme cases as 0. To start with, we randomly shuffle the data and split the data into two sets, namely the training set and the testing set. Training is the process of forcing the ML models to find and optimize the relation between the output
TABLE I: Count of classes in train and test set data for five randomly shuffled data. Here the counts in (a) - (f) denote the total number of data in six combinations in generated data with the given input data and testing is the process of predicting the output for a given input and checking whether the predicted output is matching with the actual output. With this objective, we randomly choose 450 data for training and 150 data for testing. The input data is scaled to its mean and variance before being feed into the ML models. We consider five randomly chosen data sets as mentioned in Table I. It is important to check the distribution of each class in both the training and testing set data. In Table I, one may notice that both in the training and testing set the number of extreme and non-extreme cases are more or less equal. While making the random shuffle, it is also equally important to check whether the number of values is equally distributed in each one of the six combinations ((a)-(f) as mentioned previously) of parameters both in the training and testing data. All these details are given in Table I. This type of distribution helps to avoid the priority given by the ML algorithm to a particular case (extreme or non-extreme) or to a particular combination of parameters while training the data. With these primary checks, the algorithm will
work better on the test set data. For example, during the training process the number of data set for the combination (a) is higher than that of the number of data in the combination (b), then the model may give more importance to the case (a) than to the case (b). When it comes to the testing phase, there may be some chances for the model which fail to predict the correct results for the case (b) because the model has been trained only for a few values on the case (b). So to avoid this we generate data in all six combinations more or less equally.

IV. MACHINE LEARNING MODELS

All the generated data are now ready for the training of ML models, namely (i) Logistic Regression, (ii) Support Vector Machine, (iii) Random Forest and (iv) Multi-Layer Perceptron which we consider in our work. In this section, we present the mathematical description and working functionality of each model.

A. Logistic Regression (LR)

LR algorithm is a type of regression analysis often used in binary classification problems which have outputs like “0 or 1”, “high or low”, “yes or no” and “true or false”. Since it is a linear classifier, the output of this model depends on the linear function

\[ f(X) = b_0 + b_1x_1 + b_2x_2 + \ldots + b_nx_n, \]  

(3)

where \( X \) is the input vector which has values of all features (in our case they are nothing but the three parameter values \( f, \varepsilon, \delta \)) and \( b_n \)'s are the predicted weights and the value of \( n \) corresponds to the number of features that is being fed as input. Since we have three features in the input, in our case the value of \( n \) is 3. The output of this LR model can be achieved by applying a sigmoid function (shown in Fig. 3.(a)) to the above linear function, that is

\[ \hat{Y} = \sigma(f(X)), \]  

(4a)

where \( \hat{Y} \) is the output of the LR model and \( \sigma \) is the sigmoid function which takes of the form

\[ \sigma(z) = \frac{1}{1+e^{-z}}. \]  

(4b)

The output value of the sigmoid activation is ranging from 0 to 1 denoting the probability of each class for the given input data. If the value of the probability is above some critical value then the
output is 1 and if the value is below the critical value then the output is 0. The commonly used critical value is 0.5. While concerning our case the final output is fixed based on the value of probabilities of each class as 0 and 1 representing non-extreme and extreme cases respectively.

![Activation functions](image)

**FIG. 3:** Activation functions used in the ML algorithms. (a) sigmoid activation function used in LR and output layer activation in MLP, (b) ReLU function used for the activations of hidden layers in MLP.

### B. Support Vector Machine (SVM)

SVM algorithm is a discriminative classification algorithm suitable for the supervised learning problems. This model works on the principle of constructing a hyperplane that separates the given data into required classes. The hyperplane is constructed in the multi-dimensional feature space. The dimension of the hyperplane is \((N - 1)\) for a \(N\)-dimensional feature space. In our case, we work with three features \((f, \varepsilon, \delta)\) and so we have 3\(D\) feature space and 2\(D\) hyperplane for the binary classification of extreme or non-extreme. The data points near the hyperplane are called support vectors. SVM model uses the kernel method to transform a lower-dimensional input space into a higher dimensional space. In our work, we use Radial Basis Function (RBF) kernel, also known as Gaussian kernel, which is given by \([38]\)

\[
K(x_i, x_j) = \exp \left( -\frac{\|x_i - x_j\|^2}{2S^2} \right),
\]

where \(\|x_i - x_j\|^2\) denotes the squared Euclidean distance between the points \(x_i\) and \(x_j\) and \(S\) is the standard deviation. As mentioned above, after the input data is fed, while training the model, a
two dimensional hyperplane is generated on the three dimensional feature space for the separation of given three parameter values into extreme and non-extreme cases.

FIG. 4: Schematic diagram of 2D hyperplane in 3D feature space. The red and green circles are representing our two different classes of extreme and non-extreme respectively.

This constructed hyperplane acts as a boundary separating the two classes. Testing results of the model depends on this hyperplane. One can easily visualize the working of the SVM from the schematic diagram given in Fig. 4. The solid circles represent the feature (parameter) values on the 3D space. Red and green circles, respectively represent the extreme and non-extreme cases. We can see that the 2D hyperplane in Fig. 4 separates the feature space into two. The space above the hyperplane corresponds to the extreme case and the space below the hyperplane corresponds to the non-extreme case. After training, if a new set of parameter values are given to the model then the result is based on the point’s position (above or below) from the hyperplane. We note here that the representation of the model given in Fig. 4 is only a schematic diagram drawn for the purpose of understanding the hyperplane and feature space.
C. Random Forest (RF)

RF [41] is an ensemble based classifier. The ensemble contains many decision trees. Ensembling is normally done using the concept of bagging with random feature subspaces [38]. In our work, we use a large number of decision trees in RF in order to learn the contribution of each feature from the input data. In particular, we consider 1000 such trees in our study. To make classification on the given set of input data, the algorithm seeks to find which class is maximum in the outputs of the decision trees. This is performed by getting the outputs from each decision tree and the final output is selected by means of voting. In other words, the final output is either extreme or non-extreme which was the output of a maximum number of decision trees. We present the schematic working of the RF model in Fig. 5. In this figure, we can see that the first step of the training process is the separation of the given training set data into random subset data. In our case, we have 1000 random subsets of data and each has a decision tree. Each tree has branches in which the algorithm makes decisions on the classification task for the corresponding random set of data. After getting output from each decision tree the final decision is made upon voting. In other words, the class which has the majority outcomes from the trees will be the final output.

![Schematic diagram of RF](image)

FIG. 5: Schematic diagram of RF
D. Multi-Layer Perceptron (MLP)

ANN is another well-known ML technique that replicates the working of biological neurons. Over the years, ANN has become a powerful tool for classification tasks. ANN has several layers and in each layer, there are certain number of nodes called neurons. An ANN which has more than one hidden layer is known as MLP \cite{18}. The schematic diagram of MLP is shown in Fig. 6. The considered network has 9 layers with one input layer, one output layer and 7 hidden layers. In our case, the number of neurons in the input layer is three which in turn represent the features \((f, \varepsilon \text{ and } \delta)\) of the considered system. We have only one neuron in the output layer which yields the output vector \(\hat{Y}\) which can either be one or zero. These two numbers represent extreme and non-extreme events respectively. The number of neurons in the hidden layers are taken as \((8, 16, 32, 32, 32, 16, 8)\). All the neurons in the MLP model are fully connected with each other. The interactions between the neurons in the subsequent layers are calculated by applying activation function \(a\) to \(z^{(l)}\), where \(z^{(l)}\) takes the form

\[
z^{(l)} = W^{(l,l-1)}\cdot y^{(l-1)} + b^{(l)},
\]

\text{(6a)}
\[ y^{(l)} = a(z^{(l)}). \]

In the above equation (6a), \( W^{(l, l-1)} \) and \( b^{(l)} \) represent the weight and bias matrices respectively. The notations \( (l) \) and \( (l-1) \) at the superscripts indicate respectively a layer and its previous layer in the network. Further, \( y^{(l)} \) and \( y^{(l-1)} \) respectively denote the output of the layers \( l \) and \( l-1 \). The matrices \( W \) and \( b \) arbitrarily change during the training process in order to minimize the loss function \( (L) \). In binary classification, the binary cross entropy is used as a loss function and is given by \[ L = -\frac{1}{N_T} \sum_{j=1}^{N_T} y_j \log(p(y_j)) + (1 - y_j) \log(1 - p(y_j)), \] where \( N_T \) is the number of training examples, \( y_j \) is the actual label of the \( j^{th} \) data and \( p(y_j) \) is the output for the \( j^{th} \) data, that is probability of occurrence of extreme events for the given data. In all the hidden layers of the considered network, Rectified Linear Unit (ReLU) is used as an activation function and it is defined by \[ a_{ReLU}(z) = \max(0, z). \]

In the output layer, we use the sigmoid activation function which is already pointed out in Eq. (4b). The working of ReLU and the sigmoid activation function can be visualized from Fig. 3. Adam optimizer \[42] is used to minimize the loss function \( L \). The MLP model is trained with the training data for 100 epochs with a batch size equal to ten. The training process of MLP with five random data set are presented in Fig. 7. We can visualize from Fig. 7 that when the number of epochs increases, the accuracy increases whereas the loss value decreases and these values settle at a particular value around epoch number 90.

### E. Comparison of ML models

In this section, we compare the working and training behaviour of the considered four ML models. As far as the common utility of them is concerned, the models LR and RF are used only for classification whereas the models SVM and MLP are used for both classification and regression. The basic functionality of each model is as follows, LR model has different decision boundaries with corresponding weights to classify the given data, SVM seeks to find the best hyperplane in the feature space which separates the two classes, RF algorithm works on the principle of ensembling the multiple decision trees and the MLP is working similar to that of the biological
FIG. 7: Plots showing the accuracy and loss values of the MLP model for the five different randomly shuffled data during the training process. While the number of epochs increases, the accuracy increases and loss value decreases.

neural network and has multiple layers and nodes with corresponding weights and bias with some activation functions for making the decision.

All the above four ML methods are trained using the training set data. After training, they are allowed to predict the test data and the predicted labels are compared with the actual labels after fitting the training set data. In other words, after completion of the training process, the ML models are in the stage to predict whether the given new set of parameter values are corresponding to extreme or non-extreme.

V. PERFORMANCE OF ML MODELS

To choose the best model among the four, for the prediction of occurrence of extreme events, we compare their performance on the basis of the testing results. The performance of these models are validated using the classification performance metrics namely, (a) confusion matrix, (b) accuracy,
(c) precision, (d) recall and (e) F1-score of the models. The values of these metrics are given in Table [II]. In the following, we briefly discuss each one of the above mentioned performance metrics.

![Confusion Matrix](image)

**FIG. 8:** General representation of confusion matrix for the classification results of the ML Models

(a) **Confusion matrix**

A confusion matrix is an $2 \times 2$ array and the elements in that matrix denote the counts of correct and incorrect predictions which help to understand how our classification models are confused to classify the given set of data. The pictorial representation of the confusion matrix is shown in Fig. [8]. From Fig. [8] we can see that the elements of the confusion matrix are denoting the number of True Positives (TP), True Negatives (TN), False Positives (FP) and False Negatives (FN). The definition of these metrics are taken as given below.

(i) **True Positive (TP)**

Let the actual label of the given input is extreme. If the ML model correctly predicts the output as extreme then that is known as True Positive.
(ii) **True Negative (TN)**

If the actual label is non-extreme and the outcome from the ML model is also non-extreme then it is True Negative.

(iii) **False Positive (FP)**

The model predicts certain input as extreme but the actual label corresponding to that input is non-extreme. This type of prediction is defined as False Positive.

(iv) **False Negative (FN)**

If the ML model wrongly predicts the label extreme as non-extreme, then it is called as False Negative.

---

To capture the best model among the four we show the values of the confusion matrix in Fig. 9. Rows one to four respectively represent the confusion matrices of LR, SVM, RF and MLP. Columns one to five correspond to the five randomly shuffled data sets. While examining the confusion matrix of the LR model we can see that the number of TN and TP are low while the number of FP and FN are high when compared with the other three models for all five data sets. In the SVM case, even though it gives acceptable TPs it also
produces very low numbers for FNs for four sets of data. Since the count for the FPs is high, the SVM model wrongly predicts the result as extreme instead of non-extreme. Similarly, in the case of RF, the numbers of FPs and FNs are low except for the third data set where the numbers of FNs and TPs are very high. Finally, while inspecting the confusion matrices of the MLP model, we can find that the numbers of TPs and TNs are high whereas the numbers of FPs and FNs are very low for all the five data sets. In general, the model which has low numbers for FNs and FPs and high numbers for TPs and TFs is considered to be the best model for the classification task. Therefore in our case, MLP serves to be the best model while inspecting the confusion matrix alone.

(b) Accuracy

The accuracy of the ML models is calculated by dividing the total number of correct classifications by the total number of classifications done \[38\], that is

\[
\text{Accuracy} = \frac{TP+TN}{TP+FP+FN+TN}.
\]

The numerator in equation (9) is the sum of number of true positives and true negatives which inturn gives the total number of correct classifications done by the ML model. Suppose one gets the value of the accuracy as 1.0 then it means that the considered ML model has correctly predicted both the extreme and non-extreme cases.

![FIG. 10: Bar plot representing Accuracy of the ML models](image)
The accuracy values of the four ML models that we have obtained during the testing process have been summarized as vertical bars in Fig. [10]. In the figure, colours blue, orange, green and red respectively represent the four ML models LR, SVM, RF and MLP. From the figure, one can notice that the LR model exhibits the range 0.75-0.8, the SVM model shows 0.7-0.88, for the RF model it is between 0.68-0.95 and for the MLP model the values lie between 0.89-0.98. It can be easily visualized from the figure that MLP has higher accuracy when compared with the other three models. Owing to high accuracy, MLP performs well in the considered classification task.

(c) Precision

Precision denotes how often the model predicts the positive results (extreme cases) correctly. In other words, precision is the ratio between the number of true positives and a total number of predicted positive outcomes. This can be calculated using the formula

\[
\text{Precision} = \frac{TP}{TP + FP}
\]  

(10)

If the precision is 1.0 then it means that the ML models’ output has no false positives.

FIG. 11: Bar plot representing Precision of the ML models

The precision values of all the four ML models are plotted as bar plot in Fig. [11]. Examining the precision bars in Fig. [11] similar to that of the accuracy bars in Fig. [10] we observe that MLP has the highest precision metrics among the four models. It indicates that MLP outperforms well in predicting the positive results (in our case extreme events).
(d) Recall

Recall indicates the proportion of correct predictions of positives (extreme cases) to the total number of actual positive results [38], that is

\[
\text{Recall} = \frac{TP}{TP+FN}. \tag{11}
\]

If the recall is 1.0 then it means that the ML models’ output has no false negatives. Since our foremost aim is to predict extreme events accurately in the considered system, we restrict ourselves in calculating Precision and Recall for positive results (extreme events case) alone.

![FIG. 12: Bar plot representating Recall of the ML models](image)

The obtained recall values of the test results are plotted as bars in Fig. 12. Upon analyzing the recall bars, we find that MLP has the highest recall values for all the five different data sets. This confirms that in the classification task, MLP predicts the outcome with the least number of FNs.

(e) F1-score

Another measure that combines precision and recall is the F1 score. The F1 score is the harmonic mean of precision and recall. It is computed through the formula [38]

\[
\text{F1 score} = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}}. \tag{12}
\]
In Fig. [13] we plot the values of F1-Scores as a bar plot. The model which has a higher F1-Score has a higher balance between precision and recall. In our case, we find from Fig. [13] that MLP has the best balance between precision and recall implying that MLP classifies between extreme and non-extreme with higher values of TPs and lower values of FNs.

All these results are completely consolidated in Table [II]. One of our foremost aims is to determine a persistent ML method for the considered classification task. While inspecting the metrics of the MLP model, we find that the values of all metrics are better than the other three models. In particular, the MLP model has very low false positives and false negatives in the confusion matrices. These low values indicate that the created MLP model has significantly less chance to make wrong predictions. Even though the metrics of all other models have the best values for this particular set of data, the MLP model shows consistent performance in all five randomly shuffled data. In other words, the MLP model performs well in the prediction of both extreme and non-extreme cases and its outcome is robust to the given random set of parameter values.

VI. CONCLUSION

In this work, we have considered a non-polynomial mechanical system with external forcing, parametric drive and time delayed feedback and examined the prediction of the occurrence of extreme events with the help of ML tools. We set the parameters, namely external forcing ($f$), the strength of the parametric drive ($\epsilon$) and the strength of the time delayed feedback ($\delta$) as input
TABLE II: Table for the performance metrics of the ML models. Here C. mat, Acc, Pre, Rec and F1 represent the confusion matrix, accuracy, precision, recall and F1-score respectively of the ML models. The data for prediction is taken in six different combinations of the three parameter values. We have also randomly shuffled the data and split them into two categories, namely training set and testing set. We have employed four ML models, namely LR, SVM, RF and MLP. We have trained each model with the five random set data and then predicted the occurrence of extreme events by giving test data set into the considered ML models. We set the output as either one or zero denoting the occurrence of extreme events or absence of extreme events in (1). We have evaluated the performance of each model based on the confusion matrix, accuracy, precision, recall and F1 score of each model. The performance metrics are shown using bar plots. On examining the performance of each model, we found that the performance of the MLP model is high when compared to the other three. Also, the performance of MLP turns out to be consistent in all five random data set. From the outcome, we conclude that for the considered
non-polynomial mechanical system, as far as the prediction of the emergence of extreme events from the parameter values is concerned, one can optimally use the MLP model. It gives us the answer to the question: *Is there any occurrence of extreme events in the system for the given input parameter values?* with high accuracy. Once the parameter values corresponding to the extreme regime are predicted, we can deploy precaution measures to prevent the emergence of such events and formulate the safeguarding strategies. The methodology adopted in this paper can further be extended to other physical, mechanical and biological systems.
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