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ABSTRACT

Condensing boilers achieve higher efficiency than traditional boilers by using waste heat in flue gases to preheat cold return water entering the boiler. Water vapor produced during combustion is condensed into liquid form, thus recovering its latent heat of vaporization, leading to around 10–12% increased efficiency. Many countries have encouraged the use of condensing boilers with financial incentives. It is thus important to develop software tools to assess the correct functioning of the boiler and eventually detect problems. Current monitoring tools are based on boiler static maps and on large sets of historical data, and are unable to assess timely loss of performance due to degradation of the efficiency curve or water leakages. This work develops a set of fault detection and diagnosis tools for dynamic energy efficiency monitoring and assessment in condensing boilers, i.e. performance degradation and faults can be detected using real-time measurements: this real-time feature is particularly relevant because of the limited amount of data that can be stored by state-of-the-art building energy management systems. The monitoring tools are organized as follows: a bimodal parameter estimator to detect deviations of the efficiency of the boiler from nominal values in both condensing and noncondensing mode; a virtual sensor for the estimation of the water mass flow rate; filters to detect actuator and sensor faults, possibly due to control and sensing problems. Most importantly, structural properties for detection and isolation of actuators and sensing faults are given: these properties are crucial to understand which faults can be diagnosed given the available measurements. The effectiveness of these tools is verified via extensive simulations.

1. Introduction

Building energy use, mainly driven by heating, ventilating and air conditioning (HVAC) equipment, is responsible for over a third of Europe and US global energy consumption and CO2 emissions which are supposed to heavily contribute to climate change [1]. In order to achieve higher energy efficiency levels, a range of technical solutions must not only help building professionals in selecting and installing the most suitable heating systems, but also constantly monitor them, using fault detection and diagnosis tools [2]. Monitoring techniques give the possibility, when properly developed, to improve energy efficiency, decrease running costs and reduce emissions [3]. While most of the techniques used in fault detection and diagnosis for building automation purposes are based on steady-state reasoning (i.e. dynamic heat transfer behavior is often neglected), the purpose of this work is to explore the possibility of including dynamical models for fault detection and diagnosis purposes. It has to be underlined that current state-of-the-art monitoring tools are based of static maps of the equipment, and in order to assess loss of performance it is necessary to have large sets of historical data to be used to benchmark performance of different period in the life time of the equipment. It is thus of practical importance to develop tools that can use data in real-life and possibly detect performance changes timely: this can potentially be achieved by developing monitoring tools based on dynamic models of the HVAC equipment. Including dynamical models in monitoring is crucial to distinguish, in real-time HVAC system operation, among the following possibilities for loss of performance:
(a) Different working points.
(b) Incipient faults (parameter drift).
(c) Faults in the controller.

The focus of this work is on the condensing boiler case, because this kind of equipment is becoming more and more adopted. The relevance of the condensing boiler case arises from the fact that, with respect to the total HVAC operation, boilers are estimated to contribute to 85% of the energy consumption and 67% of the CO₂ emissions [4]. The temperature of the flue gas exiting a traditional boiler is usually high, so that a great amount of heat is lost to the environment. Condensing boilers aim at recovering sensible and latent heat of the flue gas by adding a condensing heat exchanger (see Fig. 1). The condensing heat exchanger uses the return water as the cooling medium. When the return temperatures from the heating system is sufficiently low (below the dew temperature of the flue gas) the latent heat of water vapor in the flue gas can be recovered, so as to achieve significantly higher efficiency than traditional boilers. The key point is maintaining a high difference between supply and return temperature. When this condition is not maintained, the boiler will operate in a non condensing mode [5]. Due to its typical bimodal behavior (condensing, noncondensing mode), fault detection and diagnosis in condensing boilers is challenging and still not fully explored. To the best of the authors' knowledge, no dynamic monitoring tools have been developed specifically for condensing boilers: most static fault detection techniques for condensing boilers are based on checking the difference between the supply water temperature set-point and the actual supply water temperature[6].

It is relevant to consider the dynamics of the boiler (as opposed to steady-state static behavior) because dynamics can take into account transient behavior in the temperature profile. Dynamic behavior is crucial since the condensing boiler presents all the aforementioned three possibilities (a)–(c) for loss of performance (which should be distinguished from each other for a proper diagnosis of the problem):

(a) Different working points: the boiler has a nonlinear efficiency curve (depending on the boiler power and/or the return water temperature). The efficiency curve is often described with a (piecewise) polynomial curve in these variables.
(b) Incipient faults (parameter drift): incrustation and corrosion cause slowly decreasing degradation of performance, of which trend is important to identify, so as to take appropriate maintenance actions.
(c) Faults in the controller: the boiler includes a burner controller regulating the supply temperature: for example, the burner might stop functioning or function at reduced power. If not working properly, such faults must be timely and correctly diagnosed.

1.1. Related work

Condensing boilers are equipped with two heat exchangers, a primary (dry) heat exchanger and a secondary (wet) heat exchanger. An optimal design of heat exchangers can lead to heating efficiency of about 90% when using the optimal designed heat exchangers. Compared to a conventional Bunsen-type boilers, the heating efficiency can be improved of about 10% [7]. Special preburners (that mix and preburn air and gas) can also increase efficiency and reduce emissions [8]. The development of new types of boilers with higher efficiency and lower emissions is an active area of research, e.g. exhaust gas recirculation-condensed water recirculation-waste heat recovery condensing boilers (EGR-CWR-WHR CB) [9], with an efficiency of almost 94%. Traditional natural gas fired boiler can be retrofitted into condensing boilers as soon as the return temperature, which varies with the seasonal ambient temperature, is lower than the dew temperature of the flue gas during most of a heating season [10]. Condensing boilers can be adopted not only for residential applications, but they are becoming widespread in process industry [11] and district heating systems [12].

The development of analytical boiler models is at the base of optimal boiler design and monitoring [13]; in [14] a simple model was developed to predict that the seasonal efficiency of condensing boilers based on the efficiency at full load evaluated at return water mean temperature. In [15] a heat and mass transfer analytical model of a condensing heat exchanger system was developed so as to predict the heat transferred from flue gas to cooling water and the condensation rate of water vapor in the flue gas. The main purpose of these models is to predict the boiler efficiency according to certain design parameters choices. In fact, the use of these models allows the computation of relevant variables like flue gas exit temperature, supply water temperature, water vapor mole fraction, and condensation rate of water vapor [16]. However, to the best of the authors’ knowledge these models have never been used for real-time dynamic fault detection and diagnosis purposes. Furthermore, when considering condensing boilers, an important issue is related to the dynamic estimation of non accessible quantities like mass flows: sensors to measure mass flow can be quite elaborate and expensive [17], and are available in almost no commercial boiler). Monitoring mass flow rate is an important part of monitoring tools, because it allows to detect degradation due to limescale deposit in boiler pipes, or leakages [18]. In order to advance the state of the art, this work is the first one, to the best of the authors' knowledge exploiting boiler dynamics for the design of advanced virtual sensing and fault detection and diagnosis tools. The tools are organized as follows: a bimodal parameter estimator to detect deviations of the efficiency of the boiler from nominal values in both condensing and noncondensing mode; a virtual sensor for the estimation of the water mass flow rate; filters to detect actuator and sensor faults, possibly due to control and sensing problems.
In this work the boiler is considered to operate so as to track a certain supply temperature. Thermostatic radiator valves (TRVs), weather compensation, optimized start/stop are nowadays implemented by controllers [19], that will decide at every time, the most suitable set point for the supply water temperature. Consider a condensing boiler that responds to the temperature set point via a modulating burner. In fact, almost all boilers nowadays have modulating burners which control the output of the burner to match the requested load [20]. An embedded logic determines whether the boiler should step on or step down the gas: this logic is typically based on the feedback from water temperature in supply and return pipes. When the temperature difference between supply and return increases, more heat is requested by the building and the boiler steps on the gas. As the temperature difference decreases, the gas is stepped down.

Boiler operation is only one part of a bigger control system (energy management system) that regulates energy supply and demands in buildings [21]; these management and control systems are typically composed of two layers. At the upper layer, advanced control strategies are in charge of deciding the set points according to which each piece of HVAC equipment should run (e.g. supply water for boilers, water velocity for pumps, air velocity for fans, thermostats set points) to achieve energy efficiency or even demand response functionalities: in [22] model predictive control is used to manage the demand of a microgrid with controllable loads; in [23] a game-theoretic approach is to shave energy peaks of residential customers; the authors of [24] use a multi-agent control system to control building indoor energy and comfort; by using rule-based strategies, the work [25] shows energy efficiency in an apartment public housing complex by aligning the distribution of residents’ thermostat preferences with the indoor temperature; [26] attains reduced operational costs for six apartments with HVAC systems controlled via a genetic algorithm; [26] attains reduced operational costs for six apartments with HVAC systems controlled via different configurations; a genetic algorithm in [27] controls the HVAC system of a building floor to insure comfort and indoor air quality with reduced energy consumption; Tabu search is used in [28] to balance the fluctuating power supply from renewable energy with the demand of apartment houses; the authors in [29] use adaptive optimization to decide the optimal thermostat set point to balance demand and thermal comfort. At the lower layer, a bank of PID controller operates each piece of HVAC equipment so as to attain the set point (e.g operate the burner to achieve the desired boiler supply temperature, drive the current/voltage of pumps and fans motors to achieve desired speed, operate valve radiators to achieve thermostats set points). Different banks of PID have been proposed in literature, whose operation usually depends on external factors like outside temperature or user preferences: fuzzy adaptive comfort temperature is proposed in [30] for the intelligent climate control; [31] illustrates the use of fuzzy reasoning for improving the fuzzy HVAC control performance depending on comfort of the inhabitants; in [32] a finite-difference method adjusts HVAC operation mode based on the influence of all possible thermal loads in conjunction with thermal comfort requirements; a physics-based optimization is used in [33] for multivariable PID control of HVAC components; to conclude this overview, the review paper [34] also discusses data-driven optimization for PID control of HVAC components. It has to be noted that all the aforementioned low-level and upper-level control layers always assume perfect operation of the HVAC equipment: the proposed monitoring tools can be adopted (in real-time) by upper-level control layers to re-calculate the optimal energy generation taking into account degradation of the HVAC equipment [35].
it is showing signs of wear. Surely, loss of insulation will lead to a degradation of the boiler efficiency curve, which has to be detected and diagnosed. A more complete list of boiler faults can be found at [38].

3. Monitoring boiler efficiency and mass flow

To obtain higher efficiency than traditional boilers, in condensing boilers the water vapor in the exhaust gas is condensed and the latent heat that is released and used to preheat the return water. The colder the return water temperature, the greater the amount of water vapor that can be condensed. Consequently, achieving higher boiler efficiency requires returning water to the boiler at a temperature below the dew temperature (56 °C for flue gases\(^2\)). Below the dew temperature, the water vapor changes phase to liquid; above the dew temperature, the water vapor entrained in flue products remains vaporized, and the condensing boiler will operate with reduced heat recovery. Fig. 2 shows, in a typical condensing boiler, the efficiency curve against the return temperature: the inflexion point visible in the curve at around 56 °C indicates that the dew point temperature is reached and from there the efficiency improvement is very rapid.

As a result of Fig. 2, the boiler exhibits a bimodal efficiency curve. The efficiency of a boiler must be checked in real-time, since boiler efficiency usually deteriorates with age due to degradation and wear and tear. The efficiency of a boiler is modeled as:

\[
P_{\text{out}} = \eta(P_{\text{in}}, T_{\text{rw}}, \vartheta) P_{\text{in}}
\]

where \(P_{\text{in}}\) is the consumed power in terms of gas (i.e. the power paid on the gas bill) and which can be directly measured, \(P_{\text{out}}\) is the generated power, i.e. the power delivered to the water, and \(T_{\text{rw}}\) is the temperature of the return water. In (1) \(\eta(P_{\text{in}}, T_{\text{rw}}, \vartheta)\) (where \(\vartheta\) is a set of parameters to be identified) is the efficiency curve of the boiler which is assumed to be a piecewise function in \(P_{\text{in}}\) and \(T_{\text{rw}}\), i.e.: 

\[
\eta(P_{\text{in}}, T_{\text{rw}}, \vartheta) = \begin{cases} 
\vartheta_{0}^{c} + \vartheta_{1}^{c} P_{\text{in}} + \vartheta_{2}^{c} T_{\text{rw}} + \vartheta_{3}^{c} T_{\text{rw}} P_{\text{in}} + \vartheta_{4}^{c} T_{\text{rw}}^{2} & \text{if } T_{\text{rw}} \leq 56^\circ C \\
\vartheta_{0}^{nc} + \vartheta_{1}^{nc} P_{\text{in}} + \vartheta_{2}^{nc} T_{\text{rw}} & \text{if } T_{\text{rw}} > 56^\circ C 
\end{cases}
\]

(2)

where the superscripts \(c\) and \(nc\) stand for the condensing and non-condensing modes, respectively. The meaning of the model (2) is the following: first, it is composed of two functions in order to account for the boiler bimodal behavior; second, both functions are linear in \(P_{\text{in}}\) (in particular, we expect the efficiency to decrease linearly as \(P_{\text{in}}\) increases); thirdly, the first function is quadratic in \(T_{\text{rw}}\), while the second function is linear in both \(T_{\text{rw}}\) (cf. the parabola-like curve and straight line curve in Fig. 2). The model (2) is based on experimental data, as explained in [40]. Let us rewrite (2) in a more compact form as

\[
\eta(P_{\text{in}}, T_{\text{rw}}, \vartheta) = \begin{cases} 
\vartheta_{0}^{c} + \vartheta_{1}^{c} P_{\text{in}} + \vartheta_{2}^{c} T_{\text{rw}} + \vartheta_{3}^{c} T_{\text{rw}} P_{\text{in}} + \vartheta_{4}^{c} T_{\text{rw}}^{2} & \text{if } T_{\text{rw}} \leq 56^\circ C \\
\vartheta_{0}^{nc} + \vartheta_{1}^{nc} P_{\text{in}} + \vartheta_{2}^{nc} T_{\text{rw}} & \text{if } T_{\text{rw}} > 56^\circ C 
\end{cases}
\]

(3)

where

\[
\vartheta = \begin{bmatrix} \vartheta_{0}^{c} & \vartheta_{1}^{c} & \vartheta_{2}^{c} & \vartheta_{3}^{c} & \vartheta_{4}^{c} \\
\vartheta_{0}^{nc} & \vartheta_{1}^{nc} & \vartheta_{2}^{nc} & 0 & 0 \end{bmatrix}^\top
\]

\[
\phi(P_{\text{in}}, T_{\text{rw}}) = \begin{bmatrix} 1 & P_{\text{in}} & T_{\text{rw}} & P_{\text{in}} T_{\text{rw}} & T_{\text{rw}}^{2} \end{bmatrix}^\top
\]

(4)

Apparently, the total number of parameters to be identified in (3) is eight: however, since the two functions in (3) must be continuous in \(T_{\text{rw}} = 56^\circ C\), we have \(\vartheta_{0}^{c} \phi(P_{\text{in}}, 56) = \vartheta_{0}^{nc} \phi(P_{\text{in}}, 56), \forall P_{\text{in}}\), which leads to two equality constraints

\[
\vartheta_{0}^{c} - \vartheta_{0}^{nc} + 56(\vartheta_{2}^{c} - \vartheta_{2}^{nc}) + 56^{2} \vartheta_{4}^{c} = 0
\]

\[
\vartheta_{1}^{c} - \vartheta_{1}^{nc} + 56 \vartheta_{2}^{c} = 0
\]

(5)

thus resulting in six independent parameters instead of eight. A more convenient way is to write (3) in the max-form [41]

\[
\eta(P_{\text{in}}, T_{\text{rw}}, \vartheta) = \vartheta_{0}^{c} \phi(P_{\text{in}}, T_{\text{rw}}) - h \max\{c^\top \phi(P_{\text{in}}, T_{\text{rw}}), 0\}
\]

(6)

where \(h \in \mathbb{R}\) is a scalar vector parameter to be identified and \(c = [-56 0 1 0 0 0 0]^\top\). The max-form (6) comprises all the six parameters to be estimated.

It results that the efficiency relation can be written as

\[
\eta(P_{\text{in}}, 0) = \vartheta_{0}^{c} \phi(P_{\text{in}}, T_{\text{rw}})
\]

(7)

where

\[
\vartheta = \begin{bmatrix} \vartheta_{0}^{c} \\
\vartheta_{0}^{nc} \end{bmatrix}, \quad \phi(P_{\text{in}}, T_{\text{rw}}) = \begin{bmatrix} \phi(P_{\text{in}}, T_{\text{rw}}) \\
\max\{c^\top \phi(P_{\text{in}}, T_{\text{rw}}), 0\} \end{bmatrix}
\]

(8)
Remark 1. Note that (7) is a linear-in-the-parameters model. This is a very important feature that will allow the development of an efficient estimator. Furthermore, notice that the max-form (6) requires only six parameters to be estimated, in contrast with the eight parameters in (2). The reduction of parameters via achieved via the continuity condition of the efficiency curve. Thus, (6) is a minimal form with respect to the parameters to be identified, and this will make the estimator convergence faster.

The next step is embedding (7) in the boiler dynamic model which describes the heat and mass transfer
\[ c_w m_w V_b \dot{H}_w(t) = P_{m_w}(t) - c_w m_w(t) (T_{sw}(t) - T_{rw}(t)) \]
(9)
where \( c_w \) is the specific heat of water, \( m_w \) is the mass flow of water, \( V_b \) is the volume of the boiler, \( m_w \) is the mass flow of water, \( V_b \) is the gas volumetric flow, and \( H_w \) is the heating value for volume. In (9) \( T_{sw} \) represents the supply water temperature, and \( T_{rw} \) represents the return water temperature flowing into the boiler. The model (9) is a dynamic model that describes the fact that the change in temperature of the water in a boiler is given by the heat supplied and the difference between supply and return water temperature. Note that it is assumed that the supply water has the same temperature as the water inside the boiler. This is a simplification that often works in practice. A more realistic model one possibility could be derived by dividing the boiler into layers, where each layer exchanges heat with the others according to relations similar to (9) [34]. The dynamic model (9) can be written in the special bilinear form
\[ Z = \rho^* (\tilde{\varphi} \tilde{\psi} + z_1) \]
(10)
after filtering (9) on the left a right-hand side via a stable filter
\[ c_w m_w V_b \dot{Z}_{sw}(t) = \tilde{\varphi}(P_{m_w}(t), T_{sw}(t)) P_{m_w}(t) \]
(11)
where \( Z_{sw} \) is a filtered measurement. In (11) the following assumptions are taken

A 1. \( c_w, P_{m_w}, V_b \) are known and \( P_{m_w}, T_{sw} \) and \( T_{rw} \) can be measured, which are measures and which are available in most boilers.

A 2. Consequently, \( T_{sw}, T_{rw}, T_{rw} \) and \( P_{m_w} \) can be calculated from filtered measurements, while \( \tilde{\varphi} \) and \( m_w \) must be estimated in real-time: in fact, in most commercial boilers there are no sensors that can provide this information.

A 3. Furthermore, assume that the mass flow rate \( m_w \) is almost constant or slowly varying (and different than zero).

Under assumptions A1–A3, divide (11) by \( m_w(t) \) so as to obtain
\[ c_w (T_{sw}(t) - T_{rw}(t)) = \frac{1}{m_w(t)} (\tilde{\varphi}(P_{m_w}(t), T_{sw}(t)) P_{m_w}(t) - c_w m_w V_b \dot{H}_w(t)) \]
(12)
which has the same form as (10), with
\[ z(t) = c_w(T_{rw}(t) - T_{rw}(t)) \]
(13)

3.1. Online estimation of efficiency and mass flow

One task of performance monitoring is estimating the efficiency curve of the boiler at each time step, based on observations. Similarly, the mass flow must be estimated because there are no measurements available for it: consider the estimation error
\[ \dot{Z} = \dot{\rho} \tilde{\varphi} + z_2 \]
(14)
where \( \dot{\rho}(t) \) and \( \varphi(t) \) are the estimates of \( \rho^* \) and \( \dot{\varphi} \) respectively, at time \( t \) and where \( m_w \) is the mass flow of water, with property \( m_w^2 = 1 + \dot{\varphi} \tilde{\varphi} + z_0 \). Let us consider the cost
\[ J(\dot{\rho}(t), \varphi(t)) = \frac{1}{\Pi} \left( \frac{Z - \rho^* \tilde{\varphi} - \hat{\rho} \tilde{\varphi} + \rho^* \tilde{\varphi} - \rho^* \tilde{\varphi}}{2m_w^2} \right)^2 \]
(15)

Applying the gradient method, the following estimation law is obtained
\[ \dot{\hat{\rho}} = \Gamma_1 \nabla J_\rho = \Gamma_1 (\rho^* - \hat{\rho}) \]
(16)
where \( \Gamma_1 = \Gamma_1 > 0 \) and \( \gamma > 0 \) are the adaptation gains. Since \( \rho^* \) is not measurable, exploit the relation
\[ \Gamma_1 \rho^* = \Gamma_1 |\rho^*| \text{sgn}(\rho^*) = \Gamma_1 \rho^* \]
to obtain
\[ \dot{\theta} = \Gamma_1 \text{sgn}(\rho^*) \tilde{\varphi} \]
(17)
The proof for convergence of the estimation error to zero is based on the Lyapunov function
\[ V = \frac{1}{2} (\dot{\rho}^*)^2 + \frac{1}{2} \rho^* \]
(18)
where \( \dot{\theta} = \varphi - \varphi^* \) and \( \rho = \rho - \rho^* \) are the parameter estimation errors.

Remark 2. The estimator (17) gives a simple tool to estimate both \( 1/m_w(t) \) and the parameters of the efficiency curve. Non-faulty data must be collected in order to estimate the non-faulty (nominal) values of efficiency and mass flow, call them \( \dot{\rho}_{nom} \) and \( \rho_{nom} \). These data can be collected in the very first days of boiler operations. Once the nominal values have been estimated, the parameter estimator (17) will run in real time, and the estimated values will be compared with the nominal ones. Faults will be notified whether one of the following conditions is satisfied:
if \[
\| \hat{\varphi}_{nom}(\hat{P}_w, T_{sw}) - \tilde{\varphi}(P_w, T_{sw}) \| > t_{nom},
\]
then \( \Rightarrow \) efficiency degradation

if \[
\| \hat{\rho}_{nom} - \tilde{\rho} \| > t_{baseline},
\]
then \( \Rightarrow \) mass flow change of working point

A practical way to select \( t_{nom} \) and \( t_{baseline} \) is the following: \( t_{nom} = 0.05 \) would allow one to detect changes above 5% from the nominal point (maintenance is usually suggested when efficiency is reduced by 5% from the nominal case [37]). Similarly, having \( t_{baseline} = 0.05 \) would be able to detect deviations above 5% from the nominal mass flow rate. Note that detection efficiency plays an important role: one would like to identify degradation as fast as possible (i.e. having a small \( t_{nom} \) or \( t_{baseline} \)). On the other hand, the presence of noise, which cannot be neglected in practice, would make it preferable to select slightly higher thresholds in order to avoid detection of false degradation.

**Remark 3.** By estimating the mass flow rate inside the boiler, the proposed bimodal estimation scheme (17) can be used not only for efficiency monitoring, but also for circulation pump monitoring. The estimated mass flow rate can be compared with the pump velocity or the mass flow rate estimated at the pump side to check whether water is not running properly, e.g. due to loss of pressure. One of the most common reasons for a condensing boiler to fail to provide heat is due to loss of pressure: loss of pressure can cause cavitation in the pump and thus has to be detected.

### 4. Actuator faults

For the detection of actuator faults, let us rearrange (9) as follows

\[
\hat{T}_{sw}(t) = A\hat{T}_{sw}(t) + B(\hat{P}_{out}(t) + f_a(t)) + L\hat{T}_{sw}(t)
\]

where the matrices \( A, B, L \) are defined as

\[
A = -\frac{m_w}{\tilde{\rho}_w V_b}, \quad B = -\frac{1}{c_w \tilde{\rho}_w V_b}, \quad L = \frac{m_w}{\tilde{\rho}_w V_b}
\]

Furthermore,

\[
\hat{T}_{sw} = T_{sw} - T_{sw}^{eq} \quad \tilde{T}_{sw} = T_{sw} - T_{sw}^{eq} = \hat{P}_{out} = P_{out} - P_{out}^{eq}
\]

where the equilibrium values satisfy

\[0 = Ai^{eq}(t) + Bp^{eq}_{out}(t) + L\hat{T}_{sw}^{eq}(t)\]

Notice that the boiler is composed of an actuator (burner, cf. Fig. 3); this component is subjected to faults, malfunctioning and in general anything can cause a degradation of nominal performance.

The problem of fault detection in control systems is of uttermost importance because it allows.

- The prompt detection of the fault, or even real-time detection in such a way to avoid permanent damage to the system.
- The development of fault tolerant control systems that can avoid a loss of performance.

Many unified term for such tasks have been coined, going from fault detection and isolation (FDI) to fault detection and diagnosis (FDD) [42]: the second one, which is also the most common in building automation, will be used within this work. It is also well-known that a typical approach to FDD relies on analytical redundancy: instead of replicating actuators and sensors (to check whether faults are present), the idea is to develop a mathematical model that from measured data can create a signal, the so-called residual, that helps in the fault diagnosis. The aim of fault detection and diagnosis is twofold:

- **Residual generation:** generate a signal indicating the occurrence of a fault through the analysis of the information available in the system. The residual should be zero or small when no faults occur, while it should be not negligible in the presence of faults.
- **Decision:** the residual is analyzed via a decision rule, which determines the occurrence of a certain fault. The decision rule could be based on a comparison between a threshold and the instantaneous value of the residual, or based on a statistical decision method.

Actuator fault is modeled as additive fault

\[
\hat{P}_{out}(t) = P_{out}(t) + f_a(t)
\]

where \( \hat{P}_{out} \) stands for the real input provided to the plant.

#### 4.1. Fundamental limitations for detectability and isolability of faults

From a practical point of view, it might be relevant to consider not only actuator faults, but also sensor faults. In the following it is explained how, under assumptions A1–A3, there are fundamental limitations in the detection and isolation of multiple faults in condensing boilers. Let us consider a slightly more complex model than (9). In particular, the boiler is divided in three layers, and the heat transfer from one layer to the other is modeled as

\[
\frac{c_w \hat{\rho}_w V_b}{3} \tilde{T}_{sw1}(t) = \tilde{P}_{out1}(t) + f_a(t) - c_w m_w \tilde{T}_{sw1}(t) - \tilde{T}_{sw2}(t)
\]

Furthermore,

\[c_w \hat{\rho}_w V_b \tilde{T}_{sw2}(t) - c_w m_w \tilde{T}_{sw2}(t) - c_w m_w \tilde{T}_{sw3}(t) - \tilde{T}_{sw2}(t)
\]

\[c_w \hat{\rho}_w V_b \tilde{T}_{sw3}(t) = -c_w m_w \tilde{T}_{sw3}(t) - \tilde{T}_{sw2}(t) - c_w m_w \tilde{T}_{sw3}(t) - \tilde{T}_{sw3}(t)
\]

\[\tilde{T}_{sw1}(t) = \tilde{T}_{sw1}(t) + f_a(t)
\]

where \( \tilde{T}_{sw1}, \tilde{T}_{sw2}, \tilde{T}_{sw3} \) refer to the deviation of the temperature of the boiler water from the equilibrium in each one of the three layers of the boiler, respectively. In (22) layer 1 is the closest one to the supply water and layer 3 is the closest one to the return water. The measured output, possibly affected by a fault, is the state of layer 1. It is desirable to detect and isolate the faults \( f_a \) and \( f_s \) (i.e. both the actuator and the temperature sensor for the supply water can be faulty). For easiness of notation let us rewrite the system in the compact form

\[
\hat{T}_{sw1}(t) = A\hat{T}_{sw1}(t) + B(\hat{P}_{out1}(t) + f_a(t)) + L\hat{T}_{sw1}(t)
\]

\[
\hat{T}_{sw1}(t) = C\hat{T}_{sw1}(t) + f_s(t)
\]

where \( \hat{T}_{sw1}, \tilde{T}_{sw1}, \tilde{T}_{sw2}, \tilde{T}_{sw3} \) refer to the deviation of the with \( \hat{T}_{sw1} = [\tilde{T}_{sw1} \tilde{T}_{sw2} \tilde{T}_{sw3}] \) and the subscript \( r \) is used to denote the real state of the plant (possibly affected by a fault). The matrices in (23) are
The sensor fault can be modeled as a "pseudo actuator fault", if it exists a matrix $F_{pa}$ such that

$$C_{pa} = 1$$

which allows the transformation $T_{sw} = C(T_{sw} + F_{pa}f_s) = CU_{sw}$, and

$$\begin{align*}
U_{sw}(t) & = AU_{sw}(t) + B(\bar{P}_{out}(t) + f_a(t)) + LT_{tw}(t) + F_{pa}\hat{f}_s(t) - AF_{pa}f_s(t) \\
T_{sw}(t) & = CU_{sw}(t)
\end{align*}$$

Note that, given $C$ in (24), the following matrix satisfies (25)

$$F_{pa} = \begin{bmatrix} 1 \\ 1 \\ 1 \end{bmatrix}$$

Thus, the sensor fault can be substituted by a pseudo-actuator fault through the linear map $[F_{pa} - AF_{pa}]$ in the new state variable $U_{sw}$.

It is now useful to introduce concepts to check whether a fault is actually detectable, or whether two faults can be isolated. These conditions are called conditions for detectability and isolability and are similar to the conditions for observability [42]. Consider the linear time invariant system

$$\begin{align*}
&\begin{align*}
\dot{U}_{sw}(t) &= AU_{sw}(t) + Ff(t) \\
T_{sw}(t) &= CU_{sw}(t)
\end{align*} \\
&\text{where}
F = [F_{1} \  F_{2} \  F_{3}] = [B - F_{pa} \  AF_{pa}]
\end{align*}$$

after the pseudo-actuator transformation. The vector $f = [f_a \  \hat{f}_s \  f_s]$ is said to be observable from $T_{sw}$ if and only if

$$\text{rank}\begin{bmatrix} CF \\ CAF \\ \vdots \\ CA^{-1}F \end{bmatrix} = m$$

(27)

where $m = 3$ is the dimension of the vector $f$. The fault $f$ is detectable if and only if $f$ is observable from $T_{sw}$. This condition is verified for $A$ and $F$ as in (24) and (27). Consider now the linear time invariant system

$$\begin{align*}
&\begin{align*}
\dot{U}_{sw}(t) &= AU_{sw}(t) + Ff_a(t) + F\hat{f}_s(t) + Ff_s(t) \\
T_{sw}(t) &= CU_{sw}(t)
\end{align*} \\
&\text{The faults are said to be isolable if and only if}
\text{rank}\begin{bmatrix} CA^4F_1 \  CA^3F_2 \  CA^2F_3 \  CA^1F_1 \  CAF_1 \  F \end{bmatrix} = 3
\end{align*}$$

(28)

where $k_i$ are the smallest integers such that $CA^kF_1 \neq 0$. Since $k_1 = 1, k_2 = 3$ and $k_3 = 2$, but (28) is not satisfied (in particular the rank is equal to 1), the conclusion is that the sensor and the actuator faults can be detected but cannot be isolated in the current setting, because of the structural properties of the system. A way to overcome such structural limitations is to add extra sensors for the temperature inside the boiler, e.g. for $T_{sw,3}$ and $T_{sw,4}$. This would result in

$$A = \begin{bmatrix} \frac{m_1}{m_2} & 0 & \ldots & 0 \\ \frac{m_2}{m_3} & \ldots & \ldots & 0 \\ \ldots & \ldots & \ldots & \ldots \\ 0 & \ldots & \ldots & \frac{m_n}{m_{n+1}} \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ 0 \\ \ldots \\ 0 \\ 1 \end{bmatrix}$$

(29)

that would make the faults isolable. Unfortunately, in current boilers, only supply and return water can be measured, while no internal temperatures are measured. The proposed detectability and isolability analysis show that fault detection and diagnosis tools would definitely be enhanced if additional water temperature sensors were placed inside the boiler. This is further shown in Section 6.1, where isolability is shown if multiple sensors are present.

### 4.2. Residual generator

Since isolability of actuator and sensor faults is structurally not possible, the focus is on the system

$$\begin{align*}
\dot{T}_{sw}(t) &= A\bar{T}_{sw}(t) + B(\bar{P}_{out}(t) + f_a(t)) + LT_{tw}(t) \\
\text{with actuator fault only. The boiler is also subject to the process disturbance} \tilde{T}_{sw} \text{ (which is measurable).}
\end{align*}$$

The next step requires the development of a residual that is zero (or close to zero) when no fault acts on the system, and is different than zero when a fault is present. Consider the architecture of Fig. 4. A simple linear analysis reveals that

$$T_{sw}(s) = G(s)\bar{P}_{out}(s) + G_f(s)f_a(s) + G_d(s)\tilde{T}_{sw}(s)$$

where

$$\begin{align*}
G(s) &= (sl - A)^{-1}B \\
G_f(s) &= (sl - A)^{-1}F \\
G_d(s) &= (sl - A)^{-1}L
\end{align*}$$

(30)

For a perfectly working residual, it is desirable that

$$\begin{align*}
&\begin{cases}
0 & \text{if } f_a(s) = 0 \\
\neq 0 & \text{if } f_a(s) \neq 0
\end{cases} \\
&\text{Ideally, this is satisfied if}
H_f(s)G_a(s) + H_d(s) = 0 \\
H_f(s)G(s) - H_d(s) = 0
\end{align*}$$

(32)

### 5. Actuator and sensor faults

The relations (33) can be quite conservative to be achieved. In order to relax them, and to relax the isolability conditions to 'quasi' isolability, consider the norm condition

$$\begin{align*}
&\|H_f(s)G_a(s) + H_d(s)\|_{L_2} \leq \gamma_1 \\
&\|H_f(s)G(s) - H_d(s)\|_{L_2} \leq \gamma_2
\end{align*}$$

(34)

with the objective to determine $H_f(s), H_a(s)$ and $H_d(s)$ in such a way that the $L_2$ norm is minimized (alternatively, $L_1$ or $L_\infty$ norms can be considered). Let us consider the system with both actuator and sensor fault

$$\begin{align*}
\dot{T}_{sw}(t) &= A\bar{T}_{sw}(t) + B(\bar{P}_{out}(t) + f_a(t)) + LT_{tw}(t) \\
\tilde{T}_{sw}(t) &= \bar{T}_{sw}(t) + f_a(t)
\end{align*}$$

(35)

Let us consider the two residual generators
The gain of the bimodal estimator (17), comprising of efficiency/mass flow estimator (17), and actuator/filtering problem is solved by noticing that faults act mainly at low frequencies, while (39) minimizes the effect of noise from the effect of faults.

Remark 4. Instead of comparing $T_{nw}$ with $T_{nw}^{ret}$ (static strategy), the residual generators (36) and (37) boil down to comparing the state of the system around the new working point, so that normal transferring of operation conditions will not affect fault detection.

\[
\begin{align*}
\dot{T}_{nw}(t) &= AT_{nw}(t) + B\tilde{P}_{out}(t) + LT_{nw}(t) + K_{a}(T_{nw}(t) - \tilde{T}_{nw}(t)) \\
\dot{r}_{a}(t) &= \tilde{T}_{nw}(t) - \tilde{T}_{nw}(t)
\end{align*}
\]  

(36)

\[
\begin{align*}
\dot{T}_{nw}(t) &= AT_{nw}(t) + B\tilde{P}_{out}(t) + LT_{nw}(t) + K_{s}(T_{nw}(t) - \tilde{T}_{nw}(t)) \\
\dot{r}_{s}(t) &= \tilde{T}_{nw}(t) - \tilde{T}_{nw}(t)
\end{align*}
\]  

(37)

where $K_{a}$ and $K_{s}$ are the observer gains to be designed such that $(A - K_{a}C)$ and $(A - K_{s}C)$ are asymptotically stable. Note that the disturbance $T_{nw}$ can be measured, so it can be included in the observer. The gain $K_{a}$ is synthesized in such a way that the following Kalman filtering problem is solved:

\[
\begin{align*}
&\min_{K_{a}} \mathbb{E} \{f_{a}(t)r_{a}(t)\} \\
&s.t. \quad E\{f_{a}(t)f_{a}(\tau)\} = \delta(t - \tau)I \\
&\quad (A - K_{a}C) \text{ is asymptotically stable}
\end{align*}
\]  

(38)

The gain $K_{s}$ is synthesized in such a way that the following Kalman filtering problem is solved:

\[
\begin{align*}
&\min_{K_{s}} \mathbb{E} \{f_{s}(t)r_{s}(t)\} \\
&s.t. \quad E\{f_{s}(t)f_{s}(\tau)\} = \delta(t - \tau)I \\
&\quad (A - K_{s}C) \text{ is asymptotically stable}
\end{align*}
\]  

(39)

Notice that (38) minimizes the effect of $f_{a}$ on $r_{a}$ in terms of the $L_{2}$ norm (quasi-isolability of actuator fault), while (39) minimizes the effect of $f_{s}$ on $r_{s}$ in terms of the $L_{2}$ norm (quasi-isolability of sensor fault). The overall fault detection and diagnosis architecture, comprising of efficiency/mass flow estimator (17), and actuator/sensor faults residual generators (38),(39) is shown in Fig. 5. Notice that since $P_{out}$ is not directly measurable, it has to be estimated via the bimodal estimator (17).

Remark 5. Similarly to the thresholds for efficiency and mass flow degradation, it is possible to define some thresholds for detecting actuator and sensors faults. For example:

\[
\begin{align*}
&\text{if } E\{r_{a}^{T}r_{a}\} > \theta_{a}, \quad \Rightarrow \text{ actuator fault} \\
&\text{if } E\{r_{s}^{T}r_{s}\} > \theta_{s}, \quad \Rightarrow \text{ sensor fault}
\end{align*}
\]  

(40)

A practical way to select $\theta_{a}$ and $\theta_{s}$ is the following: the norm of the residuals is upper bounded by $\|H_{f_{s},-}(s)\|_{f_{s}f_{s}}^{2}E\{f_{s}^{T}f_{s}\}$ and $\|H_{f_{a},-}(s)\|_{f_{a}f_{a}}^{2}E\{f_{a}^{T}f_{a}\}$, where $H_{f_{s},-}(s)$ and $H_{f_{a},-}(s)$ are the transfer functions between the fault and the corresponding residual. By selecting, e.g. $\theta_{a} = 0.1\|H_{f_{s},-}(s)\|_{f_{s}f_{s}}^{2}$ and $\theta_{s} = 0.1\|H_{f_{a},-}(s)\|_{f_{a}f_{a}}^{2}$ one would not be able to detect faults whose covariance is smaller than 0.1.

Since the $L_{2}$ norm might be conservative, a more practical direction is to measure $E\{r_{a}^{T}r_{a}\}$ and $E\{r_{s}^{T}r_{s}\}$, where $r_{a}$ and $r_{s}$ are the residuals in the nominal case (e.g. from data collected during non-faulty operation). Then by normalizing the expression in (40) with the norm of the residual during non-faulty operation:

\[
\begin{align*}
&\text{if } E\{r_{a}^{T}r_{a}\} > \theta_{a}, \quad \Rightarrow \text{ actuator fault} \\
&\text{if } E\{r_{s}^{T}r_{s}\} > \theta_{s}, \quad \Rightarrow \text{ sensor fault}
\end{align*}
\]  

(41)

one would be able to detect percentage variations with respect to the nominal case. Note that, similar to Remark 2, detection efficiency plays an important role: one would like to identify faults as fast as possible (i.e. having a small $\tau_{a}$ or $\tau_{s}$). On the other hand, the presence of noise, which cannot be neglected in practice, would make it preferable to select slightly higher thresholds in order to avoid detection of false faults.

Remark 6. Sensor noise might degrade the performance of residual generators. For example, a noise acting on the sensor temperature, will have the same effect of a possible fault. This issue can be solved by noticing that faults act mainly at low frequencies, while sensor noise acts at high frequency. Adding appropriate pass band filters in the synthesis of (38) and (39) will help decoupling the effect of noise from the effect of faults.

6. Results

In this section the proposed monitoring methods are extensively tested on a boiler model obtained via the approach in [43]. The simulation run in Matlab R2014a in a workstation with quad-core processor at 3.6 GHz, 10 MB cache, RAM 8 GB at 1600 MHz. The modeling approach in [43] was selected thanks to its capability to approximate very accurately real-life boilers: this model in Fig. 2 is basically equal to the model in [40].

Note that, due to its richer complexity, real-time monitoring energy efficiency and performance degradation of condensing boilers modeled via [33] is still an open problem.
There, a two-node thermal model is adopted to model the relation between heat input and temperature of return water. The combustion process is not modeled explicitly, but via a boiler efficiency characteristic as follows

\[
\eta(P_{in}, T_{rw}) = a_1 T_{rw} + a_2 T_{rw}^2 + a_3 T_{rw}^3 + a_4 T_{rw} + a_5 L + a_6 T_{rw} L + a_7 T_{rw} L + a_8 \quad \text{(42)}
\]

where \( L \) is the boiler load normalized between 0 and 1. In our case, \( L \) is calculated with respect to the gas side instead of the water side. A model and a curve as in (42) is then fitted and validated so as to match the behavior of real operating boilers (using system identification as explained in [43]).

The following curve is obtained:

\[
\begin{align*}
  a_1 &= 8.841 \quad a_6 = 12.024 \\
  a_2 &= -0.2564 \quad a_5 = 0.2710 \\
  a_3 &= 3.945 \cdot 10^{-3} \quad a_2 = 1.230 \cdot 10^{-3} \\
  a_4 &= -1.7983 \cdot 10^{-5} \quad a_6 = 7.147
\end{align*}
\]

which is shown in Fig. 6 for different loads (full load (100%), half load (50%), part load (20%)). Fig. 6 shows also the approximation of the efficiency curve via the bimodal estimator (17). It can be observed that the bimodal description is a good approximation of the efficiency curve. The nominal efficiency curve undergoes now a degradation, and the online estimator runs till convergence to the new parameters. It can be seen from Fig. 7 that a good agreement is obtained, which means that the proposed estimator is able to track degradation of performance.

The online performance of the proposed bimodal estimator is now shown. In Fig. 8 it is possible to recognize two phases: in the first phase (\( t < 50 \) min) the boiler is perfectly functioning; performance curve and mass flow are initially unknown, so that a learning period is necessary before converging to the real values. In the second phase (\( t > 50 \) min) the boiler undergoes a degradation and at the same time the mass flow rate moves from its nominal value. The estimator is able to track the degradation in real-time, and at the same time also the correct mass flow rate is estimated.

Actuator and sensor fault detection and isolation is now tested: the two Kalman filters designed as in (38) and (39) are implemented. An actuator fault occurs at 350 s, while a sensor fault occurs at 550 s. The actuator fault is taken as a multiplicative fault, \( f_a = -0.2 \tilde{P}_{out} \), i.e. the actuator loses 20% of its efficiency: the sensor fault is taken as a multiplicative fault, \( f_i = -0.1 \tilde{T}_{in} \), i.e. the sensor
generates a bias since it decreases its readings by 10%. Fig. 9 reveals that both faults are correctly detected. However, due to the structural limitations, they cannot be perfectly isolated. In fact, notice that the sensor residual generator is slightly activated starting from 350 s, while the actuator residual presents a spike at 700 s, followed by a slowly decreasing bias.

6.1. Perfect fault isolation in the case of multiple sensor measurements

It has been shown that it is not possible to perfectly isolate actuator and sensor faults if only one temperature is measured. Perfect isolation can occur if multiple measurements are available for water temperature across the boiler. Let us consider the system

\[ T_{sw}(t) = A T_{sw}(t) + B |P_{out}(t) + f_d(t)| + L T_{rw}(t) \]

\[ T_{sw}(t) = T_{sw0}(t) + E f_d(t) \]  \hspace{1cm} (44)

with \( A, B \) and \( L \) has in (24), and

\[ E = \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix} \]  \hspace{1cm} (45)

so as to consider a possible fault in the first sensor. The sensor fault is taken as a multiplicative fault, \( f_s = -0.1 T_{sw} \) as in the previous case. By defining the matrix \( Q = I - EE^T \), with \( E^T = (EE)^{-1}E \) and the observer

\[ \dot{T}_{sw0}(t) = A T_{sw0}(t) + B P_{out}(t) + L T_{rw}(t) + K Q (y(t) - \hat{y}(t)) \]

\[ r(t) = Q (T_{sw0}(t) - T_{sw}(t)) = Q (T_{sw0}(t) - T_{sw0}(t)) + Q E f_d(t) \]

\[ = Q (T_{sw0}(t) - T_{sw0}(t)) \]  \hspace{1cm} (46)

it is concluded that the residual \( r \) is not influenced by the sensor fault \( f_s \), which allows perfect isolation of the actuator fault. Under the same fault scenario (actuator fault at 350 s, sensor fault at 550 s), Fig. 10 shows how the actuator fault is now perfectly isolated and the respective residual is not influenced by the sensor fault at 550 s.

7. Conclusions

Condensing boilers are becoming more and more adopted and many countries have encouraged the use of condensing boilers with financial incentives. It is thus important to develop software tools to assess the correct functioning of the boiler and eventually detect problems. The bimodal behavior of the boiler (condensing/noncondensing mode) makes the development of these tools non-trivial. This work developed a fully-fledged set of fault detection and diagnosis tools for condensing boilers. The tools have been organized as follows: a bimodal parameter estimator to detect deviations of the efficiency of the boiler from nominal values in both condensing and noncondensing mode; a virtual sensor for the estimation of the water mass flow rate; filters to detect actuator and sensor faults, possibly due to control and sensing problems. Interesting structural properties for detection and isolation of actuators and sensing faults have been derived. In particular it was shown that additional water temperature sensors are useful to isolate actuator and sensor faults. The effectiveness of these tools was verified via extensive simulations.
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