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Abstract— The recent applications in the computing field deals with huge data processing operations, which involves a lot of data transfer from the memory to processing unit and vice versa. If these data transfers between the CPU and memory are reduced, a lot of time could be saved along with advantage of getting desirable outputs at a lower latency. One of the ways to achieve this is to adopt In-memory computational techniques, where most of the computations happen inside memory itself. Memristive crossbar architecture is a memory architecture which makes use of memristors as memory cells to store data with some added computational capabilities. The need for power efficient computing in the present days motivates the search for new non-volatile universal memories like memristors. In this paper, we present an optimal way of implementing basic ALU operations in the memristive memory block. A detailed description for simulating this is given, which includes the creation of memristor symbol, choosing a suitable memristive logic to implement basic digital logics, creation of memory crossbar and the way to realize basic ALU operations.
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I. INTRODUCTION

Memristor is a two-terminal nonlinear, passive electrical component that links magnetic flux and electric charge. It remembers the charge that has flown through it and mainly gets its significance because of its non-volatile nature. It is often called stateful memory i.e. it remembers its resistance state until some exciting current or voltage is applied across it [1]. Due to this behavior, it finds its use cases in a lot of applications like neuromorphic computing, non-volatile memory blocks, logic circuits etc. High resistance state is considered as logic ‘0’ and low resistance state considered as logic ‘1’.

The resistance of the memristor follows a hysteresis loop depending on the applied voltage and retains this resistive state until the next pulse.

As a memory block, its functionalities are different from other non-volatile memories because of different memristive logics which can be implemented in it. Using these memristive logics, different logical gates can be implemented, where both the outputs and inputs are in the form of resistance exhibited by the memristors themselves [2]. Out of the different memristive logics, IMPLY and MAGIC (Memristor Aided loGIC) are the popular ones[3].

In this paper, the complete method of implementing ALU operations in the memristive memory is given, from the creation of memristor symbol to implementation of basic ALU operations in memory by applying different excitations at different cycles. The following steps are followed:

- As a first step, a suitable mathematical model and optimal device parameters for the memristor is chosen, in our case VTEAM model because of the reason mentioned in the next section.
- The above selected mathematical model is used to model a memristor symbol in cadence by using Verilog-A.
- Basic gates are implemented using memristors where the logic operations and storage both happen in the memristors themselves. To implement these gates, memristive logics such as IMPLY and MAGIC (Memristor Aided loGIC) are considered and is concluded that the MAGIC best suites our application i.e. in-memory computation.
- A memory crossbar is built using memristors and basic full adder functionality is tested by applying various control voltages at the rows and columns of the crossbar at different cycles to obtain the full adder output at the last cycle.
- Finally, the basic ALU operations in the memory crossbar is tested by applying different control voltages so as to minimize the number or operational cycles and the number of memristor blocks involved in it.

II. MEMRISTOR MODELLING AND MEMRISTOR LOGICS

There are various mathematical models available for modelling a memristor like, TEAM [12], VTEAM [13], Simmons Tunneling Model and Non-Linear Ion Drift Model etc. VTEAM model is selected to meet the objectives, as it is a voltage-controlled model and the I-V characteristics are ideally symmetrical. The parameters of the model were adjusted such that optimum hysteresis loop is obtained. Fig.1 shows the analysis of memristor model in MATLAB. The I-V characteristics of the memristor have a symmetric hysteresis loop after optimizing the parameters [13]. As seen from the figure, there are two cutoff voltages Von and Voff. For the memristor model shown, Von=3.5V and Voff=-2.5V. So, for the voltages greater than 3.5V, the memristor changes its state from Roff to Ron.
Fig. 1. Analysis of Memristor Model in MATLAB.
For voltage less than -2.5V, memristor changes its state from Ron to Roff. And for the voltage between Von and Voff, the memristor state doesn’t change [2]. Hence, previously if its state was Ron, then it will remain Ron itself, and if its state was Roff, then it will remain Roff only. Then a symbol in Cadence Virtuoso is created for the memristor from the Verilog-A code. Fig. 2. shows the symbol of Memristor in the Virtuoso. It has 3 pins namely ‘p’, ‘n’ and ‘w’. Out of which ‘p’ and ‘n’ are used to apply the voltage.

Fig. 2. Memristor Symbol in Cadence.

There are various novel techniques to implement a logic within these MPUs, out of which the popular ones are IMPLY logic and Memristor Aided Logic (MAGIC). The performance and quality of these memristor logic depends mainly on two factors, the number of memristors and the number of operational pulses involved required to implement them. Fig. 3. shows the complete implementation of the IMPLY logic. The symbol of IMPLY gate is denoted as “→‖. It shows the schematic of the IMPLY gate. It has two memristors and a resistor. Two voltage cycles are applied, Vcond and Vset. Imply logic involves the presence of two memristors, which are working memristor and input memristor, which have the following functionalities [4]:
1) Input memristor: This memristor holds the input signal and maintains its resistance state even after computation.
2) Working memristor: This memristor holds the input signal, the operational result, or a constant 0 value of an IMPLY gate. The input value initially stored is erased after computation.

Fig. 3. Imply Logic.

Fig. 4. shows the implementation of MAGIC NOR gate [2] which is a fundamental block required to implement all other combinatorial logic expressions. It has 2 input memristors where the input logics are stored in them in the form of their resistance and 1 output memristor which holds the output logic in the form of its resistance. By changing the polarity of the applied voltage to the memristors and by arranging the input memristors in series, other Boolean logics like NAND, AND, OR also can be implemented using MAGIC.

Fig. 4. Magic NOR.

Three operations required to execute MAGIC in a memristive memory are: row isolation, column isolation (only for transpose memory) and MAGIC execution [3]. The sneak path effect and non-ideal wires effect are not discussed in this paper.

Table 1. shows the comparison of IMPLY and MAGIC. As it can be seen from the table MAGIC has no fanout issues, requires less operational pulses and less complex when compared to IMPLY. Also, there is an explicit output memristor in MAGIC where as one of the input memristor acts as the output in case of IMPLY, which means, that input is destroyed after the computation [4]. Due to the above-mentioned advantages of MAGIC [6], we prefer it over the IMPLY logic in the design of combinational circuits.
TABLE 1. IMPLY LOGIC VS MAGIC

| IMPLY logic                          | MAGIC                                      |
|--------------------------------------|--------------------------------------------|
| It is slower compared to MAGIC.      | It is 2.4% faster than IMPLY logic.        |
| It requires more operational pulses. | It requires less operational pulses.       |
| It has fanout issues.                | No fanout issues.                          |
| Dissipates more energy compared to MAGIC. | Dissipates 66.3% less energy               |
| Has high computational complexity.   | Is less complex compared to imply logic.   |
| Requires complicated control circuitry. | Requires simple control circuitry.        |

III. DESIGN ALGORITHM FOR FULL ADDER

The previous section describes how Boolean logics can be implemented using MAGIC. Thus, different combinational circuits can be implemented if their logic expressions are known. To implement a full adder in memristive memory crossbar, we consider the following two expressions for S (sum) and Cout (carry) which are outputs of a full adder:

\[
Cout = ((A + B)' + (B + C)' + (C + A)')' \text{…………………..(1)}
\]

\[
S = [([A' + B' + C']' + {(A + B + C)' + Cout}']')' \text{…………………..(2)}
\]

Where, A, B and C are the inputs for the full adder which are stored in the respective memristors prior to the computational process. S and Cout are the sum and carry generated because of the computations and are stored in the output memristors till they are disturbed externally by applying triggering voltages to them. Both the S and Cout outputs are obtained solely by using NOR gates and each NOR operation takes one operational pulse. Equations (1) and (2) are used to get the full adder outputs from nor operations. This not only involves the input and output memristors but also other functional memristors which store the intermediate results of NOR operations in them. Fig. 5. Shows how the full adder is implemented in the memory crossbar [9],[14],[10]. Table 1 of supplementary material included in [4] shows the 16 operational pulses required to perform the full adder logic in a transpose memory architecture. The logic operation performed, the input and output memristors, the isolation voltages at every cycle is shown. Number of operational pulses and the additional functional memristors involved in the operation completely depends on the design which is used. The best design has optimal usage of these two.

IV. ALU OPERATIONS INSIDE MEMRISTIVE MEMORY CROSSBAR

All the arithmetic and logical operations which could be realized in an ALU can be implemented by just giving suitable inputs A, B and Cin to full adder along with the relevant control inputs S0, S1, S2. Fig. 6. shows the Logic diagram of the complete ALU design.

Table 2 shows all the 12 arithmetic and logical operations. The ALU block performs arithmetic operations when S2 bit is 0 and performs logical operations when S2 bit is 1. The entire ALU design can be split into 2steps. The first one being the full adder design and the second one is to implement the Xi, Yi and Zi inputs for the full adder.
Table 2. Arithmetic and Logical Operations Performed in ALU for Different Control Signals.

| Selection | Output | Function | Location of Inputs in Memristor Crossbar |
|-----------|--------|----------|------------------------------------------|
| S2 S1 S0 C | F=A | Transfer A | M73=A, M41=S2=0, M51=S1=0, M61=S0=0; M32=C=0 |
| 0 0 0 0 | F=A+I | Increment A | M73=A, M41=S2=0, M51=S1=0, M61=S0=0; M32=C=0 |
| 0 0 0 1 | F=A+I | Addition | M73=A, M22=B, M32=C=1; M41=S2=0, M51=S1=0, M61=S0=0; M2=C=0 |
| 0 0 1 0 | F=A+B | Add with carry | M73=A, M22=B, M32=C=1; M41=S2=0, M51=S1=0, M61=S0=0; M2=C=0 |
| 0 1 0 0 | F=A-B-1 | Subtract with borrow | M73=A, M22=B, M32=C=1; M41=S2=0, M51=S1=0, M61=S0=0; M2=C=0 |
| 0 1 0 1 | F=A-B | Subtraction | M73=A, M22=B, M32=C=1; M41=S2=0, M51=S1=0, M61=S0=0; M2=C=0 |
| 0 1 1 0 | F=A-1 | Decrement A | M73=A, M22=B, M32=C=1; M41=S2=0, M51=S1=0, M61=S0=0; M2=C=0 |
| 0 1 1 1 | F=A | Transfer A | M73=A, M41=S2=0, M51=S1=0, M61=S0=0; M32=C=0 |
| 1 0 0 X | F=AO R B | OR | M73=A, M22=B, M32=C=1; M41=S2=0, M51=S1=0, M61=S0=0 |
| 1 0 1 X | F=A XOR B | XOR | M73=A, M22=B, M41=S2=0, M51=S1=0, M61=S0=0 |
| 1 1 0 X | F=A AND B | AND | M73=A, M22=B, M41=S2=0, M51=S1=0, M61=S0=0 |
| 1 1 1 X | y=f=A | Complement A | M73=A, M41=S2=1, M51=S1=1, M61=S0=1 |

During the execution, first all the inputs are written in the locations mentioned in the last column of Table 3, where Mxyn represents the memristor at row x and column y. For example, to write S2=0 in the M42 memristor, apply V0 to fourth row and GND to second column, similarly to write S2=1, apply GND to fourth row and V0 to second column.

The below equations show the Xi, Yi, Zi values in terms of the A, B, C inputs and the controls [6].

\[ Xi = Ai + S2S1'S0'Bi + S2S1S0'Bi' \] \hspace{1cm} (3)

\[ Yi = S0Bi + S1Bi' \] \hspace{1cm} (4)

\[ Zi = S2'C'i \] \hspace{1cm} (5)

These Xi, Yi, Zi are to be computed inside the memory and to be fed to the already designed Full adder. This is implemented using transpose architecture with 9x4 size and taking 27 operational pulses. Fig. 7 shows the ALU schematic with 4*9 memory crossbar. Table 4, given in the appendix shows the 27 operational pulses and the crossbar functionality at each of them to work as a full adder.

![Fig. 7. ALU Schematic with 4*9 Memory Crossbar.](https://example.com/figure7.png)
We have made use of five voltage levels, which are, Vo, Gnd, Z state, Vhs and Vvs which are given as input to every row and column one at time. Four types of voltage values are defined which are: V0=5V, GND=0V, Vhs=1V, VVs=4V. The designed ALU is of 1-bit which can be extended to 8 bits by instantiating the 1-bit ALU 8 times. For addition operation the value of s2, s1 and s0 are ‘0’, ‘0’ and ‘1’ respectively and Cin is ‘0’. For subtraction operation the value of s2, s1 and s0 are ‘0’, ‘1’ and ‘0’ respectively and Cin is ‘1’.

V. PERFORMANCE ANALYSIS

![Processing Area Image]

Fig. 8. Figure Depicting OR Operation on A and B (Two 8-Bit Vectors) in the Processing Area of the Memristor. The Result is then Written to the Destination Address. The operation is Realized using the Following Sequence of NOR Operations:

1. NOT(B).
2. NOT(NOT(B))- To Make B Align with A (Steps 1 and 2).
3. NOR(A, B).
4. NOT(NOR(A, B))- OR Result Between A and B (Steps 3 and 4).
5. NOR/OR(A, B))
6. NOT(NOR(A, B))- Copy Result to Destination Address.

Consider a simple CPU functionality of reading a data from memory, processing it and then writing back[5]. The performance analysis of the standard CPU with Von-Neumann architecture and CMOS design is made with the memristive unit. From Fig. 8, it is understood that a memristor based processing unit would take 6 clock cycles to implement the above 8-bit vector OR operation and storage of the result in a memory location. Whereas, to implement the same operation in a CMOS based processor, (8085 for e.g.), it gets implemented by following steps:

Table 4. 8-Bit Vector OR Implementation in 8085.

| Processor Operation | No. of T-states |
|---------------------|-----------------|
| MVI A, 8-bit data   | 7               |
| MVI B, 8-bit data   | 7               |
| ORA B               | 4               |
| STA 16 bit address  | 13              |
| **Total= 31**       |                 |

From Table 5, it is clear that memristor based processing units show approximately 5.167 times improvement in the performance based on the number of operational pulses taken for computation of results. CMOS based processors take more cycles because of the additional machine cycles and bus cycles used to access memory and load the contents to CPU. This performance analysis is not a general one and is demonstrated just for the above mentioned 8-bit OR operation. However, there will be some improvements in the performance when the memristive memory processing unit is considered and the large number of machine cycles involved in the data transfer operations between the processor and memory is eliminated. But for processor-intensive applications, traditional processors based on von-Neumann architecture succeed best because the processing operations take many operational cycles in memristive memory unit [5]. Therefore, the best way would be to use the MPU as a kind of co-processor or an add-on to CPU where the data preprocessing happens.

VI. CONCLUSION

The paper dealt with the design and implementation of Non-volatile device called memristor and In-memory computation in the memristor crossbar array. First, the behavior and operation of the memristor was successfully understood in terms of its hysteresis loop. The two different logic styles of designing memristor circuits i.e. IMPLY logic and MAGIC where compared by the implementation of NOR Gate and concluded that MAGIC performed better than IMPLY in terms of delay and power requirements. Then all basic Gates such as NAND, AND, OR, NOR and NOT were successfully designed using MAGIC logic. Then memristor crossbar architecture of memristor was designed successfully, wherein any location can be read or written with both logic values.

There are two types of realization of crossbar architecture, one is conventional memory crossbar and the other is transpose memory crossbar. In conventional we can perform operations either in horizontal or vertical. Full adder implementation in the crossbar was designed using both type of architectures.
Then 1-bit ALU was designed within the memory crossbar architecture to perform the basic ALU operations. The in-memory computation MPU faster when compared with the traditional Von-Neumann architecture in case of data-intensive operations and von-Neuman architecture is faster for processor-intensive operations. Hence, the best way to use the MPU would be to use it as a kind of co-processor where data-preprocessing happens. In future, applications related to image processing and neuromorphic computation can be efficiently executed within the memristor crossbar. Complete MPU can be realized as a co-processor to work along with the main processor.
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