Maximum weighted induced forests and trees: new formulations and a computational comparative review

Rafael A. Melo\textsuperscript{a,*} and Celso C. Ribeiro\textsuperscript{b}

\textsuperscript{a}Institute of Computing, Universidade Federal da Bahia, Salvador, BA 40170-115, Brazil
\textsuperscript{b}Institute of Computing, Universidade Federal Fluminense, Niterói, RJ 24210-346, Brazil
E-mail: rafael.melo@ufba.br [Melo]; celso@ic.uff.br [Ribeiro]

Received 19 July 2021; received in revised form 15 September 2021; accepted 22 September 2021

Abstract

Given a graph $G = (V, E)$ with a weight $w_v$ associated with each vertex $v \in V$, the maximum weighted induced forest problem (MWIF) consists of encountering a maximum weighted subset $V' \subseteq V$ of the vertices such that $V'$ induces a forest. This NP-hard problem is known to be equivalent to the minimum weighted feedback vertex set problem, which has applicability in a variety of domains. The closely related maximum weighted induced tree problem (MWIT), on the other hand, requires that the subset $V' \subseteq V$ induces a tree. We propose two new integer programming formulations with an exponential number of constraints and branch-and-cut procedures for MWIF. Computational experiments using benchmark instances are performed comparing several formulations, including the newly proposed approaches and those available in the literature, when solved by a standard commercial mixed integer programming solver. More specifically, five formulations are compared, two compact ones (i.e., with a polynomial number of variables and constraints) and the three others with an exponential number of constraints. The experiments show that a new formulation for the problem based on directed cutset inequalities for eliminating cycles (DCUT) offers stronger linear relaxation bounds earlier in the search process. The results also indicate that the other new formulation, denoted tree with cycle elimination (TCYC), outperforms those available in the literature when it comes to the average times for proving optimality for the benchmark instances with up to 81 vertices. Additionally, this formulation can achieve much lower average times for solving the larger random instances that can be optimally solved. Furthermore, we show how the formulations for MWIF can be easily extended for MWIT. Such extension allowed us to analyze the difference between the optimal solution values of the two problems when considering different classes of graphs.
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1. Introduction

Graph theory problems related to encountering induced subgraphs with certain properties have been extensively studied in the literature due to their theoretical interest and various practical applications. The maximum weighted induced forest problem (MWIF) belongs to this category of problems. Let us consider a simple and undirected graph \( G = (V, E) \) with a set \( V \) of vertices and a set \( E \) of edges, and a nonnegative weight \( w_v \) associated with each vertex \( v \in V \). For any subset \( V' \subseteq V \) of the vertices, we denote by \( G[V'] = (V', E') \) the graph induced in \( G \) by \( V' \), whose edge set \( E' \) is formed by all edges in \( E \) with both extremities in \( V' \), that is, \( E' = \{ e = uv \in E \mid u, v \in V' \} \). The problem thus consists of finding a maximum weighted subset \( V' \subseteq V \) inducing a forest \( G[V'] \), that is, an acyclic induced subgraph. The maximum weighted induced tree problem (MWIT) consists of obtaining a maximum weighted subset \( V' \subseteq V \) inducing a tree \( G[V'] \), that is, an acyclic and connected induced subgraph. Examples of maximum weighted induced trees and forests are illustrated in Fig. 1.

Given a graph \( G = (V, E) \), a feedback vertex set is a subset \( F \subseteq V \) of its vertices whose removal results in an acyclic graph. Note, thus, that \( \bar{F} = V \setminus F \) induces a forest. In this regard, induced forest problems have appeared in several applications in the literature mainly via feedback vertex set problems, which are their equivalent complementary counterparts. These include preventing and removing deadlocks in operating systems (Wang et al., 1985; Carneiro et al., 2019), program verification (Shamir, 1979), constraint satisfaction (Dechter and Pearl, 1988), study of monopolies in distributed systems (Peleg, 1998), Bayesian inference (Bar-Yehuda et al., 1998), combinatorial circuit design (Bafna et al., 1999), optical networks (Kleinberg and Kumar, 2001), parallel systems and distributed computing (Bossard, 2014), and automated storage/retrieval systems (Gharehgozli et al., 2021).

Several authors have considered theoretical studies and approaches for induced forests and feedback vertex sets. Beineke and Vandell (1997) considered the problem of decycling a graph and introduced the concept of the decycling number of a graph, given by the minimum number of vertices to be removed so that the resulting graph is acyclic (i.e., the size of a minimum cardinality feedback vertex set). Brunetta et al. (2000) conducted a polyhedral study and proposed a tabu search metaheuristic for the minimum weighted feedback vertex set problem (MWFVS). Carrabs et al. (2005) proposed a linear time algorithm for MWFVS on a special class of “diamond” graphs, as
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called by the authors. Carrabs et al. (2011) implemented a tabu search metaheuristic for MWFVS, which uses the algorithms described in Carrabs et al. (2005) in the local search procedure. Carrabs et al. (2014) proposed a memetic algorithm for MWFVS. Shi and Xu (2017) demonstrated graph theoretical results regarding the existence of induced forests with a certain number of vertices. Very recently, Melo et al. (2021) tackled the MWFVS via the MWIF and proposed compact integer programming formulations and an iterated local search based matheuristic for the problem. A review of the previous literature on feedback vertex set problems has appeared earlier in Festa et al. (1999).

To the best of our knowledge, the majority of the works related to encountering induced trees in graphs have concentrated on graph theoretical and computational complexity aspects. Erdős et al. (1986) considered the maximum cardinality induced tree problem and provided bounds for its size, which are related to other parameters of the graph. Scott (1997) proved an open conjecture regarding the existence of induced trees in graphs with large chromatic numbers. Rautenbach (2007) studied dominating sets inducing trees and provided bounds on the maximum number of vertices of induced trees for certain classes of graphs. Derhy and Picouleau (2009) considered complexity results for problems related to encountering induced trees covering a prescribed set of vertices. Fox et al. (2009) considered the problem of obtaining large induced trees in $K_r$-free graphs, that is, those without cliques of size $r$. Pfender (2010) studied large induced trees in triangle-free graphs. Chudnovsky and Seymour (2010) presented a polynomial-time algorithm to decide whether there is an induced tree containing three given vertices of a graph. Hertz et al. (2014) proved an upper bound on the difference between the sizes of the maximum cardinality induced forest and the maximum cardinality induced tree in a graph.

Other problems of obtaining connected or induced subgraphs, which are somehow related to the problems considered in our work, were also studied in the recent literature. Ljubić et al. (2006), Costa et al. (2009), and Siebert et al. (2020) proposed integer programming approaches for variants of the Steiner tree problem. We remark that, although MWIF and MWIT are somehow related to Steiner tree problems, they are very different in nature. This is mainly because in the former all vertices are optional. The maximum weight connected subgraph problem has been studied by several authors (Álvarez-Miranda et al., 2013; Rehfeldt and Koch, 2019; Liu et al., 2020). Marinelli and Parente (2016) considered the problem of encountering a maximum balanced induced subgraph. Agra et al. (2017) tackled the problem of finding maximum $k$-regular induced subgraphs of a graph. Matsypura et al. (2019), Bökler et al. (2020), and Marzo and Ribeiro (2021) considered the problem of encountering the longest induced path. Besides, integer programming approaches have been successfully applied to several optimization problems related to encountering trees and forests with certain properties (Melo et al., 2016; Carrabs et al., 2018; Li and Aneja, 2020; Pereira et al., 2020; Carrabs et al., 2021; Labbé et al., 2021).

The main contributions of this work can be summarized as follows. First, we propose two new formulations for MWIF together with branch-and-cut procedures. The first is based on constraints that explicitly eliminate cycles in the solution, while the second achieves this goal using the well-known directed cutset inequalities. To the best of our knowledge, this is the first time these approaches are proposed for MWIF. Besides, although one of the approaches has appeared in the literature for Steiner tree problems, it has not yet been applied and tested for an induced forest problem, in which inserting any of the vertices in the solution is optional. Second, we perform extensive computational experiments comparing the proposed formulations with others available in the literature. Third, we show that the proposed formulations can be easily extended to solve
MWIT, which, to the best of our knowledge, stand as the first optimization approaches for the problem. The new approaches made it possible to evaluate the difference between the optimal solutions of the two problems for a benchmark set consisting of different classes of graphs.

The remainder of this paper is organized as follows. Section 2 describes the integer programming formulations for MWIF. Section 3 details the proposed branch-and-cut approaches. Section 4 reports the computational experiments. Section 5 shows how the new formulations can be extended to deal with MWIT and provides an analysis considering the difference between the optimal solutions of the two problems. Concluding remarks are discussed in Section 6.

2. Formulations

In this section, we describe three previously existing formulations (Brunetta et al., 2000; Melo et al., 2021) and propose two new formulations for MWIF. The existing formulations are described in Section 2.1, while the new formulations are proposed in Section 2.2.

Similar to Melo et al. (2021), the input graph for MWIF is slightly transformed such that the problem consists of encountering a tree in this modified graph. Given the input graph $G = (V, E)$, an alternative transformed graph $G_s = (V_s, E_s)$ is obtained with vertex set $V_s = V \cup \{s\}$ and edge set $E_s = E \cup \{sv : v \in V\}$. The weights of all vertices in $G$ remain the same in $G_s$, while the weight of the new vertex is $w_s = 0$. The dummy vertex $s$ is used to join the connected components of the induced forest $G[V']$. Some of the formulations consider a directed version of the graph $G_s$, which we denote $\overrightarrow{G}_s = (V_s, A)$. Set $A$ is obtained by creating arcs $(u, v)$ and $(v, u)$ for each edge $uv \in E$ and arcs $(s, v)$ for each vertex $v \in V$. Denote by $A^+(v)$ and $A^-(v)$, respectively, the sets of arcs outgoing from and incoming into vertex $v \in V_s$. Additionally, throughout the paper, let $C$ be the family of all subsets $C \subseteq V$ such that $G[C]$ is a cycle.

2.1. Existing formulations

2.1.1. Cycle elimination formulation

The first described formulation does not have variables corresponding to the edges and is the only one described in this work that does not use the transformed graph. It is equivalent to the formulation proposed in Brunetta et al. (2000) for the minimum weighted feedback vertex set problem, with the only difference being that the variables represent the vertices in the induced forest rather than in the feedback vertex set. Define the variable $y_v$ to be equal to one if vertex $v \in V$ is in the induced forest $G[V']$, $y_v = 0$ otherwise. A cycle elimination-based formulation (CYC) can be obtained as

\[
\begin{align*}
\max \sum_{v \in V} w_v y_v \\
\sum_{v \in C} y_v \leq |C| - 1, \quad \forall C \in C \\
y \in \{0, 1\}^{|V|}.
\end{align*}
\]
Objective function (1) maximizes the sum of the weights of the vertices in the forest, that is, those such that \( y_v = 1 \). Constraints (2) ensure the elimination of cycles. Constraints (3) guarantee the integrality of the variables.

### 2.1.2. Flow-based formulation

The flow-based formulation (Melo et al., 2021), as well as the two formulations described in Sections 2.1.3 and 2.2.2, considers the directed graph \( \vec{G}_s = (V_s, A) \). A flow-based formulation modeling a tree can be obtained by sending one unit of flow from the dummy vertex \( s \) to each vertex included in the solution inducing a forest. Define variable \( f_{uv} \) to represent the flow going from vertex \( u \) to vertex \( v \), for every arc \( (u, v) \in A \). Let variable \( y_v \) be defined as before for every \( v \in V_s \), and consider variable \( x_{uv} \) to be equal to one if arc \( (u, v) \in A \) is in the solution, \( x_{uv} = 0 \) otherwise. Thus, a flow-based formulation (FLOW) (Melo et al., 2021) can be defined as

\[
\begin{align*}
\text{max} & \quad \sum_{v \in V'} w_v y_v \\
\text{s.t.} & \quad \sum_{(u, v) \in A^{-}(v)} x_{uv} = y_v, \quad \forall v \in V, \\
& \quad \sum_{(u, v) \in A^{+}(s)} f_{sv} = \sum_{v \in V} y_v, \\
& \quad \sum_{(u, v) \in A^{-}(v)} f_{uv} - \sum_{(v, u) \in A^{+}(v)} f_{vu} = y_v, \quad \forall v \in V, \\
& \quad x_{uv} \leq f_{uv} \leq (|V_s| - 1)x_{uv}, \quad \forall (u, v) \in A, \\
& \quad y_s = 1, \\
& \quad x_{uv} + x_{vu} \leq y_v, \quad \forall (u, v) \in A, \\
& \quad x_{uv} + x_{vu} \geq y_u + y_v - 1, \quad \forall uv \in E, \\
& \quad x \in \{0, 1\}^{|A|}, \\
& \quad y \in \{0, 1\}^{|V_s|}, \\
& \quad f_{uv} \in \mathbb{R}_{+}^{|A|}.
\end{align*}
\]

Constraints (4) ensure that there is exactly one arc incoming at each selected vertex \( v \in V' \). Balance constraints (5) and (6) are flow conservation constraints for each vertex. Constraints (7) link the flow variables \( f \) with the \( x \) variables. Constraint (8) forces the dummy node to be in the solution. Constraints (9) and (10) establish that the solution is an induced subgraph \( G[V'] \). Note that constraints (9) guarantee that an arc can only be in the solution if both its endpoints are in the solution, while constraints (10) ensure that if both endpoints of an edge are in the solution, then one of its corresponding arcs must also be in the solution. Constraints (11)–(13) ensure the integrality and nonnegativity of the corresponding variables.
As mentioned in Melo et al. (2021), one could also derive a multicommodity flow-based formulation (Magnanti and Wolsey, 1995) for MWIF, but such type of formulation is usually not viable in practice for large problem instances as even solving its linear relaxation can be challenging (Costa et al., 2009; Carrabs et al., 2013).

2.1.3. Miller–Tucker–Zemlin based formulation

The Miller–Tucker–Zemlin based (MTZ-based) formulation for MWIF (Melo et al., 2021) also considers the directed graph $\overrightarrow{G}_s$. It adapts the formulation of Costa et al. (2009), which applies the MTZ constraints (Miller et al., 1960; Desrochers and Laporte, 1991) to solve a variant of the Steiner tree problem. Define variables $y_v$ and $x_{uv}$ as previously. Additionally, let $\phi_v$ be a potential variable associated with each vertex $v \in V_s$. An MTZ-based formulation (MTZ) (Melo et al., 2021) can thus be cast as

\[
\begin{align*}
\text{max} & \sum_{v \in V} w_v y_v \\
\sum_{(u,v) \in A^-(v)} x_{uv} &= y_v, \quad \forall v \in V, \\
\phi_u - \phi_v + |V_s| |x_{uv}| - 2) x_{uv} &\leq |V_s| - 1, \quad \forall (u, v) \in A, \\
y_v &\leq \phi_v \leq |V_s| - 1, \quad \forall v \in V, \\
\phi_s &= 0, \\
y_s &= 1, \\
x_{uv} + x_{vu} &\leq y_v, \quad \forall (u, v) \in A, \\
x_{uv} + x_{vu} &\geq y_u + y_v - 1, \quad \forall uv \in E, \\
x &\in \{0, 1\}^{|A|}, \\
y &\in \{0, 1\}^{|E|}, \\
\phi &\in \mathbb{R}^{|V_s|}_+. 
\end{align*}
\]  

Constraints (14) guarantee that if an arc $(u, v) \in A$ is in the solution, then vertex $v$ has a potential value $\phi_v$ larger than that of $u$, given by $\phi_u$. To see why, note that if $x_{uv} = 1$, then the constraint implies that $\phi_u - \phi_v \leq -1$, which is equivalent to $\phi_v - \phi_u \geq 1$. Constraints (15) determine that if a vertex $v \in V$ is in the solution, then its potential is neither zero nor greater than $|V_s| - 1$. Constraint (16) sets the potential of the dummy vertex $s$ to zero. Constraints (17) ensure the nonnegativity of the potential variables.
2.2. New formulations

2.2.1. Tree with cycle elimination formulation

This new undirected formulation considers the modified graph $G_s$ described at the beginning of Section 2. It guarantees the solution to be acyclic similar to the cycle elimination formulation described in Section 2.1.1. Nevertheless, it tries to improve the latter from a computational point of view by ensuring that additional constraints are satisfied in an attempt to reduce the computational burden of separating cycle inequalities (which are separated heuristically, as it will be described later in Section 3.1), as this can potentially allow obtaining better bounds earlier in the search process. Define variable $y_v$ to be equal to 1 if vertex $v \in V_s$ is in the induced forest, $y_v = 0$ otherwise. Additionally, consider variable $z_e$ to be equal to 1 if edge $e \in E_s$ is in the induced forest, $z_e = 0$ otherwise. The tree with cycle elimination formulation (TCYC) can be obtained as

$$\max \sum_{v \in V} w_v y_v$$

(1 revisited)

$$\sum_{e \in E_s} z_e = \sum_{v \in V} y_v,$$

(18)

$$\sum_{v \in C} y_v \leq |C| - 1, \quad \forall C \in \mathcal{C},$$

(2 revisited)

$$y_s = 1,$$

(8 revised)

$$z_e \leq y_v, \quad \forall v \in V, \ e \in \delta(v),$$

(19)

$$z_e \geq y_u + y_v - 1, \quad \forall uv \in E,$$

(20)

$$z \in \{0, 1\}^{|E_s|},$$

(21)

$$y \in \{0, 1\}^{|V_s|}.$$  

(22)

Constraint (18) ensures that the number of edges in the solution equals the number of selected vertices, which represents the number of edges in a tree in $G_s$ including the selected vertices and the dummy vertex. Similar to constraints (9) and (10), constraints (19) and (20) force the resulting graph to be induced. Constraints (21) and (22) determine the integrality of the $z$ and $y$ variables, correspondingly.

2.2.2. Directed cutset formulation

This new directed cutset formulation also considers the directed graph $\overrightarrow{G_s}$ and guarantees the elimination of cycles using directed cutset connectivity constraints. A feasible solution is an arborescence rooted at the dummy vertex $s$ and, for any partition $\{S, \bar{S}\}$ with $s \in S$ and for any vertex $v \in \bar{S}$, it ensures that if $v$ is in the solution, at least one arc in the cut $\{S, \bar{S}\}$ must be in the solution. Such an approach was already applied in the context of Steiner trees (Ljubić et al., 2006; Costa et al., 2009) but, to the best of our knowledge, has not yet been applied to the problems of obtaining MWIFs or
MWITs. Considering variables $y_v$ and $x_{uv}$ as defined in Section 2.1.2, a directed cutset formulation (DCUT) can be described as

$$\max \sum_{v \in V} w_v y_v \quad \text{(1 revisited)}$$

$$\sum_{(u,v) \in A^- (v)} x_{uv} = y_v, \quad \forall v \in V, \quad \text{(4 revisited)}$$

$$\sum_{(i,j) \in A, i \in S, j \in \bar{S}} x_{ij} \geq y_v, \quad S \subset V, s \in S, v \in \bar{S} \quad \text{(23)}$$

$$y_s = 1, \quad \text{(8 revisited)}$$

$$x_{uv} + x_{vu} \leq y_v, \quad \forall (u, v) \in A, \quad \text{(9 revisited)}$$

$$x_{uv} + x_{vu} \geq y_u + y_v - 1, \quad \forall uv \in E, \quad \text{(10 revisited)}$$

$$x \in \{0, 1\}^{|A|}, \quad \text{(11 revisited)}$$

$$y \in \{0, 1\}^{|V|}. \quad \text{(3 revisited)}$$

Constraints (23) ensure that whenever a vertex $v$ is in the solution, there is an arc crossing the cut $(S, \bar{S})$, with $s \in S$ and $v \in \bar{S}$.

3. Branch-and-cut approaches

This section details the separation procedures for the constraints that are exponential in number. Furthermore, it describes the clique inequalities, which can be used to strengthen the formulations.

3.1. Separation of cycle constraints

The separation of cycle constraints (3) takes as input a separation graph $G_{\text{sep}} = G[V_{\text{sep}}]$ induced by the vertices corresponding to the nonzero $y$ variables in the solution, that is, $V_{\text{sep}} = \{v \in V \mid \hat{y}_v > 0\}$.

The separation for integer solutions is performed exactly using a depth-first search (DFS) algorithm (Cormen et al., 2009) in $G_{\text{sep}}$, which stores every cycle found during the search. After the DFS is finished, all the cycles encountered during its execution are provided to the solver. By representing the graph by an adjacency list, the whole procedure can be implemented to run in time $O(|V|^2 + |E| \times |V|)$.

The separation for fractional solutions is performed heuristically using a DFS algorithm in $G_{\text{sep}}$ that considers the vertices in nonincreasing order of the corresponding $y$ values. Every cycle found during the search is checked for violation of (3), in which case it is stored. After the DFS is finished, all the cycles encountered during the search are given to the solver. By representing the graph by an adjacency list, the whole procedure can be implemented to run in time $O(|V|^2 \log |V| + |E| \times |V|)$. 
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This complexity comes from the fact that the approach requires sorting the adjacency list in $O(|V|^2 \log |V|)$ before performing the DFS search with the storage of cycles in $O(|V|^2 + |E| \times |V|)$.

3.2. Separation of connectivity constraints

The separation of connectivity constraints (23) also takes as input a separation graph $G_{\text{sep}} = G[V_{\text{sep}}]$ induced by the vertices corresponding to the nonzero $y$ variables.

The separation for integer solutions is performed exactly by a breadth-first search (BFS) algorithm (Cormen et al., 2009) in $G_{\text{sep}}$, which initiates at the dummy vertex $s$ and places in the subset $S$ of partition $\{S, \bar{S}\}$ the vertices in the same connected component of $s$. Next, for each vertex in $v \in V_{\text{sep}} \setminus S$ an inequality is generated and stored. All the encountered violated inequalities are provided to the solver at the end of the procedure. By representing the graph by an adjacency list, the whole procedure can be implemented to run in $O(|V|^2 + |E| \times |V|)$.

Separation for fractional solutions is performed exactly using maximum flows (minimum cuts) according to the approach described in Magnanti and Wolsey (1995). Basically, a new directed graph is built from the solution $(\hat{y}, \hat{x})$, where the capacities of the arcs are given by the values of $\hat{x}$. A maximum flow (minimum cut) problem is solved from $s$ to each $v \in V_{\text{sep}}$. In case a constraint (23) is found to be violated, it is stored. All the encountered violated inequalities are provided to the solver at the end of the procedure. When using Dinic’s algorithm (Dinic, 1970) for calculating maximum flows, the procedure can be implemented to run in time $O(|V|^3 |E|)$.

3.3. Separation of clique inequalities

The clique inequalities for the minimum weighted feedback vertex set problem were proposed in Brunetta et al. (2000). They can be defined considering the variables described in our work as follows. Consider $K_n$ to be any clique, that is, a complete induced subgraph, with $n \geq 3$. The inequalities

$$\sum_{v \in K_n} y_v \leq 2, \quad K_n \subset V, \quad (24)$$

are valid for MWIF. In fact, more than two vertices of a clique in a solution would induce a cycle.

The separation of clique inequalities (24) is performed heuristically, and also takes as input a separation graph $G_{\text{sep}} = G[V_{\text{sep}}]$ induced by the vertices corresponding to the nonzero $y$ variables. The heuristic orders the vertices in $V_{\text{sep}}$ in nonincreasing order of the corresponding $\hat{y}$ values and in case of ties, in nonincreasing order of degree in $G_{\text{sep}}$. The heuristic, then, greedily chooses a vertex that is adjacent to all other vertices already chosen. This procedure is repeated until all vertices are in a maximal clique in $G_{\text{sep}}$. Whenever a violated clique is encountered, an attempt to lift it is performed. This is achieved by turning it into a maximal clique in the original graph $G$, whenever possible, via the insertion of vertices that were not in the separation graph. This step uses a similar greedy idea to the one used to iteratively build the clique in the separation graph. The
difference lies in the fact that it considers only the degree of the vertices as a greedy criterion. By representing the graph by an adjacency list, the whole procedure can be implemented to run in time $O(|V|^2 \log |V| + |E| \times |V|)$.

4. Computational experiments

In this section, we summarize the computational experiments performed to assess the effectiveness of the formulations described in Section 2. All computational experiments were carried out on a machine running under Ubuntu GNU/Linux, with an Intel(R) Core(TM) i7-4770 CPU @ 3.40 GHz processor and 16 GB of RAM. The algorithms were coded in Julia v1.4.2, using JuMP v0.18.6. The formulations were solved using the MIP solver Gurobi 9.0.2.

4.1. Instances

The experiments were performed using the benchmark instances proposed in Carrabs et al. (2011) for the maximum weighted feedback vertex set problem, where more details can be encountered. The instances are available in Carrabs (2015). They consist of random, grid, toroidal, and hypercube graphs, and are classified as small, with $16 \leq |V| \leq 81$, or large, with $91 \leq |V| \leq 529$. The node weights are uniformly distributed in one of the following intervals: [10,25], [10,50], and [10,75]. Similar instances, but with different weights, are organized into instance groups containing five instances each. Each instance group is identified as $X_n_m_{low}_{up}$, where $X$ gives the class of the graph: square grid ($G$), nonsquare grid ($GNQ$), hypercube ($H$), toroidal ($T$), or random ($R$). For random graphs $n$ and $m$ denote, respectively, the numbers of vertices and edges; for the grid and toroidal graphs $n$ and $m$ denote, correspondingly, the number of lines and columns of the grid; for hypercube graphs $n = m$ identifies the corresponding $n$-hypercube graph; the other parameters indicate the lower (low) and upper (up) bounds on the weights. We remark that the results reported throughout this section represent average values over the five instances belonging to the same instance group.

4.2. Tested approaches and settings

The following approaches were considered in our experiments:

- cycle elimination formulation (CYC) strengthened with clique inequalities;
- compact flow-based formulation (FLOW);
- compact MTZ-based formulation (MTZ);
- tree with cycle elimination formulation (TCYC) strengthened with clique inequalities; and
- directed cutset formulation (DCUT) strengthened with clique inequalities.

Note that we follow common practices in the literature. FLOW and MTZ are only tested as plain formulations, that is, without our branch-and-cut procedures. The reason for this is to keep...
the formulations compact. This makes them a viable option for being easily implemented by a practitioner as one does not have to resort to more advanced algorithmic implementations.

The MIP solver was executed using the standard configurations, except the relative optimality tolerance gap which was set to $10^{-6}$. A time limit of 3600 seconds was imposed for each execution of the MIP solver. All the separation procedures were implemented as callbacks in the MIP solver. To avoid overloading the formulation with an excessive amount of cuts throughout the search tree, the separations for fractional solutions were only executed at the root node. A high-quality warm start (i.e., a feasible solution) corresponding to the induced forest generated by the matheuristic MILS$^+$-mtz described in Section 3.6 of Melo et al. (2021) for the minimum weighted feedback vertex set was offered for each of the executions of the formulations. We remark that the solver’s heuristics were disabled to obtain the linear relaxations at the root node.

We remark that Brunetta et al. (2000) also showed that certain subset inequalities are valid for the feedback vertex set problem. However, the authors observed in the computational experiments that these inequalities slowed down the solution process and, for this reason, we did not use such inequalities in our experiments.

### 4.3. Small instances

Tables 1–5 summarize the results for the small instances. In each of these tables, the first column identifies the instance group. Next, for each of the approaches (CYC, FLOW, MTZ, TCYC, and DCUT), the tables show the average linear relaxation gap achieved by the solver at the end of the root node (glr), given for each instance by $100 \times \frac{ub - best}{ub}$, where $ub$ is the bound obtained by the solver at the end of the root node and $best$ is the best solution value encountered by any of the formulations; the number of instances solved to optimality (opt) followed by the average time to solve them (time); and the average relative open gap (gap) in percentage considering the instances that were not solved to optimality, given by $100 \times \frac{ub - lb}{ub}$, where $lb$ is the best solution value achieved by the formulation. We note that whenever the optimal solution is known for a given instance, the value glr represents how far (in percentage) the linear relaxation bound is from optimality. Whenever the majority (i.e., at least three) of the formulations are able to solve the same amount of instances, the best average time is shown in bold. Otherwise, the maximum number of instances solved to optimality appears in bold and, in case no instances were solved to optimality by any of the formulations, the smallest gap is represented in bold.

Tables 1 and 2 show that all small grid instances could be solved to optimality using all the five formulations, most of them in low computational times. It can be noted that FLOW achieved the lowest average times for most of the instance groups, while DCUT needed more time on average to solve these instances. Table 3 shows that, for the small hypercube instances, all formulations but CYC were able to solve all instances to optimality. TCYC achieved the lower average times. It can also be noted that the average times for FLOW and MTZ are very similar for these instances. Besides, considering hypercube instances with the same size, it can be observed that those with weights in the interval $[10,25]$ seem to be more difficult than those with weights in $[10,50]$, which appear to be more challenging than those with weights in $[10,75]$. Table 4 shows that, for the small toroidal instances, all formulations but CYC solved all instances to optimality, with FLOW achieving lower average times. The most difficult instances in this class appear to be the larger ones with weights.
varying in the interval [10, 25], as it can be observed for instance group \textit{T}_9\_9\_10\_25. Table 5 shows that for the small random instances, again, all formulations but CYC were able to solve all of them to optimality, with TCYC achieving lower average times, followed by DCUT. It can be seen that, for these instances, TCYC and DCUT outperformed by far MTZ and FLOW, especially for the larger

| Table 1 | Results comparing the formulations for the small square grid instances |
|---------|---------------------------------------------------------------|
| Instance group | CYC | FLOW | MTZ | TCYC | DCUT |
| glr (%) | opt | Time (seconds) | gap (%) | glr (%) | opt | Time (seconds) | gap (%) | glr (%) | opt | Time (seconds) | gap (%) | glr (%) | opt | Time (seconds) | gap (%) | glr (%) | opt | Time (seconds) | gap (%) |
| G\_5\_5\_10\_25 | 3.1 | 5 | 1.4 | 0.1 | 2.5 | 5 | 1.1 | 1.9 | 5 | 1.1 |
| G\_5\_5\_50 | 0.1 | 5 | 0.1 | 2.9 | 5 | 0.1 | 2.1 | 5 | 1.1 |
| G\_7\_7\_10\_25 | 3.1 | 5 | 1.4 | 0.1 | 2.5 | 5 | 1.1 | 1.9 | 5 | 1.1 |
| G\_7\_7\_50 | 0.1 | 5 | 0.1 | 2.9 | 5 | 0.1 | 2.1 | 5 | 1.1 |
| G\_7\_7\_75 | 3.2 | 5 | 2.5 | 0.2 | 1.5 | 5 | 0.3 | 1.2 | 5 | 1.1 |
| G\_9\_9\_10\_25 | 7.3 | 5 | 1.4 | 0.1 | 2.5 | 5 | 1.1 | 1.9 | 5 | 1.1 |
| G\_9\_9\_50 | 0.1 | 5 | 0.1 | 2.9 | 5 | 0.1 | 2.1 | 5 | 1.1 |
| G\_9\_9\_75 | 1.9 | 5 | 1.1 | 0.1 | 2.5 | 5 | 1.1 | 1.9 | 5 | 1.1 |
| Average | 5.5 | 5 | 1.4 | 0.1 | 2.5 | 5 | 1.1 | 1.9 | 5 | 1.1 |
| Total | 45 | 45 | 45 | 45 | 45 | 45 | 45 | 45 | 45 | 45 |

| Table 2 | Results comparing the formulations for the small nonsquare grid instances |
|---------|---------------------------------------------------------------|
| Instance group | CYC | FLOW | MTZ | TCYC | DCUT |
| glr (%) | opt | Time (seconds) | gap (%) | glr (%) | opt | Time (seconds) | gap (%) | glr (%) | opt | Time (seconds) | gap (%) | glr (%) | opt | Time (seconds) | gap (%) | glr (%) | opt | Time (seconds) | gap (%) |
| GNO\_8\_3\_10\_25 | 3.1 | 5 | 1.4 | 0.1 | 2.5 | 5 | 1.1 | 1.9 | 5 | 1.1 |
| GNO\_8\_3\_50 | 0.1 | 5 | 0.1 | 2.9 | 5 | 0.1 | 2.1 | 5 | 1.1 |
| GNO\_9\_6\_10\_25 | 6.5 | 5 | 1.4 | 0.1 | 2.5 | 5 | 1.1 | 1.9 | 5 | 1.1 |
| GNO\_9\_6\_50 | 0.1 | 5 | 0.1 | 2.9 | 5 | 0.1 | 2.1 | 5 | 1.1 |
| GNO\_9\_6\_75 | 0.5 | 5 | 1.4 | 0.1 | 2.5 | 5 | 1.1 | 1.9 | 5 | 1.1 |
| GNO\_12\_6\_10\_25 | 6.1 | 5 | 1.4 | 0.1 | 2.5 | 5 | 1.1 | 1.9 | 5 | 1.1 |
| GNO\_12\_6\_50 | 0.1 | 5 | 0.1 | 2.9 | 5 | 0.1 | 2.1 | 5 | 1.1 |
| GNO\_12\_6\_75 | 0.5 | 5 | 1.4 | 0.1 | 2.5 | 5 | 1.1 | 1.9 | 5 | 1.1 |
| Average | 4.3 | 5 | 1.4 | 0.1 | 2.5 | 5 | 1.1 | 1.9 | 5 | 1.1 |
| Total | 45 | 45 | 45 | 45 | 45 | 45 | 45 | 45 | 45 | 45 |

| Table 3 | Results comparing the formulations for the small hypercube instances |
|---------|---------------------------------------------------------------|
| Instance group | CYC | FLOW | MTZ | TCYC | DCUT |
| glr (%) | opt | Time (seconds) | gap (%) | glr (%) | opt | Time (seconds) | gap (%) | glr (%) | opt | Time (seconds) | gap (%) | glr (%) | opt | Time (seconds) | gap (%) | glr (%) | opt | Time (seconds) | gap (%) |
| H\_4\_10\_25 | 9.7 | 5 | 1.4 | 0.1 | 2.5 | 5 | 1.1 | 1.9 | 5 | 1.1 |
| H\_4\_10\_50 | 4.5 | 5 | 1.4 | 0.1 | 2.5 | 5 | 1.1 | 1.9 | 5 | 1.1 |
| H\_4\_10\_75 | 4.4 | 5 | 1.4 | 0.1 | 2.5 | 5 | 1.1 | 1.9 | 5 | 1.1 |
| H\_5\_10\_25 | 17.2 | 5 | 2.2 | 0.8 | 6.8 | 5 | 0.7 | 6.9 | 5 | 1.3 |
| H\_5\_10\_50 | 11.2 | 5 | 1.5 | 0.2 | 3.7 | 5 | 0.2 | 4.4 | 5 | 1.2 |
| H\_5\_10\_75 | 8.2 | 5 | 1.5 | 0.2 | 3.7 | 5 | 0.2 | 4.4 | 5 | 1.2 |
| H\_6\_10\_25 | 23.2 | 2 | 2296.9 | 2.0 | 58.5 | 60.7 | 6.1 | 5 | 66.3 |
| H\_6\_10\_50 | 15.9 | 5 | 19.6 | 3.7 | 5 | 4.8 | 3.9 | 5 | 4.1 |
| H\_6\_10\_75 | 13.5 | 5 | 7.1 | 1.8 | 5 | 1.0 | 2.2 | 5 | 0.7 |
| Average | 12.1 | 259.2 | 2.0 | 3.1 | 7.5 | 4.4 | 8.0 | 4.0 | 3.7 | 2.4 |
| Total | 45 | 45 | 45 | 45 | 45 | 45 | 45 | 45 | 45 | 45 |
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instances in the subset, indicating the benefits of a branch-and-cut approach using the formulations with clique inequalities. Additionally, it can be seen that the density of the instances seems to play an important role in the quality of the bounds provided at the end of the root node, with denser instances showing much higher gaps for all the formulations.

It is noteworthy that DCUT consistently provided lower gaps at the end of the root node and that CYC performed poorly in that respect. For the grid (square and nonsquare), hypercube, and
toroidal instances, DCUT was followed, in this order, by FLOW, TCYC, MTZ, and CYC. For the random instances, this order changed to TCYC, FLOW, MTZ, and CYC. Such change can be explained by the fact that DCUT and TCYC use the branch and cut approaches implementing the separation for clique inequalities. Besides, it can be noted that for a few random instance groups, TCYC provided better average bounds, possibly due to the heuristic separation of the clique inequalities.

The plots in Fig. 2 compare the average computation times over all individual small instances in each class for each formulation. The plots show that TCYC is, overall, the best performing formulation for this set of instances as it takes lower average computation times to solve the instances to optimality. Note that TCYC outperforms all other formulations for the hypercube and random graphs.

### 4.4. Large instances

Tables 6–10 summarize the results for the large instances. Tables 6 and 7 show that for the large grid instances, FLOW clearly outperformed the other approaches, achieving 50 and 54 solved instances for the square and nonsquare grid instances, respectively. Table 8 displays that, for the large
Table 6

Results comparing the formulations for the large square grid instances

| Instance group | CYC | FLOW | MTZ | TCYC | DCUT |
|----------------|-----|------|-----|------|------|
|                | glr (%) | Time (seconds) | gap (%) | glr (%) | Time (seconds) | gap (%) | glr (%) | Time (seconds) | gap (%) | glr (%) | Time (seconds) | gap (%) |
| G_10_10_10_25 | 8.6  | 5 | 71.2 | 0.8 | 5 | 33.8 | 0.8 | 5 | 3.1 | 0.2 | 5 | 5.6 |
| G_10_10_10_50 | 7.1  | 5 | 6.1 | 1.1 | 5 | 8.1 | 1.0 | 5 | 1.4 | 0.3 | 5 | 10.9 |
| G_10_10_10_75 | 8.5  | 5 | 5.4 | 0.9 | 5 | 13.5 | 1.3 | 5 | 1.8 | 0.4 | 5 | 37.5 |
| G_14_14_10_25 | 20.5 | 0 | 12.2 | 2.2 | 3 | 1058.0 | 0.1 | 5 | 1009.5 | 0.1 | 4 | 95.0 |
| G_14_14_10_50 | 18.8 | 0 | 6.4 | 1.2 | 3 | 484.9 | 0.4 | 5 | 1558.0 | 0.1 | 4 | 94.5 |
| G_14_14_10_75 | 20.0 | 0 | 7.0 | 1.3 | 3 | 484.9 | 0.5 | 5 | 1558.0 | 0.1 | 4 | 94.5 |
| G_17_17_10_25 | 21.8 | 0 | 1.1 | 0.5 | 3 | 2975.9 | 0.1 | 5 | 2975.9 | 0.1 | 4 | 95.0 |
| G_17_17_10_50 | 19.6 | 0 | 2.0 | 0.5 | 3 | 2975.9 | 0.3 | 5 | 2975.9 | 0.3 | 4 | 95.0 |
| G_17_17_10_75 | 20.9 | 0 | 2.5 | 0.6 | 3 | 2975.9 | 0.4 | 5 | 2975.9 | 0.4 | 4 | 95.0 |
| G_20_20_10_25 | 23.9 | 0 | 3.2 | 0.7 | 3 | 484.9 | 0.1 | 5 | 484.9 | 0.1 | 4 | 95.0 |
| G_20_20_10_50 | 22.0 | 0 | 4.0 | 1.0 | 3 | 484.9 | 0.8 | 5 | 484.9 | 0.8 | 4 | 95.0 |
| G_20_20_10_75 | 22.0 | 0 | 4.5 | 1.0 | 3 | 484.9 | 1.1 | 5 | 484.9 | 1.1 | 4 | 95.0 |
| G_23_23_10_25 | 24.8 | 0 | 5.2 | 0.5 | 3 | 484.9 | 0.3 | 5 | 484.9 | 0.3 | 4 | 95.0 |
| G_23_23_10_50 | 23.0 | 0 | 5.9 | 0.6 | 3 | 484.9 | 0.6 | 5 | 484.9 | 0.6 | 4 | 95.0 |
| G_23_23_10_75 | 23.8 | 0 | 6.4 | 0.7 | 3 | 484.9 | 0.7 | 5 | 484.9 | 0.7 | 4 | 95.0 |
| Average       | 19.0 | 27.5 | 4.2 | 0.3 | 748.1 | 0.1 | 5 | 748.1 | 0.1 | 4 | 415.7 |
| Total         | 16   | 154  | 9    | 3    | 33    | 22   | 4 |

Table 7

Results comparing the formulations for the large nonsquare grid instances

| Instance group | CYC | FLOW | MTZ | TCYC | DCUT |
|----------------|-----|------|-----|------|------|
|                | glr (%) | Time (seconds) | gap (%) | glr (%) | Time (seconds) | gap (%) | glr (%) | Time (seconds) | gap (%) | glr (%) | Time (seconds) | gap (%) |
| GNQ_13_7_10_25 | 7.3  | 5 | 15.6 | 4.7 | 0.9 | 5 | 23.4 | 0.9 | 5 | 1.8 | 0.3 | 5 | 250.7 |
| GNQ_13_7_10_50 | 5.1  | 5 | 2.3 | 1.2 | 1.0 | 5 | 19.9 | 1.0 | 5 | 1.5 | 0.2 | 5 | 7.1 |
| GNQ_13_7_10_75 | 5.7  | 5 | 3.6 | 2.7 | 1.0 | 5 | 11.3 | 1.0 | 5 | 1.5 | 0.2 | 5 | 7.1 |
| GNQ_18_11_10_25 | 18.7 | 0 | 3.4 | 202.3 | 0.5 | 4 | 1235.5 | 0.2 | 5 | 227.2 | 0.2 | 1 | 77.7 |
| GNQ_18_11_10_50 | 16.5 | 0 | 2.2 | 162.0 | 0.6 | 5 | 411.4 | 0.7 | 5 | 150.2 | 0.2 | 3 | 120.4 |
| GNQ_18_11_10_75 | 17.0 | 0 | 2.6 | 148.7 | 0.5 | 3 | 1237.5 | 0.1 | 7 | 544.0 | 0.4 | 2 | 939.8 |
| GNQ_23_13_10_25 | 20.7 | 0 | 5.4 | 738.5 | 0.3 | 0 | 0.3 | 0 | 0.2 | 1 | 1515.2 |
| GNQ_23_13_10_50 | 18.7 | 0 | 3.5 | 490.8 | 0.1 | 6 | 1818.8 | 0.1 | 8 | 1358.1 | 0.3 | 3 | 0.5 |
| GNQ_23_13_10_75 | 19.2 | 0 | 4.2 | 1194.7 | 0.1 | 4 | 1579.1 | 0.1 | 6 | 0.2 | 0.3 | 0.3 | 0.3 |
| GNQ_26_15_10_25 | 22.4 | 0 | 5.8 | 1600.5 | 0.2 | 0 | 22.4 | 0.2 | 1 | 0.1 | 0.1 | 0.1 |
| GNQ_26_15_10_50 | 20.0 | 0 | 3.6 | 1995.1 | 0.1 | 5 | 1537.7 | 0.1 | 6 | 1328.1 | 0.3 | 3 | 0.3 |
| GNQ_26_15_10_75 | 20.8 | 0 | 4.6 | 937.2 | 0.1 | 5 | 1537.7 | 0.0 | 6 | 1537.7 | 0.3 | 3 | 1603.0 |
| GNQ_29_17_10_25 | 23.4 | 0 | 6.2 | 2371.0 | 0.1 | 2 | 0.2 | 0.2 | 0 | 0.2 | 0.2 |
| GNQ_29_17_10_50 | 21.6 | 0 | 4.4 | 799.3 | 0.1 | 5 | 874.5 | 0.1 | 6 | 352.1 | 0.3 | 2 | 565.2 |
| Average       | 17.3 | 7.2 | 4.2 | 3.2 | 799.3 | 0.1 | 5 | 874.5 | 0.1 | 6 | 352.1 | 0.3 | 2 | 565.2 |
| Total         | 15   | 57  | 33  | 30  | 23  |

hypercube instances, MTZ outperforms the other approaches in terms of the number of solutions solved to optimality. This is partly because the solver is able to generate good-quality feasible solutions earlier in the search process. Table 9 shows that, for the large toroidal instances, FLOW outperformed the other approaches when it comes to the number of solved instances, closely followed by MTZ. Table 10 displays that, for the large random instances, TCYC presented outstanding results when compared to other approaches, especially on the average time to solve instances to optimality. Even though MTZ proved the optimality of one additional instance, the average times achieved by TCYC and DCUT were much lower. We note, though, that for the larger instances, the open gap is still large, even for the best-performing approaches. For very large random instance groups, the open gap was usually very high, with DCUT often achieving the lowest values.
The plots in Fig. 3 compare the average fraction in percentage over all individual large instances solved to optimality within the time limit of 3600 seconds in each class for each formulation. The plots show that FLOW performs the best for three of the five classes (square grid, nonsquare grid, and toroidal).

The boxplots in Figs. 4 and 5 summarize the results regarding the linear relaxation gaps at the end of the root node for each of the formulations, separated by the number of vertices.

5. Extension to the maximum weighted induced tree problem

In this section, we first show that the formulations proposed for problem MWIF in Section 2 can be extended to MWIT. After that, we perform computational experiments to illustrate the difference between the optimal solution values of these two problems and provide some examples of structures that imply such differences.
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Table 10
Results comparing the formulations for the large random instances

| Instance group | CYC | FLOW | MTZ | TCYC | DCUT |
|----------------|-----|------|-----|------|------|
|                | gtr (%) | Time (seconds) | gap (%) | Time (seconds) | gtr (%) | Time (seconds) | gap (%) | Time (seconds) | gtr (%) | Time (seconds) | gap (%) | Time (seconds) |
| R_200_12369_10_50 | 78.0 | 0 | 72.3 | 63.8 | 0 | 64.1 | 50.8 | 0 | 54.1 | 49.0 | 0 | 47.1 | 54.0 | 0 |
| R_300_7026_10_75 | 76.4 | 0 | 67.8 | 48.1 | 0 | 50.8 | 47.2 | 0 | 46.4 | 45.5 | 0 | 41.9 | 48.0 | 0 |
| R_300_7026_10_50 | 76.3 | 0 | 67.8 | 48.0 | 0 | 50.8 | 47.2 | 0 | 46.4 | 45.5 | 0 | 41.9 | 48.0 | 0 |
| R_100_841_10_75 | 57.6 | 0 | 49.8 | 19.6 | 0 | 21.4 | 19.5 | 0 | 19.6 | 18.5 | 0 | 15.0 | 17.0 | 0 |
| R_500_75349_10_50 | 93.3 | n/a | n/a | n/a | 95.1 | 0 | 95.1 | 95.1 | 0 | 95.1 | 85.0 | 0 | 210.2 | n/a | n/a |
| R_500_75349_10_25 | 93.3 | n/a | n/a | n/a | 94.6 | 0 | 94.6 | 94.6 | 0 | 94.6 | 88.7 | 0 | 58.9 | 61.4 | n/a |
| R_100_841_10_50 | 55.5 | 0 | 43.2 | 16.7 | 0 | 16.7 | 16.9 | 0 | 16.5 | 16.2 | 0 | 15.3 | 17.0 | 0 |
| R_500_75349_10_50 | 93.3 | n/a | n/a | n/a | 95.1 | 0 | 95.1 | 95.1 | 0 | 95.1 | 85.0 | 0 | 210.2 | n/a | n/a |
| R_100_841_10_75 | 55.6 | 0 | 43.2 | 16.7 | 0 | 16.7 | 16.9 | 0 | 16.5 | 16.2 | 0 | 15.3 | 17.0 | 0 |
| R_400_12369_10_10_50 | 93.3 | n/a | n/a | n/a | 95.1 | 0 | 95.1 | 95.1 | 0 | 95.1 | 85.0 | 0 | 210.2 | n/a | n/a |
| R_500_75349_10_25 | 93.3 | n/a | n/a | n/a | 95.1 | 0 | 95.1 | 95.1 | 0 | 95.1 | 85.0 | 0 | 210.2 | n/a | n/a |
| R_100_841_10_75 | 55.5 | 0 | 43.2 | 16.7 | 0 | 16.7 | 16.9 | 0 | 16.5 | 16.2 | 0 | 15.3 | 17.0 | 0 |
| R_400_12369_10_10_50 | 93.3 | n/a | n/a | n/a | 95.1 | 0 | 95.1 | 95.1 | 0 | 95.1 | 85.0 | 0 | 210.2 | n/a | n/a |
| R_100_841_10_75 | 55.5 | 0 | 43.2 | 16.7 | 0 | 16.7 | 16.9 | 0 | 16.5 | 16.2 | 0 | 15.3 | 17.0 | 0 |
| R_400_12369_10_10_50 | 93.3 | n/a | n/a | n/a | 95.1 | 0 | 95.1 | 95.1 | 0 | 95.1 | 85.0 | 0 | 210.2 | n/a | n/a |
| R_100_841_10_75 | 55.5 | 0 | 43.2 | 16.7 | 0 | 16.7 | 16.9 | 0 | 16.5 | 16.2 | 0 | 15.3 | 17.0 | 0 |
| R_400_12369_10_10_50 | 93.3 | n/a | n/a | n/a | 95.1 | 0 | 95.1 | 95.1 | 0 | 95.1 | 85.0 | 0 | 210.2 | n/a | n/a |
| R_100_841_10_75 | 55.5 | 0 | 43.2 | 16.7 | 0 | 16.7 | 16.9 | 0 | 16.5 | 16.2 | 0 | 15.3 | 17.0 | 0 |
| R_400_12369_10_10_50 | 93.3 | n/a | n/a | n/a | 95.1 | 0 | 95.1 | 95.1 | 0 | 95.1 | 85.0 | 0 | 210.2 | n/a | n/a |
| R_100_841_10_75 | 55.5 | 0 | 43.2 | 16.7 | 0 | 16.7 | 16.9 | 0 | 16.5 | 16.2 | 0 | 15.3 | 17.0 | 0 |
| R_400_12369_10_10_50 | 93.3 | n/a | n/a | n/a | 95.1 | 0 | 95.1 | 95.1 | 0 | 95.1 | 85.0 | 0 | 210.2 | n/a | n/a |
| R_100_841_10_75 | 55.5 | 0 | 43.2 | 16.7 | 0 | 16.7 | 16.9 | 0 | 16.5 | 16.2 | 0 | 15.3 | 17.0 | 0 |
| R_400_12369_10_10_50 | 93.3 | n/a | n/a | n/a | 95.1 | 0 | 95.1 | 95.1 | 0 | 95.1 | 85.0 | 0 | 210.2 | n/a | n/a |
| R_100_841_10_75 | 55.5 | 0 | 43.2 | 16.7 | 0 | 16.7 | 16.9 | 0 | 16.5 | 16.2 | 0 | 15.3 | 17.0 | 0 |
| R_400_12369_10_10_50 | 93.3 | n/a | n/a | n/a | 95.1 | 0 | 95.1 | 95.1 | 0 | 95.1 | 85.0 | 0 | 210.2 | n/a | n/a |

5.1. Adapting the formulations

We now show that the tree with cycle elimination, flow-based, MTZ-based, and directed cutset formulations can be directly adapted to tackle MWIT. This can be achieved with the addition of a single constraint. More specifically, the undirected tree with cycle elimination formulation can ensure that the solution is an induced tree by adding the constraint
Fig. 3. Average fraction in percentage over all individual large instances solved to optimality in each class for each formulation. For each instance, a time limit of 3600 seconds was imposed.

\[ \sum_{e \in \delta(s)} x_e \leq 1. \]  

(25)

Similarly, the directed flow-based, MTZ-based and cutset formulations can guarantee that the solution is an induced tree by adding the constraint

\[ \sum_{(s,v) \in A^+(s)} x_{sv} \leq 1. \]  

(26)

5.2. Comparing the optimal solutions of MWIF and MWIT

For the results presented in this section, we limit ourselves to the instances with at most 81 vertices. We remark that these instances could all be solved to optimality within the time limit of 3600 seconds for both problems (MWIF and MWIT). Denote by \( z^{\ast}_{\text{MWIF}} \) and \( z^{\ast}_{\text{MWIT}} \), correspondingly, the optimal solution values for MWIF and MWIT for a given input graph.

Table 11 compares the optimal solution values for MWIF and MWIT. In this table, the first two columns identify the graph class and the number of vertices, respectively. The next column gives the total number of instances corresponding to that row. The fourth column (#diff) provides the
number of instances for which $z^*_{MWIF} \neq z^*_{MWIT}$, while the last column (diff (%)) indicates the average difference for those instances with different optimal solution values for the two problems, calculated as $100 \times \frac{z^*_{MWIF} - z^*_{MWIT}}{z^*_{MWIF}}$. The results indicate that differences in the value of the optimal solution occurred in all graph classes, except for the nonsquare grid instances. It is noteworthy that the largest values for both the number of differences and the percentual difference occurred in the hypercube.
Fig. 5. Boxplot summarizing the linear relaxation gaps at the end of the root node (glr) by each formulation for the random instances.

Table 11
Results comparing the optimal solution values for MWIF and MWIT

| Graph class     | |V| | Number | #diff | diff (%) |
|-----------------|---|---|-------|-------|---------|
| Square grid     | 25 | 15 | 0     |       |         |
|                 | 49 | 15 | 0     |       |         |
|                 | 81 | 15 | 2     | 0.3   |         |
| Nonsquare grid  | 24 | 15 | 0     |       |         |
|                 | 54 | 15 | 0     |       |         |
|                 | 72 | 15 | 0     |       |         |
| Hypercube       | 16 | 15 | 9     | 4.7   |         |
|                 | 32 | 15 | 9     | 1.2   |         |
|                 | 64 | 15 | 13    | 1.7   |         |
| Toroidal        | 25 | 15 | 0     |       |         |
|                 | 49 | 15 | 2     | 0.8   |         |
|                 | 81 | 15 | 0     |       |         |
| Random          | 25 | 45 | 3     | 1.9   |         |
|                 | 50 | 45 | 6     | 0.9   |         |
|                 | 75 | 45 | 10    | 0.3   |         |

instances. More instances with different optimal values for the two problems were observed for the random graphs than for the other classes (toroidal, grid, and nonsquare grid). For both the toroidal and square grid, differences were only observed for two instances, with considerably low averages. No difference was observed for the nonsquare grid instances, although there exist such graphs for which the optimal solutions for MWIF and MWIT are different, as the one illustrated later in Fig. 9.
A natural question that arises is related to which types of structures make a difference. We remark that providing an in-depth study and characterization of structures that forbid achieving the same optimal solution values for MWIF and MWIT is beyond the scope of our work. However, we provide a few examples in Figs. 6–9.

In the graph depicted in Fig. 6, an optimal induced forest has weight \( z_{MWIF}^* = 32 \) and one of such forests is composed of two induced trees, one induced by \( \{a, c, d, f\} \) with weight 22 and the other induced by \( \{e\} \) with weight 10. One can observe that the removal of the clique \( \{a, b, c\} \) disconnects the graph in three connected components, implying that the vertices \( d, e, \) and \( f \) cannot be together in a solution for MWIT. Thus, a solution for MWIT with \( z_{MWIT}^* = z_{MWIF}^* \) cannot be reached. In fact, this happens for any clique \( K \) whose removal disconnects the graph in at least three components.
connected components for which reaching the same optimal value for MWIF and MWIF would require having at least three vertices of $K$ to connect all these components.

In the graph illustrated in Fig. 7, an optimal induced forest has weight $z_{MWIF}^* = 43$ and one of such forests is composed of two induced trees, one induced by $\{a, b, d, e, f, h\}$ with weight 23 and the other induced by $\{g\}$ with weight 10. Note that the removal of the cycle $\{a, b, c, d\}$ disconnects the graph in four connected components, implying that the vertices $e, f, g,$ and $h$ cannot be all in the solution to MWIT. This implies that we cannot obtain a solution for MWIT with $z_{MWIT}^* = z_{MWIF}^*$. We remark that although this structure seems similar to the one illustrated in Fig. 6, it relies on the existence of cycles rather than cliques. Note that such prohibition arises for any cycle $C$ whose removal disconnects the graph in at least $|C|$ connected components in a way that achieving $z_{MWIF}^* = z_{MWIT}^*$ would imply using all the vertices of $C$ to connect these components.

Figure 8 shows an example in which the way the different cliques and cycles interact with each other implies the impossibility of having the same optimal solution value for MWIF and MWIT. The optimal induced forest has weight $z_{MWIF}^* = 40$ and is composed of two trees, one induced by $\{b, f\}$ and the other by $\{d, e\}$, each with weight 20. Note that, given the two cliques of size three, $\{a, d, e\}$ and $\{b, c, f\}$, one can select at most four vertices for both MWIF and MWIT. In order to obtain a tree induced by many large weighted vertices in the example, either vertex $a$ or vertex $c$ should be selected, implying that it is not possible to achieve $z_{MWIT}^* = z_{MWIF}^*$.

The graph displayed in Fig. 9 provides an example whose optimal induced forest has weight $z_{MWIF}^* = 90$ and is composed of two induced trees, one induced by $\{a, e, f, i\}$ with weight 40 and the other induced by $\{c, d, h, k, l\}$ with weight 50. Observe that none of the three possible vertices that would be needed to connect these two trees, which are those in $\{b, g, j\}$, could be used without removing one of those in the induced forest. Therefore, we cannot achieve a solution for MWIT with $z_{MWIT}^* = z_{MWIF}^*$.

6. Concluding remarks

In this paper, we considered the maximum weighted induced forest problem (MWIF), which given a vertex weighted graph consists of encountering a subset of its vertices with maximum weight
inducing a forest. We proposed two new mixed integer programming (MIP) formulations with an exponential number of constraints together with branch-and-cut procedures.

Extensive computational experiments were performed to compare five MIP formulations for MWIF: two of which are compact, while the three others are based on an exponential number of constraints. More specifically, we compared three existing formulations, namely, a cycle elimination formulation (CYC), a compact flow-based formulation (FLOW), and a compact MTZ-based formulation (MTZ), and the two new formulations proposed in our work, which are a tree with cycle elimination formulation (TCYC) and a directed cutset formulation (DCUT).

The performed computational experiments have shown that the newly proposed formulations TCYC and DCUT, as well as the compact formulations MTZ and FLOW, recently proposed in Melo et al. (2021), clearly outperform CYC, which is based on the existing formulation for the minimum weighted feedback vertex set problem (Brunetta et al., 2000). Furthermore, the new branch-and-cut approaches have shown to be very effective when tackling random instances. FLOW, on the other hand, has shown to be a good choice for solving grid, hypercube, and toroidal instances.

We have also shown how certain formulations for MWIF can be easily extended to tackle the maximum weighted induced tree problem (MWIT). Such extensions allowed us to evaluate the differences in the optimal solution values of MWIF and MWIT when applied to some of the benchmark instances. The results showed that, considering the benchmark set, the graph class for which the largest percentage of instances presented different optimal values for the two problems was that of the hypercube graphs, followed by random graphs. Besides, the differences between these values were more considerable for this same class of hypercube graphs. We believe that the proposed approaches can be of great value for graph theoreticians, as they can potentially allow one to verify conjectures.
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