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Abstract

General relativity predicts that the Kerr black hole develops qualitatively new and surprising features in the limit of maximal spin. Most strikingly, the region of spacetime near the event horizon stretches into an infinitely long throat and displays an emergent conformal symmetry. Understanding dynamics in this NHEK (near-horizon extreme Kerr) geometry is necessary for connecting theory to upcoming astronomical observations of high-spin black holes. We review essential properties of NHEK and its relationship to the rapidly rotating Kerr black hole. We then completely solve the geodesic equation in the NHEK region and describe how the resulting trajectories transform under the action of its enhanced symmetries. In the process, we derive explicit expressions for the angular integrals appearing in the Kerr geodesic equation and obtain a useful formula, valid at arbitrary spin, for a particle’s polar angle in terms of its radial motion. These results will aid in the analytic computation of astrophysical observables relevant to ongoing and future experiments.
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1. Introduction

Extremal black holes have served as a rich source of novel ideas and techniques in quantum gravity and field theory for several decades [1–5]. These fundamental advances have led to a mathematical description of numerous interesting quantum-mechanical and gravitational systems, but have yet to connect directly with experiment. However, with the advent of a new generation of powerful astronomical detectors such as LIGO and the Event Horizon Telescope [6, 7], a subclass of astrophysically realistic near-extremal black holes stands poised to bridge
this gap between formal theoretical investigation and successful experimental verification. The near-extremal Kerr black hole exhibits a number of striking phenomena showcasing strong-field general relativity, and a confirmation of even the most basic, qualitative prediction derived from the emergent symmetries of its near-horizon region would mark a huge success for both theory and experiment. If high-spin black holes do exist and come within observational reach, they will provide a window into a region of our Universe that is qualitatively similar to the extensively studied Anti-de Sitter (AdS) spacetime, which plays an outsized role in the modern holographic perspective on quantum gravity.

The traditional approach to the modeling of astrophysical black holes is based on extensive numerical simulation across large swaths of parameter space. While this method of analysis is perfectly adequate in the general setting, it must confront new complications that arise in the specific regime of high spin. As a black hole rotates faster, it develops an increasingly deep throat that nonetheless remains confined within a small coordinate distance from the event horizon. As a result, resolving near-horizon physics requires a spacetime mesh of increasingly fine resolution as the spin grows. Meanwhile, the overall size of the grid must remain large in order to accurately capture the asymptotically flat region far from the black hole. Eventually, this large separation of scales can incur a prohibitive computational cost. Fortunately, the same phenomenon that renders the problem numerically intractable also enables the application of a complementary analytic method.

The analytic approach proceeds from the key observation that near extremality, the Kerr spacetime separates into two distinct regions. While the extreme Kerr metric resolves physics away from the horizon, the throat region is instead described by the dramatically simpler near-horizon extreme Kerr (NHEK) geometry, which possesses additional symmetries and can be viewed as a spacetime in its own right. The enhanced symmetry of the NHEK metric fixes the behavior of many near-horizon processes and turns complex dynamical questions into considerably simpler kinematic ones [8–16]. Once a problem has been solved in the NHEK geometry, it can be matched onto the far region in order to produce astrophysical predictions. Indeed, there is a growing body of work that seeks to exploit the symmetries of the NHEK region to constrain physical observables targeted by ongoing and upcoming experiments [17–30]. Many, if not all, of these analyses require approximate or exact solutions to the geodesic equation in NHEK and Kerr. While Kerr geodesic motion is an old and well-studied subject, most treatments reduce the problem to first-order form and then simply seek numerical integration of the equations. On the other hand, NHEK geodesic motion has received far less attention. Previous work has focused primarily on equatorial geodesics and those geodesics obtainable from the equatorial case through a symmetry transformation [17–21]. In this paper, we present drastically simplified analytic expressions for the angular geodesic integrals in Kerr, and solve outright the full geodesic equation in NHEK. Our results will directly aid in the calculation of gravitational wave and electromagnetic signals from non-equatorial sources in the NHEK region, which are expected to be relevant for both current and future experiments.

The outline of this paper is as follows. In section 2, we revisit the problem of geodesic motion in the Kerr spacetime for arbitrary values of the black hole spin, and derive new, improved expressions for the motion in the poloidal \((r, \theta)\) plane. In section 3, we present a pedagogical review of the NHEK geometry and its origin as the near-horizon scaling limit of a (near-)extreme Kerr black hole. We then completely solve the NHEK geodesic equation in section 4, working first in the global strip, then in the Poincaré patch, and finally in the near-NHEK patch. We classify all categories of geodesic motion in each coordinate system and obtain explicit formulas for the motion as a function of coordinate time in each case. We conclude with a description of how NHEK geodesics transform under the action of the \(\text{SL}(2, \mathbb{R}) \times \text{U}(1)\) isometry group. Appendix A gathers mathematical definitions needed in the
main body of the text. Appendix B describes the dimensional reduction of the NHEK geometry to AdS2 with a constant electric field, and the projection of NHEK geodesics to the trajectories of charged particles in AdS2 subject to the Lorentz force exerted by the background electromagnetic field.

2. Geodesics in Kerr

In this section, we review the standard treatment of geodesic motion in the background of a rotating black hole \([31–34]\). We begin in section 2.1 by re-deriving the Kerr geodesic equation in its first-order formulation. Then, we classify the different possible qualitative behaviors of the polar motion in section 2.2, before explicitly evaluating all the angular path integrals appearing in the geodesic equation in section 2.3. We take great care to unpack these integrals into sums of manifestly real and positive elliptic integrals, each of which is represented in Legendre canonical form. This results in compact expressions that are appreciably simpler than those previously given in the literature \([35–42]\), which either did not explicitly unpack the path integrals or did not reduce them to manifestly real and positive expressions. Our formulas then allow us to obtain in section 2.4 a simple expression for the polar angle as a function of the radial motion. Readers solely interested in the end results may skip directly to section 2.5 for a succinct summary.

2.1. The Kerr geodesic equation in first-order form

The Kerr metric describes astrophysically realistic rotating black holes of mass \(M\) and angular momentum \(J = aM\). In Boyer–Lindquist coordinates \((t, r, \theta, \phi)\) and natural units where \(G = c = 1\), the Kerr line element is

\[
\begin{align}
\text{d}s^2 &= \frac{\Delta}{\Sigma} (\text{d}t - a \sin^2 \theta \text{d}\phi)^2 + \frac{\Sigma}{\Delta} \text{d}r^2 + \Sigma \text{d}\theta^2 + \frac{\sin^2 \theta}{\Sigma} [(r^2 + a^2) \text{d}\phi - adt]^2, \\
\Delta(r) &= r^2 - 2Mr + a^2, \\
\Sigma(r, \theta) &= r^2 + a^2 \cos^2 \theta.
\end{align}
\]

This metric admits two Killing vectors \(\partial_t\) and \(\partial_\phi\) generating time-translation symmetry and axisymmetry, respectively. In addition to these isometries, the Kerr metric also admits an irreducible symmetric Killing tensor\(^4\)

\[
K_{\mu\nu} = -J_{\mu}^{\lambda}J_{\lambda\nu}.
\]

The motion of a free particle of mass \(\mu\) and four-momentum \(p^\mu\) is described by the geodesic equation,

\[
p^\mu \nabla_\mu p^\nu = 0,
\]

\[
g^{\mu\nu} p_\mu p_\nu = -\mu^2.
\]

In the Kerr geometry (1), geodesic motion is completely characterized by three conserved quantities,

\[
\omega = p_\phi \partial_\phi = -p_r, \quad \ell = p_\theta \partial_\theta = p_\phi, \quad k = K^\mu\nu p_\mu p_\nu = p_\theta^2 + a^2 \mu^2 \cos^2 \theta + (p_\phi \csc \theta + p_\alpha \sin \theta)^2.
\]

\(^4\) A Killing tensor satisfies \(\nabla_\lambda K_{\mu\lambda} = 0\). The antisymmetric tensor \(J_{\mu\nu} = -J_{\nu\mu}\) satisfies the Killing–Yano equation \(\nabla_\lambda J_{\mu\lambda} = 0\).
denoting the total energy, angular momentum parallel to the axis of symmetry, and Carter constant, respectively. The first two quantities are the conserved charges associated with the Killing vectors $\partial_t$ and $\partial_\phi$, respectively, whereas the conservation of the third quantity follows from the existence of the Killing tensor (2). While the Carter constant has the advantage of being manifestly positive, it is often useful to work instead with the so-called Carter integral

$$Q = k - (\ell - a\omega)^2 = p_0^2 + a^2 (\mu^2 - p_0^2) \cos^2 \theta + p_0^2 \cot^2 \theta. \quad (5)$$

By inverting the above relations for $(\mu^2, \omega, \ell, k)$, we find that a particle following a geodesic in the Kerr geometry (1) has an instantaneous four-momentum $p = p_\mu dx^\mu$ of the form

$$p(x^\mu, \omega, \ell, k) = -\omega dt \pm r \sqrt{R(r)} \Delta^{1/2} \pm \theta \sqrt{\Theta(\theta)} d\theta \pm \ell d\phi, \quad (6)$$

where the two choices of sign $\pm$ and $\pm \theta$ depend on the radial and polar directions of travel, respectively. Here, we also introduced radial and polar potentials

$$R(r) = \left[\omega \left( r^2 + a^2 \right) - a\ell \right]^2 - \Delta \left( k + \mu^2 r^2 \right), \quad (7a)$$

$$\Theta(\theta) = k - a^2 \mu^2 \cos^2 \theta - (\ell \csc \theta - a\omega \sin \theta)^2. \quad (7b)$$

One can then raise $p_\mu$ to obtain the equations for the geodesic trajectory,

$$\Sigma \frac{dr}{d\sigma} = \pm r \sqrt{R(r)}, \quad (8a)$$

$$\Sigma \frac{d\theta}{d\sigma} = \pm \theta \sqrt{\Theta(\theta)}, \quad (8b)$$

$$\Sigma \frac{d\phi}{d\sigma} = -\frac{a}{\Delta} \left[\omega \left( r^2 + a^2 \right) - a\ell \right] \pm \ell \csc^2 \theta \pm a\omega, \quad (8c)$$

$$\Sigma \frac{dr}{d\sigma} = \left( r^2 + a^2 \right) \left[\omega \left( r^2 + a^2 \right) - a\ell \right] + a \left(\ell - a\omega \sin^2 \theta \right). \quad (8d)$$

The parameter $\sigma$ is the affine parameter for massless particles ($\mu = 0$), and is related to the proper time $\delta$ by $\delta = \mu \sigma$ for massive particles. This system is completely integrable because it admits as many constants of motion as momentum variables, and can be integrated by quadratures. To do so, first note that

$$\frac{1}{\pm r \sqrt{R(r)}} \frac{dr}{d\sigma} = \frac{1}{\pm \theta \sqrt{\Theta(\theta)}} \frac{d\theta}{d\sigma}. \quad (9)$$

Integration along the geodesic from $\sigma = \sigma_i$ to $\sigma = \sigma_f$ yields

$$\int_{\sigma_i}^{\sigma_f} \frac{1}{\pm r \sqrt{R(r)}} \frac{dr}{d\sigma} = \int_{\sigma_i}^{\sigma_f} \frac{1}{\pm \theta \sqrt{\Theta(\theta)}} \frac{d\theta}{d\sigma}, \quad (10)$$

where the slash notation $\slash$ indicates that these integrals are to be evaluated along the geodesic, with turning points in the radial or polar motion occurring whenever the corresponding potential $R(r)$ or $\Theta(\theta)$ vanishes. By definition, the signs $\pm$ and $\pm \theta$ in front of $\sqrt{R(r)}$ and $\sqrt{\Theta(\theta)}$ are always the same as that of $dr$ and $d\theta$, respectively, so these integrals grow secularly (rather than canceling out) over multiple oscillations.
If the particle is located at \((t_s, r_s, \theta_s, \phi_s)\) when \(\sigma = \sigma_s\) and at \((t_o, r_o, \theta_o, \phi_o)\) when \(\sigma = \sigma_o\), then this simplifies to
\[
\int_{t_s}^{t_o} \frac{dr}{r} = \int_{\theta_s}^{\theta_o} \frac{d\theta}{\sin(\theta)}.
\] (11)
Likewise,
\[
\phi_o - \phi_s = \int_{\phi_s}^{\phi_o} \frac{d\phi}{\sin(\phi)} = \int_{\sigma_s}^{\sigma_o} \left\{ \frac{a}{\Delta} \left[ \omega \left( r^2 + a^2 \right) - a \ell \right] + \ell \csc^2 \theta - a \omega \right\} \frac{d\sigma}{\Sigma} \] (12a)
\[
= \int_{\sigma_s}^{\sigma_o} \left\{ \frac{a}{\Delta} \left[ \omega \left( r^2 + a^2 \right) - a \ell \right] - a \omega \right\} \frac{d\sigma}{\Sigma} + \int_{\sigma_s}^{\sigma_o} \ell \csc^2 \theta \frac{d\sigma}{\Sigma}. \] (12b)
Aside from \(\Sigma\), the first integrand only contains \(r\)-dependent terms and the second integrand only contains \(\theta\)-dependent terms. Thus, we naturally replace \(\Sigma\) using equation (8a) in the first integral and using equation (8b) in the second, resulting in
\[
\phi_o - \phi_s = \int_{t_s}^{t_o} \frac{dr}{r} = \int_{\theta_s}^{\theta_o} \frac{d\theta}{\sin(\theta)} + \int_{\theta_s}^{\theta_o} \frac{\ell \csc^2 \theta}{\sqrt{\Delta}} d\theta.
\] (13)
After repeating the same procedure for \(t\) and shuffling constant pieces from one integral into the other, we find that
\[
t_o - t_s = \int_{t_s}^{t_o} \frac{dt}{r} = \int_{\sigma_s}^{\sigma_o} \frac{d\sigma}{\sin(\sigma)} = \int_{\sigma_s}^{\sigma_o} \left\{ \frac{\left( r^2 + a^2 \right)}{\Delta} \left[ \omega \left( r^2 + a^2 \right) - a \ell \right] + a \left( \ell - a \omega \sin^2 \theta \right) \right\} \frac{d\sigma}{\Sigma} \] (14a)
\[
= \int_{\sigma_s}^{\sigma_o} \left\{ \frac{\left( r^2 + a^2 \right)}{\Delta} \left[ \omega \left( r^2 + a^2 \right) - a \ell \right] + a \left( \ell - a \omega \right) \right\} \frac{d\sigma}{\Sigma} + \int_{\sigma_s}^{\sigma_o} a^2 \omega \csc^2 \theta \frac{d\sigma}{\Sigma} \] (14b)
\[
= \int_{t_s}^{t_o} \left\{ \frac{\left( r^2 + a^2 \right)}{\Delta} \left[ \omega \left( r^2 + a^2 \right) - a \ell \right] + a \left( \ell - a \omega \right) \right\} \frac{dt}{\sqrt{\Delta}} + \int_{\theta_s}^{\theta_o} \frac{\ell \csc^2 \theta}{\sqrt{\Delta}} d\theta.
\] (14c)
To summarize, a geodesic labeled by \((\omega, \ell, k)\) connects spacetime points \(x_i = (t_i, r_i, \theta_i, \phi_i)\) and \(x_o = (t_o, r_o, \theta_o, \phi_o)\) if
\[
\int_{t_s}^{t_o} \frac{dr}{r} = \int_{\theta_s}^{\theta_o} \frac{d\theta}{\sin(\theta)} \] (15a)
\[
\phi_o - \phi_s = \int_{\phi_s}^{\phi_o} \frac{d\phi}{\sin(\phi)} \] (15b)
\[
t_o - t_s = \int_{t_s}^{t_o} \left\{ \frac{\left( r^2 + a^2 \right)}{\Delta} \left[ \omega \left( r^2 + a^2 \right) - a \ell \right] + a \left( \ell - a \omega \right) \right\} \frac{dt}{\sqrt{\Delta}} + \int_{\theta_s}^{\theta_o} \frac{\ell \csc^2 \theta}{\sqrt{\Delta}} d\theta.
\] (15c)
Generically, Kerr geodesics undergo multiple librations (polar oscillations) and rotations about the axis of symmetry. They may also undergo radial oscillations when they are bound \((|\omega| < \mu)\) [43]. Kerr geodesics are therefore characterized by integers \((w, m, n)\) denoting the
number of turning points in the radial motion, the number of turning points in the polar motion, and the winding number about the axis of symmetry, respectively.

2.2. Qualitative description of the polar motion

We now wish to compute the angular integrals that appear in the Kerr geodesic equation (15),

\[ G_\theta = \int_{\theta_0}^{\theta_s} \frac{\cos^2 \theta}{\pm \sqrt{\Theta(\theta)}} \, d\theta, \quad G_\phi = \int_{\theta_0}^{\theta_s} \frac{\csc^2 \theta}{\pm \sqrt{\Theta(\theta)}} \, d\theta, \quad G_t = \int_{\theta_0}^{\theta_s} \frac{\cos 2 \theta}{\pm \sqrt{\Theta(\theta)}} \, d\theta, \]

(16)

and then solve for the final angle \( \theta_0 \) in the \((r, \theta)\) part of the equation, which is of the form

\[ I_r = G_\theta \]

(17)

To do so, it is convenient to rewrite the angular potential as

\[ \Theta(\theta) = Q + P \cos^2 \theta - \ell^2 \cot^2 \theta, \quad P = a^2 \left( \omega^2 - \mu^2 \right). \]

(18)

There are three qualitatively different cases that we will consider in turn:

1. \( P > 0 \) corresponds to null geodesics with \( \mu = 0 \), or unbound timelike geodesics with \( 0 < \mu^2 < \omega^2 \).
2. \( P = 0 \) corresponds to marginally bound timelike geodesics with \( 0 < \mu^2 = \omega^2 \).
3. \( P < 0 \) corresponds to bound timelike geodesics with \( 0 \leq \omega^2 < \mu^2 \).

Here, the bound/unbound nomenclature refers to the radial motion—the polar motion is of course always bounded.

The positivity condition \( \Theta(\theta) \geq 0 \) implies that a geodesic can reach a pole at \( \theta_N = 0 \) or \( \theta_S = \pi \) if and only if \( \ell = 0 \). We will assume the genericity condition \( \ell \neq 0 \), in which case the polar motion is strictly restricted to oscillations bounded by turning points \( \theta_\pm \in (0, \pi) \). This oscillatory motion can be of two qualitatively different types:

Type A: Oscillatory motion about the equatorial plane between \( \theta_- \in (0, \pi/2) \) and \( \theta_+ \in (\pi/2, \pi) \) with \( \theta_+ = \pi - \theta_- \).

Type B: ‘Vortical’ motion between turning points \( 0 < \theta_- < \theta_+ < \pi/2 \) or \( \pi/2 < \theta_+ < \theta_- < \pi \), corresponding to geodesics that never cross the equatorial plane and are instead confined to a cone lying either entirely above or entirely below the equatorial plane [44].

The Kerr geometry also admits planar geodesics at any fixed polar angle \( \theta_0 \). These arise in the special limit where the turning points of the angular motion coalesce at \( \theta_0 = \theta_\pm \). In that case, the geodesic equation (15) degenerates and a separate treatment is necessary. In the null case, the planar geodesics are the well-known principal null congruences, which endow the Kerr geometry with many of its special properties. We presently exclude this fine-tuned situation.

\[ \text{(15)} \]

The special case \( \ell = 0 \) needs to be treated separately, as one must account for the possibility that geodesics may climb over the black hole and pass through the rotation axis.

\[ \text{(16)} \]

The Kerr principal null congruences are shear-free. By the Goldberg–Sachs theorem, this implies that the Kerr spacetime is algebraically special of Petrov Type D. This property guarantees the existence of the Killing–Yano tensor [45], from which many of the special properties of the Kerr geometry—including the separability of the wave equation and integrability of geodesic motion—are derived.
which has been extensively studied in the literature [33]. To study the two generic types, it is useful to define signs

\[ \eta_o = \text{sign} \left( p^\theta_o \right) \text{sign} \left( \cos \theta_o \right) \]
\[ \eta_s = \text{sign} \left( p^\theta_s \right) \text{sign} \left( \cos \theta_s \right) \]

\[ \left(19a\right) \]

\[ \left(-1\right)^m \text{sign} \left( p^\theta_o \right) \text{sign} \left( \cos \theta_o \right), \quad \left(-1\right)^m \text{sign} \left( p^\theta_s \right) \text{sign} \left( \cos \theta_s \right), \]

\[ \left(19b\right) \]

where \( p^\theta_o \) and \( p^\theta_s \) denote the polar momentum evaluated at the endpoints \( x^\mu_s \) and \( x^\mu_o \) of the geodesic, respectively. By working through all the possible configurations, one can check that the angular path integral unpacks as follows:

**Type A:**

\[ \int_{\theta_o}^{\theta_s} = 2m \left| \int_{\pi/2}^{\theta_s} + \eta_o \left| \int_{\pi/2}^{\theta_o} - \eta_o \left| \int_{\pi/2}^{\theta_o} \right. \right. \right. \]

\[ \left(20a\right) \]

**Type B:**

\[ \int_{\theta_o}^{\theta_s} = \left( m \pm \eta_o \frac{1 - (-1)^m}{2} \right) \left| \int_{\theta_s}^{\theta_o} \right| \pm \eta_o \left| \int_{\theta_s}^{\theta_o} \right| \pm \eta_o \left| \int_{\theta_o}^{\theta_o} \right| \]

\[ \left(20b\right) \]

where for both types, we presented two equivalent representations that differ only in the choice of turning point taken as a reference for the integrals. It will turn out that the type of oscillation is picked out by the sign of \( Q \):

i. \( Q > 0 \) corresponds to Type A oscillations. These are allowed for all signs of \( P \).

ii. \( Q < 0 \) corresponds to Type B (vortical) oscillations. These are only allowed for \( P > 0 \).

iii. \( Q = 0 \) corresponds to a singular limit of Type B motion in which the cone of oscillation touches the equatorial plane, where the integrals develop a nonintegrable singularity.

Such geodesics are also only allowed for \( P > 0 \).

From now on, we will work with the variable \( u = \cos^2 \theta \), in terms of which

\[ \Theta(u) = \left\{ \begin{array}{ll}
\frac{P}{1-u} (u_+ - u) (u - u_-) & P \neq 0, \\
\frac{Q + \ell^2}{1-u} (u_0 - u) & P = 0.
\end{array} \right. \]

\[ \left(21\right) \]

Here we defined

\[ \Delta_\theta = \frac{1}{2} \left( 1 - \frac{Q + \ell^2}{P} \right), \quad u_\pm = \Delta_\theta \pm \sqrt{\Delta_\theta^2 + \frac{Q}{P}}, \quad u_0 = \frac{Q}{Q + \ell^2}. \]

\[ \left(22\right) \]

For future convenience, we also introduce the quantities

\[ \Psi_{\pm} = \arcsin \left( \frac{\cos^2 \theta_{\pm}}{u_\pm} \right), \quad \Upsilon_{\pm} = \pm \arcsin \left( \frac{\cos^2 \theta_{\mp} - u_\mp}{u_+ - u_-} \right). \]

\[ \left(23\right) \]

### 2.3. Computation of the angular integrals

#### 2.3.1. Case 1: \( P = 0 \)

In this case, we must necessarily have \( Q > 0 \) and \( 0 \leq \cos^2 \theta \leq u_0 < 1 \). Hence, the oscillation is of Type A with turning points at \( \theta_{\mp} = \arccos \pm \sqrt{u_0} \). The only integrals we need are

\[ \text{This is because equation (8b) implies that } Q = \left( \Sigma p^\theta \right)^2 - \cos^2 \theta \left( P - \ell^2 \csc^2 \theta \right). \text{ Thus } Q \leq 0 \text{ is only possible if } P - \ell^2 \csc^2 \theta \geq 0, \text{ which requires that } P \geq \ell^2 \csc^2 \theta \geq \ell^2 > 0. \]
\[ \left| \int_{\pi/2}^{0} \frac{d\theta}{\sqrt{\Theta(\theta)}} \right| = \frac{1}{2} \sqrt{\frac{u_0}{Q}} \int_{0}^{\pi/2} \frac{du}{\sqrt{u(u_0-u)}} = \sqrt{\frac{u_0}{Q}} \arcsin \sqrt{\frac{u_1}{u_0}}, \]  

(24a)

\[ \left| \int_{\pi/2}^{0} \csc^2 \theta \frac{d\theta}{\sqrt{\Theta(\theta)}} \right| = \frac{1}{2} \sqrt{\frac{u_0}{Q}} \int_{0}^{\pi/2} \frac{du}{(1-u) \sqrt{u(u_0-u)}} = \frac{1}{2} \sqrt{\frac{u_0}{Q}} \arcsin \sqrt{\frac{u_1}{u_0} \left( \frac{1-u_0}{1-u} \right)}, \]  

(24b)

\[ \left| \int_{\pi/2}^{0} \cos^2 \theta \frac{d\theta}{\sqrt{\Theta(\theta)}} \right| = \frac{1}{2} \sqrt{\frac{u_0}{Q}} \int_{0}^{\pi/2} \frac{u du}{\sqrt{u(u_0-u)}} = \frac{1}{2} \sqrt{\frac{u_0}{Q}} \left[ u_0 \arcsin \sqrt{\frac{u_1}{u_0} - \sqrt{u_2(u_0-u)}} \right]. \]  

(24c)

where, in order to ensure that each integral is real and positive, we used the substitution

\[ u = u_0^2. \]  

(25)

Thus, in the \( P = 0 \) case (where necessarily \( Q > 0 \)), we obtain

\[ P = 0(Q > 0 \text{ required}) : \]

\[ G_\theta = \sqrt{\frac{u_0}{Q}} \left[ \pi m + \eta \arcsin \sqrt{\frac{u_2}{u_0}} - \eta \arcsin \sqrt{\frac{u_1}{u_0}} \right], \]  

(26a)

\[ G_\phi = \frac{1}{\sqrt{Q}} \sqrt{ \frac{u_0}{1-u_0} } \left[ \pi m + \eta \arcsin \left( \frac{u_2}{u_0} \left( \frac{1-u_0}{1-u} \right) \right) - \eta \arcsin \left( \frac{u_1}{u_0} \left( \frac{1-u_0}{1-u} \right) \right) \right], \]  

(26b)

\[ G_t = \frac{1}{2} \left\{ u_0 G_\theta - \sqrt{\frac{u_0}{Q}} \left[ \eta \sqrt{u_2(u_0-u_3)} - \eta \sqrt{u_0(u_0-u_3)} \right] \right\}. \]  

(26c)

2.3.2. Case 2: \( P < 0 \). In this case, we must necessarily have \( Q > 0 \) and \( 0 \leq \cos^2 \theta \leq u_- < 1 \). Hence, the oscillation is of Type A with turning points at \( \theta_\pm = \arccos \pm \sqrt{u_-} \). The only integrals we need are

\[ \left| \int_{\pi/2}^{0} \frac{d\theta}{\sqrt{\Theta(\theta)}} \right| = \frac{1}{2 \sqrt{-P}} \int_{0}^{\pi/2} \frac{du}{\sqrt{u(u_+ - u)(u_- - u)}} = \frac{1}{2 \sqrt{-u_+ P}} F \left( \psi_+ \left| \frac{u_-}{u_+} \right| \right), \]  

(27a)

\[ \left| \int_{\pi/2}^{0} \csc^2 \theta \frac{d\theta}{\sqrt{\Theta(\theta)}} \right| = \frac{1}{2 \sqrt{-P}} \int_{0}^{\pi/2} \frac{du}{(1-u) \sqrt{u(u_+ - u)(u_- - u)}} = \frac{1}{2 \sqrt{-u_+ P}} H \left( \psi_+ \left| \frac{u_-}{u_+} \right| \right), \]  

(27b)

\[ \left| \int_{\pi/2}^{0} \cos^2 \theta \frac{d\theta}{\sqrt{\Theta(\theta)}} \right| = \frac{1}{2 \sqrt{-P}} \int_{0}^{\pi/2} \frac{udu}{\sqrt{u(u_+ - u)(u_- - u)}} = -\frac{2u_-}{\sqrt{-u_+ P}} E \left( \psi_+ \left| \frac{u_-}{u_+} \right| \right), \]  

(27c)

where we defined \( E'(x|k) \equiv \partial_k E(x|k) = |E(x|k) - F(x|k)|/(2k) \) and, in order to ensure that each integral is real and positive, we used the substitution

\[ u = u_-^2. \]  

(28)
Thus, in the $P < 0$ case (where necessarily $Q > 0$), we obtain
\[ G_\theta = \frac{1}{\sqrt{-u_+ P}} \left[ 2mK \left( \frac{u_-}{u_+} \right) + \eta_p F \left( \Psi_s \left| \frac{u_-}{u_+} \right. \right) - \eta_o F \left( \Psi_o \left| \frac{u_-}{u_+} \right. \right) \right], \]
\[ G_o = \frac{1}{\sqrt{-u_+ P}} \left[ 2m \Pi \left( u_+ \left| \frac{u_-}{u_+} \right. \right) + \eta_o \Pi \left( u_+ ; \Psi_s \left| \frac{u_-}{u_+} \right. \right) - \eta_o \Pi \left( u_+ ; \Psi_o \left| \frac{u_-}{u_+} \right. \right) \right], \]
\[ G_i = -\frac{2u_-}{\sqrt{-u_+ P}} \left[ 2mE' \left( \frac{u_-}{u_+} \right) + \eta_o E' \left( \Psi_o \left| \frac{u_-}{u_+} \right. \right) - \eta_o E' \left( \Psi_o \left| \frac{u_-}{u_+} \right. \right) \right]. \]

2.3.3. Case 3: $P > 0$. If $Q > 0$, then $u_- < 0 \leq \cos^2 \theta \leq u_+ < 1$ and the oscillation is of Type A with turning points at $\theta_\pm = \arccos \pm \sqrt{u_\mp}$. The only integrals we need are
\[ \left| \int_{\pi/2}^{\theta_+} \frac{d\theta}{\sqrt{\Theta(\theta)}} \right| = \frac{1}{2\sqrt{P}} \int_0^{u_+} \frac{du}{\sqrt{u (u_+ - u)}} \left( u - u_- \right) = \frac{1}{2\sqrt{-u_+ P}} F \left( \Psi_s \left| \frac{u_+}{u_-} \right. \right), \]
\[ \left| \int_{\pi/2}^{\theta_+} \frac{\csc^2 \theta}{\sqrt{\Theta(\theta)}} d\theta \right| = \frac{1}{2P} \int_0^{u_+} \frac{du}{(1 - u) \sqrt{u (u_+ - u)}} \left( u - u_- \right) = \frac{1}{2\sqrt{-u_+ P}} \Pi \left( u_+ ; \Psi_s \left| \frac{u_+}{u_-} \right. \right), \]
\[ \left| \int_{\pi/2}^{\theta_+} \frac{\cos^2 \theta}{\sqrt{\Theta(\theta)}} d\theta \right| = \frac{1}{2P} \int_0^{u_+} \frac{udu}{\sqrt{u (u_+ - u)}} \left( u - u_- \right) = -\frac{2u_-}{2\sqrt{-u_+ P}} E' \left( \Psi_s \left| \frac{u_+}{u_-} \right. \right). \]

Thus, in the $P > 0$, $Q > 0$ case, we obtain
\[ G_\theta = \frac{1}{\sqrt{-u_+ P}} \left[ 2mK \left( \frac{u_+}{u_-} \right) + \eta_p F \left( \Psi_s \left| \frac{u_+}{u_-} \right. \right) - \eta_o F \left( \Psi_o \left| \frac{u_+}{u_-} \right. \right) \right], \]
\[ G_o = \frac{1}{\sqrt{-u_+ P}} \left[ 2m \Pi \left( u_+ \left| \frac{u_+}{u_-} \right. \right) + \eta_o \Pi \left( u_+ ; \Psi_s \left| \frac{u_+}{u_-} \right. \right) - \eta_o \Pi \left( u_+ ; \Psi_o \left| \frac{u_+}{u_-} \right. \right) \right], \]
\[ G_i = -\frac{2u_-}{\sqrt{-u_+ P}} \left[ 2mE' \left( \frac{u_+}{u_-} \right) + \eta_o E' \left( \Psi_o \left| \frac{u_+}{u_-} \right. \right) - \eta_o E' \left( \Psi_o \left| \frac{u_+}{u_-} \right. \right) \right]. \]

If $Q < 0$, then $0 < u_- \leq \cos^2 \theta \leq u_+ < 1$ and the oscillation is of Type B with turning points at $\theta_- = \arccos \pm \sqrt{u_-}$ and $\theta_+ = \arccos \pm \sqrt{u_+}$, where the upper/lower sign corresponds to vortical oscillation within a cone lying entirely above/below the equatorial plane. If we use $\theta_\pm$ as the reference turning point (i.e. in both hemispheres, we integrate from the turning point closest to/farthest from the equator), then the only integrals we need are
at the equator), the only integrals we need are

\[
\int_{\theta_L}^{\theta_U} \frac{d\theta}{\sqrt{\Theta(\theta)}} = \pm \frac{1}{2\sqrt{P}} \int_{u_L}^{u_U} \frac{du}{\sqrt{u(u+u-u)}} = \pm \frac{1}{\sqrt{u_L}u} F \left( \frac{1 - u_L}{u} \right),
\]

(33a)

\[
\int_{\theta_L}^{\theta_U} \frac{\cos^2 \theta}{\sqrt{\Theta(\theta)}} d\theta = \pm \frac{1}{2\sqrt{P}} \int_{u_L}^{u_U} \frac{du}{(1-u)\sqrt{u(u+u-u)}} = \pm \frac{1}{\sqrt{u_L}u} \frac{1}{\sqrt{u_L}u} \right)
\]

(33b)

\[
\int_{\theta_L}^{\theta_U} \frac{\cos^2 \theta}{\sqrt{\Theta(\theta)}} d\theta = \pm \frac{1}{2\sqrt{P}} \int_{u_L}^{u_U} \frac{du}{u(u+u-u)(u-u)} = \pm \frac{u_L}{\sqrt{u_L}u} \frac{1}{\sqrt{u_L}u} \right)
\]

(33c)

where we used the substitution

\[ u = u_L \pm (u+u-u) \]

(34)

in order to ensure that each integral is real and positive. Thus, in the \( P > 0, Q < 0 \) case, we obtain

\[
G_\theta = \frac{1}{\sqrt{u_L}u} \left[ \left( m \pm \eta_1 \frac{(-1)^n}{2} \right) K \left( 1 - \frac{u_L}{u} \right) + \eta_1 \Pi \left( 1 - \frac{u_L}{u} \right) - \eta_1 \Pi \left( 1 - \frac{u_L}{u} \right) \right].
\]

(35a)

\[
G_\phi = \frac{1}{\sqrt{u_L}u} \left[ \left( m \pm \eta_1 \frac{(-1)^n}{2} \right) \Pi \left( 1 - \frac{u_L}{u} \right) \right] + \eta_1 \Pi \left( 1 - \frac{u_L}{u} \right) - \eta_1 \Pi \left( 1 - \frac{u_L}{u} \right)
\]

(35b)

\[
G_\psi = \frac{u_L}{\sqrt{u_L}u} \left[ \left( m \pm \eta_1 \frac{(-1)^n}{2} \right) E \left( 1 - \frac{u_L}{u} \right) + \eta_1 E \left( 1 - \frac{u_L}{u} \right) - \eta_1 E \left( 1 - \frac{u_L}{u} \right) \right].
\]

(35c)

To be clear, in these equations, the choice of upper/lower sign leads to equivalent representations of the integrals corresponding to different choices of reference turning point.

If \( Q = 0 \), then \( 0 = u_- \leq \cos \theta \leq u_+ < 1 \) and the oscillation appears to be of Type B with turning points at the equator and \( \theta_+ = \arccos \pm \sqrt{u_L} \), where the upper/lower sign corresponds to vortical oscillation within a cone lying entirely above/below the equatorial plane.

However, in practice, the geodesic motion can only turn at \( \theta_- \), as it is barred from reaching the equator at \( u = 0 \), which corresponds to a nonintegrable singularity of the angular integrals.

Hence, the complete motion can undergo at most one libration, i.e. it can only have \( m = 0 \) or \( m = 1 \). Therefore, in this special situation,

\[
\int_{\theta_-}^{\theta_+} = \eta_1 \int_{\theta_-}^{\theta_+} - \eta_1 \int_{\theta_-}^{\theta_+} \left[ \right].
\]

(36)

Thus, using \( \theta_- \) as the reference turning point (which we must, in order to avoid the singularity at the equator), the only integrals we need are
\[
\left| \int_{\theta_-}^{\theta_+} \frac{d\theta}{\sqrt{\Theta(\theta)}} \right| = \frac{1}{2\sqrt{P}} \int_{u_-}^{u_+} \frac{du}{u\sqrt{u-u_-}} = \frac{1}{\sqrt{u_+P}} \arctanh \sqrt{1 - \frac{u_-}{u_+}}, \quad (37a)
\]

\[
\left| \int_{\theta_-}^{\theta_+} \frac{csc^2 \theta}{\sqrt{\Theta(\theta)}} d\theta \right| = \frac{1}{2\sqrt{P}} \int_{u_-}^{u_+} \frac{du}{(1-u)\sqrt{u-u_-}} = \frac{1}{\sqrt{u_+P}} \left[ \arctanh \sqrt{1 - \frac{u_-}{u_+}} + \sqrt{\frac{u_+}{1-u_+}} \arctan \frac{u_+ - u_-}{1-u_+} \right], \quad (37b)
\]

\[
\left| \int_{\theta_-}^{\theta_+} \cos^2 \theta \sqrt{\Theta(\theta)} d\theta \right| = \frac{1}{2\sqrt{P}} \int_{u_-}^{u_+} \frac{du}{\sqrt{u_u + u}} = \frac{\sqrt{u_+ - u}}{P}, \quad (37c)
\]

where we did not need any substitution to obtain simpler trigonometric representations of the integrals, which are all real and positive. In conclusion, in the \( P > 0, Q = 0 \) case, we obtain

\[
G_\theta = \frac{1}{\sqrt{u_+P}} \left[ \eta_o \arctanh \sqrt{1 - \frac{u_-}{u_+}} - \eta_s \arctanh \sqrt{1 - \frac{u_s}{u_+}} \right], \quad (38a)
\]

\[
G_\phi = G_\theta + \frac{1}{\sqrt{(1-u_+P)}} \left[ \eta_o \arctan \sqrt{\frac{u_+ - u_o}{1-u_+}} - \eta_s \arctan \sqrt{\frac{u_+ - u_s}{1-u_+}} \right], \quad (38b)
\]

\[
G_t = \frac{1}{\sqrt{P}} \left[ \eta_o \sqrt{u_+ - u_o} - \eta_s \sqrt{u_+ - u_s} \right]. \quad (38c)
\]

### 2.4. Solution to the \((r, \theta)\) equation

The \((r, \theta)\) part of the Kerr geodesic equation (15) is of the form \( I_r = G_\theta \), with

\[
I_r = \int_{r_+}^{r_o} \frac{dr}{\pm \sqrt{R(r)}}. \quad (39)
\]

We want to solve this equation for \( \theta_o \). We will proceed by considering each case in turn, starting with the simplest.

In the \( P = 0 \) case (where necessarily \( Q > 0 \)), equation (26a) tells us that

\[
\sqrt{\frac{Q}{u_0} I_r} = \pi m + \eta_o \arcsin \sqrt{\frac{u_+}{u_0}} - \eta_s \arcsin \sqrt{\frac{u_s}{u_0}}. \quad (40)
\]

Using the fact that \( \arcsin (-x) = -\arcsin x \) is an odd function, this can be rewritten

\[
\arcsin \left( \frac{\cos \theta_o}{\sqrt{u_0}} \right) = (-1)^m \left[ \arcsin \left( \frac{\cos \theta_s}{\sqrt{u_0}} \right) + \text{sign} \left( \frac{Q}{u_0} I_r \right) \left( \pi m - \sqrt{\frac{Q}{u_0} I_r} \right) \right], \quad (41)
\]
from which it follows that
\[
\cos \theta_o = \sqrt{u_0} \sin \left[\frac{(-1)^m W_m}{2 \pi} \right], \quad W_m = \arcsin \left( \frac{\cos \theta_s}{\sqrt{u_0}} \right) + \text{sign} \left( p_s^0 \right) \left( \pi m - \sqrt{\frac{Q}{u_0}} I_r \right). \tag{42}
\]

This expression can be further simplified by noting that
\[
W_m = W_{m-1} + \text{sign} \left( p_s^0 \right) \pi. \tag{43}
\]

Since the function \( \sin x \) satisfies the periodicity condition \( \sin (x + \pi) = -\sin x \), it follows that
\[
\sin \left[\frac{(-1)^m W_m}{2 \pi} \right] = \sin \left[\frac{(-1)^{m-1} W_{m-1}}{2 \pi} \right] = \sin W_0, \tag{44}
\]
from which we conclude that \( \cos \theta_o \) is in fact independent of the number of turning points along the trajectory:
\[
P = 0 (Q > 0 \text{ required}) : \cos \theta_o = \sqrt{u_0} \sin W_0, \quad W_0 = \arcsin \left( \frac{\cos \theta_s}{\sqrt{u_0}} \right) - \text{sign} \left( p_s^0 \right) \sqrt{\frac{Q}{u_0}} I_r. \tag{45}
\]

We now turn to the remaining cases (with \( P \neq 0 \)), which are slightly more complicated but can nonetheless be treated using a similar approach. As a preliminary, note that because \( \arcsin (-x) = -\arcsin x \) is an odd function,
\[
\text{sign} \left( \cos \theta_j \right) \Psi_{\pm} = \arcsin \left( \frac{\cos \theta_j}{\sqrt{u_{\pm}}} \right). \tag{46}
\]

In the \( P \neq 0 \) case with \( Q > 0 \), equations (29a) and (32a) tell us that
\[
\sqrt{-u_{\pm} P I_r} = 2mK \left( \frac{u_{\pm}}{u_{\mp}} \right) + \eta_o F \left( \Psi_{\mp} \left| \frac{u_{\pm}}{u_{\mp}} \right| \right) - \eta_s F \left( \Psi_{\mp} \left| \frac{u_{\pm}}{u_{\mp}} \right| \right), \tag{47}
\]
where \( \pm = \text{sign} \left( P \right) \). Using equation (46), this can be rewritten
\[
F \left( \arcsin \left( \frac{\cos \theta_o}{\sqrt{u_{\pm}}} \right) \left| \frac{u_{\pm}}{u_{\mp}} \right| \right) = (-1)^m X_{m}^{\pm}, \tag{48}
\]
where we defined
\[
X_{m}^{\pm} = F \left( \arcsin \left( \frac{\cos \theta_o}{\sqrt{u_{\pm}}} \right) \left| \frac{u_{\pm}}{u_{\mp}} \right| \right) + \text{sign} \left( p_s^0 \right) \left[ 2mK \left( \frac{u_{\pm}}{u_{\mp}} \right) - \sqrt{-u_{\pm} P I_r} \right], \tag{49}
\]
and used the fact that \( F(-x \mid k) = -F(x \mid k) \) is odd in its first argument. The inverse function of the elliptic integral of the first kind is the Jacobi elliptic function \( \text{sn}(x \mid k) \), which satisfies \( \text{sn}(F(\arcsin x \mid k) \mid k) = x \). Using this identity, it immediately follows from equation (48) that
\[
\frac{\cos \theta_o}{\sqrt{u_{\pm}}} = \text{sn} \left( (-1)^m X_{m}^{\pm} \left| \frac{u_{\pm}}{u_{\mp}} \right| \right). \tag{50}
\]

This expression can be further simplified by noting that
\[
X_{m}^{\pm} = X_{m-1}^{\pm} + 2\text{sign} \left( p_s^0 \right) K \left( \frac{u_{\pm}}{u_{\mp}} \right). \tag{51}
\]
Since the function $\text{sn}(x|k)$ satisfies the periodicity condition $\text{sn}(x \pm 2K(k)|k) = -\text{sn}(x|k)$, it follows that

$$\text{sn}\left(\left(-1\right)^m X_{m}^\pm \frac{u_\pm}{u_X}\right) = \text{sn}\left(\left(-1\right)^{m-1} X_{m-1}^\pm \frac{u_\pm}{u_X}\right) = \text{sn}\left(X_0^\pm \frac{u_\pm}{u}\right),$$

from which we again conclude that $\cos \theta_o$ is independent of the number of turning points along the trajectory:

$$\cos \theta_o = \sqrt{u\mp} \text{sn}\left(X_0^\pm \frac{u_\mp}{u}\right), \quad X_0^\pm = F\left(\arcsin \left(\frac{\cos \theta_o}{\sqrt{u\mp}}\right) \frac{u_\pm}{u}\right) + \mp u_0 F\left(\arcsin \left(\frac{\cos \theta_o}{\sqrt{u\mp}}\right) \frac{u_\pm}{u}\right),$$

(53)

In the $Q < 0$ case (where necessarily $P > 0$), equation (35a) tells us that

$$\sqrt{u\mp} P \mp = \left(m \mp \eta_o \frac{1 - \left(-1\right)^m}{2}\right) K\left(1 - \frac{u_\pm}{u}\right) + \eta_0 F\left(\arcsin \left(\frac{1 - \left(-1\right)^m}{2}\right) \frac{u_0}{u}\right) - \eta_0 F\left(\arcsin \left(\frac{u_0}{u}\right) \frac{u_0}{u}\right),$$

(54)

where either choice of sign $\pm$ is equally valid. This can be rewritten as

$$F\left(\arcsin \left(\frac{1 - \left(-1\right)^m}{2}\right) \frac{u_0}{u}\right) = (-1)^m \text{sign} \left(\cos \theta_o\right) Y_m^\pm,$$

(55)

where we introduced

$$Y_m^\pm = \text{sign} \left(\cos \theta_o\right) F\left(\arcsin \left(\frac{1 - \left(-1\right)^m}{2}\right) \frac{u_0}{u}\right) + \text{sign} \left(p_o^\pm\right) \left[\left(m \mp \eta_o \frac{1 - \left(-1\right)^m}{2}\right) K\left(1 - \frac{u_\pm}{u}\right) - \sqrt{u\mp} P \mp \right].$$

(56)

Next, we use the fact that the Jacobi elliptic function $\text{dn}(x|k)$ satisfies $\text{dn}(F(\arcsin x|k)|k) = \sqrt{1 - kx^2}$, and therefore

$$|y| = \text{dn}\left(F\left(\arcsin \sqrt{\frac{1 - y^2}{k}}\right) \frac{1}{k}\right).$$

(57)

Applying this identity to $y = \sin \Psi_o^\pm$ yields

$$|\sin \Psi_o^\pm| = \text{dn}\left(F\left(\arcsin \sqrt{\frac{1 - \sin^2 \Psi_o^\pm}{k}}\right) \frac{1 - \frac{u_\pm}{u}}{1 - \frac{u_\mp}{u}} \right)$$

$$= \text{dn}\left(\pm (-1)^m \text{sign} \left(\cos \theta_o\right) Y_m^\pm \frac{1 - \frac{u_\pm}{u}}{1 - \frac{u_\mp}{u}} \right).$$

(58)

The last step follows from equation (55), together with the observation that

$$\arcsin \sqrt{1 - \sin^2 \Psi_o^\pm} = \pm Y_o^\pm,$$

(59)

which follows from

$$1 - \sin^2 \Psi_o^\pm = \left(1 - \frac{u_\pm}{u}\right) \sin^2 Y_o^\pm.$$

(60)
Using equation (46) and the fact that $\text{dn}(-x|k) = \text{dn}(x|k)$ is even in its first argument, we find that
\[
\frac{\cos \theta_o}{\sqrt{u_\mp}} = \text{sign} (\cos \theta_o) \left| \sin \Psi^\pm_o \right| = \text{sign} (\cos \theta_o) \text{dn} \left( Y^\pm_o \left| 1 - \frac{u_\pm}{u_\mp} \right| \right) = \text{sign} (\cos \theta_o) \text{dn} \left( Y^\pm_o \left| 1 - \frac{u_\pm}{u_\mp} \right| \right),
\]
where in the last step, we used the fact that $\text{sign} (\cos \theta_o) = \text{sign} (\cos \theta_o)$ for Type B vortical geodesics. This expression can be further simplified by noting that
\[
Y^\pm_m = Y^\pm_{m-1} + \left[ 1 \pm \eta_o (-1)^{m-1} \right] \text{sign} (p^\theta_o) K \left( 1 - \frac{u_\pm}{u_\mp} \right).
\]
Since the function $\text{dn}(x|k)$ satisfies the periodicity condition $\text{dn}(x \pm 2K(k)|k) = \text{dn}(x|k)$, it follows that
\[
\text{dn} \left( Y^\pm_m \left| 1 - \frac{u_\pm}{u_\mp} \right| \right) = \text{dn} \left( Y^\pm_{m-1} \left| 1 - \frac{u_\pm}{u_\mp} \right| \right) = \text{dn} \left( Y^\pm_0 \left| 1 - \frac{u_\pm}{u_\mp} \right| \right),
\]
from which we again conclude that $\cos \theta_o$ is independent of the number of turning points along the trajectory:
\[
P > 0, Q < 0 \text{ with } \pm \text{ arbitrary : } \cos \theta_o = \text{sign} (\cos \theta_o) \sqrt{\pi} \text{dn} \left( Y^\pm_o \left| 1 - \frac{u_\pm}{u_\mp} \right| \right) = \text{sign} (\cos \theta_o) F \left( Y^\pm_o \left| 1 - \frac{u_\pm}{u_\mp} \right| \right) = \text{sign} (\cos \theta_o) K \left( 1 - \frac{u_\pm}{u_\mp} \right).
\]
While this expression for $\cos \theta_o$ (valid for $Q < 0$) superficially differs from that given in equation (53) (valid for $Q > 0$), the two expressions can be brought into the same form. For $k \not\in \mathbb{R}$, the reciprocal-modulus theorem [46]
\[
\frac{1}{\sqrt{k}} K \left( \frac{1}{k} \right) = K(k) \mp iK(1 - k), \quad \pm = \text{sign} (\text{Im} k),
\]
determines the real and imaginary parts of $K(1/k)$ in terms of $K(k)$ and $K(1 - k)$. The difference in sign results from the branch cut in $K(k)$ extending from $k = 1$ to $+\infty$ along the positive real axis. For real $k$, choosing the primary branch for $k < 1$ fixes
\[
\frac{1}{\sqrt{k}} K \left( \frac{1}{k} \right) = K(k) \mp iK(1 - k), \quad \pm = \text{sign} (1 - k).
\]
With this choice, identical manipulations demonstrate that
\[
\frac{1}{\sqrt{k}} K \left( \frac{1}{k} \right) = \begin{cases} F \left( \arcsin \sqrt{\frac{1}{1-k} k} \right) + iF \left( \arcsin \sqrt{\frac{1-\arcsin}{1-k} 1-k} \right), & 1 < y^2 < k, \quad (67a) \\ F \left( \arcsin \sqrt{\frac{1}{1-k} k} \right) - iF \left( \arcsin \sqrt{\frac{1-\arcsin}{1-k} 1-k} \right), & 0 < k < y^2 < 1. \quad (67b) \end{cases}
\]
We now apply these identities with $y = \sin \Psi^\pm = \sqrt{u_\pm/u_\mp}$ and $k = u_\pm/u_\mp$. Since $0 < u_- < u_\mp < u_+ < 1$, we apply (67a) for the upper choice of sign and (67b) for the lower choice of sign. Combined with equation (59), we find that
\[
\sqrt{\frac{u_\mp}{u_\pm}} K \left( \frac{u_\pm}{u_\mp} \right) = F \left( \Psi^\pm_o \left| \frac{u_\pm}{u_\mp} \right| \right) + iF \left( Y^\pm_o \left| 1 - \frac{u_\pm}{u_\mp} \right| \right).
\]
After multiplying by sign (cos \( \theta \)), this becomes
\[
\text{sign} (\cos \theta) \sqrt{u_\pm K \left( \frac{u_\pm}{u_\mp} \right)} = F \left( \text{arcsin} \left( \frac{\cos \theta}{\sqrt{u_\mp}} \right) \left| \frac{u_\pm}{u_\mp} \right| \right) + \text{sign} (p^0_\mp) \sqrt{-u_\mp P_I}. \tag{69}
\]

In order to proceed, we also need the identity\(^8\)
\[
\text{dn}(x|1 - k) = \pm \sqrt{k} \text{sn} \left( i x \left| \frac{1}{k} \right| \right).	ag{70}
\]

This relation holds for either choice of sign, which we take to be \( \pm = -\text{sign} (\cos \theta) \).

Substituting \( k = u_\pm/u_\mp \) and combining with equation (64) yields
\[
\cos \theta_o = \text{sign} (\cos \theta_o) \sqrt{u_\mp} \text{dn} \left( \frac{u_\pm}{u_\mp} \right) = \sqrt{u_\mp} \text{sn} \left( \frac{\cos \theta_o}{\sqrt{u_\mp}} \left| \frac{u_\pm}{u_\mp} \right| \right).	ag{71}
\]

Finally, using equation (69), this reduces to
\[
\cos \theta_o = \sqrt{u_\mp} \text{sn} \left( F \left( \text{arcsin} \left( \frac{\cos \theta_o}{\sqrt{u_\mp}} \right) \left| \frac{u_\pm}{u_\mp} \right| \right) + \text{sign} (p^0_\mp) \sqrt{-u_\mp P_I} \left| \frac{u_\pm}{u_\mp} \right|^2 \right). \tag{72}
\]

Therefore equations (53) and (64) can be combined into the single expression
\[
\cos \theta_o = \sqrt{u_\mp} \text{sn} \left( \frac{1 + \frac{u_\pm}{u_\mp}}{1 - \frac{u_\pm}{u_\mp}} \right) F \left( \text{arcsin} \left( \frac{\cos \theta_o}{\sqrt{u_\mp}} \right) \left| \frac{u_\pm}{u_\mp} \right| - \text{sign} (p^0_\mp) \sqrt{-u_\mp P_I} \left| \frac{u_\pm}{u_\mp} \right|^2 \right). \tag{73}
\]

In the \( Q = 0 \) case (where necessarily \( P > 0 \)), equation (38a) tells us that
\[
\sqrt{u_\mp P_I} = \eta_o \text{arctanh} \sqrt{1 - \frac{u_o}{u_+}} = \eta \text{arctanh} \sqrt{1 - \frac{u_o}{u_+}}, \tag{74}
\]

which can be rewritten
\[
\text{arctanh} \sqrt{1 - \frac{u_o}{u_+}} = (-1)^m \text{sign} (\cos \theta_o) Z, \quad Z = \text{sign} (\cos \theta_o) \text{arctanh} \sqrt{1 - \frac{u_o}{u_+} + \text{sign} (p^0_\mp) \sqrt{u_\mp P_I}}. \tag{75}
\]

Since \( \tanh (-x) = -\tanh x \) is an odd function, it follows that
\[
\sqrt{1 - \frac{u_o}{u_+}} = (-1)^m \text{sign} (\cos \theta_o) \tanh Z. \tag{76}
\]

Therefore, the overall signs disappear upon squaring, leaving
\[
u_o = u_+ \text{sech}^2 Z. \tag{77}
\]

Using the fact that \( \text{sech} (-x) = \text{sech} x \) is an even function, and that \( \text{sign} (\cos \theta_o) = \text{sign} (\cos \theta_o) \) for vortical geodesics, we finally conclude:
\[
\cos \theta_o = \text{sign} (\cos \theta_o) \sqrt{u_\mp} \text{sech} Z, \quad Z = \text{arctanh} \sqrt{1 - \frac{u_o}{u_+} + \eta \sqrt{u_\mp P_I}}. \tag{78}
\]

\(^8\)This can be derived, for instance, from the two standard identities \( \text{sn}(x \pm iK(1 - k) + K(k)k) = \pm \sqrt{k} \text{dn}(x|k) \) and \( \text{sn}(i|k) = i \text{sc}(x|1 - k) \) (equations (16.8.9) and (16.20.1) of [47]) which imply that \( \text{dn}(x|1 - k) = \pm \sqrt{k} \text{sn}(x \pm K(k) + iK(1 - k)k) \). The result is then obtained by using equation (66) together with the imaginary periodicity condition \( \text{sn}(x \pm 2iK(1 - k)k) = \text{sn}(x|k) \) whenever it is needed.
2.5. Summary of results

Here, we collect the simplified expressions for the angular integrals $G_\theta$, $G_\phi$, and $G_t$ as well as expressions for the final angle $\theta_0$ obtained by solving the $(r, \theta)$ part of the geodesic equation (15). Our conventions are such that all of the terms appearing in these expressions are real and positive.

\[ G_\theta = \frac{Q}{\sqrt{m/\phi}} \left[ \pi m + \eta_\theta \arcsin \left( \frac{u_0}{u_0} - \eta_\theta \arcsin \left( \frac{u_0}{u_0} \right) \right) \right], \quad \text{if } Q > 0 \text{ with } P = 0 : \quad 0 \leq \cos^2 \theta \leq u_0 < 1 \]  
(79a)

\[ G_\phi = \frac{1}{\sqrt{mF}} \left[ \pi m + \eta_\phi \arcsin \left( \frac{u_0}{u_0} \right) - \eta_\phi \arcsin \left( \frac{u_0}{u_0} \right) \right], \quad \text{if } Q > 0 \text{ with } P \neq 0 : \quad 0 \leq \cos^2 \theta \leq u_\pm < 1 \text{ with } \pm = \text{sign}(P) \]  
(80a)

\[ G_t = \frac{2m}{\sqrt{mF}} \left[ 2mK \left( \frac{u_\pm}{u_\mp} \right) + \eta_\phi F \left( \Psi_\phi \left( \frac{u_\pm}{u_\mp} \right) \right) - \eta_\phi F \left( \Psi_\phi \left( \frac{u_\pm}{u_\mp} \right) \right) \right], \quad \text{if } Q < 0 \text{ (with } P > 0 \text{ required) : } \quad 0 < u_- \leq \cos^2 \theta \leq u_+ < 1 \text{ with } \pm \text{ arbitrary} \]  
(81a)

\[ G_\theta = \frac{1}{\sqrt{mF}} \left[ \left( m \mp \eta_\theta \frac{1}{2} \right) K \left( 1 - \frac{u_\pm}{u_\mp} \right) + \eta_\theta F \left( \Psi_\theta \left( \frac{u_\pm}{u_\mp} \right) \right) - \eta_\theta F \left( \Psi_\theta \left( \frac{u_\pm}{u_\mp} \right) \right) \right], \quad \text{if } Q < 0 \text{ (with } P > 0 \text{ required) : } \quad 0 < u_- \leq \cos^2 \theta \leq u_+ < 1 \text{ with } \pm \text{ arbitrary} \]  
(81b)

\[ G_\phi = \frac{1}{\sqrt{mF}} \left[ \left( m \mp \eta_\phi \frac{1}{2} \right) K \left( 1 - \frac{u_\pm}{u_\mp} \right) + \eta_\phi F \left( \Psi_\phi \left( \frac{u_\pm}{u_\mp} \right) \right) - \eta_\phi F \left( \Psi_\phi \left( \frac{u_\pm}{u_\mp} \right) \right) \right], \quad \text{if } Q < 0 \text{ (with } P > 0 \text{ required) : } \quad 0 < u_- \leq \cos^2 \theta \leq u_+ < 1 \text{ with } \pm \text{ arbitrary} \]  
(81c)

\[ G_t = \frac{2m}{\sqrt{mF}} \left[ 2mE' \left( \frac{u_\pm}{u_\mp} \right) + \eta_\phi E' \left( \Psi_\phi \left( \frac{u_\pm}{u_\mp} \right) \right) - \eta_\phi E' \left( \Psi_\phi \left( \frac{u_\pm}{u_\mp} \right) \right) \right], \quad \text{if } Q < 0 \text{ (with } P > 0 \text{ required) : } \quad 0 < u_- \leq \cos^2 \theta \leq u_+ < 1 \text{ with } \pm \text{ arbitrary} \]  
(81d)
\[
\cos \theta_o = \text{sign} (\cos \theta_s) \sqrt{u_+} \text{dn} \left( Y_0^\pm \left| 1 - \frac{u_\pm}{u_+} \right. \right), \quad Y_0^\pm = \text{sign} (\cos \theta_s) \left| \frac{u_\pm}{u_+} \right|
\]

\[
F \left( Y_0^\pm \left| 1 - \frac{u_\pm}{u_+} \right. \right) - \text{sign} (p_\theta^0) \sqrt{u_+} P L_r.
\]

Finally, we note that equations (80d) and (81d) can be conveniently combined into a single expression:

\[
\cos \theta_o = \text{sign} (\cos \theta_s) \sqrt{u_+} \text{sn} \left( X_0^\pm \left| \frac{u_\pm}{u_+} \right. \right), \quad X_0^\pm = \text{arcsin} \left( \frac{\cos \theta_s}{\sqrt{u_+}} \right) \left| \frac{u_\pm}{u_+} \right| - \text{sign} (p_\theta^0) \sqrt{u_+} P L_r.
\]

### 3. Near-horizon geometry of (near-)extreme Kerr

The Kerr family of metrics has two adjustable parameters corresponding to the mass \( M \) and angular momentum \( J \) of the black hole. Geometries satisfying the Kerr bound \(|J| \leq M^2\) have smooth event horizons concealing a ring singularity, while solutions that violate this bound exhibit naked singularities visible from infinity. Black holes that (nearly) saturate the Kerr bound are termed (near-)extremal, and there is strong evidence to suggest that no physical process can drive a (sub-)extremal black hole over the Kerr bound [48] (such super-extremal black holes would behave very differently—see, e.g. [49, 50]). However, one would expect accretion of matter onto an astrophysical black hole to push it towards extremality, and indeed the vast majority of measured supermassive black holes spins are close to maximal [51, 52]. The limiting behavior of the Kerr metric in the extremal limit \(|J| \to M^2\) is therefore of both theoretical and astronomical interest.

This section is dedicated to a pedagogical review of the qualitatively new and surprising features that the Kerr black hole develops in the high-spin regime. We begin in section 3.1 by presenting a timelike equatorial orbit that seemingly lies on a null hypersurface. This apparent paradox is resolved in section 3.2 by the presence of an infinitely deep throat-like region bunched up near the event horizon: the NHEK geometry. This motivates the more systematic
investigation of near-horizon scaling limits that we conduct in section 3.3. These different limits are then related by an emergent conformal symmetry of the throat in section 3.4. Finally, in section 3.5, we introduce global coordinates and describe the causal structure of the throat geometry using its Carter–Penrose diagram.

3.1. Peculiar features of the extremal limit

The $|J| \to M^2$ limit of the Kerr geometry poses a series of puzzles whose resolution requires a careful analysis of the near-horizon geometry of the extreme black hole. A particle orbiting a Kerr black hole on a prograde, circular, equatorial geodesic at radius $r = r_\text{s}$ has four-velocity [53]

$$u_\text{s} = u_\text{s}(\partial_t + \Omega \partial_\phi), \quad u_\text{s} = \frac{r_\text{s}^{3/2} + a M^{1/2}}{\sqrt{r_\text{s}^4 - 3M r_\text{s}^2 + 2a M^{3/2} r_\text{s}^{3/2}}}, \quad \Omega_\text{s} = \frac{M^{1/2}}{r_\text{s}^{3/2} + a M^{1/2}}. \quad (84)$$

The energy and angular momentum of this geodesic is given by

$$\frac{\omega_\text{s}}{\mu} = \frac{r_\text{s}^{3/4} - 2 M r_\text{s}^{1/2} + a M^{1/2}}{r_\text{s}^{1/4} \sqrt{r_\text{s}^4 - 3M r_\text{s}^2 + 2a M^{3/2} r_\text{s}^{3/2}, \quad \frac{\ell_\text{s}}{\mu} = \frac{M^{1/2} (r_\text{s}^2 - 2M r_\text{s}^{1/2} + a^2)}{r_\text{s}^{1/4} \sqrt{r_\text{s}^4 - 3M r_\text{s}^2 + 2a M^{3/2} r_\text{s}^{3/2}}. \quad (85)$$

This orbit is stable provided that the orbital radius $r_\text{s}$ exceeds the marginally stable radius $r_{\text{ms}}$ of the innermost stable circular orbit (ISCO), given by

$$r_{\text{ms}} = M \left( 3 + Z_2 - \sqrt{(3 - Z_1) (3 + Z_1 + 2Z_2)} \right), \quad (86a)$$

$$Z_1 = 1 + (1 - a_\ast) \sqrt{ \left[ (1 + a_\ast)^{1/3} + (1 - a_\ast)^{1/3} \right]^2, \quad Z_2 = (3a_\ast^2 + Z_1^2)^{1/2}, \quad a_\ast = \frac{a}{M}. \quad (86b)$$

In the context of black hole astrophysics, these orbits provide a simple model for accretion onto a black hole: to a very good approximation, a thin disk of slowly accreting matter consists of particles following the geodesics (84) [54, 55]. In reality, their trajectories also have a small inward radial component, but it can be neglected down to the ISCO radius, which delineates the innermost edge of the disk where accretion terminates. Beyond this edge, the particles quickly plunge into the black hole and their radial momentum can no longer be ignored. Instead, their motion is described by infalling geodesics with the conserved quantities of the marginally stable orbit [56, 57].

Consider a Kerr black hole with spin parameter $a = M \sqrt{1 - \kappa^2}$. When the deviation from extremality is small, $0 < \kappa \ll 1$, the black hole has a small Hawking temperature of order $\kappa$,

$$T_H = \frac{1}{4\pi r_+} \frac{r_+ - r_-}{r_+ + r_-} = \frac{\kappa}{4\pi M} + O(\kappa^2), \quad (87)$$

where $r_\pm$ denotes the radius of the (outer/inner) event horizon,

$$r_\pm = M \pm \sqrt{M^2 - a^2} = M (1 \pm \kappa). \quad (88)$$

Thus, the extremal limit $|J| \to M^2$ is equivalent to a low-temperature limit $\kappa \to 0$. A detailed investigation of this limit raises several puzzles:
1. The first puzzle pertains to the fate of the ISCO in the extremal limit. According to equation (86),

\[ r_{ms} \xrightarrow{\kappa \to 0} M \left[ 1 + 2^{1/3} \kappa^{2/3} + O \left( \kappa^{4/3} \right) \right]. \] 

Comparing with equation (88), it would appear that the ISCO moves onto the event horizon in the extremal limit:

\[ \lim_{a \to M} r_{ms} = M = \lim_{a \to M} r_+. \] 

However, for any sub-extremal black hole, the ISCO is a timelike geodesic, while the event horizon is ruled by null geodesics. Clearly, the extreme Kerr metric fails to accurately portray the spacetime geometry in the ISCO region correctly.

2. Indeed, although the ISCO and extremal horizon appear to coincide, the proper radial distance (as measured on a Boyer–Lindquist time-slice) between the two actually diverges logarithmically in this limit:

\[ \hat{r}_{ms} \xrightarrow{\kappa \to 0} \sim M \left| \log \kappa \right|. \] 

Thus, even though generic timelike (null) geodesics fall into the horizon in finite proper (affine) time, the near-horizon region acquires an infinite proper three-volume in the extremal limit.

These observations were noted early on by Bardeen, Press and Teukolsky [53] and later revisited in [12, 58]. Taken together, these peculiarities indicate that the extremal Kerr metric grossly misrepresents the spacetime geometry near the event horizon of the extremal black hole. While it is true that the Boyer–Lindquist coordinates become singular at the horizon, we stress that these problems are not a coordinate artifact: they still arise even in coordinates that are smooth across the horizon. The existence of the infinite throat region is a coordinate-invariant statement, and describing it requires a careful resolution of the near-horizon geometry. This was accomplished by Bardeen and Horowitz [59] by introducing a horizon-scaling limit tailored to this task, to which we now turn.

3.2. The extreme Kerr throat

In section 3.1, we saw that as a black hole spins up and approaches the limiting extremal geometry with \(|J| \to M^2\), a deep throat of divergent proper depth develops outside of its event horizon. Moreover, from the perspective of a distant observer, particles on the ISCO co-rotate with the black hole horizon in this limit. This motivates a coordinate transformation from Boyer–Lindquist coordinates \((t, r, \phi)\) to Bardeen–Horowitz coordinates \((T, R, \Phi)\) given by

\[ t = \frac{T}{\Omega_H}, \quad r = r_+ (1 + R), \quad \phi = \Phi + T, \] 

where \(\Omega_H\) denotes the angular velocity of the extremal black hole horizon,

\[ \Omega_H = \frac{a}{2Mr_+} \xrightarrow{a \to M} \frac{1}{2M}. \]
These coordinates are adapted to a local near-horizon observer co-rotating with the black hole, since

\[ \Omega_H \partial_T = \partial_t + \Omega_H \partial_\phi. \]  

(94)

Local finite-energy excitations near the horizon of a black hole have large gravitational redshift relative to an observer at infinity. For black holes far from extremality, this region of spacetime is small and contains no stable orbits. However, for extremal black holes, the stable orbits extend down the throat, and the high-redshift emissions from sources in this region are phenomenologically interesting. In order to resolve the degeneracy arising from the infinite redshift while zooming into the horizon, we perform an infinite dilation onto the horizon, implemented by the rescaling

\[ (T, R) \rightarrow \left( \frac{T}{\epsilon}, \epsilon R \right), \quad \epsilon \rightarrow 0. \]  

(95)

If the black hole is precisely extremal \((a = M)\), this scaling procedure has a finite limit and yields the NHEK geometry, with non-degenerate line element \([59]\)

\[ d\hat{s}^2 = 2M^2 \Gamma \left[ -R^2 dT^2 + \frac{dR^2}{R^2} + d\theta^2 + \Lambda^2 (d\Phi + RdT)^2 \right]. \]  

(96a)

\[ \Gamma(\theta) = \frac{1 + \cos^2 \theta}{2}, \quad \Lambda(\theta) = \frac{2 \sin \theta}{1 + \cos^2 \theta}. \]  

(96b)

Since the NHEK geometry arises as a non-singular scaling limit of the extreme Kerr solution, it manifestly solves the vacuum Einstein equations and can be studied as a spacetime in its own right. Moreover, since in the limit \(\epsilon \rightarrow 0\), the resulting metric is \(\epsilon\)-independent, further coordinate rescalings \((T, R) \rightarrow (T/\epsilon, \epsilon R)\) leave the NHEK line element \((96)\) invariant: physically, the throat-like region is sufficiently deep that it becomes self-similar in the extremal limit.

Therefore, the region of spacetime in the throat displays an emergent scaling symmetry, which is generated at the infinitesimal level by the dilation Killing vector \(H_0 = T \partial_T - R \partial_R\). Surprisingly, yet another, no-less constraining symmetry—covariance under special conformal transformations generated by \(H_-\)—also emerges in this limit. Together, these symmetries generate the global conformal group \(\text{SL}(2, \mathbb{R})\) with commutation relations

\[ [H_0, H_+ \pm] = \mp H_\pm, \quad [H_+, H_-=] = 2H_0. \]  

(97)

Hence, in the high-spin regime, the \(\mathbb{R} \times U(1)\) symmetry of the Kerr metric \((1)\) generated by the Killing vectors \(\partial_t\) and \(\partial_\phi\) (associated with stationarity and axisymmetry, respectively) is enlarged within the near-horizon region to an \(\text{SL}(2, \mathbb{R}) \times U(1)\) isometry group generated by

\[ H_0 = T \partial_T - R \partial_R, \quad H_+ = \partial_T, \quad H_- = \left( T^2 + \frac{1}{R^2} \right) \partial_T - 2TR \partial_R - \frac{2}{R} \partial_\phi, \quad W_0 = \partial_\Phi. \]  

(98)

In fact, although the Killing tensor \((2)\) in extreme Kerr is associated to a non-geometrically-realized symmetry, in the near-horizon limit, this irreducible Killing tensor descends to a reducible Killing tensor in NHEK \([60, 61]\). More precisely, it is given (up to a mass term) by the Casimir of \(\text{SL}(2, \mathbb{R}) \times U(1)\):

\[ \hat{K}^{\mu \nu} = M^2 \hat{g}^{\mu \nu} - H_0^\mu H_0^\nu + \frac{1}{2} \left( H_+^\mu H_-^\nu + H_-^\mu H_+^\nu \right) + W_0^\mu W_0^\nu. \]  

(99)
Thus, the Kerr metric’s hidden symmetries become explicit in the emergent throat region, where it decomposes into
\[
\hat{g}^{\mu\nu} = -\frac{1}{2M^2T} \left[ -H_0^\mu H_0^\nu + \frac{1}{2} (H_0^\mu H_0^\nu + H_0^\mu H_\nu^\nu) - \partial_0^\mu \partial_0^\nu + \left( 1 - \frac{1}{\Lambda^2} \right) W_0^\mu W_0^\nu \right].
\]
(100)
Finally, we note that the induced metric on a hypersurface of fixed \(\theta\) is that of warped three-dimensional Anti-de-Sitter space (WAdS3) with warp factor \(\Lambda(\theta)\) [62]. This warp factor goes to unity, \(\Lambda(\theta_c) = 1\), at the critical angle \(\theta_c = \arctan \left( \sqrt{2}/3^{1/4} \right)\), which corresponds to the so-called ‘light surface’ of the extreme Kerr black hole [63]. The NHEK metric becomes precisely that of AdS3 on this surface, which seems to play a privileged role in the propagation of light out of the throat [27].

### 3.3. Near-horizon scaling limits for near-extreme Kerr

In section 3.1, we saw that the extreme Kerr metric fails to resolve near-horizon physics. Then, we argued in section 3.2 that this failure is caused by the emergence, in a certain scaling limit, of a near-horizon region of the Kerr spacetime that resembles an infinite gravitational potential well. This throat-like region is sufficiently deep that in the extremal limit, it becomes self-similar. Thus, the scaling limit to the NHEK region is unique for a precisely extremal black hole. But, according to the classical laws of black hole thermodynamics, such a black hole is unphysical since it has zero temperature, and no adiabatic process can turn a non-extremal black hole into an extremal one. However, for such a near-extremal black hole, there exist infinitely many bands of near-horizon radii that become infinitely close to the horizon at different rates as extremality is approached, so that
\[
a = M \sqrt{1 - (\epsilon \kappa)^2}, \quad r_1 = M [1 + \epsilon' R_1], \quad r_2 = M [1 + \epsilon' R_2], \quad 0 < s \leq q \leq 1,
\]
(101)
then the proper radial separations along a Boyer–Lindquist time-slice have the limiting form
\[
\lim_{\epsilon \to 0} \int_{r_1}^{r_2} ds = \begin{cases} 
M \log \left( \frac{R_2}{R_1} \right) + (q-s) M |\log \epsilon|, & q < 1, \ s < 1, \\
M \log \left( \frac{2R_2}{R_1 + \sqrt{R_1^2 - \kappa^2}} \right) + (1-s) M |\log \epsilon|, & q = 1, \ s < 1, \\
M \log \left( \frac{R_2 + \sqrt{R_1^2 - \kappa^2}}{R_1 + \sqrt{R_1^2 - \kappa^2}} \right), & q = 1, \ s = 1.
\end{cases}
\]
(102)
Only radii that scale to the horizon at the same rate have finite radial separation in the extremal limit. This indicates that there are in fact infinitely many physically distinct near-horizon limits, each of which resolves the throat physics at different scales. The relevant scaling limits straightforwardly generalize equations (92) and (95) to
\[
a = M \sqrt{1 - (\epsilon \kappa)^2}, \quad T = \epsilon^p \frac{t}{2M}, \quad R = \frac{r - M}{\epsilon \mu M}, \quad \Phi = \phi - \frac{t}{2M}, \quad 0 < p \leq 1, \quad \epsilon \to 0.
\]
(103)
The \(\epsilon \to 0\) limit with \(p = 1\) (which physically amounts to zooming into the near-horizon region at the same rate that the black hole is dialed into extremality) and \(T, R, \Phi, \kappa\) held fixed yields the so-called near-NHEK geometry [65].
\[ ds^2 = 2M^2 \Gamma \left[ - (R^2 - \kappa^2) \, dT^2 + \frac{dR^2}{R^2 - \kappa^2} + d\theta^2 + \Lambda^2 \left( d\Phi + RdT \right)^2 \right], \quad (104) \]

which is the finite-temperature analogue of the NHEK metric (96). It also has an \( SL(2, \mathbb{R}) \times U(1) \) isometry group generated by

\[
H_0 = \frac{1}{\kappa} \partial_T, \quad H_k = \frac{e^{\pm \kappa T}}{\sqrt{R^2 - \kappa^2}} \left[ \frac{R}{\kappa} \partial_r \pm (R^2 - \kappa^2) \partial_k - \kappa \partial_\Phi \right], \quad W_0 = \partial_\Phi. \quad (105)\]

This region lies deepest in the throat and resolves the horizon at \( r = M (1 + \epsilon \kappa) \), along with all other radii that also scale like \( r \sim M (1 + \epsilon R) \) in the \( \epsilon \to 0 \) limit. Examples of physically interesting radii that scale into near-NHEK include the photon orbit at \( r_{ph} \) and the (prograde) marginally bound orbit at \( r_{mb} \), also known as the innermost bound circular orbit (IBCO) radius [53],

\[
\begin{align*}
    r_{ph} &= 4M \cos^2 \left( \frac{1}{3} \arccos \left( \frac{a}{M} \right) - \frac{\pi}{3} \right) = M \left[ 1 + \frac{2}{\sqrt{3}} \epsilon \kappa + O \left( \epsilon^2 \right) \right], \quad (106a) \\
    r_{mb} &= 2M - a + 2\sqrt{M (M - a)} = M \left[ 1 + \sqrt{2} \epsilon \kappa + O \left( \epsilon^2 \right) \right]. \quad (106b)
\end{align*}
\]

The proper radial separation between two prograde, equatorial, circular geodesics in near-NHEK is given by

\[
\begin{align*}
    ds \left( R_1, R_2 \right) &= M \int_{R_1}^{R_2} \frac{dR}{\sqrt{R^2 - \kappa^2}} = M \log \left( \frac{R_2 + \sqrt{R_2^2 - \kappa^2}}{R_1 + \sqrt{R_1^2 - \kappa^2}} \right). \quad (107)
\end{align*}
\]

This expression matches the limiting radial separation of equatorial geodesics calculated in the Kerr geometry (102), provided that one identifies the near-NHEK radius \( R \) with the radius in Kerr scaling as \( r = M (1 + \epsilon R) \). Note that this distance is not scale-invariant due to the presence of the horizon: physically, the presence of a small temperature \( \kappa \) breaks the scaling symmetry exhibited by the NHEK distance. Mathematically, this can also be seen from equation (103), where the presence of the temperature \( \kappa > 0 \) precludes the scaling limit \( \epsilon \to 0 \) from being a coordinate limit: unlike the NHEK scaling (95), the dilation into near-NHEK also acts on the parameter \( a \), which is why it is not forced to become an isometry in the limit.

The \( \epsilon \to 0 \) limit with any \( 0 < p < 1 \) physically corresponds to spinning up the black hole faster than one zooms into the horizon, and always produces the same NHEK metric (96). However, each geometry thus obtained corresponds to a physically distinct region of the throat: a given choice of \( p \) resolves a band of Boyer–Lindquist radii that scale like \( r = M (1 + \epsilon^p R) \). The proper radial separation in NHEK,

\[
\begin{align*}
    ds \left( R_1, R_2 \right) &= M \int_{R_1}^{R_2} \frac{dR}{R} = M \log \left( \frac{R_2}{R_1} \right), \quad (108)
\end{align*}
\]

matches the corresponding limiting radial separation of equatorial geodesics calculated in the Kerr geometry (102). However, because the NHEK expression is scale-invariant, the identification of NHEK radii with Kerr radii is ambiguous: one identifies the NHEK radius \( R \) with

---

\(^9\) For a precisely extremal black hole, this distinction is irrelevant since all the scales we discuss lie precisely at \( r = M \), so there is a single NHEK limit that resolves them.
the radius in Kerr scaling as $r = M (1 + \epsilon^p R)$, up to an overall $R$-independent factor. It is only after the throat is reattached to the asymptotically flat region, and the dilation symmetry is broken, that NHEK radii can be unambiguously identified with Kerr radii.

A physically interesting Kerr radius that scales into NHEK is the ISCO radius, which according to equation (86) has a near-horizon limit $r_{\text{ms}} = M \left[1 + 2^{1/3} (\epsilon \kappa)^{2/3}\right]$. The band of radii in Kerr with a finite radial separation from the ISCO in the extremal limit all scale like $r = M (1 + \epsilon^{2/3} R)$, and the limit (103) with $p = 2/3$ produces precisely the NHEK metric (96). In this limit, the four-velocity of the ISCO becomes

$$U = \frac{1}{2M} \frac{4}{\sqrt{3} R} \left( \partial_T - \frac{3}{4} R \partial_\phi \right),$$

(109)

which is both timelike and finite\(^{10}\). Therefore, the $p = 2/3$ NHEK' resolves the part of the throat in which ISCO-scale physics occurs. Again, note that while the near-horizon limit of equation (86) appears to identify the ISCO radius with the NHEK radius $R = 2^{1/3} \kappa^{2/3}$, the dilation invariance of the NHEK metric (96) indicates that there is in fact no meaningful way to assign a definite radius to the ISCO within NHEK. In fact, in contrast to near-NHEK, all circular geodesics in NHEK are marginally stable: from the near-horizon viewpoint, the ISCO is in some sense everywhere within the $p = 2/3$ NHEK [22].

To summarize, any two radii that scale to the horizon at the same rate ("lie in the same band") end up in the same near-horizon geometry at a finite proper radial distance from each other. For instance, the photon orbit and IBCO radii both lie in the horizon band, and hence scale to the same near-NHEK region. Accordingly, the proper radial distance between these scales tends to a finite limit:

$$d_s (r_+ , r_{\text{ph}}) = M \log \sqrt{3} + \mathcal{O} (\epsilon),$$

(110a)

$$d_s (r_+ , r_{\text{mb}}) = M \log \left(1 + \sqrt{2}\right) + \mathcal{O} (\epsilon),$$

(110b)

$$d_s (r_{\text{ph}} , r_{\text{mb}}) = M \log \left(1 + \sqrt{2} \sqrt{3}\right) + \mathcal{O} (\epsilon).$$

(110c)

On the other hand, radii that lie in different bands, i.e. that scale to the horizon at different rates, end up in different NHEKs that are infinitely far apart (separated by a divergent proper radial distance). For instance, the ISCO band is infinitely far from both the horizon band, as well as from the mouth of the throat, which we may for instance define as the spin-independent equatorial radius of the ergosphere, $\rho_0 = 2M$:

$$d_s (r_+ , r_{\text{ms}}) = M \frac{3}{2} \log \left( \frac{2^{1/3}}{\epsilon \kappa} \right) + \mathcal{O} \left(\epsilon^{2/3}\right),$$

(111a)

$$d_s (r_{\text{ms}} , \rho_0) = M \left[1 + \frac{2}{3} \log \left( \frac{1}{\sqrt{2} \epsilon \kappa} \right) \right] + \mathcal{O} \left(\epsilon^{2/3}\right),$$

(111b)

\(^{10}\) The ISCO has finite Kerr energy given by equation (85), and retains finite energy in the NHEK limit. However, plunging trajectories that were resolved by the far region will be null in this limit, and their NHEK energy will typically diverge; see, e.g. [12] and figure 1 therein.
These facts are summarized in figure 1, where the different bands appear stacked on top of one another, with cracks denoting the logarithmically divergent proper radial distance separating them. From this point of view, the precisely extremal, zero-temperature black hole is a degenerate limit in which all the throat geometries merge: near-NHEK disappears and the different NHEKs coalesce into one.

Finally, note that the expansion about extremality defined by equation (103) can be viewed both as a small-temperature expansion and an expansion in the divergent proper depth $D = ds(r_+, r_0) = M |\log \epsilon| + \mathcal{O}(\epsilon^0)$ of the throat: indeed, at leading order,

$$\epsilon = e^{-D/M}. \quad (112)$$

Thus, subleading corrections due to deviations from extremality are exponentially suppressed in the characteristic length scale of the system, which diverges in the extremal limit. Similar behavior is of course observed near critical points in condensed matter systems—this analogy was further developed in [12].

When studying the extremal Kerr black hole, it is important to note that neither the far metric (extreme Kerr) nor the near metric (NHEK) is more fundamental than the other: away from extremality, the Kerr metric resolves physics in the entire spacetime, but near extremality, the spacetime decouples into two regions. Each of these two regions is described by its own metric, which fails in the other region: while NHEK resolves the near-horizon region, it fails to resolve the far region (for instance, it is not asymptotically flat), and the far metric does not resolve the throat region. As is usual for smooth extremal solutions in general relativity,
the extreme Kerr geometry serves to interpolate between two separate vacuum solutions: flat space in the far region and NHEK in the near region. The two regions of spacetime are on equal footing.

3.4. Emergent conformal symmetry

In many situations (including those of astrophysical interest), it is appropriate to treat the Kerr geometry as a fixed background while neglecting gravitational backreaction of the matter system (as well as gravitational excitations). When this approximation is valid, it suffices to work strictly with the NHEK metric and its exact isometries. In other applications, one is interested not only in the vacuum NHEK geometry, but in all spacetimes that approach NHEK asymptotically in some appropriate sense\textsuperscript{11}. Although these geometries all possess a long throat and approximate scale-invariance, generic members of this class of spacetimes have no exact isometries. It is the symmetries of the class of spacetimes, rather than the symmetries of a specific spacetime, that control gravitational dynamics in the throat.

In attempting to compute this generalized symmetry group, one often finds an enhancement of the global conformal isometry group $SL(2, \mathbb{R})$ to an infinite-dimensional local conformal symmetry [68]. The details of calculations of this type depend delicately on the choice of boundary conditions. We will focus on a particular class of symmetry transformations that have been repeatedly utilized [17–21] in calculating geodesics in NHEK and near-NHEK, and defer a complete asymptotic symmetry group analysis to future work. These large diffeomorphisms are the NHEK analogue of boundary reparameterizations of the AdS\textsubscript{2} throat discussed in [5] and should be related to inequivalent ways of reattaching the Kerr throat region to the exterior geometry.

Starting with the NHEK line element (96),

\[
d\hat{s}^2 = 2M^2 \Gamma \left\{ -R^2 dT^2 + \frac{dR^2}{R^2} + d\theta^2 + \Lambda^2 \left( d\Phi + R dT \right)^2 \right\},
\]

we consider a coordinate transformation of the form\textsuperscript{12}

\[
T = f(t) + \frac{2f''(t)}{4r f'(t)} \frac{f'(t)^2 - [f''(t)]^2}{f'(t)}, \quad R = \frac{4r^2 [f'(t)]^2 - [f''(t)]^2}{4r f'(t)}, \quad \Phi = \phi + \log \left( \frac{2rf'(t) - f''(t)}{2rf'(t) + f''(t)} \right).
\]

The resulting line element is given by

\[
d\hat{s}^2 = 2M^2 \Gamma \left\{ -r^2 \left( 1 - \frac{f(t); t}{2r^2} \right)^2 dr^2 + \frac{dr^2}{r^2} + d\theta^2 + \Lambda^2 \left( d\phi + r \left( 1 - \frac{f(t); t}{2r^2} \right) dt \right)^2 \right\},
\]

where we introduced the Schwarzian derivative

\[
\{f(\cdot); \cdot\} = \left( \frac{f''(\cdot)}{f'(\cdot)} \right)' - \frac{1}{2} \left( \frac{f''(\cdot)}{f'(\cdot)} \right)^2.
\]

These metrics are the NHEK analogues of the AdS\textsubscript{3} Bañados metrics [70, 71]. Note that at the boundary $r \to \infty$, this coordinate change implements a time reparameterization $T \to f(t)$.

\textsuperscript{11} The precise choice of boundary conditions is delicate [3, 66–68].

\textsuperscript{12} We thank Abhishek Pathak for help in deriving this transformation from its AdS\textsubscript{3} analogue [69].
and that as a result, subleading components of the metric transform like the expectation value of a stress-tensor component in CFT\textsubscript{2}.

Infinitesimally, the conformal transformation (114) is implemented by the action of the vector field

\[ \xi [\epsilon(t)] = \left( \epsilon(t) + \frac{\epsilon''(t)}{2r^2} \right) \partial_t - r \epsilon'(t) \partial_r - \frac{\epsilon''(t)}{r} \partial_\phi, \quad f(t) = t + \epsilon(t) + \mathcal{O} \left( \epsilon^2 \right). \]

This can be decomposed into modes

\[ \xi_n = \xi \left[ t^{1-n} \right], \quad n \in \mathbb{Z}, \]

which obey the Witt algebra at the boundary,

\[ [\xi_m, \xi_n] = (m - n) \xi_{m+n} + \mathcal{O} \left( \frac{1}{r^3} \right). \]

The \( \text{SL}(2, \mathbb{R}) \) isometry group of NHEK is generated by the vector fields

\[ \xi_0 = H_0, \quad \xi_{\pm 1} = H_{\pm}, \]

whose corresponding finite diffeomorphisms are given by the Möbius transformations with vanishing Schwarzian\textsuperscript{13}:

\[ f(t) = \frac{at + b}{ct + d}, \quad ad - bc = 1. \]

The rest of the symmetry transformations with nonvanishing \( \{f(t); t\} \) are spontaneously broken. Of particular interest here is the exponential map

\[ f(t) = e^{\kappa t} \quad \Longrightarrow \quad \{f(t); t\} = -\frac{\kappa^2}{2}, \]

for which the metric becomes

\[ ds^2 = 2M^2 \Gamma \left\{ -r^2 \left( 1 - \left( \frac{\kappa}{2r} \right)^2 \right)^2 dr^2 + \frac{dr^2}{r^2} + d\theta^2 + \Lambda^2 \left[ d\phi + r \left( 1 + \left( \frac{\kappa}{2r} \right)^2 \right) dt \right]^2 \right\}. \]

Near the boundary, this diffeomorphism acts as the exponential map on the boundary time. It is the analogue of the usual conformal transformation from the plane to the cylinder, which puts a CFT\textsubscript{2} at finite temperature. In fact, the metric (123) is actually near-NHEK, as can be seen by performing a further (small) diffeomorphism

\[ r = \frac{1}{2} \left( r + \sqrt{r^2 - \kappa^2} \right), \]

which puts it in the form of equation (104). By composing these transformations, one can directly map near-NHEK,

\[ ds^2 = 2M^2 \Gamma \left[ - \left( r^2 - \kappa^2 \right) dr^2 + \frac{dr^2}{r^2 - \kappa^2} + d\theta^2 + \Lambda^2 (d\phi + rdr)^2 \right]. \]

\textsuperscript{13} More precisely: dilations by \( a^2 \) are obtained by setting \( b = c = 0 \) and \( d = a^{-1} \); time-translations by \( b \) are obtained by setting \( a = d = 1 \) and \( c = 0 \); special conformal transformations by a parameter \( c \) are obtained by setting \( a = d = 1 \) and \( b = 0 \).
into NHEK via the coordinate change
\[ T = e^{\kappa t} \frac{r}{\sqrt{r^2 - \kappa^2}}, \quad R = e^{-\kappa t} \frac{\sqrt{r^2 - \kappa^2}}{\kappa}, \quad \Phi = \phi + \frac{1}{2} \log \left( \frac{r - \kappa}{r + \kappa} \right). \tag{126} \]

This transformation also maps the NHEK Killing vectors (98) and near-NHEK Killing vectors (105) into each other. It is important to note that this map is not surjective: its range covers only a subset of the NHEK Poincaré patch. Within that image, the inverse transformation is
\[ t = \frac{1}{2\kappa} \log \left( T^2 - \frac{1}{R^2} \right), \quad r = \kappa TR, \quad \phi = \Phi - \frac{1}{2} \log \left( \frac{TR - 1}{TR + 1} \right). \tag{127} \]

Since the map (126) is a diffeomorphism between near-NHEK and a subset of the Poincaré patch in NHEK (rather than its entirety), the near-NHEK and NHEK patches are locally (but not globally) diffeomorphic. Of course, since both near-NHEK and NHEK have horizons, they are not geodesically complete spacetimes. As we will discuss in the next section, they have the same maximal extension: global NHEK.

3.5. The global strip and the Poincaré patch

To obtain the maximal extension of the NHEK spacetime, we pass from the Poincaré coordinates \( (T, R, \Phi) \) with a coordinate singularity at \( TR = 1 \) to global coordinates \( (\tau, y, \varphi) \) that can be smoothly continued past this surface. The transformation from Poincaré NHEK to a patch \( \tau \in (-\pi, \pi) \) of global NHEK is given by
\[ \tau = \arctan \left[ \frac{2TR}{(1 + T^2)R^2 + 1} \right], \quad y = \frac{(1 + T^2)R^2 - 1}{2R}, \quad \varphi = \Phi - \log \left( \frac{(1 - TR^2) + R^2}{\sqrt{[(1 + T^2)R^2 - 1]^2 + 4R^2}} \right). \tag{128} \]

Different branches of the arctangent map Poincaré NHEK to diffeomorphic patches of global NHEK which differ by \( \tau \to \tau + 2\pi n \) translations in global time. For this reason, all geodesic motion in global NHEK is oscillatory with period \( 2\pi \). The inverse map from the patch \( \tau \in (-\pi, \pi) \) of global NHEK to Poincaré NHEK is given by
\[ T = \frac{\sin \tau \sqrt{1 + y^2}}{\cos \tau \sqrt{1 + y^2} + y}, \quad R = \cos \tau \sqrt{1 + y^2} + y, \quad \Phi = \varphi + \log \left| \frac{\cos \tau + y \sin \tau}{1 + \sin \tau \sqrt{1 + y^2}} \right|. \tag{129} \]

Under this coordinate transformation, the NHEK metric (96) becomes
\[ ds^2 = 2M^2 \Gamma \left[ -(1 + y^2) \, dt^2 + \frac{dy^2}{1 + y^2} + d\theta^2 + \Lambda^2 \left( d\varphi + y d\tau \right)^2 \right], \tag{130} \]

and the NHEK Killing vector fields (98) are mapped into
\begin{align*}
H_+ &= \left( 1 \pm \frac{y \cos \tau}{\sqrt{1 + y^2}} \right) \partial_\tau \pm \sin \tau \sqrt{1 + y^2} \partial_y \pm \frac{\cos \tau}{\sqrt{1 + y^2}} \partial_\varphi, \quad \tag{131a} \\
H_0 &= \frac{y \sin \tau}{\sqrt{1 + y^2}} \partial_\tau - \cos \tau \sqrt{1 + y^2} \partial_y + \frac{\sin \tau}{\sqrt{1 + y^2}} \partial_\varphi, \quad \tag{131b} \\
W_0 &= \partial_\varphi. \quad \tag{131c}
\end{align*}
It will be convenient for us to complexify this algebra by introducing new (complex) generators
\[ L_0 = i \partial_\tau, \quad L_\pm = e^{\pm i \tau} \left[ \pm \frac{y}{\sqrt{1 + y^2}} \partial_\tau - i \frac{1}{\sqrt{1 + y^2}} \partial_y \pm \frac{1}{\sqrt{1 + y^2}} \partial_\psi \right], \]
which obey the same commutation relations:
\[ [L_0, L_\pm] = \mp L_\pm, \quad [L_+, L_-] = 2L_0, \quad [W_0, L_\pm] = [W_0, L_0] = 0. \] (132)

These two sets of generators are related by
\[ H_\pm = -iL_0 \pm \frac{1}{2} (L_+ - L_-), \quad H_0 = -\frac{i}{2} (L_+ + L_-). \] (134)

The generator \( L_0 \) of global time translations is the analogue of the Hamiltonian of a CFT defined on the cylinder.

The causal structure of the global NHEK geometry is best understood by introducing a compactified radius
\[ y = -\cot \psi, \quad \psi \in [0, \pi], \] (135)
in terms of which the global NHEK line element (130) becomes
\[ ds^2 = 2M^2 \Gamma \left[ -\frac{d\tau^2 + dy^2}{\sin^2 \psi} + d\theta^2 + \Lambda^2 \left( d\varphi - \cot \psi d\tau \right)^2 \right]. \] (136)

As explained in detail in appendix B, the \( (\tau, \psi) \) part of the metric describes the global strip of AdS_2 parameterized by \( \tau \in (-\infty, +\infty) \) and \( \psi \in [0, \pi] \). Since this two-dimensional metric is conformally flat, with lines of \( \tau = \pm \psi + \tau_0 \) manifestly null, it is straightforward to obtain its Carter–Penrose diagram, depicted in figure 2.

Under the embedding (129) of Poincaré NHEK into global NHEK, we see that the Poincaré coordinates \( (T, R) \) cover the patch \( \tau \in (-\pi, +\pi) \) with \( |\tau| \leq \psi \leq \pi \) (in particular, the future/past horizon is located at \( TR = \pm 1 \)):
\[ T = \frac{\sin \tau}{\cos \tau - \cos \psi}, \quad R = \frac{\cos \tau - \cos \psi}{\sin \psi}. \] (137)

Hence, the lines of constant \( T \) and constant \( R \) are respectively given by
\[ \cos \tau = \frac{T^2 \cos \psi + \sqrt{1 + T^2 \sin^2 \psi}}{1 + T^2}, \quad \cos \tau = \cos \psi + R \sin \psi, \] (138)
and in figure 3, they are plotted at constant intervals of \( x \), where \( T = \tan x/2 \) and \( R = \tan x/2 \).

Under the embedding of near-NHEK into global NHEK obtained by composing equations (126) and (129), we see that the Poincaré coordinates \( (T, R) \) cover the patch \( \tau \in (0, +\pi) \) with \( \pi - \psi \leq \tau \leq \psi \):
\[ T = \frac{1}{\kappa} \log \sqrt{1 - \frac{2 \cos \tau}{\cos \tau - \cos \psi}}, \quad R = \frac{\kappa \sin \tau}{\sin \psi}. \] (139)

---

14 The inverse transformation on the domain \( \psi \in [0, \pi] \) is given by \( \psi = \pi/2 + \arctan y \).
Hence, the lines of constant $T$ and constant $R$ are respectively given by

$$\cos \tau = \frac{e^{2\kappa T} - 1}{e^{2\kappa T} + 1} \cos \psi, \quad \sin \tau = \frac{R}{\kappa} \sin \psi,$$

and in figure 3 they are plotted at constant intervals of $x$, where $T = \log (\tan x/2)^{1/\kappa}$ and $R = \kappa/\sin x$.

Note that the finite $\text{SL}(2, \mathbb{R})$ transformations—equation (114) with $f(t)$ a M"{o}bius transformation—leave the NHEK metric (96) invariant, but not its geodesics: they are mapped into each other under the action of the global conformal group. Equivalently, we can study geodesics in global coordinates and obtain different geodesics in the Poincaré patch by using the embedding (128) composed with the $\text{SL}(2, \mathbb{R})$ transformations. This strategy can be used to map circular orbits to (slow or fast) plunges and was used to great effect in [18–21]. In fact, most preexisting analyses of geodesics in NHEK have focused on equatorial circular geodesics or plunging geodesics obtainable through the above mapping from the ISCO geodesic (109).

4. Geodesics in NHEK

In this section, we analyze geodesic motion in global NHEK, the Poincaré patch, and near-NHEK. For each of these spacetimes, we follow the procedure outlined for Kerr in section 2 and recast the geodesic equation in first-order form. We then obtain explicit expressions for
all the path integrals appearing in the equation. Finally, inverting the expression for the
time-lapse allows us to solve for the radial motion as a function of coordinate time and thereby
derive a complete and explicit parameterization of all NHEK geodesics.

We begin by analyzing the geodesic equation in global NHEK (section 4.1), as it is a geo-
desically complete spacetime, unlike Poincaré NHEK (section 4.2) and near-NHEK (section
4.3). As a byproduct of our analysis, we elucidate the action of the NHEK isometry group
SL(2, R) \times U(1) on the space of geodesics. We find that the group orbits are classified by the
SL(2, R) Casimir \( C \) and angular momentum \( L \), which completely determine the polar motion.
Any two NHEK geodesics with the same polar motion can be mapped into each other by the
action of \( \text{SL}(2, \mathbb{R}) \times U(1) \) using the explicit transformations presented at the end of appendix B.

### 4.1. Geodesics in global NHEK

Recall from section 3.5 that in global coordinates, the NHEK line element is

\[
\begin{align*}
\mathrm{d}s^2 &= 2M^2 \Gamma \left[ -\left(1 + y^2\right) \mathrm{d}\tau^2 + \frac{\mathrm{d}y^2}{1 + y^2} + \mathrm{d}\theta^2 + \Lambda^2 \left(\mathrm{d}\varphi + y\mathrm{d}\tau\right)^2 \right],
\end{align*}
\]

(141)
and the generators of $\text{SL}(2, \mathbb{R}) \times \text{U}(1)$ are

$$L_0 = i\partial r, \quad L_\pm = e^{\pm i\tau} \left[ \pm \frac{\nu}{\sqrt{1 + \nu^2}} \partial r - i \sqrt{1 + \nu^2} \partial \nu \pm \frac{1}{\sqrt{1 + \nu^2}} \partial \varphi \right]. \quad W_0 = \partial \varphi. \quad (142)$$

The Casimir of $\text{SL}(2, \mathbb{R})$ is the (manifestly reducible) symmetric Killing tensor

$$C^{\mu\nu} = -L^\mu_0 L^\nu_0 + \frac{1}{2} (L^\mu_+ L^\nu_- + L^\mu_- L^\nu_+) . \quad (143)$$

It is related to $\tilde{K}^{\mu\nu}$, the NHEK limit (99) of the irreducible Killing tensor on Kerr (2), by

$$\tilde{K}^{\mu\nu} = C^{\mu\nu} + W^\mu_0 W^\nu_0 + M^2 \tilde{g}^{\mu\nu} . \quad (144)$$

The motion of a free particle of mass $\mu$ and four-momentum $P^\mu$ is described by the geodesic equation,

$$P^\mu \nabla_\mu P^\nu = 0, \quad \tilde{g}^{\mu\nu} P_\mu P_\nu = -\mu^2 . \quad (145)$$

Geodesic motion in global NHEK is completely characterized by the three conserved quantities\(^{15}\)

$$\triangle = i L^\mu_0 P_\mu = -P_r, \quad L = W^\mu_0 P_\mu = P_\varphi , \quad (146a)$$

$$C = C^{\mu\nu} P_\mu P_\nu = P_0^2 - \left( 1 - \frac{1}{\Lambda^2} \right) P_\varphi^2 + (2M^2 \Gamma) \mu^2 = \left( \frac{P_r - P_\varphi \gamma}{1 + \gamma^2} \right)^2 \left( 1 + y^2 \right) P_\varphi^2 - P_\varphi^2 . \quad (146b)$$

denoting the global energy, angular momentum parallel to the axis of symmetry, and 'Casimir' constant, respectively. When connecting NHEK geodesics to the far region in Kerr, it is more convenient to work with the Carter constant

$$K = \tilde{K}^{\mu\nu} P_\mu P_\nu = C + L^2 - \mu^2 M^2 . \quad (147)$$

which is directly related to its Kerr analogue $k$. In this paper, however, we restrict our attention to motion within NHEK, which is more easily characterized by the $\text{SL}(2, \mathbb{R})$ Casimir $C$.

By inverting the above relations for ($\mu^2, \triangle, L, C$), we find that a particle following a geodesic in the global NHEK geometry (141) has an instantaneous four-momentum $P = P_\mu dX^\mu$ of the form

$$P \left( X^\mu, \triangle, L, C \right) = -\triangle d\tau \pm_\gamma \sqrt{\gamma(y)} dy \pm_\theta \sqrt{\Theta_\theta(\theta)} d\theta + L d\varphi , \quad (148)$$

where the two choices of sign $\pm_\gamma$ and $\pm_\theta$ depend on the radial and polar directions of travel, respectively. Here, we also introduced radial and polar potentials

$$\gamma(y) = (\triangle + Ly)^2 - (C + L^2) \left( 1 + y^2 \right) , \quad (149a)$$

$$\Theta_\theta(\theta) = C + \left( 1 - \frac{1}{\Lambda^2} \right) L^2 - (2M^2 \Gamma) \mu^2 . \quad (149b)$$

\(^{15}\) Observe that $C^{\mu\nu} P_\mu P_\nu = -\mathcal{H}_0^2 + \frac{1}{2} \left( \mathcal{H}_+ \mathcal{H}_- + \mathcal{H}_- \mathcal{H}_+ \right)$, where $\mathcal{H}_i = H^\mu_\mu P_\mu$ or $\mathcal{H}_i = L^\mu_\mu P_\mu$ are the conserved quantities associated with the generators of $\text{SL}(2, \mathbb{R})$. Since these are not independent of each other, we use the $\text{SL}(2, \mathbb{R})$ Casimir, which is in involution with all the $\mathcal{H}_i$ [61]. This is exactly analogous to exploiting the conservation of $J_r$ and $J_\varphi$, rather than $(J_r, J_\varphi, J_z)$, in a problem with $SO(3)$ symmetry.
One can then raise $P_\mu$ to obtain the equations for the geodesic trajectory,

$$2M^2\Gamma \frac{d^2 y}{d\sigma} = \pm y \sqrt{Y(y)}, \quad (150a)$$

$$2M^2\Gamma \frac{d\theta}{d\sigma} = \pm \theta \sqrt{\Theta_n(\theta)}, \quad (150b)$$

$$2M^2\Gamma \frac{d\varphi}{d\sigma} = -y \left( \frac{\Delta + Ly}{1 + y^2} \right) + \frac{L}{\Lambda^2}, \quad (150c)$$

$$2M^2\Gamma \frac{d\tau}{d\sigma} = \frac{\Delta + Ly}{1 + y^2}. \quad (150d)$$

The parameter $\sigma$ is the affine parameter for massless particles ($\mu = 0$), and is related to the proper time $\delta$ by $\delta = \mu\sigma$ for massive particles.

Following the same procedure as in Kerr, we find from equation (150) that a geodesic labeled by $(\Delta, L, C)$ connects spacetime points $X^a_\mu = (\tau_s, y_s, \theta_s, \varphi_s)$ and $X'^a_\mu = (\tau_o, y_o, \theta_o, \varphi_o)$ if

$$\int_{\tau_s}^{\tau_o} \frac{dy}{\pm y \sqrt{Y(y)}} = \int_{\theta_s}^{\theta_o} \frac{d\theta}{\pm \theta \sqrt{\Theta_n(\theta)}}, \quad (151a)$$

$$\varphi_o - \varphi_s = \frac{\theta_o - \theta_s}{L \Lambda^{-2}(\theta)} \pm \theta \sqrt{\Theta_n(\theta)} \frac{\theta_o - \theta_s}{L \Lambda^{-2}(\theta)} \pm \theta \sqrt{\Theta_n(\theta)}, \quad (151b)$$

$$\tau_o - \tau_s = \frac{\Delta + Ly}{1 + y^2} \frac{dy}{\pm y \sqrt{Y(y)}}, \quad (151c)$$

We may rewrite these conditions as

$$\tilde{I}_y = \tilde{G}_\theta, \quad \varphi_o - \varphi_s = \tilde{G}_\varphi - \tilde{I}_\varphi, \quad \tau_o - \tau_s = \tilde{I}_\tau, \quad (152)$$

where we have defined the integrals

$$\tilde{I}_y = \int_{\tau_s}^{\tau_o} \frac{dy}{\pm y \sqrt{Y(y)}}, \quad \tilde{I}_\varphi = \int_{\varphi_s}^{\varphi_o} \frac{\varphi_o - \varphi_s}{L \Lambda^{-2}(\theta)} \pm \theta \sqrt{\Theta_n(\theta)} \frac{\varphi_o - \varphi_s}{L \Lambda^{-2}(\theta)} \pm \theta \sqrt{\Theta_n(\theta)} d\theta, \quad (153a)$$

$$\tilde{I}_\tau = \int_{\tau_s}^{\tau_o} \frac{dy}{\pm y \sqrt{Y(y)}}, \quad \tilde{G}_\theta = \int_{\theta_s}^{\theta_o} \frac{d\theta}{\pm \theta \sqrt{\Theta_n(\theta)}}, \quad \tilde{G}_\varphi = \int_{\theta_s}^{\theta_o} \frac{L \Lambda^{-2}(\theta)}{\pm \theta \sqrt{\Theta_n(\theta)}} d\theta. \quad (153b)$$

### 4.1.1. Qualitative description of geodesic motion

Before solving this geodesic equation outright, it is useful to determine the qualitative behavior of the geodesics projected onto the poloidal $(y, \theta)$ plane. The analysis of the polar motion follows directly from our earlier discussion in section 2 for Kerr: indeed, it suffices to note that $\Theta_n(\theta)$ takes the form $Q + PC \cos^2 \theta - Q \cos^2 \theta$ under the identification
\[ Q = C + \frac{3}{4}L^2 - \mu^2M^2, \quad P = \frac{L^2}{4} - \mu^2M^2, \quad \ell = L. \]  

Therefore, the NHEK angular integral \( \tilde{G}_\theta (\mu^2, L, C) \) takes the same form as the Kerr angular integral \( G_\theta (Q, P, \ell) \) with

\[ \tilde{G}_\theta (\mu^2, L, C) = G_\theta \left( C + \frac{3}{4}L^2 - \mu^2M^2, \frac{L^2}{4} - \mu^2M^2, L \right). \]  

From equation (154), we see that NHEK geodesics (unlike their Kerr counterparts) are necessarily Type A (non-vortical) because \( Q \) cannot be negative, since positivity of the angular potential requires that

\[ Q = C + \frac{3}{4}L^2 - \mu^2M^2 \geq C + \left( 1 - \frac{1}{N^2} \right) L^2 - \mu^2M^2 \geq C + \left( 1 - \frac{1}{N^2} \right) L^2 - \mu^2M^2 (1 + \cos^2 \theta) = \Theta_n \geq 0. \]  

Moreover, it is straightforward to check that \( Q = 0 \) is only allowed for purely equatorial geodesics, a special case requiring a separate (and simpler) treatment. Generically, we therefore have the strict inequality \( Q > 0 \), and the angular motion is necessarily of Type A with bounds given by equation (79) (when \( P = 0 \)) or equation (80) (when \( P \neq 0 \)).

Having completed the analysis of the polar motion, we now turn to the radial motion. Its allowed range is heavily constrained by the requirement that the radial potential \( \mathcal{V}(y) \) remain positive at every point along the trajectory. As in Kerr, real zeroes of the radial potential \( \mathcal{V}(y) \) correspond to turning points \( y_\pm \) in the radial motion. In global NHEK, the radial motion can be of two qualitatively different types (and is therefore simpler than in Kerr [72]):

Type I: Oscillatory motion between turning points \( y_\pm \), corresponding to bound particles that are confined to NHEK and traverse the totality of the global strip, \( \tau \in (-\infty, +\infty) \). The global-time-lapse between successive turning points is \( \Delta \tau = \pi \): each period of motion lies in a single Poincaré patch of the global strip.

Type II: Single-bounce motion (from a boundary at \( y = \pm \infty \) to a turning point \( y_t \) and back), corresponding to unbound particles that probe a single Poincaré patch of the global strip, \( \tau \in [\tau_0, \tau_0 + 2\pi] \). The continuation of the geodesic beyond the intersection with the boundary depends on boundary conditions\footnote{In AdS space, one typically imposes reflective boundary conditions in order to describe a closed system. In the present case, such a choice of boundary conditions would lead to periodic multiple-bounce trajectories. We will not explicitly consider such solutions as they are unlikely to be relevant to astrophysical black holes, but it is trivial to construct them by gluing together a sequence of single bounces.}

The type of motion is determined by the properties of the roots of the radial potential \( \mathcal{V}(y) \). For generic values of the geodesic parameters, the (possibly complex) roots of \( \mathcal{V}(y) \) are given by

\[ y_\pm = \Delta L \pm \sqrt{\left( \Delta^2 - C \right) (C + L^2)} / C. \]  

As we vary the geodesic parameters, these roots move around in the complex \( y \)-plane. When one or more of the roots approaches or pinches the contour of integration, the radial motion of the allowed geodesics is then constrained to lie exclusively on one side of the root.

Positivity of energy in the local frame of the particle, \( P^\tau \geq 0 \), imposes the additional constraint

\[ P^\tau \geq 0, \]
\[ \triangle + L y \geq 0. \]  
(158)

In terms of the critical radius
\[ y_c = -\frac{\triangle}{L}, \]  
(159)

this constraint becomes
\[ y \geq y_c, \quad L \geq 0. \]  
(160)

The roots \( y_{\pm} \) can never equal \( y_c \) for real values of the geodesic parameter \( \triangle \), since
\[ y_{\pm} = y_c \iff \triangle^2 = -L^2. \]  
(161)

The roots \( y_{\pm} \) will be real when the quantity \( (\triangle^2 - C)(C + L^2) \) is positive. Positivity of \( Q \) provides the bound
\[ C + \frac{3}{4}L^2 - \mu^2M^2 > Q > 0 \implies C > -\frac{3}{4}L^2 + \mu^2M^2, \]  
(162)

from which it follows that \( C + L^2 > 0 \). Therefore the polynomial \( \mathcal{Y}(y) \) has a pair of real roots whenever \( \triangle^2 - C > 0 \):
\[ y_{\pm} \in \mathbb{R} \iff \triangle^2 - C \geq 0. \]  
(163)

Generic geodesics probe both positive and negative values of \( y \), so the sign of \( y_{\pm} \) is less important than its relation to \( y_c \). Since \( \mathcal{Y}(y) = -Cy^2 + O(y) \), there are now three cases to examine separately:

1. \( C > 0 \): In this case, we must demand that \( y_{\pm} \in \mathbb{R} \), as \( \mathcal{Y}(y) \) is negative outside the interval between its roots. That is, we must require that \( 0 < C < \triangle^2 \) and \( y \in \mathcal{I} = [y_-, y_+] \). Moreover, one can show that \( y_- < y < y_+ \) whenever \( \triangle L > 0 \), and \( y_- < y_+ < y_c \) whenever \( \triangle L < 0 \). For all values of \( L \), the condition (158) then requires that \( \triangle > 0 \) and the entire interval \( \mathcal{I} \) is allowed. These bounded geodesics are not permitted to escape NHEK\(^{17} \).

2. \( C < 0 \): In this case, the roots \( y_{\pm} \) are manifestly real because \( \triangle^2 - C > 0 \). Moreover, \( y_+ < y_c < y_- \). Hence, the radial potential \( \mathcal{Y}(y) \) is nonnegative if \( y \leq y_+ \) or \( y \geq y_- \). There are two further subcases to consider\(^{19} \):
   (a) \( L > 0 \), in which case the condition (158) requires that \( y > y_c \), so only the branch \( y \geq y_- \) is allowed.
   (b) \( L < 0 \), in which case the condition (158) requires that \( y < y_c \), so only the branch \( y \leq y_+ \) is allowed.

These unbound geodesics fall in from the boundary \((y = \pm \infty)\) of NHEK, and eventually reach a turning point before heading back towards the same boundary.

3. \( C = 0 \): In this case, \( \mathcal{Y}(y) \) is linear with a zero at \( y_0 = \frac{L^2 - \triangle^2}{2\triangle L} \) and a slope given by \( 2\triangle L \). Therefore, for \( \triangle L > 0 \), the allowed range of motion is \( y \in [y_0, \infty) \), while for \( \triangle L < 0 \)

\(^{17}\) This bound agrees with the bound derived for equatorial geodesics in section 2 of [59], whose authors set \( M = 2^{1/2} \).

\(^{18}\) By equation (161), each of the roots \( y_{\pm} \) must lie strictly to one side of \( y_c \). When \( \triangle = 0 \), it is evident that \( y_+ < 0 = y_c < y_- \), so this ordering must hold in general. One can also prove these inequalities directly with some straightforward algebraic manipulations.

\(^{19}\) Note that \( L = 0 \) is forbidden by equation (162), since \( C < 0 \) is incompatible with \( C > \mu^2M^2 > 0 \).
the allowed range is \( y \in (-\infty, y_0] \). The condition (158) then requires that \( \triangle > 0 \) and the entire semi-infinite interval is allowed for both signs of \( L \). These geodesics are a limiting example of Type II geodesics and are also unbound.

To summarize, the type of radial motion is picked out by the sign of \( C \):

I. \( 0 < C \leq \triangle^2 \) corresponds to Type I oscillations. Geodesic motion is permitted in the range \( y \in [y_-, y_+] \), provided that \( \triangle > 0 \).

II. \( -\Lambda^2 < C < 0 \) corresponds to Type II motion. Geodesic motion is allowed either in the range \( y \in (y_-, +\infty) \) when \( L > 0 \), or in the range \( y \in (-\infty, y_+] \) when \( L < 0 \). (The angular motion imposes a stricter bound \( -\frac{3}{4} L^2 + \mu^2 M^2 < C < 0 \).)

III. \( C = 0 \) corresponds to a limit of Type II motion in which \( \triangle > 0 \) is required. Geodesic motion is allowed either in the range \( [y_0, \infty) \) when \( L > 0 \), or in the range \( (-\infty, y_0] \) when \( L < 0 \).

Note that the sign of the \( \text{SL}(2, \mathbb{R}) \) Casimir \( \mathcal{C} \) determines the eventual fate of a NHEK geodesic: those with \( \mathcal{C} > 0 \) are bound and remain in the throat forever, while those with \( \mathcal{C} < 0 \) can reach the boundary in finite global time and escape. These different types of motion are illustrated in figure 4. There is also a special class of timelike bound geodesics of constant global radius arising as a special limit of the Type I \((C > 0)\) motion. In the limit \( \mathcal{C} \to \triangle^2 \), the zeroes of the radial potential coalesce, \( y_- \to y_+ \), and one has \( Y(y_\pm) = Y'(y_\pm) = 0 \). The gravitational pull exerted by the black hole on these particles is exactly balanced by the centrifugal force they experience from its rotation.

After dimensional reduction to two dimensions, NHEK geodesics coincide with Lorentz force trajectories of charged particles evolving in two-dimensional AdS spacetime AdS\(_2\) with a background radial electric field (see appendix B). From that two-dimensional perspective, the geodesics of constant global radius arise when gravity in the AdS\(_2\) box is exactly balanced out by the acceleration of the charge by the electric field.

4.1.2. Geodesic integrals in global NHEK. We now wish to compute the integrals \( \tilde{I}_y, \tilde{I}_\tau, \tilde{I}_\phi, \tilde{G}_\theta, \) and \( \tilde{G}_\phi \) that appear in the NHEK geodesic equation (152). As previously noted, the NHEK angular integral \( \tilde{G}_\phi (\mu^2, L, C) \) takes the same form as the Kerr angular integral \( G_\theta (Q, P, \ell) \) under the identification

\[
Q = C + \frac{3}{4} L^2 - \mu^2 M^2, \quad P = \frac{L^2}{4} - \mu^2 M^2, \quad \ell = L.
\]

(164)

Similarly, given that

\[
\frac{L}{\Lambda^2} = L \csc^2 \theta - \frac{L}{4} \cos^2 \theta - \frac{3L}{4},
\]

(165)

the NHEK integral \( \tilde{G}_\phi (\mu^2, L, C) \) is a linear combination of the Kerr angular integrals \( G_\theta, G_\tau, \) and \( G_\phi \),

\[
\tilde{G}_\phi = \frac{L}{4} (4G_\phi - G_\tau - 3G_\theta),
\]

(166)

with the identification of arguments given by (164). Therefore, we can simply apply the results derived in section 2 for the Kerr angular integrals in order to evaluate their NHEK counterparts. It remains to evaluate the radial integrals \( \tilde{I}_y, \tilde{I}_\tau, \) and \( \tilde{I}_\phi \). For this purpose, it is useful to define signs...
\[ \nu_s = \text{sign}(P_y^s) = (-1)^w \text{sign}(P_y^o), \quad \nu_o = \text{sign}(P_y^o) = (-1)^w \text{sign}(P_y^s), \]  

(167)

where \( P_y^s \) and \( P_y^o \) denote the radial momentum evaluated at the endpoints \( X_{\mu}^s \) and \( X_{\mu}^o \) of the geodesic, respectively, and \( w \in \mathbb{N} \) denotes the number of turning points in the radial motion. Then by working through all the possible configurations, one can check that the radial path integral unpacks as follows:

**Figure 4.** Plot of the radial motion \((\tau, \psi(\tau))\) of geodesics in global NHEK, with \(\psi = \pi/2 + \arctan y\) where \(y(\tau)\) is given in equation (192). The blue geodesic is Type I \((C > 0)\) with \((\Delta, L, C) = (4, 2, 2)\). The red geodesic is Type II \((C < 0)\) and coming in from the right boundary \((L > 0)\) with \((\Delta, L, C) = (4, 2, -2)\). It appears twice, with a global time shift of \(\Delta \tau = \pi/2\). The green geodesic is Type II \((C < 0)\) and coming in from the left boundary \((L < 0)\) with \((\Delta, L, C) = (4, -2, -2)\). In the Poincaré patch, the Type I geodesics come out of the past horizon, travel to increasingly large radius until they encounter a turning point at a maximal allowed radius, and then fall back into the future horizon. The upper red geodesic is Type IIA, with \(p_R \gtrless 0\) in the upper/lower Poincaré patch. The lower red geodesic is Type IIB with \(L > 0\), while the green geodesic is Type IIB with \(L < 0\). Type IIA and Type IIB are related by global-time-translation symmetry.
Type I: \[ \int_{y_i}^{y_o} \left( w \pm \nu_o - \nu_s \right) \int_{y_-}^{y_o} - \nu_s \int_{y_+}^{y_o} + \nu_o \int_{y_-}^{y_o}, \] (168a)

Type II, III: \[ \int_{y_i}^{y_o} = - \nu_s \int_{y_+}^{y_o} + \nu_o \int_{y_-}^{y_o}, \quad \pm = \text{sign} \ (CL). \] (168b)

For the Type I geodesics, equation (168a) constitutes two equivalent representations that differ only in the choice of reference turning point for the integrals. For the Type II geodesics, one must select the (unique) turning point that is actually encountered along the trajectory.

We can now explicitly evaluate the radial integrals. For our purposes, the relevant basis of integrals is given by

\[ \tilde{I}_1^\pm \equiv \int_{y_\pm}^{y_o} \frac{dy}{\sqrt{C(y_+ - y)(y - y_-)}}, \] (169a)

\[ \tilde{I}_2^\pm \equiv \int_{y_\pm}^{y_o} \left( \frac{1}{1 + y^2} \right) \frac{dy}{\sqrt{C(y_+ - y)(y - y_-)}}, \] (169b)

\[ \tilde{I}_3^\pm \equiv \int_{y_\pm}^{y_o} \left( \frac{y}{1 + y^2} \right) \frac{dy}{\sqrt{C(y_+ - y)(y - y_-)}}, \] (169c)

in terms of which

\[ \int_{y_\pm}^{y_o} \frac{dy}{\sqrt{Y(y)}} = \tilde{I}_1^\pm, \] (170a)

\[ \int_{y_\pm}^{y_o} y \left( \frac{\triangle + Ly}{1 + y^2} \right) \frac{dy}{\sqrt{Y(y)}} = L \left( \tilde{I}_1^\pm - \tilde{I}_2^\pm \right) + \triangle \tilde{I}_3^\pm, \] (170b)

\[ \int_{y_\pm}^{y_o} \left( \frac{\triangle + Ly}{1 + y^2} \right) \frac{dy}{\sqrt{Y(y)}} = \triangle \tilde{I}_2^\pm + L \tilde{I}_3^\pm. \] (170c)

In each case, for the allowed range of \( y \), the integrals \( \tilde{I}_1^\pm, \tilde{I}_2^\pm, \text{ and } \tilde{I}_3^\pm \) are all manifestly real. To evaluate them, we will use the identities (A.11) with the quantities

\[ q_\pm = \left( \frac{1 + y_\pm^2}{1 + y_+^2} \right)^{1/4} > 0, \quad \cos \alpha_\pm = \mp \frac{1 + y_+ - y_-}{\sqrt{(1 + y_-^2)(1 + y_+^2)}} \in [-1, 1]. \] (171)

Observe that \( |\cos \alpha_\pm| = 1 \) if and only if \( y_+ = y_- \), which only occurs when \( C = \Delta^2 \). This corresponds to a degenerate limit of Type I motion in which there is no radial motion and the geodesic remains at fixed constant global radius.

When \( C > 0 \), the choice of turning point (and thus the sign \( \pm \) of \( \tilde{I}_i^\pm \)) is arbitrary, so we can use either of the substitutions

\[ y = \frac{y_\pm + y_\mp x^2}{1 + x^2} \quad \Rightarrow \quad x_\pm = \left| \frac{y_\pm - y_-}{y_\pm - y_+} \right|^{1/2} \quad \in [0, +\infty). \] (172)
In terms of the quantities defined in equation (A.8), this results in (assuming $\alpha_+ \neq 0$)

$$
\hat{I}_1^\pm = \pm \frac{2}{\sqrt{|C|}} \int_0^{x^\pm} \frac{dx}{1 + x^2} = \pm \frac{2}{\sqrt{|C|}} \arctan x^\pm, \quad (173a)
$$

$$
\hat{I}_2^\pm = \pm \frac{2}{\sqrt{|C|}} \int_0^{x^\pm} \frac{(1 + x^2) \, dx}{(1 + y_+^2) + 2(1 - y_+ y_+) x^2 + (1 + y_+^2) x^4}
= \pm \frac{2}{\sqrt{|C|}} \left[ I_- (x^\pm, q_+, \alpha_+) + I_+ (x^\pm, q_+, \alpha_+) \right] / (1 + y_+^2), \quad (173b)
$$

$$
\hat{I}_3^\pm = \pm \frac{2}{\sqrt{|C|}} \int_0^{x^\pm} \frac{(y_+ - y_+ x^2) \, dx}{(1 + y_+^2) - 2(1 - y_+ y_+) x^2 + (1 + y_+^2) x^4}
= \pm \frac{2}{\sqrt{|C|}} \left[ y_+ I_- (x^\pm, q_+, \alpha_-) + y_+ I_+ (x^\pm, q_+, \alpha_-) \right] / (1 + y_+^2).
$$

On the other hand, when $C < 0$, we must choose the sign $\pm$ according to whether $L \lessgtr 0$, and then use the substitution

$$
y = \frac{y_+ - y_+ x^2}{1 - x^2} \quad \implies \quad x^\pm = \left| \frac{y_i - y_+}{|y_i - y_+|} \right| \in [0, 1]. \quad (174)
$$

In terms of the quantities defined in equation (A.8), this results in

$$
\hat{I}_1^\pm = \pm \frac{2}{\sqrt{|C|}} \int_0^{x^\pm} \frac{dx}{1 - x^2} = \mp \frac{2}{\sqrt{|C|}} \arctanh x^\pm, \quad (175a)
$$

$$
\hat{I}_2^\pm = \mp \frac{2}{\sqrt{|C|}} \int_0^{x^\pm} \frac{(1 - x^2) \, dx}{(1 + y_+^2) - 2(1 - y_+ y_+) x^2 + (1 + y_+^2) x^4}
= \mp \frac{2}{\sqrt{|C|}} \left[ I_- (x^\pm, q_+, \alpha_-) - I_+ (x^\pm, q_+, \alpha_-) \right] / (1 + y_+^2).
$$

$$
\hat{I}_3^\pm = \pm \frac{2}{\sqrt{|C|}} \int_0^{x^\pm} \frac{(y_+ - y_+ x^2) \, dx}{(1 + y_+^2) - 2(1 - y_+ y_+) x^2 + (1 + y_+^2) x^4}
= \pm \frac{2}{\sqrt{|C|}} \left[ y_+ I_- (x^\pm, q_+, \alpha_-) - y_+ I_+ (x^\pm, q_+, \alpha_-) \right] / (1 + y_+^2).
$$

Finally, when $C = 0$, the integrals $\hat{I}_1^\pm$, $\hat{I}_2^\pm$, and $\hat{I}_3^\pm$ degenerate to

$$
\hat{I}_1^\pm = \int_{y_0}^{y_0} \frac{dy}{\sqrt{2\Delta L (y - y_0)}}, \quad \hat{I}_2^\pm = \int_{y_0}^{y_0} \left( \frac{1 + y^2}{1 + y^2} \right) \frac{dy}{\sqrt{2\Delta L (y - y_0)}},
$$

$$
\hat{I}_3^\pm = \int_{y_0}^{y_0} \left( \frac{y}{1 + y^2} \right) \frac{dy}{\sqrt{2\Delta L (y - y_0)}}. \quad (176)
$$
To evaluate these simpler integrals, we use the substitution

\[ y = y_0 + x^2 \quad \Rightarrow \quad x_0^\pm = \sqrt{|y_1 - y_0|} \in [0, +\infty), \]  

(177)

where we must still choose the sign \( \pm \) = \( \operatorname{sign} (-L) \) since \( L \leq 0 \) corresponds to \( y_1 \leq y_0 \). This results in

\[
\tilde{I}_1^\pm = \mp \frac{2}{\sqrt{2\Delta |L|}} \int_0^{y_0^\pm} dx = \mp \frac{2x_0^\pm}{\sqrt{2\Delta |L|}},
\]

(178a)

\[
\tilde{I}_2^\pm = \mp \frac{2}{\sqrt{2\Delta |L|}} \int_0^{y_0^\pm} \frac{dx}{(1+y_0^\pm)^{1/2} + 2\sqrt{y^2 + x^2}} = \mp \frac{2}{\sqrt{2\Delta |L|}} I_y^\pm (x_0^\pm, q_0, \alpha_0^\pm),
\]

(178b)

\[
\tilde{I}_3^\pm = \mp \frac{2}{\sqrt{2\Delta |L|}} \int_0^{y_0^\pm} \frac{dx}{(1+y_0^\pm)^{1/2} + 2\sqrt{y^2 + x^2}} = \mp \frac{2}{\sqrt{2\Delta |L|}} [y_0 I_y^\pm (x_0^\pm, q_0, \alpha_0^\pm) + I_\alpha^\pm (x_0^\pm, q_0, \alpha_0^\pm)],
\]

(178c)

\[
q_0 = (1 + y_0^\pm)^{1/4} > 0, \quad \alpha_0^\pm = \frac{\pi}{2} \mp \arctan y_0 \in [0, \pi].
\]

(178d)

To put everything together, it is useful to define

\[
\tilde{I}_\varphi^\pm (x,\alpha,s) = \left[ (\triangle y_+ - L) \tilde{I}_+^\pm (x, q_\pm, \alpha) + (s \triangle y_+ - L) \tilde{I}_+^\pm (x, q_\pm, \alpha) \right], \]

(179a)

\[
\tilde{I}_\varphi^0 (x,\alpha,s) = (\triangle y_0 - L) \tilde{I}_-^\pm (x, q_0, \alpha) - s \triangle \tilde{I}_+^\pm (x, q_0, \alpha),
\]

(179b)

\[
\tilde{I}_\tau^\pm (x,\alpha,s) = \left[ (\triangle + Ly_\pm) \tilde{I}_-^\pm (x, q_\pm, \alpha) + (\triangle + sLy_\pm) \tilde{I}_+^\pm (x, q_\pm, \alpha) \right],
\]

(179c)

\[
\tilde{I}_\tau^0 (x,\alpha,s) = (\triangle + Ly_0) \tilde{I}_-^\pm (x, q_0, \alpha) - s \tilde{I}_+^\pm (x, q_0, \alpha),
\]

(179d)

where we remind the reader that the quantities \( y_\pm, q_\pm, q_0 \), and \( I_\pm \) are defined in equations (157), (171), (178d) and (A.8), respectively. Then, we see that when \( C > 0 \),

\[
\int_{y_\pm}^{y_0^\pm} \frac{dy}{\sqrt{\mathcal{V}(y)}} = \mp \frac{2}{\sqrt{C}} \arctan x_\pm^\pm,
\]

(180a)

\[
\int_{y_\pm}^{y_0^\pm} \left( \frac{\triangle + Ly}{1 + y^2} \right) \frac{dy}{\sqrt{\mathcal{V}(y)}} = \mp \frac{2}{\sqrt{C}} \left[ L \arctan x_\pm^\pm + \tilde{I}_\varphi^\pm (x_\pm^\pm, \alpha_\mp, +) \right],
\]

(180b)

\[
\int_{y_\pm}^{y_0^\pm} \left( \frac{\triangle + Ly}{1 + y^2} \right) \frac{dy}{\sqrt{\mathcal{V}(y)}} = \mp \frac{2}{\sqrt{C}} \tilde{I}_\tau^\pm (x_\pm^\pm, \alpha_\mp, +),
\]

(180c)

where the choice of sign \( \pm \) is arbitrary. In particular, for Type I geodesics (with \( C > 0 \)), the half-period integrals are

\[
\int_{y_-}^{y_+} \frac{dy}{\sqrt{\mathcal{V}(y)}} = \frac{\pi}{\sqrt{C}}, \quad \int_{y_-}^{y_+} y \left( \frac{\triangle + Ly}{1 + y^2} \right) \frac{dy}{\sqrt{\mathcal{V}(y)}} = \frac{\pi L}{\sqrt{C}}, \quad \int_{y_-}^{y_+} \left( \frac{\triangle + Ly}{1 + y^2} \right) \frac{dy}{\sqrt{\mathcal{V}(y)}} = \pi.
\]

(181)
On the other hand, when $C < 0$, we must choose $\pm = \text{sign} (-L)$ and

$$
\int_{\gamma_{\pm}} \frac{dy}{\sqrt{j(y)}} = \mp \frac{2}{\sqrt{|C|}} \arctan x_{\pm}^y, \tag{182a}
$$

$$
\int_{\gamma_{\pm}} y \left( \frac{\Delta + Ly}{1 + y^2} \right) \frac{dy}{\sqrt{j(y)}} = \mp \frac{2}{\sqrt{|C|}} \left[ \text{arctanh} x_{\pm}^y + \tilde{I}_\varphi^y (x_{\pm}^y, \alpha_-, -) \right], \tag{182b}
$$

$$
\int_{\gamma_{\pm}} \left( \frac{\Delta + Ly}{1 + y^2} \right) \frac{dy}{\sqrt{j(y)}} = \mp \frac{2}{\sqrt{|C|}} \tilde{I}_\tau^y (x_{\pm}^y, \alpha_+, -). \tag{182c}
$$

Likewise, when $C = 0$ and $\pm = \text{sign} (-L)$,

$$
\int_{\gamma_0} \frac{dy}{\sqrt{j(y)}} = \mp \frac{2\nu_0}{\sqrt{2\Delta |L|}}, \tag{183a}
$$

$$
\int_{\gamma_{\pm}} y \left( \frac{\Delta + Ly}{1 + y^2} \right) \frac{dy}{\sqrt{j(y)}} = \mp \frac{2}{\sqrt{2\Delta |L|}} \left[ L\nu_0^0 + \tilde{I}_\varphi^0 (x_{\pm}^0, \alpha_0^+, \pm) \right], \tag{183b}
$$

$$
\int_{\gamma_{\pm}} \left( \frac{\Delta + Ly}{1 + y^2} \right) \frac{dy}{\sqrt{j(y)}} = \mp \frac{2}{\sqrt{2\Delta |L|}} \tilde{I}_\tau^0 (x_{\pm}^0, \alpha_0^+, \pm). \tag{183c}
$$

Substituting equations (180) and (181) into (168a) yields the geodesic integrals for Type I motion:

$$
\begin{align*}
\text{Type I :} & \quad 0 < C \leq \Delta^2 \text{ with } \pm \text{ arbitrary} \\
\tilde{I}_y &= \frac{1}{\sqrt{|C|}} \left[ w\pi \mp \nu_s \left( \frac{\pi}{2} - 2 \arctan x_{\pm}^y \right) \pm \nu_o \left( \frac{\pi}{2} - 2 \arctan x_{\pm}^y \right) \right], \tag{184a} \\
\tilde{I}_\varphi &= L\tilde{I}_y \pm \frac{2}{\sqrt{|C|}} \left[ \nu_s \tilde{I}_\varphi^y (x_{\pm}^y, \alpha_+, +) \mp \nu_o \tilde{I}_\varphi^y (x_{\pm}^y, \alpha_+, +) \right], \tag{184b} \\
\tilde{I}_\tau &= w\pi \mp \nu_s \left[ \frac{\pi}{2} - \frac{2}{\sqrt{|C|}} \tilde{I}_\tau^y (x_{\pm}^y, \alpha_+, +) \right] \pm \nu_o \left[ \frac{\pi}{2} - \frac{2}{\sqrt{|C|}} \tilde{I}_\tau^y (x_{\pm}^y, \alpha_+, +) \right]. \tag{184c}
\end{align*}
$$

The geodesic integrals for Type II and Type III motion are likewise obtained by substituting equations (182) and (183) into (168b), resulting in

$$
\begin{align*}
\text{Type II :} & \quad -L^2 < C < 0 \text{ with } \pm = \text{sign} (-L) \\
\tilde{I}_y &= \mp \frac{2}{\sqrt{|C|}} \left( \nu_s \text{arctanh} x_{\pm}^y \mp \nu_o \text{arctanh} x_{\pm}^y \right), \tag{185a} \\
\tilde{I}_\varphi &= L\tilde{I}_y \pm \frac{2}{\sqrt{|C|}} \left[ \nu_s \tilde{I}_\varphi^y (x_{\pm}^y, \alpha_+, -) \mp \nu_o \tilde{I}_\varphi^y (x_{\pm}^y, \alpha_-, -) \right], \tag{185b} \\
\tilde{I}_\tau &= \mp \frac{2}{\sqrt{|C|}} \left[ \nu_s \tilde{I}_\tau^y (x_{\pm}^y, \alpha_+, -) \pm \nu_o \tilde{I}_\tau^y (x_{\pm}^y, \alpha_-, -) \right]. \tag{185c}
\end{align*}
$$
Type III: \( C = 0 \) with \( \pm = \text{sign} (-L) \)

\[
\tilde{I}_y = \pm \frac{2}{\sqrt{2\Delta |L|}} \left( \nu_s x_0^0 - \nu_o x_0^0 \right),
\]

\[(186a)\]

\[
\tilde{I}_\varphi = L \tilde{I}_y \pm \frac{2}{\sqrt{2\Delta |L|}} \left[ \nu_s \tilde{Z}_\varphi^0 \left( x_0^0, \alpha^0_0, \pm \right) - \nu_o \tilde{Z}_\varphi^0 \left( x_0^0, \alpha^0_0, \pm \right) \right],
\]

\[(186b)\]

\[
\tilde{I}_\tau = \pm \frac{2}{\sqrt{2\Delta |L|}} \left[ \nu_s \tilde{Z}_\tau^0 \left( x_0^0, \alpha^0_0, \pm \right) - \nu_o \tilde{Z}_\tau^0 \left( x_0^0, \alpha^0_0, \pm \right) \right].
\]

\[(186c)\]

For the Types II and III geodesics (with \( C < 0 \) and \( C = 0 \), respectively), the radial integral \( \tilde{I}_y \) is in general divergent, indicating simply that the typical geodesic undergoes an infinite number of polar librations as it makes its way towards the boundary. In physical applications, this divergence is of course cut off by the finite distance to the NHEK boundary. Note however that the integral \( \tilde{I}_\tau \) is well behaved as \( y \to \pm \infty \), reflecting the fact that geodesics can reach the boundary of NHEK in finite global (but infinite proper) time.

4.1.3. Explicit solution of the geodesic equation. Up to this point, we have simply repeated the analysis performed for the Kerr integrals in section 2, taking advantage of the fact that the Kerr elliptic integrals reduce to trigonometric integrals in the near-horizon scaling limit. Fortuitously, the simplicity of the global NHEK geodesic equation relative to its Kerr counterpart allows one to go further and obtain an explicit time-parameterization for the global geodesics.

Comparing equations (8a) and (8c) to equations (150a) and (150d), one sees that the disappearance of \( \theta \)-dependence on the right-hand-side of equation (150d) allows one to reduce the \((\tau, y)\) motion in global NHEK to a single ordinary differential equation:

\[
\frac{dy}{d\tau} = \pm \frac{1 + y^2}{\Delta + L y} \sqrt{3(y)}.
\]

This is known as a first-order, non-linear autonomous system. Such equations are capable of displaying a number of interesting properties worth discussing. For instance, while continuity of the right-hand-side of equation (187) guarantees the existence of a solution locally, a continuous derivative is required to guarantee its uniqueness. Since this condition is violated at zeroes of the radial potential, multiple solutions may be possible for a given set of initial conditions. Indeed, these extra equilibrium solutions are the constant-radius trajectories discussed previously: a geodesic \( y(\tau) = y_t \) obeys the same initial conditions as a geodesic with turning point \( y_t \) whenever they meet. As we will see, although it is rarely the case for a generic non-linear autonomous system, the general solution to equation (187) includes these special equilibrium states as a subset.

More interestingly, solutions to systems like equation (187) are known to be capable of exhibiting blowup in finite time. In ordinary applications, this signals an instability of the non-linear system, but in our case it represents a reasonable physical effect: geodesics in NHEK can reach the conformal boundary in finite coordinate time. It is often impossible to obtain explicit solutions to systems like equation (187) in terms of elementary functions, so typical methods focus on describing the qualitative behavior of the solutions using fixed-point theory. The equilibrium configurations (both stable and unstable), which correspond to the zeroes of the radial potential, control the late-time behavior of the geodesics. As one varies the parameters \((\Delta, L, C)\) of this dynamical system, the various equilibrium points move around,
merge and annihilate, or emerge and separate. This qualitative analysis was performed in section 4.1.1.

When an analytic solution is possible, it is obtainable through the following procedure. Using separation of variables, one integrates equation (187) to determine \( \tau(y) \), up to a constant of integration. This was done in equations (184c), (185c) and (186c). This procedure defines \( y(\tau) \) implicitly. In global NHEK, \( \tau(y) \) is in general multivalued because \( y(\tau) \) is periodic. If one manages to invert \( \tau(y) \) in a small neighborhood, one can then extend the solution \( y(\tau) \) to the entire global strip. Indeed, because the system has time-translation symmetry (is autonomous), the general solution to the initial value problem is obtained from \( y(\tau) \) by a simple shift of the argument \( \tau \to \tau - \tau_\ast \).

Although generic autonomous systems can be difficult to integrate, equation (187) is very special. It arises from a system with extra symmetries generated by the Killing vector fields (131), and these symmetries can be used to reduce the differential equation to an algebraic one. While we chose to label geodesics in global NHEK by the conserved quantities associated to \( iL^\mu_0, W_0^\mu, \) and \( C^{\mu\nu} \), the quantities \( H_+ = H_+^\mu p_\mu, H_- = H_-^\mu p_\mu, \) and \( H_0 = H_0^\mu p_\mu \) are all conserved along particle trajectories as well. A particularly simple combination to work with is

\[
\frac{H_+ - H_-}{2H_0} = \frac{(L - \triangle y) \cos \tau \pm, \sqrt{Y(y)} \sin \tau}{(L - \triangle y) \sin \tau \mp, \sqrt{Y(y)} \cos \tau}.
\]

(188)

Differentiating this relation with respect to \( \tau \) and solving for \( y'(\tau) \), one easily recovers (187). Therefore, every solution to equation (187) obeys this algebraic relation for some value of the constant \( (H_+ - H_-)/2H_0 \), which depends on initial conditions. In fact, one can check that different choices of this constant amount to a shift \( \tau \to \tau - \tau_\ast \) in (188), in line with our expectations for an autonomous system. For the particular choice \( -L/\triangle \), further manipulation puts this equation in the form

\[
\left[ \frac{\triangle \cos \tau + L \sin \tau}{L \cos \tau - \triangle \sin \tau} \right]^2 = \frac{Y(y)}{(L - \triangle y)^3},
\]

(189)

and it is straightforward to verify that a solution to either algebraic equation satisfies equation (187). In terms of

\[ S(\tau) = C + \frac{\triangle^2 - C}{\triangle^2 + L^2} (\triangle \cos \tau + L \sin \tau)^2, \]

(190)

these expressions can be inverted to give

\[ y(\tau) = \frac{\Delta L}{S(\tau)} \left( 1 + \frac{\Delta \sin \tau - L \cos \tau}{\Delta L} \sqrt{\frac{\Delta^2 - C}{\Delta^2 + L^2} [S(\tau) + L^2]} \right). \]

(191)

(The quadratic equation has a second root with a \( - \) sign, which is related to this root by a shift of \( \tau \to \tau + \pi \).) Using global-time-translation symmetry, we can shift the argument \( \tau \to \tau - \tau_\ast \) to ensure that the geodesics pass through any point \((\tau_\ast, y_\ast)\) where geodesic motion is allowed:

\[ y_\ast(\tau_\ast) = \frac{\Delta L}{S(\tau_\ast - \tau_\ast)} \left( 1 + \frac{\Delta \sin (\tau_\ast - \tau_\ast) - L \cos (\tau_\ast - \tau_\ast)}{\Delta L} \sqrt{\frac{\Delta^2 - C}{\Delta^2 + L^2} [S(\tau_\ast - \tau_\ast) + L^2]} \right), \]

(192a)
\[ \tau_s^\pm = \tau_s \pm \arctan (y_s) + \arctan \left[ \frac{(L - \Delta y_s)(C + L^2)}{(\Delta^2 - C)(\Delta + L y_s) + (\Delta^2 + L^2) \sqrt{3} y_s} \right]. \quad (192b) \]

(In so doing, the values of the constants in equation (188) change, since they arise from symmetries that do not commute with global-time-translations.) This function describes the radial motion of a geodesic along the entire global strip. In the Type II case, geodesics hit the boundary at global time

\[ \tau_b^\pm = \tau_s^\pm + \pi + \arctan \left[ \frac{(C - \Delta^2) L \mp (\Delta^2 + L^2) \sqrt{|C|}}{(C + L^2) \Delta} \right] \mod 2\pi. \quad (193) \]

Provided that one keeps track of radial turning points encountered along the way (if any), the expression (192) allows one to obtain \( \tilde{I}_y \) as a function of global time by plugging in \( y_o(\tau_o) \).

In turn, substitution of \( \tilde{I}_y(\tau_o) \) into the inversion formulas (79) and (80) derived in section 2 allows one to obtain the polar angle of the particle as a function of global time. For instance, in the generic case \( P \neq 0 \ (L \neq \pm 2\mu M) \),

\[ \cos \theta_o(\tau_o) = \sqrt{\bar{u}_- \bar{u}_+} \arcsin \left[ \cos \theta_s \sqrt{\bar{u}_- \bar{u}_+} \right] - \text{sign}(p_\theta^s) \sqrt{-\bar{u}_- \bar{u}_+} P \tilde{I}_\phi(\tau_o). \quad (194) \]

Finally, given both \( y_o(\tau_o) \) and \( \theta_o(\tau_o) \), one can plug them into the expressions for \( \tilde{I}_\phi \) and \( \tilde{G}_\phi \) to obtain the azimuthal angle as a function of global time,

\[ \varphi_o(\tau_o) = \varphi_s + \tilde{G}_\phi(\tau_o) - \tilde{I}_\phi(\tau_o). \quad (195) \]

This completes the explicit parameterization of geodesics by the global time elapsed along their trajectory.

### 4.2. Geodesics in Poincaré NHEK

Having solved for the most general geodesic motion in global NHEK, we now turn to the description of geodesics in the Poincaré patch. Of course, each class of geodesics in Poincaré NHEK is in principle obtainable from some geodesic in global NHEK, which is simply the geodesic completion of the Poincaré patch. However, since the Poincaré coordinates naturally arise in the near-horizon limit of the extreme Kerr black hole, the Poincaré patch description is more useful for connecting the discussion to the far region, and many expressions take a much simpler form in these coordinates. Recall from section 3.2 that in Poincaré coordinates, the NHEK line element is

\[ ds^2 = 2M^2 \Gamma \left[ -R^2 dT^2 + \frac{dR^2}{R^2} + d\theta^2 + \Lambda^2 (d\Phi + RdT)^2 \right], \quad (196) \]

and the generators of \( \text{SL}(2, \mathbb{R}) \times U(1) \) are

\[ H_0 = T \partial_T - R \partial_R, \quad H_+ = \partial_T, \quad H_- = \left( T^2 + \frac{1}{R^2} \right) \partial_T - 2TR \partial_R - \frac{2}{R} \partial_\Phi, \quad W_0 = \partial_\Phi. \quad (197) \]

The Casimir of \( \text{SL}(2, \mathbb{R}) \) is the (manifestly reducible) symmetric Killing tensor.
The motion of a free particle of mass $\mu$ and four-momentum $P^\mu$ is described by the geodesic equation

$$P^\mu \tilde{\nabla} P^\nu = 0, \quad \tilde{\gamma}^{\mu\nu} P_\mu P_\nu = -\mu^2. \quad (199)$$

Geodesic motion in Poincaré NHEK is completely characterized by the three conserved quantities

$$E = -H_0^\mu P_\mu = -P_T, \quad L = W_0^\mu P_\mu = P_\Phi, \quad (200a)$$

$$C = C^{\mu\nu} P_\mu P_\nu = P_\Phi^2 - \left(1 - \frac{1}{\Lambda^2}\right) P_\Phi^2 + (2M^2\Gamma) \mu^2 = \frac{(P_T - P_\Phi R)^2}{R^2} - R^2 P_R^2 - P_\Phi^2, \quad (200b)$$

denoting the NHEK energy, angular momentum parallel to the axis of symmetry, and $\text{SL(2, R)}$ Casimir, respectively.

By inverting the above relations for $(\mu^2, E, L, C)$, we find that a particle following a geodesic in the Poincaré patch of the NHEK geometry (196) has an instantaneous four-momentum $P = P_\mu dX^\mu$ of the form

$$P(X^\mu, E, L, C) = -E dT \pm R \sqrt{R_n(R)} dR \pm_\theta \sqrt{\Theta_n(\theta)} d\theta + L d\Phi, \quad (201)$$

where the two choices of sign $\pm_R$ and $\pm_\theta$ depend on the radial and polar directions of travel, respectively. Here, we used the same polar potential $\Theta_n(\theta)$ introduced in equation (149b), and additionally defined a new radial potential

$$R_n(R) = (E + LR)^2 - (C + L^2) R^2. \quad (202)$$

One can then raise $P_\mu$ to obtain the equations for the geodesic trajectory,

$$2M^2\Gamma \frac{dR}{d\sigma} = \pm_R \sqrt{R_n(R)}, \quad (203a)$$

$$2M^2\Gamma \frac{d\theta}{d\sigma} = \pm_\theta \sqrt{\Theta_n(\theta)}, \quad (203b)$$

$$2M^2\Gamma \frac{d\Phi}{d\sigma} = -\frac{E + LR}{R} + \frac{L}{\Lambda^2}, \quad (203c)$$

$$2M^2\Gamma \frac{dT}{d\sigma} = \frac{E + LR}{R^2}. \quad (203d)$$

The parameter $\sigma$ is the affine parameter for massless particles ($\mu = 0$), and is related to the proper time $\delta$ by $\delta = \mu\sigma$ for massive particles.

Following the same procedure as in Kerr and global NHEK, we find from equation (203) that a geodesic labeled by $(\mu^2, E, L, C)$ connects spacetime points $X^\mu_0 = (T_0, R_0, \theta_0, \Phi_0)$ and $X^\mu_0 = (T_0, R_0, \theta_0, \Phi_0)$ in Poincaré NHEK if

$$\int_{R_0}^{R_1} dR = \int_{\theta_0}^{\theta_1} d\theta \sqrt{R_n(R)} \quad \text{and} \quad \int_{\theta_0}^{\theta_1} d\theta \sqrt{\Theta_n(\theta)}. \quad (204a)$$
\[ \Phi_o - \Phi_s = \int_{R_o}^{R} \left( -\frac{E + LR}{R} \right) \frac{dR}{\pm R\sqrt{\mathcal{R}_o(R)}} + \int_{\Theta_o}^{\Theta} \frac{L\Lambda^{-2}(\theta)}{\pm \theta \sqrt{\Theta_0(\theta)}} d\theta, \tag{204b} \]
\[ T_o - T_s = \int_{R_o}^{R} \left( E + LR \right) \frac{dR}{\pm R\sqrt{\mathcal{R}_o(R)}}, \tag{204c} \]

We may rewrite these conditions as
\[ \hat{I}_R = \hat{G}_\theta, \quad \Phi_o - \Phi_s = -\hat{I}_\Phi + \hat{G}_\Phi, \quad T_o - T_s = \hat{I}_T, \tag{205} \]

where we have introduced new integrals
\[ \hat{I}_R = \int_{R_o}^{R} \frac{dR}{\pm R\sqrt{\mathcal{R}_o(R)}}, \quad \hat{I}_\Phi = \int_{\Theta_o}^{\Theta} \frac{\left( E + LR \right)}{R^2} \frac{dR}{\pm R\sqrt{\mathcal{R}_o(R)}} \quad \hat{I}_T = \int_{R_o}^{R} \frac{\left( E + LR \right)}{R^2} \frac{dR}{\pm R\sqrt{\mathcal{R}_o(R)}} \tag{206a} \]
\[ \hat{G}_\theta = \int_{\Theta_o}^{\Theta} \frac{d\theta}{\pm \theta \sqrt{\Theta_0(\theta)}}, \quad \hat{G}_\Phi = \int_{\Theta_o}^{\Theta} \frac{L\Lambda^{-2}(\theta)}{\pm \theta \sqrt{\Theta_0(\theta)}} d\theta. \tag{206b} \]

### 4.2.1 Qualitative description of geodesic motion

As always, before evaluating the geodesic integrals, it is useful to determine the possible classes of geodesic motion. The angular motion is qualitatively the same as in Kerr and global NHEK, with the polar integral given by
\[ \tilde{G}_\theta = \tilde{G}_\theta = G_\theta, \tag{207} \]

under the identifications (154). In particular, the angular motion is non-vortical. We now turn to the classification of the radial motion. The analysis is similar to that for global NHEK, but is slightly complicated by the presence of the Poincaré horizon. The radial potential \( \mathcal{R}_o(R) = E^2 + 2ELR - CR^2 \) is a quadratic polynomial in \( R \) with manifestly positive discriminant \( 4E^2 \left( C + L^2 \right) > 0 \). As such, it always has two real roots
\[ R_{\pm} = \frac{EL}{C} \left( 1 \pm \sqrt{1 + \frac{C}{L^2}} \right) \in \mathbb{R}. \tag{208} \]
Positivity of energy in the local frame of the particle, \( P^T \geq 0 \), requires that
\[ E + LR \geq 0. \tag{209} \]
In terms of the critical radius
\[ R_c = \frac{-E}{L}, \tag{210} \]
this requirement becomes
\[ R \geq R_c, \quad L \geq 0. \tag{211} \]
When \( EL > 0 \), \( R_c \) lies behind the Poincaré horizon and is irrelevant for motion in the Poincaré patch. For allowed values of the geodesic parameters, the roots can only coincide with \( R_c \) if \( E = 0 \), in which case \( R_c = 0 \). Since this does not affect motion in the Poincaré patch, for all practical purposes, the roots \( R_{\pm} \) can never equal \( R_c \). Similarly, while both roots \( R_{\pm} \) are real for all values of the geodesic parameters, it is only the positive ones that affect motion in the Poincaré patch: a Poincaré observer will never know if the geodesic reaches a turning point behind the horizon.
As in section 4.1, the qualitative behavior of the radial motion is determined by the sign of $C$.

1. $0 < C < \infty$ corresponds to Type I motion. In this case, one root is positive while the other is negative: if $EL > 0$, then $R_- < 0 < R_+$, whereas if $EL < 0$, then $R_+ < 0 < R_- < R_c$. The condition (209) requires $E > 0$ in both cases. In Poincaré NHEK, particles on these geodesics come out of the past horizon at $R = 0$, travel to increasingly large radius until they encounter a turning point at a maximal allowed radius ($R_\pm$ according to whether $L \gtrless 0$), and then fall back into the future horizon at $R = 0$.

2. $-L^2 < C < 0$ corresponds to Type II motion. In this case, the roots $R_\pm$ are both simultaneously positive or negative depending on the sign of $EL$. Motion with both $E, L < 0$ is not allowed, because it violates condition (209). This leaves us with two subtypes of geodesics:

Type IIA: These geodesics have both $E, L > 0$. In this case, the roots are both negative, $R_+ < R_- < 0$, and energy positivity imposes no constraint on the radius. These geodesics all have one endpoint on the NHEK boundary and another on the future or past horizon: they explore all radii $R \in [0, \infty)$ without encountering any turning point. Those with $p^R < 0$ represent particles plunging into the black hole that eventually pass through the future horizon, while those with $p^R > 0$ emerge from the past horizon and appear as particles ejected by the white hole. The latter are unlikely to be of astrophysical interest since the past horizon does not exist for black holes formed by collapse.

Type IIB: These geodesics have $EL < 0$. In this case, the roots are both positive and $0 < R_- < R_+ < R_c$. Hence, the radial potential $R_n(R)$ is nonnegative if $R \leq R_-$ or $R \geq R_+$. There are two further subcases to consider:

$L > 0$, in which case condition (209) requires that $R > R_c$, so that only the branch $R_- < R$ is allowed. These geodesics fall in from the boundary of NHEK, bounce off of the radial potential, and return to the boundary. In global NHEK, these geodesics correspond to Type II motion that begins and ends on the right boundary.

$L < 0$, in which case condition (209) requires that $R < R_c$, so that only the branch $R < R_-$ is allowed. These geodesics enter the Poincaré patch of NHEK through the past horizon, bounce off of the radial potential and fall back into the future horizon. From the perspective of a Poincaré observer, they are qualitatively similar to the Type I Poincaré geodesics. In global NHEK, these geodesics correspond to Type II motion that begins and ends on the left boundary, passing through a single Poincaré patch.

3. $C = 0$ corresponds to Type III motion, which is a limit of Type II. The radial potential $R_n(R) = 2EL(R - R_0)$ is linear with a zero at $R_0 = -E/(2L)$. Condition (209) then requires $E > 0$. When $L > 0$ (Type IIIA), the only constraint on the radial motion is

---

20 The fact that $C$ is unbounded in Poincaré NHEK does not contradict the fact that $C$ is bounded above by $\triangle^2$ in global NHEK. Taking $C \to \infty$ at fixed Poincaré energy $\epsilon$ sends $\triangle \to \infty$ as well, so that the global NHEK bound $C < \triangle^2$ is still satisfied.

21 Recall that the turning points are separated by $\Delta \tau = \pi$, so there is precisely one per Poincaré patch.
that $R > 0$. When $L < 0$ (Type IIIB), the radial motion is constrained to the range $0 \leq R \leq R_0$.

To summarize, the type of radial motion is picked out by the sign of $C$ and $L$:

I. $C > 0$ corresponds to Type I motion in which $E > 0$ is required. Geodesic motion within the Poincaré patch is permitted in the range $R \in [0, R_\pm]$, with $\pm = \text{sign}(L)$.

II. $-L^2 < C < 0$ corresponds to Type II motion. There are two subcases:

- Type IIA motion with $E, L > 0$. Geodesic motion within the Poincaré patch is allowed in the range $R \in [0, \infty)$ and the geodesics encounter no turning points.
- Type IIB motion with $EL < 0$. Geodesic motion within the Poincaré patch is allowed in the range $R \in [0, R^\pm]$ when $L < 0$ and $R \in (R_+, \infty)$ when $L > 0$.

III. $C = 0$ corresponds to Type III motion, a limit of Type II motion in which $E > 0$ is required. Geodesic motion within the Poincaré patch is allowed in the range $R \in (0, \infty)$ when $L > 0$ (Type IIIA motion), and in the range $R \in (0, R_0)$ when $L < 0$ (Type IIIB motion).

Note that since global NHEK and the Poincaré patch share a spacelike surface that connects the two boundaries of the global strip, every Type I geodesic in global NHEK also appears as a Type I geodesic in Poincaré NHEK. However, neither global NHEK nor the Poincaré patch are globally hyperbolic, and this spacelike surface is not a Cauchy surface. As a result, not all Type II geodesics in global NHEK appear as Type II geodesics in Poincaré NHEK: many simply enter and exit the strip without penetrating the Poincaré patch. Indeed, even those that do appear in the patch are not necessarily complete geodesics: Type IIA geodesics look like plunges in the Poincaré patch because they cross the horizon and only return to the boundary farther up along the global strip, while Type IIB geodesics with $L < 0$ are extendible through both the past and future horizons. Only the Type IIB geodesics with $L > 0$ are complete.

4.2.2. Geodesic integrals in Poincaré NHEK. We now wish to compute the integrals $\hat{I}_R$, $\hat{I}_T$, $\hat{I}_{\Phi}$, $\hat{G}_\theta$, and $\hat{G}_\Phi$ that appear in the NHEK geodesic equation (205). As previously noted, the Poincaré NHEK angular integral $\hat{G}_\theta (\mu^2, L, C)$ takes the same form as the Kerr angular integral $G_\theta (Q, P, \ell)$ under the identifications (154). Similarly,

$$\hat{G}_\Phi (\mu^2, L, C) = \frac{L}{4} (4G_\phi - G_\ell - 3G_\theta),$$

(212)

under the same identifications. It remains to evaluate the radial integrals $\hat{I}_R$, $\hat{I}_T$, and $\hat{I}_{\Phi}$. It is useful to define signs

$$\nu_s = \text{sign} (P^R_s) = (-1)^w \text{sign} (P^R_o), \quad \nu_o = \text{sign} (P^R_o) = (-1)^w \text{sign} (P^R_o),$$

(213)

where $P^R_s$ and $P^R_o$ denote the radial momentum evaluated at the endpoints $X^\mu_s$ and $X^\mu_o$ of the geodesic, respectively, and $w \in \mathbb{N}$ denotes the number of turning points in the radial motion. As we saw in the previous subsection, radial motion in the Poincaré patch has either $w = 0$ or $w = 1$ turning points. For those geodesics capable of encountering a turning point (those for
which at least one of \( R_+ > 0 \) or \( R_0 > 0 \), it easily follows that the radial path integral unpacks as follows:\(^{22}\):  

\[
\text{Type I, IIB, IIIB : } \int_{R_0}^{R_+} = -\nu_s \int_{R_+}^{R_0} + \nu_0 \int_{R_0}^{R_+}, \quad \pm = \begin{cases} \text{sign}(L) & \text{Type I, IIB,} \\ 0 & \text{Type IIIB.} \end{cases} \tag{214}
\]

Since only the Types I, Type IIB and Type IIIB geodesics encounter a (positive-radius) turning point, we need to specify a different reference radius in order to compute the radial integrals for Type IIA and Type IIIA motion: integrating to \( R_+ \) and \( R_0 \) in these cases produces real, finite expressions for \( \hat{I}_R \), but requires one to integrate past the non-integrable singularity at \( R = 0 \) when computing \( \hat{I}_\Phi \) and \( \hat{I}_T \). Since \( \hat{I}_\Phi \) and \( \hat{I}_T \) are convergent at large \( R \), a convenient reference radius is instead \( R \to \infty \). Therefore, the radial path integral for Type IIA and Type IIIA geodesics, which always have \( \nu_s = \nu_o \), unpacks as follows:

\[
\text{Type IIA, IIIA : } \int_{R_0}^{R_+} = -\nu_s \int_{\infty}^{R_0} + \nu_s \int_{\infty}^{R_+}, \tag{215}
\]

To recapitulate: for Type IIA and Type IIIA motion, \( \hat{I}_\Phi \) and \( \hat{I}_T \) converge at large \( R \), but are singular as the limit of integration approaches the Poincaré horizon. For these integrals, one should use the representation (215). Conversely, \( \hat{I}_R \) is divergent for large \( R \), but converges near the horizon. For this integral, one should instead resort to the representation (214) with \( R_+ \) for Type IIA and \( R_0 \) for Type IIIA.

We can now explicitly evaluate the radial integrals. For our purposes, the relevant basis of integrals is given by

\[
\hat{I}_1^\pm \equiv \int_{R_+}^{R_0} \frac{dR}{\sqrt{C(R_+ - R)(R - R_-)}}, \tag{216a}
\]
\[
\hat{I}_2^\pm \equiv \int_{R_+}^{R_0} \frac{E}{R} \frac{dR}{\sqrt{C(R_+ - R)(R - R_-)}}, \tag{216b}
\]
\[
\hat{I}_3^\pm \equiv \int_{R_+}^{R_0} \frac{E + LR}{R^2} \frac{dR}{\sqrt{C(R_+ - R)(R - R_-)}}, \tag{216c}
\]

in terms of which

\[
\int_{R_+}^{R_0} \frac{dR}{\sqrt{C_n(R)}} = \hat{I}_1^+. \tag{217a}
\]
\[
\int_{R_+}^{R_0} \left( \frac{E + LR}{R} \right) \frac{dR}{\sqrt{C_n(R)}} = L \hat{I}_1^+ + \hat{I}_2^+, \tag{217b}
\]
\[
\int_{R_+}^{R_0} \left( \frac{E + LR}{R^2} \right) \frac{dR}{\sqrt{C_n(R)}} = \hat{I}_3^+. \tag{217c}
\]

\(^{22}\)This is essentially the same formula as for Type II motion in global NHEK, since there can never be more than one turning point.
For Type IIA and Type IIIA geodesics, the radial turning point $R_{\pm}$ in the limit of integration should be replaced by $R \to \infty$ for $\hat{I}_2$ and $\hat{I}_3$.

We define the positive quantity

$$z_{i}^\pm = \left| \frac{R_i - R_{\pm}}{R_i - R_{\mp}} \right|^{1/2}.$$  

(218)

When $C > 0$, motion is allowed in the range $R \in [0, R_{\pm}]$, with $R_{\mp} < R_{\pm}$ and $\pm = \text{sign} (L)$. Using the substitution

$$R = \frac{R_{\pm} + R_{\mp} z^2}{1 + z^2}, \quad z^2 = \frac{R_{\pm} - R}{R - R_{\mp}} > 0,$$

(219)
together with the fact that $CR_{\mp} = -E^2$, one finds that

$$\hat{I}_{1}^\pm = -\frac{2}{\sqrt{|C|}} \int_{0}^{z_{i}^\pm} \frac{dz}{1 + z^2} = -\frac{2}{\sqrt{|C|}} \arctan z_{i}^\pm,$$

(220a)

$$\hat{I}_{2}^\pm = -\frac{2E}{\sqrt{|C|}} \int_{0}^{z_{i}^\pm} \frac{dz}{R_{\mp} + R_{\pm} z^2} = -2\arctanh \left( \sqrt{\frac{R_{\mp} z_{i}^\pm}{R_{\pm} z_{i}^\pm}} \right),$$

(220b)

$$\hat{I}_{3}^\pm = -\frac{\sqrt{R_e(R)}}{ER} \bigg|_{R = R_{\pm}} = -\frac{\sqrt{R_e(R)}}{ER_i}.$$  

(220c)

When $C < 0$, we choose $\pm = \text{sign} (L)$ for Type IIB geodesics. The appropriate substitution is

$$R = \frac{R_{\pm} - R_{\mp} z^2}{1 - z^2}, \quad z^2 = \frac{R - R_{\pm}}{R - R_{\mp}} \in [0, 1].$$

(221)

The integrals are then given by

$$\hat{I}_{1}^\pm = \pm \frac{2}{\sqrt{|C|}} \int_{0}^{z_{i}^\pm} \frac{dz}{1 - z^2} = \pm \frac{2}{\sqrt{|C|}} \arctanh z_{i}^\pm,$$

(222a)

$$\hat{I}_{2}^\pm = \pm \frac{2E}{\sqrt{|C|}} \int_{0}^{z_{i}^\pm} \frac{dz}{R_{\pm} - R_{\mp} z^2} = -2\arctanh \left( \sqrt{\frac{R_{\mp} z_{i}^\pm}{R_{\pm} z_{i}^\pm}} \right),$$

(222b)

$$\hat{I}_{3}^\pm = -\frac{\sqrt{R_e(R)}}{ER} \bigg|_{R = R_{\pm}} = -\frac{\sqrt{R_e(R)}}{ER_i}.$$  

(222c)

On the other hand, for the Type IIA geodesics, we have

$$E > 0, \quad L > 0, \quad R_+ < R_- < 0.$$  

(223)

The appropriate substitution is the same as in equation (221), with the lower sign for $\hat{I}_1^-$ and the upper sign for $\hat{I}_2^+$ and $\hat{I}_3^+$. The integrals are given by

$$\hat{I}_1^- = \frac{2}{\sqrt{|C|}} \int_{0}^{z_{i}^-} \frac{dz}{1 - z^2} = \frac{2}{\sqrt{|C|}} \arctanh z_{i}^-,$$

(224a)
Finally, when $C = 0$, the quantities $E$ and $L (R - R_0)$ are separately positive, and the appropriate substitution for evaluating the integrals is $z^2 = 2EL (R - R_0)$. For Type IIIB motion with $L < 0$, they take the simple form

\[
\hat{I}_0^0 = \int_{R_0}^{R} \frac{dR}{\sqrt{2EL (R - R_0)}} = \frac{\sqrt{R_i (R)}}{ER},
\]

\[
\hat{I}_2^0 = \int_{R_0}^{R} \left( E \frac{dR}{\sqrt{2EL (R - R_0)}} \right) = -2\arctan \left( \frac{\sqrt{R_i (R)}}{E} \right),
\]

\[
\hat{I}_3^0 = \int_{R_0}^{R} \left( E + LR \frac{dR}{\sqrt{2EL (R - R_0)}} \right) = \frac{\sqrt{R_i (R)}}{ER},
\]

For Type IIIA motion with $L > 0$, one instead obtains

\[
\hat{I}_1^0 = \int_{R_0}^{R} \frac{dR}{\sqrt{2EL (R - R_0)}} = \frac{\sqrt{R_i (R)}}{EL},
\]

\[
\hat{I}_2^\infty = \int_{R_0}^{R} \left( E \frac{dR}{\sqrt{2EL (R - R_0)}} \right) = -2\arcsinh \sqrt{\frac{R_0}{R}},
\]

\[
\hat{I}_3^\infty = \int_{R_0}^{R} \left( E + LR \frac{dR}{\sqrt{2EL (R - R_0)}} \right) = -\frac{\sqrt{R_i (R)}}{ER}.
\]

Substituting equations (217) and (220) into (214) yields the geodesic integrals for Type I motion:

\[
\begin{align*}
\text{Type I:} & \quad C > 0 \text{ with } \pm = \text{sign} (L) \\
I_R &= \frac{2}{\sqrt{C}} \left[ \nu_i \arctan z_i^\pm - \nu_o \arctan z_o^\pm \right], \\
I_\phi &= L I_R + 2 \left[ \nu_i \arctanh \left( \sqrt{\frac{R_i^2 + z^\pm}{R_i^2}} \right) - \nu_o \arctanh \left( \sqrt{\frac{R_o^2 + z^\pm}{R_o^2}} \right) \right], \\
I_T &= \nu_i \sqrt{R_i (R)} \frac{1}{ER} - \nu_o \sqrt{R_o (R)} \frac{1}{ER}.
\end{align*}
\]
The geodesic integrals for Type IIA motion are likewise obtained by substituting equations (217) and (224) into (214) and (215), resulting in:

\[
\begin{align*}
\text{Type IIA} : & \quad -L^2 < C < 0 \text{ with } E, L > 0 \\
\dot{R} & = \frac{2\nu s}{\sqrt{|C|}} \left[ \text{arctanh} z_o^- - \text{arctanh} z_i^- \right], \\
\dot{\phi} & = L\dot{R} + 2\nu s \left[ \text{arctanh} \left( \sqrt{\frac{R_p}{R_p}} z_i^+ \right) - \text{arctanh} \left( \sqrt{\frac{R_p}{R_p}} z_o^+ \right) \right], \\
\dot{T} & = \nu s \left[ \sqrt{\frac{R_p(R_o)}{E_{R_i}}} - \sqrt{\frac{R_p(R_o)}{E_{R_o}}} \right].
\end{align*}
\]

The integrals for Type IIB motion are obtained by substituting equations (217) and (222) into (214), resulting in:

\[
\begin{align*}
\text{Type IIB} : & \quad -L^2 < C < 0 \text{ with } EL < 0 \text{ and } \pm = \text{sign} (L) \\
\dot{R} & = \mp \frac{2}{\sqrt{|C|}} \left[ \nu s \text{arctanh} z_i^+ - \nu o \text{arctanh} z_o^+ \right], \\
\dot{\phi} & = L\dot{R} + 2 \nu s \left[ \nu s \text{arctanh} \left( \sqrt{\frac{R_p}{R_p}} \pm z_i^+ \right) - \nu o \text{arctanh} \left( \sqrt{\frac{R_p}{R_p}} \pm z_o^+ \right) \right], \\
\dot{T} & = \nu s \left[ \sqrt{\frac{R_p(R_o)}{E_{R_i}}} - \sqrt{\frac{R_p(R_o)}{E_{R_o}}} \right].
\end{align*}
\]

Substituting equations (217) and (226) into (214) and (215), we obtain the Type IIIA integrals:

\[
\begin{align*}
\dot{R} & = \nu s \left[ \sqrt{\frac{R_p(R_o)}{E_{R_i}}} - \sqrt{\frac{R_p(R_o)}{E_{R_o}}} \right], \\
\dot{\phi} & = L\dot{R} - 2\nu s \left[ \text{arcsinh} \left( \sqrt{\frac{R_o}{R_o}} \right) - \text{arcsinh} \left( \sqrt{\frac{R_o}{R_o}} \right) \right], \\
\dot{T} & = \nu s \left[ \sqrt{\frac{R_p(R_o)}{E_{R_i}}} - \sqrt{\frac{R_p(R_o)}{E_{R_o}}} \right].
\end{align*}
\]

Substituting equations (217) and (226) into (214) and (215), we obtain the Type IIIA integrals:
Finally, substituting equations (217) and (225) into (214), we obtain the Type IIIB integrals:

\[
\dot{I}_R = \nu_o \sqrt{\frac{\mathcal{R}_n(R_o)}{ER_o}} - \nu_s \sqrt{\frac{\mathcal{R}_n(R_s)}{EL}}.
\]

(231a)

\[
\dot{I}_q = L \dot{I}_R + 2 \left[ \nu_s \text{arctanh} \left( \frac{\sqrt{\mathcal{R}_n(R_s)}}{E} \right) - \nu_o \text{arctanh} \left( \frac{\sqrt{\mathcal{R}_n(R_o)}}{E} \right) \right].
\]

(231b)

\[
\dot{I}_T = \nu_o \sqrt{\frac{\mathcal{R}_n(R_s)}{ER_s}} - \nu_o \sqrt{\frac{\mathcal{R}_n(R_o)}{ER_o}}.
\]

(231c)

4.2.3. Explicit solution of the geodesic equation. As in global NHEK, there are several complementary approaches to the solution of the geodesic equation in Poincaré NHEK. First, using equation (203), one can recast the \((T, R)\) motion as a first-order non-linear autonomous system:

\[
\frac{dR}{dT} = \pm \frac{R^2}{E + LR} \sqrt{\mathcal{R}_n(R)}.
\]

(232)

This formulation emphasizes several important properties of the problem. As in global NHEK, local existence of solutions is guaranteed, but uniqueness is not: the derivative of the right-hand side of equation (232) diverges at zeroes of the radial potential, so multiple solutions (including the physically important constant-radius trajectories) are possible for a given set of initial conditions. Similarly, the nonlinearities of the equation allow for blowup in finite coordinate time, reflecting the fact that it is possible for particles to reach the boundary of NHEK in finite time. Finally, the autonomous character of the equation allows us to obtain the general solution from a particular solution through a time translation. The qualitative fixed-point analysis of this equation was performed in section 4.2.1.

The relative simplicity of the Poincaré geodesic integrals allows for an explicit parametrization of the trajectories in terms of Poincaré time. According to the previous subsection, the time lapse along any geodesic segment is

\[
T_o(R_o) - T_s(R_s) = \nu_s \sqrt{\frac{\mathcal{R}_n(R_s)}{ER_s}} - \nu_o \sqrt{\frac{\mathcal{R}_n(R_o)}{ER_o}}.
\]

(233)

However, note that it is also possible to obtain this algebraic equation for the radial motion more directly using only the symmetries of the system. Indeed, the dilation charge

\[
H_0 \equiv H^\mu_0 p_\mu = \left( \frac{ET \pm R \sqrt{\mathcal{R}_n(R)}}{R} \right)
\]

(234)

is conserved along the trajectory of each particle. Evaluating this constant at \((T_s, R_s)\) and \((T_o, R_o)\), and then equating the results, immediately yields equation (233). In order to invert equation (233), it is useful to introduce a closely related (but not conserved) quantity

\[
S_o(T_o) \equiv C + (H_0 + ET_o)^2 = C + \left[ \nu_s \sqrt{\frac{\mathcal{R}_n(R_s)}{R_s}} - E (T_o - T_s) \right]^2.
\]

(235)
Rewriting equation (233) as

\[ \nu_o \frac{\sqrt{R_o(R_o)}}{R_o} = \nu_s \frac{\sqrt{R_s(R_s)}}{R_s} - E(T_o - T_s) = -H_0 - ET_o, \]  

(236)

and then squaring both sides, one finds

\[ \frac{E^2 + 2ELR_o - CR^2}{R_o^2} = (H_0 + ET_o)^2 = S_o(T_o) - C. \]  

(237)

The solution to this quadratic equation is given by

\[ R_o(T_o) = \frac{EL}{S_o(T_o)} \left( 1 \pm \sqrt{1 + \frac{S_o(T_o)}{L^2}} \right). \]  

(238)

The choice of sign in equation (238) is fixed by the type of geodesic under consideration. Before we can specify it, note that whenever the time is

\[ T_t = T_o + \nu_s \frac{\sqrt{R_o(R_o)}}{ER_o}, \]  

(239)

we have \( S_o(T_t) = C \), and therefore \( R_o(T_t) = R_o \). Hence, \( T_t \) is the turning time of the radial motion (provided there is one). Also, note that \( S_o(T) \) is strictly positive for Type I geodesics, while for Type II geodesics it has a pair of zeroes

\[ T^\pm = T_t \pm \sqrt{\frac{|C|}{E}}. \]  

(240)

We can now explicitly describe the radial motion depending on the sign of \( C \):

I. \( 0 < C < \infty \) corresponds to Type I motion. In this case, \( R(T) \) is given for all times \( T \in \mathbb{R} \) by equation (238) with the choice of sign \( \pm = \text{sign} \( L \) \). The particle reaches the horizon as \( T \to \pm \infty \), and encounters a turning point in between at \( (T, R) = (T_t, R_o) \).

II. \( -L^2 < C < 0 \) corresponds to Type II motion, and there are two further subcases to consider:

A. \( E, L > 0 \) corresponds to Type IIA motion. In this case, \( R(T) \) is given by equation (238) with the upper choice of sign and is defined on the domain \( T \in [T^+, T^-] \) according to whether \( p^R \leq 0 \). The particle reaches the boundary at \( T = T^\pm \) and the horizon as \( T \to \pm \infty \), without ever encountering a turning point.

B. \( EL < 0 \) corresponds to Type IIB motion. If \( L > 0 \), then \( R(T) \) is given by equation (238) with the upper choice of sign and is defined on the domain \( T \in [T^+, T^-] \). The particle reaches the boundary at \( T = T^\pm \), and encounters a turning point in between at \( (T, R) = (T_t, R_o) \). If \( L < 0 \), then \( R(T) \) is given by equation (238) with the lower choice of sign and is defined for all times \( T \in \mathbb{R} \). The particle reaches the horizon as \( T \to \pm \infty \), and encounters a turning point in between at \( (T, R) = (T_t, R_o) \).

III. \( C = 0 \) corresponds to Type IIII motion, a limit of Type II motion. If \( L > 0 \) (Type IIIA), then \( R(T) \) is given by equation (238) with the upper choice of sign and is defined on the domain \( T \geq T_t \) according to whether \( p^R \leq 0 \). The particle reaches the boundary at \( T = T_t \) and the horizon as \( T \to \pm \infty \), without ever encountering a turning point. If \( L < 0 \) (Type IIIB), then \( R(T) \) is given by equation (238) with the lower choice of sign and is defined for all times \( T \in \mathbb{R} \). The particle reaches the horizon as \( T \to \pm \infty \), and encounters a turning point in between at \( (T, R) = (T_t, R_o) \).
Provided that one keeps track of radial turning points encountered along the way (if any), expression (238) allows one to obtain $I_\Phi$ as a function of Poincaré time by plugging in $R_\sigma(T_o)$. In turn, substitution of $I_\Phi(T_o)$ into the inversion formulas (79) and (80) derived in section 2 allows one to obtain the polar angle of the particle as a function of time. For instance, in the generic case $P \neq 0$ ($L \neq \pm 2\mu M$),

$$\cos \theta_o(T_o) = \sqrt{\frac{|P_o|}{|P_o|}} \sin \left( \frac{X^\pm(T_o)}{|u^\pm|} \right),$$

$$X^\pm(T_o) = F \left( \arcsin \left( \frac{\cos \theta_o}{\sqrt{|u^\pm|}} \right) \bigg| \frac{u^\pm}{|u^\pm|} \right) - \sign(p^o_\rho) \sqrt{-u^\pm P_I\Phi(T_o)}, \quad (241)$$

where $P$ and $u^\pm$ are to be evaluated according to the identifications (154), and $\pm = \sign(P)$. Finally, given both $R_\sigma(T_o)$ and $\theta_o(T_o)$, one can plug them into the expressions for $I_\Phi$ and $G_\Phi$ to obtain the azimuthal angle,

$$\Phi_o(T_o) = \Phi_o - \Phi_o - \Phi_o + \Phi_o.$$

This completes the explicit parameterization of Poincaré NHEK geodesics by the time elapsed along their trajectory.

4.2.4. Isometry group orbits of geodesics. We can now explain how NHEK geodesics transform into one another under the action of the isometry group $SL(2, \mathbb{R}) \times U(1)$. First, note that none of the isometries act on the polar angle $\theta$. Therefore, two NHEK geodesics can only possibly be mapped into each other if they already share the same polar motion. This requires that they share the same $SL(2, \mathbb{R})$ Casimir $C$ and angular momentum $L$. If that is the case, then the geodesics could potentially be related by an isometry, and indeed, this must necessarily be the case.

To see why, first focus on their motion in the $(T, R)$ plane. The path $R_\sigma(T_o)$ traced by one geodesic can always be mapped into that traced by the other using an $SL(2, \mathbb{R})$ transformation, whose explicit form is given at the end of appendix B. Once their radial motion $R_\sigma(T_o)$ and (by assumption) their polar motion $\theta_o(T_o)$ both match, it is guaranteed that their azimuthal motion $\Phi_o(T_o)$ differs by at most a constant. This last discrepancy can be eliminated by acting with the $U(1)$ isometry to produce a countering constant shift. This completes the argument.

4.3. Geodesics in near-NHEK

Having solved for the most general geodesic motion in global and Poincaré NHEK, we now turn to the description of geodesics in the smaller patch of near-NHEK. Of course, each class of geodesics in near-NHEK is in principle obtainable from some class of geodesics in global NHEK, its geodesic completion. However, since the Poincaré coordinates naturally arise in the near-horizon limit of the near-extreme Kerr black hole, the near-NHEK description is more useful for connecting the discussion to the far region, and many expressions take a simpler form in these coordinates. Recall from section 3.3 that the near-NHEK line element is

$$ds^2 = 2M^2 \Gamma \left[ - (R^2 - \kappa^2) dT^2 + \frac{dR^2}{R^2 - \kappa^2} + d\theta^2 + \Lambda^2 (d\Phi + R dT)^2 \right], \quad (243)$$

and the generators of $SL(2, \mathbb{R}) \times U(1)$ are

$$H_0 = \frac{1}{\kappa} \partial_T, \quad H_\pm = \frac{e^{\pm \sqrt{\Lambda^2}}}{\sqrt{R^2 - \kappa^2}} \left[ \frac{\partial_R \mp (R^2 - \kappa^2)}{\partial_R - \kappa} \partial_\kappa - \kappa \partial_\theta \right], \quad W_0 = \partial_\Phi. \quad (244)$$
The Casimir of $\text{SL}(2, \mathbb{R})$ is the symmetric Killing tensor
\[ C^{\mu\nu} = -H^0_\mu H^0_\nu + \frac{1}{2} \left( H^0_\mu H^\nu_\nu + H^\mu_\nu H^\nu_\nu \right). \] (245)

The motion of a free particle of mass $\mu$ and four-momentum $P^\mu$ is described by the geodesic equation
\[ P^\mu \nabla_\mu P^\nu = 0, \quad g^{\mu\nu} P_\mu P_\nu = -\mu^2. \] (246)

Geodesic motion in near-NHEK is completely characterized by three conserved quantities
\[ E = -\kappa H^0_\mu P_\mu = -P_T, \quad L = W^0_\mu P_\mu = P_\Phi, \] (247a)
\[ C = C^{\mu\nu} P_\mu P_\nu = P^2_\Phi - \left(1 - \frac{1}{\Lambda^2}\right) P^2_\kappa + (2M^2\Gamma) \mu^2 = \frac{(P_T - P_\Phi R)^2}{R^2 - \kappa^2} - P^2_\kappa (R^2 - \kappa^2) - P^2_\Phi, \] (247b)
denoting the dilation weight, angular momentum parallel to the axis of symmetry, and $\text{SL}(2, \mathbb{R})$ Casimir, respectively.

By inverting the above relations for $(\mu^2, E, L, C)$, we find that a particle following a geodesic in the near-NHEK geometry (243) has an instantaneous four-momentum $P = P_\mu dX^\mu$ of the form
\[ P(X^\mu, E, L, C) = -EdT \pm_R \sqrt{\frac{R_\kappa(R)}{R^2 - \kappa^2}} \frac{dR}{R^2 - \kappa^2} \pm_\theta \sqrt{\Theta_n(\theta)} d\theta + Ld\Phi, \] (248)
where the two choices of sign $\pm_R$ and $\pm_\theta$ depend on the radial and polar directions of travel, respectively. Here, we used the same polar potential $\Theta_n(\theta)$ introduced in equation (149b), and additionally defined a new radial potential
\[ R_\kappa(R) = (E + LR)^2 - (C + L^2) \left( R^2 - \kappa^2 \right). \] (249)

One can then raise $P_\mu$ to obtain the equations for the geodesic trajectory,
\[ 2M^2\Gamma \frac{dR}{d\sigma} = \pm_R \sqrt{R_\kappa(R)}, \] (250a)
\[ 2M^2\Gamma \frac{d\theta}{d\sigma} = \pm_\theta \sqrt{\Theta_n(\theta)}, \] (250b)
\[ 2M^2\Gamma \frac{d\Phi}{d\sigma} = -\frac{R (E + LR)}{R^2 - \kappa^2} + \frac{L}{\Lambda^2}, \] (250c)
\[ 2M^2\Gamma \frac{dT}{d\sigma} = \frac{E + LR}{R^2 - \kappa^2}. \] (250d)

The parameter $\sigma$ is the affine parameter for massless particles ($\mu = 0$), and is related to the proper time $\delta$ by $\delta = \mu \sigma$ for massive particles. Note that
\[ \lim_{\kappa \to 0} R_\kappa(R) = R_n(R). \] (251)

In fact, by comparing with equation (203), we see that geodesics in near-NHEK with temperature $\kappa$ smoothly approach geodesics in NHEK as $\kappa \to 0$, even though the mapping between the geometries becomes singular.
Following the same procedure as always, we find from equation (250) that a geodesic labeled by \((\mu^2, E, L, C)\) connects spacetime points \(X^a_i = (T_i, R_i, \theta_i, \Phi_i)\) and \(X^a_o = (T_o, R_o, \theta_o, \Phi_o)\) in near-NHEK if

\[
\int_{R_i}^{R_o} \frac{dR}{\pm R \sqrt{\mathcal{R}_\kappa(R)}} = \int_{\theta_i}^{\theta_o} \frac{d\theta}{\pm \theta \sqrt{\Theta_\kappa(\theta)}}, \tag{252a}
\]

\[
\Phi_o - \Phi_i = \int_{R_i}^{R_o} \left( -\frac{R (E + LR)}{R^2 - \kappa^2} \right) \frac{dR}{\pm R \sqrt{\mathcal{R}_\kappa(R)}} + \int_{\theta_i}^{\theta_o} \frac{L \Lambda^{-2}(\theta)}{\pm \theta \sqrt{\Theta_\kappa(\theta)}} d\theta, \tag{252b}
\]

\[
T_o - T_i = \int_{R_i}^{R_o} \left( \frac{E + LR}{R^2 - \kappa^2} \right) \frac{dR}{\pm R \sqrt{\mathcal{R}_\kappa(R)}}. \tag{252c}
\]

We may rewrite these conditions as

\[
\tilde{I}_R = G_{\theta}, \quad \Phi_o - \Phi_i = -\Phi_{\theta} + G_{\Phi}, \quad T_o - T_i = \tilde{I}_T,
\]

where we have introduced the integrals

\[
\tilde{I}_R = \int_{R_i}^{R_o} \frac{dR}{\pm R \sqrt{\mathcal{R}_\kappa(R)}}, \quad \tilde{I}_\Phi = \int_{R_i}^{R_o} \frac{R (E + LR)}{R^2 - \kappa^2} \frac{dR}{\pm R \sqrt{\mathcal{R}_\kappa(R)}}, \tag{254a}
\]

\[
\tilde{I}_T = \int_{R_i}^{R_o} \left( \frac{E + LR}{R^2 - \kappa^2} \right) \frac{dR}{\pm R \sqrt{\mathcal{R}_\kappa(R)}}.
\]

\[
\tilde{G}_{\theta} = \int_{\theta_i}^{\theta_o} \frac{d\theta}{\pm \theta \sqrt{\Theta_\kappa(\theta)}}, \quad \tilde{G}_{\Phi} = \int_{\theta_i}^{\theta_o} \frac{L \Lambda^{-2}(\theta)}{\pm \theta \sqrt{\Theta_\kappa(\theta)}} d\theta. \tag{254b}
\]

4.3.1. Qualitative description of geodesic motion. The qualitative behavior of the geodesics in near-NHEK closely resembles that of geodesics in the Poincaré patch, with small adjustments due to the nonzero temperature \(\kappa > 0\). The angular motion is the same as in global and Poincaré NHEK, with the angular integrals given by

\[
\tilde{G}_{\theta} = \tilde{G}_{\theta} = G_{\theta}, \quad \tilde{G}_{\Phi} = \tilde{G}_{\Phi} = \frac{L}{4} (4G_{\Phi} - G_{\theta} - 3G_{\theta}), \tag{255}
\]

under the identifications (154). The angular motion is non-vortical. Properties of the radial motion are determined by the properties of the zeroes of the radial potential \(\mathcal{R}_\kappa(R) = E^2 + (C + L^2) \kappa^2 + 2ELR - CR^2\), which is a quadratic polynomial in \(R\) with discriminant \(4 (E^2 + CR^2) (C + L^2)\). Since \(C + L^2 > 0\), its two roots

\[
R_{\pm} = \frac{EL}{C} \left[ 1 \pm \sqrt{\left( 1 + \frac{C}{L^2} \right) \left( 1 + \frac{C\kappa^2}{E^2} \right)} \right] \tag{256}
\]

are real whenever \(C > -(E/\kappa)^2\). According to equation (250), positivity of near-NHEK energy in a local frame of the particle, \(P^L \geq 0\), requires that

\[
E + LR > 0. \tag{257}
\]

Note that although the form of the radial potential changes, the Poincaré NHEK constraint (209) arising from positivity of energy in a local frame remains the same. In terms of the critical radius
\[ R_c = -\frac{E}{L}, \]  

(258)

positivity of energy requires
\[ R \gtrsim R_c, \quad L \gtrsim 0. \]  

(259)

In near-NHEK, it is possible for the roots \( R_{\pm} \) to coincide with the critical radius \( R_c \) if
\[ L^2 = \left( \frac{E}{\kappa} \right)^2. \]  

(260)

This set of parameters corresponds to \( R_c^2 = \kappa^2 \).

The remainder of the analysis is more intricate in the presence of a nonzero temperature \( \kappa > 0 \) because, unlike NHEK, near-NHEK does not contain a complete spacelike surface connecting the two boundaries of the global strip. This means that, in contrast with the Poincaré patch, there exist Type I geodesics in global NHEK which never enter the near-NHEK patch. Similar issues arise in the analysis of the Type II motion, and extra care is needed in delineating all of the separate cases. Despite these complications, we still find it useful to describe the qualitative behavior of the radial motion in terms of the sign of \( C \), as in section 4.1:

1. \( 0 < C < \infty \) still corresponds to Type I motion. In this case, one root is positive while the other is negative. The energy positivity condition (257) rules out motion with both \( E, L < 0 \). On the other hand:
   - If both \( E, L > 0 \), then one has both \( R_- < 0 < R_+ \) and \( R_c < 0 < R_c \), so that geodesic motion is allowed in the range \( R \in [\kappa, R_+] \). These geodesics correspond to Type I trajectories in global NHEK that enter the near-NHEK patch through the past horizon at \( R = \kappa \) and continue on to a maximum radius before plunging back into the future horizon at \( R = \kappa \).
   - If \( EL < 0 \), then one has \( R_+ < 0 < R_- \) and motion is tentatively allowed in the range \( R \in [\kappa, R_-] \), provided that \( \kappa < R_- < R_c \) when \( L < 0 \) and \( R_c < \kappa < R_- \) when \( L > 0 \). The condition for \( R_- = \kappa \) is the same as the condition for \( R_- = R_c \), namely \( L = -E/\kappa \). If \( L < 0 \), then one has \( \kappa < R_- < R_c \) whenever \( -E/\kappa < L < 0 \), whereas if \( L > 0 \), one has \( R_c < \kappa < R_- \) whenever \( 0 < -E/\kappa < L \). Geodesics outside of this range of parameters do not enter the near-NHEK patch.

In conclusion, Type I motion occurs in the range \( R \in [\kappa, R_+] \) with \( \pm \) = sign \( (EL) \). When \( EL < 0 \), one additionally requires \( -E/\kappa < L \). Particles on these geodesics correspond to Type I geodesics in global NHEK that come out of the past horizon at \( R = \kappa \), travel to increasingly large radius until they encounter a turning point at a maximal allowed radius \( (R_+ \) according to whether \( EL \gtrsim 0 \), and then fall back into the future horizon at \( R = \kappa \).

2. \( -E^2 < C < 0 \) still corresponds to Type II motion. Condition (257) again rules out the case \( E, L < 0 \). However, there are additional cases to consider now, since the qualitative behavior depends on whether \( -(E/\kappa)^2 \gtrsim C \).

Case 1: \( -(E/\kappa)^2 < C \). In this case, the radial potential has two real roots, and the analysis resembles that of the radial geodesics in the Poincaré patch, with two subtypes of geodesics:

\[ R_c^2 = \kappa^2. \]

To see this, note that \( R_+^2 - \kappa^2 \) is a sum of positive terms when \( C > 0 \).
Type IIA: These geodesics have both $E, L > 0$. In this case, both roots are negative, $R_+ < R_- < 0 < \kappa$, and $R_0 < 0$. Geodesic motion is permitted in the full range $R \in [\kappa, \infty)$ and the geodesics encounter no turning points. Those with $p_R^0 > 0$ emerge from the past horizon and reach the boundary of near-NHEK, while those with $p_R^0 < 0$ plunge in from the near-NHEK boundary into the future horizon.

Type IIB: These geodesics have $EL < 0$. In this case, both roots are positive, $0 < R_- < R_+$, and $0 < R_0$. When $L > 0$, geodesic motion is allowed in the region $R \in [R_+, \infty)$, with $0 < R_0 < \kappa < R_+$ if $-E/\kappa < L$ and $0 < \kappa < R_0 < R_+$ if $-E/\kappa > L$. When $L < 0$, geodesic motion is allowed in the region $R \in [\kappa, R_-]$, provided that $\kappa < R_0 < R_-$, which requires that $-E/\kappa < L$. The geodesics with $L > 0$ fall in from the boundary of near-NHEK, bounce off of the radial potential, and return to the boundary. The geodesics with $L < 0$ enter near-NHEK through the past horizon, bounce off of the radial potential, and fall back into the future horizon.

Case 2: $-L^2 < C < -(E/\kappa)^2$. The roots of the radial potential are complex and the geodesic encounters no turning points. In this case, geodesics with $E, L > 0$ necessarily have $E/\kappa < L$ and are free to explore the entire near-NHEK patch $R \in [\kappa, \infty)$. These are also Type IIA geodesics. When $E < 0$ but $L > 0$, geodesic motion in the near-NHEK patch is only possible if $0 < R_0 < \kappa < R$. Therefore, geodesics with $0 < -E/\kappa < L$ explore the range $R \in [\kappa, \infty)$. This is a new class of Type IIA geodesic with $EL < 0$. Condition (257) rules out the case $E > 0$ with $L < 0$.

3. $C = 0$ corresponds to Type III motion, a limit of Type II motion. The radial potential $R_\nu(R) = 2EL(R - R_0)$ is linear with a zero at $R_0 = -(E^2 + L^2\kappa^2)/(2EL)$. Condition (257) eliminates the case $E, L < 0$. When $E, L > 0$ (Type IIIA), the constraint on the radial motion is that $R > 0$. When $EL < 0$ (Type IIB), the radial motion is allowed within the range $R \in [\kappa, R_0]$, provided that $R_0 < \kappa$ when $L > 0$ or that $R_0 > R_0$ when $L < 0$. For both signs of $L$, this happens if and only if $-E/\kappa < L$.

In summary, the types of radial motion in near-NHEK are:

I. $C > 0$ corresponds to Type I motion. Unlike in Poincaré NHEK, $E > 0$ is not required, but $L + E/\kappa > 0$ is. Geodesic motion within near-NHEK is permitted in the range $R \in [\kappa, R_+)$, with $\pm = \text{sign}(EL)$.

II. $-L^2 < C < 0$ corresponds to Type II motion. There are two subcases:

Type IIA motion with $E, L > 0$, or $E < 0 < -E/\kappa < L$ and $C < -(E/\kappa)^2$. Geodesic motion within near-NHEK is allowed in the range $R \in [\kappa, \infty)$ and the geodesics encounter no turning points.

Type IIB motion with $EL < 0$ and $-(E/\kappa)^2 < C$. Geodesic motion within near-NHEK is allowed in the range $R \in [R_+, \infty)$ when $L > 0$, and in the range $R \in [\kappa, R_-]$ when $-E/\kappa < L < 0$.

III. $C = 0$ corresponds to Type III motion, a limit of Type II motion. Unlike in Poincaré NHEK, $E > 0$ is not required, but $L + E/\kappa > 0$ is. Geodesic motion within near-NHEK is allowed in the range $R \in [\kappa, \infty)$ when $E, L > 0$ (Type IIIA motion), and in the range $R \in [\kappa, R_0]$ when $EL < 0$ (Type IIB motion).
4.3.2. Geodesic integrals in near-NHEK. We now wish to compute the integrals $I_R$, $I_T$, $I_M$, $G_0$, and $G_4$ that appear in the near-NHEK geodesic equation (253). The near-NHEK angular integral $G_0 (\mu^2, L, C)$ matches the Kerr angular integral $G_0 (Q, P, \ell)$ under the identifications (154). With the same identifications,

$$G_0 (\mu^2, L, C) = \frac{L}{4} (2G_0 - G_T - 3G_4).$$

(261)

In order to evaluate the radial integrals $I_R$, $I_T$, and $I_M$, we define the signs

$$\nu_s = \text{sign} \left( P^R_s \right) = (-1)^w \text{sign} \left( P^R_o \right), \quad \nu_o = \text{sign} \left( P^R_o \right) = (-1)^w \text{sign} \left( P^R_o \right),$$

(262)

where $P^R_s$ and $P^R_o$ denote the radial momentum evaluated at the endpoints $X^R_s$ and $X^R_o$ of the geodesic, respectively, and $w \in \mathbb{N}$ denotes the number of turning points in the radial motion. Radial motion in near-NHEK has either $w = 0$ or $w = 1$ turning points. Therefore, for geodesics that can encounter a turning point (those for which at least one of $R_\pm$ or $R_0$ lies outside the horizon at $R = \kappa$), the radial path integral unpacks as follows:

**Type I, IIB, IIIB**: \[
\int_{R_+}^{R_-} = -\nu_s \int_{R_+}^{R_-} + \nu_o \int_{R_+}^{R_-}, \quad \pm = \begin{cases} \text{sign} \left( EL \right) & \text{Type I}, \\ \text{sign} \left( L \right) & \text{Type IIB}, \\ 0 & \text{Type IIIB}. \end{cases}
\]

(263)

Since only the Type I, Type IIB and Type IIIB geodesics encounter a turning point outside the horizon, we need to specify an alternate reference radius for the Type IIA geodesics and Type IIIA geodesics. As in Poincaré NHEK, $I_R$ is divergent at large $R$, but converges when integrating across the horizon at $R = \kappa$: to evaluate this integral one uses the representation (263), with the lower endpoint of integration given by $R_-$ for Type IIA and $R_0$ for Type IIIA. The integrals $I_R$, $I_T$ are convergent at large $R$, but have a non-integrable singularity at the horizon of near-NHEK: to evaluate these integrals, one should use the alternate representation

$$\int_{R_+}^{R_-} = \int_{R_+}^{R_-} + \nu_o \int_{R_+}^{R_-} \int_{R_+}^{R_-} + \nu_o \int_{R_+}^{R_-} \int_{R_+}^{R_-}.$$

(264)

We can now explicitly evaluate the radial integrals. For our purposes, the relevant basis of integrals is given by

$$\tilde{I}_1^\pm \equiv \int_{R_-}^{R_+} \frac{dR}{\sqrt{C(R_+ - R) (R - R_-)}},$$

(265a)

$$\tilde{I}_2^\pm \equiv \int_{R_-}^{R_+} \left( \frac{L}{R^2 - \kappa^2} + E R \right) \frac{dR}{\sqrt{C(R_+ - R) (R - R_-)}} = \int_{R_-}^{R_+} 2 \left( \frac{E + L \kappa}{R - \kappa} + \frac{E - L \kappa}{R + \kappa} \right) \frac{dR}{\sqrt{C(R_+ - R) (R - R_-)}}$$

(265b)

$$\tilde{I}_3^\pm \equiv \int_{R_-}^{R_+} \left( \frac{E + L R}{R^2 - \kappa^2} \right) \frac{dR}{\sqrt{C(R_+ - R) (R - R_-)}} = \int_{R_-}^{R_+} 2 \left( \frac{E + L \kappa}{R - \kappa} - \frac{E - L \kappa}{R + \kappa} \right) \frac{dR}{\sqrt{C(R_+ - R) (R - R_-)}}$$

(265c)

in terms of which

$$\int_{R_-}^{R_+} \frac{dR}{\sqrt{C(R_+ - R)}} = \tilde{I}_1^\pm,$$

(266a)
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\[
\int_{R_\pm}^{R_i} \frac{R + LR}{R^2 - \kappa^2} \frac{dR}{\sqrt{R_\kappa(R)}} = L \mathcal{I}_1^\pm + \mathcal{I}_2^\pm, \tag{266b}
\]
\[
\int_{R_\pm}^{R_i} \frac{R + LR}{R^2 - \kappa^2} \frac{dR}{\sqrt{R_\kappa(R)}} = \mathcal{I}_3^+. \tag{266c}
\]

For Type IIA and Type IIIA geodesics, the radial turning point \( R_\pm \) in the limit of integration should be replaced by \( R \to \infty \) for \( \mathcal{I}_2 \) and \( \mathcal{I}_3 \).

We define the positive quantity and signs
\[
w_i^\pm = \frac{R_i - R_\pm}{R_i - R_\mp} \frac{1}{2}, \quad \rho^\pm = \text{sign} \left( \frac{L \pm \sqrt{E}}{\kappa} \right). \tag{267}
\]

When \( \mathcal{C} > 0 \), we have the following set of inequalities for the allowed geodesic motion:
\[
R \in [\kappa, R_\pm], \quad R_\mp < 0 < R_\pm, \quad R_\pm - \kappa \geq 0, \quad R_\mp + \kappa < 0, \quad L \pm \frac{E}{\kappa} > 0, \quad \pm = \text{sign} \left( EL \right). \tag{268}
\]

Using the substitution
\[
R = \frac{R_\pm + R_\mp w^2}{1 + w^2}, \quad w^2 = \frac{R_\pm - R}{R - R_\mp} > 0, \tag{269}
\]

and the fact that
\[
\mathcal{C} (R_+ \pm \kappa) (R_- \pm \kappa) = -(E \mp L \kappa)^2, \tag{270}
\]

one finds that
\[
\mathcal{I}_1^\pm = -\frac{2}{\sqrt{\mathcal{C}}} \int_0^{w_i^\pm} \frac{dw}{1 + w^2} = -\frac{2}{\sqrt{\mathcal{C}}} \arctan w_i^\pm, \tag{271a}
\]
\[
\mathcal{I}_2^\pm = -\frac{\kappa}{\sqrt{\mathcal{C}}} \left[ -\int_0^{w_i^\pm} \frac{(L - E/\kappa) dw}{(R_\pm + \kappa) + (R_\pm - \kappa) w^2} + \int_0^{w_i^\pm} \frac{(L + E/\kappa) dw}{(R_\pm - \kappa) + (R_\pm + \kappa) w^2} \right]
= \frac{\kappa}{\sqrt{\mathcal{C}}} \left[ \frac{L}{R_\pm - \kappa} \arctanh \left( \frac{R_\pm + \kappa}{R_\pm + \kappa w_i^\pm} \right) + \frac{L}{R_\pm + \kappa} \arctanh \left( \frac{R_\pm - \kappa}{R_\pm - \kappa w_i^\pm} \right) \right]
= \rho^+ \arctanh \left( \frac{R_\pm + \kappa}{R_\pm + \kappa w_i^\pm} \right) - \arctanh \left( \frac{R_\pm - \kappa}{R_\pm - \kappa w_i^\pm} \right), \tag{271b}
\]
\[
\mathcal{I}_3^\pm = -\frac{1}{\sqrt{\mathcal{C}}} \left[ \int_0^{w_i^\pm} \frac{(L - E/\kappa) dw}{(R_\pm + \kappa) + (R_\pm + \kappa) w^2} + \int_0^{w_i^\pm} \frac{(L + E/\kappa) dw}{(R_\pm - \kappa) + (R_\pm + \kappa) w^2} \right]
= -\frac{1}{\sqrt{\mathcal{C}}} \left[ \frac{L}{R_\pm + \kappa} \arctanh \left( \frac{R_\pm + \kappa}{R_\pm + \kappa w_i^\pm} \right) + \frac{L}{R_\pm - \kappa} \arctanh \left( \frac{R_\pm - \kappa}{R_\pm - \kappa w_i^\pm} \right) \right]
= \frac{1}{\kappa} \rho^- \arctanh \left( \frac{R_\pm + \kappa}{R_\pm + \kappa w_i^\pm} \right) + \arctanh \left( \frac{R_\pm - \kappa}{R_\pm - \kappa w_i^\pm} \right). \tag{271c}
\]

When \( \mathcal{C} < 0 \), we have the following set of inequalities for the allowed Type IIB motion:
\[
R \gtrless R_\pm, \quad 0 < \kappa < R_- < R_+, \quad \pm = \text{sign} \left( L \right). \tag{272}
\]
Using the substitution
\[
R = \frac{R_+ - R_- w^2}{1 - w^2}, \quad w^2 = \frac{R_+ - R_-}{R_+ - R} \in [0, 1],
\]
one finds that
\[
\tilde{I}_1^\pm = \pm \frac{2}{\sqrt{|C|}} \int_0^{\omega_1^\pm} \frac{dw}{1 - w^2} = \pm \frac{2}{\sqrt{|C|}} \arctanh \frac{w}{\sqrt{|C|}},
\]
(274a)
\[
\tilde{I}_2^\pm = \pm \frac{\kappa}{\sqrt{C}} \left[ - \int_0^{\omega_2^\pm} \frac{(L - E/\kappa) \, dw}{(R_+ + \kappa) - (R_- + \kappa) \, w^2} + \int_0^{\omega_2^\pm} \frac{(L + E/\kappa) \, dw}{(R_- - \kappa) - (R_+ - \kappa) \, w^2} \right]
\]
\[
= \pm \frac{\kappa}{\sqrt{C}} \left[ - \int_0^{\omega_2^\pm} \frac{(L - E/\kappa) \, dw}{(R_+ + \kappa) - (R_- + \kappa) \, w^2} + \int_0^{\omega_2^\pm} \frac{(L + E/\kappa) \, dw}{(R_- - \kappa) - (R_+ - \kappa) \, w^2} \right]
\]
\[
= \pm \frac{1}{\kappa} \left[ \rho^- \arctanh \left( \frac{R_+ + \kappa}{R_+ - \kappa} \sqrt{w^2} \right) - \rho^+ \arctanh \left( \frac{R_- - \kappa}{R_- + \kappa} \sqrt{w^2} \right) \right].
\]
(274b)
\[
\tilde{I}_3^\pm = \pm \frac{1}{\sqrt{C}} \left[ \int_0^{\omega_3^\pm} \frac{(L - E/\kappa) \, dw}{(R_+ + \kappa) - (R_- + \kappa) \, w^2} + \int_0^{\omega_3^\pm} \frac{(L + E/\kappa) \, dw}{(R_- - \kappa) - (R_+ - \kappa) \, w^2} \right]
\]
\[
= \pm \frac{1}{\sqrt{C}} \left[ \int_0^{\omega_3^\pm} \frac{(L - E/\kappa) \, dw}{(R_+ + \kappa) - (R_- + \kappa) \, w^2} + \int_0^{\omega_3^\pm} \frac{(L + E/\kappa) \, dw}{(R_- - \kappa) - (R_+ - \kappa) \, w^2} \right]
\]
\[
= \pm \frac{1}{\kappa} \left[ \rho^- \arctanh \left( \frac{R_+ + \kappa}{R_+ - \kappa} \sqrt{w^2} \right) + \rho^+ \arctanh \left( \frac{R_- - \kappa}{R_- + \kappa} \sqrt{w^2} \right) \right].
\]
(274c)

For the Type IIA geodesics, we have two further subcases, according to whether the roots $R_\pm$ are real or complex. In the former subcase,
\[
-(E/\kappa)^2 < C < 0: \quad E > 0, \quad L > 0, \quad R_+ < R_- < 0, \quad R_\pm \pm \kappa < 0.
\]
(275)
The appropriate substitution is given in equation (273), with the lower choice of sign for $\tilde{I}_1$ and the upper choice of sign for $\tilde{I}_2$ and $\tilde{I}_3$:
\[
\tilde{I}_1^- = \frac{2}{\sqrt{|C|}} \int_0^{\omega_1^-} \frac{dw}{1 - w^2} = \frac{2}{\sqrt{|C|}} \arctanh \frac{w}{\sqrt{|C|}},
\]
(276a)
\[
\tilde{I}_2^- = \frac{\kappa}{\sqrt{|C|}} \left[ - \int_1^{\omega_2^-} \frac{(L - E/\kappa) \, dw}{(R_+ + \kappa) - (R_- + \kappa) \, w^2} + \int_1^{\omega_2^-} \frac{(L + E/\kappa) \, dw}{(R_- - \kappa) - (R_+ - \kappa) \, w^2} \right]
\]
\[
= \frac{\kappa}{\sqrt{|C|}} \left[ - \int_1^{\omega_2^-} \frac{(L - E/\kappa) \, dw}{(R_+ + \kappa) - (R_- + \kappa) \, w^2} + \int_1^{\omega_2^-} \frac{(L + E/\kappa) \, dw}{(R_- - \kappa) - (R_+ - \kappa) \, w^2} \right]
\]
\[
= \frac{1}{\sqrt{|C|}} \left[ \rho^- \arctanh \left( \frac{R_+ + \kappa}{R_+ - \kappa} \sqrt{w^2} \right) - \rho^+ \arctanh \left( \frac{R_- - \kappa}{R_- + \kappa} \sqrt{w^2} \right) \right].
\]
(276b)
\[ \mathcal{I}_i^+ = \frac{1}{\sqrt{|C|}} \left[ \int_0^{w^+} \frac{(L - E/\kappa) \, dw}{(R_+ + \kappa) - (R_- - \kappa) \, w^2} + \int_0^{w^+} \frac{(L + E/\kappa) \, dw}{(R_+ - \kappa) - (R_- - \kappa) \, w^2} \right] \]

\[ = \frac{1}{\sqrt{|C|}} \left[ \arctan \left( \frac{R_+ + \kappa}{\sqrt{R_+ + \kappa} R_+} \right) \right. \arctanh \left( \frac{R_+ + \kappa}{R_+ + \kappa} \right) + \left. \arctan \left( \frac{R_- - \kappa}{\sqrt{R_- - \kappa} R_-} \right) \right. \arctanh \left( \frac{R_- - \kappa}{R_- - \kappa} \right) \right) \]  

\[ = \rho \frac{\kappa}{\kappa} \left[ \arctan \left( \frac{R_+ + \kappa}{\sqrt{R_+ + \kappa} R_+} \right) - \arctan \left( \frac{R_- - \kappa}{\sqrt{R_- - \kappa} R_-} \right) \right] \quad \text{when} \quad (276c) \]

The second subcase is

\[ -L^2 < C < -(E/\kappa)^2 < 0 : \quad L > 0, \quad L \pm \frac{E}{\kappa} > 0, \quad R_+ = \overline{R_-}. \]  

Note that since \( R_- \) is complex, the integral \( \mathcal{I}_i^- \) is in general also complex. However, the imaginary part cancels out in the sum (264), since the full contour is deformable to the real axis. Similarly, since \( R_+ \) is complex for this case, the integrals \( \mathcal{I}_2^+ \) and \( \mathcal{I}_3^+ \) can be integrated from \( R_+ \) to \( R_- \); one avoids the non-integrable singularity at \( R = \kappa \) when \( R_+ \) moves into the complex plane. In terms of

\[ W_\pm = \frac{R_+ - R_\mp}{R_+ - R_\mp}, \quad \xi_\pm = \text{sign} \left( \frac{\kappa}{\sqrt{|C|}} \frac{(L \pm E/\kappa)}{(R_+ + \kappa) W_\pm} \right) = \text{sign} \left( \frac{\sqrt{|C|} (R_+ \pm \kappa)}{(R_+ + \kappa) W_\pm} \right), \]  

one finds

\[ \mathcal{I}_i^- = \frac{2}{\sqrt{|C|}} \int_0^{w^-} \frac{dw}{1 - w^2} = \frac{2}{\sqrt{|C|}} \arctan W_i^-, \]  

\[ \mathcal{I}_2^+ = \frac{\kappa}{\sqrt{|C|}} \left[ - \int_0^{w^+} \frac{(L - E/\kappa) \, dw}{(R_+ + \kappa) - (R_- + \kappa) \, w^2} + \int_0^{w^+} \frac{(L + E/\kappa) \, dw}{(R_+ - \kappa) - (R_- - \kappa) \, w^2} \right] \]

\[ = \frac{\kappa}{\sqrt{|C|}} \left[ - \arctan \left( \frac{R_+ + \kappa}{\sqrt{R_+ + \kappa} R_+} \right) \arctanh \left( \frac{R_+ + \kappa}{R_+ + \kappa} \right) + \arctan \left( \frac{R_- - \kappa}{\sqrt{R_- - \kappa} R_-} \right) \arctanh \left( \frac{R_- - \kappa}{R_- - \kappa} \right) \right] \]

\[ = -\xi^- \arctan \left( \frac{R_+ + \kappa}{\sqrt{R_+ + \kappa} R_+} \right) + \xi^+ \arctan \left( \frac{R_- + \kappa}{\sqrt{R_- - \kappa} R_-} \right), \]  

\[ \mathcal{I}_3^+ = \frac{1}{\sqrt{|C|}} \left[ \int_0^{w^+} \frac{(L - E/\kappa) \, dw}{(R_+ + \kappa) - (R_- + \kappa) \, w^2} + \int_0^{w^+} \frac{(L + E/\kappa) \, dw}{(R_+ - \kappa) - (R_- - \kappa) \, w^2} \right] \]

\[ = \frac{1}{\sqrt{|C|}} \left[ \arctan \left( \frac{R_+ + \kappa}{\sqrt{R_+ + \kappa} R_+} \right) \right. \arctanh \left( \frac{R_+ + \kappa}{R_+ + \kappa} \right) + \left. \arctan \left( \frac{R_- - \kappa}{\sqrt{R_- - \kappa} R_-} \right) \right. \arctanh \left( \frac{R_- - \kappa}{R_- - \kappa} \right) \right] \]

\[ = \frac{1}{\kappa} \left[ \xi^- \arctan \left( \frac{R_+ + \kappa}{\sqrt{R_+ + \kappa} R_+} \right) + \xi^+ \arctan \left( \frac{R_- + \kappa}{\sqrt{R_- - \kappa} R_-} \right) \right]. \]  

(279c)
Finally, when \( C = 0 \),
\[
\mathcal{R}_\kappa(R) = 2EL(R - R_0) > 0, \quad R_0 = \frac{-E^2 + L^2 \kappa^2}{2EL}, \quad \mathcal{R}_\kappa(\pm \kappa) = \kappa^2 (L \pm E/\kappa)^2, \quad L + \frac{E}{\kappa} > 0,
\]
and the integrals degenerate. We use the substitution \( w^2 = 2EL(R - R_0) \). For Type IIB motion with \( EL < 0 \) and \( R \in [\kappa, R_0] \), the integrals evaluate to
\[
I_1^0 = \int_{R_0}^{R} \frac{dR}{\sqrt{2EL(R - R_0)}} = \frac{\sqrt{\mathcal{R}_\kappa(R)}}{EL},
\]
(281a)
\[
I_2^0 = \int_{R_0}^{R} \left( \frac{LR^2 + ER}{R^2 - \kappa^2} \right) \frac{dR}{\sqrt{2EL(R - R_0)}} = \kappa \left[ (L - E/\kappa) \arctanh \sqrt{\frac{R_0 - R}{R_0 + \kappa}} - (L + E/\kappa) \arctanh \sqrt{\frac{R_0 - R}{R_0 - \kappa}} \right]
\]
(281b)
\[
I_3^0 = \int_{R_0}^{R} \left( \frac{E + LR}{R^2 - \kappa^2} \right) \frac{dR}{\sqrt{2EL(R - R_0)}} = -\frac{1}{\kappa} \left[ \rho \arctanh \sqrt{\frac{R_0 - R}{R_0 + \kappa}} + \arctanh \sqrt{\frac{R_0 - R}{R_0 - \kappa}} \right].
\]
(281c)

For Type IIIA motion with \( EL > 0 \) and \( R \in [\kappa, \infty) \), one has the additional relations
\[
R_0^2 - \kappa^2 = \left( \frac{E^2 - L^2 \kappa^2}{2EL} \right)^2 > 0 \quad \implies \quad R_0 + \kappa < 0.
\]
(282)

Using the substitution \( w^{-2} = 2EL(R - R_0) \), the integrals take the form
\[
I_1^0 = \int_{R_0}^{R} \frac{dR}{\sqrt{2EL(R - R_0)}} = \frac{\sqrt{\mathcal{R}_\kappa(R)}}{EL},
\]
(283a)
\[
I_2^\infty = \int_{R_0}^{R} \left( \frac{LR^2 + ER}{R^2 - \kappa^2} \right) \frac{dR}{\sqrt{2EL(R - R_0)}} = \kappa \left[ (L - E/\kappa) \arctanh \sqrt{\frac{R_0 + \kappa}{R_0 - R}} + (L + E/\kappa) \arctanh \sqrt{\frac{R_0 - \kappa}{R_0 - R}} \right]
\]
(283b)
\[
I_3^\infty = \int_{R_0}^{R} \left( \frac{E + LR}{R^2 - \kappa^2} \right) \frac{dR}{\sqrt{2EL(R - R_0)}} = -\frac{1}{\kappa} \left[ \rho \arctanh \sqrt{\frac{R_0 + \kappa}{R_0 - R}} + \arctanh \sqrt{\frac{R_0 - \kappa}{R_0 - R}} \right].
\]
(283c)
Substituting equations (266) and (271) into (263) yields the geodesic integrals for Type I motion:

\[
\text{Type I: } C > 0 \text{ and } L + E/\kappa > 0 \text{ with } \pm = \text{sign}(EL) \\
\bar{I}_K = \frac{2}{\sqrt{C}} \left[ \nu_s \arctan w_s^\pm - \nu_o \arctan w_o^\pm \right],
\]

\[(284a)\]

\[
I_\Phi = L^2 - \nu_s \left[ \rho^- \arctanh \left( \frac{\sqrt{R_+ + \kappa}}{R_\pm + \kappa} w_s^\pm - \arctanh \left( \frac{\sqrt{\kappa - R_+}}{R_\pm - \kappa} w_s^\pm \right) \right) \right. \\
+ \left. \nu_o \left[ \rho^- \arctanh \left( \frac{\sqrt{R_+ + \kappa}}{R_\pm + \kappa} w_o^\pm - \arctanh \left( \frac{\sqrt{\kappa - R_+}}{R_\pm - \kappa} w_o^\pm \right) \right) \right] \right.
\]

\[(284b)\]

\[
I_T = \frac{\nu_s}{\kappa} \left[ \rho^- \arctanh \left( \frac{\sqrt{R_- + \kappa}}{R_\pm + \kappa} w_s^\pm + \arctanh \left( \frac{\sqrt{\kappa - R_-}}{R_\pm - \kappa} w_s^\pm \right) \right) \right] \\
- \frac{\nu_o}{\kappa} \left[ \rho^- \arctanh \left( \frac{\sqrt{R_- + \kappa}}{R_\pm + \kappa} w_o^\pm + \arctanh \left( \frac{\sqrt{\kappa - R_-}}{R_\pm - \kappa} w_o^\pm \right) \right) \right].
\]

\[(284c)\]

Substituting equations (276) and (279) into (263) and (264) yields the geodesic integrals for Type IIA motion:

\[
\text{Type IIA: } -L^2 < C < 0, - (E/\kappa)^2 < C, \text{ and } E, L > 0(R_\pm \in \mathbb{R}) \\
\bar{I}_K = \frac{2\nu_s}{\sqrt{|C|}} \left[ \arctanh w_o^\pm - \arctanh w_o^\pm \right],
\]

\[(285a)\]

\[
I_\Phi = L^2 - \nu_s \left[ \rho^- \arctanh \left( \frac{\sqrt{R_- + \kappa}}{R_\pm + \kappa} w_s^\pm - \arctanh \left( \frac{\sqrt{\kappa - R_-}}{R_\pm - \kappa} w_s^\pm \right) \right) \right. \\
+ \left. \nu_o \left[ \rho^- \arctanh \left( \frac{\sqrt{R_- + \kappa}}{R_\pm + \kappa} w_o^\pm - \arctanh \left( \frac{\sqrt{\kappa - R_-}}{R_\pm - \kappa} w_o^\pm \right) \right) \right] \right.
\]

\[(285b)\]

\[
I_T = \frac{\nu_s}{\kappa} \left[ \rho^- \arctanh \left( \frac{\sqrt{R_- + \kappa}}{R_\pm + \kappa} w_s^\pm + \arctanh \left( \frac{\sqrt{\kappa - R_-}}{R_\pm - \kappa} w_s^\pm \right) \right) \right] \\
- \frac{\nu_o}{\kappa} \left[ \rho^- \arctanh \left( \frac{\sqrt{R_- + \kappa}}{R_\pm + \kappa} w_o^\pm + \arctanh \left( \frac{\sqrt{\kappa - R_-}}{R_\pm - \kappa} w_o^\pm \right) \right) \right].
\]

\[(285c)\]
Type IIA:

\[ -L^2 < C < -(E/\kappa)^2 < 0 \text{ and } L \pm E/\kappa > 0(R_\pm \in \mathbb{C}) \]

\[
\bar{I}_R = \frac{2\nu_s}{\sqrt{|C|}} \left[ \arctanh W_o^- - \arctanh W_s^- \right],
\]

(286a)

\[
\bar{I}_\Phi = LI_R + \nu_s \left[ \xi^- \arctanh \left( \frac{R_+ + \kappa}{R_+ + \kappa} W_s^+ \right) - \xi^+ \arctanh \left( \frac{R_- - \kappa}{R_- - \kappa} W_o^+ \right) \right]
- \nu_o \left[ \xi^- \arctanh \left( \frac{R_+ + \kappa}{R_+ + \kappa} W_o^+ \right) - \xi^+ \arctanh \left( \frac{R_- - \kappa}{R_- - \kappa} W_s^+ \right) \right],
\]

(286b)

\[
\bar{I}_T = -\frac{\nu_s}{\kappa} \left[ \xi^- \arctanh \left( \frac{R_+ + \kappa}{R_+ + \kappa} W_s^+ \right) + \xi^+ \arctanh \left( \frac{R_- - \kappa}{R_- - \kappa} W_o^+ \right) \right]
+ \frac{\nu_s}{\kappa} \left[ \xi^- \arctanh \left( \frac{R_+ + \kappa}{R_+ + \kappa} W_o^+ \right) + \xi^+ \arctanh \left( \frac{R_- - \kappa}{R_- - \kappa} W_s^+ \right) \right].
\]

(286c)

Substituting equations (266) and (274) into (263) yields the geodesic integrals for Type IIB motion:

Type IIB:

\[ -L^2 < C < 0 \text{ with } \pm = \text{sign} L \]

\[
\bar{I}_R = \pm \frac{2\nu_s}{\sqrt{|C|}} \left[ \nu_s \arctanh w_o^\pm - \nu_o \arctanh w_s^\pm \right],
\]

(287a)

\[
\bar{I}_\Phi = LI_R \pm \nu_s \left[ \rho^- \arctanh \left( \frac{R_+ + \kappa}{R_+ + \kappa} w_s^+ \right) - \rho^+ \arctanh \left( \frac{R_- - \kappa}{R_- - \kappa} w_o^+ \right) \right]
\mp \nu_o \left[ \rho^- \arctanh \left( \frac{R_+ + \kappa}{R_+ + \kappa} w_o^+ \right) - \rho^+ \arctanh \left( \frac{R_- - \kappa}{R_- - \kappa} w_s^+ \right) \right],
\]

(287b)

\[
\bar{I}_T = \pm \frac{\nu_s}{\kappa} \left[ \rho^- \arctanh \left( \frac{R_+ + \kappa}{R_+ + \kappa} w_s^+ \right) + \rho^+ \arctanh \left( \frac{R_- - \kappa}{R_- - \kappa} w_o^+ \right) \right]
\pm \frac{\nu_s}{\kappa} \left[ \rho^- \arctanh \left( \frac{R_+ + \kappa}{R_+ + \kappa} w_o^+ \right) + \rho^+ \arctanh \left( \frac{R_- - \kappa}{R_- - \kappa} w_s^+ \right) \right].
\]

(287c)
Substituting equations (266) and (283) into (264) yields the geodesic integrals for Type IIA motion:

\[
\begin{align*}
\bar{I}_R &= \nu_s \left[ \sqrt{\frac{R_o}{R_\kappa(R_o)}} - \sqrt{\frac{R_s}{R_\kappa(R_s)}} \right], \\
\bar{I}_\Phi &= L \bar{I}_R - \nu_s \left[ \rho - \arctanh \frac{R_0 + \kappa}{R_0 - R_s} - \arctanh \frac{R_0 - \kappa}{R_0 - R_o} \right], \\
\bar{I}_T &= \nu_s \left[ \frac{R_s}{R_0 + \kappa} + \frac{R_0}{R_0 - R_s} \right].
\end{align*}
\]

Finally, substituting equations (266) and (281) into (263) yields the geodesic integrals for Type IIB motion:

\[
\begin{align*}
\bar{I}_R &= -\nu_s \sqrt{\frac{R_o}{R_\kappa(R_o)}} + \nu_o \sqrt{\frac{R_o}{R_\kappa(R_o)}}, \\
\bar{I}_\Phi &= L \bar{I}_R - \nu_s \left[ \rho - \arctanh \frac{R_0 - R_o}{R_0 + \kappa} - \arctanh \frac{R_0 - \kappa}{R_0 - R_o} \right], \\
\bar{I}_T &= \nu_o \left[ \frac{R_0 - R_o}{R_0 + \kappa} + \frac{R_0 - R_o}{R_0 - R_s} \right].
\end{align*}
\]

4.3.3. Explicit solution of the geodesic equation. We would now like to explicitly solve for the \((T, R)\) motion in near-NHEK. As always, the problem can be recast as a first-order non-linear autonomous system:

\[
\frac{dR}{dT} = \pm R \frac{R^2 - \kappa^2}{E + LR} \sqrt{R_\kappa(R)}.
\]

The physically relevant properties of the analogous ODEs in global and Poincaré NHEK manifest themselves in near-NHEK as well. The non-linearity of the system allows for blowup of solutions in finite coordinate time, allowing particles to reach the boundary of near-NHEK. Likewise, non-differentiability of the right-hand side of equation (290) at zeroes of the radial
potential allows for multiple solutions with the same initial conditions: constant-radius trajectories also exist in near-NHEK. The qualitative fixed-point analysis of this equation was performed in section 4.3.1.

To proceed in solving this equation, we make use of the symmetries of near-NHEK. The quantities \( H_+ = H_+^\mu p_\mu \) and \( H_- = H_-^\mu p_\mu \) are conserved along the particle trajectory. We can therefore evaluate the quantity

\[
\frac{H_+}{H_-} = e^{-2\kappa T} \frac{ER + L\kappa^2 \pm_R \kappa \sqrt{R_\kappa(R)}}{ER + L\kappa^2 \pm_R \kappa \sqrt{R_\kappa(R)}}
\]

at the separate points \( (T_s, R_s) \) and \( (T_o, R_o) \), and then set the results equal to each other to obtain

\[
e^{2\kappa(T_o-T_s)} = \left( \frac{ER_o + L\kappa^2 - \nu_o \kappa \sqrt{R_\kappa(R_o)}}{ER_o + L\kappa^2 + \nu_o \kappa \sqrt{R_\kappa(R_o)}} \right) \left( \frac{ER_s + L\kappa^2 + \nu_s \kappa \sqrt{R_\kappa(R_s)}}{ER_s + L\kappa^2 - \nu_s \kappa \sqrt{R_\kappa(R_s)}} \right).
\]

Taking the logarithm of this expression yields

\[
T(R_o) - T(R_s) = \frac{1}{2\kappa} \log \left[ \frac{ER + L\kappa^2 \pm_R \kappa \sqrt{R_\kappa(R)}}{ER + L\kappa^2 \pm_R \kappa \sqrt{R_\kappa(R)}} \right]^{R=R_o} = \frac{1}{2\kappa} \log \left[ \frac{ER + L\kappa^2 \pm_R \kappa \sqrt{R_\kappa(R)}}{ER + L\kappa^2 \pm_R \kappa \sqrt{R_\kappa(R)}} \right]^{R=R_s}.
\]

Equation (293) takes the form

\[
\frac{ER_o + L\kappa^2 - \nu_o \kappa \sqrt{R_\kappa(R_o)}}{ER_o + L\kappa^2 + \nu_o \kappa \sqrt{R_\kappa(R_o)}} = X(T_o).
\]

Isolating the terms with radicals, squaring, and solving the resulting quadratic equation, one finds

\[
R_o(T_o) = \frac{EL}{S_o(T_o)} \left[ 1 \pm \sqrt{1 + \frac{S_o(T_o)}{L^2}} \left( 1 + \frac{S_o(T_o)\kappa^2}{E^2} \right) \right],
\]

where

\[
S_o(T_o) \equiv \frac{1}{X(T_o)} \left[ C \left( \frac{1 + X(T_o)}{2} \right)^2 + E^2 \kappa^2 \left( \frac{1 - X(T_o)}{2} \right)^2 \right] = S_o(T_o) + O(\kappa^2).
\]

In the \( \kappa \to 0 \) limit, this expression reduces to equation (238), as expected. The choice of sign in equation (296) is fixed by the type of geodesic under consideration. Before we can specify it, note that whenever the time is

\[
T_i = T_o - \frac{1}{2\kappa} \log \left[ \frac{ER_o + L\kappa^2 - \nu_o \kappa \sqrt{R_\kappa(R_o)}}{ER_o + L\kappa^2 + \nu_o \kappa \sqrt{R_\kappa(R_o)}} \right],
\]

we have \( X(T_i) = 1 \), and therefore \( S_o(T_i) = C \), which in turn implies \( R_o(T_i) = R_1 \). Hence, \( T_i \) is the turning time of the radial motion (provided there is one). Also, note that \( S_o(T_i) \) is strictly positive for Type I geodesics, while for Type II geodesics, it has a pair of real zeroes.
\[ T^\pm = T_s - \frac{1}{2\kappa} \log \left[ \frac{ER_s + L\kappa^2 - \nu_s\kappa \sqrt{R_s(R_s)}}{ER_s + L\kappa^2 + \nu_s\kappa \sqrt{R_s(R_s)}} \right] \left( \frac{C + E^2/\kappa^2)^{\pm 1}}{\sqrt{|C| + E/\kappa}} \right) \]  

(299)

We can now explicitly describe the radial motion depending on the sign of \( C \):

I. \( 0 < C < \infty \) corresponds to Type I motion. In this case, \( R(T) \) is given for all times \( T \in \mathbb{R} \) by equation (296) with the choice of sign \( \pm = \text{sign}(EL) \), provided that \( R_{\pm} > \kappa \). The particle reaches the horizon at \( T \to \pm \infty \), and encounters a turning point in between at \( (T,R) = (T_s,R_\pm) \).

II. \( -L^2 < C < 0 \) corresponds to Type II motion, and there are two further subcases to consider:

A. \( E,L > 0 \), or \( E < 0 < -E/\kappa < L \) with \( C < - (E/\kappa)^2 \), corresponds to Type IIA motion. If \( E,L > 0 \), then \( R(T) \) is given by equation (296) with the upper choice of sign. If \( E < 0 < -E/\kappa < L \) with \( C < - (E/\kappa)^2 \), then \( R(T) \) is given by equation (296) with the choice of sign flipping at \( T = (T_+ + T_-)/2 \). One must choose the upper/lower sign for \( T < (T_+ + T_-)/2 \) according to whether \( p^R \lesssim 0 \), and the opposite sign for \( T > (T_+ + T_-)/2 \). In both cases, \( R(T) \) is defined on the domain \( T \geq T^\pm \) according to whether \( p^R \lesssim 0 \). The particle reaches the boundary at \( T = T^\pm \) and the horizon as \( T \to \pm \infty \), without ever encountering a turning point.

B. \( EL < 0 \) with \(- (E/\kappa)^2 < C \) corresponds to Type IIB motion. If \( L > 0 \), then \( R(T) \) is given by equation (296) with the upper choice of sign and is defined on the domain \( T \in [T^+, T^-] \). The particle reaches the boundary at \( T = T^\pm \), and encounters a turning point in between at \( (T,R) = (T_s,R_\pm) \).

III. \( C = 0 \) corresponds to Type III motion, a limit of Type II motion. If \( E,L > 0 \) (Type IIIA), then \( R(T) \) is given by equation (296) with the upper choice of sign and is defined on the domain \( T \geq T_s \) according to whether \( p^R \lesssim 0 \). The particle reaches the boundary at \( T = T_s \) and the horizon as \( T \to \pm \infty \), without ever encountering a turning point. If \( EL < 0 \) (Type IIIB), then \( R(T) \) is given by equation (296) with the lower choice of sign and is defined for all times \( T \in \mathbb{R} \). The particle reaches the horizon as \( T \to \pm \infty \), and encounters a turning point in between at \( (T,R) = (T_s,R_\pm) \).

Provided that one keeps track of radial turning points encountered along the way (if any), the expression (296) allows one to obtain \( I_k \) as a function of time by plugging in \( R_\pm(To) \). In turn, substitution of \( I_k(To) \) into the inversion formulas (79) and (80) derived in section 2 allows one to obtain the polar angle of the particle as a function of time. For instance, in the generic case \( P \neq 0 \),

\[ \cos \theta_\theta(To) = \sqrt{1 - \sin^2 \left( X^\pm(To) \frac{u_\theta}{u_\rho} \right)}, \quad X^\pm(To) = F \left( \arcsin \left( \frac{\cos \theta_\theta(To)}{\sqrt{-P}} \right) \frac{u_\theta}{u_\rho} - \text{sign}(P) \sqrt{-u_\rho P_k(To)} \right) \]  

(300)

where \( P \) and \( u_\rho \) are to be evaluated according to the identifications (154), and \( \pm = \text{sign}(P) \). Finally, given both \( R_\pm(To) \) and \( \theta_\theta(To) \), one can plug them into the expressions for \( I_k \) and \( G_k \) to obtain the azimuthal angle.
\[ \Phi_o(T_o) = \Phi_x(T_o) + \tilde{G}_\Phi(T_o). \]  

(301)

This completes the explicit parameterization of near-NHEK geodesics by the time elapsed along their trajectory.
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Appendix A. Elliptic and pseudo-elliptic integrals

In this appendix, we define our conventions for the elliptic integrals used throughout the text. We also present two integral identities that are needed in section 4.1 to compute the radial geodesic integrals in global NHEK.

A.1. Incomplete elliptic integrals

The incomplete elliptic integral of the first kind \( F \) is defined as

\[ F(x|k) = \int_0^x \frac{d\theta}{\sqrt{1 - k \sin^2 \theta}} = \int_0^{\sin x} \frac{dt}{\sqrt{(1 - t^2)(1 - kt^2)}}. \]  

(A.1)

The incomplete elliptic integral of the second kind \( E \) is defined as

\[ E(x|k) = \int_0^x \sqrt{1 - k \sin^2 \theta} d\theta = \int_0^{\sin x} \frac{1 - kt^2}{\sqrt{1 - t^2}} dt. \]  

(A.2)

We use a \( \prime \) to denote its derivative with respect to its second argument:

\[ E'(x|k) \equiv \frac{d}{dk} E(x|k) = \frac{1}{2} \int_0^{\sin x} \frac{t^2 dt}{\sqrt{(1 - t^2)(1 - kt^2)}}. \]  

(A.3)

The incomplete elliptic integral of the third kind \( \Pi \) is defined as

\[ \Pi(n;x|k) = \int_0^x \frac{1}{(1 - n \sin^2 \theta)} \frac{d\theta}{\sqrt{1 - k \sin^2 \theta}} = \int_0^{\sin x} \frac{1 - nt^2}{1 - n t^2 \sqrt{(1 - t^2)(1 - kt^2)}} \frac{dt}{\sqrt{(1 - t^2)(1 - kt^2)}}. \]  

(A.4)

A.2. Complete elliptic integrals

Elliptic integrals are said to be ‘complete’ when the amplitude \( x = \pi/2 \). The complete elliptic integral of the first kind \( K \) is denoted

\[ K(k) = F \left( \frac{\pi}{2} | k \right) = \frac{\pi}{2} {}_2F_1 \left( \frac{1}{2}, \frac{1}{2}; 1; k \right), \]  

(A.5)
where \( \frac{1}{2}F_1 \) is Gauss’ hypergeometric function. The complete elliptic integral of the second kind \( E \) is defined as

\[
E(k) = E \left( \frac{\pi}{2}, k \right) = \frac{\pi}{2} \frac{1}{2}F_1 \left( \frac{1}{2}, -\frac{1}{2}; 1; k \right).
\]

The complete elliptic integral of the third kind \( \Pi \) is defined as

\[
\Pi(n|k) = \Pi \left( n, \frac{\pi}{2} | k \right) = \frac{\pi}{2} \frac{1}{2}F_1 \left( \frac{1}{2}; \frac{1}{2}; 1; k, n \right),
\]

where \( F_1 \) denotes the first Appell series.

### A.3. Pseudo-elliptic integrals for global NHEK

Let \( x > 0, q > 0, \) and \( \alpha \in (0, \pi) \). Define the manifestly real and positive quantities

\[
\tilde{I}_\pm(x, q, \alpha) = q^{\pm 1} \frac{1}{(2q)^3 \sin \frac{\alpha}{2}} \left[ \pi + \arctan \left( \frac{x^2 - q^2}{2qx \sin \frac{\alpha}{2}} \right) \mp \frac{1}{2} \tan \left( \frac{\alpha}{2} \right) \log \left( \frac{x^2 + 2qx \cos \frac{\alpha}{2} + q^2}{x^2 - 2qx \cos \frac{\alpha}{2} + q^2} \right) \right] \text{.}
\]

One can verify by direct calculation that

\[
\partial_x \tilde{I}_-(x, q, \alpha) = \frac{x^2 - 2q^2x^2 \cos \alpha + x^4}{q^4 - 2q^2x^2 \cos \alpha + x^4}, \quad \partial_x \tilde{I}_+(x, q, \alpha) = \frac{x^2}{q^4 - 2q^2x^2 \cos \alpha + x^4},
\]

and also that

\[
\lim_{x \to 0^+} \tilde{I}_\pm(x, q, \alpha) = 0.
\]

This implies that for all \( x_i > 0, \)

\[
\int_0^{x_i} \frac{dx}{q^4 - 2q^2x^2 \cos \alpha + x^4} = \tilde{I}_-(x_i, q, \alpha), \quad \int_0^{x_i} \frac{x^2 dx}{q^4 - 2q^2x^2 \cos \alpha + x^4} = \tilde{I}_+(x_i, q, \alpha).
\]

### Appendix B. Charged geodesics in AdS\(_2\)

The Carter–Penrose diagram of NHEK in figure 2 obviously resembles that of two-dimensional Anti de-Sitter space (AdS\(_2\)). This is simply explained by the observation that, for any fixed \( \theta \), the NHEK geometry is a particular fibration of U(1) over an AdS\(_2\) base. One would therefore expect the NHEK geodesics with trivial polar motion\(^{25}\) and fixed angular momentum \( L \) to be related to some motion in AdS\(_2\). Upon dimensional reduction, we find that this class of NHEK geodesics reduces to the Lorentz-force trajectories of an electrically charged particle moving in AdS\(_2\) with a background electric field\(^{26}\). We then solve the corresponding charged geodesic equation in global AdS\(_2\), Poincaré AdS\(_2\) and near-AdS\(_2\), and relate the solutions to the NHEK geodesics of section 4. Finally, we study the action of SL(2, \( \mathbb{R} \)) on this space of trajectories, and show that it acts transitively, as expected.

\(^{24}\) The first identity is essentially identical to equation (2.161.1) in [73].

\(^{25}\) This class of geodesics includes both the principal null congruences as well as all the equatorial geodesics, which were analyzed in [21].

\(^{26}\) A special subset of these geodesics was derived in [74].
B.1. Dimensional reduction of NHEK to AdS$_2$

The four-dimensional metric ansatz appropriate for the NHEK geometry is
\[
\mathrm{d}s^2_{(4)} = e^\varphi \left[ \mathrm{d}s^2_{(2)} + \mathrm{d}\theta^2 + e^{2\psi} (\mathrm{d}\phi - A)^2 \right],
\]
where the metric $\mathrm{d}s^2_{(2)} \equiv g_{ab} \mathrm{d}x^a \mathrm{d}x^b$ and one-form $A \equiv A_a \mathrm{d}x^a$ depend only on the coordinates $x^\nu$, while $\varphi(\theta)$ and $\psi(\theta)$ are scalar functions of $\theta$ only. For instance, the NHEK metric in Poincaré coordinates (96) is of this form with
\[
\mathrm{d}s^2_{(2)} = -R^2 dT^2 + \frac{\mathrm{d}R^2}{R^2}, \quad A = -RdT, \quad e^\varphi = 2M^2 \Gamma(\theta), \quad e^\psi = \Lambda(\theta),
\]
while for near-NHEK one has
\[
\mathrm{d}s^2_{(2)} = -(R^2 - \kappa^2) dT^2 + \frac{\mathrm{d}R^2}{R^2 - \kappa^2}, \quad A = -RdT, \quad e^\varphi = 2M^2 \Gamma(\theta), \quad e^\psi = \Lambda(\theta).
\]

For global NHEK, the ansatz reads
\[
\mathrm{d}s^2_{(2)} = -(1 + y^2) dT^2 + \frac{\mathrm{d}y^2}{1 + y^2}, \quad A = -ydT, \quad e^\varphi = 2M^2 \Gamma(\theta), \quad e^\psi = \Lambda(\theta).
\]

The Christoffel connection for a metric ansatz of this form is given by
\[
\Gamma^a_{bc} = \hat{\Gamma}^a_{bc} + \frac{1}{2} e^{2\psi} g^{ad} [A_c F_{bd} + A_b F_{cd}], \quad \Gamma^a_{b0} = -\frac{1}{2} e^{2\psi} g^{ad} F_{bc}, \quad \Gamma^a_{0b} = \frac{1}{2} \hat{\phi} \delta^a_0, \quad \text{(B.5a)}
\]
\[
\Gamma^0_{ab} = A^c F_{bc} \hat{\Gamma}^d_{ab} - \frac{1}{2} \left( \partial_c A_b + \partial_b A_c \right) + \frac{1}{2} e^{2\psi} A^c \left( A_b F_{ac} + A_a F_{bc} \right), \quad \text{(B.5b)}
\]
\[
\Gamma^\phi_{a\theta} = -\psi A_a, \quad \Gamma^\phi_{\theta a} = -\frac{1}{2} e^{2\psi} A^d F_{ab}, \quad \Gamma^\phi_{\theta \phi} = \frac{1}{2} \left( \dot{\phi} + 2\dot{\psi} \right), \quad \text{(B.5c)}
\]
\[
\Gamma^0_{a\theta} = \frac{1}{2} \dot{\phi} \left( g_{ab} + e^{2\psi} A_a A_b \right) + 2\dot{\psi} e^{2\psi} A_a A_b, \quad \Gamma^\phi_{a\phi} = \frac{1}{2} A_a \left( \dot{\phi} + 2\dot{\psi} \right) e^{2\psi}, \quad \text{(B.5d)}
\]
\[
\Gamma^0_{\phi \phi} = \frac{1}{2} \ddot{\phi}, \quad \Gamma^\phi_{\phi \phi} = -\frac{1}{2} \left( \dot{\phi} + 2\dot{\psi} \right) e^{2\psi}. \quad \text{(B.5e)}
\]

Here and henceforth, $\Gamma^a_{bc}$ and $D_a$ are the two-dimensional Christoffel connection and covariant derivative associated to $g_{ab}$, while $F_{ab} = \partial_a A_b - \partial_b A_a$ is the curvature of $A_a$, and we use an overdot to denote a derivative with respect to $\theta$. By reducing the four-dimensional Einstein–Hilbert action
\[
S = \frac{1}{16\pi G_N} \int d^4 x \sqrt{-g_4} \mathcal{R}_{(4)} \quad \text{(B.6)}
\]
on the metric ansatz (B.1), one obtains an effective two-dimensional action for the metric $g_{ab}$ and gauge field $A_a$ with AdS$_2$ solutions supported by electric flux. In terms of these variables, the four-dimensional density is given by
\[
\sqrt{-g_4} \mathcal{R}_{(4)} = \sqrt{-g_2} e^{\varphi + \psi} \left[ \mathcal{R}_{(2)} - \left( 3\ddot{\phi} + \frac{3}{2} \dot{\varphi}^2 + 3\dot{\phi} \dot{\psi} + 2\dot{\psi}^2 + 2\ddot{\psi}^2 \right) - \frac{1}{4} e^{2\psi} F_{ab} F^{ab} \right]. \quad \text{(B.7)}
\]
Substituting the NHEK expressions (B.2) for \( \varphi(\theta) \) and \( \psi(\theta) \) and then performing the angular integrals yields the two-dimensional action

\[
S = \frac{M^2}{2G_N} \int d^2x \sqrt{-g^2} \left( R_{(2)} + 1 - \frac{1}{2} F^2 \right). \tag{B.8}
\]

This action gives rise to the Einstein–Maxwell equations of motion

\[
R_{ab} - \frac{1}{2} R g_{ab} - \frac{1}{2} \bar{g}_{ab} = T_{ab}^{\text{EM}}, \tag{B.9}
\]

where \( T_{ab}^{\text{EM}} \) is the electromagnetic stress–energy tensor

\[
T_{ab}^{\text{EM}} = F_{ac} F^c_b - \frac{1}{4} F^2. \tag{B.10}
\]

In two dimensions, the Einstein tensor identically vanishes,

\[
G_{ab} \equiv R_{ab} - \frac{1}{2} R g_{ab} = 0, \tag{B.11}
\]

leaving the much simpler equation of motion

\[
- \frac{1}{2} \bar{g}_{ab} = T_{ab}^{\text{EM}}. \tag{B.12}
\]

The metric \( g_{ab} \) and gauge potential \( A_a \) given in equation (B.2) manifestly satisfy this equation. This solution corresponds to AdS\(_2\) with a background electric field strength given by the SL(2, \( \mathbb{R} \))-invariant volume form on AdS\(_2\):

\[
F = d\tau \wedge dy = d\bar{T} \wedge d\bar{R}. \tag{B.13}
\]

Note that while \( F \) is SL(2, \( \mathbb{R} \))-invariant and satisfies the two-dimensional Maxwell equations,

\[
dF = d \ast F = 0, \tag{B.14}
\]

any choice of the gauge potential \( A \) shifts by a gauge transformation under at least one isometry of AdS\(_2\).

This example exhibits the general mechanism that supports the AdS\(_2\)-like throats of vacuum near-extremal black hole solutions and reveals the obstruction to obtaining higher-dimensional analogues of AdS with such a setup. When reducing along the isometries of a spinning black hole, the frame-dragging term in the metric always appears as a gauge potential \( A \) in the lower-dimensional spacetime, thereby providing a natural 2-form (namely, the electromagnetic field strength \( F = dA \)). The throat region outside of the black hole needs to inherit an effective cosmological constant from the four-dimensional solution, and a 2-form can only serve as a cosmological constant in two dimensions.

### B.2. Dimensional reduction of planar NHEK geodesics

In this subsection, we will restrict our attention to NHEK geodesics with no polar motion. Since the reduction of NHEK along the angular directions yields AdS\(_2\) with a background electric field, one expects to be able to recast the NHEK geodesic equation in terms of an effective Lorentz-force geodesic equation, with the Kaluza–Klein angular momentum \( L \) in NHEK playing the role of the \( U(1) \) gauge charge in AdS\(_2\). The NHEK momentum, denoted by \( P_{\mu} \), is given by equation (148) in global NHEK, by equation (201) in the Poincaré patch, and by equation (248) in near-NHEK. In the two-dimensional description, the NHEK momentum plays the role of the generalized momentum.
\[ P_a = p_a - LA_a, \quad p^\phi \equiv g^{ab}(P_a + LA_a), \]  
(B.15)

where \( p_a \) is the two-dimensional momentum. The NHEK momentum satisfies the four-dimensional geodesic equation
\[ P^\mu \nabla_\mu P_\nu = 0. \]  
(B.16)

The non-angular components of this equation take the form
\[ P^\mu \nabla_\mu P_a = e^{-\phi} (p^b D_b p_a + e^{-2\psi} L^2) = 0. \]  
(B.17)

This is the Lorentz-force geodesic equation for a charged particle propagating in AdS\(_2\) with a background electric field. The four-dimensional mass, when expressed in terms of the metric ansatz (B.1), takes the form
\[ -\mu^2 = g_{\mu\nu} P_\mu P_\nu = e^{-\phi} (g^{ab} p_a p_b + g_{\phi\phi} e^{-2\psi} L^2). \]  
(B.18)

In terms of the effective two-dimensional mass \( m^2 \), one therefore finds
\[ m^2 = e^{\phi} \mu^2 + e^{-2\psi} L^2 = C + L^2. \]  
(B.19)

The last equality follows from equation (146) with \( P_\theta = 0 \), which holds for each choice of NHEK coordinate system.

We have therefore reduced the problem of planar geodesic motion in NHEK to the motion of a particle with charge \( q = L \) and mass \( m = \sqrt{C + L^2} \) in AdS\(_2\) with a constant background electric field:
\[ p^b D_b p_a = L p^b F_{ba}, \quad g^{ab} p_a p_b = - (C + L^2). \]  
(B.20)

In the absence of the background field, particles are confined by the gravitational potential of AdS\(_2\). The superradiant effects in the four-dimensional geometry are reflected in the electric field, which exerts a force on charged particles and can expel them from the AdS\(_2\) throat.

**B.3. Charged geodesics on the global strip**

Global AdS\(_2\) is covered by the coordinates \((\tau, y)\) with \(-\infty < \tau, y < +\infty\). The line element is given by
\[ ds^2 = -(1 + y^2) d\tau^2 + \frac{dy^2}{1 + y^2}. \]  
(B.21)

This geometry has constant negative curvature \( \mathcal{R} = -2 \) and admits three Killing vector fields
\[ H_0 = \frac{y \sin \tau}{\sqrt{1 + y^2}} \partial_\tau - \cos \tau \sqrt{1 + y^2} \partial_y, \quad H_\pm = \left(1 \pm \frac{y \cos \tau}{\sqrt{1 + y^2}}\right) \partial_\tau \pm \sin \tau \sqrt{1 + y^2} \partial_y, \]  
(B.22)

which generate an \( SL(2, \mathbb{R}) \) isometry group,
\[ [H_0, H_\pm] = \mp H_\pm, \quad [H_+, H_-] = 2H_0. \]  
(B.23)

In global coordinates, it is convenient to complexify this algebra by introducing new (complex) generators
\[ L_0 = i \partial_\tau, \quad L_\pm = e^{\pm i \tau} \left[ \pm \frac{y}{\sqrt{1 + y^2}} \partial_\tau - i \sqrt{1 + y^2} \partial_y \right]. \]  
(B.24)
which obey the same commutation relations:

\[ [L_0, L_\pm] = \mp L_\pm, \quad [L_+, L_-] = 2L_0. \]  

(B.25)

The relation between these two sets of generators is the same as in equation (134). The metric is the Casimir of SL(2, \( \mathbb{R} \)):

\[ g^{ab} = H^a_0 H^b_0 - \frac{1}{2} \left( H^a_+ H^b_- + H^a_- H^b_+ \right). \]  

(B.26)

In the global strip, the background gauge potential

\[ A = -yd\tau \]  

(B.27)

gives rise to the symmetric field strength (B.13) and preserves global-time-translations:

\[ \mathcal{L}_{A_0}A = 0. \]  

(B.28)

To solve equation (B.20) in this background, it is convenient to introduce the generalized momentum (NHEK momentum)

\[ P_a = p_a - LA_a. \]  

(B.29)

By virtue of equation (B.28), the global energy

\[ \triangle = iL_0^a P_a = -P_\tau = -p_\tau - Ly \]  

(B.30)

is conserved along the trajectory. By inverting the above relations for \((\triangle, C + L^2)\), we find that a charged particle following a Lorentz-force trajectory in global AdS2 with radial electric field (B.13) has an instantaneous momentum \( p = p_0 \mathrm{d}x^a \) of the form

\[ p(x^a, \triangle, L, C) = -(\triangle + Ly) \mathrm{d}\tau \pm \frac{\sqrt{\mathcal{Y}}(y)}{1 + y^2} \mathrm{d}y, \]  

(B.31)

where the choice of sign \( \pm \) depends on the radial direction of travel, and we recovered the radial potential (149a),

\[ \mathcal{Y}(y) = (\triangle + Ly)^2 - (C + L^2) \left( 1 + y^2 \right). \]  

(B.32)

One can then raise \( p_a \) to obtain the equations for the trajectory,

\[ \frac{d\tau}{d\sigma} = \frac{\triangle + Ly}{1 + y^2}, \quad \frac{dy}{d\sigma} = \pm \sqrt{\mathcal{Y}(y)}. \]  

(B.33)

Hence, a charged geodesic with global energy \( \triangle \) connects spacetime points \( X^a_0 = (\tau, y) \) and \( X^a_0 = (\tau, y) \) if

\[ \tau_0 - \tau_s = \int_{y_s}^{y_0} \frac{(\triangle + Ly)}{1 + y^2} \frac{dy}{\pm \sqrt{\mathcal{Y}(y)}}. \]  

(B.34)

This equation is solved in section 4.1.

**B.4. Charged geodesics on the Poincaré patch of AdS2**

The Poincaré patch of AdS2 is covered by coordinates \((T, R)\) obtained from the global coordinates \((\tau, y)\) using the coordinate transformation (128), which results in the line element

\[ ds^2 = -R^2dT^2 + \frac{dR^2}{R^2}. \]  

(B.35)
The generators of $\mathbf{SL}(2, \mathbb{R})$ are given by
\[
H_0 = T \partial_T - R \partial_R, \quad H_+ = \partial_T, \quad H_- = \left( T^2 + \frac{1}{R^2} \right) \partial_T - 2TR \partial_R.
\]
\[(B.36)\]
and its Casimir reproduces the metric as in equation (B.26). In the Poincaré patch of AdS$_2$, the background gauge potential
\[
A = -RD T \quad (B.37)
\]
gives rise to the symmetric field strength (B.13) and preserves both time-translations and dilations (though not special conformal transformations):
\[
\mathcal{L}_{H_+} A = \mathcal{L}_{H_0} A = 0. \quad (B.38)
\]
To solve equation (B.20) in this background, it is convenient to introduce the generalized momentum (NHEK momentum)
\[
P_a = p_a - LA_a. \quad (B.39)
\]
By virtue of equation (B.38), the Poincaré energy
\[
E = -H_0^a P_a = -p_T - LR \quad (B.40)
\]
is conserved along the trajectory. By inverting the above relations for $(E, C + L^2)$, we find that a charged particle following a Lorentz-force trajectory in a Poincaré patch of AdS$_2$ with radial electric field (B.13) has an instantaneous momentum $p = p_a dx^a$ of the form
\[
p(x^a, E, L, C) = - (E + LR) dR \pm R \sqrt{R_a(R)} \cdot dR, \quad (B.41)
\]
where the choice of sign $\pm R$ depends on the radial direction of travel, and we recovered the radial potential (202),
\[
R_a(R) = (E + LR)^2 - (C + L^2) R^2. \quad (B.42)
\]
One can then raise $p_a$ to obtain the equations for the trajectory,
\[
\frac{dT}{d\sigma} = \frac{E + LR}{R^2}, \quad \frac{dR}{d\sigma} = \pm R \sqrt{R_a(R)}. \quad (B.43)
\]
Hence, a charged geodesic with Poincaré energy $E$ connects spacetime points $X^a_t = (T_t, R_t)$ and $X^a_o = (T_o, R_o)$ if
\[
T_o - T_t = \int_{R_o}^{R_t} \left( \frac{E + LR}{R^2} \right) \frac{dR}{\pm R \sqrt{R_a(R)}}, \quad (B.44)
\]
This equation is solved in section 4.2.

B.5. Charged geodesics on near-AdS$_2$

The coordinate transformation (126) maps Poincaré AdS$_2$ to a smaller patch with line element
\[
dx^2 = - (R^2 - \kappa^2) dT^2 + \frac{dR^2}{R^2 - \kappa^2}. \quad (B.45)
\]
As in section 3.4, this transformation implements a boundary time reparameterization $T \rightarrow e^{\kappa T}$ that introduces a small temperature $\kappa$. This smaller patch can thus be interpreted as a black hole in AdS$_2$ (see, e.g. [5]).
The generators of $\mathfrak{sl}(2, \mathbb{R})$ are given by
\[
H_0 = \frac{1}{\kappa} \partial_T, \quad H_\pm = \frac{e^{\mp \kappa T}}{\sqrt{R^2 - \kappa^2}} \left[ \frac{\partial_T \pm (R^2 - \kappa^2)}{\kappa} \partial_R \right],
\]
and its Casimir reproduces the metric as in equation (B.26). In near-AdS$_2$, the gauge potential
\[
A = -R dT
\]
gives rise to the symmetric field strength (B.13) and preserves near-AdS$_2$ time-translations$^{27}$:
\[
\mathcal{L}_{H_0} A = 0.
\]
To solve equation (B.20) in this background, it is convenient to introduce the generalized momentum (NHEK momentum)
\[
P_a = p_a - \mathcal{L}_A a.
\]
By virtue of equation (B.48), the near-AdS$_2$ energy
\[
E = -\kappa H_0^a P_a = -p_T = -p_T - LR
\]
is conserved along the trajectory. By inverting the above relations for $(E, C + L^2)$, we find that a charged particle following a Lorentz force trajectory in near-AdS$_2$ with radial electric field (B.13) has an instantaneous momentum $p = p_a dx^a$ of the form
\[
p(x^a, E, L, C) = - (E + LR) dT \pm R \sqrt{\mathcal{R}_a(R)} dR,
\]
where the choice of sign $\pm$ depends on the radial direction of travel, and we recovered the radial potential (249),
\[
\mathcal{R}_a(R) = (E + LR)^2 - (C + L^2) \left( R^2 - \kappa^2 \right).
\]
One can then raise $p_{\mu}$ to obtain the equations for the trajectory,
\[
\frac{dT}{d\sigma} = \frac{E + LR}{R^2 - \kappa^2}, \quad \frac{dR}{d\sigma} = \pm R \sqrt{\mathcal{R}_a(R)}.
\]
Hence, a charged geodesic with near-AdS$_2$ energy $E$ connects spacetime points $X^a_s = (T_s, R_s)$ and $X^a_o = (T_o, R_o)$ if
\[
T_o - T_s = \int_{R_s}^{R_o} \left( \frac{E + LR}{R^2 - \kappa^2} \right) \frac{dR}{\pm R \sqrt{\mathcal{R}_a(R)}}.
\]
This equation is solved in section 4.3.

### B.6. Isometry group orbits of geodesics

The NHEK equatorial geodesics were classified and studied in detail in [21]. Remarkably, it was found that all equatorial orbits can be transformed to a circular orbit by a (possibly complex) isometry. In AdS spacetime (which is maximally symmetric), any two geodesics can be mapped into each other by an isometry (up to parity or time-reversal transformation): all geodesics fall into a small number of orbits of the isometry group action on the manifold.

In this subsection, we prove that in AdS$_2$, this statement still holds in the presence of the unique symmetric electromagnetic field (B.13). In other words, we show that any two charged

$^{27}$ Note that the gauge-equivalent connection $A = -R dT - \text{d} \arctanh(R/\kappa)$ preserves both $H_+$ and $H_0$. 
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geodesics with the same charge $L$ and mass $\sqrt{C + L^2}$ are related by an $\text{SL}(2, \mathbb{R})$ isometry. For convenience, we will only prove this explicitly in the Poincaré patch of $\text{AdS}_2$, but of course it then follows that the result holds in every coordinate system. This fact is crucial for our proof in section 4.2 that all NHEK geodesics with the same angular motion (and therefore the same mass $\mu$, angular momentum $L$ about the axis of symmetry, and Casimir $C$) are related by an isometry of the throat.

To begin with, recall from section 4.2 that the general solution to the motion in the Poincaré patch is given by equation (238), which can be rearranged to obtain

$$R_o(T_o) = \frac{EL}{S_o(T_o)} = \pm \frac{EL}{S_o(T_o)} \sqrt{1 + \frac{S_o(T_o)}{L^2}}.$$  \hfill (B.55)

Squaring both sides and expanding terms out yields

$$R_o^2(T_o) = \frac{E^2}{S_o(T_o)} + \frac{2ELR_o(T_o)}{S_o(T_o)}.$$  \hfill (B.56)

Multiplying by $S_o(T_o)R_o^{-2}(T_o)$ and then completing the square results in

$$S_o(T_o) = \left( \frac{E}{R_o(T_o)} + L \right)^2 - L^2.$$  \hfill (B.57)

Recalling the definition of $S_o(T)$, this is equivalent to

$$C + L^2 = \left( \frac{E}{R_o(T_o)} + L \right)^2 - (H_0 + ET_o)^2 = \left( \frac{E}{R_o(T_o)} + L \right)^2 - \left[ E(T_o - T_0) - \nu \sqrt{R_o(R_o)} \right]^2.$$  \hfill (B.58)

which is yet another form of the solution to the charged geodesic equation in Poincaré coordinates.

Now consider two different geodesics: the first has energy $E_1$ and trajectory $(T_1(\sigma), R_1(\sigma))$ with starting point $(T_1(0), R_1(0))$, while the second has energy $E_2$ and trajectory $(T_{2}(\sigma), R_{2}(\sigma))$ with starting point $(T_2(0), R_2(0))$. However, we assume they both have the same charge $q = L$ and mass-squared $m^2 = C + L^2$. Then equation (B.58) implies that

$$- (E_iT_i - c_i)^2 + \left( \frac{E_i}{R_i} + L \right)^2 = C + L^2, \quad c_i \equiv E_iT_i + \nu \sqrt{R_o(R_i)} \frac{R_o(R_i)}{R_i}, \quad i = 1, 2.$$  \hfill (B.59)

Notice that these two trajectories would match if

$$T_2 = \frac{E_1}{E_2} T_1 + \frac{c_2 - c_1}{E_2}, \quad R_2 = \frac{E_2}{E_1} R_1.$$  \hfill (B.60)

But these relations are exactly the product of two consecutive $\text{SL}(2, \mathbb{R})$ transformations: first, a dilation

$$(T_1, R_1) \rightarrow (T'_1, R'_1) = \left( \frac{T_1}{\lambda}, \lambda R_1 \right), \quad \lambda = \frac{E_2}{E_1},$$  \hfill (B.61)

followed by a time-translation

$$(T'_1, R'_1) \rightarrow (T''_1, R''_1) = (T'_1 + c, R'_1), \quad c = \frac{c_2 - c_1}{E_2}.$$  \hfill (B.62)

Therefore, the second geodesic is an $\text{SL}(2, \mathbb{R})$ image of the first geodesic. To complete the demonstration, we must consider the constant radius trajectories.
$R(T) = R_0$, \hspace{1cm} (B.63)

with $E = C = 0$ and $L$ arbitrary. Under the special conformal transformation generated by $H_-$, which maps

$$T \rightarrow \frac{T - \lambda (T^2 - \frac{1}{R^2})}{(1 - \lambda T)^2 - \frac{\lambda^2}{R^2}}, \quad R \rightarrow R \left[ (1 - \lambda T)^2 - \frac{\lambda^2}{R^2} \right], \hspace{1cm} (B.64)$$

each such curve is mapped into a new curve obeying

$$-\left( \frac{2\lambda^2 L}{R_0} T - \frac{2\lambda L}{R_0} \right)^2 + \left( \frac{2\lambda^2 L/R_0}{R} + L \right)^2 = L^2. \hspace{1cm} (B.65)$$

This is of the form (B.58) with arbitrary $L$ and

$$E = \frac{2\lambda^2 L}{R_0}, \quad C = 0, \quad ET_s + \nu_s \frac{\sqrt{R_0(R_s)}}{R_s} = \frac{2\lambda L}{R_0}, \hspace{1cm} (B.66)$$

corresponding to a charged geodesic with the same mass $m^2 = L^2$ and charge $q = L$, but different energy and initial position. More generally, two trajectories (B.59) with the same $\text{SL}(2, \mathbb{R})$ Casimir $C$ and charge $L$ are related by a special conformal transformation (B.64) if

$$E_2 = E_1 - 2\lambda c_1 + \frac{c_1^2 + C}{E_1} \lambda^2, \quad c_2 = c_1 - \frac{c_1^2 + C}{E_1} \lambda. \hspace{1cm} (B.67)$$

In conclusion, by a combined dilation, time-translation and special conformal transformation, it is always possible to map any two charged geodesics in AdS$_2$ with the same mass and charge into each other. Note that the required transformations fully exhaust the isometries available.

**ORCID iDs**

Daniel Kapec \(\text{https://orcid.org/0000-0001-5615-4541}\)
Alexandru Lupsasca \(\text{https://orcid.org/0000-0002-1559-6965}\)

**References**

[1] Strominger A and Vafa C 1996 Microscopic origin of the Bekenstein–Hawking entropy *Phys. Lett. B* **379** 99–104
[2] Maldacena J 1999 The large-N limit of superconformal field theories and supergravity *Int. J. Theor. Phys. Phys. 38* 1113–33
[3] Guica M, Hartman T, Song W and Strominger A 2009 The Kerr/CFT correspondence *Phys. Rev. D* **80** 124008
[4] Maldacena J and Stanford D 2016 Remarks on the Sachdev–Ye–Kitaev model *Phys. Rev. D* **94** 106002
[5] Maldacena J, Stanford D and Yang Z 2016 Conformal symmetry and its breaking in two dimensional nearly Anti-de-Sitter space *Prog. Theor. Exp. Phys. 2016* 12C104 (arXiv:1606.01857 [hep-th])
[6] Abbott B P et al 2016 Observation of gravitational waves from a binary black hole merger *Phys. Rev. Lett.* **116** 061102
[7] Akiyama K et al (Event Horizon Telescope Collaboration) 2019 First M87 event horizon telescope results. I. The shadow of the supermassive black hole *Astrophys. J. Lett.* **875** L1
[8] Lupsasca A, Rodriguez M J and Strominger A 2014 Force-free electrodynamics around extreme Kerr black holes *J. High Energy Phys. JHEP12(2014)185*
[9] Zhang F, Yang H and Lehner L 2014 Towards an understanding of the force-free magnetosphere of rapidly spinning black holes Phys. Rev. D 90 124009
[10] Lupsasca A and Rodriguez M J 2015 Exact solutions for extreme black hole magnetospheres J. High Energy Phys. JHEP07(2015)90
[11] Compère G and Oliveri R 2016 Near-horizon extreme Kerr magnetospheres Phys. Rev. D 93 024035
[12] Gralla S E, Lupsasca A and Strominger A 2016 Near-horizon Kerr magnetosphere Phys. Rev. D 93 104041
[13] Chen B and Stein L C 2017 Separating metric perturbations in near-horizon extremal Kerr spacetimes Phys. Rev. D 95 044038
[14] Hadar S and Porfyriadis A P 2019 Near-extremal black holes at late times, backreacted J. High Energy Phys. JHEP01(2019)214
[15] Lupsasca A and Rodriguez M J 2015 Exact solutions for extreme black hole magnetospheres J. High Energy Phys. JHEP07(2015)90
[16] Compère G and Oliveri R 2016 Near-horizon extreme Kerr magnetospheres Phys. Rev. D 93 044038
[17] Hadar S, Porfyriadis A P and Strominger A 2014 Gravity waves from the Kerr/CFT correspondence Phys. Rev. D 90 044038
[18] Gralla S E and Zimmerman A 2018 Critical exponents of extremal Kerr perturbations J. High Energy Phys. JHEP06(2018)61
[19] Compère G, Fransen K, Hertog T and Long J 2018 Gravitational waves from plunges into Gargantua Class. Quantum Grav. 35 095002
[20] Gralla S E, Lupsasca A and Strominger A 2016 Near-horizon extreme Kerr magnetosphere Phys. Rev. D 93 104041
[21] Gralla S E, Hughes S A and Warburton N 2016 Inspiral into Gargantua Class. Quantum Grav. 33 155002
[22] Gralla S E, Hughes S A and Warburton N 2016 Inspiral into Gargantua Class. Quantum Grav. 33 155002
[23] Burko L M and Khanna G 2016 Gravitational waves from a plunge into a nearly extremal Kerr black hole Phys. Rev. D 95 044038
[24] Gralla S E, Zimmermann A and Zimmermann P 2016 Transient instability of rapidly rotating black holes Phys. Rev. D 95 044038
[25] Gralla S E, Lupsasca A and Strominger A 2018 Observational signature of high spin at the event horizon telescope Mon. Not. R. Astron. Soc. 475 3829–53
[26] Porfyriadis A P, Shi Y and Strominger A 2017 Photon emission near extreme Kerr black holes Phys. Rev. D 95 044038
[27] Gates D, Kapec D, Lupsasca A, Shi Y and Strominger A 2018 Polarization Whorls from M87 at the event horizon telescope (arXiv:1809.09092 [hep-th])
[28] Carter B 1968 Global structure of the Kerr family of gravitational fields Phys. Rev. 174 1559–71
[29] Bardeen J M 1973 Timelike and null geodesics in the Kerr metric Black Holes (Les Astres Occlus) ed C Dewitt and B S Dewitt (New York: Gordon and Breach) pp 215–39
[30] Chandrasekhar S 1983 The Mathematical Theory of Black Holes (Oxford: Oxford University Press)
[31] O’Neill B 1995 The Geometry of Kerr Black Holes (Wellesley, MA: A K Peters, Ltd)
[32] Rauch K P and Blandford R D 1994 Optical caustics in a Kerr spacetime and the origin of rapid x-ray variability in active galactic nuclei Astrophys. J. 421 46–68
[33] Vázquez S E and Esteban E P 2004 Strong-field gravitational lensing by a Kerr black hole Nuovo Cimento B 119 489
[34] Kranich G V 2005 Frame dragging and bending of light in Kerr and Kerr (anti) de Sitter spacetimes Class. Quantum Grav. 22 4391–424
[35] Gralla S E and Zimmermann P 2018 Critical exponents of extremal Kerr perturbations J. High Energy Phys. JHEP06(2018)61
[36] Fujita R and Hikida W 2009 Analytical solutions of bound timelike geodesic orbits in Kerr spacetime Class. Quantum Grav. 26 135002
[40] Kraniotis G V 2011 Precise analytic treatment of Kerr and Kerr-(anti) de Sitter black holes as gravitational lenses Class. Quantum Grav. 28 085021
[41] Hackmann E 2010 Geodesic equations in black hole space-times with cosmological constant PhD Thesis Bremen University
[42] Hackmann E and Lämmerzahl C 2014 Analytical solution methods for geodesic motion American Institute of Physics Conf. Series (American Institute of Physics Conf. Series vol 1577) (New York: AIP) pp 78–88
[43] Wilkins D C 1972 Bound geodesics in the Kerr metric Phys. Rev. D 814–22
[44] de Felice F and Calvani M 1972 Orbital and vortical motion in the Kerr metric Nuovo Cimento B 10 447–58
[45] Aman J E, Bengtsson I and Runarsson H F 2012 What are extremal Kerr Killing vectors up to Class. Quantum Grav. 27 115017
[46] Anninos D, Li W, Padi M and Song W 2009 Warped AdS 3 black holes JHEP03(2009)130
[47] Bredberg I, Hartman T, Song W and Strominger A 2010 Black hole superradiance from Kerr/CFT J. High Energy Phys. JHEP04(2010)19
[48] Dias O J C, Reall H S and Santos J E 2009 Kerr-CFT and gravitational perturbations J. High Energy Phys. JHEP08(2009)101
[49] Roberts M M 2012 Time evolution of entanglement entropy from a pulse J. High Energy Phys. JHEP12(2012)27
[70] Bañados M 1999 Three-dimensional quantum geometry and black holes ed H Falomir et al Trends in Theoretical Physics II (American Institute of Physics Conference Series vol 484) (New York: AIP) pp 147–69
[71] Compère G, Mao P, Seraj A and Sheikh-Jabbari M M 2016 Symplectic and Killing symmetries of AdS3 gravity: holographic versus boundary gravitons J. High Energy Phys. JHEP01(2016)80
[72] Bičák J, Stuchlík Z and Balek V 1989 The motion of charged particles in the field of rotating charged black holes and naked singularities Bull. Astron. Inst. Czech. 40 65–92
[73] Gradshteyn I S, Ryzhik I M, Jeffrey A and Zwillinger D 2007 Table of Integrals, Series, and Products (Amsterdam: Elsevier)
[74] Maldacena J, Michelson J and Strominger A 1999 Anti-de Sitter fragmentation J. High Energy Phys. JHEP02(1999)011