Correction of EELS dispersion non-uniformities for improved chemical shift analysis

RWH Webster a,b,⁎, AJ Craven a, B Schaffer b, S McFadzean a, I MacLaren a, DA MacLaren b,c

a SUPA, School of Physics & Astronomy, The University of Glasgow, Glasgow G12 8QQ, UK
b AMETEK GmbH, Ingolstädterstr. 12, 80807 Munich, Germany

ARTICLE INFO

Keywords:
Electron microscopy
Electron energy-loss spectroscopy
Post-column spectrometer
Spectrum imaging
Dispersion calibration

ABSTRACT

We outline a simple routine to correct for non-uniformities in the energy dispersion of a post-column electron energy-loss spectrometer for use in scanning transmission electron microscopy. We directly measure the dispersion and its variations by sweeping a spectral feature across the full camera to produce a calibration that can be used to linearize datasets post-acquisition, without the need for reference materials. The improvements are illustrated using core excitation electron energy-loss spectroscopy (EELS) spectra collected from NiO and diamond samples. The calibration is rapid and will be of use in all EELS analysis, particularly in assessments of the chemical states of materials via the chemical shift of core-loss excitations.

Introduction

Electron energy-loss spectroscopy (EELS) unlocks a wealth of information in the transmission electron microscope [1], providing spatially resolved measurements of compositional [2], plasmonic [3] and now even vibrational [4] properties of materials right down to the atomic scale. A number of improvements to spectrometer design [5–9] and control (e.g. [10–13]) have eased the acquisition and analysis of EELS datasets, substantially increasing the technique’s popularity.

In addition to a spatial resolution that can resolve individual atoms, a clear advantage of EELS is that observation of the fine structure of energy-loss features can yield chemically-specific insight including the local bonding geometry and oxidation states of elements. For example, the positions of core-loss L_{2,3} 'white lines' of 3d transition metals shift to higher energies with increasing oxidation states, reflecting an increase in the binding energy of the core electronic state. Broadly, the L_{2,3} edges of Cr [14], Mn, V and Fe [15] all shift of order 1 eV per increment of formal oxidation charge, with similar scaling for the edges of heavier metals [16], including Nb, [17], Ce [18] and, to a lesser extent, Mo [19]. With improved coupling of the specimen to the spectrometer [20], access to such edges has improved [16].

EELS edge position is also sensitive to the chemical nature of a bonded ligand [14], effectively through variations in the unoccupied density of states and changes in the multiplet structure that derive from the bonding environment. Greater shifts can be observed for the edges of polyvalent anions, notably the O K-edge in transition metal oxides (e.g. [15, 21]). However, such measurements are generally made relative rather than absolute in energy, and published edge positions can vary by over 2 eV [14, 22]. It is therefore common to use the separation of two features within a single spectrum as an alternative characteristic measurement that does not require absolute calibration, for example, the O K-edge and L_{2,3} edges of a 3d transition metal [21–23].

Accurate, absolute measurements in EELS require comparisons with well-characterised, stable reference materials under identical spectrometer conditions [7, 15, 24], which can be arduous. Ideally, we estimate that an accuracy of order 0.1 eV is desirable if chemical shifts in compounds with mixed valence states are to be analysed. Absolute calibration of the energy scale and dispersion of spectra is not standard practice because they are well-known to be susceptible to time-dependent environmental factors including ambient electromagnetic and thermal conditions, hysteresis in the magnetic electron-optical elements within the spectrometer, variations in the microscope alignment and even the positioning of ferromagnetic materials in the laboratory [7, 12, 13, 25, 26].

A further, often-overlooked complexity in the use of post-column spectrometers is that the dispersion of the electron beam through a magnetic prism and onto the detector is inherently non-linear and that, even with correction, residual aberrations can limit the absolute energy calibration to a few electron-volts [24]. Practically, this leads to a problem in comparing datasets collected under different acquisition conditions, even on the same microscope. In this work, we present a method which facilitates the measurement, characterisation and...
correction of such dispersion non-uniformities. Our main focus is to increase the reliability of absolute energy-loss calibration to facilitate analysis of chemical shifts but the methodology can also be applied more generally, including the correction of dispersion non-uniformities prior to splicing together low loss and high loss spectra for Fourier-log deconvolution processing [27].

High resolution EELS spectra are commonly collected during scanning transmission electron microscopy (STEM), whereby a focused, near-monochromatic electron probe is rastered across a thin sample. At each probe position, a fraction of the transmitted electron beam loses energy to excitation processes within the sample – including excitation of plasmons, core-electron ionisation and photon production – and these signals can be analysed, pixel by pixel, in what is known as the Spectrum Imaging methodology [10, 11]. A spectrometer positioned at the end of the microscope (‘post-column’) is commonly used to collect the transmitted, now polychromatic electron beam and disperse it in energy by passing it through the peripheral magnetic field of a sector magnet (or ‘prism’), typically bending it through ninety degrees. Subsequent lenses are then used to magnify the dispersion [6], correct for optical aberrations and transfer the spectrum to a planar camera [8, 9].

Inherent to the Lorentz force on the electrons traversing the prism is that their radii of curvature, and hence dispersion, depend on both electron energy and the prism magnetic induction and do not produce a spectrum that is linear in energy at the dispersion plane (see Supplementary Information for a simple model). Modern post-column spectrometers [8, 9] therefore exploit the optical elements after the prism to linearize the spectra, with a typical 0.2% tolerance on the dispersion across a field of view that can subtend a 2 keV range of energy loss [9]. Deviations from the ideally uniform dispersion are known to be non-linear [24] so that the error in measured energy depends on the position of a feature on the detector; in addition, even small variations in dispersion – a differential term – can accumulate to account for significant errors in energy measurement across a scale of a few 100 eV. Thus, whilst it is common to calibrate with respect to one channel of the detector, measurements spanning a substantial portion of the detector can be compromised, including, for example, assessment of extended energy loss fine structure (EXELFS) [28], splicing of spectra [27] or the separation of core-loss peaks described above. It is these measurements that we aim to improve in software, post-acquisition.

After spectrometer alignment at a chosen dispersion, a user has three main controls over the portion of the energy loss spectrum subtended by the detector. The first is the magnetic induction, \( B \), in the prism, which is controlled via the current through the sector magnet windings. Changes to \( B \) are relatively slow to settle (of order 100 ms, see Supplementary Information) and are susceptible to hysteresis effects; they are therefore not normally employed dynamically during rapid data acquisition but are routinely used to trim the position of the dispersed electron beam at the start of an experiment. As explored below, a complication in adjusting the prism is that it will also adjust the dispersion, which is undesirable because a modest change in prism current will alter the dispersion from its nominal calibration.

The second control of spectrum position is to adjust the primary beam energy, through modulation of the acceleration voltage of the electron microscope (commonly referred to as a High Tension, or HT, adjustment). An advantage of this method, exploited in energy filtered transmission electron microscopy (EFTEM) [1], is that the microscope’s post-specimen lenses (including those of the spectrometer) can be aligned for a single electron energy that is then selected within the spectrometer by placing a slit in the dispersion plane. A disadvantage is that the beam becomes defocused at the sample plane as the beam energy is altered and must be manually corrected by refocusing the condenser lenses; it is also slow (also of order 100 ms, see Supplementary Information) and therefore inappropriate for dynamic, rapid acquisition within STEM spectrum imaging.

A third mechanism for control of spectrum position is to apply a positive potential to a tubular liner electrode within the prism. Electrons are thereby accelerated through the prism, then decelerated afterwards, and the technique has the advantage of leaving the rest of the electron optics unchanged [7]. Additionally, the low capacitance of this ‘drift tube’ electrode enables rapid switching, of order 10 microseconds, with little hysteresis, so that it can be adjusted dynamically and rapidly during spectral acquisition. Indeed, use of the drift tube underpins the ‘DualEELS’ methodology [5], whereby two regions of the energy loss spectrum can be acquired in rapid succession, simply by switching the drift tube voltage and, in modern spectrometers, simultaneously deflecting the beam onto a second dedicated portion of the detector camera [9]. In essence, the energy loss associated with the spectral range of interest is compensated by the energy increase set by the drift tube so that the recorded electrons in both spectra pass through the prism with the same energy and dispersion and are then recorded at the same channels of the detector. In practice, aberrations can arise because the drift tube can produce an electrostatic focusing effect for off-axis rays and because the electron energies of the two spectra will differ within the post-prism optics. Both effects are small and drift-tube focusing is generally compensated for during spectrometer alignment.

In combination with optimisation of the detector acquisition timings, DualEELS increases the effective dynamic range of the detector, so that both the intense elastically scattered ‘zero loss peak’ and weaker energy-loss features can be acquired with adequate signal to noise ratios [5]. This ability to rapidly switch between two spectral regions also underpins several detailed studies requiring absolute energy calibration [7, 15, 24], where the zero-loss peak is measured before and after acquisition of a spectral feature of interest, so that artefacts such as drift in the primary energy can be isolated. Implicit in such measurements is that the energy range of the spectral feature is relatively small and that the feature is positioned to span the same detector positions as the reference peak. In this way, the dispersion and any aberrations are the same for both measurements. We aim to extend this methodology by positioning a reference spectrum at multiple points across the detector and will discuss the optimal means of achieving the necessary spectral shifts.

Materials and methods

EELS experiments employed a JEOL ARM200CF probe-corrected TEM/STEM instrument operated at 200 kV and equipped with a cold field emission source. A Gatan 965 Quantum ER spectrometer [9] with DualEELS [5] capabilities (including fast shutter, high speed VSM and 2048 × 2048 pixel Ultrascan camera options) was used for recording spectra in spectroscopy mode (i.e. with the microscope configured for STEM imaging, with the spectrometer’s object plane set to the projector lens crossover and with a diffraction disk on the viewing screen). A nominal 0.1 nm probe was used for the spectrum acquisition and the convergence and collection semi-angles for all EELS data were 29 mrad and 36 mrad, respectively, using a nominal 2 cm camera length and the 2.5 mm spectrometer entrance aperture.

EELS data were collected shortly after the spectrometer had been realigned to minimise the non-uniformity of the dispersion. The spectrometer camera was operated in the ‘high quality’ readout mode, typically employing 1 × 5 binning, recently-collected gain and dark reference corrections and pre-set dispersions as indicated in the results section.

Separate tests of the beam stability on the spectrometer camera indicated that the cumulative effects of beam instabilities and environmental factors resulted in an apparent drift in the primary beam energy of 0.07 eV/min, with peak to peak oscillations of 0.2 eV and characteristic frequencies indicative of nominal 50 Hz mains frequency (see Supplementary Information). Variations of this magnitude are likely to be present in the data and care was therefore taken to avoid acquisition timings in Dual EELS where the position of the beam in the two spectra appeared to oscillate out of phase. All acquisition and
processing was conducted within the Gatan Digital Micrograph software package (GMS 2.3) [29].

Two samples are analysed here. The first is a relatively thick NiO sample provided by Gatan and routinely used for spectrometer calibration. An advantage of using NiO is that reduction to Ni metal only shifts the L₂ peak position by ~0.2 eV [24, 30-32] because the d-band electron occupation level for the final state of the electronic transition is largely unchanged. The second sample is an undamaged region of a single crystal diamond sample that has been discussed for other purposes previously [33] and that was chosen to produce a well-characterised, strong EELS edge with fine structure that enables rapid identification of beam damage.

**Dispersion characterisation and correction**

Non-uniformities in the energy dispersion were measured using a custom automated acquisition routine [34] written using the Digital Micrograph (DM) scripting language. It is similar in function to simpler scripts used for ‘engineer alignment’ of the spectrometer dispersion, a previous approach to energy calibration [35] and a recently-published protocol for ‘energy offset correction’ of spectra, which scans spectra through a small energy range in order to smooth-out fixed-pattern noise [36].

The microscope and spectrometer were first aligned without a sample so that a sharp, focused zero-loss peak (ZLP) was positioned at the ‘zoom point’, the 200th channel from the left (high energy) edge of the CCD camera. Fig. 1 outlines the subsequent process. The peak position was first adjusted to lie close to the right-hand edge of the camera (ie. lower energy, or high energy-loss) using either the prism adjust or by reducing the primary beam energy (hereafter referred to as ‘HT adjust’), refocusing the beam using the microscope’s condenser system in the latter case: we explore the consequences of both changes below. It was not necessary to refocus the spectrometer in either case, with typical defocusing of the ZLP across the spectrum being limited to at most two detector channels. Similarly, small adjustments to the microscope’s condenser system were not observed to shift the ZLP on the detector.

The script operated by opening a background thread in DM that grabbed frames from the live view of the DualEELS spectrum acquisition. Following the HT or prism adjust, the drift tube was then used to incrementally shift the position of the ZLP across the detector, using the DualEELS methodology to alternate between the un-deflected ZLP (drift tube off, static position at right hand side of detector) and the deflected peak (drift tube on to increment the ZLP across the detector; see insets to Fig. 1). A 100 ms delay was introduced between steps to accommodate software overheads. This produced two Spectrum Images (SIs). The SI in the high loss channel contained the deflected ZLPs while that in the low loss channel contained the un-deflected ZLPs. Each is a 2-dimensional data set with axes of camera channel number and acquisition number, with each row representing one ZLP acquisition that appears as a single white spot in Fig. 1. Recording the un-deflected ZLP channel enables instabilities in the beam energy to be monitored and minimised, typically to ‘jitter’ of order 0.2 channels. The voltage applied to the drift tube can be compared directly to the measured ZLP peak position as its position was incremented across the camera to produce a mapping from detector channel number to energy. It is important to record the voltage applied to the drift tube (as reported by the software) rather than the values requested by the routine, since the latter are susceptible to rounding errors and the bit depth of the drift tube power supply. (A glitch is noticeable, for example, around 32 V when working at dispersions of 0.025 eV/channel and 0.01 eV/channel.) Typically, we incremented the drift tube voltage to move the ZLP ten channels each cycle, producing an SI containing over 200 individual spectra that took 2 min to acquire.

To measure the dispersion across the detector, each ZLP was fitted to determine its position to sub-pixel accuracy. The fidelity of position determination is not strongly dependent on the choice of fitting function so, for speed and simplicity, we applied a Gaussian fit to the centre of the ZLP profiles. We then determined the separation of the deflected and un-deflected ZLPs in order to determine the energy for each incremented low loss ZLP position. Using the difference between high loss and low loss peaks - rather than simply the incremented position of the ZLP - allowed jitter and drift to be monitored, since both peaks are affected similarly by energy instabilities. If substantial drift or jumps were observed in either peak, the measurement was repeated.

When using the HT offset, the ZLP was not brought back exactly to the zoom point when a compensating voltage of equal magnitude was applied to the drift tube: this is contrary to the ideal behaviour predicted by Eqn. 3 in the Supplementary Material. The error was approximately proportional to the offset applied and so a linear correction was applied in this case (see Supplementary Information). A fifth order polynomial was then fitted to the positions as a function of energy, so that the data could be re-sampled onto a linear energy scale by cubic polynomial interpolation [37], taking care to redistribute the intensity between channels in accordance with their non-linear sampling [38]. We conducted this procedure each time the spectrometer dispersion was changed and at the start of each acquisition session.

**Results and discussion**

In Fig. 2, the measured effects of dispersion non-uniformities are presented for several nominal dispersion alignments. The data are presented as channel-by-channel differences in measured energy compared to the nominal alignment, so that a linear trend indicates a uniform difference in the dispersion across the camera. The data are all aligned with respect to the zoom point, where the ZLP is usually positioned during SI acquisition. Calibration scans are presented for both the HT adjust (Fig. 2a) and prism adjust (Fig. 2b) approaches. The average of the residuals after subtraction of a best-fit polynomial are plotted in Fig. 2c. The average is over all dispersions and gives a non-zero mean suggesting that there is a contribution from the camera itself while the standard deviations are indicative of jitter and instabilities in the beam position.

Two main observations can be made of Fig. 2. First, there are substantial variations in the measured energy across the detector that are of a similar high-order polynomial form to those noted previously [24]. For the 1 eV/channel and 0.5 eV/channel settings in particular, these variations correspond to errors in energy measurement of several electron volts that would complicate high resolution analysis of chemical shifts. Furthermore, we find that the details of these errors can drift from day to day and will occasionally undergo larger, apparently unpredictable variations that may be related to changes in the spectrometer environment: their rapid assessment as part of standard operating procedures is therefore desirable. It is also worth noting that any significant prism adjustment, for example, to ‘re-centre’ the ZLP during tuning, will also cause variations in the measured calibration.

A second, striking observation of Fig. 2 is the clear difference in the energy errors between the two modes of measurement: whilst the average dispersions measured using an initial prism adjust agree with their nominal values, those measured using an initial HT adjustment are systematically smaller than the nominal settings. The difference between the two measurements is a natural consequence of them being taken with a different prism setting, since the prism current alters the dispersion as well as the ZLP position. Since the data collected with an initial HT offset use the same prism setting as that of a real SI measurement, this is our preferred methodology. However, a good approximation to the linear difference between ‘HT adjust’ and ‘prism adjust’ can be calculated by consideration of the Lorentz force acting on the electrons passing through the spectrometer (see Supplementary Information). This correction may be useful for correcting energy loss datasets that extend beyond the range of the drift-tube power supply, where a prism offset must be used, such as analysis of edges beyond an
energy loss of 3 keV [16].

The order of the polynomial used to fit the non-uniformities is arbitrary but 5th order was found to be a good approximation to the trends observed in Fig. 2. We justify the use of a low-order polynomial on the basis that electron-optical aberrations and their correction in the spectrometer are anticipated to be smoothly-varying across the field of view. Such a fit does not, however, eliminate the higher frequency variations that are also evident. (See, for example, the pronounced dips in the 1 eV/channel dataset of Fig. 2(b)). Since these variations are similar for all the measured dispersions, we attribute them to the detector and the same fixed-pattern variations that have been addressed by energy offset correction routines previously [13, 36]. They likely derive from the physical construction of the detector’s fibre-optic array and pixelated CCD camera, which causes a slight, non-uniform redistribution of counts between channels; the nature of the redistribution is intensity-dependent and so cannot be eliminated with improved gain references alone. Ultimately, these small variations limit the precision to which the position of an energy loss feature can be determined since they contain similar spatial frequencies to the loss features themselves; for example, co-incidence of a dip in this fixed-pattern error with the onset of an EELS edge will shift slightly the apparent edge position. The problem has been discussed in detail in earlier reports and can be reduced by averaging energy-shifted spectra [13, 36].

We now turn to the application of the correction algorithm to experimental data. Figs. 3 and 4 show the improved alignment of energy loss features that have been collected under a number of spectrometer settings. Fig. 3 shows the $L_{2,3}$ core-loss edge of a NiO sample after removal of plural scattering by Fourier ratio deconvolution of the low-loss signal; this was chosen since it is used as a reference material for spectrometer alignment. The energy of the $L_3$ peak is commonly taken to be 852.75 eV [1], although the literature contains a spread of experimental results about this value [14, 22, 24, 31, 32], and the spectrometer was originally aligned by the engineer to place the $L_3$ peak at 853.0 eV, all of which illustrate the difficulty in making absolute energy-loss measurements. Fig. 3(a) presents the same EELS feature, collected under a range of dispersion and drift-tube settings, replicating the types of variations in acquisition conditions that are made during typical experiments (for example, the EELS edges that need to be corrected by a determination of the loss features themselves; for example, co-incidence of a dip in this fixed-pattern error with the onset of an EELS edge will shift slightly the apparent edge position. The problem has been discussed in detail in earlier reports and can be reduced by averaging energy-shifted spectra [13, 36].

We now turn to the application of the correction algorithm to experimental data. Figs. 3 and 4 show the improved alignment of energy loss features that have been collected under a number of spectrometer settings. Fig. 3 shows the $L_{2,3}$ core-loss edge of a NiO sample after removal of plural scattering by Fourier ratio deconvolution of the low-loss signal; this was chosen since it is used as a reference material for spectrometer alignment. The energy of the $L_3$ peak is commonly taken to be 852.75 eV [1], although the literature contains a spread of experimental results about this value [14, 22, 24, 31, 32], and the spectrometer was originally aligned by the engineer to place the $L_3$ peak at 853.0 eV, all of which illustrate the difficulty in making absolute energy-loss measurements. Fig. 3(a) presents the same EELS feature, collected under a range of dispersion and drift-tube settings, replicating the types of variations in acquisition conditions that are made during typical experiments (for example, the EELS edges that need to be corrected by a determination of the loss features themselves; for example, co-incidence of a dip in this fixed-pattern error with the onset of an EELS edge will shift slightly the apparent edge position. The problem has been discussed in detail in earlier reports and can be reduced by averaging energy-shifted spectra [13, 36].

We now turn to the application of the correction algorithm to experimental data. Figs. 3 and 4 show the improved alignment of energy loss features that have been collected under a number of spectrometer settings. Fig. 3 shows the $L_{2,3}$ core-loss edge of a NiO sample after removal of plural scattering by Fourier ratio deconvolution of the low-loss signal; this was chosen since it is used as a reference material for spectrometer alignment. The energy of the $L_3$ peak is commonly taken to be 852.75 eV [1], although the literature contains a spread of experimental results about this value [14, 22, 24, 31, 32], and the spectrometer was originally aligned by the engineer to place the $L_3$ peak at 853.0 eV, all of which illustrate the difficulty in making absolute energy-loss measurements. Fig. 3(a) presents the same EELS feature, collected under a range of dispersion and drift-tube settings, replicating the types of variations in acquisition conditions that are made during typical experiments (for example, the EELS edges that need to be corrected by a determination of the loss features themselves; for example, co-incidence of a dip in this fixed-pattern error with the onset of an EELS edge will shift slightly the apparent edge position. The problem has been discussed in detail in earlier reports and can be reduced by averaging energy-shifted spectra [13, 36].

We now turn to the application of the correction algorithm to experimental data. Figs. 3 and 4 show the improved alignment of energy loss features that have been collected under a number of spectrometer settings. Fig. 3 shows the $L_{2,3}$ core-loss edge of a NiO sample after removal of plural scattering by Fourier ratio deconvolution of the low-loss signal; this was chosen since it is used as a reference material for spectrometer alignment. The energy of the $L_3$ peak is commonly taken to be 852.75 eV [1], although the literature contains a spread of experimental results about this value [14, 22, 24, 31, 32], and the spectrometer was originally aligned by the engineer to place the $L_3$ peak at 853.0 eV, all of which illustrate the difficulty in making absolute energy-loss measurements. Fig. 3(a) presents the same EELS feature, collected under a range of dispersion and drift-tube settings, replicating the types of variations in acquisition conditions that are made during typical experiments (for example, the EELS edges that need to be corrected by a determination of the loss features themselves; for example, co-incidence of a dip in this fixed-pattern error with the onset of an EELS edge will shift slightly the apparent edge position. The problem has been discussed in detail in earlier reports and can be reduced by averaging energy-shifted spectra [13, 36].
collected simultaneously determine the dispersion and the energy offset required and hence the drift tube voltage). These data sets were collected using the ‘HT adjust’ protocol outlined in Fig. 1.

Without correction, the energy of the $L_{2,3}$ peaks in Fig. 3a appears to vary by $\sim 5$ eV, depending on where it has been placed on the camera, and on the dispersion, in accordance with the trends illustrated in Fig. 2(a). The lower panel, Fig. 3(b) shows the same spectra after dispersion correction, where the $L_{2,3}$ peaks now align to within 0.1 eV. It is important to note that the peaks have not simply been shifted in a relative sense (for example, using the DM ‘peak align’ tool) but have been recalibrated onto an absolute energy-loss scale using the correction algorithm outlined in Fig. 1. The mean peak position of 852.9 eV is in excellent agreement with the calibration of the drift tube voltage, and therefore, with the expected peak energy of 852.75 eV.

A similar improvement in energy measurement is shown in Fig. 4, which presents the aligned carbon K-edge measured from crystalline diamond under several spectrometer conditions and again after deconvolution of plural scattering (see Supplementary Information). As outlined previously [39, 40], the K-edge EELS spectrum of diamond is dominated by a sharp exciton peak at 289 eV, followed by features of oscillating intensity that derive from excitation to overlapping $\sigma^*$ states, the nature of the bandgap and multiple scattering EXELFS features that can be used to measure crystallographic spacing. Absent from the spectra is a pre-edge feature that indicates the existence of $sp^2$-bonded carbon and hence beam damage [33]. The spectra are again aligned to better than a single channel in each case and typically within 0.1 eV. There is also good alignment of all the spectral features extending beyond the edge onset, which is important for accurate measurement of EXELFS effects (and is also important for accurate splicing of spectra for Fourier-log deconvolution [27]). There is clearly a variation in peak broadening that corresponds to the difference in resolution at different dispersion settings and the alignment of features here makes feasible experiments where EELS edges are acquired under different spectrometer conditions while retaining energy calibration.

We turn, finally, to the precision to which the energies of EELS features can be measured and identify two main limitations that the spectrometer operator should be aware of and, ideally, would characterise. The first is the accuracy and calibration of the power supplies used for the HT offset and drift tube. For example, aligning the spectra of Fig. 3 to within 0.1 eV requires an accuracy of order 0.01%, which is reasonable for modern precision equipment. However, we caution that neither power supply should be considered to be calibrated absolutely since both can be adjusted during spectrometer alignment. A simple check for the HT offset is to ensure that it can be used to place a well-known energy loss feature, such as those of the samples described here, at the zoom point. An advantage of this measurement is the equivalence of the absolute electron energies of (i) the ZLP prior to HT offset and (ii) the chosen energy loss feature after the HT offset is applied. This equivalence ensures that the trajectories of the two beams are identical through all the post-specimen optics including the spectrometer, so that the effect of a change in beam energy can be isolated. In contrast, it is difficult to isolate the calibration of the drift tube from the optimisation of post-prism chromatic aberrations, the latter of which will differ for the two spectra in a Dual EELS dataset. Indeed, because the drift tube calibration is trimmed during spectrometer alignment, its accuracy will be subject to a trade-off with the wider constraints of minimising aberrations in the complex post-prism optics. As a consequence, we find that applying an HT offset and compensating with a nominally-identical drift tube voltage produces a slight shift in spectral position that must be corrected. The alignment of spectra in Figs. 3 and 4 is ultimately limited by the precision of such a correction, and here we achieve alignment to within 0.1 eV. It would be feasible to improve the accuracy of our methodology by incorporating a sweep of the HT offset to calibrate the drift tube (incorporating post-prism aberrations): this would be slowed by the need for dynamic refocusing of the condenser but such calibration would not need to be applied on a daily basis.

A second, separate consideration is the long-term drift of the measured ZLP, which here we estimate to be 0.07 eV/min. In principle, our routines will correct for any drift in absolute beam energy, since they effectively calibrate positions on the detector directly and a drift in absolute beam energy will produce a shift in ZLP position that can also be measured. However, some of the measured drift is expected to arise from thermal or relaxation effects in the prism, which subtly alter the magnetic induction experienced by the beam: these cannot be removed by the routine and errors are expected to accumulate with time. Thus, the routine outlined in Fig. 1 is best run immediately before or after critical measurements. Such an approach will also help to eliminate the effect of environmental factors, which can be difficult to predict. Within these limitations, we are able to align spectral features to within 0.1 eV using the routines described here. This is a substantial improvement on our existing spectrometer alignments, which we have shown can lead to
errors of several electron volts in the worst cases.

Conclusions

We have demonstrated an improved methodology for measurement of the absolute energy of electron energy loss features that extend across a significant fraction of the detector. It is a logical extension of previous use of DualEELS to directly calibrate a single energy channel in a spectrum and removes the need for inconvenient reference materials that can, as shown here, be compromised by beam damage effects. By effectively calibrating the detector at a range of electron energies, the fidelity of energy calibration is improved across the entire measured spectrum. The algorithm will be of use for EELS measurements that extend across several hundred electron volts in energy, including accurate measurements of extended fine structure and of the separation of distinct EELS edges, used for assessment of a material’s chemical identity including oxidation and bonding states.
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