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Abstract

Locally repairable codes (LRCs) are considered with equal or unequal localities, local distances and local field sizes. An explicit two-layer architecture with a sum-rank outer code are obtained, having disjoint local groups and achieving maximal recoverability (MR) for all families of local linear codes (MDS or not) simultaneously, up to a prescribed maximum locality \( r \). Furthermore, the local linear codes (thus the localities, local distances and local fields) can be efficiently and dynamically modified without global recoding or changes in architecture or outer code, while preserving MR, easily adapting to new hot and cold data. In addition, local groups and file components can be added, removed or updated without global recoding. The construction requires global fields of size roughly \( g^r \), for \( g \) local groups and maximum locality \( r \). For equal localities, these global fields are smaller than those of previous MR-LRCs when \( r \leq h \) (global parities). For unequal localities, they provide an exponential field size reduction on all previous best known MR-LRCs. For bounded localities and a large number of local groups, the global erasure-correction complexity of the given construction is comparable to that of Tamo-Barg codes or Reed-Solomon codes with local replication, while local repair is as efficient as for the Cartesian product of the local codes. Reed-Solomon codes with local replication and Cartesian products are recovered from the given construction when \( r = 1 \) and \( h = 0 \), respectively. Finally, subextension subcodes and sum-rank alternant codes are introduced to obtain further exponential field size reductions, at the expense of lower information rates.
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I. INTRODUCTION

Distributed storage systems (DSSs) are of increasing importance for various cloud-based services and other applications, but are usually vulnerable to node erasures (due to disk failures). This has recently motivated several
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interesting and highly non-trivial coding-theoretic problems. A simple solution is data replication, but it suffers from low information rate. Optimal information rates are achieved by maximum distance separable (MDS) codes. However, repairing a single node with MDS codes requires contacting a large number of nodes and decoding all information symbols, resulting in high repair latency. Hybrid solutions are MDS codes with local replication and Cartesian products of MDS codes, but these suffer from low information rate and low global erasure-correction capability, respectively.

Among different proposals, locally repairable codes (LRCs) [1]–[3] have attracted considerable attention recently, since they allow a failed node to be repaired by contacting only a small number $r$ (called locality) of other nodes. LRCs have already been implemented in practice [4], [5]. Singleton-type bounds on the global distance of LRCs were given in [3], [6]. Optimal LRCs, meaning LRCs whose global distance attain such bounds, were obtained in [3], [6]–[11], and the first general construction with linear field sizes (scaling linearly with block length) was obtained in [12].

Later, LRCs where each local group has a different locality $r_i$ were introduced independently in [13] and [14]. The main motivation is that some nodes may need faster local repair or access (hot data), while global erasure correction is improved by also considering the different non-maximum localities. Including also multiple local distances $\delta_i \geq 2$ was considered independently in [15] and [16]. In particular, [13], [16] obtain optimal LRCs with multiple localities (and local distances in [16]), for arbitrary parameters, by adapting the construction from [8] based on Gabidulin codes [17], [18], which requires field sizes that are exponential in the code length. General optimal LRCs with multiple localities, local distances and subexponential field sizes are not known yet, to the best of our knowledge.

In another line of research, LRCs with maximal recoverability (MR-LRCs, also known as partial MDS or PMDS codes) have been introduced successively in [19]–[21]. MR-LRCs are a strictly stronger class of LRCs than “optimal” LRCs, in spite of the terminology. Not only do they attain optimal global distance, but they can correct any erasure pattern that is information-theoretically correctable (while optimal LRCs, such as [12], cannot). MR-LRCs over relatively small fields are significantly harder to obtain than optimal LRCs. In fact, certain parameters of MR-LRCs require super-linear field sizes [22], and slightly more complex topologies require super-polynomial field sizes [23]. Not many explicit constructions are known. For dimension $k$, local distance $\delta$, $g$ local groups and $h = gr - k$ global parities, [20] obtains linear field sizes for $h = 1$ and any $\delta$, and for $h > 1$ and $\delta = 2$ based on the irreducibility of certain polynomials, which are not known to cover all parameters. A general construction for $\delta = 2$ with field sizes of order $k^h$ is obtained in [21]. Smaller field sizes for $h = 2$ and $g = 2$ are obtained in [24] and [25], respectively. MR-LRCs based on Gabidulin codes (equivalent to [8]) for all parameters, but field sizes $(r + \delta - 1)g^{r}$ (exponential in $n - g(\delta - 1) = gr$) are obtained in [26]. Recently, [27] obtains field sizes of order at least $g^h = g^{gr-k}$ for general parameters. Observe that, in the MR-LRC or PMDS literature, local groups are disjoint and arranged in $m \times n$-array form. The translation from standard LRC notation to standard PMDS notation is $m := g$, $n := r + \delta - 1$, $s := h = gr - k$, $r := \delta$. The field sizes in [27] are of orders $n(mn)^{(r+1)s-1}$ and $\max\{m, n^{r+s}\}^s$, which in our notation both are at least $g^h = g^{gr-k}$. The field size $g^h$ is the smallest known for MR-LRCs with general parameters so far.
### TABLE I

**Construction 1 and LRCs from the Literature for Any Dimension** \( k \), **Locality** \( r \), **Number of Local Groups** \( g \) **and Local Distance** \( \delta \)

| LRC family     | MR | Global field \((\pi)\) | Local fields \((\pi)\) | Unequal \((r_i, \delta_i)_{i=1}^g\) | Universal & Dynamic | Multi-layer |
|----------------|----|------------------------|------------------------|---------------------------------|---------------------|------------|
| Construction 1 | Yes | \((g+1)r\)              | \(r + \delta - 1\)     | Any up to \( r \)               | Yes                 | Yes        |
| Tamo-Barg [12] | No  | \((r+\delta-1)g\)      | \((r+\delta-1)g\)      | Unknown                         | No                  | Unknown    |
| Gabrys et al. [27] | Yes | \(g^h, h = gr - k\) | \(r + \delta - 1\)       | Unknown                         | No                  | Unknown    |
| [8], [13], [16], [26] | Yes | \((r+\delta-1)^{gr}\) | \(r + \delta - 1\)       | Any choice                      | Yes                 | Yes        |

In this work, we propose replacing Gabidulin codes [17], [18] by linearized Reed-Solomon codes [28] in known MR-LRC constructions [8], [13], [16], [26]. The key idea is that the only property of Gabidulin codes used here is that they are maximum sum-rank distance (MSRD) block codes for the sum-rank length partition \( N = \sum_{i=1}^g r_i \) (= \( rg \) for equal localities), see Section II. Linearized Reed-Solomon codes are a hybrid between Gabidulin codes [17], [18] and Reed-Solomon codes [29] that are MSRD and attain the minimum field-size exponent, \( r = \max_i r_i \), for the corresponding sum-rank length partition.

As a consequence, we obtain new general MR-LRCs for any choice of (equal or unequal) localities, up to \( r \), arbitrary (equal or unequal) local distances, and with local field sizes of order \( O(r) \). The global field size is roughly \( gr \), independent of the rate \( k/(gr) \) or global parities \( h \), and global erasure correction has quadratic complexity in \( gr \) over such fields. For bounded localities \( r \) and large \( g \), the global decoding complexity becomes comparable to that of Tamo-Barg codes [12] and Reed-Solomon codes [29] with local replication (see Example 2). Interestingly, the latter are recovered when \( r = 1 \). Moreover, local field sizes and complexity of local repair are actually the same as those of Cartesian products of \( r \)-dimensional MDS codes (see Example 1), which are recovered when \( h = 0 \). Note that local repair is assumed to be more frequent, whereas global repair is reserved to catastrophic erasures. With this construction:

1) We obtain the first general MR-LRCs for arbitrary unequal localities and local distances with global field sizes that are not exponential in \( gr \), in contrast with [13], [16].

2) We obtain further field size reductions on MR-LRCs compared to [27] (which assumes equal localities and local distances) whenever \( r \leq h \), that is, \( k \leq r(g - 1) \) (recall that \( k \leq gr \) due to the local redundancy). Both small \( r \) and \( h \) are desirable in DSSs applications. Which regime, \( r \leq h \) or \( h < r \), is more desirable depends on the particular application. Observe however that large \( r \) defeats the purpose of LRCs, and \( h \) is the extra number of correctable erasures compared to Cartesian products \((h = 0)\), hence is expected to grow somehow as \( gr \) grows. See also Example 2.

3) In contrast with most LRCs (e.g. [3], [6], [7], [9]–[12], [14], [15], [20], [21], [24], [25]), our construction is a) Universal: The same architecture and outer code admits any family of \( g \) local linear codes (MDS or not) with localities up to \( r \), which in particular enables partitioning localities or obtaining multi-layer MR-LRCs, where local codes are in turn MR-LRCs; and b) Dynamic: Arbitrary changes of local linear codes are possible, always preserving
Fig. 1. Illustration of Example 1. The uncoded file is denoted by $x$ and consists, in this figure, of $k = 36$ symbols over $\mathbb{F}_{218}$ (or $\mathbb{F}_{218}$ by folding). It is encoded systematically using an MSRD code over $\mathbb{F}_{218}$ to produce $h = gr - k = 6$ global parities (depicted in dark grey). All symbols are then arranged in $g = 7$ local groups (corresponding to columns), each of size $r = 6$. Finally, we compute two local parities (depicted in lighter grey) for each local group using an $(8,6)$ MDS code over $\mathbb{F}_{23}$ column-wise (hence $g = 7$ times). As explained in Example 1, we may recode locally the first group using two $(4,3)$ MDS codes over $\mathbb{F}_{23}$ to generate the new local parities $d^{(0)}_1$ and $d^{(1)}_1$, while the underlying outer code and the rest of local groups remain unchanged.

the MR condition and optimal global distance, without global recoding or changes in architecture or outer code; one simply needs to perform efficient local recodings, usually over the much smaller local fields. Although MR-LRCs with $\delta > 2$ (e.g. [20], [21], [27]) admit puncturing, hence changes in local distances (this seems not to be possible without the MR condition), changing localities without global recoding seems difficult. In addition, our construction allows file components and local groups to be added, removed or updated without global recoding. Universality and dynamism are of interest in DSSs, where one may want to adapt to new configurations over time without recoding all of the stored data. For instance, certain nodes become hot data in different periods and require smaller locality at different moments. Universality and dynamism are shared by the particular cases $r = 1$ (Reed-Solomon codes with local replication) and $h = 0$ (Cartesian products).

4) We show that universal MR-LRCs as in Item 3 up to locality $r$ are equivalent to global codes with the given architecture plus MSRD outer codes with ranks up to $r$. In particular, $r = \max_i r_i$ is the smallest field extension that allows this type of universality. Hence MR-LRCs over smaller fields always need to coordinate their global and local codes in some way, reducing universality and dynamism.

5) Following the idea in the previous item, we introduce subextension subcodes and sum-rank alternant codes. As in the Hamming-metric case ($r = 1$), sum-rank alternant codes enable exponential field size reductions with the same global erasure-correction capability, at the expense of lower information rates.

We now illustrate these points with two examples. See also Table I for a comparison between our construction and LRC families from the literature that cover general parameters.

Example 1. Let $g = 7$, $r = 6$, and $1 \leq k \leq 42$. With Construction 1, the global field is $\mathbb{F}_{218}$ and local fields are $\mathbb{F}_{23}$. We first encode each block of $k$ symbols (over $\mathbb{F}_{218}$) of the file with an MSRD code of length $gr = 42$ to obtain an outer codeword. Choose now any seven $(8,6)$ MDS codes over $\mathbb{F}_{23}$ for the seven groups and recode the
outer codeword with their Cartesian product. We then obtain a MR-LRC with 7 groups, each with locality 6 over $\mathbb{F}_{2^3}$, allowing fast local repair. By the MR property, the code can correct any $h = 42 - k$ more erasures than the simple Cartesian product of the MDS codes.

Imagine that the data in the first group becomes hot data. We may partition that group into two subgroups, and recode the corresponding block of the outer codeword with two $(4,3)$ MDS codes over $\mathbb{F}_2$. This allows very fast local repair by only XORing, at the expense of lower local distance (only in that group). Now we have 6 local groups with locality 6 over $\mathbb{F}_{2^3}$, and 2 local groups with locality 3 over $\mathbb{F}_2$.

The transition only requires turning an $(8,6)$ MDS code over $\mathbb{F}_{2^3}$ into the Cartesian product of two $(4,3)$ MDS codes over $\mathbb{F}_2$, which can be performed efficiently, compared to global recoding of all 7 groups of length 8 over $\mathbb{F}_{2^{18}}$. We may equally return to the original global code, which remains MR-LRC in both settings during the whole process. See Figure 1 for an illustration when $k = 36$ (thus $h = 6$).

Observe that Gabidulin-based LRCs would require the global field $\mathbb{F}_{2^3 \times 42} = \mathbb{F}_{2^{126}}$, and [27] might improve our global field size only if $h = 42 - k = 1, 2, 3, 4, 5$. The strengths of our approach become clearer as $r = 6$ or some other constant, while $g$ grows, see Example 2.

**Example 2.** Fix $r = 9$, $\delta = 2$ and $h = g$ (thus total length $n = 10g$), which give a local redundancy of 10% and a global redundancy of 10%, hence a total redundancy of 20% ($k = 8g = (8/10)n$), while being able to correct a fraction $n/10$ of extra global erasures compared to the corresponding Cartesian products. The global field sizes in such a case would be roughly $g^0 = (n/10)^9$ (polynomial) for our construction, and $g^h = (n/10)^{n/10}$ for the construction in [27]. As shown in Section VI, global decoding when keeping $r$ constant would have complexity of $O(n^2 \log(n)^2)$ operations in $\mathbb{F}_2$ for our construction, Tamo-Barg codes [12] and Reed-Solomon codes [29] with local replication. In this case, local repair in our construction is simple XORing, whose complexity does not grow, in contrast to Tamo-Barg codes.

The remainder of this paper is organized as follows. In Section II, we give some preliminaries on sum-rank codes, including some new results. In Section III, we describe our main MR-LRC construction. In Section IV, we study MR-LRCs where local codes can be arbitrary linear codes over some (local) subfields, including the proof that the given construction is MR. We show in Section V how to perform local linear recodings, partition localities, obtain multiple-layer MR-LRCs, and update localities, file components and number of local groups. In Section VI, we compare the achieved global and local fields and decoding complexities of the proposed construction with LRCs from the literature that cover general parameters (see also Table I). In Section VII, we introduce subextension subcodes and sum-rank alternant codes to obtain similar LRCs, which allows us to obtain exponential field size reductions at the expense of reducing information rates. Section VIII concludes the paper.

**Notation**

For a field $\mathbb{F}$, we denote by $\mathbb{F}^{m \times n}$ the set of $m \times n$ matrices with entries in $\mathbb{F}$, and we denote $\mathbb{F}^n = \mathbb{F}^{1 \times n}$. For a prime power $q$, we denote by $\mathbb{F}_q$ the finite field with $q$ elements.
For a positive integer, we denote $[n] = \{1, 2, \ldots, n\}$. Given $\mathcal{R} \subseteq [n]$, we denote by $c_\mathcal{R} \in \mathbb{F}^{[\mathcal{R}]}$, $A|_\mathcal{R} \in \mathbb{F}^{m \times [\mathcal{R}]}$ and $C|_\mathcal{R} \subseteq \mathbb{F}^{[\mathcal{R}]}$ the restrictions of a vector $c \in \mathbb{F}^n$, a matrix $A \in \mathbb{F}^{m \times n}$ and a code $C \subseteq \mathbb{F}^n$, respectively, to the coordinates indexed by $\mathcal{R}$.

In general, the term complexity $\mathcal{O}(N)$ means complexity of $\mathcal{O}(N)$ operations over the corresponding field.

II. PRELIMINARIES ON SUM-RANK CODES

The sum-rank metric was introduced in [30] for error-correction in multishot network coding. It was implicitly considered earlier in the space-time coding literature (see [31, Sec. III]). In Subsection II-A, we collect basic properties of sum-rank codes, including several new results. In Subsection II-B, we review the construction of linearized Reed-Solomon codes [28], which is the only known general family of maximum sum-rank distance (MSRD) block codes with subexponential field sizes in the code length.

A. Sum-rank Codes

Let $q$ denote a prime power and fix a positive integer $m$. Fix an ordered basis $A = \{\alpha_1, \alpha_2, \ldots, \alpha_m\}$ of $\mathbb{F}_q^m$ over $\mathbb{F}_q$. For any non-negative integer $s$, we denote by $M_A : \mathbb{F}_q^s \rightarrow \mathbb{F}_q^{m \times s}$ the corresponding matrix representation map, given by

$$M_A \left( \sum_{i=1}^m \alpha_i c_i \right) = \begin{pmatrix}
    c_{11} & c_{12} & \cdots & c_{1s} \\
    c_{21} & c_{22} & \cdots & c_{2s} \\
    \vdots & \vdots & \ddots & \vdots \\
    c_{m1} & c_{m2} & \cdots & c_{ms}
\end{pmatrix}, \quad (1)
$$

where $c_i = (c_{i1}, c_{i2}, \ldots, c_{is}) \in \mathbb{F}_q^s$, for $i = 1, 2, \ldots, m$.

Fix positive integers $g$ and $N = r_1 + r_2 + \cdots + r_g$. The integer $g$ will be called the initial number of local groups, and $r_1, r_2, \ldots, r_g$, initial localities (not necessarily equal).

**Definition 1 (Sum-rank metric [30]).** Let $c = (c^{(1)}, c^{(2)}, \ldots, c^{(g)}) \in \mathbb{F}_{q^m}^N$, where $c^{(i)} \in \mathbb{F}_{q^m}^{r_i}$, for $i = 1, 2, \ldots, g$. We define the sum-rank weight of $c$ as

$$\text{wt}_{SR}(c) = \sum_{i=1}^g \text{Rk}(M_A(c^{(i)})).$$

Finally, we define the sum-rank metric $d_{SR} : (\mathbb{F}_{q^m}^N)^2 \rightarrow \mathbb{N}$ as $d_{SR}(c, d) = \text{wt}_{SR}(c - d)$, for all $c, d \in \mathbb{F}_{q^m}^N$.

We will also say that $N = r_1 + r_2 + \cdots + r_g$ is a sum-rank length partition. A sum-rank length partition is thus the same as a number of initial local groups and initial localities.

As usual, for a code $C \subseteq \mathbb{F}_{q^m}^N$ (linear or non-linear), we define its minimum sum-rank distance as

$$d_{SR}(C) = \min\{d_{SR}(c, d) \mid c, d \in C, c \neq d\}. \quad (2)$$

Observe that the Hamming metric [32] and the rank metric [17], [18], [33] are recovered from the sum-rank metric by setting $r_1 = r_2 = \ldots = r_g = 1$ and $g = 1$, respectively.
The crucial fact about the minimum sum-rank distance for (universal) global erasure correction in LRCs is that it gives the worst-case erasure-correction capability after any possible local linear recoding on disjoint local groups. This is given by the following result, which we will use throughout the paper and is of interest in its own right.

**Theorem 1.** Given a code $C \subseteq \mathbb{F}_q^n$ (linear or non-linear), it holds that

$$d_{SR}(C) = \min \{ d_H(CA) \mid A = \text{Diag}(A_1, A_2, \ldots, A_g), \quad A_i \in \mathbb{F}_q^{r_i \times r_i} \text{ invertible, } 1 \leq i \leq g \}.$$  \hspace{1cm} (3)

**Proof.** We first prove the inequality $\leq$. Since multiplying by such block-diagonal matrices $A$ constitutes a linear sum-rank isometry, and sum-rank distances are upper bounded by Hamming distances, we deduce that

$$d_{SR}(C) = d_{SR}(CA) \leq d_H(CA),$$

for all such matrices, and the inequality follows.

We now prove the inequality $\geq$. Let $c, d \in C$ be such that $c \neq d$ and $d_{SR}(C) = d_{SR}(c, d)$. Let $c = (c^{(1)}, c^{(2)}, \ldots, c^{(g)})$ and $d = (d^{(1)}, d^{(2)}, \ldots, d^{(g)})$, where $c^{(i)}, d^{(i)} \in \mathbb{F}_q^{r_i}$, for $i = 1, 2, \ldots, g$. By column reduction, there exists an invertible matrix $A_i \in \mathbb{F}_q^{r_i \times r_i}$ such that

$$M_A((c^{(i)} - d^{(i)})A_i) = M_A(c^{(i)} - d^{(i)})A_i$$

for certain full-rank matrix $B_i \in \mathbb{F}_q^{m \times w_i}$, where $w_i = \text{Rk}(M_A(c^{(i)} - d^{(i)}))$, for $i = 1, 2, \ldots, g$. In particular, we deduce that $w_H((c^{(i)} - d^{(i)})A_i) = w_i$, for $i = 1, 2, \ldots, g$.

Define $A = \text{Diag}(A_1, A_2, \ldots, A_g) \in \mathbb{F}_q^{N \times N}$. It follows that $w_{SR}((c - d)A) = \sum_{i=1}^g w_i = w_H((c - d)A)$. Hence

$$d_{SR}(C) = d_{SR}(CA) = d_{SR}(cA, dA) = w_{SR}((c - d)A)$$

$$= w_H((c - d)A) = d_H(cA, dA)$$

$$\geq d_H(CA),$$

and the inequality is proven. \hfill $\Box$

The following will be the main tool for global erasure-correction of locally repairable codes based on sum-rank codes. It follows from Theorem 1. It may also be deduced from [34, Th. 1].

**Corollary 1 (Erasure correction).** Let $C \subseteq \mathbb{F}_q^n$ be a code (linear or non-linear), and let $0 \leq \rho < N$. The following are equivalent:

1) $\rho < d_{SR}(C)$.

2) For all $A_i \in \mathbb{F}_q^{r_i \times n_i}$, for $i = 1, 2, \ldots, g$, such that

$$N - \sum_{i=1}^g \text{Rk}(A_i) \leq \rho,$$

there exists a decoder

$$D : C \text{Diag}(A_1, A_2, \ldots, A_g) \rightarrow C$$
(depending on the matrices $A_1, A_2, \ldots, A_g$, such that $D(c \text{Diag}(A_1, A_2, \ldots, A_g)) = c$, for all $c \in C$.

From Theorem 1 and the Hamming-metric Singleton bound [35], we also obtain the following result. It may also be deduced from [34, Th. 5].

**Corollary 2 (First Singleton bound).** Let $C \subseteq \mathbb{F}_q^N$ be a (linear or non-linear) code. It holds that
\begin{equation}
|C| \leq q^{m(N-d_{SR}(C)+1)}.
\end{equation}
Furthermore, equality holds if, and only if, $CA \subseteq \mathbb{F}_q^N$ is MDS, for all $A = \text{Diag}(A_1, A_2, \ldots, A_g) \in \mathbb{F}_q^{N \times N}$, such that $A_i \in \mathbb{F}_q^{r_i \times r_i}$ is invertible, for $i = 1, 2, \ldots, g$.

A code satisfying equality in (4) is called maximum sum-rank distance (MSRD).

We now show that, when the sublengths are equal, $m = N/g$ is the smallest possible extension degree of $\mathbb{F}_{q^m}$ over $\mathbb{F}_q$ for the existence of MSRD codes.

**Corollary 3 (Second Singleton bound).** Assuming that $r_1 = r_2 = \ldots = r_g = N/g$, then any (linear or non-linear) code $C \subseteq \mathbb{F}_{q^m}^N$ satisfies the bound
\begin{equation}
|C| \leq \left(q^{N/g}\right)^{gm-d_{SR}(C)+1}.
\end{equation}
In particular, there exists an MSRD code $C \subseteq \mathbb{F}_{q^m}^N$ with $d_{SR}(C) > 1$ over $\mathbb{F}_q$ only if $m \geq N/g$.

**Proof.** Let $C \subseteq \mathbb{F}_{q^m}^N = (\mathbb{F}_{q^m}^{N/g})^g$ be an arbitrary code. Define $C^T$ as the code obtained by transposing the matrix representation (1) of each block of $N/g$ coordinates, for each codeword in $C$. We may consider that the code $C^T$ lies in $(\mathbb{F}_q^{m})^g = \mathbb{F}_{q^{Nm}}^{m}$. Therefore, it follows from (4) that
\begin{equation*}
|C| = |C^T| \leq \left(q^{N/g}\right)^{gm-d_{SR}(C^T)+1}.
\end{equation*}
Since $d = d_{SR}(C^T) = d_{SR}(C)$, the bound (5) follows.

Finally, if $m < N/g$ and $d > 1$, then we have that
\begin{equation*}
\left(q^{N/g}\right)^{gm-d+1} = q^{m(N-(d-1)N/g)} < q^{m(N-(d-1)m} = q^{m(N-d+1)},
\end{equation*}
and the code $C$ cannot attain (4), hence cannot be MSRD.

As we will see in the next subsection, linearized Reed-Solomon codes [28] achieve this minimum extension degree.

As shown later in Theorem 5, a maximum rank distance (MRD) code in $\mathbb{F}_{q^m}^N$, such as a Gabidulin code [17], [18], is also MSRD for any sum-rank length partition $N = r_1 + r_2 + \cdots + r_g$. However, by taking $g = 1$ in the previous corollary, MRD codes can only exist if $m \geq N$. For this reason, the use of linearized Reed-Solomon codes will imply a reduction in field sizes on Gabidulin-based LRCs [8], [13], [16], [26]. See also Subsection VI-A.
B. Linearized Reed-Solomon Codes

In this subsection, we review the construction of linearized Reed-Solomon codes from [28] (see also [34, Sec. IV]).

Assume that $1 \leq g \leq q - 1$ and $1 \leq r_i \leq m$, for $i = 1, 2, \ldots, g$. Therefore $N \leq (q - 1)m$. Let $\sigma : \mathbb{F}_{q^m} \rightarrow \mathbb{F}_{q^m}$ be given by $\sigma(a) = a^\gamma$, for all $a \in \mathbb{F}_{q^m}$. We need to define linear operators as in [28, Def. 20].

**Definition 2 (Linear operators [28]).** Fix $a \in \mathbb{F}_{q^m}$, and define its $i$th norm as $N_i(a) = \sigma^{i-1}(a) \cdots \sigma(a)a$ for $i \in \mathbb{N}$. Now define the $\mathbb{F}_q$-linear operator $D^i_a : \mathbb{F}_{q^m} \rightarrow \mathbb{F}_{q^m}$ by

$$D^i_a(b) = \sigma^i(b)N_i(a),$$

for all $b \in \mathbb{F}_{q^m}$, and all $i \in \mathbb{N}$. Define also $D_a = D^1_a$, and observe that $D^{i+1}_a = D_a \circ D^i_a$, for $i \in \mathbb{N}$.

We say that $a, b \in \mathbb{F}_{q^m}$ are *conjugate* if there exists $c \in \mathbb{F}_{q^m}^*$ such that $b = \sigma(c)c^{-1}a$. See [36] and [37, Eq. (2.5)]. Take now a primitive element $\gamma$ of $\mathbb{F}_{q^m}$, and note that $\gamma^i \neq \sigma(c)c^{-1}\gamma^j$, for all $c \in \mathbb{F}_{q^m}$ and all $0 \leq i < j \leq q - 2$. Hence $\gamma^0, \gamma^1, \gamma^2, \ldots, \gamma^{q-2}$ constitute the representatives of all non-trivial disjoint conjugacy classes. Finally, take a basis $B = \{\beta_1, \beta_2, \ldots, \beta_m\}$ of $\mathbb{F}_{q^m}$ over $\mathbb{F}_q$, and define the matrices

$$D_i = \begin{pmatrix}
\beta_1 & \beta_2 & \cdots & \beta_{r_i} \\
D^1_i(\beta_1) & D^1_i(\beta_2) & \cdots & D^1_i(\beta_{r_i}) \\
\vdots & \vdots & \ddots & \vdots \\
D^{k-1}_i(\beta_1) & D^{k-1}_i(\beta_2) & \cdots & D^{k-1}_i(\beta_{r_i})
\end{pmatrix},$$

where $D_i = D_{\gamma^i-1}$, for $i = 1, 2, \ldots, g$. The following definition is a particular case of [28, Def. 31].

**Definition 3 (Linearized Reed-Solomon codes [28]).** We define the linearized Reed-Solomon code of dimension $k$, primitive element $\gamma$ and basis $B$, as the linear code $C^L_{\gamma,k}(B, \gamma) \subseteq \mathbb{F}_{q^m}^{N}$ with generator matrix given by

$$D = (D_1 \mid D_2 \mid \ldots \mid D_g) \in \mathbb{F}_{q^m}^{k \times N}.$$  

The following result is [28, Th. 4].

**Proposition 1 ([28]).** The linearized Reed-Solomon code $C^L_{\gamma,k}(B, \gamma) \subseteq \mathbb{F}_{q^m}^{N}$ in Definition 3 is a $k$-dimensional linear MSRD code for the sum-rank length partition $N = r_1 + r_2 + \cdots + r_g$. That is, $d_{SR}(C^L_{\gamma,k}(B, \gamma)) = N - k + 1$.

Observe that $m \geq r = \max_i r_i$. Therefore linearized Reed-Solomon codes achieve the minimum extension degree over $\mathbb{F}_q$ for equal localities by Corollary 3. See also Proposition 2.

As observed in [28, Sec. 3] and [34, Subsec. IV-A], linearized Reed-Solomon codes recover Gabidulin codes [17], [18] when $g = 1$, and they recover Reed-Solomon codes [29] when $m = r_1 = r_2 = \ldots = r_g = 1$. These are the cases when the sum-rank metric particularizes to the rank metric and Hamming metric, respectively. The second
choice of parameters explains why setting \( m = r_1 = r_2 = \ldots = r_g = 1 \) in this paper recovers Reed-Solomon codes with one-dimensional local codes.

### III. Main Construction of MR-LRCs

In this section, we briefly recall the definitions of locally repairable codes [3], [6], [13]–[16] and maximal recoverability [20], [21], and give our main construction. Proofs and further properties of our construction are left to the following sections.

Let \( F \) be a finite field. In this work, we will consider disjoint local groups, which is usual in the maximal recoverability or PMDS literature [20], [21].

**Definition 4 (Locally repairable codes).** Fix integers \( g, r_i, \delta_i \geq 1, \) for \( i = 1, 2, \ldots, g. \) We say that a code \( C \subseteq F^n \) is an \((n, k)\) locally repairable code (LRC) with \((\Gamma_i, r_i, \delta_i)_{i=1}^g\)-localities, or \((r_i, \delta_i)_{i=1}^g\)-localities for short, if

\[
|\Gamma_i| \leq r_i + \delta_i - 1,
\]

and

\[
d_H(C_{\Gamma_i}) \geq \delta_i,
\]

for \( i = 1, 2, \ldots, g. \) The set \( \Gamma_i \) is called the \( i\)th local group. In many occasions, we only use the term *locality* for the number \( r_i \), whereas \( \delta_i \) is called the *local distance*.

Every code is a LRC for any partition of \([n]\) if \( \delta_i = 1 \) for \( i = 1, 2, \ldots, g \), which includes locality but not repair. Every code with distance \( d \) is also a LRC for \( \Gamma_1 = [n], r_1 = n - d + 1 \) and \( \delta_1 = d \), which includes repair but not locality.

An \((n, k)\) MDS code can only have these types of locality, and localities where a local group with distance \( \delta_i > 1 \) must satisfy \( r_i \geq k \). To see this, just observe that any other type of localities imply that there exists some set of \( k \) symbols with some redundancy, thus cannot be an information set. For this reason, MDS codes are not good candidates as LRCs.

Finally, observe that \( r_1 = r_2 = \ldots = r_g = 1 \) means \( \delta_i\)-replication of the \( i\)th symbol.

We now extend the concept of maximal recoverability from [20, Def. 2.1] and [21, Def. 6] to unequal localities and local distances.

**Definition 5 (Maximal recoverability).** We say that a LRC \( C \subseteq F^n \) with \((\Gamma_i, r_i, \delta_i)_{i=1}^g\)-localities is maximally recoverable (MR) if, for any \( \Delta_i \subseteq \Gamma_i \) with \(|\Gamma_i \setminus \Delta_i| = \delta_i - 1\), for \( i = 1, 2, \ldots, g \), the restricted code \( C_\Delta \subseteq F^{|\Delta|} \) is MDS, where \( \Delta = \bigcup_{i=1}^g \Delta_i \).

We next introduce our construction of MR-LRCs based on linearized Reed-Solomon codes (Definition 3).

**Construction 1.** Fix the initial number of local groups \( g \) and initial localities \( r_1, r_2, \ldots, r_g \). Now choose any *base field size* \( q > g \) and any extension degree \( m \geq \max_i r_i \), and define the *global field* \( F = F_{q^m} \). Next choose:

1) **Outer code:** Any \((N, k)\) code \( C_{\text{out}} \subseteq F_{q^m}^N \), that is MSRD over \( F_q \) for the sum-rank length \( N = \sum_{i=1}^g r_i \), such as a linearized Reed-Solomon code (Definition 3).
2) **Local codes:** Any \((r_i + \delta_i - 1, r_i)\) MDS code \(C_{\text{loc}}^{(i)} \subseteq \mathbb{F}_{q_i}^{r_i + \delta_i - 1}\), linear over local fields \(\mathbb{F}_{q_i}\), with \(q_i \geq r_i + \delta_i - 1\) and \(q\) a power of \(q_i\), for \(i = 1, 2, \ldots, g\).

3) **Global code:** Let \(C_{\text{glob}} \subseteq \mathbb{F}_{q}^n\), with \(n = \sum_{i=1}^{g} (r_i + \delta_i - 1) = N + \sum_{i=1}^{g} (\delta_i - 1)\), be given by

\[
C_{\text{glob}} = C_{\text{out}} \text{Diag}(A_1, A_2, \ldots, A_g),
\]

where \(A_i \in \mathbb{F}_{q_i}^{r_i \times (r_i + \delta_i - 1)}\) is any generator matrix of \(C_{\text{loc}}^{(i)}\), for \(i = 1, 2, \ldots, g\).

**Remark 1.** If \(\delta_i = 2\), we may always choose \(q_i = 2\) if \(2 | q\), and local repair in the \(i\)th local group can be performed by XORing. See Example 1.

Observe that the difference with [8], [13], [16], [26] is that Gabidulin codes do not exist for the parameters described in Construction 1 (they require \(m \geq N = \sum_{i=1}^{g} r_i\)), whereas we may use linearized Reed-Solomon codes (Definition 3) for such parameters, which are still MSR D. See Section VI for detailed comparisons of global field sizes.

The following main result follows from Corollary 7, which will be proven in Subsection IV-A. The minimum distance of the global code in Construction 1 will be estimated in Theorem 4, Subsection IV-B.

**Theorem 2.** Let \(C_{\text{glob}} \subseteq \mathbb{F}_{q}^n\) be the global code from Construction 1, and let \(\Gamma_i \subseteq [n]\) be the subset of coordinates ranging from \(\sum_{j=1}^{i-1} (r_j + \delta_j - 1) + 1\) to \(\sum_{j=1}^{i} (r_j + \delta_j - 1)\), for \(i = 1, 2, \ldots, g\). Then the code \(C_{\text{glob}} \subseteq \mathbb{F}_{q}^n\) has \((\Gamma_i, r_i, \delta_i)_{i=1}^{g}\) localities and is maximally recoverable.

We conclude by noting that we may easily find a systematic form of the global code in Construction 1. Here **systematic** only means that certain \(k\) symbols of each codeword form the uncoded file, but they are not necessarily the first \(k\) symbols. Actually, we may distribute the \(k\) uncoded symbols as wanted among the local groups, up to the locality of each group. This more general systematic form is of interest if certain local groups are required to store certain part of the original file.

Since \(C_{\text{out}} \subseteq \mathbb{F}_{q}^N\) is MSR D, then it is MDS, thus any set of \(k\) coordinates is an information set. Since \(N = \sum_{i=1}^{g} r_i\), we may partition \(k = \sum_{i=1}^{g} k_i\), such that \(0 \leq k_i \leq r_i\), for \(i = 1, 2, \ldots, g\). We may then find a systematic generator matrix of \(C_{\text{out}}\) of the form

\[
G = (\bar{I}_{k_1}, G_1 | \bar{I}_{k_2}, G_2 | \ldots | \bar{I}_{k_g}, G_g) \in \mathbb{F}_{q}^{k \times N},
\]

where \(G_i \in \mathbb{F}_{q}^{k \times (r_i - k_i)}\), and \(\bar{I}_{k_i} \in \mathbb{F}_{q}^{k \times k_i}\) is identically zero except for the rows in the \(i\)th block of \(k_i\) rows, where it is the \(k_i \times k_i\) identity matrix, for \(i = 1, 2, \ldots, g\).

If \(A = \text{Diag}(A_1, A_2, \ldots, A_g) \in \mathbb{F}_{q}^{N \times n}\) is such that \(A_i = (I_{r_i}, B_i) \in \mathbb{F}_{q}^{r_i \times n_i}\) is systematic, for \(i = 1, 2, \ldots, g\), then

\[
GA = (\bar{I}_{k_1}, G_1 | \bar{I}_{k_2}, G_2 | \ldots | \bar{I}_{k_g}, G_g) \in \mathbb{F}_{q}^{k \times n}
\]

is a systematic generator matrix of \(C_{\text{glob}} \subseteq \mathbb{F}_{q}^n\), where \(\widetilde{G}_i = (G_i, (\bar{I}_{k_i}, G_i)B_i) \in \mathbb{F}_{q}^{k \times (n_i - k_i)}\), for \(i = 1, 2, \ldots, g\).
IV. MR-LRCs with any Local Linear Codes

In this section, we study LRCs where local groups are disjoint, but locally encoded with arbitrary linear codes over some subfield \( F_q \subseteq F \). We will give the connection between MSRD codes and MR-LRCs in Subsection IV-A, and we will study global distances in Subsection IV-B.

As shown in Example 1, a direct application of this study, among others, will be partitioning the local MDS codes into Cartesian products of shorter local MDS codes, over smaller fields, to modify localities dynamically and adapt the DSS to new hot and cold data, or to obtain multi-layer MR-LRCs. We leave these properties for the next section.

A. General MR-LRCs and MSRD Codes

In this subsection, we show that LRCs with disjoint local linear codes always have the architecture of Construction 1 (Lemma 1), and MSRD outer codes achieve MR simultaneously for all families of local linear codes. We conclude by showing that the maximum locality \( r = \max_i r_i \) is the smallest extension degree of \( F \) over \( F_q \) satisfying this property, which is achieved by Construction 1.

Fix a subfield \( F_q \subseteq F \). The proof of the following lemma is straightforward by linear algebra, and is left to the reader.

**Lemma 1.** Let \( C_{glob} \subseteq F^n \) be a (linear or non-linear) code, where \( n = n_1 + n_2 + \cdots + n_g \), and let \( \Gamma_i \) be the set of coordinates ranging from \( \sum_{j=1}^{i-1} n_j + 1 \) to \( \sum_{j=1}^{i} n_j \), for \( i = 1, 2, \ldots, g \). The following are equivalent:

1) \( (C_{glob})_{\Gamma_i} \subseteq C_i \), where \( C_i \subseteq F^{n_i} \) is an \( r_i \)-dimensional linear code with a generator matrix with coefficients in \( F_q \), for \( i = 1, 2, \ldots, g \).

2) There exist a full-rank matrix \( H_i \in F_q^{(n_i-r_i) \times n_i} \) such that \( c_{\Gamma_i} H_i = 0 \), for all \( c \in C_{glob} \) and all \( i = 1, 2, \ldots, g \).

3) There exist full-rank matrices \( A_i \in F_q^{r_i \times n_i} \) with \( 1 \leq r_i \leq n_i \), for \( i = 1, 2, \ldots, g \), such that

\[
C_{glob} = C_{out} \operatorname{Diag}(A_1, A_2, \ldots, A_g),
\]

for some outer code \( C_{out} \subseteq F^N \), where \( N = \sum_{i=1}^{g} r_i \) and \( |C_{out}| = |C_{glob}| \). Moreover, \( C_{glob} \) is linear if, and only if, \( C_{out} \) is linear.

The relation between these items is that \( A_i \) and \( H_i \) are generator and parity-check matrices of \( C_i \), respectively, for \( i = 1, 2, \ldots, g \).

By Item 2, codes with this structure are included among those described in [23, Def. 2.1]. By Item 1, they are included among those in Definition 4, and by Item 3, they include Construction 1. LRCs with non-MDS local linear codes have also been considered recently in [38], [39], where they are called Multi-Erasure LRC. Their approach is however focused on product codes, and the MR condition is not pursued.

We deduce the following two consequences.

**Corollary 4.** With notation as in Lemma 1, any erasure pattern \( E_i \subseteq \Gamma_i \) that can be corrected by the local code \( C_i \), can be corrected by the global code \( C_{glob} \) with the same complexity over the same field as with \( C_i \), for \( i = 1, 2, \ldots, g \).
Corollary 5. With notation as in Lemma 1, it holds that
\[ k = \log_{|F|} |C_{\text{glob}}| \leq N = \sum_{i=1}^{g} r_i. \] (12)

We call \( h = \sum_{i=1}^{g} r_i - k \geq 0 \) the number of global parities of the global code \( C_{\text{glob}} \), which coincides with the number of conventional parities of the outer code \( C_{\text{out}} \). The other \( \sum_{i=1}^{g} (n_i - r_i) \) parities of \( C_{\text{glob}} \) are given by the parities of the local codes, and therefore are called local parities.

The following definition is a natural extension of Definition 4 for arbitrary disjoint local linear codes.

Definition 6. Let \( C_{\text{glob}} \subseteq F^n \) be a (linear or non-linear) code, where \( n = n_1 + n_2 + \cdots + n_g \) and define \( \Gamma_i \) as the set of coordinates ranging from \( \sum_{j=1}^{i-1} n_j + 1 \) to \( \sum_{j=1}^{i} n_j \), for \( i = 1, 2, \ldots, g \). We say that \( C_{\text{glob}} \) is a \((\Gamma, C_i)_{i=1}^{g}\)-LRC if the equivalent conditions in Lemma 1 hold.

We now characterize the global erasure patterns that are information-theoretically correctable. This holds in particular when the local codes are MDS.

Theorem 3. Fix an \((n, k)\) and \((\Gamma, C_i)_{i=1}^{g}\)-LRC \( C_{\text{glob}} \subseteq F^n \) as in Definition 6. Let \( \mathcal{E} \subseteq [n] \) be an erasure pattern, and define \( \mathcal{E}_i = \mathcal{E} \cap \Gamma_i \) and \( \mathcal{R}_i = \Gamma_i \setminus \mathcal{E}_i \), for \( i = 1, 2, \ldots, g \). The following hold:

1) If \( \sum_{i=1}^{g} \text{Rk}(A_i|_{\mathcal{R}_i}) < k \), then the erasure pattern cannot be corrected by \( C_{\text{glob}} \) for all codewords \( c \in C_{\text{glob}} \), independently of what outer code \( C_{\text{out}} \) is used.

2) If \( \sum_{i=1}^{g} \text{Rk}(A_i|_{\mathcal{R}_i}) \geq k \) and \( C_{\text{out}} \) is an MSRD code over \( F_q \) for the sum-rank length partition \( N = \sum_{i=1}^{g} r_i \), then the erasure pattern can be corrected by \( C_{\text{glob}} \) for all codewords \( c \in C_{\text{glob}} \).

Proof. We prove each item separately:

1) Assume that there exists a decoder \( D : C_{\text{glob}}|_{\mathcal{R}} \rightarrow C_{\text{glob}} \), where \( \mathcal{R} = [n] \setminus \mathcal{E} \), such that \( D(c_\mathcal{R}) = c \), for all \( c \in C_{\text{glob}} \). Let \( A|_{\mathcal{R}} = \text{Diag}(A_1|_{\mathcal{R}_1}, A_2|_{\mathcal{R}_2}, \ldots, A_g|_{\mathcal{R}_g}) \). Then the decoder can be rewritten as

\[ D : C_{\text{out}}(A|_{\mathcal{R}}) \rightarrow C_{\text{out}}, \]

where \( D(c(A|_{\mathcal{R}})) = c \), for all \( c \in C_{\text{out}} \). In particular, \( D : C_{\text{out}}(A|_{\mathcal{R}}) \rightarrow C_{\text{out}} \) is a bijective map.

Fix \( i = 1, 2, \ldots, g \) and let \( s_i = \text{Rk}(A_i|_{\mathcal{R}_i}) \). There exists \( S_i \subseteq \mathcal{R}_i \) such that \( |S_i| = \text{Rk}(A_i|_{S_i}) = s_i \). Hence the restriction map \( \pi : C_{\text{out}}(A|_{\mathcal{R}}) \rightarrow C_{\text{out}}(A|_{S}) \) is also bijective, where \( S = \bigcup_{i=1}^{g} S_i \). Therefore, we conclude that

\[ |C_{\text{out}}(A|_{S})| = |C_{\text{out}}(A|_{\mathcal{R}})| = |C_{\text{out}}| = |C_{\text{glob}}|. \]

However, \( C_{\text{out}}(A|_{S}) \subseteq F^{|S|} \) and \( |S| = \sum_{i=1}^{g} s_i = \sum_{i=1}^{g} \text{Rk}(A_i|_{\mathcal{R}_i}) < k \), which is absurd since \( |C_{\text{glob}}| = |F|^k \).

2) Since \( \sum_{i=1}^{g} \text{Rk}(A_i|_{\mathcal{R}_i}) \geq k \) and \( C_{\text{out}} \) is an MSRD code, the erasure pattern can be corrected by Corollary 1.

This motivates the following definition.

Definition 7 (General MR-LRCs). With notation as in Theorem 3, we say that \( C_{\text{glob}} \) is maximally recoverable (MR) for \((\Gamma, C_i)_{i=1}^{g}\) if it can correct all erasure patterns \( \mathcal{E} \subseteq [n] \) such that \( \sum_{i=1}^{g} \text{Rk}(A_i|_{\mathcal{R}_i}) \geq k \), where \( \mathcal{E}_i = \mathcal{E} \cap \Gamma_i \) and \( \mathcal{R}_i = \Gamma_i \setminus \mathcal{E}_i \), for \( i = 1, 2, \ldots, g \).
We now show that this definition extends Definition 5.

**Corollary 6.** Let the notation be as in Theorem 3, and assume that $C_i$ is an $(r_i + \delta_i - 1, r_i)$ MDS code, for $i = 1, 2, \ldots, g$. The following are equivalent:

1) The code $C_{\text{glob}}$ is a MR-LRC for its $(\Gamma_i, r_i, \delta_i)_{i=1}^g$-localities according to Definition 5.

2) The code $C_{\text{glob}}$ is a MR-LRC for $(\Gamma_i, C_i)_{i=1}^g$ according to Definition 7.

**Proof.** It follows from the definitions and the fact that, if $C_i \subseteq F_q^{r_i \times (r_i + \delta_i - 1)}$ generates $C_i$, then

$$\text{Rk}(A_i | \mathcal{R}_i) = \min\{r_i, |\mathcal{R}_i|\},$$

since $C_i$ is MDS, for $i = 1, 2, \ldots, g$. □

We also deduce the following result, which proves Theorem 2.

**Corollary 7.** With notation as in Theorem 3, the following are equivalent:

1) $C_{\text{out}} \subseteq F_q^N$ is MSRD over $F_q$ for the sum-rank length partition $N = \sum_{i=1}^g r_i$.

2) For all full-rank matrices $A_i \in F_q^{r_i \times n_i}$, for $i = 1, 2, \ldots, g$, the code $C_{\text{glob}} = C_{\text{out}} \text{Diag}(A_1, A_2, \ldots, A_g)$ is a MR-LRC for $(\Gamma_i, C_i)_{i=1}^g$, being $C_i \subseteq F_q^{n_i}$ the linear code generated by $A_i$.

**Proof.** It follows by combining Corollary 1, Corollary 2 and Theorem 3. □

We now show that $m = r$ is the smallest extension degree of $F$ over $F_q$ that allows arbitrary local linear codes with localities up to $r$, which is achieved by Construction 1.

**Proposition 2.** For the positive integers $g$ and $r$ and the field $F_q$, the following are equivalent:

1) $F = F_q^m$ with $m \geq r$.

2) There exists a $(gr, k)$ MSRD code $C_{\text{out}} \subseteq F_q^{gr}$ over $F_q$, with $k < gr$, for the sum-rank length partition $gr = \sum_{i=1}^g r_i$.

3) For all $1 \leq r_i \leq r$, $i = 1, 2, \ldots, g$, there exists an $(N, k)$ MSRD code $C_{\text{out}} \subseteq F_q^N$ over $F_q$, with $k < \sum_{i=1}^g r_i$, for the sum-rank length partition $N = \sum_{i=1}^g r_i$.

**Proof.** Immediate from Corollary 3 and the fact that linearized Reed-Solomon codes are MSRD and exist for the considered parameters (Definition 3 and Proposition 1). □

Observe that:

1) For $h = 0$, i.e., $k = N = \sum_{i=1}^g r_i$, the whole space $C_{\text{out}} = F_q^N$ is MSRD over any subfield (note that Corollary 3 does not apply since $d_{SR}(F_q^N) = 1$), hence we may take $F = F_q$. In this case, $C_{\text{glob}} = C_1 \times C_2 \times \cdots \times C_g$, and we recover Cartesian products. Furthermore, we may take $q$ as the minimum common power of $q_1, q_2, \ldots, q_g$, where $F_{q_i}$ is the local field for $C_i$, for $i = 1, 2, \ldots, g$, in accordance with the general construction.

2) For $r = 1$, we may take $m = 1$, thus $F = F_q$ again. Since the sum-rank metric for $r_1 = r_2 = \ldots = r_g = 1$ coincides with the Hamming metric, $C_{\text{out}}$ only needs to be MDS, and the corresponding linearized Reed-Solomon
codes are classical Reed-Solomon codes. Hence we recover MDS global codes with local replication (dim(C_i) = 1, for i = 1, 2, ..., g).

An example of parameters for a MR-LRC with an MSRD outer code and different local linear codes can be found in Example 1.

B. Global Distances and Thresholds for Erasure Correction

In Theorem 3 we showed that MSRD outer codes correct all erasure patterns that are information-theoretically correctable for arbitrary disjoint local linear codes, and gave a description of such patterns. However, it is usual in the LRC literature to give the minimum distance of the global code, although its optimality is in general weaker than the MR condition. In this subsection, we give a formula for such global distances. It also shows the optimality of the global distance of Construction 1 even without assuming that r_1 ≤ r_2 ≤ ... ≤ r_g and δ_1 ≥ δ_2 ≥ ... ≥ δ_g, in contrast with [15], [16], and hence in contrast with all previous studies.

Fix a full-rank matrix A_i ∈ F_{q_i}^{r_i \times n_i} with 1 ≤ r_i ≤ n_i, and let C_i ⊆ F^{n_i} be the linear code generated by A_i, for i = 1, 2, ..., g. Define n = n_1 + n_2 + ... + n_g. For k = 1, 2, ..., ∑_{i=1}^{g} r_i, define
e(A, k) = \max\{e \in [n] \mid \min\{\text{Rk}(A|_R) \mid |R| = n - e\} \geq k\}, \quad (13)

where A = \text{Diag}(A_1, A_2, ..., A_g) ∈ F_{N \times n}.

Theorem 4. Fix an (n, k) and (Γ_i, C_i)_{i=1}^{g}-LRC C_{glob} ⊆ F^n as in Definition 6. The following hold:

1) d_H(C_{glob}) ≤ e(A, k) + 1, for any outer code C_{out} ⊆ F^N.
2) d_H(C_{glob}) = e(A, k) + 1 if C_{glob} is a MR-LRC for the given (Γ_i, C_i)_{i=1}^{g}-localities.
3) d_H(C_{glob}) = e(A, k) + 1 if the outer code C_{out} ⊆ F^N is MSRD over F_q for the sum-rank length partition N = ∑_{i=1}^{g} r_i.

Proof. It follows from Theorem 3 after unfolding the definitions.

Observe that, if r_i = n_i = 1 (or simply r_i = n_i in general), for i = 1, 2, ..., g, then
e(A, k) = n - k.

Therefore, the previous theorem recovers the classical Singleton bound and definition of MDS codes [35]. In this case, optimal global distance is equivalent to MR due to the lack of linear redundancies in the matrices A_i (in other words, n_i − r_i = 0), for i = 1, 2, ..., g.

A bit more generally, we may give a simple formula for e(A, k) when the local codes are MDS and r_1 ≤ r_2 ≤ ... ≤ r_g and δ_1 ≥ δ_2 ≥ ... ≥ δ_g, which coincides with [15, Th. 2] and [16, Th. 2] for disjoint local groups. It also recovers [13, Th. 2] and [14, Th. 8] when δ_1 = δ_2 = ... = δ_g = 2 for disjoint local groups. Finally, it recovers [6, Th. 2.1] and [3, Eq. (2)] for equal localities and disjoint local groups.
Proposition 3. Assume that $C_i$ is MDS, for $i = 1, 2, \ldots, g$, $r_1 \leq r_2 \leq \ldots \leq r_g$ and $\delta_1 \geq \delta_2 \geq \ldots \geq \delta_g$, and let $k = 1, 2, \ldots, \sum_{i=1}^{g} r_i$. Let $\ell = 0, 1, 2, \ldots, g - 1$ be the unique integer such that
\[ \sum_{i=1}^{\ell} r_i < k \leq \sum_{i=1}^{\ell+1} r_i. \] (14)
Then it holds that
\[ e(A, k) = n - k - \sum_{i=1}^{\ell} (\delta_i - 1). \] (15)

Proof. We present a sketch of the proof. Since $C_i$ is MDS, we have that
\[ \text{Rk}(A_i | R_i) = \min \{ r_i, |R_i| \} = \min \{ r_i, r_i + \delta_i - 1 - |E_i| \}, \]
for any $R_i \subseteq [n_i]$, for $i = 1, 2, \ldots, g$. Hence, for a given $e \in [n]$, the worst-case number of erasures is
\[ \rho = N - \min \{ \sum_{i=1}^{g} \min \{ r_i, r_i + \delta_i - 1 - e_i \} \ |
\sum_{i=1}^{g} e_i = e, 0 \leq e_i \leq r_i + \delta_i - 1, 1 \leq i \leq g \}. \]
As argued in the proof of [8, Th. 24], the worst-case erasure pattern is achieved when erasures concentrate in the smallest number of local groups. In our case, these are the last groups since $r_1 \leq r_2 \leq \ldots \leq r_g$ and $\delta_1 \geq \delta_2 \geq \ldots \geq \delta_g$. Let $0 < \Delta \leq r_{\ell+1}$ be such that $k = \sum_{i=1}^{\ell} r_i + \Delta$. If $e$ is
\[ e = \sum_{j=1}^{g-\ell-1} (r_{g-j+1} + \delta_{g-j+1} - 1) + (r_{\ell+1} + \delta_{\ell+1} - 1 - \Delta) \]
\[ = N - k + \sum_{j=1}^{g-\ell} (\delta_{g-j+1} - 1) = n - k - \sum_{i=1}^{\ell} (\delta_i - 1), \]
then it holds that $\rho = N - k$. Hence more than $e$ erasures will not be correctable. Thus $e(A, k) = e$ and we are done.

V. Universal and Dynamic Properties

In this section, we show how to perform local recodings (Subsection V-A), partition localities and obtain multi-layer MR-LRCs (Subsection V-B), and change the initial localities, number of local groups and file components (Subsection V-C), when using Construction 1.

A. Arbitrary and Efficient Local Linear Recodings

We now show that the architecture described in (11) (Lemma 1) enables any local linear recoding. In other words, the local linear codes can be changed to any other local linear codes by only performing linear operations, inside each local group, over the local fields. The MSRD outer code remains unchanged, thus the MR condition is preserved by Corollary 7, and there is no need for global recoding.

We start by introducing local recoding matrices.
**Definition 8 (Local recoding matrices).** Let $C_{i,loc}^{(i)} \subseteq \mathbb{F}_{q_i}^{n_i}$ and $D_{i,loc}^{(i)} \subseteq \mathbb{F}_{q_i}^{n'_i}$ be local $\mathbb{F}_q$-linear codes with full-rank generator matrices $A_i \in \mathbb{F}_{q_i}^{r_i \times n_i}$ and $B_i \in \mathbb{F}_{q_i}^{r_i \times n'_i}$, respectively, with $q$ a power of $q_i$ and $q'_i$, for $i = 1, 2, \ldots, g$. We define the corresponding local recoding matrices as the unique rank-$r_i$ matrices $T_i \in \mathbb{F}_q^{n_i \times n'_i}$ such that $B_i = A_i T_i$, for $i = 1, 2, \ldots, g$.

The existence of such recoding matrices is straightforward by linear algebra: For $i = 1, 2, \ldots, g$, there exists $C_i \in \mathbb{F}_{q_i}^{r_i \times n_i}$ such that $A_i C_i^T = I_{r_i}$, since $\text{Rk}(A_i) = r_i$. Hence

$$T_i = C_i^T B_i \in \mathbb{F}_q^{n_i \times n'_i}. \quad (16)$$

Now let $C_{out} \subseteq \mathbb{F}_2^n$ be an outer MSRD code, with $N = \sum_{i=1}^{g} r_i$. The corresponding global codes in (11) are given by

$$C_{glob} = C_{out} \text{Diag}(A_1, A_2, \ldots, A_g) \subseteq \mathbb{F}_2^n,$$

$$D_{glob} = C_{out} \text{Diag}(B_1, B_2, \ldots, B_g) \subseteq \mathbb{F}_2^{n'},$$

respectively, where $n = \sum_{i=1}^{g} n_i$ and $n' = \sum_{i=1}^{g} n'_i$. Therefore, it holds that

$$D_{glob} = C_{glob} \text{Diag}(T_1, T_2, \ldots, T_g). \quad (17)$$

This block-diagonal matrix multiplication can be understood as the local groups recoding their local stored data over the local fields, without need of communication between groups, global recoding or change of the outer code.

The complexity of recoding the $i$th local group is as follows: First, decoding the initial code has, in general, complexity $O(r_i^3 \log(q_i)^2)$ over $\mathbb{F}_2$. Second, encoding with the new code has, in general, complexity $O(r_i^2 \log(q_i')^2)$ over $\mathbb{F}_2$. Observe that global recoding in $\mathbb{F}_q^{n'}$ has, in general, complexity $O(r^3 g^3 m^2 \log(q))$ over $\mathbb{F}_2$, where $m \geq r$ and $g \gg r$.

An example of such local linear recodings can be found in Example 1.

**B. Multi-layer MR-LRCs: Partitioning the Initial Localities**

As a consequence of the local recodings in the previous subsection, we show now how to partition localities and obtain multi-layer MR-LRCs.

The main observation is that codes that are MSRD for a given sum-rank length partition are also MSRD for finer partitions.

**Theorem 5.** For $i = 1, 2, \ldots, g$, partition $r_i = \sum_{j=1}^{g_i} r_{i,j}$. Denote by $d_{SR}$ and $d_{SR}^{ref}$, the sum-rank metrics in $\mathbb{F}_q^n$ for the sum-rank length partitions $N = \sum_{i=1}^{g} r_i$ and $N = \sum_{i=1}^{g} \sum_{j=1}^{g_i} r_{i,j}$, respectively. For a code $C \subseteq \mathbb{F}_q^n$ (linear or non-linear), it holds that

$$d_{SR}(C) \leq d_{SR}^{ref}(C). \quad (18)$$

In particular, if $C$ is MSRD with respect to $d_{SR}$, then it is MSRD with respect to $d_{SR}^{ref}$.

**Proof.** Immediate from Theorem 1 and Corollary 2. □
Note that, when \( g = 1 \) and \( g_1 = N \), this theorem recovers the well-known fact that \( d_R(\mathcal{C}) \leq d_H(\mathcal{C}) \), where \( d_R \) and \( d_H \) denote rank and Hamming distances, respectively. See, for instance, [17].

Hence we deduce the following result on partitioning local groups in MR-LRCs.

**Corollary 8.** Let \( \mathcal{C}_{out} \subseteq \mathbb{F}_q^N \) be MSRD for the sum-rank length partition \( N = \sum_{i=1}^{g} r_i \), with \( m \geq \max_i r_i \). For \( i = 1, 2, \ldots, g \), partition \( r_i = \sum_{j=1}^{g_i} r_{i,j} \), and let \( A_{i,j} \in \mathbb{F}_{q_{i,j}}^{n_{i,j}} \) be full-rank generator matrices of codes \( \mathcal{C}_{loc}^{(i,j)} \subseteq \mathbb{F}_{q_{i,j}}^{n_{i,j}} \), with \( 1 \leq r_{i,j} \leq n_{i,j} \) and \( q \) a power of \( q_{i,j} \), for \( j = 1, 2, \ldots, g_i \) and \( i = 1, 2, \ldots, g \). The code

\[
\mathcal{C}_{glob} = \mathcal{C}_{out} \text{Diag}(A_1, A_2, \ldots, A_g) \subseteq \mathbb{F}_q^m,
\]

where \( A_i = \text{Diag}(A_{i,1}, A_{i,2}, \ldots, A_{i,g_i}) \in \mathbb{F}_q^{n_i \times n_i} \), for \( i = 1, 2, \ldots, g \) is a MR-LRC for the local codes \( ((\mathcal{C}_{loc}^{(i,j)})_{j=1}^{g_i})_{i=1}^{g} \).

Observe that such partitionings can be performed efficiently by local linear recoding as in the previous subsection. An example of such partitioning, for only the first initial locality \( r_1 = \sum_{j=1}^{g_1} r_{1,j} \), can be found in Example 1.

Note that partitioning localities as in the previous corollary is simply using Cartesian products as local codes. Cartesian products are precisely MR-LRCs for very high information rates (no global parities). Exactly as in the previous corollary, instead of choosing \( r \) in the exponent of the global field. Fortunately, the field for decoding in each layer remains unchanged even after adding new layers. In particular, “local” decoding at lower layers is more efficient than “global” decoding at upper layers, whose erasure-correction algorithms are triggered less frequently. This is what happens to the local fields when using MSRD outer codes in single-layer MR-LRCs.

**C. Recursive Encoding, and Changes of Initial Localities, File Components and Number of Local Groups**

In the previous subsection, we studied how to partition the initial localities without global recoding. In this subsection, we show how to modify, without global recoding, the initial localities up to \( m \) (\( \mathbb{F} = \mathbb{F}_q^m \)), the initial file size \( k \), and the initial number of local groups \( g \) up to \( q - 1 \). Note that the restriction \( k \leq \sum_{i=1}^{g} r_i \) must always hold by Corollary 5. Changes in these three parameters imply changing the number of global parities \( h = \sum_{i=1}^{g} r_i - k \geq 0 \), whereas changes in the local codes, as in the previous subsections, imply changing the number of local parities.

These processes are of interest when one desires to prepare iteratively a DSS that stores a final file up to a given size. One starts with a small number of local groups and a small file, and adds new groups, localities and file components over time. In such a scenario, it is desirable to encode the final file recursively, protecting intermediate files from erasures, without global recoding at each stage. Since these processes are reversible (the three parameters can be decreased), they can be used to remove and/or update file components over time without global recoding.
Let $C_k \subseteq \mathbb{F}_{q^m}^{(q-1)m}$ be a $k$-dimensional linearized Reed-Solomon code (Definition 3), for $k = 0, 1, 2, \ldots, N_0 = (q - 1)m$, for the sum-rank length partition $N_0 = \sum_{i=1}^n m$. Assume that $(C_k)_{k=0}^{(q-1)m}$ form a nested sequence of codes with nested generator matrices (placing extra rows at the end)

$$G_k = (G_{k,1} | G_{k,2} | \ldots | G_{k,q-1}) \in \mathbb{F}_{q^m}^{k \times (q-1)m},$$

(19)

where $G_{k,i} \in \mathbb{F}_{q^m}^{k \times m}$, for $i = 1, 2, \ldots, q-1$. We may choose such nested linearized Reed-Solomon codes and nested generator matrices by using those in (8) or (9), for instance. The largest matrix in (19), i.e. for $k = (q - 1)m$, can be precomputed and stored for ease of future updates.

Fix an initial number of local groups $1 \leq g \leq q - 1$, initial localities $1 \leq r_i \leq m$, for $i = 1, 2, \ldots, g$, and an initial file size $1 \leq k \leq \sum_{i=1}^g r_i$. The initial outer code is $C_{\text{out}} \subseteq \mathbb{F}_{q^m}^N$, $N = \sum_{i=1}^g r_i$, with generator matrix $G_{\text{in}}^{\text{inst}} \in \mathbb{F}_{q^m}^{k \times N}$ obtained by taking the first $r_i$ columns from $G_{k,i}$, for $i = 1, 2, \ldots, g$.

Fix $i = 1, 2, \ldots, g$. To go from $r_i$ to $r'_i$, we do the following. Let $c_{\text{out}} \in C_{\text{out}}$ be the outer codeword encoding the file $f \in \mathbb{F}_{q^m}^k$. First, decode the $i$th local group (this has complexity $O(r_i^2)$ over $\mathbb{F}_{q_i}$ in general) to obtain $c_{\text{out}}^{(i)} \subseteq \mathbb{F}_{q_i}^{r_i}$.

Next:

1) If $r'_i < r_i$, then delete the last $r_i - r'_i$ components of $c_{\text{out}}^{(i)} \subseteq \mathbb{F}_{q_i}^{r_i}$ to obtain $c_{\text{out}}^{(i)} \in \mathbb{F}_{q_i}^{r'_i}$.

2) If $r'_i > r_i$, then set $c_{\text{out}}^{(i)} = (c_{\text{out}}^{(i)}, fD) \in \mathbb{F}_{q_i}^{r_i}$, where $D$ is the matrix formed by the columns in $G_{k,i}$ indexed by $r_i + 1, r_i + 2, \ldots, r'_i$. This has complexity $O(k(r'_i - r_i))$ over $\mathbb{F}_{q^m}$ in general.

Finally, encode $c_{\text{out}}^{(i)}$ using the generator matrix of the new $r'_i$-dimensional $i$th local code $A'_i \in \mathbb{F}_{q'_i}^{r'_i \times n'_i}$, which has complexity $O(r'_i^2)$ over $\mathbb{F}_{q'_i}$ in general.

Changing the file size is done as usual with nested linear codes. Assume that $1 \leq k \leq k' \leq \sum_{i=1}^g r_i$, and let $f \in \mathbb{F}_{q^m}^k$ and $f' = (f, d) \in \mathbb{F}_{q^m}^{k'}$ be the initial and final files, respectively. Let $A_i \in \mathbb{F}_{q_i}^{r_i \times n_i}$ be the generator matrix of the $i$th local code. If the initial global codeword is $c_{\text{glob}} \in \mathbb{F}_{q^m}^N$, then the new global codeword is $c'_{\text{glob}} = c_{\text{glob}} + dEA \in \mathbb{F}_{q^m}^N$, where $A = \text{Diag}(A_1, A_2, \ldots, A_g) \in \mathbb{F}_{q}^{N \times n}$, and $E \in \mathbb{F}_{q^m}^{(k'-k) \times N}$ is formed by the last $k' - k$ rows in $G_{\text{inst}}^{\text{inst}}$. Note that going back from $k'$ to $k$ is analogous.

We conclude by showing how to add or remove local groups. Let $1 \leq g' \leq q - 1$ be the new number of local groups.

Assume first that $g' < g$ and $k \leq \sum_{i=1}^{g'} r_i$. In this case, we only need to delete the entire groups indexed by $i = g' + 1, g' + 2, \ldots, g$, and we are done.

Assume now that $g' > g$, choose new localities $1 \leq r_i \leq m$ and new local generator matrices $A_i \in \mathbb{F}_{q_i}^{r_i \times n_i}$, for $i = g + 1, g + 2, \ldots, g'$. Construct $F \in \mathbb{F}_{q^m}^{k \times N'}$, where $N' = \sum_{i=g+1}^{g'} r_i$, by taking from $G_{k,i}$ its first $r_i$ columns, for $i = g + 1, g + 2, \ldots, g'$. If the initial global codeword is $c_{\text{glob}} \in \mathbb{F}_{q^m}^N$, then the new global codeword is $(c_{\text{glob}}, fFA') \in \mathbb{F}_{q^m}^{N + N'}$, where $A' = \text{Diag}(A_{g+1}, A_{g+2}, \ldots, A_{g'}) \in \mathbb{F}_{q}^{N' \times n'}$ and $n' = \sum_{i=g+1}^{g'} n'_i$.

Finally, observe that the three processes described in this subsection (changes of initial localities, file components and number of groups) can be done sequentially in any order, as long as the restriction $k \leq \sum_{i=1}^{g} r_i$ is satisfied in all stages.
VI. COMPARISONS BETWEEN DIFFERENT OPTIMAL AND/OR MR-LRCs FOR GENERAL PARAMETERS

In this section, we compare global and local field sizes, and computational complexities of local and global erasure correction with Construction 1 and codes from the literature that are defined for general parameters. To this end, we will focus on Tamo-Barg codes [12], which are general optimal LRCs with linear field sizes (although not MR); the codes in [27], which are the previous known MR-LRCs with smallest global fields; and Gabidulin-based LRCs [8], [13], [16], [26], which have outer MSRD codes and thus enjoy the same universality, dynamism and local fields as Construction 1.

We will not study the minimum required per-node storage (i.e. storage complexity), since in all cases the number of bits per symbol is at most linear in $gr$, which is not large enough to pose problems in large-scale DSSs.

A. Smallest Global Field for given Initial Localities among Linearized Reed-Solomon Codes

In this subsection, we find that, when using linearized Reed-Solomon codes (Definition 3) for equal initial localities $N = gr$, the smallest field size is achieved by choosing the finest sum-rank length partition. In Corollary 3, we found that $r = \max_i r_i$ is the smallest exponent, but finer partitions require a larger base, hence so far it is not completely clear that the finest sum-rank partition gives the smallest global field.

Assume that $N = gr$ ($r = r_1 = r_2 = \ldots = r_g$). We argue as follows. By Theorem 1, we may choose partitions of $N = gr$ as $x$ local groups with $\lceil gr/x \rceil$ members, for certain $x = 1, 2, \ldots, g$. Observe that the extremal case $x = 1$ corresponds to choosing Gabidulin codes. The global field size of the linearized Reed-Solomon code with $x$ local groups is

$$F(x) = \max\{x + 1, r + \delta - 1\}^{\lceil gr/x \rceil},$$

since a partition into $x$ local groups requires a base field size at least $x + 1$, and local MDS codes require field sizes at least $r + \delta - 1$. An illustration of this function is given in Fig. 2 for $g = 31$, $r = 6$ and $\delta = 3$.

First observe that $F(x) = (r+\delta-1)^{\lceil gr/x \rceil}$ if $x \leq r+\delta-2$, hence the minimum is attained when $r+\delta-2 \leq x \leq g$. For these values, we have that $F(x) = (x+1)^{\lceil gr/x \rceil}$. Since $f(x) = \log(x+1)/x$ is decreasing for $x > 0$, we conclude that

$$(g+1)^r = F(g) = \min\{\max\{x + 1, r + \delta - 1\}^{\lceil gr/x \rceil} \mid 1 \leq x \leq g\},$$

which is attained by the choice of parameters in Construction 1, and we are done.

Note that, if $g \geq 2$, then any choice $x \geq 2$ always decreases the global field size required by Gabidulin codes, without any loss in performance.

B. Comparison with other LRCs from the Literature

In this subsection, we assume equal localities for simplicity in the comparisons (note that [12], [27] assume equal localities). A summary is provided in Table I.
Fig. 2. The function \( F(x) = \max\{ x + 1, r + \delta - 1 \}^{[gr/x]} \) with logarithmic y-axis (in base 2), for \( x = 1, 2, \ldots, 31 \), where \( g = 31, r = 6 \) and \( \delta = 3 \). The value \( F(1) = 2^{558} \) indicates the field size required by a Gabidulin code in this case, whereas \( F(31) = 2^{30} \) indicates the field size required by a linearized Reed-Solomon code for the sum-rank length partition \( N = gr = \sum_{i=1}^{g} r \).

The global field sizes required by Construction 1, Tamo-Barg codes [12], the codes by Gabrys et al. [27] and Gabidulin-based LRCs [8], [13], [16], [26] are in general,

\[
q_{C1} \geq (g + 1)^r,
q_{TB} \geq (r + \delta - 1)g,
q_{GBS} \geq g^{gr-k},
q_{Gab} \geq (r + \delta - 1)^{gr},
\]

respectively, where always \((r + \delta - 1)^{gr} > (g + 1)^r\) as shown in the previous subsection. On the other hand, the minimum field sizes for the \( i \)th local code \( C_{loc}^{(i)} \) are, in general,

\[
q_{C1}^{loc} \geq r + \delta - 1,
q_{TB}^{loc} \geq (r + \delta - 1)g,
q_{GBS}^{loc} \geq r + \delta - 1,
q_{Gab}^{loc} \geq r + \delta - 1,
\]

respectively, where they must divide the corresponding global field sizes. See Example 1.

Local repair (LR) by each local code requires the following number of operations over \( \mathbb{F}_2 \) per each block of
log\(q_{loc}\) bits, for the corresponding local field size \(q_{loc}\):

\[
\begin{align*}
\text{LR}_{C1} &= O(r^2 \log(r)^2), \\
\text{LR}_{TB} &= O(r^2 \log(g)^2), \\
\text{LR}_{GYBS} &= O(r^2 \log(r)^2), \\
\text{LR}_{Gab} &= O(r^2 \log(r)^2),
\end{align*}
\]

respectively. Here we assume that local decoding algorithms of quadratic complexity exist by Newton-type interpolation.

Finally, global decoding (GD) requires the following number of operations over \(\mathbb{F}_2\) per each block of \(\log(q_{glob})\) bits, for the corresponding global field size \(q_{glob}\):

\[
\begin{align*}
\text{GD}_{C1} &= O(r^4 g^2 \log(g)^2), \\
\text{GD}_{TB} &= O(r^2 \log(r)^2 g^2 \log(g)^2), \\
\text{GD}_{GYBS} &= O(r^2 (gr - k)^2 g^2 \log(g)^2), \\
\text{GD}_{Gab} &= O(r^4 \log(r)^2 g^4),
\end{align*}
\]

respectively, where we assume again that we may apply quadratic-complexity decoding algorithms via Newton-type interpolation (see [34, Sec. VI] for linearized Reed-Solomon codes).

In conclusion, local repair is similar with Construction 1, [27] and Gabidulin-based LRCs, and is more efficient than for Tamo-Barg codes [12], whereas these latter codes have more efficient global decoding. Gabidulin-based LRCs never achieves more efficient global decoding than Construction 1. Finally, Construction 1 has more efficient global decoding than [27] in general when \(r \leq h = gr - k\).

Assume now that \(g \gg r\) or that \(r\) is constant, therefore \(g = \Theta(n)\). Then Gabidulin-based LRCs’ global decoding complexity is of order \(O(n^4)\) over \(\mathbb{F}_2\), and that of the codes in [27] is of order \(O(h^2 n^2 \log(n)^2)\) over \(\mathbb{F}_2\). Meanwhile, Construction 1 and Tamo-Barg’s global decoding complexities are comparable and of order \(O(n^2 \log(n)^2)\) over \(\mathbb{F}_2\), the same as quadratic decoding of Reed-Solomon codes with \(r = 1\), length \(n\), and local replication. See also Example 2.

VII. FURTHER FIELD SIZE REDUCTIONS: SUBEXTENSION SUBCODES AND SUM-RANK ALTERNANT CODES

In this section, we introduce the concept of subextension subcode of a sum-rank code, which plays the same role as subfield subcodes for the Hamming metric. When applied to linearized Reed-Solomon codes (Definition 3), we obtain sum-rank alternant codes, which have not been considered yet, to the best of our knowledge.

We will give an estimation on their minimum sum-rank distance and dimension, analogous to the classical estimations for alternant codes [40]. We conclude by analyzing their performance as universal LRCs. Since they can be used as outer codes with the architecture in (11), all results in this paper hold, except that recoverability is no longer maximal. As was the case for linearized Reed-Solomon codes, by setting \(m = r_1 = r_2 = \ldots = r_g = 1\) in this section, we obtain classical alternant codes with arbitrary local replication.

Fix a prime power \(q_0\), a positive integer \(s\) and \(q = q_0^s\). We also fix a sum-rank length partition \(N = \sum_{i=1}^{g} r_i\).
Definition 9 (Subextension subcodes). Given a code $C \subseteq \mathbb{F}_{q_0}^N$, we define its subextension subcode of degree $m$ over $\mathbb{F}_{q_0}$ as the subfield subcode
\[ C_{q_0, m} = C|_{\mathbb{F}_{q_0}^m} = C \cap \mathbb{F}_{q_0}^N \subseteq \mathbb{F}_{q_0}^m. \] (20)

Denote now by $\text{wt}_{SR}^q$ and $\text{wt}_{SR}^{q_0}$ the sum-rank weights in $\mathbb{F}_{q_m}^N$ and $\mathbb{F}_{q_0}^N$, over $\mathbb{F}_q$ and $\mathbb{F}_{q_0}$, respectively. Similarly for distances $d_{SR}^q$ and $d_{SR}^{q_0}$, respectively.

The crucial fact about subextension subcodes is that they inherit their minimum sum-rank distance from the original code. The case $m = 1$ recovers the well-known fact on the minimum Hamming distance of subfield subcodes.

Theorem 6. For a (linear or non-linear) code $C \subseteq \mathbb{F}_{q_m}^N$, it holds that
\[ d_{SR}^{q_0}(C_{q_0, m}) \geq d_{SR}^q(C). \] (21)

Proof. Let $c, d \in C_{q_0, m}$, $c \neq d$, let $A_i \in \mathbb{F}_{q_0}^{r_i \times r_i}$ be invertible, for $i = 1, 2, \ldots, g$, and define $A = \text{Diag}(A_1, A_2, \ldots, A_g) \in \mathbb{F}_{q_0}^{N \times N}$. Since $\mathbb{F}_{q_0} \subseteq \mathbb{F}_q$ and $c, d \in C$, we deduce from Theorem 1 for $q$ that
\[ d_H(cA, dA) \geq d_{SR}^q(cA, dA) = d_{SR}^{q_0}(c, d) \geq d_{SR}^q(C). \]

The result follows now from Theorem 1 for $q_0$, after running over all such block-diagonal matrices $A = \text{Diag}(A_1, A_2, \ldots, A_g) \in \mathbb{F}_{q_0}^{N \times N}$. \hfill \Box

We may now introduce sum-rank alternant codes.

Definition 10 (Sum-rank alternant codes). For a primitive element $\gamma$ of $\mathbb{F}_{q_m}$ and a basis $B$ of $\mathbb{F}_{q_m}$ over $\mathbb{F}_q$, we define the sum-rank alternant code of degree $m$ over $\mathbb{F}_{q_0}$, with designed sum-rank distance $\delta^*$, as the $(\mathbb{F}_{q_0}^m$-linear) code
\[ C_{\text{Alt}}^{\sigma, q_0, m}(B, \gamma, \delta^*) = (C_{\text{Alt}}^{\sigma, \delta^*-1}(B, \gamma))_{q_0, m} \subseteq \mathbb{F}_{q_0}^N, \]
where $C_{\text{Alt}}^{\sigma, \delta^*-1}(B, \gamma)$ is the $(\delta^* - 1)$-dimensional linearized Reed-Solomon code in Definition 3.

We now give estimates on the minimum sum-rank distance and dimension of sum-rank alternant codes.

Corollary 9. The sum-rank alternant code $C_{\text{Alt}} = C_{\text{Alt}}^{\sigma, q_0, m}(B, \gamma, \delta^*) \subseteq \mathbb{F}_{q_0}^N$ in Definition 10 satisfies that:
1) $d_{SR}^{q_0}(C_{\text{Alt}}) \geq \delta^*$.
2) $\dim(C_{\text{Alt}}) \geq N - s(\delta^* - 1)$, where $q = q_0^r$.

Proof. First, the dual of a linearized Reed-Solomon code is again a linearized Reed-Solomon code (see [34, Th. 4]), hence is also MSRD. Thus Item 1 follows from Theorem 6.

Next, since $q_m = (q_0^r)^s$ by hypothesis, Item 2 follows from Delsarte’s lower bound on dimensions of subfield subcodes [40]. \hfill \Box

Observe that setting $m = 1$, we recover the Hamming metric, classical Reed-Solomon codes and classical alternant codes. The previous estimations become then the classical ones [40].
From the study in Section IV, we deduce the following on sum-rank alternant-based LRCs.

**Theorem 7.** Let \( C_{\text{out}} = C_{\text{Alt}}^{\sigma, q_0, m}(B, \gamma, \delta^*) \subseteq \mathbb{F}_{q_0}^{N_n} \) be the sum-rank alternant code in Definition 10. Fix full-rank matrices \( A_i \in \mathbb{F}_{q_0}^{r_i \times n_i}, 1 \leq r_i \leq n_i \), for \( i = 1, 2, \ldots, g \), and define \( A = \text{Diag}(A_1, A_2, \ldots, A_g) \in \mathbb{F}_{q_0}^{N \times n} \) and \( n = n_1 + n_2 + \cdots + n_g \). The global code \( C_{\text{glob}} = C_{\text{out}} A \subseteq \mathbb{F}_{q_0}^n \) (see (11)) is a \((\Gamma_i, C_i)_{i=1}^g\)-LRC as in Definition 6, such that:

1) If \( \mathcal{R} \subseteq [n] \) and \( \text{Rk}(A|_{\mathcal{R}}) \geq N - \delta^* + 1 \), then the erasure pattern \( E = [n] \setminus \mathcal{R} \) can be corrected by \( C_{\text{glob}} \) for all codewords \( c \in C_{\text{glob}} \).
2) It holds that

\[
e(A, N - \delta^* + 1) \leq d_H(C_{\text{glob}}) - 1 \leq e(A, N - s(\delta^* - 1)),
\]

where \( e(A, k) \) is as in (13), for \( k \in \mathbb{N} \).

**Proof.** Item 1 follows from Corollary 1 and \( d^{q_0}_{SR}(C_{\text{out}}) \geq \delta^* \) (Corollary 9). The first inequality in Item 2 follows from Item 1 and (13). The second inequality in Item 2 follows from \( \dim(C_{\text{glob}}) \geq N - s(\delta^* - 1) \) (Corollary 9), Theorem 4 and the fact that \( e(A, k) \leq e(A, k') \) whenever \( k \geq k' \), which follows from (13).

In conclusion, we obtain an exponential reduction in field size, with exponent \( s \), by reducing the entropy of the stored file by at most \( (s - 1)(\delta^* - 1) \). However, this reduction of information rate is only a bound. It would be of interest to find sharper lower bounds on the dimension of subextension subcodes, as done in [41] for classical subfield subcodes. Adapting known decoding algorithms of alternant codes is also of interest, as well as finding what type of cyclicity certain sum-rank alternant codes may have.

VIII. Conclusion

In this work, we have proposed an architecture for LRCs based on those in [8], [13], [16], [26], but substituting Gabidulin codes [17], [18] by general MSRD codes, in particular, by linearized Reed-Solomon codes [28]. Construction 1 achieves maximal recoverability and all the flexibility advantages of Gabidulin-based LRCs, but with global field sizes roughly \( g^r \). Such field sizes improve the smallest known global fields of MR-LRCs when \( r \leq h \) [27] for equal localities, and all previous best known MR-LRCs for unequal localities [13], [16].

The flexibility features of Construction 1 include being compatible with arbitrary local codes over much smaller local fields, partitioning the initial localities without global recoding, and changing the initial localities, file components and number of local groups, without global recoding.

To further reduce global field sizes, subextension subcodes and sum-rank alternant codes have been introduced. As in the classical case, exponential field size reductions are possible at the cost of reducing the information rate.

**References**

[1] C. Huang, M. Chen, and J. Li, “Pyramid codes: Flexible schemes to trade space for access efficiency in reliable data storage systems,” in *Sixth IEEE Int. Symp. Network Comp. App.*, July 2007, pp. 79–86.

[2] F. Oggier and A. Datta, “Self-repairing homomorphic codes for distributed storage systems,” in *2011 Proc. IEEE INFOCOM*, April 2011, pp. 1215–1223.
[3] P. Gopalan, C. Huang, H. Simitci, and S. Yekhanin, “On the locality of codeword symbols,” IEEE Trans. Info. Theory, vol. 58, no. 11, pp. 6925–6934, Nov 2012.

[4] C. Huang, H. Simitci, Y. Xu, A. Ogus, B. Calder, P. Gopalan, J. Li, and S. Yekhanin, “Erasure coding in Windows Azure storage,” in 2012 USENIX Annual Technical Conference, Boston, MA, 2012, pp. 15–26.

[5] M. Sathiamoorthy, M. Asteris, D. Papailiopoulos, A. G. Dimakis, R. Vadali, S. Chen, and D. Borthakur, “XORing elephants: novel erasure codes for big data,” in Proc. 39th Int. Conf. Very Large Data Bases, ser. PVLDB’13, 2013, pp. 325–336.

[6] G. M. Kamath, N. Prakash, V. Lalitha, and P. V. Kumar, “Codes with local regeneration and erasure correction,” IEEE Trans. Info. Theory, vol. 60, no. 8, pp. 4637–4660, Aug 2014.

[7] J. Han and L. A. Lastes-Montaño, “Reliable memories with subline accesses,” in Proc. IEEE Int. Symp. Info. Theory, 2007, pp. 2531–2535.

[8] A. S. Rawat, O. O. Koyluoglu, N. Silberstein, and S. Vishwanath, “Optimal locally repairable and secure codes for distributed storage systems,” IEEE Trans. Info. Theory, vol. 60, no. 1, pp. 212–236, 2014.

[9] D. S. Papailiopoulos and A. G. Dimakis, “Locally repairable codes,” IEEE Trans. Info. Theory, vol. 60, no. 10, pp. 5843–5855, Oct 2014.

[10] W. Song, S. H. Dau, C. Yuen, and T. J. Li, “Optimal locally repairable linear codes,” IEEE J. Select. Areas Comm., vol. 32, no. 5, pp. 1019–1036, May 2014.

[11] I. Tamo, D. S. Papailiopoulos, and A. G. Dimakis, “Optimal locally repairable codes and connections to matroid theory,” IEEE Trans. Info. Theory, vol. 62, no. 12, pp. 6661–6671, Dec 2016.

[12] I. Tamo and A. Barg, “A family of optimal locally recoverable codes,” IEEE Trans. Info. Theory, vol. 60, no. 8, pp. 4661–4676, Aug 2014.

[13] S. Kadhe and A. Sprintson, “Codes with unequal locality,” in Proc. IEEE Int. Symp. Info. Theory, June 2017, pp. 2038–2042.

[14] G. Kim and J. Lee, “Locally repairable codes with unequal local erasure correction,” IEEE Trans. Info. Theory, pp. 1–1, 2018.

[15] E. M. Gabidulin, “Theory of codes with maximum rank distance,” Problems Inform. Transmission, vol. 21, no. 1, pp. 1–12, 1985.

[16] R. M. Roth, “Maximum-rank array codes and their application to crisscross error correction,” IEEE Trans. Info. Theory, vol. 37, no. 2, pp. 328–336, Mar. 1991.

[17] M. Chen, C. Huang, and J. Li, “On the maximally recoverable property for multi-protection group codes,” in Proc. IEEE Int. Symp. Info. Theory, June 2007, pp. 486–490.

[18] M. Blaum, J. L. Hafner, and S. Hertzler, “Partial-MDS codes and their application to RAID type of architectures,” IEEE Trans. Info. Theory, vol. 59, no. 7, pp. 4510–4519, July 2013.

[19] P. Gopalan, C. Huang, B. Jenkins, and S. Yekhanin, “Explicit maximally recoverable codes with locality,” IEEE Trans. Info. Theory, vol. 60, no. 9, pp. 5245–5256, Sept 2014.

[20] S. Gopi, V. Guruswami, and S. Yekhanin, “On maximally recoverable local reconstruction codes,” Electr. Colloq. Comp. Complexity (ECCC), vol. 24, no. 183, 2017.

[21] P. Gopalan, G. Hu, S. Kopparty, S. Saraf, C. Wang, and S. Yekhanin, “Maximally recoverable codes for grid-like topologies,” in Proc. 28th Annual ACM-SIAM Symp. Discrete Alg., ser. SODA ’17, Philadelphia, PA, USA, 2017, pp. 2092–2108.

[22] M. Blaum, J. S. Plank, M. Schwartz, and E. Yaakobi, “Construction of partial MDS and Sector-Disk codes with two global parity symbols,” IEEE Trans. Info. Theory, vol. 62, no. 5, pp. 2673–2681, May 2016.

[23] G. Hu and S. Yekhanin, “New constructions of SD and MR codes over small finite fields,” in Proc. IEEE Int. Symp. Info. Theory, July 2016, pp. 1591–1595.

[24] G. Calis and O. O. Koyluoglu, “A general construction for PMDS codes,” IEEE Communications Letters, vol. 21, no. 3, pp. 452–455, March 2017.

[25] R. Gabrys, E. Yaakobi, M. Blaum, and P. H. Siegel, “Constructions of partial MDS codes over small fields,” in Proc. IEEE Int. Symp. Info. Theory, June 2017, pp. 1–5.

[26] U. Martinez-Peñas, “Skew and linearized Reed-Solomon codes and maximum sum rank distance codes over any division ring,” J. Algebra, vol. 504, pp. 587–612, 2018.

[27] I. S. Reed and G. Solomon, “Polynomial codes over certain finite fields,” J. Soc. Ind. and Appl. Math., vol. 8, no. 2, pp. 300–304, 1960.

[28] R. W. Nóbrega and B. F. Uchoa-Filho, “Multishot codes for network coding using rank-metric codes,” in Proc. 2010 Third IEEE Int. Workshop on Wireless Network Coding, 2010, pp. 1–6.
[31] H.-F. Lu and P. V. Kumar, “A unified construction of space-time codes with optimal rate-diversity tradeoff,” IEEE Trans. Info. Theory, vol. 51, no. 5, pp. 1709–1730, May 2005.

[32] R. W. Hamming, “Error detecting and error correcting codes,” The Bell System Technical Journal, vol. 29, no. 2, pp. 147–160, April 1950.

[33] P. Delsarte, “Bilinear forms over a finite field, with applications to coding theory,” J. Comb. Theory, S. A, vol. 25, no. 3, pp. 226–241, 1978.

[34] U. Martínez-Peñas and F. R. Kschischang, “Reliable and secure multishot network coding via linearized Reed-Solomon codes,” in Proc. 56th Annual Allerton Conference on Communication, Control, and Computing (Allerton), 2018, extended version: https://arxiv.org/abs/1805.03789.

[35] R. Singleton, “Maximum distance q-nary codes,” IEEE Trans. Info. Theory, vol. 10, no. 2, pp. 116–118, Apr. 1964.

[36] T. Y. Lam, “A general theory of Vandermonde matrices,” Expositiones Mathematicae, vol. 4, pp. 193–215, 1986.

[37] T. Y. Lam and A. Leroy, “Vandermonde and Wronskian matrices over division rings,” J. Algebra, vol. 119, no. 2, pp. 308–336, 1988.

[38] P. Huang, E. Yaakobi, and P. H. Siegel, “Multi-erasure locally recoverable codes over small fields,” in Proc. Allerton Conf. Comm. Control Comp., Oct 2017, pp. 1123–1130.

[39] M. Blaum, “Extended integrated interleaved codes over any field with applications to locally recoverable codes,” pp. 1–26, 2018, Available: https://arxiv.org/abs/1805.10268.

[40] P. Delsarte, “On subfield subcodes of modified Reed-Solomon codes,” IEEE Trans. Info. Theory, vol. 21, no. 5, pp. 575–576, Sep. 1975.

[41] H. Stichtenoth, “On the dimension of subfield subcodes,” IEEE Trans. Info. Theory, vol. 36, no. 1, pp. 90–93, Jan. 1990.