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Abstract—Micro-expressions have drawn increasing interest lately due to various potential applications. The task is, however, difficult as it incorporates many challenges from the fields of computer vision, machine learning and emotional sciences. Due to the spontaneous and subtle characteristics of micro-expressions, the available training and testing data are limited, which make evaluation complex. We show that data leakage and fragmented evaluation protocols are issues among the micro-expression literature. We find that fixing data leaks can drastically reduce model performance, in some cases even making the models perform similarly to a random classifier. To this end, we go through common pitfalls, propose a new standardized evaluation protocol using facial action units with over 2000 micro-expression samples, and provide an open source library that implements the evaluation protocols in a standardized manner. Code is publicly available in https://github.com/tvaranka/meb.
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I. INTRODUCTION

MICRO-EXPRESSIONS (MEs) are rapid and involuntary facial muscle movements, which may occur under high-stakes [1]. Compared to typical every day facial expressions (macro-expressions), MEs differ in three different ways. Micro-expressions only last a maximum of 0.5 seconds (there is some variation [2], [3]), while macro-expressions last longer. The second differentiating factor is the subtlety of the expression. Recently, [4] showed that facial muscle contraction is significantly lower for ME. Lastly, the source of facial movement is involuntary for MEs, whereas macro-expressions are often used explicitly or voluntarily to express an affective message.

It is the involuntariness that makes MEs so interesting. Several applications that utilize ME analysis have been proposed [1], [5], [6], [7]. One of the first applications lies in psychotherapy, discovered already in 1969 by Ekman and Friesen [1]. The two scientists analyzed a video of a mental health patient trying to find traits of self-harm intentions. However, despite the patient seeming happy, on a closer inspection of analyzing the footage frame-by-frame, Ekman and Friesen found a subtle sign of anguish on the patient’s face. When confronted later, the patient admitted having self-harming thoughts and was not indeed happy as previously observed. Other applications include education [8], depression detection [9], etc. In education the subtle facial movements could be used to indicate, e.g., whether a student is confused or frustrated. Being able to better understand mentally ill patients when they have trouble voicing their thoughts is an example of a potential application. A deep understanding of emotions [10] and especially MEs is still lacking in the field of psychology. The duration [2], [3], magnitude [4], the rate of occurrence [11], the neural mechanisms behind MEs [2] and connections of micro facial movements to emotions [12] are still not fully understood. By being able to automatically analyze short-term facial expressions, longer-term analysis and deeper understanding could be achieved.

Recognizing MEs is however extremely difficult for humans in real-time and hence automatic systems have been developed. Hand-crafted methods using LBP-TOP [13] and optical flow [6], [14] were the first to be applied. Due to the limited data (only around 250 samples per dataset), deep learning methods were not as popular until recently. Off-ApexNet [15], STSTNet [16] and SSSNet [17] use shallow networks with optical flow to combat the limited data. As well, serious efforts have been made to address the limited data from transfer learning [18], [19], [20] and synthetic data generation [21], [22], [23]. However, recently, we have spotted a worrying trend with extremely high yet unreliable performances reaching close to perfect performance and potential issues during evaluation when analyzing available source code.

Kapoor and Narayanan [24] conducted a meta review of data leakage and reproducibility in machine learning based sciences. They found more than 17 fields with 329 articles affected by data leakage or similar issues. Data leakage refers to using information from the testing data during the training procedure, giving an overly optimistic evaluation result. We find similar problems in the field of micro-expression recognition: several articles [25], [26], [27], [28], [29], [30], [31], [32] that are potentially affected by data leakage in micro-expression recognition.
from 2019-2022. These articles may have a data leakage problem that gives a large positive bias to the results. However, as many papers do not provide open source code, it is difficult to verify whether they have an issue or not. The most common issue is using test data to determine a hyperparameter, that is, the number of epochs. We find that methods achieving close to 80 F1-Score, but in fact only reach a performance of around 50 F1-Score when the data leak issue is fixed. Another possible issue we find is feature extraction or preprocessing using test data. Both cases constitute an issue with data leakage, where data from the testing set is used in the training procedure, resulting in a large positive bias. The concern with data leakage is that it creates a misleading understanding of the capabilities of models.

Fragmented protocols are also a major concern, as noted in a recent surveys [7], [33]. The frequently used F1-Score can be computed in several ways [34], [35], which can create confusion as different researchers may use different metrics even without knowing it. The use of different datasets with varying evaluation strategies and different number of emotions, subjects and samples creates more confusion and difficulties. Combining the issues of data leakage with fragmented protocols, fair comparison of methods becomes almost impossible.

Scientific progress relies heavily on improving and building on top of previous work. With the above mentioned issues, this becomes incredibly difficult. Hence it is crucial to fix these problems. We analyze the data leakage and various protocols and point out generally acceptable implementations. To act towards more unified protocols, we propose a new protocol, CD6ME, that consists of six ME datasets with over 2000 samples. Firstly, with the introduction of new ME datasets [12], [36], [37], there is more ME data available than ever before. Secondly, most ME datasets are labeled with both emotional labels and facial muscle movements, termed AUs (action units) [38]. By combining the datasets and using AUs, problems with the inconsistency of the labels can be largely alleviated, as the datasets are annotated by standardized FACS (facial action coding system) [38] certified coders. Emotional labels such as happiness, sadness, surprise, anger, fear and disgust have been shown to be inconsistent even within a single dataset [17], [39], which is further amplified when using multiple datasets together. Hence, using AUs as the ground truth, no samples need to be removed due to label inconsistencies as in the case of combined dataset of MEGC2019 (micro-expression grand challenge) [40] protocol and more datasets can be used compared to CDMER (cross-dataset micro-expression recognition) [41]. Preliminary work on ME AU classification [42], [43], [44] also supports the use of AUs over emotions.

To further steer into best practices, standardized protocols and to accelerate research, we offer an open source implementation library MEB for ME analysis. MEB implements tedious data loading routines, standardized training pipelines and multiple different models from the ME literature. All can be publicly accessed and tested. We hope that by providing an open source library we can avoid data leakage and fragmented evaluation protocols in the future and have more researchers share reproducible code from their experiments.

To summarize the contributions:

- Common pitfalls found in the ME literature are showcased and discussed.
- A new composite cross-dataset action unit classification protocol for ME analysis is proposed.
- Comprehensive analysis is performed that compares action units and emotions in MEs.
- Open source implementation from all of the experiments and a library for ME analysis is provided for advancing open source, transparency and fair comparison with the proposed standardized protocol.

## II. Preliminary

This section provides background on MEs and ME datasets that helps us understand the inconsistencies and limits in the performance evaluation of ME analysis, while also building a background for the proposed protocol. A comparison between AUs and emotional labels is made to advocate for the use of AUs for ME analysis.

ME analysis works as an umbrella term for any analysis done on MEs, be it recognition, spotting, classification or detection. The typical framework of a micro-expression analysis system consists of two phases: spotting and recognition. In the spotting phase, unsegmented videos are given as inputs and the task is to spot a temporal sequence during which an ME is occurring. Some ME spotting works [5], [45] detect onset (the beginning of an facial expression), apex (maximum intensity of an facial expression) and offset (the ending of an facial expression). In the recognition phase, the pre-segmented video clip is classified to an emotion category such as happiness, sadness, surprise, etc. Recently, AU classification has been proposed to be used as an alternative to the recognition step. AU classification takes in a pre-segmented video clip and classifies which AUs are present in the clip.

### A. Action Units

The FACS (facial action coding system) [38] is a taxonomy of fine-grained facial configurations. AUs (action units) constitute as a basic unit in encoding facial muscle movements. Fig. 1 shows examples of AUs from the MMEW [36] dataset for both macro- and micro-expressions. For example, the prototypical expression of happiness can be decoded as a combination of AU6 (cheek raiser) and AU12 (lip corner puller) (See (b) and (c) from Fig. 1). AUs can be considered as sign judgement of the face [49], as opposed to emotional labels that attempt to convey the meaning. Due to this difference, automatic AU systems can be applied to a wider set of applications such as pain detection and analysis of nonaffective facial expressions [49]. FACS contains thirty action units that are related to facial muscles anatomically and 14 are unspecified miscellaneous actions [49]. Each AU can be given five different intensity levels (and one for neutral) denoted by an uppercase letter from A to E, where A is a trace and E is maximum [38].
TABLE I
MICRO-EXPRESSION DATASETS

| Dataset   | Samples | Subjects | FPS | Facial resolution | \# Emotions | AU’s | AU’s \( \geq 10 \) | \#AU’s | AU cardinality | Reliability |
|-----------|---------|----------|-----|-------------------|------------|------|----------------|--------|----------------|-------------|
| CASME [46]| 189     | 19       | 60  | 150 × 190         | 8          | 21   | 8              | 254    | 1.34           | 0.830       |
| CASME II [47]| 256     | 26       | 200 | 280 × 340         | 7          | 19   | 11             | 375    | 1.46           | 0.846       |
| SAMM [48]  | 159     | 29       | 200 | 400 × 400         | 7          | 27   | 6              | 226    | 1.42           | 0.820       |
| MMEW [36]  | 300     | 30       | 90  | 400 × 400         | 7          | 21   | 12             | 500    | 1.67           | N/A         |
| 4DME [12]  | 267     | 42       | 60  | 260 × 460         | 5          | 19   | 8              | 454    | 1.70           | 0.75        |
| CASME3 [37]| 860     | 94       | 30  | 280 × 340         | 7          | 24   | 15             | 1077   | 1.25           | 0.71        |

1 Number of emotion classes 2 Number of AUs that at least 10 instances. 3 Measured from 7 classes of objective emotions.

Fig. 1. Samples from MMEW dataset [36] and definitions of AUs. Figures (b) and (c) show the difference between macro- and micro-expressions in magnitude of facial movements. (a) All AUs. (b) Macro-Expression. (c) Micro-Expression. (d) Definitions of AUs.

B. ME Datasets

Currently, to our knowledge, there are a total of nine publicly available spontaneous ME datasets [12], [36], [37], [46], [47], [48], [50], [51], [52]. For a more detailed review of the datasets, see surveys [33], [36]. We summarize the most important information for this article from six datasets used in the proposed protocol in Table I. A subset of CAS(ME)\(^3\) is chosen based on experimentation (see Appendix A from additional material, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/10.1109/TAFFC.2023.3265063). The subset contains only the MEs of part A of the dataset. It is referred as CASME3 for simplicity in the rest of the article. Each dataset contains front-facing videos of subjects from a laboratory setting. Facial expressions were elicited by emotion-inducing videos. Most datasets use a different set of emotion inducing videos. For example, SAMM [48] uses tailored videos for each subject for optimal inducement potential, while the CASME series [37], [46], [47] databases use a set of 13 selected emotional video clips. A high-stakes situation is used to facilitate the occurrence of spontaneous MEs [53]. Some variation in creating the high-stakes environment exists in the form of either a penalty [12] or a reward [48] across the datasets. Each sample is a sequence of frames typically around 0.2 - 0.5 seconds long, that has been labeled with an emotion label and AUs.

The column AU’s in Table I refers to the different numbers of AUs that are annotated in the dataset. We can see that most datasets have around twenty different annotated AUs. The next column refers to number of AUs that have at least ten samples. We can see a discrepancy between the number of total AUs and ones with at least ten samples. Especially SAMM loses many of its AUs when this criterion is used, largely due to the also limited number of samples. \#AU’s refers to the total number of AU sequences in the dataset and cardinality computes the average number of AUs each sample has. Although CASME3 has three times the samples compared to 4DME, the number of AU sequences is only double.

C. Annotation

Understanding the annotation of ME datasets is important, as the procedure is not as standard and trivial as is the case with common image datasets such as CIFAR [54] and ImageNet [55]. Not properly understanding the labeling of datasets can lead to misunderstandings about the extent of the data and capabilities of models. Li et al. [12] cover the annotation process and related issues in detail. For our purposes, we summarize the most important parts.

Compared to the onset and apex frames, the offset frame is more ambiguous as faces do not necessarily fully return to a relaxed state. Multiple AUs may have overlapping time spans. The time spans may therefore be based on a single AU, even though multiple ones exist. There still exist ongoing debates about categorical emotional labels for macro-expressions, although some agreement exists. This may not be the case for MEs due to the low intensity, suppression of true feelings and consecutive momentary rapid changes.

The emotion label (e.g., happy, sad, surprise, anger, disgust, etc.) found in the ME datasets is obtained by different means in different datasets. SMIC uses only self-reports, while CASME II uses a combination of self-reported emotions, eliciting video emotion and action units. More recent datasets such as MMEW, 4DME and CASME3 only use AUs, which are then mapped to emotions. Different annotation strategies create a discrepancy between the datasets and makes comparison between the datasets inconsistent.

The reliability

\[
R = \frac{2 \cdot AU(C1, C2)}{N_{au}}
\]
between two annotators $C_1$ and $C_2$ computes the consistency of their independent annotations. Here $AU(C_1, C_2)$ gives the number of AUs for which coders $C_1$ and $C_2$ agreed on, and $N_a$ is the total number of AUs for the sample. The measure is between zero and one, where one means complete agreement. See the last column of Table I for the reliability measure for ME datasets.

### D. Emotions and Action Units

Due to the above issues related to annotation, inconsistencies and noisy labels have been observed in the ME data [17], [39]. Objective classes [39] based on action units have been suggested to avoid this problem. More recently, directly using action units [43] have also been suggested.

Mappings between AUs and emotions have been proposed. One such a table for macro-expressions is given in the FACS guide [38]. For micro-expressions, several tables have been proposed [12], [36], [39]. However, a large meta study of facial expressions [10] suggests that there is no one-to-one mapping between facial movements and emotions. The study suggests that facial expressions may not be enough information, but context may be needed to capture emotions. Macro-expressions were considered in the study and hence the results may not be directly generalizable to MEs.

**Experiment.** We perform a simple study where we build a classifier and try to predict the emotion given the AUs. We do this using all of the data, i.e., we do not split a training and testing test. This is done to see how well AU and emotions are correlated. We use a gradient boosting classifier, which is fed with binary features of different AUs (the AU label sequence). See the results from Table II. Even with the available AUs, the predictions are not 100% correct which is the case of objective classes. CASME3 with self-reported emotion only obtains a 32.3 F1-Score from eight emotional classes and 100.0 F1-Score for the objective class. This supports the findings of the meta-study [10] and that there are no one-to-one mappings between AUs and self-reported emotions for MEs. Note that the predictions are not fully comparable, as the datasets have different sets of AUs and different sets of emotions. However, it should give some indications of the relationship between them.

For simplicity, with the above table we want to show a single number that can capture the inconsistencies well. However, the metric is quite one dimensional and hence it would be important to look at the clashes between different AUs. By further analyzing the data, we can see that most of the datasets have inconsistencies with the AUs and emotions. For example, in CASME II there are a total of twenty samples with AU14 (only AU14, no other AUs are present). Of these twenty samples, two of them are marked as repression, three as happiness and 15 as “others” category. Another example is AU4 in CASME3. Samples with AU4 are marked with seven available emotions ranging from happy to anger. These inconsistencies makes training on emotions difficult, especially with small datasets.

**Limits to Predictions.** Based on our findings, we believe that AUs provide a more consistent and reliable label compared to emotional labels. However, AUs are not without drawbacks either. The reliability measure for each dataset (see Table I) is around 0.7-0.8. This means that we cannot expect models to perform with an accuracy of 100% as the ground-truth labels contain noise. Hence, critical real world automated applications should be approached with care currently.

### III. Evaluation Issues in ME Recognition

Data leakage can cause a multitude of problems. Readers have to be more skeptical and careful going through articles. Leakage can create overly positive results that other researchers want to follow, further spreading the problem. It can discourage research, as methods with data leakage obtain state-of-the-art results that are difficult to surpass. This may be further amplified as non-replicable publications tend to be cited more often than replicable ones [56]. In this section, we will go over common pitfalls found in the ME literature. These include data leakage, imprecise use of the F1-Score and evaluation strategies. Although the use of different F1-Scores or evaluation strategies is not inherently wrong, without mentioning the details (or using a different one in code) can lead to misleading results.

#### A. Data Leakage

In data leakage, information from the testing data leaks to the training data that is used to train the model, leading to overly optimistic evaluation. First observed to our best knowledge in the MEGC 2019 (Micro-Expression Grand Challenge) [40] by NMER (neural micro-expression recognizer) [25]. As providing open source code was one of the requirements of the challenge, the code can be publicly accessed and tested. From there we can see that early stopping\(^1\) is performed, but with the testing data rather than the validation data. This leads to data leakage, as testing data is used to obtain the best model. When observing code, the data leakage can often be found in the training loop of an “if statement” where the current F1-Score is compared to the best F1-Score over different epochs.

We speculate that this practice of incorrectly using testing data for determining the number of epochs in K-fold validation likely comes from the field of image recognition where the datasets are extremely large and there is no need for cross-validation. Rather

---

\(^1\)Early stopping uses a validation set to determine the number of epochs needed to train a model before overfitting [57].
B. Other Possible Data Leaks

A common issue with data leakage, as noted in [24], is data leak during preprocessing, e.g., using testing data to determine normalization values or other hyperparameters. With the added complexity of using K-fold evaluation, such issues are more prone to occur without one’s knowledge.

For instance, GA-ME [71] uses a genetic algorithm (GA) for feature selection. Features are first extracted for all samples using a pre-trained model, after which the feature selection and classification are performed inside individual folds. This may however induce a data leak if the pre-trained model is trained using the same data as the evaluation is done on. To avoid the above issue, the pre-training should be done using additional data not part of the evaluation data or the pre-training should be done inside the individual folds.

RCN (recurrent convolutional network) [72] is the first to use NAS (neural architecture search) for ME analysis. The authors optimized in an RCN search space to explore the best combination of different function modules. However, similar to above, a data leak may occur if the NAS is performed using the same data as is used in evaluation. Similar solutions from above can be applied.

Recently, generation of synthetic ME samples has been proposed as a potential solution to solve the low data problem [21], [22], [23]. Generative models can be used to generate realistic looking ME samples. However, care should be taken when evaluating the effects of such synthetic data. If the evaluation is done with the same dataset that the generative model was trained on, a data leak may occur. When generated data is used for increasing training data size, caution should be paid to making sure that data leaks do not exist.

C. Various F1-Scores

Due to the imbalanced data in ME datasets, accuracy provides a biased view of the performance of the model. A dummy model that always predicts the class with the most common occurrence could achieve good performance with accuracy. Use of F1-Score is a standard practice in the ME recognition task [40]. The F1-Score is defined as

$$ F_{1pr, re} = 2 \frac{Pr \cdot Re}{Pr + Re}, $$

which is the harmonic mean between precision (Pr) and recall (Re). By plugging in the definitions of precision and recall the equation can be simplified as

$$ F_{1_{tp, fp}} = \frac{2TP}{2TP + FP + FN}. $$

The two Definitions 2 and 3 are equivalent. Here TP, FP, FN refer to true positives, false positives and false negatives, respectively.

The F1-Score can be generalized to a multi-class setting by a few different strategies. The commonly used and provided options from the Scikit-Learn [73] library are micro, macro and weighted. For imbalanced labels, such as the case with MEs,

$$ F_{1_{macro}} = \frac{1}{C} \sum_{c=1}^{C} \frac{2TP_c}{2TP_c + FP_c + FN_c} $$


| Technique | ES | ESV | Full | SMC | CASME II | SAMM |
|-----------|----|-----|------|-----|----------|------|
| NMER [25] | ✓  | 77.2| 72.8 | 83.4| 71.7     |      |
| NMER [25] | ✓  | 49.6| 48.4 | 50.4| 33.8     |      |
| NMER [25] |     | 49.6| 51.0 | 49.9| 30.5     |      |
| STSTNet [16] | ✓ | 77.4| 73.3 | 87.3| 69.7     |      |
| STSTNet [16] |     | 71.2| 71.3 | 70.3| 66.1     |      |
| Off-Apex [15] | ✓ | 83.8| 78.1 | 92.8| 78.9     |      |
| Off-Apex [15] |     | 70.3| 68.3 | 77.4| 60.5     |      |
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and MEVIEW due to their small sample datasets can lead to biases, which can also be avoided and proposed a cross-dataset protocol with and uses AUs 1, and CASME3 to stand.

is also known as the unweighted F1 (UF1). One to compute the F1-Score. The or by first aggregating over the classes to compute for more details).

What further complicates the computation of the F1-Score for micro-expression recognition is evaluation using K-fold cross-validation. Already noted in the MEGC2019 (Micro-Expression Grand Challenge) [34], [40], this can be an issue. A common pitfall is to compute the F1-Score in each fold separately and aggregate the results together. This is the same issue as described above on how to compute the macro F1, but here over the folds rather than over the classes. Forman and Scholz [34] show through experimentation that computing over the folds leads to a negative bias in the results.

We find that issues with computing the F1-Score are less prevalent than the issue with data leakage. In Fig. 2, we show experimentation with different F1-Scores using SSSNet on the MEGC2019 dataset (see Section V and [40] for more details). As can be seen, both micro- and weighted F1 give a positive bias as they do not take the class imbalance into account. While averaging over the folds leads to a significant negative bias.

D. Validation Strategy

Verma et al. [7] provide an excellent survey on different validation strategies used in ME recognition, which we summarize here. They split the validation strategies to three categories 1) person dependent evaluation (PDE), 2) person independent evaluation (PIE) and 3) cross domain evaluation (CDE). They note that most evaluations are using PIE. Through experimentation they show that PDE obtains a higher performance across all models over PIE. It is noted that PIE is a more reasonable evaluation strategy as it provides a more realistic setting for real world situations. Further, although limited studies on CDE have been performed, it shows that this is the hardest, but also the most suitable for real world settings.

In addition to different evaluation strategies, the number of samples and the number of used emotions may be different across articles. These small changes create confusion and obstruct direct comparison between models.

IV. CD6ME

Evaluation across different micro-expression works has been fragmented. Different works typically use the commonly used datasets SMIC [50], CASME II [47], SAMM [48] and MEGC2019 composite dataset [40]. However, different works use changing subsets with different number of emotions and samples. Add this to the common pitfalls discussed in the previous section and the comparison of different works is extremely difficult.

A. Construction of the Composite Dataset

We propose a new cross-dataset protocol CD6ME to standardize the evaluation metrics and strategies. We consider the issue of small data by combining publicly available datasets together. The use of AUs allows us to combine the datasets as the annotation of AUs is standardized by having the annotators be qualified FACS coders. Furthermore, by using AUs, we can ameliorate the issue of ambiguous labels. By using a cross-dataset protocol, we ensure that the performance evaluation focuses on the capability of generalizing and dealing with domain shifts. Moreover, using a cross-dataset protocol reduces biases related to gender, ethnicity and age. As facial-expressions and emotions are highly influenced by culture [10], only using samples from a single or few ethnicities like the CASME [37], [46], [47] datasets can lead to biases, which can also be avoided with cross-dataset protocol for datasets including subjects from different ethnicities.

We choose six publicly available ME datasets for our protocol: CASME [46], CASME II [47], SAMM [48], MMEW [36], 4DME [12] and CASME3 [37]. From the previously mentioned nine datasets in Section II-B, we discard SMIC due to its lack of AUs, CAS(ME)² and MEVIEW due to their small sample size. Twelve AUs are chosen on the basis of number of AU sequences: AUs 1, 2, 4, 5, 6, 7, 9, 10, 12, 14, 15 and 17 (See Fig. 1 for visualizations). Each of the chosen AUs should have at least 50 samples from all six datasets and at least one sample of an AU should be present in most datasets. The distribution of AUs for CD6ME can be seen from Table IV. Compared to a macro-expression action unit dataset, BP4D [74] uses AUs 1, 2, 4, 6, 7, 10, 12, 14, 15, 17 and 23. The distribution of AUs is similar with small differences to the ones we have chosen.

B. Comparison to Similar Works

MEGC2018 [75] proposed a cross-dataset protocol with two datasets: CASME II and SAMM. The training is done on CASME II and testing on SAMM and vice versa. Objective classes are used to handle the difference between emotional labels. The protocol is however limited to only two datasets. A composite dataset protocol is also proposed, where CASME
II and Sammers are combined and the evaluation is performed using LOSO (leave-one-subject-out).

MEGC2019 [40] extends the composite dataset in MEGC2018 by adding SMIC to it. However, this creates an issue as SMIC only has three emotional labels in it. Therefore, some classes of CASME II and SAMM are combined and some samples are left out. Another issue is the inconsistency between how the labels were annotated. As discussed in Section II-C, the datasets have different annotation strategies and hence there are likely to be inconsistencies between the datasets.

CDMER (cross-dataset micro-expression recognition) [41] proposes a protocol with SMIC and CASME II. The protocol uses the different subsets of SMIC, namely HS (high speed), VS (visual) and NIR (near infrared). Training is performed on one of the datasets/subsets and tested on another. The protocol suffers from several problems. First, only two datasets are used. Second, it experiences the same issue as MEGC2019, where the emotional labels are annotated differently. Third, many of the tasks are questionable, e.g., task 1: train on HS and test on VS, but HS is just a higher frame rate version of VS. The domain shift is minimal, especially when considering that most methods sample frames, meaning that there is no big difference between HS and VS for most methods. Lastly, the protocol uses the domain adaptation paradigm rather than domain generalization. Domain adaptation allows methods to access unlabeled target domain data, while domain generalization does not. This makes the models less generalizable to real-world scenarios, as target domain data is not always available.

### C. Metrics and Protocol

The task is cross-dataset micro-expression action unit classification. The proposed protocol introduces familiar techniques from previous evaluation protocols, but to avoid misunderstandings, details are given in this section.

1) Cross-Dataset Evaluation: We propose to evaluate using leave-one-dataset-out (LOD0) protocol, which is similar to the commonly used leave-one-subject-out (LOSO) protocol in ME recognition. The training and testing is repeated for \( n_D \) times, where \( n_D \) refers to the number of datasets. First, a single dataset is chosen as the testing data and the remaining \( n_D - 1 \) datasets are used as training data. Then, the process is repeated such that all \( n_D \) datasets are used as testing data.

The protocol mimics a realistic situation where the model is trained on one set of data, but inference is done on a different set of data where the distribution is often different. LODO also ensures that the same subject does not appear in both training and testing at the same time, similar to LOSO. Furthermore, training and evaluation are significantly faster since only \( n_D \) models need to be trained, compared to \( n_D \) models in LOSO, where \( n_D \) refers to the number of subjects. Comparing CD6ME to MEGC2019 only six models are trained as opposed to the 68 in MEGC2019. In fact we can compute how many times samples are being used by multiplying the number of subjects with the number of total samples: \( 68 \cdot 442 = 30,056 \) for MEGC2019 and with the number of datasets and samples \( 6 \cdot 2031 = 12,186 \) for CD6ME. Despite using more than 4 times the data, the computational cost is more than halved for CD6ME.

2) Action Unit Classification: As discussed in Section II-C, emotion labels may be unreliable and using AUs allows us to combine multiple datasets together. In AU detection an unsegmented video clip is given with frame level labels. The task is to predict a binary multi-label whether an AU exists for each frame separately. In AU classification a pre-segmented video clip is given with a single binary multi-label [76]. The task is to predict whether an AU exists for the whole clip. Since ME datasets do not have AU annotations frame-by-frame, the task is AU classification.

3) Metric: There are significantly more negatives than positives in AUs which leads to an imbalance. A metric that takes this information into account is needed. Commonly the F1-Score from (2) is used for evaluation of binary tasks, such as AU classification [49], [76], [77]. We refer to it as binary F1 and denote it by \( F_1 \). The \( F_{1\text{macro}} \) defined in Section III-C is not used here as the task is binary and \( F_{1\text{macro}} \) is defined for multi-class outputs. It should be noted that \( F_{1\text{b}} \) should be computed from all folds together and not averaged over them, as shown in Fig. 2.

### V. Experimentation

This section contains the introduction of the MEB library for ME analysis, experimental details, experiments with using additional data and experiments with the proposed CD6ME protocol.

#### A. MEB

Implementing evaluation strategies is complex and prone to errors, as we have seen in Section III. MEB is an open source library for ME analysis. It includes implementations for data loading routines and conducting experiments using standardized protocols. Inspiration and design principles are taken from the OpenMMLab [78] and Lightning [79] libraries. The library is kept lightweight to ensure accessibility, while still allowing...
customization when needed. Extending new datasets, metrics, training and evaluation strategies is made easy by using abstract base classes. MEB supports both lazy and preloading of data for improved performance.

B. Implementation Details

All of the results shown in the experiments are produced by us and no results have been taken directly from other papers to ensure reproducibility and fair comparison. We use MEB for all of our experiments. For most models we follow the settings provided in the original implementation. All experiments in this section are run five times with different seeds and the mean is taken to ensure reproducibility. Important high level details are shown here, for details of implementations see the code.

Datasets. Missing or out of bounds onset/apex/offset information is added for several datasets. Face area in all datasets are cropped using dlib [80]. Optical flow methods use the cropped videos. Only the onset and apex are used (for CASME3 see the supplementary material, available online) to compute the optical flow using [81] following works from [15], [16], [17]. Optical strain [16] is added for all optical flow-based methods except Off-ApexNet [15], following the original implementations. LBP-TOP and SCA use TIM (temporal interpolation model) [82] to standardize length of frames to 50 for all samples. ResNets use an input size of $112 \times 112$ and ResNet18(2+1)D uses eight frames sampled uniformly (See the supplementary material, available online) to compute the optical flow using CASME3, available online.

Models. Since the predictions from the final fully connected layer are raw outputs, they need to be transformed to actual predictions. A threshold is used: $p = 1$ if the output is positive and $p = 0$ otherwise, where $p$ is the predicted label. ResNet models are pretrained [83] and use Adam [84] with a learning rate of $1e^{-4}$ and a weight decay of $1e^{-3}$.

Loss Function. Since the labels are binary multi-label the binary cross entropy with logits

$$\mathcal{L}(x, y) = \frac{1}{N_{au}} \cdot N \sum_{au=0}^{N_{au}} \sum_{n=0}^{N-1} y_{au} \cdot \log(\sigma(x_{au}^{n})) + (1 - y_{au}^{n}) \cdot \log(1 - \sigma(x_{au}^{n})),$$

is used as the loss function for each AU and the results are aggregated together. $\sigma(x) = \frac{1}{1 + e^{-x}}$ is the sigmoid function.

C. Benefits of Composite Data

Limited data is believed to be one of the biggest problems for ME analysis [33], [36]. We test this hypothesis to see whether the performance can be increased by using more data. Furthermore, we experiment whether larger models benefit from the addition of data. For the experiment, we choose CASME II as the testing data, while the training data is composed of different combinations of datasets. We choose two models from the ME literature and ResNet [85], as it is easy to scale to different sizes of models. The results can be seen in Table V. The training is started only using C1 (see Table IV for abbreviations) in the third column. Next, in the fourth column, SA is added, so now the training is performed with C1+SA. In the last column, all of the datasets except for C2 are used.

Across all the models we can see improvements when using more data. Large improvements can be seen from the large networks like ResNet50, where the $F_{1}$b increased from 0.6 to 29.4. In general, greater improvements are observed from using more data from the larger models. When using only a single dataset (column C1), which has been standard in previous ME analysis, we can see that larger models are not able to compete with specially designed smaller models. SSSNet is able to obtain an $F_{1}$b of 34.3 while the best ResNet only reaches a performance of 13.9 and the extremely large networks fall far behind. When all datasets are used together, ResNet18 is as able to match Off-ApexNet in performance, and the performance gap between ResNets and ME models is notably smaller.

D. Benchmark Experiments on CD6ME

Experiments are conducted with a large number of different methods and the results are reported in Table VI, which shows the results by each AU. See the supplementary material, available online, for results by each dataset. We choose methods from the ME literature and a set of ResNet models due to their success in related tasks. The ME methods are chosen based on simplicity of implementation, availability of code and reproducibility. As mentioned previously, data leakage and evaluation issues are largely affected, which made reproducing results difficult. We split the methods based on hand-crafted and deep learning solutions. For most methods the input is optical flow, while methods marked with $\bullet$ use RGB as their input.

Previous ME work has ignored simple baselines that give a proper context to the task. The constant method always predicts the positive label, i.e., only 1 s for every AU and every sample ($F_{1}$b does not consider true negatives). Another overlooked method not previously experimented with to our knowledge is SVM+OF, where SVM is used as the classifier with input being optical flow flattened to a vector.

Results Over AUs. Table VI shows the results for each AU, where the results are computed from all folds. On average we can see that AU4 obtains the highest results. AU4 also has the largest number of samples, a total of 708, while the next most common AU1 only has 304. The number of samples is the most common AU1 only has 304. The number of samples is the only explanation for good performance. AU14 has 277 samples, but on average achieves an $F_{1}$b of around 25, while AU17 is closer to 30 despite only having 86 samples. The poor
performance of AU14 can be explained by the similarity of low intensity actions of AUs 12, 14 and 15 being highly similar as also observed in [12, 44].

Results of Methods Over AUs. The baseline method constant achieves an $F_{1}$ of just 17.8. The commonly used benchmark for ME recognition, LBP-TOP, receives a worse result. Another common baseline, MDMO, gets an $F_{1}$ of 27.5. In the intra-dataset case the two methods achieve similar results [17], the discrepancy may be explained by the use of optical flow. The simple SVM + OF obtains a surprisingly good performance, even outperforming some deep learning models. After not using early stopping in NMER, poor performance, even below the constant method can be seen. SSSNet is able to obtain the best result from six out of twelve AUs. Interestingly, SVM + OF attains the best result of AU6, which is the most difficult AU in terms of performance from different methods. We hypothesize that this may be due to SVM only using single labels, as opposed to neural network architectures that use a multi-label approach. The small ME models, namely Off-ApexNet and SSSNet, obtain the best results with larger ResNet models being a few percentages behind. This reiterates the results from Table V and shows the viability of larger models.

Results in [87] show that methods using RGB input do not perform well under the cross-dataset task compared to optical flow. In our experimentation they however perform on par with some optical flow methods. This is most likely explained by the increase in training data that forces the RGB methods to learn domain invariant features, as shown in Table V.

E. Discussion

While a previous study has suggested the use of AUs [43], the work does not provide detailed explanation on the choice and benefits. Research on cross-dataset [41] and composite datasets [40] have been done previously, but separately and in limited quantities. By combining the above together in this paper, we are able to evaluate methods in a more realistic setting, while also observing the similarity of low intensity actions of AUs 12, 14 and 15 being highly similar as also observed in [12, 44].

Results of Methods Over AUs. The baseline method constant achieves an $F_{1}$ of just 17.8. The commonly used benchmark for ME recognition, LBP-TOP, receives a worse result. Another common baseline, MDMO, gets an $F_{1}$ of 27.5. In the in-dataset case the two methods achieve similar results [17], the discrepancy may be explained by the use of optical flow. The simple SVM + OF obtains a surprisingly good performance, even outperforming some deep learning models. After not using early stopping in NMER, poor performance, even below the constant method can be seen. SSSNet is able to obtain the best result from six out of twelve AUs. Interestingly, SVM + OF attains the best result of AU6, which is the most difficult AU in terms of performance from different methods. We hypothesize that this may be due to SVM only using single labels, as opposed to neural network architectures that use a multi-label approach. The small ME models, namely Off-ApexNet and SSSNet, obtain the best results with larger ResNet models being a few percentages behind. This reiterates the results from Table V and shows the viability of larger models.

VI. CONCLUSION

In this article we point out common pitfalls such as data leakage and fragmented use of evaluation protocols in micro-expression recognition. We show how these issues can be avoided and how they affect the results. We propose a new benchmark, CD6ME, that uses a cross-dataset protocol for generalized evaluation. Action units are used instead of emotional classes for a more objective and consistent label. We investigate the effect of using composite datasets for training and show a notable increase in performance across different models. A micro-expression analysis library, MEB, with the implementation of data loading routines, training loops and several commonly used micro-expression models, is introduced and openly shared.
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