CONTRASTIVE-MIXUP LEARNING FOR IMPROVED SPEAKER VERIFICATION
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ABSTRACT

This paper proposes a novel formulation of prototypical loss with mixup for speaker verification. Mixup is a simple yet efficient data augmentation technique that fabricates a weighted combination of random data point and label pairs for deep neural network training. Mixup has attracted increasing attention due to its ability to improve robustness and generalization of deep neural networks. Although mixup has shown success in diverse domains, most applications have centered around closed-set classification tasks. In this work, we propose contrastive-mixup, a novel augmentation strategy that learns distinguishing representations based on a distance metric. During training, mixup operations generate convex interpolations of both inputs and virtual labels. Moreover, we have reformulated the prototypical loss function such that mixup is enabled on metric learning objectives. To demonstrate its generalization given limited training data, we conduct experiments by varying the number of available utterances from each speaker in the VoxCeleb database. Experimental results show that applying contrastive-mixup outperforms the existing baseline, reducing error rate by 16% relatively, especially when the number of training utterances per speaker is limited.

Index Terms— mixup, metric learning, speaker verification, prototypical loss.

1. INTRODUCTION

Extensive research has been devoted to improving speaker recognition systems. The objective of speaker verification is to answer the question "Was the input spoken by an enrolled speaker?". The performance of a speaker verification system relies on access to sufficient and clean training data for supervised training [1]. However, one of the challenges in training speaker verification models is the lack of large amounts of well-labelled training data. In other domains, researchers have developed various data augmentation techniques to overcome this bottleneck, enhancing the generalization of deep networks given limited data. For example, data augmentation has been used in computer vision [2], natural language processing [3], and semi-supervised learning [4].

Some well-known data augmentation approaches are applicable to speech recognition. Examples include adding noise, time stretching, pitch shift, and SpecAugment [5, 6]. The common idea behind these approaches is to deform either the raw audio or the spectrogram with various operations, such as time and frequency masking.
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By applying these augmentations, embedding extractors learn to be more robust to variations and thus enable better generalization [7].

In this paper, we propose contrastive mixup for training of a neural network's embedding extractor. Mixup is a regularization technique that trains the network with linear interpolations of input samples and corresponding interpolated labels. While the mixup technique has proven effective for closed-set classification tasks [8], it is not clear how well it works for open-set applications such as speaker verification. Recent work has shed light on why mixup leads to improved robustness and generalization of the trained model from a theoretical perspective [9]. However, to the best of our knowledge, little work has been done to apply mixup to speaker verification systems. To fill this gap, we have developed contrastive mixup, a variant of the original mixup technique that is compatible with the training of speaker verification models.

The key innovation of this paper is to demonstrate how to implement mixup for contrastive learning with metric learning objectives. We focus on speaker verification, which represents an open-set classification task. The speaker embeddings are extracted using a ResNet-based backbone model. To make a verification decision, the distance (cosine distance in this paper) is computed between the extracted embedding and the profile. The model is trained with batches consisting of a predefined number of utterances from a predefined number of speakers. During training, the prototype is calculated based on the original utterances from each individual speaker. Importantly, the query utterance is obtained by conducting linear interpolations of utterances from different speakers. Moreover, we choose angular prototypical loss to establish different baselines in speaker verification systems due to the results reported in previous work [10, 11].

The prototypical networks are originally formulated for problems of few-shot learning, where each class can be represented and discriminated based on the mean of corresponding examples. One of the advantages of prototypical networks is that trained models can learn rare cases after being exposed to a small amount of prior information [12]. However, it still remains unclear how to integrate the mixup algorithm with prototypical loss because the original prototypical loss function solely relies on a distance metric between samples, not involving the use of labels. Consequently, we have to re-formulate the prototypical loss function by taking advantage of label information such that the mixup operation can be incorporated in the metric learning objective.

Furthermore, we conducted experiments to compare different types of implementations of the mixup algorithms, in both time-domain speech samples and Mel spectrogram features. The results demonstrate that contrastive mixup is effective in improving speaker
verification performance, especially when the number of utterances for each speaker is limited. Differently from existing augmentation approaches, such as adding noise [13] and room response simulation [14], we believe contrastive mixup offers a novel and effective augmentation strategy that improves generalization while introducing negligible computational overhead.

The remainder of this paper is structured as follows: Section 2 describes prior work related to mixup. Section 3 presents the proposed contrastive mixup, Section 4 shows results and observations, and Section 5 summarizes our findings.

2. RELATED WORK

Hongyi et al. [8] proposed the original version of the mixup algorithm by generating linear interpolations of data-label pairs. They empirically demonstrated that the linear behavior reduces the amount of undesirable oscillations when predicting outside the training examples. Recent works have shed light on the theoretical understanding of mixup regularization on deep neural networks. For example, [15] shows that neural networks trained with mixup are significantly better calibrated and less prone to over-confident predictions on random noise data. [16] points out that random perturbation of the new interpretation of mixup leads to label smoothing and reduction of the Lipschitz constant of the estimator. In addition, several mixup variants have been proposed across a variety of tasks and models. For instance, feature-level interpolation and other types of transformations have been studied [17, 18, 19]. [20] proposes the CutMix augmentation strategy, improving the performance of image classifier.

From the perspective of training functions, the mixup method has been primarily utilized in conjunction with classification loss where virtual data points and virtual labels are fabricated by randomly interpolating original data points and ground-truth labels. Unlike classification tasks that aim to avoid misclassification, the goal of metric learning is to minimize the intra-class distances while expanding the inter-class distances. Metric learning objectives have been successfully employed for applications including speaker verification. For example, triplet loss [21] and generalized end-to-end (GE2E) loss [22] have shown remarkable performance for speaker verification when compared to conventional classification loss [10].

Therefore, it becomes an intriguing question how mixup augmentation might be combined with metric learning objectives to improve speaker verification performance.

3. CONTRASTIVE MIXUP MODEL

Fig. 1 illustrates the overall architecture of contrastive mixup. Given a batch of utterances, utterances from different speakers are randomly mixed to fabricate mixed inputs. Mixed utterances are fed into the backbone network, and finally a novel contrastive mixup loss function is applied.

3.1. Angular Prototypical Loss

The original prototypical network is designed for few-shot learning tasks [12] where good generalization can be achieved by training on a small number of samples in each class. Recent work demonstrates that metric learning objectives, such as generalized end-to-end and angular prototypical networks, outperform conventional classification objectives for speaker recognition. In particular, Chung et al. [10] presented a comprehensive study for metric learning in speaker recognition and conclude that angular prototypical loss outperforms state-of-the-art methods. In this paper, we choose angular prototypical (AP) loss to establish our baselines.

During training, suppose each batch contains M utterances from N different speakers. The embedding of each speaker is \( x_j \), where \( 1 \leq j \leq N \) and \( 1 \leq i \leq M \). For the prototypical network, each batch consists of a support set \( S \) and a query set \( Q \). The \( M \)th utterance is set to be the query utterance. The centroid of speaker \( j \) is computed:

\[
    c_j = \frac{1}{M-1} \sum_{m=1}^{M-1} x_{j,m}
\]

Then, the distance between \( x_{j,M} \) and \( c_k \) are computed using trainable scale and bias coefficients, \( w \) and \( b \), as follows:

\[
    s_{j,k} = w \cos(x_{j,M}, c_k) + b
\]

Finally, the angular prototypical loss is computed using exponentiation as follows:

\[
    L_p = -\frac{1}{N} \sum_{j=1}^{N} \log \sum_{k=1}^{N} \frac{e^{s_{j,k}}}{\sum_{l=1}^{N} e^{s_{j,l}}}
\]

As shown in [3], and as reported in [23], angular prototypical loss outperforms the original prototypical networks and GE2E for speaker recognition tasks. As a result, we use AP loss as the baseline loss function for model training in our experiments.
3.2. Mixup

Mixup training is based on the principle of vicinal risk minimization where the classifier is trained in the vicinity of each training sample \( [8] \). Despite its simplicity, mixup has succeeded in a wide range of applications including computer vision \( [8] \), natural language processing \( [24] \), and semi-supervised learning \( [25] \). In mixup, the input data and its associated label is modified as follows:

\[
\begin{align*}
\bar{x}_i &= \lambda x_i + (1 - \lambda) x_{R_i} \\
\bar{y}_i &= \lambda y_i + (1 - \lambda) y_{R_i}
\end{align*}
\]  

(4)

where \( x_i(0 \leq i \leq B - 1) \) is the \( i \)th data in the batch of size \( B \), and \( y_i \) is the one-hot encoding of the label. \( R_i \) is the \( i \)th randomly shuffled index. For each training batch, the interpolation parameter \( \lambda \) is sampled from a symmetric Beta \((\alpha, \alpha)\) distribution with \( \alpha \in (0, \infty) \). Given fabricated input-label pairs, \((\bar{x}_i, \bar{y}_i)\), the loss function for the classification task is computed as follows:

\[
L_{\text{mixup}}(\bar{x}_i, \bar{y}_i, y_{R_i}, \lambda) = \lambda CE(\bar{x}_i, \bar{y}_i) + (1 - \lambda) CE(\bar{x}_i, y_{R_i}),
\]

(5)

where CE denotes the cross-entropy loss. To apply mixup to AP loss, our first approach is to use cross entropy losses with respect to the ground truth and the shuffled labels as follows:

\[
L_{CE, \text{mixup}} = -\frac{1}{N} \sum_{i=1}^{N} \left[ \lambda \log \frac{e_{\bar{x}_{i,j}}}{\sum_{k=1}^{N} e_{\bar{x}_{i,k}}} + (1 - \lambda) \log \frac{e_{\bar{y}_{R_i,j}}}{\sum_{k=1}^{N} e_{\bar{y}_{R_i,k}}} \right]
\]

(6)

by interpolating the losses with the ground truth and the shuffled labels. In the rest of this paper, \((\bar{x}, \bar{y})\) is referred to CE mixup. When applying mixup for raw speech signals, it is critical to normalize the volume when interpolating utterances from different speakers as it adjusts sound from diverse sources to the same volume level.

3.3. Contrastive-mixup Loss Function

While mixup approach has been widely used for classification tasks, it remains a question how to implement mixup with metric learning objectives. Herein, we reformulate the AP loss by introducing a binary label function \( d_{j,k} \):

\[
L_{CE, \text{mixup}} = -\frac{1}{N} \sum_{j=1}^{N} \log \left( \sum_{k=1}^{N} d_{j,k} e_{\bar{x}_{j,k}} \right)
\]

(7)

where \( 0 \leq d_{j,k} \leq 1 \). When \( d_{j,k} = 1 \) for \( j = k \) and 0 otherwise, this becomes identical to \([5]\). In this paper, we set \( d_{j,k} \) as follows:

\[
d_{j,k} = \begin{cases} 
\lambda, & \text{if } k = j \\
1 - \lambda, & \text{if } k = R_j \\
0, & \text{otherwise}
\end{cases}
\]

(8)

In this scenario, the binary label \( d_{j,k} \) can act as the virtual label for speaker/utterance pairs. When applying mixup on reformulated AP loss, the convex interpolation can be performed on both original utterances and binary labels. We investigate the performance of contrastive mixup relative to the vanilla AP loss function.

4. EXPERIMENTS

4.1. Data Description

Our models are trained using the development set of VoxCeleb2 dataset \([23]\). VoxCeleb2 dataset contains more than 1 million utterances collected from nearly 6,000 speakers under controlled conditions. In order to obtain a fair comparison with previous results, the model evaluation is performed based on the test set of VoxCeleb1 \([26]\).

4.2. Training Details

In our experiments, we employed PyTorch code \([23]\) as a baseline. During training, 2s-long segments are randomly extracted from each utterance. The input feature, log Mel-spectrogram, was extracted every 10 ms using a 25-ms window size. As shown in \([23]\), Fast ResNet34, which has a quarter-size channel compared to the original ResNet-34 \([27]\), was used as a backbone model. The encoded output is aggregated using self-attentive pooling (SAP) \([28]\) to generate utterance-level representations.

The models in this paper were trained using four NVIDIA V100 Tensor core GPUs with distributed configuration. We use the Adam optimizer with a learning rate of 0.001, decreasing by 5% for every 10 epochs. Unless specified elsewhere, all models are trained for 500 epochs using a distributed configuration with four GPUs.

As indicated in \([23]\), large batch size leads to improved performance for metric learning methods due to the ability to sample hard negative samples within the batch. Therefore, we intentionally choose the largest batch size without exceeding the memory limits of the GPUs. For Quarter ResNet-34, the batch size is \( 400 \times 2 \), namely the number of speakers \( \times \) the number of utterances per speaker. For fair and reliable comparisons, all experiments are repeated three times, with mean and standard deviation calculated.

In our effort to investigate the effect of contrastive mixup, given that utterances per speaker are limited, we build a small training dataset by randomly sampling a certain number of utterances from each speaker. As shown in Table 1, the reduced training datasets consists of 2, 3, 5, and 10 utterances per speaker, which is significantly smaller compared to the original VoxCeleb2. Then, we compare different training strategies using those down-sampled datasets.

The evaluation metric used in this work is equal error rate (EER) in \%, where false acceptance rate (FAR) and false rejection rate (FRR) are closest. To demonstrate the effect of contrastive mixup across different training settings, we conduct experiments and compare the resulting EERs for the following cases:

1. original AP loss without augmentation and mixup;
2. original AP loss plus augmentation without mixup;
3. contrastive mixup without augmentation;
4. contrastive mixup plus augmentation.

| Number of speakers | Utterances per speaker | Total utterances | Percentage of VoxCeleb2 |
|--------------------|------------------------|-----------------|-------------------------|
| 2                  | 11,988                 | 5.1%            |                         |
| 3                  | 17,982                 | 1.6%            |                         |
| 5                  | 29,970                 | 2.6%            |                         |
| 10                 | 59,940                 | 5.1%            |                         |
4.3. Baseline and Evaluation Details

We use the VoxCeleb1 [26] test set to evaluate model performance. Unlike the training stage, we sample ten 4-second temporal crops at regular intervals from each test segment. The similarities between all segment pairs across utterances are computed. The mean value of the similarities is calculated as the final score. A similar protocol can be found in [10].

We focus on two critical aspects. First, how does contrastive mixup compare to the vanilla AP loss, and second, how does contrastive mixup behave with limited training data? To this end, we train the models using different sizes of datasets. Note that all the other settings and hyperparameters are kept constant.

In Tables 2-4, the baseline EER refers to training using original AP loss without augmentation. The mixup EER refers to training using the proposed contrastive-mixup loss without augmentation. The augmentation EER refers to training using original AP loss with augmentation [13]. The mixup + augmentation EER refers to training using contrastive-mixup loss as well as augmentation. In addition, when employing contrastive-mixup loss, we fine-tune the mixing coefficient \(\lambda\) to achieve the optimal performance.

4.4. Results and Discussions

In our preliminary analysis, we found that the performance of contrastive mixup is closely dependent on the choice of hyperparameter \(\lambda\). Therefore, we have explored a range of \(\lambda \sim Beta(\alpha, \alpha)\), where \(\alpha\) equals 0.1, 0.2, 0.4, or 0.6, and compared the resulting EERs. Experimental results indicate that when training with the entire VoxCeleb2 dataset, setting \(\alpha\) to be a smaller value (0.1) gives the best performance, whereas setting \(\alpha\) to a larger value (e.g., 0.4) gives the smallest EER when training data is limited. A previous study [13] shows that relatively small values of \(\alpha \in [0.1, 0.4]\) produce the best performance for classification, whereas a large value of \(\alpha\) results in significant under-fitting. Our results agree well with previous observations in different domains [8, 29]. Also, the mixup is performed at the raw waveform level instead of the Mel-spectrum level based on our preliminary results, where the waveform level and the Mel-spectrum level give EERs of 2.11 ± 0.02 and 2.44 ± 0.06, respectively. Unless specified, the EER and its standard deviation in this paper were computed by repeating the experiments three times.

Table 2 presents the EERs of baseline and two different versions (loss functions) of the mixup algorithm. Given the entire VoxCeleb2 training data set, we observed that mixup implementations improved with a modest gain of 4.52%. Based on this result, in the follow-up experiments, we used contrastive mixup [7].

4.5. Summary

We propose contrastive mixup, a data augmentation strategy for contrastive representation learning of speaker verification systems. The key contribution of our work is a reformulation of the mixup loss function for metric learning objectives, specifically with angular prototypical loss. We show empirically that contrastive mixup consistently improves the performance of speaker verification models, especially when there are limited number of utterances per training speaker. Moreover, we observe that contrastive mixup can be applied on top of existing augmentation techniques to achieve further performance gains.
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