The second decade of 3C technologies: detailed insights into nuclear organization
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The relevance of three-dimensional (3D) genome organization for transcriptional regulation and thereby for cellular fate at large is now widely accepted. Our understanding of the fascinating architecture underlying this function is based on microscopy studies as well as the chromosome conformation capture (3C) methods, which entered the stage at the beginning of the millennium. The first decade of 3C methods rendered unprecedented insights into genome topology. Here, we provide an update of developments and discoveries made over the more recent years.

As we discuss, established and newly developed experimental and computational methods enabled identification of novel, functionally important chromosome structures. Regulatory and architectural chromatin loops throughout the genome are being cataloged and compared between cell types, revealing tissue invariant and developmentally dynamic loops. Architectural proteins shaping the genome were disclosed, and their mode of action is being uncovered. We explain how more detailed insights into the 3D genome increase our understanding of transcriptional regulation in development and misregulation in disease. Finally, to help researchers in choosing the approach best tailored for their specific research question, we explain the differences and commonalities between the various 3C-derived methods.

Fifteen years have passed since the sequence of the human genome was published [Lander et al. 2001; Venter et al. 2001], and being able to read our own “instruction book” arguably demarcates one of the biggest breakthroughs in biomedical history. However, we have also learned that, in contrast to reading text in a book sentence by sentence, the genome does not just function in a sequential fashion but is folded in three-dimensional (3D) space, thereby allowing genomic elements located very remotely to contact and regulate each other, as if a word on page 10 of the instruction book would influence the meaning of a word on the very first page. In order to understand genome function, we now realize that a thorough understanding of spatial genome organization is also required.

Both conventional and superresolution microscopy as well as chromosome conformation capture (3C) technologies have provided important insights into 3D chromatin architecture. The original 3C methodology was introduced by Dekker et al. (2002): It is a biochemical procedure used to analyze in vivo contact frequencies between selected pairs of genomic sequences. In the decade following this hallmark report, the application of 3C technology and the development of high-throughput methods derived from the original 3C protocol have greatly improved our understanding of genome folding. Important principles and functional implications of genome topology have been uncovered. In 2012, we reviewed a decade of 3C technologies [de Wit and de Laat 2012]. The present review aims to provide an update, summarizing the main technological advances and breakthrough findings made over the last 5 years. Together, the two reviews provide the reader with a historical and contemporary perspective on the development and application of different 3C technologies and their contribution to our understanding of structural and functional genome organization.

Basic principles of genome organization uncovered by microscopy

Although the focus of this review is on 3C technologies, it is important to realize that many basic principles of genome organization had already been uncovered by microscopy. Light and electron microscopy revealed the existence of distinct subnuclear organelles [or nuclear bodies], which, unlike cytoplasmic organelles, are not separated by membranes. Examples of nuclear bodies include the nucleolus [Pederson 2011], nuclear speckles [Spector and Lamond 2011], Cajal bodies [Cajal 1903; Nizami et al. 2010], polycomb bodies [Kerppola 2009; Pirrotta and Li 2012], and PML nuclear bodies [Lallemand-Breitenbach and de The 2010]. We are only beginning to
understand their functions and refer to other reviews for further information about these intriguing nuclear substructures [Mao et al. 2011]. Early microscopy studies showed that active euchromatin and inactive heterochromatin occupy separate environments in the nucleus, with heterochromatin often adopting more peripheral positions [Heitz 1928]. Chromosomes occupy distinct territories, with limited but appreciable intermingling [Cremer et al. 1982; Haaf and Schmid 1991; Cremer and Cremer 2001; Branco and Pombo 2006]. The positioning of these territories within the nucleus is not random, but the radial alignment of chromosomes reflects their gene density, with gene-dense chromosomes such as human chromosome 19 adopting more internal nuclear positions than gene-poor chromosomes such as human chromosome 18 [Croft et al. 1999; Boyle et al. 2001]. Individual genes have been observed to adopt different nuclear positions in relation to their transcriptional status, with genes being removed from the nuclear periphery or chromocenters [heterochromatic clusters of centromeres] upon activation of their expression [Brown et al. 1997, 1999; Zink et al. 2004]. Live-cell imaging suggests that most endogenous mammalian genes require cell division to adopt novel nuclear locations. After mitosis in early G1, a temporary window exists during which the different parts of the genome are relatively mobile and able to find their energetically most favorable positions. Once so positioned, most genomic segments maintain their spatial location and show only local Brownian motion during the remainder of the cell cycle [Chubb et al. 2002; Walter et al. 2003; Kind et al. 2013; Bouwman and de Laat 2015]. Forced recruitment of transgenes to the nuclear periphery or the chromocenters can, but does not always, influence their expression [Kumaran and Spector 2008; Reddy et al. 2008; Wijchers et al. 2015]. Thus, microscopy studies revealed major principles of nuclear architecture and provided evidence for a correlation between nuclear location and transcriptional output. With recent advances in super-resolution microscopy [Lakadamyali and Cosma 2015] and novel sophisticated means to follow endogenous loci with high precision in living cells [Chen et al. 2013; Saad et al. 2014; Shao et al. 2016], microscopy is expected to only become more important for nuclear organization research.

Following the introduction of the nuclear ligation essay [Cullen et al. 1993], a method already employing some of the key principles of 3C technology, the 3C methodologies introduced a very different, complementary toolbox that allowed the study of DNA folding at higher resolution and in a more systematic manner. Until recently, this could be done only at the cell population level, with 3C-based methods providing a population-averaged impression of contact frequencies between pairs of genomic sites. Now, 3C technologies are providing first insights into single-cell genome conformations. Before highlighting the latest discoveries, we first summarize early 3C work.

**Early discoveries made by 3C methodologies**

Originally applied to study the folding of a yeast chromosome [Dekker et al. 2002], 3C technology was quickly adapted to study long-range gene regulation and demonstrate that remote enhancers physically loop to their target genes in the β-globin locus [Tolhuis et al. 2002]. Contacts between dispersed regulatory sequences and genes were found to be tissue-specific and change during development, concomitant with the activation of a different set of globin genes [Palstra et al. 2003]. While enhancer–promoter interactions were found to require tissue-specific transcription factors [Drissen et al. 2004; Vakoc et al. 2005], the ubiquitously expressed CTCF protein (CCCTC-binding factor) was discovered to form loops between binding sites flanking the globin locus [Splinter et al. 2006]. Regulatory enhancer–promoter loops were subsequently found at many other gene loci, as were architectural chromatin loops between CTCF sites [Handoko et al. 2011; Li et al. 2012]. With initial studies primarily focusing on key developmental genes, the impression arose that enhancer loops are always established de novo exclusively in the cell type of interest. As discussed below, there is now also growing evidence for pre-established spatial conformations that appear to juxtapose regulatory sites and genes in a more tissue invariant manner. As for CTCF, this protein was mostly known for its capacity to bind to insulator elements in the genome that block the functional interplay between enhancers and promoters (for example, refer to Bell et al. 1999; Hark et al. 2000). Cohesin, a ring-shaped protein complex known to embrace and concatenate sister chromatids upon replication [for review, see Peters et al. 2008], was soon after established as a looping partner of CTCF [Parelo et al. 2008; Wendt et al. 2008; Hadjur et al. 2009].

To study genome architecture in a more systematic and genome-wide fashion, high-throughput 3C-based methods were needed. The original 3C technology, a method to study contact frequencies between selected pairs of sequences [a “one-to-one” approach], was soon followed by the development of higher-throughput variants, including “one-to-all” 4C [circularized 3C] technology [Simonis et al. 2006; Zhao et al. 2006], “many-to-many” 5C [3C carbon copy] technology [Dostie et al. 2006], and “all-to-all” Hi-C [chromosome capture followed by high-throughput sequencing][Lieberman-Aiden et al. 2009]. These methods provided independent and more detailed evidence for the existence of chromosome territories, their [limited] capacity to intermingle, and the spatial separation of active and inactive chromatin in the nucleus [Simonis et al. 2006; Lieberman-Aiden et al. 2009]. Based on analysis of Hi-C data, it became evident that the genome falls into two major compartments, commonly labeled A and B [Fig. 1; Lieberman-Aiden et al. 2009]. The A compartment is generally gene-rich, transcriptionally active, and accessible [as detected by DNase I sensitivity], whereas the B compartment represents a more repressed environment with fewer genes and reduced expression as well as repressive histone marks. While transvection [Pirrotta 1999] and paramutation [Chandler 2010] were well established phenomena involving regulatory communication between [paired] chromosomes in *Drosophila* and plants, respectively, claims based on early 3C studies for mammalian interchromosomal gene regulation were generally not
followed up or were proven unlikely by genetic studies (Fuss et al. 2007). In one (artificial) instance, genetic evidence for mammalian interchromosomal gene regulation was provided: The integration of a strong enhancer on one chromosome was found to transactivate a natural target gene on another chromosome in transgenic mice. However, this occurred only in cells in which the two loci were by chance juxtaposed in their nucleus, hence resulting in variegated cellular expression (Noordermeer et al. 2011a).

In summary, the advent of 3C technologies created possibilities to study DNA interactions at unprecedented detail and, later, also scale. In addition, chromatin interaction analysis by paired-end tag sequencing (ChIA-PET) provided a method to study contacts between sequences bound by a protein of interest (Fullwood et al. 2009). Early 3C studies had demonstrated that long-range communication between enhancers and genes takes place through chromatin looping and that transcription factors and CTCF, possibly with the help of cohesin, can form long-range DNA contacts between cognate binding sites. As predicted from polymer-folding models, contacts rapidly decline with increased separation on the linear chromosome template, making contact-dependent functional communication over large genomic (>>1-Mb) distances or even between chromosomes not very likely. If existing, they were predicted to lead to variegated expression.

Over the last 5 years, we have seen the maturation and broad adaptation of 3C technologies. Technical improvements combined with deeper sequencing enabled the generation of high-resolution contact maps, particularly with Hi-C and 4C. Alternative strategies were introduced, often involving a pull-down step with oligonucleotide.
probes to target contact analysis to specific genomic sites. 3C-based methods are now becoming a routine tool in laboratories studying topics as diverse as gene regulation, replication, chromatin, and epigenetics. In addition, they are entering the field of molecular medicine, as they have proved useful for the interpretation of disease-associated genetic variation. Here, we discuss the more recent technical advances and various applications of 3C technologies and highlight the biology unveiled by these methods. In addition, we discuss technical caveats and considerations concerning data analysis and interpretation, aiming to facilitate choosing the best approach for a given research question and identifying means for how to handle the retrieved data.

3-4-5-Hi-C and ChIA-PET: basic principles of the ‘classic’ 3C technologies

To appreciate the recent advances in 3C methods, it is important to first understand the technicalities shared between the different “classic” strategies as well as their distinguishing aspects. In all standard 3C-based protocols, chromatin is first cross-linked, most often by using formaldehyde as a fixative (see Fig. 2; Dekker et al. 2002). The cross-linked chromatin is then fragmented. Although MNase was recently introduced in a modified Hi-C procedure called Micro-C to provide nucleosome-resolution chromosome-folding maps in yeast (Hsieh et al. 2015), fragmentation so far usually involved restriction enzymes. Most commonly used restriction enzymes target either 6- or 4-base-pair (bp) recognition sequences, with the former theoretically cutting the genome every 4096 bp and the latter cutting the genome every 256 bp, which then substantially increases the resolution. Subsequent in situ ligation ensures preferential ligations between contacting and cross-linked chromatin fragments. Upon reversal of the cross-links, the so-called 3C template is obtained, which consists of linear and circular DNA concatemers carrying genomic fragments reshuffled according to their spatial proximity. This template serves as input for all 3C-based methods, which essentially differ in their strategy to detect and quantify ligation junctions.

3C technology: a one-to-one approach

In classic 3C technology, contacts are analyzed between selected pairs of sequences. For this, specific ligation junctions are amplified and quantified by PCR using two primers hybridizing toward the end of the two selected fragments. Clearly, quantification is the most challenging and most critical step of the protocol. Suitable controls need to be included, for example, to correct for differences in amplification efficiency between primer sets and differences in quality and quantity of PCR templates [Dekker 2006; Simonis et al. 2007]. The frequency of ligation events can be estimated by semiquantitative PCR, by measuring the intensity of a PCR product after gel electrophoresis, or by quantitative PCR using TaqMan probes [Splinter et al. 2006; Wurtele and Chartrand 2006; Hagege et al. 2007]. No matter which detection and quantification methods are used, reliably measuring and correctly interpreting contact frequencies by 3C is inherently difficult. The most important reason for this is that 3C tries to quantify the very rare ligation products between two specific ends of two preselected restriction fragments. These ligations are formed infrequently because not all cells in the population will be accommodating the same contact during fixation. In addition, there is strong competition for ligation between cross-linked DNA fragments. For simplicity, most graphical illustrations of 3C technology show just two cross-linked fragments prone to be ligated [see also Fig. 2], but, in reality, many different fragments that shared a common environment in the nucleus are cross-linked to each other, forming a “hairball”-like structure. In principle, all digested fragment ends [frag-ends] present in a hairball compete for ligation to a given frag-end (although, obviously, those closest in the hairball have a major advantage over those at other ends for being fused). Therefore, and as shown by 4C and Hi-C, even a frequent and stable contact between two linearly separated sequences will only occasionally yield the specific ligation product analyzed by 3C. Add to this that, per cell with normal karyotype and per frag-end, one can only collect a maximum of two ligation junctions, and it becomes obvious that 3C requires quantification of extremely rare products present in an overwhelming amount of background DNA: Doing this reliably by any PCR quantification method is extremely difficult and perhaps possible only for the most frequent long-range interactions. Given the availability nowadays of much more robust, simpler, and often even cheaper approaches such as 4C or Capture-C methods, we recommend using these over traditional 3C.

4C technology: a one-to-all approach

4C allows for the genome-wide identification of regions contacting a sequence of interest or “viewpoint.” In contrast to 3C, it requires no a priori knowledge or hypotheses of candidate contacting regions. A major advantage is that contact frequencies formed between an anchor sequence and a sequence of interest are appreciated in the context of all contacts formed with the anchor. The initial steps of the protocol follow those of 3C methodology, but, upon obtaining the 3C template, in 4C, a second round of digestion is performed followed by another ligation step, resulting in small DNA circles, of which some contain the viewpoint plus contacting sequences (Fig. 2). One then employs a reverse PCR strategy using primers designed on the viewpoint fragment to amplify the contacting sequences. When the technique was introduced, these sequences were analyzed by microarrays [Simonis et al. 2006] or Sanger sequencing [Zhao et al. 2006]. Nowadays, viewpoint-contacting regions are generally identified by next-generation sequencing [NGS; 4C-seq]. This can even be done in an allele-specific manner, as was shown by Splinter et al. (2011), who demonstrated that the noncoding RNA (ncRNA) molecule Xist shapes the inactive X chromosome in female cells.
Figure 2. Overview of the established and newly developed 3C-derived methods. Schematics illustrate the experimental steps specific or common to the different methods. (\(^\ast\)) DNase Hi-C has been combined with target enrichment, rendering it a “many versus all” method such as targeted chromatin capture (T2C), capture Hi-C (Chi-C), HiCap, and Capture-C. (\(^\dagger\)) HiCap differs from Chi-C mostly by employing a four-cutter instead of a six-cutter for the restriction digest. (\(^\ddagger\)) Ligation may be performed under diluted conditions (i.e., in solution) or within the intact nucleus (in situ Hi-C).
4C can generate robust contact profiles for selected sites. As discussed below, the technique has been instrumental in the discovery of regulatory sequences acting on genes of interest, uncovering the structural and functional consequences of disease-associated and experimentally induced genetic variation, and showing the developmental dynamics of regulatory contacts. A potential disadvantage of the technique is its limited ability to account for PCR amplification biases. Captured fragments are amplified with different efficiencies because of differences in size and GC content. This can be partially accounted for (van de Werken et al. 2012b), but a quantitative assessment of contact frequencies at the level of individual captured fragments or fragments is not possible. 4C data analysis (like Hi-C) therefore relies on the integration of signals observed in (small) genomic windows, providing contact maps of a few-kilobase resolution [van de Werken et al. 2012b]. Novel one-to-all methods that avoid PCR amplification or correct for amplification biases are becoming available now (discussed below); they indeed seem to identify essentially similar contacting partners but in a more quantitative manner. Provided such methods are affordable and can be broadly adapted in other laboratories, they have the potential to become useful alternatives to 4C-seq.

5C technology: a many-to-many approach

5C enables the parallel investigation of contacts between multiple selected sequences. As depicted in Figure 2, the method relies on multiplexed ligation-mediated amplification [LMA] of a conventional 3C library (Dostie et al. 2006): To this end, 5C primers are designed that are complementary to the fragends of interest. The mixture of 5C primers is then hybridized to the previously prepared 3C library. If a queried interaction is present, two 5C primers will be juxtaposed on the 3C template and can be ligated together, rendering a continuous oligonucleotide and virtually a “carbon copy” of the ligation junction. This 5C library can then be amplified with universal PCR primers complementary to the 5C primers’ tails and analyzed by high-throughput sequencing [or, previously, on microarrays] [Ferraiuolo et al. 2012]. The outcome is an interaction frequency matrix, which can be understood as an intermediate between results obtained by 4C and Hi-C (“all versus all”). 5C has been used to study the chromatin conformation of the β-globin locus [Dostie et al. 2006] and the α-globin locus [Bau et al. 2011], which was shown to fold into globules with transcribed genes found in the globule center, surrounded by nontranscribed sequences. As discussed below, more recently, 5C [and Hi-C] has been instrumental in the important discovery of structural chromosomal domains [often called TADs [topologically associated domains]].

Hi-C: an all-to-all approach

In contrast to the methods described above, Hi-C offers the advantage of interrogating “all versus all” interactions, thereby rendering whole-genome contact maps. The technique was introduced in 2009 and became feasible through the development of NGS methods: As in 3C, nuclei are cross-linked with formaldehyde, and chromatin is digested [Fig. 2]. In Hi-C, one employs a restriction enzyme that leaves a 5’ overhang, which is then filled with biotin-labeled nucleotides. After blunt-end ligation, the Hi-C library is sheared and subjected to pull-down of the biotin-containing fragments, ensuring enrichment of ligation junctions that are subsequently sequenced from both ends by paired-end sequencing. This renders a matrix of pairwise interaction frequencies between fragments from across the genome, the resolution of which depends on restriction site density and sequencing depth: In order to get an x-fold improved resolution, one needs to sequence x² more pairs. The initial Hi-C maps in the early expensive NGS days were of relatively low resolution, at a scale of about a megabase [Lieberman-Aiden et al. 2009]. They confirmed the existence, and refined our understanding, of genome-wide compartments of open and active (“A” compartment) and closed and inactive (“B” compartment) genomic regions. Since then, the resolution of interaction maps has been improved step by step, progressively revealing novel aspects of genome structure with important functional implications.

ChIA-PET: Hi-C combined with chromatin immunoprecipitation (ChIP)

ChIA-PET is a combination of 3C technology with ChIP [ChIP-seq]. As depicted in Figure 2, a specific antibody is used to pull down ligation junctions bound by a protein of interest [Fullwood et al. 2009]. The method therefore represents a “many versus many” approach, as it queries for contacts between sites bound by the protein of interest. Essentially, the genome-wide ChIP-seq profile of a given factor reveals the sites between which contacts can be analyzed. A potential advantage of ChIA-PET lies in its enrichment for possible rare interactions mediated by specific chromatin factors, which would go unnoticed in the other population-based 3C technologies. A disadvantage is that it is difficult to quantitatively interpret the data. Two sites close on the linear chromosome will form ligation junctions irrespective of them being involved in a loop. Moreover, the degree of enrichment by ChIP [peak height] will dictate the available number of ligation junctions per site. The first ChIA-PET study was directed to the interaction network of estrogen receptor α [ERα] [Fullwood et al. 2009]. The data suggested that ERα binding sites frequently interact to form chromatin loops, at least some of which were shown to be ERα-dependent. The investigators proposed that these contacts serve to coordinate transcriptional regulation among ERα target genes, in line with previously proposed ideas of orchestrated transcriptional response and physical contact between actively transcribed and coregulated genes [Jackson et al. 1993; Cook 1999]. As discussed below, ChIA-PET has since been used to produce contact data for a number of key chromatin-bound factors, including CTCF and cohesin.
Recent discoveries made by 3C methodologies

The wide adaptation of 3C methodologies and the ever-increasing resolution of contact maps uncovered new levels of structural organizations, established proteins as key architectural factors, and further demonstrated the functional significance of chromosome topology in health and disease. Here, we highlight some of the major findings obtained by 3C technologies in the past 5 years.

TADs and sub-TADs

Perhaps one of the most important recent 3D genome discoveries has been the demonstration that chromosomes are subdivided into structural domains known as TADs (Fig. 1). Simultaneously, a 5C study on the X inactivation center [Nora et al. 2012], a Hi-C study in Drosophila cells (Sexton et al. 2012), and a Hi-C study interrogating several tens of millions of ligation junctions in mouse cells (Dixon et al. 2012) uncovered these structural domains. Mammalian TADs are, on average, a megabase in size and represent chromosomal units within which sequences preferentially contact each other. Contacts across the intervening boundaries occur much less frequently. During mitosis, TADs dissolve only to be re-established during G1 in the daughter cells. TADs therefore exist only during interphase [Naumova et al. 2013].

It is now widely believed that TADs not only form structural entities but also serve as the functional units of chromosomes. A TAD forms a framework within which promoters can find their respective enhancers and vice versa [Shen et al. 2012]. Transposition of a regulatory sensor into >1000 integration sites of the mouse genome illustrated this principle: Enhancers function within large regulatory domains that coincide with the TADs [Symmons et al. 2014]. In line with this, gene silencing on the inactive X chromosome in female mammalian cells was shown to also occur at the level of TADs, and gene clusters of escapees that do not become silenced correlate with TADs [Marks et al. 2015]. Further strong evidence for TADs being the functional units of the genome came from two recent studies that established the existence of the long-range impact of genetic variation on histone modifications elsewhere on chromosomes: Both studies showed that such communication takes place in the context of architectural factors, and further demonstrated the functional significance of chromosome topology in health and disease. Here, we highlight some of the major findings obtained by 3C technologies in the past 5 years.
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subcompartments, A1 and A2, which differ slightly in terms of replication timing and also display slight differences in chromatin marks [Rao et al. 2014]. Loci of the inactive B compartment may belong to one of four subcompartments: B1, B2, B3, and B4. This amounts to at least six chromatin subcompartments that differ in replication timing and, at least in part, also in chromatin modifications. In addition, they display distinct propensities to localize to nuclear landmarks such as the lamina and the nucleolus. Spatial clustering of TADs with a similar chromatin signature has also been observed in other studies. Polycomb group protein-bound regions such as the Hox genes spatially cluster in the nuclear space of ESCs [Denholtz et al. 2013; Vieux-Rochas et al. 2015], possibly even forming a spatial network with other developmental genes that are silenced but poised to be activated upon differentiation [Schoenfelder et al. 2015]. Furthermore, TADs that are rich in binding sites for key pluripotency factors cluster in ESC nuclei [de Wit et al. 2013; Zhang et al. 2013], as do regions in somatic cells that efficiently recruit their corresponding cellular identity factors [Lin et al. 2012; Krüger et al. 2016]. These configurations are lost during differentiation [Dixon et al. 2015] and reprogramming. An interesting example is SOX2, which is expressed in both neural stem cells (NSCs) and pluripotent cells but binds to a completely different repertoire of binding sites in the two cell types. Upon reprogramming of NSCs to induced pluripotent cells, the spatial network between NSC-specific SOX2-binding sites is dissolved and replaced by a configuration that brings together pluripotent-specific binding sites of SOX2 [see also Fig. 6; Krüger et al. 2016].

Recent evidence also shows that sub-TADs can be forced to move to other nuclear subcompartments upon artificial recruitment of different chromatin factors, with, for example, the recruitment of the polycomb protein Ezh2 causing repositioning to a compartment with other polycomb-bound sub-TADs, and Suv39H1 dragging the sub-TAD from the A compartment to the B compartment [Wijchers et al. 2016]. The latter appeared to depend on the chromodomains of Suv39H1, suggesting that nuclear compartmentalization can involve interactions between proteins bound to the one sub-TAD and histone modifications present at the other. Nuclear repositioning was uncoupled from gene regulation, as was also seen upon the targeted recruitment of a chromatin decondensing acidic peptide, which induced locus repositioning without changing the transcriptional output of the comigrating gene [Therizols et al. 2014]. Together, these and other studies support the idea that multiple nuclear subcompartments exist that dynamically alter in composition during differentiation and reprogramming. The spatial aggregation of TADs and sub-TADs seems to have a contributory rather than a deterministic impact on gene expression.

CTCF- and cohesin-mediated architectural loops surrounding TADs

CTCF is a protein with insulator activity [Bell et al. 1999] that demarcates domains with distinct chromatin signatures [Cuddapah et al. 2009]. It was one of the first factors established to be involved in chromatin looping [Splinter et al. 2006; Handoko et al. 2011], and recent studies have firmly established this protein and its functional partner, cohesin, as one of the main architectural players in mammals. CTCF not only associates with but also positions the ring-shaped cohesin protein complex on chromatin [Koch et al. 2008; Parelho et al. 2008; Rubio et al. 2008]. Hi-C studies demonstrated that CTCF is enriched at the boundaries of TADs [Dixon et al. 2012]. Subsequent Hi-C studies of even higher resolution showed that, in fact, structural domains like TADs are part of encompassing chromatin loops, very often with CTCF at the anchors [Rao et al. 2014]. The deletion of a boundary region at the X inactivation center led to partial fusion of the adjacent TADs [Nora et al. 2012]. Similarly, deletion of CTCF-binding sites at one given TAD boundary caused active chromatin marks to enter a normally repressed domain [Narendra et al. 2015] and at another boundary caused gene dysregulation, presumably because of inadvertent interactions with regulatory elements in the neighboring domain [Dowen et al. 2014]. A recent study investigating oncogene activation in IDH1 [isocitrate dehydrogenase 1] mutant gliomas showed that the CpG island methylator phenotype present in these tumors results in reduced binding of the methylation-sensitive CTCF protein to its [hypermethylated] binding sites. This weakened the domain boundaries and thereby caused aberrant enhancer–promoter interactions with glioma oncogenes [Flavahan et al. 2016]. Depletion of cohesin or CTCF led to a decreased ratio of intra-TAD over inter-TAD contacts, indicative of boundary disruption [Seitan et al. 2013; Sofueva et al. 2013; Zuin et al. 2014]. However, this occurred to different degrees for each of the two proteins, perhaps because of differences in depletion efficiency. The physiological relevance of boundaries segregating potential enhancer–promoter interactions was impressively demonstrated for the case of sporadically inherited limb malformations such as polydactyly. Deletions, inversions, or duplications across domain boundaries of the same locus caused different kinds of malformations in different families because each rearrangement brought a different gene under the control of the same limb regulatory landscape [Lupianez et al. 2015]. Finally, recurrent microdeletions were recently found in T-cell acute lymphoblastic leukemia [T-ALL] that eliminate CTCF-mediated boundaries of domains containing prominent T-ALL proto-oncogenes. Using genome editing to recapitulate some of these deletions, [mild] up-regulation of the TAL1 and LMO2 oncogenes was observed and proposed to be the result of the release of enhancers from neighboring TADs [Hnisz et al. 2016]. Collectively, these data affirm that domain boundaries formed by CTCF and its looping partner, cohesin, play a crucial role in the physical and functional segmentation of chromosomes through the formation of chromatin loops between cognate binding sites. These architectural loops ensure the correct wiring of enhancers to target genes and prevent inadvertent regulatory cross-talk across boundaries.
From a molecular perspective, one of the most striking observations made by high-resolution Hi-C was that CTCF-binding sites engaged in chromatin looping are nearly always in a convergent orientation. As the DNA recognition sequence of CTCF is not palindromic, it can be regarded as having a forward (F) or reverse (R) orientation, which implies that pairs of CTCF sites at the base of a loop theoretically can have four different relative orientations: FF, RR, FR, and RF [Rao et al. 2014]. In line with the importance of relative CTCF-binding site orientation, motif orientation is often conserved among distinct species, particularly at conserved domain boundaries [Vietri Rudan et al. 2015], and boundaries often harbor pairs of divergently oriented CTCF-binding motifs [Gomez-Marin et al. 2015]. Thanks to the advent of CRISPR/Cas9 genome editing, the observed dependence of CTCF-mediated looping on motif orientation could be validated. The deletion—but more interestingly, also the inversion—of CTCF-binding sites disrupted chromatin loops between originally convergently oriented sites, and, in some cases, this also led to the altered expression of nearby genes [Fig. 3, de Wit et al. 2015; Guo et al. 2015]. An intriguing and currently debated issue is what the molecular mechanism may be that causes chromatin looping to selectively take place between distal convergently oriented CTCF sites. The extrusion model is favored. It proposes that DNA is actively extruded through cohesin rings until reaching two compatible roadblocks that stabilize the thereby formed chromatin loop [Fudenberg et al. 2015; Sanborn et al. 2015]. For roadblocks to be compatible, it is assumed that CTCF molecules must be bound in a convergent orientation. Proteins with motor capacity, such as RNA polymerase, may facilitate extrusion [Dekker and Mirny 2016].

Figure 3. CTCF binding polarity determines chromatin looping. Convergently oriented CTCF-binding sites are found at the base of chromatin loops and recruit the additional architectural protein cohesin. Motif inversion using CRISPR impedes looping, with cohesin recruitment being unaltered. Gene expression can also be affected. [Reprinted from de Wit et al. 2015.]

Regulatory enhancer–promoter contacts

Original 3C studies applied to individual gene loci established the importance of enhancer–promoter contacts. The investigated loci showed that tissue-specific long-range regulatory interactions were absent in cells not expressing a particular gene, suggestive of a genome that dynamically changes conformation and regulatory contacts between cell types. Subsequently, however, tissue invariant regulatory interactions were also described that appeared to be present even when a particular gene was inactive [de Laat and Duboule 2013]. An example of a tissue invariant or permissive configuration includes the Shh gene and its extensively characterized limb bud enhancer nearly 1 Mb away. Hi-C results established that the enhancer and gene coincided with the boundaries of a tissue invariant TAD [Dixon et al. 2012]. Pre-existing loops were further described, for example, in p53- and TNFα-dependent transcriptional regulation [Jin et al. 2013; Melo et al. 2013] and the HoxD locus [Montavon et al. 2011].

The Hox genes, which contribute to the body plan during vertebrate development, provide a compelling example of expression control in 3D. Within the Hox gene clusters, Hox gene paralogs are arranged collinearly, with their order reflecting their relative spatial and temporal expression patterns. For the establishment of the body axis, the genes do not seem to rely on long-range DNA contacts. Rather, 4C revealed that, in time and space, the gene cluster gradually unfolds, adopting a bimodal architecture with a hub of active genes that is spatially segregated from, but gradually incorporates, a hub of inactive genes, concomitant with the spatiotemporal deposition of active histone modifications [Noordermeer et al. 2011b]. A similar dynamic chromatin landscape has been described for the mouse HoxA cluster as well as the zebrafish Hox genes (Woltering et al. 2014). For establishment of the extremities, Hox gene regulation does rely on long-range regulatory contacts. During limb bud development, HoxD genes are expressed in two successive phases in a manner that depends on regulatory sequences present in the flanking gene deserts. A dynamic TAD border within the gene cluster ensures that, at the proper time and place, the relevant genes are exposed to either the digit enhancers located on the centromeric side or the forearm enhancers located on the opposite side [Andrey et al. 2013]. Part of these long-range regulatory contacts, albeit reduced, appear pre-established, as they are found to also exist in unrelated tissue not expressing the Hox genes [Montavon et al. 2011].

The systematic mapping of chromatin loops across multiple cell types by high-resolution Hi-C provided a better understanding of the developmental dynamics of loop formation. Based on the analysis of nearly a billion Hi-C ligation junctions per cell type, ~10,000 long-range contacts or loops [mostly between loci <2 Mb apart] were called per cell line [Rao et al. 2014]. This is less than the 1 million contacts reported in another study [Jin et al. 2013], a discrepancy that seems attributable to differences in data analysis and peak calling, which defines contacts and loops. Approximately 30% of the 10,000 loops involved...
genes, which were, on average, more highly expressed [sixfold] than nonlooped genes in the same cell type. Roughly 25% of the gene loops were absent in a given other cell line, which concomitantly expressed these genes at much lower levels. Collectively, this supports the idea that, across the genome, gene looping contributes to higher expression levels [Rao et al. 2014]. It also reveals that pre-established [permissive] and de novo established [instructive] chromatin loops coexist. We speculate that de novo established regulatory loops may be particularly relevant if genes must be expressed at high levels in a given cell type. How these loops relate to promoter–promoter contacts and enhancer hubs that have been observed by ChIA-PET studies against RNA polymerase II [Pol II] or enhancer-associated p300 [Li et al. 2012; Kuznetsova et al. 2015] remains to be determined. Using a modified ChIA-PET protocol optimized for long reads and monitoring both CTCF and Pol II interaction networks, “CTCF/ cohesin foci” were described that also accumulate the transcriptional machinery [Heidari et al. 2014; Tang et al. 2015]. In agreement, Hi-C also demonstrated that not only architectural loops but also gene-centered regulatory chromatin loops involve CTCF [Rao et al. 2014]. Cohesin had already been reported before to frequently associate with looped enhancers [Kagey et al. 2010]. Altogether, this suggests that it may be an oversimplification to classify loops as being either architectural or regulatory.

Direct evidence for the functional relevance of chromatin loops between distal enhancers and gene promoters was beautifully provided by experiments that artificially tethered gene promoters to a specific enhancer. Mutant erythroid cells lacking the transcription factor GATA1 do not form a chromatin loop between the globin genes and their upstream enhancer, the locus control region (LCR); correspondingly, the globin genes are expressed at low, basal levels. While GATA1 depletion abrogates binding of Ldb1 to the gene promoters, the Ldb1 complex is still recruited via other transcription factors to the LCR. Artificial recruitment of Ldb1 [or its self-association domain only] via an engineered zinc finger to the β-globin promoter appeared sufficient to not only re-establish the regulatory loop with the LCR but also strongly activate the recruited gene [Deng et al. 2012]. This demonstrated that looping causally underlies gene activation. Importantly, the investigators found in a later study that they could also activate the developmentally silenced fetal γ-globin promoter by recruiting it to the LCR in primary adult human erythroblasts. Concomitantly, the adult β-globin gene reduced its contacts with the LCR and lowered its transcriptional output (Fig. 4; Deng et al. 2014). As the investigators speculated, redirecting the LCR from adult to fetal globin genes by forced looping holds therapeutic promise for sickle cell anemia and β-thalassemia patients who improperly express their adult β-globin genes.

Explaining disease in the 3D genome

A truly exciting breakthrough enabled by the availability of 3C technologies and our current understanding of gene regulation in 3D is our greatly improved ability to unveil the functional consequences of genetic variation. Compelling examples were recently published in which 3C studies decisively helped to unravel the molecular mechanisms underlying disease [Lupianez et al. 2016].

One such study involved the use of 4C technology to search for the mechanism by which recurrent inversions and translocations within chromosome 3 [inv(3)/t(3;3)] cause acute myeloid leukemia (AML). These rearrangements are associated with up-regulation of the stem cell regulator and proto-oncogene EVI1, which is located just outside the rearranged region. 4C showed that this up-regulation was due to ectopic interaction of the gene with an enhancer present in the inverted chromosomal segment. Indeed, knockout of this enhancer by genome editing reduced EVI1 oncogene expression in an AML patient cell line. At its endogenous location, 4C showed that this same enhancer normally interacts with the GATA2 tumor suppressor gene. Correspondingly, targeted deletion of this enhancer reduced GATA2 expression in wild-type cells [Groschel et al. 2014]. EVI1 up-regulation and GATA2 haploinsufficiency independently are sufficient to drive leukemia, showing the dual impact of enhancer hijacking.

As referred to already, the study by Lupianez et al. [2015] provides another very nice example of how disease mechanisms unfold in the context of the 3D genome. There, different genomic rearrangements involving a number of neighboring TADs caused different types of limb

Figure 4. Manipulating chromatin looping in vivo. In both murine and human adult erythroblasts, the transcription cofactor Ldb1 can be recruited to the developmentally silenced embryonic or fetal β-globin promoter via a zinc finger (ZF). This results in increased interaction with the LCR at the expense of the adult globin genes and concomitant changes in gene expression. [Reprinted from Deng et al. 2014 with permission from Elsevier.]
malformations. The central TAD involved exclusively contains the EPHA4 gene, which is normally expressed in the developing limb bud. By applying 4C, it was demonstrated that, in each of the cases, different TAD boundaries were disrupted, placing a different gene (WNT6, IHH, or PAX3) under the control of the EPHA4 regulatory landscape and driving their ectopic limb expression. As in the AML study, hypotheses generated based on 4C contact maps were validated by genome-editing experiments, showing that boundary integrity is indeed crucial to prevent limb malformations due to ectopic activation of genes surrounding the EPHA4 TAD [Lupianez et al. 2015].

One of the earliest studies highlighting the benefits of topological analysis when aiming to uncover the relevance of genetic variation focused on a risk variant associated with skin pigmentation. Application of 3C technology demonstrated that the variant destabilized an enhancer–promoter loop with the OCA2 gene, leading to its down-regulation [Visser et al. 2012]. At a genome-wide level, haplotype-resolved Hi-C-based contact maps enabled linking contact frequencies to allele-specific expression differences [Dixon et al. 2015]. Implementing genome organization also helped to link risk variants associated with obesity to unanticipated target genes. Variants in introns of the FTO gene, a gene that can influence body mass in mice [Fischer et al. 2009], were found to be located within enhancers that regulate and contact the IRX3 and IRX5 genes, ~0.5–1 Mb away from the variants [Smemo et al. 2014; Claussnitzer et al. 2015].

In summary, advances in 3C methodologies, increased resolution contact maps, and improved strategies for data analysis (discussed below) in the last years have led to a substantially enhanced understanding of genome structure. We now appreciate that chromosomes are subdivided into structural and functional units called TADs, with CTCF and cohesin being crucial actors at their boundaries. TADs limit the contact search space for sequences and thereby direct enhancers to genes that co-occupy the same TAD. Boundary integrity is crucial to prevent enhancer hijacking, which can lead to disease. While local enhancer–promoter contacts and TAD structures are the most important regulators of gene expression, TADs also organize themselves in nuclear compartments with defined chromatin signatures. However, these higher-order structures seem to have a contributory rather than a deterministic impact on transcription.

Below, we discuss newly emerging 3C technologies and highlight strategies to analyze 3C-based data. Finally, we present a scheme that we hope will help scientists decide which technology to choose for their specific research question.

**Entering the stage: Capture-C approaches**

For reasons explained above, we recommend using the more unbiased 4C or 5C approaches over classic 3C technology, but these technologies have their potential limitations. 4C, as discussed, is only semiquantitative. It can readily be applied to tens of sites simultaneously, but scaling up to analyze hundreds of genomic sites is very laborious. 5C depends on the use of six-cutters: Ordering all of the primers needed to benefit from the increased resolution provided by four-cutters would be prohibitively expensive. Thus, the necessary up-front investment in primers and the availability of Hi-C nowadays may be the reason why 5C appears to be not widely adopted. Hi-C is completely untargeted and ideally suited to obtaining a more general picture of genome folding. However, nowadays, the more exciting biology is often to be found only in detailed contact maps, which require extremely deep sequencing of Hi-C libraries. Also, if a research question is focused on a specific genomic site, a specific locus, or even specific categories of sequences (such as gene promoters, enhancers, boundaries, etc.), the great majority of Hi-C reads is superfluous, and the sequencing of Hi-C libraries therefore becomes prohibitively expensive. Recognizing these limitations, alternative strategies have been presented. They have in common that they employ the hybridization of oligonucleotide probes to selectively pull down ligation junctions of interest.

One such strategy was termed targeted chromatin capture (T2C) [Kolovos et al. 2014], which essentially offers an alternative to 5C technology. As depicted in Figure 2, the protocol basically follows standard 3C library preparation (using a six-cutter for the digest), but, instead of the sonication used in Hi-C protocols, T2C uses a second restriction digest with a four-cutter to fragment the library; sequencing adapters are then added via ligation. Prior to sequencing, the library is hybridized to custom-designed oligonucleotides specific to the region of interest. Since the biotinylated oligos can be immobilized on either a microarray or beads, this strategy enables targeted sequencing of contacts made by the sequences of interest. In the original study, T2C was employed to investigate the chromatin conformation of the well-studied mouse β-globin and human H19/IGF2 loci [Kolovos et al. 2014].

To monitor more distinct sites in parallel (i.e., a “many versus all” approach), others [Hughes et al. 2014] used the same concept of target enrichment but with a slightly different protocol [see Fig. 2]: First, a four-cutter is used during 3C-seq library preparation. Second, sonication is employed rather than a second restriction digest. Third, biotinylated RNA baits are used in combination with streptavidin beads to pull down the regions of interest. Also here, the new method, termed Capture-C, was validated using the α-globin and β-globin loci. Capture-C was shown to be a useful technique to link single-nucleotide polymorphisms (SNPs) within regulatory sequences to the genes that they control. However, the data also showed that enrichment efficiency differed substantially between sequences of interest. Moreover, it was realized that, as in ChIA-PET, the interpretation of contact profiles within a locus of interest is compromised if the procedure enriches some sequences (to different degrees) but not others. These issues were addressed in an updated protocol published by the same investigators, termed NG Capture-C [Davies et al. 2016]. First, instead of multiple overlapping oligos, the investigators employed single, 120-bp-long biotinylated DNA baits (instead of RNA)
targeted to each end of a restriction fragment of interest. Per locus or genomic region, only one such fragment was selected, but, throughout the genome, multiple dispersed sequences of interest could be monitored in parallel. Probes were designed to include the restriction site, and a second round of hybridization to the baits, which, in addition, the new protocol includes PCR amplification and a second round of hybridization to the baits, which, in the examples shown, increased the percentage of on-target reads to ~50%.

The use of sonication instead of restriction digestion to fragment the 3C template is an important improvement of the protocol. Sonication is a random DNA fragmentation method: Two identical but independently obtained ligation junctions will therefore be fragmented at different positions on either side. By directing paired-end sequencing to these ends, one can discern PCR duplicates [identical ends] from independent ligation events (different ends). Thus, whereas 4C technology is semiquantitative, Capture-C based on sonication and probe hybridization is a quantitative method to measure contact frequencies. NG Capture-C was again tested on the extensively studied globin loci (Davies et al. 2016) and confirmed in a more quantitative manner the well-established gene enhancer loops previously described by 3C technology (Tolhuis et al. 2002) and 4C-seq (van de Werken et al. 2012b).

Several other studies have employed a variation of the Capture-C protocol. In one strategy, a six-cutter was used for the first digest, with a subsequent biotin fill-in and pull-down to enrich for ligation junctions, followed by further enrichment using capture probes. The biotin pull-down increased the signal to noise ratio (Jager et al. 2015), but this step may be omitted when employing two rounds of capture pull-down (Davies et al. 2016). Two studies employing this protocol queried the contact profiles of 22,000 promoters in either mESCs and mouse fetal liver cells (Schoenfelder et al. 2015) or two human blood cell types (Mifsud et al. 2015b). Distal elements contacting promoters could not only display enhancer marks when interacting with active genes but also bear repressive marks when contacting inactive genes, thereby possibly representing long-range silencers. In a method called HiCap, resolution was increased by using a four-cutter instead of a six-cutter to digest cross-linked chromatin, followed by promoter enrichment, which resulted in substantially higher resolution. When applied to ESCs, sites contacting promoters were found to be enriched for active enhancer marks (Sahlen et al. 2015).

An essentially similar approach employing a four-cutter to digest cross-linked chromatin but using probes directed to DNase I-hypersensitive sites (Joshi et al. 2015) confirmed the clustering of H3K27me3/polycomb-marked regions like the Hox gene clusters in ESCs (Denholtz et al. 2013; Vieux-Rochas et al. 2015). mESCs are known to exist in different states, with serum ESCs being more similar to post-implantation pluripotent stem cells and more developmentally primed than ground-state pluripotent 2i cultured ESCs. The study showed that these long-range intrachromosomal and interchromosomal contacts existed in serum mESCs but disappeared in a reversible manner in 2i mESCs. In primed ESCs, they were dependent on polycomb (Joshi et al. 2015). Finally, a “DNase Hi-C” protocol was introduced that uses DNase I treatment instead of restriction digest to fragment chromatin, with the advantage of smaller fragment sizes and the ability to filter out PCR duplicates [as described above for sonication]. The strategy, called DNase Hi-C, was combined with DNA capture technology to direct contact analysis to nearly 100 promoters of long ncRNAs [lincRNAs]. The study revealed complex transcriptional regulation by both super enhancers [clusters of enhancers occupied by an exceptionally high density of transcription factors] and PRC2 [Polycomb-repressive complex 2] (Ma et al. 2015).

In summary, the Capture-C method and its derivatives make up the newest members of the family of 3C-like technologies using capture probes to target contact analysis to selected sequences. As compared with Hi-C, they can offer the advantage of analyzing detailed genome-wide contact profiles of many loci in parallel while substantially reducing sequencing costs. As compared with 4C-seq, they may enable parallel analysis of many more sites of interest. The use of DNase instead of restriction enzymes for the fragmentation of cross-linked DNA (Ma et al. 2015) or the use of sonication for the fragmentation of the 3C template (Davies et al. 2016) can be advantageous as data interpretation becomes more quantitative: PCR duplicates can be discerned from independent ligation events and filtered out. Below, we provide considerations to help scientists select the 3C tool best tailored to their research question.

Choosing a 3C method for your research question

When deciding on the method of choice, aspects to consider include the required resolution of contact maps, the number of genomic sites that one wishes to interrogate, possible biases introduced by the selected method, ease, and costs.

No matter which 3C technology is chosen, it is important to maximally preserve the original 3D configuration until ligation has completed, as this ensures that as many ligation products as possible are a reflection of their original proximity in the cell nucleus. This was recently discussed in the context of Hi-C, as it was realized that the original Hi-C protocols yielded an unsatisfyingly high percentage of interchromosomal fusions (often 60%). An overrepresentation of interchromosomal fusions is typically expected to be due to random ligations between unrelated [i.e., uncross-linked] DNA fragments. While this does not devalue the relevance of measured intrachromosomal contacts, particularly those measured over medium-range [<2 Mb] or short-range distances, it does reduce the percentage of informative read pairs and may obscure specific contacts over extremely long (>10 Mb) distances within and between chromosomes (Nagano et al. 2015). Signal to noise ratios were improved independently in 4C (Splinter et al. 2012) and Hi-C (Nagano et al. 2013; Rao et al. 2014) protocols by the omission of...
a sodium dodecyl sulfate (SDS)-mediated nuclear lysis step prior to ligation. In this modified procedure, ligation takes place in situ inside the nuclei instead of “in solution,” thereby decreasing the percentage of interchromosomal fusions to ≤20%, as determined by 4C-seq [van de Werken et al. 2012a] as well as Hi-C [Rao et al. 2014; Nagano et al. 2015]. As such, these protocols acknowledge observations by others that dilution prior to ligation is not critical [Comet et al. 2011] and that the majority of cross-linked chromatin is not released from nuclei upon restriction digest and SDS treatment [Gavrilov et al. 2013], both suggesting that the insoluble fraction comprising intact nuclei may indeed be the actual source of the 3C signal. Ligation in the nucleus is therefore recommended for all 3C-based methods.

Formaldehyde fixation is a well-established approach that is also used in many other methods, such as imaging, and whose mode of action is, in principle, well understood (Orlando et al. 1997). However, the propensity to be cross-linked to DNA seems to differ between distinct proteins (for example, histones are readily cross-linked to DNA, but the lac repressor and NF-kB are not) [Solomon and Varshavsky 1985; Nowak et al. 2005]. This could be a drawback for not only ChiA-PET but also the detection of protein-mediated loops by any of the other 3C-like methods. In addition, highly dynamic and fluctuating interactions, such as observed between regulatory elements of the X inactivation center [Giorgetti et al. 2014], might not be detected, as formaldehyde cross-linking is presumed to require a residence time of at least 5 sec [Schmiedeberg et al. 2009]. In any case, one should be aware that small alterations in fixation conditions—i.e., formaldehyde concentration or fixation time—might influence cross-linking efficiencies and should therefore be standardized. Importantly, however, Rao et al. (2014) performed five of their in situ Hi-C experiments without formaldehyde fixation, which rendered the same robust peaks as with formaldehyde. Therefore, while biases introduced by the fixation procedure due to protein propensity to be cross-linked to DNA and due to the residence time of the respective factors could be envisioned, cross-linking generally enables capturing the spatially most proximal DNA sequences. This is evident from the fact that 4C and Hi-C contact profiles affirmatively follow contact behaviors predicted by polymer physics [Rippe 2001] and is also in line with the fact that DNA FISH generally successfully recapitulates contact profiles as detected by 3C-like technologies. Note, however, that discrepancies between results obtained by the two methodologies have also been reported under certain conditions [Williamson et al. 2014]. While both procedures involve chemical fixation, it is not well understood whether these are related to the digestion or SDS treatment in the 3C protocol or, for example, the denaturing steps of FISH protocols, which distort nuclear structure.

Another general issue to consider is the meaning of quantitative contact measurements by 3C methodologies. Obviously, the more quantitatively ligation junctions can be assessed, the more accurate the measurements will be. However, what 3C, 4C, 5C, Hi-C, ChiA-PET, and Capture-C essentially do is measure ligation frequencies between cross-linked and fragmented DNA sequences. Ample validation studies by means of microscopy or, even better, genetics [e.g., deletions showing that two dispersed sequences also functionally communicate] have shown that ligation efficiencies can be taken as a proxy for contact frequencies—but not more than that! For sequences to participate in 3C contact profiles, they must (1) be cross-linkable, (2) have DNA ends available for ligation, and (3) outcompete other fragments in a cross-linked DNA–protein aggregate for ligation to a given sequence. All of this depends on size, chromatin composition, fixative, and duration and stringency of fixation [Dekker 2006; Simonis et al. 2007; Gavrilov et al. 2013]. This is why 3C measurements, no matter how quantitatively they assess ligation frequencies, are not directly translatable into absolute in vivo contact frequencies.

Irrespective of these considerations, Hi-C is the method of choice to obtain a comprehensive overview of a cell’s contactome. It is to be expected that, within the coming 5 years, detailed Hi-C-based genome contact maps will become available for most of the frequently used cell lines, most mouse and also human tissues and organoids, and individual cell types. These 3D contact maps will serve as an invaluable source for the interpretation of epigenomics and transcriptome data obtained from the corresponding cells but also for the interpretation of disease-associated genetic variation. In cases where the 3D impact of a given trans-acting factor (a given protein or ncRNA) with ubiquitous binding sites across the genome is studied, a choice may be made between either Hi-C or ChiA-PET. A major advantage of Hi-C is that contact frequency measurements are not influenced by antibody pull-down efficiencies. Also, in Hi-C, contacts between binding sites are assessed in the context of all other contact frequencies, often a prerequisite to truly understand their significance. Finally, with Hi-C, contact frequencies can also be measured in the absence of the trans-acting factor—something that is inherently impossible by ChiA-PET. Medium-resolution Hi-C maps in wild-type and knockout/knockdown cells in combination with ChIP-seq-generated DNA-binding profiles have already been used to uncover roles of general chromatin architectural proteins like cohesin [Seitan et al. 2013; Sofueva et al. 2013], lamin A [McCord et al. 2013], and linker histone H1 [Geeven et al. 2015] in genome folding.

If contact analysis is to be directed to a large but defined series of sites (for example, to hundreds or thousands of promoters, enhancers, or binding sites of a factor of interest), one of the Capture-C variants may be the method of choice, as they can provide more detailed contact maps for these sites at lower sequencing costs as compared with Hi-C.

If one wishes to analyze the conformation of an entire locus (e.g., of one or more TADs) without a desire to focus only on contacts formed by a few of its sequences [gene promoter, enhancers, or boundaries], one can use 5C [Dostie et al. 2006] or the Capture-C variant T2C [Kolosov et al. 2014]. Both protocols currently use six-cutters, but, for high-resolution contact maps, we recommend...
using four-cutters or DNase I (Ma et al. 2015) to fragment cross-linked chromatin.

In Capture-C methods, biases to be aware of are differences in capture efficiencies between sites and overrepresentation of ligations between independently captured sites inherent to the method. Furthermore, as with 4C methods, care must be taken to include sufficient genome equivalents in the analysis in order not to produce anecdotal, nonreproducible contact profiles. Finally, capture probe libraries, but also 5C primer libraries, are not cheap. With the ever-dropping sequencing costs, one should therefore ask per project whether the Capture-C or 5C method of choice is indeed more cost-effective than Hi-C. If not, we recommend using Hi-C, as the data are less susceptible to technical biases and therefore easier to interpret.

When the research interest concerns only a single or a few [up to several tens] genomic sites [as would be the scenario when studying the impact of a given rearrangement, genetic variant, gene promoter, or CRISPR Cas-modified site], 4C-seq [van de Werken et al. 2012b] or NG Capture-C (Davies et al. 2016) can be used. Provided that both methods identify the same contacting sites, as evidence so far suggests, NG Capture-C may be preferred if the exact quantification of ligation events is deemed beneficial. Alternatively, 4C-seq may offer an arguably easier to implement, but certainly cheaper, method proven to detect the relevant contacts. Costs of two large 120-bp biotinylated capture probes, two rounds of PCR, a hybridization kit, and an Illumina library preparation kit plus the inefficient sequencing (at least 50% off-target) involved in NG Capture-C (Davies et al. 2016) need to be compared with the costs of two ready-for-sequencing 80-mers that require a single round of PCR to prepare a sequencing library with nearly 100% of the reads on target. Again, for both methods to produce meaningful results, library complexity is crucial: Analysis is therefore preferably directed to at least 10,000 genome equivalents.

Computational aspects of 3C methods

A recent breakthrough is that tools and packages are now becoming available for the analysis of data generated by the various 3C methods. The basic steps in the analysis of experimental data obtained by 3C-like methods are mapping of the reads, quality control, filtering, normalization, peak calling, and visualization of results. It is beyond the scope of this review to discuss data analysis in detail; for excellent reviews on the topic, we refer to Dekker et al. (2013), Ay and Noble (2015), and Lajoie et al. (2015). Here, we limit ourselves to summarizing some critical considerations relevant to the analysis and interpretation of results. We give a short and by no means exhaustive overview of publicly available packages and pipelines tailored at either some or all of these steps. As pointed out in these reviews, with all of the different packages available now, the development and general application of standardized and transparent analysis procedures will be necessary to ensure comparability between different studies.

Data interpretation

An issue to keep in mind when interpreting 3C-derived data is that identical cells have different 3D genomes even when synchronized in the cell cycle. This is because genome folding is highly probabilistic (Nagano et al. 2013; Kind and van Steensel 2014), particularly at the higher-order levels of 3D organization (nuclear positioning of TADs in the A and B compartments and/or relative to the periphery) [Gibcus and Dekker 2013; Krieger and de Laat 2013]. 3C protocols render only an average view of genome conformation within a population of cells. Applicable contacts can therefore be rare in terms of penetrance throughout the population and in time. Also, if contact profiles reveal multiple interactions from the same viewpoint, these may well represent distinct chromatin conformations found within various subpopulations. Finally, it should be realized that even stable and reproducible contacts do not necessarily reflect biological function. 3C technologies only measure physical proximity, and experimental genome editing or naturally occurring genetic variation is necessary to uncover the functional relevance of chromatin contacts.

Data quality should be carefully assessed prior to interpretation. As alluded to, assessing the intrachromosomal over interchromosomal ratio is informative in this respect: High-quality 4C, Capture-C, and Hi-C data sets tend to have $\leq 20\%$ trans captures. If more abundant, results are likely noisier, but this does not imply that the local intrachromosomal contact profiles extracted from the same data are not informative. For 4C using four-cutters, we also routinely check the percentage of captured frag-ends in a 200-kb window around the viewpoint ($\pm$100 kb). When $\geq 80\%$, libraries are considered complex and suitable for contact analysis [van de Werken et al. 2012a]. Note further that in both 4C and Hi-C, it is normal that $\sim 20\%$ of the reads represent “undigested” or “self-ligated” products [van de Werken et al. 2012a]. In the former case, the first restriction enzyme did not cut this specific site, or the induced cut immediately religated so that neighboring genomic fragments remain fused. “Self-ligated,” on the other hand, refers to circularization of the viewpoint fragment. In preparation for analysis, we routinely remove these undigested and self-ligated products from the data.

To identify significant interactions, the observed coverage in a given genomic region needs to be compared with a background model of expected coverage. Very high coverage is expected in close proximity to a given sequence, but this decreases rapidly with increased site separation. Single ligation events are either too rare [Hi-C] and/or may be too prone to experimental biases in cross-linking, ligation, or amplification efficiencies to be interpreted independently. Also, if two sites loop to each other, they necessarily drag along their immediate neighboring sequences, which can then also participate in cross-linking. To account for this, running window approaches are often used to smoothen and analyze the data. To subsequently interpret the observed signal in a given window, background models are needed for comparison. These models may differ between various analysis packages.
Data analysis: 4C analysis packages

The R package FourCSeq is a pipeline that is increasingly used for end-to-end analysis and peak calling of 4C data (Klein et al. 2015). Prior to fitting the background model, the observed 4C counts are normalized using a variance-stabilizing transformation to reduce the different levels of noise given by counts coming from low- and high-abundance fragments. The pipeline employs a monotonically decreasing model to fit the data to reflect the distance-dependent signal decay. The user can choose to either assume symmetric decay around the viewpoint or perform monotonic regression on both sides of the viewpoint separately.

To determine differential contacts between experimental conditions or cell types, the DESeq2 package (adapted from RNA sequencing [RNA-seq] analysis) can be employed (Love et al. 2014). We recently developed a similar peak-calling algorithm, which also fits a monotonically decreasing model to the data using isotonic regression (de Wit et al. 2015). This algorithm models the two sides of the viewpoint separately to account for local differences in background signal distribution. This seems relevant to most bait sequences, especially when close to TAD borders. To robustly identify loci of increased contact frequency, we employ repeated subsampling to mitigate the effect of outliers and define stringent criteria for peak calling. Using this analysis pipeline, we identify fewer contacts than FourCSeq, which, by extrapolation, better agree with the number of loops identified in high-resolution Hi-C (Rao et al. 2014).

For the visualization of 4C results, several graphical approaches are available (see Fig. 5). One may choose one of the genome browsers for visualization of the running window graphs, which is especially informative if one is interested in local topology. Overlays of multiple normalized contact plots can help to visually emphasize differences in contact frequencies as induced, for example, by site-specific recruitment of certain trans-acting factors (Wiichers et al. 2016). For chromosome-wide contacts, for example, between TADs co-occupying the A (or B) compartment, arachnograms may be intuitive, as they depict the viewpoint as the origin for several branches (or “spider legs”) toward the contacted loci. A corresponding means to visualize interchromosomal contacts are Circos plots, which depict the whole genome as a circle (Krzywinski et al. 2009). Finally, a more quantitative approach would be domainograms, which employ a color scale to depict the significance of a contact across a range of differently sized windows (de Wit et al. 2008). R scripts and example files for these analyses can be found in Splinter et al. (2012).

Hi-C data analysis

While Hi-C libraries are sequenced paired-end, one needs to map both ends separately to the reference genome, as the two ends should represent two distant loci. However, one needs to decide how to handle chimeric reads, i.e., cases in which a read from one end already runs into a ligation junction sequence so that this read basically represents two genomic fragments. One strategy to resolve this issue is iterative mapping, in which each read is first truncated to 25 bp (starting at the 5′ end), mapped, and extended by 5 bp if not yet uniquely mappable (Imakaev et al. 2012). The process is repeated until either all reads could be uniquely mapped or the reads have been fully extended. Other approaches include pretruncation of reads containing potential ligation junctions (as used by the HiCUP pipeline, http://www.bioinformatics.babraham.ac.uk/projects/hicup) or performing a first mapping attempt followed by splitting of nonmapped reads at the ligation site and subsequently independently remapping the two pieces.

As a next step, the mapped reads should be filtered to ensure that only informative and reliable read pairs proceed to further analysis. For example, reads of low mapping quality should be removed as well as reads that do not agree with the size selection performed during the Hi-C library preparation. As for 4C, undigested and self-ligated fragments (read pairs coming from the same fragment) can be removed at this point. One method to achieve the latter is to simply perform a distance filter and further consider only pairs above a certain distance threshold. PCR duplicates should also be filtered out at this step.

After filtering, read pairs are binned to smoothen the data and increase the signal to noise ratio. Bins are either
of a fixed genomic size or restriction fragment-based (analysis with multiple bin sizes could also be performed). The contact count for each bin pair is represented in a symmetric matrix. Before proceeding to normalization of observed counts, it can be advisable to remove bin outliers, which display a very low or noisy signal and often correspond to regions of the genome that are notoriously difficult to map, such as repetitive regions (e.g., centromeres and telomeres). For example, a cutoff for the bins with the lowest signal or highest variance can be applied.

For Hi-C data normalization, either an explicit or an implicit approach may be chosen [Ay and Noble 2015; Lajoie et al. 2015]. In the explicit approach, a priori knowledge about technical and biological factors that can cause bias is required. Yaffe and Tanay (2011) developed a probabilistic background model to account for factors such as GC content, sequence uniqueness [i.e., mappability], and restriction fragment length. HiCNorm represents a simplified and therefore faster normalization procedure for the removal of systemic biases [Hu et al. 2012].

The implicit or matrix-balancing approach does not require definition of predetermined factors that may introduce bias. Instead, it is based on the assumption that, in an unbiased Hi-C matrix, all observed marginal has the same expectation (“equal visibility”). Imakaev et al. (2012) introduced an iterative correction and eigenvector (ICE) decomposition approach. ICE is based on alternating attempts to equalize the sums of matrix rows and matrix columns by dividing each row or column by its respective mean. Note that a faster balancing algorithm [Knight and Ruiz 2013] was recently employed for high-resolution Hi-C data [Rao et al. 2014]. While the implicit approach has the advantage of correcting for not only known biases but also biases of unknown source, the assumption that all genomic regions should be equally represented in the matrix does not necessarily hold true; i.e., regions could be inherently difficult to map or reluctant to engage in long-range interactions [Ay and Noble 2015]. No matter whether the explicit or the implicit approach is chosen, successful normalization should result in smoothened contact maps so that interactions are more easily identified.

After normalization, informative interaction patterns need to be extracted from the contact matrix. The first large-scale patterns to be extracted are the cell-specific A and B compartments that we described above [Lieberman-Aiden et al. 2009]. These are generally relatively straightforward to identify, as they appear as a “checkerboard” pattern within the correlation matrix and are usually well captured by the first eigenvector in a principal component analysis.

As the next level of organization, TADs can be appreciated in the interaction matrix. These appear as smaller squares of increased interaction frequency along the diagonal. However, it should be noted that identification can be complicated by the complex and dynamic genomic organization into domains and subdomains. How can TAD boundaries be extracted computationally from a Hi-C data set? As explained by Lajoie et al. (2015), the general approach is to transform the Hi-C counts into some one-dimensional “insulation” statistic that captures the feature that characterizes domain boundaries. Note that TADs are defined as domains of increased self-interaction frequencies and that TAD borders are therefore naturally devoid of contacts crossing over them. Hence, an easy way to determine the domain association for a given locus or bin is to determine the ratio between its average upstream and downstream contacts, as has been done for mitotic chromosomes [Naumova et al. 2013]. In a similar approach, Dixon et al. (2012) determined the locus-specific bias in upstream and downstream contacts and transformed this into a directionality index, which is expected to change sign at opposite sides of TAD boundaries. A hidden Markov model (HMM) is subsequently employed to call TADs [Dixon et al. 2012]. An alternative approach is to first define TAD borders as bins with very few crossing contacts. This concept underlies approaches using a distance-scaling factor [Sexton et al. 2012] and the insulation score [Barutcu et al. 2015]. Note that the former will be high at TAD boundaries, whereas the latter is minimal at boundaries. In addition, to identify sub-TADs, an “arrowhead” transformation can be applied to the Hi-C contact map, which results in arrowhead-resembling features representing domain corners, which then can be quantified using a “corner score” [Rao et al. 2014].

Paired-end spatial chromatin analysis (PE-SCAn) is a computational method that intersects HiPIP-seq data with ChIP-seq data to search for preferred clustering of TADs enriched in binding sites of a given trans-acting factor of interest [de Wit et al. 2013]. Using PE-SCAn, it was found that chromosomal regions that accumulate cellular identity factors such as the pluripotency factors Nanog, Oct4, and Sox2 or the B-cell identity factor PU-1 cluster specifically in the corresponding cell types [Fig. 6; de Wit et al. 2013; Krijger et al. 2016].

Especially due to the resolutions achievable today, Hi-C maps not only provide large scale information about compartments and domains but can also detect loops between specific loci. As for 4C data, the challenge is to distinguish true contacts from noise and define a background model that suitably represents the background frequency of interaction between pairs of loci in the absence of specific interactions. This is challenging for intrachromosomal interactions, where the detected signal has to be evaluated in the context of the distance-dependent signal decay described above. Several different approaches have been used to obtain background models. For example, one can perform a parametric fit to best describe the data or bin all pairs of loci with the same genomic distance and then, for example, compute a P-value comparing the observed count for a given contact as compared with all other possible interactions in that bin [Duan et al. 2010]. Background models can also take additional biases such as domain organization into account [as done by the HOMER software, http://homer.salk.edu/homer/ interactions; see below]. In comparison with these approaches, the HiCCUPS method calls peaks more stringently. HiCCUPS compares the counts obtained for a
given matrix pixel with the surrounding regions (note, however, that this is computationally expensive) (Rao et al. 2014).

A means to follow the overall structural dynamics of chromatin looping between cell types is provided by Hi-C metaloop analysis. In this analysis, a given Hi-C data set is aligned on the loop calling data from another Hi-C data set. Data are then scaled between the beginning and end of each loop and projected on top of each other. By applying this strategy, it was shown that tissue-specific chromatin loops are effectively erased during cellular reprogramming of four different primary cell types (Krijger et al. 2016). In a parallel study that involved reprogramming of in vitro generated NPCs, incomplete re-establishment of the pluripotent 3D genome and persistent cell of origin-specific chromatin contacts were observed that could be linked to inaccurately reprogrammed gene expression. These features were abolished when cells were forced into a naïve pluripotency state (Beagan et al. 2016).

Hi-C analysis packages

An overview, by no means complete, of the available software tools for Hi-C data analysis that perform some or all of the above-mentioned steps is provided below. A more extensive summary of tools and packages can be found in Ay and Noble (2015) and at the very helpful Web site http://omictools.com/3c-4c-5c-hi-c-chia-pet-category.

Hi-C-Pro

Hi-C-Pro is a recently introduced pipeline that processes Hi-C data from raw reads to normalized matrices [https://github.com/nservant/HiC-Pro] (Servant et al. 2015). It contains a fast and memory-efficient implementation of the iterative correction procedure described above (Imakaev et al. 2012) and can build allele-specific contact maps if phased genotypes are available.

HiCUP

HiCUP (Servant et al. 2015) is a pipeline that maps the reads to the reference genome and removes artifacts such as religations as well as duplicate reads [http://www.bioinformatics.babraham.ac.uk/projects/hicup]. It has also been used for capture Hi-C [Chi-C] experiments [see also the CHiCAGO pipeline, which employs a novel background correction procedure to robustly detect contacts specifically in capture-type Hi-C data, http://regulatorygenomicsgroup.org/chicago] (Cairns et al. 2015). The output obtained from HiCUP may then be used as input for other algorithms such as the Bioconductor package GOTHIC, which calls significantly contacting regions by employing a cumulative binomial test based on coverage [as it is assumed that biases are reflected in coverage] [http://master.bioconductor.org/packages/release/bioc/html/GOTHIC.html; Mifsud et al. 2015a].

HOMER

Another widely used software package that can use the output of HiCUP or any other mapping package to perform normalization and visualization is HOMER (note, however, that it does not perform bias correction) [http://homer.salk.edu/homer/interactions; based on Lieberman-Aiden et al. 2009]. HOMER creates background models and contact matrices, normalizes counts, and identifies significant interactions. It encompasses several helpful programs, for example, to detect the above-described patterns such as compartments and compare Hi-C experiments. While HOMER has been tailored for the analysis of Hi-C data, it can also perform other tasks such as motif discovery. Overall, it is a very versatile tool package, specifically recommended for researchers without advanced knowledge of R.

Juicer

Juicer is a recently introduced new end-to-end pipeline [http://aidenlab.org/juicer]. Juicer converts raw reads into Hi-C maps, which can be subsequently investigated and visualized in Juicebox (Rao et al. 2014), a flexible and user-friendly tool for browsing Hi-C data as well as domain calls, loops, and CTCF-binding sites [http://www.aidenlab.org/juicebox].
Modeling the 3D genome

To intuitively appreciate the 3D organization of single chromosomes or whole genomes, it would of course be desirable to transform chromatin conformation data sets into 3D models, similar to protein structures. To conclude the chapter on data analysis, we therefore want to give a few examples of recent attempts to model the 3D genome.

There are basically two different computational approaches for 3D modeling: using simulations of polymer physics, an approach that has been referred to as “direct,” as it does not rely on indirect methods such as chromatin conformation capture, and the “inverse” or restraint-based approach, in which interaction probabilities derived from chromatin contact maps are used as restraints that are implemented in a scoring function, thereby basically constituting a computational optimization approach (Rosa and Zimmer 2014). These two separate approaches are explained in detail by Dekker et al. (2013), Ay and Noble (2015), and Serra et al. (2015). Explaining the physical details underlying polymer simulations is beyond the scope of this review; we therefore only want to provide a few examples illustrating the two major strategies that have been employed in restraint-based modeling.

As explained by Ay and Noble (2015) and Lajoie et al. (2015), restraint-based modeling can be further divided into two approaches: One attempts to identify either a consensus structure or an ensemble of structures that together satisfy the restraints and optimize the scoring function.

The consensus approach is more straightforward in that it ignores the fact that contacts detected by 3C-like methods represent bulk populations so that the contact matrices obtained are a mixture of different conformations present at variable frequencies. The biological relevance of such a consensus structure may therefore be debatable. To obtain a consensus structure, the classical statistical method multidimensional scaling is often employed, sometimes with additional constraints. For example, the approach has been applied to model the 3D organization of the budding and fission yeast genomes, and the models agreed well with the previously known clustering of centromeres in these eukaryotes (Duan et al. 2010; Tanizawa et al. 2010). Additionally, 3D genome models have been constructed for three time points in the life cycle of the malaria parasite *Plasmodium falciparum* |Ay et al. 2014| and for mESCs, with the latter employing a Bayesian method termed BACH (Bayesian 3D constructor for Hi-C data).

In a variant of the BACH algorithm, named BACH-MIX, structural variations of chromatin are modeled (Hu et al. 2013). Such an ensemble approach, which assumes that a collection of chromatin structures present in the population can best explain the contact frequencies as given by the Hi-C matrix, will reflect the underlying biology substantially better than the consensus approach but is naturally more complex. Another example for the application of the ensemble approach is a study in which a single optimization was used to derive thousands of genomic structures for a human lymphoblastoid cell line (Kalhor et al. 2012).

Tools for visualization of the derived 3D models are currently being developed. A scalable desktop application, GMOL, was recently presented (Nowotny et al. 2016), and a novel software tool named MOGEN for transforming chromatin conformation capture data into [ensemble] 3D models has recently been introduced (Trieu and Cheng 2016).

3C-type methods for rearrangement detection, genome assembly, and haplotyping

While 3C and its derivative methods were originally devised to shed light on the 3D organization of individual loci and whole genomes, the data obtained by these techniques were shown to also be of use for the analysis of the linear DNA scaffold. 3C-derived methods are applicable for the detection of chromosomal rearrangements, genome sequencing, assembly, and haplotyping as well as targeted gene sequencing, as discussed below.

Based on the theory that, irrespective of topology, sequences close together on the linear chromosomal template contact each other much more frequently than distal sequences, combined with proof thereof based on first 4C contact profiles, it was realized that 3C technologies can be highly informative to study chromosome scaffolds. When applied to samples from children with leukemia and directed to recurrently rearranged loci, 4C was found to robustly identify translocations and large inversions. Its capacity to search for them in an unbiased manner enabled the discovery of new oncogenes involved in leukemia (Simonis et al. 2009; Homminga et al. 2011). Based on these same principles that sequences located in cis (on the same chromosome) have a higher tendency to interact than sequences in trans and that proximal regions have a higher propensity to be in contact with each other than distal regions, different groups began to use Hi-C for contig assembly (Burton et al. 2013; Kaplan and Dekker 2013). An independent and, at least in terms of accounting for duplications, improved computational approach for Hi-C-based scaffold analysis, termed GRAAL [genome reassembly assessing likelihood], has recently been described (Marie-Nelly et al. 2014a).

Similarly, 3C-type data were used to fill annotation gaps in the yeast genome and determine the coordinates of difficult-to-map elements—such as origins of replication, centromeres, and noncoding functional elements of the genome such as centromeres and ribosomal DNA—based on their known tendency to cluster (Marie-Nelly et al. 2014b; Varoquaux et al. 2015).

A variant of the described 3C-derived assembly approach is the “Chicago” method [not to be confused with the CHICAGO pipeline by Cairns et al. 2015; see above], which uses in vitro assembled chromatin for Hi-C library preparation (Putnam et al. 2016). Additionally, there is the arising application to metagenomics: When sequencing multiple species in a microbiome sample, it can be difficult to determine which contig belongs to which genome. However, by taking advantage of the fact that contigs from the same cell naturally have a higher
contact probability than contigs originating from different cells, sequences from different species can be separated (Beitel et al. 2014; Burton et al. 2014). The transfer of mobile DNA elements such as plasmids through the population could also be followed, which can be instrumental in understanding the acquisition of antibiotic resistance in microbial populations (Beitel et al. 2014).

A second important application of 3C-type methods that is not directly related to 3D structure is haplotyping. Knowing the haplotype can be medically relevant, for example, to associate SNPs identified in GWAS (genome-wide association study) with driver genes or regulatory regions. Haplotyping is also important to understand human population histories and evolutionary genetics (for example, see Sabeti et al. 2007).

However, haplotyping is not a trivial exercise, and previous attempts to produce whole-chromosome haplotypes were generally technically difficult and required special equipment: For example, single chromosomes were obtained by FACS [fluorescence-activated cell sorting] (Yang et al. 2011), microdissection (Ma et al. 2010), or microfluidic separation (Fan et al. 2011). As an alternative, HaploSeq was introduced (Selvaraj et al. 2013), which takes advantage of the fact that chromosomes do not intermingle in the nucleus but occupy separate territories. Physically linked variants are therefore more likely to occur on the same rather than homologous chromosomes. The HaploSeq approach uses a modified version of the previously described HapCUT algorithm (Bansal and Bafna 2008) to build haplotype blocks from Hi-C data. A targeted version thereof for the resequencing, scaffolding, and haplotyping of selected loci is called targeted locus amplification (TLA). In sample preparation, TLA is comparable with the original 4C approach but with critical adaptations such that not only contact frequencies can be measured but the entire sequence of a locus can be reconstructed based on proximity ligation. TLA can be used to resequence genes and detect variants and rearrangements, gene fusions, and transgene or virus integration sites in an allele-specific manner (de Vree et al. 2014).

Future perspective

As presented in this review, the last years have seen exciting and unprecedented developments in the chromatin structure field in terms of both novel 3C-type methods and increased biological knowledge: Thanks to the ever-better resolutions achieved, we discovered first that the genome consists of TADs [which seem to serve as both structural and functional modules] and by now have gained an understanding that even these domains can be further divided into sub-TADs. We have started to understand the rules that govern changes in their nuclear positioning during development and the functional significance thereof. The dynamics and the factors responsible for architectural and functional chromatin loops are being uncovered. Genome-editing experiments now enable us to not only look for correlations but also perform the sort of cause and consequence experiments that are needed to fully understand whether and how genome folding impacts on DNA metabolic processes such as gene expression, replication, and DNA repair. With all of the novel chromatin conformation protocols, such as Capture-C and variations thereof, as well as the respective analysis pipelines accompanying nearly every newly published study, it will be important to streamline the approaches taken in the field as well as the terminology.

Of course, several technical advances would still be desirable and are currently being actively pursued. For example, simultaneously detecting multiway contacts to investigate whether chromatin hubs exist would render exciting new insights. Two recent studies provided proof of principle for multiway contact monitoring using either an in-gel replication approach (Gavrilov et al. 2014) or an assay termed tethered multiple 3C (TM3C), in which ligation is performed on agarose gel beads, and read pairs are decomposed to extract three-way ligations (Ay and Noble 2015). Such approaches should now be followed more systematically. Single-cell Hi-C, as was recently described by Nagano et al. (2013), will also be of special importance for evaluating the frequency of specific chromatin contacts within a cell population and cell-to-cell differences in genome folding during cell cycle progression and development. This first study showed that domains are rather conserved at the single-cell level but that interdomain contacts are highly variable.

In parallel to the development of techniques such as high-resolution Hi-C and Capture-C, our understanding of chromatin structure was, of course, also boosted by numerous novel imaging approaches, which we could not discuss here, as they were not the major focus of this review. However, a very informative review on this subject was published last year (Bystricky 2015). Here we only want to point out that, while FISH is a major tool to visualize genomic structure, live-cell imaging is needed to follow chromatin dynamics over time (basically in four dimensions). Nowadays, many more methods than integrating and tagging arrays of bacterial operator sequences (tetO and lacO) (Belmont and Straight 1998) are available for visualization. While some methods still require manipulation of the genomic sequence (Saad et al. 2014), other novel methods employ fluorescent proteins fused to transcription activator-like effectors (TALES) (Ma et al. 2013; Miyarani et al. 2013), dCas9 (Chen et al. 2013), or even guide RNAs using aptamer sequences (Shao et al. 2016). A different approach is the m6A-Tracer that detects the adenine-6 methylation deposited by DNA adenine methyltransferase identification [DamID] (Kind et al. 2013). We anticipate that further exciting advances are to be expected in the areas of single-molecule live-cell imaging (for example, see Cisse et al. 2013) and high-throughput imaging (Shachar et al. 2015).

Of course and above all, a seemingly endless list of questions remains to be addressed until we can hope to better understand the functioning of the nucleus, the cell’s major control unit; for example: Are genes in TADs indeed coregulated and, if so, to what extent? Which dynamics govern chromatin contacts? How are pre-established
loops maintained in nonexpressing cells? What are the functional implications of pre-established versus de novo formed chromatin loops? What role do ncRNAs play in establishing and maintaining genome organization (Cech and Steitz 2014; Hacisuleyman et al. 2014; Quiñodoz and Guttman 2014; Rinn and Guttman 2014)?

Answering these questions will require interdisciplinary approaches, easy-to-use and freely available analysis tools, and integration of data from both chromatin conformation methods and imaging techniques. Additionally, as discussed, we expect that 3D genome maps will increasingly be recognized as important for the interpretation of naturally occurring and disease-associated genetic variation. Clearly, an exciting decade still lies ahead.
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