**Abstract**—Salient object detection on RGB-D images is an active topic in computer vision, and has witnessed substantial progress. Although the existing methods have achieved appreciable performance, there are still some challenges. The locality of convolutional neural network requires the model has a sufficiently deep global receptive field, which always leads to the loss of local details. To address the challenge, we propose a novel Group Transformer Network (GroupTransNet) for RGB-D salient object detection. This method is good at learning the long-range dependencies of cross layer features to promote more perfect feature expression. At the beginning, the features of the slightly higher classes of the middle three levels and the latter three levels are soft grouped to absorb the advantages of the high-level features. The input features are repeatedly purified and enhanced by the attention mechanism to purify the cross modal features of color modal and depth modal. The features of the intermediate process are first fused by the features of different layers, and then processed by several transformers in multiple groups, which not only makes the size of the features of each scale unified and interrelated, but also achieves the effect of sharing the weight of the features within the group. The output features in different groups complete the clustering staggered by two owing to the level difference, and combine with the low-level features. Extensive experiments demonstrate that GroupTransNet outperforms the comparison models and achieves the new state-of-the-art performance.

**Index Terms**—RGB-D saliency detection, convolutional neural networks, group transformer, clustering rule.

**I. INTRODUCTION**

The goal of RGB-D salient object detection is to identify and segment the most eye-catching region or target in a pair of cross-modal RGB image and depth image. It has been widely used in many computer vision tasks, such as object detection [1], [2], visual tracking [3], [4] and image retrieval [5], [6], and serves them as the downstream subtasks. At present, with the popularity of digital cameras, smartphones and other imaging devices, the acquisition of depth image becomes growing convenient. In this situation, using a single color image is gradually difficult or unable to meet the needs of advanced detection. In fact, color images can give color clues to obtain the texture information of different objects. At the same time, depth images can record the distance information of different objects and provide additional clues to capture the spatial structure and three-dimensional layout. Introducing depth information together with color information into salient object detection is helpful to solve some thorny dilemmas.

Approaches such as early fusion, late fusion and cross level fusion have been proposed to focus on the complementarity of color modal and depth modal. They first separately extract the RGB and depth features, and then fuse the shallow, deep and cross layer features of the constructed network, respectively. Most of the existing methods use Convolutional Neural Networks (CNNs) based on U-Net [7] to encode and decode the features of different layers in deep and shallow layers. Among them, the high-level features from the deep layer are rich in rough semantic information, while the low-level features from the shallow layer are rich in precise detail information. Such a mode is consistent with the basic mode of encoder-decoder, that is, the encoder first extracts features from the input image, and then the decoder aggregates features to predict the saliency map. Most recently, the transformer has caused an uproar in computer vision, because it can effectively model the global long-range dependencies of patches in the data expression of images. A natural legal assumption is to leverage a transformer to replace or combine CNNs for salient object detection. Although it is very effective to simply use the former to replace the latter, the integration of the two will be a better option.

Inspired by TriTransNet [8], it is observed that transformer encoder with shared weight can better obtain the common information of multiple features. Different from the previous methods, we propose a Group Transformer Network (GroupTransNet). To the best of our knowledge, GroupTransNet is the first attempt to express the futures of transformer encoder in the data structure of the group. The energy weights in the same group pursue the consistency of features, while the energy weights outside different groups pursue the difference of features, which makes the mixed features more recognizable. GroupTransNet consists of four components, i.e., modal purification module, scale unification module, multiple transformer encoder and cluster integration unit. Firstly, the cross modal features of color mode and depth mode are purified and enhanced by the modal purification module. Then, the scale unification module coordinates the size and interaction of each scale feature. After that, the multiple transformer encoder learns the long-range dependencies of features and ensures high cohesion and low coupling in different groups. Finally, the ideal features are output in cascade by the cluster integration unit.

In summary, our major contributions are three folds:

- A modal purification module and a scale unification module are proposed, which purify cross modal features...
through repeated purification and attention enhancement, and ensure that the size of each scale feature is unified and interrelated through the superposition and fusion of upsampling and downsampling, respectively.

- A multiple transformer encoder is proposed, in which the grouped transformer bodies with multiple shared weights can better and more specifically express the features, and learn the common information of cross modal and scale features within different groups.
- A cluster integration unit is proposed, which uses the dislocation deviation of the level of features in the group to realize the robust combination of different types of high-level features to low-level features.
- Comprehensive experiments on six benchmark datasets under four typical evaluation metrics demonstrate that the proposed GroupTransNet is very competitive to 18 state-of-the-art methods.

The rest of this paper is organized as follows. Section II briefly surveys some related works. Section III describe our proposed method in detail. Extensive experiments are conducted in Section IV. The conclusion is given in Section V.

II. RELATED WORKS

In this section, we present a brief review of the works related to this paper from two aspects, including saliency detection and transformer.

A. Saliency detection

Saliency object detection is called saliency detection for short. So far, researchers have proposed a large number of saliency detection methods. These methods mainly design models to aggregate high-level and low-level features. For instance, Wu et al. [9] utilizes the interaction between the edge module and the detection module to optimize these two tasks at the same time. Su et al. [10] uses boundary to guide encoder and decoder to gradually optimize saliency prediction. Chen et al. [11] integrates low-level appearance features, high-level semantic features and global context features, and generate saliency map in a supervised manner.

In recent years, it has been found that the depth information with three-dimensional layout and spatial structure can assist the color information, and the use of these two kinds of information can improve the detection performance. Therefore, researchers have proposed plenty of RGB-D saliency detection methods. According to the fusion form of the two modal, these methods can be divided into early fusion, late fusion and cross level fusion. For instance, Qu et al. [12] proposes an interactive mechanism for automatic learning RGB-D saliency object detection. Zhang et al. [13] proposes to simulate the uncertainty of human annotation through the network of conditional variational automatic encoder, and generate multiple saliency maps for each input image by sampling in the potential space. Wang et al. [14] designs two stream convolution neural networks, in which each network extracted features from color or depth patterns and predicted the significance map, and learned the switch map to adaptively fuse the predicted saliency map. Piao et al. [15] realizes the expected control of pixel level depth knowledge transmitted to the color stream by adaptively minimizing the difference between the prediction generated by the depth stream and the color stream, and transformed the positioning knowledge into color features. Pang et al. [16] integrates the features of different modal through densely connected structures, and use their mixed features to generate dynamic filters with different sizes of receptive fields. Ji et al. [17] proposes a new collaborative learning framework to make use of edge, depth and saliency in a more effective way. Fan et al. [18] proposes to realize the filtering of low-quality depth map and cross modal feature learning.

B. Transformer

Transformer was first proposed by [19]. Once proposed, it quickly occupies a dominant position in Natural Language Processing (NLP), which is used to model global long-range dependencies, constantly refreshing records one after another. Recently, thanks to its success, researchers have extended it into computer vision and achieved impressive results, thus steadily winning a place.

For instance, Liu et al. [20] proposes a hierarchical transformer with shift window scheme. Liu et al. [21] proposes to make the model transmit more effectively across window resolution. Chen et al. [22] proposes using transformer to encode the labeled image block in CNNs feature map into an input sequence for extracting global context. At the same time, the decoder is used to upsample the encoded features and combine them with high-resolution CNNs feature map to achieve accurate positioning. Dosovitskiy et al. [23] interprets the image as a sequence of flat two-dimensional patches, and uses transformer for image classification. Yuan et al. [24] uses T2T module to model the local structure, so as to generate multi-scale token features. Liu et al. [25] takes image patches as input and used transformer to propagate global context between image patches. Han et al. [26] regards local patches as visual sentences and further divided them into smaller patches as visual words. The attention of each word will be calculated together with other words in a given visual sentence. Li et al. [27] improves the locality mechanism of information exchange in the local area by introducing deep convolution into the feed-forward network and adding locality to the visual transformer. Liu et al. [28] proposes the triple transformer embedded module to learn cross layer long-range dependencies to enhance high-level features. Tang et al. [29] proposes to capture significant and common visual patterns from multiple images. Ren et al. [30] proposes a pure transformer based encoder and a hybrid decoder to aggregate the features generated by transformer. Wang et al. [30] respectively introduces a new pixel level focus regularization to guide CNNs feature extraction program, and deeply utilizes the multimodal interaction of color and depth images on coarse and fine scales.

III. PROPOSED METHOD

In this section, we describe the proposed Group Transformer Network (GroupTransNet) in detail. Specifically, we firstly
show the network architecture, then introduce the proposed components in turn, and finally give the loss function.

A. Architecture Overview

As shown in Figure 1, the overall architecture of the proposed GroupTransNet consists of Modal Purification Module (MPM), Scale Unification Module (SUM), Multiple Transformer Encoder (MTE) and Cluster Integration Unit (CIU). In the whole process, for these different scale features $f^1, f^2, f^3, f^4$ and $f^5$ from color modal and depth modal, they are soft divided into two groups, $G_1 = \{f^2, f^3, f^4\}$ and $G_2 = \{f^3, f^4, f^5\}$. First, all input features are purified by MPM to obtain cross modal features. Second, the grouped features and are processed by SUM to make the size of each scale feature unified and interrelated. Third, the intermediate features learn the common information in these groups pass through MTE to get more discriminative feature representation. Fourth, the combination of high level features to low level features to generate output features, which is realized in CIU. The final saliency map is computed by integrating the feature map obtained.

B. Modal Purification Module

In RGB-D saliency detection, there are two kinds of materialized expression forms of image information, which are color modal and depth modal. Specifically, the color modal provides the appearance clues of the image, while the depth modal gives the distance clues of the image. They add useful information for detection in different modes. However, the features of different modals are incompatible to a certain extent, which is caused by the inherent differences of modals. If we simply utilize these two modals, such as concatenating the color modal directly with the depth modal, it will bring serious noise to the features. To address this, a Modal Purification Module (MPM) is designed.

The schematic diagram of MPM is shown in Figure 2. MPM first carries out feature purification by repeated element level linkage, and then carries out feature enhancement by attention mechanism. Among them, the attention mechanism refers to channel attention mechanism and spatial attention mechanism, which are stated in CBAM [31].

For color feature $f_{rgb}^i$ ($i = 1, 2, 3, 4, 5$) and depth feature $f_{d}^i$ ($i = 1, 2, 3, 4, 5$), feature purification and feature enhancement can purify the cross modal features of color modal and depth modal, and obtain the combined feature $f_{cm}^i$ ($i = 1, 2, 3, 4, 5$). Specifically, the purification process can be defined as:

$$\tilde{f}^i = f_{rgb}^i \otimes f_{d}^i,$$  \hspace{1cm} (1)

$$\bar{f}_{rgb}^i = ((\tilde{f}^i + f_{rgb}^i) \otimes f_{rgb}^i),$$  \hspace{1cm} (2)

$$\bar{f}_{d}^i = ((\tilde{f}^i + f_{d}^i) \otimes f_{d}^i),$$  \hspace{1cm} (3)

$$\hat{f}^i = \bar{f}_{rgb}^i \oplus \bar{f}_{d}^i,$$  \hspace{1cm} (4)

where $\otimes$ and $\oplus$ denote the operations of element-wise multiplication and element-wise addition, respectively. The purification process continues to cross supplement the color features and depth features, purify the depth features with the color features, and then purify the color features with the depth features, so as to iterate repeatedly. In addition, he enhancement process can be defined as:

$$f_{cm}^i = SA(\text{CA}(\hat{f}^i)),$$  \hspace{1cm} (5)
where \( CA(\cdot) \) and \( SA(\cdot) \) denote channel attention mechanism and spatial attention mechanism, respectively. The enhancement process feeds into the channel attention mechanism and spatial attention mechanism in turn. It first enhances the features in the channel way, and then enhances the features in the spatial way.

**C. Scale Unification Module**

In the network, the features of each scale have different resolutions due to several sampling. Apart from that, the semantic information and detail information contained in the features of each scale are very different. On the one hand, features of different sizes cannot be properly handled in a custom enclosure. On the other hand, feature interaction at all scales is also very important from beginning to end. In order to solve these problems, a Scale Unification Module (SUM) is designed.

SUM has two versions corresponding to the two groups formed by soft partition, \( SUM_H \) and \( SUM_M \). Their schematic diagram is shown in Figure 3. Both of them upsampling or downsampling the higher and lower layers to the scale of the middle layer, respectively, and then a series of symmetrical concatenation operations are carried out.

Before that, the features of all layers \( f_{con}^i \) \((i = 1, 2, 3, 4, 5)\) are passed through a transition layer, so that the number of channels from low to high is collectively normalized from 64, 256, 512, 1024 and 2048 to 64, and the transited feature \( f_1^i \) \((i = 1, 2, 3, 4, 5)\) is obtained. The transition layer contains a \( 3 \times 3 \) convolution layer and a ReLU activation function. The features of the higher three layers and the middle three layers are sent to SUM in block shape, in which the features of the higher three layers \( f_2^i \) \((i = 3, 4, 5)\) are sent to \( SUM_H \) and the features of the middle three layers \( f_1^i \) \((i = 2, 3, 4)\) are sent to \( SUM_M \) to obtain the features \( hf^i \) \((i = 3, 4, 5)\) and \( mf^i \) \((i = 2, 3, 4)\), respectively.

Let both of the three features of the higher three layers and the middle three layers from high to low be expressed as \( f^h \), \( f^m \) and \( f^l \), respectively. \( SUM_H \) and \( SUM_M \) can be defined as

\[
\begin{align*}
    f^h &= \text{Concat}(Up(f^h), f^m), \\
    f^m &= \text{Concat}(f^m, f^h), \\
    f^l &= \text{Concat}(\text{Concat}(Down(f^l), f^m), f^h)
\end{align*}
\]

where \( Up(\cdot) \) and \( Down(\cdot) \) denote the upsampling and downsampling operations, respectively, \( \text{Concat}(\cdot) \) denotes the concatenation operation.

**D. Multiple Transformer Encoder**

In order to make better use of the advantages of the transformer, a Multiple Transformer Encoder (MTE) is developed. The encoder includes multiple grouped encoder bodies, and each encoder body is built by several transformer encoders sharing weight. It can learn common information from multi-level features. More importantly, it enjoys high cohesion inside different groups and low coupling outside different groups, which makes the learned feature information more discriminative.

First, the feature \( X \in \mathbb{R}^{H \times W} \) is reshaped into a 2D sequence of flattened patches, i.e., \( X^i \in \mathbb{R}^{P^2} \) \((i = 1, 2, \ldots, N)\), in which \( N = (H \times W)/P^2 \) is the number of patches. In this way, the size of each patch is \( P \times P \). Then, a trainable linear projection is used to map the patch to the potential D-dimensional embedding space. After that, the positional information of each patch is encoded through learning position embedding and added to patch embedding. The process can be formalized as

\[
z_0 = [X^1 E; X^2 E; \ldots; X^N E] + E_{pos},
\]

where \( E \in \mathbb{R}^{P^2 \times D} \) denotes the patch embedding operation, \( E_{pos} \in \mathbb{R}^{N \times D} \) denotes the position embedding operation.

The standard transformer encoder is composed of \( L \) transformer layers assembled alternately. In each layer, Multihead Self-Attention (MSA) and Multi-Layer Perceptron (MLP) are two key blocks. The layer norm is embedded before them and the residual connection is embedded after them. The specific process is formalized as

\[
z_l = MSA(LN(z_{l-1})) + z_{l-1}, \quad l = 1, 2, \ldots, L,
\]

\[
z_l = MLP(LN(z_l)) + z_l', \quad l = 1, 2, \ldots, L,
\]

where \( LN(\cdot) \) denotes the layer norm operation.

In contrast, Multiple Transformer Encoder find another way to achieve the synchronous improvement of encoder and
encoder by placing different shared weights between two groups of encoders composed of three standard transformer encoders. What is more, the input sizes of the two groups of encoder bodies are different. The input of \( MTE_H \) is \( 16 \times 16 \). The input of \( MTE_M \) is \( 32 \times 32 \). Their outputs are consistent with their respective inputs. It should be noted that \( 64 \times 64 \) is not used as input, because the memory to bear is too large, which is generally difficult to achieve.

MTE has two versions corresponding to the two groups formed by soft partition, \( MTE_H \) and \( MTE_M \). Their schematic diagram is shown in Figure 4. The transformer encoders used by the two have no other difference except the size of input and output along with the shared energy weight.

The specific processes of \( MTE_H \) and \( MTE_M \) can be defined as

\[
\begin{align*}
\text{h}'f^i &= MTE_H(hf^i), \\
m'f^i &= MTE_M(mf^i),
\end{align*}
\]

The features \( hf^i \) \((i = 5, 4, 3)\) and \( mf^i \) \((i = 4, 3, 2)\) are passed through two encoders groups with different grid sizes to obtain new features \( \text{h}'f^i \) \((i = 5, 4, 3)\) and \( m'f^i \) \((i = 4, 3, 2)\). The two encoders groups share their own weights, and the internal relevance of these features at the high and middle level groups is guaranteed. Meanwhile, the two encoders are irrelevant to each other, which also ensures the external differences of these features at the high and middle level groups.

E. Cluster Integration Module

In order to cascade the features of different layers and even those with recognition in the same layer in an orderly manner, a Cluster Integration Unit (CIU) is developed.

The schematic diagram of CIU is shown in Figure 5. It is a cascading way to integrate the clustered features in the order from high to low, which is first upsampled by the high-level features, and then concatenated with the low-level features.

According to the criteria of interleaving difference of features from different encoder bodies, the generated features \( \{h'f^5, h'f^4, h'f^3\} \) and \( \{m'f^4, m'f^3, m'f^2\} \) are clustered into three classes, namely \( C_1 = \{h'f^5, m'f^4\} \), \( C_2 = \{h'f^4, m'f^3\} \) and \( C_3 = \{h'f^3, m'f^2\} \). In the first class \( C_1 \), \( h'f^5 \) contains the feature information of equal fourth and fifth layers, while \( m'f^4 \) contains the feature information of equal second and fourth layers and more third layers. Therefore, it has rich information from the second layer to the fifth layer, and this property is suitable for biased lossless features. Similarly, in the second class \( C_2 \), \( h'f^4 \) contains the feature information of equal fifth layer and more fourth layer, while \( m'f^3 \) contains the feature information of equal second layer and more third layer. At the same time, in the third class \( C_3 \), \( h'f^3 \) contains the feature information of equal third layer and fifth layer and more fourth layer, \( m'f^2 \) contains equal feature information of the second and third layers. Therefore, they also satisfy the same properties as the first class.

These three classes pay attention to the feature information except the first layer with different emphasis, so it is necessary to combine them with the feature \( f_i^1 \) containing the first layer information, respectively. The integration process of all features to be combined can be defined as

\[
f_i' = U_{64}(C_{i1}(U_{64}(C_{i2}(U_{64}(C_{i3}(f_i^1))))), \quad (17)
\]

where \( C_{ij} \) indicates the \( j \)-th element in the \( i \)-th class.

F. Loss Function

Assuming that there are three side outputs \( f_i' \) \((i = 1, 2, 3)\), the predicted saliency map \( S_i \) \((i = 1, 2, 3)\) from them is produced as

\[
S_i = S_{64}(U_{64}(f_i')), \quad (18)
\]

where \( S_{64}(\cdot) \) denotes the Sigmoid function, which is used to compute the probability for each pixel of being salient or not. It also involves the combination of convolution and ReLU operations.

Similar to [8], the supervised learning of error also adopt the Pixel Position Aware (PPA) loss \([32]\), denoted by \( \mathcal{L}_{ppa} \), which is the joint loss function by employing the weighted Binary Cross Entropy (wBCE) loss and weighted Intersection over Union (wIoU) loss.

Thus, the total loss function is defined as

\[
\mathcal{L}_{Total} = \sum_{i=1}^{3} \mathcal{L}_{ppa}(S_i, G), \quad (19)
\]

where \( G \) is ground-truth saliency map.
In this section, we first describe the commonly used datasets and evaluation metrics, and then elaborate the specific training protocols and implementation details. Next, we quantitatively and qualitatively compare the proposed method with the state-of-the-art RGB-D salient object detection methods to prove its advantages. Afterwards, we conduct a series of ablation studies to verify the role of each component of our network. In addition, we also discuss some failure cases of the model.

### IV. Experiments

#### A. Experimental Setup

1) **Datasets:** To measure the performance of the proposed method, we execute validation on six benchmark datasets, including STEREO [33], NJU2K [34], NLPR [35], RGBD135 [36], DUT-RGBD [37] and SIP [18].

STEREO, also called SSB1000, is composed of 1000 stereoscopic image pairs and corresponding ground-truth downloaded from the Internet, in which the depth images are estimated from the stereo images.

NJU2K consists of 1985 image pairs along with ground-truth collected from the Internet, 3D movies and photographs, in which the depth images are estimated from the stereo images.

NLPR contains 1000 image pairs with their ground-truth taken under different illumination conditions, in which the depth images are captured by the Microsoft Kinect.

RGBD135, also known as DES, is composed of 135 indoor image pairs and the ground-truth, in which the depth maps are captured by the Microsoft Kinect.

DUT-RGBD contains 1200 image pairs with their ground-truth taken in varied real life situations, in which the depth images are captured by the Lytro light field camera.

SIP has 929 high-resolution image pairs and corresponding ground-truth of person activities, in which the depth images are captured by the Huawei Meta10.

2) **Evaluation Metrics:** To measure the performance of the proposed method and other methods, we choose four typical evaluation metrics, including S-measure ($S_\alpha$) [49], F-measure ($F_\beta$) [50], Mean Absolute Error that is abbreviated as MAE ($M$) [51] and E-measure ($E_\xi$) [52].

| Methods        | STEREO | NJU2K | NLPR | RGBD135 | DUT-RGBD | SIP |
|----------------|--------|-------|------|---------|----------|-----|
|                | $S_\alpha \uparrow F_\beta \uparrow M \downarrow$ | $S_\alpha \uparrow F_\beta \uparrow M \downarrow$ | $S_\alpha \uparrow F_\beta \uparrow M \downarrow$ | $S_\alpha \uparrow F_\beta \uparrow M \downarrow$ | $S_\alpha \uparrow F_\beta \uparrow M \downarrow$ | $S_\alpha \uparrow F_\beta \uparrow M \downarrow$ |
| DF1             | 0.757  | 0.838 | 0.141 | 0.735  | 0.818  | 0.151 |
| TMF             | 0.848  | 0.870 | 0.086 | 0.849  | 0.864 | 0.085 |
| CTMFC           | 0.873  | 0.905 | 0.068 | 0.859  | 0.878 | 0.079 |
| MMIC           | 0.871  | 0.896 | 0.060 | 0.878  | 0.909 | 0.061 |
| TANet           | 0.752  | 0.762 | 0.816 | 0.886  | 0.921 | 0.051 |
| DMRIC           | 0.903  | 0.915 | 0.045 | 0.894  | 0.890 | 0.052 |
| ICNet           | 0.883  | 0.904 | 0.054 | 0.889  | 0.859 | 0.092 |
| DCMF            | 0.955  | 0.882 | 0.097 | 0.908  | 0.912 | 0.046 |
| CoNet           | 0.891  | 0.923 | 0.045 | 0.899  | 0.934 | 0.031 |
| DCNet           | 0.891  | 0.929 | 0.043 | 0.899  | 0.908 | 0.045 |
| JLD              | 0.869  | 0.919 | 0.040 | 0.902  | 0.913 | 0.041 |
| SSF              | 0.887  | 0.921 | 0.046 | 0.899  | 0.913 | 0.043 |
| UCNet           | 0.903  | 0.892 | 0.039 | 0.897  | 0.889 | 0.043 |
| A2dete           | 0.878  | 0.874 | 0.044 | 0.869  | 0.874 | 0.051 |
| S2Ma           | 0.905  | 0.907 | 0.051 | 0.904  | 0.896 | 0.096 |
| DNet             | 0.899  | 0.892 | 0.046 | 0.901  | 0.914 | 0.046 |
| CDNet            | 0.893  | 0.922 | 0.042 | 0.885  | 0.911 | 0.048 |
| HAI                | 0.907  | 0.925 | 0.040 | 0.912  | 0.900 | 0.023 |
| TriTransNet      | 0.908  | 0.923 | 0.033 | 0.920  | 0.919 | 0.023 |

GroupTransNet (ours) 0.908 0.928 0.032 0.922 0.926 0.028 0.928 0.908 0.019 0.944 0.938 0.014 0.935 0.939 0.024 0.887 0.895 0.041

$S_\alpha = \alpha \times S_o + (1 - \alpha) \times S_r$, (20)

where $S_o$ and $S_r$ denote the object-aware structural similarity and region-aware structural similarity, respectively, and $\alpha$ is set to 0.5 to assign equal constraints to both.

F-measure calculates the harmonic mean of the thresholded precision and recall, which is defined as

$$F_\beta = \frac{(1 + \beta^2) \times \text{Precision} \times \text{Recall}}{\beta^2 \times \text{Precision} + \text{Recall}},$$ (21)

where $\beta^2$ is set to 0.3 to emphasize precision more than recall as suggested in [53]. We adopt the average F-measure.

E-measure calculates the local pixel-level error and the global image-level error together, which is defined as

$$E_\xi = \frac{1}{W \times H} \sum_{i=1}^{W} \sum_{j=1}^{H} \phi(x, y),$$ (22)
Fig. 6. Comparison of visualization results. (a) RGB; (b) Depth; (c) Ground-truth; (d) DF; (e) CTMF; (f) MMCI; (g) TANet; (h) DMRA; (i) D3Net; (j) HAINet; (k) TriTransNet; (l) The proposed method.

where \( \phi \) denote the enhanced alignment matrix, \( W \) and \( H \) are the width and height of the image, respectively.

MAE calculates the average pixel-wise absolute difference between the prediction and ground-truth, which is defined as

\[
M = \frac{1}{W \times H} \sum_{i=1}^{W} \sum_{j=1}^{H} |P(i,j) - G(i,j)|,
\]

where \( P \) denote the prediction, \( G \) denote the ground-truth.

Moreover, we also plot the Precision-Recall (PR) curve and F-measure (\( F_\beta \)) curve.

3) Training Protocols: For the sake of fairness, we follow the same mainstream protocols just like the previous works \cite{18, 54} to employ the first training setting relative to STEREO, NJU2K, NLPR, RGBD135 and SIP, and as in the previous works \cite{15, 17, 57} to employ the second training setting relative to DUT-RGBD. When the validation is executed on the former, 1485 image pairs from NJU2K and 700 image pairs from NLPR are split for training, the remaining samples of these two and the entire samples of the other three are collected for testing. When the validation is executed on the latter, additional 800 image pairs from DUT-RGBD are split for training, and the remaining samples of it are collected for testing.

4) Implementation Details: We implement the experiment on four NVIDIA GeForce RTX 3090 GPUs with 24GB memory using the PyTorch toolbox. The ResNet-50 \cite{55} pretrained on ImageNet \cite{56} is used as the backbone. To avoid potential overfitting, image pairs in training set are augmented with random flipping, cropping and rotating. During both training and testing stages, the resolution of all RGB and depth input image pairs are resized to 256×256. Our network is end-to-end and does not use any pre-processing (e.g., HHA \cite{57}) or
post-processing (e.g., CRF [58]). The Adam [59] optimizer is adopted to optimize the network. The initial learning rate is set to 1e-4, which is adjusted by multiplying by 0.1 after every 60 epochs. Our model is trained for 150 epochs with a batch size of 3. It takes about 15 hours to train the model. The test time for each image pair is only 0.037 seconds.

B. Comparison With the State-of-the-Arts

We compare the proposed method with 18 state-of-the-art methods, including DF [12], CTMF [38], MMCI [39], TANet [40], DMRA [37], ICNet [41], DCNF [42], CoNet [17], DANet [43], JL-DCF [44], SSF [45], UC-Net [13], A2dele [15], S’MA [46], D’Net [18], CDNet [47], HAINet [48] and TriTransNet [8]. The saliency maps of these competitive methods are provided by the corresponding authors or generated by running their released source codes under the default parameters.

1) Quantitative Comparison: The results of quantitative comparison are listed in Table. I. We can see that our Group-TransNet is superior to competitors in almost all metrics. Compared with the second best method TriTransNet, which also uses transformer, the proposed method averagely achieves 0.6%, 0.9% and 0.7% performance gains on all datasets in terms of metrics of $S_a$, $F_b$ and $E_E$, respectively. In particular, the performance of this method compared with the second best method TriTransNet on NJU2K and SIP datasets in terms of metric of $M$ is improved by 0.2%, respectively. In addition, the method with transformer has significantly better performance than the method without transformer.

2) Qualitative Comparison: The results of qualitative comparison are shown in Figure. 6. As can be seen from it, GroupTransNet has the ability to accurately identify salient objects in a variety of scenarios, such as similar foreground and background, small objects, multiple objects, etc. In particular, TriTransNet, HAINet and CDNet may not highlight the clear structure of the whole completely and accurately, and maintain a high degree of similarity with the real results.

C. Ablation Analysis

To demonstrate the impact of each component of our proposed network on the performance of salient object detection, we carry out experiments on NJU2K and SIP, involving four ablation studies.

1) Effect of MPM: Table. II lists the results of ablation studies for MPM. The scheme of ‘No.1’ used here is baseline, which means that MPM is not applied. There are two other modules that are somewhat similar to MPM, namely, DEM [60] and DPM [8]. The schemes of ‘No.2’, ‘No.3’ and ‘No.4’ represent adding them to the baseline, respectively. It can be seen that the embedding of MPM has a very significant effect on the improvement of performance. In addition, the performance improvement brought by the embedding of MPM is better than that of DEM or DPM.

2) Effect of SUM: Table. III lists the results of ablation studies for SUM. Here, the scheme of ‘Baseline’ completely isolates the participation of SUM. Without the participation of SUM$_H$ and SUM$_M$, they correspond to the schemes of ‘w/o SUM$_H$’ and ‘w/o SUM$_M$’. The scheme of ‘+SUM’ represents the use of SUM. It can be seen that when removing SUM, it can obtain $M$ of 0.036 on NJU2K and $M$ of 0.045 on SIP, respectively. This is continuously improved when SUM$_H$ and SUM$_M$ are deleted and SUM is used, respectively.

3) Effect of MTE: Table. IV lists the results of ablation studies for MTE. Here, the scheme of ‘Baseline’ completely isolates the participation of MTE. Without the participation of MTE$_H$ and MTE$_M$, they correspond to the schemes of ‘w/o MTE$_H$’ and ‘w/o MTE$_M$’. The scheme of ‘+MTE’ represents the use of MTE. It can be seen that compared with removing MTE, removing MTE$_H$ and MTE$_M$ bring 0.4% and 0.5% improvement in terms of $M$ on NJU2K, and both bring 0.4% improvement in terms of $M$ on SIP, respectively. When using MTE, the best results can be obtained.

4) Effect of CIU: Table. V lists the results of ablation studies for CIU. The scheme of ‘No.1’ used here is baseline, which means that CIU is not applied. There are two other options different from CIU in feature fusion details. When all input features are fused together to produce an output,
we name this method as Overall Merger Unit (OMU). When these input features are fused according to the criteria of non-interleaving difference of features to generate three outputs, we name this method as Corresponding Coupling Unit (CCU). The schemes of ‘No.2’, ‘No.3’ and ‘No.4’ represent adding them to the baseline, respectively. It can be seen that with the embedding of OMU, CCU or CIU, the effect on performance improvement is getting better and better.

### D. Failure Cases

In Figure 7, the failure cases of the proposed method in dealing with detection in some extreme environments are shown. It can be seen that when the object is in a confusing state in the color map and depth map, or the information of the object in the depth map is not accurate enough, the detection performance of the method will deteriorate more or less. For example, in first line in the figure, the touch limbs of the spider are blurred in the color map and depth map, which can not be well distinguished. The quality of the image of the second and third lines in the figure is very poor, so that its target is quite different from the shape of the pigeon and butterfly in the real picture. Therefore, there are some solutions that can be tried. For example, sorting the detected significant objects or intentionally deleting some invalid depth maps.

### V. Conclusion

In this paper, we propose a novel group transformer network (GroupTransNet) for RGB-D salient object detection. GroupTransNet makes use of transformer to learn the long-range dependencies of cross layer features at the lowest cost, so as to obtain perfect feature expression. This method contains four basic components, namely, Modal Purification Module (MPM), Scale Unification Module (SUM), Multiple Transformer Encoder (MTE) and Cluster Integration Unit (CIU). Specifically, MPM is used to cross supplement the color modal and depth modal in the purification process, and feed by the channel and spatial way in the enhancement process, so as to realize the purification of cross modal features. Through SUM, the upper and lower layers are respectively upsampled or downsampled to the scale of the middle layer and processed, so as to realize the unity and correlation of the size of each scale feature. Through MTE, different shared energy weights are placed to achieve the effects of high cohesion and low coupling in different groups. And CIU is used to cluster and integrate the features of different layers in a cascade manner. Compared with 18 state-of-the-art methods, the experimental results on six datasets in terms of four evaluation metrics confirm that the proposed method is superior.
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