Numerical analysis for a Cahn–Hilliard system modelling tumour growth with chemotaxis and active transport
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Abstract

In this work, we consider a diffuse interface model for tumour growth in the presence of a nutrient which is consumed by the tumour. The system of equations consists of a Cahn–Hilliard equation with source terms for the tumour cells and a reaction-diffusion equation for the nutrient. We introduce a fully-discrete finite element approximation of the model and prove stability bounds for the discrete scheme. Moreover, we show that discrete solutions exist and depend continuously on the initial and boundary data. We then pass to the limit in the discretization parameters and prove convergence to a global-in-time weak solution to the model. Under additional assumptions, this weak solution is unique. Finally, we present some numerical results including numerical error investigation in one spatial dimension and some long time simulations in two and three spatial dimensions.
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1 Introduction

Mathematical models which are based on continuum modelling go back to the work of Greenspan [38] who used a description based on free boundary problems to model tumour growth. Such modelling approaches have been later further developed by many authors and we refer to [2, 12] and the reviews [10, 30, 48]. However, in recent years also diffuse interface descriptions have been used to model tumour growth. In these models the interface between tumour tissue and healthy tissue is modelled with the help of a phase field function which changes its value in a narrow transition layer and attains the value +1 in the tumour “phase” and −1 in the healthy “phase”. These models go back to Cristini, Lowengrub and co-authors, see [18, 29, 55] and have been further developed by many authors, see, e.g., [16, 20, 22, 27, 31, 32, 33, 34, 35, 36, 37, 42, 44, 47].

Here, the Cahn–Hilliard equation, which is a partial differential equation of fourth order, often plays an important role. The numerical approximation of Cahn–Hilliard systems is often made with finite element methods that are based on the works [23, 24] and have found many applications in physics [8, 40]. In the past years, also numerical methods for tumour growth models have been proposed [17, 21] but the numerical analysis such as stability or convergence analysis is often missing.

The biological effect of our main interest is the process of chemotaxis which describes the movement of tumour cells towards regions with a higher concentration of an extracellular chemical species, which can favour an instable tumour growth and lead to invasion [49]. For chemotaxis models, often the Patlak–Keller–Segel system is proposed in the literature which is composed of a system of partial differential equations of second order, see [43]. Here, numerical approximations are often based on finite volume or finite element methods which have been studied in, e.g., [13, 25, 28, 41, 46, 50, 51, 53, 57]. For a good overview about the most relevant works about Keller–Segel systems, we also refer the reader to the review [3].
In this work, we study a phase-field model for tumour growth with chemotaxis and active transport from the numerical point of view. In particular, we introduce and study a fully-discrete finite element approach, for which we establish stability, existence, continuous dependence and convergence results and present numerical examples to illustrate the practicability of the method. The mathematical model of our interest was originally introduced in [37] and analyzed in [33] and consists of a Cahn–Hilliard equation with source terms and a parabolic reaction-diffusion equation for a nutrient species, given by

$$\begin{align*}
\partial_t \varphi &= \text{div} \left( m(\varphi) \nabla \mu \right) + \Gamma_\varphi(\varphi, \mu, \sigma) \quad \text{in } \Omega \times (0, T), \quad (1.1a) \\
\mu &= A\psi'(\varphi) - B\Delta \varphi - \chi_\varphi \sigma \quad \text{in } \Omega \times (0, T), \quad (1.1b) \\
\partial_t \sigma &= \text{div} \left( n(\varphi)(\chi_\sigma \nabla \sigma - \chi_\varphi \nabla \varphi) \right) - \Gamma_\sigma(\varphi, \mu, \sigma) \quad \text{in } \Omega \times (0, T), \quad (1.1c) \\
0 &= \nabla \varphi \cdot n = \nabla \mu \cdot n \quad \text{on } \partial \Omega \times (0, T), \quad (1.1d) \\
n(\varphi)\chi_\sigma \nabla \sigma \cdot n = K(\sigma_\infty - \sigma) \quad \text{on } \partial \Omega \times (0, T), \quad (1.1e)
\end{align*}$$

where $\Omega \subset \mathbb{R}^d$, $d \in \mathbb{N}$, is a bounded domain with Lipschitz boundary $\partial \Omega$ and outer unit normal $n$. Here, the phase field variable $\varphi \in [-1, 1]$ denotes the difference in volume fractions, with $\{\varphi = 1\}$ describing unmixed tumour tissue, and $\{\varphi = -1\}$ representing the surrounding healthy tissue. By $\mu$, we denote the chemical potential for $\varphi$. Furthermore, $\sigma \geq 0$ denotes the concentration of an unspecified chemical species (like oxygen or glucose) that serves as a nutrient for the tumour. Moreover, $\sigma_\infty \geq 0$ and $K \geq 0$ denote a given nutrient supply on the boundary and a permeability constant, respectively. The source and sink term $\Gamma_\varphi$ in the phase field equation (1.1a) may describe proliferation or apoptosis of the tumour cells, while $\Gamma_\sigma$ in the nutrient equation (1.1c) models effects like nutrient consumption or a nutrient supply from an existing vasculature.

The positive parameter $\chi_\sigma > 0$ models the diffusivity of the nutrient and the non-negative parameter $\chi_\varphi \geq 0$ refers to transport mechanisms such as chemotaxis and active uptake. In the system (1.1), $m(\varphi)$ and $n(\varphi)$ denote positive mobilities for $\varphi$ and $\sigma$, respectively. $\psi(\cdot)$ is a non-negative potential with two equal minima at $\pm 1$. The positive parameters $A$ and $B$ are constant with the typical choice $A = \frac{2}{\beta}$, $B = \beta \epsilon$, where $\beta > 0$ denotes the surface tension and $\epsilon > 0$ is a small parameter related to the interfacial thickness.

The above system is based on the well-known Ginzburg–Landau energy density

$$f(\varphi, \nabla \varphi) = A\psi'(\varphi) + \frac{B}{2} |\nabla \varphi|^2, \quad (1.2)$$

which relates to interfacial energy and unmixing tendencies, and a nutrient energy density

$$N(\varphi, \sigma) = \frac{\chi_\sigma}{2} |\sigma|^2 + \chi_\varphi \sigma(1 - \varphi), \quad (1.3)$$

where the second term describes an interaction between the nutrient and the cells [37]. Analogously to [33], the following formal energy identity is satisfied:

$$\begin{align*}
\frac{d}{dt} &\int_{\Omega} \left( f(\varphi, \nabla \varphi) + N(\varphi, \sigma) \right) \, dx + \int_{\Omega} m(\varphi)|\nabla \mu|^2 + n(\varphi)|\nabla N_\sigma(\varphi, \sigma)|^2 \, dx \\
&+ \int_{\Omega} N_\sigma(\varphi, \sigma)\Gamma_\sigma(\varphi, \mu, \sigma) - \mu \Gamma_\psi(\varphi, \mu, \sigma) \, dx + \int_{\partial \Omega} K N_\sigma(\varphi, \sigma)(\sigma - \sigma_\infty) \, d\mathcal{H}^{d-1} = 0, \quad (1.4)
\end{align*}$$

where $N_\sigma(\varphi, \sigma)$ denotes the partial derivative of $N(\varphi, \sigma)$ with respect to $\sigma$.

The main obstacles, which the authors of [33] had to face in order to derive useful a priori estimates based on the energy identity (1.4), arise from the nutrient energy density, where the term $\sigma(1 - \varphi)$ may become negative, and the presence of source terms $N_\sigma(\varphi, \sigma)\Gamma_\sigma(\varphi, \mu, \sigma) - \mu \Gamma_\psi(\varphi, \mu, \sigma)$, which may contain nonlinearities like, e.g., triple products. However, under some appropriate assumptions, the authors of [33] established to prove well-posedness of weak solutions of the system (1.1).

In this work, we use the a priori estimates of [33] to analyze a discretization of the system (1.1). The paper is organized as follows. At first, we discretize the system (1.1) with a practical fully-discrete finite element approximation, where all terms except of the nonlinear mobility functions in (1.1a) and (1.1c) are treated implicitly. Moreover, we make use of a convex-concave splitting of the double-well potential $\psi = \psi_1 + \psi_2$ with $\psi_1$ convex and $\psi_2$ concave, where $\psi_1'$ is treated implicitly and $\psi_2'$ explicitly. After that, we derive stability estimates and prove existence of discrete solutions supposed that the time step size satisfies
Moreover, we denote the nodal interpolation operator by \( I \) induced seminorms on \( \| \cdot \| \). We split the time interval \([0, T]\) into intervals \([t^{n-1}, t^n]\) with \( \Delta t_n = t^n - t^{n-1}, n = 1, \ldots, N_T \). For simplicity we assume that \( \Delta t = \Delta t > 0 \) for a \( \Delta t > 0 \) and all \( n = 1, \ldots, N_T \). Moreover, we assume that \( \Omega \subset \mathbb{R}^d, d \in \{1, 2, 3\}, \) is a convex, polygonal domain with boundary \( \partial \Omega \). We require \( \{ T_h \}_{h>0} \) to be a regular family of conform quasiumiform triangulations with mesh parameter \( h > 0 \). We also require that the family of meshes \( \{ T_h \}_{h>0} \) consists only of non-obtuse simplices. For a given partitioning of meshes \( T_h \), we denote the simplices by \( K_k \) with \( k = 1, \ldots, N_K \) and its vertices \( \{ P_k^d \}_{d=0} \). The set of all the vertices of \( T_h \) is denoted by \( \{ P_k^d \}_{d=0} \). For more details on finite elements, we refer to [9].

In this work, we use the standard notation from, e.g., [1, 26]. We denote the Euclidean norm by \( | \cdot | \). For a Banach space \( X \), we denote the dual space by \( X' \). For \( p \in [1, \infty) \) and an integer \( m \geq 0 \), we write \( L^p := L^p(\Omega), W^{m,p} := W^{m,p}(\Omega) \) and \( H^m := H^m(\Omega) := W^{m,2}(\Omega), \) where \( W^{0,p} := L^p \) in the case \( m = 0 \). The norms and seminorms are denoted by \( \| \cdot \|_{W^{m,p}} \) and \( | \cdot |_{W^{m,p}} \), respectively, and similarly for the spaces \( L^p \) and \( H^m \). We denote the inner product of the spaces \( L^2 \) and \( L^2(\partial \Omega) \) by \( \langle \cdot, \cdot \rangle_{L^2} \) and \( \langle \cdot, \cdot \rangle_{L^2(\partial \Omega)} \), respectively. For \( \alpha \in [0, 1] \), we write \( C^{0,\alpha}(\Omega) \) for the Hölder spaces. For a Banach space \( X, p \in [1, \infty) \) and an integer \( m \geq 0 \), we denote the Bochner spaces by \( L^p(0,T; X) \) and \( W^{m,p}(0,T; X) \) and they are equipped with the norms \( \| \cdot \|_{L^p(0,T;X)} \) and \( \| \cdot \|_{W^{m,p}(0,T;X)} \). For \( p = 2 \), we will also write \( H^m(0,T; X) \) and \( \| \cdot \|_{H^m(0,T;X)} := \| \cdot \|^2_{W^{m,2}(0,T;X)} \). Sometimes, \( L^p(0,T; L^p) \) will be identified with \( L^p(\Omega_T) \) if \( X = L^p \).

We denote the finite element space of continuous and piecewise linear functions by \( S_h := \{ q_h \in C(\Omega): q_h|_{K_k} \in \mathcal{P}_1, k = 1, \ldots, N_K \} \subset H^1(\Omega) \).

Moreover, we denote the nodal interpolation operator by \( I_h : C(\Omega) \to S_h \) such that \( (I_h \eta)(P_p) = \eta(P_p) \) for all \( p = 1, \ldots, N_p \). As we want to use mass lumping, we introduce the following semi-inner products and the induced seminorms on \( C(\Omega) \) and \( C(\partial \Omega) \), respectively, by

\[
(\eta_1, \eta_2)_h := \int _\Omega I_h[\eta_1 \eta_2] \, dx, \quad \| \cdot \|_h := \sqrt{\langle \cdot, \cdot \rangle_h}, \quad (2.1)
\]

\[
(\eta_h, \eta_{h, \partial \Omega}) := \int _{\partial \Omega} I_h[\eta_h \eta_{h, \partial \Omega}] \, d\mathcal{H}^{d-1}, \quad \| \cdot \|_{h, \partial \Omega} := \sqrt{\langle \cdot, \cdot \rangle_{h, \partial \Omega}}. \quad (2.2)
\]

Below, we recall some well-known properties concerning \( S_h \) and the interpolant \( I_h \). Let \( q_h, \zeta_h \in S_h \), \( K \in T_h, m \in \{0, 1\} \) and \( 1 \leq r < p \leq \infty \). Then,

\[
c\| q_h \|_{L^2}^2 \leq \| q_h \|_{L^2}^2 \leq C \| q_h \|_{L^2}^2, \quad (2.3)
\]

\[
c\| q_h \|_{L^2(\partial \Omega)}^2 \leq \| q_h \|_{L^2(\partial \Omega)}^2 \leq C \| q_h \|_{L^2(\partial \Omega)}^2, \quad (2.4)
\]

\[
\| q_h \|_{W^{m,p}(K)} \leq C h^{\frac{1}{2}(\frac{1}{p} - \frac{1}{2})} \| q_h \|_{W^{m,r}(K)}, \quad (2.5)
\]

\[
\| \eta - I_h \eta \|_{L^2} + h \| \nabla(\eta - I_h \eta) \|_{L^2} \leq C h^2\| \eta \|_{H^2} \quad \forall \eta \in H^2(\Omega), \quad (2.6)
\]

\[
\lim _{h \to 0} \| \eta - I_h \eta \|_{L^\infty} = 0 \quad \forall \eta \in C(\Omega), \quad (2.7)
\]

\[
\| (q_h, \zeta_h) - (q_h, \zeta_h) \|_{L^2} \leq C h^2\| q_h \|_{H^1} \| \zeta_h \|_{H^1}, \quad (2.8)
\]

\[
\| (q_h, \zeta_h) - (q_h, \zeta_h) \|_{L^2(\partial \Omega)} \leq C h\| q_h \|_{H^1} \| \zeta_h \|_{H^1}. \quad (2.9)
\]
where \( c, C > 0 \) we denote various constants that are independent of \( h \).

Furthermore, we recall the Clément operator \( \mathcal{I}^C_h : L^2(\Omega) \rightarrow \mathcal{S}_h \) which is defined by local averages instead of nodal values, see \([15]\). The following properties are taken from \([14, \text{Chap. 3}]\):

\[
|\eta - \mathcal{I}^C_h \eta|_{W^{k,2}} \leq C h^{m-k} |\eta|_{W^{m,2}} \quad \forall \eta \in W^{m,2}(\Omega), \ 0 \leq k \leq m \leq 2, \tag{2.10a}
\]

\[
\lim_{h \to 0} |\eta - \mathcal{I}^C_h \eta|_{W^{k,2}} = 0 \quad \forall \eta \in W^{k,2}(\Omega), \ 0 \leq k \leq 1, \tag{2.10b}
\]

for a constant \( C > 0 \) that is independent of \( h \). Moreover, if only a finite number of patch shapes occur in the sequence of triangulations, then

\[
|\eta - \mathcal{I}^C_h \eta|_{L^2(\partial \Omega)} \leq C h^{1/2} |\nabla \eta|_{L^2} \quad \forall \eta \in H^1(\Omega), \tag{2.10c}
\]

see \([9, \text{Thm. 4.2}]\). In practice, this assumption seems to be not that restrictive. Hence, we suppose it to hold.

**Approximation of the initial and boundary values**

Let the initial values fulfill

\[
\varphi_0 \in H^2(\Omega; [-1, 1]) \text{ with } \nabla \varphi_0 \cdot \mathbf{n} = 0 \text{ on } \partial \Omega, \quad \sigma_0 \in H^1(\Omega),
\]

where \( \mathbf{n} \) denotes the outer unit normal on \( \partial \Omega \). We approximate the intial data by

\[
\varphi^0_h := \mathcal{I}_h \varphi_0, \quad \sigma^0_h := \mathcal{I}^C_h \sigma_0. \tag{2.11}
\]

Hence, it follows from \((2.6), (2.10a), [8, eq. (3.16)]\) and the assumptions on \( \varphi_0 \) and \( \sigma_0 \), that

\[
\int \mathcal{I}_h \left[ \psi(\varphi^0_h) \right] \, dx + \|\varphi^0_h\|_{H^1} + \|\Delta_h \varphi^0_h\|_{L^2} + \|\sigma^0_h\|_{H^1} \leq C, \tag{2.12}
\]

where the discrete Neumann-Laplacian \( \Delta_h : \mathcal{S}_h \rightarrow \mathcal{S}_h \) is defined by

\[
\int \mathcal{I}_h \left[ \Delta_h q_h \zeta_h \right] \, dx := - \int \mathcal{I}_h \left[ \nabla q_h \cdot \nabla \zeta_h \right] \, dx \quad \forall q_h \in \mathcal{S}_h, \tag{2.13}
\]

where \( q_h \in \mathcal{S}_h \). We note for future reference, as \( \{T_h\}_{h>0} \) is a quasi-uniform family of partitionings and as the domain \( \Omega \) is convex, that for \( q_h \in \mathcal{S}_h \)

\[
|q_h|_{W^{1,2}} \leq C \|\Delta_h q_h\|_{L^2}, \tag{2.14}
\]

for \( s \in [1, \infty] \) if \( d = 1 \), \( s \in [1, \infty] \) if \( d = 2 \) and \( s \in [1, 6] \) if \( d = 3 \), see \([7, \text{Lemma 3.1}]\).

Furthermore, let \( \sigma_\infty \in L^2(0,T; H^1(\Omega)) \). Then, for all \( t \in [t^{n-1}, t^n) \) and \( n = 1, \ldots, N_T \), we define the following approximation which is piecewise constant in time by

\[
\sigma_{\infty,h}^n(t, \cdot) = \sigma_{\infty,h}^n(\cdot) := \frac{1}{\Delta t} \int_{t^{n-1}}^{t^n} \mathcal{I}^C_h \left[ \sigma_\infty(t, \cdot) \right] \, dt \in \mathcal{S}_h, \tag{2.15}
\]

which fulfills on noting \((2.10c)\), that

\[
\|\sigma_{\infty,h}^n\|_{L^2(0,T; L^2(\partial \Omega))} = \Delta t \sum_{n=1}^{N_T} \|\sigma_{\infty,h}^n\|_{L^2(\partial \Omega)}^2 \leq C \|\sigma_\infty\|_{L^2(0,T; H^1)}^2, \tag{2.16}
\]

**Assumptions on the model functions and parameters**

We make the following assumptions on the model parameters and functions.

\((A1)\) Let \( \chi_\varphi \geq 0 \) and \( \chi_\sigma, A, B, K > 0 \) be constant.
(A2) The functions $\Gamma_\varphi, \Gamma_\sigma : \mathbb{R}^2 \to \mathbb{R}$ only depend on $(\varphi, \sigma)$ and they are continuous with linear growth, i.e.
\[
|\Gamma_i(\varphi, \sigma)| \leq R_0 (1 + |\varphi| + |\sigma|), \quad i \in \{\varphi, \sigma\},
\]
with a constant $R_0 > 0$.

(A3) It holds $m, n \in C^0(\mathbb{R})$ and there exist constants $m_0, m_1, n_0, n_1 > 0$ such that for all $s \in \mathbb{R}$:
\[
m_0 \leq m(s) \leq m_1, \quad n_0 \leq n(s) \leq n_1.
\]

(A4) The potential $\psi$ is nonnegative and belongs to $\psi \in C^{1,1}(\mathbb{R})$ with
\[
\psi(t) \geq R_1 |t|^2 - R_2,
\]
where $R_1, R_2 > 0$. Additionally, the potential can be decomposed as $\psi = \psi_1 + \psi_2$ with $\psi_1 \in C^{1,1}(\mathbb{R})$ convex and $\psi_2 \in C^{1,1}(\mathbb{R})$ concave such that
\[
|\psi^\prime_i(t)| \leq R_3 (1 + |t|),
\]
where $i = 1, 2$ and $R_3 > 0$. Moreover, we assume that
\[
A > \frac{4 \chi^2_\varphi}{\lambda_\sigma R_1}.
\]

As $A = \frac{\beta}{\tau}$ and $\epsilon$ is small in applications, (2.20) is not a severe constraint.

**Fully discrete system**

Let us now introduce the numerical scheme approximating the system (1.1).

Let the discrete initial data $(\varphi^0_h, \sigma^0_h) \in (S_h)^2$ and, for $n = 1, \ldots, N_T$, let the discrete boundary values $\sigma_{\infty,h}^n \in S_h$ be given by (2.11) and (2.15), respectively. Then, for $n = 1, \ldots, N_T$, find the discrete solution triplet $(\varphi^n_h, \mu^n_h, \sigma^n_h) \in (S_h)^3$ which satisfies for any test function triplet $(\zeta_h, \psi_h, \chi_h) \in (S_h)^3$:

\[
\int_{\Omega} I_h \left( \frac{\varphi^n_h - \varphi^{n-1}_h}{\Delta t} - \Gamma^n_{\varphi,h} \right) \zeta_h + I_h [m(\varphi^{n-1}_h)] \nabla \mu^n_h \cdot \nabla \zeta_h \, dx = 0,
\]

\[
\int_{\Omega} I_h \left( \mu^n_h - A \psi^n_1(\varphi^n_h) - A \psi^n_2(\varphi^{n-1}_h) + \chi \varphi \sigma^n_h \right) \psi_h - B \nabla \varphi^n_h \cdot \nabla \psi_h \, dx = 0,
\]

\[
\int_{\Omega} I_h \left( \frac{\sigma^n_h - \sigma^{n-1}_h}{\Delta t} + \Gamma^n_{\sigma,h} \right) \chi_h + I_h [n(\varphi^{n-1}_h)] (\chi \varphi \nabla \sigma^n_h - \chi \varphi \nabla \varphi^n_h) \cdot \nabla \chi_h \, dx
\]

\[
+ \int_{\partial \Omega} I_h \left[ K \left( \sigma^n_h - \sigma^\infty_{\infty,h} \right) \chi_h \right] d\mathcal{H}^{d-1} = 0,
\]

where $\Gamma^n_{\varphi,h} := \Gamma_\varphi(\varphi^n_h, \sigma^n_h)$ and $\Gamma^n_{\sigma,h} := \Gamma_\sigma(\varphi^n_h, \sigma^n_h)$.

In the scheme (2.21a)-(2.21c), we make use of numerical integration by mass lumping which is often used for phase-field models because of computational reasons. The main advantage is that mass lumping leads to simpler systems of equations as the mass matrices are diagonal whereas the precision of the numerical solutions is not affected. In particular, the numerical errors resulting from mass lumping are based on the interpolation error estimate (2.6), and here we refer to, e.g., [11, 24], where convergence rates for other phase-field systems have been studied. Let us briefly remark that other quadrature rules can also be used as long as the quadrature weights are non-negative.

Moreover, the time discretization of the scheme is chosen such that the nonlinear mobility functions $m(\cdot), n(\cdot)$ and the derivative of the concave part of the potential $\psi_2(\cdot)$ are treated explicitly and all the other terms are treated implicitly. However, also other time discretizations of the mobility functions $m(\cdot), n(\cdot)$ and of the source terms $\Gamma_\varphi(\cdot), \Gamma_\sigma(\cdot)$ are possible. In (2.21b), the terms $\psi_1(\cdot), \psi_2(\cdot)$ are discretized in time by a convex-concave splitting method which is often used in the context of phase-field systems, see e.g. [5, 39]. In particular, the convex-concave splitting allows the inequality (3.4) which is essential for the analysis of the scheme.

In the following two sections, we will discuss stability, existence and continuous dependence of solutions of the scheme (2.21a)-(2.21c).
3 Stability of the discrete system

Let us introduce the discrete free energy \( F_h : S_h \times S_h \to \mathbb{R} \) of the system (2.21a)–(2.21c) by

\[
F_h(\varphi_h, \sigma_h) = \int_{\Omega} \frac{B}{2} |\nabla \varphi_h|^2 + \mathcal{I}_h \left[ A \psi(\varphi_h) + \frac{\chi_\sigma}{2} |\sigma_h|^2 + \chi_\varphi \sigma_h (1 - \varphi_h) \right] \, dx,
\]

for all \( \varphi_h, \sigma_h \in S_h \). We note that the last term in (3.1) can have a negative sign. This is one of the main obstacles we have to handle to derive useful a priori estimates.

We recall the following discrete version of Gronwall’s inequality. For the proof, we refer to, e.g., [19, pp. 401–402].

**Lemma 3.1.** Assume that \( e_n, a_n, b_n \geq 0 \) for all \( n \geq 0 \). Then

\[
e_n \leq a_n + \sum_{i=0}^{n-1} b_i e_i \quad \forall n \geq 0 \quad \implies \quad e_n \leq a_n \cdot \exp \left( \sum_{i=0}^{n-1} b_i \right) \quad \forall n \geq 0. \tag{3.2}
\]

With the help of Lemma 3.1, we can now derive stability estimates for the numerical scheme (2.21a)–(2.21c).

**Lemma 3.2** (Stability). Assume that \( \Delta t < \Delta t_\ast \), where \( \Delta t_\ast \) is a constant that only depends on the model parameters. For the explicit form of \( \Delta t_\ast \), see (3.20). Then, for \( n = 1, \ldots, N_T \), solutions \((\varphi^n_h, \mu^n_h, \sigma^n_h) \in (S_h)^3\) of (2.21a)–(2.21c), if they exist, satisfy

\[
\max_{m=1, \ldots, N_T} \left( ||\varphi^n_m||^2 + ||\nabla \varphi^n_m||^2_{L^2} + ||\sigma^n_m||^2_{L^2} \right) + \Delta t \sum_{n=1}^{N_T} \left( ||\mu^n_m||^2 + ||\nabla \mu^n_m||^2_{L^2} + ||\nabla \sigma^n_m||^2_{L^2} + ||\sigma^n_m||^2_{L^2, \partial \Omega} \right) \\
\leq C \left( T + |F_h(\varphi^0_h, \sigma^0_h)| + \Delta t \sum_{n=1}^{N_T} ||\sigma^n_{\infty, h, \partial \Omega}||^2 \right) \cdot \exp(CT) \leq C. \tag{3.3}
\]

**Proof** We now start the testing procedure. In equation (2.21a), we set \( \zeta_h = \mu^n_h \) and use the lower bound of \( m(\cdot) \) to obtain

\[
\int_{\Omega} \mathcal{I}_h \left[ \left( \frac{\varphi^n_h - \varphi^{n-1}_h}{\Delta t} - \Gamma^n_{\varphi, h} \right) \mu^n_h \right] + m_0 |\nabla \mu^n_h|^2 \, dx \leq 0.
\]

Testing (2.21b) with \( \varphi_h = \frac{1}{\Delta t} (\varphi^n_h - \varphi^{n-1}_h) \) gives

\[
\int_{\Omega} \mathcal{I}_h \left[ \frac{\varphi^n_h - \varphi^{n-1}_h}{\Delta t} \left( - \mu^n_h + A \psi_1(\varphi_h) + A \psi_2(\varphi^{n-1}_h) - \chi_\varphi \sigma^n_h \right) \right] + \frac{B}{\Delta t^2} |\nabla \varphi^n_h| \cdot |\nabla \varphi^n_h - \nabla \varphi^{n-1}_h| \, dx = 0.
\]

As the potential can be decomposed into a convex and a concave part, i.e. \( \psi = \psi_1 + \psi_2 \), we get the inequality

\[
\left( \psi'_1(\varphi^n_h) + \psi'_2(\varphi^{n-1}_h) \right) (\varphi^n_h - \varphi^{n-1}_h) \geq \psi(\varphi^n_h) - \psi(\varphi^{n-1}_h). \tag{3.4}
\]

Using the elementary identity

\[
2x(x - y) = x^2 - y^2 + (x - y)^2 \quad \forall x, y \in \mathbb{R}, \tag{3.5}
\]

we obtain that

\[
\int_{\Omega} \mathcal{I}_h \left[ A \frac{\psi(\varphi^n_h) - \psi(\varphi^{n-1}_h)}{\Delta t} - \frac{\varphi^n_h - \varphi^{n-1}_h}{\Delta t} (\mu^n_h + \chi_\varphi \sigma^n_h) \right] \, dx
\]

\[
= 0.
\]
Next, we test (2.21c) with $\xi_h = \chi_\sigma \sigma_h^n + \chi_\varphi (1 - \varphi_h^n)$ and use the lower bound of $n(\cdot)$. Then it holds on noting (3.5) that
\[
\int_{\Omega} T_h \left[ \frac{\sigma_h^n |\sigma_h^n|^2 - |\sigma_h^{n-1}|^2}{\Delta t} + \frac{\varphi_h^n |\varphi_h^n|^2 - |\varphi_h^{n-1}|^2}{\Delta t} \right] + n_0 |\chi_\sigma \nabla \sigma_h^n - \chi_\varphi \nabla \varphi_h^n|^2 \, dx \\
+ \int_{\partial \Omega} T_h \left[ \chi_\sigma \sigma_h^n + \chi_\varphi (1 - \varphi_h^n) + \chi_\varphi (1 - \varphi_h^n) \left( \frac{\sigma_h^n - \sigma_h^{n-1}}{\Delta t} \right) \right] \, dx \\
+ \int_{\partial \Omega} T_h \left[ K \chi_\sigma |\sigma_h^n|^2 + K \chi_\varphi |\sigma_h^n|^2 (1 - \varphi_h^n) - K \sigma_{\infty,h}^n \left( \chi_\sigma \sigma_h^n + \chi_\varphi (1 - \varphi_h^n) \right) \right] \, d\mathcal{H}^{d-1} \\
\leq 0.
\]
So far we have that
\[
\frac{B}{2 \Delta t} \left( \| \nabla \varphi_h^n \|_{L^2}^2 - \| \nabla \varphi_h^{n-1} \|_{L^2}^2 \right) + \int_{\Omega} A \nabla \varphi_h^n \cdot \nabla \mu_h^n \, dx \\
+ \frac{\chi_\sigma}{2 \Delta t} \left( \| \sigma_h^n \|_{L^2}^2 - \| \sigma_h^{n-1} \|_{L^2}^2 \right) + \frac{\chi_\varphi}{2 \Delta t} \left( \| \varphi_h^n \|_{L^2}^2 - \| \varphi_h^{n-1} \|_{L^2}^2 \right) \\
+ m_0 \| \nabla \mu_h^n \|_{L^2}^2 + n_0 \left[ \chi_\sigma \nabla \sigma_h^n - \chi_\varphi \nabla \varphi_h^n \right] \, dx \\
\leq 0.
\]
Next, we derive an estimate for the chemical potential $\mu_h^n$. On noting (2.19) and Young's inequality, we receive by testing (2.21b) with $\varrho_h = \mu_h^n$ that
\[
\int_{\Omega} T_h [\mu_h^n]^2 \, dx = \int_{\Omega} T_h \left[ \left( A \psi_0'(\varphi_h^n) + A \psi_1'(\varphi_h^{n-1}) - \chi_\varphi \sigma_h^n \right) \mu_h^n \right] + B \nabla \varphi_h^n \cdot \nabla \mu_h^n \, dx \\
\leq \int_{\Omega} T_h \left[ AR_3 (2 + |\varphi_h^{n-1}| + |\varphi_h^n|) |\mu_h^n| + \chi_\varphi |\sigma_h^n| |\mu_h^n| \right] + B |\nabla \varphi_h^n| |\nabla \mu_h^n| \, dx \\
\leq \int_{\Omega} T_h \left[ \frac{1}{2} |\mu_h^n|^2 + 2 A^2 R_3^2 |\varphi_h^n|^2 + 2 A^2 R_3^2 |\varphi_h^{n-1}|^2 + 2 \chi_\varphi^2 |\sigma_h^n|^2 \right] \, dx \\
+ \int_{\Omega} \frac{B^2}{m_0} \nabla \varphi_h^n \|_{L^2}^2 + \frac{m_0}{4} \nabla \mu_h^n \|_{L^2}^2 \, dx + C(A, R_3, \Omega),
\]
which yields
\[
\| \mu_h^n \|_{L^2}^2 \leq 4 A^2 R_3^2 \left( |\varphi_h^n|^2 + |\varphi_h^{n-1}|^2 \right) + 4 \chi_\varphi^2 |\sigma_h^n|^2 + \frac{2 B^2}{m_0} \| \nabla \varphi_h^n \|_{L^2}^2 \\
+ \frac{m_0}{2} \| \nabla \mu_h^n \|_{L^2}^2 \, dx + C(A, R_3, \Omega).
\]
With Hölder’s and Young’s inequalities and (3.7), we can estimate the source terms in (3.6) as follows:

\[
\int_{\Omega} \mathcal{I}_h \left[ \Gamma_{\sigma,h}^n (\chi_\sigma \sigma_h^n + \chi_\varphi (1 - \varphi_h^n)) - \mu_h \Gamma_{\varphi,h}^n \right] \, dx \\
\leq \frac{1}{2} \| \mu_h \|^2_{h} + \frac{1}{2} \| \Gamma_{\varphi,h}^n \|^2_{h} + \frac{1}{2} \| \Gamma_{\sigma,h}^n \|^2_{h} + \frac{3}{2} \chi_\sigma^2 \| \sigma_h^n \|^2_{h} + \frac{3}{2} \chi_\varphi^2 \| \varphi_h^n \|^2_{h} + \frac{3}{2} |\Omega| \tag{3.8}
\]

\[
\leq \frac{1}{2} \| \mu_h \|^2_{h} + R_0^2 \left( (1 + |\varphi_h^n| + |\sigma_h^n|)^2 + \frac{3}{2} \chi_\sigma^2 \| \sigma_h^n \|^2_{h} + \frac{3}{2} \chi_\varphi^2 \| \varphi_h^n \|^2_{h} + \frac{3}{2} |\Omega| \right) \leq \frac{1}{2} \| \mu_h \|^2_{h} + \left( 3R_0^2 + \frac{3}{2} \chi_\sigma^2 \right) \| \sigma_h^n \|^2_{h} + \left( 3R_0^2 + \frac{3}{2} \chi_\varphi^2 \right) \| \varphi_h^n \|^2_{h} + C(R_0, \chi_\varphi, \Omega).
\]

For the terms in (3.6) involving the boundary integrals, we have by Hölder’s and Young’s inequalities, (2.3), (2.4) and the trace theorem, that

\[
\int_{\partial \Omega} \mathcal{I}_h \left[ K\chi_\sigma \sigma_h^n (1 - \varphi_h^n) - K\sigma_h^n, \chi_\sigma \varphi_h^n \right] \, d\mathcal{H}^{d-1} \leq \int_{\partial \Omega} \mathcal{I}_h \left[ \frac{3K\chi_\sigma}{4} |\sigma_h^n|^2 + \frac{K}{2} (\chi_\sigma^2 + 1) |\varphi_h^n|^2 + C(K, \chi_\sigma, \chi_\sigma) (1 + |\sigma_h^n, \partial \Omega |^2) \right] \, d\mathcal{H}^{d-1} \tag{3.9}
\]

\[
\leq KC_{tr}^2 \left( \frac{\chi_\sigma^2}{2} + 1 \right) \left( |\varphi_h^n|^2_{h} + \| \nabla \varphi_h^n \|^2_{L^2} \right) + \frac{3}{2} \chi_\sigma K \frac{C}{4} \| \sigma_h^n \|^2_{h, \partial \Omega} + C(K, \chi_\sigma, \chi_\sigma) (|\partial \Omega | + |\sigma_h^n, \partial \Omega |^2).
\]

Furthermore, we can calculate

\[
\int_{\Omega} \mathcal{I}_h \left[ \chi_\varphi (1 - \varphi_h^n) (\sigma_h^n - \sigma_h^{n-1}) - \chi_\varphi (\varphi_h^n - \varphi_h^{n-1}) \sigma_h^n \right] \, dx = \int_{\Omega} \mathcal{I}_h \left[ \chi_\varphi \sigma_h^n (1 - \varphi_h^n) - \chi_\varphi (1 - \varphi_h^{n-1}) - \chi_\varphi (\varphi_h^n - \varphi_h^{n-1}) (\sigma_h^n - \sigma_h^{n-1}) \right] \, dx, \tag{3.10a}
\]

and

\[
\left| \int_{\Omega} \mathcal{I}_h \left[ \chi_\varphi (\varphi_h^n - \varphi_h^{n-1}) (\sigma_h^n - \sigma_h^{n-1}) \right] \, dx \right| \leq \frac{\chi_\sigma^2}{\chi_\sigma} \| \varphi_h^n - \varphi_h^{n-1} \|^2_{h} + \frac{\chi_\sigma}{4} \| \sigma_h^n - \sigma_h^{n-1} \|^2_{h}. \tag{3.10b}
\]

Combining (3.6)–(3.10), we obtain on noting (3.1) that

\[
\frac{1}{\Delta t} \left( \mathcal{F}_h (\varphi_h^n, \sigma_h^n) - \mathcal{F}_h (\varphi_h^{n-1}, \sigma_h^{n-1}) \right) + \frac{B}{2\Delta t} \| \nabla \varphi_h^n - \nabla \varphi_h^{n-1} \|^2_{L^2} + \frac{\chi_\sigma^2}{4\Delta t} \| \sigma_h^n - \sigma_h^{n-1} \|^2_{h} + \frac{1}{2} \| \mu_h \|^2_{h} + \frac{m_0}{2} \| \mu_h \|^2_{L^2} + n_0 \| \chi_\varphi \nabla \sigma_h^n - \chi_\varphi \nabla \varphi_h^n \|^2_{L^2} \, dx + \frac{K\chi_\sigma}{4} \| \sigma_h^n \|^2_{h, \partial \Omega} \leq C(A, R_0, R_3, K, \chi_\sigma, \chi_\sigma, \Omega, \partial \Omega) (1 + |\sigma_h^n, \partial \Omega |^2) \left( \| \varphi_h^n \|^2_{h} + \| \varphi_h^{n-1} \|^2_{h} \right) \tag{3.11}
\]

\[
+ \frac{3B_3 R_0}{m_0} + \frac{3\chi_\sigma^2}{2} + 4\chi_\sigma^2 + \| \sigma_h^n \|^2_{h} + \left( 2\frac{B_2}{m_0} + KC_{tr}^2 \left( \frac{\chi_\sigma^2}{2} + 1 \right) \right) \| \nabla \varphi_h^n \|^2_{L^2} + 4A^2 R_3^2 \| \varphi_h^{n-1} \|^2_{h} + \left( \frac{4A^2 R_3^2 + 3B_3 R_0}{2} + KC_{tr}^2 \left( \frac{\chi_\sigma^2}{2} + 1 \right) \right) \| \varphi_h^n \|^2_{h}.
\]

Next, applying the triangle inequality and Young’s inequality, we obtain

\[
\chi_\sigma^2 \| \nabla \sigma_h^n \|^2_{L^2} \leq \left( \| \chi_\sigma \nabla \sigma_h^n - \chi_\varphi \nabla \varphi_h^n \|^2_{L^2} + \chi_\varphi \| \nabla \varphi_h^n \|^2_{L^2} \right) \leq 2 \| \chi_\sigma \nabla \sigma_h^n - \chi_\varphi \nabla \varphi_h^n \|^2_{L^2} + 2\chi_\varphi \| \nabla \varphi_h^n \|^2_{L^2}.
\]
so that (3.11) becomes

\[
\frac{1}{\Delta t} \left( F_h(\phi^n_h, \sigma^n_h) - F_h(\phi^{n-1}_h, \sigma^{n-1}_h) \right) + \frac{B}{2\Delta t} \|\nabla \phi^n_h - \nabla \phi^{n-1}_h\|_{L^2}^2 + \frac{\chi_\sigma}{4\Delta t} \|\sigma^n_h - \sigma^{n-1}_h\|_{h, \Omega}^2 \\
+ \frac{1}{2} \|\mu^n_h\|_{h, \Omega}^2 + \frac{m_0}{2} \|\Delta \mu^n_h\|_{L^2}^2 + \frac{n_0\chi_\sigma}{2} \|\Delta \sigma^n_h\|_{L^2}^2 + \frac{K\chi_\sigma}{4} \|\sigma^n_h\|_{h, \Omega}^2 \\
\leq C(A, R_0, R_3, K, \chi_\varphi, \chi_\sigma, \Omega, \partial \Omega) \left( 1 + \|\sigma^n_{\varphi, h}\|_{h, \Omega}^2 \right) + \frac{2\chi_\varphi}{\chi_\sigma} \left( \|\phi^n_h\|_h^2 + \|\phi^{n-1}_h\|_h^2 \right) \\
+ \left( 3R_0^2 + \frac{3\chi_\varphi^2}{2} + 4\chi_\varphi^2 \right) \|\sigma^n_h\|_h^2 + \left( \frac{2B^2}{m_0} + KC^c_{tr} \left( \frac{\chi_\varphi^2}{2\chi_\sigma} + 1 \right) + n_0\chi_\varphi^2 \right) \|\nabla \phi^n_h\|_{L^2}^2 \\
+ 4A^2 R_3^2 \|\phi^{n-1}_h\|_h^2 + \left( 4A^2 R_3^2 + 3R_0^2 + \frac{3\chi_\varphi^2}{2} + KC^c_{tr} \left( \frac{\chi_\varphi^2}{2\chi_\sigma} + 1 \right) \right) \|\phi^n_h\|_h^2.
\]

(3.12)

Now we define the constants

\[
c_1 := \frac{m_0}{2}, \quad c_2 := \frac{n_0\chi_\sigma^2}{2}, \quad c_3 := \frac{K\chi_\sigma}{4}, \quad c_4 := 3R_0^2 + \frac{3\chi_\varphi^2}{2} + 4\chi_\varphi^2, \\
c_5 := \frac{2B^2}{m_0} + KC^c_{tr} \left( \frac{\chi_\varphi^2}{2\chi_\sigma} + 1 \right) + n_0\chi_\varphi^2, \quad c_6 := 4A^2 R_3^2, \\
c_7 := 4A^2 R_3^2 + 3R_0^2 + \frac{3\chi_\varphi^2}{2} + KC^c_{tr} \left( \frac{\chi_\varphi^2}{2\chi_\sigma} + 1 \right).
\]

(3.13)

Then, (3.12) becomes

\[
\frac{1}{\Delta t} \left( F_h(\phi^n_h, \sigma^n_h) - F_h(\phi^{n-1}_h, \sigma^{n-1}_h) \right) + \frac{B}{2\Delta t} \|\nabla \phi^n_h - \nabla \phi^{n-1}_h\|_{L^2}^2 + \frac{\chi_\sigma}{4\Delta t} \|\sigma^n_h - \sigma^{n-1}_h\|_{h, \Omega}^2 \\
+ \frac{1}{2} \|\mu^n_h\|_{h, \Omega}^2 + c_1 \|\nabla \mu^n_h\|_{L^2}^2 + c_2 \|\nabla \sigma^n_h\|_{L^2}^2 + c_3 \|\sigma^n_h\|_{h, \Omega}^2 \\
\leq C(A, R_0, R_3, K, \chi_\varphi, \chi_\sigma, \Omega, \partial \Omega) \left( 1 + \|\sigma^n_{\varphi, h}\|_{h, \Omega}^2 \right) + \frac{2\chi_\varphi}{\chi_\sigma} \left( \|\phi^n_h\|_h^2 + \|\phi^{n-1}_h\|_h^2 \right) \\
+ c_4 \|\phi^n_h\|_h^2 + c_5 \|\nabla \phi^n_h\|_{L^2}^2 + c_6 \|\phi^{n-1}_h\|_h^2 + c_7 \|\phi^n_h\|_h^2 - \phi^n_h \right). \\
\]

(3.14)

Multiplying both sides of (3.14) with \(\Delta t\) and summing from \(n = 1, \ldots, m\), where \(m = 1, \ldots, N_T\), yields

\[
\mathcal{F}_h(\phi^n_h, \sigma^n_h) + \frac{B}{2} \sum_{n=1}^{m} \|\nabla \phi^n_h - \nabla \phi^{n-1}_h\|_{L^2}^2 + \frac{\chi_\sigma}{4} \sum_{n=1}^{m} \|\sigma^n_h - \sigma^{n-1}_h\|_{h, \Omega}^2 \\
+ \Delta t \sum_{n=1}^{m} \left( \frac{1}{2} \|\mu^n_h\|_{h, \Omega}^2 + c_1 \|\nabla \mu^n_h\|_{L^2}^2 + c_2 \|\nabla \sigma^n_h\|_{L^2}^2 + c_3 \|\sigma^n_h\|_{h, \Omega}^2 \right) \\
\leq |\mathcal{F}_h(\phi^n_m, \sigma^n_m)| + C \left( T + \Delta t \sum_{n=1}^{N_T} \|\sigma^n_{\varphi, h}\|_{h, \Omega}^2 \right) + \sum_{n=1}^{m} \frac{2\chi_\varphi}{\chi_\sigma} \left( \|\phi^n_h\|_h^2 + \|\phi^{n-1}_h\|_h^2 \right) \\
+ \Delta t \sum_{n=1}^{m} \left( c_4 \|\phi^n_h\|_h^2 + c_5 \|\nabla \phi^n_h\|_{L^2}^2 + c_6 \|\phi^{n-1}_h\|_h^2 + c_7 \|\phi^n_h\|_h^2 \right).
\]

(3.15)

By Hölder’s and Young’s inequalities, we have

\[
\int_{\Omega} \mathcal{I}_h \left[ \sigma^n_h (1 - \phi^n_m) \right] \, dx \leq \frac{\chi_\sigma}{4} \|\sigma^n_h\|_{h, \Omega}^2 + \frac{2\chi_\varphi}{\chi_\sigma} \|\phi^n_m\|_h^2 + C(\chi_\sigma, \chi_\varphi, \Omega).
\]

(3.16)

Moreover, we obtain from (2.18) that

\[
R_1 \|\phi^n_m\|_h^2 \leq \int_{\Omega} \mathcal{I}_h \left[ \psi(\phi^n_m) \right] \, dx + R_2 |\Omega|.
\]

(3.17)
Hence, we can deduce from (3.15)–(3.17) that

\[
\begin{align*}
\left(AR_1 - \frac{2\chi_c^2}{\chi_\sigma} \frac{B}{2} \right) \|\varphi_h^n\|^2_h + \frac{B}{2} \|\nabla \varphi_h^n\|^2_{L^2} + \frac{\chi_\sigma}{4} \sigma_h^n &\quad + \frac{B}{2} \sum_{n=1}^{m} \|\nabla \varphi_h^n - \nabla \varphi_h^{n-1}\|^2_{L^2} + \frac{\chi_\sigma}{4} \sum_{n=1}^{m} |\sigma_h^n - \sigma_h^{n-1}|^2_h \\
+ \Delta t \sum_{n=1}^{m} \left( \frac{1}{2} \|\mu_h^n\|^2_h + c_1 \|\nabla \mu_h^n\|^2_{L^2} + c_2 \|\nabla \sigma_h^n\|^2_{L^2} + c_3 \sigma_h^n_\Omega \right)
\end{align*}
\]

(3.18)

\leq |\mathcal{F}_h(\varphi_h^0, \sigma_h^0)| + C \left( T + \Delta t \sum_{n=1}^{N_T} \|\varphi_h^n\|^2_h \right) + \sum_{n=1}^{m} \frac{2\chi_c^2}{\chi_\sigma} \left( \|\varphi_h^n\|^2_h + \|\varphi_h^{n-1}\|^2_h \right) + \Delta t \sum_{n=1}^{m} \left( c_4 \|\sigma_h^n\|^2_h + c_5 \|\nabla \varphi_h^n\|^2_{L^2} + c_6 \|\varphi_h^{n-1}\|^2_h + c_7 \|\varphi_h^n\|^2_h \right).

To apply a discrete Gronwall argument, i.e. Lemma 3.1, we have to absorb all terms on the right-hand side with index \(n = m\). Hence, we obtain from (3.18) that

\[
\begin{align*}
\left(AR_1 - \frac{4\chi_c^2}{\chi_\sigma} - c_7 \Delta t \right) \|\varphi_h^m\|^2_h + \left( \frac{B}{2} - c_5 \Delta t \right) \|\nabla \varphi_h^m\|^2_{L^2} + \left( \frac{\chi_\sigma}{4} - c_4 \Delta t \right) \sigma_h^m &\quad + \frac{B}{2} \sum_{n=1}^{m} \|\nabla \varphi_h^n - \nabla \varphi_h^{n-1}\|^2_{L^2} + \frac{\chi_\sigma}{4} \sum_{n=1}^{m} |\sigma_h^n - \sigma_h^{n-1}|^2_h \\
+ \Delta t \sum_{n=1}^{m} \left( \frac{1}{2} \|\mu_h^n\|^2_h + c_1 \|\nabla \mu_h^n\|^2_{L^2} + c_2 \|\nabla \sigma_h^n\|^2_{L^2} + c_3 \sigma_h^n_\Omega \right)
\end{align*}
\]

(3.19)

\leq |\mathcal{F}_h(\varphi_h^0, \sigma_h^0)| + C \left( T + \Delta t \sum_{n=1}^{N_T} \|\varphi_h^n\|^2_h \right) + \sum_{n=0}^{m-1} \left( \frac{4\chi_c^2}{\chi_\sigma} + (c_6 + c_7) \Delta t \right) \|\varphi_h^n\|^2_h

+ \Delta t \sum_{n=1}^{m-1} \left( c_4 \|\sigma_h^n\|^2_h + c_5 \|\nabla \varphi_h^n\|^2_{L^2} \right).

We need to make sure that all coefficients on the left-hand side are positive which can be achieved with the following restriction to the time step size \(\Delta t\):

\[
\Delta t < \Delta t_* := \min \left\{ \frac{B}{2c_0}, \frac{\chi_\sigma}{4c_4}, \frac{AR_1 - 4\chi_c^2}{c_7} \right\},
\]

(20)

where the constants \(c_4, c_5, c_7 > 0\) are defined by (3.13). We remark that \(AR_1 - \frac{4\chi_c^2}{\chi_\sigma} > 0\) by assumption (2.20). Hence, we obtain from Lemma 3.1, (2.12) and (2.16) that

\[
\begin{align*}
\|\varphi_h^n\|^2_h + \|\nabla \varphi_h^n\|^2_{L^2} + \sigma_h^n &\quad + \sum_{n=1}^{m} \|\nabla \varphi_h^n - \nabla \varphi_h^{n-1}\|^2_{L^2} + \sum_{n=1}^{m} \sigma_h^n - \sigma_h^{n-1}\|^2_h \\
+ \Delta t \sum_{n=1}^{m} \left( \|\mu_h^n\|^2_h + \|\nabla \mu_h^n\|^2_{L^2} + \|\nabla \sigma_h^n\|^2_{L^2} + \sigma_h^n_\Omega \right)
\end{align*}
\]

(3.21)

\[\leq C \left( T + |\mathcal{F}_h(\varphi_h^0, \sigma_h^0)| + \Delta t \sum_{n=1}^{N_T} \|\varphi_h^n\|^2_h \right) \cdot \exp(CT) \leq C,
\]

for some constants \(C > 0\) that are independent of \(h\) and \(\Delta t\). Taking the maximum over \(m = 1, \ldots, N_T\) on the left-hand side yields the desired result. \(\square\)
Lemma 4.1. We recall the following lemma from [26, Chap. 9.1] which is a direct consequence of Brouwer's fixed point theorem.

**Remark 3.3.** We remark that the assumptions (2.20) and (3.20) are by no means optimal assumptions. The assumption (2.20) is necessary because the term

$$\int_{\Omega} \mathcal{I}_h \left[ \sigma_h^n (1 - \varphi_h^n) \right] dx$$

in the discrete energy $\mathcal{F}_h(\varphi_h^n, \sigma_h^n)$ on the left-hand side of (3.15) can be negative. Hence, we perform the steps (3.16)–(3.18) to absorb it. For more details, also see [33, Remark 3.1]. The condition (3.20) appears when applying a discrete Gronwall argument in (3.19).

4 Existence and continuous dependence of discrete solutions

We recall the following lemma from [26, Chap. 9.1] which is a direct consequence of Brouwer’s fixed point theorem.

**Lemma 4.1** (Zeros of a vector field). For $n \in \mathbb{N}$, assume that the continuous function $\mathbf{v} : \mathbb{R}^n \to \mathbb{R}^n$ satisfies

$$\mathbf{v}(\mathbf{x}) \cdot \mathbf{x} \geq 0 \quad \text{if} \ |\mathbf{x}| = R,$$

for some $R > 0$. Then there exists a point $\mathbf{x} \in B_R(0)$ such that $\mathbf{v}(\mathbf{x}) = 0$.

Now we can establish the following existence result.

**Theorem 4.2** (Existence). Let $\varphi_h^0, \sigma_h^0 \in \mathcal{S}_h$ and for $n = 1, ..., N_T$, let $\sigma_h^n \in \mathcal{S}_h$ be given by (2.11) and (2.15), respectively. Furthermore, assume that $\Delta t < \Delta t^*$, where $\Delta t^*$ is given by (3.20). Then, for all $n = 1, ..., N_T$, there exists a solution triplet $(\varphi_h^n, \mu_h^n, \sigma_h^n) \in (\mathcal{S}_h)^3$ of (2.21a)–(2.21c) which fulfills (3.3).

**Proof** Let us define a vector field $\mathbf{v} : \mathbb{R}^{3N_h} \to \mathbb{R}^{3N_h}$ that maps the coefficient vector $\mathbf{z} \in \mathbb{R}^{3N_h}$ of

$$\left( \mu_h^n, \varphi_h^n, \sigma_h^n, \chi \rho_s \varphi_h^n \right) \in (\mathcal{S}_h)^3,$$

to the left-hand side of (2.21a)–(2.21c). Then, a zero of $\mathbf{v}$ corresponds to a solution of (2.21a)–(2.21c).

The aim is to show $\mathbf{v}(\mathbf{z}) \cdot \mathbf{z} \geq c_1 |\mathbf{z}|^2 - c_2$ with $|\mathbf{z}| = R > 0$ for some $R > 0$ and some constants $c_1, c_2 > 0$ that are independent of $\varphi_h^n, \mu_h^n, \sigma_h^n$. We obtain similarly to the proof of Lemma 3.2 that

$$\mathbf{v}(\mathbf{z}) \cdot \mathbf{z} = \int_{\Omega} \mathcal{I}_h \left[ \left( \frac{\varphi_h^n - \varphi_h^{n-1}}{\Delta t} - \Gamma_h \right) \mu_h^n \right] + \int_{\Omega} [m(\varphi_h^{n-1})] \nabla \mu_h^n \cdot \nabla \mu_h^n dx$$

$$+ \int_{\Omega} \mathcal{B} \nabla \varphi_h^n \cdot \nabla (2 \mu_h^n - \frac{1}{\Delta t} \varphi_h^n) dx$$

$$+ \int_{\Omega} \mathcal{I}_h \left[ \left( \frac{\sigma_h^n - \sigma_h^{n-1}}{\Delta t} + \Gamma_h \right) \chi \rho_s \varphi_h^n \right] \nabla (\chi \rho_s \varphi_h^n) dx$$

$$+ \int_{\Omega} [n(\varphi_h^{n-1})] \nabla \sigma_h^n \cdot \nabla (\chi \rho_s \varphi_h^n) dx$$

$$+ \int_{\Omega} \mathcal{I}_h \left[ \left( \frac{\sigma_h^n - \sigma_h^{n-1}}{\Delta t} + \Gamma_h \right) \chi \rho_s \varphi_h^n \right] dH^{d-1}$$

$$\geq C \left( \frac{1}{\Delta t} - \frac{1}{\Delta t^*} \right) \left( |\varphi_h^n|^2_2 + |\nabla \varphi_h^n|^2_2 + |\sigma_h^n|^2_2 \right)$$

$$+ C \left( |\mu_h^n|^2_2 + |\nabla \mu_h^n|^2_2 + |\nabla \sigma_h^n|^2_2 + |\sigma_h^n|^2_2 \right) - C(\varphi_h^{n-1}, \sigma_h^{n-1}, \sigma_h^{n,h})$$

$$\geq C(|\varphi|^2 + |\mu|^2 + |\sigma|^2) - C(\varphi_h^{n-1}, \sigma_h^{n-1}, \sigma_h^{n,h}),$$
for various constants $C > 0$ that are independent of $\varphi^n_h, \mu^n_h, \sigma^n_h$, where $\Delta t_*$ is given by \eqref{3.20} and the coefficient vectors of $\varphi^n_h, \mu^n_h, \sigma^n_h \in \mathcal{S}_h$ are denoted by $\varphi, \mu, \sigma \in \mathbb{R}^{N_h}$.

Let us remark that

$$
||| \cdot ||| : (\varphi, \mu, \sigma) \mapsto \left( |\mu|^2 + |\sigma|^2 + \left| \frac{1}{\Delta t} \varphi - \chi_{\sigma} \sigma - \chi_{\varphi} \varphi \right|^2 \right)^{1/2}
$$

defines a norm on the finite dimensional space $\mathbb{R}^{3N_h}$. The definiteness of $||| \cdot |||$ can be shown as follows. Assuming $|||(\varphi, \mu, \sigma)||| = 0$, it follows from the first term that $\mu = 0$. The second term yields $\varphi = 0$. Then, from the third term, we have $\sigma = 0$.

Hence, on noting norm equivalence in finite dimensions, we obtain with $R = |x| = |||(\varphi, \mu, \sigma)|||$ large enough that

$$
\mathcal{V}(x) \cdot x \geq C(|\varphi|^2 + |\mu|^2 + |\sigma|^2) - C(\varphi_{n-1}, \mu_{n-1}, \sigma_{n-1})^n \mathcal{S}_h, \mu, \sigma_{\infty})
$$
$$
\geq C|x|^2 - C(\varphi_{n-1}, \mu_{n-1}, \sigma_{\infty})^n \mathcal{S}_h, \mu, \sigma_{\infty})
$$
$$
> 0.
$$

It follows from Lemma 4.1 that there exists a zero of $\mathcal{V}$ which corresponds to a solution of \eqref{2.21a}–\eqref{2.21c}. \hfill \Box

In the next theorem, we assume that the source terms $\Gamma_{\varphi}(\cdot, \cdot)$ and $\Gamma_{\sigma}(\cdot, \cdot)$ are Lipschitz continuous in both arguments and that the mobility functions $m(\cdot)$ and $n(\cdot)$ are constant. This makes it possible to show that solutions of \eqref{2.21a}–\eqref{2.21c} depend continuously on the initial and boundary data if the time step size $\Delta t > 0$ is small enough. In particular, discrete solutions are unique.

**Theorem 4.3** (Continuous dependence). Let $\Gamma_{\varphi}, \Gamma_{\sigma} \in C^{0,1}(\mathbb{R}^2)$ with Lipschitz constants $L_{\Gamma_{\varphi}}, L_{\Gamma_{\sigma}} > 0$. Moreover, suppose that $m(\cdot) = n(\cdot) = 1$. For $i = 1, 2$, and $n = 1, \ldots, N_T$, let $(\varphi^n_{h,i}, \mu^n_{h,i}, \sigma^n_{h,i}) \in (\mathcal{S}_h)^3$ be solutions of \eqref{2.21a}–\eqref{2.21c} with corresponding initial data $\varphi^0_{h,i}, \sigma^0_{h,i} \in \mathcal{S}_h$ and boundary data $\sigma^0_{\infty,h,i} \in \mathcal{S}_h$, $n = 1, \ldots, N_T$. Let

$$
\Delta t \leq \frac{B}{2A^2L_{\varphi}^2 \mathcal{S}_h^2 + 4\chi^2 + 3B(L_{\Gamma_{\varphi}} + L_{\Gamma_{\sigma}})}.
$$

Then, there exist constants $C > 0$ that are independent of $h, \Delta t$ such that

$$
\max_{m=1,\ldots,N_T} \left( \frac{1}{2} \left\| \varphi^m_{h,1} - \varphi^m_{h,2} \right\|^2_h + \left\| \sigma^m_{h,1} - \sigma^m_{h,2} \right\|^2_h \right)
$$
$$
+ \sum_{n=1}^{N_T} \left( \left\| (\varphi^n_{h,1} - \varphi^n_{h,2}) - (\varphi^n_{h,1} - \varphi^n_{h,2}) \right\|^2_h + \left\| (\sigma^n_{h,1} - \sigma^n_{h,2}) - (\sigma^n_{h,1} - \sigma^n_{h,2}) \right\|^2_h \right)
$$
$$
+ \Delta t \sum_{n=1}^{N_T} \left( \left\| \mu^n_{h,1} - \mu^n_{h,2} \right\|^2_h + \left\| \nabla(\sigma^n_{h,1} - \sigma^n_{h,2}) \right\|^2_2 + \left\| \sigma^n_{h,1} - \sigma^n_{h,2} \right\|^2_h \right)
$$
$$
\leq C \left( \left\| \varphi^0_{h,1} - \varphi^0_{h,2} \right\|^2_h + \left\| \sigma^0_{h,1} - \sigma^0_{h,2} \right\|^2_h + \Delta t \sum_{n=1}^{N_T} \left\| \sigma^n_{\infty,h,1} - \sigma^n_{\infty,h,2} \right\|^2_h \right) \cdot \exp(CT).
$$

**Proof** For $n = 1, \ldots, N_T$, suppose there are two solutions of \eqref{2.21a}–\eqref{2.21c} denoted by $(\varphi^n_{h,i}, \mu^n_{h,i}, \sigma^n_{h,i})$, $i = 1, 2$, with corresponding initial data $\varphi^0_{h,i}, \sigma^0_{h,i}$ and boundary data $\sigma^0_{\infty,h,i}$. Let us denote the differences by

$$
\varphi^n_h = \varphi^n_{h,1} - \varphi^n_{h,2}, \quad \mu^n_h = \mu^n_{h,1} - \mu^n_{h,2}, \quad \sigma^n_h = \sigma^n_{h,1} - \sigma^n_{h,2}, \quad \sigma^n_{\infty,h} = \sigma^n_{\infty,h,1} - \sigma^n_{\infty,h,2}.
$$

It holds that

$$
\int_{\Omega} \left[ \mathcal{I}_h \left( \varphi^n_{h} - \varphi^n_{h,1} \right) \zeta_h - \Delta t \left( \Gamma_{\varphi}(\varphi^n_{h,1}, \sigma^n_{h,1}) - \Gamma_{\varphi}(\varphi^n_{h,2}, \sigma^n_{h,2}) \right) \zeta_h \right] + \Delta t \nabla \mu^n_h \cdot \nabla \zeta_h \, dx = 0,
$$

\hfill (4.3a)
\[
\int_\Omega \left[ \mu^n_h + \chi_\sigma \sigma^n_h \right] \varrho_h - A \left( \psi'_1(\varphi^n_{h,1} - \varphi^n_{h,2}) + \psi'_2(\varphi^n_{h,1} - \varphi^n_{h,2}) \right) \varrho_h \, dx \\
- \int_\Omega B \nabla \varphi^n_h : \nabla \varrho_h \, dx = 0, \tag{4.3b}
\]
\[
\int_\Omega \left( \sigma^n_h - \sigma^n_{h-1} \right) \xi_h + \Delta t \left( \Gamma_\sigma(\varphi^n_{h,1}, \sigma^n_{h,1}) - \Gamma_\sigma(\varphi^n_{h,2}, \sigma^n_{h,2}) \right) \xi_h \, dx \\
+ \int_\Omega \Delta t \left( \chi_\sigma \nabla \sigma^n_h - \chi_\varphi \nabla \varphi^n_h \right) : \nabla \xi_h \, dx + \int_{\partial \Omega} \Delta t K \int_\Omega \left[ \left( \sigma^n_h - \sigma^n_{h-\infty} \right) \xi_h \right] \, dH^{d-1} = 0, \tag{4.3c}
\]
for all \( \xi_h, \varrho_h, \xi_h \in S^h \). Setting \( \xi_h = B \varphi^n_h, \varrho_h = \Delta t \left( \mu^n_h - \chi_\varphi \sigma^n_h \right), \xi_h = B \sigma^n_h \) in (4.3a)–(4.3c) and adding the resulting equations yields, on noting equations (3.5), that
\[
\frac{B}{2} \left( \| \varphi^n_h \|_h^2 - \| \varphi^n_n - \varphi^{n-1}_h \|_h^2 + \| \varphi^n_n - \varphi^{n-1}_h \|_h^2 + \| \varphi^n_n \|_h^2 - \| \varphi^{n-1}_h \|_h^2 + \| \varphi^n_n - \varphi^{n-1}_h \|_h^2 \right) \\
+ \Delta t \left( \| \mu^n_h \|_h^2 - \Delta t \chi_\sigma \| \sigma^n_h \|_h^2 + \Delta t B \chi_\sigma \| \nabla \sigma^n_h \|_h^2 + \Delta t B K \| \sigma^n_h \|_h,\partial \Omega \right) \\
= \Delta t A \int_\Omega \left[ \left( \psi'_1(\varphi^n_{h,1} - \varphi^n_{h,2}) + \psi'_2(\varphi^n_{h,1} - \varphi^n_{h,2}) \right) \left( \mu^n_h - \chi_\varphi \sigma^n_h \right) \right] \, dx \\
+ \Delta t B \int_\Omega \left[ \left( \Gamma_\sigma(\varphi^n_{h,1}, \sigma^n_{h,1}) - \Gamma_\sigma(\varphi^n_{h,2}, \sigma^n_{h,2}) \right) \varphi^n_h \right] \, dx \\
- \Delta t B \int_\Omega \left[ \left( \Gamma_\sigma(\varphi^n_{h,1}, \sigma^n_{h,1}) - \Gamma_\sigma(\varphi^n_{h,2}, \sigma^n_{h,2}) \right) \sigma^n_h \right] \, dx \\
+ \Delta t B K \int_{\partial \Omega} \int_\Omega \left[ \left( \sigma^n_{\infty,h}, \sigma^n_h \right) \right] \, dH^{d-1}.
\]
Using the Lipschitz assumptions of \( \psi'_1, \psi'_2, \Gamma_\varphi, \Gamma_\sigma \), we have
\[
| \psi'_1(\varphi^n_{h,1} - \varphi^n_{h,2}) | \leq L_{\psi'_1} \| \varphi^n_h \|_h, \\
| \psi'_2(\varphi^n_{h,1} - \varphi^n_{h,2}) | \leq L_{\psi'_2} \| \varphi^n_n - \varphi^{n-1}_h \|_h, \\
| \Gamma_\sigma(\varphi^n_{h,1}, \sigma^n_{h,1}) - \Gamma_\sigma(\varphi^n_{h,2}, \sigma^n_{h,2}) | \leq L_{\Gamma_\sigma} \left( | \varphi^n_n | + | \sigma^n_h | \right), \\
| \Gamma_\sigma(\varphi^n_{h,1}, \sigma^n_{h,1}) - \Gamma_\sigma(\varphi^n_{h,2}, \sigma^n_{h,2}) | \leq L_{\Gamma_\sigma} \left( | \varphi^n_n | + | \sigma^n_h | \right).
\]
On noting Young’s inequality, we obtain together with (4.4), that
\[
\frac{B}{2} \left( \| \varphi^n_h \|_h^2 - \| \varphi^n_n - \varphi^{n-1}_h \|_h^2 + \| \varphi^n_n - \varphi^{n-1}_h \|_h^2 + \| \varphi^n_n \|_h^2 - \| \varphi^{n-1}_h \|_h^2 + \| \varphi^n_n - \varphi^{n-1}_h \|_h^2 \right) \\
+ \Delta t \left( \| \mu^n_h \|_h^2 - \Delta t \chi_\sigma \| \sigma^n_h \|_h^2 + \Delta t B \chi_\sigma \| \nabla \sigma^n_h \|_h^2 + \Delta t B K \| \sigma^n_h \|_h,\partial \Omega \right) \\
\leq \Delta t A \int_\Omega \left[ \left( L_{\psi'_1} | \varphi^n_h | + L_{\psi'_2} | \varphi^n_{n-1} | \right) \left( \mu^n_h + \chi_\varphi | \sigma^n_h | \right) \right] \, dx \\
+ \Delta t B \int_\Omega \left[ \left( L_{\Gamma_\varphi} | \varphi^n_n | + L_{\Gamma_\sigma} \right) | \varphi^n_n | + \left( L_{\Gamma_\varphi} + \left( | \varphi^n_n | + \left( | \sigma^n_h \right) \right) \right) \right] \, dx \\
+ \frac{1}{2} \Delta t B K \left( \| \sigma^n_{\infty,h} \|_h,\partial \Omega + \| \sigma^n_h \|_h,\partial \Omega \right) \\
\leq \frac{1}{2} \Delta t \left( \| \varphi^n_n \|_h^2 + \Delta t \left( A^2 L_{\psi'_1} + \chi_\sigma \right) \left( \| \varphi^n_n \|_h^2 + \| \sigma^n_h \|_h^2 \right) + C \left( A, \chi_\varphi, L_{\psi'_1}, L_{\psi'_2} \right) \| \varphi^n_{n-1} \|_h^2 \right) \\
+ \Delta t B \left( \frac{3}{2} L_{\Gamma_\varphi} + \frac{1}{2} L_{\Gamma_\sigma} \right) | \varphi^n_{n-1} |_h^2 + \Delta t B \left( \frac{3}{2} L_{\Gamma_\varphi} + \frac{3}{2} L_{\Gamma_\sigma} \right) | \sigma^n_h |_h^2 \\
+ \frac{1}{2} \Delta t B K \left( \| \sigma^n_{\infty,h} \|_h,\partial \Omega + \| \sigma^n_h \|_h,\partial \Omega \right).
\]
Absorbing the terms on the right-hand side and summing from \( n = 1, \ldots, m \), where \( m = 1, \ldots, N_T \), leads
\[
\begin{align*}
&\frac{B}{2}(\|\varphi_h^n\|_h^2 + \|\sigma_h^n\|_h^2) + \frac{B}{2} \sum_{n=1}^{m} \left(\|\varphi_h^n - \varphi_h^{n-1}\|_h^2 + \|\sigma_h^n - \sigma_h^{n-1}\|_h^2\right) \\
&\quad + \Delta t \sum_{n=1}^{m} \left(\frac{1}{2} \|\mu_h^n\|_h^2 + B \chi_\sigma \|\nabla \sigma_h^n\|_{L^2}^2 + \frac{1}{2} BK \|\sigma_h^n\|_{L^2, \partial \Omega}^2\right) \\
&\quad \leq \frac{B}{2} \left(\|\varphi_h^0\|_h^2 + \|\sigma_h^0\|_h^2 + \Delta t \sum_{n=1}^{NT} \|\sigma_{\infty,h}^n\|_{L^2, \partial \Omega}^2\right) + \Delta t \sum_{n=0}^{m-1} C(A, \chi_\sigma, L_{\psi_1}, L_{\psi_2}, \beta, B) \left(\|\varphi_h^n\|_h^2 + \|\sigma_h^n\|_h^2\right).
\end{align*}
\]

(4.6)

In order to apply a discrete Gronwall argument, we absorb the terms on the right-hand side of (4.6) with index \(n = m\). Therefore, we receive

\[
\begin{align*}
&\left(\frac{B}{2} - \Delta t(2 \chi_\sigma^2 + A^2 L_{\psi_1}^2 + \frac{3}{2} B(L_{\Gamma_{\psi,\sigma}} + L_{\Gamma_{\sigma}}))\right) \left(\|\varphi_h^n\|_h^2 + \|\sigma_h^n\|_h^2\right) \\
&\quad + \frac{B}{2} \sum_{n=1}^{m} \left(\|\varphi_h^n - \varphi_h^{n-1}\|_h^2 + \|\sigma_h^n - \sigma_h^{n-1}\|_h^2\right) \\
&\quad + \Delta t \sum_{n=1}^{m} \left(\frac{1}{2} \|\mu_h^n\|_h^2 + B \chi_\sigma \|\nabla \sigma_h^n\|_{L^2}^2 + \frac{1}{2} BK \|\sigma_h^n\|_{L^2, \partial \Omega}^2\right) \\
&\quad \leq \frac{B}{2} \left(\|\varphi_h^0\|_h^2 + \|\sigma_h^0\|_h^2 + \Delta t \sum_{n=1}^{NT} \|\sigma_{\infty,h}^n\|_{L^2, \partial \Omega}^2\right) \\
&\quad + \Delta t \sum_{n=0}^{m-1} C(A, \chi_\sigma, L_{\psi_1}, L_{\psi_2}, \beta, B, L_{\Gamma_{\psi,\sigma}}, L_{\Gamma_{\sigma}}) \left(\|\varphi_h^n\|_h^2 + \|\sigma_h^n\|_h^2\right).
\end{align*}
\]

(4.7)

The terms on the left-hand side are nonnegative supposed that

\[
\Delta t < \frac{B}{2A^2 L_{\psi_1}^2 + 4 \chi_\sigma^2 + 3B(L_{\Gamma_{\psi,\sigma}} + L_{\Gamma_{\sigma}})}.
\]

(4.8)

Hence, we can deduce from Lemma 3.1 that there exist constants \(C > 0\) that are independent of \(h, \Delta t\) such that

\[
\begin{align*}
&\|\varphi_h^n\|_h^2 + \|\sigma_h^n\|_h^2 + \sum_{n=1}^{m} \left(\|\varphi_h^n - \varphi_h^{n-1}\|_h^2 + \|\sigma_h^n - \sigma_h^{n-1}\|_h^2\right) \\
&\quad + \Delta t \sum_{n=1}^{m} \left(\|\mu_h^n\|_h^2 + \|\nabla \sigma_h^n\|_{L^2}^2 + \|\sigma_h^n\|_{L^2, \partial \Omega}^2\right) \\
&\quad \leq C \left(\|\varphi_h^0\|_h^2 + \|\sigma_h^0\|_h^2 + \Delta t \sum_{n=1}^{NT} \|\sigma_{\infty,h}^n\|_{L^2, \partial \Omega}^2\right) \cdot \exp(CT).
\end{align*}
\]

(4.9)

Taking the maximum over \(m = 1, ..., NT\) on the left-hand side proves the result.

\[\square\]

**Remark 4.4.**

1. In practice, the constants \(A\) and \(B\) are usually defined as \(A = \frac{\beta}{2}\) and \(B = \beta \epsilon\), respectively, where \(\epsilon\) is a small constant. From Lemma 3.2 and Theorem 4.2, we have the condition \(\Delta t = O(\epsilon)\) for the time step size in order to obtain stability and existence of solutions of (2.21a)–(2.21c). In contrast to this, and with additional assumptions on the mobility functions and source terms, we can deduce from Theorem 4.3 that the time step size must fulfill the condition \(\Delta t = O(\epsilon^3)\) to obtain continuous dependence and, in particular, uniqueness of discrete solutions.
2. Suppose that the source terms have the specific form
\[ \Gamma_\varphi(\varphi, \sigma) = (\lambda_p \sigma - \lambda_a) h(\varphi), \quad \Gamma_\sigma(\varphi, \sigma) = \lambda_c \sigma h(\varphi), \]
for all \( \varphi, \sigma \in \mathbb{R} \), where \( \lambda_p, \lambda_a, \lambda_c \) are nonnegative constants referring to proliferation, apoptosis and consumption rate. Moreover, \( h : \mathbb{R} \to \mathbb{R} \) is a nonnegative, bounded and Lipschitz continuous function with \( h(-1) = 0 \) and \( h(1) = 1 \). This specific choice of the source terms is motivated by linear kinetics and is a common choice for numerical simulations of tumour growth models \([22, 37]\).

With the choice (4.10), continuous dependence of solutions of (2.21a)–(2.21c) on the initial and boundary data can be shown analogously to Theorem 4.3 if the time step size is small enough. The main difference is that
\[ |\sigma_{h,1}^n h(\varphi_{h,1}^n) - \sigma_{h,2}^n h(\varphi_{h,2}^n)| \leq |\sigma_{h,1}^n||h(\varphi_{h,1}^n) - h(\varphi_{h,2}^n)| + |\sigma_{h,1}^n - \sigma_{h,2}^n||h(\varphi_{h,2}^n)| \]

where \( L_h \) denotes the Lipschitz constant of \( h(\cdot) \) and \( h_\infty = \|h(\cdot)\|_{L^\infty(\mathbb{R})} \). Following the proof, one then has to handle triple products of the form
\[ \int_\Omega I_h \left[ |\sigma_{h,1}^n||\varphi_{h,1}^n - \varphi_{h,2}^n| + |\sigma_{h,1}^n - \sigma_{h,2}^n||\varphi_{h,2}^n| \right] dx. \]

With further calculations, these terms can be bounded by
\[ C_1 ||\varphi_{h,1}^n - \varphi_{h,2}^n||_{H^1}^2 + C_2 ||\sigma_{h,1}^n - \sigma_{h,2}^n||_{L^2}^2 + C_3 ||\nabla(\sigma_{h,1}^n - \sigma_{h,2}^n)||_{L^2}^2 \]

where the constant \( C_1 \) depends on \( \max_{n=1, \ldots, N_T} ||\sigma_{h,1}^n||_{L^2}^2 \), which can be bounded uniformly in \((h, \Delta t)\) if the time step size is small enough, see Lemma 3.2. The constants \( C_2, C_3 \) arise from Young’s inequality and only depend on the model parameters. The third term can be absorbed whereas the first two terms can be handled with a discrete Gronwall argument, i.e., Lemma 3.1, if the time step size satisfies an additional constraint.

5 Higher order estimates

In this section we prove higher order estimates for solutions of (2.21a)–(2.21c). This is needed in order to show more compactness properties for \( \varphi \) in space dimensions \( d = 2, 3 \) which is needed in presence of the nodal interpolation operator \( \hat{Q}_h \). However, for \( d = 1 \), the stability estimates (3.3) give enough spatial regularity to pass to the limit in the scheme (2.21a)–(2.21c).

At first, we introduce the projection operator \( \hat{Q}_h : L^2(\Omega) \to S_h \) defined by
\[ \int_\Omega I_h \left[ \hat{Q}_h \eta \zeta_h \right] dx = \int_\Omega \eta \zeta_h dx, \quad \forall \zeta_h \in S_h. \] (5.1)

It holds, see, e.g., \([4, 5]\):
\[ ||\eta - \hat{Q}_h \eta||_{L^2} + h||\nabla \eta - \nabla \hat{Q}_h \eta||_{L^2} \leq C h ||\nabla \eta||_{L^2} \quad \forall \eta \in H^1(\Omega), \]

with a constant \( C > 0 \) which is independent of \( h \).

**Lemma 5.1.** Let the assumptions of Theorem 4.2 hold. Then it holds
\[ \Delta t \sum_{n=1}^{N_T} \left( ||\Delta h \varphi_{h}^n||_{L^2}^2 + \left\| \frac{\varphi_{h}^n - \varphi_{h}^{n-1}}{\Delta t} \right\|_{(H^1)^*}^2 + \left\| \frac{\sigma_{h}^n - \sigma_{h}^{n-1}}{\Delta t} \right\|_{(H^1)^*}^2 \right) \leq C, \]

and
\[ \Delta t \sum_{n=0}^{N_T-l} ||\varphi_{h}^{n+l} - \varphi_{h}^n||_{L^2}^2 \leq C l \Delta t, \]

for any \( l \in \{1, \ldots, N_T\} \), where the constants \( C > 0 \) are independent of \( h, \Delta t \).
Proof On noting the definition of the discrete Laplacian (2.13), we can rewrite (2.21b) as
\[
\int_{\Omega} I_h \left[ \left( -\mu h + A\psi_n(\varphi_n) + A\psi(\varphi) - \chi_n \sigma_n h \right) \partial h \right] = 0, \quad \forall \zeta_h \in S_h.
\]
Choosing \(\vartheta_h = \Delta h \varphi^n\) and dividing both sides by \(B\) yields
\[
\|\Delta h \varphi^n\|_h^2 = \frac{1}{B} \int_{\Omega} I_h \left[ \left( -\mu h + A\psi_n(\varphi_n) + A\psi(\varphi) - \chi_n \sigma_n h \right) \varphi^n \right].
\]
Together with Young’s inequality and the growth assumptions on \(\psi, \psi\), we obtain
\[
\|\Delta h \varphi^n\|_h^2 \leq \frac{1}{2} + \frac{2}{B^2} \|\mu h\|_h^2 + \frac{2A^2}{B^2} \|\psi_n\|_h^2 + \frac{2A^2}{B^2} \|\psi\|_h^2 + \frac{2\chi^2}{B^2} \|\sigma_n h\|^2
\leq \frac{1}{2} + \frac{2}{B^2} \|\mu h\|_h^2 + \|\varphi^n\|_h^2 + \|\varphi\|_h^2 + \|\sigma_n h\|^2.
\]
Absorbing \(\frac{1}{2}\|\Delta h \varphi^n\|_h^2\) to the left-hand side, noting (3.3), multiplying both sides with \(\Delta t\) and summing from \(n = 1, \ldots, N_T\) yields
\[
\Delta t \sum_{n=1}^{N_T} \|\Delta h \varphi^n\|_h^2 \leq \Delta t \sum_{n=1}^{N_T} C \left( \|\mu h\|_h^2 + \|\varphi^n\|_h^2 + \|\varphi\|_h^2 + \|\sigma_n h\|^2 \right) \leq C.
\] (5.4)
Applying (2.3) leads to the first bound in (5.3a).
Let \(\zeta \in H^1(\Omega)\). On noting (5.1), (5.2), (2.21a), Hölder’s inequality, the linear growth of \(\Gamma_\nu\) and (2.3), we obtain
\[
\int_{\Omega} \left( \frac{\varphi^n - \varphi^{n-1}_h}{\Delta t} \right) \zeta \, dx = \int_{\Omega} I_h \left[ \left( \frac{\varphi^n - \varphi^{n-1}_h}{\Delta t} \right) \hat{Q}_h \zeta \right] \, dx
\leq C \left( 1 + \|\varphi^n\|_h + \|\sigma_n h\|_h \right) \|\hat{Q}_h \zeta\|_{L^2} \|\nabla \hat{Q}_h \zeta\|_{L^2}
\leq C \left( 1 + \|\varphi^n\|_h + \|\sigma_n h\|_h + \frac{1}{\Delta t} \|\nabla \mu h\|_{L^2} \right) \|\zeta\|_{H^1}.
\]
which gives
\[
\left\| \frac{\varphi^n - \varphi^{n-1}_h}{\Delta t} \right\|_{(H^1)'} \leq C \left( 1 + \|\varphi^n\|_h + \|\sigma_n h\|_h + \frac{1}{\Delta t} \|\nabla \mu h\|_{L^2} \right).
\] (5.5)
Similarly, we receive from (5.1), (5.2), (2.21c), Hölder’s inequality, the linear growth of \(\Gamma_\nu\), (2.3), (2.4) and the trace theorem, that
\[
\int_{\Omega} \left( \frac{\sigma^n h - \sigma^{n-1}_h}{\Delta t} \right) \zeta \, dx = \int_{\Omega} I_h \left[ \left( \frac{\sigma^n h - \sigma^{n-1}_h}{\Delta t} \right) \hat{Q}_h \zeta \right] \, dx
\leq C \left( 1 + \|\varphi^n\|_h + \|\sigma_n h\|_h \right) \|\hat{Q}_h \zeta\|_{H^{d-1}} \|\nabla \hat{Q}_h \zeta\|_{L^2}
\leq C \left( 1 + \|\varphi^n\|_h + \|\sigma_n h\|_h \right) \|\hat{Q}_h \zeta\|_{H^{d-1}} + K \|\zeta\|_{H^{d-1}}
\leq C \left( 1 + \|\varphi^n\|_h + \|\sigma_n h\|_h + \|\nabla \sigma_n h\|_{L^2} + \|\nabla \sigma\|_{L^2} \right) \|\zeta\|_{H^{d-1}},
\]
which yields
\[
\left\| \frac{\sigma_h^n - \sigma_h^{n-1}}{\Delta t} \right\|_{(H^1)'_\Omega} \leq C \left( 1 + \|\nu_h^n\| + \|\sigma_h^n\| + \|\nabla\varphi_h^n\|_{L^2} + \|\nabla\sigma_h^n\|_{L^2} + \|\sigma_h^n\|_{H,\partial\Omega} + \|\sigma_{\infty,h}^n\|_{H,\partial\Omega} \right).
\] (5.6)

Hence, we obtain from (5.5), (5.6) and (3.3), that
\[
\Delta t \sum_{n=1}^{N_T} \left( \left\| \frac{\varphi_h^n - \varphi_h^{n-1}}{\Delta t} \right\|_{(H^1)'_\Omega}^2 + \left\| \frac{\sigma_h^n - \sigma_h^{n-1}}{\Delta t} \right\|_{(H^1)'_\Omega}^2 \right)
\leq C \Delta t \sum_{n=1}^{N_T} \left( 1 + \|\nu_h^n\| + \|\sigma_h^n\| + \|\nabla\varphi_h^n\|_{L^2} + \|\nabla\sigma_h^n\|_{L^2} + \|\sigma_h^n\|_{H,\partial\Omega} + \|\sigma_{\infty,h}^n\|_{H,\partial\Omega} \right) \leq C.
\]

This proves the second and third bounds in (5.3a).

Next, we test (2.21a) with \( \zeta_h = \Delta t (\varphi_h^{m+l} - \varphi_h^m) \), where \( m = 0, ..., N_T - l \) and \( l = 1, ..., N_T \), to obtain
\[
0 = \int_\Omega \mathcal{I}_h \left( (\varphi_h^{m+l} - \varphi_h^m) - \Delta t \Gamma_{\varphi,h}(\varphi_h^{m+l} - \varphi_h^m) \right) + \Delta t \int_\Omega [m(\varphi_h^{m-1})] \nabla \mu_h^n \cdot (\varphi_h^{m+l} - \varphi_h^m) \, dx.
\]

Summing from \( n = m + 1, ..., m + l \) gives
\[
0 = \int_\Omega \mathcal{I}_h [\varphi_h^{m+l} - \varphi_h^m] \, dx - \Delta t \sum_{n=m+1}^{m+l} \int_\Omega \mathcal{I}_h \left[ \Gamma_{\varphi,h}(\varphi_h^n, \sigma_h^n)(\varphi_h^{m+l} - \varphi_h^m) \right] \, dx + \Delta t \sum_{n=m+1}^{m+l} \int_\Omega \mathcal{I}_h [m(\varphi_h^{m-1})] \nabla \mu_h^n \cdot (\varphi_h^{m+l} - \varphi_h^m) \, dx,
\]

which yields on noting (2.3), (3.3), Hölder’s inequality and the assumptions on \( \Gamma_{\varphi,\cdot,\cdot} \) and \( m(\cdot) \), that
\[
\left\| \varphi_h^{m+l} - \varphi_h^m \right\|_{L^2}^2 \leq C \Delta t \sum_{n=m+1}^{m+l} \left( \left\| \Gamma_{\varphi,h}(\varphi_h^n, \sigma_h^n) \right\|_{L^2} + \|\nabla\mu_h^n\|_{L^2} + \|\nabla\sigma_h^n\|_{L^2} \right) \left\| \varphi_h^{m+l} - \varphi_h^m \right\|_{H^1}
\leq C \Delta t \sum_{n=m+1}^{m+l} \left( \left\| \Gamma_{\varphi,h}(\varphi_h^n, \sigma_h^n) \right\|_{L^2} + \|\nabla\mu_h^n\|_{L^2} + \|\nabla\sigma_h^n\|_{L^2} \right) \left\| \varphi_h^{m+l} - \varphi_h^m \right\|_{H^1}
\leq C \Delta t \sum_{k=1}^{N_T-l} \left( \left\| \Gamma_{\varphi,h}(\varphi_h^n, \sigma_h^n) \right\|_{L^2} + \|\nabla\mu_h^{m+k}\|_{L^2} + \|\nabla\sigma_h^{m+k}\|_{L^2} \right) \left\| \varphi_h^{m+l} - \varphi_h^m \right\|_{H^1}.
\]

Multiplying both sides by \( \Delta t \), summing from \( m = 0, ..., N_T - l \) and applying a Hölder’s inequality and the bounds (3.3) leads to
\[
\Delta t \sum_{m=0}^{N_T-l} \left\| \varphi_h^{m+l} - \varphi_h^m \right\|_{L^2}^2 \leq C(\Delta t)^2 \sum_{k=1}^{l} \sum_{m=0}^{N_T-l} \left( \left\| \Gamma_{\varphi,h}(\varphi_h^n, \sigma_h^n) \right\|_{L^2} + \|\nabla\mu_h^{m+k}\|_{L^2} + \|\nabla\sigma_h^{m+k}\|_{L^2} \right) \left\| \varphi_h^{m+l} - \varphi_h^m \right\|_{H^1}
\leq C \Delta t \sum_{k=1}^{l} \left( \left\| \Gamma_{\varphi,h}(\varphi_h^n, \sigma_h^n) \right\|_{L^2} + \|\nabla\mu_h^{m+k}\|_{L^2} + \|\nabla\sigma_h^{m+k}\|_{L^2} \right) \left( \Delta t \sum_{m=0}^{N_T-l} \left\| \varphi_h^{m+l} - \varphi_h^m \right\|_{H^1} \right)^2 \leq C \Delta t.
\]

This proves (5.3b).
6 Convergence to a weak solution

In this section, we will use compactness arguments and the bounds (3.3), (5.3a) to show that solutions of the discrete scheme (2.21a)–(2.21c) converge to a weak solution of (1.1a)–(1.1c) when we pass to the limit \((h, \Delta t) \to (0, 0)\).

For future reference, we recall the following compactness results from [52, Sect. 8, Cor. 4 and Thm. 5]. Let \(X, Y, Z\) be Banach spaces with a compact embedding \(X \hookrightarrow Y\) and a continuous embedding \(Y \hookrightarrow Z\). Let \(1 \leq p < \infty\) and \(r > 1\). Then we have the following compact embeddings:

\[
\{ \eta \in L^p(0, T; X) : \partial_t \eta \in L^1(0, T; Z) \} \hookrightarrow L^p(0, T; Y),
\]

\[
\{ \eta \in L^\infty(0, T; X) : \partial_t \eta \in L^r(0, T; Z) \} \hookrightarrow C([0, T]; Y).
\]

Moreover, let \(F\) be a bounded subset in \(L^p(0, T; X)\) with

\[
\lim_{\theta \to 0} \| \eta(\cdot + \theta) - \eta(\cdot, \cdot) \|_{L^p(0, T-\theta; Z)} = 0 \quad \text{uniformly for } \eta \in F.
\]

Then \(F\) is relatively compact in \(L^p(0, T; Y)\) if \(1 \leq p < \infty\) and in \(C([0, T]; Y)\) if \(p = \infty\), respectively.

Let us introduce the following notation for affine-linear and piecewise constant extensions of time-discrete functions \(a^n(\cdot), n = 0, \ldots, N_T:\)

\[
a^{\Delta t}(\cdot, t) := \frac{t - t_n}{\Delta t} a^n(\cdot) + \frac{t_n - t}{\Delta t} a^{n-1}(\cdot) \quad t \in [t_{n-1}, t_n], \ n \in \{1, \ldots, N_T\},
\]

\[
a^{\Delta t^+}(\cdot, t) := a^n(\cdot), \quad a^{\Delta t^-}(\cdot, t) := a^{n-1}(\cdot) \quad t \in (t_{n-1}, t_n), \ n \in \{1, \ldots, N_T\}.
\]

Using this notation, we can reformulate the system (2.21a)–(2.21c) continuously in time. Multiplying each equation in (2.21a)–(2.21c) by \(\Delta t\) and summing from \(n = 1, \ldots, N_T\), we obtain for all test functions \((\zeta_h, \varphi^h, \xi_h) \in (L^2(0, T; S_h))^3\) that

\[
\int_0^T \int_\Omega I_h \left[ \left( \partial_t \varphi^h + \Gamma \varphi^h \right) \zeta_h \right] \, dx \, dt = 0,
\]

\[
\int_0^T \int_\Omega I_h \left[ \left( - \mu^h \varphi^h + A \psi^h \varphi^h \right) \nabla \varphi^h \cdot \nabla \zeta_h \right] \, dx \, dt = 0,
\]

\[
\int_0^T \int_\Omega I_h \left[ \left( \partial_t \sigma^h + \Gamma \sigma^h \right) \xi_h \right] \, dx \, dt = 0,
\]

subject to the initial conditions \(\varphi^h(0) = \varphi^0_h, \sigma^h(0) = \sigma^0_h\).

Under the assumptions of Theorem 4.2, we can deduce from (3.3), (5.3a), (5.3b), (2.3), (2.12), (2.4), (6.2) and (6.3) that

\[
\| \varphi^h(\cdot, \pm) \|^2_{L^\infty(0, T; H^1)} + \| \varphi^h \|^2_{L^2(0, T; L^2)} + \| \partial_t \varphi^h \|^2_{L^2(0, T; (H^1)'^*)}
\]

\[
+ \| \sigma^h(\cdot, \pm) \|^2_{L^\infty(0, T; L^2)} + \| \sigma^h \|^2_{L^2(0, T; H^1)} + \| \partial_t \sigma^h \|^2_{L^2(0, T; (H^1)'^*)} + \| \partial_t \sigma^h \|^2_{L^2(0, T; (H^1)'^*)}
\]

\[
+ \| \mu^h(\cdot, \pm) \|^2_{L^2(0, T; H^1)} + \| \frac{1}{\Delta t} \varphi^h - \varphi^h_{\Delta t}(\cdot, \pm) \|^2_{L^2(0, T; H^1)} + \| \frac{1}{\Delta t} \sigma^h - \sigma^h_{\Delta t}(\cdot, \pm) \|^2_{L^2(0, T; L^2)} \leq C,
\]

and for any \(l \in \{1, \ldots, N_T\},\)

\[
\int_0^{T-l \Delta t} \| \varphi^h(\cdot, \pm)(t + l \Delta t) - \varphi^h_{\Delta t}(\cdot, \pm)(t) \|^2_{L^2} \, dt \leq C l \Delta t,
\]
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with constants $C > 0$ that are independent of $h, \Delta t$.

In the following step, we show that there exists a subsequence of $(\varphi_h^{\Delta t(\pm)}, \mu_h^{\Delta t(\pm)}, \sigma_h^{\Delta t(\pm)})_{h, \Delta t > 0}$ that converges to some limit functions $(\varphi, \mu, \sigma)$ as $(h, \Delta t) \to (0, 0)$.

**Lemma 6.1.** Let the assumptions of Theorem 4.2 hold. Then there exist a subsequence of $(\varphi_h^{\Delta t(\pm)}, \mu_h^{\Delta t(\pm)}, \sigma_h^{\Delta t(\pm)})_{h, \Delta t > 0}$ and functions $\varphi, \mu, \sigma$ satisfying

\[ \varphi \in L^\infty(0, T; H^1) \cap L^2(0, T; H^2) \cap H^1(0, T; (H^1)'), \quad (6.6a) \]
\[ \mu \in L^2(0, T; H^1), \quad (6.6b) \]
\[ \sigma \in L^\infty(0, T; L^2) \cap L^2(0, T; H^1) \cap H^1(0, T; (H^1)'), \quad (6.6c) \]

with $\varphi(0) = \varphi_0$ and $\sigma(0) = \sigma_0$ in $L^2(\Omega)$, such that, as $(h, \Delta t) \to (0, 0)$,

\[ \varphi_h^{\Delta t(\pm)} \to \varphi \quad \text{weakly-}*, \quad (6.7a) \]
\[ \partial_t \varphi_h^{\Delta t} \to \partial_t \varphi \quad \text{weakly}, \quad (6.7b) \]
\[ \Delta_h \varphi_h^{\Delta t(\pm)} \to \Delta \varphi \quad \text{weakly}, \quad (6.7c) \]
\[ \varphi_h^{\Delta t(\pm)} \to \varphi \quad \text{weakly-in} \ L^2(0, T; W^{1,s}), \quad (6.7d) \]
\[ \varphi_h^{\Delta t(\pm)} \to \varphi \quad \text{strongly-in} \ L^2(0, T; C^{0,\alpha}(\Omega)), \quad (6.7e) \]
\[ \mu_h^{\Delta t(\pm)} \to \mu \quad \text{weakly}, \quad (6.7f) \]
\[ \sigma_h^{\Delta t(\pm)} \to \sigma \quad \text{weakly-}*, \quad (6.7g) \]
\[ \sigma_h^{\Delta t(\pm)} \to \sigma \quad \text{weakly-in} \ L^2(0, T; H^1), \quad (6.7h) \]
\[ \partial_t \sigma_h^{\Delta t} \to \partial_t \sigma \quad \text{weakly-in} \ L^2(0, T; (H^1)'), \quad (6.7i) \]
\[ \sigma_h^{\Delta t(\pm)} \to \sigma \quad \text{strongly-in} \ L^2(0, T; L^p), \quad (6.7j) \]

where $s \in [2, \infty), \alpha \in [0, 1), p \in [1, \infty)$ if $d \in \{1, 2\}$, and $s \in [2, 6), \alpha \in [0, \frac{1}{2}), p \in [1, 6)$ if $d = 3$, respectively.

**Proof** It follows from (6.5a) that

\[ \|\varphi_h^{\Delta t} - \varphi_h^{\Delta t(\pm)}\|^2_{L^2(0, T; H^1)} + \|\sigma_h^{\Delta t} - \sigma_h^{\Delta t(\pm)}\|^2_{L^2(0, T; L^2)} \leq C \Delta t \to 0, \quad (6.8) \]

as $\Delta t \to 0$. Therefore, on noting (6.5a) and (6.8), we can choose a subsequence of $(\varphi_h^{\Delta t(\pm)}, \mu_h^{\Delta t(\pm)}, \sigma_h^{\Delta t(\pm)})_{h, \Delta t > 0}$ such that there exist limit functions

\[ \varphi \in L^\infty(0, T; H^1) \cap H^1(0, T; (H^1)'), \]
\[ \mu \in L^2(0, T; H^1), \]
\[ \sigma \in L^\infty(0, T; L^2) \cap L^2(0, T; H^1) \cap H^1(0, T; (H^1)'), \]

such that the convergence results (6.7a), (6.7b), (6.7f), (6.7g), (6.7h) and (6.7i) hold.

Let $\zeta \in C^1([0, T]; H^1)$ with $\zeta(T) = 0$. By integration by parts in time, we obtain

\[ \langle \varphi_h^{\Delta t}, \zeta(0) \rangle_{L^2} = \langle \varphi_h^{\Delta t}(0), \zeta(0) \rangle_{L^2} = -\int_0^T \langle \partial_t \varphi_h^{\Delta t}, \zeta \rangle_{L^2} dt - \int_0^T \langle \varphi_h^{\Delta t}, \partial_t \zeta \rangle_{L^2} dt. \]

On noting (2.11) and (2.6), the term on the left-hand side converges to $(\varphi_0, \zeta(0))_{L^2}$ as $h \to 0$. It follows from (6.7b) and (6.7a) that the terms on the right-hand side converge to

\[ -\int_0^T \langle \partial_t \varphi, \zeta \rangle dt - \int_0^T \langle \varphi, \partial_t \zeta \rangle_{L^2} dt = \langle \varphi(0), \zeta(0) \rangle_{L^2}, \]
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as \((h, \Delta t) \to (0, 0)\), where \(\langle \cdot, \cdot \rangle\) denotes the duality pairing between \(H^1(\Omega)\) and its dual space. The last equality is a consequence of the continuous embedding

\[
L^2(0, T; H^1) \cap H^1(0, T; (H^1)') \hookrightarrow C([0, T]; L^2),
\]

from, e.g., [56, Thm. 25.5], and integration by parts in time. Hence, the initial conditions for \(\varphi\) are satisfied. The result for \(\sigma\) can be established analogously.

We can deduce from (2.12), (6.5a) and (2.3) that

\[
\| \Delta_h \varphi_h^{\Delta_t(\pm)} \|_{L^2(0,T;L^2)} \leq C. \tag{6.9}
\]

The result (6.7c) follows analogously to [8, Lemma 3.1]. Together with elliptic regularity, as \(\Omega\) is a convex, polygonal domain, we obtain additionally that \(\varphi \in L^2(0,T;H^2)\).

We can establish (6.7j) for a subsequence of \(\sigma_h^{\Delta t}\) on noting (6.7i), (6.7h) and (6.1a), as the embedding \(H^1(\Omega) \hookrightarrow L^p(\Omega)\) is compact. Combining this with (6.8), (6.5a) and a Gagliardo-Nirenberg inequality yields the result (6.7j) for a subsequence of \(\sigma_h^{\Delta t, \pm}\).

On extracting a further subsequence, it follows from (6.7c) and (2.14) that (6.7d) holds. The strong convergence of a subsequence of \(\varphi_h^{\Delta t}\) to \(\varphi\) in \(L^2(0,T;C^{0,\alpha}(\Omega))\), as \((h, \Delta t) \to (0, 0)\), is a consequence of (6.7b), (6.7d) and (6.1b), as the embedding \(W^{1,\alpha}(\Omega) \hookrightarrow C^{0,\alpha}(\Omega)\) is compact. Moreover, we obtain from (6.5b), (6.7d) and (6.1c) that \(\varphi_h^{\Delta t, \pm} \rightharpoonup \varphi\) strongly in \(L^2(0,T;C^{0,\alpha}(\Omega))\), as \((h, \Delta t) \to (0, 0)\), as the embedding \(W^{1,\alpha}(\Omega) \hookrightarrow C^{0,\alpha}(\Omega)\) is compact. This yields (6.7e).

For our main result, we will need the following lemma which is a slightly modified version of [6, Lemma 6.8].

**Lemma 6.2.** Assume that \(g \in C^{0,1}(\mathbb{R}^n, \mathbb{R})\) with Lipschitz constant \(L_g\) and \(n \in \mathbb{N}\). Then it holds for all \(K \in \mathcal{T}_h\) and \(q_h \in (S_h^n)^n\), that

\[
\| \mathcal{I}_h [g(q_h)] - g(q_h) \|_{L^2(K)}^2 \leq C L_g^2 n^2 \left( \| \nabla q_h \|_{L^2(K)}^2 \right). \tag{6.10}
\]

Now we pass to the limit in the system (2.21a)–(2.21c).

**Theorem 6.3** (Convergence). Let the assumptions of Lemma 6.1 hold. Additionally, assume that \(\Gamma_\phi, \Gamma_\sigma \in C^{0,1}(\mathbb{R}^2, \mathbb{R})\) with Lipschitz constants \(L_{\Gamma_\phi}\) and \(L_{\Gamma_\sigma}\), respectively. Then, the functions \(\varphi, \mu, \sigma\) from Lemma 6.1 satisfy for all \(\zeta, \eta, \xi \in L^2(0,T;H^1)\)

\[
\begin{align*}
\int_0^T \langle \partial_t \varphi, \zeta \rangle \, dt &= \int_0^T \int_\Omega -m(\varphi) \nabla \mu \cdot \nabla \zeta + \Gamma_\phi(\varphi, \sigma) \zeta \, dx \, dt, \quad \tag{6.11a} \\
\int_0^T \int_\Omega \mu \eta \, dx \, dt &= \int_0^T \int_\Omega A \eta(\varphi) \varphi + B \nabla \eta \cdot \nabla \varphi - \chi \varphi \eta \, dx \, dt, \quad \tag{6.11b} \\
\int_0^T \langle \partial_t \sigma, \xi \rangle \, dt &= \int_0^T \int_\Omega -n(\varphi)(\chi \sigma \nabla \varphi - \chi \varphi \nabla \sigma) \cdot \nabla \xi - \Gamma_\sigma(\varphi, \sigma) \xi \, dx \, dt \quad \tag{6.11c} \\
&\quad + \int_0^T \int_{\partial \Omega} K(\sigma_{\infty} - \sigma) \xi \, d\mathcal{H}^{d-1} \, dt,
\end{align*}
\]

and \(\varphi(0) = \varphi_0, \sigma(0) = \sigma_0\) in \(L^2(\Omega)\), where \(\langle \cdot, \cdot \rangle\) denotes the duality pairing between \(H^1(\Omega)\) and its dual space.

**Proof** Let \(\zeta \in C_0^\infty(0,T;H^1)\). We then define \(\zeta_h := \mathcal{I}_h [\zeta] \in C_0^\infty(0,T;S_h)\). It holds for the first term in (6.4a) that

\[
\left| \int_0^T \langle \partial_t \varphi_h^{\Delta t}, \zeta_h \rangle_h - \langle \partial_t \varphi, \zeta \rangle \, dt \right| \leq \left| \int_0^T \langle \varphi_h^{\Delta t}, \partial_t \zeta_h \rangle_h - \langle \varphi^{\Delta t}, \partial_t \zeta \rangle \, L^2 \, dt \right|
\]
The first and the second terms on the right-hand side vanish as \((h, \Delta t) \to (0,0)\) by using (2.8), (2.10a), (2.10b) and (6.5a). The last term converges to 0 as \((h, \Delta t) \to (0,0)\) on noting (6.7b).

For the boundary integrals in (6.4c), we have

\[
\left| \int_0^T \left( \sigma_h^{\Delta t, +} \cdot \zeta_h \right)_{h, \partial \Omega} - \left( \sigma, \zeta \right)_{L^2(\partial \Omega)} \right| \leq \left| \int_0^T \left( \sigma_h^{\Delta t, +} \cdot \zeta_h \right)_{h, \partial \Omega} - \left( \sigma_h^{\Delta t, +} \cdot \zeta_h \right)_{L^2(\partial \Omega)} \right| + \left| \int_0^T \left( \sigma_h^{\Delta t, +} - \sigma_h^{\Delta t, +} \right) \cdot \zeta_h \right|_{L^2(\partial \Omega)} dt
\]

On noting (2.9), (2.10a) and (6.5a), we obtain that the first term on the right-hand side can be bounded by \(Ch\|\sigma_h^{\Delta t, +}\|_{L^2(0,T;H^1)}\|\zeta\|_{L^2(0,T;H^1)} \to 0\) in the limit \((h, \Delta t) \to (0,0)\). The second and the third term on the right-hand side vanish as \((h, \Delta t) \to (0,0)\) on noting (2.10c), (6.5a), (6.7b) and the continuity of the trace operator.

The passage to the limit in the remaining linear terms in (6.4a)–(6.4c) can be established similarly.

Now we show convergence of the nonlinear terms. By the continuity of \(m(\cdot)\), (6.7e) and (2.7), we have for almost all \(t \in (0,T)\) that

\[
\|\mathcal{I}_h \left[ m(\varphi_h^{\Delta t, -}) \right] - m(\varphi) \|_{L^\infty} \leq \|\mathcal{I}_h \left[ m(\varphi_h^{\Delta t, -}) - m(\varphi) \right] \|_{L^\infty} + \|\mathcal{I}_h \left[ m(\varphi) \right] - m(\varphi) \|_{L^\infty}
\]

where the right-hand side converges to zero, as \((h, \Delta t) \to (0,0)\). Hence, by the boundedness of \(m(\cdot)\) and (2.10b), it holds

\[
\mathcal{I}_h \left[ m(\varphi_h^{\Delta t, -}) \right] \nabla \varsigma_h \to m(\varphi) \nabla \varsigma \quad \text{a.e. in } \Omega_T \text{ as } (h, \Delta t) \to (0,0),
\]

\[
\mathcal{I}_h \left[ m(\varphi_h^{\Delta t, -}) \right] \nabla \varsigma_h \leq m_1 \nabla \varsigma_h \quad \text{a.e. in } \Omega_T, \text{ for all } h, \Delta t > 0,
\]

\[
m_1 \nabla \varsigma_h \to m_1 \nabla \varsigma \quad \text{strongly in } L^2(\Omega_T) \text{ as } (h, \Delta t) \to (0,0).
\]

Applying the generalised Lebesgue dominated convergence theorem [1, Chap. 3] yields

\[
\|\mathcal{I}_h \left[ m(\varphi_h^{\Delta t, -}) \right] \nabla \varsigma_h - m(\varphi) \nabla \varsigma \|_{L^2(\Omega_T)} \to 0,
\]

as \((h, \Delta t) \to (0,0)\). Together with the weak convergence of \(\nabla \mu_h^{\Delta t, +}\) to \(\nabla \mu\) in \(L^2(0,T;L^2)\), as \((h, \Delta t) \to (0,0)\), we obtain by the product of weak-strong convergence [1, Chap. 8], that

\[
\int_0^T \int_\Omega \mathcal{I}_h \left[ m(\varphi_h^{\Delta t, -}) \right] \nabla \varsigma_h \cdot \nabla \mu_h^{\Delta t, +} \, dx \, dt \to \int_0^T \int_\Omega m(\varphi) \nabla \varsigma \cdot \nabla \mu \, dx \, dt,
\]

as \((h, \Delta t) \to (0,0)\). The terms involving \(n(\cdot)\) can be dealt with in a similar fashion.
By the assumption that the source term $\Gamma_\varphi(\cdot, \cdot)$ is Lipschitz continuous, we can proceed as follows.

\[
\left| \int_0^T \left( \Gamma_\varphi(\varphi_h^{\Delta t^+}, \sigma_h^{\Delta t^+}), \zeta_h \right)_h - \left( \Gamma_\varphi(\varphi, \sigma), \zeta \right)_{L^2} \right| \\
\leq \left| \int_0^T \left( \mathcal{I}_h [\Gamma_\varphi(\varphi_h^{\Delta t^+}, \sigma_h^{\Delta t^+})], \zeta_h \right)_h - \left( \mathcal{I}_h [\Gamma_\varphi(\varphi_h^{\Delta t^+}, \sigma_h^{\Delta t^+})], \zeta_h \right)_{L^2} \right| \\
+ \left| \int_0^T \left( \Gamma_\varphi(\varphi_h^{\Delta t^+}, \sigma_h^{\Delta t^+}) - \Gamma_\varphi(\varphi_h^{\Delta t^+}, \sigma_h^{\Delta t^+}), \zeta_h \right)_{L^2} \right| \\
+ \left| \int_0^T \left( \Gamma_\varphi(\varphi, \sigma), \zeta_h - \zeta \right)_{L^2} \right| \\
=: I + II + III + IV.
\]

On noting Hölder’s inequality, (2.8), (2.5), (2.10a), (2.3) and the growth assumptions on $\Gamma_\varphi$, it holds that

\[
I \leq C h \left\| \mathcal{I}_h [\Gamma_\varphi(\varphi_h^{\Delta t^+}, \sigma_h^{\Delta t^+})] \right\|_{L^2(0,T;L^2)} \left\| \zeta \right\|_{L^2(0,T;H^1)} \\
\leq C h \left( 1 + \|\varphi_h^{\Delta t^+}\|_{L^2(0,T;L^2)} + \|\sigma_h^{\Delta t^+}\|_{L^2(0,T;L^2)} \right) \left\| \zeta \right\|_{L^2(0,T;H^1)}.
\]

(6.13)

Moreover, we receive on noting Hölder’s inequality, (6.10) and (2.10a) that

\[
II \leq C \left\| \mathcal{I}_h [\Gamma_\varphi(\varphi_h^{\Delta t^+}, \sigma_h^{\Delta t^+})] - \Gamma_\varphi(\varphi_h^{\Delta t^+}, \sigma_h^{\Delta t^+}) \right\|_{L^2(0,T;L^2)} \left\| \zeta \right\|_{L^2(0,T;H^1)} \\
\leq C h \left( \|\nabla \varphi_h^{\Delta t^+}\|_{L^2(0,T;L^2)} + \|\nabla \sigma_h^{\Delta t^+}\|_{L^2(0,T;L^2)} \right) \left\| \zeta \right\|_{L^2(0,T;H^1)}.
\]

(6.14)

Hence, on noting (6.5a) we obtain that $I, II \to 0$, as $(h, \Delta t) \to (0, 0)$. Moreover, by the Lipschitz continuity of $\Gamma_\varphi(\cdot, \cdot)$, (6.7e), (6.7j) and (2.10a), we obtain that $III \to 0$, as $(h, \Delta t) \to (0, 0)$. Further, it holds that $IV \to 0$, as $(h, \Delta t) \to (0, 0)$ by noting (2.10a), (6.6) and the growth assumptions on $\Gamma_\varphi$. This leads to

\[
\left| \int_0^T \left( \Gamma_\varphi(\varphi_h^{\Delta t^+}, \sigma_h^{\Delta t^+}), \zeta_h \right)_h - \left( \Gamma_\varphi(\varphi, \sigma), \zeta \right)_{L^2} \right| \to 0,
\]
as $(h, \Delta t) \to (0, 0)$.

The terms containing $\psi_1(\cdot), \psi_2(\cdot), \Gamma_\sigma(\cdot, \cdot)$ can be treated similarly using the Lipschitz continuity and growth assumptions.

Finally, we obtain that $\varphi, \mu, \sigma$ form a solution of the system (6.11a)–(6.11c) in the required sense. \(\square\)

**Remark 6.4.**

1. Assume that the source terms $\Gamma_\varphi, \Gamma_\sigma : \mathbb{R}^2 \to \mathbb{R}$ have the specific form (4.10). Then, the passage to the limit in the terms containing $\Gamma_\varphi$ and $\Gamma_\sigma$ for $(h, \Delta t) \to (0, 0)$ can be established with the following strategy.

   First of all, similarly to (6.10), one can show the following result for $\Gamma_\varphi$ (and similarly for $\Gamma_\sigma$):

   \[
   \left\| \mathcal{I}_h [\Gamma_\varphi(\varphi_h, \sigma_h)] - \Gamma_\varphi(\varphi_h, \sigma_h) \right\|^2_{L^2(K)} \leq C h^2 \left( L_h^2 \|\sigma_h\|_{L^\infty(K)} \|\nabla \varphi_h\|_{L^2(K)} + \|h(\cdot)\|_{L^\infty(\mathbb{R})} \|\nabla \sigma_h\|_{L^2(K)}^2 \right),
   \]

   (6.15)

   for all $\varphi_h, \sigma_h \in \mathcal{S}_h$ and all simplices $K \in \mathcal{T}_h$.

   For the terms $I$ and $IV$ in (6.12), one can follow the proof of Theorem 6.3 in order to show $I, IV \to 0$, as $(h, \Delta t) \to (0, 0)$. Further, we can use the specific form of $\Gamma_\varphi$ together with (6.7e), (6.7j) and (2.10a) to obtain $III \to 0$, as $(h, \Delta t) \to (0, 0)$. Instead of the calculation in (6.14), we proceed as follows to
show \( II \to 0 \), as \((h, \Delta t) \to (0, 0)\). On noting Hölder’s inequality, (2.10a), (6.15) and (6.5a), it holds that

\[
II = \left| \int_0^T \left( \mathcal{I}_h \Gamma_\varphi (\varphi_h^{\Delta t, +}, \sigma_h^{\Delta t, +}) - \Gamma_\varphi (\varphi_h^{\Delta t, +}, \sigma_h^{\Delta t, +}), \zeta_h \right) \right|_{L^2(t,T;\mathcal{L}^2)} \, dt \\
\leq C \left\| \mathcal{I}_h \Gamma_\varphi (\varphi_h^{\Delta t, +}, \sigma_h^{\Delta t, +}) - \Gamma_\varphi (\varphi_h^{\Delta t, +}, \sigma_h^{\Delta t, +}) \right\|_{L^2(0,T;L^2)} \| \zeta \|_{L^2(0,T;H^1)} \\
\leq C \left( h^{1 - \frac{d}{2}} + h \right) \| \zeta \|_{L^2(0,T;H^1)},
\]

where we used

\[
h \| \sigma_h^{\Delta t, +} \|_{L^2(0,T;L^2)} \leq C h^{1 - \frac{d}{2}} \| \sigma_h^{\Delta t, +} \|_{L^2(0,T;\mathcal{L}^2)} \leq C h^{1 - \frac{d}{2}} \| \sigma_h^{\Delta t, +} \|_{L^2(0,T;H^1)},
\]

for any \( q \in (1, \infty) \) if \( d = 1 \) and \( q \in (d, \frac{2d}{d-2}) \) if \( d \in \{2, 3\} \) on noting (2.5) and the Sobolev embedding \( H^1(\Omega) \to L^q(\Omega) \) for \( d \in \{1, 2, 3\} \).

Hence, we finally obtain that

\[
\left| \int_0^T \left( \Gamma_\varphi (\varphi_h^{\Delta t, +}, \sigma_h^{\Delta t, +}), \zeta_h \right) - \left( \Gamma_\varphi (\varphi, \sigma), \zeta \right) \right|_{L^2} \, dt \to 0,
\]

as \((h, \Delta t) \to (0, 0)\). The other source term \( \Gamma_\sigma \) can be treated similarly.

2. Let us assume that the mobility functions \( m(\cdot), n(\cdot) \) are constant and that the source terms \( \Gamma_\varphi, \Gamma_\sigma \) have the specific form (4.10). Then, it follows from \cite[Thm. 2.2]{33} that solutions \((\varphi, \mu, \sigma)\) of (6.11a)–(6.11c) depend continuously on the initial and boundary data. In particular, solutions of (6.11a)–(6.11c) are unique. This result also holds if \( \Gamma_\varphi, \Gamma_\sigma \) are Lipschitz continuous and the proof is similar to the proof of Theorem 4.3.

Moreover, this result can also be obtained from the passage of the limit in Theorem 4.3, as \((h, \Delta t) \to (0, 0)\), supposed that one can pass to the limit on the right-hand side of (4.2), as \((h, \Delta t) \to (0, 0)\).

Hence, under the assumptions of Theorem 6.3 and, in addition, if the mobility functions are constant, every subsequence of \((\varphi_h^{\Delta t, \pm}, \mu_h^{\Delta t, \pm}, \sigma_h^{\Delta t, \pm})\) has a further subsequence converging to the same limit \((\varphi, \mu, \sigma)\). We then already have that the whole sequence \((\varphi_h^{\Delta t, \pm}, \mu_h^{\Delta t, \pm}, \sigma_h^{\Delta t, \pm})\) converges to \((\varphi, \mu, \sigma)\).

7 Numerical results

In this section, we present numerical results for the model (1.1). In particular, we want to illustrate the practicability of the fully-discrete scheme (2.21a)–(2.21c) in the space dimensions \( d \in \{1, 2, 3\} \). First, let us introduce the following scheme for which in (2.21a)–(2.21c) specific choices of the parameters \( A, B \) and the nutrient mobility function \( n(\cdot) \) have been applied.

For given discrete initial data \((\varphi_0^n, \sigma_0^n) \in (\mathcal{S}_h)^2\) and for \( n = 1, \ldots, N_T \), find the discrete solution triplet \((\varphi_h^n, \mu_h^n, \sigma_h^n) \in (\mathcal{S}_h)^3\) which satisfies for any test function triplet \((\zeta_h, \vartheta_h, \xi_h) \in (\mathcal{S}_h)^3\):

\[
\int_{\Omega} \mathcal{I}_h \left[ \left( \varphi_h^n - \varphi_h^{n-1} \Delta t \right) - \Gamma_\varphi (\varphi_h^n, \sigma_h^n) \right] \zeta_h + \int_{\Omega} [m(\varphi_h^{n-1})] \nabla \mu_h^n \cdot \nabla \zeta_h \, dx = 0, \tag{7.1a}
\]

\[
\int_{\Omega} \left[ \left( \mu_h^n - \frac{\beta}{\epsilon} \psi_1 (\varphi_h^n) - \frac{\beta}{\epsilon} \psi_2 (\varphi_h^{n-1}) + \chi \varphi \sigma_h^n \right) \vartheta_h \right] - \beta \epsilon \varphi_h^n \nabla \varphi_h^n \cdot \nabla \vartheta_h \, dx = 0, \tag{7.1b}
\]

\[
\int_{\Omega} \left[ \left( \sigma_h^n - \frac{\sigma_h^{n-1}}{\Delta t} + \Gamma_\sigma (\varphi_h^n, \sigma_h^n) \right) \xi_h \right] + \left( \nabla \sigma_h^n - \eta \nabla \varphi_h^n \right) \cdot \nabla \xi_h \, dx \\
+ \int_{\partial \Omega} \mathcal{I}_h \left[ K(\sigma_h^n - \sigma_{\infty,h}^{\sigma}) \xi_h \right] \, dH^{d-1} = 0. \tag{7.1c}
\]
Here we defined the parameters $A, B$ as $A = \frac{\beta}{2}, B = \beta \epsilon$, where $\epsilon > 0$ is proportional to the width of the diffuse interface, and $\beta > 0$ denotes the surface tension. By the simplifying assumption that diffusion processes of the nutrient are not influenced by the type of tissue, we limit the numerical experiments as in [37] to the case of a constant nutrient mobility function, i.e. $n(\phi^{-1}) = \chi_{\sigma}^{-1}$. Further, in the model (1.1), the effects of chemotaxis (movement of the tumour along the nutrient gradient) and active nutrient transport (active movement of nutrients towards the tumour) are both connected via the parameter $\chi$. The choice of the nutrient mobility function $n(\cdot)$ was introduced and motivated in [37] in order to decouple these two processes. In particular, the ratio between the parameters $\chi$ and $\chi_{\sigma}$, i.e. $\eta := \frac{\chi_{\sigma}}{\chi}$, in (7.1c) accounts for active nutrient transport while $\chi$ in (7.1b) controls the effects of chemotaxis.

Throughout all numerical experiments, we make the following choices for the source terms $\Gamma_{\phi}(\cdot, \cdot), \Gamma_{\sigma}(\cdot, \cdot)$, the potential $\psi(\cdot) = \psi_1(\cdot) + \psi_2(\cdot)$ and the mobility function $m(\cdot)$ which are defined for all $r, s \in [-2, 2]$ by

\begin{align}
\Gamma_{\phi}(r, s) &= \frac{1}{2}(\lambda_p s - \lambda_a)(1 + r), \\
\Gamma_{\sigma}(r, s) &= \frac{1}{2}\lambda_\sigma s(1 + r), \\
\psi_1(r) &= \frac{1}{4}r^4 \quad \text{with} \quad \psi_1'(r) = r^3, \\
\psi_2(r) &= -\frac{1}{2}r^2 \quad \text{with} \quad \psi_2'(r) = -r, \\
m(r) &= M \left(\frac{1}{2}(1 + r)^2 + m_0\right).
\end{align}

For $r, s \in \mathbb{R}\setminus[-2, 2]$, we truncate the functions $\Gamma_{\phi}(\cdot, \cdot), \Gamma_{\sigma}(\cdot, \cdot), m(\cdot)$ and restrict the potential $\psi(\cdot) = \psi_1(\cdot) + \psi_2(\cdot)$ to quadratic growth such that the assumptions (A2)–(A4) hold true. We remind that the approach of the truncated functions is inevitable for the mathematical analysis of the discrete scheme (2.21a)–(2.21c). In practice, our numerical experiments indicate that the order parameter $\phi$ and the nutrient $\sigma$ stay within the range $[-2, 2]$. In particular, we observe $\phi \in [-1 - \delta, 1 + \delta]$ and $\sigma \in [0, 1 + \delta]$ for a relatively small constant $\delta > 0$.

In the biological context, the source terms in (7.2)–(7.3) model the processes of proliferation, apoptosis and nutrient consumption with the corresponding rates $\lambda_p, \lambda_a, \lambda_\sigma \geq 0$. We assume these effects to occur only in presence of tumour cells and to vanish in the pure healthy phase where $\phi = -1$. Also, the potential $\psi$ is chosen of polynomial type such that $\psi = \psi_1 + \psi_2$ with $\psi_1$ convex and $\psi_2$ concave. Moreover, the choice of $m(\cdot)$ in (7.6) allows for a constant mobility ($M = 0, m_0 > 0$) and for a (nearly) one-sided degenerate mobility function ($M > 0, m_0 \approx 0$), where both choices were suggested in [22].

Let us now explain some implementation aspects for the system (7.1a)–(7.1c). All calculations have been performed in Python using the finite element software tool FEniCS [45]. In order to solve the nonlinear system (7.1a)–(7.1c), it is linearized with the Newton method and the resulting linear systems are solved with the PETSc-built in sparse LU solver which is provided by FEniCS.

At first, we want to investigate the numerical errors of discrete solutions in one spatial dimension on the fixed interval $\Omega = (0, 1) \subset \mathbb{R}$. The strategy is similar to [11], where the authors verified numerical convergence rates for the classical Cahn–Hilliard equation in one spatial dimension. We proceed as follows. We calculate the numerical solutions $\phi_h^{\Delta t, \pm}, \mu_h^{\Delta t, \pm}$ and $\sigma_h^{\Delta t, \pm}$ on a fixed time interval $(0, T)$ for some different values of $h$ and $\Delta t$, where $T = 0.1, \Delta t = h^2$ and $h \in \{1/12, 1/24, 1/32, 1/64\}$. Then, a comparison is made with a reference solution $(\phi^*, \mu^*, \sigma^*)$. Due to the lack of knowledge of exact solutions of (1.1a)–(1.1c), the reference solution is approximated by a discrete solution obtained on a fine mesh with mesh and time sizes $h_* = \frac{1}{1024}$ and $\Delta t_* = h_*^2$, respectively.

Moreover, the initial conditions are constructed as follows. Some given functions $\bar{\phi}_0$ and $\bar{\sigma}_0$ are interpolated as initial data for some numerical solutions $\bar{\phi}$ and $\bar{\sigma}$, where the discrete setup is the same as for the reference solutions. Then the nodal interpolations of $\bar{\phi}$ and $\bar{\sigma}$ at time $\bar{T} = 0.01$ are taken as the initial data for the error tests, i.e. $\phi_h^0 = I_h \bar{\phi}(\bar{T}), \mu_h^0 = I_h \bar{\mu}(\bar{T})$, and $\varphi^*(0) = \bar{\varphi}(\bar{T}), \sigma^*(0) = \bar{\sigma}(\bar{T})$.

We choose the functions $\bar{\phi}_0$ and $\bar{\sigma}_0$ as

$$\bar{\phi}_0(x) = -\tanh\left(\frac{r(x) - 0.2}{\sqrt{2}\epsilon}\right), \quad r(x) = |x - 0.5|, \quad x \in \Omega,$$
\[ \delta_0(x) = 1, \quad x \in \Omega, \]

and the model parameters
\[ \beta = 0.1, \quad \epsilon = 0.02, \quad \chi = 1, \quad \eta = 0.02, \quad \lambda_p = 0, \quad \lambda_a = 5, \]
\[ \lambda_c = 2, \quad \sigma_{\infty}^m = 1, \quad K = 1, \quad M = 0, \quad m_0 = 1. \tag{7.7} \]

The reference solution at times \( t \in \{0, 0.04768, 0.1\} \) is visualized in Figure 1 and the numerical errors in several norms and the associated experimental orders of convergence (EOC) are displayed in Table 1. Our results agree with the results which have been obtained for other phase-field systems in the literature, see, e.g., [11, 24].

![Reference solution](image)

**Figure 1:** Reference solution \( \varphi^* \) (left), \( \mu^* \) (center) and \( \sigma^* \) (right) at times \( t = 0 \) (red), \( t = 0.04768 \) (blue) and \( t = 0.1 \) (black).

| \( h \) | \( ||\varphi^{\Delta t,+} - \varphi^*||_{L^\infty(0,T;L^2)} \) | \( ||\varphi^{\Delta t,+} - \varphi^*||_{L^2(0,T;L^2)} \) | \( ||\nabla \varphi^{\Delta t,+} - \nabla \varphi^*||_{L^2(0,T;L^2)} \) |
|---|---|---|---|
| 1/32 | 0.0816356246045772 | 0.01800710854612 | 1.2060661901421978 |
| 1/64 | 0.00693917025388757 | 0.0015120246761391146 | 0.4484730959466349 |
| 1/128 | 0.0016810945887728536 | 0.0003596862687547078 | 0.218637193337878 |
| 1/256 | 0.0004050560991618219 | 8.65161998871061e-05 | 0.10622248307490406 |
| EOC | 2.053207265533753 | 2.0556968814724033 | 1.0414491311766247 |

(a) Numerical errors and EOC for the phase field variable.

| \( h \) | \( ||\mu^{\Delta t,+} - \mu^*||_{L^\infty(0,T;L^2)} \) | \( ||\mu^{\Delta t,+} - \mu^*||_{L^2(0,T;L^2)} \) | \( ||\nabla \mu^{\Delta t,+} - \nabla \mu^*||_{L^2(0,T;L^2)} \) |
|---|---|---|---|
| 1/32 | 0.3289157935738554 | 0.07020245096950607 | 0.0712371886033935 |
| 1/64 | 0.015083096865408247 | 0.0041559773789519834 | 0.007677948652658751 |
| 1/128 | 0.003485687033855135 | 0.0009995787982063913 | 0.00336381387327223 |
| 1/256 | 0.0013677932457678628 | 8.65161998871061e-05 | 0.001525567872707706 |
| EOC | 1.3495928709653409 | 2.0556968814724033 | 1.0414491311766247 |

(b) Numerical errors and EOC for the chemical potential.

| \( h \) | \( ||\sigma^{\Delta t,+} - \sigma^*||_{L^\infty(0,T;L^2)} \) | \( ||\sigma^{\Delta t,+} - \sigma^*||_{L^2(0,T;L^2)} \) | \( ||\nabla \sigma^{\Delta t,+} - \nabla \sigma^*||_{L^2(0,T;L^2)} \) |
|---|---|---|---|
| 1/32 | 0.023849592001386636 | 0.00031855024094884542 | 0.00336381387327223 |
| 1/64 | 0.003485687033855135 | 0.0009995787982063913 | 0.00336381387327223 |
| 1/128 | 0.0013677932457678628 | 8.65161998871061e-05 | 0.001525567872707706 |
| 1/256 | 7.754159898532114e-06 | 1.7138863454008837e-06 | 0.002039750771099924 |
| EOC | 1.3495928709653409 | 2.0556968814724033 | 1.0414491311766247 |

(c) Numerical errors and EOC for the nutrient.

Table 1: Error investigation in one spatial dimension.

In the following, we present the results of a long-time simulation in two space dimensions which is
motivated by the numerical examples from [37]. The following set of parameters is used.

$$\Omega = (-12.5, 12.5)^2, \quad \tau = 10^{-3}, \quad \epsilon = 0.01, \quad \beta = 0.1, \quad \chi_{\varphi} = 5,$$

$$\eta = 0.04, \quad \lambda_p = 0.5, \quad \lambda_\sigma = 0, \quad \lambda_c = 1, \quad \sigma_{\infty,h}^n = 1,$$

$$K = 1000, \quad M = 1, \quad m_0 = 5 \cdot 10^{-6}. \quad (7.8)$$

In practice, the computations on the domain $$\Omega = (-12.5, 12.5)^2 \subset \mathbb{R}^2$$ have been performed only on the upper right square $$\Omega = (0, 12.5)^2$$ due to symmetry reasons. For $$\sigma$$, homogenous Neumann boundary conditions are used on

$$\left( \{0\} \times [0, 12.5] \right) \cup \left( [0, 12.5] \times \{0\} \right),$$

and Robin boundary conditions on

$$\left( \{12.5\} \times [0, 12.5] \right) \cup \left( [0, 12.5] \times \{12.5\} \right).$$

As initial data we start with a slightly perturbed sphere for the tumour, see Figure 2. Besides, the nutrient is assumed to be unconsumed in the beginning. In particular, we set

$$\varphi_0(x) = - \tanh \left( \frac{r(x)}{2 \epsilon} \right), \quad (7.9)$$

$$\sigma_0(x) = 1, \quad (7.10)$$

where

$$r(x) = |x| - (2 + 0.1 \cos(2\theta)), \quad (7.11)$$

where $$x = |x|(\cos(\theta), \sin(\theta))^T$$.

Figure 2: Initial tumour size in two dimensions: A slightly perturbed sphere.

We use a mesh refinement strategy which is similar to the one in [37]. Since the interfacial thickness is assumed to be proportional to $$\epsilon$$, in order to resolve the interfacial layer we need to choose $$h$$ such that there lie enough spatial mesh points on the interface. Far away from the interface, the local mesh size can be chosen larger and hence adaptivity in space can heavily speed up computations. For the simulations, a mesh with maximal diameter $$h_{\text{max}} = 12.5 \cdot 2^{-6} \approx 0.1953$$ and minimal diameter $$h_{\text{min}} = 12.5 \cdot 2^{-10} \approx 0.0122$$ are used. For more details regarding the mesh refinement strategy, see [54].

In Figure 3, we display $$\varphi$$ (top row) and $$\sigma$$ (bottom row) at times $$t = 8, 15, 22$$. One can clearly see that after some time, the tumour develops fingers towards regions with higher concentration of the nutrient which allows for better access to the nutrient. This effect can be seen as the chemotactic response of the tumour to the lack of nutrients.
For the numerical results in three dimensions, we use the following set of parameters:

\[
\begin{align*}
\Omega &= (-3,3)^3, & \tau &= 10^{-3}, & \epsilon &= 0.02, & \beta &= 0.1, & \chi_{\varphi} &\in \{15,30\}, \\
\eta &= 0.02, & \lambda_p &= 0.5, & \lambda_a &= 0, & \lambda_c &= 2, & \sigma_{\infty,h}^n &= 1, \\
K &= 1000, & M &= 1, & m_0 &= 5 \cdot 10^{-6}.
\end{align*}
\]

Similarly to the two dimensional case, the computations on the domain \(\Omega = (-3,3)^3 \subset \mathbb{R}^3\) have been performed only on the subdomain \(\Omega = (0,3)^3\) because of symmetry reasons. For \(\sigma\), we use homogenous Neumann boundary conditions on

\[
\left\{0\right\} \times [0,3] \times [0,3] \cup \left([0,3] \times \left\{0\right\} \times [0,3]\right) \cup \left([0,3] \times [0,3] \times \left\{0\right\}\right),
\]

and Robin boundary conditions on

\[
\left\{3\right\} \times [0,3] \times [0,3] \cup \left([0,3] \times \left\{3\right\} \times [0,3]\right) \cup \left([0,3] \times [0,3] \times \left\{3\right\}\right).
\]

For the simulations, a mesh with maximal diameter \(h_{\text{max}} = \sqrt{3} \cdot 0.3 \approx 0.517\) and minimal diameter \(h_{\text{min}} = 0.3 \cdot 2^{-4} = 0.01875\) is chosen.

For the first example, the initial data are given by

\[
\begin{align*}
\varphi_0(x) &= -\tanh \left(\frac{r(x) - 0.1}{\sqrt{2 \epsilon}}\right), \\
r(x) &= \frac{1}{3} \left(0.5x_1^4 + 1.5x_2^4 + 1.5x_3^4\right)^{1/4}, \\
\sigma_0(x) &= 0.9, \\
x &= (x_1, x_2, x_3)^T.
\end{align*}
\]

\[ (7.12) \]
In the following, we visualize \( \varphi \) (top row) and \( \sigma \) (middle row) on the subdomain \((0,3)^3\) of \((-3,3)^3\). In the bottom row, we show the surface of the tumour tissue within the whole domain \((-3,3)^3\), where a different perspective is chosen for visualization reasons. In Figure 4 we visualize the solution at times \(t = 0.5, 1, 1.5\) with chemotaxis parameter \(\chi_\varphi = 30\). Further, the solution with chemotaxis parameter \(\chi_\varphi = 15\) is shown in Figure 5 at times \(t = 1, 3, 5\). In both cases, the tumour undergoes morphological instabilities and the shape resembles a dumbbell. For larger value of \(\chi_\varphi\), the evolution of the tumour is quicker.

In the second example, we use the following initial data:

\[
\varphi_0(x) = -\tanh \left( \frac{r(x) - 0.2}{\sqrt{2} \epsilon} \right),
\]

\[
r(x) = \frac{1}{3} \left( |x_1| + |x_2| + |x_3| \right),
\]

\[
\sigma_0(x) = 0.9,
\]

\[
x = (x_1, x_2, x_3)^T,
\]

and we use \(\lambda_p = 0.1\) and \(\chi_\varphi = 50\). The other parameters are chosen like in (7.11). We visualize the solution at times \(t = 0.1, 0.2, 0.3\) in Figure 6. As before, we visualize \( \varphi \) (top row) and \( \sigma \) (middle row) on the subdomain \((0,3)^3\) of \((-3,3)^3\). In the bottom row, the shape of the tumour within the whole domain \((-3,3)^3\) is presented. One can clearly see that an instability with six enhanced fingers arises.
Figure 5: Numerical solution in three dimensions with initial profile \((7.12)\) and chemotaxis parameter \(\chi_\phi = 15\) at times \(t = 1\) (left), \(t = 3\) (center) and \(t = 5\) (right).
Figure 6: Numerical solution in three dimensions with initial profile (7.13) at times $t = 0.1$ (left), $t = 0.2$ (center) and $t = 0.3$ (right).
References

[1] H. W. Alt. *Linear Functional Analysis: An Application-Oriented Introduction*. Springer, 2016. DOI: 10.1007/978-1-4471-7280-2.

[2] D. Ambrosi and L. Preziosi. “On the closure of mass balance models for tumor growth”. In: *Math. Models Methods Appl. Sci.* 12.05 (2002), pp. 737–754. DOI: 10.1142/S0218202502001878.

[3] G. Arumugam and J. Tyagi. “Keller–Segel chemotaxis models: a review”. In: *Acta Appl. Math.* 171 (2021), Paper No. 6, 82. DOI: 10.1007/s10440-020-00374-2.

[4] J. W. Barrett and J. F. Blowey. “Finite element approximation of the Cahn–Hilliard equation with concentration dependent mobility”. In: *Math. Comp.* 68 (1996). DOI: 10.1090/S0025-5718-99-01015-7.

[5] J. W. Barrett, J. F. Blowey, and H. Garcke. “Finite element approximation of the Cahn–Hilliard equation with degenerate mobility”. In: *SIAM J. Num. Anal.* 37 (2000). DOI: 10.1137/S0036142997331669.

[6] J. W. Barrett and S. Boyaval. “Finite element approximation of the FENE-P model”. In: *IMA J. Numer. Anal.* 38.4 (2018), pp. 1599–1660. DOI: 10.1093/imaman/drx061.

[7] J. W. Barrett, S. Langdon, and R. Nürnberg. “Finite element approximation of a sixth order nonlinear degenerate parabolic equation”. In: *Numer. Math.* 96.3 (2004), pp. 401–434. DOI: 10.1007/s00211-003-0479-4.

[8] J. W. Barrett, R. Nürnberg, and V. Styles. “Finite element approximation of a phase field model for void electromigration”. In: *SIAM J. Num. Anal.* 42.2 (2004), pp. 738–772. DOI: 10.1137/S0036142902413421.

[9] P. Clément. “Approximation by finite element functions using local regularization”. In: *ESAIM: Math. Model. Numer. Anal.* 9.R2 (1975), pp. 77–84. DOI: 10.1051/m2an/197509R200771.

[10] W. Dahmen and A. Reusken. *Numerik für Ingenieure und Naturwissenschaftler*. 2nd ed. Berlin, Heidelberg: Springer, 2008. DOI: 10.1007/978-3-540-76493-9.

[11] V. Cristini, X. Li, J. S. Lowengrub, and S. M. Wise. “Nonlinear simulations of solid tumor growth using a mixture model: invasion and branching”. In: *J. Math. Biol.* 58.723 (2009). DOI: 10.1007/s00285-008-0215-x.

[12] V. Cristini and J. Lowengrub. *Multiscale Modeling of Cancer: An Integrated Experimental and Mathematical Modeling Approach*. Cambridge University Press, 2010. DOI: 10.1017/CBO9780511781452.
[39] G. Grün. “On convergent schemes for diffuse interface models for two-phase flow of incompressible fluids with general mass densities”. In: *SIAM J. Num. Anal.* 51.6 (2013), pp. 3036–3061. DOI: 10.1137/130908208.

[40] G. Grün. “On the convergence of entropy consistent schemes for lubrication type equations in multiple space dimensions”. In: *Math. Comp.* 72 (2003), pp. 1251–1279. DOI: 10.1090/S0025-5718-03-01492-3.

[41] A. Gurusamy and K. Balachandran. “Finite element method for solving Keller–Segel chemotaxis system with cross-diffusion”. In: *Int. J. Dyn. Control* 6.2 (2018), pp. 539–549.

[42] A. Hawkins-Daarud, K. G. van der Zee, and J. T. Oden. “Numerical simulation of a thermodynamically consistent four-species tumor growth model”. In: *Int. J. Numer. Methods Biomed. Eng.* 28.1 (2012), pp. 3–24. DOI: https://doi.org/10.1002/cnm.1467.

[43] T. Hillen and K. J. Painter. “A user’s guide to PDE models for chemotaxis”. In: *J. Math. Biol.* 58.1-2 (2009), pp. 183–217. DOI: 10.1007/s00285-008-0201-3.

[44] A. Logg, K. A. Mardal, G. N. Wells, et al. *Automated Solution of Differential Equations by the Finite Element Method*. Springer, 2012. DOI: 10.1007/978-3-642-23099-8.

[45] A. Marrocco. “Numerical simulation of chemotactic bacteria aggregation via mixed finite elements”. In: *M2AN Math. Model. Numer. Anal.* 37.4 (2003), pp. 617–630. DOI: 10.1051/m2an:2003048.

[46] J. T. Oden, A. Hawkins, and S. Prudhomme. “General diffuse-interface theories and an approach to predictive tumor growth modeling”. In: *Math. Models Methods Appl. Sci.* 20.03 (2010), pp. 477–517. DOI: 10.1142/S0218202510004313.

[47] T. Roose, S. J. Chapman, and P. K. Maini. “Mathematical models of avascular tumor growth”. In: *SIAM Review* 49.2 (2007), pp. 179–208. DOI: 10.1137/0036144504446291.

[48] E. Roussos, J. Condeelis, and A. Patsialou. “Chemotaxis in cancer”. In: *Nat. Rev. Cancer* 11 (2011), pp. 573–587. DOI: 10.1038/nrc3078.

[49] N. Saito. “Conservative upwind finite-element method for a simplified Keller–Segel system modelling chemotaxis”. In: *IMA J. Numer. Anal.* 27.2 (2007), pp. 332–365. DOI: 10.1093/imaman/drl018.

[50] N. Saito. “Error analysis of a conservative finite-element approximation for the Keller–Segel system of chemotaxis”. In: *Commun. Pure Appl. Anal.* 11.1 (2012), pp. 339–364. DOI: 10.3934/cpaa.2012.11.339.

[51] J. Simon. “Compact sets in the space” $L^p(0,T;B)$”. In: *Ann. Mat. Pura Appl. (4)* 146 (1986), pp. 65–96. DOI: 10.1007/BF01762360.

[52] R. Strehl, A. Sokolov, D. Kuzmin, D. Horstmann, and S. Turek. “A positivity-preserving finite element method for chemotaxis problems in 3D”. In: *J. Comput. Appl. Math.* 239 (2013), pp. 290–303.

[53] D. Trautwein. “A finite element method for a Cahn–Hilliard system modelling tumour growth”. MA thesis. University of Regensburg, 2020.

[54] S. Wise, J. S. Lowengrub, H. B. Frieboes, and V. Cristini. “Three-dimensional multispecies nonlinear tumor growth—I: Model and numerical method”. In: *J. Theoret. Biol.* 253.3 (2008), pp. 524–543. DOI: 10.1016/j.jtbi.2008.03.027.

[55] J. Wloka. *Partial Differential Equations*. Cambridge University Press, 1987. DOI: 10.1017/CBO9781139171755.

[56] J. Zhang, J. Zhu, and R. Zhang. “Characteristic splitting mixed finite element analysis of Keller–Segel chemotaxis models”. In: *Appl. Math. Comput.* 278 (2016), pp. 33–44.