Sparse Control Synthesis for Uncertain Responsive Loads with Stochastic Stability Guarantees

Sai Pushpak Nandanoori, Member, IEEE, Soumya Kundu, Member, IEEE, Jianming Lian, Member, IEEE, Umesh Vaidya, Senior Member, IEEE, Draguna Vrabie, Member, IEEE, and Karanjit Kalsi, Senior Member, IEEE

Abstract—Recent studies have demonstrated the potential of flexible loads in providing frequency response services. However, uncertainty and variability in various weather-related and end-use behavioral factors often affect the demand-side control performance. This work addresses this problem with the design of a demand-side control to achieve frequency response under load uncertainties. Our approach involves modeling the uncertainties via stochastic processes that appear as both multiplicative and additive to the system states in closed-loop power system dynamics. Extending the recently developed mean square exponential stability (MSES) results for stochastic systems, we formulate multi-objective linear matrix inequality (LMI)-based optimal control synthesis problems to not only guarantee stochastic stability, but also promote sparsity, enhance closed-loop transient performance, and maximize allowable uncertainties. The fundamental trade-off between the maximum allowable (critical) uncertainty levels and the optimal stochastic stabilizing control efforts is established. Moreover, the sparse control synthesis problem is generalized to the realistic power systems scenario in which only partial-state measurements are available. Detailed numerical studies are carried out on IEEE 39-bus system to demonstrate the closed-loop stochastic stabilizing performance of the sparse controllers in enhancing frequency response under load uncertainties; as well as illustrate the fundamental trade-off between the allowable uncertainties and optimal control efforts.
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I. INTRODUCTION

SIGNIFICANT technological advances in recent years have paved the way for flexible electrical loads to participate in grid ancillary services, including improvement of transient performance via primary and secondary frequency response (see, for example, [1]–[19] and the references therein). This type of demand-side control offers relatively faster, cleaner and cost-effective alternatives to more traditional stabilizing control measures (e.g. spinning reserves) deployed in the power grid, and can help mitigate the challenges associated with increasing penetration of renewable generation. In comparison to traditional generator-based reserves, however, load-based reserves can be highly uncertain and hence unreliable in providing the required ancillary services [11]. Engaging flexible and responsive loads for critical grid support, therefore, requires demand-side control synthesis methods that can structurally account for those uncertainties and minimize their impact on the grid transient performance. In the often-used hierarchical load control architectures [4], [6]–[9], mitigation of uncertainties may happen at multiple layers, namely, the load aggregation and control layer, as well as the system-level grid operation layer. Several recent efforts explored methods to characterize and mitigate uncertainties in the controllable loads at the aggregator level, including probabilistic assessment of flexibility in providing grid ancillary services at multiple timescales [7], [20], [21]. Priority-based coordination schemes to ensure reliability and mitigate uncertainty of the grid services [8], [18], joint parameter-state estimation approaches [17], as well as various Markov-based control schemes and randomized switching strategies for thermostatic loads [12]–[15]. In yet other efforts, the grid-operator perspective of managing load uncertainties at the system-level have been considered primarily via various formulations of chance-constrained optimization techniques for capacity reserve determination and optimal dispatch of flexible loads [11]–[3].

In comparison, the problem of quantifying and mitigating the impact of uncertain controllable loads on the system-wide transient performance of the bulk power grid has received relatively less attention. Fragility of the closed-loop power systems with load-frequency control to stochastic parameter uncertainties (such as renewable generation) was investigated in [19]. The work [18] studies the effect of stochastic measurement errors on the demand-side frequency control. Robustness of the demand-side frequency control performance to bounded disturbances in the closed-loop power system dynamics, arising due to unknown (model) parameters and unmodeled nonlinearity, have been considered in [6], [11]. The existing methods have mostly focused on designing robust demand-side control strategies that can guarantee acceptable transient performance in presence of model uncertainties which are typically modeled as bounded additive disturbances. A key missing piece, however, is the treatment of stochastic uncertainties that arise in the demand-side feedback control action itself, and appear as multiplicative to the system states. This work addresses this issue by designing a sparse demand-side controller that can guarantee closed-loop stochastic stability performance in...
presence of multiplicative (and additive) uncertainties.

In particular, [5]–[10] considers the distributed and hierarchical demand-side primary frequency control methods. In these methods, the participating thermostatic loads are coordinated in a distributed fashion to extract stabilizing response to disturbances in the grid, often in the form of proportional feedback control such as the power-frequency droop response. Uncertainties in load behavior, however, show up as errors in the controller gains, e.g. discrepancies in the actual vs. desired slope of the droop response [2]. These uncertainties can be modeled as multiplicative to the system states (e.g. frequencies) having a nonlinear impact on the system dynamics, unlike the additive uncertainties. Mean square stability analysis of a stochastic power network where the uncertainty in system inertia appears multiplicative to the system dynamics is studied in [22]. Recent efforts have looked into the problem of control synthesis with closed-loop stochastic stability guarantees in dynamical systems with both multiplicative and additive uncertainties [23]–[26]. Specifically, the work in [23] provides sufficient and necessary conditions for mean square exponentially stability (MSES) for stochastic dynamical systems with multiplicative uncertainties. In addition, a static full-state feedback control synthesis was proposed in [23] for the special case of single-input channel uncertainty, with a quantification on the maximum allowable (critical) uncertainty level. The approach in [23], however, has limited applicability in realistic power systems because of the assumptions placed on the nature of the uncertainty (single-input) and the availability of the measurements (full-state); and the non-consideration of design concerns such as sparsity, control efforts and closed-loop transient performance.

The main contributions can be summarized as follows:

a) modeling of multi-variate uncertainties (both multiplicative and additive) in the controllable and uncontrollable loads resulting in a stochastic power network;

b) an LMI-based control synthesis problem for the stochastic system to guarantee closed-loop stochastic stability under multi-variate uncertainties along with a quantification of the allowable uncertainty levels;

c) modification to the LMI control synthesis problem to address practical considerations in real power networks such as partial observation, desired transient performance, and sparsity promoting control; and

d) numerical studies performed on IEEE 39-bus system to demonstrate the fundamental trade-offs between the allowable uncertainties and the optimal control efforts, and to illustrate the advantages of the proposed sparse controller over a conventional linear-quadratic-regulator (LQR) controller during contingency scenarios (e.g., severe under- and over-frequency events).

The rest of the paper is organized as follows. Sec. II describes the stochastic power system model with controllable and uncontrollable loads. Sec. III presents the stochastic stability definitions and formally introduces the stochastic stabilizing control design problem. The convex optimization formulations for the sparse control synthesis with stochastic stability guarantees is presented in Sec. IV. Sec. V illustrates the closed-loop controller performance via numerical studies on the IEEE 39-bus system; before we end the paper with concluding remarks in Sec. VI.

II. STOCHASTIC POWER SYSTEM MODEL

We consider a power systems network with controllable loads which are coordinated to provide distributed frequency response for enhanced transient stability performance [5]–[10]. Close to the nominal operating point, the power system dynamics can be modeled in the following control-affine form:

\[ \dot{x} = A_0 x + B_0 P_{in} , \quad y = C_0 x , \]

where \( x \in \mathbb{R}^n \) is an \( n \)-dimensional state vector; \( P_{in} \in \mathbb{R}^m \) is the \( m \)-dimensional vector of power injection inputs at various buses across the network; \( y \in \mathbb{R}^s \) is the \( s \)-dimensional sensor measurements vector; \( A_0 \in \mathbb{R}^{n \times n} \), \( B_0 \in \mathbb{R}^{n \times m} \) and \( C_0 \in \mathbb{R}^{s \times n} \) are, respectively, the system matrix, input matrix and output matrix. While the generic form of the system model shown in (1) is sufficient for the development of the key technical arguments in this paper, a specific example of it is provided in Sec. V for illustration purposes. We assume the matrices \( A_0 \), \( B_0 \) and \( C_0 \) to be deterministic, while the injected power inputs \( (P_{in}) \) are stochastic in nature. The following, typically non-restrictive, assumptions are made to allow the development of the technical results of this paper:

Assumption 1. \( A_0 \) is Hurwitz; and the pairs \( (A_0, B_0) \) and \( (C_0, A_0) \) are, respectively, controllable and observable, i.e.,

\[ \text{rank} \left[ B_0 \ A_0 B_0 \cdots \ A_0^{n-1} B_0 \right] = n \quad \text{and} \quad \text{rank} \left[ C_0 \ A_0^\top \cdots \ A_0 B_0^{n-1} A_0^\top \right] = n . \]

The power injection at each bus is composed of three major components: the generated power \( P_g \in \mathbb{R}_{\geq 0} \), and the controllable load demand \( P_{cd} \in \mathbb{R}_{\geq 0} \), and the non-controllable load demand \( P_{ncd} \in \mathbb{R}_{\leq 0} \). Following the convention that a positive (respectively, negative) value of injection refers to net-generation (respectively, net-load), we have

\[ P_{in} = P_g - P_{ncd} - P_{cd} . \]

The controllable demand \( (P_{cd}) \) consists of various flexible loads, such as residential air-conditioners and electric water-heaters, which can be coordinated in hierarchical and distributed manner to provide grid stabilizing control support, as illustrated in [5]–[10]. Generally, such control responsive loads can be modeled as:

\[ P_{cd} = P_{cd,0} + K y \quad \text{(with} K \in \mathbb{R}^{m \times s} \text{)} , \]

where \( P_{cd,0} \in \mathbb{R}_{\geq 0} \) are the nominal (or, the baseline) demand associated with the responsive loads, while \( Ky \) represents the control-responsive part which responds to the grid measurements \( y \) as per the output feedback control gain matrix \( K \). Unlike the generators, where the controller parameters can often be tuned accurately, the controller gain \( (K) \) in responsive loads is uncertain. For example, let us consider the case of distributed and hierarchical frequency control by a large number of residential thermostatic loads as in [5]–[10]. Each thermostatic load receives a frequency threshold,
and switches ‘on’ (respectively, ‘off’) if the measured frequency increases (respectively, decreases) beyond the associated threshold. Weather-related and end-use behavioral factors, however, drive uncertainties in the load consumption and results in uncertainties in the load response to those control thresholds [21, 28].

Under Assumption 1, when $A$ and $B$ are Hurwitz, we can choose a new coordinate $z = x + A^{-1}BP_{m,0}$, and rewrite (7) as:

$$\dot{z} = A z + BΣξ C z - BΣξ C A^{-1}BP_{m,0} + B \eta,$$

where $A = A_0 - B_0 K_0 C_0, B = B_0, C = K_0 C_0.$

A. Stochastic Stability Analysis

The conventional notions of transient stability do not apply to the stochastic dynamic models of the power systems. Instead, two alternative notions of stability, namely the second moment bounded stability (SMBS) and the mean square exponential stability (MSES), are more relevant [23, 27]. In contrast to transient stability which is concerned with the convergence of the power systems states (e.g. frequency), these alternative notions of stochastic stability are concerned with the variances of the power system states. As shown in [23, 27], such notions of stochastic stability allow quantification of the allowable uncertainties and hence adopted in this work.

**Definition 1.** [23] The stochastic system in (5) is second moment bounded stable (SMBS) if there exists a positive scalar $\gamma_0$ such that $\lim_{t \to \infty} \mathbb{E}[\|z(t)\|_2^2] \leq \gamma_0$, for all initial conditions $z(0)$; where the expectation (denoted by $\mathbb{E}$) is taken over the stochastic processes $\{xi(t)\}_{i=1}^m$ and $\{\eta(t)\}_{i=1}^m$.

Now let us consider another stochastic dynamical system:

$$\dot{z} = A z + BΣξ C z, \quad z(0) = z(0),$$

which is modified from (8) by removing the terms associated with additive uncertainties, while keeping the same initial condition. The following notion of MSES applies to (9).

**Definition 2.** [23] The stochastic system in (9) is mean square exponentially stable (MSES) if there exist positive scalars $\gamma_1, \gamma_2$ such that $\mathbb{E}[\|z(t)\|^2] \leq \gamma_1 e^{-\gamma_2 t} \|z(0)\|^2 \forall t$, for every $z(0)$, where the expectation is taken over $\{xi(t)\}_{i=1}^m$.

Recently developed results in [23, 28] establish the equivalence between the above notions of stability. In particular, the authors argue [23, Remark 4] that the SMBS of the stochastic dynamical system in (5) is equivalent to the MSES of the stochastic dynamical system in (9). With this equivalence in mind, we will henceforth only focus on the notion of MSES for the stochastic dynamical system in (9), noting that the derived results also apply in the context of SMBS for the original system (8). In addition to Assumption 1, we require the following to hold for the MSES results:

**Assumption 2.** [23] The initial condition $z(0)$ has a bounded variance, and is independent of the processes $\{xi(t)\}_{i=1}^m$.

B. Problem Statement

Let us denote, for every $i \in \{1, \ldots, m\}$, the $i^{th}$ column of $B$ by $B_i \in \mathbb{R}^{n \times 1}$, and the $i^{th}$ row of $C$ by $C_i \in \mathbb{R}^{1 \times m}$. Therefore, we can rewrite (9) as:

$$\dot{z} = A z + \sum_{i=1}^m \sigma_i B_i C_i z \xi_i,$$

where $A = A_0 - B_0 K_0 C_0, B = B_0, C = K_0 C_0.$

In this paper, we are concerned with designing an output feedback controller gain matrix $K_0$ such that the system (10) is MSES for some (maximally) allowable uncertainties in the controllable loads, given by the standard deviations $\{\sigma_i\}_{i=1}^m$ associated with each of the stochastic processes $\{xi(t)\}_{i=1}^m$ (which are modeled in the controllable loads).
The dual of the condition (12) is given by

\[ A^T P + P A + \sum_{i=1}^{m} \sigma_i^2 B_i^T B_i < 0 \]

for some positive definite matrix \( Q \in \mathbb{R}^{n \times n} \). On application of [23, Lemma 12], the matrix inequality in (13) can be split into the following two equivalent inequalities

\[ A Q + Q A^T + \sum_{i=1}^{m} \alpha_i B_i B_i^T < 0 \]  
\[ \sigma_i^2 C_i Q C_i^T < \alpha_i, \quad \forall i \in \{1, \ldots, m\}, \]

by introducing positive scalars \( \{\alpha_i\}_{i=1}^{m} \) as new variables. The proof is complete after we substitute for \( A, B, C \) from (10) in the above inequalities (14), and eliminate \( K_0 \) with a new matrix variable \( M := K_0 C_0 Q \).

Remark 1. A trivial solution of \( K_0 = 0 \) ensures MSES of the system (10), while admitting extremely large (theoretically unbounded) multiplicative uncertainty levels since the deterministic system is stable, that is, \( A_0 \) is Hurwitz (as per Assumption 7).

Following Remark 1 the challenging aspect of this work is to propose a well-posed control synthesis problem that can be solved for a feedback controller \( K_0 \). Furthermore, the control synthesis problem must address practical power system considerations such as control under partial observation, improved transient performance and reduce the cost and deployment of the developed controls by promoting sparse control design.

IV. STOCHASTIC STABILIZING CONTROL SYNTHESIS

We start by applying results from [23] into deriving the following MSES stability conditions for the system in (10).

Proposition 1. The closed-loop stochastic system (10) is MSES if and only if there exist a positive definite \( Q \in \mathbb{R}^{n \times n} \), an \( M \in \mathbb{R}^{m \times n} \) and positive scalars \( \{\alpha_i\}_{i=1}^{m}, \{\sigma_i\}_{i=1}^{m} \) so that

\[ A_0 Q + Q A_0^T + \sum_{i=1}^{m} \alpha_i B_0 B_0^T + \sum_{i=1}^{m} \alpha_i B_0 B_0^T < 0 \]  
\[ \sigma_i^2 M_i Q^{-1} M_i^T < \alpha_i, \quad \forall i \in \{1, \ldots, m\}, \]

where \( M_i \in \mathbb{R}^{1 \times n} \) is the \( i \)-th row vector of the matrix \( M \), and \( B_0 \in \mathbb{R}^{n \times 1} \) is the \( i \)-th column vector of \( B_0 \).

Proof. As per [23, Theorem 11], the system (10) is MSES if and only if there exists a positive definite \( P \in \mathbb{R}^{n \times n} \) satisfying

\[ A^T P + P A + \sum_{i=1}^{m} \sigma_i^2 C_i B_i^T P B_i C_i < 0 \]

The dual of the condition (12) is given by

\[ A Q + Q A^T + \sum_{i=1}^{m} \sigma_i^2 B_i C_i Q C_i^T B_i^T < 0 \]

In view of Remark 1 the controller synthesis problem becomes well posed, once we enforce certain closed-loop transient performance goals for the nominal deterministic system (with \( \sigma_i = 0 \) in (10)). In particular, consider a Lyapunov function candidate \( \Psi = \tilde{z}^T P \tilde{z} \), for some \( P > 0 \) [29]. Then the closed-loop transient performance goal of the nominal deterministic system \( \tilde{z} = A \tilde{z} \) can be reformulated as identifying an acceptably large positive scalar \( \gamma \) such that

\[ A^T P + P A < -\gamma I_n, \]

where \( I_n \) denotes an identity matrix of size \( n \).

The inequalities in (11) form a nonconvex feasibility problem with optimization variables \( Q, M, \{\alpha_i\}_{i=1}^{m} \) and \( \{\sigma_i^2\}_{i=1}^{m} \), due to the bilinear constraint (14b). In the following, we present convex reformulations of (11) for synthesizing stochastic stabilizing optimal controller, while maximizing the allowable uncertainties at the controllable loads and incorporating the transient performance constraints.

A. Full-State Measurement (or, \( \text{rank}(C_0) = n \))

At first, let us consider the special case of state feedback control synthesis, assuming full-state measurement. Full-state measurement refers to the scenario when the original state vector \( (x) \) can be uniquely determined from the measurements
(\(y = \text{C}_0 x\), i.e. \(\text{rank}(\text{C}_0) = n\)). A special case of this is when \(\text{rank}(\text{C}_0) = n\). Let us consider the convex optimization problem:

\[
\begin{align*}
\text{minimize} & \quad -w_1 \gamma_1 - w_2 \gamma_2 + w_3 \sum_{i=1}^{m} \beta_i \\
\text{subject to,} & \quad I_n \succeq \tilde{Q} \succ \gamma_1 I_n,
\end{align*}
\]

where \(\{\beta_i\}_{i=1}^{m+1}\) and \(\gamma_1, \gamma_2\) are positive scalars, \(\tilde{Q} \in \mathbb{R}^{n \times n}\) is a positive definite matrix, \(\tilde{M} \in \mathbb{R}^{m \times n}\), and \(w_1 > 0, w_2 > 0, w_3 > 0\) are scalar weights. The choice of the scalar weights determines the trade-off between the sparsity and performance costs. We denote the optimal solution of (16) by the tuple

\[
(\gamma_1^*, \gamma_2^*, \{\beta_i^*\}_{i=1}^{m+1}, \tilde{Q}^*, M^*)
\]

**Theorem 1.** (Full-Rank \(\text{C}_0\)) Consider the optimal solution \((\gamma_1^*, \gamma_2^*, \{\beta_i^*\}_{i=1}^{m+1}, \tilde{Q}^*, M^*)\) of the problem (16). Under full-state observation, i.e. \(\text{rank}(\text{C}_0) = n\), a controller with gain

\[
K_0 = M^* (\tilde{Q}^*)^{-1} (C_0^T C_0)^{-1} C_0^T
\]

guarantees MSES of (10) with allowable uncertainties of \(\alpha_i < 1/\sqrt{\beta_i^*}\) for every \(i \in \{1, \ldots, m\}\), with a closed-loop transient performance certificate as \(A \tilde{Q}^* + \tilde{Q}^* A^T < -\gamma_2 I_n\).

**Proof.** Note that, for a positive scalar \(\tilde{\alpha}\), the inequalities:

\[
A_0 \tilde{Q} + \tilde{Q} A_0^T - B_0 M - M^T B_0^T + \tilde{\alpha} \sum_{i=1}^{m} B_0 B_0^T_i \prec -\gamma_1 I_n
\]

\[
sigma_i^2 M_i \tilde{Q}^{-1} M_i^T < \tilde{\alpha} \quad \forall i \in \{1, \ldots, m\}
\]

form a special case of the conditions (11) in Proposition 1 with \(\alpha_i = \tilde{\alpha}\) for every \(i \in \{1, \ldots, m\}\). Therefore, the inequalities in (13) are sufficient conditions for MSES of the system (10). Defining \(\tilde{Q} := Q/\tilde{\alpha}\), \(\tilde{M} := M/\tilde{\alpha}\), \(\beta_i := 1/\sigma_i^2\) \forall \(i \in \{1, \ldots, m\}\), and \(\gamma_2 := \gamma/\tilde{\alpha}\), we can recast (13) into:

\[
A_0 \tilde{Q} + \tilde{Q} A_0^T - B_0 \tilde{M} - \tilde{M}^T B_0^T + \sum_{i=1}^{m} B_0 B_0^T_i \prec -\gamma_2 I_n
\]

\[
\tilde{M}_i \tilde{Q}^{-1} \tilde{M}_i^T < \beta_i \quad \forall i \in \{1, \ldots, m\}.
\]

Since \(\tilde{\alpha} > 0\), we can apply Schur complement to establish the equivalence between (19b) and the matrix inequality in (16c). Therefore, any \(K_0\) satisfying \(K_0 \text{C}_0 = M^* (\tilde{Q}^*)^{-1}\) guarantees MSES of (10). Moreover, since \(\text{rank}(\text{C}_0) = n\), \(\text{C}_0^T \text{C}_0\) is invertible, and a unique \(K_0\) can be obtained using the pseudo-inverse of \(\text{C}_0\) as in (17). Additionally, it is easy to check that every \(\sigma_i := 1/\sqrt{\beta_i^*} \leq 1/\sqrt{\beta_i^*}\) satisfies the condition (19b) with \(M^*\) and \(\tilde{Q}^*\). Henceforth we will refer to

\[
\sigma_i^* := 1/\sqrt{\beta_i^*} \forall i \in \{1, \ldots, m\}
\]

as the critical uncertainties (maximally) allowable at the controllable loads for guaranteed closed-loop stochastic stability.

Note that the problem is ill-defined (unbounded) without the inequality constraint \(I_n \succeq \tilde{Q}\) in (16b). Since \(A_0\) is Hurwitz (Assumption 1), there exists a \(\tilde{Q} > 0\) such that \(A_0 \tilde{Q} + \tilde{Q} A_0^T < 0\). It is easy to see that the choice of \(\tilde{M} = 0_{m \times n}\) and \(\tilde{Q} = I\), for any arbitrarily large scalar \(I > 0\), will satisfy both the conditions in (19). The constraints (16b) ensure well-posedness of the problem by ensuring boundedness of the solutions as well as ensuring well-conditioned \(\tilde{Q}^*\). In particular, the minimum eigenvalue of the optimal \(\tilde{Q}^*\) satisfies \(\lambda_{\min}(\tilde{Q}^*) \geq \gamma_1^*\). Since \(M_i \tilde{Q}^{-1} M_i^T \leq \|M_i\|_2^2/\lambda_{\min}(\tilde{Q})\), we can establish the following bound on the critical uncertainties:

\[
\forall i : \beta_i^* \leq \|M_i^*\|_2^2/\lambda_{\min}(\tilde{Q}^*) \implies \sigma_i^* \geq \sqrt{\gamma_1^*/\|M_i^*\|_2^2}.
\]

Finally, since each \(B_0 B_0^T_i \geq 0\), we immediately note from (19a) that \(A \tilde{Q}^* + \tilde{Q}^* A^T < -\gamma_2^* I_n\). With \(P = (\tilde{Q}^*)^{-1}\) we get the dual condition: \(A^T P + P A < -\gamma_2^* I_n\). Using the Lyapunov stability theory (29), this certifies for the nominal deterministic system \(\dot{\tilde{z}} = A \tilde{z}\) a guaranteed rate of exponential convergence to the nominal equilibrium given by \(\tilde{z} = 0\). This completes the proof.

**Fundamental Control Trade-Off:** The relation (21) illustrates a fundamental trade-off between the optimal control efforts, and the allowable (critical) uncertainty levels at each controllable load bus. This is an artifact of the multiplicative uncertainties considered in this paper, in which the impact of the uncertainties on the system dynamics are accentuated via high gain controls. Thus we have a Pareto curve of optimal solutions trading off control efforts with allowable uncertainties, as illustrated in Sec. [X] This is unlike the scenario with additive uncertainties [6], in which a high gain controller is typically expected to admit larger uncertainties.

**Sparsity-Promoting Control Design:** The control synthesis problem (16) can be easily reformulated to design a row-sparse controller gain \((K_0)\). Row-sparsity in \(K_0\) is a desirable property since it allows the grid operator to engage as few load control inputs as possible. Since a row-sparse optimal \(M^*\) also implies a row-sparse optimal \(K_0\), it is sufficient to promote row-sparsity of \(M^*\) in a reformulation of (16). Following an approach similar to (30), this can be achieved by adding a weighted \(l_1, p\)-norm of \(M\) in the objective in (16), defined as

\[
(\text{l}_1, p\text{-norm}) \|M\|_{1,p} := \sum_{i=1}^{m} \|M_i\|_p \quad \text{for } p \in \{1, 2, \infty\}.
\]

Therefore, a sparsity-promoting reformulation of the optimal control design problem (16) is given by:

\[
\begin{align*}
\text{minimize} & \quad \left[ w_1 \gamma_1 + w_2 \gamma_2 + w_3 \sum_{i=1}^{m} \beta_i \right] + \|M\|_{1,p} \\
\text{subject to,} & \quad (16b), \ (16c), \ (16d), \ (23b)
\end{align*}
\]

for different choices of \(p \in \{1, 2, \infty\}\).

**B. Partial-State Measurement (or, \text{rank}(\text{C}_0) < n)**

In most power systems today, only limited number of buses are equipped with synchrophasors giving access to only partial-state measurements (e.g. phase angles and frequencies at generator buses alone). In such a case, \(\text{rank}(\text{C}_0) < n\) and
Theorem1 does not apply. While it is possible to identify the best $K_0$ by minimizing $\|M^* - K_0 C_0 Q^*\|_F$ (where $\| \cdot \|_F$ is the Frobenius norm), the equality $M^* = K_0 C_0 Q^*$ may not hold exactly, thereby not guaranteeing the MSES conditions. Instead, we adopt the following two-stage control synthesis approach. It is worth noting that such approaches often offer attractive solutions to complex control applications such as polynomial control design for power networks [31, 32].

Stage 1 (Pre-computation): In the first stage, we solve a problem similar to (23), but with an additional constraint to enforce negative-definiteness of $A_0 \tilde{Q} + \tilde{Q} A_0^\top$, as follows:

$$\text{minimize} \quad \gamma_1, \gamma_2, (\beta_i)_{i=1}^m, \tilde{Q}, \tilde{M} \quad \left[ u_1 \ u_2 \ u_3 \right] \left[ \begin{array}{c} -\gamma_1 \\ -\gamma_2 \\ \sum_{i=1}^m \beta_i \end{array} \right] + \|\tilde{M}\|_1, \rho \quad (24a)$$

subject to,

$$A_0 \tilde{Q} + \tilde{Q} A_0^\top < 0, \quad (24b)$$

$$\text{as would be made clear next. The first stage problem (24)} \quad \text{forces the negative-definiteness of } A \text{ only as an additional constraint to the problem similar to (23), but with an additional constraint to enforce negative-definiteness of } A_0 \tilde{Q} + \tilde{Q} A_0^\top, \text{ as follows:}$$

$$\text{minimize} \quad \gamma_2, K \quad -u_2 + \|\tilde{K}_C 0 \sqrt{Q^*}\|_{1,2} + \|\tilde{K}_C 0 Q^*\|_{1,\rho} \quad (25)$$

subject to,

$$A_0 - B_0 \tilde{K}_C 0 Q^* + Q^*(A_0 - B_0 \tilde{K}_C 0)^\top \quad (26)$$

where $K$ is the $i$th row of $K$. Thus we eliminate the variables $\beta_i$ and the associated constraints (16c), and replace the penalty on $\beta_i$ by a penalty on $\|K_i 0 \sqrt{Q^*}\|_2$ in order to maximize the allowable uncertainties. This completes the proof.

It is important to reiterate that the proposed sparse control synthesis framework under partial observation is very generic and does not make any assumptions on the location or minimal number of PMU devices. On the contrary, the optimal PMU placement is a well-studied problem and recent works such as [33]–[37] guarantee the observability of the system with minimum number of PMUs. Combining these works on optimal placement of PMUs and the sparse control synthesis framework will be an interesting direction to pursue.

V. NUMERICAL EXAMPLE

MATLAB-based Power System Toolbox [38] is used to illustrate the proposed stochastic control framework on the IEEE 39-bus test system [39] consisting of 10 generators and 19 loads. Here we briefly describe the network preserving model with linear frequency dependent real power loads [40], which is used for the numerical studies. Swing equations are used to model the synchronous generator dynamics, while loads (primarily driven by induction motors) are modeled as affinely dependent on the frequencies. In the augmented network model including the internal buses for the generators [40], the (internal) generator buses are denoted by $G$ and the load buses as $L$. Moreover, due to the internal bus representation, the generators and loads in the augmented network are not connected to the same bus, i.e. $G \cap L \neq \emptyset$.

Compactly, the power system dynamic model is given by:

$$(27a)$$

$$M_i \dot{\omega}_i + D_i \delta_i = P_{gi} - P_{ei}(\delta) \quad \forall i \in G,$$

$$P_{gi}(\delta) = \sum_j E_i E_j Y_{ij} \cos(\delta_i - \delta_j - \theta_{ij}) \quad \forall i \in L, \quad (27b)$$

where $E_i$ and $\delta_i$ are, respectively, the magnitude and phase angle of the $i$th bus voltages; $\delta$ is the vector of all bus angles ($\delta_i$); $Y_{ij}$ and $\theta_{ij}$ are, respectively, the modulus and the phase angle of the transfer admittance between buses $i$ and $j$; while $P_{gi}(\delta)$ is the electrical power injected into the network at bus $i$.

For each generator at bus $i \in G$, $M_i > 0$ is the inertia constant, $D_i > 0$ is the damping coefficient, and $P_{gi} > 0$ is the mechanical power input. For each load at bus $i \in L$, $D_i > 0$ is the load-frequency coefficient and $P_{di} > 0$ is the load demand at equilibrium. As described in Sec. III, the loads consist of controllable and non-controllable parts, i.e. $P_{di} = P_{doc} + P_{ped}$.

After the adjustment for the reference bus (indexed by ‘R’) phase angle [40], we can express (27) more compactly as:

$$\dot{x} = F(x) + B P_{in}, \quad (28)$$

with:

$$x := (\omega_i)_{i \in G} \quad \left[ \delta_i - \delta_R \right]_{i \in G \cup L \setminus \{R\}}^\top, \quad P_{in} = P_g - P_d, \quad (29)$$

where $x \in \mathbb{R}^n$, $P_{in} \in \mathbb{R}^m$, $F : \mathbb{R}^n \rightarrow \mathbb{R}^n$ is locally Lipschitz, and $B \in \mathbb{R}^{m \times m}$. We obtain (1) by linearizing (28) around the nominal operating point $x_0$ satisfying $F(x_0) + B P_{in,0} = 0$, where $P_{in,0}$ is the nominal power introduced in (58). Generator power inputs are considered deterministic (Sec. IV), while
loads (controllable and non-controllable) display both additive and multiplicative stochastic uncertainties as in (7).

A. Scenario 1: Full-State Measurements

Analyzing Trade-off and Sparsity: First we consider the scenario when each bus has a synchrophasor giving access to full-state measurements. Fig. 2 illustrates the impact of various optimization choices, e.g. selection of the weights \( w_{1,2,3} \) and inclusion/exclusion of the sparsity penalty term, on the optimal control effort (\( \|K_0\|_2 \)), the critical uncertainties (\( \sigma_i^* \)), and the transient performance measure (\( \gamma_2^* \)). In particular, Fig. 2(a) shows the trade-off between the optimal control effort (\( \|K_0\|_2 \)) and the critical uncertainties (\( \sigma_i^* \)) at each load bus (plotted in the log-log scale). Recall that this fundamental trade-off is also suggested by the relation (21), especially since \( \gamma_1^* = 0.06 \) remains same in the three cases. Moreover, as we increase the weight \( w_2 \) from 0.01 to 1, while keeping \( w_1 = w_3 = 100 \), we observe that the transient performance measure (\( \gamma_2^* \)) deteriorates (from 0.063 to 0.021), in addition to lower control efforts and higher critical uncertainty levels. Fig. 2(b) illustrates the impact of the addition of a sparsity-promoting penalty term, in the form of the norms (\( \|M_i\|_p \)), on the structure of the optimal control gain matrix (\( K_0 \)). Clearly, addition of the penalty term leads to a sparse control gain matrix. As the rows of the controller gain matrix correspond to the controllable load location, the sparse controller provides frequency response services by engaging few controllable loads as opposed to the controller without enforcing the sparsity constraints. This shows the trade-offs between the sparsity and engaging the controllable resources which results in the reduction in cost of deployment of the sparse control for real-time implementation. It is interesting to note that, since the transient dynamics is mostly dominated by the generator states, the control gains associated with the load bus measurements are relatively much lower compared to the generator bus measurements. Finally, Fig. 2(c) shows the impact of the various choices of \( p \in \{1,2,\infty\} \) in the \( l_{1,p} \) norm of \( M \) on the optimal solutions (\( \gamma_1^* = 0.06 \) remains unchanged). The different norms appear to result in very close \( \gamma_2^* \) values, with very little to differentiate in terms of the control effort and critical uncertainty values. The \( l_{1,1} \)-norm, however, seems to produce a sparse optimal control solution in which the control effort is relatively evenly distributed over the (selected few) control nodes. Fig. 3 shows the optimal control locations for the different norms (as per Fig. 2(c)), with an agreement between the \( l_{1,1} \) and \( l_{1,2} \)-norm solutions, while the \( l_{1,\infty} \)-norm solution displays some differences.

Overall Performance Evaluation: Next we implement the optimal sparse controller (obtained using the \( l_{1,1} \)-norm) in closed-loop transient simulations of the IEEE 39-bus network. Controller performance is measured with respect to the variance in the observed grid frequencies under load uncertainties via stochastic time-domain simulations. These simulations serve as a validation for the analytical findings such as the critical uncertainty identified from Eq. (20) and Eq. (26). In particular, we evaluate the performance for various levels of load uncertainties, relative to the associated critical uncertainty values. Fig. 4 (top) shows the impact of varying uncertainties at two load locations: bus 23 and bus 25 with respective \( \sigma_i^* \) values of 4.03 and 2.23. Closed-loop stochastic stability performance deteriorates (with increased frequency variance) as the uncertainties in the (controllable) loads increase. The red-dotted line in Fig. 4 (top) shows the critical uncertainty obtained analytically from Eq. (20). Figure 4 (bottom) depicts a similar story via the frequency distributions, for three different uncertainty levels in the controllable loads across the system. As the uncertainty is increased, the distribution of frequency becomes heavy tailed indicating the frequent excursions of frequency away from the nominal acceptable range of operation (in line with the observations in (27)).

Performance under Contingencies: Figs. 6 and 7 demonstrate via time-domain plots the closed-loop control performance of the proposed controller and a conventional linear quadratic regulator (LQR) control towards stochastic stabilization of the system under two contingencies – specifically, a significant loss of generation at buses 31 and 39 resulting in large frequency drop (Fig. 5), and a sudden large increase in generation at buses 31 and 39 (e.g., due to renewable fluctuations) resulting in over-frequency event (Fig. 5). In both the scenarios, frequent disturbances are simulated in the non-controllable loads, along with the presence of uncertainties. The plots in the middle column demonstrate the performance of the proposed controller in providing primary frequency response by reducing the controllable load power to improve the frequency profile. In Fig. 5 the proposed sparse controller is shown to successfully increase frequency nadir from around 59.8 Hz (without any control) to 59.9 Hz (with control), by only engaging a few of the controllable load locations (e.g., only 8 of the 18 load locations). In Fig. 6 the highest frequency value is seen to decrease from around 60.3 Hz (without any control) to around 60.15 Hz (with control). In order to compare the performance of the proposed sparse controller, we design and implement a conventional LQR control, tuned appropriately to match the closed-loop frequency profile of the sparse controller. We use the controllable load power values between the two controllers to illustrate the impact of sparsity. In particular, the controllable load power plots in Figs. 5 and 6 reveal that while the conventional LQR engages all of the 18 available controllable loads across the network, the sparse controller only engages 8 of those. This is further exemplified in Fig. 7 in which we compare the probability distributions of the absolute magnitude of the controllable load power values for the LQR controller and the proposed sparse controller. As expected, the plots reveal the relatively high percentage (around 55%) of the loads that are never engaged by the sparse controller, while the LQR engages all the loads.

Finally, since the proposed power system model in Section II and (27) consists of aggregate model for the controllable as well as the uncontrollable loads, the proposed sparse control synthesis is oblivious to the type of end-use devices and yields a controller that sets the value of the aggregated controllable power. The controllable loads aggregation may consist of numerous flexible devices, including inverter-interfaced devices such as a solar PV or a battery. The design of a control scheme that real-time engages the devices in the aggregation to provide
primary frequency response has been extensively studied in prior efforts \cite{5,6,8}, and hence not elaborated further in this work. However, the system-wide synthesis of the proposed sparse controller illustrates the promise of the flexible loads in providing frequency response services under uncertainties.

**B. Scenario 2: Partial-State Measurements**

We now consider a scenario when the synchrophasors are placed only on the generator buses, as typical of realistic power systems. The result of the two-stage optimal sparse control synthesis method described in Sec. \ref{sec:case-studies} is shown in Fig. \ref{fig:case-studies}

The Fig. \ref{fig:case-studies} top plot displays the optimal control solution with the generator-only measurements, in comparison with the full-state measurements (using the $l_{1,\infty}$-norm). The closeness of the two solutions can be intuitively explained based on the relative sparsity of the columns of control gain matrix (shown in Fig. \ref{fig:case-studies} top) associated with the load bus measurements. The Fig. \ref{fig:case-studies} bottom plot illustrates the sensing and control locations.

**Computational Feasibility:** For the IEEE 39 bus system studies given in Fig. \ref{fig:case-studies} there are a total of 48 states and 18 controllable load locations. The resulting sparse control synthesis (under full observation) problem leads to semidefinite programs (SDPs) with matrix variables for sizes $48 \times 48$. Solved via CVX \cite{41} using Matlab\textsuperscript{®}2020b, the control synthesis problem takes around 43 seconds on a computer with the following configuration: 2.6 GHz Intel core i7 processor with 16GB of RAM. Furthermore, since the controller is designed offline and just uses the output measurements, the control execution is nearly instantaneous. Computational feasibility of SDPs, such as the ones in \cite{16}, \cite{23}, and \cite{24}-\cite{25}, for large-scale problems is an active area of research. Recent results \cite{42,43} show promise for solving
Fig. 5. Time-domain plots to illustrate the performance of the proposed controller against a contingency scenario of large loss of generation resulting in an under-frequency event. **Left** plots show the loss of the generation at buses 31 and 39, along with transient disturbances in the uncontrollable loads. **Middle** plots show the controllable load power values, along with the improved frequency profile, when the proposed sparse controller is applied, designed using \((w_1, w_2, w_3) = (2000, 2000, 0.2)\). **Right** plots show the action of a conventional LQR controller tuned to provide similar frequency response as the proposed sparse controller. Note the sparsity in controllable load power in the case of proposed controller, as compared to the LQR controller.

Fig. 6. Time-domain plots to illustrate the performance of the proposed controller against a contingency scenario of sudden increase in generation (e.g., solar) resulting in an over-frequency event. **Left** plots show the increase in generation at buses 31 and 39, along with transient disturbances in the uncontrollable loads. **Middle** plots show the controllable load power values, along with the improved frequency profile, when the proposed sparse controller is applied, designed using \((w_1, w_2, w_3) = (2000, 2000, 0.2)\). **Right** plots show the action of a conventional LQR controller tuned to provide similar frequency response as the proposed sparse controller. Note the sparsity in controllable load power in the case of proposed controller, as compared to the LQR controller.

Fig. 7. Comparison of the probability distributions of the absolute magnitude of the controllable load changes (in p.u.) for both the proposed and the LQR controllers. In both the under- and over-frequency contingency cases, the sparse controller engages only about 45% of the load locations (8 out of a total of 18, with about 55% of controllable power set to 0. The LQR is shown to distribute the controllable power evenly across all the load locations.

large-scale SDPs through economic storage management and cost effective arithmetic operations. In particular, the work in [43] reports \(O(n)\) performance (i.e., linear scaling) in terms of storage requirement and computational cost for SDPs of size \(n\) across a wide range SDP solvers, including SDPT3 [44] and SeDuMi [45] available with CVX.

**Key Observation:** The numerical studies demonstrate that the LMI-based approach provides a systematic way of designing (and placing) optimal and sparse demand-side controllers that can guarantee desirable transient frequency stabilization under uncertainties in the controllable (and non-controllable) loads. The control synthesis method extends to the realistic scenario of partial-state measurements, such as when only the generator buses are equipped with synchrophasors. Moreover, a quantifiable measure of maximal allowable (critical) uncertainties at any load location is obtained, and the closed-loop frequency response performance demonstrably degrades at uncertainties beyond these critical levels.
VI. CONCLUSION

This work considers the problem of achieving frequency response through demand-side control in the presence of uncertainty in the controllable as well as uncontrollable loads. An LMI-based demand-side frequency control synthesis problem is formulated for the power networks, that ensures stochastic stability and, in a multi-objective setting, promotes sparsity of the controller, maximizes allowable uncertainties, and enhances closed-loop transient performance. Extensive numerical studies on the IEEE 39-bus system show the effect of penalizing for sparsity and different types of sparsity norms, impact of critical uncertainty on the system states which results in a heavy tailed distribution for frequencies. The Pareto front of optimal solutions between the optimal control efforts and different types of sparsity norms.

REFERENCES

[1] M. Vrakopoulou, B. Li, and J. L. Mathieu, “Chance constrained reserve scheduling using uncertain controllable loads Part I: Formulation and scenario-based analysis,” IEEE Transactions on Smart Grid, vol. 10, no. 2, pp. 1608–1617, 2017.

[2] Y. Zhang, S. Shen, and J. L. Mathieu, “Distributionally robust chance-constrained optimal power flow with uncertain renewables and uncertain reserves provided by loads,” IEEE Transactions on Power Systems, vol. 32, no. 2, pp. 1378–1388, 2016.

[3] S. Geng, M. Vrakopoulou, and I. A. Hiskens, “Chance-constrained optimal capacity design for a renewable-only isolated microgrid,” Electric Power Systems Research, vol. 189, p. 106564, 2020.

[4] D. S. Callaway and I. A. Hiskens, “Achieving controllability of electric loads,” Proceedings of the IEEE, vol. 99, no. 1, pp. 184–199, 2011.

[5] J. Lian, J. Hansen, L. D. Marinovici, and K. Kalsi, “Hierarchical decentralized control strategy for demand-side primary frequency response,” in IEEE Power & Energy Society General Meeting, 2016, pp. 1–5.

[6] C. Moya, W. Zhang, J. Lian, and K. Kalsi, “A hierarchical framework for demand-side frequency control,” in American Control Conference (ACC), 2014. IEEE, 2014, pp. 52–57.

[7] S. Kundu, J. Hansen, J. Lian, and K. Kalsi, “Assessment of optimal flexibility in ensemble of frequency responsive loads,” in IEEE International Conference on Smart Grid Communications, 2017, pp. 399–404.

[8] S. P. Nandanoori, S. Kundu, D. Vrabie, K. Kalsi, and J. Lian, “Prioritized threshold allocation for distributed frequency response,” in IEEE Conference on Control Technology and Applications, 2018, pp. 237–244.

[9] A. Bhattacharya et al., “Incentive-based control and coordination of distributed energy resources,” Pacific Northwest National Laboratory, Tech. Rep., 2019.

[10] A. Molina-Garcia, F. Bouffard, and D. S. Kirschen, “Decentralized demand-side contribution to primary frequency control,” IEEE Transactions on Power Systems, vol. 26, no. 1, pp. 411–419, 2011.

[11] E. Mallada, C. Zhao, and S. Low, “Optimal load-side control for frequency regulation in smart grids,” IEEE Transactions on Automatic Control, vol. 62, no. 12, pp. 6294–6309, 2017.

[12] D. Angelli and P.-A. Koumoulidis, “A stochastic approach to “dynamic-demand” refrigerator control,” IEEE Transactions on control systems technology, vol. 20, no. 3, pp. 581–592, 2011.

[13] M. S. Nazir, S. C. Ross, J. L. Mathieu, and I. A. Hiskens, “Performance limits of thermostatically controlled loads under probabilistic switching,” IFAC-PapersOnLine, vol. 50, no. 1, pp. 8873–8880, 2017.

[14] T. Voice, “Stochastic thermal load management,” IEEE Transactions on Automatic Control, vol. 63, no. 4, pp. 931–946, 2017.

[15] M. Chertkov, V. Y. Chernyak, and D. Deka, “Ensemble control of cycling energy loads: Markov decision approach,” in Energy Markets and Responsive Grids. Springer, 2018, pp. 363–382.

[16] H. Mavalizadeh, L. A. D. Espinosa, and M. R. Almassalkhi, “Decentralized frequency control using packet-based energy coordination,” in 2020 IEEE International Conference on Communications, Control, and Computing Technologies for Smart Grids (SmartGridComm). IEEE, 2020, pp. 1–7.

[17] S. Li, W. Zhang, J. Lian, and K. Kalsi, “Market-based coordination of thermostatically controlled loads-Part II: Unknown parameters and case studies,” IEEE Trans. Power Sys., vol. 31, no. 2, pp. 1179–1187, 2015.

[18] C. Zhao, U. Topcu, and S. H. Low, “Fast load control with stochastic frequency measurement,” in IEEE PES General Meeting, 2012, pp. 1–8.

[19] S. Pushpak and U. Vaidya, “Fragility of decentralized load-side frequency control in stochastic environment,” in American Control Conference. IEEE, 2017, pp. 1079–1084.

[20] I. Chakraborty, S. Kundu, and K. Kalsi, “Modeling flexibility in uncertain distributed energy resources,” in Proceedings of the Tenth ACM International Conference on Future Energy Systems, 2019, pp. 398–399.

[21] I. Chakraborty, S. P. Nandanoori, S. Kundu, and K. Kalsi, “Stochastic virtual battery modeling of uncertain electrical loads using variational autoencoder,” in American Control Conference, 2020, pp. 1305–1310.

[22] Y. Guo and T. H. Summers, “A performance and stability analysis of low-inertia power grids with stochastic system inertia,” in 2019 American Control Conference (ACC). IEEE, 2019, pp. 1965–1970.

[23] S. P. Nandanoori, A. Diwadkar, and U. Vaidya, “Mean square stability analysis of stochastic continuous-time linear networks,” in IEEE Trans. on Automatic Control, vol. 63, no. 12, pp. 4323–4330, 2018.

[24] N. Elia, “Remote stabilization over fading channels,” Systems & Control Letters, vol. 54, no. 3, pp. 237–249, 2005.

[25] U. Vaidya and N. Elia, “Limitations of nonlinear stabilization over erasure channels,” in IEEE Conference on Decision and Control, 2010, pp. 7551–7556.

[26] A. Diwadkar and U. Vaidya, “Stabilization of linear time varying systems over uncertain channels,” International Journal of Robust and Nonlinear Control, vol. 24, no. 7, pp. 1205–1220, 2014.
[27] S. Pushpak, U. Vaidya, and S. Bose, “Stochastic small signal stability of power system with random wind,” in IEEE International Conference on Probabilistic Methods Applied to Power Systems, 2018, pp. 1–6.

[28] S. Pushpak, K. Ebrahimi, and U. Vaidya, “Distributed optimization via primal-dual gradient dynamics with stochastic interactions,” in 2018 Indian Control Conference (ICC). IEEE, 2018, pp. 18–23.

[29] J.-J. E. Slotine, W. Li et al., Applied nonlinear control. Prentice hall Englewood Cliffs, NJ, 1991, vol. 199, no. 1.

[30] B. Polyak, M. Khlebnikov, and P. Shcherbakov, “An LMI approach to structured sparse feedback design in linear control systems,” in 2013 European control conference (ECC). IEEE, 2013, pp. 833–838.

[31] S. Kundu and M. Anghel, “Stability and control of power systems using vector Lyapunov functions and sum-of-squares methods,” in 2015 European Control Conference (ECC). IEEE, 2015, pp. 253–259.

[32] J. Peppanen, T. Alquthami, D. Molina, and R. Harley, “Optimal PMU placement with binary PSO,” in 2012 IEEE Energy Conversion Congress and Exposition (ECCE). IEEE, 2012, pp. 1475–1482.

[33] S. Akhlaghi, “Optimal PMU placement considering contingency-constraints for power system observability and measurement redundancy,” in 2016 IEEE Power and Energy Conference at Illinois (PECI). IEEE, 2016, pp. 1–7.

[34] A. Majumdar, G. Hall, and A. A. Ahmadi, “Recent scalability improvements for semidefinite programming with applications in machine learning, control, and robotics,” Annual Review of Control, Robotics, and Autonomous Systems, vol. 3, pp. 331–360, 2020.

[35] A. Yurtsever, J. A. Tropp, O. Fercq, M. Udell, and V. Cevher, “Scalable semidefinite programming,” SIAM Journal on Mathematics of Data Science, vol. 3, no. 1, pp. 171–200, 2021.

[36] K.-C. Toh, M. J. Todd, and R. H. Tutuncü, “On the implementation and usage of SDPT3—a Matlab software package for semidefinite-quadratic-linear programming, version 4.0,” in Handbook on semidefinite, conic and polynomial optimization. Springer, 2012, pp. 715–754.