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Abstract

The immersed isogeometric Boundary Element Method is presented and applied to the simulation of underground excavations. Nonuniform rational B-splines (NURBS) are used for the accurate definition of complex geometries with few parameters. Immersed technology is applied to automatically generate cell meshes. This allows heterogeneous and anisotropic ground conditions as well as nonlinear material behaviour to be considered. On a practical example the user friendliness and accuracy is demonstrated.
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1. Introduction

The Boundary Element Method (BEM) is an attractive simulation method for underground excavations, because it allows the consideration of semi-infinite or infinite domains without mesh truncation. For homogeneous, elastic domains a discretisation of the volume can be avoided and only the boundary surface needs to be defined. While the BEM has been around as long as its big sister the Finite Element Method (FEM) its application to geomechanics problems has been very limited. Only few companies offer BEM software and then only for linear elastic domains. This is despite the fact that early in the development of the BEM, publications appeared Telles and Brebbia (1981); Banerjee and Butterfield (1981), that demonstrated that the method could be extended to deal with inelastic problems. However, a volume discretisation was required. This seems to destroy the very nature of the BEM, namely the boundary only discretisation. However, this is not entirely true, since volume discretisation is only required for the near field and not for the whole domain. The main advantage, that the BEM can deal with infinite domains, remains. Examples of BEM simulations for 2-D elasto-plastic problems in geomechanics were published in Venturini (1983); Brebbia et al. (1984). Examples in 3-D are rare in the literature and are mainly in other fields of applications such a mechanical engineering (see for example Gao and Davies (2000)). The majority of the publications use the modified Newton-Raphson method but it was demonstrated in Gao and Davies (2000) that it is also possible to use a Newton-Raphson approach, by computing a sort of tangent stiffness.

In any case, the fact that a volume discretisation is required to deal with elasto-plastic and heterogeneous problems, was a major stumbling block in the application of the method to geomechanics. In addition, the simulation of ground support such as cable dowels, rock anchors or shotcrete was not addressed. In the past decades the main emphasis of the research group at the TU Graz was aimed at making the BEM more user friendly and suitable for geomechanics. Isogeometric analysis, first introduced by Hughes Hughes et al. (2005), who proposed that NURBS should be used instead of Lagrange polynomials, showed an elegant way in which geometries could be defined very accurately with few parameters, basically avoiding mesh generation. Early publications of the isogeometric BEM (IGABEM) Scott et al. (2013); Simpson et al. (2013) showed the advantages of this approach. In addition the use of NURBS for the approximation of the unknowns resulted in elegant refinement procedures. In Marussig et al. (2016) it was pointed out that the definition of the geometry could be uncoupled form the approximation of the unknown and this was verified in Atroshchenko et al. (2016). The early emphasis of our work was focussed on the elimination of the requirement for a volume mesh generation for nonlinear problems. A proposed solution was to define the volume by 3-D NURBS Beer et al. (2016); (2017). The simulation of reinforcement bars and rock bolts was also addressed in Beer et al. (2020), using linear inclusions. While the definition of the volume with 3-D NURBS works well for simple geometries it is not applicable to more complicated geometries. For these problems we have to revert to cell discretisation, which brings us back to the problem of user friendliness.
The main aim of this paper is therefore to present an approach that allows cell meshes to be automatically generated for complex geometries, for example problems that contain intersections of boundary surfaces. We use immersed technology, familiar to the FEM community (see for example Zhang et al. (2004)). However, the unique nature of cells requires a re-engineering of published methods: No connectivity is required between the cells and - most importantly - we have to consider that volume integration is very compute intensive. The latter means that an intelligent design of the cell mesh is paramount.

In the following we first introduce the concept of the IGABEM and show how geometries, that are used for underground excavations, can be accurately (and sometimes even exactly) defined with few parameters. We also show how the use of NURBS for the approximation of the unknowns leads to elegant refinement procedures. Finally, we discuss the main topic of the paper namely the automatic generation of cell meshes for complex excavation geometries. On a practical example in oil extraction we demonstrate that the method works well and gives results comparable to ones obtained from a FEM simulation.

2. B-splines and NURBS

B-splines are an attractive alternative to Lagrange polynomials and Serendipity functions predominantly used in simulation. The basis for creating the functions is the knot vector. This is a vector containing a series of non-decreasing values of the local coordinate $\xi$:

$$\Xi = \{ \xi_0 \quad \xi_1 \quad \cdots \quad \xi_N \}$$

A B-spline basis function of order $p = 0$ (constant) is given by:

$$N_{i,0}(\xi) = \begin{cases} 1 & \text{if } \xi_i \leq \xi < \xi_{i+1} \\ 0 & \text{otherwise} \end{cases}$$

Higher order basis functions are defined by referencing lower order functions:

$$N_{i,p}(\xi) = \frac{\xi - \xi_i}{\xi_{i+p} - \xi_i} N_{i,p-1}(\xi) + \frac{\xi_{i+p+1} - \xi}{\xi_{i+p+1} - \xi_{i+1}} N_{i+1,p-1}(\xi)$$

Figure 1 shows a comparison between Lagrange polynomials and B-splines.

It can be seen that B-splines have only positive values but the main difference is that the basis functions are not associated with nodes as is the case with Lagrange polynomials. Instead we associate the functions with anchors which are depicted as filled circles in the figure. The location of the $i$-th anchor in the parameter space can be computed by:

$$\tilde{\xi}_i = \frac{\xi_{i+1} + \xi_{i+2} + \cdots + \xi_{i+p}}{p} \quad i = 0, 1, \ldots, I - 1.$$  

Figure 1: Comparison between Lagrange polynomials and B-splines of order 2. For the Lagrange polynomials coloured filled circles depict nodes; for the B-splines functions they depict anchors. Knots are shown as hollow squares.

However the big advantage of B-splines is that the order of the function and the continuity can be changed by simply changing the knot-vector. For the B-spline of order 2 the knot vector is given by:

$$\Xi = \{ 0 \quad 0 \quad 0 \quad 1 \quad 1 \}$$
where the repetition \((p + 1)\)-times of the first and last entry defines the order. Furthermore we can also change the continuity of the function by inserting knots (see Figure 2). For example a knot vector:

\[
\Xi = \{ 0 \ 0 \ 0 \ 0.5 \ 1 \ 1 \ 1 \}
\]  

(requires equation numbering)

reduces the continuity at \(\xi = 0.5\) by one order to \(C^1\).

Figure 2: Effect one knot insertion at \(\xi = 0.5\) for a B-spline of order 2. This changes the shape of the basis functions and increases their number.

**Remark:** The fact that we are able to change the order and continuity of the basis functions and that they do not depend on nodal points is the most significant difference to conventional basis functions. This will be exploited later when we define the approximation of the unknown.

Nonuniform rational B-splines or NURBS are based on B-splines but have improved properties for the definition of geometry. NURBS of order \(p\) are defined as:

\[
R_{i,p}(\xi) = \frac{N_{i,p}(\xi) w_i}{\sum_{j=0}^{I} N_{j,p}(\xi) w_j}
\]  

(requires equation numbering)

where \(I + 1\) is the number of basis functions and \(w_i\) are weights.

3. **Geometry definitions by NURBS - Curves**

NURBS are ideally suited for the description of geometry. To define a curve we can write:

\[
x = \sum_{i=1}^{I} R_i(\xi) c_i
\]  

(requires equation numbering)

where \(R_i(\xi)\) are the basis functions defined in equation \([7]\) except that the numbering starts from 1 instead of 0, \(c_i\) are control point coordinates. NURBS allow certain geometrical shapes for example arcs to be described exactly.
3.1. Defining an arc

A NURBS curve can exactly define an arc.

The $x,y$ coordinates of the control points are given by (see Figure 3):

\[
\begin{align*}
\mathbf{c}_1 &= \begin{bmatrix} x_0 + R \cdot \cos \alpha_1 \\ y_0 + R \cdot \sin \alpha_1 \end{bmatrix} \\
\mathbf{c}_2 &= \begin{bmatrix} x_1 - R \cdot \tan \alpha \cdot \sin \alpha_1 \\ y_1 + R \cdot \tan \alpha \cdot \cos \alpha_1 \end{bmatrix} \\
\mathbf{c}_3 &= \begin{bmatrix} x_0 + R \cdot \cos \alpha_2 \\ y_0 + R \cdot \sin \alpha_2 \end{bmatrix}
\end{align*}
\]  

where $\alpha = (\alpha_2 - \alpha_1)/2$. The weights are $w(1) = 1; w(2) = \cos \alpha; w(3) = 1$.

3.2. Description of an NATM tunnel

As a practical example we show how the design shape of a NATM tunnel can be exactly described by NURBS curves. Figure 4 shows an example of a tunnel together with a table of values that define the shape. Algorithm 1 shows how to compute the control point coordinates and weights of the three arcs for half the tunnel using the values in the table only. The results are shown in Figure 4.
**Algorithm 1** Algorithm for computing the control point coordinates and weights for NATM Tunnel

**Require:** M(2,3), R(3)

1: knot vector= [0 0 0 1 1 1]
2: dx= M(1,2) - M(1,3); dy= M(2,2) - M(2,3)
3: \( \phi = \tan^{-1}(dx/dy) \)
4: for \( n = 1 \) to 3 do
5: \( \text{if } n = 1 \text{ then} \)
6: \( \alpha_1 = 0 ; \alpha_2 = \pi/2 \)
7: \( \text{end if} \)
8: \( \text{if } n = 2 \text{ then} \)
9: \( \alpha_1 = 3/2\pi + \phi; \alpha_2 = 2\pi \)
10: \( \text{end if} \)
11: \( \text{if } n = 3 \text{ then} \)
12: \( \alpha_1 = 3/2\pi; \alpha_2 = 3/2\pi + \phi \)
13: \( \text{end if} \)
14: Compute control points coordinates and weights for arc \( n \)
15: with \( \{ x_0, y_0 \} = \text{M(:,n)}, \text{R(n)}, \alpha_1, \alpha_2, \text{using equation } (9) \)
16: end for
17: return Knot vector, control point coordinates and weights for 3 arcs

4. Geometry definition with NURBS- surfaces

We can expand the NURBS to three dimensions using a tensor product:

\[
x = \sum_{i=0}^{l} \sum_{j=0}^{J} R_{i,p}(\xi) R_{j,q}(\eta) c_{ij}
\]  

(10)

where \( q \) is the order and \( J+1 \) is the number of basis functions in the local \( \eta \) direction. \( c_{ij} \) are control point coordinates. We now need an additional knot vector \( H \) that defines the basis function in \( \eta \) direction.

4.1. Definition of a surface

As an example we show in Figure 5 a surface created with the knot vectors:

\[
\Xi = \begin{bmatrix} 0 & 0 & 0 & 1 & 1 & 1 \end{bmatrix} \quad H = \begin{bmatrix} 0 & 0 & 1 & 1 \end{bmatrix}
\]  

(11)

i.e. quadratic in \( \xi \)-direction and linear in \( \eta \) direction. The control point coordinates and weights are shown in table 1

| \( i \) | \( j \) | \( x \) | \( y \) | \( z \) | \( w \) |
|---|---|---|---|---|---|
| 0 | 0 | 0 | 1 | 0 | 1 |
| 1 | 0 | 0 | 1 | 1 | 0.707 |
| 2 | 0 | 0 | 0 | 1 | 1 |
| 0 | 1 | 1 | 1 | 0 | 1 |
| 1 | 1 | 1 | 1 | 0 | 0.707 |
| 2 | 1 | 1 | 0 | 1 | 1 |

Table 1: Control point coordinates and weights for definition of surface.

In the following we will show geometric manipulations with NURBS.
4.2. Trimming

We can cut off a portion of the surface by a process called trimming.

We first define the limits of the trimmed space using basis functions $\hat{R}_{i,p}(\xi)$ and $\hat{R}_{j,q}(\eta)$ and control points $\hat{c}_{ij}$. We then map from a $\xi,\eta$ space to a local $\hat{\xi},\hat{\eta}$ space:

$$\{\hat{\xi},\hat{\eta}\} = \sum_{i=0}^{I} \sum_{j=0}^{J} \hat{R}_{i,p}(\xi) \hat{R}_{j,q}(\eta) \hat{c}_{ij}$$ (12)

Finally we map from the $\hat{\xi},\hat{\eta}$ coordinate system to the $x,y,z$ coordinate system using equation (10):

$$x = \sum_{i=0}^{I} \sum_{j=0}^{J} R_{i,p}(\xi) R_{j,q}(\eta) c_{ij}$$ (13)

In Figure 6 we show an example on how the surface shown in Figure 5 can be trimmed.
5. The boundary element method without volume effects

Here we introduce the boundary element method for the case where only boundary effects are considered. This only allows simulations of elastic, homogeneous and isotropic domains. Later, we will introduce volume effects, that allow to remove these restrictions.

Consider an infinite domain $Ω$ bounded by $Γ$. To establish the integral equations we apply Betti’s theorem and the collocation method. The regularised integral equations are written in matrix notation as (for a derivation see Beer et al. (2019)).:

$$\int_Γ T(\hat{x}_n,\hat{x})(u(\hat{x}) - u(\hat{x}_n)) \, dΓ(\hat{x}) - A_n u(\hat{x}_n) = \int_Γ U(\hat{x}_n,\hat{x}) \, \tau(\hat{x}) \, dΓ(\hat{x}).$$

(14)

where $T(\hat{x}_n,\hat{x})$ is a matrix that contains the fundamental solutions for the tractions and $U(\hat{x}_n,\hat{x})$ the one for the displacements at point $\hat{x}$ due to a source at $\hat{x}_n$ on the boundary of an infinite, elastic domain. $u$ and $\tau$ are displacement and traction vectors on $Γ$. $A_n$ represents the azimuthal integral that is equal to the unit matrix for infinite domain problems. The fundamental solutions for the displacements and tractions are well published and summarised in Beer et al. (2019). The points with coordinates $\hat{x}_n$ are also known as collocation points.

5.1. Discretisation of integral equations

To be able to solve the integral equations they have to be discretised. The discretisation involves the subdivision of the boundary into patches and the approximation of the unknown boundary values. Patches are similar to boundary elements but have significantly more flexibility regarding the geometry they represent. The geometrical approximation of the integral equations by discretisation can be written as:

$$\int_Γ U(\hat{x}_n,\hat{x}) \, \tau(\hat{x}) \, dΓ(\hat{x}) - \int_Γ T(\hat{x}_n,\hat{x})(u(\hat{x}) - u(\hat{x}_n)) \, dΓ(\hat{x}) + A_n u(\hat{x}_n) \approx$$

$$\sum_{e=1}^{E} \int_{Γ_e} U(\hat{x}_n,\hat{x}) \, \tau^e(\hat{x}) \, dΓ(\hat{x}) - \sum_{e=1}^{E} \int_{Γ_e} T(\hat{x}_n,\hat{x}) u^e(\hat{x}) \, dΓ(\hat{x})$$

$$+ \left[ \sum_{e=1}^{E} \left( \int_{Γ_e} T(\hat{x}_n,\hat{x}) dΓ(\hat{x}) \right) + A_n \right] u(\hat{x}_n)$$

(15)

where $e$ specifies the patch number and $E$ is the total number of patches.

5.2. Patches

Patches are similar to boundary elements that use Lagrange polynomials or Serendipity functions, except that they can define a much larger portion of the surface accurately and sometimes exactly. For the simulation in geomechanics it is convenient to have two type of patches: finite and semi-infinite patches. The latter are able to describe surfaces that go to infinity.

5.2.1. Geometry definition of finite patches

The mapping from the local patch coordinates $ξ = (ξ, η)^T = [0, 1]^2$ to the global $x$ coordinate system is given by

$$x(ξ, η) = \sum_{i=1}^{I} R_i(ξ, η) c_i.$$  

(16)

where $R_i(ξ, η)$ are now combined NURBS basis functions with the control points (coordinates $c_i$) numbered consecutively from one, first in the $ξ$- and then in the $η$-direction.

The vectors tangential to the surface are given by

$$v_ξ = \frac{∂x}{∂ξ} = \begin{pmatrix} \frac{∂x}{∂ξ} \\ \frac{∂y}{∂ξ} \\ \frac{∂z}{∂ξ} \end{pmatrix} \quad \text{and} \quad v_η = \frac{∂x}{∂η} = \begin{pmatrix} \frac{∂x}{∂η} \\ \frac{∂y}{∂η} \\ \frac{∂z}{∂η} \end{pmatrix}$$

(17)
and the unit vector normal to the surface is given by:

\[ \mathbf{n} = \frac{\mathbf{v}_\xi \times \mathbf{v}_\eta}{J}. \]  

\[ (18) \]

The Jacobian is

\[ J = |\mathbf{v}_\xi \times \mathbf{v}_\eta|. \]

\[ (19) \]

The direction of the outward normal depends on how the control points are numbered. To show that a patch can be much more geometrically complex than a boundary element we show in Figure 7 an example of a finite patch that represents exactly the geometry of half a NATM tunnel.

5.2.2. Geometry definition of semi-infinite patches

Here we introduce a patch definition that is able to model a surface that extends to infinity on one side that has been published in Beer (2015). The mapping for a patch that extends to infinity in the \( \eta \)-direction is given by

\[ \mathbf{x} = \sum_{j=1}^{2} \sum_{i=0}^{I} R_i^\infty(\xi, \eta) c_{ij} \]

\[ (20) \]

where

\[ R_i^\infty(\xi, \eta) = R_i(\xi) M_i^\infty(\eta) \]

\[ (21) \]

The special infinite basis functions are given by:

\[ M^\infty_1 = \frac{1 - 2\eta}{1 - \eta} \quad \text{and} \quad M^\infty_2 = \frac{\eta}{1 - \eta}. \]

\[ (22) \]
Figure 8: An infinite patch. Left: local map, Right: global map, showing control points and outward normal.

Figure 9: An degenerate patch: Control points on lower left are coincidental

The vectors in the tangential directions are given by

\[ \mathbf{v_\xi} = \frac{\partial \mathbf{x}}{\partial \xi} = \sum_{j=1}^{2} \sum_{i=0}^{I} \frac{\partial R_i(\xi)}{\partial \xi} M_\infty^i(\eta) c_{ij} \]  

\[ \mathbf{v_\eta} = \frac{\partial \mathbf{x}}{\partial \eta} = \sum_{j=1}^{2} \sum_{i=0}^{I} R_i(\xi) \frac{\partial M_\infty^i(\eta)}{\partial \eta} c_{ij} \]  

(23)

(24)

where

\[ \frac{\partial M_1^\infty}{\partial \eta} = \frac{-1}{(1-\eta)^2} \quad \text{and} \quad \frac{\partial M_2^\infty}{\partial \eta} = \frac{1}{(1-\eta)^2}. \]  

(25)

The unit vector normal to the patch is given by:

\[ \mathbf{n} = \frac{\mathbf{v_\xi} \times \mathbf{v_\eta}}{J}. \]  

(26)

The Jacobian is

\[ J = |\mathbf{v_\xi} \times \mathbf{v_\eta}|. \]  

(27)

It is noted that the Jacobian \( J \) tends to infinity as \( \eta \) tends to 1. Figure 8 shows an example of an infinite patch representing half of an NATM tunnel.
5.2.3. Geometry definition of degenerate patches

Patches of triangular shape can be defined by making 3 control points of the patch coincidental (Figure 9). Although the Jacobian tends to zero at the degenerate point, this is of no consequence because integration points are not located there.

5.3. Approximation of the boundary values

To be able to solve the integral equations we need to approximate the boundary values. We approximate the unknown boundary displacements in patch \( e \) by:

\[
\mathbf{u}^e(\xi, \eta) = \sum_{k=1}^{K} \hat{R}_k(\xi, \eta) \mathbf{u}_k^e. 
\]

where \( \hat{R}_k(\xi, \eta) \) are NURBS basis functions, \( K \) is the number of parameters and \( \mathbf{u}_k^e \) are parameter values.

Remark: Note that in contrast to conventional analysis the isogeometric BEM works with parameter values instead of real values of the unknown.

For the excavation methods, that we consider here, the displacements will be unknown. The tractions in patch \( e \) can be computed from the stress field that exists in the domain prior to excavation (virgin stress):

\[
\mathbf{t}_0^e(\hat{x}) = \mathbf{n}(\hat{x}) \sigma_v(\hat{x})
\]

where \( \sigma_v \) is the (pseudo) virgin stress vector in Voigt notation:

\[
\sigma_v = \begin{bmatrix} 
\sigma_{xx} \\
\sigma_{yy} \\
\sigma_{zz} \\
\tau_{xy} \\
\tau_{yz} \\
\tau_{xz} 
\end{bmatrix}
\]

and

\[
\mathbf{n}(\hat{x}) = \begin{bmatrix} 
n_x & 0 & 0 & n_y & 0 & n_z \\
0 & n_y & 0 & n_x & n_z & 0 \\
0 & 0 & n_z & 0 & n_y & n_x
\end{bmatrix}
\]

where \( n_x, n_y, n_z \) are components of the vector normal to the surface. For excavation problems the first integral in equation (15) can therefore be defined as:

\[
\int_{\Gamma_e} \mathbf{U}(\hat{x}, \tilde{x}) \mathbf{t}^e(\tilde{x}) d\Gamma_e(\tilde{x}) = \int_{\Gamma_e} \mathbf{U}(\hat{x}, \tilde{x}) \mathbf{t}_0^e(\tilde{x}) d\Gamma_e(\tilde{x})
\]

5.4. Collocation points

The collocation points \( \tilde{x}_n \) are the locations where the unknown parameters reside i.e. the anchors of the basis functions (equation (4)). Since the anchor locations are calculated individually for each patch a unique location can only be achieved when the basis functions for describing the unknown (displacements) match at the locations where patches connect. We call this continuous collocation.
However, in the BEM it is possible to waive this restriction. In **discontinuous collocation** the collocation points are moved slightly inside the patch with an offset. For information on how the optimal location is determined see Marussig et al. (2015). We use discontinuous collocation when sharp corners are encountered, for example at intersections or at tunnel ends, thereby also avoiding the stress singularity there.

### 5.5. System of equations

An assembly of all patch contributions leads to the following system of equations to be solved:

\[
\begin{align*}
\mathbf{L} \{ \mathbf{u} \} &= \{ \mathbf{r} \} \tag{34}
\end{align*}
\]

where \( \mathbf{L} \) is the assembled left hand side matrix, \( \{ \mathbf{u} \} \) is a vector that contains the parameter values \( u_n \) at collocation points and \( \{ \mathbf{r} \} \) is a right hand side, computed from the known tractions obtained by equation (29).

### 5.6. Numerical integration of patch integrals

For each boundary patch \( e \) we have to compute the following integrals:

\[
\begin{align*}
U_n^e &= \int_{\Gamma_e} U(\tilde{x}_n, \hat{x}(\xi, \eta)) t_0(\xi, \eta) \ d\Gamma_e(\tilde{x}) \tag{35} \\
T_{nk}^e &= \int_{\Gamma_e} T(\tilde{x}_n, \hat{x}(\xi, \eta)) \hat{R}_k(\xi, \eta) \ d\Gamma_e(\tilde{x}) \tag{36} \\
T_n^e &= \int_{\Gamma_e} T(\tilde{x}_n, \hat{x}(\xi, \eta)) \ d\Gamma_e(\tilde{x}) \tag{37}
\end{align*}
\]

The evaluation of the patch integrals is more involved than in the FEM since we are dealing with integrals that contain singular fundamental solutions. Even though Gauss Quadrature is not really suitable we use it for lack of alternatives. The integration scheme now depends on the location of the collocation point \( (\tilde{x}_n) \) since the fundamental solutions \( U, T \) tends to infinity as \( \hat{x} \) approaches \( \tilde{x}_n \). If \( \tilde{x}_n \) is outside the patch we use regular integration otherwise we have to use singular integration. The careful monitoring of the the accuracy of the integration is paramount for the quality of the results. Therefore the number of Gauss points has to be increased or the integration region be subdivided if \( \tilde{x}_n \) is close. For the singular integration we use the method of dividing into triangular subregions, where the Jacobian tends to zero as \( \tilde{x}_n \) is approached. For a detailed description of efficient and accurate integration methods the reader is referred to Beer et al. (2019).

### 5.6.1. Refinement demonstration on a NATM tunnel

Here we demonstrate how refinement can be applied elegantly on the example of a NATM tunnel. The geometry of the semi-infinite tunnel is exactly defined by 4 finite patches, 4 degenerate patches and 4 infinite patches (see Figure 10).

We investigate various refinement procedures by refining the basis functions that define the geometry along the tunnel (which are linear) and note the effect on the results. The refinements only have effect on the number of collocation points (and therefore number of degrees of freedom). No re-meshing is necessary. The refinement options are: order elevation, knot insertion and K-refinement (a combination of the two).

At the end of the tunnel we use discontinuous collocation. This means that the corners are rounded and stress concentrations there do not pollute the results. For this demonstration we use non-dimensional properties with elastic modulus \( E=10 \) and Poisson’s ratio \( \nu = 0 \) and a simple loading, namely an excavation in a virgin stress field of 1 (compression) in vertical direction and zero in the horizontal directions. We look at the number of degrees of freedom (d.o.f) and the change in the maximum stress at the point depicted in Figure 10. In Figures 11, 12, 13 we show the change in d.o.f and stress with the refinement of the solution. We also show the basis functions used for the approximation of the unknown displacements in the direction along the tunnel (right) and the resulting collocation points (left).
Figure 10: Definition of semi-infinite NATM tunnel with control points shown as hollow squares. The point where the max. compressive stress is monitored is depicted by a red square.

Figure 11: Refinement of NATM tunnel: Knot insertion at $\eta = 0.5$ and 0.7

d.o.f. = 219  
Stress = 3.308

Figure 12: Refinement of NATM tunnel: Order elevation from linear to cubic

d.o.f. = 255  
Stress = 3.310

Figure 13: Refinement of NATM tunnel: Order elevation from linear to cubic and insertion of knot at $\eta = 0.75$

d.o.f. = 321  
Stress = 3.314
5.6.2. Example

The example relates to a real problem in oil extraction. In order to extend the production area, smaller boreholes are sometimes deviated from the main borehole. In this example we look at such a deviation at 4200 m depth, drilled in sandstone. The main borehole has a diameter of 20 cm, the deviated borehole 10 cm. The input data are as follows:

- Stress regime: \( \sigma_v = 130.5 \text{ MPa}, \sigma_h = 121.5 \text{ MPa}, \sigma_H = 112.5 \text{ MPa} \)
- Well pressure: 72 MPa
- Elastic properties: \( E = 10 \text{ GPa}, \nu = 0.25 \)

The stress-subscripts \( v, h, H \) mean vertical, horizontal towards the deviation, horizontal normal to it. The IGABEM discretisation of the boreholes is shown in Figure 14 on the left and consists of 8 finite patches, 8 infinite patches and 8 trimmed patches. Special algorithms published in Beer (2022) were used to determine the trimmed patches near the intersection. The collocation points shown are a result of K-refinement of the basis functions that describe the geometry. At the intersection discontinuous collocation was used.

![Figure 14: Left: IGABEM discretisation, showing collocation points used for the simulation, Right: Conventional BEM mesh using Serendipity boundary elements](image)

The IGABEM simulation has 357 degrees of freedom. We compare this with the mesh required for a BEM simulation using conventional boundary elements (Figure 14 right) which has over 2500 degrees of freedom. It should be noted that the IGABEM discretisation exactly defines the geometry of the two
cylinders, only approximating the geometry at the intersection, whereas in the conventional BEM both the geometry of the cylinder and the intersection is approximated. Figure 15 shows one result of the simulation, namely the contours of displacement. It can be seen that despite the fact that collocation is discontinuous at the intersection, no jump in displacements can be observed. This has also been observed in other published simulations using discontinuous collocation (see for example Marussig et al. (2015)). We will revisit the example later when we introduce plasticity.

6. The boundary element method with volume effects

So far we have only considered effects on the boundary and neglected effects that occur inside the volume. This means the simulation can only deal with homogeneous and elastic domains. We now explain how this restriction can be lifted.

6.1. Integral equations with volume effects

To account for inhomogeneous and inelastic behaviour we use the method of initial stress, well known in the FEM community for dealing with plasticity. The equation (14) has to be amended by adding a volume integral over a specified domain $\Omega_0$ (for a derivation see Beer et al. (2019)):

$$
\Gamma T(\tilde{x}_n, \hat{x})(u(\hat{x}) - u(\tilde{x}_n))\ d\Gamma(\hat{x}) - A_n u(\tilde{x}_n) = \int_{\Gamma} U(\tilde{x}_n, \hat{x}) \ t(\hat{x})\ d\Gamma(\hat{x}) + \int_{\Omega_0} E(\tilde{x}_n, \hat{x}) \sigma_0(\hat{x})\ d\Omega_0(\hat{x}).
$$

(38)

In the above $E(\tilde{x}_n, \hat{x})$ is a matrix containing the fundamental solutions for the strain at point $\hat{x}$ due to a source at $\tilde{x}_n$. $\sigma_0(\hat{x})$ is the initial stress at point $\hat{x}$ inside $\Omega_0$ in Voigt notation:

$$
\sigma_0 = \left[\begin{array}{c}
\sigma_{x0} \\
\sigma_{y0} \\
\sigma_{z0} \\
\tau_{xy0} \\
\tau_{yz0} \\
\tau_{xz0}
\end{array}\right]
$$

(39)

The fundamental solution $E$ is in index notation:

$$
E_{ijk} = C \frac{1}{r^2} \left[ C_3 (r_i \delta_{j} + r_j \delta_{i}) - r_i r_j \delta_{k} + C_4 r_i r_j r_k \right]
$$

(40)

where the index $i$ specifies the direction of the source and $jk$ the strain component. The constants are: $C = \frac{1}{16\pi G(1-\nu)^2}$, $C_3 = 1 - 2\nu$ and $C_4 = 3$.

To arrive at matrix $E$ we convert the tensor $E_{ijk}$ to a matrix:

$$
E = \left[\begin{array}{cccccc}
E_{111} & E_{122} & E_{133} & E_{112} + E_{121} & E_{123} + E_{132} & E_{113} + E_{131} \\
E_{211} & E_{222} & E_{233} & E_{212} + E_{221} & E_{223} + E_{232} & E_{213} + E_{231} \\
E_{311} & E_{322} & E_{333} & E_{312} + E_{321} & E_{323} + E_{332} & E_{313} + E_{331}
\end{array}\right]
$$

(41)

For the volume discretisation we generate a grid of points inside $\Omega_0$. We gather the initial stresses at $\tilde{x}_n$ in a long vector $\{\sigma_0\}$ and expand equation (34) to include volume effects:

$$
[L] \{u\} = \{r\} + [B_0] \{\sigma_0\}
$$

(42)

The sub-matrices of matrix $[B_0]$, related to collocation point $n$ and grid point $i$ are given by

$$
B_{0ni} = \int_{\Omega_0} E(\tilde{x}_n, \hat{x}) N_i(\hat{x})\ d\Omega_0(\hat{x})
$$

(43)

where $N_i(\hat{x})$ are interpolation functions which will be introduced later.
6.2. Computation of the initial stress at grid points

Consider the elastic stresses $\sigma$ due to strains $\epsilon$:

$$\sigma = D \epsilon$$  \hspace{1cm} (44)

where $D$ is the elasticity matrix and

$$\epsilon = \begin{bmatrix} \epsilon_x \\ \epsilon_y \\ \epsilon_z \\ \gamma_{xy} \\ \gamma_{yz} \\ \gamma_{xz} \end{bmatrix}$$  \hspace{1cm} (45)

The initial stresses $\sigma_0$ may arise due to a difference between the elastic properties that are used to compute the fundamental solutions and the properties of $\Omega_0$ (referred as inclusion here):

$$\sigma_0 = (D - D_{c, incl}) \epsilon = D' \epsilon$$  \hspace{1cm} (46)

where $D_{c, incl}$ is the elasticity matrix for the inclusion.

The initial stresses $\sigma_0$ due to inelastic behaviour are given by:

$$\sigma_0 = (D - D_{ep, incl}) \epsilon = D' \epsilon$$  \hspace{1cm} (47)

where $D_{ep, incl}$ is the elasto-plastic constitutive matrix of the inclusion.

6.3. Computation of displacements at grid points

To obtain the initial stresses we need to compute the strains at grid points inside the inclusion. These are obtained as derivatives of the displacements. The displacement vector at a grid point with the coordinates $x_g$ is given by:

$$u(x_g) = \int_{\Gamma} [U(x_g, \hat{x}) \ t(\hat{x}) - T(x_g, \hat{x}) \ u(\hat{x})] d\Gamma(\hat{x})$$  
$$+ \int_{\Omega_0} E(x_g, \hat{x}) \sigma_0(\hat{x}) d\Omega_0(\hat{x})$$  \hspace{1cm} (48)

Displacement vectors at all grid points can be gathered in long vector $\{u\}_g$, leading to the following discretised version of equation (48):

$$\{u\}_g = [\hat{A}] \{u\} + \{\hat{c}\} + [\hat{B}_0] \{\sigma_0\}$$  \hspace{1cm} (49)

where $[\hat{A}]$ is an assembled matrix that multiplies with the unknown $\{u\}$ and $\{\hat{c}\}$ collects the displacements due to given BC’s. $[\hat{B}_0]$ is similar to $[B_0]$ in equation (43) except that the grid point coordinates $x_g$ replace the source point coordinates $x_n$.

Because of the singularity of $T$ the displacements can not be computed on the boundary. For a point on a patch boundary with the coordinates $x_k$ we compute the displacement by:

$$u(x_k) = \sum_{i} R^c_i(\xi_k) u^c_i$$  \hspace{1cm} (50)

where $R^c_i(\xi)$ are the NURBS basis functions used for approximating the displacements in patch $c$. The superscript $c$ indicates the patch that contains the point $x_k$ and $\xi_k$ are its local coordinates. The matrix $[\hat{A}]$ and the vector $\{\hat{c}\}$ have to be modified for these grid points.

6.4. Evaluation of the volume integral

As mentioned in the introduction, the topic of volume integration has been addressed early in the development of the BEM. Integration via volume cells was proposed, but was not very attractive because of the requirement of generating a mesh, similar to the FEM. So called mesh-less methods were proposed such as the dual reciprocity method that use radial basis functions [Fata (2012)]. However, these are not really mesh-less, since points inside the domain had to be specified. Most importantly they do not work
for infinite domain problems. Recently it was proposed to use NURBS-based supercells to define the volume [Beer et al. 2017]. This works well for simple volume geometries, but is not suitable for more complicated geometries such as in the example presented later.

Here we follow the traditional BEM approach with the main difference that we propose that the cell meshes can be generated completely automatic with minimum user effort. We associate the grid points, where the initial stresses \( \{\sigma_0\} \) are stored, with nodes of cells. For the cell geometry we use brick elements used by the FEM community. Here we discuss the volume integration first before proceeding to the automatic generation of cell meshes, using immersed technology.

The geometry of a cell \( c \) is defined by:

\[
x^c(\xi) = \sum_{j=1}^{J} N_j(\xi) x_j^c
\]

where \( N_j(\xi) \) are linear or quadratic Serendipity shape functions of the local coordinate \( \xi = (\xi, \eta, \zeta)^T = [-1, 1]^3 \) and \( x_j^c \) are nodal coordinates. The mid-side nodes can be active or inactive. If the mid-side node is active a quadratic interpolation is assumed along the edge, if inactive there is a linear interpolation.

The same shape functions are used to interpolate the initial stress values between nodal points (equation (43)). The initial stresses at cell nodes are computed from the strains using equation (46) or equation (47).

To obtain the strains at cell nodes we first interpolate the displacements inside a cell:

\[
u^c(\xi) = \sum_{j=1}^{J} N_j(\xi) u_j^c
\]

where \( u_j^c \) is the displacement vector at nodal point \( j \).

The global derivatives of the displacements are:

\[
\frac{\partial u^c(\xi)}{\partial x} = \sum_{j=1}^{J} \frac{\partial N_j(\xi)}{\partial x} u_j^c
\]

The global derivatives of the shape functions in terms of the local derivatives given by:

\[
\frac{\partial N_j(\xi)}{\partial x} = J^{-1} \frac{\partial N_j(\xi)}{\partial \xi}
\]

with the Jacobian matrix:

\[
J = \begin{bmatrix}
\frac{\partial x}{\partial \xi} & \frac{\partial x}{\partial \eta} & \frac{\partial x}{\partial \zeta} \\
\frac{\partial y}{\partial \xi} & \frac{\partial y}{\partial \eta} & \frac{\partial y}{\partial \zeta} \\
\frac{\partial z}{\partial \xi} & \frac{\partial z}{\partial \eta} & \frac{\partial z}{\partial \zeta}
\end{bmatrix}
\]
The Jacobian is:

\[ J = |J| \quad (56) \]

In Voight notation we define a strain (pseudo)-vector:

\[ \epsilon = \begin{pmatrix}
\frac{\partial u_x}{\partial x} \\
\frac{\partial u_y}{\partial y} \\
\frac{\partial u_z}{\partial z} \\
\frac{\partial u_x}{\partial y} + \frac{\partial u_y}{\partial x} \\
\frac{\partial u_y}{\partial z} + \frac{\partial u_z}{\partial y} \\
\frac{\partial u_z}{\partial x} + \frac{\partial u_x}{\partial z}
\end{pmatrix} \quad (57) \]

The strain vectors at all nodal points can be stored into a long vector \( \{\epsilon\} \) and expressed as:

\[ \{\epsilon\} = \hat{B}\{u\}_g \quad (58) \]

where \( \hat{B} \) is an assembled matrix containing derivatives of shape functions at cell nodes and \( \{u\}_g \) contains the displacement vectors at all cell nodes.

### 6.5. Numerical volume integration with cells

Here we explain how the volume integration is carried out to arrive at matrix \( [B_0] \). The sub-matrix \( B_{0ni} \) related to collocation point \( n \) and grid point \( i \) can be expressed as:

\[ B_{0ni} = \sum_{c=1}^{n_c} B_{0ni}^c \quad (59) \]

where \( c \) is the cell number, \( n_c \) is the number of cells and \( i \) is the number of the grid point that stores the initial stress that \( E \) will be multiplied with.

The sub-matrices of \( B_0 \) are computed by:

\[ B_{0ni}^c = \int_{\Omega_e} E(\tilde{x}_n, x) N_{k(i)}(\xi(x)) d\Omega_e(x) \quad (60) \]

where \( k(i) \) is the local node number of cell \( e \) associated with grid point \( i \) and \( (\xi(x)) \) is the local coordinate associated with the global coordinate \( \tilde{x} \). If \( \tilde{x} \) is outside the cell \( N_{k(i)} \) is zero.

Since the fundamental solution \( E \) tends to infinity with \( o(r^2) \) - where \( r \) is the distance between \( \tilde{x}_n \) and \( \tilde{x} \) - care has to be taken with the integration. Gauss Quadrature is not really suited for the evaluation of singular integrals but in absence of alternatives it is used widely in the BEM community. However, if the number of Gauss points is held constant, the precision of integration deteriorates rapidly with the proximity of the singular point, which is defined as the value of distance \( R \) to the singular point, relative to the size of the cell \( L \). If \( \tilde{x}_n \) is on one of the surfaces of the cell the integrand is singular and special integration, referred to as singular integration, is applied.

Depending on the proximity of \( \tilde{x}_n \) we need to increase the number of Gauss points to achieve adequate precision of the integration. To estimate the number of the required Gauss points, limiting values of \( R/L \) for a given number of Gauss points are presented in Beer et al. (2019). In the current implementation we limit the maximum number of Gauss points, that can be used, to 5. If this number is not sufficient, we change from regular to singular integration.
6.5.1. Regular integration

If \( \tilde{x}_n \) is far enough away and the specified maximum number of Gauss points is adequate to achieve the required precision we can use regular integration.

Using Gauss Quadrature to get an approximation of \( B_{c0i} \) we obtain:

\[
B_{c0i} \approx \sum_{i=1}^{I} \sum_{j=1}^{J} \sum_{k=1}^{K} E(\tilde{x}_n, \hat{x}(\xi_i, \eta_j, \zeta_k)) N_j(\tilde{\xi}, \hat{\xi}(\xi_i, \eta_j, \zeta_k)) W_i W_j W_k J(\tilde{x}_n, \hat{x}(\xi_i, \eta_j, \zeta_k))
\]

(61)

where \( I, J, K \) denotes the number of Gauss points in \( \xi, \eta, \zeta \)-directions chosen depending on the values of \( R/L_\xi, R/L_\eta, R/L_\zeta \), where \( R \) is the minimum distance from \( \tilde{x}_n \) to the cell and \( L_\xi, L_\eta, L_\zeta \) represent the sizes of the cell in \( \xi, \eta, \zeta \)-directions. \( W_i, W_j, W_k \) are Gauss weights and \( J(\xi_i, \eta_j, \zeta_k) \) is the Jacobian at the Gauss point with the coordinates \( \xi_i, \eta_j, \zeta_k \).

6.5.2. Singular integration

This integration scheme is for the case that \( \tilde{x} \) is very near or on one of the surfaces of a cell. The idea is to subdivide the cell into tetrahedral subregions and use them for the integration. The aim is for the Jacobian of the subregion to approach zero as the singular point is approached, thereby cancelling out the singularity. This is explained in Figure 17.

First we compute the local coordinates of the singular point on the cell \( (\xi_s, \eta_s, \zeta_s) \). Next we define the Gauss point coordinates in the \( \tilde{\xi} = (\tilde{\xi}, \tilde{\eta}, \tilde{\zeta})^T = [-1, 1]^3 \) coordinate system of a tetrahedral subregion. We then map to the cell coordinate system \( \xi \) using:

\[
\xi(\tilde{\xi}) = \sum_{j=1}^{J} \hat{N}_j(\tilde{\xi}) \xi_j
\]

(62)

where \( \hat{N}_j \) are linear shape functions and \( \xi_j \) are node coordinates defining the tetrahedral subregion. For the example in Figure 17 these coordinates are defined in table 2.

| \( i \) | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
|-------|---|---|---|---|---|---|---|---|
| \( \xi \) | -1 | 1 | -1 | 1 | \( \xi_s \) | \( \xi_s \) | \( \xi_s \) |
| \( \eta \) | -1 | -1 | -1 | -1 | \( \eta_s \) | \( \eta_s \) | \( \eta_s \) |
| \( \zeta \) | -1 | -1 | 1 | 1 | \( \zeta_s \) | \( \zeta_s \) | \( \zeta_s \) |

Table 2: Coordinates of tetrahedra points.

Because the last 4 node coordinates are the same, the Jacobian of mapping (62) \( J_t \), tends to zero with \( o(r^2) \) as the singular point is approached, therefore cancelling out the singularity.

Equation (61) is changed to:

\[
B_{0i}^{c_0} \approx \sum_{n_t=1}^{N_t} \sum_{i=1}^{I} \sum_{j=1}^{J} \sum_{k=1}^{K} E(\tilde{x}_n, \hat{x}(\xi_i, \eta_j, \zeta_k)) N_j(\tilde{\xi}, \hat{\xi}(\xi_i, \eta_j, \zeta_k)) W_i W_j W_k J(\tilde{x}_n, \hat{x}(\xi_i, \eta_j, \zeta_k)) J_t
\]

(63)
where $N_t$ is the number of tetrahedra, which depends on the location of the singular point (3 if it is on a corner, 4 if it is on an edge as in the example, 5 otherwise). The computation of $[\hat{B}_0]$ follows exactly the same procedure, except that the collocation point $n$ is replaced by grid point $i$.

7. Solution procedure

The nonlinear solution procedure is explained in detail in Beer and Duenser (2018) and involves the solution of:

$$[L]'\{u\} = \{r\}'$$

where

$$[L]' = ([L] - [B_0])([D] - [D_{incl}])([A])$$

$$[r]' = \{r\} + [B_0]([D] - [D_{incl}])\{b\}$$

$[D],[D_{incl}]$ are big matrices of size $(6 \cdot n_g \times 6 \cdot n_g)$, where $n_g$ is the number of grid points, that have sub-matrices $D$, $D_{incl}$ on the diagonal. Matrices $[A]$, and vector $\{b\}$ are computed using matrices $[\hat{A}],[B_0]$ and $[\hat{B}_0]$ (for more details see Beer et al. (2019)). It should be noted that matrices $[A],[B_0]$ and vector $\{b\}$ only depend on geometry, the elastic properties of the infinite domain and the boundary conditions. Therefore these matrices can be pre-computed. The actual nonlinear simulation just involves matrix multiplications. Equation (64) means that either a Newton-Raphson or a modified Newton-Raphson method can be applied. The left hand side already includes the effect of $D_{incl}$ or $D_{ep,incl}$. If the inclusion is elastic then a solution can be obtained without iteration.

Remark: It should be pointed out that since $D_{incl}$ is defined at every grid point the method lends itself to the simulation of heterogeneous ground conditions. In fact each grid point can be assigned different material properties.

Table 3 shows the sizes of the pre-computed matrices where $n_d$ is the degrees of freedom.

| Matrix: | $[L]$ | $[\hat{A}]$ | $[B_0]$ | $[\hat{B}_0]$ |
|---------|-------|-------------|---------|-------------|
| matrix size: | $n_d \times n_d$ | $3 \cdot n_g \times n_d$ | $3 \cdot n_d \times 6 \cdot n_g$ | $3 \cdot n_g \times 6 \cdot n_g$ | $6 \cdot n_g \times 3 \cdot n_g$ |

Table 3: Size of matrices.

8. The immersed boundary element method

Here we present a method that allows cell meshes to be automatically generated. The basic idea comes from the FEM community and procedures that allow to mould a regular FEM mesh to specified surfaces. Immersed FEM technology is not directly applicable to the BEM since the task is somewhat different: The aim of the immersed FEM is to very accurately follow the defined surfaces. This importance is diminished for the main purpose that we use the cells, namely the numerical evaluation of volume integrals. Furthermore, connectivity - vitally important for FEM work - can be abandoned. On the other hand one aspect, not of importance to FEM work, is important here: Since volume integration is very compute intensive it is paramount that the cell mesh is well designed, i.e. we should be aiming at a small number of cells, avoiding tetrahedral cells and an intelligent grading toward the boundary. It should be mentioned that cells have a multiple purpose: The interpolation of displacements and the computation of strains, the interpolation of the initial stresses and the volume integration. It is also important to realise that the fundamental solution $E$, which appears in the integral to be evaluated, decays with $o(r^{-2})$, where $r$ is the distance between $\vec{x}_n$ and $\vec{x}$. This means that a fine mesh is required near the boundary but this can be coarsened further away.

Cell mesh generation starts with a definition of $\Omega_0$, which may be a region of the domain that has different material properties than the infinite domain or a region where elasto-plastic behaviour is expected.

Remark: The beauty of the non-linear IGABEM is, that instead of always having to consider the whole domain as in the FEM, we can concentrate on a portion of the domain where we think the non-linear effects are significant (i.e. the near field)
Here we present two approaches: Scanning on a rectangular grid and growing cells from the boundary. The reason for this is that, depending on the shape of the boundary surface, the scanning option may not result in an optimal cell mesh.

8.1. Option 1: Scanning

The first step is to generate a volume grid consisting of lines in three orthogonal directions. The grid can be quite coarse but has to be fine enough so that enough lines intersect the boundary. We compute intersection points using an algorithm that determines the intersection between a line and a surface published in [Beer 2022]. Next, we define cells within the grid and detect cells that have intersection points. For these cells the portion that intrudes into void space is trimmed. The steps are summarised in algorithm 2.

Algorithm 2 Algorithm for scanning

| Require: | Definition of $\Omega_0$ |
|----------|-------------------------|
| 1:       | Generate a volume grid and define cells within the grid. |
| 2:       | Compute intersections of the grid lines with boundary patches. |
| 3:       | Assign intersection points to cells |
| 4:       | for all intersected cells do |
| 5:       | Trim cells |
| 6:       | end for |
| 7:       | Subdivide cells as necessary to achieve required accuracy |
| 8:       | Deactivate cells that are inside the excavation |
| 9:       | return Generated cell mesh |

8.1.1. Trimming of cells

For the trimming we must first establish which part of the cell intrudes into void space. This is done by comparing the gridline direction with the outward normal to the boundary. We distinguish between the case where a cut goes through a cell and one where only a portion is cut off. In the first case we move the corner nodes to the already computed intersection points. Next, we define lines at mid-side between the corner nodes and compute intersection points (see Figure 18 on the left). We then move the mid-side nodes to the computed intersection points. In the second case, we define diagonal lines as shown in Figure 18 on the right and compute intersection points. Using these points and the previously computed intersection points, we subdivide the cell into two sub-cells. Next we proceed as in case 1 to determine the mid-side node locations.

Figure 18: Determination of additional points for trimming. Left: Cut through cell, Right: Cut is at a corner of cell
We explain this procedure on the example of the NATM tunnel in Figures 19, 20, 22 and arrive at the cell mesh in 23.

Figure 19: Define $\Omega_0$

Figure 20: Establish volume grid and intersect.

Figure 21: Detect intersecting cells, trim and refine. Case 1: Cut goes through cell
8.2. **Option 2: Growing mesh from the boundary**

In this option we first define a super-cell that surrounds the boundary patches that we want the mesh to grow from (see Figure 24).

Next we subdivide the surface of the patches depending on the number of subdivisions required, calculate the coordinates of subdivision points using equation (16) and connect the points on the patch to the super-cell nodes (see Figure 25).
The generated cell mesh is shown in (see Figure 26).

9. Example

We revisit the example in section 5.6.2 but this time we perform a nonlinear simulation. The additional input data are as follows:

- Plastic properties: Mohr-Coulomb, $\phi = 30^\circ$, $c = 16.6$ MPa, Pore pressure = 72 MPa

The main aim of the simulation was to investigate the plastic zone near the deviation.

The generation of a cell mesh consists of the following steps:

1. Generate cell mesh for the main borehole only, using the scanning option
2. Identify the cell at the junction between the main and the deviated borehole
3. Change this cell to a super-cell by skewing it in the direction of the deviated borehole
4. Grow cells from the deviated borehole

As we change the cell to a supercell and skew it, the adjoining cells in vertical direction have to be skewed also to prevent overlap. Since there is no continuity requirement the cells in the other direction are not affected.
The generation of the cell mesh is explained in Figures 27 and 28. The final mesh is shown in Figure 29 and has 76 20-node cells and 551 grid points.

Remark: In this first implementation some user interaction is required. However, the aim in the future is that cell mesh generation is made completely automatic.

The results were compared with a 3-D FEM simulation with Program PLAXIS, which had about one million degrees of freedom. In contrast the BEM simulation had only 376 degrees of freedom. In Figure 30 we show one result of the simulation namely the extent of the plastic zone near the deviation and a comparison with plastic points of the FEM simulation. Good agreement can be found.
Figure 30: Extent of plastic zone (marked in red) from the IGABEM simulation and (right) marked plastic points from the FEM simulation.

Table 4 shows the run times for precomputing the matrices for the nonlinear solution on a MacBook pro laptop. It also shows the size of the matrices. The software was written in MATLAB using the NURBS toolkit Penguian (2022).

| Matrix/Vector: | $\mathbf{L}$, $\{\mathbf{r}\}$ | $\mathbf{A}$, $\{\mathbf{c}\}$ | $\mathbf{B}_0$ | $\hat{\mathbf{B}}_0$ | $\hat{\mathbf{B}}$ |
|---------------|-------------------------------|--------------------------------|----------------|-----------------|----------------|
| matrix size:  | $376 \times 376$              | $1653 \times 376$            | $376 \times 3306$ | $1653 \times 3306$ | $3306 \times 1653$ |
| run time (sec): | 66                            | 128                           | 91             | 355             | 1              |

Table 4: Run times for pre-computing matrices.

The actual nonlinear solution took only 4 seconds. It should be noted that the evaluation of the matrices that use volume integration is well suited for parallel computation, since integration of each cell is independent of other cells. A proper implementation in C++ or Fortran with parallel processing features would drastically reduce run times for the pre-computation. Again it has to be stressed that once the matrices are pre-computed, simulations with different inclusion properties can be carried out very fast. A re-computation of only $\{\mathbf{c}\}$ and $\{\mathbf{r}\}$ is necessary if the loading has changed. A re-computation of the other matrices is only necessary if the geometry or the elastic properties of the infinite domain, with which the fundamental solutions are computed, have changed.

Figure 31: BEM simulation of the effect of rock bolts on the displacement of an excavation. Taken from Beer and Duenser (2018).
10. Summary and Outlook

In this paper a novel approach to the simulation of underground excavations was presented. The BEM is ideally suited for such problems that involve infinite or semi-infinite domains. However, there has been limited acceptance of the method and the FEM still dominates the geomechanics simulation software available. Progressive software companies use BEM software, but only for elastic, piecewise homogeneous domains. The limited acceptance is due to the fact that, compared to the FEM, very few researchers are working on the BEM. In addition, features important for geomechanics such as ground support, heterogeneous ground conditions and elasto-plasticity were not properly addressed.

The aim of our research over the last decades was to remedy the problem and to increase the applicability of the method in geomechanics. The work started with the introduction of isogeometric methods that greatly simplified the definition of excavation geometries, in essence avoiding mesh generation. Using this approach, geometry information can taken directly from Computer Aided Design (CAD) programs, but CAD data have to be post-processed before being applied to simulation. The definition of the geometry by users, without CAD, is also greatly simplified. Geometries can be defined very accurately (and sometimes even exact) with few parameters. The use of NURBS also makes the refinement of the solution very user friendly, as no re-meshing is involved. In this paper we hope to have demonstrated the beauty of the IGABEM.

The most time consuming research effort, however, was concerned with the treatment of heterogeneous ground conditions and plasticity. A major stumbling block was the requirement of the generation of a volume mesh. To leave this up to the user was unacceptable. In this paper we have shown a possibility of making cell generation automatic. On a practical example we have shown that a combination of scanning and cell growing leads an acceptable cell mesh, in terms of computation time and accuracy. Results of the IGABEM simulation are comparable with the ones form a FEM simulation, but obtained with considerable less effort. Further research is needed to develop software that automatically generates cell meshes, that are robust for all geometries, without any user intervention. Maybe this needs to also include using 3-D NURBS, that have been presented previously in [Beer et al. (2016)]. Indeed, the ultimate aim should be a situation where the existence of a volume mesh is invisible to the user.

Finally, a reminder that in previous papers [Beer and Duenser (2015); Beer et al. (2020)] we have successfully tackled the problem of modelling ground support (rock bolts, concrete lining). See for example Figure 51. This means that the IGABEM can perform all the simulation tasks (at least for underground excavations) that the FEM can, albeit with considerable less effort.

A lot needs to be done to pack these developments into a suitable software product, starting from the migration into a more efficient language than MATLAB and parallelisation. Also, intensive testing is required to ensure that the software is stable and leads to acceptable results for all possible cases. Unfortunately, due to lack of funding, we are not able to continue this work and we hope that this paper serves as an inspiration to readers. Maybe some progressive software company would like to turn this into a next generation simulation software for geomechanics. Our assistance is assured.
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