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Simultaneous regression-based spatial coverage estimation and object detection with deep learning

Rasmus Eckholdt Andersen, Lazaros Nalpantidis, Ole Ravn, and Evangelos Boukas

Section of Automation and Control, Department of Electrical Engineering, Technical University of Denmark, Kongens Lyngby, Denmark (E-mail: lanalp@elektro.dtu.dk, or@elektro.dtu.dk, evbou@elektro.dtu.dk)

Object detection has been the focus of researchers within varying applications propelled by the recent advances in deep learning and neural networks. Many applications require both detection of class instances as well as a quantification of the spatial coverage of the class instances. While the performance of deep learning approaches for these tasks has been extensively studied there has not been much effort into creating a unified network structure to achieve both goals. The purpose of this paper is to present a regressor to the faster R-CNN architecture that can help quantify the spatial coverage estimation of some detected object. The advantage of the regressor is to provide a reproducible result of the spatial coverage. To demonstrate the developed architecture, an example use-case of land cover estimation is used. The experiments conducted in this paper show that the network does not sacrifice object detection accuracy, and indicate that the network is able to estimate the spatial coverage of six different types of land.

Introduction: The ability to quantify areas of interest to get an estimation of how large an area is affected by a given class instance is intrinsic to inspection processes and even occurs in some surveying applications. Using visual sensory information for inspection is a fast way to cover large and hard to access areas, however, it also produces a large amount of information to be processed. If this information has to be processed manually, the results risk being biased towards the humans' subjective assessments, which can vary over time and are not necessarily consistent among humans. Though object detection is capable of analysing large quantities of image data, it does not cover the use cases in which the spatial coverage is of interest rather than the actual object. This missing factor makes object detection a solution to only the localisation of areas of interest, and not the quantification of the areas in the image in relation to the rest of the image.

The advantage of quantification being part of the object detector is to reduce the number of steps required to obtain the desired output. This saves time and complexity when training the object detector. Additionally, by merging the object detection and any quantification network into a single network, the number of parameters that have to be trained get significantly reduced, compared to having separate networks for the two tasks, since a large number of parameters can be shared. Another approach to solve this problem is to perform full segmentation and count the number of pixels in the image for a class instance to obtain a coverage. However, additionally to the computational disadvantage, training such networks requires more extensive labelled data and the segmentation adds potentially unnecessary complexity for an output that can be achieved with a simpler regression. Applications such as space exploration present difficulties both in terms of data availability and computational resources [1, 2].

In this paper, a modification to the faster R-CNN architecture is introduced with the purpose of performing spatial coverage estimation in images. To show that the network does not suffer object detection accuracy degradation after being modified to also support spatial coverage estimation, its detection performance is compared to that of an unmodified faster R-CNN. The accuracy of the spatial coverage estimation is evaluated via an accuracy plot against the ground truth.

In the following section, an overview of some of related work for such an architecture is presented, followed by an introduction to the modifications performed on the faster R-CNN architecture. Finally, as an example of the capabilities of the developed architecture, a dataset of satellite images is used to detect the spatial coverage of six different types of land cover.

Related work: The recent advances in vision-based deep learning has prompted for extensive research in object detection architectures, capable of localising objects within an image. Previously, object detection has been used for corrosion detection for inspection of marine vessels, detecting palm trees, and ice caps.

In marine vessel classification processes, the condition of the vessel is determined by the spread of the corrosion. The popular faster R-CNN [3] architecture has already been used for inspection of corrosion detection [4]. A VGG16 [5] backbone was used to extract features of surfaces on marine vessels containing corrosion and trained a faster R-CNN network to output bounding boxes around corrosion. However, their approach is limited to only localising the corrosion, and not determining the spread. This means the condition of the vessel is still dependent on a human surveyor’s input for quantification of the area covered in corrosion. In the presented work, a faster R-CNN is modified to compute the percentage of the image that represents class instance, and thereby alleviating human dependency. Additionally, [6] investigated the applicability of different types of architectures and found that bounding boxes are not suitable for estimating the spread of corrosion.

Deep learning has also been used in an aerial observation. One application has been to detect and localise palm trees [7]. In this work, images collected with a drone are used to localise palm trees using a faster R-CNN architecture. While the palm trees are successfully detected, and subsequently counted, the network does not provide a quantification of the density of the trees. By measuring the area the palm trees cover, an estimation of not only the physical size of the forest or plantation can be obtained, but it would also allow for tracking the growth of the area. Tracking the ice caps has been of great interest in the recent years as the ice melts away. A typical way of tracking the ice employs synthetic aperture radar (SAR) measurements from satellite imagery. The ice cover can then be tracked from the acquired images as shown in [8] in which the ice is segmented using a U-Net. The need for segmenting the whole image can be more computationally intensive and not necessarily required if the only interest is a general estimation of the ice cap decay or growth over time.

Architecture: The object detector used in this paper is the faster R-CNN due to its separation of feature extraction (i.e. backbone) and detection. The advantage of the separation is that the features can easily be re-used without modifying any other branch of the network. The backbone used for this faster R-CNN is a feature pyramid that utilises not only the deeper layers, but also the more shallow layers. This means the network can learn to utilise both lower level abstract features from the image, but also higher level features directly, resulting in more robust scale invariance. The combination of the aforementioned features makes the network capable of both detecting class occurrence and producing bounding boxes. In order to perform spatial coverage estimation, a third head is added to the faster R-CNN architecture. Independent of the object detector component, this head is connected to the backbone, and adds directly to the loss function, such that the backbone is also optimised towards minimising the spatial coverage estimation error. In Figure 1, an overview of the modified architecture can be seen. The faster R-CNN architecture supports a wide variety of backbones and generally the ResNet [9] backbone family performs well. Specifically, ResNet50 will be used in this work.

The feature maps passed on to the detection and any quantification network into a single network, the number of parameters that have to be trained get significantly reduced, compared to having separate networks for the two tasks, since a large number of parameters can be shared. Another approach to solve this problem is to perform full segmentation and count the number of pixels in the image for a class instance to obtain a coverage. However, additionally to the computational disadvantage, training such networks requires more extensive labelled data and the segmentation adds potentially unnecessary complexity for an output that can be achieved with a simpler regression. Applications such as space exploration present difficulties both in terms of data availability and computational resources [1, 2].

In this paper, a modification to the faster R-CNN architecture is introduced with the purpose of performing spatial coverage estimation in images. To show that the network does not suffer object detection accuracy degradation after being modified to also support spatial coverage estimation, its detection performance is compared to that of a unmodified faster R-CNN. The accuracy of the spatial coverage estimation is evaluated via an accuracy plot against the ground truth.

In the following section, an overview of some of related work for such an architecture is presented, followed by an introduction to the modifications performed on the faster R-CNN architecture. Finally, as an example of the capabilities of the developed architecture, a dataset of satellite images is used to detect the spatial coverage of six different types of land cover.
Table 1. The number of images for each class along with the total number of annotations in the landcover dataset used in this paper

| Class   | Training # images | Training # annotations | Validation # images | Validation # annotations |
|---------|------------------|------------------------|--------------------|-------------------------|
| Urban   | 436              | 3359                   | 211                | 1776                    |
| Agriculture | 451          | 1426                   | 230                | 688                     |
| Rangeland | 342            | 2631                   | 177                | 1461                    |
| Forest  | 126              | 297                    | 61                 | 159                     |
| Water   | 312              | 1436                   | 162                | 721                     |
| Barren  | 280              | 859                    | 141                | 491                     |

The ground truth spatial coverage is obtained by counting and summing each pixel for each class and dividing with the total amount of pixels in the image, i.e. a percentage in the interval [0,1] that corresponds to that objects spatial coverage in the image.

Training procedure: For each of the classes listed in Table 1 both a regular faster R-CNN network and a modified network was trained. The loss function for the spatial coverage estimation is an L1 loss, i.e. a mean absolute error. The loss function was chosen for the behaviour in the interval [0,1], which is where the target output lies. The loss functions for the faster R-CNN heads have not been changed. Thus the final loss function is as shown in Equation (1).

\[
L = L_{\text{cls}} + L_{\text{reg}} + \frac{1}{N} \sum_{i=1}^{N} |y_i - x_i|_L_{\text{spatial}}
\]  

\(L_{\text{cls}}\) and \(L_{\text{reg}}\) denotes the unmodified loss functions from [3], and \(L_{\text{spatial}}\) denotes the loss from the added spatial coverage estimation. The reason to not just freeze the faster R-CNN feature extraction network and train only the spatial coverage head was that an end-to-end approach allows all the heads attached to backbone to equally influence the learned features. Additionally, the network can be trained in an end-to-end fashion with no intermediate steps required.

The network uses a stochastic gradient descent optimiser with a learning rate of 5 \(\cdot 10^{-4}\) for the first 20 epochs, after which the learning rate is decreased to 5 \(\cdot 10^{-5}\) for the remaining epochs. Additionally, a L2 regularisation of 5 \(\cdot 10^{-4}\) and a momentum of 0.9 was used with the optimiser. Since training the feature extracting backbone of the network is a time consuming process that requires a large amount of labelled data, all weights in the network were initialized using pretrained weights from a faster R-CNN network trained on the COCO train2017 dataset [12]. The remaining weights were initialized using a Kaiming uniform distribution.

Trials/results: To ensure that the addition to the original faster R-CNN does not sacrifice accuracy when the modifications have been done, a vanilla faster R-CNN is trained and used as a baseline. These results can be seen in Table 2 which lists the intersection over union (IoU) for the first 20 epochs, after which the learning rate is decreased to 5 \(\cdot 10^{-5}\) for the remaining epochs. Additionally, a L2 regularisation of 5 \(\cdot 10^{-4}\) and a momentum of 0.9 was used with the optimiser. Since training the feature extracting backbone of the network is a time consuming process that requires a large amount of labelled data, all weights in the network were initialized using pretrained weights from a faster R-CNN network trained on the COCO train2017 dataset [12]. The remaining weights were initialized using a Kaiming uniform distribution.
including 297 annotations, the class is significantly under-represented when compared to the other classes. This may be because of the network being more sensitive to the low number of training examples when there is a larger number of additional parameters to be learned. The last two classes water and barren also provided similar accuracy, however, the accuracy for the class barren is noticeably lower than any other class even though the number of images is more than twice that of the forest class.

In Figure 3, an accuracy plot of the spatial coverage estimation for the six classes is shown. For each point for each class, there exists a ground truth, which corresponds to the actual coverage of the given class in an image. The estimate is the network’s output, meaning in an ideal scenario, all points should follow a straight line with slope 1, as indicated by the dotted black line.

As mentioned earlier, the output of the spatial coverage network is a single number with no activation function applied to it. The reason for this was to avoid vanishing gradients near the extremes 0% and 100%. From Figure 3, the heavy imbalance in points is clearly visible. There are either a lot of samples near 0% as shown by the classes urban, rangeland, water, and barren, whereas the classes agriculture and forest have more points near 100%. If an activation function like the sigmoid was to be used, the network would be forced to learn from a gradient that is near horizontal, i.e. approaching 0 which gives no information to back propagate in the network. Even though a linear output layer is used, the network does not produce negative samples that would not be rounded to zero when using a reasonable number of significant decimals. This justifies the choice of activation function and provides precedence for such a decision design to be used in other fields when the training data representation is non-homogeneous.

As shown in Figure 3, the network is able to learn an indication of the trends within the different classes. Specifically, the urban class shows a good match between the ground truth and the estimated spatial coverage. While the agriculture class also exhibits a linear trend, there is significantly more noise on the estimations. From these results, the network has a better chance of quantifying the area with water in an image than any other class. From Figure 3, some outliers can also be seen for rangeland, forest and barren land, indicating the network has difficulties quantifying these types of land.

**Conclusion:** There are several use-cases where performing spatial coverage is of interest to track progress or for inspection processes. In this paper, a modified faster R-CNN architecture with a feature pyramid backbone was presented capable of estimating spatial coverage. The modifications consisted of adding a third head that, after performing down sampling, forwards the features to a regression head trained using a $L_1$ loss. As an example, the network was trained on a dataset consisting of land cover from satellite images. The results show that the modification to the faster R-CNN architecture did not suffer significant loss of accuracy, and in half of the test cases even performed the same or better than an unmodified network. Thus, this indicates that the network is capable of solving cases in wide range of applications where the spatial coverage is of interest.
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