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In this paper we provide an overview of a series of recent results regarding algorithms for searching for subsequences in words or for the analysis of the sets of subsequences occurring in a word.

1 Introduction

For a string \( w = w_1w_2\ldots w_n \), where each \( w_i \) is a single symbol from some alphabet \( \Sigma \), any string \( v = w_{i_1}w_{i_2}\ldots w_{i_k} \) with \( k \leq n \) and \( 1 \leq i_1 < i_2 < \ldots < i_k \leq n \) is called a subsequence (also called sometimes scattered factor or subword) of \( w \) (denoted by \( v \preceq w \)).

The concept of subsequences is employed in many different areas of computer science. Subsequences appear in areas of theoretical computer science such as, for instance, in formal languages and logics (e.g., where they are used in relation to piecewise testable languages [60, 61, 38, 39, 40], or to define the subword order and downward closures [34, 47, 46, 66]) or in combinatorics on words, where they are used to define the notions of binomial equivalence and binomial complexity, or to introduce the notion of subword histories, [55, 26, 49, 48, 57, 53, 56]; however, subsequences are also used in more applied settings, e.g., for modelling concurrency [54, 58, 16], or in database theory (especially event stream processing [5, 33, 67]). Moreover, many classical algorithmic problems are based on subsequences, e.g., longest common subsequence [6] or shortest common supersequence [52], and, in particular, such problems have recently regained interest in the context of fine-grained complexity (see [14, 15, 11, 2]).

There are two main types of algorithmic problems for subsequences investigated in the literature. Firstly, the class of matching problems, where one has to decide whether a string \( v \) is a subsequence of a string \( w \), i.e., whether \( v \preceq w \) (the name matching comes from the fact that the string \( v \) can be seen as a pattern that has to be identified, or matched, within the string \( w \)). Secondly, the class of analysis problems, which are concerned with the algorithmic analysis of the sets \( \text{Subseq}_k(w) \) of all length-\( k \) subsequences of a given string \( w \). Some more concrete examples of analysis problems are the following: for given string \( w \in \Sigma^+ \) and integer \( k \in \mathbb{N} \), we want to decide whether \( \text{Subseq}_k(w) = \Sigma^k \) (the universality problem), or, for an additional string \( v \), we want to decide whether \( \text{Subseq}_k(v) = \text{Subseq}_k(w) \) (the equivalence problem).

For classical subsequences (as defined above), the matching problem is trivial, while the analysis problems are well-investigated and relatively well-understood. In particular, the equivalence problem was introduced by Imre Simon in his PhD thesis [60], and was intensely studied in the combinatorial pattern matching community (see [35, 31, 62, 63, 19, 23] and the references therein), before being optimally solved in 2021 [32]. The work on these problems was extended to classes of constrained subsequences, for which very different results were obtained, by fundamentally different methods [21, 45].

In this work we overview a series of algorithmic, combinatorial, and complexity theoretic results concerning subsequences. For their original presentation, please see [9, 20, 23, 32, 44, 45, 21] and the references therein.
Going a bit more into detail, the results surveyed here cover different settings and algorithmic frameworks regarding subsequences, ranging from the classical (and well motivated) case of unrestricted subsequences to some novel ones, where constrained subsequences appear.

For the case of classical subsequences, the accent of our presentation is put on analysis problems (as matching is trivial). We survey results related to the equivalence and universality problems originally presented in [9, 20, 23, 32, 44].

For the case of constrained subsequences, we feel that some more discussion about their motivation and origin would be in order. So, the notion of constrained subsequences is rooted in the following main idea: it seems unrealistic for particular scenarios to consider occurrences of $v$ in $w$ where the positions of $w$ that are matching, respectively, the first and last symbol of $v$ (or, similarly, the positions of $w$ matching consecutive symbols of $v$) are very far away from each other. It seems indeed questionable, for instance, whether considering an alignment of DNA-sequences $v$ and $w$ where the nucleotides of $v$ are spread over a factor of $w$ which is several times longer than $v$ itself (or, alternatively, where the nucleotides of $v$ occur in $w$ with arbitrarily long gaps between them) is still meaningful. Similarly, but in a totally different context, when observing a computation, which is represented by a string, one might be more interested in its recent history (and the sequences of events occurring there), rather than analysing the entire computation. Or, in the same setting, one might be interested in sequences of events which occur in a computation, such that the computation executed between two events in such a sequence is constrained by some precise rules.

In a similar situation, occurring this time in the context of complex event processing [5, 33, 67], it might be desirable to describe the situation that between the events of a job $A$, only events associated to a job $B$ appear (e.g., due to unknown side-effects this leads to a failure of job $A$). In this case, we are interested in occurrences of a string $v$ as a subsequence of a string $w$ such that the gaps between the positions of $w$ which correspond to the symbols of $v$, only contain symbols from a certain subset of the alphabet (i.e., the events associated to job $B$). Moreover, in [43], the authors introduce a query class for event streams, which is essentially based on subsequences with constraints in the form of upper and lower bounds on the length of the gap occurring between consecutive symbols (i.e., events) in the occurrences of the string (i.e., job) $v$ in the larger string/stream $w$.

Moreover, the fact that in many practical scenarios (including those mentioned above) one has to process streams, which, at any moment, can only be partly accessed by our algorithms, enforces even more the idea that the case where one is interested in subsequences occurring arbitrarily in a given stream (or long string) is less realistic and less useful than the case where one is interested in the subsequences occurring in bounded ranges of the respective stream/string (which can be entirely accessed and processed at any moment by our algorithms). So, wrapping this up, in practice, it makes sense to reason both about the length and the actual content of gaps induced by an occurrence of $v$ in $w$, as well as about the length of the factor (or range) of $w$ in which such an occurrence is contained.

To this end, in our overview, for the case of constrained subsequences, we will present a series of algorithmic results for problems related to the case of subsequences in which, given strings $w$ and $v$, constraints on either the factors of $w$ in which $v$ may occur as subsequence (called bounded range constraints, see [45]) are imposed, or constraints on the factors of $w$ occurring between two consecutive letters of an occurrence of $v$ in $w$ (called gap constraints, see [21]) are imposed. In this setting, we overview results regarding the matching problem (which is no longer trivial) as well as results on analysis problems. For the original presentation of these results, as well as for a more detailed overview of the motivations for these particular classes of constrained subsequences and related work, we refer to [45, 21].

This paper is structured as follows. We first give a series of general definitions and preliminaries
related to subsequences in Section 2. In Section 3, the matching problem is covered and results are presented for all three cases, the classical subsequences setting, for subsequences occurring in bounded ranges, and for subsequences with gap constraints. Section 4 covers the analysis problems in respective subsections, namely the universality problem in Section 4.1 the analysis of absent subsequences in Section 4.2 and the equivalence problem in Section 4.3. We conclude with a section covering a series of related problems as well as directions for future work.

2 Basic Definitions

Let \( \mathbb{N} \) be the set of natural numbers, including 0. For \( m, n \in \mathbb{N} \), we define the range (or interval) of natural numbers lower bounded by \( m \) and upper bounded by \( n \) as \( [m:n] = \{m, m+1, \ldots, n\} \). An alphabet \( \Sigma \) is a non-empty finite set of symbols (called letters). A string (or word) is a finite sequence of letters from \( \Sigma \), thus an element of the free monoid \( \Sigma^* \). Let \( \Sigma^+ = \Sigma^* \setminus \{\varepsilon\} \), where \( \varepsilon \) is the empty string. The length of a string \( w \in \Sigma^* \) is denoted by \(|w|\). The \( i^{th} \) letter of \( w \in \Sigma^* \) is denoted by \( w[i] \), for \( i \in [1:|w|] \). For \( a \in \Sigma \), let \(|w|_a = \{|i \in [1:|w|] \mid w[i] = a\}| \); let \( \text{alph}(w) = \{x \in \Sigma \mid |w|_x > 0\} \) be the smallest subset \( S \subseteq \Sigma \) such that \( w \in S^* \). For \( m, n \in \mathbb{N} \), with \( m \leq n \), we define the range (or factor) of \( w \) between positions \( m \) and \( n \) as \( w[m:n] = w[m]w[m+1] \ldots w[n] \). If \( m > n \), then \( w[m:n] \) is the empty word. Also, by convention, if \( m = 1 \), then \( w[1:n] = w[1:n] \), and if \( n > |w| \), then \( w[m:n] = w[m:|w|] \). A factor \( u = w[m:n] \) of \( w \) is called a prefix (respectively, suffix) of \( w \) if \( m = 1 \) (respectively, \( n = |w| \)).

The powers of a word \( w \) are defined as: \( w^0 = \varepsilon \) and \( w^{k+1} = ww^k \), for \( k \geq 0 \). Define \( w^\omega \) as the right infinite word which has \( w^n \) as prefix for all \( n \geq 0 \). The positive integer \( p \leq |w| \) is a period of a word \( w \) if \( w \) is a prefix of \( w[1:p]^\omega \).

We now recall the main notion of this paper, namely the notion of subsequence.

Definition 1 (Subsequence). A word \( v \) is a subsequence of length \( k \) of \( w \) (denoted \( v \leq w \)), where \(|w| = n \), if there exist positions \( 1 \leq i_1 < i_2 < \cdots < i_k \leq n \), such that \( v = w[i_1]w[i_2] \cdots w[i_k] \). The set of all subsequences of \( w \) is denoted by \( \text{Subseq}(w) \).

In the following, we will also discuss some other concepts regarding (classical) subsequences, namely subsequences with gap constraints, (partitioned into length constraints, regular constraints, or combined length and regular constraints) for the factors of \( w \) between two consecutive letters of \( v \), and subsequences within bounded ranges (where we consider, similar to a sliding window scenario, an integer \( p \) an integer \( p \) as an upper bound on the range of a word in which a subsequence may occur).

Firstly, we introduce subsequences with gap constraints, or gapped subsequences. This presentation is based on [21]. We begin by defining the notion of gap constraints. We recall that for a string \( w \), an embedding is a function \( e : [k] \to [|w|] \) such that \( i < j \) implies \( e(i) < e(j) \) for all \( i, j \in [k] \), and it induces the subsequence \( \text{subseq}_e(w) = w[e(1)]w[e(2)] \cdots w[e(k)] \) of \( w \). For every \( j \in [k-1] \), the \( j^{th} \) gap of \( w \) induced by \( e \) is the string \( \text{gap}_e(w,j) = w[e(j)+1..e(j+1)-1] \). We say that \( e \) is the embedding of \( \text{subseq}_e(w) \) in \( w \).

Definition 2 (Gap constraints). An \( \ell \)-tuple of gap constraints is a tuple \( gc = (C_1, C_2, \ldots, C_\ell) \) with \( C_i \subset \Sigma^* \) for every \( i \in [\ell] \). For convenience, we set \( gc[i] = C_i \) for every \( i \in [\ell] \). We say that an embedding \( e \) satisfies a \((k-1)\)-tuple of gap constraints \( gc \) with respect to a string \( w \) if it has the form \( e : [k] \to [|w|] \), and, for every \( i \in [k-1] \), \( \text{gap}_e(w,i) \in C_i \). For a \((k-1)\)-tuple of gap constraints, the set \( \text{Subseq}(gc,w) \) contains all subsequences of \( w \) induced by embeddings that satisfy \( gc \), i.e., \( \text{Subseq}(gc,w) = \{\text{subseq}_e(w) \mid e \text{ is an embedding that satisfies } gc \text{ w.r.t. } w\} \). The elements of \( \text{Subseq}(gc,w) \) are also called the gc-subsequences of \( w \).
For a \((|u| - 1)\)-tuple \(gc\) of gap constraints, we write \(u \leq_{gc} v\) to denote that \(u \leq_{e} v\) for some embedding \(e: [|u|] \to [|v|]\) that satisfies \(gc\) with respect to \(v\), i.e., \(u \leq_{gc} v\) means that \(u\) is a \(gc\)-subsequence of \(v\).

We generally distinguish the following types of gap constraints:

- **regular constraints** if \(C_i \in \text{REG}\) for every \(i \in [k - 1]\). For every \(i \in [k - 1]\), the regular constraint \(C_i\) is represented by a deterministic finite automaton (for short, DFA) \(A_i\) accepting it.

- **length constraints** if, for every \(i \in [k - 1]\), there are \(L^{-}(i), L^{+}(i) \in \mathbb{N} \cup \{0, +\infty\}\) with \(L^{-}(i) \leq L^{+}(i)\), such that \(C_i = \{ v \in \Sigma^* | L^{-}(i) \leq |v| \leq L^{+}(i) \}\). Length constraints are succinctly represented by pairs of numbers \((L^{-}(i), L^{+}(i)), i \in [k - 1]\), in binary encoding.

- **reg-len constraints** if, for every \(i \in [k - 1]\), \(C_i\) is the conjunction of a regular constraint \(C_i\) and a length constraint \((L^{-}(i), L^{+}(i))\), i.e., \(C_i = C_i' \land \{ v \in \Sigma^* | L^{-}(i) \leq |v| \leq L^{+}(i) \}\). Such constraints are represented by \((L^{-}(i), L^{+}(i), A_i')\), where \(A_i'\) is a DFA accepting \(C_i'\).

We move now further, and introduce the concept of \(p\)-subsequence, or subsequences occurring within bounded ranges. For this presentation, we follow \[45\].

**Definition 3 (Bounded range constraints).** 1. Let \(v, w \in \Sigma^*\) with \(|v| = m, |w| = n\). The string \(v\) is called a \(p\)-subsequence of \(w\) (denoted \(v \leq_{p} w\)) if there exists an embedding \(e: [m] \to [n]\) such that \(v = \text{subseq}_{e}(w)\) and \(|w[e(1): e(m)]| \leq p\), or equivalently \(e(m) - e(1) \leq p - 1\). 2. For \(p \in \mathbb{N}\) and \(w \in \Sigma^*\), we denote the set of all \(p\)-subsequences of \(w\) by \(\text{p-Subseq}(w) = \{ v \in \Sigma^* | v \leq_{p} w \}\). Furthermore, for \(k \in \mathbb{N}\), we denote the set of all \(p\)-subsequences of length \(k\) of \(w\) by \(\text{p-Subseq}_{k}(w)\).

Once these main concepts introduced, we can now discuss several preliminaries which are necessary for understanding the surveyed results.

**Computational Model.** In general, the problems surveyed here are of algorithmic nature. The computational model used to describe the algorithms is the standard unit-cost RAM with logarithmic word size: for an input of size \(N\), each memory word can hold \(\log N\) bits. Arithmetic and bitwise operations with numbers in \([1 : N]\) are, thus, assumed to take \(O(1)\) time. In all the problems, it is assumed that we are given a word \(w\) or two words \(w\) and \(u\), with \(|w| = n\) and \(|v| = m\) (so the size of the input is \(N = n + m\)), over an alphabet \(\Sigma = \{1, 2, \ldots, \sigma\}\), with \(2 \leq |\Sigma| = \sigma \leq n + m\). That is, the processed words are assumed to be sequences of integers (called letters or symbols), each fitting in \(O(1)\) memory words. This is a common assumption in string algorithms: the input alphabet is said to be an integer alphabet. For more details see, e.g., \[18\].

The algorithmic results (upper bounds) that are surveyed here are complemented by a series of lower bounds. In those cases, the results hold already for the case of constant alphabets. That is, they hold already when the input of the problem is restricted to words over an alphabet \(\Sigma = \{1, 2, \ldots, \sigma\}\), with \(\sigma \in O(1)\).

**Complexity Hypotheses.** For the series of conditional lower bounds for the time of complexity of the considered problems, we now recall some standard computational problems and complexity hypotheses regarding them, respectively, on which the proofs of lower bounds are based.

The **Satisfiability problem for formulas in conjunctive normal form**, CNF-SAT, gets as input a Boolean formula \(F\) in conjunctive normal form as a set of clauses \(F = \{c_1, c_2, \ldots, c_m\}\) over a set of variables \(V = \{v_1, v_2, \ldots, v_n\}\), i.e., for every \(i \in [m]\), we have \(c_i \subseteq \{v_1, \neg v_1, \ldots, v_n, \neg v_n\}\). The question is whether \(F\) is satisfiable. By \(k\)-CNF-SAT, we denote the variant where \(|c_i| \leq k\) for all \(i \in [m]\).

The **Orthogonal Vectors problem** (OV for short) gets as input two sets \(A, B\) each containing \(n\) Boolean-vectors of dimension \(d\), where \(d \in \omega(\log n)\). The question is whether there exist two vectors \(\vec{a} \in A\) and \(\vec{b} \in B\) which are orthogonal, i.e., \(\vec{a}[i] \cdot \vec{b}[i] = 0\) for every \(i \in [d]\).
We shall use the following algorithmic hypotheses based on CNF-SAT and OV that are common for obtaining conditional lower bounds in fine-grained complexity. In the following, poly is any fixed polynomial function:

- **Exponential Time Hypothesis (ETH)** [37, 50]: 3-CNF-SAT cannot be solved in time $2^{o(n)} \text{poly}(n+m)$.
- **Strong Exponential Time Hypothesis (SETH)** [36, 65]: For every $\varepsilon > 0$ there exists $k$ such that $k$-CNF-SAT cannot be decided in $O(2^{n(1-\varepsilon)}\text{poly}(n))$ time.

The following result, which essentially formulates the Orthogonal Vectors Hypothesis (OVH), can be shown (see [12, 13, 65]).

**Lemma 4.** **OV cannot be solved in $O(n^{2-\varepsilon}\text{poly}(d))$ time for any $\varepsilon > 0$, unless SETH fails.**

### 3 Matching problems

The matching problem MATCH for subsequences is to decide, given two words $u, w \in \Sigma^*$ with $|u| = m$ and $|w| = n$, whether $u$ is a subsequence of $w$. In the general case, that is without further restrictions like gap constrains or bounded ranges, it is quite easy to answer: if we go left-to-right through $w$ and greedily search for the letters $u[1]$ to $u[m]$, we answer positively if and only if we find all letters from $u$ in $w$. This greedy approach obviously is correct and works in linear time $O(n)$.

**Considering bounded range constraints.** If we consider subsequences occurring within bounded ranges, the problem changes as follows: for $u, w$ as above and $p \in \mathbb{N}$ with $p \geq m$, we need to decide whether $u$ is a $p$-subsequence of $w$. Simply using the greedy approach above for each range still works, but is not optimal anymore (it has $O(np)$ complexity). However, by reading the word $w$ left to right and maintaining an array which saves for every $i \in [1 : m]$ the length of the shortest suffix of the current range $w[t - p + 1 : t]$ containing $u[1 : i]$ (if there is any) and updating the array when we increment $t$ (i.e., read the a new letter of the word $w$), we can reduce the time complexity to $O(mn)$ (see [45] for a more detailed description of the algorithm).

**Theorem 5.** **MATCH in bounded ranges can be solved in $O(mn)$ time.**

The algorithm presented in [45] can be, in fact, seen as an algorithm in the sliding window model with window of fixed size $p$ (see [29, 28, 30]). More precisely, it scans the stream $w$ left to right and, when the $t^{th}$ letter of the stream is scanned, it reports whether the window $w[t-p+1 : t]$ contains $u$ as a subsequence. In other words, it reports whether the string $w[t-p+1 : t]$ is in the regular language $L_u = \{ v \mid u \subseteq v \}$. The problem of checking whether the factors of a stream scanned by a sliding window are in a regular language was heavily investigated, see [27] and the references therein. In particular, from the results of [29] it follows that, for a constant $u$ (i.e., $u$ is not part of the input), the problem of checking whether the factors of a stream scanned by a sliding window are in the language $L_u$ cannot be solved using $o(\log p)$ bits when the window size is not changing and equals $p$. We note that the algorithm of [45] is optimal from this point of view: if $u$ is constant and, thus, $m \in O(1)$, it uses $O(\log p)$ bits to store the maintained data structures.

Moreover, the algorithm presented in [45] is optimal also from the time complexity point of view, unless OVH fails.

**Theorem 6.** **MATCH in bounded ranges cannot be solved in time $O(n^h m^g)$, where $h + g = 2 - \varepsilon$ with $\varepsilon > 0$, conditional to OVH.**
Considering gap constraints. For subsequences with gap constraints, the matching problem is to decide, for given strings \( u, w \), and gap constraints \( gc \) with \( |gc| = |u| - 1 \), whether \( u \) is a \( gc \)-subsequence of \( w \) (i.e., whether \( u \in \text{Subseq}(gc, w) \)).

The results from [21] give us the following upper bound in the case of reg-len constraints where \( gc \) denotes the given gap constraints, \( \text{states}(gc) \) denotes the total number of states of the DFAs that represent the regular constraints, \( \text{size}(gc) \) is the total size of the automata defining these constraints and \( \text{nz}(gc) \) is the number of gaps which are not equal to \( \{ \epsilon \} \).

**Theorem 7.** **MATCH** with reg-len constraints can be solved in \( O(|w| \cdot \text{states}(gc) + \text{size}(gc)) \) time.

The proof given in [21] is based on a dynamic programming approach, which is implemented in the respective time complexity with the help of some relatively involved data structures, and implies that when considering only length constraints or only regular constraints (and not combined reg-len constraints), the following rectangular upper bounds hold.

**Corollary 8.** (1). **MATCH** with length constraints can be solved in \( O(|w| \cdot \text{nz}(gc)) \) time.

(2). **MATCH** with regular constraints can be solved in \( O(|w| \cdot \text{states}(gc) + \text{size}(gc)) \) time.

When \( gc \) only consists of constraints that are \( \{ \epsilon \} \) or \( \Sigma^* \), respectively, the case of string matching or, respectively, subsequence matching is modelled, which can be solved in linear time. As far as length constraints are concerned, it seems that non-trivial upper bounds lead to an increase in the difficulty of the MATCH problem; a particularly efficient approach for subsequences with general length constraints is given in [11] but in the worst case it still has rectangular complexity. However, even when non-trivial length upper bounds are used, there are still some simpler particular cases. For instance, when working with strings with don’t cares (or partial words), where each gap has a fixed length (i.e., the lower and upper bounds are the same), MATCH can be solved in time \( O(|w| \cdot \log |p|) \) [17].

A reduction from the OV problem is given in [21], which shows that MATCH for non-trivial length or regular constraints is more difficult than MATCH for the classical subsequences scenario. The following conditional lower bounds for subsequences with length and/or regular gap constraints are obtained.

**Theorem 9.** MATCH with length constraints cannot be solved in \( O(|w|^h \cdot \text{nz}(gc)^g) \) time with \( h + g = 2 - \varepsilon \) for some \( \varepsilon > 0 \), unless OVH fails. This holds even if \( |\Sigma| = 4 \) and all length constraints are \( (0, \ell) \) with \( \ell \leq 6 \).

**Corollary 10.** MATCH with regular constraints cannot be solved in \( O(|w|^h \cdot \text{states}(gc)^g) \) time with \( h + g = 2 - \varepsilon \) for some \( \varepsilon > 0 \), unless OVH fails. This holds even if \( |\Sigma| = 4 \) and all regular constraints are expressed by constant size DFAs.

## 4 Analysis problems

When considering algorithmic analysis problems related to subsequences, typical research questions are concerned with structural properties of the set of all (constrained) subsequences occurring in a word, as well as with finding minimal (w.r.t. length or w.r.t. the subsequence relation) missing subsequences of a word.

### 4.1 Universality

Generally speaking, the universality problem \( \text{UNI} \) is to decide, for given integer \( k \) and string \( w \in \Sigma^* \) with \( |w| = n \), whether the set of subsequences of length \( k \) of \( w \) equals the set \( \Sigma^k \). For convenience, we will also consider in the following the complement problem, i.e., non-universality problem (NUNI).
A word \( w \in \Sigma^* \) is called \( k \)-subsequence universal (w. r. t. \( \Sigma \), for short \( k \)-universal), for \( k \in \mathbb{N} \), if \( \text{Subseq}_k(w) = \Sigma^k \). We abbreviate \( 1 \)-universal by universal. The universality-index \( \iota(w) \) of \( w \in \Sigma^* \) is the largest \( k \) such that \( w \) is \( k \)-universal.

If \( \iota(w) = k \) then \( w \) is \( \ell \)-universal for all \( \ell \leq k \). Notice that \( k \)-universality is always w. r. t. a given alphabet \( \Sigma \): the word \( abcba \) is universal for \( \Sigma = \{a, b, c\} \) but it is not universal for \( \Sigma \cup \{d\} \).

The notion of \( k \)-universality coincides to that of \( k \)-rightness introduced in [39][40]. We use the name \( k \)-universality rather than \( k \)-rightness, as richness of words is also used with other meanings, see, e.g., [22][51]. We recall the arch factorisation, introduced by Hebrard [35].

**Definition 12** ([35]). For \( w \in \Sigma^* \) the arch factorisation of \( w \) is \( w = \text{ar}_w(1) \cdots \text{ar}_w(k)r(w) \) for some \( k \in \mathbb{N}_0 \) where \( \text{ar}_w(i) \) is universal, the last letter of \( \text{ar}_w(i) \), namely \( \text{ar}_w(i)[\text{ar}_w(i)] \), does not occur in \( \text{ar}_w(i)[1 : |\text{ar}_w(i)| - 1] \) for all \( i \in [1 : k] \), and \( \text{alph}(r(w)) \subset \Sigma \). The words \( \text{ar}_w(i) \) are called arches of \( w \), \( r(w) \) is called the rest.

If the arch factorisation of \( w \) contains \( k \in \mathbb{N}_0 \) arches, then \( \iota(w) = k \). The arch factorization of a word \( w \) can be computed in linear time and, as such, we could check in linear time if a given word \( w \) is \( k \)-universal (see, e.g., [9]). The following immediate theorem based on the work of Simon [61] completely characterises the set of \( k \)-subsequence universal words, based on Hebrard’s arch factorisation.

**Theorem 13.** The word \( w \in \Sigma^* \) is \( k \)-universal if and only if there exist the words \( v_i \), with \( i \in [1 : k] \), such that \( v_1 \cdots v_k = w \) and \( \text{alph}(v_i) = \Sigma \) for all \( i \in [1 : k] \).
replace all substitutions with deletions. We obtain a word \( w'' \) with a set of subsequences strictly included in the one of \( w'' \), so that \( t(w'') \leq t(w') \). As each deletion changes the universality index by at most 1, it is clear that (a prefix of) this new sequence of deletions witnesses a shorter sequence of edits which transforms \( w \) into a word of universality index \( k \).

So, to increase the universality index of a word it is enough to use insertions and to decrease the universality index of a word it is enough to use deletions. Nevertheless, one might be interested in what happens if we only use substitutions. In this way, we can both decrease and increase the universality index of a word. Moreover, one can see the minimal number of substitutions needed to transform \( w \) into a \( k \)-universal word as the Hamming distance between \( w \) and the set of \( k \)-universal words. In the following we list all of the resulting theorems individually. All of the results are achieved by a dynamic programming approach combined with a sophisticated analysis of the combinatorial properties of \( k \)-universal words and some new specialized data structures. See the full proofs and algorithms in [20].

**Theorem 14.** Let \( w \) be a word, with \( |w| = n \), \( \text{alph}(w) = \Sigma \), and \( \Sigma = \{1, 2, \ldots, \sigma\} \). Let \( k \geq t(w) \) be an integer. We can compute the minimal number of insertions needed to apply to \( w \) in order to obtain a \( k \)-universal word (w.r.t. \( \Sigma \)) in \( O(nk) \) time if \( k \leq n \) and \( O(T(n, \sigma, k)) \) time otherwise, where \( T(n, \sigma, k) \) is the time needed to compute the number \( k \sigma - n \).

**Theorem 15.** Let \( w \) be a word, with \( |w| = n \), \( \text{alph}(w) = \Sigma \), and \( \Sigma = \{1, 2, \ldots, \sigma\} \). Let \( k \) be an integer with \( k \leq t(w) \leq \left\lfloor \frac{n}{\sigma} \right\rfloor \). We can compute in \( O(nk) \) time the minimal number of deletions needed to obtain a word of universality index \( k \) (w.r.t. \( \Sigma \)) from \( w \).

**Theorem 16.** Let \( w \) be a word, with \( |w| = n \), \( \text{alph}(w) = \Sigma \), and \( \Sigma = \{1, 2, \ldots, \sigma\} \). Let \( k \) be an integer \( 0 \leq k \leq \left\lfloor \frac{n}{\sigma} \right\rfloor \). We can compute the minimal number of substitutions needed to apply to \( w \) in order to obtain a \( k \)-universal word (w.r.t. \( \Sigma \)) in \( O(nk) \) time.

**Universality and bounded range constraints.** After looking into the (unrestricted) subsequence universality of a word and in particular the edit distance between a word and the set of \( k \)-universal words, we will now discuss the case of subsequences occurring in bounded ranges or words. In this case, the universality problem \( \text{UNI} \) asks to decide for given word \( w \), alphabet \( \Sigma \), and integers \( k \) and \( p \), with \( |w| = n \) and \( k \leq p \leq n \), whether \( p \text{-Subseq}_k(w) \neq \Sigma^k \).

Surprisingly, in this case, we get an intractability result, complemented by a fine-grained lower bound (see [45]). For convenience, this computational hardness result is stated for \( \text{NuNI} \).

**Theorem 17.** \( \text{NuNI} \) for bounded ranges is \( \text{NP} \)-hard and cannot be solved in subexponential time \( 2^{o(k)} \text{poly}(k, n) \) unless \( \text{ETH} \text{fails} \).

The proof for this result involves the reduction from the related problem \( \text{NuNI} \) for partial words, which asks to decide, for given list of partial words \( S = \{w_1, \ldots, w_k\} \) over \( \{0, 1\} \), where every partial word has same length \( L \), whether there exists a word \( v \in \{0, 1\}^L \) such that \( v \) is not compatible with any of the partial words in \( S \) (while in this context, two partial words \( u \) and \( v \) of the same length are compatible if, for all \( i \in |u| \), we have that either \( u[i] = v[i] \) or at least one of \( u[i] \) or \( v[i] \) is undefined).

**Universality and gap constraints.** For the case of subsequences with gap constraints, [21] presents a series of results starting with a brute force upper bound which can be derived from the results for \( \text{MATCH} \) for subsequences with gap constraints.

**Theorem 18.** (1) The problem \( \text{UNI} \) for subsequences with length (or reg-len) constraints can be solved in time \( O(|\Sigma|^k \text{nz(gc)} \ell) \) (respectively, \( O(|\Sigma|^k \text{states(gc)} \ell) \)), where \( \ell = \max\{|w|, |w'|\} \).

(2) For the case of a fixed alphabet \( \Sigma \) (i.e., \( |\Sigma| \in O(1) \)), the problem \( \text{UNI}_\Sigma \) with length (or reg-len) constraints can be solved in time \( 2^{O(k)} \text{nz(gc)} \ell \) (respectively, \( 2^{O(k)} \text{states(gc)} \ell \)), where \( \ell = \max\{|w|, |w'|\} \).
At the same time, the following lower bound (again, given for NU1) shows that it is unlikely for significantly faster algorithms to exist.

**Theorem 19.** For every fixed alphabet $\Sigma$ with $|\Sigma| \geq 3$, NU1 with length constraints is NP-complete, even if all length constraints are $(1,5)$. Moreover,

- it cannot be solved in subexponential time $2^{o(|k|)}\text{poly}(|w|,|k|)$ (unless ETH fails),
- it cannot be solved in time $O(2^{k(1-\epsilon)}\text{poly}(|w|,|k|))$ (unless SETH fails).

For a fixed alphabet $\Sigma$ with $|\Sigma| = 2$, NU1 with length constraints is NP-complete even if each length constraint is $(0,0)$ or $(3,9)$ (meaning that each gap is either empty or has length between 3 and 9).

### 4.2 Absent Subsequences

In the previous sections we surveyed a series of results related to deciding whether a string contains as subsequences all strings of length up to $k$. Now, we focus on understanding the strings which do not occur as subsequences of a given input string.

So, in this subsection we summarize a series of algorithmic and complexity results related to decision problems concerning shortest and, respectively, minimal absent subsequences. Once more, we begin with the classical case, and then discuss the case of subsequences occurring within bounded ranges.

We begin with several definitions.

**Definition 20 (Absent subsequences).** A word $v$ is an absent subsequence of $w$ if $v$ is not a subsequence of $w$. An absent subsequence $v$ of $w$ is a minimal absent subsequence (for short, MAS) of $w$ if every proper subsequence of $v$ is a subsequence of $w$. We will denote the set of all MAS of $w$ by $\text{MAS}(w)$. An absent subsequence $v$ of $w$ is a shortest absent subsequence (for short, SAS) of $w$ if $|v| \leq |v'|$ for any other absent subsequence $v'$ of $w$. We will denote the set of all SAS of $w$ by $\text{SAS}(w)$.

**Absent subsequences in words.** Note that, in general, any shortest absent subsequence of a word $w$ has length $\iota(w) + 1$, where $\iota(w)$ is the universality index of $w$. This already establishes a connection to the results presented in previous section. Moreover, we notice that we can easily find at least one SAS (and therefore an MAS) of $w$ from its arch factorisation: for $1 \leq i \leq \iota(w)$ let $u_i = \text{ar}_w(i)[\text{ar}_w(i)]$ be the last letter of the $i^{th}$ arch of $w$ and $u_{\iota(w)+1}$ be any letter not occurring in $r(w)$, then $u = u_1 \cdots u_{\iota(w)+1}$ is an SAS of $w$. By refining this approach we can, for given $w \in \Sigma^*$, build in linear time a data structure allowing us to identify a succinct representation of a SAS of any factor $w[i:j]$ of $w$ in constant time (and effectively output this SAS in time proportional to its length).

**Theorem 21 ([44]).** For a word $w$ of length $n$ we can construct in $O(n)$ time data structures allowing us to answer in $O(1)$ time queries $\text{sasRange}(i,j)$: “return a representation of an SAS of $w[i:j]$”.

Given $u, w \in \Sigma^*$ the problem to check whether $u$ is an SAS or, respectively, an MAS of $w$ is decidable in linear time (see [44]).

**Theorem 22.** Given a word $w$ of length $n$ and a word $u$ of length $m$, we can test in $O(n)$ time whether $u$ is an SAS or MAS of $w$.

In both cases, we check trivially whether $u$ is absent from $w$ or not. In the case we want to decide whether $u$ is an SAS of $w$ we simply check that $|u| = \iota(w) + 1$. When checking whether $u$ is an MAS we calculate the shortest prefixes of $w$ containing $u[1:1],u[1:2],\ldots,u[1:m-1]$ respectively, as well as the shortest suffixes of $w$ containing $u[m:m],u[m-1:m],\ldots,u[2:m]$ respectively. Now, $u$ is an MAS
of \( w \) if and only if for every \( 1 \leq i \leq m \) the shortest prefix containing \( u[1 : i - 1] \) and the shortest suffix containing \( u[i + 1 : m] \) do not overlap.

For the analysis of the set \( \text{SAS}(w) \) we can construct in linear time data structures, visualized by a tree called \( \text{SAS-tree} \), which encodes \( \text{SAS}(w) \).

**Theorem 23** ([44]). Given a word \( w \) of length \( n \) with universality index \( k \), we can construct in \( O(n) \) time data structures allowing us to perform the following tasks:

1. We can check in \( O(k) \) time if a word \( u \) of length \( k + 1 \) is an SAS of \( w \).
2. We can compute in \( O(k) \) time the lexicographically smallest SAS of \( w \).
3. We can efficiently enumerate (i.e., with polynomial delay) all the SAS of \( w \).

For minimal absent subsequences the problem becomes more complicated but we can still construct data structures encoding \( \text{MAS}(w) \), visualized by a directed acyclic graph called \( \text{MAS-DAG} \), in \( O(n^2\sigma) \) time. It is worth noting here that the lexicographic smallest \( \text{MAS} \) of \( w \) is \( a|w|a + 1 \) where \( a \) is the lexicographic smallest letter of \( \Sigma \) which occurs in \( w \).

**Theorem 24** ([44]). For a word \( w \), we can construct in \( O(n^2\sigma) \) time data structures allowing us to efficiently perform the following tasks:

1. We can check in \( O(m) \) time if a word \( u \) of length \( m \) is an MAS of \( w \).
2. We can compute in polynomial time the longest MAS of \( w \).
3. We can check in polynomial time for a given length \( \ell \) if there exists an MAS of length \( \ell \) of \( w \).
4. We can efficiently enumerate (with polynomial delay) all the MAS of \( w \).

In the end of this subsection we present a result allowing us to check whether a word \( u \) can be extended to an MAS, that is checking whether there is an MAS of \( w \) having \( u \) as a prefix, and if possible calculates the shortest such MAS.

**Corollary 25.** For a word \( w \) of length \( n \), we can construct in \( O(n\sigma) \) time data structures allowing us to answer \( \text{masExt}(u) \) queries: for a subsequence \( u \) of \( w \), decide whether there exists an MAS \( uv \) of \( w \), and, if yes, construct such an MAS \( uv \) of minimal length. The time needed to answer a query is \( O(|v| + |u|) \).

**Absent subsequences and bounded range constraints.** We continue by considering the case when bounded range restrictions are added in the study of absent subsequences. That is, we are only interested in subsequences not occurring in any factor of fixed length \( p \) of \( w \) (but, which may occur in longer factors). We call such a sequence \( \text{absent } p\text{-subsequence} \). Similarly we define the notions of \( \text{shortest absent } p\text{-subsequences} \) \( p\text{-SAS} \) and minimal absent \( p\text{-subsequences} \) \( p\text{-MAS} \).

**Definition 26** (– Absent \( p\text{-subsequence} \). The word \( v \) is an \( \text{absent } p\text{-subsequence} \) of \( w \) if \( v \not\in p\text{-Subseq}(w) \). We also say \( v \) is \( p\)-absent from \( w \). The word \( v \) is a \( p\text{-SAS} \) (shortest \( \text{absent } p\text{-subsequence} \) of \( w \) if \( v \) is an \( \text{absent } p\text{-subsequence} \) of \( w \) of minimal length. The word \( v \) is a \( p\text{-MAS} \) (minimal \( \text{absent } p\text{-subsequence} \) of \( w \) if \( v \) is an \( \text{absent } p\text{-subsequence} \) of \( w \) but all subsequences of \( v \) are \( p\text{-subsequences} \) of \( w \).

Adding the bounded range restriction to absent subsequences complicates significantly some of the algorithmic tasks which were efficiently solved in the original setting. In particular, checking whether \( u \) is not a \( p\text{-SAS} \) of \( w \) is NP-hard and cannot be computed in subexponential time (conditional to ETH).

**Theorem 27.** Deciding whether \( v \) is not a \( p\text{-SAS} \) of \( w \) is NP-hard and cannot be solved in subexponential time \( 2^{o(k)}\text{poly}(k,n,m) \) unless ETH fails.
We denote by \( p\text{MAS} \) the decision problem to check for given strings \( v,w \in \Sigma^* \) whether \( v \) is a \( p\text{-MAS} \) of \( w \). \( p\text{MAS} \) is still decidable in polynomial time \( O(|u||w|) \), which is also optimal unless \( \text{OVH} \) fails. An optimal algorithm is given in [45].

**Theorem 28.** \( \text{pMAS} \) can be solved in time \( O(nm) \), where \(|v|=m,|w|=n\).

**Theorem 29.** \( \text{pMAS} \) cannot be solved in time \( O(n^h m^g) \) where \( h+g=2-\varepsilon \) with \( \varepsilon >0 \), unless \( \text{OVH} \) fails.

Similarly to the case of \( \text{Theorem 5} \) the algorithm proposed in [45] can be seen as working in the sliding window model, with window of fixed size \( p \). If, as in the case of the discussion following \( \text{Theorem 5} \), we assume \( u \) (and \( m \)) to be constant, we obtain a linear time algorithm. However, its space complexity, measured in memory words, is \( O(p) \) (as we need to keep track, in this case, of entire content of the window). In fact, when \( m \) is constant, it is easy to obtain a linear time algorithm using \( O(1) \) memory words (more precisely, \( O(\log p) \) bits of space) for this problem: simply try to match \( u \) and all its subsequences of length \((m−1)\) in \( w \) simultaneously, using the algorithm from \( \text{Theorem 5} \). Clearly, \( u \) is a \( p\text{-MAS} \) if and only if \( u \) is not a subsequence of \( w \), but all its subsequences of length \( m−1 \) are. However, the constant hidden by the \( O \)-notation in the complexity of this algorithm is proportional with \( m^2 \). It remains open whether there exists a (sliding window) algorithm for \( \text{pMAS} \) both running in \( O(mn) \) time (which is optimal, conditional to \( \text{OVH} \)) and using only \( O(\log p) \) bits (which is also optimal for sliding window algorithms, see [29]).

Complementing the discussion above, one can show that it is possible to construct in linear time, for words \( u,w \) and integer \( p \in \mathbb{N} \), a string \( w' \) such that deciding whether \( u \) is a \( p\text{-MAS} \) of \( w' \) is equivalent to deciding whether \( u \) is a \( p\)-subsequence of \( w \), so solving \( \text{pSubSeqMatch} \) for the input words \( u \) and \( w \). Hence, the lower bound from \( \text{Theorem 6} \) carries over, and the algorithm announced in \( \text{Theorem 28} \) is optimal (conditional to \( \text{OVH} \)) from the time complexity point of view.

Interestingly, the study of absent subsequences was not considered yet for the case of subsequences with gap constraints.

### 4.3 Equivalence

The equivalence problem for subsequences \( \text{EQUI} \) is to decide, for given strings \( v,w \in \Sigma^* \) with \(|v|=m \) and \(|w|=n \) as well as an integer \( k \), whether the sets of subsequences of length at most \( k \) of \( v \) equals the respective set of \( w \), \( \text{Subseq}_{\leq k}(v)=\text{Subseq}_{\leq k}(w) \).

\( \text{EQUI} \), and its maximization variant in which one looks for the largest \( k \) for which \( \text{EQUI} \) with inputs \( v,w,k \) is true, were among the most studied problems in relation to subsequences. In particular, Hebrard [35] presented the aforementioned maximization problem as computing a similarity measure between strings and mentions a solution of Simon [59] for this problem which runs in \( O(|\Sigma|nm) \) (the same solution is mentioned in [31]). Hebrard improves this (see [35]) in the case when \( \Sigma \) is a binary alphabet: given two bitstrings \( w \) and \( v \), one can find the maximum \( k \) for which \( \text{Subseq}_{\leq k}(v)=\text{Subseq}_{\leq k}(w) \) in linear time. However, the problem of finding optimal algorithms for both \( \text{EQUI} \) and its maximization variant, in the case of general alphabets, was left open in [59] [35] as the methods used in the latter paper for binary strings did not seem to scale up. In [31], Garev approaches the maximization problem and presents an algorithm based on finite automata, running in \( O(|\Sigma|n) \), which computes all \textit{distinguishing words} \( u \) of minimum length, i.e., words which are factors of only one of the words \( w \) and \( v \) from the problem’s statement. Several further improvements on the aforementioned results were reported in [19] [63]. Also, in an extended abstract from 2003 [62], Simon presented another algorithm based on finite automata solving this maximization problem, which runs in \( O(|\Sigma|n) \), and he conjectures that it can be implemented in \( O(|\Sigma|n) \). Unfortunately, the last claim was only insufficiently substantiated, and obtaining an algorithm
with the claimed complexity remained open (in fact, Simon announced that a detailed description of this algorithm will follow shortly, but we were not able to find it in the literature).

Further, in [23], a novel approach to efficiently solving $\text{EQUI}$ was introduced. This idea was to compute, for the two given words $v$ and $w$ and the given number $k$, their shortlex forms: the words which have the same set of subsequences of length at most $k$ as $v$ and $w$, respectively, and are also lexicographically smallest among all words with the respective property. Clearly, $\text{Subseq}_{\leq k}(v) = \text{Subseq}_{\leq k}(w)$ if and only if the shortlex forms of $v$ and $w$ for $k$ coincide.

The shortlex form of a word $w$ of length $n$ over $\Sigma$ was computed in $O(|\Sigma|n)$ time in [23], so $\text{EQUI}$ was also solved in $O(|\Sigma|n)$. A more efficient implementation of the ideas introduced in [23] was presented in [9]: the shortlex form of a word of length $n$ over $\Sigma$ can be computed in linear time $O(n)$, so $\text{EQUI}$ can be solved in optimal linear time. By binary searching for the smallest $k$ for which $\text{EQUI}$ with inputs $v,w,k$ is true, gives an $O(n \log n)$ time solution for the corresponding optimization problem.

Later, Gawrychowski et al. [32] solved this optimization problem (finding the maximum $k$ such that $\text{Subseq}_{\leq k}(v) = \text{Subseq}_{\leq k}(w)$) in optimal linear time, as well. However, to achieve this result a novel data structure, the Simon-Tree, was introduced. A node of depth $k$ in the Simon-Tree of a word $w$ corresponds to a maximal interval $[i : j]$ (called $k$-block) such that for all $\ell, \ell' \in [i : j]$ it holds that $\text{Subseq}_{k}(w[\ell : n]) = \text{Subseq}_{k}(w[\ell' : n])$.

**Definition 30.** The Simon-Tree $T_w$ associated to the word $w$, with $|w| = n$, is an ordered rooted tree. The nodes of depth $k$ represent $k$-blocks of $w$, for $0 \leq k \leq n$, and are defined recursively.

- The root corresponds to the 0-block of the word $w$, i.e., the interval $[1 : n]$.
- For $k > 1$ and for a node $a$ of depth $k - 1$, which represents a $(k - 1)$-block $[i : j]$ with $i < j$, the children of $a$ are exactly the blocks of the partition of $[i : j]$ in $k$-blocks, ordered decreasingly (right-to-left) by their starting position.
- For $k > 1$, each node of depth $k - 1$ which represents a singleton-$(k - 1)$-block is a leaf.

The Simon-Tree $T_w$ can be constructed in linear time $O(n)$. Furthermore, for words $v,w \in \Sigma^*$ of length $|v| = m$ and $|w| = n$, Gawrychowski et al. [32] give a linear time algorithm to connect nodes of the Simon-Trees $T_v, T_w$. Two nodes $[i, j]$ in $T_v$ (of depth $k$) and $[i', j']$ in $T_w$ (also of depth $k$) become connected if and only if $\text{Subseq}_{\leq k}(v[\ell : m]) = \text{Subseq}_{\leq k}(w[\ell' : n])$ for all $\ell \in [i : j]$ and $\ell' \in [i' : j']$. The maximal $k$ such that $\text{Subseq}_{k}(v) = \text{Subseq}_{k}(w)$ now equals the depth of the deepest connected nodes $[1, x]$ in $T_v$ and $[1, y]$ in $T_w$. The following result holds.

**Theorem 31** ([32]). Given two strings $v$ and $w$, with $n = |w| \geq |v|$, the largest $k$ for which $\text{EQUI}$ with input $v,w,k$ is answered positively can be computed in $O(n)$ time.

**Equivalence and bounded range constraints.** Considering the problem $\text{EQUI}$ for subsequences occurring within bounded ranges leads again to a surprising intractability result. Once more, for convenience, we give this result for the complement problem, i.e., non-equivalence problem $\text{NEQUI}$. We are given two words $v,w \in \Sigma^*$, and two numbers $k,p \in \mathbb{N}$, and we want to decide whether $p$-$\text{Subseq}_{k}(v) \neq p$-$\text{Subseq}_{k}(w)$. The hardness result obtained in [45] (and corresponding conditional lower bound) is the following.

**Theorem 32.** $\text{NEQUI}$ with a bounded range constraint is $\text{NP}$-hard and cannot be solved in subexponential time $2^{o(n)} \text{poly}(k,n,m)$ unless ETH fails.
Equivalence and gap constraints. Finally, similarly to the case of subsequences occurring in bounded ranges, for the case of subsequences with gap constraints, one can adapt the results from [21], related to UNI, to get the following results.

Firstly, some algorithmic upper bounds.

Theorem 33. (1) The problem EQU1 for subsequences with length (or reg-len) constraints can be solved in time \(O(\Sigma^k \text{nz}(gc)\ell)\) (respectively, \(O(\Sigma^k \text{states}(gc)\ell)\)), where \(\ell = \max\{|w|, |w'|\}\).

(2) For fixed alphabet \(\Sigma\), the problem EQU1 with length (or reg-len) constraints can be solved in time \(2^{O(k)} \text{nz}(gc)\ell\) (respectively, \(2^{O(k)} \text{states}(gc)\ell\)), where \(\ell = \max\{|w|, |w'|\}\).

Secondly, a couple of intractability results, doubled by conditional lower bounds.

Theorem 34. For every fixed alphabet \(\Sigma\) with \(|\Sigma| \geq 3\), EQU1 with length constraints is NP-complete, even if all length constraints are \((1, 5)\). Moreover,

- it cannot be solved in subexponential time \(2^{o(k)} \text{poly}(|w|, k)\) (unless ETH fails),
- it cannot be solved in time \(O(2^{k(1-\varepsilon)} \text{poly}(|w|, k))\) (unless SETH fails).

For every fixed alphabet \(\Sigma\) with \(|\Sigma| = 2\), EQU1 with length constraints are NP-complete even if each length constraint is \((0, 0)\) or \((3, 9)\).

5 Conclusions, Related Problems, and Future Work

In this paper, we overviewed a series of recent algorithmic and complexity theoretic results related to the matching and analysis problems for (constrained) subsequences.

An interesting problem related to the study of analysis problems for classical subsequences is the containment problem (denoted CON for short), which consists in deciding whether \(\text{Subseq}_k(w) \subseteq \text{Subseq}_k(v)\) for given strings \(w, v \in \Sigma^*\) and integer \(k\). This problem can be solved in polynomial time by an automata theoretic approach, as follows. We start with our input words \(w\) and \(v\). For \(w\) we construct \(A_w\), the subsequence-automaton [19] which accepts all the subsequences of \(w\). Assume \(|w| = n\). Then, \(A_w\) is a deterministic finite automaton, which has \(n + 2\) states \(\{0, \ldots, n, n + 1\}\). The initial state of this automaton is 0, and all states \(i\), with \(i \in [n]\) are final; the state \(n + 1\) is an error state. The transition are defined as follows: for all \(i \in [n], k \in [n - i]\), and \(a \in \Sigma\), we have a transition from state \(i\) to \(i + k\), labelled with \(a\), if and only if \(w[i + k] = a\) and \(w[i + 1..i+k-1]\) does not contain the letter \(a\). Moreover, for all \(i \in [n]\) and \(a \in \Sigma\), we have a transition from state \(i\) to state \(n + 1\), labelled with letter \(a\), if and only if \(w[i + 1..n]\) does not contain \(a\). For state \(n + 1\) we have loop-transitions for all letters \(a \in \Sigma\). It is straightforward that \(A_w\) accepts exactly the non-empty subsequences of \(w\) and can be constructed in \(O(n|\Sigma|)\) time. For the word \(v\), with \(|v| = m\), we construct the automaton \(A_v\), as above, and then modify it to obtain the automaton \(B_v\) by simply making the state \(m + 1\) the single final state. Clearly, \(B_v\) accepts all strings which are not subsequences of \(v\). It can be constructed in \(O(m|\Sigma|)\) time. Now, we can observe that \(\text{Subseq}_k(w) \not\subseteq \text{Subseq}_k(v)\) if and only if there exists a word of length at most \(k\) accepted by \(A_w\) which is also accepted by \(B_v\). This can be checked in \(O(nm|\Sigma|)\) time by simply computing the shortest word in the intersection of the language accepted by \(A_w\) with the language accepted by \(B_v\). However, it remains an interesting open problem whether a linear time algorithm exists for CON, as it exists for EQU1.

When considering subsequences with gap constraints, it seems interesting to see if the polynomiality of the matching problem is preserved under adding gap length equalities to the gap constraints, i.e., constraints of the form \(|\text{gap}_i| = |\text{gap}_j|\) which are satisfied by an embedding \(e\) with respect to \(w\) if \(|\text{gap}_e(w, i)| = |\text{gap}_e(w, j)|\). Such length equality constraints (and more complex ones, e.g., described by
linear inequalities) are of interest in the theory of string solving [3]. Unfortunately, the matching problem becomes immediately NP-hard, as it can be shown (see [21]) by adapting the NP-completeness proof for matching patterns with variables from [3].

Finally, with respect to EQUI, we can consider the following modified setting, both in the classical case and in the case of constrained subsequences (in bounded ranges, or with gap constraints). The idea is to consider the sets of subsequences with multiplicities. We present this here for subsequences with gap constraints, following [21], but this can be trivially adapted to the case of classical subsequences (see [26]), as well as to the case of subsequences with bounded-range constraints. So, we consider the gc-subsequences of the sets Subseq(gc, w) with multiplicities. For example, for w₁ = abba and w₂ = abab, we have Subseq(gc₂, w₁) = Subseq(gc₂, w₂) = {aa, ab, ba, bb} with gc₂ = (Σ∗). There is exactly one way of embedding aa and bb into both w₁ and w₂. On the other hand, ab can be embedded into w₁ in two different ways and into w₂ in three different ways. More precisely, the sets of gc₂-subsequences of w₁ and w₂ with multiplicities are {(aa, 1), (ab, 2), (ba, 2), (bb, 1)} and {(aa, 1), (ab, 3), (ba, 1), (bb, 1)}, respectively. So, we can now formalise this setting. For strings u and v, and a (|u| − 1)-tuple gc of gap constraints, we denote by |u|gc the number of distinct embeddings e : |u| → |v| that satisfy gc and v ≤∗ e u. For example, |bbab|gc = 4, as u[1]|u[3] = u[2]|u[3] = u[1]|u[4] = u[2]|u[4] = ba. For any (k − 1)-tuple gc of gap constraints, we define the function Ψgc(·) : Σ∗ → N[Σ] by Ψgc(w)[p] = |w|p,gc for every p ∈ Σk.

The equivalence problem with multiplicities is to decide, for a given (k − 1)-tuple gc of gap constraints, and strings w, v ∈ Σ*, whether Ψgc(w) = Ψgc(v). Note that for the case gc = (Σ∗, . . . , Σ∗) this is called the k-binomial equivalence, and was studied in the area of combinatorics on words (see, e.g., [25, 48, 49, 26]). By an automata theoretic approach one can show that the equivalence with multiplicities problem can be decided in polynomial time (in stark contrast to the NP-completeness of the case without multiplicities).

The idea, firstly introduced in [26] and then used in [21], is the following. We first construct, for the first input word w with |w| = n and a (k − 1)-tuple gc of gap constraints, a non-deterministic finite automaton Agc that accepts exactly the gapped subsequences p ∈ Subseq(gc, w) and has exactly Ψgc(w)[p] accepting paths labelled with the subsequence p of w. Then, we will use the same construction for the second input word v, to obtain Avcgc. Finally, we use the algorithm of [63] to test whether Avcgc and Agc are path equivalent, i.e., for each word p, the number of accepting paths of Avcgc labelled with p equals the number of accepting paths of Agc labelled with p. If this algorithm returns a positive answer, then we can conclude that Ψgc(w) = Ψ gc(v). Otherwise, we conclude that Ψgc(w) ̸= Ψ vcgc(v).

While the algorithm discussed above related to the equivalence problem with multiplicities runs in polynomial time O(max{|w|, |v|4}k² + size(gc)) for reg-len constraints, it would be interesting to see if faster algorithms exist. Moreover, the containment problem with multiplicities (i.e., deciding Ψgc(w)[p] ≤ Ψ vcgc(v)[p] for all p ∈ Σk) seems to be more difficult. To our knowledge, whether the case of classical subsequences can be solved in polynomial time remains open.

While the discussion above highlights some clear open problems related to the topics covered in this paper, one could also extend this research by considering, for instance, other classes of constrained subsequences and investigating the matching and analysis problems for those classes as well.

Several other directions (not covered in this paper), in which the results overviewed here were extended and complemented, are the following. On the one hand, exactly as we did in the case of absent subsequences, one can try to generalise combinatorial and algorithmic properties from factors to subsequences. Such results are reported in, e.g., [8, 7] (and the references therein), where the authors are concerned among other with identifying and representing the longest (sub-)periodic subsequences or Lyndon subsequences. On the other hand, several recent works approach topics closely related to Si-
mon’s congruence: [10] focuses on algorithms detecting strings having the same length- \(k\) substrings; [42] investigates the algorithmic and language theoretic properties of Simon’s congruence closure of a string, i.e., the regular set of strings which are \(\sim_k\)-congruent to a given string, for a given \(k\); last, but not least, [41] solves the string-matching in which one requires finding all factors of a given string \(w\) that are \(\sim_k\)-congruent to another string \(v\), for a given \(k\). All these works leave many interesting questions open.

We do not claim that this brief overview of related works is exhaustive, but we rather hope it enforces the idea that study of algorithmic properties of subsequences is a vibrant area within combinatorial pattern matching, which already produced some interesting and deep results but also leaves a multitude of challenging open problems.
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