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Abstract. We present a combination technique based on mixed differences of both spatial approximations and quadrature formulae for the stochastic variables to solve efficiently a class of Optimal Control Problems (OCPs) constrained by random partial differential equations. The method requires to solve the OCP for several low-fidelity spatial grids and quadrature formulae for the objective functional. All the computed solutions are then linearly combined to get a final approximation which, under suitable regularity assumptions, preserves the same accuracy of fine tensor product approximations, while drastically reducing the computational cost. The combination technique involves only tensor product quadrature formulae, thus the discretized OCPs preserve the (possible) convexity of the continuous OCP. Hence, the combination technique avoids the inconveniences of Multilevel Monte Carlo and/or sparse grids approaches, but remains suitable for high dimensional problems. The manuscript presents an a-priori procedure to choose the most important mixed differences and an analysis stating that the asymptotic complexity is exclusively determined by the spatial solver. Numerical experiments validate the results.

1. Introduction. In this work, we propose a new framework to discretize and solve Optimal Control Problems (OCPs) constrained by random Partial Differential Equations (PDE). This class of problems is increasingly more popular in the design of complex engineering systems, since a full knowledge of the physical PDE-model is often not available, and the associated uncertainty is frequently modelled through random parameters. Consequently, the topic has drawn much attention in the last decade, see, e.g., the monographs [25, 33] and references there in.

We consider the following optimization problem with a random PDE-constraint depending on a random vector \(\zeta = (\zeta_1, \zeta_2, \ldots, \zeta_N)\) taking values in a compact set \(\Gamma \subset \mathbb{R}^N\) and with density \(\rho\),

\[
\begin{aligned}
\min_{u \in U} & \quad \mathbb{E}[F(y(\zeta))] + \frac{\nu}{2} \|u\|_U^2 \\
\text{where } y(\zeta) & \in V \text{ solves } \\
\langle e(y(\zeta), \zeta), v \rangle & = \langle Bu, v \rangle \quad \forall v \in V, \ \rho\text{-a.e. } \zeta \in \Gamma,
\end{aligned}
\]

where \(U\) and \(V\) are Hilbert spaces. The random vector accounts for the uncertainties in the PDE-model, since coefficients, forcing terms, boundary/initial conditions or shape of the domain may not be completely known either due to a lack of knowledge, measurement errors or intrinsic randomness in the system. \(F\) is the convex quantity of interest to minimize. Examples are a tracking term which measures the distance of the state \(y(\zeta)\) from a desirable state \(y_d\), the flux across a part of the boundary, the maximal deflection of a structure under external loads, or the aerodynamic forces over an airfoil. The random PDE (possibly nonlinear) is represented by \(e(\cdot, \cdot) : V \times \Gamma \to V'\), and \(B : U \to V'\) is a linear bounded operator that describes how the control acts on the state (e.g., distributed or boundary control).
A standard approach to solve (1.1) is based on a Sample Average Approximation (SAA) [42], which consists in replacing the (exact) expectation with an empirical approximation

$$\mathbb{E}[F(y(\zeta))] \approx \sum_{n=1}^{M} w_n F(y(\bar{\zeta}_n)),$$

and consequently to collocate the \( \rho \)-a.e. PDE-constraint onto the set of points \( \{\bar{\zeta}_n\}_{n=1}^{M} \). The points are randomly generated in a Monte Carlo approach, or chosen deterministically according to low discrepancy sets in a Quasi-Monte Carlo quadrature [27]. The drawback of both approaches is that their discretization error slowly decays to zero with respect to the number of quadrature points \( M \), see [32, 16], if the solution map \( \zeta \in \Gamma \rightarrow p(\zeta) \in V \), \( p \) being the adjoint variable, is sufficiently smooth, the Stochastic Collocation Method (SCM) [1] is a valid alternative to Monte Carlo based approximations. The SCM approximates the exact expectation in (1.1) with a quadrature formula obtained as the tensor product of one-dimensional (possibly Gaussian) quadrature operators, which may lead to the exponential convergence

$$\|u - u_{SC, \beta}\|_{L^2(D)} \leq C_{SC} \sum_{n=1}^{N} e^{-\tilde{g}_n \beta_n},$$

where \( \beta_n \) is the number of quadrature points used for the \( n \)-th parameter \( \zeta_n \), and \( \tilde{g} = \{\tilde{g}_n\}_{n=1}^{N} \) are a set of coefficients depending on the region of holomorphy of the map \( \zeta \in \Gamma \rightarrow p(\zeta) \in V \) in the complex plane [32, 1]. See also [28, 29] for parametric regularity analyses of optimal control problems with parameter dependent (stochastic) control \( u = u(\zeta) \). Despite the exponential convergence with respect to \( \beta_n \), the SCM suffers the curse of dimensionality if tensor product grids are used, since the number of collocation points grows exponentially with the dimension \( N \) of \( \zeta \), being \( M = \prod_{i=1}^{N} \beta_j \). Sparse approximations have been extensively studied to approximate the state solution map \( \zeta \mapsto y(\zeta) \) (see, e.g., [40, 7, 8, 9]), and may lead to dimension independent convergence rates in favourable cases. In the context of OCP, sparse grids have been used in [22, 23] to reduce the number of samples for large values of \( N \). On the other hand, [45] approximates the expectation in (1.1) using the Multilevel Monte Carlo Method (MLMC), which does not necessarily involve less samples, but does reduce the computational cost by exploiting coarser discretization of the random PDE constraint. However, either approach is not always fully justified, since they both involve negative quadrature weights, which may destroy the convexity of the original OCP (1.1). Furthermore, even in the simple linear-quadratic case, negative weights introduce difficulties in developing efficient iterative solvers since the positive definiteness of the reduced optimality system cannot be guaranteed (thus preventing the use of conjugate gradient), while the preconditioners studied in [24, 35] for the full-space optimality system do require positive weights.

In this manuscript, we propose a Combination Technique (CT) to solve efficiently (1.1), inspired by the Multi-Index Stochastic Collocation method (MISC) for elliptic random PDEs in the context of forward Uncertainty Quantification (UQ) [18, 17], and by the seminal works concerning the solution of parametric high dimensional PDEs [14, 36, 13]. The CT relies on a hierarchical representation of the optimal control specified by a set of multi-indices. Each
multi-index corresponds to a level of discretization in the parameters \( \{ \zeta_n \}_{n=1}^{N} \) and in the spatial approximation of the PDE constraint. The CT requires to solve the OCP (1.1) several times, but each instance never uses a tensor product grid with many quadrature points and a fine PDE discretization at the same time. All the optimal controls computed on these coarser tensor product grids and meshes are then recombined to get a final approximation. Under suitable regularity assumptions, the CT can attain the same accuracy of the (full tensor) SCM solution, yet with a highly reduced computational cost. Thus, the CT is a valid alternative to both sparse grids and MLMC approximations, since it effectively reduces the number of quadrature points for high dimensional stochastic input vectors (as sparse grid approximations do), and further reduces the computational cost by moving most of the computational work on coarser spatial grids (as MLMC does). Moreover, the CT solves exclusively OCPs discretized on tensor product grids, thus the quadrature weights are positive and all the discretized OCPs are convex.

Key to the performance of the CT method is the choice of the set of multi-indices to be retained in the CT approximation. We here propose an a-priori construction of such index set based on a scalar quantity, called profit, assigned to each multi-index, as in [18, 34, 12]. The profit of a multi-index measures how advantageous it is to include it into the set, by taking into account both its error and work contributions. Inherently in its construction, the CT approximation balances the spatial and stochastic error discretization according to this profit metric. We further present an analysis which characterizes the asymptotic complexity of the CT, under the assumption of exponential convergence of the tensor grid SCM, algebraic convergence of the PDE spatial discretization and finite dimension of the random vector \( \zeta \). We show that the asymptotic complexity of the method depends exclusively on the deterministic solver used for the random PDE, as for the MISC method [18] for forward UQ. Note that, while the complexity analysis is restricted to the finite dimensional case, the computational framework presented here can be extended to the infinite dimensional setting following, e.g., [11, 6] (see Remark 3).

Finally, albeit this work focuses on the SCM with Gaussian quadrature, we remark that the CT can be easily modified to accommodate other multilevel/multi-index quadrature formulas [20] such as multilevel/multi-index (Quasi-)Monte Carlo methods (see Remark 2).

The rest of the manuscript is organized as follows. Section 2 introduces the class of problems considered. Section 3 introduces the CT approximation. Section 4 discusses the construction of the multi-index set which enters into the definition of the CT approximation. Two possible constructions are detailed: an adaptive procedure based on the dimension adaptive algorithm of [12], and an a-priori construction based on some theoretical assumptions. A theoretical complexity analysis is further presented for the a-priori construction (details of the proofs are reported in the Appendix). Section 5 discusses the validity of the assumptions for a model problem and presents numerical results that show the effectiveness of the CT.

2. Problem setting. Let \( \mathcal{D} \) be a Lipschitz bounded domain in \( \mathbb{R}^d \) and \( \zeta = (\zeta_1, \zeta_2, \cdots, \zeta_N) \) a \( N \)-dimensional random vector whose components are mutually independent, and uniformly distributed on \( \Gamma := \times_{n=1}^{N} \Gamma_n \), with probability density \( \rho(\zeta) = \prod_{n=1}^{N} \rho_n(\zeta_n) d\zeta_n \), \( \rho_n(\zeta_n) = \frac{1}{|\Gamma_n|} \). Let \( \sigma_B(\Gamma) \) be the Borel \( \sigma \)-algebra over \( \Gamma \), and \( (\Gamma, \sigma_B(\Gamma), \rho(\zeta) d\zeta) \) the complete probability
space with uniform measure. In this manuscript, we consider the random PDE in weak form

\begin{equation}
\langle e(y(\zeta), \zeta), v \rangle = \langle \phi + B u, v \rangle \quad \forall v \in V, \text{ } \rho \text{-a.e. } \zeta \in \Gamma,
\end{equation}

where \( u \in U \), and \( V \) and \( U \) are appropriate separable Hilbert spaces.

**Assumption 1.** Problem (2.1) is well-posed for \( \rho \)-a.e. \( \zeta \in \Gamma \) and its solution, interpreted as a Hilbert space-valued function \( \zeta \in \Gamma \mapsto y(\zeta) \in V \), belongs to the Bochner space

\[
L^p(\Gamma; V) := \left\{ u : \Gamma \to V, \text{ strongly measurable s.t. } \int_{\Gamma} \|u(\zeta)\|^p_V d\rho(\zeta) < \infty \right\},
\]

for some \( p \geq 1 \). Further, (2.1) defines a Gâteaux differentiable operator \( S_\zeta : U \to V \) such that \( y(\zeta) = S_\zeta(u) \) for \( \rho \)-a.e. \( \zeta \).

In several applications the interest lies in computing some convex and Fréchet differentiable quantity of interest of the random solution \( y(\zeta) \), which we denote by \( F : L^p(\Gamma; V) \to L^q(\Gamma; \mathbb{R}) \), for some \( q \geq 1 \). The goal is to optimally control the system, by minimizing the expected value of the quantity of interest, through an external control \( u \in U \). An additional penalization on the energy of the control \( u \) can be added. In mathematical terms, this translates into the optimal control problem constrained by the random PDE

\begin{equation}
\begin{aligned}
\min_{u \in U} & \mathbb{E}[F(y(\zeta))] + \frac{\nu}{2} \|u\|_U^2 \\
\text{where } y(\zeta) & \in V \text{ solves } \langle e(y(\zeta), \zeta), v \rangle = \langle \phi + B u, v \rangle \quad \forall v \in V, \text{ } \rho \text{-a.e. } \zeta \in \Gamma,
\end{aligned}
\end{equation}

with \( \nu \in \mathbb{R}^+ \). We denote the reduced objective functional by \( J : U \to \mathbb{R} \), with \( J(u) := \mathbb{E}[F(S_\zeta(u))] + \frac{\nu}{2} \|u\|_U^2 \). We make the following working assumption.

**Assumption 2.** Problem (2.2) admits a solution \( u \in U \) which satisfies the optimality condition

\begin{equation}
\langle J'(u), v \rangle = \langle \nu u - B^* \mathbb{E}[p], v \rangle = 0, \quad \forall v \in U,
\end{equation}

where \( B^* \) is the adjoint operator of \( B \), and the state and adjoint variables \((y, p)\) satisfy the optimality system

\[
\begin{aligned}
\langle e(y(\zeta), \zeta), v \rangle &= \langle \phi + B B^* \mathbb{E}[p] \nu, v \rangle \quad \forall v \in V, \text{ } \rho \text{-a.e. } \zeta \in \Gamma, \\
\langle e^*(p(\zeta), \zeta), v \rangle &= \langle F'(y(\zeta)), v \rangle \quad \forall v \in V, \text{ } \rho \text{-a.e. } \zeta \in \Gamma,
\end{aligned}
\]

\( F' \) being the Fréchet derivative of \( F \), and \( e^* \) being the adjoint operator of \( e \). Further, \( J \) is twice Fréchet differentiable, and its Hessian evaluated in \( u \) is positive definite, with bounded inverse, and locally Lipschitz in a neighborhood of \( u \).

Sufficient conditions for the validity of Assumption 2 can be found in, e.g., [25, 26, 33].
Example 1. To fix ideas, the reader may consider the elliptic random PDE that has been extensively studied in the context of UQ [30, 1, 7], namely
\begin{equation}
\langle c(y(\zeta), \zeta), v \rangle = \int_D \kappa(x, \zeta) \nabla y(x, \zeta) \cdot \nabla v(x) dx = \int_D \phi(x) v(x) dx \quad \forall v \in V, \ \rho\text{-a.e. } \zeta \in \Gamma.
\end{equation}
where \( V = H^1_0(D) \). If the random diffusion field \( \kappa \) is strictly positive and bounded with probability 1, i.e. there exists \( \kappa_{\min} > 0 \) and \( \kappa_{\max} < \infty \) such that
\begin{equation}
P(\kappa_{\min} \leq \kappa(x, \zeta) \leq \kappa_{\max}, \forall x \in \overline{D}) = 1,
\end{equation}
then (2.1) is well-posed and \( y \in L^\infty(\Gamma; V) \). As an instance of (2.2), we may consider the tracking-type problem
\begin{equation}
\begin{cases}
\min_{u \in L^2(D)} J(u) = \frac{1}{2} \mathbb{E} \left[ \|y(\zeta) - y_d\|^2_{L^2(D)} \right] + \frac{\nu}{2} \|u\|^2_{L^2(D)}, \\
where \( y(\zeta) \in V \) solves \\
\int_D \kappa(x, \zeta) \nabla y(x, \zeta) \cdot \nabla v(x) dx = \int_D (\phi(x) + u(x)) v(x) dx \quad \forall v \in V, \ \rho\text{-a.e. } \zeta \in \Gamma,
\end{cases}
\end{equation}
for which Assumption 2 is verified, see [25, Section 6].

3. Combination technique. In this section we present the CT to approximate the solution of (2.2). To do so, we introduce two multi-indices \( \beta \) and \( \alpha \). The first one is associated to the quadrature formula used in the stochastic space, while the second one defines the level of approximation with respect to the physical variables.

Let \( \beta = (\beta_1, \beta_2, \ldots, \beta_N) \in \mathbb{N}_+^N \), \( \mathbb{N}_+ := \{1, 2, \ldots\} \), be a multi-index, \( m : \mathbb{R}^+ \to \mathbb{R}^+ \) a strictly increasing function, and \( \{Q_{j}^{\beta_j}\}_{j=1}^{N} \) a set of one-dimensional quadrature operators defined as
\begin{equation}
Q_{j}^{\beta_j}[F(y(\zeta))] = \sum_{n_j=1}^{m(\beta_j)} w_{n_j}^{\beta_j} F(y(\zeta_1, \ldots, \zeta_{j-1}, \tilde{\zeta}_{n_j}^{\beta_j}, \zeta_{j+1}, \ldots, \zeta_N)) \approx \int_{\Gamma_j} F(y(\zeta_1, \ldots, \zeta_N)) \rho_j(\zeta_j) d\zeta_j,
\end{equation}
where \((\tilde{\zeta}_{n_j}^{\beta_j}, w_{n_j}^{\beta_j})_{n_j=1}^{m(\beta_j)}\) are the nodes and weights of the \( \beta_j \)-th quadrature formula. To ensure good approximation properties, the nodes are usually chosen according to the underlying probability measure \( \rho_n(\zeta_n) d\zeta_n \). Standard choices for uniform random variables are Gauss-Legendre, Clenshaw-Curtis, or Leja points [38, 44]. The map \( m(\cdot) \) specifies how the number of quadrature nodes depends on \( \beta_j \). Common choices are the linear map \( m(\beta_j) = \beta_j \), or the doubling map \( m(\beta_j) = 2^{\beta_j} - 1 \), see [34]. The multi-dimensional quadrature operator is directly obtained as the tensorization of the one-dimensional ones,
\begin{equation}
E^\beta [F(y(\zeta))] := (Q_{1}^{\beta_1} \otimes \cdots \otimes Q_{N}^{\beta_N})[F(y(\zeta))] = \sum_{n_1=1}^{m(\beta_1)} \cdots \sum_{n_N=1}^{m(\beta_N)} F(y(\tilde{\zeta}_{n_1}^{\beta_1}, \ldots, \tilde{\zeta}_{n_N}^{\beta_N})) w_{n_1}^{\beta_1} \cdots w_{n_N}^{\beta_N},
\end{equation}
Denoting with $\Lambda_{\beta} \subset \Gamma$ the set of all quadrature nodes in (3.2) associated to the multi-index $\beta$, the semi-discretization of (2.2) is

$$
\begin{cases}
\min_{u \in U} \frac{1}{2} E_{\beta}^u [F(y(\zeta))] + \frac{\nu}{2} \|u\|_U^2, \\
\text{where } y(\zeta) \in V \text{ solves } \\
\langle e(y(\zeta), \zeta), v \rangle = \langle \phi + Bu, v \rangle, \quad \forall v \in V, \forall \zeta \in \Lambda_{\beta}.
\end{cases}
$$

(3.3)

Next, let $\alpha = (\alpha_1, \alpha_2, \ldots, \alpha_D) \in \mathbb{N}^D$ be a second multi-index. In general, $D$ does not necessarily coincide with the number of physical dimensions. The multi-index $\alpha$ can tune the level of discretization along each physical dimension for meshes whose level of refinement can be set independently for each dimension (e.g., meshes obtained as the tensor product of one-dimensional meshes, structured meshes with a regular connectivity, or more general domains discretized using isogeometric analysis, see [3]). Otherwise, $\alpha$ can be a simple scalar which tunes the reference mesh-size across the whole domain $D$, as in classical multilevel methods [20, 43, 45]. In a broader picture, $\alpha$ could even represent time-steps or describe a general set of multi-fidelity models [17, 37]. Nevertheless, for the sake of this manuscript, we suppose that the $j$-th component of $\alpha$ determines the mesh size $h_{j,\alpha}$ along the $j$-th physical dimension, and we denote with $U^\alpha$ and $V^\alpha$ the finite-dimensional approximations (e.g., finite element approximations on a mesh specified by $\alpha$) of $U$ and $V$.

Now, let $u^{\alpha,\beta}$ be a solution of the fully discrete OCP

$$
\begin{cases}
\min_{u \in U^\alpha} \frac{1}{2} E_{\beta}^u [F(y(\zeta))] + \frac{\nu}{2} \|u\|_{U^\alpha}^2, \\
\text{where } y(\zeta) \in V^\alpha \text{ solves } \\
\langle e(y(\zeta), \zeta), v \rangle = \langle \phi + Bu, v \rangle, \quad \forall v \in V^\alpha, \forall \zeta \in \Lambda_{\beta},
\end{cases}
$$

(3.4)

which can be computed with any suitable optimization algorithm, see, e.g., [21], (3.4) being a finite-dimensional optimization problem. We assume that $u^{\alpha,\beta} \xrightarrow{U} u$ as $(\alpha, \beta) \to \infty$ (component-wise). Using, e.g., consistent finite element and stochastic collocation discretizations on tensor product grids, this is verified in the linear-quadratic case due the global convexity of the discretized objective functional, see, e.g., [16]. For a general formulation such as (2.2), which may involve local minima, sufficient conditions are provided by the Brezzi-Rappaz-Raviart theory [4] applied to the first order optimality conditions, namely the discretized gradient evaluated in $u$ converges in norm to zero, the discretized objective functional is twice differentiable, whose Hessian evaluated in $u$ is positive definite, with a uniformly (with respect to $(\alpha, \beta)$) bounded inverse, and locally Lipschitz continuous in a neighborhood of $u$.

Next, we introduce the first order difference operators for the deterministic and stochastic discretization parameters

$$
\Delta^\text{det}_i[u^{\alpha,\beta}] = \begin{cases}
    u^{\alpha,\beta} - u^{\alpha-e_i,\beta}, & \text{if } \alpha_i > 1, \\
    u^{\alpha,\beta}, & \text{if } \alpha_i = 1,
\end{cases}
$$

(3.5)

$$
\Delta^\text{stoc}_i[u^{\alpha,\beta}] = \begin{cases}
    u^{\alpha,\beta} - u^{\alpha,\beta-e_i}, & \text{if } \beta_i > 1, \\
    u^{\alpha,\beta}, & \text{if } \beta_i = 1,
\end{cases}
$$

(3.6)
where $e_i$ is the $i$-th canonical vector. The deterministic and stochastic hierarchical surpluses are defined as the tensorized product of their respective first-order differences,

$$
\Delta^\text{det}[u^{\alpha,\beta}] = \otimes_{i=1}^D \Delta^\text{det}_i[u^{\alpha,\beta}] = \Delta^\text{det}_1 \left[ \ldots \Delta^\text{det}_D[u^{\alpha,\beta}] \right] = \sum_{j \in \{0,1\}^D} (-1)^j |j| u^{\alpha-j,\beta},
$$

(3.7)

$$
\Delta^\text{stoc}[u^{\alpha,\beta}] = \otimes_{i=1}^N \Delta^\text{stoc}_i[u^{\alpha,\beta}] = \Delta^\text{stoc}_1 \left[ \ldots \Delta^\text{stoc}_N[u^{\alpha,\beta}] \right] = \sum_{j \in \{0,1\}^N} (-1)^j |j| u^{\alpha,\beta-j},
$$

(3.8)

where we used the standard notation $u^{\alpha,\beta} = 0$ if any of the $\alpha_j$ or $\beta_j$ is zero. Moreover $| \cdot |$ denotes the $l_1$ norm of the vector (in this case, the number of nonzero components).

Given a multi-index set $I \subset \mathbb{N}^{D+N}_+$, the CT approximation $M^\mathcal{I}(u)$ for the optimal control $u$ solution of (2.2) is defined as the truncated telescopic sum,

$$
u = \sum_{(\alpha,\beta) \in \mathbb{N}^{N+D}_+} \Delta [u^{\alpha,\beta}] \approx \sum_{(\alpha,\beta) \in \mathcal{I}} \Delta [u^{\alpha,\beta}] =: M^\mathcal{I}(u),
$$

(3.9)

where $\Delta [u^{\alpha,\beta}] := \Delta^\text{stoc}\Delta^\text{det}[u^{\alpha,\beta}]$. In this work we assume that the infinite series converges absolutely in $U$, namely that $u^{\alpha,\beta} \overset{U}{\rightarrow} u$ as $(\alpha,\beta) \rightarrow \infty$ (component-wise) and that $\{ \| \Delta u^{\alpha,\beta} \|_U \}_{(\alpha,\beta) \in \mathbb{N}^{N+D}_+} \in \ell^1(\mathbb{N}^{N+D}_+)$. In the rest of the manuscript, we assume the existence of specific bounds in Assumption 5, and carry out a complexity analysis under these hypotheses in Section 4.2. Their validity is checked numerically on an example in Section 5.

Remark 1 (On the convergence of the infinite series). Sufficient conditions for the convergence of the minimizers of the discretized OCPs to $u$ have been previously recalled. On the other hand, the summability of the norms of the hierarchical surpluses may require additional hypotheses, and its analysis involves the cumbersome analytical derivation of suitable bounds. This is the subject of current endeavours in the linear-quadratic case. We remark that the validity of similar hierarchical expansions has been demonstrated in several contexts and it relies on the mix-regularity with respect to the spatial and stochastic variables [14, 13, 19, 34, 17].

As in sparse grids [5], the rational behind the truncation is that not all hierarchical surpluses $\Delta [u^{\alpha,\beta}]$ have the same relevance. Therefore, under suitable assumptions (discussed in Section 4.1), it is possible to retain only a few hierarchical surpluses while preserving accuracy at a reduced computational cost. The CT approximation (3.9) admits the following equivalent formulation [5]

$$
M^\mathcal{I}(u) = \sum_{(\alpha,\beta) \in \mathcal{I}} c_{\alpha,\beta} u^{\alpha,\beta}, \quad c_{\alpha,\beta} = \sum_{j \in \{0,1\}^{N+D}, (\alpha,\beta) \in \mathcal{I}} (-1)^j |j|
$$

(3.10)

which motivates the name “combination technique” since $M^\mathcal{I}(u)$ is obtained as a combination of the solution of (3.4) for different multi-indices $(\alpha,\beta)$. Further, the coefficients $c_{\alpha,\beta}$ are zero whenever $(\alpha,\beta) + j \in \mathcal{I}, \forall j \in \{0,1\}^{N+D}$. Hence, only a few multi-indices $(\alpha,\beta) \in \mathcal{I}$ actually contribute to the CT approximation.
Remark 2 (Sparse grids vs Combination technique). Sparse grids approximations of OCPs under uncertainty [22, 23] rely on first order differences of the one-dimensional quadrature operators
\[ \tilde{\Delta}_n \left[ Q^\beta_n \right] := Q^\beta_n - Q^{\beta_{n-1}}, \quad n = 1, \ldots, N, \]
and on the related hierarchical surpluses \( \tilde{\Delta} \left[ Q^\beta \right] := \left( \tilde{\Delta}_1 \otimes \cdots \otimes \tilde{\Delta}_N \right) \left[ Q^\beta \right]. \) The sparse grid quadrature is then
\[ \tilde{E}_I = \sum_{\beta \in I} \tilde{\Delta} \left[ Q^\beta \right] \]
and the sparse grid semi-discrete OCP reads
\[ (3.11) \]
\[ \min_{u \in U} \frac{1}{2} \tilde{E}_I \left[ F(y(\zeta)) \right] + \frac{\nu}{2} \| u \|_U^2, \]
where \( y(\zeta) \in V \) solves
\[ \langle e(y(\zeta), \zeta), v \rangle = \langle \phi + u, v \rangle, \quad \forall v \in V, \forall \zeta \in \tilde{\Lambda}_\beta, \]
where \( \tilde{\Lambda}_\beta \) collects all the quadrature points involved by the sparse grid quadrature. It is well-known that the weights of sparse grids quadrature formulae can be negative. This may break the convexity of the OCP. In contrast, if we fix a mesh discretization, the CT replaces the sparse approximation of the expectation operator with a hierarchical representation of \( u^\beta \), using first order differences of the solution \( u^\beta \) of the OCP computed with the tensor product quadrature determined by \( \beta \). Hence, each OCP involves only quadratures with positive weights and the (reduced on \( u \)) discrete OCPs remain convex.

Remark 3 (Multilevel/multi-index (Quasi-)Monte Carlo methods). The CT framework covers as particular instances other multilevel quadrature rules [20]. For instance, let \( \alpha \) be a scalar \((D = 1)\) setting the overall mesh size. Then, given a finest approximation level \( L \), we may consider the telescopic sum
\[ u \approx u^L = \sum_{\alpha=1}^{L} \Delta_1^{\det} [u^\alpha] = \frac{1}{\nu} B^* \sum_{\alpha=1}^{L} E \left[ p^\alpha - p^{\alpha-1} \right]. \]
The expectation of the difference \( p^\alpha - p^{\alpha-1} \) is now prone to be approximated with a level-dependent (Quasi-)Monte Carlo quadrature formula obtaining a multilevel (Quasi-)Monte Carlo method to solve (2.2), which again preserve the (possible) convexity by avoiding negative quadrature weights, since \( p^\alpha \) and \( p^{\alpha-1} \) are the adjoint variables of two distinct OCPs discretized with the same (Quasi-)Monte Carlo samples but on different spatial meshes. Notice that if \( \alpha \in \mathbb{N}^D, D > 1 \), the CT can accommodate the multi-index (Quasi-)Monte Carlo method [19, 39].

4. Construction of the multi-index set \( I \). It is clear that the multi-index set \( I \) determines the computational efficiency of the CT approximation. Heuristically, \( I \) should contain very few multi-indices that simultaneously lead to fine physical discretizations and to quadrature formulae with a large number of quadrature nodes, since they would require the solution of very expensive OCPs. In contrast, \( I \) should contain “sparse” multi-indices which lead to fine discretizations/high level quadrature only across very few spatial and stochastic dimensions, while having coarse spatial/stochastic discretizations for most of the variables.

A well-known strategy to find a (quasi-)optimal multi-index set \( I \) is to recast its construction as a knapsack optimization problem, see, e.g., [12, 18, 34]. To do so, we introduce the
The concepts of work contribution and error contribution associated to the hierarchical surplus \( \Delta [u^{\alpha,\beta}] \). The work contribution \( \Delta W_{\alpha,\beta} \) measures the computational cost required to add \( \Delta [u^{\alpha,\beta}] \) to \( M_I(u) \). In formulae we set
\[
\Delta W_{\alpha,\beta} = \text{Work}[M_{I \cup (\alpha,\beta)}(u)] - \text{Work}[M_I(u)] = \text{Work}[\Delta [u^{\alpha,\beta}]],
\]
which implies
\[
\text{Work}[M_I(u)] = \sum_{(\alpha,\beta) \in I} \Delta W_{\alpha,\beta}.
\]
The error contribution \( \Delta E_{\alpha,\beta} \) measures instead how much the error \( u - M_I(u) \) varies if \( \Delta [u^{\alpha,\beta}] \) is added to the estimator \( M_I \),
\[
\Delta E_{\alpha,\beta} = \| u - M_{I \cup (\alpha,\beta)}(u) - u + M_I(u) \|_U = \| M_{I \cup (\alpha,\beta)}(u) - M_I(u) \|_U = \| \Delta [u^{\alpha,\beta}] \|_U.
\]
It follows that the error of the CT approximation is bounded by the sum of error contributions not included in the set \( I \), that is,
\[
(4.1) \quad \text{Error}[M_I(u)] = \| u - M_I(u) \|_U = \left\| \sum_{(\alpha,\beta) \notin I} \Delta [u^{\alpha,\beta}] \right\|_U \leq \sum_{(\alpha,\beta) \notin I} \Delta E_{\alpha,\beta},
\]
provided that the series converges. To construct \( I \), we wish to solve a binary knapsack problem, i.e. to maximize the sum of error contributions included in \( I \) subject to a maximum work \( W_{\text{max}} \) available,
\[
\max_{\chi_{\alpha,\beta} \in \{0,1\}} \sum_{(\alpha,\beta) \in \mathbb{N}_D^{D+N}} \Delta E_{\alpha,\beta} \chi_{\alpha,\beta},
\]
\[
(4.2) \quad \sum_{(\alpha,\beta) \in \mathbb{N}_D^{D+N}} \Delta W_{\alpha,\beta} \chi_{\alpha,\beta} \leq W_{\text{max}}.
\]
Problem (4.2) leads to a quasi-optimal multi-index set \( I \), as the sum of the errors contributions is only an upper bound of the actual error of the CT approximation. Moreover, the solution of (4.2) is computationally unfeasible. A valid alternative is to relax the integer constraint on \( \chi_{\alpha,\beta} \), and solve the relaxed problem using the Dantzig algorithm [31], which requires to
1. For each hierarchical surplus, compute the profit \( P_{\alpha,\beta} = \frac{\Delta E_{\alpha,\beta}}{\Delta W_{\alpha,\beta}} \).
2. Sort the hierarchical surpluses by decreasing profit.
3. Add the hierarchical surpluses to the multi-index set \( I \) in such order, until the work constraint is satisfied.

Given a tolerance \( \varepsilon \), the quasi-optimal multi-index set is thus given by
\[
(4.3) \quad I(\varepsilon) = \left\{ (\alpha,\beta) \in \mathbb{N}_D^{D+N} : P_{\alpha,\beta} \geq \varepsilon \right\}.
\]

Notice that the above discussion assumes that the error and work contributions are known, but this is not generally the case. To build \( I \) in practice, a possible solution is an adaptive procedure, as the one proposed in [12]. The general algorithm is described in Alg. 4.1.
Algorithm 4.1 Adaptive incremental construction of $\mathcal{I}$.

**Require:** Tolerance $\varepsilon > 0$.

1. $v = (1, \ldots, 1) \in \mathbb{N}_n^{D+N}$.
2. $\mathcal{E} = \{v\}$, $\mathcal{I} = \emptyset$, $\mathcal{M}_\mathcal{I}[u] = 0$, $\text{Err} = 0$.
3. Compute $u^v$.
4. Compute $\Delta [u^v]$, $\Delta E_v$, $\Delta W_v$ and $P_v$ numerically.
5. Set $\text{Err} = \text{Err} + \Delta E_v$.
6. while $\text{Err} > \varepsilon$ do
5. 1. Select multi-index $v = \text{argmax}_{\ell \in \mathcal{E}} P_\ell$.
5. 2. Set $\mathcal{M}_\mathcal{I}[u] = \mathcal{M}_\mathcal{I}[u] + \Delta [u^v]$.
5. 3. Set $\mathcal{I} = \mathcal{I} \cup v$, $\mathcal{E} = \mathcal{E} \setminus v$ and $\text{Err} = \text{Err} - \Delta E_v$.
5. 4. for $k = 1, \ldots, D + N$ do
5. 5. 1. $l = v + e_k$.
5. 5. 2. if $1 - e_i \in \mathcal{I}$ for every $i = 1, \ldots D + N$ then
5. 5. 2. 1. $\mathcal{E} = \mathcal{E} \cup l$.
5. 5. 2. 2. Compute $u^l$.
5. 5. 2. 3. Compute $\Delta [u^l]$, $\Delta E_1$, $\Delta W_1$ and $P_1$ numerically.
5. 5. 2. 4. Set $\text{Err} = \text{Err} + \Delta E_1$.
5. 5. end if
5. 6. end for
6. end while
7. Output: $\mathcal{I}$, $\mathcal{M}_\mathcal{I}[u]$ and Err.

This iterative algorithm computes numerically the error contributions $\Delta E_{\alpha,\beta} = \| \Delta u_{\alpha,\beta} \|_U$ for every multi-index $(\alpha, \beta)$ in the reduced margin of a current index set, where the reduced margin of a set $\mathcal{I}$ of multi-indices in $\mathbb{N}_n^+$ is

$$R_\mathcal{I} := \{v \in \mathbb{N}_n^+ : v - e_k \in \mathcal{I}, \text{ for all } k \in \{1, \ldots, n\}, \text{ with } v_k > 1\}.$$ 

The algorithm then updates $\mathcal{I} = \mathcal{I} \cup (\bar{\alpha}, \bar{\beta})$, where $(\bar{\alpha}, \bar{\beta})$ is the multi-index in $R_\mathcal{I}$ associated to the largest profit. The adaptive construction ends when the sum of the error contributions in the reduced margin is below a desired tolerance, mimicking the error upper bound (4.1).

Despite its simplicity this adaptive algorithm may not be efficient. The cost of computing the CT approximation may be dominated by the cost of constructing the index set $\mathcal{I}$, since evaluating numerically an error contribution (line 15 of Alg. 4.1) for a given multi-index in the reduced margin requires to solve an OCP (line 14). Notice that once $u^v$ has been computed, $\Delta u^v$ requires only a linear combination of previously computed solutions. A possible alternative is to use an a-priori ansatz for $\Delta E_{\alpha,\beta}$ and $\Delta W_{\alpha,\beta}$, so that the computation of the profits in the margin is reduced to the evaluation of a simple algebraic formula, and an OCP is solved exclusively when a selected multi-index is added to $\mathcal{I}$. This variant is described by Alg. 4.2. We will denote the construction of $\mathcal{I}$ based on these adaptive/a-priori frameworks as “incremental CT”.

We remark that a-priori ansatzes on $\Delta E_{\alpha,\beta}$ and $\Delta W_{\alpha,\beta}$ permit to build the multi-index $\mathcal{I}$ set beforehand using formula (4.3). In this way, one could use the CT formula (3.10), and
Algorithm 4.2 A-priori incremental construction of $\mathcal{I}$.

**Require:** Tolerance $\varepsilon > 0$.

1. $\mathcal{E} = \{\mathbf{v}\}$, $\mathcal{I} = \emptyset$,
   $\mathcal{M}_\mathcal{I}[\mathbf{u}] = 0$, $\text{Err} = 0$.
2. Compute $\Delta E_\mathbf{v}, \Delta W_\mathbf{v}$ and $P_\mathbf{v}$ using ansatzes.
3. Set $\text{Err} = \text{Err} + \Delta E_\mathbf{v}$.
4. while $\text{Err} > \varepsilon$ do
   5. Select multi-index $\mathbf{v} = \text{argmax}_{\mathbf{v} \in \mathcal{E}} P_\mathbf{v}$.
   6. Compute $\mathbf{u}_\mathbf{v}$ and $\Delta [\mathbf{u}_\mathbf{v}]$.
   7. Set $\mathcal{M}_\mathcal{I}[\mathbf{u}] = \mathcal{M}_\mathcal{I}[\mathbf{u}] + \Delta [\mathbf{u}_\mathbf{v}]$.
   8. $\mathcal{I} = \mathcal{I} \cup \mathbf{v}$ and $\mathcal{E} = \mathcal{E} \setminus \mathbf{v}$ and $\text{Err} = \text{Err} - \Delta E_\mathbf{v}$.
   9. for $k = 1, \ldots, D + N$ do
      10. $l = \mathbf{v} + e_k$.
      11. if $l - e_i \in \mathcal{I}$ for every $i = 1, \ldots, D + N$ then
          12. $\mathcal{E} = \mathcal{E} \cup l$.
      13. Compute $\Delta E_l, \Delta W_l$ and $P_l$ using ansatzes.
      14. Set $\text{Err} = \text{Err} + \Delta E_l$.
   15. end if
   16. end for
17. end while
18. Output: $\mathcal{I}$ and $\mathcal{M}_\mathcal{I}[\mathbf{u}]$.

reduce the number of OCPs that have to be solved, by considering only the multi-indices such that $c_{\alpha, \beta} \neq 0$. This approach is more efficient but less flexible, since it is inherently non-adaptive. If $\mathcal{M}_\mathcal{I}(\varepsilon)[\mathbf{u}]$ has been computed, it may not be possible to evaluate $\mathcal{M}_\mathcal{I}(\varepsilon')[\mathbf{u}]$, with $\varepsilon' > \varepsilon$, as $\mathcal{M}_\mathcal{I}(\varepsilon')[\mathbf{u}]$ may involve multi-indices that were inactive (i.e. $c_{\alpha, \beta} = 0$) for $\mathcal{M}_\mathcal{I}(\varepsilon)[\mathbf{u}]$. Further, it does not have an intrinsic stopping criterion contrary to the adaptive/incremental CT procedure. One could also use a-posteriori error estimators for $\Delta E_{\alpha, \beta}$, generalizing the work of [15] for random PDEs. However, the derivation of suitable a-posteriori error estimators for OCP constrained by random partial differential equations combined with the CT is still an open problem.

In the next subsection, we assume explicit analytic expressions for the error and work contributions and discuss an a-priori construction of the quasi-optimal set $\mathcal{I}$. These ansatzes contain few parameters that are problem-dependent, and have to be estimated case by case. A complexity analysis of the CT approximation based on this proposed a-priori construction is presented in subsection 4.2. The soundness of these expressions have been verified theoretically in the context of random PDEs under suitable regularity assumptions, see [17]. We will verify numerically their validity on a model problem in Section 5.1.

**4.1. An a-priori construction.** To build the set $\mathcal{I}$ in a-priori fashion, we need some hypothesis on the decay of the error and work contributions. Following the framework proposed in [18] for the MISC method, we make the following assumptions.

**Assumption 3.** The discretization parameters $h_{n, \alpha_n}$ depend exponentially on the discretiza-
tion level $\alpha_n$, while the number of collocation points grows linearly with the stochastic level $\beta_n$,
\begin{equation}
    h_{n,\alpha_n} = h_0 2^{-\alpha_n}, \quad \text{and} \quad m(\beta_n) = \beta_n.
\end{equation}

Notice that we assume that the level-to-nodes relation $m(\beta_n)$ is linear, in contrast to several works concerning random PDEs, see, e.g., \cite{18,34}, where the doubling map $m(\beta_n) = 2^{\beta_n} - 1$ is considered. The doubling map is often used together with Clenshaw-Curtis nodes, since the quadrature/interpolation nodes are then nested, which permits to recycle several pre-calculated solutions when computing the quadrature/interpolation for a higher level $\beta$. In our setting, each multi-index $\beta$ requires the solution of a robust OCP, and none of the previously computed optimal controls (neither state or adjoint variables) can be recycled. Numerically, we have observed that the linear and doubling mapping lead to the same convergence rate, but the former has a better constant.

In addition to $\Delta W_{\alpha,\beta}$ and $\Delta E_{\alpha,\beta}$ associated to the mixed hierarchical surpluses, for a fixed $\beta \in \mathbb{N}_0^N$, we denote with $\Delta W_{\alpha,\beta}^{\text{det}}$ and $\Delta E_{\alpha,\beta}^{\text{det}}$ the work and error contributions associated to the deterministic hierarchical surplus (3.7). Similarly, for a fixed $\alpha \in \mathbb{N}_0^D$, we denote with $\Delta W_{\alpha,\beta}^{\text{stoc}}$ and $\Delta E_{\alpha,\beta}^{\text{stoc}}$ the work and error contributions associated to the deterministic hierarchical surplus (3.8).

**Assumption 4 (Assumption on the work contributions).**  The work contributions associated to the deterministic, stochastic and mixed hierarchical surpluses satisfy\(^1\)

\begin{align}
    \Delta W_{\alpha,\beta}^{\text{det}} &\leq C_{\text{work}}^{\text{det},\beta} \prod_{n=1}^D 2^{\alpha_n \gamma_n}, \\
    \Delta W_{\alpha,\beta}^{\text{stoc}} &\leq C_{\text{work}}^{\text{stoc},\alpha} \prod_{n=1}^N (\beta_n + 1), \\
    \Delta W_{\alpha,\beta} &\leq C_{\text{work}} \left( \prod_{n=1}^D 2^{\alpha_n \gamma_n} \right) \left( \prod_{n=1}^N (\beta_n + 1) \right),
\end{align}

for some rates $\gamma_n$.

**Assumption 5 (Assumption on the error contributions).**  The error contributions associated

\(^1\)The work bound involves $\prod_{n=1}^N (\beta_n + 1)$ instead of the more natural $\prod_{n=1}^N \beta_n$ to simplify the proofs of Theorems 4.1 and 4.2. Nevertheless, this does not influence the asymptotic analysis since $\prod_{n=1}^N \beta_n \leq \prod_{n=1}^N (\beta_n + 1) \leq 2^N \prod_{n=1}^N \beta_n$. 
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to the deterministic, stochastic and mixed hierarchical surpluses satisfy

\begin{align}
\Delta E_{\alpha, \beta}^{\text{det}} &\leq C_{\text{det}}^{\alpha} \prod_{n=1}^{D} 2^{-\alpha_n \tilde{r}_n}, \\
\Delta E_{\alpha, \beta}^{\text{stoc}} &\leq C_{\text{stoc}}^{\alpha} \prod_{n=1}^{N} e^{-\tilde{g}_n (\beta_n+1)}, \\
\Delta E_{\alpha, \beta} &\leq C_{\text{error}} \left( \prod_{n=1}^{D} 2^{-\alpha_n \tilde{r}_n} \right) \left( \prod_{n=1}^{N} e^{-\tilde{g}_n (\beta_n+1)} \right),
\end{align}

for some rates \( \tilde{r}_i \) and \( \tilde{g}_i \).

Assumptions 4 and 5 specify how the work and error contributions of the deterministic and stochastic hierarchical surpluses depend on the multi-indices \( \alpha \) and \( \beta \). They assume a multiplicative structure of the work and error contributions of the mixed hierarchical surplus. Notice that Assumptions 5 guarantee that \( \{ \Delta E_{\alpha, \beta} \}_{(\alpha, \beta) \in \mathbb{N}^N + \mathbb{N}^D} \in l^1(\mathbb{N}^N + \mathbb{N}^D) \), so that, together with the convergence of the minimizers of the discrete OCPs to \( u \), validates the hierarchical representation (3.9). The discussion of the rational behind these assumptions is postponed to Section 5.1, where numerical evidence of their validity together with a procedure to estimate the rates \( \tilde{r}_i \) and \( \tilde{g}_i \) are presented.

4.2. Complexity analysis. In this subsection, we present a complexity analysis of the CT in two different settings. We first consider the simpler case in which the spatial discretization is fixed, i.e. the multi-index \( \alpha \) is an assigned, constant, multi-index \( \alpha = \bar{\alpha} \). In other words, the CT combines the solutions of (3.3) for different quadrature formulae, but all solutions are computed on the same spatial mesh. Hence, the CT involves exclusively the stochastic hierarchical surpluses,

\begin{equation}
\mathcal{M}_I(u) = \sum_{\beta \in I} \Delta_{\alpha, \beta}^{\text{stoc}}[u].
\end{equation}

In the second setting, we consider the more general case where both \( \alpha \) and \( \beta \) are variables in the CT expansion, as in (3.9). In both cases, the complexity analysis is based on a “direct counting” argument that consists in summing the error contributions outside the index set \( I \), and the work contributions inside \( I \), see [18, 34].

Let us start with the first setting. As \( \bar{\alpha} \) is fixed, to each multi-index \( \beta \) we associate the profit

\[ P_{\beta} = \frac{\Delta E_{\beta}^{\text{stoc}}}{\Delta W_{\alpha, \beta}^{\text{stoc}}}, \]

and given a tolerance \( \varepsilon > 0 \), the index set \( I \) simplifies to

\[ I(\varepsilon) := \left\{ \beta \in \mathbb{N}_+^N : \frac{\Delta E_{\beta}^{\text{stoc}}}{\Delta W_{\alpha, \beta}^{\text{stoc}}} \geq \varepsilon \right\}. \]
There exist constants $C_1$ and $C_2$ such that for any $W_{\text{max}}$ satisfying $W_{\text{max}} \geq \frac{|\tilde{g}| 2^{N} C_1}{(2N)!}$, and choosing $\bar{L} = \frac{2N}{W_{\text{max}}(2N)!} - |\tilde{g}|$,

$$\text{Work}[\mathcal{M}_{\bar{L}}(u)] \leq W_{\text{max}},$$

$$\text{Error}[\mathcal{M}_{\bar{L}}(u)] \leq C_2 e^{-2N} \sqrt{\frac{W_{\text{max}}(2N)!}{C_1}} \left( \frac{2N}{W_{\text{max}}(2N)!} + 1 \right)^{2N-1}.$$

Numerically, we observed that the simplified estimate, based on Stirling approximation,

$$\text{Error}[\mathcal{M}_{\bar{L}}(u)] \leq C e^{-\frac{1}{2} \gamma N W_{\text{max}}},$$

for $C, \gamma \in \mathbb{R}^+$ captures well the convergence (see Fig 3). Notice that the complexity result expressed in (4.12) is the same found in [34] for the complexity of sparse grid interpolants (on non-nested grids) for elliptic random PDEs.

We next consider the general case in which the combination technique is applied both to the spatial and stochastic discretization parameters. Under Assumptions 4, 5, and defining $r = \log(2)\hat{r}$, $\gamma = \log(2)\hat{\gamma}$, for a given tolerance $\varepsilon$ the quasi-optimal set (4.3) becomes

$$\mathcal{I}(L) := \left\{ (\alpha, \beta) \in \mathbb{N}^{D+N} : (r + \gamma) \cdot \alpha + \tilde{g} \cdot (\beta + 1) + |\log(\beta + 1)|_1 \leq L \right\},$$

with $L = -\log(\varepsilon \frac{C_{\text{work}}}{\text{error}})$. The next Theorem provides an asymptotic convergence result for the CT applied to the OCP (3.4). The proof is detailed in Appendix 7.2.

**Theorem 4.2.** Let $r_j = \log(2)\hat{r}_j$, $\gamma_j = \log(2)\hat{\gamma}_j$, $j = 1, \ldots, N$, $\Theta = (\frac{\gamma_1}{\gamma_1 + \gamma_2}, \ldots, \frac{\gamma_D}{\gamma_D + \gamma_1})$, $\mu = \min_{n} \frac{\gamma_n}{\gamma_n + \gamma_1}$, $\chi = \max_{n} \Theta_n$, and $n(\Theta, \chi) := \# \{ n : \Theta_n = \chi \}$. There exists a constant $C_W$ such that for any $W_{\text{max}}$ satisfying $W_{\text{max}} \geq C_W e^\chi$, and setting

$$L = L(W_{\text{max}}) = \frac{1}{\chi} \left( \log \left( \frac{W_{\text{max}}}{C_W} \right) - (n(\Theta, \chi) - 1) \log \left( \frac{L}{\chi} \log \left( \frac{W_{\text{max}}}{C_W} \right) \right) \right),$$

the combination technique solution satisfies

$$\text{Work}[\mathcal{M}_{L(W_{\text{max}})}] \leq W_{\text{max}},$$

$$\limsup_{W_{\text{max}} \to \infty} \frac{\text{Error}[\mathcal{M}_{L(W_{\text{max}})}]}{W_{\text{max}}^{\mu \mu} |\log(W_{\text{max}})|^{\mu+1} (n(\Theta, \chi) - 1)} = C < \infty,$$
Notice that Theorem 4.2 provides a characterization of the asymptotic complexity. As we discuss in Section 5, the pre-asymptotic behaviour can be slightly different. Second, the asymptotic complexity depends exclusively on the rates associated to the spatial work and error contribution. The asymptotic complexity is not affected by the rates of the stochastic variables. This can be understood noticing that, while both the spatial and stochastic errors decay exponentially with respect to \( \alpha_i \) and \( \beta_i \), the spatial work grows exponentially with respect to \( \alpha_i \), whereas the stochastic work grows only linearly with respect to \( \beta_i \). Third, the asymptotic complexity of the CT provided by Theorem 4.2 is identical to the MISC complexity result presented in [18], thus the CT applied to OCPs have the same asymptotic convergence of the MISC method for the solution of PDEs in the context of forward UQ.

Remark 4 (Infinite dimensional setting). The complexity analysis presented here cannot be readily generalized to the infinite dimensional setting \( (N = \infty) \), since both theorems involve constants that explode as \( N \to \infty \). To handle the infinite dimensional case, a refined analysis is required based on the summability of the sequence \( \{\tilde{g}_n\}_{n=1}^\infty \) in appropriate \( l_p \) spaces, following, e.g., [17]. Nevertheless, from the implementation point of view, the CT can be extended to the infinite dimensional setting by modifying Alg 4.2 in the loop 10-17, so that only a subset of the reduced margin involving a finite number of dimensions is explored at each iteration. This improved algorithm would automatically balance the quadrature error, the spatial discretization error, and the truncation error that is commonly committed by considering only a finite number of random parameters (as in truncated Karhunen–Loève expansions of random fields). For more details, we refer to [16] for an analysis concerning truncation error and to [11, 6, 41] for algorithmic aspects.

5. Numerical section. In this section, we test the effectiveness of the CT on a model problem. In all experiments, we consider the OCP (2.6) with force term \( \phi = 1 \) and with the diffusion coefficient

\[
\kappa(x, \zeta_n) = e^{\sum_{n=1}^N \zeta_n \lambda_n \psi_n(x)},
\]

where \( \zeta_n \sim \mathcal{U}(-1,1) \) and \( \lambda_n = \sqrt{3}e^{-0.6n} \). The spatial domain is \( \mathcal{D} = (0,1)^d \), with \( d = 1, 2 \).

In the one-dimensional case \( \psi_n(x) = \phi_{i_1(n)}(x) \), while in the two-dimensional case \( \psi_n(x) = \phi_{i_1(n)}(x_1)\phi_{i_2(n)}(x_2) \), where

\[
\phi_n(x) = \begin{cases} 
\sin\left(\frac{n}{2}\pi x\right) & \text{if } n \text{ is even}, \\
\cos\left(\frac{n-1}{2}\pi x\right) & \text{if } n \text{ is odd}.
\end{cases}
\]

The maps \( i_j : \mathbb{N}^+ \to \mathbb{N}^+, j = 1, 2 \), are detailed in Table 1. Notice that (5.1) leads to a

| n  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | ... |
|-----|---|---|---|---|---|---|---|---|---|----|-----|
| \( i_1(n) \) | 1 | 2 | 1 | 3 | 2 | 1 | 4 | 3 | 2 | 1 | ... |
| \( i_2(n) \) | 1 | 1 | 2 | 1 | 2 | 3 | 1 | 2 | 3 | 4 | ... |

*Table 1* Definition of the maps \( i_1 \) and \( i_2 \).
well-posed state equation, as

$$k_{\min} := e^{-\sum_{n=1}^{N} \lambda_n} \leq k(x, \zeta) \leq e^{\sum_{n=1}^{N} \lambda_n} =: k_{\max},$$

so that Assumptions 1 and 2 are satisfied, even in the limit $N \to \infty$. As a quantity of interest, we consider $F(y(\zeta)) = \frac{1}{2} \|y(\zeta) - y_d\|_{L^2(D)}^2$ with $y_d := \prod_{i=1}^{d} \sin(\pi x_i)$. Note that the precise expression of $y_d$ does not influence the stochastic regularity of the problem since it is deterministic. However, a less regular target state may influence the spatial regularity.

5.1. Discussion on the validity of the assumptions. In this subsection, we discuss the rational behind the assumptions made in Section 4.1, and verify them on the model problem described in Example 1.

To satisfy Assumption 3, we consider a spatial mesh obtained as the tensor product of one-dimensional meshes, each characterized by a uniform mesh size $h_{i,\alpha} = 2^{-\alpha-1}$, hence $h_0 = 2^{-1}$. In one dimension, we employ the Lagrange $\mathbb{P}^1$ finite element space, while in two dimensions we use the $Q^1$ bilinear finite element space, see [10]. The total number of degrees of freedom on the mesh associated to $\alpha$ is

$$N_\alpha = \prod_{n=1}^{D} (2^{\alpha+n+1} - 1) \leq C_D \prod_{n=1}^{D} 2^{\alpha_n}.$$ 

Further, we consider a linear level-to-nodes map to define the tensor product quadrature rule. The total number of Gauss-Legendre quadrature points is $M_\beta = \prod_{n=1}^{N} \beta_n$.

Next, we analyse Assumption 4 on the work contributions. To compute the optimal control $u^{\alpha,\beta}$, we solve the full-space discrete optimality system (see [35, 32] for a derivation),

$$\begin{bmatrix} \mathcal{M} & 0 & A \\ 0 & \nu M_s & -M_s E^T \\ A & -E M_s & 0 \end{bmatrix} \begin{bmatrix} y \\ u \\ p \end{bmatrix} = \begin{bmatrix} f_y \\ f_u \\ f_p \end{bmatrix},$$

where $A = \text{diag}(w_1 A(\bar{\zeta}_1), \ldots, w_{M_\beta} A(\bar{\zeta}_{M_\beta}))$ and $A(\bar{\zeta}_n) \in \mathbb{R}^{N_\alpha \times N_\alpha}$ is the stiffness matrix associated to the quadrature node $\bar{\zeta}_n$, and $w_n$ is its quadrature weight, $M_s \in \mathbb{R}^{N_\alpha \times N_\alpha}$ is the mass matrix, $\mathcal{M} = \text{diag}(w_1 M_s, \ldots, w_{M_\beta} M_s)$, and $E = (w_1 I_s, \ldots, w_{M_\beta} I_s)^T$ where $I_s \in \mathbb{R}^{N_\alpha \times N_\alpha}$ is the identity matrix. Note that the dimensions of $A$, $\mathcal{M}$ and $E$ depend on the multi-index $(\alpha, \beta)$. We solve this large (symmetric) saddle-point system using MINRES preconditioned by the block diagonal preconditioner analysed in [35]. For a fixed value of the regularization parameter $\nu$, this preconditioner leads to a robust convergence with respect to the mesh size and the number of collocation points, so that the number of Krylov iterations can be considered constant. The major cost of each iteration is the preconditioning of the $2M_\beta$ stiffness matrices. Alternatively to (5.3), we may perform a Schur complement on $u$ and solve the reduced optimality system

$$\nu M_s + \sum_{n=1}^{M_\beta} w_n (M_s A^{-1}(\bar{\zeta}_n) M_s A^{-1}(\bar{\zeta}_n) M_s) u = g.$$ 

Each Conjugate Gradient iteration then requires to invert $2M_\beta$ stiffness matrices. In spite of the full-space/reduced approach used, the overall cost for solving the OCP depends then linearly on the number of collocation points $M_\beta$, and possibly nonlinearly (depending on the
preconditioner used) on the size of the finite element space, that is,

\begin{equation}
(5.5) \quad \text{Work}[u^{\alpha,\beta}] \leq \hat{C} \left( \prod_{n=1}^{N} \beta_n \right) \left( \prod_{n=1}^{D} 2^{\alpha_n} \right)^{\theta},
\end{equation}

for a real parameter \( \theta \) and constant \( \hat{C} \). The deterministic and stochastic work contributions thus satisfy

\[
\Delta W_{\text{det}}^{\alpha,\beta} = \sum_{j \in \{0,1\}^D} \text{Work}[u^{\alpha,j,\beta}] \leq \hat{C} \sum_{j \in \{0,1\}^D} \left( \prod_{n=1}^{N} \beta_n \right) \left( \prod_{n=1}^{D} 2^{\alpha_n-j_n} \right)^{\theta} \leq C_{\text{work}}^{\text{det,}\beta} \left( \prod_{n=1}^{D} 2^{\alpha_n} \right)^{\theta},
\]

with \( C_{\text{work}}^{\text{det,}\beta} = \hat{C} (1 + 2^{-\theta})^D \left( \prod_{n=1}^{N} \beta_n \right) \) for a fixed \( \beta \), and

\[
\Delta W_{\text{stoc}}^{\alpha,\beta} = \sum_{j \in \{0,1\}^N} \text{Work}[u^{\alpha,\beta},j] \leq \hat{C} \sum_{j \in \{0,1\}^N} \left( \prod_{n=1}^{N} (\beta_n-j_n) \right) \left( \prod_{n=1}^{D} 2^{\alpha_n} \right)^{\theta} \leq C_{\text{work}}^{\text{stoc,}\alpha} \left( \prod_{n=1}^{N} (\beta_n+1) \right),
\]

where \( C_{\text{work}}^{\text{stoc,}\alpha} = \hat{C} 2^N \left( \prod_{n=1}^{d} 2^{\alpha_n} \right)^{\theta} \) for a given \( \alpha \). We are left to check (4.7), but indeed

\[
\Delta W_{\alpha,\beta} = \sum_{l \in \{0,1\}^{D+N}} \text{Work}[u^{(\alpha,\beta),-l}] \leq \sum_{k \in \{0,1\}^D} \sum_{j \in \{0,1\}^N} \hat{C} \left( \prod_{n=1}^{D} 2^{\alpha_n-j_n} \right) \left( \prod_{n=1}^{N} (\beta_n-j_n) \right)^{\theta} \leq \hat{C} 2^N \left( \prod_{n=1}^{N} (\beta_n+1) \right) \sum_{k \in \{0,1\}^D} \left( \prod_{n=1}^{D} 2^{\alpha_n-j_n} \right)^{\theta} \leq C_{\text{work}} \left( \prod_{n=1}^{N} (\beta_n+1) \right) \left( \prod_{n=1}^{D} 2^{\alpha_n} \right)^{\theta},
\]

with \( C_{\text{work}} = 2^N (1 + 2^{\theta})^D \hat{C} \).

Notice that (4.5) and (4.7) are trivially satisfied setting \( \gamma_i = \theta \), for every \( i \). In our numerical experiments, we used the full-space approach and invert directly the \( 2M_{\beta} \) matrices using the built-in Matlab sparse banded matrices solver, and found that \( \theta = 1 \) gives a good description of the increase of the computational time with respect to the size of the finite element space.

Next, we focus on Assumption 5. On the other hand, (4.8) is a direct consequence of classical finite element error analysis combined with the spatial combination technique convergence theory, provided that \( u \) admits sufficient Sobolev mixed-order regularity [14, 13]. However, for general domains and/or with control constraints, the control might not enjoy such high regularity. In these cases, the CT could still be applied either on a fixed spatial mesh, or by letting \( \alpha \) be a scalar setting the overall mesh size, as in standard multilevel approaches [20, 45].

Concerning (4.9), it is well-known that hierarchical surpluses satisfy such hypothesis in the context of sparse grids interpolants for forward UQ problems, provided that the solution
map of the random PDE is holomorphic in a Bernstein ellipse in the complex plane [34, 18, 7]. In our setting, we intuitively remark that (4.9) requires the map \( \zeta \in \Gamma \rightarrow p(\zeta) \in V \) to be holomorphic in a region of the complex plane, which in turn requires holomorphic regularity of the quantity of interest \( F \) and of the inverse of the operator \( e \) with respect to \( \zeta \).

Finally, (4.10) assumes a product structure of the decay of the mixed spatial and stochastic surpluses. For forward UQ problems, this property has been extensively studied and exploited in several works, see, e.g., [20, 43, 19, 18, 17, 3]. The rigorous extension of these results to the present context requires a highly technical theoretical analysis that is beyond the scope of this work and it is the subject of a forthcoming manuscript.

Here, we limit to verify (4.8), (4.9) and (4.10) numerically, and we estimate the rates \( \tilde{r}_i \) and \( \tilde{g}_i \). To do so, we fix a multi-index \( \beta = \bar{\beta} \), set \( \alpha = 1 + j \bar{\alpha} \), and fit the decay of \( \Delta E_{\alpha, \bar{\beta}} \) for some different values of \( j \). Similarly, we fix a \( \alpha = \bar{\alpha} \) and set \( \beta = 1 + j \bar{\beta} \) and fit the decay of \( \Delta E_{\bar{\alpha}, \beta} \). The mixed decays are fitted with the same procedure. The results are reported in Figures 1, which clearly show that the assumptions are verified for the model problem. In our setting, we found \( \tilde{r}_i = 2 \), for all \( i \), while the rates \( \tilde{g}_i \) are reported in Table 2. Notice that the estimated rates \( \tilde{g}_i \) may depend on the geometrical mesh used, but the dependence is quite mild (see [3] for a procedure to update the estimate of \( \tilde{g}_i \) on the fly).

5.2. Numerical tests. We now show the performance of the CT to solve (2.6). To construct the multi-index sets, we rely on the sparse-grid Matlab Kit [2]. We first consider the CT approximation (4.11) applied exclusively on the quadrature formula of the objective functional. For every multi-index \( \beta \), we use the same physical discretization determined by a fixed \( \bar{\alpha} \). More specifically, we compare five methods:

Meth. 1 An “a-priori incremental” algorithm in which \( I \) is built adaptively by using the ansatzes (4.6) and (4.9) to compute the profits for all multi-indices in the reduced
margin. The parameters \( \{\tilde{g}_n\}_n \) are estimated beforehand, and this cost is not considered. This algorithm corresponds to Alg. 4.2.

Meth. 2 The well-known adaptive algorithm \([12]\) in which \( I \) is built adaptively computing numerically \( \Delta E_{\alpha,\beta} \) (and thus also the profits \( P_{\alpha,\beta} \)) for all multi-indices in the reduced margin. We keep track only of the work done to solve the OCPs that actually contribute to the CT solution (3.9), thus neglecting the cost of exploring the reduced margin (which might dominate the overall cost). In this way, the adaptive algorithm can be considered as a benchmark for the a-priori CT. This algorithm corresponds to Alg. 4.1.

Meth. 3 An a-priori algorithm based on the CT formulation (3.10). In particular, given the multi-index set \( I^k \) built at the \( k \)-th step of the a-priori incremental algorithm (Meth. 1), we check for which \( \beta, c_{\beta} \neq 0 \), and consequently compute the approximation using (3.10). The approximation will be identical to the solution of Meth. 1. However, the work performed will be less, as several multi-indices \( \beta \) do not contribute to the approximation.

Meth. 4 An anisotropic tensor product approximation: given a sequence of levels \( L \), we set \( \beta_n = 1 + \left\lfloor \frac{L}{g_n} \right\rfloor \). Notice that the anisotropic tensor product approximation can be recast in the CT framework, using the multi-index set \( I(L) = \{ \beta \in \mathbb{N}^N : \max_n \tilde{g}_n(\beta_n - 1) \leq L \} \), see [2].

Meth. 5 A standard sparse grid method (see Remark 2) based on the multi-index set \( I(L) = \{ \beta \in \mathbb{N}^N : \sum_i g_n(\beta_n - 1) \leq L \} \) with Gauss-Legendre nodes and a linear level-to-node map.

Fig. 2 shows the complexity (error vs work) of the different methods for \( N = 2, 6, 10 \) random variables and \( d = 2 \). The work reported in the x-axis corresponds to \( W = \sum_{\beta \in I} M_{\beta} \) for Meth. 1 and Meth. 2, \( W = \sum_{\beta \in I, c_{\beta} \neq 0} M_{\beta} \) for Meth. 3, \( W = M_{\beta} \) for Meth. 4, and \( W = |\tilde{\Lambda}_\beta| \), i.e. the number of nodes involved in the sparse grid quadrature, for Meth. 5. The error corresponds to the \( L^2 \) norm between the current approximation and a reference overkilled solution computed with Alg. 2.

Notice that the a-priori algorithms converge very similarly to the adaptive algorithm, thus confirming the effectiveness of the a-priori construction based on the model-fitted ansatzes. Generally, the CT needs a few random variables in order to be more effective than anisotropic full tensor approximations, as sparse approximations are more efficient for sufficiently high-dimensional problems [5].

The convergence of the CT is essentially unchanged moving from \( N = 6 \) to \( N = 10 \) random variables. Indeed, the random variables are increasingly less important, being weighted in (5.1) by \( \lambda_n \) which tends to zero exponentially, and their rates \( \tilde{y}_i \) are increasingly larger (see Table 2). Hence, the addition of a new random variable requires only to compute quite cheap hierarchical surplus \( \Delta^0 u \). This can be observed in the left and center panel of Fig 3, which show three components of the multi-indices \( \beta \) included by Meth. 2 for \( d = 2 \) and \( N = 10 \). We clearly observe that whenever \( \beta_9 \) or \( \beta_{10} \) are greater than 1, all the remaining components of \( \beta \) are very small, which implies that the corresponding OCP will involve very few quadrature nodes. In contrast, the addition of a new random variable, let’s say the \( N + 1 \)-th, implies that the number of collocation points \( M_{\beta} \) for the anisotropic tensor product approximation
is multiplied by $\beta_{N+1} = 1 + \frac{1}{g_{N+1}}$, and thus the single OCP that has to be solved becomes steadily larger. The classical sparse grid approach shows a computational complexity similar to that of the CT in all cases. However, due to the presence of negative weights, the full-space optimality system had to be solved with GMRES. The additional cost and memory usage due to the larger Krylov subspace have not been taken into account in the figure. Finally, the right panel of Fig. 2 verifies instead the simplified complexity estimate (4.12), as the error decreases linearly in the log-log plot.

Next, we study the complexity of the CT applied to both spatial and stochastic variables. Fig. 4 shows the convergence for the model problem set in a one-dimensional domain (top row) and a two dimensional domain (bottom row). For Meth. 4 and 5, we consider a sequence of spatial meshes obtained by halving simultaneously the mesh size in each spatial direction, and an increasing sequence of levels $L$ for the stochastic quadrature. The work reported in the x-axis corresponds to $W = \sum_{(\alpha,\beta) \in I} \left( \prod_{n=1}^{D} 2^{\alpha_n+1} \right) M_\beta$ for Meth. 1 and Meth. 2, $W = \sum_{\beta \in I, c_\beta \neq 0} \left( \prod_{n=1}^{D} 2^{\alpha_n+1} \right) M_\beta$ for Meth. 3, $W = \left( \prod_{n=1}^{D} 2^{\alpha_n+1} \right) M_\beta$ for Meth. 4, and $W = \left( \prod_{n=1}^{D} 2^{\alpha_n+1} \right) |\tilde{\Lambda}_\beta|$ for Meth. 5. We calculate a reference solution by running Meth. 2 with a very small tolerance, and we linearly interpolate all the solutions computed (which live on different meshes) on a very fine mesh obtained by taking, for each physical dimension, the smallest mesh size used by Meth. 2. In two dimensions, the reference solution has more than $2 \cdot 10^8$ degrees of freedom. To compute the error, we interpolate the current approximations on the reference mesh and calculate there the $L^2$ norm of the difference with the reference solution using a mass lumped matrix. Notice that the interpolation step does not introduce
errors as the finite element basis functions are linear in 1D and bilinear in 2D, and the meshes are nested.

As \( \tilde{\gamma}_j = 1 \) and \( \tilde{r}_j = 2 \) for \( j = 1, 2 \), Theorem 4.2 predicts an asymptotic complexity of \( \text{Work}^{-2} \) for the 1D setting and \( \text{Work}^{-2} \log(\text{Work})^3 \) for the 2D setting. For few random variables (e.g. \( N = 2 \)) the asymptotic complexity is rapidly attained in both settings while for larger number of random variables pre-asymptotic effects are non negligible, and the asymptotic regime is achieved for larger values of \( W \). Meth. 5 shows a worse complexity behaviour than that of the CT, especially for \( d = 2 \) where we clearly see the benefits of the mixed spatial regularity. Finally, we emphasize that both the anisotropic tensor product and sparse grids approximations are not able to achieve smaller errors on our workstation since the size of their optimality system quickly saturates the memory storage. By solving several OCPs characterized by smaller optimality systems, the CT is able to overcome the limitations set by the workstation and achieve much smaller tolerances.

6. Conclusions. In this work, we proposed two variants of the combination technique to solve efficiently optimal control problems under uncertainty. The first one is based on the combination of solutions of several OCPs discretized using different tensor product quadrature formulae, but on the same spatial mesh. The approach allows to reduce the computational effort for high dimensional problems, while avoiding the inconveniences of a direct sparse grid approximation of the objective functional. Then, we applied the combination technique both to the spatial and stochastic variables. Such procedure allows to automatically balance the error due to the spatial and stochastic discretization according to a profit rule and it permits to further reduce the computational cost by moving most computations on coarser grids. The generalization of this work to an infinite sequence of random variables, including a theoretical analysis for the decay of the error contributions, is currently ongoing and will be the subject of
a forthcoming manuscript. Further efforts will be devoted to test the combination technique for OCPs involving control constraints and more general risk measures. The problem formulation (2.2) considered here is already sufficiently general to cover some common risk-measures such as the mean-variance model. Of particular interest in risk-adverse contexts is the CVaR (Conditional Value at Risk). Although the minimization of the CVaR can be formulated as a double minimization problem leading to an optimality condition of the form of (2.3), it also involves a discontinuous function of the random vector ζ acting on the right-hand side of the adjoint equation which might reduce the stochastic regularity. Thus, a CT based on a multilevel (Quasi)-Monte Carlo quadrature seems promising as it requires less smoothness than the stochastic collocation method.

7. Appendix. In this appendix, we detail the proofs of Theorem 4.1 and 4.2. Both proofs are based on a direct counting argument, and in particular the proof of Theorem 4.2 is an adaptation of the proof of Theorem 1 in [18] to a different multi-index set.

For a x = (x₁, . . . , x_N) ∈ R^N, let |x| := ∑_{n=1}^{N} |x_i| and log(x) = (log(x₁), . . . , log(x_N)). The following technical Lemmae are needed.

Lemma 7.1 (Lemma 4 in [18]). Let f : (1, ∞)^N → R and g : (1, ∞)^N → R+. If f and g are increasing, then
\[ \sum_{\alpha \in \mathbb{N}_+^N : f(\alpha) \leq 0} g(\alpha) \leq \int_{x \in (1, \infty)^N : f(x-1) \leq 0} g(x)dx. \]

If f and g are decreasing, then
\[ \sum_{\alpha \in \mathbb{N}_+^N : f(\alpha) \leq 0} g(\alpha) \leq \int_{x \in (1, \infty)^N : f(x) \leq 0} g(x-1)dx. \]

Lemma 7.2. The following bound holds true
\[ \int_{x \in (0, \infty)^N : |x| \leq L} x dx = \frac{H^{2N}}{(2N)!}, \]

Proof. Perform the change of variables t = \frac{x}{H} and use an induction argument over N. ■

Lemma 7.3. The following bound holds true
\[ \int_{x \in (0, \infty)^N : |x| \geq L} e^{-|x| + |\log(\alpha)|} dx \leq e^{-L(L + 1)^{2N-1}}. \]

Proof. The proof based on induction is part of the proof of Lemma 5 in [18]. ■

Lemma 7.4 (Lemma 7 in [18]). Let k ∈ N, a = (a₁, . . . , a_D) ∈ R^D and L > |a|. Then,
\[ \int_{\{x \in \mathbb{R}^D : |x| \leq L\}} e^{a \cdot x} (L - |x|)^k dx \leq \mathcal{U}_D(a, k) e^{\max(a) L} L^{\eta(a, \max(a)) - 1}, \]
where \( \eta(a, \max(a)) := \# \{i : a_i = \max(a)\} \) and \( \mathcal{U}_D(a, k) \) is a constant independent on L.
Lemma 7.5 (Lemma B.3 in [19]). Let $k \in \mathbb{N}$, $\mathbf{a} = (a_1, \ldots, a_N) \in \mathbb{R}_+^D$ and $L > |\mathbf{a}|$. Then,

$$
\int_{\{x \in \mathbb{R}_+^D : |x| > L\}} e^{-\mathbf{a} \cdot x} \leq B_D(\mathbf{a}) e^{-\min(\mathbf{a}) L} L^{\min(\mathbf{a}) - 1},
$$

where $B_D(\mathbf{a})$ is a constant independent on $L$.

7.1. Proof of Theorem 4.1.

Theorem 7.6. There exist constants $C_1$ and $C_2$ such that for any $W_{\text{max}}$ satisfying $W_{\text{max}} \geq \frac{|\bar{g}| 2^N C_1}{(2N)!}$, and choosing $L = 2^N \sqrt{\frac{W_{\text{max}}(2N)!}{C_1}} - |\bar{g}|$,

$$
\text{Work}[\mathcal{M}_I(L)(\mathbf{u})] \leq W_{\text{max}},
$$

$$
\text{Error}[\mathcal{M}_I(L)(\mathbf{u})] \leq C_2 e^{-2^N \sqrt{\frac{W_{\text{max}}(2N)!}{C_1}} \left( 2^N \sqrt{\frac{W_{\text{max}}(2N)!}{C_1}} + 1 \right)}^{2N-1}.
$$

Proof. We start with the work estimate. The total work satisfies

$$
\text{Work}[\mathcal{M}_I(L)(\mathbf{u})] = \sum_{\beta \in I(L)} \Delta W_{\text{atoc}}^{\beta} \leq C_{\text{work}}^{\text{stoc}, \alpha} \sum_{\{\beta \in N^\infty : |\bar{g}| \leq |\beta| + 1\}} e^{\log(\beta + 1)}
$$

$$
\leq C_{\text{work}}^{\text{stoc}, \alpha} \int_{\{\beta \in N^\infty : |\bar{g}| \leq |\beta| + 1\}} e^{\log(\beta + 1)} d\beta
$$

where the last inequality follows from Lemma 7.1.

Next, we perform the change of variable $t_j = \bar{g}_j \beta_j + \log(\beta_j)$, set $\beta_j = q_j(t)$, with $q_j(t) \leq \frac{t_j}{\bar{g}_j}$,

$$
\text{Work}[\mathcal{M}_I(L)(\mathbf{u})] \leq C_{\text{work}}^{\text{stoc}, \alpha} \int_{\{t \in N^\infty : |t| \leq L\}} \prod_{i=1}^N \frac{q_j(t) + 1}{\bar{g}_j q_j(t) + 1} q_j(t) dt
$$

$$
\leq C_{\text{work}}^{\text{stoc}, \alpha} \int_{\{t \in N^\infty : |t| \leq L\}} \prod_{i=1}^N \frac{t_j + 1}{\bar{g}_j t_j + 1} \frac{\bar{g}_j}{t_j} dt
$$

$$
\leq C_1 \int_{\{t \in N^\infty : |t| \leq L\}} \prod_{i=1}^N (t_j + \bar{g}_j) dt
$$

$$
\leq C_1 \int_{\{t \in N^\infty : |t| \leq L\}} \prod_{i=1}^N (L + |\bar{g}|)^2 dt
$$

$$
\leq C_1 \left( L + \frac{|\bar{g}|}{(2N)!} \right)^{2N},
$$

where $C_1 = C_{\text{work}}^{\text{stoc}, \alpha} \prod_{i=1}^N \left( \frac{1}{\bar{g}_i} \right)$ and in the last step we used Lemma 7.2.
We next consider the error term,

$$\text{Error}[\mathcal{M}_{\bar{L}}(u)] = \sum_{\beta \notin I(L)} \Delta E_{\bar{\alpha}, \beta}^{\text{stoc}}$$

$$\leq C_{\text{error}}^{\text{stoc}} \sum_{\beta \notin I(L)} e^{-\tilde{g}(\beta+1)}$$

$$\leq C_{\text{error}}^{\text{stoc}} \int_{\{\beta \in \mathbb{N}_+^N : \tilde{g}(\beta+1) + \log(\beta+1) > L\}} e^{-\tilde{g} \beta} d\beta$$

$$\leq C_{\text{error}}^{\text{stoc}} e^{\tilde{g}} \int_{\{\beta \in \mathbb{N}_+^N : \tilde{g}(\beta+1) + \log(\beta+1) > L\}} e^{-\tilde{g} \beta} d\beta$$

$$= C_{\text{error}}^{\text{stoc}} e^{\tilde{g}} \int_{\beta \in \mathbb{N}_+^N : \tilde{g}(\beta+1) + \log(\beta+1) > L} e^{-\tilde{g}(\beta+1) + \log(\beta+1) + |\log(\beta+1)|} d\beta.$$
the combination technique solution satisfies

\begin{align}
\text{Error}[\mathcal{M}_I(W_{\text{max}})] & \leq W_{\text{max}}, \\
\lim_{W_{\text{max}} \to \infty} \frac{\text{Error}[\mathcal{M}_I(W_{\text{max}})]}{W_{\text{max}} \mu (\log(W_{\text{max}}))^{(\mu+1)(\log n)^{-1}}} & = C < \infty,
\end{align}

**Proof.** Due to Assumption 4, the total work associated to $I(L)$ is bounded by

\[
\text{Work}[\mathcal{M}_I(u)] = \sum_{(\alpha, \beta) \in I(L)} \Delta W_{\alpha, \beta} 
\leq C_{\text{work}} \sum_{\{ (\alpha, \beta) \in \mathbb{N}_+^D: (r+\gamma) \alpha + \bar{\beta}(\beta + 1) + \log(\beta + 1) \leq L \}} e^{\gamma \alpha + \log(\beta + 1)}
\leq C_{\text{work}} \int_{(\alpha, \beta) \in (0, \infty)^D: (r+\gamma) \alpha + \bar{\beta}(\beta + 1) + \log(\beta + 1) \leq L} e^{\gamma \alpha + \log(\beta + 1)} d\alpha d\beta
= C_{\text{work}} \left( \prod_{i=1}^D \frac{e^\gamma}{r_i + \gamma_i} \right) \int_{(\alpha, \beta) \in (0, \infty)^D: (r+\gamma) \alpha + \bar{\beta}(\beta + 1) + \log(\beta + 1) \leq L} e^{\Theta \alpha + \log(\beta + 1)} d\alpha d\beta,
\]

where we used Lemma 7.1, performed the change of variable $\bar{\alpha}_i = (\alpha_i - 1)(r_i + \gamma_i)$ and defined $\Theta_i = \frac{\gamma_i}{r_i + \gamma_i}$. The change of variable $\bar{\beta}_i = \beta_i \bar{\gamma}_i$ leads to

\begin{align}
\text{Work}[\mathcal{M}_I(u)] & \leq D_{\text{work}} \int_{(\alpha, \beta) \in (0, \infty)^D \times \mathbb{N}_+^N: |\alpha| + |\bar{\beta}| + \log(\bar{\beta}) \leq L} e^{\Theta \alpha + \log(\bar{\beta} + 1)} d\alpha d\bar{\beta},
\end{align}

where $D_{\text{work}} := C_{\text{work}} \left( \prod_{i=1}^D \frac{e^\gamma}{r_i + \gamma_i} \right) \left( \prod_{i=1}^N \frac{1}{\bar{\gamma}_i} \right)$. Denoting with $\text{Int}$ the right hand side of (7.4) and using Lemma 7.4 we get

\[
\text{Int} = \int_{\{ \beta \in \mathbb{N}_+^N(\bar{g}), \infty): |\beta| + |\log(\bar{\beta})| \leq L} e^{\log(\frac{\bar{\beta} + 1}{\bar{\beta} + 1})} \int_{\{ \alpha \in (0, \infty)^D: |\alpha| \leq L, |\beta| + \log(\bar{\beta}) \leq L \}} e^{\Theta \alpha} d\alpha d\bar{\beta}
\leq U_D(\Theta, 0) e^{\log(\frac{\bar{\beta} + 1}{\bar{\beta} + 1}) + \chi(\beta - \log(\bar{\beta}))} \gamma(\Theta, \chi)^{-1} d\bar{\beta}
\leq U_D(\Theta, 0) e^{\chi L} \int_{\{ \beta \in \mathbb{N}_+^N(\bar{g}), \infty): |\beta| + \log(\bar{\beta}) \leq L} e^{\log(\frac{\bar{\beta} + 1}{\bar{\beta} + 1}) - \chi(\beta + |\log(\bar{\beta})|) \gamma(\Theta, \chi)^{-1} d\bar{\beta}}
\leq U_D(\Theta, 0) e^{\chi L} \gamma(\Theta, \chi)^{-1} \int_{\{ \beta \in \mathbb{N}_+^N(\bar{g}), \infty): |\beta| + \log(\bar{\beta}) \leq L} e^{\log(\frac{\bar{\beta} + 1}{\bar{\beta} + 1}) - \chi(\beta + |\log(\bar{\beta})|) \gamma(\Theta, \chi)^{-1} d\bar{\beta}}
\]

Plugging (7.5) into (7.4)

we conclude that

\[
\text{Work}[\mathcal{M}_I(u)] \leq C_W \gamma(\Theta, \chi)^{-1} e^{\chi L}.
\]
where $C_W = D_{\text{work}}(\Theta, 0) \int_{\{\beta \in \otimes_{i=1}^N [g, \infty) \colon |\beta| + |\log(\beta)| \leq L\}} e^{|\log(\beta | + 1)} e^{-\chi(|\beta| + |\log(\beta)|)} d\beta < \infty$ as the latter integral is bounded for every $L$. We now focus on the error estimate.

(7.6)

$\text{Error}[\mathcal{M}_{I(L)}(u)] \leq C_{\text{error}} \sum_{\{\alpha, \beta \in \mathbb{N}^{D+N} \colon (r+\gamma) \cdot \alpha + \beta + 1 \geq L\}} e^{-r \cdot \alpha - \tilde{g}(\beta + 1)}$

$= C_{\text{error}} \left( \sum_{\{\alpha, \beta \in \mathbb{N}^{D+N} \colon (r+\gamma) \cdot \alpha \geq L\}} e^{-r \cdot \alpha - \tilde{g}(\beta + 1)} + \sum_{\alpha \in \mathbb{N}^D (r+\gamma) \cdot \alpha \leq L} \sum_{\beta \in \mathbb{N}^D \tilde{g}(\beta + 1) + \log(\beta + 1) \geq L - (r+\gamma) \cdot \alpha} e^{-\tilde{g}(\beta + 1)} \right)$

Using the change of variable $\tilde{\alpha}_i = (r_i + \gamma_i) \alpha_i$, the first term can be bounded as

\[
\sum_{\{\alpha, \beta \in \mathbb{N}^{D+N} \colon (r+\gamma) \cdot \alpha \geq L\}} e^{-r \cdot \alpha - \tilde{g}(\beta + 1)} = \left( \sum_{\beta \in \mathbb{N}_+^N} \prod_{i=1}^N e^{-\tilde{g}_i(\beta_i + 1)} \right) \left( \sum_{\alpha \in \mathbb{N}_+^D (r+\gamma) \cdot \alpha \geq L} e^{-r \cdot \alpha} \right)
\]

\[
= \left( \prod_{i=1}^N \frac{e^{-2\tilde{g}_i}}{1 - e^{-\tilde{g}_i}} \right) \left( \sum_{\alpha \in \mathbb{N}_+^D (r+\gamma) \cdot \alpha \geq L} e^{-r \cdot \alpha} \right)
\]

\[
\leq \left( \prod_{i=1}^N \frac{e^{-2\tilde{g}_i}}{1 - e^{-\tilde{g}_i}} \right) \int_{\alpha \in (1, \infty)^D (r+\gamma) \cdot \alpha \geq L} e^{-r \cdot \alpha} d\alpha
\]

\[
\leq \left( \prod_{i=1}^N \frac{e^{-2\tilde{g}_i}}{1 - e^{-\tilde{g}_i}} \right) \left( \prod_{i=1}^D \frac{e^{r_i}}{r_i + \gamma_i} \right) \int_{\alpha \in \otimes_{i=1}^N (r_i + \gamma_i, \infty) \colon |\alpha| > L} e^{-\Phi \cdot \alpha} d\alpha
\]

(7.7)

where we used Lemma 7.5 with

$\Phi_i = \frac{r_i}{r_i + \gamma_i}$, $\delta = \min_{i=1,..,N} \Phi_i$, and $C_{E,1} := \left( \prod_{i=1}^N \frac{e^{-2\tilde{g}_i}}{1 - e^{-\tilde{g}_i}} \right) \left( \prod_{i=1}^D \frac{e^{r_i}}{r_i + \gamma_i} \right) B_D(\Phi)$.}

Concerning the second term, we first define $H := (r + \gamma) \cdot \alpha$ and $\hat{L} := L - H$, so that

\[
\sum_{\{\beta \in \mathbb{N}_+^N \colon \tilde{g}(\beta + 1) + |\log(\beta + 1)| \geq \hat{L}\}} e^{-\tilde{g}(\beta + 1)} \leq \int_{\{\beta \in \otimes_{i=1}^N (1, \infty) \colon \tilde{g}(\beta + 1) + |\log(\beta + 1)| \geq \hat{L}\}} e^{-\tilde{g}(\beta + 1)} d\beta
\]

\[
= e^{\tilde{g}} \int_{\{\beta \in \otimes_{i=1}^N (1, \infty) \colon \tilde{g}(\beta + 1) + |\log(\beta + 1)| \geq \hat{L}\}} e^{-\tilde{g}(\beta + 1)} + |\log(\beta + 1)| - |\log(\beta + 1)| d\beta
\]
Setting \( t_i = \tilde{g}_i(\beta_i + 1) + \log(\beta_i + 1) = t_i, \) \( q(t_i) = \beta_i, \) with \( q(t_i) \leq \frac{t_i}{\tilde{g}_i} - 1, \) leads to

\[
\sum_{\{\beta \in \mathbb{N}^N \setminus \tilde{g} \geq \beta \geq 1 \mid \log(\beta + 1) > L\}} e^{-\tilde{g}(\beta + 1)} \leq \left( \prod_{i=1}^{N} e^{\tilde{g}_i} \right) \int_{\{t \in \mathbb{R}_+^N \setminus (2\tilde{g}_i + \log(2))_{i=1}^N \mid |t| > L\}} e^{-|t|} \left( \prod_{i=1}^{N} \frac{(q(t_i) + 1)^2}{g_j(q(t_i) + 1)} \right) dt \leq \left( \prod_{i=1}^{N} e^{\tilde{g}_i} \right) \int_{\{t \in \mathbb{R}_+^N \setminus (2\tilde{g}_i + \log(2))_{i=1}^N \mid |t| > L\}} e^{-|t| + |\log(t)|} dt \leq C_{E,2} e^{-L(L + 1)^{2N - 1}},
\]

(7.8)

where we used Lemma 7.3 in the last step and set \( C_{E,2} = \left( \prod_{i=1}^{N} \frac{e^{\tilde{g}_i}}{g_i} \right). \) Inserting (7.8) into the second term of (7.6) and using Lemma 7.4,

\[
\begin{align*}
\sum_{\{\alpha \in \mathbb{N}_+^D \mid (r + \gamma) \cdot \alpha \leq L\}} e^{-r \alpha} & \sum_{\{\beta \in \mathbb{N}_+^N \setminus \tilde{g}(\beta + 1) + \log(\beta + 1) > L - (r + \gamma) \cdot \alpha\}} e^{-\tilde{g}(\beta + 1)} \\
& \leq C_{E,2} \sum_{\{\alpha \in \mathbb{N}_+^D \mid (r + \gamma) \cdot \alpha \leq L\}} e^{L \cdot (L + 1 - (r + \gamma) \cdot \alpha) 2^{N-1}} \\
& \leq C_{E,2} \int_{\{\alpha \in \mathbb{N}_+^D \mid (r + \gamma) \cdot \alpha \leq L\}} e^{-L \cdot (L + 1 - (r + \gamma) \cdot (\alpha - 1)) 2^{N-1}} \\
& \leq C_{E,3} \left( \prod_{i=1}^{N} \frac{e^{\gamma_i}}{\gamma_i + r_i} \right) e^{-L} \int_{\{x \in (0, \infty)^D \mid |x| \leq L\}} e^{\Theta \cdot x \cdot (L + 1 - |x|) 2^{N-1}} d\mathbf{x} \\
& \leq C_{E,3} \left( \prod_{i=1}^{D} \frac{e^{\gamma_i}}{\gamma_i + r_i} \right) \mathcal{U}_D(\Theta, 2N - 1). \end{align*}
\]

where \( C_{E,3} = C_{E,2} \left( \prod_{i=1}^{D} \frac{e^{\gamma_i}}{\gamma_i + r_i} \right) \mathcal{U}_D(\Theta, 2N - 1). \) Since \( \delta = 1 - \chi, n(\Theta, \chi) = n(\Phi, \delta) \) and using the bounds for the two terms of (7.6), we conclude

\[
\text{Error}[\mathcal{M}_{\mathcal{I}}(u)] \leq C_{E,1} e^{-DL^{n(\Phi, \delta) - 1}} + C_{E,3} \left( \prod_{i=1}^{N} \frac{e^{\gamma_i}}{\gamma_i + r_i} \right) L^{n(\Theta, \chi) - 1} = C_{E,4} \left( \prod_{i=1}^{N} \frac{e^{\gamma_i}}{\gamma_i + r_i} \right) L^{n(\Theta, \chi) - 1}.
\]

Finally, a direct calculation shows that (7.1) leads to (7.2) and (7.3). 

\[\Box\]
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