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Temporal network link prediction is an important task in the field of network science, and has a wide range of applications in practical scenarios. Revealing the evolutionary mechanism of the network is essential for link prediction, and how to effectively utilize the historical information for temporal links and efficiently extract the high-order patterns of network structure remains a vital challenge. To address these issues, in this paper, we propose a novel temporal link prediction model with adjusted sigmoid function and 2-simplex structure (TLPSS). The adjusted sigmoid decay mode takes the active, decay and stable states of edges into account, which properly fits the life cycle of information. Moreover, the latent matrix sequence is introduced, which is composed of simplex high-order structure, to enhance the performance of link prediction method since it is highly feasible in sparse network. Combining the life cycle of information and simplex high-order structure, the overall performance of TLPSS is achieved by satisfying the consistency of temporal and structural information in dynamic networks. Experimental results on six real-world datasets demonstrate the effectiveness of TLPSS, and our proposed model improves the performance of link prediction by an average of 15% compared to other baseline methods.

With the rapid development of internet and network science, the explosive growth of various information volumes in different fields is accompanied by an urgent need for scientific research and industry to improve data processing capabilities. The complex network, which takes big data and complex associations among data as the research object, is the basic algorithmic framework for modeling data¹². Link prediction in complex networks has been widely regarded as one of the most interesting problems in the information field¹³.

The mission of link prediction is to predict the connection possibility of nodes that have not yet connected in the network, including the recovery of missing links and the formation of future links. The major difference of the aforementioned tasks is that the latter one mainly focuses on dynamic networks, which means links in those networks emerge at different time. For example, for protein networks as static data⁴, due to the insufficiency of our empirical knowledge, prediction of two proteins' interaction can be thought as restoration of missing links. Static link prediction focuses on the completeness of the graph, while dynamic link prediction mainly predicts the formation of future links in order to simulate network evolution. It is well established that networks are highly dynamic objects with inherent dynamic properties⁵. Temporal link prediction aims to capture those properties in dynamic networks. It intends to extract the implicit driving force in the network and achieve the goal of network evolution analysis⁶. The most important application of it is in recommender systems⁷, which have been widely used in many fields, such as e-commerce, social network and other scenarios⁸⁹.

Among all successful link prediction methods, similarity method is one of the most commonly used link prediction methodology. However, traditional similarity methods solely consider the current static state of networks, such as the topology structure, while ignoring the temporal dimensional evolution pattern of complex networks¹⁰. This type of method is not suitable for temporal networks, where edges are annotated with timestamps indicating the time they emerged. With the increasing demands of various applications in temporal networks, it is imperative to design a general temporal network link prediction method to effectively capture the temporal characteristics of network evolution. Several temporal link prediction methods have attempted to couple spatial and temporal information. LIST¹¹ characterized the network dynamics as a function of time, which used matrix factorization technique and integrated the spatial topology of network at each timestamp. By extracting target link features, SSF¹² used an exponential function to specify the influence of historical edges, and then combined the network structure to acquire the predictions. However, temporal link prediction methods based
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on exponential decay ignore the life cycle of information that newly added edges in the network will remain active for a certain period of time, after which the link information decays to a stable state. Besides, many real-world networks are sparse and a majority number of existing structure-based similarity methods are common neighbor related\textsuperscript{13–17}, which might cause lower performance of these methods. In addition, due to the irregular connection characteristics of the network, each node has its unique local topology. Therefore, when considering the local structure of the target link, the high-order structure of the two endpoints should also be reflected.

To address these issues, we first utilize the characteristics of the sigmoid function to systematically modify the demerits of the exponential function\textsuperscript{18}. We propose the adjusted sigmoid function (ASF) to quantify temporal information based on the simplified life cycle of information. Then, owing to the powerful mathematical representation of simplex in algebraic topology, we come up with hidden neighbor set and latent matrix sequence, which solve the dilemma that some node pairs do not have common neighbors due to network sparsity. Finally, considering the endpoints asymmetry with simplex structure, it fully represents the surrounding topology information around the target links. Combining them to achieve the consistency of temporal and structural information, thus, the link prediction model TLPSS is proposed for general dynamic networks. The main contributions of this paper are as follows:

- Based on the active, decay and stable states of information, we proposed a new time decay mode ASF, which adequately considers the decay time and rate for different network information.
- We define the latent matrix sequence composed of simplex high-order structure to reveal the spatial topology of the network. The richer high-order topological information in latent edges alleviates the problem that traditional similarity methods are affected by lack of common neighbors due to the sparsity of the network.
- Coupling temporal and structural information, we introduce a temporal link prediction metric TLPSS induced by the hidden neighbor asymmetry, and it is consistently feasible for various dynamic networks.
- We evaluate the TLPSS model on six real-world datasets and show that it outperforms other baseline models, which demonstrates the effectiveness of our proposed method.

**Problem description**

A dynamic network is defined as a graph $G_t = (V^t, E^t)$, where $V^t$ is the node set, $E^t$ is the set of links. A temporal link is denoted by $e^t(u, v)$, which means that the node $u$ and $v$ are connected at time $t \in \{1, 2, ..., T\}$. Since this paper focuses on the link prediction, we only consider the change of edge connection with time, and fix the node set at different time as $V$. Note that node pairs are allowed to have multiple edges generated at different timestamps, and only undirected networks are concerned in this paper.

For temporal link prediction, a temporal network $G_t$ can be divided into a series of snapshots $G_t = \{G^1, G^2, ..., G^T\}$ at discrete time frames $\{1, ..., T\}$. For $t, s \in T$, $t < s$, $G^t$ can be regarded as the historical information of $G^s$, and they are strongly correlated and involved with the same evolution mechanism. When a set of network snapshots are given within the time period $[1, T]$, the temporal link prediction method aims to study a function $f(\cdot)$ to predict a group of edge set $E^{T+1} = \{e^T(u, v) | u, v \in V, t = T + 1\}$ created at time $T + 1$. The problem is illustrated in Fig. 1. Main notations in this paper are introduced in Table 1 for future reference.

| Notation | Description |
|----------|-------------|
| $G^t$    | Graph snapshot at timestamp $t$ |
| $A^t$    | Adjacency matrix at timestamp $t$ |
| $B^t$    | Latent matrix at timestamp $t$ |
| $D^t$    | Degree vector at timestamp $t$ |
| $V$      | Node set |
| $E^t$    | Edge set at timestamp $t$ |
| $(x \sim h)$ | Latent edge, $x$ and $h$ are nodes |
| $p, q$   | Hyperparameters in adjusted sigmoid function |

Table 1. Main notations.
Literature review

A large number of static link prediction methods have been proposed, and these methods can be divided into three categories. The first category is the method based on probability statistics. The basic idea of these methods is to build a parametric probabilistic model and use optimization strategies such as maximum likelihood estimation to find the optimal parameters. This kind of model usually acquires satisfying results by assuming that the network has known structures or obeys specific distributions. But usually the great computational cost makes it not suitable for large-scale network, and representative works are like. The second category is machine learning-based methods. The link prediction problem in the network can be regarded as a classification problem in machine learning, and the related methods work on massive training data to achieve high prediction accuracy in large-scale networks though explainable features are difficult to be extracted. Furthermore, inspired by the superiority of deep learning and graph representation learning in capturing node feature representations, the link prediction task can be transformed into computing distances between nodes to reveal the underlying correlation. The advantage of this type of method is that with the iterative update of representation learning algorithms, such as deepwalk and node2vec and their derivatives, the link prediction accuracy can be gradually improved, but the prediction mechanism is difficult to explain in an explicit way. The third category is the similarity-based methods, which is based on the assumption that the connection probability of nodes is positively correlated with the similarity between them. Such methods assign a score to each pair of nodes by defining a similarity function, and higher scored node pairs will have more potential to be linked together.

Recently, more complicated metrics based on temporal and structural information have been proposed for link prediction. Yu et al. proposed a link prediction model LIST with spatio-temporal consistency rule, which described the dynamic characteristics of the network as a function of time, and integrated the spatial topology of the network at each time point and the temporal characteristics of network evolution. Chen et al. proposed the temporal link prediction model STEP, which integrated structural and temporal information, and transformed the link prediction problem into a regularized optimization problem by using high-order matrices to capture the implicit relationship of node pairs. Li et al. proposed a structure subgraph feature model SSF that is based on link feature extraction. This method effectively represented the topological features around the target link and normalized the influence of multiple links and different timestamps in structural subgraphs.

Complex networks have become the dominant paradigm for dynamic modeling of interacting systems. However, networks are inherently limited to describe the interactions of node pairs, while real-world complex systems are often characterized by high-order structures. Furthermore, interaction behaviors based on structure take place among more than two nodes at once. Empirical studies reveal that high-order interactions are ubiquitous in many complex systems, and such community behaviors play key roles in physiological, biological, and neurological field. In addition, high-order interactions can greatly affect the dynamics of networked systems, ranging from diffusion, synchronization, to social evolution processes, and may lead to the emergence of explosive transitions between node states. For a deeper understanding of the network pattern structure, we can model it via set systems from the perspective of algebraic topology. For example, high-order structures, such as hypergraphs and simplicial complex are better tools for characterizing many social, biological systems. In addition to recognize the high-order structure in the network, it is important to measure the interaction information of the different structures. Applying simplicial structure to complex networks due to its powerful mathematical representation and fully quantifying structure interaction information is the key to the performance of link prediction.

Methods

Time decay function. The most crucial part of the temporal network link prediction task is to effectively process historical information. Based on the accumulation of historical time data, network evolution pays attention to the overall changes of the network, and performance is generally affected by the structural behavior of dynamic networks. Similarly, the purpose of link prediction is to understand how these characteristics will evolve over time. Link prediction makes use of temporal information to reveal the relationship between the current state of the network and its most recent states. The basic principle of dynamic link prediction is temporal smoothing, which assumes that the current state of a network should not change dramatically from its most recent history in general. Several researchers concern the exponential function as time decay function, which means the remaining influence of a history link \( l \) with timestamp \( s \) at present time \( t \), and \( \theta \in (0, 1) \) is a damping factor to control the speed of decay, and as a parameter, \( \theta \) needs to be pre-learned.

Choosing the exponential function as the time decay function has improved some link prediction algorithms, and it can be regarded as one of the information decay modes. Besides, scholars have been discussing the society as an information- and knowledge-based society. By giving an insight into them, information resources can be clarified with life cycle model. The life cycle phases consist of generation, institutionalization, maintenance, enhancement, and distribution. Inspired by this theory, we assume that the generation of new edges tends to remain active for a certain period of time, and then decay to a stable state. For example, the 2022 Grammys song of the year Leave the door open, its Billboard chart history follows the above hypothesis that it remained popular (top five) for 14 weeks, then it was gradually losing its position in the following 25 weeks, finally it fell off the chart in week number 40. Based on this assumption, we find that the sigmoid function in neural network is accompanied with such properties. Sigmoid function has been widely used because of its good properties, for example, it is smooth and can be easily parameterized. Based on Occam’s Razor principle, we obtain the adjusted sigmoid function (ASF) by parameterizing the sigmoid function, which satisfies the assumption, as the temporal information decay function. It can be divided into active state, decay state and stable state. The formal definition of ASF is as follows.
in which the parameter \( p \) represents the active period of the information, and an increase in \( p \) means that the information is active for a long time. For parameter \( q \), it controls the decay range of information, a larger \( q \) means that the lower bound of link information gets greater. As shown in Fig. 2, the influence of the parameter \( p \) is mainly reflected in the first stage of the ASF function. Compared to the upper right figure, the lower right one has a longer active time with the larger \( p \). Besides, the role of the parameter \( q \) is reflected in the value range of the ASF function. Comparison with the upper right and lower left figures indicates that the more information is remained with the larger \( q \) in stable state. Unlike the former parameters, the role of parameter \( a \) is only to fix the position of ASF. In the experiment, we set \( a = 5 \). It is obvious that the lower bound of ASF is \( q/(q+1) \), which means that the remaining temporal information of all links in the network is greater than this value. The sigmoid function and variation of ASF with parameters are illustrated in Fig. 2.

**Simplex structure in link prediction.** The basic premise of network model is to represent the elements of system as nodes and to use links to capture the pairwise relationships. High-order interactions mean that there are more than two entities involved at once, which are ubiquitous in various scenes. Capturing and characterizing high-order structures in networks is helpful for revealing network evolution mechanisms. Motivated by the significance of the triangular structures in network clustering and the theory of triadic closure in social networks, we employ this theory via the increasing of structural order. Similar to the definition in algebraic topology, a set of \( k \) nodes is called a \((k-1)\)-simplex, and the set with all possible connections is called a \( k \)-clique in graph theory. Likewise, a simplicial complex is a finite set of simplices. As shown in Fig. 3, 0-simplices are nodes, 1-simplices are edges, and 2-simplices are triangles. The simplicial complex \( J \) is composed of two 2-simplices.

Researchers apply high-order structure to link prediction to capture the topology information around the target link. For example, similarity metrics CAR and CCLP use the triangle structure, which gave some insights into the mechanism of high-order interaction. But such methods mainly focus on the quantity information of
ASF Resource Allocation index (RA) considers that each node in the network has certain resources and distributes them over time. Given time interval, we map timestamp information of each edge in the network into age (denoted by $\tau$). Thus, the 2-simplices around the target link form a simplicial complex structure. We measure the interaction information of these two 2-simplices to capture the local topology structure around the target link.

**Proposed algorithm.** Since dynamic network $G_t$ consists of a series of snapshots, adjacency matrix sequence can be expressed as $A_t = [A^1, A^2, ..., A^T]$, $A_t = [a_{ij}^t]_{N \times N}$, $a_{ij}^t \in [0, 1]$, $N = |V|$ is the total number of nodes. Given time $t$, $a_{ij}^t \neq 0$ means that node $i$ and node $j$ are connected, and the value is the quantification of corresponding time information by ASF function. The smaller the value is, the earlier the edge is generated, and $a_{ij}^t = 0$ means that node $i$ and node $j$ are unconnected. Calculation process of $a_{ij}^t$ is demonstrated as follows. We first normalize the timestamp information, so that the timestamp of the network starts from 1. Then, by dividing the time interval, map timestamp information of each edge in the network into age (denoted by $age_{ij}^t$) to show how long it has existed, and a larger age corresponds to an earlier appearance. Finally, put the age $age_{ij}^t$ into the ASF function, which is a decreasing function, we get the weight $\hat{a}_{ij}^t = ASF(age_{ij}^t)$ of every edge. A larger weight $\hat{a}_{ij}^t$ indicates that the edge appears earlier.

In general networks, the degree of a node is defined as the number of its neighbor nodes. In our study, the elements in the adjacency matrix are no longer just 0 or 1, so the degree of a node is no longer an integer but a continuous number. Adjacency matrix can be regarded as a weighted matrix, and the weighted adjacency matrix is different at each moment. Therefore, based on the adjacency matrix sequence, the node degree information should also vary over time. The formal definition of degree vector sequence (DVS) is as follows.

**Definition 1** (Degree Vector Sequence) Given the adjacency matrix sequence, the degree information of nodes changes as the network evolves, and it can be calculated from the adjacency matrix at the corresponding snapshots. We can define DVS as $D_t = \{D^1, D^2, ..., D^T\}$, and each degree vector is obtained by the following calculation formula.

$$D^t = [w^t(v)]_{N \times 1}, w^t(v) = \sum_{z \in \Gamma(v)} A^t(v, z),$$

in which $\Gamma(v)$ is the set of neighbors of node $v \in V$.

The core of link prediction is correlation analysis, which reveals the intrinsic similarity between objects. A higher score of the link prediction metric indicates a higher probability of forming a link. Methods based on node centrality or common neighbors and their relevant variants indeed achieved good results. For example, Resource Allocation index (RA) considers that each node in the network has certain resources and distributes the resources equally to its neighbors. Besides, RA index shows good performance with low time complexity and high accuracy on some datasets. The formula of RA index is as follows.

$$RA(x, y) = \sum_{z \in \Gamma(x) \cap \Gamma(y)} \frac{1}{|\Gamma(z)|},$$

However, this method only considers the transmission of resources through common neighbor paths, while ignoring the potential resources transmitted through local paths between two endpoints. As shown in Fig. 4, for example, RA index only uses the 2-simplices $\{x, z_i, y\}, i = 1, 2, 3$, which ignores the importance of neighbor nodes of $y$ that are not directly connected to $x$. However, these nodes participate in forming the high-order interaction.
structure \( J = \{x, k_i, h, y\}, i = 1, 2 \) around the target link. It is assumed that the resources of node are allocated to its neighbors according to the importance of the nodes. The role of common neighbors in information transmission is important. But we should also pay attention to those nodes that are only directly connected to one endpoint of the target link, such as node \( h \). Combining the above analysis, we define hidden neighbor set \((\text{HNS})\) for endpoints that is crucial in information transmission.

Definition 2 (Hidden Neighbor Set) For each endpoint of target links, we define its hidden neighbor as the kind of node that is connected to one endpoint and the neighbor of the other endpoint. Given a node pair \( x \) and \( y \), the HNS of endpoint \( x \) can be formulated as follows,

\[
H_x = \{h | h \in \Gamma(y), h \notin \Gamma(x), \Gamma(x) \cap \Gamma(h) \neq \emptyset\}.
\]

Vice versa, for endpoint \( y \),

\[
H_y = \{h | h \in \Gamma(x), h \notin \Gamma(y), \Gamma(y) \cap \Gamma(h) \neq \emptyset\}.
\]

Based on the definition of HNS, we can divide the neighbors of an endpoint into three categories according to their topological significance. The first is the common neighbors, the second is the hidden neighbors, and the third is the rest nodes. The consideration of hidden neighbors makes the link prediction method take higher-order structure into account than traditional common neighbor based similarity methods.

After the definition of hidden neighbor, we assume there is a high probability that nodes will be connected to its hidden neighbors. For example, as shown in Fig. 4, the hidden neighbor \( h \) of the node \( x \) might be connected to \( x \). Therefore, we call this edge in the network that is temporarily unconnected but carries target link information as a latent edge, obviously, it is composed of endpoint and hidden neighbor. Hidden neighbor and latent edge play an important role in improving link prediction performance because they participate in forming a simplicial complex structure around the target link. As shown in Fig. 4, simplicial complex structure \( J \) is composed of two 2-simplices \( \{x, k_i, h, y\} \) and \( \{x, h, y\} \). Besides, their intersection is the latent edge, which contains certain information of the endpoints. We give the formal definition of latent edge \((\text{LE})\) as follows.

Definition 3 (Latent Edge) Latent edge is a hypothetical edge that connects node and its hidden neighbor. It is denoted as \((x \sim h)\), in which \( x \) and \( h \) are node and its hidden neighbor respectively. The weight of latent edge will be explicitly given in the following definition of Latent Matrix Sequence.

Combining the latent edge, as shown in Fig. 4, we can decompose the simplicial complex structure \( J \) of the target link into two 2-simplices \( \{x, k_i, h, y\} \) and \( \{x, h, y\} \). \( \text{LE} \) help us reveal the spatial topology information of the target link. Several traditional methods like CN, RA only take paths of length 2 into consideration, which is merely the fundamental of local topological structure. In order to further extend the usage of topological information, we take the paths of length 3 into account and we use the idea of latent edges to quantify the corresponding contribution of similarity value. Latent edge helps us transform the path with length of 3 into two asymmetric paths with length of 2. It can be seen that the latent edges contain non-negligible topological information of the target node pair, but the quantification of its significance remains unsolved. Here we define the quantification strategy of such edges by the definition of latent matrix sequence \((\text{LMS})\) as follows.

Definition 4 (Latent Matrix Sequence) The connection state of network at each snapshot can be represented by the adjacency matrix sequence \( A_t = \{A^1, A^2, ..., A^T\} \). We define Latent Matrix Sequence as \( B_t = \{B^1, B^2, ..., B^T\} \), the elements in the \( B^t \) are weights of latent edges. Latent edges use simplicial complex structure to fully consider the information transmission between endpoints. The value of latent edges is calculated as follows.

\[
B^t(i, j) = \inf\{\text{ASF}\} \cdot \text{scale factor},
\]

\[
\inf\{\text{ASF}\} = \frac{q}{q + 1},
\]

\[
\text{scale factor} = \frac{1}{\min \{d(i, j), d(j)\}} \cdot \sum_{z \in \Gamma(i) \cap \Gamma(j)} \frac{A^t(i, z) + A^t(z, j)}{(m(i, z) + m(z, j))},
\]

where \( m(i, z) \) is the number of multiple edges between node \( i \) and node \( z \) created at different timestamps, and \( d(i) \) is the degree of a node in the traditional sense. \( A^t(i, z) \) is the weight of link between node \( i \) and node \( z \) at time \( t \).

These operations hold that the weight of the latent edge is less than the weight of the existing edge in the network. We simply prove it as follows.

Proof The first item \( \inf\{\text{ASF}\} \) in Eq. (7) is the lower bound of the ASF function, and it quantifies the time information of the connected edges in the network. It is clear that the numerator of the second term in Eq. (9) is less than the denominator. Since \( |\Gamma(i) \cap \Gamma(j)| \leq \min \{d(i), d(j)\} \), we obtain \( \text{scale factor} \leq 1 \). The product of the two terms in Eq. (7) ensures that the weight of the latent edge is less than the \( \inf\{\text{ASF}\} \). Thus, the weight of the latent edge is less than the weight of the existing edge in the network.
The LMS further characterizes the topology information around the target link by using simplicial complex structures. Besides, considering the complete difference between two endpoints' hidden neighbors, it is important to introduce endpoints asymmetric topology information into the mechanism of link prediction. After the above analysis, based on the network history information from time 1 to $T$, we can predict the generation of new links at time $T+1$. By mixing the 2-simplices information in adjacency matrix and latent matrix of endpoints, we obtain endpoints similarity scores respectively. For endpoint $x$, 

$$\text{score}(x \rightarrow y) = \frac{\sum_{z_i \in \Gamma(x) \cap \Gamma(y)} A_T(x, z_i)}{w^T(z_i)} + \frac{\sum_{z_i \in \mathcal{H}_x} B_T(x, z_i)}{w^T(z_i)}.$$  

(10)

Similarly, for endpoints $y$, 

$$\text{score}(y \rightarrow x) = \frac{\sum_{z_i \in \Gamma(y) \cap \Gamma(x)} A_T^T(y, z_i)}{w^T(z_i)} + \frac{\sum_{z_i \in \mathcal{H}_y} B_T^T(y, z_i)}{w^T(z_i)}.$$  

(11)

Finally, we obtain the temporal link prediction method TLPSS that integrates the features of 2-simplex topological structures, endpoints asymmetry and the ASF time decay paradigm, 

$$\text{TLPSS}(x, y) = \frac{1}{2} (\text{score}(x \rightarrow y) + \text{score}(y \rightarrow x)).$$  

(12)

Based on the above analysis, the proposed algorithm can be divided into three steps, and the schematic diagram of TLPSS model is shown in Fig. 5. Firstly, it is necessary to pre-process the data, because the data we get is always noisy. Specifically, for every dataset, we remove its edges that don't possess timestamp attribute. After which we sort the remaining edges according to their timestamp information for the convenience in splitting train set and test set. The subgraph extraction strategy is used for large-scale networks to reduce computational cost. Then link information decays according to the historical time by ASF. Secondly, by constructing the processed data, we get the weighted adjacency matrices at different timestamps and the latent matrices on this basis. Thirdly, considering node asymmetry, the data is input into our link prediction model to evaluate the generation of new links at the next time period. Link prediction can be described as, after determining the link prediction algorithm, assigning similarity scores to node pairs in the network that are not connected. All the nonexistent links are sorted in descending order based on their similarity scores, and the top-L (L is a hyperparameter) links are selected as the prediction output.

**Theoretical analysis of TLPSS.** The expression of TLPSS similarity index is explicit and mathematically elegant. At first, we will give theoretical explanation of its validity from the perspective of its magnification over the RA method in a simplified but general situation. Furthermore, the magnification on ER random network and other two special cases will also be given. From a general perspective, assuming that the number of com-
mon neighbors of the target link is $c$, the number of hidden neighbors is $d$. Since our main purpose here is to
determine the average magnification, we simplify the topological structure and the weight of links around the
target pair of nodes. For notations, the average degree of the network is $r$, and the weights of the actual edges and
latent edges in the network are set as $\alpha$ and $\beta$ (both are constant) respectively. According to the TLPSS function,
the average value of target link similarity is approximated as follows.

$$TLPSS(x, y) = \frac{1}{2}(\text{score}(x \rightarrow y) + \text{score}(y \rightarrow x))$$
$$= \text{score}(x \rightarrow y)$$
$$\approx \sum_{z_i \in \Gamma(x) \cap \Gamma(y)} A_T(x, z_i) w^T(z_i) + \sum_{z_i \in \mathcal{H}_x} B_T(x, z_i) w^T(z_i)$$
$$= c \cdot \frac{\alpha}{\alpha \cdot r + d} + d \cdot \frac{\beta}{\alpha \cdot r + \beta}$$

We know that the average value of target link similarity based on RA index can be expressed as $RA(x, y) = c/r$.
Therefore, the magnification of our proposed method TLPSS relative to RA can be expressed as follows.

$$\text{magnification} = \frac{c}{r} + \frac{d \beta}{\alpha + d \beta} = 1 + \frac{dr \beta}{c(\alpha r + \beta)}$$

In special cases, given the ER random network $G = (n, m)$, where $n$ is the number of node, $m$ is the linking
probability between any pair of nodes. The average common neighbors and average hidden neighbors are as follows:

$$E(c) = C_{n-2}^2 m^2 = (n - 2)m^2, \quad E(d) = C_{n-2}^2 m^3 = \frac{(n - 2)(n - 3)}{2} m^3.$$  

Thus, the magnification on the ER random network is:

$$\text{magnification} = 1 + \frac{(n-2)(n-3)}{2} m^2 \cdot nm \cdot \beta \approx 1 + \frac{\beta}{2\alpha} \cdot \frac{n(n-2)(n-3)m^4}{n(n-2)m^3} = 1 + \frac{\beta}{2\alpha} \cdot (n-3)m.$$  

Furthermore, there are two special cases we cannot ignore. First one is when two target nodes do not possess
any common neighbor nodes, in this situation we could see that the RA index will give a value of zero while our
TLPSS still have a positive chance to rank this type of unconnected nodes, i.e., our method is expected to
perform better than RA index. The second situation is when we set $\beta$ equals to zero, in this case our method has
no difference with the RA index, which means that if we do not use latent edges our method will have the same
performance as the RA index. Both conclusions can be verified in the experiment section.

For other properties, it is possible that nodes which are completely separated from the target links could have
effects in the prediction. We can try to mine the simplex structure of the nodes separated from the target
link. For more complex graphs, the local structure may not be directly decomposed into 2-simplices, but can be
decomposed into higher order simplex structures.

**Computational cost of the TLPSS similarity method.** For notations, we assume that $n$ is the number of nodes, $k$
is the largest degree of a node. As mentioned earlier, the TLPSS majorly concerned about 2-hop and
3-hop neighbors, so its time complexity is $O(nk^3 f(k))$ where $f(k)$ is the computational cost for the calculation
of similarity score between a pair of nodes. According to the symmetry of Eq. (10) and Eq. (11), $f(k)$ is decided
by one of them. For the first term in Eq. (10), the intersection between two sets of size $l$ and $j$ can be computed
with complexity $O(l + j)$ if we use the hash table technique. In this situation, the computation cost of the inter-
section is $O(k + k)$, and for each term in the summation the computation complexity is $O(1)$ since it is solely
a lookup operation. For the second item in Eq. (10), the size of hidden neighbor set is at most equals to $k \times k$
and for each term in the summation, the computational cost remains $O(1)$ if the latent matrix $B^T$ is determined.
According to Eq. (7,8,9), especially Eq. (9), we could see that the computation cost of latent matrix $B^T$ requires
$O(n \times k^2 \times (k + k)) = O(nk^3)$ since only 2-hop neighbors are concerned. In summary, the computation cost
of $f(k)$ equals to $O(2k \times 1 + k^2 \times 1) = O(k^3)$, which makes the total computation cost of the TLPSS method equals
to $O(nk^3 \times k^2 + nk^3) = O(nk^5)$. Due to the sparsity of network, $k << n$ stands in most large scale networks,
and generally is a constant. According to $10^6$, the computation cost of our method is competitive to the CN, RA, CAR
indexes, which is acceptable since our index is a quasi-local method.

**Experimental setting**

In this section, we conduct experiments to evaluate the effectiveness of the proposed approach by using six real-
world datasets for link prediction tasks, and compare its performance with six baseline algorithms. At first, we
brieﬂy introduce the datasets from different domains.
Datasets description.

- **Contact**: This network represents contacts between people, which is measured by carried wireless devices. Each node represents a person, and an edge between two persons shows that there was a contact between them.
- **DBLP**: This is the citation network of DBLP, a database of scientific publications such as papers and books. Each node in the network is a publication, and each edge represents a citation of a publication by another publication.
- **Digg**: This is the reply network of the social news website Digg. Each node in the network is a user of the website, and each edge denotes that one user replied to another user.
- **Enron**: The Enron email network consists of emails sent between employees of Enron. Nodes in the network are individual employees and edges are individual emails. It is possible to send an email to oneself, and thus this network contains loops.
- **Facebook**: This network contains friendship data of Facebook users. A node represents a user and an edge represents a friendship between two users.
- **Prosper**: This network represents loans between members of the peer-to-peer lending network at Prosper. The network is directed from lender to borrower. Each edge is tagged the timestamps when the loan was occurred.

All of these datasets are dynamic networks, i.e., each edge is annotated with timestamps showing the formation time. Since our main concern is whether there will be an edge between two nodes, the direction of the edge in the network is eliminated in the experiment. Table 2 shows major information of those datasets. Total duration is the length of the time span of dynamic networks, specifically, $h$, $d$, $w$, and $m$ stand for hour, day, week, and month respectively. Snapshot number denotes the decay times of the network divided by the time information decay period, which is determined by the edge distribution of each dataset. Besides, we normalize the time attribute so that the timestamp of network starts from 1. In the link prediction evaluation stage, the existing link set $E_t$ in the network is divided into two sets: train set $E(T)$ and test set $E(P)$ according to time evolution. The ratio between them is around 9:1. Link prediction focuses on the ranking results of node pairs. We found that different values of parameter $a$ have no significant effect on the sorting results through the experiment, as long as it can help us anchor the ASF function so that its initial state is at a high level. So we set $a = 5$ to facilitate the selection of the parameter $p$ and $q$.

### Baseline methods and evaluation metrics

**Baseline methods.** We compare our proposed model TLPSS with the following link prediction methods. These methods are usually used for static networks, and it can also be applied to time-varying networks by aggregating all edges from different timestamps to one network. We make improvements over traditional baseline methods. The number of common neighbors of target link and the number of triangular closures around them are determined by the weights of edges. The specific definitions are shown in the Table 3.

**Evaluation metrics.** We use two commonly adopted evaluation metrics, AUC and precision to systematically evaluate the performance of the aforementioned methods. AUC can be interpreted as the probability that the similarity value of a randomly chosen new link is greater than a randomly chosen nonexistent link. A larger AUC value means better performance of the model. AUC measures the accuracy of the algorithm from a general perspective, while sometimes we pursue how many positive items the top part of link prediction methods output contains. Precision considers whether the edge in the top-L position is accurately predicted.

### Results and discussions

In this section, we verify the effectiveness of TLPSS in real-world datasets with different evaluation metrics. Table 4 shows the AUC performance of different approaches on six dynamic networks, and the best performance on every dataset is highlighted. The proposed TLPSS model outperforms all baselines consistently across all six dynamic networks. The average performance of the TLPSS model outperforms other baseline methods about 15%, especially in Digg and Prosper datasets, our model leads with 20% and 30% respectively. Our proposed model TLPSS can be regarded as asymmetric modification of RA if we remove the latent edge terms in Eq. (10) and Eq. (11). Experimental results illustrate that capturing the local structure around the endpoints separately

| Dataset | Node number | Edge number | Ave. Degree | Start date | End date | Total duration | Snapshot number |
|---------|-------------|-------------|-------------|------------|-----------|----------------|-----------------|
| Contact| 273         | 28227       | 206.78      | 1970/1/1   | 1970/1/4  | 70h            | 70/h            |
| DBLP   | 1169        | 10667       | 18.24       | 1986/1/1   | 1996/1/1  | 10y            | 10/y            |
| Digg   | 3159        | 17661       | 11.18       | 2008/11/3  | 2008/11/11| 8d             | 192/h           |
| Enron  | 883         | 31092       | 70.42       | 2000/2/15  | 2000/6/14 | 4m             | 17/w            |
| Facebook| 3877       | 30480       | 15.72       | 2007/11/30 | 2008/8/26 | 9m             | 270/d           |
| Prosper| 2561        | 46540       | 36.34       | 2006/10/10 | 2006/12/11| 2m             | 60/d            |

Table 2. Network datasets statistics.
Clustering Coefficient-based Index (CCLP) This metric employs clustering coefficient of common neighbors to reflect the possibility of establishing a link between two nodes\(^{13}\).

Jaccard Index (JA) This algorithm evaluates the probability of connecting edges also by measuring the number of common neighbors, it is the normalized version of CN\_ASF\(^{16}\).

Preferential Attachment (PA) In this algorithm, the probability that the target link is connected is proportional to the product of the degrees of the two endpoints, it is a hub-promoted method\(^{3}\).

Resource Allocation (RA) Common neighbors serve as a medium for resource transfer, and the weight of common neighbors is inversely proportional to its degree\(^{17}\).

Cannistrail Alanis Ravai (CAR) The algorithm utilizes the links between common neighbors, along with common neighbors information, where LCL\_ASF\_x\_y is total weights of links between common-neighbors\(^{14}\).

Clustering Coefficient-based Index (CCLP) This metric employs clustering coefficient of common neighbors to reflect the density of triangles within a local network environment, where \(\Delta'\) is the total weight of weighted triangles among common-neighbors\(^{11}\).

| Baseline Methods | Description | Definition |
|------------------|-------------|------------|
| Common neighbors (CN) | The algorithm uses the number of common neighbors as an indicator to measure the possibility of establishing a link between two nodes\(^{13}\) | \(CN\_ASF\_x\_y = \frac{1}{2} \sum_{z \in \Gamma(x) \cap \Gamma(y)} A_{xz}^{2} + A_{yz}^{2}\) |
| Jaccard Index (JA) | This algorithm evaluates the probability of connecting edges also by measuring the number of common neighbors, it is the normalized version of CN\_ASF\(^{16}\) | \(JA\_ASF\_x\_y = CN\_ASF\_x\_y / (w^{T}(x) + w^{T}(y))\) |
| Preferential Attachment (PA) | In this algorithm, the probability that the target link is connected is proportional to the product of the degrees of the two endpoints, it is a hub-promoted method\(^{3}\) | \(PA\_ASF\_x\_y = w^{T}(x) \cdot w^{T}(y)\) |
| Resource Allocation (RA) | Common neighbors serve as a medium for resource transfer, and the weight of common neighbors is inversely proportional to its degree\(^{17}\) | \(RA\_ASF\_x\_y = \sum_{z \in \Gamma(x) \cap \Gamma(y)} \frac{1}{w(z)}\) |
| Cannistrail Alanis Ravai (CAR) | The algorithm utilizes the links between common neighbors, along with common neighbors information, where LCL\_ASF\_x\_y is total weights of links between common-neighbors\(^{14}\) | \(CAR\_ASF\_x\_y = CN\_ASF\_x\_y \cdot LCL\_ASF\_x\_y\) |
| Clustering Coefficient-based Index (CCLP) | This metric employs clustering coefficient of common neighbors to reflect the density of triangles within a local network environment, where \(\Delta'\) is the total weight of weighted triangles among common-neighbors\(^{11}\) | \(CCLP\_ASF\_x\_y = \sum_{z \in \Gamma(x) \cap \Gamma(y)} \frac{\Delta'}{w(z)}\) |

Table 3. Baseline link prediction methods for temporal networks.

| AUC     | CN   | JA   | PA   | RA   | CAR   | CCLP  | TLPSS  |
|---------|------|------|------|------|-------|-------|--------|
| Contact | 0.9525 | 0.8611 | 0.9020 | 0.9324 | 0.9334 | 0.8495 | 0.9751 |
| DBLP    | 0.8627 | 0.8591 | 0.5201 | 0.4718 | 0.7748 | 0.8105 | 0.9183 |
| Digg    | 0.6426 | 0.6445 | 0.5089 | 0.6472 | 0.6525 | 0.6119 | 0.8905 |
| Enron   | 0.8872 | 0.8730 | 0.4681 | 0.8852 | 0.8745 | 0.8277 | 0.9014 |
| Facebook| 0.7505 | 0.7518 | 0.4731 | 0.7520 | 0.5798 | 0.7453 | 0.9093 |
| Prosper | 0.4018 | 0.4102 | 0.4639 | 0.3907 | 0.4993 | 0.4036 | 0.7493 |

Table 4. Comparison of the AUC value between TLPSS and baseline methods. Significant values are in bold.

| Precision | CN   | JA   | PA   | RA   | CAR   | CCLP  | TLPSS  |
|-----------|------|------|------|------|-------|-------|--------|
| Contact   | 0.9900 | 0.5700 | 0.6600 | 0.9700 | 0.9900 | 0.9600 | 0.9600 |
| DBLP      | 0.2100 | 0.1700 | 0.0000 | 0.2100 | 0.1440 | 0.0800 | 0.3600 |
| Digg      | 0.0670 | 0.0530 | 0.0000 | 0.2400 | 0.0830 | 0.0070 | 0.0910 |
| Enron     | 0.6500 | 0.6500 | 0.0000 | 0.2400 | 0.6100 | 0.1900 | 0.6800 |
| Facebook  | 0.0080 | 0.0090 | 0.0000 | 0.0030 | 0.0050 | 0.0080 | 0.0100 |
| Prosper   | 0.0094 | 0.0088 | 0.0024 | 0.0004 | 0.0024 | 0.0028 | 0.0032 |

Table 5. Comparison of the Precision value between TLPSS and baseline methods. Significant values are in bold.

could improve the link prediction performance. Besides, the reason for the superiority of TLPSS is that considering the latent edges in the network can address the cold-start problem for traditional common neighbor based link prediction methods, since the sparsity of the network might lead to a lack of common neighbors. In conclusion, the clear domination of the TLPSS index indicates that a deep understanding of life cycle of information and topology information could be converted to an outstanding link prediction algorithm.

Table 5 reports the precision values of TLPSS and other similarity algorithms. Due to the different scales of datasets, for Contact, DBLP, Digg, Enron, Facebook and Prosper, we set \(L = \{100, 100, 1000, 100, 1000, 2500\}\) respectively. It can be seen from the table that the proposed method TLPSS is superior to other methods and can provide the highest accuracy on most datasets. In Contact dataset, five of the competing methods all achieve superior performance. It shows that in densely connected network, triangular closure structures based methods like CN are already sufficient. Besides, compared with CN on Contact dataset, JA has much lower performance, this demonstrates that the normalization operation does not always work. To sum up, TLPSS model has better accuracy on most sparse networks, which indicates that the consideration of hidden neighbor and latent edge can properly reveal the structural information around the target link.

**Sensitivity test of parameter \(p\) in ASF.** We first study the impact of different setting of the parameter \(p\) in Eq. (2), and set the parameter \(q = 1\). Figure 6 shows the performance of different methods with varied parameter \(p\) on six real-world datasets. For Contact, DBLP, Digg, Enron, Facebook and Prosper datasets, we obtain the optimal value of parameter \(p = \{3, 1, 10, 2.5, 5, 7\}\) respectively. There are several interesting phenomenons. First, TLPSS outperforms all other methods in most cases, and it can be interpreted that the consideration of hidden
neighbor and latent edge could unveil the spatial structure features around the target link. Second, the performance of most methods drop quickly when the parameter $p$ takes a large value on DBLP and Digg datasets. We hold that the large number of parameter $p$ will result in a longer decay time for the information, and inadequate utilization of temporal information due to the weight of new edge and historical edge is almost equal. Third, the optimal parameter $p$ is different for each dataset, which indicates that the decay rate of datasets in different domains can be revealed by ASF. Forth, in Digg and Facebook datasets, the average degrees of these two social networks are low, common neighbor-based methods have similar performance. Unlike other approaches, TLPSS takes historical temporal information and simplex structure into account, thus, it has further improved the overall performance on temporal networks.

Performance of latent matrix sequence in real-world networks. Based on the definition of $\text{ASF}$ and $\text{LMS}$, we can conclude that the weight of the latent edge in latent matrix is closely related to the parameter $q$, and its upper bound is the lower bound of $\text{ASF}$, which is $q/(q+1)$. In order to further understand the mechanism of proposed model TLPSS, the influence of parameter $q$ on AUC value is demonstrated in Fig. 7. We set the parameter $p$ for each dataset to be the optimal value according to the former experiment. Besides, we choose different values of parameter $q$, which varies from 0 to 10 with step size 1, to compute AUC values of different algorithms. From Fig. 7, AUC value of TLPSS model fluctuates greatly when parameter $q$ increases from 0 to 1. The special case of $q = 0$ indicates that there are no latent edges considered according to Eq. (7). If we remove the latent edge terms in Eq. (10) and Eq. (11), we could see that TLPSS is the asymmetric modification of RA. This will make the 2-simplex structure composed of endpoint and hidden neighbor to lose effect and bring damage to the performance of TLPSS method. Evidence can be found at the initial point of curves in Fig. 7, which shows that the AUC values of TLPSS and RA indexes are almost equal at a lower value. The AUC value of the TLPSS model increases significantly when parameter $q$ varies from 0 to 1, which proves that considering latent edges in the network can address the cold-start problem. Traditional common neighbor-based link prediction methods face this problem since the sparsity of the network might lead to a lack of common neighbor.

It is clear that as $q$ increases from 0 to 10, the prediction accuracy of TLPSS increases till an optimal value, after which it maintains stable. All methods are not sensitive to the change of parameter $q$ in the stable state, this
is because that the similarity scores of positive and negative samples increase proportionally, and their ordinal relationship remains unchanged. Moreover, compared with TLPSS, other similarity methods have lower average performance. It is evident that TLPSS considers the role of latent edges composed of simplex high-order structures, which makes the surrounding topological information richer. To sum up, the large number of $q$ leads to little fluctuation on TLPSS. According to the experimental results, it is recommended to set the parameter $q = 1$.

Conclusion
In this paper, we concentrate on the link prediction problem and design a general framework for temporal networks. We first provide a new time decay function $ASF$ to quantify the remaining information of different timestamps links. Next, $HNS$ and $LE$ are introduced for the target link to extract the surrounding 2-simplex high-order structures. Besides, $LMS$ effectively quantifies the weights of latent edges in the network, which alleviates the problem that traditional similarity methods are affected by lack of common neighbors due to the sparsity of the network. Finally, from the perspective of node asymmetry in the network, we propose the temporal link prediction method TLPSS by combining 2-simplex structural information in adjacency matrix and latent matrix. We theoretically analyze the optimality and validity of the parameters in the model. Extensive experiments on multiple datasets from different fields demonstrate the superiority of our model TLPSS compared to other baseline approaches. Our future work will focus on link prediction in directed temporal network with the consistency of life cycle of information and high-order structures. Also, the combination of $ASF$ with other types of structures extracted with deep learning methods is left for further research.

Data availability
All datasets in this paper are available at http://konect.cc/networks/.
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