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LAW OF LARGE NUMBERS FOR THE SPECTRAL RADIUS OF RANDOM MATRIX PRODUCTS

By Richard Aoun and Cagri Sert

Abstract. We prove that the spectral radius of an i.i.d. random walk on $\text{GL}_d(\mathbb{C})$ satisfies a strong law of large numbers under finite second moment assumption and a weak law of large numbers under finite first moment. No irreducibility assumption is supposed.

1. Introduction. Let $\mu$ be a probability measure on $\text{GL}_d(\mathbb{C})$. For $n \in \mathbb{N}$, denote by $\mu *^n$ the $n$-fold convolution of $\mu$ by itself. This is the distribution of the product $X_n \cdots X_1$, where $X_i$’s are independent and identically distributed (i.i.d.) random variables with distribution $\mu$. Recall that a probability measure $\mu$ on $\text{GL}_d(\mathbb{C})$ is said to have finite $k$th moment if

$$\int \left( \log N(g) \right)^k \, d\mu(g) < \infty,$$

where $N(g) = \max\{\|g\|, \|g^{-1}\|\}$ for some operator norm $\| \cdot \|$. This definition does not depend on the choice of the operator norm.

The classical law of large numbers of Furstenberg-Kesten [FK60] describes the asymptotic growth rate of the product $L_n := X_n \cdots X_1$ in norm. More precisely, it says that if $\mu$ has finite first moment, then

$$\frac{1}{n} \log \|X_n \cdots X_1\| \xrightarrow{\text{a.s.}} \lambda_1(\mu),$$

where the constant $\lambda_1(\mu) \in \mathbb{R}$ is defined by this almost sure convergence and called the first Lyapunov exponent of $\mu$. Nowadays, this convergence can be deduced from the subadditive ergodic theorem due to Kingman [Kin73].

The aim of this paper is to establish the analogous results for the spectral radius. Unlike the operator norm, the behaviour of the spectral radius is highly chaotic under multiplication of matrices. For instance, it does not enjoy a simple property such as submultiplicativity.

Our first result is the following law of large numbers for the spectral radius under finite second moment assumption. For $g \in \text{GL}_d(\mathbb{C})$, let $\rho(g)$ denote its spectral radius.
THEOREM 1.1. (Strong law of large numbers) Let $\mu$ be a probability measure on $\text{GL}_d(\mathbb{C})$ with finite second moment and $(X_n)_{n \in \mathbb{N}}$ a sequence of independent random variables with distribution $\mu$. For every $n \in \mathbb{N}$, let $L_n = X_n \cdots X_1$. Then

$$\frac{1}{n} \log \rho(L_n) \xrightarrow{a.s.} \lambda_1(\mu).$$

Our second result is the weak law of large numbers for the spectral radius under the optimal assumption of finite first moment.

THEOREM 1.2. (Weak law of large numbers) Let $\mu$ be a probability measure on $\text{GL}_d(\mathbb{C})$ with finite first moment. With the notation of Theorem 1.1, $\frac{1}{n} \log \rho(L_n)$ converges to $\lambda_1(\mu)$ in $L^1$, i.e.,

$$\mathbb{E}\left(\left|\frac{1}{n} \log \rho(L_n) - \lambda_1(\mu)\right|\right) \xrightarrow{n \to +\infty} 0.$$

In particular, $\frac{1}{n} \log \rho(L_n)$ converges to $\lambda_1(\mu)$ in probability.

Remark 1.3. (Convergence of the moduli of other eigenvalues) More generally, our results yield the corresponding laws of large numbers for the moduli of all eigenvalues of the random matrix products: given $g \in \text{GL}_d(\mathbb{C})$, denote by $\vec{\rho}(g) = (\rho_1(g), \ldots, \rho_d(g))$ the $d$-vector of moduli of eigenvalues of $g$ ordered by decreasing order. Then, if $\mu$ has finite second moment the following convergence holds almost surely

$$\frac{1}{n} \log \vec{\rho}(L_n) \xrightarrow{n \to +\infty} \vec{\lambda}(\mu),$$

where $\vec{\lambda}(\mu) = (\lambda_1(\mu), \ldots, \lambda_d(\mu))$ is the Lyapunov vector of $\mu$ (see §2.3). The analog result for the weak law is also true.

A strong law for the spectral radius was previously proved by Guivarc’h [Gui90, Théorème 8] and Benoist-Quint [BQ16b, Theorem 14.12] under two additional assumptions. The first one is of algebraic nature and supposes that the Zariski closure of the group $G_{\mu}$ generated by the support of $\mu$ acts strongly irreducibly on $\mathbb{C}^d$. The second one is a moment hypothesis and supposes that $\mu$ has finite exponential moment.

Our approach is purely dynamical: it is based on the first Lyapunov gap, i.e., the integer $s = 1, \ldots, d$, such that $\lambda_1(\mu) = \cdots = \lambda_s(\mu) > \lambda_{s+1}(\mu)$. This allows us to obtain Theorems 1.1 and 1.2 without the strong irreducibility assumption. Such an approach is inspired by [AG19]. The improvement concerning the moment assumption on $\mu$ is based on large deviation estimates for cocycles established by Benoist-Quint in [BQ16a].

A notable feature of the laws of large numbers for the spectral radius concerns the i.i.d. assumption. The Furstenberg-Kesten law of large numbers for the norm
holds for any random product $L_n = X_n \cdots X_1$ with ergodic stationary increments $X_i$. In Section 4, we present a simple example of an ergodic stationary random walk with Markovian increments for which Theorems 1.2 and 1.1 fail. Similar examples can be found in the work of Avila-Bochi [AB02]. On the other hand, we recall that for any ergodic stationary random walk $L_n$,

$$\limsup_{n \to +\infty} \frac{1}{n} \log \rho(L_n) \overset{a.s.}{=} \lambda_1(\mu),$$

thanks to Morris [Mor12] (see also [AB02, OR17]).

Our proof of the strong law of large numbers is based on a careful quantitative analysis of the distance between the attractive point and the repelling hyperplane in the projective space of random products $L_n$. This approach based on, among others, large deviation estimates is the reason why we are only able to prove the strong law of large numbers under finite second moment assumption. The corresponding question with finite first moment remains open. On the other hand, the proof of the weak law needs only a qualitative version of the proof of the strong law. This accounts for the weaker and optimal finite first moment assumption in Theorem 1.1.

Finally we note that both of Theorems 1.2 and 1.1 are also valid for the right random walk $R_n = X_1 \cdots X_n$ under the same assumptions, by considering the transposed random walk. Also, Theorems 1.1 and 1.2 remain true if we replace $\mathbb{C}$ by any local field of arbitrary characteristic. Since the proofs can be adapted without any substantial difficulty, we will restrict ourselves to $\mathbb{C}$.

Acknowledgments. Both authors have the pleasure to thank AUB, CAMS and ETH Zürich for hospitality and excellent working conditions.

2. Preliminaries.

2.1. Linear algebra. We write $V = \mathbb{C}^d$; we endow $V$ with the canonical Hermitian structure and denote by $\| \cdot \|$ the associated norm on $V$ as well as the operator norm on $\text{End}(V)$. For convenience, we shall work with this choice norm but we remind that our results and hypotheses do not depend on such a choice of norm. We denote by $\bigwedge^k V$ the $k$th-exterior power of $V$ that we endow with the induced Hermitian structure.

Let $P(V)$ denote the projective space of $V$. For every non-zero vector $v \in V$ (resp. non-trivial subspace $E$ of $V$), we denote by $[v] = \mathbb{C}v$ (resp. $[E]$) its image in $P(V)$. We endow $P(V)$ with the Fubini-Study metric $\delta$ defined by:

$$\forall x = [v], y = [w] \in P(V), \quad \delta(x,y) := \frac{||v \wedge w||}{||v|| \cdot ||w||}.$$

The action of $g \in \text{GL}(V)$ on a vector $v$ will be simply denoted by $gv$, while the action of $g$ on a point $x \in P(V)$ will be denoted by $g \cdot x$. 
Let \( (e_1, \ldots, e_d) \) be the canonical basis of \( V \). Denote by \( K = U_d(\mathbb{C}) \) the unitary group, by \( A \subset \text{GL}_d(\mathbb{C}) \) the subgroup of diagonal matrices with positive real coefficients. We denote by \( A^+ \subset A \) the sub-semigroup given by
\[
A^+ := \{ \text{diag}(a_1, \ldots, a_d) \mid a_1 \geq a_2 \geq \cdots \geq a_d \}.
\] The KAK decomposition (or the singular value decomposition) states that
\[
\text{GL}_d(\mathbb{C}) = KA^+K.
\]
For an element \( g \in \text{GL}_d(\mathbb{C}) \), we denote by \( g = k_g a(g) l_g \) a KAK decomposition of \( g \), i.e., \( k_g, l_g \in K \) and \( a(g) = \text{diag}(a_1(g), \ldots, a_d(g)) \in A^+ \). In this decomposition, the middle factor \( a(g) \) is uniquely defined. Moreover,
\[
\frac{a_2(g)}{a_1(g)} = \frac{\| \bigwedge^2 g \|}{\| g \|^2}.
\]
Even though the choice of \( k_g \) and \( l_g \) is not unique, we fix once for all a privileged choice of a KAK decomposition. We call an attracting point and a repelling hyperplane, respectively, the following point in \( P(V) \) and projective hyperplane of \( P(V) \):
\[
x_g^+ = [k_g e_1], \quad H_g^\prec = [\langle l_g^{-1} e_2, \ldots, l_g^{-1} e_d \rangle].
\]
Observe that
\[
H_g^\prec = (\mathbb{C} x_g^+)^\perp.
\]
We finally recall the following lemma that allows one to compare the norm and the spectral radius of a matrix using the geometry of its projective action.

**Lemma 2.2.** [BQ16b, Lemma 14.14] Let \( g \in \text{GL}(V) \). If \( \delta(x_g^+, H_g^\prec) > 2 \sqrt{\frac{a_2(g)}{a_1(g)}} \), then
\[
\frac{\rho(g)}{\| g \|} \geq \frac{\delta(x_g^+, H_g^\prec)}{2}.
\]

### 2.3. Some background on random matrix products.

In this part, we recall some classical results of random matrix products theory, and prove Proposition 2.5 and Proposition 2.7. The former is based on large deviations for cocycles due to Benoist-Quint (Theorem 2.4) and will be key to prove the strong law with a finite second moment. The latter will be useful for the weak law under a finite first moment. It relies on Lemma 2.6 which generalizes a known fact under strong irreducibility assumption.

Let \( \mu \) be a probability measure on \( \text{GL}(V) \) with finite first moment. We denote by \( G_\mu \) the group generated by its support. Let \( L_\mu \) be the subspace of \( V \) given by
\[
L_\mu = \left\{ v \in V \setminus \{0\} \mid \limsup_{n \to +\infty} \frac{1}{n} \log \| L_n v \| < \lambda_1(\mu) \text{ a.s.} \right\}.
\]
Furstenberg-Kifer [FK83, Theorem 3.9] and Hennion [Hen84, Théorème 1] showed that \( L_\mu \) is the largest \( G_\mu \)-invariant subspace of \( V \) such that the Lyapunov
exponent of the restriction of $L_n$ is strictly smaller than $\lambda_1(\mu)$. Moreover, for every $v \in V \setminus \{0\}$, the lim sup in the definition is actually an almost sure limit.

A probability measure $\nu$ on $P(V)$ is said to be $\mu$-stationary if $\mu \ast \nu = \nu$, in other words, if for every continuous function $f$ on $P(V)$, $\int f(g \cdot x) \, d\mu(g) \, d\nu(x) = \int f \, dv$. Furstenberg-Kifer [FK83] and Hennion [Hen84] showed that $\lambda_1(\mu)$ can be expressed as

$$
\lambda_1(\mu) = \sup \left\{ \int \log \frac{|gv|}{|v|} \, d\mu(g) \, d\nu([v]) \mid \mu \ast \nu = \nu \right\}.
$$

In particular, when $L_\mu = \{0\}$, for every $\mu$-stationary probability measure $\nu$ on $P(V)$, $\int \log \frac{|gv|}{|v|} \, d\mu(g) \, d\nu([v]) = \lambda_1(\mu)$, i.e., the additive cocycle $\sigma(g, [v]) := \log \frac{|gv|}{|v|}$ has unique cocycle average. Here, by an additive cocycle, we mean a function $\sigma$ on $G \times X$ that satisfies $\sigma(gh, x) = \sigma(g, h \cdot x) + \sigma(h, x)$ for every $(g, h) \in G^2$ and $x \in X$. Furthermore, if $\pi : G_\mu \to \text{GL}(V/L_\mu)$ is the canonical projection and $\pi_* \mu$ is the pushforward of $\mu$ by $\pi$, then since the Lyapunov exponent of the restriction of $L_n$ to $L_\mu$ is strictly smaller than $\lambda_1(\mu)$, it follows from [FK83, Lemma 3.6] that we have $\lambda_1(\pi_* \mu) = \lambda_1(\mu)$ and $L_{\pi_* \mu} = \{0\}$.

Below, we recall the following:

**Theorem 2.4.** [BQ16a, Proposition 3.2] Let $G$ be a locally compact group, $X$ a compact metrizable $G$-space, $\mu$ a probability measure on $G$. Let $\sigma : G \times X \to \mathbb{R}$ be a cocycle such that $\int_G (\sup_{x \in X} |\sigma(g, x)|)^2 \, d\mu(g) < +\infty$. Let $\sigma_+^\mu$ and $\sigma_-^\mu$ be its upper and lower average, i.e.,

$$
\sigma_+^\mu = \sup \left\{ \int \sigma(g, x) \, d\mu(g) \, d\nu(x) \mid \mu \ast \nu = \nu \right\}
$$

and similarly for $\sigma_-^\mu$ with sup replaced by inf. Then, for any $\epsilon > 0$, there exists a sequence $D_n$ of positive reals with $\sum_n D_n < +\infty$ such that for every $n \in \mathbb{N}$ and $x \in X$,

$$
\mathbb{P}\left( \frac{\sigma(L_n, x)}{n} \in [\sigma_-^\mu - \epsilon, \sigma_+^\mu + \epsilon] \right) > 1 - D_n.
$$

We note that similar large deviation estimates under weaker moment assumptions were obtained by Cuny-Dedecker-Merlevède in [CDM17].

The following result will be crucial to our considerations.

**Proposition 2.5.** Let $\mu$ be a probability measure on $\text{GL}(V)$. Assume that $\mu$ has finite second moment. Then for every $\epsilon > 0$, there exists a sequence $(D_n)_{n \in \mathbb{N}}$ of positive reals with $\sum_n D_n < +\infty$ such that for every $n \in \mathbb{N}$ and $v \in V \setminus \{0\}$,

$$
\mathbb{P}\left( \delta([v], [\mu]\mu) \leq e^{n(\lambda_1(\mu) - \epsilon)} \leq \frac{\|L_n v\|}{\|v\|} \leq e^{n(\lambda_1(\mu) + \epsilon)} \right) > 1 - D_n,
$$

(2.2)
This proposition is precisely [BQ16a, Proposition 4.1] except for (2.2) where the authors assume $G_\mu$ to be irreducible (in particular, $L_\mu = \{0\}$). However, their proof gives, without further substantial difficulty, the slightly more precise estimate (2.2). For the convenience of the reader, we include a proof below.

Proof. It is enough to prove (2.2) since (2.3) follows from (2.2) by applying it to each vector of a fixed orthonormal basis of $V$. Let $L = L_\mu$ and $G = G_\mu$ for simplicity of notation. Also, let $\sigma : G \times P(V) \to \mathbb{R}, (g, [v]) \mapsto \log \|gv\|/\|v\|$. It is readily seen that $\sigma$ is an additive cocycle. By (2.1), its upper cocycle average is $\sigma + \mu = \lambda_1(\mu)$. Thus, by Theorem 2.4, it is enough to prove that for every $\epsilon > 0$, there exists a summable sequence $(D_n)_n$ such that for every $v \in V \setminus L$ and $n \in \mathbb{N}$,

$$\mathbb{P}\left(\delta([v], [L]) e^n(\lambda_1(\mu) - \epsilon) \leq \|L_n v\|/\|v\| \leq e^n(\lambda_1(\mu) + \epsilon)\right) > 1 - D_n.$$  

For $v \in V \setminus L$, denote by $\overline{v}$ its projection onto the quotient $V/L$. Endow $V/L$ with the norm $\|v + L\| := \inf \{\|v + w\|; w \in L\}$. Denote by $\pi : G \to \text{GL}(V/L)$ the canonical projection. Then, for every $g \in G$ and $v \in V \setminus L$,

$$\delta([v], [L]) = \|\overline{v}\|/\|v\|,$$

and

$$\|gv\|/\|v\| \geq \|\overline{gv}\|/\|v\| = \delta([v], [L]) \|\pi(g)\overline{v}\|/\|\overline{v}\|.$$  

Moreover, the probability measure $\pi_* \mu$ on $V/L$ has unique cocycle average $\sigma^\pi_\mu = \sigma^-_\mu = \lambda_1(\pi_* \mu) = \lambda_1(\mu)$. Applying again Theorem 2.4, we obtain the desired estimate. \hfill $\square$

Now, we introduce the tools needed for the weak law of large numbers. First, we recall that the other Lyapunov exponents $\lambda_k(\mu)$ for $k = 1, \ldots, d$ alluded to in the introduction are defined by the following almost sure limit

$$\frac{1}{n} \log a_k(L_n) \xrightarrow{n \to \infty} \lambda_k(\mu),$$

which exists in view of Furstenberg-Kesten’s theorem.

The following lemma is of independent interest and generalizes [BL85, Corollary 3.4] where the result is proved under a strong irreducibility assumption. The proof combines Oseledets’ theorem and Furstenberg–Kifer and Hennion’s results. For a related result, see [PS19, Proposition 2.3].
**Lemma 2.6.** Let $\mu$ be a probability measure on $\text{GL}(V)$ with finite first moment. For any sequence $([v_n])_{n \in \mathbb{N}}$ in $\text{P}(V)$ that converges to some $[v] \in \text{P}(V) \setminus \{L\mu\}$, we have

$$
\frac{1}{n} \log \frac{\|L_nv_n\|}{\|v_n\|} \xrightarrow{n \to +\infty} \lambda_1(\mu).
$$

**Proof.** Without loss of generality, we take $\|v_n\| = 1$. In case $\lambda_1(\mu) = \cdots = \lambda_d(\mu)$, since for every $v \in V$ with $\|v\| = 1$, we have $\|L_nv\| \geq a_d(L_n)$, it follows by (2.5) that almost surely $\liminf_n \frac{1}{n} \log \|L_nv_n\| \geq \lambda_d(\mu) = \lambda_1(\mu)$, showing (2.6).

So suppose this is not the case and let $s \in \{1, \ldots, d-1\}$ be minimal such that $\lambda_s(\mu) > \lambda_{s+1}(\mu)$. Write $L_n = k_n a(n) l_n$ in the KAK decomposition where we denote $a(n) = \text{diag}(a_1(n), \ldots, a_d(n))$. Let $F_n^< \subset V$ be the subspace of $V$ given by:

$$
F_n^< := \langle l_n^{-1} e_{s+1}, \ldots, l_n^{-1} e_d \rangle.
$$

By Oseledec’s theorem [Ose68], $F_n^<$ converges almost surely to a random $(d-s)$-dimensional subspace $F^<$ of $V$. For $\mathbb{P}$-almost every $\omega \in \Omega$, $F^<_{n}(\omega)$ satisfies:

$$
\lim_{n \to +\infty} \frac{1}{n} \log \|L_n(\omega)u\| = \lambda_1(\mu) \xrightarrow{n \to +\infty} u \notin F^<_{n}(\omega).
$$

But since $v \notin L_\mu$, we deduce by Furstenberg-Kifer and Hennion that $\frac{1}{n} \log \|L_nv\|$ converges almost surely to $\lambda_1(\mu)$. Hence, almost surely, $v \notin F^<$. Up to choosing a $\mathbb{P}$-full measure subset of $\Omega$, we can suppose that for every $\omega \in \Omega$, $v \notin F^<_{n}(\omega)$. Now fix $\omega \in \Omega$. Since $v_n \to v$, there exist $N_0 = N_0(\omega) \in \mathbb{N}$ and $\epsilon_0 = \epsilon_0(\omega) > 0$ such that for every $n \geq N_0$,

$$
\delta(\{v_n\}, F^<_{n}(\omega)) \geq \epsilon_0.
$$

Let $n \geq N_0$ and decompose $v_n$ in $V = F^<_{n}(\omega) \oplus F^<_{n}(\omega)$. Writing $v_n = v^<_{n} + v^+_{n}$ we have $\|v^>_{n}\| \geq \epsilon_0$ and we obtain

$$
\|L_n(\omega)v_n\| = \|L_n(\omega)v^+_{n} + L_n(\omega)v^<_{n}\| \\
\geq \|L_n(\omega)v^+_{n}\| - \|L_n(\omega)v^<_{n}\| \\
\geq a_s(n)\epsilon_0 - a_{s+1}(n).
$$

By the defining property of $s \in \mathbb{N}$, we deduce by (2.5) that

$$
\liminf_{n \to +\infty} \frac{1}{n} \log \|L_n(\omega)v_n\| \geq \lambda_1(\mu).
$$

This finishes the proof. $\square$

We deduce a qualitative version of Proposition 2.5 under a finite first moment assumption:
PROPOSITION 2.7. Assume that \( \mu \) has finite first moment. Then for every \( \epsilon > 0 \),

\[
\mathbb{P} \left( \delta([v], [L_\mu]) e^{n(\lambda_1(\mu) - \epsilon)} \leq \frac{\|L_n v\|}{\|v\|} \leq e^{n(\lambda_1(\mu) + \epsilon)} \right) \xrightarrow[n \to +\infty]{} 1,
\]

uniformly in \([v] \in \mathbb{P}(V)\), and

\[
\mathbb{P} \left( e^{n(\lambda_1(\mu) - \epsilon)} \leq \|L_n\| \leq e^{n(\lambda_1(\mu) + \epsilon)} \right) \xrightarrow[n \to +\infty]{} 1.
\]

Proof. Convergence (2.8) follows immediately from Furstenberg-Kesten’s theorem. We prove (2.7). Let \( \epsilon > 0 \). Using (2.8), it is enough to show that \( \mathbb{P}(\delta([v], [L_\mu]) e^{n(\lambda_1(\mu) - \epsilon)} \leq \frac{\|L_n v\|}{\|v\|}) \xrightarrow[n \to +\infty]{} 1 \) uniformly in \( v \in V \setminus L_\mu \). Moreover, by compactness of \( P(V/L_\mu) \), it is enough to show that for every sequence \( (v_n)_{n \in \mathbb{N}} \) in \( V \setminus L_\mu \) such that \( ([v_n])_{n \in \mathbb{N}} \) converges in \( P(V/L_\mu) \), we have

\[
\mathbb{P} \left( \delta([v_n], [L_\mu]) e^{n(\lambda_1(\mu) - \epsilon)} \leq \frac{\|L_n v_n\|}{\|v_n\|} \right) \xrightarrow[n \to +\infty]{} 1.
\]

Recall that by (2.4) for every \( v \in V \setminus \{0\} \) we have

\[
\frac{\|L_n v\|}{\|v\|} \geq \frac{\|\pi(L_n)v\|}{\|\pi\|} \delta([v], [L_\mu]),
\]

where \( \pi : G_\mu \to GL(V/L_\mu) \) is the canonical projection. Now, since \( L_{\pi_+ \mu} = \{0\} \) and \( \lambda_1(\pi_+ \mu) = \lambda_1(\mu) \), the convergence (2.9) follows directly from Lemma 2.6. \( \square \)

3. Estimates when \( \lambda_1(\mu) > \lambda_2(\mu) \). In this section, we give estimates for the random matrix products when \( \lambda_1(\mu) > \lambda_2(\mu) \). Our main goal is Proposition 3.1 which shows that with high probability the attractive point \( x^+_n \) of the random walk \( L_n \) does not stay exponentially close to the repelling hyperplane \( H^-_{L_n} \). Proposition 3.1 treats the \( L^2 \) case, while its qualitative version, Proposition 3.8, treats the \( L^1 \) case.

Given a probability measure \( \mu \) on \( GL_d(\mathbb{C}) \), we denote by \( \tilde{\mu} \) the pushforward of \( \mu \) by the map \( g \mapsto g^* \), where \( g^* \) is the conjugate transpose matrix of \( g \).

PROPOSITION 3.1. Assume that \( \mu \) has finite second moment and that \( \lambda_1(\mu) > \lambda_2(\mu) \). Then, for any \( \epsilon > 0 \), there exists a sequence \( (D_n)_{n \in \mathbb{N}} \) with \( \sum_n D_n < +\infty \) such that for every \( n \in \mathbb{N} \),

\[
\mathbb{P} \left( \delta(x^+_n, H^-_{L_n}) \leq e^{-\epsilon n} \right) < D_n.
\]

The proof of Proposition 3.1 will be done through a series of lemmas.

LEMMA 3.2. Under the assumptions of Proposition 3.1, there exists a constant \( C > 0 \) such that for every \( x \in \mathbb{P}(V) \setminus [L_\mu] \) there exists a summable sequence \( (D_n)_{n \in \mathbb{N}} \)
of positive reals such that for every $n \in \mathbb{N}$,

$$\mathbb{P}\left( \delta(x^+_L, L_n \cdot x) \geq e^{-Cn} \right) < D_n.$$  

**Proof.** Let $x = [v] \in P(V) \setminus [L_\mu]$. Given $g \in \text{GL}(V)$, one can easily show that

$$\delta(x^+_g, g \cdot x) = \delta(e_1, a_2 g \cdot x) \leq \frac{a_2(g) \|g\| \|v\|}{a_1(g) \|gv\|}.$$  

Applying Proposition 2.5 to $\|L_n\|$ and $\|L_n^2\|$ gives some summable sequence $(D'_n)_n$ such that for every $n$,

$$\mathbb{P}\left( \frac{a_2(L_n)}{a_1(L_n)} \geq e^{-n(\lambda_1 - \lambda_2)/2} \right) < D'_n. \quad (3.1)$$

Let $\epsilon := (\lambda_1 - \lambda_2)/4 > 0$. Since $v \notin L_\mu$, applying again Proposition 2.5 to $L_n$ and $L_n v$, we get a summable sequence $(D''_n)_n$ such that for every $n$,

$$\mathbb{P}\left( \|L_n\| \|v\| / \|L_n v\| \geq e^{\epsilon n} \right) < D''_n. \quad (3.2)$$

Now using (3.1), the desired estimate follows by taking $C := (\lambda_1 - \lambda_2)/4$ and $D_n := D'_n + D''_n$.  \[\square\]

We deduce the following estimate from the previous lemma and Proposition 2.5. It says that the attracting directions of right random products stabilize exponentially fast with high probability. It is reminiscent of the estimates appearing in the usual proofs of Oseledets’ theorem (see e.g., [Rue79, §1]).

**Lemma 3.3.** Under the assumptions of Proposition 3.1, there exist a constant $C > 0$, a summable sequence $(D_n)_n$ of positive reals such that for every $n \in \mathbb{N}$,

$$\mathbb{P}\left( \delta(x^+_R, x^+_R) \geq e^{-Cn} \right) < D_n.$$  

**Remark 3.4.** Unlike the other lemmas in this section as well as Proposition 3.1, the result of Lemma 3.3 fails if we replace the right random walk $R_n$ by the left random walk $L_n$.

**Proof.** Fix $x = [v] \in P(V) \setminus [L_\mu]$. Clearly, for every $C > 0$ and $n \in \mathbb{N}$,

$$\mathbb{P}\left( \delta(x^+_R, x^+_R) \geq e^{-Cn} \right) \leq \mathbb{P}\left( \delta(R_{2n} \cdot x, x^+_R) \geq \frac{e^{-Cn}}{3} \right) \quad (3.3)$$

$$+ \mathbb{P}\left( \delta(R_n \cdot x, x^+_R) \geq \frac{e^{-Cn}}{3} \right)$$

$$+ \mathbb{P}\left( \delta(R_{2n} \cdot x, R_n \cdot x) \geq \frac{e^{-Cn}}{3} \right).$$
Since \( v \notin L_\mu \), Lemma 3.2 gives some \( C_1 > 0 \) and some summable sequence \((D'_n)\) such that both \( \mathbb{P}(\delta(R_n \cdot x, x_{R_n}^+) \geq e^{-C_1 n}) \) and \( \mathbb{P}(\delta(R_{2n} \cdot x, x_{R_{2n}}^+) \geq e^{-C_1 n}) \) are \( < D'_n \) for any \( n \). Thus, by (3.3), it suffices to show that there exists some \( C_2 > 0 \) and some summable sequence \((D''_n)\) such that for every \( n \),

\[
\mathbb{P}\left( \delta(R_{2n} \cdot x, R_n \cdot x) \geq \frac{e^{-C_2 n}}{3} \right) \leq D''_n.
\]

Indeed, the desired estimate then follows by taking \( C = \min\{C_1, C_2\}/2 \) and \( D_n = 2D'_n + D''_n \). To prove (3.4), we observe that

\[
\delta(R_{2n} \cdot x, R_n \cdot x) = \frac{\|\bigwedge^2 R_n (X_{n+1} \cdots X_{2n} v \wedge v)\|}{\|R_{2n} v\| \|R_n v\|} \leq \frac{\|\bigwedge^2 R_n\| \|v\|^2 \|X_{n+1} \cdots X_{2n}\|}{\|R_{2n} v\| \|R_n v\|}.
\]

Now, we apply Proposition 2.5 to \( \bigwedge^2 R_n \), \( \|R_{2n} v\| \), \( \|R_n v\| \) and to \( \|X_{n+1} \cdots X_{2n}\| \) (which has the same distribution as \( \|R_n\| \)). Since \( \lambda_1(\mu) > \lambda_2(\mu) \), (3.4) follows along the same lines as in the proof of Lemma 3.2. \hfill \Box

The following lemma expresses the fact that, with high probability, the attracting directions of random products do not stay exponentially close to the projective subspace of lower expansion.

**Lemma 3.5.** Under the assumptions of Proposition 3.1, for every \( \epsilon > 0 \), there exists a summable sequence \((D_n)\) such that for every \( n \in \mathbb{N} \),

\[
\mathbb{P}\left( \delta(x_{L_n}^+, [L_\mu]) \leq e^{-\epsilon n} \right) < D_n.
\]

**Proof.** Fix \( x = [v] \in \mathbb{P}(V) \setminus [L_\mu] \). By Lemma 3.2, there exist a constant \( C > 0 \) and a summable sequence \( D'_n \) of positive reals such that for every \( n \geq 1 \),

\[
\mathbb{P}\left( \delta(x_{L_n}^+, L_n \cdot x) \geq e^{-C n} \right) < D'_n.
\]

Let now \( \epsilon > 0 \). By (3.5),

\[
\mathbb{P}\left( \delta(x_{L_n}^+, [L_\mu]) \leq e^{-\epsilon n} \right) < \mathbb{P}\left( \delta(L_n \cdot x, L_\mu) \leq e^{-\epsilon n} + e^{-C n} \right) + D'_n.
\]

As in the proof of Proposition 2.5, for every \( v \in V \setminus L_\mu \), denote by \( \pi \) its projection onto the quotient \( V/L_\mu \). Endow \( V/L_\mu \) with the norm \( \|v + L_\mu\| := \inf\{\|v + w\| : w \in L_\mu\} \) and denote by \( \pi : G \to \text{GL}(V/L_\mu) \) the canonical projection. By (2.4), we have

\[
\delta(L_n \cdot x, [L_\mu]) = \frac{\|\pi(L_n) \tilde{v}\|}{\|L_n v\|}.
\]
Recalling that $\pi^* \mu$ has a unique cocycle average, an application of Proposition 2.5 to $\|\pi(L_n) \tilde{v}\|$ and $\|L_n v\|$ implies that there exists a summable sequence $D''_n(\epsilon)$ of positive reals such that for every $n \geq 1$,

$$\mathbb{P}(\delta(L_n \cdot x, [L_\mu]) \leq e^{-\epsilon n} + e^{-C n}) \leq D''_n(\epsilon). \quad (3.7)$$

Combining (3.6) and (3.7) proves the lemma for $D_n(\epsilon) := D'_n + D''_n(\epsilon)$. \hfill \Box

In the next lemma, we estimate the probability of return of the attractive point of $L_n$ to exponentially small neighborhoods of hyperplanes.

**Lemma 3.6.** Under the assumptions of Proposition 3.1, for any $\epsilon > 0$, there exists a summable sequence $(D_n)_{n \in \mathbb{N}}$ of positive reals such that for every $n \in \mathbb{N}$,

$$\sup_{H \in \mathcal{H}_{n,\epsilon}} \mathbb{P}(\delta(x^+_L_n, H) \leq e^{-\epsilon n}) < D_n,$$

where $\mathcal{H}_{n,\epsilon}$ is the set of projective hyperplanes $H = (\mathbb{C}u)^\perp$ such that $\delta([u], [L_\tilde{\mu}]) > e^{-\epsilon n/2}$.

**Proof.** We start by noting the following elementary inequality (see e.g., [BM11, Lemma 4.1]): for every $g \in GL(V)$ and every $u \in V \setminus \{0\}$,

$$\frac{\|g^* u\|}{\|g^*\| \|u\|} \leq \delta(x^+_g, (\mathbb{C}u)^\perp) + \frac{a_2(g)}{a_1(g)}. \quad (3.8)$$

Since $\lambda_1(\mu) > \lambda_2(\mu)$, by (3.2), there exist $C > 0$ and a summable sequence $(D'_n)_n$ such that the following holds for every $n$:

$$\mathbb{P}(a_2(L_n) / a_1(L_n) < e^{-C n}) > 1 - D'_n. \quad (3.9)$$

Let now $\epsilon > 0$. Applying Proposition 2.5 to the probability $\tilde{\mu}$, we deduce that there exists a summable sequence $D''_n(\epsilon)$ such that for every non-zero vector $u$ of $V$ and for every $n \in \mathbb{N}$,

$$\mathbb{P}\left(\frac{\|L_n^* u\|}{\|L_n^*\| \|u\|} \leq e^{-n\epsilon/4 \delta([u], [L_\tilde{\mu}])}\right) < D''_n(\epsilon). \quad (3.10)$$

Let $D_n(\epsilon) = D'_n + D''_n(\epsilon)$. Combining (3.8), (3.9) and (3.10), we deduce that for every $H = (\mathbb{C}u)^\perp$ and for every $n$:

$$\mathbb{P}\left(\delta(x^+_L_n, H) \leq e^{-n\epsilon/4 \delta([u], [L_\tilde{\mu}])} - e^{-C n}\right) < D_n(\epsilon).$$

Thus, for every $n$,

$$\sup_{H \in \mathcal{H}_{n,\epsilon}} \mathbb{P}\left(\delta(x^+_L_n, H) \leq e^{-3n\epsilon/4} - e^{-C n}\right) < D_n(\epsilon),$$
with $\mathcal{H}_{n,\epsilon}$ defined as in the statement. Therefore, the lemma is proved for all $0 < \epsilon < C$; a fortiori for every $\epsilon > 0$. □

**Remark 3.7.** The content of the previous lemma is closely related to regularity properties of stationary measures on the projective space. It is shown in [AG19, Theorem 2.4] that, when $\lambda_1(\mu) > \lambda_2(\mu)$, there exists a unique $\mu$-stationary probability measure $\nu$ on the open subset $P(V) \setminus [L_\mu]$ of $P(V)$. The measure $\nu$ is the limit distribution of $x^+_L$ and the projective subspace generated by the support of $\nu$ is $U_\mu := [L_\mu^\perp]$. This explains the condition on $H$ appearing in the previous lemma. Finally, we remark that since $\nu$ is non-degenerate on $U_\mu$ (i.e., does not charge any projective hyperplane), the previous lemma is an additional quantitative information on the regularity of $\nu$.

**Proof of Proposition 3.1.** Since $L_n^* = X_1^* \cdots X_n^*$ has the same distribution as the right random walk for the probability measure $\tilde{\mu}$, and since $\tilde{\mu}$ and $\mu$ have the same Lyapunov exponents, Lemma 3.3 gives some $C > 0$ and a summable sequence $(D_n)_n$ such that for every $n$,

$$\mathbb{P}\left(\delta(x^+_L, x^+_R) \geq e^{-Cn}\right) \leq D_n. \tag{3.11}$$

Let $M_n := X_n \cdots X_{n/2} + 1$. Since the $n$-tuples $(X_1, \ldots, X_n)$ and $(X_n, \ldots, X_1)$ have the same distribution, the same lemma gives that

$$\mathbb{P}\left(\delta(x^+_L, x^+_M) \geq e^{-Cn}\right) = \mathbb{P}\left(\delta(x^+_R, x^+_R) \geq e^{-Cn}\right) \leq D_n. \tag{3.12}$$

Fix now $0 < \epsilon < C$. Since for every $n \in \mathbb{N}$, $H^{\perp}_{L_n} = (x^+_L)^\perp$, by (3.11) and (3.12), we get that for every $n$,

$$\mathbb{P}\left(\delta(x^+_L, H^{\perp}_{L_n}) \leq e^{-\epsilon n}\right) \leq 2D_n + \mathbb{P}\left(\delta\left(x^+_M, H^{\perp}_{L_{n/2}}\right) \leq 3e^{-\epsilon n}\right). \tag{3.13}$$

But by Lemma 3.5, we can assume that $\mathbb{P}\left(\delta(x^+_L, [L_\mu]) > e^{-\epsilon n/2}\right) > 1 - D_n$. Hence, since $M_n$ and $L_{n/2}$ are independent random variables for every $n$, (3.13) yields that:

$$\mathbb{P}\left(\delta(x^+_L, H^{\perp}_{L_n}) \leq e^{-\epsilon n}\right) \leq 3D_n + \sup_{H \in \mathcal{H}_{n,\epsilon}} \mathbb{P}\left(\delta(x^+_M, H) \leq 3e^{-\epsilon n}\right),$$

where $\mathcal{H}_{n,\epsilon}$ is the set of projective hyperplanes $H = (\mathbb{C}u)^\perp$ such that $\delta([u], [L_\mu]) > e^{-n\epsilon/2}$. Since $M_n$ has same distribution as $R_{n-[n/2]}$, we conclude by Lemma 3.6. □

The following is a qualitative version of Proposition 3.1 under the weaker finite first moment assumption.
**Proposition 3.8.** Assume $\mu$ has finite first moment and that $\lambda_1(\mu) > \lambda_2(\mu)$. Then for every $\epsilon > 0$,
\[ \lim_{n \to +\infty} \mathbb{P}\left( \delta(x_{L_n}^+, H_{L_n}^+) \leq e^{-\epsilon n} \right) = 0. \]

To avoid repetition, we limit ourselves to indicate the proof of this result:

**Proof.** One readily checks that using Proposition 2.7 (instead of Proposition 2.5) in the proofs of Lemmas 3.2, 3.3, 3.5, and 3.6, we obtain the conclusions of these lemmas with $D_n \xrightarrow{n \to +\infty} 0$ instead of $\sum_n D_n < +\infty$. Now the proof of Proposition 3.1 applies verbatim to yield the desired result. \(\square\)

**4. End of the proof.** The strategy of the proof is as follows. Using the estimates of the previous section, we first prove the theorems when $\lambda_1(\mu) > \lambda_2(\mu)$. We then deduce the result in the case of a Lyapunov gap. Finally we check the validity of the result when there is no Lyapunov gap.

**Proof of Theorems 1.1 and 1.2.** We first prove the strong law.

(i) Suppose $\lambda_1(\mu) > \lambda_2(\mu)$. Combining Lemma 2.2, Proposition 3.1 and (3.2), we get that for every $\epsilon > 0$,
\[ \sum_{n \in \mathbb{N}} \mathbb{P}\left( \frac{\rho(L_n)}{\|L_n\|} \leq e^{-\epsilon n} \right) < +\infty. \]

By Borel-Cantelli’s lemma, we deduce that for every $\epsilon > 0$, almost surely, there exists a random integer $n_0(\epsilon)$ such that for every $n \geq n_0(\epsilon)$, $-\epsilon \leq \frac{1}{n} \log \frac{\rho(L_n)}{\|L_n\|} \leq 0$. We deduce that the sequence $\frac{1}{n} \log \frac{\rho(L_n)}{\|L_n\|}$ converges to 0 almost surely. We conclude by Furstenberg-Kesten’s theorem.

(ii) Assume now that there exists $s = 2, \ldots, d - 1$ such that $\lambda_1(\mu) = \lambda_2(\mu) = \cdots = \lambda_s(\mu) > \lambda_{s+1}(\mu)$. Denote by $\eta$ the probability measure on $\text{GL}(\bigwedge^s V)$, given by the pushforward of $\mu$ by the group homomorphism $g \mapsto \bigwedge^s g$. Clearly, $\eta$ has finite second moment and $\lambda_1(\eta) > \lambda_2(\eta)$. Applying Theorem 1.2 to $\eta$, we get that almost surely $\frac{1}{n} \log \rho(\bigwedge^s L_n) \xrightarrow{n \to +\infty} \lambda_1(\eta) = s \lambda_1(\mu)$. But, for every $n \in \mathbb{N}$, $\rho(\bigwedge^s L_n) \leq \rho(L_n)^s$. Thus $\lambda_1(\mu) \leq \liminf_{n \to +\infty} \frac{1}{n} \log \rho(L_n)$. Since $\limsup_{n \to +\infty} \frac{1}{n} \log \rho(L_n) \leq \lambda_1(\mu)$, we are done.

(iii) Finally, if $\lambda_1(\mu) = \cdots = \lambda_d(\mu)$, the desired convergence follows from the inequality $a_d(g) \leq \rho(g) \leq a_1(g)$ true for every $g \in \text{GL}_d(\mathbb{C})$.

This proves Theorem 1.1. By replacing the use of Proposition 3.1 by that of Proposition 3.8 in the proof of Theorem 1.1, we deduce the convergence in probability of the sequence $\frac{1}{n} \log \rho(L_n)$ to $\lambda_1(\mu)$. To conclude the convergence in $L^1$, it is enough to show that the family $\left\{ \frac{1}{n} \log \rho(L_n) \mid n \in \mathbb{N} \right\}$ is uniformly integrable. Indeed, for every $g \in \text{GL}_d(\mathbb{C})$, $\frac{1}{N(g)} \leq \rho(g) \leq N(g)$, where $N(g) =$
max{∥g∥, ∥g−1∥}. By submultiplicativity of \( N(\cdot) \), this implies that \( \frac{1}{n} \log \rho(L_n) \leq \frac{1}{n} \sum_{i=1}^{n} \log N(X_i) \) for every \( n \in \mathbb{N} \). Since the random variables \( N(X_i) \) are i.i.d. and integrable, we deduce from the strong law of large numbers that the family \( \{ \frac{1}{n} \log \rho(L_n) \mid n \in \mathbb{N} \} \) is uniformly integrable. The proof is done. \( \square \)

We end this paper by giving an example of an ergodic stationary random walk \( L_n = X_n \cdots X_1 \), with increments \( X_i \) in Markovian dependence, and such that the spectral radius \( \rho(L_n) \) fails to satisfy a law of large numbers. This contrasts with the law of large numbers for the norm of \( L_n \).

**Example.** Consider the following 3 × 3 matrices in \( SL_3(\mathbb{R}) \):

\[
 a := \begin{pmatrix} 3 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1/3 \end{pmatrix}, \quad \sigma := \begin{pmatrix} 0 & 0 & 1 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix}, \quad \omega := \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 1 & 0 & 0 \end{pmatrix}.
\]

Let \( (X_n)_n \) denote the Markov chain on the finite state \( E = \{ a, \sigma, \omega \} \) whose transition probabilities are given by \( P(a, a) = 1/2, \ P(a, \sigma) = 1/2, \ P(\sigma, \omega) = 1, \ P(\omega, a) = 1 \) and all the other transition probabilities are zero. This is an irreducible and aperiodic Markov chain with unique stationary probability measure \( m := \frac{1}{2} \delta_a + \frac{1}{4} \delta_\sigma + \frac{1}{4} \delta_\omega \). From now, we assume that \( X_1 \) has initial distribution \( m \), so that \( (X_i)_i \) is an ergodic stationary process.

As usual, for every \( n \in \mathbb{N} \), let \( L_n = X_n \cdots X_1 \). We claim that, almost surely,

\[
 \liminf_{n \to +\infty} \frac{1}{n} \log \rho(L_n) = 0 < \limsup_{n \to +\infty} \frac{1}{n} \log \rho(L_n) = \lambda_1.
\]

To see this, denote by \( \tau^{(n)} \) the \( n \)th return time of the Markov Chain \( (X_n)_{n \geq 1} \) to \( a \). It follows by construction of the transition kernel that we have \( \tau^{(n)} \leq 3n + 1 \) for every \( n \geq 1 \). Moreover, conditionally on the event \( \{ X_1 = a \} \), we have \( L_{\tau^{(n)}} = a^n \).

As a consequence, one easily deduces that almost surely

\[
 \limsup_{n \to +\infty} \frac{1}{n} \log \rho(L_n) \geq \frac{1}{3} \log 3 > 0.
\]

Let now \( G \) be the group generated by \( a, \sigma, \omega \) and \( H \subset G \) be the subgroup consisting of diagonal matrices so that \( G \) is the union of cosets \( \tau H \) for \( \tau \in \{ 1, \sigma, \omega \} \). Each \( g \in \sigma H \cup \omega H \) is a generalized permutation matrix with spectral radius equal to one. On the other hand, by construction, we have \( \mathbb{P}(\limsup \{ L_n \not\in H \}) = 1 \), i.e., almost surely \( L_n \not\in H \) infinitely often. This shows that a.s.

\[
 \liminf_{n \to +\infty} \frac{1}{n} \log \rho(L_n) = 0,
\]

and concludes the proof of (4.1).
Remark 4.1. (Further directions) Note that the underlying algebraic structure of the Markov chain in the previous example is somewhat degenerate. For instance the group generated by the state space is irreducible but not strongly irreducible. Moreover, the ergodic stationary Markov measure \( \mathbb{P}_m \) on the shift space is not of full-support. These lead to the natural problem of identifying the probabilistic and algebraic assumptions under which the spectral radius of a random walk with ergodic stationary increments satisfies a law of large numbers.
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