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Abstract—The paper describes a distributed under-frequency load shedding and load restoration scheme, that exploits frequency and Rate-of-Change-of-Frequency (ROCOF) measurements produced by Phasor Measurement Units (PMUs) as detectors of a large contingency. The paper further discusses the appropriateness of using the synchrophasor model for estimating ROCOF during fast transients following a severe generation-load imbalance. The performance of the proposed relaying scheme is compared with a frequency-only based strategy, by means of a real-time digital simulator implementing the time-domain full-replica model of the IEEE 39 bus system.
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I. INTRODUCTION

As is well known, the under-Frequency (UF) Load Shedding (LS) is a technique that minimizes the risk of uncontrolled system separation, loss of generation, or shutdown [1]. Typically, UFLS schemes rely on updated measurements of average or local system frequency: once a given threshold is exceeded, dedicated relays automatically trip part of the loads in order to preserve grid interconnections and generation capability. If a sufficient amount of loads is shed, the system load can be smoothly and rapidly restored. Traditional approaches determine the amount of shed loads based on frequency only [2], [3], but recent literature has considered the adoption of more responsive and effective relays based on the Rate-of-Change-of-Frequency (ROCOF) [4], [5].

Compared to frequency-based solutions (f-LS), ROCOF-based LS (ROCOF-LS) guarantees two major benefits. Since ROCOF is defined as the frequency first time-derivative, it can be seen as a predictive filter. As soon as the system frequency starts decreasing, ROCOF accounts for the variation polarity and velocity. By applying a threshold on ROCOF estimated values, it is possible to promptly detect critical conditions, even before frequency has fallen below abnormal operation levels, and thus guarantee a faster load restoration (LR). For the same reason, it is intuitive to expect that ROCOF-based solutions would require a smaller amount of shed loads, corresponding also to a smaller amount of curtailed energy.

In this context, Phasor Measurement Units (PMUs) might play a decisive role for the development of enhanced control schemes that leverage on frequency and ROCOF measurements [3], [6], taking advantage of PMUs’ high reporting rates, remarkable measurement accuracy as well as time synchronization [7] (this last can be used to define time-aware centralized schemes for LS).

In practice, though, two implementation issues arise. From a measurement perspective, PMUs rely on a synchrophasor signal model that does not perfectly fit with time-varying conditions, particularly if transient events occur [8], [9]. In this sense, the reliability and accuracy of PMU-based estimates has to be carefully considered, before determining the most suitable threshold level [10], [11]. From a control perspective, ROCOF variability does not follow pre-defined statistical distribution, but depends on the characteristics of the considered power network and on its state before the contingency. A preliminary analysis of the synchronous area is recommended to determine the expected behavior of the system frequency in critical conditions [12].

In this paper, we describe a simple yet effective distributed UFLS and LR scheme, that relies on PMU-based estimates of frequency and ROCOF. We assess the performance of the proposed relaying scheme by means of a real-time digital simulator (RTS), where we reproduce the time-domain full-replica model of the IEEE 39 bus system, hosting substantial amount of distributed energy resources [13].

The paper is structured as follows. In Section II we discuss the role of ROCOF measurements in modern power system control schemes. Section III presents the proposed UFLS relaying technique. In Section IV we describe the developed RTS test-bed, including simulated C37.118 class-P PMUs. Section V assesses the technique performance in two different scenarios. Finally, Section VI provides some closing remarks and outlines the future stages of the research activity.

II. PMU-BASED MEASUREMENT OF ROCOF

PMUs are measurement devices providing estimates of voltage and current synchrophasors, frequency and ROCOF associated to the power signal fundamental component. These estimates are updated with high reporting rates (in the order of tens of frames-per-second (fps)) and synchronized with respect to Coordinated Universal Time (UTC). The IEEE Std. C37.118.1 [7] and its recent amendment [14], define the PMU requirements in terms of accuracy and latency.

According to the IEEE Std. C37.118.1, fundamental frequency and ROCOF are defined as the first and second
time-derivative of synchrophasor phase angle, respectively. However, most PMUs compute ROCOF as the finite difference between two consecutive frequency estimates. This approach, as well-known, amplifies the effects of measurement noise on the accuracy of the estimates.

With specific reference to class-P PMUs, the IEEE Std. C37.118.1 requires the ROCOF error (RFE) not to exceed 10 mHz/s and 3 Hz/s in static nominal and dynamic conditions, respectively. Most of recent synchrophasor estimation algorithms outperform these requirements and are able to guarantee RFEs below hundreds mHz/s in any test conditions [15]–[18].

The synchrophasor models rely on the assumption that the acquired signal spectrum consists of one or more narrow-band spectral components. In real-world scenario, such a model might loose its appropriateness. In particular, during transient events, the definition of frequency and ROCOF associated to the fundamental component still represents an open issue from the metrological point of view [19]. However, such investigations are beyond the scope of this paper. At the present stage of the research, we develop and characterize an UFLS and LR scheme, independently from the uncertainty inherent in the employed frequency and ROCOF estimates.

Typically, ROCOF-LS (and other ROCOF-based power system applications) is implemented in dedicated relays that compute ROCOF over 500 ms observation intervals [20], whereas class-P PMUs adopt observation intervals not exceeding 80 ms and reporting rates not lower than 50 fps. In other words, PMUs compute ROCOF as the fundamental frequency time-derivative over 20 ms. This discrepancy produce different accuracy and responsiveness levels. ROCOF-relays are characterized by much smoother output trends, whereas PMU-based estimates are subject to rapid oscillations. By contrast, PMUs promptly detect transient events, that can be neglected or significantly understated by traditional ROCOF-relays.

III. ROCOF-BASED LOAD SHEDDING

UFLS schemes enable preventing power system collapse and blackout in case the frequency drops below critical values after severe system contingencies. Typically, they exploit dedicated relays that curtail specific shares of loads, every time the system frequency exceeds predefined threshold values [1]. In this regard, the recent literature proposes several f-LS schemes: as an example, the European Network of Transmission System Operators for Electricity (ENTSO-E) recommends to shed loads proportionally to the measured frequency drop [21].

As regards ROCOF-LS, instead, standard or recommended criteria for a suitable definition of threshold values are still missing. By definition, ROCOF accounts for the instantaneous power balance within the considered grid. Therefore, an accurate ROCOF estimation with reduced latency would enable us to design more selective and faster control schemes. However, the deployment of ROCOF-relays is still limited to islanding detection for distribution networks [22] and loss-of-mains protection of embedded generators [6].

![Fig. 1. The proposed ROCOF and frequency thresholds for ROCOF-LS A and f-LS respectively.](image)

Table I presents the considered threshold values for LS and LR, as a function of the related load percentage. For comparison purposes, we implement f-LS, following ENTSO-E’s recommendations [21], as well as ROCOF-LS, tuning sets of thresholds characterized by increasing values of ROCOF (case A and case B). By contrast, we implement a single f-LR, referring to the guidelines in [21]. Figure 1 further shows the correlation between ROCOF-LS and f-LR.

The reason why we use ROCOF measurements to trigger the LS process only, is that after a specific contingency, ROCOF values experienced by each bus mainly depend on the characteristics of the considered electric grid: in general, for a specific electric grid, the larger the contingency, the larger the ROCOF. Also, a long-lasting negative ROCOF value, unequivocally identifies a load imbalance that must be cleared. By contrast, during the network-restoration process, ROCOF values experienced along the grid strongly depend on the adopted restoration actions. Therefore, on the one hand, it is quite difficult to infer all the possible attainable ROCOF values, on the other hand, a long-lasting positive ROCOF value, does not necessarily indicate that the grid has reached a stable status that could handle the connection of further loads. The recovery of system frequency towards nominal values, is instead an unequivocal indicator of secure system state.

Moreover, it is worth pointing out that ROCOF estimates have to be suitably filtered in order to mitigate the instantaneous transients and the long-term-damped oscillations of...
system frequency after contingency events. In this way, we are able to guarantee more stable and reliable trends, but we also introduce a time-delay that, if uncontrolled, could frustrate the benefits of ROCOF predictive capability. In this respect, we consider a 500 ms time delay for the intervention of ROCOF-relays.

As the system frequency approaches the nominal value, the restoration of the load that has been shed can start, depending on the ability of the system to serve it. Every time a load is restored, an unavoidable decrease in system frequency occurs, that could lead to undesirable LS repetition or oscillation between LS and LR. Therefore, a LR program typically incorporates a time delay between two subsequent LR steps, to enable the system to stabilize before an additional block of load is picked up. In this respect, we introduce a 5 s time delay after every LR step [1].

It is important to observe that dynamic phenomena following every critical event or control action, cannot be accurately forecast or compensated, since they depend on too many aspects, like the type event, the electrical properties of the grid synchronous area, and the location of metering devices. Therefore, before implementing any ROCOF-based control scheme, a thorough analysis of the power system under investigation could inspire some practical criteria for the definition of threshold values and corresponding shares of loads to be shed. To this end, RTS enables us to reproduce a wide range of realistic operating conditions and thus evaluate the reliability of the proposed ROCOF-based solutions during different critical scenarios.

IV. SIMULATION MODEL

In order to test the proposed technique, we adopt the Opal-RT eMEGAsim PowerGrid RTS [23] to implement a detailed dynamic model of IEEE 39-bus power system, also known as 10-machine New-England Power System [13], represented in Fig. 2. In fact, this model represents a widely-employed benchmark for performance evaluation and comparison of several monitoring and control applications. In more detail, the simulated power system has a nominal voltage of 345 kV, and consists of 39 buses, 10 conventional synchronous generators and 19 loads. In order to take into account the effects of distributed renewable generation, we modified the benchmark by including 4 wind farms. Moreover, in order to emulate realistic load and generation patterns, we used wind and load profiles coming from real measurements. The network as well as the measurement devices are modeled in Simulink and the simulations are run by using the Opal-RT eMEGAsim RTS. This Section presents in detail the main elements included in the model, further described in [24].

A. Synchronous generators

For each conventional generator, Table II reports plant type, location and nominal capacity. In this regard, the thermal plant has an installed capacity of 3 GVA, whereas two types of hydro-power plant are simulated, characterized by an installed capacity of 1 GVA and 520 MVA, respectively. Every power plant model consists in a dynamic model of the prime mover (hydro or thermal), the electric generator (synchronous machine), the speed governor, the exciter and the associated automatic voltage regulator. All the synchronous machines are modeled by a sixth-order state-space model available in the SimPowerSystem Simulink toolbox. The inertia coefficients are set equal to those recommended by the 39-buses benchmark. It is worth pointing out that, since the goal of this paper is to study the effect of ROCOF-based UFLS, the synchronous generators only implement primary frequency control with regulation coefficient of 0.05. Indeed, the effects of secondary frequency control would cover those of any UFLS-scheme.

B. Wind Farms

Table II shows also the nominal capacity and location of the considered wind farms. As it can be noticed, they are installed in 4 different buses, with a total nominal capacity of 1.35 GW. The wind farm plants are assumed to adopt a type-3 double-fed induction generator, that consists in an asynchronous machine and a back-to-back voltage source converter (VSC). Even though the VSC is simply modeled as an equivalent voltage
source, the dynamics resulting from the interaction between control and power system are correctly preserved [24]. For each wind farm, we generate a synthetic power profile, based on real measurements provided in [25]. Since the original data are updated once a minute, we interpolate them over a refined time-scale, whose sampling step is set equal to 1 s. For this analysis, we apply an analytical approach based on iterated smoothing and differencing operations, as described in [27].

C. Load Profiles

The 19 three-phase dynamic loads are modeled as time-series of active and reactive power absorbed by each load, and thus they are voltage-independent. These power profiles are derived from experimental measurements obtained by PMUs installed on the 125 kV sub-transmission system of the city of Lausanne, Switzerland [28]. Active and reactive power measurements are reported at 50 fps. The final demand patterns are obtained by rescaling the measured values expressed as per-unit to the nominal values of the 39-bus benchmark. Specifically, for each load, every one of the measured per-unit values \( x \) is replaced with a scaled value \( kx \), \( k \) being the nominal load power. The measured values are obtained from different PMUs during the same time interval.

D. Phasor Measurement Units

We equip the network with simulated PMUs, located in each bus containing a load. For this analysis, we adopt P-class PMUs, that implement an enhanced version of interpolated Discrete Fourier Transform (e-IpDFT) to extract synchrophasor, frequency and ROCOF associated to the fundamental component, as further described in [29]. The implementation aspects into the Opal-RT RTS is discussed in more detail in [30]. The virtual PMUs are characterized by sampling and reporting rate equal to 10 kHz and 50 fps, respectively, and compute ROCOF as the frequency first time-derivative over 20 ms. In order to provide a quantitative evaluation of their estimation accuracy, we perform the frequency ramp test as provided by IEEE Std. C37.118-1. For this analysis, we consider a test signal whose fundamental frequency varies between 45 and 55 Hz with a constant ROCOF of 1 Hz/s. In this context, we define the estimation uncertainty as the standard deviation of ROCOF estimates, equal to 15 mHz/s. Based on these results, P-class PMUs can be employed in the proposed relaying scheme, where the threshold levels differ by almost hundreds mHz/s.

It is worth pointing out, that the use of simulated PMUs makes the validation of the proposed technique realistic, as it enables us to evaluate the PMU behaviour during power systems’ transients, with the same metrological performance of the real device described in [29].

E. The Proposed UFLS Relaying Scheme

![Fig. 3. The model of the proposed UFLS scheme.](image)

The proposed UFLS scheme is distributed, in the sense that control actions are taken at each load. As it can be seen in Fig. 3, one PMU is installed at each load bus and measures the bus voltage synchrophasors, as well as frequency and ROCOF. These measurements are sent to the LS controller, that directly acts on the demand profile depending on the adopted UFLS strategy.

To show the impact of different UFLS strategies, we carry out dedicated simulations of two emergency scenarios:
- Scenario 1: G4 and G6 outage, 1 GW tripped power
- Scenario 2: G4, G5 and G6 outage, 1.5 GW tripped power

The former refers to a weak load imbalance where the frequency would restore after a sufficient amount of time even if no control action is taken, whereas the latter refers to a strong load imbalance, that would lead to a system collapse.

In this respect, Fig. 4 and 5 compare the performance of f-LS and ROCOF-LS techniques in terms of frequency and load profiles during scenario 1 and 2, respectively. The frequency is measured at bus 4, whereas the loads are reported for three buses (3, 23 and 29, similar trends hold for all buses). Table III and IV show the obtained nadir frequency, maximum

| Scenario | Nadir Frequency [Hz] | Max LS [%] | Duration [s] | Energy [MWh] |
|----------|----------------------|------------|--------------|--------------|
| Scenario 1: G4 and G6 outage, 1 GW tripped power | 48.72 | 5 | 10.5 | 0.9 |
| Scenario 2: G4, G5 and G6 outage, 1.5 GW tripped power | 49.01 | 25 | 62.7 | 4.8 |

V. RESULTS

| Scenario | Nadir Frequency [Hz] | Max LS [%] | Duration [s] | Energy [MWh] |
|----------|----------------------|------------|--------------|--------------|
| Scenario 1: G4 and G6 outage, 1 GW tripped power | 48.77 | 15 | 40.9 | 4.0 |
| Scenario 2: G4, G5 and G6 outage, 1.5 GW tripped power | 48.87 | 35 | 64.5 | 14.8 |
| Scenario 2: G4, G5 and G6 outage, 1.5 GW tripped power | 48.57 | 25 | 63.4 | 15.5 |
| Scenario 2: G4, G5 and G6 outage, 1.5 GW tripped power | 48.49 | 25 | 14 | 13.7 |
LS factor, duration of the whole LS and LR process as well as total curtailed energy.

In Scenario 1, if no control action is taken, the system reaches the nadir frequency of 47.9 Hz just 5.3 s after the contingency, with a frequency fall rate of around 0.44 Hz/s.

In case the f-LS scheme is implemented, the frequency exceeds first (48.9 Hz) and second threshold (48.8 Hz) in 2 and 2.5 s, respectively, leading to a percentage of shed loads equal to 5% and 15%. Then, frequency increases up to 49.6 Hz in 3 s, restoring loads up to 5%. Only after 40.9 s, frequency reaches the 49.75-Hz threshold, and it is possible to completely restore the load patterns. The total curtailed energy is 4 MWh.

As regards ROCOF-LS schemes, since estimated ROCOF reaches 0.44 Hz/s as soon as the generators are tripped, the first threshold is exceeded just after 0.6 s. In case A, characterized by higher threshold levels, only the 5% threshold is exceeded. After an unavoidable drop up to 48.72 Hz, the frequency reaches 49.75 Hz in about 10 seconds and the loads are fully restored. In this way, the total curtailed energy is limited to 0.9 MWh, i.e. a much smaller amount if compared with the f-LS results. In case B, characterized by lower threshold levels, loads are shed more promptly with respect to the f-LS. However, since higher shares of loads are shed (up to 15%), the total curtailed energy is comparable or even larger than in the f-LS results. Therefore, the advantages of using ROCOF measurements vanish.

As it can be seen in Fig. 5a, if no control action is taken, Scenario 2 leads to a system collapse, with a frequency fall rate of 0.6 Hz/s. It is worth noticing that none of the tested LR schemes leads to a full restoration, but loads are restored up to 5%. In fact, since no secondary frequency control is implemented, the frequency cannot be increased over 49.6 Hz. The f-LS scheme produces a percentage of shed loads up to 25% just 1.9 s after the contingency. The frequency restoration
process takes 14 s and involves 13.7 MWh of curtailed energy. According to the ROCOF-LS scheme, instead, the estimated ROCOF rapidly exceeds both second and third threshold levels in most buses. This leads to a prompt restoration just 0.6 s after the contingency. Comprehensively, the curtailed energy is equal to 14.8 and 15.5 MWh for case A and B, respectively.

VI. CONCLUSIONS

The paper describes a distributed UFLS and LR scheme, relying on PMU-based measurements of frequency and ROCOF. When the frequency decays dramatically revealing a system contingency, ROCOF estimates govern the LS process, whereas frequency estimates govern the LR. The performance of the proposed relaying scheme is assessed within a RTS implementing a modified version of the IEEE 39 bus system under 2 different scenarios.

The results show that under poor system contingencies, a ROCOF-based LS scheme outperforms the frequency-based one, in terms of total curtailed energy (75% less) and duration (75% shorter). The advantages come from the fact that ROCOF estimates are a faster indicator of system collapse. Conversely, under severe contingencies, the performance of the two methods are comparable, because the only way to successfully recover the frequency is to shed a consistent amount of loads.

Future work will investigate the impact of different synchrophasor estimation algorithms on the proposed relaying scheme performance. Also, a more realistic simulation scenario will take into account the effects of measurement noise.

REFERENCES

[1] “IEEE guide for the application of protective relays used for abnormal frequency load shedding and restoration,” IEEE Std C37.117-2007, pp. 1–55, Aug 2007.
[2] K. U. Z. Mollah, M. Bahadurnejad, and N. K. C. Nair, “Automatic underfrequency load shedding in New Zealand power system - a systematic review,” in AUPEC 2011, Sept 2011, pp. 1–7.
[3] J. Tang, J. Liu, F. Ponci, and A. Monti, “Adaptive load shedding based on combined frequency and voltage stability assessment using synchrophasor measurements,” IEEE Transactions on Power Systems, vol. 28, no. 2, pp. 2035–2047, May 2013.
[4] A. Arulampalam and T. K. Saha, “Fast and adaptive under frequency load shedding and restoration technique using rate of change of frequency to prevent blackouts,” in IEEE PES General Meeting, July 2010, pp. 1–8.
[5] T. Amraee, M. G. Darebaghi, A. Soroudi, and A. Keane, “Probabilistic under frequency load shedding considering RoCoF relays of distributed generators,” IEEE Transactions on Power Systems, vol. PP, no. 99, pp. 1–1, 2017.
[6] D. M. Laverty, R. J. Best, and D. J. Morrow, “Loss-of-mains protection system by application of phasor measurement unit technology with experimentally assessed threshold settings,” IET Generation, Transmission & Distribution, vol. 9, no. 2, pp. 146–153, 2015.
[7] “IEEE Standard for Synchrophasors Measurements for Power Systems,” IEEE Std C37.118.1-2011 (Revision of IEEE Std C37.118-2005), pp. 1–61, Dec 2011.
[8] G. Barchi, D. Macii, D. Belega, and D. Petri, “Performance of synchrophasor estimators in transient conditions: A comparative analysis,” IEEE Transactions on Instrumentation and Measurement, vol. 62, no. 9, pp. 2410–2418, Sept 2013.
[9] G. Frigo, D. Colangelo, A. Derviškadić, M. Pignati, C. Narduzzi, and M. Paolone, “Definition of accurate reference synchrophasors for static and dynamic characterization of PMUs,” IEEE Transactions on Instrumentation and Measurement, vol. 66, no. 9, pp. 2233–2246, Sept 2017.
[10] A. Riepienks and H. Kirkham, “Rate of change of frequency measurement,” in 2016 57th International Scientific Conference on Power and Electrical Engineering of Riga Technical University (RTUCON), Oct 2016, pp. 1–5.
[11] A. J. Roscoe, A. Dyko, B. Marshall, M. Lee, H. Kirkham, and G. Ritveld, “The case for redefinition of frequency and ROCOF to account for AC power system phase steps,” in 2017 IEEE International Workshop on Applied Measurements for Power Systems (AMPS), Sept 2017, pp. 1–6.
[12] J. C. M. Vieira, W. Freitas, W. Xu, and A. Morelato, “Efficient coordination of ROCOF and frequency relays for distributed generation protection by using the application region,” IEEE Transactions on Power Delivery, vol. 21, no. 4, pp. 1878–1884, Oct 2006.
[13] T. Athay, R. Podmore, and S. Virmani, “A practical method for the direct analysis of transient stability,” IEEE Transactions on Power Apparatus and Systems, vol. PAS-98, no. 2, pp. 573–584, March 1979.
[14] “IEEE Standard for Synchrophasor Measurements for Power Systems – Amendment 1: Modification of Selected Performance Requirements,” IEEE Std C37.118.1a-2014 (Amendment to IEEE Std C37.118.1-2011), pp. 1–25, April 2014.
[15] A. J. Roscoe, I. F. Abdullhadi, and G. M. Burt, “P and M class phasor measurement unit algorithms using adaptive cascaded filters,” IEEE Transactions on Power Delivery, vol. 28, no. 3, pp. 1447–1459, July 2013.
[16] P. Castello, J. Liu, C. Muscas, P. A. Pegoraro, F. Ponci, and A. Monti, “A fast and accurate PMU algorithm for P & M class measurement of synchrophasor and frequency,” IEEE Transactions on Instrumentation and Measurement, vol. 63, no. 12, pp. 2837–2845, Dec 2014.
[17] M. Bertocco, G. Frigo, C. Narduzzi, C. Muscas, and P. A. Pegoraro, “Compressive sensing of a taylor-fourier multifrequency model for synchrophasor estimation,” IEEE Transactions on Instrumentation and Measurement, vol. 64, no. 12, pp. 3274–3283, Dec 2015.
[18] A. Derviškadić, P. Romano, and M. Paolone, “Iterative-interpolated dft for synchrophasor estimation: A single algorithm for P- and M-class compliant PMUs,” IEEE Transactions on Instrumentation and Measurement, vol. PP, no. 99, pp. 1–12, 2017.
[19] A. G. Phadke and B. Kasztany, “Synchronized phasor and frequency measurement under transient conditions,” IEEE Transactions on Power Delivery, vol. 24, no. 1, pp. 89–95, Jan 2009.
[20] ENTSO-E, “Rate of change of frequency (ROCOF) withstand capability,” in Tech. Rep., 2017.
[21] ——, “Technical background and recommendations for defence plans in the continental europe synchronous area,” in Tech. Rep., 2010.
[22] P. Gupta, R. S. Bhatia, and D. K. Jain, “Active ROCOF relay for islanding detection,” IEEE Transactions on Power Delivery, vol. 32, no. 1, pp. 420–429, Feb 2017.
[23] “Opal-RT eMEGAsim PowerGrid real-time digital hardware in the loop simulator,” https://www.opal-rt.com/system-emegasim/ accessed: 2018-02-01.
[24] Y. Zuo, F. Sossan, M. Bozorg, and M. Paolone, “Dispatch and primary frequency control with electrochemical storage: a system-wise validation,” in Submitted to 2018 IEEE PES Innovative Smart Grid Technologies Conference Europe (ISGT-Europe), 2018.
[25] C. Dufour and J. Belanger, “A real-time simulator for doubly fed induction generator based wind turbine applications,” in 2004 IEEE 35th Annual Power Electronics Specialists Conference (IEEE Cat. No.04CH37551), vol. 5, June 2004, pp. 3597–3603 Vol.5.
[26] G. E. Company, “Analysis of wind generation impact on ercot ancillary services requirements,” in Tech. Rep., 2008.
[27] K. Coughlin and J. H. Eto, “Analysis of wind power and load data at multiple time scales,” in Tech. Rep., 2010.
[28] A. Derviškadić, P. Romano, M. Pignati, and M. Paolone, “Architecture and experimental validation of a low-latency phasor data concentrator,” IEEE Transactions on Smart Grid, vol. PP, no. 99, pp. 1–1, 2016.
[29] P. Romano and M. Paolone, “Enhanced interpolated-DFT for synchrophasor estimation in FPGAs: Theory, implementation, and validation of a PMU prototype,” IEEE Transactions on Instrumentation and Measurement, vol. 63, no. 12, pp. 2824–2836, Dec 2014.
[30] P. Romano, M. Pignati, and M. Paolone, “Integration of an IEEE std. C37.118 compliant PMU into a real-time simulator,” in 2015 IEEE Eindhoven PowerTech, June 2015, pp. 1–6.