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Abstract

The storage effect is a well-known explanation for coexistence in temporally varying environments. Like many complex ecological theories, the storage effect is often used as an explanation for observed coexistence on the basis of heuristic understanding, rather than careful application of a detailed model. One interpretation states that species coexist by specializing on specific environmental states, and therefore must have a robust life-stage (e.g., long-lived adults, a seed-bank) in order to "wait it out" for favorable conditions. Here we show that this widely employed interpretation can be misleading. Multiple models show that stage-structure, long lifespans, and overlapping generations are neither necessary nor sufficient for the storage effect. In models where a robust life-stage does engender a storage effect, it does not do so by preventing stochastic extinction or by improving relative bet-hedging. A robust life-stage is best understood as one of many ways to fulfill an abstract condition for the storage effect: an interaction effect of environment and competition on per capita growth rates. Using a dataset of annual plants from a Mediterranean grassland in Spain, we show that such interaction effects occur between water availability and the number of germinant competitors, leading to storage in the absence of a persistent seed bank. Empiricists hoping to uncover the storage effect should look for interaction effects between environmental conditions and competition — easily identifiable with multiple regression — at all stages of a species' life-cycle.
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1 Introduction

The temporal storage effect (often simply called the storage effect) is a general explanation for how species can coexist by specializing on different states of a temporally fluctuating environment. The storage effect has an impressive resume. First, it formalized the concept of environmental niche partitioning, which has long been thought (e.g., Grinell, 1917) to promote coexistence. Second, by showing that many species can coexist on just a single resource (Chesson, 1994, Eq. 91; Miller and Klausmeier, 2017), the storage effect provided a potential resolution to Hutchinson’s 1961 paradox of the plankton. Subsequent empirical investigations revealed that the storage effect is stabilizing and destabilizing in real communities (e.g. Angert et al., 2009; Ellner et al., 2016; Zepeda and Martorell, 2019). Third, the storage effect revealed the beneficent side of temporal environmental variation, which historically was thought to undermine persistence and coexistence (Lewontin and Cohen, 1969; May, 1974). A number of recent papers have synthesized the simultaneously stabilizing and destabilizing effects of environmental variation (Adler and Drake, 2008; Schreiber et al., 2019; Pande et al., 2020, Dean and Shnerb, 2020).

But what exactly is the storage effect? The simple answer, "coexistence due to environmental niche differences" is a good start, but it is not sufficient — environmental niche differences alone do not promote coexistence (Chesson and Huntly, 1997). A common interpretation of the storage effect involves a robust life stage that can persist until the environmental becomes favorable, but as we will show, this is misleading. Our contention in this paper is that the storage effect is inherently complicated: much like a p-value, there is no interpretation that is simultaneously concise, correct, and intuitive. Although the literature often speaks of the storage effect as a specific mechanism, it is a general phenomenon in actuality, such that a complete description of the storage effect requires abstractions like covariances, invader–resident comparisons, and interaction effects.

The storage effect was discovered by Chesson and Warner (1981) and coined by Chesson (1983), though an analogous phenomenon had been previously noted in the context of population genetics (Dempster, 1955; Haldane and Jayakar, 1963; Gillespie, 1977). In the 1980’s, a sequence of papers (Chesson and Warner, 1981; Chesson, 1982; Chesson, 1983; Chesson, 1984; Warner and Chesson, 1985) analyzed a model of reef fish dynamics (the lottery model) and repeatedly highlighted an interesting result: coexistence is not possible if both species have non-overlapping generations (i.e., if the adult fish survival probability equals zero). An analogous result was found for a model of annual plants (Chesson, 1994, Section 5): coexistence is not possible if neither species has a seed bank.

The seminal models of the storage effect — the lottery model and annual plant model — along with excerpts from the literature (Appendix A) may give the impression that the storage effect requires a robust life-stage that can "wait it out" for a good year; "Storage" refers to the vitality of a robust life-stage. However, one can construct models where the storage effect promotes coexistence, despite the absence of stage-structure and overlapping generations (e.g., Abrams, 1984; Loreau, 1989; Loreau, 1992; Klausmeier, 2010; Li and Chesson, 2016; Letten et al., 2018; Schreiber, 2021). Despite these counterexamples, the imprecision of the conventional interpretation is not widely recognized. Here we explain why the conventional interpretation is imprecise, even in models where a robust life-stage does engender a storage effect. Simply put, a robust life-stage does not prevent stochastic extinctions (i.e., extinction due to random chance, despite a positive invasion growth rate) nor does it improve the relative bet-hedging ability of rare species (i.e., the ability to increase fitness by decreasing the temporal variance of population growth).

Through examples, we show that EC interaction effects arise readily from banal population dynamics. No special life-history adaptations are needed. In fact, we provide evidence for an interaction effect in a community of halophytic annual plants in Mediterranean grasslands of South Spain, leading to a storage effect that in no way depends on a persistent seed bank. We conclude that the storage effect is potentially everywhere, and that ecologists should employ expansive models that allow for the possibility of EC interaction effects in every stage of species’ life-cycles.
2 The storage effect

Here we provide a brief description of the storage effect in order to ground our critique; experts may skip to the next section. For interested readers, a more comprehensive description of the storage effect is provided in Appendix B.

2.1 The mathematical definition

The mathematical definition of the storage effect is embedded within Modern Coexistence Theory (Chesson, 1994; Chesson, 2000a; Barabás et al., 2018), a framework for partitioning invasion growth rates into additive terms; these terms correspond to different explanations for coexistence, and are therefore called coexistence mechanisms. All coexistence mechanisms are defined as a comparison between a rare species (the invader) and species at their typical densities (the residents). In a $S$-species community with residents $s$ and invader $i$, the storage effect is

$$\Delta I_i = \zeta_i \text{Cov}(E_i, C_i) - \sum_{s \neq i} q_{is} \zeta_s \text{Cov}(E_s, C_s).$$

(1)

The parameter $E_j$ is called the environment, the environmental parameter, or the environment response. It is typically a demographic parameter that depends on density-independent factors (e.g., germination probabilities and per capita seed production depends on precipitation), but can also represent the abiotic environment itself. The parameter $C_j$ is called the competition parameter, but more generally represents the joint effects of density-dependent factors, which may include competitor densities, resources, predators, and mutualists. Note that $j$ is the index of an arbitrary species. Finally, the constants $q_{is}$, termed scaling factors, scale residents’ growth rates by a measure of relative sensitivity to competition (for all mathematical details, see Appendix B).

The coefficient $\zeta_j$ is the interaction effect of $E_j$ and $C_j$ on per capita growth rates, defined as

$$\zeta_j = \frac{\partial^2 g_j(E_j^*, C_j^*)}{\partial E_j \partial C_j},$$

where $g_j$ is the per capita growth function, which describes the average contribution of each individual to the growth of the population. The partial derivative is evaluated at the equilibrium parameter values $E_j^*$ and $C_j^*$, selected so that $g_j(E_j^*, C_j^*) = 0$. In continuous-time models, $g_j$ generates the per capita growth rate: $g_j(E_j(t), C_j(t)) = \frac{dn_j(t)}{dt}$. In discrete-time models, $g_j$ generates the effective per capita growth rate: the logged finite rate of increase, i.e., $g_j(E_j(t), C_j(t)) = \log(\lambda_j(t)) = \log(n_j(t+1)/n_j(t))$.

2.2 The ingredient-list definition

The storage effect depends on three ingredients:

1. species-specific responses to the environment,
2. a non-zero interaction effect with respect to fluctuations in the environment and competition (also known as nonadditivity or an EC interaction effect), and
3. covariance between environment and competition (EC covariance).

Ingredient #1 — species-specific responses to the environment — simply establishes the presence of environmental niche differences, e.g., some species respond better to dry years vs. wet years. Ingredient #2 — an interaction effect — is equivalent to the coefficient $\zeta_j$ (Eq.2). Ingredient #3 — the EC covariance — is generally satisfied when a favorable environment leads to high competition in the future, and when the environment does not change too quickly (Johnson and Hastings, 2022c).

The storage effect generally has a positive effect on per capita growth rates (thus promoting coexistence) with a positive EC covariance (Ingredient #3) and negative interaction effect (Ingredient #2), or with a negative EC covariance and a positive interaction effect. Previous research has mainly
focused on the former scenario, since a positive EC covariance occurs readily (a good environment leads to high competition via intergenerational population buildup), though a negative EC covariance (species are less sensitive to competition in favorable conditions) can arise in a negatively autocorrelated environment (Schreiber, 2021).

The interaction effect speaks to a synergy between environment and competition: it is not merely the case that a good environment leads to high competition and that high competition is bad for population growth; a negative interaction effect means that the simultaneous occurrence of a good environment and high competition is extra-bad. Put another way, a negative (positive) interaction effect occurs when species are less (more) sensitive to competition in the face of a poor environment. For this reason, the negative interaction effect is sometimes referred to as buffering; a positive interaction is referred to as amplifying.

To demonstrate the association between the ingredients and coexistence, we consider a model with symmetric species — each species responds the environment in accordance with a symmetric covariance matrix with diagonal elements $\sigma^2$ and off-diagonal elements $\rho \sigma^2$, where $\rho$ is the between-species correlation in $E_j$. We assume that $\rho < 1$ (a statement environmental niche differences) and that species are otherwise identical. In Appendix B, we show that the storage effect is

$$\Delta I = -\zeta (1 - \rho) \theta$$

for every species. The three ingredients are captured in the above formula: species-specific responses to the environment is $(1 - \rho)$; the interaction effect is $\zeta$; and covariance is proportional to $\sigma^2 \theta$, where $\theta$ is a constant that converts the environmental responses of residents into competition. Mathematical expressions for the storage effect are generally more complicated in the non-symmetric case (e.g. Eq. 29 in Chesson, 1994).

3 A critique of the conventional interpretation of the storage effect

Even though we can describe the storage effect using math, there remains a desire for a general ecological interpretation of the storage effect — a concise, easy-to-understand explanation that links the phenomenon to well-known ecological constructs (e.g., stage-structure, dormancy, environmental niches). One such interpretation exists in the ecological milieu, as evidenced by 1) conversations with colleagues, 2) excerpts from the literature (Appendix A), and 3) the continued prominence of the lottery and annual plant models (Dean and Shnerb, 2020; Ellner et al., 2022; Petry et al., 2018; Zepeda and Martorell, 2019; Bowler et al., 2022), wherein a robust life-stage is necessary for coexistence. This interpretation can be paraphrased as

**The conventional interpretation of the storage effect**: Species coexist by specializing on different parts of a fluctuating environment, so species must have a robust life stage in order to "wait it out" for a favorable time period. Thus, "storage" refers to a robust life stage can "wait it out".

There are two separate problems with the conventional interpretation. First, in models where a robust life-stage is important for coexistence, the conventional interpretation implies that coexistence occurs because an invader is able to avoid stochastic extinction, or because the invader is employing a bet-hedging strategy; this is not true. Second, the conventional interpretation is not fully general. The storage effect arises readily in models without stage-structure, suggesting that a continued fixation on stage-structure will stymie the discovery of other routes to the storage effect.

Intuitively, "waiting it out" can help rare species avoid stochastic extinction. It is entirely reasonable to think that if species specialize on a fluctuating environment, they must have some way to slow the exponential loss of individuals over a sequence of bad years, and that this must be particularly important for rare species, which are inherently extinction-prone (MacArthur, 1967; Lande, 1998). However important this phenomenon might be, it is not what the storage effect is measuring: most models used to demonstrate the storage effect feature infinite populations (an assumption made for
mathematical/computational convenience), which obviates the possibility of stochastic extinction. An infinite population can lose an arbitrary number of individuals and still have infinite number of individuals left to lose. Unless per capita growth rates are $r = -\infty$ (which in most models is only possible as $n \to \infty$, a biological impossibility), extinction for infinite populations occurs asymptotically, i.e., after an infinite amount of time.

Alternatively, the idea of "waiting it out" smacks of bet-hedging. In discrete-time and scalar-valued population models, an important quantity is $\lambda(t) = n(t + 1)/n(t)$, known as the finite rate of increase or ecological fitness. Persistence is determined by the geometric mean of fitness ($\text{Lewontin and Cohen, 1969; Dempster, 1955; Stearns, 2000; Metz et al., 1992}$), or equivalently, the sign of the effective average per capita growth rate, $\log(\lambda)$. The average per capita growth rate can be approximated as $\log(\lambda) \approx \bar{\lambda} - 1 - \frac{1}{2}\text{Var}(\lambda)$, which reveals that species can benefit from adaptations that decrease the temporal variance of fitness, $\text{Var}(\lambda)$, even if such adaptations incidentally decrease mean fitness $\bar{\lambda}$. Because these adaptations decrease the risk of catastrophic population decline, they are known as bet-hedging strategies.

Dormancy and iteroparous adults are widely-cited bet-hedging strategies ($\text{Cohen, 1966; Rees, 1994; Venable, 2007}$), so it would appear that the conventional interpretation is pointing at bet-hedging as the mediating mechanism of coexistence. In fact, the opposite is true. In Appendix D, we show that the storage effect does mediate bet-hedging, but tends to disproportionately reduce $\text{Var}(\lambda_j)$ for resident species. This is because a negative $EC$ interaction effect reduces population growth (i.e., decreases variance) when the environment is favorable and competition is high, a context that is more likely to be experienced by resident species. A good environment for a resident species will lead to high competition, whereas a good environment for an invader will not. The rare-species disadvantage of bet-hedging is compensated by the fact that the storage effect (in total) disproportionally increases the invader’s mean growth rate.

We have shown that stage-structure does not engender a storage effect through the suspected mechanisms (i.e., bet-hedging or avoiding stochastic extinction). Further, stage-structure is neither necessary nor sufficient for the storage effect. To see that a robust life stage is not sufficient, consider an arbitrary model with a robust life stage, but no environmental variation. A less trivial example is the modified lottery model wherein the survival probability fluctuates; here, the storage effect goes to zero as adults become more robust (Appendix C). A number of models have already demonstrated the possibility of the storage effect without stage structure ($\text{Abrams, 1984; Loreau, 1989; Loreau, 1992; Klausmeier, 2010; Li and Chesson, 2016; Letten et al., 2018; Schreiber, 2021}$). However, for purpose of illustration, we consider the following phytoplankton model,

$$\frac{dn_j(t)}{dt} = n_j(t) (b_j(t)R(t) - d_j), \tag{4}$$

where $n_j(t)$ is the density of phytoplankton species $j$, $b_j(t)$ is the temporally-fluctuating uptake rate, $R(t)$ is nitrogen concentration, and $d_j$ is the death rate. Defining $E_j = \log(b_j)$ and $C_j = \log(-R)$, we find that the $EC$ interaction effect is $\zeta_j = -d_j$. Importantly, this interaction effect arises despite the lack of stage-structure. This phytoplankton model also demonstrates that an interaction effect, which either buffer or amplifies population growth, is not necessarily a result of life-history traits (e.g., dormancy, iteroparity) that have a clear adaptive purpose, but rather a by-product of banal features of population dynamics. The uptake rate is multiplied by the resource concentration, and the resulting multiplicative functional form of the per capita growth rate function gives rise to an interaction effect.

Although the conventional interpretation is influential, experts in coexistence theory have long recognized that $EC$ interaction effects are not limited to systems with stage-structure. Chesson (1994) writes "More generally, mechanisms leading a positive $\Delta I$ value [The storage effect] involve storage of the benefits of favorable periods in the population, whether this storage can be traced to a seed bank or something else. The term storage is a metaphor for the potential for periods of strong positive growth rate that cannot be canceled by negative growth at other times." This self-consciously abstract perspective lends itself to a more general interpretation of the storage effect, which we paraphrase as

**The conventional interpretation storage effect (v2):** "Storage" can be more generally understood as buffering, which is a negative interaction effect of environment and
competition on per capita growth rates. This buffering helps out rare species because it prevents extreme losses when the environment is unfavorable and competition is high.

Again, the existence of this interpretation is evidenced by excerpts from the literature (Appendix A). Buffering is an apt way to describe a negative interaction effect, which truly does protect against the double whammy of a poor environment and high competition. However, the conventional interpretation v2 is imprecise because a species’ storage effect tends to decrease a said species’ buffering ability increases.

To explain further, we derive a mathematical expression for the storage effect in the two-species lottery model (Appendix C). The storage effect for the species 1 is proportional to \( s_2 - \rho s_1 \), where \( s_1 \) and \( s_2 \) are (respectively) the invader’s and resident’s adult survival probability. When species' responses to the environment are partially correlated (i.e., \( 0 < \rho < 1 \)), the storage effect decreases as the invader’s adult survival probability increases. Since the invader’s adult survival probability is measure of the invader’s "storage" or "buffering", we observe that "storage" can decrease the storage effect. Note here that our critique assumes that the mathematical definition of the storage effect is the right way to define the storage effect; although alternative definitions are possible, they would not justify the conventional interpretation (v2) of the storage effect (Appendix E).

The seemingly paradoxical example of "storage" weakening the storage effect depends on species have positively correlated environmental responses. This is precisely what we expect to see in nature. It is well-known that plants have strong and positive growth responses to increases in temperature and precipitation (Rosenzweig, 1968; Lieth and Whittaker, 1973; Sala et al., 1988). The probability of germination — which is often identified as the environmental response in models of annual plants — can display a complex interdependency on temperature and precipitation, but nevertheless tends to increase as either abiotic variable increases (Baskin and Baskin, 1998; Facelli et al., 2005).

There is good empirical evidence that species have positively correlated environmental responses. We reviewed empirical studies that explicitly attempted to quantify or provide evidence for/against the storage effect (Cáceres, 1997; Venable et al., 1993; Pake and Venable, 1995; Pake and Venable, 1996; Adler et al., 2006; Sears and Chesson, 2007; Descamps-Julien and Gonzalez, 2005; Angert et al., 2009; Usinowicz et al., 2012; Facelli et al., 2005; Chesson et al., 2012; Kelly and Bowler, 2002; Kelly and Bowler, 2005; Usinowicz et al., 2017; Ignace et al., 2018; Hallett et al., 2019; Armitage and Jones, 2019; Armitage and Jones, 2020; Zepeda and Martorell, 2019; Zepeda and Martorell, 2019; Towers et al., 2020; Jiang and Morin, 2007; Holt and Chesson, 2014; Ellner et al., 2016), including this paper’s analysis of annual plant community (Section 4).

In the 24 studies we were able to find, there were 16 distinct communities. Of these 16 communities, 8/16 (50%) showed evidence of positive correlations in species’ environmental responses, 3/16 (19%) showed zero or near-zero correlation on average, 2/16 (12%) showed negative correlations, and 3/16 (19%) did not provide sufficient information to make a determination about the average sign of pairwise correlations. Two of the communities were only studied in the context of microcosm experiments. When we only consider natural communities for which sufficient information is available, 8/11 (73%) communities showed positive correlations and 2/11 (18%) show uncorrelated responses. Only 1 community, a Mediterranean grassland (Hallett et al., 2019), showed evidence of negative correlations. For more details on our analysis of the literature, see empirical_E_correlations.pdf at https://github.com/ejohnson6767/storage_effect_critique.

To be clear, it is true that in the lottery model (and the annual plant model), no species can have a positive storage effect if all species have zero adult (or seed) survival probability across time. However, this is a community-level condition for coexistence, reflected properly in the ingredient list definition of the storage effect (see 2.2). The conventional interpretation v2 may be thought of as conflating the community-level condition for coexistence (i.e., some species must have some "storage" for some species to coexist via the storage effect) with a species-level condition for persistence (i.e., one species must have "storage" in order for said species' storage effect to be positive). The conflation is analogous to falsely claiming that a species can persist by strongly competing with itself, since the competitive Lotka-Volterra model shows us that coexistence occurs when intraspecific competition is greater than interspecific competition.
4 The Storage effect without a seed bank

The seminal models of coexistence theory — the lottery and annual plant models — have played a crucial role in the development of Modern Coexistence Theory. With just a little bit of biological realism, indeed with simple life-history traits, these models convincingly showed that environmental variation can (and likely does) promote coexistence in the real world. However, these models are very particular, whereas the storage effect is very general. We should not limit ourselves by only looking for the storage effect via the "robust life stage" mechanism.

The classic annual plant model (also called the seedbank model; Chesson, 1994) is written as

\[ X_j(t+1) = X_j(t) \left[ s_j(1-G_j(t)) + \frac{G_j(t)Y_j}{1 + \sum_{k=1}^{S} c_k G_k(t) X_k(t)} \right], \]

where \( X_j \) is the density of seeds of species \( j \), \( s_j \) is the probability that a seed survives the growing season if it does not germinate, \( G_j(t) \) is the time-varying germination probability, \( c_k \) are competition coefficients, and \( Y_j \) is the maximum yield (seeds per germinant). Defining \( C_j(t) = C(t) = \log \left( 1 + \sum_{k=1}^{S} c_k G_k(t) X_k(t) \right) \) and \( E_j(t) = \log(G_j(t)) \), the finite rate of increase can be written as

\[ \lambda_j(t) = s_j(1-G_j(t)) + \exp\left( E_j(t) - C(t) \right). \]

Using the mathematical recipe of Eq.2, we find that the interaction effect is \( \zeta_j = -s_j \). The interaction effect is zero when there is no seedbank. To see this, imagine that \( s_j = 0 \), in which case the first additive term in Eq.6 vanishes and the per capita growth rate becomes

\[ r_j(t) = \log(\lambda_j(t)) = E_j(t) - C(t). \]

In this "no seed bank" scenario, it is easy to see that the parameters \( E_j \) and \( C_j \) have purely additive effects on the per capita growth rate — there is no interaction effect.

In general, the interaction effect will vanish for any growth rate function that takes the form \( r = \log(\lambda) = \log(u(E) + v(C)) = \log(u(E)) + \log(v(C)) \), where \( u \) and \( v \) are arbitrary but smooth functions. Put this way, the additivity of the annual plant model appears particular and unrealistic. In reality, the productivity in real annual plant communities is a complex function of events that occur over the length of the growing season, including size-dependent growth, the variability of precipitation, the dynamics of soil moisture, the timing of germination and flowering, etc. Additionally, there are several environmental parameters (e.g., soil moisture, nutrient content, herbivore and pollinator abundances). It is likely that all of this complexity harbours an EC interaction effect. As Chesson, 1994 writes, "There are so many ways in which nonadditivity can arise that it seems doubtful that any real populations could be additive, although approximate additivity could be common".

To illustrate the ubiquity of EC interaction effects, we analyze a community of annual plants at Caracoles Ranch, in Doñana National Park, Spain. Data was collected for 19 plant species over 8 growing seasons (2015–2022), across a spatial extent of approximately 5000 m². The fruit production of individual plants (sample size = 11187) was measured at peak fruiting time (i.e., when half of the flowers per individual have fruited), as well as the number and species identity of competitors within a 7.5 cm radius of the focal plants. Soil moisture was recorded at 2-week intervals at the spatial resolution of 1 m². The peak fruiting-time was highly variable across species and across years. For example, the Asteraceae Chamaemelum fuscatum peaks on average in mid-April, whereas late phenology species with succulent leaves such as the succulent shrub Chenopodiaceae Salsola soda peak in late September. Winter and spring precipitation highly influences the overall peak of fruiting across the community which varies from early May in very dry years (120 mm than average spring precipitation) to early July in wet years (90 mm than average spring precipitation).

Because the of the high clay content in this particular area (77%), soil moisture changes more across than within growing seasons, and such inter-annual variation appears to be determined by winter and spring precipitation. Therefore, we can define the environmental parameter \( E \) as the temporal average of soil moisture throughout the duration of the growing season (January-May). Although soil moisture is ostensibly a density-dependent factor (plants remove water via evapotranspiration), soil moisture is
surprisingly constant throughout the growing season (perhaps rainfall is intercepted and lost through evaporation) while still being highly predictive of seed production. Therefore, soil moisture can safely be treated as a density-dependent factor environmental parameter.

If the logarithm of fruit production, denoted $Z_j$, contains an $EC$ interaction effect, then the per capita growth rate will contain an $EC$ interaction effect, regardless of whether there is a seed bank. In addition to soil moisture, population growth is determined by the densities of nearby germinants, denoted $\mathbf{N} = (N_1, \ldots, N_S)\trans$. The full model, which takes the form of a multiple regression, contains nonlinear effects and an interaction effect:

$$
Z_j = \beta_{0,j} + \beta_{1,j}E + \beta_{2,j}E^2 + \beta_{3,j}C_j + \beta_{4,j}C_j^2 + \beta_{5,j}EC_j + \epsilon_j, \quad \epsilon_j \sim \text{Normal}(0, \sigma_j)
$$

(8)

$$
C_j = \log \left(1 + \left(\sum_{k=1}^S (\alpha_{jk} + \gamma_{jk}E) N_k \right)\right)
$$

(9)

Here, the $\beta$'s are regression coefficients, $C$ is the competition parameter, $\sigma_j$ is the scale of residual variation. The "effective competition coefficient", defined as $\alpha_{jk} + \gamma_{jk} \times E$, is comprised of an intercept parameter and slope parameter. All parameters besides $\sigma_j$ have a hierarchical structure — information is partially pooled across species in order to reduce estimation variance.

The functional form above is motivated by exploratory data analysis ($Z_j$ displayed an approximately linear relationship with $\log(1 + \sum_k N_k)$ and $E$) and prior knowledge (soil moisture is highly predictive of productivity in semi-arid environments). The form and hierarchical structure of the model are also supported by model comparisons (Table 1). Model-fitting was performed with the Stan (Carpenter et al., 2017) program in the R software environment (R Core Team, 2022); more details are available in Appendix F.

Table 1: Model comparisons. The acronym "elpd" stands for expected log predictive density. $\hat{\text{elpd}}$ is an estimate of elpd, computed using Pareto Smoothed Importance Sampling, Leave-One-Out Cross Validation (PSIS LOO) as implemented by the loo package (Vehtari et al., 2019). $\Delta \hat{\text{elpd}}$ is the difference with respect to the best-fit model. $SE(\Delta \hat{\text{elpd}})$ is the estimate of the standard error of $\Delta \hat{\text{elpd}}$. The column "# Parameters" does not include hyperparameters. The effective number of parameters is calculated as the difference between $\hat{\text{elpd}}$ and the non-cross-validated log predictive density; this quantity is analogous to the bias correction term in AIC.

| Description | $\Delta \hat{\text{elpd}}$ | $SE(\Delta \hat{\text{elpd}})$ | # Parameters | # Effective parameters |
|-------------|-----------------|-----------------|-------------|---------------------|
| main, nonlinear, and interaction effects; $S^2$ competition coefficients; hierarchical | 0.00 | 0.00 | 836.00 | 277.87 |
| main, nonlinear, and interaction effects; $S^2$ competition coefficients | -20.74 | 11.77 | 836.00 | 300.38 |
| main and interaction effects; $S^2$ competition coefficients; hierarchical | -111.89 | 17.94 | 798.00 | 249.48 |
| main and interaction effects; $S^2$ competition coefficients | -155.74 | 19.98 | 798.00 | 291.65 |
| main effects; $S^2$ competition coefficients | -325.45 | 28.72 | 779.00 | 205.93 |
| main effects; $S$ competition coefficients | -898.15 | 45.41 | 95.00 | 84.04 |

An $EC$ interaction effect is evident in Figure 1: the slope of the $Z_j \sim \log(1 + \sum_k N_j)$ regression is less negative in the low moisture regime. In other words, the effect of competition on
the per capita growth rates becomes less severe in a poor environment, the hallmark of a negative interaction effect. Still, this graphical evidence assumes that all species exert the same competitive pressure. The multiple regression relaxes this assumption with the inclusion of pairwise competition coefficients, and confirms that the interaction effect, \( \beta_{5,j} \), is commensurate in importance to the other regression coefficients (Fig. 2). The effective per capita growth rate function is \( \log(\lambda_j) = \log(\text{germination probability} \times \text{seeds per fruit}) + \text{"right-hand-side of Eq.8"} \), which implies that the EC interaction effect is simply \( \zeta_j = \beta_{5,j} \).

The model also provides evidence for the other ingredients: species-specific responses to the environment and EC covariance (Fig. 5, 6, & 7; Appendix F). We do not quantify the storage effect, since this would require an analysis whose complexity exceeds the scope of this paper — an analysis that parses spatial and temporal coexistence mechanisms, using a model that accounts for spatial heterogeneity, dispersal dynamics, and the dependence of germination and survival on moisture. However, the distributions of intra and interspecific competition coefficients are nearly identical (Fig. 8, Appendix F), suggesting that fluctuation-dependent mechanisms are more important than classical coexistence mechanisms (i.e., resource/predator partitioning).

Where does the EC interaction effect come from? We have no definitive answer, but we can offer some plausible explanations. In a year with high soil moisture, individual plants can grow large, and larger individuals produce stronger competition effects than smaller individuals (Rees, 2013). In the face of high competition, at some point during the growing season, large plants stop being limited by soil moisture and start being limited by light or soil nutrients (DeMalach et al., 2017). The presence of many large plants will undoubtedly intensify the negative effects of competition along some dimension, resulting in a negative EC interaction effect. To back up our verbal argument, we present a logistic model for the within-generation dynamics of size. Plant size at day \( s \) of the growing season is \( x(s) \). The number of germinants is \( N \), and soil moisture is \( E \). Integrating the logistic model, 

\[
\frac{dx(s)}{ds} = x(s)E(1 - aNx(s)),
\]

from 0 to \( h \), the duration of the growing season, gives us plant size. Now, if we define competition as \( C_j = aNx(h) \), and claim that seed production is proportional to plant size, then the finite rate of increase can be written as \( \lambda = C + (1 - C)\exp(Eh) \). Applying the definition of the interaction effect (Eq.1), we obtain a negative interaction effect, \( \zeta_j = -h\exp(hE^*) \).

5 Discussion

This paper has two main messages. First, when a robust life stage does engender a storage effect, it does not do so via the suspected mechanisms — by preventing stochastic extinction or a rare-species advantage in bet-hedging. Rather, a robust life stage can engender a storage effect by enabling an interaction effect between environment and competition (item #2 in the ingredient-list definition of the storage effect; Section 2.2). Second, such EC interaction effects may arise from a variety of processes, so ecologists should search for the storage effect in a phenomenological way, and later provide a mechanistic understanding, if possible.

The question remains, how should the storage effect be understood? Our suggestion is that understanding should be built around the ingredient list definition of the storage effect (Section B), which states that the storage effect tends to support many species when there are 1) species-specific responses to the environment, 2) interaction effects between environment and competition; and 3) covariances between environment and competition. The presence of the three ingredients can be checked with exploratory plots (e.g., Fig. 1, 5). A holistic understanding of the storage effect can be achieved by relating the ingredient-list definition, the mathematical definition, and concrete examples; indeed, this is the project attempted by Appendix B.

Two of the three ingredients of the storage effects are straightforward to interpret. Ingredient #1 (species-specific responses to the environment) is simply a type of niche partitioning. Ingredient #3 (EC covariance) is generically fulfilled when a good environment leads to population growth, and subsequently, competition via overcrowding (Johnson and Hastings, 2022c). Ingredient #2, an EC interaction effect, which is the subject of this paper, requires a more abstract interpretation. It is the
Figure 1: Graphical evidence of EC interaction effects. The logarithm of fruit production, the proxy for the per capita growth rate, is plotted against \( \log \left( 1 + \sum_k N_k \right) \), the proxy for competition. Soil moisture is considered low if it is below the mean. For all but one species, the slope is less negative in the low moisture regime. This pattern is indicative of a negative EC interaction effect, also known as buffering — the per capita growth rate is less sensitive to competition in the face of a poor environment.
Figure 2: The standardized coefficient, a measure of predictor importance. The interaction effect is commensurate with the two main effects. The standardized coefficient is calculated as the posterior average of a model coefficient, divided by the standard deviation of the corresponding predictor. The bars and error bars represent the median and 50% predictive intervals, respectively, across species.
synergistic (or antagonistic) effect of environment $E$ and competition $C$; it is the degree to which a favorable $E$ exacerbates (or alleviates) the effects of $C$. A negative interaction effect can be interpreted as protection against the double-whammy of a poor $E$ and high $C$, whereas a positive interaction effect can be interpreted as acute susceptibility to a poor $E$ and high $C$.

Although the consequences of the $EC$ interaction effect for the population dynamics of competing species can be understood, a unique ecological interpretation does not exist — interaction effects are ubiquitous and therefore cannot be tied to any particular mechanism. This acknowledgement of complexity should resonate with both quantitative ecologists (the regression coefficients are never zero) and environmentalists (*"everything is connected to everything else", Commoner, 2015). Of course, in particular models, we can use the abstract interpretations (from the previous paragraph) to hypothesize about particular mechanisms of an $EC$ interaction effect, but our imaginations need not limit our inferences. When looking for the storage effect, ecologists should look for interaction effects wherever possible.

When exploring ecological processes using a phenomenological perspective, one might worry that the inclusion of interaction effects will increase the risk of overfitting (Hastie et al., 2009, Ch. 7), but overfitting can be monitored with Cross Validation and abated with regularization (i.e., methods for reducing estimation variance in many-parameter models). For example, the best-fit model of our annual plant system has 836 parameters, but prior distributions and hierarchical model structure reduces the number of effective parameters to 278 (a 66% reduction in complexity). Additional variance-reduction techniques could be employed, including model-averaging (Dormann et al. (2018)), sparsity-inducing priors (Carvalho et al., 2009) and sub-models for constraining competition coefficients (Weiss-Lehman et al., 2022).

When formulating heuristic explanations for coexistence, one naturally considers a scenario in which a single species is rare, and then asks what allows this species to recover from rarity. In the case of coexistence via classical mechanisms, the heuristic explanation is, "If a species were ever to become rare, the resource that it specializes on will become more abundant, thus increasing per capita growth rates" (Fig. 3a). Here, the density-dependent feedback loop contains intuitive state variables (i.e., species densities and resource concentrations, specifically their mean levels) which interact in an obvious way (i.e., more resources per capita $\rightarrow$ higher per capita growth rates). The analogous heuristic explanation for coexistence via the storage effect is "If a species were ever to become rare, then the environmental states it specializes on will not lead to as much competition (as they did previously), the covariance between environment and competition will decrease, thus increasing per capita growth rates" (Fig. 3b). Here, the density-dependent feedback loop contains an abstract state variable (i.e., the product of fluctuations, $(E_j - E^*_j)(C_j - C^*_j)$) that interacts with a species' density in a non-obvious way (i.e., a negative interaction effect $\zeta_j$, deduced via a Taylor series). This explanation is unintuitive and requires an understanding of the math behind the storage effect. It is simply easier to say that rare species "store good years of recruitment" or "are buffered against unfavorable environmental conditions". But this is incorrect: the infinitesimal density of rare species means that any addition to density (i.e., "storage" in the conventional sense) has no effect on population dynamics, and "buffering" (as is it defined mathematically) tends to hurt rare species.

The storage effect is best understood in a community context. The ingredient-list definition of the storage effect gives the community-level "conditions", in the sense that the ingredients tend to lead to a positive (or negative) storage effect for many species. Even though the species-specific $\Delta I_i$ (Eq.1) is called "the storage effect" by convention, a number of papers have identified the community-average measure as the more relevant quantity (Chesson, 2003; Chesson, 2008; Yuan and Chesson, 2015).

The generality of the storage effect is both a strength and weakness. It is a weakness because a complete interpretation cannot rely on well-known concepts like bet-hedging, or a small set of life-history traits like dormancy or robust adults. Instead, the storage effect requires a phenomenological explanation through abstractions like "interaction effects" and "EC covariance". Nevertheless, the generality of the storage effect is a strength because it gives us a way to analyze, talk about, and quantify a phenomenon that occurs in disparate systems.
Figure 3: Density-dependent feedback loops for species that coexist due to resource partitioning (Panel a) and the storage effect (Panel b). The diagrams depict the self-limitation of a single species (subscript \( j \)), a subset of a much larger community-level causal diagram. The blue arrows vanish when a species is perturbed to the invader state: zero density. Panel a): population density \( n_j \) has negative effects on resource concentration \( R \), and resource concentration has a positive effect on the per capita growth rate \( r_j \). Panel b): population density has a positive effect on the competition parameter. Thus, the population indirectly has a positive effect on the product of fluctuations \((E_j - E_j^*) (C - C^*)\) (this quantity becomes the \( EC \) covariance when averaged across time). The product of fluctuations has a negative effect on the per capita growth rate if the interaction effect \( \zeta_j \) (red box) is negative.
Acknowledgements

We would like to thank Karen Abbott for helpful suggestions. OG acknowledges financial support provided by the Spanish Ministry of Science and Innovation (PID2021-127607OB-100) and through Ramón y Cajal program (RYC-2017-23666).

Author contribution statement

E.J. conceived the project and wrote the first draft; O.G. and collaborators collected the annual plant data; E.J. analyzed the data; A.H. & O.G. contributed substantial revisions.

Data availability statement

All pertinent files and code will be available at https://github.com/ejohnson6767/storage_effect_critique.

Conflict of interest statement

The authors declare no conflicts of interest.
Appendices

Appendix A  Evidence of the conventional interpretation: Excerpts from the literature

Here we attempt to show that the conventional interpretation exists. We are not making any claims about what the quoted authors do or do not know about the storage effect — it is often pedagogically useful to present definitions that are evocative but not 100% precise. Similarly, there is no sense in giving a fully general account of the storage effect when discussing how the phenomena emerges from a particular model. Our only purpose in providing these quotations is to show that a reasonable reader could distill the conventional interpretation (or something like it) from the literature.

Evidence of the conventional interpretation

- "...adults must be able to survive over periods of poor recruitment, such that the population declines only slowly during these periods. Under these conditions, a species tends to recover from low densities, and competitive exclusion is opposed. .... We refer to this phenomenon as the storage effect because strong recruitments are essentially stored in the adult population, and are capable of contributing to reproduction when favorable conditions return (Chesson, 1985).

- "...the storage-effect coexistence mechanism relies on such buffering effects of persistent stages, because these prevent catastrophic population decline when poor recruitment occurs." (Chesson, 2003)

- "Persistence of adults limits the damage from unfavourable conditions, but does not prevent strong growth at other times. ...Similarly, the dormant seeds of annual plants are relatively insensitive to environmental factors and competition in comparison with the actively growing plants." (Chesson et al., 2004)

- "Seed banks or long-lived adults “store” the effects of favorable years, which buffer the effects of bad years when population sizes may decline." (Sears and Chesson, 2007)

- "First, organisms must have some mechanism for persisting during unfavourable periods, such as a seedbank, quiescence or diapause. This condition, which gives the storage effect its name, buffers negative population growth; without it, populations would go extinct after a brief unfavourable period and environmental variation could never promote coexistence." (Adler, 2014)

Evidence of the conventional interpretation (v2)

- "...there is some way to “store” the effects of good times, to get organisms through bad ones." (Barabás et al., 2018)

- "More generally, mechanisms leading a positive $\Delta I$ value involve storage of the benefits of favorable periods in the population, whether this storage can be traced to a seed bank of something else. The term storage is a metaphor for the potential for periods of strong positive growth rate that cannot be canceled by negative growth at other times." (Chesson, 1994)

- "Storage effects happen when the invader experiences low competition in favorable environments and has the ability to store that double benefit." (Snyder, 2012)

- "However, these gains by the rare come to nothing if they are wiped out in bad years. The storage effect can therefore maintain coexistence only if species are buffered against sudden rapid declines. One natural way for this to occur is if generations overlap and established individuals are immune to the causes of temporal variation (e.g., viability selection on offspring, no selection on adults)." (Messer et al., 2016)
Appendix B  An extended description of the storage effect

B.1  An introductory example: The lottery model

The storage effect is well-demonstrated with a toy model of coral reef fish dynamics. The lottery hypothesis (Sale, 1977) states that the local diversity of coral reef fishes is generated by the random allocation of space: when an adult fish dies, the various fish species enter a lottery for the open territory with a number of tickets equal to the number of larvae that each fish species produces. The lottery hypothesis was motivated by the fact that coral reef fishes do not appear to finely partition food types, but do appear to be limited by space. Space limitation is evidenced by the observed territoriality of adults (Warner and Hoffman, 1980), the production of larvae in massive numbers, and the weak correlation between adult population size and the subsequent number of recruits (Cushing, 1971, Szuwalski et al., 2015).

While Sale’s lottery hypothesis does a fine job at explaining local biodiversity, it cannot explain the maintenance of biodiversity — coexistence. Chesson and Warner (1981) were able to attain coexistence with the addition of a single feature: temporal variability in per capita larval production. The resulting model is now known as the lottery model, and the more general process permitting coexistence is known as the storage effect. The exposition here follows the lottery model of Chesson (1994), as opposed to original lottery model (Chesson and Warner, 1981), which is more complex due to stochasticity in both adult mortality and larval production.

Imagine a guild of fish species inhabiting discrete territories on a coral reef. Several events occur in each time-step of the lottery model, here presented in chronological order

1. The fish spawn. Per capita larval-production, (i.e., per capita fecundity) fluctuates from time-step to time-step, putatively due to dependency on environmental factors that also fluctuate. Like the larvae of many marine fish, our hypothetical larvae disperse offshore (ostensibly to avoid predation) and return some time later, though still within the time-step.

2. Adult fish die with some density-independent probability, leaving behind an empty territory. The death probability may vary across species, but unlike fecundity, does not vary across time.

3. The larvae return to the reef and inherit the empty territories with a recruitment probability for any given larva being equal to the number of empty sites, divided by the total number of larvae. This uniform probability of per larva recruitment is the lottery in the lottery model. The unrecruited larvae die before the next time-step begins.

The above dynamics are expressed in the difference equations,

\[ n_j(t + 1) = n_j(t) \left[ \sum_{s_j} \left( \frac{\text{survival prob.}}{s_j} \right) + \frac{\text{per capita fecundity}}{\eta_j(t)} \right] \left[ \frac{\sum_{j \neq i} (1 - s_j)n_j(t)}{\sum_{j \neq i} \eta_j(t)n_j(t)} \right], \quad j = (1, 2, \ldots, S), \quad (11) \]

where \( n_j(t) \) is the density of species \( j \) at time \( t \), \( s_j \) is the adult survival probability, and \( \eta_j(t) \) is the time-varying per capita larval production.

In the lottery model, empty space is the only limiting resource, so the competitive exclusion principle (which states that no more than \( N \) species can coexist on \( N \) regulating factors; (Volterra, 1926, Lotka, 1932, Levin, 1970) is transcended if even two fish species are able to coexist. Intuitively, if a species becomes rare for whatever reason (e.g., competition, catastrophes), then it must have a positive per capita growth rate if it is to recover from rarity. This is a slight simplification (see Barabás et al., 2018, p. 293), but for our current purposes, we say that coexistence is related to a rare-species advantage, operationalized by the invasion growth rate: the long-term average per capita growth rate of a species...
Figure 4: Diagrammatic representation of the lottery model. Figure originally appears in 2022c.
that has been perturbed to low density. The practice of determining coexistence based on invasion growth rates is called an invasion analysis (Turelli, 1978; Grainger et al., 2019).

Consider a two-species lottery model with a red species and a blue species (Fig. 4). The red species produces many larvae during hot years and few larvae during cold years. The blue species responds to temperature oppositely: it produces few larvae during hot years and many larvae during cold years. We now ask the question pertinent to coexistence: if the blue fish species becomes rare, will it be able to recover?

When the blue fish species experiences a good (i.e., cold) year, there are few larvae produced in total: the environment is unfavorable to the red fish, and although there are many blue larvae produced per capita, the blue fish are rare. Each blue fish larva thus experiences relatively little competition, which we may measure as larvae per empty site. In this scenario, we see that a rare species is able to capitalize on a good environment (Fig. 4a).

To uncover a potential rare-species advantage, we must now examine an analogous scenario from the perspective of the common species. When the red fish species experiences a good (i.e., warm) year, many red larvae are produced in total, since there are many red fish and the environment favors the red fish. However, there is now an excess of red larvae, which significantly decreases the probability of any one larva winning a territory. The consequence of this high competition is a small or zero-valued per capita growth rate; the last panel of Fig. 4b shows no net change. Unlike the rare blue fish, the common red fish is unable to capitalize on a good environment.

We will now frame this concrete scenario (i.e., the red fish experiencing a hot year) in slightly more general terms: For a common species, a good response to the environment (e.g., high per capita larval fecundity) causes high competition (e.g., many larvae per open site), which ultimately undermines the good response to the environment. For a rare species, a good response to the environment does not lead to as much competition. It is this asymmetry between rare and common species that drives the storage effect.

B.2 A simple interpretation of the storage effect

Good environments lead to high competition for common species, but less so for rare species. Since high competition undermines the positive effects of a good environment (via a negative interaction effect of environment and competition on per capita growth rates), rare species are better able to take advantage of a good environment than common species.

This interpretation is correct but leaves out some details. How can the asymmetry between rare species and common species be represented mathematically? For that matter, how can the negative interaction effect be represented mathematically? Is the storage effect a species-level or community-level characteristic? These questions are best answered with the mathematical definition of the storage effect and its textual analogue: an ingredient list of conditions for the storage effect.

B.3 Modern Coexistence Theory

The mathematical definition of the storage effect is embedded within Modern Coexistence Theory (Chesson, 1994; Chesson, 2000a; Barabás et al., 2018), a framework for partitioning invasion growth rates into additive terms; these terms correspond to different explanations for coexistence, and are therefore called coexistence mechanisms. The storage effect is one of several coexistence mechanisms. In order to arrive at the mathematical definition of the storage effect, we provide a step-wise summary of the derivation of coexistence mechanisms:

1. **Choose one species to be the rare species.** This species is called the invader and the remaining species are called residents. Set the invader’s density to zero, and let residents attain their limiting dynamics, i.e., let them equilibrate to their typical densities.

   The invader is denoted by the subscript $i$, the residents are denoted by the subscript $s$, and a generic species is denoted by the subscript $j$.

2. **Write the per capita growth rates in terms of the environmental and competition.** Let the per capita growth rate of species $j$ be some function $g_j$ of the environmental parameter $E_j(t)$
and competition \( C_j(t) \), i.e., \( dn_j(t)/(n_j(t)dt) = r_j(t) = g_j(E_j(t), C_j(t)) \). In discrete-time models like the lottery model, the effective per capita growth rate is the logged \textit{finite rate of increase}, i.e., \( r_j(t) = \log(\lambda_j(t)) \), where \( \lambda_j(t) = n_j(t + 1)/n_j(t) \). Extensions to structured populations can be found in Ellner et al. (2019). For notational simplicity, we drop the explicit dependence on time \( t \).

The parameter \( E_j \) is called the environmental parameter, the environmentally-dependent parameter, or simply the environment. It is typically a demographic parameter, belonging to species \( j \), that depends on the abiotic environment (e.g., germination probability depends on temperature). More generally, \( E_j \) may represent the effects of density-independent factors. The parameter \( C_j \) is called the competition parameter, but it may represent the effects of density-dependent factors. Of particular interest is the case where \( C_j \) is a function of shared predators, potentially leading to the storage effect due to predation (Kuang and Chesson, 2010; Chesson and Kuang, 2010; Stump and Chesson, 2017).

The invasion growth rate is the long-term average per capita growth rate of the invader. More generally, the invasion growth rate is the dominant Lyapunov exponent of the dynamical system representing population dynamics (Metz et al., 1992; Dennis et al., 2003).

3. \textbf{Expand growth rates with respect to} \( E_j \) and \( C_j \). First, select equilibrium values of the environment and competition, \( E_j^* \) and \( C_j^* \), such that \( g_j(E_j^*, C_j^*) = 0 \). Next, perform a second-order Taylor series expansion of \( g_j(E_j, C_j) \) about \( E_j^* \) and \( C_j^* \).

The result is

\[
\begin{align*}
\frac{r_j}{E_j^*, C_j^*} \approx \frac{g_j(E_j, C_j)}{E_j^*, C_j^*} + \frac{1}{2} \frac{\partial g_j(E_j, C_j)}{E_j^*, C_j^*} \frac{\partial^2 g_j(E_j, C_j)}{E_j^*, C_j^*}
&+ \frac{1}{2} \frac{\partial^2 g_j(E_j, C_j)}{E_j^*, C_j^*} \frac{\partial^2 g_j(E_j, C_j)}{E_j^*, C_j^*}
&+ \frac{1}{2} \frac{\partial^2 g_j(E_j, C_j)}{E_j^*, C_j^*} \frac{\partial^2 g_j(E_j, C_j)}{E_j^*, C_j^*} \\
&+ \zeta_j (E_j - E_j^*) (C_j - C_j^*),
\end{align*}
\]

(12)

where the coefficients of the Taylor series,

\[
\begin{align*}
\alpha_j^{(1)} &= \frac{\partial g_j(E_j, C_j)}{E_j^*, C_j^*}, & \beta_j^{(1)} &= \frac{\partial g_j(E_j, C_j)}{E_j^*, C_j^*}, & \alpha_j^{(2)} &= \frac{\partial^2 g_j(E_j, C_j)}{E_j^*, C_j^*}, & \beta_j^{(2)} &= \frac{\partial^2 g_j(E_j, C_j)}{E_j^*, C_j^*}, & \zeta_j &= \frac{\partial^2 g_j(E_j, C_j)}{E_j^*, C_j^*},
\end{align*}
\]

(13)

are all evaluated at \( E_j = E_j^* \) and \( C_j = C_j^* \).

4. \textbf{Time-averaging}. Invasibility is determined by what happens in the long-run, so our next step is to take the temporal average of Eq.12. Temporal averages are denoted with "bars"; e.g., the average per capita growth rate of species \( j \) is \( \bar{r}_j \).

\[
\bar{r}_j \approx \alpha_j^{(1)} (\bar{E}_j - E_j^*) + \beta_j^{(1)} (\bar{C}_j - C_j^*)
+ \frac{1}{2} \alpha_j^{(2)} \text{Var}(E_j) + \frac{1}{2} \beta_j^{(2)} \text{Var}(C_j) + \zeta_j \text{Cov}(E_j, C_j).
\]

(14)

The above expression above rests on several assumptions about the magnitude of environmental fluctuations and the relationship between environment, population density, and competition (details can be found in Chesson (1994) and Chesson (2000a)). Most crucially, we assume that environmental fluctuations, \( |E_j - E_j^*| \), are very small, and that average environmental fluctuations \( \bar{|E_j - E_j^*|} \), are even smaller. These \textit{small-noise assumptions} ensure that the expression Eq.14 is a good approximation of the true invasion growth rate, thus justifying the truncation of the Taylor series at second order. The small-noise assumptions also justify the replacement of second-order polynomial terms with central moments, e.g., \( (E_j - E_j^*)^2 \) is replaced by \( \text{Var}(E_j) \): the equilibrium value \( E_j^* \) is assumed to be very close the temporal average \( E_j \), such that little growth rate is lost by replacing the former with the latter.
invader–resident comparisons

The long-term average growth rate of each resident must be zero (otherwise residents would go extinct or explode to infinity), so the value of the invasion growth rate is unaltered if we subtract a linear combination of the residents’ long-term average growth rates.

\[
\tau_i = \tau_i - \sum_{s \neq i} q_{is} \tau_s
\]

(15)

The \( q_{is} \) are called scaling factors (Barabás et al., 2018) or comparison quotients (Chesson, 2020). Chesson’s 1994 original definition of the \( q_{is} \) utilized the so-called standard parameters (to be discussed shortly), but is essentially equivalent to \( q_{is} = \frac{\beta_{i}^{(1)} \partial C_i}{\partial C_s} \). Ellner et al. (2016, 2019) have suggested scaling resident growth rates to create a simple average over resident species, i.e., in Eq.15, replace the \( q_{is} \) with \( 1/(S-1) \). We (Johnson and Hastings, 2022a) have argued in favor of replacing the scaling factors with quotients of species’ generation times. For the sake of convention, however, we use Chesson’s original scaling factors.

Though the average growth rate of each resident is zero, the components of the average growth rate (i.e., the additive terms in Eq.14) are not necessarily zero. Therefore, we can draw meaningful comparisons between the invader and the residents by substituting the right-hand side of the Taylor series expansion (Eq.14) into the invader–resident comparison (Eq.15) and grouping like-terms:

\[
\tau_i \approx \alpha_i^{(1)}(E_i - E_i^*) + \frac{1}{2}\alpha_i^{(2)}\text{Var}(E_i) + \beta_i^{(1)}C_i^* - \sum_{s \neq i} q_{is}\left((E_s - E_s^*) + \frac{1}{2}\alpha_s^{(2)}\text{Var}(E_s) + \beta_s^{(1)}C_s^*\right)
\]

\[
\tau_i' = \frac{\beta_i^{(1)}C_i^*}{\text{Density-independent effects}} - \sum_{s \neq i} q_{is}\beta_s^{(1)}C_s^* \quad \text{\( \Delta \rho_i \), Linear density-dependent effects}
\]

\[
+ \frac{1}{2}\beta_i^{(2)}\text{Var}(C_i) - \sum_{s \neq i} q_{is}\beta_s^{(2)}\text{Var}(C_s) \quad \text{\( \Delta N_i \), Relative nonlinearity}
\]

\[
+ \zeta_i\text{Cov}(E_i, C_i) - \sum_{s \neq i} q_{is}\zeta_s\text{Cov}(E_s, C_s) \quad \text{\( \Delta I_i \), The storage effect}
\]

(16)

The new symbols (\( r_i' \), \( \Delta \rho_i \), \( \Delta N_i \), and \( \Delta I_i \)) denote coexistence mechanisms.

One peculiar aspect of Eq.16 is that \( r_i' \) contains \( \beta_j^{(1)}C_j^* \) terms; \( r_i' \) is the only coexistence mechanisms that contains multiple kinds of Taylor series terms. This quirk is related to the scaling factors. With the \( \beta_j^{(1)}C_j^* \) terms shunted to \( r_i' \), the scaling factors can be used to cancel \( \Delta \rho_i \) when there are more residents than limiting factors. Eliminating \( \Delta \rho_i \) serves a definite role: it simplifies the invasion growth rate partition; allows us to not make the small-noise assumptions \( C_j - C_j^* = O(\sigma) \) and \( C_j - C_j^* = O(\sigma^2) \), which are otherwise required; and highlights the role of fluctuation-dependent mechanisms by showing that not all species can be supported by classical mechanisms like resource partitioning (which are captured by \( \Delta \rho_i \)). However, we have argued (Johnson and Hastings, 2022a) that empirical applications of MCT should keep the \( \beta_j^{(1)}C_j^* \) terms in \( \Delta \rho_i \), and should not use scaling factors.
Our exposition of MCT does not utilize the standard parameters (i.e., $E_j$ and $C_j$, see Eq. 6–9 in Chesson, 1994) since they impose an additional layer of potentially confusing abstraction, and because they lead to coexistence mechanisms that are quantitatively identical in the limit of small noise. That it not to say that the standard parameters are not useful — they can be used to define coexistence mechanisms that sum exactly to the invasion growth (see Chesson, 2020; Ellner et al., 2019).

The mathematical definition of the storage effect is

$$\Delta I_i = \zeta_i \text{Cov}(E_i, C_i) - \sum_{s\neq i} q_{is} \zeta_j \text{Cov}(E_s, C_s).$$

(17)

When ecologists talk colloquially about a storage effect, they are typically talking about a positive $\Delta I_i$ that is mediated through competition. However, the storage effect can also be negative, and/or mediated through apparent competition. In the case of a negative storage effect, there is a tendency for rarity to cause lower per capita growth rates. Therefore, negative storage effects can mediate a stochastic priority effect (Chesson, 1988; Schreiber, 2021).

Coexistence mechanisms are often divided by the invader’s sensitivity to competition, which we may operationalize here as $|\beta^{(1)}_i|$. The rationale here is that $|\beta^{(1)}_i|$ can be interpreted as the speed of population dynamics (at least in the lottery model and annual plant model; sensu Chesson, 1994), so dividing by it enables a better comparison of species with slow and fast life-cycles (Chesson, 2018). Note that this type of scaling is distinct from the aforementioned $q_{is}$ scaling factors.

Scaled coexistence mechanisms are sometimes averaged over species (see Chesson, 2003, Barabás et al., 2018), either to make comparisons between communities or to quantify how a mechanism affects species in general. The community-average storage effect is defined as

$$\left( \frac{\Delta I_i}{|\beta^{(1)}_i|} \right) = \frac{1}{S} \sum_{i=1}^S \frac{\Delta I_i}{|\beta^{(1)}_i|}.$$  

(18)

### B.4 The ingredient-list definition

The storage effect depends on three ingredients:

1. species-specific responses to the environment,
2. a non-zero interaction effect with respect to fluctuations in the environment and competition (also known as nonadditivity), and
3. covariance between environment and competition (EC covariance for short).

We say that the storage effect "depends on three ingredients" (rather than "requires the ingredients"), because the ingredients’ statuses as necessary and sufficient conditions are complex and context-dependent. On one hand, ingredients 2 & 3 are necessary for the storage effect in the sense that $\Delta I_i$ will be zero if $\zeta_j = 0$ and $\text{Cov}(E_j, C_j) = 0$ for all $j$. Conditioned on the assumption of symmetric-species (see Appendix B.4.1 below), all three ingredients are individually necessary and jointly sufficient for a non-zero $\Delta I_i$. On the other hand, ingredients 2 & 3 are not necessary in the sense that one can construct examples where $\Delta I_i$ is positive despite some species (even the invader) having $\zeta_j \neq 0$ and $\text{Cov}(E_j, C_j) \neq 0$. To see why ingredient 1 is not necessary, consider the following non-symmetric scenario in which all species respond to the environment identically, but only species $k$ has a non-zero interaction effect (i.e., $\zeta_k \neq 0$). In this scenario, the condition $\neq 1$ (species-specific responses to the environment) is not satisfied, yet species $k$ may nonetheless have a non-zero storage effect. In C, we show that the ingredients are not sufficient for the storage effect: when all ingredients are present in the lottery model, the storage effect can be zero if different species have different adult survival probabilities.
Our discussion of necessary and sufficient conditions does not imply that the ingredients are unimportant, nor that the ingredient-list definition has little value. For one, very few high-level features of the world have necessary and sufficient properties. In everyday life and in ecology, concepts are fuzzy, being held together by an open-ended set of correlated properties; Wittgenstein (1968) famously called these family resemblance concepts. Secondly, the ingredient-list definition, when combined with math (B.4.1) and concrete examples (B.4.2–B.4.4), is key to understanding the storage effect. Our discussion in the previous paragraph does, however, justify the usage of the "ingredient-list" metaphor — the ingredients of a dish are not the dish itself; preparation also matters.

### B.4.1 Symmetric species

To see how the simultaneous presence of all ingredients promotes coexistence in general, we will consider the case of symmetric species. Responses to the environment are temporally uncorrelated, but are correlated between species. Specifically, covariances are given by a symmetric covariance matrix, with \( \text{Cov}(E_j, E_j) = \sigma^2 \) and \( \text{Cov}(E_j, E_k) = \rho \sigma^2 \) when \( j \neq k \). Otherwise, species are assumed to be demographically equivalent.

At first, we will consider the case of two species: one resident and one invader. Suppose that all three ingredients are represented in this expression. The scaling factors are \( \Delta \) and population densities, \( \bar{n}_i \). The storage effects takes the strikingly simple form, \( \Delta I \approx -\zeta(1 - \rho)\theta \sigma^2 \).

All three ingredients are represented in this expression. Species-specific responses to the environment are captured by \( 1 - \rho \), a measure of environmental niche overlap. The interaction effect, \( \zeta \), is generally negative in models of resource competition, thus making the storage effect positive. The covariance between environment and competition is captured by \( \theta \sigma^2 \) and \( \rho \theta \sigma^2 \) for the resident and invader respectively.

Generalizing to the multi-species, involves redefining the competition-generating function \( h \) so that competition is determined all residents’ environmental responses, \( \bar{E} \), and population densities, \( \bar{n} \). The parameter \( \theta \) is also redefined: \( \theta = \frac{\partial h(E^*_i, n^*_i)}{\partial E^*_i} \), where \( s \neq i \).
The invader’s EC covariance is
\[
\text{Cov}(E_i, C) \approx S \sum_{s \neq i} \frac{\partial h(E^*_s, n^*_s)}{\partial E_s} \text{Cov}(E_i, E_s)
\]
\[
\approx \theta \sigma^2 \rho (S - 1),
\]
whereas the residents’ EC covariance is
\[
\text{Cov}(E_s, C) \approx S \sum_{k \neq i} \frac{\partial h(E^*_k, n^*_k)}{\partial E_k} \text{Cov}(E_s, E_k)
\]
\[
\approx \theta \sigma^2 (\rho(S - 2) + 1).
\]

Again, the storage effect is \(\Delta I \approx -\zeta(1 - \rho)\theta\sigma^2\). However, there is one difference between the multi-resident case and the single-resident case. In the multi-resident case \(\theta\) tends to be inversely proportional to the number of residents — multiple residents affect the competition parameter, so a single resident’s environmental response has a smaller effect on the competition parameter.

For example, the competition parameter in the lottery model is
\[
C = \log \left( \frac{\sum_{k=1}^{S} \exp(E_k) \delta_k n_k}{\sum_{k=1}^{S} \delta_k n_k} \right),
\]
where \(\delta_k\) is the morality probability of adult fish (see Appendix C for details). With this choice of \(C\), along with the symmetric-species assumption, we find that \(\theta = 1/(S - 1)\). The coefficient \(\theta\) generically scales with \(1/(S - 1)\) whenever competition can be written as the logarithm of a linear combination of environmental responses. While the storage effect can theoretically support an arbitrary number of species with a single regulating factor, the storage effect becomes weaker as communities become more speciose. As a consequence, coexistence becomes less robust — small deviations from the symmetric-species case are likely to result in extirpations — once again demonstrating the "...impossibility of coexistence of infinitely many strategies" (Gyllenberg and Meszéna, 2005).

### B.4.2 Ingredient #1: Species-specific responses to the environment

The function of ingredient #1 is rather obvious: to establish the presence of niche differences, which are necessary for coexistence via any mechanism (Gause, 1934; Chesson, 1991). In the absence of species-specific responses to the environment, there would be no rare-species advantage. In terms of the lottery model, a good (bad) year for the blue species would automatically be a good (bad) year for the common red species, such that both species would always experience the same level of competition. Interestingly, ingredient #1 is conceptually intuitive but mathematically obscure — ingredient #1 manifests mathematically in the differential magnitudes of the invader and residents’ EC covariances, but seeing this clearly requires simplifying assumptions (as in the case of symmetric-species, Appendix B.4.1).

### B.4.3 Ingredient #2: An interaction effect between environment and competition

When a red fish experiences a hot year, it is not merely the case that the negative effects of high competition offset the positive effects of a good environment. Rather, the environment and competition act synergistically to reduce per capita growth rates further. This synergy is the interaction effect, akin to an interaction effect in multiple regression. In fact, the coefficient \(\zeta_j\) in the mathematical definition of the storage effect (Eq.17) is the interaction effect of a multiple regression, in the limit of small environmental noise, where \(E_j - E^*_j\) and \(C_j - C^*_j\) are predictors. The causal interpretation of an interaction effect in multiple regression is that the level of one predictor modulates another predictor’s effect on the response variable (Gelman and Hill, 2007), which is why the simple interpretation of the storage effect (see the main text, Section: B.2) states that "high competition undermines the positive effects of a good environment". Put yet another way, high competition means that the population is less sensitive to changes in the environment.
In our exposition thus far, we have described a negative interaction effect. However, both negative or positive interaction effect can lead to either a positive or negative storage effect. In the jargon of Modern Coexistence Theory, a negative interaction effect (i.e., $\zeta_j < 0$) is called subadditivity or buffering (Chesson, 1994). The term subadditive comes from the fact that the joint effects of environment and competition are less than than the sum of their parts. The term buffering comes from the fact that the doubly deleterious effect of a poor environment and high competition is somewhat abated: the term $\zeta_j (E_j - E^*_j)(C_j - C^*_j)$ is positive when $\zeta_j < 0$, $(E_j - E^*_j) < 0$, and $(C_j - C^*_j) > 0$. A positive interaction effect (i.e., $\zeta_j > 0$) is synonymous with superadditivity or amplifying (Chesson and Ellner, 1989). More generally, both positive and negative interaction effects are referred to as nonadditivity. The storage effect is generally positive in systems with subadditivity and positive $EC$ covariances, or systems with superadditivity and negative $EC$ covariances. Conversely, the storage effect is generally negative in systems with subadditivity and negative $EC$ covariances, or systems with superadditivity and positive $EC$ covariances.

At a high level of abstraction, the interaction effect can be thought of combining the environment and competition into a large number of density-dependent factors. Coexistence requires negative feedback loops where species demonstrate some degree of specialization on density-dependent factors (Meszéna et al., 2006), but some communities do not have enough density-dependent factors to be specialized upon (Hutchinson, 1959; Hutchinson, 1961; but see Levin, 1970; Haigh and Smith, 1972; Abrams, 1988). On the other hand, species may readily specialize on different environmental states, but environmental variation alone cannot provide coexistence (Chesson and Huntly, 1997). The interaction effect combines the competition parameter with the environmental parameter to get the best of both worlds: the density-dependent factors (implicit in the competition parameter) provide the negative feedback while the species-specific environmental parameter provides the specialization.

But what is an interaction effect in more concrete terms? In the literature, a negative interaction effect has primarily been associated with differential sensitivities of different life-stages. Chesson and Huntly (1998) write, "... iteroparous plant and sessile marine organisms, can buffer by participating in reproduction over a number of years..." Semelparous species can experience these buffering effects if the offspring of an individual mature over a range of years." More generally, a negative interaction effect may arise from other forms of population structure: dormancy (Cáceres, 1997; Ellner, 1987), phenotypic variation (Chesson, 2000b), or spatial variation (Chesson, 2000a). In studies of the population genetic storage effect (which promotes allelic diversity), negative interaction effects can be produced by heterozygotes (Dempster, 1955; Haldane and Jayakar, 1963), sex-linked alleles (Reinhold, 2000), epistasis (Gulisija et al., 2016), and maternal effects (Yamamichi and Hoso, 2017).

When fecundity fluctuates and an adult life-stage is insensitive to the environment and competition, then adult survival will lead to a negative interaction effect — adults are simply not affected by the joint occurrence of a poor environment and high competition. If, on the other hand, adult survival fluctuates, then adults are disproportionately hurt by a poor environment (i.e., low adult survival) and high competition (Chesson, 1988). Of course, an interaction effect does not require population structure. Interaction effects results from per capita growth rates with multiplicative functional forms; see the phytoplankton model (Eq.4) or our empirically-driven annual plant model (Eq.8) from the main text. The ecological interpretation of an interaction effect (or lack thereof) must be determined on a model-by-model basis, either with mathematical analysis or analogy with previously-studied models.

B.4.4 Ingredient #3: Covariance between environment and competition

The final ingredient, covariance between environment and competition, is immediately evident in the mathematical definition of the storage effect (Eq.17). In more biological terms, the covariance captures the causal relationship between environment and competition. The most obvious way in which a good environment causes high competition (and vice-versa) is through intergenerational population growth: a good environment produces a larger population, and a larger population usually corresponds to higher competition. However, temporal autocorrelation in the environment is required for $EC$ covariance via intergenerational population growth (Li and Chesson, 2016; Letten et al., 2018; Ellner et al., 2019; Schreiber, 2021); the past environment determines the present competition, but the $EC$ covariation involves the current environment and current competition, so the current environment must
resemble the past environment. The storage effect also arises when species have phenotype differences in periodic environments (Loreau, 1989; Loreau, 1992; Klausmeier, 2010), since a periodic environment is just a special case of a temporally autocorrelated environment. In a stage-structured model, a good environment can lead to high competition within a single time-step (Chesson and Huntly, 1988). Consider the lottery model: a good environment (i.e., high per capita fecundity) at the spawning stage leads to high competition (i.e., many larvae per territory) at the recruitment stage. Note here that there is still temporal autocorrelation in the sense that the larvae carry the effects of the environment through time.

Although the archetypical storage effect is mediated through resource competition, the storage effect may also be mediated through apparent competition; the parameter $C_j$ may be generally understood as the effects of all density-dependent factors. When the storage effect is mediated through resource competition, the $EC$ covariance is generically positive, though it may be negative when the environment is negatively autocorrelated (Schreiber, 2021).

When the storage effect is mediated through apparent competition, a negative, positive or zero-valued covariance is possible. For the sake of the current discussion, assume that the competition is negatively autocorrelated (Schreiber, 2021). The lottery model with pure temporal variation (sensu Chesson, 1994) is written as

$$n_j(t + 1) = n_j(t) \left[ s_j + \eta_j(t) \left( \frac{\sum_{k=1}^{S} (1 - s_k) n_k(t)}{\sum_{k=1}^{S} \eta_k(t) n_k(t)} \right) \right], \quad j = (1, 2, \ldots, S).$$

(24)

Note that we do not need extra equations to track larvae because they die if they are not recruited. In order to fit the lottery model into the mold of Modern Coexistence Theory, we must define the environmental parameter and the competition parameter. Selecting $E_j = \log(\eta_j)$ and $C = \log \left( \frac{\sum_{k=1}^{S} m_k n_k}{\sum_{k=1}^{S} (1 - s_k) n_k} \right)$, the effective per capita growth rate takes the form

$$r_j(E_k, C_j) = \log(s_j + \exp\{E_j - C\})$$

(25)

With the log-scale specifications of $E_j$ and $C$, all Taylor series coefficients can be expressed purely as a function of $s_j$, which leads to tidy expressions of the coexistence mechanisms. If one uses the non-log-scale specification, the results are qualitatively identical.

Next, we choose the equilibrium parameters $E_j^*$ and $C_j^*$. The shared equilibrium level of competition is defined as the temporal average of competition experienced by the invader, averaged over all species acting as the invader: $C^* = \frac{1}{S} \sum_{i=1}^{S} C_i$. With this choice made, the equilibrium environmental parameters are fixed at $E_j^* = \log(1 - s_j) + C^*$. 
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With the equilibrium parameters defined, the partial derivatives of \( g_j \) may be computed:

\[
\begin{align*}
\alpha_j^{(1)} &= \frac{\partial g_j(E_j^*, C_j^*)}{\partial E_j} = 1 - s_j \\
\beta_j^{(1)} &= \frac{\partial g_j(E_j^*, C_j^*)}{\partial C_j} = -(1 - s_j) \\
\alpha_j^{(2)} &= \frac{\partial^2 g_j(E_j^*, C_j^*)}{\partial E_j^2} = s_j(1 - s_j) \\
\beta_j^{(2)} &= \frac{\partial^2 g_j(E_j^*, C_j^*)}{\partial C_j^2} = s_j(1 - s_j) \\
\zeta_j &= \frac{\partial g(E_j^*, C_j^*)}{\partial E_j} = -s_j(1 - s_j).
\end{align*}
\]

The general definition of the scaling factors is \( q_{is} = \frac{\beta^{(1)}_{i}}{\rho\sigma_i} \). In the case where species share a single competition parameter, this reduces to \( q_{is} = \frac{\beta^{(1)}_{i}}{\rho\sigma_i} \).

Under the standard small-noise assumptions of Modern Coexistence Theory, the competition parameter can be approximated by a function of residents’ environmental responses: \( (C - C^*) \approx \sum_{s \neq i} \frac{\partial h(E_s, a_s^*)}{\partial E_s} (E_s - E_s^*) \). In the lottery model with only one invader and one resident, there is a one-to-one conversion between environment and competition: \( \frac{\partial h(E_s, a_s^*)}{\partial E_s} = 1 \).

In a two-species system with species 1 as the invader and species 2 as the resident, the covariance between species 1’s environment response and competition is \( \text{Cov}(E_1, C) = \text{Cov}(E_1, E_2) = \rho \sigma^2 \), where \( \rho \) is the correlation between the two species’ responses to the environment, and \( \sigma^2 \) is the variance of environmental responses (shared by both species for maximum simplicity).

Utilizing the general mathematical expression of the storage effect, we find that the storage effect of species 1 is

\[
\Delta I_1 \approx \sigma^2 (s_2(1 - s_1) - \rho s_1(1 - s_1)).
\]

Setting \( \Delta I_1 \) to zero and solving for \( s_2 \), we find that \( s_2 = \rho s_1 \), which has a solution when \( \rho \) is positive. This shows that the storage effect can be zero even when there are species-specific responses to the environment (i.e., \( \rho < 1 \)), subadditivity (i.e., \( s_j > 0 \)), and covariance between environment and competition (i.e., \( \sigma^2 \neq 0 \)), as claimed in the main text (Section: 2.2).

Coexistence mechanisms are often divided by species’ sensitivity to competition, here operationalized as \( |\beta^{(1)}_{i}| \). This scaled version of species 1’s storage effect is

\[
\frac{\Delta I_1}{(1 - s_1)} \approx \sigma^2 (s_2 - \rho s_1).
\]

To obtain the effects of all variability on the invasion growth rate, we first introduce the notation \( \Delta E_i' \) for the nonlinear effects of the environment:

\[
\Delta E_i' = \frac{1}{2} \left[ \beta^{(2)}_i \text{Var}(E_i) - \sum_{s \neq i} q_{is} \beta^{(2)}_s \text{Var}(E_s) \right].
\]

Following the definitions of coexistence mechanisms (Eq.16), the scaled sum of the scaled storage effect, relative nonlinearity, and the nonlinear effects of the environment for species 1 is

\[
\frac{\Delta I_1 + \Delta N_1 + \Delta E_1'}{(1 - s_1)} \approx \sigma^2 s_1(1 - \rho),
\]

which clearly increases with invader survival, as claimed in Appendix E.
In the two-species lottery model, the scaled community-average storage effect (Eq.18) is

\[
\frac{\Delta I}{1-s} = \frac{\sigma^2}{2} (s_1 + s_2)(1-\rho),
\]

which demonstrates that at the community-level, survival increases the (community-average) storage effect, as claimed in the main text (Section: 5).

To see that the adult survival is not a sufficient condition for the storage effect, consider a modified lottery model where adult survival probability fluctuates. If we identify the environmental parameter as \(E_j = s_j\) and the equilibrium parameter as \(\bar{E}_j = \overline{s_j}\) (the temporal mean), the per capita growth rate function can be written as \(g_j(E_j, C_j) = \log(E_j + \eta_j \exp\{-C_j\})\) (compare with Eq.25), leading to the interaction effect, \(\gamma_j = 1 - \overline{s_j}\). The storage effect goes to zero as adults become more robust.

**Appendix D  Bet-hedging and the storage effect**

In discrete time models, the average per capita growth rate is the temporal average of the logged finite rate of increase: \(\log(\lambda_j)\). If we assume that \(\lambda_j = 1 + O(\sigma)\), a foundational assumption in Modern Coexistence Theory (Chesson, 1994, Chesson, 2000a), the average per capita growth rate can be approximated with a Taylor series expansion about 1:

\[
\log(\lambda_j) = \overline{\lambda}_j - 1 - \frac{1}{2}(\lambda_j - 1)^2 + O(\sigma^3).
\]

If we make the additional (but also foundational) assumption that \(\overline{\lambda}_j = 1 + O(\sigma^2)\), then Eq.32 can be re-written as

\[
\log(\lambda_j) = \overline{\lambda}_j - 1 - \frac{1}{2}\text{Var}(\lambda_j) + O(\sigma^3).
\]

Now we see that species can improve their average per capita growth rate, (also known as the mean fitness, \(\overline{\lambda}_j\)), or by decreasing their temporal fitness variation, \(\text{Var}(\lambda_j)\). Evolutionary bet-hedging, a type of risk aversion, occurs when species evolve some adaptation that reduces fitness variation at the cost of also reducing average fitness.

The finite rate of increase can be expressed as a function \(g'_j\) of \(E_j\) and \(C_j\). In analogy with Eq.12, we can expand \(\lambda_j\) about the equilibrium parameters, selected so that \(g'_j(E_j^*, C_j^*) = 1\), resulting in the approximation

\[
\lambda_j \approx \alpha_j^{(1)}(E_j - E_j^*) + \beta_j^{(1)}(C_j - C_j^*)
\]

\[
+ \frac{1}{2}\alpha_j^{(2)}(E_j - E_j^*)^2 + \frac{1}{2}\beta_j^{(2)}(C_j - C_j^*)^2 + \zeta_j(C_j - C_j^*),
\]

with the following Taylor series coefficients:

\[
\alpha_j^{(1)} = \frac{\partial g'_j(E_j^*, C_j^*)}{\partial E_j}, \quad \beta_j^{(1)} = \frac{\partial g'_j(E_j^*, C_j^*)}{\partial C_j}, \quad \alpha_j^{(2)} = \frac{\partial^2 g'_j(E_j^*, C_j^*)}{\partial E_j^2}, \quad \beta_j^{(2)} = \frac{\partial^2 g'_j(E_j^*, C_j^*)}{\partial C_j^2}, \quad \zeta_j = \frac{\partial^2 g'_j(E_j^*, C_j^*)}{\partial E_j \partial C_j}.
\]

Note the "prime" superscript, which indicates that the approximation and coefficients are not identical to Eq.12 & Eq.13, where the effective per capita growth rate (not the finite rate of increase) was approximated.

Now we can substitute the approximation of \(\lambda_j\) (Eq.34) into the bet-hedging partition of \(\overline{\log(\lambda_j)}\) (Eq.33). Performing this substitution, replacing the second-order terms with central moments (e.g., \((E_j - E_j^*)^2 = \text{Var}(E_j) + O(\sigma^3))\), and truncating at second-order, we obtain
\[
\log(\lambda_j) \approx \begin{cases} 
\alpha_j^{(1)} (E_j - E_j^*) + \beta_j^{(1)} (C_j - C_j^*) \\
+ \frac{1}{2} \alpha_j^{(2)} \text{Var}(E_j) + \frac{1}{2} \beta_j^{(2)} \text{Var}(C_j) + \zeta_j \text{Cov}(E_j, C_j) \\
- \frac{1}{2} \left(\alpha_j^{(1)}\right)^2 \text{Var}(E_j) - \frac{1}{2} \left(\beta_j^{(1)}\right)^2 \text{Var}(C_j) \\
- \alpha_j^{(1)} \beta_j^{(1)} \text{Cov}(E_j, C_j) \end{cases} = \lambda_j - 1 (36)
\]

We can extract the storage effect by collecting all terms containing \( \text{Cov}(E_j, C_j) \), and then performing the invader–resident comparison (Eq.15). The storage effect is

\[
\Delta I_i = \left(\zeta_i - \alpha_i^{(1)} \beta_i^{(1)}\right) \text{Cov}(E_i, C_i) - \sum_{s \neq i} S_{iq} \left(\zeta_i - \alpha_i^{(1)} \beta_i^{(1)}\right) \text{Cov}(E_s, C_s). (37)
\]

The expression clearly shows that the storage effect affects both mean fitness and temporal fitness variation. We can split the storage effect into two parts, the storage effect mediated through mean fitness, and the storage effect mediated through fitness variation, respectively defined as

\[
\Delta I_i^{\text{mean}} = \zeta_i \text{Cov}(E_i, C_i) - \sum_{s \neq i} S_{iq} \zeta_s \text{Cov}(E_s, C_s), \quad \text{and} (38)
\]

\[
\Delta I_i^{\text{var}} = -\alpha_i^{(1)} \beta_i^{(1)} \text{Cov}(E_i, C_i) + \sum_{s \neq i} S_{iq} \alpha_i^{(1)} \beta_i^{(1)} \text{Cov}(E_s, C_s). (39)
\]

To see how each term \( \textit{generally} \) affects coexistence, we will make that same simplifying assumptions that we used in the case of \textit{symmetric species} (Appendix B.4.1). Species have a shared competition parameter that can be written as a function of population densities and environmental parameters; covariances between species’ \( E_j \) are given by a symmetric covariance matrix with \( \sigma^2 \) on the diagonal and \( \rho \sigma^2 \) on the off-diagonals; and species otherwise have identical demographic parameters, such that species have identical Taylor series coefficients (and we have no need for species-specific subscripts).

Following the derivation in Appendix B.4.1, we see that \( \text{Cov}(E_i, C) = \theta \rho \sigma^2 \) and \( \text{Cov}(E_s, C) = \theta \sigma^2 \); recall that \( \theta \) is a positive constant that converts residents’ environmental responses into competition. Now \( \Delta I_i^{\text{mean}} \) and \( \Delta I_i^{\text{var}} \) can be simplified:

\[
\Delta I_i^{\text{mean}} = -\zeta_i' (1 - \rho) \theta \sigma^2, (40)
\]

\[
\Delta I_i^{\text{var}} = \alpha_i^{(1)} \beta_i^{(1)} (1 - \rho) (41)
\]

In general, \( I_i^{\text{mean}} > 0 \) and \( I_i^{\text{var}} < 0 \). To see this, note that \( \alpha_i^{(1)} > 0 \) (by convention in MCT, a large environmental response is good for population growth), \( \beta_i^{(1)} < 0 \) (i.e., competition is bad for population growth), \( 0 < \rho \leq 1 \), and \( \zeta_i < 0 \). The correlation \( \rho \) tends to be positive (see Section 3; also Fig. 5) though this is not guaranteed. Similarly, \( \zeta_i < 0 \) tends to occur in models of resource competition. For example, the lottery model exhibits a negative interaction effect on the natural scale, even when there is no adult survival (Chesson, 2000a).

The usual signs of the storage effect terms imply the inequalities \( I_i^{\text{mean}} > 0 \) and \( I_i^{\text{var}} < 0 \), which show that the storage effect exacerbates the negative effects of temporal fitness variation, and compensates by increasing mean fitness. Thus, the storage effect promotes coexistence via the inverse of bet-hedging.

**Appendix E Alternative definitions of the storage effect**

An alternative definition of the storage effect could use an \textit{invader–invader comparison} (Johnson and Hastings, 2022b): instead of comparing an invader to residents (as in Eq.15), we could compare a single
focal species to itself at high versus low density. Using this alternative definition of the storage effect in the two species lottery model, we would find that the storage effect increases with adult survival: when going from the high-density state to the low-density state, the $EC$ covariance decreases (assuming that there are species-specific responses to the environment) but the survival parameter — and thus the interaction effect $ζ$ — is unchanged.

There are problems with the invader–invader comparison that make it a poor method for defining coexistence mechanisms generally (Johnson and Hastings, 2022b). It is not defined when the invasion growth rate is negative, since a community with the focal species at high density cannot be prepared for the purpose of the comparison. Additionally, the invader–invader comparison does not necessarily capture the notion of specialization/differentiation. However, even if these problems could be circumvented, the invader–invader comparison would not validate the conventional interpretation v2. The invader–invader comparison does not say that buffering helps rare species. Rather, the invader–invader comparison shows that buffering helps a rare species relative to said species at high density: it is as much about self-limitation when abundant as it is about recovery when rare.

One could argue that the storage effect should be defined as $ΔN_i + ΔI_i$, the sum of the contemporary relative nonlinearity and storage effect, at least in some cases. In the lottery model, the environment is the ultimate origin of variation in competition. Since $ΔN_i$ captures the rare-species advantage due to variation in competition, the sum $ΔN_i + ΔI_i$ captures all of the coexistence-promoting effects, direct and indirect, of environmental variation. Indeed, early formulae defined the storage effect in this way (Warner and Chesson, 1985, Eq.10).

If the storage effect was to be redefined as $ΔN_i + ΔI_i$, increasing invader survival increases the invader’s storage effect (at least in the lottery model), regardless of whether species have positively or negatively correlated responses to the environment. However, this definition of the storage effect does not isolate the effect of buffering, and thus the conventional interpretation v2 does not apply.

Finally, we acknowledge that our empirical criticism of the conventional interpretation v2 (Section 3 in the main text) may be missing the point. An imprecise definition or interpretation can often serve a pedagogical purpose. One example comes from Godfrey-Smith (2009): Many evolution textbooks state that there are three conditions for evolution by natural selection: phenotypic variation, heritability, and fitness differences. However, these conditions are not sufficient for evolution, since all conditions can be met, and yet allele frequencies remain stagnant in the face of stabilizing selection. Does the conventional interpretation v2 of the storage effect similarly fall into the category of imperfect-but-useful? By questioning the generality of the conventional interpretation v2, are we undermining its (implicitly pedagogical) purpose? Perhaps; buffering promotes persistence when species’ responses to the environment are negatively correlated, and perhaps it is easier to think of niche differentiation (a necessary ingredient for coexistence via any mechanism) as a negative correlation between environmental responses, rather than positively but not perfectly correlated responses.

Appendix F  Model-fitting details

All code for model-fitting, analysis, and figure production is available at https://github.com/ejohnson6767/stORAGE_effect_critique. Models were fit using the Stan program’s implementation of Hamiltonian Monte Carlo, running on 4 chains for 1000 iterations each. Diagnostic statistics ("R hat", the effective sample size, energy levels) were examined to ensure that all chains had converged to the same posterior distribution. All parameters were assigned weakly informative priors. The standard deviations of marginal posterior distributions were much smaller than the standard deviations of the corresponding priors, indicating that our prior choices had negligible influence.

Due to the large sample size and the complexity of the models (specifically the sheer number of competition coefficients), we utilized a supercomputing cluster along with Stan’s capability for within-chain parallelization. We have made our model-fit objects available on GitHub, but readers hoping to replicate everything should be aware that fitting individual models with 64 cores can take up 2 hours.
Figure 5: "Model-free" evidence of ingredient 1: species-specific responses to the environment. Pair plots show that species pairs tend to have weakly correlated responses to the environment. Each point represents the logarithm of the average fruit produced by two species in the same growing season and plot (spatial and temporal proximity are shorthand for a similar environment). The data has been subsetted to individuals experiencing weak competition (less than the 15th percentile of $\sum_k N_k$), allowing us to isolate the effects of the environment.
Figure 6: Distribution of pairwise correlations between species’ responses the environment, across all combinations of species pairs. The "data-based" method calculates the correlation in species pair plots, using the methodology laid out in Figure 5. The "model-based" method calculates the posterior average of \( \text{Cor}(\beta_{1,jM}, \beta_{1,kM}) \), for each unique species pair.
Figure 7: Model-based evidence of ingredient 3: the EC covariance. The x axis shows the factor by which a typically wet year affects the effective competition coefficient. This Wet year competition multiplier is defined as \((\alpha_{jk} + \gamma_{jk}(\bar{E} + sd(E))) / (\alpha_{jk} + \gamma_{jk}\bar{E})\).
Figure 8: The distribution $19^2 = 361$ competition coefficients. Intra and interspecific coefficients have nearly identical distributions, suggesting that coexistence cannot be attributed to fluctuation-independent mechanisms, e.g., resource partitioning.
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