Polynomial (chaos) approximation of maximum eigenvalue functions: efficiency and limitations
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This paper is concerned with polynomial approximations of the spectral abscissa function (the supremum of the real parts of the eigenvalues) of a parameterized eigenvalue problem, which are closely related to polynomial chaos approximations if the parameters correspond to realizations of random variables. Unlike in existing works, we highlight the major role of the smoothness properties of the spectral abscissa function. Even if the matrices of the eigenvalue problem are analytic functions of the parameters, the spectral abscissa function may not be everywhere differentiable, even not everywhere Lipschitz continuous, which is related to multiple rightmost eigenvalues or rightmost eigenvalues with multiplicity higher than one. The presented analysis demonstrates that the smoothness properties heavily affect the approximation errors of the Galerkin and collocation based polynomial approximations, and the numerical errors of the evaluation of coefficients with integration methods. A documentation of the experiments, conducted on the benchmark problems through the software Chebfun, is publicly available.

Keywords. Polynomial approximation, Polynomial chaos, eigenvalue analysis, Interpolation, Integration methods.

1. Introduction

Polynomial approximation represents a pillar of approximation theory and it is strongly connected with the Polynomial Chaos (PC) method in uncertainty quantification (see, e.g. [18] and [10, 24, 11], respectively, and references therein). The PC method is often used to approximate a quantity of interest as a function of uncertain parameters and to extract relevant statistical information from the approximation. A topic which is gaining attention, both from a theoretical and application point of view, concerns the PC expansion of eigenvalue functions such as the spectral abscissa function. We refer to, e.g., [9, 13, 14, 5] for the standard eigenvalue problem and [20] for eigenvalue problems associated with delay differential equations.

The accuracy of the polynomial approximation crucially relies on the smoothness property of the function to be approximated. The aim of this work is to show, in a systematic way, how the different behaviors of rightmost (or dominant) eigenvalues, and in particular spectral abscissa function, may
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affect both the quality of polynomial (or PC) based approximations as well as the numerical computation of coefficients. The important link with smoothness properties is barely exploited in the literature.

More precisely, we consider a class of eigenvalue problems inferred from a linear autonomous system of delay differential equations,
\[
(\lambda I_n - \sum_{i=0}^{h} A_i(\omega)e^{-\lambda \tau_i(\omega)})v = 0, \; \lambda \in \mathbb{C}, \; v \in \mathbb{C}^n \setminus \{0\},
\]
where \(I_n\) is the identity matrix of dimension \(n\), \(\omega \in S \subset \mathbb{R}^D\) models parameters subject to uncertainty, and for every \(i \in \{0, \ldots, h\}\), \(A_i : S \mapsto \mathbb{R}^{n \times n}\) and \(\tau_i : S \mapsto \mathbb{R}_{\geq 0}\) are smooth functions. The eigenvalue problem (1) plays an important role in the stability analysis. For example, for given \(\omega\), the time delay system associated to (1),
\[
\dot{x}(t) = \sum_{i=0}^{h} A_i(\omega)x(t - \tau_i(\omega)),
\]
is asymptotically stable if and only if the real part of the rightmost eigenvalue is negative, or equivalently, if and only if the spectral abscissa
\[
\alpha(\omega) := \max_{\lambda \in \mathbb{C}} \left\{ \Re(\lambda) : \det \left( \lambda I_n - \sum_{i=0}^{h} A_i(\omega)e^{-\lambda \tau_i(\omega)} \right) = 0 \right\}
\]
is negative.

Let \(\{p_i(\omega)\}_{i=0}^{\infty}\) be a degree graded polynomial basis orthogonal w.r.t. a smooth non-negative function \(\rho(\omega)\) defined and normalized on the compact support \(S \subset \mathbb{R}^D\), i.e. \(\int_S \rho(\omega)d\omega = 1\).

The spectral abscissa function
\[
\alpha : S \subset \mathbb{R}^D \to \mathbb{R}, \; \omega \mapsto \alpha(\omega),
\]
presents a polynomial expansion w.r.t. the basis \(\{p_i(\omega)\}_{i=0}^{\infty}\)
\[
\alpha(\omega) = \sum_{i=0}^{\infty} c_i p_i(\omega),
\]
where the coefficients \(c_i\) are evaluated by
\[
c_i = \frac{\langle \alpha, p_i \rangle_{\rho}}{\langle p_i, p_i \rangle_{\rho}}, \; i \in \mathbb{N}.
\]
The \(\rho\)-inner product, used in the above equation, is defined for all \(f, g : S \to \mathbb{R}\) such that
\[
\langle f, g \rangle_{\rho} = \int_S f(\omega)g(\omega)\rho(\omega)d\omega.
\]
and the induced \(\rho\)-norm is determined by \(\|f\|_{\rho} = \sqrt{\langle f, f \rangle_{\rho}}\).

If \(\omega\) is considered as a realization of a real random vector \(\omega\), with probability density function \(\rho(\omega)\), then \(\alpha(\omega)\) is also a random variable and its polynomial expansion
\[
\alpha(\omega) = \sum_{i=0}^{\infty} c_i p_i(\omega),
\]
corresponds to a PC expansion of the spectral abscissa function with germ $\omega$.

The PC expansion permits to compactly define a general random variable, through the chaos coefficients $c_i$, and the germ $\omega$, which specifies also the $\rho$-orthonormal polynomial basis $\{p_i\}_i$. In this context, the chaos coefficients are related to the variance-based sensitivity analysis, as stated in the following theorem.\footnote{Result 3 in Theorem 1 is derived by [4].}

**Theorem 1.** Given PC expansion (8), the following formulas hold:

1. Mean: $E(\alpha(\omega)) = c_0$.
2. Variance: $\text{Var}(\alpha(\omega)) = \sum_{i=1}^{\infty} c_i^2 \langle p_i, p_i \rangle_\rho$.
3. If the polynomial basis $\{p_i(\omega)\}_{i=0}^{\infty}$ is constructed by tensor product of univariate polynomial bases $\{p_{i,d}(\omega_d)\}_{d=1}^{D}$ through the bijective $D$-tupling function $\varphi_D : \mathbb{N}^D \to \mathbb{N}$, $(i_1,\ldots,i_D) \mapsto i$ in such a way that
   \[ p_i(\omega) = \prod_{d=1}^{D} p_{i_d,d}(\omega_d), \quad (i_1,\ldots,i_D) = \varphi_D^{-1}(i). \]  
   (9)

Then, the Sobol’s sensitivity index $S_h(\alpha(\omega))$ associated to the subset of uncertain parameter $\omega_h$, where $h = (h_1,\ldots,h_\ell)$ is an element of the power set of $\{1,\ldots,D\}$ except the empty set, is determined by:

\[ S_h(\alpha(\omega)) = \sum_{i \in Q_h} \frac{c_i^2 \langle p_i, p_i \rangle_\rho}{\text{Var}(\alpha(\omega))}, \]  
(10)

where $Q_h = \{ i \in \mathbb{N} : \varphi_D^{-1}(i) = (i_{h_1},\ldots,i_{h_\ell}), \text{ and } (i_{h_1},\ldots,i_{h_\ell}) > 0, (i_{h_{\ell+1}},\ldots,i_{h_D}) = 0 \}$. For $d \in \{0,\ldots,D\}$, the effect of the $d$th parameter $\omega_d$ can be quantified by the total order sensitivity index

\[ S_d(\alpha(\omega)) = \sum_{h=(h_1,\ldots,h_\ell)} \sum_{\exists 1 \leq j \leq \ell, h_j = d} S_h(\alpha(\omega)). \]  
(11)

The present work highlights the fundamental role of the behavior of the spectral abscissa function $\alpha(\omega)$ in (4) w.r.t. truncations of its polynomial expansion (5) and the corresponding PC expansion (8) of $\alpha(\omega)$.

The paper is organized as follows. In Section 2, we briefly review the behaviors of spectral abscissa functions furnishing text examples which are going to be analyzed in Section 3, where the polynomial approximation for parameter eigenvalue problems with $D = 1$ is investigated. Then, in Section 4, the polynomial approximation for $D > 1$ is analyzed through some numerical experiments. Finally, we end with some concluding remarks in Section 5. A MATLAB tutorial with the numerical experiments here presented can be found in [7].

2. Smoothness property of the spectral abscissa function

Due to the link between PC expansion (8) of $\alpha(\omega)$ and the polynomial approximation of spectral abscissa function (4), the smoothness properties of this function play a fundamental role in the analysis. In this section, we characterize the different behaviors of the spectral absissa furnishing benchmark
examples, which are analyzed in the following Section 3. The reader is referred to [6, 12] for relevant results on the behavior of spectral abscissa functions.

The different behaviors of the spectral abscissa can be inferred by the analysis of the active eigenvalues, which are defined as eigenvalues ($\lambda$ in (1)) with real part equal to the spectral abscissa ($\Re(\lambda) = \alpha$) and non-negative imaginary part ($\Im(\lambda) \geq 0$).

The spectral abscissa is a continuous function which is smooth a.e. in $S$, however in a set of measure zero, it may not be differentiable due to the presence of more than one active eigenvalue (counted with multiplicity).

**SAE - Simple Active Eigenvalue.** For all $\omega \in S$, there is only one active eigenvalue, whose algebraic and geometric multiplicity is equal to 1. The spectral abscissa is smooth over all the uncertain domain $S$, i.e. $\alpha \in C^\infty(S, \mathbb{R})$.

**MSSAEs - Multiple (Semi)-Simple Active Eigenvalues.** For some $\omega \in S$, there is more than one active eigenvalue. If the multiplicity of an active eigenvalue is greater than one, then it is semi-simple (i.e. the algebraic multiplicity is equal to the geometric one). In this case, the spectral abscissa may not be everywhere differentiable, however it is Lipschitz continuous in $S$.

**MNSSAEs - Multiple Non-Semi-Simple Active Eigenvalues.** There exist $\omega \in S$, where the algebraic multiplicity of an active eigenvalue is greater than the geometric one (i.e. it is non-semi-simple). In this case, the spectral abscissa is, in general, not even everywhere locally Lipschitz continuous.

**Example 1.** The characterization of the behaviors of the spectral abscissa function can be illustrated by the following parameter eigenvalue problems, where $\omega \in [-1, 1]$,

$$
\begin{align*}
\left( \lambda I_2 - \begin{pmatrix} e^{\omega} & 0 \\ 0 & -1 \end{pmatrix} \right) v &= 0; \quad \text{(SAE)} \\
\left( \lambda I_2 - \begin{pmatrix} \omega & 0 \\ 0 & 0 \end{pmatrix} \right) v &= 0; \quad \text{(MSSAEs)} \\
\left( \lambda I_2 - \begin{pmatrix} 0 & \omega \\ 1 & 0 \end{pmatrix} \right) v &= 0. \quad \text{(MNSSAEs)}
\end{align*}
$$

The real part of the spectra are shown in Figure 1. The first eigenvalue problem, (SAE), presents a smooth spectral abscissa function, the second one, (MSSAEs), presents a piecewise linear function (for $\omega = 0$ the active eigenvalue is multiple semi-simple), while the last one, (MNSSAEs), shows the splitting of a double eigenvalue at $\omega = 0$ with a square root behavior for $\omega \in [0, 1]$.

![Figure 1](image_url)  

**Figure 1:** Real part of the spectra varying the $\omega$ parameter in $[-1, 1]$ of the eigenvalue problems defined in Example 1. The spectral abscissa functions are highlighted.
3. Analysis of the polynomial approximation for $D = 1$

In practice, for computational reasons, polynomial expansion (5) is approximated by finitely many terms
\[ \alpha_P(\omega) = \sum_{i=0}^{P} \tilde{c}_i p_i(\omega). \] (12)

Several methods exist to compute the coefficients $\tilde{c}_i$; here we focus on the Galerkin and collocation approaches, analyzed in Sections 3.1 and 3.2, respectively.

In this section, the $L^\infty$ convergence rate of polynomial approximation (12) is analyzed for the model problems in Example 1. (We consider $\rho(\omega) = 1/2$ uniformly distributed in $S = [-1, 1]$, and therefore the polynomial basis orthogonal to the $\rho$-inner product is determined by Legendre polynomials.)

3.1. Galerkin approach

Given a finite polynomial basis $\{p_i\}_{i=0}^{P}$, the Galerkin approach finds an approximation (12) of spectral abscissa function (4) such that the residual is orthogonal w.r.t. the polynomial basis, in formula
\[ \langle \alpha - \alpha_P, p_i \rangle_\rho = 0, \quad i = 0, \ldots, P. \] (13)

This leads to $\tilde{c}_i = c_i$, where the coefficients $c_i$ are defined in (6). Hence, the Galerkin approach is nothing else than a truncation up to order $P$ of polynomial series (5). Moreover, it provides the optimal approximation in the $\rho$-norm, i.e.
\[ \|\alpha - \alpha_P\|_\rho = \sqrt{\int_S (\alpha(\omega) - \alpha_P(\omega))^2 \rho(\omega) d\omega} \] (14)
is minimized.

This approximation of $\alpha(\omega)$ corresponds to the stochastic Galerkin approximation of $\alpha(\omega)$ in the PC theory.

The analyses of the convergence consider, first of all, the truncation error up to order $P$, and then, the numerical error due to the computation of the coefficients $c_i$.

3.1.1. Approximation error

Assuming that the coefficients $c_i$ are correctly evaluated, the error bounds of polynomial approximation (12) obtained by the Galerkin approach with Legendre polynomials $\{p_i\}_{i=0}^{P}$ (with $\rho(\omega) = 1/2$ for $\omega \in [-1, 1]$) are determined by the following theorem, which follows from [21].

**Theorem 2.** Let $\alpha, \alpha', \ldots \alpha^{(k-1)}$ be absolutely continuous on $S = [-1, 1]$ for $k > 1$ and
\[ \int_{-1}^{1} \frac{|\alpha^{(k+1)}(\omega)|}{\sqrt{1 - \omega^2}} d\omega = V_k < \infty. \] (15)

Then, for each $P > k + 1$ and $\omega \in S$, the following relation holds
\[ \|\alpha - \alpha_P\|_\infty \leq \frac{V_k \sqrt{\pi/2}}{(k-1)(P-k)^{k-0.5}}. \] (16)
Condition (15) corresponds to the fact that the $k$th derivative, $\alpha^{(k)}$, presents bounded variation w.r.t. the Chebyshev weight function.

The level of smoothness, indicated by the maximum $k$ which satisfies the assumption of Theorem 2, heavily determines the convergence behavior of polynomial approximation (12). Only the SAE case verifies the assumptions of Theorem 2, and it satisfies them for all $k \in \mathbb{N}$, ensuring a convergence rate faster than $O(P^{-k})$, for all $k \in \mathbb{N}$. In fact, it is shown in [21] that the convergence rate is at least geometric, based on analytic extension of the real function on the complex plane; and such extension always exists for a real analytic function.

Considering Example 1, the truncation error obtained by the Galerkin approach for the spectral abscissa of parameter eigenvalue problem (SAE) presents a spectral convergence, $O(P^{-P})$, as shown in Figure 2. The convergence rates of (MSSAEs) and (MNSSAEs) are approximately $O(P^{-1})$, and $O(P^{-0.5})$, respectively. The coefficients of the polynomial approximation are analytically evaluated in Appendix A.
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**Figure 2:** Relative error of polynomial approximation (12) obtained by the Galerkin approach up to order $P$ of the spectral abscissa associated to the parameter eigenvalue problems of Example 1.

### 3.1.2. Numerical error

It is not always possible to analytically compute the coefficients $c_i = \tilde{c}_i$ with (6), therefore an integration method based on $M+1$ nodes can be used to approximate the integrals $\langle \alpha, p_i \rangle_\rho$ and consequently the coefficients, denoted by $c_i^M$. This type of approach is known as Non Intrusive Spectral Projection in the PC framework.

In this section, we approximate the coefficients of the Galerkin polynomial approximation $\alpha_P^M$ with the following integration methods based on $M+1$ points:

**Classical integration methods** based on an equally spaced discretization of $S$, which considers the extremes of $S$, i.e. $-1$ and $1$. In particular, we focus on extended trapezoidal rule and extended Simpson’s rule. For the latter method, $M$ is required to be an even number.

**Interpolatory quadrature rules** which approximates an integral by integrating the interpolant of its integrand, where the degree of the polynomial interpolant is at most $M$. We consider Clenshaw-
Curtis and Gauss quadrature rules based on Chebyshev and Legendre points, respectively. (Further information on the interpolatory properties of Chebyshev points are given in the upcoming Section 3.2.)

For smooth function, including the SAE case, the extended trapezoidal and Simpson’s rules provide an error of the order $O(M^{-2})$ and $O(M^{-4})$, respectively.

Figure 3 shows the numerical errors of classical integration methods, to evaluate the first coefficient $c_0$ of polynomial expansion (5) for Example 1. The convergences for (SAE) follow the theoretical error bounds. For (MSSAEs) and (MNSSAEs), the convergence rates for both classical integration methods are approximately $O(M^{-2})$ and $O(M^{-1.5})$, respectively.

Whenever the integrand is smooth enough to be well-approximated by a polynomial, the interpolatory quadrature rules perform better than the classical integration rule; as stated in the following theorem, which combines results from [18, 23, 22].

**Theorem 3.** For an integer $k \geq 1$, let $\alpha, \alpha', \ldots, \alpha^{(k-1)}$ be absolutely continuous on $S = [-1, 1]$ and let $(\alpha(\omega)p_i(\omega))^{(k)}$ present bounded total variation $V_i$ with $i \in \mathbb{N}$. Then, the Clenshaw-Curtis quadrature rule, for the approximation of $c_i$ with $M + 1$ points, i.e. $c_i^M$ satisfies

$$|c_i - c_i^M| \leq \frac{32}{15} \frac{V_i}{\pi k (M - k)^k}, \text{ for } M > k,$$

and $(M + 1)$ Gauss quadrature satisfies

$$|c_i - c_i^M| \leq \frac{32}{15} \frac{V_i}{\pi k (2M + 1 - k)^k}, \text{ for } M > 2k + 1.$$  

Moreover, for $k = 1$, the Clenshaw-Curtis quadrature rule presents a convergence rate of $O(M^{-2})$, while the Gauss quadrature error is at most of size $O(M^{-2}\ln(M))$. 
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**Figure 3:** Error to compute an approximation of the first coefficient $c_0^M$ of (12) with classical integration methods (extended Trapezoidal and Simpson’s rules) based on $M + 1$ equally spaced points for problems of Example 1. Only the slowest convergence rates, for the different methods and problems, are displayed.
The theorem can be applied to SAE, where it provides a convergence rate faster than $O(M^{-k})$ for all $k \in \mathbb{N}$, for both interpolatory quadrature rules. Moreover the theorem ensures that in the MSSAEs and MSSAEs Clenshaw-Curtis quadrature has a rate of convergence of $O(M^{-2})$, while the Gauss quadrature errors converges, at least, as $O(M^{-2 \ln(M)})$.

Figure 4 illustrates the numerical error induced by the approximation with interpolatory quadrature rules of the first coefficient $c_0$ of Example 1. (SAE) converges with an order of $O(M^{-M})$, improving the convergence rate of the classical integration methods. For the non-smooth cases, i.e. (MSSAEs), and (MNSSAEs), the convergence rates of interpolatory quadrature rules are similar to the ones obtained by classical integration methods (Figure 3).

From this numerical experiment, Clenshaw-Curtis and Gauss quadrature rules present similar convergence rates. Hence, the bound of Theorem 3 for the MSSAEs are optimal for the Clenshaw-Curtis quadrature rule, while they are conservative for Gauss quadrature rule (as already observed in [23] and [22]).

**Remark.** When the coefficients $\hat{c}_M^p$ of $\alpha_P^M$ are approximated by interpolatory quadrature rules, it is advised to set $M \geq P$ as explained with further details in the following Section 4.1.3.

**Remark.** In the PC framework, and in particular for Theorem 1, the first coefficient $\hat{c}_0^M$ corresponds to approximating the mean of the spectral abscissas in Example 1, where $\omega$ is a realization of random variable uniformly distributed in $[-1, 1]$. The corresponding convergence rates for the mean (Figures 3 and 4) provide only insights on the numerical error of the integration method, and are not meaningful for the truncation error of the polynomial approximation, i.e. they do not depend on $P$.

**3.2. Collocation approach**

The collocation approach determines the coefficients of (12) by interpolation on $P+1$ points, $\{\zeta_i\}_{i=0}^P$:

$$\alpha_P(\zeta_i) = \alpha(\zeta_i), \quad \text{for all } i \in \{0, \ldots, P\}. \quad (19)$$
The coefficients $\tilde{c}_i$ of the polynomial approximation $\alpha_P$ can be computed solving a linear system of $P + 1$ equations, and this can be often done with a negligible numerical error.

A widely used choice of interpolating nodes for the interval $[-1, 1]$ are Chebyshev nodes. The polynomial interpolant satisfies error bounds, similar to Theorem 2, and provides a near-best approximation in $L^\infty$ sense, as stated in the following theorem, whose proof can be found e.g. in [18].

**Theorem 4.** If $\alpha, \alpha', \ldots \alpha^{(k-1)}$ are absolutely continuous on $S = [-1, 1]$ and $\alpha^{(k)}$ presents bounded total variation $V$ for some $k \geq 1$, then the Chebyshev interpolant $\alpha_P$ of degree $P > k$, satisfies

$$\|\alpha - \alpha_P\|_\infty \leq \frac{4V}{\pi k(P-k)^k}.$$  

Moreover, if $\alpha_P^*$ is the best polynomial approximation of order less than or equal to $P$, then

$$\|\alpha - \alpha_P\|_\infty \leq \left(2 + \frac{2}{\pi} \log(P+1)\right)\|\alpha - \alpha_P^*\|_\infty.$$  

Figure 5: Relative error of polynomial approximation (12) obtained by interpolation on $P+1$ Chebyshev points (near-best approximation) for the spectral abscissa associated to the parameter eigenvalue problems of Example 1. For completeness the best polynomial approximation in $L^\infty$ sense is shown. Only the odd values of $P$ for (MSSAEs) and (MNSSAEs) are considered, since they furnish a slower convergence rate.

The computation of the polynomial interpolant on Chebyshev points can be achieved through Fast Fourier Transform based algorithm, which maps interpolating values onto coefficients of a polynomial approximation in the Chebyshev polynomial basis. The MATLAB software Chebfun is considered to evaluate the Chebyshev interpolants for the model problems described in Example 1, and can be used to evaluate also the best $L^\infty$ polynomial approximation. Figure 5, other than indicating the interpolating error (near-best polynomial approximation), shows the convergence rates of the best $L^\infty$ polynomial approximation. The convergence rates are analogous to the ones obtained by the Galerkin approach (Section 3.1, Figure 2) and agree with Theorem 4 for SAE and MNSSAEs.
Remark. If we consider the PC framework, where $\omega$ in Example 1 is a realization of $\omega$, uniformly distributed in $[-1,1]$, and we want to apply Theorem 1, a polynomial transformation is needed in order to convert the Chebyshev expansion coefficients into the Legendre coefficients (using e.g. the method in [17]). The transformation does not affect the results shown in Figure 5, since the numerical error, also in this case, is negligible.

4. Experiments on the polynomial approximation for $D > 1$

In this section, first of all, we generalize polynomial approximation (12) for $D > 1$, in such a way that the coefficients $\tilde{c}_i$ can be evaluated by the Galerkin and collocation approaches, through the corresponding formula (13) and (19). Then, we consider examples of $D = 2$ parameters eigenvalue problems, where the spectral abscissa functions present the different behaviors characterized in Section 2. The Galerkin and collocation approaches are, hence, applied for the latter benchmark in Sections 4.1 and 4.2, respectively.

We focus on polynomial approximation using a degree graded polynomial basis $\{p_i(\omega)\}_{i=0}^{\infty}$, constructed by products of univariate degree graded polynomial bases $\{p_{i,d}(\omega_d)\}_{i,d=0}^{\infty}$. The degree grading of the polynomial basis $\{p_i\}$ follows a norm $\| \cdot \|$ on $N^D$, which can be associated to a $D$-tupling function $\varphi_D$. In this way, the basis is obtained by formula (9), and the generalization of polynomial approximation (12) for the multivariate case is given by

$$\alpha P(\omega) = \sum_{\|\varphi_D^{-1}(i)\| \leq P_d, \ i \in N} \tilde{c}_i p_i(\omega) = \sum_{i=0}^{P} \tilde{c}_i p_i(\omega),$$

where $P + 1$ is equal to the number of polynomials in $\{p_i\}$, such that the multivariate degree is less than or equal to $P_d \geq 0$.

Two popular choice of norms are the 1-norm, $\|\varphi_D^{-1}(i)\|_1 = \sum_{d=1}^{D} i_d$, and the $\infty$-norm, $\|\varphi_D^{-1}(i)\|_{\infty} = \max_{d=1,...,D} i_d$, which are associated to the total and maximal degrees, respectively. In these cases, the number of coefficients $\tilde{c}_i$ in (22) satisfies $P + 1 = (P_d + D)$ and $P + 1 = (P_d + 1)^D$ for the total and maximal degree, respectively.2

If the bases $\{p_{i,d}(\omega_d)\}_{d,i}$ are orthogonal w.r.t. $\rho_d(\omega_d)$ with $\omega_d \in S_d \subset \mathbb{R}$, then the $D$-dimensional polynomial basis $\{p_i(\omega)\}_{i=0}^{\infty}$ is orthogonal to the normalized weight function

$$\rho(\omega) = \prod_{d=1}^{D} \rho_d(\omega_d), \quad \omega \in S = \prod_{d=1}^{D} S_d \subset \mathbb{R}^D.$$

In the PC theory, probability density function (23) corresponds to the assumption that the random vector $\omega$ is constituted by $D$ independent random variable $\omega_d$, $d = 1, \ldots, D$. In this framework, the multivariate polynomial degree determines the truncation scheme, and in particular, the total degree corresponds to the standard truncation scheme.

In the following Sections 4.1 and 4.2, we analyze the Galerkin and collocation approaches, respectively, on the following benchmark examples with $D = 2$, already studied in [6].

2The interested reader is referred to [16] and [19] for further information on $D$-tupling functions and on multivariate degree, respectively.
Example 2. We consider the spectral abscissa functions associated to the oscillator with feedback delay system

$$\dot{x}(t) = -\omega^2_1 x(t) - 2\omega_1 \omega_2 \dot{x}(t) + K_1 x(t - 1) + K_2 \dot{x}(t - 1),$$

(24)

such that $x(t)$ is the normalized position defined for time $t \in [-1, \infty)$, $\omega_1 \in \mathbb{S}_1 = [0.9, 1.1]$ and $\omega_2 \in \mathbb{S}_2 = [0.1, 0.2]$ are angular frequency and damping ratio, respectively, while $(K_1, K_2)$ describes the control force which acts with a delay of $\tau = 1$. The control variables are set equal to the values of Table 1, in this way we illustrate the different behaviors of the spectral abscissa function (Section 2) for parameter eigenvalue problems with $D = 2$.

Table 1: Numerical values of the control parameters $K_1, K_2$ for system (24) corresponding to different behaviors of the spectral abscissa for $(\omega_1, \omega_2) \in \mathbb{S}_1 \times \mathbb{S}_2$. (The table is equal to Table 2 in [6])

|       | SAE | MSSAEs | MNSSAEs |
|-------|-----|--------|---------|
| $K_1$ | 0.2 | 0.5105 | 0.6179  |
| $K_2$ | 0.2 | -0.0918| -0.0072 |

For this problem, the spectral abscissa functions are not known analytically, even though it is possible to compute their values given $\omega \in \mathbb{S} = \mathbb{S}_1 \times \mathbb{S}_2$. In particular, the convergence rates in $L^\infty$ of Figures 7, 9, and 10 are computed w.r.t. $10^6$ equidistant points in $\mathbb{S}$.

W.l.g. we embed the linear transformation $[-1, 1]^2 \rightarrow \mathbb{S}$ in system (24), and in the associated parameter eigenvalue problems. In this way, we do not consider shifting and rescaling in the cubature rules, in the interpolation and in the polynomial bases.

The degree grading of the polynomial basis, (considered in the following sections) for $D = 2$ parameter eigenvalue problems of Example 2, are specified by:

**Total Degree** is determined by the 1-norm, such that $\| (i_1, i_2) \|_1 = i_1 + i_2$. The total degree is associated with a pairing function (i.e. a $D = 2$-tupling function) that assigns consecutive numbers to points along diagonals of $\mathbb{N} \times \mathbb{N}$, e.g. the Cantor pairing function $\pi_1(i_1, i_2)$ represented in the left pane of Figure 6 and defined by

$$\pi_1(i_1, i_2) = \frac{i_1^2 + 3i_1 + 2i_1 i_2 + i_2 + i_2^2}{2}. \quad (25)$$

The polynomial approximation, obtained from the basis corresponding to the pairing function $\pi_1$, i.e. $\{p_i^{[\ell]}\}_i$, such that the polynomials $p_i^{[\ell]}$ have total degree less than or equal to $P_d$, is going to be denoted by

$$a^{[\ell]}_P(\omega) = \sum_{\| \pi_1^{-1}(i) \|_1 \leq P_d} \hat{c}_i^{[\ell]} p_i^{[\ell]}(\omega) = \sum_{i=0}^{P} \hat{c}_i^{[\ell]} p_i^{[\ell]}(\omega), \quad (26)$$

where $P + 1 = \frac{(P_d + 2)}{2} = \frac{(P_d + 1)^2}{2} + \frac{(P_d + 1)}{2}$. From (25), we have $P = \pi_1(P_d, 0)$.

**Maximal Degree** is determined by the $\infty$-norm, such that $\| (i_1, i_2) \|_\infty = \max\{i_1, i_2\}$. A pairing function, associated to the maximal degree, assigns consecutive numbers to points along the edges.
of squares of $N \times N$, e.g. the Rosenberg-Strong pairing function $\pi_\infty(i_1, i_2)$ illustrated in the right pane of Figure 6 and specified by

$$\pi_\infty(i_1, i_2) = (\max\{i_1, i_2\})^2 + \max\{i_1, i_2\} + i_1 - i_2. \quad (27)$$

The polynomial approximation obtained from the corresponding basis $\{p_i^{[m]}\}$, such that the polynomials $p_i^{[m]}$ have maximal degree less than or equal to $P_d$ is going to be denoted by

$$\alpha^{[m]}_P(\omega) = \sum P_i^{[m]} p_i^{[m]}(\omega), \quad (28)$$

where $P + 1 = (P_d + 1)^2$. From (27), we have $P = \pi_\infty(P_d, 0)$.

Figure 6: (Left pane) Cantor pairing function (25). (Right pane) Rosenberg-Strong pairing function (27).

4.1. Galerkin approach

In this section, the spectral abscissa functions associated to (24) with control parameters of Table 1, are approximated by the Galerkin approach on total and maximal Legendre tensor basis, $\{p_i^{[t]}\}$, and $\{p_i^{[m]}\}$, with $\rho(\omega) = 1/4$ for $\omega \in [-1, 1]^2$. Along the same line of Section 3.1, first of all we consider the approximation error of the Galerkin approach, where the coefficients are evaluated with small numerical error (w.r.t. the approximation error); then we approximate the coefficients, $\tilde{c}_i^{[m]}$, via integration methods and we analyze the numerical error. At the end of this section, some advice to set the different parameters of this approach are given, in such a way that the numerical error does not dominate the approximation error.

4.1.1. Approximation error

Figure 7 shows the convergence rates of the approximation error with the Galerkin approach, where the coefficients are evaluated with a numerical error which does not affect the approximation error, following the advice of the upcoming Section 4.1.3. For both total and maximal degrees, the converge rates are analogous, and they are approximately of order $O(P_d^{-P_d})$, $O(P_d^{-1})$ and $O(P_d^{-0.3})$, for the SAE, MSSAEs, and MNSSAEs cases in Example 2, respectively.
4.1.2. Numerical error

The integral computation, needed to evaluate the coefficients in the Galerkin approach (left hand side of (6)), is done, in this section, by bi-dimensional generalizations of the Clenshaw-Curtis quadrature rule based on Chebyshev points. The integration methods, here considered, are based on the following set of points:

- **Tensor product Chebyshev grid** is constructed by tensor product of \((m_c + 1)\) unidimensional Chebyshev points. The total number of points used is \(M + 1 = (m_c + 1)^2\).

- **Padua points** are the self-intersections and boundary contacts of the generating curve \(T_{m_p}(x) - T_{m_p+1}(y) = 0\) for \((x, y) \in [-1, 1]^2\), where \(T_{m_p}\) is the Chebyshev polynomial of degree \(m_p\) (cf., e.g., [2, 3] and references therein). The total number of points is \(M + 1 = (m_p + 2)^2\).

The approximation of an integral, obtained by integrating the interpolant of the integrand, evaluated on the previous sets of points, leads to the following integration methods (cf. e.g. [15])

- **Tensorial Clenshaw-Curtis cubature rule** based on tensor product Chebyshev grid.

- **Non-tensorial Clenshaw-Curtis cubature rule** relying on Padua points.

These methods approximate the coefficients \(\tilde{c}_{i}^{[t],M}\) and \(\tilde{c}_{i}^{[m],M}\) and, hence, permit to compute the polynomial approximations w.r.t. total and maximal degrees, i.e. \(\alpha_{P}^{[t]}\) and \(\alpha_{P}^{[m]}\), respectively. By the advice furnished in the upcoming Section 4.1.3, the coefficients \(\tilde{c}_{i}^{[t],M}\) are computed by non-tensorial Clenshaw-Curtis cubature rules on \(M + 1\) Padua points, while \(\tilde{c}_{i}^{[m],M}\) are evaluated by tensorial Clenshaw-Curtis cubature rules on \(M + 1\) tensor product Chebyshev grid.

In order to compute the numerical errors, \(\tilde{c}_{i}^{[t],M^*}\) and \(\tilde{c}_{i}^{[m],M^*}\) are considered as reference values. These coefficients are computed by the corresponding cubature rules based on \(M^* > 5 \cdot 10^5\) points (in particular \(m_p = 999\) and \(m_c = 707\)). Figure 8 shows the error to compute the first coefficient \(c_0^M\),
which is independent from the multivariate polynomial degree, since \( c_0^t = c_0^m \). The cubature rules on tensor product Chebyshev grid and Padua points present similar convergences rates; in particular the MSSAEs and MNSSAEs converge almost as \( O(M^{-2}) \) and \( O(M^{-1.5}) \), respectively; while the SAE present a convergence of order \( O(M^{-M}) \).

![Numerical error to approximate \( c_0 = c_0^t = c_0^m \)](image)

**Figure 8:** Numerical error to compute the first coefficient \( c_0 \) of (22) for benchmark in Example 2. The approximations \( 0^t,0^m \) are obtained by non-tensorial and tensorial Clenshaw-Curtis cubature rules, respectively. The reference values are computed by \( M^* > 5 \cdot 10^5 \) which corresponds to \( m_p = 999 \) and \( m_c = 707 \).

In terms of a PC expansion (see Theorem 1), Figure 8 corresponds to the error of the mean of the spectral abscissa \( \alpha(\omega) \) associated to (24), where \( \omega \) is a realization of \( \omega \), random vector uniformly distributed in \( S \). For this example, the tensorial and non-tensorial Clenshaw-Curtis cubature rules provide a faster convergence rate of the mean w.r.t. Quasi Monte Carlo method based on Halton sequences, which converges with an order of \( O(M^{-1}) \) for all the three cases (SAE, and MSSAEs and MNSSAEs) as shown in the left pane of Figure 4 in [6].

### 4.1.3. Decoupling numerical error w.r.t. approximation error

This section furnishes some advice on how to set the number of points for cubature rules. We should consider integration method based on a small number of points, \( M \), which are, however, still sufficiently large in order that the approximation error in the Galerkin approach is not corrupted by the numerical error due to the approximation of the integrals.

Since the coefficients \( c_i \) in (12) and (22) are determined by integrating \( \alpha(\omega)p_i(\omega)\rho(\omega) \) over the domain \( \omega \in S \), we request that the polynomial approximation behind the integration rule is exact for all polynomials \( \{p_i\}_{i=0}^P \).

This advice leads in the unidimensional case (Section 3.1.2) that the number of nodes of the interpolatory quadrature rules (i.e. Gauss and Clenshaw-Curtis quadrature rules), \( M + 1 \), is greater than the degree of the polynomial approximation \( \alpha^M \), i.e. \( P \).
For the bi-dimensional case, the polynomial approximation behind the non-tensorial Clenshaw-Curtis cubature rule, i.e. the interpolation on Padua points, is exact for polynomial with total degree less than or equal to \( m_p \). The interpolant on tensor product Chebyshev grid, underlining the tensorial Clenshaw-Curtis cubature rule, is exact for all the polynomials with maximal degree less than or equal to \( m_c \). From this properties we can observe that the interpolatory cubature rule for \( D > 1 \) are associated to the polynomial multivariate degree. In particular, non-tensorial and tensorial Clenshaw-Curtis cubature rules are interpolatory cubature rules associated to the total and maximal degrees for \( D = 2 \), respectively.

Following the advice, \( \alpha_P^{[t],M} \) is accurately approximated by non-tensorial Clenshaw-Curtis cubature rule with \( m_p \geq P_d \) or by tensorial Clenshaw-Curtis cubature rule with \( m_c \geq P_d \). On the other hand, \( \alpha_P^{[m],M} \) can be evaluated by tensorial Clenshaw-Curtis with \( m_c \geq P_d \) or by non-tensorial Clenshaw-Curtis cubature rule with \( m_p \geq 2P_d \). Therefore, the number of points used in the integration rule are minimized if we consider non-tensorial Clenshaw-Curtis cubature rule for approximating the coefficients of \( \alpha_P^{[t],M} \) with \( m_p \geq P_d \), and tensorial Clenshaw-Curtis cubature rule for approximating the coefficients of \( \alpha_P^{[m],M} \) with \( m_c \geq P_d \).

Table 2: Advice to compute Galerkin polynomial approximations (26) and (28), whose coefficients are evaluated by non-tensorial and tensorial Clenshaw-Curtis cubature rule, based on Padua points and tensor product Chebyshev grid, respectively. The natural choices are highlighted.

| Total degree \( \alpha_P^{[t],M} \) | Maximal degree \( \alpha_P^{[m],M} \) |
|---------------------------------|---------------------------------|
| Padua points \( m_p \geq P_d \) | \( m_c \geq P_d \) |
| \( M + 1 = \binom{m_p+2}{2} \geq P + 1 = \binom{P_d+2}{2} \) | \( M + 1 = (2^{m_c+2}) \gg P + 1 = (P_d + 1)^2 \) |
| Tensor product \( m_c \geq P_d \) | \( m_c \geq P_d \) |
| \( M + 1 = (m_c + 1)^2 \gg P + 1 = \binom{P_d+2}{2} \) | \( M + 1 = (m_c + 1)^2 \geq P + 1 = (P_d + 1)^2 \) |

Table 2 summarizes the advice for the bi-dimensional case, highlighting the natural choices of computing the polynomial approximations \( \alpha_P^{[t],M} \) and \( \alpha_P^{[m],M} \) through the associated interpolatory cubature rules. These natural choices are used to obtain the convergence errors in Figure 7, where the coefficients of \( \alpha_P^{[t]}, \alpha_P^{[m]} \) are evaluated with \( m_p = 110 \) non-tensorial and \( m_c = 110 \) tensorial Clenshaw-Curtis cubature rule, respectively. On the other hand, Figure 9 shows a counter check of this advice for spectral abscissa polynomial approximations of Example 2. The number of points of the cubature rules \( M \) are greater than the number of coefficients, \( P \), that we want to approximate. However, the polynomial approximation \( \alpha_P^{[t],M} \) is computed though tensorial Clenshaw-Curtis cubature with \( m_c = 71 \) while the polynomial approximation \( \alpha_P^{[m],M} \) is evaluated by non-tensorial Clenshaw-Curtis cubature rule with \( m_p = 140 \). The numerical errors,

\[
\sum_{\|\pi^{-1}(i)\|_1 \leq P_d} \left| \tilde{c}_i^{[t],M} - \bar{c}_i^{[t],M} \right| \quad \text{and} \quad \sum_{\|\pi^{-1}(i)\|_\infty \leq P_d} \left| \tilde{c}_i^{[m],M} - \bar{c}_i^{[m],M} \right|,
\]

heavily affects the approximation error as soon as \( P_d \gtrsim m_c = 71 \) for \( \alpha_P^{[t],M} \), and \( P_d \gtrsim \frac{m_c}{2} = 70 \) for \( \alpha_P^{[m],M} \).
The near-best optimality is derived by the growth of the Lebesgue constant, given in [2]. Moreover, the following theorem, stated in [3], provides a generalization of the error bounds of Theorem 4, for total degree polynomial interpolant evaluated in Padua points.

4.2. Collocation approach

Contrary to the Galerkin approach, where the coefficients, evaluated by formula (6), can be computed independently one of each other, in the collocation approach the number of degree of freedom, i.e. the $P + 1$ coefficients, should match the number of interpolation points. Hence the interpolant of total degree $P_d$, $\alpha_P^{[t]}$, is computed on Padua points with $m_p = P_d$, while the interpolant of maximal degree $P_d$, $\alpha_P^{[m]}$, is evaluated on tensor products Chebyshev grid with $m_c = P_d$. The matching between interpolant polynomial and interpolating points is strengthened by the following theorem, which provides the near-best optimal approximation in $L^\infty$ associated to a multivariate polynomial degree.

**Theorem 5.** Let $\alpha_P^{[t]}$, and $\alpha_P^{[m]}$, be the best polynomial approximation of total degree less than or equal to $P_d$ and the polynomial interpolant on $m_p = P_d$ Padua points, respectively. Then

$$\|\alpha - \alpha_P^{[t]}\|_\infty \leq (1 + O(\log^2(P_d))) \|\alpha - \alpha_P^{[t]}\|_\infty^\ast. \quad (30)$$

Analogously, if $\alpha_P^{[m]}$, and $\alpha_P^{[m]}$, are the best polynomial interpolant of maximal degree less than or equal to $P_d$ and the polynomial interpolant on $m_c = P_d$ tensor product Chebyshev grid, respectively, then

$$\|\alpha - \alpha_P^{[m]}\|_\infty \leq (1 + O(\log^2(P_d))) \|\alpha - \alpha_P^{[m]}\|_\infty^\ast. \quad (31)$$

The numerical and approximation errors to compute the polynomial approximation by the Galerkin approach of the spectral abscissa functions of Example 2, using the two non-natural choices of Table 2.

Figure 9: Numerical and approximation errors to compute the polynomial approximation by the Galerkin approach of the spectral abscissa functions of Example 2, using the two non-natural choices of Table 2. The coefficients $\tilde{c}_i^{[t],M}$ and $\tilde{c}_i^{[m],M}$ are computed by tensorial and non-tensorial Clenshaw-Curtis cubature rules, respectively, where $M > P$ is given by $m_c = 71 < 100$ and $m_p = 140 < 2 \cdot 100$.

Contrary to the Galerkin approach, where the coefficients, evaluated by formula (6), can be computed independently one of each other, in the collocation approach the number of degree of freedom, i.e. the $P + 1$ coefficients, should match the number of interpolation points. Hence the interpolant of total degree $P_d$, $\alpha_P^{[t]}$, is computed on Padua points with $m_p = P_d$, while the interpolant of maximal degree $P_d$, $\alpha_P^{[m]}$, is evaluated on tensor products Chebyshev grid with $m_c = P_d$. The matching between interpolant polynomial and interpolating points is strengthened by the following theorem, which provides the near-best optimal approximation in $L^\infty$ associated to a multivariate polynomial degree.

**Theorem 5.** Let $\alpha_P^{[t]}$, and $\alpha_P^{[m]}$, be the best polynomial approximation of total degree less than or equal to $P_d$ and the polynomial interpolant on $m_p = P_d$ Padua points, respectively. Then

$$\|\alpha - \alpha_P^{[t]}\|_\infty \leq (1 + O(\log^2(P_d))) \|\alpha - \alpha_P^{[t]}\|_\infty^\ast. \quad (30)$$

Analogously, if $\alpha_P^{[m]}$, and $\alpha_P^{[m]}$, are the best polynomial interpolant of maximal degree less than or equal to $P_d$ and the polynomial interpolant on $m_c = P_d$ tensor product Chebyshev grid, respectively, then

$$\|\alpha - \alpha_P^{[m]}\|_\infty \leq (1 + O(\log^2(P_d))) \|\alpha - \alpha_P^{[m]}\|_\infty^\ast. \quad (31)$$

The near-best optimality is derived by the growth of the Lebesgue constant, given in [2]. Moreover, the following theorem, stated in [3], provides a generalization of the error bounds of Theorem 4, for total degree polynomial interpolant evaluated in Padua points.
Theorem 6. If \( \alpha \) is continuous and differentiable up to the \( k \)th derivative in \([-1,1]^2\), with \( 0 < k < \infty \), then the interpolant \( \alpha_P^{|t|} \) on \( m_p = P_d \) Padua points satisfies the following relation

\[
\| \alpha - \alpha_P^{|t|} \|_\infty \leq O \left( \frac{\log^2(P_d)}{P_d^d} \right).
\] (32)

Theorem 6 provides an error bounds only for the SAE case, where it ensures a convergence faster than \( O(P^{-k}) \) for all \( k \in \mathbb{N} \).

Figure 10 shows the experiments on the spectral abscissa functions of Example 2, for which we used the software Chebfun relying on Chebyshev expansion. The convergence rates are analogous to the ones of the Galerkin approach (Figure 7) the only difference is that the numerical error is negligible for the collocation approach.

5. Conclusions

This paper, other than explaining the parallelism between polynomial approximation and PC theory, analyzes the approximation of polynomial series (5) of \( \alpha(\omega) \) (and its PC expansion (8) of \( \alpha(\omega) \)) w.r.t. the behavior of spectral abscissa function (4). The analyses show that the lack of smoothness properties heavily affects both the approximation errors of the Galerkin and collocation approaches, and the numerical errors in the approximation of the coefficients \( c_i \) by integration methods.

The convergence rates between the Galerkin and collocation approaches are similar, if the numerical errors are negligible. In particular, for the test-examples analyzed (Examples 1 and 2), if the spectral abscissa behaves smoothly (SAE), then the polynomial approximation convergences with an order of \( O(P_d^{-1}) \) where \( P_d = P \) for \( D = 1 \). However, the non-differentiable and non-Lipschitz continuous behaviors (represented in the benchmark examples by MSSAEs and MNSSAEs) present in the univariate case a order of convergence of \( O(P^{-1}) \) and \( O(P^{-0.5}) \), respectively, while in the bivariate case they converge approximately as \( O(P_{d}^{-1}) \) and \( O(P_{d}^{-0.3}) \), respectively. These latter cases are not
deeply studied in the literature on the spectral abscissa approximation, even though they easily occur when applying stability optimization in the context of the design of the controllers (cf., e.g. [8, 6] and reference therein).

The present work, moreover, reviews the main theorems on univariate and bivariate polynomial approximation on Chebyshev and Legendre bases for differentiable functions, providing convergence rates for benchmark examples with non-differentiable and non-Lipschitz continuous functions, i.e. MSSAEs and MNSSAEs, respectively.

A last contribution of this paper occurs in the advice of Section 4.1.3, which correlates the polynomial degree of $\alpha^M_p$ with the number of points $M+1$ of the integration methods, in such a way that the numerical error of the integration method does not affect the quality of the approximation of the Galerkin approach.
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### A. Galerkin approach for the spectral abscissa functions in Example 1

The spectral abscissa functions for eigenvalue problems (SAE), (MSSAEs), and (MNSSAEs) are given by

\[
\alpha^I(\omega) = e^\omega, \quad \omega \in [-1, 1]; \quad \alpha^II(\omega) = \begin{cases} 
0, & \omega \in [-1, 0), \\
\omega, & \omega \in [0, 1]; 
\end{cases} \quad \alpha^III(\omega) = \begin{cases} 
0, & \omega \in [-1, 0), \\
\sqrt{\omega}, & \omega \in [0, 1]; 
\end{cases}
\]

(33)

respectively. In this appendix, we analytically compute the quantities, which appear in the evaluation of the coefficients \(c_i\) in equation (6).

The \(\rho\)-norms of the Legendre polynomial are given by \(\|p_i\|^2_\rho = \frac{1}{2i+1}\) for all \(i \in \mathbb{N}\) (see e.g. 22.2.10 in [1]).

To analytically express the coefficients \(c_i\) in (6), the evaluation of the \(\rho\)-inner product of spectral abscissas (33) and the \(i\)th Legendre polynomials is needed. We start analyzing \(\alpha^I(\omega)\) and we furnish the corresponding \(\rho\)-inner product iteratively, starting from:

\[
\langle \alpha^I, p_0 \rangle_\rho = \frac{1}{2}(e - e^{-1}).
\]

Set \(i \in \mathbb{N}\) and \(i \geq 1\), by using integration by parts, and the following Legendre polynomial properties

\[
p_i(\pm 1) = (\pm)^i, \quad \text{and} \quad \frac{dp_i(\omega)}{d\omega} = \sum_{k=0}^{[i/2]} \frac{p_i-2k(\omega)}{\|p_i-2k\|^2_\rho}, \quad \text{where} \quad \left\lfloor \frac{i}{2} \right\rfloor = \max_{j \in \mathbb{N}} \left\{ j \leq \frac{i}{2} \right\},
\]

we get

\[
\langle \alpha^I, p_{i+1} \rangle_\rho = \frac{1}{2} \left( e + \frac{(-1)^i}{e} - 2 \sum_{k=0}^{[i/2]} \frac{\langle \alpha^I, p_{i-2k} \rangle_\rho}{\|p_{i-2k}\|^2_\rho} \right) = \frac{1}{2} \left( e + \frac{(-1)^i}{e} - 2 \sum_{k=0}^{[i/2]} c_k \right),
\]

where \(c_k\) indicates the \(k\)th coefficients of polynomial approximation (5) of \(\alpha^I(\omega)\).

For all \(i \in \mathbb{N}\), the \(\rho\)-inner product of the spectral abscissas \(\alpha^II(\omega)\) and \(\alpha^III(\omega)\) can be evaluated by using the relation 22.13.8 and 22.13.9 in [1]:

\[
\langle \alpha^II, p_i \rangle_\rho = \begin{cases} 
\frac{(-1)^i \Gamma(j+\frac{1}{2})}{4^{j+1} \Gamma(j+2)}, & \text{if } i = 2j, \\
\frac{1}{2}, & \text{if } i = 1, \\
0, & \text{if } i = 2j + 1, i > 1
\end{cases}
\]

\[
\langle \alpha^III, p_i \rangle_\rho = \begin{cases} 
\frac{(-1)^i \Gamma(j+\frac{1}{2}) \Gamma(\frac{3}{2})}{4^{j+1} \Gamma(j+2) \Gamma(\frac{3}{2})}, & \text{if } i = 2j, \\
\frac{(-1)^i \Gamma(j+\frac{1}{2}) \Gamma(\frac{3}{2})}{4^{j+1} \Gamma(j+2) \Gamma(\frac{3}{2})}, & \text{if } i = 2j + 1,
\end{cases}
\]

where \(\Gamma(\cdot)\) denotes the Gamma function. The two last inner product are, in fact, rational numbers which can be computed without any error via a symbolic software.