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The establishment of isolated microgrid is of great significance in solving power supply problems in offshore islands or remote mountainous areas. Aiming at the isolated microgrid containing photovoltaic, photothermal, wind, diesel, and energy storage, a three-objective sizing optimization model of the microgrid is proposed considering comprehensive economy cost, deficiency of power supply probability (DPSP), and renewable energy discard rate (REDR). The three-objective sizing optimization model was solved by the improved multiobjective grey wolf optimization algorithm. An island was taken as an example to optimize the sizing of the microgrid, and the rationality of the proposed three-objective model was verified. The feasibility of the improved multiobjective grey wolf optimization (IMOGWO) was verified by comparing with the multiobjective grey wolf optimization (MOGWO). Three representative solution sets and a set of compromise solution sets are obtained by simulation, and the results satisfied the load demand. And the DPSP and the REDR are reduced by 7.55% and 6.29% by using the IMOGWO. The designed and analyzed hybrid renewable energy system model might be applicable to around the world having similar climate conditions.

1. Introduction

With the rapid development of the current society, the demand for electrical energy is increasing. Due to the non-renewability of fossil fuels and the increasing attention of people on the environmental protection [1], clean energy such as solar and wind energy has begun to be applied in the power generation system on a large scale. Microgrid has attracted people’s attention because of its green and convenient features. Microgrid is usually a small generation and distribution system composed of distributed power sources, energy storage devices, energy conversion devices, and loads, and it has broad development prospects because it can improve the flexibility of the grid and reliability of power supply [2, 3]. It is worth studying that how to configure the size of the distributed power supply to meet the load demand and minimize the comprehensive economic cost, deficiency of power supply probability, and renewable energy discard rate.

The optimization of microgrid capacity has been widely studied. Ref. [4] established a microgrid containing wind, photovoltaic, energy storage, and fuel cells. A multi-objective optimization model of annual investment cost, CO2 emissions, and converter loss of microgrid was established considering electrothermal coupling. Multiobjective particle swarm optimization was used to solve the problem. Ref. [5] established a microgrid containing wind, photovoltaic, and energy storage. The environmental impact was converted into economic index and added into the comprehensive economic cost to form a single objective function. The improved bacterial foraging algorithm was used to solve the problem. Ref. [6]
established a microgrid containing wind, photovoltaic, and energy storage. The objective function is modified by the self-adaptive penalty method. The hybrid quantum genetic algorithm was used to solve the problem. Ref. [7] established a microgrid containing wind, photovoltaic, and energy storage. A two-layer optimization model of energy storage system capacity investment costs and microgrid operating costs was established considering the coupling effects of multitime-scale uncertainties. The compound differential evolution algorithm was used to solve the problem. Ref. [8] established a microgrid containing wind, photovoltaic, energy storage, and diesel generator. An optimization allocation idea of microgrid capacity was proposed based on sensitivity analysis. Taking economy as the objective function, the nondominated sorting genetic algorithm was used to obtain the optimal result. Ref. [9] established a microgrid containing wind, photovoltaic, and energy storage. The firefly-inspired algorithm was used to solve the problem considering the standard of load dissatisfaction rate, power reliability, and system cost indicators. The effectiveness of the algorithm is verified by a practical example. Ref. [10] established a microgrid containing wind, photovoltaic, energy storage, and diesel generator. The comprehensive economic cost, renewable energy power generation rate, and pollutant emissions were converted into a single objective function through the linear weighting method. The genetic algorithm was used to solve the problem. Ref. [11] established a microgrid containing wind, photovoltaic, energy storage, and diesel generator. Taking comprehensive economic cost and power supply reliability as the dual optimization goals, the grasshopper optimization algorithm was used to solve the problem. The superiority of the algorithm was verified by comparing with the cuckoo search algorithm and the particle swarm optimization. Ref. [12] established a multienergy microgrid with wind, photovoltaic, energy storage, and diesel generator and biomass. Taking comprehensive economic costs and environmental protection factors as the dual optimization goals, ant colony optimization was used to solve the problem. The feasibility of the proposed algorithm is verified by comparing with genetic algorithm and particle swarm optimization. Ref. [13] takes a rural medical center in Nigeria as an example to establish a microgrid containing wind, photovoltaic, energy storage, and diesel generator. Taking economic cost as the optimization objective, HOMER is used for optimization simulation to get the optimal results. Ref. [14] used the linear weighting method to convert the economic cost, voltage deviation, and voltage stability index into a single optimization objective. Considering the random variation of solar radiation and load demand, a Modified Ant Lion Optimization (MALO) was used to get the optimal sizing of PV-DG and DSTATCOM systems.

The above researches on the optimal sizing and solution methods of the microgrid renewable energy power generation system have gotten certain results, but there are still some limitations. For distributed power sources of microgrid, most researches focus on wind, photovoltaic, energy storage, and diesel generator, but there are few researches on photothermal power generation. Although solar photovoltaic and wind energy resources are complementary, they both have intermittent availability. The solar thermal power generation system is equipped with a thermal storage system, which can store the superheated steam output by the thermal absorber in the thermal storage system; then, it can effectively avoid excessive energy discarding. The stored heat can be used when the power generation is insufficient, which can also improve the power supply reliability of system. For optimization goals, there are many researches on single optimization objective and dual optimization objective, but there are few researches on three-objective optimization problems. The traditional dual-objective optimization model cannot meet the actual needs with the increasing requirements of the state and power enterprises for renewable energy generation; so, it is necessary to add renewable energy generation rate into the optimization objective. For optimization algorithms, most researches use genetic algorithm and its improved algorithm or particle swarm optimization and its improved algorithm. And the above algorithms generally have problems such as slow convergence speed, many iterations, easy to fall into local optimum, poor stability, and low solution accuracy. The grey wolf optimizer (GWO) has the characteristics of simple structure, less need to adjust the parameters, and easy implementation. Among them, there are convergence factors that can be adjusted adaptively and an information feedback mechanism, which can achieve a balance between local optimization and global search. It has good performance in terms of solution accuracy and convergence speed.

Therefore, this paper establishes an isolated microgrid containing photovoltaic, photothermal, wind, diesel generator, and energy storage according to the situation of wind and solar resources in a certain place. And a three-objective optimization model of comprehensive economic cost, deficiency of power supply probability, and renewable energy discard rate is established. An improved multiobjective grey wolf optimization algorithm is proposed to solve the model, and an island is taken as an example to verify the feasibility of the proposed algorithm. The main contributions of the paper are as follows:

(i) Establishing a microgrid system containing photovoltaic, photothermal, wind turbine, diesel generator, energy storage, and load

(ii) Proposing an optimal sizing method based on IMOGWO

(iii) The mathematical model of the optimal planning problem is formulated as a multiobjective optimization problem that includes the comprehensive economy cost, deficiency of power supply probability, and renewable energy discard rate

The rest of paper is organized as follows: Section 2 presents the output model of distributed power supply. Section 3 introduces the energy allocation strategy of this paper. Section 4 defines the problem formulation and the system constraints. Section 5 presents the mathematical formulation of GWO, MOGWO, and IMOGWO techniques. Section 6 presents the numerical results. Finally, the conclusions presented in Section 7.
2. Modeling of Microgrid Components

The microgrid topology is shown in Figure 1, which mainly includes photovoltaic, photothermal, wind, diesel generator, battery, and AC load [15].

2.1. PV Power Model. The actual output power of the photovoltaic cells is related to the solar irradiation and ambient temperature [16, 17]. The actual output power of PV can be estimated as below:

\[ P_{PV}(t) = \eta_V P_T [1 + \rho_V(T_r + 30\eta_V - T_r)], \]

where \( P_{PV} \) (kW) is the output power of a single PV panel. \( P_T \) (W) denote the rated power of the PV module at standard test condition, and this paper takes 100 W. \( \eta_V \) is the ratio of real-time solar irradiation to solar irradiation under standard condition, and the standard solar irradiation is generally 1 kW/m². \( \rho_V \) is the temperature coefficient, defined by (-0.0047/°C). \( T_r \) (°C) is the referenced ambient temperature, defined by 25°C, and \( T(T_r) \) denotes the ambient temperature.

2.2. Wind Turbine Model. The output power of wind turbine is closely related to the wind speed, if the wind speed is too high or too low, it will affect the normal operation of the wind turbine [18, 19]. The output power of wind turbine can be expressed as

\[ P_{WT}(t) = \begin{cases} 
0, v < v_{ci}, & v < v_{co} \\
 av^3 - b P_T, & v_{ci} < v < v_{co}, \\
P_T, & v_r < v < v_{co}.
\end{cases} \]

where \( a = P_T/(v_{co}^3 - v_{ci}^3) \), \( b = v_{ci}^3/(v_{co}^3 - v_{ci}^3) \). \( P_{WT} \) (kW) is the output power of single wind turbine. \( v \) (m/s) is the wind speed. \( P_T \) (kW) is the rated power, defined by 10 kW. \( v_{ci} \) (m/s) and \( v_{co} \) (m/s) are the cut-in wind speed and rated wind speed, respectively, defined by 2.5 m/s and 12 m/s, respectively, and \( v_{co} \) (m/s) is the cut-off wind speed, defined by 18 m/s.

2.3. PT Power Model. The effective power output by the heat absorber of the photothermal system is positively correlated with the area of the heliostats and solar irradiation [20–23]. The actual output power of the photothermal system can be expressed as follows:

\[ P_{PT}(t) = P_{AP}(t) - \Delta P_X. \]

Among

\[ P_{AP}(t) = DNIS\rho_f\rho_c(1 - \xi), \]

where \( P_{PT} \) (kW) is the output power of the single photothermal power system. \( S \) (m²) is the area of the heliostat, defined by 20m². DNI is the real-time solar irradiation. \( \rho_f \) and \( \rho_c \) are the plant efficiency and conversion efficiency of the heliostats, defined by 0.66 and 0.89, respectively. \( \xi \) is the reflectivity of the heat absorber surface, defined by 0.12. \( P_{AP} \) (kW) is the power reflected by the heliostat to the heat absorber surface, and \( \Delta P_X \) (kW) is the power loss of the heat absorber.

The power loss of the heat absorber is mainly reflected heat loss \( P_{ref} \), specifically [24]

\[ \Delta P_X = P_{ref} = (1 - a)P_{AP}(t), \]

where \( a \) is the absorptivity on the surface of absorber tube in the heat absorber, defined by 0.88.

2.4. Diesel Generator Model. The actual output power of diesel generator set is related to the output power of a single diesel generator [25, 26], which is

\[ P_{DG-total}(t) = N_{DG}P_{DG}(t). \]
The real-time fuel consumption of the diesel generator is

\[ V_f(t) = \eta P_{DG-total}(t), \]  

(7)

where \( P_{DG-total} \) (kW) is the real-time total output power of the diesel generator set, and \( P_{DG} \) (kW) is the output power of a single diesel generator. \( N_{DG} \) is the number of diesel generators. \( V_f \) is the fuel consumption of diesel generator set. \( \eta \) [L/(kW-h)] is the fuel consumption rate of the diesel generator.

2.5. Energy Storage Model. The energy storage system is composed of battery packs. When the actual power generation is equal to the load demand, the energy storage system does not work; when the actual power generation is bigger than the load demand, the energy storage system discharges; when the actual power generation is smaller than the load demand, the energy storage system charges; when the actual power generation is equal to the load demand, the energy storage system does not discharge or the diesel generator generating the difference power is (27). The charging and discharging expressions can be illustrated as follows:

Charging mode is as follows:

\[ C(t + 1) = C(t) + P_{EL} \xi_{EL}. \]  

(8)

Discharging mode is as follows:

\[ C(t + 1) = C(t) - \frac{P_{RE}}{\eta_{RE}}, \]  

(9)

where \( C(t) \) is the power stored in the battery at time \( t \). \( P_{EL} \) (kW) is the charging power, and \( P_{RE} \) (kW) is the discharging power. \( \xi_{EL} \) is the charging efficiency, defined by 70%, and \( \xi_{RE} \) is the discharging efficiency, defined by 90%.

3. The Power Allocation Strategy considering Thermal Storage System

The photothermal power system is usually equipped with a thermal storage system, which can store excess energy by raising the temperature of the working medium to reduce the use of energy storage system [20]. Through actual investigation, the historical load curve of residents on the island can be obtained. Considering comprehensive economy cost, deficiency of power supply probability, and renewable energy discard rate, it is planned to adjust all renewable energy sources first to meet the load demand of users, then the energy storage system, and finally the diesel generator in the actual operation process.

The difference power \( P_D(t) \) was calculated between the total power generation of wind and photovoltaic and the residential load demand at time \( t \), which is

\[ P_D(t) = N_{PV} P_{PV}(t) + N_{WT} P_{WT}(t) - P_{IN-total}(t), \]  

(10)

where \( N_{PV} \) and \( N_{WT} \) are the number of PV panel and wind turbine, respectively. \( P_{IN-total}(t) \) (kW) is the total residential load demand at time \( t \).

The difference power \( P_D(t) \) usually has the following two situations:

(1) \( P_D(t) > 0 \), namely, the power generated by the photovoltaic and wind turbines meets the load demand, and the photothermal power generation system does not need to provide power. At this time, the photothermal power generation system stores the heat through the thermal storage system, and the stored energy is

\[ P_{\text{TH}}(t) = N_{PT} P_{PT}(t), \]  

(11)

where \( N_{PT} \) is the number of the photothermal power system.

At this time, the difference power \( P_D(t) \) is consumed by the energy storage system charging. The power stored by the energy storage system is

\[ P_{EL}(t) = P_D(t). \]  

(12)

If the energy storage system does not meet the charging conditions, \( P_D(t) \) will be discarded by reducing the output of the renewable energy generators to match the load demand.

(2) \( P_D(t) < 0 \), namely, the power generated by photovoltaic and wind turbines does not meet the load demand. The photothermal power generation system needs to provide additional power at this time.

(a) If the power generation of the photothermal system is greater than the absolute value of the difference power \( P_D(t) \), that is

\[ N_{PT} P_{PT}(t) > |P_D(t)|. \]  

(13)

The load demand has been met. Then, the remaining heat energy of the photothermal power generation system is stored through the thermal storage system, and the stored energy is

\[ P_{\text{TH}}(t) = N_{PT} P_{PT}(t) - |P_D(t)|. \]  

(14)

Neither the energy storage system nor the diesel generator is working at this time.

(b) If the power generation of the photothermal system is less than the absolute value of the difference power \( P_D(t) \), that is

\[ N_{PT} P_{PT}(t) < |P_D(t)|. \]  

(15)

The load demand is still not met. Then, the energy storage system discharging or the diesel generator generating meets the load demand; that is,

\[ |P_D(t)| - N_{PT} P_{PT}(t) = N_{SE} P_{RE}(t) + N_{DG} P_{DG}(t), \]  

(16)

where \( N_{SE} \) is the number of battery packs.
Specific to the power allocation of the energy storage system and the diesel generator, according to the converter rated capacity, SOC state, and discharging depth of batteries, the maximum power that can be discharged is determined first; then, the insufficient part will be supplemented by the diesel generator. The flow chart of power allocation strategy considering the thermal storage system is shown in Figure 2.

4. Formulation of Optimization Problem

4.1. Objective Function

(1) Comprehensive economic cost (CEC): it consists of the initial purchase costs, displacement costs, operational and maintenance costs, and fuel costs of all kinds of distributed power sources. The life span of photovoltaic, wind turbine, and photothermal is long; so, they only need to consider the initial purchase costs and operational and maintenance costs. This paper establishes the optimization goal with the lowest comprehensive economic cost, that is,

\[ \min C_{\text{total}} = \frac{\eta(1 + \eta)^y}{(1 + \eta)^y - 1} (C_p + C_r) + C_m + C_f \]  \tag{17}

where \( \eta \) denotes depreciation rate, defined by 5%, \( y \) denotes the system life span, defined by 20 years, typically equal to the life span of the PV panels, wind turbine, and photothermal. \( C_p \), \( C_r \), \( C_m \), and \( C_f \) are the total initial purchase cost, displacement cost, operational, and maintenance cost and fuel cost of the equipment in the microgrid, respectively.

The specific costs are shown in Equation (18):

\[
    \begin{align*}
        C_p &= N_{PV}C_{p-PV} + N_{WI}C_{p-WI} + N_{PT}C_{p-PT} + N_{DG}C_{p-DG} + N_{SE}C_{p-SE}, \\
        C_r &= N_{DG}C_{r-DG} + N_{SE}C_{r-SE}, \\
        C_m &= N_{PV}C_{m-PV} + N_{WI}C_{m-WI} + N_{PT}C_{m-PT} + N_{DG}C_{m-DG} + N_{SE}C_{m-SE}, \\
        C_f &= \int_0^t N_{DG}C_{f-fuel}V_f(t)dt,
    \end{align*}
\]

\( \text{where } C_{p-PV}, C_{p-WI}, C_{p-PT}, C_{p-DG}, \text{ and } C_{p-SE} \) are, respectively, the initial purchase costs of photovoltaic, wind turbines, photothermal, diesel generators, and energy storage batteries. \( C_{r-DG} \) and \( C_{r-SE} \) are the displacement costs of diesel generators, and energy storage batteries, respectively. \( C_{m-PV}, C_{m-WI}, C_{m-PT}, C_{m-DG}, \text{ and } C_{m-SE} \) are the operational and maintenance costs of photovoltaic, wind turbines, photothermal, diesel generators, and energy storage batteries, respectively.

(2) Deficiency of power supply probability (DPSP): it is an indicator to measure the power supply reliability. Namely, the smaller the deficiency of power supply probability is, the higher the power supply reliability is. This paper establishes the optimization goal with the smallest of deficiency of power supply probability, that is,

\[ \min DPSP = \frac{\sum t P_{\text{def}}(t)}{P_{\text{load}}}, \]  \tag{19}

where \( P_{\text{def}}(t) \) (kW) is the power shortage of the system at time \( t \). \( P_{\text{load}} \) (kW) is the total load power of the system.

(3) Renewable energy discard rate (REDR): the energy discard rate \( \rho_{\text{REDR}} \) is used to measure the renewable energy utilization rate. Namely, the smaller the energy discard rate is, the higher the renewable energy utilization rate is. This paper establishes the optimization goal with the smallest of renewable energy discard rate, that is,

\[ \min \rho_{\text{REDR}} = \frac{\sum t P_{\text{disc}}(t)}{P_{\text{re}}}, \]  \tag{20}

where \( P_{\text{disc}}(t) \) (kW) is the renewable energy generation discarded at time \( t \). \( P_{\text{re}} \) (kW) is the total renewable energy generation.

4.2. Constraints

(1) System power balance constraint: in order to meet the load demand, ensure stable operation of the system, and maintain the balance of input and output power of the microgrid, it is needed to meet

\[
    N_{PV}P_{PV}(t) + N_{WI}P_{WI}(t) + N_{PT}P_{PT}(t) + N_{DG}P_{DG}(t) + N_{SE}P_{SE}(t) = P_{IN-tot}(t) + N_{SE}P_{EL}(t). \tag{21}
\]

(2) Operational constraint of the energy storage system: in order to improve the utilization rate of the battery pack and extend its life span, it needs to meet

\[ C_{\text{min}}(t + 1) \leq C(t + 1) \leq C_{\text{max}}(t + 1), \tag{22} \]

where \( C_{\text{max}}(t + 1) \) and \( C_{\text{min}}(t + 1) \) are the maximum and minimum storage energies allowed, defined by 100% and 20%, respectively.
(3) Constraint on the number of distributed power sources: according to actual engineering conditions, the number of power sources is restricted, and they need to meet

\[ 0 \leq N_{PV} \leq N_{PV_{-max}}, \]
\[ 0 \leq N_{WT} \leq N_{WT_{-max}}, \]
\[ 0 \leq N_{PT} \leq N_{PT_{-max}}, \]
\[ 0 \leq N_{DG} \leq N_{DG_{-max}}, \]
\[ 0 \leq N_{SE} \leq N_{SE_{-max}}, \]

where \( N_{PV_{-max}}, N_{WT_{-max}}, N_{PT_{-max}}, N_{DG_{-max}}, \) and \( N_{SE_{-max}} \) are the maximum allowable numbers of photovoltaic, wind, photothermal, diesel generators, and energy storage batteries, respectively.

(4) Operational constraint of diesel generator set: diesel generators have relatively low power generation efficiency and high fuel consumption during low-load operation, in order to optimize economy, and it is necessary to meet

\[ P_{DG_{-min}} \leq P_{DG}(t) < P_{DG_{-max}}, \]  

where \( P_{DG_{-max}} \) and \( P_{DG_{-min}} \) are the upper limit and lower limit of the output power of a single diesel generator, respectively.
5. Improved Grey Wolf Optimizer

5.1. Grey Wolf Optimizer. The Grey Wolf Optimizer (GWO) simulates the predation process of wolves with strict social dominant hierarchy in nature. The optimization search is achieved through processes such as "tracking," "encircling," "hunting," and "attacking" the prey [28]. It has been researched and applied in many fields because of its simple search principle, fast convergence speed, and good performance. However, the solution obtained by the GWO is gradually approaching the current optimal solution; so, the diversity of paretooptimal solution obtained is low. In the GWO, the current optimal three solutions are recorded as $\alpha$ wolf, $\beta$ wolf, and $\delta$ wolf, and other individual wolves hunt prey with the guidance of the three leader wolves. The main phases of grey wolf hunting are as follows:

\[
D_{\alpha\beta\delta} = |C\tau_p(t) - X_j(t)|, \quad p = \alpha, \beta, \delta,
\]

\[
X_j(t + 1) = \left( (X_\alpha(t) - AD_\alpha) + (X_\beta(t) - AD_\beta) + 1/3(X_\delta(t) - AD_\delta) \right),
\]

\[
C = 2r_1,
\]

\[
A = 2ar_2 - a,
\]

\[
a = 2 - \frac{2t}{\text{Max}_{\text{iter}}},
\]

where $t$ indicates the current iteration. $X_j(t)$ is the position of $t$th generation grey wolf individual, and $X_p(t)$ is the current position of prey. $r_1$ and $r_2$ are random numbers in $[0, 1]$. Max_iter is the maximum number of iterations, and $A$ and $C$ are swing factors.

5.2. Multiobjective Grey Wolf Optimization. In order to apply the GWO to the multiobjective optimization problems and make it a better performance, relevant researchers introduced the Archive (external population) into the GWO to store the nondominated optimal solution [29]. The leaders $\alpha$ wolves, $\beta$ wolves, and $\delta$ wolves in the predation process from the Archive are selected by adopting the leader wolves selection strategy. The algorithm can carry out jump search in space to increase the diversity of population by integrating differential evolution mechanism. The algorithm can also adapt to the multiobjective function in various situations to increase the flexibility of the algorithm by integrating greedy mechanism [30]. Thus, a multiobjective grey wolf optimization (MOGWO) is formed.

5.2.1. External Population and Leader Wolves Selection Strategy. Each iteration of the algorithm will generate new individuals. When individuals want to join the Archive, these individuals will be compared with the individuals in the Archive one by one, and then they can be added according to certain rules.

Stored all the nondominated optimal solutions in the Archive, the leader wolves are selected from the Archive by roulette [30]. In order to enhance the search performance of the GWO, the probability of any individual being selected can be calculated by equation (30):

\[
P_j = \frac{C}{N_j},
\]

where $C$ indicates a constant, whose value is greater than 1. $N_j$ is the total number of individuals in this individual’s group.

5.2.2. Differential Evolution Mechanism. The differential evolution algorithm is improved from the genetic algorithm. The algorithm can carry out jump search in space to increase the diversity of population by using the individual difference

\[
\text{Figure 4: Convergence factor change curve.}
\]
between the leader wolves. Because $\alpha$, $\beta$, and $\delta$ wolves are different wolves selected from the Archive, each leader wolf can be updated to obtain 3 positions that can be selected by individual wolves through the differential strategy plus the original solution generated by each 1/3 weight, and the leader wolf can provide 4 candidate solutions, specifically as follows:

\[
X_{j1}(t+1) = u(X_\alpha(t) - AD_\alpha) + k((X_\beta(t) - AD_\beta) - (X_\delta(t) - AD_\delta)),
\]

(31)

\[
X_{j2}(t+1) = u(X_\beta(t) - AD_\beta) + k((X_\alpha(t) - AD_\alpha) - (X_\delta(t) - AD_\delta)),
\]

(32)

\[
X_{j3}(t+1) = u(X_\delta(t) - AD_\delta) + k((X_\alpha(t) - AD_\alpha) - (X_\beta(t) - AD_\beta)),
\]

(33)

\[
X_{j4}(t+1) = \frac{1}{3}((X_\delta(t) - AD_\delta) + (X_\alpha(t) - AD_\alpha) + (X_\beta(t) - AD_\beta)),
\]

(34)

where $u$ and $k$ are differential parameters.

The differential parameter $u$ reflects the dominance of different leader wolves, and its value is around 1. $k$ is the differential disturbance product factor, and the value range is $[0, 1]$, which is generally smaller than the parameter $u$. In order to balance global performance and local exploration ability, the differential parameter $k$ is dynamically adjusted according to individual wolf information, and the adjustment equation is as follows:

\[
k = k_0 + (q_1 - q_2) \frac{S_{j1} - (S_{j2} + S_{j3}/2)}{S_{j4} * (S_{j2} + S_{j3}/2)},
\]

(35)

Figure 5: Algorithm optimization flow chart.
where $S_m$ is the weighted sum of the objective function values of new position generated by the current individual, and after sorting, $S_1 < S_2 < S_3 < S_4$. Parameter $k_0$ is the base value of $k$, and parameters $q_1$ and $q_2$ are the impact factors of $k_0$.

Equation (35) dynamically adjusts the parameter $k$ of differential evolution, if the current 4 individual differences are small, the larger the $k$ is; then, next time, the differential disturbance is increased, and the globality is strengthened to explore more solutions. Otherwise, if the differences are large, then the local precision development is carried out by reducing the differential disturbance.

5.2.3. Greedy Mechanism. Through equations (31) to (34), the individual wolves produce 4 candidate solutions, which are selected by the weighted summation of the nondominated solution and the objective function to ensure the excellent rate of the population. In addition, the original algorithm can adapt to multiple objective functions in different situations to increase the flexibility of the algorithm by introducing weight summation. Details are as follows:

(1) Find out the nondominant solution among the 4 solutions of individual wolf
Figure 7: Paretofront obtained by solving DTLZ2 with 3 algorithms: (a) NSGA-II, (b) MOGWO, and (c) IMOGWO.

Table 1: Comparison of performance indicators of 3 algorithms.

| Algorithm (problem) | Mean  | GD      | Variance | Mean  | HV      | Variance | Mean  | Δ      | Variance |
|---------------------|-------|---------|----------|-------|---------|----------|-------|--------|----------|
| NSGA-II(DTLZ1)      | 0.1947| 0.1593  |          | 0.6873| 0.0503  |          | 0.8596| 0.0238 |          |
| MOGWO(DTLZ1)        | 0.0539| 0.0398  |          | 0.7211| 0.0551  |          | 0.7012| 0.0162 |          |
| IMOGWO(DTLZ1)       | 0.0254| 0.0512  |          | 0.7583| 0.0422  |          | 0.5125| 0.0089 |          |
| NSGA-II(DTLZ2)      | 0.2197| 0.4364  |          | 0.6242| 0.0754  |          | 0.9649| 0.1332 |          |
| MOGWO(DTLZ2)        | 0.0215| 0.0237  |          | 0.6754| 0.0609  |          | 0.8797| 0.2505 |          |
| IMOGWO(DTLZ2)       | 0.0182| 0.0218  |          | 0.7005| 0.0794  |          | 0.5014| 0.0218 |          |
Table 2: The relevant parameters of distributed power sources.

| Sources | Rated capacity/kW | Initial purchase cost/(¥/kW) | Installed cost/(¥/kW) | Operational and maintenance cost/(¥/kW) | Fuel cost/(¥/(kW·h)) | Lifespan/years |
|---------|-------------------|------------------------------|-----------------------|----------------------------------------|----------------------|---------------|
| PV      | 0.1               | 5200                         | 1500                  | 14                                     | 0                    | 20            |
| WT      | 80                | 2800                         | 3200                  | 6                                      | 0                    | 20            |
| PT      | 100               | 5000                         | 4000                  | 5                                      | 0                    | 20            |
| DG      | 60                | 300                          | 570                   | 27                                     | 1.45                 | 10            |
| BAT     | 50(KW·h)          | 1100                         | 200                   | 7                                      | 0                    | 10            |

Figure 8: Environmental data and residential load curve. (a) Solar radiation curve. (b) Wind speed curve. (c) Residential load curve.
If there are multiple nondominated solutions, the weighted summation of multiobjective function values is sorted:

\[ S_{jg} = \sum_{j=0}^{m} w_j f_j(x_{jg}), \ g = (1, 2, 3, 4), \quad (36) \]

where \( w \) and \( j \) are weighted parameters, \( \sum_{j=0}^{m} w_j = 0 \).

The solution \( x_{jg} \) with the smallest \( S \) value is selected as the final update position of the current individual wolf.

5.3. Improved Multiobjective Grey Wolf Optimization. In the MOGWO, there is a certain randomness to select the leader wolves by roulette, and it makes the algorithm easy to fall into local optimum. The convergence factor has the same rate of change in the whole iteration process, which will cause insufficient population diversity. Aiming at these weaknesses, this paper improves the leader wolves selection strategy and convergence factor to form an improved multiobjective grey wolf optimization (IMOGWO).

5.3.1. Improved Leader Wolves Selection Strategy. Stored all the nondominated optimal solutions in the Archive, there is a certain randomness to select the leader wolves by roulette. If the 3 leader wolves chosen are close to each other, the searching ability of the algorithm will be weakened and easily fall into the local optimum. In order to improve the exploration ability of the algorithm and make the population distribution more uniform, this paper uses grid method to select leader wolves from the Archive (including \( \alpha \) wolves, \( \beta \) wolves, and \( \delta \) wolves).

For an optimization problem with \( r \) objectives, a grid with \( 2r \) boundaries is set: lower bound \((lb_k) \) and upper bound \((ub_k) \ (k = 1, 2, ..., r) \). A grid can be divided into several small regions (called HC: hypercube), and the number of divisions is determined by the population size and the number of optimization objectives. Denote each HC as \( r^i \), where \( i = (i_1, i_2, \)
\( \cdots, i_d \), and \( i_k \in 1 \cdots d \), \( d \) is a constant, representing the number of divisions in each dimension, which is generally a natural number greater than 2. In Figure 3, \( d = 6 \). Then, the boundary of each \( r^i \) can be expressed as

\[
\forall k \in 1 \cdots r, \\
r_{lb}k, i = [lb_k + \left( \frac{ik}{d} \right)(ub_k - lb_k)] \cdot \omega_k, \\
r_{ub}k, i = [lb_k + \left( \frac{(i - 1)k}{d} \right)(ub_k - lb_k)] \cdot \omega_k,
\]

where \( \omega_k \) is the width of each small region in the \( k \)th dimension, \( \omega_k = \text{range}_k / d \), and range\(_k\) is the field width in the \( k \)th dimension.

With the grid and the identification of each small region in the grid, it can be judged whether an individual falls in a certain area. Suppose there is an individual \( Z = (z_1, z_2, \cdots, z_r) \), for the area \( r^i \), if \( \forall k \in 1 \cdots r, z_k \geq r_{lb}k, i \), and \( z_k < r_{ub}k, i \), then individual \( Z \) is considered to be in region \( r^i \).

The grey wolves in the Archive are ranked from high to low in terms of excellence, and the top 3 individual wolves are selected to judge whether there are individual wolves in the same grid. If there are, one or two of them will be removed, and then the fourth excellent individual is selected in the Archive to judge until the 3 individual wolves are in different grids; next, the 3 individual wolves are \( \alpha \) wolf, \( \beta \) wolf, and \( \delta \) wolf, respectively.

In Figure 2, there are 2 individuals in region A, 1 individual in region B, and 3 individuals in region C. In order to maintain the uniform distribution of the evolutionary population, the individuals with high aggregation density in the grid should be deleted, such as deleting 1 individual in region A and 2 individuals in region C.

5.3.2. Improved Convergence Factor. By equations (28) and (29), the value of \( |A| \) is determined by the convergence factor \( a \), and \( a \) linearly decreases from 2 to 0 during the entire iteration. The convergence factor has the same rate of change in the whole iteration process, too fast convergence speed in the early stage of the iteration will lead to a smaller search range and insufficient population diversity, and too slow convergence speed in the later stage of the iteration will result in lower algorithm solving efficiency [29]. So, the convergence factor needs to be improved, that is,

\[
a = \frac{2}{\ln 3} \cdot \ln \left( 3 - 2 \left( \frac{t}{\text{Max_iter}} \right) \right)^{\frac{1}{3}}.
\]

In Figure 4, there are the change curves of the 2 convergence factors. Through comparison, the use of nonlinear convergence factor in the early stage of the iteration has a slower decay rate, which can expand the global search range and

| Schemes | PV | Number of distributed power sources | WT | PT | BAT | DG | CEC (10^4\$) | DPSP (%) | REDR |
|--------|----|-----------------------------------|----|----|-----|----|----------------|----------|------|
| 1      | 14647 | 14 | 7 | 35 | 10 | 578.5106 | 0.255 | 0.185 |
| 2      | 16398 | 17 | 8 | 52 | 10 | 723.2455 | 0.135 | 0.184 |
| 3      | 15544 | 14 | 7 | 44 | 10 | 638.4003 | 0.423 | 0.133 |
| 4      | 16063 | 16 | 8 | 47 | 10 | 685.5224 | 0.159 | 0.175 |

| Schemes | PV | Number of distributed power sources | WT | PT | BAT | DG | CEC (10^4\$) | DPSP (%) | REDR |
|--------|----|-----------------------------------|----|----|-----|----|----------------|----------|------|
| 1      | 17121 | 13 | 8 | 37 | 10 | 619.4335 | 0.268 | 0.191 |
| 2      | 16924 | 16 | 9 | 51 | 10 | 728.3291 | 0.139 | 0.212 |
| 3      | 15913 | 15 | 7 | 46 | 10 | 659.5921 | 0.382 | 0.146 |
| 4      | 16707 | 15 | 8 | 43 | 10 | 662.4333 | 0.171 | 0.186 |

| Schemes | PV | Number of distributed power sources | WT | PT | BAT | DG | CEC (10^4\$) | DPSP (%) | REDR |
|--------|----|-----------------------------------|----|----|-----|----|----------------|----------|------|
| 1      | 16908 | 15 | 8 | 39 | 10 | 642.3363 | 0.445 | 0.214 |
| 2      | 16531 | 17 | 9 | 53 | 10 | 729.8754 | 0.153 | 0.271 |
| 3      | 16341 | 14 | 8 | 45 | 10 | 664.0153 | 0.402 | 0.154 |
| 4      | 16019 | 16 | 7 | 46 | 10 | 666.7994 | 0.291 | 0.206 |

Table 3: Distributed power supply configuration results of IMOGWO.

Table 4: Distributed power supply configuration results of MOGWO.

Table 5: Distributed power supply configuration results of NSGA-II.
ensure population diversity, and the faster decay rate in the later stage of the iteration can improve the solution efficiency to adapt to local development.

5.3.3. Algorithm Flow. The flowchart of solving the problem using the IMOGWO is shown in Figure 5, and the detailed optimization process is as follows:

1. Input the load situation and the environmental data such as irradiation intensity, wind speed, temperature of the research site, and input the economic and technical parameters of each component of the research object

2. Initialize the wolf pack, set the Archive, configure the algorithm parameters and differential parameters, and determine the maximum number of iterations Max_iter

3. Solve the nondominated optimal solution of contemporary wolves and update the Archive

4. According to equations (35) and (38), solve the values of the contemporary initialization parameters $k$ and $a$ and select 3 individual leader wolves from the Archive through the grid method

5. According to equations (25)–(28) and (31)–(34), solve the 4 candidate solutions of the current individual leader wolves

6. Solve the nondominant solutions among the candidate solutions, adopt the greedy mechanism and sort them according to equation (36), and select the best update position of each wolf

7. According to the rules, add the nondominated solution to the Archive. If the population is full, remove part of the solutions in the Archive
Judge whether the maximum number of iterations has been reached, if so, the algorithm will end and output the nondominated solution of the Archive. Otherwise, return to step 4 and continue to execute the algorithm.

5.3.4. Algorithm Performance Test. Standard multiobjective test functions DTLZ1 and DTLZ2 are used to test the performance of the IMOGWO and compared with the NSGA-II and the MOGWO. The generation distance (GD), hypervolume (HV), and diversity ($\Delta$) are selected as the performance indicators of the algorithm, and the convergence indicator and diversity indicator are used to evaluate the results of the algorithm.

Test functions are as follows:

(1) DTLZ1:

$$
\begin{align*}
\min f_1(x) &= 0.5x_1x_2(1 + g(x)), \\
\min f_2(x) &= 0.5x_1(1 - x_2)(1 + g(x)), \\
\min f_3(x) &= 0.5(1 - x_1)(1 + g(x)), \\
g(x) &= \sum_{i=3}^{12} (x_i - 0.5)^2 - \cos(20px_i - 0.5), \\
S.T. \quad 0 \leq x_i \leq 1 & \quad (i = 1, 2, \cdots, 12).
\end{align*}
$$

Figure 12: Environmental data and residential load curve. (a) Solar radiation curve. (b) Wind speed curve. (c) Residential load curve.
Paretooptimal boundary corresponds to $X$ that is $x_i = 0$, $x_i \in X_M$.

(2) DTLZ2:

$$\begin{align*}
\min f_1(x) &= (1 + g(x)) \cos (x_1 \pi/2) \cos (x_2 \pi/2), \\
\min f_2(x) &= (1 + g(x)) \cos (x_1 \pi/2) \sin (x_2 \pi/2), \\
\min f_3(x) &= (1 + g(x)) \sin (x_1 \pi/2), \\
g(x) &= \sum_{i=3}^{12} (x_i - 0.5)^2, \\
S.T. \quad 0 \leq x_i \leq 1 \quad (i = 1, 2, \cdots, 12).
\end{align*}$$

(40)

Paretooptimal boundary corresponds to $X$ is $x_i = 0$, $x_i \in X_M$.

Algorithm parameters are coded by real number system and polynomial variation. The NSGA-II uses analog binary crossover operator. Population size is 200, maximum number of iterations is 500, crossover probability is 0.9, mutation probability is $1/\text{len}$, len is variable dimension, and the size of the Archive is 150. The paretofront of the obtained nondominated solution is shown in Figures 6 and 7.

It can be seen from Figures 6 and 7 that all three algorithms can find nondominated solutions and obtain the paretofront. Compared with the other 2 algorithms, the optimal solution obtained by IMOGWO is distributed more uniformly on paretofront, and local convergence of the algorithm can be avoided.

The quantitative analysis results of the performance of the three algorithms are shown in Table 1.

It can be seen from Table 1 that the IMOGWO is superior to the MOGWO and NSGA-II in both the generation distance and the hypervolume indicator, which verifies the superiority of the IMOGWO in solving the three-objective optimization problem.

The IMOGWO can expand the search scope in the early iteration to enhance the diversity of the grey wolf population, while in the late iteration, it can realize rapid convergence to enhance the solving efficiency of the algorithm. In addition, the IMOGWO also has a good improvement in the convergence and coverage [30].

6. Case Study

6.1. Case Situation. An isolated microgrid project in a certain place in China (The geographical coordinates are $18^\circ 10'N$ and $108^\circ 57'E$) is selected as the research object. The simulation analysis of optimal sizing is carried out according to the annual forecast of environmental conditions and load demand in the area. Table 2 shows the relevant parameters of distributed power sources. And Figure 8 shows the weather data and common loads of the place in a certain year. The weather data comes from the China Greenhouse Data Sharing Platform [31].

6.2. Case Analysis 1. According to the known conditions in 5.1, a three-objective optimization model based on comprehensive economic cost, deficiency of power supply probability, and renewable energy discard rate is established. In this paper, the diesel generator does not participate in the optimal configuration of system capacity, and its capacity is set at 60% of the average annual load as the backup power source of the system. Set the population size to 200, the maximum number of iterations to 500, and the Archive size to 150. The three-objective optimization model proposed is solved by using the NSGA-II, the MOGWO, and the IMOGWO, respectively. The paretooptimal fronts obtained are shown in Figure 9.

It can be seen from Figure 8 that all 3 algorithms can find the nondominated solutions and obtain paretofronts. However, the distribution and convergence of the NSGA-II are the worst, which is not suitable to solve the three-objective optimization problem established in this paper. The MOGWO and the IMOGWO can obtain more ideal optimization results, and the IMOGWO has a significant improvement in the uniformity of the paretofront distribution compared with the MOGWO.

Among the nondominated solutions that meet all goals, four representative solutions are selected with the lowest comprehensive economic cost, the smallest DPSP, the smallest REDR, and the compromise between the 3 goals. The optimal configuration schemes corresponding to IMOGWO, MOGWO, and NSGA-II are shown in Tables 3–5, respectively.

It can be seen from Table 3 that the minimum comprehensive economic cost of the system is RMB $5.785106$ million, the corresponding deficiency of power supply probability is 0.255%, and the renewable energy discard rate is 0.185. The maximum comprehensive economic cost of the system is RMB $7.232455$ million, the corresponding deficiency of power supply probability is 0.255%, and the renewable energy discard rate is 0.184. The comprehensive economic cost of the system is RMB $6.384403$ million, the corresponding deficiency of power supply probability is 0.423%, and the renewable energy discard rate is 0.133. It can be seen from Table 4 that the minimum comprehensive
economic cost of the system is RMB 6.194335 million, the corresponding deficiency of power supply probability is 0.268%, and the renewable energy discard rate is 0.191. The maximum comprehensive economic cost of the system is RMB 7.283291 million, the corresponding deficiency of power supply probability is 0.144%, and the renewable energy discard rate is 0.212. It can be seen from Table 5 that the minimum comprehensive economic cost of the system is RMB 6.423363 million, the corresponding deficiency of power supply probability is 0.445%, and the renewable energy discard rate is 0.214. The maximum comprehensive economic cost of the system is RMB 7.298754 million, the corresponding deficiency of power supply probability is 0.153%, and the renewable energy discard rate is 0.271. The comprehensive economic cost of the system is RMB 6.640153 million, the corresponding deficiency of power supply probability is 0.402%, and the renewable energy discard rate is 0.154. From the above, when the renewable energy discard rate is similar, the higher the comprehensive economic cost of the system is, the lower the deficiency of power supply probability is, namely, the higher the power supply reliability is, which means that under general circumstances, high power supply reliability will come at the high comprehensive economy cost. When the comprehensive economic cost is similar, the smaller the deficiency of power supply probability is, the higher the corresponding renewable energy discard rate is. Therefore, in the overall planning of the microgrid, it is necessary to appropriately evaluate and balance the relationship between comprehensive economic cost, deficiency of power supply probability, and renewable energy discard rate according to the actual requirements of the planning object, and appropriate values for the three are determined to avoid excessive costs.

According to Tables 3–5, compared with NSGA-II, the optimal sizing obtained by IMOGWO and MOGWO is more excellent. Taking scheme 4 as an example, compared with MOGWO, although the comprehensive economy cost of IMOGWO is higher than that of MOGWO, the DPSP and the REDR are lower than that of MOGWO. Therefore, the final choice depends on the requirements of local residents and power enterprises.

This paper selects a set of solutions in scheme 4 in Table 3 for further analysis. The components that constitute the hybrid energy microgrid in this solution include 16,063 photovoltaic cell panels, 16 wind generators, 8 photothermal generators, 47 battery packs, and 10 diesel generators.

Figure 10 shows the annual operational condition of each distributed power source, battery packs and load in the microgrid, and Figure 11 shows the typical daily power output and load operational condition of the microgrid. It can be seen from the figure that the power output of photovoltaic generator, photothermal generators, and wind generators is relatively random, but they can also form a relatively good complementarity. Through the blessing of energy storage batteries and diesel generators, they can provide energy when renewable energy generating capacity is insufficient, which can effectively improve the stability of the microgrid system.

**Table 6: Distributed power supply configuration results of IMOGWO.**

| Schemes | PV | Number of distributed power sources | WT | PT | BAT | DG | CEC (10^4¥) | DPSP (%) | REDR |
|---------|----|------------------------------------|----|----|-----|----|------------|----------|------|
| 1       | 14267 | 18 | 8 | 39 | 10 | 636.0827 | 0.186 | 0.248 |

**Figure 14: Annual distributed power output and load of microgrid.**
Through the analysis of the operating conditions, it is verified that the IMOGWO is feasible to solve the sizing optimization problem of microgrid.

6.3. Case Analysis 2. An isolated microgrid project in a certain place in China (The geographical coordinates are 36°10’N and 120°10’E) is selected as the research object. The simulation analysis of optimal sizing is carried out according to the annual forecast of environmental conditions and load demand in the area. Figure 12 shows the weather data and common loads of the place in a certain year. The weather data comes from the China Greenhouse Data Sharing Platform [31].

With the same conditions as in 6.2, the three-objective optimization model proposed is solved by using the IMOGWO, and the paretooptimal fronts obtained are shown in Figure 13. A set of solution is obtained as shown in Table 6, and this set of solution is used for further analysis.

Figure 14 shows the annual operational condition of each distributed power source, battery packs, and load in the microgrid, and Figure 15 shows the typical daily power output and load operational condition of the microgrid. As can be seen from the above two figures, the optimal sizing obtained by this optimization method can meet the load demand of this region and has low DPSP and REDR.

7. Conclusions

Based on the comprehensive consideration of load demand, wind speed, and solar radiation, a three-objective optimal sizing model and its solution method are proposed for the island microgrid containing photovoltaic/photothermal/wind/diesel/storage. The system power allocation strategy is proposed considering the three types of controllable resources for thermal storage module of the photothermal power generation system, battery, and diesel generator. The rationality of the proposed model and power allocation strategy is verified by modelling and solving analysis of actual example of island in a certain area. At the same time, this paper proposes an IMOGWO to solve the three-objective optimization problem, and simulation analysis verified that the IMOGWO is feasible to solve the sizing optimization problem of hybrid energy microgrid. And compared with the MOGWO, the DPSP and the REDR are reduced by 7.55% and 6.29%, respectively, by using the IMOGWO.

In the planning and design of an actual island microgrid, selecting the optimal sizing allocation ratio of photovoltaic, photothermal, wind, diesel generator, and energy storage by the method described in this paper can meet the specific requirements of the project planning for comprehensive economy cost, DPSP, and REDR, which can provide theoretical basis and technical support for the planning and construction of island microgrid. Thus, the problem of power shortage in island areas can be effectively solved, and the cost of power supply in island areas can also be reduced. Since the basic data used in this paper are solar radiation and wind speed, the optimal sizing method described in this paper is also applicable to other island microgrids.
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