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Abstract

We construct an automaton group with a PSPACE-complete word problem, proving a conjecture due to Steinberg. Additionally, the constructed group has a provably more difficult, namely EXPSPACE-complete, compressed word problem and acts over a binary alphabet. Thus, it is optimal in terms of the alphabet size. Our construction directly simulates the computation of a Turing machine in an automaton group and, therefore, seems to be quite versatile. It combines two ideas: the first one is a construction used by D’Angeli, Rodaro and the first author to obtain an inverse automaton semigroup with a PSPACE-complete word problem and the second one is to utilize a construction used by Barrington to simulate Boolean circuits of bounded degree and logarithmic depth in the group of even permutations over five elements.

Keywords Automaton group · Word problem · PSPACE · Compressed word problem

1 Introduction

The word problem is one of Dehn’s fundamental algorithmic problems in group theory [13]: given a word over a finite set of generators for a group, decide whether the word represents the identity in the group. While, in general, the word problem is undecidable [10, 26], many classes of groups have a decidable word problem.
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Among them is the class of automaton groups. In this context, the term automaton refers to finite state, letter-to-letter transducers. In such automata, every state $q$ induces a length-preserving, prefix-compatible action on the set of words, where an input word $u$ is mapped to the output word obtained by reading $u$ starting in $q$. The group or semigroup generated by the automaton is the closure under composition of the actions of the different states and a (semi)group arising in this way is called an automaton (semi)group.

The interest in automaton groups was stirred by the observation that many groups with interesting properties are automaton groups. Most prominently, the class contains the famous Grigorchuk group [17] (which is the first example of a group with sub-exponential but super-polynomial growth and admits other peculiar properties, see [18] for an accessible introduction). There is also a quite extensive study of algorithmic problems in automaton (semi)groups: the conjugacy problem and the isomorphism problem (here the automaton is part of the input) – the other two of Dehn’s fundamental problems – are undecidable for automaton groups [31]. Moreover, for automaton semigroups, the order problem could be proved to be undecidable [15, Corollary 3.14]. Recently, this could be extended to automaton groups [16] (see also [5]). On the other hand, the undecidability result for the finiteness problem for automaton semigroups [15, Theorem 3.13] could not be lifted to automaton groups so far.

The undecidability results show that the presentation of groups using automata is still quite powerful. Nevertheless, it is not very difficult to see that the word problem for automaton groups is decidable. One possible way is to show an upper bound on the length of an input word on which a state sequence\(^1\) not representing the identity of the group acts non-trivially. In the most general setting, this bound is $|Q|^n$ where $Q$ is the state set of the automaton and $n$ is the length of the state sequence. Another viewpoint is that one can use a non-deterministic guess and check algorithm to solve the word problem. This algorithm uses linear space proving that the word problem for automaton (semi)groups is in PSPACE. This approach seems to be mentioned first by Steinberg [30, Section 3] (see also [12, Proposition 2 and 3]). In some special cases, better algorithms or upper bounds are known: for example, for contracting automaton groups (and this includes the Grigorchuk group), the witness length is bounded logarithmically [25] and the problem, thus, is in LOGSPACE; other examples of classes with better upper bounds or algorithms include automata with polynomial activity [8] or Hanoi Tower groups [9]. On the other hand, Steinberg conjectured that there is an automaton group with a PSPACE-complete word problem [30, Question 5]. As a partial solution to his problem, an inverse automaton semigroup with a PSPACE-complete word problem has been constructed in [12, Proposition 6]\(^2\). In this paper, our aim is to finally prove the conjecture for groups.

\(^1\)In order to avoid ambiguities, we call a word over the states of the automaton a state sequence. So, in our case the input for the word problem is a state sequence.

\(^2\)In fact, the semigroup is generated by a partial, invertible automaton. A priori, this seems to be a stronger statement than that the semigroup is inverse and also an automaton semigroup. That is why the cited paper uses the term “automaton-inverse semigroup”. Only later, it was shown that the two concepts actually coincide [11, Theorem 25].
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First, however, we give a simpler proof for the weaker statement that the uniform word problem for automaton groups (where the group, represented by its generating automaton, is part of the input) is \(\text{PSPACE}\)-complete in Section 3. This simpler proof uses the same ideas as the main proof and should facilitate understanding the latter.

For the main result, Theorem 10, we adopt the construction used by D’Angeli, Rodaro and the first author from [12, Proposition 6]. This construction uses a master reduction and directly encodes a Turing machine into an automaton. Already in [12, Proposition 6], it was also used to show that there is an automaton group whose word problem with a rational constraint (which depends on the input) is \(\text{PSPACE}\)-complete. To get rid of this rational constraint, we apply an idea used by Barrington [3] to transform \(\text{NC}^1\)-circuits (circuits of bounded fan-in and logarithmic depth) into bounded-width polynomial-size branching programs. Similar ideas predating Barrington have been attributed to Gurevich (see [22]) and given by Mal’cev [23] but also by Mauerer and Rhodes [24] as well as Krohn, Mauer and Rhodes [20]. Nevertheless, this paper is fully self-contained and no previous knowledge of either [12] or [3] is needed. Barrington’s construction uses the group \(A_5\) of even permutations over five elements. However, there is a wide variety of other groups that can be used in a similar way. For example the Grigorchuk group (see [4]) or the free group in three generators (see [28]). Both examples have the advantage that they are – in contrast to \(A_5\) – generated by an automaton over a binary alphabet (see [1, 32] for the free group). We will describe our construction in a general way (independent of the group). Afterwards, we can plug in, for example, the mentioned free group in three generators and obtain an automaton group over a binary alphabet with a \(\text{PSPACE}\)-complete word problem.

Finally, in Section 5, we also investigate the compressed word problem for automaton groups. Here, the (input) state sequence is given as a so-called straight-line program (a context-free grammar which generates exactly one word). Alternatively, the compressed word problem can also be considered as a circuit value problem where the input gates of the circuit are labeled by group elements and the inner gates compute the product of group elements. See [21] or [6, Chapter 4] for more information on the compressed word problem. By uncompressing the input sequence and applying the above mentioned non-deterministic linear-space algorithm, one can see that the compressed word problem can be solved in \(\text{EXPSPACE}\). Thus, the more interesting part is to prove that this algorithm cannot be improved significantly: we show that there is an automaton group with an \(\text{EXPSPACE}\)-hard compressed word problem. This result is interesting because, by taking the disjoint union of the two automata, we obtain a group whose (ordinary) word problem is \(\text{PSPACE}\)-complete and whose compressed word problem is \(\text{EXPSPACE}\)-complete and, thus, provably more difficult by the space hierarchy theorem [29, Theorem 6] (or e.g. [27, Theorem 7.2, p. 145] or [2, Theorem 4.8]). To the best of our knowledge, this was the first known example of such a group. Meanwhile, however, Bartholdi, Figelius, Lohrey and the second author found other examples of groups whose compressed word problem is provably harder than their (ordinary) word problem [4]. These examples include the Grigorchuk group, Thompson’s groups and several others defined in terms of wreath products.
Other explicit previous results on the compressed word problem for automaton groups do not seem to exist. However, it was observed by Gillibert [14] that the proof of [12, Proposition 6] also yields an automaton semigroup with an \( \text{EXPSPACE}\) complete compressed word problem in a rather straightforward manner. For the case of groups, it is possible to adapt the construction used by Gillibert to prove the existence of an automaton group with an undecidable order problem [16] slightly to obtain an automaton group with a \( \text{PSPACE}\) -hard compressed word problem [14].

This work is an extended version of the conference paper [34]. The most notable extensions are the simpler proof for the uniform word problem (which was omitted from the conference paper for space reasons) and the extension of the construction to use a binary alphabet instead of one with five elements (which is novel). Parts of the presentation are taken from the first author’s doctoral thesis [33].

2 Preliminaries

Words and Alphabets with Involution In this paper, we use \( A \uplus B \) for the disjoint union of the sets \( A \) and \( B \). Additionally, we use common notations from formal language theory. In particular, we use \( \Sigma^* \) to denote the set of words over an alphabet \( \Sigma \) including the empty word \( \varepsilon \). If we want to exclude the empty word, we write \( \Sigma^+ \).

For any alphabet \( Q \), we define a natural involution between \( Q \) and a disjoint copy \( Q^{\perp 1} = \{ q^{-1} \mid q \in Q \} \) of \( Q \): it maps \( q \in Q \) to \( q^{-1} \in Q^{\perp 1} \) and vice versa. In particular, we have \( (q^{-1})^{-1} = q \). The involution extends naturally to words over \( Q^{\pm 1} = Q \uplus Q^{\perp 1} \): for \( q_1, \ldots, q_n \in Q^{\pm 1} \), we set \( (q_n \ldots q_1)^{-1} = q_1^{-1} \ldots q_n^{-1} \). This way, the involution is equivalent to taking the group inverse if \( Q \) is a generating set of a group. To simplify the notation, we write \( Q^{\pm *} \) for \( (Q^{\pm 1})^{*} \).

A word \( u \) is a prefix of a word \( v \) if there is some word \( x \) with \( v = ux \). It is a proper prefix if \( x \) is non-empty. The set of proper prefixes of some word \( w \) is \( \text{PPre} \ w \) and \( \text{PPre} \ L \) for some language \( L \) is \( \text{PPre} \ L = \bigcup_{w \in L} \text{PPre} \ w \).

Turing Machines and Complexity We assume the reader to be familiar with basic notions of complexity theory (see [27] or [2] for standard text books on complexity theory) such as configurations for Turing machines, computations and reductions in logarithmic space (\( \text{LOGSPACE} \)) as well as complete and hard problems for \( \text{PSPACE} \) and the class \( \text{EXPSPACE} \). For the class of problems (or functions) solvable (or computable) in deterministic linear space, we write \( \text{DLINSPACE} \). We only consider deterministic, single-tape machines and write their configurations as words \( c_0 \ldots c_i \ldots c_{n-1} \) where the \( c_j \) are symbols from the tape alphabet and \( p \) is a state. In this configuration, the machine is in state \( p \) and its head is over the symbol \( c_i \). By convention, we assume that the tape symbols at positions \( -1 \) and \( n \) are blank symbols.

Using suitable normalizations, we can assume that every Turing machine admits a simple function which describes its transitions:

**Fact 1** (Folklore) Consider a deterministic Turing machine with state set \( P \) and tape alphabet \( \Delta \). After a straightforward transformation of the transition function and states, we can assume that the symbol \( \gamma_i^{(i+1)} \) at position \( i \) of the configuration at
time step \( t + 1 \) only depends on the symbols \( \gamma^{(t)}_{i-1}, \gamma^{(t)}_i, \gamma^{(t)}_{i+1} \in \Gamma \) at position \( i - 1 \), \( i \) and \( i + 1 \) at time step \( t \). Thus, we may always assume that there is a function \( \tau : (P \cup \Delta)^3 \rightarrow P \cup \Delta \) mapping the symbols \( \gamma^{(t)}_{i-1}, \gamma^{(t)}_i, \gamma^{(t)}_{i+1} \in P \cup \Delta \) to the uniquely determined symbol \( \gamma^{(t+1)}_i \) for all \( i \) and \( t \).

**Proof Idea** The only problem appears if the machine moves to the left: if we have the situation \( a b p c \) or \( a b p d \) (where the positions \( i - 1, i \) and \( i + 1 \) are in black) and the machine moves to the left in state \( p \) when reading a \( c \) but does not move when reading a \( d \), then the new value for the second symbol does not only depend on the symbols right next to it; we can either be in the situation \( a p' b c' \) or \( a b p' d' \) (where position \( i \) is in black). To circumvent the problem, we can introduce intermediate states. Now, instead of moving to the left, we go into an intermediate state (without movement). In the next step, we move to the left (but this time the movement only depends on the state and not on the current symbol).

**Automata** We use the word automaton to denote what is more precisely called a letter-to-letter, finite state transducer. Formally, an automaton is a triple \( \mathcal{T} = (Q, \Sigma, \delta) \) consisting of a finite set of states \( Q \), an input and output alphabet \( \Sigma \) and a set \( \delta \subseteq Q \times \Sigma \times \Sigma \times Q \) of transitions. For a transition \( (p, a, b, q) \in Q \times \Sigma \times \Sigma \times Q \), we usually use the more graphical notation \( p \xrightarrow{a/b} q \) and, additionally, the common way of depicting automata

```
  p ---- a/b ---- q
```

where \( a \) is the input and \( b \) is the output. We will usually work with deterministic and complete automata, i.e. automata where we have

\[
d_{p,a} = \left| \{ p \xrightarrow{a/b} q \in \delta \mid b \in \Sigma, q \in Q \} \right| = 1
\]

for all \( p \in Q \) and \( a \in \Sigma \). In other words, for every \( a \in \Sigma \), every state has exactly one transition with input \( a \).

A run of an automaton \( \mathcal{T} = (Q, \Sigma, \delta) \) is a sequence

\[
q_0 \xrightarrow{a_1/b_1} q_1 \xrightarrow{a_2/b_2} \cdots \xrightarrow{a_n/b_n} q_n
\]

of transitions from \( \delta \). It starts in \( q_0 \) and ends in \( q_n \). Its input is \( a_1 \ldots a_n \) and its output is \( b_1 \ldots b_n \). If \( \mathcal{T} \) is complete and deterministic, then, for every state \( q \in Q \) and every word \( u \in \Sigma^* \), there is exactly one run starting in \( q \) with input \( u \). We write \( q \circ u \) for its output and \( q \cdot u \) for the state in which it ends. This notation can be extended to multiple states. To avoid confusion, we usually use the term state sequence instead of “word” (which we reserve for input or output words) for elements \( q \in Q^* \). Now, for states \( q_1, q_2, \ldots, q_\ell \in Q \), we set \( q_\ell \ldots q_2 q_1 \circ u = q_\ell \ldots q_2 \circ (q_1 \circ u) \) inductively. If the state sequence \( q \in Q^* \) is empty, then \( q \circ u \) is simply \( u \).

This way, every state \( q \in Q \) (and even every state sequence \( q \in Q^* \)) induces a map \( \Sigma^* \rightarrow \Sigma^* \) and every word \( u \in \Sigma^* \) induces a map \( Q \rightarrow Q \). If all states of an automaton induce bijective functions, we say it is invertible and call it a \( \mathcal{G} \)-automaton. In this case, we let the function induced by the inverse \( q^{-1} \) of a state \( q \) be

\( \circ Springer \)
the inverse of the function induced by $q$. For a $G$-automaton $T$, all bijections induced by the states generate a group (with composition as operation), which we denote by $G(T)$. A group is called an automaton group if it arises in this way. Clearly, $G(T)$ is generated by the maps induced by the states of $T$ and, thus, finitely generated.

**Example 2** The typical first example of an automaton generating a group is the adding machine $T = (\{q, \text{id}\}, \{0, 1\}, \delta)$:

$$1/0 \xleftrightarrow{0/1} q \xleftrightarrow{0/0} \text{id}.$$ 

It obviously is deterministic and complete and, therefore, we can consider the map induced by the state $q$. We have $q^3 \circ 000 = q^2 \circ 100 = q \circ 010 = 110$. From this example, it is easy to see that the action of $q$ is to increment the input word (which is interpreted as a reverse/least significant bit first binary representation $\overline{\text{bin}}(n)$ of a number $n$). The inverse is accordingly to decrement the value. As the other state $\text{id}$ acts like the identity, we obtain that the group $G(T)$ generated by $T$ is isomorphic to the infinite cyclic group.

Similar to extending the notation $q \circ u$ to state sequences, we can also extend the notation $q \cdot u$ for transitions of automata. For a transition $p \xrightarrow{a/b} q$ of an automaton, we write the cross diagram given in Fig. 1a. Multiple cross diagrams can be combined into a larger one. For example, the cross diagram in Fig. 1b indicates that there is a transition $q_{i,j-1} \xrightarrow{a_{i-1,j}/a_{i,j}} q_{i,j}$ for all $1 \leq i \leq n$ and $1 \leq j \leq m$. Typically, we omit unneeded names for states and abbreviate cross diagrams. Such an abbreviated cross diagram is depicted in Fig. 1c. If we set $p = q_{n,0} \ldots q_{1,0}, u = a_{0,1} \ldots a_{0,m}, v = a_{n,1} \ldots a_{n,m}$ and $q = q_{n,m} \ldots q_{1,m}$, then it indicates the same transitions as in Fig. 1b. It is important to note here that the right-most state in $p$ is actually the one to act first.

If we have the cross diagram from Fig. 1c, we set $p \cdot u = q$. This is the same, as setting $q_{n} \ldots q_{1} \cdot u = [q_{n} \ldots q_{2} \cdot (q_{1} \cdot u)](q_{1} \cdot u)$ inductively and, with the definition from above, we already have $p \circ u = v$.

**Group Theory and Word Problem** For the neutral element of a group, we write $\mathbb{1}$. We write $p =_{G} q$ or $p = q$ in $G$ if two words $p$ and $q$ over the generators (and their inverses) of a group evaluate to the same group element. Typically, $G$ will be an

\[ \begin{array}{c}
q_{1,0} \xrightarrow{a_{0,1}} q_{1,1} \xrightarrow{a_{1,1}} \ldots \xrightarrow{a_{n-1,1}} q_{n,1} \xrightarrow{a_{n,1}} q_{n,0}
\end{array} \]

\[ \begin{array}{c}
q_{1,0} \xrightarrow{a_{0,1}} q_{1,1} \xrightarrow{a_{1,1}} \ldots \xrightarrow{a_{n-1,1}} q_{n,1} \xrightarrow{a_{n,1}} q_{n,0}
\end{array} \]

\[ \begin{array}{c}
q_{1,0} \xrightarrow{a_{0,1}} q_{1,1} \xrightarrow{a_{1,1}} \ldots \xrightarrow{a_{n-1,1}} q_{n,1} \xrightarrow{a_{n,1}} q_{n,0}
\end{array} \]

\[ \begin{array}{c}
q_{1,0} \xrightarrow{a_{0,1}} q_{1,1} \xrightarrow{a_{1,1}} \ldots \xrightarrow{a_{n-1,1}} q_{n,1} \xrightarrow{a_{n,1}} q_{n,0}
\end{array} \]

\[ \begin{array}{c}
q_{1,0} \xrightarrow{a_{0,1}} q_{1,1} \xrightarrow{a_{1,1}} \ldots \xrightarrow{a_{n-1,1}} q_{n,1} \xrightarrow{a_{n,1}} q_{n,0}
\end{array} \]

\[ \begin{array}{c}
q_{1,0} \xrightarrow{a_{0,1}} q_{1,1} \xrightarrow{a_{1,1}} \ldots \xrightarrow{a_{n-1,1}} q_{n,1} \xrightarrow{a_{n,1}} q_{n,0}
\end{array} \]

\[ \begin{array}{c}
q_{1,0} \xrightarrow{a_{0,1}} q_{1,1} \xrightarrow{a_{1,1}} \ldots \xrightarrow{a_{n-1,1}} q_{n,1} \xrightarrow{a_{n,1}} q_{n,0}
\end{array} \]

\[ \begin{array}{c}
q_{1,0} \xrightarrow{a_{0,1}} q_{1,1} \xrightarrow{a_{1,1}} \ldots \xrightarrow{a_{n-1,1}} q_{n,1} \xrightarrow{a_{n,1}} q_{n,0}
\end{array} \]

\[ \begin{array}{c}
q_{1,0} \xrightarrow{a_{0,1}} q_{1,1} \xrightarrow{a_{1,1}} \ldots \xrightarrow{a_{n-1,1}} q_{n,1} \xrightarrow{a_{n,1}} q_{n,0}
\end{array} \]

\[ \begin{array}{c}
q_{1,0} \xrightarrow{a_{0,1}} q_{1,1} \xrightarrow{a_{1,1}} \ldots \xrightarrow{a_{n-1,1}} q_{n,1} \xrightarrow{a_{n,1}} q_{n,0}
\end{array} \]
automaton group generated by a $G$-automaton $T = (Q, \Sigma, \delta)$ and $p$ and $q$ are state sequences from $Q^{\pm*}$.

The word problem of a group $G$ generated by a finite set $Q$ is the decision problem:

- **Constant:** the group $G$ generated by $Q$
- **Input:** $q \in Q^{\pm*}$
- **Question:** is $q = 1$ in $G$?

In addition, if $C$ is a class of groups, we also consider the uniform word problem for $C$. Here, the group $G \in C$ is part of the input (in a suitable representation).

**Balanced Iterated Commutators** For elements $h$ and $g$ of a group $G$, we write $h^g$ for the conjugation $h^{-1}gh$ of $g$ with $h$ and $[h, g]$ for the commutator $h^{-1}g^{-1}hg$. Both notations extend naturally to words over the group generators: if $G$ is generated by $Q$, then we let $p^g = g^{-1}pq$ and $[g, p] = g^{-1}pqg$ for $p, q \in Q^{\pm*}$.

Commutators can be used to simulate logical conjunctions in groups since we have $\text{if } p \text{ or } q$. To create a $D$-ary logical conjunction, we can nest multiple binary conjunctions in a tree of logarithmic depth and we can use the same idea with commutators.\(^3\)

**Definition 3** Let $Q$ be an alphabet and $\alpha, \beta : \mathbb{N} \rightarrow Q^{\pm*}$.

For $p_0, \ldots, p_{D-1} \in Q^{\pm*}$ with $D = 2^d$, we define the word $B_{\beta, \alpha}[p_{D-1}, \ldots, p_0]$ inductively on $d$ by

$$B_{\beta, \alpha}[p_0] = p_0 \quad \text{ and }$$

$$B_{\beta, \alpha}[p_{D-1}, \ldots, p_0] = \left[B_{\beta, \alpha}[p_{2D-1}, \ldots, p_D]^{\beta(d)}, B_{\beta, \alpha}[p_{D-1}, \ldots, p_0]^{\alpha(d)}\right].$$

We also write $B_{\beta, \alpha}$ for $\alpha \in Q^{\pm*}$ or $\beta \in Q^{\pm*}$, where we identify $\alpha$ and $\beta$ with the constant maps $n \mapsto \alpha$ and $n \mapsto \beta$, respectively.

One part of using $B_{\beta, \alpha}[p_{D-1}, \ldots, p_0]$ as a logical conjunction is that it collapses to the neutral element if one of the $p_i$ is equal to the neutral element.

**Fact 4** Let $G$ be a group generated by some (finite) set $Q$, $\alpha, \beta : \mathbb{N} \rightarrow Q^{\pm*}$ and $p_0, \ldots, p_{D-1} \in Q^{\pm*}$ for some $D = 2^d$. If there is some $i$ with $p_i = 1$ in $G$, we have $B_{\beta, \alpha}[p_{D-1}, \ldots, p_0] = 1$ in $G$.

**Proof** We show the fact by induction on $d$. For $d = 0$ (or, equivalently, $D = 1$), there is nothing to show. So, consider the step from $d$ to $d + 1$ (or, equivalently, from $D$ to $2D$). If we have $0 \leq i < D$, then, by induction, we have

$$B_{\beta, \alpha}[p_{2D-1}, \ldots, p_0] = \left[B_{\beta, \alpha}[p_{2D-1}, \ldots, p_D]^{\beta(d)}, B_{\beta, \alpha}[p_{D-1}, \ldots, p_0]^{\alpha(d)}\right]_{=p} =_{G} 1.$$

The case $D \leq i < 2D$ is symmetric. \(\square\)

\(^3\)The usage of commutators to compute Boolean functions has been formalized by the notion of $G$-programs (see [3]). Here, we do not use this formalism because it cannot be applied to the compressed word problem.
The other part of using $B_{\beta,\alpha}[p_{D-1}, \ldots, p_0]$ as a logical conjunction – namely that $B_{\beta,\alpha}[p_{D-1}, \ldots, p_0]$ is nontrivial for proper choices of the $p_i$ – depends on the actual underlying group.

**Example 5** A simple way to use $B_{\beta,\alpha}$ as a logical conjunction is the group $A_5$ of even permutations over five elements. It was used by Barrington [3] to convert logical circuits of bounded fan-in and logarithmic depth (so-called $\text{NC}^1$-circuits) to bounded-width, polynomial-size branching programs.

Since $A_5$ is finite, we can use the entire group as a finite generating set. We let $\sigma = (13254)$, $\alpha = (23)(45)$ and $\beta = (245)$. A straightforward calculation shows that we have

$$\sigma = [\sigma^\beta, \sigma^\alpha]$$

for this choice (compare to [3, Lemma 1 and 3]), which allows us to use $B_{\beta,\alpha}$ as a $D$-ary logical conjunction. In fact, it is even quite simple because $\alpha$ and $\beta$ are constant (and do not depend on the level $d$).

The idea is that we consider $\mathbb{I}$ as $\text{false}$ and $\sigma$ as $\text{true}$. Now, to use $B_{\beta,\alpha}$ as a logical conjunction, we show

$$B_{\beta,\alpha}[g_{D-1}, \ldots, g_0] =_{A_5} \begin{cases} \sigma & \text{if } g_0 = \cdots = g_{D-1} = \sigma \\ \mathbb{I} & \text{otherwise} \end{cases}$$

for all $g_0, \ldots, g_{D-1} \in \{\text{id}, \sigma\} \subseteq A_5$ where $D = 2^d$. We show the case $g_0 = \cdots = g_{D-1} = \sigma$ by induction on $d$ and the case $g_i = \mathbb{I}$ for some $i$ follows by Fact 4. For $d = 0$ (or, equivalently, $D = 1$), there is nothing to show. So, consider the step from $d$ to $d+1$ (or, equivalently, from $D$ to $2D$), where we have

$$B_{\beta,\alpha}[g_{2D-1}, \ldots, g_0] = [B_{\beta,\alpha}[g_{2D-1}, \ldots, g_D]^\beta, B_{\beta,\alpha}[g_{D-1}, \ldots, g_0]^\alpha] =_{A_5} \sigma$$

by induction and the choice of $\sigma$, $\alpha$ and $\beta$.

Normal commutators and conjugation are compatible in the sense that we have $[h, g]^k = [h^k, g^k]$ for all elements $g, h, k$ of a group. The commutators from Definition 3 satisfy a similar compatibility that we will exploit below.

**Fact 6** Let $G$ be a group generated by some (finite) set $Q$, $\alpha, \beta : \mathbb{N} \rightarrow Q^{\pm*}$ and $\gamma \in Q^{\pm*}$ such that $\gamma$ commutes with $\alpha(d)$ and $\beta(d)$ in $G$ for all $d$. Then, we have for all $p_0, \ldots, p_{D-1} \in Q^{\pm*}$ and with $D = 2^d$

$$B_{\beta,\alpha}[p_{D-1}, \ldots, p_0]^\gamma = B_{\beta,\alpha}[p_{D-1}^\gamma, \ldots, p_0^\gamma] \text{ in } G.$$
Proof We prove the statement by induction on \( d \). For \( d = 0 \) (or, equivalently, \( D = 1 \)), we have \( B_\beta, \alpha[p_0]^\gamma = p_0^\gamma = B_\beta, \alpha[p_0^\gamma] \) and, for the step from \( d \) to \( d + 1 \) (or, equivalently, from \( D \) to \( 2D \)), we have in \( G \):

\[
B_\beta, \alpha[p_{2D-1}, \ldots, p_0]^\gamma = \left[ B_\beta, \alpha[p_{2D-1}, \ldots, p_D]^\beta(d), B_\beta, \alpha[p_{D-1}, \ldots, p_0]^\alpha(d) \right]^\gamma \quad \text{(by definition)}
\]

\[
= \left[ B_\beta, \alpha[p_{2D-1}, \ldots, p_D]^{\beta(d)\gamma}, B_\beta, \alpha[p_{D-1}, \ldots, p_0]^{\alpha(d)\gamma} \right] \quad \text{([h, g]^k = [h^k, g^k])}
\]

\[
= \left[ B_\beta, \alpha[p_{2D-1}, \ldots, p_D]^{\gamma\beta(d)}, B_\beta, \alpha[p_{D-1}, \ldots, p_0]^{\gamma\alpha(d)} \right] \quad \text{((\gamma comutes with \( \alpha(d), \beta(d) \))}
\]

\[
= B_\beta, \alpha[p_{2D-1}^\gamma, \ldots, p_0^\gamma]
\]

For our later reductions, it will be important to compute \( B_\beta, \alpha[p_{D-1}, \ldots, p_0] \) in logarithmic space, which is possible due to the logarithmic nesting depth.

Lemma 7 If the functions \( \alpha \) and \( \beta \) are computable in \( \text{DLINSPACE} \) (where the input is given in binary), we can compute \( B_\beta, \alpha[p_{D-1}, \ldots, p_0] \) on input of \( p_0, \ldots, p_{D-1} \) in logarithmic space.

Proof We give a sketch for a (deterministic) algorithm which computes the symbol at position \( i \) of \( B_\beta, \alpha[p_{D-1}, \ldots, p_0] \) (as a word where we consider \( \alpha(d), \beta(d) \), the \( p_i \) and their inverses as letters) in logarithmic space. Later, we can expand this by filling in the actual state sequences over \( Q^{\pm*} \) (which can be computed in space logarithmic in \( D \)). For \( D = 2^d \) (with \( d > 0 \)), we have

\[
B_\beta, \alpha[p_{D-1}, \ldots, p_0] = \beta(d-1)^{-1}B_\beta, \alpha[p_{D-1}, \ldots, p_{2^d}]^{-1}\beta(d-1)
\]

\[
\alpha(d-1)^{-1}B_\beta, \alpha[p_{2^d-1}, \ldots, p_0]^{-1}\alpha(d-1)
\]

\[
\beta(d-1)^{-1}B_\beta, \alpha[p_{D-1}, \ldots, p_{2^d}] \beta(d-1)
\]

\[
\alpha(d-1)^{-1}B_\beta, \alpha[p_{2^d-1}, \ldots, p_0] \alpha(d-1)
\]

and the length \( \ell(D) \) of \( B_\beta, \alpha[p_{D-1}, \ldots, p_0] \) (again as a word where we consider \( \alpha(d), \beta(d) \), the \( p_i \) and their inverses as letters) is given by \( \ell(1) = 1 \) and \( \ell(D) = 8 + 4\ell(D/2) \). This yields

\[
\ell(D) = \left( \sum_{i=0}^{d-1} 4^i \cdot 8 \right) + 4^d = 8\frac{4^d - 1}{3} + 4^d = \frac{8}{3}(D^2 - 1) + D^2 = \frac{11}{3}D^2 - \frac{8}{3}
\]

and, thus, that the length of \( B_\beta, \alpha[p_{D-1}, \ldots, p_0] \) is polynomial in \( D \). Therefore, we can iterate the algorithm for all positions \( 1 \leq i \leq \ell(D) \) to output \( B_\beta, \alpha[p_{D-1}, \ldots, p_0] \) entirely.

To compute the symbol at position \( i \), we first check whether \( i \) is the first or last position (notice that we need the exact value of \( \ell(D) \) for testing the latter). In this case, we know that it is \( \beta(d-1)^{-1} \) or \( \alpha(d-1) \), respectively. Similarly, we can do
this for the positions in the middle and at one or three quarters. If the position falls into one of the four recursion blocks, we use two pointers into the input: \texttt{left} and \texttt{right}. Depending on the block, \texttt{left} and \texttt{right} either point to \( p_0 \) and \( p_{2^{d-1}} \) or to \( p_{2^{d-1}/2} \) and \( p_{D-1} \). Additionally, we also store whether we are in an inverse block or a non-inverse block and keep track of \( d \) as a binary number. We need to decrease \( d \) by one in every recursion step. Note that \( d = \log D \) as a binary number has length \( \log \log D \) (up to constants) and can, thus, certainly be stored in logarithmic space.\footnote{In fact, it would suffice if \( \alpha \) and \( \beta \) were computable in space \( 2^n \) here. However, we will not need this more general statement and the hypothesis is not sufficient when we consider the compressed word problem later on.}

From now on, we disregard the input left of \texttt{left} and right of \texttt{right} (and do appropriate arithmetic on \( i \)) and can proceed recursively. If we need to perform another recursive step, we update the variables \texttt{left} and \texttt{right} (instead of using new ones). Therefore, the whole recursion can be done in logarithmic space. \hfill \Box

Normally, we cannot simply apply \( B_{\beta, \alpha} \) to a cross diagram as the output interferes and we could get into different states. However, it is possible if the rows of the cross diagram act like the identity (as we then can clearly re-order rows without interference):

**Fact 8** Let \( T = (Q, \Sigma, \delta) \) be some \( \mathcal{G} \)-automaton, \( u \in \Sigma^* \), \( \alpha, \beta : \mathbb{N} \to Q^\pm \) and \( p_0, \ldots, p_{D-1} \in Q^\pm \) be state sequences with \( D = 2^d \) such that we have the cross diagrams

\[
\begin{array}{c}
\text{u} \\
\downarrow \\
\text{q}_0 \\
\vdots \\
\downarrow \\
\text{q}_{D-1} \\
\text{u}
\end{array}
\quad \alpha(d) \quad \alpha'(d)
\quad \downarrow \\
\text{u}
\quad \beta(d) \quad \beta'(d)
\quad \downarrow \\
\text{u}
\quad \text{for all } d \text{ where } \alpha'(d), \text{q}_0, \ldots, \text{q}_{D-1} \in Q^\pm. \text{ Then, we also have}
\]

\[
B_{\beta, \alpha}[p_{D-1}, \ldots, p_0] \quad B_{\beta', \alpha'}[q_{D-1}, \ldots, q_0].
\]

3 Uniform Word Problem

We start by showing that the uniform word problem for automaton groups is \textsc{PSPACE}-complete. Although this also follows from the non-uniform case proved below, it uses the same ideas but allows for a simpler construction. This way, it serves as a good starting point and makes understanding the more complicated construction below easier.
The general idea is to reduce the \( PSPACE \)-complete \cite[Lemma 3.2.3]{kozen1997theory} DFA INTERSECTION PROBLEM\(^6\)

\begin{itemize}
\item **Constant:** \( \Gamma = \{a_1, \ldots, a_4\} \)
\item **Input:** \( D \in \mathbb{N} \) and deterministic finite acceptors 
\( A_0 = (P_0, \Gamma, \tau_0, p_{0,0}, F_0), \ldots, \)
\( A_{D-1} = (P_{D-1}, \Gamma, \tau_{D-1}, p_{0,D-1}, F_{D-1}) \)
\item **Question:** is \( \bigcap_{i=0}^{D-1} L(A_i) = \emptyset \)?
\end{itemize}

in logarithmic space to the uniform word problem for automaton groups. The output automaton basically consists of the input acceptors and obviously stores in the states the information whether an input word was accepted or not. Finally, we use a logical conjunction based on the commutator \( B_{\beta,a} \) to extract whether there is an input word that gets accepted by all acceptors. While we could use other groups for the logical conjunction, we will stick for now to the group \( A_5 \) from Example 5 for the sake of simplicity.

**Theorem 9** The uniform word problem for automaton groups

\begin{itemize}
\item **Constant:** \( \Sigma = \{a_1, \ldots, a_5\} \)
\item **Input:** a \( \mathcal{G} \)-automaton \( \mathcal{T} = (Q, \Sigma, \delta) \), \( p \in Q^\pm \)
\item **Question:** is \( p = 1 \) in \( \mathcal{G}(\mathcal{T}) \)?
\end{itemize}

(even over a fixed alphabet with five elements) is \( PSPACE \)-complete.

**Proof** It is known that the uniform word problem for automaton groups\(^7\) is in \( PSPACE \) (using a guess and check algorithm; see \cite{schlicher2013uniform} or \cite[Proposition 2]{baverstock2011uniform}). Thus, we only have to show that the problem is \( PSPACE \)-hard. As already mentioned, we reduce the DFA INTERSECTION PROBLEM

\begin{itemize}
\item **Constant:** \( \Gamma = \{a_1, \ldots, a_4\} \)
\item **Input:** \( D \in \mathbb{N} \) and deterministic finite acceptors 
\( A_0 = (P_0, \Gamma, \tau_0, p_{0,0}, F_0), \ldots, \)
\( A_{D-1} = (P_{D-1}, \Gamma, \tau_{D-1}, p_{0,D-1}, F_{D-1}) \)
\item **Question:** is \( \bigcap_{i=0}^{D-1} L(A_i) = \emptyset \)?
\end{itemize}

to the uniform word problem for automaton groups in logarithmic space. As mentioned above, Kozen \cite[Lemma 3.2.3]{kozen1997theory} showed that this problem is \( PSPACE \)-hard.

For the reduction, we need to map the acceptors \( A_0 = (P_0, \Gamma, \tau_0, p_{0,0}, F_0), \ldots, \)
\( A_{D-1} = (P_{D-1}, \Gamma, \tau_{D-1}, p_{0,D-1}, F_{D-1}) \) to an automaton \( \mathcal{T} = (Q, \Sigma, \delta) \) and a state sequence \( p \in Q^\pm \). Without loss of generality, we can assume \( D = 2^d \) here for some

---

\(^5\)That the alphabet may be assumed to contain exactly four elements can be seen easily. In fact, we may even assume it to be of size three or – with suitable encoding – size two.

\(^6\)Typically, DFA is an abbreviation for “deterministic finite automaton”. However, as it is common in the setting of this paper, we use the term automaton to refer to what is more precisely a transducer (we have an output). Therefore, we use the term acceptor to refer to automata without output.

\(^7\)In fact, even the corresponding problem for automaton semigroups is in \( PSPACE \).
We assume the state sets $P_i$ to be pairwise disjoint and set $P = \{\text{id}, \sigma\} \cup \bigcup_{i=0}^{D-1} P_i$ and $F = \bigcup_{i=0}^{D-1} F_i$. Additionally, we set $\Sigma = \{a_1, \ldots, a_4\} \cup \{\$\}$ and assume that the elements $\sigma, \alpha, \beta \in A_5$ (from Example 5) act as the corresponding permutations on $\Sigma$. For the transitions, we set

$$\delta = \bigcup_{i=0}^{D-1} \left\{ p \xrightarrow{a/a} q \mid p \xrightarrow{a} q \in \tau_i \right\} \cup \left\{ r \xrightarrow{\$/\$} \text{id} \mid r \in P \setminus F \right\} \cup \left\{ f \xrightarrow{\$/\$} \sigma \mid f \in F \right\} \cup \left\{ \text{id} \xrightarrow{a/a} \text{id} \mid a \in \Sigma \right\} \cup \left\{ \sigma \xrightarrow{a/\sigma(a)} \sigma \mid a \in \Sigma \right\}.$$ 

Thus, we take the union of the acceptors and extend it into an automaton by letting all states act like the identity. With the new letter $\$$(the “end-of-word” symbol), we go to id for non-accepting states and to $\sigma$ for accepting ones. Finally, we have the state id, which acts like the identity, and the state $\sigma$, whose action is to apply the permutation $\sigma$ to all letters of the input word, justifying the re-use of the name $\sigma$. Finally, we define $T$ as the (disjoint) union of the just defined automaton $(P, \Sigma, \delta)$ with the automaton

$$\begin{array}{c}
\alpha_0 \\
\xrightarrow{\$\alpha(\$)} \\
a_1/a_1 \\
\xrightarrow{\alpha(a_1)} \\
\vdots \\
a_4/a_4 \\
\xrightarrow{\alpha(a_4)} \\
\alpha \\
\xrightarrow{\$}$
\end{array} \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \\
\begin{array}{c}
\beta_0 \\
\xrightarrow{\$\beta(\$)} \\
a_1/a_1 \\
\xrightarrow{\beta(a_1)} \\
\vdots \\
a_4/a_4 \\
\xrightarrow{\beta(a_4)} \\
\beta \\
\xrightarrow{\$}
\end{array}$$

Notice that $T$ is deterministic, complete and invertible and that all states except $\sigma, \alpha$ and $\beta$ act like the identity on words not containing $\$$. Also note that on input of $A_0, \ldots, A_{D-1}$, the automaton can clearly be computed in logarithmic space.

For the state sequence, we set $p = B_0[p_{0,D-1}, \ldots, p_{0,0}]$ where we use $B_0$ as a short-hand notation for the balanced commutator $B_{\beta_0,\alpha_0}$ defined in Definition 3. Observe that, by Lemma 7, we can compute $p$ in logarithmic space ($\alpha_0$ and $\beta_0$ are even constant functions in our setting).

This completes our description of the reduction and it remains to show its correctness. If there is some $w \in \bigcap_{i=1}^{\ell} L(A_i)$, we have to show $p \neq q(T) \period$. We have

$$\begin{array}{c}
w \\
p_{0,0} \xrightarrow{w} q_{f,0} \xrightarrow{\$} \sigma \\
\vdots \\
w \\
p_{0,D-1} \xrightarrow{w} q_{f,D-1} \xrightarrow{\$} \sigma \\
w \\
\cdot
\end{array}$$

© Springer
where all \( q_{f,i} \in F_i \) are final states. Thus, by Fact 8, we also have
\[
p = B_0[p_0, D-1, \ldots, p_0, 0] \xrightarrow{\$}{B_0[q_f, D-1, \ldots, q_f, 0] \xrightarrow{\$}{B[\sigma, \ldots, \sigma]}_D \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \times \time
In order to prove this theorem, we are going to adapt the construction used in [12, Proposition 6] to show that there is an inverse automaton semigroup with a PSPACE-complete word problem and that there is an automaton group whose word problem with a single rational constraint is PSPACE-complete. The main idea is to do a reduction directly from a Turing machine accepting an arbitrary PSPACE-complete problem.

Let \( M \) be such a deterministic, polynomially space-bounded Turing machine with input alphabet \( \Lambda \), tape alphabet \( \Delta \), blank symbol \( \sqcup \), state set \( P \), initial state \( p_0 \) and accepting states \( F \subseteq P \). Thus, for any input word of length \( n \), all configurations of \( M \) are of the form \( \sqcup \Delta^{\ell} P \Delta^m \sqcup \) with \( \ell + 1 + m = s(n) \) for some polynomial \( s \). This makes the word problem of \( M \)

**Constant:** the PSPACE machine \( M 

**Input:** \( w \in \Lambda^* \) of length \( n \)

**Question:** does \( M \) reach a configuration with a state from \( F \) from the initial configuration \( \sqcup p_0 w[1]s(n)-n-1[1] \) ?

PSPACE-complete and we will eventually do a co-reduction to the word problem of a \( \mathcal{G} \)-automaton \( T = (Q, \Sigma, \delta) \). In fact, we will not work with the Turing machine \( M \) directly but instead use the transition function \( \tau : \Gamma^3 \rightarrow \Gamma \) for \( \Gamma = P \cup \Delta \) from Fact 1.

Our automaton \( T \) operates in two modes. In the first mode, which we will call the “TM mode”, it interprets its input word as a sequence of configurations of \( M \) and verifies that the configuration sequence constitutes a valid computation. This verification is done by multiple states (where each state is responsible for a different verification part) and the information whether the verification was successful is stored in the state, not by manipulating the input word. So we have *successful states* and *fail states*. Upon reading a special input symbol, the automaton will switch into a second mode, the “commutator mode”. More precisely, successful states go into a dedicated “okay” state \( r \) and the fail states go into a state which we call \( id \) for reasons that become apparent later. Finally, to extract the information from the states, we use the iterated commutator from Definition 3.

Eventually, we want the alphabet of the automaton to only contain two letters. However, we will first describe how the TM mode of the automaton works for more letters (using an automaton \( T' \)) and then how we can encode this automaton over two letters. Finally, we will extend this encoding with the commutator mode part of the automaton to eventually obtain \( T \).

**Generalized Check-Marking** The idea for the TM mode is similar to Kozen’s approach for showing that the DFA INTERSECTION PROBLEM is PSPACE-complete [19, Lemma 3.2.3]: the input word is interpreted as a sequence of configurations of a PSPACE Turing machine where each configuration is of length \( s(n) \):

\[
Y_0^{(0)} Y_1^{(0)} Y_2^{(0)} \ldots Y_{s(n)-1}^{(0)} \# Y_0^{(1)} Y_1^{(1)} Y_2^{(1)} \ldots Y_{s(n)-1}^{(1)} \# \ldots
\]

In Kozen’s proof, there is an acceptor for each position \( i \) of the configurations with \( 0 \leq i < s(n) \) which checks for all \( \tau \) whether the transition from \( Y_i^{(\tau)} \) to \( Y_i^{(\tau+1)} \) is valid. In our case, however, the automaton must not depend on the input (or its length
and we have to handle this a bit differently. The first idea is to use a “check-mark approach”. First, we check all first positions \((\gamma_0, \gamma_0, \ldots)\) for valid transitions. Then, we put a check-mark on all these first positions, which tells us that we now have to check all second positions \((\gamma_1, \gamma_1, \ldots)\), i.e. the first ones without a check-mark). Again, we put a check-mark on all these, continue with checking all third positions and so on (Fig. 2).

The problem with this approach is that the check-marking leads to an intrinsically non-invertible automaton (see Fig. 3).

To circumvent this, we generalize the check-mark approach: in front of each symbol \(\gamma_i\) of a configuration, we add a 0\(k\) block (of sufficient length \(k\)). In the spirit of Example 2, we interpret this block as representing a binary number. We consider the symbol following the block as “unchecked” if the number is zero; for all other numbers, it is considered as ‘checked”. Now, checking the next symbol boils down to incrementing each block until we have encountered a block whose value was previously zero (and this can be detected while doing the increment). This idea is depicted in Fig. 4. It would also be possible to have the check-mark block after each symbol instead of before (which might be more intuitive) but it turns out that our ordering has some technical advantages.

Construction of \(T'\) Using the check-mark approach, we can construct the automaton \(T'\), which implements the TM mode over the alphabet \(\Sigma' = \{0, 1, \#, \}$ \cup \Gamma\). Our automaton will have two dedicated states \(r\) and id. The semantics of them is that \(r\) is an “okay” state while id is a “fail” state. Both states will only be entered after reading the first $ and, for now, we let them both operate as the identity but later, when we describe the commutator mode of the automaton, we will replace \(r\) with a non-identity state.8

The idea is that the input of the automaton is of the form \(u\$v\) where \(u\) is in \((\{0, 1, \#\} \cup \Gamma)^*\) and describes a computation of \(M\) (with digit blocks for the generalized check-marking approach). We will define multiple state sequences where each one checks a different aspect of whether the computation is valid and accepting for some given input word \(w \in \Lambda^*\) for the Turing machine. If such a check passes, we basically end in the state \(r\) after reading the $ and, if it fails, we end in a state sequence only containing ids. This way, all checking state sequences end in \(r\) if and

---

8 In fact, we will need multiple copies of \(T'\) where we replace \(r\) by a different state in each copy.
only if $M$ accepts $w$. This information will later be extracted in the commutator mode described below.

**Proposition 11** There is a $\mathcal{G}$-automaton $T' = (Q', \Sigma', \delta')$ with an identity state $id$, a dedicated state $r \in Q'$ and alphabet $\Sigma' = \Sigma_1 \cup \{\$\}$ for $\Sigma_1 = \{0, 1, \#\} \cup \Gamma$ such that, on input of $w \in \Lambda^*$, one can compute state sequences $p_i$ for $0 \leq i < D$ (for some $D \geq 1$) in logarithmic space so that the following holds:

For every $u \in \Sigma_1^*$ and all $0 \leq i < D$, we have $p_i \cdot u\$ = $u\$ and

1. if $M$ accepts $w$, then there is some $u \in \Sigma_1^*$ such that, for all $0 \leq i < D$, we have $p_i \cdot u\$ ∈ $id^* r \ id^*$ and
2. if $M$ does not accept $w$, then, for all $u \in \Sigma_1^*$, there is some $0 \leq i < D$ such that we have $p_i \cdot u\$ ∈ $id^*$.

**Proof** The automaton $T'$ is the union of several simpler automata. We will use 0 and 1 for the generalized check-mark approach, # is used to separate individual configurations and $ acts as an “end-of-computation” symbol switching the automaton to one of the special states $r$ or $id$. We call the first part of an input word form $\Sigma_1^*$ the **TM part** (because we consider it to encode a computation of $M$) and everything after the first $\$ the **commutator part** (because we will only use it later).

The first part of the automaton contains the two special states $r$ and $id$, which we both let act as the identity\(^9\) but it helps to think of $id$ as a “fail” state and $r$ as an “okay” state (like the final states in the proof of Theorem 9):

Here, we have introduced a convention: we use arrows labeled by $id_A$ for some $A \subseteq \Sigma'$ to indicate that we have an $a/a$-transition for all $a \in A$.

Next, we add a part to our automaton to check that the TM part of the input is of the form\(^10\) $(0^* \Gamma)^+ (\#(0^* \Gamma)^+)^*$:

---

\(^9\)... so they cannot be distinguished algebraically at the moment. We will later replace $r$ with another state to distinguish them.

\(^10\)We do not check that the digit blocks for the check-marking are non-empty here. This is handled implicitly by other states below (namely by $✓$ but independently also by $c$).
where we have introduced another convention: whenever a transition is missing for some \( a \in \Sigma' \), there is an implicit \( a/a \)-transition to the state id (as defined above). Additionally, dotted states refer to the corresponding states defined above.

Note that we do not check that the factors in \((\mathcal{C}^* \Gamma)^+\) correspond to well-formed configurations for the Turing machine here. This will be done implicitly by checking that the input word belongs to a valid computation of the Turing machine, which we describe below.

We also need a part which checks whether the TM part of the input word contains a final state (if this is not the case, we want to “reject” the word):

Finally, we come to the more complicated parts of \( \mathcal{T}' \). The first one is for the generalized check-marking as described above and is depicted in Fig. 5, which we actually need twice: once for \( g = r \) and once for \( g = id \). Notice, however, that, during the TM mode (i.e. before the first $\$$), both versions of \( \checkmark_g \) behave exactly the same way; the only difference is after switching to the commutator mode: while \( \checkmark_{id} \) always goes to id, \( \checkmark_{r} \) goes to \( r \) (if the check-marking was successful and to id, otherwise).

Additionally, we also need an automaton part verifying that every configuration symbol has been check-marked (in the generalized sense):

The last part is for checking the validity of the transitions at all first so-far unchecked positions. While it is not really difficult, this part is a bit technical. Intuitively, for checking the transition from time step \( t - 1 \) to time step \( t \) at position \( i \), we need to compute \( \gamma_i^{(t)} = \tau(\gamma_{i-1}^{(t-1)}, \gamma_i^{(t-1)}, \gamma_{i+1}^{(t-1)}) \) from the configuration symbol at
The automaton part used for generalized check-marking positions $i-1, i$ and $i+1$ for time step $t-1$. We store $\gamma_i^{(t)}$ in the state (to compare it to the actual value). Additionally, we need to store the last two symbols of configuration $t$ we have encountered so far (for computing what we expect in the next time step later on) and whether we have seen a 1 or only 0s in the check-mark digit block. For all this, we use the states with $\gamma^{-1}, \gamma_0, \gamma'_0 \in \Gamma$. The idea is the following. In the $\mathbb{I}$ and $\mathbb{I}'$ states, we store the value we expect for the first unchecked symbol ($\gamma_0$) and the last symbol we have seen in the current configuration ($\gamma^{-1}$). We are in the $\mathbb{I}$ state if we have not seen any 1 in the digit block yet and in the $\mathbb{I}'$ if we did. The two states on the right are used to skip the rest of the current configuration and to compute the symbol we expect for the first unchecked position in the next configuration ($\gamma'_0$).

We use these states in the transitions schematically depicted in Fig. 6. Here, the dashed transitions exist for all $\gamma'_{-1}$ and $\gamma'_1$ in $\Gamma$ but go to different states, respectively, and the dotted states correspond to the respective non-dotted states with different values for $\gamma_0$ and $\gamma^{-1}$ (with the exception of $r$, which corresponds to the state defined above). We also define $q_{\gamma'}$ as the state on the bottom right (for $\gamma' \in \Gamma$).

The automaton parts depicted in Figs. 5 and 6 are best understood with an example. Consider the input word

$$100\gamma_0^{(0)} 000\gamma_1^{(0)} 000\gamma_2^{(0)} \# 100\gamma_0^{(1)} 000\gamma_1^{(1)} 000\gamma_2^{(1)} \$$(1)

where we consider the $\gamma_i^{(t)}$ to form a valid computation. If we start in state $q_{\gamma_0^{(0)}}$ and read the above word, we immediately take the 1/1-transition and go into the corresponding $\mathbb{I}$ state where we skip the rest of the digit block. Using the dashed transition, the next symbol $\gamma_0^{(0)}$ takes us back into a $\mathbb{I}$-state where the upper entry
is still $\gamma_1^{(0)}$ but the lower entry is now $\gamma_0^{(0)}$ (i.e. the last configuration symbol we just read). We loop at this state while reading the next three 0s and, since the next symbol $\gamma_1^{(0)}$ matches with the one stored in the state, we get into the state with entries $\gamma_0^{(0)}, \gamma_1^{(0)}$ where we skip the next three 0s again. Reading $\gamma_2^{(0)}$ now gets us into the state with entry $\gamma_1^{(1)}$ since we have $\tau(\gamma_0^{(0)}, \gamma_1^{(0)}, \gamma_2^{(0)}) = \gamma_1^{(1)}$ by assumption that the $\gamma_i^{(r)}$ form a valid computation. Here, we read #/# and the process repeats for the second configuration, this time starting in $q_\gamma^{(1)}$. When reading the final $\$, we are in the state with entry $\tau(\gamma_0^{(1)}, \gamma_1^{(1)}, \gamma_2^{(1)})$ and finally go to $r$. Notice that during the whole process, we have not changed the input word at all!

If we now start reading the input word again in state $\check{\cdot}$ (see Fig. 5 and also refer to Fig. 4), we turn the first 1 into a 0, go to the state at the bottom, turn the next 0 into a 1 and go to the state on the right, where we ignore the next 0. When reading $\gamma_0^{(0)}$, we go back to $\check{\cdot}$. Next, we take the upper exit and turn the next 0 into a 1. The remaining 0s are ignored and we remain in the state at the top right until we read $\gamma_1^{(0)}$ and go to the state at the top left. Here, we ignore everything up to $\#$, which gets us back into $\check{\cdot}$. The second part works in the same way with the difference that we go to $r$ at the end since we encounter the $\$ instead of $\#$. The output word, thus, is

$$010\gamma_0^{(0)} 100\gamma_1^{(0)} 000\gamma_2^{(0)} \# 010\gamma_0^{(1)} 100\gamma_1^{(1)} 000\gamma_2^{(1)} \$$

and we have check-marked the next position in both configurations.

This concludes the definition of the automaton and the reader may verify that $T'$ is indeed a $G$-automaton since all individual parts are $G$-automata. Furthermore, apart from the check-marking, no state has a non-identity transitions. Also note that $\$ is not modified by any state.

**Definition of the State Sequences** It remains to define the state sequences $p_i$ that satisfy the conditions from the proposition. First, all state sequences $p_i$ need to act
trivially on words from $\Sigma_1^*$ and, after reading the first $\$, we will either be in a state sequence from $\text{id}^*\text{id}^*$ (this is the “successful” case) or from $\text{id}^*$ (this is the “fail” case). Second, we need to satisfy the two implications. The idea is that we have some $u \in \Sigma_1^*$ which describes a computation of the Turing machine $M$ on input $w$. Each $p_i$ verifies a certain aspect of the computation. If the Turing machine accepts (first implication), there is some $u$ encoding the valid and accepting computation and all verifications will pass (i.e. we end up in state sequences from $\text{id}^*\text{id}^*$). If the Turing machine does not accept the input $w$ (second implication), then no $u \in \Sigma_1^*$ can describe a valid and accepting computation and at least one verification will fail for all such $u$ (i.e. we end up in a state sequence from $\text{id}^*$).

We simply use the state $p_0 = z$ to verify that $u$ is from $(0^* \Gamma)^+ \ (\#(0^* \Gamma)^+) \ ^*$. Thus, we only need to consider the case that $u$ is of the form

$$0^{\ell(0)} \gamma_0(0) 0^{\ell(1)} \gamma_1(0) \ldots 0^{\ell(L_{L_0}-1)} \gamma_{L_{L_0}-1}(0) \# \ldots \# 0^{\ell(T)} \gamma_0(T) 0^{\ell(T)} \gamma_1(T) \ldots 0^{\ell(T)} \gamma_{L_T-1}(T) \ (\dagger)$$

with $\gamma_i(T) \in \Gamma$ any further. Also observe that $p_0$ acts trivially on all words from $\Sigma_1^*$ by construction.

To test that $u$ encodes a valid and accepting computation, we need to verify that, for every $0 \leq i < s(n)$, we can check-mark the first $i$ positions. For this, we let

$$p_{1+i} = c_i = \sqrt{\text{id}}^{-(i+1)} \sqrt{\gamma} \sqrt{\text{id}}$$

as we have the cross diagram

where $\text{bin}(z)$ denotes the reverse/least significant bit first binary representation of $z$ (of sufficient length). In particular, $c_i$ acts trivially on all words $u \in \Sigma_1^*$ since $\sqrt{\gamma}$ acts in the same way as $\sqrt{\text{id}}$ on such words (i.e. any change made is reverted later). Here, it is useful to observe that, if the $0$ block for $\gamma_j(T)$ with $j \leq i$ is not long enough to count to its required value (including the case that it is empty), then we will always end up in id after reading a $. The same happens if $L_t < i + 1$ (i.e. if one of the configurations is “too short”). So this guarantees, $L_t \geq s(n)$ for all $t$.

On the other hand, we use

$$p_{1+s(n)} = c' = \sqrt{\text{id}}^{-s(n)} c \sqrt{\text{id}}^{s(n)}$$
to ensure that, after check-marking the first $s(n)$ positions in every configurations, all symbols have been check-marked (i.e. that no configuration is “too long”), which guarantees $L_t = s(n)$ for all $t$. Again, $c’$ does not change words from $\Sigma^*_1$.

Now we have ensured that the word is of the correct form and we can count high enough for our check-marking, we need to actually verify that the $\gamma_i^{(t)}$ constitute a valid computation of the Turing machine with the initial configuration $\gamma_0' \cdots \gamma_{s(n)-1}' = p_0 w \sqsubset s(n)-n-1$ for the input word $w$. To do this, we define

$$p_{2+s(n)+i} = q_i = \sqrt{i} q_i' \sqrt{i}$$

for every $0 \leq i < s(n)$ as we have the cross diagram

if $\gamma_i^{(t)}$ is the expected $\gamma_i'$. Otherwise (if $\gamma_i^{(t)} \neq \gamma_i'$), we always end in the state id after reading the first $. Finally, to ensure that the computation is not only valid but also accepting, we use the state $p_{2+2s(n)} = f$. Both, $q_i$ and $f$ do not change words from $\Sigma^*_1$.

Finally, we observe that we can compute all $p_i$ with $0 \leq i < D = 3 + 2s(n)$ in logarithmic space on input $w \in \Lambda^*$.

The Two Implications For the first implication, we assume that the Turing machine $M$ accepts on the initial configuration $\sqsubset p_0 w \sqsubset s(n)-n-1$. Let

$$\gamma_0^{(0)} \cdots \gamma_{s(n)-1}^{(0)} \vdash \gamma_0^{(1)} \cdots \gamma_{s(n)-1}^{(1)} \vdash \cdots \vdash \gamma_0^{(T)} \cdots \gamma_{s(n)-1}^{(T)}$$

be the corresponding computation with $\gamma_0^{(0)} = p_0$, $\gamma_1^{(0)} \cdots \gamma_n^{(0)} = w$ and $\gamma_i^{(T)} \in F$ for some $0 \leq i < s(n)$. We choose $\ell = \lceil \log(s(n)) \rceil + 1$ and define

$$u = 0^\ell \gamma_0^{(0)} \cdots 0^\ell \gamma_{s(n)-1}^{(0)} \# 0^\ell \gamma_0^{(1)} \cdots 0^\ell \gamma_{s(n)-1}^{(1)} \# \cdots \# 0^\ell \gamma_0^{(T)} \cdots 0^\ell \gamma_{s(n)-1}^{(T)} \in \Sigma^*_1$$

The reader may verify that we have the cross diagram depicted in Fig. 7 for this choice of $u$ (we only have to combine the cross diagrams given above for the individual $p_i$). This shows the first implication.

For the second implication, assume that no valid computation of $M$ on the initial configuration $\sqsubset p_0 w \sqsubset s(n)-n-1$ contains an accepting state from $F$ and consider an arbitrary word $u \in \Sigma^*_1$. If $u$ is not of the form $(0^* \Gamma)^+ \# (0^* \Gamma)^*$, we have the cross diagram

$$u \quad \$ \quad p_0 \quad z \quad \bar{+} \quad \text{id} \quad u \quad \$$

and, thus, satisfied the implication (with $i = 0$).
Therefore, we assume \( u \) to be of the form mentioned in (†) and use a similar argumentation for the remaining cases. If \( u \) does not contain a state from \( F \), then we end up in the state id after reading \( \$ \) for \( f \). As \( w \) is not accepted by the machine, this includes in particular all valid computations on the initial configuration \( [p_0 u w][s(n)^{n-1}] \). If one of the 0 blocks in \( u \) is too short to count to a value required for the check-marking (i.e. one \( \ell(t) \) is too small), then the corresponding \( c_i \) will go to a state sequence from id*. This is also true if one configuration is too short (i.e. \( L_t < s(n) \) for some \( t \)). If one configuration is too long (i.e. \( L_t > s(n) \)), then this will be detected by \( c' \) as not all positions will be check-marked after check-marking all first \( s(n) \) positions in every configuration. Finally, \( q_i \) yields a state sequence from id* if \( \gamma(0) \) is not the correct symbol from the initial configuration or if we have \( \gamma(t) \neq \tau(\gamma(t), \gamma(t), \gamma(t)+1) \) for some \( t \) (where we let \( \gamma(t) = [0] \)).

\[ \square \]

**Remark 12** The constructed automaton \( T' \) has \( 3|\Gamma|^2 + |\Gamma| + 19 \) states (including the special states \( r \) and id and the additional 5 states belonging to \( \phi_0 \) in Fig. 5) where \( |\Gamma| \) is the sum of the number of states and the number of tape symbols for a Turing machine for a PSPACE-complete problem.

**Encoding over Two Letters** Eventually, the automaton \( T \) should operate over a binary alphabet \( \Sigma \). We will achieve this by using an automaton group with a binary alphabet where we still can implement a \( D \)-ary logical conjunction using nested commutators. However, for now, we will keep things a bit more general and also consider larger alphabets. This will allow us to generally describe our approach for various groups.\(^{11}\)

Assume that \( \Sigma \) contains at least two distinct symbols \( \text{[0]} \) and \( \text{[1]} \). We will use these two symbols to encode the computations of the Turing machine \( M \). We let \( \tilde{\Sigma} = \Sigma \setminus \{\text{[0]}, \text{[1]}\} \) and, without loss of generality, assume that \( |\Gamma| = 2^L \) is a power of two and \( \Gamma = \{\gamma_0, \ldots, \gamma_{|\Gamma|-1}\} \). We interpret the symbols \( \{0, 1, \#, \$\} \cup \Gamma \) in the alphabet of \( T' \) (from Proposition 11) as the words

\[
\begin{align*}
0 &= \text{[100]}, & \# &= \text{[110]}, \\
1 &= \text{[101]}, & \$ &= \text{[111]} \quad \text{and} \quad \gamma_i &= \text{[0]} \text{bin}_L i
\end{align*}
\]

\(^{11}\)including, in particular, \( A_5 \) from Example 5, which requires an alphabet of size of five.
over \( \{0, 1\} \) where \( \text{bin}_L(i) \) is the binary representation of \( i \) with length \( L \), \( 0 \) as the zero digit and \( 1 \) as the one digit. Furthermore, we let \( Y = \{0, 1, \#\} \cup \Gamma \subseteq \{0, 1\}^* \) and \( X = Y \cup \{\$\} \subseteq \{0, 1\}^* \).

**Remark 13** Note that every word in \( X^* \subseteq \{0, 1\}^* \) can be uniquely decomposed into a product of words from \( X \), which means that \( X \) is a **code** (in the definition of [7]). Since no word in \( X \) is a prefix of another one, we obtain that \( X \) is even a **prefix code**.

Not every word in \( \Sigma^* \) is in \( X^* \); not even every word in \( \{0, 1\}^* \). However, we have that every word in \( \{0, 1\}^* \) is a prefix of a word in \( X^* \). This can be proven by using the following fact.

**Fact 14** For our special choice of 0, 1, #, and \( \Gamma \), we have

\[[PPreX]\{0, 1\} \subseteq (PPreX) \cup X.\]

If a word is not a prefix of \( Y^*\Sigma^* \), it must contain a symbol from \( \bar{\Sigma} \):

**Lemma 15** If \( u \in \Sigma^* \) is not a prefix of a word in \( Y^*\Sigma^* \), then \( u \) is in \( Y^*(PPreY) \bar{\Sigma} \Sigma^* \) (where \( \bar{\Sigma} = \Sigma \setminus \{0, 1\} \)).

**Proof** We factorize \( u = u_1 u_2 a u_3 \) with \( u_1 \) maximal in \( Y^* \), \( u_2 \) maximal in \( PPreY \) (both possibly empty), \( a \in \Sigma \) and \( u_3 \in \Sigma^* \). We show \( a \not\in \{0, 1\} \) by contradiction. So, assume \( a \in \{0, 1\} \). We have \( u_2 a \in (PPre Y)\{0, 1\} \subseteq (PPre X)\{0, 1\} \subseteq (PPre X) \cup X \) (where the last inclusion follows by Fact 14). Since we have \( PPre\$ = \{\varepsilon, 1, 11\} = PPre \# \), we obtain \( PPre X = PPre Y \) and, combining this with the last statement, \( u_2 a \in (PPre Y) \cup X \). We cannot have \( u_2 a \in PPre Y \) since \( u_2 \) was chosen maximal with this property. Similarly, we cannot have \( u_2 a \in Y \) since \( u_1 \) was chosen maximal. The only remaining case \( u_2 a = \$ \) is not possible either, however, since, then, \( u \) was in \( Y^*\Sigma^* \), which violates the hypothesis. \( \Box \)

We can now describe how we can encode the automaton \( \mathcal{T}' \) from Proposition 11 over \( \Sigma \). For this, it is important that all transitions of \( \mathcal{T}' \) are of a special form. Namely, the symbols \#, and \( \gamma_i \in \Gamma \) are not changed by any transition and 0 and 1 are either also not changed or they are toggled (i.e. we either have the transitions \( p^{-0/0} \rightarrow p \cdot 0 \) and \( p^{-1/1} \rightarrow p \cdot 1 \) or the transitions \( p^{-0/1} \rightarrow p \cdot 0 \) and \( p^{-1/0} \rightarrow p \cdot 1 \)).

The general idea to obtain the encoded automaton \( \mathcal{T}_2 = (Q_2, \Sigma, \delta_2) \) from \( \mathcal{T}' = (Q', \{0, 1, \#, \$\} \cup \Gamma, \delta') \) is not to read 0, 1, #, and the elements of \( \Gamma \) as single symbols but to use a tree to read the prefixes of their encodings as words over \( \{0, 1\} \). When we know which encoding we have read, we move to the corresponding state (and reset the prefix of the current encoding); additionally, we possibly also toggle 0 and 1 if the corresponding state in the original automaton did this. Here comes the special
encoding we have chosen above into play: we could not simply toggle $\gamma_0$ and $\gamma_{2^L-1}$, for example, because it is not clear how to do this in a prefix-compatible way.

To formalize this general idea, we consider the set $\mathbb{P}\text{Pre}X = \{\varepsilon, 1, [1], [1] \}$ and let $P' = Q' \setminus \{r, \text{id}\}$ and

$$Q_2 = \{(p', x) \mid p' \in P', x \in \mathbb{P}\text{Pre}X \} \cup \{\text{id}, r\}$$

$$\delta'' = \{(\text{id} - a/a) \text{id} \mid a \in \Sigma \} \cup \{r - a/a) \text{r} \mid a \in \Sigma \}$$

$$\cup \{(p', x) \xrightarrow{0/0} (p', x[0]) \mid p' \in P', x[0] \in \mathbb{P}\text{Pre}X \}$$

$$\cup \{(p', x) \xrightarrow{1/1} (p', x[1]) \mid p' \in P', x[1] \in \mathbb{P}\text{Pre}X \}$$

$$\cup \{(p', [0, 1]) \xrightarrow{0/p \circ 0} (p' \cdot 0, \varepsilon), (p', [1, 0]) \xrightarrow{1/p \circ 1} (p' \cdot 1, \varepsilon) \mid p' \in P' \}$$

$$\cup \{(p', [1, 1]) \xrightarrow{0/0} (p' \cdot \#, \varepsilon), (p', [1, 1]) \xrightarrow{1/1} (p' \cdot \$, \varepsilon) \mid p' \in P' \}$$

$$\cup \{(p', x) \xrightarrow{0/0} (p' \cdot \gamma_i, \varepsilon) \mid p' \in P', x[0] = \gamma_i \}$$

$$\cup \{(p', x) \xrightarrow{1/1} (p' \cdot \gamma_i, \varepsilon) \mid p' \in P', x[1] = \gamma_i \}$$

where we use the convention $(r, \varepsilon) = r$ and $(\text{id}, \varepsilon) = \text{id}$. The first line in the definition of $\delta''$ extends $r$ and $\text{id}$ into identities over $\Sigma$. The second and third line handle the case $x\{0, 1\} \subseteq \mathbb{P}\text{Pre}X$. The fourth and fifth line are for the case $x\{0, 1\} \subseteq \{0, 1, \#, \$\} \subseteq X$ and the last two lines are for $x\{0, 1\} \subseteq \Gamma \subseteq X$. By Fact 14, this covers all cases and we have an outgoing transition with input $0$ and $1$ for every $q \in Q_2$ (since $T'$ must be a complete automaton over $\{0, 1, \#, \$\} \cup \Gamma$). Therefore, to make $T_2$ complete, we only have to handle the letters in $\Sigma = \Sigma \setminus \{0, 1\}$ and, to this end, we let

$$\delta_2 = \delta'' \cup \{q - a/a) \text{id} \mid q \in Q_2, a \in \Sigma\}.$$ 

Observe that this turns $T_2$ into a $G$-automaton over $\Sigma$.

**Example 16** Using the just described encoding method, a schematic part of the automaton $T'$ yields the part
of the automaton $T_2$ (where the possibly missing transitions all go to id).

**Remark 17** An important point to note on this encoding is that we have all cross diagrams from $T'$ also in $T_2$ (if we identify $p' \in P'$ with $(p', \varepsilon)$). In particular, we still have the statements from Proposition 11 about the words $u \in \Sigma_1^*$ also for $T_2$ and the words from $Y^*$.

Additionally, the encoding ensures that we always end in id after reading a word from $Y^*(\text{PPre } Y)\Sigma$. Since no $p_i$ from Proposition 11 changes a word from $u \in \Sigma_1^*$ in $T'$, this shows the following fact.

**Fact 18** We have

$$p_i \xrightarrow{u} a \xrightarrow{\text{id}|p_i|}$$

in $T_2$ for all $u \in Y^*\text{PPre } Y$, $a \in \Sigma$ and $0 \leq i < D$.

**Remark 19** The encoded automaton $T_2$ has $(|T'| - 2)(|\Gamma| + 3) + 2$ many states where $|\Gamma|$ is the sum of the number of states and the number of tape symbols for a Turing machine for a PSPACE-complete problem (which we assume to be a power of two) and $|T'|$ is the size of $T'$ from Remark 12. This yields $3|\Gamma|^3 + 10|\Gamma|^2 + 20|\Gamma| + 53$ many states in total, where 2 states are id and $r$ and $5 \cdot (|\Gamma| + 3) = 5|\Gamma| + 15$ additional states belong to (the encoding of) $\varphi_{id}$.

**The Commutator Mode** For the commutator mode, we fix an arbitrary $\mathcal{G}$-automaton $\mathcal{R} = (R, \Sigma, \rho)$ which admits DLINSPACE-computable functions $\alpha, \beta : \mathbb{N} \rightarrow R^{\pm*}$ (where the input is given in binary) and a LOGSPACE-computable function $b$

**Input:** a number $D$ in unary with $D = 2^d$ for some $d$

i.e. the string $1^D$) and

a number $0 \leq i < D$ in binary

**Output:** $b(D, i) \in R^{\pm*}$

with

$$B_{\beta, \alpha}[b(D, D - 1), \ldots, b(D, 0)] \neq 1 \text{ in } \mathcal{G}(\mathcal{R})$$
for all (positive) powers $D$ of two. Note that the choice of $\mathcal{R}$ implies $|\Sigma| \geq 2$.

Similar to $A_5$ in Example 5, we use this group to simulate a logical conjunction. For state sequences $p_0, \ldots, p_{D-1} \in R^{\pm \ast}$ with $p_i = 1$ or $p_i = b(D, i)$ in $\mathcal{G}(\mathcal{R})$ for all $0 \leq i < D$, we have $B[p_{D-1}, \ldots, p_0] \neq 1$ in $\mathcal{G}(\mathcal{R})$ if and only if we have $p_i \neq 1$ in $\mathcal{G}(\mathcal{R})$ for all $0 \leq i < D$.

**Example 20** One possible choice for $\mathcal{R}$ is to continue using the group $A_5$ from Example 5 where we have shown $B_{\beta, \alpha}[\sigma, \ldots, \sigma] = \sigma \neq 1$ for the special elements $\alpha, \beta, \sigma \in A_5$. The group $A_5$ is an automaton group as it is generated, e.g., by the $G$-automaton with states $A_5$, alphabet $\{1, 2, \ldots, 5\}$ and transitions

$$\{ \pi \frac{i}{\pi(i)} \rightarrow \text{id} \mid \pi \in A_5 \}$$

and we can simply let $b(D, i) = \sigma$ for all $0 \leq i < D$, which obviously make $b$ LOGSPACE-computable. Of course, the two constant functions $\alpha$ and $\beta$ are DLINSPACE-computable. Thus, we can choose $A_5$ for $\mathcal{G}(\mathcal{R})$.

**Example 21** Another possibility for $\mathcal{R}$ is the first Aleshin automaton

which generates the free group $F_3$ in the generators $a$, $b$ and $c$ with a binary alphabet $[1, 32]$.\footnote{For the idea to use the free group for a logical conjunction, see also [28].}

We claim that we have $B_{\beta, \epsilon}[b(D, D-1), \ldots, b(D, 0)] \neq 1$ in $F_3$ if we choose

$$\beta(d) = \begin{cases} c & \text{for } d \text{ even}, \\ b & \text{for } d \text{ odd} \end{cases}$$

and $b(D, i) = b^{-1}a$ for all $0 \leq i < D$. To show the claim, we write $B_3(D)$ for

$$B_3(D) = B_{\beta, \epsilon}[b^{-1}a, \ldots, b^{-1}a]$$

where $D = 2^d$ and show

$$B_3(2^d) \in \begin{cases} b^{-1}(a, b, c)^{\pm \ast}a & \text{for } d \text{ even}, \\ c^{-1}(a, b, c)^{\pm \ast}a & \text{for } d \text{ odd} \end{cases}$$

and that $B_3(2^d)$ is freely reduced in both cases by induction (on $d$). From this, we obtain that all $B_3(2^d)$ are freely reduced but non-empty and, therefore, not the identity in $F_3$.\footnote{For the idea to use the free group for a logical conjunction, see also [28].}
For \( d = 0 \) (or, equivalently, \( D = 1 \)), we have
\[
B_3(2^0) = B_3(1) = B_{\beta, \epsilon}[b^{-1}a] = b^{-1}a,
\]
which is in \( b^{-1} \{a, b, c\}^{\pm*} a \) and freely reduced. For the inductive step from \( d \) to \( d + 1 \) (or, equivalently, from \( D \) to \( 2D \)), we have:
\[
B_3(2^{d+1}) = B_3(2D) = B_{\beta, \epsilon}[b^{-1}a, \ldots, b^{-1}a] \quad \text{(definition of } B_3)\
= \left[ B_{\beta, \epsilon}[b^{-1}a, \ldots, b^{-1}a] \right]^{\beta(d)},
\]
\[
B_{\beta, \epsilon}[b^{-1}a, \ldots, b^{-1}a] \quad \text{(definition of } B_{\beta, \epsilon})\
= \left[ B_3(2^d) \beta(d), B_3(2^d) \right] \quad \text{(definition of } B_3)\
= \beta(d)^{-1} B_3(2^d)^{-1} \beta(d) B_3(2^d)^{-1}\
\beta(d)^{-1} B_3(2^d) \beta(d) B_3(2^d)
\]
We distinguish two cases. If \( d \) is even (and, equivalently, \( d + 1 \) is odd), we have \( \beta(d) = c \) (by definition) and \( B_3(2^d) = b^{-1}wa \) freely reduced for some \( w \) (by induction). Thus, we obtain
\[
B_3(2^{d+1}) = c^{-1}(a^{-1}w^{-1}b)c (a^{-1}w^{-1}b) c^{-1}(b^{-1}wa)c (b^{-1}wa),
\]
which is freely reduced and in \( c^{-1} \{a, b, c\}^{\pm*} a \) (as desired since \( d + 1 \) is odd). The other case is that \( d \) is odd (and \( d + 1 \) is even). Here, we have \( \beta(d) = b \) and \( B_3(2^d) = c^{-1}wa \) freely reduced for some \( w \). This yields
\[
B_3(2^{d+1}) = b^{-1}(a^{-1}w^{-1}c)b (a^{-1}w^{-1}c) b^{-1}(c^{-1}wa)b (c^{-1}wa),
\]
which is again freely reduced and in \( b^{-1} \{a, b, c\}^{\pm*} a \) (as desired since \( d + 1 \) is even).

On a side note, we point out that this argument only requires that all \( b(D, i) \) are from \( b^{-1} \{a, b, c\}^{\pm*} a \), not that they are all equal or even all equal to \( b^{-1}a \) (as we have chosen them here). This will become more important later on in Section 5 because it allows us to also use \( b(D, i) \) which are nested commutators of the form \( B_{\beta, \epsilon} \) themselves.

**Remark 22** Instead of using \( B_{\beta, \alpha} \) for DLINSPACE-computable functions \( \alpha \) and \( \beta \), we could restrict ourselves to \( B_{\epsilon, \epsilon} \). The idea here is that we can move the conjugation to the leaves of the tree representing the nested commutators.

A schematic representation of such a tree can be found in Fig. 8 for \( D = 2^3 \), where the labels at the edges indicate a conjugation. From the picture, it becomes apparent that the conjugating element for \( b(D, i) \) with \( D = 2^d \) is coupled to the reverse/least significant bit first binary representation of \( i \) with length \( d \).

Formally, we can define \( w(D, i) = f(\text{bin}_d(i)) \) for \( D = 2^d \) for the function \( f \) that works as follows: the first letter of \( \text{bin}_d(i) \) is replaced with \( \alpha(0) \) if it is a zero digit or with \( \beta(0) \) if it is a one digit, the second letter is replaced with \( \alpha(1) \) (if it is a zero
Fig. 8 Schematic representation of $B_{\beta,\alpha}[b(2^3, 7), . . . , b(2^3, 0)]$. The labels at the edges indicate a conjugation

digit) or with $\beta(1)$ (if it is a one digit), and so on. The counter for the positions in $\text{bin}_d(i)$, which is the argument to $\alpha$ and $\beta$, needs to count up to $d$ and, thus, requires space $\log \log D$. Therefore, $w(D, i)$ can certainly be computed in LOGSPACE (in particular, if $D$ is given in unary).

For the group $A_5$ (from Example 20), we can replace all zero digits by $\alpha$ and all one digits by $\beta$ and, for $F_3$ (from Example 21), the function $f$ is implemented by the automaton\(^{13}\)

Now, we define $b'(D, i) = b(D, i)^{w(D, i)}$ (which clearly is still LOGSPACE-computable) and show

$B_{\varepsilon,\varepsilon}[b'(D, D - 1), . . . , b'(D, 0)] = B_{\beta,\alpha}[b(D, D - 1), . . . , b(D, 0)]$

for all $D = 2^d$. In fact, we have

$B_{\varepsilon,\varepsilon}[\ p_{D-1}^{w(D,D-1)}, \ldots, p_0^{w(D,0)} ] = B_{\beta,\alpha}[p_{D-1}, \ldots, p_0]$

for all $p_0, . . . , p_{D-1} \in R^{\pm*}$, which we show by induction on $d$. For $d = 0$ (or, equivalently, $D = 1$), we have $B_{\varepsilon,\varepsilon}[p_0^{w(1,0)}] = p_0^\varepsilon = p_0 = B_{\beta,\alpha}[p_0]$. For the inductive step from $d$ to $d + 1$ (or, equivalently, form $D$ to $2D$), we observe

$w(2D, i) = f(\overleftarrow{\text{bin}}_{d+1}(i)) = f(\overleftarrow{\text{bin}}_d(i) 0) = w(D, i)\alpha(d)$

for all $0 \leq i < D$ and

$w(2D, i) = f(\overleftarrow{\text{bin}}_{d+1}(i)) = f(\overleftarrow{\text{bin}}_d(i - D) 1) = w(D, i - D)\beta(d)$

\(^{13}\)Technically, the automaton is not synchronous because we use the empty word in some outputs. However, we can emit a special symbol $e$ instead and then map all $es$ to $\varepsilon$ using a homomorphism.
for all $D \leq i < 2D$. Thus, we have in $G(\mathcal{R})$:

$$
B_{\varepsilon, \varepsilon}\left[ p_{2D-1}^{w(2D,2D-1)}, \ldots, p_0^{w(2D,0)} \right] \\
= B_{\varepsilon, \varepsilon}\left[ p_{2D-1}^{w(2D,2D-1)}, \ldots, p_D^{w(2D,2D-1)}, p_{2D-1}^{w(2D,2D-1)}, \ldots, p_0^{w(2D,0)} \right] \\
= B_{\varepsilon, \varepsilon}\left[ p_{2D-1}^{w(2D,D)} \beta(d), \ldots, p_D^{w(2D,D)} \beta(d) \right], \\
B_{\varepsilon, \varepsilon}\left[ p_{2D-1}^{w(2D,D)} \beta(d), \ldots, p_0^{w(2D,0)} \right] \\
= B_{\beta, \alpha}\left[ p_{2D-1}^{w(D,D-1)}, \ldots, p_D^{w(D,D)} \beta(d), \ldots, p_0^{w(D,0)} \right] \\
= B_{\beta, \alpha}\left[ p_{2D-1}^{w(D,D-1)} \beta(d), \ldots, p_0^{w(D,0)} \right] \quad \text{(by definition)}
$$

(by definition)

(by the above)

(by Fact 6)

(b) $r_{d,v} = [r_{d,1v}, r_{d,0v}]$ for all $v \in \{0, 1\}^{<d}$ (here we take the commutator of words)\(^{15}\),

(c) $r_{d,\varepsilon} \neq \frac{1}{2}$ in $G$ and

Example 23 In fact, we can choose any automaton group that satisfies the uniformly SENS property of [4] for $G(\mathcal{R})$. These include, for example, the Grigorchuk group generated by the automaton

The definition of a uniformly SENS group is very similar but slightly stronger than what we require for our group $G(\mathcal{R})$ for the commutator mode:

A group $G$ generated by a finite set $\mathcal{R}$ is called uniformly strongly efficiently nonsolvable (uniformly SENS)\(^{14}\) if there is a constant $\mu \in \mathbb{N}$ and words $r_{d,v} \in \mathbb{R}^{\pm*}$ for all $d \in \mathbb{N}$, $v \in \{0, 1\}^{\leq d}$ such that

(a) $|r_{d,v}| \leq 2^{\mu d}$ for all $v \in \{0, 1\}^d$,

(b) $r_{d,v} = [r_{d,1v}, r_{d,0v}]$ for all $v \in \{0, 1\}^{<d}$ (here we take the commutator of words)\(^{15}\),

(c) $r_{d,\varepsilon} \neq \frac{1}{2}$ in $G$ and

\(^{14}\)Our definition of uniformly SENS is not exactly the one of [4]: we have changed the ordering of some indices here because it is more convenient for our other definitions.

\(^{15}\)Compare this to the tree in Fig. 8.
(d) given \( v \in \{0, 1\}^d \), a positive integer \( i \) encoded in binary with \( \mu_d \) bits, and
\[ a \in R^\pm \] one can decide in DLINTIME whether the \( i \)-th letter of \( r_{d,v} \) is \( a \). Here, DLINTIME is the class of problems decidable in linear time on a random access Turing machine.

Essentially, a group is uniformly SENS if there are non-trivial balanced iterated commutators of arbitrary depth and these balanced iterated commutators can be computed efficiently.

To define the elements \( b(D,i) \) for a uniformly SENS automaton group, we let
\[ b(D,i) = r_{d,\text{bin}_d(i)} \] where \( D = 2^d \) and \( \text{bin}_d(i) \) is the reverse/least significant bit first binary representation of \( i \) with length \( d \). For this choice, we have \( B[b(D, D -1), \ldots, B(D, 0)] \neq \mathbb{1} \) in the group (and, thus, choose \( \alpha = \beta = \epsilon \), which is clearly DLINSSPACE-computable).

It remains to show that \( b \) is LOGSPACE-computable (where \( D \) is given in unary). Observe that the last condition (d) requires that each letter of \( r_{d,v} \) can be computed in time \( \mu_d \) on a random access Turing machine. Thus, it can, in particular, be computed in space \( \mu_d \) on a normal (non-random access) Turing machine. Since, by the first condition (a), its length is at most \( 2^{\mu_d} \), we only need a counter of size \( \mu_d \) to compute \( r_{d,v} \) entirely. Thus, we can compute \( b(D,i) \) in space \( \mu \log D \), which is logarithmic in the input as \( D \) is given in unary (i.e. as a string \( 1^D \)).

**Proof of Theorem 10** Since the uniform word problem for automaton groups is in PSPACE (see Theorem 9), so is the word problem of any (fixed) automaton group. Therefore, we only have to show the hardness part of the result.

As already stated at the beginning of this section, we reduce the PSPACE-complete word problem for \( M \) to the (complement of the) word problem for a \( \mathcal{G} \)-automaton \( T \) with state set \( Q \). For this reduction, it remains to finally construct \( T \) and to map an input \( w \in \Lambda^* \) for the Turing machine \( M \) to a state sequence \( q \in Q^\pm \) in such a way that \( q \) can be computed from \( w \) in logarithmic space and that we have \( q = \mathbb{1} \) in \( \mathcal{G}(T) \) if and only if the Turing machine does not accept \( w \).

We first define the \( \mathcal{G} \)-automaton \( T = (Q, \Sigma, \delta) \), which is composed of multiple parts. Its first part is the automaton \( R = (R, \Sigma, \rho) \). If we want to show Theorem 10 for \( |\Sigma| = 2 \), we have to choose a suitable \( R \) over the binary alphabet \( \Sigma = \{ [0], [1] \} \) (see Examples 21 and 23 for such choices). However, we will continue the proof without this assumption and also allow other groups (such as \( A_5 \) from Example 20).

Next, we take the automaton \( T' \) from Proposition 11 and encode it into the automaton \( T_2 \) over \( \Sigma \). Then, for every \( r \in R \), we take a disjoint copy \( T_{2,r} \) of \( T_2 \). Each copy \( T_{2,r} \) contains the place-holder state \( r \) (mentioned in Proposition 11) and we replace it with the actual state \( r \) from \( R \) which belongs to the respective copy (see Fig. 9). Thus, in general, the action of \( r \) is not the identity anymore. By \( p_{i,r} \), we denote the corresponding \( p_i \) from Proposition 11 for \( T_{2,r} \).

Finally, we consider the \( \mathcal{G} \)-automaton \( R_0 \)

\[
\begin{array}{cccc}
\text{id}_{\{0,1,\#\} \cup R} & \overset{\$}{\rightarrow} & r_0 & \overset{\$}{\rightarrow} \overset{\$}{\rightarrow} \overset{\$}{\rightarrow} r & \overset{\text{id}_\Sigma}{\leftarrow} \\
\end{array}
\]
The dedicated state $r$ gets replaced by an actual state of $R$ in each copy $T_2$, over the alphabet $\Sigma' = \{0, 1, \#, \}$ $\cup \Gamma$ (where we use the same convention about edges labeled by $id_A$ as in the proof of Proposition 11). We encode $R_0$ over $\Sigma$ (similar to the encoding $T_2$ of $T'$) by using the automaton and, again, take a disjoint copy $R_{0,r}$ for every $r$ where we replace the place-holder $r$ by the actual state from $R$. These parts of $T$ will be used to implement the conjugation with $\alpha(d)$ and $\beta(d)$ in $B_{\beta, \alpha}$ (just like in the proof of Theorem 9). For this, we define the functions $\alpha_0, \beta_0 : \mathbb{N} \rightarrow Q^{\pm\ast}$. We let $\alpha_0(d)$ (respectively: $\beta_0(d)$) be the same as $\alpha(d)$ (respectively: $\beta(d)$) with the only difference being that we replace every $r \in R$ by the corresponding state $r_0$ from the appropriate copy of $R_{0,r}$. Clearly, $\alpha_0$ and $\beta_0$ are DLINSPACE-computable (since $\alpha$ and $\beta$ are). As an abbreviation, we write $B$ for $B_{\beta, \alpha}$ and $B_0$ for $B_{\beta_0, \alpha_0}$ in the rest of this proof.

This completes the definition of $T$ and it remains to define the state sequence $q$ depending on $w \in A^\ast$. For this, we first compute (in logarithmic space) all state sequences $p_{i,r}$ with $0 \leq i < D$ and $r \in R$ from Proposition 11 (with respect to the appropriate copy $T_{2,r}$) using $w$ as the input. Here, we may assume that $D = 2^d$ is a power of two (otherwise, we repeat $p_{D-1,r}$ as a new $p_{D,r}$ for all $r \in R$ until we reach a power of two, which is possible in logarithmic space). Then, we compute in logarithmic space the elements $b_0 = b(D, 0), \ldots, b_{D-1} = b(D, D-1) \in R^{\pm\ast}$ such that $B[b_{D-1}, \ldots, b_0] \neq 1$ in $\mathcal{G}(R)$ (which is possible by the choice of $R$ above). Note that $\mathcal{G}(R)$ is a subgroup of $\mathcal{G}(T)$ since $R$ is a sub-automaton of $T$. 
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Thus, we have $B[b_{D-1}, \ldots, b_0] \neq 1$ in $\mathcal{G}(T)$. Now, for every $0 \leq i < D$, we can compute $b'_i = p_{i,r_\ell} \cdots p_{i,r_1}$ in logarithmic space from $b_i = r_\ell \cdots r_1$ with $r_1, \ldots, r_\ell \in R^{\pm 1}$. Finally, we choose $q = B_0[b'_D, \ldots, b'_0]$ (which can also be computed in logarithmic space by Lemma 7).

We need to show $q = 1$ in $\mathcal{G}(T)$ if and only if $M$ does not accept $w$. First, assume that $M$ accepts $w$ and consider an arbitrary $0 \leq i < D$. We have $b_i = r_\ell \cdots r_1$ for some $r_1, \ldots, r_\ell \in R^{\pm 1}$ and $b'_i = p_{i,r_\ell} \cdots p_{i,r_1}$. By Proposition 11 (first implication, applied to the appropriate copies of $T'$) and by Remark 17, there is some $u \in Y^*$ such that we have the cross diagram

$$
\begin{array}{ccc}
\vdots & \vdots & \\
p_{i,r_\ell} & \cdots & p_{i,r_1} \\
\vdots & \vdots & \\
\end{array}
$$

Combining these cross diagrams (for all $0 \leq i < D$), we obtain the black part of the cross diagram

$$
\begin{array}{ccc}
\vdots & \vdots & \\
\vdots & \vdots & \\
\end{array}
$$

Since we have $r_0 \cdot u$ $\cdot r_\ell = r$ and $r_0 \circ u$ $\cdot r_\ell = u$ by the construction of $R_0$, we also have the cross diagrams

$$
\begin{array}{ccc}
\vdots & \vdots & \\
\vdots & \vdots & \\
\end{array}
$$

for all $d$ and can add the commutators to the above cross diagram by Fact 8 to obtain the gray additions. As we have $B[b_{D-1}, \ldots, b_0] \neq 1$ in $\mathcal{G}(T)$, there must be some $v \in \Sigma^*$ such that

$$
q \circ u$ $v = B_0[b'_D, \ldots, b'_0] \circ u$ $v = u$ $B_0[b_{D-1}, \ldots, b_0] \circ v) \neq u$ $v,$
$$
which concludes this direction.

For the other direction, assume that $M$ does not accept the input $w$. We have to show $q \circ u' = B_0[b'_D, \ldots, b'_0] \circ u' = u'$ for all $u' \in \Sigma^*$. First, we show this for all

16Strictly speaking, we do not have the states $r_i$ on the right but rather state sequences from $id^* r_i id^*$. However, we omit these id states from the cross diagram to keep it more readable.
$u' \in Y^*\Sigma^*$ (and, thus, also for all prefixes of such $u'$) where we let $u' = u\$v$ with $u \in Y^*$ and $v \in \Sigma^*$. Our approach is similar to the one given above for the case that $M$ accepts $w$. Again, consider an arbitrary $0 \leq i < D$ with $b_i = r_\ell \ldots r_1$ for some $r_1, \ldots, r_\ell \in R^{\pm 1}$ and, thus, $b_i' = p_{i, r_\ell} \ldots p_{i, r_1}$. We have the cross diagram

$$b_i' = \begin{cases} p_{i, r_\ell} & u \$ \\ \vdots & \vdots \\ p_{i, r_1} & u \$ \\ u & \$ \\ \end{cases} = b_i' \cdot u\$$$

for this $i$ by Proposition 11. However, this time, there is some, $0 \leq i < D$ with $b_i' \cdot u\$ \in \text{id}^*$ and, thus, equal to 1 in $\mathcal{G}(T)$ (this follows from applying the second implication of Proposition 11 to all $r_1, \ldots, r_\ell$).\footnote{In fact, by the construction of $T'$, we actually either have $b_i' \cdot u\$ = $b_i$ or $b_i' \cdot u\$ = 1 in $\mathcal{G}(T)$ for all $0 \leq i < D$.}

Again, we can combine these cross diagrams to obtain the black part of

$$q = \begin{cases} p_{i, r_\ell} & u \$ \\ \vdots & \vdots \\ p_{i, r_1} & u \$ \\ u & \$ \\ b_{D-1} & u \$ \\ u \$ \\ \end{cases} = b_{D-1} \cdot u\$$$

and, then, add the gray part using Fact 8. Since we have $b_i' \cdot u\$ = 1 in $\mathcal{G}(T)$ for some $i$, we obtain (for the state sequence on the right) $B[b_{D-1} \cdot u\$, $\ldots$, $b_0 \cdot u\$] = 1 in $\mathcal{G}(T)$ by Fact 4. Thus, we have $q \circ u\$ v = $B_0[b_{D-1} \cdot u\$, $\ldots$, $b_0 \cdot u\$] \circ u\$ v = u\$ v.

Now, assume that $u'$ is not a prefix of a word in $Y^*\Sigma^*$. Then, it is in $Y^*(\text{Pre} Y)\tilde{\Sigma}\Sigma^*$ by Lemma 15 and we can factorize $u' = uav$ for some $u \in Y^*(\text{Pre} Y)$, $a \in \tilde{\Sigma}$ and $v \in \Sigma^*$. By Fact 18, we obtain\footnote{Again, we actually have state sequences from id*, rather, but omit them for readability.}

$$b_i' = \begin{cases} p_{i, r_\ell} & u \$ \\ \vdots & \vdots \\ p_{i, r_1} & u \$ \\ u & \$ \\ \end{cases} = b_i' \cdot u\$$
for $0 \leq i < D$ with $b_i = r_\ell \ldots r_1$ (where $r_1, \ldots, r_\ell \in R^{\pm 1}$). Using the same argumentation, we also obtain $r_0 \circ u a = u a$ and $r_0 \cdot u a = 1$ in $\mathcal{G}(T)$ for all $r_0$ in the copies of $\mathcal{R}_{0,2}$ and, thus, for all $d$, the cross diagrams

$$\alpha_0(d) \rightarrow u \xrightarrow{a} v \rightarrow \varepsilon \xrightarrow{\varepsilon} \varepsilon.$$  

We can combine this into the cross diagram

$$q = \begin{cases}  
  \bar{b}_0' & \rightarrow & u \xrightarrow{a} v \xrightarrow{\varepsilon} \varepsilon \rightarrow \varepsilon \\
  \vdots & \rightarrow & \vdots \\
  \bar{b}_{D-1}' & \rightarrow & u \xrightarrow{a} v \xrightarrow{\varepsilon} \varepsilon \rightarrow \varepsilon \\
  B_0 & \rightarrow & B_{r,1} \xrightarrow{u} a \xrightarrow{v} B_{r,1} \\
\end{cases}$$

(where we get the gray part by Fact 8) and obtain

$$q \circ u a v = B_0[\bar{b}_{D-1}', \ldots, \bar{b}_0'] \circ u a v = u a v.$$  

**Remark 24** To calculate the number of states of $T$, we assume that all parts of the automaton share the same id state and the same part for $\sqrt{\text{id}}$; the $r$ states are shared anyway. This yields

$$1 \quad \text{(id state)}$$

$$+ \ |R| \quad \text{(for $\mathcal{R}$)}$$

$$+ \ 5|\Gamma| + 15 \quad \text{(for the encoding of $\sqrt{\text{id}}$)}$$

$$+ \ |R| \cdot (|T_2| - 2 - 5|\Gamma| - 15) \quad \text{(for the $|R|$ many copies of $T_2$)}$$

$$+ \ |R| \cdot (\log |\Gamma| + 4) \quad \text{(for the $|R|$ many encoded $r_0$ automata)}$$

$$= 5|\Gamma| + 16 + |R| \cdot (3|\Gamma|^3 + 10|\Gamma|^2 + 15|\Gamma|) + \log |\Gamma| + 41$$

many states, where $|R|$ is the number of states of $\mathcal{R}$ (for example, $|R| = 3$ for the Aleshin automaton from Example 21). $|\Gamma|$ is the sum of the number of states and the number of tape symbols for a Turing machine for a $\text{PSPACE}$-complete problem (which we assume to be a power of two) and where we have used the size of $T_2$ from Remark 19.

### 5 Compressed Word Problem

In this section, we re-apply our previous construction to show that there is an automaton group with an $\text{EXPSPACE}$-complete compressed word problem. The *compressed word problem* of a group is similar to the normal word problem. However, the input element (to be compared to the neutral element) is not given directly but as a
straight-line program. A *straight-line program* is a context-free grammar which generates exactly one word.

**Theorem 25** There is an automaton group with an EXPSPACE-complete compressed word problem:

- **Constant:** a $G$-automaton $\mathcal{T} = (Q, \Sigma, \delta)$ with $|\Sigma| = 2$
- **Input:** a straight-line program generating a state sequence $q \in Q^{\pm*}$
- **Question:** is $q = 1$ in $G(\mathcal{T})$?

The hard part of the proof of Theorem 25 is (again) that the problem is EXPSPACE-hard. That it is contained in EXPSPACE follows immediately by uncompressing the straight-line program (which yields at most an exponential blow up) and then applying the PSPACE-algorithm for the normal word problem.

The outline of the proof for the EXPSPACE-hardness is the same as for the (normal) word problem: we start with a Turing machine $M$ and construct a $G$-automaton $\mathcal{T} = (Q, \Sigma, \delta)$ from it in the same way as in the proof of Theorem 10. This time, however, the Turing machine accepts an (arbitrary) EXPSPACE-complete problem and we assume that the length of its configurations is $s(n) = n + 1 + 2^{2n}$ for some positive integer $e$ where $n$ is the length of the input for $M$. Additionally, we assume the same normalizations as before.

To keep things a bit simpler here, we do not use an arbitrary $G$-automaton $\mathcal{R} = (R, \Sigma, \rho)$ for the commutators but fix the Aleshin automaton generating the free group $F_3$ (from Example 21) for $\mathcal{R}$ in this section. In fact, it is even a bit more convenient to use the union of the Aleshin automaton $\mathcal{A} = (R_1, \Sigma, \eta)$ (where we also include the inverse states $a^{-1}, b^{-1}$ and $c^{-1}$) with its second power $\mathcal{A}^2$ for $\mathcal{R}$. The second power of an automaton is its composition with itself. Formally, $\mathcal{A}^2$ is the automaton $(R_1^2, \Sigma, \eta^2)$ where the transitions are given by

$$\eta^2 = \{r_2r_1 \xrightarrow{a/c} r_2'r_1 \mid r_1 \xrightarrow{a/b} r_1', r_2 \xrightarrow{b/c} r_2' \in \eta \text{ for some } b \in \Sigma\}.$$ 

Note that, with this construction, $r_2r_1$ acts in the same way when seen as a state of $\mathcal{A}^2$ as when seen as a sequence of states of $\mathcal{A}$. With this choice, we have that $b(D, i) = b^{-1}a$ is a state in $R$ and can avoid taking multiple copies of the encoding $\mathcal{T}_2$ over $\Sigma \supseteq \{[0], [1]\}$ of $\mathcal{T}'$ from Proposition 11 as we only need the copy for $r = b^{-1}a$.

As in Example 21, we use $\varepsilon$ for $\alpha$ and define $\beta : \mathbb{N} \to R^{\pm*}$ by

$$\beta(d) = \begin{cases} 
    c & \text{for } d \text{ even,} \\
    b & \text{for } d \text{ odd.}
\end{cases}$$

This also yields $\alpha_0 = \varepsilon$ and $\beta_0$ (as defined in the proof of Theorem 10). So, effectively, we use $B_{\beta, \alpha}$ for $B_{\beta, \alpha}$ and $B_{\beta_0, \varepsilon}$ for $B_{\beta_0, \alpha_0}$ for the commutators. We continue to abbreviate the former by $B$ and the latter by $B_0$.

We want to reduce the word problem of $M$ (which now is EXPSPACE-complete) to the compressed word problem of $G(\mathcal{T})$. Here, we cannot simply use the same proof...
as in the case of the (normal) word problem, however! Recall that we have mapped the input word $w$ of length $n$ to the state sequence

$$q = B_0[b'_D-1, \ldots, b'_0].$$

In the case using the free group $F_3$ for $G(R)$, we have $b'_i = p_{i,b^{-1}a} = p_i$ where $p_i$ is given by Proposition 11.19. In turn, the $p_i$ were given by $f, q_{s(n)-1}, \ldots, q_0, c', c_{s(n)-1}, \ldots, c_0, z$ and $D$ was (the next power of two after) $3 + 2s(n)$ in the proof of Proposition 11.

This is a problem since we now have exponentially many $c_i$ and $q_i$ and we, thus, cannot output all of them with a LOGSPACE (or even polynomial time) transducer – even if we compress every individual $c_i$ and $q_i$ using a straight-line program. On the positive side, we have that all $c_i$ and all except linearly many $q_i$ are structurally very similar: we have

$$c_i = \sqrt{\text{id}}^{-i} \sqrt{\text{id}}^{-1} \sqrt{\beta}^{-1} \alpha \sqrt{\text{id}} \quad \text{and} \quad q_j = \sqrt{\text{id}}^{-j} q[\sqrt{\text{id}}^{-j}$$

for all $0 \leq i < s(n)$ and all $n + 1 \leq j < s(n)$. Due to this structural similarity, we will still be able to output a single straight-line program that generates a word equal to $B_0[c_{s(n)-1}, \ldots, c_{n+1}]$ in $G(T)$ and one generating a word equal to $B_0[q_{s(n)-1}, \ldots, q_{n+1}]$ in $G(T)$.

**Twisted Balanced Iterated Commutators** For the construction of these straight-line programs, we use a twisted version of our nested commutators, where the left side has an additional conjugation.

**Definition 26** Let $Q$ be some alphabet, $\alpha, \beta : \mathbb{N} \to Q^{\pm*}$ and $\gamma \in Q^{\pm*}$. For $p \in Q^{\pm*}$, we define $B_{\beta,\alpha}^\gamma(p, D)$ inductively for all $D = 2^d$:

$$B_{\beta,\alpha}^\gamma(p, 1) = p \quad \text{and} \quad B_{\beta,\alpha}^\gamma(p, 2D) = \left[ \gamma^{-D} B_{\beta,\alpha}^\gamma(p, D) \gamma^D \right]^{\beta(d)} \times \left( B_{\beta,\alpha}^\gamma(p, D) \right)^{\alpha(d)}$$

The compatibility between commutators and conjugation allows us to use the twisted version to move an iterated conjugation of the commutator entries into the commutator itself. As we have already seen, the check state sequences $c_i$ and (most) $q_i$ are of this form.

**Lemma 27** Let $G$ be a group generated by a finite set $Q, \alpha, \beta : \mathbb{N} \to Q^{\pm*}$ and $\gamma \in Q^{\pm*}$ such that $\gamma$ commutes in $G$ with $\alpha(d)$ and $\beta(d)$ for all $d$. Furthermore, for some $p \in Q^{\pm*}$, let

$$p_i = \gamma^{-i} p \gamma^i$$

for $0 \leq i$. Then, we have

$$B_{\beta,\alpha}^\gamma(p, D) = B_{\beta,\alpha}^\gamma[p_{D-1}, \ldots, p_0] \quad \text{in } G$$

for all $D = 2^d$.

---

19 Remember that we only have a single copy of $T_2$ (resp. $T'$) this time and, thus, can omit the index $r$.  

Springer
Proof We simply write $B^\gamma$ for $B^\gamma_{\beta,\alpha}$ and $B$ for $B_{\beta,\alpha}$ and prove the statement by induction on $d$. For $d = 0$ (or, equivalently $D = 1$), we have $B^\gamma[p, 1] = p = p_0 = B[p_0]$ and, for the inductive step from $d$ to $d + 1$ (or, equivalently, from $D$ to $2D$), we have in $G$:

\[
B^\gamma[p, 2D] = \left[ (\gamma^{-D} B^\gamma(p, D) \gamma^D)^\beta(d), (B^\gamma(p, D))^\alpha(d) \right] \tag{by induction}
\]

\[
= \left[ (B[p_{D-1}, \ldots, p_0]^\gamma_D)^\beta(d), (B[p_{D-1}, \ldots, p_0])^\alpha(d) \right] \tag{by Fact 6}
\]

\[
= \left[ (B[p_{2D-1}, \ldots, p_{D}]^\beta(d), (B[p_{D-1}, \ldots, p_0])^\alpha(d) \right] \tag{by definition of $p_i$}
\]

\[
= B[p_{2D-1}, \ldots, p_0] \tag{by definition}
\]

The connection in Lemma 27 allows us to use $B^\gamma_{\beta,\epsilon}$ for the check sequences $c_i$ and $q_i$. The advantage of this approach is that the twisted version can efficiently be compressed into a straight-line program (although the corresponding (ordinary) balanced iterated commutator would have too many entries).

Lemma 28 If the functions $\alpha$ and $\beta$ are computable in $\text{DLINSPACE}$ (where the input is given in binary), we can compute a straight-line program for $B^\gamma_{\beta,\alpha}(p, D)$ with $D = 2^d$ on input of $p$ and $D$ in logarithmic space (where $D$ is given in binary).

Proof The alphabet of the straight-line program is obviously $Q^{\pm 1}$ and we only give the variables implicitly. Clearly, if we can compute the production rules for a variable $X$ generating a state sequence $q$, we can also compute the production rules for a variable $X^{-1}$ generating $q^{-1}$. Therefore, we only give the positive version for every variable (but always assume that we also have a negative one).

First, we add the production rules

\[
M_{2d-1} \rightarrow M_{2d-2} M_{2d-2}, \ldots, M_{21} \rightarrow M_{20} M_{20}, \quad M_{20} \rightarrow \gamma
\]

because we need blocks of $\gamma$ for the recursion of $B^\gamma_{\beta,\alpha}$. Clearly, $M_{2i}$ generates $\gamma^{2i}$ for all $0 \leq i < d$. For the actual commutator, we use the variables $A_{2i}$ for $0 \leq i \leq d$ and add the production rules

\[
A_{20} \rightarrow p \quad \text{and}
\]

\[
A_{2i+1} \rightarrow \beta(i)^{-1} M_{2i}^{-1} A_{2i-1} M_{2i}^\beta(i) \quad \alpha(i)^{-1} A_{2i}^{-1} \alpha(i)
\]

\[
\beta(i)^{-1} M_{2i}^{-1} A_{2i}^\beta(i) \quad \alpha(i)^{-1} A_{2i} \alpha(i)
\]

for all $0 \leq i < d$. Using a simple induction it is now easy to see that $A_D$ generates $B^\gamma_{\beta,\alpha}(p, D)$ for $D = 2^d$. Accordingly, we choose $A_D$ as the start variable.

By assumption, the functions $\alpha$ and $\beta$ can be computed in $\text{DLINSPACE}$ on input of the binary representation of $d$ – this means, the required space is logarithmic in $d$. To compute the productions rules, we obviously only need to count up to $d$ (in binary)
and this can clearly be done in logarithmic space with respect to the binary length of $D$ (which is $d$).

With these twisted commutators and the corresponding straight-line programs, we have introduced the missing pieces to adapt the proof for PSPACE and the (normal) word problem from Theorem 10 to EXPSPACE and the compressed word problem.

Proof of Theorem 25 As we have already remarked, we only need to show that the problem is EXPSPACE-hard and construct the $\mathcal{A}$-automaton $T = (Q, \Sigma, \delta)$ from the machine $M$ for an EXPSPACE-complete problem in the same way as in the proof of Theorem 10.

However, compared to the case of the (normal) word problem, we need to make some changes to the reduction of the (normal) word problem of $M$ to the compressed word problem of $\mathcal{A}(T)$. We map an input word $w$ of length $n$ for $M$ to a straight-line program for a state sequence $q$ equal to $20$

$$B_0[f, B_0[q_{s(n)-1}, \ldots, q_{n+1}], q_n, \ldots, q_0, c, B_0[c_{s(n)-1}, \ldots, c_{n+1}], c_n, \ldots, c_0, z]$$

in $\mathcal{A}(T)$. If the Turing machine $M$ accepts the input $w$, this means (by Proposition 11 and Fact 8) that there is some $u \in Y^* = (\{0,1,\#\} \cup \Gamma)^* \subseteq \Sigma^*$ such that $q \cdot u$ is equal to $21$

$B\left(b^{-1}a, B[\underbrace{b^{-1}a, \ldots, b^{-1}a}_{s(n)-1-n=2^{2n^e} \text{ many}}, \underbrace{b^{-1}a, \ldots, b^{-1}a}_{n+1 \text{ many}}], b^{-1}a, \ldots, b^{-1}a, b^{-1}a\right)$

(because we have $p_i \cdot uS = r = b^{-1}a = b(D, i)$ in this case). The inner commutators are both equal to $B_3(2^{2n^e})$ (from Example 21) and, thus, in $b^{-1}\{a,b,c\}^{\pm e}a$ (and freely reduced). This means that the outer commutator is a non-empty freely reduced word in $F_3$ (as we have already pointed out in Example 21). If the Turing machine does not accept $w$, we have $p_i \cdot uS = 1$ in $\mathcal{A}(T)$ for some $i$ and the commutators also collapse to the neutral element by Fact 4. This shows that we can use the same argument as in the proof of Theorem 10.

Thus, it remains to describe how we can compute a straight-line program for such a $q$ in logarithmic space. If we have straight-line programs for the individual entries, we immediately also obtain straight-line programs for their inverses and can combine everything into a straight-line program for the overall nested commutator. This can be done (on the level of the variables) in logarithmic space by Lemma 7. For $f$, $q_n, \ldots, q_0$, $c_n, \ldots, c_0$ and $z$, we do not even need straight-line programs but can output the words directly (as in the PSPACE-case).

---

20To be absolute precise: we actually need to repeat one of the entries of the outer commutator in order to get a power of two as the number of entries.
For the inner commutators, recall that we have
definitions for all $0 \leq i < 2^{2n^e}$. Thus, we have

$$
\begin{align*}
    c_{n+1+i} &= \varphi^{-i}(\varphi^{-(n+1)} \varphi^{-1} \varphi_{b^{-1}a} \varphi^{n+1}) \\
    q_{n+1+i} &= \varphi^{-i}(\varphi^{-(n+1)} \varphi q \varphi^{n+1})
\end{align*}
$$

for all $0 \leq i < 2^{2n^e}$. Thus, we have

$$
B_0[c_{\delta(n)-1}, \ldots, c_{n+1}] = B_0^\varphi(\varphi^{-(n+1)} \varphi^{-1} \varphi_{b^{-1}a} \varphi^{n+1}, 2^{2n^e})
$$

and

$$
B_0[q_{\delta(n)-1}, \ldots, q_{n+1}] = B_0^\varphi(\varphi^{-(n+1)} \varphi q \varphi^{n+1}, 2^{2n^e})
$$
in $\mathcal{G}(\mathcal{T})$ by Lemma 27 where we write $B_0^\varphi$ for $B_{\varphi_0,\alpha_0}$. In order to apply Lemma 27, we need that $\varphi$ commutes with $(\varepsilon$ and $\beta_0(d)$ for all $d$. However, this immediately follows from the construction of $\mathcal{T}$ (as $\varphi$ only manipulates the TM part of the input word while $b_0$ and $c_0$ only manipulate the commutator part).

Finally, we can compute a straight-line program for the two twisted commutators in LOGSPACE by Lemma 28. Here, it is important that $n$ is the input length and that, thus, $2^{2n^e}$ can be output in binary (since it has length $2n^e$).

The last remaining part is a straight-line program for

$$
c' = \varphi^{-x(n)} c \varphi^{x(n)} = \varphi^{-2^{2n^e}} \varphi^{-(n+1)} c \varphi^{n+1} \varphi^{2^{2n^e}}
$$

The inner part can be output directly and the outer $\varphi$-blocks of length $2^{2n^e}$ can be generated in the same way as in the proof of Lemma 28.

We can take the disjoint union of the $\mathcal{G}$-automaton over $\Sigma$ with a PSPACE-complete word problem and the $\mathcal{G}$-automaton over $\Sigma$ with an EXPSPACE-complete compressed word problem. In this way, we obtain an automaton group whose (normal) word problem is PSPACE-complete and whose compressed word problem is EXPSPACE-complete and, thus, provably harder (by the space hierarchy theorem [29, Theorem 6], see also e.g. [27, Theorem 7.2, p. 145] or [2, Theorem 4.8]).

**Corollary 29** There is an automaton group with a binary alphabet whose word problem

**Constant:** a $\mathcal{G}$-automaton $\mathcal{T} = (Q, \Sigma, \delta)$ with $|\Sigma| = 2$

**Input:** a state sequence $q \in Q^{\pm*}$

**Question:** is $q \in \mathcal{G}(\mathcal{T})$?

is PSPACE-complete and whose compressed word problem

**Constant:** the same $\mathcal{G}$-automaton $\mathcal{T} = (Q, \Sigma, \delta)$ with $|\Sigma| = 2$

**Input:** a straight-line program generating a state sequence $q \in Q^{\pm*}$

**Question:** is $q \in \mathcal{G}(\mathcal{T})$?

is EXPSPACE-complete.

---

21 In fact, we already have the required production rules and variables up to $M_{2^{2n^e}-1}$.
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