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Abstract

Overlap functions are a class of aggregation functions that measure the overlapping degree between two values. They have been successfully applied as a fuzzy conjunction operation in several problems in which associativity is not required, such as image processing and classification. Interval-valued overlap functions were defined as an extension to express the overlapping of interval-valued data, and they have been usually applied when there is uncertainty regarding the assignment of membership degrees, as in interval-valued fuzzy rule-based classification systems. In this context, the choice of a total order for intervals can be significant, which motivated the recent developments on interval-valued aggregation functions and interval-valued overlap functions that are increasing to a given admissible order, that is, a total order that refines the usual partial order for intervals. Also, width preservation has been considered on these recent works, in an intent to avoid the uncertainty increase and guarantee the information quality, but no deeper study was made regarding the relation between the widths of the input intervals and the output interval, when applying interval-valued functions, or how one can control such uncertainty propagation based on this relation. Thus, in this paper we: (i) introduce and develop the concepts of width-limited interval-valued functions and width limiting functions, presenting a theoretical approach to analyze the relation between the widths of the input and output intervals of bivariate interval-valued functions, with special attention to interval-valued aggregation functions; (ii) introduce the concept of (a, b)-ultramodular aggregation functions, a less restrictive extension of one-dimension convexity for bivariate aggregation functions, which have an important predictable
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behaviour with respect to the width when extended to the interval-valued context; (iii) define width-limited interval-valued overlap functions, taking into account a function that controls the width of the output interval and a new notion of increasingness with respect to a pair of partial orders \((\preceq_1, \preceq_2)\); (iv) present and compare three construction methods for these width-limited interval-valued overlap functions, considering a pair of orders \((\preceq_1, \preceq_2)\), which may be admissible or not, showcasing the adaptability of our developments.
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1. Introduction

Aggregation functions are useful operators that combine (fuse) several numerical values into a single representative one, being especially suitable to model fuzzy logic operations and they have been widely employed in several theoretical and applied fields [1,2].

Overlap functions are a particular class of aggregation functions that do not need to be associative, and they were originally defined as continuous functions in order to deal with the overlapping between classes in image processing problems [3–5]. They have quickly risen in popularity due to some desirable properties that they present. In [6,7], one can find clear discussions on the advantages that overlap functions have over the popular t-norms. For example, overlap functions are closed to the convex sum and the aggregation by internal generalized composition, whereas t-norms are not. Also, overlap functions showed good results when applied in problems in which associativity of the employed aggregation operator is not required, as in fuzzy rule-based classification [8–10], decision making [11], wavelet-fuzzy power quality diagnosis system [12] or forest fire detection [13], among others.

In fuzzy modelling, there may be uncertainty regarding the values of the membership degrees or the definition of the membership functions to be employed in the system [14]. One possible solution is the adoption of interval-valued fuzzy sets (IVFSs) [15,16], where the membership degrees are represented by intervals. In this manner, the widths of the assigned intervals are intrinsically related with the uncertainty/ignorance with respect to the modelling of the fuzzy sets [17–19]. IVFSs have been successfully applied in many different fields, such as classification [20,21], image processing [22], game theory [23], multicriteria decision making [24], pest control [25], irrigation systems [26] and collaborative clustering [27].

Interval-valued aggregation functions were defined in [28], in order to model the aggregation of interval-valued data in the unit interval. Following a similar approach, interval-valued overlap functions were defined, independently, by Qiao and Hu [29] and Bedregal et al. [30], as an extension of overlap functions to the interval-valued context. By extending and generalizing the concept of interval-valued overlap functions, Asmus et al. [21] introduced the concepts of \(n\)-dimensional interval-valued overlap functions and general interval-valued overlap functions.

It is important to observe that not all interval-valued aggregation functions are interval extensions of some known aggregation function on the unit interval [31]. Nevertheless, it is noteworthy that most popular definitions of interval-valued aggregation functions were developed to properly encompass the result of interval extensions of well known aggregation functions following the optimality (the least possible interval width) and correctness (the unknown value of the extended operation is contained in the resulting interval) criteria for interval representation (also called, the best interval representation), as discussed in [17,31], and taking into account the usual product order when comparing intervals [32]. Although this approach is both intuitive and theoretically sound, it may present some drawbacks on the application side:

(i) Observe that, although it is natural that the uncertainty carried out by intervals leads to a partial order, as the product order (and also the Fishburn interval orders [33]), one may face data that is not comparable, which is a serious hindrance in problems such as decision making and classification [34], in which the system must always decide and rely in just one interval result when comparing all possible alternatives;

(ii) In many interval-valued processes, the output intervals’ widths become larger than a desirable threshold, according to the widths of the input intervals, which may be imposed by applications constraints concerning the quality of the information required for the interval results. In those cases, the interval outputs, although correct, usually carry no meaningful information about the exact value they are actually approximating [35,36].
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To solve the first problem (i), avoiding a stalemate when comparing intervals, Bustince et al. [34] introduced the concept of admissible orders, that is, total orders that refine the product order, in the sense that they coincide with the product order whenever the intervals are comparable. In particular, they defined the \( \leq_{\alpha, \beta} \) order, based on an operator \( K_\alpha \) that corresponds to the Hurwicz’s criterion [37] for balancing pessimism and optimism under uncertainty [38].

Since then, many works using admissible orders have appeared in the literature, for example, [34,38–40]. In particular, Bustince et al. [38] presented a construction method for interval-valued aggregation functions that are increasing with respect to a given admissible order. In a similar line of work, Asmus et al. [40] introduced the concept of \( n \)-dimensional admissibly ordered interval-valued overlap functions, which are \( n \)-dimensional interval-valued overlap functions that are increasing with respect to an admissible order.

In an initial attempt to deal with the second drawback (ii), the construction method presented by Bustince et al. [38] produces interval-valued aggregation functions that can be width-preserving whenever some restrictive conditions are satisfied. Note that the width of the interval output of a width-preserving interval-valued function is equal to the width of the interval inputs, when they all have the same width. However, Bustince et al. [38] clearly state that, ideally, the definition of width preservation would have to take into account the width of the interval inputs in every case, not only when those inputs have the same length, which we call the drawback (iii) to be overcome.

Considering the second problem (ii), Asmus et al. [40] presented a construction method for \( n \)-dimensional admissibly ordered interval-valued overlap functions in which the width of the output is always less or equal to the minimal width of the inputs (see Theorem 2.2 in Section 2), which also comes to avoid the problem (iii). However, this type of minimal width limitation has two sides: on one hand, as desired, the functions produced by the method avoid an increasing width (uncertainty) propagation; on the other hand, unfortunately, just one degenerate input interval (that is, with width equal to zero) is sufficient to completely remove all uncertainty of the output interval, which is clearly counterintuitive, to say the least.

Thus, the study of the relation between the width of the inputs and the output of interval-valued fuzzy operations coupled with adaptable tools to limit the increasing uncertainty in the output of such operations is still a challenge to overcome in the literature, especially regarding interval-valued aggregation and interval-valued overlap functions, which are of our particular interest.

The development of models that help to avoid that the interval outputs’ widths become larger than the expected/required in practical applications certainly will increase the applicability of interval-valued fuzzy-based tools to solve many problems, as in interval-valued fuzzy-rule based classification systems (see, e.g.: [19,40,41]) and decision making (see, e.g.: [42,43]), by providing interval outputs with better information quality. We point out that the information quality of interval-valued results is a strong requirement claimed by scientists and engineers interested in interval-based tools [32].

So, in order to present a contribution to solve the problems (ii) and (iii) in the context of interval-valued overlap functions, and even in a more general framework, without disregarding the problem (i), this paper has the following general objective:

- To develop a theoretical approach to aid the analysis of bivariate interval-valued operations with respect to the width of the operated intervals in order to control the uncertainty propagation, with special attention to interval-valued overlap functions, admissibly ordered or not.

To accomplish this goal, we have the following specific objectives:

1) To introduce the concepts of width-limited interval-valued functions and width-limiting functions, which are theoretical tools to study the relation between the widths of the inputs with the width of the output of interval-valued functions, necessary for the construction of interval-valued functions with controlled uncertainty propagation;

2) To define \((a, b)\)-ultramodular aggregation functions, a less restrictive extension of one-dimension convexity for bivariate aggregation functions, which shall have an important predictable behaviour with respect to their interval output widths when extended to the interval-valued context;

3) To study the relation between some width-limited interval-valued functions and their respective width-limiting functions, especially when dealing with \((a, b)\)-ultramodular aggregation functions, giving some backdrop for future comparisons with similarly constructed interval-valued functions;
4) To define the notion of increasingness for a pair of partial orders, allowing for more flexible construction methods for width-limited interval-valued functions;
5) To introduce the concept of width-limited interval-valued overlap functions, taking into account a width-limiting function and a pair of partial orders, which allows the definition of interval-valued overlap operations that provide output intervals that do not exceed a desirable uncertainty (width) threshold;
6) To study the relation between width-limited interval-valued overlap functions and some of their width-limiting functions, particularly when considering the best interval representation of some overlap function;
7) To present and study three construction methods for width-limited interval-valued overlap functions, presenting examples and comparisons between them to showcase the versatility and applicability of our approach.

Regarding the paper organization, in Section 2 we present some preliminary concepts, followed by Section 3, where Specific Objectives 1-3 are addressed. In Section 4, we encompass Specific Objectives 4-7, with the final remarks being presented in Section 5.

2. Preliminaries

In this section, we recall some concepts on (ultramodular) aggregation functions, overlap functions, interval mathematics, admissible orders and (admissibly ordered) interval-valued overlap functions.

2.1. Fuzzy negations and aggregation functions

**Definition 2.1.** [44] A function $N : [0, 1] \rightarrow [0, 1]$ is a fuzzy negation if the following conditions hold:

**(N1)** $N(0) = 1$ and $N(1) = 0$;

**(N2)** If $x \leq y$ then $N(y) \leq N(x)$, for all $x, y \in [0, 1]$.

If $N$ also satisfies the involutive property,

**(N3)** $N(N(x)) = x$, for all $x \in [0, 1]$,

then it is said to be a strong fuzzy negation.

**Example 2.1.** The Zadeh negation given by

$$N_Z(x) = 1 - x,$$

is a strong fuzzy negation [44].

**Definition 2.2.** [44] Given a fuzzy negation $N : [0, 1] \rightarrow [0, 1]$ and a function $F : [0, 1]^2 \rightarrow [0, 1]$, then the function $F^N : [0, 1]^2 \rightarrow [0, 1]$ defined, for all $x, y \in [0, 1]$, by

$$F^N(x, y) = N(F(N(x), N(y))),$$

is the $N$-dual of $F$.

When it is clear by the context, the $N_Z$-dual function (dual with respect to the Zadeh negation) of $F$ will be just called dual of $F$, and will be denoted by $F^d$.

**Definition 2.3.** [2] An aggregation function is any function $A : [0, 1]^n \rightarrow [0, 1]$ that satisfies the following conditions:

**(A1)** $A$ is increasing in each argument;

**(A2)** $A(0, \ldots, 0) = 0$ and $A(1, \ldots, 1) = 1.$
Example 2.2. For $\alpha \in [0, 1]$, the mapping $K_\alpha : [0, 1]^2 \rightarrow [0, 1]$, defined, for all $x, y \in [0, 1]$, by

$$K_\alpha(x, y) = x + \alpha \cdot (y - x),$$

is an aggregation function.

Observe that the operator $K_\alpha$ corresponds to Hurwicz’s criterion [37] for adjusting pessimism and optimism under uncertainty, when working in contexts of imperfect information.

In [2], one may find the concepts of conjunctive and disjunctive aggregation function. In this paper, we need a more general definition:

Definition 2.4. Consider a function $F : [0, 1]^2 \rightarrow [0, 1]$. Then, $F$ is said to be:

a) Conjunctive, if $F(x, y) \leq \min\{x, y\}$ for all $x, y \in [0, 1]$;

b) Disjunctive, if $F(x, y) \geq \max\{x, y\}$ for all $x, y \in [0, 1]$.

The definition of ultramodular aggregation functions is a key concept in this work:

Definition 2.5. [45] An aggregation function $A : [0, 1]^2 \rightarrow [0, 1]$ is called ultramodular if, for all $x_1, x_2, y_1, y_2, \epsilon, \delta \in [0, 1]$, such that $x_2 + \epsilon, y_2 + \delta \in [0, 1]$, $x_1 \leq x_2$ and $y_1 \leq y_2$, it holds that:

$$A(x_1 + \epsilon, y_1 + \delta) - A(x_1, y_1) \leq A(x_2 + \epsilon, y_2 + \delta) - A(x_2, y_2).$$

Proposition 2.1. [45] Assume that all partial derivatives of order 2 of the aggregation function $A : [0, 1]^2 \rightarrow [0, 1]$ exist. Then $A$ is ultramodular if and only if all partial derivatives of order 2 are non-negative.

Theorem 2.1. [45] Let $A_1, A_2, A_3 : [0, 1]^2 \rightarrow [0, 1]$ be ultramodular aggregation functions. Then, the composite function $A : [0, 1]^2 \rightarrow [0, 1]$ given, for all $x, y \in [0, 1]$, by $A(x, y) = A_3(A_1(x, y), A_2(x, y))$ is an ultramodular aggregation function.

Corollary 2.1. [45] Let $A_1, A_2 : [0, 1]^2 \rightarrow [0, 1]$ be ultramodular aggregation functions and $K_\alpha : [0, 1]^2 \rightarrow [0, 1]$ as defined in Equation (2). Then, we have that the function $K_\alpha : [0, 1]^2 \rightarrow [0, 1]$ given, for all $x, y, \alpha \in [0, 1]$, by $K_\alpha(x, y) = K_\alpha(A_1(x, y), A_2(x, y))$, is an ultramodular aggregation function.

Example 2.3. The following are examples of ultramodular aggregation functions:

1) The weighted sum $K_\alpha$, as defined in Equation (2);

2) The product overlap (see Table 1).

By Propositions 2.2 and 2.7 in [45], the following result is immediate.
Proposition 2.2. Let $A : [0, 1]^2 \to [0, 1]$ be an ultramodular aggregation function. Then, it holds that:

$$A(x^*, y) + A(x, y^*) \leq A(x^*, y^*) + A(x, y),$$

for all $x^*, y^*, x, y \in [0, 1]$ such that $x \leq x^*$ and $y \leq y^*$.

Observe that Proposition 2.2 also follows directly from Definition 2.5, by taking $x_1 = x_2 = x$, $y_1 = y$, $y_2 = y^*$, $\epsilon = x^* - x$ and $\delta = 0$.

Definition 2.6. [3,46] An overlap function is any bivariate function $O : [0, 1]^2 \to [0, 1]$ that satisfies the following conditions, for all $x, y \in [0, 1]$:

1. $O$ is commutative;
2. $O(x, y) = 0$ if and only if $xy = 0$;
3. $O(x, y) = 1$ if and only if $xy = 1$;
4. $O$ is increasing;
5. $O$ is continuous.

Note that an overlap function is, in particular, an aggregation function. If for all $x, y, z \in (0, 1]$ one has that $x < y \iff O(x, z) < O(y, z)$, then $O$ is called a strict overlap function.

By Theorem 4 in [3], one has that:

Proposition 2.3. Let $O_1, O_2, O_3 : [0, 1]^2 \to [0, 1]$ be overlap functions. Then, the composite function $O_C : [0, 1]^2 \to [0, 1]$ given, for all $x, y \in [0, 1]$ by $O_C(x, y) = O_3(O_1(x, y), O_2(x, y))$ is an overlap function.

Proposition 2.4. [3] Let $O_1, O_2 : [0, 1]^2 \to [0, 1]$ be overlap functions. Then, we have that function $O_\alpha : [0, 1]^2 \to [0, 1]$ given, for all $x, y, \alpha \in [0, 1]$, by $O_\alpha(x, y) = K_\alpha(O_1(x, y), O_2(x, y))$ is an overlap function.

The theoretical development of both overlap functions and their dual (grouping functions) are summarized by Bustince et al. in [5]. Additionally, some examples of studies on overlap and grouping functions are described in the sequence. The basic properties of overlap functions and grouping functions, like homogeneity, migrativity and idempotency, were studied by Bedregal et al. in [46]. Archimedean overlap functions were introduced by Dimuro et al. in [47]. Additive generators of overlap functions and grouping functions were introduced by Dimuro et al. in [48,49], and their multiplicative generators by Qiao et al. in [50]. Further studies on the migrativity property of overlap functions were presented in [51,52]. Dimuro et al. developed the concept of fuzzy implication functions derived overlap and grouping functions in [7,53,54]. The properties of such fuzzy implications were studied in [6,55]. Extensions of overlap and grouping functions to the $n$-dimensional context were studied in [56,57].

2.2. Interval mathematics

Let us denote as $L([0, 1])$ the set of all closed subintervals of the unit interval $[0, 1]$. Given any $X = [x_1, x_2] \in L([0, 1])$, $\overline{X} = x_1$ and $\overline{X} = x_2$ denote, respectively, the left and right projections of $X$, and $w(X) = \overline{X} - X$ denotes the width of $X$. When $\overline{X} = X$, and consequently $w(X) = 0$, we call $X$ a degenerate interval.

The interval product is defined, for all $X, Y \in L([0, 1])$, by:

$$X \cdot Y = [\overline{X} \cdot \overline{Y}, \overline{X} \cdot \overline{Y}].$$

The product and inclusion partial orders are defined for all $X, Y \in L([0, 1])$, respectively, by [32]:

$$X \leq_{PR} Y \iff X \leq Y \wedge \overline{X} \leq \overline{Y};$$

$$X \subseteq Y \iff X \geq Y \wedge \overline{X} \geq \overline{Y}. $$

We call as $\leq_{PR}$-increasing a function that is increasing with respect to the product order $\leq_{PR}$. The projections $IF^{-}, IF^{+} : [0, 1]^2 \to [0, 1]$ of $IF : L([0, 1])^2 \to L([0, 1])$ are defined, respectively, by:
\[ IF^-(x, y) = IF([x, x], [y, y]); \]
\[ IF^+(x, y) = IF([x, x], [y, y]). \]

Given two increasing functions \( F, G : [0, 1]^2 \rightarrow [0, 1] \) such that \( F \leq G \), we define the function \( \hat{F}, \hat{G} : L([0, 1])^2 \rightarrow L([0, 1]) \) as
\[ \hat{F}, \hat{G}(X, Y) = [F(X, Y), G(X, Y)]. \]

An interval-valued function \( IF \) is said to be Moore-continuous if it is continuous with respect to the Moore metric \[ d_M : L([0, 1])^2 \rightarrow \mathbb{R}, \] defined, for all \( X, Y \in L([0, 1]) \), by:
\[ d_M(X, Y) = \max(|X - Y|, |\hat{X} - \hat{Y}|). \]

**Definition 2.7.** [18] Let \( IF : L([0, 1])^2 \rightarrow L([0, 1]) \) be an \( \leq_{P_r} \)-increasing interval function, \( IF \) is said to be representable if there exist increasing functions \( F, G : [0, 1]^2 \rightarrow [0, 1] \) such that \( F \leq G \) and \( F = \hat{F}, \hat{G} \).

The functions \( F \) and \( G \) are the representatives of the interval function \( IF \). When \( IF = \hat{F}, \hat{G} \), we denote simply as \( \hat{F} \). In this case, \( IF \) is said to be the best interval representation of \( F \), as in [17,18].

Consider \( \alpha \in [0, 1] \) and the aggregation function \( K_{\alpha} \) as defined in Equation (2). Then, given an interval \( X \in L([0, 1]) \), we denote \( K_{\alpha}(\hat{X}, \hat{Y}) \) simply as \( K_{\alpha}(X) \). Also, it is immediate that
\[ K_{\alpha}(X) = \alpha \cdot w(X), \]
\[ K_{\alpha}(X) + (1 - \alpha) \cdot w(X) = X, \]
for all \( \alpha \in [0, 1] \).

### 2.3. Admissible orders

The notion of admissible orders for intervals came from the interest in extending the product order \( \leq_{P_r} \) to a total order.

**Definition 2.8.** [34] Let \( (L([0, 1]), \leq_{AD}) \) be a partially ordered set. The order \( \leq_{AD} \) is called an admissible order if

(i) \( \leq_{AD} \) is a total order on \( L([0, 1]) \);

(ii) For all \( X, Y \in L([0, 1]), X \leq_{AD} Y \) whenever \( X \leq_{P_r} Y \).

In other words, an order \( \leq_{AD} \) on \( L([0, 1]) \) is admissible, if it is total and refines the order \( \leq_{P_r} \) [34].

**Proposition 2.5.** [34] Let \( A_1, A_2 : [0, 1]^2 \rightarrow [0, 1] \) be two continuous aggregation functions, such that, for all \( X, Y \in L([0, 1]), \) the equalities \( A_1(\hat{X}, \hat{Y}) = A_1(Y, Y) \) and \( A_2(\hat{X}, \hat{Y}) = A_2(Y, Y) \) can hold only if \( X = Y \). Define the relation \( \leq_{A_1, A_2} \) on \( L([0, 1]) \) by
\[ X \leq_{A_1, A_2} Y \Leftrightarrow A_1(\hat{X}, \hat{Y}) < A_1(Y, Y) \text{ or } \]
\[ (A_1(\hat{X}, \hat{Y}) = A_1(Y, Y) \text{ and } A_2(\hat{X}, \hat{Y}) \leq A_2(Y, Y)). \]

Then \( \leq_{A_1, A_2} \) is an admissible order on \( L([0, 1]) \).

The pair \( (A_1, A_2) \) of aggregation functions that generates the order \( \leq_{A_1, A_2} \) in Proposition 2.5 is called an admissible pair of aggregation functions [34].

For \( \alpha, \beta \in [0, 1], \) such that \( \alpha \neq \beta \), when \( A_1 = K_{\alpha} \) and \( A_2 = K_{\beta}, \) with \( K_{\alpha} \) and \( K_{\beta} \) given by Equation (2), we write \( \leq_{\alpha, \beta} \) for the order \( \leq_{K_{\alpha}, K_{\beta}} \), which is given by:
\[ X \leq_{\alpha, \beta} Y \Leftrightarrow K_{\alpha}(\hat{X}, \hat{Y}) < K_{\alpha}(Y, Y) \text{ or } \]
\[ (K_{\alpha}(\hat{X}, \hat{Y}) = K_{\alpha}(Y, Y) \text{ and } K_{\beta}(\hat{X}, \hat{Y}) \leq K_{\beta}(Y, Y)). \]

**Lemma 2.1.** [34] For any \( \alpha, \beta \in [0, 1], \alpha \neq \beta, \) it holds that: (i) \( \beta > \alpha \Rightarrow \leq_{\alpha, \beta} \leq_{\alpha, 1} ; \) (ii) \( \beta < \alpha \Rightarrow \leq_{\alpha, \beta} \leq_{\alpha, 0} \).
Remark 2.1. By varying the values of $\alpha$ and $\beta$ one can recover some of the known admissible orders, e.g., the lexicographical orders $\leq_{Lex1}$ and $\leq_{Lex2}$ are recovered, respectively, by $\leq_{0,1}$ and $\leq_{1,0}$, and the Xu and Yager order [38] $\leq_{XY}$ is recovered by $\leq_{0.5,1}$.

2.4. Interval-valued overlap functions

Definition 2.9. [28] An interval-valued function $IA : L([0, 1])^2 \rightarrow L([0, 1])$ is said to be an interval-valued aggregation function if the following conditions hold:

(IA1) $IA$ is $\leq_{Pr}$-increasing;
(IA2) $IA([0, 0], [0, 0]) = [0, 0]$ and $IA([1, 1], [1, 1]) = [1, 1]$.

Definition 2.10. [29,30] An interval-valued (iv) overlap function is a mapping $IO : L([0, 1])^2 \rightarrow L([0, 1])$ that respects the following conditions:

(IO1) $IO$ is commutative;
(IO2) $IO(X, Y) = [0, 0]$ if and only if $X \cdot Y = [0, 0]$;
(IO3) $IO(X, Y) = [1, 1]$ if and only if $X \cdot Y = [1, 1]$;
(IO4) $IO$ is $\leq_{Pr}$-increasing in the first component: $IO(Y, X) \leq_{Pr} IO(Z, X)$ when $Y \leq_{Pr} Z$.
(IO5) $IO$ is Moore continuous.

Note that, by (IO1) and (IO4), iv-overlap functions are also monotonic in the second component.

An iv-overlap function $IO : L([0, 1])^2 \rightarrow L([0, 1])$ is said to be $o$-representable [21] if there exist overlap functions $O_1, O_2 : [0, 1]^2 \rightarrow [0, 1]$ such that $O_1 \leq O_2$ and $IO = O_1 \cdot O_2$.

Definition 2.11. [40] A function $AO : L([0, 1])^2 \rightarrow L([0, 1])$ is an admissibly ordered interval-valued overlap function for an admissible order $\leq_{Ad}$ (i.e., $\leq_{Ad}$-overlap function) if it satisfies the conditions (IO1), (IO2) and (IO3) of Definition 2.10 and, for all $X, Y, Z \in L([0, 1])$:

(AO4) $AO$ is $\leq_{Ad}$-increasing: $X \leq_{Ad} Y \Rightarrow AO(X, Z) \leq_{Ad} AO(Y, Z)$.

The following construction method for admissibly ordered interval-valued overlap functions preserves the minimal width of the input intervals:

Theorem 2.2. [40] Let $O$ be a strict overlap function and $\alpha \in (0, 1), \beta \in [0, 1]$ such that $\alpha \neq \beta$. Then $AO^\alpha : L((0, 1))^2 \rightarrow L((0, 1))$ defined, for all $X, Y \in L((0, 1))$, by

$$AO^\alpha(X, Y) = [O(K_\alpha(X), K_\alpha(Y)) - \alpha m, O(K_\alpha(X), K_\alpha(Y)) + (1 - \alpha)m],$$

where

$$m = \min\{w(X), w(Y), O(K_\alpha(X), K_\alpha(Y)), 1 - O(K_\alpha(X), K_\alpha(Y))\}$$

is an $\leq_{\alpha, \beta}$-overlap function.

3. Width-limited interval-valued functions

As a motivation to the developments presented in this section, we pose the following question: with respect to a given interval-valued function, how can the width of the output interval be affected by the widths of the input intervals? In order to aid on such discussion, concerning the uncertainty propagation control in aggregation processes, we introduce the following definition:

Definition 3.1. Consider an interval-valued function $IF : L([0, 1])^2 \rightarrow L([0, 1])$ and a mapping $B : [0, 1]^2 \rightarrow [0, 1]$. Then, $IF$ is said to be width-limited by $B$ if $w(IF(X, Y)) \leq B(w(X), w(Y))$, for all $X, Y \in L([0, 1])$. $B$ is called a width-limiting function of $IF$. 
**Remark 3.1.** Every function $IF : L([0, 1])^2 \to L([0, 1])$ is width-limited by the function $B_1 : [0, 1]^2 \to [0, 1]$ defined by $B_1(x, y) = 1$, for all $x, y \in [0, 1]$.

In the following, denote:

$$\mathcal{IF} = \{IF : L([0, 1])^2 \to L([0, 1]) \mid IF \text{ is a binary interval-valued function}\}$$

and

$$\mathcal{F} = \{F : [0, 1]^2 \to [0, 1] \mid F \text{ is binary function}\}.$$

First, we analyze how to obtain the least width-limiting function for a given interval-valued function:

**Theorem 3.1.** The mapping $\Sigma : \mathcal{IF} \to \mathcal{F}$ defined for all $IF \in \mathcal{IF}$ and $\epsilon, \delta \in [0, 1]$, by

$$\Sigma(IF)(\epsilon, \delta) = \sup_{u \in [0, 1-\epsilon]} \sup_{v \in [0, 1-\delta]} \{w(IF([u, u+\epsilon], [v, v+\delta]))\}$$

provides the least width-limiting function $\Sigma(IF) : [0, 1]^2 \to [0, 1]$ for $IF$.

**Proof.** It is clear that $\Sigma(IF)$ is well defined, since

$$\sup_{u \in [0, 1-\epsilon]} \sup_{v \in [0, 1-\delta]} \{w(IF([u, u+\epsilon], [v, v+\delta]))\} \in [0, 1],$$

for all $IF \in \mathcal{IF}$ and all $\epsilon, \delta \in [0, 1]$.

Now, observe that

$$\Sigma(IF)(\epsilon, \delta) = \sup_{u \in [0, 1-\epsilon]} \sup_{v \in [0, 1-\delta]} \{w(IF([u, u+\epsilon], [v, v+\delta]))\}$$

$$\geq w(IF([u, u+\epsilon], [v, v+\delta]))$$

for all $u \in [0, 1-\epsilon], v \in [0, 1-\delta]$, showing that $IF$ is width-limited by $\Sigma(IF)$, since $w([u, u+\epsilon]) = \epsilon$ and $w([v, v+\delta]) = \delta$.

Finally, suppose that there exists a function $B : [0, 1]^2 \to [0, 1]$ such that: (i) $B$ is a width-limiting function for $IF$; (ii) there exist $\epsilon_0, \delta_0 \in [0, 1]$ such that $B(\epsilon_0, \delta_0) < \Sigma(IF)(\epsilon_0, \delta_0)$. So, it follows that

$$B(\epsilon_0, \delta_0) < \sup_{u \in [0, 1-\epsilon_0]} \sup_{v \in [0, 1-\delta_0]} \{w(IF([u, u+\epsilon_0], [v, v+\delta_0]))\}.$$

Then, there exist $u_0 \in [u, u+\epsilon_0], v_0 \in [v, v+\delta_0]$ such that

$$B(\epsilon_0, \delta_0) < w(IF([u_0, u_0+\epsilon_0], [v_0, v_0+\delta_0])),$$

meaning that $IF$ cannot be width-limited by $B$, which is a contradiction. The conclusion is that $\Sigma(IF)$ is the least function that is width-limiting for $IF$. □

In the following, denote:

$$\mathcal{A} = \{A : [0, 1]^2 \to [0, 1] \mid A \text{ is an aggregation function}\}$$

and

$$\mathcal{IA} = \{IA : L([0, 1])^2 \to L([0, 1]) \mid IA \text{ is the best interval representation of an aggregation function } A \in \mathcal{A}\}.$$
Theorem 3.2. The mapping \( \Sigma : \mathcal{IA} \to \mathcal{F} \) defined for all \( I A \in \mathcal{IA} \) and \( \epsilon, \delta \in [0, 1] \), by
\[
\Sigma(I A)(\epsilon, \delta) = \sup_{u \in [0, 1 - \epsilon]} \sup_{v \in [0, 1 - \delta]} \{ w(I A([u, u + \epsilon], [v, v + \delta])) \} \tag{10}
\]
provides the least width-limiting function \( \Sigma(I A) : [0, 1]^2 \to [0, 1] \) for \( I A \). Moreover, \( \Sigma(I A) \) is an aggregation function.

Proof. From Theorem 3.1, it only remains to be shown that \( \Sigma(I A) \) respects the conditions for it to be an aggregation function, for all \( I A \in \mathcal{IA} \):

(A1) Consider \( \epsilon_1, \epsilon_2, \delta_1, \delta_2 \in [0, 1] \) such that \( \epsilon_1 \leq \epsilon_2 \) and \( \delta_1 \leq \delta_2 \). Thus, for all \( u \in [0, 1 - \epsilon_2] \) and \( v \in [0, 1 - \delta_2] \), it holds that
\[
[u, u + \epsilon_1] \leq [u, u + \epsilon_2] \quad \text{and} \quad [v, v + \delta_1] \leq [v, v + \delta_2].
\]
Since \( I A \) is \( \leq_{pr} \)-increasing, for all \( u \in [0, 1 - \epsilon_2] \) and \( v \in [0, 1 - \delta_2] \), it follows that
\[
I A([u, u + \epsilon_1], [v, v + \delta_1]) \leq_{pr} I A([u, u + \epsilon_2], [v, v + \delta_2]). \tag{11}
\]
As \( I A \in \mathcal{IA} \), then there exists an aggregation function \( A : [0, 1]^2 \to [0, 1] \) such that
\[
I A(X, Y) = [A(X, Y), A(\overline{X}, \overline{Y})],
\]
for all \( X, Y \in L([0, 1]) \). Thus, by Equation (11), one has that
\[
[A(u, v), A(u + \epsilon_1, v + \delta_1)] \leq_{pr} [A(u, v), A(u + \epsilon_2, v + \delta_2)]
\]
\[\Rightarrow A(u + \epsilon_1, v + \delta_1) - A(u, v) \leq A(u + \epsilon_2, v + \delta_2) - A(u, v)
\]
\[\Rightarrow w([A(u, v), A(u + \epsilon_1, v + \delta_1)]) \leq w([A(u, v), A(u + \epsilon_2, v + \delta_2)])
\]
\[\Rightarrow w(I A([u, u + \epsilon_1], [v, v + \delta_1])) \leq w(I A([u, u + \epsilon_2], [v, v + \delta_2]))
\]
\[\Rightarrow \sup_{u \in [0, 1 - \epsilon_1]} \sup_{v \in [0, 1 - \delta_1]} \{ w(I A([u, u + \epsilon_1], [v, v + \delta_1])) \} \leq \sup_{u \in [0, 1 - \epsilon_2]} \sup_{v \in [0, 1 - \delta_2]} \{ w(I A([u, u + \epsilon_2], [v, v + \delta_2])) \}
\]
\[\Rightarrow \Sigma(I A)(\epsilon_1, \delta_1) \leq \Sigma(I A)(\epsilon_2, \delta_2),
\]
showing that \( \Sigma(I A) \) is increasing.

(A2) As \( I A \in \mathcal{IA} \), it follows that
\[
\Sigma(I A)(0, 0) = \sup_{u, v \in [0, 1]} \{ w(I A([u, u], [v, v])) \} = \sup_{u, v \in [0, 1]} \{ A(u, v) - A(u, v) \} = 0,
\]
and
\[
\Sigma(I A)(1, 1) = w(I A([0, 1], [0, 1])) = A(1, 1) - A(0, 0) = 1. \tag{\Box}
\]

Example 3.1. Let \( A : [0, 1]^2 \to [0, 1] \) be an aggregation function defined, for all \( x, y \in [0, 1] \), by \( A(x, y) = \frac{x + y + x \cdot y}{3} \). Then, the mapping \( \Sigma(A) : [0, 1]^2 \to [0, 1] \) defined, for all \( \epsilon, \delta \in [0, 1] \), by
\[
\Sigma(A)(\epsilon, \delta) = \sup_{u \in [0, 1 - \epsilon]} \sup_{v \in [0, 1 - \delta]} \{ w(A([u, u + \epsilon], [v, v + \delta])) \}
\]
\[= \sup_{u \in [0, 1 - \epsilon]} \sup_{v \in [0, 1 - \delta]} \{ A(u + \epsilon, v + \delta) - A(u, v) \}
\]
\[= \sup_{u \in [0, 1 - \epsilon]} \sup_{v \in [0, 1 - \delta]} \left\{ \frac{u + \epsilon + v + \delta + (u + \epsilon) \cdot (v + \delta)}{3} - \left( \frac{u + v + y \cdot v}{3} \right) \right\}.
\]
\[
\begin{align*}
\sup_{u \in [0, 1 - \epsilon], \ \ v \in [0, 1 - \delta]} \left\{ \frac{\epsilon + \delta + u \cdot \delta + \epsilon \cdot v + \epsilon \cdot \delta}{3} \right\} \\
= \frac{\epsilon + \delta + (1 - \epsilon) \cdot \delta + \epsilon \cdot (1 - \delta) + \epsilon \cdot \delta}{3} \\
= \frac{2 \epsilon + 2 \delta - \epsilon \cdot \delta}{3}
\end{align*}
\]

is the least width-limiting function for \(\widehat{A}\). Observe that \(\mathcal{L}(\widehat{A})\) is an aggregation function.

Based on the concept of ultramodularity, let us define a less restrictive extension of one-dimension convexity for bivariate aggregation functions:

**Definition 3.2.** Consider \(a, b \in [0, 1]\). An aggregation function \(A : [0, 1]^2 \rightarrow [0, 1]\) is called \((a, b)\)-ultramodular if, for all \(x, y, \epsilon, \delta \in [0, 1]\) and \(x + \epsilon, y + \delta, a - \epsilon, b - \delta \in [0, 1]\), it holds that:

\[A(x + \epsilon, y + \delta) - A(x, y) \leq A(a, b) - A(a - \epsilon, b - \delta).\]  

**Proposition 3.1.** Let \(A : [0, 1]^2 \rightarrow [0, 1]\) be an ultramodular aggregation function. Then, \(A\) is an \((1, 1)\)-ultramodular aggregation function.

**Proof.** Immediate, since Equation (12), with \(a = b = 1\), is a particular case of Equation (3) when \(\epsilon + x_2 = 1\) and \(\delta + y_2 = 1\). \(\Box\)

**Remark 3.2.** If an aggregation function \(A : [0, 1]^2 \rightarrow [0, 1]\) is \((1, 1)\)-ultramodular, then, for all \(x, y, \epsilon, \delta \in [0, 1]\) such that \(x + \epsilon, y + \delta, a - \epsilon, b - \delta \in [0, 1]\), it holds that:

\[A(x + \epsilon, y + \delta) - A(x, y) \leq A^d(\epsilon, \delta),\]  

where \(A^d\) is the dual of \(A\).

**Remark 3.3.** From Proposition 3.1, we have that every ultramodular function is also \((1, 1)\)-ultramodular. However, the converse may not hold. For example, the \(O_t\) overlap (Table 1) given by \(O_t(x, y) = \frac{(2x-1)^t+1}{2^{t+1}}\), for all \(x, y \in [0, 1]\), is an \((1, 1)\)-ultramodular function. However, by Proposition 2.1, \(O_t\) is clearly not an ultramodular aggregation function.

Now, let us present a characterization for the least width-limiting function of the best interval representation of an \((1, 1)\)-ultramodular aggregation function, or the best interval representation of its dual:

**Theorem 3.3.** Let \(A : [0, 1]^2 \rightarrow [0, 1]\) be an aggregation function, \(\mathcal{L}(\widehat{A}), \mathcal{L}(\widehat{A}^d) : [0, 1]^2 \rightarrow [0, 1]\) be the least width-limiting functions for \(\widehat{A}\) and \(\widehat{A}^d\), respectively. Then, \(\mathcal{L}(\widehat{A}) = \mathcal{L}(\widehat{A}^d) = A^d\) if and only if \(A\) is an \((1, 1)\)-ultramodular aggregation function.

**Proof.** \((\Rightarrow)\) Suppose that \(\mathcal{L}(\widehat{A}) = \mathcal{L}(\widehat{A}^d) = A^d\). Then, we have that:

\[\mathcal{L}(\widehat{A}) = A^d\]

\[\Rightarrow \sup_{u \in [0, 1 - \epsilon], \ \ v \in [0, 1 - \delta]} \{w(\widehat{A}(\{u, u + \epsilon\}, \{v, v + \delta\}))\} = 1 - A(1 - \epsilon, 1 - \delta)\]

\[\Rightarrow A(u + \epsilon, v + \delta) - A(u, v) \leq A(1, 1) - A(1 - \epsilon, 1 - \delta), \text{ for all } u \in [0, 1 - \epsilon], v \in [0, 1 - \delta].\]  

From Equation (14), we conclude that \(A\) is \((1, 1)\)-ultramodular.

\((\Leftarrow)\) Suppose that \(A : [0, 1]^2 \rightarrow [0, 1]\) is an \((1, 1)\)-ultramodular aggregation function. Then, for all \(\epsilon, \delta \in [0, 1]\), it holds that:
\[ \mathcal{L}(\hat{A})(\epsilon, \delta) = \sup_{u \in [0, 1 - \epsilon]} \sup_{v \in [0, 1 - \delta]} \{ w(\hat{A}(\{u, u + \epsilon\}, \{v, v + \delta\})) \} \]
\[ = \sup_{u \in [0, 1 - \epsilon]} \sup_{v \in [0, 1 - \delta]} \{ A(u + \epsilon, v + \delta) - A(u, v) \} \]
\[ = A(1 - \epsilon + \epsilon, 1 - \delta + \delta) - A(1 - \epsilon, 1 - \delta) \]
\[ = 1 - A(1 - \epsilon, 1 - \delta) \]
\[ = A^d(\epsilon, \delta), \]
and
\[ \mathcal{L}(\hat{A}^d)(\epsilon, \delta) = \sup_{u \in [0, 1 - \epsilon]} \sup_{v \in [0, 1 - \delta]} \{ w(\hat{A}^d(\{u, u + \epsilon\}, \{v, v + \delta\})) \} \]
\[ = \sup_{u \in [0, 1 - \epsilon]} \sup_{v \in [0, 1 - \delta]} \{ A(1 - u, 1 - v) - A(1 - u - \epsilon, 1 - v - \delta) \} \]
\[ = A(1, 1) - A(1 - \epsilon, 1 - \delta) \]
\[ = A^d(\epsilon, \delta), \]
since \( A \) is (1, 1)-ultramodular. Thus, if \( A \) is an (1, 1)-ultramodular aggregation function, then \( \mathcal{L}(\hat{A}) = \mathcal{L}(\hat{A}^d) = A^d. \)

**Remark 3.4.** In the context of Theorem 3.3, as \( \hat{A} \) and \( \hat{A}^d \) are representable iv-aggregation functions, then their least width-limiting function \( A^d \) is an aggregation function, as stated by Theorem 3.2. Also, observe that the function \( A \) does not need to be ultramodular.

**Example 3.2.** The least width-limiting function for either \( \hat{O}_I \) (the best interval representation of the overlap function \( O_I \), shown in Table 1) or \( \hat{O}_P^d \) (the best interval representation of the dual of \( O_I \)) is \( O_P^d \), as \( O_I \) is an (1, 1)-ultramodular aggregation function.

Since every ultramodular aggregation function is also (1, 1)-ultramodular, the following result is immediate.

**Corollary 3.1.** Let \( A : [0, 1]^2 \rightarrow [0, 1] \) be an aggregation function, \( \mathcal{L}(\hat{A}), \mathcal{L}(\hat{A}^d) : L([0, 1])^2 \rightarrow L([0, 1]) \) be the least width-limiting functions for \( \hat{A} \) and \( \hat{A}^d \), respectively. Then, \( \mathcal{L}(\hat{A}) = \mathcal{L}(\hat{A}^d) = A^d \) if and only if \( A \) is an ultramodular aggregation function.

**Example 3.3.** Here we present some examples of width-limiting functions for the best interval representation of either an ultramodular aggregation function or its dual:

1) The least width-limiting function for either \( \hat{O}_P \) (the best interval representation of the product overlap) or \( \hat{O}_P^d \) (the best interval representation of the dual of \( O_P \)) is \( O_P^d \);
2) The least width-limiting function for \( \hat{K}_\alpha \) (the best interval representation of the weighted sum), is \( K_\alpha^d = K_\alpha \), with \( \alpha \in [0, 1] \);
3) Consider the aggregation function \( AM : [0, 1]^2 \rightarrow [0, 1] \) given by \( AM(x, y) = \frac{x + y}{2} \) (arithmetic mean). So, the least width-limiting function for \( \hat{AM} \) (the best interval representation of the arithmetic mean), is \( AM^d = AM \).

**Proposition 3.2.** Let \( IF_1, IF_2, IG, IH \in \mathcal{T}_A \), such that \( IH(X, Y) = IG(\overline{IF}_1(X, Y), \overline{IF}_2(X, Y)), \) for all \( X, Y \in L([0, 1]) \). Then, it holds that:
\[ \mathcal{L}(IH) \leq \mathcal{L}(IG) (\mathcal{L}(IF_1), \mathcal{L}(IF_2)). \]
**Proof.** Consider \( I F_1([x_1, x_1 + \epsilon], [x_2, x_2 + \delta]) = [y_1, y_1 + \epsilon^*], I F_2([x_1, x_1 + \epsilon], [x_2, x_2 + \delta]) = [y_2, y_2 + \delta^*], \) with \( \epsilon, \delta, \epsilon^*, \delta^*, \in [0, 1] \) and \( x_1 + \epsilon, x_2 + \delta, y_1 + \epsilon^*, y_2 + \delta^* \in [0, 1] \). Then, it follows that:

\[
\begin{align*}
\omega(IH([x_1, x_1 + \epsilon], [x_2, x_2 + \delta]))
&= \omega(IG(\delta(I F_1([x_1, x_1 + \epsilon], [x_2, x_2 + \delta]), I F_2([x_1, x_1 + \epsilon], [x_2, x_2 + \delta])))
&= \omega(IG([y_1, y_1 + \epsilon^*], [y_2, y_2 + \delta^*]))
&\leq \Sigma(IG)(\epsilon^*, \delta^*), 
&\text{by Theorem 3.2}
&\leq \Sigma(IG)(\Sigma(I F_1)(\epsilon, \delta), \Sigma(I F_2)(\epsilon, \delta)),
\end{align*}
\]

which means that \( \Sigma(I G)(\Sigma(I F_1), \Sigma(I F_2)) \) is a width-limiting function for \( IH \).

However, as \( \Sigma(I H) \) is the least width-limiting function for \( IH \) (by Theorem 3.2), thus, one concludes that \( \Sigma(I H) \leq \Sigma(IG)(\Sigma(I F_1), \Sigma(I F_2)) \).

**Example 3.4.**

1) Take \( I F_1 = \widehat{AM}, I F_2 = \widehat{OP}, IG = \widehat{K_\alpha} \), as presented in Example 3.3. Then, let \( IH : L([0, 1])^2 \rightarrow L([0, 1]) \) be an iv-aggregation function defined, for all \( X, Y \in L([0, 1]) \) with \( \alpha \in [0, 1] \), by

\[
IH(X, Y) = \widehat{K_\alpha}(AM(X, Y), OP(X, Y))
= \widehat{K_\alpha}([AM(X, Y), AM(X, Y)], [OP(X, Y), OP(X, Y)])
= \widehat{K_\alpha}\left(\left[\frac{X + Y}{2}, \frac{X + Y}{2}\right], \left[X \cdot Y, X \cdot Y\right]\right).
\]

Since \( AM, OP \) and \( K_\alpha \) are ultramodular, it holds that:

\[
\begin{align*}
\Sigma(IH)(\epsilon, \delta)
&= \sup_{u \in [0, 1 - \epsilon]} \sup_{v \in [0, 1 - \delta]} \left\{ K_\alpha\left(\frac{u + \epsilon + v + \delta}{2}, (u + \epsilon) \cdot (v + \delta)\right) - K_\alpha\left(\frac{u + v}{2}, u \cdot v\right)\right\}
&= K_\alpha\left(\frac{1 - \epsilon + \epsilon + 1 - \delta + \delta}{2}, (1 - \epsilon + \epsilon) \cdot (1 - \delta + \delta)\right) - K_\alpha\left(\frac{1 - \epsilon + \epsilon}{2}, (1 - \epsilon) \cdot (1 - \delta)\right)
&= K_\alpha(1, 1) - K_\alpha\left(\frac{1 - \epsilon + 1 - \delta}{2}, (1 - \epsilon) \cdot (1 - \delta)\right)
&= 1 - K_\alpha(AM(1 - \epsilon, 1 - \delta), OP(1 - \epsilon, 1 - \delta))
&= 1 - K_\alpha\left(1 - AM(\epsilon, \delta), 1 - OP^d(\epsilon, \delta)\right)
&= K_\alpha\left(AM(\epsilon, \delta), OP^d(\epsilon, \delta)\right).
\end{align*}
\]

From Theorem 3.3 we have that \( \Sigma(\widehat{OP}) = OP^d, \Sigma(\widehat{AM}) = AM^d = AM \) and \( \Sigma(\widehat{K_\alpha}) = K_\alpha^d = K_\alpha \), for all \( \alpha \in [0, 1] \). So, we conclude that \( \Sigma(\widehat{K_\alpha})(\Sigma(\widehat{AM})(\epsilon, \delta), \Sigma(\widehat{OP})(\epsilon, \delta)) = K_\alpha(AM(\epsilon, \delta), OP^d(\epsilon, \delta)) = \Sigma(IH) \).

2) Now, take \( I F_1 = \widehat{OP}, I F_2 = \widehat{OP}, IG = \widehat{K_{0.25}}, \) with \( \alpha = 0.25 \). Then, let \( IH : L([0, 1])^2 \rightarrow L([0, 1]) \) be the iv-aggregation function defined, for all \( X, Y \in L([0, 1]) \), by

\[
IH(X, Y) = \widehat{K_{0.25}}(OP(X, Y), OP(X, Y))
= \widehat{K_{0.25}}([OP(X, Y), OP(X, Y)], [OP^d(X, Y), OP^d(X, Y)])
= \widehat{K_{0.25}}\left(\left[\frac{X + Y}{2}, \frac{X + Y}{2}\right], \left[X + Y - X \cdot Y, X + Y - X \cdot Y\right]\right)
= \left[\frac{X + Y + 2 \cdot X \cdot Y}{4}, \frac{X + Y + 2 \cdot X \cdot Y}{4}\right].
\]
Thus,
\[
\mathcal{I}(IH)(\epsilon, \delta) = \sup_{u \in [0, 1 - \epsilon]} \sup_{v \in [0, 1 - \delta]} \frac{u + \epsilon + v + \delta + 2 \cdot (u + \epsilon) \cdot (v + \delta)}{4} - \frac{u + v + 2 \cdot u \cdot v}{4}
\]
\[
= \sup_{u \in [0, 1 - \epsilon]} \sup_{v \in [0, 1 - \delta]} \frac{\epsilon + \delta + 2 \cdot u \cdot \delta + 2 \cdot \epsilon \cdot v + 2 \cdot \epsilon \cdot \delta}{4}
\]
\[
= \frac{\epsilon + \delta + 2 \cdot (1 - \epsilon) \cdot \delta + 2 \cdot \epsilon \cdot (1 - \delta) + 2 \cdot \epsilon \cdot \delta}{4}
\]
\[
= \frac{3\epsilon + 3\delta - 2\epsilon\delta}{4}.
\]

From Theorem 3.3 we have that \(\mathcal{I}(\hat{O}_P) = \mathcal{I}(\hat{O}^d_P) = O^d_P\) and \(\mathcal{I}(\hat{K}_{0.25}) = K^d_{0.25} = K_{0.25}\). So, we have that
\[
\mathcal{I}(\hat{K}_{0.25})(\mathcal{I}(\hat{O}_P)(\epsilon, \delta), \mathcal{I}(\hat{O}^d_P)(\epsilon, \delta)) = K_{0.25}(O^d_P(\epsilon, \delta), O^d_P(\epsilon, \delta))
\]
\[
= O^d_P(\epsilon, \delta)
\]
\[
= \frac{3\epsilon + 3\delta - 2\epsilon\delta}{4}
\]
\[
= \mathcal{I}(IH).
\]

Remark 3.5. Consider an interval-valued function \(IF : L([0, 1])^2 \rightarrow L([0, 1])\) and an aggregation function \(A : [0, 1]^2 \rightarrow [0, 1]\). If \(IF\) is width-limited by \(A\), we have that, for any \(X, Y \in L([0, 1])\):

1) If \(A = \text{max}\), then \(IF\) is limited by the maximal width of the input intervals \(X, Y\);
2) If \(A = \text{min}\), then \(IF\) is limited by the minimal width of the input intervals \(X, Y\);
3) If \(A\) is conjunctive and either \(X\) or \(Y\) is degenerate, then \(IF(X, Y)\) is also degenerate;
4) If \(A\) is averaging, then \(\min\{w(X), w(Y)\} \leq w(IF(X, Y)) \leq \max\{w(X), w(Y)\}\).

4. Width-limited interval-valued overlap functions

The aim of this section is to apply the newly developed concepts of width-limited interval-valued functions and width limiting functions to obtain a new definition of width-limited interval-valued overlap functions, taking into consideration different partial orders. Also, we are going to present three construction methods for width-limited interval-valued overlap functions, followed by some examples and comparisons.

First, to enable a more flexible definition of interval-valued functions, let us define the concept of increasingness with respect to a pair of partial orders:

**Definition 4.1.** Let \(IF : L([0, 1])^2 \rightarrow L([0, 1])\) be an interval-valued function and \(\leq_1, \leq_2\) be two partial order relations on \(L([0, 1])\). Then, \(IF\) is said to be \((\leq_1, \leq_2)\)-increasing if the following condition holds, for all \(X_1, X_2, Y_1, Y_2 \in L([0, 1])\):

\[X_1 \leq_1 X_2 \land Y_1 \leq_1 Y_2 \Rightarrow IF(X_1, Y_1) \leq_2 IF(X_2, Y_2).\]

When an interval-valued function \(IF : L([0, 1])^2 \rightarrow L([0, 1])\) is \((\leq, \leq)\)-increasing, we denote it simply as \(\leq\)-increasing, for any partial order relation \(\leq\) on \(L([0, 1])\).

**Proposition 4.1.** Let \(\leq_{AD}\) be an admissible order on \(L([0, 1])\). Then, an \(\leq_{Pr}\)-increasing function \(IF : L([0, 1])^2 \rightarrow L([0, 1])\) is also \((\leq_{Pr}, \leq_{AD})\)-increasing.
Proof. Immediate, as $\leq_{AD}$ is an admissible order and, as such, refines $\leq_{Pr}$. □

Example 4.1. Given an overlap function $O : [0, 1]^2 \to [0, 1]$, the $\leq_{\alpha, \beta}$-overlap function $AO^\alpha : L([0, 1])^2 \to L([0, 1])$ defined in Equation (9) (Theorem 2.2) is $(\leq_{Pr}, \leq_{\alpha, \beta})$-increasing for all $\alpha, \beta \in [0, 1]$ such that $\alpha \neq \beta$.

Here, we present the definition of width-limited interval-valued overlap functions:

Definition 4.2. Let $B : [0, 1]^2 \to [0, 1]$ be a commutative and increasing function and $\leq_1, \leq_2$ be two partial order relations on $L([0, 1])$. Then, the mapping $IOw : L([0, 1])^2 \to L([0, 1])$ is said to be a width-limited interval-valued overlap function (w-iv-overlap function) with respect to the tuple $(\leq_1, \leq_2, B)$, if the following conditions hold for all $X, Y \in L([0, 1])$:

1. $IOw$ is commutative;
2. $IOw(X, Y) = [0, 0] \Leftrightarrow X \cdot Y = [0, 0]$;
3. $IOw(X, Y) = [1, 1] \Leftrightarrow X \cdot Y = [1, 1]$;
4. $IOw$ is $(\leq_1, \leq_2)$-increasing;
5. $IOw$ is width-limited by $B$.

Remark 4.1. Taking a similar approach as in [40] when defining admissibly ordered interval-valued overlap functions, we do not require the continuity as a condition in Definition 4.2. The original definition of overlap functions (Definition 2.10) included the Moore continuity as a necessary condition as the goal was to be applied in image processing problems [3], which is not the case here.

Now, let us presents some results regarding width-limited interval-valued overlap functions obtained through the best interval representation of an overlap function:

Proposition 4.2. Let $O : [0, 1]^2 \to [0, 1]$ be an $(1, 1)$-ultramodular overlap function. Then, the function $IF : L([0, 1])^2 \to L([0, 1])$, such that $IF = O$ is an w-iv-overlap function for the tuple $(\leq_{Pr}, \leq_{Pr}, O^d)$, where $O^d$ is the dual of $O$.

Proof. Immediate from Theorem 3.3. □

Example 4.2. Let $O_t : [0, 1]^2 \to [0, 1]$ be the Ot overlap, given in Table 1. Then, the function $IF : L([0, 1])^2 \to L([0, 1])$, such that $IF = O_t$ is an w-iv-overlap function for the tuple $(\leq_{Pr}, \leq_{Pr}, O_t^d)$, where $O_t^d$ is the dual of $O_t$.

Proposition 4.3. Let $O_1, O_2, O_3 : [0, 1]^2 \to [0, 1]$ be ultramodular overlap functions, and $O_C : [0, 1]^2 \to [0, 1]$ be an overlap function given, for all $x, y \in [0, 1]$, by $O_C(x, y) = O_3(O_1(x, y), O_2(x, y))$. Then, the function $IF : L([0, 1])^2 \to L([0, 1])$, such that $IF = O_C$ is an w-iv-overlap function for the tuple $(\leq_{Pr}, \leq_{Pr}, O_C^d)$, where $O_C^d$ is the dual of $O_C$.

Proof. Immediate from Theorem 2.1, Proposition 2.3 and Theorem 3.3. □

Example 4.3. Consider the overlap functions $O_1, O_2, O_3, O_C : [0, 1]^2 \to [0, 1]$ given, for all $x, y, \in [0, 1]$, respectively, by $O_1(x, y) = x^{2p} \cdot y^{2q}, O_2(x, y) = x^{2q} \cdot y^{2q}, O_3(x, y) = x \cdot y$ and $O_C(x, y) = O_3(O_1(x, y), O_2(x, y))$, with $p, q \in \mathbb{N}^+$. Since $O_1, O_2$ and $O_3$ are ultramodular, it follows that the function $IF : L([0, 1])^2 \to L([0, 1])$, such that $IF = O_C$, is an w-iv-overlap function for the tuple $(\leq_{Pr}, \leq_{Pr}, O_C^d)$.

Proposition 4.4. Let $O_1, O_2 : [0, 1]^2 \to [0, 1]$ be ultramodular overlap functions, and $O_a : [0, 1]^2 \to [0, 1]$ be an overlap function given, for all $x, y, \alpha \in [0, 1]$, by $O_a(x, y) = K_a(O_1(x, y), O_2(x, y))$. Then, the function $IF : L([0, 1])^2 \to L([0, 1])$ such that $IF = O_a$, for all $\alpha \in [0, 1]$, is an w-iv-overlap function for $(\leq_{Pr}, \leq_{Pr}, O_a^d)$, where $O_a^d$ is the dual of $O_a$. 
Proof. Immediate from Corollary 2.1, Proposition 2.4 and Theorem 3.3. □

Example 4.4. Consider the ultramodular overlap functions \( O_1, O_2, O_α : [0, 1]^2 \to [0, 1] \) given, for all \( x, y, α \in [0, 1] \), respectively, by \( O_1(x, y) = x^2y^2 \), \( O_2(x, y) = x^4y^4 \) and \( O_α = K_α(O_1(x, y), O_2(x, y)) \). It follows that the function \( IF : L([0, 1])^2 \to L([0, 1]) \), such that \( IF = O_α \), for all \( α \in [0, 1] \), is an w-iv-overlap function for the tuple \( (≤_p_r, ≤_p_r, O_α) \).

As discussed in the Introduction, our aim is to construct interval-valued overlap functions in which the width of the interval output does not surpass a desirable threshold, according to the width-limiting function applied to the widths of the interval inputs. We point out that the desirable maximal threshold is determined by the application requirement, concerning the extent of the necessity to conserve the information quality of the results, with respect to the information quality of the inputs (see Remark 4.6).

In the following, we introduce the definition of such maximal width threshold, a key concept to be applied in two of the construction methods presented later in the paper:

Definition 4.3. Consider a function \( B : [0, 1]^2 \to [0, 1] \) and let \( IF : L([0, 1])^2 \to L([0, 1]) \) be an interval-valued function. Then, the function \( m_{IF, B} : L([0, 1])^2 \to [0, 1] \), defined for all \( X, Y \in L([0, 1]) \) by:

\[
m_{IF, B}(X, Y) = \min\{w(IF(X, Y)), w(IF(Y, X)), B(w(X), w(Y)), B(w(Y), w(X))\},
\]

is called the maximal width threshold for the pair \((IF, B)\). Whenever \( B \) and \( IF \) are both commutative, then Equation (15) can be reduced to:

\[
m_{IF, B}(X, Y) = \min\{w(IF(X, Y)), B(w(X), w(Y))\}.
\]

Proposition 4.5. Let \( m̂_{F, B} : L([0, 1])^2 \to [0, 1] \) be the maximal width threshold for the pair \((F̂, B)\) with \( F̂ : L([0, 1])^2 \to L([0, 1]) \) being an interval-valued function having an increasing function \( F : [0, 1]^2 \to [0, 1] \) as both its representatives. Whenever it holds that: i) both \( X \) and \( Y \) are degenerate or ii) either \( X \) or \( Y \) is degenerate and \( B \) is a conjunctive function, then \( m̂_{F, B}(X, Y) = 0 \).

Proof. Consider an increasing function \( F : [0, 1]^2 \to [0, 1] \), a conjunctive function \( B : [0, 1]^2 \to [0, 1] \) and the maximal width threshold \( m̂_{F, B} : L([0, 1])^2 \to [0, 1] \) given by Definition 4.3. Then:

i) Take \( X, Y \in L([0, 1]) \) such that \( X = X̄ \) and \( Y = Ȳ \), that is, both \( X \) and \( Y \) are degenerate. Then, we have that \( w(F̂(X, Y)) = F(X, Y) = 0 \) and, similarly, \( w(F̂(Y, X)) = 0 \). So, it holds that

\[
m̂_{F, B}(X, Y) = \min\{0, 0, B(w(X), w(Y)), B(w(Y), w(X))\} = 0;
\]

ii) Take \( X, Y \in L([0, 1]) \) such that \( X = X̄ \), meaning that \( w(X) = 0 \). Since \( B \) is conjunctive, it holds that \( B(w(X), w(Y)) = B(0, w(Y)) = 0 \) and, analogously, \( B(w(Y), w(X)) = 0 \). Then, we have that

\[
m̂_{F, B}(X, Y) = \min\{w(F̂(X, Y)), w(F̂(Y, X))\}, 0, 0\} = 0.
\]

The same result applies when \( Y \) is degenerate. □

Lemma 4.1. Consider a strict overlap function \( O : [0, 1]^2 \to [0, 1] \) and \( X, Y, Z \in L([0, 1]) \) such that \( X ≤_p_r Y \) and \( Z > 0 \). Then, one has that:

a) If \( X = Y \) and \( X̄ < Ȳ \), then \( K_α(Ô(X, Z)) < K_α(Ô(Y, Z)) \), for all \( α \in (0, 1) \);

b) If \( X < Y \) and \( X̄ = Ȳ \), then \( K_α(Ô(X, Z)) < K_α(Ô(Y, Z)) \), for all \( α \in [0, 1) \);

c) If \( X < Y \) and \( X̄ < Ȳ \), then \( K_α(Ô(X, Z)) < K_α(Ô(Y, Z)) \), for all \( α \in [0, 1] \).

Proof. Consider a strict overlap function \( O : [0, 1]^2 \to [0, 1] \) and \( X, Y, Z \in L([0, 1]) \) such that \( X <_p_r Y \). Then, we have the following cases:
Theorem 3.3. Let \( O : [0, 1]^2 \rightarrow [0, 1] \) be a strict overlap function, and \( \alpha, \beta \in [0, 1] \). Then, \( O \) is increasing on \( \alpha, \beta \in [0, 1] \) such that \( \alpha \neq \beta \). Then, for any \( X, Y \in L([0, 1]) \) one has that \( I O w_B^\alpha(X,Y) \subseteq \bar{O}(X,Y) \). □

Theorem 4.1. Consider a commutative and increasing function \( B : [0, 1]^2 \rightarrow [0, 1] \), a strict overlap function \( O : [0, 1]^2 \rightarrow [0, 1] \) and take \( \alpha \in [0, 1] \) and \( \beta \in [0, \alpha] \). Then, the interval-valued function \( I O w_B^\alpha : L([0, 1])^2 \rightarrow L([0, 1]) \) defined, for all \( X, Y \in L([0, 1]) \), by

\[
I O w_B^\alpha(X,Y) = [K_{\alpha}(\bar{O}(X,Y)) - \alpha \cdot m_{\bar{O},B}(X,Y), K_{\alpha}(\bar{O}(X,Y)) + (1 - \alpha) \cdot m_{\bar{O},B}(X,Y)],
\]

is a \( w \)-iv-overlap function for the tuple \((\leq_{Pr}, \leq_{a,\beta}, B)\).

Proof. See Appendix A. □

Proposition 4.6. Let \( O : [0, 1]^2 \rightarrow [0, 1] \) be a strict overlap function, \( B : [0, 1]^2 \rightarrow [0, 1] \) be an increasing and commutative function and \( I O w_B^\alpha : L([0, 1])^2 \rightarrow L([0, 1]) \) be an \( w \)-iv-overlap function for the tuple \((\leq_{Pr}, \leq_{a,\beta}, B)\) obtained through Theorem 4.1 for any \( \alpha, \beta \in [0, 1] \) such that \( \alpha \neq \beta \). Then, for any \( X, Y \in L([0, 1]) \) one has that \( I O w_B^\alpha(X,Y) \subseteq \bar{O}(X,Y) \).

Proof. It is immediate that \( K_{\alpha}(I O w_B^\alpha(X,Y)) = K_{\alpha}(\bar{O}(X,Y)) \), for any \( \alpha \in [0, 1] \). Then, either \( I O w_B^\alpha(X,Y) \subseteq \bar{O}(X,Y) \) or \( \bar{O}(X,Y) \subseteq I O w_B^\alpha(X,Y) \). On the other hand, as

\[
w(I O w_B^\alpha(X,Y)) = m_{\bar{O},B}(X,Y) = \min\{w(\bar{O}(X,Y)), B(w(X), w(Y))\} \leq w(\bar{O}(X,Y)),
\]

then \( I O w_B^\alpha(X,Y) \subseteq \bar{O}(X,Y) \). □

The next result is immediate from Theorem 3.3.

Proposition 4.7. Let \( O : [0, 1]^2 \rightarrow [0, 1] \) be an \((1, 1)\)-ultramodular overlap function, \( A : [0, 1]^2 \rightarrow [0, 1] \) be an aggregation function such that \( A \geq O^d \) and \( I O w_A^\alpha : L([0, 1])^2 \rightarrow L([0, 1]) \) be the \( w \)-iv-overlap function for the tuple \((\leq_{Pr}, \leq_{a,\beta}, A)\), obtained by Theorem 4.1 with \( \alpha, \beta \in [0, 1] \). Then, \( I O w_A^\alpha(X,Y) = \bar{O}(X,Y) \), for all \( X, Y \in L([0, 1]) \).

Remark 4.2. From Proposition 4.7, when we apply construction method presented in Theorem 4.1 to obtain an \( w \)-iv-overlap function \( I O w_A^\alpha \) based on an \((1, 1)\)-ultramodular overlap function \( O \) with a width-limiting aggregation function \( A \), such that \( A < O^d \) and \( \alpha, \beta \in [0, 1] \), the output interval is narrower (with greater quality of information) than the one obtained by \( \bar{O} \). Furthermore, from Proposition 4.6, it holds that this interval is contained in the one obtained by \( \bar{O} \), which is a desirable property, since \( \bar{O} \) is the best interval representation of \( O \), in the sense of [17,31].

The following examples aim to illustrate how the construction method presented in Theorem 4.1 works, comparing the results with the ones obtained through \( o \)-representable iv-overlap functions.

Example 4.5. Consider an increasing and commutative function \( B : [0, 1]^2 \rightarrow [0, 1] \), the product overlap function \( O_p : [0, 1]^2 \rightarrow [0, 1], \alpha \in [0, 1] \) and \( \beta \in [0, \alpha] \). Then, the interval-valued function \( I O p w_A^\alpha : L([0, 1])^2 \rightarrow L([0, 1]) \) defined, for all \( X, Y \in L([0, 1]) \), by

\[
I O p w_A^\alpha(X,Y) = [K_{\alpha}(\bar{O}p(X,Y)) - \alpha \cdot m_{\bar{O}p,B}(X,Y), K_{\alpha}(\bar{O}p(X,Y)) + (1 - \alpha) \cdot m_{\bar{O}p,B}(X,Y)],
\]

is a \( w \)-iv-overlap function for the tuple \((\leq_{Pr}, \leq_{a,\beta}, \max)\).
1) Take \( B = \max, \ X = [0.2, 0.8] \) and \( Y = [0.5, 1] \). So, we have that \( \widehat{O}_p([0.2, 0.8], [0.5, 1]) = [0.1, 0.8] \). It is clear that \( \widehat{O}_p \) is not width-limited by max, as \( w(\widehat{O}_p([0.2, 0.8], [0.5, 1])) = 0.7 > 0.6 = \max(w([0.2, 0.8]), w([0.5, 1])) \). Also, by Equation (7), observe that \( \widehat{O}_p([0.2, 0.8], [0.5, 1]) \) can be obtained as:

\[
\widehat{O}_p([0.2, 0.8], [0.5, 1]) = [K_\alpha([0.1, 0.8]) - \alpha \cdot 0.7, K_\alpha([0.1, 0.8]) + (1 - \alpha) \cdot 0.7],
\]

which also results in \([0.1, 0.8] \), for all \( \alpha \in (0, 1) \).

The maximal width threshold for the pair \((O_p, \max)\) in this context is given by

\[
m_{\widehat{O}_p, \max}([0.2, 0.8], [0.5, 1]) = \min\{w(\widehat{O}_p([0.2, 0.8], [0.5, 1])), \max(w([0.2, 0.8]), w([0.5, 1]))\} = \min\{0.7, \max\{0.6, 0.5\}\} = 0.6.
\]

By Equation (17), we have that

\[
IO_{\max}^{\alpha}([0.2, 0.8], [0.5, 1]) = [K_\alpha([0.1, 0.8]) - \alpha \cdot 0.6, K_\alpha([0.1, 0.8]) + (1 - \alpha) \cdot 0.6],
\]

and \( w(IO_{\max}^{\alpha}([0.2, 0.8], [0.5, 1])) = 0.6 \leq \max(w([0.2, 0.8]), w([0.5, 1])) \), which is expected as \( IO_{\max}^{\alpha} \) is width-limited by max.

Notice, from Equations (18) and (19), that \( K_\alpha(\widehat{O}_p([0.2, 0.8], [0.5, 1])) = K_\alpha(IO_{\max}^{\alpha}([0.2, 0.8], [0.5, 1])) \), and that \( w(\widehat{O}_p([0.2, 0.8], [0.5, 1])) = 0.7 > 0.6 = w(IO_{\max}^{\alpha}([0.2, 0.8], [0.5, 1])) \).

Let us assign some values for \( \alpha \) to observe what is the resulting interval for \( IO_{\max}^{\alpha}([0.2, 0.8], [0.5, 1]) \).

a) If \( \alpha = 0.01 \), then

\[
IO_{\max}^{0.01}([0.2, 0.8], [0.5, 1]) = [K_{0.01}([0.1, 0.8]), K_{0.01}([0.1, 0.8]) + 0.6] = [0.107, 0.707];
\]

b) If \( \alpha = 0.5 \), then

\[
IO_{\max}^{0.5}([0.2, 0.8], [0.5, 1]) = [K_{0.5}([0.1, 0.8]) - 0.5 \cdot 0.6, K_{0.5}([0.1, 0.8]) + 0.5 \cdot 0.6] = [0.15, 0.75];
\]

c) If \( \alpha = 1 \), then

\[
IO_{\max}^{1}([0.2, 0.8], [0.5, 1]) = [K_{1}([0.1, 0.8]) - 0.6, K_{1}([0.1, 0.8])] = [0.2, 0.8].
\]

2) Now, consider \( B = \max \) and take \( X = [0.6, 0.9] \) and \( Y = [0.8, 0.8] \). So, we have that

\[
\widehat{O}_p([0.6, 0.9], [0.8, 0.8]) = [0.48, 0.72].
\]

Although \( \widehat{O}_p \) is not width-limited by max, in this case it holds that as

\[
w(\widehat{O}_p([0.6, 0.9], [0.8, 0.8])) = 0.24 < 0.3 = \max(w([0.6, 0.9]), w([0.8, 0.8])).
\]

Moreover, by Equation (7), \( \widehat{O}_p([0.6, 0.9], [0.8, 0.8]) \) can be written as:

\[
\widehat{O}_p([0.6, 0.9], [0.8, 0.8]) = [K_\alpha([0.48, 0.72]) - \alpha \cdot 0.24, K_\alpha([0.48, 0.72]) + (1 - \alpha) \cdot 0.24] = [0.48, 0.72].
\]

The maximal width threshold for the pair \((O_p, \max)\) in this context is given by

\[
m_{\widehat{O}_p, \max}([0.6, 0.9], [0.8, 0.8]) = \min\{w(\widehat{O}_p([0.6, 0.9], [0.8, 0.8])), \max(w([0.6, 0.9]), w([0.8, 0.8]))\} = \min\{0.24, \max\{0.3, 0\}\} = 0.24.
\]

By Equation (17), we have that

\[
IO_{\max}^{\alpha}([0.6, 0.9], [0.8, 0.8]) = [K_\alpha([0.48, 0.72]) - \alpha \cdot 0.24, K_\alpha([0.48, 0.72]) + (1 - \alpha) \cdot 0.24] = [0.48, 0.72].
\]

Thus, \( \widehat{O}_p([0.6, 0.9], [0.8, 0.8]) = IO_{\max}^{\alpha}([0.6, 0.9], [0.8, 0.8]) = [0.48, 0.72], \) for all \( \alpha \in (0, 1) \).

3) Next, take the same \( X = [0.6, 0.9] \), and \( Y = [0.8, 0.8] \), but now with \( B = \min \). So,

\[
m_{\widehat{O}_p, \min}([0.6, 0.9], [0.8, 0.8]) = \min\{w(\widehat{O}_p([0.6, 0.9], [0.8, 0.8])), \min\{w([0.6, 0.9]), w([0.8, 0.8])\}\} = \min\{0.24, \min\{0.3, 0\}\} = 0,
\]

and, therefore,
\[ IOp^\alpha_{\min}([0.6, 0.9], [0.8, 0.8]) = [K_\alpha([0.48, 0.72]), K_\alpha([0.48, 0.72])], \]

for any \( \alpha \in (0, 1) \). One can observe that \( w(IOp^\alpha_{\min}([0.6, 0.9], [0.8, 0.8])) = 0 \), which is expected from Remark 3.5 as \( Y = [0.8, 0.8] \) is degenerate and \( \min \) is a conjunctive function.

4) Finally, take \( X = [0.2, 0.8] \) and \( Y = [0.5, 1] \), and let \( B = Op^d \). Then, the maximal width threshold for the pair \((\overline{Op}, Op^d)\) is given by

\[
\begin{align*}
\frac{1}{\overline{Op}, Op^d}(0.2, 0.8), [0.5, 1] & = \min\{w(\overline{Op}(0.2, 0.8), [0.5, 1]), Op^d(w([0.2, 0.8]), w([0.5, 1]))\} = \min(0.7, Op^d(0.6, 0.5)) = 0.7.
\end{align*}
\]

By Equation (17), we have that

\[
\begin{align*}
IOp^\alpha_{\overline{Op}}(0.2, 0.8), [0.5, 1] & = [K_\alpha([0.1, 0.8]) - \alpha \cdot 0.7, K_\alpha([0.1, 0.8]) + (1 - \alpha) \cdot 0.7] \\
& = \overline{Op}(0.2, 0.8), [0.5, 1] \\
& = [0.1, 0.8],
\end{align*}
\]

which is expected, by Proposition 4.7, since \( Op \) is an \((1, 1)\)-ultramodular overlap function.

Next, we present the second construction method for \( w\)-iv-overlap functions:

**Theorem 4.2.** Let \( O : [0, 1]^2 \rightarrow [0, 1] \) be a strict overlap function, \( B : [0, 1]^2 \rightarrow [0, 1] \) be a commutative, increasing and conjunctive function and \( \alpha \in (0, 1) \), \( \beta \in [0, 1] \) such that \( \alpha \neq \beta \). Then \( IOw^\alpha_B : L([0, 1])^2 \rightarrow L([0, 1]) \) defined, for all \( X, Y \in L([0, 1]) \), by

\[
\begin{align*}
IOw^\alpha_B(X, Y) & = [O(K_\alpha(X), K_\alpha(Y)) - \alpha \theta, O(K_\alpha(X), K_\alpha(Y)) + (1 - \alpha) \theta],
\end{align*}
\]

where

\[
\theta = B(B(w(X), w(Y)), B(O(K_\alpha(X), K_\alpha(Y)), 1 - O(K_\alpha(X), K_\alpha(Y))))
\]

is a \( w\)-iv-overlap function for the tuple \((\leq_{a,b}, \leq_{a,b}, B)\).

**Proof.** See Appendix B. \( \Box \)

The following result is immediate as a \( w\)-iv-overlap function for the tuple \((\leq_{a,b}, \leq_{a,b}, B)\) is also a \( \leq_{a,b} \)-overlap function (Definition 2.11), in the sense of [40].

**Corollary 4.1.** Let \( O : [0, 1]^2 \rightarrow [0, 1] \) be a strict overlap function, \( B : [0, 1]^2 \rightarrow [0, 1] \) be a commutative, increasing and conjunctive function and \( \alpha \in (0, 1) \), \( \beta \in [0, 1] \) such that \( \alpha \neq \beta \). Then \( IOw^\alpha_B : L([0, 1])^2 \rightarrow L([0, 1]) \) defined, for all \( X, Y \in L([0, 1]) \), by

\[
\begin{align*}
IOw^\alpha_B(X, Y) & = [O(K_\alpha(X), K_\alpha(Y)) - \alpha \theta, O(K_\alpha(X), K_\alpha(Y)) + (1 - \alpha) \theta],
\end{align*}
\]

where

\[
\theta = B(B(w(X), w(Y)), B(O(K_\alpha(X), K_\alpha(Y)), 1 - O(K_\alpha(X), K_\alpha(Y))))
\]

is a \( \leq_{a,b} \)-overlap function.

**Example 4.6.** Consider a function \( B : [0, 1]^2 \rightarrow [0, 1] \) such that \( B = \min \) and the product overlap function \( Op : [0, 1]^2 \rightarrow [0, 1] \). Then, the interval-valued function \( IOpu^\alpha_{\min} : L([0, 1])^2 \rightarrow L([0, 1]) \) defined, for all \( X, Y \in L([0, 1]) \), by

\[
\begin{align*}
IOpu^\alpha_{\min}(X, Y) & = [Op(K_\alpha(X), K_\alpha(Y)) - \alpha \theta, Op(K_\alpha(X), K_\alpha(Y)) + (1 - \alpha) \theta],
\end{align*}
\]

where
\[
\theta = \min(\min(w(X), w(Y)), \min(Op(K_\alpha(X), K_\alpha(Y)), 1 - Op(K_\alpha(X), K_\alpha(Y))))
\]
is a w-iv-overlap function for the tuple \([\leq_\alpha, \leq_\alpha, \min]\), for all \(\alpha \in (0, 1), \beta \in [0, 1]\) with \(\alpha \neq \beta\).

1) Take \(X = [0.2, 0.8]\), and \(Y = [0.5, 1]\). By Equation (20), we have that
\[
IOpw_{\min}^\alpha([0.2, 0.8], [0.5, 1]) = [Op(K_\alpha([0.2, 0.8]), K_\alpha([0.5, 1])) - \alpha \theta, Op(K_\alpha([0.2, 0.8]), K_\alpha([0.5, 1])) + (1 - \alpha) \theta],
\]
where
\[
\theta = \min(\min(w([0.2, 0.8]), w([0.5, 1])), \min(Op(K_{0.01}([0.2, 0.8]), K_{0.01}([0.5, 1])), 1 - Op(K_{0.01}([0.2, 0.8]), K_{0.01}([0.5, 1]))))
\]
Let us assign some values for \(\alpha\) to observe what is the resulting interval for \(IOpw_{\min}^\alpha([0.2, 0.8], [0.5, 1])\).

a) If \(\alpha = 0.01\) then
\[
\theta = \min(\min(w([0.2, 0.8]), w([0.5, 1])), \min(Op(K_{0.01}([0.2, 0.8]), K_{0.01}([0.5, 1])), 1 - Op(K_{0.01}([0.2, 0.8]), K_{0.01}([0.5, 1])))) = \min(\min(0.6, 0.5), \min(0.104, 0.896)) = 0.104
\]
and
\[
IOpw_{\min}^0([0.2, 0.8], [0.5, 1]) = [0.104 - 0.01 \times 0.104, 0.104 + 0.99 \times 0.104] = [0.103, 0.207];
\]

b) If \(\alpha = 0.5\) then
\[
\theta = \min(\min(w([0.2, 0.8]), w([0.5, 1])), \min(Op(K_{0.5}([0.2, 0.8]), K_{0.5}([0.5, 1])), 1 - Op(K_{0.5}([0.2, 0.8]), K_{0.5}([0.5, 1])))) = \min(\min(0.6, 0.5), \min(0.375, 0.625)) = 0.375
\]
and
\[
IOpw_{\min}^{0.5}([0.2, 0.8], [0.5, 1]) = [0.375 - 0.5 \times 0.375, 0.375 + 0.5 \times 0.375] = [0.1875, 0.5625];
\]

c) If \(\alpha = 0.99\) then
\[
\theta = \min(\min(w([0.2, 0.8]), w([0.5, 1])), \min(Op(K_{0.99}([0.2, 0.8]), K_{0.99}([0.5, 1])), 1 - Op(K_{0.99}([0.2, 0.8]), K_{0.99}([0.5, 1])))) = \min(\min(0.6, 0.5), \min(0.79, 0.2099)) = 0.2099
\]
and
\[
IOpw_{\min}^{0.99}([0.2, 0.8], [0.5, 1]) = [0.79 - 0.99 \times 0.2099, 0.79 + 0.01 \times 0.2099] = [0.5822, 0.7921].
\]

2) Now, take \(X = [0.6, 0.9]\), and \(Y = [0.8, 0.8]\). By Equation (20), we have that
\[
IOpw_{\min}^\alpha([0.6, 0.9], [0.8, 0.8]) = [Op(K_\alpha([0.6, 0.9]), K_\alpha([0.8, 0.8])) - \alpha \theta, Op(K_\alpha([0.6, 0.9]), K_\alpha([0.8, 0.8])) + (1 - \alpha) \theta],
\]
where
\[
\theta = \min(\min(w([0.6, 0.9]), w([0.8, 0.8])), \min(Op(K_\alpha([0.6, 0.9]), K_\alpha([0.8, 0.8])), 1 - Op(K_\alpha([0.6, 0.9]), K_\alpha([0.8, 0.8])))) = 0.
\]
Thus, \(IOpw_{\min}^\alpha([0.6, 0.9], [0.8, 0.8]) = [K_\alpha([0.6, 0.9]) \cdot K_\alpha([0.8, 0.8])],\) for any \(\alpha \in (0, 1)\). For example:
a) If $\alpha = 0.01$ then $\text{IOpw}_{\min}^{0.01}([0.6, 0.9], [0.8, 0.8]) = [0.603 \cdot 0.8, 0.603 \cdot 0.8] = [0.4824, 0.4824]$;

b) If $\alpha = 0.5$ then $\text{IOpw}_{\min}^{0.5}([0.6, 0.9], [0.8, 0.8]) = [0.7 \cdot 0.8, 0.7 \cdot 0.8] = [0.56, 0.56]$;

c) If $\alpha = 0.99$ then $\text{IOpw}_{\min}^{0.99}([0.6, 0.9], [0.8, 0.8]) = [0.897 \cdot 0.8, 0.897 \cdot 0.8] = [0.7176, 0.7176]$.

**Remark 4.3.** Considering Theorem 4.2, when $B = \min$ we recover the construction method presented in Theorem 2.2, meaning that Theorem 4.2 is more general. Also, it is noteworthy that the reason for $\alpha \in (0, 1)$ is to assure that the construction method produces an $w$-iv-overlap function. For example, if $\alpha = 0$, then $\text{IOw}_{B}^{0}([0, 1], [0.2, 0.2]) = [0, 0]$, which would contradict (IOw2). Also, one can observe that $\text{IOw}_{B}^{0}$ falls into the conditions of Remark 3.5, meaning that if either $X$ or $Y$ is degenerate, then $\text{IOw}_{B}^{0}(X, Y)$ is also degenerate, as shown in Example 4.6, for $X = [0.6, 0.9]$ and $Y = [0.8, 0.8]$. Finally, although the $w$-iv-overlap constructed by the method presented in Theorem 4.2 is width-limited by the chosen function $B$, the output interval may not be contained in the best interval representation of the chosen overlap function $O$, as shown in the next example.

**Example 4.7.** Consider an $w$-iv-overlap function $\text{IOpw}_{\min}^{0.99}$ for the tuple $(\leq 0.99, \beta, \leq 0.99, \beta, \min)$ obtained via the construction method presented in Theorem 4.2 by taking $B = \min$, $O = OP$ (the product overlap) and $\beta \in [0, 1]$ such that $\beta \neq 0.99$. In the case when $X = Y = [0.1, 0.4]$, we have that

$$\overline{O}p([0.1, 0.4], [0.1, 0.4]) = [0.1 \cdot 0.1, 0.4 \cdot 0.4] = [0.01, 0.16].$$

From Theorem 4.2, it holds that

$$\theta = \min(\min(w([0.1, 0.4]), w([0.1, 0.4])), \min(OP(K_{0.99}([0.1, 0.4]), K_{0.99}([0.1, 0.4]))), 1 - OP(K_{0.99}([0.1, 0.4]), K_{0.99}([0.1, 0.4])))$$

$$= \min(\min(0.3, 0.3), \min(OP(0.397, 0.397), 1 - OP(0.397, 0.397)))$$

$$= \min(0.3, \min(0.1576, 0.8424))$$

$$= 0.1576.$$

So,

$$\text{IOpw}_{\min}^{0.99}([0.1, 0.4], [0.1, 0.4]) = [OP(K_{0.99}([0.1, 0.4]), K_{0.99}([0.1, 0.4])), 1 - OP(K_{0.99}([0.1, 0.4]), K_{0.99}([0.1, 0.4]))]$$

$$= [0.016, 0.1502],$$

showing that $\text{IOpw}_{\min}^{0.99}([0.1, 0.4], [0.1, 0.4]) \not\subseteq \overline{O}p([0.1, 0.4], [0.1, 0.4])$.

Before presenting the third construction method for $w$-iv-overlaps, let us recall some important concepts presented in [38]:

**Definition 4.4.** Let $c \in [0, 1]$ and $\alpha \in [0, 1]$. We denote by $d_{\alpha}(c)$ the maximal possible width of an interval $Z \in L([0, 1])$ such that $K_{\alpha}(Z) = c$. Moreover, for any $X \in L([0, 1])$, define

$$\lambda_{\alpha}(X) = \frac{w(X)}{d_{\alpha}(K_{\alpha}(X))},$$

where we set $\frac{0}{0} = 1$.

**Proposition 4.8.** For all $\alpha \in [0, 1]$ and $X \in L([0, 1])$ it holds that

$$d_{\alpha}(K_{\alpha}(X)) = \min \left\{ \frac{K_{\alpha}(X)}{\alpha}, \frac{1 - K_{\alpha}(X)}{1 - \alpha} \right\},$$

where we set $\frac{0}{0} = 1$, for all $r \in [0, 1]$.

Now, we present a version of Theorem 3.16 in [38] in the context of 2-dimensional functions.
Corollary 4.2. Let $\alpha, \beta \in [0, 1]$, such that $\alpha \neq \beta$. Let $A_1, A_2 : [0, 1]^2 \to [0, 1]$ be two aggregation functions where $A_1$ is strictly increasing. Then $IF^\alpha : L([0, 1])^2 \to L([0, 1])$ defined by:

$$IF^\alpha_{A_1, A_2}(X, Y) = R, \text{ where, } \begin{cases} K_\alpha(R) = A_1(K_\alpha(X), K_\alpha(Y)), \\ \lambda_\alpha(R) = A_2(\lambda_\alpha(X), \lambda_\alpha(Y)), \end{cases}$$

for all $X, Y \in L([0, 1])$, is an $\leq_{\alpha, \beta}$-increasing iv-aggregation function.

Proof. It follows from Theorem 3.16 in [38].

As overlap functions are a class of aggregation functions, the following result is immediate.

Corollary 4.2. Let $\alpha, \beta \in [0, 1]$, such that $\alpha \neq \beta$. Let $O : [0, 1]^2 \to [0, 1]$ be a strict overlap function and $A : [0, 1]^2 \to [0, 1]$ be an aggregation function. Then $IF^\alpha_{O, A} : L([0, 1])^2 \to L([0, 1])$ defined by:

$$IF^\alpha_{O, A}(X, Y) = R, \text{ where, } \begin{cases} K_\alpha(R) = O(K_\alpha(X), K_\alpha(Y)), \\ \lambda_\alpha(R) = A(\lambda_\alpha(X), \lambda_\alpha(Y)), \end{cases}$$

for all $X, Y \in L([0, 1])$, is an $\leq_{\alpha, \beta}$-increasing iv-aggregation function.

The following result is immediate from Definition 4.4 and Corollary 4.2.

Corollary 4.3. Let $\alpha, \beta \in [0, 1]$ be such that $\alpha \neq \beta$. Let $O : [0, 1]^2 \to [0, 1]$ be a strict overlap function, $A : [0, 1]^2 \to [0, 1]$ be an aggregation function and $IF^\alpha_{O, A} : L([0, 1])^2 \to L([0, 1])$ be an iv-aggregation function constructed as in Corollary 4.2. Then, for all $X, Y \in L([0, 1])$, we have that

$$w(IF^\alpha_{O, A}(X, Y)) = A(\lambda_\alpha(X), \lambda_\alpha(Y)) \cdot d_\alpha(K_\alpha(IF^\alpha_{O, A}(X, Y))).$$

Finally, the third method construction for w-iv-overlaps is obtained as follows:

Theorem 4.4. Consider a strict overlap function $O : [0, 1]^2 \to [0, 1]$, a commutative aggregation function $B : [0, 1]^2 \to [0, 1]$, an interval-valued aggregation function $IF^\alpha_{O, B} : L([0, 1])^2 \to L([0, 1])$ defined as in Corollary 4.2, the maximal width threshold $m_{IF^\alpha_{O, B}} : L([0, 1])^2 \to L([0, 1])$ for the pair $(IF^\alpha_{O, B}, B)$, $\alpha \in (0, 1)$ and $\beta \in [0, 1]$, with $\alpha \neq \beta$. Then, the interval-valued function $IW^\alpha_{B}(X, Y) : L([0, 1])^2 \to L([0, 1])$ defined by

$$IW^\alpha_{B}(X, Y) = R,$$

where:

(i) $K_\alpha(R) = O(K_\alpha(X), K_\alpha(Y));$
(ii) $w(R) = m_{IF^\alpha_{O, B}}(X, Y),$

is a w-iv-overlap function for the tuple $(\leq_{\alpha, \beta}, \leq_{\alpha, \beta}, B)$.

Proof. See Appendix C.

The following result is immediate as a w-iv-overlap function for the tuple $(\leq_{\alpha, \beta}, \leq_{\alpha, \beta}, B)$ is also a $\leq_{\alpha, \beta}$-overlap function (Definition 2.11), in the sense of [40].

Corollary 4.4. Consider a strict overlap function $O : [0, 1]^2 \to [0, 1]$, a commutative aggregation function $B : [0, 1]^2 \to [0, 1]$, an interval-valued aggregation function $IF^\alpha_{O, B} : L([0, 1])^2 \to L([0, 1])$ defined as in Corollary 4.2, the maximal width threshold $m_{IF^\alpha_{O, B}} : L([0, 1])^2 \to L([0, 1])$ for the pair $(IF^\alpha_{O, B}, B)$, $\alpha \in (0, 1)$ and $\beta \in [0, 1]$, with $\alpha \neq \beta$. Then, the interval-valued function $IW^\alpha_{B}(X, Y) : L([0, 1])^2 \to L([0, 1])$ defined by

$$IW^\alpha_{B}(X, Y) = R,$$
where:

(i) \( K_\alpha(R) = O(K_\alpha(X), K_\alpha(Y)) \);
(ii) \( w(R) = m_{IF_{O, B}}^w(X, Y) \).

is a \( \leq_{\alpha, \beta} \)-overlap function.

**Example 4.8.** Consider a commutative aggregation function \( B : [0, 1]^2 \to [0, 1] \) and the product overlap function \( Op : [0, 1]^2 \to [0, 1] \). Then, the interval-valued function \( IOpw_B^\alpha : L([0, 1])^2 \to L([0, 1]) \) defined, for all \( X, Y \in L([0, 1]) \), by

\[
IOpw_B^\alpha(X, Y) = R,
\]

where:

(i) \( K_\alpha(R) = Op(K_\alpha(X), K_\alpha(Y)) \);
(ii) \( w(R) = m_{IF_{O, B}}^w(X, Y) \),

is a \( w \)-iv-overlap function for the tuple \( (\leq_{\alpha, \beta}, \leq_{\alpha, \beta}, B) \), for all \( \alpha, \beta \in [0, 1] \) such that \( \alpha \neq \beta \).

1) Take \( B = \max \), \( X = [0.2, 0.8] \) and \( Y = [0.5, 1] \). By (i), we have that

\[
K_\alpha(R) = Op(K_\alpha([0.2, 0.8]), K_\alpha([0.5, 1]))
\]

and

\[
w(R) = m_{IF_{O, \max}}^w([0.2, 0.8], [0.5, 1]) \text{ by (ii)}
\]

\[
= \min\{w(IF_{O, \max}([0.2, 0.8], [0.5, 1]), \max(w([0.2, 0.8]), w([0.5, 1]))) \text{ by Definition 4.3}
\]

\[
= \min\{\max(\lambda_\alpha([0.2, 0.8]), \lambda_\alpha([0.5, 1])) \cdot d_\alpha(K_\alpha(IF_{O, \max}([0.2, 0.8], [0.5, 1]))), \max(0.6, 0.5) \}
\]

by Corollary 4.3

\[
= \min\{\max(\lambda_\alpha([0.2, 0.8]), \lambda_\alpha([0.5, 1])) \cdot d_\alpha(Op(K_\alpha([0.2, 0.8]), K_\alpha([0.5, 1]))), 0.6) \}
\]

by Corollary 4.2

Let us assign some values for \( \alpha \) to observe what is the resulting interval for \( IOpw_{max}^\alpha([0.2, 0.8], [0.5, 1]) \).

a) If \( \alpha = 0.01 \) then

\[
K_{0.01}(R) = Op(K_{0.01}([0.2, 0.8]), K_{0.01}([0.5, 1])) = 0.206 \cdot 0.505 = 0.104,
\]

and

\[
w(R) = \min\{\max(\lambda_{0.01}([0.2, 0.8], \lambda_{0.01}([0.5, 1])) \cdot d_{0.01}(Op(K_\alpha([0.2, 0.8]), K_{0.01}([0.5, 1])), 0.6) \}
\]

\[
= \min\left\{ \max \left( \frac{w([0.2, 0.8])}{d_{0.01}(K_{0.01}([0.2, 0.8])), w([0.5, 1])}{d_{0.01}(K_{0.01}([0.5, 1]))} \right) \cdot d_{0.01}(0.104), 0.6 \right\}
\]

by Definition 4.8

\[
= \min\left\{ \max \left( \frac{0.6}{\min \left[ \frac{0.206}{0.01}, \frac{0.794}{0.99} \right]}, \frac{0.5}{\min \left[ \frac{0.505}{0.01}, \frac{0.495}{0.99} \right]} \right) \cdot \min \left[ \frac{0.104}{0.01}, \frac{0.896}{0.99} \right], 0.6 \right\}
\]

by Proposition 4.4

\[
= \min\left\{ \max \left( \frac{0.6 \cdot 0.5}{0.802 \cdot 0.5}, 0.905, 0.6 \right) \right\} = \min[0.905, 0.6] = 0.6.
\]

So, by Equation (7), \( IOpw_{max}^\alpha([0.2, 0.8], [0.5, 1]) = [0.104 - 0.01 \cdot 0.6, 0.104 + 0.99 \cdot 0.6] = [0.098, 0.698] \). In the next cases, we will just present the final results.
b) If $\alpha = 0.5$ then
\[ K_{0.5}(R) = Op(K_{0.5}([0.2, 0.8]), K_{0.5}([0.5, 1])) = 0.5 \cdot 0.75 = 0.375, \]
and
\[ w(R) = \min \left\{ \max \left( \frac{0.6}{0.5} \cdot 0.625, 0.6 \right) \right\} = \min\{0.625, 0.6\} = 0.6. \]
Thus, $IOpw_{\max}^{0.5}([0.2, 0.8], [0.5, 1]) = [0.375 - 0.5 \cdot 0.6, 0.375 + 0.5 \cdot 0.6] = [0.075, 0.675].$

e) If $\alpha = 0.99$ then
\[ K_{0.99}(R) = Op(K_{0.99}([0.2, 0.8]), K_{0.99}([0.5, 1])) = 0.794 \cdot 0.995 = 0.79, \]
and
\[ w(R) = \min \left\{ \max \left( \frac{0.6}{0.802} \cdot 0.798, 0.6 \right) \right\} = \min\{0.798, 0.6\} = 0.6. \]
Therefore, $IOpw_{\max}^{0.99}([0.2, 0.8], [0.5, 1]) = [0.79 - 0.99 \cdot 0.6, 0.79 + 0.01 \cdot 0.6] = [0.196, 0.796].$

2) Now, take $X = [0.6, 0.9]$, and $Y = [0.8, 0.8]$. Then, we have that
\[ K_{\alpha}(R) = Op(K_{\alpha}([0.6, 0.9]), K_{\alpha}([0.8, 0.8])); \]
and, by (ii),
\[ w(R) = \min\{\max(\lambda_{\alpha}([0.6, 0.9]), \lambda_{\alpha}([0.8, 0.8])) \cdot d_{\alpha}(Op(K_{\alpha}([0.6, 0.9]), K_{\alpha}([0.8, 0.8]))), 0.3\}. \]
by Corollary 4.2

Once again, let us observe the value of $IOpw_{\max}^{\alpha}([0.6, 0.9], [0.8, 0.8])$ by varying the value of $\alpha$:

a) If $\alpha = 0.01$ then
\[ K_{0.01}(R) = Op(K_{0.01}([0.6, 0.9]), K_{0.01}([0.8, 0.8])) = 0.603 \cdot 0.8 = 0.4824, \]
and
\[ w(R) = \min\left\{ \max \left( \frac{0.3}{0.401} \cdot 0.5228, 0.3 \right) \right\} = \min\{0.3911, 0.3\} = 0.3. \]
So, $IOpw_{\max}^{0.01}([0.6, 0.9], [0.8, 0.8]) = [0.4824 - 0.01 \cdot 0.3, 0.4824 + 0.99 \cdot 0.3] = [0.4794, 0.7794].$

b) If $\alpha = 0.5$ then
\[ K_{0.5}(R) = Op(K_{0.5}([0.6, 0.9]), K_{0.5}([0.8, 0.8])) = 0.75 \cdot 0.8 = 0.6, \]
and
\[ w(R) = \min\left\{ \max \left( \frac{0.3}{0.5} \cdot 0.8, 0.3 \right) \right\} = \min\{0.48, 0.3\} = 0.3. \]
Thus, $IOpw_{\max}^{0.5}([0.6, 0.9], [0.8, 0.8]) = [0.6 - 0.5 \cdot 0.3, 0.6 + 0.5 \cdot 0.3] = [0.45, 0.75].$

c) If $\alpha = 0.99$ then
\[ K_{0.99}(R) = Op(K_{0.99}([0.6, 0.9]), K_{0.99}([0.8, 0.8])) = 0.897 \cdot 0.8 = 0.7176, \]
and
\[ w(R) = \min\left\{ \max \left( \frac{0.3}{0.906} \cdot 0.7248, 0.3 \right) \right\} = \min\{0.24, 0.3\} = 0.24. \]
Therefore, $IOpw_{\max}^{0.99}([0.6, 0.9], [0.8, 0.8]) = [0.7176 - 0.99 \cdot 0.24, 0.7176 + 0.01 \cdot 0.24] = [0.48, 0.72].$
Table 2
Comparison between construction methods of a w-iv-overlap \( IOw_B^\alpha \), based on an overlap function \( O \) and a width-limiting function \( B \).

| Advantages                                    | Construction 1 | Construction 2 | Construction 3 |
|----------------------------------------------|----------------|----------------|----------------|
| \( IOw_B^\alpha \) is \((\leq_P, \leq_{\alpha, \beta})\)-increasing | ✓              | ✓              | ✓              |
| \( IOw_B^\beta \) is \(\leq_{\alpha, \beta}\)-increasing            | ✓              | ✓              | ✓              |
| For all \( X, Y \in L([0, 1]) \): \( IOw_B^\alpha(X, Y) \subseteq \hat{O}(X, Y) \) | ✓              | ✓              | ✓              |

| Drawbacks                                    | Construction 1 | Construction 2 | Construction 3 |
|----------------------------------------------|----------------|----------------|----------------|
| \( \alpha \) must be different than 1        | X              | X              |                |
| \( \beta < \alpha \) must hold               |                |                | X              |
| \( B \) needs to be conjunctive              |                | X              |                |
| For all \( B \): \( w(X) = 0 \) or \( w(Y) = 0 \) \(\Rightarrow\) \( IOw_B^\alpha(X, Y) = 0 \) |                |                | X              |

3) Finally, take \( X = [0.6, 0.9] \), and \( Y = [0.8, 0.8] \), but consider \( B = \text{min} \). Then, we have that

\[
K_\alpha(R) = Op(K_\alpha([0.6, 0.9]), K_\alpha([0.8, 0.8]))
\]

and, by (ii),

\[
w(R) = \min(\min(\lambda_\alpha([0.6, 0.9]), \lambda_\alpha([0.8, 0.8])) \cdot d_\alpha(Op(K_\alpha([0.6, 0.9]), K_\alpha([0.8, 0.8]))), 0) = 0.
\]

So, let us see the different values of \( IOpuw_{\min}^\alpha([0.6, 0.9], [0.8, 0.8]) \) in this case by varying the value of \( \alpha \):

- **a)** If \( \alpha = 0.01 \) then \( IOpuw_{0.01}^\alpha([0.6, 0.9], [0.8, 0.8]) = [0.4824, 0.4824] \);
- **b)** If \( \alpha = 0.5 \) then \( IOpuw_{0.5}^\alpha([0.6, 0.9], [0.8, 0.8]) = [0.56, 0.56] \);
- **c)** If \( \alpha = 0.99 \) then \( IOpuw_{0.99}^\alpha([0.6, 0.9], [0.8, 0.8]) = [0.7176, 0.7176] \).

**Remark 4.4.** The reason why \( \alpha \in (0, 1) \) is to assure that the construction method results in an w-iv-overlap function, so that conditions (IOw2) and (IOw3) are respected. Moreover, one may observe that the construction method presented in Theorem 4.4, for a given overlap \( O \), may not produce intervals contained in the best interval representation of \( O \). However, it generates an interval-valued function which is \( \leq_{\alpha, \beta} \)-increasing and the chosen width-limiting aggregation function \( B \) does not need to be conjunctive. In the case when \( B \) is conjunctive, as Remark 3.5 states, when either \( X \) or \( Y \) is degenerate, then \( IOw_B^\alpha(X, Y) \) is also degenerate.

Table 2 shows a comparison between the three construction methods for w-iv-overlap functions presented in Theorems 4.1 (Construction 1), 4.2 (Construction 2) and 4.4 (Construction 3), regarding some desirable properties (marked with ✓) and some possible drawbacks (marked with X).

On Table 3, we review the results obtained from Examples 4.5 and 4.8, to further compare the constructions presented on Theorems 4.1 (Construction 1) and 4.4 (Construction 3), all based on the product overlap \( OP \), but with different choices of the width-limiting function \( B \) and different values of \( \alpha \). As the construction method provided by Theorem 4.4 (Construction 3) does not allow for \( \alpha = 1 \), we present the values obtained by this method for \( \alpha = 0.99 \), instead. We omitted the results from Example 4.6 on Table 3, as the construction method based on Theorem 4.2 (Construction 2) presented itself as the most restrictive one, by a simple analysis of Table 2.

**Remark 4.5.** It is noteworthy that our construction methods of w-iv-overlap functions are all based on a core overlap function \( O \), but do not necessarily provide a proper interval extension of \( O \). However, such constructed w-iv-overlap functions satisfy interval counterparts ((IOw1)-(IOw4) of Definition 4.2) of most of the defining properties of \( O \) ((O1)-(O4) of Definition 2.6), being well fitted to measure the overlap of interval data in a similar manner as \( O \) measures overlap of real data.

**Remark 4.6.** Concerning the application of the presented construction methods of width-limited iv-overlap functions in practical problems, a number of choices need to be made by the domain expert:
1. The choice of overlap function $O$: According to the considered application, some overlap functions produce better results than others. For example, in the literature, it is possible to verify that some overlap functions are more suitable to be applied in image processing [4] while others present good behaviour in classification problems [59,60,21,40].

2. The choice of $\alpha$ and $\beta$: It is completely determined by the admissible order $\leq_{\alpha, \beta}$ that is suitable for the application, reflecting the adopted attitude of the expert in front of uncertainty [37]. A pessimist/cautious attitude towards the uncertainty is considered when one relieves that the exact real value that an interval is approximating is much closer to its left endpoint than to its right endpoint [38]. The optimist/audacious attitude is defined analogously. That is, the more pessimist/cautious attitude is needed in the decision process, the closer to zero should be $\alpha$ stated. On the contrary, the more optimist/audacious attitude is expected in the decision process, the closer to one should be $\alpha$ defined. The value of $\beta$ is only used when the compared $K_{\alpha}$ points have the same value. In this case, $\beta$ determines the ordering according to the interval widths, that is, the information quality required by the

| X = [0.2, 0.8] | Y = [0.5, 1] | $IOwp_{\max}^{0.01}$ = [0.107, 0.707] | $IOwp_{\max}^{0.01}$ = [0.098, 0.698] | $\hat{O}(X, Y) = [0.1, 0.8]$ |
|----------------|----------------|------------------|------------------|------------------|
| A = max $\alpha = 0.01$ | $IOwp_{\max}^{0.5}$ = [0.15, 0.75] | $IOwp_{\max}^{0.5}$ = [0.075, 0.675] | $\hat{O}(X, Y) = [0.1, 0.8]$ |
| X = [0.2, 0.8] | Y = [0.5, 1] | $IOwp_{\max}^{0.01}$ = [0.196, 0.796] | $\hat{O}(X, Y) = [0.1, 0.8]$ |
| A = max $\alpha = 0.01$ | $IOwp_{\max}^{0.5}$ = [0.14, 0.7] | $\hat{O}(X, Y) = [0.1, 0.772]$ |
| X = [0.6, 0.9] | Y = [0.8, 0.8] | $IOwp_{\max}^{0.01}$ = [0.196, 0.796] | $\hat{O}(X, Y) = [0.1, 0.772]$ |
| A = max $\alpha = 0.01$ | $IOwp_{\max}^{0.5}$ = [0.14, 0.7] | $\hat{O}(X, Y) = [0.1, 0.772]$ |
| X = [0.6, 0.9] | Y = [0.8, 0.8] | $IOwp_{\max}^{0.01}$ = [0.196, 0.796] | $\hat{O}(X, Y) = [0.1, 0.772]$ |
| A = max $\alpha = 0.01$ | $IOwp_{\max}^{0.5}$ = [0.14, 0.7] | $\hat{O}(X, Y) = [0.1, 0.772]$ |
| X = [0.6, 0.9] | Y = [0.8, 0.8] | $IOwp_{\max}^{0.01}$ = [0.196, 0.796] | $\hat{O}(X, Y) = [0.1, 0.772]$ |
| A = max $\alpha = 0.01$ | $IOwp_{\max}^{0.5}$ = [0.14, 0.7] | $\hat{O}(X, Y) = [0.1, 0.772]$ |

**Table 3**
Comparison of the results obtained in Examples 4.5 and 4.8.
application. For $\beta = 0$, the ordering respects the information quality ordering. On the other hand, for $\beta = 1$, the ordering respects the inclusion set order.

3. The choice of the width-limiting function $B$: Different applications may require that the aggregation process produces interval-valued outputs with more or less uncertainty tolerance, which will inform the definition of $B$. This will be determined by the information quality required by the application. For example, when using $B = \min$ one has a more rigid control of the information quality of the interval result than when $B = \max$. That is, the higher the output’s width, the lesser will be the information quality [35].

5. Conclusion

We introduced and developed the concepts of width-limited interval-valued functions and their respective width-limiting functions, as a way to analyze the effect of the width of the input intervals on the width of the output interval, accordingly to the interval-valued function at hand. Furthermore, it was shown a way to obtain the least width-limiting function for a given interval-valued function, which informs how much width-propagation one can expect for such interval-valued operation. A relaxation of the concept of ultramodularity was presented, in the form of $(a, b)$-ultramodular functions, allowing us to analyze the width-limiting functions of the best interval representation of some aggregation functions. Also, we introduced the notion of an interval-valued function that is increasing with respect to a pair of partial orders, a more flexible approach for increasingness of interval-valued functions.

These new developed concepts could aid the definition of different interval-valued functions with controlled width propagation. As our primary interest was to apply such notions on interval-valued overlap operations, width-limited interval-valued overlap functions were defined and studied. Following that, three construction methods for w-iv-overlap functions were presented, analyzed and compared. As these construction methods are all based on choices of overlap functions, width-limiting functions and admissible orders, it was made clear the adaptability of the developed concepts, as one can obtain an interval-valued overlap operations that best satisfy the restrictions of the context regarding the acceptable amount of width propagation and/or the ordering of intervals to be applied.

Thus, the contributions of this work aimed to address the gap in the literature regarding the analysis of the width of interval-valued functions, especially interval-valued overlap functions, while providing the initial theoretical tools to allow the application of similarly defined width-limited interval-valued functions in practical problems, where the increasing uncertainty associated with the widths of the operated intervals may be an obstacle to overcome, in order to maintain the information quality. On the near future, we intend to generalize adequately the presented theoretical approach to allow for applications in the context of interval-valued fuzzy rule-based classification systems.

Declaration of competing interest

The authors declare that they have no known competing financial interests or personal relationships that could have appeared to influence the work reported in this paper.

Acknowledgement

Supported by CNPq (311429/2020-3, 301618/2019-4), FAPERGS (19/2551-0001660) and the Spanish Ministries of Science and Technology and of Economy and Competitiveness (TIN2016-77356-P, PID2019-108392GB I00 (AEI/10.13039/501100011033)), by UPNA (PJUPNA1926) and the Grant APVV-0052-18.

Appendix A. Proof of Theorem 4.1

Proof. Consider a commutative and increasing function $B : [0, 1]^2 \rightarrow [0, 1]$, a strict overlap function $O : [0, 1]^2 \rightarrow [0, 1]$ and take $\alpha \in (0, 1]$, $\beta \in [0, \alpha)$. Observe that, for all $X, Y \in L([0, 1])$:

(i) $K_{\alpha}(I O w^\alpha_B(X, Y)) = K_{\alpha}(\widehat{O}(X, Y))$;

(ii) $w(I O w^\alpha_B(X, Y)) = m_{\widehat{O}, B}(X, Y) = \min\{w(\widehat{O}(X, Y)), B(w(X), w(Y))\}$. 
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So, it is immediate that $IOw_B^{\alpha}$ is well defined. Now, let us verify if $IOw_B^{\alpha}$ respects conditions (IOw1)-(IOw5) of Definition 4.2.

(\textbf{IOw1}) Immediate, as $O$ and $B$ are both commutative;

(\textbf{IOw2}) $\Rightarrow$ Suppose that there are $X, Y \in L([0, 1])$ such that $IOw_B^{\alpha}(X, Y) = [0, 0]$. Then, we have the following cases:

1) $m_{\hat{O}, B}(X, Y) = w(\hat{O}(X, Y))$

From Equations (2) and (16), it follows that:

$$[K_{\alpha}(\hat{O}(X, Y)) - \alpha \cdot w(\hat{O}(X, Y)), K_{\alpha}(\hat{O}(X, Y)) + (1 - \alpha) \cdot w(\hat{O}(X, Y))] = [0, 0]$$

$$\Rightarrow (O(X, Y) + \alpha \cdot w(\hat{O}(X, Y)) - \alpha \cdot w(\hat{O}(X, Y)),$$

$$O(X, Y) + \alpha \cdot w(\hat{O}(X, Y)) + w(\hat{O}(X, Y)) - \alpha \cdot w(\hat{O}(X, Y))] = [0, 0]$$

$$\Rightarrow [O(X, Y), O(X, Y) + w(\hat{O}(X, Y))] = [0, 0] \Rightarrow [O(X, Y), O(X, Y)] = [0, 0]$$

$$\Rightarrow O(X, Y) = [0, 0] \iff X \cdot Y = [0, 0].$$

(\Leftarrow) Consider $X, Y \in L([0, 1])$ such that $X \cdot Y = [0, 0]$. Then, it is immediate that $\hat{O}(X, Y) = [0, 0]$ and $m_{\hat{O}, B}(X, Y) = 0$. Furthermore, from Equation (16):

$$IOw_B^{\alpha}(X, Y) = [K_{\alpha}([0, 0]) - \alpha \cdot 0, K_{\alpha}([0, 0]) + (1 - \alpha) \cdot 0] = [0, 0].$$

(\textbf{IOw3}) $\Rightarrow$ Consider $X, Y \in L([0, 1])$ such that $IOw_B^{\alpha}(X, Y) = [1, 1]$. Then, we have the following cases:

1) $m_{\hat{O}, B}(X, Y) = w(\hat{O}(X, Y))$

From Equations (2) and (16), it follows that:

$$[K_{\alpha}(\hat{O}(X, Y)) - \alpha \cdot w(\hat{O}(X, Y)), K_{\alpha}(\hat{O}(X, Y)) + (1 - \alpha) \cdot w(\hat{O}(X, Y))] = [1, 1]$$

$$\Rightarrow (O(X, Y) + \alpha \cdot w(\hat{O}(X, Y)) - \alpha \cdot w(\hat{O}(X, Y)),$$

$$O(X, Y) + \alpha \cdot w(\hat{O}(X, Y)) + w(\hat{O}(X, Y)) - \alpha \cdot w(\hat{O}(X, Y))] = [1, 1]$$

$$\Rightarrow [O(X, Y), O(X, Y) + w(\hat{O}(X, Y))] = [1, 1] \Rightarrow [O(X, Y), O(X, Y)] = [1, 1]$$

$$\Rightarrow O(X, Y) = [1, 1] \iff X \cdot Y = [1, 1].$$

2) $m_{\hat{O}, B}(X, Y) = B(w(X), w(Y))$

From Equations (2) and (16), it holds that:

$$[K_{\alpha}(\hat{O}(X, Y)) - \alpha \cdot B(w(X), w(Y)), K_{\alpha}(\hat{O}(X, Y)) + (1 - \alpha) \cdot B(w(X), w(Y))] = [1, 1]$$

$$\Rightarrow \alpha \cdot B(w(X), w(Y)) = (1 - \alpha) \cdot B(w(X), w(Y)) \Rightarrow B(w(X), w(Y)) = 0$$

$$\Rightarrow [K_{\alpha}(\hat{O}(X, Y)), K_{\alpha}(\hat{O}(X, Y))] = [1, 1] \Rightarrow K_{\alpha}(\hat{O}(X, Y)) = 1$$

$$\Rightarrow O(X, Y) = [1, 1] \iff X \cdot Y = [1, 1].$$
Consider $X, Y \in L([0, 1])$ such that $X = 1$. Then, it is immediate that $O(X, Y) = 1$ and $m_{O, B}(X, Y) = 0$. Furthermore, from Equation (16):

$$I O w^\alpha_B(X, Y) = [K_a([1, 1]) - \alpha \cdot 0, K_a([1, 1]) + (1 - \alpha) \cdot 0] = [1, 1].$$

**Lemma 4.1** Consider $X, Y, Z \in L([0, 1])$ such that $X < Y$. Then:

$$I O w^\alpha_B(X, Z) = [K_a(\hat{O}(X, Z)) - \alpha \cdot m_{\hat{O}, B}(X, Z), K_a(\hat{O}(X, Z)) + (1 - \alpha) \cdot m_{\hat{O}, B}(X, Z)],$$

and

$$I O w^\alpha_B(Y, Z) = [K_a(\hat{O}(Y, Z)) - \alpha \cdot m_{\hat{O}, B}(Y, Z), K_a(\hat{O}(Y, Z)) + (1 - \alpha) \cdot m_{\hat{O}, B}(Y, Z)].$$

Observe that $I O w^\alpha_B(X, Z)$ is obtained by constructing an interval around the value of $K_a(\hat{O}(X, Z))$, and that $\hat{O}(X, Z)$ is an $\alpha$-representable iv-overlap function with $O$ as both its representatives. Then, from Equations (2) and (A.1), it follows that:

$$K_a(I O w^\alpha_B(X, Z)) = K_a(\hat{O}(X, Z)),$$

$$K_\beta(I O w^\alpha_B(X, Z)) = K_a(\hat{O}(X, Z)) - \alpha \cdot m_{\hat{O}, B}(X, Z) + \beta \cdot m_{\hat{O}, B}(X, Z).$$

As $\beta < \alpha$, by Lemma 2.1, one can consider $\beta = 0$. Thus, we have that:

$$K_a(I O w^\alpha_B(X, Z)) = K_a(\hat{O}(X, Z)) - \alpha \cdot m_{\hat{O}, B}(X, Z).$$

Analogously, from Equations (2) and (A.2), it follows that:

$$K_a(I O w^\alpha_B(Y, Z)) = K_a(\hat{O}(Y, Z)),$$

$$K_\beta(I O w^\alpha_B(Y, Z)) = K_a(\hat{O}(Y, Z)) - \alpha \cdot m_{\hat{O}, B}(Y, Z).$$

Now, we have the following possibilities regarding $m_{\hat{O}, B}(X, Z)$ and $m_{\hat{O}, B}(Y, Z)$ that affects the values of $I O w^\alpha_B(X, Z)$ and $I O w^\alpha_B(Y, Z)$, respectively:

1) $m_{\hat{O}, B}(X, Z) = w(\hat{O}(X, Z))$ and $m_{\hat{O}, B}(Y, Z) = w(\hat{O}(Y, Z))$

In this case, we have

$$I O w^\alpha_B(X, Z) = \hat{O}(X, Z) \leq_{pr} \hat{O}(Y, Z) = I O w^\alpha_B(Y, Z),$$

meaning that $I O w^\alpha_B(X, Z) \leq_{a, \beta} I O w^\alpha_B(Y, Z)$.

2) $m_{\hat{O}, B}(X, Z) = B(w(X), w(Z))$ and $m_{\hat{O}, B}(Y, Z) = B(w(Y), w(Z))$

It follows that

$$I O w^\alpha_B(X, Z) = [K_a(\hat{O}(X, Z)) - \alpha \cdot B(w(X), w(Z)), K_a(\hat{O}(X, Z)) + (1 - \alpha) \cdot B(w(X), w(Z))],$$

and

$$I O w^\alpha_B(Y, Z) = [K_a(\hat{O}(Y, Z)) - \alpha \cdot B(w(Y), w(Z)), K_a(\hat{O}(Y, Z)) + (1 - \alpha) \cdot B(w(Y), w(Z))].$$

Now, let us verify all the cases in which $X < Y$ holds:

a) $\overline{X} = Y$ and $\overline{Y} = \overline{X}$:

We have that $X = Y$, meaning that

$$I O w^\alpha_B(X, Z) = I O w^\alpha_B(Y, Z) \Rightarrow I O w^\alpha_B(X, Z) \leq_{a, \beta} I O w^\alpha_B(Y, Z).$$

b) $\overline{X} = Y$ and $\overline{X} < \overline{Y}$:

When $Z \neq 0$, from Lemma 4.1, it holds that $K_a(\hat{O}(X, Z)) < K_a(\hat{O}(Y, Z))$, since $O$ is a strict overlap function and $\alpha \in (0, 1)$. As $K_a(I O w^\alpha_B(X, Z)) = K_a(\hat{O}(X, Z))$ and $K_a(I O w^\alpha_B(Y, Z)) = K_a(\hat{O}(Y, Z))$, we have that

$$K_a(I O w^\alpha_B(X, Z)) < K_a(I O w^\alpha_B(Y, Z)) \Rightarrow I O w^\alpha_B(X, Z) \leq_{a, \beta} I O w^\alpha_B(Y, Z).$$
If \( Z = 0 \) and \( Z \neq 0 \), by (O2), one has that
\[
\hat{O}(X, Z) = [0, O(X, Z)],
\]
and
\[
\hat{O}(Y, Z) = [0, O(Y, Z)].
\]
Since \( \overline{X} < \overline{Y} \) and \( O \) is strict, then
\[
K_\alpha(IO w^\alpha_B(X, Z)) = K_\alpha(\hat{O}(X, Z)) < K_\alpha(\hat{O}(Y, Z)) = K_\alpha(IO w^\alpha_B(Y, Z))
\]
\[
\Rightarrow IO w^\alpha_B(X, Z) \leq_{\alpha, \beta} IO w^\alpha_B(Y, Z).
\]
If \( Z = 0 \) and \( Z = 0 \), then
\[
\hat{O}(X, Z) = [0, O(X, Z)] = [0, 0] = IO w^\alpha_B(Y, Z) = \hat{O}(X, Z).
\]
So, we have that \( IO w^\alpha_B(X, Z) \leq_{\alpha, \beta} IO w^\alpha_B(Y, Z) \), for all \( X, Y, Z \in L([0, 1]) \), such that \( X = Y \) and \( \overline{X} < \overline{Y} \).

(c) \( X < Y \) and \( \overline{X} = \overline{Y} \):
When \( Z \neq 0 \) and \( \alpha \neq 1 \), from Lemma 4.1, we have that \( K_\alpha(\hat{O}(X, Z)) < K_\alpha(\hat{O}(Y, Z)) \). So, it holds that
\[
K_\alpha(IO w^\alpha_B(X, Z)) < K_\alpha(IO w^\alpha_B(Y, Z)) \Rightarrow IO w^\alpha_B(X, Z) \leq_{\alpha, \beta} IO w^\alpha_B(Y, Z).
\]
When taking \( Z \neq 0 \) and \( \alpha = 1 \), we have that \( K_\alpha(IO w^\alpha_B(X, Z)) = K_\alpha(IO w^\alpha_B(Y, Z)) \). Moreover, from Equations (A.4) and (A.6):
\[
K_\beta(IO w^1_B(X, Z)) = O(\overline{X}, \overline{Z}) - B(w(X), w(Z))
\]
and
\[
K_\beta(IO w^1_B(Y, Z)) = O(\overline{Y}, \overline{Z}) - B(w(Y), w(Z)).
\]
As \( \overline{X} < \overline{Y} \) and \( \overline{X} = \overline{Y} \), we have that \( w(Y) < w(X) \), and thus, \( B(w(Y), w(Z)) \leq B(w(X), w(Z)) \), as \( B \) is increasing. So,
\[
K_\beta(IO w^1_B(X, Z)) = O(\overline{X}, \overline{Z}) - B(w(X), w(Z)) \leq O(\overline{Y}, \overline{Z}) - B(w(Y), w(Z)) = K_\beta(IO w^1_B(Y, Z)).
\]
Then,
\[
K_\alpha(IO w^\alpha_B(X, Z)) = K_\alpha(IO w^\alpha_B(Y, Z)) \text{ and } K_\beta(IO w^\alpha_B(X, Z)) \leq K_\beta(IO w^\alpha_B(Y, Z))
\]
\[
\Rightarrow IO w^\alpha_B(X, Z) \leq_{\alpha, \beta} IO w^\alpha_B(Y, Z).
\]
If \( Z = 0 \), by (O2), one has that
\[
\hat{O}(X, Z) = [0, O(X, Z)],
\]
and
\[
\hat{O}(Y, Z) = [0, O(Y, Z)].
\]
Since \( \overline{X} = \overline{Y} \), then \( K_\alpha(IO w^\alpha_B(X, Z)) = K_\alpha(IO w^\alpha_B(Y, Z)) \) and, analogous to the previous case when \( Z \neq 0 \) and \( \alpha = 1 \), we have that
\[
K_\alpha(IO w^\alpha_B(X, Z)) = K_\alpha(IO w^\alpha_B(Y, Z)) \text{ and } K_\beta(IO w^\alpha_B(X, Z)) \leq K_\beta(IO w^\alpha_B(Y, Z))
\]
\[
\Rightarrow IO w^\alpha_B(X, Z) \leq_{\alpha, \beta} IO w^\alpha_B(Y, Z).
\]
So, we have that \( IO w^\alpha_B(X, Z) \leq_{\alpha, \beta} IO w^\alpha_B(Y, Z) \), for all \( X, Y, Z \in L([0, 1]) \), such that \( X < Y \) and \( \overline{X} = \overline{Y} \).
d) $X < Y$ and $X < Y$:
When $Z \neq 0$, from Lemma 4.1, it holds that $K_\alpha(\widehat{O}(X, Z)) < K_\alpha(\widehat{O}(Y, Z))$. So, we have that

$$K_\alpha(IOw^\alpha_B(X, Z)) < K_\alpha(IOw^\alpha_B(Y, Z)) \Rightarrow IOw^\alpha_B(X, Z) \leq_\alpha \beta IOw^\alpha_B(Y, Z).$$

If $Z = 0$ and $\overline{Z} \neq 0$, by (O2), one has that

$$\widehat{O}(X, Z) = [0, O(\overline{X}, \overline{Z})],$$

and

$$\widehat{O}(Y, Z) = [0, O(\overline{Y}, \overline{Z})].$$

Since $\overline{X} < \overline{Y}$ and $O$ is strict, then

$$K_\alpha(IOw^\alpha_B(X, Z)) = K_\alpha(\widehat{O}(X, Z)) < K_\alpha(\widehat{O}(Y, Z)) = K_\alpha(IOw^\alpha_B(Y, Z))$$

$\Rightarrow IOw^\alpha_B(X, Z) \leq_\alpha \beta IOw^\alpha_B(Y, Z).$

If $Z = 0$ and $\overline{Z} = 0$, then

$$\widehat{O}(X, Z) = IOw^\alpha_B(X, Z) = [0, 0] = IOw^\alpha_B(Y, Z) = \widehat{O}(X, Z).$$

So, we have that $IOw^\alpha_B(X, Z) \leq_\alpha \beta IOw^\alpha_B(Y, Z)$, for all $X, Y, Z \in L([0, 1])$, such that $\overline{X} < \overline{Y}$. Thus, one can conclude that, for all $X, Y, Z \in L([0, 1])$, when $m_{\widehat{O}, B}(X, Z) = B(w(X), w(Z))$ and $m_{\widehat{O}, B}(Y, Z) = B(w(Y), w(Z))$, then

$$X \leq_{\overline{P}, \overline{Y}} Y \Rightarrow IOw^\alpha_B(X, Z) \leq_\alpha \beta IOw^\alpha_B(Y, Z).$$

3) $m_{\widehat{O}, B}(X, Z) = w(\widehat{O}(X, Z))$ and $m_{\widehat{O}, B}(Y, Z) = B(w(Y), w(Z))$

It follows that

$$IOw^\alpha_B(X, Z) = \widehat{O}(X, Z),$$

and

$$IOw^\alpha_B(Y, Z) = [K_\alpha(\widehat{O}(Y, Z)) - \alpha \cdot B(w(Y), w(Z)), K_\alpha(\widehat{O}(Y, Z)) + (1 - \alpha) \cdot B(w(Y), w(Z))].$$

Now, let us verify all the cases in which $X \leq_{\overline{P}, \overline{Y}} Y$ holds:

a) $X = Y$ and $\overline{X} = \overline{Y}$:
We have that $X = Y$ and

$$IOw^\alpha_B(X, Z) = IOw^\alpha_B(Y, Z) \Rightarrow IOw^\alpha_B(X, Z) \leq_\alpha \beta IOw^\alpha_B(Y, Z).$$

b) $X = Y$ and $\overline{X} < \overline{Y}$:
When $\overline{Z} \neq 0$, from Lemma 4.1, it holds that $K_\alpha(\widehat{O}(X, Z)) < K_\alpha(\widehat{O}(Y, Z))$, since $O$ is a strict overlap function and $\alpha \in (0, 1]$. So, as $K_\alpha(IOw^\alpha_B(X, Z)) = K_\alpha(\widehat{O}(X, Z))$ and $K_\alpha(IOw^\alpha_B(Y, Z)) = K_\alpha(\widehat{O}(Y, Z))$, we have that

$$K_\alpha(IOw^\alpha_B(X, Z)) = K_\alpha(IOw^\alpha_B(Y, Z)) \Rightarrow IOw^\alpha_B(X, Z) \leq_\alpha \beta IOw^\alpha_B(Y, Z).$$

If $\overline{Z} = 0$ and $\overline{Z} \neq 0$, by (O2), one has that

$$\widehat{O}(X, Z) = [0, O(\overline{X}, \overline{Z})],$$

and

$$\widehat{O}(Y, Z) = [0, O(\overline{Y}, \overline{Z})].$$

Since $\overline{X} < \overline{Y}$ and $O$ is strict, then

$$K_\alpha(IOw^\alpha_B(X, Z)) = K_\alpha(\widehat{O}(X, Z)) < K_\alpha(\widehat{O}(Y, Z)) = K_\alpha(IOw^\alpha_B(Y, Z))$$

$\Rightarrow IOw^\alpha_B(X, Z) \leq_\alpha \beta IOw^\alpha_B(Y, Z).$
If $Z = 0$ and $\overline{Z} = 0$, then
\[
\widehat{O}(X, Z) = IOw^0_B(X, Z) = [0, 0] = IOw^0_B(Y, Z) = \widehat{O}(X, Z).
\]
So, we have that $IOw^\alpha_B(X, Z) \leq_{\alpha, \beta} IOw^\alpha_B(Y, Z)$, for all $X, Y, Z \in L([0, 1])$, such that $X = Y$ and $\overline{X} < \overline{Y}$.

c) $X < Y$ and $\overline{X} = \overline{Y}$:

When $Z \neq 0$ and $\alpha \neq 1$, from Lemma 4.1, we have that $K_\alpha(\widehat{O}(X, Z)) < K_\alpha(\widehat{O}(Y, Z))$. So, it holds that
\[
K_\alpha(IOw^\alpha_B(X, Z)) < K_\alpha(IOw^\alpha_B(Y, Z)) \Rightarrow IOw^\alpha_B(X, Z) \leq_{\alpha, \beta} IOw^\alpha_B(Y, Z).
\]
If $Z \neq 0$ and $\alpha = 1$, we have that $K_\alpha(IOw^\alpha_B(X, Z)) = K_\alpha(IOw^\alpha_B(Y, Z))$. Moreover, from Equations (A.4) and (A.6):
\[
K_\beta(IOw^1_B(X, Z)) = O(\overline{X}, Z) - w(\widehat{O}(X, Z))
\]
and
\[
K_\beta(IOw^1_B(Y, Z)) = O(\overline{Y}, Z) - B(w(Y), w(Z)).
\]
As $X < Y$ and $\overline{X} = \overline{Y}$, we have that
\[
B(w(Y), w(Z)) \leq w(\widehat{O}(Y, Z)) = O(\overline{Y}, Z) - O(\overline{Y}, Z) = w(\widehat{O}(X, Z)),
\]
as $O$ is increasing. So,
\[
K_\beta(IOw^1_B(X, Z)) = O(\overline{X}, Z) - w(\widehat{O}(X, Z)) \leq O(\overline{Y}, Z) - B(w(Y), w(Z)) = K_\beta(IOw^1_B(Y, Z)).
\]
Then,
\[
K_\alpha(IOw^\alpha_B(X, Z)) = K_\alpha(IOw^\alpha_B(Y, Z)) \leq K_\beta(IOw^\alpha_B(Y, Z)) \Rightarrow IOw^\alpha_B(X, Z) \leq_{\alpha, \beta} IOw^\alpha_B(Y, Z).
\]
When $Z = 0$, by (O2) we have that
\[
\widehat{O}(X, Z) = [0, O(X, Z)],
\]
and
\[
\overline{O}(Y, Z) = [0, O(\overline{Y}, Z)].
\]
Since $\overline{X} = \overline{Y}$, then $K_\alpha(IOw^\alpha_B(X, Z)) = K_\alpha(IOw^\alpha_B(Y, Z))$ and, analogous to the previous case when $Z \neq 0$ and $\alpha = 1$, we have that
\[
K_\alpha(IOw^\alpha_B(X, Z)) = K_\alpha(IOw^\alpha_B(Y, Z)) \Rightarrow IOw^\alpha_B(X, Z) \leq_{\alpha, \beta} IOw^\alpha_B(Y, Z).
\]
So, we have that $IOw^\alpha_B(X, Z) \leq_{\alpha, \beta} IOw^\alpha_B(Y, Z)$, for all $X, Y, Z \in L([0, 1])$, such that $X < Y$ and $\overline{X} = \overline{Y}$

d) $X < Y$ and $\overline{X} < \overline{Y}$:

If $Z \neq 0$, from Lemma 4.1, it holds that $K_\alpha(\widehat{O}(X, Z)) < K_\alpha(\widehat{O}(Y, Z))$. So, we have that
\[
K_\alpha(IOw^\alpha_B(X, Z)) < K_\alpha(IOw^\alpha_B(Y, Z)) \Rightarrow IOw^\alpha_B(X, Z) \leq_{\alpha, \beta} IOw^\alpha_B(Y, Z).
\]
If $Z = 0$ and $\overline{Z} \neq 0$, by (O2), one has that
\[
\widehat{O}(X, Z) = [0, O(X, Z)],
\]
and
\[
\overline{O}(Y, Z) = [0, O(\overline{Y}, Z)].
\]
Since $\overline{X} < \overline{Y}$ and $O$ is strict, then
\[ K_\alpha(IO w_B^\alpha(X, Z)) = K_\alpha(\hat{O}(X, Z)) \leq K_\alpha(\hat{O}(Y, Z)) = K_\alpha(IO w_B^\alpha(Y, Z)) \]

\[ \Rightarrow IO w_B^\alpha(X, Z) \leq_{\alpha, \beta} IO w_B^\alpha(Y, Z). \]

If \( Z = 0 \) and \( \bar{Z} = 0 \), then

\[ \hat{O}(X, Z) = IO w_B^\alpha(X, Z) = [0, 0] = IO w_B^\alpha(Y, Z) = \hat{O}(X, Z). \]

So, we have that \( IO w_B^\alpha(X, Z) \leq_{\alpha, \beta} IO w_B^\alpha(Y, Z) \), for all \( X, Y, Z \in L([0, 1]) \), such that \( X < Y \) and \( \bar{X} < \bar{Y} \). Thus, one can conclude that, for all \( X, Y, Z \in L([0, 1]) \), when \( m_{\hat{O}, B}(X, Z) = w(\hat{O}(X, Z)) \) and \( m_{\hat{O}, B}(Y, Z) = B(w(Y), w(Z)) \), then

\[ X \leq_{Pr} Y \Rightarrow IO w_B^\alpha(X, Z) \leq_{\alpha, \beta} IO w_B^\alpha(Y, Z). \]

4) \( m_{\hat{O}, B}(X, Z) = B(w(X), w(Z)) \) and \( m_{\hat{O}, B}(Y, Z) = w(\hat{O}(Y, Z)) \)

It follows that

\[ IO w_B^\alpha(X, Z) = [K_\alpha(\hat{O}(X, Z)) - \alpha \cdot B(w(X), w(Z)), K_\alpha(\hat{O}(X, Z)) + (1 - \alpha) \cdot B(w(X), w(Z))], \]

and

\[ IO w_B^\alpha(Y, Z) = \hat{O}(Y, Z). \]

Now, let us verify all the cases in which \( X \leq_{Pr} Y \) holds:

a) \( \bar{X} = \bar{Y} \) and \( \bar{X} = \bar{Y} \):

We have that \( X = Y \) and \( IO w_B^\alpha(X, Z) = IO w_B^\alpha(Y, Z) \Rightarrow IO w_B^\alpha(X, Z) \leq_{\alpha, \beta} IO w_B^\alpha(Y, Z). \)

b) \( \bar{X} = \bar{Y} \) and \( \bar{X} \neq \bar{Y} \):

When \( \bar{Z} \neq 0 \), from Lemma 4.1, it holds that \( K_\alpha(\hat{O}(X, Z)) < K_\alpha(\hat{O}(Y, Z)) \), since \( O \) is a strict overlap function and \( \alpha \in (0, 1) \). So, as \( K_\alpha(IO w_B^\alpha(X, Z)) = K_\alpha(\hat{O}(X, Z)) \) and \( K_\alpha(IO w_B^\alpha(Y, Z)) = K_\alpha(\hat{O}(Y, Z)) \), we have that

\[ K_\alpha(IO w_B^\alpha(X, Z)) < K_\alpha(IO w_B^\alpha(Y, Z)) \Rightarrow IO w_B^\alpha(X, Z) \leq_{\alpha, \beta} IO w_B^\alpha(Y, Z). \]

If \( Z = 0 \) and \( \bar{Z} \neq 0 \), by \((O2)\), one has that

\[ \hat{O}(X, Z) = [0, O(\bar{X}, \bar{Z})], \]

and

\[ \hat{O}(Y, Z) = [0, O(\bar{Y}, \bar{Z})]. \]

Since \( \bar{X} < \bar{Y} \) and \( O \) is strict, then

\[ K_\alpha(IO w_B^\alpha(X, Z)) = K_\alpha(\hat{O}(X, Z)) < K_\alpha(\hat{O}(Y, Z)) = K_\alpha(IO w_B^\alpha(Y, Z)) \]

\[ \Rightarrow IO w_B^\alpha(X, Z) \leq_{\alpha, \beta} IO w_B^\alpha(Y, Z). \]

If \( Z = 0 \) and \( \bar{Z} = 0 \), then

\[ \hat{O}(X, Z) = IO w_B^\alpha(X, Z) = [0, 0] = IO w_B^\alpha(Y, Z) = \hat{O}(X, Z). \]

So, we have that \( IO w_B^\alpha(X, Z) \leq_{\alpha, \beta} IO w_B^\alpha(Y, Z) \), for all \( X, Y, Z \in L([0, 1]) \), such that \( X = Y \) and \( \bar{X} < \bar{Y} \).

e) \( X < Y \) and \( \bar{X} = \bar{Y} \):

When \( \bar{Z} \neq 0 \) and \( \alpha \neq 1 \), from Lemma 4.1, we have that \( K_\alpha(\hat{O}(X, Z)) < K_\alpha(\hat{O}(Y, Z)) \). So, it holds that

\[ K_\alpha(IO w_B^\alpha(X, Z)) < K_\alpha(IO w_B^\alpha(Y, Z)) \Rightarrow IO w_B^\alpha(X, Z) \leq_{\alpha, \beta} IO w_B^\alpha(Y, Z). \]

If \( Z \neq 0 \) and \( \alpha = 1 \), we have that \( K_\alpha(IO w_B^\alpha(X, Z)) = K_\alpha(IO w_B^\alpha(Y, Z)) \). Moreover, from Equations (A.4) and (A.6):

\[ K_\beta(IO w_B^\alpha(X, Z)) = O(\bar{X}, \bar{Z}) - B(w(X), w(Z)) \]

and
\[ K_\beta(IOw_B^1(Y, Z)) = O(\overline{Y}, \overline{Z}) - w(\widehat{O}(Y, Z)). \]

As \( X < Y \) and \( \overline{X} = \overline{Y} \), we have that \( w(Y) < w(X) \), and thus,
\[ w(\widehat{O}(Y, Z)) \leq B(w(Y), w(Z)) \leq B(w(X), w(Z)), \]
as \( B \) is increasing. So,
\[ K_\beta(IOw_B^1(X, Z)) = O(\overline{X}, \overline{Z}) - w(\widehat{O}(X, Z)) \leq O(\overline{Y}, \overline{Z}) - B(w(Y), w(Z)) = K_\beta(IOw_B^1(Y, Z)). \]

Then,
\[ K_\alpha(IOw_B^\alpha(X, Z)) = K_\alpha(IOw_B^\alpha(Y, Z)) \quad \text{and} \quad K_\beta(IOw_B^\alpha(X, Z)) \leq K_\beta(IOw_B^\alpha(Y, Z)) \]
\[ \Rightarrow IOw_B^\alpha(X, Z) \leq_{\alpha, \beta} IOw_B^\alpha(Y, Z). \]

So, we have that \( IOw_B^\alpha(X, Z) \leq_{\alpha, \beta} IOw_B^\alpha(Y, Z) \), for all \( X, Y, Z \in L([0, 1]) \), such that \( X < Y \) and \( \overline{X} = \overline{Y} \).

**d) \( X < Y \) and \( \overline{X} < \overline{Y} \):**

When \( Z \neq 0 \), from Lemma 4.1, it holds that \( K_\alpha(\widehat{O}(X, Z)) < K_\alpha(\widehat{O}(Y, Z)) \). So, we have that
\[ K_\alpha(IOw_B^\alpha(X, Z)) < K_\alpha(IOw_B^\alpha(Y, Z)) \Rightarrow IOw_B^\alpha(X, Z) \leq_{\alpha, \beta} IOw_B^\alpha(Y, Z). \]

If \( Z = 0 \) and \( \overline{Z} \neq 0 \), by (O2), one has that
\[ \widehat{O}(X, Z) = [0, O(\overline{X}, \overline{Z})], \]
and
\[ \widehat{O}(Y, Z) = [0, O(\overline{Y}, \overline{Z})]. \]

Since \( \overline{X} < \overline{Y} \) and \( O \) is strict, then
\[ K_\alpha(IOw_B^\alpha(X, Z)) = K_\alpha(\widehat{O}(X, Z)) < K_\alpha(\widehat{O}(Y, Z)) = K_\alpha(IOw_B^\alpha(Y, Z)) \]
\[ \Rightarrow IOw_B^\alpha(X, Z) \leq_{\alpha, \beta} IOw_B^\alpha(Y, Z). \]

If \( Z = 0 \) and \( \overline{Z} = 0 \), then
\[ \widehat{O}(X, Z) = IOw_B^\alpha(X, Z) = [0, 0] = IOw_B^\alpha(Y, Z) = \widehat{O}(X, Z). \]

So, we have that \( IOw_B^\alpha(X, Z) \leq_{\alpha, \beta} IOw_B^\alpha(Y, Z) \), for all \( X, Y, Z \in L([0, 1]) \), such that \( X < Y \) and \( \overline{X} < \overline{Y} \). Thus, one can conclude that, for all \( X, Y, Z \in L([0, 1]) \), when \( m_{\widehat{O}, B}(X, Z) = B(w(X), w(Z)) \) and \( m_{\widehat{O}, B}(Y, Z) = w(\widehat{O}(Y, Z)) \), then
\[ X \leq_{Pr} Y \Rightarrow IOw_B^\alpha(X, Z) \leq_{\alpha, \beta} IOw_B^\alpha(Y, Z). \]

As verified for all possible scenarios, it holds that \( IOw_B^\alpha \) is \((\leq_{Pr}, \leq_{\alpha, \beta})\)-increasing, for all \( \alpha, \beta \in [0, 1] \) such that \( \alpha \neq \beta \).

\[(IOw5)\]
\[ w(IOw_B^\alpha(X, Y)) = K_\alpha(\widehat{O}(X, Y)) + (1 - \alpha) \cdot m_{\widehat{O}, B}(X, Y) - (K_\alpha(\widehat{O}(X, Y)) - \alpha \cdot m_{\widehat{O}, B}(X, Y)) \]
\[ = m_{\widehat{O}, B}(X, Y) \]
\[ = \min\{w(\widehat{O}(X, Y)), B(w(X), w(Y))\} \]
\[ \leq B(w(X), w(Y)). \]

Then, it holds that \( IOw_B^\alpha \) is width-limited by \( B \) for all \( \alpha \in [0, 1] \). \( \square \)
Appendix B. Proof of Theorem 4.2

Proof. Consider a commutative, increasing and conjunctive function \( B : [0, 1]^2 \rightarrow [0, 1] \), a strict overlap function \( O : [0, 1]^2 \rightarrow [0, 1] \) and let \( \alpha \in (0, 1) \), \( \beta \in [0, 1] \) such that \( \alpha \neq \beta \). Observe that, for all \( X, Y \in L([0, 1]) \):

(i) \( K_\alpha(IOw_B^\alpha(X, Y)) = O(K_\alpha(X), K_\alpha(Y)) \);
(ii) \( w(IOw_B^\alpha(X, Y)) = \theta = B(B(w(X), w(Y)), B(O(K_\alpha(X), K_\alpha(Y)), 1 - O(K_\alpha(X), K_\alpha(Y)))) \).

So, it is clear that \( IOw_B^\alpha \) is well defined. Now, let us verify if \( IOw_B^\alpha \) respects conditions (IOw1)-(IOw5) from Definition 4.2.

(IOw1) Immediate, as \( O \) and \( B \) are commutative;

(IOw2) \((\Rightarrow)\) Take \( X, Y \in L([0, 1]) \) and suppose that \( IOw_B^\alpha(X, Y) = [0, 0] \). Then, by (i), we have that

\[
K_\alpha(IOw_B^\alpha(X, Y)) = K_\alpha([0, 0]) = 0 = O(K_\alpha(X), K_\alpha(Y)),
\]

since \( \alpha \in (0, 1) \). Thus, by condition (O2), either \( K_\alpha(X) = 0 \) or \( K_\alpha(Y) = 0 \), and, therefore, \( X \cdot Y = [0, 0] \);

\((\Leftarrow)\) Consider \( X, Y \in L([0, 1]) \) such that \( X \cdot Y = [0, 0] \). So, \( K_\alpha(X) \cdot K_\alpha(Y) = 0 \), since \( \alpha \in (0, 1) \). Then, by (i) and (O2), one has that \( K_\alpha(IOw_B^\alpha(X, Y)) = O(K_\alpha(X), K_\alpha(Y)) = 0 \), meaning that \( IOw_B^\alpha(X, Y) = [0, 0] \);

(IOw3) \((\Rightarrow)\) Take \( X, Y \in L([0, 1]) \) such that \( IOw_B^\alpha(X, Y) = [1, 1] \). Then, by (i), one has that

\[
K_\alpha(IOw_B^\alpha(X, Y)) = K_\alpha([1, 1]) = 1 = O(K_\alpha(X), K_\alpha(Y)).
\]

By (O3), \( K_\alpha(X) \cdot K_\alpha(Y) = 1 \), since \( \alpha \in (0, 1) \), meaning that \( X \cdot Y = [1, 1] \);

\((\Leftarrow)\) Consider \( X, Y \in L([0, 1]) \) such that \( X \cdot Y = [1, 1] \). So, \( K_\alpha(X) \cdot K_\alpha(Y) = 1 \), since \( \alpha \in (0, 1) \). Then, by (i) and (O3), one has that \( K_\alpha(IOw_B^\alpha(X, Y)) = O(K_\alpha(X), K_\alpha(Y)) = 1 \), meaning that \( IOw_B^\alpha(X, Y) = [1, 1] \);

(IOw4) Consider \( X, Y, Z \in L([0, 1]) \) such that \( X \preceq_{\alpha, \beta} Y \) with \( \alpha \in (0, 1) \), \( \beta \in [0, 1] \), \( \alpha \neq \beta \). By Lemma 2.1, it is sufficient to consider the cases \( \beta = 0 \) and \( \beta = 1 \). First, for \( X \prec_{\alpha, \beta} Y \) and \( \beta = 0 \) we have the following possibilities:

1) \( X \prec_{\alpha, 0} Y \) and \( K_\alpha(Z) = 0 \). Then, \( O(K_\alpha(X), K_\alpha(Z)) = 0 = O(K_\alpha(Y), K_\alpha(Z)) \), and, therefore, since \( \alpha \neq 0 \), by (i) it holds that \( IOw_B^\alpha(X, Z) = IOw_B^\alpha(Y, Z) = [0, 0] \);
2) \( X \prec_{\alpha, 0} Y \) and \( K_\alpha(Z) > 0 \). Here, we have the following possibilities:
   a) \( K_\alpha(X) < K_\alpha(Y) \). Since \( O \) is strict, by (O4), one has that \( O(K_\alpha(X), K_\alpha(Z)) < O(K_\alpha(Y), K_\alpha(Z)) \), and, thus, by (i) it follows that \( IOw_B^\alpha(X, Z) <_{\alpha, 0} IOw_B^\alpha(Y, Z) \);
   b) \( K_\alpha(X) = K_\alpha(Y) \) and \( K_{\beta=0}(X) < K_{\beta=0}(Y) \). Then, \( X < Y \leq \overline{Y} < \overline{X} \), meaning that \( w(X) > w(Y) \). So, by (i),

\[
K_\alpha(IOw_B^\alpha(X, Z)) = O(K_\alpha(X), K_\alpha(Z)) = O(K_\alpha(Y), K_\alpha(Z)) = K_\alpha(IOw_B^\alpha(Y, Z)),
\]

and

\[
K_{\beta=0}(IOw_B^\alpha(X, Z)) = K_{\beta=0}(IOw_B^\alpha(Y, Z)) - \alpha \cdot w(IOw_B^\alpha(X, Z)) \text{ by Equation (8)}
\]

\[
= K_\alpha(IOw_B^\alpha(X, Z)) - \alpha \cdot B(B(w(X), w(Z)), B(O(K_\alpha(X), K_\alpha(Z)), 1 - O(K_\alpha(X), K_\alpha(Z))))
\]

\[
\leq K_\alpha(IOw_B^\alpha(Y, Z)) - \alpha \cdot B(B(w(Y), w(Z)), B(O(K_\alpha(Y), K_\alpha(Z)), 1 - O(K_\alpha(Y), K_\alpha(Z))))
\]

\[
= K_{\beta=0}(IOw_B^\alpha(Y, Z)),
\]

as \( B \) is increasing. Therefore, \( IOw_B^\alpha(X, Z) \leq_{\alpha, 0} IOw_B^\alpha(Y, Z) \).
When $X = Y$, it is immediate that $I O w_B^\alpha(X, Z) = I O w_B^\alpha(Y, Z)$. Then, for $\beta = 0$ it holds that

$$I O w_B^\alpha(X, Z) \leq_{a,0} I O w_B^\alpha(Y, Z).$$

The proof for $\beta = 1$ can be obtained analogously.

\((\text{IOw5})\) By (ii), since $B$ is conjunctive, it holds that

$$w(I O w_B^\alpha(X, Y)) = \theta = B(B(w(Y), w(Z)), B(O(K_\alpha(Y), K_\alpha(Z))), 1 - O(K_\alpha(Y)) \leq B(w(X), w(Y)).$$

Then, it holds that $I O w_B^\alpha$ is width-limited by $B$ for all $\alpha \in (0, 1)$. □

Appendix C. Proof of Theorem 4.4

**Proof.** Consider a commutative aggregation function $B : [0, 1]^2 \rightarrow [0, 1]$, a strict overlap function $O : [0, 1]^2 \rightarrow [0, 1]$ and let $\alpha \in (0, 1)$ and $\beta \in [0, 1]$ such that $\alpha \neq \beta$. Observe that it is immediate that $I O w_B^\alpha$ is well defined. In fact, considering that $I O w_B^\alpha(X, Y) = R$, one has that $w(R) = m_{IF_{O,B}}^\alpha(X, Y)$ which, by Definition 4.3, is uniquely defined for the pair $(IF_{O,B}, B)$. As $K_{\alpha}(R) = O(K_{\alpha}(X), K_{\alpha}(Y))$, then, it follows that $R = K_{\alpha}(R) - \alpha \cdot w(R)$ and $\bar{R} = K_{\alpha}(R) + (1 - \alpha) \cdot w(R)$.

Now, let us verify if $I O w_B^\alpha$ respects conditions (IOw1)-(IOw5) from Definition 4.2.

\((\text{IOw1})\) Observe that, since $O$ and $B$ are commutative, then $IF_{O,B}^\alpha$ is commutative, as well as $m_{IF_{O,B}}^\alpha$. Then, it is immediate that $I O w_B^\alpha$ is commutative;

\((\text{IOw2})\) $(\Rightarrow)$ Take $X, Y \in L([0, 1])$ and suppose that $I O w_B^\alpha(X, Y) = R = [0, 0]$. Then, by (i), we have that

$$K_{\alpha}(R) = K_{\alpha}([0, 0]) = 0 = O(K_{\alpha}(X), K_{\alpha}(Y)),$$

since $\alpha \in (0, 1)$. Thus, by condition (O2), either $K_{\alpha}(X) = 0$ or $K_{\alpha}(Y) = 0$, and, therefore, $X \cdot Y = [0, 0]$;

$(\Leftarrow)$ Consider $X, Y \in L([0, 1])$ such that $X \cdot Y = [0, 0]$. So, $K_{\alpha}(X) \cdot K_{\alpha}(Y) = 0$, since $\alpha \in (0, 1)$. Then, by (i) and (O2), one has that

$$K_{\alpha}(R) = O(K_{\alpha}(X), K_{\alpha}(Y)) = 0,$$

meaning that $I O w_B^\alpha(X, Y) = R = [0, 0]$;

\((\text{IOw3})\) $(\Rightarrow)$ Take $X, Y \in L([0, 1])$ such that $I O w_B^\alpha(X, Y) = R = [1, 1]$. Then, by (i), one has that

$$K_{\alpha}(R) = K_{\alpha}([1, 1]) = 1 = O(K_{\alpha}(X), K_{\alpha}(Y)).$$

By (O3), $K_{\alpha}(X) \cdot K_{\alpha}(Y) = 1$, since $\alpha \in (0, 1)$, meaning that $X \cdot Y = [1, 1]$;

$(\Leftarrow)$ Consider $X, Y \in L([0, 1])$ such that $X \cdot Y = [1, 1]$. So, $K_{\alpha}(X) \cdot K_{\alpha}(Y) = 1$, since $\alpha \in (0, 1)$. Then, by (i) and (O3), one has that

$$K_{\alpha}(R) = O(K_{\alpha}(X), K_{\alpha}(Y)) = 1,$$

meaning that $I O w_B^\alpha(X, Y) = R = [1, 1]$;

\((\text{IOw4})\) Consider $X, Y, Z \in L([0, 1])$ such that $X \leq_{a,\beta} Y$ with $\alpha \in (0, 1)$, $\beta \in [0, 1]$, such that $\alpha \neq \beta$. By Lemma 2.1, it is sufficient to consider the cases $\beta = 0$ and $\beta = 1$. First, for $X <_{a,\beta} Y$ and $\beta = 0$ we have the following possibilities:

1) $X <_{a,0} Y$ and $K_{\alpha}(Z) = 0$. Then, $O(K_{\alpha}(X), K_{\alpha}(Z)) = 0 = O(K_{\alpha}(Y), K_{\alpha}(Z))$, and, therefore, since $\alpha \neq 0$, by (i) it holds that $I O w_B^\alpha(X, Z) = [0, 0] = I O w_B^\alpha(Y, Z);$
2) \( X \leq Y = a, 0 \) and \( K_{a}(Z) > 0. \) Here, we have the following possibilities:
   a) \( K_{a}(X) < K_{a}(Y). \) Since \( O \) is strict, by (O4), one has that \( O(K_{a}(X), K_{a}(Z)) < O(K_{a}(Y), K_{a}(Z)) \), and, thus, by (i) it follows that \( IOw_{B}^{a}(X, Z) \leq_{a, 0} IOw_{B}^{a}(Y, Z) \);
   b) \( K_{a}(X) = K_{a}(Y) \) and \( K_{\beta} =_{0} K_{\beta} =_{0} Y. \) Then, \( X < Y \leq Y < Y \), meaning that \( w(X) > w(Y) \) and, therefore, by Definition 4.4, \( \lambda_{a}(X) > \lambda_{a}(Y). \) So, by (i),
   \[
   K_{a}(IOw_{B}^{a}(X, Z)) = O(K_{a}(X), K_{a}(Z)) = O(K_{a}(Y), K_{a}(Z)) = K_{a}(IOw_{B}^{a}(Y, Z))
   \]
   and
   \[
   K_{\beta} =_{0}(IOw_{B}^{a}(X, Z)) = K_{a}(IOw_{B}^{a}(X, Z)) < \alpha \cdot w(IOw_{B}^{a}(X, Z)) \]
   by Equation (8)
   \[
   = K_{a}(IOw_{B}^{a}(X, Z)) - \alpha \cdot m_{INF_{0, B}}(Z, Z) \]
   by (ii)
   \[
   = K_{a}(IOw_{B}^{a}(X, Z)) - \alpha \cdot \min(B(w(X), w(Z)), B(\lambda_{a}(X), \lambda_{a}(Z)) \cdot d_{a}(K_{a}(IOw_{B}^{a}(X, Z)))) \]
   by Definition 4.3
   \[
   \leq K_{a}(IOw_{B}^{a}(Y, Z)) - \alpha \cdot \min(B(w(Y), w(Z)), B(\lambda_{a}(Y), \lambda_{a}(Z)) \cdot d_{a}(K_{a}(IOw_{B}^{a}(Y, Z)))) \]
   \[
   = K_{a}(IOw_{B}^{a}(Y, Z)) - \alpha \cdot m_{INF_{0, B}}(Y, Z) \]
   by Definition 4.3
   \[
   = K_{\beta} =_{0}(IOw_{B}^{a}(Y, Z)),
   \]
   as \( B \) is increasing. Therefore, \( IOw_{B}^{a}(X, Z) \leq_{a, 0} IOw_{B}^{a}(Y, Z) \).

When \( X = Y \), it is immediate that \( IOw_{B}^{a}(X, Z) = IOw_{B}^{a}(Y, Z) \). Then, for \( \beta = 0 \) it holds that
   \[
   IOw_{B}^{a}(X, Z) \leq_{a, 0} IOw_{B}^{a}(Y, Z).
   \]

The proof for \( \beta = 1 \) can be obtained analogously.

**References**

[1] M. Grabisch, J. Marichal, R. Mesiar, E. Pap, Aggregation Functions, Cambridge University Press, Cambridge, 2009.
[2] G. Beliakov, H. Bustince, T. Calvo, A Practical Guide to Averaging Functions, Springer, Berlin, New York, 2016.
[3] H. Bustince, J. Fernandez, R. Mesiar, J. Montero, R. Orduna, Overlap functions, Nonlinear Anal., Theory Methods Appl. 72 (3–4) (2010) 1488–1499.
[4] A. Jurio, H. Bustince, M. Pagola, A. Pradera, R. Yager, Some properties of overlap and grouping functions and their application to image thresholding, Fuzzy Sets Syst. 229 (2013) 69–90, https://doi.org/10.1016/j.fss.2012.10.009.
[5] H. Bustince, R. Mesiar, G. Dimuro, J. Fernandez, B. Bedregal, The evolution of the notion of overlap functions, in: M.-J. Lesot, C. Marsala (Eds.), Fuzzy Approaches for Soft Computing and Approximate Reasoning: Theories and Applications: Dedicated to Bernadette Bouchon-Meunier, Springer International Publishing, Cham, 2021, pp. 21–29.
[6] G.P. Dimuro, B. Bedregal, J. Fernandez, M. Sesma-Sara, J.M. Pintor, H. Bustince, The law of O-conditionality for fuzzy implications constructed from overlap and grouping functions, Int. J. Approx. Reason. 105 (2019) 27–48, https://doi.org/10.1016/j.ijar.2018.11.006.
[7] G.P. Dimuro, B. Bedregal, On residual implications derived from overlap functions, Inf. Sci. 312 (2015) 78–88, https://doi.org/10.1016/j.ins.2015.03.049.
[8] G.P. Dimuro, J. Fernández, B. Bedregal, R. Mesiar, J.A. Sanz, G. Lucca, H. Bustince, The state-of-art of the generalizations of the Choquet integral: from aggregation and pre-aggregation to ordered directionally monotone functions, Inf. Fusion 57 (2020) 27–43, https://doi.org/10.1016/j.infus.2019.10.005.
[9] G.P. Dimuro, G. Lucca, B. Bedregal, R. Mesiar, J.A. Sanz, C.-T. Lin, H. Bustince, Generalized CF1F2-integrals: from Choquet-like aggregation to ordered directionally monotone functions, Fuzzy Sets Syst. 378 (2020) 44–67, https://doi.org/10.1016/j.fss.2019.01.009.
[10] G. Lucca, J.A. Sanz, G.P. Dimuro, B. Bedregal, H. Bustince, R. Mesiar, CF-integrals: a new family of pre-aggregation functions with application to fuzzy rule-based classification systems, Inf. Sci. 435 (2018) 94–110, https://doi.org/10.1016/j.ins.2017.12.029.
[11] M. Elkano, M. Galar, J.A. Sanz, P.F. Schiavo, S. Pereira, G.P. Dimuro, E.N. Borges, H. Bustince, Consensus via penalty functions for decision making in ensembles in fuzzy rule-based classification systems, Appl. Soft Comput. 67 (2018) 728–740, https://doi.org/10.1016/j.asoc.2017.05.050.

[12] D.H. Nolasco, F.B. Costa, E.S. Palmeira, D.K. Alves, B.R. Bedregal, T.O. Rocha, R.L. Ribeiro, J.C. Silva, Wavelet-fuzzy power quality diagnosis system with inference method based on overlap functions: case study in an AC microgrid, Eng. Appl. Artif. Intell. 85 (2019) 284–294, https://doi.org/10.1016/j.engappai.2019.05.016.

[13] S. Garcia-Jimenez, A. Jurio, M. Pagola, L.D. Miguel, E. Barrenechea, H. Bustince, Forest fire detection: a fuzzy system approach based on overlap indices, Appl. Soft Comput. 52 (2017) 834–842, https://doi.org/10.1016/j.asoc.2016.09.041.

[14] J.M. Mendel, Computing with words and its relationships with fuzzistics, Inf. Sci. 177 (4) (2007) 988–1006, https://doi.org/10.1016/j.ins.2006.06.008.

[15] I. Grattan-Guinness, Fuzzy membership mapped onto interval and many-valued quantities, Z. Math. Log. Grundl. Math. 22 (1) (1976) 149–160.

[16] L.A. Zadeh, The concept of a linguistic variable and its application to approximate reasoning - I, Inf. Sci. 8 (3) (1975) 199–249.

[17] B.C. Bedregal, G.P. Dimuro, R.H.N. Santiago, R.H.S. Reiser, On interval fuzzy S-implications, Inf. Sci. 180 (8) (2010) 1373–1389, https://doi.org/10.1016/j.ins.2009.11.035.

[18] G.P. Dimuro, B.C. Bedregal, R.H.N. Santiago, R.H.S. Reiser, Interval additive generators of interval t-norms and interval t-conorms, Inf. Sci. 181 (18) (2011) 3898–3916, https://doi.org/10.1016/j.ins.2011.05.003.

[19] J. Sanz, A. Fernandez, H. Bustince, F. Herrera, A genetic tuning to improve the performance of fuzzy rule-based classification systems with interval-valued fuzzy sets: degree of ignorance and lateral position, Int. J. Approx. Reason. 52 (6) (2011) 751–766, https://doi.org/10.1016/j.ijar.2011.01.011.

[20] J.A. Sanz, M. Galar, A. Jurio, A. Brugos, M. Pagola, H. Bustince, Medical diagnosis of cardiovascular diseases using an interval-valued fuzzy rule-based classification system, Appl. Soft Comput. 20 (2014) 103–111.

[21] T.C. Asmus, G.P. Dimuro, B. Bedregal, J.A. Sanz, S. Pereira Jr., H. Bustince, General interval-valued overlap functions and interval-valued overlap indices, Inf. Sci. 527 (2020) 27–50, https://doi.org/10.1016/j.ins.2020.03.091.

[22] M. Galar, J. Fernandez, G. Beliakov, H. Bustince, Interval-valued fuzzy sets applied to stereo matching of color images, IEEE Trans. Image Process. 20 (7) (2011) 1949–1961.

[23] T.C. Asmus, G.P. Dimuro, B. Bedregal, On two-player interval-valued fuzzy Bayesian games, Int. J. Intell. Syst. 32 (6) (2017) 557–596, https://doi.org/10.1002/int.21857.

[24] F. Kutlu Gündoğdu, C. Kahraman, A novel fuzzy TOPSIS method using emerging interval-valued spherical fuzzy sets, Eng. Appl. Artif. Intell. 85 (2019) 307–323, https://doi.org/10.1016/j.engappai.2019.06.003.

[25] L.M. Rodríguez, G.P. Dimuro, D.T. Franco, J.C. Fachinello, A system based on interval fuzzy approach to predict the appearance of pests in agriculture, in: Proceedings of the 2013 Joint IFSA World Congress and NAIPS Annual Meeting (IFSA/NAIPS), IEEE, Los Alamitos, 2003, pp. 1262–1267.

[26] K. Hu, Q. Tan, T. Zhang, S. Wang, Assessing technology portfolios of clean energy-driven desalination-irrigation systems with interval-valued intuitionistic fuzzy sets, Renew. Sustain. Energy Rev. 132 (2020) 109950, https://doi.org/10.1016/j.rser.2020.109950.

[27] L.T. Ngo, T.H. Dang, W. Pedrycz, Towards interval-valued fuzzy set-based collaborative fuzzy clustering algorithms, Pattern Recognit. 81 (2018) 404–416, https://doi.org/10.1016/j.patcog.2018.04.006.

[28] J.-L. Marichal, Aggregation of interacting criteria by means of the discrete Choquet integral, in: T. Calvo, G. Mayor, R. Mesiar (Eds.), Aggregation Operators, in: Studies in Fuzziness and Soft Computing, vol. 97, Physica-Verlag HD, 2002, pp. 224–244.

[29] J. Qiao, B.Q. Hu, On interval additive generators of interval overlap functions and interval groupings functions, Fuzzy Sets Syst. 323 (2017) 19–55, https://doi.org/10.1016/j.fss.2017.03.007.

[30] B. Bedregal, H. Bustince, E. Palmeira, G. Dimuro, J. Fernandez, Generalized interval-valued OWA operators with interval weights derived from interval-valued overlap functions, Int. J. Approx. Reason. 90 (2017) 1–16, https://doi.org/10.1016/j.ijar.2017.07.001.

[31] G. Dimuro, B. Bedregal, R. Reiser, R. Santiago, Interval additive generators of interval t-norms, in: Lecture Notes in Computer Science, LNAI, vol. 5110, Springer, Berlin, 2008, pp. 123–135.

[32] R.E. Moore, R.B. Kearfott, M.J. Cloud, Introduction to Interval Analysis, SIAM, Philadelphia, 2009.

[33] P.C. Fishburn, Interval graphs and interval orders, Discrete Math. 55 (2) (1985) 135–149, https://doi.org/10.1016/0012-365X(85)90042-1.

[34] H. Bustince, J. Fernandez, A. Kolesárová, R. Mesiar, Generation of linear orders for intervals by means of aggregation functions, Fuzzy Sets Syst. 220 (2013) 69–77, https://doi.org/10.1016/j.fss.2012.07.015.

[35] G.P. Dimuro, A.C.R. Costa, D.M. Claudio, A coherence space of rational intervals for a construction of IR, Reliab. Comput. 6 (2) (2000) 139–178, https://doi.org/10.1023/A:100991312201.

[36] A. Stollenberg-Hansen, I. Lindström, E.B. Griffor, Mathematical Theory of Domains, Cambridge Tracts in Theoretical Computer Science, vol. 22, Cambridge University Press, Cambridge, 1994.

[37] L. Hurwicz, The generalised Bayes Minimax principle. A criterion for decision making under uncertainty, Cowles Commission Discussion Paper 355, 1951.

[38] H. Bustince, C. Marco-Detchart, J. Fernandez, C. Wagner, J. Garibaldi, Z. Takač, Similarity between interval-valued fuzzy sets taking into account the width of the intervals and admissible orders, in: Similarity, Orders, Metrics, Fuzzy Sets Syst. 390 (2020) 23–47, https://doi.org/10.1016/j.fss.2019.04.002.

[39] X. Cheng, S. Wan, J. Dong, L. Martínez, New decision-making methods with interval reciprocal preference relations: a new admissible order relation of intervals, Inf. Sci. 569 (2021) 400–429, https://doi.org/10.1016/j.ins.2021.03.053.

[40] T.C. Asmus, J.A. Sanz, G. Pereira Dimuro, B. Bedregal, J. Fernandez, H. Bustince, N-dimensional admissibly ordered interval-valued overlap functions and its influence in interval-valued fuzzy rule-based classification systems, IEEE Trans. Fuzzy Syst. (2021), https://doi.org/10.1109/TFUZZ.2021.3052342, in press (early access).
T. da Cruz Asmus, G. Pereira Dimuro, B. Bedregal et al.

Fuzzy Sets and Systems ••• (2020) •••–•••

[41] J. Sanz, A. Fernández, H. Bustince, F. Herrera, IVTURS: a linguistic fuzzy rule-based classification system based on a new interval-valued fuzzy reasoning method with tuning and rule selection, IEEE Trans. Fuzzy Syst. 21 (3) (2013) 399–411, https://doi.org/10.1109/TFUZZ.2013.2243153.

[42] L. Chen, M. Guo, Y. Li, L. Liang, A. Salo, Efficiency intervals, rank intervals and dominance relations of decision-making units with fixed-sum outputs, Eur. J. Oper. Res. 292 (1) (2021) 238–249, https://doi.org/10.1016/j.ejor.2020.10.024.

[43] J. Lan, H. Zou, M. Hu, Dominance degrees for intervals and their application in multiple attribute decision-making, in: Games and Decisions, Fuzzy Syst. Sets 383 (2020) 146–164, https://doi.org/10.1016/j.fss.2019.07.001.

[44] E.P. Klement, R. Mesiar, E. Pap, Triangular Norms, Kluwer Academic Publisher, Dordrecht, 2000.

[45] E.P. Klement, M. Manzi, R. Mesiar, Ultramodular aggregation functions, Inf. Sci. 181 (19) (2011) 4101–4111, https://doi.org/10.1016/j.ins.2011.05.021.

[46] B.C. Bedregal, G.P. Dimuro, H. Bustince, E. Barrenechea, New results on overlap and grouping functions, Inf. Sci. 249 (2013) 148–170, https://doi.org/10.1016/j.ins.2013.05.004.

[47] G.P. Dimuro, B. Bedregal, Archimedean overlap functions: the ordinal sum and the cancellation, idempotency and limiting properties, Fuzzy Sets Syst. 252 (2014) 39–54, https://doi.org/10.1016/j.fss.2014.04.008.

[48] G.P. Dimuro, B. Bedregal, H. Bustince, M.J. Asián, R. Mesiar, On additive generators of overlap functions, Fuzzy Sets Syst. 287 (2016) 76–96, https://doi.org/10.1016/j.fss.2015.02.008.

[49] G.P. Dimuro, B. Bedregal, H. Bustince, R. Mesiar, M.J. Asián, On additive generators of grouping functions, in: A. Laurent, O. Strauss, B. Bouchon-Meunier, R.R. Yager (Eds.), Information Processing and Management of Uncertainty in Knowledge-Based Systems, in: Communications in Computer and Information Science, vol. 444, Springer International Publishing, 2014, pp. 252–261.

[50] J. Qiao, B.Q. Hu, On multiplicative generators of overlap and grouping functions, Fuzzy Sets Syst. 332 (2018) 1–24, https://doi.org/10.1016/j.fss.2016.11.010.

[51] J. Qiao, B.Q. Hu, On the migrativity of uninorms and nullnorms over overlap and grouping functions, Fuzzy Sets Syst. 346 (2018) 1–54, https://doi.org/10.1016/j.fss.2017.01.012.

[52] J. Qiao, B.Q. Hu, On generalized migrativity property for overlap functions, Fuzzy Sets Syst. 357 (2019) 91–116, https://doi.org/10.1016/j.fss.2018.01.007.

[53] G.P. Dimuro, B. Bedregal, H. Bustince, A. Jurio, M. Baczyński, K. Miś, QL-operations and QL-implication functions constructed from tuples (O.G.N) and the generation of fuzzy subsemid and entropy measures, Int. J. Approx. Reason. 82 (2017) 170–192.

[54] G.P. Dimuro, B. Bedregal, R.H.N. Santiago, On (G, N)-implications derived from grouping functions, Inf. Sci. 279 (2014) 1–17, https://doi.org/10.1016/j.ins.2014.04.021.

[55] J. Qiao, B.Q. Hu, On the distributive laws of fuzzy implication functions over additively generated overlap and grouping functions, IEEE Trans. Fuzzy Syst. 26 (4) (2018) 2421–2433, https://doi.org/10.1109/TFUZZ.2017.2776861.

[56] D. Gómez, J.T. Rodríguez, J. Montero, H. Bustince, E. Barrenechea, n-Dimensional overlap functions, Fuzzy Sets Syst. 287 (2016) 57–75, https://doi.org/10.1016/j.fss.2014.11.023.

[57] L. De Miguel, D. Gómez, J.T. Rodríguez, J. Montero, H. Bustince, G.P. Dimuro, J.A. Sanz, General overlap functions, Fuzzy Sets Syst. 372 (2019) 81–96, https://doi.org/10.1016/j.fss.2018.08.003.

[58] Z. Xu, R.R. Yager, Some geometric aggregation operators based on intuitionistic fuzzy sets, Int. J. Gen. Syst. 35 (4) (2006) 417–433, https://doi.org/10.1080/03081070600574353.

[59] M. Elkan, M. Galar, J. Sanz, H. Bustince, Fuzzy rule-based classification systems for multi-class problems using binary decomposition strategies: on the influence of n-dimensional overlap functions in the fuzzy reasoning method, Inf. Sci. 332 (2016) 94–114.

[60] M. Elkan, M. Galar, J. Sanz, A. Fernández, E. Barrenechea, F. Herrera, H. Bustince, Enhancing multi-class classification in FARC-HD fuzzy classifier: on the synergy between n-dimensional overlap functions and decomposition strategies, IEEE Trans. Fuzzy Syst. 23 (5) (2015) 1562–1580.