A Neural Network-Based Rain Effect Correction Method for HY-2A Scatterometer Backscatter Measurements
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Abstract: The backscattering coefficients measured by Ku-band scatterometers are strongly affected by rainfall, resulting in a systematic error in sea surface wind field retrieval. In rainy conditions, the radar signals are subject to absorption by the raindrops in their round-trip propagation through the atmosphere, while the backscatter of raindrops raises the echo energy. In addition, raindrops give rise to roughness by impinging the ocean surface, resulting in an increase in the echo energy measured by a scatterometer. Under moderate wind conditions, the comprehensive impact of rainfall causes the wind speeds retrieved by the scatterometer to be higher than their actual values. The HY-2A scatterometer is a Ku-band, pencil-beam, conically scanning scatterometer. To correct the systematic error of the HY-2A scatterometer measurement in rainy conditions, a neural network model is proposed according to the characteristics of the backscatter coefficients measured by the HY-2A scatterometer in the presence of rain. With the neural network, the wind fields of the European Centre for Medium-range Weather Forecasts (ECMWF) reanalysis data were used as the reference to correct the deviation in backscatter coefficients measured by the HY-2A scatterometer in rainy conditions, and the accuracy in wind speeds retrieved using the corrected backscatter coefficients was significantly improved. Compared with the cases of wind retrieval without rain effect correction, the wind speeds retrieved from the corrected backscatter coefficients by the neural network show a much lower systematic deviation, which indicates that the neural network can effectively remove the systematic deviation in the backscatter coefficients and the retrieved wind speeds caused by rain.
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1. Introduction

The upper ocean dynamic environment is closely related to sea surface wind. Conventional sea surface wind measurement platforms, such as ships, marine buoys, and stations, all have deficiencies either in spatial coverage or in measurement accuracy, while satellite-borne scatterometers have a great advantage in obtaining large-scale, synchronous ocean surface winds. Generally, the operation wavelengths of the launched satellite-borne scatterometers is mainly in C (5.3 GHz) and Ku (13.5 GHz) bands. In 1978, the first satellite-borne scatterometer, named SASS (SeaSat Scatterometer), was successfully launched onboard the SeaSAT-A satellite and operated in the Ku-band. Afterwards, NASA (National Aeronautics and Space Administration) launched several more Ku-band scatterometers, including NSCAT, SeaWinds, and QuikScat. The typical representatives of the C-band satellite-borne scatterometers mainly include the AMI and ASCAT series, launched by the European
Space Agency (ESA) and operated by the European Organisation for the Exploitation of Meteorological Satellites (EUMETSAT). The HY-2A scatterometer is the first operational space-borne scatterometer in China, and it is a Ku-band, pencil-beam, conically scanning scatterometer onboard the HY-2A satellite, an ocean dynamic remote sensing satellite, launched in August 2011.

The scatterometer makes it possible to acquire the sea surface wind through a quantitative relationship, which correlates the sea surface wind with the normalized radar backscatter cross section, also known as the backscatter coefficient ($\sigma^0$). In scatterometry, such a relationship is termed the geophysical model function (GMF), which relates the radar backscatter coefficient to sea surface wind and radar parameters including incidence angle, azimuth angle, polarization, etc. The principle of wind field inversion is based on finding the wind speed and direction in the GMF, which are closest to the measured values of the backscatter coefficient. The main and most concerning problems in the process of measuring wind with a scatterometer include the GMF, the wind vector retrieval algorithm and the ambiguity or false solution removal. A geophysical model function for the X-band, based on a physical mechanism, was first proposed by Wright in 1966 [1]. Since then, many scholars have attempted to establish theoretical GMFs for microwave scatterometers. Due to insufficient knowledge of the interactive mechanism between microwaves and ocean wind, the theoretical analysis model based on physical mechanisms is incomplete and not sufficiently accurate for wind vector retrieval. Thus, semi-analytical models are more widely used in operational wind retrieval [2]. A semi-analytical model is a kind of GMF in which a functional relationship among the parameters is assumed and the model coefficients are determined by fitting methods. In practice, the measured wind data or numerical weather forecast wind data associated with the collocated radar backscatter coefficient data are usually used as input to establish a semi-analytical model. According to different radar instruments, researchers have established multiple semi-analytical GMFs, such as SASS-1, NSCAT-1, NSCAT-2, QSCAT-1, Ku-2001, and Ku-2011 for the Ku band and CMOD4, CMOD-IFR2, CMOD5, and CMOD7 for the C band [3–5]. The nonlinear characteristics of GMF make it difficult to directly calculate wind vector solutions from backscatter coefficients, and instrument noise also has an impact on wind retrieval from scatterometers. Aiming at the abovementioned problems, researchers have proposed a variety of scatterometer wind retrieval algorithms, such as the sum of squares (SOS) algorithm and the maximum likelihood estimation (MLE) method. The MLE method is deemed an optimal algorithm due to its high performance and independence of GMF in the sea surface wind inversion of scatterometers [6]. In scatterometer wind inversion, multiple wind vector solutions are usually obtained for a wind vector cell (WVC), so an ambiguity removal procedure is needed to determine the unique wind field. Because the process of ambiguity removal should make best use of the information of the scatterometer data itself, the circular median filter algorithm is generally applied to remove the multiple ambiguities. The means of the wind field initialization before filtering determines the effect of the ambiguity removal. Researchers proposed choosing the solution with the maximum probability (the most likely solution) or the solution closest to the model predicted wind vector as the initial wind vector for each WVC [7,8]. Lin et al. proposed a multiple solution removal method for the SASS scatterometer and improved the performance of ambiguity removal in SASS data processing [9].

The microwave scatterometer can measure the backscatter coefficients under varied weather conditions. The backscatter coefficients measured by the scatterometer have a high accuracy in rain-free conditions; however, in the case of rain, the microwave echo energy received by the scatterometer is altered by the comprehensive effect of raindrops, resulting in a significant decrease in the wind retrieval accuracy. This effect of rain is particularly obvious in the event of a hurricane or typhoon [10]. The scatterometer-observed data contaminated by rain are estimated to account for 4–10%. Although rain identification and flagging technology have intensively been investigated, the impact and correction of rain is not taken into account in the current operational wind field retrieval. The factors altering the backscatter coefficients include not only the sea surface roughness caused by wind but also the impact of rain. The main effect of rain on wind field inversion is to change the radar backscatter energy received by the scatterometer [11]. When raindrops fall into the ocean
surface, the splashing effect and the generated ring waves will affect the scattering of the ocean surface. Generally, the splashing of raindrops will enhance the roughness of the sea surface, which, in turn, enhances the radar backscatter energy. In addition, the microwave signals of the scatterometer are partly scattered and absorbed by raindrops when passing through the atmosphere under rainy conditions. The effect of the backscatter of raindrops causes an increase in the radar signal, while the effect of absorption of raindrops results in an attenuation of the radar signal [12,13].

Previously, multiple scholars have carried out in-depth research on the impact of rain, but the mechanism of the impact of rain is complicated and has not been fully investigated [14]. Weissman et al. developed empirical relations that show the errors in SeaWinds scatterometer wind magnitude induced by rainfall [15]. Nielsen et al. used AMSR data and SeaWinds data to establish a backscatter model of sea surface and rainfall impact [16]. Allen and Long proposed a new method that estimated both wind and rain from rain-contaminated measurements and applied the estimates to Ku-band scatterometer SeaWinds. Tropical rain measuring mission data were used as validation in the research [17]. Stiles et al. used a neural network wind speed correction model to improve the accuracy of the wind field retrieval of SeaWinds under rainy conditions [18]. Gohil et al. developed a method for rain flagging using a Ku band Oceansat-2 scatterometer to measure radar backscatter and noise-equivalent brightness temperature to detect the presence of rain [19]. Lin et al. addressed the quality control method for the C-band scatterometer ASCAT, and presented a rain flagging algorithm by employing the method of image processing, which is known as singularity analysis (SA) [20]. Owen and Long designed resolution enhancement algorithms for QuikSCAT that allow scatterometers to measure the higher resolution wind vector and identified much smaller rain events and their effects on the wind field [21]. Li et al. established a physical model according to the radiation equation of electromagnetic wave propagation in raindrops [22]. In this study involving the HY-2A scatterometer, we attempt to build a neural network model for backscatter coefficient correction under rainy conditions to reduce the systematic error in the backscatter coefficients and in the retrieved wind speeds. The experimental results indicate that this model can effectively correct the systematic errors in the backscatter coefficients caused by rain, leading to a higher wind retrieval accuracy than that without rain effect correction.

The rest of this article is organized as follows. In Section 2, we introduce the datasets used in this paper to build the neural network model and to perform the model validation, which mainly include the Level 2A data of the HY-2A scatterometer, TAO buoy data, ECMWF reanalysis wind field data, and SSMI radiometer data. In Section 3, we give a detailed description of the methods and algorithms used to analyze the effect of rain on the backscatter coefficients and to build the neural network model, as well as the method of retrieving wind velocity used in the Ku band scatterometer. Section 4 presents the experimental results and a preliminary discussion on the performance of the proposed neural network model. Finally, some conclusions are drawn in Section 5.

2. Data and Preprocessing

2.1. Data Description

The Level 2A data of the HY-2A scatterometer include the measured backscatter coefficients and the associated parameters, such as polarization, incidence angle, azimuth angle, observation time, and geographical location. The L2A data product of HY-2A released by the National Satellite Ocean Application Service is used as the object of study. In this paper, we use the backscatter coefficients from the HY-2A scatterometer to analyze the effect of rain and to build the neural network correction model. The scatterometer on the HY-2A satellite is designed as a pencil-beam, conically scanning, microwave instrument, which is capable of observing global ocean surface wind fields with a wide swath of approximately 1750 km [23]. The ground segment of the HY-2A satellite applies the NSCAT-2 geophysical model function to retrieve the sea surface wind field and produces the Level 2B standard wind data products from the input L2A data. The temporal coverage of the L2A data used in this study is from 1 January 2013 to 30 June 2013.
The SSM/I microwave radiometer Level 2 data which were collocated with the HY-2A data in time and space are used to provide the rain rate parameter. The Special Sensor Microwave Imager (SSM/I) is a satellite-borne passive microwave radiometer, which is onboard the Defense Meteorological Satellite Program (DMSP) series satellites launched by NASA. The ocean measurement data observed by the SSM/I radiometer include sea surface wind speed, atmospheric water vapor, cloud liquid water, and rain rate and so on. The daily rain rate data of SSM/I produced by remote sensing systems are matched with the L2A data of the HY-2A scatterometer, in time and space, to analyze the wind measurement accuracy of the HY-2A microwave scatterometer under different rain conditions and are used as input for the neural network model.

The buoy data of TAO are provided by the National Data Buoy Center (NDBC). Ocean buoys can collect oceanic hydrological data under multiple weather conditions and directly measure the wind speed and direction with high accuracy where the buoy is located. Thus, buoy wind data are usually used as a reference standard to verify the accuracy of ocean surface winds acquired by other platforms. High winds and rainfall accompany extreme weather, such as tropical cyclones or typhoons, and the functionality of the TAO buoys is limited under such weather conditions. Moreover, the amount of data collected by buoys is too small to be used as the reference data in the neural network modeling of this study. Therefore, ECMWF reanalysis wind data are used as the reference, while the TAO wind data are used as the verification standard to validate the accuracy of the ECMWF wind.

The wind field data used as reference are the ECMWF global reanalysis data, which were provided by the European Centre for Medium Range Weather Forecasts (ECMWF). The time step of the ECMWF reanalysis wind field data is 6 h, that is, the data are produced at 0:00, 6:00, 12:00 and 18:00 universal time every day. Each data layer is gridded by the longitude and latitude of the Earth, with a spatial resolution of 0.125°. ECMWF reanalysis wind data have a high accuracy and can be used as a reference standard to compare with the retrieved wind field of the HY-2A microwave scatterometer to analyze the impact of rain on the wind retrieval accuracy.

2.2. Verification of ECMWF

The accuracy of the ECMWF reanalysis wind speed data and direction data should be validated before it is used as the reference standard to correct the effect of rain on the HY-2A scatterometer. To examine the quality of the ECMWF wind field data, we carried out a statistical comparison between the ECMWF wind data and the TAO wind data.

The reference height of the wind speed acquired by the TAO buoys is 4 m, and the ECMWF wind speed is the neutral wind speed at 10 m above the ocean surface. Generally, the difference between the wind speeds at a reference height of 4 m and those at a reference height of 10 m is significant and is not negligible. Thus, before the accuracy validation, each TAO wind speed has to be converted from its reference height of 4 m to the height of 10 m. We convert wind speeds from 4 to 10 m height using the following equation [24]:

\[ U_{10} = U_z \left[ \ln \left( \frac{10}{0.0002} \right) / \ln \left( \frac{z}{0.0002} \right) \right] = U_z \cdot 8.7403 / \ln(z/0.0002), \] (1)

where \( z \) is the observation height of the buoys in meters, \( U_z \) is the average reference wind speed at a height of \( z \)-meters above the ocean surface, and \( U_{10} \) is the wind speed at a height of 10 m.

Due to the influence of the anemometer noise and other random factors such as wind variability, some outliers appear in the match-ups between the TAO wind and the ECMWF wind. These unexpected data samples impact the validation result. One data sample, for which the absolute value of the wind direction deviation of TAO from ECMWF is greater than 90 degrees, is removed from the matched datasets as an abnormal sample. The proportion of the removed abnormal data samples to the total matched datasets is 1.69%. The remaining data samples left in the matched datasets are used for precision validation. Figure 1a,b are wind speed and wind direction scatter plots, respectively, of ECMWF and buoy data pairs matched in time and space. Figure 1a shows that wind speed plots
of ECMWF and TAO matched data pairs basically conform to a linear distribution, indicating that there is a strong correlation between them. From Figure 1b, it can be seen that most match-ups of wind direction are linear; because of the circular periodic property of wind direction, some match-ups are located around the corner points of (0, 360) and (360, 0). Furthermore, the bias and standard deviation of the wind speed and wind direction data pairs matched in time and space are calculated to verify the accuracy of the ECMWF data. When calculating the error of wind direction data pairs, the circular periodic property of wind direction should be considered [25]. To ensure that the wind direction deviation falls between $-180^\circ$ and $180^\circ$, we use the following formula to calculate the wind direction deviation between each matched data pair:

$$\text{dir}_{\text{er}} = \begin{cases} 
\text{dir}_{\text{TAO}} - \text{dir}_{\text{ECMWF}} + 360, & \text{if } \text{dir}_{\text{TAO}} - \text{dir}_{\text{ECMWF}} \leq -180 \\
\text{dir}_{\text{TAO}} - \text{dir}_{\text{ECMWF}}, & \text{if } 180 \geq \text{dir}_{\text{TAO}} - \text{dir}_{\text{ECMWF}} > -180 \\
\text{dir}_{\text{TAO}} - \text{dir}_{\text{ECMWF}} - 360, & \text{if } \text{dir}_{\text{TAO}} - \text{dir}_{\text{ECMWF}} > 180 
\end{cases}$$  \hspace{1cm} (2)

![Figure 1](image1.png)

**Figure 1.** Scatter plots of TAO and ECMWF paired data. (a) Scatter plots of wind speed; (b) Scatter plots of wind direction. The dashed line in this figure is the diagonal line.

In formula (2), $\text{dir}_{\text{TAO}}$ is the wind direction of the TAO buoy data, $\text{dir}_{\text{ECMWF}}$ is the wind direction of the ECMWF data, and $\text{dir}_{\text{er}}$ is the deviation of wind directions between TAO and ECMWF. To maintain the original wind direction scatter characteristics, no wind direction conversion is performed when drawing the scatter plots.

Table 1 exhibits the statistical calculation results of wind speed and direction of ECMWF data and TAO data. The result indicates that the error between ECMWF and TAO wind is small, and the accuracy of ECMWF wind can meet the precision requirements for the analysis and modeling in this study.

|                  | Bias   | Standard Deviation |
|------------------|--------|--------------------|
| Wind speed       | -0.0052| 1.3467             |
| Wind direction   | -1.6850| 14.4374            |

2.3. ECMWF Predicted Backscatter Coefficient

The purpose of this study is to correct the errors of the backscatter coefficient caused by rain that otherwise impact the wind retrieval accuracy of the HY-2A scatterometer. Although the quality of the ECMWF reanalysis wind data is not ideal, its accuracy could meet the requirements of our research as the wind field reference data. Because the ECMWF reanalysis wind field data are generated at a height
of 10 m above the ocean surface, we can directly use the matched wind speed and direction of ECMWF to calculate the corresponding backscatter coefficient model value through a GMF. The GMF used in the operational wind retrieval of the HY-2A scatterometer is the NSCAT-2 model. For the consistency of modeling data, the NSCAT-2 model is used to convert the wind speed and direction of ECMWF to the predicted backscattering coefficient. The conversion formula is as follows:

\[ \sigma^0_{ECMWF} = M(w_{ECMWF}, \chi, \theta, p) = A_0p(1 + A_{1p} \cos \chi + A_{2p} \cos 2\chi), \]

In the formula above, \( \sigma^0_{ECMWF} \) is the predicted model backscattering coefficient, \( w_{ECMWF} \) is the wind speed of ECMWF, \( \theta \) denotes the incidence angle, and \( p \) is the polarization mode of the scatterometer. \( \chi \) is the relative azimuth angle (the angle between the radar observation azimuth and the upwind direction), which is related to the radar azimuth angle \( \phi \) and the wind direction \( \Phi \) through:

\[ \chi = \Phi - \phi, \]

The \( A_{Np} \) coefficients depend only on incidence angle \( \theta \), wind speed \( w \), and polarization \( p \) [26,27]. The backscatter coefficients are measured by the HY-2A scatterometer under two polarizations, HH polarization and VV polarization. The predicted model backscattering coefficients under different polarizations are obtained by Equation (3).

3. Methodology

For comparison, we perform a statistical analysis on the accuracy of the backscatter measurements of the HY-2A scatterometer in the case of rain and no rain. In addition, the impact of rain on the backscatter coefficients of the HY-2A scatterometer is studied. The reference standards used are the predicted model backscatter coefficients calculated with the matched ECMWF winds through the NSCAT-2 model. The precision of the HY-2A backscatter coefficient under different rainfall conditions is estimated for different polarizations. The HY-2A scatterometer rainfall effect correction and verification process is shown in Figure 2. In modeling stage, the SSM/I rain rate data and the HY-2A measured \( \sigma^0 \) data are the inputs of the neural network, while the ECMWF wind field data are used to calculate the model \( \sigma^0 \) through the NSCAT-2 GMF, which is taken as the output of the neural network. The rainfall effect correction neural network model can be obtained through a training procedure. The corrected \( \sigma^0 \) and the HY-2A measured \( \sigma^0 \) are used to retrieve wind vectors respectively to validate the performance of the neural network for rainfall effect correction.

![Flow chart of the HY-2A scatterometer neural network rainfall effect correction](image)

**Figure 2.** Flow chart of the HY-2A scatterometer neural network rainfall effect correction.
3.1. Analysis of Backscatter Coefficient without Rain

Figure 3a,b show the scatter plots of the HY-2A measurement $\sigma^0$ and the ECMWF model $\sigma^0$ data pairs under the condition of no rain. It can be observed that under either HH polarization or VV polarization, all the matched data points conform to obvious linear distribution characteristics. Due to the property of the measurement noise of the scatterometer and the influence of other random factors, such as satellite attitude variations, the precision of the backscatter coefficients measured by the scatterometer varies with different wind speeds, with a higher error under low wind speed conditions. That is, the scatter plots of the HY-2A measured $\sigma^0$ and the ECMWF model $\sigma^0$ at low wind speeds are more discrete. To further verify the error between the HY-2A measurement $\sigma^0$ and the ECMWF model $\sigma^0$, we divide the data samples into different wind speed intervals, with an interval length of 1 m/s, and the error statistics are calculated for the HY-2A measurement $\sigma^0$ and the ECMWF model $\sigma^0$ for each ECMWF wind speed interval. Table 2 presents the statistical results of the bias error between the measurement $\sigma^0$ and the model $\sigma^0$ (the measurement $\sigma^0$ minus the model $\sigma^0$) of each wind speed interval under the condition of no rain for different polarizations. In general, the average absolute error between the measurement $\sigma^0$ of the HY-2A scatterometer and the ECMWF model $\sigma^0$ is less than 1 dB. Therefore, the error of the measured $\sigma^0$ by the HY-2A scatterometer is not too high under the condition of no rain.

Figure 3. Scatter plot of measured $\sigma^0$ and modeled $\sigma^0$ paired data without rainfall. (a) for HH polarization; (b) for VV polarization. The dashed line in this figure is the diagonal line.

Table 2. Dependence of $\sigma^0$ residual (HY-2A-ECMWF) on the ECMWF wind speed statistical analysis.

| ECMWF Wind Speed (m s$^{-1}$) | HH-pol (dB) | VV-pol (dB) |
|-------------------------------|------------|------------|
| 4                             | -0.7971    | -0.5566    |
| 5                             | -1.0560    | -0.7881    |
| 6                             | -0.9248    | -0.7194    |
| 7                             | -0.7961    | -0.5989    |
| 8                             | -0.5841    | -0.4099    |
| 9                             | -0.5713    | -0.3740    |
| 10                            | -0.4625    | -0.3628    |
| 11                            | -0.3737    | -0.3808    |
| 12                            | -0.2744    | -0.3322    |
| 13                            | -0.2369    | -0.2681    |
| 14                            | -0.1091    | -0.1836    |
| 15                            | -0.1398    | -0.0868    |
| 16                            | -0.0161    | 0.0660     |
| 17                            | 0.0540     | 0.1415     |
3.2. Analysis of the Backscatter Coefficient under Rainy Conditions

Figure 4a,b give the scatter plots of the HY-2A measurement $\sigma^0$ and the ECMWF model $\sigma^0$ under rainy conditions, Figure 4a for HH polarization, and Figure 4b for VV polarization. Compared with the matched data under the condition of no rain, the scatter plots of the HY-2A measurement $\sigma^0$ and the ECMWF model $\sigma^0$ under the condition of rain show obvious systematic deviation and are much more dispersed, indicating that the backscatter coefficients measured by the HY-2A scatterometer are strongly affected by rain under both HH and VV polarization. The sizes of raindrops depend on different rain rates, and different sizes of raindrops have different effects on the wind measurement of scatterometers. For each polarization, the matched data samples of the HY-2A measurement $\sigma^0$ and the ECMWF model $\sigma^0$ are divided into different bins by rain rate with an interval of 1 mm·h$^{-1}$, and the error statistics are calculated for each bin. The results are capable of showing the impact of rain on the precision of the backscatter coefficients measured by the HY-2A scatterometer.

Table 2. Cont.

| ECMWF Wind Speed (m·s$^{-1}$) | HH-pol (dB) | VV-pol (dB) |
|-------------------------------|-------------|-------------|
| 18                            | 0.1506      | 0.1849      |
| 19                            | 0.3270      | 0.3672      |
| 20                            | 0.2786      | 0.3579      |
| 21                            | 0.1800      | 0.3920      |
| 22                            | 0.3108      | 0.2426      |
| 23                            | 0.3420      | -0.0434     |
| 24                            | 0.3595      | 0.1168      |

Table 3 shows the statistical results of the error between the HY-2A measurement $\sigma^0$ and the ECMWF model $\sigma^0$ under rainy conditions. The effect of rain on the backscatter coefficients measured by the HY-2A scatterometer rises with the increase of rain rate, and the increase of the wind speed will also add to the error of the backscatter coefficients measured by scatterometer. Table 3 lists the statistical results of the mean bias errors between the scatterometer measured $\sigma^0$ and the model predicted $\sigma^0$ within the rain rate range of 1–20 mm·h$^{-1}$. The range of ECMWF wind speeds used to compute the bias and standard deviation errors in Table 3 is 1 to 24 m/s. The mean bias errors between the HY-2A measurement $\sigma^0$ and the ECMWF model $\sigma^0$ are calculated in decibel units. The bias errors under HH polarization and VV polarization caused by rain are both positive, indicating that the measured $\sigma^0$ is greater than the model predicted $\sigma^0$. Moreover, the mean bias errors increase with the increasing rain rate, indicating that the increase in rain rate causes the measured backscatter coefficients to be
overestimated, and the extent of the overestimation in the backscatter coefficients increases with the increasing rain rate. From the statistical results of the standard deviation under HH polarization and VV polarization, it can be seen that, due to the influence of rain, there is increased uncertainty in the backscatter coefficients measured by the HY-2A scatterometer, which is quite different from the backscatter coefficients of the ECMWF model under the condition of no rain, and the same trend is reflected in the scatter plots.

| Rain Rate (mm h⁻¹) | Bias (dB)       | Standard Deviation (dB) |
|-------------------|----------------|-------------------------|
|                   | HH-pol | VV-pol | HH-pol | VV-pol |
| 1                 | 0.8810 | 0.7466 | 4.1424 | 3.7829 |
| 2                 | 2.2617 | 1.7439 | 4.9233 | 4.2775 |
| 3                 | 3.0509 | 2.4574 | 5.2822 | 4.7124 |
| 4                 | 3.7765 | 3.0486 | 5.4944 | 4.8975 |
| 5                 | 4.2057 | 3.3973 | 5.6749 | 4.8612 |
| 6                 | 4.0059 | 3.0221 | 5.5687 | 4.6850 |
| 7                 | 4.3807 | 3.1127 | 5.1113 | 4.5176 |
| 8                 | 4.8457 | 3.9525 | 5.5316 | 5.1866 |
| 9                 | 4.4541 | 3.0533 | 5.1893 | 4.2722 |
| 10                | 5.5866 | 3.8664 | 5.6583 | 5.2931 |
| 11                | 6.3803 | 4.9811 | 6.1590 | 5.6455 |
| 12                | 5.2945 | 4.1287 | 4.9196 | 4.8473 |
| 13                | 4.6243 | 2.3758 | 5.4799 | 4.3731 |
| 14                | 5.5802 | 3.2887 | 4.9369 | 4.3286 |
| 15                | 3.4754 | 1.5173 | 3.2906 | 2.9760 |
| 16                | 4.7115 | 2.5488 | 4.5584 | 4.1609 |
| 17                | 2.5286 | 0.8313 | 2.2679 | 2.1763 |
| 18                | 5.9594 | 3.3222 | 4.9391 | 3.9919 |
| 19                | 5.1164 | 1.0781 | 0.8102 | 0.8454 |
| 20                | 2.0640 | −0.1374 | 1.3660 | 0.9191 |

### 3.3. Rainfall Effect Neural Network Correction Model

According to the analysis in Section 3.2, rain strongly affects the backscatter coefficients measured by the scatterometer. It is clear that the impact of rain on $\sigma^0$ measured by the HY-2A scatterometer is a nonlinear physical process with great uncertainty. The BP (back propagation) neural network is a type of machine learning model that has a strong nonlinear fitting ability and is suitable for dealing with complex function modeling [28]. The BP neural network is composed of multilayer neurons. In the process of training the BP neural network, the signal is transmitted forward, and the error is propagated backward. In the process of forward transmission, the signal is used as the input for the first layer; then, it is processed by multiple hidden layers until it reaches the output layer. In the process of signal transmission, each neuron is given a weight and threshold, and the state of each neuron affects the next layer. The state of the output layer determines whether the neural network training is terminated or not. If the expected output is not obtained, the error propagates backward. According to the prediction error, the network adjusts the weights and thresholds of the neurons until the expected output is obtained or the number of training steps reaches the maximum; then, the training process ends.

As shown in Section 3.1, the ECMWF reanalysis wind is a reliable model-generated data product with high accuracy, and its accuracy is rarely affected by weather conditions such as rain. Because the amount of matched data between the buoy data and the HY-2A data is too small, the ECMWF reanalysis wind data are taken as the reference standard, and the effect of rain on $\sigma^0$ measured by the scatterometer is corrected by artificial neural network fitting. The temporal coverage of the data we used to establish the correct model is from January 1 to June 31, 2013. In the process of BP neural network modeling, the quality and distribution of the data will affect the training process and prediction.
results. Generally, the distribution of sample points has a great influence on the training effect of the neural network. The distribution of sample points in the matched dataset is uneven. One of the outstanding characteristics is that there are fewer sample points in the high rainfall range. Therefore, if the input data sample for each iteration is just randomly selected from the original matched dataset, then the neural network will over-fit in the interval with more data samples while it will under-fit in the interval with fewer data samples. To avoid this effect, we present a balanced sampling strategy. In this study, the experimental data are classified by polarization, backscatter coefficient, and rain rate. The classification intervals of the backscatter coefficient and rain rate are 0.1 dB and 1 mm·h\(^{-1}\), respectively, and the ranges of the backscatter coefficient and rain rate are \(-45\) to \(-5\) dB and \(1\) to \(20\) mm·h\(^{-1}\), respectively. To ensure the uniformity of the data point distribution, 100 data points are randomly extracted from each classification interval to comprise the modeling dataset. When the number of data points in one classification interval is less than 100, all the data points within that bin are selected and the missing data points are randomly selected from all the data points to make up to 100. Finally, we obtained 78,233 pairs of matched data for HH polarization and 72,497 pairs for VV polarization. Therefore, although there are less data under the condition of high rainfall, the same number of samples is still involved in the training. This strategy ensures that the neural network model can stably converge even when there are few data samples in certain classification interval. At the same time, in order to ensure the training effect, mean squared error (MSE) is used as the cost function, which evaluates the mean square of the difference between the predicted value and the measured value at the output of the neural network. The smaller the MSE, the better the training effect of the neural network. Only when the absolute difference between the MSEs of two adjacent iterations is less than a given threshold value (set to 0.00004 in this paper), the training ends.

The topological structure of the BP neural network for correcting the rain effect of the measured backscatter coefficients is shown in Figure 5; this network has four layers, one input layer, two hidden layers, and one output layer. The number of nodes in each layer is 2, 6, 5, and 1. The inputs of the network include rain rate, which is represented as \(R\), and the HY-2A measured backscattering coefficient denoted as \(\sigma^0_{HY2A}\), and the output end is the ECMWF model backscattering coefficient shown as \(\sigma^0_{ECM}\) in Figure 4. Before training, both the inputs and output of the neural network are normalized, making all values fall in the interval \([-1, 1]\). The normalization equation is as follows:

\[
y = \left(y_{\text{max}} - y_{\text{min}}\right) \cdot \frac{x - x_{\text{min}}}{x_{\text{max}} - x_{\text{min}}} + y_{\text{min}},
\]

where \(x\) is the value of input, \(y\) is normalized value of \(x\), \(y_{\text{max}}\) is the maximum value of \(y\), let it equal 1, \(y_{\text{min}}\) is the minimum value of \(y\), let it equal \(-1\), the \(x_{\text{max}}\) and \(x_{\text{min}}\) are, respectively, the maximum and minimum values of input data.

![Figure 5. Schematic diagram of BP neural network topology.](image-url)
The first hidden layer has weights coming from the input. Each subsequent layer has a weight coming from the previous layer, all layers have biases, and the last layer is the network output. Two neural networks were established to correct the effect of rain on the $\sigma^0$ measurement, one for HH polarization and the other for VV polarization.

The activation function is an important part of the neural network. If the activation function is not used, the input of each layer of the network is the linear output of the previous layer, so regardless of the number of layers in the neural network, the final output is a linear combination of the input, which is equivalent to the effect of the neural network without a hidden layer. This situation is the most primitive perception. Because of the above reasons, it is necessary to introduce a nonlinear function as the activation function so that the deep neural network is meaningful, and the output is no longer a linear combination of the input and can approximate any function.

In the rain effect correction neural networks, we employed sigmoid, identity and tanh as the activation functions in the different layers. The activation function of the first hidden layer is the sigmoid function, also known as the logistic function. For any input, its output range is (0, 1).

The formula is as follows:

$$\text{sigmoid}(z) = \frac{1}{1 + e^{-z}}, \quad (6)$$

In the second hidden layer, the identity function is adopted as the activation function. In the identity activation function, the input of the node is equal to the output. It is perfect for tasks where the underlying behavior is linear. The identity activation function is as follows:

$$\text{identity}(z) = z, \quad (7)$$

The activation function of the output layer is the tanh function. Tanh is completely differentiable and antisymmetric. It is a function with a center of symmetry at the origin. Tanh can transform the input into a suitable output range. Specifically, for any input, tanh will produce a value between $-1$ and $1$. Compared with other transition function such as sigmoid, it is more sensitive and easier to converge when the data difference is obvious. Because of the advantages mentioned above, it is widely used in classification tasks. The tanh function is shown in formula (8):

$$\text{tanh}(z) = \frac{2}{1 + e^{-2z}} - 1, \quad (8)$$

The main parameters of the neural network training algorithm include the learning rate, epochs, and goal. The learning rate is the parameter that controls the size of the weight and bias changes in the learning of the training algorithm. In the rain effect correction model, the learning rate, the value of epochs, and the value of the goal are set to 0.1, 600, and 0.00004, respectively. The training will stop once the number of iterations exceeds the epoch value. When the neural network is trained by the minimum error, this value represents the maximum number of iterations. The goal of the training algorithm is usually defined as the minimum mean square error of the epoch, which is the sum of squared differences between the network targets and actual outputs divided by the number of training samples. In this study, these three parameters were empirically determined based on the performance of the neural network.

### 3.4. Wind Vector Retrieval Algorithm

To examine the performance of the neural network model in rain effect correction, a wind retrieval experiment will be conducted with the validation dataset. Since the model function relating $\sigma^0$ with environmental variables and radar parameters is nonlinear, to find the optimal solution of wind vector inversion, a scatterometer wind field retrieval algorithm is introduced in [29]. The purpose of the wind vector retrieval algorithm is to determine the possible vector winds when the measured values of $\sigma^0$ and $\sigma^0$ calculated from the GFM are the most consistent and obtain wind speed and wind direction information. Although the wind vector retrieval algorithm plays a very important role in the process
of scatterometer data processing, it is a numerical process, not an analytical one. Only when $\sigma^0$ is noise-free, the GMF is accurately known, and $\sigma^0$ is the only solution for the sea surface wind vector and radar parameter function can the inverse wind vector be completely resolved from more than three $\sigma^0$ measurements. Sea surface wind vector retrieval is a “prior” problem; due to the influence of noise, the functional form of the statistical distribution is difficult to predict. To solve this a priori estimation problem, the maximum likelihood estimation (MLE) method is usually used as the wind vector retrieval algorithm of the microwave scatterometer ground processing flow [30]. In the process of wind retrieval, the wind vector solutions are determined by looking for the wind vectors that make the residual between the measured $\sigma^0$ and the GMF predicted $\sigma^0$ reach the minimum values. The objective function of the MLE method is as follows:

$$J_{\text{MLE}}(w, \Phi) = -\sum_{i=1}^{N} \left( \frac{(z_k - M(w, \Phi))^2}{\Delta k} + \ln \Delta k \right),$$  

where $J_{\text{MLE}}$ is the maximum likelihood value, which is a function of wind speed $w$ and wind direction $\Phi$; $N$ is the number of $\sigma^0$ measurements associated with different polarizations, azimuth angles and incidence angles in a wind vector cell; $z_k$ is the corresponding $i$-th measured value of $\sigma^0$; $M$ is the $\sigma^0$ predicted by the GMF; $w$ is wind speed; $\Phi$ is wind direction; and $\Delta k$ represents the $\sigma^0$ measurement variance caused by instrument noise.

The process of finding the inversion wind vector that makes the objective function reach a maximum value is highly nonlinear, so multiple wind vectors are usually obtained after the MLE optimization; they constitute a set of potential wind vector solutions for each wind vector cell. One of the solutions needs to be selected as the unique one. The process of determining the true solution from the set of potential solutions is called ambiguity removal. In this study, we use the ECMWF wind field as the reference and select the wind vector solution that has the minimum direction difference against the ECMWF wind as the true solution.

4. Result

To generate the rainfall effect correction BP neural network, five-sixths of the HY-2A data and the corresponding ECMWF data are used as neural network modeling data, and the remaining one-sixth of the data are used for the model validation. The remaining validation data are used to verify the effectiveness of the neural network model in the correction of the rain-contaminated backscatter coefficients measured by the HY-2A scatterometer. There are 139,629 data pairs for VV polarization data and 150,720 data pairs for HH polarization that are used in verification. For comparison, the mean deviations (bias error) between the HY-2A measured $\sigma^0$ and the ECMWF model $\sigma^0$ and between the neural network predicted $\sigma^0$ and the ECMWF model $\sigma^0$ are computed for each classification interval of rain rate. The statistical results are shown in Figure 6. Figure 6a,b display the variation curves of the bias errors of $\sigma^0$ versus the rain rate for HH polarization and VV polarization, respectively. In these two figures, the red circle in the figures denotes the mean deviation between the HY-2A measured $\sigma^0$ and the ECMWF model $\sigma^0$ (HY-2A measured $\sigma^0$ minus ECMWF model $\sigma^0$), and the blue asterisk denotes the mean deviation between neural network predicted $\sigma^0$ and the ECMWF model $\sigma^0$ (neural network predicted $\sigma^0$ minus ECMWF model $\sigma^0$). There is a clear trend in the figures, the mean deviation of the HY-2A measured $\sigma^0$ minus the ECMWF model $\sigma^0$ is positive. The mean deviation values for HH polarization and VV polarization show the same trend, indicating that the backscatter coefficients measured by the scatterometer are easily overestimated under both polarizations in the case of rain. In Figure 6a,b, the mean deviation value of the neural network predicted $\sigma^0$ minus the ECMWF model $\sigma^0$ shows that most of the mean deviation values fluctuate around the zero line without obvious systematic bias. When the rain rate is less than 16 mm·h$^{-1}$, the absolute mean deviations are less than 2 dB, demonstrating that the difference between the neural network predicted $\sigma^0$ and the ECMWF model $\sigma^0$ is small.
As shown in Table 4, the neural network model significantly improved the accuracy of the backscatter model $\sigma_0$ the absolute value of the mean bias error between the neural network predicted $\sigma_0$ and the HY-2A measured $\sigma_0$ under rain conditions for HH polarization and VV polarization, respectively. Compared with those of the neural network predicted $\sigma_0$ by rain was corrected to a large extent. Table 4, the mean bias error and standard deviation of the neural network $\sigma_0$ are much more linear and concentrated.

Table 4 lists the statistical results of the mean bias error between the neural network predicted $\sigma_0$ and the ECMWF model $\sigma_0$ under rain conditions for HH polarization and VV polarization, respectively. Compared with those of the HY-2A measured $\sigma_0$ data and the ECMWF model $\sigma_0$, the scatter plots of the neural network predicted $\sigma_0$ and the ECMWF model $\sigma_0$ are much more linear and concentrated.

Figure 6. Dependence of $\sigma_0$ residual on the SSM/I rain rate. The red circle in the figure is the mean value of deviation of HY-2A measurement $\sigma_0$ minus ECMWF model $\sigma_0$, and the blue asterisk is the mean value of deviation of neural network correction $\sigma_0$ minus ECMWF model $\sigma_0$. (a) for HH polarization; (b) for VV polarization.

Figure 7a,b display the scatter plots of the neural network predicted $\sigma_0$ and the ECMWF model $\sigma_0$ under rain conditions for HH polarization and VV polarization, respectively. Compared with those of the HY-2A measured $\sigma_0$ data and the ECMWF model $\sigma_0$ in Figure 4a,b, the scatter plots of the neural network predicted $\sigma_0$ and the ECMWF model $\sigma_0$ are much more linear and concentrated.
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**Figure 6.** Dependence of $\sigma_0$ residual on the SSM/I rain rate. The red circle in the figure is the mean value of deviation of HY-2A measurement $\sigma_0$ minus ECMWF model $\sigma_0$, and the blue asterisk is the mean value of deviation of neural network correction $\sigma_0$ minus ECMWF model $\sigma_0$. (a) for HH polarization; (b) for VV polarization.

**Figure 7.** Scatter plot of NNW correction $\sigma_0$ and model $\sigma_0$ paired data with rainfall. (a) for HH polarization; (b) for VV polarization. The dashed line in this figure is the diagonal line.

Table 4 lists the statistical results of the mean bias error between the neural network predicted $\sigma_0$ and the ECMWF model $\sigma_0$ to show the correction effectiveness of the rain contaminated $\sigma_0$ by the neural network model. In Table 4, the mean bias error and standard deviation of the neural network predicted $\sigma_0$ minus the ECMWF model $\sigma_0$ are calculated within each classification interval of rain rate over the range of 1–20 mm·h$^{-1}$ for both polarizations. From the statistical results, it can be seen that the absolute value of the mean bias error between the neural network predicted $\sigma_0$ and the ECMWF model $\sigma_0$ is basically less than 1 dB. The standard deviations between the neural network predicted $\sigma_0$ and the ECMWF model $\sigma_0$ are not very different from those between the HY-2A measured $\sigma_0$ and the ECMWF model $\sigma_0$, which is consistent with the distribution characteristics of the scatter plots. As shown in Table 4, the neural network model significantly improved the accuracy of the backscatter
coefficients contaminated by rain, in which the overestimation of the backscatter coefficients caused by rain was corrected to a large extent.

Table 4. NNWσ₀ and ECMWF modelσ₀ statistical analysis.

| Rain Rate (mm h⁻¹) | Bias (dB) | Standard Deviation (dB) |
|-------------------|-----------|-------------------------|
|                   | HH-pol | VV-pol | HH-pol | VV-pol | HH-pol | VV-pol |
| 1                 | -0.2464 | -0.0249 | 3.9849 | 3.5596 |
| 2                 | 0.2119  | -0.0343 | 4.8096 | 4.1298 |
| 3                 | 0.2066  | -0.0364 | 5.1780 | 4.5098 |
| 4                 | 0.3428  | 0.2071  | 5.3084 | 4.5923 |
| 5                 | 0.1802  | 0.1668  | 5.6049 | 4.5560 |
| 6                 | -0.5262 | -0.4423 | 5.4973 | 4.4841 |
| 7                 | -0.6743 | -0.6598 | 4.9751 | 4.2717 |
| 8                 | -0.3543 | 0.0922  | 5.4282 | 4.9399 |
| 9                 | -0.9041 | -0.8338 | 5.0255 | 4.0298 |
| 10                | 0.1220  | -0.0932 | 5.6152 | 5.0522 |
| 11                | 1.0956  | 0.9791  | 6.0642 | 5.6303 |
| 12                | 0.0564  | 0.3788  | 4.9257 | 4.7773 |
| 13                | -0.2753 | -0.9457 | 5.2984 | 4.3006 |
| 14                | 1.1617  | 0.5774  | 4.8599 | 4.1675 |
| 15                | -0.7756 | -0.8273 | 2.9729 | 2.9511 |
| 16                | 1.5096  | 0.8345  | 4.9001 | 4.1017 |
| 17                | -1.2580 | -0.5785 | 2.7115 | 2.1361 |
| 18                | 4.6514  | 2.4370  | 6.5655 | 3.9099 |
| 19                | -0.4357 | 0.6017  | 0.6838 | 0.7682 |
| 20                | -2.8396 | -0.0021 | 1.4918 | 0.9214 |

To further validate the effectiveness of the neural network model, wind retrieval experiments are conducted using the backscatter coefficients measured by the HY-2A scatterometer without rain effect correction and the backscatter coefficients corrected by the neural network. The retrieved wind vector data of the HY-2A measured σ₀ and the retrieved wind vector data of the neural network corrected σ₀ are obtained. Figure 8a shows the scatter plots of the HY-2A-retrieved wind speeds without rain effect correction and the matched ECMWF wind speeds. The horizontal coordinate is the HY-2A retrieved wind speed without rain effect correction, while the vertical coordinate is the ECMWF wind speed. The scatter plot reflects that rain causes the retrieved wind speeds from the HY-2A scatterometer to be overestimated when the measured backscatter coefficients are not corrected, which is consistent with the characteristics of the backscatter coefficients. Figure 8b shows the scatter plot of the retrieved wind speeds from the neural network predicted σ₀ and the corresponding ECMWF wind speeds. In this figure, the horizontal coordinate is the retrieved wind speed from the neural network predicted σ₀. Compared with Figure 8a, it is clear that the systematic deviation of the retrieved wind speeds caused by rain has been effectively corrected, indicating that the neural network model can improve the accuracy of the retrieved wind speeds under rainy conditions.

Figure 9a shows the statistical results of the wind speed biases between the retrieved wind speeds of the HY-2A scatterometer affected by rain and the ECMWF model wind speeds and those between the retrieved wind speeds from the neural network corrected σ₀ and the ECMWF model wind speeds. The wind speed bias is calculated for each classification interval of rain rate. The classification interval of rain rate is 1 mm h⁻¹, and the range of rain rate is 1–18 mm h⁻¹. The red circle in Figure 9a represents the mean bias error between the HY-2A retrieved wind speeds and the ECMWF wind speed (HY-2A minus ECMWF), and the blue asterisk represents the mean bias error between the retrieved wind speeds from the neural network corrected σ₀ and the ECMWF wind speeds (NNW minus ECMWF). The error first increases with the increasing rain rate and then decreases with the increasing rain rate. Figure 9a indicates that the impact degree of rain on the retrieved wind speeds first increases with the increasing rain rate and then decreases with the increasing rain rate, which is consistent with the effect
trend of rain rate on the backscatter coefficients. Figure 9b gives a statistical histogram of the number of retrieved wind speeds in each rain rate interval. Figure 9b clearly shows that the number of retrieved wind speed samples in each interval declines sharply with the increase in rain rate. When the rain rate is high, there are fewer matched data samples used for training the neural network and verification, so the curve of the wind speed bias tends to fluctuate. From Figure 8, we can conclude that the impact of rain on the wind retrieval of the scatterometer causes the wind speeds to be overestimated.

![Scatter plot of HY-2A wind speed and NNW wind speed with ECMWF wind speed. (a) for HH polarization; (b) for VV polarization. The dashed line in this figure is the diagonal line.](image)

**Figure 8.** Scatter plot of HY-2A wind speed and NNW wind speed with ECMWF wind speed. (a) for HH polarization; (b) for VV polarization. The dashed line in this figure is the diagonal line.

![Dependence of wind speed residual and number statistics on the SSM/I rain rate. (a) The result of error verification, the dashed line in the figure represents $\sigma^0$ bias is 0; (b) The number of matched data samples.](image)

**Figure 9.** Dependence of wind speed residual and number statistics on the SSM/I rain rate. (a) The result of error verification, the dashed line in the figure represents $\sigma^0$ bias is 0; (b) The number of matched data samples.

We calculated the deviations between the HY-2A retrieved wind speeds affected by rain and the ECMWF wind speeds and the deviations between the retrieved wind speeds from the neural network corrected $\sigma^0$ and the ECMWF wind speeds for each rain rate interval of 1 mm·h$^{-1}$ over the range of 1–20 mm·h$^{-1}$. The statistical results are shown in Table 5. Table 5 shows that under the impact of rain, the error of wind speed measured by scatterometer rises with an increase in rain rate, and the absolute value of the bias error of wind speed retrieved from the neural network corrected $\sigma^0$ is less than 2 m/s, which is consistent with the signature reflected in Figure 8a, indicating that the neural network model has a significant effect on correcting the systematic error in wind speed retrieved by the HY-2A scatterometer under rainy conditions.
Table 5. The errors of HY-2A wind speed and NNW wind speed with ECMWF wind speed.

| Rain Rate (mm·h^{-1}) | Bias (m·s^{-1}) | Standard Deviation (m·s^{-1}) | Count |
|------------------------|-----------------|-------------------------------|-------|
|                        | HY-2A | NNW | HY-2A | NNW |
| 1 | 0.8278 | -0.2108 | 2.5246 | 2.3951 | 20,706 |
| 2 | 1.6651 | -0.2139 | 2.9567 | 2.8128 | 5663 |
| 3 | 2.2736 | -0.3476 | 3.2604 | 3.0367 | 3000 |
| 4 | 2.9814 | -0.3340 | 3.5217 | 3.1910 | 1755 |
| 5 | 3.3827 | -0.5870 | 3.7499 | 3.3487 | 942 |
| 6 | 3.6176 | -0.9561 | 4.0108 | 3.4617 | 574 |
| 7 | 3.9107 | -1.1194 | 4.1805 | 3.4155 | 342 |
| 8 | 4.6463 | -0.8556 | 4.3703 | 3.6356 | 270 |
| 9 | 4.3848 | -1.3092 | 4.4443 | 3.5175 | 201 |
| 10 | 5.052 | -0.9315 | 5.1969 | 4.1480 | 150 |
| 11 | 6.0519 | -0.1681 | 5.3793 | 4.2121 | 125 |
| 12 | 5.7634 | -0.6955 | 4.6653 | 4.1094 | 102 |
| 13 | 5.1812 | -1.2388 | 5.3773 | 4.3665 | 60 |
| 14 | 5.2926 | -0.4256 | 4.7088 | 3.9735 | 44 |
| 15 | 4.5338 | -1.3620 | 4.0621 | 3.2983 | 24 |
| 16 | 4.1803 | -0.0086 | 4.0562 | 4.4334 | 18 |
| 17 | 5.6187 | -1.0113 | 3.4657 | 2.4364 | 10 |
| 18 | 3.2840 | 1.1590 | 4.7642 | 6.4780 | 4 |

5. Discussion

In Section 3, we compute and analyze the bias and standard deviation values between the neural network corrected $\sigma^0$ and the HY-2A measured $\sigma^0$ for different polarizations. The results indicate that the impact of the rain tends to increase the measured $\sigma^0$ value. In error statistics, the error of the HY-2A $\sigma^0$ caused by rain first increases and then decreases with the increasing rain rate. It should be noted that when the rain rate is greater than 11 mm·h^{-1}, the number of observed data points is less, and the mean deviation fluctuates irregularly. When the rain rate is less than 11 mm·h^{-1}, the mean deviation increases regularly with increasing rain rate, indicating that under such rain conditions, the disturbance of sea capillary waves caused by rain and the body backscattering of raindrops in the atmosphere are dominant. When the rain rate is greater than 16 mm·h^{-1}, the bias error between the neural network predicted $\sigma^0$ and the ECMWF model $\sigma^0$ fluctuates strongly due to the fewer matched $\sigma^0$ data pairs used for training and testing. Due to insufficient knowledge of the mechanism of the rain effect on the backscatter coefficients measured by the scatterometer and the impact of other environmental factors, the scatter plots of the neural network predicted $\sigma^0$ and the ECMWF model $\sigma^0$ show a slight dispersion, but the neural network model has a certain effect on correcting the systematic errors in the measured $\sigma^0$ caused by rain. Compared with the case without correction, the neural network predicted $\sigma^0$ is much closer to the ECMWF model $\sigma^0$, illustrating that most deviations of the backscatter coefficients contaminated by rain have been effectively removed.

The error analysis of the retrieved winds by the neural network predicted $\sigma^0$ and the HY-2A measured $\sigma^0$ can further verify the correction effect of the neural network on the impact of rain in the scatterometer measurements. Rain causes overestimates in the backscatter coefficients measured by the scatterometer, so this effect should be reflected in the retrieved wind speeds, which are also overestimated. In contrast, the retrieved wind directions are less affected by rain; thus, we mainly examine the impact of rain on the retrieved wind speeds. The mean bias between the retrieved wind speeds with the neural network corrected $\sigma^0$ and the ECMWF wind speeds is close to the zero with a small negative deviation. The absolute value of the mean bias is much smaller than that of the retrieved wind speeds without rain effect correction. Hence, the neural network can reduce the rain effect on the scatterometer to a large extent, which leads to an improvement of the wind speed retrieval under rainy conditions.
In this study, we applied the SSM/I rain rate data as input for the neural network rain effect correction modeling and validation. The main reason for choosing other satellite radiometer data as input is that the radiometer onboard the HY-2A satellite has no 85 or 89 GHz frequency channel, which are considered to be the necessary frequency bands for accurate rain rate estimation. Thus, the HY-2A radiometer currently does not provide the rain rate parameter. However, it should be noted that there are some limitations in using the SSM/I radiometer data as input. First, the presented approach depends on external data, which reduces its practical value. Second, only parts of the HY-2A scatterometer data are collocated with the SSM/I data due to the different temporal and spatial coverages of these two satellites. The main purpose of this study is to explore the feasibility of the neural network model to correct the rain effect and lay a technical foundation for the wind field inversion of the subsequent satellite scatterometers. The follow-up HY-2 satellites will have the capability of rain rate observation. In that case, we can directly use the rain rate data measured by the HY-2 radiometer as the model input to correct the rain effect.

In summary, the influence of rainfall on the retrieved wind speeds of the HY-2A scatterometer can be reduced by the method of neural network correction. The mean bias errors of wind speeds decreased from 1.48 m/s to 0.28 m/s. Compared with the results of other researchers, the effect of this method is nearly in the same order of magnitude. Due to the complexity and insufficient knowledge of the physical mechanism of the rain effect, there is still room for improvement of the correction model to completely remove rain contamination.

6. Conclusions

The data used in this study include the backscatter coefficients measured by the HY-2A scatterometer, the ECMWF reanalysis wind field data, the SSM/I radiometer-measured rain rate data, and the TAO buoy wind data. We verified the accuracy of the ECMWF reanalysis wind field data with some collocated TAO wind data before modeling. The deviations of the HY-2A measured $\sigma^0$ from the ECMWF model $\sigma^0$ are calculated and analyzed under rainy and no-rain conditions. A neural network model is established based on the matched data pairs of the HY-2A measured $\sigma^0$ and the ECMWF model $\sigma^0$ under rainy conditions. The following three conclusions are drawn through experiments.

First, by comparing the mean bias error and standard deviation of the HY-2A measured $\sigma^0$ and the ECMWF model $\sigma^0$ under the conditions of rain and no rain, we found that the mean deviation of the matched data is increased under the condition of rain, which indicates that rain interferes with the backscattering coefficients measured by the HY-2A scatterometer, resulting in a systematic deviation in the HY-2A measured $\sigma^0$. In rainy conditions, the mean deviation between the HY-2A measured $\sigma^0$ and the ECMWF model $\sigma^0$ is positive and increases with the increasing rain rate. In the rain rate range of 1–20 mm·h$^{-1}$, body backscattering and the disturbance of sea capillary waves caused by raindrops enhance the received signal energy of the scatterometer, which leads to the overestimation of backscatter coefficients measured by the scatterometer under rainy conditions. Comparatively, the experimental results indicated that the inaccuracy of the backscatter coefficients measured by the HY-2A scatterometer under the condition of rain can be effectively improved by the neural network model.

Second, from the comparison between the HY-2A retrieved wind speed and the ECMWF wind speed and that between the retrieved wind speed from the neural network corrected $\sigma^0$ and the ECMWF wind speed under the condition of rain, it can be concluded that the neural network model effectively corrects the systematic deviation of the wind speeds caused by rain and improves the accuracy of the wind speed retrieval. The results show that the neural network model can be used to correct the systematic deviation of wind speed caused by rain.

Finally, due to the limitations of the present data set and the uneven data distribution, the established neural network in this study probably is only reliable and applicable under specific conditions. Since there are not enough data with rain rates greater than 16 mm·h$^{-1}$, the accuracy of the neural network model under such conditions needs further verification. Due to the mechanism of
scatterometer wind measurement, different wind speed conditions also affect the accuracy of wind field retrieval. When the sea surface wind speed is too low, such as less than 4 m·s⁻¹, the instrument and geophysical noise have a strong influence on the wind retrieval accuracy. Thus, when the wind speed is too low, the effect of the neural network model is also limited. Therefore, the conclusion of the model established in this paper is only applicable to data in a certain wind speed range, and more data will be used to verify and improve the model in future work.
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