SUB-RIEMANNIAN DISTANCE ON THE LIE GROUP $SO_0(2, 1)$
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ABSTRACT. A left-invariant sub-Riemannian metric $d$ on the shortened Lorentz group $SO_0(2, 1)$ under the condition that $d$ is right-invariant relative to the orthogonal Lie subgroup $1 \otimes SO(2)$ is studied. The distance between arbitrary two elements, the cut locus (as the union of the subgroup $1 \otimes SO(2)$ with the antipodal set to the submanifold of symmetric matrices in the open solid torus $SO_0(2, 1)$), and the conjugate set for the unit are found for $(SO_0(2, 1), d)$.
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INTRODUCTION

In paper [1] are found geodesics and shortest arcs for left-invariant and $SO(2)$-right-invariant sub-Riemannian metric $d$ on the Lie–Lorentz group (more precisely, so-called the shortened Lorentz group) $SO_0(2, 1)$, where $SO(2) \subset SO_0(2, 1)$.

In this paper, we find the cut locus (as the union of the subgroup $1 \otimes SO(2)$ with the antipodal set to the submanifold of symmetric matrices in the open solid torus $SO_0(2, 1)$) and the conjugate set for the unit, and we also compute distances between arbitrary elements in the metric space $(SO_0(2, 1), d)$. We got analogous results for other groups in our papers [2], [3]. In this work, we apply the same geometric ideas and interpretations of geodesics and shortest arcs as in [1], [4].

One can give the following natural geometric description of the metric $d$. The Lie group $SO_0(2, 1)$ can be interpreted as an effective transitive group of all orientation-preserving isometries of the Lobachevskii plane $L^2$ with constant Gaussian curvature $-1$. By choosing any unit tangent vector $v_0$ on $L^2$ at some point $w_0$, the equality $f(g) = dg(v_0)$, $g \in SO_0(2, 1)$, determines a natural diffeomorphism $f : SO_0(2, 1) \rightarrow L^2_1$ onto the space of unit tangent vectors on $L^2$. The space $L^2_1$ admits a natural Riemannian metric (scalar product) $g_1$ by Sasaki (see [5] or the tensor $g_1$ in the section 1K in Besse book [6]) and an inner metric $\rho$, associated with it. In addition, canonical projection $p : (L^2_1, g_1) \rightarrow L^2$ (or, which is equivalent, $p : SO_0(2, 1) \rightarrow SO_0(2, 1)/SO(2)$)) is a Riemannian submersion [6]. The metric $d$ is defined by left-invariant totally nonholonomic distribution $D$ on $SO_0(2, 1)$, which is orthogonal to fibers of submersion $p$, and the restriction of the scalar product $g_1$ to $D$. The work is partially supported by the Russian Foundation for Basic Research (Grant 14-01-00068-a), a grant of the Government of the Russian Federation for the State Support of Scientific Research (Agreement 14.B25.31.0029), and the State Maintenance Program for the Leading Scientific Schools of the Russian Federation (Grant NSh-2263.2014.1).
corresponding distribution $D$ on $L^2_1$ is nothing else than the restriction to $L^2_1$ of horizontal distribution of the Levi–Civita connection [8] for $L^2$.

It follows from the above facts that hold the next statements.

1) The canonical projection

$$p : (SO_0(2, 1), d) \to L^2$$

is a submetry [7], a natural generalization of Riemannian submersion.

2) Identifying $SO_0(2, 1)$ with $L^2_1$ by the map $f$, for any piece-wise horizontal (i.e. tangent to $D$) smooth path $\gamma(t), 0 \leq t \leq t_1$, in $SO_0(2, 1), f(\gamma(t))$ with $0 \leq t \leq t_1$ is a parallel vector field (in the Lobachevskii plane!) along the projection $p(\gamma(t)), 0 \leq t \leq t_1$, in the sense of [8], with initial unit tangent vector $f(\gamma(0)) = d\gamma(0)(v_0) \in L^2_1$, see [4].

3) Additionally, if $p(\gamma(t)), 0 \leq t \leq t_1$, is a closed path with no self-intersection, bounding a region in $L^2$ with the area $S \leq \pi$, then $S = \rho(f(\gamma(0)), f(\gamma(t_1)))$; at the same time a preimage $p^{-1}(x)$ of any point $x \in L^2$ is a circle with the length $2\pi$ in the metric $\rho$, $(p \circ f)^{-1}(x) = gSO(2)$ if $p(f(g)) = x$, and the metric $\rho \circ (f \times f)$ is invariant relative to the right multiplication by elements of the subgroup $SO(2) \subset SO_0(2, 1)$.

4) The projection (1) maps geodesics in the space $(SO_0(2, 1), d)$ equilongally to the curves of constant geodesic curvature, namely, geodesics, equidistant curves, horocycles, or circles in $L^2$. Every line segment of such curve is a solution of corresponding isoperimetric Dido’s problem in $L^2$; in other words, in view of 3), is a solution of some isoholonomic problem.

1. Preliminaries

In this section, we will recall necessary notions and results from the paper [1].

The pseudoeuclidean space $E^{n,1}$ or the Minkowski space-time $\text{Mink}^{n+1}$, where $n + 1 \geq 2$, is the vector space $\mathbb{R}^{n+1}$ with pseudoscalar product $\{(t, x), (s, y)\} := -ts + (x, y)$. Here $(x, y) = xy^T$ is the standard scalar product of vectors $x, y \in \mathbb{R}^n$, $T$ is the transposing operator. The Lorentz group $SO_0(n, 1)$ is the connected component of the unit in the group $P(n, 1)$ of all linear pseudoisometric (i.e., preserving the pseudoscalar product $\{\cdot, \cdot\}$) transformations of the space-time $\text{Mink}^{n+1}$.

In the canonical base of the space $\mathbb{R}^{n+1}$, the elements of the group $P(n, 1)$ are given by real $(n + 1) \times (n + 1)$-matrices $C$ with condition

$$C^{-1} = ICTI,$$

where $I = -1 \otimes E_n$ is the matrix of the time reversing operator $(t, x) \to (-t, x)$.

Remark 1. The group $SO_0(n, 1)$ consists of those elements in $P(n, 1)$ which simultaneously preserve the time direction and orientation of the space $E^{n,1}$, i.e. are given by matrices $C$ with conditions $c_{11} \geq 1$ and $\det(C) = 1$. Moreover, $C \in SO(n) := 1 \otimes SO(n)$ if and only if $C \in SO_0(n, 1)$ and $c_{11} = 1$. The matrix $C \in SO_0(n, 1)$ commutes with $I$ if and only if $C \in SO(n)$.

The Lie algebra $\mathfrak{so}(n, 1)$ of the Lie groups $P(n, 1)$ and $SO_0(n, 1)$ is defined by the equality

$$\mathfrak{so}(n, 1) = I \cdot \mathfrak{so}(n + 1),$$
where \( \mathfrak{so}(n+1) \) is the Lie algebra of the Lie group \( SO(n+1) \), consisting of all real skew-symmetric \((n+1) \times (n+1)\)-matrices.

We shall be interested in the case \( n = 2 \). In view of the equality (3), the matrices

\[
\begin{align*}
& a = \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad 
& b = \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & 0 \\ 1 & 0 & 0 \end{pmatrix}, \quad 
& c = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & -1 \\ 0 & 1 & 0 \end{pmatrix}
\end{align*}
\]

constitute a basis of the Lie algebra \( \mathfrak{so}(2,1) \).

Let \( e \) be the unit of \( SO_0(2,1) \), \( \Delta(e) \) denotes the linear span of the vectors \( a, b \).

Let us define the scalar product \( \langle \cdot, \cdot \rangle \) on \( D(e) \) with the orthonormal basis \( a, b \). It follows from (4) that

\[
\begin{align*}
& [a, b] = -c, \quad [b, c] = a, \quad [c, a] = b.
\end{align*}
\]

In consequence of relations (5), the next statements hold.

1. The left-invariant distribution \( D \) on the Lie group \( SO_0(2,1) \) with given \( D(e) \) is totally nonholonomic, and the pair \((D(e), \langle \cdot, \cdot \rangle)\) defines the left-invariant sub-Riemannian metric \( d \) on \( SO_0(2,1) \).

2. \( D(e) \) and \( \langle \cdot, \cdot \rangle \) are invariant relative to the group \( \text{Ad}(SO(2)) \), \( SO(2) \subset SO_0(2,1) \).

3. The metric \( d \) is invariant relative to conjugation of the group \( SO_0(2,1) \) by elements of the subgroup \( SO(2) \).

4. The metric \( d \) is invariant relative to the right shifts of the group \( SO_0(2,1) \) by elements of the subgroup \( SO(2) \).

The statements 1 and 4 are equivalent to the fact that \( d \) is an invariant sub-Riemannian metric on weakly symmetric space \((SO_0(2,1) \times SO(2))/SO(2)\). The notion of weakly symmetric space was introduced by A. Selberg in his paper [9]: \((SL(2) \times SO(2))/SO(2)\) is unique weakly symmetric nonsymmetric space considered by him in the paper [9].

**Theorem 1.** On \((SO_0(2,1), d)\), any geodesic \( \gamma = \gamma(t) = \gamma(\beta, \phi; t), \ t \in \mathbb{R}, \ \gamma(0) = e \), parametrized by the arclength is the product of two 1–parameter subgroups:

\[
\gamma(t) = \exp(t(\cos \phi \cdot a + \sin \phi \cdot b - \beta c)) \exp(t\beta c),
\]

where \( \phi \) and \( \beta \) are arbitrary constants.

The next corollary follows from here and the above properties of the metric \( d \).

**Corollary 1.** The space \((SO_0(2,1), d)\) is geodesic orbit, i.e., every (full) geodesic in \((SO_0(2,1), d)\) is an orbit of some 1–parameter subgroup of isometries of the space \((SO_0(2,1), d)\).

**Remark 2.** To change a sign of \( \beta \) in (6) is the same as to change simultaneously a sign of \( t \) and to change an angle \( \phi \) by the angle \( \phi \pm \pi \).

**Theorem 2.** Put

\[
m = t, \quad n = \frac{t^2}{2} \quad \text{if} \quad |\beta| = 1,
\]

where \( \mathfrak{so}(n+1) \) is the Lie algebra of the Lie group \( SO(n+1) \), consisting of all real skew-symmetric \((n+1) \times (n+1)\)-matrices.
\[
m = \frac{\sin(t\sqrt{1 - \beta^2})}{\sqrt{1 - \beta^2}}, \quad n = \frac{\cos(t\sqrt{1 - \beta^2}) - 1}{1 - \beta^2} \quad \text{if } |\beta| < 1,
\]
\[
m = \frac{\sin(t\sqrt{\beta^2 - 1})}{\sqrt{\beta^2 - 1}}, \quad n = \frac{1 - \cos(t\sqrt{\beta^2 - 1})}{\beta^2 - 1} \quad \text{if } |\beta| > 1.
\]

Then the geodesic of the left-invariant sub-Riemannian metric \(d\) on the Lie group \(SO_0(2, 1)\) (see Theorem \(7\)) is equal to \(\gamma(t) = (\gamma_1(t), \gamma_2(t), \gamma_3(t))\), where the columns \(\gamma_j(t), j = 1, 2, 3\), are given by formulas
\[
\gamma_1(t) = \begin{pmatrix} 1 + n \\ m \cos \phi + \beta n \sin \phi \\ m \sin \phi - \beta n \cos \phi \end{pmatrix},
\]
\[
\gamma_2(t) = \begin{pmatrix} m \cos(\beta t - \phi) + \beta n \sin(\beta t - \phi) \\ n \cos(\beta t - \phi) \cos \phi + \beta m \sin(\beta t + (1 - \beta^2 n) \cos \beta t) \\ n \cos(\beta t - \phi) \sin \phi - \beta m \cos(\beta t + (1 - \beta^2 n) \sin \beta t) \end{pmatrix},
\]
\[
\gamma_3(t) = \begin{pmatrix} \beta n \cos(\beta t - \phi) - m \sin(\beta t - \phi) \\ -n \sin(\beta t - \phi) \cos \phi + \beta m \cos \beta t - (1 - \beta^2 n) \sin \beta t \\ -n \sin(\beta t - \phi) \sin \phi + \beta m \sin \beta t + (1 - \beta^2 n) \cos \beta t \end{pmatrix}.
\]

In consequence of (10), (11), (12), we have
\[
n = c_{11} - 1;
\]
\[
\begin{cases}
  c_{22} + c_{33} = 2 \beta m \sin \beta t + (2 + n - 2 \beta^2 n) \cos \beta t, \\
  c_{32} - c_{23} = (2 + n - 2 \beta^2 n) \sin \beta t - 2 \beta m \cos \beta t;
\end{cases}
\]
\[
c_{22} - c_{33} = n \cos(\beta t - 2\phi), \quad c_{23} + c_{32} = -n \sin(\beta t - 2\phi);
\]
\[
c_{11}^2 - 1 = c_{21}^2 + c_{31}^2 = c_{12}^2 + c_{13}^2 = m^2 + \beta^2 n^2.
\]

It follows from (13), (15) that
\[
n^2 = n^2(c) = (c_{11} - 1)^2 = (c_{22} - c_{33})^2 + (c_{23} + c_{32})^2.
\]

**Proposition 1.** \(C \in SO(2) \iff C \in SO_0(2, 1), n(C) = 0.\)

**Proposition 2.** If \(\beta = 0\) then every segment \(\gamma(t) = \gamma(0, \phi; t), 0 \leq t \leq t_1\), is a shortest arc.

**Proposition 3.** For every geodesic \(\gamma(\beta, \phi; t), t \in \mathbb{R}, \text{ where } \beta \neq 0\), there exists a finite number \(T > 0\) such that \(\gamma(\beta, \phi; t), 0 \leq t \leq T\), is a noncontinuable shortest arc.

It follows from the properties of the metric \(d\), formula (6) and Corollary \(1\) that \(T\) does not depend on \(\phi\), i.e., \(T = T(\beta)\) and \(T(-\beta) = T(\beta)\). Therefore \(T = T(|\beta|)\).
2. Submanifold Sim in $SO_0(2,1)$

**Proposition 4.** Let $C \in SO_0(2,1) - SO(2)$ be a symmetric matrix. Then

\[ c_{22}c_{33} - c_{23}c_{32} = c_{11} > 1; \quad c_{22} + c_{33} = 1 + c_{11} > 2; \quad \min(c_{22}, c_{33}) \geq 1. \]

Additionally, in the last inequality we have the equality if and only if $c_{23} = c_{32} = 0$; in this case, $\max(c_{22}, c_{33}) = c_{11}$. The condition $c_{23} = c_{32} = 0$ is also equivalent to the condition $c_{12}c_{13} = c_{21}c_{31} = 0$. Moreover, the eigenvalues of $(2 \times 2)$-matrix, bordered by the first row and the first column of the matrix $C$, are equal to $1$ and $c_{11}$.

**Proof.** It follows from symmetry of the matrix $C$ and the equality (2) that

\[ C^{-1} = \begin{pmatrix} c_{11} & -c_{12} & -c_{13} \\ -c_{12} & c_{22} & c_{23} \\ -c_{13} & c_{23} & c_{33} \end{pmatrix}. \]

Using (13) and the general inversion rule for matrices, we obtain the next equalities

\[ c_{11} = c_{22}c_{33} - c_{23}^2; \]

\[ c_{22} = c_{11}c_{33} - c_{13}^2, \quad c_{33} = c_{11}c_{22} - c_{12}^2; \]

\[ c_{12} = c_{12}c_{33} - c_{13}c_{23}, \quad -c_{13} = c_{12}c_{23} - c_{13}c_{22}, \quad -c_{23} = c_{11}c_{23} - c_{12}c_{13}. \]

The equality (19) gives us the first statement of Proposition 4.

The summation of the equalities in (20) together with (18) and the identity $CC^{-1} = e$ gives us

\[ c_{22} + c_{33} = c_{11}(c_{22} + c_{33}) - (c_{12}^2 + c_{13}^2) = c_{11}(c_{22} + c_{33}) - (c_{11}^2 - 1) \]

and we get at once the second statement of Proposition 4.

The equalities

\[ c_{12}^2(c_{33} - 1) = c_{13}^2(c_{22} - 1) = c_{23}^2(1 + c_{11}) = c_{12}c_{13}c_{23} \]

follows from (21). The last equality implies that $c_{12}c_{13}c_{23} \geq 0$ (and in this inequality we have the equality if and only if $c_{23} = 0$) and $c_{22} \geq 1$, $c_{33} \geq 1$, at the same time we have an equality in at least one inequality (we can’t have two equalities, because $c_{22} + c_{33} = 1 + c_{11} > 2$) if and only if $c_{23} = 0$. It is remain to prove the last statement.

Let $\lambda_1 \leq \lambda_2$ be eigenvalues of the above-mentioned matrix. Then, in consequence of the first equality and the second equality of Proposition 4, we get

\[ \lambda_1 \cdot \lambda_2 = c_{11}, \quad \lambda_1 + \lambda_2 = 1 + c_{11}. \]

Obviously, the numbers $\lambda_1 = 1$, $\lambda_2 = c_{11}$ are solutions of this combined equations. \(\square\)

**Proposition 5.** If $C \in SO_0(2,1) - SO(2)$ and $c_{12} = c_{21}$, $c_{13} = c_{31}$, then $C$ is a symmetric matrix.
Proof. It follows from the conditions on the matrix \( C \) and the equality (2) that
\[
C^{-1} = \begin{pmatrix} c_{11} & -c_{12} & -c_{13} \\ -c_{12} & c_{22} & c_{23} \\ -c_{13} & c_{23} & c_{33} \end{pmatrix}.
\]
Using (22) and the general inversion rule for matrices, we obtain the equalities
\[
-c_{23} = c_{11}c_{32} - c_{12}c_{13}, \quad -c_{32} = c_{11}c_{23} - c_{12}c_{13}.
\]
Subtracting the second equality from the first one, we get \( c_{32} - c_{23} = c_{11}(c_{32} - c_{23}) \). Since \( C \in SO_0(2,1) - SO(2) \), we have \( c_{11} > 1 \). Therefore \( c_{32} = c_{23} \). \( \square \)

Hereafter, Sim denotes the set of all symmetric matrices in \( SO_0(2,1) - \{1 \otimes (-E_2)\} \).

Proposition 6.
\[
Sim^{-1} = Sim; \quad k(Sim)k^{-1} = Sim, \quad k \in SO(2).
\]

Proof. The first equality is a consequence of (2). Let \( s \in Sim, k \in SO(2) \). Then
\[
ksk^{-1} = ksk^T, \quad (ksk^{-1})^T = ks^Tk^T = ksk^{-1} \Rightarrow ksk^{-1} \in Sim.
\]
\( \square \)

Proposition 7. Every element \( C \in SO_0(2,1) \) has a unique representation in the form \( C = s_1k_1 \) or \( g = k_2s_2 \), where \( k_i \in SO(2), s_i \in Sim; i = 1,2 \). Additionally, \( k_1 = k_2 \).

Proof. We shall look for \( k_1 \) in the form
\[
k_1 = 1 \otimes \begin{pmatrix} \cos \eta & -\sin \eta \\ \sin \eta & \cos \eta \end{pmatrix}.
\]
Then one can easily see that the equality \( C = s_1k_1, s_1 \in Sim, \) is equivalent, on the ground of Proposition 5 to the matrix equality
\[
\begin{pmatrix} c_{21} \\ c_{31} \end{pmatrix} = \begin{pmatrix} \cos \eta & -\sin \eta \\ \sin \eta & \cos \eta \end{pmatrix}\begin{pmatrix} c_{12} \\ c_{13} \end{pmatrix}.
\]
The vectors \((c_{21},c_{31}), (c_{12},c_{13})\) have the same length \( \sqrt{c_{11}^2 - 1} > 0 \). Therefore, there exists exactly one element \( k_1 \) with the required property.

Then in consequence of Proposition 6
\[
C = s_1k_1 = k_1(k_1^{-1}s_1k_1) := k_1s_2, \quad s_2 \in Sim.
\]
If there exists another representation \( C = k_2s_2' \), then \( C = (k_2s_2k_2^{-1})k_2 = s_1k_1 \) and \( k_2 = k_1 \) by the uniqueness of the representation \( C = s_1k_1 \); then \( s_2' = s_2 \). \( \square \)

Proposition 8. For any matrix \( C \in SO_0(2,1) \), we have
\[
c_{22}c_{33} - c_{23}c_{32} = c_{11}, \quad (c_{22} + c_{33})^2 + (c_{32} - c_{23})^2 = (1 + c_{11})^2.
\]

Proof. The first equality in (24) follows from (2) and the general inversion rule for matrices. Every matrix \( C \in SO_0(2,1) \) can be presented in the form (10), (11), (12). Then by the first equality in (24) and (17), we have the second equality.

In the next proposition, we compute the matrix \( k_1 \) from Proposition 7.
Proposition 9.

\[
\cos \eta = \frac{c_{22} + c_{33}}{1 + c_{11}}, \quad \sin \eta = \frac{c_{32} - c_{23}}{1 + c_{11}}.
\]

Proof. The \((2 \times 2)\)–matrix, bordered by the first row and the first column of the symmetric matrix \(s_1\) from Proposition 7 is equal to

\[
\begin{pmatrix}
c_{22} & c_{23} \\
c_{32} & c_{33}
\end{pmatrix}
\begin{pmatrix}
\cos \eta & \sin \eta \\
-\sin \eta & \cos \eta
\end{pmatrix}
= \begin{pmatrix}
c_{22} \cos \eta - c_{23} \sin \eta & c_{22} \sin \eta + c_{23} \cos \eta \\
c_{32} \cos \eta - c_{33} \sin \eta & c_{32} \sin \eta + c_{33} \cos \eta
\end{pmatrix}.
\]

The first column of the matrix \(s_1\) coincides with the first column of the matrix \(C\). By the second equality in Proposition 4, applied to the matrix \(s_1\), we get

\[(c_{22} + c_{33}) \cos \eta + (c_{32} - c_{23}) \sin \eta = 1 + c_{11}.
\]

Now Proposition 9 follows from (25), the second equality in (24), and the equality’s case in the Cauchy–Bunyakowsky–Schwarz inequality. \(\square\)

Proposition 10.

(26) \(\Sigma := \{ g \in SO_0(2, 1) : g = kg^{-1}k^{-1}, \ k \in SO(2)\} = Sim \cup (Sim \cdot (1 \otimes (-E_2))).\)

Proof. Let \(g = kg^{-1}k^{-1}, \ k \in SO(2)\) and \(g = s_1k_1\) be unique representation from Proposition 7. Then in consequence of Propositions 6 and 7

\[s_1k_1 = kk_1^{-1}s_1^{-1}k^{-1} = k_1^{-1}k^{-1} := k_1^{-1}s_2, \ k_1^{-1} = k_1.
\]

Thus the left set from formula (26) is a part of the right set; clearly, the opposite inclusion is true. \(\square\)

Proposition 11. The matrix \(C \in SO_0(2, 1) - SO(2)\) is symmetric if and only if \(C = \gamma(0, \phi; t), \) where

\[
\begin{align*}
\cosh & = c_{11} > 1, \quad \cos \phi = \frac{c_{12}}{\sqrt{c_{11}^2 - 1}}, \quad \sin \phi = \frac{c_{13}}{\sqrt{c_{11}^2 - 1}}.
\end{align*}
\]

Proof. The sufficiency follows from (10), (11), (12). Let us prove the necessity. Let \(C \in SO_0(2, 1) - SO(2)\) be a symmetric matrix. It is clear that the conditions \(t > 0\) and (27) uniquely define \(\phi\) and \(\gamma(0, \phi; t)\). Let us show that \(C = \gamma(0, \phi; t)\). The elements in the first column and the first row of these two matrices coincide. All two-dimensional vectors \((c_{21}, c_{31}), (c_{22}, c_{23}), (c_{23}, c_{33})\) aren’t null vector, their scalar products (and scalar squares) and also the first vector are defined by elements of the first row and the first column of the matrix \(C\), because \(C \in P(2, 1)\), moreover, the second coordinate of the second vector is equal to the first coordinate of the third vector. One can easily see that this fact and the statements of Proposition 4 guarantee that the second and the third vectors are uniquely defined by elements of the first row and the first column of the matrix \(C\). Since the same statements are valid for the matrix \(\gamma(0, \phi; t)\), then these matrices coincide. \(\square\)

It follows directly from Propositions 11 and 2 the next

Proposition 12. The set Sim of all symmetric matrices from \(SO_0(2, 1) - SO(2)\) is a union of all geodesics–shortest arcs \(\gamma(t) = \gamma(0, \phi; t), \ 0 \leq t \leq t_1, \) joining the unit \(e\) with elements from Sim.
3. Cut loci and conjugate sets in \((SO_0(2,1), d)\)

Unlike the Riemannian manifolds, the exponential map \(\text{Exp}_x, x \in M\), for a sub-Riemannian manifold \((M, d)\) without abnormal geodesics (as in the case of \((SO_0(2,1), d)\)) are defined not on \(TM\) and \(T_xM\) but on \(D(x) \times \text{Ann}(D(x))\), where \(D\) is the distribution on \(M\) involved in the definition of \(d\), and

\[
\text{Ann}(D(x)) = \{ \psi \in T^*_xM : \langle \psi, D(x) \rangle = 0 \},
\]

see [10]. Otherwise, the cut loci and conjugate sets for such sub-Riemannian manifolds are defined in the same way as for Riemannian ones [11].

**Definition 1.** Cut locus \(C(x)\) (respectively, the first conjugate set \(S(x)\) \((S_1(x))\)) for a point \(x\) in a sub-Riemannian manifold \(M\) (without abnormal geodesics) is the set of ends of all shortest arcs starting at the point \(x\) and noncontinuable beyond its ends (respectively, the image of the set of (the first) critical points (along geodesics with the origin in \(x\)) of the map \(\text{Exp}_x\) with respect to \(\text{Exp}_x\)).

**Proposition 13.**

\[
S(e) = (S_1(e) = SO(2) - \{ e \}) \cup \left\{ \gamma(\beta, \phi; t) \mid \text{tg} \left( \frac{t\sqrt{\beta^2 - 1}}{2} \right) = \frac{t\sqrt{\beta^2 - 1}}{2}, \beta^2 > 1, t \neq 0 \right\};
\]

\[C \cap S(e) = C \cap S_1(e) = SO(2) - \{ e \}.\]

**Proof.** The Lie group \(SL(2)/\{ \pm e \}\) is isomorphic to the Lie group \(SO_0(2,1)\) (see, for example, [1]). By Theorem 1 from [1], there exists a locally isomorphic epimorphism of the Lie groups

\[
L : SL(2) \to SL(2)/\{ \pm e \} \cong SO_0(2,1)
\]

such that, in terms of this paper and paper [12],

\[dL(e)(p_1) = a, \quad dL(e)(p_2) = b, \quad dL(e)(k) = c.\]

At the same time, \((p_1, p_2)\) is an orthonormal basis of the vector subspace of the Lie algebra \(\mathfrak{sl}(2)\) of the Lie group \(SL(2)\), defining the left-invariant sub-Riemannian metric \(\delta\) on the Lie group \(SL(2)\). This implies that the map \(L : (SL(2), \delta) \to (SO_0(2,1), d)\) is a submetry [7] and local isometry. Consequently, \(L\) maps the geodesics of the space \((SL(2), \delta)\) (with a parameter \(\beta\)) to the geodesics of the space \((SO_0(2,1), d)\) (with the same parameter). Therefore, the critical values of the map \(\text{Exp}_e\) for \((SL(2), \delta)\) and \((SO_0(2,1), d)\) coincide. Besides, \(L(SO(2) \subset SL(2)) = SO(2) \subset SO_0(2,1)\). The proposition [13] with the same statement was proved as Proposition 11 in the paper [12] for the space \((SL(2), \delta)\). As a result, it holds for the space \((SO_0(2,1), d)\).

The statements from the following proposition were actually proved in [1].

**Proposition 14.** A matrix \(C \in C(e)\) if and only if \(C \in S_1(e) = SO(2) - \{ e \}\) or there exist \(\phi_1, \phi_2 \in \mathbb{R}, 0 < \beta < \frac{3}{\sqrt{5}}\) such that

\[
C = \gamma(\beta, \phi_1; T) = \gamma(\beta, \phi_2; -T),
\]

(28)
where \( \gamma(t) \) is defined by (10), (11), (12), and

\[
T = \min\{t > 0 \mid \gamma(\beta, \phi_1; t) = \gamma(\beta, \phi_2; -t)\}.
\]

The main result of this section constitutes

**Theorem 3.** For every element \( g \in (SO_0(2, 1), d) \), \( C(g) = gC(e) \) and \( S(g) = gS(e) \). Moreover,

\[
C(e) = K(e) \cup S_1(e),
\]

where

\[
K(e) = \{ C \in SO_0(2, 1) \mid c_{21} = -c_{12}, c_{31} = -c_{13}, c_{23} = c_{32}, c_{22} + c_{33} < 0 \},
\]

\[
S_1(e) = SO(2) - \{ e \}.
\]

**Proof.** In consequence of Propositions 13, 14, it is enough to prove that

\[
C(e) - SO(2) = K(e) - SO(2).
\]

Note first of all that

\[
K(e) - SO(2) = (Sim - \{ e \}) \cdot (1 \otimes (-E_2)) = (1 \otimes (-E_2)) \cdot (Sim - \{ e \})
\]

on the ground of (31), (23), and Proposition 7.

It follows from (3) that

\[
\gamma(\beta, \phi_1; -t) = \exp(t \beta c) \gamma(\beta, \phi_1, t)^{-1} \exp(-t \beta c).
\]

Therefore one can rewrite the equality \( \gamma(\beta, \phi_1; t) = \gamma(\beta, \phi_2; -t) \) in the form

\[
\gamma(\beta, \phi_1; t) = k \gamma(\beta, \phi_1, t)^{-1} k^{-1}, \quad k \in SO(2).
\]

Then in consequence of (26), we get

\[
\gamma(\beta, \phi_1; t) \in \Sigma = Sim \cup (Sim \cdot (1 \otimes (-E_2))
\]

It follows from here, Proposition 12 and (34) that \( C \in Sim \cdot (1 \otimes (-E_2)) = K(e) \) for any matrix \( C \) from (28), if \( 0 < \beta < \frac{3}{\sqrt{5}} \). Thus, in consequence of Proposition 14 we have \( C(e) - SO(2) \subset K(e) - SO(2) \).

Let \( C \in K(e) - SO(2) \). Then in consequence of (34) and (23),

\[
C \in (Sim - \{ e \}) \cdot (1 \otimes (-E_2)) \subset \Sigma.
\]

By the Cohn–Vossen theorem 13, there exists a shortest arc \( \gamma(\beta, \phi_1; t), 0 \leq t \leq t_1 \), joining \( e \) and \( C \). By Proposition 12, we have \( 0 < |\beta| < \frac{3}{\sqrt{5}} \). Moreover, if \( t = t_1 \) then holds the relation (35) that can be rewritten in form \( \gamma(\beta, \phi_1; t_1) = \gamma(\beta, \phi_2; -t_1) \) by (6). On the ground of Corollary 2, we can assume that \( \beta > 0 \). Thus \( t_1 = T \) (see (29)) because we consider a shortest arc. Proposition 14 implies that \( C \in C(e) - SO(2) \).
4. Sub-Riemannian distance

The next proposition reduces the distance search to the search of the $|\beta|$, the geodesic curvature of the projection $p(\gamma(t))$, $t \in \mathbb{R}$, of the geodesic (6) onto $L^2$ [1].

**Proposition 15.** If $C \in SO_0(2,1) - \{e\}$ then

$$
|\beta| = \arccos \left( \frac{c_{22} + c_{33}}{1 + c_{11}} \right) + 2 \arccos \left( \frac{m}{\sqrt{c_{11}^2 - 1}} \right) := |\eta| + 2 \arccos \mu,
$$

$$
|\mu| = \frac{|m|}{\sqrt{c_{11}^2 - 1}} := \sqrt{1 - \beta^2 \frac{c_{11} - 1}{1 + c_{11}}},
$$

where $\beta$ and $m$ are given from the representation of the matrix $C$ in the form (10), (11), (12), and $t = d(C,e)$. Thus the following statements hold.

I. If $C \in SO(2)$ then $\mu = -1$.

II. If $C \notin SO(2)$ then $\mu = 0$ and $\beta^2 = (1 + c_{11})/(c_{11} - 1)$ for $|\eta| = \pi(\sqrt{(1 + c_{11})/2} - 1) := \theta$.

III. $\mu < 0$ for $|\eta| > \theta$.

IV. $\mu > 0$ for $|\eta| < \theta$.

**Proof.** Let $\gamma(t) := \gamma(\beta,\phi;t)$, $0 \leq t \leq t_1$, be a line segment of the geodesic in $(SO_0(2,1),d)$ of the form (6), which is a shortest arc. Then its projection

$$
x(t) = p(\gamma(t)), \quad 0 \leq t \leq t_1,
$$
on to $L^2$ is either the circle $S^1$ or an unclosed curve which has no self-intersection [1]. On the ground of the statement 3) from Introduction, the first case is characterized by the condition $\gamma(t_1) \in SO(2)$. Let $S(t_1)$ be the area of a region in $L^2$ bounded by $S^1$ or the curvilinear digon $P$, consisting of the curve (38) and the shortest arc $[x(0),x(t_1)]$ with the length $r = r(t_1)$ and the interior angle $\psi = \psi(t_1)$ in $L^2$. Thus $S(t_1) \leq \pi$ by paper [1].

At first consider the case $C = \gamma(t_1) \notin SO(2)$. In [1] (see formula (44)), are found the following equations for the digon $P$:

$$
S(t_1) = |\beta| t_1 - 2\psi, \quad r = \arctan(1 + n), \quad \cos \psi = \frac{m}{\sqrt{n(n + 2)}}.
$$

By the statement 3) from Introduction, Proposition 9 and (13), (16), these equations can be rewritten in the form

$$
|\eta| = |\beta| t_1 - 2\psi, \quad r = \arctan c_{11}, \quad \cos \psi = \text{sgn}(m) |\mu|,
$$

$$
|\eta| = \arccos \left( \frac{c_{22} + c_{33}}{1 + c_{11}} \right), \quad |\mu| = \sqrt{1 - \beta^2 \frac{c_{11} - 1}{1 + c_{11}}}.
$$

Obviously, $\mu = 0 \iff \psi = \pi/2$. This is equivalent to the fact that $P$ bounds a semidisc of the radius $r/2$ in $L^2$. In this case, in consequence of (46) in [1] and (39),
we have $| \beta | = \sqrt{\frac{1 + c_{11}}{c_{11} - 1}}$ and
$$| \eta | = S(t_1) = \pi \left( \text{ch} \frac{r}{2} - 1 \right) = \pi \left( \sqrt{\frac{1 + c_{11}}{2}} - 1 \right) := \theta.$$  

It is clear from geometric considerations that
$$\mu > 0 \iff | \eta | < \theta, \quad \mu < 0 \iff | \eta | > \theta.$$

Let $C = \gamma(t_1) \in SO(2)$ and $t_n \not\rightarrow t_1$ for $n \to \infty$, $n \geq 2$, $\psi_n = \psi(t_n)$, $\mu_n = \mu(t_n)$. Then it is clear that
$$\gamma(t_n) \rightarrow C, \quad \psi_n \not\rightarrow \pi, \quad \mu_n \not\rightarrow \mu = -1, \quad d(e, \gamma(t_n)) = t_n \not\rightarrow t_1 = d(e, C).$$

Therefore the equality (36) holds for $\mu = -1$. \hfill \Box

**Theorem 4.** 0. If $C \in \text{Sim}$ then
$$d(e, C) = \text{arch} c_{11}.$$  

If $C \notin \text{Sim}$ then hold the following statements.

I. If $C \in SO(2)$ then
\begin{equation}
| \beta | \geq \frac{3}{\sqrt{5}}, \quad d(e, C) = \frac{2\pi}{\sqrt{\beta^2 - 1}}
\end{equation}

and $| \beta |$ is a unique number defined by equality
\begin{equation}
2 | \beta | \pi = \arccos \left( \frac{c_{22} + c_{33}}{1 + c_{11}} \right) + 2\pi.
\end{equation}

II. If $| \eta | = \pi \left( \sqrt{1 + c_{11}/2} - 1 \right) := \theta$ then $| \beta | = \sqrt{\frac{1 + c_{11}}{c_{11} - 1}}$, $d(e, C) = \pi \sqrt{\frac{c_{11} - 1}{2}}$. At the same time, $| \beta | = \frac{2}{\sqrt{3}}$ only if $| \eta | = \pi$; otherwise we have $| \beta | > \frac{2}{\sqrt{3}}$.

III. If $| \eta | > \theta$ then $\frac{2}{\sqrt{3}} < | \beta | < \sqrt{\frac{1 + c_{11}}{c_{11} - 1}}$. If $| \eta | = \pi$ then $| \beta | \leq \frac{2}{\sqrt{3}}$. Generally,
\begin{equation}
d(e, C) = (2\pi - \gamma)/\sqrt{\beta^2 - 1}, \quad \text{where}
\end{equation}

\begin{equation}
| \eta | = (2\pi - \gamma) \frac{| \beta |}{\sqrt{\beta^2 - 1}} - 2 \arccos(-| \mu |), \quad 0 \leq \gamma < \pi;
\end{equation}

\begin{equation}
\cos \gamma = \beta^2 - c_{11}(\beta^2 - 1).
\end{equation}

IV. If $| \eta | < \theta$ then the following statements are valid.

a) If $| \eta | = \sqrt{2(c_{11} - 1)} - 2 \arccos \sqrt{\frac{2}{1 + c_{11}}} := \alpha$ then
$$| \beta | = 1, \quad d(e, C) = \sqrt{2(c_{11} - 1)}.$$

b) If $| \eta | < \alpha$ then $0 < | \beta | < 1$, and $| \beta |$ is an implicit solution of equation
\begin{equation}
| \eta | = 2 \left( \frac{| \beta |}{\sqrt{1 - \beta^2}} \text{arch} \left( \sqrt{\frac{1 + c_{11}}{2}} | \mu | \right) - \arccos | \mu | \right),
\end{equation}
\[ d(e, C) = \frac{2}{\sqrt{1 - \beta^2}} \text{arch} \left( \sqrt{\frac{1 + c_{11}}{2}} | \mu | \right). \]

c) If \( | \eta | > \alpha \) then \( 1 < | \beta | < \sqrt{\frac{1 + c_{11}}{c_{11} - 1}} \). If \( | \eta | = \pi \) then \( | \beta | < \frac{2}{\sqrt{3}} \). Generally, we have (45) and
\[ (46) \quad d(e, C) = \frac{\gamma}{\sqrt{\beta^2 - 1}}, \quad \text{where} \]
\[ (47) \quad | \eta | = \frac{\gamma | \beta |}{\sqrt{\beta^2 - 1}} - 2 \arccos | \mu |, \quad 0 < \gamma < \pi. \]

V. The above-mentioned conditions uniquely define \( d(e, C) \).

Proof. 0. This statement is a consequence of Proposition [15].

I. Relations (41) were proved in [1]. The equality (42) follows from Proposition [15]. The uniqueness \( | \beta | \) in this equality follows from inequalities
\[ | \beta | \geq \frac{3}{\sqrt{3}} \iff 2\pi < \frac{2 | \beta | \pi}{\sqrt{\beta^2 - 1}} \leq 3\pi. \]

II. The first statement is a consequence of Proposition [15]. If \( | \eta | = \pi \) then it follows from the first statement that
\[ c_{11} = 7, \quad | \beta | = \frac{2}{\sqrt{3}}, \quad d(e, C) = \pi\sqrt{3}. \]

Further we shall use the notation from the proof of Proposition [15]. If \( | \eta | = S(P) < \pi \) then \( | \beta | > \frac{2}{\sqrt{3}} \), since \( P \) is a semidisc in the case II, and the area of a disc in \( L^2 \) is an increasing function of the geodesic curvature \( | \beta | \) of its bounding circle. More precisely, the area of a disc with radius \( R \), that is equal to \( 2\pi (\cosh R - 1) \), is an increasing function of \( R \), while \( | \beta | = \cosh R \) is a decreasing function of \( R \) by the first formula in (48).

III. In this case, in consequence of Proposition [15], \( P \) is a disk or the bigger segment of a disk with radius \( R > r/2 \) in \( L^2 \), with some center \( O \), and a base with the length \( r = \text{arch} c_{11} \). The first case, \( C \in SO(2) \), was considered in I. In the second case,
\[ \frac{\pi}{2} < \psi = \arccos(- | \mu |) < \pi, \quad 1 < | \beta | < \sqrt{\frac{1 + c_{11}}{c_{11} - 1}}. \]

Let \( \gamma \) be an angle in the triangle \( x(0)Ox(t_1) \) at the vertex \( O \), \( \gamma_1 \) be an angle at vertices \( x(0), x(t_1) \). Then \( \gamma_1 = \psi - \pi/2 \). The area \( S(t_1) \) is equal to the sum of the area of the sector of the radius \( R \) with central angle \( 2\pi - \gamma \) and the area of the triangle \( x(0)Ox(t_1) \); by the Gauss–Bonnet theorem, the area of a triangle is equal to its excess taken with the minus sign. Therefore,
\[ | \eta | = S(t_1) = (2\pi - \gamma)(\text{ch} R - 1) + (\pi - \gamma - 2(\psi - \pi/2)) = (2\pi - \gamma) \text{ch} R - 2\psi. \]

Then in consequence of (39),
\[ | \beta | d(e, C) = | \beta | t_1 = | \beta | (2\pi - \gamma) \text{sh} R = | \eta | + 2\psi = (2\pi - \gamma) \text{ch} R. \]
Hence

\( |\beta| = \cosh R, \quad \sinh R = \frac{1}{\sqrt{\beta^2 - 1}}, \quad \cosh R = \frac{|\beta|}{\sqrt{\beta^2 - 1}}. \)

By the (first) cosine theorem in the hyperbolic geometry \([14]\) and \((48)\), we have

\[
\cosh r = \cosh^2 R - \sinh^2 R \cdot \cos \gamma, \quad \cos \gamma = \frac{\cosh^2 R - \cosh r}{\sinh^2 R} = \beta^2 - c_{11}(\beta^2 - 1).
\]

Using the above-mentioned relations, we get the equalities \((43), (44), (45)\).

All statements in III, except the second statement and the second inequality in the first statement, are proved. In our case, we have

\( \pi \geq |\eta| = S(P) > S(P_1) \), where \( P_1 \) is a semidisk of the same radius as \( P \), contained in \( P \). Then in consequence of the same considerations as in the proof of item II, we have \(|\beta| > \frac{2}{\sqrt{3}}\).

Let \(|\eta| = s(P) = \pi\). If \( P \) is a disk of the radius \( R \) then

\[
2\pi(\cosh R - 1) = \pi, \quad \cosh R = \frac{3}{2}, \quad |\beta| = \cosh R = \frac{3}{2\sqrt{(3/2)^2 - 1}} = \frac{3}{\sqrt{5}}.
\]

If \( P \) isn’t the disc then \(|\beta| > \frac{3}{\sqrt{3}}\) as a corollary of the same argument as above.

IV. Assume at first that \( 1 < |\beta| < \frac{1 + c_{11}}{c_{11} - 1} \). In this case, we must compute the area \( S \) of a smaller segment of a disk of radius \( R > r/2 \), cut off by the line segment \([x(0), x(t_1)]\), and the angles \( \psi_2 = \pi - \psi > \pi/2, \gamma_2 = \pi/2 - \psi < \pi/2 \) plays the role of the angles \( \psi, \gamma_1 \) for the bigger segment with area \( S' \). Then, as in item III,

\[
S' = (2\pi - \gamma) \cosh R - 2\psi_2 = (2\pi - \gamma) \cosh R - 2(\pi - \psi),
\]

\[
S = 2\pi(\cosh R - 1) - S' = \gamma \cosh R - 2\psi.
\]

The same relations \((48), (49)\), and so the equalities \((45), (46), (47)\) are valid, then by the sine theorem,

\[
\frac{\sin \gamma_2}{\sin \gamma} = \frac{\cos \psi}{\sin \gamma}.
\]

If \(|\eta| = S(P) = \pi\) then

\[
\pi < \pi(\cosh R - 1), \quad \cosh R > 2, \quad |\beta| = \cosh R < \frac{2}{\sqrt{2^2 - 1}} = \frac{2}{\sqrt{3}}.
\]

a) The case of the horocycle \(|\beta| = 1\) is obtained from the case just considered for \( R \to \infty \) and fixed \( c_{11} \). In this limit passage, \( \psi \) decreases, therefore \( \cos \psi \) increases and in consequence of \((50)\),

\[
\cos \psi > 1/\sqrt{1 + c_{11}}, \quad \gamma > 0, \quad \sin \gamma > 0, \quad \gamma \sim \sin \gamma,
\]

\[
|\eta(1)| = \lim_{R \to \infty} (\gamma \cosh R - 2\psi) = \lim_{R \to \infty} \left( \frac{\cos \psi \sqrt{c_{11}^2 - 1} \cosh R}{\sinh R} - 2\psi \right) = \cos \psi(1) \sqrt{c_{11}^2 - 1} - 2\psi(1),
\]

\[
\cos \psi(1) = |\mu(1)| = \sqrt{1 - \frac{c_{11} - 1}{1 + c_{11}}} = \sqrt{\frac{2}{1 + c_{11}}}
\]
From here follows items a), c) and the first statement of item b).

b) A semigeodesic coordinate system in $L^2$ has the form $d s^2 = d u^2 + \c h^2(u) d v^2$ (see, for example, [1]).

Consider a curvilinear quadrangle $P_1 : 0 \leq u \leq \sigma$, $-l \leq v \leq l$. Lines $0 \leq u \leq \sigma$, $v = -l$ or $v = l$; $-l \leq v \leq l$, $u = 0$, are straight line segments, and line $u = \sigma$ is an equidistant curve on the distance $\sigma$ from the straight line $u = 0$. The area $S_1$ of the quadrangle $P_1$ is equal to

$$S_1 = 2l \int_0^\sigma \c h \, u \, d u = 2l \, \sh \sigma.$$  

The Gauss-Bonnet theorem (see [3] or Theorem 5 in [1]) applied to $P_1$ gives

$$| \beta | = 2l \, \c h \sigma + 4 \left( \pi - \frac{\pi}{2} \right) = 2\pi + 2l \, \sh \sigma.$$  

Consequently,  

$$| \beta | = \t h \sigma, \quad \sh \sigma = \frac{\t h \sigma}{\sqrt{1 - \t h^2 \sigma}} = \frac{| \beta |}{\sqrt{1 - \beta^2}}, \quad \c h \sigma = \frac{1}{\sqrt{1 - \beta^2}},$$  

where $| \beta | = \t h \sigma$ is the geodesic curvature of the equidistant curve $u = \sigma$.

The rectilinear "Saccheri quadrangle" $P_2$ with the same vertices as $P_1$, lies in $P_1$. Suppose that its upper base has the length $r = \c h c_{11}$. Then quadrangle $P = P_1 - P_2$ has the required area $| \eta | = S(t_1) = S_1 - S_2$. The $P_2$ has two angles, that are equal to $\pi/2$, and two angles, that are equal to $\phi = \pi/2 - \psi$. Then the Gauss-Bonnet theorem applied to $P_2$ gives

$$2 \left( \pi - \frac{\pi}{2} \right) + 2 \left[ \pi - \left( \frac{\pi}{2} - \psi \right) \right] = 2\pi + S_2 \implies S_2 = 2\psi, \ | \eta | = 2l \, \sh \sigma - 2\psi.$$  

The half of $P_2$, selected from it by conditions $0 \leq u \leq l$, is a "Lambert quadrangle". Applying to it Theorem 7.17.1, (ii) from [14], we get

$$\c h l = \c h \left( \frac{r}{2} \right) \sin \phi = \c h \left( \frac{r}{2} \right) \sin \left( \frac{\pi}{2} - \psi \right) = \sqrt{\frac{1 + c_{11}}{2}} \cos \psi.$$  

Then as a consequence of the third equalities in (39) and (40), $l = \arch \left( | \mu | \sqrt{1 + c_{11}} \right)$. 

The statements of b) in Theorem follow from here, (51) and the equalities

$$d(e, C) = t_1 = 2l \, \c h \sigma, \ | \eta | = 2l \, \sh \sigma - 2\psi.$$  

V. The statement follows from Propositions [7, 9] and from the fact that for any line segment in $L^2$ with a given length $r = \arch c_{11} > 0$ there exists a unique up to the line segment reflection curve of constant geodesic curvature bounding together with the segment a region with a given area $| \eta | = S \geq 0$.  

\begin{center}\textbf{References}\end{center}

[1] Berestovskii V. N., (Locally) shortest arcs of special sub-Riemannian metric on the Lie group $SO_0(2, 1)$ (Russian). Algebra and Anal. 2015. V. 27, \#1. P. 959–970.

[2] Berestovskii V. N., Zubareva I. A., Sub-Riemannian distance on Lie groups $SU(2)$ and $SO(3)$ (Russian). Mat. trudy. Vol. 18(2015). \#2. P. 1–19.
[3] Berestovskii V. N., Zubareva I. A., Sub-Riemannian distance on the Lie group $SL(2)$ (Russian), submitted to Siber. Math. J.

[4] Berestovskii V. N., Zubareva I. A., Shapes of Spheres of Special Nonholonomic Left-Invariant Intrinsic Metrics on Some Lie Groups Siber. Math. J. 2001. V. 42, №4. P. 613–628.

[5] Sasaki S., On the differential geometry of tangent bundles of Riemannian manifolds Tohoku Math. J. 1958. Vol. 10, №3. P. 338-354; II: 1962. Vol. 14, №2. P. 146–155.

[6] Besse A.L., Manifolds all of whose geodesics are closed. Ergebnisse der Mathematik und ihrer Grenzgebiete [Results in Mathematics and Related Areas], 93 Springer-Verlag, Berlin, Heidelberg, New York, 1978.

[7] Berestovskii V.N., Guijarro L., A metric characterization of Riemannian submersions Ann. Global Anal. Geom. 2000. Vol. 18, №6. P. 577–588.

[8] Pogorelov A.V., Differential geometry. Nordhoff, 1959.

[9] Selberg A., Harmonic analysis and discontinuous groups in weakly symmetric Riemannian spaces with applications to Dirichlet series J. Indian Math. Soc. (N.S.) 20(1956) , 47-87.

[10] Vershik A.M., Gershkovich V.Ya., Nonholonomic dynamical systems. Geometry of distributions and variational problems. (Russian). Current problems in mathematics. Fundamental directions, Vol. 16 (Russian), 5-85, 307, Itogi Nauki i Techniki, Akad. Nauk SSSR, Vsesoyuz. Inst. Nauchn. i Techn. Inform., Moscow, 1987.

[11] Gromoll D., Klingenberg W., Meyer W., Riemannsche Geometrie im Grossen. (German) Lecture Notes in Mathematics, №. 55. Springer-Verlag, Berlin-New York, 1968.

[12] Berestovskii V. N., Zubareva I. A., Geodesics and shortest arcs of special sub-Riemannian metric on the Lie group $SL(2)$ (Russian), submitted to Siber. Math. J.

[13] Cohn–Vossen S., Existenz kürzester Wege (German) Compositio Math. 1936, V. 3, P. 441–452.

[14] Beardon A., The geometry of discrete groups. Graduate Texts in Mathematics, 91. Springer-Verlag, New York, 1983.

V.N.Berestovskii

Sobolev Institute of Mathematics SD RAS,
4 Acad. Koptyug avenue, 630090, Novosibirsk, Russia
E-mail address: vberestov@inbox.ru

I.A.Zubareva

Sobolev Institute of Mathematics SD RAS, Omsk Branch,
13 Pevtsova street, 644043, Omsk, Russia
E-mail address: i_gribanova@mail.ru