The depinning transition in presence of disorder: a toy model
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Abstract We introduce a toy model, which represents a simplified version of the problem of the depinning transition in the limit of strong disorder. This toy model can be formulated as a simple renormalization transformation for the probability distribution of a single real variable. For this toy model, the critical line is known exactly in one particular case and it can be calculated perturbatively in the general case. One can also show that, at the transition, there is no strong disorder fixed distribution accessible by renormalization. Instead, both our numerical and analytic approaches indicate a transition of infinite order (of the Berezinskii-Kosterlitz-Thouless type). We give numerical evidence that this infinite order transition persists for the problem of the depinning transition with disorder on the hierarchical lattice.
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The depinning transition in presence of impurities [2,18,21,25,31,38,46,47,50] (in the version of the Poland Scheraga (PS) model with uncorrelated disorder) is one of the simplest problems for which the effect of disorder, at a phase transition, is non trivial.

Though the problem is very simple to formulate and despite all the progress done over the last 30 years [26], many basic questions on the precise location of the critical surface or on the nature of the depinning transition when disorder is relevant are still debated.
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Several authors have studied a simplified version of the problem, by considering the depinning problem on a hierarchical lattice \[18,30,47,50\], but in this case too, the same basic questions remain hard to answer.

Here we try to look at an even simpler problem, a toy model, which resembles the depinning problem on the hierarchical lattice in the limit of strong disorder. Our toy model can be formulated as a very simple renormalization transformation for a probability distribution of a single variable. Our main result is that, in contrast to usual critical phenomena, the transition is not characterized by a critical fixed distribution. Instead, the transition is of infinite order (of the Berezinskii-Kosterlitz-Thouless type \[37\]).

This article is organized as follows. First, in order to show the connection between our toy model and the depinning problem, we make in section 1 a short review on past results on the Poland-Scheraga model with disorder and on its simplified version on the hierarchical lattice. Then, in section 2, we present several numerical results on the location of the transition and on the nature of the critical behaviour of our toy model. In section 3, we explain how the infinite order transition can be understood analytically. This is confirmed by the absence of fixed critical distributions. We also show how to characterize the critical manifold perturbatively. Lastly in section 4, we present some numerical results which indicate that the hierarchical model and our toy model have similar critical behaviors, namely an infinite order transition.

1 From the Poland Scheraga model with disorder to our toy model

1. The Poland Scheraga model in presence of disorder

The Poland Scheraga model \[48\] is a model for the denaturation of the DNA molecule (the transition from a double strand molecule into two single strands) or for the depinning transition of a line from a substrate. In the Poland Scheraga model, one represents the two strands of DNA as in figure 1. There is a binding energy $\varepsilon_i$ when the two strands are in contact at position $i$. In addition there is an entropy factor $\omega_l$ for each loop of length $l$ between two consecutive contacts (a loop of length $l$ corresponds to $l-1$ consecutive unpaired bases). The partition function $Z_L$ of a molecule of length $L$ is then given by

$$Z_L = \sum_{k \geq 2} \sum_{1 < i_2 < i_3 < \cdots < i_k < L} \omega(i_2 - i_1) \cdots \omega(i_k - i_{k-1}) \exp \left[ -\frac{\varepsilon_{i_1} + \varepsilon_{i_2} + \cdots + \varepsilon_{i_k}}{T} \right]$$
where, in the sum, $k$ is the number of contacts, $i_1, \cdots, i_k$ are the positions of the contacts (we have chosen here to impose contacts at positions 1 and $L$ so that $i_1 = 1$ and $i_k = L$). In the disordered version of the model, the $\varepsilon_i$’s are quenched i.i.d. random variables.

In the Poland Scheraga model it is well known [19,35,48,49] that the nature of the transition depends on the large $l$ behavior of $\omega(l)$. Usually one chooses a large $l$ dependence of the form

$$\omega(l) \sim s^l. \tag{1}$$

where $s$ and $c$ are two parameters ($l \log s$ is the extensive part of the entropy of a large loop of size $l$ while the critical behavior at the transition depends [19,35,48,49] on the parameter $c$).

Depending on the large $L$ behavior of $\log Z_L$, the system is either in the unpinned or in the pinned phase

$$\lim_{L \to \infty} \frac{\langle \log Z_L \rangle}{L} = \log s \quad \text{in the unpinned phase}$$

$$\lim_{L \to \infty} \frac{\langle \log Z_L \rangle}{L} > \log s \quad \text{in the pinned phase}$$

where $\langle \rangle$ denotes an average over the disorder (i.e. over the random energies $\varepsilon_i$) and the simplest questions one may ask about of the denaturation transition are:

- Where is the precise location of the transition temperature $T_c$ which separates these two phases?
- How does the difference $\log Z_L/L - \log s$ vanish as $T \to T_c$?

In the pure case, i.e. when all the $\varepsilon_i$ are equal, these questions have well known answers [19,35,48,49] and it is known that there is a phase transition (for attractive energies, i.e. for negative $\varepsilon$) whenever $c > 1$. For $1 < c < 2$ the transition is second order with an exponent $\nu$ which varies continuously with $c$ while for $c > 2$, it becomes first order

$$\lim_{L \to \infty} \frac{\log Z_L}{L} - \log s \sim (T_c^{\text{pure}} - T)^\nu \quad \text{with } \begin{cases} \nu = 1/(c - 1) & \text{for } 1 < c < 2 \\ \nu = 1 & \text{for } c > 2. \end{cases}$$

In this pure case, let us define $u_c^{\text{pure}}$ by

$$u_c^{\text{pure}} = \exp \left[ -\frac{\varepsilon}{T_c^{\text{pure}}} \right]$$

which will be useful below.

In the random case, that is when the $\varepsilon_i$ are i.i.d. random variables, there is still a transition for $c > 1$ but, for a general distribution of the energies $\varepsilon_i$, the
transition temperature $T^\text{quench}_c$ is not known and the nature of the transition is still debated. In this random case one can however calculate the annealed partition function $\langle Z_L \rangle$ (where as above $\langle \cdot \rangle$ is an average over the $\epsilon_i$'s) and show that it undergoes a transition at a temperature $T^\text{annealed}_c$ given by

$$\left\langle \exp \left[ -\frac{\epsilon_i}{T^\text{annealed}_c} \right] \right\rangle = \nu^\text{pure}_c.$$  

Using then Jensen’s inequality one has [13] that $\langle \log Z_L \rangle \leq \log \langle Z_L \rangle$ and therefore

$$T^\text{quenched}_c \leq T^\text{annealed}_c. \quad (2)$$

Since the mid seventies, one knows after the work of Harris [33] under what condition the critical behavior of a pure system is modified by a weak amount of disorder. For the depinning transition the Harris criterion predicts that disorder is irrelevant when $c < 3/2$, (meaning that a weak enough disorder should not change the critical behavior at the transition) while it is relevant for $c > 3/2$.

For $1 < c < 3/2$ these predictions have been confirmed rigorously: it has even been shown that for a weak enough disorder (i.e. if the distribution of the $\epsilon_i$'s is narrow enough) the quenched and the annealed models have the same transition temperature [2][40][51] (and [3] becomes an equality) and the same critical behavior near the transition [28][40]. When the distribution of the $\epsilon_i$'s is broader, one expects [3] to become a strict inequality [11][51][52] and the nature of the transition remains debated [6][7][36][38][50].

For $3/2 < c$, the relevance of disorder has also been confirmed [17][27][29]. Then, even for a narrow distribution of the $\epsilon_i$'s, the inequality (2) is strict and the nature of the transition is still debated (as for a broad enough distribution when $c < 3/2$). One however has bounds for the difference $T^\text{annealed}_c - T^\text{quenched}_c$ when disorder is small [3][41][52]. One also knows that for all values of $c > 1$ the transition is smooth [31][32][31].

The case $c = 3/2$ has been the most difficult to analyse, as it is the case where, according to the Harris criterion, a weak disorder is marginal and it has been debated for years whether disorder was marginally relevant with $T^\text{annealed}_c \neq T^\text{quenched}_c$ or irrelevant with $T^\text{annealed}_c = T^\text{quenched}_c$ [9][10][18][21][22][23][45]. The problem has finally been settled [27][29] and the weak disorder behavior of the difference $T^\text{annealed}_c - T^\text{quenched}_c$ has been estimated [18][27][29].

In conclusion for the Poland Scheraga model, with strong enough disorder when $c < 3/2$ or with arbitrary disorder when $c \geq 3/2$, the precise location of $T^\text{quenched}_c$ and the critical behavior as $T \to T^\text{quenched}_c$ remain debated questions. In particular one does not know how the critical behavior depends on $c$ if it does at all.
2. The Hierarchical lattice

In order to gain some insight on the previous problem, several authors have studied a simpler version of the problem: the depinning transition on a hierarchical lattice. On such a lattice the problem can be formulated as follows: the partition \( Z_n \) of an interface of length \( L_n = 2^n \) can be calculated (up to a trivial normalization factor) by the following recursion relation \[8,18,30,39,41,47,50\]
\[
Z_n = \frac{Z_{n-1}^{(1)} Z_{n-1}^{(2)} + b - 1}{b} .
\]

In (3) \( Z_{n-1}^{(1)} \) and \( Z_{n-1}^{(2)} \) are two independent realizations of the partition function of an interface of length \( 2^{n-1} \) and \( b \) is a parameter which characterizes the lattice.

As for the Poland Scheraga model, the pinned and the unpinned phases are defined by
\[
\lim_{n \to \infty} \frac{\langle \log Z_n \rangle}{2^n} = 0 \text{ in the unpinned phase}
\]
\[
\lim_{n \to \infty} \frac{\langle \log Z_n \rangle}{2^n} > 0 \text{ in the pinned phase}.
\]

To make the connection with the Poland Scheraga model, each partition function \( Z_0 \) (which corresponds to a strand of length \( 2^0 = 1 \)) is randomly distributed according to a given distribution \( P_0(Z) \) or equivalently one can write
\[
Z_0 = \exp \left( -\frac{\varepsilon}{T} \right)
\]
where each energy \( \varepsilon \) is chosen according to a given distribution \( \rho(\varepsilon) \).

In the pure case, i.e. when \( P_0(Z) \) is delta distributed, the critical value of \( Z_0 \) is given by the unstable fixed point of the map \( Z \to (Z^2 + b - 1)/b \)
\[
Z_0^{\text{critical}} = \begin{cases} 
1 & \text{for } 1 < b < 2 \\
b - 1 & \text{for } 2 < b 
\end{cases}
\]
and the critical behavior is given by
\[
\lim_{n \to \infty} \frac{\log Z_n}{2^n} \sim (Z_0 - Z_0^{\text{critical}})^\nu \quad \text{with} \quad \nu = \begin{cases} 
\log 2 / \log (2/b) & \text{for } 1 < b < 2 \\
\log 2 / \log (2(b-1)/b) & \text{for } b > 2
\end{cases}.
\]

So in the pure case the transition is always second order, but the exponent varies with \( b \). Thus \( b \) plays a role similar to the parameter \( c \) in the Poland Scheraga model.

In the random case, the Harris criterion tells us \[13\] that disorder is irrelevant for \( \sqrt{2} < b < 2 + \sqrt{2} \) while it is relevant for \( 1 < b < \sqrt{2} \) and for \( b > 2 + \sqrt{2} \).

When disorder is irrelevant, very much like in the PS model, the quenched and the annealed models have the same transition point and the same critical behavior when \( P_0(Z) \) is narrow enough.
When disorder is relevant, or when disorder is irrelevant but strong enough, the main results established so far are similar to those of the Poland Scheraga model: the annealed and the quenched models have different transition temperatures, the transition is smooth \cite{42} and for \( b = \sqrt{2} \) and \( b = 2 + \sqrt{2} \), disorder is marginally relevant \cite{30,39,41}. The precise position of the transition in the quenched case is not known (only bounds are known \cite{42}) and the nature of the transition is still debated \cite{18,47,50}.

One can remark that the recursion (3) is invariant under the transformation \( \{ b, Z \} \rightarrow \{ b', Z' \} \), where

\[
\begin{align*}
    b' &= b / (b - 1), \\
    Z' &= Z / (b - 1).
\end{align*}
\]

It is therefore sufficient to consider the range \( 1 < b < 2 \).

It is easy to check that if \( Z_{n-1}^{(1)} \) and \( Z_{n-1}^{(2)} \) are both larger than \( b - 1 \), then the recursion (3) gives \( Z_n > b - 1 \). In terms of the free energy \( X = \log Z \), the recursion (3) becomes

\[
X_n = X_{n-1}^{(1)} + X_{n-1}^{(2)} + \log \left( \frac{1 + (b - 1)e^{-X_{n-1}^{(1)} - X_{n-1}^{(2)}}}{b} \right) \tag{5}
\]

and the range \( X_n > \log (b - 1) \) is stable under the recursion. For \( b \) close to 1 we see that the third term in the r.h.s. of (5) is essentially 0 except when the sum \( X_{n-1}^{(1)} + X_{n-1}^{(2)} \) is close to or less than \( \log (b - 1) \).

3. The toy model studied in the present paper

Our toy model is a simplified version of recursion (5):

\[
X_n = \max \left( X_{n-1}^{(1)} + X_{n-1}^{(2)}, -a \right) \tag{6}
\]

where \( a \) is a fixed positive number (which plays the role of \( -\log (b - 1) \) in (5)). As in (5), the range \( X > -a \) is stable and at each step one essentially adds two independent variables \( X_{n-1}^{(1)} \) and \( X_{n-1}^{(2)} \) except when the sum is close to or less than the boundary value \( -a \) (see figure 2). The question is as before: given an initial distribution \( P_0(X) \) of \( X_0 \), what is the large \( n \) limit of the free energy

\[
F_\infty = \lim_{n \to \infty} \frac{\langle X_n \rangle}{2^n}.
\]

In this toy model the two phases can be identified by

\[
\begin{align*}
    F_\infty &= 0 & \text{in the unpinned phase} \\
    F_\infty &= 0 & \text{in the pinned phase}
\end{align*}
\tag{7}
\]

and by varying the initial distribution \( P_0(X) \) one can observe a transition between these two phases.

In the pure case, that is when the initial distribution is a delta function

\[
P_0(X) = \delta(X - \mu),
\]
it is easy to see that the transition is first order:

\[ F_\infty = 0 \quad \text{for} \quad \mu \leq 0 \]
\[ = \mu \quad \text{for} \quad \mu \geq 0. \]

(the transition is first order at \( \mu = 0 \) because \( dF_\infty/d\mu \) is discontinuous).

In the random case imagine that (for \( a > 1 \)) the initial distribution depends on a parameter \( \lambda \) as in the following example

\[ P_0(X) = (1-\lambda)\delta(X+1) + \lambda\delta(X-1). \quad (8) \]

By varying the parameter \( \lambda \) one can observe a transition from the pinned phase to the unpinned phase.

In the example (8), for \( \lambda = 1 \), it is obvious that \( \langle X_n \rangle = 2^n \) and so \( \lambda = 1 \) belongs to the pinned phase (7). For \( \lambda = 0 \) it is also obvious that \(-a \leq \langle X_n \rangle < 0 \) and so \( \lambda = 0 \) belongs to the unpinned phase (7). As \( \langle X_n \rangle \) increases with \( \lambda \), the phase transition should occur at some critical value \( \lambda_c \).

One can obtain a sequence of upper bounds \( \lambda_n \) for \( \lambda_c \) by looking at the value \( \lambda_n \) such that

\[ \langle X_n \rangle_{\lambda_n} = 0. \quad (9) \]

To see that \( \lambda_n \) defined by (9) is an upper bound of \( \lambda_c \) one can use the fact that

\[ \langle X_n \rangle_{\lambda} = \left( \max \left( \frac{X_{n-1}^{(1)} + X_{n-1}^{(2)}}{2^n}, -a \right) \right) \geq 2\langle X_{n-1} \rangle_{\lambda}. \]

Since \( \langle X_n \rangle_{\lambda} \) is a continuous function of \( \lambda \), and as soon as \( \langle X_n \rangle_{\lambda} > 0 \), one has

\[ F_\infty \geq \frac{\langle X_n \rangle_{\lambda}}{2^n} > 0. \]
We are going to see that one signature of the infinite order transition is that the upper bounds $\lambda_n$ defined in (9) satisfy for large $n$

$$\lambda_n - \lambda_c = O\left(\frac{1}{n^2}\right).$$

(10)

To relate (10) to the infinite order transition, one can use the following argument: from (6) one can easily show that

$$2\langle X_n \rangle_\lambda \leq \langle X_{n-1} \rangle_\lambda \leq 2\langle X_n \rangle_\lambda + a$$

(we have seen that the range $X \geq -a$ is stable and the second inequality follows from the fact that $X_{n-1} \geq -a$). Therefore if $\langle X_n \rangle_\lambda = y$, for some positive $y$, one has

$$2^m y \leq \langle X_{n+m} \rangle_\lambda \leq 2^m y + (2^m - 1)a$$

and one can be sure that

$$\langle X_n \rangle_\lambda = y \Rightarrow \frac{y}{2^n} \leq F_\infty \leq \frac{y + a}{2^n}.$$  

(11)

If one defines $\mu_n(y)$ as the value of $\lambda$ such that

$$\langle X_n \rangle_{\mu_n(y)} = y$$

(12)

and if, as in (10), one has

$$\mu_n(y) - \lambda_c \sim \frac{A}{n^2},$$

(13)

and from (11) one gets

$$F_\infty(\mu_n(y)) \sim \exp\left(-\sqrt{A \log 2 \frac{\sqrt{\mu_n(y) - \lambda_c}}{\sqrt{\lambda_n - \lambda_c}}}\right).$$

In principle the amplitude $A$ in (13) could depend on $y$. One can however argue that it does not: for example, for large $y$, changing $y$ by a factor of 2 has the effect of changing $n$ into $n + 1$ and this does not change the amplitude $A$. So for large $n$ one expects (13) to hold with a constant $A$ independent of $y$ for $y \geq 0$.

This is confirmed in figure 3 where we plot $\mu_n(y)$ defined by (12) versus $1/n^2$ for $y = 0, 1, 10$ in the case $a = 1$ and we see that for large $n$ the data are consistent with (13) and an amplitude $A$ independent of $y$.

Therefore we expect that as $\lambda \to \lambda_c$

$$F_\infty(\lambda) \sim \exp\left(-\sqrt{A \log 2 \frac{\sqrt{\lambda - \lambda_c}}{\lambda_n - \lambda_c}}\right).$$

(14)

Remark: One can also find lower bounds for $\lambda_c$ by noticing that a consequence of (6) is that for any $\alpha$

$$\langle e^{\alpha X_n+1} \rangle \leq \langle e^{\alpha X_n} \rangle^2 + e^{-\alpha a}.$$

Therefore $\lambda \leq \lambda_c$ whenever one can find some $\alpha > 0$ for which $\langle e^{\alpha X_n} \rangle \leq \frac{1}{1 + \sqrt{1 - e^{-\alpha a}}}$. This kind of lower bound is in the spirit of those obtained from estimates of non-integer moments of the partition function in disordered systems [17].
2 Numerical evidence of the infinite order transition

We saw in the previous section that one signature (10) of the infinite order transition (14) is that the upper bounds $\lambda_n$ (solutions of (9)) converge to $\lambda_c$ as $1/n^2$. In figure 4 we see clearly this $1/n^2$ convergence when we plot $\lambda_n$ versus $1/n^2$ for the initial distribution (8).
In table 1 we give estimates of the critical values $\lambda_c$ and of the amplitude $A$ in (10) for several choices of $a$.

| $a$ = | 1  | 2  | 5  | 10 | 20  | 50 |
|------|----|----|----|----|-----|----|
| $\lambda_c \simeq$ | .2000 | .3333 | .4278 | .4638 | .4812 | .4927 |
| $A \simeq$ | .3 | 5.2 | 2.3 | 1.1 | .7 | .64 |

Table 1 The values $\lambda_c$ are estimated by extrapolating the bounds $\lambda_n$ obtained by solving (9). The amplitude $A$ is estimated as the slope at the origin of the data of figure 4.

One can notice from the last line of table 1 that, for large $a$,

$$\langle X_0 \rangle_{\lambda_c} = 2 \left( \lambda_c - \frac{1}{2} \right) \sim \frac{.36}{a}. \quad (15)$$

In the appendix A we give a general argument for this $1/a$ dependence of $\langle X_0 \rangle_{\lambda_c}$.

Another way of visualizing the infinite order transition (14) is to try to plot $1/\log(F_n)^2$ as a function of $\lambda$. If (14) is valid one should observe a linear crossing with the real axis. In figure 5 we plot $1/\log([X_n]/2^n)^2$ versus $\lambda$ for $n = 10, 15, \cdots, 60$. The envelope appears to cross the positive real axis with a non-zero slope, at values of $\lambda_c$ consistent with the estimates of table 1 and the slope $(1/A/\log(2)^2)$ (estimated with the value $A$ of table 1) shown as a thin line seems to be tangent to the envelope as expected from (14).

![Fig. 5](image-url)

**Fig. 5** $[\log([X_n]/2^n)]^2$ versus $\lambda$. The envelope seems to vanish linearly as $\lambda \to \lambda_c$. This is consistent with the infinite order transition (14). The thin dashed line is the linear behaviour expected from (14) with the value $A$ given by the numerical estimates of table 1.
A contrario, a power singularity $F_\infty \sim (\lambda - \lambda_c)^\gamma$ does not seem compatible with our direct calculation of $F_\infty$: in figure 6 $\log F_\infty$ seems to be nowhere a linear function of $\log(\lambda - \lambda_c)$.

Fig. 6 $\log(\langle X_n \rangle/2^n)$ versus $\log(\lambda - \lambda_c)$ in the case $a = 1$. The envelope is expected to give $F_\infty$. There is nowhere evidence of a power law as $\lambda \to \lambda_c$.

3 Analytic arguments in favour of the infinite order transition

If $a$ is an integer and the initial distribution $P_0(X)$ of $X$ is concentrated on integer values, then the distribution $P_n(X)$ obtained under the renormalization (6) remains concentrated on integers, and is of the form

$$P_n(X) = \sum_{k=-a}^\infty p_n^{(k)} \delta(X-k),$$

(16)

and the renormalisation transformation (6) reads

$$p_{n+1}^{(k)} = \sum_{q=-a}^{k+a} p_n^{(q)} p_n^{(k-q)} \quad \text{for} \quad k > -a$$

(17)

$$p_{n+1}^{(-a)} = \sum_{q_1=-a}^{0} \sum_{q_2=-a}^{-a-q_1} p_n^{(q_1)} p_n^{(q_2)}.$$  

(18)

In terms of the generating function

$$H_n(x) = \int P_n(X) x^{X+a} dX = \sum_{k=-a}^\infty p_n^{(k)} x^{k+a}.$$  

(19)
the transformation becomes
\[ H_{n+1}(z) = \frac{H_n^2(z) - Q_n(z)}{z^a} + Q_n(1) \]  
(20)
where \( Q_n(z) \) is the polynomial of degree \( a - 1 \) obtained by keeping the first \( a \) coefficients of the expansion of \( H_n^2(z) \) around \( z = 0 \):
\[ H_n^2(z) = \sum_{k=0}^{\infty} \beta^{(k)} z^k \Rightarrow Q_n(z) = \sum_{k=0}^{a-1} \beta^{(k)} z^k. \]  
(21)

The unpinned phase corresponds to the fixed point \( H(z) = 1 \), the pinned phase to the fixed point \( H(z) = 0 \) and the critical point of the pure case to the fixed point \( H(z) = z^a \) of the transformation (20). One can then imagine two possible scenarios for the critical behavior in the strong disorder case:

1. The existence of a new unstable fixed point \( H_c(z) \) corresponding to the transition in the strong disorder case: this would imply a critical behavior given by a power law, with an exponent related, as usual in critical phenomena, to the repulsive eigenvalue of the linearised map around the fixed point \( H_c(z) \). We will see below that there is no accessible fixed point \( H_c(z) \) (here accessible means a fixed distribution with non negative weights on the integers).

2. A transition of infinite order with no critical fixed point, as for example in the renormalization equations (34) below.

3.1 The fixed points of the map (20)

In the case \( a = 1 \), the map (20) can be written as
\[ H_{n+1}(z) = \frac{H_n(z)^2 - H_n(0)^2}{z} + H_n(0)^2. \]  
(22)

This map has been studied by Collet, Eckmann, Glaser and Martin [14]. They have shown in particular that there is no other fixed points (accessible when all the \( p_n^{(k)} \) \( \geq 0 \)) than \( H(z) = 0 \), \( H(z) = 1 \), \( H(z) = z \) and that there are no periodic orbits. They also identified the critical manifold given by the condition
\[ H_n(2) - 2H_n'(2) = 0 \]  
(23)
(condition which should be supplemented by the fact that \( H_n(z) \) is analytic for \( |z| < 2 \) which separates the basins of attraction of the two fixed points \( H(z) = 0 \) (pinned phase) and \( H(z) = 1 \) (unpinned phase).

For the initial distribution \( \delta \), one has \( H_0(z) = 1 - \lambda + \lambda z^2 \) and the condition (23) gives \( \lambda_c = 1/5 \) in full agreement with what we saw numerically in section 2.

Another result of [14] is that along the critical manifold (i.e. if \( H_0(2) - 2H_0'(2) = 0 \) and \( H(z) \) is analytic in the disc \( |z| < 2 \)) one has for large \( n \)
\[ 1 - H_n(0) \sim \frac{4}{n^2}. \]  
(24)
We will recover this large $n$ dependence in our perturbative approach below.

Remark: For $a = 2$ and an initial distribution of the form (8), one has $H_0(z) = (1 - \lambda)z + \lambda z^3$ and $H_1(z) = (1 - \lambda)^2 + 2\lambda(1 - \lambda)z + \lambda^2 z^4$. It is clear that for $n \geq 1$, the distribution $P_n(X)$ is concentrated on even values of $X$. Therefore the case $a = 2$ with $H_1(z) = (1 - \lambda)^2 + 2\lambda(1 - \lambda)z + \lambda^2 z^4$ is equivalent to the case $a = 1$ with $H_1(z) = (1 - \lambda)^2 + 2\lambda(1 - \lambda)z + \lambda^2 z^4$ for which the transition according to (23) is located at $\lambda_c = 1/3$ in agreement with the estimate of table 1.

For $a \geq 2$ one can show (see appendix B) as in the case $a = 1$ that the only accessible fixed points of the map (20) are $H(z) = 0$ (the pinned phase), $H(z) = 1$ (the unpinned phase) and $H(z) = z^a$ (the critical fixed point of the pure case).

As for the case $a = 1$ the critical fixed point of (20) in the pure case is unstable in presence of disorder: for small $\varepsilon$, one gets from (20)

$$H_n(z) = \varepsilon^a + \varepsilon h(z) \Rightarrow H_{n+1} \simeq \varepsilon^a + 2 \varepsilon h(z)$$

so that disorder is relevant.

In contrast to the case $a = 1$, the critical manifold, which would generalize (23), is not known.

Remark: When one tries to study the iteration (6) numerically, one has to limit the number of possible values of $X_n$. One way of doing it is to replace (6) by

$$X_{n+1} = f\left(X_{n-1}^{(1)} + X_{n-1}^{(2)}\right) \quad \text{with} \quad f(X) = \begin{cases} -a & \text{if } X \leq -a \\ X & \text{if } -a \leq X \leq a' \\ a' & \text{if } X > a' \end{cases} \quad (25)$$

where $a'$ is a large positive number. Thus $a'$ plays the role of a cut-off for large values of $X$. One can show (see Appendix C) that as long as $a'$ is finite there exists an (accessible) unstable fixed distribution. This fixed point disappears in the limit $a' \to \infty$, so the artefact of the cut-off $a'$ is to give rise to an unstable fixed distribution. It is possible that the fixed point distribution found in [47] on the hierarchical lattice is due to a similar artefact.

3.2 The perturbative approach

It is too difficult to calculate $F_n$ analytically by iterating the renormalization transformation (17) or (20) for a general $P_0(X)$ or $H_0(z)$. Here our analytic approach is limited to distributions $P_n(x)$ of the form (16) with

$$p_n^{(k)} = v \phi^k R_n(uk) \quad \text{for } k > -a \quad (26)$$

with

$$p_n^{(-a)} = 1 - \sum_{k > -a} p_n^{(k)} \quad (27)$$
where \( u \) is a small parameter, \( v \) is also small, the function \( R_n(w) \) is smooth and \( \phi \) is a positive constant which satisfies

\[
2\phi^a = 1.
\]  

(28)

The normalization \( \text{27} \) gives to leading order in \( u \)

\[
p_n^{(a)} = 1 - \frac{2\phi}{1-\phi} v R_n(0) + O(u^3).
\]  

(29)

The main reason for the choice \( \text{26} \) is that we observed numerically that for generic initial distributions close to the transition, the renormalization after a few steps leads to distributions of the form \( \text{26} \), and then after these few steps, the distribution changes slowly for many iterations of \( \text{17} \). In fact one can show, using the Euler MacLaurin formula, that when \( v = O(u^2) \), the distribution keeps the form \( \text{26} \) under the transformation \( \text{17} \), with

\[
R_{n+1}(x) = R_n(x) + u \frac{dR_n(x)}{dx} + \frac{v}{u} \int_0^x R_n(x_1) R_n(x - x_1) \, dx_1 + O(u^3).
\]  

As \( u \) is small, \( R_n(x) \) takes the scaling form

\[
R_n(x) = r(x, nu)
\]

where the scaling function \( r \) satisfies

\[
\frac{\partial r(x, \tau)}{\partial \tau} = a \frac{\partial r(x, \tau)}{\partial x} + w \int_0^x r(x_1, \tau) r(x - x_1, \tau) \, dx_1
\]  

(30)

where \( w \) is defined by

\[
v = w u^2.
\]  

(31)

Therefore to understand the problem when \( u \) is small, one needs to predict the large \( \tau \) behaviour of \( r(x, \tau) \) solution of \( \text{30} \) as the initial distribution \( r(x,0) \) varies. This is still a problem difficult to solve for an arbitrary \( r(x,0) \). For a particular choice however, when \( r(x,0) \) is of the form

\[
r(x,0) = B(0)e^{-D(0)x},
\]  

(32)

the problem can be solved. It is easy to check that \( r(x, \tau) \) solution of \( \text{30} \) remains of the same form

\[
r(x, \tau) = B(\tau)e^{-D(\tau)x}
\]  

(33)

with the parameters \( B(\tau) \) and \( D(\tau) \) evolving according to

\[
\frac{dB(\tau)}{d\tau} = -aD(\tau)B(\tau); \quad \frac{dD(\tau)}{d\tau} = -wB(\tau).
\]  

(34)

This type of renormalization equation is characteristic of an infinite order transition \( \text{37,50} \). They can be integrated and three different behaviors emerge:
For $2B(0)w - aD(0)^2 < 0$ the solution is

$$D(\tau) = D(0) - \frac{2B(0)w \sinh(\kappa \tau)}{2 \kappa \cosh(\kappa \tau) + aD(0) \sinh(\kappa \tau)}$$

$$B(\tau) = \frac{aD(\tau)^2}{2w} - \frac{2\kappa^2}{aw}$$

where $\kappa$ is the positive root of

$$\kappa^2 = -\frac{aB(0)w}{2} + \frac{a^2D(0)^2}{4}$$

(once could choose as well the negative root as $D(\tau)$ and $B(\tau)$ are even functions of $\kappa$). One can easily check that in the limit $\tau \to \infty$

$$D(\tau) \to \frac{2\kappa}{a} ; \quad B(\tau) \to 0$$

and this corresponds to the unpinned phase.

For $2B(0)w - aD(0)^2 = 0$ the solution is

$$D(\tau) = \frac{2D(0)}{2 + aD(0)\tau}$$

(35)

and

$$B(\tau) = \frac{aD(\tau)^2}{2w}.$$ 

(36)

We see using (29) that

$$1 - H_n(0) = 1 - \rho_n^{(-a)} = \frac{2\phi}{1 - \phi} vB(\tau) \approx \frac{4\phi}{a(1 - \phi)n^2}.$$ (37)

In the case $a = 1$, one has $\phi = 1/2$ and one recovers the result (24) of [14]. We expect, for other values of $a$, the amplitude $4\phi/(1 - \phi)a$ of the $1/n^2$ decay in (37) to be generic for all initial distributions at criticality (there are exceptions however such as (8) when $a$ is even: after one step of renormalization, the distribution is concentrated on even values of $X$ and by iterating one can never reach a distribution of the form (26) with a smooth function $R_n(x)$).

For $2B(0)w - aD(0)^2 > 0$ the solution is

$$D(\tau) = D(0) - \frac{2B(0)w \sin(\kappa \tau)}{2 \kappa \cos(\kappa \tau) + aD(0) \sin(\kappa \tau)}$$

$$B(\tau) = \frac{aD(\tau)^2}{2w} + \frac{2\kappa^2}{aw}$$

where

$$\kappa^2 = \frac{aB(0)w}{2} - \frac{a^2D(0)^2}{4}.$$
This solution predicts that \( D(\tau) \) and \( B(\tau) \sim D(\tau)^2 \) diverge as \( \tau \to \tau_c \) (where \( \tau_c \) is solution of \( \tan \kappa \tau_c = -aD(0)/2/\kappa \)). For \( \tau \sim \tau_c \) the distribution cannot be described by the form (26) and the renormalization (30) is no longer a valid approximation of the true renomalization.

This solution indicates however that \( p_n^{(\tau)} \) decreases as \( \tau \to \tau_c \) and this corresponds to the pinned phase. Close to the transition (i.e. for \( \kappa \) small) the number \( n = \tau/u \) to reach the regime \( \tau \sim \tau_c \) is given by \( \tau \sim \pi/\kappa \). Therefore for small \( \kappa \) and \( u \) one has

\[
F_\infty \sim 2^{-\pi/(u\kappa)} = \exp \left[ -\frac{\pi \log 2}{u \sqrt{awB(0)/2 - a^2D(0)^2}/4} \right].
\]

If \( D(0) \) is fixed and \( B(0) \) varies, the depinning transition occurs at \( B_c(0) \)

\[
B_c(0) = \frac{aD(0)^2}{2w}
\]

and this gives for \( F_\infty \)

\[
F_\infty \sim \left[ -\frac{\sqrt{A \log 2}}{\sqrt{B(0) - B_c(0)}} \right]
\]

as in (14) with the amplitude \( A \) given by

\[
A = \frac{2\pi^2}{u^2 aw}.
\]

**Remark:** In the case \( a = 1 \) a distribution of the form (26,32) gives for the generating function \( H_0(z) \) defined in (19)

\[
H_0(z) = 1 + 4vB(0) \frac{(z-1)}{(2 - \exp(-D(0)u))(2 - z\exp(-D(0)u))}
\]

and the critical manifold (23) gives to leading order, for \( v = wu^2 \),

\[
B_c(0) = D(0)^2/w/2
\]

which agrees with (38) in this particular case \( a = 1 \).

3.3 The critical manifold

We have seen that (39) gives the critical manifold to leading order in \( u \) for an initial condition of the form (26)

\[
p_0^{(k)} = v \phi^k R_0(u k) \quad \text{for} \quad k > -a
\]

with (see 32)

\[
R_0(x) = B(0)e^{-D(0)x}.
\]
One can try to develop a perturbation theory to determine this critical manifold to higher order in \( u \). We are going now to explain how this can be done to generate the first correction to (39).

To obtain the next order in \( u \) one considers, for \( k > -a \), distributions of the form

\[
p_n^{(k)} = \phi^k w u^2 e^{-D(\tau) u k} \left[ B(\tau) + u F(\tau) + O(u^2) \right]
\]

where \( n = \tau / u \) with \( \tau \) of order 1. The reason for this choice is that a function \( F \) of the form written in the r.h.s. of (41) is generated by the iteration even if one starts without it. For such a choice, using (28) one can show that for \( nu = \tau \)

\[
p_n^{(-a)} = 1 - 2u^2 w \frac{\phi}{1 - \phi} \left[ B(\tau) + u \left( F(0, \tau) + aD(\tau)B(\tau) - \frac{D(\tau)B(\tau)}{1 - \phi} \right) + O(u^2) \right].
\]

Inserting (41,42) into (17) one gets (34) to leading order in \( u \) and to the next order

\[
\frac{\partial F}{\partial \tau} = (D' x - aD)f + a \frac{\partial F}{\partial x} + 2wB \int_0^x F(x_1, \tau)dx_1
\]

\[
- \frac{D'^2 B}{2} x^2 + \frac{D'' B + 2D'B'}{2} x + w \left( 2a - \frac{1 + \phi}{1 - \phi} \right) B^2 + \frac{a^2 BD^2 - B''}{2}.
\]

This evolution equation for \( F \) is linear. It is nevertheless not easy to solve. One can write the evolution equations of the moments \( I_n(\tau) \) defined by

\[
I_n(\tau) = \int_0^\infty x^n F(x, \tau) e^{-D(\tau)x} dx
\]

but they are all coupled and we were not able to solve them.

For example from (43) one has

\[
\frac{dI_1(\tau)}{d\tau} = \left( \frac{2wB}{D^2} - a \right) I_0(\tau) + \frac{2wB}{D} I_1(\tau)
\]

\[
- \frac{3D'^2 B}{D^4} + \frac{D'' B + 2D'B'}{D^3} + w \left( 2a - \frac{1 + \phi}{1 - \phi} \right) \frac{B^2}{D^2} + \frac{a^2 BD^2 - B''}{2D^2}.
\]

which becomes using the evolution equations (34) of \( B(\tau) \) and \( D(\tau) \)

\[
\frac{dI_1(\tau)}{d\tau} = \left( \frac{2wB}{D^2} - a \right) I_0(\tau) + \frac{2wB}{D} I_1(\tau) - 3w^2 B^3 D + w \left( \frac{9a}{2} - \frac{1 + \phi}{1 - \phi} \right) \frac{B^2}{D^2}.
\]

Along the critical manifold (39) however, where \( 2wB(\tau) = aD(\tau)^2 \), the evolution of \( I_1(\tau) \) becomes autonomous and one gets

\[
\frac{dI_1(\tau)}{d\tau} = \left( \frac{3a^3}{4w} - \frac{a^2 (1 + \phi)}{4(1 - \phi)w} \right) D(\tau)^2 + aD(\tau)I_1(\tau)
\]

with \( D(\tau) \) given by (35). This can be integrated

\[
I_1(\tau) = -2 \times \left( \frac{3a^3}{4w} - \frac{a^2 (1 + \phi)}{4(1 - \phi)w} \right) D(\tau) + K(2 + aD(0)\tau)^2
\]
where $K$ is an integration constant. As $F$ is a correction, the condition to remain on the critical manifold is that $F$ does not grow with $\tau$. Therefore the integration constant $K$ should vanish, and the critical manifold should be given by

$$I_1(0) = -\frac{2}{3a} \times \left( \frac{3a^3}{4w} - \frac{a^2(1 + \phi)}{4(1 - \phi)w} \right) D(0).$$

In the case $a = 1$, one has $\phi = 1/2$ and $I_1(0) = 0$ and one can check that this is in agreement with (23).

### 4 Numerical evidence of an infinite order transition for the hierarchical lattice

In this section, we will give numerical evidence that the hierarchical lattice model in the limit of strong disorder and our toy model have very similar critical behaviors. Our numerical analysis is entirely based on the recursion (5) in terms of the free energy $X = \log Z$:

$$X_n = X_{n-1}^{(1)} + X_{n-1}^{(2)} + \log \left( \frac{1 + (b - 1)e^{-X_{n-1}^{(1)} - X_{n-1}^{(2)}}}{b} \right). \quad (44)$$

To make a simpler connection with the toy model, we call

$$a = -\log(b - 1).$$

It is then easy to check in (44) that the range $X_n \geq -a$ is stable.

The Harris criterion in terms of $a$ tells us that for $-\log(\sqrt{2} - 1) \simeq 0.88137 < a < \infty$, an arbitrary amount of disorder is relevant while in the range $0 < a < -\log(\sqrt{2} - 1)$, a weak enough disorder stays irrelevant.

We are going to see that there is numerical evidence of an infinite order transition for the hierarchical lattice case when the disorder is relevant. On the other hand, for a case where disorder is irrelevant our data will show a transition very similar to the pure case, with a power singularity.

#### 4.1 A case where disorder is relevant

When disorder is relevant, the quenched critical point $\lambda_c$ is not known. One can nevertheless calculate a sequence of upper bounds $\lambda_n$ very much like in the toy model (9), from a convexity argument in (44) and the fact that the range $X_n \geq \log(b - 1)$ is stable one can show that

$$2(\langle X_n \rangle - \log b) \leq \langle X_{n+1} \rangle - \log b \leq 2\langle X_n \rangle - \log(b) - \log(b - 1).$$

Therefore the values $\lambda_n$ such that $\langle X_n \rangle_{\lambda_n} = \log b$ are upper bounds for $\lambda_c$. In figure [7] we plot $\lambda_n$ versus $1/n^2$ for the particular case $a = 2$. Our data are consistent with a $1/n^2$ convergence very similar to what we saw in figure 4 for the toy model.
These two plots correspond to the case \( a = 2 \), for which disorder is relevant. The initial distribution is a double peak \( P_0(X) = (1 - \lambda) \delta(X + 1/2) + \lambda \delta(X - 1/2) \). As the recursion spreads the weights on the real numbers, we used a linear interpolation on a grid to make the iterations.

One can also test the infinite order behavior (14) by plotting in figure 7 the function \( \log(\langle X_n \rangle / 2^n)^2 \) versus \( \lambda \). Very much like in figure 5, we observe a linear crossing of the x-axis at the transition point.

Figures 7 and figures 4 and 5 show very similar behaviors and therefore give a good evidence that there is an infinite order transition in the hierarchical lattice when disorder is relevant. This confirms the prediction of Tang and Chaté [50].

4.2 A case where disorder is irrelevant

We now give numerical evidence that disorder is irrelevant for \( a = .7 \) as expected from the Harris criterion. If disorder is irrelevant, one expects that the critical point is given by \( \langle e^{X_0} \rangle = 1 \) as in the annealed problem. For the example of initial distribution \( P_0(X) = (1 - \lambda) \delta(X + 1/2) + \lambda \delta(X - 1/2) \), this gives : \( \lambda_c = (1 - e^{-1/2})/(e^{1/2} - e^{-1/2}) \approx 0.37754 \). One also expects the same power law singularity (4) as for the pure case.

Figure 8 shows that, for \( a = .7 \) and for the distribution \( P_0(X) = (1 - \lambda) \delta(X + 1/2) + \lambda \delta(X - 1/2) \), the bounds \( \lambda_n \) do not converge anymore like \( 1/n^2 \). A log-log plot of \( F_n \) versus \( \log(\lambda - \lambda_c) \) exhibits a power law singularity with the same exponent as the pure model.
5 Conclusion

In this work we have studied a toy model \((6)\) inspired by the problem of the depinning transition in presence of disorder. Both our numerical results and our analytical approaches support the existence of an infinite order transition \((14)\) in agreement with what had been predicted by Tang and Chaté \([50]\). Our numerical results indicate also a very similar behavior for the depinning transition on the hierarchical lattice.

For our toy model, our analytical approach was limited to a simple class of initial distributions \((26, 33, 41)\). An interesting question would be to see whether our results applies to a broader class of initial distributions (as predicted by our numerical study of section 2). In particular it would be nice to be able to calculate the critical manifold of \((30)\) for arbitrary distributions \(r(x, \tau)\) and to develop a perturbation method able to extend our results on the critical manifold to higher orders in \(u\).

Determining the precise location of the critical manifold in the hierarchical model (for strong disorder) is also a possible interesting extension of the present work. Of course, more work is needed to confirm the infinite order transition for the hierarchical model and to see whether it appears in more realistic models of depinning with strong disorder \([15, 16, 24, 35, 43]\).

It could also be interesting to see whether the simple renormalization \((6)\) studied here could be used to investigate other systems with strong disorder \([34, 44]\).
6 Appendix A: the large $a$ limit of the toy model (6)

In this appendix we try to explain the $1/a$ dependence of $\lambda_c$ that we observed for large $a$ in table I.

Consider a distribution $P_0(X)$ characterized by its first two moments

$$\int P_0(X)XdX = \mu ; \quad \int P_0(X)X^2dX = \mu^2 + \sigma .$$

The parameters $\mu$ and $\sigma$ change if one varies the initial distribution $P_0(X)$. Let us call $\mu_c(a, \sigma)$ the critical value of $\mu$ at the depinning transition (7).

By the simple change of scale $a \to a'$, $\mu \to a' \mu / a$, $\sigma \to a' \sigma / a^2$, it is clear that $\mu_c(a, \sigma)$ should be of the form

$$\mu_c(a, \sigma) = a F \left( \frac{\sigma}{a^2} \right) .$$

On the other hand, if $a$ is very large compared to $\mu$ and $\sqrt{\sigma}$, for many iterations of the renormalization, the distribution is renormalized as if $a$ was infinite: after $n$ steps, one has $\mu_n \simeq 2^n \mu$ and $\sigma_n \simeq 2^n \sigma$. Therefore for $\mu \ll a$ and $\sigma \ll a^2$ one has

$$\mu_c(a, \sigma) \simeq \sigma G(a) .$$

Combining these two equations leads to the result that

$$\mu_c(a, \sigma) \sim \frac{\sigma}{a} .$$

For the particular case of the binary distribution (8) one has $\mu = 2\lambda - 1$ and therefore $\lambda_c - 1/2 \sim 1/a$ as observed in table I.

7 Appendix B: absence of critical fixed distributions of the map (20)

In this appendix, we show that the only fixed distributions accessible by the renormalization group (17) are $H(z) = 0$ (which corresponds to the pinned phase), $H(z) = 1$ (which corresponds to the unpinned phase) and $H(z) = z^a$ (which corresponds to the critical point of the pure system).

We have seen that in terms of the generating function $H_n(z)$, the renormalization transformation (6) can be written as

$$H_{n+1}(z) = \frac{H_n^2(z) - Q_n(z)}{z^a} + Q_n(1) \quad (45)$$

where $Q_n(z)$ is the polynomial of degree $a - 1$ obtained by keeping the first $a$ coefficients of the expansion of $H_n^2(z)$ around $z = 0$:

If $H_n^2(z) = \sum_{k=0}^{a} B^{(k)} z^k$ then $Q_n(z) = \sum_{k=0}^{a-1} B^{(k)} z^k . \quad (46)$
It is clear that if the $p_n^{(k)}$'s in (17,19) are non-negative then the $\beta^{(k)}$'s are also non-negative. If one looks for a fixed distribution (i.e. for a fixed point $H_0(z)$ of the map (20)) one gets

$$H_0(z) = \frac{z^a \pm \sqrt{\Delta(z)}}{2}$$

(47)

with

$$\Delta(z) = z^{2a} + 4Q_n(z) - 4z^aQ_n(1).$$

(48)

Let us first observe that $\Delta(z)$ cannot vanish on the positive real axis:

- for $z \leq 1$, by writing $\Delta(z) = z^{2a} + 4\sum_{k=0}^{a-1} \beta^{(k)}(z^k - z^a)$ it is obvious that $\Delta(z) > 0$.
- for $z \geq 1$, using the fact that $\sum_{k=-a}^{a} p_n^{(k)} = 1 = \sum_{k=0}^{\infty} \beta^{(k)}$, one can rewrite $\Delta(z)$ as $\Delta(z) = z^{2a} + 4\sum_{k=0}^{a-1} \beta^{(k)}(z^k - z^a)^2 + 4\sum_{k=0}^{a-1} \beta^{(k)}(z^k - 1)$, and in this case too, $\Delta(z)$ is strictly positive on the whole positive axis.

If $\sqrt{\Delta(z)}$ is not a polynomial, then, because $\Delta(z)$ does not vanish on the positive real axis, the closest singularity of $H_0(z)$ is not on the positive real axis, and so the coefficients of $H_0(z)$ cannot be all positive. It is known (Pringsheim’s theorem (20)) that a series with positive coefficients has a singularity at the intersection of the positive real axis and its circle of convergence of the series. One then gets from (48) $\Delta(z) = z^{2a}$ or $\Delta(z) = (z^a - 2)^2$ which gives $H_0(z) = 0$, $z^a$ or 1.

If $\sqrt{\Delta(z)}$ is a polynomial, then from (48) and the fact that $Q_n(z)$ is of degree $a - 1$, the only possibilities are $Q_n(z) = Q_n(1)^2$ which implies either $Q_n(z) = 0$ or $Q_n(z) = 1$.

8 Appendix C: the extra critical fixed point of the truncated transformation (25)

In this appendix we show that if one truncates the transformation as in (6) by (25), there appears a new critical fixed distribution. This new fixed point disappears in the $a' \to \infty$ limit.

For the sake of simplicity, let us limit the discussion to the case $a = 1$ and to a large integer value of $a'$. For integer $a$ and $a'$ the transformation (17) remains the same for $k < a'$. The only change is for $k = a'$ where it becomes
\[ p_{n+1}^{(a')} = \sum_{q_1=0}^{d'} \sum_{q_2=a'-q_1}^{d'} p_n^{(q_1)} p_n^{(q_2)} p_{n+1} = a' \sum_{q_1=0}^{d'} p_n^{(q_1)} = a' \sum_{q_2=0}^{d'} p_n^{(q_2)}. \] (49)

Because the transformation for \( k < a' \) does not depend on \( a' \), the recursion relation of the generating function \( H_n(z) \)

\[ H_n(z) = \sum_{k=-a}^{a'} p_n^{(k)} z^{k+a} \] (50)

is the same as (22) up to terms of order \( z^{a+a'-1} \)

\[ H_{n+1}(z) = \frac{H_n(z)^2 - H_n(0)^2}{z} + H_n(0) + O(z^{a+a'-1}) \] (51)

Therefore a fixed point of (51) should be of the form

\[ H_\ast(z) = \frac{z}{2} + H(0) \sqrt{1 - z + \frac{z^2}{4H(0)^2}} + O(z^{a+a'}) \]

For \( k < a + a' - 1 \) (here \( a = 1 \)) one gets for the weights of the fixed distribution

\[ p_\ast^{(k)} = \frac{1}{2\pi i} \int \frac{dz}{z^{k+2}} \left[ \frac{z}{2} + H(0) \sqrt{1 - z + \frac{z^2}{4H(0)^2}} \right] \]

where the integration contour is a small circle around the origin.

For \( H(0) \) close to 1 this gives

\[ p_\ast^{(k)} \simeq \frac{1}{2k-1} \frac{1-H(0)}{\pi} \int_0^1 dy \sqrt{1-y^2} \cos \left( k \sqrt{2(1-H(0))} y \right). \]

If \( q \) is the first zero of \( \int_0^1 dy \sqrt{1-y^2} \cos(qy) \) all the \( p_\ast^{(k)} \) are positive as long as \( k < q/\sqrt{2(1-H(0))} \). Adjusting the boundary condition at \( k = a' \) selects one particular value \( H(0) \) which should be such that

\[ 1 - H(0) \simeq \frac{q^2}{2a'^2}. \]

In the limit \( a' \to \infty \), obviously \( H(0) \to 1 \) and this fixed merges with the fixed point \( H_\ast(z) = 1 \).
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