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We prove a generalization of the strong subadditivity of the von Neumann entropy for bosonic quantum Gaussian systems. Such generalization determines the minimum values of linear combinations of the entropies of subsystems associated to arbitrary linear functions of the quadratures, and holds for arbitrary quantum states including the scenario where the entropies are conditioned on a memory quantum system. We apply our result to prove new entropic uncertainty relations with quantum memory, a generalization of the quantum Entropy Power Inequality, and the linear time scaling of the entanglement entropy produced by quadratic Hamiltonians.

I. INTRODUCTION AND MAIN RESULT

Let $X$ be a random variable with values in $\mathbb{R}^n$ and probability density $p$ with normalization\textsuperscript{1}

$$\int_{\mathbb{R}^n} p(x) \frac{dx^n}{(2\pi)^{\frac{n}{2}}} = 1.$$  \hspace{1cm} (1)

The Shannon differential entropy of $X$ is\textsuperscript{2}

$$S(X) = -\mathbb{E} X \ln p(X),$$ \hspace{1cm} (2)

and quantifies the uncertainty of $X$, i.e., the information that is obtained when the value of $X$ is revealed.

Given the entropy of a random variable $X$, what can we say about the entropies of the linear functions of $X$? The question can be formalized as follows:

**Definition 1** (Brascamp–Lieb datum). A Brascamp–Lieb datum with dimension $(n, n) \in \mathbb{N} \times \mathbb{N}$ is an ordered set $B = (B_1, \ldots, B_K)$, where each $B_i$ is an $n_i \times n$ real matrix with rank $n_i$. For any $p \in \mathbb{R}_{\geq 0}^K$, the Brascamp–Lieb constant of the pair $(B, p)$ is

$$f(B, p) = \sup_X \left( S(X) - \sum_{i=1}^{K} p_i S(B_i X) \right),$$ \hspace{1cm} (3)

where the supremum is taken over all the random variables $X$ with values in $\mathbb{R}^n$ and finite Shannon differential entropy.

The definition of $f(B, p)$ can be rephrased as the following inequality, which generalizes the subadditivity of the Shannon differential entropy to the entropies of the linear functions of $X$:

$$S(X) \leq \sum_{i=1}^{K} p_i S(B_i X) + f(B, p).$$ \hspace{1cm} (4)
The inequality (4) is dual to a functional inequality called Brascamp–Lieb inequality (see section A), hence the name Brascamp–Lieb datum. A seminal result by Lieb [3] implies that the supremum in (3) can be restricted to centered Gaussian probability distributions, thus reducing the computation of $f(B,p)$ to the following optimization over covariance matrices (Theorem 3):

$$f(B,p) = \frac{1}{2} \sup_{\alpha \in \mathbb{R}_{>0}^{n}} \left( \ln \det \alpha - \sum_{i=1}^{K} p_i \ln \det \left( B_i \alpha B_i^T \right) \right),$$

(5)

where $\mathbb{R}_{>0}^{n \times n}$ denotes the set of the positive-definite $n \times n$ real matrices.

In this paper, we generalize the inequality (4) to bosonic quantum Gaussian systems. A bosonic quantum Gaussian system $X$ with $m$ modes provides a noncommutative generalization of $\mathbb{R}^{2m}$, where the $2m$ real coordinates are replaced by $2m$ linear operators $R^X_1, \ldots, R^X_{2m}$, called quadratures, which act on the Hilbert space $L^2(\mathbb{R}^m)$ and satisfy the canonical commutation relations [4–8]

$$[R^X_i, R^X_j] = i (\Delta_{2m})_{ij} \mathbb{I}, \quad i, j = 1, \ldots, 2m, \quad \Delta_{2m} = \bigoplus_{i=1}^{m} \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}.$$

(6)

For any $i = 1, \ldots, m$, the $i$-th mode of $X$ is associated to the quadratures $R^X_{2i-1}$ and $R^X_{2i}$, which satisfy $[R^X_{2i-1, j}, R^X_{2i, k}] = i \mathbb{I}$, and the quadratures associated to different modes commute. The quantum counterpart of the probability distributions on $\mathbb{R}^{2m}$ are the quantum states of $X$, i.e., the positive semidefinite linear operators with unit trace acting on $L^2(\mathbb{R}^m)$. Bosonic quantum Gaussian systems provide the mathematical model for the electromagnetic radiation in the quantum regime and play a key role in quantum information theory, since most protocols for quantum communication are based on light traveling through optical fibers [5].

We will employ a conditioning quantum system $M$ associated to a separable Hilbert space $\mathcal{H}_M$. A joint quantum state $\rho_{XM}$ of $XM$ is a quantum state acting on $L^2(\mathbb{R}^m) \otimes \mathcal{H}_M$. We denote with $\rho_X$ and $\rho_M$ the marginal states of $\rho_{XM}$ on the subsystems $X$ and $M$, respectively.

We also need the notion of a joint state of a random variable and a quantum system. If $X$ is a random variable with values in $\mathbb{R}^n$, a joint state of $XM$ is a collection of quantum states of $M \{ \rho_M(x) : x \in \mathbb{R}^n \}$ such that the function $x \mapsto \rho_M(x)$ is measurable, the quantum system $M$ conditioned on $X = x$ has state $\rho_M(x)$ for any $x \in \mathbb{R}^n$, and the resulting marginal state of $M$ is $\rho_M = \mathbb{E}_X \rho_M(X)$.

Let $B$ be an $n \times 2m$ real matrix with rank $n$ (with $n \leq 2m$). To define the quantum counterpart of the linear transformation $Y = BX$, we define the $n$ quadratures

$$R^Y_i = \sum_{j=1}^{2m} B_{ij} R^X_j, \quad i = 1, \ldots, n.$$

(7)

We consider the following two cases:

**Quantum case:** If $n$ is even and $B$ satisfies

$$B \Delta_{2m} B^T = \Delta_n,$$

(8)

the quadratures $R^Y_1, \ldots, R^Y_n$ satisfy the canonical commutation relations (6) and are therefore unitarily equivalent to the quadratures $R^X_1, \ldots, R^X_n$, i.e., there exists a Gaussian symplectic unitary operator $U$ acting on $L^2(\mathbb{R}^m)$ such that $R^Y_i = U^T R^X_i U$ for any $i = 1, \ldots, n$ (see e.g. [6, Section 5.1.2]). We denote with $\Phi_B$ the quantum channel acting on the quantum states of $X$ that applies the unitary operator $U$ and discards the last $m - n/2$ modes, therefore keeping the subsystem with $n/2$ modes associated to the quadratures $R^Y_1, \ldots, R^Y_n$. We denote such subsystem with $Y$. 
The **von Neumann entropy** of the quantum system $X$ in the state $\rho_X$ is \cite{7, 9, and 10}

$$S(X)(\rho_X) = -\text{Tr}[\rho_X \ln \rho_X],$$

and quantifies the amount of noise or information contained in $X$. When there is no ambiguity on the state $\rho_X$, we denote such entropy with $S(X)$. The **conditional von Neumann entropy** of $X$ given $M$ is \cite{7 and 10}

$$S(X|M) = S(XM) - S(M),$$

provided that both $S(XM)$ and $S(M)$ are finite. This condition always holds for the joint quantum states $\rho_{XM}$ of $XM$ such that $S(M)$ is finite and $\rho_X$ has finite energy, i.e., $\text{Tr}[R_i^X \rho_X R_i^X]$ is finite for any $i = 1, \ldots, 2m$. We denote the set of such states with $\mathcal{S}(X|M)$.

In the case where $X$ is a random variable with values in $\mathbb{R}^n$, we define the **conditional Shannon differential entropy** of $X$ given $M$ as

$$S(X|M) = S(M|X) + S(X) - S(M),$$

where

$$S(M|X)(\rho_{XM}) = \mathbb{E}_X S(M)(\rho_M(X)),$$

provided that both $S(X)$ and $S(M)$ are finite.

**Definition 2** (Quantum Brascamp–Lieb datum). A **quantum Brascamp–Lieb datum** with dimension $(2m, n) \in 2\mathbb{N} \times \mathbb{N}^K$ is a Brascamp–Lieb datum $B$ where each $B_i$ satisfies either (8) or (9). For each $i = 1, \ldots, K$, we denote with $Y_i$ the output system of $\Phi_{B_i}$, which is either a quantum Gaussian system with $n_i/2$ modes or a random variable with values in $\mathbb{R}^{n_i}$, depending on whether $B_i$ satisfies (8) or (9). The **quantum Brascamp–Lieb constant** of the pair $(B, \mathbf{p})$ is

$$f_Q(B, \mathbf{p}) = \sup_{\rho_{XM} \in \mathcal{S}(X|M)} \left( S(X|M)(\rho_{XM}) - \sum_{i=1}^K p_i S(Y_i|M)(\Phi_{B_i}(\rho_{XM})) \right),$$

where $\Phi_{B_i}(\rho_{XM})$ is a shorthand notation for $(\Phi_{B_i} \otimes I_M)(\rho_{XM})$. Therefore, any $\rho_{XM} \in \mathcal{S}(X|M)$ satisfies the following generalization of the strong subadditivity of the von Neumann entropy:

$$S(X|M)(\rho_{XM}) \leq \sum_{i=1}^K p_i S(Y_i|M)(\Phi_{B_i}(\rho_{XM})) + f_Q(B, \mathbf{p}).$$

The main result of this paper states that, whenever the classical Brascamp–Lieb constant is finite, it coincides with the quantum Brascamp–Lieb constant, and can therefore be computed via the optimization over covariance matrices (5):
Theorem 1. Let $B$ be a quantum Brascamp–Lieb datum as in Definition 2 with dimension $(2m, n)$, and let $p \in \mathbb{R}_0^K$ satisfy $2m = p \cdot n$. Then, regardless of the dimension of the conditioning quantum system $M$, which can also be chosen trivial, we have

$$f_Q(B, p) = f(B, p).$$  \hspace{1cm} (16)

Theorem 1 has been proved in the particular case without the conditioning quantum system $M$ and when each $Y_i$ is the quantum subsystem of $X$ associated to the Hilbert space $L^2(\mathcal{Y}_i)$, where $\mathcal{Y}_i$ is a subspace of $\mathbb{R}^m$, and the following condition holds:

$$\sum_{i=1}^K p_i \Pi_i = I_m,$$  \hspace{1cm} (17)

where each $\Pi_i$ is the orthogonal projector onto the corresponding $\mathcal{Y}_i$ [11, Proposition III.4]. In this case, each $B_i$ selects the quadratures associated with the corresponding $\mathcal{Y}_i$ and satisfies $\mathcal{Y}_i = \text{Im} B_i^T$.

Another result in the same spirit is the generalization of the strong subadditivity of the von Neumann entropy for fermionic quantum Gaussian systems proposed and proved in [12].

The proof of Theorem 1 is based on perturbation with a quantum generalization of the heat semigroup. In the limit of infinite time, the chosen quantum heat semigroup drives the input state to a quantum Gaussian state with infinite covariance matrix proportional to the covariance matrix of the Gaussian probability distribution that achieves the supremum in (5). The technique of proving entropic and functional inequalities via perturbation with the heat semigroup has been first introduced in the classical setting to prove the Entropy Power Inequality [13 and 14] and has later been applied to prove Brascamp–Lieb inequalities [15]. This technique has been extended to the setting of bosonic quantum systems to prove quantum versions of the Entropy Power Inequality [16–27] and the geometric quantum Brascamp–Lieb inequality of [11, Proposition III.4].

The paper is structured as follows: In section II, we collect and put together the results that bring to the expression (5) for the classical Brascamp–Lieb constant and determine whether it is finite. In section III, we present the required notions and facts on quantum Gaussian systems. In section IV, we prove a de Bruijn identity, which relates the time derivative of the conditional entropy with respect to the heat semigroup to a Fisher information. We also prove a Stam inequality stating that the Fisher information is decreasing with respect to $\Phi_B$. In section VI, we employ the Stam inequality to prove that the argument of the supremum in (14) increases with time. Therefore, such supremum is achieved in the limit of infinite time, and its value can be determined from the asymptotic scaling of the conditional entropy with respect to the heat semigroup, which we determine in section V.

In section VII, we present three applications of our results:

- In section VII A, we discuss the application of the generalized strong subadditivity (15) as entropic uncertainty relation with quantum memory.

- In section VII B, we prove a generalization of the quantum conditional Entropy Power Inequality of [23].

- In section VII C, we determine a lower bound to the bipartite correlations generated by a Gaussian symplectic unitary transformation. Moreover, we prove that for a large class of quadratic Hamiltonians, the generated entanglement entropy grows linearly with time for any initial state, settling a conjecture formulated in [28]29.
II. THE CLASSICAL BRASCAMP–LIEB CONSTANT

In this section, we prove the identity (5) for the classical Brascamp–Lieb constant and determine under which conditions it is finite.

Determining whether the Brascamp–Lieb constant is finite requires the following notion of critical subspace:

**Definition 3 (Critical subspace).** Let \((B, p)\) be a pair where \(B\) is a Brascamp–Lieb datum with dimension \((n, n)\) and \(p \in \mathbb{R}^K_{\geq 0}\). A subspace \(V \subseteq \mathbb{R}^n\) is subcritical for the pair \((B, p)\) if
\[
\dim V \leq \sum_{i=1}^K p_i \dim B_i V,
\]
and critical if (18) holds with equality.

**Remark 1.** \(\mathbb{R}^n\) is critical iff \(n = p \cdot n\).

The following **Theorem 2** provides the condition for the finiteness of the Brascamp–Lieb constant:

**Theorem 2.** Let \(B\) be a Brascamp–Lieb datum with dimension \((n, n)\). Then, for any \(p \in \mathbb{R}^K_{\geq 0}\), \(f(B, p)\) is finite iff \(n = p \cdot n\) and any subspace of \(\mathbb{R}^n\) is subcritical for the pair \((B, p)\).

**Proof.** The claim follows from the equivalence between the finiteness of \(f(B, p)\) and the validity of a Brascamp–Lieb inequality with a finite constant [15, Theorem 2.1] (see section A), and the necessary and sufficient condition for the latter [30, Theorem 1.13].

A seminal result by Lieb [3, Theorem 6.2] proves that the optimization in (3) can be restricted to centered Gaussian random variables, therefore reducing the computation of the Brascamp–Lieb constant to the optimization over covariance matrices given by (5):

**Theorem 3.** Let \(B\) be a Brascamp–Lieb datum with dimension \((n, n)\). Then, for any \(p \in \mathbb{R}^K_{\geq 0}\), \(f(B, p)\) is given by (5).

**Remark 2.** We define for any \(\alpha \in \mathbb{R}_{>0}^{n \times n}\)
\[
F_{B, p}(\alpha) = \frac{1}{2} \ln \det \alpha - \sum_{i=1}^K p_i \frac{1}{2} \ln \det (B_i \alpha B_i^T),
\]
such that (5) becomes
\[
f(B, p) = \sup_{\alpha \in \mathbb{R}_{>0}^{n \times n}} F_{B, p}(\alpha).
\]

If \(f(B, p)\) is finite, from **Theorem 2** we have \(n = p \cdot n\). In this case, \(F_{B, p}\) is scale-invariant, i.e., for any \(\alpha \in \mathbb{R}_{>0}^{n \times n}\) and any \(\lambda > 0\) we have
\[
F_{B, p}(\lambda \alpha) = F_{B, p}(\alpha).
\]

Therefore, we refer to the condition \(n = p \cdot n\) as the scaling condition.

The following **Theorem 4** provides a criterion to determine whether the supremum in (5) is achieved:
Theorem 4. Let $B$ be a Brascamp–Lieb datum with dimension $(n,n)$, and let $p \in \mathbb{R}_{>0}^K$. The following properties are equivalent:

1. The supremum in (5) is achieved.

2. There exists $\alpha \in \mathbb{R}^{n \times n}$ satisfying

$$\sum_{i=1}^K p_i B_i^T (B_i \alpha B_i^T)^{-1} B_i = \alpha^{-1}. \tag{22}$$

3. The scaling condition $n = p \cdot n$ holds, any subspace of $\mathbb{R}^n$ is subcritical for the pair $(B,p)$, and any critical subspace of $\mathbb{R}^n$ has a critical complementary subspace.

Moreover, if any of the above condition holds, the $\alpha \in \mathbb{R}^{n \times n}$ satisfying (22) achieves the supremum in (5).

Proof. $1 \Rightarrow 2$: Let $\alpha \in \mathbb{R}^{n \times n}$ achieve the global maximum of $F_{B,p}$. In particular, $\alpha$ is a stationary point of $F_{B,p}$. We have

$$dF_{B,p}(\alpha) = \frac{1}{2} \text{tr} \left[ d\alpha \left( \alpha^{-1} - \sum_{i=1}^K p_i B_i^T (B_i \alpha B_i^T)^{-1} B_i \right) \right], \tag{23}$$

and (22) follows.

$2 \iff 3$: corresponds to [30, Theorem 7.13, (d) ⇔ (h)] letting $A_i = (B_i \alpha B_i^T)^{-1}$.

$2 \Rightarrow 1$: follows from [30, Proposition 3.6, (c) ⇒ (a)], yielding that Gaussian extremizers exist for the dual Brascamp–Lieb inequality, and the correspondence between optimizers in the entropy inequality [15, Theorem 2.2]. Following the construction of such optimizers in fact proves that $\alpha$ satisfying (22) achieves the supremum in (5).

III. PRELIMINARIES

This section contains some notation and facts on quantum Gaussian systems that are needed in the proofs. For further details, we refer the reader to the books [4], [6] or [7, Chapter 12]. In order to avoid having separate proofs in the cases where $Y_i$ is a quantum Gaussian system or a random variable, at the price of some abuse we employ wherever possible the same notation for the classical and quantum case.

Let $X$ be a quantum Gaussian system with $m$ modes. For any $x \in \mathbb{R}^{2m}$, the displacement operator associated to $x$ is the unitary operator $D_x^X$ acting on $L^2(\mathbb{R}^m)$ such that

$$D_x^X R_x^X D_x^X = R_x^X + x_i I \tag{24}$$

for any $i = 1, \ldots, 2m$.

With some abuse of notation, for any random variable $X$ with values in $\mathbb{R}^n$ and probability distribution $\mu_X$ and for any $x \in \mathbb{R}^n$ we denote with $D_x^X \mu_X D_x^X$ the probability distribution of $X + x$.

Let $\rho_X$ be a quantum state of $X$ with finite energy. The vector of the first moments of $\rho_X$ is

$$r_i = \text{Tr} \left[ \rho_X R_i^X \right], \quad i = 1, \ldots, 2m, \tag{25}$$
and the covariance matrix of $\rho_X$ is

$$\gamma_{ij} = \frac{1}{2} \text{Tr} \left[ (R_X^i - r_i) \rho_X (R_X^j - r_j) + (R_X^j - r_j) \rho_X (R_X^i - r_i) \right],$$

$i, j = 1, \ldots, 2m$.

(26)

The symplectic eigenvalues of a matrix $\gamma \in \mathbb{R}^{2m \times 2m}$ are the absolute values of the eigenvalues of $\gamma \Delta_{2m}^{-1}$, and their multiplicity is always even. We denote with $v_{\text{min}}(\gamma)$ the minimum symplectic eigenvalue of $\gamma$. If $\gamma$ is the covariance matrix of a quantum state, it satisfies $v_{\text{min}}(\gamma) \geq 1/2$.

A Gaussian state of $X$ is a quantum state that is either proportional to the exponential of a Hamiltonian given by a quadratic polynomial in the quadratures or is the unique ground state of such a Hamiltonian. A Gaussian state is uniquely determined by its covariance matrix and by the vector of its first moments. For any Gaussian state, it satisfies $v_{\text{min}}(\gamma) \geq 1/2$, we denote with $\omega_X(\gamma)$ the centered quantum Gaussian state of $X$ with covariance matrix $\gamma$. Quantum Gaussian states maximize the von Neumann entropy among all the quantum states with a given covariance matrix, i.e., if $\rho_X$ is a quantum state of $X$ with covariance matrix $\gamma$, then $S(X)(\rho_X) \leq S(X)(\omega_X(\gamma))$.

Analogously, if $X$ is a random variable with values in $\mathbb{R}^n$, for any $\gamma \in \mathbb{R}^{n \times n}$ we denote with $\omega_X(\gamma)$ the centered Gaussian probability distribution of $X$ with covariance matrix $\gamma$.

**Definition 4** (Heat semigroup). Let $\alpha \in \mathbb{R}^{n \times n}$ (the set of the symmetric and positive semidefinite $n \times n$ real matrices), and let $Z$ be a centered Gaussian random variables with values in $\mathbb{R}^n$ and covariance matrix $\alpha$.

The classical heat semigroup with covariance matrix $\alpha$ is the stochastic map $\mathcal{N}_\alpha^X$ that sends the probability distribution of a random variable $X$ with values in $\mathbb{R}^n$ to the probability distribution of $X + Z$.

For even $n$, the quantum heat semigroup with covariance matrix $\alpha$ is the quantum channel $\mathcal{N}_\alpha^X$ acting on a quantum state $\rho_X$ of the quantum Gaussian system $X$ with $n/2$ modes as

$$\mathcal{N}_\alpha^X(\rho_X) = \mathbb{E}_Z \left( D_Z^X \rho_X D_Z^{X^\dagger} \right).$$

(27)

Both the classical and quantum heat semigroups satisfy the semigroup property $\mathcal{N}_\alpha^X \circ \mathcal{N}_\beta^X = \mathcal{N}_{\alpha+\beta}^X$ for any $\alpha, \beta \in \mathbb{R}^{n \times n}$ and commute with displacements.

Let $B \in \mathbb{R}^{n \times 2m}$ satisfy either (8) or (9). Then, the heat semigroup and the displacement operators have the following commutation properties with $\Phi_B$:

**Lemma 1.** For any $\alpha \in \mathbb{R}^{2m \times 2m}$ and any $x \in \mathbb{R}^m$,

$$\Phi_B \circ \mathcal{N}_\alpha^X = \mathcal{N}_{\alpha-B_B B^T}^Y \circ \Phi_B, \quad \Phi_B (D_i^X \cdot D_j^Y) = D_i^X \Phi_B (\cdot) D_j^Y.$$

(28)

**IV. STAM INEQUALITY**

In this section, we prove the de Bruijn identity **Proposition 7**, which relates the time derivative of the conditional entropy with respect to the heat semigroup to the Fisher information with respect to the displacements. We also prove the Stam inequality **Proposition 9**, stating that the Fisher information is decreasing with respect to $\Phi_B$.

All the results cover both the cases where $X$ is a quantum Gaussian system with $n/2$ modes (with $n$ even) or a random variable with values in $\mathbb{R}^n$; $M$ will always be a conditioning quantum system. In the case where
Lemma 6 (section B) and entails

Definition 5 (Integral Fisher information). For any $\rho_{XM} \in \mathcal{S}(XM)$ and any $\alpha \in \mathbb{R}_{\geq 0}^{n \times n}$, we define

$$\Delta_{X|M}(\rho_{XM})(\alpha) = I(X;Z|M)(\sigma_{XMZ}) \geq 0,$$

where

$$I(X;Z|M) = S(X|M) + S(Z|M) - S(XZ|M)$$

is the conditional mutual information and the state $\sigma_{XMZ}$ is defined as follows: $Z$ is a centered Gaussian random variable with values in $\mathbb{R}^n$ and covariance matrix $\alpha$, and for any $z \in \mathbb{R}^n$, the state of $XM$ conditioned on $Z = z$ is

$$\sigma_{XM}(z) = D_z^X \rho_{XM} D_z^{X\dagger},$$

such that

$$\sigma_{XM} = \mathcal{N}_{\alpha}^X(\rho_{XM}).$$

The integral Fisher information is decreasing with respect to the heat semigroup:

Proposition 1. For any $\rho_{XM} \in \mathcal{S}(XM)$ and any $\alpha, \beta \in \mathbb{R}_{\geq 0}^{n \times n}$,

$$\Delta_{X|M} \left( \mathcal{N}_{\alpha}^X(\rho_{XM}) \right)(\alpha) = I(X;Z|M)(\tau_{XMZ}) \leq \Delta_{X|M}(\rho_{XM})(\alpha),$$

where $\tau_{XMZ}$ is as in Definition 5.

Proof. We have

$$\Delta_{X|M} \left( \mathcal{N}_{\alpha}^X(\rho_{XM}) \right)(\alpha) = I(X;Z|M)(\tau_{XMZ}),$$

where the state $\tau_{XMZ}$ is defined as follows: $Z$ is a centered Gaussian random variable with values in $\mathbb{R}^n$ and covariance matrix $\alpha$, and for any $z \in \mathbb{R}^n$, the state of $XM$ conditioned on $Z = z$ is

$$\tau_{XM}(z) = D_z^X \mathcal{N}_{\alpha}^X(\rho_{XM}) D_z^{X\dagger} = \mathcal{N}_{\alpha}^X \left( D_z^X \rho_{XM} D_z^{X\dagger} \right) = \mathcal{N}_{\alpha}^X(\sigma_{XM}(z)).$$

We then have

$$\tau_{XMZ} = \mathcal{N}_{\beta}^X(\sigma_{XMZ}),$$

and the data-processing inequality for the conditional mutual information implies

$$\Delta_{X|M} \left( \mathcal{N}_{\alpha}^X(\rho_{XM}) \right)(\alpha) = I(X;Z|M) \left( \mathcal{N}_{\alpha}^X(\sigma_{XMZ}) \right) \leq I(X;Z|M)(\sigma_{XMZ})$$

$$\leq \Delta_{X|M}(\rho_{XM})(\alpha).$$

The claim follows.
The following integral de Bruijn identity connects the integral Fisher information with the heat semigroup by proving that the former is equal to the increase in the conditional entropy induced by the latter. The de Bruijn identity Proposition 7 will follow from this integral version by suitably taking the limit $\alpha \to 0$.

**Proposition 2 (Integral de Bruijn identity).** For any $\rho_{XM} \in \mathcal{S}(XM)$ and any $\alpha \in \mathbb{R}_{\geq 0}^{n \times n}$,

$$
\Delta_{|XM}(\rho_{XM})(\alpha) = S(X|M)(\mathcal{N}_\alpha X(\rho_{XM})) - S(X|M)(\rho_{XM}).
$$

**Proof.** Let $\sigma_{XMZ}$ be as in Definition 5. We have

$$
\Delta_{|XM}(\rho_{XM})(\alpha) = I(X;Z|M)(\sigma_{XMZ}) = S(X|M)(\sigma_{XM}) - S(X|MZ)(\sigma_{XMZ})
$$

$$
= S(X|M)(\mathcal{N}_\alpha X(\rho_{XM})) - \mathbb{E}_Z S(X|M)\left(D^X_Z \rho_{XM} D^{X*}_Z\right)
$$

$$
= S(X|M)(\mathcal{N}_\alpha X(\rho_{XM})) - S(X|M)(\rho_{XM}),
$$

and the claim follows. \qed

We will now prove the properties of the integral Fisher information that will be needed to define the Fisher information.

- The integral Fisher information is an increasing and subadditive function of the covariance matrix:

**Proposition 3.** For any $\rho_{XM} \in \mathcal{S}(XM)$, the function

$$
\alpha \mapsto \Delta_{|XM}(\rho_{XM})(\alpha) : \alpha \in \mathbb{R}_{\geq 0}^{n \times n}
$$

is increasing and subadditive.

**Proof.** Let $\alpha, \beta \in \mathbb{R}_{\geq 0}^{n \times n}$. We have from Proposition 2

$$
\Delta_{|XM}(\rho_{XM})(\alpha + \beta) = S(X|M)(\mathcal{N}_{\alpha + \beta} X(\rho_{XM})) - S(X|M)(\rho_{XM})
$$

$$
= S(X|M)(\mathcal{N}_\alpha X(\mathcal{N}_\beta X(\rho_{XM}))) - S(X|M)(\mathcal{N}_\beta X(\rho_{XM}))
$$

$$
+ S(X|M)(\mathcal{N}_\beta X(\rho_{XM})) - S(X|M)(\rho_{XM})
$$

$$
= \Delta_{|XM}(\mathcal{N}_\beta X(\rho_{XM}))(\alpha) + \Delta_{|XM}(\rho_{XM})(\beta) \geq \Delta_{|XM}(\rho_{XM})(\beta),
$$

therefore the function (41) is increasing. We have from Proposition 1

$$
\Delta_{|XM}(\rho_{XM})(\alpha + \beta) = \Delta_{|XM}(\mathcal{N}_\beta X(\rho_{XM}))(\alpha) + \Delta_{|XM}(\rho_{XM})(\beta)
$$

$$
\leq \Delta_{|XM}(\rho_{XM})(\alpha) + \Delta_{|XM}(\rho_{XM})(\beta),
$$

therefore the function (41) is subadditive. The claim follows. \qed

- The integral Fisher information as a function of the covariance matrix satisfies the following weaker version of concavity:

**Proposition 4.** For any $\rho_{XM} \in \mathcal{S}(XM)$ and any $\alpha, \beta \in \mathbb{R}_{\geq 0}^{n \times n}$ we have

$$
2\Delta_{|XM}(\rho_{XM})(\alpha + \beta) \geq \Delta_{|XM}(\rho_{XM})(\alpha) + \Delta_{|XM}(\rho_{XM})(\alpha + 2\beta).
$$


Proposition 2

Let $t > 0$. The claim follows. 

Proof. We have with the help of Proposition 2

\[
2\Delta_{X|M}(\rho_{XM})(\alpha + \beta) - \Delta_{X|M}(\rho_{XM})(\alpha) - \Delta_{X|M}(\rho_{XM})(\alpha + 2\beta) \\
= 2S(X|M)\left(\mathcal{A}^X_{\alpha+\beta}(\rho_{XM})\right) - S(X|M)\left(\mathcal{A}^X_{\alpha}(\rho_{XM})\right) - S(X|M)\left(\mathcal{A}^X_{\alpha+2\beta}(\rho_{XM})\right) \\
= S(X|M)\left(\mathcal{A}^X_{\beta}(\mathcal{A}^X_{\alpha}(\rho_{XM}))\right) - S(X|M)\left(\mathcal{A}^X_{\alpha}(\rho_{XM})\right) \\
- S(X|M)\left(\mathcal{A}^X_{\alpha+\beta}(\mathcal{A}^X_{\alpha}(\rho_{XM}))\right) + S(X|M)\left(\mathcal{A}^X_{\alpha+\beta}(\rho_{XM})\right) \\
= \Delta_{X|M}\left(\mathcal{A}^X_{\alpha}(\rho_{XM})\right)(\beta) - \Delta_{X|M}\left(\mathcal{A}^X_{\alpha+\beta}(\rho_{XM})\right)(\beta) \\
= \Delta_{X|M}\left(\mathcal{A}^X_{\alpha}(\rho_{XM})\right)(\beta) - \Delta_{X|M}\left(\mathcal{A}^X_{\alpha+\beta}(\rho_{XM})\right)(\beta) \geq 0, 
\]

where the last inequality follows from Proposition 1. The claim follows. 

- The integral Fisher information is a continuous, increasing and concave function of the covariance matrix if restricted to a half-line starting from the origin:

**Proposition 5.** For any $\rho_{XM} \in \mathcal{S}(XM)$ and any $\alpha \in \mathbb{R}_{0}^{s \times n}$, the function

\[
t \mapsto \Delta_{X|M}(\rho_{XM})(t \alpha), \quad t \geq 0
\]

is continuous, increasing and concave.

Proof. The function (46) is increasing for Proposition 3. Let $0 \leq s \leq t$. We have with the help of Proposition 4

\[
2\Delta_{X|M}(\rho_{XM})\left(\frac{t-s}{2}\alpha\right) = 2\frac{\Delta_{X|M}(\rho_{XM})(s \alpha + \frac{t-s}{2}\alpha) - \Delta_{X|M}(\rho_{XM})(t \alpha)}{t-s} \\
\geq \Delta_{X|M}(\rho_{XM})(s \alpha) + \Delta_{X|M}(\rho_{XM})(s \alpha + (t-s) \alpha) \\
= \Delta_{X|M}(\rho_{XM})(s \alpha) + \Delta_{X|M}(\rho_{XM})(t \alpha),
\]

therefore the function (46) is midpoint concave and therefore concave. Then, the function (46) is continuous for any $t > 0$ and lower semicontinuous in $t = 0$. We have from Proposition 2

\[
\Delta_{X|M}(\rho_{XM})(t \alpha) = S(X|M)\left(\mathcal{A}^X_{\alpha t}(\rho_{XM})\right) - S(X|M)(\rho_{XM}),
\]

therefore the continuity of the function (46) in $t = 0$ follows if we prove that the function

\[
t \mapsto S(X|M)\left(\mathcal{A}^X_{\alpha t}(\rho_{XM})\right)
\]

is upper semicontinuous in $t = 0$.

**Quantum case:** If $X$ is a quantum Gaussian system with $n/2$ modes, let

\[
H_X = \sum_{i=1}^{n} (R_i^X)^2, \quad \omega_X = \frac{e^{-H_X}}{\text{Tr} e^{-H_X}}.
\]

We denote with

\[
S(\rho || \sigma) = \text{Tr} [\rho (\ln \rho - \ln \sigma)]
\]

(51)
The relative entropy between the quantum states $\rho$ and $\sigma$ [7]. We have for any $t \geq 0$

$$S(X|M) \left( \mathcal{A}_{t\alpha}^X(\rho_{XM}) \right) = \sum_{i=1}^{n} \text{Tr} \left[ R_i^X \mathcal{A}_{t\alpha}^X(\rho_X) R_i^X \right] + \ln \text{Tr} e^{-H_X}$$

$$- S \left( \mathcal{A}_{t\alpha}^X(\rho_{XM}) \| \omega_X \otimes \rho_M \right). \quad (52)$$

The function $t \mapsto \mathcal{A}_{t\alpha}^X(\rho_{XM})$ is continuous with respect to the trace norm and the relative entropy is a lower semicontinuous function of the first argument [7, Theorem 11.6]. Therefore, the function $t \mapsto S \left( \mathcal{A}_{t\alpha}^X(\rho_{XM}) \| \omega_X \otimes \rho_M \right)$ is lower semicontinuous. Since the function $t \mapsto \text{Tr} \left[ R_i^X \mathcal{A}_{t\alpha}^X(\rho_X) R_i^X \right]$ is affine for any $i = 1, \ldots, n$, from (52) the function $t \mapsto S(X|M) \left( \mathcal{A}_{t\alpha}^X(\rho_{XM}) \right)$ is upper semicontinuous.

**Classical case:** If $X$ is a random variable with values in $\mathbb{R}^n$ and

$$\rho_{XM} = \{ \rho_{M}(x) : x \in \mathbb{R}^n \} \quad (53)$$

is a joint state of $XM$, then

$$\mathcal{A}_{t\alpha}^X(\rho_{XM}) = \{ \mathbb{E}_Z \rho_{M}(x + \sqrt{t}Z) : x \in \mathbb{R}^n \}, \quad (54)$$

where $Z$ is a centered Gaussian random variable with values in $\mathbb{R}^n$ and covariance matrix $\alpha$. The properties of the convolution give that

$$\lim_{t \to 0} \mathbb{E}_X \| \mathbb{E}_Z \rho_{M}(X + \sqrt{t}Z) - \rho_{M}(X) \|_1 = 0, \quad (55)$$

where $\| \cdot \|_1$ denotes the trace norm. We recall that an equivalent definition of the conditional entropy is

$$S(X|M)(\rho_{XM}) = S(X) - I(X;M), \quad (56)$$

where the mutual information is defined in terms of the relative entropy

$$I(X;M)(\rho_{XM}) = S(\rho_{XM} \| \rho_X \otimes \rho_M), \quad (57)$$

which can be defined in the context of general von Neumann algebras [31]. The relative entropy is lower semicontinuous with respect to the weak convergence of the states [31, Corollary 5.12]. Therefore, by (57), the function $t \mapsto I(X;M) \left( \mathcal{A}_{t\alpha}^X(\rho_{XM}) \right)$ is lower semicontinuous. Let $\omega_X$ be the Gaussian probability distribution for $X$ with density

$$\omega_X(dx) = e^{-|x|^2/(2\pi)} \frac{dx}{(2\pi)^n}, \quad x \in \mathbb{R}^n. \quad (58)$$

Then, also the function $t \mapsto S \left( \mathcal{A}_{t\alpha}^X(\rho_X) \| \omega_X \right)$ is lower semicontinuous and, writing

$$S(X) \left( \mathcal{A}_{t\alpha}^X(\rho_X) \right) = \frac{1}{2} \mathbb{E}_{XZ} |X + \sqrt{t}Z|^2 - S \left( \mathcal{A}_{t\alpha}^X(\rho_X) \| \omega_X \right), \quad (59)$$

the function $t \mapsto S(X) \left( \mathcal{A}_{t\alpha}^X(\rho_X) \right)$ is upper semicontinuous. By (56), we conclude that the function $t \mapsto S(X|M) \left( \mathcal{A}_{t\alpha}^X(\rho_{XM}) \right)$ is upper semicontinuous.

The claim follows. \qed
We can now define the Fisher information:

**Definition 6** (Fisher information). For any \( \rho_{XM} \in \mathcal{S}(XM) \) and any \( \alpha \in \mathbb{R}_{\geq 0}^{n \times n} \), we define

\[
J_{X|M}(\rho_{XM})(\alpha) = \lim_{t \to 0} \frac{\Delta_{X|M}(\rho_{XM})(t \alpha)}{t}.
\]  

(60)

**Remark 3.** From Proposition 5, the limit in (60) always exists, finite or infinite.

We aim to prove that the Fisher information is a linear function of the covariance matrix. We need the following intermediate results:

**Lemma 2.** For any \( \rho_{XM} \in \mathcal{S}(XM) \), any \( \alpha \in \mathbb{R}_{\geq 0}^{n \times n} \) and any \( t \geq 0 \) we have

\[
J_{X|M}(\rho_{XM})(t \alpha) = t J_{X|M}(\rho_{XM})(\alpha).
\]  

(61)

**Proof.** We have

\[
J_{X|M}(\rho_{XM})(t \alpha) = \lim_{s \to 0} \frac{\Delta_{X|M}(\rho_{XM})(s t \alpha)}{s} = t \lim_{s \to 0} \frac{\Delta_{X|M}(\rho_{XM})(s \alpha)}{s} = t J_{X|M}(\rho_{XM})(\alpha),
\]  

(62)

and the claim follows.

**Lemma 3.** For any \( \rho_{XM} \in \mathcal{S}(XM) \), the function

\[
\alpha \mapsto J_{X|M}(\rho_{XM})(\alpha) : \alpha \in \mathbb{R}_{\geq 0}^{n \times n}
\]  

(63)

is increasing and subadditive.

**Proof.** Follows from Proposition 3.

**Lemma 4.** For any \( \rho_{XM} \in \mathcal{S}(XM) \) and any \( \alpha, \beta \in \mathbb{R}_{\geq 0}^{n \times n} \) we have

\[
2 J_{X|M}(\rho_{XM})(\alpha + \beta) \geq J_{X|M}(\rho_{XM})(\alpha) + J_{X|M}(\rho_{XM})(\alpha + 2 \beta).
\]  

(64)

**Proof.** Follows from Proposition 4.

**Lemma 5.** For any \( \rho_{XM} \in \mathcal{S}(XM) \) and any \( \alpha, \beta \in \mathbb{R}_{\geq 0}^{n \times n} \) we have

\[
J_{X|M}(\rho_{XM})(2 \alpha + \beta) = J_{X|M}(\rho_{XM})(\alpha) + J_{X|M}(\rho_{XM})(\alpha + \beta).
\]  

(65)

**Proof.** We have

\[
J_{X|M}(\rho_{XM})(\alpha) + J_{X|M}(\rho_{XM})(\alpha + \beta) \overset{(a)}{=} 2 J_{X|M}(\rho_{XM}) \left( \alpha + \frac{\beta}{2} \right)
\]

\[
\overset{(b)}{=} J_{X|M}(\rho_{XM})(\alpha + (\alpha + \beta))
\]

\[
\overset{(c)}{\leq} J_{X|M}(\rho_{XM})(\alpha) + J_{X|M}(\rho_{XM})(\alpha + \beta),
\]  

(66)

where (a) follows from Lemma 4, (b) from Lemma 2 and (c) from Lemma 3. The claim follows.
**Proposition 6.** For any $\rho_{XM} \in \mathcal{S}(X|M)$, the function
\[
\alpha \mapsto J_{X|M}(\rho_{XM})(\alpha) : \alpha \in \mathbb{R}^{n \times n}_{\geq 0}
\]
is linear.

**Proof.** Let $\alpha, \beta \in \mathbb{R}^{n \times n}_{\geq 0}$. We have
\[
2J_{X|M}(\rho_{XM})(\alpha + \beta) = J_{X|M}(\rho_{XM})(2\alpha + 2\beta) \\
\geq J_{X|M}(\rho_{XM})(\alpha) + J_{X|M}(\rho_{XM})(\alpha + \beta),
\]
where (a) follows from **Lemma 2**, and (b) and (c) follow from **Lemma 5**. Therefore,
\[
J_{X|M}(\rho_{XM})(\alpha + \beta) = J_{X|M}(\rho_{XM})(\alpha) + J_{X|M}(\rho_{XM})(\beta),
\]
and the claim follows. $\square$

The following de Bruijn identity relates the Fisher information to the time derivative of the conditional entropy with respect to the heat semigroup:

**Proposition 7** (De Bruijn identity). For any $\rho_{XM} \in \mathcal{S}(X|M)$ and any $\alpha \in \mathbb{R}^{n \times n}_{\geq 0}$,
\[
J_{X|M}(\rho_{XM})(\alpha) = \frac{d}{dt}S(X|M)(\mathcal{M}_{\alpha}(\rho_{XM})) \bigg|_{t=0}.
\]

**Proof.** Follows from **Proposition 2**. $\square$

The following integral Stam inequality proves that the integral Fisher information is decreasing with respect to the application of $\Phi_B$:

**Proposition 8** (Integral Stam inequality). We have for any $\rho_{XM} \in \mathcal{S}(X|M)$, any $\alpha \in \mathbb{R}^{2m \times 2m}_{\geq 0}$ and any $B \in \mathbb{R}^{n \times 2m}$ satisfying either (8) or (9)
\[
\Delta_{X|M}(\rho_{XM})(\alpha) \geq \Delta_{Y|M}(\Phi_B(\rho_{XM}))(B \alpha B^T).
\]

**Proof.** Let $\sigma_{XMZ}$ be as in **Definition 5**. We have from the data-processing inequality for the conditional mutual information
\[
\Delta_{X|M}(\rho_{XM})(\alpha) = I(X;Z|M)(\sigma_{XMZ}) \geq I(Y;Z|M)(\Phi_B(\sigma_{XMZ})).
\]
We have for any $z \in \mathbb{R}^{2m}$
\[
\Phi_B(\sigma_{XM}(z)) = \Phi_B(D_X^\dagger \rho_{XM} D_X^\dagger) = D_Y^\dagger \Phi_B(\rho_{XM}) D_Y^\dagger,
\]
and $BZ$ is a centered Gaussian random variable with covariance matrix $B \alpha B^T$, therefore
\[
I(Y;Z|M)(\Phi_B(\sigma_{XMZ})) = \Delta_{Y|M}(\Phi_B(\rho_{XM}))(B \alpha B^T).
\]
The claim follows. $\square$

We can finally prove the following Stam inequality:

**Proposition 9** (Stam inequality). We have for any $\rho_{XM} \in \mathcal{S}(X|M)$, any $B \in \mathbb{R}^{n \times 2m}$ satisfying either (8) or (9) and any $\alpha \in \mathbb{R}^{2m \times 2m}_{\geq 0}$
\[
J_{X|M}(\rho_{XM})(\alpha) \geq J_{Y|M}(\Phi_B(\rho_{XM}))(B \alpha B^T).
\]

**Proof.** Follows from **Proposition 8**. $\square$
V. ASYMPTOTIC SCALING OF THE CONDITIONAL ENTROPY

In this section, we determine the asymptotic scaling of the conditional entropy with respect to the time evolution induced by a heat semigroup with a positive definite covariance matrix.

Proposition 10 (Asymptotic scaling of the entropy). Let $X$ be either a quantum Gaussian system with $n/2$ modes or a random variable with values in $\mathbb{R}^n$. Then, for any $\rho_{XM} \in \mathcal{M}(XM)$ and any $\alpha \in \mathbb{R}_{>0}^{n \times n}$, for $t \to \infty$

$$S(X|M)(\mathcal{N}_{t\alpha}^{X}(\rho_{XM})) = \frac{1}{2} \ln \det (e^{t\alpha}) + O \left( \frac{1}{t} \right).$$

(76)

Remark 4. The right-hand side of (76) does not depend on the initial state $\rho_{XM}$.

Proof. For any $\gamma \in \mathbb{R}_{>0}^{n \times n}$, we denote with

$$S_G(\gamma) = \frac{1}{2} \ln \det (e^{\gamma}).$$

(77)

the Shannon differential entropy of a Gaussian random variable with covariance matrix $\gamma$. If $n$ is even and $\nu_{\min}(\gamma) \geq 1/2$, we denote with $S_Q(\gamma)$ the von Neumann entropy of the quantum Gaussian state with covariance matrix $\gamma$.

On the one hand, we have for the subadditivity of the entropy

$$S(X|M)(\mathcal{N}_{t\alpha}^{X}(\rho_{XM})) \leq S(X)(\mathcal{N}_{t\alpha}^{X}(\rho_{X})).$$

(78)

Let $\gamma \in \mathbb{R}_{>0}^{n \times n}$ be the covariance matrix of $\rho_{X}$. $\mathcal{N}_{t\alpha}^{X}(\rho_{X})$ has covariance matrix $\gamma + t\alpha$, and we have from Lemma 8 of section C

$$S(X)(\mathcal{N}_{t\alpha}^{X}(\rho_{X})) \leq S(X)(\omega_X(\gamma + t\alpha)) = \frac{1}{2} \ln \det (e^{t\alpha}) + O \left( \frac{1}{t} \right).$$

(79)

The proof of the converse inequality is different for the classical and the quantum case:

Quantum case: Let $\nu_1, \ldots, \nu_\frac{n}{2}$ be the symplectic eigenvalues of $\alpha$. We can choose a symplectic basis of $\mathbb{R}^n$ in which

$$\alpha = \bigoplus_{i=1}^{\frac{n}{2}} \nu_i I_2.$$  

(80)

Let $X'$ be a quantum Gaussian system with $n/2$ modes, and for any $\nu \geq 1/2$, let $\tau_{XX'}(\nu)$ be a quantum Gaussian state of $XX'$ such that $\tau_X(\nu) = \omega_X(\nu I_n)$. We have

$$S(X|M)(\mathcal{N}_{t\alpha}^{X}(\rho_{XM})) \overset{(a)}{\geq} \lim_{\nu \to \infty} S(X'|X')(\mathcal{N}_{t\alpha}^{X}(\tau_{XX'}(\nu))) \overset{(b)}{=} \sum_{i=1}^{\frac{n}{2}} \ln (e^\nu \nu_i) \overset{(c)}{=} \frac{1}{2} \ln \det (e^{t\alpha}) ,$$

(81)

where (a) follows from [23, Theorem 4], (b) from [23, Lemma 7], and in (c) we have used that

$$\prod_{i=1}^{\frac{n}{2}} \nu_i = \sqrt{\det \alpha}.$$  

(82)

The claim follows.
Classical case: The conditional entropy is a concave function of the state [31, Theorem 5.4], therefore $S(X|M)(\mathcal{A}_{t\alpha}^X(\delta_X(x_0)\otimes\rho_M))$ is minimized when $\rho_{XM}$ is pure, i.e., when $X$ has a deterministic value $x_0 \in \mathbb{R}^n$ and $\rho_{XM} = \delta_X(x_0)\otimes\rho_M$, where $\delta_X(x_0)$ is a Dirac delta centered at $x_0$ and $\rho_M$ is pure. We have

$$S(X|M)(\mathcal{A}_{t\alpha}^X(\delta_X(x_0)\otimes\rho_M)) = S_G(t\alpha) = \frac{1}{2} \ln \det (e^{t\alpha}),$$

(83)

and the claim follows.

VI. PROOF OF THEOREM 1

In this section we put together the Stam inequality proved in section IV and the asymptotic scaling of the entropy proved in section V to prove our main result.

Let $(B, p)$ be a quantum Brascamp–Lieb datum. For any $\rho_{XM} \in \mathcal{S}(X,M)$, let

$$F^Q_{B,p}(\rho_{XM}) = S(X|M)(\rho_{XM}) - \sum_{i=1}^{K} p_i S(Y_i|M)(\Phi_B(\rho_{XY})),
$$

(84)

such that

$$f_Q(B,p) = \sup_{\rho_{XM} \in \mathcal{S}(X,M)} F^Q_{B,p}(\rho_{XM}).$$

(85)

First, we prove that if the scaling condition $2m = p \cdot n$ holds, the quantum Brascamp–Lieb constant is lower bounded by the classical Brascamp–Lieb constant:

Proposition 11. Let $B$ be a quantum Brascamp–Lieb datum with dimension $(2m, n)$, and let $p \in \mathbb{R}^K$ satisfy the scaling condition $2m = p \cdot n$. Then,

$$f_Q(B,p) \geq f(B,p).$$

(86)

Proof. From Lemma 8 of section C, for any $\alpha \in \mathbb{R}^{2m \times 2m}$ we have for $t \to \infty$

$$S(X)(\omega_X(t\alpha)) = m \ln t + \frac{1}{2} \ln \det (e^{t\alpha}) + O\left(\frac{1}{t}\right),$$

$$S(Y_i)(\Phi_B(\omega_X(t\alpha))) = S(Y_i)(\omega_Y(tB_i\alpha B_i^T)) = m_i \ln t + \frac{1}{2} \ln \det (e^{tB_i\alpha B_i^T}) + O\left(\frac{1}{t}\right),$$

(87)

therefore

$$f_Q(B,p) \geq \lim_{t \to \infty} F^Q_{B,p}(\omega_X(t\alpha)) = F_{B,p}(\alpha).$$

(88)

The claim follows by taking the supremum of (88) over $\alpha \in \mathbb{R}^{2m \times 2m}$. We have to prove the converse inequality $f_Q(B,p) \leq f(B,p)$. We can assume that $f(B,p)$ is finite.
A. Achieved supremum in (5)

First, let us assume that $(\mathbf{B}, \mathbf{p})$ satisfies any of the conditions of Theorem 4. Let us fix $\rho_{XM} \in \mathcal{S}(XM)$, and let $\alpha \in \mathbb{R}_{>0}^{2m \times 2m}$ achieve the supremum in (5) and satisfy (22). For any $t \geq 0$ and any $i = 1, \ldots, K$, let

$$\phi_X(t) = S(X|M) \left( \mathcal{A}^X_{i\alpha} (\rho_{XM}) \right),$$

$$\phi_i(t) = S(Y_i|M) \left( \Phi_{B_i} \left( \mathcal{A}^X_{i\alpha} (\rho_{XM}) \right) \right) = S(Y_i|M) \left( \mathcal{A}^X_{i\alpha} (\Phi_{B_i} (\rho_{XM})) \right),$$

where the last equality follows from Lemma 1, and let

$$\phi(t) = \phi_X(t) - \sum_{i=1}^K p_i \phi_i(t) = \mathcal{F}_{\mathbf{B}, \mathbf{p}} (\mathcal{A}^X_{i\alpha} (\rho_{XM})).$$

From Proposition 10, we have for $t \to \infty$

$$\phi_X(t) = \frac{1}{2} \ln \det (e^t \alpha) + O \left( \frac{1}{t} \right),$$

$$\phi_i(t) = \frac{1}{2} \ln \det (e^t B_i \alpha B_i^T) + O \left( \frac{1}{t} \right),$$

and

$$\lim_{t \to \infty} \phi(t) = \lim_{t \to \infty} \left( \frac{2m - p \cdot n}{2} \ln t + F_{\mathbf{B}, \mathbf{p}} (\alpha) + O \left( \frac{1}{t} \right) \right) = F_{\mathbf{B}, \mathbf{p}} (\alpha),$$

where we have used the scaling condition. For any $i = 1, \ldots, K$, let

$$\Pi_i = \alpha B_i^T (B_i \alpha B_i^T)^{-1} B_i.$$

We have

$$\Pi_i = \Pi_i, \quad \Pi_i \alpha = \alpha \Pi_i^T, \quad B_i \Pi_i = B_i,$$

and we get from (22)

$$\sum_{i=1}^K p_i \Pi_i = I_{2m},$$

such that

$$\sum_{i=1}^K p_i \Pi_i \alpha = \sum_{i=1}^K p_i \Pi_i^T \alpha = \sum_{i=1}^K p_i \Pi_i \alpha = \alpha.$$

From Proposition 5, $\phi$ is a linear combination of continuous and concave functions, and therefore it is continuous and almost everywhere differentiable. We have for any $t \geq 0$

$$\phi_i'(t) = \left( J_{Y_i|M} \left( \mathcal{A}^X_{i\alpha} (\Phi_{B_i} (\rho_{XM})) \right) \right) (B_i \alpha B_i^T)$$

$$= J_{Y_i|M} \left( \Phi_{B_i} \left( \mathcal{A}^X_{i\alpha} (\rho_{XM}) \right) \right) (B_i \alpha B_i^T)$$

$$\leq J_{Y_i|M} \left( \Phi_{B_i} \left( \mathcal{A}^X_{i\alpha} (\rho_{XM}) \right) \right) (\Pi_i \alpha \Pi_i^T B_i \alpha B_i^T),$$

$$\leq J_{X|M} \left( \mathcal{A}^X_{i\alpha} (\rho_{XM}) \right) (\Pi_i \alpha \Pi_i^T),$$

by Proposition 5.
where (a) follows from the de Bruijn identity (Proposition 7), (b) from Lemma 1, (c) from (94) and (d) from the Stam inequality (Proposition 9). We then have

\[
\Phi'(t) = \Phi^K(t) - \sum_{i=1}^K \Phi^K_i(t) \geq \sum_{i=1}^K \sum_{j=1}^K p_i \beta_i^{X}(\rho_{XM}) (\Pi_i \alpha \Pi_i^T) - \sum_{i=1}^K p_i \alpha \Pi_i^T
\]

where (a) follows from the linearity of the Fisher information (Proposition 6), (b) from (96) and (c) from the de Bruijn identity (Proposition 7). Therefore, \( \Phi \) is increasing, and (92) implies

\[
F_{\Phi}(\rho_{XM}) = \Phi(0) \leq \lim_{t \to \infty} \Phi(t) = F_{\Phi}(\alpha) = f(B, \alpha).
\]

Since \( \rho_{XM} \) is arbitrary, we conclude that

\[
f_{\Phi}(B, p) \leq f(B, \alpha).
\]

The claim follows.

**B. Generic case**

Let us now prove the inequality (100) in the generic case. Since we have assumed that \( f(B, p) \) is finite, by Theorem 2 any subspace of \( \mathbb{R}^{2m} \) is subcritical for the pair \( (B, p) \).

Let us fix an auxiliary pair \( (B', p') \) whose only critical subspaces are \( \mathbb{R}^{2m} \) and \( \{0\} \). For example, denoting with \( e_1, \ldots, e_{2m} \) the row vectors of the canonical basis of \( \mathbb{R}^{2m} \), we can choose

\[
B'_i = e_i \quad \text{for} \quad i = 1, \ldots, 2m, \quad B'_{2m+1} = \sum_{i=1}^{2m} e_i
\]

and

\[
p'_1 = \ldots = p'_{2m+1} = \frac{2m}{2m+1}.
\]

We claim that for any subspace \( Y' \subset \mathbb{R}^{2m} \) with \( \dim Y' = k, 0 < k < 2m \), (18) holds with strict inequality. Indeed, for every \( i = 1, \ldots, 2m+1 \), \( \dim B_i Y' \in \{0, 1\} \) and \( \dim B_i Y' = 1 \) at least for \( k+1 \) different \( i \)'s, otherwise \( Y' \) would be orthogonal to the subspace generated by \( 2m + 1 - k \) vectors among \( e_1, \ldots, e_{2m}, \sum_{i=1}^{2m} e_i \), that are necessarily independent, hence

\[
k = \dim Y' \leq 2m - (2m + 1 - k) = k - 1,
\]

a contradiction. Since \( k < 2m \), we have

\[
k < (k+1) \cdot \frac{2m}{2m+1},
\]

therefore (18) holds with strict inequality as claimed.
For any $0 \leq \varepsilon \leq 1$, we consider the pair $\left(\hat{B}, p_{\varepsilon}\right)$ with Brascamp–Lieb datum $\hat{B} = B \cup B'$ and $p_{\varepsilon} = ((1-\varepsilon)p, \varepsilon p')$, such that

$$f_Q(B, p) = f_Q(\hat{B}, p_0), \quad f(B, p) = f(\hat{B}, p_0). \quad (105)$$

For any $0 < \varepsilon \leq 1$ and any subspace $\mathcal{V} \subseteq \mathbb{R}^{2m}$ we have

$$\dim \mathcal{V}' \leq \sum_{i=1}^{K} p_i \dim B_i \mathcal{V}', \quad \dim \mathcal{V}' \leq \sum_{j=1}^{2m+1} p_j' \dim B_j \mathcal{V}', \quad (106)$$

where the second inequality is strict unless $\mathcal{V}' = \mathbb{R}^{2m}$ or $\mathcal{V}' = \{0\}$. It follows that

$$\dim \mathcal{V}' = (1 - \varepsilon) \dim \mathcal{V}' + \varepsilon \dim \mathcal{V}' \leq \sum_{i=1}^{K} (1 - \varepsilon) p_i \dim B_i \mathcal{V}' + \sum_{j=1}^{2m+1} \varepsilon p_j' \dim B_j \mathcal{V}', \quad (107)$$

with strict inequalities or equalities in the same cases. It follows that Condition 3 of Theorem 4 is satisfied, hence $f_Q(\hat{B}, p_{\varepsilon}) = f(\hat{B}, p_{\varepsilon})$. Before taking the limit $\varepsilon \to 0$, we need to prove the following continuity properties:

**Proposition 12.** For any Brascamp–Lieb datum $B$, the function $p \mapsto f(B, p)$ is convex and lower semicontinuous in $\mathbb{R}^{K+1}_0$. Moreover, let $\mathcal{R} \subseteq \mathbb{R}^{K+1}_0$ be the intersection of a finite number of closed half-spaces such that $f(B, p)$ is finite for any $p \in \mathcal{R}$. Then, the function $p \mapsto f(B, p)$ is continuous in $\mathcal{R}$. If $B$ is also a quantum Brascamp–Lieb datum, the function $p \mapsto f_Q(B, p)$ enjoys the same properties.

**Proof.** Convexity and lower semicontinuity follow since the functions $p \mapsto f(B, p)$ and $p \mapsto f_Q(B, p)$ are suprema of affine functions. Continuity on $\mathcal{R}$ is a consequence of [32].

Proposition 12 with $\mathcal{R} = \{p_{\varepsilon}\}_{\varepsilon \in [0,1]}$ yields

$$f_Q(B, p) = f_Q(\hat{B}, p_0) \leq \liminf_{\varepsilon \to 0} f_Q(\hat{B}, p_{\varepsilon}) = \lim_{\varepsilon \to 0} f(\hat{B}, p_{\varepsilon}) = f(\hat{B}, p_0) = f(B, p). \quad (108)$$

The claim follows.

**VII. APPLICATIONS**

**A. Entropic uncertainty relations**

Entropic uncertainty relations provide a lower bound to the sum of the entropies of the outcomes of the measurements of non-commuting observables and play a key role in quantum information theory [33]. Their main applications are the proofs of the security of the protocols for quantum key distribution [34 and 35]. The main tool in this regard is provided by the uncertainty relations with quantum memory [36], where the entropies of the outcomes of the measurements are conditioned on a memory quantum system which plays the role of the adversary which wants to get information on the key. The most common choice of non-commuting observables for the quantum Gaussian system $X$ with $m$ modes are the position $Q_X$ and the momentum $P_X$, which are given by the odd and even quadratures of $X$, respectively:

$$Q_i^X = R_{2i-1}^X, \quad P_i^X = R_{2i}^X, \quad i = 1, \ldots, m. \quad (109)$$
A fundamental entropic uncertainty relations with quantum memory for position and momentum proved by Frank and Lieb [37] states that any $\rho_{XM} \in \mathcal{S}(SM)$ satisfies

$$S(X|M) \leq S(Q_X|M) + S(P_X|M). \quad (110)$$

The inequality (110) is a special case of the inequality (15) with $K = 2$, $p_1 = p_2 = 1$ and where $Y_1$ and $Y_2$ are the random variables associated to the outcome of the measurement of position and momentum, respectively. For a quantum Brascamp–Lieb datum $B$ where each $B_i$ satisfies (9), each $Y_i$ is the random variable associated to the outcome of the measurement of the quadratures associated to the corresponding $B_i$. Then, the generalized strong subadditivity (15) provides a lower bound to a linear combination of the conditional entropies of such random variables and therefore constitutes an entropic uncertainty relation with quantum memory which generalizes (110).

In the special case of a quantum Brascamp–Lieb datum $B$ where each $B_i$ has rank one (i.e., it is a row vector in $\mathbb{R}^{2m}$), the Brascamp–Lieb constant $f(B, p)$ is finite if and only if $p \in \mathbb{R}_{>0}^m$ is a convex combination of vectors of the form

$$p_i^{(s)} = \begin{cases} 1 & i \in \mathcal{I} \\ 0 & i \notin \mathcal{I} \end{cases}, \quad (111)$$

where $\mathcal{I}$ is any subset of $\{1, \ldots, K\}$ such that the row vectors $\{B_i : i \in \mathcal{I}\}$ form a basis of $\mathbb{R}^{2m}$ [30, Theorem 5.5]. By Theorem 1, the same holds for the quantum Brascamp–Lieb constant $f_Q(B, p)$, provided that the scaling condition $\sum_{i=1}^K p_i = 2m$ holds.

### B. Generalized quantum Entropy Power Inequality

Let $X = X_1X_2$, where $X_1$ and $X_2$ are quantum Gaussian systems with $m$ modes each. Given $\theta \in \mathbb{R}$, let $Y$ be the quantum Gaussian system with $m$ modes identified by the quadratures

$$R_i^Y = \cos \theta R_i^{X_1} + \sin \theta R_i^{X_2}, \quad i = 1, \ldots, 2m. \quad (112)$$

The quantum conditional Entropy Power Inequality [23] states that, for any $\rho_{X_1X_2M} \in \mathcal{S}(X_1X_2M)$ such that $X_1$ and $X_2$ are conditionally independent given $M$, i.e.,

$$I(X_1;X_2|M) = 0, \quad (113)$$

we have

$$e^{\frac{S(Y|M)}{m}} \geq (\cos \theta)^2 e^{\frac{S(X_1|M)}{m}} + (\sin \theta)^2 e^{\frac{S(X_2|M)}{m}}. \quad (114)$$

In Proposition 17, we will show that the generalized strong subadditivity of the von Neumann entropy (4) implies a generalization of the Entropy Power Inequality (114) which does not require the conditional independence condition (113). We consider the following quantum Brascamp–Lieb datum:

$$B_1 = \begin{pmatrix} I_{2m} & 0_{2m \times 2m} \\ 0_{2m \times 2m} & I_{2m} \end{pmatrix}, \quad B_2 = \begin{pmatrix} 0_{2m \times 2m} & I_{2m} \\ I_{2m} & 0_{2m \times 2m} \end{pmatrix}, \quad B_3 = \begin{pmatrix} A_1 & A_2 \end{pmatrix}, \quad (115)$$

where $A_1, A_2 \in \mathbb{R}^{2m \times 2m}$ satisfy

$$A_1 \Delta_{2m} A_1^T + A_2 \Delta_{2m} A_2^T = \Delta_{2m}. \quad (116)$$
\(B_1\) and \(B_2\) identify the subsystems \(X_1\) and \(X_2\), respectively, while \(B_3\) identifies the subsystem \(Y\) with \(m\) modes associated to the following linear combination of the quadratures of \(X\):

\[
R_i^Y = \sum_{j=1}^{2m} (A_1)_{ij} R_i^{X_1} + \sum_{j=1}^{2m} (A_2)_{ij} R_i^{X_2}, \quad i = 1, \ldots, 2m. \tag{117}
\]

**Remark 5.** For

\[
A_1 = \cos \theta I_{2m}, \quad A_2 = \sin \theta I_{2m}; \tag{118}
\]

\(Y\) is the subsystem associated to the quadratures (112).

The main idea to get such generalization of the Entropy Power Inequality (114) is to optimize over \(p\) the generalized strong subadditivity (15). We need to define such optimization for all the classical Brascamp–Lieb data:

**Definition 7.** Let \(B\) be a Brascamp–Lieb datum with dimension \((n, n)\). We define for any \(s \in \mathbb{R}^K\)

\[
\phi_B(s) = \inf \{ p \cdot s + f(B, p) : p \in \mathbb{R}_{\geq 0}^K, n = p \cdot n \}. \tag{119}
\]

Then, the following inequality holds (a similar inequality holds in the classical case):

**Proposition 13.** Let \(B\) be a quantum Brascamp–Lieb datum with dimension \((2m, n)\) as in Definition 2. Then, for any \(\rho_{XM} \in \mathcal{S}(XM)\) we have

\[
S(X|M)(\rho_{XM}) \leq \phi_B(S(Y_1|M)(\Phi_{B_1}(\rho_{XM})), \ldots, S(Y_K|M)(\Phi_{B_K}(\rho_{XM}))). \tag{120}
\]

**Proof.** We have for any \(p \in \mathbb{R}_{\geq 0}^K\) such that \(2m = p \cdot n\)

\[
S(X|M)(\rho_{XM}) \leq \sum_{i=1}^{K} p_i S(Y_i|M)(\Phi_{B_i}(\rho_{XM})) + f_Q(B, p)
\]

\[
= \sum_{i=1}^{K} p_i S(Y_i|M)(\Phi_{B_i}(\rho_{XM})) + f(B, p), \tag{121}
\]

where the inequality follows from the definition of \(f_Q\), and the equality from Theorem 1. The claim follows taking the infimum over \(p\). \(\square\)

In the following, we will determine the function \(\phi_B\) for the quantum Brascamp–Lieb datum (115).

If \(X\) is a random variable with values in \(\mathbb{R}^n\) and \(A\) is an invertible \(n \times n\) real matrix, the entropy of \(AX\) is related to the entropy of \(X\) by

\[
S(AX) = S(X) + \ln |\det A|. \tag{122}
\]

This property leads us to introduce the notion of equivalent Brascamp–Lieb data:

**Definition 8.** The Brascamp–Lieb data \(B\) and \(B^0\) with dimension \((n, n)\) are equivalent if for any \(i = 1, \ldots, K\) we have

\[
B_i = A_i^{-1} B_i^0 A
\]

for some \(A \in \text{GL}_n(\mathbb{R})\) and \(A_i \in \text{GL}_{n_i}(\mathbb{R})\).
The Brascamp–Lieb constants of equivalent data are easily related:

**Proposition 14.** Let \( B \) and \( B^0 \) be equivalent Brascamp–Lieb data as in Definition 8. Then, for any \( p \in \mathbb{R}^k \geq 0 \) and any \( s \in \mathbb{R}^k \) we have

\[
f(B, p) = f(B^0, p) - \ln |\det A| + \sum_{i=1}^{K} p_i \ln |\det A_i| ,
\]

\[
\phi_B(s) = \phi_{B^0}(s_1 + \ln |\det A_1|, \ldots, s_K + \ln |\det A_K|) - \ln |\det A| .
\]  

(124)

First, we compute the Brascamp–Lieb constant of a datum in a standard form, and then get from Proposition 14 the constant of the equivalent data:

**Proposition 15.** We consider the following Brascamp–Lieb datum:

\[
B^0_1 = (I_n \ 0_{n \times n}), \quad B^0_2 = (0_{n \times n} \ I_n), \quad B^0_3 = (I_n \ I_n).
\]

Then, for any \( p \in \mathbb{R}^3_{\geq 0} \) we have

\[
f(B^0, p) = \frac{n}{2} \sum_{i=1}^{3} ((1 - p_i) \ln (1 - p_i) - p_i \ln p_i)
\]  

(126)

if \( p \in [0, 1]^3 \) and \( p_1 + p_2 + p_3 = 2 \), and \( f(B^0, p) = \infty \) otherwise.

**Proof.** The condition \( p_1 + p_2 + p_3 = 2 \) is the scaling condition. The subcriticality of \( \ker B^0_1 \) implies

\[
1 \leq p_2 + p_3 = 2 - p_1,
\]  

(127)

therefore \( p_1 \leq 1 \). Analogously, the subcriticality of \( \ker B^0_2 \) and \( \ker B^0_3 \) imply \( p_2 \leq 1 \) and \( p_3 \leq 1 \), respectively. If \( p \in (0, 1)^3 \), condition (22) is satisfied by

\[
\alpha = \left( \begin{array}{cc} p_1 (1 - p_1) I_n & -(1 - p_1) (1 - p_2) I_n \\ -(1 - p_1) (1 - p_2) I_n & p_2 (1 - p_2) I_n \end{array} \right) > 0.
\]

(128)

Therefore, Theorem 4 implies

\[
f(B^0, p) = F_{B^0, \alpha}(B^0_1) = \frac{n}{2} \sum_{i=1}^{3} ((1 - p_i) \ln (1 - p_i) - p_i \ln p_i).
\]  

(129)

The extension to \( [0, 1]^3 \) follows by continuity from Proposition 12.

Let us determine the function \( \phi_{B^0} \):

**Proposition 16.** Let \( B^0 \) be a Brascamp–Lieb datum as in (125), let \( s \in \mathbb{R}^3 \) and for \( i = 1, 2, 3 \), let \( e_i = e^{2\alpha_i} \).

If

\[
e_1 < e_2 + e_3, \quad e_2 < e_1 + e_3, \quad e_3 < e_1 + e_2,
\]  

(130)

then

\[
\phi_{B^0}(s) = \frac{n}{2} \ln \left( \frac{(e_2 + e_3 - e_1) e_1 + (e_1 + e_3 - e_2) e_2 + (e_1 + e_2 - e_3) e_3}{4} \right);
\]

(131)

otherwise,

\[
\phi_{B^0}(s) = \min \left( s_1 + s_2, s_1 + s_3, s_2 + s_3 \right).
\]

(132)
Proof. For Proposition 15, we can restrict the supremum in (119) to $p \in [0,1]^3 : p_1 + p_2 + p_3 = 2$. For any $p_1, p_2 \in [0,1]$ such that $p_1 + p_2 \geq 1$, let

$$\psi(p_1, p_2) = (s \cdot p + f(B^0, p))|_{p_3 = 2 - p_1 - p_2}.$$  \hspace{1cm} (133)

We have

$$\frac{\partial \psi}{\partial p_1}(p_1, p_2) = \frac{n}{2} \ln \frac{e_1 (2 - p_1 - p_2)(p_1 + p_2 - 1)}{e_3 p_1 (1 - p_1)},$$

$$\frac{\partial \psi}{\partial p_2}(p_1, p_2) = \frac{n}{2} \ln \frac{e_2 (2 - p_1 - p_2)(p_1 + p_2 - 1)}{e_3 p_2 (1 - p_2)}. \hspace{1cm} (134)$$

We have $\nabla \psi(\bar{p}_1, \bar{p}_2) = 0$ for

$$\bar{p}_1 = \frac{2(e_2 + e_3 - e_1) e_1}{(e_2 + e_3 - e_1) e_1 + (e_1 + e_3 - e_2) e_2 + (e_1 + e_2 - e_3) e_3},$$

$$\bar{p}_2 = \frac{2(e_1 + e_3 - e_2) e_2}{(e_2 + e_3 - e_1) e_1 + (e_1 + e_3 - e_2) e_2 + (e_1 + e_2 - e_3) e_3}. \hspace{1cm} (135)$$

If condition (130) holds, we have $\bar{p}_1, \bar{p}_2 \in (0,1)$ and $\bar{p}_1 + \bar{p}_2 > 1$, and since $\psi$ is convex, it achieves in $(\bar{p}_1, \bar{p}_2)$ its minimum. Therefore,

$$\phi_{\psi}(s) = \psi(\bar{p}_1, \bar{p}_2) = \frac{n}{2} \ln \frac{(e_2 + e_3 - e_1) e_1 + (e_1 + e_3 - e_2) e_2 + (e_1 + e_2 - e_3) e_3}{4}. \hspace{1cm} (136)$$

If (130) does not hold, $\nabla \psi(p_1, p_2) \neq 0$ for any $p_1, p_2 \in (0,1)^3$ such that $p_1 + p_2 > 1$. Therefore, the supremum in (119) can be restricted to the region

$$\{(1, p, 1-p), (p, 1, 1-p), (p, 1-p, 1) : p \in [0,1]\}. \hspace{1cm} (137)$$

On such region we have $f(B^0, p) = 0$. Without loss of generality, we can assume that $s_1 \leq s_2 \leq s_3$. Since (130) does not hold, we must have

$$e_3 \geq e_1 + e_2, \hspace{1cm} (138)$$

and the supremum in (119) is achieved in $p = (1,1,0)$. The claim follows.

We can finally prove the generalization of the Entropy Power Inequality (114):

**Proposition 17.** Let $B$ and $B^0$ be quantum Brascamp–Lieb data as in (115) and (125) with $n = 2m$, respectively, and let

$$\lambda_i = |\det A_i|^{\frac{1}{m}}, \hspace{1cm} i = 1, 2. \hspace{1cm} (139)$$

Let $p_{X_1X_2M} \in J(X_1X_2M)$. If $p_{X_1X_2M}$ satisfies the following three inequalities:

$$\lambda_1 e^{\frac{S_{X_1}(M)}{m}} < \lambda_2 e^{\frac{S_{X_2}(M)}{m}} + e^{\frac{S_Y(M)}{m}},$$

$$\lambda_2 e^{\frac{S_{X_2}(M)}{m}} < \lambda_1 e^{\frac{S_{X_1}(M)}{m}} + e^{\frac{S_Y(M)}{m}},$$

$$e^{\frac{S_Y(M)}{m}} < \lambda_1 e^{\frac{S_{X_1}(M)}{m}} + \lambda_2 e^{\frac{S_{X_2}(M)}{m}}, \hspace{1cm} (140)$$

Let $p_{X_1X_2M} \in J(X_1X_2M)$. If $p_{X_1X_2M}$ satisfies the following three inequalities:
then

\[
4 \lambda_1 \lambda_2 e^{\frac{S(Y|M)}{m}} \leq \left( \lambda_1 e^{\frac{S(X_1|M)}{m}} + e^{\frac{S(Y|M)}{m}} - \lambda_1 e^{\frac{S(Y|M)}{m}} \right) \lambda_2 e^{\frac{S(Y|M)}{m}} \\
+ \left( \lambda_1 e^{\frac{S(X_1|M)}{m}} + e^{\frac{S(Y|M)}{m}} - \lambda_2 e^{\frac{S(Y|M)}{m}} \right) \lambda_2 e^{\frac{S(Y|M)}{m}} \\
+ \left( \lambda_1 e^{\frac{S(X_1|M)}{m}} + \lambda_2 e^{\frac{S(Y|M)}{m}} - e^{\frac{S(Y|M)}{m}} \right) e^{\frac{S(Y|M)}{m}};
\]

(141)

otherwise,

\[
S(X_1X_2|M) \leq \min(S(X_1|M) + S(X_2|M), S(X_1|M) + S(Y|M) - \ln |\det A_2|, S(X_2|M) + S(Y|M) - \ln |\det A_1|).
\]

(142)

Proof. B and B^0 are equivalent as in Definition 8 with

\[
A_3 = I_{2m}, \quad A = \text{diag}(A_1, A_2).
\]

(143)

Therefore, Proposition 15 gives for any \( s \in \mathbb{R}^3 \)

\[
\phi_B(s) = \phi_B(s_1 + \ln |\det A_1|, s_2 + \ln |\det A_2|, s_3) - \ln |\det A_1| - \ln |\det A_2|
\]

(144)

and the claim follows from Proposition 16.

C. Entanglement production

Let \( X = X_1X_2 \), where \( X_1 \) and \( X_2 \) are quantum Gaussian systems with \( m_1 \) and \( m_2 \) modes, respectively. Let

\[
S = \begin{pmatrix} S_{11} & S_{12} \\ S_{21} & S_{22} \end{pmatrix}
\]

(145)

be a symplectic matrix, i.e., a \((2m_1 + 2m_2) \times (2m_1 + 2m_2)\) real matrix such that

\[
S \Delta_{2m_1+2m_2} S^T = \Delta_{2m_1+2m_2},
\]

(146)

and let \( U_S \) be the Gaussian symplectic unitary operator acting on \( L^2(\mathbb{R}^{m_1+m_2}) \) that performs the linear redefinition of the quadratures of \( X_1X_2 \) induced by \( S \):

\[
R^X_i = U_S^* R^X_i U_S = \sum_{j=1}^{2m_1} (S_{11})_{ij} R^{X_i}_j + \sum_{j=1}^{2m_2} (S_{12})_{ij} R^{X_j}_j, \quad i = 1, \ldots, 2m_1,
\]

\[
R^X_j = U_S^* R^X_j U_S = \sum_{i=1}^{2m_1} (S_{21})_{ij} R^{X_i}_j + \sum_{i=1}^{2m_2} (S_{22})_{ij} R^{X_i}_j, \quad i = 1, \ldots, 2m_2.
\]

(147)

The generalized strong subadditivity (15) provides a lower bound to the sum of the correlations between \( X_1 \) and \( X_2 \) before and after applying \( U_S \):
Proposition 18. Let $B$ be the quantum Brascamp–Lieb datum

$$B_1 = \left( I_{2m_1} \ 0_{2m_1 \times 2m_2} \right), \quad B_2 = \left( 0_{2m_2 \times 2m_1} \ I_{2m_2} \right),$$

$$B'_1 = \left( S_{11} \ S_{12} \right), \quad B'_2 = \left( S_{21} \ S_{22} \right),$$

and let

$$\mathbf{p} = \left( \frac{1}{2} \ rac{1}{2} \ \frac{1}{2} \ \frac{1}{2} \right).$$

Then, for any quantum state $\rho_{X_1X_2M} \in \mathcal{S}(X_1X_2M)$ we have

$$\frac{1}{2} I(X_1;X_2|M)(\rho_{X_1X_2M}) + \frac{1}{2} I(X_1;X_2|M) \left( U_S \rho_{X_1X_2M} U_S^\dagger \right) \geq -f(B, \mathbf{p}).$$

Proof. $\mathbf{p}$ satisfies the scaling condition, therefore Theorem 1 implies $f_Q(B, \mathbf{p}) = f(B, \mathbf{p})$. $X_1X_2$ and $X'_1X'_2$ are related by the unitary transformation $U_S$, therefore

$$S(X_1X_2|M) = S(X'_1X'_2|M),$$

and

$$\begin{align*}
\frac{1}{2} I(X_1;X_2|M) + I(X'_1;X'_2|M) & = \frac{1}{2} S(X_1|M) + S(X_2|M) - S(X_1X_2|M) + S(X'_1|M) + S(X'_2|M) - S(X'_1X'_2|M) \\
& = \frac{1}{2} S(X_1|M) + S(X_2|M) + S(X'_1|M) + S(X'_2|M) - S(X_1X_2|M) \geq -f_Q(B, \mathbf{p}) \\
& = -f(B, \mathbf{p}).
\end{align*}$$

The claim follows.

The entanglement entropy of a pure state $\rho_{X_1X_2}$ of $X_1X_2$ is a measure of the quantum correlations between $X_1$ and $X_2$ given by $I(X_1;X_2)/2$. Proposition 18 applied to a pure state $\rho_{X_1X_2}$ with a trivial $M$ provides a lower bound to the sum of the entanglement entropies of $\rho_{X_1X_2}$ before and after applying $U_S$. The entanglement entropy generated by a Gaussian symplectic unitary transformation has been studied in the case of Gaussian states when the transformation is generated by a time-independent quadratic Hamiltonian [28, 38, and 39], i.e., where the symplectic matrix $S$ has the form

$$S(t) = e^{tH}, \quad t \in \mathbb{R},$$

where $H$ is a $(2m_1 + 2m_2) \times (2m_1 + 2m_2)$ real matrix satisfying

$$H \Delta_{2m_1+2m_2} = \Delta_{2m_1+2m_2} H^T.$$

Ref. [28] focuses on the limit $t \to \infty$ and proves that, for any Gaussian initial state, the entanglement entropy grows linearly with time. The linear scaling of the entanglement entropy for generic initial states is left as an open conjecture, which is supported by numerical experiments. In Proposition 20, we prove such conjecture in the case where the matrix $H$ is symmetric. First, we show that we can get an analytic expression for the Brascamp–Lieb constant if the symplectic matrix $S$ is positive definite:
Proposition 19. Let $S$ be a symplectic matrix as in (145) which is also symmetric and positive definite. Let $B$ be the quantum Brascamp–Lieb datum (148), and let $p$ be as in (149). Then,

$$f(B, p) = -\frac{1}{2} \ln (\det S_{11} \det S_{22}).$$

Proof. We have that $\alpha = S^{-1}$ satisfies (22), therefore Theorem 4 implies

$$f(B, p) = F_{B, p} (S^{-1}) = -\frac{1}{2} \ln (\det S_{11} \det S_{22}).$$

The claim follows.

We can now prove the conjecture:

Proposition 20. Let $H$ and $S(t)$ be as in (154) and (153), respectively. Let us suppose that $H$ is symmetric and has block decomposition

$$H = \begin{pmatrix} H_{11} & H_{12} \\ H_{21} & H_{22} \end{pmatrix}$$

with $H_{12} \neq 0$. Then, there exists $\Lambda > 0$ depending only on $H$ and such that for any pure state $\rho_{X_1X_2} \in \mathcal{S}(X_1X_2)$ we have for $t \to \infty$

$$\frac{1}{2} I(X_1; X_2) \left( U_{S(t)} \rho_{X_1X_2} U_{S(t)}^\dagger \right) \geq \Lambda t + O(1).$$

Proof. Since $H$ is symmetric, $S(t)$ is symmetric and positive definite for any $t \in \mathbb{R}$. Then, Proposition 18 and Proposition 19 imply

$$\frac{1}{2} I(X_1; X_2) \left( U_{S(t)} \rho_{X_1X_2} U_{S(t)}^\dagger \right) \geq \frac{1}{2} \ln f(t) - \frac{1}{2} I(X_1; X_2)(\rho_{X_1X_2}),$$

where for any $t \in \mathbb{R}$,

$$f(t) = \det S(t)_{11} \det S(t)_{22}.$$ (160)

Since $H$ is symmetric, its eigenvalues $\lambda_1, \ldots, \lambda_{2m_1+2m_2}$ are real, and there exists an orthogonal matrix $V \in \mathbb{O}_{2m_1+2m_2}(\mathbb{R})$ such that

$$H = V \text{diag}(\lambda_1, \ldots, \lambda_{2m_1+2m_2}) V^T.$$ (161)

We have for any $t \in \mathbb{R}$

$$S(t) = V \text{diag} \left( e^{i\lambda_1}, \ldots, e^{i\lambda_{2m_1+2m_2}} \right) V^T,$$ (162)

therefore, the entries of $S(t)$ are linear functions of $e^{i\lambda_1}, \ldots, e^{i\lambda_{2m_1+2m_2}}$, and $f(t)$ is a homogeneous polynomial of degree $2m_1 + 2m_2$ in $e^{i\lambda_1}, \ldots, e^{i\lambda_{2m_1+2m_2}}$. Let $C e^{i\Lambda}$ be the dominant monomial in $f(t)$ for $t \to \infty$, such that

$$\ln f(t) = \Lambda t + O(1).$$ (163)
The claim follows if we prove that $\Lambda > 0$. First, we claim that $f(-t) = f(t)$. Indeed, since $S(t)$ is symmetric and satisfies (146), we have

$$S(-t) = S(t)^{-1} = \Delta_{2m_1+2m_2} S(t) \Delta_{2m_1+2m_2}^{-1},$$

therefore,

$$\det S(-t)_{11} = \det \left( \Delta_{2m_1} S(t)_{11} \Delta_{2m_1}^{-1} \right) = \det S(t)_{11},$$

and the same property holds for $S(t)_{22}$. Then, if $f(t)$ contains the monomial $C e^{i\Lambda}$, it contains the monomial $C e^{-i\Lambda}$ as well, hence $\Lambda \geq 0$. Therefore, the claim follows if we prove that $\Lambda \neq 0$. Let us assume that $\Lambda = 0$. This can happen only if $f(t)$ is constant, i.e., if $f(t) = f(0) = 1$ for any $t \in \mathbb{R}$. Since $S(t)$ is positive definite, $S(t)_{11}$ and $S(t)_{22}$ are positive definite as well, and therefore invertible. Any symplectic matrix has unit determinant, and from the formula for the determinant of a block matrix we get

$$0 = \ln \det S(t) = \ln \left( \det S(t)_{11} \det S(t)_{22} \det \left( I_{2m_1} - S(t)_{11}^{-1} S(t)_{12} S(t)_{22}^{-1} S(t)_{21} \right) \right)$$

$$= \ln \det \left( I_{2m_1} - S(t)_{11}^{-1} S(t)_{12} S(t)_{22}^{-1} S(t)_{21} \right) \leq - \operatorname{tr} \left[ S(t)_{11}^{-1} S(t)_{12} S(t)_{22}^{-1} S(t)_{21} \right]$$

$$= - \left\| S(t)_{11}^{-\frac{1}{2}} S(t)_{12} S(t)_{22}^{-\frac{1}{2}} \right\|^2_2,$$

(166)

where

$$\|A\|_2 = \sqrt{\operatorname{tr}[AA^T]}$$

(167)

denotes the Frobenius norm. The identity (166) can hold iff

$$S(t)_{11}^{-\frac{1}{2}} S(t)_{12} S(t)_{22}^{-\frac{1}{2}} = 0$$

(168)

for any $t \in \mathbb{R}$, which implies

$$H_{12} = S'(0)_{12} = 0,$$

(169)

contradicting the hypothesis $H_{12} \neq 0$. The claim follows.

\[\square\]
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Appendix A: Classical Brascamp–Lieb inequalities

Let $\mathbf{B}$ be a Brascamp–Lieb datum with dimension $(n, n) \in \mathbb{N} \times \mathbb{N}^K$ and let $\mathbf{p} \in \mathbb{R}_{\geq 0}^K$. The classical Brascamp–Lieb inequality \cite{BL} states that

$$\int_{\mathbb{R}^n} \prod_{i=1}^K f_i(B_i x) d^n x \leq \text{BL}(\mathbf{B}, \mathbf{p}) \prod_{i=1}^K \left( \int_{\mathbb{R}^{n_i}} f_i(y_i) d^{n_i} y_i \right)^{p_i},$$

(A1)

where $0 \leq \text{BL}(\mathbf{B}, \mathbf{p}) \leq \infty$ is defined as the smallest constant such that the inequality holds for all measurable functions $f_i: \mathbb{R}^{n_i} \to [0, \infty)$. The inequality (A1) was first proved in \cite{Young} in the case $n_i = 1$ and generalizes several functional inequalities, such as the multilinear Hölder inequality, the sharp Young convolution inequality \cite{Young} and \cite{Loomis} and the Loomis–Whitney inequality \cite{Loomis}. The Brascamp–Lieb inequality has also been generalized to groups and homogeneous spaces \cite{Goldberg}.

The link between the Brascamp–Lieb inequality (A1) and the generalized strong subadditivity of the Shannon differential entropy \cite{Cover} was first noticed in \cite{Cover2} and later developed in \cite{Cover3}, where it was proved that [15, Theorem 2.1]

$$\text{BL}(\mathbf{B}, \mathbf{p}) = \exp f(\mathbf{B}, \mathbf{p}),$$

(A2)

together with a precise correspondence between optimizers, whenever they exist [15, Theorem 2.2]. Several equivalent conditions for finiteness and existence of optimizers are given in [30]. See also [46–48] for recent developments.

Refs. [11 and 12] propose quantum generalizations of (A1), where nonnegative functions are replaced by positive semidefinite linear operators and integrals are replaced by traces. Refs. [11 and 12] also prove that each quantum Brascamp–Lieb inequality is equivalent to a corresponding generalization of the subadditivity of the von Neumann entropy. Such equivalence also applies to the generalized subadditivity of the von Neumann entropy proved in this paper: [11, Corollary II.5] and Theorem 1 yield the following

**Corollary 1.** Let $\mathbf{B}$ be a quantum Brascamp–Lieb datum with dimension $(2m, 2m)$ as in Definition 2 such that each $B_i$ satisfies (8), and let $\mathbf{p} \in \mathbb{R}_{\geq 0}^K$ satisfy the scaling condition $m = \mathbf{p} \cdot \mathbf{m}$. For any $i = 1, \ldots, K$, let $\omega_i$ be a positive definite linear operator acting on $L^2(\mathbb{R}^{m_i})$ such that $\ln \omega_i$ is in the domain of $\Phi_B^{(i)}$. Then,

$$\text{Tr} \left[ \exp \left( \sum_{i=1}^K \Phi_{B_i}^{(i)} (\ln \omega_i) \right) \right] \leq \exp f(\mathbf{B}, \mathbf{p}) \prod_{i=1}^K \left( \text{Tr} \omega_i^{p_i/m_i} \right)^{p_i}.$$  

(A3)

Appendix B: Entropy of the joint measurement of commuting quadratures

**Lemma 6.** Let $\rho_X$ be a quantum state with finite energy of a bosonic quantum Gaussian system with $m$ modes, let $B$ be an $n \times 2m$ matrix with rank $n$ satisfying (9) and let $Y$ denote the random variable obtained by jointly measuring the commuting quadratures $R_1^X, \ldots, R_n^X$ defined in (7). Then,

$$\mathbb{E}_p \left( |Y|^2 + \frac{1}{4} |\nabla \ln p(Y)|^2 \right) \leq \sum_{i=1}^{2m} \text{Tr} [R_i^X \rho_X R_i^X] < \infty,$$

(B1)

where $p$ is the probability density of $Y$. 


Proof. By convexity of the Fisher information and linearity of the other terms, it is sufficient to prove (B1) when $\rho_X$ is a pure state, i.e., $\rho_X = |\psi\rangle \langle \psi|$ for some unit vector $|\psi\rangle \in L^2(\mathbb{R}^m)$.

We can complete $B$ to a symplectic matrix, such that there exists a Gaussian symplectic unitary operator $U$ acting on $L^2(\mathbb{R}^m)$ such that $R^Y_i = U^\dagger R^X_i U$ for any $i = 1, \ldots, n$ (see e.g. [6, Section 5.1.2]). Without loss of generality, we assume therefore that $R^Y_i$ corresponds to the position operator $(R^Y_i \psi)(x) = x_i \psi(x)$. We also assume that $n = m$, the general case following since the left-hand side of (B1) decreases when restricted to $n$ marginals, using in particular that the classical Fisher information $\rho_Y \mapsto \mathbb{E}_Y \frac{1}{4} |\nabla \ln p(Y)|^2$ is convex and lower semicontinuous.

$Y$ has density

$$p(d^m y) = |\psi_i(y)|^2 d^m y, \quad y \in \mathbb{R}^m,$$

and the finite energy assumption reads

$$\int_{\mathbb{R}^m} \left(|x|^2 |\psi(x)|^2 + |\nabla \psi(x)|^2 \right) d^m x = \sum_{i=1}^{2m} \|R^X_i |\psi\rangle\|^2 < \infty. \quad (B3)$$

The claim follows from the identity

$$\mathbb{E}_Y |Y|^2 = \int_{\mathbb{R}^m} |y|^2 |\psi(y)|^2 d^m y, \quad (B4)$$

and the inequality

$$\mathbb{E}_Y \frac{1}{4} |\nabla \ln p(y)|^2 = \int_{\mathbb{R}^m} |\nabla \sqrt{p}(y)|^2 d^m y \leq \int_{\mathbb{R}^m} |\nabla \psi(y)|^2 d^m y, \quad (B5)$$

having used that $|\nabla \sqrt{p}(y)| = |\nabla \psi(y)| \leq |\nabla \psi(y)|$. \qed

**Lemma 7.** Let $X$ be a random variable with values in $\mathbb{R}^n$ with density $p$ such that (29) holds. Then, $X$ has finite Shannon differential entropy.

Proof. Let $\gamma \in \mathbb{R}^{n \times n}_{>0}$ be the covariance matrix of $X$. Since Gaussian random variables maximize the differential entropy for a fixed covariance matrix, it follows that

$$S(X) \leq \frac{1}{2} \ln \det(e \gamma) < \infty. \quad (B6)$$

Gross’ logarithmic Sobolev inequality, see e.g. inequality (4) in [50] with $t = 2\pi$, entails that

$$\mathbb{E}_X \ln p(X) \leq \frac{1}{2} \mathbb{E}_X |\nabla \ln p(X)|^2 - n, \quad (B7)$$

so that $S(X) > -\infty$. \qed
Appendix C: Entropy of Gaussian states

**Lemma 8.** Let \( \alpha \in \mathbb{R}^{n \times n}_{>0} \) and \( \beta \in \mathbb{R}^{n \times n}_{\geq 0} \). Then, for \( t \rightarrow \infty \),

\[
S_G(\beta + t \alpha) = \frac{1}{2} \ln \det (e^{t \alpha} + O \left( \frac{1}{t} \right)), \tag{C1}
\]

\[
S_Q(\beta + t \alpha) = \frac{1}{2} \ln \det (e^{t \alpha} + O \left( \frac{1}{t} \right)), \tag{C2}
\]

\[
S_G(\alpha + t \beta) = \frac{\text{rank} \beta}{2} \ln t + O(1), \tag{C3}
\]

\[
S_Q(\alpha + t \beta) = \frac{\text{rank} \beta}{2} \ln t + O(1). \tag{C4}
\]

**(C2) and (C4) require \( n \) to be even, and (C4) requires also \( \nu_{\text{min}}(\alpha + t \beta) \geq 1/2 \) for sufficiently large \( t \).**

**Proof.** (C1): We have

\[
S_G(\beta + t \alpha) = \frac{1}{2} \ln \det (e^{t \alpha} + O \left( \frac{1}{t} \right)) = \frac{1}{2} \ln \det (e^{t \alpha}) + \frac{1}{2} \ln \det \left( I_n + \frac{\beta \alpha^{-1}}{t} \right)
\]

\[
= \frac{1}{2} \ln \det (e^{t \alpha}) + O \left( \frac{1}{t} \right). \tag{C5}
\]

(C3): We have

\[
S_G(\alpha + t \beta) = \frac{1}{2} \ln \det (e^{t \alpha}) = \frac{1}{2} \ln \det (I_n + t \beta) + O(1). \tag{C6}
\]

Let \( r = \text{rank} \beta \), and let \( \lambda_1 \geq \ldots \geq \lambda_r > 0 \) be the nonzero eigenvalues of \( \beta \alpha^{-1} \) with multiplicity. We have

\[
\frac{1}{2} \ln \det (I_n + t \beta) = \frac{1}{2} \sum_{i=1}^{r} \ln (1 + t \lambda_i) = \frac{r}{2} \ln t + \frac{1}{2} \sum_{i=1}^{r} \ln \left( \lambda_i + \frac{1}{t} \right)
\]

\[
= \frac{r}{2} \ln t + O(1). \tag{C7}
\]

The claim follows.

**(C2):** We have \( \nu_{\text{min}}(\alpha) > 0 \), therefore for any \( t \geq 1/2 \nu_{\text{min}}(\alpha) \) we have

\[
\nu_{\text{min}}(\beta + t \alpha) \geq \nu_{\text{min}}(t \alpha) = t \nu_{\text{min}}(\alpha) \geq \frac{1}{2}. \tag{C8}
\]

**Lemma 9** implies

\[
S_Q(\beta + t \alpha) = S_G(\beta + t \alpha) + O \left( \frac{1}{\nu_{\text{min}}(\beta + t \alpha)^2} \right) = S_G(\beta + t \alpha) + O \left( \frac{1}{t^2} \right), \tag{C9}
\]

and the claim follows from (C1).
We have from Lemma 9
\[ S_Q(\alpha + t \beta) = S_G(\alpha + t \beta) + O(1), \] (C10)
and the claim follows from (C3).

Lemma 9. We have for any \( \gamma \in \mathbb{R}^{2m \times 2m} \) with \( \nu_{\min}(\gamma) \geq 1/2 \)
\[ S_G(\gamma) - m \ln \frac{e}{2} \leq S_G(\gamma) - \frac{m}{4 \nu_{\min}(\gamma)^2} \ln \frac{e}{2} \leq S_G(\gamma) \leq S_G(\gamma). \] (C11)

Proof. Let \( \nu_1, \ldots, \nu_m \) be the symplectic eigenvalues of \( \gamma \). We have [7, Chapter 12]
\[ S_Q(\gamma) = \sum_{i=1}^{m} g(\nu_i), \] (C12)
where for any \( \nu \geq 1/2 \)
\[ g(\nu) = \left( \nu + \frac{1}{2} \right) \ln \left( \nu + \frac{1}{2} \right) - \left( \nu - \frac{1}{2} \right) \ln \left( \nu - \frac{1}{2} \right). \] (C13)
We have for any \( \nu \geq 1/2 \)
\[ \ln (2 \nu) \leq \ln (e \nu) - \frac{1}{4 \nu^2} \ln \frac{e}{2} \leq g(\nu) \leq \ln (e \nu), \] (C14)
therefore
\[ \ln \prod_{i=1}^{m} 2 \nu_i \leq \ln \prod_{i=1}^{m} e \nu_i - \frac{m}{4 \nu_{\min}(\gamma)^2} \ln \frac{e}{2} \leq S_G(\gamma) \leq \ln \prod_{i=1}^{m} e \nu_i, \] (C15)
and the claim follows since
\[ \prod_{i=1}^{m} \nu_i = \sqrt{\det \gamma}. \] (C16)
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