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ABSTRACT

In this paper, we construct a class of non-weight modules over the affine-Virasoro algebra of type $A_1$ by taking the tensor product of irreducible $U(h)$-free modules of rank 1 with irreducible highest weight modules. The irreducibility and the isomorphism classes of these modules are determined. Moreover, we show that these tensor product modules are different from the known non-weight modules. Finally, we realize some tensor product modules as induced modules from modules over certain subalgebras of the affine-Virasoro algebra of type $A_1$, and give sufficient and necessary conditions for these induced modules to be reducible.

1. Introduction

Throughout the paper, we denote by $\mathbb{C}$, $\mathbb{Z}$, $\mathbb{C}^*$, $\mathbb{Z}_+$, $\mathbb{N}$ the sets of complex numbers, integers, non-zero complex numbers, non-negative integers and positive integers, respectively. All algebras (modules, vector spaces) are assumed to be over $\mathbb{C}$. For a Lie algebra $\mathfrak{g}$, we use $U(\mathfrak{g})$ to denote the universal enveloping algebra of $\mathfrak{g}$. More generally, for a subset $X$ of $\mathfrak{g}$, we use $U(X)$ to denote the universal enveloping algebra of the subalgebra of $\mathfrak{g}$ generated by $X$.

It is well known that representation theory of the Virasoro algebra and affine Kac–Moody Lie algebras plays an important role both in physics and in mathematics. The Virasoro algebra acts on any (except when the level is negative the dual Coxeter number) highest weight module of the affine Lie algebra through the use of the famous Sugawara operators. The affine Lie algebras admit representations on the Fock space and hence admit representations of the Virasoro algebra. This close relationship strongly suggests that they should be considered simultaneously, i.e. as one algebraic structure, and hence has led to the definition of the so-called affine-Virasoro algebra [1, 2]. Highest weight representations and integrable representations of the affine-Virasoro algebras have been extensively studied (cf. [1–9]). Quite recently, the authors gave the classification of irreducible quasi-finite modules over the affine-Virasoro algebras in [7]. The affine-Virasoro algebras are very...
meaningful in the sense that they are closely connected to the conformal field theory. For example, the even part of the $N = 3$ superconformal algebra [10] is just the affine-Virasoro algebra of type $A_1$. The affine-Virasoro algebra of type $A_1$, denoted by $\mathfrak{L}$, is defined as the Lie algebra with $\mathbb{C}$-basis $\{e_i, f_i, h_i, d_i, C \mid i \in \mathbb{Z}\}$ subject to the following Lie brackets:

\[
\begin{align*}
[e_i, f_j] &= h_{i+j} + i\delta_{i+j,0}C, \\
[h_i, e_j] &= 2e_{i+j}, \quad [h_i, f_j] = -2f_{i+j}, \\
[d_i, d_j] &= (j-i)d_{i+j} + \delta_{i+j,0} \frac{j^3 - j}{12}C, \\
[d_i, h_j] &= jh_{i+j}, \quad [h_i, h_j] = -2i\delta_{i+j,0}C, \\
[d_i, e_j] &= je_{i+j}, \quad [d_i, f_j] = jf_{i+j}, \\
[e_i, e_j] &= [f_i, f_j] = [C, \mathcal{L}] = 0.
\end{align*}
\]

It is clear that $\mathfrak{h} := \mathbb{C}d_0 + \mathbb{C}h_0 + \mathbb{C}C$ is the Cartan subalgebra of $\mathcal{L}$. Moreover, $\mathcal{L}$ admits a triangular decomposition:

\[
\mathcal{L} = \mathcal{L}_- \oplus \mathfrak{h} \oplus \mathcal{L}_+,
\]

where

\[
\mathcal{L}_- = \text{span}_\mathbb{C}\{e_{-i}, f_{-i}, h_{-i}, d_{-i}, f_0 \mid i \in \mathbb{N}\}
\]

and

\[
\mathcal{L}_+ = \text{span}_\mathbb{C}\{e_i, f_i, h_i, d_i, e_0 \mid i \in \mathbb{N}\}.
\]

The classification of all irreducible Harish-Chandra modules over $\mathcal{L}$ was achieved in [11].

In recent years, many authors constructed various irreducible non-Harish-Chandra modules and irreducible non-weight modules (cf. [12–20]). In particular, Nilsson [18] constructed a class of $\mathfrak{s}_n\mathfrak{l} + 1$-modules that are free of rank one when restricted to the Cartan subalgebra. Since then, this kind of non-weight modules, which many authors call $U(\mathfrak{h})$-free modules, have been extensively studied. Especially, the authors classified the $U(\mathfrak{h})$-free modules of rank one for $\mathcal{L}$ in [21]. Moreover, the irreducibility and isomorphism classes of these modules were determined therein.

It is well known that an important way to construct new modules over an algebra is to consider the linear tensor product of two known modules over the algebra (cf. [22–26]). The purpose of the present paper is to construct new irreducible non-weight $\mathcal{L}$-modules by taking the tensor product of irreducible modules defined in [21] with the irreducible highest weight modules.

The present paper is organized as follows. In Section 2, we recall some known modules and results from [21]. Section 3 is devoted to studying the irreducibility of the tensor product modules $M(\lambda, \alpha, \beta, \gamma) \otimes V(\eta, \epsilon, \theta)$, where $M(\lambda, \alpha, \beta, \gamma) = \Omega(\lambda, \alpha, \beta, \gamma)$, $\Delta(\lambda, \alpha, \beta, \gamma)$ or $\Theta(\lambda, \alpha, \beta, \gamma)$ ($2\beta \notin \mathbb{Z}_+$) (see Section 2 for the definition). In Section 4, we give a necessary and sufficient condition for two irreducible tensor modules to be isomorphic. In Section 5, we show that this class of tensor product modules are new by showing that they are not isomorphic to the known ones. In the final section, we realize some tensor product modules as induced modules from modules over certain subalgebras of $\mathcal{L}$, and give sufficient and necessary conditions for these induced modules to be reducible.
2. Preliminaries

Let us first recall the definitions of the $\mathfrak{L}$-modules $\Omega(\lambda, \alpha, \beta, \gamma)$, $\Delta(\lambda, \alpha, \beta, \gamma)$, $\Theta(\lambda, \alpha, \beta, \gamma)$ and $V(\eta, \epsilon, \theta)$ concerned in this paper, and some basic properties of them. Denote by $\mathbb{C}[s, t]$ the polynomial algebra in variables $s$ and $t$ with coefficients in $\mathbb{C}$. As vector spaces, $\Omega(\lambda, \alpha, \beta, \gamma)$, $\Delta(\lambda, \alpha, \beta, \gamma)$ and $\Theta(\lambda, \alpha, \beta, \gamma)$ coincide with $\mathbb{C}[s, t]$.

**Definition 2.1:** For $\lambda, \alpha \in \mathbb{C}^*$, $\beta, \gamma \in \mathbb{C}$, $i \in \mathbb{Z}$ and $g(s, t) \in \mathbb{C}[s, t]$, define the $\mathfrak{L}$-module action on $\mathbb{C}[s, t]$ as follows:

\[
\begin{align*}
\Omega(\lambda, \alpha, \beta, \gamma) : & \quad e_i \cdot g(s, t) = \lambda^i \alpha g(s - i, t - 2), \\
& \quad f_i \cdot g(s, t) = -\frac{\lambda^i}{\alpha} \left( \frac{t}{2} + \beta \right) \left( \frac{t}{2} + \beta + 1 \right) g(s - i, t + 2), \\
& \quad h_i \cdot g(s, t) = \lambda^i \alpha g(s - i, t), \\
& \quad d_i \cdot g(s, t) = \lambda^i(s + i\gamma)g(s - i, t), \\
& \quad C \cdot g(s, t) = 0;
\end{align*}
\]

\[
\begin{align*}
\Delta(\lambda, \alpha, \beta, \gamma) : & \quad e_i \cdot g(s, t) = -\frac{\lambda^i}{\alpha} \left( \frac{t}{2} + \beta \right) \left( \frac{t}{2} - \beta - 1 \right) g(s - i, t - 2), \\
& \quad f_i \cdot g(s, t) = \lambda^i \alpha g(s - i, t + 2), \\
& \quad h_i \cdot g(s, t) = \lambda^i \alpha g(s - i, t), \\
& \quad d_i \cdot g(s, t) = \lambda^i(s + i\gamma)g(s - i, t), \\
& \quad C \cdot g(s, t) = 0;
\end{align*}
\]

\[
\begin{align*}
\Theta(\lambda, \alpha, \beta, \gamma) : & \quad e_i \cdot g(s, t) = \lambda^i \alpha \left( \frac{t}{2} + \beta \right) g(s - i, t - 2), \\
& \quad f_i \cdot g(s, t) = -\frac{\lambda^i}{\alpha} \left( \frac{t}{2} - \beta \right) g(s - i, t + 2), \\
& \quad h_i \cdot g(s, t) = \lambda^i \alpha g(s - i, t), \\
& \quad d_i \cdot g(s, t) = \lambda^i(s + i\gamma)g(s - i, t), \\
& \quad C \cdot g(s, t) = 0.
\end{align*}
\]

It is worthwhile to point out that $\mathbb{C}[s, t]$ in each case has the same module structure over the subalgebra $\operatorname{span}_\mathbb{C}\{h_i, d_i, C \mid i \in \mathbb{Z}\}$. For later use, we need the following known result on conditions for irreducibility and a classification of isomorphism classes for the modules constructed above.

**Proposition 2.2 (cf. [21]):** Keep notations as above, then the following statements hold.

1. $\Omega(\lambda, \alpha, \beta, \gamma)$ and $\Delta(\lambda, \alpha, \beta, \gamma)$ are irreducible for any $\lambda, \alpha \in \mathbb{C}^*$ and $\beta, \gamma \in \mathbb{C}$; While $\Theta(\lambda, \alpha, \beta, \gamma)$ is irreducible if and only if $2\beta \notin \mathbb{Z}_+$.
2. Let $\lambda_1, \lambda_2, \alpha_1, \alpha_2 \in \mathbb{C}^*$, $\beta_1, \beta_2, \gamma_1, \gamma_2 \in \mathbb{C}$. Then

$$
\Omega(\lambda_1, \alpha_1, \beta_1, \gamma_1), \Delta(\lambda_1, \alpha_1, \beta_1, \gamma_1), \Theta(\lambda_1, \alpha_1, \beta_1, \gamma_1)
$$

are pairwise non-isomorphic for all parameter choices. Moreover,
\[ \Omega(\lambda, \alpha_1, \beta_1, \gamma_1) \cong \Omega(\lambda_2, \alpha_2, \beta_2, \gamma_2) \implies \\
(\lambda_1, \alpha_1, \beta_1, \gamma_1) = (\lambda_2, \alpha_2, \beta_2, \gamma_2) \]

or

\[ (\lambda_1, \alpha_1, \beta_1, \gamma_1) = (\lambda_2, \alpha_2, -\beta_2 - 1, \gamma_2) \]

or

\[ (\lambda_1, \alpha_1, \beta_1, \gamma_1) = (\lambda_2, \alpha_2, -\beta_2 - 1, \gamma_2) \]

or

\[ (\lambda_1, \alpha_1, \beta_1, \gamma_1) = (\lambda_2, \alpha_2, \beta_2, \gamma_2) \]

For any \( \eta, \epsilon, \theta \in \mathbb{C} \), let \( I(\eta, \epsilon, \theta) \) be the left ideal of \( U(\mathfrak{L}) \) generated by the following elements:

\[ \{ e_0, e_i, f_i, h_i, d_i \mid i \in \mathbb{N} \} \cup \{ d_0 - \eta, h_0 - \epsilon, C - \theta \} \]

The Verma \( \mathfrak{L} \)-module with highest weight \( (\eta, \epsilon, \theta) \) is defined as the quotient module

\[ \overline{V}(\eta, \epsilon, \theta) = U(\mathfrak{L})/I(\eta, \epsilon, \theta). \]

By the PBW theorem, \( \overline{V}(\eta, \epsilon, \theta) \) has a basis consisting of all vectors of the form

\[ f_{-q}^F \cdots f_0^F e_{-p}^E \cdots e_{-1}^E h_{-m}^H \cdots h_{-1}^H d_{-n}^D \cdots d_{-1}^D \cdot v_h, \]

where \( v_h \) is the coset of 1 in \( \overline{V}(\eta, \epsilon, \theta) \), and

\[ D_{-1}, \ldots, D_{-m}, H_{-1}, \ldots, H_{-m}, E_{-1}, \ldots, E_{-p}, F_0, \ldots, F_{-q} \in \mathbb{Z}_+. \]

Then we have the irreducible highest weight module \( V(\eta, \epsilon, \theta) = \overline{V}(\eta, \epsilon, \theta)/J \), where \( J \) is the unique maximal proper submodule of \( \overline{V}(\eta, \epsilon, \theta) \). Readers can refer to [1, 3] for the structure of \( V(\eta, \epsilon, \theta) \).

In the rest of this paper, we will always assume \( \lambda, \alpha \in \mathbb{C}^*, \beta, \gamma, \eta, \epsilon, \theta \in \mathbb{C} \),

\[ M(\lambda, \alpha, \beta, \gamma) = \Omega(\lambda, \alpha, \beta, \gamma), \]

\[ \Delta(\lambda, \alpha, \beta, \gamma) \text{ or } \Theta(\lambda, \alpha, \beta, \gamma) \text{ constructed in Definition 2.1,} \]

and \( V(\eta, \epsilon, \theta) \) is an irreducible highest weight \( \mathfrak{L} \)-module. Take a tensor product of the non-weight module \( M(\lambda, \alpha, \beta, \gamma) \) with irreducible highest weight module \( V(\eta, \epsilon, \theta) \). Clearly, the tensor product \( \mathfrak{L} \)-module \( M(\lambda, \alpha, \beta, \gamma) \otimes V(\eta, \epsilon, \theta) \) is not a weight module.

### 3. Irreducibility of the tensor product modules

In this section, we show the irreducibility of the tensor product \( \mathfrak{L} \)-module \( M(\lambda, \alpha, \beta, \gamma) \otimes V(\eta, \epsilon, \theta) \), where \( 2\beta \notin \mathbb{Z}_+ \) when \( M = \Theta \).

**Theorem 3.1:** The tensor product module \( M(\lambda, \alpha, \beta, \gamma) \otimes V(\eta, \epsilon, \theta) \) is irreducible provided that \( 2\beta \notin \mathbb{Z}_+ \) when \( M = \Theta \).

**Proof:** Let \( W \) be a non-zero submodule of \( M(\lambda, \alpha, \beta, \gamma) \otimes V(\eta, \epsilon, \theta) \). We need to show that \( W = M(\lambda, \alpha, \beta, \gamma) \otimes V(\eta, \epsilon, \theta) \). It is clear that, for any \( v \in V(\eta, \epsilon, \theta) \), there exists a positive integer \( K(v) \) such that

\[ d_m \cdot v = e_m \cdot v = f_m \cdot v = h_m \cdot v = 0 \]

for all \( m \geq K(v) \). Take any non-zero element \( w = \sum_{i=0}^{r} a_i(t) s_i^r \otimes v_i \in W \) with \( a_i(t) \in \mathbb{C}[t], v_i \in V(\eta, \epsilon, \theta), a_r(t) \neq 0, v_r \neq 0 \) and \( r \in \mathbb{Z}_+ \) is minimal.
Claim 1: \( r = 0 \).

Let \( K = \max\{K(v_i) \mid i = 0, 1, \ldots, r\} \). Then we have

\[
\lambda^{-m}h_m \cdot w = \sum_{i=0}^{r} ta_i(t)(s - m)^i \otimes v_i \in W \quad \forall m \geq K.
\]

Rewrite the right-hand side of the above formula as

\[
\sum_{i=0}^{r} m^i w_i \in W \quad \forall m \geq K,
\]

where all \( w_i \in M(\lambda, \alpha, \beta, \gamma) \otimes V(\eta, \epsilon, \theta) \) are independent of \( m \). Taking \( m = K, K + 1, \ldots, K + r \), we see that the coefficient matrix of \( w_i \) is a Vandermonde matrix. So each \( w_i \in W \). Especially, \( w_r = (-1)^r ta_r(t) \otimes v_r \in W \). Thus, \( r \) must be zero by its minimality.

Claim 2: \( W = M(\lambda, \alpha, \beta, \gamma) \otimes V(\eta, \epsilon, \theta) \).

By Claim 1, \( a_0(t) \otimes v_0 \in W \). Fix this \( v_0 \) and let

\[
P = \{ a(s, t) \in \mathbb{C}[s, t] \mid a(s, t) \otimes v_0 \in W \}.\]

For any \( a(t) \in \mathbb{C}[t], k \in \mathbb{N} \) and \( m \geq K(v_0) \), by induction on \( k \), we have the following two formulae:

\[
\lambda^{-mk} h_m \cdot (a(t) \otimes v_0) = t^k a(t) \otimes v_0, \quad (1)
\]

\[
\lambda^{-mk} a_m \cdot (a(t) \otimes v_0) = \prod_{i=0}^{k-1} (s + mi) a(t) \otimes v_0. \quad (2)
\]

We write \( W \) as \( W_\Omega, W_\Delta \) and \( W_\Theta \) to emphasis that \( W \) is an \( \mathcal{L} \)-submodule of \( \Omega(\lambda, \alpha, \beta, \gamma) \otimes V(\eta, \epsilon, \theta), \Delta(\lambda, \alpha, \beta, \gamma) \otimes V(\eta, \epsilon, \theta) \) and \( \Theta(\lambda, \alpha, \beta, \gamma) \otimes V(\eta, \epsilon, \theta) \), respectively. By Definition 2.1, one can inductively show that for \( m \geq K(v_0) \),

\[
\lambda^{-mk} \alpha^{-k} \epsilon_m \cdot (a_0(t) \otimes v_0) = a_0(t - 2k) \otimes v_0 \in W_\Omega,
\]

\[
\lambda^{-mk} \alpha^{-k} \epsilon_m \cdot (a_0(t) \otimes v_0) = a_0(t + 2k) \otimes v_0 \in W_\Delta,
\]

\[
\lambda^{-mk} \alpha^{-k} \epsilon_m \cdot (a_0(t) \otimes v_0) = \prod_{n=0}^{k-1} \left( t + \beta - n \right) a_0(t - 2k) \otimes v_0 \in W_\Theta,
\]

\[
\lambda^{-mk} (-\alpha)^{-k} \epsilon_m \cdot (a_0(t) \otimes v_0) = \prod_{n=0}^{k-1} \left( t + \beta + n \right) a_0(t + 2k) \otimes v_0 \in W_\Theta.
\]
Note that we can choose $k$ large enough so that
\[(a_0(t), a_0(t - 2k)) = 1, \quad (a_0(t), a_0(t + 2k)) = 1\]
and
\[\left(\prod_{n=0}^{k-1} \left(\frac{t}{2} - \beta - n\right) a_0(t - 2k), \prod_{n=0}^{k-1} \left(\frac{t}{2} - \beta + n\right) a_0(t + 2k)\right) = 1, \quad \text{if } 2\beta \notin \mathbb{Z}_+.\]

It follows from these and (1) that
\[\alpha \otimes v_0 \in W_\Omega, \quad 1 \otimes v_0 \in W_\Delta \quad \text{and} \quad 1 \otimes v_0 \in W_\Theta,\]
which in turn force $\mathbb{C}[t] \subseteq P$ in each case. Since (2) implies that $P$ is stable under the multiplication by $s$, it follows that $P = \mathbb{C}[s, t] = \mathcal{M}(\lambda, \alpha, \beta, \gamma)$. Hence, $\mathcal{M}(\lambda, \alpha, \beta, \gamma) \otimes U(\mathfrak{L}) v_0 \subseteq W$. Consequently, $W = \mathcal{M}(\lambda, \alpha, \beta, \gamma) \otimes V(\eta, \epsilon, \theta)$ by the irreducibility of $V(\eta, \epsilon, \theta)$. We complete the proof. \hfill \blacksquare

4. Isomorphism classes of the tensor product modules

In this section, we give the classification of the isomorphism classes of the tensor product $\mathcal{L}$-modules $\mathcal{M}(\lambda, \alpha, \beta, \gamma) \otimes V(\eta, \epsilon, \theta)$, where $2\beta \notin \mathbb{Z}_+$ when $M = \Theta$.

**Theorem 4.1:** Let $\lambda_i, \alpha_i \in \mathbb{C}^*, \beta_i, \gamma_i, \eta_i, \epsilon_i, \theta_i \in \mathbb{C}$, where $i = 1, 2$, and $V(\eta_1, \epsilon_1, \theta_1), V(\eta_2, \epsilon_2, \theta_2)$ are irreducible highest weight modules. Let $\mathcal{M}(\lambda, \alpha, \beta, \gamma) = \Omega(\lambda, \alpha, \beta, \gamma)$, $\Delta(\lambda, \alpha, \beta, \gamma)$ or $\Theta(\lambda, \alpha, \beta, \gamma) (2\beta \notin \mathbb{Z}_+)$ constructed in Definition 2.1. Then $\mathcal{M}(\lambda_1, \alpha_1, \beta_1, \gamma_1) \otimes V(\eta_1, \epsilon_1, \theta_1)$ and $\mathcal{M}(\lambda_2, \alpha_2, \beta_2, \gamma_2) \otimes V(\eta_2, \epsilon_2, \theta_2)$ are isomorphic as $\mathcal{L}$-modules if and only if
\[\mathcal{M}(\lambda_1, \alpha_1, \beta_1, \gamma_1) \cong \mathcal{M}(\lambda_2, \alpha_2, \beta_2, \gamma_2) \quad \text{and} \quad V(\eta_1, \epsilon_1, \theta_1) \cong V(\eta_2, \epsilon_2, \theta_2).\]

**Proof:** We only tackle the case $\mathcal{M}(\lambda, \alpha, \beta, \gamma) = \Omega(\lambda, \alpha, \beta, \gamma)$, since the other two cases can be treated similarly. The sufficiency is obvious and it suffices to show the necessity. Let $\phi$ be an $\mathcal{L}$-module isomorphism from $\Omega(\lambda_1, \alpha_1, \beta_1, \gamma_1) \otimes V(\eta_1, \epsilon_1, \theta_1)$ to $\Omega(\lambda_2, \alpha_2, \beta_2, \gamma_2) \otimes V(\eta_2, \epsilon_2, \theta_2)$. Take a non-zero element $v \in V(\eta_1, \epsilon_1, \theta_1)$. Suppose
\[\phi(1 \otimes v) = \sum_{i=0}^{n} a_i(t) s^i \otimes w_i,\]
where $a_i(t) \in \mathbb{C}[t]$, $w_i \in V(\eta_2, \epsilon_2, \theta_2)$ with $a_n(t) \neq 0, w_n \neq 0$. There exists a positive integer $K = \max\{K(v), K(w_i) | i = 0, \ldots, n\}$ such that $d_m \cdot v = d_m \cdot w_i = e_m \cdot v = e_m \cdot w_i = f_m \cdot v = f_m \cdot w_i = h_m \cdot v = h_m \cdot w_i = 0$ for all $m \geq K$ and $0 \leq i \leq n$. For any two different integers $m_1, m_2 \geq K$, we have
\[(\lambda^{-m_1}_1 d_{m_1} - \lambda^{-m_2}_1 d_{m_2}) \cdot (1 \otimes v) = (m_1 - m_2) \gamma_1(1 \otimes v).\]

Then by applying $\phi$ on both sides, we obtain
\begin{align*}
(m_1 - m_2) \gamma_1 \sum_{i=0}^{n} a_i(t) s^i \otimes w_i &= \left( \lambda_1^{-m_1} d_{m_1} - \lambda_1^{-m_2} d_{m_2} \right) \cdot \sum_{i=0}^{n} a_i(t) s^i \otimes w_i \\
&= \sum_{i=0}^{n} \left( \frac{\lambda_2}{\lambda_1} \right)^{m_1} (s + m_1 \gamma_2)(s - m_1)^i a_i(t) \otimes w_i - \sum_{i=0}^{n} \left( \frac{\lambda_2}{\lambda_1} \right)^{m_2} (s + m_2 \gamma_2)(s - m_2)^i a_i(t) \otimes w_i. \tag{3}
\end{align*}

Comparing the coefficients of \( s^{n+1} \) in the above formula, we deduce that
\[
\left( \left( \frac{\lambda_2}{\lambda_1} \right)^{m_1} - \left( \frac{\lambda_2}{\lambda_1} \right)^{m_2} \right) (a_n(t) \otimes w_n) = 0,
\]
forcing \( \lambda_1 = \lambda_2 \). Then (3) can be simplified as
\begin{align*}
(m_1 - m_2) \gamma_1 \sum_{i=0}^{n} a_i(t) s^i \otimes w_i &= \sum_{i=0}^{n} \left( (s + m_1 \gamma_2)(s - m_1)^i - (s + m_2 \gamma_2)(s - m_2)^i \right) a_i(t) \otimes w_i. \tag{4}
\end{align*}

Regard it as a polynomial in \( m_1, m_2 \) with coefficients in \( \Omega(\lambda_2, \alpha_2, \beta_2, \gamma_2) \otimes V(\eta_2, \epsilon_2, \theta_2) \). If \( \gamma_2 \neq 0 \), it follows from (4) that \( n = 0 \). If this is not the case, (4) forces \((-1)^n \gamma_2 a_n(t) \otimes w_n = 0\), which is absurd. Then (4) gives \( \gamma_1 = \gamma_2 \neq 0 \). If \( \gamma_2 = 0 \), (4) becomes
\begin{align*}
(m_1 - m_2) \gamma_1 \sum_{i=0}^{n} a_i(t) s^i \otimes w_i &= s \sum_{i=0}^{n} ((s - m_1)^i - (s - m_2)^i) a_i(t) \otimes w_i.
\end{align*}

Also, by regarding it as a polynomial in \( m_1, m_2 \) with coefficients in \( \Omega(\lambda_2, \alpha_2, \beta_2, \gamma_2) \otimes V(\eta_2, \epsilon_2, \theta_2) \), we see that \( n \leq 1 \). If \( n = 1 \), then the above formula becomes
\begin{align*}
(m_1 - m_2) \gamma_1 (a_0(t) \otimes w_0 + a_1(t) s \otimes w_1) &= (m_2 - m_1) a_1(t) s \otimes w_1,
\end{align*}

yielding \( \gamma_1 = -1 \) and \( a_0(t) \otimes w_0 = 0 \). So, \( \phi(1 \otimes v) = a_1(t) s \otimes w_1 \). Since
\[
\lambda^{-m} a_1^{-1} e_m \cdot (1 \otimes v) = 1 \otimes v \quad \text{for any } m \geq K, \tag{5}
\]
by applying \( \phi \) on both sides of (5), it follows that
\begin{align*}
a_1(t) s \otimes w_1 &= \lambda^{-m} a_1^{-1} e_m \cdot (a_1(t) s \otimes w_1) \\
&= a_1^{-1} a_2 a_1(t - 2)(s - m) \otimes w_1,
\end{align*}
forcing $\alpha_1^{-1}\alpha_2 a_1(t-2) \otimes w_1 = 0$, a contradiction with the assumption that $a_1(t)s \otimes w_1 \neq 0$. Therefore, $n = 0$ and $\gamma_1 = 0$. The preceding discussion shows that $\phi(1 \otimes v) = a_0(t) \otimes w_0$ and $\gamma_1 = \gamma_2$. Now applying $\phi$ to (5) gives

$$\alpha_1^{-1}\alpha_2 a_0(t-2) \otimes w_0 = a_0(t) \otimes w_0,$$

which yields $a_0(t) \in \mathbb{C}^*$ and $\alpha_1 = \alpha_2$. Without loss of generality, we assume that $a_0(t) = 1$. Denote $\lambda = \lambda_1 = \lambda_2$, $\alpha = \alpha_1 = \alpha_2$ and $\gamma = \gamma_1 = \gamma_2$ in what follows. Thus there exists a linear injection $\tau : V(\eta_1, e_1, \theta_1) \to V(\eta_2, e_2, \theta_2)$ such that

$$\phi(1 \otimes v) = 1 \otimes \tau(v) \quad \forall v \in V(\eta_1, e_1, \theta_1). \quad (6)$$

For any $m \geq K$, the equations

$$\phi(d_m \cdot (1 \otimes v)) = d_m \cdot \phi(1 \otimes v),$$
$$\phi(h_m \cdot (1 \otimes v)) = h_m \cdot \phi(1 \otimes v),$$
$$\phi(f_m \cdot (1 \otimes v)) = f_m \cdot \phi(1 \otimes v)$$

are, respectively, equivalent to

$$\lambda^m\phi(s \otimes v) + \lambda^m \lambda \phi(1 \otimes \tau(v)) = \lambda^m(s \otimes \tau(v)) + \lambda^m \lambda \phi(1 \otimes \tau(v)),$$
$$\lambda^m\phi(t \otimes v) = \lambda^m(t \otimes \tau(v)),$$
$$-\frac{\lambda^m}{\alpha} \phi \left( \left( \frac{t^2}{4} + \frac{t}{2} - \beta_1(\beta_1 + 1) \right) \otimes v \right) = -\frac{\lambda^m}{\alpha} \left( \frac{t^2}{4} + \frac{t}{2} - \beta_2(\beta_2 + 1) \right) \otimes \tau(v),$$

we see that

$$\phi(s \otimes v) = s \otimes \tau(v), \quad (7)$$
$$\phi(t \otimes v) = t \otimes \tau(v), \quad (8)$$
$$\phi \left( \left( \frac{t^2}{4} + \frac{t}{2} - \beta_1(\beta_1 + 1) \right) \otimes v \right) = \left( \frac{t^2}{4} + \frac{t}{2} - \beta_2(\beta_2 + 1) \right) \otimes \tau(v). \quad (9)$$

From (8) and

$$\phi(h_m \cdot (t \otimes v)) = h_m \cdot \phi(t \otimes v), \quad \text{where} \ m \geq K,$$

we deduce that

$$\phi(t^2 \otimes v) = t^2 \otimes \tau(v). \quad (10)$$

This along with (8)–(9) gives $\beta_1 = \beta_2$ or $\beta_1 = -\beta_2 - 1$. Hence, $\Omega(\lambda_1, \alpha_1, \beta_1, \gamma_1) \cong \Omega(\lambda_2, \alpha_2, \beta_2, \gamma_2)$ by Proposition 2.2. Combining (6)–(8) with (10), we obtain

$$\phi((X_m \cdot 1) \otimes v) = (X_m \cdot 1) \otimes \tau(v), \quad \text{where} \ X_m \in \{d_m, h_m, e_m, f_m \mid \forall m \in \mathbb{Z}\}. \quad (11)$$

This together with

$$\phi(X_m \cdot (1 \otimes v)) = X_m \cdot \phi(1 \otimes v), \quad \text{where} \ X_m \in \{d_m, h_m, e_m, f_m \mid \forall m \in \mathbb{Z}\}$$

for $\phi^{-1}a_1(t-2) \otimes w_1 = 0$, a contradiction with the assumption that $a_1(t)s \otimes w_1 \neq 0$. Therefore, $n = 0$ and $\gamma_1 = 0$. The preceding discussion shows that $\phi(1 \otimes v) = a_0(t) \otimes w_0$ and $\gamma_1 = \gamma_2$. Now applying $\phi$ to (5) gives

$$\alpha_1^{-1}\alpha_2 a_0(t-2) \otimes w_0 = a_0(t) \otimes w_0,$$
gives
\[ \phi(1 \otimes (X_m \cdot v)) = 1 \otimes (X_m \cdot \tau(v)), \quad \text{where } X_m \in \{d_m, h_m, e_m, f_m \mid \forall m \in \mathbb{Z}\}. \]

Therefore,
\[ \tau(X_m \cdot v) = X_m \cdot \tau(v), \quad \text{where } X_m \in \{d_m, h_m, e_m, f_m \mid \forall m \in \mathbb{Z}\}, v \in V(\eta_1, \epsilon_1, \theta_1). \]

Since
\[ \phi(C \cdot (1 \otimes v)) = C \cdot \phi(1 \otimes v), \quad \forall v \in V(\eta_1, \epsilon_1, \theta_1), \]
we see that \( \tau(C \cdot v) = C \cdot \tau(v) \). Thus, \( \tau \) is a non-zero \( \mathcal{L} \)-module homomorphism. Note that \( V(\eta_1, \epsilon_1, \theta_1) \) and \( V(\eta_2, \epsilon_2, \theta_2) \) are simple \( \mathcal{L} \)-modules, \( \tau \) is an \( \mathcal{L} \)-module isomorphism. We complete the proof. \( \square \)

5. Comparison of tensor product modules with known non-weight modules

In this section, we compare the tensor product modules constructed in the present paper with all other known non-weight \( \mathcal{L} \)-modules, i.e. \( U(\mathfrak{h}) \)-free modules of rank one and Whittaker modules (cf. [21]).

Let \( \mu = (\mu_1, \ldots, \mu_5) \in \mathbb{C}^5 \). Assume that \( J_\mu \) is the left ideal of \( U(\mathcal{L}_+) \) generated by \( \{d_1 - \mu_1, d_2 - \mu_2, e_0 - \mu_3, f_1 - \mu_4, C - \mu_5, d_j, e_k, f_l, h_m \mid j \geq 3, k \geq 1, l \geq 2, m \geq 1\} \). Denote \( N_\mu := U(\mathcal{L}_+)/J \). Then \( \text{Ind}(N_\mu) := U(\mathcal{L}) \otimes U(\mathcal{L}_+) N_\mu \) is a universal Whittaker module, and any Whittaker module is a quotient of some universal Whittaker module.

For any \( r \in \mathbb{Z}_+, l, m \in \mathbb{Z} \), as in [6], we denote
\[ \omega_{l,m}^{(r)} = \sum_{i=0}^{r} \binom{r}{i} (-1)^{r-i} d_{l-m-i} d_{m+i} \in U(\mathcal{L}). \]

**Lemma 5.1:** Let \( M(\lambda, \alpha, \beta, \gamma) \) and \( V(\eta, \epsilon, \theta) \) be the \( \mathcal{L} \)-modules defined as in Section 2, and \( \eta, \epsilon, \theta \) cannot be identically zero. Then the following statements hold.

1. \( d_i \) acts injectively on \( M(\lambda, \alpha, \beta, \gamma) \otimes V(\eta, \epsilon, \theta) \) for any \( i \in \mathbb{Z} \).
2. For any \( g(s, t) \in M(\lambda, \alpha, \beta, \gamma) \), we have
   \[ \omega_{l,m}^{(r)} \cdot g(s, t) = 0, \quad \forall l, m, r \in \mathbb{Z}, \ r > 2. \]
3. For any \( r > 2 \) and \( 0 \neq g(s, t) \in M(\lambda, \alpha, \beta, \gamma) \), there exists \( v \in V(\eta, \epsilon, \theta) \) and \( l, m \in \mathbb{Z} \) such that
   \[ \omega_{l,m}^{(r)} \cdot (g(s, t) \otimes v) \neq 0. \]
Proof: (1) For any
\[ 0 \neq v = \sum_{j=0}^{m} \sum_{k=0}^{n_j} \xi^j t^k \otimes v_{jk} \in M(\lambda, \alpha, \beta, \gamma) \otimes V(\eta, \epsilon, \theta) \]
with \( v_{jk} \in V(\eta, \epsilon, \theta) \) for any \( j, k \), and \( v_{nnm} \neq 0 \), it follows from the \( \mathcal{L} \)-module structure on \( M(\lambda, \alpha, \beta, \gamma) \) in Definition 2.1 that
\[ d_i \cdot v = \sum_{k=0}^{\lambda s^{m+1}} t^k \otimes v_{mk} + \sum_{j=0}^{m} \sum_{k=0}^{\lambda s^k} \xi^j t^k \otimes w_{jk} \neq 0, \]
where \( w_{jk} \in V(\eta, \epsilon, \theta) \) for any \( j, k \). Hence, (1) follows.
(2) For any \( h(t) \in \mathbb{C}[t] \) and \( j \in \mathbb{Z}_+ \), we have
\[ \omega^{(r)}_{l,m} \cdot (\xi^j h(t)) \]
\[ = \sum_{i=0}^{r} \binom{r}{i} (-1)^{r-i} d_{l-m-i} d_{m+i} \cdot (\xi^j h(t)) \]
\[ = \sum_{i=0}^{r} \binom{r}{i} (-1)^{r-i} d_{l-m-i} \cdot (\lambda^{m+i} (s + (m + i) \gamma) (s - m - i)^l h(t)) \]
\[ = \sum_{i=0}^{r} \binom{r}{i} (-1)^{r-i} \lambda^l (s + (l - m - i) \gamma) (s + (m + i) \gamma - l + m + i) (s - l)^l h(t). \]
This together with the following identity:
\[ \sum_{i=0}^{r} \binom{r}{i} (-1)^{r-i} i^j = 0 \quad \forall j, r \in \mathbb{Z}_+ \text{ with } j < r \]
forces \( \omega^{(r)}_{l,m} \cdot (g(s, t)) = 0 \) provided \( r > 2 \), proving (2).
(3) Fix any \( r > 2 \). Take \( v \) to be the highest weight vector of \( V(\eta, \epsilon, \theta) \). It is important to observe that the vectors \( d_{-2} v, d_{-3} v, \ldots, d_{-r-2} v \) are linearly independent in \( V(\eta, \epsilon, \theta) \). Take \( l = r + 1 \) and \( m = -r-2 \). As \( \omega^{(r)}_{l,m} \cdot (g(s, t)) = 0 \) by (ii), we have
\[ \omega^{(r)}_{l,m} \cdot (g(s, t) \otimes v) \]
\[ = \sum_{i=0}^{r} \binom{r}{i} (-1)^{r-i} d_{l-m-i} d_{m+i} \cdot (g(s, t) \otimes v) \]
\[ = \sum_{i=0}^{r} \binom{r}{i} (-1)^{r-i} d_{l-m-i} \cdot (g(s, t) \otimes d_{m+i}(v)) \]
\[ = \sum_{i=0}^{r} \binom{r}{i} (-1)^{r-i} \lambda^{l-m-i} (s + (l - m - i) \gamma) g(s - l + m + i, t) \otimes d_{m+i}(v) \]
\[ \neq 0. \]
Hence (3) follows. \( \blacksquare \)
As a consequence of Lemma 5.1, we have the following result which asserts that the tensor product modules constructed in the present paper are different from the other known non-weight modules.

**Proposition 5.2:** Let $\lambda, \alpha \in \mathbb{C}^*$, $\beta, \gamma, \eta, \epsilon, \theta \in \mathbb{C}$, and $\eta, \epsilon, \theta$ cannot be identically zero. Then the tensor product module $M(\lambda, \alpha, \beta, \gamma) \otimes V(\eta, \epsilon, \theta)$ is a new non-weight $\mathcal{L}$-module.

**Proof:** We need to show that the tensor product module $M(\lambda, \alpha, \beta, \gamma) \otimes V(\eta, \epsilon, \theta)$ is neither isomorphic to a Whittaker module nor isomorphic to a $\mathcal{L}$-module. For that, let $\mathcal{W}$ be a Whittaker module, then $\mathcal{W}$ is isomorphic to a quotient of $N_{\mu}$ for some $\mu = (\mu_1, \ldots, \mu_5) \in \mathbb{C}^5$. It follows from Lemma 5.1(i) that $M(\lambda, \alpha, \beta, \gamma) \otimes V(\eta, \epsilon, \theta) \not\cong W$, since for any non-zero element $v \in \text{Ind}(N_{\mu})$ (resp. $w \in W$), there exists a positive integer $i$ such that $d_i$ acts on $v$ (resp., $w$) trivially. Moreover, thanks to Lemma 5.1(ii) and (iii), $M(\lambda, \alpha, \beta, \gamma) \otimes V(\eta, \epsilon, \theta) \not\cong M(\lambda', \alpha', \beta', \gamma')$ for any $\lambda', \alpha' \in \mathbb{C}^*$, $\beta', \gamma' \in \mathbb{C}$. We complete the proof.

**6. Realization of tensor product modules as induced modules**

In this section, we realize the tensor product modules $M(\lambda, \alpha, \beta, \gamma) \otimes V(\eta, \epsilon, \theta)$ as certain induced modules. For that, fix $\lambda, \alpha, \beta, \gamma, \eta, \epsilon, \theta \in \mathbb{C}$ and $g(t) \in \mathbb{C}[t]$, define the action of $\mathfrak{b}_\lambda$ on $\mathbb{C}[t]$ as follows:

$$
\mathbb{C}[t]_{\lambda, \alpha, \beta, \gamma, \eta, \epsilon, \theta}^\mathfrak{b} : (d_m - \lambda^m d_0) \circ g(t) = \lambda^m (m \gamma - \eta)g(t),
$$

$$
f_m \circ g(t) = \frac{-\lambda^m}{\alpha} \left( \frac{t}{2} - \beta \right) \left( \frac{t}{2} + \beta + 1 \right) g(t + 2),
$$

$$
h_n \circ g(t) = \lambda^n (t + \delta_{n,0})g(t),
$$

$$
e_n \circ g(t) = \lambda^n \alpha g(t - 2),
$$

$$
C \circ g(t) = \theta g(t);
$$

$$
\mathbb{C}[t]_{\lambda, \alpha, \beta, \gamma, \eta, \epsilon, \theta}^\Delta : (d_m - \lambda^m d_0) \circ g(t) = \lambda^m (m \gamma - \eta)g(t),
$$

$$
f_m \circ g(t) = \lambda^m \alpha g(t + 2),
$$

$$
h_n \circ g(t) = \lambda^n (t + \delta_{n,0})g(t),
$$

$$
e_n \circ g(t) = \frac{-\lambda^n}{\alpha} \left( \frac{t}{2} + \beta \right) \left( \frac{t}{2} - \beta - 1 \right) g(t - 2),
$$

$$
C \circ g(t) = \theta g(t);
$$

$$
\mathbb{C}[t]_{\lambda, \alpha, \beta, \gamma, \eta, \epsilon, \theta}^\circ : (d_m - \lambda^m d_0) \circ g(t) = \lambda^m (m \gamma - \eta)g(t),
$$

$$
f_m \circ g(t) = \frac{-\lambda^m}{\alpha} \left( \frac{t}{2} - \beta \right) g(t + 2),
$$

$$
h_n \circ g(t) = \lambda^n (t + \delta_{n,0})g(t),
$$

$$
e_n \circ g(t) = \lambda^n \alpha g(t - 2),
$$

$$
C \circ g(t) = \theta g(t).$$
\[ h_n \circ g(t) = \lambda^n (t + \delta_n, 0) g(t), \quad e_n \circ g(t) = \lambda^n \alpha \left( \frac{t}{2} + \beta \right) \gamma^2 \frac{g(t - 2)}{2}, \]
\[ C \circ g(t) = \theta g(t), \]
where \( m \in \mathbb{N}, n \in \mathbb{Z}_+. \)

**Proposition 6.2:** Keep notations as above, then \( \mathbb{C}[t]_{\lambda, \alpha, \beta, \gamma, \eta, \epsilon, \theta}^\Omega, \mathbb{C}[t]_{\lambda, \alpha, \beta, \gamma, \eta, \epsilon, \theta}^\Delta \) and \( \mathbb{C}[t]_{\lambda, \alpha, \beta, \gamma, \eta, \epsilon, \theta}^\Theta \) are \( b_\lambda \)-modules under the actions given in Definition 6.1.

**Proof:** The assertion can be verified straightforwardly, we omit the details. \( \square \)

**Remark 6.3:** Let \( \lambda, \alpha \in \mathbb{C}^*, \beta, \gamma, \eta, \epsilon, \theta \in \mathbb{C} \). Then by a similar argument as that in the proof in [21, Proposition 2.5], the \( b_\lambda \)-modules \( \mathbb{C}[t]_{\lambda, \alpha, \beta, \gamma, \eta, \epsilon, \theta}^\Omega \) and \( \mathbb{C}[t]_{\lambda, \alpha, \beta, \gamma, \eta, \epsilon, \theta}^\Delta \) are always irreducible, while the \( b_\lambda \)-module \( \mathbb{C}[t]_{\lambda, \alpha, \beta, \gamma, \eta, \epsilon, \theta}^\Theta \) is irreducible if and only if \( 2\beta \notin \mathbb{Z}_+ \).

We always assume that \( \lambda, \alpha \in \mathbb{C}^*, \beta, \gamma, \eta, \epsilon, \theta \in \mathbb{C} \) in the following. Now one can form the induced \( \mathcal{L} \)-modules as follows:

\[
\text{Ind}(\mathbb{C}[t]_{\lambda, \alpha, \beta, \gamma, \eta, \epsilon, \theta}^\Omega) := U(\mathcal{L}) \otimes_{U(b_\lambda)} \mathbb{C}[t]_{\lambda, \alpha, \beta, \gamma, \eta, \epsilon, \theta}^\Omega;
\]
\[
\text{Ind}(\mathbb{C}[t]_{\lambda, \alpha, \beta, \gamma, \eta, \epsilon, \theta}^\Delta) := U(\mathcal{L}) \otimes_{U(b_\lambda)} \mathbb{C}[t]_{\lambda, \alpha, \beta, \gamma, \eta, \epsilon, \theta}^\Delta;
\]
\[
\text{Ind}(\mathbb{C}[t]_{\lambda, \alpha, \beta, \gamma, \eta, \epsilon, \theta}^\Theta) := U(\mathcal{L}) \otimes_{U(b_\lambda)} \mathbb{C}[t]_{\lambda, \alpha, \beta, \gamma, \eta, \epsilon, \theta}^\Theta.
\]

**Theorem 6.4:** Keep notations as above. Then as \( \mathcal{L} \)-modules

\[
\Omega(\lambda, \alpha, \beta, \gamma) \otimes \overline{V}(\eta, \epsilon, \theta) \cong \text{Ind}(\mathbb{C}[t]_{\lambda, \alpha, \beta, \gamma, \eta, \epsilon, \theta}^\Omega);
\]
\[
\Delta(\lambda, \alpha, \beta, \gamma) \otimes \overline{V}(\eta, \epsilon, \theta) \cong \text{Ind}(\mathbb{C}[t]_{\lambda, \alpha, \beta, \gamma, \eta, \epsilon, \theta}^\Delta);
\]
\[
\Theta(\lambda, \alpha, \beta, \gamma) \otimes \overline{V}(\eta, \epsilon, \theta) \cong \text{Ind}(\mathbb{C}[t]_{\lambda, \alpha, \beta, \gamma, \eta, \epsilon, \theta}^\Theta).
\]

**Proof:** In the following, we only prove the first case, since a similar argument can be applied to the other two cases.

According to the PBW Theorem, we see that \( \text{Ind}(\mathbb{C}[t]_{\lambda, \alpha, \beta, \gamma, \eta, \epsilon, \theta}^\Omega) \) has a basis

\[
B_1 = \{ f_{-q} \cdots f_0 \ e_p \ e_{-p} \ e_{-1} \ h_{-m} \ \cdots \ h_{-1} \ d_{-n} \ \cdots \ d_0 \otimes t^i \mid D_0, \ldots, D_n, H_{-1}, \ldots, H_{-m}, E_{-1}, \ldots, E_{-p}, F_0, \ldots, F_{-q}, i \in \mathbb{Z}_+ \}
\]

and \( \Omega(\lambda, \alpha, \beta, \gamma) \otimes \overline{V}(\eta, \epsilon, \theta) \) has a basis

\[
B_2 = \{ t^i s_0 \otimes (f_{-q} \cdots f_0 \ e_p \ e_{-p} \ e_{-1} \ h_{-m} \ \cdots \ h_{-1} \ d_{-n} \ \cdots \ d_0 \otimes t^i \mid D_0, \ldots, D_n, H_{-1}, \ldots, H_{-m}, E_{-1}, \ldots, E_{-p}, F_0, \ldots, F_{-q}, i \in \mathbb{Z}_+ \}.
\]

Now, we define the following linear map:

\[
\phi : \text{Ind}(\mathbb{C}[t]_{\lambda, \alpha, \beta, \gamma, \eta, \epsilon, \theta}^\Omega) \to \Omega(\lambda, \alpha, \beta, \gamma) \otimes \overline{V}(\eta, \epsilon, \theta)
\]

by
\[
\phi(f_{-q}^E \cdots f_0^E e_p \cdots e_{-1}^E H_{-m}^D \cdots h_{-1}^D \cdots d_0^D \otimes t^i) = f_{-q}^E \cdots f_0^E e_p \cdots e_{-1}^E H_{-m}^D \cdots h_{-1}^D \cdots d_0^D (t^i \otimes v_h).
\]

We claim that \( \phi \) is an \( \mathcal{L} \)-module homomorphism. By Definition 6.1, one can observe that

\[
(d_m - \lambda^m d_0)(t^i \otimes v_h) = ((d_m - \lambda^m d_0) \circ t^i) \otimes v_h \quad \forall \ m \in \mathbb{N}.
\]

Combining this with Definition 6.1, for any \( i \in \mathbb{Z}_+, m \in \mathbb{N}, n \in \mathbb{Z}_+ \) and

\[
x = f_{-q}^E \cdots f_0^E e_p \cdots e_{-1}^E H_{-m}^D \cdots h_{-1}^D \cdots d_0^D,
\]

we have

\[
\phi(xd_m \otimes t^i) = \phi(\lambda^m xd_0 \otimes t^i + x(d_m - \lambda^m d_0) \otimes t^i) = \phi(\lambda^m xd_0 \otimes t^i + x \otimes (d_m - \lambda^m d_0) \circ t^i) = \lambda^m xd_0(t^i \otimes v_h) + x((d_m - \lambda^m d_0) \circ t^i \otimes v_h) = \lambda^m xd_0(t^i \otimes v_h) + x(d_m - \lambda^m d_0)(t^i \otimes v_h) = xd_m(t^i \otimes v_h),
\]

\[
\phi(xf_m \otimes t^i) = \phi(x \otimes f_m \circ t^i) = x(f_m \circ t^i \otimes v_h) = xf_m(t^i \otimes v_h),
\]

\[
\phi(xy_n \otimes t^i) = \phi(x \otimes Y_n \circ t^i) = x(Y_n \circ t^i \otimes v_h) = xY_n(t^i \otimes v_h), \quad \text{where } Y_n = e_n \text{ or } h_n
\]

and

\[
\phi(xC \otimes t^i) = \phi(x \otimes t^i) = \theta x(t^i \otimes v_h) = xC(t^i \otimes v_h).
\]

Then for any \( j \in \mathbb{Z} \), by the PBW Theorem, we can write

\[
z_jx = \sum_{j_a} X_{j_a}x_{j_a} + \sum_{j_b} Y_{j_b}y_{j_b}d_{j_b} + \sum_{j_c} Z_{j_c}z_{j_c}h_{j_c} + \sum_{j_p} U_{j_p}u_{j_p}e_{j_p} + \sum_{j_q} V_{j_q}v_{j_q}f_{j_q} + \sum_{j_l} W_{j_l}w_{j_l}C,
\]

where \( z_j \in \{d_j, h_j, e_j, f_j \mid j \in \mathbb{Z}\}, X_{j_a}, Y_{j_b}, Z_{j_c}, U_{j_p}, V_{j_q}, W_{j_l} \in \mathbb{C}, x_{j_a} \otimes t^i, y_{j_b} \otimes t^i, z_{j_c} \otimes t^i, u_{j_p} \otimes t^i, v_{j_q} \otimes t^i, w_{j_l} \otimes t^i \in B_1 \) and \( j_b, j_q \in \mathbb{N}, j_c, j_p \in \mathbb{Z}_+ \). Now we deduce that for any \( j \in \mathbb{Z} \),

\[
\phi(z_jx \otimes t^i) = \phi \left( \sum_{j_a} X_{j_a}x_{j_a} \otimes t^i + \sum_{j_b} Y_{j_b}y_{j_b}d_{j_b} \otimes t^i + \sum_{j_c} Z_{j_c}z_{j_c}h_{j_c} \otimes t^i + \sum_{j_p} U_{j_p}u_{j_p}e_{j_p} \otimes t^i + \sum_{j_q} V_{j_q}v_{j_q}f_{j_q} \otimes t^i + \sum_{j_l} W_{j_l}w_{j_l}C \otimes t^i \right)
\]
\[
\sum_{j_a} X_{j_a}x_{j_a} (t^i \otimes v_h) + \sum_{j_b} Y_{j_b}y_{j_b} (t^j \otimes v_h) + \sum_{j_c} Z_{j_c}z_{j_c} (t^k \otimes v_h) + \sum_{j_p} U_{j_p}u_{j_p} (t^l \otimes v_h) + \sum_{j_l} V_{j_l}v_{j_l} (t^m \otimes v_h) + \sum_{j_l} W_{j_l}w_{j_l} (t^n \otimes v_h)
\]

\[
= z_j x(t^i \otimes v_h) = z_j \phi(x \otimes t^i)
\]

and

\[
\phi(Cx \otimes t^i) = \theta \phi(x \otimes t^i) = \theta x(t^i \otimes v_h) = xC(t^i \otimes v_h) = Cx(t^i \otimes v_h) = C\phi(x \otimes t^i).
\]

This implies that \( \phi \) is an \( \mathcal{L} \)-module homomorphism.

Next, we shall show that \( \phi \) is an \( \mathcal{L} \)-module isomorphism. Clearly, \( t^i \otimes v_h \in \text{Im}(\phi) \) for all \( i \in \mathbb{Z}_+ \). Moreover, \( d_0^i(t^i \otimes v_h) \in \text{Im}(\phi) \), this implies that \( t^i s^j \otimes v_h \in \text{Im}(\phi) \) for all \( j \in \mathbb{Z}_+ \), i.e. \( \Omega(\lambda, \alpha, \beta, \gamma) \otimes v_h \subset \text{Im}(\phi) \). By applying the action of the elements of the form \( f_{-q}^{-1}f_0^{-1}E_{-p_1}^{-1}E_{-p_2}^{-1}H_{-m_1}^{-1}H_{-m_2}^{-1}d_{-n_1}^{-1}d_{-n_2}^{-1}d_{-1}^{-1} \) on \( \Omega(\lambda, \alpha, \beta, \gamma) \otimes v_h \), we further deduce that \( \Omega(\lambda, \alpha, \beta, \gamma) \otimes \mathbb{V}(\eta, \epsilon, \theta) \subset \text{Im}(\phi) \) and \( \phi \) is surjective. In order to obtain the injectivity of \( \phi \), we first define a total order \( \prec \) on \( B_2 \)

\[
t^i s^j D_0 \otimes (f_{-q_1}^{-1} f_0^{-1} E_{-p_1}^{-1} E_{-p_2}^{-1} H_{-m_1}^{-1} H_{-m_2}^{-1} d_{-n_1}^{-1} d_{-n_2}^{-1} d_{-1}^{-1} \otimes v_h) < t^i s^j D_0' \otimes (f_{-q_2}^{-1} f_0' E_{-p_1'}^{-1} E_{-p_2'}^{-1} H_{-m_1'}^{-1} H_{-m_2'}^{-1} d_{-n_1'}^{-1} d_{-n_2'}^{-1} d_{-1'}^{-1} \otimes v_h)
\]

if and only if

\[
(D_{-1}, \ldots, D_{-n_1}, 0, \ldots, 0, H_{-1}, \ldots, H_{-m_1}, 0, \ldots, 0, E_{-1}, \ldots, E_{-p_1}, 0, \ldots, 0, 0, \underbrace{q_2}_{F_0, \ldots, F_{-q_1}, 0, \ldots, 0, D_0, i}) < (D'_{-1}, \ldots, D'_{-n_2}, 0, \ldots, 0, H'_{-1}, \ldots, H'_{-m_2}, 0, \ldots, 0, E'_{-1}, \ldots, E'_{-p_2}, 0, \ldots, 0, 0, \underbrace{p_1}_{F_0', \ldots, F'_{-q_2}, 0, \ldots, 0, D_0', i'})
\]

where \((a_1, \ldots, a_l) < (b_1, \ldots, b_l) \iff \text{there exists } k > 0 \text{ such that } a_i = b_i \text{ for all } i < k \text{ and } a_k < b_k.$$
An explicit calculation gives
\[ f_{-q}^{E} \cdots f_{0}^{E} e_{-p} \cdots e_{-1} h_{-m} \cdots h_{-1} d_{-n} \cdots d_{0} (t^i \otimes v_h) \]
\[ = t^i s_{D_0} \otimes (f_{-q}^{E} \cdots f_{0}^{E} e_{-p} \cdots e_{-1} h_{-m} \cdots h_{-1} d_{-n} \cdots d_{0} (t^i \otimes v_h) + \text{lower terms}). \]

Since $B_2$ is a basis of $\Omega (\lambda, \alpha, \beta, \gamma) \otimes \overline{\nabla} (\eta, \varepsilon, \theta)$, so is the set
\[ \{ f_{-q}^{E} \cdots f_{0}^{E} e_{-p} \cdots e_{-1} h_{-m} \cdots h_{-1} d_{-n} \cdots d_{0} (t^i \otimes v_h) \mid D_0, \ldots, D_n, \]
\[ H_{-1}, \ldots, H_{-m}, E_{-1}, \ldots, E_{-p}, F_{0}, \ldots, F_{-q}, i \in \mathbb{Z}_+ \}. \]

Thus, $\phi$ is injective, completing the proof.

As a consequence of Theorems 3.1, 6.4, Proposition 2.2 and [1, Corollary 1], we have the following sufficient and necessary conditions for reducibility of the induced modules.

**Corollary 6.5:** Let $\lambda, \alpha \in \mathbb{C}^\ast, \beta, \gamma, \eta, \varepsilon, \theta \in \mathbb{C}$. Then the following statements hold.

1. The induced module $\text{Ind}(\mathbb{C}[t]^M_{\lambda, \alpha, \beta, \gamma, \eta, \varepsilon, \theta})$ for $M \in \{ \Omega, \Delta \}$ is reducible if and only if one of the following conditions holds.
   (a) $(i)\varepsilon + m(\theta + 2) - n = 0$ for some $m, n \in \mathbb{Z}_+$.
   (b) $(ii)\varepsilon + m(\theta + 2) - n - 1 = 0$ for some $m, n \in \mathbb{N}$.
   (c) $(iii)\theta \neq -2$ and there exists some $m, n \in \mathbb{N}$ such that
   \[ \eta + \frac{\varepsilon^2 + 2\varepsilon}{4(\theta + 2)} + \frac{1}{48} \left( \frac{-\theta^2 + 14\theta + 26}{\theta + 2} (m^2 + n^2) \right) \]
   \[ + \sqrt{\frac{(\theta^2 - 2\theta - 2)(\theta^2 - 26\theta - 50)}{(\theta + 2)^2} (m^2 - n^2) - 24mn + \frac{2\theta^2 - 4\theta - 4}{\theta + 2}} \]
   \[ = 0. \]

2. The induced module $\text{Ind}(\mathbb{C}[t]^\Theta_{\lambda, \alpha, \beta, \gamma, \eta, \varepsilon, \theta})$ is reducible if and only if $2\beta \in \mathbb{Z}_+$ or one of the conditions (i), (ii), (iii) in (1) holds.

**Proof:** It follows from Theorems 3.1 and 6.4 that $\text{Ind}(\mathbb{C}[t]^M_{\lambda, \alpha, \beta, \gamma, \eta, \varepsilon, \theta})$ is reducible for $M \in \{ \Omega, \Delta, \Theta \}$ if and only if $M(\lambda, \alpha, \beta, \gamma)$ or $\overline{\nabla}(\eta, \varepsilon, \theta)$ is reducible. Consequently, the desired assertion follows directly from Proposition 2.2 and [1, Corollary 1].
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