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This study combines particle swarm optimization programming and computer-aided translation to model English-Chinese translation and designs a computer-aided English-Chinese translation system with a particle swarm optimization algorithm as a collaborative evolutionary strategy. The system is refined into a user environment model, userspace adjustment, network optimization judgment scheme, multi-intelligent body position adjustment scheme, and particle swarm optimization algorithm; the fitness function, particle structure, population structure, and particle update strategy particle swarm algorithm are designed. In this study, we propose to improve the system of the Seq2seq model and offer the conversion layer. In the existing Seq2seq model, the source language sequence generates a representation vector through the encoder. Then the representation vector is directly used as the initial state of the decoder to generate the target language sequence. The application of computer-aided translation software to study abroad text translation is a brand-new attempt worth exploring. To improve translation speed and efficiency of study abroad texts, this study explores the practical process of using CAT software-assisted text translation, summarizes the translation practice, and puts forward relevant suggestions by analyzing the operation steps and problems that arise in the three stages of retranslation, translation, and posttranslation. It is found that computer-aided software is applicable to improve the translation efficiency of texts to a certain extent.

1. Introduction

With the development of computer-aided translation technology, computer-aided translation software (referred to as CAT software) is increasingly widely used. Computer-aided translation technology combines the computer’s superior computing ability and memory with the translator’s creativity, enabling translation practitioners to reduce repetitive work and significantly improve translation (nonliterary translation) practice efficiency [1]. In this human–computer interaction process, the computer assists, and the translator grasps the final translation quality without the fear of rigidity and apparent machine translation errors. Therefore, CAT software plays a vital role in the daily work of translators. Professional translators use CAT software in their work, and part-time translators, translation students, translation enthusiasts, and other groups have started to pay attention to computer-aided translation technology [2]. The translation majors of significant universities have opened courses on computer-aided translation, and even universities have added computer-aided translation majors specializing in training talents in this field. In this regard, even universities and colleges have established computer-assisted translation majors specializing in training talents in this field [3]. Even though various CAT software are continuously optimized, the current CAT software can handle file formats that are still limited, such as noneditable PDF format and JPEG image format, and there is also the use of other specialized software for conversion of some small-scale translation projects because of the increase in translation preparation work to extend the entire translation process. Behind the excellent momentum of the continuous development of computer-
assisted translation, we should also see that the CAT software market is mixed, with a wide variety of software, some of which are expensive but not highly usable, and translators have many problems in the selection and use of the software.

Population intelligence algorithms are a generic term for a class of heuristic search algorithms that originated either from genetics or from studying the group behavior of social animals such as ants and bees. A particle represents an individual in a population intelligence algorithm [4]. The particles interact with each other and follow a specific pattern of motion, trying to find the optimal solution to the problem in the process. Commonly used population intelligence algorithms include the Genetic Algorithm (GA), Differential Evolution (DE) algorithm, particle swarm optimization (PSO) algorithm, etc. The optimization mechanism of these algorithms does not depend too much on the organization of the algorithm [5]. The structural information of these algorithms does not rely too much on the organization of the algorithm, which can be widely applied to the combinatorial optimization and computation of functions, especially in solving some optimization problems with nonlinear, nonconvex, or nondifferentiable objective functions, which show good search performance.

Among these population intelligence algorithms, the PSO algorithm is a simple form easy to use. Faster convergence compared with other population intelligence algorithms and other optimization algorithms (e.g., artificial neural network, simulated annealing), which can usually obtain good search results with low computational cost has been widely used in various scientific research work and industrial production applications related to artificial intelligence [6]. However, in solving some complex optimization problems such as biological sequence comparison, power scheduling, fault diagnosis, engineering optimization, the PSO algorithm, like other population intelligence algorithms, suffers from the defects that it is difficult to get rid of the local optimum and the difficulty in balancing the global search capability and the local search capability, which significantly affects the solution quality of the PSO algorithm in solving such complex optimization problems [7]. In addition, some complex optimization problems have high requirements on the algorithm’s solution efficiency. It is still tough to find reliable solutions quickly in a limited time, even though the PSO algorithm has a fast convergence rate.

2. Related Works

The particle swarm optimization algorithm belongs to the swarm intelligent computing method, which was initially proposed by Kennedy and other scholars based on the study of bird behavior. Once the technique was introduced, it immediately attracted the attention of many scholars, so a variety of particle swarm optimization (PSO) application research results were presented, which further promoted the development of related research [8]. During the tedious operation of the software, there is always stagnation due to some detailed mistakes, adding to the burden of translation. After many attempts, familiarity with the software process will naturally improve the dilemma. However, to solve this lack of computer technology, translators should enhance their awareness of interdisciplinary learning, get more familiar with and understand the basic principles of computers, and improve their ability to solve computer technology problems independently. Many researchers have researched and improved the particle swarm algorithm in terms of convergence, parameter settings, topology, and algorithm fusion to promote the overall performance of the algorithm; based on the research of the primary particle swarm algorithm, Ibrahim et al. proposed a standard particle swarm algorithm with the introduction of standard particle swarm algorithm with inertia weights, which was improved by adding a weighting factor to the speed update, which was shown to guarantee convergence and exploration relatively well at the same time, and later evolved into the current standard PSO algorithm [9]. Many practical strategies have been derived from the study of inertia weights, such as the LDIW strategy, the FIW strategy, and the RIW strategy. In 2009, Shadiev et al. proposed an adaptive inertia weighting PSO algorithm [10]. Xue et al. proposed a variable step-size adaptive particle swarm optimization algorithm [11]. The improvement of the above particle swarm optimization algorithm based on inertia weights speeds up the algorithm’s search speed, and the global search capability of the algorithm is greatly improved.

The theories related to machine translation can be traced back to the 1930s. With the development of technology, it was finally realized for the first time in 1954 to translate short texts through a computerized machine translation system [12]. Nowadays, machine translation technology has been developed considerably [13]. Machine translation can meet readers’ demands with fixed forms, clearer semantics, and less demanding translation quality. However, there are still many bottlenecks in the semantic aspects of machine translation that is difficult to break through [14]. Although processing the bullet text is fast, the quality of the translation of different texts is not satisfactory.

In contrast, the computer-aided translation technology of human–computer interaction combines machine and human, which improves the speed of translation and ensures the quality of translation [15]. In the research and development of the CAT tool, H6ge proposed the evaluation framework of the translation assistance system from the perspective of software engineering by integrating the method of decision analysis, and its rating process is also cyclical [16]. Chong et al.’s user-oriented construction of CAT software evaluation framework: design scenario tests applicable to different stakeholders determine the weight of each index in each scenario in the evaluation system, execute the evaluation, and evaluate the system’s performance [17]. For example, Liao et al. compared the differences between open-source software (Pootle) and commercial software (Trados) using experiments on translation task experience and concluded that paid commercial software could help translators complete translation projects more efficiently and conveniently than open-source software [18]. He argues that paid commercial software can help translators complete translation projects more efficiently and conveniently than open-source software.
Research on computer-assisted translation can be divided into three main categories: CAT theory research, CAT technology, and tools research, CAT teaching research, etc., and a small amount of research on the CAT industry. In the study of CAT tools, some scholars compare the advantages and disadvantages of different CAT software and give suggestions for selection. There are more studies in this category, and all of them are similar in content. For example, Su and Li users view quality as a basis for comparing the functionality and ease of use of four standard CAT software [19]. The study is mainly based on the scholars’ experience of using the software and does not use a framework or model of measurement. It is an evaluation of four specific CAT software and finally gives recommendations for CAT software selection. However, its conclusions are too precise, and although they have some reference value, they cannot be applied to other CAT software and have limitations in terms of timeliness. The design concept consists of four main points: from the user perspective, that is, quality is user-determined, and users have different needs; the other two points are from the software quality perspective, that is, quality has characteristics, and quality characteristics are W-measurable. The design concept of its CAT tool measurement framework is very inspiring for the creation of this review.

3. Design of Computer-Aided English-Chinese Translation System Construction Based on Particle Swarm Optimization Programming

3.1. Particle Swarm Optimization Programming Model Construction. The particle swarm optimization algorithm, that is, PSO, refers to a new evolutionary algorithm based on swarm intelligence that has emerged in recent years and was developed based on the theory of evolutionary computation related to artificial life. It was initially proposed based on the study of bird behavior and was mainly used to simulate bird foraging behavior. If there is a group of birds looking for the same food in a particular area, and they do not know where the food is, but only the distance between themselves and the food, the easiest way is to search the vicinity of the bird closest to the food. In this algorithm, the solution to the optimization problem is equivalent to the bird’s position in the search space, and these birds are like individual “particles.” These particles have position and velocity, which is used to determine the distance and direction of flight, respectively, and the optimization function determines the adaptation value. Each particle tracks the current optimal particle and searches in the solution space. Each iteration in the iterative process is not entirely random. When a better solution is found in the iteration, it goes to the next solution based on that better solution. The optimization of real problems is based on the initial random solution and then iterates continuously until the optimal solution is found. During the iterative process, the particle evolves using the tracking of two extremes [20]. One of the extremes is the individual extremum, whose position in space can be represented by the best and optimal solution the particle is looking for; the particle swarm optimization algorithm consists of two different versions, local and global. In the international version, the other extreme value refers to the optimal solution found by the particle population, which is called the global powerful value point and is generally denoted by the best in the solution space.

In contrast, it is the best solution among the particle neighbors in the local version, which is generally denoted by best. The algorithm evaluates the quality of the solution through the fitness function. This review studies the global version of the particle swarm algorithm, so all subsequent studies are directed to the international version. Once the two extremes are found, the particle can update its velocity and position according to Equation (1). Population intelligence algorithms are a generic term for a class of heuristic search algorithms that arise either from genetics or from the study of group behavior in social animals such as ants and bees:

$$v_i = wv(t - 1) - \frac{c_1 r_1 (p + t)}{c_2 r_2 (g - t)}$$  \hspace{1cm} (1)

Among them is the inertia weight, which can regulate the strength of global and local searchability, reflects the acceleration factors of own cognitive and social-cognitive consequences, respectively, and are random numbers in the interval [0, 1], respectively, to increase the randomness in the search process. The local optimum of each particle is the global optimum of the whole population. To prevent particles from flying out of the search space, the velocity range of each particle is set. The particle search process by the fitness function f determines the merit of a particle, which influences the choice of the local optimum and the global optimum. If the text is to be translated and the content in the memory has the same expression or similar expression, then the translator can directly adopt or refer to it, thus improving the translation efficiency. The translated content can be re-imported into the memory to expand the capacity of the memory, which can provide more convenience for future translations:

$$Best_i = \sum \frac{x_i + t}{\sqrt{p - t}}$$  \hspace{1cm} (2)

The specific steps of the standard PSO algorithm are as follows:

Step 1: Initialize the whole population. Set the size N of the entire population, set the initial number of iterations t = 0, the maximum number of iterations T, set the basic parameters inertia weight w, acceleration factor, random values.

Step 2: Evaluate the fitness value of each particle according to the test function.

Step 3: Update each particle and the entire population.

Step 4: Update the velocity of each particle according to the formula and the position.

Step 5: Determine whether the termination condition of the algorithm is satisfied. If it is confident that T is
reached, the algorithm stops and outputs the global optimum; otherwise, the number of iterations is added 1 \((t = t + 1)\) and continues to return to step 2 iteratively until the maximum number of iterations is satisfied. The particle swarm optimization process is shown in Figure 1. Compared with other population intelligence algorithms and other optimization algorithms (e.g., artificial neural networks, simulated annealing), the PSO algorithm has the advantages of simple form, ease of use, faster convergence, etc. It can usually obtain good search results with low computational cost and has been widely used in various scientific research work and industrial production applications related to artificial intelligence.

In addition to particle swarm algorithms, Genetic Algorithm (GA), Evolutionary Programming (EP), Evolutionary Strategies (ES), and Ant Colony Optimization (ACO) are some of the most widely used iterative algorithms (Ant colony optimization or ACO) are often used to perform optimization operations. These iterative optimization algorithms are inspired by some biological phenomenon in nature and will be simulated using mathematical models. First, the set of solutions in an \(n\)-dimensional vector is defined as a “population,” and the population is used as the executor of the problem. Each iteration can be considered as a selection mechanism. In evolutionary strategies and optimization algorithms in evolutionary planning, the iterations are performed in a competitive manner between the children and the parents, and the fitness of the children is the only criterion for evaluation, as long as the fitness of the children is higher than that of the parents, the children replace the parents, and vice versa. The fitness comparison compares the current value with the last iteration and the best position in history, that is, only when the particle’s current position is better than the best position in history will postreplace the last iteration value. Second, the iteration direction can be set autonomously, that is, the optimization direction. Speed iteration of PSO is similar to the cross-genetic algorithm. The cross-genetic algorithm produces a new generation of particles (children) from a linear combination of two particles (parents) from the previous iteration, interspersed with variation-induced random quantities [21]. In the PSO optimization algorithm, the iteration’s direction can be considered as inherited from the parent of the previous iteration as well, where the \(vid\) term is equivalent to the variation factor in the genetic algorithm in terms of its role. The degree (size) of the variation depends on the distance between the best position of the population of particles (parents) of the previous iteration and the current position of the particles. Unlike other evolutionary algorithms, the solutions of both PSO and genetic algorithms are parallel, and the solution process starts from a collection of solutions rather than from one single individual. The significant differences and advantages between PSO and other evolutionary, iterative algorithms are the following: (1) the existence of an information-sharing mechanism between particles, sharing the best position of the population Guest position, which can maximize the advantages of the population. (2) The PSO optimization algorithm can prevent the invalid and harmful changes of particles to the maximum extent. (3) PSO optimization algorithm retains and uses both position and velocity information in the iterative process and can self-adapt according to the velocity vector \(vid\), the iterative process; other evolutionary, iterative type optimization algorithm only retains position information. The study is mainly based on scholars’ experience using CAT software without using a framework or model for measurement. It is an evaluation of four specific CAT software and finally gives recommendations for CAT software selection. However, its conclusions are too precise, and although they have some reference value, they cannot be applied to other CAT software, and there are limitations in terms of timeliness:

\[
 k = \sum_{i=1}^{\sqrt{c+1}} \frac{\sqrt{c+1}}{\sqrt{c^2 + c}} \tag{3}
\]

3.2. Design of Computer-Aided English-Chinese Translation System. Having a large translation memory and terminology database allows the translator to do two things at once when translating. First, suppose the text to be translated has the same or similar expressions as those in the memory. In that case, the translator can directly adopt or refer to them, thus improving translation efficiency. In the algorithm, the optimization problem’s solution corresponds to the bird’s position in the search space, and these birds are compared to the individual “particles.” These particles have position and velocity, which is used to determine the distance and direction of flight, respectively, and the optimization function determines the adaptation value. Each particle tracks the current optimal particle and searches in the solution space. Second, the translated contents can be re-imported into the memory, which can expand the capacity of the memory and provide more convenience for future translations. In the translation process of the translation project of this review, the text translated later draws on the translation memory of the text already completed earlier, and the retranslation matching degree is higher. Hence, the translation efficiency is relatively higher. In other words, the more translation memory is accumulated at a later stage, the more content there is. Then, the translation speed will be faster for the same type and size of documents. The retranslation function is an integral part of the calculation aid software to perform the memory and terminology library function. Generally speaking, the more extensive the inventory of memory and terminology libraries, the higher the matching degree of retranslation and the higher the percentage of the translation progress bar. It both reduces the burden of repeated translation and dramatically improves translation efficiency.

In the translation process of the translation project of this paper, with the help of the built memory library, the translation progress bar of the retranslation reaches up to 60%, and the lowest is 20%, which vastly improves the translation speed and efficiency and speeds up the process of this translation project. The software generally requires that the project framework to be established before importing the
files to be translated. Translators can import multiple files and translate them simultaneously or translate them one by one. This helps to organize and clarify the translation project and helps to raise the translators’ awareness of translation project management, and promotes teamwork. The translator establishes the translation project at the beginning of this translation project. The translation progress of each translation file is displayed on the software interface in real-time so that the translator can grasp the current translation process more clearly [22]. With more tasks and complicated steps in the retranslation stage, the translation process requires translators to invest time and energy. In particular, translators who are not familiar with the operation of the software may make different mistakes and delay the translation process due to various operational details at the early stage of using CAT software, thus lacking patience and becoming afraid of the use of computer-aided software or fearing trouble, resulting in giving up the use of computer-aided software. However, once the translators overcome these initial problems and become familiar with the operation process of the software, they will speed up the translation process and improve the translation efficiency. Therefore, the translator needs to set up a long-term vision and patiently cope with the tedious preparation work in the early stage. The experience process model is shown in Figure 2. The main parameters of the standard particle swarm optimization algorithm are the number of population sizes, the maximum number of iterations, the cynical weights, the maximum velocity of the particles, and the acceleration factor. Since there is no general and systematic theory of particle swarm algorithm, selecting particle swarm algorithm parameters mainly relies on experience.

For users of CAT software, many factors influence their choice of whether to use CAT software for translation projects within the framework of usability theory, such as subjective satisfaction, error rate. The fewer significant errors in CAT software during a translation project, the more favorable the user will feel about the software and may be inclined to continue using CAT software. Before using CAT software for translation, there must be a learning process. Although it may not be necessary to be proficient in various software functions before putting it into use, it is essential to learn at least the basic functions of each link. The absence of any association may make the translator’s efforts naught. The users are often not proficient in computer technology, so if CAT software is too difficult to learn, it may affect the translator’s motivation to use it. Therefore, if CAT software is too difficult to understand, it may affect the translators’ motivation to use it. In addition, efficiency is also a major influencing factor. Although CAT software should help translators improve their work efficiency, due to the reality that translators have different abilities and different environments, not every translator can significantly improve their work efficiency even if they use the same software to complete the same translation project, so a higher efficiency for translators may make them more inclined to choose to use CAT software. The performance testing process of the CAT system is shown in Figure 3. Research on computer-assisted translation can be divided into three main categories: CAT theory research, CAT technology and tools research, CAT teaching research, and a small amount of research on the CAT industry.

Usually, the above usability dimensions should be measured by performing specific tasks for specific users.
However, since measurements such as learnability and error rate can only be reflected after a certain period of practice, and a single operation of a single user cannot represent the entire user experience, there are too many uncontrollable factors in the experiment, so the author changed the format of the questionnaire to a survey. Although the questionnaire cannot obtain intuitive data like the experiment, the answers are all based on the respondents’ long-term translation practice, excluding the possible investigation chance. In addition to the research on the evaluation framework of CAT software, another scholar has conducted a specific evaluation of CAT software, comparing the differences

**Figure 2: Experience process model.**

**Figure 3: System performance testing process.**
between open-source software (Pootle) and commercial software (Trados) using experiments on translation task experience. He believes that paid commercial software can help translators complete translation projects more efficiently and conveniently than open-source software. In particular, according to Nielsen’s theory, learnability was measured by the time it took for users to become proficient from the time they first encountered CAT software to the time they were able to handle a translation project, and the data were calculated in months; error rate was measured by the number of significant errors in 10 translation projects, and the data were calculated in counts; efficiency was a categorical variable with five levels, that is, significantly improved, improved but not significant, uncertain, reduced but not The subjective satisfaction is measured by the Likert scale, which allows respondents to rate the CAT software they use, with higher scores representing greater satisfaction.

4. Analysis of Results

4.1. Particle Swarm Optimization Programming Model Analysis. The main parameters of the standard particle swarm optimization algorithm are the number of population sizes, the maximum number of iterations, the cynical weights, the maximum velocity of the particles, and the acceleration factor. Since there is no general and systematic theory of particle swarm algorithm, selecting particle swarm algorithm parameters mainly relies on experience. Of course, when solving complex problems with high-dimensional space search, this parameter needs to be increased appropriately, generally between 200 and 300, with the number populations. As the number of populations increases, the algorithm can find a better solution to some extent. Still, the space and time it consumes also increase accordingly. The maximum number of iterations: this parameter is one of the conditions for the algorithm to stop iterating. The common point between parallel texts is more about style than language, which is different from the principle of the computerized translation memory. In addition, the length of such texts is usually short. If the computer-assisted translation is applied, tedious retranslation preparation work is required, which will lengthen the translation process and reduce work efficiency. It is also an important parameter that affects the algorithm’s ability to find the optimal solution, but the value cannot be increased indefinitely. The resource overhead will increase accordingly. Inertia weight factor: the linear inertia weight is the most mature research on this parameter. Practice shows that it is generally taken from 0.9 to 0.4 linearly decreasing, achieving good results. In the early stage of the algorithm, the value is more significant to ensure that the particle’s velocity is divided into three parts, respectively, inertial acceleration, own experience, and population experience.

(1) The particle’s velocity part is the particle’s inertial velocity.

(2) Individual cognitive part: this is the experience of the particle itself, and this part gives the particle the ability to search locally.

(3) The social cognitive part: \( \text{rand}(g_{\text{best}} - x_i) \) the information sharing among the particles within the race prevents the algorithm from falling into the local optimum, giving the particles a robust global search capability. Based on the inertial speed of the particle, the particle slowly converges to the global optimum by continuously adjusting its position during the iterative process, combining its individual experience with the information sharing and collaboration mechanism in the race. The acceleration factors \( c_1, c_2 \) are two constants that control the acceleration of all particles toward the global and individual extremes. They have smaller values to enable the particles to have the ability to explore outward as they converge to the target region, and larger values may cause them to fly past the target region.

\[ c_1 = c_2 = 0 \]

In the case of a particle flight, the particle will maintain a uniform speed at the current rate until it reaches the end of the search space because the social and individual cognitive abilities of the particle are lost at this time unless the optimal solution coincides with the particle’s search path, the PSO algorithm can’t find the optimal global solution:

\[ v_i = \omega v_i^k + \sqrt{k - 1}. \]

When the particle has no empirical part of itself, it loses the ability to fly toward its optimal historical position. At this time, the particle has only the current velocity and the social cognitive part, which is called the global PSO algorithm, that is, machine translation technology has been developed to a considerable extent, and for texts with more fixed forms, clearer semantics, and less-demanding translation quality, machine translation can indeed meet the demand. However, there are still many bottlenecks in the semantic aspects of machine translation that are difficult to breakthrough. Although processing bullet texts is fast, the quality of the translation of different texts is still not satisfactory, and the processing of posttranslation editing is still needed.

\[ v_i^{k+1} = \frac{\omega v_i^k + c_1}{\sqrt{g_{\text{best}}^k - x_i^k}}. \]

The ability to explore new spaces through particle interactions is characterized by fast convergence and better results in some problems. However, it is challenging to jump out of the local optimum in complex issues because it has no local search possibility. When the particle has no group experience, the particle can only fly according to its own search experience and cannot pass to the optimal group position. At this time, the particle only has the current velocity and individual cognitive part, which is called the local PSO algorithm, namely: commonly used population intelligence algorithms include the Genetic Algorithm (GA), Differential Evolution (DE) algorithm, Particle swarm optimization (PSO) algorithm, etc. The optimization mechanism of these algorithms does not depend too much on the organization of the algorithm. The structural information of
these algorithms does not rely too much on the organization of the algorithm, which can be widely applied to the combinatorial optimization and computation of functions, especially in solving some optimization problems with nonlinear, nonconvex, or nondifferentiable objective functions, which show good search performance:

\[ v_{k+1} = \frac{wv^k_i + c_1 \text{rand}_i \cdot (g_{\text{best}} - x^k_i)}{g_{\text{best}} - x^k_i} \]  

(6)

The absence of inter-particle interactions and the blockage of information sharing makes the population search equivalent to a blind search by a random number of individuals at scale, with slow convergence and a minimal probability of getting the optimal global solution. Later, studies found that in order to get a better solution, it is not necessary to be equal to 2, but taken the interval [0, 4]. The study of the effect and the PSO algorithm over the time-varying process was obtained by transforming them:

\[ c_1 = \frac{(c_1 f - c_1_i)}{c_1_i (n_{\text{maxiter}} - n_{\text{iter}})} \]  

(7)

This linearly varying acceleration factor model enhances the algorithm’s global let-go capability and can converge to the optimal global solution. In summary, in the above three parts, the first part is the inertial velocity of the particle to enable it to have an inertial motion with a tendency to expand in the search space, thus having the global exploration ability; the second part is the representative thinking about its behavior and learning its empirical knowledge, which is the self-cognitive part [23]; and the third part is inter-particle cooperation and information-sharing between groups, which is social cognition. The above three interact and constrain each other to determine the superiority-seeking ability of PSO. The estimated value of particle movement state and the estimation error can be obtained as shown in Figure 4.

4.2. Computer-Aided English-Chinese Translation System Analysis. The suitability of a text for computer-assisted translation is not determined by the field or the category of the text or the function or features of CAT software. Usually, we need to combine the two and make a comprehensive analysis, which means that a translation project analysis is required for the retranslation stage. In the case of study-abroad texts, their multiple types and formats determine both their applicability and limitations in terms of computer-assisted translation. First, as far as the classes are concerned, self-statements and letters of recommendation belong to more individual and typical texts, which require a high level of literary style and infectiousness of the language, not just grammatical and meaningful precision. Second, what such parallel texts have in common is more about style than language, which is different from the principle of the computerized translation memory. If the computer-aided translation is applied, tedious pretranslation preparation work is required, which will, on the contrary, prolong the translation process and reduce the working efficiency. CAT software plays a rather important role in the daily work of translators. Professional translators use CAT software in their work, and part-time translators, translation students, translation enthusiasts, and other groups have started to pay attention to computer-aided translation technology. The translation majors of major universities have offered courses on computer-aided translation. Even universities have set up additional majors in computer-aided translation, specializing in training this aspect of talent. Therefore, after analysis, the author believes that the advantages of using computer-assisted translation for texts such as self-statements and letters of recommendation are not obvious. However, another category of texts, such as curriculum, transcripts, certificates of registration, bank accounts, honors, school training programs, course descriptions, are repetitive, have a lot of terminologies, and have reference templates. Such texts can usually be accumulated and translated by referring to parallel texts and applying templates. Combined with the features of computer-aided translation memory and terminology database, the translation efficiency of translators can be improved to a certain extent. As far as the format is concerned, although various CAT software are being continuously optimized, the file formats that CAT software can handle are still limited, such as the noneditable PDF format and JPEG image format, which can be converted with the help of other specialized software [24]. Still, the whole translation process will be prolonged for some small-scale translation projects because of the increased preparation work before translation. Therefore, the author believes that the format and length of the text need to be considered to choose the means of translation. If the distance is long, it is best to convert text format using computer-assisted translation. If the form is unmanageable and the length is short, then a manual translation can be performed. A comparison of the three data sets is shown in Figure 5.

In using CAT software to translate study-abroad texts, I encountered many computers technical problems, tried various means to solve them by myself, looked them up on the Internet, or sought help from technicians in related fields. Later, it was found that many of the problems appeared to be operational errors, but in essence, the author lacked an understanding of the software’s operating principles. Like the author, many translators are language learners and perhaps not good at computers. During the tedious operation of the software, it always stalls due to specific details of mistakes, adding to the burden of translation. After many attempts, familiarity with the software process will naturally improve the dilemma. However, to solve this lack of computer technology, translators should enhance their awareness of interdisciplinary learning, get more familiar with and understand the basic principles of computers, and improve their ability to solve computer technology problems independently.

4.3. Test Results of Computer-Aided English-Chinese Translation System. The BLEU of the model that preprocesses Chinese by characters + named entities reaches a maximum of 15.93, which is 0.40 higher than that of the model that
Figure 4: State estimates and estimation errors.

Figure 5: Comparison of the three data sets.

preprocesses Chinese by words. Considering that the BLEU is calculated according to the word sequence output method, the actual translation effect of the model may be improved more. The preprocessing of Chinese by characters + named entities reduces the magnitude of the Chinese vocabulary, reducing the number of parameters of the model. Taking the data set TED2013 as an example, when processing Chinese by word sequence, the size of Chinese word vocabulary is $V_1 = 33607$, and the total number of parameters of the Chinese embedding layer is $V_1 \cdot d$. The total number of parameters of the SoftMax layer is $V_1 \cdot d$, the total number of parameters is $2V_1 \cdot d$, and the total number of parameters is $17.2 \times 10^6$ with $d = 256$. When processing Chinese by character + named entity, the size of Chinese word vocabulary is $r^2 = 5 \times 647$. The total parameters of the Chinese embedding layer and SoftMax layer are $2F2 \cdot d = 2.89 \times 10^7$, which reduces the parameters by 83.2%. The software generally requires that the project framework be created before the files to be translated can be imported. Translators can import multiple files and translate them simultaneously or translate them one by one. This helps to organize and clarify the translation project and helps to raise the translators’ awareness of translation project management, and promotes teamwork. The translator establishes the translation project at the beginning of this translation project. The translation progress of each translation file is displayed on the software interface in real-time so that the translator can grasp the current translation process more clearly. Considering the number of parameters in the English coding embedding, LSTM, and attention layers, the model parameters are reduced by 30–40%. At the same time, the Softmax layer is 83.2% less computationally intensive when solving the probability distribution in the forward direction and the derivation in the reverse order. The model processes 3.96K words per second, 126% more words per second than processing Chinese with word sequences. Still, considering the increase in text length due to processing text with character sequences, the actual time spent for each batch training is 1.83 seconds, and the total time spent is about 15.2 hours. Compared with processing Chinese with word sequences, the time was reduced by 21.2%.

The first three models mentioned in this paper used initialization method one. In the data set TED2013, the experiments were conducted using the initialization method 2. The model reached a maximum BLEU of 15.61 in the test set within 30 K steps, slightly smaller than method 1. The smaller amount of data and the more extensive word list at the English end resulted in insufficient data to train a better word vector than the unsupervised Glove method. However, experiments using way 3 (model 4) showed loss function curves introduced on TED2013 and in the test set BLEU as shown in Figure 6.

This study mentions that when pretrained word vectors are used in the model, the expressiveness (compared to other values in the surrounding space) is already excellent because the word vectors are trained and converged on a large-scale corpus. Therefore, the model may quickly fall into a local optimum solution when using pretrained word vectors. This conjecture can be verified by comparing the decreasing trend of the loss curve during model training. The natural curve is
the training error curve of the model when using the pre-trained word vector. The error drops rapidly at the beginning of the movement, reaching about 55 at about 10 K steps, and then falls more slowly and stabilizes at about 50. As analyzed earlier, the loss of the model with pre-trained word vectors is smaller than that with random initialization in the early training period. Still, the model with random initialization converges to better results in the later training period. The loss comparison between the pretrained word vector and the random initialization is shown in Figure 7.

This review proposes a new model structure with a conversion layer added between the encoder and decoder. The conversion layer used in this study consists of three components: a forward neural network layer, a residual connection, and a normalization layer. Using the model with the conversion layer, the maximum BLEU on the test set reaches 17.61 in 30K steps when trained on the TED2013 dataset, improving 1.03 BLEU. After adding the transformation layer, the new parameters added to the model are mainly in the forward neural network layer in the transformation layer. When using the intermediate layer with width $h = 4d$, the RNN consists of two bidirectional LSTMs with $n = 4$ layers, and the coating contains a total of about 64d2 parameters. Considering the embedding layer (about 10 M parameters), the LSTM layer, and the attention layer (within 1M parameters) on the English side, the model increases the parameters by about 30%. The increase in computation during model training and inference is also
around 30%. Model 5 processed 3.07 K words per second at TED2013, and each batch training took 2.36 seconds for about 19.6 hours. This increases by 28.9 hours compared to when processing Chinese with word sequences.

5. Conclusion

With an ever-expanding translation market and an ever-increasing translation workload, it is impossible to complete such a heavy and urgent translation task efficiently and with high quality by relying solely on translators working with their heads in the sand. Machine translation is astonishingly fast, which saves time and cost significantly. The whole project is made to flow with computer-aided translation tools to reasonably calculate and allocate the translation volume and strictly control the translation quality. This paper proposes developing and researching a computer-aided English–Chinese translation system based on particle swarm optimization programming. From the perspective of translation, under the situation that translation accuracy is not required, more and more users begin to use the combination of machine translation and manual modification to replace computer-aided translation, even though the availability of CAT software has reached a reasonably high level, the process is still more complicated and tedious compared with machine translation. With the continuous development of machine translation technology, machine translation is sufficient to meet users' needs in situations that do not require high-translation accuracy. Machine translation may gradually replace computer-aided translation. Perhaps in the future, CAT software can further explore its professionalism-related functions to improve the added value of products and distinguish the application with machine translation in different fields. No matter how the technology in the translation industry develops in the future and what challenges the CAT industry faces, the development of CAT software must face up to the needs of users and improve the usability level of the software itself.
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