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Abstract. Graph embedding is the major technique which is used to map guest graph into host graph. In architecture simulation, graph embedding is said to be one of the strongest application for the execution of parallel algorithm and simulation of various interconnection networks [1]. In this paper, we have embedded circulant networks into star of cycle and folded hypercube into cycle-of-ladders and compute its exact wirelength. Further we have discussed the embedding parameters in VLSI Layout.
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1. Introduction

Recent study in integrated circuit has made the construction of interconnection network possible. Along with these studies, most of the interconnection typologies has been investigated and discussed. Most often the interconnection networks are been designed as graphs. Graph embedding is said to be one of the major factor that is used to evaluate these interconnection networks. It can also be used for many parallel computing applications, like network design, data structures and so on. The evaluation of embedding can be done by using different cost criteria. The main criteria is the wirelength. The embedding performance is also measured by dilation, edge congestion, load, and expansion.

An embedding of $A$ into $B$ is the pair $(g, P_g)$ described [2] as follows:

1. $g$ is the $1 \rightarrow 1$ mapping from $V(A)$ to $V(B)$
2. $P_g$ is the $1 \rightarrow 1$ mapping from $E(A)$ to $P_g(e) : P_g(e)$ be the path in host graph joining $g(x)$ and $g(y)$ for $e = xy \in E(A)$.

Let $g$ be the embedding from $A$ into $B$. The edge congestion for $e \in E(B)$, denoted by $EC_g(e)$, is the cardinality of edges $(uv)$ in $A$ for which $e$ is in the path $P_g(uv)$ joining $g(u)$ and $g(v)$ in $B$. Specifically,

$$EC_g(A,B(e)) = |\{(x, y) \in E(A) : e \in P_g(x, y)\}|$$

where $P_g(x, y)$ represents the path between $g(x)$ and $g(y)$ in $B$ with respect to $g$.

The wirelength of embedding $g$ of $A$ to $B$ is [2] given by

$$WL_g(A,B) = \sum_{(x,y) \in E(A)} d_B(g(x), g(y)) = \sum_{e \in E(B)} EC_g(A,B(e))$$

where $d_B(g(x), g(y))$ denotes the length of the path $P_g(x, y)$ in $B$. Then, the wirelength of $A$ into $B$ is explained as

$$WL(A,B) = \min WL_g(A,B)$$

here the minimum is taken from all the embedding $g$ of $A$ into $B$.

Graph embedding has been studies for enhanced hypercube into windmill and necklace graphs [3], hypercubes to necklace graphs [4], complete multipartite graphs into path, cycle, wheel, circulant graphs [5]. The exact wirelength has been obtained for 1-fault hamiltonian graphs into wheels and fans [6]. The sharp lower bound has been determined for dilation as well as congestion of the networks such as wheel, fan, windmill, friendship graph into hypertrees [7]. An algorithm has been determined with minimum wirelength for embedding Turán graphs into incomplete hypercubes [8], binary trees into hypercubes [2], complete binary trees into hypercubes [9], star graph to path [10], ternary tree into hypercube [11], meshes into möbius cubes [12], folded hypercube into grids [13].

In this paper, we have obtained an algorithm of embedding circulant networks into star of cycle and folded hypercube into cycle-of-ladders and by Modified Congestion Lemma [15, 18] and Partition Lemma [16] obtained the exact wirelength.
2. Preliminaries

In this section we have discussed the fundamental definitions and Lemma that are associated to embedding problems.

Edge isoperimetric problem: Let $S$ be a subset of $V(A)$, then

\[ I_A(S) = \{(xy) \in E \mid x, y \in S\}, \quad I_A(a) = \max_{S \subseteq V,|S|=a} |I_A(S)| \]

\[ \theta_A(S) = \{(xy) \in E \mid x \in S, y \not\in S\}, \quad \theta_A(a) = \min_{S \subseteq V,|S|=a} |\theta_A(S)|. \]

For $a = 1, 2, \ldots, n$, the problem that is used for obtaining the subset $S$ of $V(A)$ such that $|S| = a$ and $|I_A(S)| = I_A(a)$ is said to be the Maximum Subgraph Problem (MSP) \[5\]. Also, for $a = 1, 2, \ldots, n$, the problem which is used to obtain a subset $S$ of $A$ such that $|S| = a$ and $|\theta_A(S)| = \theta_A(a)$ is known as the Minimum Cut Problem (MCP) \[5\]. In the case of regular graph, $I_A$ and $\theta_A$ is similar in such a way that a answer for one gives the answer for the other. In another words, for any regular graph with regularity say $r$, $2I_A(a) + \theta_A(a) = ra, a = 1, 2, \ldots, |V(A)|$.

Lemma 2.1. (Modified Congestion Lemma) \[15\] \[18\] Let $g$ be the embedding from $A$ into the host graph $B$ having $|V(A)| = |V(B)|$. Let the edge cut of $B$ be $T$ that is by removing $T$, we can separate $B$ exactly into two connected components $B_1$ and $B_2$, and $A_1 = G[g^{-1}(V(B_1))]$ and $A_2 = G[g^{-1}(V(B_2))]$. Further, let $T$ satisfies the below conditions:

\( i \) For each $xy \in E(A_j), j \in \{1, 2\}, P_g(xy)$ have no edges in $T$.

\( ii \) For each $xy \in E(A), x \in V(A_1), y \in V(A_2), P_g(xy)$ have only one edge in $T$.

\( iii \) $V(A_1)$ and $V(A_2)$ are the optimal sets with the cardinality of $V(A_1)$ and $V(A_2)$ respectively.

If $T$ exists, then $EC_g(T)$ is the minimum over all the embeddings $g : A \rightarrow B$ and

\[ EC_g(T) = \sum_{u \in V(A_1)} \deg_A(u) - 2|E(A_1)| = \sum_{u \in V(A_2)} \deg_A(u) - 2|E(A_2)|. \]

Lemma 2.2. (Partition Lemma) \[16\] Consider an embedding $g$ of $A$ into $B$. Let $E(B)$ has the partition $\{X_1, X_2, \ldots, X_l\}$ where each $X_i$ is the edge cut of host graph and satisfied the conditions of Lemma 2.1 then

\[ WL_g(A, B) = \sum_{i=1}^l EC_g(X_i). \]

Moreover, $WL(A, B) = WL_g(A, B)$. 
3. Embedding folded hypercubes into cycle-of-ladders

In this section we embed folded hypercubes cycle-of-ladders. We need the following to move further.

Among the interconnection networks, the most efficient and popular topological structure is the hypercube. In parallel processing hypercube has become the first choice since it has many exceptional features.

Fang [17] has put forward fairly a new cycle-embedding feature known as the bipancycle connectivity and also a new graph known as the cycle-of-ladders. By giving algorithms for embedding $COL(l, r)$ into $Q^s$ and by bringing out the bipanconnected cycles in the $COL(l, r)$, the hypercube $Q^s$ have been proved to be a bipancycle connected graph.

$P(r)$ and $C(r)$ represents a path and cycle having length $r - 1$ and $r$ respectively. A ladder with length $r$, represented by $L(r)$, is a $P(r) \times K_2$ (the cartesian product $A \times B$ of graphs $A$ and $B$) with disjoint vertex set $V_1$ and $V_2$ and edge set $E_1$ and $E_2$ is the graph with vertex set $V_1 \times V_2$ and $a = (a_1, a_2)$ adjacent with $b = (b_1, b_2)$ whenever $a_1 = b_1$ and $a_2$ is adjacent to $b_2$ or $a_2 = b_2$ and $a_1$ is adjacent to $b_1$). Every vertex of an $L(r)$ is labelled as $(a_0, a_1)$, where $a_0 = 0$ or $a_0 = 1$, and $0 \leq a_1 \leq r$. Every edge $((0, a_1), (1, a_1))$ is said to be a rung of $L(r)$, where $0 \leq a_1 \leq r$ and it is known as the $a_1^{th}$ rung. The bottom rung of the ladder is the $0^{th}$ rung. The bands of the $L(r)$ is the two paths $((0, 0), (0, 1), \ldots, (0, r))$ and $((1, 0), (1, 1), \ldots, (1, r))$ said to be the $0^{th}$ band and $1^{st}$ band respectively. Clearly $L(r)$ has $2(r + 1)$ vertices and $3r + 1$ edges.

Definition 3.1. [17] A graph obtained by unifying a bone cycle $B_c$ and $l$ ladders $L_d(0), L_d(1), \ldots, L_d(l - 1)$ with the bottom rungs $B_c(0), B_c(1), \ldots, B_c(l - 1)$, respectively, such that every $B_c(i)$ is in the $B_c$ where $0 \leq i \leq l - 1$ is called cycle-of-ladders.

In this section, we consider that each $L_d(i), 0 \leq i \leq l - 1$, has length $r$. Clearly the cycle-of-ladders contains $2l(r + 1)$ vertices and it is represented by $COL(l, r)$.

Theorem 3.2. [19, 20, 21] Let $Q^s$ be an $s$-dimensional hypercube. For $1 \leq j \leq 2^s$, $L_j$ is an optimal set on $j$ vertices.

Definition 3.3. [22] For two vertices $u = u_1 u_2 \cdots u_s$ and $v = v_1 v_2 \cdots v_s$ of $Q^s$, $(u, v)$ is a complementary edge if and only if the bits of $u$ and $v$ are complements of each other, that is, $v_j = \overline{u_j}$ for each $j = 1, 2, \ldots, s$. The $s$-dimensional folded hypercube, denoted by $FQ^s$ is an undirected graph derived from $Q^s$ by adding all complementary edges.

Lemma 3.4. [23] Let $FQ^s$ be an $s$-dimensional folded hypercube. Let the subgraph of $FQ^s$ that is isomorphic to $L_p$ be $P$ where $p \leq 2^{s-1}$. If $P_1$ and $P_2$ are vertex disjoint subgraphs of $FQ^s$ given by $p_1$ and $p_2$ successive vertices of $0Q^{s-1}$ or $1Q^{s-1}$ such that $p_1 + p_2 = p$, then $|E(FQ^s[P_1 \cup P_2])| \leq |E(FQ^s[P])|$.

Lemma 3.5. [23] In the folded hypercube $FQ^s$, $L_j$ is isomorphic to $RL_j$ for $1 \leq j \leq 2^s$.

Embedding Algorithm A
Input: The $s$-dimensional folded hypercube $FQ^s$ and a cycle-of-ladders $COL(4, 2^{s-3} - 1)$, $s \geq 3$.

Algorithm: Labelling of the vertices of $FQ^s$ is by Gray code labeling [2] from 0 to $2^s - 1$. Label the vertices of $COL(4, 2^{s-3} - 1)$ as follows: For $1 \leq j \leq 4$, label the $0$th band vertices of $L_d(j)$ from bottom to top as $0, 1, \ldots, 2^{s-3} - 1$ and label the $1$st band vertices of $L_d(j)$ from top to bottom as $(2j - 1)(2^{s-3} - 1 + 1), (2j - 1)(2^{s-3} - 1 + 1) + 1, \ldots, (2j - 1)(2^{s-3} - 1 + 1) + 2^{s-3} - 1$ and label the $0$th band vertices from bottom to top as $(2j - 2)(2^{s-3} - 1 + 1), (2j - 2)(2^{s-3} - 1 + 1) + 1, \ldots, (2j - 1)(2^{s-3} - 1 + 1) - 1$.

Output: An embedding $g$ of $FQ^s$ into $COL(4, 2^{s-3} - 1)$ given by $g(x) = x$ with minimum wirelength.

Proof of correctness: For $1 \leq i \leq 2$, let $A_i$ be the edge cut that consists of all the rungs of $L_d(i)$ and $L_d(2 + i)$. For $1 \leq j \leq 2$, let $B_j$ is the edge cut that has the edges between $L_d(i)$ and $L_d(i + 1)$ and the edge between $L_d(2 + i)$ and $L_d(2 + i + 1)$. For $1 \leq i \leq 4$, $1 \leq j \leq 2^{s-3} - 1$, let $S^j_i$ be the edge cut in $L_d(i - 1)$ which consists of the edges between $(2^{s-3} - 1 - j + 1)^{th}$ rung and $(2^{s-3} - 1 - j)^{th}$ rung. Then $\{A_i : 1 \leq i \leq 2\} \cup \{B_j : 1 \leq j \leq 2\} \cup \{S^j_i : 1 \leq i \leq 4, 1 \leq j \leq 2^{s-3} - 1\}$ is a partition of $E(COL(k, s))$ (see Figure 1).
For each \(i, 1 \leq i \leq 2, E(COL(k, r)) \setminus A_i\) has two components \(B_{i1}\) and \(B_{i2}\) where
\[
V(B_{i1}) = \{(2i-1)(2^{s-3} - 1 + 1), (2i-1)(2^{s-3} - 1 + 1) + 1, \ldots, (2i-1)(2^{s-3} - 1 + 1) + k(2^{s-3} - 1 + 1) - 1\}.
\]
Let \(A_{i1} = G[V(g^{-1}(B_{i1}))]\) and \(A_{i2} = G[V(g^{-1}(B_{i2}))]\). By Lemma 2.1 \(A_{i1}\), is optimal, and every \(T_i\) satisfies all the conditions of the Modified Congestion Lemma. Therefore \(EC_g(T_i)\) is minimum.

For each \(j, 1 \leq j \leq 2, E(COL(k, r)) \setminus B_j\) has two components \(B_{j1}\) and \(B_{j2}\) where
\[
V(B_{j1}) = \{(2j)(2^{s-3} - 1 + 1), (2j)(2^{s-3} - 1 + 1) + 1, \ldots, (2j)(2^{s-3} - 1 + 1) + k(2^{s-3} - 1 + 1) - 1\}.
\]
Let \(A_{j1} = G[V(g^{-1}(B_{j1}))]\) and \(A_{j2} = G[V(g^{-1}(B_{j2}))]\). By Lemma 2.1 \(A_{j1}\), is optimal, and each \(X_j\) satisfies all the conditions of the Modified Congestion Lemma. Therefore \(EC_g(X_j)\) is minimum.

For each \(i, j\), \(1 \leq i \leq 4, 1 \leq j \leq 2^{s-3} - 1, E(COL(k, r)) \setminus S_i^j\) has two components \(B_{i1}^j\) and \(B_{i2}^j\) where
\[
V(B_{i1}^j) = \begin{cases}
\{0, 1, \ldots, j - 1\} \cup \{2i(2^{s-3} - 1 + 1) - 1, 2i(2^{s-3} - 1 + 1) - 2, \ldots, \}
\{2i(2^{s-3} - 1 + 1) - j\} & \text{if } i = 1 \\
\{(2i-1)(2^{s-3} - 1 + 1) - 1, (2i-1)(2^{s-3} - 1 + 1) - 2, \ldots, \}
\{(2i-1)(2^{s-3} - 1 + 1) - j\} \cup \{(2i-1)(2^{s-3} - 1 + 1), \}
\{(2i-1)(2^{s-3} - 1 + 1) + 1, \ldots, (2i-1)(2^{s-3} - 1 + 1) + j - 1\} & \text{if } i \neq 1
\end{cases}
\]
Let \(A_{i1}^j = G[V(g^{-1}(B_{i1}^j))]\) and \(A_{i2}^j = G[V(g^{-1}(B_{i2}^j))]\). By Lemma 2.1 \(A_{i1}^j\) is an optimal set, each \(T_i^j\) satisfies all the three conditions of the Modified Congestion Lemma. Therefore \(EC_g(U_i^j)\) is minimum. The Partition Lemma gives that the wirelength is minimum.

**Theorem 3.6.** Let \(A\) be the \(s\)-dimensional folded hypercube \(FQ^s\) and \(B\) be the cycle-of-ladders \(COL(4, 2^{s-3} - 1)\). Then the wirelength of embedding from \(A\) into \(B\) is given by
\[
WL(A, B) = 2^{s+2} + 4 \sum_{j=1}^{2^{s-3} - 1} \theta_A(2j)
\]

**Proof.** By Embedding Algorithm A and by Partition Lemma, we have
\[
WL(A, B) = \sum_{i=1}^{2} EC_g(A_i) + \sum_{j=1}^{2} EC_g(B_j) + \sum_{i=1}^{4} \sum_{j=1}^{2^{s-3} - 1} EC_g(S_i^j)
\]
\[
= \sum_{i=1}^{2} 2^s + \sum_{j=1}^{2} 2^s + \sum_{i=1}^{4} \sum_{j=1}^{2^{s-3} - 1} \theta_A(2j)
\]
\[
= 2^{s+2} + 4 \sum_{j=1}^{2^{s-3} - 1} \theta_A(2j).
\]
4. Embedding of circulant networks into star of cycle

To show the main results we need the following definitions and theorems.

**Definition 4.1.** [22] A circulant graph $G(n; \pm R)$, where $R \subseteq \{1, 2, \ldots, [n/2]\}$, $n \geq 3$ is said to be a graph having the vertex set $V = \{0, 1, \ldots, n-1\}$ and the edge set $E = \{(i, j) : |j-i| \equiv s(mod\ n), s \in R\}$.

**Definition 4.2.** [22] A graph attained by replacing every vertex of star $K_{1,n}$ by a graph having $n$ vertices is said to be star of graph and it is represented by $G^*$. The graph $G$ which replaced at the center of $K_{1,n}$ we call the central copy of $G^*$.

**Theorem 4.3.** [23] A set of $l$ successive vertices of $G(n; \pm 1)$, $1 \leq l \leq n$ gives a maximum subgraph of $G(n; \pm S)$, where $S = \{1, 2, \ldots, j\}$, $1 \leq j < [n/2]$, $n \geq 3$.

**Theorem 4.4.** [14] The number of edges in a maximum subgraph on $l$ vertices of $G(n; \pm S)$, $S = \{1, 2, \ldots, j\}$, $1 \leq j < [n/2]$, $1 \leq l \leq n$, $n \geq 3$ is given by

$$\xi = \begin{cases} 
\frac{l(l-1)}{2} & ; \ l \leq j + 1 \\
 lj - j(j + 1)/2 & ; \ j + 1 < l \leq n - j \\
\frac{1}{2}((n-l)^2 + (4j+1)k - (2j+1)n) & ; \ n - j < l \leq n.
\end{cases}$$

**Definition 4.5.** [14] Let $v_1, v_2, \ldots, v_n$ be successive vertices of central copy of $C^*_n$ and $u_{i1}, u_{i2}, \ldots, u_{in}$ be successive vertices of cycles $C^*_n, i = 1, 2, \ldots, n$. Let $e_i$ be edge such that $e_i = v_i u_{i-1}, \forall i = 2, 3, \ldots, n$ and $e_1 = v_1 u_{n1}$, which join each cycle $C^*_n$ with the central copy of $C^*_n$.

The structure of a star of cycle graph is $C^*_n(0), C^*_n(1), \ldots, C^*_n(k-1)$. It is clear that this type of star of cycle has $m(k+1)$ vertices and it is represented by $C^*_k(m)$.

**Embedding Algorithm B**

**Input:** A circulant graph $G(n; \pm\{1,2,\ldots,j\})$, $1 \leq j < [n/2]$ and a star of cycle $C^*_k(m)$.

**Algorithm:** Label the consecutive vertices of $G(n; \pm 1)$ in $G(n; \pm\{1, 2, \ldots, j\})$, as $0, 1, \ldots, n - 1$ in the clockwise sense. Label the vertices of $C^*_k(m)$ as follows: For $0 \leq i \leq m - 1$, label $B_c(i)$ as $i(k+1)$. For $0 \leq i \leq m - 1$, Label $C(i)$ as $(i(k+1) + 1, i(k+1) + 2, \ldots, i(k+1) + m)$.

**Output:** An embedding $g$ of $G(n; \pm\{1, 2, \ldots, j\})$ into $C^*_k(m)$ given by $g(x) = x$ having wire-length minimum.

**Proof of correctness:** Let us assume that the labels are representing the vertices to which they are assigned.
Case 1 (m is even): For $1 \leq i \leq \frac{k}{2}$, let $S_i$ be the edge cut that has the edges between $C(i)$ and $C(i+1)$, together with the edges between $C\left(\frac{m}{2} + i\right)$ and $C\left(\frac{m}{2} + i + 1 \mod m\right)$. For $1 \leq j \leq \frac{k}{2}$, let $S_j$ be the edge cut that has edges between $C(j)$ and $B_c(j)$. For $1 \leq i \leq \frac{k}{2}$, $1 \leq j \leq \frac{m}{2}$, let $S_i = \{j(k + 1) + i, (j(k + 1) + (i + 1))\}$. Then 

\[
\{S_i : 1 \leq i \leq \frac{k}{2}\} \cup \{S_j : 1 \leq j \leq \frac{k}{2}\} \cup \{S_i^j : 1 \leq i \leq \frac{k}{2}, 1 \leq j \leq \frac{m}{2}\}
\]

is a partition of $[E(C_k^*(m))]$ (see Figure 2).

For $1 \leq i \leq \frac{k}{2}$, $E(C_k^*(m)) \setminus S_i$ has two components $B_{i1}$ and $B_{i2}$, where

\[
V(B_{i1}) = \{i(k + 1), i(k + 1) + 1, \ldots, i(k + 1) + 1 + 2k\}.
\]

Let $A_{i1} = G[V(g^{-1}(B_{i1}))]$ and $A_{i2} = G[V(g^{-1}(B_{i2}))]$. By Lemma 2.1, $A_{i1}$ is optimal, and every $S_i$ satisfies all the conditions of the Modified Congestion Lemma. Therefore $EC_g(S_i)$ is minimum.

For $1 \leq j \leq \frac{k}{2}$, $E(C_k^*(m)) \setminus S_j$ has two components $B_{j1}$ and $B_{j2}$, where

\[
V(B_{j1}) = \begin{cases} 
\{k, k - 1\} & \text{if } j = 0 \\
\{j(k + 1), j(k + 1) + 1\} & \text{if } j \neq 0
\end{cases}
\]

Let $A_{j1} = G[V(g^{-1}(B_{j1}))]$ and $A_{j2} = G[V(g^{-1}(B_{j2}))]$. By Theorem 2.1, $A_{j1}$ is optimal, and each $S_j$ satisfies all the three conditions of the Modified Congestion Lemma. Therefore $EC_g(S_j)$ is minimum.

For each $i, j, 1 \leq i \leq \frac{k}{2}, 1 \leq j \leq \frac{m}{2}$, $E(C_k^*(m)) \setminus S_i^j$ has two components $B_{i1}^j$ and $B_{i2}^j$ where
\[ V(B^j_{i1}) = \begin{cases} 
\{ j, j+1, \ldots, \frac{m}{2} + j - 1 \} & \text{if } i = 0 \\
\{ j((k+1) + i, j((k+1) + i + 1, \ldots, \frac{m}{2} + i + (k+2)j - 1 \} & \text{if } i \neq 0 
\end{cases} \]

Let \( A^j_{i1} = G[V(g^{-1}(B^j_{i1}))] \) and \( A^j_{i2} = G[V(g^{-1}(B^j_{i2}))] \). Since \( A^j_{i1} \) is an optimal set, each \( S^j_i \) satisfies conditions (i), (ii) and (iii) of the Modified Congestion Lemma. Therefore \( EC_g(S^j_i) \) is minimum. By Partition Lemma we can say that the wirelength is minimum.

**Case 2 (m is odd):** For \( i, j, 1 \leq i \leq m - 1, 1 \leq j \leq m - 1 \), when \( i \) and \( j \) is odd, let \( S_i = S_j \) be the edge cut that has all the edges of \( C(i) \) together with the edge \( B_c(i) \) and the edge between \( B_c(i + \frac{k}{2}) \) and \( B_c(i + \frac{k}{2} + 1) \). When \( i \) and \( j \) is even, let \( S_i = S_j \) be the set of edges which has edge of \( B_c(i) \) together with the edge of \( C(i + \frac{k}{2}) \) and \( B_c(i + \frac{k}{2}) \). For \( 1 \leq i \leq m - 1, 1 \leq j \leq \frac{k}{2} \) let \( S^j_i \) be the set of edges between \( C(i) \) and \( B_c(i) \). Then \( \{ S_i, S_j : 1 \leq i \leq m - 1 \} \cup \{ S^j_i : 1 \leq i \leq m - 1, 1 \leq j \leq \frac{k}{2} \} \) is a partition of \( [2E(C^*_k(m))] \).

As in Case 1, it is easy to prove that the wirelength is minimum.

**Theorem 4.6.** Let \( A \) be the circulant graph \( G(n; \pm\{1, 2, \ldots, j\}) \), \( 1 \leq j < \lfloor n/2 \rfloor \) and \( B \) be the star of cycle \( C^*_k(m) \). Then the wirelength of embedding \( A \) into \( B \) is given by

\[
WL(A, B) = \begin{cases} 
\frac{k}{2} \left\{ \theta_A \left( \frac{m(k+1)}{2} \right) + \theta_A(k) + \sum_{j=1}^{m/2} \theta_A \left( \frac{k}{2} \right) \right\} & \text{if } m \text{ is even} \\
\frac{1}{2} \left\{ \sum_{i=1}^{m-1} \theta_A \left( \frac{m(k+1)}{2} \right) + \sum_{j=1}^{m-1} \theta_A(k) + \sum_{j=1}^{k/2} \theta_A \left( \frac{k}{2} \right) \right\} & \text{if } m \text{ is odd.} 
\end{cases}
\]

**Proof.** Following the representation that are given in Embedding Algorithm B, we divide the proof into two cases.

**Case 1 (m is even):** By Modified Congestion Lemma,

i) \( EC_g(S_i) = \theta_A \left( \frac{m(k+1)}{2} \right), 1 \leq i \leq \frac{k}{2} \)

ii) \( EC_g(S_j) = \theta_A(k), 1 \leq j \leq \frac{k}{2} \)

iii) \( EC_f(S^j_i) = \theta_A \left( \frac{k}{2} \right), 1 \leq i \leq \frac{k}{2}, 1 \leq j \leq \frac{m}{2} \).
Then by Partition Lemma,

\[
WL(G, C^*_k(m)) = \left\{ \sum_{i=1}^{k/2} EC_g(S_i) + \sum_{j=1}^{k/2} EC_g(S_j) + \sum_{i=1}^{m/2} EC_g(S_i^j) \right\}
\]

\[
= \left\{ \sum_{i=1}^{k/2} \theta_A \left( \frac{m(k + 1)}{2} \right) + \sum_{j=1}^{k/2} \theta_A(k) + \sum_{i=1}^{m/2} \theta_A \left( \frac{k}{2} \right) \right\}
\]

\[
= \left\{ \frac{k}{2} \theta_A \left( \frac{m(k + 1)}{2} \right) + \frac{k}{2} \theta_A(k) + \frac{m}{2} \sum_{j=1}^{k/2} \theta_A \left( \frac{k}{2} \right) \right\}
\]

\[
= \frac{k}{2} \left\{ \theta_A \left( \frac{m(k + 1)}{2} \right) + \theta_A(k) + \sum_{j=1}^{m/2} \theta_A \left( \frac{k}{2} \right) \right\}
\]

**Case 2 (m is Odd):** By Modified Congestion Lemma,

i) \( EC_g(S_i) = \theta_A \left( \frac{m(k + 1)}{2} \right), 1 \leq i \leq m - 1 \)

ii) \( EC_g(S_j) = \theta_A(k), 1 \leq j \leq m - 1 \)

iii) \( EC_g(S_i^j) = \theta_A \left( \frac{k}{2} \right), 1 \leq i \leq m - 1, 1 \leq j \leq \frac{k}{2} \).

Then by 2-Partition Lemma,

\[
WL(G, C^*_k(m)) = \frac{1}{2} \left\{ \sum_{i=1}^{m-1} EC_g(S_i) + \sum_{j=1}^{m-1} EC_g(S_j) + \sum_{i=1}^{m-1} EC_g(S_i^j) \right\}
\]

\[
= \frac{1}{2} \left\{ \sum_{i=1}^{m-1} \theta_A \left( \frac{m(k + 1)}{2} \right) + \sum_{j=1}^{m-1} \theta_A(k) + \sum_{i=1}^{m-1} \theta_A \left( \frac{k}{2} \right) \right\}
\]

\[
= \frac{1}{2} \left\{ \sum_{i=1}^{m-1} \theta_A \left( \frac{m(k + 1)}{2} \right) + \sum_{j=1}^{m-1} \theta_A(k) + \sum_{j=1}^{k/2} \theta_A \left( \frac{k}{2} \right) \right\}
\]

\[
= \frac{1}{2} \left\{ \sum_{i=1}^{m-1} \theta_A \left( \frac{m(k + 1)}{2} \right) + \sum_{j=1}^{m-1} \theta_A(k) + \sum_{j=1}^{k/2} \theta_A \left( \frac{k}{2} \right) \right\}.
\]

### 5. Implementation

The embedding of the interconnection networks is known to study the interrelation among the graphs to find whether a specific guest graph is interrelated to the host graph. If a guest graph could effectively embedded into the host graph with minimum cost, then the technique obtained in the interconnection network with a guest graph could be used in the interconnection network with the host graph at less cost.

The wirelength problem has been widely applied in different fields. One of the major application is the VLSI layout. Very Large Scale Integration (VLSI) concerns the process of integrating thousands
of transistors into a single microchip to build an integrated circuit (IC). Though VLSI emerged in the 1970s, it keep remains as a strong methodological acquisition among the parallel and distributing computational models. It assists in the reduction of circuit size and increase of circuit operating speed by cost-effective and low power management. With the emergence of VLSI and its advantages, the number of applications of integrated circuits (ICs) in the general electronics, telecommunications, image processing and super computing systems have contributed to a very fast growing pace.

In VLSI layout, placing different processing elements play an influential role in reducing the communication overhead by minimizing the congestion of communication links between the processors. In general, any VLSI is comprised of a two step problem. To begin with, the placement problem is the process of placing the system’s processing elements in the most suitable position. Second, the routing problem is a method of reducing the wirelength and increasing the routability of a circuit system. To achieve this, IC with modules and wires in VLSI designs are transformed into a generalised graph with vertices representing the modules and edges representing the wires in such a way that total wirelength of connecting wires is minimized (see Figure 3).

The layout of interconnection networks has important cost and performance implications for single chip multiprocessors and parallel/distributed systems based on such components. Thus, there is currently renewed interest in finding efficient VLSI layouts for various interconnection networks. VLSI layout of interconnection networks is usually derived under the Thompson model, where two layers of wires are assumed. Many grid models such as the multilayer 2-D grid and multilayer 3-D grid models and triangular grid [24] for VLSI layout of networks. In the multilayer grid model (See Figure 4), a network is viewed as a graph whose nodes correspond to processing elements and edges correspond to wires. Then the graph is embedded into many networks, including folded hypercubes, star graphs, star-connected cycles which lead to the following advantages such as the area of the layout can be reduced, the volume of the layout can be reduced, the maximum total length of wires along the routing path between any source-destination pair can be reduced. As the result the multilayer grid model for VLSI layout can also be embedded into cycle-of-ladders to minimize the wirelength.

Figure 3. Graph representation of VLSI
6. Concluding remarks

The wirelength of embedding folded hypercube into grid has been obtained [13]. In this paper, we have embedded circulant networks into star of cycle, and folded hypercube into cycle-of-ladders to find the minimum wirelength. Also the embedding constructed is simple, elegant and give exact wirelength. To obtain the wirelength of grid to cycle-of-ladders is under investigation.
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