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ABSTRACT. How many copies of a parallelepiped are needed to ensure that for every point in the parallelepiped a copy of each other point exists, such that the distance between them equals the distance of the pair of points when the opposite sites of the parallelepiped are identified? This question is answered in Euclidean space by constructing the smallest domain that fulfills the above condition. We also describe how to obtain all primitive cells of a lattice (i.e., closures of fundamental domains) that realise the smallest number of copies needed and give them explicitly in 2D and 3D.

1. INTRODUCTION

The question addressed in this paper appears when it is asked for distances between pairs of points in a parallelepiped $P$ whose opposite sides are identified. Such a periodic setting is natural in crystallography and can also be found in many other fields such as molecular biology, fluid mechanics, and astronomy. A basic operation that requires the computation of pairwise distances in a periodic setting is for example the computation of the Voronoi decomposition of a crystal where the centre points of the Voronoi cells are the atom positions. This is used for analyses as well as for defining the bond network when constructing the Vietoris-Rips or Alpha complex for a persistent homological analysis on a point cloud in a periodic setting. The parallelepipeds in this setting can be tilted, for example when they are constructed from crystallographic data. The parallelepipeds in this setting can be tilted, for example when they are constructed from crystallographic data.

2. NUMBER OF COPIES

Let $B := (v_1, \ldots, v_n) \in \mathbb{R}^{n^2}$ equipped with the 2-norm be a matrix whose columns are $n$ linearly independent vectors and $P$ be the parallelepiped spanned by them (containing the boundary). Let $F$ be the space obtained from identifying opposite faces of the parallelepiped $P$, i.e., $F = \mathbb{R}^n / \Lambda$, where $\Lambda = (B \mathbb{Z}^n, +)$. This defines a covering with covering map $\pi : \mathbb{R}^n \to F$. The distance $d(q_1, q_2)$ between the points $q_1, q_2 \in F$ is defined as the minimal distance in $\mathbb{R}^n$ between two points $p_1 \in \pi^{-1}(q_1)$ and $p_2 \in \pi^{-1}(q_2)$.

We want to construct a connected compact minimal subset $D \subset \mathbb{R}^3$ with $P \subset D$ such that for any given point $p$ in $P$, there exists a point $\tilde{p} \in D$ with $d_\mathbb{R}(p, \tilde{p}) = d(\pi(p), \pi(\tilde{p}))$, where $d_\mathbb{R}$ is the metric inherited from $\mathbb{R}^n$.

For orthogonal $P \subset \mathbb{R}^n$, $D$ is clearly contained in $3^n$ copies of $P$, three in each direction of the linearly independent vectors that span $P$ (Figure 1). However, more copies of $P$ are needed to cover $D$ in the general case of non-orthogonal vectors $v_1, \ldots, v_n$. Such a case is shown in Figure 3 where $P$ is shaded dark blue: The light blue point closest to the red point is not contained in $P$ and the eight copies around it. We show how to obtain $D$ and illustrate the argument with examples (Figure 13).

Determining $D$

Let $V$ be a Voronoi cell with respect to the lattice $\Lambda$.

$D$ is the union of $P$ and copies of $V$ attached to each point of the boundary of $P$. 
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Proof:
To construct $D$ as defined above, we have to add to each point $p \in P$ the closure of the set of points that are closer to $p$ than to any of its copies $\pi^{-1}(\pi(p)) \setminus p$. This is by definition the Voronoi cell $V_p$ that contains $p$ of the set $\Lambda_p$, where the set $\Lambda_p$ is the translate of $\Lambda$ by the vector $p$. Denote the union of all Voronoi cells $V_q$ of points $q \in \partial D$ by $U$. This is, $U$ is obtained by shifting $V$ along $\partial P$ since the Voronoi cells obtained from lattices that are related by a translation are translational equivalent. $U$ covers every Voronoi cell $V_p$, $p \in P$ by construction and it follows that $D \subset U$. Since all points of $U$ are closer to a point $p \in P$ than to any of its copies $\pi^{-1}(\pi(p)) \setminus p$, it follows that $U \subset D$. Since both $U$ and $D$ are closed, we have shown that $U = D$. □

To determine the minimal number of copies of $P$ that is needed such that $D$ is contained in their union, one only needs to project $D$ on the vectors that span $P$ and take the ceiling of the result divided by their lengths respectively.

3. CHOICES OF CELLS

Note that for the distance computation it would suffice to consider the space that is obtained by removing one of each pair of opposite facets from the boundary of $D$. That allows to use fundamental domains of a lattice in the following instead of always writing 'the closure of the fundamental domain' to address the corresponding parallelepiped. The pairwise distances in $\mathbb{R}^n/\Lambda$ are independent from the choice of the basis of the lattice $\Lambda$. Therefore, if we are interested in the pairwise distance between points in $\mathcal{F}$ only, i.e., if $D$ is only used to calculate the distances in $\mathcal{F}$ without the parallelepiped being of interest in its own, we can restrict our consideration to those fundamental domains $P_s$ of the lattice $\Lambda$, for which 2 copies in each dimension around the origin cover the Voronoi cell $V$ of $\Lambda$. The above argument shows for that in this case $3^n$ copies will suffice to compute all pairwise distances under periodic boundary conditions correctly by taking the minimal distance between periodic copies of points. Denote the union of these $3^n$ copies of a fundamental domain $P_s$ by $C$. The $P_s$ are exactly those fundamental domains whose corresponding domains $C$ contain all Voronoi relevant points of $\mathcal{V}_0$ in their boundary. In Euclidean space it is known which points of a lattice are Voronoi relevant [9]: In the orthogonal case there are $2n$ Voronoi relevant points, namely $\pm v_1, \ldots, \pm v_n$, where $v_1, \ldots, v_n$ are the $n$ shortest lattice vectors in the $n$ linearly independent directions. For non-orthogonal cases, there are $2(2^n-1)$ Voronoi relevant vectors. The Voronoi relevant vectors in 2D are $\pm v_1, \pm v_2$, and $\pm(v_1 + v_2)$ if the angle between $v_1$ and $v_2$ is larger than $90^\circ$, respectively $\pm v_1, \pm v_2$, and $\pm(v_1 - v_2)$ if the angle between $v_1$ and $v_2$ is less than $90^\circ$, where $v_1$ and $v_2$ are the shortest linearly independent lattice vectors. To determine all $P_s$ in 2D it is sufficient to consider $v_1, v_2$ such that their angle is larger than or equal to $90^\circ$: There are three choices of fundamental domains $P_s^1, P_s^2$, and $P_s^3$, spanned by $(v_1, v_2)$, $(v_1, v_1 + v_2)$, and $(v_1 + v_2, v_2)$ respectively (Figure [3]). All other domains obtained from different choices of Voronoi relevant points that form a basis of $\Lambda$ can be translated to one of $P_s^1, P_s^2$, or $P_s^3$. For example, $v_1, v_2$ and $v_1, v_2$ span domains that are related by a translation.

The argument is similar in higher dimensions. Since 3D is relevant for crystallographic applications and we want to know for which choices of crystallographic unit cells 27 copies are sufficient for pairwise distances calculations, it is spelled out in the following: Again, let $v_1, v_2, v_3$ be the shortest linearly independent vectors generating the lattice with pairwise enclosed angles larger than or equal to $90^\circ$. The Voronoi relevant vectors are $\pm v_1, \pm v_2, \pm(v_1 + v_2), \pm(v_1 + v_3), \pm(v_2 + v_3)$, and $\pm(v_1 + v_2 + v_3)$. The 19 possible choices of domains $P_s$ are the following, given by their three spanning vectors:

\[
\begin{align*}
(v_1, v_2, v_3) & \quad (v_1, v_2, v_1 + v_3) & \quad (v_1, v_2, v_1 + v_2 + v_3) \\
(v_1, v_1 + v_2, v_3) & \quad (v_1, v_1 + v_2, v_1 + v_3) & \quad (v_1, v_2, v_1 + v_2 + v_3) \\
(v_1 + v_2, v_1 + v_2, v_3) & \quad (v_1 + v_2, v_1 + v_3, v_1 + v_3) & \quad (v_1 + v_2, v_1 + v_2 + v_3) \\
(v_1 + v_2, v_1 + v_2 + v_3, v_1 + v_3) & \quad (v_1 + v_3, v_1 + v_2 + v_3, v_1 + v_3) & \quad (v_1 + v_3, v_2 + v_3, v_1 + v_3) \\
(v_1 + v_2 + v_3, v_1 + v_2, v_1 + v_3) & \quad (v_1 + v_2 + v_3, v_1 + v_3, v_1 + v_3) & \quad (v_1 + v_2 + v_3, v_1 + v_3, v_1 + v_3) \\
(v_1 + v_2 + v_3, v_1 + v_2 + v_3, v_1 + v_3) & \quad (v_1 + v_3, v_1 + v_2 + v_3, v_1 + v_3) & \quad (v_1 + v_3, v_2 + v_3, v_1 + v_3) \\
(v_1 + v_2 + v_3, v_1 + v_2 + v_3, v_1 + v_3) & \quad (v_1 + v_2 + v_3, v_1 + v_3, v_1 + v_3) & \quad (v_1 + v_2 + v_3, v_1 + v_3, v_1 + v_3) \\
\end{align*}
\]

In particular, if a parallelepiped is spanned by the shortest $n$ linearly independent lattice vectors $(v_1, v_2, v_3)$, 2^n copies around the origin cover the Voronoi cell of the lattice and therefore 3^n copies are sufficient to determine the distances in $\mathcal{F}$ correctly by taking the pairwise distances. This includes the reduced cells from crystallography as well as the conventional cells (which might contain several copies of primitive cells but are themselves reduced cells with respect to the sublattice that is generated by the cell vectors of the conventional cells). In most crystallographic settings it is therefore sufficient to take 27 copies (or 9 copies in 2D) to compute pairwise distances in a crystal correctly. Although the problem of finding a shortest basis is NP hard for general metrics [10], there is a single exponential time algorithm for the Euclidean space [11]. In non-Euclidean spaces, the number of Voronoi relevant vectors can be much larger [12].
Figure 1. Finding pairwise distances under periodic boundary conditions. Orthogonal cells: taking $3^n$ copies is sufficient (left); domains (green, yellow, purple, pink) of the middle cell $P$ that are closest to each corner point of $P$, and the copies of the domains attached to each corner point of $P$ (right).

Figure 2. $P$ in dark blue, $\Lambda$ in green. Skewed cells might require many copies until the smallest distance is obtained: The copy of a blue point that is closest to the red point does not lie in a neighbouring cell of $P$.

Figure 3. Another example of a skewed cell. The lattice $\Lambda$ in green, Voronoi relevant points red encircled, and $D$ blue shaded.
**Figure 4.** The skewed parallelepiped from from Fig. 2 in shaded light blue. Red lines: enclosing Voronoi cells of the lattice. Voronoi relevant points of \(V\) are encircled in red. Right: Shortest basis of the lattice in green (spanning a reduced cell).

**Figure 5.** The three choices for \(P_s\) in 2D. Left to right: The domains given by \((v_1, v_2)\), \((v_1, v_1 + v_2)\), and \((v_1 + v_2, v_2)\), where \(v_1, v_2\) are the shortest vectors enclosing an angle of more than 90° that form a basis of the lattice.
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