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Abstract. Leveraging LiDAR-based detectors or real LiDAR point data to guide monocular 3D detection has brought significant improvement, e.g., Pseudo-LiDAR methods. However, the existing methods usually apply non-end-to-end training strategies and insufficiently leverage the LiDAR information, where the rich potential of the LiDAR data has not been well exploited. In this paper, we propose the Cross-Modality Knowledge Distillation (CMKD) network for monocular 3D detection to efficiently and directly transfer the knowledge from LiDAR modality to image modality on both features and responses. Moreover, we further extend CMKD as a semi-supervised training framework by distilling knowledge from large-scale unlabeled data and significantly boost the performance. Until submission, CMKD ranks 1st among the monocular 3D detectors with publications on both KITTI test set and Waymo val set with significant performance gains compared to previous state-of-the-art methods. Our code will be released at https://github.com/Cc-Hy/CMKD.

1 Introduction

Detecting objects in 3D space is crucial to a wide range of applications, such as augmented reality, robotics and autonomous driving. The 3D detectors are to generate 3D bounding boxes with size, location, orientation and category parameters to localize and classify the detected objects, enabling the system to perceive and understand the surrounding environment. In autonomous driving [16, 12, 2], 3D object detectors can be categorized into LiDAR point cloud based [9, 52, 53], stereo image based [32, 26, 56], monocular image based [22, 54, 49, 39] and multi-modality based methods [23, 43] according to the input resources. Compared with LiDAR sensors, monocular cameras have many unique advantages such as low price, colored information and dense perception, and monocular 3D object detection has become an active research area. However, there exists a large performance gap between LiDAR-based 3D detectors and monocular 3D detectors due to the lack of precise 3D information in monocular images. Thus, monocular 3D object detection is an extremely challenging task.

Recently, leveraging LiDAR-based detectors or real LiDAR point data to guide monocular 3D detection has brought significant improvement. For example, Pseudo-LiDAR methods [58, 59, 41] transform the 2D images into 3D pseudo
points via depth estimation networks [13, 27], and use a LiDAR-based detector [46, 24] to perform 3D detection. Many methods [58, 59, 41, 50, 44], including most of the Pseudo-LiDAR methods, use real LiDAR point data to provide accurate 3D supervision during training, e.g., projecting the LiDAR points onto the image plane for a sparse ground truth depth map for depth supervision.

However, there is still room for improvement in this pattern. These methods only mimic the LiDAR data representation and extract some plain information from the LiDAR data like depth maps, but do not consider further exploiting deeper information such as high-dimensional features. To transfer the useful knowledge from the LiDAR data more efficiently and directly, we propose a novel cross-modality knowledge distillation network to mitigate the gap between the image modality and the LiDAR modality on both features and responses.

Specifically, we use a LiDAR-based detector as the teacher model to provide the Bird’s-Eye-View (BEV) feature map which inherits accurate 3D information from LiDAR points as the feature guidance. And we use the predictions of the teacher model with the awareness of soft label quality as the response guidance. We then transform the knowledge from the LiDAR-based teacher model to the image-based student model in both feature and response level via distillation, thus more fully exploiting the beneficial information of the LiDAR data.

Additionally, the unlabeled data, e.g., raw images and LiDAR points without ground truth 3D labels, is widely used by monocular 3D detectors [58, 62, 41, 63, 44], but only for a sub-task like depth pre-training, and the potential of the unlabeled data has not been well exploited for the main detection task. To this end, we further extend CMKD as a semi-supervised training framework to technically better leverage the unlabeled data. Given a relatively small number of labeled samples to train the LiDAR-based teacher model, we can directly train CMKD on unlabeled data with the teacher model extracting beneficial information and transferring it to the student model. Unlike the existing methods who only use the unlabeled data for depth pre-training, CMKD can directly perform the multi-task training with unlabeled data in an end-to-end manner. Meanwhile, our semi-supervised training pipeline generalizes the application of CMKD in real-world scenes, where we only need to label a small portion of
Fig. 2. Comparison between other methods and CMKD (Ours). For the LiDAR points, CMKD performs knowledge distillation by extracting features and responses from them, not only the depth maps. For the unlabeled data, CMKD can directly use it for multi-task training including feature learning and 3D detection, not only the depth pre-training sub-task.

We summarize our contributions in three-fold: i) We propose a novel cross-modality knowledge distillation network to directly and efficiently transfer the knowledge from LiDAR modality to image modality on both features and responses, digging deeper in cross-modality knowledge transfer and significantly improving monocular 3D detection accuracy (Fig. 1). ii) We propose to distill the unlabeled data with our CMKD framework in a semi-supervised manner. With a relatively small amount of annotated data, CMKD can be trained end-to-end on the unlabeled data, which enables it to be trained with state-of-the-art performance while significantly reducing annotation cost. iii) CMKD ranks 1st among the monocular 3D detectors with publications on KITTI test set [16] and Waymo val set [12] with remarkable performance gains.

2 Related Works

**LiDAR-based 3D Detection** LiDAR-based 3D detection [52, 53, 47, 66, 30, 28, 29, 31] has been developing rapidly in recent years. LiDAR sensors capture precise 3D measurement information from the surroundings in the form of unordered 3D points \((x, y, z, \cdots)\), where \(x, y, z\) are the absolute 3D coordinates of each point and the others could be additional information such as reflection intensity. Point-based methods, e.g., PointNet [47], PointNet++ [48] take the raw point clouds as input, and extract point-wise features through structures like multi-layer perceptron for 3D object detection. Voxel-based methods, e.g., VoxelNet [66], SECOND [61] extend the representation of 2D image as pixels into 3D space by dividing 3D space into voxels. Thanks to the precise 3D information provided by point clouds, LiDAR-based methods have achieved relatively high accuracy on different 3D object detection benchmarks [16, 12, 2].
Pseudo-LiDAR based 3D Detection  Pseudo-LiDAR based 3D detectors [58, 63, 41, 59, 6] benefit from both mimicking the LiDAR data representation and the accurate 3D information provided by the LiDAR data. These methods first transform the 2D images into intermediate 3D representations like pseudo point clouds via depth estimators [13, 27], and then perform LiDAR-based methods on them. In this work, we take advantage of the LiDAR data by extracting features and responses, thus further exploiting the potential of the LiDAR data.

Leveraging Unlabeled Data  Leveraging large-scale unlabeled data has been very popular among monocular 3D detectors especially for depth estimation pre-training. Pseudo-LiDAR [58] and many extension works [41, 55, 62] use an off-the-shelf depth estimator like DORN [13] that is well-trained on the unlabeled KITTI Raw for depth estimation. DD3D [44] leverages extra super-large scale unlabeled data DDAD15M for depth pre-training which leads to significant performance improvements for monocular 3D detection. A major improvement is that CMKD can directly use the unlabeled data to perform multi-task training in an end-to-end manner, not only the depth pre-training sub-task.

Knowledge Distillation  The standard knowledge distillation [37, 20, 21, 14, 60, 8] is performed between different models on the same modality. Usually, a well-trained heavy teacher model is applied on the input to obtain informative representations and then supervise the features or the output logits of a simple student model, compressing the model yet maintaining high accuracy. In this work, we use the cross-modality knowledge distillation between the LiDAR modality and monocular image modality for monocular 3D detection.

Difference between CMKD and Similar Methods  The general idea of knowledge distillation has been explored by some existing works, and we explain the difference. LIGA-Stereo [18] focuses on the feature distillation only, and it is proposed for the stereo 3D detection task. MonoDistill [7] converts the representation of LiDAR modality to image modality, while CMKD converts the representation of image modality to LiDAR modality. LPCG [45] uses a LiDAR-based detector to generate pseudo labels without considering the intermediate high-dimensional features. Moreover, LPCG applies a one-size-fits-all method to use the soft labels, while we further take the soft label quality into account and use the quality-aware confidence scores to adaptively penalize the contribution of each soft label. DA-3d [62] applies non-end-to-end training strategies with fixed 2D detector and depth estimator, and only the trainable feature extractor is optimized for the feature distillation. But the monocular detector in CMKD is fully differentiable and can be trained end-to-end with all components jointly optimized. Overall, CMKD jointly uses feature and response distillation for the monocular 3D detection task in an end-to-end manner. With the novel design of using totally soft guidance, CMKD can further handle large-scale unlabeled data which is easy to collect for autonomous driving cars, extending its application in real-world scenarios and boosting the performance. Apart from the general idea of knowledge distillation, CMKD is also different in the way to perform distillation with novel explorations in each distillation module, achieving new state-of-the-art performance on KITTI and Waymo benchmarks.
Fig. 3. Overview of the cross-modality knowledge distillation (CMKD) network for monocular 3D detection. (a) A pre-trained LiDAR-based 3D detector as the teacher model that extracts beneficial information from the LiDAR point data as soft guidance. (b) A trainable monocular 3D detector as the student model with the feature-based and response-based knowledge distillation.

3 Method

3.1 Framework Overview

Fig. 3 illustrates the overview of the cross-modality knowledge distillation network for monocular 3D object detection. The general idea is simple and straightforward. The key is to extract the same type of feature and response representations from both input LiDAR points and input monocular images, and perform knowledge distillation between the two modalities. Our framework includes a pre-trained LiDAR-based 3D detector as the teacher model, which extracts information from LiDAR points as soft guidance in the training stage, a trainable monocular 3D detector as the student model, and the cross-modality knowledge distillation on both features and responses.

Training. In the training stage, we take the monocular image and the corresponding LiDAR points as the input pair. The pre-trained teacher model is inferred only from input LiDAR points to provide the BEV feature maps that inherit accurate 3D information from LiDAR points as the feature guidance, and the predictions with 3D bounding boxes, object classes and their corresponding confidence scores as the response guidance. The student model is trainable to generate BEV feature maps and 3D object detection results from monocular images, and uses the soft guidance in both feature level and response level from the teacher model for useful knowledge transfer.

Inference. In the inference stage, we use the student model alone to perform 3D object detection with monocular images as input only.
3.2 BEV Feature Learning

**LiDAR-based.** We use SECOND [61], a simple LiDAR-based baseline as the teacher model to extract the BEV features from LiDAR points. The input points are subdivided into 3D voxels, which are fed to a voxel backbone to extract voxel features $F_L^v \in \mathbb{R}^{X \times Y \times Z \times C}$, where $X$, $Y$, $Z$ are the width, length and height of the voxel feature volume, and $C$ is the number of feature channels. Then, the voxel features $F_L^v$ are collapsed to a LiDAR BEV feature map with features $F_L^{bev} \in \mathbb{R}^{X \times Y \times D \times C}$ by stacking the height dimension. When pre-training the teacher model, we use Intersection over Unions (IoUs) as the continuous quality labels with the Quality Focal Loss [33] instead of the original one-hot labels in the classification head. Thus, the predicted confidence scores are more IoU-aware to represent the ‘quality’ of the predictions.

**Image-based.** For the image-based model, we use the architecture in CaDDN [50] to obtain the BEV features from the monocular image $I \in \mathbb{R}^{W \times H \times 3}$. We use an image backbone, e.g., ResNet [19] to extract image features $F_I \in \mathbb{R}^{W_I \times H_I \times C}$, and a depth distribution estimation network, e.g., DeepLabV3 [4] to predict the pixel-wise depth distribution $D_{depth} \in \mathbb{R}^{W_I \times H_I \times D}$. We use the image features together with the estimated depth distributions to construct a frustum grid $G$ with features $F_G \in \mathbb{R}^{W_I \times H_I \times D \times C}$, where $D$ is the number of discrete depth bins, and $C$ is the number of the feature channels. Then, the frustum volume is converted to a cuboid volume in LiDAR coordinate via interpolation operation with known calibration parameters, and we obtain the image voxel features $F_I^{v} \in \mathbb{R}^{X_I \times Y_I \times Z_I \times C}$. The voxel features are collapsed to a BEV feature map with features $F_I^{bev} \in \mathbb{R}^{X_I \times Y_I \times Z_I \times C}$, which then goes through a channel compression network to obtain the image BEV feature map with features $F_I^{bev} \in \mathbb{R}^{X_I \times Y_I \times C}$.

We visualize the BEV feature map generation process in Fig. 4. More details can be found in the Supplementary Materials.
Fig. 5. Illustration of BEV feature maps: the initial BEV feature map from image (1st column), with feature distillation loss $L_{feat}$ (2nd column), with $L_{feat}$ and DA module (3rd column), and the corresponding LiDAR BEV feature map (4th column).

3.3 Domain Adaptation via Self-Calibration

The image BEV features $F_{bev}^I$ are different from LiDAR BEV features $F_{bev}^L$ in spatial-wise and channel-wise feature distribution due to the fact that they come from different input modalities with different backbones. We employ a domain adaptation (DA) module to align the feature distribution of $F_{bev}^I$ to that of $F_{bev}^L$ and enhance $F_{bev}^I$ at the meantime. Specifically, we stack five Self-Calibrated Blocks [36] after $F_{bev}^I$ to apply spatial-wise and channel-wise transformations:

$$\hat{F}_{bev}^I = DA(F_{bev}^I)$$

where $\hat{F}_{bev}^I \in \mathbb{R}^{X_I \times Y_I \times C}$ are the enhanced BEV features after the DA module. More details can be found in the Supplementary Materials.

3.4 Feature-based Knowledge Distillation

We use the BEV features $F_{bev}^L$ from LiDAR points as the intermediate high-dimensional feature distillation guidance for $\hat{F}_{bev}^I$. We use the mean square error (MSE) to calculate the feature distillation loss:

$$L_{feat} = MSE(\hat{F}_{bev}^I, F_{bev}^L)$$

Our monocular 3D detector benefits from the feature-based knowledge distillation due to the following aspects. Firstly, $F_{bev}^L$ contains accurate 3D information directly extracted from LiDAR points, e.g., depth and geometry. And the feature representation of $F_{bev}^L$ is well-trained for 3D object detection from point clouds which is more robust to diverse scenarios such as low-light condition and weather changing. We can distill such patterns from $F_{bev}^L$ and transfer them to $\hat{F}_{bev}^I$. As shown in Fig. 5, after feature-based knowledge distillation with the proposed DA module, the object features are highlighted and the patterns of the image BEV features are close to the LiDAR BEV features, which are the
Fig. 6. (a) The IoU confidence scores of soft labels are trained to be positively correlated with the ground truth IoUs. (b) We use the IoU confidence score of the soft label box to indicate its ‘quality’ and weight the loss $L_{reg}/L_{cls}$ in response distillation.

key information to detect 3D objects. Besides, an intermediate feature guidance can ease the condition of over-fitting with high-dimensional information as the regularization term in the overall loss function [51, 17].

3.5 Response-based Knowledge Distillation

The predictions of the teacher model are in form of ($x, y, z, h, w, l, \theta, c, s$), where ($x, y, z$) is the center of the 3D bounding box, ($h, w, l$) is the size of the 3D bounding box, $\theta$ is the rotation angle, $c$ is the predicted category and $s$ is the confidence score. And we use the predictions as the response guidance for the student model. Compared with the hard labels, the soft labels contain more information per training sample [20, 65]. Moreover, the teacher model can act as a sample filter for the training samples, e.g., samples which are very difficult to detect for the teacher model tend to be eliminated or assigned with low confidence scores, and the stable samples are assigned with high confidence scores.

Quality-aware Distillation. The loss for response-based distillation includes the regression loss $L_{reg}$ for 3D bounding boxes and the classification loss $L_{cls}$ for object classes following the teacher model [61]:

$$L_{res} = L_{reg} + L_{cls}$$

(3)

For the $i$-th anchor, we use the Smooth L1 loss as the regression loss which is penalized by the IoU confidence score of the soft label:

$$L_{reg} = \text{Smooth L1}(a_{i}^{soft}, a_{i}^{pred}) \times s_{i}$$

(4)

where $a_{i}^{soft}$ and $a_{i}^{pred}$ are the bounding box parameters of the soft label and the prediction, and $s_{i}$ is the IoU confidence score of the soft label box predicted by the teacher model to indicate its ‘quality’. Similarly, we use the Quality Focal Loss (QFL) [33] that is penalized by $s_{i}$ for classification:

$$L_{cls} = QFL(C_{i}^{soft}, C_{i}^{pred}) \times s_{i}$$

(5)
where $C_i^{soft}$ and $C_i^{pred}$ are the classification parameters of the soft label and the prediction. As shown in Fig. 6, the IoU confidence scores of the soft labels are trained to be positively correlated with their ground truth IoUs, which serve to weight the loss produced by each prediction of the student model. Thus, our quality-aware distillation can provide more meaningful and flexible guidance.

3.6 Loss Function

**Teacher Model.** We train the teacher model with the regression loss $L_{reg}$ and the classification loss $L_{cls}$ inherited from SECOND [61] except for replacing the Focal Loss [34] with the Quality Focal Loss [33]:

$$L_{teacher} = L_{reg} + L_{cls}$$

(6)

**Backbone Pre-training.** As with other methods discussed in this paper, we use the depth pre-trained backbone to make the network depth-aware, also, we initialize the backbone with the weights pre-trained on COCO [35] before pre-training. We inherit the depth loss from CaDDN [50] for backbone pre-training:

$$L_{pre} = L_{depth}$$

(7)

**Student Model.** The loss function for the student model is defined as the combination of the feature-based and the response-based distillation loss:

$$L_{student} = L_{feat} + L_{res}$$

(8)

3.7 Extension: Distilling Unlabeled Data

After the teacher model is pre-trained with the labeled samples, every loss term in the overall loss function for the student model $L_{student}$ in Eq. (8) does not use any information from manual hard labels. Thus, we can easily and naturally extend CMKD as a semi-supervised training framework with large-scale unlabeled data that is easy to collect for autonomous driving cars. With the teacher model extracting beneficial information and transferring it to the student model as the soft guidance, we can use the partial labeled samples and train the model with the whole unlabeled set. This extended ability of CMKD to handle unlabeled data significantly reduces the annotation cost and brings performance improvements, which generalizes the application of CMKD in real-world scenarios.

Note that, the utilization of unlabeled data is not new for monocular 3D detection task, especially for Pseudo-LiDAR methods. Our contribution is to improve the utilization of unlabeled data with our cross-modality knowledge distillation network. The main difference is that other methods use unlabeled data only for the depth pre-training, a sub-task, but we further use it for knowledge distillation with all components of the network jointly optimized.
Table 1. Results for Car on KITTI test set. The best results are in **bold** and the second best results are underlined. We present the results for two experimental setups, CMKD and CMKD*. CMKD is trained with the official training set KITTI trainval (~7.5k) and CMKD* is trained with the unlabeled KITTI Raw (~42k).

| Methods   | Reference | Easy  | Moderate | Hard  | Average | Easy  | Moderate | Hard  | Average |
|-----------|-----------|-------|----------|-------|---------|-------|----------|-------|---------|
| M3D-PRN  | ICCV 2019 | 14.76 | 9.71     | 7.42  | 10.63   | 21.02 | 13.67    | 10.23 | 14.97   |
| AM3D [41] | ICCV 2019 | 16.50 | 10.74    | 9.52  | 12.25   | 25.03 | 17.32    | 14.91 | 19.08   |
| PatchNet  | ECCV 2020 | 15.68 | 11.12    | 10.17 | 12.32   | 22.97 | 16.86    | 14.97 | 18.27   |
| DA-3d    | ECCV 2020 | 16.80 | 11.50    | 8.90  | 12.40   | -     | -        | -     | -       |
| D4LCN    | CVPR 2020 | 16.65 | 11.72    | 9.51  | 12.63   | 22.51 | 16.02    | 12.55 | 17.03   |
| Monodle  | CVPR 2021 | 17.23 | 12.26    | 10.29 | 13.26   | 24.79 | 18.89    | 16.00 | 19.89   |
| MonoRUns | CVPR 2021 | 19.65 | 12.30    | 10.58 | 14.18   | 27.94 | 17.34    | 15.24 | 20.17   |
| MonoRCCN | ICCV 2021 | 22.36 | 12.65    | 10.03 | 13.68   | 25.48 | 18.11    | 14.10 | 19.23   |
| PCT      | NIPS 2021 | 21.00 | 13.37    | 11.31 | 15.23   | 29.65 | 19.03    | 15.92 | 21.53   |
| DF2Net   | ICCV 2021 | 19.40 | 13.63    | 10.35 | 14.46   | 28.17 | 19.17    | 14.84 | 20.73   |
| CaDDN    | CVPR 2021 | 19.17 | 13.41    | 11.46 | 14.68   | 27.94 | 18.91    | 17.19 | 21.35   |
| GUPNet   | ICCV 2021 | 22.26 | 15.02    | 13.12 | 16.80   | 30.29 | 21.19    | 18.20 | 23.23   |
| DD3D     | ICCV 2021 | 23.22 | 16.34    | 14.20 | 17.92   | 30.98 | 22.56    | 20.03 | 24.52   |
| CMKD     | -         | 25.09 | 16.99    | 15.30 | 19.13   | 33.69 | 23.10    | 20.67 | 25.82   |
| Improvement | -     | +1.87 | +0.65   | +1.10 | +1.21   | +2.71 | +0.54   | +0.64 | +1.30 |
| CMKD*    | -         | 28.55 | 18.69    | 16.77 | 21.34   | 38.98 | 25.82    | 22.80 | 29.20   |
| Improvement | -     | +5.33 | +2.35   | +2.57 | +3.42   | +8.00 | +3.26   | +2.77 | +4.68 |

4 Experiments

4.1 Datasets

KITTI 3D. KITTI 3D [16] is the most widely used benchmark for 3D object detection consisting of 7481 training images and 7518 testing images as well as the corresponding point clouds, which are denoted as KITTI trainval and KITTI test respectively. The training set is commonly divided into training split with 3712 samples and validation split with 3769 samples following [5], which are denoted as KITTI train and KITTI val respectively. The official evaluation metrics are 3D IoU and BEV IoU with the average precision metric, which we denote as 3D AP and BEV AP respectively.

KITTI Raw. KITTI Raw [15] is a raw dataset with ~ 42k unlabeled samples in sequence form. And KITTI 3D is a subset of KITTI Raw chosen with high-quality samples for 3D object detection. Moreover, KITTI Raw is the official depth prediction training set where the training samples are commonly divided into Eigen splits [11]. However, there is an overlap [55, 58] between Eigen train and KITTI val. To avoid this, we use the Eigen clean split from DD3D [44] that filters out KITTI val from Eigen train for the validation experiments.

Waymo Open Dataset. The Waymo Open Dataset [12] is a more recently released dataset with 798 training sequences and 202 validation sequences which consist of about 200k samples in total, and we denote them as Waymo train and Waymo val respectively. CaDDN [50] is the first monocular detector reporting
Table 2. Results for Cyclist and Pedestrian on KITTI test set. The best results are in **bold** and the second best results are *underlined*. We present two setup results, CMKD and CMKD*. CMKD is trained with the official training set KITTI trainval (∼7.5k) and CMKD* is trained with the unlabeled KITTI Raw (∼42k).

| Methods     | Cyclist 3D AP / BEV AP | Pedestrian 3D AP / BEV AP |
|-------------|------------------------|---------------------------|
|             | Easy       | Moderate | Hard     | Easy       | Moderate | Hard     |
| DFR-Net [67]| 5.69 / 5.99 | 3.58 / 4.00 | 3.10 / 3.95 | 6.09 / 6.66 | 3.62 / 4.52 | 3.39 / 3.71 |
| MonoFlex [64]| 4.17 / 4.41 | 2.35 / 2.67 | 2.04 / 2.50 | 9.43 / 10.36 | 6.31 / 7.36 | 5.26 / 6.29 |
| CaDDN [50]  | 7.00 / 9.67 | 3.41 / 5.38 | 3.30 / 4.75 | 12.87 / 14.72 | 8.14 / 9.41 | 6.76 / 8.17 |
| MonoPSR [25]| **8.37 / 9.87** | **4.74 / 5.78** | **4.68 / 4.57** | 8.37 / 9.87 | 4.74 / 5.78 | 3.68 / 4.57 |
| GUPNet [38] | 5.58 / 6.94 | 3.21 / 3.85 | 2.66 / 3.64 | 14.95 / 15.62 | 9.76 / 10.37 | 8.41 / 8.79 |
| DD3D [44]   | 2.39 / 3.20 | 1.52 / 1.99 | 1.31 / 1.79 | 13.91 / 15.90 | 9.30 / 10.85 | 8.05 / 9.41 |
| CMKD        | 9.60 / 12.53 | 5.24 / 7.24 | 4.50 / 6.21 | 17.79 / 20.42 | 13.47 / 16.09 | 11.64 / 12.35 |
| Improvement | +1.23/+2.66 | +0.50/+1.46 | +0.72/+1.46 | +2.84/+4.52 | +1.93/+2.62 | +1.68/+2.23 |
| CMKD*       | 12.52 / 14.66 | 6.67 / 8.15 | 6.34 / 7.23 | 13.94 / 16.03 | 8.79 / 10.28 | 7.42 / 8.85 |
| Improvement | +4.15/+4.79 | +1.93/+2.37 | +2.66/+2.48 | -1.01/+0.13 | -0.97/-0.57 | -0.99/-0.56 |

the performance on Waymo val set using samples from the front-camera only, and we follow the same settings for a fair comparison. The official evaluation metrics are 3D IoU with mean average precision and mean average precision weighted by heading, which are denoted as 3D mAP and 3D mAPH respectively.

4.2 Experiment Settings

KITTI. We pre-train the teacher model SECOND [61] on KITTI trainval for 80 epochs. For ablation studies, we train CMKD on KITTI train for 80 epochs or KITTI train and Eigen clean for 30 epochs according to different experiment settings, and report the performance for Car on KITTI val. The image backbone uses depth pre-training on KITTI train for 40 epochs. For comparisons on KITTI test, we present two experiment setups, CMKD and CMKD*. CMKD is trained with the official training set KITTI trainval (∼7.5k) for 80 epochs, and CMKD* is trained with the unlabeled KITTI Raw (∼42k) for 30 epochs. Following DD3D [44], the image backbone uses depth pre-training on eigen clean split for 10 epochs. We report the performance for all classes on KITTI test.

Waymo. We pre-train SECOND [61] on Waymo train for 10 epochs with a sampling interval 10. We train CMKD on Waymo train for 10 epochs with a sampling interval 5 and report the performance for Vehicle on Waymo val. The input image is resized to [960×640]. We do not use depth pre-training on Waymo.

4.3 Results on KITTI test set

We show the results on KITTI test in Tab. 1 and Tab. 2. Until submission, for all the three classes, either CMKD or CMKD* achieves new state-of-the-art results with significant improvements on KITTI test. With the official KITTI trainval, CMKD significantly surpasses the top ranking methods. With additional unlabeled data from KITTI Raw and our semi-supervised training framework,
Table 3. Results for Vehicle on Waymo val set. The Best results are in bold.

| Difficulty | Method    | Overall 3D mAP | Overall 3D mAPH |
|------------|-----------|----------------|-----------------|
|            |           | 0-30m 30-50m 50m-∞ | 0-30m 30-50m 50m-∞ |
| LEVEL 1    | M3D-RPN [1] | 0.35 1.12 0.18 0.02 | 0.34 1.10 0.18 0.02 |
|            | CaDNN [50]  | 5.03 14.54 1.47 0.10 | 4.99 14.43 1.45 0.10 |
|            | CMKD       | 12.95 33.45 6.84 0.74 | 12.82 33.21 6.79 0.75 |
|            | Improvement| +7.92 +18.91 +5.37 +0.64 | +7.83 +18.78 +5.34 +0.63 |
| LEVEL 2    | M3D-RPN [1] | 0.33 1.12 0.18 0.02 | 0.33 1.10 0.17 0.02 |
|            | CaDNN [50]  | 4.49 14.50 1.42 0.09 | 4.45 14.38 1.41 0.09 |
|            | CMKD       | 11.44 33.04 6.22 0.58 | 11.33 32.80 6.17 0.57 |
|            | Improvement| +7.45 +18.54 +4.80 +0.49 | +6.88 +18.42 +4.76 +0.48 |

Table 4. Effectiveness of both distillation and the extension to handle unlabeled data. 

| Pre. | Feat. | Res. | Un. | 3D AP | Easy | Moderate | Hard |
|------|-------|------|-----|-------|------|----------|------|
| ✗    | ✗     | ✗    | ✗   | 11.88 | 8.52 | 7.40     |
| ✓    | ✗     | ✗    | ✗   | 17.60 | 13.48| 11.81    |
| ✓    | ✓     | ✗    | ✗   | 18.81 | 14.49| 12.16    |
| ✓    | ✓     | ✓    | ✗   | 22.20 | 15.46| 13.47    |
| ✓    | ✓     | ✓    | ✓   | 23.53 | 16.33| 14.44    |
| ✓    | ✓     | ✓    | ✓   | 30.17 | 21.54| 19.44    |

CMKD* achieves further boosted performance with significant improvements for Car and Cyclist. This implies that the extension to a semi-supervised framework is efficient in distilling beneficial information from massive unlabeled data and improves the performance. However, the performance for Pedestrian becomes worse with additional unlabeled data, and we conduct extra experiments to explore the reasons for this observation. This lies in the fact that the soft labels provided by the teacher model for Pedestrian are of insufficient quality, which cannot provide good guidance for the student model. Detailed experiments and discussions can be found in the Supplementary Materials.

Note that DD3D [44], the top method before ours, uses large-scale extra dataset DDAD15M with ~15M samples for depth training besides KITTI, while CMKD/CMKD* uses only KITTI and surpasses DD3D by a large margin. Also, other top methods like DD3D [44] or GUPNet [38], works well for Car and Pedestrian but poor for Cyclist, while CMKD works well for all three object classes, which demonstrates its good generalization performance across different object classes. We visualize some prediction results in Fig. 7.

4.4 Results on Waymo Open Dataset

We show the results for Vehicle on Waymo val in Tab. 3. With fewer training samples and lower image resolution than that in M3D-RPN [1] and CaDNN [50], CMKD achieves significant improvements on the two difficulty levels considering different distance ranges. We visualize some prediction results in Fig. 7.
Table 5. Effectiveness of components in feature distillation. $L_{\text{feat}}$ denotes the feature distillation loss. DA denotes the domain adaptation module.

|                | KITTI train | KITTI train + Eigen clean |
|----------------|-------------|---------------------------|
| $L_{\text{feat}}$ DA | 3D AP Easy Moderate Hard | $L_{\text{feat}}$ DA | 3D AP Easy Moderate Hard |
| × ×             | 18.81 14.49 12.16       | × ×                   | 26.07 19.17 17.45       |
| ✓ ×             | 21.72 15.24 12.93       | ✓ ×                   | 28.52 20.74 18.73       |
| ✓ ✓             | 23.53 16.33 14.44       | ✓ ✓                   | 30.17 21.54 19.44       |

Table 6. Effectiveness of components in response distillation. $L_{\text{res}}$ denotes the response distillation loss. Conf. denotes the IoU-aware confidence scores of soft labels used to perform weighted supervision.

|                | KITTI train | KITTI train + Eigen clean |
|----------------|-------------|---------------------------|
| $L_{\text{res}}$ Conf. | 3D AP Easy Moderate Hard | $L_{\text{res}}$ Conf. | 3D AP Easy Moderate Hard |
| × ×             | 20.20 13.46 11.47       | × ×                   | 27.24 19.56 17.67       |
| ✓ ×             | 22.78 15.69 13.97       | ✓ ×                   | 28.16 20.67 18.97       |
| ✓ ✓             | 25.53 16.33 14.44       | ✓ ✓                   | 30.17 21.54 19.44       |

4.5 Ablation Studies

Effectiveness of both distillation. As discussed earlier in this paper, existing Pseudo-LiDAR methods [58, 63, 41, 59] leverage the LiDAR data via depth pre-training, while we further exploit the LiDAR data via knowledge distillation. As can be seen in Tab. 4, when using the depth pre-trained image backbone, the performance significantly improves against the baseline, indicating that the accurate depth information provided by LiDAR points is helpful for the task. And when each of our distillation module is applied, the performance is further significantly improved, indicating that our novel utilization of the LiDAR data via distillation can more fully exploit the potential of the LiDAR data and further improve the performance of the monocular 3D detector.

Effectiveness of distilling unlabeled data. In Sec. 3.7, we introduced the improved utilization of unlabeled data in a semi-supervised manner. As shown in Tab. 4, the performance of CMKD is further improved when unlabeled data is added to distillation pipeline, indicating that our method is efficient in extracting beneficial information from massive unlabeled data and improves the performance. Specifically, we use $\sim 18k$ samples for training with $\sim 3.7k$ labeled and we reduce about 80% annotation cost. Also, we conducted experiments on the impact of different amounts of unlabeled data on the performance. Detailed experiments and discussions can be found in the Supplementary Materials.

Apart from jointly applying both distillation, we present novel designs in each distillation module, e.g., the DA module and the quality-aware supervision. We conduct experiments to show that the novel components are helpful for the task.

Effectiveness of components in feature distillation. Here, the baseline is the full version of CMKD without the feature distillation loss $L_{\text{feat}}$ and the DA
module. As shown in Tab. 5, the performance improves significantly with the two components in the feature distillation. As can be seen from Fig. 5, the BEV feature map shows more clear patterns with highlighted object features when $L_{\text{feat}}$ is added, and avoids smearing effects with aligned BEV features when DA is added. This shows that the components are effective in transferring the knowledge between the two modalities in the feature space.

**Effectiveness of components in response distillation.** Here, the baseline is the full version of CMKD without the response distillation loss $L_{\text{res}}$ and the quality-aware penalization weights. As shown in Tab. 6, the performance improves with the response distillation loss, and achieves further improvements with the awareness of soft label quality, i.e., with the adaptive supervision. This shows that the components are effective in transferring the knowledge between the two modalities in the response space.

## 5 Conclusion

In this work, we propose the cross-modality knowledge distillation (CMKD) network to directly and efficiently transfer the knowledge from LiDAR modality to image modality on both features and responses, and significantly improve monocular 3D detection accuracy. Moreover, we extend CMKD as a semi-supervised training framework to distill useful knowledge from large-scale unlabeled data, further boosting the performance while reducing the annotation cost. CMKD achieves new state-of-the-art performance on both KITTI and Waymo benchmarks for monocular 3D object detection with significant performance gains compared to other methods, which shows its great effectiveness.

**Broader Impact.** Our CMKD framework opens up a new perspective in monocular 3D detection. We believe the effective distillation of unlabeled data demonstrates the potential of CMKD to generalize its application in real-world scenarios, where the unlabeled data is easy to collect for autonomous driving cars.
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