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Abstract We describe likelihood-based statistical tests for use in high energy physics for the discovery of new phenomena and for construction of confidence intervals on model parameters. We focus on the properties of the test procedures that allow one to account for systematic uncertainties. Explicit formulae for the asymptotic distributions of test statistics are derived using results of Wilks and Wald. We motivate and justify the use of a representative data set, called the “Asimov data set”, which provides a simple method to obtain the median experimental sensitivity of a search or measurement as well as fluctuations about this expectation.

1 Introduction

In particle physics experiments one often searches for processes that have been predicted but not yet seen, such as production of a Higgs boson. The statistical significance of an observed signal can be quantified by means of a \( p \)-value or its equivalent Gaussian significance (discussed below). It is useful to characterize the sensitivity of an experiment by reporting the expected (e.g., mean or median) significance that one would obtain for a variety of signal hypotheses.

Finding both the significance for a specific data set and the expected significance can involve Monte Carlo calculations that are computationally expensive. In this paper we investigate approximate methods based on results due to Wilks [1] and Wald [2] by which one can obtain both the significance for given data as well as the full sampling distribution of the significance under the hypothesis of different signal models, all without recourse to Monte Carlo. In this way one can find, for example, the median significance and also a measure of how much one would expect this to vary as a result of statistical fluctuations in the data.

A useful element of the method involves estimation of the median significance by replacing the ensemble of simulated data sets by a single representative one, referred to here as the “Asimov” data set.¹ In the past, this method has been used and justified intuitively (e.g., [4, 5]). Here we provide a formal mathematical justification for the method, explore its limitations, and point out several additional aspects of its use.

The present paper extends what was shown in [5] by giving more accurate formulas for exclusion significance and also by providing a quantitative measure of the statistical fluctuations in discovery significance and exclusion limits. For completeness some of the background material from [5] is summarized here.

In Sect. 2 the formalism of a search as a statistical test is outlined and the concepts of statistical significance and sensitivity are given precise definitions. Several test statistics based on the profile likelihood ratio are defined.

In Sect. 3, we use the approximations due to Wilks and Wald to find the sampling distributions of the test statistics and from these find \( p \)-values and related quantities for a given data sample. In Sect. 4 we discuss how to determine the median significance that one would obtain for an assumed signal strength. Several example applications are shown in Sect. 5, and numerical implementation of the methods in the RooStats package is described in Sect. 6. Conclusions are given in Sect. 7.

2 Formalism of a search as a statistical test

In this section we outline the general procedure used to search for a new phenomenon in the context of a frequentist statistical test. For purposes of discovering a new signal process, one defines the null hypothesis, \( H_0 \), as describing only known processes, here designated as background. This

¹The name of the Asimov data set is inspired by the short story *Fren* \- *chise*, by Isaac Asimov [3]. In it, elections are held by selecting the single most representative voter to replace the entire electorate.
is to be tested against the alternative $H_1$, which includes both background as well as the sought after signal. When setting limits, the model with signal plus background plays the role of $H_0$, which is tested against the background-only hypothesis, $H_1$.

To summarize the outcome of such a search one quantifies the level of agreement of the observed data with a given hypothesis $H$ by computing a $p$-value, i.e., a probability, under assumption of $H$, of finding data of equal or greater incompatibility with the predictions of $H$. The measure of incompatibility can be based, for example, on the number of events found in designated regions of certain distributions or on the corresponding likelihood ratio for signal and background. One can regard the hypothesis as excluded if its $p$-value is observed below a specified threshold.

In particle physics one usually converts the $p$-value into an equivalent significance, $Z$, defined such that a Gaussian distributed variable found $Z$ standard deviations above\(^2\) its mean has an upper-tail probability equal to $p$. That is,

$$Z = \Phi^{-1}(1 - p),$$

where $\Phi^{-1}$ is the quantile (inverse of the cumulative distribution) of the standard Gaussian. For a signal process such as the Higgs boson, the particle physics community has tended to regard rejection of the background hypothesis with a significance of at least $Z = 5$ as an appropriate level to constitute a discovery. This corresponds to $p = 2.87 \times 10^{-7}$. For purposes of excluding a signal hypothesis, a threshold $p$-value of 0.05 (i.e., 95% confidence level) is often used, which corresponds to $Z = 1.64$.

It should be emphasized that in an actual scientific context, rejecting the background-only hypothesis in a statistical sense is only part of discovering a new phenomenon. One’s degree of belief that a new process is present will depend in general on other factors as well, such as the plausibility of the new signal hypothesis and the degree to which it can describe the data. Here, however, we only consider the task of determining the $p$-value of the background-only hypothesis; if it is found below a specified threshold, we regard this as “discovery”.

It is often useful to quantify the sensitivity of an experiment by reporting the expected significance one would obtain with a given measurement under the assumption of various hypotheses. For example, the sensitivity to discovery of a given signal process $H_1$ could be characterized by the expectation value, under the assumption of $H_1$, of the value of $Z$ obtained from a test of $H_0$. This would not be the same as the $Z$ obtained using (1) with the expectation of the $p$-value, however, because the relation between $Z$ and $p$ is nonlinear. The median $Z$ and $p$ will, however, satisfy (1) because this is a monotonic relation. Therefore in the following we will take the term ‘expected significance’ always to refer to the median.

A widely used procedure to establish discovery (or exclusion) in particle physics is based on a frequentist significance test using a likelihood ratio as a test statistic. In addition to parameters of interest such as the rate (cross section) of the signal process, the signal and background models will contain in general nuisance parameters whose values are not taken as known \textit{a priori} but rather must be fitted from the data.

For the significances obtained to be valid it is necessary that the model predictions for data distributions represent accurately the underlying theory being tested. That is, any errors due to approximations, e.g., in detector modeling or in methods used to relate observable quantities to the fundamental theories, should be negligible for some point in the full parameter space. By including additional parameters in the model one can approach this ideal situation more closely. However, the additional flexibility introduced to parameterize systematic effects results, as it should, in a loss in sensitivity. To the degree that the model is not able to reflect the truth accurately, an additional systematic uncertainty will be present that is not quantified by the statistical method presented here.

To illustrate the use of the profile likelihood ratio, consider an experiment where for each selected event one measures the values of certain kinematic variables, and thus the resulting data can be represented as one or more histograms. Using the method in an unbinned analysis is a straightforward extension.

Suppose for each event in the signal sample one measures a variable $x$ and uses these values to construct a histogram $n = (n_1, \ldots, n_N)$. The expectation value of $n_i$ can be written

$$E[n_i] = \mu s_i + b_i,$$

where the mean number of entries in the $i$th bin from signal and background are

$$s_i = s_{\text{tot}} \int_{\text{bin}_i} f_s(x; \theta_s) \, dx,$$

$$b_i = b_{\text{tot}} \int_{\text{bin}_i} f_b(x; \theta_b) \, dx.$$

Here the parameter $\mu$ determines the strength of the signal process, with $\mu = 0$ corresponding to the background-only hypothesis and $\mu = 1$ being the nominal signal hypothesis. The functions $f_s(x; \theta_s)$ and $f_b(x; \theta_b)$ are the probability density functions (pdfs) of the variable $x$ for signal and background events, and $\theta_s$ and $\theta_b$ represent parameters that characterize the shapes of pdfs. The quantities $s_{\text{tot}}$ and

\(^*\)Some authors, e.g., [6], have defined this relation using a two-sided fluctuation of a Gaussian variable, with a $5\sigma$ significance corresponding to $p = 5.7 \times 10^{-7}$. We take the one-sided definition above as this gives $Z = 0$ for $p = 0.5$.\(^2\)}
The signal normalization s that maximizes the likelihood (ML) estimator of the signal parameters for an event to be found in bin i. Below we use \( \theta = (\theta_s, \theta_b, b_{\text{tot}}) \) to denote all of the nuisance parameters. The signal normalization \( s_{\text{tot}} \) is not, however, an adjustable parameter but rather is fixed to the value predicted by the nominal signal model.

In addition to the measured histogram \( n \) one often makes further subsidiary measurements that help constrain the nuisance parameters. For example, one may select a control sample where one expects mainly background events and from them construct a histogram of some chosen kinematic variable. This then gives a set of values \( m = (m_1, \ldots, m_M) \) for the number of entries in each of the \( M \) bins. The expectation value of \( m_i \) can be written

\[
E[m_i] = u_i(\theta),
\]

where the \( u_i \) are calculable quantities depending on the parameters \( \theta \). One often constructs this measurement so as to provide information on the background normalization parameter \( b_{\text{tot}} \) and also possibly on the signal and background shape parameters.

The likelihood function is the product of Poisson probabilities for all bins:

\[
L(\mu, \theta) = \prod_{j=1}^{N} \frac{[(\mu s_j + b_{j}) n_j]}{n_j!} e^{-[(\mu s_j + b_{j})]} \prod_{k=1}^{M} m_k^u_k e^{-m_k}. \quad (5)
\]

To test a hypothesized value of \( \mu \) we consider the profile likelihood ratio

\[
\lambda(\mu) = \frac{L(\mu, \hat{\theta})}{L(\hat{\mu}, \hat{\theta})}. \quad (6)
\]

The numerator of this ratio is the profile likelihood function (see, e.g., [7]). The quantity \( \hat{\theta} \) denotes the value of \( \theta \) that maximizes \( L \) for the specified \( \mu \), i.e., it is the conditional maximum-likelihood (ML) estimator of \( \theta \) (and thus is a function of \( \mu \)). The denominator is the maximized (unconditional) likelihood function, i.e., \( \hat{\mu} \) and \( \hat{\theta} \) are their ML estimators. The presence of the nuisance parameters broadens the profile likelihood as a function of \( \mu \) relative to what one would have if their values were fixed. This reflects the loss of information about \( \mu \) due to the systematic uncertainties.

In many analyses, the contribution of the signal process to the mean number of entries is assumed to be non-negative. This condition effectively implies that any physical estimator for \( \mu \) must be non-negative. Even if we regard this to be the case, however, it is convenient to define an effective estimator \( \hat{\mu} \) as the value of \( \mu \) that maximizes the likelihood, even this gives \( \hat{\mu} < 0 \) (but providing that the Poisson mean values, \( \mu s_i + b_{i} \), remain nonnegative). This will allow us in Sect. 3.1 to model \( \hat{\mu} \) as a Gaussian distributed variable, and in this way we can determine the distributions of the test statistics that we consider. Therefore in the following we will always regard \( \hat{\mu} \) as an effective estimator which is allowed to take on negative values.

2.1 Test statistic \( t_{\mu} = -2 \ln \lambda(\mu) \)

From the definition of \( \lambda(\mu) \) in (7), one can see that \( 0 \leq \lambda \leq 1 \), with \( \lambda \) near 1 implying good agreement between the data and the hypothesized value of \( \mu \). Equivalently it is convenient to use the statistic

\[
t_{\mu} = -2 \ln \lambda(\mu) \quad (8)
\]

as the basis of a statistical test. Higher values of \( t_{\mu} \) thus correspond to increasing incompatibility between the data and \( \mu \).

We may define a test of a hypothesized value of \( \mu \) by using the statistic \( t_{\mu} \) directly as measure of discrepancy between the data and the hypothesis, with higher values of \( t_{\mu} \) corresponding to increasing disagreement. To quantify the level of disagreement we compute the \( p \)-value,

\[
p_{\mu} = \int_{t_{\mu,\text{obs}}}^{\infty} f(\mu|\mu) dt_{\mu}, \quad (9)
\]

where \( t_{\mu,\text{obs}} \) is the value of the statistic \( t_{\mu} \) observed from the data and \( f(\mu|\mu) \) denotes the pdf of \( t_{\mu} \) under the assumption of the signal strength \( \mu \). Useful approximations for this and other related pdfs are given in Sect. 3.3. The relation between the \( p \)-value and the observed \( t_{\mu} \) and also with the significance \( Z \) are illustrated in Fig. 1.

When using the statistic \( t_{\mu} \), a data set may result in a low \( p \)-value in two distinct ways: the estimated signal strength \( \hat{\mu} \) may be found greater or less than the hypothesized value \( \mu \). As a result, the set of \( \mu \) values that are rejected because their \( p \)-values are found below a specified threshold \( \alpha \) may lie to either side of those values not rejected, i.e., one may obtain a two-sided confidence interval for \( \mu \).

2.2 Test statistic \( \tilde{t}_{\mu} \) for \( \mu \geq 0 \)

Often one assumes that the presence of a new signal can only increase the mean event rate beyond what is expected from background alone. That is, the signal process necessarily has \( \mu \geq 0 \), and to take this into account we define an alternative test statistic below called \( \tilde{t}_{\mu} \).

For a model where \( \mu \geq 0 \), if one finds data such that \( \hat{\mu} < 0 \), then the best level of agreement between the data and any physical value of \( \mu \) occurs for \( \mu = 0 \). We therefore define

\[
\tilde{\lambda}(\mu) = \begin{cases} 
\frac{L(\mu, \hat{\theta}(\mu))}{L(\mu, \hat{\theta}(0))}, & \hat{\mu} \geq 0, \\
\frac{L(\mu, \hat{\theta}(\mu))}{L(0, \hat{\theta}(0))}, & \hat{\mu} < 0.
\end{cases}
\quad (10)
\]
of \theta \) obtain the corresponding test statistic, which we denote \( \tilde{t}_\mu \).

Fig. 1 (a) Illustration of the relation between the p-value obtained from an observed value of the test statistic \( t_\mu \) from an observed value of the test statistic \( t_\mu \). (b) The standard normal distribution \( \phi(x) = \frac{1}{\sqrt{2\pi}} \exp(-x^2/2) \) showing the relation between the significance \( Z \) and the p-value.

Here \( \hat{\theta}(0) \) and \( \hat{\theta}(\mu) \) refer to the conditional ML estimators of \( \theta \) given a strength parameter of 0 or \( \mu \), respectively.

The variable \( \hat{\lambda}(\mu) \) can be used instead of \( \lambda(\mu) \) in (8) to obtain the corresponding test statistic, which we denote \( \tilde{t}_\mu \).

That is,

\[
\tilde{t}_\mu = -2 \ln \hat{\lambda}(\mu) = \begin{cases} 
-2 \ln \frac{L(\mu, \hat{\theta}(\mu))}{L(0, \hat{\theta}(0))}, & \hat{\mu} < 0, \\
-2 \ln \frac{L(\mu, \hat{\theta}(\mu))}{L(\hat{\mu}, \hat{\theta})}, & \hat{\mu} \geq 0. 
\end{cases} 
\tag{11}
\]

As was done with the statistic \( t_\mu \), one can quantify the level of disagreement between the data and the hypothesized value of \( \mu \) with the p-value, just as in (9). For this one needs the distribution of \( \tilde{t}_\mu \), an approximation of which is given in Sect. 3.4.

Also similar to the case of \( t_\mu \), values of \( \mu \) both above and below \( \hat{\mu} \) may be excluded by a given data set, i.e., one may obtain either a one-sided or two-sided confidence interval for \( \mu \). The statistic defined here as \( \tilde{t}_\mu \) is also discussed for the case without nuisance parameters in [8] and including nuisance parameters in [7]. In these references, however, the estimator of the parameter of interest is assumed to remain within the allowed range of the parameter. Here in contrast we treat \( \hat{\mu} \) as an effective estimator that can be negative even if the physical model requires \( \mu \geq 0 \). As shown below in Sect. 3, this allows us to apply large-sample approximations to find the distribution of \( \tilde{t}_\mu \).

2.3 Test statistic \( q_0 \) for discovery of a positive signal

An important special case of the statistic \( \tilde{t}_\mu \) described above is used to test \( \mu = 0 \) in a class of model where we assume \( \mu \geq 0 \). Rejecting the \( \mu = 0 \) hypothesis effectively leads to the discovery of a new signal. For this important case we use the special notation \( q_0 = \tilde{t}_0 \). Using the definition (11) with \( \mu = 0 \) one finds

\[
q_0 = \begin{cases} 
-2 \ln \lambda(0), & \hat{\mu} \geq 0, \\
0, & \hat{\mu} < 0, 
\end{cases} 
\tag{12}
\]

where \( \lambda(0) \) is the profile likelihood ratio for \( \mu = 0 \) as defined in (7).

We may contrast this to the statistic \( t_0 \), i.e., (8), used to test \( \mu = 0 \). In that case one may reject the \( \mu = 0 \) hypothesis for either an upward or downward fluctuation of the data. This is appropriate if the presence of a new phenomenon could lead to an increase or decrease in the number of events found. In an experiment looking for neutrino oscillations, for example, the signal hypothesis may predict a greater or lower event rate than the no-oscillation hypothesis.

When using \( q_0 \), however, we consider the data to show lack of agreement with the background-only hypothesis only if \( \hat{\mu} > 0 \). That is, a value of \( \hat{\mu} \) much below zero may indeed constitute evidence against the background-only model, but this type of discrepancy does not show that the data contain signal events, but rather points to some other systematic error. For the present discussion, however, we assume that the systematic uncertainties are dealt with by the nuisance parameters \( \theta \).

If the data fluctuate such that one finds fewer events than even predicted by background processes alone, then \( \hat{\mu} < 0 \) and one has \( q_0 = 0 \). As the event yield increases above the expected background, i.e., for increasing \( \hat{\mu} \), one finds increasingly large values of \( q_0 \), corresponding to an increasing level of incompatibility between the data and the \( \mu = 0 \) hypothesis.

To quantify the level of disagreement between the data and the hypothesis of \( \mu = 0 \) using the observed value of \( q_0 \) we compute the p-value in the same manner as done with \( t_\mu \), namely,

\[
p_0 = \int_{q_0}^{\infty} f(q_0 | 0) \, dq_0. 
\tag{13}
\]

Here \( f(q_0 | 0) \) denotes the pdf of the statistic \( q_0 \) under assumption of the background-only (\( \mu = 0 \)) hypothesis. An approximation for this and other related pdfs are given in Sect. 3.5.
2.4 Test statistic \( q_\mu \) for upper limits

For purposes of establishing an upper limit on the strength parameter \( \mu \), we consider two closely related test statistics. First, we may define

\[
q_\mu = \begin{cases} 
-2 \ln \lambda(\mu), & \hat{\mu} \leq \mu, \\
0, & \hat{\mu} > \mu,
\end{cases}
\]

(14)

where \( \lambda(\mu) \) is the profile likelihood ratio as defined in (7). The reason for setting \( q_\mu = 0 \) for \( \hat{\mu} > \mu \) is that when setting an upper limit, one would not regard data with \( \hat{\mu} > \mu \) as representing less compatibility with \( \mu \) than the data obtained, and therefore this is not taken as part of the rejection region of the test. That is, the upper limit is obtained by testing \( \mu \) against the alternative hypothesis consisting of lower values of \( \mu \). From the definition of the test statistic one sees that higher values of \( q_\mu \) represent greater incompatibility between the data and the hypothesized value of \( \mu \).

One should note that \( q_0 \) is not simply a special case of \( q_\mu \) with \( \mu = 0 \), but rather has a different definition (see (12) and (14)). That is, \( q_0 \) is zero if the data fluctuate downward (\( \hat{\mu} < 0 \)), but \( q_\mu \) is zero if the data fluctuate upward (\( \hat{\mu} > \mu \)).

With that caveat in mind, we will often refer in the following to \( q_\mu \) with the idea that this means either \( q_0 \) or \( q_\mu \) as appropriate to the context.

As with the case of discovery, one quantifies the level of agreement between the data and hypothesized \( \mu \) with \( p \)-value. For, e.g., an observed value \( \mu_{\text{obs}} \), one has

\[
p_{\mu} = \int_{q_\mu, \mu_{\text{obs}}}^{\infty} f(q_\mu | \mu) dq_\mu, \tag{15}
\]

which can be expressed as a significance using (1). Here \( f(q_\mu | \mu) \) is the pdf of \( q_\mu \) assuming the hypothesis \( \mu \). In Sect. 3.6 we provide useful approximations for this and other related pdfs.

2.5 Alternative test statistic \( \tilde{q}_\mu \) for upper limits

For the case where one considers models for which \( \mu \geq 0 \), the variable \( \tilde{\lambda}(\mu) \) can be used instead of \( \lambda(\mu) \) in (14) to obtain the corresponding test statistic, which we denote \( \tilde{q}_\mu \).

That is,

\[
\tilde{q}_\mu = \begin{cases} 
-2 \ln \tilde{\lambda}(\mu), & \hat{\mu} \leq \mu \\
0, & \hat{\mu} > \mu
\end{cases}
\]

\[
= \begin{cases} 
-2 \ln \frac{L(\hat{\mu} | \hat{\theta}(\mu))}{L(\hat{\theta}(\mu))}, & \hat{\mu} < 0, \\
-2 \ln \frac{L(\hat{\mu} | \hat{\theta}(\mu))}{L(\hat{\theta}(0))}, & 0 \leq \hat{\mu} \leq \mu, \\
0, & \hat{\mu} > \mu.
\end{cases}
\]

(16)

We give an approximation for the pdf \( f(\tilde{q}_\mu | \mu') \) in Sect. 3.7.

In numerical examples we have found that the difference between the tests based on \( q_\mu \) (14) and \( \tilde{q}_\mu \) usually to be negligible, but use of \( q_\mu \) leads to important simplifications. Furthermore, in the context of the approximation used in Sect. 3, the two statistics are equivalent. That is, assuming the approximations below, \( q_\mu \) can be expressed as a monotonic function of \( \tilde{q}_\mu \) and thus they lead to the same results.

3 Approximate sampling distributions

In order to find the \( p \)-value of a hypothesis using (13) or (15) we require the sampling distribution for the test statistic being used. In the case of discovery we are testing the background-only hypothesis (\( \mu = 0 \)) and therefore we need \( f(q_0 | 0) \), where \( q_0 \) is defined by (12). When testing a nonzero value of \( \mu \) for purposes of finding an upper limit we need the distribution \( f(q_\mu | \mu) \) where \( q_\mu \) is defined by (14), or alternatively we require the pdf of the corresponding statistic \( \tilde{q}_\mu \) as defined by (16). In this notation the subscript of \( q \) refers to the hypothesis being tested, and the second argument in \( f(q_{\mu_1} | \mu) \) gives the value of \( \mu \) assumed in the distribution of the data.

We also need the distribution \( f(q_{\mu} | \mu') \) with \( \mu \neq \mu' \) to find what significance to expect and how this is distributed if the data correspond to a strength parameter different from the one being tested. For example, it is useful to characterize the sensitivity of a planned experiment by quoting the median significance, assuming data distributed according to a specified signal model, with which one would expect to exclude the background-only hypothesis. For this one would need \( f(q_0 | \mu') \), usually with \( \mu' = 1 \). From this one can find the median \( q_0 \) and thus the median discovery significance.

When considering upper limits, one would usually quote the value of \( \mu \) for which the median \( p \)-value is equal to 0.05, as this gives the median upper limit on \( \mu \) at 95% confidence level. In this case one would need \( f(q_{\mu} | 0) \) (or alternatively \( f(q_{\mu_1} | 0) \)).

In Sect. 3.1 we present an approximation for the profile likelihood ratio, valid in the large sample limit. This allows one to obtain approximations for all of the required distributions, which are given in Sects. 3.3 through 3.6. The approximations become exact in the large sample limit and are in fact found to provide accurate results even for fairly small sample sizes. For very small data samples one always has the possibility of using Monte Carlo methods to determine the required distributions.

3.1 Approximate distribution of the profile likelihood ratio

Consider a test of the strength parameter \( \mu \), which here can either be zero (for discovery) or nonzero (for an upper limit), and suppose the data are distributed according to
a strength parameter $\mu'$. The desired distribution $f(\mu; \mu')$ can be found using a result due to Wald [2], who showed that for the case of a single parameter of interest,

$$-2 \ln \lambda(\mu) = \frac{(\mu - \hat{\mu})^2}{\sigma^2} + O(1/\sqrt{N}).$$  \hspace{1cm} (17)

Here $\hat{\mu}$ follows a Gaussian distribution with a mean $\mu'$ and standard deviation $\sigma$, and $N$ represents the data sample size. The standard deviation $\sigma$ of $\hat{\mu}$ is obtained from the covariance matrix of the estimators for all the parameters, $V_{ij} = \text{cov}[\hat{\theta}_i, \hat{\theta}_j]$, where here the $\hat{\theta}_i$ represent both $\mu$ as well as the nuisance parameters (e.g., take $\hat{\theta}_0 = \mu$, so $\sigma^2 = V_{00}$). In the large-sample limit, the bias of ML estimators in general tend to zero, in which case we can write the inverse of the covariance matrix as

$$V^{-1}_{ij} = -E \left[ \frac{\partial^2 \ln L}{\partial \theta_i \partial \theta_j} \right],$$  \hspace{1cm} (18)

where the expectation value assumes a strength parameter $\mu'$. The approximations presented here are valid to the extent that the $O(1/\sqrt{N})$ term can be neglected, and the value of $\sigma$ can be estimated, e.g., using (18). In Sect. 3.2 we present an alternative way to estimate $\sigma$ which lends itself more directly to determination of the median significance.

If $\hat{\mu}$ is Gaussian distributed and we neglect the $O(1/\sqrt{N})$ term in (17), then one can show that the statistic $t_{\mu} = -2\ln \lambda(\mu)$ follows a noncentral chi-square distribution for one degree of freedom (see, e.g., [10, 11]),

$$f(t_{\mu}; \Lambda) = \frac{1}{2\sqrt{t_{\mu}}\sqrt{2\pi}} \exp \left( -\frac{1}{2} \left( \sqrt{t_{\mu}} + \sqrt{\Lambda} \right)^2 \right) + \exp \left( -\frac{1}{2} \left( \sqrt{t_{\mu}} - \sqrt{\Lambda} \right)^2 \right),$$  \hspace{1cm} (19)

where the noncentrality parameter $\Lambda$ is

$$\Lambda = \frac{(\mu - \mu')^2}{\sigma^2}. \hspace{1cm} (20)$$

For the special case $\mu' = \mu$ one has $\Lambda = 0$ and $-2\ln \lambda(\mu)$ approaches a chi-square distribution for one degree of freedom, a result shown earlier by Wilks [1].

The results of Wilks and Wald generalize to more than one parameter of interest. If the parameters of interest can be explicitly identified with a subset of the parameters $\theta_i = (\theta_1, \ldots, \theta_r)$, then the distribution of $-2\ln \lambda(\theta_i)$ follows a noncentral chi-square distribution for $r$-degrees of freedom with noncentrality parameter

$$\Lambda_r = \sum_{i,j=1}^{r} (\theta_i - \theta_j) \tilde{V}_{ij}^{-1} (\theta_j - \theta_j), \hspace{1cm} (21)$$

where $\tilde{V}_{ij}^{-1}$ is the inverse of the submatrix one obtains from restricting the full covariance matrix to the parameters of interest. The full covariance matrix is given from inverting (18), and we show an efficient way to calculate it in Sect. 3.2.

3.2 The Asimov data set and the variance of $\hat{\mu}$

Some of the formulae given require the standard deviation $\sigma$ of $\hat{\mu}$, which is assumed to follow a Gaussian distribution with a mean of $\mu'$. Below we show two ways of estimating $\sigma$, both of which are closely related to a special, artificial data set that we call the “Asimov data set”.

We define the Asimov data set such that when one uses it to evaluate the estimators for all parameters, one obtains the true parameter values. Consider the likelihood function for the generic analysis given by (6). To simplify the notation in this section we define

$$v_i = \mu' s_i + b_i. \hspace{1cm} (22)$$

Further let $\theta_0 = \mu$ represent the strength parameter, so that here $\theta_i$ can stand for any of the parameters. The ML estimators for the parameters can be found by setting the derivatives of $\ln L$ with respect to all of the parameters equal to zero:

$$\frac{\partial \ln L}{\partial \theta_j} = \sum_{i=1}^{N} \left( \frac{n_i}{\nu_i} - 1 \right) \frac{\partial v_i}{\partial \theta_j} + \sum_{i=1}^{M} \left( \frac{m_i}{u_i} - 1 \right) \frac{\partial u_i}{\partial \theta_j} = 0. \hspace{1cm} (23)$$

This condition holds if the Asimov data, $n_{i,A}$ and $m_{i,A}$, are equal to their expectation values:

$$n_{i,A} = E[n_i] = v_i = \mu' s_i(\theta) + b_i(\theta), \hspace{1cm} (24)$$

$$m_{i,A} = E[m_i] = u_i(\theta). \hspace{1cm} (25)$$

Here the parameter values represent those implied by the assumed distribution of the data. In practice, these are the values that would be estimated from the Monte Carlo model using a very large data sample.

We have not proved that the Asimov data set as defined above always exists, and there may be pathological cases where it does not. This issue is not expected to be relevant in practice, and indeed for an analysis of the binned type outlined above, the Asimov data set can always be found using the expectation values as in (24) and (25). Note also that an unbinned likelihood can always be interpreted as a limiting case of a binned likelihood when the bin size goes to zero, so (24) and (25) can be applied to such cases as well. Furthermore the Asimov data set is not strictly unique, and if this is the case then any one may be used.

We can use the Asimov data set to evaluate the “Asimov likelihood” $L_A$ and the corresponding profile likelihood ra-
The use of non-integer values for the data is not a problem as the factorial terms in the Poisson likelihood represent constants that cancel when forming the likelihood ratio, and thus can be dropped. One finds

\[
\lambda_A(\mu) = \frac{L_A(\mu, \hat{\theta})}{L_A(\mu, \hat{\theta})} = \frac{L_A(\mu', \hat{\theta})}{L_A(\mu', \hat{\theta})},
\]

(26)

where the final equality above exploits the fact that the estimators for the parameters are equal to their hypothesized values when the likelihood is evaluated with the Asimov data set.

A standard way to find \(\sigma\) is by estimating the matrix of second derivatives of the log-likelihood function (cf. (18)) to obtain the inverse covariance matrix \(V^{-1}\), inverting to find \(V\), and then extracting the element (22) corresponding to the variance of \(\hat{\mu}\). The second derivative of \(\ln L\) is

\[
\frac{\partial^2 \ln L}{\partial \theta_j \partial \theta_k} = \sum_{i=1}^{N} \left( \frac{n_i}{v_i} - 1 \right) \frac{\partial^2 v_i}{\partial \theta_j \partial \theta_k} - \frac{\partial v_i}{\partial \theta_j} \frac{\partial v_i}{\partial \theta_k} \frac{n_i}{v_i^2} + \sum_{i=1}^{M} \left( \frac{m_i}{u_i} - 1 \right) \frac{\partial^2 u_i}{\partial \theta_j \partial \theta_k} - \frac{\partial u_i}{\partial \theta_j} \frac{\partial u_i}{\partial \theta_k} \frac{m_i}{u_i^2}
\]

(27)

From (27) one sees that the second derivative of \(\ln L\) is linear in the data values \(n_i\) and \(m_i\). Thus its expectation value is found simply by evaluating with the expectation values of the data, which is the same as the Asimov data. One can therefore obtain the inverse covariance matrix from

\[
V^{-1}_{jk} = -\mathbb{E} \left[ \frac{\partial^2 \ln L}{\partial \theta_j \partial \theta_k} \right] = -\frac{\partial^2 \ln L_A}{\partial \theta_j \partial \theta_k}
\]

\[
= \sum_{i=1}^{N} \frac{\partial v_i}{\partial \theta_j} \frac{\partial v_i}{\partial \theta_k} \frac{1}{v_i} + \sum_{i=1}^{M} \frac{\partial u_i}{\partial \theta_j} \frac{\partial u_i}{\partial \theta_k} \frac{1}{u_i}.
\]

(28)

In practice one could, for example, evaluate the derivatives of \(\ln L_A\) numerically, use this to find the inverse covariance matrix, and then invert and extract the variance of \(\hat{\mu}\). One can see directly from (28) that this variance depends on the parameter values assumed for the Asimov data set, in particular on the assumed strength parameter \(\mu'\), which enters via (22).

Another method for estimating \(\sigma\) (denoted \(\sigma_A\) in this section to distinguish it from the approach above based on the second derivatives of \(\ln L\)) is to find the value that is necessary to recover the known properties of \(-\lambda_A(\mu)\). Because the Asimov data set corresponding to a strength \(\mu'\) gives \(\hat{\mu} = \mu'\), from (17) one finds

\[
-2\ln \lambda_A(\mu) \approx \frac{(\mu - \mu')^2}{\sigma^2} = \Lambda.
\]

(29)

That is, from the Asimov data set one obtains an estimate of the noncentrality parameter \(\Lambda\) that characterizes the distribution \(f(q_{\mu,A}|\mu')\). Equivalently, one can use (29) to obtain the variance \(\sigma^2\) which characterizes the distribution of \(\hat{\mu}\), namely,

\[
\sigma_A^2 = \frac{(\mu - \mu')^2}{q_{\mu,A}}.
\]

(30)

where \(q_{\mu,A} = -2\ln \lambda_A(\mu)\). For the important case where one wants to find the median exclusion significance for the hypothesis \(\mu\) assuming that there is no signal, then one has \(\mu' = 0\) and therefore

\[
\sigma_A^2 = \frac{\mu^2}{q_{0,A}}.
\]

(31)

and for the modified statistic \(\tilde{q}_\mu\) the analogous relation holds. For the case of discovery where one tests \(\mu = 0\) one has

\[
\sigma_A^2 = \frac{\mu_0^2}{q_{0,A}}.
\]

(32)

The two methods for obtaining \(\sigma\) and \(\Lambda\)—from the Fisher information matrix or from \(q_{\mu,A}\)—are not identical, but were found to provide similar results in examples of practical interest. In several cases that we considered, the distribution based on \(\sigma_A\) provided a better approximation to the true sampling distribution than the standard approach based on the Fisher information matrix, leading to the conjecture that it may effectively incorporate some higher-order terms in (17).

This can be understood qualitatively by noting that under assumption of the Wald approximation, the test statistics \(q_0, q_\mu\) and \(\tilde{q}_\mu\) are monotonically related to \(\hat{\mu}\), and therefore their median values can be found directly by using the median of \(\hat{\mu}\), which is \(\mu'\). But monotonicity is a weaker condition than the full Wald approximation. That is, even if higher-order terms are present in (17), they will not alter the distribution’s median as long as they do not break the monotonicity of the relation between the test statistic and \(\hat{\mu}\). If one uses \(\sigma_A\) one obtains distributions with medians given by the corresponding Asimov values, \(q_{0,A}\) or \(q_{\mu,A}\), and these values will be correct to the extent that monotonicity holds.

3.3 Distribution of \(t_\mu\)

Consider first using the statistic \(t_\mu = -2\ln \lambda(\mu)\) of Sect. 2.1 as the basis of the statistical test of a hypothesized value of \(\mu\). This could be a test of \(\mu = 0\) for purposes of establishing existence of a signal process, or non-zero values of \(\mu\) for purposes of obtaining a confidence interval. To find
the $p$-value $p_\mu$, we require the pdf $f(t_\mu|\mu)$, and to find the median $p$-value assuming a different strength parameter we will need $f(t_\mu|\mu')$.

The pdf $f(t_\mu|\mu')$ is given by (19), namely,

$$f(t_\mu|\mu') = \frac{1}{2\sqrt{t_\mu}} \frac{1}{\sqrt{2\pi}} \left[ \exp\left( -\frac{1}{2} \left( \frac{\mu - \mu'}{\sigma} \right)^2 \right) + \exp\left( -\frac{1}{2} \left( \frac{\mu - \mu'}{\sigma} \right)^2 \right) \right].$$

(33)

The special case $\mu = \mu'$ is simply a chi-square distribution for one degree of freedom:

$$f(t_\mu|\mu) = \frac{1}{2\sqrt{t_\mu}} \frac{1}{\sqrt{2\pi}} e^{-t_\mu/2}.$$  

(34)

The cumulative distribution of $t_\mu$ assuming $\mu'$ is

$$F(t_\mu|\mu') = \Phi\left( \sqrt{t_\mu} + \frac{\mu - \mu'}{\sigma} \right) + \Phi\left( \sqrt{t_\mu} - \frac{\mu - \mu'}{\sigma} \right) - 1,$$

where $\Phi$ is the cumulative distribution of the standard (zero mean, unit variance) Gaussian. The special case $\mu = \mu'$ is therefore

$$F(t_\mu|\mu) = 2\Phi\left( \sqrt{t_\mu} \right) - 1.$$  

(36)

The $p$-value of a hypothesized value of $\mu$ for an observed value $t_\mu$ is therefore

$$p_\mu = 1 - F(t_\mu|\mu) = 2\left( 1 - \Phi\left( \sqrt{t_\mu} \right) \right),$$

and the corresponding significance is

$$Z_\mu = \Phi^{-1}(1 - p_\mu) = \Phi^{-1}(2\Phi\left( \sqrt{t_\mu} \right) - 1).$$  

(37)

If the $p$-value is found below a specified threshold $\alpha$ (often one takes $\alpha = 0.05$), then the value of $\mu$ is said to be excluded at a confidence level (CL) of $1 - \alpha$. The set of points not excluded form a confidence interval with $CL = 1 - \alpha$. Here the endpoints of the interval can be obtained simply by setting $p_\mu = \alpha$ and solving for $\mu$. Assuming the Wald approximation (17) and using (37) one finds

$$\mu_{up/lo} = \hat{\mu} \pm \sigma \Phi^{-1}(1 - \alpha/2).$$  

(39)

One subtlety with this formula is that $\sigma$ itself depends at some level on $\mu$. In practice to find the upper and lower limits one can simply solve numerically to find those values of $\mu$ that satisfy $p_\mu = \alpha$.

3.4 Distribution of $\tilde{t}_\mu$

Assuming the Wald approximation, the statistic $\tilde{t}_\mu$ as defined by (11) can be written

$$\tilde{t}_\mu = \begin{cases} \frac{\mu^2}{\sigma} - 2\mu d, & \hat{\mu} < 0, \\ (\hat{\mu} - \mu)^2, & \hat{\mu} \geq 0. \end{cases}$$  

(40)

From this the pdf $f(\tilde{t}_\mu|\mu')$ is found to be

$$f(\tilde{t}_\mu|\mu') = \frac{1}{2\sqrt{2\pi}} \frac{1}{\sqrt{\tilde{t}_\mu}} \exp\left[ -\frac{1}{2} \left( \frac{\mu - \mu'}{\sigma} \right)^2 \right].$$

(41)

The special case $\mu = \mu'$ is therefore

$$f(\tilde{t}_\mu|\mu) = \begin{cases} \frac{1}{\sqrt{2\pi}} \frac{1}{\sqrt{\tilde{t}_\mu}} e^{-\tilde{t}_\mu/2}, & \tilde{t}_\mu \leq \mu^2 / \sigma^2, \\ + \frac{1}{\sqrt{2\pi(2\mu/\sigma)^2}} \exp\left[ -\frac{1}{2} \left( \frac{\tilde{t}_\mu - \mu^2}{(2\mu/\sigma)^2} \right) \right], & \tilde{t}_\mu > \mu^2 / \sigma^2. \end{cases}$$

(42)

The corresponding cumulative distribution is

$$F(\tilde{t}_\mu|\mu') = \begin{cases} \Phi\left( \sqrt{\tilde{t}_\mu} + \frac{\mu - \mu'}{\sigma} \right) - 1, & \tilde{t}_\mu \leq \mu^2 / \sigma^2, \\ \frac{1}{\sqrt{2\pi}} \frac{1}{\sqrt{\tilde{t}_\mu}} e^{-\tilde{t}_\mu/2}, & \tilde{t}_\mu > \mu^2 / \sigma^2. \end{cases}$$

(43)

For $\mu = \mu'$ this is

$$F(\tilde{t}_\mu|\mu) = \begin{cases} 2\Phi\left( \sqrt{\tilde{t}_\mu} \right) - 1, & \tilde{t}_\mu \leq \mu^2 / \sigma^2, \\ \Phi\left( \sqrt{\tilde{t}_\mu} + \Phi\left( \sqrt{\tilde{t}_\mu} + \frac{\tilde{t}_\mu + \mu^2}{2\mu/\sigma} \right) - 1, & \tilde{t}_\mu > \mu^2 / \sigma^2. \end{cases}$$

(44)

The $p$-value of the hypothesized $\mu$ is given by one minus the cumulative distribution, under assumption of the parameter $\mu$,

$$p_\mu = 1 - F(\tilde{t}_\mu|\mu).$$  

(45)

The corresponding significance is $Z_\mu = \Phi^{-1}(1 - p_\mu)$. 
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A confidence interval for $\mu$ at confidence level $CL = 1 - \alpha$ can be constructed from the set $\mu$ values for which the $p$-value is not less than $\alpha$. To find the endpoints of this interval, one can set $p_\mu$ from (45) equal to $\alpha$ and solve for $\mu$. In general this must be done numerically. In the large sample limit, i.e., assuming the validity of the asymptotic approximations, these intervals correspond to the limits of Feldman and Cousins [8] for the case where physical range of the parameter $\mu$ is $\mu \geq 0$.

3.5 Distribution of $q_0$ (discovery)

Assuming the validity of the approximation (17), one has $-2 \ln \lambda(0) = \hat{\mu}_0^2/\sigma^2$. From the definition (12) of $q_0$, we therefore have

$$q_0 = \begin{cases} \hat{\mu}^2/\sigma^2, & \hat{\mu} \geq 0, \\ 0, & \hat{\mu} < 0, \end{cases}$$

where $\hat{\mu}$ follows a Gaussian distribution with mean $\mu'$ and standard deviation $\sigma$. From this one can show that the pdf of $q_0$ has the form

$$f(q_0|\mu') = \left(1 - \Phi\left(\frac{\mu'}{\sigma}\right)\right)\delta(q_0) + \frac{1}{2} \frac{1}{\sqrt{2\pi}} \frac{1}{\sqrt{q_0}} \exp\left[-\frac{1}{2} \left(\sqrt{q_0} - \frac{\mu'}{\sigma}\right)^2\right].$$

For the special case of $\mu' = 0$, this reduces to

$$f(q_0|0) = \frac{1}{2}\delta(q_0) + \frac{1}{2} \frac{1}{2\sqrt{\pi}} \frac{1}{\sqrt{q_0}} e^{-q_0/2}. \tag{48}$$

That is, one finds a mixture of a delta function at zero and a chi-square distribution for one degree of freedom, with each term having a weight of 1/2. This distribution is also found in [9]. In the following we will refer to this mixture as a half chi-square distribution or $\chi^2_1$.

From (47) the corresponding cumulative distribution is found to be

$$F(q_0|\mu') = \Phi\left(\sqrt{q_0} - \frac{\mu'}{\sigma}\right). \tag{49}$$

The important special case $\mu' = 0$ is therefore simply

$$F(q_0|0) = \Phi\left(\sqrt{q_0}\right). \tag{50}$$

The $p$-value of the $\mu = 0$ hypothesis (see (13)) is

$$p_0 = 1 - F(q_0|0), \tag{51}$$

and therefore using (1) for the significance one obtains the simple formula

$$Z_0 = \Phi^{-1}(1 - p_0) = \sqrt{q_0}. \tag{52}$$

3.6 Distribution of $q_\mu$ (upper limits)

Assuming the validity of the Wald approximation, we can write the test statistic used for upper limits, (14) as

$$q_\mu = \begin{cases} (\mu - \hat{\mu}_0)^2/\sigma^2, & \hat{\mu} < \mu, \\ 0, & \hat{\mu} > \mu, \end{cases}$$

where $\hat{\mu}$ as before follows a Gaussian centred about $\mu'$ with a standard deviation $\sigma$.

The pdf $f(q_\mu|\mu')$ is found to be

$$f(q_\mu|\mu') = \Phi\left(\frac{\mu' - \mu}{\sigma}\right)\delta(q_\mu) + \frac{1}{2} \frac{1}{\sqrt{2\pi}} \frac{1}{\sqrt{q_\mu}} \exp\left[-\frac{1}{2} \left(\sqrt{q_\mu} - \frac{\mu - \mu'}{\sigma}\right)^2\right].$$

so that the special case $\mu = \mu'$ is a half chi-square distribution:

$$f(q_\mu|\mu) = \frac{1}{2}\delta(q_\mu) + \frac{1}{2} \frac{1}{2\sqrt{\pi}} \frac{1}{\sqrt{q_\mu}} e^{-q_\mu/2}. \tag{55}$$

The cumulative distribution is

$$F(q_\mu|\mu') = \Phi\left(\sqrt{q_\mu} - \mu - \mu'\right), \tag{56}$$

and the corresponding special case $\mu' = \mu$ is thus the same as what was found for $q_0$, namely,

$$F(q_\mu|\mu) = \Phi\left(\sqrt{q_\mu}\right). \tag{57}$$

The $p$-value of the hypothesized $\mu$ is

$$p_\mu = 1 - F(q_\mu|\mu) = 1 - \Phi\left(\sqrt{q_\mu}\right) \tag{58}$$

and therefore the corresponding significance is

$$Z_\mu = \Phi^{-1}(1 - p_\mu) = \sqrt{q_\mu}. \tag{59}$$

As with the statistic $t_\mu$ above, if the $p$-value is found below a specified threshold $\alpha$ (often one takes $\alpha = 0.05$), then the value of $\mu$ is said to be excluded at a confidence level (CL) of $1 - \alpha$. The upper limit on $\mu$ is the largest $\mu$ with $p_\mu \leq \alpha$. Here this can be obtained simply by setting $p_\mu = \alpha$ and solving for $\mu$. Using (53) and (58) one finds

$$\mu_{up} = \hat{\mu} + \sigma \Phi^{-1}(1 - \alpha). \tag{60}$$

For example, $\alpha = 0.05$ gives $\Phi^{-1}(1 - \alpha) = 1.64$. Also as noted above, $\sigma$ depends in general on the hypothesized $\mu$. Thus in practice one may find the upper limit numerically as the value of $\mu$ for which $p_\mu = \alpha$. 
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3.7 Distribution of $\bar{q}_\mu$ (upper limits)

Using the alternative statistic $\bar{q}_\mu$ defined by (16) and assuming the Wald approximation we find

$$
\bar{q}_\mu = \begin{cases} 
\frac{\mu^2 - 2\hat{\mu}^2}{\sigma^2}, & \hat{\mu} < 0, \\
\frac{(\mu-\hat{\mu})^2}{\sigma^2}, & 0 \leq \hat{\mu} \leq \mu, \\
0, & \hat{\mu} > \mu.
\end{cases}
$$

The pdf $f(\bar{q}_\mu|\mu')$ is found to be

$$f(\bar{q}_\mu|\mu') = \Phi\left(\frac{\mu' - \mu}{\sigma}\right)\delta(\bar{q}_\mu) + \begin{cases} 
\frac{1}{\sqrt{2\pi}} \frac{1}{\sqrt{\bar{q}_\mu}} e^{-\bar{q}_\mu/2}, & 0 < \bar{q}_\mu \leq \mu^2/\sigma^2, \\
\frac{1}{\sqrt{2\pi}(2\mu/\sigma)} \exp[-\frac{1}{2}\left(\frac{\bar{q}_\mu - (\mu^2 - 2\mu\mu')/(2\sigma^2)}{(2\mu/\sigma)^2}\right)\bar{q}_\mu > \mu^2/\sigma^2. 
\end{cases}
$$

The corresponding cumulative distribution is

$$
F(\bar{q}_\mu|\mu') = \begin{cases} 
\Phi(\sqrt{\bar{q}_\mu} - \frac{\mu - \mu'}{\sigma}), & 0 < \bar{q}_\mu \leq \mu^2/\sigma^2, \\
\Phi\left(\frac{\bar{q}_\mu - (\mu^2 - 2\mu\mu')/(2\sigma^2)}{2\mu/\sigma}\right), & \bar{q}_\mu > \mu^2/\sigma^2.
\end{cases}
$$

The special case $\mu = \mu'$ is

$$
F(\bar{q}_\mu|\mu) = \begin{cases} 
\Phi(\sqrt{\bar{q}_\mu}), & 0 < \bar{q}_\mu \leq \mu^2/\sigma^2, \\
\Phi\left(\frac{\bar{q}_\mu + \mu^2/(2\sigma)}{2\mu/\sigma}\right), & \bar{q}_\mu > \mu^2/\sigma^2.
\end{cases}
$$

The $p$-value of the hypothesized $\mu$ is as before given by one minus the cumulative distribution,

$$p_\mu = 1 - F(\bar{q}_\mu|\mu),$$

and therefore the corresponding significance is

$$Z_\mu = \begin{cases} 
\sqrt{q}_\mu, & 0 < \bar{q}_\mu \leq \mu^2/\sigma^2, \\
\frac{\bar{q}_\mu + \mu^2/\sigma^2}{2\mu/\sigma}, & \bar{q}_\mu > \mu^2/\sigma^2.
\end{cases}
$$

As when using $q_\mu$, the upper limit on $\mu$ at confidence level $1 - \alpha$ is found by setting $p_\mu = \alpha$ and solving for $\mu$, which reduces to the same result as found when using $q_\mu$,

$$
\mu_{up} = \hat{\mu} + \sigma \Phi^{-1}(1 - \alpha).
$$

That is, to the extent that the Wald approximation holds, the two statistics $q_\mu$ and $\bar{q}_\mu$ lead to identical upper limits.

3.8 Distribution of $-2 \ln(L_{s+b}/L_b)$

Many analyses carried out at the Tevatron Collider (e.g., [12]) involving searches for a new signal process have been based on the statistic

$$q = -2 \ln \left(\frac{L_s}{L_b}\right)$$

where $L_{s+b}$ is the likelihood of the nominal signal model and $L_b$ is that of the background-only hypothesis. That is, the $s+b$ corresponds to having the strength parameter $\mu = 1$ and $L_b$ refers to $\mu = 0$. The statistic $q$ can therefore be written

$$q = -2 \ln \left(\frac{L(\mu = 1, \hat{\theta}(1))}{L(\mu = 0, \hat{\theta}(0))}\right) = -2 \ln \lambda(1) + 2 \ln \lambda(0).$$

Assuming the validity of the Wald approximation (17), $q$ is given by

$$q = \left(\frac{\hat{\mu} - 1}{\sigma^2}\right) - \frac{\hat{\mu}^2}{\sigma^2} = \frac{1 - 2\hat{\mu}}{\sigma^2},$$

where as previously $\sigma^2$ is the variance of $\hat{\mu}$. As $\hat{\mu}$ follows a Gaussian distribution, the distribution of $q$ is also seen to be Gaussian, with a mean value of

$$E[q] = \frac{1 - 2\mu}{\sigma^2}$$

and a variance of

$$V[q] = \frac{4}{\sigma^2}.$$

That is, the standard deviation of $q$ is $\sigma_q = 2/\sigma$, where the standard deviation of $\hat{\mu}$, $\sigma$, can be estimated, e.g., using the second derivatives of the log-likelihood function as described in Sect. 3.1 or with the methods discussed in Sect. 3.2. Recall that in general $\sigma$ depends on the hypothesized value of $\mu$; here we will refer to these as $\sigma_b$ and $\sigma_{s+b}$ for the $\mu = 0$ and $\mu = 1$ hypotheses, respectively.

From (72) one sees that for the $s+b$ hypothesis ($\mu = 1$) the values of $q$ tend to be lower, and for the $b$ hypothesis
Some measurements characterized by a likelihood function \( f(q) \) are taken into account by using the control measurements as

\[ p_{s+b} = \int_{q_{\text{obs}}}^{\infty} f(q|s+b) dq = 1 - \Phi \left( \frac{q_{\text{obs}} + 1/\sigma_{s+b}}{2/\sigma_{s+b}} \right), \tag{74} \]

\[ p_b = \int_{-\infty}^{q_{\text{obs}}} f(q|b) dq = \Phi \left( \frac{q_{\text{obs}} - 1/\sigma_b}{2/\sigma_b} \right). \tag{75} \]

where we have used (72) and (73) for the mean and variance of \( q \) under the \( b \) and \( s+b \) hypotheses.

The \( p \)-values from (74) and (75) incorporate the effects of systematic uncertainties to the extent that these are connected to the nuisance parameters \( \theta \). In analyses done at the Tevatron such as in [12], these effects are incorporated into the distribution of \( q \) in a different but largely equivalent way. There, usually one treats the control measurements that constrain the nuisance parameters as fixed, and to determine the distribution of \( q \) one only generates the main search measurement (i.e., what corresponds in our generic analysis to the histogram \( n \)). The effects of the systematic uncertainties are taken into account by using the control measurements as the basis of a Bayesian prior density \( \pi(\theta) \), and the distribution of \( q \) is computed under assumption of the Bayesian model average

\[ f(q) = \int f(q|\theta)\pi(\theta) d\theta. \tag{76} \]

The prior pdf \( \pi(\theta) \) used in (76) would be obtained from some measurements characterized by a likelihood function \( L_\theta(\theta) \), and then used to find the prior \( \pi(\theta) \) using Bayes’ theorem,

\[ \pi(\theta) \propto L_\theta(\theta)\pi_0(\theta). \tag{77} \]

Here \( \pi_0(\theta) \) is the initial prior for \( \theta \) that reflected one’s knowledge before carrying out the control measurements. In many cases this is simply taken as a constant, in which case \( \pi(\theta) \) is simply proportional to \( L_\theta(\theta) \).

In the approach of this paper, however, all measurements are regarded as part of the data, including control measurements that constrain nuisance parameters. That is, here to generate a data set by MC means, for a given assumed point in the model’s parameter space, one simulates both the control measurements and the main measurement. Although this is done for a specific value of \( \theta \), in the asymptotic limit the distributions required for computing the \( p \)-values (74) and (75) are only weakly dependent on \( \theta \) to the extent that this can affect the standard deviation \( \sigma_q \). By contrast, in the Tevatron approach one generates only the main measurement with data distributed according to the averaged model (76). In the case where the nuisance parameters are constrained by Gaussian distributed estimates and the initial prior \( \pi_0(\theta) \) is taken to be constant, the two methods are essentially equivalent.

Assuming the Wald approximation holds, the statistic \( q \) as well as \( q_0 \) from (12), \( q_\mu \) from (14) and \( q_\mu \) from (16) are all monotonic functions of \( \tilde{\mu} \), and therefore all are equivalent to \( \tilde{\mu} \) in terms of yielding the same statistical test. If there are no nuisance parameters, then the Neyman–Pearson lemma (see, e.g., [7]) states that the likelihood ratio \( L_{s+b}/L_b \) (or equivalently \( q \)) is an optimal test statistic in the sense that it gives the maximum power for a test of the background-only hypothesis with respect to the alternative of signal plus background (and vice versa). But if the Wald approximation holds, then \( q_0 \) and \( q_\mu \) lead to equivalent tests and are therefore also optimal in the Neyman–Pearson sense. If the nuisance parameters are well constrained by control measurements, then one expects this equivalence to remain approximately true.

Finally, note that in many analyses carried out at the Tevatron, hypothesized signal models are excluded based not on whether the \( p \)-value \( p_{s+b} \) from (74) is less than a given threshold \( \alpha \), but rather the ratio is compared to \( \alpha \). We do not consider this final step here; it is discussed in, e.g., [14, 15].

4 Experimental sensitivity

To characterize the sensitivity of an experiment, one is interested in the significance obtained from a single data set, but rather in the expected (more precisely, median) significance with which one would be able to reject different values of \( \mu \). Specifically, for the case of discovery one would like to know the median, under the assumption of the nominal signal model \(( \mu = 1 \)), with which one would reject the background-only \(( \mu = 0 \)) hypothesis. And for the case of setting exclusion limits the sensitivity is characterized by the median significance, assuming data generated using the \( \mu = 0 \) hypothesis, with which one rejects a nonzero value of \( \mu \) (usually \( \mu = 1 \) is of greatest interest).

The sensitivity of an experiment is illustrated in Fig. 2, which shows the pdf for \( q_\mu \) assuming both a strength parameter \( \mu \) and also assuming a different value \( \mu' \). The distribution \( f(q_\mu|\mu') \) is shifted to higher value of \( q_\mu \), corresponding on average to lower \( p \)-values. The sensitivity of an experiment can be characterized by giving the \( p \)-value corresponding to the median \( q_\mu \) assuming the alternative value \( \mu' \). As the \( p \)-value is a monotonic function of \( q_\mu \), this is equal to the median \( p \)-value assuming \( \mu' \).

In the rest of this section we describe the ingredients needed to determine the experimental sensitivity (median discovery or exclusion significance). In Sect. 3.2 we introduced the Asimov data set, in which all statistical fluctuations are suppressed. This will lead directly to estimates of the experimental sensitivity (Sect. 4.1) as well as providing an alternative estimate of the standard deviation \( \sigma \) of the estimator \( \tilde{\mu} \). In Sect. 4.2 we indicate how the procedure can be
extended to the case where several search channels are combined, and in Sect. 4.3 we describe how to give statistical error bands for the sensitivity.

4.1 The median significance from Asimov values of the test statistic

By using the Asimov data set one can easily obtain the median values of \( q_0, q_\mu \) and \( q_\mu \), and these lead to simple expressions for the corresponding median significance. From (52), (59) and (67) one sees that the significance \( Z_{\mu} \) is a monotonic function of \( q \), and therefore the median \( Z_{\mu} \) is simply given by the corresponding function of the median of \( q \), which is approximated by its Asimov value. For discovery using \( q_0 \) one wants the median discovery significance assuming a strength parameter \( \mu' \) and for upper limits one is particularly interested in the median exclusion significance assuming \( \mu' = 0 \). For these one obtains

\[
\text{med}[Z_{\mu}](\mu') = \sqrt{q_{0,\Lambda}}, \quad (78) \\
\text{med}[Z_{\mu}](0) = \sqrt{q_{\mu,\Lambda}}. \quad (79)
\]

When using \( q_\mu \) for establishing upper limits, the general expression for the exclusion significance \( Z_{\mu} \) is somewhat more complicated depending on \( \mu' \), but in any case found by substituting the appropriate values of \( q_{\mu,\Lambda} \) and \( \sigma_{\Lambda} \) into (67). For the usual case where one wants the median significance for \( \mu \) assuming data distributed according to the background-only hypothesis (\( \mu' = 0 \)), (67) reduces in fact to a relation of the same form as (59), and therefore one finds

\[
\text{med}[Z_{\mu}](0) = \sqrt{q_{\mu,\Lambda}}. \quad (80)
\]

4.2 Combining multiple channels

In many analyses, there can be several search channels which need to be combined. For each channel \( i \) there is a likelihood function \( L_i(\mu, \theta_i) \), where \( \theta_i \) represents the set of nuisance parameters for the \( i \)th channel, some of which may be common between channels. Here the strength parameter \( \mu \) is assumed to be the same for all channels. If the channels are statistically independent, as can usually be arranged, the full likelihood function is given by the product over all of the channels,

\[
L(\mu, \theta) = \prod_i L_i(\mu, \theta_i), \quad (81)
\]

where \( \theta \) represents the complete set of all nuisance parameters. The profile likelihood ratio \( \lambda(\mu) \) is therefore

\[
\lambda(\mu) = \frac{\prod_i L_i(\mu, \hat{\theta}_i)}{\prod_i L_i(\mu', \hat{\theta}_i)}. \quad (82)
\]

Because the Asimov data contain no statistical fluctuations, one has \( \hat{\mu} = \mu' \) for all channels. Furthermore any common components of \( \theta \) are the same for all channels. Therefore when using the Asimov data corresponding to a strength parameter \( \mu' \) one finds

\[
\lambda_{\mu}(\mu) = \frac{\prod_i L_i(\mu, \hat{\theta}_i)}{\prod_i L_i(\mu', \hat{\theta}_i)} = \prod_i \lambda_{\mu,i}(\mu), \quad (83)
\]

where \( \lambda_{\mu,i}(\mu) \) is the profile likelihood ratio for the \( i \)th channel alone.

Because of this, it is possible to determine the values of the profile likelihood ratio entering into (83) separately for each channel, which simplifies greatly the task of estimating the median significance that would result from the full combination. It should be emphasized, however, that to find the discovery significance or exclusion limits determined from real data, one needs to construct the full likelihood function containing a single parameter \( \mu \), and this must be used in a global fit to find the profile likelihood ratio.

4.3 Expected statistical variation (error bands)

By using the Asimov data set we can find the median, assuming some strength parameter \( \mu' \) of the significance for rejecting a hypothesized value \( \mu \). Even if the hypothesized value \( \mu' \) is correct, the actual data will contain statistical fluctuations and thus the observed significance is not in general equal to the median.

For example, if the signal is in fact absent but the number of background events fluctuates upward, then the observed upper limit on the parameter \( \mu \) will be weaker than the median assuming background only. It is useful to know by how much the significance is expected to vary, given the expected fluctuations in the data. As we have formulae for all of the relevant sampling distributions, we can also predict how the significance is expected to vary under assumption of a given signal strength.
It is convenient to calculate error bands for the median significance corresponding to the $±N\sigma$ variation of $\mu$. As $\hat{\mu}$ is Gaussian distributed, these error bands on the significance are simply the quantiles that map onto the variation of $\hat{\mu}$ of $±N\sigma$ about $\mu'$.

For the case of discovery, i.e., a test of $\mu = 0$, one has from (46) and (52) that the significance $Z_0$ is

$$Z_0 = \begin{cases} \frac{\hat{\mu}}{\sigma}, & \hat{\mu} \geq 0, \\ 0, & \hat{\mu} < 0. \end{cases} \quad (84)$$

Furthermore the median significance is found from (78), so the significance values corresponding to $\mu' ± N\sigma$ are therefore

$$Z_0(\mu' + N\sigma) = \text{med}[Z|\mu'|] + N, \quad (85)$$
$$Z_0(\mu' - N\sigma) = \max[\text{med}[Z|\mu'|] - N, 0]. \quad (86)$$

For the case of exclusion, when using both the statistic $q_{\mu}$ as well as $q_{\mu}$, one found the same expression for the upper limit at a confidence level of $1 - \alpha$, namely, (60). Therefore the median upper limit assuming a strength parameter $\mu'$ is found simply by substituting this for $\hat{\mu}$, and the $±N\sigma$ error bands are found similarly by substituting the corresponding values of $\mu' ± N\sigma$. That is, the median upper limit is

$$\text{med}[\mu_{\text{up}}|\mu'] = \mu' + \sigma \Phi^{-1}(1 - \alpha), \quad (87)$$

and the $±N\sigma$ error band is given by

$$\text{band}_{\text{N\sigma}} = \mu' + \sigma \left( \Phi^{-1}(1 - \alpha) ± N \right). \quad (88)$$

The standard deviation $\sigma$ of $\hat{\mu}$ can be obtained from the Asimov value of the test statistic $q_{\mu}$ (or $\tilde{q}_{\mu}$) using (30).

5 Examples

In this section we describe two examples, both of which are special cases of the generic analysis described in Sect. 2. Here one has a histogram $n = (n_1, \ldots, n_N)$ for the main measurement where signal events could be present and one may have another histogram $m = (m_1, \ldots, m_M)$ as a control measurement, which helps constrain the nuisance parameters. In Sect. 5.1 we treat the simple case where each of these two measurements consists of a single Poisson distributed value, i.e., the histograms each have a single bin. We refer to this as a “counting experiment”. In Sect. 5.2 we consider multiple bins for the main histogram, but without a control histogram; here the measured shape of the main histogram on either side of the signal peak is sufficient to constrain the background. We refer to this as a “shape analysis”.

5.1 Counting experiment

Consider an experiment where one observes a number of events $n$, assumed to follow a Poisson distribution with an expectation value $E[n] = \mu s + b$. Here $s$ represents the mean number of events from a signal model, which we take to be a known value; $b$ is the expected number from background processes, and as usual $\mu$ is the strength parameter.

We will treat $b$ as a nuisance parameter whose value is constrained by a control measurement. This measurement is also a single Poisson distributed value $m$ with mean value $E[m] = \tau b$. That is, $\tau b$ plays the role of the function $u$ for the single bin of the control histogram in (5). In a real analysis, the value of the scale factor $\tau$ may have some uncertainty and could be itself treated as a nuisance parameter, but in this example we will take its value to be known. Related aspects of this type of analysis have been discussed in the literature, where it is sometimes referred to as the “on-off problem” (see, e.g., [13, 16]).

The data thus consist of two measured values: $n$ and $m$. We have one parameter of interest, $\mu$, and one nuisance parameter, $b$. The likelihood function for $\mu$ and $b$ is the product of two Poisson terms:

$$L(\mu, b) = \frac{(\mu s + b)^n}{n!} e^{-(\mu s + b)} \frac{(\tau b)^m}{m!} e^{-\tau b}. \quad (89)$$

To find the test statistics $q_0$, $q_{\mu}$ and $\tilde{q}_{\mu}$, we require the ML estimators $\hat{\mu}$, $\hat{b}$ as well as the conditional ML estimator $\hat{\mu}$ for a specified $\mu$. These are found to be

$$\hat{\mu} = \frac{n - m/\tau}{s}, \quad (90)$$
$$\hat{b} = \frac{m}{\tau}. \quad (91)$$

$$\hat{\mu} = \frac{n + m - (1 + \tau)\mu s}{2(1 + \tau)} + \left[\frac{(n + m - (1 + \tau)\mu s)^2 + 4(1 + \tau)m\mu s}{4(1 + \tau)^2}\right]^{1/2}. \quad (92)$$

Given measured values $n$ and $m$, the estimators from (90), (91) and (92) can be used in the likelihood function (89) to find the values of the test statistics $q_0$, $q_{\mu}$ and $\tilde{q}_{\mu}$. By generating data values $n$ and $m$ by Monte Carlo we can compare the resulting distributions with the formulae from Sect. 3.

The pdf $f(q_0|0)$, i.e., the distribution of $q_0$ for under the assumption of $\mu = 0$, is shown in Fig. 3(a). The histograms show the result from Monte Carlo simulation based on several different values of the mean background $b$. The solid curve shows the prediction of (48), which is independent of the nuisance parameter $b$. The point at which one finds a significant departure between the histogram and the asymptotic
Fig. 3 (a) The pdf $f(q_0|0)$ for the counting experiment. The solid curve shows $f(q_0|0)$ from (48) and the histograms are from Monte Carlo simulation using different values of $b$ (see text). (b) The distributions $f(q_0|0)$ and $f(q_0|1)$ from both the asymptotic formulae and Monte Carlo simulation based on $s=10$, $b=10$, $\tau=1$.

Formula occurs at increasingly large $q_0$ for increasing $b$. For $b=20$ the agreement is already quite accurate past $q_0=25$, corresponding to a significance of $Z=\sqrt{q_0}=5$. Even for $b=2$ there is good agreement out to $q_0\approx 10$.

Figure 3(b) shows distributions of $q_0$ assuming a strength parameter $\mu'$ equal to 0 and 1. The histograms show the Monte Carlo simulation of the corresponding distributions using the parameters $s=10$, $b=10$, $\tau=1$. For the distribution $f(q_0|1)$ from (47), one requires the value of $\sigma$, the standard deviation of $\hat{\mu}$ assuming a strength parameter $\mu'=1$. Here this was determined from (32) using the Asimov value $q_{0,Asimov}$, i.e., the value obtained from the Asimov data set with $n \rightarrow \mu's+b$ and $m \rightarrow \tau b$.

We can investigate the accuracy of the approximations used by comparing the discovery significance for a given observed value of $q_0$ from the approximate formula with the exact significance determined using a Monte Carlo calculation. Figure 4(a) shows the discovery significance that one finds from $q_0=16$. According to (52), this should give a nominal significance of $Z=\sqrt{q_0}=4$, indicated in the figure by the horizontal line. The points show the exact significance for different values of the expected number of background events $b$ in the counting analysis with a scale factor $\tau=1$. As can be seen, the approximation underestimates the significance for very low $b$, but achieves an accuracy of better than 10% for $b$ greater than around 4. It slightly overestimates for $b$ greater than around 5. This phenomenon can be seen in the tail of $f(q_0|0)$ in Fig. 3(b), which uses $b=10$. The accuracy then rapidly improves for increasing $b$.

Figure 4(b) shows the median value of the statistic $q_0$ assuming data distributed according to the nominal signal hypothesis from Monte Carlo simulation (points) and the value based on the Asimov data set as a function of $b$ for different values of $s$, using a scale factor $\tau=1$. One can see that the Asimov data set leads to an excellent approximation to the median, except at very low $s$ and $b$.

Figure 5(a) shows the distribution of the test statistic $q_1$ for $s=6$, $b=9$, $\tau=1$ for data corresponding to a strength parameter $\mu'=1$ and also $\mu'=0$. The vertical lines indicate
the Asimov values of \( q_1 \) and \( \tilde{q}_1 \) assuming a strength parameter \( \mu' = 0 \). These lines correspond to estimates of the median values of the test statistics assuming \( \mu' = 0 \). The areas under the curves \( f(q_1|1) \) and \( f(\tilde{q}_1|1) \) to the right of this line give the median \( p \)-values.

For the example described above we can also find the distribution of the statistic \( q = -2 \ln(L_{s+b}/L_b) \) as defined in Sect. 3.8. Figure 6 shows the distributions of \( q \) for the hypothesis of \( \mu = 0 \) (background only) and \( \mu = 1 \) (signal plus background) for the model described above using \( b = 20, s = 10 \) and \( \tau = 1 \). The histograms are from Monte Carlo simulation, and the solid curves are the predictions of the asymptotic formulae given in Sect. 3.8. Also shown are the \( p \)-values for the background-only and signal-plus-background hypotheses corresponding to a possible observed value of the statistic \( q_{\text{obs}} \).

5.1.1 Counting experiment with known \( b \)

An important special case of the counting experiment above is where the mean background \( b \) is known with negligible uncertainty and can be treated as a constant. This would correspond to having a very large value for the scale factor \( \tau \).

If we regard \( b \) as known, the data consist only of \( n \) and thus the likelihood function is

\[
L(\mu) = \left( \frac{\mu s + b}{n!} \right)^n e^{-\left( \frac{\mu s + b}{n} \right)}.
\]

(93)

The test statistic for discovery \( q_0 \) can be written

\[
q_0 = \begin{cases} 
-2 \ln \frac{L(0)}{L(\hat{\mu})}, & \hat{\mu} \geq 0, \\
0, & \hat{\mu} < 0,
\end{cases}
\]

(94)

where \( \hat{\mu} = n - b \). For sufficiently large \( b \) we can use the asymptotic formula (52) for the significance,

\[
Z_0 = \sqrt{q_0} = \sqrt{2(n \ln \left( \frac{s + b}{n} \right) - n)}.
\]

(95)

To approximate the median significance assuming the nominal signal hypothesis (\( \mu = 1 \)) we replace \( n \) by the Asimov value \( s + b \) to obtain

\[
\text{med}[Z_0|1] = \sqrt{q_{0,\text{A}}} = \sqrt{2((s + b) \ln(1 + s/b) - s)}.
\]

(96)

Expanding the logarithm in \( s/b \) one finds

\[
\text{med}[Z_0|1] = \frac{s}{\sqrt{b}} (1 + O(s/b)).
\]

(97)

Although \( Z_0 \approx s/\sqrt{b} \) has been widely used for cases where \( s + b \) is large, one sees here that this final approximation is strictly valid only for \( s \ll b \).
Fig. 7. The median, assuming μ = 1, of the discovery significance Z₀ for different values of s and b (see text).

Fig. 8. The background mass distribution for the shape analysis (see text).

Median values, assuming μ = 1, of Z₀ for different values of s and b are shown in Fig. 7. The solid curve shows (96), the dashed curve gives the approximation s/√b, and the points are the exact median values from Monte Carlo simulation. The structure seen in the points is due to the discrete nature of the data. One sees that (96) provides a much better approximation to the true median than does s/√b in regions where s/b cannot be regarded as small.

5.2 Shape analysis

As a second example we consider the case where one is searching for a peak in an invariant mass distribution. The main histogram n = (n₁, ..., n₇) for background is shown in Fig. 8, which is here taken to be a Rayleigh distribution. The signal is modeled as a Gaussian of known width and mass (position). In this example there is no subsidiary histogram (m₁, ..., m₇).

If, as is often the case, the position of the peak is not known a priori, then one will test all masses in a given range, and appearance of a signal-like peak anywhere could lead to rejection of the background-only hypothesis. In such an analysis, however, the discovery significance must take into account the fact that a fluctuation could occur at any mass within the range. This is often referred to as the “look-elsewhere effect”, and is discussed further in [17].

In the example presented here, however, we will test all values of the mass and μ using the statistic qₘ for purposes of setting an upper limit on the signal strength. Here, each hypothesis of mass and signal strength is in effect tested individually, and thus the look-elsewhere effect does not come into play.

We assume that the signal and background distributions are known up to a scale factor. For the signal, this factor corresponds to the usual strength parameter μ; for the background, we introduce an analogous factor θ. That is, the mean value of the number of events in the ith bin is E[nᵢ] = μsᵢ + bᵢ, where μ is the signal strength parameter and the sᵢ are taken as known. We assume that the background terms bᵢ can be expressed as bᵢ = θfᵢ, where the probability to find a background event in bin i, fᵢ, is known, and θ is a nuisance parameter that gives the total expected number of background events. Therefore the likelihood function can be written

\[ L(μ, θ) = \prod_{i=1}^{N} \left( \frac{(μsᵢ + θfᵢ)^n_i}{n_i!} e^{-(μsᵢ + θfᵢ)} \right). \]  

(98)

For a given data set n = (n₁, ..., n₇) one can evaluate the likelihood (98) and from this determine any of the test statistics discussed previously. Here we concentrate on the statistic qₘ used to set an upper limit on μ, and compare the distribution f(qₘ|μ) from (47) with histograms generated by Monte Carlo simulation. Figure 9 shows f(qₘ|0) (red) and f(qₘ|μ) (blue).

The vertical line in Fig. 9 gives the median value of qₘ assuming a strength parameter μ’ = 0. The area to the right of this line under the curve of f(qₘ|μ) gives the p-value of
Fig. 10 (Color online) The distributions $f(q_{\mu|0})$ (red) and $f(q_{\mu|\mu})$ (blue) as in Fig. 9 and the 15.87% quantile of $f(q_{\mu|0})$ (see text).

Fig. 11 Distribution of the upper limit on $\mu$ at 95% CL, assuming data corresponding to the background-only hypothesis (see text).

The hypothesized $\mu$, as shown shaded in green. The upper limit on $\mu$ at a confidence level $CL = 1 - \alpha$ is the value of $\mu$ for which the $p$-value is $p_{\mu} = \alpha$. Figure 9 shows the distributions for the value of $\mu$ that gave $p_{\mu} = 0.05$, corresponding to the 95% CL upper limit.

In addition to reporting the median limit, one would like to know how much it would vary for given statistical fluctuations in the data. This is illustrated in Fig. 10, which shows the same distributions as in Fig. 9, but here the vertical line indicates the 15.87% quantile of the distribution $f(q_{\mu|0})$, corresponding to having $\hat{\mu}$ fluctuate downward one standard deviation below its median.

By simulating the experiment many times with Monte Carlo, we can obtain a histogram of the upper limits on $\mu$ at 95% CL, as shown in Fig. 11. The ±1$\sigma$ (green) and ±2$\sigma$ (yellow) error bands are obtained from the MC experiments. The vertical lines indicate the error bands as estimated directly (without Monte Carlo simulation) using (87) and (88). As can be seen from the plot, the agreement between the formulae and MC predictions is excellent.

Figures 9 through 11 correspond to finding an upper limit on $\mu$ for a specific value of the peak position (mass). In a search for a signal of unknown mass, the procedure would be repeated for all masses (in practice in small steps). Figure 12 shows the median upper limit at 95% CL as a function of mass. The median (central blue line) and error bands (±1$\sigma$ in green, ±2$\sigma$ in yellow) are obtained using (87) and (88). The points and connecting curve correspond to the upper limit from a single arbitrary Monte Carlo data set, generated according to the background-only hypothesis. As can be seen, most of the plots lie as expected within the ±1$\sigma$ error band.

6 Implementation in RooStats

Many of the results presented above are implemented or are being implemented in the RooStats framework [18], which is a C++ class library based on the ROOT [19] and RooFit [20] packages. The tools in RooStats can be used to represent arbitrary probability density functions that inherit from RooAbsPdf, the abstract interfaces for probability density functions provided by RooFit.

The framework provides an interface with minimization packages such as Minuit [21]. This allows one to obtain the estimators required in the profile likelihood ratio: $\hat{\mu}$, $\hat{\theta}$, and $\hat{\Lambda}$. The Asimov dataset defined in (24) can be determined for a probability density function by specifying the ExpectedData() command argument in a call to the generateBinned method. The Asimov data together with the standard HESSE covariance matrix provided by Minuit makes it possible to determine the Fisher information matrix shown in (28), and thus obtain the related quantities such as the variance of $\hat{\mu}$ and the noncentrality parameter $\Lambda$, which enter into the formulae for a number of the distributions of the test statistics presented above.

The distributions of the various test statistics and the related formulae for $p$-values, sensitivities and confidence intervals as given in Sects. 2, 3 and 4 are being incorporated.
as well. RooStats currently includes the test statistics $t_\mu$, $t_\mu^*$, $q_0$, and $q_\mu$, $q_\mu^*$, and $q_\mu$ as concrete implementations of the TestStatistic interface. Together with the Asimov data, this provides the ability to calculate the alternative estimate, $\sigma_A$, for the variance of $\hat{\mu}$ shown in (30). The noncentral chi-square distribution is being incorporated into both RooStats and ROOT’s mathematics libraries for more general use. The various transformations of the noncentral chi-square used to obtain (33), (41), (47), (54), and (62) are also in development in the form of concrete implementations of the SamplingDistribution interface. Together, these new classes will allow one to reproduce the examples shown in Sect. 5 and to extend them to an arbitrary model within the RooStats framework.

7 Conclusions

Statistical tests are described for use in planning and carrying out a search for new phenomena. The formalism allows for the treatment of systematic uncertainties through use of the profile likelihood ratio. Here a systematic uncertainty is included to the extent that the model includes a sufficient number of nuisance parameters so that for at least some point in its parameter space it can be regarded as true.

Approximate formulae are given for the distributions of test statistics used to characterize the level of agreement between the data and the hypothesis being tested, as well as the related expressions for $p$-values and significances. The statistics are based on the profile likelihood ratio and can be used for a two-sided test of a strength parameter $\mu$ ($t_\mu$), a one-sided test for discovery ($q_0$), and a one-sided test for finding an upper limit ($q_\mu$ and $\hat{q}_\mu$). The statistic $t_\mu$ can be used to obtain a “unified” confidence interval, in the sense that it is one- or two-sided depending on the data outcome.

Formalism are also given that allow one to characterize the sensitivity of a planned experiment through the median significance of a given hypothesis under assumption of a different one, e.g., median significance with which one would reject the background-only hypothesis under assumption of a certain signal model. These exploit the use of an artificial data set, the “Asimov” data set, defined so as to make estimators for all parameters equal to their true values. Methods for finding the expected statistical variation in the sensitivity (error bands) are also given.

These tools free one from the need to carry out lengthy Monte Carlo calculations, which in the case of a discovery at 5$\sigma$ significance could require simulation of around $10^8$ measurements. They are particularly useful in cases where one needs to estimate experimental sensitivities for many points in a multidimensional parameter space (e.g., for models such as supersymmetry), which would require generating a large MC sample for each point.

The approximations used are valid in the limit of a large data sample. Tests with Monte Carlo simulation indicate, however, that the formulae are in fact reasonably accurate even for fairly small samples, and thus can have a wide range of practical applicability. For very small samples and in cases where high accuracy is crucial, one is always free to validate the approximations with Monte Carlo simulation.
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