False-Positive Calcifications and Radiation Dose in Coronary Artery Calcium Scoring Using Iterative Reconstruction on The Basis of a Noise Threshold
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Introduction

Coronary artery calcium (CAC) scoring is widely accepted for risk stratification in coronary artery disease. The Agatston score is based on the area and density of coronary calcifications measured in ECG gated computed tomography (CT) [1, 2]. The radiation dose is dependent on the scanner and the protocol used. For retrospective gating the effective dose ranges from 1.0 to 6.2 mSv [3]. The guidelines of the Tomographic Imaging Council of the Society for Atherosclerosis Imaging and Prevention, in collaboration with the Prevention Council and the Society of Cardiovascular Computed Tomography recommend prospective electrocardiographic triggering, using tube voltage of 120 kVp and a tube current depending on the patient size. The optimal average effective radiation dose is specified with 1.0 mSv, but in any case it should be below 3 mSv [4]. Recently the radiation dose from cardiac CT has been shown to be systematically underestimated and the conversion factor of 0.014 mSv/(mGy * cm) broadly used for dose estimation has been updated [5]. This emphasizes the need for dose reduction. Differences in examination protocols have to consider radiation dose and accuracy of calcium quantification. Initial attempts with lower dose protocols used a reduced tube current and showed comparable Agatston scores but, dependent on the applied protocol, higher image noise [6, 7]. At present, an iterative reconstruction (IR) technique is able to reduce image noise [8, 9].

Some phantom studies as well as patient studies have shown comparable Agatston scores comparing IR with the standard filtered backprojection (FBP) technique using identical image data [10-12]. In contrast, other studies have indicated minor differences or significant differences with underestimation of Agatston scores and calcium volume scores.
respectively [8, 13-15]. Increased noise may lead to errors in lesion detection. Noise leads to scattered dots that can be interpreted by quantification software as small calcifications, these are described as false-positive calcifications [8, 16-19]. To prevent loss in accuracy of Agatston scores in lower dose techniques, Blobel et al. suggested noise-based thresholds for CAC scoring. On the basis of a phantom study, a target noise ratio with a standard deviation (SD) of 20 Hounsfield units (HU) was recommended [8]. There are limited data for comparison of standard dose CAC using FBP to lower dose CAC using IR in patients. Double scanning of patients was performed in limited cohorts to show a good correlation of calcium scores with a varying amount of dose reduction and different approaches to dose modulation [16, 20]. To date the use of IR is not mentioned in the guidelines. The aim of this study was to determine the effect of IR on radiation dose and false positive calcifications in CAC scoring with IR on the basis of a noise threshold in a large patient population with varying patient constitutions.

Patients and Methods

This retrospective study was approved by our institutional clinical study review board, and written informed consent had been obtained from all participants.

I CAC scoring

From October 2011 to July 2014, a CAC scoring was performed in 1641 consecutive patients using a 320-row CT-scanner (Aquilion ONE, Toshiba Medical Systems, Otawara, Japan). Patients with a history of bypass surgery or stents were not included. In December 2013 the FBP technique was replaced by a new IR technique using adaptive-iterative-dose-reduction in 3D (AIDR 3D). AIDR 3D works in the raw data and in the image domain [8]. All CAC studies were performed with prospective ECG-triggering in a single heart beat. Patient with a heart rate of more than 65/min received 100 mg atenolol per oral 45 minutes in advance. In the standard dose technique the targeted image noise level (SD of HU) for the automatic tube current modulation was 28 for a reference slice thickness of 3 mm. For patients with a body mass index (BMI) less than 35 kg/m², a maximum of 180 mA was defined, in patients with a BMI more than 35 kg/m², the maximum was 400 mA. In the lower dose technique the image noise level was targeted at 20 HU for a reference slice thickness of 3 mm, with a maximum mA 400. This target refers to the results of the above cited phantom study [8]. The other scanning parameters were identical in both techniques: tube potential, 120 kVp; rotation time, 0.35 sec, phase window at 75% or 40% of the RR-interval in patients with a heart rate less or more than 65/min, respectively. The scan range was adjusted up to 16 cm individually according to the scout view. Reconstruction parameters were as follows: medium-smooth kernel (FC12), matrix size 512 x 512, slice thickness 3 mm. Standard dose images were reconstructed with FBP, lower dose images with AIDR 3D using the vendor-recommended standard presetting.

II Matched pairs of patients

FBP standard dose imaging was performed in 1219 patients, AIDR-3D lower dose imaging in 421 patients. In the AIDR-3D group 18 patients with pacemakers and 6 patients with missing data were excluded. Matched pairs were identified from the two patient groups retrospectively on the basis of identical sex, age ± 5 years and BMI±2 points. For 6 patients no matching partner could be found meeting these criteria.

III Radiation dose

We documented applied tube current – exposure time product (mAs), effective mAs, scan range and dose length product (DLP) provided by the scan protocol.

IV Image quality

For evaluation of noise and signal-to-noise ratio (SNR), regions of interest were positioned in the ascending aorta as large as possible while avoiding the vessel wall or plaques. The SD of HU was defined as image noise. SNR was determined by dividing the averaged CT number HU by the pixel noise [HU]. Subjective image quality was not evaluated as the different image appearance of FBP and AIDR 3D images did not allow for blinded rating.

Figure 1: Semiautomatic coronary quantification software displays areas with a density of more than 130 Hounsfield units in terms of colour, a: true calcification in right coronary artery (RCA) and low extent of false positive dots, b: high extent of false positive dots with possible misinterpretation as calcification in RCA, c: movement related false positive dots along the cardiac border.

V CAC scoring evaluation and false-positive calcifications

Image data were transferred to a workstation (Vitrea, Vital Images) for evaluation of calcium scores using a dedicated semiautomatic coronary quantification software. This software displays areas with a density of more than 130 HU in terms of colour. Evaluation was performed by one radiologist with 10 years experience in cardiac imaging who was blinded with respect to the reconstruction technique. Plaques were identified and assigned to the coronary arteries. Coloured dots anatomically unrelated to epicardial coronary vessels but within the pericardial borders were presumed to be false-positive calcifications dependent on pixel noise [8]. The quantity of these false-positive calcifications was rated subjectively as low with no or only single lesions, moderate or high for all patients (Figure 1a,b). Movement-related false-positive calcifications could be identified as linear coloured areas along the cardiac border and were rated separately to eliminate movement-related artifacts (Figure 1c). Values for Agatston scores were automatically calculated.

VI Data analysis

Statistical analysis was done using the statistical software SAS (SAS Institute Inc., Cary, NC, USA). The data of the matched pairs were assumed to be dependent. Values are given as mean ± standard deviation.
(SD) or as median with the interquartile range (IQR), as appropriate. The Shapiro-Wilk test was used to identify normal distribution of the differences. The student’s t-test for paired samples was used for normally distributed data, the Wilcoxon-test was used for not normally distributed data. A p-value of 0.05 or less was deemed statistically significant. The test of marginal homogeneity was used to compare the ratings of the image quality and the extent of false positive calcifications. The McNemar's test was used on the data for the phase window in the RR-interval and for the movement-related false positive calcifications.

Results

I Patient characteristics

We identified 388 pairs with identical sex, age ±5 years and BMI±2
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Table 1: Patient characteristics of matched pairs in lower dose CAC scoring with AIDR 3D and standard dose CAC scoring with FBP.

| Variable      | method       | N  | mean | SD  | min | 25 % IQR | median | 75 % IQR | max | p<sup>1</sup> |
|---------------|--------------|----|------|-----|-----|----------|--------|----------|-----|-------------|
| Age [years]   | AIDR 3D      | 388| 61.0 | 11.0| 31  | 53       | 61     | 69       | 89  |             |
|               | FBP          | 388| 61.1 | 10.5| 32  | 53       | 61     | 69       | 86  |             |
|               | AIDR 3D minus FBP | 388| 0.1  | 2.0 | -7  | -1       | 0      | 1        | 5   | 0.425       |
| Height [m]    | AIDR 3D      | 388| 1.741| 0.099| 1.52| 1.68     | 1.74   | 1.82     | 2.05|             |
|               | FBP          | 388| 1.733| 0.088| 1.53| 1.67     | 1.74   | 1.80     | 1.96|             |
|               | AIDR 3D minus FBP | 388| -0.007| 0.087| -0.27| -0.07     | 0.00   | 0.06     | 0.21| 0.096<sup>2</sup> |
| Weight [kg]   | AIDR 3D      | 388| 81.96| 16.24| 42.0| 70.0     | 82.0   | 91.5     | 140.0|             |
|               | FBP          | 388| 81.32| 15.48| 46.0| 70.0     | 80.0   | 90.0     | 130.0|             |
|               | AIDR 3D minus FBP | 388| -0.65| 8.37| -28.0| -6.0     | 0.0    | 5.0      | 20.0| 0.128<sup>3</sup> |
| BMI [kg/m²]   | AIDR 3D      | 388| 26.931| 4.351| 16.41| 23.83    | 26.57  | 29.05    | 43.44|             |
|               | FBP          | 388| 26.960| 4.248| 17.47| 24.00    | 26.62  | 29.07    | 42.67|             |
|               | AIDR 3D minus FBP | 388| 0.028| 0.341| -1.67| -0.08    | 0.0    | 0.16     | 1.65| 0.019       |
| Agatston score| AIDR 3D      | 388| 285.0| 606.4| 0     | 0       | 23     | 250      | 4549|             |
|               | FBP          | 388| 300.5| 650.3| 0     | 0       | 34     | 285      | 5109|             |
|               | AIDR 3D minus FBP | 388| 15.4 | 818.6| -4443| -76     | 0      | 123      | 4226| 0.386       |
| Volume        | AIDR 3D      | 388| 254.10| 516.94| 0    | 0       | 31.5   | 235.5    | 3668|             |
|               | FBP          | 388| 259.55| 530.09| 0    | 0       | 42     | 267.5    | 3963|             |
|               | AIDR 3D minus FBP | 388| 5.45 | 677.72| -3587| -92.5   | 0      | 126      | 3309| 0.517       |

CAC= coronary artery calcium; AIDR 3D = adaptive-iterative-dose-reduction in 3D; BMI = body mass index; FBP = filtered backprojection; IQR = interquartile range; max = maximum; min = minimum; SD = standard deviation

<sup>1</sup>p-value of the Wilcoxon test

<sup>2</sup>p-value of the t-test for paired samples

II Radiation exposure

Values for radiation exposure (mAs, effective mAs and DLP) were significantly lower for AIDR-3D than those for FBP (all p-values < 0.001, see Table 2). Median DLP was 61 for AIDR-3D and 74 for FBP. Using a conversion factor of 0.026 mSv/(mGy * cm) the median effective radiation dose (mSv) is calculated 1.59 for AIDR-3D and 1.92 for FBP [5]. Minimum/maximum DLP was 16/259 and 21/259 for AIDR-3D and FBP, respectively. Mean scan range was higher for AIDR-3D compared to FBP (135.5 versus 128.8 mm; p<0.001), the median difference was 0.
Table 2: Radiation exposure with applied mAs, effective mAs, scan range and DLP in lower dose CAC scoring with AIDR 3D and standard dose CAC scoring with FBP.

| Variable      | method          | N  | mean   | SD    | min  | 25 % IQR | median  | 75 % IQR | max  | p<0.001 |
|---------------|-----------------|----|--------|-------|------|----------|---------|----------|------|---------|
| mAs           | AIDR 3D         | 388| 166.5  | 99.9  | 40   | 90       | 140     | 230      | 400  |         |
|               | FBP             | 388| 190.6  | 81.3  | 50   | 155      | 180     | 180      | 400  |         |
|               | AIDR 3D minus FBP | 388| 24.1   | 82.1  | -250 | -10      | 40      | 70       | 310  | <0.001  |
| eff-mAs       | AIDR 3D         | 388| 36.9   | 22.4  | 8    | 20       | 31      | 51       | 89   |         |
|               | FBP             | 388| 43.5   | 25.0  | 11   | 35       | 40      | 40       | 333  |         |
|               | AIDR 3D minus FBP | 388| 6.6    | 24.9  | -60  | -2       | 9       | 16       | 269  | <0.001  |
| Scan range (mm) | AIDR 3D         | 388| 135.33 | 8.372 | 120.75 | 126.00  | 138.00  | 138.00   | 159.3|         |
|               | FBP             | 388| 132.80 | 9.802 | 117.00 | 126.00  | 126.00  | 138.00   | 159.3|         |
|               | AIDR 3D minus FBP | 388| -2.539 | 12.770 | -33.25 | -12.00  | 0.00    | 0.00     | 33.00| <0.001  |
| DLP           | AIDR 3D         | 388| 77.6   | 50.5  | 16   | 39       | 61      | 103      | 259  |         |
|               | FBP             | 388| 85.9   | 42.1  | 21   | 69       | 74      | 85       | 259  |         |
|               | AIDR 3D minus FBP | 388| 8.3    | 45.1  | -186 | -9       | 14      | 33       | 174  | <0.001  |

DLP = dose length product; eff-mAs = effective mAs; mAs = applied tube current; other abbreviations as in table 1.

1p-value of the Wilcoxon test

III Image quality

Image noise in the ascending aorta was lower in AIDR-3D versus FBP, median values were 14.71 (13.61/15.98) HU versus 18.07 (16.49/20.65) HU (p<0.001). Signal-to-noise ratio was higher in AIDR-3D compared to FBP, median values were 4.01 (3.46/4.56) versus 3.14 (2.64/3.68) (p<0.001). False-positive calcifications using AIDR-3D in 388 patients, a low quantity of false-positive calcifications was found in 302 patients, a moderate quantity in 76 patients and a high quantity in 10 patients. Using FBP, the corresponding distribution of patients was 79, 175 and 134, (see Figure 2). The test of marginal homogeneity provided a p-value <0.001. Comparing the AIDR-3D and the FBP techniques, the quantity of false-positive calcifications was identical in 104 pairs of patients (26.8% of 388), was higher for AIDR-3D in 20 pairs of patients (5.2% of 388) and was lower for AIDR-3D in 264 pairs of patients (68% of 388). The presence of movement-related false-positive calcifications showed no significant difference with 27.3% for AIDR-3D compared to 30.4% for FBP (p-value 0.355).

Discussion

This study demonstrates in a larger cohort of patients that the use of IR combined with dose modulation on the basis of a noise threshold can reduce radiation dose in CAC scoring over a wide range of BMI while reducing false-positive calcifications. In addressing the study aims in the clinical setting, we avoided double scans of patients by using a matched pairs approach. We found a significant reduction of radiation dose in AIDR-3D low dose CAC scoring versus FBP standard dose CAC scoring in comparable patients groups, even with a slightly higher scan range in AIDR-3D. Although the difference in BMI was statistically significant between groups, the actual numerical difference was negligible (median difference 0.0; -0.08/0.16) and does not seem to be clinical relevant. Patients were not matched for risk factors, but calcium scores were comparable in both groups.

We are aware of three patient studies in the literature comparing lower dose IR with standard dose FBP and which achieved lower dose exposure in CAC scoring. Compared to our study, the mean BMI and the range of BMI were lower in two of these studies and may have resulted in the lower required exposure dose (16, 20). Tatsugami et al. performed a double scan with a DLP of 49.9 versus 156.6 in 54 patients using a comparable 320-slice scanner and AIDR 3D (20). Mean BMI was lower and the BMI range was smaller than in our study population. Mean noise was higher than in our study (for AIDR 3D: 20.7 HU versus 14.8 HU), Matsuura et al. performed a double scan with 16 mAs versus 80 mAs and a mean DLP of 17.2 versus 85.9 in 77 patients using a 256-slice scanner with hybrid iterative reconstruction versus FBP (16). Mean BMI was lower and the BMI range was smaller than in our population. Mean noise in lower dose images (15.7 HU) referred to a slice thickness of 2.5 mm instead of the 3 mm used in general. The number of false-positive calcifications was also evaluated and found to be lower in the low dose imaging with IR.

Figure 2: Extent of false-positive calcifications in low dose CAC scoring with AIDR 3D and standard dose CAC scoring with FBP.
The third study showed a remarkable impact on Agatston scores. Willemink et al. analyzed 256-slice CAC scoring at four dose levels in 30 patients in a single session. For patients with a body weight <80kg a median DLP of 51.2 was reduced to 10.3 applying the 20% dose level. However, IR lowered Agatston scores with the need for reclassifications up to 15% of the patients for the highest IR-level [18]. In these three studies tube current was determined referring to the standard dose imaging, that was performed before the low dose imaging within the scope of a scientific trial. One third of the standard dose were used by Tatsugami et al., one fifth of the standard dose was used by Matsuura et al. and different scans at 60%, 40% and 20% were performed by Willemink et al. In our study we used a noise threshold that was proposed in a phantom study. We could show that this is an appropriate technique for low dose imaging in a clinical setting.

Accurate calcium scoring is essential. This could not be evaluated directly in this study. The studies mentioned above show agreement with our results, in that IR reduces noise and at the same time the Agatson score is more or less lower [16, 18, 20]. Phantom studies also showed a trend towards lower Agatston scores using IR [8, 13, 21]. The results of patient studies comparing FBP and IR in standard dose CAC scoring are equivocal with significant reduction in Agatston scores and only slight reduction of Agatston scores, respectively [11, 12, 15, 16, 22]. The noise related over-blooming effect in calcifications causes overestimation of the score values. Due to the denoising and smoothing effect of IR false positive calcifications can be avoided [8, 13, 16, 18, 19]. False-positive calcifications automatically identified by the quantification software were reduced in AIDR-3D compared to FBP. This confirms the observation of Blobel in phantom studies and is also described by Matsuura et al. [8, 16, 19]. Further clinical investigations should analyze whereas existing or improved model based IR algorithms can better reflect calcium burden compared to FBP.

IV Limitations and Outlook

Data were collected in a single institution using a single type of CT hardware and software. False-positive dots in semiautomatic coronary quantification are believed to lead to false-positive calcifications. However, there is no gold standard for the real calcium burden in this patient study. Thinner slices for evaluation may reduce partial volume effects. Matsuura et al. used 2.5 mm slices instead of 3 mm slices and this may have led to higher Agatson scores [16, 23]. In our clinical setting we decided to first reduce the dose moderately, as our previous standard dose with FBP was already low (median DLP 74). The median image noise for AIDR-3D (14.71 HU) was below the targeted image noise (20 HU) in the ascending aorta. The noise level in the volume scan was targeted on the slice position with the strongest noise influence, which partly included the liver region. The AIDR 3D more than compensated the expected higher noise with lower dose in the heart region. The lower noise and reduced number of scattered false-positive dots encourage us to explore a further reduction of radiation dose and improvement of image quality. Protocols with 100 kV could further reduce the dose with limited effect on Agatston score [19]. Noise-based thresholds and evaluation of false-positive calcifications could help to find the optimal dose in coronary artery calcium scoring.

Conclusion

CAC scoring using iterative reconstruction on the basis of a noise threshold is an appropriate technique for the reduction of radiation dose and improvement of image quality with the avoidance of false-positive calcifications in a clinical setting.
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Abbreviations

AIDR 3D adaptive-iterative-dose-reduction in 3D
BMI body mass index
CAC coronary artery calcium
CT computed tomography
DLP dose length product
FBP filtered backprojection
HU Hounsfield units
IR iterative reconstruction
kVp kilovoltage peak
mA tube current – exposure time product
mSv effective radiation dose
SD standard deviation
SNR signal-to-noise ratio
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