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Abstract

Nowadays, data is developing with technology. With developments in the Internet and technology, it makes a warehouse that changes the data more rapidly and in volume. This situation increases the importance of data mining every day. The aim of this study is to examine classification algorithms which are the sub-subject of data mining. In the analysis part of the study, it is aimed to compare the algorithms with the accuracy ratio by using the financial data. As a result of the study conducted on stock marketing, the classification of enterprises of decision tree models with artificial neural networks has also been found to be more successful than other methods.
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Resumen

Hoy en día, los datos se están desarrollando con tecnología. Con los desarrollos en Internet y la tecnología, se crea un almacén que cambia los datos más rápidamente y en volumen. Esta situación aumenta la importancia de los datos de la minería todos los días. El objetivo de este estudio es examinar los algoritmos de clasificación que son el sub-objetivo de datos de la minería. En la parte de análisis del estudio, el objetivo es comparar los algoritmos con la relación de precisión utilizando los datos financieros. Como resultado del estudio realizado sobre la comercialización de acciones, también se ha encontrado que la clasificación de empresas con decisión modelos de árbol con redes neuronales artificiales es más exitosa que otros métodos.

Código JEL: C88; G17
Palabras clave: Minería de datos; Aprendizaje automático; Rentabilidad; Ratio financiero; Comparar de métodos

Introduction

One of the main objectives of the business is to profit. For this purpose, the company conducts many activities and situations you want to know the sources of profit. Intensive and detailed study of this subject is made in both research and academic work in the real sector. Investors use many methods to make decisions (Eti, 2019). Profit status of the business dealt with theoretical and empirical studies have tried to reveal the scientific method, various methods of scientific results stemming from differences were obtained. In this study, profit conditions of enterprises other than holding and finance companies in BIST100 have been examined by classification algorithms by taking advantage of machine learning techniques which have become more important with the development of computer and technology in recent years. Looking at the financial ratios, it was aimed to investigate whether it is possible to classify whether or not an entity is profitable. Thus, the financial ratios obtained from the financial statements of the companies which are divided into two classes as profit and non-profit companies have been tried to be classified.

The relationship between financial ratios and profit has been shown in different previous studies. In the literature, the relationship between profitability and profitability of an enterprise with financial statements is tried to be explained with financial ratios. Nissim and Penman (2003) examined the impact of commercial and financial debts on profitability with 38-year data from manufacturing enterprises traded on the New York exchange. Omran and Ragab
(2004) examined the relationship between return on equity and return on equity by using the financial ratios of the 46 enterprises in Egypt in 1996-2000. Chen and Zhau (2005) investigated the effect of total sales on profitability by taking the natural logarithm of total sales and found a positive effect. Solano and Teruel (2006) showed that the 7-year data obtained from enterprises will have a positive effect on profitability, inventory turnover and cash conversion period. Albayrak and Akbulut (2012), on the service of ISE service and industrial enterprises also looked at the effect of the 18 financial ratio profitability. Büyükşalvarcı (2010) examined the effect of liquidity ratios, activity rates, financial structure ratios, and stock market performance rates on profitability ratios in the study carried out on manufacturing enterprises which are traded on the Istanbul Stock Exchange. Oruç (2010) analyzed the effect of financial indicators on stock returns in ISE100 indexed firms. The objective of this study is to determine the stock returns of the next period with the help of asset turnover, equity total asset ratio, equity profitability, sales size, asset growth, and market value book value ratios. Karadeniz and İşkenderoğlu (2011) used integrated regression analysis to determine the variables affecting the active profitability of tourism enterprises. The effect of asset size, net working capital, receivable turnover rate, inventory turnover rate, a market share of the enterprise in the sector and the active turnover on asset profitability was investigated. Akbulut (2011) examined the relationship between capital management and profitability in the ISE-traded manufacturing sector enterprises, and in the study of asset profitability as a dependent variable, the average collection period of receivables, stock turnover, cash cycle, asset size, growth rate, and leverage ratio were considered as independent variables.

Data mining and machine learning

Data mining is the technique of extracting valid information that is not known before from large datasets. With the development of the computer and the Internet, the rapid increase in data sets played an important role in the development of data mining. The feature of this large data is defined by the so-called 5V concepts: Volume, Velocity, Variety, Verification, and Value. Nowadays, the concept of reality, volatility, validity, precision and variability is added to the big data concept and a wider definition is made. (Atalay & Çelik, 2017). For the analysis of large data sets, artificial intelligence methods and machine learning algorithms have been developed as well as statistical analyzes. Machine learning is divided into two categories as supervised and unsupervised learning techniques. Basically, algorithms are being developed on association, clustering, classification, prediction models. (Silahtaroğlu & Ergül, 2016).
Classification is based on the estimation or prediction of the class of one of the categorical variables in the variables in the dataset. Classification algorithms are controlled learning models where the dependent variable is categorical. Classification algorithms, statistical-based algorithms, logistic regression, separation analysis, artificial neural networks, genetic algorithms, support vector machines, fuzzy rule logic, random forest algorithms and decision trees are methods. (Silahtaroğlu & Ergül, 2016; Atalay & Çelik, 2017). These methods and their use in literature such as profitability and bankruptcy are summarized in the following section.

Logistic regression is a generalized linear model that accepts the logarithm of a chance of an event as a dependent variable (Agresti, 2018; Yüksel et. al., 2016). Π is including the possibility of belonging to a class, a general mathematical equation of the logistic regression model is,

\[ \ln \left( \frac{\pi}{1 - \pi} \right) = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \cdots + \beta_n x_n + \varepsilon \]

where \( \beta_i \) is the coefficient of regression and shows the effect of independent variables on the logarithm of the chance of belonging to the class. If the calculated probability of the general mathematical expression is higher than the determined cutoff value, it is assigned to class 1 and below class 0. Usually, this cut point is taken as 0.5 (Eti & İnel, 2016). Separation analysis is the classification analysis by using the linear combinations of groups with more than one variable to make the difference between the grade averages. These two methods are based on statistics and are based on probability theory. In the analysis of separation, the covariance matrix is homogeneous, there are no multiple correlations, the relationships between the independent variables are linear, there are no contradictory values and there is a multivariate normality assumption and these assumptions are more flexible in logistic regression. (Alpar, 2017). Fisher allocation function including a number of arguments \( p \) and class \( k \),

\[ C_j = c_{j0} + c_{j1} x_1 + c_{j2} x_2 + \cdots + c_{jp} x_p \quad (j = 1, 2, \ldots, k) \]

and, assigned to the class according to the maximum \( C_j \) value. Altman used financial ratios for insolvency by using separation analysis in his study (Altman, 1968). Kumaş and partners have benefited from the logistic regression but they do try to demonstrate the theory of the relationship between firm size and labor market segmentation with microdata from Turkey were modeled profit and non-profit companies (Kumaş et. al., 2014). Jabeur used logistic regression to predict the bankruptcy of companies using financial ratios. In the study, partial least squares were used to estimate the logistic regression parameters (Jabeur, 2017). Dieguez
et al. compared the decision trees and logistic regression models for failure models in their study with financial ratios. They showed that the CART algorithm was more advantageous and better in performance (Irimia-Dieguez, 2015). Han and his partners in the analysis of online workforce while working on separation analysis (Han, 2018). Rodrigues and Rodrigues in Brazil have been established classification model with the help of financial ratios, debt and profitability using clustering and separation analysis in the economic financial performance of the sugarcane energy industry (Rodrigues & Rodrigues, 2018).

Artificial neural networks are the learning of a machine consisting of input, hidden and output layers inspired by the work of the human brain. Two types of artificial neural network models can be established as feeder and feedback. Statistical models do not require a pre-analysis assumption. Basic neural structure and basic artificial neural network model is given in Figure 1.

![Figure 1. Basic neural structure and basic artificial neural network model](image)

Hosaka has developed a model for predicting bankruptcy by looking at the financial ratios of companies with an artificial neural network (Hosaka, 2019). Jafarian and colleagues studied neural networks with new cost functions and developed a general neural network approach for a fractional order problem in their study (Jafarian et. al., 2018). Genetic algorithms are another machine learning algorithm which is developed by inspiration from artificial neural networks. In this algorithm, each individual is trying to obtain optimal individuals by passing mutations. In a study that used genetic algorithms for the bankruptcy of companies, over 99% could be predicted correctly (Zelenkov et. al., 2017). In another bankruptcy study, fuzzy clus-
tering was used with hybrid genetic algorithms and bankruptcy was predicted with financial ratios and profitability (Chou et. al., 2017).

Support vector machines are a classification algorithm developed with the help of math based vector spaces. Using linear and non-linear structures, it is a supervised learning technique that allows dividing the vector space into the most appropriate classes with the help of the available data. For support vector systems, two categorical dependent variables are determined, two are negative and one is positive. Thus, the output of the model has a negative level of -1 and a positive output of -1 results in +1. It allows space between -1 and +1.

A support vector machine is,

$$M_{a,w_0}(q) = \sum_{i=1}^{s} (t_i a[i](d_i q) + w_0)$$

Where $t_i$ is the dependent variable, $q$ is a set of descriptive properties, $w_0$ is the first weight of the decision limit, and a set of parameters determined in the learning process. This method is considered a constrained quadratic optimization problem (Kelleher et. al., 2015). In a study on the efficiency of Chinese banks in the global financial crisis, RIA and support vector machines were used as estimators, thus allowing the separation of banks as low/high efficiency. For the classification, financial ratios, profit, number of employees, debts, etc. were obtained and the result was a successful performance with 85% accuracy and 84% sensitivity (Chen et. al., 2018). Elkano and his friends made use of fuzzy mathematics in his study. Thus, a high performance positive and negative classification is obtained by using a set of fuzzy rules for large data sets (Elkano et. al., 2018).

Random Forest algorithm is a median computational combination of subspace sampling, decision trees and bagging methods (Kelleher et. al., 2015). This method is a learning algorithm that makes classification from their prediction by producing multiple classifiers (Pınar et. al., 2017). Ye and colleagues have combined the genetic algorithms with the random forest algorithm to evaluate the credit score for P2P credits. For this purpose, financial data was used and variables were formed through debts and derivatives (Ye et. al., 2018).

Decision trees are the algorithms for creating a sequence of rules with the highest knowledge gain. It provides the possibility of classification by building a model consisting of branches and leaves. There are many algorithms according to a data structure and tree structure such as CART, ID3, C4.5, and C5. The financial hardship of a restaurant business can be estimated by looking at the financial ratios by using decision tree models (Kim & Upneja, 2014). In another similar study, decision tree and survival analysis techniques were compared to predict financial distress. The conditions of these two methods have been examined, different financial
hazard estimates have been found to have different benefits. While nonparametric decision trees perform well in inaccurate estimation, survival analysis has performed better to make estimates of varying lengths and to analyze financial hardship over time (Gepp & Kumar, 2015). Roy and his friends in their study in 2019 decision tree model for classification were built (Roy et. al., 2019). Emir et. al. (2012) studied artificial neural networks and support vector machines. As a result of the study, it was seen that support vector machines performed better.

In addition, classification algorithms not included in the study can be analyzed. An example of this is the study of migration with the Logit model (Yüksel et. Al., 2016). Apart from the classification, it has been seen in the literature that these models are also used for other purposes. In addition, integrated versions of these algorithms are included in the studies. Nageswari et. al. (2019) studied student performance. They used decision tree, artificial neural networks, naive bayes, support vector machine and k-nearest neighbor algorithms. The best result has yielded decision trees and neural networks. The performance of these two algorithms has been reported in the literature. Therefore, recent studies have begun to use the hybrid structure of the two algorithms (Pu et. al., 2019; Maji & Arora, 2019).

**Ratio analysis**

The ratio analysis involves the establishment, measurement, and interpretation of the relationship between the items in the financial statements. By analyzing the performance of an enterprise in the past and the current period by analyzing, it can provide forecasting for the future and information that will shed light on the future planning studies (Aydın et. al., 2012). The primary objective of financial reporting is to accurately measure the financial position and financial position of a company through financial statements. The purpose of financial reporting is to obtain cheap capital (Wallace, 2008).

Basically, four rate types can be calculated from financial statements, including operating rates, liquidity ratios, financial ratios, and financial structure ratios. Activity ratios, sales size, asset turnover, capital/total resource ratio, average collection time of receivables, business size and net sales / fixed asset ratios are covered current ratio and acid-test ratio are considered as liquidity ratios, while leverage ratio is considered as short-term leverage ratio, long-term leverage ratio, and equity turnover rate. Financial structure ratios are debt and financial expense ratio (Eti, 2006).

The financial ratio refers to the mathematical relationship between the two items, or the transformed mathematical relationship, and these ratios are used instead of the raw financial data in the analysis. In order to measure the effect of sales size on the profitability of enterprises, the natural logarithm of sales is used (Oruç, 2010). The acid-to-test ratio is the ratio
of the assets that are reduced to short-term liabilities. This ratio is expected to be one but in Turkey, an acceptable tolerance limit is between 0.80 and 1.20 (İnel & Armutlu, 2017). The high rate of leverage, which indicates the rate at which business assets are earned from foreign sources, indicates that the entity is financed in a risky manner (Nikolas et. al., 2002). The current ratio, which is used to measure the relationship between current assets and short-term liabilities, is widely used to measure short-term solvency and shows how much the entity has a rotating asset against its short-term foreign source of 1 TL. For the liquidity to be sufficient, this ratio is 2. Turkey’s tolerance limits for this ratio from 1.60 to 2.40 are acceptable. (İnel & Armutlu, 2017). The financial expense ratio is a weight that shows the weight of financing expenses in total foreign resources (Kısakürek & Aydın, 2013). The Company plays an important role in ratio analysis, indicating the ratio of the assets to which they are financed by short-term foreign resources and by which amount they are financed by long-term foreign sources. The rate of active turnover is a ratio of the ratio of sales to total assets and it is a rate that is desired to be high (Karadeniz & İskenderoğlu, 2011; Omran & Ragab, 2004). A proportion of how much of the total resources are provided by the business owners is another positive rate that is desired to be higher than the financial strength of the enterprise for creditors (Aktan & Bodur, 2006). Another ratio is the average collection period of the receivables and explains the relationship between the receivables in the balance sheet and sales in the income statement. A low turnover rate indicates that the entity has difficulty collecting (Akbulut, 2011). Another ratio showing the effect of debt on profitability is the debt ratio (Okuyan, 2013). Net sales / fixed assets ratio, which is mentioned as the turnover rate of fixed assets in some sources, is a ratio used to measure the level of investments in fixed asset (Omran & Ragab, 2004). The rate of equity turnover rate is calculated as the ratio of the sales to equity capital (Karaca & Baştı, 2011). One of the ratios showing the size of the enterprise is taking the logarithm of the assets (Akhtar, 2004; Chen & Zhao, 2005).

**Research methods**

Turkey is a developing country. Thus, Turkey is the focus of attention of foreign investors. Therefore, investors come to the country to invest. These investors evaluate their investments by weight in the stock market. The 100 companies with the highest shares are listed on the BIST100. BİST100, Turkey’s economic performance is the most important indicator built and the financial system. Therefore, those who want to invest in Turkey to consider the index BİST100. For this reason, companies in BIST100 are taken as the sample of the study.
The 2017 financial statements of companies listed in BIST100 were collected from the Public Disclosure Platform (KAP). Financial ratios from the financial statements of 70 companies except for holding and finance companies were calculated by using the formulas given in Table 1 and the variables were obtained. These variables were selected from the literature review mentioned in the first section and shown to have an effect on profitability or profit. The aim of the study is to show the applicability of classification algorithms in the literature in the field of finance. In addition, it is aimed to compare the applied methods over the accuracy rate. The variables used for analysis and calculation formulas are given in Table 1. According to the profitability of the companies, the class variable is coded as 1 and 0 to obtain the binary variable. Thus, two classes were obtained as profitable companies and non-profitable companies.

Table 1
Variables and Their Formulas

| Variables                        | Formulas                                                                 |
|----------------------------------|--------------------------------------------------------------------------|
| Sales Size                       | \( \ln(\text{Sales}) \)                                                  |
| Liquidity Ratio                  | \( \text{Current Assets} - \text{Stocks} \)                              |
| Leverage Ratio                   | \( \frac{\text{Short} - \text{Timeterm Foreign Resources}}{\text{Total Foreign Resources}} \) |
| Current Rate                     | \( \frac{\text{Total of Liabilities (Assets)}}{\text{Current Assets}} \) |
| Short-term Leverage Ratio        | \( \frac{\text{Short} - \text{Timeterm Foreign Resources}}{\text{Short} - \text{Term Foreign Resources}} \) |
| Financial Expense Rate           | \( \frac{\text{Total Liabilities (Assets)}}{\text{Financing Expenses}} \) |
| Net Sales / Fixed Assets Ratio   | \( \frac{\text{Fixed Assets Ratio}}{\text{Net Sales}} \)                |
| Asset Turnover                   | \( \frac{\text{Total of Assets}}{\text{Total Debt}} \)                  |
| Debt Ratio                       | \( \frac{\text{Total Assets}}{365 \times \text{Short} - \text{Term Trade Receivables}} \) |
| Average Collection Period Receivables | \( \frac{\text{Net Sales}}{\text{Net Sales}} \)                           |
| Equity Turnover                  | \( \frac{\text{Equity}}{\text{Capital}} \)                               |
| Capital / Total Resource Ratio   | \( \frac{\text{Total Resource Ratio}}{\text{Long} - \text{Term Foreign Resources}} \) |
| Long-term Leverage Ratio         | \( \frac{\text{Total Liabilities (Assets)}}{\ln(\text{Assets})} \)       |
| Business size                    | 0-1                                                                       |
| Profitability Status             |                                                                          |
When the previous studies are examined, profitability is tried to be explained through the methods used or it is seen that these methods are compared in pairs. We did not find any study that used these methods together for profitability. For this purpose, in order to determine whether a company is a profitable enterprise with the help of the financial ratios which are frequently included in the literature, classification has been made with data mining techniques. In order to implement data mining techniques, data set was divided into two parts, 50% of the data for learning and 50% for the test. The analyzes were performed in the KNIME and MATLAB programs. Models developed with learning data were applied to the test data. The classification of models and actual profit conditions were compared. Thus, the models are tried to be compared. For this purpose, accuracy rates showing the correct classification possibilities of the models are given in Table 2.

Table 2

| Methods                          | Accuracy Ratios(%) |
|---------------------------------|--------------------|
| Support Vector Machine          | 85,714             |
| Decision Trees                  | 94,286             |
| Logistic Regression             | 91,429             |
| Artificial Neural Networks      | 94,286             |
| Fuzzy Rules (Logic)             | 91,429             |
| Random Forest Algorithm         | 88,571             |
| Discriminant Analysis           | 90,000             |

When Table 2 is examined, the accuracy rates of the installed models can be seen. Accuracy ratio is the ratio of the true states to the total state in the cross table created between the prediction of the model and the actual state. Accuracy gives the possibility to know accurately whether a business is profitable with the help of established models. For example, a model established with decision trees knows whether 94,286% of a company is profitable. Thus, it can be said that an enterprise knows artificial neural networks with the highest accuracy with the help of independent variables.

Multivariate normality, homogeneity of the covariance matrix, multiple correlation and linear relationship were investigated. It was found that the financial ratios provided multiple normalities, the covariant matrix was homogeneous according to the Box’s M statistic and
the VIF values were less than 10, so there were no multiple correlations. The accuracy rate was evaluated as assumptions were made on the implementation of the separation analysis model. Since there is no assumption of machine learning other than statistics-based methods, it is compared with the correct classification rates obtained from the test data. Artificial neural networks are one of the methods that make him go away. In recent studies, many artificial neural network models are fed forward in this computer. The artificial neural network model is a multi-layer feedforward network model.

According to the results of the table, it was determined that the most accurate classification belongs to artificial neural networks with decision trees. It is seen that these two models have the highest classification successes and therefore make the most accurate class estimation. The classification of the two methods is given in Table 3.

![Table 3](https://example.com/table3.png)

As can be seen in the table, only two classes predicted 35 predictions and two models were mistaken. Accordingly, it has classified it as profitable to 2 non-profitable companies. 33 of the data in the test data were classified correctly and models were obtained with 94.286% accuracy.

**Conclusions**

Both managers and investors are interested in the profitability of a business. Both academic and sectoral studies are carried out to identify factors affecting profitability, as well as to predict profitability. With empirical studies, models have been tried to be formed. In the literature,
profit or profitability is generally considered as a dependent variable and financial ratios are calculated by using the items in the financial statements and independent variables are formed.

In this study, the 14 most common financial ratios are considered in the literature. The relationship between these 14 variables and profit status is tried to be explained with the help of classification techniques of data mining. For this purpose, the financial statements of 70 companies, excluding the holding and finance companies in the BIST100, were utilized. The mentioned 14 variable and net profit conditions are calculated from the financial statements.

Machine learning is in two forms: supervised and unsupervised learning models. Classification algorithms are controlled learning models and models have been formed in order to take into consideration the profit conditions of enterprises. For machine learning, the data were randomly divided into two as 50% learning data and 50% test data. Logistic regression, separation analysis, artificial neural networks, support vector machines, fuzzy rule (logic), random forest algorithms and decision tree models were formed from the data selected as learning data. Then, these models were applied to the test data and their results were compared with their actual situations. In order to determine the success of the classification algorithms, accurate prediction rates were taken into account.

The two models that among the models were found the highest accuracy rate. Artificial neural networks and decision trees applied the correct classification of 94.286% on the test data. As the test data, 33 of the 35 randomly chosen companies correctly predicted the profit status of the company and 2 classified the non-profitable business as profitable.

The best performance was obtained by decision tree and artificial neural networks. Nageswari et. al. in parallel with their study. Two algorithms with the highest accuracy were determined. Pu et. al. and Maji & Arora’s work in hybrid models will increase accuracy. In this way, decision makers can make more accurate decisions. Unlike the study performed by Emir et al., artificial neural networks showed better results than support vector machines.

Under these conditions, it can be said that the use of artificial neural networks or decision trees would make the least misleading predictions when it is desired to examine whether a business is profitable. An investor or business owner is advised to choose these two methods when they want to predict whether a business is profitable or not.

Before making an investment decision, it is important for investors whether companies will profit. Whether the investor wants to invest in stock, project or capital partnership, it is important that the investor determines the profit situation accurately. For this purpose, the methods mentioned in the study can be used.

In this study, BIST100 was preferred as a sample. In future studies, the implementation of these methods in other countries or index and is recommended to test the consistency of the results. In addition, future studies, taking advantage of the results of different algorithms at the method compared with the results of this study. Higher accuracy can be achieved with
integrated algorithms. In future studies, it is recommended that hybrid models be tested in the field of finance. Furthermore, classification algorithms other than this study can be used in the field of finance. The obtained accuracy rates can be compared with this study. It is recommended that integrated studies with algorithms that give higher rate are performed.
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