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Abstract. We investigate the number of topological ends of the trace of branching random walk (BRW) on a graph, giving a sufficient condition for the trace to have infinitely many ends. We then describe some interesting examples of non-symmetric BRWs with just one end.

1. Introduction

Consider a branching random walk (BRW) on a graph described as follows. We are given a locally finite graph $G$ with vertex set $V(G)$ and edge set $E(G)$, and a vertex $v \in V(G)$. We begin with one particle at $v$ at time 0. For each $n \geq 0$, each particle alive at time $n$ gives birth to an independent random number of offspring particles according to some probability distribution $\mu$, each of which independently takes a step according to a specified random walk on the graph with transition kernel $P$. Subsequently, the older particle dies. The resulting configuration of particles comprises the system at time $n+1$.

We write $\text{BRW}(G, \mu, P)$ for such a branching random walk. We assume throughout that $G$ is infinite, $P$ is irreducible, $\mu$ has finite mean $m = m_\mu > 1$ and $\mu(0) = 0$. We write $(X_n, n \geq 0)$ for a random walk on $G$ with transition kernel $P$ ($G$ and $P$ will therefore not be explicit in the random walk notation, but this should not lead to confusion), and $P_v$ for a probability measure under which the BRW and the random walk are independent and begin at vertex $v$. Let
\( \rho = \rho(P) = \limsup_{n \to \infty} P_v(X_n = v)^{1/n} \), the spectral radius of \( P \) (which is independent of the choice of \( v \)).

We say that a BRW is \textit{recurrent} if some vertex of the graph is visited infinitely often by the particles of the BRW with positive probability. Otherwise it is \textit{transient}. Furthermore, a BRW is said to be \textit{strongly recurrent} if all vertices of the graph are visited infinitely many times almost surely (see e.g. Benjamini and Peres, 1994, Section 6).

Benjamini and Peres (see Benjamini and Peres, 1994) showed that if \( m < \rho^{-1} \) then the BRW is transient, while if \( m > \rho^{-1} \) then the BRW is recurrent. We call a BRW \( (G, \mu, P) \) \textit{critical} if \( m = \rho^{-1} \).

Gantert and Müller (2006) and independently (in a more general setting) Bertacchi and Zucca (2008) proved that any critical BRW is transient. The \textit{trace} of the critical process is the subgraph induced by edges that are traversed by particles of the BRW, and is an interesting random structure in its own right. Benjamini and Müller (2012) showed that on Cayley graphs, simple random walk on the trace of transient simple BRW is itself almost surely transient, but any non-trivial simple branching random walk on the trace is strongly recurrent.

The range \( 1 < m_\mu \leq \rho^{-1} \) (when non-trivial) leads to the existence of an intermediate phase, in which the process survives globally but eventually vacates every finite set of vertices. Such intermediate behavior has been investigated on different structures, in both discrete and continuous settings.

In the discrete case, one object of interest is the boundary of the trace of BRW. Hueter and Lalley (2000) show that the Hausdorff dimension of the boundary of the trace of a transient BRW defined on a homogeneous tree cannot exceed one half the dimension of the boundary of the tree. This result has been generalized to BRWs defined on free products of groups (see Candellero et al., 2012).

In a continuous setting, Lalley and Sellke (1997) investigated similar questions for branching Brownian motion on the hyperbolic disk. Their results have been extended to more general Lobachevsky spaces by Karpelevich, Perchersky and Suhov (see Karpelevich et al., 1998). Furthermore, Grigor’yan and Kelbert (2003) studied the problem of recurrence and transience of branching diffusion processes on Riemannian manifolds. Cammarota and Orsingher (2008) studied a branching process where the particles move at finite velocity along the geodesics of the Poincaré disk.

An analogous intermediate phase appears also for contact processes on trees (see e.g., Pemantle (1992), Liggett (1996b), Stacey (1996), and Liggett (1996a)). For a survey on the behavior of stochastic processes and their characterization of phase transitions on non-amenable graphs, see Lyons (2000).

In this work we investigate the number of topological ends of the trace. Roughly speaking, if we remove a large ball about the origin, how many connected components do we see? We will make this definition precise in Section 2.

Motivation for investigating this kind of question was outlined in Benjamini and Peres (1994). Classical study of random walks on graphs and groups highlights geometric properties of the space that are captured by the behaviour of the random walk. However, if the graph is large enough then the random walk will typically visit only a tiny part of the structure, and sample path properties of the random walk reflect little of the large-scale geometry. Branching random walks allow us to gain geometric information about the graph on a sample path level.
Recall that $\mu(0) = 0$, hence the BRW survives for ever almost surely. We prove the following theorem, which gives a sufficient condition for the trace to have infinitely many ends. We say that a random walk $X_n, n \geq 0$ is quasi-symmetric if there exists $C$ such that for all vertices $v$ and $w$, and all $n \geq 0$,
\[ P_v(X_n = w) \leq CP_w(X_n = v). \]
In particular, simple random walk on any graph of bounded degree is quasi-symmetric.

**Theorem 1.1.** Suppose that $X_n, n \geq 0$ is quasi-symmetric, and that
\[ \sum_{n=0}^{\infty} (n + 1)m_{\mu}^n P_v(X_n = v) < \infty. \]
Then the trace of $\text{BRW}(G, \mu, P)$ has infinitely many ends almost surely.

In particular if $m_{\mu} < 1/\rho(P)$, then the condition in Theorem 1.1 holds and the trace has infinitely many ends almost surely. On the other hand if $m_{\mu} > 1/\rho(P)$, then the BRW is recurrent and the trace therefore has as many ends as the underlying graph almost surely (indeed, almost surely the trace is the whole graph). We are therefore mainly interested in the critical case $m_{\mu} = 1/\rho(P)$.

Of course, there are cases which are not covered by Theorem 1.1. We highlight several examples, finding cases where critical BRW has one end, infinitely many ends, and everything in between.

### 2. Preliminaries

2.1. **The spectral radius and amenability.** Recall that the spectral radius of $P$ is defined to be
\[ \rho = \rho(P) = \limsup_{n \to \infty} P_v(X_n = v)^{1/n}. \]
It is easy to see that this does not depend on the choice of vertex $v$, due to the irreducibility of $P$. See for example Woess (2000) for many more details on the spectral radius of a random walk.

In many cases we will consider simple (isotropic) random walk on a graph $G$, which jumps to each of its current neighbours with equal probability, and write $P_G$ for its transition kernel.

2.2. **Ends of a graph.** A ray is defined to be a semi-infinite simple (i.e. non-self-intersecting) path within a graph $G$. Say that two rays $R$ and $S$ are equivalent if there exists a third ray that contains infinitely many vertices from each of $R$ and $S$. This defines an equivalence relation, and an end of $G$ is an equivalence class of rays. The number of ends of $G$ is then precisely the number of equivalence classes of rays in $G$. For example, $\mathbb{Z}$ has two ends, $\mathbb{Z}^2$ has one end, and $T_3$, the tree in which every vertex has degree 3, has infinitely many ends.

For $k \geq 0$ and $v \in V(G)$, let $B(v, k)$ be the closed ball of radius $k$ (in the graph distance) about $v$. Note that if $e_k$ is the number of connected components of $G \setminus B(v, k)$, then the number of ends of $G$ is equal to $\lim_{k \to \infty} e_k$.

As a warm-up, we prove the following lemma.
Lemma 2.1. If \( G \) is vertex-transitive and has infinitely many ends, then the trace of any (irreducible, vertex-transitive) BRW on \( G \) will have infinitely many ends almost surely.

Proof: If the BRW is recurrent, then the trace is the whole graph, so the claim is trivially true. We may therefore assume that the BRW is transient.

Fix \( k \geq 2 \) and a vertex \( o \in V(G) \). Recall that for every \( n \geq 0 \), \( B(o, n) \) denotes the closed ball of radius \( n \) (in the graph distance) about \( o \). Since \( G \) has infinitely many ends, we may choose \( n_k \) such that \( G \setminus B(o, n_k) \) has at least \( k \) pairwise-disjoint components. Let \( C_1, \ldots, C_k \) be \( k \) of these components. Since \( G \) is vertex-transitive, for any \( v \in V(G) \) we may take an automorphism \( \sigma_v : V(G) \to V(G) \) such that \( \sigma_v(o) = v \). Let \( C_i(v) = \sigma_v(C_i) \) for each \( i = 1, \ldots, k \) and \( v \in V(G) \).

Suppose that we start with one particle at \( o \). There exists \( p_k > 0 \) such that with probability \( p_k \), at time \( n_k + 1 \) we have at least one particle in each \( C_i \) for \( i = 1, \ldots, k \), and none of these particles ever has a descendant that returns to \( B(o, n_k) \) after time \( n_k + 1 \).

Now, choose \( j \geq 2 \) and wait until the first time \( \tau_j \) that there are at least \( j \) particles alive. Call them \( u_1, \ldots, u_j \) (if there are more than \( j \) then choose the first \( j \) according to some arbitrary order) and let \( Y_1, \ldots, Y_j \) be their positions. By the strong Markov property, for each \( i = 1, \ldots, j \), particle \( u_i \) has probability \( p_k \) of producing a descendant in each of \( C_1(Y_i), \ldots, C_k(Y_i) \) at time \( \tau_j + n_k + 1 \), none of whose descendants return to \( B(Y_i, n_k) \) after time \( n_k + 1 \). The probability that this does not happen for any of the \( j \) particles is therefore \( (1 - p_k)^j \). As a result,

\[
P(\text{this does not happen for any of the } j \text{ particles for any } j) = 0
\]

and therefore

\[
P(\exists v \in V(G) : C_i(v) \text{ contains infinitely many points of BRW trace for each } i) = 1.
\]

We deduce that the trace has at least \( k \) ends almost surely, and since \( k \) was arbitrary, infinitely many ends almost surely. \( \square \)

2.3. Cartesian products of graphs. It is natural, at first, to restrict ourselves to vertex-transitive graphs. If \( \rho(P_G) = 1 \) then the critical branching random walk \( \text{BRW}(G, 1/\rho(P_G), P_G) \) is just a random walk, so we are interested in graphs for which \( \rho(P_G) < 1 \). By Lemma 2.1, if a vertex-transitive graph \( G \) has infinitely many ends itself, then the trace of any (irreducible, vertex-transitive) BRW will have infinitely many ends too.

Thus we are interested in one-ended, vertex-transitive graphs with \( \rho(P_G) < 1 \). A natural way to construct such graphs is to take the Cartesian product of two infinite, vertex-transitive graphs \( G_1 \) and \( G_2 \), at least one of which satisfies \( \rho(G_1) < 1 \). It is a standard result — see for example Woess (2000), Theorem 4.10 — that if this holds then \( \rho(G_1 \times G_2) < 1 \).

To be precise, for two graphs \( G_1 \) and \( G_2 \) (not necessarily vertex transitive), the Cartesian product \( G_1 \times G_2 \) is the graph with vertex set \( V(G_1 \times G_2) = V(G_1) \times V(G_2) \) and edge set

\[
E(G_1 \times G_2) = \{((a, v), (b, w)) : (a, b) \in E(G_1) \text{ and } v = w, \text{ or } a = b \text{ and } (v, w) \in E(G_2)\}.
\]

Given transition kernels \( P_{G_1} \) and \( P_{G_2} \) on \( G_1 \) and \( G_2 \) respectively, we can then define a random walk on \( G_1 \times G_2 \) by flipping a fair coin at every step: if it comes up heads,
then we take a step along an edge inherited from $G_1$ according to $P_{G_1}$, and if it comes up tails, we take a random walk along an edge inherited from $G_2$ according to $P_{G_2}$. We write $P = \frac{1}{2}P_{G_1} \oplus \frac{1}{2}P_{G_2}$ for the corresponding transition kernel.

For a slightly more thorough treatment of Cartesian products see Section 6.

3. $T_3 \times Z$ and lazy random walk

Our first example is $T_3 \times Z$, where $T_3$ is the tree in which every vertex has degree 3. Recall that $P_{T_3}$ and $P_Z$ denote the transition kernels of simple random walk on $T_3$ and $Z$ respectively, and consider $P = \frac{1}{2}P_{T_3} \oplus \frac{1}{2}P_Z$. It is easy to show that $\rho(P_{T_3}) = 2\sqrt{2}/3$, and of course $\rho(P_Z) = 1$. From this we deduce (see Lemma 6.1) that

$$\rho(P) = \frac{1}{2} \cdot \frac{2\sqrt{2}}{3} + 1 \cdot \frac{\sqrt{2}}{3} + \frac{1}{2} = 1 < 1.$$ 

**Proposition 3.1.** If $m_\mu = 1/\rho(P)$, then the trace of $\text{BRW}(T_3 \times Z, \mu, P)$ has infinitely many ends almost surely.

**Proof:** Consider the projection of the branching random walk onto $T_3$. At each time $n \geq 0$, each particle branches independently into a random number of particles with law $\mu$, and each of these particles moves independently according to lazy simple random walk on $T_3$; that is, it stays put with probability $1/2$, otherwise it makes a step according to a simple random walk on $T_3$. Call the transition kernel for this walk $L$ (so $L = \frac{1}{2}P_{T_3} + \frac{1}{2}I$, where $I$ is the identity matrix). Then

$$\rho(L) = \frac{1}{2} \cdot \frac{2\sqrt{2}}{3} + 1 \cdot \frac{\sqrt{2}}{3} + \frac{1}{2} = \rho(P),$$

so $\text{BRW}(T_3, \mu, L)$ is a critical branching random walk and therefore transient. We deduce that each copy of $Z$ is hit only finitely often by particles in $\text{BRW}(T_3 \times Z, \mu, P)$, and since $T_3$ has infinitely many ends, this property is inherited by the trace of the branching random walk by an argument very similar to that of Lemma 2.1.

Note that our proof did not require many detailed properties of the two graphs $T_3$ and $Z$. In fact all that we used was that critical BRW on $T_3$ has infinitely many ends, and that $\rho(P_Z) = 1$.

4. $T_3 \times T_3$, purple dots, and a proof of Theorem 1.1

The natural next question is to consider what happens when our Cartesian product is of two graphs $G_1$, $G_2$ with $\rho(G_1) < 1$ and $\rho(G_2) < 1$. We note that our previous tactic no longer works for (for example) simple random walk on $T_3 \times T_3$. If we look at projections, then we get $\rho(P) < \rho(L)$, and therefore each copy of $T_3$ is hit infinitely often by particles of the critical BRW (see e.g. Müller, 2008, Theorem 3.7 or Bertacchi and Zucca, 2014, Corollary 3.6), which tells us nothing about the number of ends of the trace.

We instead look from a different viewpoint: if we start two independent branching random walks from vertices a long way apart, do they meet? Start one BRW from a vertex $v \in T_3 \times T_3$, and call this the red process; start the other, independent BRW from vertex $w$, and call it the blue process. Colour red any vertex that is hit by a particle in the red process, and colour blue any vertex that is hit by a particle
in the blue process. Vertices that are coloured both red and blue we call purple. We are interested in whether the number of purple vertices is finite or not.

We work in general, aiming for a proof of Theorem 1.1, but the reader may wish to continue thinking of $T_3 \times T_3$. To check that simple random walk on $T_3 \times T_3$ satisfies the condition of Theorem 1.1, we use Cartwright and Soardi (1986, Theorem 2(i)) together with a result from Cartwright and Soardi (1987), which we translate into our notation in Section 6 as Lemma 6.1. These tell us that if $(X_n, n \geq 0)$ is simple random walk on $T_3 \times T_3$, then for any vertex $v$, there exists a constant $C_v$ such that

$$
P_v(X_n = v) \sim C_v \frac{\rho^n}{n^3}
$$

where $\rho = 2\sqrt{2}/3$ and we say that $P_v(X_n = v) \sim f(n)$ if $P_v(X_n = v)/f(n) \to 1$ as $n \to \infty$ through values such that $P_v(X_n = v) > 0$.

**Proposition 4.1.** Suppose that $X_n, n \geq 0$ is quasi-symmetric, and that

$$
\sum_{n=0}^{\infty} (n+1)m^n \mu^n P_v(X_n = v) < \infty.
$$

Take independent red and blue branching random walks started from any vertices $v$ and $w$ respectively. Then the expected number of purple vertices is finite.

Once we have established this Proposition, we are able to complete the proof of Theorem 1.1.

**Proof of Theorem 1.1 (assuming Proposition 4.1):** For every $n \geq 0$ define $N(n)$ to be the set of particles alive in the branching random walk at time $n$. Now fix $k > 0$, and let $T = \inf\{n \geq 0 : |N(n)| \geq k\}$, the first time that we have more than $k$ particles alive (since $m > 1$ and $\mu(0) = 0$, $T < \infty$ almost surely). Label these particles $1, \ldots, |N(T)|$. For each particle $r$ at time $T$, given its position, its descendants draw out a BRW; call this BRW $r$. Note that, by Proposition 4.1, the intersection of the trace of BRW$_r$ with the trace of BRW$_s$ is almost surely finite for each $r \neq s$. Thus the particles of BRW$_r$ almost surely form at least one topological end distinct from the particles of $\bigcup_{s \neq r} \text{BRW}_s$. We deduce that we have at least $k$ ends almost surely. Since $k$ was arbitrary, we must have infinitely many ends almost surely.

To prove Proposition 4.1, we will use the following well-known result about branching random walks. The proof of this simple version is an easy exercise. Consider a BRW$(G, \mu, P)$. Let $N(n)$ be the set of particles alive in the branching random walk at time $n$, and for $u \in N(n)$, write $Z(u)$ for its position in $G$.

**Lemma 4.2 (Many-to-one).** For any vertices $v,w$ and any $n \geq 0$,

$$
\mathbb{E}_v[\#\{u \in N(n) : Z(u) = w\}] = m^n \mu^n P_v(X_n = w)
$$

where $(X_n, n \geq 0)$ is a random walk driven by $P$.

We can now prove our key proposition.

**Proof of Proposition 4.1:** Let $N^R(n)$ be the set of particles in the red BRW at time $n$, and $N^B(n)$ the set of particles in the blue BRW at time $n$. Using independence
and then applying Lemma 4.2,
\[
\mathbb{E} \left[ \# \{ \text{purple vertices} \} \right] \leq \mathbb{E} \left[ \sum_{x \in G} \sum_{k=0}^{\infty} \sum_{n=0}^{\infty} \mathbb{1}_{\{ \exists u \in N^R(k), v \in N^B(n) : Z(u) = z = x \}} \right] \\
\leq \sum_{x \in G} \sum_{k=0}^{\infty} \sum_{n=0}^{\infty} \mathbb{E}[\# \{ u \in N^R(k) : Z(u) = x \}] \mathbb{E}[\# \{ v \in N^B(n) : Z(v) = x \}] \\
= \sum_{x \in G} \sum_{k=0}^{\infty} \sum_{n=0}^{\infty} m_k^v \mathbb{P}_v(X_k = x) \cdot m_n^w \mathbb{P}_w(X_n = x).
\]

But by quasi-symmetry,
\[
\sum_{x \in G} \mathbb{P}_v(X_k = x) \mathbb{P}_w(X_n = x) \leq C \sum_{x \in G} \mathbb{P}_v(X_k = x) \mathbb{P}_x(X_n = w) = C \mathbb{P}_v(X_{k+n} = w),
\]
so
\[
\mathbb{E} \left[ \# \{ \text{purple vertices} \} \right] \leq C \sum_{k,n} m_k^v m_n^w \mathbb{P}_v(X_{k+n} = w) = C \sum_n (n+1) m_n^w \mathbb{P}_w(X_n = w).
\]
Thus whenever this quantity is finite the Proposition, and therefore Theorem 1.1, holds.

We remark here that Müller (2009) obtained the same condition for ensuring that BRW on a Cayley graph is dynamically stable: that is, if we construct a BRW and then rerandomise each random walk step at rate 1, there is never a time at which the BRW is recurrent.

Relaxing our assumptions even further, we obtain the following even when the underlying random walk is not quasi-symmetric.

**Theorem 4.3.** Suppose that
\[
\sum_{k,n} \rho(P)^{-(k+n)} \mathbb{P}(X_k = X_n') < \infty
\]
where \((X_n, n \geq 0)\) and \((X_n', n \geq 0)\) are independent random walks driven by \(P\). If \(m_\mu = 1/\rho(P) > 1\), then BRW\((G, \mu, P)\) has infinitely many ends almost surely.

5. One-ended branching random walks, and some open problems

It is natural to ask whether a converse of Theorem 1.1 might hold. But we already know that a full converse cannot hold: simple random walk on \(T_3 \times \mathbb{Z}\) satisfies
\[
\sum_{n=0}^{\infty} (n+1) \rho^{-n} \mathbb{P}_v(X_n = v) = \infty,
\]
but the corresponding critical BRW has infinitely many ends.

Can we, then, construct a non-trivial critical BRW on a graph \(G\) with \(\rho(P_G) < 1\) whose trace is one-ended? If we allow ourselves to bias our random walk in one direction, then the answer is yes. (For simple random walk, the answer is still yes, but the construction is more difficult and we save it for later.) We return to considering \(G = T_3 \times \mathbb{Z}\), but this time we bias the random walk so that on \(\mathbb{Z}\) it is more likely to move in one direction than the other. To be precise, let \(P_{T_3}\) drive
simple random walk on $T_3$, and $P_Z(p)$ drive the random walk on $Z$ that moves right with probability $p$ and left with probability $1 - p$. Let $P(p) = \frac{1}{2} P_{T_3} \oplus \frac{1}{2} P_Z(p)$.

**Proposition 5.1.** For $P(p)$ as above with $p \neq 1/2$, the trace of critical BRW on $T_3 \times Z$ has one end almost surely.

**Proof:** Just as in the proof that the symmetric case has infinitely many ends, this essentially follows from comparing the spectral radius of lazy random walk on $T_3$ with the spectral radius of $P(p)$. Indeed, just as in the proof of Proposition 3.1, we have $\rho(L) = \sqrt{2}/3 + 1/2$; but this time $\rho(P(p)) = \sqrt{2}/3 + \sqrt{p(1 - p)} < \rho(L)$. We deduce that each copy of $Z$ is hit “often enough” that there is only one end; the rest of the proof is concerned with making this statement precise. We resort to the use of purple vertices.

Fix a copy of $Z$; call it $Z_0$. Since $m = 1/\rho(P(p)) > 1/\rho(L)$, the lazy BRW on $T_3$ is recurrent and therefore the (non-lazy) BRW on $T_3 \times Z$ hits $Z_0$ infinitely often. Take a realisation of the BRW, and choose two particles. The descendants of the first particle we call red, and the descendants of the second particle we call blue.

Any site in $Z_0$ that is hit by both red and blue particles we colour purple.

We first show that there are infinitely many purple sites almost surely, and then deduce that the trace is one-ended. Let $p_n$ be the probability that a biased RW started from a site in $Z_0$ is in $Z_0$ at time $n$; otherwise defined, $p_n$ is the return probability of the lazy random walk on $T_3$ at time $n$. Since $\rho(L) > \rho(P(p))$, we can choose $k$ such that

$$p_k > \rho(P(p))^k.$$  

(5.1)

Fix a red particle in $Z_0$. Call it $u$. Let $S^u_0 = \{u\}$, and for $j \geq 1$ define

$$S^u_j = \{\text{descendants of particles in } S^u_{j-1} \text{ that are in } Z_0 \text{ at time } jk\}.$$

Let $Y^u_j = |S^u_j|$ for each $j$. Then $(Y^u_j, j \geq 0)$ is a Galton-Watson process whose birth distribution $\lambda$ satisfies (by Lemma 4.2)

$$\mathbb{E}[\lambda] = \rho(P(p))^{-k} p_k > 1.$$

Let $Q^u$ be the event that this Galton-Watson process survives forever, $Q^u = \{Y^u_j \geq 1, \forall j \geq 0\}$. Note that the probability that $Q^u$ occurs does not depend on the choice of $u$; let $q = \mathbb{P}(Q^u) > 0$.

We choose a red particle in $Z_0$ via the following algorithm:

Let $u_1$ be the first red particle to hit $Z_0$ (in the case of ties, let $u_1$ be any one of the candidates arbitrarily). If $Q^{u_1}$ occurs, then choose $u_1$. For each $i \geq 2$, if $Q^{u_{i-1}}$ does not occur, then let $u_i$ be the first red particle to hit $Z_0$ that is not a descendant of $u_{i-1}$. If $Q^{u_i}$ occurs, then choose $u_i$.

Since each particle’s Galton-Watson process is independent of the others, and each has a fixed probability of surviving forever, the algorithm terminates with probability one. Then we have an infinite sequence $v_1, v_2, \ldots$ of red particles in $Z_0$ each of which is at distance at most $k$ from another (our random walk cannot move further than distance $k$ in time $k$). For any particle $v$, let $Y(v)$ be the projection of that particle’s position (in $T_3 \times Z$) onto $Z_0$. Since the process is transient, by taking a subsequence and re-ordering if necessary, we may assume that $Y(v_i) > Y(v_{i-1})$ for each $i \geq 1$.

Similarly we can construct an increasing sequence of blue particles $w_1, w_2, \ldots$ in $Z_0$ with spacing at most $k$ (where $k$ is such that (5.1) is satisfied). From these two sequences of particles, we see that there are infinitely many pairs of red and
blue particles within distance \( \lceil k/2 \rceil \) of each other. Since the RW has a positive probability of stepping upwards \( \lceil k/2 \rceil \) times in a row, there exists some \( \delta > 0 \) such that each pair has probability at least \( \delta \) of generating a purple vertex independently of the others. Thus we must have infinitely many purple vertices.

Now fix any two vertices \( v \) and \( w \). If we start a red RW from \( v \) and a blue RW from \( w \), then we get infinitely many purple dots almost surely. That means that if \( v \) and \( w \) are in the trace, then there are almost surely infinitely many distinct paths between \( v \) and \( w \) within the trace. Thus the probability that there exist two vertices \( v \) and \( w \) in the trace, that do not have infinitely many distinct paths between them within the trace, is zero. Since the RW is transient, and so for any \( R > 0 \) with probability one only finitely many particles ever enter \( B(o, R) \), we deduce that the trace has only one end. \( \square \)

On \( T_3 \times T_3 \), the situation is more complicated. We introduce a bias on one of the factors by choosing one direction in the tree to be "up" and sending particles in that direction with probability \( p \), and the other direction with probability \( 1 - p \). A rigorous description follows.

Choose an isometric embedding \( \phi : \mathbb{Z} \to T_3 \); that is, choose a two-sided infinite path in \( T_3 \) and label the vertices on that path \( \ldots, -2, -1, 0, 1, 2, \ldots \). For each vertex \( v \) in \( T_3 \), we give it a height \( h(v) = \arg \min_k d(v, \phi(k)) - \min_k d(v, \phi(k)) \). If we view \( \phi \) as labelling certain vertices in \( T_3 \), then \( h(v) \) is the label of the closest vertex in \( \phi(\mathbb{Z}) \) minus the graph distance between \( v \) and \( \phi(\mathbb{Z}) \). Note that each vertex with height \( h \) has two neighbours of heights \( h + 1 \) and one of height \( h - 1 \). Now define a random walk with transition kernel \( P_p \) on \( T_3 \) which jumps from a vertex with height \( h \) to its neighbour of height \( h - 1 \) with probability \( p \), and to each of its neighbours of height \( h + 1 \) with probability \( (1 - p)/2 \). Let \( \hat{P}_p = \frac{1}{2}P_p \oplus \frac{1}{2}P_{3} \).

Suppose that for each \( p \), \( \mu_p \) is an offspring distribution such that \( m_{\mu_p} = 1/\rho(\hat{P}_p) \).

**Example 5.2.** The trace of \( \text{BRW}(T_3 \times T_3, \mu_{1/2}, \hat{P}_{1/2}) \) has infinitely many ends almost surely: this follows from exactly the same argument as Proposition 3.1. The trace of \( \text{BRW}(T_3 \times T_3, \mu_{1/3}, \hat{P}_{1/3}) \) also has infinitely many ends almost surely, by Theorem 1.1. On the other hand, if \( p > 1/2 \), then the trace of \( \text{BRW}(T_3 \times T_3, \mu_p, \hat{P}_p) \) has one end almost surely. The proof of this is almost identical to that of Proposition 5.1, except that we have to look at a copy of \( \mathbb{Z} \) embedded in \( T_3 \).

We do not know how many ends the trace of \( \text{BRW}(T_3 \times T_3, \mu_p, \hat{P}_p) \) has when \( p \in (0, 1/3) \cup (1/3, 1/2) \).

What if we insist that our random walk is simple isotropic random walk? Can we construct a graph on which the corresponding critical BRW is one-ended? Again, the answer is yes.

**Example 5.3.** Let \( \mathbb{N}_0 = \{0, 1, 2, \ldots\} \), and let \( T \) be the rooted tree in which every vertex has four children, and every vertex except the root has one parent. We say that the root has generation 0, its children have generation 1, and so on. Construct a graph \( H \) by joining \( n \in \mathbb{N}_0 \) to every vertex in generation \( n \) and every vertex in generation \( n + 1 \) in \( T \), for each \( n \geq 0 \).

Denote by \( P_H \) the transition kernel governing simple random walk on \( H \). We claim that \( \rho(P_H) \in (0, 1) \), but if \( m_\mu = 1/\rho(P_H) \), then \( \text{BRW}(H, \mu, P_H) \) has one end almost surely.
To check that $\rho(P_H) < 1$, let $(X_n, n \geq 0)$ be simple random walk on $H$. Let $L_k$ be the vertices in generation $k$ of $T$, together with vertex $k \in \mathbb{N}_0$. Then

$$\mathbb{P}(X_{n+1} \in L_{k+1} | X_n \in L_k) \geq 4/7$$

and

$$\mathbb{P}(X_{n+1} \in L_j | X_n \in L_k) = 0 \quad \text{for } j \notin \{k-1, k, k+1\}.$$ 

By coupling with a random walk on $Z$ that jumps right with probability $4/7$ and left with probability $3/7$, we see that $\rho(P_H) < 1$.

On the other hand, starting at the root $o$ of $T$, by repeatedly jumping to generation 1 and then back to the root, we get

$$P(X_{2n} = o) \geq (4/5)^n (1/7)^n$$

so $\rho(P_H) > 0$.

Showing that the critical BRW is one-ended can be done in a very similar way to the proof of Proposition 5.1. Choose any two particles in the BRW, and colour their descendants red and blue respectively; any site hit by both a red and a blue particle is coloured purple. Clearly a random walk on $H$ eventually hits $\mathbb{N}_0$ almost surely, so $\mathbb{N}_0$ is hit infinitely often by red particles and infinitely often by blue particles. We can ensure (for example by constructing embedded Galton-Watson processes as in the proof of Proposition 5.1) that there are almost surely infinitely many red-blue pairs within distance at most $k$ of each other. Each of these pairs has at least a fixed probability $\delta > 0$ of creating a purple dot (since this time $\mathbb{N}_0$ does not have bounded degree, we have to allow particles to bounce back and forth between $\mathbb{N}_0$ and $T$). Thus we have infinitely many purple dots almost surely, and since our initial choice of red and blue particles was arbitrary, this guarantees that we have only one end.

Remark 5.4. By gluing together various copies of graphs already constructed, it is easy to construct graphs on which critical BRW has any number of ends. For example, if we glue two copies of $H$ and one copy of $T_3 \times T_3$ at a single vertex, then we have a graph on which critical BRW has one end, two ends, or infinitely many ends, each with positive probability.

Open problem. Does there exist a quasi-symmetric random walk on a graph $G$ with $\rho < 1$ such that the corresponding critical BRW is one-ended almost surely?

Remark 5.5. An earlier version of this article mentioned a result of Lalley and Sellke (1997) which says that critical branching Brownian motion on the hyperbolic plane has a limit set that does not have full measure. We hypothesised that by analogy one might expect critical branching random walks on co-compact Fuchsian groups (corresponding to tilings of the hyperbolic plane) to have infinitely many ends. Since then Gilch and Müller (2014) have shown that indeed, critical branching random walks on planar hyperbolic Cayley graphs have infinitely many ends.

Finally, we relay a conjecture from Itai Benjamini.

Conjecture 5.6 (Itai Benjamini, private communication). On any vertex-transitive graph $G$ with $\rho(P_G) < 1$, the trace of $\text{BRW}(G, 1/\rho(P_G), P_G)$ has infinitely many ends.
6. Appendix on product random walks

Given random walks $X^{(1)}, \ldots, X^{(d)}$ on $G_1, \ldots, G_d$ respectively, and real values $\alpha_1, \ldots, \alpha_d \geq 0$ with $\alpha_1 + \ldots + \alpha_d = 1$, we define the $(\alpha_1, \ldots, \alpha_d)$-product random walk $X$ on $G = G_1 \times \ldots \times G_d$ by setting

$$P_{(v_1, \ldots, v_d)}(X_1 = (w_1, \ldots, w_d)) = \begin{cases} \alpha_l P(X_1^{(l)} = w_l | X_0^{(l)} = v_l) & \text{if } w_k = v_k \forall k \neq l, w_l \neq v_l \\ \sum_{k=1}^d \alpha_k P(X_1^{(k)} = v_k | X_0^{(k)} = v_k) & \text{if } w_k = v_k \forall k \\ 0 & \text{otherwise.} \end{cases}$$

We write $P = \alpha_1 P^{(1)} \oplus \ldots \oplus \alpha_d P^{(d)}$ for the transition kernel of this random walk. For vertex-transitive graphs, there are at least two natural choices for $\alpha_i$: we could take $\alpha_i = 1/d$ for each $i$, or $\alpha_i = \deg(G_i)/\sum_j \deg(G_j)$ where $\deg(G_j)$ is the degree of an arbitrary vertex in $G_j$. The latter choice corresponds to simple isotropic random walk on $G_1 \times \ldots \times G_d$.

The following lemma, due to Cartwright and Soardi (1987), tells us how to translate results about return probabilities on certain graphs into results about return probabilities on their Cartesian products. We recall that the Cayley graph $G(Y)$ of a group $Y$ with generating set $S$ has as its vertex set the elements of $Y$, with two vertices $v, w \in Y$ joined by an edge if $v = ws$ for some $s \in S$. We write that $P(X_n = v) \sim b_n$ if $P(X_n = v)/b_n \to 1$ as $n \to \infty$ through values such that $P(X_n = v) > 0$.

**Lemma 6.1.** Suppose that $G_1, \ldots, G_d$ are Cayley graphs with associated random walks $X^{(1)}, \ldots, X^{(d)}$. Let $X$ be the $(\alpha_1, \ldots, \alpha_d)$-product random walk on $G = G_1 \times \ldots \times G_d$. Fix $v = (v_1, \ldots, v_d) \in V(G)$. Suppose that there exist constants $C_1, \ldots, C_d > 0$ and $a_1, \ldots, a_d$ such that for each $k = 1, \ldots, d$,

$$P_{v_k}(X_n^{(k)} = v_k) \sim C_j \frac{\rho_{\alpha_k}^n}{n^{a_k}}.$$

Then there exists $C$ such that

$$P_{v}(X_n = v) \sim C \left(\frac{\alpha_1 \rho_1 + \ldots + \alpha_d \rho_d}{\alpha_1 + \ldots + \alpha_d}\right)^n.$$

Note in particular that the choice of $\alpha_1, \ldots, \alpha_d$ affects the spectral radius in the obvious way, and has no effect on the polynomial terms. Thus the proofs in earlier sections are unaffected by choosing different $\alpha_1, \ldots, \alpha_d$. For example, the results on $T_3 \times Z$ where we used $\frac{1}{2}P_{T_3} \oplus \frac{1}{2}P_Z$ hold also for $\frac{1}{3}P_{T_3} \oplus \frac{2}{3}P_Z$, which corresponds to simple isotropic random walk on $T_3 \times Z$.
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