DiCOVA-Net: Diagnosing COVID-19 using Acoustics based on Deep Residual Network for the DiCOVA Challenge 2021
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Abstract

In this paper, we propose the DiCOVA-Net, a deep residual network-based approach for identifying COVID-19 infected patients using acoustic recordings of their coughs. This classification problem is complicated by the fact that there are far more healthy people than infected patients. We use data augmentation and cost-sensitive methods to improve the model’s ability to recognize the minority class (infected patients). In addition, due to the unique nature of this task, we use some fine-tuning techniques to fine-tune the pre-training ResNet50. We also use ensemble learning to integrate prediction results from multiple base classifiers generated using different random seeds to improve the model’s generalizability. We ran tests with the DiCOVA challenge dataset to see how well the proposed DiCOVA-Net performed. The results show that our method has achieved 85.43% in AUC, among the top of all competing teams.

Index Terms: COVID-19 diagnosis, imbalanced data, data augmentation, focal loss, transfer learning

1. Introduction

Since the COVID-19 outbreak in 2020, countries all over the world have been shrouded in an eerie haze. Until recently, people in many countries were at risk of infection. Countries are actively working to avoid large-scale infection in their countries as part of their response to the epidemic. China, the United States, and the United Kingdom have all developed COVID-19 vaccines and have urged people to get vaccinated. However, the vaccine’s protection period is limited, and many people are hesitant to be immunized. As a result, effective testing is still required to detect COVID-19 infected individuals.

X-rays and computed tomography were the primary COVID-19 tests during the outbreak’s early stages (CT). When medical images of the lungs show symptoms such as shadows, the patient is more likely to have COVID-19, according to [1]. This detection method produced relatively good results at the start of the epidemic and played an important role in the epidemic’s spread. With the advancement of COVID-19 research, the swab test has become a reliable method of detecting COVID-19 infection. Currently, most countries use a throat swab or nose swab test. Furthermore, some studies have shown that saliva may be an effective test method. [2] Other testing methods are being investigated in addition to the methods for infected people mentioned above. Numerous studies have shown that COVID-19 primarily damages lung tissue and has an effect on the respiratory system, according to [3]. As a result, it is hypothesized that COVID-19 could cause significant changes in the acoustic characteristics of infected patients. We will investigate a non-invasive method for detecting COVID-19 infected individuals in this paper by using cough audio data to build a classification model.

Machine learning and deep learning have made remarkable advances in many fields in recent years, including image processing [4], speech recognition [5], and text analysis [6]. In the aftermath of the COVID-19 outbreak, researchers are also attempting to use artificial intelligence technology to combat the epidemic. Tuli et al. [7], for example, created a model based on cloud computing and machine learning to forecast the growth and trend of the COVID-19 pandemic. Yan et al. [8] developed an XGBoost machine learning-based model capable of predicting the mortality rates of patients who had been hospitalized for more than 10 days Ardakani et al. [9] used CT images to manage COVID-19 in routine clinical practice. Based on these findings, this study aims to identify COVID-19 infected patients using audio recordings of their coughing.

We used various data augmentation, transfer learning, cost-sensitive learning, and ensemble learning techniques to improve the recognition ability of our model, dubbed the DiCOVA-Net. We use a novel randomness method to further improve the model’s robustness, and the ensemble results outperform the previous methods.

The rest of the paper is structured as follows. The second section looks at related work. The proposed method is described in detail in Section 3. The experiment and its results are presented in Section 4. This research is summarized in the last section.

2. Related Work

In this paper, the task of identifying COVID-19 infected people using acoustic data falls under the category of speech recognition. In the early stages of speech recognition research, scholars used an acoustic model based on Gaussian Mixture Models (GMMs) to achieve a certain recognition effect. Scholars discovered that deep neural networks (DNNs) perform significantly better than GMMs as a result of recent advancements in deep learning methods. [10]. A spectrogram is a visual representation of a signal’s frequency spectrum as it changes over time, which aids deep learning models in modeling audio data. [11].

The problem of imbalanced data is common in medical practice. We discovered, through analysis, that the identification of COVID-19 infected people suffers from the same problem of imbalanced data. The presence of imbalanced data will cause problems in model training, as the model will prioritize
recognition of majority samples, which is not what medical staff or managers want. To address the imbalance, researchers have devised a number of strategies. For example, Jiang et al. [12] used the data augmentation technique to add noise to the data, with promising results. Furthermore, in addition to processing the data to address the issue of imbalanced data, the loss function of the model can be modified in a cost-effective manner to achieve the goal of modifying the model. Lin et al. [13], for example, proposed a new loss function called Focal Loss as an extension of the conventional Cross-Entropy (CE) loss function in the dense object detection task. Experiments confirmed that the Focal Loss function aids in the detection of minority samples in imbalanced data.

Popular deep learning models in image processing and recognition include AlexNet [14], VGG [15], and ResNet [16], among others. Among the various deep learning models, ResNet is one of the most widely used and well-known. As a result, our proposed model is based on the ResNet50 network. With the advancement of deep learning technology, researchers discovered that it is inconvenient to retrain the entire deep neural network every time they encounter a new task, which takes a significant amount of time and computing resources. As a result, the researchers devised a technique known as "pre-training." An already trained deep learning model can be loaded through pre-training, and then the network weight can be partially adjusted (fine-tuning) for specific tasks in the domain, so as to effectively solve new problems. The "pre-train then tune" paradigm is also the core idea of transfer learning [18].

Ensemble learning is another popular machine learning technique. The goal of ensemble learning is to improve the overall model’s generalization ability and prediction accuracy by combining the outputs of multiple base learners. Some research has found that combining the outputs of multiple deep neural networks using the ensemble learning method can help improve prediction accuracy [19–20]. The classical methods for generating the base model for ensemble learning primarily focus on changing the training data distribution or the model’s structure. In this paper, we look at how randomness affects the model’s diversity.

In this paper, we propose a model for COVID-19 infection recognition based on deep residual networks, which combines the technologies of imbalanced data processing, transfer learning, and ensemble learning.

### 3. The Proposed DiCOVA-Net Method

Figure 1 depicts the proposed DiCOVA-Net method. To begin, the input acoustic data must be transformed into spectrogram data. The data is then divided into multiple data subsets for cross validation, and Gaussian noise is added to the minority samples to form new minority samples on each subset. The augmented data set is fed into the ResNet50 pre-training model for fine-tuning, with focal loss serving as the loss function. Finally, when forming the final prediction results, ensemble learning methods are used to combine the outputs of the various models generated by different random seeds.

#### 3.1. Gaussian Noise-based Data Augmentation

To increase the diversity of the training datasets, data augmentation is frequently required. Furthermore, according to [12], data augmentation can reduce the domain mismatch between the enrolled and test set data. The most common data augmentation methods are flip, rotation, scale, crop, translation, and so on, while we use Gaussian noise. A pseudorandom number generator can generate Gaussian noise, which has a mean of zero and a standard deviation of one. Because DNNs have a large number of parameters, we added Gaussian noise to the data of minority samples (namely COVID-19 infected people) to generate some new synthetic minority samples, which is very beneficial for DNNs and helps to reduce the incidence of overfitting.

#### 3.2. Deep Residual Network with Transfer Learning

Residual neural network [16] is a traditional method that performed best in the ILSVRC 2015 classification task. A new convolutional neural network structure is the residual neural network. With the success of the VGG network, the depth of the neural network has gained increasing attention, but it is accompanied by the difficult-to-solve problem of gradient disappearance. The residual neural network uses the residual block to solve this problem very well. The residual block can be calculated as Eq. (1):

\[
y_r = h(x_r) + F(x_r, W_r)
\]

where \(y_r\) represents the label of sample \(r\), and \(h(x_r)\) is the prediction that neural network output at the step \(r\). The \(F(x_r, W_r)\) is the residual result of the step \(l\).

In the residual neural network, there are two hypotheses: (1) \(h(x)\) is the direct mapping, (2) \(F(x, W)\) is the direct mapping. Then, the loss \(\epsilon\) gradient between the beginning layer and layer \(l\) can be calculated as Eq. (2):

\[
\frac{\partial \epsilon}{\partial x_0} = \frac{\partial \epsilon}{\partial x_l}(1 + \alpha)
\]

where \(\alpha\) can be presented as Eq. (3):

\[
\alpha = \frac{\partial F}{\partial x_0}
\]

where \(F\) can be presented as Eq. (4):

\[
F = \sum_{i=0}^{l-1} f(x_i, W_i)
\]

Throughout the training process, \(\alpha\) cannot always be \(-1\), which means that the problem of gradient vanishing will not occur in the residual network.

By using a model that is trained on annotated source domain data to predict on unannotated target domain data, transfer methods
ensemble models to get better prediction. Formally, an ensemble framework aggregates the predictions of multiple base models with predictions $y_{t+1} = [y_{t+1,1}, \ldots, y_{t+1,n}]$, ensemble is an aggregation function $y_{t+1} = g(y_{t+1}, \Phi)$, which has various implementations such as voting, averaging, and stacking [26]. We used the averaging method to ensemble different models.

### 3.4. Ensemble Learning

An ensemble framework aggregates the predictions of multiple base models to get better prediction. Formally, suppose that we have $K$ base models with predictions $y_{t+1} = [y_{t+1,1}, \ldots, y_{t+1,n}]$, ensemble is an aggregation function $y_{t+1} = g(y_{t+1}, \Phi)$, which has various implementations such as voting, averaging, and stacking [26]. We used the averaging method to ensemble different models trained on different distributed feature space.

### 3.5. Randomness

In this paper, we suggested a unique and robust technique for achieving excellent performance on this difficult dataset. Deep learning is rife with randomness, which adds uncertainty to the process. However, the researchers investigated randomization in the weight initialization for deep learning models, which aids in the generalization of realized pictures without the need of training [21]. Other scholars investigated the randomness in the layers and models selected for the ensemble methods [22]. On several domain datasets, this approach produces cutting-edge outcomes. However, none of the preceding techniques investigated the unpredictability in the incoming data. With our understanding, we may conclude that the neural network prioritizes the input entered at the start. So the different order of input batches will make the model start evolving in different places. Therefore, we find the different order of input batches in this challenge data will surely improve the final performance through the experiment. With the infinite search space is expensive, we suggested trying four or five different random seeds and ensemble results together. The novel method can be summarized in $f_{t+1} = [f_{t+1,1}, \ldots, f_{t+1,n}]$, the $[f_{t+1} = W(x^t), r \in \text{random}(300, 2000)]$. The $[f_{t+1,1}, \ldots, f_{t+1,n}]$ are all based on the same model but with different data input order. The experimental result shows our method improves the model’s accuracy and robustness.

### 4. Experiments and Results

#### 4.1. Datasets

In the DiCOVA 2021 challenge, [27], we tested our proposed approach. For a two-class classification, this challenge presents a dataset of sound recordings taken from COVID-19 infected and non-COVID-19 individuals. This dataset has a total of 1040 samples, with 965 non-COVID-19 samples and 75 COVID-19 infected samples, resulting in a 13:1 skewed ratio, indicating that this is a highly imbalanced dataset. The average recording duration across subjects is 4.72 seconds (standard error (S.E.) ± 0.07). Furthermore, the challenge organizers use a blind test set with 233 samples, so the results obtained in this paper on the test set are provided by the challenge organizers.

#### 4.2. Experimental Settings

To be impartial, the organizers of the competition have previously divided the dataset into a train set and a validation set. The train set contains 822 data points, 772 of which are non-COVID-19 and 50 of which are COVID-19. The validation set contains 218 data points, 193 of which are non-COVID-19 and 25 of which are COVID-19. The organizers additionally provide a five-fold data set to assist participants in gaining a more generic and diversified model.

We use the librosa[3] to transform the audio data into mel-spectrogram. In the gaussian augmentation progress, we use the skimage[4] and set the random seed between 0 and 5. We list other parameters in the Table[1].

In the ResNet50, we use the focal loss as the loss function and use the adam as the optimization method. In model selection, we use the area under the curve (AUC) as an evaluation indicator in each folds. In the randomness experiment, we only change the random seeds at the beginning of the pipeline.

#### 4.3. Results and Discussions

For this challenge, the organizers present the performance of three baseline methods: Random Forest (RF), Multi-layer Perceptron (MLP), and Logistic Regression (LR). These three methods could not receive audio data, so the organizers use the mel-frequency cepstral coefficients (MFCC) and the delta and

---

1. https://github.com/librosa/librosa
2. https://github.com/scikit-image/scikit-image
Table 1: Main parameters

| Parameter name          | Settings |
|-------------------------|----------|
| Sampling Rate           | 2048     |
| Audio length            | 4 sec    |
| FFT window              | 2048     |
| Frame shift             | 512      |
| Epoch                   | 20       |
| Batch size              | 16       |
| Learning rate           | 0.0002   |
| Focal loss $\alpha$     | 0.25     |
| Focal loss $\gamma$     | 2        |
| Random seeds (ensemble) | 1001,500,1500,2000 |

delta-delta coefficients methods to extract features. The performance of the three baseline methods which is provided by organizer is shown in Table 2 [27]. According to the results in Table 2, LR has the worst performance, because compared with RF and MLP, LR has the worst nonlinear fitting ability. In addition, the difference between RF’s performance on the validation set and the test set is larger than that of MLP, so MLP is more robust.

Table 2: Baseline performance

| Methods   | Validation AUC | Test AUC |
|-----------|----------------|----------|
| RF        | 70.63          | 67.59    |
| MLP       | 68.81          | 69.91    |
| LR        | 66.97          | 61.97    |

The experiment result of proposed method is shown in Table 3. We compare the performance of fine-tuning model “Original” with two different loss functions and two different data augmentation methods. The two different loss functions respectively “cross entropy” (CE) loss and “focal loss” (FL). The two different data augmentation methods are “simple duplication” (Dul) and “Gaussian noise” (Gua). The “Ensemble” is the performance by integrating four models with different random seeds.

Table 3: Different methods comparison results

| Methods   | Validation AUC | Test AUC |
|-----------|----------------|----------|
| CE_Original | 69.77          | 75.27    |
| CE_Dul     | 71.15          | 72.92    |
| CE_Gua     | 71.57          | 75.59    |
| FL_Original | 74.17          | 69.78    |
| FL_Dul     | 69.92          | 75.10    |
| FL_Gua     | 73.58          | 83.59    |
| Ensemble   | 76.29          | 85.43    |

In Table 3, the performance of the fine-tuning model based on ResNet50 is better than that of the traditional machine learning methods such as RF, MLP and LR. In terms of the loss function, CE performs better than FL on the test set, and overfitting occurs when FL is used for training on the original training set. However, after using “Dul” or “Gua” for data augmentation, FL performed better than CE on the test set. This proves that a combination of multiple imbalanced data processing methods will achieve better results. In addition, it can also be seen that using Gaussian noise to process imbalanced data is better than directly expanding minority samples. Finally, using randomness to train multiple models for integration can further improve the prediction performance of the entire model.

5. Conclusions

In order to use acoustics data to identify patients infected with COVID-19 more accurately, we propose a deep learning method that incorporates multiple image processing techniques. First, we transform the acoustics data into spectrogram data, which can better suit the deep learning model. After that, Gaussian noise-based data augmentation and focal loss are introduced to solve the problem of imbalanced data. Based on the pre-training model of ResNet50, we combine the fine-tuning technology in transfer learning to adjust the weight of the deep neural network to make it more suitable for the identification of COVID-19 infected persons. In addition, in order to make the model we designed more robust, we use ensemble learning to build multiple deep learning models. When training these models, we adopt an advanced data extraction method with randomness and uncertainty to build sample subsets. Our experimental results show that the proposed method can effectively identify the infected with COVID-19 and is superior to other state-of-the-art methods.
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