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SUMMARY  Visual adaptation is a universal phenomenon associated with human visual system. This adaptation affects not only the perception of low-level visual systems processing color, motion, and orientation, but also the perception of high-level visual systems processing complex visual patterns, such as facial identity and expression. Although it remains unclear for the mutual interaction mechanism between systems at different levels, this issue is the key to understand the hierarchical neural coding and computation mechanism. Thus, we examined whether the low-level adaptation influences on the high-level aftereffect by means of cross-level adaptation paradigm (i.e. color, figure adaptation versus facial identity adaptation). We measured the identity aftereffects within the real face test images on real face, color chip and figure adapting conditions. The cross-level mutual influence was evaluated by the aftereffect size among different adapting conditions. The results suggest that the adaptation to color and figure contributes to the high-level facial identity aftereffect. Besides, the real face adaptation obtained the significantly stronger effect than the color chip or the figure adaptation. Our results reveal the possibility of cross-level adaptation propagation and implicitly indicate a high-level holistic facial neural representation. Based on these results, we discussed the theoretical implication of cross-level adaptation propagation for understanding the hierarchical sensory neural systems.
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1. Introduction

Adaptation illustrates that recent sensory experience would influence perception and response properties of visual neurons, which is a common characteristic in the human visual system. For instance, an observer adapts to a moving visual stimulus for a minute and then looks at stationary stimulus, the stationary stimulus seems to move slightly opposite to the direction of the original stimulus, which is called motion aftereffect induced by the adaptation. The reason for this aftereffect is that visual adaptation can isolate and/or temporarily reduce the contribution of specific neural populations [1] and thus bias the human perception. Based on this characteristic, adaptation could influence the perception of the low-level visual properties including color [2], motion [3], [4], and orientation [5], [6].

Human visual neural system is organized hierarchically [7] from neural systems in the lower level cortex processing the primary visual property of object (color, form, motion and so on) [8] to systems in the higher level cortex processing the complex output such as face perception [9]–[15]. Previous studies consistently found that the lateral fusiform gyrus is a critical area for the processing of the invariant aspects of face such as identity recognition [9]–[12], and the superior temporal sulcus (STS) is associated with the perception of changeable aspects of face such as gaze direction [9], [13], mouth movements [14], and expression perception [13], [15]. These observations suggest that several high-level cortex areas contribute to the key functions of face perception.

Recently, adaptation was also found to influence the process of complex visual patterns in the high-level visual system, such as facial identity [16], [17], expression [18], [19], attractiveness [20] and facial distortion [21], [22]. For instance, the selective adaptation to a specific facial dimension can bias the human perception to the opposite direction on this dimension. As far as facial identity is concerned, within a series of ambiguous faces morphing between two facial identities, adaptation to one identity will distort the perception of an observer to facilitate perceiving the ambiguous images as the other identity.

The possibility of adaptation at different levels of visual system raises the question whether the low-level adaptation could influence the high-level perception. Little is known about this issue, to the best of our knowledge. Only one very recent study [23] investigated whether low-level curve adaptation affects high-level facial expression judgment. This issue is however crucial to theoretically understand neural coding and computation mechanism, the better understanding for cross-level adaptation interaction will illuminate cross-hierarchy neural response transmission mechanism and implicate how the visual system integrates the complex stimuli from basic visual property. Also, tracking the effects of adaptation in cross-level system is increasingly important for interpreting imaging studies to use adaptation as a tool to assign computations to distinct cortical regions [24], [25].

In order to explore theoretical implication for this issue, we intend to investigate the relationship between low-level adaptation and high-level face perception by using cross-level adaptation paradigm, with adapting and test stimuli at
different end of neural hierarchy.

2. Purpose of the Research

There are two purposes in this study: 1) we examine whether the adaptation to the lower-level visual property can contribute to the high-level aftereffect. The adaptation propagations along two neural routes were investigated, respectively. One is from color system to facial identity system (Experiment 1), the other is from figure system to facial identity system (Experiment 2). In experiment 1, the aftereffects were measured within the real face while adapted by real face or color chip. Difference in aftereffect size was used to evaluate the influence from low-level color system to high-level facial identity system. In experiment 2, we examine whether figure adaptation can contribute to the facial identity system, we adapted subjects by real face and face profile without inter facial components, and measured aftereffects in the real face. Similarly, the aftereffect difference was used to estimate the contribution from the figure system to the facial identity system.

2) We also expect that our result can implicate how face is coded in the high-level visual system. We take a novel experiment paradigm to allow only one dimension to influence facial identity aftereffect. For example, in the experiment 1, only a facial color can be used to identify a face. Because two kinds of adapting stimuli, real faces and color chips, are the same in terms of RGB color values, two adapting conditions would generate approximately identical contribution to the identity aftereffect from low-level neural representation. Thus, if there is still the significant aftereffect difference between these two adapting conditions, this difference can only be attributed to the face high-level neural representation.

3. General Method

3.1 Subjects

Subjects were 5 Japanese undergraduate students with normal or corrected-to-normal vision acuity and normal color vision. Each subject participated in both of two experiments. In consideration of assuring the accuracy of subject’s response, it is crucial in these two experiments to keep every participant naïve to the experimental goal. Because once the subjects learn that the adapting face would bias the perception to the opposite direction within the series of test images, this knowledge will influence the subject’s decision in cognitive level rather than perceptual level [16].

Two ways were used to avoid this situation. Firstly, all subjects were interviewed to ensure naïve on adaptation paradigm before the participation. The second way was similar with that used by Leopold et al. [16]. The subjects were presented with some extra, unanalyzed trials in which some irrelevant adapting stimuli of color chips, grey figures and real faces was shown. This way was used to avoid subject associating the adapting stimuli with test facial images.

3.2 Apparatus

The images were presented on 19 inch LCD (DELL Monitor, Model 1905FP) controlled by the computer (DELL Xeon 2.8 GHz and NVIDIA Quadro FX 1400), with the vertical refresh rate adjusted to 85 Hz and the spatial resolution set to 1024*768 pixels. Subjects were instructed to view the monitor from the distance of 50 cm, the visual stimuli was shown in the center of screen and subtended a visual angle of approximately 12 degree (horizontally) by 15 degree (vertically) in this distance. All the experiments were run on Matlab platform with Cogent Psychophysics Toolbox extensions [26].

3.3 Procedure

Because the two faces with different colors or figures are of the identical face, in order to prevent the subjects from being confused, we firstly instructed the subjects to imagine that these two faces are of the twins and the facial color (Experiment 1) or figure (Experiment 2) can be used to identify them. Then, before each main session, the two face images that would be used in this session were simultaneously shown side by side in the screen and the subjects were instructed to memorize these two faces and the corresponding buttons for response. A short validation session of 8 trials was performed to examine whether the subject make the correct association between the response and face by using the 0%, 30%, 70%, 100% strength of face images (See Fig. 1a.2 and Fig. 1b.2). This validation session will be repeated until subjects succeeded to reach the 100% correct ratio. In this way, it ensures that the subjects could remember the faces and identify them correctly. All subjects learned the adaptation task through the oral instruction and the short practice session.

In each trial, the adapting image and test image were sequentially presented in the center of the screen. After the presentation of test image, the subjects were instructed to perform a two-alternative forced choice (2-AFC) task by pressing one button to classify the presented image into one of two categories (i.e., between two different identities). Feedback for pressing each button was given after each trial to confirm subject’s button response. The durations of adapting stimuli and test stimuli were determined to 4000 and 200 ms, respectively, without interval between adaptation and test stage (See Fig. 2). This paradigm was expected to produce the stronger aftereffect. For the relationship between facial aftereffect size and adaptation time configuration, see [27].

The subject was instructed to attend to the stimuli but no specific fixation point was given. For the role of visual attention to modulate the identity aftereffect, see [28]. The reason of not giving the fixation point is to prevent the subject overly attending to the local facial feature (for example, nose, eye) near to the fixation point and generate the unpredictable influence on the identity aftereffect of the whole
Fig. 1 (a) Stimuli in experiment 1. (a.1) Real faces and color chips as adapting stimuli in the experiment 1. (a.2) The ambiguous test face series morphed between whitish skin face and brownish skin face.

(b) Stimuli in experiment 2. (b.1) Real faces and figures as adapting stimuli in the experiment 2. (b.2) The ambiguous test face series morphed between narrow proportion face and wide proportion face. The numbers across the bottom in (a.2) or (b.2) illustrates the color strength or proportion strength, which indicated how far the face fell between the two originals (The images of 0% and 100% were not used as the test images) along the array.

Fig. 2 Illustration of visual adaptation paradigm and experimental procedure.
There are four adapting conditions in two experiments; color adapting condition and real face adapting condition used in the experiment 1 and figure adapting condition and real face adapting condition in the experiment 2. Each adapting condition included two adapting images and only one image was presented in one trial. Nine images in nine strength level were used as the test and 20 trials was performed in each strength level, thus resulting in a total of 1440 trials for each subject in these two experiments (20 (trials) * 9 (test level) * 2 (adapting images) * 2 (adapting conditions) * 2 (experiments)) = 1440 trials, practice trials and unanalyzed trials were not included). Each subject finished all these trials in 12 sessions, with each session including 120 trials and lasting for 30 minutes. The short period of each session prevented the subjects becoming too tired to lose the attention to the adapting stimuli, which will impoverish the effect of adaptation.

3.4 Criteria for Constructing the Stimuli

Numerous facial dimensions (nose, mouth, jaw, even hair line) will influence the identity perception and further affect the identity aftereffect. Thus, it is crucial for our experiments to exclude influence from other facial dimensions regardless of skin color (experiment 1) or face profile (experiment 2). Otherwise, we can not distinguish which neural representation would be responsible for aftereffect difference in various adapting conditions.

Three criteria were defined for these experiments to avoid this confusing situation. 1) Two adapting faces for tests should share the identical face configuration except facial color in experiment 1 and face profile in experiment 2 to exclude influence on identity aftereffect from the other facial dimension. 2) One adapting face and one adapting stimuli only share the same color or face profile. 3) All adapting and test stimuli share spatial location at the retinal to activate the same neural representation in the low-level visual cortex area.

4. Experiment 1: Adaptation Propagation from Color System to Identity System

4.1 Stimuli for Experiment 1

The face stimulus of frontal-view in the experiment 1 was selected from ALEIX face database [29]. We converted the image face to the size of 340*500 with grey background ((x, y) = (0.33, 0.36), L = 27 cd/m^2). The most of neck and clothing area were excluded but hair and jaw contour were included as shown in the Fig. 1a. Then, we constructed two faces with different skin colors from this image person using FaceFilter studio version 2.0 [30], as one face having a whitish skin (Referred to “W. Face”) and the other face having a brownish skin (Referred to “B. Face”). Then, we sampled two colors from these two faces to construct the corresponding adapting whitish color chip (Referred to “W. Color”, (x, y) = (0.41, 0.38), L = 90 cd/m^2) and brownish color chip (Referred to “B. Color”, (x, y) = (0.52, 0.40), L = 40 cd/m^2). The color chips were constructed as the same size with the face image frame. The two real faces with different skin color and two color chips served as the adapting stimuli of the real face adapting condition and color chip adapting condition, respectively (See Fig. 1a.1).

We morphed the ambiguous image series between these two faces (“W. Face” and “B. Face”) using Fantamorph version 3.0 [32], with the series of images from 30% to 70% in terms of skin color serving as test stimuli (See Fig. 1a.2). This series of ambiguous images was used to measure the corresponding aftereffect in both face adapting condition and color chip adapting condition.

4.2 Data Analysis

In order to index aftereffect size, we firstly determined the response proportion that were given for one of two choices at each test level (e.g., how many times does the subject response “B. Face”) for each subject as shown in Fig. 3a. The adaptation effect in each test level is calculated by subtracting the response proportion adapted after one face (e.g. “W. Face”) from the response proportion adapted after the other face (e.g. “B. Face”) at this test level. The aftereffect size for each adapting condition was determined by averaging the difference of response proportion of all test levels in five subjects for this condition.

We used the paired-samples t-test in SPSS software version 13.0 to perform the statistical test and the significance level was set at p < 0.01. In all statistical tests, the response proportion of every subject served as the statistical variables and the sample capacity for each adapting condition was 45 (9 level * 5 subjects = 45, df = 44).

4.3 Result

Before the further analysis, we examined whether there was a reasonable fit among the responses of the subjects. The response proportions of each subject were compared with those of each of the other four subjects in each adapting condition. Statistical comparisons were performed by means of the paired-samples t-test, with the differences of response proportions obtained from two adapting images at each test level for two subjects in that adapting condition serving as the paired variables. A subject’s responses were defined as low fit if they were significantly different from those of the other four subjects in a given adapting condition. It is initially expected that the low fit data would be excluded from the further analysis. Fortunately, we did not find the case matched to this point, thus, all data of subjects were used in the further analysis.

Both two adapting conditions produced measurable aftereffect (See Fig. 3b) with statistical significance. As expected, in the face adapting condition, the possibility of reporting one face (e.g., “W. Face”) in the ambiguous faces was increased if the subjects were adapted to the other face.
There is a significant aftereffect on face adapting condition or not. We employed the identical adaptation paradigm and experimental procedure in experiment 1.

5. Experiment 2: Adaptation Propagation from Figure System to Identity System

In experiment 1, we found that the low-level color adaptation can contribute to the high-level facial identity aftereffect. Here, we further examined whether the figure adaptation can contribute to the facial identity aftereffect or not. We employed the identical adaptation paradigm and experimental procedure in experiment 1.

5.1 Stimuli for Experiment 2

We have constructed two faces with different facial proportions from the same face used in the experiment 1 by the FaceFilter studio version 2.0 [30], with one profile having narrow proportion (Referred to “N. P. Face”) and the other version having wide facial proportion (Referred to “W. P. Face”). Then, we generate two grey face profiles (“N. P. Figure” and “W. P. Figure”) without internal facial component using Adobe Photoshop CS [31]. To avoid the color contrast effect at the border for figure stimuli, we used white background ((x, y) = (0.32, 0.35), L = 132 cd/m²) for these figure stimuli. These two faces and profiles served as the adapting stimuli in the face adapting condition and figure adapting condition, respectively (See Fig. 1b.1). Finally, we construct the ambiguous test image series by morphing between “N. P. Face” and “W. P. Face” (See Fig. 1b.2), using FantaMorph version 3.0 [32].

5.2 Result

The identical method to the experiment 1 was adopted to calculate the response proportion and corresponding aftereffect size. We obtained the similar data pattern as the experiment 1 as shown in Fig. 4.

Two adapting conditions generated measurable identity aftereffect (See Fig. 4a) with statistical significance. In the face adapting condition, the aftereffect size is 29.5% (S.E.M. = 5.7%), which indicates the bias of subjects’ perception by the adaptation (t44 = 8.150, p < 0.0001). There is also a significant aftereffect (t44 = 3.4, p < 0.001) in the figure adapting condition with the aftereffect size of 9.6% (S.E.M. = 5.8%), which suggests that the adaptation to the grey figure can also contribute to high-level identity aftereffect, implicating propagation from the figure system to the identity system.

We further compared the aftereffect size between these two conditions. There is a significant aftereffect difference between the face adapting condition and the figure adapting condition (t44 = 5.595, p < 0.0001) by paired-samples
Fig. 4  Results for experiment 2. (a) The Response proportion as the function of facial proportion (W. P. Face: Adapted by wide proportion face, N. P. Face: Adapted by narrow proportion face, W. P. Figure: Adapted by wide proportion figure, N. P. Figure: Adapted by narrow proportion figure). The data fitted with logistic functions averaged in all five subjects. (b) The aftereffect size corresponding to two different adapting conditions. Error bars denote S.E.M. and the asterisk (*p < 0.01) indicates the statistical significance.

6. Discussion

6.1 Result Evaluations

In the first experiment, the adaptation effect by the real face was significantly stronger than that by the color chip. It may be argued that this observation is likely due to the fact that a certain face part in the test images would weaken the adaptation effect by color chip, rather than the additional adaptation to high-level face neural representation by face stimuli. For example, the hair area is black and occupies a relatively large area in the stimuli (See Fig. 1a); it is possible that the hair area would weaken the adaptation effect by color stimuli, to some extent.

Thus, we performed a control experiment with the other five subjects to investigate this possibility. The real face and color chip adapting conditions were repeated using facial stimuli without hair area as the adapting stimuli and test. The results show no significant differences between the control experiment and the previous experiment in both adapting conditions. The aftereffect size for real face and color chip adapting conditions in the control experiment was 32.4% (S.E.M = 6.3%) and 13.2% (S.E.M = 2.3%), which is not significantly different from that in the real face adapting condition ($t_{44} = 0.080, p = 0.937$) and the color chip adapting condition ($t_{44} = 1.222, p = 0.228$) in the previous experiment. These observations suggest that the difference of adaptation effect between color stimuli and real face can not be attributed to hair area.

Additionally, it is also of interest whether the other color stimuli can produce the adaptation effect on the real face as the color chip. We performed a pilot experiment to measure the identity aftereffect with a house pattern and a glass pattern [33] as adapting stimuli. The results show significant adaptation effects on the real test faces by the house pattern and the glass pattern. Also, the adaptation effects by these patterns were significantly weaker than those by the real face. These two observations are somehow consistent with the adaptation by the color chip.

However, the adaptation effect by the house pattern was stronger than that by the color chip and the glass pattern. Although we cannot make further predictions regarding this issue based on the pilot observation, this result may provide a possibility that the adaptation effect by the normal object on real faces would vary in terms of the category of meaningful objects. This issue suggests an interesting inquiry in the future.

Additionally, we are also interested to know whether the other kinds of color stimuli can produce the stronger adaptation effect on the real face than the color chip, we performed a pilot experiment to measure the identity aftereffect with a house pattern and a glass pattern as adapting stimuli. The results show the significant adaptation effects on the real test faces by the house pattern and the glass pattern. Also, the adaptation effects by these patterns were significantly weaker than that by the real face. These two observations are somehow consistent with the adaptation by the color chip.

6.2 Scientific Findings

There are two major findings in these experiments: 1) The

The glass pattern are randomized dot arrays that produce the perception of a global pattern, it is an effective tool for psychophysicists to investigate how the information in the low-level visual system is converted to a global pattern responses in the higher level visual system.
adaptation to color and figure can contribute to the high-level facial identity aftereffect. It indicates that adaptation effects can propagate from neural systems in the lower visual areas (e.g., V1, V2, V4 for processing color) to a distributed face recognition system (maybe Fusiform Face Area, See [10],[15]) and from figure systems (e.g. in IT area) to the face recognition system. 2) Although both of adaptations by isolated facial dimensions (skin color or facial profile figure) and by whole faces generate significant facial identity aftereffect, the aftereffect size of latter is much stronger than that of isolated facial dimensions. What neural mechanism would be responsible for these two observations? We intend to discuss possible explanations for these two observations in terms of their theoretical implication for understanding the high-level facial neural presentation and the propagation of adaptation effect along hierarchies in human visual system.

Several previous behavioral researches [34]–[37] suggest a specific holistic strategy in face recognition. It means that face is represented as the whole rather than isolated parts (facial frame, eye, mouth, nose and so on). This holistic hypothesis primarily comes from the following two lines of evidences. One is composite face effect [34], [35] and the other is effect of configuration context [36], [37]. Concerning to composite face effect, if the stimulus face is separated into two parts along the horizontal midline, with the upper part showing one person and the lower part showing another person, the subjects will spend longer to identify the image person in the case that these two halves are aligned to construct a composite face than in the case that two halves are misaligned to construct a non-composite face. The effect of configuration context illustrates that a subject will obtain the higher recognition performance when facial components are shown in the whole face context than when the facial component are shown in isolation. These two line evidences indicate a holistic neural representation in the high visual cortex that will respond the unique collection of feature to identify the certain face.

The observations in this study could be implicitly interpreted by this hypothesized holistic neural representation. In conditions of adaptation to the isolated facial dimensions such as color and figure, only the perception system directly related to these visual properties will be adapted. Then, the adaptation contributions will be propagated to the high-level face neural representation system to produce aftereffects in the test stage. In contrast, when we use the whole face as the adapting stimuli, besides these isolated visual properties were adapted, the high-level holistic facial neural representation will also be adapted and thus produce the much stronger aftereffect.

One may ask whether there is a possibility that color chip or grey figure directly adapts the high-level face neural representation and generate the corresponding identity aftereffect, rather than the effect propagation of adaptation from the low-level system to high-level face system. Because skin color and face profile have holistic attribution in contrast to other facial dimensions and possibly provide a more fundamental reference in the integration by the metric way (About the neural coding of face in metric way, see [38]). In our sense, it seems unreasonable for a pure color chip to directly influence the high-level face neural representation. Because the color is not a specific visual element of face, it is widely involved in various different tasks of visual perception even in the case that RGB value of the color chip approximates that in the face. The direct influence from the color chip on the high-level face system disrupts the hierarchically coding mechanism of human visual system and do not fit the efficient coding principle of the brain. Also, to the best of our knowledge, we do not find any evidence for direct influence from the color chip stimuli on the high-level face perception system in previous literatures. Thus, we infer that the identity aftereffect by the color chip is effect propagation of adaptation from the low-level color system to the high-level face system.

As far as the figure adapting condition is concerned, the situation becomes slightly complicated. The grey figure is to some extend similar with face profile, it appears that the figure may possibly activate the high-level neural representation and generate the adaptation effect. We reason that if the grey figures can directly adapted the high-level face system, the aftereffect size in the figure adapting condition may differentiate that in the color chip adapting condition. However, we do not observe the significant difference of after-effect size between color chip adapting condition and grey figures adapting condition. Thus, although we can not make the explicit prediction about this issue, we tend to hypothesize that identity aftereffect by the grey figure is also the effect propagation of adaptation from the figure system to the high-level face system. We expect the explicit physiological evidence in the future to emerge to clarify this issue. This issue can be investigated by using the single cell recording technology [39] or functional magnetic resonance imaging (fMRI) adaptation paradigm [40]. The fMRI adaptation refers to the observation that repeated presentations of a visual stimulus will cause lower blood-oxygen-level dependent (BOLD) responses than presentations of novel stimuli. It is convenient by these two technologies to examine whether the neurons in the face-responsive cortex could selectively respond to the grey figure that is similar with the face profile, or whether the grey figure can activate the face-responsive cortex or not. The better understanding to this issue helps to address to what extend the identity aftereffect is generated by the high-level face neural representation and to what extend it is a effect propagation from the low-level system.

We expect our result to be able to implicate the neural coding mechanism for the hypothesized facial neural representation. Here we discuss two appealing neural coding mechanism, a grand-mother cells coding mechanism and a population coding mechanism. The grand-mother cell coding theory [41], [42] holds that the face is coded by the small amount of grand-mother cells. Each grand-mother cell will generate the same neural response for feature collections of a certain facial identity. This hypothesis, however, con-
fects to our result. Psychometric curves in our experiments show the shape of logarithmic function, however, for a single grand-mother neuron, it is difficult to exhibit this kind of output. This kind of decision cells is expected to be fitted to the discrete function instead, that is with about 0% of response proportion for lower strength image and 100% for the higher strength image exceeding the threshold.

Concerning to population coding mechanism [43], [44], it suggests that the face is coded by the certain pattern of neural activities over population of neurons. Our result can be interpreted by this mechanism. However, it will depend on the coding strategy and the layer of population neural representation to account for the observation. Thus, we can not make further detailed hypothesis only from our results and current literatures. It is clearly important for physiology and psychological studies to provide a more intensive evidence to clear this issue.

7. Conclusion

We found the adaptation propagation between color system or figure recognition system and facial identity system. The findings provide further insight into neural representation of hierarchy in human visual system and implicate the high-level neural representation for the face. Our results have the theoretical implications for understanding human sensory neural system.

Acknowledgements

This work was partially supported by Grant-in-aid for scientific researches [KAKENHI] (B) 20300081 and by the Special subsidies in subsidies for ordinary expenses of private schools from the Promotion and Mutual Aid Corporation for Private Schools of JAPAN.

References

[1] L.F. Abbott, J.A. Varela, K. Sen, and S.B. Nelson, “Synaptic depression and cortical gain control,” Science, vol.275, pp.220–224, 1997.
[2] K.J. Craik, “The effect of adaptation on differential brightness discrimination,” Journal of Physiology, vol.92, pp.406–421, 1938.
[3] S.W. Lehmkule and R. Fox, “Effects of binocular rivalry suppression on the motion aftereffect,” Vision Research, vol.15, pp.855–859, 1975.
[4] H. Ashida and N. Osaka, “Motion aftereffect with flickering test stimuli depends on adapting speed,” Vision Research, vol.35, pp.1825–1833, 1995.
[5] S. He and D.I. MacLeod, “Orientation-selective adaptation and tilt aftereffect from invisible patterns,” Nature, vol.411, pp.473–476, 2001.
[6] R. Rajimehr, “Unconscious orientation processing,” Neuron, vol.41, pp.663–673, 2004.
[7] D.J. Felleman and E.D.C. Van, “Distributed hierarchical processing in the primate cerebral cortex,” Cerebral Cortex, vol.1, pp.1–47, 1991.
[8] M.S. Livingstone and D.H. Hubel, “Segregation of form, color, movement and depth: Anatomy, physiology and perception,” Science, vol.240, pp.740–749, 1988.
[9] E. Hoffman and J.Haxby, “Distinct representations of eye gaze and identity in the distributed human neural system for face perception,” Nature Neuroscience, vol.3, pp.80–84, 2000.
[10] N. Kanwisher, J. McDermott, and M. Chun, “The fusiform face area: A module in human extrastriate cortex specialized for face perception,” The Journal of Neuroscience, vol.17, pp.4302–4311, 1997.
[11] N. George, R.J. Dolan, G.R. Fink, G.C. Baylis, C. Russell, and J. Driver, “Contrast polarity and face recognition in the human fusiform gyrus,” Nature Neuroscience, vol.3, pp.80–84, 2000.
[12] G. McCarthy, A. Puce, J.C. Gore, and T. Allison, “Face-specific processing in the human fusiform gyrus,” Journal of Cognitive Neuroscience, vol.9, no.5, pp.605–610, 1997.
[13] A.D. Engell and J.V. Haxby, “Facial expression and gaze-direction in human superior temporal sulcus,” Neuropsychologia, vol.45, no.14, pp.3234–3241, 2007.
[14] A. Puce, T. Allison, S. Bentin, J.C. Gore, and G. McCarthy, “Tempe ral cortex activation in humans viewing eye and mouth movements,” The Journal of Neuroscience, vol.18, no.6, pp.2188–2199, 1998.
[15] J.V. Haxby, E.A. Hoffman, and M.I. Gobbini, “The distributed human neural system for face perception,” Trends in Cognitive Science, vol.4, pp.223–233, 2000.
[16] D.A. Leopold, A.J. O’Toole, and V.T. Blanz, “Prototype-referenced shape encoding revealed by high-level aftereffects,” Nature Neuroscience, vol.4, pp.89–94, 2001.
[17] S.R. Afraz and P. Cavanagh, “Retinotopy of the face aftereffect,” Vision Research, vol.48, pp.42–54, 2007.
[18] M.A. Webster, D. Kaping, Y. Mizokami, and P. Duhamel, “Adaptation to natural facial categories,” Nature, vol.428, pp.557–561, 2004.
[19] S.M. Hsu and A.W. Young, “Adaptation effects in facial expression recognition,” Visual Cognition, vol.11, pp.871–899, 2004.
[20] G. Rhodes, L. Jeffery, T.L. Watson, C.W.G. Clifford, and K. Nakayama, “Fitting the mind to the world: Face adaptation and attractiveness aftereffects,” Psychological Science, vol.14, no.6, pp.558–556, 2003.
[21] J.A. Yamashita, J.L. Hardy, and M.A. Webster, “Stimulus selectivity of figural aftereffects for faces,” Journal of Experimental Psychology, vol.31, no.3, pp.420–437, 2005.
[22] L. Zhao and C. Chubb, “The size-tuning of the face-distortion aftereffect,” Vision Research, vol.41, pp.2979–2994, 2001.
[23] H. Xu, “Adaptation across the cortical hierarchy: Low-level curve adaptation affects high-level facial expressions,” The Journal of Neuroscience, vol.28, no.13, pp.3374–3383, 2008.
[24] K. Grill-Spector and R. Malach, “fMRI-adaptation: A tool for studying the functional properties of human cortical neurons,” Acta Psychologica, vol.107, pp.293–312, 2001.
[25] B. Kreckelberg, G.M. Boynton, and R.J.V. Wezel, “Adaptation: From single cells to BOLD signals,” Trends in Neuroscience, vol.29, pp.250–256, 2006.
[26] Cogent 2000. The software can be referred from the web page, http://www.vislab.ucl.ac.uk/cogent.php
[27] D.A. Leopold, R. Gillian, M. Kai-markus, and J. Linda, “The dynamics of visual adaptation to faces,” Proc. Royal Society, vol.272, pp.897–904, 2005.
[28] F. Moradi, C. Koch, and S. Shimojo, “Face adaptation depends on the face shape encoding revealed by high-level aftereffects,” Nature Neuroscience, vol.3, pp.80–84, 2000.
[29] A.D. Engell and J.V. Haxby, “Facial expression and gaze-direction in human superior temporal sulcus,” Neuropsychologia, vol.45, no.14, pp.3234–3241, 2007.
[30] A. Puce, T. Allison, S. Bentin, J.C. Gore, and G. McCarthy, “Temporal cortex activation in humans viewing eye and mouth movements,” The Journal of Neuroscience, vol.18, no.6, pp.2188–2199, 1998.
[31] J.V. Haxby, E.A. Hoffman, and M.I. Gobbini, “The distributed human neural system for face perception,” Trends in Cognitive Science, vol.4, pp.223–233, 2000.
[32] D.A. Leopold, A.J. O’Toole, and V.T. Blanz, “Prototype-referenced shape encoding revealed by high-level aftereffects,” Nature Neuroscience, vol.4, pp.89–94, 2001.
[33] S.R. Afraz and P. Cavanagh, “Retinotopy of the face aftereffect,” Vision Research, vol.48, pp.42–54, 2007.
[34] M.A. Webster, D. Kaping, Y. Mizokami, and P. Duhamel, “Adaptation to natural facial categories,” Nature, vol.428, pp.557–561, 2004.
[35] S.M. Hsu and A.W. Young, “Adaptation effects in facial expression recognition,” Visual Cognition, vol.11, pp.871–899, 2004.
[36] G. Rhodes, L. Jeffery, T.L. Watson, C.W.G. Clifford, and K. Nakayama, “Fitting the mind to the world: Face adaptation and attractiveness aftereffects,” Psychological Science, vol.14, no.6, pp.558–556, 2003.
[37] J.A. Yamashita, J.L. Hardy, and M.A. Webster, “Stimulus selectivity of figural aftereffects for faces,” Journal of Experimental Psychology, vol.31, no.3, pp.420–437, 2005.
[38] L. Zhao and C. Chubb, “The size-tuning of the face-distortion aftereffect,” Vision Research, vol.41, pp.2979–2994, 2001.
[39] H. Xu, “Adaptation across the cortical hierarchy: Low-level curve adaptation affects high-level facial expressions,” The Journal of Neuroscience, vol.28, no.13, pp.3374–3383, 2008.
[40] K. Grill-Spector and R. Malach, “fMRI-adaptation: A tool for studying the functional properties of human cortical neurons,” Acta Psychologica, vol.107, pp.293–312, 2001.
[41] B. Kreckelberg, G.M. Boynton, and R.J.V. Wezel, “Adaptation: From single cells to BOLD signals,” Trends in Neuroscience, vol.29, pp.250–256, 2006.
[42] Cogent 2000. The software can be referred from the web page, http://www.vislab.ucl.ac.uk/cogent.php
[43] D.A. Leopold, R. Gillian, M. Kai-markus, and J. Linda, “The dynamics of visual adaptation to faces,” Proc. Royal Society, vol.272, pp.897–904, 2005.
[44] F. Moradi, C. Koch, and S. Shimojo, “Face adaptation depends on the face shape encoding revealed by high-level aftereffects,” Nature Neuroscience, vol.3, pp.80–84, 2000.
[35] J. Catherine, “The composite face effect in six-year-old children: Evidence of adult-like holistic face processing,” Visual Cognition, vol.15, no.5, pp.564–577, 2007.

[36] J.W. Tanaka and J.F. Martha. “Parts and wholes in face recognition,” The Quarterly Journal of Experimental Psychology, vol.46, no.2, pp.225–245, 1993.

[37] J.W. Tanaka and J.A. Sengco. “Features and their configuration in face recognition,” Memory and Cognition, vol.25, pp.583–592, 1997.

[38] M.P. Young, “Sparse population coding of faces in the inferotemporal cortex,” Science, vol.256, pp.1327–1331, 1992.

[39] P.E. Sharp, The neural basis of navigation: Evidence from single cell recording, Kluwer Academic Publishers, Norwell, Massachusetts, 2002.

[40] T. Chong, R. Cunnington, M. Williams, N. Kanwisher, and J. Mattingley. “fMRI adaptation reveals mirror neurons in human inferior parietal cortex,” Current Biology, vol.18, no.20, pp.1576–1580, 2008.

[41] C.G. Gross, “Genealogy of the “Grandmother cell”,” Neuroscientist, vol.8, pp.512–518, 2002.

[42] D. Rose, “Some reflections on (or by?) grandmother cells,” Perception, vol.25, pp.881–886, 1996.

[43] A.P. Georgopoulous, “Neuronal population coding of movement direction,” Science, vol.233, pp.1416–1419, 1986.

[44] R.C. de Charms and A. Zador, “Neural representation and the cortical code,” Annual Review of Neuroscience, vol.23, pp.614–647, 2000.

Shiyong Zhang was born in 1950. He is a professor at the Department of Computer and Information Technology in Fudan University. His main research interests are information semantic theory, human-computer interaction, and distributed system.

Miao Song was born in 1979. He received his B.E. degree and M.E. degree from Heifei University of technology, China, in 2001 and in 2005 respectively. During 2005–2006, as a D.E. candidate he was at Department of Computing and Information Technology, Fudan University, China. He is now a D.E. candidate at Kochi University of Technology (KUT), Japan, as an international student of cooperation between KUT and Fudan university. His main research interests lies in human information processing, visual adaptation, face and expression perception and face neural coding mechanism.

Keizo Shinomori is a professor in Department of Information Systems Engineering, Faculty of Engineering and in Department of Engineering, Graduate School of Engineering at Kochi University of Technology. He received Dr. Eng. from Tokyo Institute of Technology in 1992. From 1992 to 1994, he was a professional research associate of Department of Psychology, University of Colorado at Boulder, where he became a graduate faculty from 1995 to 1997. Since 1997, he has been with Faculty of Engineering, Kochi University of Technology. Since 2000, he has been a visiting Professor of Department of Ophthalmology and Vision Science, University of California, Davis. His main interest lies in fields of vision psychophysics, color vision, age-related change in human vision, brain activities in vision and human-computer interaction. He is a member of VSJ, JSKE, IEIJ, IIE, ICVS, ARVO, and OSA.