Improved reproducibility of diffusion kurtosis imaging using regularized non-linear optimization informed by artificial neural networks
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Abstract

Diffusion kurtosis imaging is an extension of diffusion tensor imaging that provides scientifically and clinically valuable information about brain tissue microstructure but suffers from poor robustness to noise, especially in voxels containing tightly packed aligned axons. We present a new algorithm for estimating diffusion and kurtosis tensors using regularized non-linear optimization and make it publicly available in an easy-to-use open-source Python software package. Our approach uses fully-connected feed-forward neural networks to predict kurtosis values in voxels where the standard non-linear least squares fit fails. The predicted values are then used in the objective function to avoid implausible kurtosis values. We show that our algorithm is more robust than standard non-linear least squares and a previously proposed regularized non-linear optimization method. The algorithm was then applied on a multi-site scan-rescan dataset acquired using a clinical scan protocol to assess the reproducibility of diffusion kurtosis parameter estimation in human white matter using the proposed algorithm. Our results show that the reproducibility of diffusion kurtosis parameters is similar to diffusion tensor parameters.
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1 Introduction

Diffusion-weighted magnetic resonance imaging (dMRI) measures the displacements of water molecules on a microscopic level and thus can be sensitive to changes in brain tissue microstructure (Johansen-Berg and Behrens, 2013). Several studies have demonstrated dMRI’s sensitivity to microstructural changes in the brain associated with normal development during childhood (Barnea-Goraly et al., 2005), ageing (Grieve et al., 2007), learning (Blumenfeld-Katzir et al., 2011), and neurodegenerative diseases (Zhang et al., 2009), to name a few examples. dMRI is limited by noise in signal and artefacts that can significantly reduce the accuracy and precision of microstructural parameter estimates. Moreover, in order to measure small effects, studies with a large number of participants combining data from multiple scan sites may be needed.

Over the previous two decades, scanners with strong enough magnetic fields and gradients to support 2-shell acquisition protocols have become increasingly common in both clinical and research settings (Van Essen et al., 2013; Shafto et al., 2014). Such protocols measure the diffusion-weighted signal at two different non-zero b-values, providing more information on tissue microstructure than what conventional diffusion tensor imaging (DTI) parameters contain. Diffusion kurtosis imaging (DKI) (Jensen et al., 2005) is an extension of DTI that quantifies how much the diffusion propagator deviates from a multivariate normal (i.e., Gaussian) distribution. Despite having been shown to be sensitive to clinically and scientifically relevant microstructural properties of brain tissue (Falangola et al., 2008; Hui et al., 2012; Price et al., 2017; Van Cauter et al., 2012; Zhuo et al., 2012), kurtosis tensor estimation using least squares suffers from poor robustness, especially in voxels containing tightly packed aligned axons, such as the genu and splenium of the corpus callosum, where radial diffusivity is very low. In these voxels, linear and non-linear least squares often produce implausibly low or negative values of diffusional kurtosis (Tabesh et al., 2011; Kuder et al., 2012; Neto Henriques, 2018).

Recently, Henriques et al. (2021b) showed that the robustness of DKI can be improved by using regularized least squares. They used polynomial regression to predict mean kurtosis (MK) from the estimated diffusion tensor elements and powder kurtosis (i.e., apparent kurtosis coefficient estimated from data averaged over the acquired diffusion encoding directions), and added a regularization term to the objective function with the aim of preventing the estimated parameters from taking values for which MK deviates far from the predicted value. Indeed, their method produces a significantly smaller number of voxels with incorrect negative values than standard non-linear least squares (NLLS). However, if the regularization term only depends on MK, and not also on axial kurtosis (AK) and radial kurtosis (RK), we hypothesized that it may not sufficiently penalize the parameters for taking values for which only RK is negative. This is because, unlike with the diffusion tensor, MK is independent of AK and RK (Hansen et al., 2016).

The aim of this study was to assess the reproducibility of DKI in a clinical setting using regularized least squares. We implemented a novel algorithm for estimating diffusion and kurtosis tensors and made it publicly available in an easy-to-use open-source software package. Our algorithm uses artificial neural networks to predict MK, AK, and RK directly from data by using a training dataset that consists of voxels where the standard NLLS fit produced only non-negative values of diffusional kurtosis. The predicted values are then used in the objective function to regularize the fit in order to avoid implausible kurtosis tensor estimates. After showing the advantages of our approach compared to the one proposed by Henriques et al. (2021b), we investigate the reproducibility of kurtosis parameter estimates in white
matter by applying the developed software on a multi-site scan-rescan dataset acquired with an imaging protocol regularly used in a clinical setting.

2 Theory

Using the cumulant expansion (Kiselev, 2010) until the second order in terms of the applied b-value, the diffusion-weighted magnetic resonance signal acquired with conventional pulsed gradient spin echo (PGSE) sequences can be expressed as

\[
S(n, b) = S_0 \exp \left( -b \sum_{i=1}^{3} \sum_{j=1}^{3} n_i n_j D_{ij} + \frac{1}{6} b^2 (\text{MD})^2 \sum_{i=1}^{3} \sum_{j=1}^{3} \sum_{k=1}^{3} \sum_{l=1}^{3} n_i n_j n_k n_l W_{ijkl} \right),
\]

where \( n \) is a unit vector aligned with the diffusion encoding direction, \( b \) is the b-value, \( S_0 \) is the signal magnitude without diffusion-weighting, \( D_{ij} \) is an element of the diffusion tensor \( D \) (Basser et al., 1994), \( \text{MD} = \text{Tr}(D)/3 \) is mean diffusivity, and \( W_{ijkl} \) is an element of the kurtosis tensor \( W \) (Jensen et al., 2005). \( D \) is a symmetric rank-3 tensor with shape \( 3 \times 3 \) and 6 unique elements, and \( W \) is a symmetric rank-4 tensor with shape \( 3 \times 3 \times 3 \times 3 \) and 15 unique elements.

Several scalar metrics quantifying relevant properties of \( W \) have been introduced (Jensen and Helpern, 2010). Apparent kurtosis coefficient along \( n \) is

\[
\text{AKC}(n) \equiv \frac{(\text{MD})^2}{(\text{ADC}(n))^2} n_i n_j n_k n_l W_{ijkl},
\]

where \( \text{ADC}(n) = n_i n_j D_{ij} \) is the apparent diffusion coefficient along \( n \). Mean kurtosis is

\[
\text{MK} \equiv \frac{1}{4\pi} \int d\Omega_n \text{AKC}(n),
\]

where \( d\Omega_n \) denotes a solid angle element. Axial kurtosis is

\[
\text{AK} \equiv \text{AKC}(e_1),
\]

where \( e_1 \) is the eigenvector corresponding to the largest eigenvalue of \( D \) (i.e., principal diffusion direction). Radial kurtosis is

\[
\text{RK} \equiv \frac{1}{4\pi} \int d\Omega_n \text{AKC}(n) \delta(n \cdot e_1),
\]

where \( \delta \) is the Dirac delta function.
3 Methods

3.1 Parameter estimation

The right-hand side of Equation 1 was rewritten as \( \exp(X\beta) \), where \( X \) is the design matrix and \( \beta \) is a column vector containing the model parameters \( \ln(S_0) \), 6 unique elements of \( D \), and 15 unique elements of \( W \) multiplied by \((\text{MD})^2\) (Tabesh et al., 2011). The model parameters were estimated using an algorithm that consists of the steps explained below. All computation was performed using Python software package that is publicly available at https://github.com/kerkelae/dkmri. Python code was accelerated by using JAX (Bradbury et al., 2018) and Numba (Lam et al., 2015).

3.1.1 Standard non-linear least squares

The following optimization problem was solved using the BFGS algorithm (Nocedal and Wright, 2006):

\[
\arg \min_{\beta} \frac{1}{N} \|S - \exp(X\beta)\|_2^2,
\]

where \( N \) is the number of acquisitions and \( \| \|_2 \) denotes L2-norm. Initial positions were computed by solving the problem with ordinary least squares. The result of the fit was considered successful if \( \text{AKC}(n) \geq 0 \) for all \( n \) in a 45-point 8-design (Hardin and Sloane, 1996; Henriques et al., 2021a).

3.1.2 Prediction of kurtosis maps

Using Scikit-learn (Pedregosa et al., 2011), a fully-connected feed-forward neural network with rectified linear units as activation functions was trained to predict MK, AK, and RK from data in voxels where the standard NLLS fit was successful. The network had an input layer size equal to the number of acquisitions, three hidden layers with 50 neurons each, and an output layer with size 3. Initial weights were randomly generated with a hard-coded pseudorandom number generator seed. Mean squared error was used as the loss function. Adam (Kingma and Ba, 2014) was used as the optimizer. Batch size was 200. The training was stopped when the loss did not improve by more than \( 10^{-4} \) for 10 consecutive epochs. After training, the network was used to predict MK, AK, and RK in all voxels. Training the network was repeated for each scan.

3.1.3 Regularized non-linear least squares

The final parameter estimates were obtained by solving the following optimization problem using the BFGS algorithm:

\[
\arg \min_{\beta} \left( \frac{1}{N} \|S - \exp(X\beta)\|_2^2 + \alpha \left( (\hat{\text{MK}} - m(\beta))^2 + (\hat{\text{AK}} - a(\beta))^2 + (\hat{\text{RK}} - r(\beta))^2 \right) \right),
\]

where \( \hat{\text{AK}}, \hat{\text{MK}}, \) and \( \hat{\text{RK}} \) are the predicted kurtosis values, \( \alpha \) is a constant controlling the magnitude of the regularization terms, and \( m, a, \) and \( r \) are functions for numerically computing mean, axial, and...
radial kurtosis, respectively (Henriques et al., 2021a). Initial positions corresponded to axially symmetric diffusion and kurtosis tensors (Hansen et al., 2016) aligned with the principal diffusion direction and with plausible magnitudes computed from the results of the steps described in sections 3.1.1 and 3.1.2. Following Henriques et al. (2021b), we used \( \alpha = 0.1 \cdot \text{MSE}_{\text{NLLS}}/\text{MSE}_{\text{MK}} \), where \( \text{MSE}_{\text{NLLS}} \) is the median squared error of the standard NLLS fit and \( \text{MSE}_{\text{MK}} \) is the median squared error of the MK prediction.

### 3.2 Image acquisition

Ten healthy volunteers (5 females, 5 males, ages between 26 and 60 years) were scanned on a Siemens Magnetom Prisma 3T (Siemens Healthcare, Erlangen, Germany) with a maximum gradient strength of 80 mT/m, maximum slew rate of 200 T/m/s, and 64-channel head coil at three scan sites: Cardiff University Brain Research Imaging Centre (CUBRIC), Cardiff, United Kingdom; Wolfson Brain Imaging Centre (WBIC), Cambridge, United Kingdom; Great Ormond Street Hospital (GOSH), London, United Kingdom. Ethical approval was given by the research ethics committee and the volunteers gave written and informed consent prior to the scans.

Each scan was performed using the same clinical protocol. Echo-planar multiband PGSE was used with the following parameter values: diffusion time (\( \Delta \)) = 28.7 ms; diffusion encoding time (\( \delta \)) = 16.7 ms; b-values = 1,000 and 2,200 s/mm\(^2\); 60 diffusion encoding directions distributed uniformly over half a sphere for both b-values; 13 images without diffusion weighting; echo time (TE) = 60 ms; repetition time (TR) = 3,050 ms; FOV = 220 \( \times \) 220 ms; voxel size = 2 \( \times \) 2 \( \times \) 2 mm\(^3\); slice gap = 0.2 mm; 66 slices; phase partial Fourier = 6/8. In addition, one image was acquired without diffusion-weighting and the phase encoding direction reversed.

### 3.3 Image preprocessing

Dipy (Garyfallidis et al., 2014) was used to denoise the raw images using patch2self (Fadnavis et al., 2020), a self-supervised algorithm that learns to separate signal from noise without model assumptions using oversampled data. MRtrix3 (Tournier et al., 2019) was used to reduce Gibbs ringing artefacts with a sub-voxel shift algorithm (Kellner et al., 2016) and to correct for distortions induced by motion, susceptibility, and eddy currents using FSL’s topup and eddy (Andersson and Sotiropoulos, 2016; Smith et al., 2004).

### 3.4 Image segmentation

TractSeg’s pre-trained artificial neural network (Wasserthal et al., 2018) was used to segment white matter tracts. The following tracts were included in the analysis: arcuate fascicle (AF); anterior thalamic radiation (ATR); comissure anterior (CA); corpus callosum (CC) and CC divided into rostrum (CC\(_1\)), genu (CC\(_2\)), rostral body (CC\(_3\)), anterior midbody (CC\(_4\)), posterior midbody (CC\(_5\)), isthmus (CC\(_6\)), and splenium (CC\(_7\)); cingulum (CG); corticospinal tract (CST); fronto-pontine tract (FPT); fornix (FX); inferior cerebellar peduncle (ICP); inferior occito-frontal fascicle (IFO); inferior longitudinal fascicle (ILF); middle cerebellar peduncle (MCP); middle longitudinal fascicle (MLF); optic radiation (OR); parieto-occipital pontine (POPT); superior cerebellar peduncle (SCP); superior longitudinal fascicle (SLF) I, II, and III; superior thalamic radiation (STR); uncinate fascicle (UF). TractSeg’s probabilistic outputs were converted into binary masks by using a threshold of 0.9.
3.5 Statistical analysis

To quantify the reproducibility of mean values of DTI and DKI parameters in different tracts, a random-effects model was constructed:

\[ x_{ij} = \mu + \nu_i + e_{ij}, \tag{8} \]

where \( x_{ij} \) is the value of microstructural metric \( x \) for subject \( i \) in scan \( j \), \( \mu \) is the grand mean of \( x \), \( \nu_i \) is the subject-level random effect, and \( e_{ij} \) is the measurement error. It is assumed that \( \nu_i \) and \( e_{ij} \) are mutually independent and normally distributed: \( \nu_i \sim \mathcal{N}(0, \sigma^2_\nu) \), \( e_{ij} \sim \mathcal{N}(0, \sigma^2_e) \). Point estimates and 95% confidence intervals were estimated for the model parameter using lme4 (Bates et al., 2014; R Core Team, 2013). A random-effects model was chosen because a mixed-effects model with a scanner-level fixed effect showed that the scanner-level fixed effect was not significant. Coefficients of variation (CV) quantifying between-subject variability and measurement error were calculated according to the following equations:

\[ CV_\nu = \frac{\sigma_\nu}{\mu} \times 100\% \tag{9} \]
\[ CV_e = \frac{\sigma_e}{\mu} \times 100\% \tag{10} \]

4 Results

The artificial neural network learned the mapping from data to kurtosis metrics very well. The coefficient of determination was 0.99 for MK, 0.97 for AK, and 0.98 for RK when calculated over all training data.

Figure 1 shows example DKI parameter maps computed using standard NLLS (A-C), predicted by the artificial neural network (D-F), computed using regularized NLLS with MK (G-I), and computed using regularized NLLS with MK, AK, and RK (J-L). Standard NLLS produced poor results in several voxels in the splenium of the corpus callosum, which can be seen clearly in the RK map. Regularized NLLS with MK produced clean MK maps but produced some implausible RK values in the splenium of the corpus callosum, motivating the addition of more regularization terms. Indeed, regularized NLLS with MK, AK, and RK did not suffer from this issue.

Importantly, our algorithm estimates full tensors and thus provides more information about tissue microstructure than just the predicted parameter maps. Visualizations of the estimated tensors in one of the problematic voxels in the splenium of the corpus callosum are provided in Figure 2 which shows AKC values along different directions. In voxels containing tightly packed aligned axons, diffusion is most restricted along the directions perpendicular to the axons and AKC along these directions should be relatively high. However, due to the complicated geometry of the kurtosis tensor, the estimated tensor can correspond to a correct value of MK and an implausibly low value of RK. A visualization of the geometry of 100 kurtosis tensors near the splenium of the corpus callosum estimated using our algorithm is provided in Figure 3.

The results of the reproducibility analysis are shown in Figure 4. Overall, the reproducibility of DKI metrics, as measured by the estimated variability due to measurement error \( (CV_e) \), was comparable to DTI metrics. The relative differences between the metrics’ reproducibility depended on the tract. The ratio between between-subject variability and measurement error also varied greatly between the tracts. In large tracts, such as the corpus callosum and longitudinal fascicles, CV values for all metrics were
below 5%. In some smaller tracts, such as the fornix and subparts of the corpus callosum, CV values exceeded 5% for some diffusivity and kurtosis metrics.

All the computational steps including training required to compute whole-brain DTI and DKI parameter maps took less than 10 minutes per scan on an Intel Xeon CPU E5-1620 v3 3.50GHz x 8.

5 Discussion

The aim of this study was to investigate the reproducibility of DKI parameters in human white matter using regularized NLLS. Based on MK’s independence of RK and AK, we hypothesized that imposing regularization only on MK as proposed by Henriques et al. (2021b) may not be enough for robust estimation of the kurtosis tensor. We discovered that, despite providing significantly better results than standard NLLS, regularizing only MK can result in kurtosis tensor estimates that have implausibly low RK. This is due to the fact that the kurtosis tensor can have a complicated shape that corresponds to the correct value of MK but an implausibly low value of RK. This issue, highlighted in figures 1 and 2, motivated us to also regularize kurtosis tensor magnitude along and perpendicular to the principal diffusion direction. Our algorithm has been made publicly available in an easy-to-use open-source Python package to promote reproducible science and to encourage other researchers to further improve the method.

We chose to use feed-forward artificial neural networks to learn the mapping from data to DKI parameter maps because they are universal function approximators (Hornik et al., 1989) that do not require manual feature engineering. Depending on the resolution, whole-brain dMRI scans typically contain between tens of thousands and over a million voxels, providing sufficient training data. Our algorithm assumes that the training data, i.e., the voxels where the standard NLLS fit did not produce negative AKC values, contains a wide range of different tissue types with varying microstructural properties, making the trained neural networks generalizable. This is justified since we know that the standard NLLS fit tends to fail in specific edge cases that make up less than 1% of the whole brain, given high enough data quality. Although the artificial neural networks learned the mapping from data to kurtosis metrics very well on our data, worse predictions are expected if the maps are noisier due to lower data quality. This can be adjusted by changing the network architecture or hyperparameter values.

The results of our statistical analysis show that the reproducibility of the DKI parameters estimated using our method is comparable to DTI parameters when applied on data acquired using a modern clinical scan protocol. However, it must be noted that our data was of high quality and preprocessed using state-of-the-art preprocessing methods. It is expected that our algorithm is less robust if applied on low-quality data.

A limitation of this work is that we applied our algorithm only on imaging data for which the ground truth is unknown. Therefore, possible biases must be investigated in future studies. Nevertheless, the high prediction accuracy suggests that we are not introducing significant biases compared to the standard NLLS fit. Also, since our method is based on the BFGS algorithm, it can end up in a local minimum and be sensitive to the initial position. Finally, the value of the parameter $\alpha$, a constant controlling the relative weights of data points and predicted values in the objective function, must be manually chosen and its optimal value may depend on the acquisition protocol.
Figures

Figure 1: DKI parameter maps computed using standard NLLS (A-C), predicted by the artificial neural networks (D-F), computed using regularized NLLS with MK (G-I), and computed using regularized NLLS with MK, AK, and RK (J-L). The red circles highlight problematic voxels with implausibly low kurtosis values.
Figure 2: Visualization of a kurtosis tensor in the splenium of the corpus callosum computed using standard NLLS (A), computed using regularized NLLS with $\hat{M}K$ (B), and computed using regularized NLLS with $\hat{M}K$, $\hat{A}K$, and $\hat{R}K$ (C). $\hat{A}K = 0.52$ for all three tensors. $\hat{M}K = 1.3$ for tensor A and 1.6 for tensors B and C. $\hat{R}K = -1.3$ for tensor A, $\hat{R}K = 1.1$ for tensor B, and $\hat{R}K = 2.0$ for tensor C. The black line denotes the principal diffusion direction. The shown surfaces were generated by evaluating $\hat{A}KC$ along different directions. Negative values were clipped at -4.
Figure 3: Visualization of the geometry of kurtosis tensors estimated using the proposed algorithm in 100 voxels near the splenium of the corpus callosum where the standard NLLS fit often fails. The shown surfaces were generated by evaluating AKC along different directions.
Figure 4: Estimated $CV_\nu$ and $CV_e$ for DTI and DKI parameters in different tracts. The black bars represent 95% confidence intervals.
Data and code availability

The code is publicly available at https://github.com/kerkelae/dkmri.
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