STABLE SET POLYTOPES AND THEIR 1-SKELETA
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Abstract. We characterize the edges of two classes of 0/1-polytopes. The first class corresponds to the stable set polytope of a graph G and includes chain polytopes of posets, some instances of matroid independence polytopes, as well as newly-defined polytopes whose vertices correspond to noncrossing set partitions. In analogy with matroid basis polytopes, the second class is obtained by considering the stable sets of maximal cardinality. We investigate how the class of 0/1-polytopes whose edges satisfy our characterization is situated within the hierarchy of 0/1-polytopes. This includes the class of matroid polytopes. We also study the diameter of these classes of polytopes and improve slightly on the Hirsch bound.
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1. INTRODUCTION

The family of 0/1-polytopes consists of polytopes in $\mathbb{R}^n$ whose vertices contain only entries 0 or 1. We study several classes of 0/1-polytopes, with a focus on those associated with a graph $G$. The first one is the stable set polytope of $G$ (also known as the vertex packing polytope in the literature) whose vertices are indexed by the stable sets of $G$ (see [7, Chap 9]). This class includes several polytopes arising in algebraic combinatorics such as the chain polytope of a poset, some instances of matroid independence polytopes, and the unipotent polytopes introduced in [15, 16]. We also identify a family of polytopes whose vertices correspond to noncrossing set partitions. In analogy with the relationship between matroid independence polytopes and matroid basis polytopes, we study the polytope whose vertices correspond to stable sets of maximal cardinality. This includes as a special case the Birkhoff polytopes.

Our contributions are described as follows.

(1) We present a new characterization of the edges and 1-skeleta of stable set polytopes (see Theorem 4). Chvátal gives in [4] a beautiful characterization of these edges as well, although that description is valid only for stable sets of graphs and does not generalize easily to other 0/1-polytopes. We will show in Section 5 that our characterization extends to other classes of 0/1-polytopes. Our result can be proved using Chvátal’s result, but we give a direct proof that uses a novel characterization of the edges of a polytope (see Lemma 5).

(2) Among the family of stable set polytopes, we identify two new families, the nonnesting polytopes $\text{NN}_n$ (Section 2.4.5) and the noncrossing polytopes $\text{NC}_n$ (Section 2.4.6), whose vertices are indexed by nonnesting and noncrossing set partitions of $[n]$, respectively. In addition to describing their 1-skeleta via Theorem 4, we describe some of their facets (see Section 7.3.2 and Section 7.3.5, respectively).

(3) We investigate how the class of 0/1-polytopes whose edges satisfy our characterization is situated within the hierarchy of 0/1-polytopes. We show that this class is properly contained in the class of all 0/1-polytopes and that it properly contains the stable set polytopes, the matroid basis polytopes, and the matroid independent set polytopes (see Figure 1 and the results of Section 5). We also characterize the intersection of the class of stable set polytopes and the class of independent set polytopes of matroids. Finally, the family of simplicial complex polytopes (see Section 2.2) provides examples of 0/1-polytopes not always satisfying criterion (E) as given in Section 5.

(4) In Section 6, we study the Hirsch conjecture as it pertains to our setting. Recall that the Hirsch conjecture asserts that the diameter of every $d$-dimensional (convex) polytope with $n$ facets is at most $n - d$ (see Section 5 for definitions). It is related to the travelling salesman problem and the simplex method as it provides an easy-to-compute bound on the minimum distance between any two vertices. Although the Hirsch conjecture is false in general [12], it
is true for 0/1-polytopes [9], and we provide an improvement on this bound for some of the polytopes we study here.

(5) In Section 7 we conclude our investigation with a discussion of some open problems and conjectures.

2. 0/1-POLYTOPES, SIMPLICIAL COMPLEX POLYTOPES, AND STABLE SET POLYTOPES

2.1. Indicator vectors. Let $X$ be a finite set and let $\mathbb{R}^X$ denote a real vector space with standard basis, denoted $\{e_x : x \in X\}$, whose elements are indexed by the elements of $X$. We associate an element $e_A$ of $\mathbb{R}^X$ to each subset $A \subseteq X$ as follows: define the indicator vector of $A$ as

$$e_A = \sum_{a \in A} e_a \in \mathbb{R}^X.$$  

Note that $e_{\emptyset} = 0 \in \mathbb{R}^X$.

It is often convenient to identify $\mathbb{R}^X$ with $\mathbb{R}^{|X|}$. To do so, fix any total order $(x_1, x_2, \ldots, x_n)$ on $X$ and identify the basis vector $e_{x_i} \in \mathbb{R}^X$ with the standard basis vector $e_i \in \mathbb{R}^{[X]}$.

We will also make use of the usual inner product $\langle \cdot, \cdot \rangle$ on $\mathbb{R}^X$ for which $\{e_x : x \in X\}$ is an orthonormal basis. Thus,

$$\langle e_x, e_A \rangle = \begin{cases} 
1, & \text{if } x \in A, \\
0, & \text{if } x \notin A. 
\end{cases}$$

The following straightforward consequence will be used several times:

$$\langle e_A - e_B, e_x \rangle = \begin{cases} 
0, & \text{if } x \in A \cap B \text{ or } x \notin A \cup B, \\
1, & \text{if } x \in A \setminus B, \\
-1, & \text{if } x \in B \setminus A.
\end{cases}$$
2.2. 0/1-polytopes and simplicial complex polytopes. A 0/1-polytope in $\mathbb{R}^X$ is the convex hull of the indicator vectors of the sets in a set $C$ of subsets of $X$:

$$\mathcal{P}_C = \text{conv}\{e_A : A \in C\} \subseteq \mathbb{R}^X.$$ 

The set $C$ is a (abstract) simplicial complex if for any $B \in C$ and $A \subseteq B$ it follows that $A \in C$. In this case, we say that $\mathcal{P}_C$ is a simplicial complex polytope. In the following, we are interested in particular families of simplicial complex polytopes and their maximal faces.

2.3. Stable set polytopes (SSP). Let $G = (V,E)$ be a simple graph, that is, $G$ has no loops and no multiple edges. A subset $A$ of the vertices $V$ is stable for $G$ if no two vertices in $A$ are connected by an edge in $G$. Let $\text{Stab}(G)$ denote the set of stable sets of $G$. It then follows that $\text{Stab}(G)$ is a simplicial complex. The stable set polytope of $G$ is the convex hull of the indicator vectors of the stable sets of $G$, that is

$$\text{SSP}(G) = \mathcal{P}_{\text{Stab}(G)} \subseteq \mathbb{R}^V.$$

2.4. Examples. Our motivation for studying this family of polytopes is the vast variety of polytopes that can be realized as stable set polytopes.

2.4.1. Polytope of independent sets of a relation. Let $\mathcal{R} \subseteq X^2$ be a relation on a finite set $X$. A subset $A$ of $X$ is independent for $\mathcal{R}$ if and only if $(x,y) \notin \mathcal{R}$ and $(y,x) \notin \mathcal{R}$ for all distinct $x,y \in A$. Let

$$\mathcal{I}(X,\mathcal{R}) = \{A \subseteq X : A \text{ is independent for } \mathcal{R}\}.$$ 

Note that since we require $x$ and $y$ to be distinct, it follows that $\{x\}$ is independent for all $x \in X$. Note also that if $A$ is independent for $\mathcal{R}$, then every subset of $A$ is also independent for $\mathcal{R}$. Define the independent set polytope $\text{IP}(\mathcal{R})$ of a relation $\mathcal{R}$ to be the convex hull of the indicator vectors of the independent sets for $\mathcal{R}$.

Note that $\text{IP}(\mathcal{R})$ is a special case of a stable set polytope. Let $G_\mathcal{R}$ be the simple graph with vertex set $X$ and with edge set consisting of $\{x,y\}$ if and only if $(x,y) \in \mathcal{R}$ or $(y,x) \in \mathcal{R}$. (Implicit in this definition is the fact that $x$ and $y$ are distinct.) Note that a subset $A \subseteq X$ is stable for $G_\mathcal{R}$ if and only if $A$ is independent for $\mathcal{R}$. Consequently,

$$\text{IP}(\mathcal{R}) = \text{SSP}(G_\mathcal{R}).$$

Example 1. Take $X = \{1,2,3\}$ and $\mathcal{R} = \{(1,2),(2,3)\}$. The independent sets for $\mathcal{R}$ are $\{\emptyset, \{1\}, \{2\}, \{3\}, \{1,3\}\}$ so that

$$\text{IP}(\mathcal{R}) = \text{conv}\{(0,0,0), (1,0,0), (0,1,0), (0,0,1), (1,0,1)\}.$$ 

2.4.2. $n$-cube. Let $([n],\emptyset)$ be a graph with $n$ vertices and no edges. Then every subset of the vertices is stable, and the associated polytope is the $n$-cube; i.e., $\text{SSP}([n],\emptyset) = \text{conv}\{0,1\}^n$).

2.4.3. Chain polytope of a poset. Let $P = (X, \preceq)$ be a finite poset. The comparability graph $G_P$ of $P$ is the graph whose vertex set is $X$ and which contains an edge connecting $x$ and $y$ if and only if $x \prec y$ or $y \prec x$. A subset $A \subseteq X$ is stable for $G_P$ if and only if it is an antichain of the poset. Hence, $\text{SSP}(G_P)$ is the chain polytope of $P$ originally introduced by R. Stanley in [14].
2.4.4. Bell polytopes. Let $G$ be the graph with vertex set $X_n = \{(i, j) : 1 \leq i < j \leq n\}$ and with an edge connecting $(i, j)$ and $(k, l)$ if and only if

$$i = k \text{ and } j \neq l \quad \text{or} \quad i \neq k \text{ and } j = l.$$ 

The stable sets of $G$, and hence the vertices of SSP($G$), can be identified with set partitions of the set $[n] := \{1, \ldots, n\}$, as follows. Identify $e_{(i,j)} \in \mathbb{R}^{X_n}$ with the upper triangular $n \times n$ matrix whose $(i, j)$ entry is 1 and whose other entries are 0. Then $e_A$ is identified with a strictly upper triangular 0/1-matrix. If $A$ is stable for $G$, then the matrix $e_A$ has at most one 1 in each row and column. We can encode such a matrix by a set partition $S = \{S_1, \ldots, S_\ell\}$ of $[n]$ by placing $i$ and $j$ in the same set $S_r$ if the $(i, j)$ entry of the matrix is 1.

This polytope, which we call the Bell polytope $B_n$, is a particular case of the unipotent polytopes introduced in [15, 16].

2.4.5. Nonnesting (partition) polytope. The nonnesting polytope $NN_n$ is the stable set polytope of the comparability graph of the root poset of type $A_n$, which we think of as $X_n = \{(i, j) : 1 \leq i < j \leq n\}$ with the following relation (NB. this relation is different from the one above):

$$(i, j) \leq (k, l) \quad \text{if and only if} \quad k \leq i < j \leq l.$$ 

As above, the stable sets for the comparability graph of this poset are also encoded by certain strictly upper triangular matrices with at most one 1 in each row and column; or equivalently, by certain set partitions of $[n]$. It turns out that we obtain precisely the nonnesting partitions of $[n]$ in this way. See Example 2.

![Figure 2. Root poset of type $A_5$.](image)

2.4.6. Noncrossing (partition) polytope. The noncrossing polytope $NC_n$ is the stable set polytope of the graph on $X_n = \{(i, j) : 1 \leq i < j \leq n\}$ with edges connecting $(i, j)$ and $(k, l)$ if and only if

$$i = k \text{ and } j \neq l \quad \text{or} \quad i \neq k \text{ and } j = l \quad \text{or} \quad i < k < j < l.$$ 

The stable sets for this graph are also encoded by certain strictly upper triangular matrices with at most one 1 in each row and column; or equivalently, by certain set partitions of $[n]$. It turns out that we obtain precisely the noncrossing partitions of $[n]$ in this way.
Figure 3. The polytopes $B_n$, $NN_n$ and $NC_n$ coincide for $n = 3$. The vertices are labelled by the upper triangular portion of the $3 \times 3$ strictly upper triangular $0/1$ matrices with at most one 1 in each row and each column.

Example 2. For $n \leq 3$, the Bell polytope $B_n$, the nonnesting polytope $NN_n$ and the noncrossing polytopes $NC_n$ coincide as every set partition of $[3]$ is noncrossing and nonnesting. For example, when $n = 3$ we have the graph $G = (V, E)$, where

$$V = \{(1, 2), (1, 3), (2, 3)\}$$

$$E = \{((1, 2), (1, 3)), ((1, 3), (2, 3))\}$$

$$\text{SSP}(G) = \text{conv}\ \{(0, 0, 0), (1, 0, 0), (0, 1, 0), (0, 0, 1), (1, 0, 1)\}.$$ 

Remark 3. The polytopes $B_n$, $NN_n$ and $NC_n$ admit generalizations to other types of root systems. The type $B$ analogues were studied by Aaron Allen [1]. See Section 7.3.4 for more information. We will see below that it is related to the Birkhoff polytopes.

2.5. Polytopes associated to a matroid. A matroid $M$ on a finite set $X$ is a non-empty collection $\mathcal{I}$ of subsets of $X$ satisfying:

(I1) $\emptyset \in \mathcal{I}$;

(I2) if $A \in \mathcal{I}$ and $B \subseteq A$, then $B \in \mathcal{I}$; and

(I3) if $A, B \in \mathcal{I}$ and $|B| > |A|$, then there exists $b \in B \setminus A$ such that $A \cup \{b\} \in \mathcal{I}$.

We see from (I2) that $\mathcal{I}$ is a simplicial complex.

2.5.1. Matroid independence polytope. The elements of $\mathcal{I}$ are called the independent sets of $M$. The matroid independence polytope of $M$ is $P_\mathcal{I}$. This family of polytopes was introduced by Edmonds in [3] where he also described the facet inequalities.

The independent sets of a relation $\mathcal{R}$ on $X$ satisfy (I2), but not necessarily (I3). When a relation $\mathcal{R}$ satisfies both (I2) and (I3), the polytope $IP(\mathcal{R})$ defined in Section 2.4.1 coincides with the matroid independence polytope of a matroid. In this case, results about matroid polytopes can be used to describe various aspects of $IP(\mathcal{R})$.

2.5.2. Matroid basis polytope. The bases of a matroid $M$ are the independent sets of $M$ that are maximal with respect to inclusion. Let $BP(M)$ be the polytope whose vertices are the indicator vectors for the bases of $M$. By (I3), all bases of $M$ have the same cardinality, which
is called the \textit{rank} of \( M \). Note that \( \text{BP}(M) \) is the facet of the independent set polytope of \( M \) supported by the hyperplane of vectors whose coordinates sum to the rank of \( M \).

In Section 4, we consider a generalization of this construction: the face of \( \text{SSP}(G) \) supported by the hyperplane of vectors whose coordinates sum to the maximal cardinality of a stable set of \( G \). This includes the Birkhoff polytopes as a special case.

3. The 1-skeleton of stable set polytopes

Recall that the 1-skeleton of a polytope \( P \) is the graph whose vertices correspond to the 0-dimensional faces of \( P \); and there is an edge connecting two vertices of the graph if and only if they are the vertices of a 1-dimensional face of \( P \). One of our main results is the following description of the 1-skeleton of the stable set polytope of a graph \( G \).

Recall that \( \text{Stab}(G) \) denotes the stable sets of \( G \).

\textbf{Theorem 4.} Let \( \text{SSP}(G) \) be the stable set polytope of a finite simple graph \( G = (V, E) \).

1. The vertex set of \( \text{SSP}(G) \) is \( \{e_A : A \in \text{Stab}(G)\} \).
2. Two distinct vertices \( e_A \) and \( e_B \) form an edge in \( \text{SSP}(G) \) if and only if for all \( C, D \in \text{Stab}(G) \), we have \( e_A + e_B = e_C + e_D \) implies \( \{A, B\} = \{C, D\} \).

\textit{Proof of Theorem 4, Part (1).} Note that \( e_A \) is not a nontrivial convex combination of the other \( e_B \), for otherwise we would have a nontrivial convex combination of the vertices of the \( |X| \)-cube (since each \( e_A \) is a vertex of the \( |X| \)-cube). Hence, \( e_A \) is a vertex of \( \text{SSP}(G) \).

The proof of part (2) of Theorem 4 will make use of the following characterization of the edges of a polytope. To our knowledge this characterization has not appeared in the literature.

\textbf{Lemma 5.} Two distinct vertices \( a \) and \( b \) of a polytope \( P \) are not the vertices of an edge of \( P \) if and only if there exist \( k \geq 1 \) vertices \( v_1, \ldots, v_k \) of \( P \), distinct from \( a, b \), and coefficients \( \gamma_1, \ldots, \gamma_k > 0 \) such that

\[ a - b = \sum_{i=1}^{k} \gamma_i(v_i - b). \]

\textit{Proof.} Suppose \( a - b = \sum_{i=1}^{k} \gamma_i(v_i - b) \) with \( \gamma_1, \ldots, \gamma_k > 0 \), where \( v_1, \ldots, v_k \) are \( k \geq 1 \) vertices of \( P \) that are distinct from \( a \) and \( b \). Let \( F \) denote the smallest face of \( P \) containing \( a \) and \( b \), and let \( H = \{u \in \mathbb{R}^d : \langle u, c \rangle = c_0\} \) be a supporting hyperplane of \( F \) satisfying \( P \subseteq \{u \in \mathbb{R}^d : \langle u, c \rangle \geq c_0\} \). Hence, for any vertex \( v \) of \( P \), we have \( \langle v, c \rangle \geq c_0 \), with equality if and only if \( v \in F \). Thus,

\[ \langle a, c \rangle = c_0 = \langle b, c \rangle \quad \text{and} \quad \langle v - b, c \rangle \geq c_0 - c_0 = 0, \]

Since \( a - b = \sum_{i=1}^{k} \gamma_i(v_i - b) \), we have

\[ 0 = \langle a - b, c \rangle = \sum_{i=1}^{k} \gamma_i \langle v_i - b, c \rangle. \]
Since $\langle v_i - b, c \rangle \geq 0$ and $\gamma_i > 0$ for all $i \in [k]$, it follows that $\langle v_i - b, c \rangle = 0$ for all $i \in [k]$. Thus, $v_1, \ldots, v_k$ also belong to $F$. Since $F$ is the smallest face containing $a$ and $b$, it follows that $a$ and $b$ are not the vertices of an edge of $P$ since $F$ also contains $v_1$.

Suppose $a$ and $b$ are not the vertices of an edge of $P$ and let $F$ denote the smallest face of $P$ containing $a$ and $b$. Denote the vertices of $F$ by $a, b, v_1, \ldots, v_k$ with $k \geq 1$ (if $k = 0$, then the only vertices of $F$ are $a$ and $b$, a contradiction to $F$ not being an edge). Since $\frac{1}{2} (a + b)$ belongs to the relative interior of $F$, there exist $\lambda_a, \lambda_b, \lambda_1, \ldots, \lambda_k > 0$ such that

$$
\frac{1}{2} (a + b) = \lambda_a a + \lambda_b b + \lambda_1 v_1 + \cdots + \lambda_k v_k.
$$

Since $k \geq 1$, we cannot have $\lambda_a \geq 1/2$ and $\lambda_b \geq 1/2$. If $\lambda_a < 1/2$, then $0 < 1 - 2\lambda_a$ and so

$$
a - b = \frac{2\lambda_1}{(1 - 2\lambda_a)} (v_1 - b) + \cdots + \frac{2\lambda_k}{(1 - 2\lambda_a)} (v_k - b).
$$

Set $\gamma_i = \frac{2\lambda_i}{(1 - 2\lambda_a)}$. If $\lambda_a \geq 1/2$, then $\lambda_b < 1/2$, and so we can swap the roles of $a$ and $b$. \hfill \square

We now apply the following lemma that applies for any $0/1$-polytope.

**Lemma 6.** Let $C$ be any set of subsets of $X$. If $e_A, e_B, e_{C_1}, \ldots, e_{C_k}$ are distinct vertices of $P_C$ and $e_A - e_B = \sum_{i=1}^{k} \gamma_i (e_{C_i} - e_B)$ with $\gamma_1, \ldots, \gamma_k > 0$, then $A \cap B \subseteq C_i \subseteq A \cup B$ for all $i \in [k]$.

**Proof.** Suppose $x \in A \cap B$. Then $0 = \langle e_A - e_B, e_x \rangle = \sum_{i=1}^{k} \gamma_i (\langle e_{C_i}, e_x \rangle - 1)$, which implies $\langle e_{C_i}, e_x \rangle = 1$ for all $i \in [k]$, since $\langle e_{C_i}, e_x \rangle - 1 \leq 0$ and $\gamma_i > 0$. Hence, $x \in C_i$ for all $i \in [k]$.

To prove $C_i \subseteq A \cup B$, suppose $x \notin A \cup B$. Since $0 = \langle e_A - e_B, e_x \rangle = \sum_{i=1}^{k} \gamma_i (\langle e_{C_i}, e_x \rangle)$, each $\langle e_{C_i}, e_x \rangle \geq 0$, and $\gamma_1, \ldots, \gamma_k > 0$, it follows that $\langle e_{C_i}, e_x \rangle = 0$ for all $i \in [k]$. \hfill \square

**Proof of Theorem 4.** Part (2). If there exist $C, D \in \text{Stab}(G)$ with $e_A + e_B = e_C + e_D$, then

$$
e_A - e_B = e_C + e_D - 2e_B = (e_C - e_B) + (e_D - e_B).
$$

Thus, if $\{C, D\} \neq \{A, B\}$, then Lemma 6 implies $\{e_A, e_B\}$ is not an edge of SSP($G$).

To prove the converse, argue by contradiction. Suppose $\{e_A, e_B\}$ is not an edge and suppose the following hypothesis holds:

(H) there do not exist $C, D$ in $\text{Stab}(G)$ such that $C \neq D$, $\{A, B\} \neq \{C, D\}$ and $e_A + e_B = e_C + e_D$.

By Lemma 5 there exist $e_{C_1}, \ldots, e_{C_k}$ different from $e_A$ and $e_B$ and $\gamma_1, \ldots, \gamma_k > 0$ such that

(1) $e_A - e_B = \sum_{i=1}^{k} \gamma_i (e_{C_i} - e_B)$.

By Lemma 6 we have, for all $i \in [k]$,

(2) $A \cap B \subseteq C_i \subseteq A \cup B$.

Let $A' = A \setminus B$ and $B' = B \setminus A$.
**Claim:** We may assume that $A' \neq \emptyset$ and $B' \neq \emptyset$: If $A' = \emptyset$, then $A \subseteq B$. From the fact that $A \neq B$ we can pick $x \in B'$ and we have

$$e_A + e_B = e_{A \cup \{x\}} + e_{B \setminus \{x\}}.$$  

Since subsets of stable sets are stable, we have that $A \cup \{x\}, B \setminus \{x\} \subseteq B \in \text{Stab}(G)$. Hence, $e_A + e_B = e_{A \cup \{x\}} + e_{B \setminus \{x\}}$ contradicts $[H]$ unless $\{A, B\} = \{A \cup \{x\}, B \setminus \{x\}\}$, and thus $B = A \cup \{x\}$. Using this information in Equation (2) we obtain

$$A = A \cup B \subseteq C_i \subseteq A \cup B = A \cup \{x\}.$$  

This implies that $C_i = A$ or $C_i = A \cup \{x\} = B$, a contradiction to the choices of $C_i$ in (1). Therefore we must have $A' \neq \emptyset$. The argument for $B' \neq \emptyset$ is similar.

Given that $A' \neq \emptyset$ and $B' \neq \emptyset$, for each $x \in A'$, let

$$B'_x = \{b' \in B' : x \text{ and } b' \text{ are adjacent in } G\}.$$  

We divide the rest of the proof into a series of steps.

**(a)** First, we prove that $B'_x \neq \emptyset$. Suppose $B'_x = \emptyset$. Then $B \cup \{x\} \in \text{Stab}(G)$, because:

- $b$ and $b'$ are not adjacent for distinct $b, b' \in B$, since $B \in \text{Stab}(G)$;
- $x$ and $b$ are not adjacent for $b \in B \setminus B' = A \cap B$, since $x, b \in A$ and $A \in \text{Stab}(G)$;
- $x$ and $b'$ are not adjacent for $b' \in B'$, since $B'_x = \emptyset$.

Also, $e_A, e_B, e_{A \setminus \{x\}}, e_{B \setminus \{x\}}$ are distinct: otherwise, $B = A \setminus \{x\}$, contradicting the assumption that $B' \neq \emptyset$. But then $e_A + e_B = e_{A \setminus \{x\}} + e_{B \setminus \{x\}}$ contradicts $[H]$.

**(b)** Next, we prove that $B' = \bigcup_{x \in A'} B'_x$. Suppose there exists $b' \in B' \setminus \bigcup_{x \in A'} B'_x$. Then $A \cup \{b'\} \in \text{Stab}(G)$, since:

- $a$ and $a'$ are not adjacent for distinct $a, a' \in A$, since $A \in \text{Stab}(G)$;
- $a$ and $b'$ are not adjacent for $a \in A \setminus A' = A \cap B$, since $a, b' \in B$ and $B \in \text{Stab}(G)$;
- $a'$ and $b'$ are not adjacent for $a' \in A'$, since $b' \notin B'_x$.

Also, $e_A, e_B, e_{A \setminus \{x\}}, e_{B \setminus \{x\}}$ are distinct: otherwise, $A = B \setminus \{b'\}$, contradicting the assumption that $A' \neq \emptyset$. But then $e_A + e_B = e_{A \setminus \{x\}} + e_{B \setminus \{x\}}$ contradicts $[H]$.

**(c)** We prove that for each $x \in A'$ and each $C_i$ in (1), we have

$$(x \in C_i \text{ and } B'_x \cap C_i = \emptyset) \text{ or } (x \notin C_i \text{ and } B'_x \subseteq C_i).$$

By definition, $b \in B'_x$ if and only if $x$ and $b$ are adjacent in $G$. Hence, $b$ and $x$ cannot both belong to the same stable set. So, if $x \in C_i$, then $b \notin C_i$ for all $b \in B'_x$; that is, $B'_x \cap C_i = \emptyset$.

Let $x \in A'$. Then $x \notin B$ and so by Equation (1),

$$1 = \langle e_A - e_B, e_x \rangle = \sum_{i=1}^{k} \gamma_i \langle e_{C_i} - e_B, e_x \rangle = \sum_{i=1}^{k} \gamma_i \langle e_{C_i}, e_x \rangle = \sum_{1 \leq i \leq k} \sum_{x \in C_i} \gamma_i.$$  

(3)
For \( b \in B'_x \), Equations (1) and (3), together with the fact that \( x \in C_i \) implies \( b \notin C_i \),

\[
-1 = \langle e_A - e_B, e_b \rangle = \sum_{1 \leq i \leq k} \gamma_i \langle e_{C_i} - e_B, e_b \rangle + \sum_{i \in C_i} \gamma_i \langle e_{C_i}, e_b \rangle
\]

(4)

\[
= \sum_{1 \leq i \leq k} \sum_{x \in C_i} \gamma_i (c_{x} e_{b}) - 1) = -1 + \sum_{1 \leq i \leq k} \gamma_i (c_{x} e_{b}) - 1).
\]

Since each \( \gamma_i > 0 \), it follows that \( b \in C_i \) for all \( i \) such that \( x \notin C_i \). Hence, \( B'_x \subseteq C_i \) for all \( 1 \leq i \leq k \) such that \( x \notin C_i \).

(d) For each \( 1 \leq i \leq k \), we have

\[
C_i = (A \cap B) \cup (A' \cap C_i) \cup \left( \bigcup_{y \in A' \setminus C_i} B'_y \right).
\]

Fix \( i \) and use (b) to write

(5)

\[
B' = ( \bigcup_{x \in A \cap C_i} B'_x ) \cup ( \bigcup_{y \in A \setminus C_i} B'_y )
\]

From (c) if \( x \in A \cap C_i \), then \( B'_x \cap C_i = \emptyset \), and if \( y \in A \setminus C_i \), then \( B'_y \subseteq C_i \). Hence \( B' \cap C_i = \bigcup_{y \in A \setminus C_i} B'_y \). Using this and Equation (2), we obtain the desired results:

\[
C_i = (A \cup B) \cap C_i = ((A \cap B) \cup A' \cup B') \cap C_i = (A \cup B) \cup (A' \cap C_i) \cup (B' \cap C_i)
\]

\[
= (A \cup B) \cup (A' \cap C_i) \cup \left( \bigcup_{y \in A \setminus C_i} B'_y \right).
\]

(e) For \( 1 \leq i \leq k \), we have \( A' \cap C_i \neq \emptyset \) and \( A' \setminus C_i \neq \emptyset \).

If \( A' \setminus C_i = \emptyset \), then \( A' \subseteq C_i \) and, using (d), we have \( C_i = (A \cap B) \cup (A' \cap C_i) = (A \cap B) \cup A' = A \), contradicting that \( C_i \) and \( A \) are distinct. Similarly, if \( A' \cap C_i = \emptyset \), then from (d) and (3) we have \( C_i = (A \cap B) \cup \bigcup_{y \in A' \setminus C_i} B'_y = (A \cap B) \cup B' = B \), contradicting that \( C_i \) and \( B \) are distinct.

(f) For each \( i \) such that \( 1 \leq i \leq k \), the following two sets are stable:

\[
C = (A \cap B) \cup (A' \cap C_i) \cup \left( \bigcup_{y \in A' \setminus C_i} B'_y \right)
\]

\[
D = (A \cap B) \cup (A' \cap C_i) \cup \left( \bigcup_{x \in A' \cap C_i} B'_x \right).
\]

From (d) the set \( C = C_i \) is stable by choice of \( C_i \). To show that \( D \) is stable, let \( u \) and \( v \) be distinct elements of \( D \).

- Since \( (A \cap B) \cup (A' \setminus C_i) \subseteq A \) and \( (A \cap B) \cup \left( \bigcup_{x \in A' \cap C_i} B'_x \right) \subseteq B \) are subsets of stable sets, we have that \( u \) and \( v \) are not adjacent if \( u \) and \( v \) both belong to any one of these sets.
Assume that \( u \in A' \setminus C_i \) and \( v \in B'_x \), for some \( x \in A' \cap C_i \). If \( u \) and \( v \) are adjacent, then \( v \in B'_u \). But \( B'_u \cap B_x = \emptyset \) since, from (c), \( B'_u \subseteq C_i \) and \( B'_x \cap C_i = \emptyset \), a contradiction. Hence, \( u \) and \( v \) are not adjacent.

(g) Fix \( i \) such that \( 1 \leq i \leq k \). Using the sets \( C \) and \( D \) defined in (f), we have \( e_A + e_B = e_C + e_D \).

First we remark that the decomposition (f) is disjoint since for any \( x \in A \cap C_i \) and any \( y \in A \setminus C_i \) we have by (c) that \( B'_x \cap C_i = \emptyset \) and \( B'_y \subseteq C_i \), therefore \( B'_x \cap B'_y = \emptyset \).

\[
e_A + e_B = \left( e_{A \cap B} + \sum_{x \in A \cap C_i} e_x + \sum_{y \in A \setminus C_i} e_y \right) + \left( e_{A \cap B} + \sum_{u \in \bigcup_{x \in A' \cap C_i} B'_x} e_u + \sum_{v \in \bigcup_{y \in A' \cap C_i} B'_y} e_v \right)
= \left( e_{A \cap B} + \sum_{x \in A \cap C_i} e_x + \sum_{v \in \bigcup_{y \in A' \cap C_i} B'_y} e_v \right) + \left( e_{A \cap B} + \sum_{y \in A \setminus C_i} e_y + \sum_{u \in \bigcup_{x \in A' \cap C_i} B'_x} e_u \right)
= e_C + e_D.
\]

Claim (g) contradicts our hypothesis (H) unless \( \{A, B\} = \{C, D\} \). But \( C_i = C \in \{A, B\} \) is also a contradiction to our hypothesis on \( C_i \).

4. Birkhoff polytope of a relation

The Birkhoff polytope is defined as the convex hull of the \( n \times n \) permutation matrices, where we view each permutation matrix as a vector in \( \mathbb{R}^{n^2} \). This polytope is a face of a stable set polytope of a graph, as we now describe.

Let \( G \) be a graph with vertex set \( \{(i, j) : 1 \leq i, j \leq n\} \) and with edges connecting \( (i, j) \) and \( (k, l) \) if and only if

\[i = k \quad \text{or} \quad j = l.\]

In other words, \( (i, j) \) and \( (k, l) \) are connected if they index entries of an \( n \times n \) matrix that belong to the same row or to the same column. Hence, the stable sets of \( G \) correspond to selecting entries of an \( n \times n \) matrix with at most one entry from each row and each column. Equivalently, they correspond to partial permutations of \([n]\), or to non-attacking rook placements on an \( n \times n \) board.

Since the indicator vectors for the maximal stable sets of \( G \) are the permutation matrices, the Birkhoff polytope is the face of \( \text{SSP}(G) \) supported by the hyperplane consisting of the vectors whose coordinates sum to \( n \).

This is similar to the relationship seen in Sections 2.5 and 2.5.2 between the basis polytope and the independence polytope of a matroid, respectively. This suggests the following definition that simultaneously generalizes these two constructions.

Definition 7. Let \( G \) be a finite simple graph and let \( r = \max\{|A| : A \in \text{Stab}(G)\} \). The Birkhoff polytope of \( G \) is

\[
\text{BP}(G) = \text{conv} \{e_A : A \in \text{Stab}(G) \text{ and } |A| = r\}.
\]

The rank of \( \text{BP}(G) \) is defined to be the number \( r \).
Our characterization of the edges of SSP($G$) also characterizes the edges of BP($G$).

Theorem 8. Let BP($G$) be the Birkhoff polytope of a finite simple graph $G$ and let $r$ denote its rank.

(1) The vertex set of BP($G$) is $\{e_A : A \subseteq \mathcal{B}(G)\}$, where $\mathcal{B}(G) = \{A \in \text{Stab}(G) : |A| = r\}$.

(2) Two distinct vertices $e_A$ and $e_B$ form an edge in BP($G$) if and only if for all $C, D \in \mathcal{B}(G)$, we have

$$e_A + e_B = e_C + e_D \implies \{A, B\} = \{C, D\}.$$ 

This follows from the fact that BP($G$) is a face of SSP($G$): it is the intersection of SSP($G$) with the hyperplane consisting of the vectors whose coordinates sum to $r$.

Remark 9. It turns out Theorem 8 does not hold for the polytope constructed using all the stable sets of $G$ that are maximal with respect to set inclusion. For an example, consider the graph $G$ in Figure 4. The following are all the stable sets of $G$ that are maximal with respect to inclusion:

- $A = \{1, 2, 3\}$
- $B = \{4, 5, 6\}$
- $C = \{7, 8, 9\}$
- $D = \{1, 5, 6\}$
- $E = \{2, 4, 6\}$
- $F = \{3, 4, 5\}$
- $G = \{1, 8, 9\}$
- $H = \{2, 7, 9\}$
- $I = \{3, 7, 8\}$
- $J = \{2, 3, 4, 7\}$
- $K = \{1, 3, 5, 8\}$
- $L = \{1, 2, 6, 9\}$

Then in the polytope that is the convex hull of the indicator vectors of these sets, we have that $e_A$ and $e_B$ are not adjacent: indeed, since

$$e_A - e_B = (e_D - e_B) + (e_E - e_B) + (e_F - e_B),$$

it follows from Lemma 5 that $e_A$ and $e_B$ are not adjacent. However, there are no other maximal stable sets $A'$ and $B'$ distinct from $A$ and $B$ such that $e_A + e_B = e_A' + e_B'$.
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5. On 0/1-polytopes satisfying Theorem [4]

The goal of this section is to study the class of 0/1-polytopes whose 1-skeleton is described by the criterion in Theorem [4]. These results are summarized in Figure [1]. More explicitly, a polytope $P$ belongs to this class if and only if $P$ satisfies the following condition:

(E) two distinct vertices $v$ and $u$ form an edge of $P$ if and only if there exists a unique way to write $v + u$ as the sum of two vertices of $P$.

We begin with a combinatorial reformulation of the condition (E).

**Lemma 10.** Let $C$ be any set of subsets of $X$. If $P_C$ satisfies condition (E), then we can determine the 1-skeleton combinatorially as follows. For every pair $\{A, B\} \subseteq C$ we compute $\chi_C(\{A, B\}) = (A \cap B, A \cup B)$. Then $\{A, B\}$ is an edge of $P_C$ if and only if $\chi_C^{-1}(A \cap B, A \cup B) = \{\{A, B\}\}$.

5.1. Stable set polytopes and property (E). By Theorem [4] all stable set polytopes satisfy (E), but there are 0/1-polytopes satisfying (E) that are not stable set polytopes. For example, consider the matroid independence polytope

\[
P_{\emptyset, \{1\}, \{2\}, \{3\}, \{1,2\}, \{1,3\}, \{2,3\}}
\]

which is the cube in $\mathbb{R}^3$ with the vertex $e_1 + e_2 + e_3$ removed. In addition, not all 0/1-polytopes satisfy condition (E). An instance of this is the polytope of Remark 9. These examples establish the following strict inclusions (see also Figure [1]):

stable set polytopes $\subsetneq$ 0/1-polytopes satisfying (E) $\subsetneq$ 0/1-polytopes.

5.2. Partition matroid polytopes (intersection of stable set polytopes and matroid independence polytopes). Our next result states that a 0/1-polytope is both a stable set polytope of a graph and the independent set polytope of a matroid if and only if the graph is a union of complete graphs or equivalently, if and only if the matroid is a direct sum of rank 1 uniform matroids; such matroids are called partition matroids.

**Proposition 11.** Let $G$ be a finite simple graph. Then $SSP(G)$ is the independent set polytope of a matroid if and only if $G$ is a union of complete graphs.

*Proof. (\(\Leftarrow\)) First assume that $G = K_n$. Then $SSP(G) = \text{conv}\{0, e_1, \ldots, e_n\}$. Thus, $SSP(G)$ is the independent set polytope of the uniform matroid $U_{1,n}$ whose independent sets are the subsets of $[n]$ that contain at most 1 element. Next, if $G$ is the disjoint union of two complete graphs $K_a$ and $K_b$, then $SSP(G) = SSP(K_a) \times SSP(K_b)$, and hence $SSP(G)$ is the independent set polytope of the matroid $U_{1,a} \oplus U_{1,b}$. The general case follows by induction.

(\(\Rightarrow\)) Suppose that $G$ is a graph with vertex set $[n]$ and that the stable sets of $G$ satisfy conditions [12] and [13] of the definition of a matroid (see Section 2.5). Write $G = G_1 \cup \cdots \cup G_r$ as the union of its connected components. If the number of vertices of $G_i$ is less than 3, then it is a complete graph ($K_1$ or $K_2$), so consider a connected component $G_i$ with at least 3 vertices. By relabelling, we can assume $i = 1$.

If $G_1$ is not a complete graph, then there exists three vertices $\{i_1, i_2, i_3\}$ of $G$ such that $\{i_1, i_2\}$ and $\{i_2, i_3\}$ are edges of $G$ while $\{i_1, i_3\}$ is not. It follows that both $A = \{i_2\}$ and
$B = \{i_1, i_3\}$ are stable sets of $G$. By (13) there is an element $b \in B \setminus A$ such that $A \cup \{b\}$ is also a stable set, but this is not the case. This contradiction implies $G_1$ is a complete graph. □

Most graphs are not the union of complete graphs, which establishes the containment

partition matroids polytopes $\subset$ stable set polytopes.

5.3. Matroid polytopes and property (E). Section 5.2 shows that for most matroids, its independence polytope is not a stable set polytope. Yet property (E) holds for the 1-skeleton of matroid basis polytopes and the matroid independence polytopes as we now prove.

Theorem 12. Let $P_M$ be the independence polytope of a matroid $M$. Two distinct vertices $e_A$ and $e_B$ of $P_M$ form an edge of $P_M$ if and only if there exists a unique way to write $e_A + e_B$ as the sum of two vertices of $P_M$.

Proof. $(\Rightarrow)$ We prove the contrapositive. If $e_A + e_B = e_C + e_D$ with $\{A, B\} \neq \{C, D\}$, then

$$e_A - e_B = (e_A + e_B) - 2e_B = (e_C - e_B) + (e_D - e_B),$$

which, by Lemma 5, implies that $e_A$ and $e_B$ are not the vertices of an edge.

$(\Leftarrow)$ We provide a proof by contradiction. Let $e_A$ and $e_B$ be two vertices of $P_M$ such that $e_A + e_B$ can be written as a sum of two vertices of $P_M$ in a unique way; and suppose that $e_A$ and $e_B$ are not the vertices of an edge of $P_M$. Combining Lemma 5 and Lemma 6 there exist vertices $e_{C_1}, \ldots, e_{C_k}$ of $P_M$, each distinct from $e_A$ and $e_B$, and $\gamma_1, \ldots, \gamma_k > 0$ such that

$$e_A - e_B = \sum_{i=1}^k \gamma_i (e_{C_i} - e_B) \quad \text{and} \quad A \cap B \subseteq C_i \subseteq A \cup B \text{ for all } 1 \leq i \leq k. \quad (7)$$

Case 1: $|A| \neq |B|$. Without loss of generality, suppose $|A| > |B|$. By the matroid axiom (13), there exists $a \in A \setminus B$ such that $B \cup \{a\}$ is independent. Also, $A \setminus \{a\}$ is independent by (12). Hence, both $e_{B \cup \{a\}}$ and $e_{A \setminus \{a\}}$ are vertices of $P_M$ that sum to

$$e_{B \cup \{a\}} + e_{A \setminus \{a\}} = (e_B + e_a) + (e_A - e_a) = e_A + e_B.$$

Since there is a unique way to write $e_A + e_B$ as the sum of two vertices of $P_M$, it follows that $A = B \cup \{a\}$ and $B = A \setminus \{a\}$. Therefore, all the $C_i$ appearing in Equation (7) satisfy $B \subseteq C_i \subseteq B \cup \{a\}$. Thus, $C_i = B$ or $C_i = A$, both of which contradict $C_i \neq A, B$.

Case 2: $|A| = |B| = r$. By the Strong Exchange Theorem (13 section 1.5.1]) for any $a \in A \setminus B$, there exists $b \in B \setminus A$ such that $(A \setminus \{a\}) \cup \{b\}$ and $(B \setminus \{b\}) \cup \{a\}$ are independent sets. Hence, $e_{(A \setminus \{a\}) \cup \{b\}}$ and $e_{(B \setminus \{b\}) \cup \{a\}}$ are vertices of $P_M$ that sum to $e_A + e_B$. Since there is a unique way to write $e_A + e_B$ as the sum of two vertices, it follows that

$$A = (B \setminus \{b\}) \cup \{a\} \quad \text{and} \quad B = (A \setminus \{a\}) \cup \{b\}.$$

Consider the sets $C_i$ appearing in Equation (7). Since $A \cap B \subseteq C_i \subseteq A \cup B = (A \cap B) \cup \{a, b\}$, there are two possibilities: either $C_i = A \cap B$ or $C_i = (A \cap B) \cup \{a, b\}$ (recall that $C_i \neq A, B$).

Suppose there exists an $i$ such that $C_i = (A \cap B) \cup \{a, b\}$. Since $C_i = A \cup \{b\}$, we have that $e_{C_i}$ and $e_{B \setminus \{b\}}$ are vertices of $P_M$ that sum to $e_A + e_B$. This implies $A = A \cup \{b\}$ (which contradicts $b \in A \setminus B$) or $A = B \setminus \{b\}$ (which contradicts $|A| = |B|$). Thus, no such $i$ exists.
Therefore, each $C_i$ appearing in Equation (7) is equal to $A \cap B$, and so

$$e_A - e_B = \gamma(e_{A \cap B} - e_B)$$

for some $\gamma > 0$. Substituting $A = (B \setminus \{b\}) \cup \{a\}$ on the left, and $B = (A \cap B) \cup \{b\}$ on the right, we obtain $e_a - e_b = \gamma(-e_b)$, which is absurd since $e_a$ and $e_b$ are linearly independent. \qed

One can also find several polytopes that satisfy (E) but do not come from a matroid nor the stable sets of a graph. An example of this is the polytope

$$C = \mathcal{P}_{\emptyset, \{3\}, \{4\}, \{2,3\}, \{3,4\}}.$$

These results establish the following strict inclusions from Figure 1:

partition matroids polytopes $\subsetneq$ matroid polytopes $\subsetneq$ 0/1-polytopes satisfying (E)

We end this section by remarking that one can derive from Theorem 12 the description of the 1-skeleton of the matroid basis polytope first given in [6, Thm. 4.1] and that of the matroid independence polytope first given by [17, Thm. 5.1].

5.4. Simplicial complex polytopes and property (E). To complete the justification of the inclusions depicted in Figure 1 we explore the relationship between simplicial complex polytopes, matroid polytopes, and 0/1-polytopes satisfying (E).

Since the collection of independent sets of a matroid and the collection of stable sets of a graph are both simplicial complexes, the class of matroid polytopes and the class of stable set polytopes are included in the class of simplicial complex polytopes. The intersection of these two classes is the class of partition matroid polytopes defined from Section 5.2.

The inclusion of stable set polytopes and matroid polytopes in the class of simplicial complex polytopes is strict because $\mathcal{P}_{\emptyset, \{1\}, \{2\}, \{3\}, \{4\}, \{1,2,3\}}$ is a simplicial complex polytope that is neither a matroid polytope nor a stable set polytope.

Finally, we show that the class of simplicial complex polytopes overlaps with the class of 0/1-polytopes satisfying (E), but neither is included in the other. The polytope in (8) is an example of a 0/1-polytope satisfying (E) that is not a simplicial complex polytope (nor the facet of a simplicial complex polytope). And the polytope

$$\mathcal{P}_{A: A \subseteq \{1,2,6\}, \{3,4,5\}, \{3,4,6\}, \{2,3,5\} \text{ or } \{1,4,5\}}$$

is a simplicial complex polytope that does not satisfy (E). Indeed, let $A = \{1,2,6\}$ and $B = \{3,4,5\}$, using Lemma 10 we compute $\chi^{-1}(\emptyset, \{1,2,3,4,5,6\}) = \{\{A,B\}\}$. If the condition (E) is satisfied it should be an edge of the polytope, but it is not. This is the smallest possible counter example: all simplicial complexes for $n < 6$ satisfy the condition (E).

6. On the diameter

The Hirsch conjecture asserts that the diameter of every $d$-dimensional convex polytope $P$ with $n$ facets is at most $n - d$, where the diameter of $P$ is the smallest number $\delta(P)$ such that every pair of vertices of $P$ are connected in its 1-skeleton by a shortest path of length at most $\delta(P)$. The conjecture remained open for more than fifty years before a counter-example was found [12]. Although it is false in general, it is true for 0/1-polytopes [9]. Here we provide a improved bounds for the diameter for the polytopes BP($G$) and SSP($G$).
6.1. A bound on the diameter of BP(G). Our first step is to prove a technical result that is inspired by the basis exchange property for matroids.

Lemma 13. If \( \mathcal{I} \) is a family of equisized finite sets and \( A, B \in \mathcal{I} \), then for every \( i \in A \setminus B \), there exist \( E \subseteq A \setminus B \), \( F \subseteq B \setminus A \) satisfying: (1) \( |E| = |F| \); (2) \( i \in E \); (3) \( (A \setminus E) \cup F \in \mathcal{I} \); and (4) if \( e_A + e_{(A \setminus E) \cup F} = e_M + e_N \) with \( M, N \in \mathcal{I} \), then \( \{ A, (A \setminus E) \cup F \} = \{ M, N \} \).

Proof. We proceed by induction on \( m = |A \setminus B| \). Suppose first that \( m = 1 \). Then \( A \setminus B = \{ i \} \) and \( B \setminus A = \{ j \} \) for some \( i, j \in [n] \). The sets \( E = \{ i \} \) and \( F = \{ j \} \) satisfy the conditions: (1) and (2) are immediate; (3) holds because \( (A \setminus E) \cup F = (A \setminus \{ i \}) \cup \{ j \} = B \), which is in \( \mathcal{I} \); and (4) holds because if \( e_M + e_N = e_A + e_B = 2e_{A \cap B} + e_i + e_j \), then \( M \cap N = A \cap B \), from which it follows that \( M = (A \cap B) \cup \{ i \} = A \) or \( (A \cap B) \cup \{ j \} = B \).

For the induction hypothesis, we suppose the result holds for all choices of \( A, B \in \mathcal{I} \) with \( |A \setminus B| < m \); we will prove the result also holds for all choices of \( A, B \in \mathcal{I} \) with \( |A \setminus B| = m \).

Let \( A, B \in \mathcal{I} \) with \( |A \setminus B| = m \), and fix \( i \in A \setminus B \). Then \( E = A \setminus B \) and \( F = B \setminus A \) satisfy conditions (1)–(3), because

\[
\begin{align*}
(1) & \quad |E| = |A \setminus B| = |A| - |A \cap B| = |B| - |A \cap B| = |F|, \text{ because } |A| = |B|; \\
(2) & \quad i \in E, \text{ because } i \text{ is an element of } A \setminus B = E; \\
(3) & \quad (A \setminus E) \cup F = (A \setminus (A \setminus B)) \cup (B \setminus A) = B, \text{ which belongs to } \mathcal{I}.
\end{align*}
\]

If condition (4) is also satisfied, then there is nothing more to do. If condition (4) does not hold, then we can replace \( E \) and \( F \) by two other sets that satisfy all the conditions, as follows.

Suppose condition (4) fails. Then there exist \( M, N \in \mathcal{I} \) such that \( \{ M, N \} \neq \{ A, B \} \) and

\[
e_M + e_N = e_A + e_B = 2e_{A \cap B} + e_i + e_j.
\]

Since \( i \in A \setminus B \), it follows from (9) that \( i \) belongs to \( M \) or \( N \), but not both. Without loss of generality, we assume \( i \in M \) and \( i \notin N \). It also follows from (9) that every element of \( A \cap B \) is in \( M \) and \( N \), and so

\[
A \cap B \subseteq A \cap M \text{ and } A \cap B \subseteq A \cap N.
\]

Both of these inclusions are strict. Indeed, the first is strict because \( i \in A \cap M \) and \( i \notin B \). To see why the second is strict, note that it suffices to show that \( N \) contains an element of \( A \setminus B \). Suppose the contrary. Then \( N \subseteq (A \cap N) \cup (B \setminus A) = B \), which implies that \( N = B \) because \( |N| = |B| \). This in turn implies that \( M = A \), which contradicts \( \{ M, N \} \neq \{ A, B \} \).

Since \( A \cap B \subsetneq A \cap N \), it follows that \( |A \setminus N| = |A| - |A \cap N| < |A| - |A \cap B| = |A \setminus B| = m \).

By the induction hypothesis applied to \( A, N \in \mathcal{I} \) and \( i \in A \setminus N \), there exist \( E, F \) satisfying:

\[
(0) E \subseteq A \setminus N \text{ and } F \subseteq N \setminus A; \\
(1) |E| = |F|; \\
(2) i \in E; \\
(3) (A \setminus E) \cup F \in \mathcal{I}; \text{ and} \\
(4) \text{ if } e_A + e_{(A \setminus E) \cup F} = e_{M'} + e_{N'} \text{ with } M', N' \in \mathcal{I}, \text{ then } \{ M', N' \} = \{ A, (A \setminus E) \cup F \}.
\]

It remains to show that \( E \subseteq A \setminus B \) and \( F \subseteq B \setminus A \). These follow from (10) and (9):

\[
E \subseteq A \setminus N = A \setminus (A \cap N) \subseteq A \setminus (A \cap B) = A \setminus B \\
F \subseteq N \setminus A \subseteq (A \cup B) \setminus A = B \setminus A.
\]
The first application of the lemma is a bound on the diameter of the Birkhoff polytope of a graph.

**Theorem 14.** Let $G$ be a finite simple graph and let $BP(G)$ be the corresponding Birkhoff polytope. Let $r = \max\{|A| : A \in \text{Stab}(G)\}$. Then
\[ \delta(BP(G)) \leq r. \]
That is, the diameter of the Birkhoff polytope of $G$ is at most its rank.

*Proof.* Recall that $BP(G) = \text{conv}\{e_A : A \subseteq B(G)\}$, where $B(G) = \{A \in \text{Stab}(G) : |A| = r\}$.

Let $A, B \in B(G)$ and fix $i \in A \setminus B$. By Lemma 13, we can find $E \subseteq A \setminus B$ and $F \subseteq B \setminus A$ such that $i \in E$, $A_i = (A \setminus E) \cup F \in B(G)$ and for all $M, N \in B(G)$ with $e_A + e_{(A \setminus E) \cup F} = e_M + e_N$, we have $\{A, (A \setminus E) \cup F\} = \{M, N\}$.

By Theorem 8, this condition is to say that $\{e_A, e_A\}$ is an edge in $BP(G)$. Since $i \notin A_1$, we have $A \cap B \subseteq A_1 \cap B$ and the inclusion is strict. We can then repeat this process with $\{e_{A_1}, e_B\}$ to find $A_2 \in B(G)$ such that $\{e_{A_2}, e_{A_2}\}$ is an edge in $BP(G)$ and $A_1 \cap B \subseteq A_2 \cap B$ with strict inclusion.

If we continue this process, we get $A \cap B \subseteq A_1 \cap B \subseteq \cdots \subseteq A_\ell \cap B = B$. Since all inclusions are strict, this process must terminate in at most $|B \setminus A|$ steps, which is at most $r = \max\{|A| : A \in \text{Stab}(G)\}$. Therefore, the distance from $e_A$ to $e_B$ is at most $r$, via the edges $\{e_{A_1}, e_{A_1}\}, \{e_{A_1}, e_{A_2}\}, \ldots, \{e_{A_\ell}, e_{A_\ell}\}$. \hfill \Box

6.2. A bound on the diameter of $SSP(G)$. To bound the diameter of $SSP(G)$, we need the following technical result.

**Lemma 15.** Let $A$ and $B$ be two stable sets of $G$, written as $A = \{a_1, \ldots, a_k, c_1, \ldots, c_\ell\}$ and $B = \{b_1, \ldots, b_m, c_1, \ldots, c_\ell\}$ where $a_i \neq b_j$ for all $i$ and $j$. Then there exists a third stable set $C$ of $G$ such that $\{e_A, e_C\}$ is an edge in $SSP(G)$, $\{c_1, \ldots, c_\ell\} \subseteq C \subseteq A \cup B$ and $C \cap \{b_1, \ldots, b_m\} \neq \emptyset$.

*Proof.* If $\{e_A, e_B\}$ is an edge in $SSP(G)$, then we set $C = B$ and we are done.

Otherwise, by Theorem 14 there exists a pair of vertices $C_1, D_1$ in $SSP(G)$ such that $e_A + e_B = e_{C_1} + e_{D_1}$ and $\{A, B\} \neq \{C_1, D_1\}$. Clearly $\{c_1, \ldots, c_\ell\} \subseteq C_1 \cap D_1$.

If $A \subseteq C_1$, then there must exist some $b_i \in C_1$. We can set $C = A \cup \{b_i\} \in SSP(G)$ and we are done.

Therefore, without loss of generality, we can assume that $C_1 \cap \{b_1, \ldots, b_m\} \neq \emptyset$ and $C_1 \cap \{a_1, \ldots, a_k\} \neq \emptyset$. If $\{A, C_1\}$ is not an edge, we continue this process and get $C_2, D_2$ and so on. In each step, we have the following conditions

1. $A \cap C_1 \subseteq A \cap C_2 \subseteq \cdots \subseteq A \cap C_\ell$, and
2. $C_\ell \cap \{b_1, \ldots, b_m\} \neq \emptyset$.

Therefore, this process will eventually terminate at some $C_\ell$, and we find an edge that is either $\{e_{A_\ell}, e_{C_\ell}\}$ or $\{e_A, e_{A_\ell \cup \{b_i\}}\}$ for some $b_i \in C_\ell$. \hfill \Box

Finally, we prove an upper bound for the diameter of $SSP(G)$ in analogy with Theorem 14.

**Proposition 16.** If the largest size of a stable set in $G$ is $r$, then the diameter of $SSP(G)$ is at most $r$. 
Proof. Given two vertices $e_A, e_B$ in SSP($G$), Let $A = \{a_1, \ldots, a_m\}$, $B = \{b_1, \ldots, b_\ell\}$. If $|A| + |B| \leq r$, then we can find a path $e_A, e_{A\{a_1\}}, \ldots, e_{\{a_m\}}, 0, e_{\{b_1\}}, \ldots, e_B$ of length $|A| + |B|$ that connects $e_A$ and $e_B$.

Otherwise, by Lemma 15, we can find a path $e_A, e_{A_1}, \ldots, e_{A_t}$ such that $A \cap B \subset A_1 \cap B \subset \cdots \subset A_t \cap B$ and $B \subseteq A_t$. And we have another path $e_{A_t}, \ldots, e_{B_{s-1}}, e_B$ by removing the elements in $A_t \setminus B$. Since we have $t \leq \ell$, $|A_t| \leq r$ and $s \leq r - \ell$, the distance from $e_A$ to $e_B$ is at most $r$.

□

Remark 17. A result similar to Proposition 16 also holds for the independence polytope $P_M$ of a matroid $M$: explicitly, we have $\delta(P_M) \leq r$, where $r$ is the rank of $M$ (that is, the largest size of an independent set). This follows by mimicking the proof of Proposition 16 and replacing every use of Lemma 13 by the basis exchange property of $M$. This result is well-known, so we do not include all the details.

6.3. Relationship with the Hirsch conjecture. We end this section by describing the relationship between the bounds proved in the last two subsections and the bound from the statement of the Hirsch conjecture.

Let $G = (V, E)$ be a simple graph. In this context, the Hirsch conjecture asserts an upper bound on the diameter of the associated stable set polytope:

$$\delta(\text{SSP}(G)) \leq n - d,$$

where $n$ is the number of facets of SSP($G$) and $d = \dim(\text{SSP}(G)) = |V|$.

For any simple graph $G$, Equation (11) in Section 7 describes two families of facet-defining inequalities of SSP($G$). Since these inequalities are indexed by the vertices and the cliques of $G$, we have

$$d + c \leq n,$$

where $d = |V|$ and $c = |\text{Cliq}(G)|$. Moreover, $n = d + c$ if and only if $G$ is a perfect graph.

On the other hand, since any stable set intersects a clique of $G$ in at most one vertex, we have $r \leq c$, where $r$ is the largest size of a stable set in $G$. Then by Proposition 16 we have

$$\delta(\text{SSP}(G)) \leq r \leq c \leq n - d.$$

It turns out that $r < c$ in general, even when $G$ is a perfect graph. Hence, Proposition 16 is an improvement on the Hirsch upper bound of $n - d$.

7. Open problems

We list here some interesting open problems related to 0/1-polytopes that satisfy (E).

7.1. Simplicial complex polytopes that satisfy (E). In Theorems 4 and 12 we proved that stable set polytopes and matroid polytopes satisfy property (E). Given that these polytopes belong to the family of simplicial complex polytopes, it would be much more interesting to have a uniform proof of these results. However, as we have seen in Section 5.3, not all simplicial complexes satisfy (E), so the first step in this direction would be the following.

Problem 18. Find a characterization of the simplicial complex polytopes that satisfy (E).
We point out that one cannot simply adapt the proof of Theorem 4 as steps (a) and (b) do not hold for all simplicial complex polytopes (or even matroid polytopes). To see this, take the polytope $\hat{C}$ in (6); using $A = \{1, 2\}$ and $B = \{1, 3\}$, we obtain $B'_2 = \emptyset$ and $B' \neq B'_2$.

Another difficulty arises from a particularity of stable set polytopes: if there are enough small stable sets, then they can be combined to build larger stable sets. This behaviour is quite different than what happens for simplicial complex polytopes and matroid polytopes.

One possible approach is to adapt the proof of Theorem 12 using a stronger version of Lemma 13. To this end, it would be useful to have a characterization of the elements that can be removed from a simplicial complex satisfying property (E) so that the resulting polytope still preserves property (E). This could afford an inductive approach to Theorem 4.

### 7.2. The Mihai–Vazerani conjecture

The Mihai–Vazerani conjecture for 0/1-polytopes asserts that for every partition $S \sqcup T$ of the set of vertices of the polytope, the number of edges between $S$ and $T$ is at least $\min(|S|, |T|)$. In the terminology of expander graphs, the conjecture asserts that the 1-skeleton of a 0/1-polytope is a 1-expander graph. Although the conjecture is open in general, it holds for stable set polytopes [8] and matroid polytopes [2]. Since these 0/1-polytopes satisfy (E), it is natural to study this conjecture in this context.

**Problem 19.** Suppose $P$ is a 0/1-polytope satisfying property (E). Determine whether the 1-skeleton of $P$ is a 1-expander graph. (This holds for stable set and matroid polytopes [8, 2].)

### 7.3. Describing the facets of 0/1-polytopes

**Problem 20.** Describe the facets of some families of 0/1-polytopes satisfying (E). A description is known for matroid polytopes [5] and for stable set polytopes of perfect graphs [4].

There is no known complete description of the facets of the stable set polytope of an arbitrary graph. In fact, it is most likely an intractable problem since the problem of finding the size of a maximal stable set of $G$ is known to be NP-hard. However, some information is known, and we present below partial descriptions for some polytopes from Section 2.

#### 7.3.1. Some inequalities valid for all stable set polytopes

Padberg [10] proved the following two families of inequalities define facets of SSP$(G)$ for any finite graph $G = (V, E)$:

\[(11) \quad 0 \leq x_v \ (v \in V) \quad \text{and} \quad \sum_{v \in C} x_v \leq 1 \ (C \in \text{Cliq}(G)),\]

where Cliq$(G)$ is the set of cliques of a graph $G$. Chvátal proved that these two families constitute a complete description of the facets if and only if $G$ is a perfect graph [4, Theorem 3.1]. (Recall that a graph is perfect if for each subgraph $G'$, the chromatic number of $G'$ is equal to the maximal cardinality of clique of $G'$.)

#### 7.3.2. Chain Polytopes and the Nonnesting Partition Polytopes

If $G_P$ is the comparability graph of a partial order $P$, then SSP$(G_P)$ is the poset chain polytope introduced by Stanley [14] (see Section 2.4.3). Stanley described the facets by noting that the graph $G_P$ is perfect, and so the facets are given by (11): there is one facet for each element $x$ of the poset; and one facet for each maximal chain $C$ of the poset. In particular, this gives a complete description of all the facets of the nonnesting partition polytopes NN$_n$ defined in Section 2.4.5.
7.3.3. **Bell polytopes of type $A$.** In J. Pulido’s B. Sc. Thesis [11], it is shown that all the facets of the Bell polytopes defined in Section 2.4.4 are of the form given by (11). (Note that these polytopes are not chain polytopes of some poset.) Explicitly, the second family of inequalities are

$$\sum_{i<j\leq n} x_{(i,j)} \leq 1 \quad (1 \leq i < n) \quad \text{and} \quad \sum_{1\leq i<j} x_{(i,j)} \leq 1 \quad (1 < j \leq n).$$

7.3.4. **Bell polytopes of type $B$.** The Bell polytope of type $B$ was independently studied by Allen [1]. Again, all the facets of the Bell polytopes of type $B$ are described by (11). Explicitly, the second family of inequalities are

$$\sum_{i\leq j\leq n} x_{(i,j)} \leq 1 \quad (1 \leq i \leq n) \quad \text{and} \quad \sum_{1\leq i\leq j} x_{(i,j)} \leq 1 \quad (1 \leq j \leq n).$$

7.3.5. **Noncrossing partition polytopes.** The inequalities in Equation (11) are not sufficient to describe all the facets of the noncrossing partition polytopes $NC_n$ (see Section 2.4.6). For example, when $n = 6$, the two families in (11) account for 15 facets and 16 facets, respectively, whereas $NC_6$ has 32 facets. The missing facet is defined by the hyperplane

$$x_{(1,3)} + x_{(1,5)} + x_{(1,6)} + x_{(2,3)} + x_{(2,4)} + x_{(2,5)} + x_{(2,6)} + x_{(4,5)} + x_{(4,6)} + x_{(5,6)} = 2.$$

Our computations suggest that the facets of $NC_m$ are supported by hyperplanes of the form $\sum_{a\in X} c_ax_a = m$ with $m, c_a \in \mathbb{N}$. When $n = 8$, some coefficients $c_a$ are greater than 1.

7.3.6. **Matroid polytopes.** The facets of the independence polytope of a loopless matroid $M$ were first described by Edmonds [5]. They admit the following description [13, Theorem 40.5]:

$$0 \leq x_v \quad (v \in V) \quad \text{and} \quad \sum_{v \in F} x_v \leq \text{rank}(F) \quad (F \text{ non-empty inseparable flat of } M).$$

7.3.7. **Simplicial complex polytopes.** It would be quite interesting to generalize the description of the facets in Section 7.3.6 to some simplicial complex polytopes. More particularly, a stronger version of Lemma 13 might help describe the facets for pure simplicial complexes. For the moment, this seems inaccessible, but we hope to realize progress fairly soon.
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