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Abstract. Recently, the Wasserstein loss function has been proven to be effective when applied to deterministic full-waveform inversion (FWI) problems. We consider the application of this loss function in Bayesian FWI so that the uncertainty can be captured in the solution. Other loss functions that are commonly used in practice are also considered for comparison. Existence and stability of the resulting Gibbs posteriors are shown on function space under weak assumptions on the prior and model. In particular, the distribution arising from the Wasserstein loss is shown to be quite stable with respect to high-frequency noise in the data. We then illustrate the difference between the resulting distributions numerically, using Laplace approximations and dimension-robust MCMC to estimate the unknown velocity field and uncertainty associated with the estimates.
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1. Introduction. Seismic signals generated by natural earthquakes or induced seismicity contain essential information about subsurface properties. Nowadays, vibrations of the earth could be measured on the surface more accurately and more frequently in spatial and time domain, rather than merely the travel time [37]. The full wavefield could be generated by partial differential equations (PDE) from the acoustic wave equation to 3D elastic wave modeling with attenuation. The state-of-art imaging technique in geophysics is the full-waveform inversion (FWI) [37], which seeks the optimal parameter by minimizing the objective function that measures the data mismatch between the recorded true data and the simulated waveforms produced by the current prediction. In the deterministic setting, it is PDE-constrained optimization.

Most current FWI studies have focused on how to efficiently and accurately solve the data-fitting problem. However, the recorded data often contain various types of noise that affect the accuracy of inversion [35]. For example, common sources of noise include the surface upon which the survey was performed, the instruments of receiving and recording, and the noise generated by the induced seismicity [27]. As a result, the resolution analysis and uncertainty quantification of the predictions are essential aspects [15, 16]. Bayesian inference provides a systematic way to quantify uncertainties for geophysical inverse problems [5, 41]. A realistic noise model is an essential a priori for Bayesian inversion of geophysical data, and the likelihood function is also partially determined by choice of the noise model. However, quantification of the noise model is nontrivial, and the common additive
The Gaussian assumption might not be enough to characterize the real uncertainty [26].

The shape and curvature of the likelihood surface represent information about the stability of the estimates, whose analogy in the deterministic approach of solving FWI is the objective function in PDE-constrained optimization. The oscillatory and periodic nature of waveforms leads to the main challenge of local minima, which can be significantly mitigated by a recently introduced class of objective functions from optimal transport [12,13,23,40]. Attractive properties such as the convexity and insensitivity to noise have been theoretically studied in [14, 38, 39]. Since optimal transport studies probability measures, the use of the Wasserstein metrics as criteria is natural in statistical inference [3, 32], particularly in the Bayesian setting [11]. In [26], the quadratic Wasserstein metric was first used in Bayesian seismic inversion as the likelihood function. This work, together with the success of optimal-transport based metrics in deterministic FWI, motivates us to further analyze the Wasserstein metric under the framework of Bayesian seismic inversion [20, 41]. In particular, we are interested in the noise model the likelihood considers, and the potential benefits that could be achieved in sampling and uncertainty quantification.

The rest of the paper is organized as follows. We first briefly review necessary background knowledge on optimal transport, the quadratic Wasserstein metric, and the related negative Sobolev norm. Before our main discussion on Wasserstein Bayesian inversion, we present several formulae that indicate the main difference between the Wasserstein distance and other measures of dissimilarity in comparing general normal distributions. As the main application of the paper, seismic waveform inversion is briefly introduced, and the major challenges are addressed. The main contribution of this paper is presented in Sections 3 and 4, where Bayesian FWI is studied systematically. Starting with basics in Bayesian inversion, we then outline choices of prior distribution appropriate for seismic inversion [2,30]. Next, we consider different likelihoods/potentials and the corresponding data models. We define four potentials \( \Phi : X \times Y \to \mathbb{R} \) and discuss the corresponding noise models for each one of them:

\[
\begin{align*}
\Phi_{L^2}(u; y) &= \frac{1}{2} \int_D \|G(u)(x, \cdot) - y(x, \cdot)\|_{L^2(T)}^2 \lambda(dx), \\
\Phi_{H^{-1}}(u; y) &= \frac{1}{2} \int_D \|\mathcal{G}(u)(x, \cdot) - y(x, \cdot)\|_{H^{-1}(T)}^2 \lambda(dx), \\
\Phi_M(u; y) &= \frac{1}{2} \int_D \left\| \left( P_\sigma \mathcal{G}(u) \right)(x, \cdot) - \left( P_\sigma y \right)(x, \cdot) \right\|_{L^2(T)}^2 \lambda(dx), \\
\Phi_{W^2}(u; y) &= \frac{1}{2} \int_D W_2 \left( \left( P_\sigma y \right)(x, \cdot), \left( P_\sigma \mathcal{G}(u) \right)(x, \cdot) \right)^2 \lambda(dx),
\end{align*}
\]

where the choice of norm on \( Y \) depends on the choice of potential; here \( P_\sigma \) is an operator that maps functions into probability densities. In the rest of Section 3, we will rigorously define the posterior distributions (3.1), and study the existence and stability with respect to perturbations to the observed data for the different choices of likelihood. In Theorem 4.4,
we establish that the posterior measures corresponding to the likelihoods discussed above are well-defined, and in Theorem 4.6, we prove that these measures are stable with respect to perturbations of the observed data measured in different norms. The theoretical analysis demonstrates the advantages of choosing Wasserstein-type likelihood. Numerical simulations are shown in Section 5 to demonstrate the main findings of our study. We will present a challenging benchmark in FWI. We can tackle them using proper choices of likelihood and priors by combining the mathematical tool and the physics knowledge of the geophysical problem. Concluding remarks are offered in Section 6.

2. Background. In this section, we present some background material regarding the quadratic Wasserstein metric, the negative Sobolev norm, optimal transport, and the waveform inversion problem. To better motivate our study, we will also briefly mention the deterministic approach that is reformulated as a wave-equation-constrained optimization.

2.1. The Quadratic Wasserstein Distance and the Negative Sobolev Norm. The Wasserstein distance comes from optimal transport, which is a classical subject in mathematical analysis that was first brought up by Monge in 1781 [24] and later expanded by Kantorovich in 1940s [21]. The core of the subject, i.e., the optimal transport problem, discusses the optimal plan that maps one probability distribution on a domain $X$ into another one on domain $Y$, intending to minimize the total transport cost of a given cost function. The transport cost function $c(x, y)$ maps pairs $(x, y) \in X \times Y$ to $\mathbb{R} \cup \{+\infty\}$, which denotes the cost of transporting one unit mass from location $x$ to $y$. If $c(x, y) = |x - y|^p$ for $p \geq 1$, the optimal transport cost becomes the class of Wasserstein distance:

**Definition 2.1 (The Wasserstein distance).** We denote by $\mathcal{P}_p(X)$ the set of probability measures with finite moments of order $p$. For all $p \in [1, \infty)$ and any $\nu_1, \nu_2 \in \mathcal{P}_p(X)$, the mathematical definition of the Wasserstein distance between $f = d\nu_1$ and $g = d\nu_2$ is

$$W_p(f, g) = \left( \inf_{T_{\nu_1, \nu_2} \in \mathcal{M}} \int_{\mathbb{R}^n} |x - T_{\nu_1, \nu_2}(x)|^p f(x) \right)^{\frac{1}{p}}.$$

$\mathcal{M}$ is the set of all measure-preserving maps that rearrange the distribution $\nu_1$ into $\nu_2$.

In this paper, we are interested in studying the case of $p = 2$. The quadratic Wasserstein distance ($W_2$) has close connections with the negative Sobolev space $\dot{H}^{-1}$ [7, 14, 28]. We will present the most relevant results regarding this paper that clearly illustrate the close connections. In Section 4, we will analyze them both as the choice of the likelihood function in Bayesian inversion.

We first introduce the weighted $L^2$, $\dot{H}^1$ and $\dot{H}^{-1}$ norms on a connected set $T \subseteq \mathbb{R}^d$. Given strictly positive probability density $f = d\nu_1$, we can define a Laplace-type linear operator

$$L = -\Delta + \nabla(-\log f) \cdot \nabla$$
which satisfies the fundamental integration by parts formula:

$$\int_T (L h_1) h_2 \, d\nu_1 = \int_T h_1 (L h_2) \, d\nu_1 = \int_T \nabla h_1 \cdot \nabla h_2 \, d\nu_1,$$

provided $h_1, h_2$ have homogeneous Dirichlet or Neumann boundary conditions. Therefore, we can define the weighted Sobolev norms $\|h\|_{L^2(f)}$, $\|h\|_{\dot{H}^1(f)}$ and $\|h\|_{\dot{H}^{-1}(f)}$ for any $h$ that satisfies $\int_T h \, d\nu_1 = 0$.

$$\|h\|^2_{L^2(f)} = \int_T h^2 \, d\nu_1, \quad \|h\|^2_{\dot{H}^1(f)} = \int_T |\nabla h|^2 \, d\nu_1,$$

$$\|h\|^2_{\dot{H}^{-1}(f)} := \sup \left\{ \int_T h \varphi \, d\nu_1 \ \bigg| \ \|\varphi\|_{\dot{H}^1(f)} \leq 1 \right\}^2 = \int_T h (L^{-1} h) \, d\nu_1.$$

**Theorem 2.2** indicates that the linearization of $W_2$ is weighted $\dot{H}^{-1}$, i.e., $W_2(f, g) \approx \|f - g\|_{\dot{H}^{-1}(f)}$ if $g$ is an infinitesimal perturbation of $f$.

**Theorem 2.2 (Linearization of $W_2$ [28, 36]).** For any positive probability density functions $f$ and $g_\epsilon = (1 + \epsilon h) f$ on $\mathbb{R}^d$ where $\int_T h \, d\nu_1 = 0$, then

$$\|h\|_{\dot{H}^{-1}(f)} = \lim_{\epsilon \to 0} \inf \frac{W_2(f, g_\epsilon)^2}{\epsilon^2}.$$

**Remark 2.3.** The $W_2$ distance and the $\dot{H}^{-1}(f)$ norm are quite different metrics if $f$ and $g$ are not close enough in the above linearization regime. For example, $\dot{H}^{-1}(f)$ does not have the global convexity that $W_2$ has with respect to signal translation and dilation [14].

If **Theorem 2.2** states the asymptotic behavior of the $W_2$ distance (between two probability distributions that are close enough), the next theory gives a relatively global characterization between the negative Sobolev norm $\dot{H}^{-1}(T)$ and the $W_2$ distance. We remark that here notation $\dot{H}^{-1}(T)$ represents the familiar $H^{-1}$ seminorm for Lebesgue measure, i.e., $f = 1$ in Equation (2.1), instead of the weighted $\dot{H}^{-1}$ norm. The theorem provides a **non-asymptotic** comparison in the sense that $f$ and $g$ are not necessary to be close enough in a linearization regime and it still holds for $f$ and $g$ in any dimension.

**Theorem 2.4 (The Equivalence between $\dot{H}^{-1}$ and $W_2$ [29]).** Given any positive probability density functions $f$ and $g$ on $T$ that are bounded from below and from above by constants $a, b$ where $0 < a < b < +\infty$, i.e., $a < f, g < b$, then

$$\frac{1}{\sqrt{b}} \|f - g\|_{\dot{H}^{-1}(T)} \leq W_2(f, g) \leq \frac{1}{\sqrt{a}} \|f - g\|_{\dot{H}^{-1}(T)}.$$

The two theorems above shed light on the local behavior of $W_2$ by relating it with the well-known Sobolev norms. From **Theorem 2.4**, we know that if $W_2(f, g)$ is small, then the corresponding negative Sobolev space seminorm $\dot{H}^{-1}(T)$ is also small. While on the
The other hand, Theorem 2.2 conveys the message that once $W_2$ drives $f$ close enough to $g$, the distance becomes exactly the weighted $H^{-1}$ norm.

Typically, we have to solve an optimal transport problem to calculate the corresponding $W_2$ metric, but there are explicit formula if comparing normal distributions. Consider two $k$-dimensional multivariate Gaussian distributions $p$ and $q$ with mean vector $m_1$, $m_2$ and covariance matrix $\Sigma_1$, $\Sigma_2$, the $W_2$ distance is given by

$$W_2(p, q)^2 = \|m_1 - m_2\|_2^2 + \text{tr} \left( \Sigma_1 + \Sigma_2 - 2 \left( \Sigma_1^{\frac{3}{2}} \Sigma_2 \Sigma_1^{\frac{3}{2}} \right)^{\frac{1}{2}} \right).$$

If, additionally, we have the commutative property between the covariance matrices, i.e., $\Sigma_1 \Sigma_2 = \Sigma_2 \Sigma_1$, (2.1) can be further reduced to

$$W_2(p, q) = \|m_1 - m_2\|_2^2 + \|\Sigma_1^{\frac{1}{2}} - \Sigma_2^{\frac{1}{2}}\|_F^2.$$ 

The $W_2$ distance has a simple structure regarding the key parameters of the normal distribution. Moreover, it is jointly convex in entries of both mean vector and covariance matrix if $\Sigma_1, \Sigma_2$ are diagonal [38].

**2.2. Nonlinear Seismic Inversion in the Deterministic Setting.** For a forward problem, the relation between the input model parameter $u$, and the forward operator $G$, and the observable output data $y$ can be expressed as

$$y = G(u).$$

The explicit form of $G$ can be found in Subsection 4.3. The inverse problem of reconstructing $u$ from $y$ typically does not fulfill Hadamard’s postulates of well-posedness: there might not have a solution in the strict sense, solutions might not be unique, or a solution might not depend continuously on the data. Even if $G$ is linear, there is no guarantee that it is invertible. Even if $G$ is invertible, the computational cost of inverting a dense matrix is prohibitive. An alternative way of formulating the inverse problem is to estimate the true model parameter $u^*$ through the solution of an optimization problem

$$u^* = \arg \min_u J(G(u), y) + R(u),$$

where $J$ is a suitable choice of objective/loss/misfit function characterizing the difference between the data $G(u)$ generated by the current (and inaccurate) model parameter $u$ and the true observable data $y$. $R(u)$ here denotes the regularization term to enforce desirable properties on the solution. For example, the Tikhonov regularization $R(u) = \|\Gamma u\|_2^2$ with a chosen matrix $\Gamma$ is a common choice to obtain a smooth reconstruction of $u$.

The deterministic approach (2.3) is called full waveform inversion (FWI) in exploration geophysics, which is a PDE-constrained optimization by wave equations. The forward
operator \( \mathcal{G} \) is highly nonlinear for FWI. The conventional objective function \( J \) is the least-squares norm \( (L^2) \) [37]. The frequency content of the data [25] constrains the accuracy of the model parameter in inversion, and high-frequency data is advantageous to achieve higher resolution in the model recovery. However, the oscillatory and periodic nature of waveforms leads to a primary challenge and results in finding only local minima when using the \( L^2 \) norm. The inversion result is also extremely sensitive to high-frequency noise in the data. Numerous works have been done on the subject to deal with these issues. One particular idea is to replace the \( L^2 \) norm with other objective functions in optimization for a wider basin of attraction and better stability. Since its first proposal [12], the \( W_2 \) distance (2.1) from optimal transport theory has been extensively studied for topics including the convexity, noise robustness, signal normalization and fast algorithms for computation in the geophysics community [13, 23, 38]. As a new class of objective function for FWI, optimal transport-based metrics are shown to be effective in dealing with local minima issues and are already used in the industry for realistic inversion.

3. The Bayesian Approach. In this section, we outline the Bayesian approach to inversion. One of the motivations for using a Bayesian approach is that there is typically uncertainty in the data, for example, from random observational noise, or use of a smoothing/low rank forward model. It then makes sense that uncertainty in the data should be propagated to uncertainty in the solution to the inverse problem. The Bayesian approach combines a probabilistic model for the observed data \( y \), \( \mathbb{P}(dy|u) \), with a probability distribution \( \mathbb{P}(du) \) representing our prior belief about the unknown \( u \). Bayes theorem then tells us how to construct the posterior distribution \( \mathbb{P}(du|y) \) of the unknown given the data: formally, if \( \mathbb{P}(dy|u) = \mathbb{P}(y|u) dy \) admits a Lebesgue density,

\[
\mathbb{P}(du|y) = \frac{\mathbb{P}(y|u) \mathbb{P}(du)}{\mathbb{P}(y)}. \tag{3.1}
\]

The probability measure \( \mathbb{P}(du|y) \) is then the solution to the Bayesian inverse problem, rather than a single state as in many classical inversion approaches. This measure can be used to, for example, obtain credible bounds on the solution, or calculate the uncertainty associated with quantities of interest.

Though abstractly the Bayesian approach is quite different from classical approaches, connections between the methods exist. For example, if the prior distribution \( \mathbb{P}(du) = N(0, C) \) is chosen to be Gaussian, then modes of the posterior distribution will coincide with minimizers of the classical variational problem

\[
u^* = \arg \min_u \Phi(u; y) + \frac{1}{2} \langle u, C^{-1} u \rangle. \tag{3.2}\]

Here, \( \Phi(u, y) = -\log \mathbb{P}(y|u) \) (the negative log-likelihood) represents the misfit between the observed data and the state \( u \). The operator \( C \) will often be chosen as the inverse of a differential operator, so that the regularization term \( \langle u, C^{-1} u \rangle \) is a Sobolev-type norm,
penalizing (lack of) smoothness of the solution. Equivalently, the Tikhonov regularization in (2.3) embeds the a priori distribution of \( u \).

Alternatively, rather than starting with a probabilistic data model \( P(dy|u) \), we can begin with a loss function \( \Phi(u; y) \), and define the ‘likelihood’ through the relation \( P(dy|u) = \exp(-\Phi(u; y)) Q_0(dy) \) for some measure \( Q_0 \). Note however that we then do not necessarily have that

\[
P(Y|u) = \int_Y \exp(-\Phi(u; y)) Q_0(dy) = 1 \quad \text{for all} \quad u \in X
\]

and so we do not necessarily have an explicit probabilistic data model. When this is the case, the model is not strictly Bayesian; we will refer to the function \( \Phi(u; y) \) as the potential and the probability measure \( P(du|y) \) defined by (3.1) as the Gibbs posterior distribution [1].

In the next subsections, we will outline choices of prior distribution appropriate for seismic inversion. We will then consider different data models and the corresponding likelihoods. Finally, we will give the details for rigorously defining the (Gibbs) posterior distribution (3.1), and study its stability with respect to perturbations to the observed data for the different choices of likelihood.

### 3.1. The Prior Distribution.

In high- and infinite-dimensional Bayesian inverse problems, where the aim is to recover a field, the prior distribution is often chosen to impose properties such as regularity and length-scale on samples. Gaussian priors are often used when continuity of the field is required, and non-Gaussian priors such as Besov and level set priors may be used when this is not desired. In this section, we will outline the details for some choices of prior that will be suitable for seismic inversion.

#### 3.1.1. Gaussian Priors.

Gaussian distributions are one of the most studied and utilized classes of distributions on function spaces; we outline their definition, examples and some key properties. Let \( D \subseteq \mathbb{R}^d \) denote a spatial domain, and \((\Omega, \mathcal{F}, P)\) a probability space. A random field \( u : D \times \Omega \to \mathbb{R} \) is said to be a Gaussian random field if, for any finite collection of points \( \{x_j\}_{j=1}^n \subseteq D \), the random vector \((u(x_1, \cdot), \ldots, u(x_n, \cdot))\) is a multivariate Gaussian random variable on \( \mathbb{R}^n \). We will often drop the dependence of \( u \) on its random argument for cleaner notation.

A useful property of continuous Gaussian random fields is that they are defined completely by their mean function \( m : D \to \mathbb{R} \) and covariance function \( c : D \times D \to \mathbb{R} \):

\[
m(x) = \mathbb{E}(u(x)), \quad c(x, x') = \mathbb{E}(u(x) - m(x))(u(x') - m(x')), \quad x, x' \in D.
\]

We will write \( u \sim \text{GP}(m(x), c(x, x')) \) when this is the case. When \( c(x, x') \) depends only on the Euclidean distance \( |x - x'| \), the Gaussian field is said to be isotropic. A common family of isotropic covariance functions used in practice are the Matérn covariance functions, defined by

\[
c(x, x') = \sigma^2 2^{1-\nu} \frac{1}{\Gamma(\nu)} \left( \frac{|x - x'|}{\ell} \right) K_\nu \left( \frac{|x - x'|}{\ell} \right)
\]
for scalar parameters $\sigma, \nu, \ell$ representing amplitude, regularity and length-scale respectively; here $K_\nu$ denotes the modified Bessel function of the second kind. Assuming a smooth mean function $m$, on regular enough domains samples from a Gaussian with the covariance function will almost surely possess up to $\nu$ Sobolev and Hölder derivatives.

It is often convenient to work with the covariance operator $C: L^2(D) \to L^2(D)$, defined by $C = \mathbb{E}(u - m) \otimes (u - m)$ rather than the covariance function, in which case we will write $u \sim N(m, C)$. They are related by

$$(C \varphi)(x) = \int_D c(x, x') \varphi(x') \, dx', \quad \varphi \in L^2(D).$$

Hence when the covariance function is a Green’s function, the covariance operator is the inverse of the corresponding differential operator. When $D = \mathbb{R}^d$, the covariance operator corresponding to the Matérn covariance function above is given by

$$C = \sigma^2 \frac{\Gamma(\nu + d/2)(4\pi)^{d/2} \ell^d}{\Gamma(\nu)} (I - \ell^2 \Delta)^{-\nu - d/2}$$

where $\Delta$ denotes the Laplace operator on $\mathbb{R}^d$. We can therefore generate samples $u \sim N(0, C)$ by solving the (fractional) SPDE

$$(I - \ell^2 \Delta)^{\nu/2 + d/4} u = \sigma \sqrt{\frac{\Gamma(\nu + d/2)(4\pi)^{d/2} \ell^d}{\Gamma(\nu)}} W$$

where $W$ is Gaussian white noise: $W \sim \text{GP}(0, \delta(x - x'))$, or equivalently $W \sim N(0, I)$.

In Figure 3.1, the left block depicts examples of samples of Gaussian fields with Matérn covariance functions for fixed $\sigma, \nu$, and $\ell$ decreasing from left-to-right, top-to-bottom.

**3.1.2. Level-Set Type Priors.** Gaussian random fields, such as those with Matérn covariance as described above, typically have global smoothness properties associated with their samples. In some situations, such as classification problems or inference of salt models discussed later, piecewise constant or piecewise continuous samples may be desired instead. One method to produce such fields is to write them as nonlinear transformations of Gaussian fields. For example, given a Gaussian measure $\nu_0 = N(m, C)$ and scalar values $u_+, u_- \in \mathbb{R}$, one could define a prior measure by the pushforward

$$\pi_0 = F_* \nu_0, \quad F(v)(x) = u_+ 1_{v(x) > 0} + u_- 1_{v(x) \leq 0}.$$ 

That is, $\pi_0$ is the law of the thresholded Gaussian field $F(v), v \sim \nu_0$: samples from $\pi_0$ take the values $u_+, u_-$ almost everywhere, with interface between the values given by the level set $\{v(x) = 0\}$. Such priors have been studied previously from a nonparametric Bayesian perspective [10,18].
Figure 3.1: Example of independent samples from the priors discussed in subsection 3.1. (Left) plain Gaussian prior, (middle) plain level set prior and (right) mixed level set prior. In all cases the underlying Gaussian random fields have Matérn covariance with the regularity and amplitude parameters fixed, and the length-scale is decreased from left-to-right, top-to-bottom within each block.

Alternatively, one may desire some combination of the above and plain Gaussian priors. For example, given a product Gaussian measure \( \nu_0 = N(m_1, C_1) \times N(m_2, C_2) \), one could define a mixed level set prior:

\[
\pi_0 = F^\sharp \nu_0, \quad F(v, w)(x) = u_+ \mathbb{I}_{v(x) > 0} + w(x) \mathbb{I}_{v(x) \leq 0}.
\]

Examples of samples from the above two priors are shown in the middle and right blocks of Figure 3.1 respectively, with the length-scale of all underlying Gaussian fields decreasing from left-to-right, top-to-bottom. These examples may be generalized further to multiple interfaces, for example by using the vector level set method \([4]\). Additionally, they may be generalized to allow for uncertainty in the values \( u_+, u_- \) using a hierarchical method \([8]\); such priors will be considered numerically in section 5.

3.2. Likelihood and Loss functions. In this subsection, we outline several likelihood functions and loss functions that are the main focus of this paper. We first consider some natural likelihood functions corresponding to explicit data models, which lead to Bayesian posterior distributions. We then consider two loss functions used in variational inversion approaches, which lead to Gibbs posteriors. In particular, we discuss the noise models that correspond to these posteriors heuristically. In what follows, we assume that the data is a function defined on a spatial domain \( D \subseteq \mathbb{R}^d \) equipped with either the counting or Lebesgue measure \( \lambda \), and temporal domain \( T \subseteq \mathbb{R}^s \) equipped with the Lebesgue measure.
3.2.1. Explicit Likelihood Functions. We first consider the simplest case wherein the loss $\Phi(u; y) = J(G(u), y)$ is given by the $L^2$ misfit:

$$
\Phi_{L^2}(u; y) = \frac{1}{2} \int_D \|G(u)(x, \cdot) - y(x, \cdot)\|_{L^2(T)}^2 \lambda(dx).
$$

This loss arises as a negative log-likelihood by assuming that the data is corrupted by additive Gaussian space-time white noise:

$$
y = G(u) + \eta, \quad \eta \sim N(0, I).
$$

Note that under this model, if $\dim(Y) = \infty$, the data $y$ will almost-surely not be valued in $L^2$ due to the roughness of the noise: we will have $y(x, \cdot) \in H^{-r}(T)$ almost surely for all $r > s/2$ but not $r = s/2$. To see how this leads to the above loss, observe that $y|_u \sim Q_u := N(G(u), I)$. Defining $Q_0 = N(0, I)$, we have by the Cameron-Martin theorem that

$$
\frac{dQ_u}{dQ_0}(y) = \exp \left( -\frac{1}{2} \|G(u)\|_{L^2(D; L^2(T))}^2 + \langle y, G(u) \rangle_{L^2(D; L^2(T))} \right)
$$

since the Cameron-Martin space of white noise is $L^2$. For fixed $y$, if $\dim(Y) < \infty$ or $y \in L^2$ we may drop the second term in the exponent when defining the loss – its appearance here ensures that the exponent is finite almost-surely under the noise model\(^1\).

Another loss function that has been considered is the $\dot{H}^{-1}$ loss:\(^2\)

$$
\Phi_{\dot{H}^{-1}}(u; y) = \frac{1}{2} \int_D \|G(u)(x, \cdot) - y(x, \cdot)\|_{\dot{H}^{-1}(T)}^2 \lambda(dx).
$$

This arises from a similar data model above, except instead of assuming that the noise is white, temporal correlations are assumed:

$$
y = G(u) + \eta, \quad \eta \sim N(0, \Gamma)
$$

where $\Gamma = -\Delta_T$ is the negative Laplacian on the temporal variable. Similarly to the above we have $y|_u \sim Q_u := N(G(u), \Gamma)$, and so defining $Q_0 = N(0, \Gamma)$ we have that

$$
\frac{dQ_u}{dQ_0}(y) = \exp \left( -\frac{1}{2} \|G(u)\|_{\dot{H}^{-1}(T)}^2 + \frac{1}{2} \|y\|_{\dot{H}^{-1}(T)}^2 \right)
$$

\(^1\)In practice for the FWI problem it will be the case that $\dim(Y) < \infty$, since only a finite number of frequencies will be observed at a finite number of receivers.

\(^2\)Note that $\|y(x, \cdot)\|_{\dot{H}^{-1}(T)}$ is well-defined only if $\int_T y(x, t) dt = 0$. After data preprocessing, zero-frequency in time signals are removed from FWI data $y(x, \cdot)$. The mean-zero property makes $\dot{H}^{-1}$ a proper data discrepancy for comparing seismic data.
where \( \langle \cdot, \cdot \rangle_{\Gamma} := \langle \cdot, \Gamma^{-1} \cdot \rangle_{L^2(D; L^2(T))} = \langle \cdot, \cdot \rangle_{L^2(D; H^{-1}(T))} \) denotes the Cameron-Martin inner product associated with \( Q_0 \). Note that in this case the noise will be even rougher in time than the white noise case: since the eigenvalues \( \{ \lambda_j \} \) of the Laplacian on \( T \) asymptotically satisfy \( \lambda_j \asymp j^{2/s} \) by a Weyl-type law, we have that if \( \eta \sim N(0, \Gamma) \),

\[
E \| \eta(x, \cdot) \|_{H^{-r}}^2 < \infty \quad \text{iff} \quad r > 1 + \frac{s}{2},
\]

using the Karhunen-Loève expansion of \( \eta(x, \cdot) \). As in the white noise case, we may drop the second term if \( \dim(Y) < \infty \) or if \( y \in L^2(D; H^{-1}(T)) \).

### 3.2.2. Loss Functions and Approximate Noise Models.

The loss functions above correspond to negative log-likelihoods from explicit data models, and so coupled with prior distributions will lead to Bayesian posteriors. This is not the case for general loss functions, however, as discussed at the start of Section 3. Given a general loss function \( \Phi(u; y) \) and a measure \( Q_0 \) on \( Y \) such that \( \exp(-\Phi(u; y)) \) is integrable with respect to \( Q_0 \), one can define the normalized loss function \( \tilde{\Phi}(u; y) \) by

\[
\tilde{\Phi}(u; y) = \Phi(u; y) - \log \int_Y \exp(-\Phi(u; z)) \, Q_0(\,dz)
\]

so that the relation (3.3) holds for \( \tilde{\Phi}(u; y) \). The corresponding data-generating distribution would then be given by \( P(\,dy|u) = \exp(-\tilde{\Phi}(u; y)) \, Q_0(\,dy) \). However, performing this normalization may be intractable if it cannot be done analytically, and so it may be preferable to work with the unnormalized loss function. In this subsection, we consider an unnormalized multiplicative noise loss function, and a Wasserstein loss function which may asymptotically be viewed as a an unnormalized state-dependent multiplicative noise loss in the small noise limit.

In the above additive noise models, the scale of the loss function was dictated by the size of the noise on the observations. In the absence of an explicit data model, one needs to be careful about choosing the scale of the potential – one will typically introduce a scalar parameter \( \beta > 0 \), often referred to as the inverse temperature, and work with \( \beta \Phi(u; y) \) in place of \( \Phi(u; y) \). The choice of this parameter is known as calibration and may either be chosen empirically [34], or treated as a hyperparameter as part of the inverse problem [41]. We do not discuss the choice of \( \beta \) here and assume it to be fixed.

We first introduce the Wasserstein loss function. Relevant background is presented in Subsection 2.1. In order to evaluate the Wasserstein distance between the data and output of the forward map, we must first transform these into probability densities with respect to the temporal variable. Hence given a scalar function \( \sigma : \mathbb{R} \to \mathbb{R}^+ \), we define the normalization operator \( P_\sigma \) on functions \( y : D \times T \to \mathbb{R} \) by

\[
(P_\sigma y)(x, t) = \frac{1}{Z_\sigma(x)} \sigma(y(x, t)), \quad Z_\sigma(x) = \int_T \sigma(y(x, t')) \, dt'.
\]
Given this operator, we then define the Wasserstein loss by
\[ \Phi_{W_2}(u; y) = \frac{1}{2} \int_D W_2((P_\sigma G(u))(x, \cdot), (P_\sigma y)(x, \cdot))^2 \lambda(dx). \]

Note that \( \Phi_{W_2} \) is not normalized in a sense described above and does not appear to correspond to a particular data model even if it were normalized. However, via linearization of the \( W_2 \) distance, we can describe an approximate data model that this loss corresponds to in the limit of small observational noise. Assume that there is \( \eta : D \times T \to \mathbb{R} \) such that
\[ P_\sigma y = (1 + \eta) P_\sigma G(u), \quad \int_T \eta(x, t)(P_\sigma G(u))(x, t) \, dt = 0 \quad \text{for all } x \in D. \]

Then by Theorem 2.2, we may approximate for small \( \|\eta(x, \cdot)\|_{H^{-1}(P_\sigma G(u))} \)
\[ \Phi_{W_2}(u; y) \approx \frac{1}{2} \int_D \|\eta(x, t)\|_{H^{-1}(P_\sigma G(u))}^2 \lambda(dx) \]
\[ = \frac{1}{2} \int_D \left\| \frac{(P_\sigma G(u))(x, \cdot) - (P_\sigma y)(x, \cdot)}{(P_\sigma G(u))(x, \cdot)} \right\|_{H^{-1}(P_\sigma G(u))}^2 \lambda(dx). \]

This is formally the negative logarithm of an unnormalized Gaussian density \( N(1, L(u)) \), for some operator \( L(u) \) defined below, evaluated at the ratio \( P_\sigma y/P_\sigma G(u) \). This suggests that the Wasserstein loss could formally be thought of as asymptotically coming from the state-dependent multiplicative noise data model
\[ P_\sigma y = \eta \cdot P_\sigma G(u), \quad \eta \mid u \sim N(1, L(u)) \]
where the operator \( L(u) : D(L(u)) \to L^2(D; L^2(T)) \) is defined by
\[ L(u)\varphi = -\frac{1}{P_\sigma G(u)} \nabla_T \cdot (P_\sigma G(u) \nabla_T \varphi), \]
\[ D(L(u)) = \left\{ \varphi \in L^2(D; H^2(T)) \mid \int_T \varphi(x, t)(P_\sigma G(u))(x, t) \, dt = 0 \quad \text{for all } x \in D \right\} \]
and \( \nabla_T \) denotes the gradient with respect to the temporal variable. Note that subject to appropriate boundedness and regularity of \( P_\sigma G(u) \), samples \( \eta \sim N(1, L(u)) \) will have the same negative Sobolev regularity as samples \( \eta \sim N(0, \Gamma) \) considered in Subsection 3.2.1.

The relation of Wasserstein loss to a multiplicative noise model is interesting, as prior to the introduction of the Wasserstein loss for FWI, use of a loss function corresponding to a slightly different (unnormalized) multiplicative noise model was not uncommon in other inverse problems \([17,19]\):
\[ \Phi_M(u; y) = \frac{1}{2} \int_D \left\| \frac{(P_\sigma G(u))(x, \cdot) - (P_\sigma y)(x, \cdot)}{(P_\sigma y)(x, \cdot)} \right\|_{L^2(T)}^2 \lambda(dx), \]
which can be viewed either as arising from the model
\[ P_{\sigma y} = \eta \cdot P_{\sigma \mathcal{G}(u)}, \quad 1/\eta \sim N(1, I), \]
or alternatively from informally assuming the variance of the noise is proportional to the size of the observed data. Note that the data and output of the forward map do not need to be probability densities in this model. However, for the stability of the resulting posterior, the forward map must be bounded away from zero; see [9] for a discussion. The condition can be ensured by using the same operator \( P_{\sigma} \), and we do so in the following section for brevity. Additionally, one may prefer to use a model wherein \( \eta \sim N(1, I) \) rather than its reciprocal, in which case \( P_{\sigma \mathcal{G}(u)} \) will replace \( P_{\sigma y} \) in the denominator; we do not provide details of the proofs for this modification, but note that they are similar and slightly simpler than without this modification.

### 3.3. The (Gibbs) Posterior Distribution

In this section, we establish both that the (Gibbs) posterior measures corresponding to the likelihoods/potentials discussed above are well-defined (existence), and that these measures are stable with respect to perturbations of the observed data (well-posedness). The existence is established using the theory/assumptions of [33], which is a generalization of the result in [5] that provides an abstract statement of Bayes’ theorem at the level of measures. Given a potential \( \Phi \) of the form considered in the previous subsection, we show that the measure \( \pi_y^\Phi \) defined by
\[
\pi_y^\Phi(du) = \frac{1}{Z_\Phi(y)} \exp(-\Phi(u; y)) \pi_0(du), \quad Z_\Phi(y) = \int_X \exp(-\Phi(u; y)) \pi_0(du),
\]
defines a Radon probability measure on \( X \). The definition of \( \pi_y^\Phi \) is essentially a restatement of Bayes’ theorem as given in (3.1).

Stability of the posterior will be established with respect to the Hellinger distance \( d_H \) on probability measures:
\[
d_H(\pi, \pi')^2 = \int_X \left( \sqrt{\frac{d\pi}{d\nu_0}(u)} - \sqrt{\frac{d\pi'}{d\nu_0}(u)} \right)^2 \nu_0(du),
\]
where the measure \( \nu_0 \) is such that both \( \pi, \pi' \) are absolutely continuous with respect to \( \nu_0 \). That is, we show if a perturbation is made to the observed data, then the Hellinger distance between the resulting posteriors is bounded above by some norm of the perturbation. We, in particular, show that for the Wasserstein and \( \hat{H}^{-1} \) choices of likelihood, if the observed data is perturbed, then the Hellinger distance between the corresponding posteriors is bounded above by the \( \hat{H}^{-1} \) norm of this perturbation. This is in contrast to the choice

\[ \nu_0 = \frac{1}{2}(\pi + \pi'). \]

\[3\]This definition can be seen to be independent of the choice of \( \nu_0 \). Such a measure \( \nu_0 \) may always be found in practice, for example, \( \nu_0 = \frac{1}{2}(\pi + \pi') \), however in our setup we may always take it to be the prior measure \( \nu_0 = \pi_0 \).
of $L^2$ likelihood, in which it is only bounded by the $L^2$ norm of the perturbation. This essentially shows that the Wasserstein and $\dot{H}^{-1}$ robust likelihoods lead to posterior distributions, which are more robust with respect to high-frequency noise on the data.

A useful property of the Hellinger distance is that it allows us to bound expectations of quantities of interest:

$$\|\mathbb{E}^\pi(f) - \mathbb{E}^{\pi'}(f)\|_S \leq C(f)d_H(\pi, \pi')$$

for any $f \in L^2(X, \pi; S) \cap L^2(X, \pi'; S)$. For example, the choice $f(u) = u$ provides us with stability of the posterior means with respect to the data.

4. Existence and Well-posedness of the (Gibbs) Posterior. In this section, we provide assumptions that lead to the existence and well-posedness of the (Gibbs) posteriors arising from the likelihoods and priors in the previous section. We then show the applicability of the theory to the full-waveform inversion problem under a large class of prior distributions.

4.1. Notation, Assumptions and Supporting Lemmas. In what follows $(D, D, \lambda)$ will denote a finite measure space representing the spatial domain, and $T \subset \mathbb{R}^p$ will denote a compact subset of Euclidean space, representing the temporal domain. Any $L^p$ space over $D$ will be with respect to $\lambda$, and any $L^p$ space over $T$ will be with respect to the Lebesgue measure. We define the following subsets of $L^2(D; L^2(T))$:

$$Y_0 = \left\{ y \in L^\infty(D; L^\infty(T)) \mid \int_T y(x, t) \, dt = 0 \text{ for all } x \in D \right\},$$

$$Y_{1,\varepsilon} = \left\{ \rho \in L^\infty(D; L^\infty(T)) \mid \int_T \rho(x, t) \, dt = 1 \text{ for all } x \in D, \varepsilon \leq \rho \leq \varepsilon^{-1} \right\}, \quad \varepsilon > 0.$$

Thus, $Y_0$ is a set of bounded functions with no zero-frequency component, and $Y_{1,\varepsilon}$ is a set of probability densities bounded above and below by positive constants. On any set $Y_{1,\varepsilon}$, we have the following equivalence of metrics, which follows directly from Theorem 2.4:

**Lemma 4.1.** Let $\varepsilon > 0$, then for any $\rho, \rho' \in Y_{1,\varepsilon}$,

$$\varepsilon \|\rho - \rho'\|^2_{L^2(D; \dot{H}^{-1}(T))} \leq \int_D W_2(\rho(x, \cdot), \rho'(x, \cdot))^2 \lambda(dx) \leq \varepsilon^{-1} \|\rho - \rho'\|^2_{L^2(D; \dot{H}^{-1}(T))}.$$

We also recall the definition of the normalization operator $P_\sigma$, given a map $\sigma : \mathbb{R} \to \mathbb{R}_+$:

$$(P_\sigma y)(x, t) = \frac{1}{Z_\sigma(x)} \sigma(y(x, t)), \quad Z_\sigma(x) = \int_T \sigma(y(x, t')) \, dt'.$$

Under appropriate assumptions on the map $\sigma$, we have the following result.

**Lemma 4.2.** Let $\sigma : \mathbb{R} \to \mathbb{R}_+$ be locally Lipschitz, and given $r > 0$ let $y, y' \in Y_0$ with $\|y\|_{L^\infty(D; L^\infty(T))}, \|y'\|_{L^\infty(D; L^\infty(T))} < r$. Then there exists $\varepsilon(r) > 0$ such that $P_\sigma y, P_\sigma y' \in Y_{1,\varepsilon(r)}$, and $C_\sigma(r)$ such that

$$\|P_\sigma y - P_\sigma y'\|_{L^2(D; L^2(T))} \leq C_\sigma(r) \|y - y'\|_{L^2(D; L^2(T))},$$

$$\|P_\sigma y - P_\sigma y'\|_{L^2(D; \dot{H}^{-1}(T))} \leq C_\sigma(r) \|y - y'\|_{L^2(D; \dot{H}^{-1}(T))}.$$
Proof. The map $\sigma : \mathbb{R} \to \mathbb{R}_+$ is locally Lipschitz and hence locally bounded. It follows that since $|y|, |y'| < r$ almost everywhere, there exists $k(r) > 0$ such that $k(r) \leq \sigma(y(x,t)), \sigma(y'(x,t)) \leq k(r)^{-1}$ for almost all $(x,t) \in D \times T$, and so $P_\sigma y, P_\sigma y' \in Y_{1,\varepsilon(r)}$ for some $\varepsilon(r) > 0$ by construction of the map $P_\sigma$.

With $Z = L^2(T)$ or $Z = H^{-1}(T)$, we have that for all $x \in D$,

$$
\|(P_\sigma y)(x, \cdot) - (P_\sigma y')(x, \cdot)\|_Z = \sup \left\{ \int_T \|\sigma(y(x,t)) - \sigma(y'(x,t))\| \varphi(t) \, dt \mid \|\varphi\|_{Z^*} \leq 1 \right\}.
$$

Again using the boundedness $|y|, |y'| < r$, we have $\int_T \sigma(y(x,t)) \, dt, \int_T \sigma(y'(x,t)) \, dt \geq |T|k(r) > 0$, and so for all $x \in D$

$$
\|(P_\sigma y)(x, \cdot) - (P_\sigma y')(x, \cdot)\|_Z \leq \frac{1}{|T|k(r)} \sup \left\{ \int_T \sigma(y(x,t)) - \sigma(y'(x,t))\| \varphi(t) \, dt \mid \|\varphi\|_{Z^*} \leq 1 \right\}
$$

$$
\leq \frac{L(r)}{|T|k(r)} \sup \left\{ \int_T |y(x,t) - y'(x,t)| \varphi(t) \, dt \mid \|\varphi\|_{Z^*} \leq 1 \right\}
$$

$$
= \frac{L(r)}{|T|k(r)} \|y - y'\|_Z.
$$

where $L(r)$ is the local Lipschitz coefficient of $\sigma$. Squaring and integrating over $D$ gives the result.

In the theory that follows we will make the use of the following assumptions.

Assumptions 4.3. The data $y$ and forward map $G$ satisfy the following:

(i) $y \in Y_0$;

(ii) $G : X \to Y_0$ is continuous with respect to the $L^2(D; L^2(T))$ norm; and

(iii) there exists an increasing function $C_G : \mathbb{R}_+ \to \mathbb{R}_+$ such that $\|G(u)\|_{L^\infty(D; L^\infty(T))} \leq C_G(\|u\|_X)$ for all $u \in X$.

4.2. Existence and Well-posedness. We recall the definitions of the four loss functions $\Phi : X \times Y \to \mathbb{R}$ introduced in Section 3, and define the norms we equip the corresponding data spaces $Y$ with:

$$
\Phi_{L^2}(u; y) = \frac{1}{2} \int_D \|G(u)(x, \cdot) - y(x, \cdot)\|^2_{L^2(T)} \lambda(dx), \quad \| \cdot \|_{L^2(D; L^2(T))},
$$

$$
\Phi_{H^{-1}}(u; y) = \frac{1}{2} \int_D \|G(u)(x, \cdot) - y(x, \cdot)\|^2_{H^{-1}(T)} \lambda(dx), \quad \| \cdot \|_{L^2(D; H^{-1}(T))},
$$

$$
\Phi_M(u; y) = \frac{1}{2} \int_D \left\| \frac{(P_\sigma G)(u)(x, \cdot) - (P_\sigma y)(x, \cdot)}{(P_\sigma y)(x, \cdot)} \right\|^2_{L^2(T)} \lambda(dx), \quad \| \cdot \|_{L^2(D; L^2(T))},
$$

$$
\Phi_{W_2}(u; y) = \frac{1}{2} \int_D W_2((P_\sigma G)(u)(x, \cdot), (P_\sigma y)(x, \cdot))^2 \lambda(dx), \quad \| \cdot \|_{L^2(D; H^{-1}(T))}.
$$

We may then establish existence and well-posedness of the corresponding (Gibbs) posterior distributions:
Theorem 4.4 (Existence). Let Assumptions 4.3 hold. Let \( \pi_0 \) be a Borel probability measure on \( X \). Then for any choice \( \Phi \in \{ \Phi_{L^2}, \Phi_{H^{-1}}, \Phi_{M}, \Phi_{W^2} \} \),
\[
Z_\Phi(y) = \int_X \exp(-\Phi(u; y)) \pi_0(du)
\]

is strictly positive and finite, and 
\[
\pi^\prime_\Phi(du) := \frac{1}{Z_\Phi(y)} \exp(-\Phi(u; y)) \pi_0(du)
\]
defines a Radon probability measure on \( X \).

Proof. We show that the assumptions of Theorem 4.3 in [33] are satisfied for each choice of \( \Phi \). Note that in [33], the data space is assumed to be a quasi-Banach space, and so in particular complete, however, studying the proofs therein this completeness property is never used – an incomplete norm structure on the data space suffices to obtain the same results. This is important for our applications, as we will equip \( Y \) and \( Y^e_\varepsilon \) with different incomplete norms. We also note that continuity of the likelihood in the data component is not required for the proof of existence, either by examining the proof in [33] or using Theorem 2.4 in [22].

We must establish the following properties for each choice of \( \Phi \):
(i) \( \Phi(\cdot; y) \) is measurable for each \( y \in Y \);
(ii) For each \( r > 0 \) there exists \( M_{0,r} \in \mathbb{R} \) such that for each \( u \in X \), \( y \in Y \) with \( \|u\|_X, \|y\|_Y < r \), \( |\Phi(u; y)| \leq M_{0,r} \).
(iii) For each \( r > 0 \) there exists a measurable \( M_{1,r} : \mathbb{R}_+ \to \mathbb{R} \) such that for each \( u \in X \), \( y \in Y \) with \( \|y\|_Y < r \), \( \Phi(u; y) \geq M_{1,r}(\|u\|_X) \), and 
\[
\int_X \exp(-M_{1,r}(\|u\|_X)) \pi_0(du) < \infty.
\]
The latter is trivially satisfied for any probability measure \( \pi_0 \) by all choices of \( \Phi \) considered with \( M_{1,r}(\|u\|) \equiv 0 \). We verify the other two properties for each \( \Phi \) in turn.

(i) The map \( \mathcal{G} \) is assumed to be continuous from \( X \) into \( Y_0 \) equipped with the \( L^2(D; L^2(T)) \) topology, and the \( L^2(D; L^2(T)) \) norm is continuous with respect to its own topology, so measurability follows.

(ii) Fix \( r > 0 \) and choose \( u \in X \), \( y \in Y \) with \( \|u\|_X, \|y\|_Y < r \), then by assumption \( \|G(u)\|_{L^2(D; L^2(T))}^2 \leq \lambda(D)|T|\|G(u)\|_{L^\infty(D; L^\infty(T))} \leq \lambda(D)|T|C_G(r)^2 \). We may then bound
\[
|\Phi_{L^2}(u; y)| \leq \frac{1}{2}(\|G(u)\|_{L^2(D; L^2(T))} + \|y\|_{L^2(D; L^2(T)))})^2
\leq \frac{1}{2} \lambda(D)|T|(\|G(u)\|_{L^\infty(D; L^\infty(T))} + \|y\|_{L^\infty(D; L^\infty(T))})^2
\leq \frac{1}{2} \lambda(D)|T|(C_G(r) + r)^2 =: M_{0,r}.$$
\[ \Phi_{H^{-1}} \]

(i) The map \( \mathcal{G} \) is assumed to be continuous from \( X \) into \( Y_0 \) equipped with the \( L^2(D; L^2(T)) \) topology, and the embedding of \( (Y_0, \| \cdot \|_{L^2(D; L^2(T))}) \) into \( (Y_0, \| \cdot \|_{L^2(D; H^{-1}(T))}) \) is continuous. Since the \( L^2(D; H^{-1}(T)) \) norm is continuous with respect to its own topology, measurability follows.

(ii) Choose such \( u \in X, y \in Y \). Then we obtain a similar bound \( M_{0,r} \) as for \( \Phi_{L^2} \), using that

\[ \| \mathcal{G}(u) \|_{L^2(D; H^{-1}(T))} \leq C_y(T)\| \mathcal{G}(u) \|_{L^2(D; L^2(T))} \leq C_y(T)\lambda(D)|T|C_G(r)^2, \]

where \( C_y(T) \) is the Poincaré constant of the domain \( T \).

\[ \Phi_M \]

(i) By assumption \( \mathcal{G} \) is continuous into \( Y_0 \) equipped with the \( L^2(D; L^2(T)) \) norm. By Lemma 4.2 the map \( P_\sigma \) is continuous, as is the mapping \( \rho \rightarrow (\rho - P_\sigma y)/P_\sigma y \) since \( P_\sigma y > 0 \) for all \( y \in Y_0 \). Measurability then follows by continuity of the \( L^2(D; L^2(D)) \) norm.

(ii) Choose such \( u \in X, y \in Y \), then \( \| \mathcal{G}(u) \|_{L^\infty(D; L^\infty(T))} \leq C_G(r) \); without loss of generality assume \( C_G(r) \geq r \). By Lemma 4.2, there exists \( \varepsilon(r) > 0 \) such that \( P_\sigma(y) \geq \varepsilon(r) \), and so

\[ |\Phi_M(u; y)| \leq \frac{1}{2}\varepsilon(r)^{-2}\| P_\sigma \mathcal{G}(u) - P_\sigma y \|_{L^2(D; L^2(T))}^2 \]

\[ \leq \frac{1}{2}\varepsilon(r)^{-2}C_\sigma(C_G(r))^2\| \mathcal{G}(u) - y \|_{L^2(D; L^2(T))}^2. \]

The bound now follows from the bound for \( \Phi_{L^2} \).

\[ \Phi_W \]

(i) This follows from Lemma 4.1 and the above arguments for \( \Phi_{H^{-1}} \).

(ii) Choose such \( u \in X, y \in Y \), then \( \| \mathcal{G}(u) \|_{L^\infty(D; L^\infty(T))} \leq C_G(r) \); again without loss of generality assume \( C_G(r) \geq r \). Using Lemma 4.2, there exist \( \varepsilon(r) > 0, \bar{\varepsilon}(r) > 0 \) such that \( P_\sigma y \in Y_1, \varepsilon(r), P_\sigma \mathcal{G}(u) \in Y_1, \bar{\varepsilon}(r) \). We may therefore use Lemma 4.1 and Lemma 4.2 again to bound

\[ |\Phi_W(u; y)| \leq \frac{1}{2}(\varepsilon(r) \land \bar{\varepsilon}(r))^{-1}\| P_\sigma \mathcal{G}(u) - P_\sigma y \|_{L^2(D; H^{-1}(T))}^2 \]

\[ \leq \frac{1}{2}(\varepsilon(r) \land \bar{\varepsilon}(r))^{-1}C_\sigma(C_G(r))^2\| \mathcal{G}(u) - y \|_{L^2(D; H^{-1}(T))}^2 \]

\[ \leq \frac{1}{2}(\varepsilon(r) \land \bar{\varepsilon}(r))^{-1}C_\sigma(C_G(r))^2\lambda(D)|T|\| \mathcal{G}(u) - y \|_{L^\infty(D; L^\infty(T))}^2 \]

\[ \leq \frac{1}{2}(\varepsilon(r) \land \bar{\varepsilon}(r))^{-1}C_\sigma(C_G(r))^2\lambda(D)|T|(C_G(r) + r)^2 =: M_{0,r}, \]

where \( a \land b \) denotes \( \min\{a, b\} \).

The following analysis will demonstrate the regularity of the posterior with respect to perturbations of the data. First, we assert the following lemma regarding the local Lipschitz properties of the potentials that are considered here.
Lemma 4.5. Let Assumptions 4.3(iii) hold and choose $\Phi \in \{\Phi_L, \Phi_H^{-1}, \Phi_M, \Phi_W\}$. For each $r > 0$ there exists $M_{2,r} : \mathbb{R}_+ \to \mathbb{R}_+$ such that for each $u \in X$, $y, y' \in Y$ with $\|y\|_{L^\infty(D; L^\infty(T))}, \|y'\|_{L^\infty(D; L^\infty(T))} < r$,

$$|\Phi(u; y) - \Phi(u; y')| \leq M_{2,r}(\|u\|_X)\|y - y'\|_Y.$$  

Proof. We verify for each choice of $\Phi$ in turn; given such a $\Phi$, fix $r > 0$, and choose $u \in X$, $y, y' \in Y$ with $\|y\|_{L^\infty(D; L^\infty(T))}, \|y'\|_{L^\infty(D; L^\infty(T))} < r$.

\[
\Phi_L^2
\]
We have that $\|\cdot\|_Y = \|\cdot\|_{L^2(D; L^2(T))}$. We may calculate, using the assumption,

$$|\Phi_L^2(u; y) - \Phi_L^2(u; y')| = \left| \langle G(u), y' \rangle_Y - \langle G(u), y \rangle_Y + \frac{1}{2}\|y\|^2_Y - \frac{1}{2}\|y'\|^2_Y \right|$$

$$\leq \left| \langle G(u), y - y' \rangle_Y \right| + \frac{1}{2}\|y\|^2_Y - \frac{1}{2}\|y'\|^2_Y$$

$$\leq \|G(u)\|_Y\|y - y'\|_Y + \frac{1}{2}(\|y\|_Y + \|y'\|_Y)\|y - y'\|_Y$$

$$\leq \lambda(D)^{1/2}|T|^{1/2}(C_G(\|u\|_X) + r)\|y - y'\|_Y,$$

and so we may take $M_{2,r}(\|u\|_X) = \lambda(D)^{1/2}|T|^{1/2}(C_G(\|u\|_X) + r)$.

\[
\Phi_H^{-1}
\]
We have that $\|\cdot\|_Y = \|\cdot\|_{L^2(D; H^{-1}(T))}$. We may calculate similarly to the $L^2$ case above to deduce that we may take

$$M_{2,r}(\|u\|_X) = C_p(T)^{1/2}\lambda(D)^{1/2}|T|^{1/2}(C_G(\|u\|_X) + r),$$

where $C_p(T)$ is the Poincaré constant of the domain $T$.

\[
\Phi_M
\]
We have that $\|\cdot\|_Y = \|\cdot\|_{L^2(D; L^2(T))}$. Using Lemma 4.2, we have that $P_\sigma y, P_\sigma y' \in Y_{1,\varepsilon(r)}$. Using the assumption, we may then calculate, again using Lemma 4.2,

$$|\Phi_M(u; y) - \Phi_M(u; y')| = \frac{1}{2}\left\| P_\sigma G(u) - P_\sigma y \right\|^2_Y - \left\| P_\sigma G(u) - P_\sigma y' \right\|^2_Y$$

$$= \frac{1}{2} \left( \left\| \frac{P_\sigma G(u)}{P_\sigma y} \right\|^2_Y + \left\| \frac{P_\sigma G(u)}{P_\sigma y'} \right\|^2_Y + 2\left\langle \frac{P_\sigma G(u)}{P_\sigma y}, \frac{P_\sigma G(u)}{P_\sigma y'}, 1 \right\rangle \right)$$

$$\leq \left( \left\| \frac{P_\sigma G(u)}{P_\sigma y} \right\|_Y + \left\| \frac{P_\sigma G(u)}{P_\sigma y'} \right\|_Y + \|1\|_Y \right) \left\| \frac{P_\sigma G(u)}{P_\sigma y} - \frac{P_\sigma G(u)}{P_\sigma y'} \right\|_Y$$

$$\leq \left( 2\varepsilon(r)^{-1}\|P_\sigma G(u)\|_Y + \lambda(D)^{1/2}|T|^{1/2} \right)$$

$$\times \varepsilon(r)^{-2}\|P_\sigma G(u)\|_Y \|P_\sigma y - P_\sigma y'\|_Y$$

$$\leq \left( 2\varepsilon(r)^{-1}\|C_G(\|u\|_X))^{-1} + \lambda(D)^{1/2}|T|^{1/2} \right)$$

$$\times \varepsilon(r)^{-2}\|C_G(\|u\|_X))^{-1}C_\sigma (r) \|y - y'\|_Y,$$

which provides $M_{2,r}(\|u\|_X)$. 

We have that \( \| \cdot \|_Y = \| \cdot \|_{L^2(D,H^{-1}(T))} \). By Lemma 4.2, there exist \( \varepsilon(r), \tilde{\varepsilon}(\|u\|_X) > 0 \) such that \( P_\sigma y, P_\sigma y' \in Y_{1,\varepsilon(r)}, P_\sigma G(u) \in Y_{1,\tilde{\varepsilon}(\|u\|_X)} \). Using the (reverse) triangle inequality for \( W_2(\cdot, \cdot) \), Cauchy-Schwarz, Lemmas 4.1 and 4.2 and the assumption, we may calculate

\[
|\Phi_{W_2}(u; y) - \Phi_{W_2}(u; y')| \\
\leq \frac{1}{2} \int_D W_2((P_\sigma G(u))(x, \cdot), (P_\sigma y)(x, \cdot))^2 - W_2((P_\sigma G(u))(x, \cdot), (P_\sigma y')(x, \cdot))^2 \lambda(dx) \\
\leq \frac{1}{2} \int_D W_2((P_\sigma G(u))(x, \cdot), (P_\sigma y)(x, \cdot)) + W_2((P_\sigma G(u))(x, \cdot), (P_\sigma y')(x, \cdot)) \\
\quad \times W_2((P_\sigma y)(x, \cdot), (P_\sigma y')(x, \cdot)) \lambda(dx) \\
\leq (\tilde{\varepsilon}(\|u\|_X) \wedge \varepsilon(r))^{-1/2} \varepsilon(r)^{-1/2} \|P_\sigma G(u) - P_\sigma y\|_Y + \|P_\sigma G(u) - P_\sigma y'\|_Y \\
\quad \times \|P_\sigma y - P_\sigma y'\|_Y \\
\leq 2(\tilde{\varepsilon}(\|u\|_X) \wedge \varepsilon(r))^{-1/2} \varepsilon(r)^{-1/2} C_p(T)^{1/2} \lambda(D)^{1/2} \\
\quad \times (\tilde{\varepsilon}(\|u\|_X)^{-1} + \varepsilon(r)^{-1}) C_\sigma(r) \|y - y'\|_Y,
\]

which provides \( M_{2,r}(\|u\|_X) \).

The following now follows from Lemma 4.5 and Theorem 4.4 in [33].

**Theorem 4.6 (Well-posedness).** Let \( \pi_0 \) be a Borel probability measure on \( X \) and let Assumptions 4.3 hold. Choose \( \Phi \in \{ \Phi_{L^2}, \Phi_{H^{-1}}, \Phi_M, \Phi_{W_2} \} \), let \( r > 0 \) and assume

\[
S_{\Phi,r} := \int_X M_{2,r}(\|u\|_X)^2 \pi_0(du) < \infty,
\]

where \( M_{2,r}(\cdot) \) is the corresponding function from Lemma 4.5. Then there exists \( C_\Phi(r) > 0 \) such that for all \( y, y' \in Y \) with \( \|y\|_{L^\infty(D;L^\infty(T))}, \|y'\|_{L^\infty(D;L^\infty(T))} < r \),

\[
d_H(\pi_{\Phi,y}, \pi_{\Phi,y'}) \leq C_\Phi(r) \|y - y'\|_Y.
\]

**Remark 4.7.** From studying the proofs of Theorems 4.3 and 4.4 in [33], one can see that an upper bound on the local Lipschitz constant grows asymptotically in \( r \) by \( C_\Phi(r) = O(S_{\Phi,r}) \).

### 4.3. Application to Full Waveform Inversion.

We show that the above theory is applicable when the forward model is taken to be that described in Subsection 2.2, with the choices of priors described in Subsection 3.1. Specifically, we define the forward map \( G : X \rightarrow Y \) as follows. Denote \( \mathbb{R}^d_U = \mathbb{R}^{d-1} \times \mathbb{R}_+ \) the upper half space, and \( T \subseteq (0, \infty) \) the temporal domain. Let \( \{s_j\}_{j=1}^{N_s} \subseteq \mathcal{C}^1(\mathbb{R}^d_U \times T; \mathbb{R}) \) be a collection of sources. Let \( X = \mathcal{C}^0(\mathbb{R}^d_U; \mathbb{R}^k) \), and let \( F : \mathbb{R}^k \rightarrow \mathbb{R}_+ \). Given \( u \in X \), define
Let $D_0 \subset \mathbb{R}^d_U$ be a compact subset denoting the receiver locations; we assume $D_0$ is either finite or has positive Lebesgue measure, and equip it with either the counting measure or Lebesgue measure respectively. We write $v_j^D \in L^\infty(D_0;L^\infty(T))$ the restriction of $v_j$ to $D_0 \times T$. We concatenate the $v_j^D$ for the $N_s$ different source terms, writing $v^D \in Y_0 = L^\infty(D_0;L^\infty(T))$ where $D = D_0 \times \{1, \ldots, N_s\}$. The mapping $\mathcal{G}$ is then defined as the mapping $u \mapsto v^D$.

We verify that Assumptions 4.3 are satisfied by the above. Assumption (i) will hold, assuming that the data is preprocessed to remove the zero-frequency component. The map $\mathcal{G}: L^2 \to L^2$ is differentiable with respect to $L^2$ norm on $X$, and the $L^2$ norm on $Y$. The functional derivative is called Born approximation; see in [6, Chapter 3]. In particular, as long as $X$ is continuously embedded in $L^2$, the required continuity (ii) will follow. Finally if each source $s_j \in H^1(\Omega)$, the wave solution $\mathcal{G}(u) \in H^1(\Omega)$.

5. Numerical Examples. We illustrate the difference between the resulting distributions corresponding to the different potentials numerically for the FWI problem described in Subsection 4.3. We first consider the recovery of a continuous velocity field using a Gaussian prior. Laplace approximations are first made to the (Gibbs) posteriors, which correspond to second-order Taylor approximations of the posteriors around their modes. We look at the effect of perturbation of the data by noise uncorrelated in time on these Laplace approximations; we may compute various metrics between probability measures explicitly in the case of Gaussians. We then consider a mixed level set prior for the recovery of a salt model, where the wave velocity within the salt is not known a priori. We again use Laplace approximations to provide approximations to the posteriors efficiently.

Throughout this section we fix the transformation map $F: \mathbb{R} \to \mathbb{R}_+$ in subsection 4.3 to be given by $F(z) = \alpha_- \tanh(z) + \alpha_+$ and $\alpha_{\pm} = v_{\min}^{-2} \pm v_{\max}^{-2}$. Hence for any $u(x) \in \mathbb{R}$, the velocity $v(x) = 1/\sqrt{m(x)} \in (v_{\min}, v_{\max})$.

5.1. Continuous Velocity Field. In this subsection we consider recovery of a continuous field $m(x) = F(u(x))$. We place a Gaussian prior on $u$, and compare the distributions arising from each choice of loss function. Figure 5.1 shows the true velocity field $v = 1/\sqrt{m}$
along with the source and receiver locations; we choose the number of sources $N_s = 6$. The state parameter $u = F^{-1}(m)$ is also shown.

We chose a relatively flat Gaussian prior on $u$ with mean $m_0$ given by a smoothed version of the true field, and covariance function given by the Matérn kernel with parameters $\sigma = 0.7$, $\nu = 3$ and $\ell = 0.05$. This choice of $\sigma$ ensures that the prior on the velocity at each point is approximately uniformly distributed in the range $(v_{\text{min}}, v_{\text{max}})$. The prior mean and standard deviation are shown in Figure 5.2. The loss functions are normalized such that $\Phi(m_0) = 1$, then inverse temperature parameter $\beta = 10^7$ is fixed. In practice $\beta$ will be found, for example hierarchically [26], however we fix it here for a more direct comparison between the distributions.

We denote by $L_y^\Phi$ the Laplace approximation to $\pi^y_\Phi$, that is, $L_y^\Phi = N(m^\Phi, C^\Phi)$ where
\[
m^\Phi = \arg\min_{u \in X} \Phi(u; y) + \frac{1}{2} (u, C^{-1}_0 u), \quad C^{-1}_\Phi = \nabla^2 \Phi(u; y) + C^{-1}_0.
\]
In finite dimensions, this approximation arises by performing a second order Taylor approximation of the negative logarithm of the posterior Lebesgue density – note that when the potential $\Phi$ is quadratic, such as arises when the forward map is linear and the noise is additive Gaussian, this approximation would be exact. Additionally, in the limit of large data or small noise, the posterior and Laplace approximation coincide [31]. Numerically we approximate the covariance $C^\Phi$ using the methodology described in [19, §4.2].

We consider both clean observations $y = G(u)$ and noisy observations $y' = G(u) + \eta$, where $\eta$ has the form
\[
\eta(t, x) = \left(1 + \frac{y(t, x)}{\|y\|_{L^\infty}} \right) \eta_0(t)
\]
and $\eta_0$ is temporal white noise; this form of noise is similar to that considered in [39] and does not lie in $L^2$ in the continuous time limit. The resulting SNR is 14.6 dB. In Figures 5.3 and 5.4 we show the results of the inversion with the clean and noisy data respectively for the three potentials $\Phi_{L^2}$, $\Phi_{H^{-1}}$ and $\Phi_{W^2}$. For the clean data, both the $L^2$ and $W^2$ likelihoods lead to good reconstruction in the mean, though the standard deviation fields are different with the $W^2$ likelihood leading to higher uncertainty in the regions where the velocity is higher. The $H^{-1}$ reconstruction is less accurate in the mean but has higher uncertainty to account for this. For the noisy reconstruction, there is a stark difference for the $L^2$ reconstruction, with a poor quality noisy estimate obtained. The $W^2$ reconstruction is only slightly worse than that with the clean data, and again uncertainty is highest in regions with the highest velocity. The $H^{-1}$ reconstruction is essentially unchanged from the clean data, though the average uncertainty has decreased slightly.

These sensitivities can be quantified using the Wasserstein distance between the Laplace approximations, which has an analytic form. We do not consider the Hellinger distance

\[4\text{We do not consider the potential } \Phi_M \text{ in this section as it is very sensitive to the choice of mapping } P_{\alpha}; \text{ the potential } \Phi_{W^2} \text{ is also sensitive to this choice. However, the previous study allows for it to be chosen intuitively.} \]
Figure 5.1: (Left) The true continuous velocity field $v$ we aim to infer in subsection 5.1, the location of the six sources $\{s_j\}$ and the set $D_0$ on which the solution is measured at each time. (Right) The state parameter $u = F^{-1}(1/v^2)$, restricted to the domain below the water level.

Figure 5.2: The pushforward of the choice of prior mean $m_0(x)$ and standard deviation $\sqrt{c_0(x,x)}$ on $u$ to $v = 1/\sqrt{F(u)}$, used in subsection 5.1.

Here, as considered in theory – the resulting Laplace approximations are close to being singular, and so the distances between the approximations are close to the maximum value of 1, whereas the Wasserstein distance is finite even for singular measures. In Table 5.1 we show $d_{\text{Wass}}(\mathcal{L}_\Phi^u, \mathcal{L}_{\Phi'}^u)$ for each of the potentials $\Phi$ considered. This illustrates the balance needed between stability and accuracy: $\Phi_{H^{-1}}$ leads to a more stable but less accurate posterior than $\Phi_{W_2}$, and conversely $\Phi_{L^2}$ leads to a similarly accurate but much less stable posterior than $\Phi_{W_2}$.

5.2. Salt Model. We now consider the recovery of a constant region, corresponding to salt, over a continuous background velocity. The true velocity field is shown in Figure 5.5 along with the source and receiver locations; we increase the number of sources to $N_s = 11$ in this example. We consider both a Gaussian prior, as considered in the previous subsection, as well as the mixed level set method outlined in subsection 3.1, choosing the Gaussian field underlying the level set function to have a Matérn covariance prior with
Figure 5.3: The means (left) and standard deviations (right) of the Laplace approximations arising using each of the loss functions $\Phi_{L^2}, \Phi_{\hat{H}^{-1}}$ and $\Phi_{W_2}$ with clean data $y$ in subsection 5.1.

Table 5.1: Wasserstein distances between the Laplace approximations for the Gibbs posteriors considered in subsection 5.1 when perturbed by noise uncorrelated in time.

| $d_{\text{Wass}}(\mathcal{L}_\Phi^y, \mathcal{L}_\Phi^{y'})$ | $\Phi_{L^2}$ | $\Phi_{\hat{H}^{-1}}$ | $\Phi_{W_2}$ |
|----------------|----------------|----------------|----------------|
| 9.34 2.83 6.60 | 9.34           | 2.83           | 6.60           |
parameters $\sigma = 10$, $\nu = 2$ and $\ell = 0.25$, and fixing the continuous background field. The salt velocity is assumed unknown in the mixed level set model, and a relatively flat prior of $N(3, 4^2)$ is placed on it; for reference, the true value is 4.79. Numerically the indicator functions in the level set prior (3.4) are replaced with smoothed versions to allow for the computation of gradients. The potentials are normalized as in the previous subsection, and we choose a lower inverse temperature parameter $\beta = 10^4$ to allow for more influence from the prior. Additionally, we do not corrupt the observations by any noise in this example.

Figure 5.6 we show the output when using the potentials $\Phi_{L^2}$, $\Phi_{W^2}$ when using a Gaussian prior, as well as when using $\Phi_{W^2}$ with the mixed level set prior. When a Gaussian
Figure 5.5: (Left) The true salt velocity field $v$ we aim to infer subsection 5.2, the location of the eleven sources $\{s_j\}$ and the set $D_0$ on which the solution is measured at each time. (Right) The state parameter $u = F^{-1}(1/v^2)$, restricted to the domain below the water level.

prior is used, the $W_2$ reconstruction recovers more of the salt than the $L^2$ reconstruction, though the uncertainty for both is similar. On the other hand, using the level set method, much more of the salt is recovered, and the true value of the salt velocity is recovered almost exactly. The standard deviation illustrates the uncertainty in the boundary location, as well as small areas within the salt where the reconstruction is less accurate.

6. Conclusion. In this paper, we have analyzed the Bayesian properties of four potentials that originate from the objective functions for deterministic full-waveform inversion. We have demonstrated that two of the potentials are equipped with explicit noise models, while the other two can be seen as approximately having state-dependent multiplicative noise that leads to well-defined and stable Gibbs posteriors. As a main component of the paper, our stability results show that posteriors that are based on the Wasserstein loss and the negative Sobolev norm are more stable with respect to high-frequency noise on the data. Numerical inversions under a Bayesian setting also illustrate the robustness and advantages of choosing the Wasserstein-based potentials for seismic inversion.
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