Hybrid Particle Swarm and Conjugate Gradient Optimization in Neural Network for Prediction of Suspended Particulate Matter
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Abstract. The scope of this research is the use of artificial neural network models and meta-heuristic optimization of Particle Swarm Optimization (PSO) for the prediction of ambient air pollution parameter data at air quality monitoring stations in the city of Semarang, Central Java. The observed parameter is an indicator of ambient air quality, Suspended Particulate Matter (SPM). Based on air quality parameter data in previous times which is a time series data, modeling is done using Neural Networks (NN). Estimation of weights from NN is done using a hybrid method between meta-heuristic and gradient optimization. The meta-heuristic optimization method used is Particle Swarm Optimization (PSO) while the gradient based method is the Conjugate Gradient. Optimization with PSO is done first, then proceed with optimization using the Conjugate Gradient. Four scenarios of iteration selection at the PSO stage are 10, 25, 50 and 100. At the Conjugate Gradient, stage iteration is carried out up to 1000 epochs. The predicted results were compared with the PSOs and Conjugate Gradient respectively. The results show that the hybrid method provides better predictions. The number of iterations needed at the PSO stage is not too much so it is efficient in combining the two methods.
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1 Introduction

Air pollution is one of the important problems in the industrial era. Air pollution becomes a major problem worldwide raising several issues for wellbeing and survival of humans as well as environment [1]. It is a major concern that has a serious toxicological effect on human health and the environment [2]. The level of air pollution is measured by the air quality index. Air Quality Index (AQI) is a standardized summary measure of ambient air quality used to express the level of health risk related to particulate and gaseous air pollution [3]. The index, first introduced by US EPA in 1998 classified ambient air quality according to concentrations of such principal air pollutants. Air monitoring assessment is an important task for the stakeholders. It is an imperative investigation undertaken for determining and understanding the degree, nature and status of the ambient air quality of an area. Some of the major air pollutants are Sulphur dioxide, Nitrogen oxides, Suspended particulate matter and Respirable particulate matter. Particulate matter (PM) is actually a mixture of several substances which may differ in various sizes. The particulate matter mainly consists of suspended and the respirable particulate matter [4].

Suspended particulate matter (SPM) consists of smoke, dust, fumes and droplets of viscous liquid. SPM are particulate having aerodynamic diameter less than 100 microns which tends to remain suspended in the atmosphere for a long period of time [5]. SPM is one of the major air pollutants responsible for degradation of the ambient air quality. These particulate are small enough to be inhaled deep into respiratory tract and pulmonary system of human beings and pose health related problems to person inhaling it. Once the magnitude of the impact caused by SPM, it becomes very important to be able to predict the pattern of pollution. Several studies have been carried out to model air pollution patterns, specifically SPM. Some of them are Goyal et al [6] which has implemented regression, ARIMA model and combination of the two and Aarnio et al [7] which use deterministic model. Comparison of the SARIMA model from the R statistical package and Holt Winter of the atmospheric Particulate Matter (PM) concentrations in the city center of SA Carlos also has been done by Pozza et al [8]. Similar research in [9] also discussed the respirable suspended particulate matter (RSPM) modeling by using ARIMA and SARIMA for the Pune city India. Nonparametric modeling also has been used as in [10] which has developed an artificial neural network (ANN) model for forecasting respirable suspended particulate matter (RSPM) concentration in a major urban area Pune Maharashtra, whereas hybrid NN-ARIMA has been conducted [11].
A review of the 21-St century studies about particulate matter has been conducted in [12]. The review demonstrates that Support Vector Machines, Neural Network, and hybrid techniques show promise for suitable temporal particulate matter prediction. This is consistent with other studies that research that uses machine learning such as Neural Network provides better results. Neural network is particularly useful in learning a training dataset without prior knowledge [13]. But, one of the complicated problems is about weight adjusting. The using of a gradient based methods may result in the local minimum problem. One of the popular methods to avoid this problem is repeated training with random starting weights, but it requires extensive computational time. The traditional algorithms are local search algorithms that exploit current solution to generate a new solution. However, they lack in exploration ability to finds local minima of an optimization problem [14]. This problem underlies the use of meta-heuristic optimization to estimate the weight of a neural network. Results show that meta-heuristic training is capable to obtain higher accuracy than stochastic gradient based method [15]. Besides, hybrid optimization has also been proposed as in [16, 17]. In this research, a hybrid optimization between the Particle Swarm Optimization (PSO) and Conjugate Gradient is developed for training neural networks (NN) and undertaking SPM data of time series problems. We called the method as PSO-CG optimization. The four scenarios have been proposed and compared with the PSOs and Conjugate Gradient respectively.

2 Material and Methods

2.1 Data

The data used in this study is the monthly Suspended Particulate Matter (SPM) data in Semarang City, Central Java from January 2008 to December 2017. They are obtained from the Meteorology Climatology and Geophysics Agency of Central Java Province. The data length is 120 and is divided into two parts, the first 96 data as training and the remaining 24 as testing. The input model is identified by using the correlation between past and current series. Significant correlation values from past data with the current are used as input candidates.

2.2 Neural Network Architecture

Neural network architecture used in this research is Feed Forward Neural Network. Due to its use for time series modeling, input of the network is past value of the series, in this case, is a series of SPM data. The past values are determined until a certain lag. A hidden layer is between the input layer and the output layer. This layer is used to perform the weighted sum of the inputs with a nonlinear activation function, the commonly used is the sigmoid logistics function. After processing, the network sends the results to the output layer. The sending is also done with a weighted sum of the hidden layers. At the output layer, processing is carried out with a linear activation function. The network architecture can be described as in Figure 1.

\[
\begin{align*}
    x_i - w^h + \sum_{j=1}^{p} w^j f^h \left( w^j + \sum_{i=1}^{p} w^h_{x_{i-1}} \right)
\end{align*}
\]

Symbol \(f^h\) represents the activation function at the hidden layer and \(w = (w^h, w^j, w^i, w^p)\) is the weights vector. Logistic sigmoid, \(f(x) = 1 / (1 - \exp(x))\), is the activation function commonly used. The number of hidden units can be taken as many as the input unit. The task of optimization is to obtain weights of the vector \(w\) so that it gets the smallest possible error or the resulting output is as close as possible to the target. In this research, the measure of accuracy used is the mean square error.

2.3 Hybrid PSO and Conjugate Gradient

The weights of FFNN described in eq. (1) should be estimated. In the hybrid PSO and Conjugate Gradient, the first stage is obtaining the weights of a network by using PSO. The initial weights were generated first by randomly generating of the initial position in each particle. The initial velocity also has been generated randomly. If the initial condition was motionless, the initial velocity is considered as null. In each experiment, the population size (swarm size) is 10 and the PSO parameters are determined as follows: Inertia Weight = 1, Inertia Weight Damping Ratio = 0.99, Personal Learning Coefficient = 1.5, and Global Learning Coefficient = 2.0. In the PSO stage, the maximum number of iterations is determined with four scenarios, i.e. 10, 25, 50 and 100 iterations, respectively. The weights obtained from this stage are the initial weights of the Conjugate Gradient stage. In this last stage, the maximum epoch is 1000. The results are compared with the PSOs and Conjugate Gradient with 1000 iterations, respectively.
3 Results and Discussion

The first stage of neural network modeling for time series prediction is determining lags of input. From the results of identification, the values of lag 1 and 2 were chosen as input, i.e. \( x_{t-1} \) and \( x_{t-2} \). According to this result, the number of the hidden units can be determined as two. Through the addition of bias as input, and considering the architecture in Fig. 1 and eq. (1), the number of weights should be estimated is 9. By using logistic sigmoid as activation function, eq. (1) became:

\[
x_t = w^h + \sum_{j=1}^{3} w^j \left( \frac{1}{1 + \exp \left( w^h + \sum_{i=1}^{3} w^i x_{t-i} \right)} \right)
\]  

(2)

Obtaining the weights vector \( \mathbf{w} \) of the model in eq. (2) been the main task in this stage. After processing the network in eq. (2) using PSO-CG optimization with four scenarios for several times, the results can be summarized as in table 1. In each experiment, the CG stage needs no finish until 1000 epoch to reach the convergence. The comparison with PSO and Conjugate Gradient also has been conducted.

**Table 1.** Error prediction of SPM by using a neural networks with various optimization.

| Method   | Scenario                | MSE-train (x 10^3) | MSE-test (x 10^3) |
|----------|-------------------------|--------------------|-------------------|
| PSO-CG   | 10 iteration – 1000 epoch | 3.0464             | 1.8735            |
|          | 25 iteration – 1000 epoch | 3.1243             | 1.4918            |
|          | 50 iteration – 1000 epoch | 3.0887             | 1.8392            |
|          | 100 iteration – 1000 epoch | 3.0049             | 1.9422            |
| PSO      | 1000 iteration          | 2.9217             | 1.8910            |
| CG       | 1000 epoch              | 3.0715             | 1.6372            |

An interesting result could be discussed from table 1. We found that the best in-sample prediction was PSO only. It got the least MSE-train, better than the others. Some of PSO-CG made an approach to the PSOs and the others have so far results. The CG also reached a near the PSOs but still higher. However, we could also found that the best in-sample prediction does not guarantee the best out-sample prediction. We found that the best out-sample prediction, the least MSE-test, was given from PSO-CG with the scenario of 25 iteration – 1000 epoch, although it was not so fine at in-sample prediction. The result of out-sample prediction from CG also better than the PSOs. It has a lower MSE-test. From the results, we can say that the PSO has given the best for in-sample prediction whereas the PSO-CG given the best result for out-sample prediction. The PSO-CG does not need to require a lot of iterations in the PSO stage to obtain the initial weights of the CG state. It could be the strength of the proposed procedure. Plot of in-sample and out-sample predictions are shown in Figure 2 and Figure 3, respectively.

![Fig. 2. Plot of the actual and in-sample prediction of SPM by using training data.](image)

![Fig. 3. Plot of the actual and out-sample prediction of SPM by using testing data.](image)

Plot of Figure 2 showed that the in-sample prediction of SPM data, the red line, can approach the actual which was described by the blue line. The model output versus desired output as seen in Fig. 2 showed that most of the forecasted values of SPM were close to the expected values, which indicate that the procedure of the modeling has been quite successful. However, the error at the high values period is still higher than the other period. It also occurred in the results of the research by Wongsathan and Seedadan [11]. A similar result was also obtained in the out-sample prediction shown in Fig. 3, where the forecast does not deviate far from the actual one. It indicated that the comparison between measured data and the predicted monthly SPM data can be considered fairly good. We can state that the proposed procedure is capable of producing good predictions for both training data and testing data. It in accordance with the results in [12, 18] that non-linear approaches like neural networks have suitable for forecasting the SPM.
data. This also answers the contradictory from [19] which was stated the currently available ANN models are not applicable for future particulate matter prediction.

4 Conclusion

Prediction of suspended particulate matter (SPM) by using neural network has been conducted. Procedure for obtaining weights of neural networks was done by using combination of meta-heuristic and gradient based optimization. Hybrid PSO-CG was developed as a way to parse the gradient-based optimization problem which is often stuck at the local optimum. The predictions obtained from the SPM data corroborate the argument for choosing this procedure in a more effective way. Comparison of this procedure with a hybrid between meta-heuristics can be an open problem in the future.
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