SPECTRAL THEORY FOR SELF-ADJOINT QUADRATIC EIGENVALUE PROBLEMS – A REVIEW∗
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Abstract. Many physical problems require the spectral analysis of quadratic matrix polynomials $M\lambda^2 + D\lambda + K$, $\lambda \in \mathbb{C}$, with $n \times n$ Hermitian matrix coefficients, $M$, $D$, $K$. In this largely expository paper, we present and discuss canonical forms for these polynomials under the action of both congruence and similarity transformations of a linearization and also $\lambda$-dependent unitary similarity transformations of the polynomial itself. Canonical structures for these processes are clarified, with no restrictions on eigenvalue multiplicities. Thus, we bring together two lines of attack: (a) analytic via direct reduction of the $n \times n$ system itself by $\lambda$-dependent unitary similarity and (b) algebraic via reduction of $2n \times 2n$ symmetric linearizations of the system by either congruence (Section 4) or similarity (Sections 5 and 6) transformations which are independent of the parameter $\lambda$. Some new results are brought to light in the process. Complete descriptions of associated canonical structures (over $\mathbb{R}$ and over $\mathbb{C}$) are provided – including the two cases of real symmetric coefficients and complex Hermitian coefficients. These canonical structures include the so-called sign characteristic. This notion appears in the literature with different meanings depending on the choice of canonical form. These sign characteristics are studied here and connections between them are clarified. In particular, we consider which of the linearizations reproduce the (intrinsic) signs associated with the analytic (Rellich) theory (Sections 7 and 9).
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1. Introduction. Let $\mathbb{F} = \mathbb{R}$ or $\mathbb{C}$, the fields of real or complex numbers, respectively. We consider quadratic matrix polynomials $P$ over $\mathbb{F}$ with real symmetric or complex Hermitian matrix coefficients, $M, D, K \in \mathbb{F}^{n \times n}$ (the linear space of $n \times n$ matrices over $\mathbb{F}$). Thus,

$$P(\lambda) := MLA^2 + D\lambda + K, \quad \lambda \in \mathbb{C},$$

and, on occasion, we will refer to $P(\lambda)$ as a quadratic, Hermitian system.

In applications, it is frequently the case that $M$ is positive definite, but this property is often “at risk” (if linearly dependent coordinates are chosen in a finite element scheme, for example) and so, wherever possible, we prefer to work in the more general context of possibly singular leading coefficient. It will be assumed throughout that $P(\lambda)$ is a regular matrix polynomial; that is, $\det P(\lambda)$ is not identically zero.

The spectrum of $P$ (the set of eigenvalues of $P$) is defined by

$$\sigma(P) := \{ \lambda \in \mathbb{C} : \det P(\lambda) = 0 \}.$$
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and recall that the location of the spectrum relative to the real and imaginary axes of the complex plane frequently determines important physical properties of the system.

Linearizations play a central role when developing the spectral theory of matrix polynomials (see, for example, [5]). Following, for instance, [6] (Section 7.2) and [15], a linearization of \( P(\lambda) \) is defined to be a linear pencil \( L(\lambda) := \lambda X + Y, \ X, Y \in \mathbb{F}^{2n \times 2n} \) for which

\[
E(\lambda)L(\lambda)F(\lambda) = \begin{bmatrix} P(\lambda) & 0 \\
0 & I_n \end{bmatrix},
\]

for some \( 2n \times 2n \) unimodular matrix polynomials \( E(\lambda), F(\lambda) \) (i.e. with constant, nonzero determinant). Then the matrix functions \( L(\lambda) \) and \( \begin{bmatrix} P(\lambda) & 0 \\
0 & I_n \end{bmatrix} \) are said to be equivalent and, what is important for us, \( \sigma(L) = \sigma(P) \).

In the spectral theory developed in [6], \( M \) is assumed to be the identity matrix, but the whole theory also applies if \( M \) is nonsingular ([5] or Chapter 12 of [7]). In all these references, the theory is mostly confined to complex matrix polynomials (see also [14] for the real case). In contrast, for real symmetric or complex Hermitian linear pencils, singular leading coefficients are admitted if we apply the analysis of [12] and [13].

When \( M \) is nonsingular, the companion matrix of \( P(\lambda) \) is defined to be

\[
C_P := \begin{bmatrix} 0 & I_n \\
-M^{-1}K & -M^{-1}D \end{bmatrix},
\]

the Jordan canonical form for \( P(\lambda) \) is defined to be that of \( C_P \), and \( I_n \lambda - C_P \) is a linearization of \( P(\lambda) \). However, in computational practice, it is frequently the case that \( M \) is singular (as in [1]) – or is ‘dangerously close’ to a singular matrix – and the more general notion of strong linearization is required.

**Definition 1.** A linearization \( L(\lambda) \), as in (3), is said to be a strong linearization of \( P(\lambda) \) if the reverse linear pencil, \( \text{rev} \ L(\lambda) := \lambda Y + X \), is a linearization of the reverse polynomial:

\[
\text{rev} \ P(\lambda) := M + D\lambda + K\lambda^2.
\]

Also, \( P(\lambda) \) is said to have infinity as an eigenvalue (or that infinity is an eigenvalue of \( P(\lambda) \)) if \( 0 \) is an eigenvalue of \( \text{rev} \ P(\lambda) \).

Notice that when \( M \) is nonsingular all linearizations are strong. The reason is that in this case the eigenvalues of \( P(\lambda) \) and \( \text{rev} \ P(\lambda) \) (and their linearizations) are the reciprocals of each other.

Whether \( M \) is singular or nonsingular (and \( P(\lambda) \) is regular), the linear pencil

\[
\lambda \begin{bmatrix} M & 0 \\
0 & -K \end{bmatrix} + \begin{bmatrix} D & K \\
K & 0 \end{bmatrix},
\]

preserves symmetry and provides a strong linearization if and only if \( \det K \neq 0 \). Indeed, this pencil is a member of a family of strong Hermitian linearizations of \( P(\lambda) \). It is shown in [8, Sec. 3] (see also Table 1 of [15]) that, for real parameters \( a_1, a_2 \in \mathbb{R} \), not both zero, with \( -\frac{a_2}{a_1} \notin \sigma(P) \), every pencil of the form

\[
L(\lambda) := \lambda \begin{bmatrix} a_1M & a_2M \\
a_2M & a_2D - a_1K \end{bmatrix} + \begin{bmatrix} a_1D - a_2M & a_1K \\
a_1K & a_2K \end{bmatrix},
\]

is either a real symmetric, or a complex Hermitian, strong linearization of \( P(\lambda) \).
In particular, the pencil (5) is obtained with $a_1 = 1$, $a_2 = 0$, in which case the condition $a_2 \neq 0 \notin \sigma(P)$ is equivalent to $\det K \neq 0$. Observe also that the choice $a_1 = 0$, $a_2 = 1$ determines a real symmetric or complex Hermitian linearization when infinity is not an eigenvalue of $P(\lambda)$; that is, when $\det M \neq 0$.

The family of linearizations (6) will play a key role in this paper and so a specific notation will be used for them according as $P(\lambda)$ is real symmetric or (more generally) complex Hermitian:

(i) If $M, D, K$ are symmetric matrices in $\mathbb{R}^{n \times n}$ and $a_1, a_2 \in \mathbb{R}$ then

$$A_R := \begin{bmatrix} a_1 M & a_2 M \\ a_2 M & a_2 D - a_1 K \end{bmatrix}, \quad B_R := \begin{bmatrix} a_1 D - a_2 M & a_1 K \\ a_1 K & a_2 K \end{bmatrix}. \quad (7)$$

(ii) If $M, D, K$ are Hermitian matrices in $\mathbb{C}^{n \times n}$ and $a_1, a_2 \in \mathbb{R}$ then

$$A_C := \begin{bmatrix} a_1 M & a_2 M \\ a_2 M & a_2 D - a_1 K \end{bmatrix}, \quad B_C := \begin{bmatrix} a_1 D - a_2 M & a_1 K \\ a_1 K & a_2 K \end{bmatrix}. \quad (8)$$

Assuming that $a_1$ and $a_2$ are not both zero and $a_2 \neq 0 \notin \sigma(P)$, $\lambda A_R + B_R$ or $\lambda A_C + B_C$ are strong linearizations of $P(\lambda)$ according as $\mathbb{F} = \mathbb{R}$ or $\mathbb{C}$. Then, taking into account (3), $P(\lambda)$ is regular if and only if $\lambda A_R + B_R$ (or $\lambda A_C + B_C$, resp.) is regular.

The important role played by these linearizations is apparent from (3) and the easily verified relation that will be important in Sections 8 and 9: For any $\lambda \in \mathbb{C}$

$$\left(\lambda A_C + B_C\right) \begin{bmatrix} \lambda I_n \\ I_n \end{bmatrix} = \begin{bmatrix} a_1 I_n \\ a_2 I_n \end{bmatrix} P(\lambda), \quad (9)$$

(and similarly for $\lambda A_R + B_R$).

More generally, a computation shows that if $a_1 \neq 0$ or $a_2 \neq 0$ and $-\frac{a_2}{a_1} \notin \sigma(P)$ then, for any pair of matrices $Y_1, Y_2 \in \mathbb{F}^{n \times n}$ for which $\lambda Y_2 - Y_1$ is unimodular, there are linear pencils $X_1(\lambda)$ and $X_2(\lambda)$ such that

$$F(\lambda) := \begin{bmatrix} \lambda I_n & Y_1 \\ I_n & Y_2 \end{bmatrix}, \quad E(\lambda) := \begin{bmatrix} a_1 I_n & X_1(\lambda) \\ a_2 I_n & X_2(\lambda) \end{bmatrix}. \quad (10)$$

are unimodular, and

$$\left(\lambda A_C + B_C\right) F(\lambda) = E(\lambda) \begin{bmatrix} P(\lambda) & 0 \\ 0 & I_n \end{bmatrix}. \quad (11)$$

This confirms that, if $-\frac{a_2}{a_1} \notin \sigma(P)$, then $\lambda A_C + B_C$ is a linearization of $P(\lambda)$, and similarly for $\lambda A_R + B_R$.

To be precise, in the definition of $E(\lambda)$ in (10), we have linear pencils:

$$X_1(\lambda) = \lambda M(a_1 Y_1 + a_2 Y_2) + a_1 D Y_1 + (a_1 K Y_2 - a_2 M Y_1),$$
$$X_2(\lambda) = \lambda (a_2 D Y_2 - (a_1 K Y_2 - a_2 M Y_1)) + K(a_1 Y_1 + a_2 Y_2).$$

And $E(\lambda)$ is unimodular if and only if $\lambda Y_2 - Y_1$ is unimodular and $-\frac{a_2}{a_1} \notin \sigma(P)$ (provided that $a_1 \neq 0$ or $a_2 \neq 0$).

1.1. Canonical forms. The spectral theory of real symmetric or complex Hermitian quadratic matrix polynomials is developed in the literature mostly through canonical forms of their linearizations. This is
what we call the algebraic approach. In this approach, there are three interconnected ways of using the linearizations of a given quadratic system with the common goal of reducing them to canonical form by, either, congruence or similarity transformations which are independent of $\lambda$.

The first method consists of reducing the pencil $\lambda A_C + B_C$, or $\lambda A_R + B_R$, by congruence transformations. This method is based on the theory of canonical forms for linear pencils which can be found, for example, in [12, 13]. It will be reviewed in Section 4.

The second method uses the notion of self-adjoint standard triples as defined in [14]. These triples can be reduced by similarity to self-adjoint Jordan triples which provide complete spectral information, including Jordan chains, concerning the given real symmetric or complex Hermitian quadratic systems. In this method, the condition $\det M \neq 0$ will be required and is discussed in Section 5.

The third method to study the spectral properties of $P(\lambda)$ of (1) is to apply unitary similarity to pairs of matrices $(T, H)$, where $T$ is a linearization of $P(\lambda)$ and $H$ is an invertible Hermitian (symmetric in the real case) matrix for which $T$ is $H$-self-adjoint. This theory also requires $M$ nonsingular, and it is reviewed in Section 6.

Another way to study the spectral properties of real symmetric or complex Hermitian quadratic systems is through what we call the analytic approach. This is based on the important Rellich theorem (Theorem 2 below), which uses direct reduction of $P(\lambda)$ itself by $\lambda$-dependent unitary similarity. This is developed in Sections 2 and 3.

All of the lines of attack (both algebraic and analytic) reveal important properties of the spectrum of $P(\lambda)$. However, reduction by congruence may have the advantages that symmetries of the system are preserved, and a singular leading coefficient may be admissible. In reduction by similarity transformations some symmetries are lost and invertibility of $M$ will be required.

Connections among all these theories are scattered in the literature (including [6, 7] and [14]). One of the main goals of this paper is to bring them together and clarify their connections.

In all cases the notion of a sign characteristic associated with the real eigenvalues appears as an invariant for the considered transformation. A thorough analysis of the sign characteristic of Hermitian matrix polynomials was carried out in [16] where applications in Control and Perturbation theory are discussed in Section 1 (see also [2]). It is important to note that, as pointed out in [16], the “sign characteristics” attached to real eigenvalues in different canonical forms may not coincide.

Connections between the sign characteristics appearing in the different canonical forms will be analyzed. This topic is strongly related to the problem of characterizing the strong linearizations of $P(\lambda)$ which preserve the sign characteristic. This question was tackled in [3] (see also [2]). In most cases, including these references, the adopted definition of sign characteristic is basis-dependent and this is the reason why canonical forms with different sign characteristics appear in the literature. One of the goals of this paper is to clarify this matter by referring the reader to the only sign characteristic which is basis-free: that derived from Rellich’s theorem.

The connection among all analyzed sign characteristics will be clarified in Section 7. The relationship between the eigenvalue functions of quadratic systems and their linearizations of (6) will be investigated in Section 8 where some interlacing inequalities will be disclosed. Section 9 provides, for any given real symmetric or complex Hermitian quadratic matrix polynomial (with possibly singular leading coefficient) strong
linearizations preserving both the symmetry and the sign characteristic, including that of the eigenvalue at infinity. In fact, a characterization of the strong linearizations of (6) which preserve the sign characteristic of such quadratic systems will be given. To our knowledge, these are new result that could serve as a basis for future investigation. When possible, our main results are illustrated with examples and graphics.

A word on notation: we aim to develop the theory for both real symmetric and complex Hermitian systems simultaneously. In order to simplify the notation, unless we must specify that the underlying field is \( \mathbb{R} \) or \( \mathbb{C} \), we will call a matrix Hermitian when it is either complex Hermitian (\( \mathbb{F} = \mathbb{C} \)) or real symmetric (\( \mathbb{F} = \mathbb{R} \)). So, \( A \in \mathbb{F}^{m \times n} \) will be an Hermitian matrix if \( A = A^* \) meaning that \( a_{ij} = \bar{a}_{ji} \) when \( \mathbb{F} = \mathbb{C} \), and \( a_{ij} = a_{ji} \) when \( \mathbb{F} = \mathbb{R} \). Also, we will say that \( P(\lambda) \) is a \textit{quadratic Hermitian system} if its coefficient matrices are Hermitian.

Most results in this paper hold for arbitrary matrix polynomials of any degree with real symmetric or complex Hermitian coefficients. However, quadratic systems arise most frequently and they are worthy of special attention.

2. Parameter dependent unitary similarity and equivalence. An informative geometric perspective on many problems in this context is obtained if we recall that, when \( M, D, \) and \( K \) are Hermitian, \( P(\lambda) \) of (1) is an Hermitian matrix-valued function of \( \lambda \in \mathbb{R} \). This is the approach taken in this section where the developments of [16] and [5, 6] or [7] are adapted to quadratic matrix polynomials. The starting point is a theorem of Rellich [17], which will be presented in a general form following [4], and will then be applied to Hermitian quadratic matrix polynomials.

We adopt some conventions of [4]:

(a) A set \( \Omega \subset \mathbb{C} \) is said to be a \textit{domain} if it is nonempty, open, and connected.
(b) For a domain \( \Omega \subset \mathbb{C} \), \( H(\Omega) \) denotes the ring of functions \( f \) defined on \( \Omega \) such that, for each \( \zeta \in \Omega \), there is an open neighborhood \( \mathcal{V}_\zeta \) of \( \zeta \) on which \( f \) is analytic. Also, \( H(\Omega)^{m \times n} \) will denote the set of \( m \times n \) matrices with elements in \( H(\Omega) \).
(c) If \( \Omega = \{ \zeta \} \) then \( H_\zeta \) stands for \( H(\{ \zeta \}) \).
(d) A domain \( \Omega \subset \mathbb{C} \) is said to be \textit{\( \mathbb{R} \)-symmetric} if \( \overline{\Omega} = \Omega \) where \( \overline{\Omega} = \{ z \in \mathbb{C} : \overline{z} \in \Omega \} \).

Assume that \( \Omega \subset \mathbb{C} \) is \( \mathbb{R} \)-symmetric. Analytic matrix functions \( A(z), U(z) \in H(\Omega)^{n \times n} \) are said to be \textit{Hermitian analytic} on \( \Omega \) and \textit{unitary analytic} on \( \Omega \), respectively, if

\[
A(z) = A(\overline{z})^*, \quad U(z)^{-1} = U(\overline{z})^*, \quad \text{for all } z \in \Omega.
\]

Note that if \( \Omega \) is \( \mathbb{R} \)-symmetric, \( f \in H(\Omega) \) and \( g(z) = \overline{f(\overline{z})} \) for all \( z \in \Omega \) then \( g \in H(\Omega) \).

\textbf{Theorem 2} (Rellich’s Theorem: [17], [4, Theorem 4.17.2]). Let \( \Omega \subset \mathbb{C} \) be an \( \mathbb{R} \)-symmetric domain, let \( A(z) \in H(\Omega)^{n \times n} \) be an Hermitian analytic matrix function on \( \Omega \), and let \( J \) be a real open interval in \( \Omega \). Then there exists an \( \mathbb{R} \)-symmetric domain \( \Omega_1 \) such that \( J \subset \Omega_1 \subset \Omega \) and the following properties hold:

1. The characteristic polynomial of \( A(z) \) “splits” in \( H(\Omega_1) \). That is, for any \( \mu \in \mathbb{C}, z \in \Omega_1 \)

\[
\det(\mu I_n - A(z)) = \prod_{i=1}^{n}(\mu - \mu_i(z)),
\]

where \( \mu_1(z), \ldots, \mu_n(z) \in H(\Omega_1) \).

2. There exists a unitary analytic matrix function \( U(z) \in H(\Omega_1)^{n \times n} \) such that, for any \( z \in \Omega_1 \),

\[
A(z) = U(z) \text{Diag}[\mu_1(z), \ldots, \mu_n(z)] U(\overline{z})^*.
\]
Theorem 2 says that if \( A(z) \) is an Hermitian analytic matrix defined on an \( \mathbb{R} \)-symmetric domain \( \Omega \), then it admits \( n \) eigenvalue functions \( \mu_1(z), \ldots, \mu_n(z) \) which are analytic in an \( \mathbb{R} \)-symmetric subdomain \( \Omega_1 \subset \Omega \) with \( J \subset \Omega_1 \). These eigenvalue functions are real when \( z \in J \) because \( A(z) \in \mathbb{C}^{n \times n} \) is Hermitian for each \( z \in J \) and \( \mu_1(z), \ldots, \mu_n(z) \) are its eigenvalues.

The theorem also implies that, for \( z \in \Omega_1 \), there are corresponding (mutually orthogonal) analytic “eigenvector functions” \( x_j(z) \) with values in \( \mathbb{C}^n \). In fact, if \( x_j(z) \) is the \( j \)th column of \( U(z) \), then

\[
A(z)x_j(z) = \mu_j(z)x_j(z), \quad j = 1, \ldots, n, \quad z \in \Omega_1,
\]

and the orthogonality conditions hold:

\[
x_j(\tau)^*x_k(z) = \delta_{jk}, \quad j, k = 1, \ldots, n, \quad z \in \Omega_1,
\]

where \( \delta_{jk} \) is the Kronecker delta.

More generally, and in contrast with Theorem 2, basic spectral data for matrix functions in \( H(\Omega) \) (with or without symmetries) can be revealed by applying equivalence transformations to \( A(z) \). In fact, for any nonempty connected set \( \Omega \subset \mathbb{C} \) (not necessarily a domain), \( H(\Omega) \) is an elementary divisor domain ([4, Theorem 1.5.3]). Commutative rings of this kind were introduced by Kaplansky in [10] and have the important property that any possibly rectangular matrix is equivalent to a matrix whose only nonzero elements are in the first diagonal positions. This “diagonal” matrix is called the Smith normal form of \( A(z) \) ([4, Theorem 1.14.1] and [20]).

Specifically, let \( A(z), B(z) \in H(\Omega)^{m \times n} \) then \( A(z) \) and \( B(z) \) are said to be equivalent if there are invertible matrices \( F_1(z) \in H(\Omega)^{m \times m} \) and \( F_2(z) \in H(\Omega)^{n \times n} \) (analytic matrix functions whose determinants are nonzero on \( \Omega \)) such that \( B(z) = F_1(z)A(z)F_2(z) \). Then, we have

**Theorem 3.** Let \( \Omega \subset \mathbb{C} \) be a nonempty connected set and \( A(z) \in H(\Omega)^{m \times n} \). Then \( A(z) \) is equivalent to a matrix with the following diagonal form:

\[
D(z) := \begin{bmatrix} \text{Diag}[d_1(z), \ldots, d_\rho(z)] & 0 \\ 0 & 0 \end{bmatrix},
\]

where \( \rho = \text{rank } A(z) \) is the (normal) rank of \( A(z) \) (i.e., the order of the biggest nonzero minor of \( A(z) \)), \( d_i(z) \in H(\Omega) \) for \( i = 1, \ldots, \rho \) and \( d_i(z) | d_{i+1}(z) \), for \( i = 1, \ldots, \rho - 1 \).

The analytic functions \( d_1(z), \ldots, d_\rho(z) \) are the invariant factors of \( A(z) \) and they are uniquely determined by \( A(z) \) up to products by units of \( H(\Omega) \) (i.e., analytic functions which have no zeros in \( \Omega \)). The diagonal matrix function, \( D(z) \) of (15), is called the Smith normal form of \( A(z) \).

If \( z_0 \in \Omega \) then for \( i = 1, \ldots, \rho \) there is a nonnegative integer \( m_i \geq 0 \) such that \( d_i(z) = (z - z_0)^{m_i}c_i(z) \) with \( c_i(z) \in H(\Omega) \) and \( c_i(z_0) \neq 0 \). If \( m_i = 0 \), then \( d_i(z_0) \neq 0 \) and if \( m_i > 0 \) then \( \text{rank } A(z_0) < \rho \) and so \( z_0 \) is an eigenvalue of \( A(z) \) ([16, Section 2])\(^3\). In particular, if \( \rho = m = n \), then \( \text{det } A(z) = \prod_{i=1}^n d_i(z) \) up to a product by a unit of \( H(\Omega) \), and so \( \text{det } A(z_0) = 0 \) if and only if \( d_i(z_0) = 0 \) for some \( i = 1, \ldots, n \). The nonnegative integers \( 0 \leq m_1 \leq \cdots \leq m_n \) different from 0 are called the partial multiplicities of \( A(z) \) for its eigenvalue \( z_0 \). For notational simplicity, we will admit zeros as partial multiplicities when needed.

\(^3\) If \( \Omega \) is a domain then the set of eigenvalues of \( A(z) \) is a countable set in \( \Omega \) whose accumulation points are on the boundary of \( \Omega \).
Now, it follows from $A(z) \in H(\Omega)^{m \times n}$ that $A(z) \in H^{m \times n}_{z_0}$ for all $z_0 \in \Omega$; i.e. $A(z)$ is an analytic matrix function at $z_0$. The Smith normal form of $A(z) \in H^{m \times n}_{z_0}$ is particularly simple (see [7, Theorem A.6.4] for example). In fact, if, as above, we write $d_j(z) = (z - z_0)^{m_j}c_j(z)$ with $c_j(z_0) \neq 0$, $j = 1, \ldots, \rho$, then

$$G(z) := \text{Diag}[c_1(z), \ldots, c_\rho(z), 1, \ldots, 1],$$

is invertible in $H^{m \times n}_{z_0}$. Since $A(z)$ and $D(z)$ are equivalent in $H^{m \times n}_{z_0}$, we conclude that

$$G_2(z)^{-1}D(z) = \begin{bmatrix} \text{Diag}[(z - z_0)^{m_1}, \ldots, (z - z_0)^{m_\rho}] & 0 \\ 0 & 0 \end{bmatrix},$$

is equivalent to $A(z)$ in $H^{m \times n}_{z_0}$. Now, the divisibility condition $d_1(z) \mid d_2(z) \mid \cdots \mid d_\rho(z)$ implies $0 \leq m_1 \leq \cdots \leq m_\rho$. Hence $G_2(z)^{-1}D(z) \in H^{m \times n}_{z_0}$ is a matrix in Smith normal form; it is called the local Smith form of $A(z)$ at $z_0$. It is completely determined by the rank of $A(z)$ and its partial multiplicities (including zeros) at $z_0$.

When $A(z)$ is an Hermitian analytic matrix function, the partial multiplicities of its eigenvalues can be obtained from the eigenvalue functions. Specifically, let $\Omega \subset \mathbb{C}$ be an $\mathbb{R}$-symmetric domain and let $A(z) \in H(\Omega)^{n \times n}$ be an Hermitian analytic matrix. According to Rellich’s theorem, there is an $\mathbb{R}$-symmetric domain $\Omega_1$ and a unitary analytic matrix $U(z) \in H(\Omega_1)^{n \times n}$ such that (12) holds. If rank $A(z) = \rho < n$ and $\mu_1(z), \ldots, \mu_n(z)$ are its eigenvalue functions, we can assume without loss of generality that, for $i = 1, 2, \ldots, \rho$, $\mu_i(z)$ is not the zero function in $\Omega_1$ and $\mu_i(z) = 0$ for $i = \rho + 1, \ldots, n$ and all $z \in \Omega_1$.

**Proposition 4.** With the above notation, let $z_0 \in \Omega_1$ be an eigenvalue of $A(z) \in H(\Omega)^{n \times n}$, let $\rho = \text{rank}A(z)$ and let $(m_1, \ldots, m_\rho)$ be the partial multiplicities (including zeros) for the eigenvalue $z_0$. Then there is a permutation $(k_1, \ldots, k_\rho)$ of $(1, \ldots, \rho)$ such that

$$\mu_{k_j}(z) = (z - z_0)^{m_j} \nu_{k_j}(z), \quad j = 1, \ldots, \rho, \quad \nu_{k_j}(z_0) \neq 0,$$

and $\nu_{k_j}(z)$ is analytic in a neighborhood of $z_0$.

**Proof.** It follows from item 2 of Theorem 2 that, for $z \in \Omega_1$, $A(z)$ is equivalent to $M(z) := \text{Diag}[\mu_1(z), \ldots, \mu_n(z)]$ in $H(\Omega_1)^{n \times n}$. Write

$$\mu_j(z) = (z - z_0)^{s_j} \nu_j(z), \quad \nu_j(z_0) \neq 0, \quad j = 1, \ldots, \rho.$$

As seen above, $G(z) = \text{Diag}[\nu_1(z), \ldots, \nu_\rho(z), 1, \ldots, 1]$ is invertible in $H^{n \times n}_{z_0}$ and

$$G(z)^{-1}M(z) = \text{Diag}[(z - z_0)^{s_1}, \ldots, (z - z_0)^{s_\rho}, 0, \ldots, 0].$$

Now, there is an $n \times n$ permutation matrix $P$ such that

$$S(z) = PG(z)^{-1}M(z)P^T = \text{Diag}[(z - z_0)^{s_{k_1}}, \ldots, (z - z_0)^{s_{k_\rho}}, 0, \ldots, 0],$$

where $s_{k_1} \leq \cdots \leq s_{k_\rho}$ is the sequence $(s_1, \ldots, s_\rho)$ arranged in nondecreasing order. It follows from $(z - z_0)^{s_{k_1}} \mid \cdots \mid (z - z_0)^{s_{k_\rho}}$ that $S(z)$ is the local Smith form of $A(z)$ at $z_0$. Hence, $s_{k_j} = m_j$ for $j = 1, \ldots, \rho$ and the Proposition follows.

**2.1. The quadratic case.** Now we apply the Rellich technique to the Hermitian quadratic matrix polynomial of (1). Here, attention is confined to the special case $\lambda \in \mathbb{R}$. 
Theorem 5. If $M$, $D$, and $K$ of (1) are Hermitian matrices then the following properties hold:

(i) There are $n$ real-valued analytic functions $v_1(\lambda)$, ..., $v_n(\lambda)$, $\lambda \in \mathbb{R}$, such that
\[
\det(\mu I_n - P(\lambda)) = \prod_{i=1}^{n} (\mu - v_i(\lambda)).
\]

(ii) There is an $n \times n$ matrix-valued analytic function $U(\lambda)$ for which $U(\lambda)^* U(\lambda) = I_n$, and
\[
P(\lambda) = U(\lambda) \text{Diag}[v_1(\lambda), v_2(\lambda), \ldots, v_n(\lambda)] U(\lambda)^*, \quad \lambda \in \mathbb{R}.
\]

(iii) If $\lambda_1 < \lambda_2 < \cdots < \lambda_r$ are the real eigenvalues of $P(\lambda)$ (if any) and for $1 \leq j \leq r$, $m_j \leq \cdots \leq m_j g_j$ are the partial multiplicities of the eigenvalue $\lambda_j$, then there are $g_j$ eigenvalue functions $v_{i_j}(\lambda)$ such that for $k = 1, \ldots, g_j$ and $j = 1, \ldots, r$
\[
v_{i_j}(\lambda) = (\lambda - \lambda_j)^{m_j k} \nu_{i_j k}(\lambda), \quad \nu_{i_j k}(\lambda_j) \neq 0, \quad \lambda \in \mathbb{R}.
\]

Proof. Since $M$, $D$ and $K$ are $n \times n$ Hermitian matrices, $P(\lambda) = M\lambda^2 + D\lambda + K$ is an Hermitian analytic matrix for $\lambda \in \mathbb{R}$. More generally, we will prove properties (i) and (ii) for any matrix $A(\lambda) \in H(J)^{n \times n}$ which is Hermitian analytic in an open interval $J \subseteq \mathbb{R}$. In fact, for such a matrix we have $A(\lambda)^* = A(\lambda)$ for $\lambda \in J$ and for each $\lambda_0 \in J$ there is an open ball $B_{\lambda_0} \subset \mathbb{C}$ with $A(z)$ analytic for all $z \in B_{\lambda_0}$. Let $\Omega = \bigcup_{\lambda_0 \in J} B_{\lambda_0}$. Then $\Omega$ is open, connected, $\mathbb{R}$-symmetric, $J \subseteq \Omega$ and $A(z), A(\tau)^* \in H(\Omega)^{n \times n}$.

Now let us show that $A(z) = A(\tau)^*$; i.e. $A(z)$ is Hermitian analytic in $\Omega$. For $1 \leq i \leq j \leq n$ let $b_{ij}(z) = a_{ij}(z) - a_{ij}(\tau), z \in \Omega$. Then, $b_{ij}(z)$ is an analytic function in $\Omega$ and so ([18, Theorem 10.18]) its set of zeros is either $\Omega$ or a countable set with no limit point in $\Omega$. Since $b_{ij}(z) = 0$ for all $z \in J$, we must have $b_{ij}(z) = 0$ for all $z \in \Omega$ as claimed.

Properties (i) and (ii) for $A(\lambda)$ follow at once from Theorem 2. Also, if $\lambda_j$ is a real eigenvalue of $A(\lambda)$ and $m_1 \leq \cdots \leq m_g$ are its partial multiplicities, then by Proposition 4, there are $g$ eigenvalue functions $v_{i_1}(\lambda)$, ..., $v_{i_g}(\lambda)$ such that for $k = 1, \ldots, g$
\[
v_{i_k}(\lambda) = (\lambda - \lambda_j)^{m_j k} \nu_{i_k k}(\lambda), \quad \nu_{i_k k}(\lambda_j) \neq 0.
\]

Since $P(\lambda)$ is a matrix polynomial, it has a finite number of real eigenvalues. Property (iii) follows by applying (18) to each of them.

Remark 6. The proof of our Theorem 2 in [4] follows the ideas of [11, Chapter 2, Theorem 6.1] and [20]. In both cases, Theorem 2 is first proved for real $\lambda \in J \subseteq \Omega$. (See [6, Theorem S6.3] for a different, but closely related, proof.) Analytic continuation is then used in [4] and [11] to extend the result to an open connected set $\Omega_1 \subseteq \Omega$ containing $J$. Using that approach, the proof that $P(\lambda)$ satisfies properties (i) and (ii) of Theorem 5 is straightforward. Proposition 4 is still needed to prove property (iii).

Definition 7. (a) If $\lambda_1, \lambda_2, \ldots, \lambda_r$ are the distinct eigenvalues of $P(\lambda)$ and for $j = 1, \ldots, r$, $m_1 \leq \cdots \leq m_{g_j}$ are the partial multiplicities of the eigenvalue $\lambda_j$, then $\sum_{k=1}^{g_j} m_{jk}$ is the algebraic multiplicity of $\lambda_j$ and $g_j$ is its geometric multiplicity. (b) For $j = 1, \ldots, r$ and $i = 1, \ldots, g_j$, $(\lambda - \lambda_j)^{m_{ij}}$ is said to be an elementary divisor of $P(\lambda)$ for the eigenvalue $\lambda_j$ with partial multiplicity $m_{ij}$.

Now we introduce the concept of a sign characteristic for the real eigenvalues of $P(\lambda)$.

Definition 8. If $\lambda_1 < \lambda_2 < \cdots < \lambda_r$ are the real eigenvalues of $P(\lambda)$, the family of $+1$’s and $-1$’s determined in equation (17) by the sequence $(\text{sign} (\nu_{i_j k}(\lambda_j)))$, $1 \leq i_1 < i_2 < \cdots < i_{g_j} \leq n$ for each $j = 1, \ldots, r$ is called the sign characteristic of the real eigenvalue $\lambda_j$. It is uniquely determined for each $\lambda_j$ up to a permutation of signs associated with equal elementary divisors.
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In other words, the sign characteristic of $\lambda_j$ is the family of signs of the $m_{jk}$th derivatives of $v_{ik}(\lambda)$ evaluated at $\lambda_j$: $\text{sign} v_{ik}^{(m_{jk})}(\lambda_j), \ k = 1, \ldots, g_j$. Note that, for a semisimple real eigenvalue $\lambda_j$, the sign characteristic has a geometric interpretation in terms of the collection of positive, or negative, slopes of eigenvalue functions $v_{ik}(\lambda)$, which vanish at $\lambda_j$ (see $(18)$).

**Definition 9.** We will use the term sign characteristic of $P(\lambda)$ to refer to the sequence of sign characteristics of all real eigenvalues of $P(\lambda)$ in some order (for instance, arranging the distinct real eigenvalues in increasing order).

With some abuse of language, we will often refer to the sign characteristic of $P(\lambda)$, although it is uniquely determined only up to reordering of its real eigenvalues and the signs associated with equal elementary divisors at each real eigenvalue.

More generally, the sign characteristic for the eigenvalues of analytic Hermitian matrix functions $A(\lambda)$, $\lambda \in \mathbb{R}$, can be defined in the same way using $(18)$ (see [16, Def. 2.3]. See also [6, Sec. 12.3] or [7, Sec. 12.5] for a different but equivalent approach).

### 3. Examples and discussion.

**Example 10.** (a) Figure 1 depicts the graphics of the eigenvalue functions of the real symmetric matrix polynomial

$$P(\lambda) = \begin{bmatrix} 2 & -1 & 0 \\ -1 & 2 & 0 \\ 0 & 0 & 3 \end{bmatrix} \lambda^2 + \begin{bmatrix} 1 & 4 & 1 \\ 4 & -3 & 4 \\ 1 & 4 & 1 \end{bmatrix} \lambda + \begin{bmatrix} 7 & 8 & 7 \\ 8 & -6 & 8 \\ 7 & 8 & 7 \end{bmatrix},$$

whose real eigenvalues are the points where the eigenvalue functions cut or touch the real axis. In fact (to four decimal places):

$$\sigma(P) = \{-1.2496, \ 0, \ 3.7220, \ -2.0695 \pm 2.8947i\}.$$

There are two real eigenvalues of partial multiplicity 1 (simple eigenvalues), namely, $-1.2496$ and $3.7220$. The eigenvalue $0$ has algebraic multiplicity 2 and geometric multiplicity 1. So the elementary divisor associated with the eigenvalue $0$ is $\lambda^2$. The sign characteristic of the eigenvalue $-1.2496$ is $-1$ and that of $3.7220$ is $+1$. 

![Figure 1](image1.png)  
*Figure 1. Eigenvalue functions of the quadratic matrix polynomial of Example 10 (a).*

![Figure 2](image2.png)  
*Figure 2. Eigenvalue functions of the quadratic matrix polynomial of Example 10 (b).*
Also, the eigenvalue function corresponding to the eigenvalue 0 can be written as $v(\lambda) = \lambda^2 \nu(\lambda)$ with $\nu(0) \neq 0$. The graph of this curve in Figure 1 shows that $\nu(0) > 0$ and so (see Definition 8 and (17)) the sign characteristic of eigenvalue 0 and partial multiplicity 2 is also +1. Therefore, the sign characteristic of $P(\lambda)$ is $(-1), (+1), (+1)$.

(b) Consider the following real symmetric quadratic matrix polynomial

$$P(\lambda) = \begin{bmatrix} -0.5 & 2 & 0.5 \\ 2 & 1.4 & -0.5 \\ 0.5 & -0.5 & -0.5 \end{bmatrix} \lambda^2 + \begin{bmatrix} -1.0 & -3.7 & 0 \\ -3.7 & -1.8 & 0 \\ 0 & 0 & 0 \end{bmatrix} \lambda + \begin{bmatrix} 1.5 & 1.7 & -0.5 \\ 1.7 & 0.4 & 0.5 \\ -0.5 & 0.5 & 0.5 \end{bmatrix}.$$  

Its elementary divisors are $(\lambda - 1), (\lambda - 1), (\lambda - 1), (\lambda + 1)$ and the eigenvalue functions are shown in Figure 2. The sign characteristic for the simple eigenvalue $-1$ is $+1$ and that of the semisimple eigenvalue $+1$ is $(-1, -1, +1)$ (but also $(-1, +1, -1)$ or $(+1, -1, -1)$). There is one conjugate pair of non-real eigenvalues. A sign characteristic for $P(\lambda)$ is, for instance, $((+1), (-1, +1, -1))$. 

We see that the real zeros, $\lambda_j$, (if any) of the real eigenvalue functions $v_j(\lambda)$ determine the real eigenvalues of $P(\lambda)$, and the nature of such a zero $\lambda_j$ is dependent on the partial multiplicities and the associated sign characteristics, $\eta_j = \pm 1$; one for each partial multiplicity (or, equivalently, each elementary divisor). With these concepts we can add some geometric intuition to the discussion of canonical forms.

It is important to note that this technique does not require the invertibility of $M$. In particular, the whole argument holds true when $M = 0$; that is to say, for Hermitian pencils. Thus, if $A, B \in \mathbb{F}^{n \times n}$ are Hermitian and $L(\lambda) = \lambda A + B$, we can apply Rellich’s theorem (Theorem 2) to $L(\lambda)$, and so we have for $L(\lambda)$ the notions of eigenvalue functions and sign characteristics for each eigenvalue of Definition 8 and those of partial, algebraic and geometric multiplicities of Definition 7. (See also [7, Theorem 5.11.1].)

Figure 3 shows the eigenvalue functions of the Hermitian linearization of (7) for the values $a_1 = 0$ and $a_2 = 1$ corresponding to the symmetric quadratic matrix polynomial of (19). Notice that this is a linearization of $P(\lambda)$ of the form (6) because, as $\det M \neq 0$, infinity is not an eigenvalue of $P(\lambda)$. Observe also that the predicted eigenvalues are consistent with those of Figure 1. Moreover, the sign characteristics of the real eigenvalues are preserved.

![Figure 3. Eigenvalue functions of $L(\lambda) = \begin{bmatrix} 0 & M \\ M & D \end{bmatrix} \lambda + \begin{bmatrix} -M & 0 \\ 0 & K \end{bmatrix}$ where $M$, $D$, and $K$ are the coefficients of the quadratic system of Example 10(a).](image-url)
Sign characteristics of the eigenvalue $\mu_0 = \frac{1}{\lambda_0}$ of $\text{rev} P(\lambda)$ when $\lambda_0$ is the corresponding eigenvalue of $P(\lambda) = M\lambda^2 + D\lambda + K$ with sign characteristic $\eta_0$ for the partial multiplicity $m_0$.

| $\mu_0$ = $\frac{1}{\lambda_0}$ | $\mu_0$ = 0 | $\mu_0$ = $\infty$ |
|---|---|---|
| $m_0$ even | $\eta_0$ | $-\eta_0$ | $-\eta_0$ |
| $m_0$ odd | $-\eta_0$ | $-\eta_0$ | $-\eta_0$ |

On the other hand, if $M$ is not the zero matrix but singular ($\det M = 0$), then $P(\lambda) = M\lambda^2 + D\lambda + K$ has an eigenvalue at infinity (or infinity as an eigenvalue). The same is true for any linear matrix pencil $L(\lambda) = \lambda A + B$ if $A \neq 0$ and $\det A = 0$. More generally, the partial multiplicities and the algebraic and geometric multiplicities of the eigenvalue at infinity are defined to be those of 0 as an eigenvalue of the reverse polynomial $\text{rev} P(\lambda) = K\lambda^2 + D\lambda + M$. Also, the elementary divisors of $P(\lambda)$ at infinity are those of $\text{rev} P(\lambda)$ at 0.

The sign characteristic of the eigenvalue at infinity has been studied in [16]. It is defined to be the sign characteristic of the eigenvalue 0 of $S(\lambda) = -\text{rev} P(\lambda)$ (notice the minus sign preceding $\text{rev} P(\lambda)$). With this definition, the relationship between the sign characteristics of the real eigenvalues of $P(\lambda) = M\lambda^2 + D\lambda + K$ and of $\text{rev} P(\lambda) = K\lambda^2 + D\lambda + M$ is illustrated in Example 3.6 of [16]. The following relevant results, which will be used later on, have been extracted from that Example:

(a) Assume that $\lambda_0$ is a finite or infinite eigenvalue of $P(\lambda)$. Let $m_0$ be one of its partial multiplicities and let $\eta_0$ be the sign characteristic of $\lambda_0$ associated with $m_0$. Then the sign characteristics for the partial multiplicity $m_0$ of the corresponding eigenvalue $\mu_0$ of $\text{rev} P(\lambda)$ are shown in Table 1 (recall that $\lambda_0 \neq 0, \infty \Leftrightarrow \mu_0 = \frac{1}{\lambda_0}, \lambda_0 = 0 \Leftrightarrow \mu_0 = \infty$, and $\lambda_0 = \infty \Leftrightarrow \mu_0 = 0$).

(b) Similarly, the relationship between the sign characteristics of the real eigenvalues of $L(\lambda) = \lambda A + B$ and $\text{rev} L(\lambda) = B\lambda + A$ is shown in Table 2.

Example 11. The curves of Figure 4 are the eigenvalue functions of the reversal of $P(\lambda)$ in (19) – Example 10; that is,

\begin{equation}
\text{rev} P(\lambda) = \begin{bmatrix} 7 & 8 & 7 \\ 8 & -6 & 8 \\ 7 & 8 & 7 \end{bmatrix} \lambda^2 + \begin{bmatrix} 4 & -3 & 4 \\ 1 & 4 & 1 \\ 0 & 0 & 3 \end{bmatrix} \lambda + \begin{bmatrix} 2 & -1 & 0 \\ -1 & 2 & 0 \\ 0 & 0 & 3 \end{bmatrix},
\end{equation}

and should be compared with those of Figure 1.

Recall that $\sigma(P) = \{0, -2.0695 \pm 2.8947i, -1.2496, 3.7220\}$ so that, approximately, $\sigma(\text{rev} P) = \{\infty, -0.1634 \pm 0.2286i, -0.8003, 0.2687\}$. Recall also that the sign characteristic of $-1.2496$ is $-1$, that of $3.7220$ is $+1$ and
that of the eigenvalue 0 and partial multiplicity 2 is also +1. By definition, the eigenvalue infinity has partial multiplicity 2. The partial multiplicities of the nonzero finite eigenvalues are all equal to 1. It follows from the graphics of the eigenvalue functions of Figure 4 that the sign characteristic of −0.8003 is +1 and that of 0.2687 is −1. This is consistent with the sign characteristics in Table 1. The sign characteristic of the eigenvalue of rev\(P\) at infinity and partial multiplicity 2 is not apparent in Figure 4. However, it follows from the sign characteristics in Table 1 that it must be −1.

**EXAMPLE 12.** Concerning Example 10, a similar analysis can be made regarding the matrix pencil \(L(\lambda)\) of Figure 3 and its real symmetric reversal rev\(L(\lambda) = \left[ \begin{array}{cc} -M & 0 \\ 0 & K \end{array} \right] \lambda + \left[ \begin{array}{cc} 0 & M \\ M & D \end{array} \right]\) where \(M, D,\) and \(K\) are the coefficient matrices of \(P(\lambda)\) of (19). The curves of the eigenvalue functions of rev\(L(\lambda)\) are exhibited in Figure 5. We can see that, in agreement with the signs in Table 2, the sign characteristics of the two eigenvalues, −0.8003 and 0.2687, are both −1. According to Table 2, the sign characteristic of the eigenvalue at infinity and partial multiplicity 2 is −1.

Although \(L(\lambda) = \left[ \begin{array}{cc} 0 & M \\ M & D \end{array} \right] \lambda + \left[ \begin{array}{cc} -M & 0 \\ 0 & K \end{array} \right]\) is a linearization of the form (6) (with \(a_1 = 0, a_2 = 1\)) for \(P(\lambda) = M\lambda^2 + D\lambda + K\) when \(\emptyset \not\in \sigma(P)\), rev\(L(\lambda)\) is *not* a pencil of the form (6) (with respect to rev\(P(\lambda)\)). However, we have the simple relation

\[
\left[ \begin{array}{cc} 0 & I_n \\ I_n & 0 \end{array} \right] \left[ \begin{array}{cc} -M & 0 \\ 0 & K \end{array} \right] \lambda + \left[ \begin{array}{cc} 0 & M \\ M & D \end{array} \right] \left[ \begin{array}{cc} 0 & I_n \\ I_n & 0 \end{array} \right] = \left[ \begin{array}{cc} K & 0 \\ 0 & -M \end{array} \right] \lambda + \left[ \begin{array}{cc} D & M \\ M & 0 \end{array} \right].
\]

The pencil on the right-hand side of this identity is a strong linearization of rev\(P(\lambda)\) of the form (6) (for \(a_1 = 1\) and \(a_2 = 0\)) because 0 = −\(\frac{2a_1}{a_2}\) \(\not\in\) \(\sigma(\text{rev}P)\). Since this pencil and rev\(L(\lambda)\) are equivalent matrix polynomials through the constant matrix \(\left[ \begin{array}{cc} I_n & 0 \end{array} \right]\) (i.e. they are strictly equivalent), rev\(L(\lambda)\) is also a strong linearization of rev\(P(\lambda)\).

On the other hand, we can see in Example 11 that, while the sign characteristics of the real eigenvalues of \(P(\lambda)\) and \(L(\lambda)\) coincide, this is no longer true for the sign characteristics of the real eigenvalues of rev\(P(\lambda)\) and rev\(L(\lambda)\). In other words, rev\(L(\lambda)\) is a strong linearization of rev\(P(\lambda)\) which does not preserve the sign characteristic. As mentioned in Section 1.1, the problem of characterizing the Hermitian linearizations that preserve the sign characteristic of a given Hermitian matrix polynomial was studied in [3] for matrices of arbitrary degree and nonsingular leading coefficient. However, the definition of sign characteristic in [3] is not that of Definition 8 derived from Rellich’s theorem. We will analyze the relation between both definitions in Section 7. We will see in Section 9 how to obtain strong linearizations which, when \(M = 0\), preserve the sign characteristics for the real eigenvalues as well as for the eigenvalue at infinity. We first need to
analyze the relationship between the sign characteristic of Hermitian pencils and the signs appearing in their canonical form under congruence ([12, Theorems 6.1 and 9.2]).

4. Reduction of a linear pencil by congruence. Linearizations of the form (6) preserve spectral properties of \( P(\lambda) \). Another way to reveal these properties is to reduce the two coefficients of (6) to canonical form by congruence transformations: \( \lambda A_1 + B_1 \) and \( \lambda A_2 + B_2 \) are congruent linear pencils if there exists a nonsingular matrix \( X \) such that

\[
X^*(\lambda A_1 + B_1)X = \lambda A_2 + B_2.
\]

General results of this kind (together with comments on the long history of this topic) can be found in [12] (Theorems 9.2 and 6.1, respectively), and we present them concisely here (without proof) in the regular case. Interesting connections are made with earlier, closely related work of Thompson [19], and more recent work of Mehrmann et al [16].

4.1. Regular linear pencils. Canonical forms of Hermitian linear pencils are direct sums of blocks associated with the elementary divisors. When the associated eigenvalue is real, each of these blocks has a sign +1 or −1 attached to it (see (23) or (24) for example). Whether these signs coincide with those of the linear pencil as defined in Definition 8 will be investigated in this section. We will see that the canonical forms of reference [12] can be slightly modified in such a way that the two collections of signs coincide.

The canonical forms under congruence are formulated in terms of some fixed elementary matrices. Define real symmetric \( m \times m \) matrices:

\[
F_m = \begin{bmatrix}
0 & \cdots & 0 & 1 \\
\vdots & 1 & 0 & \ddots \\
\vdots & \ddots & \ddots & \ddots \\
0 & 1 & \ddots & \ddots \\
1 & 0 & \ddots & \ddots
\end{bmatrix} = F_m^{-1},
\]

\[
G_m = \begin{bmatrix}
0 & \cdots & 1 & 0 \\
\vdots & \ddots & \ddots & \ddots \\
\vdots & \ddots & 0 & 0 \\
1 & 0 & \ddots & \ddots \\
0 & 0 & \ddots & 0
\end{bmatrix} = \begin{bmatrix} F_{m-1} & 0 \\ 0 & 0 \end{bmatrix}, \quad \tilde{G}_m = \begin{bmatrix} 0 & 0 \\ 0 & F_{m-1} \end{bmatrix},
\]

and the \( 2m \times 2m \) symmetric matrix (with \( 2 \times 2 \) nonzero blocks on the counter diagonal):

\[
H_{2m} = \begin{bmatrix}
0 & 0 & \cdots & 1 & 0 \\
0 & 0 & \cdots & 0 & -1 \\
\vdots & \vdots & \ddots & \ddots & \ddots \\
1 & 0 & \cdots & 0 & 0 \\
0 & -1 & \cdots & 0 & 0 \\
0 & -1 & \cdots & 0 & 0
\end{bmatrix}.
\]

In the following theorems (and throughout the paper), finite real eigenvalues of matrix polynomials are denoted by \( \alpha_1, \ldots, \alpha_q \) and nonreal eigenvalue pairs are denoted by \( \mu_1 \pm i\nu_1, \ldots, \mu_s \pm i\nu_s \), with possible repetitions in both cases. In the canonical forms of (23) and (24) (below), the sums to \( r, q, \) and \( s \) refer to, respectively: (1) the “singular structure” (eigenvalues at infinity), (2) the real eigenvalues, and (3) the non-real eigenvalues.
Theorem 13 ([12, Theorem 9.2] (“Real” case)). Let \( A, B \) be \( n \times n \) real symmetric matrices such that \( \det(\lambda A + B) \) is not identically zero. Then, \( \lambda A + B \) is congruent (over \( \mathbb{R} \)) to a pencil of the form

\[
\tilde{L}_R(\lambda) = \bigoplus_{j=1}^{r} \tilde{\delta}_j(F_{kj} + \lambda G_{kj}) \oplus \bigoplus_{j=1}^{s} \tilde{\eta}_j((\lambda - \alpha_j)F_{ij} + G_{ij})
\]

where \( k_1 \leq \ldots \leq k_r, l_1 \leq \ldots \leq l_q, \) and \( m_1 \leq \ldots \leq m_s \) are positive integers, and \( \tilde{\delta}_1, \ldots, \tilde{\delta}_r, \tilde{\eta}_1, \ldots, \tilde{\eta}_q \) are equal to either \( +1 \) or \(-1\).

We have a similar result for complex Hermitian pencils:

Theorem 14 ([12, Theorem 6.1] (“Complex” case)). Let \( A, B \) be \( n \times n \) complex Hermitian matrices such that \( \det(\lambda A + B) \) does not vanish identically. Then, \( \lambda A + B \) is congruent (over \( \mathbb{C} \)) to a pencil of the form

\[
\tilde{L}_C(\lambda) = \bigoplus_{j=1}^{r} \tilde{\delta}_j(F_{kj} + \lambda G_{kj}) \oplus \bigoplus_{j=1}^{s} \tilde{\eta}_j((\lambda - \alpha_j)F_{ij} + G_{ij})
\]

where \( k_1 \leq \ldots \leq k_r, l_1 \leq \ldots \leq l_q, \) and \( m_1 \leq \ldots \leq m_s \) are positive integers, and \( \tilde{\delta}_1, \ldots, \tilde{\delta}_r, \tilde{\eta}_1, \ldots, \tilde{\eta}_q \) are equal to either \( +1 \) or \(-1\).

In both theorems, the sizes of the blocks must satisfy

\[
\sum_{i=1}^{r} k_i + \sum_{j=1}^{q} l_j + 2 \sum_{k=1}^{s} m_k = n.
\]

To illustrate some of the structure in (23) and (24), we note that:

\[
F_4 = \begin{bmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \end{bmatrix}, \quad G_4 = \begin{bmatrix} 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}, \quad H_4 = \begin{bmatrix} 0 & 0 & 0 & -1 \\ 0 & 0 & 1 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \end{bmatrix}.
\]

Thus, for a real eigenvalue \( \alpha \) with a partial multiplicity four there will be a term in the second summation in (23) or (24):

\[
(\lambda - \alpha)F_4 + G_4 = \begin{bmatrix} 0 & 0 & 1 & \lambda - \alpha \\ 0 & 1 & \lambda - \alpha & 0 \\ 1 & \lambda - \alpha & 0 & 0 \\ \lambda - \alpha & 0 & 0 & 0 \end{bmatrix}.
\]

For a nonreal conjugate pair of eigenvalues \( \mu \pm i\nu \) with a partial multiplicity two, we have in the third summation of (23):

\[
(\lambda - \mu)F_4 - \nu H_4 + \begin{bmatrix} F_2 & 0 \\ 0 & 0 \end{bmatrix} = \begin{bmatrix} 0 & 1 & -\nu & \lambda - \mu \\ 1 & 0 & \lambda - \mu & \nu \\ -\nu & \lambda + \mu & 0 & 0 \\ \lambda - \mu & \nu & 0 & 0 \end{bmatrix}.
\]
And in (24):
\[
\begin{bmatrix}
0 & (\lambda - \mu - i\nu)F_2 \\
(\lambda - \mu + i\nu)F_2 & 0
\end{bmatrix} + \begin{bmatrix}
0 & G_2 \\
G_2 & 0
\end{bmatrix} = \begin{bmatrix}
0 & 0 & 1 & \lambda - \mu - i\nu \\
0 & 0 & \lambda - \mu - i\nu & 0 \\
1 & \lambda - \mu + i\nu & 0 & 0 \\
\lambda - \mu + i\nu & 0 & 0 & 0
\end{bmatrix}.
\]

In a paper of 1991, [19], R. C. Thompson has also investigated the canonical forms of real symmetric and complex Hermitian matrix pencils under congruence. His canonical forms differ from those of Theorems 13 and 14 in the constituent blocks. They are, of course, intimately connected (the “ones” are in the counter-subdiagonal). For the purpose of comparison, we state Thompson’s results (recall the definition of $G_m$ in (22)).

**Theorem 15 ([19, Section 6] (“Real” case)).** Under the hypotheses of Theorem 13, $\lambda A + B$ is congruent (over $\mathbb{R}$) to a pencil of the form
\[
\tilde{L}_R(\lambda) = \bigoplus_{j=1}^{r} \tilde{\delta}_j(F_{k_j} - \lambda \tilde{G}_{k_j}) + \bigoplus_{j=1}^{s} (\alpha_j - \lambda)F_j + \tilde{G}_j,
\]
\[
\bigoplus_{j=1}^{l} (\mu_j - \lambda)F_{l_j} + \nu_jH_{l_j} + \begin{bmatrix}
0 & 0 \\
0 & F_{m_j} - 2
\end{bmatrix},
\]
where $k_1 \leq \cdots \leq k_r$, $l_1 \leq \cdots \leq l_q$, and $m_1 \leq \cdots \leq m_s$ are positive integers, and $\tilde{\delta}_1, \ldots, \tilde{\delta}_r, \tilde{\eta}_1, \ldots, \tilde{\eta}_q$ are equal to either $+1$ or $-1$.

**Theorem 16 ([19, Section 8] (“Complex” case)).** Under the hypotheses of Theorem 14, $\lambda A + B$ is congruent (over $\mathbb{C}$) to a pencil of the form
\[
\tilde{L}_C(\lambda) = \bigoplus_{j=1}^{r} \tilde{\delta}_j(F_{k_j} - \lambda \tilde{G}_{k_j}) + \bigoplus_{j=1}^{s} (\alpha_j - \lambda)F_j + \tilde{G}_j,
\]
\[
\bigoplus_{j=1}^{l} (\mu_j - i\nu_j - \lambda)F_{l_j} + \mu_j - i\nu_j - \lambda + \begin{bmatrix}
0 & 0 \\
0 & \tilde{G}_{m_j}
\end{bmatrix},
\]
where $k_1 \leq \cdots \leq k_r$, $l_1 \leq \cdots \leq l_q$, and $m_1 \leq \cdots \leq m_s$ are positive integers, and $\tilde{\delta}_1, \ldots, \tilde{\delta}_r, \tilde{\eta}_1, \ldots, \tilde{\eta}_q$ are equal to either $+1$ or $-1$.

In all of the canonical forms (23), (24), (25), (26), the positive integers $k_1 \leq \cdots \leq k_r$ are the exponents of the elementary divisors at infinity while $l_1 \leq \cdots \leq l_q$, and $m_1 \leq \cdots \leq m_s$ are, respectively, the exponents of the elementary divisors for the real eigenvalues and for pairs of complex conjugate eigenvalues of $\lambda A + B$.

The collection of signs $(\tilde{\delta}_1, \ldots, \tilde{\delta}_r; \tilde{\eta}_1, \ldots, \tilde{\eta}_q)$ in Theorems 13 and 14 is called in [12] the sign characteristic of $\lambda A + B$. And the collection of signs $(\tilde{\delta}_1, \ldots, \tilde{\delta}_r; \tilde{\eta}_1, \ldots, \tilde{\eta}_q)$ in Theorems 15 and 16 is called in [19] the inertial signature of $\lambda A + B$. We will see that these collections of signs may not coincide with the sign characteristic of Definition 8. So we call:

- $(\tilde{\delta}_1, \ldots, \tilde{\delta}_r; \tilde{\eta}_1, \ldots, \tilde{\eta}_q)$ of Theorems 13 and 14 the Lancaster-Rodman sign characteristic (LR-sign characteristic, for short) of $\lambda A + B$.
- $(\tilde{\delta}_1, \ldots, \tilde{\delta}_r; \tilde{\eta}_1, \ldots, \tilde{\eta}_q)$ of Theorems 15 and 16 the inertial signature of $\lambda A + B$.

We reserve the name sign characteristic of $\lambda A + B$ for the sign characteristic of Definition 8 (obtained by applying unitary similarity to $\lambda A + B$ as an Hermitian analytic matrix function of real variable $\lambda$; the “Rellich strategy”).
4.2. **No real eigenvalues.** It is a direct consequence of Theorems 13 and 14 that, in the absence of real and infinite eigenvalues, two real symmetric or complex Hermitian linear pencils are congruent if and only if they have the same elementary divisors for the nonreal eigenvalues; that is, if they are strictly equivalent. Specifically:

**Corollary 17.** Let $\lambda A_1 + B_1$ and $\lambda A_2 + B_2$ be $n \times n$ Hermitian linear pencils. If $\det A_i \neq 0$ and $\sigma(\lambda A_i + B_i) \subset \mathbb{C} \setminus \mathbb{R}$, $i = 1, 2$, then $\lambda A_1 + B_1$ and $\lambda A_2 + B_2$ are congruent if and only if they have the same elementary divisors.

Since blocks associated with the nonreal eigenvalues of $\tilde{L}_R(\lambda)$ and $\tilde{L}_R(\lambda)$, namely,

$$(\lambda - \mu_j)F_{2m_j} - \nu_j H_{2m_j} + \begin{bmatrix} F_{2m_j-2} & 0 \\ 0 & 0 \end{bmatrix},$$

and

$$(\mu_j - \lambda)F_{2m_j} + \nu_j H_{2m_j} + \begin{bmatrix} 0 & 0 \\ 0 & F_{2m_j-2} \end{bmatrix},$$

have one and the same elementary divisor, $(\lambda^2 - 2\mu_j \lambda + \mu_j^2 + \nu_j^2)^{m_j}$, it follows from Corollary 17 that they are congruent.

Also, the blocks

$$\begin{bmatrix} 0 & (\lambda - \mu_j - i\nu_j)F_{m_j} \\ (\lambda - \mu_j + i\nu_j)F_{m_j} & 0 \end{bmatrix} + \begin{bmatrix} 0 & G_{m_j} \\ G_{m_j} & 0 \end{bmatrix},$$

and

$$\begin{bmatrix} 0 & (\mu_j + i\nu_j - \lambda)F_{m_j} \\ (\mu_j - i\nu_j - \lambda)F_{m_j} & 0 \end{bmatrix} + \begin{bmatrix} 0 & \tilde{G}_{m_j} \\ \tilde{G}_{m_j} & 0 \end{bmatrix},$$

of $\tilde{L}_C(\lambda)$ and $\tilde{L}_C(\lambda)$, respectively, are congruent (see (24) and (26) and definition of $G_m$ and $\tilde{G}_m$ in (22)).

However, we will see that $F_{k_j} + \lambda G_{k_j}$ and $F_{k_j} - \lambda \tilde{G}_{k_j}$, on one hand, and $(\lambda - \alpha_j)F_{l_j} + G_{l_j}$ and $(\alpha_j - \lambda)F_{l_j} + \tilde{G}_{l_j}$, on the other hand, may not be congruent. Actually, we aim to provide a new canonical form for $\lambda A + B$ under congruence where the signs accompanying the blocks associated with the real and infinite eigenvalues coincide with the sign characteristic of $\lambda A + B$. Then we will apply our findings to the linearizations given in (6) for $P(\lambda)$ of (1) to see whether they have the same sign characteristic as $P(\lambda)$.

4.3. **General (real and complex) spectrum.** In what follows we will repeatedly use the fact that the sign characteristic of an Hermitian matrix polynomial is invariant under constant congruence. That is to say, for any $n \times n$ matrix polynomial $P(\lambda)$ and any invertible matrix $R \in \mathbb{F}^{n \times n}$, the sign characteristics of the eigenvalues of $P(\lambda)$ and $R^* P(\lambda) R$ coincide. This is a direct consequence of the stronger result [16, Theorem 2.7] concerning the finite eigenvalues (see also [6, Theorem 12.4] although the notion of sign characteristic in this reference has a different but equivalent meaning to that of Definition 8). Also, by Theorem 3, the rank and finite elementary divisors of $P(\lambda)$ and $R^* P(\lambda) R$ are identical. As far as the eigenvalue at infinity is concerned the sign characteristic and elementary divisors of $P(\lambda)$ at infinity are the sign characteristic of $-\text{rev} P(\lambda)$ and elementary divisors of $\text{rev} P(\lambda)$ for the eigenvalue 0, respectively. But $\text{rev} (R^* P(\lambda) R) = R^* \text{rev} P(\lambda) R$. Therefore, the sign characteristic and elementary divisors of $P(\lambda)$ and $R^* P(\lambda) R$ coincide for the eigenvalue at infinity as well. As a consequence, the sign characteristic of $\lambda A + B$ and its canonical forms (those of Theorems 13 and 15, or of Theorems 14 and 16) are the same.
That the LR-sign characteristic of $\lambda A + B$ (of Theorems 13 or 14) may not be its sign characteristic was proved in [16]. The proof is based on the following result:

**Theorem 18 ([16, Theorem 4.11]).** (a) For $\alpha \in \mathbb{R}$, the real symmetric pencil $(\lambda - \alpha)F_k + G_k$ has the unique real eigenvalue $\alpha$ with partial multiplicity $k$ and the sign characteristic $(-1)^{k+1}$.

(b) The real symmetric pencil $F_k + \lambda G_k$ has infinity as its unique eigenvalue. It has partial multiplicity $k$ and the sign characteristic $(-1)^k$.

Bearing in mind that, as mentioned, the sign characteristic is invariant under congruence, we obtain:

**Corollary 19.** Let $A\lambda + B$ be an $n \times n$ Hermitian matrix pencil and let $\tilde{L}_R(\lambda), \tilde{L}_C(\lambda)$ be the canonical forms (under congruence) of Theorem 13 or 14, respectively, according as $A$ and $B$ are real or complex matrices. Then,

(i) the sign characteristic of a real eigenvalue $\alpha_j$ with partial multiplicity $l_j$ is $(-1)^{l_j+1}\tilde{\eta}_j$, $j = 1, \ldots, q$, and

(ii) the sign characteristic of the eigenvalue at infinity with partial multiplicity $k_j$ is $(-1)^{k_j}\tilde{\delta}_j$, $j = 1, \ldots, r$.

**Proof.** We will focus on the real case; the proof in the complex case is similar. First, $\lambda A + B$ and $\tilde{L}_R(\lambda)$ have the same sign characteristic because they are congruent. Second, by applying Rellich’s theorem (Theorem 2) to each block of $\tilde{L}_R(\lambda)$, it is easily seen that the sign characteristic of the eigenvalue $\alpha_i$ and partial multiplicity $l_i$ for $\tilde{L}_R(\lambda)$ is the sign characteristic of the eigenvalue $\alpha_i$ and partial multiplicity $l_i$ for $\tilde{\eta}_i((\lambda - \alpha_i)F_{l_i} + G_{l_i})$. According to Theorem 18 this is $(-1)^{l_i+1}\tilde{\eta}_i$.

The sign characteristic associated with an eigenvalue at infinity with partial multiplicity $k_j$ is, by definition, the sign characteristic of the eigenvalue 0 with partial multiplicity $k_j$ of $-\text{rev} \tilde{L}_R(\lambda)$. As above, this is the sign characteristic of the eigenvalue 0 and partial multiplicity $k_j$ of $-\tilde{\delta}_j((\lambda F_{k_j} + G_{k_j})$. By Theorem 18, this is $(-1)^{k_j+1}\tilde{\delta}_j$, as claimed.

The canonical forms under congruence of Theorems 13 or 14 can be slightly modified so that the signs associated with each block agree with the sign characteristics of the corresponding elementary divisors of $\lambda A + B$. We start with the real case.

**Theorem 20.** Let $A, B$ be $n \times n$ real symmetric matrices such that $\det(\lambda A + B)$ is not identically equal to zero. Then, $\lambda A + B$ is congruent (over $\mathbb{R}$) to a pencil of the form

$$L_R(\lambda) = \bigoplus_{j=1}^r \delta_j(\lambda G_{k_j} - F_{k_j}) \oplus \bigoplus_{j=1}^q \eta_j((\lambda - \alpha_j)F_{l_j} - G_{l_j})$$

$$\oplus \bigoplus_{j=1}^s \left( (\lambda - \mu_j)F_{2m_j} - \nu_j H_{2m_j} - \begin{bmatrix} F_{2m_j-2} & 0 \\ 0 & 0_2 \end{bmatrix} \right),$$

where $(\delta_1, \ldots, \delta_r; \eta_1, \ldots, \eta_q)$ is the sign characteristic of $\lambda A + B$.

**Proof.** We will prove the following properties:

(i) $\tilde{\eta}_j((\lambda - \alpha_j)F_{l_j} + G_{l_j})$ is congruent to $\tilde{\eta}_j((\lambda - \alpha_j)F_{l_j} - G_{l_j})$ if $l_j$ is odd.

(ii) $\tilde{\eta}_j((\lambda - \alpha_j)F_{l_j} + G_{l_j})$ is congruent to $-\tilde{\eta}_j((\lambda - \alpha_j)F_{l_j} - G_{l_j})$ if $l_j$ is even.

(iii) $\tilde{\delta}_j(F_{k_j} + \lambda G_{k_j})$ is congruent to $\tilde{\delta}_j(\lambda G_{k_j} - F_{k_j})$ if $k_j$ is even.

(iv) $\tilde{\delta}_j(F_{k_j} + \lambda G_{k_j})$ is congruent to $-\tilde{\delta}_j(\lambda G_{k_j} - F_{k_j})$ if $k_j$ is odd.
Let $k$ be a nonnegative integer and define

$$S_k = \text{Diag}[-1,+1,-1,+1,\ldots,(-1)^k] \in \mathbb{R}^{k \times k}.$$

A simple computation shows that if $l_j$ is odd, then $S_l_j \big((\lambda - \alpha_j)F_{l_j} + G_{l_j}\big) S_{l_j}^{-1} = (\lambda - \alpha_j)F_{l_j} - G_{l_j}$. And if $l_j$ is even, then $S_l_j \big((\lambda - \alpha_j)F_{l_j} + G_{l_j}\big) S_{l_j}^{-1} = (\lambda - \alpha_j)F_{l_j} - G_{l_j}$. Similarly, if $k_j$ is odd, then $S_k_j (F_{k_j} + \lambda G_{k_j}) S_{k_j}^{-1} = \lambda G_{k_j} - F_{k_j}$. And if $k_j$ is even, then $S_k_j (F_{k_j} + \lambda G_{k_j}) S_{k_j}^{-1} = -F_{k_j} + \lambda G_{k_j} = \lambda G_{k_j} - F_{k_j}$. Therefore, properties (i)–(iv) hold true.

Define $\eta_j = \bar{\eta}_j$ if $l_j$ is odd and $\eta_j = -\bar{\eta}_j$ otherwise. Also, let $\delta_j = \bar{\delta}_j$ if $k_j$ is even and $\delta_j = -\bar{\delta}_j$ if $k_j$ is odd. Then, $\tilde{L}_R(\lambda)$ of (23) and $L_R(\lambda)$ of (27) are congruent matrix pencils. In addition, $\delta_j = (-1)^{k_j} \bar{\delta}_j$ for $j = 1, \ldots, q$. According to Corollary 19, $\eta_j$ is the sign characteristic of the eigenvalue $\alpha_j$ and partial multiplicity $l_j$, and $\delta_j$ is the sign characteristic of the eigenvalue at infinity and partial multiplicity $k_j$.

For complex Hermitian matrices we have a similar result. The proof follows the same lines and is omitted.

**Theorem 21.** Let $A, B$ be $n \times n$ complex Hermitian matrices such that $\text{det}(\lambda A + B) \neq 0$. Then, $\lambda A + B$ is congruent (over $\mathbb{C}$) to a pencil of the form

$$L_C(\lambda) = \bigoplus_{j=1}^q \delta_j (\lambda G_{k_j} - F_{k_j}) \oplus \bigoplus_{j=1}^q \eta_j ((\lambda - \alpha_j)F_{l_j} - G_{l_j}),$$

where $(\delta_1, \ldots, \delta_r; \eta_1, \ldots, \eta_q)$ is the sign characteristic of $\lambda A + B$.

Now we can clarify how the canonical forms given by Thompson ((25)–(26)) and those of Theorems 20 and 21 are related. Note first that for any nonnegative integer $k$

$$F_k G_k F_k = F_k, \quad F_k G_k F_k = \bar{G}_k,$$

and $(\mu_j - \lambda)F_{2m_j} + \nu_j H_{2m_j} + [0_2 \ 0_{F_{2m_j},2}]$ is, by Corollary 17, congruent to

$$(\mu_j - \lambda)F_{2m_j} + \nu_j H_{2m_j} + [0_{F_{2m_j},2} 0_2].$$

Therefore, $\tilde{L}_R(\lambda)$ and $L_R(\lambda)$ are congruent matrix pencils and so $\delta_j = -\bar{\delta}_j$, $j = 1, \ldots, r$, and $\eta_j = -\bar{\eta}_j$, $j = 1, \ldots, q$. In other words, for any real symmetric linear pencil $\lambda A + B$, Thompson’s *inertial signature* is the “opposite” of the sign characteristic of Definition 8. The same properties hold for the canonical forms (26) and (28) of complex Hermitian pencils.

5. **Reduction of a linearization by similarity.** The notion of a sign characteristic plays an important role in the context of self-adjoint standard triples and also in the context of $H$-self-adjoint matrices. In this section, we review the main concepts of these theories in the context of quadratic eigenvalue problems. Basic references are [7] and [14] where proofs and other relevant related results can be found.

5.1. Canonical forms for similar self-adjoint standard triples.

**Definition 22.** Let $T, \bar{T} \in \mathbb{F}^{2n \times 2n}$, $X, \bar{X} \in \mathbb{F}^{n \times 2n}$ and $Y, \bar{Y} \in \mathbb{F}^{2n \times n}$. Then

(a) $(X, T)$ is said to be a standard pair over $\mathbb{F}$ if $[X \ T]$ is invertible.

(b) $(X, T, Y)$ is a standard triple over $\mathbb{F}$ if $(X, T)$ is a standard pair and there is an invertible matrix $Q \in \mathbb{F}^{n \times n}$ such that $Y = [X \ T]^{-1}[Q \ 0]$. 
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(c) A standard triple \((X,T,Y)\) is said to be self-adjoint if there is a nonsingular Hermitian matrix \(H \in \mathbb{F}^{n \times n}\) for which
\[
Y^* = XH^{-1}, \quad T^* = HTH^{-1}, \quad X^* = HY.
\]
(When \(\mathbb{F} = \mathbb{R}\) we will sometimes emphasize that \((X,T,Y)\) is a real self-adjoint standard triple.)

(d) Two triples \((X,T,Y)\) and \((\hat{X},\hat{T},\hat{Y})\) are said to be similar over \(\mathbb{F}\) if there is an invertible matrix \(S \in \mathbb{F}^{2n \times 2n}\) such that \(\hat{T} = STS^{-1}, \hat{X} = XS^{-1}\), and \(\hat{Y} = SY\).

It is easily seen that if \((X,T,Y)\) is a standard triple and it is similar to \((\hat{X},\hat{T},\hat{Y})\), then the latter is also a standard triple. Thus, according to the definition of similarity of triples (item (d)), condition (30) means that \((X,T,Y)\) and \((Y^*, T^*, X^*)\) are similar standard triples with an Hermitian matrix \(H\) as similarity transformation. It turns out that a standard triple \((X,T,Y)\) is self-adjoint if and only if it is similar to \((Y^*, T^*, X^*)\). This is Theorem 3.4 of [14]. As a consequence, if \((X,T,Y)\) and \((\hat{X},\hat{T},\hat{Y})\) are similar triples and one of them is self-adjoint then the other triple is also self-adjoint. This property will be used below.

Matrix \(S\) of item (d) is uniquely determined by either \((X,T)\) and \((\hat{X},\hat{T})\) or \((T,Y)\) and \((\hat{T},\hat{Y})\) (see [6, Theorem 1.25]):
\[
S = \begin{bmatrix} \hat{X} \\ \hat{X}T \end{bmatrix}^{-1} \begin{bmatrix} X \\ XT \end{bmatrix} = \begin{bmatrix} \hat{Y} \\ \hat{Y}\hat{T}\hat{Y} \end{bmatrix} \begin{bmatrix} Y \\ TY \end{bmatrix}^{-1}.
\]
Therefore, if \((X,T,Y)\) is a self-adjoint standard triple and \(H\) is the invertible Hermitian matrix of (30), then it is uniquely determined (see [7, Section 12.4] or [14, Proposition 3.6]):
\[
H = \begin{bmatrix} Y^* \\ Y^*T^* \end{bmatrix}^{-1} \begin{bmatrix} X \\ XT \end{bmatrix} = \begin{bmatrix} X^* \\ T^*X^* \end{bmatrix} \begin{bmatrix} Y \\ TY \end{bmatrix}^{-1}.
\]
Conversely, if \((X,T)\) is a standard pair and \(H\) is an invertible Hermitian matrix such that \(T^* = HTH^{-1}\), then \((X,T,H^{-1}X^*)\) is a self-adjoint standard triple. In what follows, we may use either of the notations, \((X,T,Y)\) or \((X,T,H^{-1}X^*)\), for a self-adjoint standard triple.

5.2. Application to quadratic problems. As in (1) and (4), let \(P(\lambda) = M\lambda^2 + D\lambda + K\) with \(M,D,K \in \mathbb{F}^{n \times n}\), and \(\det M \neq 0\). If
\[
X_0 = \begin{bmatrix} I_n & 0 \end{bmatrix}, \quad C_P = \begin{bmatrix} 0 & I_n \\ -M^{-1}K & -M^{-1}D \end{bmatrix}, \quad Y_0 = \begin{bmatrix} 0 \\ M^{-1} \end{bmatrix}
\]
then \((X_0,C_P,Y_0)\) is a standard triple. If, in addition, \(M = M^*, D = D^*,\) and \(K = K^*\), then \((X_0,C_P,Y_0)\) is a self-adjoint standard triple. Indeed, if
\[
A = \begin{bmatrix} D & M \\ M & 0 \end{bmatrix}
\]
then \(A\) is invertible and Hermitian,
\[
C_P^*A = AC_P = \begin{bmatrix} -K & 0 \\ 0 & M \end{bmatrix},
\]
and \(AY_0 = X_0^*\). In effect, \(\begin{bmatrix} 0 & I_n \\ I_n & 0 \end{bmatrix}(\lambda A - AC_P)\begin{bmatrix} 0 & I_n \\ I_n & 0 \end{bmatrix}\) is the linearization of (8) with \(a_1 = 0\) and \(a_2 = 1\).

Recall that triples similar to self-adjoint standard triples are themselves self-adjoint.
DEFINITION 23. Let $P(\lambda)$ be the Hermitian quadratic matrix polynomial of (1) with $M$ nonsingular. The triple $(X_0, C_P, Y_0) = (X_0, C_P, A^{-1}X_0^*)$ is called the primitive self-adjoint standard triple of $P(\lambda)$. And any triple $(X, T, Y)$ similar to $(X_0, C_P, Y_0)$ is said to be a self-adjoint standard triple of $P(\lambda)$.

In particular, if $(X, T, Y)$ is a self-adjoint standard triple of $P(\lambda)$, then $\lambda I_2n - T$ is a linearization of $P(\lambda)$ because $T$ and $C_P$ are similar matrices. Conversely, if $\lambda I_2n - T$ is a linearization of $P(\lambda)$ and $T = SC_P S^{-1}$ then $(X_0 S^{-1}, T, SY_0)$ is a self-adjoint standard triple of $P(\lambda)$.

Canonical forms for the similarity of self-adjoint standard triples over $\mathbb{C}$ and $\mathbb{R}$ of a given Hermitian matrix polynomial with nonsingular leading coefficient are provided in Theorems 4.3 and 4.4 of [14], respectively. They are obtained by using the following result that is stated here for quadratic matrix polynomials.

Canonical forms for the similarity of self-adjoint standard triples over $\mathbb{C}$ and $\mathbb{R}$ of a given Hermitian matrix polynomial with nonsingular leading coefficient are provided in Theorems 4.3 and 4.4 of [14], respectively. They are obtained by using the following result that is stated here for quadratic matrix polynomials and partially proved in [14] for matrix polynomials of arbitrary degree. The proof accompanying the following theorem can be easily extended to matrix polynomials of any degree.

THEOREM 24. Let $M$ be nonsingular, $(X, T, H^{-1}X^*)$ be a self-adjoint standard triple (as in Definition 22(c)), and $S = [\begin{array}{c} X \\ H \end{array}]$. Then, with the definitions of (33) and (34), the triples $(X_0, C_P, A^{-1}X_0^*)$ and $(X, T, H^{-1}X^*)$ are similar if and only if

$$\lambda H - HT = S^* (\lambda A - AC_P) S.$$ (36)

Proof. If $(X_0, C_P, A^{-1}X_0^*)$ and $(X, T, H^{-1}X^*)$ are similar then there is an invertible matrix $R \in \mathbb{F}^{2n \times 2n}$ such that

$$T = R^{-1} C_P R, \quad X = X_0 R, \quad H^{-1}X^* = R^{-1} A^{-1}X_0^*.$$ 

Bearing in mind (31) and $[\begin{array}{c} X_0 \\ X_0 C_P \end{array}] = I_{2n}$, we get

$$R = [\begin{array}{c} X_0 \\ X_0 C_P \end{array}]^{-1} [\begin{array}{c} X \\ X_T \end{array}] = [\begin{array}{c} X \\ X_T \end{array}] = S.$$

Thus, it follows from $X = X_0 S$ that $H^{-1}X^* = S^{-1}A^{-1}X_0^* = S^{-1}A^{-1}S^*X^*$. Also, using this identity, $T^* = HT H^{-1}$, $T = S^{-1} C_P S$ and $C_P = AC_P A^{-1}$, we obtain

$$H^{-1}T^*X^* = TH^{-1}X^* = T S^{-1}A^{-1}S^*X^* = S^{-1} C_P A^{-1}S^*X^* = S^{-1} A^{-1}C_P S^*X^* = S^{-1} A^{-1}S^*T^*X^*.$$ 

Hence

$$H^{-1} \begin{bmatrix} X^* & T^*X^* \end{bmatrix} = S^{-1} A^{-1} S^* \begin{bmatrix} X^* & T^*X^* \end{bmatrix}.$$ 

Since $S^* = \begin{bmatrix} X^* & T^*X^* \end{bmatrix}$ is invertible, we must have $H = S^* A S$. Also, $HT = S^* A S T = S^* A C_P S$ because $T = S^{-1} C_P S$. Therefore, $\lambda H - HT = S^* (\lambda A - AC_P) S$ as desired.

Conversely, if $H = S^* A S$ and $HT = S^* A C_P S$, then $HT = S^* A S S^{-1} C_P S = H S^{-1} C_P S$. Since $H$ is nonsingular, $T = S^{-1} C_P S$. In addition,

$$X S^{-1} = X \begin{bmatrix} X \\ X_T \end{bmatrix}^{-1} = [I_n \quad 0] \quad X_0.$$ 

Finally, $H^{-1}X^* = S^{-1} A^{-1}S^*X_0 = S^{-1} A^{-1}X_0$. Hence, $(X_0, C_P, A^{-1}X_0^*)$ and $(X, T, H^{-1}X^*)$ are similar self-adjoint standard triples. 

\end{proof}
A simple consequence of Theorem 24 is

**Corollary 25.** Let $T, H, S \in \mathbb{F}^{2n \times 2n}$ be an arbitrary matrix, an invertible Hermitian matrix, and an invertible matrix, respectively. Then (36) holds if and only if $T = S^{-1}C_P S$ and $H = S^* AS$. In addition, if one of these two equivalent conditions holds and $X = \begin{bmatrix} I_n & 0 \end{bmatrix} S$, then $S$ is the unique matrix for which the following relations hold:

$$T = S^{-1}C_P S, \quad X = X_0 S, \quad H^{-1}X^* = S^{-1}A^{-1}X_0^*.$$

**Proof.** That $\lambda H - HT = S^*(\lambda A - AC_P)S$ implies $T = S^{-1}C_P S$ and $H = S^* AS$ has been shown in the second part of the proof of Theorem 24. The converse is trivial. Now, if $T = S^{-1}C_P S$, $H = S^* AS$ and $X = \begin{bmatrix} I_n & 0 \end{bmatrix} S = X_0 S$, then in order to prove (37), we only have to see that $H^{-1}X^* = S^{-1}A^{-1}X_0^*$. But $H^{-1}X^* = (S^* AS)^{-1}(X_0 S)^* = S^{-1}A^{-1}S^*S^*X_0^* = S^{-1}A^{-1}X_0^*$ as desired. Thus, $(X, T, H^{-1}X^*)$ and $(X_0, C_P, A^{-1}X_0^*)$ are similar and so $(X, T, H^{-1}X^*)$ is a self-adjoint standard triple. Hence, there is a unique matrix $S$ satisfying (37). \(\Box\)

Given $P(\lambda) = M\lambda^2 + D\lambda + K$ with $M^* = M$, $D^* = D$, $K^* = K$, and $\det M \neq 0$ we can obtain a canonical representative for the class of similar self-adjoint standard triples of $P(\lambda)$ as follows (see [14]):

1. Form the Hermitian linear pencil $\lambda A - AC_P$ of (34) and (35). We have already seen that this pencil is a linearization of $P(\lambda)$.

2. Compute the canonical form $L_C(\lambda)$ or $L_R(\lambda)$ of $AA - AC_P$ of Theorems 21 and 20 according as $A$ and $AC_P$ are complex Hermitian or real symmetric matrices. Assume that $(\lambda - \alpha_j)^{i_j}$ are, for $j = 1, \ldots, q$, the elementary divisors of $P(\lambda)$ (and of $AA - AC_P$) for the real eigenvalues, and $(\lambda - \mu_j - i\nu_j)^{m_j}$ and $(\lambda - \mu_j + i\nu_j)^{m_j}$ are, for $j = 1, \ldots, s$, the elementary divisors for the nonreal eigenvalues of $P(\lambda)$ (and of $AA - AC_P$). Let $\varepsilon_j$ be the sign characteristic for the elementary divisor $(\lambda - \alpha_j)^{i_j}$ of $AA - AC_P$, $j = 1, \ldots, q$. Define

$$P_{\varepsilon, j} = \bigoplus_{j=1}^q \varepsilon_j F_{I_{i_j}} \oplus \bigoplus_{j=1}^s F_{2m_j},$$

$$J_C = \bigoplus_{j=1}^q \begin{pmatrix} \alpha_j I_{i_j} + F_{I_{i_j}} G_{i_j} & 0 \\ \mu_j - i\nu_j I_{m_j} + F_{m_j} G_{m_j} & \mu_j + i\nu_j I_{m_j} + F_{m_j} G_{m_j} \end{pmatrix},$$

or

$$J_R = \bigoplus_{j=1}^q \begin{pmatrix} \alpha_j I_{i_j} + F_{I_{i_j}} G_{i_j} \\ \mu_j I_{2m_j} + \nu_j F_{2m_j} H_{2m_j} + F_{2m_j} \end{pmatrix},$$

according as $A$ and $AC_P$ are complex Hermitian or real symmetric matrices. Then an easy computation shows that

$$L_C(\lambda) = \lambda P_{\varepsilon, j} - P_{\varepsilon, j} J_C \quad \text{and} \quad L_R(\lambda) = \lambda P_{\varepsilon, j} - P_{\varepsilon, j} J_R.$$

That is,

**Theorem 26.** With the above notation, $\lambda P_{\varepsilon, j} - P_{\varepsilon, j} J_R$ and $\lambda P_{\varepsilon, j} - P_{\varepsilon, j} J_C$ are the canonical forms under congruence of Theorems 20 and 21, respectively, for the Hermitian pencil $\lambda A - AC_P$.

As a consequence $(\varepsilon_1, \ldots, \varepsilon_q)$ is the sign characteristic of $\lambda A - AC_P$. 

3. Let $S$ be an invertible matrix for which $\lambda P_{\varepsilon,J} - P_{\varepsilon,J}J_C = S^*(\lambda A - AC_P)S$ or $\lambda P_{\varepsilon,J} - P_{\varepsilon,J}J_R = S^*(\lambda A - AC_P)S$ according as $\lambda A - AC_P$ is a complex Hermitian or real symmetric pencil, and let

$$X_\varepsilon = \begin{bmatrix} I_n & 0 \end{bmatrix} S.$$  

A straightforward consequence of Corollary 25 is the following result. Note that $P_{\varepsilon,J}^{-1} = P_{\varepsilon,J}$.

**Theorem 27.** Let $A$, $C_P$, $P_{\varepsilon,J}$, $J_C$, $J_R$, and $X_\varepsilon$ be the matrices of (34), (35), (38), (39), (40), and (41) respectively. Then $(X_\varepsilon,J_C,P_{\varepsilon,J}X_\varepsilon^*)$ $(X_\varepsilon,J_R,P_{\varepsilon,J}X_\varepsilon^*)$ in the real case) is similar over $\mathbb{C}$ (over $\mathbb{R}$, respectively) to $(X_0,C_P,A^{-1}X_0^*)$ with $X_0$ of (33).

Note also that, while $J_C$ (or $J_R$) and $P_{\varepsilon,J}$ are uniquely determined, up to a permutation of blocks corresponding to equal elementary divisors, by $A$ and $C_P$ (and then by $P(\lambda)$), $X_\varepsilon$ depends on $S$ which, in general, is not unique. This lack of uniqueness is related to the fact that the columns of $X_\varepsilon$ are (generalized) eigenvectors of $P(\lambda)$. In particular, if the eigenvalues of $P(\lambda)$ are all semisimple, then $J_C$ is diagonal and the columns of $X_\varepsilon$ form a complete system of right eigenvectors of $P(\lambda)$ while the “rows” of $P_{\varepsilon,J}X_\varepsilon^*$ are a complete system of left eigenvectors of $P(\lambda)$ (see Sections 1.8 and 2.1 of [6]).

In general, if $J_C$ is the complex Jordan matrix of (39), then the columns of $X_\varepsilon$ can be partitioned into blocks $X_\varepsilon = [X_1 \cdots X_q X_{q+1} \cdots X_{q+2s}]$ consistent with the Jordan blocks of $J_C$. Then the columns of each $X_j$ form a right Jordan chain of $P(\lambda)$ for the eigenvalue of the corresponding Jordan block. Also, (see [6, Section 2.1]) the rows of $P_{\varepsilon,J}X_\varepsilon^*$, partitioned consistently with the partition of $J_C$ and taken in reverse order in each block, form left Jordan chains of $P(\lambda)$.

**Definition 28.** Self-adjoint standard triples of the form $(X_\varepsilon,J_C,P_{\varepsilon,J}X_\varepsilon^*)$ and $(X_\varepsilon,J_R,P_{\varepsilon,J}X_\varepsilon^*)$ are called, respectively, self-adjoint Jordan triples and real self-adjoint Jordan triples of $P(\lambda)$.

Self-adjoint Jordan triples act as canonical representatives of the self-adjoint standard triples of $P(\lambda)$ under similarity.

The collection of signs $(\varepsilon_1, \ldots, \varepsilon_q)$ is called in [14] the sign characteristic of $P(\lambda)$. It is, in fact, uniquely determined by $P(\lambda)$ because, according to Theorems 20 and 21, it is the sign characteristic of $\lambda A - AC_P$. However, we want to reserve the name of “sign characteristic of $P(\lambda)$” for that of Definition 8 when applied to $P(\lambda)$ and, at this point, we do not know whether both coincide. Therefore,

**Definition 29.** We call the collection of signs $(\varepsilon_1, \ldots, \varepsilon_q)$ of (38) the Standard Triple sign characteristic (ST-sign characteristic, for short) of $P(\lambda)$.

Thus, the ST-sign characteristic of $P(\lambda)$ is the sign characteristic of $\lambda A - AC_P$. We state this result as a proposition for later use.

**Proposition 30.** Let $P(\lambda) = M\lambda^2 + D\lambda + K$ be an $n \times n$ Hermitian quadratic matrix polynomial with $M$ nonsingular, and let $C_P$ and $A$ be the matrices of (33) and (34), respectively. Then, the ST-sign characteristic of $P(\lambda)$ is the sign characteristic of $\lambda A - AC_P$.

### 6. Canonical forms for unitarily similar $H$-self-adjoint matrices.

**Definition 31 (\cite{7}).** Let $T, \tilde{T} \in \mathbb{F}^{n \times n}$ and let $H, \tilde{H} \in \mathbb{F}^{n \times n}$ be invertible Hermitian matrices.

(a) $T$ is said to be $H$-self-adjoint if $T^*H = HT$.

(b) The pairs $(T,H)$ and $(\tilde{T},\tilde{H})$ are said to be unitarily similar over the field $\mathbb{F}$ if there is an invertible matrix $S \in \mathbb{F}^{n \times n}$ such that $\tilde{T} = S^{-1}TS$ and $\tilde{H} = S^*HS$. 
If \((X, T, H^{-1}X^*)\) is a self-adjoint standard triple then, by definition (see (30)), \(T\) is \(H\)-self-adjoint. In particular, if \(P(\lambda) = M\lambda^2 + D\lambda + K\) is an Hermitian quadratic matrix polynomial and \(C_P\) and \(A\) are the matrices of (33) and (34), respectively, then \(C_P\) is \(A\)-self-adjoint (see (35)). Also, if \((X_1, T_1, H_1^{-1}X_1^*)\) and \((X_2, T_2, H_2^{-1}X_2^*)\) are similar self-adjoint standard triples then, by [14, Proposition 3.9], \((T_1, H_1)\) and \((T_2, H_2)\) are unitarily similar.

Canonical forms for unitarily similar pairs over \(\mathbb{C}\) and over \(\mathbb{R}\) are given in Theorems 5.1.1 and 6.1.5 of [7], respectively. We state these results for the readers' convenience.

**Theorem 32** ([7, Theorem 5.1.1] “complex case”). Let \(T, H \in \mathbb{C}^{n \times n}\) with \(H\) an invertible Hermitian matrix and let \(T\) be \(H\)-self-adjoint over \(\mathbb{C}\). For \(j = 1, \ldots, q\) let \((\lambda - \alpha_j)I_j\) be the elementary divisors of \(T\) for the real eigenvalues, and for \(j = 1, \ldots, s\) let \((\lambda - \mu_j - i\nu_j)m_j\) and \((\lambda - \mu_j + i\nu_j)m_j\) be the elementary divisors of \(T\) for the nonreal eigenvalues. Then there is an invertible matrix \(S \in \mathbb{C}^{n \times n}\) such that \(\tilde{T}_C = S^{-1}TS\) and \(P_{\tilde{T},J} = S^*HS\) as in (38). Thus,

\[
P_{\tilde{T},J} = \bigoplus_{j=1}^{q} \mathcal{F}_j + \bigoplus_{j=1}^{s} F_{2m_j},
\]

\[
\tilde{T}_C = \bigoplus_{j=1}^{q} (\alpha_j I_j + G_j F_j)

\oplus \bigoplus_{j=1}^{s} \begin{bmatrix} (\mu_j + i\nu_j)I_{m_j} + G_{m_j}F_{m_j} & 0 \\ 0 & (\mu_j - i\nu_j)I_{m_j} + G_{m_j}F_{m_j} \end{bmatrix},
\]

and \((\tilde{\varepsilon}_1, \ldots, \tilde{\varepsilon}_q)\) is an ordered family of signs \(+1\) or \(-1\) uniquely determined by \((T, H)\) up to a permutation of signs corresponding to equal Jordan blocks.

**Theorem 33** ([7, Theorem 6.1.5] “real case”). Let \(T, H \in \mathbb{R}^{n \times n}\) with \(H\) an invertible symmetric matrix and let \(T\) be \(H\)-self-adjoint over \(\mathbb{R}\). For \(j = 1, \ldots, q\) let \((\lambda - \alpha_j)I_j\) be the elementary divisors of \(T\) for the real eigenvalues, and for \(j = 1, \ldots, s\) let \((\lambda - \mu_j - i\nu_j)m_j\) and \((\lambda - \mu_j + i\nu_j)m_j\) be the elementary divisors of \(T\) for the nonreal eigenvalues. Then there is an invertible matrix \(S \in \mathbb{R}^{n \times n}\) such that \(\tilde{T}_R = S^{-1}TS\) and \(P_{\tilde{T},J} = S^*HS\) where \(P_{\tilde{T},J}\) is the matrix of (42),

\[
\tilde{T}_R = \bigoplus_{j=1}^{q} (\alpha_j I_j + G_j F_j)

\oplus \bigoplus_{j=1}^{s} \begin{bmatrix} \mu_j I_{2m_j} + \nu_j H_{2m_j}F_{2m_j} & \begin{bmatrix} F_{2m_j-2} & 0 \\ 0 & 0 \end{bmatrix} F_{2m_j} \end{bmatrix},
\]

and \((\tilde{\varepsilon}_1, \ldots, \tilde{\varepsilon}_q)\) is an ordered family of signs \(+1\) or \(-1\) uniquely determined by \((T, H)\) up to a permutation of signs corresponding to equal Jordan blocks.

Following [7]:

**Definition 34.** The collection of signs \((\tilde{\varepsilon}_1, \ldots, \tilde{\varepsilon}_q)\) of (42) is called the sign characteristic of \((T, H)\) under unitary similarity.
Notice that $J_C = J_C^*$ and $J_R = J_R^*$ where $J_C$ and $J_R$ are the matrices of (39) and (40), respectively. However, an easy computation yields

$$
F_k^{-1} = F_k^* = F_k
$$

$$
F_{2k} = \begin{pmatrix}
(\mu_j + i\nu_j)I_k + G_kF_k & 0 \\
0 & (\mu_j - i\nu_j)I_k + G_kF_k \\
(\mu_j - i\nu_j)I_k + F_kG_k & 0 \\
0 & (\mu_j + i\nu_j)I_k + F_kG_k
\end{pmatrix}
$$

(45)

for any positive integer $k$. Hence, if $Q = \bigoplus_{j=1}^q F_{p_j} \oplus \bigoplus_{j=1}^r F_{2m_j}$, then $QP_{\varepsilon,j}Q = P_{\varepsilon,j}^* Q J_C = J_C$ and $Q J_R Q = J_R$. This means that $(J_C, P_{\varepsilon,j})$ and $(J_R, P_{\varepsilon,j})$ are unitarily similar over $\mathbb{C}$ and $\mathbb{R}$ to $(J_C, P_{\varepsilon,j}^*)$ and $(J_R, P_{\varepsilon,j})$, respectively. Therefore,

**Theorem (complex case)**. Let $T$ be $H$-self-adjoint, as in Theorem 32. Then there is an invertible matrix $S \in \mathbb{C}^{n \times n}$ such that $J_C = S^{-1}TS$ and $P_{\varepsilon,j} = S^*HS$ where $J_C$ and $P_{\varepsilon,j}$ are the matrices of (39) and (42), respectively, and $(\varepsilon_1, \ldots, \varepsilon_q)$ is an ordered family of signs $+1$ or $-1$ uniquely determined by $(T, H)$ up to a permutation of signs corresponding to equal Jordan blocks.

**Theorem (real case)**. Let $T, H \in \mathbb{R}^{n \times n}$ be $H$-self-adjoint as in Theorem 33. Then there is an invertible matrix $S \in \mathbb{R}^{n \times n}$ such that $J_R = S^{-1}TS$ and $P_{\varepsilon,j} = S^*HS$ where $J_R$ and $P_{\varepsilon,j}$ are the matrices of (41) and (42) and $(\varepsilon_1, \ldots, \varepsilon_q)$ is an ordered family of signs $+1$ or $-1$ uniquely determined by $(T, H)$ up to a permutation of signs corresponding to equal Jordan blocks.

It follows immediately from Theorems 35 and 36 that $J_C^* P_{\varepsilon,j} = P_{\varepsilon,j}^* J_C$ and $J_R^* P_{\varepsilon,j} = P_{\varepsilon,j}^* J_R$. This means (Definition 31) that $J_C$ and $J_R$ are $P_{\varepsilon,j}$-self-adjoint over $\mathbb{C}$ and $\mathbb{R}$, respectively.

**6.1. Application to the quadratic problem.** Now let $P(\lambda) = M \lambda^2 + D \lambda + K$ be a Hermitian quadratic matrix polynomial (with $M$ nonsingular) and let $C_P$ and $A$ be the matrices of (33) and (34), respectively. Assume, as in the previous section, that $(\lambda - \alpha_j)^{i_j}$ are, for $j = 1, \ldots, q$, the elementary divisors of $P(\lambda)$ (and of $\lambda A - AC_P$) for the real eigenvalues, and $(\lambda - \mu_j - i\nu_j)^{m_j}$ and $(\lambda - \mu_j + i\nu_j)^{m_j}$, are, for $j = 1, \ldots, s$, the elementary divisors for the nonreal eigenvalues of $P(\lambda)$ (and of $\lambda A - AC_P$). Then, by Theorem 26, $\lambda A - AC_P$ is congruent to $\lambda P_{\varepsilon,j} - P_{\varepsilon,j}^* J_C$ or $\lambda P_{\varepsilon,j} - P_{\varepsilon,j}^* J_R$ according as $\lambda A - AC_P$ is complex Hermitian or real symmetric, respectively. Now, $C_P^* A = AC_P$ (see (35)); that is, $C_P$ is $A$-self-adjoint (over $\mathbb{C}$ or $\mathbb{R}$). Also, by Corollary 25 there is an invertible matrix $S \in \mathbb{F}^{2n \times 2n}$ such that $P_{\varepsilon,j} = S^*AS$, $J_C = S^{-1}C_P S$ or $J_R = S^{-1}C_P S$ according as $\mathbb{F} = \mathbb{C}$ or $\mathbb{R}$, respectively. This implies that $J_C$ and $J_R$ are $P_{\varepsilon,j}$-self-adjoint over $\mathbb{C}$ and $\mathbb{R}$, respectively, and, also, that $(C_P, A)$ and $(J_C, P_{\varepsilon,j})$ are unitarily similar over $\mathbb{C}$, and $(C_P, A)$ and $(J_R, P_{\varepsilon,j})$ are unitarily similar over $\mathbb{R}$.

On the other hand, it follows from Theorems 35 or 36 that $(C_P, A)$ is either unitarily similar to $(J_C, P_{\varepsilon,j})$ over $\mathbb{C}$ or unitarily similar to $(J_R, P_{\varepsilon,j})$ over $\mathbb{R}$.

We see, as a consequence of the invariance of the sign characteristic of $(C_P, A)$ under unitary similarity, that $\varepsilon = \varepsilon$ up to a permutation of signs corresponding to equal elementary divisors. In conclusion, bearing in mind Proposition 30.

**Proposition 37.** Let $P(\lambda) = M \lambda^2 + D \lambda + K$ be an $n \times n$ Hermitian quadratic matrix polynomial with $M$ nonsingular, and let $C_P$ and $A$ be the matrices of (33) and (34), respectively. Then the sign characteristic of $(C_P, A)$ is the ST-sign characteristic of $P(\lambda)$ and this is the sign characteristic of $\lambda A - AC_P$. 


Remark 38. That the sign characteristic of \((C_P, A)\) is the same as the sign characteristic of \(\lambda A - AC_P\) can be obtained directly from Theorem 21 and [7, Theorem 5.10.1] in the complex case and Theorem 20 and [7, Theorem 6.3.1] in the real case. For completeness, we have also studied their relation with the ST-sign characteristic of \(P(\lambda)\).

7. The quadratic problem: Making the connection.

7.1. Nonsingular leading coefficient. We will show in this section that in Proposition 37 (where \(\det M \neq 0\)), the sign characteristics of \(P(\lambda)\) and \(\lambda A - AC_P\) as matrix polynomials coincide. As a consequence, the elementary divisors associated with the real eigenvalues of \(P(\lambda)\) and their sign characteristics can be obtained by either a direct application of Rellich’s Theorem to \(P(\lambda)\) (Theorem 2) or by computing the appropriate canonical form \((L_C(\lambda)\) of (28)), or \(L_R(\lambda)\) of (27)) for \(\lambda A - AC_P\). Keep in mind that, as we are assuming that \(\det M \neq 0\), \(P(\lambda)\) has no infinite elementary divisors.

The Gohberg, Lancaster, Rodman approach to the sign characteristic of complex Hermitian and real symmetric matrix polynomials takes the sign characteristic of the pair \((C_P, A)\) as reference (see, for example, [5, Section 1.3], [6, 10.5] or [7, Section 12.4]). This is also the case for [3] and [2]. We will use [7, Section 12.4] because it includes both the complex and real cases and, for convenience, we will restrict the theory to either complex Hermitian or real symmetric quadratic matrix polynomials. Generalization to matrix polynomials of any degree is straightforward.

Given \(P(\lambda)\) of (1) with \(M^* = M, D^* = D, K^* = K\), and \(\det M \neq 0\), let \((X, T, H^{-1}X^*)\) be a self-adjoint standard tripe of \(P(\lambda)\) (see Definition 23) Then (see item (c) of Definition 22) \(HT = T^*H\), i.e., \(T\) is \(H\)-self-adjoint.

In [7, Section 12.4], the “sign characteristic” of \(P(\lambda)\) is defined to be the sign characteristic of \((T, H)\) under unitary similarity (see Definition 34). Let us call this collection of signs the Gohberg-Lancaster-Rodman sign characteristic (GLR-sign characteristic, for short) of \(P(\lambda)\). Note that it is well defined because if \((X_1, T_1, H_1^{-1}X_1^*)\) and \((X_2, T_2, H_2^{-1}X_2^*)\) are standard self-adjoint triples of \(P(\lambda)\), then, by Definition 23, they are similar. This implies that \((T_1, H_1)\) and \((T_2, H_2)\) are unitarily similar (see Section 6) and so they have the same sign characteristic under unitary similarity (Definition 34 and Theorems 32 and 33).

In summary, we have several “sign characteristics” associated with an Hermitian quadratic matrix polynomial. In fact, let \(X_0, C_P, A\) be the matrices of (33) and (34). If \((\lambda - \alpha_j)^{\delta_j}, j = 1, \ldots, q\), are the elementary divisors of \(P(\lambda)\) for the real eigenvalues, we have:

- The sign characteristic of \(P(\lambda)\) as an analytic matrix function for \(\lambda \in \mathbb{R}, (\rho_1, \ldots, \rho_q)\), under parameter dependent unitary similarity (Definition 8).
- The LR-sign characteristic of the linearization \(\lambda A - AC_P, (\tilde{\eta}_1, \ldots, \tilde{\eta}_q)\), under congruence (Theorems 13 and 14).
- The inertial signature of \(\lambda A - AC_P, (\tilde{\eta}_1, \ldots, \tilde{\eta}_q)\), under congruence (Theorems 15 and 16).
- The sign characteristic of \(\lambda A - AC_P\) as an analytic matrix function for \(\lambda \in \mathbb{R}, (\eta_1, \ldots, \eta_q)\), under parameter dependent unitary similarity (Definition 8).
- The ST-sign characteristic of \(P(\lambda), (\varepsilon_1, \ldots, \varepsilon_q)\), under similarity of self-adjoint standard triples (Definition 29).
- The GLR-sign characteristic of \(P(\lambda), (\tilde{\varepsilon}_1, \ldots, \tilde{\varepsilon}_q)\), which is the sign characteristic of \((C_P, A)\) under unitary similarity (Definition 34).
We are now in position to link together all these “sign characteristics.”

First, we have seen in Section 4.3, as a consequence of Corollary 19 and Theorems 20 and 21, that

\[
-\tilde{\eta}_j = \eta_j = \begin{cases} \tilde{\eta}_j & \text{if } l_j \text{ odd} \\ -\tilde{\eta}_j & \text{if } l_j \text{ even} \end{cases}, \quad j = 1, \ldots, q.
\]

On the other hand, by Proposition 30,

\[
\varepsilon_j = \eta_j, \quad j = 1, \ldots, q.
\]

Also, since \((X_0, C_P, A^{-1}X_0)\) is a self-adjoint standard triple of \(P(\lambda)\), the GLR-sign characteristic of \(P(\lambda)\) is the sign characteristic of \((C_P, A)\) which, in turn, by Proposition 37, is the ST-sign characteristic of \(P(\lambda)\). Hence

\[
\tilde{\varepsilon}_j = \varepsilon_j, \quad j = 1, \ldots, q.
\]

Finally, Theorem 12.5.2 of [7] (see also [5, Theorem 3.7] and [6, Theorem 12.5]) ensures that the GLR-sign characteristic of \(P(\lambda)\) is the sign characteristic of Definition 8 applied to \(P(\lambda)\). We state this result for the readers’ convenience (compare with Theorem 5).

**Theorem 39.** Let \(P(\lambda)\) be the Hermitian matrix polynomial of (1) with \(\det M \neq 0\) and let \(v_1(\lambda), \ldots, v_n(\lambda)\) be real analytic functions for real \(\lambda\) such that

\[
\det(v_j(\lambda)I_n - P(\lambda)) = 0, \quad j = 1, \ldots, n.
\]

Let \(\alpha_1 < \alpha_2 < \cdots < \alpha_r\) be the distinct real eigenvalues of \(P(\lambda)\). For every \(i = 1, \ldots, r\), there is an \(\alpha_i\) such that

\[
v_j(\lambda) = (\lambda - \alpha_i)^{m_{ij}}v_{ij}(\lambda), \quad m_{ij} \geq 0,
\]

where \(v_{ij}(\alpha_i) \neq 0\) is real. Then the nonzero numbers among \(m_{i1}, \ldots, m_{in}\) are the partial multiplicities of \(P(\lambda)\) associated with \(\alpha_i\), and sign \(v_{ij}(\alpha_i)\) (for \(m_{ij} \neq 0\)) is the sign attached to the partial multiplicity \(m_{ij}\) of \(P(\lambda)\) at \(\alpha_i\) in its GLR-sign characteristic.

Hence,

\[
\tilde{\varepsilon}_j = \varepsilon_j, \quad j = 1, \ldots, q.
\]

A straightforward consequence of (46)–(49) is that \(\eta_j = \rho_j, j = 1, \ldots, q\). That is to say:

**Theorem 40.** When \(\det M \neq 0\), the sign characteristics of \(P(\lambda)\) and \(\lambda A - AC_P\), as analytic matrix functions for \(\lambda \in \mathbb{R}\) (Definition 8), coincide.

Recalling that in [3] and [2] the sign characteristic of \((C_P, A)\) is taken as definition of the sign characteristic of \(P(\lambda)\), we can recover Theorem 5.3 of [3] for the particular case of quadratic Hermitian matrix polynomials with nonsingular leading coefficient:

**Theorem 41.** A \(2n \times 2n\) Hermitian linear pencil \(L(\lambda)\) is an Hermitian strong linearization of \(P(\lambda)\) of (1) with \(M^* = M, D^* = D, K^* = K, \) and \(\det M \neq 0\) that preserves its sign characteristic if and only if it is congruent to \(\lambda A - AC_P\).
Let us recall now that

\[ \tilde{L}_P(\lambda) := \lambda A - AC_P = \begin{bmatrix} D & M \\ M & 0 \end{bmatrix} \lambda + \begin{bmatrix} K & 0 \\ 0 & -M \end{bmatrix}, \]

is not of the form (6) for any choice of real parameters \( a_1 \) and \( a_2 \). However, it is congruent to

\[ \begin{bmatrix} 0 & I_n \\ I_n & 0 \end{bmatrix} \tilde{L}_P(\lambda) \begin{bmatrix} 0 & I_n \\ I_n & 0 \end{bmatrix} = \begin{bmatrix} 0 & M \\ M & D \end{bmatrix} \lambda + \begin{bmatrix} -M & 0 \\ 0 & K \end{bmatrix} =: L_P(\lambda), \]

which is, indeed, the linearization of \( P(\lambda) \) of the form (6) with \( a_1 = 0 \) and \( a_2 = 1 \). It follows then that both \( \tilde{L}_P(\lambda) \) and \( L_P(\lambda) \) have the same elementary divisors and the same sign characteristic. Actually, it is easily seen using Rellich’s theorem (Theorem 2) and (51) that both, \( L_P(\lambda) \) and \( \tilde{L}_P(\lambda) \) (as Hermitian analytic matrices of \( \lambda \in \mathbb{R} \)) have the same eigenvalue functions. Thus, when \( \det M \neq 0 \), \( L_P(\lambda) \) of (51) is a linearization of \( P(\lambda) \) with the form (6) which preserves its sign characteristic.

Figure 3 depicts the eigenvalue functions of the linearization \( L_P(\lambda) \) (and \( \tilde{L}_P(\lambda) \)) for the real symmetric quadratic matrix polynomial \( P(\lambda) \) of (19) whose eigenvalue functions are illustrated in Figure 1.

One may also ask whether all strong linearizations of the form (6) are congruent for any given Hermitian quadratic matrix polynomial. The answer is in the negative. Figures 6 and 7 depict the eigenvalue functions of the linearizations \( \lambda A_R + B_R \) of \( P(\lambda) \) of (19) with \( a_1 = 1/4 \), \( a_2 = 1/2 \) and \( a_1 = 1/2 \), \( a_2 = -1 \), respectively. It is apparent that both linearizations do not have the same sign characteristic and so they are not congruent. In particular, if we compare the graphics in Figures 1 and 7, we see that the linearization with \( a_1 = 1/2 \), \( a_2 = -1 \) does not reproduce the sign characteristic of \( P(\lambda) \).

### 7.2. Singular leading coefficient.

So far (in this section), we have been assuming \( \det M \neq 0 \) and in this case we have found that the linearization \( L_P(\lambda) \) of (51) (or \( \tilde{L}_P(\lambda) \) of (50)) preserves the sign characteristic of \( P(\lambda) \). In addition, \( L_P(\lambda) \) is of the form (6) with \( a_1 = 0 \) and \( a_2 = 1 \). Consider now the case \( \det M = 0 \) but \( M \neq 0 \) and recall that the pencils of (6) are strong linearizations of \( P(\lambda) \) provided that \( a_1 \) and \( a_2 \) are not both zero and \( -\frac{a_2}{a_1} \notin \sigma(P) \). When \( \det M = 0 \), and \( a_1 = 0 \), \( a_2 = 1 \) the latter condition is not satisfied because \( P(\lambda) \) has infinity as an eigenvalue. In this case, it follows from [15, Theorem 4.3 (Strong Linearization Theorem)] that \( L_P(\lambda) \) is **not** a linearization of \( P(\lambda) \).
Nevertheless, Rellich’s Theorem 2 can be used to provide strong linearizations of $P(\lambda)$, with the form of (6), which preserve its sign characteristic for both the finite elementary divisors associated with real eigenvalues and the infinite elementary divisors. This is the goal of Section 9 where a characterization of such linearizations will be obtained (Theorem 44). This characterization is based on an observation about the relationship between the eigenvalue functions of quadratic Hermitian matrix polynomials and their linearizations of (6) (see (59)) which we analyze in the next section.

8. The eigenvalue functions of $P(\lambda)$ and those of a linearization. Let $P(\lambda)$ be the Hermitian quadratic matrix polynomial of (1). Looking at $P(\lambda)$ and any of its linearizations of (6) as Hermitian analytic matrices of real variable $\lambda \in \mathbb{R}$, we can use Theorem 2 to obtain two Rellich reductions: one for $P(\lambda)$, and one for its $a_1, a_2$-dependent, $2n \times 2n$ linearization $\lambda A_C + B_C$ (of equation (8)) or $\lambda A_R + B_R$ (of equation (7)). Recall that we are under the assumptions $a_1 \neq 0$ or $a_2 \neq 0$ and $-\frac{\mu}{\rho_i} \in \sigma(P)$. Thus, we have (replace $\lambda A_C + B_C$ by $\lambda A_R + B_R$ in what follows if the coefficient matrices of $P(\lambda)$ are real):

$$P(\lambda) = U(\lambda)V(\lambda)U(\lambda)^*$$

where $V(\lambda), D_C(\lambda)$ are analytic diagonal matrix functions, and

$$\lambda A_C + B_C = H(\lambda)D_C(\lambda)H(\lambda)^*,$$

Substituting in (9) we obtain

$$H(\lambda)D_C(\lambda)H(\lambda)^* \begin{bmatrix} \lambda I_n \\ I_n \end{bmatrix} = \begin{bmatrix} a_1 I_n \\ a_2 I_n \end{bmatrix} U(\lambda)V(\lambda)U(\lambda)^*,$$

Multiply this relation on the left and right by

$$\begin{bmatrix} U(\lambda)^* & 0 \\ 0 & U(\lambda)^* \end{bmatrix}$$

and

$$U(\lambda),$$

respectively, to obtain

$$H(\lambda)D_C(\lambda)H(\lambda)^* U(\lambda)V(\lambda)U(\lambda) = \begin{bmatrix} a_1 I_n \\ a_2 I_n \end{bmatrix} V(\lambda).$$

Now define the $2n \times 2n$ matrix function

$$G(\lambda) := H(\lambda)^* \begin{bmatrix} U(\lambda) & 0 \\ 0 & U(\lambda) \end{bmatrix}, \quad \lambda \in \mathbb{R}.$$

We see that $G(\lambda)^* G(\lambda) = I_{2n}$, $(G(\lambda))$ is analytic unitary) and (53) implies

$$G(\lambda)^* D_C(\lambda) G(\lambda) \begin{bmatrix} \lambda I_n \\ I_n \end{bmatrix} = \begin{bmatrix} a_1 I_n \\ a_2 I_n \end{bmatrix} V(\lambda), \quad \lambda \in \mathbb{R}.$$

This statement already provides a link between the $n$ Rellich eigenvalue functions of $P(\lambda)$ (diagonal entries of $V(\lambda)$ on the right) and the $2n$ eigenvalue functions of its linearization $\lambda A_C + B_C$ (diagonal entries of $D_C(\lambda)$ on the left), see (52), but we can do better:
THEOREM 42. Given $P(\lambda)$ of (1) with $M^* = M$, $D = D^*$, $K = K^*$, and the two Rellich reductions of (52), define the $2n \times n$ matrix function

$$W(\lambda) := \frac{1}{\sqrt{1 + \lambda^2}} H(\lambda)^* \begin{bmatrix} \lambda I_n \\ I_n \end{bmatrix} U(\lambda), \quad \lambda \in \mathbb{R}. \tag{57}$$

Then $W(\lambda)^* W(\lambda) = I_n$ for all $\lambda \in \mathbb{R}$ and the diagonal matrix functions $V(\lambda)$, $D_C(\lambda)$ of (52) satisfy

$$W(\lambda)^* D_C(\lambda) W(\lambda) = \frac{a_1 \lambda + a_2}{1 + \lambda^2} V(\lambda), \quad \lambda \in \mathbb{R}. \tag{58}$$

Proof. Using the fact that, when $\lambda \in \mathbb{R}$, $U(\lambda)^* U(\lambda) = I_n$ and $H(\lambda)H(\lambda)^* = I_{2n}$ the unitary-like property $W(\lambda)^* W(\lambda) = I_n$ is easily verified. Then, using (52) and (57), with $\lambda \in \mathbb{R}$,

$$W(\lambda)^* D_C(\lambda) W(\lambda) = \frac{1}{1 + \lambda^2} \left[ \begin{array}{c|c} \lambda U(\lambda)^* & U(\lambda)^* \\ \hline U(\lambda) & \end{array} \right] H(\lambda) D_C(\lambda) H(\lambda)^* \begin{bmatrix} \lambda U(\lambda) \\ U(\lambda) \end{bmatrix}.$$

Recalling the definition (55), we obtain

$$W(\lambda)^* D_C(\lambda) W(\lambda) = \frac{1}{1 + \lambda^2} \left[ \begin{array}{c|c} \lambda I_n & I_n \\ \hline I_n & \end{array} \right] G(\lambda)^* D_C(\lambda) G(\lambda) \begin{bmatrix} \lambda I_n \\ I_n \end{bmatrix},$$

with $G(\lambda)^* G(\lambda) = I_{2n}$. Thus, using (56), when $\lambda \in \mathbb{R}$,

$$W(\lambda)^* D_C(\lambda) W(\lambda) = \frac{1}{1 + \lambda^2} \left[ \begin{array}{c|c} \lambda I_n & I_n \\ \hline I_n & \end{array} \right] \begin{bmatrix} a_1 I_n \\ a_2 I_n \end{bmatrix} V(\lambda) = \frac{a_1 \lambda + a_2}{1 + \lambda^2} V(\lambda), \tag{59}$$

as required. \qed

A consequence of (58) is that for each $\lambda \in \mathbb{R}$ the eigenvalues of $\lambda A_C + B_C$ and $\frac{a_1 \lambda + a_2}{1 + \lambda^2} P(\lambda)$ interlace (see Corollary 43 below) in a way that we will explain now. This result will not be explicitly used in the developments to come, but it will form the basis for a relationship between the sign characteristics of $P(\lambda)$ and its linearizations of (6) in Section 9.

In equations (52) (cf. equations (16) and (17)), we write the diagonal matrix of eigenvalue functions of $P(\lambda)$ and $\lambda A_C + B_C$ in the form

$$V(\lambda) = \text{Diag}[v_1(\lambda), v_2(\lambda), \ldots, v_n(\lambda)] \tag{60}$$

and

$$D_C(\lambda) = \text{Diag}[d_1(\lambda), d_2(\lambda), \ldots, d_{2n}(\lambda)], \tag{61}$$

respectively. For each $\lambda \in \mathbb{R}$ let $\delta_1(\lambda) \geq \delta_2(\lambda) \geq \cdots \geq \delta_{2n}(\lambda)$ be the ordered eigenvalues of $\lambda A_C + B_C$. That is to say, $\delta_1(\lambda) \geq \delta_2(\lambda) \geq \cdots \geq \delta_{2n}(\lambda)$ is for each $\lambda \in \mathbb{R}$ the sequence $(d_1(\lambda), d_2(\lambda), \ldots, d_{2n}(\lambda))$ arranged in non-increasing order. Similarly, let $\mu_1(\lambda) \geq \mu_2(\lambda) \geq \cdots \geq \mu_n(\lambda)$ be the sequence $\frac{a_1 \lambda + a_2}{1 + \lambda^2} (v_1(\lambda), v_2(\lambda), \ldots, v_n(\lambda))$ arranged, for each $\lambda \in \mathbb{R}$, in nonincreasing order. Again, $\mu_1(\lambda) \geq \mu_2(\lambda) \geq \cdots \geq \mu_n(\lambda)$ are for each $\lambda \in \mathbb{R}$ the ordered eigenvalues of the Hermitian matrix $\frac{a_1 \lambda + a_2}{1 + \lambda^2} P(\lambda)$. Notice that $\delta_1(\lambda)$ and $\mu_1(\lambda)$ may not be analytic functions for $\lambda \in \mathbb{R}$. For instance, in Figure 8, which shows the eigenvalues of the linearization $\lambda A_R + B_R$ of $P(\lambda)$ of Example 10(b), $\delta_1(\lambda)$, $\delta_2(\lambda)$, $\delta_3(\lambda)$, and $\delta_6(\lambda)$ are analytic functions in $\mathbb{R}$ but $\delta_3(\lambda)$ and $\delta_5(\lambda)$ are not analytic at 1.
Figure 8. Eigenvalues of \( \lambda A_R + B_R = \begin{bmatrix} 0 & M \\ M & D \end{bmatrix} \lambda + \begin{bmatrix} -M & 0 \\ 0 & K \end{bmatrix} \) where \( M, D, \) and \( K \) are the coefficients of the quadratic system of Example 10(b).

**Corollary 43.** With the above notation, for each \( \lambda \in \mathbb{R} \), the following interlacing inequalities between the eigenvalues of \( \lambda A_C + B_C \) and \( a_1 \lambda + a_2 \frac{1}{1+\lambda^2} P(\lambda) \) are satisfied:

\[
\delta_i(\lambda) \geq \mu_i(\lambda) \geq \delta_{n-i}(\lambda), \quad 1 \leq i \leq n.
\]

**Proof.** Condition (58) means that \( a_1 \lambda + a_2 \frac{1}{1+\lambda^2} V(\lambda) \) is, for each \( \lambda \in \mathbb{R} \), the \( n \times n \) leading principal submatrix of a \( 2n \times 2n \) matrix, \( A(\lambda) \) say, which is unitarily similar to \( D_C(\lambda) \). Hence, \( A(\lambda) \) is Hermitian and unitarily similar to \( \lambda A_C + B_C \) for each \( \lambda \in \mathbb{R} \). Therefore, \( \delta_1(\lambda) \geq \cdots \geq \delta_{2n}(\lambda) \) are its eigenvalues. On the other hand, \( \mu_1(\lambda) \geq \cdots \geq \mu_n(\lambda) \) are the eigenvalues of \( a_1 \lambda + a_2 \frac{1}{1+\lambda^2} V(\lambda) \) for each \( \lambda \in \mathbb{R} \). Using the Poincaré separation theorem ([9, Corollary 4.3.16]), we get the desired interlacing inequalities.

We illustrate with the Examples 10(a) and 10(b) and their linearizations defined by \( a_1 = 1/2, \ a_2 = -1 \) and \( a_1 = 0, \ a_2 = 1 \), respectively. The eigenvalue functions of the corresponding \( a_1 \lambda + a_2 \frac{1}{1+\lambda^2} P(\lambda) \) and \( \lambda A_R + B_R \) are depicted in Figures 9 and 10, respectively. It can be seen that the interlacing inequalities (62) are satisfied.

As remarked at the end of Section 7.1, \( P(\lambda) \) of Example 10 (a) and its linearization \( \lambda A_R + B_R \) of (7) with \( a_1 = 1/2, \ a_2 = -1 \) do not have the same sign characteristic for the eigenvalues -1.2496 and 0 (see Figures 1 and 7). However, Figure 9 shows that \( a_1 \lambda + a_2 \frac{1}{1+\lambda^2} P(\lambda) \) and \( \lambda A_R + B_R \) do have the same sign characteristic attached to all real eigenvalues. This is not a particular property of these matrices, but a general property of any quadratic \( P(\lambda) \) and its linearizations \( L(\lambda) \) of (6), as we see in the next section where we explore the relationship between the sign characteristics of \( (a_1 \lambda + a_2) P(\lambda) \) and that of the linearizations \( L(\lambda) \) of \( P(\lambda) \) of the form (6). This will allow us to obtain strong linearizations of \( P(\lambda) \) of the form (6) which preserves the sign characteristic of the finite real eigenvalues as well as those at infinity.

**9. Strong linearizations of quadratic Hermitian systems preserving the sign characteristic.**

Let \( P(\lambda) \) be the matrix polynomial of (1) with \( M = M^*, \ D = D^*, \) and \( K = K^* \). We return to the notation
introduced in Section 4 and used in the subsequent sections: Thus, \(\alpha_1, \ldots, \alpha_q \in \mathbb{R}\) denote the real eigenvalues of \(P(\lambda)\), including possible repetitions; \((\lambda - \alpha_1)^{k_1}, \ldots, (\lambda - \alpha_q)^{k_q}\) are the elementary divisors for the real eigenvalues; and \(k_1 \leq k_2 \leq \cdots \leq k_r\) are the exponents of the elementary divisors at infinity (or, equivalently, the partial multiplicities of the eigenvalue at infinity).

We recall that if \(L(\lambda)\) is a linear pencil of the form (6) then it is a strong linearization of \(P(\lambda)\) provided that \(a_1\) and \(a_2\) are not simultaneously zero and \(-\frac{a_2}{a_1} \notin \sigma(P)\). In this case, \(L(\lambda)\) and \(P(\lambda)\) have the same finite and infinite elementary divisors. Let \(\epsilon_i(P)\) and \(\epsilon_i(L)\) be the sign characteristic of an elementary divisor \((\lambda - \alpha_i)^{l_i}\) for \(P(\lambda)\) and \(L(\lambda)\), respectively, and let \(\epsilon_i(P)\) and \(\epsilon_{i\infty}(L)\) be the sign characteristics of the elementary divisor at infinity with exponent \(k_i\) for \(P(\lambda)\) and \(L(\lambda)\), respectively.

**Theorem 4.4.** Let \(P(\lambda)\) be the Hermitian quadratic matrix polynomial of (1) and let \(L(\lambda)\) be a strong linearization of (6). Then for each real eigenvalue \(\alpha_1, \ldots, \alpha_q \in \sigma(P) \cap \mathbb{R} = \sigma(L) \cap \mathbb{R}\) the following property holds:

\[
\epsilon_i(L) = \text{sign}(a_1 \alpha_i + a_2) \epsilon_i(P), \quad i = 1, \ldots, q,
\]

and for the eigenvalue at infinity,

\[
\epsilon_{i\infty}(L) = \text{sign}(a_1) \epsilon_{i\infty}(P), \quad i = 1, \ldots, r.
\]

**Proof.** Rellich’s Theorem (Theorem 2) will be applied to both \(P(\lambda)\) and \(L(\lambda)\). Hence, without further notice, we view these polynomial matrices as Hermitian analytic matrices of the real parameter \(\lambda \in \mathbb{R}\).

We assume first that \(a_1 \neq 0\) and \(a_2 \neq 0\) and recall that \(-\frac{a_2}{a_1} \notin \sigma(P)\). Put \(X = -\frac{a_2}{a_1} I_n\) and \(Y = -\left(\frac{a_1}{a_2}\right)^2 P\left(-\frac{a_2}{a_1}\right)\). Then \(Y\) is an \(n \times n\) constant invertible matrix and a computation shows that

\[
\begin{bmatrix}
\lambda I_n & I_n \\
I_n & X
\end{bmatrix}
L(\lambda)
\begin{bmatrix}
\lambda I_n & I_n \\
I_n & X
\end{bmatrix}
= (\lambda a_1 + a_2)
\begin{bmatrix}
P(\lambda) & 0 \\
0 & Y
\end{bmatrix}, \quad \lambda \in \mathbb{R}.
\]
Applying Rellich’s Theorem to \( P(\lambda) \) (see also (52)) there exists a unitary analytic matrix \( U(\lambda) \) and an analytic matrix \( V(\lambda) = \text{Diag}(v_1(\lambda), \ldots, v_n(\lambda)) \) such that \( P(\lambda) = U(\lambda)V(\lambda)U(\lambda)^* \). Let

\[
R(\lambda) = \begin{bmatrix} \lambda I_n & I_n \\ I_n & X \end{bmatrix} \begin{bmatrix} U(\lambda) & 0 \\ 0 & U(\lambda) \end{bmatrix}, \quad \lambda \in \mathbb{R},
\]

and observe that \( R(\lambda) \) is an Hermitian analytic matrix, \( \det R(\lambda) \neq 0 \) for \( \lambda \neq -\frac{a_2}{a_1} \), and

\[
R(\lambda)^*L(\lambda)R(\lambda) = (a_1\lambda + a_2) \begin{bmatrix} V(\lambda) & 0 \\ 0 & U(\lambda)YU(\lambda) \end{bmatrix}, \quad \lambda \in \mathbb{R}.
\]

It follows from [6, Theorem 12.4] or [16, Theorem 2.7] that, since \( -\frac{a_2}{a_1} \notin \sigma(L) \), \( L(\lambda) \) and \( R(\lambda)^*L(\lambda)R(\lambda) \) have the same sign characteristic for the finite real eigenvalues of \( L(\lambda) \). On the other hand, applying Rellich’s Theorem to \( U(\lambda)^*YU(\lambda) \), we conclude that the eigenvalue functions of this analytic matrix function are those of \( Y \). Since this matrix is Hermitian all its eigenvalue functions are constant; actually, they are the eigenvalues of \( Y \). This implies that the sign characteristic of \( L(\lambda) \) and \((a_1\lambda + a_2)V(\lambda)\) coincide and so (63) follows.

As for the eigenvalue at infinity, we must check the sign characteristics, \( \epsilon_{i0}(\widehat{P}) \) and \( \epsilon_{i0}(\widehat{L}) \), of the elementary divisors \( \lambda^k_i \) of \( \widehat{P}(\lambda) = \text{rev} P(\lambda) \) and \( \widehat{L}(\lambda) = \text{rev} L(\lambda) \), respectively, \( i = 1, \ldots, r \). First,

\[
\begin{bmatrix} 0 & I_n \\ I_n & 0 \end{bmatrix} \text{rev} L(\lambda) \begin{bmatrix} 0 & I_n \\ I_n & 0 \end{bmatrix} = \begin{bmatrix} a_2 K & a_1 K \\ a_1 K & a_1 D - a_2 M \end{bmatrix}\lambda + \begin{bmatrix} a_2 D - a_1 K & a_2 M \\ a_2 M & a_1 M \end{bmatrix}
\]

which is the linearization of (6) for \( \text{rev} P(\lambda) = K\lambda^2 + D\lambda + M \) with the roles of \( a_1 \) and \( a_2 \) exchanged. Hence, we can apply (63) to \( \widehat{P} \) and \( \widehat{L} \) for the eigenvalue 0 to obtain

\[
\epsilon_{i0}(\widehat{L}) = \text{sign}(a_1)\epsilon_{i0}(\widehat{P}), \quad i = 1, \ldots, r.
\]

Bearing in mind that the sign characteristic of the eigenvalue at infinity and order \( k \) of any matrix polynomial \( Q(\lambda) \) is, by definition (see Section 3), the sign characteristic of the elementary divisor \( \lambda^k_i \) of \( -\text{rev} Q(\lambda) \), we get \( \epsilon_{\infty}(L) = -\epsilon_{i0}(\widehat{L}) = \text{sign}(a_1)(-\epsilon_{i0}(\widehat{P})) = \text{sign}(a_1)\epsilon_{\infty}(P) \). Thus, condition (64) follows.

Assume now that \( a_1 = 0 \) and \( a_2 \neq 0 \) (recall that \( a_1 = a_2 = 0 \) is not possible). Then \( \infty \) is not an eigenvalue of \( P(\lambda) \) because \( -\frac{a_2}{a_1} \notin \sigma(P) \). Therefore, det \( M \neq 0 \). Observe that, in (6), \( L(\lambda) = a_1 L_1(\lambda) + a_2 L_2(\lambda) \) where

\[
L_1(\lambda) = \begin{bmatrix} M & 0 \\ 0 & -K \end{bmatrix}\lambda + \begin{bmatrix} D & K \\ K & 0 \end{bmatrix}, \quad L_2(\lambda) = \begin{bmatrix} 0 & M \\ M & D \end{bmatrix}\lambda + \begin{bmatrix} -M & 0 \\ 0 & K \end{bmatrix}.
\]

Thus, in this case, (6) reduces to \( L(\lambda) = a_2 L_2(\lambda) \). It follows from Theorem 40 and (51) that \( L_2(\lambda) \) and \( P(\lambda) \) have the same sign characteristics for each (finite) elementary divisor. Then, \( \epsilon_i(L) = \text{sign}(a_2)\epsilon_i(L_2) = \text{sign}(a_2)\epsilon_i(P), \quad i = 1, \ldots, q \). That is to say, (63) is satisfied and (64) does not apply because there are no elementary divisors at infinity.

Finally, consider the case \( a_2 = 0 \) and \( a_1 \neq 0 \). Then \( 0 \notin \sigma(P) \) and so, \( K \) is an invertible matrix. Now \( L(\lambda) = a_1 L_1(\lambda) \) and then \( \widehat{L}(\lambda) = a_1 \widehat{L}_1(\lambda) \) where

\[
\widehat{L}_1(\lambda) = \text{rev} L_1(\lambda) = \begin{bmatrix} D & K \\ K & 0 \end{bmatrix}\lambda + \begin{bmatrix} M & 0 \\ 0 & -K \end{bmatrix}.
\]

By Theorem 40, \( \widehat{L}_1(\lambda) \) has the same sign characteristics for the finite eigenvalues \( \frac{1}{a_1}, \ldots, \frac{1}{a_q} \) and, if \( M \) is singular, 0 as \( \widehat{P}(\lambda) = \text{rev} P(\lambda) = K\lambda^2 + D\lambda + M \). According to Tables 1 and 2:
Spectral Theory Quadratic Eigenvalue Problems with Symmetries

(i) for \( i = 1, \ldots, q, \) \( \epsilon_i(P) = \epsilon_i(\tilde{P}) \) if \( l_i \) is even and \( \epsilon_i(P) = -\epsilon_i(\tilde{P}) \) if \( l_i \) is odd. Also, \( \epsilon_i(L_1) = \text{sign}(\alpha_i)\epsilon_i(\tilde{L}_1) \) if \( l_i \) is even and \( \epsilon_i(L_1) = -\text{sign}(\alpha_i)\epsilon_i(\tilde{L}_1) \) if \( l_i \) is odd, and
(ii) if \( M \) is singular, \( \epsilon_{i\infty}(P) = -\epsilon_{i0}(\tilde{P}) \) and \( \epsilon_{i\infty}(L_1) = -\epsilon_{i0}(\tilde{L}_1), \) \( i = 1, \ldots, r. \)

Therefore, bearing in mind that the sign characteristics of \( \tilde{P}(\lambda) \) and \( \tilde{L}(\lambda) \) coincide,

\[
\epsilon_{i\infty}(L) = -\epsilon_{i0}(\tilde{L}) = -\text{sign}(\alpha_1)\epsilon_{i0}(\tilde{L}_1) = -\text{sign}(\alpha_1)\epsilon_{i0}(\tilde{P}) = \text{sign}(\alpha_1)\epsilon_{i\infty}(P).
\]

Also, using item (i) above, for \( i = 1, \ldots, q, \)

\[
\epsilon_i(P) = \text{sign}(\alpha_i)\epsilon_i(L_1) = \text{sign}(\alpha_i)\text{sign}(\alpha_1)\epsilon_i(L) = \text{sign}(\alpha_1\alpha_i)\epsilon_i(L).
\]

The theorem follows.

As a simple consequence of Theorem 44, we can obtain a characterization of the strong linearizations of \( P(\lambda) \) of the form (6) which preserve the sign characteristics of its real eigenvalues and the eigenvalue at infinity. The minimum real eigenvalue of \( P(\lambda) \) plays an important role in this characterization. Since the focus is being placed on the sign characteristic, we are implicitly assuming that the eigenvalues of \( P(\lambda) \) have been already computed (through a convenient strong linearization, for instance).

**Corollary 45.** Let \( P(\lambda) \) be the Hermitian quadratic matrix polynomial of (1) and let \( L(\lambda) \) be its strong linearization of (6) such that \( -\frac{a_2}{a_1} \notin \sigma(P) \). Let \( m = \min\{\lambda \in \sigma(P) \cap \mathbb{R} : \lambda < \infty \} \). Then \( L(\lambda) \) and \( P(\lambda) \) have the same sign characteristics for the real eigenvalues and for the eigenvalue at infinity if and only if

\[
a_1 > 0 \quad \text{and} \quad a_1m + a_2 > 0.
\]

**Proof.** If \( L(\lambda) \) and \( P(\lambda) \) have the same sign characteristic for the infinite elementary divisor of order \( k_i, \) \( i = 1, \ldots, r, \) then \( \epsilon_{i\infty}(L) = \epsilon_{i\infty}(P). \) It follows from (64) that \( a_1 > 0. \) Similarly, for each finite elementary divisor \( \lambda - \alpha_i \), \( i = 1, \ldots, q. \) By (63) \( a_1\alpha_i + a_2 > 0, \) \( i = 1, \ldots, q. \) In particular, \( a_1m + a_2 > 0. \)

Conversely, if \( a_1 > 0, \) then it follows from (64) that \( \epsilon_{i\infty}(L) = \epsilon_{i\infty}(P). \) On the other hand, if \( a_1m + a_2 > 0 \) then \( a_1\alpha_i + a_2 \geq a_1m + a_2 > 0 \) and then (63) implies \( \epsilon_i(L) = \epsilon_i(P). \)

It was seen in (51) that when \( \det M \neq 0 \) the pencil \( L_P(\lambda) = \begin{bmatrix} aM & M \\ M & D - aK \end{bmatrix} + \begin{bmatrix} -M & 0 \\ 0 & K \end{bmatrix} \) is a linearization of \( P(\lambda) \) of (1) which preserves its sign characteristic for the finite elementary divisors. However, by [15, Theorem 4.3 (Strong Linearization Theorem)], \( L_P(\lambda) \) is not a linearization of \( P(\lambda) \) when \( \det M = 0. \) It is an interesting and easy consequence of Corollary 45 that this can be seen as a “limit situation.” Specifically, taking \( a_2 = 1 \) in Corollary 45, and recalling (6), we get:

**Corollary 46.** With the notation of Corollary 45 let \( a \in \mathbb{R} \) be any positive real number satisfying \( ma > -1. \) Then

\[
L_a(\lambda) = \begin{bmatrix} aM & M \\ M & D - aK \end{bmatrix} + \begin{bmatrix} aD - M & aK \\ aK & K \end{bmatrix},
\]

is an Hermitian strong linearization of \( P(\lambda) \) of (1) which preserves the sign characteristics for the elementary divisors associated with real eigenvalues and with the eigenvalue at infinity. In addition,

\[
\lim_{a \to 0^+} L_a(\lambda) = L_P(\lambda),
\]

where \( L_P(\lambda) \) is the linear pencil of (51).
It is noteworthy that $L_\alpha(\lambda)$ is a strong linearization of $P(\lambda)$ of the form (6) with $a_2 = 1$ and $a_1 = a > 0$, while $L_P(\lambda)$ is a pencil of the form (6) with $a_2 = 1$ and $a_1 = 0$ which is not a linearization of $P(\lambda)$ when $\det M = 0$. The limit in (68) tells us that for values of $(a_1, a_2)$ close enough to $(0, 1)$ we can always find strong linearizations of $P(\lambda)$ of the form (6) which preserve its sign characteristics for the finite and infinite elementary divisors. The neighborhood where such values of $(a_1, a_2)$ can be found depends on the smallest real eigenvalue of $P(\lambda)$.

We illustrate the results in this section with an example.

**Example 47.** Consider the reversal of the quadratic system of Example 10(a):

$$Q(\lambda) = \begin{bmatrix} 7 & 8 & 7 \\ 8 & 7 & 8 \\ -6 & 8 & 7 \end{bmatrix} \lambda^2 + \begin{bmatrix} 1 & 4 & 1 \\ 4 & -3 & 1 \\ -3 & 4 & 1 \end{bmatrix} \lambda + \begin{bmatrix} 2 & -1 & 0 \\ -1 & 2 & 0 \\ 0 & 0 & 3 \end{bmatrix},$$

which has singular leading coefficient. This is the quadratic system of (21) whose eigenvalues, $\sigma(Q) = \{\infty, -0.1634 \pm 0.2286i, -0.8003, 0.2687\}$, were computed in Example 11. Its minimal real eigenvalue is approximately $-0.8003$ and so, according to Corollary 46, for any $0 < a < 1 - \frac{1}{0.8003} \approx 1.2496$, $L_\alpha(\lambda)$ of (67) is a strong linearization of $Q(\lambda)$ which preserves the sign characteristics of the elementary divisors associated with its finite real eigenvalues and with the eigenvalue at infinity.

Let us take $a = 1$ in (67):

$$L_1(\lambda) = \begin{bmatrix} M & M \\ M & D - K \end{bmatrix} \lambda + \begin{bmatrix} D - M & K \\ K & K \end{bmatrix},$$

with

$$M = \begin{bmatrix} 7 & 8 & 7 \\ 8 & -6 & 8 \\ 7 & 8 & 7 \end{bmatrix}, \quad D = \begin{bmatrix} 1 & 4 & 1 \\ 4 & -3 & 1 \\ 1 & 4 & 1 \end{bmatrix}, \quad K = \begin{bmatrix} 2 & -1 & 0 \\ -1 & 2 & 0 \\ 0 & 0 & 3 \end{bmatrix}.$$

The eigenvalue functions of $Q(\lambda)$ for the finite elementary divisors associated with real eigenvalues are depicted in Figure 4 (and in Figure 12 for reader’s convenience). And those of $L_1(\lambda)$ in Figure 11. It is clear that the sign characteristic of the eigenvalues $-0.8003$ and $0.2687$ are, for both $Q(\lambda)$ and $L_1(\lambda)$, $+1$ and $-1$, respectively.
For the elementary divisors at infinity, we must compute the elementary divisors at 0 of $-\text{rev} \ Q(\lambda)$. But $-\text{rev} \ Q(\lambda) = -P(\lambda)$ where $P(\lambda)$ is the matrix of (19). We saw in Example 10 that 0 is an eigenvalue of $P(\lambda)$ with $\lambda^2$ as elementary divisor. Hence, $\lambda^2$ is also an elementary divisor of $-\text{rev} \ Q(\lambda)$ and so $Q(\lambda)$ has an elementary divisor at infinity of order 2. Figures 13 and 14 depict the graphics of the eigenvalue functions of $-\text{rev} \ Q(\lambda)$ and $-\text{rev} \ L_1(\lambda)$, respectively. It is apparent that the sign characteristics for the elementary divisor $\lambda^2$ of $-\text{rev} \ Q(\lambda)$ and $-\text{rev} \ L_1(\lambda)$ coincide and are equal to $-1$. Hence, this is the sign characteristic for the elementary divisor at infinity of $Q(\lambda)$ and $L_1(\lambda)$.

10. Conclusions. A major technique for both spectral and numerical analysis of quadratic eigenvalue problems requires the formulation of a linear eigenvalue problem which, as far as possible, retains spectral properties of the quadratic system. However, there are also methods of spectral and numerical analysis which work directly with the quadratic system. The methods of “perturbation theory” are also strongly connected. In this paper, we have made connections between several such lines of attack on these problems.

Eigenvalue problems for symmetric quadratic matrix-valued functions of the form (1) can be approached in two particular ways: either directly, by searching for the values of $\lambda$ for which $P(\lambda)$ is singular or, indirectly, by first formulating an isospectral symmetric “linearization” of $P(\lambda)$, say $L(\lambda)$ as in (6), and then searching for the values of $\lambda$ for which $L(\lambda)$ is singular.

In both cases, one may apply symmetry preserving reduction methods to the matrix function (either $P(\lambda)$ or $L(\lambda)$). Namely, either:

1) unitary similarity applied to the Hermitian quadratic function $P(\lambda)$ itself (Theorem 2), or
2) congruence transformations applied to the Hermitian linear function $L(\lambda)$ (Theorems 20 and 21).

When $\det M \neq 0$, Theorem 40 ensures that the “sign characteristics” (as well as the eigenvalues) of the chosen linearization agree with those of $P(\lambda)$ itself. When $M$ is singular, Corollary 45 provides a characterization of the linearizations which preserves the sign characteristics for both finite and infinite real eigenvalues.
Corollary 43 discloses interesting interlacing inequalities between the eigenvalues of the Hermitian matrices \( a_1 \lambda^{\alpha_1} P(\lambda) \) and the linearization \( \lambda A_C + B_C \) (or \( \lambda A_R + B_R \) if \( \mathbb{F} = \mathbb{R} \)) of \( P(\lambda) \) for each real \( \lambda \).
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