Neural replicator dynamics (NeuRD) is an alternative to the foundational softmax policy gradient (SPG) algorithm motivated by online learning and evolutionary game theory. The NeuRD expected update is designed to be nearly identical to that of SPG, however, we show that the Monte Carlo updates differ in a substantial way: the importance correction accounting for a sampled action is nullified in the SPG update, but not in the NeuRD update. Naturally, this causes the NeuRD update to have higher variance than its SPG counterpart. Building on implicit exploration algorithms in the adversarial bandit setting, we introduce capped implicit exploration (CIX) estimates that allow us to construct NeuRD-CIX, which interpolates between this aspect of NeuRD and SPG. We show how CIX estimates can be used in a black-box reduction to construct bandit algorithms with regret bounds that hold with high probability and the benefits this entails for NeuRD-CIX in sequential decision-making settings. Our analysis reveals a bias–variance tradeoff between SPG and NeuRD, and shows how theory predicts that NeuRD-CIX will perform well more consistently than NeuRD while retaining NeuRD's advantages over SPG in non-stationary environments.
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1 Introduction

By design, the difference between the expected update procedures of softmax policy gradient (SPG; [Williams, 1992]) and neural replicator dynamics (NeuRD; [Hennes et al., 2020]) is very small; the SPG update is effectively a rescaling of the NeuRD update based on the SPG agent’s current policy. Their Monte Carlo updates, however, have an important difference: the importance correction accounting for a sampled action is nullified in the SPG update but not in the NeuRD update, naturally leading the NeuRD update to have larger variance. In this work, we introduce a continuous-bias–variance tradeoff between SPG and NeuRD via the NeuRD with capped implicit exploration (CIX) algorithm. Implicit exploration (Kocak et al., 2014) is a technique for carefully adding bias to importance corrected utility function estimates in the adversarial bandit setting and we modify this idea by introducing a cap on the amount of bias that can be added when the sampled action probability is already large. We show that our capped implicit exploration (CIX) estimates facilitate the easy construction of bandit algorithms with regret bounds that hold with high probability via a black box reduction to full-monitoring regret minimization. These high probability regret bounds in the bandit setting imply high probability optimality and regret bounds for NeuRD-CIX in sequential decision-making settings.

2 Background

2.1 Partially Observable History Processes

A partially observable history process (POHP; [Morrill, Greenwald, and Bowling, 2022]) models the perspective of an agent in a domain much larger and more complex than themself. The titular history is a record of actions. The finite set of actions allowed after each history \( h \in H \) is determined by \( \mathcal{A}(h) \). The agent’s limitations in controlling the environment through their actions is personified as a daimon, who chooses an action after each of the agent’s choices sampled from a history-dependent policy, \( \sigma \in \Sigma, \sigma(h) \in \Delta(\mathcal{A}(h)) \), where \( \Delta(\mathcal{A}(h)) \) is the probability simplex over the set of actions immediately following passive history \( h \in H_{\mathcal{O}} \) where the agent has acted last. An observation function, \( \omega : \mathcal{H}_A \rightarrow \mathcal{O} \) models partial observability of the daimon’s actions, where \( \mathcal{H}_A \) represents the set of active histories where the agent is next to act and \( \mathcal{O} \) is the set of possible observations. The process terminates at history \( h \in \mathcal{H}_{A} \) with probability \( 1 - \gamma(h) \) where \( \gamma : \mathcal{H}_A \rightarrow [0, 1] \) is a continuation probability function.

The agent is responsible for updating their own internal agent state, \( s \in S \), based on their actions and observations. We summarize the agent’s internal update mechanisms as an update function \( u : H \rightarrow S \). The agent is state conditioning information for the agent’s policy \( \pi \in \Pi \) where \( \pi(s) \in \Delta(\mathcal{A}(s)), |\mathcal{A}(s)| \leq \infty \), and \( \mathcal{A}(s) = \mathcal{A}(h) \) for any active history \( h \) in agent state \( s \)’s information set, \( I(s) = \{ h' | u(h') = s \} \). The agent accumulates rewards from a bounded reward function, \( r : \mathcal{O} \rightarrow [-R_{\text{MAX}}, 0] \). We assume rewards are non-positive without loss of generality. The return (cumulative reward) that the agent acquires from active history \( h \in \mathcal{H}_A \) is \( G_h(\pi; \sigma) = \sum_{i=1}^{\infty} Y_i r(\omega(H_i)) \), where the initial history in the trajectory is \( H_1 = h \), the agent’s action on each step is \( A_i \sim \pi(u(H_i)) \), the daimon’s action on each step is \( B_i \sim \sigma(H_i A_i) \), the history is updated as the concatenation \( H_{i+1} = H_i A_i B_i \), and the continuation indicator is the product \( Y_{i+1} = Y_i \Gamma_i \in \{0, 1\} \) with \( Y_1 = 1 \) and \( \Gamma_i \sim \gamma(H_i) \).

To make a POHP easier to work with, one of two different assumptions are often made.

A POHP could have a finite horizon, where each history is a prefix of a terminal history, \( z \in Z \subseteq \mathcal{H}_A \), where \( \gamma(z) = 0 \), which aligns the POHP with a given player’s view of an extensive-form game (see, e.g., [Osborne and Rubinstein, 1994]). This is also often combined with the assumption that the agent is not absent-minded, that is, the agent never encounters the same agent state more than once during their lifetime. In this case, the realization probability of an agent state can be defined as the sum of reach probabilities across histories in that state’s information set. Formally, \( P_{\pi,\sigma}[s] = \sum_{h \in I(s)} P_{\pi,\sigma}[h] \) where \( P_{\pi,\sigma}[h] = \prod_{i=1}^{\infty} P_{\pi,\sigma}[h_i | h_{<i}] \), \( h_i \) is the action at the \( i \)th position in the history, \( h_{<i} \) is the \( i \)-length prefix of \( h \) with \( h_{<1} = \emptyset \) (the empty history), and \( P_{\pi,\sigma}[h_i | h_{<i}] = \gamma(h_{<i})\pi(h_i | u(h_{<i})) \) if \( h_{<i} \in \mathcal{H}_A \) and \( \sigma(h_i | h_{<i}) \) otherwise.

Alternatively, a POHP can represent a discounted Markov decision process (MDP) by assuming that (i) the daimon chooses actions according to its own state, (ii) the observation function reveals the daimon’s state, and (iii) the continuation probability is not always one. In this case, the daimon’s state reproduces the MDP state, the daimon’s policy \( \sigma \) is the MDP state transition distribution, and continuation probabilities represent discount factors. In this case, the probability of a given agent state \( s \) can be defined by marginalizing the probability of transitioning to \( s \) in \( k \) actions, i.e., \( P_{\pi,\sigma}[s] = \sum_{k=0}^{\infty} \sum_{s' \in S} P_{\pi,\sigma}[s, k | s'] P_{\pi,\sigma}[s | u(\emptyset)] \). For POHPs that are repeatedly evaluated, we assume that the continuation probabilities are set to ensure the POHP terminates almost surely, e.g., by setting \( \gamma(\cdot) < 1 \).

---

1The union of the passive and active histories forms the complete set of histories, i.e., \( \mathcal{H} = H_{\mathcal{O}} \cup \mathcal{H}_A \).

2The agent can ensure this by keeping track of how many actions they have taken. Such updates are said to be timed.

3The \( k \)-step transition distribution is derived from the agent’s policy and the transition distribution.
Agent state realization probabilities give rise to a belief, \( \xi_{t}^{\pi,\sigma} : h \mapsto P_{\pi,\sigma}[h] \), about the relative likelihood of each history in the information set of each agent state \( s \), and the expected return from \( s \), denoted \( v_{s}(\pi; \sigma) = E_{H \sim \xi_{t}^{\pi,\sigma}}[G_{H}(\pi; \sigma)] \). The action value function is the expected return from \( s \) given an action, i.e., \( q_{s}(a, \pi; \sigma) \), and the advantage of action \( a \) is the difference \( \rho_{s}(a, \pi; \sigma) = q_{s}(a, \pi; \sigma) - v_{s}(\pi; \sigma) \).

2.2 The Bandit Setting and Implicit Exploration

Consider a repeated POHP where, on each round \( t \), the agent chooses a pure (deterministic) policy, \( X^{t} \in \mathcal{X} \) and then receives the expected return for that strategy, \( v(X^{t}; \sigma^{t}) = E_{G}[G_{t}(X^{t}; \sigma^{t})] \), by playing \( X^{t} \) out in the POHP with the daemon’s policy on round \( t \), \( \sigma^{t} \). This describes an (adversarial) bandit problem, where the set of pure policies is a finite set of “bandit arms” and the daemon determines the agent’s payoff function on each round through their policy. The full monitoring version of the bandit problem is a simplification where the agent instead receives a return for each pure policy on each round. Often, bandit algorithms can be constructed via a black-box reduction to full monitoring.

Typically, the goal is for the agent to perform nearly as well as the best pure policy in hindsight, that is, to ensure sublinear cumulative regret: \( \rho_{T}(x) = \sum_{t=1}^{T} \rho(x, X^{t}; \sigma^{t}) \in o(T) \) for all \( x \in \mathcal{X} \), where the instantaneous regret is the difference \( \rho(x, X^{t}; \sigma^{t}) = v(x; \sigma^{t}) - v(X^{t}; \sigma^{t}) \). We call agents that achieve this condition hindsight rational since they achieve approximate rationality (optimality) in hindsight over their lifetime (Morrill et al. 2021). In general, agents must randomize to be hindsight rational, so we assume that \( X^{t} \) is sampled from a mixed policy \( \pi^{t} \in \Delta(\mathcal{X}) \) on each round \( t \), and we focus on achieving hindsight rationality with high probability under this sampling procedure.

Implicit exploration (Kocák et al. 2014) is a method for estimating unobserved payoffs in the bandit setting that controls estimation variance by introducing some bias. Given pure policy \( X \sim \pi \), the implicit exploration estimated utility function is \( \tilde{v} : x \mapsto \frac{\sum_{(X=x);(\pi(x)+\eta)} q_{X}(x, \pi, \sigma)}{(\pi(x)+\eta)} \) for an implicit exploration parameter \( \eta \in [0,1] \). Thanks to the fact that payoffs are non-positive so that large payoffs are closer to zero, \( \tilde{v} \) always overestimates payoffs, which encourages greater exploration. Implicit exploration was originally used to construct the Exp3-IX algorithm (Kocák et al. 2014; Neu 2015).

3 SPG and NeuRD Monte-Carlo Updates

SPG updates a parameterized policy over time. After \( t \) updates, SPG deploys policy \( \pi^{t+1} : s \mapsto \exp\left(f(s, \cdot; \theta^{t+1})\right)/\left(1, \exp\left(f(s, \cdot; \theta^{t+1})\right)\right) \) with \( d \) parameters \( \theta^{t+1} \in \mathbb{R}^{d} \) and function approximator \( f : \mathcal{X} \times \mathcal{A}(\cdot) \times \mathbb{R}^{d} \to \mathbb{R} \), where \( \mathcal{A}(\cdot) \) represents the set of allowed actions given the first argument of \( f \) and \( (\cdot, \cdot) \) is the vector inner-product operator. The Monte-Carlo or REINFORCE (Williams 1992) SPG update generates \( \theta^{t+1} \) by changing \( \theta \) according to stochastic gradient descent on a Monte Carlo estimate of the expected return, with \( \theta^{t} \) arbitrarily. Let \( H \) be a history in a random trajectory sampled by playing out \( \pi^{t} \) and \( \sigma^{t} \) and let \( A \sim \pi^{t}(u(H)) \). The Monte-Carlo SPG update is then

\[
\begin{align*}
\theta^{t+1} &= \theta^{t} + \alpha^{t} \left( \frac{1}{\pi(A | u(H))} \right) G_{HA}(\pi^{t}; \sigma^{t}) \nabla_{\theta^{t}} \pi^{t}(A | u(H)) \\
&= \theta^{t} + \alpha^{t} \left( \frac{\pi^{t}(A | u(H))}{\pi(A | u(H))} G_{HA}(\pi^{t}; \sigma^{t}) \right) \sum_{a \in \mathcal{A}(H)} \left( \mathbb{1}\{a = A\} - \pi^{t}(a | u(H)) \right) \nabla_{\theta^{t}} f(u(H), a; \theta^{t}) \\
&= \theta^{t} + \alpha^{t} G_{HA}(\pi^{t}; \sigma^{t}) \sum_{a \in \mathcal{A}(H)} \left( \mathbb{1}\{a = A\} - \pi^{t}(a | u(H)) \right) \nabla_{\theta^{t}} f(u(H), a; \theta^{t}).
\end{align*}
\]

NeuRD uses the same policy parameterization, but its update is based on the gradient of a distance constructed from a return rather than the return alone. Let \( y_{u(H),a}^{t} = \llbracket f(u(H), a; \theta^{t}) \rrbracket \) be the NeuRD preference value for action \( a \) on sampled history \( H \) (conditioned only on agent state \( u(H) \) and not the underlying history), where \( y_{u(H),a}^{t} \)’s dependence on \( \theta^{t} \) is blocked by the “stop gradient” operator \( \llbracket \rrbracket \). Let \( \rho_{HA}(a, \pi^{t}; \sigma^{t}) = G_{HA}(\pi^{t}; \sigma^{t}) \mathbb{1}\{a = A\} - \pi^{t}(A | u(H)) \) be an importance corrected Monte-Carlo estimate of the advantage from history \( HA \) following sampled action \( A \sim \pi^{t}(u(H)) \). The Monte-Carlo NeuRD update objective is the sum of squared differences between \( y_{u(H),a}^{t} + \alpha^{t} \rho_{HA}(a, \pi^{t}; \sigma^{t}) \) and \( f(u(H), a; \theta^{t}) \)
across each action \( a \). The update itself is then
\[
\theta^{t+1} = \theta^t - \sum_{a \in \mathcal{A}(H)} \nabla \theta^t \left( \frac{1}{2} (g^t_{u(H),a} + \alpha^t \rho_{HA}(a, \pi^t; \sigma^t) - f(u(H), a; \theta^t))^2 \right)
\]
(4)

\[
= \theta^t + \alpha^t \sum_{a \in \mathcal{A}(H)} \frac{\rho_{HA}(a, \pi^t; \sigma^t)}{\pi^t(A | u(H))} \nabla \theta^t f(u(H), a; \theta^t)
\]
(5)

\[
= \theta^t + \alpha^t \frac{G_{HA}(\pi^t; \sigma^t)}{\pi^t(A | u(H))} \sum_{a \in \mathcal{A}(H)} (\mathbb{1}(a = A) - \pi^t(A | u(H))) \nabla \theta^t f(u(H), a; \theta^t).
\]
(6)

There are two differences between Eq. (3) and Eq. (6): the sampled action’s importance correction is nullified in the SPG update but not the NeuRD update, and each unsampled action \( a \neq A \) contributes \(- \pi^t(A | u(H)) \nabla \theta^t f(u(H), a; \theta^t)\) in the SPG update instead of \(- \pi^t(A | u(H)) \nabla \theta^t f(u(H), A; \theta^t)\) in the NeuRD update. Since actions with larger probabilities are sampled more often, the latter contributions will tend to have a larger magnitude in the NeuRD update, but the practical significance of this difference is unclear. However, the difference in the influence of the importance correction will clearly cause the NeuRD update to have higher variance than the SPG update. We now describe the idea of capped implicit exploration and its application to NeuRD where the influence of the importance correction can be tuned between these two extremes. We will also present theory to motivate the use of an intermediate amount of importance correction influence in practice.

4 Capped Implicit Exploration

Considering a repeated POHP bandit setting again, given pure policy \( X \sim \pi \) sampled from mixed policy \( \pi \), the capped implicit exploration (CIX) estimate of the utility function is \( \hat{\delta} : x; \pi, \sigma, X, \eta \mapsto \mathbb{1}\{X = x\} \nu(x; \sigma) / \beta(X; \pi, \eta) \) for an implicit exploration parameter \( \eta \in [0, 1] \). The cap on the denominator potentially removes bias when \( \pi(X) \) is already large. The same regret bound can be proven for CIX as the original implicit exploration using largely the same proof as that presented in Chapter 12 of Lattimore and Szepesvári (2020), though here we present the result as a black-box reduction to full monitoring.

**Theorem 1.** Assume that expected return is bounded in \([-G_{\text{MAX}}, 0]\). If, on each round \( t \geq 1 \), the CIX utility function with parameter \( \eta^t \in (0, 1] \), \( \hat{\delta}^t : x \mapsto \hat{\nu}(x; \pi^t, \sigma^t, X^t, \eta^t) \), is given to a full monitoring algorithm that chooses mixed policy \( \pi^t \), then the bandit algorithm that chooses pure policy \( X^t \sim \pi^t \) upper bounds the cumulative regret for not choosing pure policy \( x \) on all \( T \) rounds, with probability \( 1 - \delta \), as \( \rho^{1:T}(x) \leq g(T, |\mathcal{X}|, G_{\text{MAX}}, \eta^T; \mathcal{Y}^T; \mathcal{U}^T) + h(T, |\mathcal{X}|, G_{\text{MAX}}, \delta, (\eta^t)^T; \mathcal{U}^T) \), where \( g(T, |\mathcal{X}|, G_{\text{MAX}}, \delta, (\eta^t)^T; \mathcal{U}^T) \) is the algorithm’s expected cumulative regret under the CIX utility functions and

\[
h(T, |\mathcal{X}|, G_{\text{MAX}}, \delta, (\eta^t)^T; \mathcal{U}^T) = G_{\text{MAX}} |\mathcal{X}| \sum_{i=1}^{T} \eta^t \frac{G_{\text{MAX}}}{2\eta_{\text{MIN}}} \log \left( \frac{|\mathcal{X}| + 1}{\delta} \right) + \frac{G_{\text{MAX}}}{2} \log \left( \frac{|\mathcal{X}| + 1}{\delta} \right)
\]

is slack to account for the regret that could be forced according to the statistical properties of CIX estimates, given \( \eta_{\text{MIN}} = \min \{ \eta^t \}_{t=1}^T \). If \( \eta^t = \xi \sqrt{\frac{1}{|\mathcal{X}|T}} \) for \( \xi > 0 \), then with probability \( 1 - \delta \),

\[
h(T, |\mathcal{X}|, G_{\text{MAX}}, \delta, (\eta^t)^T; \mathcal{U}^T) = \left( 2\xi + \frac{1}{2\xi} \log \left( \frac{|\mathcal{X}| + 1}{\delta} \right) \right) G_{\text{MAX}} \sqrt{|\mathcal{X}|T} + \frac{G_{\text{MAX}}}{2} \log \left( \frac{|\mathcal{X}| + 1}{\delta} \right) \in O(\sqrt{T}).
\]

If \( g(T, |\mathcal{X}|, G_{\text{MAX}}, \delta, (\eta^t)^T; \mathcal{U}^T) \in o(T) \), then \( \rho^{1:T}(x) \in o(T) \) with probability \( 1 - \delta \).

**Proof deferred to Appendix A**

The scaling factor \( \xi \) could be chosen by optimizing the bound and a confidence-dependent bound could be achieved by following Chapter 12 of Lattimore and Szepesvári (2020).

NeuRD-CIX applies this idea to the action decisions at each agent state.

**Definition 1.** Define \( \hat{\rho}_h : a, \pi; \sigma, A, \eta \mapsto \mathbb{1}\{A = a\} G_{HA}(\pi; \sigma) / \hat{\beta}_h(A; \pi, \eta) \) as the CIX estimate of the action value function at active history \( h \) given a random return from random action \( A \sim \pi(u(h)) \), where \( \beta_h(A; \pi, \eta) = \min \{ 1, \pi(a | u(h)) + \eta \} \). The CIX estimate of the advantage function is then

\[
\hat{\rho}_{HA} : a, \pi; \sigma, \eta \mapsto \frac{G_{HA}(\pi; \sigma)}{\hat{\beta}_h(A; \pi, \eta)} (\mathbb{1}\{a = A\} - \pi(A | u(h))).
\]

\( g_{u(H),a} \) bootstraps “into the past”, estimating the cumulative advantage for action \( a \) across \( t - 1 \) past updates at agent state \( u(H) \).
Finally, after \( t \) updates, the next NeuRD-CIX update on sampled history \( H \) is
\[
\theta^{t+1} = \theta^t - \sum_{a \in \mathcal{A}(H)} \nabla_{\theta^t} \frac{1}{2} \left( y^t_{u(H),a} + \alpha^t \tilde{H}_A(a, \pi^t; \eta^t) - f(u(H), a; \theta^t) \right)^2
\]
\[
= \theta^t + \alpha^t \sum_{a \in \mathcal{A}(H)} \tilde{H}_A(a, \pi^t; \eta^t) \nabla_{\theta^t} f(u(H), a; \theta^t)
\]
\[
= \theta^t + \alpha^t \frac{G_{HA}(\pi^t; \eta^t)}{\beta_H(A; \pi^t, \eta^t)} \sum_{a \in \mathcal{A}(H)} (1 \{a = A\} - \pi^t(A | u(h))) \nabla_{\theta^t} f(u(H), a; \theta^t).
\]  

If \( \eta^t = 0 \) for all updates \( t \), NeuRD-CIX reproduces NeuRD (Eq. (9) becomes Eq. (6)). If \( \eta^t \geq 1 \) instead, Eq. (9) becomes
\[
\theta^{t+1} = \theta^t + \alpha^t \frac{G_{HA}(\pi^t; \eta^t)}{\beta_H(A; \pi^t, \eta^t)} \sum_{a \in \mathcal{A}(H)} (1 \{a = A\} - \pi^t(A | u(h))) \nabla_{\theta^t} f(u(H), a; \theta^t),
\]
where the only difference between Eq. (10) and the SPG update (Eq. (3)) is that each unsampled action \( a \neq A \) contributes \(-\pi^t(A | u(h))\nabla_{\theta^t} f(u(H), a; \theta^t)\) rather than \(-\pi^t(a | u(h))\nabla_{\theta^t} f(u(H), a; \theta^t)\).

5 Experiments

Can NeuRD-CIX be a drop-in replacement for SPG using an actor-critic (Barto, Sutton, and Anderson, 1983) architecture? We compare accumulated reward in catch (from bsuite, Osband et al., 2020) and cart pole (from OpenAI Gym, Brockman et al., 2016). In catch, a ball is dropped from a high place and the agent must move a basket to catch the ball. The agent receives a reward of 0 unless they fail to catch the falling ball, then they receive -1. As soon as the ball lands, another ball is dropped. In cart pole, the agent must balance a pole by moving a cart along a single axis. The agent receives a reward of 0 unless the pole falls, then they receive -1 and the pole is reset to a near upright position.

SPG and NeuRD-CIX share the same neural actor-critic architecture. Both actor and critic networks are linear functions over the same 2-layer neural network embedding. The embedding uses 256 rectified linear units (ReLUs) plus skip connections, followed by 256 ReLUs. The critic predicts the 32-step TD(\( \lambda = 0.9 \)) state-value returns. There is no discounting for the first 32 steps and a discount of 0.9 on values for bootstrapping. All neural network parameters are updated after every step with Adam (Kingma and Ba, 2014) and backpropagation, without gradient clipping or logit thresholding (Hennessey et al., 2020). We tried a range of Adam learning rates for SPG in catch and cart pole, and identified the best learning rate according to the average reward accumulated after 300,000 steps and 20 runs (0.001797 in catch and

5The non-learning rate Adam parameters were chosen as \( \beta_1 = 0 \) since updates are online and \( \beta_2 = 0.999 \) to follow convention.
For all NeuRD-CIX runs, the Adam learning rate is set to the best SPG learning rate for the given environment. This experimental setup ensures a favorable comparison for the SPG baseline.

The results are presented in Fig. 6 as sensitivity plots of average reward achieved by NeuRD-CIX across different fixed implicit exploration (IX) parameter values ($\eta^t = \eta$).

In these single-agent environments, roughly the best performance is achieved with full implicit exploration ($\eta = 1$). In catch, NeuRD-CIX is clearly less reliable without any implicit exploration ($\eta = 0$) and achieves nearly the same performance as SPG with full implicit exploration. In cart pole, the implicit exploration parameter does not appear to have much of an impact, NeuRD-CIX is substantially worse than SPG and NeuRD-CIX’s performance is highly variable across parameter settings.

6 Conclusion

We developed capped implicit exploration (CIX) estimates that bias sampled utility values so as to induce exploration and reduce estimation variance. We showed how CIX estimates can be used in a black-box reduction to full-monitoring regret minimization and how they can be used in sequential decision making within the NeuRD-CIX algorithm. In addition, we showed that the NeuRD-CIX algorithm interpolates along a bias–variance tradeoff between Monte-Carlo softmax policy gradient (maximal bias, lower variance) and a Monte-Carlo version of the original NeuRD algorithm (zero bias, larger variance). Theorem 1 suggests that reliable performance can be achieved with a gradually decreasing amount of implicit exploration and bias.

NeuRD-CIX has theoretical benefits over SPG, but the practical comparison is less clear. In an empirical comparison favorable to SPG, NeuRD-CIX is competitive with but worse than SPG.

Some questions are left open by this work. Why does NeuRD-CIX(1) perform worse than SPG? What architecture changes can be made to improve NeuRD-CIX’s performance? How does the IX parameter impact performance in non-stationary environments?
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A Proof of Theorem

The proof of Theorem requires Lemma 12.2 from Lattimore and Szepesvári (2020), a simplified version of which is restated here without proof for reference.

**Lemma 1.** Let \((\alpha^t_x)_{t \in [1,T], x \in \mathcal{X}}\) and \((\lambda^t_x)_{t \in [1,T], x \in \mathcal{X}}\) be real-valued random variables associated with each round \(t\) of an ODP. Ensure that each \(\alpha^t_x\) and \(\lambda^t_x\) depend only on information revealed rounds before \(t\), i.e., they must be predictable given rounds up to and including round \(t-1\). In addition, ensure that \(0 \leq -\frac{\alpha^t_x}{\Gamma_{\max}} \hat{v}(x; \pi^t, \sigma^t, X^t, 0) \leq 2\lambda^t_x\) for each \(t\) and \(x\). Then,

\[
\sum_{t=1}^{T} \sum_{x \in \mathcal{X}} \frac{\alpha^t_x}{\Gamma_{\max}} \left( v(x; \sigma^t) - \frac{\hat{v}(x; \pi^t, \sigma^t, X^t, 0)}{1 + \lambda^t_x} \right) \leq \log \left( \frac{1}{\delta} \right)
\]

holds with probability \(1 - \delta\) for \(\delta \in (0,1)\).

With Lemma 1 we can prove Theorem

**Theorem 2.** Assume that expected return is bounded in \([-\Gamma_{\max}, 0]\). If, on each round \(t \geq 1\), the CIX utility function with parameter \(\eta^t \in (0,1]\), \(\hat{v}^t : x \mapsto \hat{v}(x; \pi^t, \sigma^t, X^t, \eta^t)\), is given to a full monitoring algorithm that chooses mixed policy \(\pi^t\), then the bandit algorithm that chooses pure policy \(X^t \sim \pi^t\) upper bounds the cumulative regret for not choosing pure policy \(x\) on all \(T\) rounds, with probability \(1 - \delta\), as \(\rho^{1:T}(x) \leq g(T, |\mathcal{X}|, \Gamma_{\max}, \delta, (\eta^t)_{t=1}^T)\), where \(g(T, |\mathcal{X}|, \Gamma_{\max}, \delta, (\eta^t)_{t=1}^T)\) is the algorithm’s expected cumulative regret under the CIX utility functions and

\[
h(T, |\mathcal{X}|, \Gamma_{\max}, \delta, (\eta^t)_{t=1}^T) = \Gamma_{\max} |\mathcal{X}| \sum_{t=1}^{T} \eta^t + \frac{\Gamma_{\max}}{2 \delta \eta_{\text{MIN}}} \log \left( \frac{|\mathcal{X}| + 1}{\delta} \right) + \frac{\Gamma_{\max}}{2} \log \left( \frac{|\mathcal{X}| + 1}{\delta} \right)
\]

is slack to account for the regret that could be forced according to the statistical properties of CIX estimates, given \(\eta_{\text{MIN}} = \min \{\eta^t\}_{t=1}^T\). If \(\eta^t = \xi \sqrt{\frac{1}{|\mathcal{X}| T}}\) for \(\xi > 0\), then with probability \(1 - \delta\),

\[
h(T, |\mathcal{X}|, \Gamma_{\max}, \delta, (\eta^t)_{t=1}^T) = \left( 2\xi + \frac{1}{2\xi} \log \left( \frac{|\mathcal{X}| + 1}{\delta} \right) \right) \Gamma_{\max} \sqrt{|\mathcal{X}| T} + \frac{\Gamma_{\max}}{2} \log \left( \frac{|\mathcal{X}| + 1}{\delta} \right) \in O(\sqrt{T}).
\]

If \(g(T, |\mathcal{X}|, \Gamma_{\max}, \delta, (\eta^t)_{t=1}^T) \in o(T)\), then \(\rho^{1:T}(x) \in o(T)\) with probability \(1 - \delta\).

**Proof.** Let \(\pi = (\pi^t)_{t=1}^T\) and \(X = (X^t)_{t=1}^T\) be the sequence of full monitoring and bandit policies generated by the algorithm across \(T\) rounds. Let the expected cumulative payoff of \(\pi\) under the true utility function \(v\) be \(v^{1:T}(\pi) = \sum_{t=1}^{T} v(\pi^t; \sigma^t)\) and that under the CIX utility functions be \(\hat{v}^{1:T}(\pi) = \sum_{t=1}^{T} \hat{v}(\pi^t)\). Since pure policies are point-mass mixed policies, \(v^{1:T}(X) = \sum_{t=1}^{T} v(X^t; \sigma^t)\) and \(\hat{v}^{1:T}(X) = \sum_{t=1}^{T} \hat{v}(X^t)\). Overload this notation for a single pure policy as \(v^{1:T}(x) = \sum_{t=1}^{T} v(x; \sigma^t)\).

The proof works by separately bounding differences between expected and estimated values. Starting from the regret that the agent actually suffers, we bring together the necessary terms by adding and subtracting the same values as

\[
\rho^{1:T}(x) = v^{1:T}(x) - v^{1:T}(X) + \hat{v}^{1:T}(x) - \hat{v}^{1:T}(X)
\]

\[
= \left( \frac{\hat{v}^{1:T}(X) - \hat{v}^{1:T}(\pi)}{v^{1:T}(x)} \right) + v^{1:T}(x) - \hat{v}^{1:T}(x) + v^{1:T}(X) - \hat{v}^{1:T}(\pi)
\]

(12)

Expected full monitoring regret under \(\hat{v}\). CIX estimation error for \(x\). CIX estimation error for \(X\).

\[
\leq g(T, |\mathcal{X}|, \delta, (\eta^t)_{t=1}^T) + v^{1:T}(x) - \hat{v}^{1:T}(x) + \sum_{t=1}^{T} v(X^t; \sigma^t) - \hat{v}(\pi^t).
\]

(13)
We can simplify each $v(X^t; \sigma^t) - \hat{v}^t(\pi^t)$ using algebra and the fact that $\beta(x'; \pi^t, \eta^t) - \pi^t(x') \leq \pi^t(x') + \eta^t - \pi^t(x') = \eta^t$ for all pure policies $x'$.

$$v(X^t; \sigma^t) - \hat{v}^t(\pi^t) = \sum_{x' \in X} \mathbb{1}\{X^t = x'\} v(x'; \sigma^t) - \pi^t(x') \hat{v}(x'; \sigma^t)$$

(14)

$$= \sum_{x' \in X} \left(1 - \frac{\pi^t(x')}{\beta(x'; \pi^t, \eta^t)}\right) \mathbb{1}\{X^t = x'\} v(x'; \sigma^t)$$

(15)

$$= \sum_{x' \in X} \frac{\beta(x'; \pi^t, \eta^t)}{\beta(x'; \pi^t, \eta^t)} - \pi^t(x') \mathbb{1}\{X^t = x'\} v(x'; \sigma^t)$$

(16)

$$\leq \sum_{x' \in X} \frac{\eta^t}{\beta(x'; \pi^t, \eta^t)} \mathbb{1}\{X^t = x'\} v(x'; \sigma^t)$$

(17)

$$= \eta^t \sum_{x' \in X} \hat{v}^t(x')$$

(18)

$\hat{v}^t(x')$ also needs to be compared to true payoffs, so we add and subtract $v(x'; \sigma^t)$ so that

$$\sum_{t=1}^{T} v(X^t; \sigma^t) - \hat{v}^t(\pi^t) \leq \sum_{t=1}^{T} \eta^t \sum_{x' \in X} \hat{v}^t(x') + v(x'; \sigma^t) - v(x'; \sigma^t)$$

(19)

$$= \sum_{t=1}^{T} \eta^t \sum_{x' \in X} (-v(x'; \sigma^t)) + \eta^t \sum_{x' \in X} v(x'; \sigma^t) - \hat{v}^t(x')$$

(20)

$$\leq G^{\text{MAX}} |X| \sum_{t=1}^{T} \eta^t + \sum_{t=1}^{T} \eta^t \sum_{x' \in X} v(x'; \sigma^t) - \hat{v}^t(x')$$

(21)

where the second inequality follows from the fact that $-v(x'; \sigma^t) \leq G^{\text{MAX}}$.

To summarize, our bound is now

$$\rho^{1:T}(x) \leq g(T, |X|, \delta, (\eta^t)_{t=1}^{T}) + G^{\text{MAX}} |X| \sum_{t=1}^{T} \eta^t + v^{1:T}(x) - \hat{v}^{1:T}(x) + \sum_{t=1}^{T} \eta^t \sum_{x' \in X} v(x'; \sigma^t) - \hat{v}^t(x')$$

(22)

Consider the difference

$$v^{1:T}(x) - \hat{v}^{1:T}(x) = \sum_{t=1}^{T} v(x; \sigma^t) - \hat{v}^t(x)$$

(23)

On each round $t$ where $\beta(X^t; \pi^t, \eta^t) = 1$ (those where $\pi^t(x') + \eta^t \geq 1$), $\hat{v}^t(x)$ is equal to either $v^{1:T}(x)$ or zero, depending on whether or not $X^t = x$. Since rewards are non-positive, $v(x; \sigma^t) - \hat{v}^t(x) \leq 0$ on each of these rounds. Let $\mathcal{T} = \{t \in \{1, \ldots, T\} | \beta(X^t; \pi^t, \eta^t) < 1\}$ be these rounds where the implicit exploration adjustment is not capped. Therefore,

$$v^{1:T}(x) - \hat{v}^{1:T}(x) \leq \sum_{t \in \mathcal{T}} v(x; \sigma^t) - \hat{v}^t(x)$$

(24)

$$\leq \sum_{t \in \mathcal{T}} v(x; \sigma^t) - \hat{v}^t(x)$$

(25)

Now the steps in the proof of Lemma 12.3 of [Lattimore and Szepesvári, 2020] can be repeated exactly to apply Lemma 1 except accounting for a dynamic implicit exploration parameter.

$$v^{1:T}(x) - \hat{v}^{1:T}(x) \leq \sum_{t \in \mathcal{T}} v(x; \sigma^t) - \hat{v}^t(x)$$

(26)

$$\leq \frac{1}{2\eta^{\text{MIN}}} \sum_{t \in \mathcal{T}} 2\eta^t \left( v(x; \sigma^t) - \frac{1}{1 + \frac{\eta^t}{\pi^t(x)}} \mathbb{1}\{X^t = x\} v(x; \sigma^t) \right)$$

(27)

$$= \frac{G^{\text{MAX}}}{2\eta^{\text{MIN}}} \sum_{t \in \mathcal{T}} 2\eta^t \left( v(x; \sigma^t) - \frac{1}{1 + \frac{\eta^t}{\pi^t(x)}} \hat{v}^t(x; \pi^t, \sigma^t, X^t, 0) \right)$$

(28)
We can now apply Lemma 1 where \( \lambda_{x'} = \eta_{\pi(x')} \) and \( \alpha_{x'} = 21\{x' = x\} \eta^t \). The result is that

\[
v^{1:T}(x) - \hat{\nu}^{1:T}(x) \leq \frac{G_{\text{MAX}}}{2\eta_{\text{MIN}}} \log \left( \frac{1}{\delta'} \right)
\]

holds with probability \( 1 - \delta' \) for any \( \delta' \in (0, 1) \). Choosing \( \delta' = \frac{\delta}{|X|+1} \) yields

\[
v^{1:T}(x) - \hat{\nu}^{1:T}(x) \leq \frac{G_{\text{MAX}}}{2\eta_{\text{MIN}}} \log \left( \frac{|X|+1}{\delta} \right).
\]

To summarize again, our bound is now

\[
\rho^{1:T}(x) \leq g(T, |X|, \delta, (\eta^t)_{t=1}^T) + G_{\text{MAX}}|X| \sum_{t=1}^T \eta^t + \frac{G_{\text{MAX}}}{2\eta_{\text{MIN}}} \log \left( \frac{|X|+1}{\delta} \right) + \sum_{t=1}^T \eta^t |x' \in X| \nu(x'; x', \sigma^t) - \hat{\nu}^t(x').\]

The last term to simplify is \( \sum_{t=1}^T \eta^t \sum_{x' \in X} \nu(x'; x', \sigma^t) - \hat{\nu}^t(x') \) and we largely repeated our last simplification procedure. The rounds where \( \beta(X^t; \pi^t, \eta^t) = 1 \) can again be ignored because \( \nu(x'; \sigma^t) - \hat{\nu}^t(x') \leq 0 \) on those rounds, so

\[
\sum_{t=1}^T \eta^t \sum_{x' \in X} \nu(x'; x', \sigma^t) - \hat{\nu}^t(x') \leq \sum_{t \in \mathcal{T}} \sum_{x' \in X} \nu(x'; x', \sigma^t) - \hat{\nu}^t(x') \quad (32)
\]

\[
= \frac{G_{\text{MAX}}}{2} \sum_{t \in \mathcal{T}} \sum_{x' \in X} 2\eta^t \nu(x'; x', \sigma^t) - \hat{\nu}^t(x').\]

Applying Lemma 1 again with \( \lambda_{x'} = \eta_{\pi(x')} \) and \( \alpha_{x'} = 2\eta^t \),

\[
\sum_{t=1}^T \eta^t \sum_{x' \in X} \nu(x'; x', \sigma^t) - \hat{\nu}^t(x') \leq \frac{G_{\text{MAX}}}{2} \log \left( \frac{|X|+1}{\delta} \right).\]

Therefore, the final parameterized bound is

\[
\rho^{1:T}(x) \leq g(T, |X|, \delta, (\eta^t)_{t=1}^T) + G_{\text{MAX}}|X| \sum_{t=1}^T \eta^t + \frac{G_{\text{MAX}}}{2\eta_{\text{MIN}}} \log \left( \frac{|X|+1}{\delta} \right) + \frac{G_{\text{MAX}}}{2} \log \left( \frac{|X|+1}{\delta} \right),
\]

as required.

The no-regret bound is realized by using the integral trick to bound

\[
\sum_{t=1}^T \xi \sqrt{\frac{1}{|X|^t}} \leq 2\xi \sqrt{\frac{T}{|X|}},
\]

and by recognizing that \( \eta_{\text{MIN}} = \xi \sqrt{\frac{1}{|X|^t}} \).

\( \square \)