Spatially covariant gravity: perturbative analysis and field transformations
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We make a perturbative analysis of the number of degrees of freedom in a large class of metric theories respecting spatial symmetries, of which the Lagrangian includes kinetic terms of both the spatial metric and the lapse function. We show that as long as the kinetic terms are degenerate, the theory propagates a single scalar mode at the linear order in perturbations around a Friedmann-Robertson-Walker (FRW) background. Nevertheless, an unwanted mode will reappear pathologically, either at nonlinear orders around the FRW background, or at linear order around an inhomogeneous background. In both cases, it turns out that a consistency condition has to be imposed in order to remove the unwanted mode. This perturbative approach provides an alternative and also complementary point of view of the conditions derived in a Hamiltonian analysis. We also discuss the relation under field redefinitions, between theories with and without time derivative of the lapse function.

I. INTRODUCTION

The scope of scalar-tensor theories has been extended significantly in the past decade. In particular, higher derivatives of the scalar field(s) as well as novel couplings between scalar field(s) and the gravity have attracted much attention. The representative achievements are the k-essence [1, 2] and the Horndeski/galileon theory [3–5], as well as more general higher order derivative theories with degeneracies [6–20], which guarantee the absence of Ostrogradsky ghost in the presence of higher derivatives [21, 22]. See [23–25] for recent reviews on these progresses.

An alternative approach to extending the scalar-tensor theories is to construct theories that do not respect the full symmetry of General Relativity (GR). In many situations, the “scalar” is merely an effective scalar-type degree of freedom instead of a covariant scalar field. This idea can be traced back to the effective field theory (EFT) of inflation [26, 27] and of dark energy [28–35], as well as Horava gravity [36, 37]. We may refer to such theories as spatially covariant gravity theories since they are metric theories that respect only spatial symmetries instead of the full spacetime symmetries.

If we take the spatial covariance as our starting point, it is natural to extend the scope of scalar-tensor theories by exploring spatially covariant theories of gravity as general as we can. In [38], a general framework for spatially covariant gravity theories with Lagrangian composed of polynomials of the extrinsic curvature $K$ was proposed. Through a Hamiltonian analysis in a perturbative manner [39] and in a non-perturbative manner [40], it has been shown that there are at most 3 physical degrees of freedom. Such theories can go far beyond previously known scalar-tensor theories, at least in the unitary gauge with $t = \phi(t, \vec{x})$, and also lead to novel features in cosmological applications [41–44] (see also [45–48] for related studies). This framework was also generalized in [49], which introduced an additional non-dynamical scalar field without changing the number of degrees of freedom.

A further extension of the framework was made in [50], by including the time derivative of the lapse function $N$. As have been illustrated in [50], both velocities of the spatial metric $h_{ij}$ and the lapse function $N$ are natural geometric quantities from the geometric point of view. On the other hand, higher-order derivative scalar-tensor theories without the Ostrogradsky ghosts [12, 14, 51] can be generated from field transformations, such as the disformal transformation [52] or mimetic transformation [53] (see [54] for a review on mimetic gravity). Typically, the transformed theories acquire time derivative of the lapse function.

Contrary to the theories in [38], generally including $N$ in the Lagrangian will introduce an extra scalar-type degree of freedom. Nevertheless, according to a Hamiltonian analysis in [50], two conditions are found in order to get rid of such an unwanted scalar mode. One condition requires the kinetic terms of $h_{ij}$ and $N$ to be degenerated, which implies the existence of a primary constraint in the language of Hamiltonian constraint analysis. However, due to the loss of general covariance, primary constraint is not necessarily associated with a secondary constraint. As a result, a second condition, which we dub as the consistency condition, must be imposed in order to ensure the existence of an additional secondary constraint, and to fully removed the unwanted mode.
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Although counting number of degrees of freedom is well-performed through the Hamiltonian analysis, the explanation is quite formal (if not obscure), especially for those who are not familiar with the terminology of constraint analysis. The purpose of this paper, is thus to provide an alternative derivation and also a complementary understanding of such two conditions in order to evade the unwanted mode. The idea is to examine how such conditions arise in a perturbative manner, at the level of Lagrangian. First, starting from an unconstrained Lagrangian, we consider linear perturbations around a Friedmann-Robertson-Walker (FRW) background in order to check under which condition(s) there is only a single scalar mode propagates. It is possible that a mode that disappears in the lower order in perturbation theory reappears in higher orders or in a nontrivial background. To check if this is the case and to check if additional condition(s) should be imposed, we discuss two situations. One is the second-order perturbation around an FRW background, the other is the linear perturbation around an inhomogeneous background.

The paper is organized as following. In the next section, we make a brief review of the two conditions derived in [50]. In Sec. III we consider linear perturbations around the FRW background based on a simple prototype action, and show that the degeneracy condition arises in order to evade the unwanted mode at linear order. In Sec. IV we show that the unwanted mode will reappear either at second-order around the FRW background or at linear order but around an inhomogeneous background. In this case, an additional condition which is exactly the consistency condition naturally arises in order to evade the unwanted mode. In Sec. V we construct a more general action that is quadratic in time derivatives of $h_{ij}$ and $N$, and also show that such a specific model can be transformed from a model without time derivative of $N$ through a field transformation. Sec. VI concludes.

II. SPATIALLY COVARIANT GRAVITY WITH 3 DEGREES OF FREEDOM

A wide class of spatially covariant theories of gravity was considered in [50], of which the action takes the form

$$S = \int dt d^3x \sqrt{h} L(t, N, h_{ij}, F, K_{ij}, R_{ij}, \nabla),$$

where $N$ and $h_{ij}$ are the lapse function and spatial metric in the Arnowitt-Deser-Misner (ADM) formalism,

$$F := \mathcal{L}_n N = \frac{1}{N} \left( \dot{N} - \mathcal{L}_{\dot{N}} N \right),$$
$$K_{ij} := \frac{1}{2} \mathcal{L}_n h_{ij} = \frac{1}{2N} \left( h_{ij} - \mathcal{L}_{\dot{h}} h_{ij} \right),$$

where an overdot denotes derivative with respect to the physical time $t$. In (1) the Lagrangian is a general function of $t$, the lapse function $N$, the spatial metric $h_{ij}$ and their “velocities” $F$ and $K_{ij}$ defined in (2)-(3), as well as the spatial curvature $R_{ij}$. In [2]-[3], $\mathcal{L}_n$ and $\mathcal{L}_{\dot{F}}$ denote the projected Lie derivatives on the spatial hypersurfaces, with respect to the normal vector of the spatial hypersurfaces $n^\mu$ and to the shift-vector $N^\mu$, respectively.

Generally the action (1) propagates 4 dynamical degrees of freedom: two are of the tensor-type, another two are of the scalar-type. The tensor-type degrees of freedom are the transverse-traceless modes of the spatial metric, which are the only propagating modes in GR. One of the two scalar modes can be identified to be the longitudinal mode of the spatial metric, the other scalar mode arises due to the fact that the lapse function $N$ becomes dynamical in general.

In [50], two conditions on the functional structure of the Lagrangian in (1) are derived in order to guarantee that there are at most 3 dynamical modes. In particular, there is only one scalar mode propagating. One condition requires that the kinetic terms of $N$ and $h_{ij}$ are degenerate, which can be written as

$$0 \equiv \mathcal{D}(\hat{x}, \hat{y}) := \frac{\delta^2 S}{\delta F(\hat{x}) \delta F(\hat{y})} - \int d^3 \hat{x}' \int d^3 \hat{y}' \frac{\delta^2 S}{\delta F(\hat{x}) \delta K_{ij}(\hat{x}', \hat{y}') \delta^2 S}{\delta K_{kl}(\hat{y}) \delta F(\hat{y})},$$

where $\mathcal{G}_{ij,kl}(\hat{x}, \hat{y})$ is the inverse of the second order functional derivative of the action $S$ with respect to $K_{ij}$, defined by

$$\int d^3 z \mathcal{G}_{mn,ij}(\hat{x}, \hat{z}) \frac{\delta^2 S}{\delta K_{ij}(\hat{x}) \delta K_{kl}(\hat{y})} = \Gamma_{mn}^{kl} \delta^3 (\hat{x} - \hat{y}),$$

with $\Gamma_{kl}^{ij} \equiv \frac{1}{2} \left( \delta_k^i \delta_l^j + \delta_k^j \delta_l^i \right)$ the identity in the linear space of 3 x 3 symmetric matrices. We refer to (4) as the degeneracy condition. The other condition, which we dub as the consistency condition, is more involved and given by

$$\mathcal{F}(\hat{x}, \hat{y}) = 0,$$
where

\[
\mathcal{F}(\vec{x}, \vec{y}) := \frac{1}{N(\vec{y})} \frac{\delta^2 S}{\delta N(\vec{x}) \delta F(\vec{y})} - \frac{1}{N(\vec{x})} \frac{\delta S}{\delta K_{ij}(\vec{x})} \int d^3z \, G_{ij,kl}(\vec{x}, \vec{z}) \ \frac{\delta^2 S}{\delta K_{kl}(\vec{z}) \delta F(\vec{y})} - \frac{1}{N(\vec{y})} \int d^3z \int d^3z' \, \frac{\delta^2 S}{\delta N(\vec{x}) \delta K_{ij}(\vec{z})} G_{ij,kl}(\vec{z}, \vec{z'}) \ \frac{\delta^2 S}{\delta K_{kl}(\vec{z'}) \delta F(\vec{y})} + \frac{1}{N(\vec{x})} \frac{\delta S}{\delta F(\vec{y})} \delta h_{ij}(\vec{z}) \frac{\delta^2 S}{\delta K_{ij}(\vec{z}) \delta F(\vec{y})} + \frac{1}{N(\vec{y})} \frac{\delta^2 S}{\delta F(\vec{y})} \delta K_{ij}(\vec{y}) \frac{\delta^2 S}{\delta K_{ij}(\vec{y}) \delta F(\vec{y})} \times \frac{1}{\delta h_{ij}(\vec{x})} \frac{\delta^2 S}{\delta K_{kl}(\vec{x})} G_{kl,k'k''}(\vec{x}, \vec{z}) \ \frac{\delta^2 S}{\delta K_{k'k''}(\vec{z}) \delta F(\vec{y})} - (\vec{x} \leftrightarrow \vec{y}).
\]

When evaluating the functional derivatives, \(N, h_{ij}, F, K_{ij}\) are treated as independent. Please note that by definition, \(\mathcal{F}(\vec{x}, \vec{y})\) is anti-symmetric in the sense that \(\mathcal{F}(\vec{x}, \vec{y}) = -\mathcal{F}(\vec{y}, \vec{x})\).

The derivation of the above two conditions are much involved, and interested readers may refer to \[50\] for details. On the other hand, the meaning of the two conditions is clear according to the terminology of Dirac \[59\]: the degeneracy condition \[4\] implies a primary constraint, while the consistency condition guarantees that there is a secondary constraint associated with the primary one. As long as the degeneracy condition \[4\] and the consistency condition \[6\] are satisfied, the action \[1\] describes theories that propagate at most 3 degrees of freedom.

## III. A PERTURBATIVE ANALYSIS OF THE NUMBER OF DEGREES OF FREEDOM

The purpose of this paper is to provide an alternative and also complementary understanding of the arising of the two conditions \[4\] and \[6\].

Let us consider the following prototype action

\[
S = \int dt d^3x \sqrt{h} \left( a_1 K + a_2 F + b_1 K_{ij} K^{ij} + b_2 K^2 + c_1 K F + c_2 F^2 + \mathcal{V} \right),
\]

where coefficients \(a_i, b_i\)’s are general functions of \(t, N, X\) with

\[
X \equiv \partial_t N \partial^3 N.
\]

In \[8\], \(\mathcal{V}\) stands for the “potential” terms that contain no time derivative, which do not affect the counting number of degrees of freedom.

The conditions for the action \[8\] to have at most 3 degrees of freedom can be derived by evaluating the functional derivatives and plugging into \[4\] and \[6\], which have been shown in \[50\]. Here we simply summarize the final results and refer to Sec. V A for a derivation of the more general case. The degeneracy condition for \[8\] is

\[
b_1 \left[ 4 (b_1 + 3b_2) c_2 - 3c_1^2 \right] = 0,
\]

which implies \(c_2\) is not independent and should be determined by

\[
c_2 = \frac{3}{4b_1 + 3b_2} c_1^2.
\]

After plugging the solution for \(c_2\) in \[11\], the consistency condition implies two equations

\[
\frac{\partial a_2}{\partial X} - \frac{3c_1}{2(b_1 + 3b_2)} \frac{\partial a_1}{\partial X} = 0,
\]

\[
\frac{\partial c_1}{\partial X} - \frac{c_1}{b_1 + 3b_2} \frac{\partial (b_1 + 3b_2)}{\partial X} = 0.
\]
It is convenient to write
\[ c_1 \equiv 2\beta \gamma, \quad (14) \]
\[ b_1 + 3b_2 \equiv 3\beta, \quad (15) \]
and thus \( [12] - [13] \) imply
\[ \gamma = \gamma (t, N) \neq 0, \quad (16) \]
\[ a_2 - \gamma (t, N) a_1 = \alpha (t, N). \quad (17) \]

There is no restriction to \( \beta \). In terms of \( \beta \) and \( \gamma \), the action with at most 3 degrees of freedom can be written as
\[ S = \int \! dt \! d^3x \sqrt{-g} \left[ a_1 (K + \gamma F) + \alpha F + b_1 \left( K_{ij} K^{ij} - \frac{1}{3} K^2 \right) + \beta (K + \gamma F)^2 + V \right], \quad (18) \]
where \( a_1, b_1, \beta \) can be generally functions of \( t, N, X \), while \( \alpha, \gamma \) must be functions of \( t \) and \( N \) only. As for coefficients in the potential terms \( V \), there is no restriction.

A. Linear perturbations around a homogeneous and isotropic background

In the following, we examine how the degeneracy condition \([10]\) and the consistency condition \([12]-[13]\) for the action \([8]\) arise from the perturbative approach. This will provide us a complementary understanding of the two conditions.

We parametrize the metric to be
\[ ds^2 \equiv - (e^{2A} - g^{ij} B_i B_j) \, dt^2 + 2a B_i \, dt \, dx^i + a^2 g_{ij} \, dx^i \, dx^j, \quad (19) \]
which corresponds to the usual ADM variables as
\[ N = e^A, \quad (20) \]
\[ N_i = a B_i, \quad (21) \]
\[ h_{ij} = a^2 g_{ij}, \quad (22) \]
with \( a = a (t) \) and \( g^{ij} \) the matrix inverse of \( g_{ij} \). At background is defined to be \( A = 0, B_i = 0 \) and \( g_{ij} = \delta_{ij} \), which describes a homogeneous and isotropic universe. It is convenient to define the perturbation of \( g_{ij} \) in the exponential manner by denoting
\[ g_{ij} \equiv (e^H)_{ij}. \quad (23) \]

We split \( H_{ij} \) into its trace part and traceless part as
\[ H_{ij} = 2\zeta \delta_{ij} + \dot{H}_{ij}, \quad \delta^{ij} \dot{H}_{ij} \equiv 0, \quad (24) \]
and thus
\[ g_{ij} = e^{2\zeta} \left( \delta_{ij} + \dot{H}_{ij} + \frac{1}{2} \dot{H}^k_i \dot{H}_{kj} + \frac{1}{6} \dot{H}^k_i \dot{H}_{kl} \dot{H}^l_j + O (\dot{H}^4) \right), \quad (25) \]
where indices are raised/lowered by \( \delta^{ij} \) and \( \delta_{ij} \). As usual, we further decompose \((\partial^2 \equiv \delta^{ij} \partial_i \partial_j)\)
\[ B_i \equiv \partial_i B + S_i, \quad (26) \]
\[ \dot{H}_{ij} \equiv \left( \partial_i \partial_j - \frac{1}{3} \delta_{ij} \partial^2 \right) E + \partial_i F_j + \gamma_{ij}, \quad (27) \]
where \( \zeta \equiv \frac{1}{6} \delta^{ij} H_{ij} \) is identified as the scalar mode and \( \gamma_{ij} \) the tensor mode. With the above settings
\[ \sqrt{-g} \equiv N \sqrt{h} = a^3 e^{A + 3\zeta}. \quad (28) \]

Straightforward expansion of the Lagrangian to the linear order in perturbation variables \( A \) etc. yields
\[ S_1 = \int \! dt \! d^3x \, a^3 \left( \tilde{E}_A A + \tilde{E}_\zeta 3\zeta \right), \quad (29) \]
with
\[
\bar{E}_A = -3H^2 \left( b_1 + 3b_2 - \frac{\partial (b_2 + 3b_2)}{\partial N} + 3c_1 \right) \\
-3c_1 \dot{H} - 3H \left( -\frac{\partial a_1}{\partial N} + a_2 \right) + d_1 + \frac{\partial d_1}{\partial N},
\]
(30)
and
\[
\bar{E}_\zeta = d_1 - 3(b_1 + 3b_2)H^2 - 2(b_1 + 3b_2)\dot{H}.
\]
(31)
The background equations of motion are thus
\[
\bar{E}_A = 0, \quad \bar{E}_\zeta = 0.
\]
(32)
For the tensor modes, the quadratic order action is
\[
S^T_2 = \int dt \frac{d^3k}{(2\pi)^3} \frac{1}{4} a^3 \left( b_\gamma \dot{\gamma}^{ij} - d_2 \frac{k^2}{a^2} \gamma^{ij} \right).
\]
(33)
We must require
\[
b_1 > 0, \quad d_2 > 0,
\]
(34)
in order to have no ghost and gradient instabilities. Moreover, the propagation speed of the tensor modes is given by
\[
c^2_T = \frac{d_2}{b_1}
\]
(35)
The detection of GW170817 [60] and GRB170817A [61] indicates that the propagation speed of the gravitational waves coincides with the speed of light with deviations smaller than \( \sim 10^{-15} \). Although the physics of GW170817 may be different from that in the primordial universe, it has already put strict constraints on the scalar-tensor theories [62–65]. For the simple model we are considering, this implies that \( b_1 = d_2 \) at the background level.

The quadratic action for the scalar modes takes the following general form
\[
S^S_2 [\zeta, A, B] = \int dt d^3x a^3 \left( L^{(1)}_2 + L^{(2)}_2 \right),
\]
(36)
where
\[
L^{(1)}_2 = C_{\dot{\zeta}^2} + C_{\dot{\zeta}A}\dot{A} + C_{\dot{A}^2} \\
- C_{\dot{\zeta}B} \frac{\partial^2 B}{a} - C_{AB} \dot{A} \frac{\partial^2 B}{a} + C_{B^2} \frac{(\partial^2 B)^2}{a^2},
\]
(37)
which are terms relevant to counting the number of degrees of freedom, with
\[
C_{\dot{\zeta}^2} = 3(b_1 + 3b_2),
\]
(38)
\[
C_{\dot{\zeta}A} = 3c_1,
\]
(39)
\[
C_{\dot{A}^2} = c_2,
\]
(40)
\[
C_{\dot{\zeta}B} = 2(b_1 + 3b_2),
\]
(41)
\[
C_{AB} = c_1,
\]
(42)
\[
C_{B^2} = b_1 + b_2.
\]
(43)
Terms which are irrelevant to counting the number of degrees of freedom are
\[
L^{(2)}_2 = C_{\dot{\zeta}^2} + C_{\dot{\zeta}A}\dot{A} + C_{\dot{A}^2} - C_{AB} \frac{\partial^2 B}{a},
\]
(44)
in which various coefficients are given in Appendix A.

Throughout this paper, we assume \( b_1 + 3b_2 \neq 0 \).
B. Degeneracy condition

In the quadratic action (36), \( B \) behaves as an auxiliary variable (i.e., acquires no time derivative). According to

\[ C_B^2 \equiv b_1 + b_2 \]

we have to discuss two cases.

First, if \( C_B^2 \equiv b_1 + b_2 = 0 \) (as in the case of GR), \( B \) enters the quadratic Lagrangian linearly and serves as a Lagrange multiplier. In this case, from (36), the equation of motion for \( B \) is

\[
C_B \dot{\zeta} + C_{AB} \dot{A} + C_{AB} A = 0.
\] (45)

In the case \( b_1 + 3b_2 \neq 0 \), (45) is a non-holonomic constraint between \( \zeta \) and \( A \), which by itself does not kill any degree of freedom. As a result, in this case, reduction the number of degrees of freedom requires the degeneracy of the the kinetic terms of the residual variables (i.e., \( \zeta \) and \( A \))

\[
\det \left( \begin{array}{cc} C_{\zeta}^2 & \frac{1}{2} C_{\zeta A}^2 \\ 2 C_{\zeta A} & C_{A}^2 \end{array} \right) = 3(b_1 + 3b_2)c_2 - \frac{9}{4} c_1^2 = 0.
\] (46)

This is nothing but (10).

If \( C_B^2 \equiv b_1 + b_2 \neq 0 \), the equation of motion for \( B \) is

\[
C_B \dot{\zeta} + C_{AB} \dot{A} + C_{AB} A - 2C_B^2 \frac{\partial^2 B}{a} = 0,
\] (47)

from which we may solve \( B \) formally

\[
\frac{\partial^2 B}{a} = \frac{1}{2C_B^2} \left( C_B \dot{\zeta} + C_{AB} \dot{A} + C_{AB} A \right),
\] (48)

Plugging the solution (48) in (36) yields the action for \( \zeta \) and \( A \):

\[
S_2^S [\zeta, A] \equiv \int dt \frac{d^3k}{(2\pi)^3} a^3 \left[ D_{\zeta} \dot{\zeta}^2 + D_{\zeta A} \dot{\zeta} \dot{A} + D_{A} \dot{A}^2 \\
+ C_{\zeta} \dot{\zeta}^2 + D_{\zeta A} \dot{\zeta} A + C_{\zeta A} \zeta A + D_{A} A^2 \right],
\] (49)

in which the new coefficients are given by

\[
D_{\zeta} = C_{\zeta} - \frac{1}{4} \frac{C_{AB}^2}{C_B^2},
\] (50)

\[
D_{\zeta A} = C_{\zeta A} - \frac{1}{2} \frac{C_{AB} C_{AB}}{C_B^2},
\] (51)

\[
D_{A} = C_{A} - \frac{1}{4} \frac{C_{AB}^2}{C_B^2},
\] (52)

and

\[
D_{\zeta A} = C_{\zeta A} - \frac{1}{2} \frac{C_{AB} C_{AB}}{C_B^2},
\] (53)

\[
D_{A} = C_{A} - \frac{1}{4} \frac{C_{AB}^2}{C_B^2} + \frac{1}{4a^3} \partial_t \left( a^3 \frac{C_{AB} C_{AB}}{C_B^2} \right).
\] (54)

The coefficients for the kinetic terms can be evaluated explicitly to be

\[
D_{\zeta} = \frac{2b_1(b_1 + 3b_2)}{b_1 + b_2},
\] (55)

\[
D_{\zeta A} = \frac{2b_1c_1}{b_1 + b_2},
\] (56)

\[
D_{A} = c_2 - \frac{c_1^2}{4(b_1 + b_2)}
\] (57)
According to the above results, we have seen clearly that generally both $\zeta$ and $A$ acquire kinetic terms and are dynamical, which implies that there are two scalar modes are propagating in the theory (at quadratic order around an FRW background).

To be more precise, let us check the Hessian matrix of the kinetic terms, which is given by

$$\det \left( \frac{D\dot{\zeta}^2}{12D\dot{\zeta}A} \frac{D\dot{A}^2}{2D\dot{\zeta}A} \right) = \frac{b_1}{2(b_1 + b_2)} \left[ 4(b_1 + 3b_2)c_2 - 3c_1^2 \right].$$

(58)

If the Hessian matrix does not degenerate, both $\zeta$ and $A$ are dynamical. At this point, we emphasize that the theory possesses two scalar modes does not necessarily mean it is pathological. In the framework of the general action (1), since the action involves only up to the first order time derivatives, we may claim that the theory is healthy if the two scalar modes are both well-behaved (e.g. without any ghost and gradient instability). This question, however, is out of the scope of the present work. For our purpose to have a single scalar degree of freedom, we need to require the kinetic terms to be degenerate. From (58) and keep in mind that $b_1 > 0$ in order to have healthy tensor perturbations, it implies

$$4(b_1 + 3b_2)c_2 - 3c_1^2 = 0.$$

(59)

(59) is nothing but the same condition as (46).

After imposing the degeneracy condition, the kinetic terms in (49) become a perfect square trinomial

$$D\dot{\zeta}^2 \zeta^2 + D\dot{\zeta}A \dot{A}^2 + D\dot{A}^2 \zeta^2$$

$$= D\dot{\zeta}^2 \left[ \dot{\zeta} + \frac{c_1}{2(b_1 + 3b_2)} A \right]^2.$$

Thus we may introduce a new variable

$$\tilde{\zeta} := \zeta + \frac{1}{3} \gamma A,$$

(61)

where we denote

$$\gamma = \frac{3c_1}{2(b_1 + 3b_2)},$$

(62)

for short and for later convenience. In terms of the new variable $\tilde{\zeta}$, the quadratic action is

$$S^2_2 \left[ \tilde{\zeta}, A \right] = \int dt \frac{a^3k}{(2\pi)^3} a^3 \left( D\dot{\tilde{\zeta}}^2 + C_{\tilde{\zeta}^2} \tilde{\zeta}^2 + F_{\tilde{\zeta}A} \dot{\tilde{\zeta}} A + F_{\tilde{\zeta}A} A \right),$$

(63)

in which it is transparent that only $\tilde{\zeta}$ acquires dynamics, while $A$ becomes an auxiliary variable. Coefficients in (63) are given in Appendix B. It is thus a standard exercise to solve the auxiliary variable $A$ and derive the final action for the single variable $\tilde{\zeta}$, which can be also found in Appendix B.

To end this section, we conclude that as long as the degeneracy condition (59) is satisfied, our model propagates a single scalar mode at the linear order, when expanded around an FRW background.

IV. ON THE CONSISTENCY CONDITION

According to the analysis in the previous section, in order to have a single scalar mode at the linear order when expanding around a homogeneous and isotropic background, the degeneracy condition (59) is the only condition that must be imposed. One may be curious on how the consistency condition (12)-(13) arises. As we shall show in this section, if only the degeneracy condition is satisfied, generally the unwanted scalar mode will reappear, either at nonlinear orders when expanding around an FRW background, or at the linear order when expanding around an inhomogeneous background. In both cases, the same consistency condition must be imposed in addition to the degeneracy condition in order to evade the unwanted mode.
A. Cubic order perturbations around the FRW background

First let us examine what happens when going to higher orders around an FRW background. Generally the scalar modes and tensor modes get coupled on nonlinear order. For our purpose, we focus on the pure scalar sector. Straightforward expansion of the action (3) yields the following cubic action for the scalar modes

\[ S_3^\text{cub} [\zeta, A, B] = \int dt d^3x L_3^\text{cub} (\zeta, A, B), \]

where the explicit expression for the cubic Lagrangian \( L_3^\text{cub} \) can be found in Appendix C due to its length. For our purpose, we simply need to focus on terms which are relevant to the number of degrees of freedom. According to (64)

\[
\begin{align*}
\zeta \hat{A} \partial^2 B a^2 c_1 - \partial_i \hat{B} \partial^i A \hat{A} a^2 c_2 - \partial_i \zeta \partial^i B A a^2 c_1 \\
+ \hat{A} \hat{A} a^3 \left( c_2 + \frac{\partial c_2}{\partial N} \right) + \zeta \hat{A}^2 a^3 c_2 \\
+ \hat{A} \hat{\zeta} 3a^3 \frac{\partial c_1}{\partial N} + \hat{A} \hat{\zeta} 9a^3 c_1,
\end{align*}
\]

explicitly prevent \( A \) from being an auxiliary variable at the cubic order, since the time derivative of \( A \) cannot be removed by integrations by parts, without introducing second order time derivatives of \( \zeta \). It is also transparent that if the original action contains no \( F \propto N \) terms (such as SCG in [38, 39]), \( a_2 = c_1 = c_2 = 0 \), and all terms in (65) vanish. As a result, \( A \) keeps serving as an auxiliary variable up to the cubic order in theories in [38, 39]. In fact, as has been proved in [39] and recently in a more general setting [50], as long as the action contains no \( F \) terms, the theory propagates at most 3 degrees of freedom up to arbitrarily high order, or precisely, in a non-perturbative sense.

According to the previous analysis, as long as the degeneracy condition (67) is satisfied, by employing the new variables \( \{\hat{\zeta}, A\} \), \( A \) becomes an auxiliary variable explicitly, and there is only a single scalar mode \( \hat{\zeta} \) propagating at the quadratic order. Thus one may expect that at the cubic order the situation may get cured by the same operation. By replacing \( \zeta \) in terms of \( \hat{\zeta} \) defined in (61) and after a tedious manipulation, we get the cubic order action for \( \{\hat{\zeta}, A, B\} \). Due to its length, we tend not to present the full expressions in the present work. Instead, we pay special attention to terms that are potentially dangerous:

\[
L_3^{\hat{\zeta}} (\hat{\zeta}, A, B) \supset \hat{A} \partial_i \hat{A} \partial^i A \frac{a}{4} \left[ \frac{2 \partial a_2}{\partial X} - \frac{3c_1}{b_1 + 3b_2} \frac{\partial a_3}{\partial X} + 6 \left( \frac{\partial c_2}{\partial X} - \frac{c_1}{b_1 + 3b_2} \frac{\partial (b_1 + 3b_2)}{\partial X} \right) H \right] \\
+ \hat{A} \hat{A} \left( \hat{\zeta} 3a^3 - \partial^2 B a^2 \right) \left[ c_1 + \frac{\partial c_1}{\partial N} - \frac{c_1}{b_1 + 3b_2} \frac{\partial (b_1 + 3b_2)}{\partial N} \right].
\]

The existence of these terms implies that simply replacing \( \zeta \) in terms of \( \hat{\zeta} \) defined in (61) is not sufficient to remove the time derivative terms of \( A \) at the cubic order.

At this point, one may conclude that we have to impose further conditions (besides the degeneracy condition (67)) by requiring that terms in both square-brackets in (66) must be vanishing identically. This, however, turns out to be too strong, since the second line in (66) can be removed by observing that it has the same structure of the terms \( \sim \hat{\zeta} \left( \hat{\zeta} 3a^3 - \partial^2 B a^2 \right) \) in the quadratic action \( L_2 (\hat{\zeta}, A, B) \) with new variable \( \hat{\zeta} \). This observation indicates that we have to extend the definition of the new variable \( \hat{\zeta} \) to the second order, which is proved to be

\[
\hat{\zeta} = \zeta + \gamma A + \frac{1}{2} \left( \gamma + \frac{\partial \gamma}{\partial N} \right) A^2,
\]

with \( \gamma \) is the same as in (62). Please note by employing (67), the quadratic order action \( S_2^\text{cub} [\zeta, A, B] \) also contributes to the cubic order action \( S_3^\text{cub} [\hat{\zeta}, A, B] \). In fact, these additional contributions from \( S_2^\text{cub} [\zeta, A, B] \) exactly cancel the second term in (66), leaving us only the first term in (66).

After using (67), the second line in (66) gets cancelled, and we are left with only one pathological term proportional to

\[
\hat{A} \partial_i \hat{A} \partial^i A.
\]
Such a term yields an equation of motion for $A$ that is first-order in time derivative, which signals the existence of half degree of freedom $[66–68]$. In order to prevent such a situation, the coefficient must be vanishing identically, that is

$$2\frac{\partial a_2}{\partial X} - \frac{3c_1}{b_1 + 3b_2} \frac{\partial a_1}{\partial X} + 6 \left( \frac{\partial c_1}{\partial X} - \frac{c_1}{b_1 + 3b_2} \frac{\partial (b_1 + 3b_2)}{\partial X} \right) H = 0.$$  

(69)

In order to have (69) being valid all the time, we must require

$$2\frac{\partial a_2}{\partial X} - \frac{3c_1}{b_1 + 3b_2} \frac{\partial a_1}{\partial X} = 0,$$  

(70)

$$\frac{\partial c_1}{\partial X} - \frac{c_1}{b_1 + 3b_2} \frac{\partial (b_1 + 3b_2)}{\partial X} = 0,$$  

(71)

to be satisfied separately, which are nothing but the equations required by the consistency condition (12)-(13).

It is also interesting that the requirement of the consistency condition appears as early as at the cubic order. In other words, for the prototype action $[5]$, if one is able to evade the unwanted scalar mode up to the cubic order when expanding around an FRW background, the theory contains no unwanted mode up to arbitrarily high orders in perturbations.

**B. Quadratic order perturbations around an inhomogeneous background**

As an alternative but also complementary analysis, let us consider the linear perturbations around an inhomogeneous background. We make the following ansatz for the inhomogeneous background metric, following the same notations in $[69]$:

$$d s^2 = -\bar{N}^2 dt^2 + a^2 \bar{g}_{ij} dx^i dx^j,$$  

(72)

where $a = a(t)$ is the standard scale factor, and

$$\bar{N} = \bar{N}(\vec{x}),$$  

(73)

$$\bar{g}_{ij} = \bar{g}_{ij}(\vec{x}),$$  

(74)

which are functions of space coordinates only. The metric is parametrized same as (19), that is

$$N = \bar{N} e^A,$$  

(75)

$$N_i = a B_i,$$  

(76)

$$h_{ij} = a^2 g_{ij}.$$  

(77)

We define the perturbation of the spatial metric $g_{ij}$ through

$$g_{ij} \equiv \bar{g}_{ik} \left( e^H \right)_k^j,$$  

(78)

and the inverse is simply

$$g^{ij} = (e^{-H})^i_k \bar{g}^{kj}.$$  

(79)

Similar to (24), we split $H_{ij}$ into

$$H_{ij} = 2\zeta \bar{g}_{ij} + \hat{H}_{ij},$$  

(80)

where $\hat{H}_{ij}$ is traceless satisfying $\bar{g}^{ij} \hat{H}_{ij} = 0$. As usual, we further decompose ($\nabla^2 \equiv \bar{g}^{ij} \partial_i \partial_j$)

$$B_i \equiv \partial_i B + S_i,$$  

(81)

$$\hat{H}_{ij} \equiv \left( \nabla_i \nabla_j - \frac{1}{3} \bar{g}_{ij} \nabla^2 \right) E + \nabla_i (F_j) + \gamma_{ij}.$$  

(82)

For our purpose, we focus on the scalar modes only and choose the gauge $E = 0$ and $F_i = 0$, thus $\hat{H}_{ij} = 0$. 
After tedious but straightforward manipulations, we have derived the quadratic order action for perturbations $A$, $B$ and $ζ$. Again, we tend not to present the full expression in the current paper, due to its length. Instead, we focus on terms which prevent $A$ from being an auxiliary variable. The relevant terms in the quadratic Lagrangian are

$$L_2(A, B, ζ) \supset -c_1a^2\nabla^2BA - 2c_2a^2\partial_i\bar{N}\partial^iB\dot{A}$$

$$+ \bar{N}a \left( \frac{\partial a_2}{\partial X} \bar{N} + 3H\frac{\partial c_1}{\partial X} \right) \partial_i\bar{N}\partial^iA\dot{A}$$

$$+ 2c_2a^3\bar{N}\dot{A}^2 + 6c_1a^3\dot{A}\dot{ζ} + 6(b_1 + 3b_2)\frac{a^3}{N}\dot{ζ}^2,$$

(83)

where we keep the last term since it will contribute $\dot{A}$ after the replacement (61). An analysis parallel to that in Sec.III B implies the same degeneracy condition (59). After making the same replacement (61), we are left with only one term that is dangerous:

$$L_2^2(A, B, \tilde{ζ}) \supset \frac{1}{2}\dot{A}\partial_iA\dot{A}\frac{Na}{\bar{N}}\left\{ \left( 2\frac{\partial a_2}{\partial X} - \frac{3c_1}{b_1 + 3b_2} \frac{\partial a_1}{\partial X} \right) \bar{N} \right\} + 6H\left( \frac{\partial c_1}{\partial X} - \frac{c_1}{b_1 + 3b_2} \frac{\partial (b_1 + 3b_2)}{\partial X} \right) \bar{N}$$

(84)

The above term is proportional to

$$\dot{A}\partial_iA\dot{A}\tilde{ζ},$$

(85)

in which the time derivative of $A$ cannot be removed by integrations by parts. Again, the presence of such a term prevents $A$ from being an auxiliary variable. In order to get rid of such a term, one need to require terms in the square bracket in (84) to be vanishing identically. This reproduces exactly the same consistency condition (70)-(71).

The above result should not be strange, since nonlinear perturbations around a homogeneous and isotropic background are highly related to linear perturbations around an inhomogeneous background.

V. QUADRATIC CONSTRUCTION AND FIELD TRANSFORMATIONS

As has been shown in [50], for action taking the general form (1), as long as the degeneracy and consistency conditions (4) and (6) are satisfied, there are at most 3 physical degrees of freedom. Comparing with spatially covariant theories without $F$ terms which are always “healthy”, one would be interested in the relation between theories with and those without $F$ terms. In particular, the introduction of the new variable $\tilde{ζ}$ indicates that “healthy” theories with $F$ terms may be related to theories without $F$ terms through some redefinition of variables. In this section, we study this issue by constructing a healthy theory with $F$ terms explicitly.

A. Quadratic construction

Let us consider the following action

$$S^{(quad)} = \int dt d^3x N\sqrt{h}\left( a_1K + a_2F + a_3X^{ij}K_{ij} + b_1K_{ij}K^{ij} + b_2K^2 + b_3X^{ij}K_{ij}K + b_4X^{ij}K_{ik}K^k_j + b_5(X^{ij}K_{ij})^2 + c_1KF + c_2F^2 + c_3X^{ij}K_{ij}F + \mathcal{V} \right),$$

(86)

where

$$X_{ij} = \frac{1}{2}\partial_iN\partial_jN,$$

(87)

and various coefficients $a_1$ etc. are general functions of $t, N, X$ with $X = h^{ij}X_{ij}$. The action (86) is written such that it is the most general action quadratic in $K_{ij}$ and $F$, and also contains up to the quadratic order in $X_{ij}$. Again in (86), $\mathcal{V}$ stands for terms without time derivatives, which are irrelevant to counting number of degrees of freedom so that we do not give the explicit assumption of their expressions.
The second-order functional derivatives are given by

$$\frac{\delta^2 S}{\delta F (x) \delta F (y)} = \delta^3 (\vec{x} - \vec{y}) N \sqrt{\hbar} 2c_2,$$

(88)

$$\frac{\delta^2 S}{\delta K_{ij} (x) \delta F (y)} = \delta^3 (\vec{x} - \vec{y}) N \sqrt{\hbar} (c_1 h^{ij} + c_3 X^{ij}),$$

(89)

$$\frac{\delta^2 S}{\delta K_{ij} (x) \delta K_{kl} (y)} = \delta^3 (\vec{x} - \vec{y}) \Delta^{ij,kl} (\vec{x}),$$

(90)

with

$$\Delta^{ij,kl} := N \sqrt{\hbar} \left[ 2b_1 I^{ij,kl} + 2b_2 h^{ij} h^{kl} + b_3 (h^{ij} X^{kl} + h^{kl} X^{ij}) 
+ b_4 \frac{1}{2} (h^{ik} X^{jl} + h^{il} X^{jk} + h^{jk} X^{il} + h^{jl} X^{ik}) + 2b_5 X^{ij} X^{kl} \right].$$

(91)

We make the following ansatz for the inverse of \( \delta^3 (\vec{x} - \vec{y}) \Delta^{ij,kl} (\vec{x}) \),

$$G_{ij,kl} (\vec{x}, \vec{y}) = \delta^3 (\vec{x} - \vec{y}) G_{ij,kl} (\vec{x}),$$

(92)

with

$$G_{ij,kl} = \frac{1}{N \sqrt{\hbar}} \left[ \frac{1}{2b_1} \mathbf{I}_{ij,kl} + \alpha h_{ij} h_{kl} + \beta (h_{ij} X_{kl} + h_{kl} X_{ij}) 
+ \gamma (h_{ik} X_{jl} + h_{il} X_{jk} + h_{jk} X_{il} + h_{jl} X_{ik}) + \rho X^{ij} X^{kl} \right],$$

(93)

where \( \alpha, \beta, \gamma, \rho \) are coefficients to be determined. In fact, due to the “bi-vector” form of \( X_{ij} \) (see (87)), (93) is the most general expression one can write. The coefficients \( \alpha, \beta, \gamma, \rho \) can be determined from the definition (4), which is now simplified to be

$$\Delta^{ij,mn} G_{mn,kl} = I^{ij}_{kl}. \quad (94)$$

There is a unique set of solutions for (94):

$$\alpha = \frac{1}{4b_1 \Xi} \left[ -4b_1 b_2 - 4b_2 b_4 X + (b_3^2 - 4b_2 b_5) X^2 \right],$$

(95)

$$\beta = \frac{1}{4b_1 \Xi} \left[ 4b_1 b_4 - 4b_2 b_4 + (4b_2 b_5 - b_3^2) X \right],$$

(96)

$$\gamma = \frac{b_4}{4b_1 (2b_1 + b_4) X},$$

(97)

$$\rho = \frac{1}{4b_1 (2b_1 + b_4) X} \left[ -8b_5 b_1^2 + 6b_3^2 + 8b_4 b_3 + 4 (b_2^2 - 6b_2 b_5) \right] b_1 
+ 4b_2 b_3^2 + b_4 (4b_1 + b_4) b_5 - b_3^2 X],$$

(98)

where we define

$$\Xi := \left[ 2 (b_1 + 2b_2) b_5 - b_3^2 \right] X^2 + \left[ 4b_2 b_4 + 2b_1 (b_3 + b_4) \right] X + 2b_1 (b_1 + 3b_2),$$

(99)

for shorthand. We must require \( \Xi \neq 0 \), which is to require that the kinetic terms for \( K_{ij} \) do not degenerate.

Now we are ready to write the degeneracy and consistency conditions. After some manipulations, \( D (\vec{x}, \vec{y}) \) defined in (4) takes the form

$$D (\vec{x}, \vec{y}) \equiv \delta^3 (\vec{x} - \vec{y}) N \sqrt{\hbar} \frac{1}{\Xi} \left( D_0 + D_1 X + D_2 X^2 \right),$$

(100)

with

$$D_0 = b_1 \left[ 4 (b_1 + 3b_2) c_2 - 3c_1^2 \right],$$

(101)
\[ \mathcal{D}_1 = 4b_1b_3c_2 + 2b_4 \left( (b_1 + 2b_2) c_2 - c_1^2 \right) - 2b_1c_1c_3, \]  
(102)

\[ \mathcal{D}_2 = -2b_2^3c_2 + 2b_3c_1c_3 - (b_1 + 2b_2) c_3^2 + 2b_5 \left( (b_1 + 2b_2) c_2 - c_1^2 \right). \]
(103)

and thus the degeneracy condition implies a single algebraic equation

\[ \mathcal{D}_0 + \mathcal{D}_1 X + \mathcal{D}_2 X^2 = 0. \]
(104)

For the consistency condition, \(7\) can be written as

\[ \mathcal{F}(\bar{x}, \bar{y}) = \partial_{\bar{y}} \delta^3(\bar{x} - \bar{y}) \sqrt{h(\bar{y})} \frac{1}{\Xi(\bar{y})} \]

\[ \times \left[ (\mathcal{E}_0 + \mathcal{E}_1 F + \mathcal{E}_2 K + \mathcal{E}_3 X_{kl} K^{kl}) \partial^i N + \mathcal{E}_4 K^{ij} \partial_j N \right](\bar{y}) - (\bar{x} \leftrightarrow \bar{y}), \]

where

\[ \mathcal{E}_0 = \frac{\partial a_1}{\partial X} f_1 + \frac{\partial a_2}{\partial X} f_2 + \left( a_3 + \frac{\partial a_3}{\partial X} X \right) f_3, \]
(106)

\[ \mathcal{E}_1 = \frac{\partial a_1}{\partial X} f_1 + 2 \frac{\partial c_2}{\partial X} f_2 + \left( c_3 + \frac{\partial c_3}{\partial X} X \right) f_3, \]
(107)

\[ \mathcal{E}_2 = \frac{\partial b_1}{\partial X} (f_1 - f_3) + 2 \frac{\partial b_2}{\partial X} f_1 + \left( b_3 + \frac{\partial b_3}{\partial X} X \right) f_3 + \frac{\partial c_1}{\partial X} f_2, \]
(108)

\[ \mathcal{E}_3 = \left( \frac{\partial b_1}{\partial X} + \frac{1}{2} b_4 \right) f_4 + \frac{\partial b_2}{\partial X} f_1 + 2 \frac{\partial b_3}{\partial X} f_3 + 2 \left( b_5 + \frac{\partial b_5}{\partial X} X \right) f_3 + \frac{\partial c_3}{\partial X} f_2, \]
(109)

\[ \mathcal{E}_4 = - \left( b_1 + \frac{1}{2} b_4 X \right) f_4. \]
(110)

with

\[ f_1 = (b_3c_3 - 2b_4c_1) X^2 + \left( -2b_4c_1 - b_1c_3 \right) X - 3b_1c_1, \]
(111)

\[ f_2 = \left( 2(b_1 + 2b_2) b_5 - b_3^2 \right) X^2 + \left[ 4b_2b_4 + 2b_1 (b_3 + b_4) \right] X + 2b_1 (b_1 + 3b_2), \]
(112)

\[ f_3 = [b_3c_1 - (b_1 + 2b_2) c_3] X - b_1c_1, \]
(113)

\[ f_4 = (2b_5c_1 - b_3c_3) X + 3b_3c_1 + 2b_4c_1 - 2 (b_1 + 3b_2) c_3. \]
(114)

The consistency condition \(8\) thus implies

\[ \mathcal{E}_0 = \mathcal{E}_1 = \mathcal{E}_2 = \mathcal{E}_3 = \mathcal{E}_4 = 0, \]
(115)

which are differential equations for various coefficients.

1. **Coefficients quadratic in \(X\)**

Instead of solving \((104)\) and \((115)\) for coefficients \(a_1\) etc. with general functional dependence on \(X\), in the following we assume all the coefficients \(a_1\) etc. are polynomials of \(X\) such that the Lagrangian in \((80)\) involves up to the quadratic power of \(X_{ij}\). For simplicity, we assume

\[ a_1 = a_2 = a_3 = 0, \]
(116)

since the corresponding terms are linear in time derivatives and thus are irrelevant to the degeneracy of the kinetic terms. According to the above assumption, we make the following ansatz

\[ b_1 = b_{10} + b_{11} X + b_{12} X^2, \]
(117)

\[ b_2 = b_{20} + b_{21} X + b_{22} X^2, \]
(118)

\[ b_3 = b_{30} + b_{31} X, \]
(119)

\[ b_4 = b_{40} + b_{41} X, \]
(120)

\[ b_5 = b_{50}, \]
(121)
and
\begin{align}
c_1 &= c_{10} + c_{11}X + c_{12}X^2, \\ c_2 &= c_{20} + c_{21}X + c_{22}X^2, \\ c_3 &= c_{30} + c_{31}X,
\end{align}

where \( b_{ij}, c_{ij} \) have no \( X \) dependence, i.e., they are functions of \( t \) and \( N \) only. In total there are 19 coefficients. With this ansatz, the degeneracy and consistency conditions (104) and (115) yield a unique set of solutions

\begin{align}
c_{11} &= \frac{(2b_{11} + 6b_{21} + b_{30})c_{10}}{2(b_{10} + 3b_{20})}, \\ c_{12} &= \frac{(2b_{12} + 6b_{22} + b_{31})c_{10}}{2(b_{10} + 3b_{20})}, \\ c_{20} &= \frac{3c_{10}^2}{4(b_{10} + 3b_{20})}, \\ c_{21} &= \frac{(3b_{11} + 9b_{21} + 3b_{30} + b_{40})c_{10}^2}{4(b_{10} + 3b_{20})^2}, \\ c_{22} &= \frac{(3b_{12} + 9b_{22} + 3b_{31} + b_{41} + b_{50})c_{10}^2}{4(b_{10} + 3b_{20})^2}, \\ c_{30} &= \frac{3b_{30}c_{10} + 2b_{40}c_{10}}{2(b_{10} + 3b_{20})}, \\ c_{31} &= \frac{(3b_{31} + 2(b_{41} + b_{50}))c_{10}}{2(b_{10} + 3b_{20})}.
\end{align}

From the solutions it is clear that all \( b_{ij} \)'s are completely free, while among 8 \( c_{ij} \)'s, only one (chosen as \( c_{10} \)) is independent, and other 7 \( c_{ij} \)'s are determined by \( b_{ij} \)'s and \( c_{10} \).

We introduce
\begin{equation}
\gamma = \frac{3c_{10}}{2(b_{10} + 3b_{20})},
\end{equation}

and
\begin{align}
b_{10} + 3b_{20} &\equiv 3\beta_1, \\ 3b_{11} + 9b_{21} + 3b_{30} + b_{40} &\equiv 9\beta_2, \\ 3b_{12} + 9b_{22} + 3b_{31} + b_{41} + b_{50} &\equiv 9\beta_3, \\ 3b_{30} + 2b_{40} &\equiv 3\beta_4, \\ 3b_{31} + 2b_{41} + 2b_{50} &\equiv 3\beta_5,
\end{align}

which can be viewed as the generalization of (14)-(15). With these new notations, we have

\begin{align}
c_{11} &= \frac{1}{3}\gamma (6\beta_2 - \beta_4), \\ c_{12} &= \frac{1}{3}\gamma (6\beta_3 - \beta_5), \\ c_{20} &= \gamma^2 \beta_1, \\ c_{21} &= \gamma^2 \beta_2, \\ c_{22} &= \gamma^2 \beta_3, \\ c_{30} &= \gamma \beta_4, \\ c_{31} &= \gamma \beta_5.
\end{align}

Finally, in terms of \( \gamma \) and \( \beta_i \)'s, the “healthy” Lagrangian can be recast to be
\begin{equation}
\mathcal{L}^{(quad)} = b_1 \dot{K}_{ij} \ddot{K}^{ij} + \dot{b}_2 (K + \gamma F)^2 + \dot{b}_3 X^{ij} \ddot{K}_{ij} (K + \gamma F) + \dot{b}_4 X^{ij} \dot{K}_{ik} \ddot{K}^j + b_5 \left( \dot{K}_{ij} X^{ij} \right)^2.
\end{equation}
where $\hat{K}_{ij}$ is the traceless part of $K_{ij}$:

$$
\hat{K}_{ij} := K_{ij} - \frac{1}{3} K h_{ij}.
$$

(146)

Various coefficients are

$$
b_1 = b_{10} + b_{11} X + b_{12} X^2, 
\hat{b}_2 = \beta_1 + \beta_2 X + \beta_3 X^2, 
\hat{b}_3 = \beta_4 + \beta_5 X, 
b_4 = b_{40} + b_{41} X, 
b_5 = b_{50},
$$

(147) (148) (149) (150) (151)

where keep in mind that $b_{ij}$’s and $\beta_i$’s contain no derivative of $N$. (145) can be viewed as the generalization of (18).

**B. Field transformations**

We observe that $F \equiv \mathcal{L}_n N$ enters (145) in a specific manner, i.e., in terms of the special combination $K + \gamma F$. In particular, terms with $F$ are controlled by a single coefficient $\gamma$. If we turn off $\gamma$, the Lagrangian (145) will reduce to a special case of the spatially covariant gravity in [38, 39]. This fact indicates that the Lagrangian (145) may have some relation with theories in [38, 39].

Let us consider the following transformation of variables

$$
h_{ij} \rightarrow e^{2\omega} h_{ij}, 
N \rightarrow e^\lambda N, 
N^i \rightarrow N^i,
$$

(152) (153) (154)

where $\omega = \omega(t, N)$ and $\lambda = \lambda(t, N)$. Generally we assume $\omega \neq \lambda$. The transformations (152)-(154) are nothing but correspond to the so-called disformal transformation of the metric [56]. See also Appendix D for a brief discussion.

By definition, under the transformations (152)-(154), $X_{ij}$ transforms as

$$
X_{ij} \rightarrow e^{2\lambda} \left(1 + N \frac{\partial \lambda}{\partial N} \right)^2 X_{ij},
$$

(155)

and it is easy to verify that

$$
K_{ij} \rightarrow e^{2\omega - \lambda} (K_{ij} + h_{ij} \mathcal{L}_n \omega) 
= e^{2\omega - \lambda} \left( K_{ij} + h_{ij} \frac{\partial \omega}{\partial N} \mathcal{L}_n N \right).
$$

(156)

Thus, generally $F \equiv \mathcal{L}_n N$ will arise after the transformation. However, it is interesting that the traceless part of $K_{ij}$ transforms as

$$
\hat{K}_{ij} \rightarrow e^{2\omega - \lambda} \hat{K}_{ij},
$$

(157)

in which $F$ drops out. On the other hand, the trace of $K_{ij}$ transforms as

$$
K \rightarrow e^{-\lambda} \left( K + 3 \frac{\partial \omega}{\partial N} \mathcal{L}_n N \right).
$$

(158)

Comparing with (145), it is thus clear that under the transformation (152)-(154), the following Lagrangian

$$
\mathcal{L}^{(\text{ori})} = b_1 \hat{K}_{ij} \hat{K}^{ij} + b_2 K^2 + b_3 X^{ij} \hat{K}_{ij} K
+ b_4 X^{ij} \hat{K}_{ik} \hat{K}^{kj} + b_5 \left( \hat{K}_{ij} X^{ij} \right)^2,
$$

(159)
which is a special case of the spatially covariant gravity proposed in [38, 39], with coefficients taking the form (117)-(121), is transformed to be exactly the form of (145):

\[ L^{(\text{ori})} \rightarrow L^{(\text{quad})} \equiv \tilde{b}_1 \hat{K}_{ij} \hat{K}^{ij} + \tilde{b}_2 (K + \gamma F)^2 + \tilde{b}_3 X_{ij} \hat{K}_{ij} + \tilde{b}_4 X_{ij} \hat{K}_{ik} \hat{K}_{kj} + \tilde{b}_5 (\hat{K}_{ij} X^{ij})^2, \]

with

\[ \gamma = 3 \frac{\partial \omega}{\partial N}, \]

or equivalently

\[ \omega (N) = \frac{1}{3} \int^N dN' \gamma (N'). \]

The transformed coefficients are given by

\[
\begin{align*}
\tilde{b}_1 &= e^{-2\lambda} \left( b_{10}(\tilde{N}) + b_{11}(\tilde{N}) \tilde{X} + b_{12}(\tilde{N}) \tilde{X}^2 \right), \\
\tilde{b}_2 &= e^{-2\lambda} \left( b_{20}(\tilde{N}) + b_{21}(\tilde{N}) \tilde{X} + b_{22}(\tilde{N}) \tilde{X}^2 \right), \\
\tilde{b}_3 &= e^{-2\omega} \left( 1 + N \frac{\partial \lambda}{\partial N} \right)^2 (b_{30}(\tilde{N}) + b_{31}(\tilde{N}) \tilde{X}), \\
\tilde{b}_4 &= e^{-2\omega} \left( 1 + N \frac{\partial \lambda}{\partial N} \right)^2 (b_{40}(\tilde{N}) + b_{41}(\tilde{N}) \tilde{X}), \\
\tilde{b}_5 &= e^{-4\omega + 2\lambda} \left( 1 + N \frac{\partial \lambda}{\partial N} \right)^4 b_{50}(\tilde{N}),
\end{align*}
\]

with \( \tilde{N} = e^{\lambda} N \), and

\[ \tilde{X} = e^{-2\omega + 2\lambda} \left( 1 + N \frac{\partial \lambda}{\partial N} \right)^2 X. \]

We thus conclude that, the specific Lagrangian (145), which depends on \( F \) term explicitly and is an explicit example of the formalism developed in [50], can be related to a subclass of theories without \( F \) term in [38, 39], through a disformal transformation of the metric.

VI. CONCLUSION

Recently, a general framework of spatially covariant theories of gravity was proposed in [50], which generalized the theories in [38, 39] by including the kinetic terms of both the spatial metric \( h_{ij} \) and the lapse function \( N \). Generally, such kind of theories propagate two scalar-type degrees of freedom. Through a Hamiltonian analysis, a degeneracy condition and a consistency condition were found in order to evade the unwanted extra scalar mode. In this work, we provide an alternative approach to and also a complementary understanding of such two conditions, by investigating the theory in a perturbative manner at the level of Lagrangian.

First, we investigate the linear perturbations around an FRW background, and show that as long as the kinetic terms for \( h_{ij} \) and \( N \) are degenerate, i.e., when the degeneracy condition (59) is satisfied, there is a single scalar mode propagates. However, if only the degeneracy condition is imposed, the unwanted mode will generally reappear, either at the second-order in perturbation around an FRW background, or at the linear order in perturbation around an inhomogeneous background. In both cases, we have shown that the same conditions (70)-(71), which correspond exactly to the consistency condition must be imposed in order to evade the unwanted mode. According to such perturbative analysis, it is interesting that to require the healthiness at the lowest a couple of orders in the perturbation theory (e.g. linear and second orders around the FRW background, or simply linear order around an inhomogeneous background) is enough to ensures the healthiness of the theory at all orders (or in a non-perturbative manner).
In the final part of this work, we constructed another explicit example of the theories in [50], which is quadratic in velocities of $h_{ij}$ and $N$, and up to the quadratic power in $X = \partial_i N \partial^i N$. It is interesting that the final Lagrangian with $\dot{N}$ can be generated by a disformal transformation of the metric from a Lagrangian without $\dot{N}$. In light of this result, one may study more general cases (e.g. higher order powers in $K_{ij}$ and $F$, or with mixed spatial and time derivatives) to see if there exists healthy theories with $\dot{N}$ but cannot be transformed from theories without $\dot{N}$, which are genuinely new in the sense of field transformations.
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Appendix A: Coefficients in $L^{(2)}_2(\zeta, A, B)$

Various coefficients in [44] are

$$C_{\zeta^2} = -\frac{9}{2} (b_1 + 3b_2) \left(3H^2 + 2\dot{H} \right) + \frac{9}{2} d_1 - 2d_2 \frac{\partial^2}{a^2}, \tag{A1}$$

$$C_{\dot{\zeta}A} = -3H \left[ 2(b_1 + 3b_2) - 2 \frac{\partial (b_1 + 3b_2)}{\partial N} + 3c_1 \right] + 3 \left( \frac{\partial a_1}{\partial N} - a_2 \right), \tag{A2}$$

$$C_{\zeta A} = -9c_1 \dot{H} - 4 \frac{\partial^2}{a^2} \left( d_2 + \frac{\partial d_1}{\partial N} \right) - 9H^2 \left[ b_1 + 3b_2 - \frac{\partial (b_1 + 3b_2)}{\partial N} + 3c_1 \right] + 3 \left( d_1 + \frac{\partial d_1}{\partial N} \right) + 9H \left( \frac{\partial a_1}{\partial N} - a_2 \right), \tag{A3}$$

$$C_{A^2} = -\frac{3}{2} \frac{\partial c_1}{\partial N} \dot{H} + \frac{1}{2} \left( d_1 + 3 \frac{\partial d_1}{\partial N} + \frac{\partial^2 d_1}{\partial N^2} \right) + \frac{3}{2} H^2 \left[ b_1 + 3b_2 - \frac{\partial (b_1 + 3b_2)}{\partial N} + \frac{\partial^2 (b_1 + 3b_2)}{\partial N^2} - 3 \frac{\partial c_1}{\partial N} \right] + \frac{3}{2} H \left( \frac{\partial a_1}{\partial N} - a_2 + \frac{\partial^2 a_1}{\partial N^2} - \frac{\partial a_2}{\partial N} \right) - \frac{1}{2} \frac{\partial^2}{a^2} \left[ 3H \frac{\partial a_1}{\partial X} + 3 \frac{\partial (b_1 + 3b_2)}{\partial X} H^2 + \frac{\partial d_1}{\partial X} \right], \tag{A4}$$

$$C_{AB} = \frac{1}{3} C_{\dot{\zeta}A}, \tag{A5}$$

In the above, terms involving $\partial^2$ are formal notations that must act on perturbation variables, which may be better understood in the Fourier space.
Appendix B: Effective action for $\tilde{\zeta}$

The coefficients in (63) are

\[ F_{\tilde{\zeta} A} = D_{\tilde{\zeta} A} - 2 D_{\tilde{\zeta} A} \partial_t \sqrt{\frac{D_{\tilde{\zeta} A}^2}{D_{\tilde{\zeta}^2}}}, \]  
\( \text{(B1)} \)

\[ F_{\zeta A} = C_{\zeta A} - 2 C_{\zeta A} \sqrt{\frac{D_{\zeta A}^2}{D_{\zeta^2}}}, \]  
\( \text{(B2)} \)

\[ F_{A^2} = D_{A^2} + C_{l} = \frac{D_{l}^2}{D_{l^2}} + D_{l^2} \left( \partial_t \sqrt{\frac{D_{l^2}}{D_{l^2}}} \right)^2 - C_{\zeta A} \sqrt{\frac{D_{A^2}}{D_{\zeta^2}}}, \]  
\( - D_{l^2} \partial_t \sqrt{\frac{D_{l^2}}{D_{l^2}}} + \frac{1}{2} a^3 \partial^4 \right) \left( a^3 D_{l^2} \sqrt{\frac{D_{A^2}}{D_{\zeta^2}}} \right). \]  
\( \text{(B3)} \)

From (63), the equation of motion for $A$ is

\[ F_{\tilde{\zeta} A} \dot{\tilde{\zeta}} + F_{\zeta A} \dot{\tilde{\zeta}} + 2 F_{A^2} A = 0, \]  
\( \text{(B4)} \)

from which we formally solve

\[ A = - \frac{F_{\tilde{\zeta} A} \dot{\tilde{\zeta}}}{2 F_{A^2}} - \frac{F_{\zeta A} \dot{\tilde{\zeta}}}{2 F_{A^2}}. \]  
\( \text{(B5)} \)

Finally, plugging (B5) into (63) yields

\[ S_{2}^{S} [\tilde{\zeta}] = \int dt \frac{d^3 k}{(2\pi)^3} a^3 \left( g \tilde{\zeta}^2 + W \tilde{\zeta}^2 \right), \]  
\( \text{(B6)} \)

with

\[ g = D_{\zeta^2} - \frac{F_{\zeta A}^2}{4 F_{A^2}}, \]  
\( \text{(B7)} \)

\[ W = C_{l^2} - \frac{F_{\zeta A}^2}{4 F_{A^2}} + \frac{1}{4} a^3 \partial_t \left( a^3 F_{A^2} F_{\zeta A} \right). \]  
\( \text{(B8)} \)
Appendix C: Cubic Lagrangian

The cubic Lagrangian in (C1) is

\[ \mathcal{L}_3^S = \frac{A^3 a^3}{6} \left( \frac{\partial d_1}{\partial N} + \frac{\partial^2 d_1}{\partial N^2} + \frac{\partial^2 a_1}{\partial N^2} + H + \mathcal{F}_2 + \frac{\partial^2 \mathcal{F}_3}{\partial N^2} \right) + A^2 \zeta \left( \frac{1}{2} a^3 \mathcal{F}_1 + A \zeta \frac{3}{2} a^3 \mathcal{F}_2 + \zeta \frac{3}{2} a^3 \mathcal{F}_3 \right) \\
- A^2 \partial^2 B \left( \frac{a^2 \partial F_1}{6 \partial H} \right) - \zeta^2 \partial^2 B \left( \frac{a^2 \partial F_2}{3 \partial H} \right) - \zeta^2 \partial^2 B \left( \frac{a^2 \partial F_3}{6 \partial H} \right) - A^2 \partial^2 \zeta 2a \left( d_2 + 3 \frac{\partial d_2}{\partial N} + \frac{\partial^2 d_2}{\partial N^2} \right) \\
- A \zeta^2 \partial \zeta 4a \left( d_2 + \frac{\partial d_2}{\partial N} \right) - \zeta^2 \partial \zeta 2a \left( a_2 + \frac{\partial F_1}{\partial N} \right) - \zeta \partial_i B \partial^i A a^2 \mathcal{F}_4 - A \partial_i \zeta \partial^i B a^2 \frac{\partial F_2}{\partial N} \\
+ \zeta \partial_i A \partial^i A \frac{a^2 \partial F_3}{2 \partial X} - A \partial_i B \partial^i A a^2 \left( \frac{\partial F_1}{\partial N} \right) - \zeta \partial_i \zeta a^2 \mathcal{F}_4 - \zeta^2 \partial \zeta 2a \left( d_2 + \frac{\partial d_2}{\partial N} \right) - \zeta \partial_i \zeta \partial^i B a^2 \left( b_2 + \frac{\partial b_2}{\partial N} \right) \\
- \zeta \partial^2 B \partial^2 B a b_2 - \partial_i A \partial^i A \frac{1}{6} \frac{\partial^2 F_3}{\partial N \partial X} + \partial_i B \partial^i A \partial^i B a c_1 + \partial_i \zeta \partial^i \partial^i B a b_1 \\
+ A^2 \partial^3 A \frac{a^3}{2} \left( a_2 + 2 \frac{\partial d_2}{\partial N} + \frac{\partial F_4}{\partial N} + \frac{\partial^2 F_4}{\partial N^2} \right) + \zeta \partial_i A \partial^i A a^3 \left( \frac{\partial F_4}{\partial N} \right) + \zeta^2 A \frac{3}{2} a^3 \mathcal{F}_4 + A^2 \zeta \frac{3}{2} \frac{\partial F_1}{\partial H} \\
+ A \zeta^2 \partial \zeta 3a^3 \partial \frac{\partial F_2}{\partial H} + \zeta^2 \partial \zeta 3a^3 \frac{\partial F_3}{\partial H} + \zeta \partial_i A \partial^i A \frac{a^3}{2} \frac{\partial F_4}{\partial X} + \partial_i A \partial^i A \frac{a}{2} \partial^2 \frac{\partial F_3}{\partial H} - A \partial \partial^2 B a^2 \frac{\partial c_1}{\partial N} \\
- \zeta \partial \partial^2 B a c_2 - \partial_i B \partial^i A \partial^2 X a^2 c_2 - \partial_i \zeta \partial^i B a^2 c_1 + A \partial^2 a^3 \left( c_2 + \frac{\partial c_2}{\partial N} \right) + \zeta^2 a^3 c_2 \\
- A \partial^2 B \zeta \frac{a^2 \partial F_2}{3 \partial H^2} - \partial^2 B \zeta \frac{a^2 \partial F_2}{6 \partial H^2} - \partial^2 B \zeta 2a^2 (b_1 + 3b_2) - \partial^2 B \partial \zeta 3a^2 c_1 - \partial^2 B \partial \zeta 2a^2 (b_1 + 3b_2) \\
+ A \partial^2 B \zeta \frac{a^3}{2} \frac{\partial^2 F_2}{\partial H^2} + \zeta^2 a^3 \frac{\partial d_1}{\partial N} + \zeta \partial \zeta 9a^3 c_1 + \zeta \partial \zeta 9a^3 \frac{\partial^2 F_2}{\partial H^2} + \zeta^2 9a^3 (b_1 + 3b_2), \quad (C1) \]

where we introduce

\[ \mathcal{F}_1 \equiv d_1 + 3 \frac{\partial d_1}{\partial N} + \frac{\partial^2 d_1}{\partial N^2} + 3 \left( \frac{\partial a_1}{\partial N} + \frac{\partial^2 a_1}{\partial N^2} \right) H + 3 \left( b_1 + 3b_2 - \frac{\partial b_1}{\partial N} (b_1 + 3b_2) \right) H^2, \quad (C2) \]
\[ \mathcal{F}_2 \equiv d_1 + \frac{\partial d_1}{\partial N} + 3 \frac{\partial a_1}{\partial N} H - 3 \left( b_1 + 3b_2 - \frac{\partial b_1}{\partial N} - 3 \frac{\partial b_2}{\partial N} \right) H^2, \quad (C3) \]
\[ \mathcal{F}_3 \equiv d_1 + 3a_1 H + 3(b_1 + 3b_2) H^2, \quad (C4) \]
\[ \mathcal{F}_4 \equiv a_2 + 3c_1 H, \quad (C5) \]

for shorthand. Please note we have not performed any integration by part to simply (C1), which are not necessary for our purpose.

Appendix D: Field transformation

In 4-dim formalism, let us consider the following transformation of the induced metric and the normal vector of the spatial hypersurfaces:

\[ h_{\mu \nu} \rightarrow \tilde{h}_{\mu \nu} \equiv e^{2\omega} h_{\mu \nu}, \quad (D1) \]
\[ n^\mu \rightarrow \tilde{n}^\mu \equiv e^{-\lambda} n^\mu. \quad (D2) \]
where $\omega, \lambda$ are general functions of $t, N$ (with $n_\mu \equiv -N \partial_\mu t$). The normalization of $\tilde{n}^\mu$, i.e., $-1 = \tilde{n}^\mu \tilde{n}_\mu = e^{-\lambda} n^\mu n_\mu$, implies
\[
n_\mu \rightarrow \tilde{n}_\mu = e^\lambda n_\mu. \tag{D3}
\]
Thus we also have
\[
N \rightarrow \tilde{N} = e^\lambda N, \tag{D4}
\]
and
\[
N^\mu \rightarrow \tilde{N}^\mu = N^\mu. \tag{D5}
\]
The transformation (D1)-(D2) also imply the transformation for the metric $g_{\mu\nu}$
\[
g_{\mu\nu} \rightarrow \tilde{g}_{\mu\nu} = \tilde{h}_{\mu\nu} - \tilde{n}_\mu \tilde{n}_\nu = e^{2\omega} h_{\mu\nu} - e^{2\lambda} n_\mu n_\nu = e^{2\omega} (g_{\mu\nu} + n_\mu n_\nu) - e^{2\lambda} n_\mu n_\nu = e^{2\omega} g_{\mu\nu} + (e^{2\omega} - e^{2\lambda}) n_\mu n_\nu, \tag{D6}
\]
which is a disformal transformation for $g_{\mu\nu}$ if $\omega \neq \lambda$. The transformed inverse metric takes the form
\[
\tilde{g}^{\mu\nu} = e^{-2\omega} g^{\mu\nu} + (e^{-2\omega} - e^{-2\lambda}) n^\mu n^\nu. \tag{D7}
\]
Using the above results, we also have
\[
\tilde{h}^{\mu\nu} = e^{-2\omega} h^{\mu\nu}, \tag{D8}
\]
\[
\tilde{h}_\mu^\nu = h_\mu^\nu. \tag{D9}
\]
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