Abstract: Artificial temporal signaling systems, which mimic living out-of-equilibrium conditions, have made large progress. However, systems programmed by enzymatic reaction networks in multicomponent and unknown environments, and using biocompatible components remain a challenge. Herein, we demonstrate an approach to program temporal pH signals by enzymatic logic gates. They are realized by an enzymatic disaccharide-to-monosaccharide-to-sugar acid reaction cascade catalyzed by two metabolic chains: invertase-glucose oxidase and β-galactosidase-glucose oxidase, respectively. Lifetimes of the transient pH signal can be programmed from less than 15 min to more than 1 day. We study enzymatic kinetics of the reaction cascades and reveal the underlying regulatory mechanisms. Operating with all-food grade chemicals and coupling to self-regulating hydrogel, our system is quite robust to work in a complicated medium with unknown components and in a biocompatible fashion.

Introduction

Temporal signal production and transduction in living systems is an out-of-equilibrium process with high levels of complexity. It typically involves enzyme cascades (ECs) and enzymatic reaction networks (ERNs) to realize spatiotemporally controlled activation, inhibition, autocatalysis, and feedback and feedforward mechanisms.[1] Such ERNs allow for behavior[2] that is inaccessible by classical stimuli-responsive artificial systems, which, in principle, use non-processed external signals to switch between equilibrium states without temporal evolution.[3] The past decade has witnessed tremendous efforts in mimicking and applying the concept of natural out-of-equilibrium temporal signal systems into manmade self-assembly and material system.[4] This has been achieved by temporal activation of building blocks, light stimulation, and chemical or enzymatic reaction networks coupled to molecules of interest.[5] Among them, ERNs are particularly attractive because of their selectivity, mild operation conditions and potential biocompatible nature.

Typically, such ERNs for transient generation of signals, self-assemblies or material states use enzymes in an antagonistic fashion to activate and deactivate components on temporally pre-designed pathways. Yet, the complexity of such artificial transient ERNs is still far away from concatenated ERNs in living systems. Therefore, a few reports have shifted focus to integrate ECs and more ERNs into temporal signal output systems.[6] Apart from temporal signal output systems, ECs and ERNs have been extensively applied for Boolean logic gates for their potential ability in parallel computing by integrating numerous biomolecular units.[7] Although the construction of a real biocomputer based on enzymatic logic gates is far from realization, practical applications have been realized in biosensing,[8] where input signals are logically processed, generating a YES/NO output signal indicating the existence/absence of detected objects. This enzymatic signal processing system is essentially a signal-switch device rather than inspired from transient out-of-equilibrium behavior.

Building on our and others’ work on pH-feedback systems,[9] herein, we set out to bridge the gap between temporal signal output and enzymatic logic gates to construct a new type of temporal pH feedback system, in which the deactivating pathway is controlled by an enzymatic logic gate achieved through an EC. Here, we use the terminology of enzymatic logic gates to clearly express differences to earlier work on pH feedback systems by us and others, and to connect the reader to previous work on ECs. It should not be intended too closely as an approach for molecular computing that can be done on a much more sophisticated level, for instance by DNA computing.[10] We will first show the integration of an enzymatic disaccharide-to-monosaccharide-to-acid EC into a transient pH-lifecycle system to program the lifetime of a transient alkaline pH output signal by regulating the EC kinetics. We will then investigate how enzymes involved in the logic gates interact and self-regulate their activities and control the production of intermediates and output pH signal. Furthermore, we demonstrate robustness of the EC-based logic gate-programmed pH-lifecycles by operating them with common multicomponent food products purchased in supermarket. We showcase robust, transient hydrogel system with programmable lifetimes adjusted by enzymatic logic gates. This translates the pH output signal to a macroscopically visible self-assembly and material state,
and critically underscores the robustness and (bio)compatibility of the developed networks.

Results and Discussion

Scheme 1 summarizes the concept of combining programable pH lifecycles with tandem YES gate and enzymatic NAND gate. For the NAND gate, we build on two ECs, whereby Scheme 1 only shows the network for one system for clarity (see Scheme S1 in Supporting Information for the other network). Starting from the ground state (citric acid/sodium citrate (CA/Na3C) buffer containing the fuel, disaccharide), both the alkaline promoter (tris(hydroxymethyl)aminomethane (Tris) buffer) and enzymes (invertase (Inv) and glucose oxidase (GOx)) for the EC are injected. The Tris buffer quickly lifts the system to a promoted state, whereas input A (Inv) catalyzes the hydrolysis of the chemical fuel sucrose to generate the intermediates fructose and glucose. Glucose is the substrate of input B (GOx). GOx catalyzes the conversion of glucose to gluconic acid δ-lactone which spontaneously breaks down to gluconic acid (GLA). Meanwhile, GOx reduces oxygen dissolved in the system to hydrogen peroxide, that is regenerated to oxygen by a catalase (Cat). The output GLA lowers the pH and drives the system back to the ground state. This process realizes sucrose-to-glucose-to-GLA metabolic chain with a temporal pH lifecycle.

We define the ground state (acidic, pH < 7) as 0 and promoted state as 1 (alkaline, pH > 7), the addition of Tris is a lag-free identity (YES) gate. We then define the presence of Inv and GOx in the system as input A, the absence of which as input 0. The input signals Inv and GOx (1, 1) gradually convert the promoted state 1 to the ground state 0. In rest conditions without signals being present, the system stays at promoted state 1. Therefore, the EC works as a NAND gate, which is essentially the same as AND gate,[11] but with inverted output signal. Overall, the whole system is operated by a tandem of a lag-free YES gate and a NAND gate with a delay to be programmed (Scheme 1b). Figure 1a and 1b demonstrate the proof of concept and the truth table of the temporal pH feedback system. The pH decreases from 8.5 to around 3.5 only in the presence of both Inv and GOx, namely, the output signal becomes 0 when the input signal (A, B) is (1, 1). Otherwise, the output signal remains at 1 and the pH only shows a minor decrease after extended (> 500 min). The system stays in promoted state (Figure 1a,b). In more detail, there is an obvious plateau where the alkaline pH almost does not change in the first tens of minutes in presence of the EC (1, 1). Afterwards, the pH dives down quickly to acidic regime. This delay is very different from the spontaneous hydrolysis of gluconic acid δ-lactone (the intermediate produced by GOx) used as direct dormant deactivator in our previous report[10] and is indicative of the EC-based signal processing requiring the catalytic tandem conversion.

To better understand the EC, we measured the pH-dependent activity of Inv and GOx (Figure 1c, d; Supporting Information, Figures S1–S3). Different buffers need to be used to access different pH-regimes. Both enzymes show very low activity at high pH (8–9), however, the activities rapidly increase to their maxima as the pH is decreased below 7, and keep constant until pH 4. At lower pH values, the activities drop to ca. 60 % of their maxima. Although measurements at the same pH points (pH 6.0 and 8.0) in different buffers show some buffer-specific difference, overall, the activities of both enzymes show bell-shaped curves. These bell-shaped curves lead to a positive feedback loop and a self-accelerating metabolic chain starting from alkaline regime (Figure 1e).

After demonstrating the basic concept and positive feedback loop, we next elucidate the programming of the transient pH lifetimes (tf) as a function of the ratio of Inv and GOx (Figure 1f,f). The tf is defined from the midpoint values between the starting pH (state 0) and the highest pH of the transient promoted state 1. When keeping the total concentration of Inv and GOx constant (cInv + cGOx = 0.5 g L⁻¹), Figure 1f reveals that the tf decreases from 325 to 268 min when the ratio cInv/cGOx increases from 1/9 to 3/7, but then tf increases to 407 min when inverting cInv/cGOx, up to 9/1. This basic screening reveals a non-linear relationship, but more importantly it establishes a most suitable match of enzymes allowing a short tf, by timely generation of enough glucose and conversion to GLA. While keeping this cInv/cGOx ratio at 3/7, the tf consistently decreases from 448 to 158 min when cInv and cGOx are simultaneously increased from 0.05 and 0.12 g L⁻¹ to 0.50 and 1.17 g L⁻¹ (Figure 1g). This is reasonable, because the transduction speed of sucrose is enhanced. An adjustment of the promoter concentration, cInv, is the most effective way to program the tf as the higher buffer capacity simply scavenges the acidic GLA product of the Inv-GOx EC. At 0.15 Inv g L⁻¹ and 0.50 g L⁻¹ GOx, tf is prolonged from 48 min to more than 30 h by a tenfold increase of cInv from 5 to 50 mM (Figure 1h, h). As a comparison, increasing the feed
amount of the chemical fuel sucrose from 25 to 175 mM only decreases the tf from 352 to 263 min (Figure 1i, i′). Considering that dissolved oxygen is limited (or has to diffuse from the vessel surface into the solution) and that the byproduct H2O2 is an inhibitor for GOx,13 timely turning H2O2 back to oxygen should be favorable for a shorter tf. Indeed, Figure 1j and 1j′ prove that adding a tiny amount of Cat can speed up the metabolic chain, but larger cCat is not needed and the metabolic chain is also operational without Cat.

After having established a programmability of the pH lifecycles for the Inv-GOx logic NAND, we now change to the second EC system that runs on a disaccharide found in animals, lactose. Therefore, we exchange Inv by β-galactosidase (β-Gal) to process the lactose into reaction products suitable for the downstream GOx. We firstly measured the pH-dependent activity of β-Gal (Figure 2a; Supporting Information, Figure S4, S5), and found a narrower bell-shaped activity curve. The behavior and programmability of the transient pH profiles programmed by the β-Gal-GOx EC follows similar consideration as for the Inv-GOx one, as laid out in detail in Figure 2b–d and the Supporting Information.

Figure S6. In short, higher concentrations of β-Gal at a constant cGOx lower the tf due to faster conversion of the lactose. Similar to above, a symmetric increase of both enzymes decreases the tf whereas higher promoter concentrations cTris drastically increase the tf. A moderate influence of the fuel concentration, cLactose, is visible and the addition of Cat speeds up the lifecycle by reconversion of H2O2 into O2.

So far we have established the concept of temporal programming of the pH feedback system by Inv-GOx and β-Gal-GOx EC logic gates, discussed the positive feedback in the system, and programmed the lifetimes of the transient promoted state signal from less than 15 min to more than 1 day. Important remaining questions are, however, how the enzymatic kinetics of the EC within the pH lifecycle regulate the metabolic presence of chemical fuels, intermediates, and products, and how the dynamic pH changes affect the enzymatic kinetics.

To address these questions, we performed in-depth high performance liquid chromatography (HPLC) analysis to quantify each component during the metabolic process (Supporting Information, Figures S7, S8). When starting from
a plateau pH level around 8.5 (20 mM Tris, low activity regime of both enzymes), and when only in presence of Inv (0.5 g L\(^{-1}\)) or β-Gal (2.0 g L\(^{-1}\)), the conversion of the substrates (sucrose and lactose, 100 mM) proceeds to a stable level of ca. 58% sucrose and ca. 64% lactose after 20 h, respectively. The time-weighted derivatives of chemical fuels (\(d_{\text{concentration}}/d_{\text{time}}\), that is, speed of conversion, gradually turn to flat as the substrate concentration decreases, and do not show any maxima or minima. However, the situation becomes critically different in presence of GOx that allows to further convert the intermediate (glucose) into GLA and concurrently lowers the pH (Figure 3; Supporting Information, Figure S9).

Looking first at the Inv-GOx EC (at a constant total concentration of Inv and GOx, but varied \(c_{\text{Inv}}/c_{\text{GOx}}\), Figure 3a–e), the hydrolysis rates of both sucrose and glucose start to accelerate when the pH is decreased below 7, showing obvious minima and maxima in the derivatives of sucrose and GLA concentrations, respectively. This is a quantitative approximation for the existence of a positive feedback (see also Figure 1f). The time point of this acceleration (location of maxima and minima) is brought forward from 17 to 2 h when the \(c_{\text{Inv}}\) is increased from 0.01 to 0.15 g L\(^{-1}\) (Figure 3a–c). Thereafter it is delayed to around 4 h by further increasing the \(c_{\text{Inv}}\) to 0.45 g L\(^{-1}\) for the reason that insufficient GLA is produced because of less GOx present in the system and a concurrently slower pH decrease that would accelerate the sucrose conversion by Inv (Figure 3d). In case less promoter \(c_{\text{Inv}}\) is present (10 mM instead of 20 mM), the acceleration starts at 1 h, and thus even earlier because of the lower buffer capacity (Figure 3e). It is worth noting that sucrose is 100% hydrolyzed even in the case of 0.01 g L\(^{-1}\) Inv (Figure 3a), which is due to the enhanced activity of Inv at lower pH and removal of glucose from the Inv equilibrium. During this wide range, sucrose is always totally converted to glucose, pushing the \(c_{\text{glucose}}\) to a maximum, which can be higher than the Michaelis–Menten constant (\(K_m\) of GOx (which lies between 33 to 110 mM according to previous reports\(^{[6a,13]}\)) we take 75 mM as an average) when enough sucrose is fed (Figure 3c–e; Supporting Information, Figure S10a,a).

In comparison, the β-Gal-GOX EC shows a difference (Figure 3f–i): Not all lactose is hydrolyzed to glucose when the \(c_{\text{GOX}}\) is less than 2.00 g L\(^{-1}\). At 0.05 g L\(^{-1}\) β-Gal (Figure 3f–i), 74% lactose is left after 72 h, and the highest \(c_{\text{glucose}}\) is only 9.4 mM and thus far below the \(K_m\) of GOx. No maximum or minimum is visible in the derivatives of \(c_{\text{lactose}}\) and \(c_{\text{GLA}}\) owing to low \(c_{\text{GOX}}\). Hence there is no distinct metabolic chain-induced positive feedback at this composition enabling an acceleration of the lactose conversion. The residual \(c_{\text{lactose}}\) is lowered to ca. 56% and 13% after 20 h when the \(c_{\text{GOX}}\) is increased to 0.25 and 1.00 g L\(^{-1}\) (Figure 3g,h). Thereupon, a distinct minimum and maximum start to appear in the derivatives of \(c_{\text{lactose}}\) and \(c_{\text{GLA}}\) after 10 h with 0.25 g L\(^{-1}\) β-Gal, which appear earlier at around 4 and 3 h when the \(c_{\text{GOX}}\) is increased from 1.00 to 2.00 g L\(^{-1}\) (Figure 3h,i). As anticipated, the appearance of the minima and maxima is delayed with decreasing \(c_{\text{GOx}}\) (Figure 3i–j’ vs. Figure 3j–j”). When the \(c_{\text{GOX}}\) is doubled to 200 mM (last row in Figure 3), we see a similar trend, that is, \(c_{\text{glucose}}\) keeps below the \(K_m\) and no acceleration is observed with low \(c_{\text{GOX}}\) (Figure 3k–k”), while the conversion of lactose gradually increases and positive feedback starts to emerge, pushing the \(c_{\text{glucose}}\) to its maximum above the \(K_m\) (Figure 3l–l”; Supporting Information, Figure S10b,b’).

Therefore, two kinds of regulatory mechanism exist in these EC systems (Figure 4): i) GOx operates far below \(K_m\) because the chemical fuel (sucrose, lactose) cannot be converted fast enough by the first enzyme, and most glucose is timely hydrolyzed to GLA (Figure 4a); ii) When enough chemical fuel is fed and largely converted to glucose, \(c_{\text{glucose}}\) is pushed above \(K_m\) reaching to the maximum catalysis rate of GOx (\(v_{\text{max}}\), Figure 4b). The Inv-GOx EC largely works with the second regulatory mechanism owing to the wide pH range where Inv possesses its highest activity (Figure 1c) and totally hydrolyzes sucrose to glucose, always pushing \(c_{\text{glucose}}\) to levels near or above \(K_m\) (Figure 4e). By contrast, the β-Gal-GOX EC follows the first mode in the cases of low \(c_{\text{GOX}}\) because of the narrow pH range of maximum activity of β-Gal (Figure 2a). In a short time, the pH profile strides over this range to an acidic pH value where the activity of β-Gal becomes low without generating additional glucose (Figure 3f,g,k). Consequently, the initial fuel, lactose, remains to some extent in the system. However, given enough amount of β-Gal and also increasing \(c_{\text{lactose}}\), all lactose can be converted to glucose in the narrow pH window, bringing the β-Gal-GOX chain to the second regulatory mechanism (Figure 4d; Figure 3m–o; Supporting Information, Figure S10b).

As stated earlier, natural temporal signal production and transduction takes place in an environment with high complexity such as cytoplasm, where multiple components are present. Hence, such ECs and ERNs need to precisely recognize input signal from noisy background. In contrast, current artificial temporal signal systems work in a very clean...
environment. We surmised that common foods containing the chemical fuels would in fact allow to produce such transient pH-lifecycles using our established EC-lifecycle systems. To this end, we replaced Tris promoter by supermarket-grade
soda and baking soda, sucrose by sugar beet syrup, and lactose by milk. The major “contaminant” components are listed in the Supporting Information, Figure S11.

Figure 5a shows the pH profiles powered by different amounts of sugar beet syrup at $c_{fructose} = 0.15 \text{ g L}^{-1}$ and $c_{GOx} = 0.35 \text{ g L}^{-1}$ (promoter $c(CO_3^{2-}) = c(HCO_3^-) = 10 \text{ mM}$, whose pH is 9.9), where the $c_{fructose}$ was calculated according to the nutrient information on package (Supporting Information, Figure S11). Comparing to the pH profiles fueled by sucrose (Figure 1), the profiles here have an additional plateau around pH 7.5, which is attributed to a buffering capacity of baking soda, soda, and, potentially, some unknown components in the syrup. Because of the additional buffer capacity, the pH profile supplied with 20 mM sucrose is not able to return to acidic state, but higher syrup concentrations successfully decrease the pH down to pH 3.7 (at 100 mM sucrose). The $t_f$ of the transient pH signal decreases similarly from 468 to 362 min (Supporting Information, Figure S12a). The $t_f$ can be further decreased to 106 min when the $c_{fructose}$ is increased from 0.15 to 0.75 g L$^{-1}$ (Figure 5b; Supporting Information, Figure S12b). Therefore, although running in a multicomponent solution with unknown components, our transient pH feedback system operates rather well and exhibits an appealing robustness. Furthermore, the transient pH signal can be translated into macroscopic visible self-assembly by introducing Fmoc-ethylene diamine hydrochloride, a pH responsive gelator assembling into fibers and forming hydrogels when pH > 8.4.$^{[14]}$ Transient hydrogels are only accessible when both enzymes are present, and the lifetimes can be controlled following the pH lifecycles (Figure 5c,d). Appropriate controls, that is, no enzymes present, and c$_{fructose}$ is promoted above $K_m$ of GOx (light green regime) when enough fuel is provided. d) Comparatively, in β-Gal-GOx EC, limited amount of glucose is produced in the case of low c$_{fructose}$, even though enough lactose is loaded, where the EC gate keeps working in a range below $K_m$. The c$_{fructose}$ is only prompted above $K_m$ in the condition of high c$_{fructose}$ and c$_{lactose}$. 

Figure 4. Two regulatory mechanisms operate within the EC metabolic chains: a) GOx operates far below $K_m$, and b) $\epsilon_{\text{fructose}}$ is promoted above $K_m$. Maximum $\epsilon_{\text{fructose}}$ intermediate in the temporal pH feedback systems programmed by c) Inv-GOx and d) β-Gal-GOx ECs measured by HPLC (Supporting Information, Figures S9, S10). c) In Inv-GOx EC, Inv always completely converts sucrose to glucose and pushes $\epsilon_{\text{fructose}}$ above $K_m$ of GOx (light green regime) when enough fuel is provided. d) Comparatively, in β-Gal-GOx EC, limited amount of glucose is produced in the case of low c$_{fructose}$, even though enough lactose is loaded, where the EC gate keeps working in a range below $K_m$. The c$_{fructose}$ is only prompted above $K_m$ in the condition of high c$_{fructose}$ and c$_{lactose}$.
or only one enzyme present, underscore that indeed the pH-lifecycle is responsible for the behavior (Supporting Information, Figure S14a,b).

We also used different amount of lactose-containing cow milk to fuel the temporal pH feedback system programmed by β-Gal-GOx logic gate (Figure 5e, 1.75 g L⁻¹ β-Gal, 0.25 g L⁻¹ GOx, 1.5 mM CA/Na₂CO₃ (pH 3.0), c(CO₃²⁻) = c−(HCO₃⁻) = 10 mM). Owing to more unknown components in the milk (Supporting Information, Figure S11b), higher concentrations are needed to drive the pH back to the acidic state (Figure 5e), although this is on the expense of the height of the pH plateau. The accessible δt decreases from ca. 792 to 376 min by increasing the feeding amount of milk (Supporting Information, Figure S13a), and δt can be further decreased to 162 min by adding 8.75 g L⁻¹ β-Gal (Figure 5f; Supporting Information, Figure S13b). A hydrogel system with programmable temporal self-assembly is also accessible by coupling Fmoc-ethylenediamine into the milk-based pH lifecycles, and the δt is programmable by variation of the enzyme concentration (Figure 5g,h; Supporting Information, Figure S14c). Again, this underscores a good robustness of the pH-lifecycle mechanisms and points to sufficient biocompatibility.

Conclusion

We have demonstrated temporal pH feedback system programmed by a tandem of a lag-free Boolean YES gate and an enzymatic NAND gate with delay. The YES gate realized by adding Tris buffer quickly lifts the system from ground acidic state to a promoted alkaline state, resulting in a transient signal 1. Then the output signal 1 is driven back in an autonomous way to 0 by the NAND gate where an Inv-GOx EC converts sucrose to GLA neutralizing Tris buffer and acidifying the system. We found an alternative β-Gal-GOx EC for the NAND gate, and showed that the lifetime of the transient promoted state 1 can be programmed from less than 15 min to more than 1 day by kinetically controlling both ECs. By measuring the pH-dependent activity of Inv, β-Gal and GOx, and by providing an in-depth HPLC analysis of the metabolic components, it was possible to reveal detailed insights into the operation of a positive feedback arising from the metabolic chain. Different regulatory mechanisms of the pH feedback lifecycles operate with respect to the Kₘ of the downstream GOx inside the ECs. The Inv-GOx EC always tends to push intermediate glucose above the Kₘ of GOx due its relatively wide pH-dependent activity maximum. On the contrary, the β-Gal-GOx one leaves the glucose concentration below Kₘ in the case of low c[G₂,Gal] and only pushes glucose above Kₘ when enough β-Gal and lactose are fed. Lactose can remain inside the system, which could be an interesting starting point to design new types of self-oscillating reaction networks even outside continuously stirred tank reactors.

What is more, we demonstrated the robustness of our temporal pH feedback system programmed by enzymatic logic gates by using common foods to operate them. Even transient hydrogels can be obtained. This underscores compatibility with quite complex mixtures of ingredients and promises also robustness in biological application settings.

We foresee that the proposed concept provides new avenues for the development and application of temporal signal production and processing with enzymatic logic gates in environments with high levels of complexity (that is, multiple unknown components). In long perspective, the robust, artificial temporal signaling system tolerating unknown components may be a critical feature towards real-life applications in materials systems with adaptive and autonomous behaviors.
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