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ABSTRACT Machine reading comprehension (MRC) is a natural language processing task wherein a given question is answered according to a holistic understanding of a given context. Recently, many researchers have shown interest in MRC, for which a considerable number of datasets are being released. Datasets for MRC, which are composed of the context-query-answer triple, are designed to answer a given query by referencing and understanding a readily-available, relevant context text. The TriviaQA dataset is a weakly labeled dataset, because it contains irrelevant context that forms no basis for answering the query. The existing syntactic data cleaning method struggles to deal with the contextual noise this irrelevancy creates. Therefore, a semantic data cleaning method using reasoning processes is necessary. To address this, we propose a new MRC model in which the TriviaQA dataset is validated and trained using a high-quality dataset. The data validation method in our MRC model improves the quality of the training dataset, and the answer extraction model learns with the validated training data, because of our validation method. Our proposed method showed a 4.33% improvement in performance for the TriviaQA Wiki, compared to the existing baseline model. Accordingly, our proposed method can address the limitation of irrelevant context in MRC better than the human supervision.

INDEX TERMS Computational and artificial intelligence, data validation, natural language processing, neural networks, machine reading comprehension, weak label.

I. INTRODUCTION

In the past few years, artificial intelligence has seen significant growth in many fields as a result of developments in deep learning [1]–[5]. Natural language processing (NLP), a core technology of artificial intelligence, helps machines to understand, interpret, and manipulate human language. Additionally, because NLP is applicable to all areas in which human language is used, NLP is an extremely crucial task in all domains requiring the use of artificial intelligence.

Therefore, NLP has been actively studied, wherein it has demonstrated sufficient performance in various tasks such as machine reading comprehension (MRC) [6]–[8], machine translation [9]–[11], and natural language inference [12], [13]. MRC, which has recently received a significant amount of attention, is a task wherein an answer is provided to a given query about a text by first understanding the context in which the query arose, i.e. by reading and understanding an entire text pertaining to the query. This process can be considered akin to the task of reading comprehension often used by humans in everyday life; it is necessary for many scenarios such as recommendation systems, question answering, and dialogue. Therefore, machines that use reading comprehension assist people in acquiring information quickly and comfortably. Recently, several approaches [14]–[19] that address the use of large scale datasets for MRC have been proposed; the datasets used in such studies include: Stanford Question Answering Dataset (SQuAD) [20], WikiQA [21], NewsQA [22], and TriviaQA [23]. MRC datasets are composed of context-query-answer triples. Most existing MRC datasets consist of contexts that are well-written and contain sufficient
Various studies are being conducted on label noise directly affects their performance. In the Computer Vision that must be overcome [25], because a low-quality dataset will result in a low-quality model. Indeed, the quality of the datasets used in artificial intelligence is an important issue because the data disturbance will improve performance, because the data that disturbs the learning process will be removed. In fact, the quality of the datasets used in artificial intelligence is an important issue that must be overcome [25], because a low-quality dataset directly affects their performance. In the Computer Vision field, various studies are being conducted on label noise reduction methods, which can increase the quality of datasets; these include CleanNET [26], DRAE [27], and UOCL [28]. In NLP, extensive research has been conducted on data cleaning processes that enhance the data quality [29], [30]. For instance, data quality has been improved in various ways, such as grammar correction or the removal of stopwords or special characters. Such methods are syntactic data cleaning methods; they process data using rules. However, syntactic data cleaning struggles to deal with contextual noises, such as the irrelevant contextual information in NLP. Moreover, in most of the previous MRC research, the structure of the MRC model was studied in order to increase the performance of the dataset, rather than to solve its underlying problems. Consequently, studies dealing with the problems of the data itself are scarce in the MRC literature.

The TriviaQA includes irrelevant context which is difficult to process using syntactic data cleaning methods, so a semantic data-cleaning method that requires reasoning processes is necessary. Therefore, we propose a new MRC model that utilizes semantic data cleaning.

Our proposed MRC system involves two steps: a data validation method and a model for finding the correct answer in the refined context. The data validation method removes, from a training set, the data with contexts irrelevant to query resolution; this contributes to enhancing the data quality, as context that does not contain sufficient evidence to answer the query is evaluated as noise and removed from the training set. The answer extraction model is learned using selected data sets through the data validation results; it performs paragraph-selection to process the long text at a paragraph-level. Then, the final answer is extracted using shared normalization for a relative comparison of the correct candidates from several paragraphs. We also evaluate the optimal noise reduction rate from the training data so as to avoid negatively impacting the overall performance of the original task. Accordingly, this work uses deep learning techniques to improve the NLP task of the MRC. Our contributions are as follows.

- We propose a data validation model that removes the irrelevant context within TriviaQA that might impede learning.
- The proposed model does not use syntactic data cleaning techniques. Instead, it uses semantic data cleaning, which verifies data through reasoning processes.
- Experiments confirm that our MRC model outperforms the existing answer extraction model when applied to a TriviaQA verified set without noise.
- The proposed model focuses on adjusting the data itself, as opposed to simply adjusting the structure of the MRC model, with the ultimate objective of providing a more versatile method for an improved MRC performance.

II. RELATED WORK

A. MACHINE READING COMPREHENSION

Among NLP problems, MRC is that which aims to find an answer for a given query according to a context. For existing
Question Answering systems [25] that answer a given query, the answer to the question is found by matching the word or word order contained in the question to those in the sentences of the context text. MRC is different from existing Question Answering systems because MRCs require cognitive processes to understand connotations, such as reasoning using external knowledge, paraphrasing, and multi-sentence analysis, rather than finding answers by identifying sentences that are the most similar to the query. Accordingly, DocQA was proposed to address the challenge of TriviaQA’s long-length contexts [18]. The DocQA model demonstrated a 10% improvement over the existing model [39], thus solving the problem of TriviaQA through the Paragraph-level QA.

B. BERT
BERT [17] achieved the state-of-the-art through the fine-tuning of the BERT model itself, without the need to attach a new network to handle a particular task. BERT is a language representation model based on the multilayer bidirectional transformer encoder. The use of BERT involves two stages: pre-training and fine-tuning.

First, pre-training is used to build a general-purpose language understanding model that uses unsupervised learning on a large text corpus such as Wikipedia. BERT was simultaneously trained in two tasks: the masked language model and next sentence prediction. In the former, instead of predicting the following word as is done in the existing language model, BERT randomly masks out 15% of the input words and then predicts the masked words. In the latter, when given two sentences, BERT predicts whether the second sentence comes immediately after the first in the corpus. Using these two tasks, BERT constructs a language model, termed the pre-trained BERT.

Second, fine-tuning is conducted as supervised learning which can apply downstream NLP tasks such as MRC [20] and natural language inference [40]. For sentence classification tasks such as natural language inference and semantic analysis [41], the classification (CLS) token, a special token of BERT, is used for fine-tuning.

The first token of every input sequence is a CLS token, which is the special token; the CLS vector of the last hidden layer has the aggregated meaning of the entire sequence representation. Therefore, the CLS vector is used to calculate the probability that a label will be classified. The final hidden state of the CLS token is taken as the fixed-dimensional pooled representation. This is fed into the classification layer, and the label probabilities are computed with a softmax. The parameters of the BERT and the parameters of the classification layer are fine-tuned to maximize the log probability of the correct label such that each task can be performed.

Span-level tasks, such as SQuAD, and token-level tasks, such as Named-entity Recognition [42], only have one more layer than BERT; however, BERT models are fine-tuned similar to the sequence-level. Through two learning methods, pre-training and fine-tuning, BERT obtains new state-of-the-art results on 11 NLP tasks. However, since BERT uses positional embedding, i.e. the method used by Transformer, the maximum number of token inputs is limited to 512.

III. OVERALL ARCHITECTURE
We propose a new MRC model that uses a data validation method to improve the quality of weakly labeled data used
to learn the answer extraction model. TriviaQA [23] is a weakly labeled dataset that automatically collects context on query-answer pairs using distant supervision. Weakly labeled data refers to that which contains context associated with the query, which due to using distant supervision, has insufficient grounds to answer the query; here, such context is termed irrelevant. When irrelevant context is included in the training data, the MRC model is limited in improving its performance.

Here, a novel MRC model is proposed to address this challenge. The novel MRC model proposed herein uses only the data selected through the data validation method to learn the answer extraction model. As shown in Figure 2, the entire process consists of a data validation method and an answer extraction model.

As the first step in the data validation method, evidence extraction selects the paragraphs from the context that relate to the query; then, noisy data validation removes the data consisting of irrelevant evidence with regard to the query. The training data with improved quality, which is obtained through this process, is then used to learn the answer extraction model.

Here, DocQA is used as the answer extraction model. DocQA is a two-step model for dealing with long contexts at a paragraph-level. Paragraphs are selected from the context before the answer candidates are extracted from each paragraph. After comparing the answer candidates extracted from the various paragraphs, the process selects one answer from among the candidates with the highest confidence score.

From the Bi-Directional Attention Flow, BERT, and DocQA models, DocQA was selected as the answer extraction model. In order to monitor the effects of the proposed data validation method, we required an answer extraction model that could process long context effectively. The models that performed well in several MRC datasets were not adequate to process long context; hence, they demonstrated low performance on TriviaQA. Meanwhile, DocQA selects data via paragraph selection to answer queries in advance; thus, it is more appropriate to process long context. We did not use BERT as an answer extraction model though it performs well in MRC tasks, because the input of BERT is restricted to 512 tokens. The word token used in BERT is tokenized by byte pair encoding. Byte pair encoding is an effective tokenizing method to solve Out-of-Vocabulary issues. BERT cannot fully utilize the context of long paragraphs of TriviaQA. If the evidence to answer the query is located in the relevant data after 512 tokens, only the context irrelevant to the query will be used as the input of BERT. In such cases, no evidence for the query will be included in the context. As a result, what is learned with the data appears as if it was learned with irrelevant context. Thus, BERT does not learn to follow the right path to the answer. For the aforementioned reasons, we did not use BERT in answer extraction.

The methodology proposed in this paper is described in Section III.A. In Section III.B, the answer extraction model used in this paper is described in detail.

A. PROPOSED METHOD
In this section, we focus on the two-step method of extraction validation, a key aspect of our proposed model. We propose this method to improve the quality of the training data by removing data with insufficient grounds for the context to be able to sufficiently answer the query. The data validation method consists of two steps: evidence extraction and noisy data validation (Figure 3). Evidence extraction is used to detect the relevance between the query and each paragraph in the context. Resultingly, the paragraph associated with the query becomes the paragraph-level “evidence”. Evidence extraction uses BERT to classify the relationship between the query and paragraph. Only extracted evidence is transferred to the next step, i.e. noisy data validation. If no paragraphs are related to the query, the data is removed from the training data in advance.

Noisy data validation is classified using BERT to ensure that the sentence contains sufficient evidence to answer the query. If no sentence within the evidence has a sufficient basis to answer the query, the data containing this context and query is excluded from the training data for the answer extraction model.
1) EVIDENCE EXTRACTION

The evidence extraction method searches for the paragraphs from the context that are related to the query. To determine paragraph selection, a fine-tuned BERT mode is used for sentence pair classification. Here, the BERT model used for evidence extraction is learned to judge the association between the paragraph and query. To make the association, BERT learns to perform a sentence pair classification task. Sentence pair classification is a task that predicts the relationship between two sentences. For example, Semantic textual similarity deals with determining the extent to which two pieces of texts are similar. Additionally, given a premise, natural language inference is the task of determining whether a hypothesis is entailment, contradiction, or neutral. The input sequence for the sentence pair classification has the form “[CLS] sentence 1 [SEP] sentence [SEP].” As shown in Figure 4(a), the CLS vector in the last hidden layer of the BERT model is used to predict the label. To predict the relevance of the query to the paragraph, BERT learns using the sentence pair classification task from the evidence extraction.

Here, the unsupervised Inverse Cloze Task (ICT) proposed by the Open Retrieval Question Answering System (ORQA) [43] is used to confirm the relevance of the paragraph and query. ICT is a task that finds related context for a sentence, which is the inverse of Cloze task [44]. In the standard Cloze task, the goal is to predict the masked text based on its context. The goal of ICT proposed by ORQA is to find contexts related to a query in a large amount of context.

For the same purpose as ORQA, we construct pseudo-query and pseudo-evidence. Thus, the relationship between query and context in TriviaQA is not learned; instead, it learns the relationship between pseudo-query and pseudo-evidence. Pseudo-query is a sentence, that is not the real query, which is selected at random within the TriviaQA Wiki. Pseudo-query is a declarative sentence; it is different from the actual query, which is an interrogative sentence. ORQA, which uses learned ICT with pseudo-data to predict the context related to the query, performed better than the baseline model [43]. Pseudo-evidence consists of the surrounding sentences of the pseudo-query that are not the context that contains the information about query. If the pseudo-evidence includes the pseudo-query, ICT will learn using word matching.

Therefore, 90% of pseudo-evidence is configured not to include pseudo-query.

The BERT model uses “[CLS] Pseudo-query [SEP] pseudo-evidence [SEP]” as input for training (Figure 4(a)). The CLS vector, C, which is the last hidden layer representation of the first token in the sequence, is shown in (1). The CLS vector, C, is fine-tuned to learn to predict
the relationship between the pseudo-query and the pseudo-evidence. The following methods are used for fine-tuning: (2) produces the probability, $P$, of predicting the relationship between the pseudo-query and pseudo-evidence, $T$; as shown in (3), the cross-entropy loss of the predictive probabilities, $P$, and the relationship between the pseudo-query and pseudo-evidence, $T$, is computed; all parameters used in the model are learned in such a way that minimizes cross-entropy loss [45].

$$C = \text{BERT}(\text{Pseudo query, Pseudo evidence})[CLS] \in \mathbb{R}^H$$ (1)

$$P = \text{Softmax}(CW^T), W \in \mathbb{R}^{2 \times H}$$ (2)

Cross Entropy Loss

$$= - \sum_{i \in [0, 1]} T_i \log (P_i)$$ (3)

A fine-tuned BERT model using Pseudo data is used by the evidence extraction to identify the relationship between the query and paragraph of TriviaQA. As shown in Figure 4(b), “[CLS] Query [SEP] Paragraph [SEP]” is used as an input to the BERT model to predict the relevance. We use the final probability $P_1$ weighted against the probability $P_1$ as predicted to be relevant. The prediction of relevance by the BERT model, learned with pseudo-data, is represented as 1 (True) if there is no doubt about relevance. The paragraph, which is predicted to be related to the query becomes evidence and moves to the next level; the data that fails to extract any evidence is removed from the training data. If none of the evidence is extracted from one context, the data with that context is immediately removed from the training data.

Here, there are several reasons for extracting the relevant paragraph-level evidence through evidence extraction: First, it is still a difficult problem to express long text information [45]. Therefore, it is not easy to compare the query with a context that contains a lot of information. Second, not all information within the context is related to the query; the information related to the query may only be a part of the context. For example, when the context is Wikipedia’s article about AlphaGo, this content contains a variety of information such as history, algorithms, versions, etc. If the query seeks games between AlphaGo and Lee Sedol, the information to answer the query comes from history, not algorithms. Therefore, it is effective to use relevant key information rather than the entire context to determine if the context is related to the query. If information not relevant to query is included, even the best-performing models will not be able to determine it correctly. Thus, we use evidence extraction to find the paragraph level evidence in context, which includes information related to the query.

2) NOISY DATA VALIDATION

Noisy data validation verifies that the evidence extracted (discussed in Section III.A.1) contains the basis for the query. First, it determines whether each sentence in the evidence contains a basis for the query. If no sentence has sufficient grounds for the query, there is not sufficient evidence for the query. We used a fine-tuned BERT model to perform a sentence pair classification to determine whether the sentence includes sufficient grounds for the query.

Here, the BERT model used for noisy data validation learns to determine whether the sentence contains sufficient grounds to answer the query. For this purpose, BERT is learned to perform a sentence pair classification task like evidence extraction. The BERT model, learned from the sentence pair classification task, is used for data validation to verify that the TriviaQA’s sentence includes the basis for responding to the query.

The data used for noisy data validation is the Wang dataset [46]. The Wang data was created for the answer sentence selection task used in the traditional Information Retrieval Question Answering (IRQA) [25]. IRQA is conducted in three steps: 1) question processing to analyze the query, 2) paragraph retrieval to find relevant paragraph in the entire document using information retrieval, and 3) answer extraction to find the answer in the paragraph. Of the three stages of IRQA, the answer extraction step should find a sentence that contains the basis for the correct answer among the searched paragraphs. This task is called answer sentence selection. The Wang dataset for answer sentence selection was created using the query and context from the Text REtrieval Conference QA track data [47]. Each sentence in the context is labeled to indicate whether it contains a basis for the query; Wang data is designed to select the appropriate sentence for answering the query from the context.

Therefore, the pre-trained BERT model parameters were fine-tuned using Wang data to perform noisy data validation; this selects the sentence required to answer the query. To train BERT for the objective proposed here, its training input is chosen as “[CLS] query [SEP] sentence [SEP],” as shown in Figure 5(a). The CLS vector, the first of the BERT model’s last hidden layer, is used in fine-tuning to determine whether the sentence includes enough basis for query. The fine-tuning method is learned in such a way as to minimize cross-entropy loss of the probability ($P$), whether or not the sentence contains evidence for query ($T$), similar to evidence extraction.

Using the Wang dataset, the fine-tuned BERT model can predict whether the sentence contains the basis for the query to be answered in the TriviaQA dataset. The confidence score is a criterion to determine whether a sentence contains sufficient basis to answer a query. To predict the confidence score of a sentence, the input of the BERT model is “[CLS] Query [SEP] Sentence [SEP],” as shown in Figure 5(b).

The CLS vector ($C$), which is the last hidden layer representation of the first token in the sequence, is shown in (4). Equation (5) produces the score of the all labels where FFNN refers to a feed forward neural network. Confidence score (CS) is the score for the true label of the score in (6).

$$C = \text{BERT(}\text{Query, Sentence})[CLS] \in \mathbb{R}^H$$ (4)

$$S = \text{FFNN}(C) \in \mathbb{R}^2$$ (5)

Confidence score

$$= \text{score}_{\text{true}}$$ (6)
The confidence score of evidence has the maximum confidence score among sentences in evidence. If an evidence has a confidence score that does not exceed a certain threshold, it is considered an irrelevant context. Threshold is determined by the train data reduction ratio (K). The data is removed from the training data if all the evidence includes no basis for the query.

**B. ANSWER EXTRACTION MODEL**

Here, DocQA, a neural question answering model that considers a given context on a paragraph-level, is used for the answer extraction model. DocQA, an answer extraction model, is learned using selected data through the data validation method. DocQA consists of a paragraph selection, answer extraction, and a confidence scoring method. First, paragraph selection selects which paragraphs are used to extract the answer from the entire context. Paragraphs are selected using the Term Frequency and Inverse Document Frequency (TF-IDF) cosine distance of each paragraph and query. If there is one document associated with the query, the paragraph is selected according to the TF-IDF score. In the case of multiple documents, paragraphs are selected using a linear classifier that uses various features and a TF-IDF score.

For the selected paragraphs, the answer candidates for each paragraph are predicted using the paragraph-level answer extraction model for each paragraph input. The answer extraction model predicts the score of the answer span using five layers with context and query: first, in the embedding layer, each word of the context and query is represented using a pre-trained word vector and a character-derived word embedding; second, in the pre-process layer, bi-directional GRU [49] is used to create a word representation with information on bidirectional words of context and query; next, the attention layer uses the Bi-Directional Attention Flow model [14] to create a query-aware context representation; then, the self-attention layer applies self-attention to understand the internal relationship of the context-aware representation created in the previous layer; finally, the prediction layer predicts the start and end score of the answer span using a linear layer and softmax.

DocQA uses a confidence method to handle multiple answer candidates in different paragraphs. The DocQA model predicts the answer for all paragraphs selected in the paragraph selection. The predicted answer is the answer candidate. For each answer candidate, the final answer is the span with the highest sum of the start and end scores. However, each answer score is relative to the words in a paragraph. Thus, the confidence score is local; the global score cannot be used for the comparison of individual paragraphs. Accordingly, the model is learned by modifying the object function in four ways: shared normalization, merge, no-answer option, and sigmoid to compare the scores of different paragraphs in DocQA. The shared normalization method with the best performance is used for the softmax calculation, wherein the performance is normalized for all selected paragraphs within a context. This approach allows a relative comparison between paragraph scores without additional information pertaining to other paragraphs. The paragraph-level question answering model outperforms the previously proposed QA model, to address SQuAD and TriviaQA.

**IV. EXPERIMENTS**

We conducted experiments to study the performance of our model. The dataset used in the experiments, TriviaQA, is described in section IV.A. In section IV.B, we present results of our proposed model on TriviaQA Wiki.

**A. TriviaQA**

1) **DATASET SPECIFICATION**

We evaluated our model on a large-scale reading comprehension dataset, TriviaQA. We experimented with TriviaQA Wiki. Query-answer pairs in TriviaQA were gathered from 14 trivia and quiz-league websites. TriviaQA Wiki contexts were gathered from Wikipedia articles using distributed supervision [23]. Because TriviaQA automatically collected context for query-answer pairs, context did not always
TABLE 1. Error Analysis on TriviQA-wiki.

| Category                          | Ratio (%) |
|-----------------------------------|-----------|
| Insufficient evidence             | 36        |
| Correct answer not in the answer key | 33       |
| Commonsense knowledge required    | 4         |
| Multi-sentence reasoning          | 2         |
| Prediction error                  | 25        |

TABLE 2. Query-Evidence pairing example.

| Question                          | Answer |
|-----------------------------------|--------|
| Which car maker produces the Altea? | Seat   |

| Context                                                                 |
|-------------------------------------------------------------------------|
| (1) A video showing new SEAT, Škoda & Volkswagen cars being transported by rail at Kutná Hora městská train station in the Czech Republic |
| (2) SEAT | Spain | Subsidiary | Europe, China, Singapore, Mexico, Central America, South America (except Chile), Middle East, Northern Africa, New Zealand |

contain the information necessary to sufficiently answer the query. Therefore, TriviQA provided a verified set as a test set. In the verified set, humans confirmed in person that the context has the information needed to answer the query. TriviQA wiki has 110,648 query-context pairs in the training set and 14,229 pairs in the development set. The verified test dataset is composed of 640 pairs that have been made noise-free by human annotators. Therefore, we used this verified dataset for evaluation.

2) ERROR ANALYSIS ON TriviQA
TriviQA automatically collected context on query-answer pairs using distant supervision. Thus, TriviQA contains some irrelevant contexts with insufficient information to answer queries.

We performed an error analysis of the baseline model, DocQA, the result of which motivated our proposed model. Using the DocQA model, we performed error analysis on 100 pieces of sampled data from the development set of TriviQA Wiki. Resultingly, the errors can be divided into five categories (Table 1). Overall, the occurrence of errors can in part be attributed to the following major reason: although the answer itself is located several times in the context, not every context contains sufficient and obvious evidence from which to draw the correct answer for query resolution.

For example, the query in Table 2 asks for the manufacturer, SEAT, which produces the Altea, a car. The context mainly describes the automotive industry, the manufacturer SEAT is mentioned in many parts. However, Altea does not appear in the context. Such inconsistency could arise from the limitations in the weak labeling method, that gathers entire contexts by distant supervision, rather than human-annotation. Additionally, the second-largest contributor to the errors is as follows: the context is falsely aliased as a different expression, or the original correct answer has a different meaning. Moreover, there are other minor errors, excluding prediction errors caused by the model itself.

The overall results of our error analysis show a similar tendency to those in [18]. The research was examined on TriviQA Web data, wherein a major portion of the errors also result from insufficient evidence. With this limitation, we have proposed a new MRC model which can learn using selected data. The effects of our model are described in the next section.

B. EXPERIMENT SETTING
1) TRAINING DETAILS
In all uses of BERT (i.e. for both evidence extraction and noisy data validation), we initialize from the uncased base model. In Table 3, the hyper-parameters of the fine-tuned BERT commonly used for the evidence extraction and noisy data validation are described. The batch size was 12 and the number of epochs, three, in evidence extraction. In noisy data validation, we used eight for the batch size and three for the number of epochs. The data reduction rate (K) used for the threshold in the noisy data validation method was 20. DocQA was trained with a batch size of 60. The Glove 300-dimensional word vectors were used for word embedding. A dimensionality of 140 GRU and 280 for the linear layers in the DocQA model was used [18].

2) METRICS
There are two types of metrics used to evaluate the MRC models: Exact Matching (EM) and the $F_1$ score of the words in the answer. The EM is the ratio that represents the extent to which the results predicted by the model and the answer are fully matched. The $F_1$ score (9) is the harmonic mean of precision, calculated by (7), and recall, calculated by (8). True Positive (TP) represents that the value of the actual class is ‘yes,’ and the value of the predicted class is also ‘yes.’ True Negatives (TN) indicate that the value of the actual class is ‘no,’ and the value of the predicted class is also ‘no.’ False Positives (FP) indicate that actual class is ‘no’ and the predicted class is ‘yes.’ False Negatives (FN) indicate that the
TABLE 4. Results on Trivia QA.

| Model                | Dev  | Verified |
|----------------------|------|----------|
|                      | EM (%) | F1 | EM (%) | F1 |
| Baseline             | 63.99 | 68.93 | 67.98 | 72.88 |
| Random               | 61.84 | 66.43 | 68.01 | 71.45 |
| Cosine similarity    | 61.50 | 66.84 | 70.37 | 76.06 |
| Our                  | 62.02 | 66.80 | 71.72 | 77.21 |

actual class is ‘yes’ but predicted class in ‘no.’

\[
\text{Precision} = \frac{TP}{TP + FP} \tag{7}
\]

\[
\text{Recall} = \frac{TP}{TP + FN} \tag{8}
\]

\[
F_1 = 2 \cdot \frac{\text{Precision} \cdot \text{Recall}}{\text{Precision} + \text{Recall}} \tag{9}
\]

C. EXPERIMENT RESULTS

1) TriviaQA RESULTS

In Table 4, we show the results of comparisons between the baseline model, random model, cosine similarity model, and our model, in terms of their respective EM and F1 scores. For the TriviaQA Wiki, the performance of our proposed model registered an EM of 71.72% and an F1 of 77.21%, for the verified set, which outperformed all other models. We used the same data reduction rate (K) of 20 for other models, except the baseline, to objectively compare of performance. We have thus confirmed that our proposed model demonstrates a higher performance than other models.

In particular, our model has a 4.33% higher F1 score in the verified set than in the baseline model. The effects of our proposed data validation method could be seen through the random and cosine similarity models. In the case of the Random model, 20% of the model was removed through random sampling in the training dataset. Cosine similarity is a model that calculates the cosine similarity between query and context, and then removes the bottom 20%. To calculate cosine similarity, the representation of query and context applies CLS for BERT, which is fine-tuned with MRPC data. With TriviaQA, we found that the random model had a lower performance than that of the baseline model. The effects of our proposed data validation method could be seen through the random and cosine similarity models. In the case of the Random model, 20% of the model was removed through random sampling in the training dataset. Cosine similarity is a model that calculates the cosine similarity between query and context, and then removes the bottom 20%. To calculate cosine similarity, the representation of query and context applies CLS for BERT, which is fine-tuned with MRPC data. With TriviaQA, we found that the random model had a lower performance than that of the baseline model. The cosine similarity model has 3.18% improvement over the baseline, but it indicates a lower performance than that of our proposed method. For verified sets, in which all contexts contain sufficient evidence to answer the query, we found that the proposed method has an improved performance for TriviaQA (Table 4). However, development sets show a lower performance than that of the baseline because the development set contains irrelevant context, which is noisy data; the training data is also noisy. In fact, we found some cases where the baseline got the correct answer while the proposed model did not among development sets. Such cases were errors caused by the irrelevant context where the context did not include enough evidence to answer the query as in Figure 1 and Table 2. The reasons why the performance of the development set decreased due to irrelevant context are as follows. If the model is learned from the entire training data containing errors, the answer to the query can be found even if the context does not contain the basis for the query, because the model has learned to predict the answer in the irrelevant context anyway; the model was configured to find the answer to the query while learning the relationship between the unnecessary information and the answer. Therefore, even though the data in the development set contains irrelevant context, the model may still be able to find the answer to the query. However, when the data validation method was used to remove the irrelevant data in the training data, the model was learned by identifying the relationship between the answer words and the basis to answer the query. When validated data is used to learn the model, the irrelevant context does not contain sufficient evidence to answer the query; therefore, the answer to the query is not found in the irrelevant context. In other words, the model that learned with validated data is more ideal than the model that learned with the whole train data.

2) EFFECTS OF DATA REDUCTION RATE (K)

The accuracy of the distant supervision is 79.7% for the 986 sampled TriviaQA Wiki data [9]. Moreover, it appears that 20% of the training data has irrelevant contexts that can hinder the improvement of the MRC models. Therefore, we experimented to find the optimal data removal rate (K) that maximizes the performance of the model for the data which contains the answers.

As shown in Table 5, the results of the experiment on the data reduction rate show that the highest performance occurs when 20% of the total training data is removed. As the removal rate for the training data approaches 20%, the performance increasingly improves, compared to the baseline model (Table 5). However, with 25% of training data removed, the performance is lower than the training data with only 20% removed.

3) ABLATION STUDY

We conducted an ablation study on both evidence extraction and noisy data validation by examining the mutual effects (Table 6).
The experiment was conducted for the highest performance data reduction rate (K) of 20%. Using both the data validation method and the evidence extraction method helped to improve the performance. We find that extracting paragraphs using evidence extraction is more effective than using the entire long-context length immediately. Resultingly, we have found it effective to select the paragraphs in the context as evidence, and ensure that each piece of evidence contains sufficient grounds to answer the query, rather than to directly identify the relationship between the query and context. Furthermore, models with validated data show a higher performance than that of the baseline, using all the training data. Therefore, data with a high quality that removes irrelevant data from TriviaQA is effective in learning the answer extraction model.

V. CONCLUSION

Here, we propose a new MRC model that removes the irrelevant context of training data through a data validation method and learns the answer extraction model with improved data quality. To experiment with our new MRC model, we used TriviaQA, which includes irrelevant context, similar to real-world question-answer applications. We found that the performance of TriviaQA, which pairs the answer extraction model with a selection of a data validation method, is superior to the existing baseline model. Results of experiments on the data reduction rate (K) showed a 4.33% performance improvement when 20% of the total training data was removed for the TriviaQA Wiki.

Based on the results of an ablation study, we found that using both steps of data validation helped to improve the performance. The novel MRC model we proposed demonstrated a performance improvement for TriviaQA, showing positive effects on learning the answer extraction model while improving the quality of weakly labeled data. In the future, we intend to extend our work toward a more realistic environment. In particular, our data validation method can be the very steppingstone to intensifying training efficiency over the open-domain resources without any human supervision.
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