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Abstract—We consider a distributed storage system which stores several hot (popular) and cold (less popular) data files across multiple nodes or servers. Hot files are stored using repetition codes while cold files are stored using erasure codes. The nodes are prone to failure and hence at any given time, we assume that only a fraction of the nodes are available. Using a cavity process based mean field framework, we analyze the download time for users accessing hot or cold data in the presence of failed nodes. Our work also illustrates the impact of the choice of the storage code on the download time performance of users in the system.

I. INTRODUCTION

The use of distributed storage systems (DSS) has become widespread due to the large amount of data that is being generated everyday. The idea behind DSS is to store data across multiple data centers in a distributed manner. To ensure that data is not lost due to node failures, coding theoretic techniques are used to introduce redundancy across stored data [1], [2]. In its simplest form, replication codes are very effective in preventing data loss since multiple copies of the same file are stored across different nodes. Due to its simplicity, replication codes are used to store hot data, i.e., data or content that is very popular [3]–[5]. Recent techniques for data storage use erasure codes such as maximum distance separable (MDS) codes [6], regenerating (RG) codes [6], minimum storage regenerating (MSR) codes, minimum bandwidth regenerating (MBR) codes [7], [8], and locally recoverable (LR) codes [9]. In such codes, a file of size $B$ is divided into $k$ equal parts which are then encoded into $d \geq k$ parts each of size $\theta$ with $\theta \geq \frac{B}{k}$ (the total storage needed is $d\theta > B$). The original file can be reconstructed after downloading any $k$ out of these $d$ parts. Compared to repetition codes, erasure codes are effective in introducing redundancy and are robust to the problem of node failures [10]. However, reconstructing a coded file from its fragments involves overheads and hence erasure codes are only used to store less popular content.

Node failure is a major issue plaguing DSS. When a node fails, a repair is initiated to recover the lost data and this recovery traffic is non-negligible and can even impact the download time for hot and cold data. Therefore node recovery is only performed periodically at a time when the network activity is at its minimum. This leaves a lot of nodes unavailable for use during peak activity and this impacts the download time for file request. A clear understanding of this impact is missing in the literature. When it comes to analyzing the download time, an important open problem is the exact download time analysis for erasure coded data. While the literature predominantly offers bounds on the mean download time or on the tail latency, the analysis is also under simplifying assumptions such as unique file to download, exponential service times, absence of node failures etc. For example, in one of the earliest work on MDS codes, Shah et al [11] provide bounds on the mean download time for a single erasure coded file stored across all its servers. [12], [13] consider the trade-off between storage space and download time of a DSS and show that the download time can be reduced by using erasure codes over replication. [14] demonstrates the latency gains with respect to using erasure coding over replication in DSS. [15], [16] provide bounds on the tail latency of a distributed storage system with multiple files under probabilistic scheduling of jobs and general service times. [17] analyzes the MDS queue and offers yet another bound on the mean download time for erasure codes. The download time analysis for repetition codes is relatively easy and closed form expressions for the mean response time have been obtained recently in [18]–[20] for exponential service times. For general service times, a mean field analysis is presented in [21].

In this work we consider the download time analysis in a DSS with $N$ nodes that store several hot and cold files and where only a fraction $q$ of the nodes are available. Nodes follow a first in first out (FIFO) scheduling policy to serve requests and the service time variable has a general distribution. Files of type $i$ are downloaded using the least loaded $k_i$ out of $d_i$ policy (LL($d_i, k_i$)) policy where $i \in \{h, c\}$ for hot and cold files. In this policy, each type $i$ component is requested from $d_i$ appropriate servers that store it. The first $k_i$ file components that start being downloaded are retained and the rest are canceled. For hot files, $i = h$ and $k_h = 1$. The novelty of this paper is in its ability to model a DSS with node failures, that stores several hot and cold files and where the random service requirement follows a shifted phase-type distribution. To accommodate all these features, we model the system as a workload dependent load balancing policy and employ the cavity process based mean field method for its analysis. We believe that this method is a very powerful tool that is able to model and analyze such intricate system details accurately. To the best of our knowledge, no recent or
The pending requests at the node that will be canceled due to pending requests that will be served at the node (ignoring queue. Here, the workload at a node represents the actual time approximation is based on mean field asymptotics balancing policies is quite popular [21]–[25]. Our download for erasure coded data with all these features at once.

Previous work has been able to analyze the download time approach used in [21], [23], [26]–[28], and the asymptotic underlying code $C$ workload and download time distribution are presented in (the cavity queue). This enables us to obtain the download characterizing the workload distribution at an arbitrary queue symbols from $d_i$ coding technique, a file is encoded into $i$ with probability $p_i$ for hot files and hence $d_i$ coded fragment for a type $C$ code.

We assume that file requests arrive according to a Poisson process with rate $\lambda N$. Further the requested file is of type $i$ is an MDS code, we have $\theta_i$ for a file request, the corresponding $X_i$ assumption, we have $\hat{X}_i = \delta_i + Y_i$ where $\delta_i$ is a non-negative constant startup time taken by the server while serving the fragment. $Y_i$ is a PH($\alpha_i, A_i$) (phase-type) random variable where $\alpha_i \in \mathbb{R}^n$ and matrix $A_i \in \mathbb{R}^{n \times n}$ for $n \in \mathbb{N}$. Defining $\mu_i = -A_i 1$, the probability density function (pdf) $f_{Y_i}(w) = \alpha_i e^{A_i w} \mu_i$. We denote the cumulative distribution function (CDF) of $\hat{X}_i$ by $G_i(\cdot)$, its complimentary CDF (CCDF) by $\hat{G}_i(\cdot)$, its pdf by $g_i(\cdot)$ and its mean by $E[X_i]$. Note that we have modeled $X_i$ by a shifted-phase type distribution. The shifted exponential distribution that is used to model jobs in distributed computing [31] is a special case of this distribution. We use phase type distribution because they are known to be dense in the class of all distributions and hence any distribution may be approximated by it. We also assume that for a file request, the corresponding $\hat{X}_i$ for each of the $k_i$ fragments is identical. We denote the file service time for a type $i$ file by $X_i$ where due to identical fragment size assumption, we have $X_i = k_i \hat{X}_i$ with mean $E[X_i]$. A file service time models the random time taken to retrieve $k_i \theta_i$ amount of data directly from a single server. We use the term fragment download time or response time to indicate the total time spent by a fragment in the system (sum of the fetching time and its waiting time). The download time or response time $R_i$ for a type $i$ file then denotes the time taken by the file request since its arrival to finish downloading all the $k_i$ components. As part of our main result, we characterize the CCDF of $R_i$ using the mean field approach.
The cavity process method: This is a mean field approximation method used to obtain the workload distribution $F(\cdot)$ at an arbitrary queue of our DSS when $N$ goes to infinity. In order to employ this methodology, the asymptotic independence of the workload at different queues must be established. Fortunately for load balancing policies that are combinations of $LL(d_i,k_i)$ (which form the basis of our paper), this was proven by Shneer and Stoylar [29]. The asymptotic independence ensures that the workload at the different queues are independent and governed by the same law $F(\cdot)$. We will denote the workload density by $f(\cdot)$ and its CCDF by $\bar{F}(\cdot)$. The main task is to characterize $F(\cdot)$ for an arbitrary queue in our DSS. Following an approach similar to that in [21], [26], [28] we consider a tagged queue (or a cavity queue) and analyze it as an $M/G/1$ queue with workload CCDF $\bar{F}(\cdot)$ (this is yet to be identified) and workload dependent arrival rate $\lambda(w)$ (this can be determined for the $LL(d_i,k_i)$ policy). Without divulging too much details (c.f. [21], [23]), the high level idea involved in obtaining $\bar{F}(\cdot)$ comprises the following two steps. In the first step, assuming that $\bar{F}(\cdot)$ is given, one uses the properties of $LL(d_i,k_i)$ to obtain the arrival rate $\lambda(w)$ to a cavity queue with workload $w$. We denote this step by the expression $\lambda(w) = H(\bar{F}(w))$. As part of the second step, for a given workload dependent arrival rate $\lambda(w)$ to the cavity queue, we use properties of a standard $M/G/1$ queue to obtain $\bar{F}(w)$ for $w \geq 0$. This step is denoted as $\bar{F}(w) = \Phi(\lambda(w))$. The two steps are combined to obtain a functional fixed point equation for the stationary workload distribution $\Phi(H(\bar{F}(w))) = \bar{F}(w)$. See [28] for details on obtaining the functional differential equation for $\bar{F}(\cdot)$ in a system with a vanilla $LL(d,k)$ policy. At a high level, our DSS model with node failures can be seen as a combination of the $LL(d,k)$ policy for different choices of $d$ and $k$. However the application of the cavity process method to obtain $\bar{F}(\cdot)$ for our DSS is straightforward (see below).

III. MAIN RESULTS

In order to analyze the impact of node failures, we assume that a randomly sampled node is available (not failed) with probability $q$. Failed nodes affect the data availability which in turn affects the download time. For example, for a cold file request, it may happen that less than $k_e$ out of the $d_e$ nodes storing the required fragments are available. This not only leads to a loss of the file request but also wastes server resources due to download of available fragments (which are not sufficient to reconstruct the file). We first define the quantity $B_j(d_i)$ as the probability that exactly $j$ out of $d_i$ selected servers are working (and $d_i - j$ servers have failed).

It is easy to see that the probability that an arriving type $i$ request is lost, denoted by $p_{i,1}$ is given by:

$$p_{i,1} = \sum_{j=0}^{k_i-1} B_j(d_i)$$  \hspace{1cm} (1)

where $i \in \{h,c\}$ and $B_j(d_i) = \binom{d_i}{j} q^j (1 - q)^{d_i-j}$. Note that $B_j(d_i)$ plays a role in characterizing the load at a server.

For our system, we find that the system load (defined as the proportion of servers that are busy) is given by:

$$\rho = \lambda p_{h,1} \mathbb{E}[\bar{X}_h](1 - B_0(d_h)) + \lambda p_{c,1} \mathbb{E}[\bar{X}_c] \cdot \left( \sum_{i \geq 1} \min\{i,k_e\} B_i(d_e) \right).$$  \hspace{1cm} (2)

The right hand side can be interpreted as the amount of incoming work per unit time. As servers work at unit rate when they have some work, the conservation of work implies that, at equilibrium, the probability that a server is busy must equal the amount of incoming work per unit time.

Workload distribution: To obtain an Integro Differential Equation (IDE) in terms of $\bar{F}(\cdot)$, we distinguish between potential and actual arrivals at the cavity queue. We say a potential arrival of type $i$ occurs at the cavity queue whenever it is selected by a file request for service. As arrivals of type $i$ occur with a rate $p_i \lambda N$, and any queue has a probability of $\frac{w}{N}$ of being selected, the potential arrival rate of type $i$ files is $p_i \lambda d_i$. The main idea of the following proof is to note that the $LL(d,k)$ policy in the presence of failed servers reduces to a convex combination of $LL(j,\min\{k,j\})$ type policies. Indeed, when only $j$ of the $d$ selected servers are available (say $j \geq k$), we try to finish the $k$ fragments on these $j$ servers.

**Proposition 1.** The equilibrium workload distribution for our DSS model satisfies the following IDE:

$$\bar{F}'(w) = -\sum_{i \in \{h,c\}} \lambda p_i \sum_{j=1}^{d_i} B_j(d_i) \left[ G_i(w) + H_{j,\min\{j,k_e\}}(w) \right. \left. - \int_{0}^{w} H_{j,\min\{j,k_e\}}(u) g_i(w - u) \, du \right]$$

with $\bar{F}(0) = \rho$ (as in (2)) and:

$$H_{j,k}(w) = \sum_{i=1}^{j} \min\{i,k\} \binom{j}{i} \bar{F}(w)^{j-i}(1-\bar{F}(w))^{i-1}. \hspace{1cm} (3)$$

**Proof:** Assume we have some policy $P$ which applies policy $P_1$ with probability $p_1$, and $P_2$ with probability $p_2$. Moreover, denote by $d_i$ the number of servers selected for policy $P_i$. Let $U$ denote the workload at the cavity queue right before a potential arrival, $\Omega(U)$ the workload at the cavity queue right after the potential arrival and $\Omega_j(U)$ the workload right after a potential arrival under policy $P_j$. Note that the potential arrival is an actual arrival if and only if $\Omega(U) > U$. From Theorem 5.2 in [28], one can see that $\bar{F}'(w)$ satisfies

$$\bar{F}'(w) = -\lambda d_1 p_1 \mathbb{P}\{\Omega_1(U) > w, U \leq w\} - \lambda d_2 p_2 \mathbb{P}\{\Omega_2(U) > w, U \leq w\}. \hspace{1cm} (4)$$

For our DSS with hot and cold files, this implies that

$$\bar{F}'(w) = -\lambda d_c p_c \mathbb{P}\{\Omega_c(U) > w, U \leq w\} - \lambda d_h p_h \mathbb{P}\{\Omega_h(U) > w, U \leq w\}. \hspace{1cm} (5)$$

with $\Omega_c(U)$ and $\Omega_h(U)$ denotes the workload at the cavity queue right after a potential cold and hot arrival. Let
us now consider the case when a cold file request finds exactly $j$ functioning servers out of $d_i$. This happens with probability $B_j(d_i)$ and the file is served using the policy $LL(j, \min\{k_i, j\})$. For a hot file that finds $j$ out of $d_i$ servers available, the file is served using $LL(j, 1)$. Treating each such case as a separate policy and using (4), we can now write the right hand side of (5) as:

$$-\lambda d_i p_i \sum_{j=1}^{d_i} B_j(d_i) \mathbb{P}\{\Omega_{LL(j, \min\{k_i, j\})}(U) > w, U \leq w\}$$

$$-\lambda d_i p_h \sum_{j=1}^{d_i} B_j(d_h) \mathbb{P}\{\Omega_{LL(j, 1)}(U) > w, U \leq w\}$$

The proof now follows from Proposition 6.8 in [28], where $\mathbb{P}\{\Omega_{LL(d, k)}(U) > w, U \leq w\}$ is computed.

**Remark 1.** From this result one easily finds the mean workload $\mathbb{E}[W] = \int_0^{\infty} F(w) dw$ for the cavity queue.

**Remark 2.** There are two special cases for $H_{j,k}(w)$ as defined in (3). The first is the case where $k = 1$, in which case $H_{j,1}(w) = -\bar{F}(w)^j$ (as is the case for hot jobs). The second special case is $k_i = d_i$ in which case we have $H_{j,j}(w) = j - 1 - j\bar{F}(w)$ (as is the case for cold jobs which find $j \leq k_i$ functioning servers).

Using the fact that $Y_i$ is a $PH(\alpha_i, A_i)$ variable, we can instead obtain $\bar{F}(w)$ as the solution of a delayed differential equation (DDE). Note that solving a DDE requires only $O(K)$ computations while the IDE requires $O(K^2)$ ($K$ denotes the number of points used to discretize the workload).

**Corollary 1.** When $X_i = \delta_i + Y_i$ with $\delta_i \in [0, \infty)$ and $Y_i$ has distribution $PH(\alpha_i, A_i)$ for $i \in \{h, c\}$, the equilibrium workload distribution satisfies the following DDE:

$$\tilde{F}(w) = -\sum_{i \in \{h, c\}} \lambda p_i \sum_{j=1}^{d_i} B_j(d_i)$$

$$\times \left[G_i(w) + H_{j,\min\{k_i, j\}}(w) - \alpha_i \xi_{j,\min\{k_i, j\}}(w)\right]$$

with $\xi_{j,\delta_i}(w) = 0$ (for $w \leq \delta_i$, $\bar{F}(0) = \rho$ (as in (2)) and:

$$\xi_{j,\delta_i}(w) = A_i \xi_{j,\delta_i}(w) + H_{j,k}(w - \delta_i) \mu_i, \quad w > \delta_i.$$ 

**Proof:** The proof follows by defining:

$$\xi_{j,\delta_i}(w) = \int_{0}^{w-\delta_i} H_{j,k}(u)e^{A_i(w-u-\delta_i) \mu_i} du, \quad w > \delta_i,$n

and $\xi_{j,\delta_i}(w) = 0$ for $w \leq \delta_i$. 

**Download time distribution:** We now characterize the download time or response time distribution for hot and cold requests. Note that a type $i$ file request can be successfully downloaded only if at least $k_i$ of the $d_i$ nodes storing the file have not failed. Now consider such a type $i$ file request which has exactly $j$ of its $d_i$ nodes available where $j \geq k_i$. Let $\{U_n, n = 1, \ldots, j\}$ denote the workload variable (pending work) at each of the $j$ available servers. Since the policy employed is $LL(d_i, k_i)$ and the fragment service time is identical, the file is downloaded once the file request at the $k_i^{th}$ least loaded queue reaches the head of the queue and the corresponding fragment is served. Therefore the download time variable $R_i$ for this particular type $i$ file (that has exactly $j$ nodes available) is equal to $U_{(j,k_i)} + \bar{X}_i$ where $U_{(j,k_i)}$ denotes the $k_i^{th}$ order statistic of $\{U_n, n = 1, \ldots, j\}$ where $k_i \leq j \leq d_i$. Due to the asymptotic independence of the queues, $\{U_n, n = 1, \ldots, j\}$ are i.i.d random variables with CDF $F(\cdot)$ and hence $U_{(j,k_i)}$ now denotes the $k_i^{th}$ order statistic of $j$ i.i.d random variables. Let $R_{(j,k_i)}$ denote the download time variable for a type $i$ file request for which exactly $j$ out of $d_i$ nodes are available and $j \geq k_i$. We find that $R_{(j,k_i)} = U_{(j,k_i)} + \bar{X}_i$ and hence its CCDF is given by:

$$F_{R_{(j,k_i)}}(w) = G_i(w) + \int_{0}^{w} F_{U_{(j,k_i)}}(u) \cdot g_i(w - u) du.$$ 

(6)

Now if the $k_i^{th}$ order statistic satisfies $U_{(j,k_i)} > w$, then this implies that at least $j - k_i + 1$ nodes have workload greater than $u$. Therefore:

$$F_{U_{(j,k_i)}}(u) = \sum_{i=0}^{k_i} \binom{j}{i} \bar{F}^{j-i}(u) F_i(u).$$

We use the preceding discussion to characterize the conditional download time or response time distribution $F_{R_i}$ for an arriving type $i$ job conditioned on the fact that it finds at least $k_i$ out of $d_i$ nodes available (otherwise the file cannot be reconstructed). Let $p_{j}^{(i)}$, $j \geq k_i$ denote the probability that an arriving job is of type $i$ and it finds exactly $j$ out of the $d_i$ nodes storing this file to be available. Clearly we have $p_{j}^{(i)} = p_i B_j(d_i)$ for $i \in \{h, c\}$. To account for only those file requests that can be reconstructed, we normalize $p_{j}^{(i)}$ by dividing it with $p_i \sum_{j=k_i}^{d_i} B_j(d_i)$ for each $j$. The resulting quantity denoted by $\hat{p}_{j}^{(i)}$ is the probability that an arriving request for a type $i$ file finds $j$ out of its $d_i$ servers available given that at least $k_i$ out of $d_i$ files storing it are available. From this we are able to compute the response time distribution for a type $i$ job as:

$$F_{R_i}(w) = \sum_{j \geq k_i} \hat{p}_{j}^{(i)} F_{R_{(j,k_i)}}(w),$$ 

(7)

where $F_{R_{(j,k_i)}}(w)$ is given by (6). Integrating these functions yields the mean response time for cold and hot jobs given by $\mathbb{E}[R_i] = \int_{0}^{\infty} F_{R_i}(w) dw$. In order to compute the response time distribution of an arbitrary job, we need to compute the probability that an arbitrary job which is finished is a hot/cold job. To this end we denote $\beta_i = \sum_{j \geq k_i} \hat{p}_{j}^{(i)}$ and then re-normalize these to have $\beta_i$, such that $\beta_h + \beta_c = 1$. We find that the CCDF of the response time is given by:

$$F_{R}(w) = \beta_h F_{R_h}(w) + \beta_c F_{R_c}(w),$$

integrating again yields the mean response time.

**IV. NUMERICAL RESULTS**

In this section, we offer numerical insights into the impact of node failures on $\mathbb{E}[R_i]$ for different types of erasure codes. In all our results, the numerical evaluation for $\mathbb{E}[R_i]$
first involves evaluating \( \hat{F}(\cdot) \) using Corollary 1. This is then used for the numerical evaluation of \( \hat{F}_{R_i}(\cdot) \) in (7) which is then integrated to obtain \( E[R_i] \). Needless to say, our results are for the limiting regime when \( N \to \infty \). Having said that, the results are very accurate for finite but large values of \( N \). We do not exhibit such results here for space constraint but refer readers to [21], [28] for similar observations.

**Example 1:** We first consider a DSS with the following set of parameters. The arrival rate is \( \lambda = 0.7 \). In practice, around 70% of the download traffic comprises of hot files and hence we choose \( p_h = 0.7 \). Hot files are stored using 3-replication (\( d_h = 3 \)) and have a mean file service time \( E[X_h] = 1 \). Cold files are stored using a (4,2)-MDS code (\( d_c = 4 \) and \( k_c = 2 \)) with mean file service time also satisfying \( E[X_c] = 1 \). We assume that the corresponding file service time distribution is hyper-exponential with two phases and with parameters adjusted to have squared coefficient of variation SCV = 2 and shape parameter \( f = 0.5 \) (balanced means for the phases). See [21] for details on relating SCV and \( \delta \) coefficients of variation. Example 3: In Fig. 1-(b) and Fig. 1-(c) we plot \( E[R_i] \) versus \( q \) and \( \lambda \) respectively for (9,6)-RG codes with different fragment sizes \( \theta \). The corresponding file service time is set as \( E[X_c] = k_c \theta \). The remaining parameters are chosen as in Example 2. For this example, we assume a normalized file size of \( B = 1 \). Since \( d_c = 9 \) and \( k_c = 6 \), the MSR code variant has \( \theta = \frac{1}{3} \). These codes have the lowest value of \( \theta \) and hence have the lowest \( E[R_c] \) across the two plots. The other extreme are the MBR codes with \( \theta = 0.2424 \). Since their mean file service time is highest of the 4 codes we consider, they have the highest value of \( E[R_c] \). In both the plots, \( E[R_c] \) decreases with \( q \) and increases with \( \lambda \).

**V. Conclusion**

In this work, we have used the cavity process method to characterize the mean download time for a DSS with hot and cold files and node failures. We obtain the DDE for the workload CCDF which can be easily evaluated numerically. This is then used to obtain the mean download time for hot and cold jobs. A clear advantage of the mean field approach is that we are able to model node failures and also account for multiple hot and cold files, something which has not been possible to analyze till now. Our method also allows us to see the impact of erasure codes and their parameters on the mean download time. As future work, we would like to account for recovery traffic and their impact on the download time of hot and cold files. Further, it would be interesting to have an accurate model to account for node failures where the nodes resume service as soon as they have been recovered.

**TABLE I:** Percentage increase in \( E[R_i] \) versus \( q \)

| \( q \) | Percentage increase in response time | Loss probability |
|-------|-------------------------------------|-----------------|
|       | Hot file | Cold file | Hot file | Cold file |
| 0.95  | 2.3%     | 8.08%     | 0.0001   | 0.005     |
| 0.9   | 5.16%    | 18.81%    | 0.001    | 0.0037    |
| 0.85  | 8.51%    | 29.2%     | 0.0034   | 0.0120    |
| 0.8   | 12.24%   | 41.13%    | 0.008    | 0.0272    |
| 0.75  | 16.21%   | 53.31%    | 0.0120   | 0.0568    |
| 0.7   | 20.26%   | 65.26%    | 0.0127   | 0.0837    |
| 0.65  | 24.19%   | 76.31%    | 0.0142   | 0.1265    |
| 0.6   | 27.78%   | 85.98%    | 0.064    | 0.1792    |
