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ABSTRACT When a train enters a tunnel, the passengers in the train will feel tinnitus. The main reason is that the pressure in the tunnel enters the vehicle through the adjusting system of the train, which will cause discomfort to the passengers. In this paper, according to the quasi-periodicity and repeatability of mass data in the process of train running in tunnels, a control method based on the IOTs big data is proposed, and an adaptive iterative learning control algorithm based on the IOTs big data is established. The fan operation frequency of ventilation system is regulated by adaptive iterative learning control algorithm, and can adjust the new air and exhaust gas of the ventilation system in real time to restrain the pressure fluctuation in the train. Finally, the simulation results show that the adaptive iterative learning control algorithm based on the Internet of Things can significantly reduce the amplitude of pressure fluctuation in the tunnel and the change rate of the ventilator, and improve the passenger comfort program. Moreover, the real-time measured data also show that the proposed closed-loop adaptive iterative learning control algorithm based on the Internet of Things is obviously superior to active control.

INDEX TERMS Train in tunnel, pressure fluctuation, Internet of Things, adaptive iterative learning control.

I. INTRODUCTION

When the train passes through the tunnel, the pressure in the tunnel will change very complex, thus forming the tunnel wave [1]–[2]. Tunnel waves enter the car through ventilation fans, train crevices, air-conditioning systems of trains, which can cause passengers’ tinnitus, earache and other symptoms, thereby affecting passengers’ comfort [3]–[4]. At present, there are two main ways to control the pressure fluctuation in the train, [5] active and passive. The working frequency of the active fan is constant, and the specific fluctuation of the tunnel wave is not fully considered. The passive mode is not suitable for use on multi-tunnel lines. Therefore, on the basis of the active control mode, a control mode is designed to adjust the running frequency of ventilator in real time according to the actual running state of the train, which can effectively suppress the pressure fluctuation in the car and improve passenger comfort.

Aiming at the problem of air pressure fluctuation induced by train passing through tunnel, scholars at home and abroad have conducted in-depth research. Yuangui and Chaohui [6], Hao et al. [7], Shao Huanxia and other scholars have carried out numerical analysis on the pressure fluctuation inside the train when the train passes through the tunnel or meets the train in the tunnel, but most of them have analyzed and studied on a specific working condition, without considering the quasi-periodicity and repeatability of the train, so they need to adjust and adapt constantly in the train running. Based on the theory of Internet of Things, the tunnel pressure wave formed by train passing through the tunnel has quasi-periodicity and repeatability on a specific line. By using the non-linear mathematical model of air pressure transmission inside and outside the vehicle [9], combined with closed-loop adaptive iterative learning control, the Internet of Things...
iterative learning control system is established to control the frequency of ventilator. In order to adjust the fresh air and waste discharge of the ventilation system in real time, the pressure fluctuation in the vehicle caused by the train passing through the tunnel can be controlled and simulated.

With the development of multi-sensor fusion technology, Internet of Things technology, cloud processing technology and electronic storage technology, the world has ushered in the era of "IOTs". IOTs method will become another scientific research method after theoretical analysis, simulation calculation and test method. In this paper, based on the theoretical deduction of the iterative learning algorithm, an iterative learning control algorithm based on the idea of large data is proposed for the multi-capacitive coupling process of the barometric simulation system. The algorithm is simulated and analyzed with the simulation model of the barometric simulation system.

II. THE RELATIONSHIP BETWEEN INDOOR AND OUTDOOR AIR PRESSURE

The air pressure difference will occur when the train enters the tunnel. The function of the ventilator is to introduce fresh air and discharge the exhaust gas. According to the principle of conservation of mass, the air quality in the train at present is the sum of the air quality in the car at the last moment and the air quality in the car at the interval of time. In reference [9], the non-linear mathematical model of air pressure transmission inside and outside the vehicle is given, and the relationship between air pressure transmission inside and outside the vehicle when the train enters the tunnel is obtained by combining the actual situation of the train entering the tunnel.

\[
\begin{align*}
P_i(t) &= P_i(t - 1) + 0.0005\frac{P_o(t)P_o(t-1)}{504000}(422 + 3.125) \\
&\quad \sqrt{18326 - 32(P_i(t) - 1) - P_o(t-1) + 86400C_1} \\
&\quad - \frac{P_o(t)-1}{504000}(420 + 20) \\
&\quad - \sqrt{441 - 32(P_o(t) - 1) - P_o(t-1) + 2100C_2} \\
&\quad - \sqrt{0.005P_o^2(t) - P_o(t-1)P_i(t-1)}, \\
\end{align*}
\]

where \(P_o(t)\) and \(P_o(t-1)\) are external pressure at current and last moments, Unit is Pa; \(P_i(t)\) and \(P_i(t-1)\) are inner pressure at current and last moments, Unit is Pa.

III. CONTROL STRATEGY DESIGN

A. CONTROL ALGORITHMS SELECTION

After the train is put into operation on the same line, it will run at the same speed and under the same working condition for a long time. In the process of repeated operation, the train generates a large amount of approximate repetitive data, including the running state, the pressure wave of the train meeting, the pressure wave of the tunnel, the vibration of the train and the comfort of the train, which can be called quasi-periodic data [10]. This paper mainly studies the suppression of the pressure fluctuation in the train by the frequency conversion of the ventilator when the train passes through the tunnel. Through the comparison and analysis of massive data, the frequency conversion control effect of the ventilator is obtained when passing through a specific tunnel, and the best working frequency of the ventilator is found to suppress the pressure fluctuation in the vehicle. Fig. 1 is a block diagram of ventilator control system based on IOTs big data.

\[
C_1 = \left(f_1/f_0\right)^2 \text{ denotes speed regulation ratio of fresh air unit, } \\
C_2 = \left(f_2/f_0\right)^2 \text{ denotes speed regulation ratio of exhaust fan, } f_1 \text{ and } f_2 \text{ are working frequency of fresh air blower and exhaust air blower at current time respectively [9]. We set the initial working frequency is 30Hz.}
\]

We have tested the pressure of the tunnel outside the train when the train crosses the tunnel. Usually, the initial pressure inside the train is 15 Pa higher than that outside the train. According to the relationship between the air pressure inside and outside the train, by constantly adjusting the working frequency of the ventilator, we use Matlab software to simulate the fluctuation of the air pressure inside the train, and then compare and analyze the suppression of air pressure fluctuation in trains at different operating frequencies for ventilator.

From Fig. 1, we can know that the on-board standard sensor on the train can monitor the speed information, position information and pressure fluctuation information of the train in real time, and can judge whether the train passes through
the tunnel or not. When the sensor detects the train passing through the tunnel, the control decision-making system starts to work and calls the control algorithm library to control the working frequency of the ventilator, records and analyses the suppression of pressure fluctuation in the vehicle.

When the train enters the same tunnel under the same working condition again, it calculates and analyses the control results of the last time, and gives new control input according to the control rules, so as to continuously control and adjust until the control meets the requirements. Because of the quasi-periodicity and repeatability of the IOTs big data generated during the train operation. Among the existing control algorithms, Iterative Learning Control (ILC) is most suitable for handling systems with repetitive characteristics. Therefore, an Iterative Learning Control System for Vehicle Pressure Fluctuation is proposed based on the combination of IOTs big data and Iterative Learning Control (ILC).

B. ITERATIVE LEARNING CONTROL ALGORITHM (ILC)

Iterative learning control was first proposed by Uchiyama in 1978, but because the paper was written in Japanese, the impact was not significant. In 1984, Arimoto [11], [12] and others introduced this method in English. It refers to the control method that repeats the same trajectory and modifies the control law to obtain very good control effect. At present, the research of iterative learning control (ILC) has become a hot topic [13]–[18].

Iterative learning control (ILC) is an important branch of learning control, and is a new learning control strategy. It obtains the desired output trajectory by repeatedly applying the information obtained from previous experiments to improve the control quality. Unlike traditional control methods, ILC can deal with dynamic systems with high uncertainties in a very simple way, and requires only a small amount of prior knowledge and computation, and has strong adaptability and is easy to implement; moreover, it does not depend on the exact mathematical model of dynamic systems, and is an iterative control method. An algorithm that optimizes the input signal and makes the output of the system as close as possible to the desired value. Its research is of great significance to those trajectory control problems with nonlinear, complex, difficult to model and high precision.

Iterative learning control (ILC) is very suitable for the controlled object with repetitive tasks. In limited control time, the current control is constantly revised according to the previous control experience of the control system, so that the actual output of the system is infinitely close to the expected output of the system [19], [20].

The ILC algorithm guarantees a uniform tracking performance when it is applied to the system iteratively. The main feature of this algorithm is that it requires less a priori knowledge about the controlled system dynamics in the controller design phase and uses the information about the past behavior of the system to generate the control input in the current iteration. The controller learns by remembering the effectiveness of the previous inputs and applies this knowledge to improve the next input, hence, the learning mechanism is iteration. After each iteration, there should be no causality restriction, which means that one can use the information about the system response to the control input in constructing the control input.

The iterative learning control of continuous nonlinear systems has been studied by many scholars.

$$\begin{aligned}
x(t) &= f(x(t)) + g(x(t))u(t) \\
y(t) &= h(x(t)) + s(x(t))u(t)
\end{aligned} \quad (2)$$

When there is no input term in the output equation of system (2), the construction of system learning law requires the use of error derivatives. If the relative order of the system is r, then r-order error derivatives are needed. In order to prove the convergence of the learning system, we often assume that the nonlinear function $f(.)$ and $g(.)$ in system (2) must satisfy the Lipschitz global continuous condition. However, many nonlinear functions can only satisfy the local Lipschitz continuous conditions, so the convergence analysis of learning system can only be established in the local condition. At present, the main achievement of iterative learning control for nonlinear systems is to study the problem of trajectory tracking. In literature [21], the learning control strategy is applied to the state transfer control problem of nonlinear system successfully. The main way to solve the problem is based on the state feedback method. However, the algorithms need high requirements for the system in the literature [22]–[25], so it will be greatly restricted in practical applications.

We introduce adaptive control in the design of ILC, the controller can not only learn the prior knowledge of the system, but also deal with the non-linear uncertainties of the system with adaptive control, so as to optimize the dynamic response of the adaptive control process. So this paper uses adaptive ILC.

Iterative learning control corrects the unsatisfactory control signal by the deviation between the actual output signal and the expected signal of the system, which improves the tracking performance of the system. We define the tracking error of the system as

$$e_k(t) = y_d(t) - y_k(t) \quad (3)$$

The iterative learning law is composed of the current control information $u_k(t)$ and tracking error information $e_k(t)$, and we get the control information $u_{k+1}(t)$ of the next iteration.

$$u_{k+1}(t) = u_k(t) + L(e_k(t), t) \quad (4)$$

where $L$ is gain, and it is a linear function.

The control law and adaptive parameter learning law of the adaptive controller are as follows

$$u_k(t) = \dot{\hat{x}}_k(t) + L\dot{x}_k(t) + \hat{a}_k(t)\dot{x}_k(t)$$

$$\begin{aligned}
\dot{\hat{a}}_k(t) &= \hat{a}_{k-1}(t) + L\phi_k(t)e_k(t) \\
\hat{a}_{-1}(0) &= 0 \quad t \in [0, T]
\end{aligned} \quad (6)$$

B. ITERATIVE LEARNING CONTROL ALGORITHM (ILC)

Iterative learning control was first proposed by Uchiyama in 1978, but because the paper was written in Japanese, the impact was not significant. In 1984, Arimoto [11], [12] and others introduced this method in English. It refers to the control method that repeats the same trajectory and modifies the control law to obtain very good control effect. At present, the main achievement of iterative learning control for nonlinear systems is to study the problem of trajectory tracking. In literature [21], the learning control strategy is applied to the state transfer control problem of nonlinear system successfully. The main way to solve the problem is based on the state feedback method. However, the algorithms need high requirements for the system in the literature [22]–[25], so it will be greatly restricted in practical applications.

We introduce adaptive control in the design of ILC, the controller can not only learn the prior knowledge of the system, but also deal with the non-linear uncertainties of the system with adaptive control, so as to optimize the dynamic response of the adaptive control process. So this paper uses adaptive ILC.

Iterative learning control corrects the unsatisfactory control signal by the deviation between the actual output signal and the expected signal of the system, which improves the tracking performance of the system. We define the tracking error of the system as

$$e_k(t) = y_d(t) - y_k(t) \quad (3)$$

The iterative learning law is composed of the current control information $u_k(t)$ and tracking error information $e_k(t)$, and we get the control information $u_{k+1}(t)$ of the next iteration.

$$u_{k+1}(t) = u_k(t) + L(e_k(t), t) \quad (4)$$

where $L$ is gain, and it is a linear function.

The control law and adaptive parameter learning law of the adaptive controller are as follows

$$u_k(t) = \dot{\hat{x}}_k(t) + L\dot{x}_k(t) + \hat{a}_k(t)\dot{x}_k(t)$$

$$\begin{aligned}
\dot{\hat{a}}_k(t) &= \hat{a}_{k-1}(t) + L\phi_k(t)e_k(t) \\
\hat{a}_{-1}(0) &= 0 \quad t \in [0, T]
\end{aligned} \quad (6)$$
C. INTERNET OF THINGS BIG DATA

Internet of Things (IOT) big data refers to real-time acquisition of any object or process that needs to be monitored, connected and interacted through various information sensors, radio frequency identification technology, global positioning system, infrared sensors, laser scanners and other devices and technologies, and acquisition of its sound, light, heat, electricity, mechanics, chemistry, biology, location and other needs. The necessary information can be accessed through various possible networks to realize the ubiquitous connection between things and people, and realize the intelligent perception, recognition and management of goods and processes. The IOTs big data is an information carrier based on the Internet, traditional telecommunication networks and so on. It enables all ordinary physical objects that can be independently addressed to form interconnected networks.

The IOTs big data is an extension and expansion of the Internet. It combines all kinds of information sensing devices with the Internet to form a huge network to realize the interconnection of people, machines and things at anytime, anywhere.

The Internet of Things big data is an important part of the new generation of information technology. The IT industry is also called pan-interconnection, which means that things are connected and everything is connected. Thus, “the Internet of Things is the Internet of Things”. This has two meanings: first, the core and foundation of the Internet of Things is still the Internet, which is an extension and expansion of the network on the basis of the Internet; second, its user end extends and extends to any goods and objects for information exchange and communication. Therefore, the definition of the Internet of Things is to connect any item to the Internet through radio frequency identification, infrared sensors, global positioning system, laser scanner and other information sensing devices, according to the agreed agreement, to exchange and communicate information, so as to realize the intelligent identification, location, tracking, monitoring and management of items. Species network [33]–[35].

There are five parts in this paper. The first part mainly introduces a research background. The third part mainly introduces some knowledge of Iterative Learning Control Strategy and Internet of Things. The fourth part mainly simulates and tests us. The fifth part summarizes the whole paper.

In this paper, we simulate and analyze the pressure inside and outside the vehicle passing through the tunnel. Because of quasi-periodicity and repeatability of the pressure fluctuation of the outside tunnel when the train passes through the tunnel on a specific line. In this paper, each time the train passes through the tunnel as an iterative control, according to the analysis and calculation of the suppression effect of the pressure fluctuation inside the vehicle when passing the tunnel last time, a new control quantity of fan working frequency is given according to the iterative learning law. By continuously iteratively controlling and adjusting the fan frequency of the ventilation system, the purpose of effectively suppressing the pressure fluctuation inside the vehicle is achieved.

In this control system, the desired pressure fluctuation in the vehicle is \( P_o(t) \), the pressure fluctuation in the vehicle is \( P_l(t) \), \( k \) is iterative times (i.e. the k-th passage through the tunnel), so the tracking error of the system is

\[ e_k(t) = p_o(t) - p_l(t) \]  

In this paper, we choose closed-loop PD-type iterative learning control strategy:

\[ f_{k+1}^1(t) = f_k^1(t) + L_p \phi_k(t) e_{k+1}(t) + L_d \dot{\phi}_k(t) \dot{e}_{k+1}(t) \]  

\[ f_{k+1}^2(t) = f_k^2(t) + L_p \phi_k(t) e_{k+1}(t) + L_d \dot{\phi}_k(t) \dot{e}_{k+1}(t) \]

where \( f_{k+1}^1(t) \) and \( f_{k+1}^2(t) \) are fan control frequency at the k-th and \( k+1 \)-th, \( f_k^1(t) \) and \( f_k^2(t) \) are exhaust fan control frequency at the k-th and \( k+1 \)-th. \( L_p \) and \( L_d \) are gain stationary matrices, \( \phi_k \) is estimated value.

The simulation control model block diagram of air pressure in train is shown in Fig. 2.

About the convergence proof of adaptive iterative learning control, shown in [26]–[32].

IV. SIMULATION ANALYSIS

Considering the actual operation of the train ventilator, in the simulation process, we set the frequency conversion control cycle \( T_c = 4s \), the highest frequency \( F_{max} = 40 \) Hz, and the lowest frequency \( F_{min} = 0.3 \) Hz, which makes the frequency change in this range.

In this paper, we take a 150 km/h locomotive passing through a tunnel as an example, and use Matlab software for continuous iterative control. In the simulation, we set the expected value \( P_0 = 0 \) Pa of the pressure in the train, and take the pressure difference in the train as the iteration judgment condition. By continuously adjusting the adaptive gain matrix of PD learning law, the pressure difference in the train changes with the iteration number as shown in Fig. 3.

From Fig. 3, we can see that the system has converged when the system iterates 20 times and completely when the system iterates 40 times. At this time, the air pressure deviation in the train is very small. At this time, the air pressure deviation in the vehicle is very small, only \( e_{35} = 50.56 \) Pa, which fully meets the comfort requirements of the passengers.
in the vehicle. Through continuous iteration control, the 40st iteration has converged completely, and the response time of the fan after the frequency change is not considered in the iteration control simulation. The frequency control method set in this paper is to control the air pressure value with sampling rate of 1 kHz point by point in 40 s Tunnel in each iteration process. It can be seen that the 41st iteration is the next. The frequency change curve of the fan is shown in Fig. 4.

The ventilation system is controlled by fan frequency in real time, and the pressure fluctuation in the vehicle is restrained continuously. After 41 iterations, the pressure fluctuation in the vehicle tends to the expected pressure fluctuation. When the head train passes through the tunnel, the simulation of the pressure fluctuation in the vehicle under the action of iterative control and active control is shown in Fig. 5. The comparison of the fluctuation amplitude, the maximum 1 s change rate and the maximum 3 s change rate is shown in Table 1. Fig. 5 shows that the pressure fluctuation in vehicle under iterative control is better than that under active control.

From Table 1, it can be seen that the fluctuation amplitude is reduced from 773.23 Pa to 200.32 Pa, the performance is improved by 74.09%, the maximum of 1 s change rate is reduced from 102.48 Pa to 50.21 Pa, the performance is improved by 51 %, and the maximum of 3 s change rate is also reduced from 291.57 Pa to 119.57 Pa. The performance was improved by 58.99%. It can be seen that the pressure fluctuation in the vehicle is more effectively restrained after the control mode of the ventilation system is changed to iterative control.

Similarly, the pressure fluctuation inside the train when the tail car passes through the tunnel is simulated and analyzed. The pressure fluctuation inside the train under the action of iterative control and active control is shown in Fig. 6, and the comparative parameters of the pressure fluctuation inside the train are shown in Table 2. It can be seen from the graph that the iterative control method is superior to the existing active control method when the train tail car passes through the tunnel. From Table 2, it can be seen that under the action of iterative control mode, the amplitude of in-car fluctuation decreased from 1011.79 Pa to 323.56 Pa,
TABLE 2. Parameter table of pressure fluctuation in train tail passing through tunnel.

| Control Way | Volatility amplitude | Minimum change rate | Maximum change rate |
|-------------|----------------------|---------------------|---------------------|
| Active Control | 1011.79             | 96.46               | 251.21              |
| Iterative Control | 323.56             | 70.21               | 158.74              |
| Improvement rate% | 68.02            | 27.21               | 36.80               |

FIGURE 6. Contrast curve of iterative control and active control for train tail passing through tunnel.

the performance improved by 68.02%, the maximum 1 s change rate decreased from 96.46 Pa to 70.21 Pa, the performance improved by 27.21%, the maximum 3 s change rate decreased from 251.21 Pa to 158.74 Pa, and the performance improved by 36.80%. It can be seen that the pressure fluctuation in the vehicle can be more effectively suppressed after the control mode of the ventilation system is changed to iterative control.

V. CONCLUSION

Based on the massive data of the Internet of Things, this paper uses the closed-loop adaptive PD iterative learning control algorithm to control the frequencies of the ventilator and exhaust fan in the train. From the simulation, we can see the superiority of the algorithm, and achieve the desired goal.

1) In this paper, a non-linear mathematical model of air pressure in train passing through a tunnel is used. Based on the massive data in the Internet of Things during the train repeat operation, an adaptive closed-loop PD-type iterative learning control algorithm based on the large data of the Internet of Things is proposed, and its mathematical simulation analysis is carried out.

2) For the established control system, the algorithm can real-time adjust the ventilator in the train based on the big data in the Internation of Things, that is, adjust the working frequency of the ventilator, and then improve the comfort of passengers. The simulation analysis also shows that the proposed algorithm can not only adjust the working frequency of the ventilator, but also save energy.
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