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Abstract
We estimate mixed character sums of polynomial values over elements of a finite field \( \mathbb{F}_q \) with sparse representations in a fixed ordered basis over the subfield \( \mathbb{F}_q \). First we use a combination of the inclusion–exclusion principle with bounds on character sums over linear subspaces to get nontrivial bounds for large \( q \). Then we focus on the particular case \( q = 2 \), which is more intricate. The bounds depend on certain natural restrictions. We also provide families of examples for which the conditions of our bounds are fulfilled. In particular, we completely classify all monomials as argument of the additive character for which our bound is applicable. Moreover, we also show that it is applicable for a large family of rational functions, which includes all reciprocal monomials.
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1 | INTRODUCTION

1.1 | Motivation and set-up

Recently, motivated by a solution to the Gelfond problem by Mauduit and Rivat [23], there has been an explosion in the investigation of arithmetic problems involving integers with various digits restrictions in a given integer base \( g \). For example,
• Bourgain [2, 3] has investigated primes with prescribed digits on a positive proportion of positions in their digital expansion, while Maynard [24, 25] has investigated primes with missing digits, see also [4, 9, 10, 26, 31, 35] for a series of other results about primes and other arithmetically interesting integers such as smooth and squarefree numbers with restrictions on their digits;

• Mauduit and Rivat [22] and Maynard [25] have also studied values of integral polynomials with digital restrictions;

• Bounds of exponential sums with digitally restricted integers can be found in [1, 12, 20, 29, 30, 32, 36]; in some of these, also the Goldbach and Waring problems with such numbers has been considered;

• Éminyan [11] studied average values of arithmetic functions for such numbers.

We also note that special integers with restricted digits appear in the context of cryptography [15].

In the case of function fields, several significant results have also been obtained, see [6–9, 14, 17, 21, 28, 33, 34] and references therein. However, in general, this direction falls behind its counterpart over $\mathbb{Z}$. Here we make a step toward removing this disparity and, in particular, we obtain finite field analogues of the bound of [32] on Weyl sums over integers with “sparse” binary representations, that is, with a small sum of binary digits. More precisely, for an integer

$$n = \sum_{j=0}^{\infty} n_j 2^j \quad \text{with} \quad n_j \in \{0, 1\},$$

let

$$\sigma(n) = \sum_{j=0}^{\infty} n_j$$

be the sum of binary digits of $n$. For any integers $r$ and $s$ with $0 \leq s \leq r$ let

$$\mathcal{H}_r(s) = \{ 0 \leq n < 2^r : \sigma(n) = s \}$$

be the set of integers with $r$ binary digits and sum of digits equal to $s$. For example, in [32], one can find new nontrivial bounds on Weyl sums over $\mathcal{H}_r(s)$ with a real polynomial $f(X)$, of the type

$$\left| \sum_{n \in \mathcal{H}_r(s)} \exp(2\pi i f(n)) \right| \leq C \left( \frac{r}{s} \right)^{-\eta}$$

with $\eta > 0$ and $C$ that depends on the “sparsity” $s/r$, $\deg f$ and the Diophantine properties of the leading coefficient of $f(X)$.

Motivated by these results, we now consider similar questions in the setting of finite fields. Namely, we assume that we are given a fixed ordered basis $(\vartheta_1, \ldots, \vartheta_r)$ of the finite field

$$\mathbb{F}_{q^r} = \{ u_1 \vartheta_1 + \cdots + u_r \vartheta_r : u_1, \ldots, u_r \in \mathbb{F}_q \}$$
of $q^r$ elements over the finite field $\mathbb{F}_q$ of $q$ elements. Furthermore, for

$$\nu = u_1 \vartheta_1 + \cdots + u_r \vartheta_r \in \mathbb{F}_{q^r}$$

we denote by $\text{wt}(\nu)$ the Hamming weight of $\nu$, that is, the number of nonzero elements among the components $u_1, \ldots, u_r \in \mathbb{F}_q$. Then, for a positive integer $s \leq r$, we define the set of $s$-sparse elements

$$\mathcal{G}_r(s) = \{\nu \in \mathbb{F}_{q^r} : \text{wt}(\nu) = s\}.$$ 

Our goal is to estimate mixed character sums

$$S_{s,r}(\chi, \psi; f_1, f_2) = \sum_{\nu \in \mathcal{G}_r(s)} \chi(f_1(\nu)) \psi(f_2(\nu)),$$

with rational functions $f_1(X), f_2(X) \in \mathbb{F}_{q^r}(X)$, of degrees $d_1$ and $d_2$, respectively, where $\chi$ and $\psi$ are a fixed multiplicative and additive character of $\mathbb{F}_{q^r}$, respectively (with the natural conventions that the poles of $f_1(X)$ and $f_2(X)$ are excluded from summation, and that a rational function $f(X) = a(X)/b(X)$ is represented by relatively prime polynomials $a(X)$ and $b(X)$).

Certainly our bounds can be used to study, for example, the distribution of primitive elements in the values of polynomials on elements from $\mathcal{G}_r(s)$ or their pseudorandom properties. As these underlying methods are very standard, we do not give these applications here.

### 1.2 Notation and conventions

Throughout the paper, we fix the size $q$ of the ground field, and thus its characteristic $p$ while the parameters $r$ and $s$ are allowed to grow.

We also fix an additive character $\psi$ and a multiplicative character $\chi$ of $\mathbb{F}_{q^r}$ that are not both principal.

As usual, we use $\overline{\mathbb{F}}_q$ to denote the algebraic closure of $\mathbb{F}_q$.

For a finite set $S$ we use $\# S$ to denote its cardinality.

We denote by $\log_2 x$ the binary logarithm of $x > 0$.

We adopt the Vinogradov symbol $\ll$, that is, for any quantities $A$ and $B$ we have the following equivalent definitions:

$$A \ll B \iff A = O(B) \iff |A| \leq cB$$

for some constant $c > 0$, which throughout the paper is allowed to depend on the degrees $d_1, d_2$ and the ground field size $q$ (but not on the main parameters $r$ and $s$).

We also adopt the $o$-notation

$$A = o(B) \iff |A| \ll \varepsilon B$$

for any fixed $\varepsilon > 0$ and sufficiently large (depending on $d_1, d_2, q$ and $\varepsilon$) values of the parameters $r$ and $s$. 
We also write
\[ e_p(z) = \exp(2\pi i z/p). \]
Finally, we also recall our convention that the poles of functions in the arguments of multiplicative and additive characters are always excluded from summation.

2 OUR RESULTS

2.1 Bounds of exponential sums over sparse elements

It is useful to recall that the (absolute) trace \( \text{Tr}(\xi) \) of \( \xi \in \mathbb{F}_{q^r} \), is
\[ \text{Tr}(\xi) = \sum_{j=0}^{rm-1} \xi^pj, \]
where \( q = p^m \) with a prime \( p \), and the additive characters \( \psi \) of \( \mathbb{F}_{q^r} \) are given by
\[ \psi(\xi) = e_p(\text{Tr}(\xi^r)), \quad \xi \in \mathbb{F}_{q^r}, \]
for some fixed \( \xi \in \mathbb{F}_{q^r} \) (with obviously \( \xi \neq 0 \) for nonprincipal characters). The \( q^r - 1 \) multiplicative characters of \( \mathbb{F}_{q^r} \), which for \( k = 0, 1, \ldots, q^r - 2 \) are given by
\[ \chi(y^j) = e_{q^r-1}(jk), \quad j = 0, 1, \ldots, q^r - 2, \]
for a primitive element \( y \) of \( \mathbb{F}_{q^r} \) (with \( k \neq 0 \) for nonprincipal characters). We also use the convention \( \chi(0) = 0 \). We also recall that the order of a multiplicative character \( \chi \) is the smallest integer exponent \( e \geq 1 \) such that \( \chi^e = \chi_0 \) is the principal character. See, for example, [16, chapters 3 and 11] or [18, chapter 5] for more details on characters and character sums over finite fields.

Trivially, we have
\[ \left| S_{s,r}(\chi, \psi; f_1, f_2) \right| \leq \# \mathcal{C}_r(s) = \binom{r}{s}(q-1)^s. \]

First we record a rather simple result that we derive in Section 4.1, combining the inclusion–exclusion principle and bounds on character sums over linear subspaces.

**Theorem 2.1.** Let \( \chi \) and \( \psi \) be a multiplicative and additive character, respectively, and let \( f_1(X), f_2(X) \in \mathbb{F}_{q^r}(X) \) be rational functions over \( \mathbb{F}_{q^r} \) of degrees \( d_1 \) and \( d_2 \), respectively. Assume that at least one of the following conditions holds:

- \( \chi \) is nonprincipal of order \( e \) and \( f_1(X) \neq g(X)^e \) for all rational functions \( g(X) \in \overline{\mathbb{F}_q}(X) \),
- \( \psi \) is nonprincipal and \( f_2(X) \neq \alpha(g(X)^p - g(X)) + \beta X \) for all rational functions \( g(X) \in \overline{\mathbb{F}_q}(X) \) and \( \alpha, \beta \in \overline{\mathbb{F}_q} \).
Then we have

\[ |S_{s,r}(\chi, \psi; f_1, f_2)| \leq (d_1 + \max(d_2, 2))2^{s+1} \left( \frac{r}{s} \right) q^{r/2}. \]

**Remark 2.2.** We note that the conditions on \( f_1(X) \) and \( f_2(X) \) in Theorem 2.1 are natural and correspond to the conditions of Lemma 3.2 below (which in turn stems from a similar necessary and sufficient condition of Lemma 3.1). Note that Theorem 2.1 is applicable if \( \chi \) is nonprincipal of order \( e \nmid d_1 \) that is always true if \( \gcd(d_1, q^r - 1) = 1 \). It is also always applicable if \( f_1(X) \) has at least one simple root in \( \overline{\mathbb{F}_q} \). Furthermore, if \( \psi \) is nonprincipal, Theorem 2.1 always applies when \( d_2 \geq 2 \) and \( \gcd(d_2, p) = 1 \).

**Remark 2.3.** If \( \psi = \psi_0 \) is the trivial character, that is in the case of pure sums of multiplicative characters

\[ S_{s,r}(\chi; f) = \sum_{\nu \in \mathbb{F}_q^{r(s)}} \chi(f(\nu)), \]

using a slightly more precise version of Lemma 3.2 for pure sums of multiplicative characters over linear subspaces, see, for example, [37, Claim (iii), p. 469], one can replace the bound of Theorem 2.1 with

\[ |S_{s,r}(\chi; f)| \leq 2^{s} t \left( \frac{r}{s} \right) q^{r/2}, \]

where \( t \) is the number of distinct zeros and poles of \( f(X) \in \mathbb{F}_q(X) \) in \( \overline{\mathbb{F}_q} \) (provided, as before, that \( f(X) \neq g(X)^e \) for all rational functions \( g(X) \in \overline{\mathbb{F}_q}(X) \), where \( e \) is the order of \( \chi \)).

Assuming that \( d_1, d_2 \) and \( q \) are fixed, we see that the bounds of Theorem 2.1 are nontrivial if \( r, s \to \infty \) and satisfy

\[ \frac{s}{r} > \frac{\log_2 q}{2 \log_2((q - 1)/2)}, \quad q > 3. \]

It is useful to observe that

\[ \frac{\log_2 q}{2 \log_2((q - 1)/2)} < 1, \quad q \geq 7, \]

and thus Theorem 2.1 produces nontrivial results, starting from \( q \geq 7 \).

Next we focus on our main goal when \( q = 2 \) and the case that the degree \( r \) of the extension field \( \mathbb{F}_{q^r} \) grows.

We now define the following class \( \mathcal{F}_{d,r}(q) \) of rational functions for which we obtain nontrivial estimates of the sums \( S_{s,r}(\chi, \psi; f_1, f_2) \) in case of \( \psi \neq \psi_0 \).

**Definition 2.4.** Let \( \mathcal{F}_{d,r}(q) \) be the set of rational functions \( f(X) \in \mathbb{F}_{q^r}(X) \) of degree \( d \) such that for any \( \omega \in \mathbb{F}_{q^r}^* \) the function

\[ f_\omega(X) = f(X + \omega) - f(X) \]
is not of the form
\[ f_\omega(X) = \alpha(g(X)^p - g(X)) + \beta X \]
for some rational function \( g(X) \in \overline{\mathbb{F}_q}(X) \) and \( \alpha, \beta \in \overline{\mathbb{F}_q} \).

We repeatedly use the observation that for \( f(X) \in \mathbb{P}_{d,r}(q) \) we also have a more general condition that for any \( \omega_1 \neq \omega_2 \)
\[ f(X + \omega_1) - f(X + \omega_2) \neq \alpha(g(X)^p - g(X)) + \beta X, \]
where \( \alpha, \beta \) and \( g(X) \) are as in Definition 2.4.

Next we concentrate on the case \( q = 2 \). We remark that our approach works for any fixed \( q \), however our ideas can be explained in a much more transparent form for rational functions over \( \mathbb{F}_2 \), hence we only consider this case. We also note that classifying elements by their Hamming weight is the most natural for \( q = 2 \).

Let \( H(\gamma) \) be the binary entropy function defined by
\[ H(\gamma) = -\gamma \log_2 \gamma - (1 - \gamma) \log_2(1 - \gamma), \quad 0 < \gamma < 1, \]
and \( H(0) = H(1) = 0 \). It is also convenient to define
\[ H^*(\gamma) = \begin{cases} H(\gamma), & \text{if } 0 \leq \gamma \leq \frac{1}{2}; \\ H\left(\frac{1}{2}\right) = 1, & \text{if } \gamma > \frac{1}{2}. \end{cases} \]

We now define the following three functions depending on three parameters \( \kappa, \lambda, \rho \in (0, 1) \) with \( \lambda \leq \kappa \rho \leq \frac{\kappa}{2} \):
\[ f(\rho; \kappa, \lambda) = \kappa H(\lambda/\kappa) + (1 - \kappa)H^*((\rho - \lambda)/(1 - \kappa)), \]
\[ g(\rho; \kappa, \lambda) = \frac{1}{4} + \frac{1}{2}(H(\rho) + (1 - \kappa)H^*((\rho - \lambda)/(1 - \kappa))), \]
\[ h(\rho; \kappa, \lambda) = \frac{1}{2}(H(\rho) + \kappa). \]

Finally, we define
\[ \eta(\rho) = \min_{0 < \kappa < 1} \min_{0 < \lambda \leq \kappa \rho} \max\{f(\rho; \kappa, \lambda), g(\rho; \kappa, \lambda), h(\rho; \kappa, \lambda)\}. \]

**Theorem 2.5.** Let \( \chi \) and \( \psi \) be a multiplicative and additive character, respectively, and let \( f_1(X), f_2(X) \in \mathbb{F}_{2^r}(X) \) be rational functions over \( \mathbb{F}_{2^r} \) of degrees \( d_1 \) and \( d_2 \), respectively. Assume that at least one of the following conditions holds:
- \( \chi \) is nonprincipal and \( f_1(X) \) has at least one simple root in \( \overline{\mathbb{F}_2} \).
- \( \psi \) is nonprincipal and \( f_2(X) \in \mathbb{P}_{d_2,r}(2) \).
For $s$ with $1 \leq s < r$, we put

$$\rho = \min\{s, r-s\} \frac{1}{r}.$$

Then

$$|S_{s,r}(X, \Psi; f_1, f_2)| \leq 2^{\eta(\rho) r + o(r)}.$$

It is useful to observe that we have $\rho \leq 1/2$ in Theorem 2.5.

As under the conditions of Theorem 2.5, using the standard bound on the growth of binomial coefficients, we have

$$\#G_r(s) = 2^{H(\rho) r + o(r)}$$

see, for example, [19, chapter 10, Lemma 7], and we conclude that Theorem 2.5 is nontrivial if $\eta(\rho) < H(\rho)$.

The following plot in Figure 1 compares the bounds of Theorem 2.5 with the trivial bound $2^{H(\rho)}$, more precisely we compare $\eta(\rho)$ with $H(\rho)$. In particular, these bounds are nontrivial for $\rho \geq 1/5$. More precisely, we have $H(1/5) > 0.7219$ and $\eta(1/5) < 0.7208$. Thus, for $\rho = 1/5$ we save more than 0.001 against the trivial bound. Finding the explicit intersection point $\rho$ with $H(\rho) = \eta(\rho)$ is computationally very extensive. To obtain an approximation to $\eta(\rho)$, we minimize the $L_2$-error $E = (f - g)^2 + (f - h)^2 + (g - h)^2$ on the domain (2.2). This numerical minimum $(\kappa^*, \lambda^*)$ provides an upper estimate to $\eta(\rho)$ by (2.2). A more involve numerical optimization would allow to have a higher precision to $\rho$ with $H(\rho) = \eta(\rho)$.

The function $\eta(\rho)$ is not easy to describe in a concise form. Hence, we give a simplified version of Theorem 2.5, which is still nontrivial in a wide range of $\rho$. Choosing $\kappa = 3/4$ and $\lambda$ small enough, more precisely, any $\lambda > 0$ with

$$H\left(\frac{4\lambda}{3}\right) \leq \frac{4H(\rho) + 1}{6},$$
we get the bound
\[
\eta(\rho) \leq \frac{H(\rho)}{2} + \frac{3}{8},
\] (2.3)
which is nontrivial if \( \rho > \rho_0 \) where \( \rho_0 = 0.2145 \ldots \) is the root of the equation \( H(\rho_0) = 3/4 \). Note that \( \eta(\rho) \) is strictly smaller than the right-hand side of (2.3) for \( \rho \leq 0.275 \).

It is easy to generalize this bound to any (fixed) \( q > 2 \):
\[
S_s, r(f) \ll \#G_r(s)^{1/2}q^{3r/8 + o(r)} \leq 2^H(\rho) r/2(q - 1)^{s/2} q^{3r/8 + o(r)}.
\]

**Remark 2.6.** Instead of using the Cauchy–Schwarz inequality in the proof of Theorem 2.10, more generally, one can also use the Hölder inequality. This leads us to investigate the frequency of the vectors \((\omega_1, \ldots, \omega_{2k}) \in \mathbb{F}_q^2\) for which
\[
\sum_{j=1}^{k} \left( f(X + \omega_j) - f(X + \omega_{k+j}) \right) = \alpha(g(X)^p - g(X)) + \beta X
\]
for some rational function \( g(X) \in \overline{\mathbb{F}_q}(X) \) and \( \alpha, \beta \in \mathbb{F}_q \). Preferably, we would like this to happen only if \( \{\omega_1, \ldots, \omega_k\} = \{\omega_{k+1}, \ldots, \omega_{2k}\} \). Although this may potentially lead to an extension of the range of parameters for which we have nontrivial bounds on the sums \( S_{s, r}(\chi, \psi; f_1, f_2) \), as we do not have natural examples of polynomials satisfying the above condition, we do not pursue this direction here. There are however some natural classes of rational functions that satisfy the above and similar conditions, see [17].

We prove Theorem 2.5 in Subsection 4.2.

### 2.2 Families of rational functions from \( \mathcal{F}_{d, r}(q) \)

Finally, we discuss several cases of polynomials for which the conditions on \( f_2(X) \) of Theorem 2.5 are satisfied. We start with monomials \( f(X) = X^d \). As
\[
\text{Tr}(\alpha f(\xi)) = \text{Tr}(\alpha^p f(\xi)^p), \quad \xi \in \mathbb{F}_q^r,
\]
the maxima over all nonprincipal characters \( \chi \) and \( \psi \) of the sums \( |S_{s, r}(\chi, \psi; f_1, f_2)| \) and \( |S_{s, r}(\chi, \psi; f_1, f_2^p)| \) are the same. Therefore, we may restrict ourselves to the case \( \gcd(d, p) = 1 \).

**Theorem 2.7.** For any positive integer \( d \) with \( \gcd(d, p) = 1 \) and monomials \( f(X) = X^d \), we have \( f(X) \in \mathcal{F}_{d, r}(q) \) if and only if
\[
d \not\in \{1, 2\} \cup \{p^k + 1 : \ k = 1, 2, \ldots\}.
\]

We prove Theorem 2.7 in Subsection 5.1.

For reciprocal monomials we have the following result. Again we may restrict ourselves to the case \( \gcd(d, p) = 1 \).
Theorem 2.8. For any positive integer $d$ with $\gcd(d, p) = 1$ and

$$f(X) = X^{-d}$$

we have

$$f(X) \in \mathcal{F}_{d,r}(q).$$

We prove Theorem 2.8 in Subsection 5.2.

For arbitrary polynomials, we get the following general result (which unfortunately is void for $p = 2$).

**Theorem 2.9.** Let $p$ be the characteristic of $\mathbb{F}_{q^r}$ and let $d \equiv d_0 \mod p$ with some integer $d_0 \in [2, p-1]$. Then for any polynomial $f(X) \in \mathbb{F}_{q^r}[X]$ of degree $d \geq 3$ we have $f(X) \in \mathcal{F}_{d,r}(q)$.

We prove Theorem 2.9 in Subsection 5.3.

Finally, we prove the following sufficient condition for $f(X) \in \mathcal{F}_{d,r}(q)$ for a rational function $f(X)$ in Subsection 5.4. In contrast to Theorem 2.9, it applies also to $p = 2$.

**Theorem 2.10.** Let $p$ be the characteristic of $\mathbb{F}_q$ and let $f(X) = u(X)/v(X)$ be a rational function with nonzero polynomials $u(X), v(X) \in \mathbb{F}_{q^r}[X]$ with $\gcd(u(X), v(X)) = 1$, and such that

$$\deg u \leq \deg v + 1 \quad \text{and} \quad \gcd(\deg v, p) = 1.$$

Assume that for all $\omega \in \mathbb{F}_{q^r}^*$, $v(X)v(X+\omega)$ is not divisible by the $p$th power of a nonconstant polynomial.

Then $f(X) \in \mathcal{F}_{d,r}(q)$.

**Remark 2.11.** The nondivisibility condition of Theorem 2.10 is fulfilled if either $\deg v < \frac{p}{2}$ (which is again void for $p = 2$) or $v(X)$ is irreducible and $\gcd(\deg v, p) = 1$. For the latter condition, verify that the coefficients of $X^{\deg v - 1}$ of $v(X)$ and $v(X + \omega)$ are different and thus $v(X)v(X + \omega)$ is squarefree.

## 3 | PRELIMINARY RESULTS

### 3.1 | Bounds of character sums

Our main tool is the Weil bound for mixed character sums of rational functions, which we present in a simplified form that can be easily extracted from [5] applied to an affine line (which is of genus zero). See also [13, Theorem 5.6] for much more general result.

**Lemma 3.1.** Let $\chi$ and $\psi$ be a multiplicative and additive character, respectively, and let $g_1(X), g_2(X) \in \mathbb{F}_{q^r}(X)$ be rational functions of degrees $D_1$ and $D_2$ over $\mathbb{F}_{q^r}$, respectively. Assume that at least one of the following conditions holds:

- $\chi$ is nonprincipal of order $e$ and $g_1(X) \neq h(X)^e$ for all rational functions $h(X) \in \overline{\mathbb{F}_q}(X)$,
- $\psi$ is nonprincipal and $g_2(X) \neq \alpha(h(X)^p - h(X))$ for all rational functions $h(X) \in \overline{\mathbb{F}_q}(X)$ and $\alpha \in \overline{\mathbb{F}_q}$.
Then we have

\[ \left| \sum_{\xi \in \mathbb{F}_{q^r}} \chi(g_1(\xi))\psi(g_2(\xi)) \right| \leq 2(D_1 + D_2)q^{r/2}. \]

We need the following version of [37, Claim (iii), p. 470].

**Lemma 3.2.** Let \( \chi \) and \( \psi \) be a multiplicative and additive character, respectively, and let \( g_1(X), g_2(X) \in \mathbb{F}_{q^r}(X) \) be rational functions of degrees \( D_1 \) and \( D_2 \) over \( \mathbb{F}_{q^r} \), respectively. Assume that at least one of the following conditions holds:

- \( \chi \) is nonprincipal of order \( e \) and \( g_1(X) \neq h(X)^e \) for all rational functions \( h(X) \in \mathbb{F}_{q}(X) \),
- \( \psi \) is nonprincipal and \( g_2(X) \neq \alpha(h(X)^p - h(X)) + \beta X \) for all rational functions \( h(X) \in \mathbb{F}_{q}(X) \) and \( \alpha, \beta \in \mathbb{F}_{q} \).

Then for any linear subspace of \( \mathbb{F}_{q^r} \)

\[ L_k = \{u_1 \delta_1 + \cdots + u_k \delta_k \mid u_1, \ldots, u_k \in \mathbb{F}_q\} \quad (3.1) \]

of dimension \( k \leq r \), we have

\[ \left| \sum_{\nu \in L_k} \chi(g_1(\nu))\psi(g_2(\nu)) \right| \leq 2(D_1 + \max\{D_2, 2\})q^{r/2}. \]

**Proof.** If \( \psi \) is a nonprincipal character, then combining the analogue of [37, Lemma 3.1] for mixed sums and [37, Lemma 3.4], we get

\[ \left| \sum_{\nu \in L_k} \chi(g_1(\nu))\psi(g_2(\nu)) \right| \leq \max_{\beta \in \mathbb{F}_{q^r}} \left| \sum_{\nu \in \mathbb{F}_{q^r}} \chi(g_1(\nu))\psi(g_2(\nu) - \beta \nu) \right| \]

and the result follows from Lemma 3.1.

Otherwise, we have for any nonprincipal additive character \( \bar{\psi} \),

\[ \left| \sum_{\nu \in L_k} \chi(g_1(\nu))\psi(g_2(\nu)) \right| = \left| \sum_{\nu \in L_k} \chi(g_1(\nu)) \right| \]

\[ \leq \max_{\beta \in \mathbb{F}_{q^r}} \left| \sum_{\nu \in \mathbb{F}_{q^r}} \chi(g_1(\nu))\bar{\psi}(\beta \nu) \right| \leq (2D_1 + 2)q^{r/2} \]

by Lemma 3.1. \( \square \)

It is quite obvious that the restriction on the polynomial \( g_1(X) \) in Lemma 3.2 is necessary. We now show that the restriction on the polynomial \( g_2(X) \) in Lemma 3.2 is also necessary.
Example 3.3. Assume that \( g_2(X) = \alpha(h(X)^p - h(X)) + \beta X \) for some \( \alpha, \beta \in \mathbb{F}_q \). We may assume \( \alpha \neq 0 \). Consider the character

\[
\psi(\xi) = e_p(\text{Tr}(\alpha^{-1} \xi)), \quad \xi \in \mathbb{F}_q^r
\]

and the trivial character \( \chi = \chi_0 \). Then we have \( \text{Tr}(\alpha^{-1} g_2(\xi)) = \text{Tr}(\alpha^{-1} \beta \xi) \) for \( \xi \in \mathbb{F}_q^r \). Let \( \mathcal{L}_{r-1} \) be the kernel of \( \text{Tr}(\alpha^{-1} \beta X) \), which has dimension \( r - 1 \). Then for any \( \xi \in \mathcal{L}_{r-1} \) we have \( \text{Tr}(\alpha^{-1} g_2(\xi)) = 0 \), thus

\[
\sum_{\psi \in \mathcal{L}_{r-1}} \psi(g_2(\psi)) = q^{r-1}.
\]

Remark 3.4. We note that the results of Ostafe [28] allow us to estimate character sums over linear subspaces of much lower dimension. However, this bound applies only to polynomials and subspaces of a very special form and seems to be not suitable for our purposes.

3.2 Some properties of binomial coefficients

We recall the definition (2.1) of the entropy function \( H \). We frequently use the following result from [19, chapter 10, Corollary 9]:

**Lemma 3.5.** For any natural number \( n \) and \( 0 < \gamma \leq 1/2 \), we have

\[
\sum_{0 \leq k \leq \gamma n} \binom{n}{k} \leq 2^{n H(\gamma)}.
\]

We also have the following technical result.

**Lemma 3.6.** For fixed real \( \kappa \) and \( \rho \) with

\[
0 < \kappa < 1 \quad \text{and} \quad 0 < \rho \leq \frac{1}{2},
\]

the function

\[
E(\lambda) = \kappa H^* \left( \frac{\lambda}{\kappa} \right) + (1 - \kappa) H^* \left( \frac{\rho - \lambda}{1 - \kappa} \right), \quad 0 < \lambda < \rho,
\]

is monotonically increasing in \( (0, \kappa \rho] \) and monotonically decreasing in \( (\kappa \rho, \rho) \).

**Proof.** It is easy to see that

\[
H'(\gamma) = - \log_2 \left( \frac{\gamma}{1 - \gamma} \right), \quad 0 < \gamma < 1,
\]

and thus \( H(\gamma) \) is monotonically increasing in \( (0, \frac{1}{2}] \).
For
\[ 0 < \lambda \leq \rho - \frac{1 - \kappa}{2} = \frac{\kappa}{2} - \left( \frac{1}{2} - \rho \right), \]
we have
\[ E(\lambda) = \kappa H\left( \frac{\lambda}{\kappa} \right) + (1 - \kappa) \]
which is monotonically increasing in \((0, \frac{\kappa}{2}]\).

For
\[ \max\left\{ \rho - \frac{1 - \kappa}{2}, 0 \right\} < \lambda \leq \frac{\kappa}{2}, \]
we have
\[ E(\lambda) = \kappa H\left( \frac{\lambda}{\kappa} \right) + (1 - \kappa) H\left( \frac{\rho - \lambda}{1 - \kappa} \right) \]
and
\[ E'(\lambda) = H'\left( \frac{\lambda}{\kappa} \right) - H'\left( \frac{\rho - \lambda}{1 - \kappa} \right) \]
\[ = - \log_2 \left( \frac{\lambda}{\kappa - \lambda} \right) + \log_2 \left( \frac{\rho - \lambda}{1 - \kappa - \rho + \lambda} \right). \]

It is also useful to note that because \( \rho \leq 1/2 \), we have
\[ \rho - \frac{1 - \kappa}{2} \leq \kappa \rho. \]

Verify that
\[ \frac{\rho - \lambda}{1 - \kappa - \rho + \lambda} \geq \frac{\lambda}{\kappa - \lambda} \quad \text{if and only if} \quad \lambda \leq \rho \kappa \]
and thus
\[ E'(\lambda) \geq 0, \quad \rho - \frac{1 - \kappa}{2} \leq \lambda \leq \rho \kappa, \]
and
\[ E'(\lambda) < 0, \quad \frac{\kappa}{2} \geq \lambda > \rho \kappa. \]

Hence, \( E(\lambda) \) has a local maximum at \( \lambda = \kappa \rho \).

Finally, for
\[ \frac{\kappa}{2} < \lambda < \rho \]
we get

\[ E(\lambda) = \kappa + (1 - \kappa)H\left(\frac{\rho - \lambda}{1 - \kappa}\right), \]

which is monotonically decreasing because

\[ 0 < \frac{\rho - \lambda}{1 - \kappa} < \frac{1}{2} \]

in this range (recall again that \( \rho \leq 1/2 \)).

Next we state the well-known Lucas congruence, see, for example, [27, Lemma 6.3.10].

**Lemma 3.7.** If \( m \) and \( n \) are two natural numbers with the following \( p \)-adic expansions

\[
m = m_{r-1}p^{r-1} + \cdots + m_1p + m_0, \quad 0 \leq m_0, \ldots, m_{r-1} < p,
\]

\[
n = n_{r-1}p^{r-1} + \cdots + n_1p + n_0, \quad 0 \leq n_0, \ldots, n_{r-1} < p,
\]

then we have

\[
\left(\frac{m}{n}\right) \equiv \prod_{j=0}^{r-1} \left(\frac{m_j}{n_j}\right) \mod p.
\]

### 4 PROOFS OF BOUNDS ON CHARACTER SUMS

#### 4.1 Proof of Theorem 2.1

For \( S \subseteq \{1, \ldots, r\} \), put

\[
G_S = \left\{ \sum_{j \in S} u_j \xi_j : u_j \in \mathbb{F}_q^*, j \in S \right\}.
\]

As \( G_s(s) \) is the disjoint union of different sets \( G_s \) with \( \# S = s \), we immediately get

\[
|S_{s,r}(\chi, \Psi; f_1, f_2)| \leq \binom{r}{s} \max_{\# S = s} |S_s(\chi, \Psi; f_1, f_2)|, \tag{4.1}
\]

where

\[
S_s(\chi, \Psi; f_1, f_2) = \sum_{\nu \in G_s} \chi(f_1(\nu))\psi(f_2(\nu)).
\]

Let \( V_S \) denote the linear space

\[
V_S = \left\{ \sum_{j \in S} u_j \xi_j : u_j \in \mathbb{F}_q, j \in S \right\}
\]
of dimension $s$ and verify
\[ G_S = V_S \setminus \bigcup_{j \in S} V_{S \setminus \{j\}}. \]

By the inclusion–exclusion principle, we get
\[ S_S(\chi, \psi; f_1, f_2) = \sum_{\nu \in V_S} \chi(f_1(\nu))\psi(f_2(\nu)) - \sum_{\emptyset \neq J \subseteq S} (-1)^{|J|+1} \sum_{\nu \in V_{S \setminus J}} \chi(f_1(\nu))\psi(f_2(\nu)). \quad (4.2) \]

Combining (4.1) and (4.2), we obtain
\[ |S_{s,r}(\chi, \psi; f_1, f_2)| \leq \left( \binom{r}{s} \left( 1 + \sum_{k=1}^{s} \binom{s}{k} \right) \right) \max_{V} \left| \sum_{\nu \in V} \chi(f_1(\nu))\psi(f_2(\nu)) \right|, \]
where the maximum is taken over the $F_q$-linear subspaces $V$ of $F_{qr}$.

As the quadruple $(\chi, \psi; f_1, f_2)$ satisfies the condition of Lemma 3.2, we now easily derive the first result.

### 4.2 Proof of Theorem 2.5

Note that the required conditions of Theorem 2.5 on $f_1(X)$ and $f_2(X)$ are invariant under the shift of the argument. For example, $f_2(X) \in F_{d,r}(2)$ whenever $f_2(X + \delta_1 + \cdots + \delta_r) \in F_{d,r}(2)$. As
\[ S_{r-s,r}(\chi, \psi; f_1, f_2) = \sum_{\nu \in G_{r,s}} \chi(f_1(\nu + \delta_1 + \cdots + \delta_r))\psi(f_2(\nu + \delta_1 + \cdots + \delta_r)), \]
we may restrict ourselves to the case
\[ s \leq r/2. \]

For given $\rho$ with $0 < \rho \leq 1/2$, we fix two real positive parameters $\lambda$ and $\nu$ and set
\[ k = \lceil \nu r \rceil \quad \text{and} \quad \ell = \lfloor \lambda r \rfloor. \]

We now decompose
\[ S_{s,r}(\chi, \psi; f_1, f_2) = \sum_{t=0}^{s} T_t \]
into the sums
\[ T_t = \sum_{\nu \in V_t} \sum_{\omega \in W_t} \chi(f_1(\nu + \omega))\psi(f_2(\nu + \omega)), \]
where
\[ V_t = \{ \nu = u_1 \delta_1 + \cdots + u_k \delta_k : u_1, \ldots, u_k \in F_2, \text{ wt}(\nu) = t \}, \]
\[ W_t = \{ \omega = u_{k+1} \delta_{k+1} + \cdots + u_r \delta_r : u_{k+1}, \ldots, u_r \in F_2, \text{ wt}(\omega) = s-t \}. \]
In particular, we have
\[ \#\mathcal{V}_t = \binom{k}{t} \quad \text{and} \quad \#\mathcal{W}_t = \binom{r-k}{s-t}, \quad t = 0, 1, \ldots, s. \quad (4.3) \]

Clearly by Lemma 3.5, we have
\[ \binom{n}{k} \leq 2^n H^*(\gamma), \quad (4.4) \]
with \( \gamma = k/n \) for any integers \( k \geq 0 \) and \( n \geq 1 \).

First, we record the trivial bound
\[ |T_t| \leq \#\mathcal{V}_t \#\mathcal{W}_t \]
which we apply for \( t < \ell \).

Hence, using (4.3) and (4.4), we conclude that the contribution to \( S_{s,r}(f) \) from such values of \( t \) is bounded by
\[ \sum_{t=0}^{\ell-1} |T_t| \leq \sum_{t=0}^{\ell-1} \#\mathcal{V}_t \#\mathcal{W}_t \leq \ell 2^{f(\rho; \kappa, \lambda) r} = 2^{f(\rho; \kappa, \lambda) r + o(r)}, \quad (4.5) \]
where
\[ f(\rho; \kappa, \lambda) = \max_{0 < \tau \leq \lambda} \left\{ \kappa H^* \left( \frac{\tau}{\kappa} \right) + (1 - \kappa) H^* \left( \frac{\rho - \tau}{1 - \kappa} \right) \right\}. \]

By Lemma 3.6, the maximum is attained for \( \tau = \min\{ \lambda, \kappa \rho \} \). In particular, we may restrict ourselves to the case
\[ \lambda \leq \kappa \rho. \]

For \( t \geq \ell \), we proceed differently. By the Cauchy–Schwarz inequality we get
\[ |T_t|^2 \leq \#\mathcal{V}_t \sum_{\nu \in \mathcal{V}_t} \left| \sum_{\omega \in \mathcal{W}_t} \chi(f_1(\nu + \omega)) \psi(f_2(\nu + \omega)) \right|^2. \]

Extending the summation over \( \nu \) to the linear subspace \( \mathcal{L}_k \) defined by (3.1) and squaring out we derive
\[ |T_t|^2 \leq \#\mathcal{V}_t \sum_{\omega_1, \omega_2 \in \mathcal{W}_t} \sum_{\nu \in \mathcal{L}_k} \chi(f_1(\nu + \omega_1)/f_1(\nu + \omega_2)) \psi(f_2(\nu + \omega_1) - f_2(\nu + \omega_2)). \quad (4.6) \]

The rational function \( f_1(X + \omega)/f_1(X) \) can be an \( \epsilon \)th power for some \( \omega \neq 0 \) and for these ‘bad’ \( \omega \) we have to apply the trivial bound for all pairs \( (\omega_1, \omega_2) \) with \( \omega_2 = \omega + \omega_1 \). As \( f_1(X) \) has a simple
root $\xi$ this is only possible if $f_1(\xi + \omega) = f_1(\xi) = 0$. However, this is only possible for at most $d_1 = O(1)$ different values of $\omega \in \mathbb{F}_q$. (Note that we use the convention that a rational function $f(X) = \frac{a(X)}{b(X)}$ is represented by polynomials $a(X)$ and $b(X)$ with $\gcd(a(X), b(X)) = 1$.)

Recall that by our assumption $f_2(X) \in P_{d_2, r}(2)$, for all $\omega_1 \neq \omega_2$ the corresponding polynomial $f_2(X + \omega_1) - f_2(X + \omega_2)$, is of the form allowed in Lemma 3.2.

To estimate the inner sum over $\nu$ in (4.6), we now use the trivial bound $2^k$ for $O(\# \mathcal{W}_i)$ exceptional pairs $(\omega_1, \omega_2)$ as in the above (e.g., for $\omega_1 = \omega_2$) and use Lemma 3.2 for the remaining $O((\# \mathcal{W}_i)^2)$ pairs $(\omega_1, \omega_2)$. Hence, we obtain

$$|T_1|^2 \ll \# \mathcal{V}_1 \left( (\# \mathcal{W}_i)^2 2^{r/2} + \# \mathcal{W}_i 2^k \right).$$

(We recall that the implied constants may depend on the degrees $d_1$ and $d_2$.)

Finally, using $\# \mathcal{V}_i \# \mathcal{W}_i \leq \# \mathcal{G}_r(s)$, we obtain

$$|T_1|^2 \ll \# \mathcal{G}_r(s) \# \mathcal{W}_i 2^{r/2} + \# \mathcal{G}_r(s) 2^k.$$

As by (4.3) and (4.4),

$$\# \mathcal{W}_i \leq 2^{(1-\kappa)H^*((\rho-\lambda)/(1-\kappa))r+o(r)},$$

we now derive

$$|T_1| \ll \left( 2^{g(\rho;\lambda, \kappa)}r + 2^{h(\rho;\lambda, \kappa)}r \right) 2^{o(r)}.$$

Thus, the total contribution to $S_{s, r}(f)$ from such values of $t \geq \ell'$ is bounded by

$$\sum_{t=\ell}^s |T_1| \ll s \left( 2^{g(\rho;\lambda, \kappa)}r + 2^{h(\rho;\lambda, \kappa)}r \right) 2^{o(r)} \leq \left( 2^{g(\rho;\lambda, \kappa)}r + 2^{h(\rho;\lambda, \kappa)}r \right) 2^{o(r)}. \quad (4.7)$$

Combining (4.5) and (4.7), we conclude the result.

## 5 \ CHARACTERIZATION OF RATIONAL FUNCTIONS IN $P_{d, r}(q)$

### 5.1 \ Proof of Theorem 2.7

We now show that if $\gcd(d, p) = 1$ then the monomials $f(X) = X^d$ satisfy $f(X) \notin P_{d, r}(q)$ if and only if

$$d \in \{1, 2\} \cup \{p^k + 1 : k = 1, 2, \ldots\}. \quad (5.1)$$

We may assume $\alpha \neq 0$.

For $d \in \{1, 2\}$, the polynomial $(X + 1)^d - X^d$ is trivially of the form $\beta X + 1$. So, it remains to note that we can write $1 = \mu^d - \mu$ for some $\mu \in \mathbb{F}_q^\times$

So, we now assume that $d \geq 3$. 


For $d = p^k + 1$ with $k \geq 1$ we have

$$(X + 1)^{p^k+1} - X^{p^k+1} = \sum_{j=0}^{p^k} \binom{p^k + 1}{j} X^j.$$  

By Lemma 3.7, we have

$$\binom{p^k + 1}{j} \equiv 0 \mod p \quad \text{for } j = 2, 3, \ldots, p^k - 1$$

and

$$\binom{p^k + 1}{j} \equiv 1 \mod p \quad \text{for } j \in \{0, 1, p^k\}.$$  

Hence,

$$(X + 1)^{p^k+1} - X^{p^k+1} = X^{p^k} + X + 1 = g(X)^p - g(X) + 2X,$$

where

$$g(X) = X^{p^k-1} + X^{p^k-2} + \cdots + X + \mu$$

and as before $\mu$ is such that $1 = \mu^p - \mu$.

Next, we check the remaining values of $d$ that are not of the form (5.1). For $\omega \in \F_q^*$ the polynomial

$$f_\omega(X) = (X + \omega)^d - X^d = \omega d X^{d-1} + \cdots + \omega^d$$

has the leading coefficient $\omega d$ and hence is of degree $d - 1 \geq 2$ because $\gcd(d, p) = 1$. Assume that

$$f_\omega(X) = \alpha(g(X)^p - g(X)) + \beta X.$$  

Then we have $d \equiv 1 \mod p$ and so the $p$-adic expansion of $d$ is of the form

$$d = 1 + d_1 p + \cdots + d_k p^k, \quad 0 \leq d_1, \ldots, d_k < p, \quad k \geq 1, \quad d_k \neq 0.$$  

By our assumption, we have either

$$d_k \geq 2, \quad \text{(that is, } p > 2), \quad (5.2)$$

and thus

$$d \geq 2 p^k + 1, \quad (5.3)$$
or

\[ k \geq 2, \quad d_k = 1, \quad \text{and} \quad d_i \neq 0 \quad \text{for some} \ i \leq i < k, \quad (5.4) \]

and thus

\[ d \geq p^k + p^i + 1. \quad (5.5) \]

Computing the derivative \( f'_\omega(X) \), we see that

\[ f'_\omega(X) = -\alpha g'(X) + \beta \]

and also

\[ f'_\omega(X) = d((X + \omega)^{d-1} - X^{d-1}) \]

\[ = d \sum_{j=1}^{d-1} \binom{d-1}{j} \omega^j X^{d-1-j} \]

\[ = d \sum_{j=2}^{d-1} \binom{d-1}{j} \omega^j X^{d-1-j}, \]

as for \( j = 1 \) we have

\[ \binom{d-1}{1} \omega^1 = d - 1 \equiv 0 \mod p. \]

Thus, either \( f'_\omega(X) = \beta \) or

\[ \deg f'_\omega = \deg g' < p^{-1} \deg f_\omega = \frac{d-1}{p}, \]

that is, in either case,

\[ \binom{d-1}{j} \omega^j = 0, \quad j = 2, \ldots, d - 1 - (d - 1)/p. \quad (5.6) \]

In particular, in the case (5.2), the inequality (5.3) implies

\[ d - 1 - \frac{d - 1}{p} = (d - 1) \left(1 - \frac{1}{p}\right) \geq 2p^k \left(1 - \frac{1}{p}\right) \geq p^k, \]

and in the case (5.4), the inequality (5.5) implies

\[ d - 1 - (d - 1)/p = (d - 1)(1 - 1/p) \geq (p^k + p) \left(1 - \frac{1}{p}\right) \geq p^i. \]
Now, applying (5.6) with \( j = p^k \) in the first case and \( j = p^i \) in the second case, and invoking Lemma 3.7 again, we derive

\[
\binom{d-1}{p^k} \equiv \binom{d_k}{1} \not\equiv 0 \pmod{p}
\]

in the first case, and

\[
\binom{d-1}{p^i} \equiv \binom{d_i}{1} \equiv d_i \not\equiv 0 \pmod{p},
\]

in the second case. This implies \( \omega^{p^k} = 0 \) and \( \omega^{p^i} = 0 \), respectively, and thus \( \omega = 0 \) in both cases, which contradicts our assumption \( \omega \neq 0 \).

### 5.2 Proof of Theorem 2.8

First, for \( \alpha = 0 \) and any \( \omega, \beta \in \overline{\mathbb{F}_q} \) with \( \omega \neq 0 \) we have to verify that

\[
(X + \omega)^{-d} - X^{-d} = \frac{X^d - (X + \omega)^d}{X^d(X + \omega)^d} \neq \beta X.
\]

This is trivial because 0 is a pole of the left-hand side but not of the right-hand side.

It remains to verify that for any \( \beta \in \overline{\mathbb{F}_q} \) and \( \alpha, \omega \in \overline{\mathbb{F}_q}^* \)

\[
\alpha^{-1}((X + \omega)^{-d} - X^{-d} - \beta X) = \frac{u(X)}{v(X)}
\]

is not of the form \( g(X)^p - g(X) \) with a rational function \( g(X) \in \overline{\mathbb{F}_q}(X) \), where

\[
u(X) = X^d(X + \omega)^d.
\]

Note that \( u(0)u(-\omega) \neq 0 \) and thus \( \gcd(u(X), v(X)) = 1 \). Write

\[
g(X) = \frac{a(X)}{b(X)}
\]

with polynomials \( a(X), b(X) \in \overline{\mathbb{F}_q}[X] \) such that \( \gcd(a(X), b(X)) = 1 \) and \( b(X) \) is monic. Cleaning the denominators, we get

\[
b(X)^p u(X) = a(X)(a(X)^p - b(X)^{p-1})v(X).
\]
As \( \gcd(b(X), a(X)^{p-1} - b(X)^{p-1}) = 1 \) we get by the unique factorization theorem

\[
v(X) = b(X)^p
\]

and thus \( d \equiv 0 \mod p \).

### 5.3 Proof of Theorem 2.9

We have to verify that under our conditions on \( f(X) \) for any \( \omega \neq 0 \), the polynomial \( f_\omega(X) \) is not of the form \( \alpha (g(X)^p - g(X)) + \beta X \).

Suppose the contrary that

\[
f(X + \omega) - f(X) = \alpha (g(X)^p - g(X)) + \beta X
\]

for some \( \alpha, \beta, \omega \in \mathbb{F}_q \) and write

\[
f(X) = \sum_{j=0}^{d} \gamma_j X^j \quad \in \mathbb{F}_q[X], \quad \gamma_d \neq 0.
\]

Put

\[
f_\omega(X) = f(X + \omega) - f(X).
\]

We have either

\[
f_\omega(X) = \beta X \quad \tag{5.7}
\]

or

\[
\deg f_\omega \equiv 0 \mod p. \quad \tag{5.8}
\]

Hence, the coefficients \( R_\ell \) of \( f_\omega(X) \) at \( X^\ell \) vanish for \( \ell = \ell_0, \ldots, d - 1 \) where \( \ell_0 = 2 \) in the case of (5.7) and \( \ell_0 = d - d_0 + 1 \) in the case of (5.8).

We have

\[
R_\ell = \sum_{j=\ell+1}^{d} \gamma_j \binom{j}{\ell} (\omega)^{j-\ell} = 0, \quad \ell = \ell_0, \ldots, d - 1.
\]

Note that by Lemma 3.7

\[
\binom{d}{k} \equiv \binom{d_0}{k} \neq 0 \mod p, \quad k = 0, \ldots, d_0.
\]
Define $T_\ell$, $\ell = 1, \ldots, d_0 - 1$, recursively by setting $T_1 = R_{d-1}$ and then for $\ell = 2, \ldots, \min\{d - \ell_0, d_0 + 1\}$ by

$$T_\ell = R_{d-\ell} - \gamma_d^{-1} \sum_{k=1}^{\ell-1} \gamma_{d-\ell+k} \left( \begin{array}{c} k + d - \ell \\ d - \ell \end{array} \right) \left( \begin{array}{c} d \\ k \end{array} \right)^{-1} T_k.$$  

By induction, we can show that

$$T_\ell = \gamma_d \left( \begin{array}{c} d \\ \ell \end{array} \right) \omega^{\ell} = 0, \quad \ell = 1, \ldots, \min\{d - \ell_0, d_0 + 1\}.$$  

As

$$\gamma_d \neq 0 \quad \text{and} \quad \left( \begin{array}{c} d \\ \ell \end{array} \right) \not\equiv 0 \mod p, \quad \ell = 1, \ldots, d_0,$$

we obtain

$$\omega^{\ell} = 0, \quad \ell = 1, \ldots, \min\{d - \ell_0, d_0\}.$$  

If $\min\{d - \ell_0, d_0\} \geq 1$, this implies $\omega = 0$, which contradicts our assumption $\omega \neq 0$. Considering both cases, $\ell_0 = 2$ and $\ell_0 = d - d_0 + 1$, we get the desired contradiction if $d \geq 3$ and $d_0 \geq 2$.

### 5.4 Proof of Theorem 2.10

Assume that

$$f(X + \omega) - f(X) - \beta X = \alpha \left( \frac{a(X)^p}{b(X)^p} - \frac{a(X)}{b(X)} \right)$$

for some $\alpha, \beta, \omega \in \overline{\mathbb{F}}_q$, $\omega \neq 0$, and relatively prime polynomials $a(X), b(X) \in \overline{\mathbb{F}}_q[X]$ with $b(X)$ monic. Then we get after simple calculations

$$(u(X + \omega)v(X) - u(X)v(X + \omega) - \beta Xv(X + \omega)v(X))b(X)^p$$

$$= \alpha (a(X)^p - a(X)b(X)^{p-1})v(X)v(X + \omega).$$  

(5.9)

As $\gcd(b(X), a(X)^p - a(X)b(X)^{p-1}) = 1$ and by our nondivisibility assumption of $v(X)v(X + \omega)$ by a nontrivial $p$th power, we obtain $b(X) = 1$.

For $\alpha = \beta = 0$, as $\gcd(u(X), v(X)) = 1$, we get $v(X) = v(X + \omega)$. Comparing the coefficients of $X^{\deg v - 1}$ we get $\deg v \equiv 0 \mod p$, which is excluded.

For $\alpha = 0$ and $\beta \neq 0$, as $\deg u \leq \deg v + 1$, the left-hand side of (5.9) is nonzero, which contradicts the right-hand side.

For $\alpha \beta \neq 0$, the degree of the left-hand side of (5.9) is $2\deg v + 1$ but the degree of the right-hand side is $\equiv 2\deg v \mod p$, which is again not possible.
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