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We study the (exclusive) $k_T$ jet algorithm using effective field theory techniques. Regularizing the virtualities and rapidities of graphs in the soft-collinear effective theory (SCET), we are able to write the next-to-leading-order dijet cross section as the product of separate hard, jet, and soft contributions. We show how to reproduce the Sudakov form factor to next-to-leading logarithmic accuracy previously calculated by the coherent branching formalism. Our result only depends on the renormalization group evolution of the hard function, rather than on that of the hard and jet functions as is usual in SCET. We comment that regularizing rapidities is not necessary in this case.

I. INTRODUCTION

Jets are important for understanding the background to new physics being investigated at the Large Hadron Collider. Jet production is a multi-scale process that involves the large energy of the jet, $Q$, and its small invariant mass, $m_{jet}$. A hierarchy of scales $Q \gg m_{jet}$ gives rise to large logarithms of the form $L \equiv \ln(Q^2/m_{jet}^2) \gg 1$ in perturbative calculations. These logarithms manifest in the jet production rate in the form

$$ R = \sum_{n=0}^{\infty} \sum_{m=0}^{2n} R_{nm} \alpha_s^n L^m, \quad (1) $$

where $\alpha_s$ is the strong coupling constant. Even when $\alpha_s \ll 1$, the large logarithms will ruin perturbation theory when $\alpha_s L^2 \sim 1$.

Well-known perturbative QCD (pQCD) techniques based on factorization theorems [1] and the coherent branching formalism [2] can sum these logarithms by writing the series [1] as

$$ R = C(\alpha_s) \Sigma(\alpha_s, L), \quad (2) $$

where

$$ C(\alpha_s) = \sum_{n=0}^{\infty} C_n \alpha_s^n, \quad (3) $$

$$ \ln \Sigma(\alpha_s, L) = Lf_0(\alpha_s, L) + f_1(\alpha_s, L) + \alpha_s f_2(\alpha_s, L) + \ldots $$

The coefficient function $C(\alpha_s)$ contains no large logarithms $L$, while $\Sigma(\alpha_s, L)$ sums the logarithms. The $f_0$ term sums the leading logarithms (LL), the $f_1$ term sums the next-to-leading logarithms (NLL), and the $f_{n \geq 2}$ terms sum the subleading logarithms. In this paper we will always refer to the logarithmic order in the exponent [3] as opposed to the logarithmic order in the perturbative rate [1].

An example of a jet definition is the (exclusive) $k_T$ jet algorithm [3, 4], proposed to resolve the exponentiation issue of the earlier JADE algorithm [3, 5, 6]. The $k_T$ and JADE algorithms combine final-state partons into jets using a distance measure $y_{ij}$ for all pairs of final-state partons $\{i, j\}$. If the smallest $y_{ij}$ is smaller than some pre-determined resolution parameter $y_c$, then that pair of partons are combined and all the $y_{ij}$’s are re-calculated. The procedure is repeated until all $y_{ij} > y_c$, and these pseudo-partons are then called jets. The $k_T$ algorithm measure for $e^+ e^- \to$ jets is

$$ y_{ij} = 2(1 - \cos \theta_{ij}) \frac{\min(E_{ij}^2, E_{ij}^2)}{Q^2} \quad (4) $$

where $Q$ is the centre-of-mass energy, $\theta_{ij}$ the angle between the final-state pair, and $E_{ij}$ their respective energy. We are interested in a two-jet final state where the cut parameter is small. Jets in the $y_c \ll 1$ region have small mass $m_{jet} \approx \sqrt{y_c} Q \ll Q$, which gives rise to large logarithms $L \equiv \ln(1/y_c)$. The $k_T$ dijet production rate has been calculated using the coherent branching formalism to full LL accuracy in [3, 4] and partial NLL accuracy in [7]. Clustering effects among multiple gluon emissions generate unsummed logarithms that start at $O(\alpha_s^2 L^2)$ in the exponent [8] and ruin the NLL summation of [7].

Effective field theory (EFT) techniques offer another approach to summing the large logarithms. Using EFT’s has the advantage of using the renormalization group (RG) to sum the large logarithms, as well as providing a systematic approach to power corrections. In [9] the $k_T$ dijet rate was calculated using soft-collinear effective theory (SCET) to next-to-leading order (NLO). SCET [10–15] describes QCD using highly boosted “collinear” fields and low energy “soft” fields. SCET has previously been successful in calculating jet shapes [16, 17], where it automatically separated the hard scattering interaction from the highly boosted interactions in the jets and from the soft radiation between them. Such a separation allows the rate to be written as the convolution of hard, jet (one for each of the dijets), and soft functions,

$$ R = H \times J \times \bar{J} \times S, \quad (5) $$

each of which depends on a different scale. These functions are then run individually to a common scale for logarithm summation. The authors of [9], however, were unable to use dimensional regularization to regulate the
individual NLO collinear and soft graphs of the $k_T$ dijet rate, making it unclear how to write the rate as separate jet and soft functions as in [5].

Recently [18, 19] a new regulator capable of regulating these divergences has been proposed. This new “rapidity regulator” effectively places a cut on the rapidities of the fields [19], enabling the rate to be written as separate scheme dependent jet and soft functions. The rapidity regulator was used to sum logarithms in the jet broadening event shape [16] [18] [19], which has a similar issue at NLO to the $k_T$ dijet rate. The introduction of the rapidity regulator opens up the possibility of the RG running in another scale $\nu$, in analogy to the usual RG running scale $\mu$ of dimensional regularization.

We propose to extend the work of [9] using the new rapidity regulator and investigate how to write the $k_T$ dijet rate as the product of hard, jet, and soft functions as in [5]. Our work provides another application of the rapidity regulator. As in [5] [13] [7] we assume a factorization theorem, which allows us to interpret the SCET collinear and soft graphs as the jet and soft functions that are run using the RG. We can then use the RG to attempt to sum the large logarithms. We find that we reproduce the coherent branching formalism result [7] but that neither approach sums the logarithms generated by clustering effects [8]. A similar result was recently found for the inclusive $k_T$ algorithm [20].

The summation of the logarithms in the $k_T$ dijet rate using SCET only requires the running of the hard function to NLL accuracy. The jet and soft functions act as a single soft function $S = J \times \bar{J} \times S$ that reproduces the infrared physics of QCD and depends only on a single soft scale. For NLL accuracy, it is unnecessary to define separate scheme-dependent jet and soft functions using the rapidity regulator.

The rest of the paper proceeds as follows: in Sec. II we review the NLO results and issues of [9], and in Sec. III we show how the rapidity regulator solves these issues. In Sec. IV we discuss the interpretation of our results and the utility of the rapidity regulator in Sec. V. We conclude in Sec. VI.

II. REVIEW OF PREVIOUS WORK

The $k_T$ algorithm was previously studied using SCET in [9]. SCET is the appropriate EFT to describe QCD with highly boosted massless fields. Collinear fields describe the boosted particles, and soft fields describe the low-energy particle exchanges. The interactions within each sector (soft, collinear in each direction) decouple from one another and are described by a copy of QCD [15]. The interactions between sectors in the full theory are reproduced in the currents via Wilson lines [11, 15].

The appropriate SCET operator for dijet production where $n$ and $\bar{n}$ are respectively the light-like directions of the jets is [14, 21]

$$O_2 = [\xi_n W_n] [Y_n^\dagger \Gamma Y_{\bar{n}}] [W_{\bar{n}}^\dagger \xi_{\bar{n}}]$$

where $\xi_n, \bar{n}$ is a two-component $n$- or $\bar{n}$-collinear spinor. The Wilson lines are defined in momentum space as

$$W_n = \sum_{\text{perm}} \exp \left( -\frac{g}{n \cdot \bar{\gamma}_A} A_n \right)$$

$$Y_n = \sum_{\text{perm}} \exp \left( -\frac{g}{n \cdot \bar{\gamma}_A} A_s \right) ,$$

with $W_n$ and $Y_n$ defined analogously. Here $\gamma^\mu$ is the momentum operator that acts on the gluon fields. The fields $A_s, A_n,$ and $A_{\bar{n}}$ represent soft, $n$-, and $\bar{n}$-collinear gluon fields respectively. The matching between QCD and SCET is well known [22] and gives the matching coefficient

$$C_2(\mu) = 1 + \frac{\alpha_s C_F}{2 \pi} \left( -\frac{1}{2} \ln \frac{\mu^2}{Q^2} - \frac{3}{2} \ln \frac{\mu^2}{Q^2} - 4 + \frac{\pi^2}{12} \right) + \ldots$$

and MS counterterm

$$Z_2(\mu) = 1 + \frac{\alpha_s C_F}{2 \pi} \left( \frac{1}{\epsilon} + \frac{3}{2} \epsilon + \frac{1}{\epsilon} \ln \frac{\mu^2}{Q^2} \right) + \ldots .$$

The ellipses denote higher orders in $\alpha_s$. The matching coefficient reproduces the UV physics of QCD.

The $e^+ e^- \rightarrow \gamma^* \rightarrow$ dijet rate is calculated in SCET by summing the collinear and soft diagrams and integrating over the appropriate phase space. Generally the rate is written in the form

$$\frac{1}{\sigma_0} \frac{d \sigma_{\text{dijet}}}{dy_c} = H \times (J \times \bar{J} \times S)$$

where $\sigma_0 = (4 \pi \alpha^2/Q^2) \sum_f e_f^2$ is the Born cross section. The soft contribution $S$ describes the interaction of the soft fields, while the hard function $H$ captures the physics of the hard initial interaction. The hard function is defined to be $H = |C_2|^2$. The jet contributions $J$ and $\bar{J}$

\footnote{For dijet rates via a $Z^0$, only the Born cross section is modified. This is irrelevant for our calculation.}
describe the interactions of the $n$- and $\bar{n}$-collinear fields respectively.

For perturbative calculations, the contributions in (10) are individually written as

$$F(\mu) = 1 + F^{(1)}(\mu) + F^{(2)}(\mu) + \ldots$$

where $F = H, J, \bar{J}, S$ and $F^{(n)}$ is the $O(\alpha^2_n)$ term. The two QCD diagrams that contribute to real emission at NLO are shown in Fig. 1. In SCET, the gluon can either be soft, $n$-, or $\bar{n}$-collinear, resulting in six graphs that must be summed. We write all momenta in lightcone coordinates $q^\mu = (n \cdot q, \vec{n} \cdot q, \vec{q}_n) \equiv (q^+, \vec{q}^-, \vec{q}_n)$. We adopt the convention of [9] and use the symbol $k \ll Q$ for soft momentum, and $\mu \sim Q$ for large momentum. Contributions from the NLO collinear and soft graphs in dimensional regularization are given by integrating the corresponding differential cross sections over the relevant phase space $PS_F$ [9]

$$S^{(1)}(\mu) = \frac{\alpha_s C_F}{2\pi} f_{\epsilon} \int_{PS_S} dk_3^{+} dk_3^{-} \frac{2}{(k_3^{+} k_3^{-})^{1+\epsilon}} \tag{12}$$

$$j^{(1)}(\mu) =\frac{\alpha_s C_F}{2\pi} f_{\epsilon} \int_{PS_n} dk_3^{+} dk_3^{-} \frac{(k_3^{+} k_3^{-})^{-\epsilon}}{Q k_3^{-}} \tag{13}$$

$$J^{(1)}(\mu) = \frac{\alpha_s C_F}{2\pi} f_{\epsilon} \int_{PS_0} \frac{dk_3^{+} dk_3^{-}}{(k_3^{+} k_3^{-})^{1+\epsilon}} \tag{14}$$

where $J$ is referred to as the naive collinear graph and $J_0$ the zero-bin. The "true" collinear contribution requires a zero-bin subtraction [22] and is defined as $J(\mu) = \tilde{J}(\mu) - J_0(\mu)$. We have introduced $f_{\epsilon} = \mu^{2\epsilon} e^{\epsilon \gamma_E}/\Gamma(1-\epsilon)$ for later convenience. The $n$-collinear graph is the same as the $n$-collinear graph at NLO, $J^{(1)}(\mu) = J^{(1)}(\mu)$.

The relevant NLO phase space constraints in SCET are found by applying the $k_T$ measure [1] to the $q\bar{q}q$ final state and expanding in $k \ll p, Q$. At leading order in power counting the fermions must be collinear, and we define $n^\mu$ to be in the direction of the quark. The constraints for a soft and $n$-collinear gluon are shown in Table 1 and plotted in Fig. 2. The constraints for an $\bar{n}$-collinear gluon are the same as those for an $n$-collinear gluon with “+” and “−” interchanged.

In [9] it was found that the NLO soft graph can be written as

$$S^{(1)}(\mu) = -\frac{\alpha_s C_F}{\pi} \frac{e^{\gamma_E}}{\Gamma(1-\epsilon)} \left( \frac{\mu^2}{y_c Q^2} \right)^\epsilon \int_0^1 dx \left( 1 - \frac{x^2}{\mu^2} \right)^{-\epsilon} \int_0^1 dx + \ldots, \tag{15}$$

where the ellipses denote terms that are properly regularized in dimensional regularization. The integral in (15) is not regularized as $x \rightarrow 0$, and this means that interpreting the soft function as the sum of the soft graphs as in [10] is not well defined. However, it was noted in [9] that the NLO zero-bin can be written as

$$J^{(1)}(\mu) = \left( \frac{x^2}{\gamma_c Q^2} \right) \epsilon \int_0^1 dx + \ldots, \tag{16}$$

where again the ellipses denote terms that are properly regularized. The $x \rightarrow 0$ divergence in this integral is the same as the soft graph. Because $J^{(1)}(\mu)$ enters into both $J(\mu)$ and $\tilde{J}(\mu)$ with a relative minus sign compared to the soft graph, the total rate $(1/\sigma_0)(d\sigma_{\text{dijet}}/dy_c)$ is properly regularized at NLO as expected.

Decomposing the rate as separately regularized jet and soft functions as in [10], where $J$ and $S$ are respectively the collinear and soft graphs, is therefore not possible using pure dimensional regularization. The issue of separately well-defined functions comes from how phase space is being divided between the collinear and soft graphs in this scheme. The soft graph is being integrated over the region $k_3^{+} \rightarrow 0$ while keeping $k_3^{+} k_3^{-} \leq y_c Q^2$. This is a highly boosted region, and is more naturally associated with the jet function than the soft function. The jet broadening rate has a similar issue in SCET as shown in [10].

As pointed out in [9], the soft graph can be regulated using a different scheme such as a cut-off regulator. The cut-off regulator removes the contribution of the aforementioned region from the soft graph and regulates the integral in (15). The jet broadening rate can also be regularized using a cut-off. The cut-off regulator, however, is not very attractive as it is not gauge invariant, making it hard to run using the RG. It is also unclear how to define it in the naive collinear calculation.

Another scheme also studied in [9] is to use offshellness as an infrared regulator, while using dimensional regularization to regulate the UV. Here, the small quark and anti-quark offshellness regulates the integrals in (15) and (16). However, the resulting collinear and soft contributions – including the virtual diagrams – are not individually infrared finite, even though these infrared divergences cancel in the total NLO rate as expected. Therefore it is again unclear how to interpret these as the jet and soft functions of (10).

In the next section we use the recently introduced rapidity regulator [18] to separate the low energy theory into jet and soft functions associated with the collinear and soft fields respectively.

### III. NEXT-TO-LEADING-ORDER CALCULATION

In this section we show how all the divergences in the phase space of the soft graphs are tamed with the intro-
The rapidity regulator modifies the NLO collinear and soft graphs similarly to $\epsilon$. The new parameter $\eta$ acts as an energy cut-off in a similar way that dimensional regularization acts as a cut-off on the mass scale of loop momenta \cite{24}. The form is similar to dimensional regularization and also maintains gauge invariance \cite{19}, unlike a cut-off regulator. We will show in this section that using the rapidity regulator splits the NLO collinear and soft interactions respectively. The rapidity regulator modifies the momentum-space definition of the Wilson lines \cite{7} to \cite{18,19}

\[
W_n = \sum_{\text{perm}} \exp \left( -\frac{\epsilon}{n \cdot P} \left[ \frac{w^2}{\nu - \eta} - \frac{\bar{n} \cdot A_n}{\nu} \right] \right)
\]

\[
Y_n = \sum_{\text{perm}} \exp \left( -\frac{\epsilon}{n \cdot P} \left[ \frac{w^{2\eta - 2\eta^2}}{\nu - \eta} - \frac{n \cdot A_s}{\nu} \right] \right).
\]

Note that the phase space constraints $PS_F$ are not affected. The pure dimensional regularized functions are recovered in the $n \to 0$ limit. Calculating the collinear and soft graphs is now straightforward. As has been previously demonstrated \cite{19}, we must expand in $\eta$ before $\epsilon$. As we are considering the $y_c \ll 1$ region, all terms subleading in $y_c$ are also suppressed.

The naive NLO collinear graph is

\[
\bar{J}^{(1)}(\mu, \nu) = \frac{\alpha_s C_F}{2\pi} \left( 4w^2 \left( 1 - \frac{\pi^2}{12} - \ln 2 \right) - \frac{1}{2} + \ln 2 + \frac{\epsilon}{\eta} \ln \left( \frac{Q^2 y_c}{\mu^2} \right) \left( w^2 (2 + \ln y_c) - \frac{1}{2} \right) \right).
\]

We leave in $w$ for now and will set it to one at the end. The logarithms cannot be minimized at any one scale because we have not yet included the zero-bin subtraction. The NLO zero-bin contribution is

\[
J_0^{(1)}(\mu, \nu) = \frac{\alpha_s C_F}{2\pi} \left( -\frac{2}{\epsilon \eta} + \frac{1}{\epsilon} \ln \frac{y_c Q^2}{\nu^2} + \frac{2}{\epsilon} \ln \frac{y_c Q^2}{\mu^2} - \ln \frac{y_c Q^2}{\mu^2} \ln \frac{y_c Q^2}{\nu^2} \right).
\]

Subtracting the zero-bin from the naive collinear graph gives the true (bare) collinear contribution

\[
J^{B(1)}(\mu, \nu) = \frac{\alpha_s C_F}{2\pi} \left( 4w^2 \left( 1 - \frac{\pi^2}{12} - \ln 2 \right) - \frac{1}{2} + \ln 2 + \frac{1}{\epsilon} \ln \left( \frac{Q^2 y_c}{\nu^2} \right) \left( 2w^2 \left( \frac{1}{\eta} + \frac{1}{2} - \ln \frac{Q^2}{\nu^2} \right) - \frac{1}{2} \right) \right).
\]

The collinear logarithms can be minimized at $\mu_J = \sqrt{y_c Q}$ and $\nu_J = Q$. The $\bar{n}$-collinear contribution $\bar{J}(\mu, \nu)$ is exactly the same as $J(\mu, \nu)$ at this order in $\alpha_s$. 

\[\text{FIG. 2. NLO } k_F \text{ dijet phase space for (a) } n\text{-collinear gluon (b) soft gluon and (c) zero-bin. These plots are taken from [9], and the bold arrows indicate that the plots extend to infinity.}\]
The NLO soft graph can be calculated similarly. The extra \( \eta \)-dependent piece in \([18]\) regulates the divergence of \([19]\). The NLO (bare) soft graph is

\[
S^{B(1)}(\mu, \nu) = \frac{\alpha_s C_F}{2\pi} w^2 \left( \ln^2 \frac{Q^2}{\mu^2} - \frac{\pi^2}{3} \right) + 2 \left( \frac{1}{\epsilon} - \frac{2}{\eta} + \ln \frac{Q^2}{\nu^2} \right) \left( \frac{1}{\epsilon} - \ln \frac{Q^2}{\mu^2} \right),
\]

where the logarithms are minimized at the scales \( \mu_S = \sqrt{\pi Q} = \nu_S \). Note that the dimensional regularization scale of the soft graph is equal to that of the collinear graph, \( \mu_J = \mu_S \).

Putting the collinear and soft graphs together, as well as the matching coefficient \([8]\) and the counterterm \([9]\), the \( k_T \) dijet rate is

\[
\frac{1}{\sigma_0} \frac{d\sigma_{\text{dijet}}}{d\eta} = H(\mu)J(\mu, \nu)J(\mu, \nu)S(\mu, \nu)
\]

\[
= 1 + \frac{\alpha_s C_F}{2\pi} \left( -\ln^2 y_c - 3 \ln y_c + \frac{\pi^2}{6} - 1 - 6 \ln 2 \right) + \ldots,
\]

which exactly reproduces the pQCD result \([3] [6] [7]\). All the graphs must be evaluated at the same \( (\mu, \nu) \). Notice that the \( \nu \) dependence must cancel between the collinear and soft graphs because \( H \) is \( \nu \)-independent. This is a general result and means that, when added together, the \( \eta \) dependence of the \( J,\bar{J},\text{and} S \) counterterms must vanish \([18]\).

We find that unlike in \([4]\), we can define the jet and soft functions in \([10]\) as the collinear and soft interactions respectively. In the next section we show how to sum the logarithms using the RG by running each function individually. We then compare the summed expression to the coherent branching formalism result.

IV. NEXT-TO-LEADING LOGARITHM SUMMATION

We wish to calculate both \( f_0 \) and \( f_1 \) of \([3]\) to sum the logarithms and compare to \([7]\). Because we have two UV regulators, the jet and soft functions now run through a two-dimensional \( (\mu, \nu) \) space.

The renormalized function \( F \) is defined in terms of the bare function \( F^B \) and counterterm \( Z_F \) as \( F^B = Z_F F \). Therefore, the anomalous dimensions in the two directions of the \( (\mu, \nu) \) space are found using

\[
\gamma_F^\mu(\mu, \nu) = -\left( \frac{\partial}{\partial \ln \mu} + \beta(\alpha_s) \frac{\partial}{\partial \alpha_s} \right) \ln Z_F
\]

\[
\gamma_F^\nu(\mu, \nu) = -\left( \frac{\partial}{\partial \ln \nu} + \beta(w) \frac{\partial}{\partial w} \right) \ln Z_F
\]

where \( F = H, J, S \). The running of the coupling constant \( \beta(\alpha_s) = -2\alpha_s \epsilon + O(\alpha_s^2) \) is well-known and \( \beta(w) = -\eta w/2 \)

\[\text{exactly \([19]\). The counterterms of the jet and soft functions are found from \([21]\) \text{and} \([22]\) to be}

\[Z_S = 1 + \frac{\alpha_s C_F}{2\pi} \left( \frac{2}{\epsilon^2} - \frac{4}{\epsilon \eta} + \frac{2}{\eta} \ln \frac{\mu^2}{\nu^2} + \frac{4}{\eta} \ln \frac{\mu_0^2}{\mu^2} \right) + \ldots\]

\[Z_J = 1 + \frac{\alpha_s C_F}{2\pi} \left( \frac{2}{\epsilon \eta} + \frac{3}{2\epsilon} - \frac{1}{\eta} \ln \frac{Q^2}{\nu^2} - \frac{2}{\eta} \ln \frac{\mu_0^2}{\mu^2} \right) + \ldots\]

\[\text{where we have set} \, w = 1, \, \mu_0^2 = y_c Q^2, \text{and the ellipses here denote higher orders in} \, \alpha_s. \, \text{The hard function counterterm} \, Z_H^{-1} = |Z_2|^2 = Z_S Z_J^2 \text{as expected. The NLO anomalous dimensions are}

\[
\gamma_H^\mu = \frac{2\alpha_s C_F}{\pi} \ln \frac{\mu^2}{\nu^2} \quad \gamma_H^\nu = \frac{\alpha_s C_F}{\pi} \left( \frac{3}{2} + \ln \frac{\nu^2}{Q^2} \right)
\]

\[
\gamma_J^\mu = -\frac{\alpha_s C_F}{\pi} \ln \frac{\mu_0^2}{\mu^2} \quad \gamma_J^\nu = -\frac{\alpha_s C_F}{\pi} \left( 3 + 2 \ln \frac{\nu^2}{Q^2} \right).
\]

The hard anomalous dimension in the \( \nu \) direction vanishes identically because \( Z_2 \) is \( \nu \)-independent. For consistency in the running, we must have

\[
-\gamma_H = 2\gamma_J + \gamma_S,
\]

\[\text{where} \, \gamma_F = \langle \gamma_H^\mu, \gamma_H^\nu \rangle = -\nabla^\nu \ln Z_F \text{with} \, \nabla \equiv \left( \frac{\partial}{\partial \mu}, \frac{\partial}{\partial \nu} \right). \text{From \([26]\), we see that these conditions are satisfied at NLO.}

\]

The anomalous dimensions allow the functions to be run to any scale. However, unlike in the usual case of only using dimensional regularization to regulate the UV, the hard, jet, and soft functions are now scalar functions defined over a two-dimensional \( (\mu, \nu) \) space. Path independence of running is equivalent to the curl of \( \gamma_F \) vanishing. This vanishing curl gives the condition

\[
\mu \frac{d}{d\mu} \gamma_F^\mu(\mu, \nu) = \nu \frac{d}{d\nu} \gamma_F^\nu(\mu, \nu),
\]

which, along with \([27]\), must be satisfied to all orders in \( \alpha_s \). We show in the Appendix that the soft \( \nu \) anomalous dimension can be written as

\[
\gamma_S^\nu(\mu) = \gamma_S^\nu(\mu_0) + \int_{\mu_0}^{\mu} \frac{d\mu'}{\mu'} \left( \nu \frac{d}{d\nu} \gamma_S^\nu(\mu', \nu) \right),
\]

where the general form of the soft \( \mu \) anomalous dimension is taken to be

\[
\gamma_S^\mu(\mu, \nu) = \Gamma_S[\alpha_s(\mu)] \ln \frac{\mu^2}{\nu^2} + \gamma_S[\alpha_s(\mu)].
\]

Here \( \Gamma_S \) is called the cusp anomalous dimension. The \( \gamma_S^\mu(\mu_0) \) contains no logarithms and all the logarithmic dependency of \( \gamma_S^\nu(\mu) \) is determined by the \( \mu \) anomalous dimension. A similar expression to \([29]\) appears in \([19]\). The hard anomalous dimension has a similar form as \([30]\) with \( \nu = Q \). The jet anomalous dimension is completely constrained by the hard and soft anomalous dimensions from \([27]\).
We can use the above to solve the RG equations and sum the logarithms. Each function $F(\mu, \nu)$ must be evolved from the scale that minimizes its logarithms $(\mu_F, \nu_F)$ to a common scale. The solution to the RG equations gives the running of each function

$$F(\mu_2, \nu_2) = F(\mu_1, \nu_1) e^{\gamma_F^\nu(\mu, \nu_2) - \gamma_F^\nu(\mu_1, \nu_2)} e^{\gamma_H^\nu(\mu_1, \nu_1)}$$

(31)

where we have chosen to run in $\nu$ first but path independence is guaranteed with the use of (29). The summed rate for the path in Fig. 3 is therefore

$$\frac{1}{\sigma_0} \frac{d\sigma_{k_F}^{\text{dijet}}}{d\mu} = H(\mu_H) J(\mu_H, \nu_H) J(\mu, \nu) S(\mu_S, \nu_S)$$

$$\times e^{K_H(\mu_H, \mu)} \omega_H(\mu_H, \mu) \left( \frac{\mu_J}{\nu_J} \right)^{\omega_H(\mu_H, \mu)}$$

(32)

where we have run to a general $(\mu, \nu)$, and used the consistency equations (27) and path independence (29) to write everything in terms of the hard and soft running. Terms subleading to NLL accuracy have been suppressed. Because of path independence, we can choose any other path and get the same NLL terms. The summed rate is both $\mu$- and $\nu$-independent, as expected.

The running kernels in (32) are defined as

$$\omega_F(\mu_1, \mu_2) = -\frac{\Gamma_F^0}{\beta_0} \ln r + \frac{\alpha_s(\mu_2)}{4\pi} \left( K - \frac{\beta_1}{\beta_0} \right) \frac{\alpha_s(\mu_2)}{4\pi} (r - 1)$$

$$K_F(\mu_1, \mu_2) = -\frac{\alpha_s(\mu_1)}{8\pi \beta_0} \ln r - \frac{2\pi \Gamma_F^0}{\beta_0^2} \left[ \frac{r - 1}{2} \ln r - \frac{\alpha_s(\mu_1)}{8\pi \beta_0} \ln^2 r \right]$$

(33)

where we denote $r = \frac{\alpha_s(\mu_2)}{\alpha_s(\mu_1)}$. The coefficients $\Gamma_F^0$ and $\gamma_F^0$ are given from the general form of the anomalous dimension (30) as

$$\Gamma_F[\alpha_s(\mu)] = \left( \frac{\alpha_s}{4\pi} \right)^2 \Gamma_F^0 + \frac{\alpha_s}{4\pi} \Gamma_F^1 + \ldots$$

$$\gamma_F[\alpha_s(\mu)] = \left( \frac{\alpha_s}{4\pi} \right)^2 \gamma_F^0 + \frac{\alpha_s}{4\pi} \gamma_F^1 + \ldots$$

(34)

where from (26) we can read off

$$\Gamma_F^0 = -8C_F \quad \gamma_F^0 = -12C_F$$

$$\Gamma_F^1 = 8C_F \quad \gamma_F^1 = 0.$$  

(35)

The $\beta$-function of the coupling constant $\alpha_s$ also has an expansion

$$\beta[\alpha_s(\mu)] = -2\alpha_s \left[ \frac{(\alpha_s}{4\pi}) \beta_0 + \frac{(\alpha_s}{4\pi})^2 \beta_1 + \ldots \right]$$

(36)

where

$$\beta_0 = \frac{11C_A}{3} - \frac{2n_f}{3}$$

$$\beta_1 = \frac{34C_A^2}{3} - \frac{10CA n_f}{3} - 2C_F n_f.$$  

(37)

The two-loop running in the coupling constant $\alpha_s(\mu)$ gives

$$\frac{\alpha_s(Q)}{\alpha_s(\mu)} = 1 + \frac{\alpha_s(Q) \beta_0}{4\pi \beta_0} \ln \frac{\mu^2}{Q^2}$$

$$+ \frac{\alpha_s(Q) \beta_1}{4\pi \beta_0} \ln \left( 1 + \frac{\alpha_s(Q) \beta_0}{4\pi \beta_0} \ln \frac{\mu^2}{Q^2} \right).$$ (38)

The factor

$$K \equiv \left( \frac{67}{9} - \frac{\pi^2}{3} \right) C_A - \frac{10}{9} n_f$$

is the well-known ratio of the one- and two-loop cusp anomalous dimensions, $K = \Gamma^0_F / \Gamma^1_F$ [7, 10], and is required for the NLL summation.

Choosing the scales that minimize the logarithms in the hard, jet, and soft functions

$$\mu_H = Q \quad \mu_J = \mu_S = \mu_0$$

$$\nu_J = Q \quad \nu_S = \nu_0$$

(40)

simplifies (32) to

$$\frac{1}{\sigma_0} \frac{d\sigma_{k_F}^{\text{dijet}}}{d\mu} = H(Q) J(\mu_0, Q) J(\mu_0, Q) S(\mu_0, \mu_0)$$

$$\times e^{K_H(Q, \mu_0)} \left( \frac{\mu_0}{Q} \right)^{\omega_H(Q, \mu_0)}$$

(41)

which sums the rate to NLL accuracy. From the above equation we can see that only the RG of the hard function is required for the summation to NLL accuracy. The action of running in rapidity cancels between the jet and soft functions. We will discuss this issue in more depth in the following section.

We can now find the functions $f_0$ and $f_1$ of [3] from (41). The LL summation comes from setting $\gamma_F^0 = K = \beta_1 = 0$. The NLL summation comes from the terms proportional to a single power of $\gamma_F^0$, $K$, and $\beta_1$. Therefore,

$$f_0 = -\frac{\Gamma^0_H}{2\beta_0} \left( \frac{1 + \ln(1 - x)}{x} \right)$$

(42)

$$f_1 = \frac{\gamma^0_H}{2\beta_0} \ln(1 - x) + \frac{\Gamma^1_H}{2\beta_0} \left( \frac{x + \ln(1 - x)}{1 - x} + \frac{1}{2} \ln^2(1 - x) \right)$$

$$- \frac{\Gamma^0_H \beta_1}{2\beta_0^2} \left( \frac{x + \ln(1 - x)}{1 - x} + \frac{1}{2} \ln^2(1 - x) \right)$$

(43)
FIG. 4. Plots of (41) for LL and NLL accuracy. NLO is the order in $\alpha_s$ the coefficient function $C(\alpha_s)$ of (3) is taken to. The multipole expansion breaks down before $L \to 0$ or $y_c \to 1$, and the inclusion of NLO terms in $C(\alpha_s)$ improves accuracy of the curve over this region. The procedure for calculating the error bands is described in the text.

where $x \equiv \alpha_s C_F \beta_0 L / (4\pi)$. Using (35) we see that the functions agree exactly with the coherent branching formalism result [7]. We plot the summed rate in Fig. 4 as a function of $\ln(1/y_c)$. The maximum jet production is at around $y_c \approx 0.2$, which corresponds to jets of mass $\sqrt{y_c} M_Z \approx 40 \text{GeV}$ for LEP – well above $\Lambda_{\text{QCD}}$.

The error in Fig. 4 is found by varying the scales $\mu_{H,J,S}$ and $\nu_{J,S}$ in (32) by 2 and 1/2 of their values in (40). We vary the jet and soft scales together to maintain the $\mu_J \approx \mu_S$ scaling. Varying the $\nu_F$ scales without varying $\mu_J$ produces no error due to the exponent $\omega_S(\mu_J = \mu_0, \mu_0) = 0$. We take a naive approach to estimate the correlated errors by varying $\mu_J$ and $\nu_F$ together, and taking the geometric mean of the resulting percent errors.

V. DISCUSSION

That only the RG of the hard function is necessary for NLL accuracy suggests the $k_T$ dijet rate should be written as

$$\frac{1}{\sigma_0} \frac{d\sigma_{k_T}^{\text{dijet}}}{dy_c} = H(\mu)S(\mu).$$

(43)

Here the new soft function $S(\mu) = J(\mu)\bar{J}(\mu)S(\mu)$ is the combined collinear and soft graphs and is well defined at NLO in pure dimensional regularization as seen in [9] and Sec. [14]. This new soft function is also infrared finite, as shown by using offshellness to regulate the infrared divergences of the collinear and soft graphs [9]. By running the functions between $\mu_H = Q$ and $\mu_S = \sqrt{y_c} Q = \mu_{S,J}$ the $k_T$ dijet rate [11] is reproduced to NLL accuracy.

By choosing to run along the particular path in Fig. 5, it is clear that only the combined collinear and soft graphs are required for NLL summation. Along this path, the general form of the $\nu$ anomalous dimension [20] becomes

$$\gamma_S^{(n)}(\mu_0) = \alpha_s(\mu_0) \sum_{m \geq 0} \tilde{\gamma}_S^{(m)}(\mu_0)^m,$$

(44)

which contains no large logarithms. For $N^k\text{LL}$ accuracy only the $m \leq k$ terms are required. However, in general the $\tilde{\gamma}_S^{(0)}$ term, which is required for NLL accuracy, vanishes as seen in the $k_T$ dijet rate above and all the cases in [19]. For $N^2\text{LL}$ accuracy, therefore, only the hard running and the $\tilde{\gamma}_S^{(1)}$ term are required.
FIG. 6. Running the soft function in a rectangular path back to itself. Naively this results in a LL phase when \( \nu_2 \gg \nu_1 \).

VI. CONCLUSION

We have studied the (exclusive) \( k_T \) dijet rate using effective theory methods, and shown how to reproduce the coherent branching formalism result to NLL accuracy. We must use the rapidity regulator if we wish to separate the NLO rate into regularized jet and soft functions. We have demonstrated how to sum to LL and NLL accuracy using the rapidity regulator in a path independent way, which can be generalized to any process that has a factorization theorem. We comment that the rapidity regulator is unnecessary for summing the large logarithms to NLL accuracy in the example of the \( k_T \) dijet rate. The same accuracy can be achieved if we consider the combined jet and soft function and run to the common jet and soft scale. We also find that using SCET with a rapidity regulator does not account for clustering effects and cannot improve the coherent branching formalism result. A more complicated SCET-like theory may be able to properly account for these clustering effects, however, we do not explore such a theory in this paper.
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APPENDIX

Here we show, using the soft function as an example, how to obtain (29), which allows us to sum to NLL accuracy. Our argument relies on factorization of scales, the consistency condition (27), the vanishing curl (28), the general form of \( \gamma_H \), and that the anomalous dimensions are defined perturbatively in \( \alpha_s \).

Factorization means that the anomalous dimensions of each function are sensitive only to scales relevant to it. Therefore, the \( \nu \) dependence of \( \gamma_J \) and \( \gamma_S \) will only be of the form \( \ln(\nu/Q) \) and \( \ln(\nu/\mu_0) \) respectively. The consistency condition (27) requires that all \( \nu \) dependence of \( \gamma_J' \) and \( \gamma_S' \) must cancel to all orders in perturbation theory. As \( \gamma_J'' \) is cusp-like and \( \gamma_H'' \) vanishes, \( \gamma_J' \) can have at most a linear dependence on \( \ln(\nu/\nu_F) \) and \( \gamma_F' \) must have no \( \nu \) dependence.

The appearance of \( \ln(\mu/\mu_0) \) in \( \gamma_F'' \), on the other hand, is not constrained. These logarithms can show up in arbitrary powers, as long as they cancel one another in the sum \( \gamma_S'' + 2\gamma_J'' \) to reproduce \( \gamma_H'' \). Fortunately these logarithms have negligible effect on NLL summation. This fact is made clear by the particular path shown in Fig. 5, where these logarithms vanish in \( \gamma_S''(\mu_0) \). Because of this and path independence, we suppress these terms in (30).

The fact that \( \gamma_S'' \) is independent of \( \nu \) to all orders in \( \alpha_s \) is also fixed by the form of \( \gamma_S'' \) in (30) and the vanishing curl (28). Taking this general form and applying \( \nu(d/d\nu) \) to both sides of (28) yields

\[
\mu \frac{d}{d\mu} \left( \nu \frac{d}{d\nu} \gamma_S''(\mu, \nu) \right) = 0. \tag{A.1}
\]

This means that \( \nu(d/d\nu)\gamma_S''(\mu, \nu) \) is independent of \( \mu \) and in particular \( \alpha_s(\mu) \). Such terms do not exist in perturbation theory, unless \( \gamma_S''(\mu, \nu) \) is independent of \( \nu \).

The full \( \mu \) dependence of \( \gamma_S'' \) can therefore be obtained from \( \gamma_J'' \) via integrating (28):

\[
\gamma_S''(\mu) = \gamma_S''(\mu') + \int_{\mu'}^\mu d\mu'' \left( \nu \frac{d}{d\nu} \gamma_S''(\mu'', \nu) \right). \tag{A.2}
\]

In (29) we choose \( \mu' = \mu_0 \) such that all logarithms in \( \gamma_S''(\mu') \) vanish and only the non-logarithmic terms remain. If (A.2) is not used, then running the soft function in the closed path shown in Fig. 6 would result in a large phase that spoils the LL accuracy of the results when \( \nu_2 \gg \nu_1 \).
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