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Abstract: In the study we use the right-tail unit root test to analyse the presence of mild explosive dynamics (exuberance) in housing prices of the 17 largest Polish cities in the period 2006–2021 (for quarterly data). In terms of real prices from the secondary market, we were able to demonstrate the existence of episodes of mild explosive dynamics for 13 of the 17 cities studied. When we changed the context of the study and performed the same tests for the price-to-income ratio, we found that episodes of price exuberance could be indicated only in the case of two cities. The overall conclusion is that rising average incomes tend to mitigate the explosive dynamics and change the context in which the whole issue of housing bubbles is viewed. The answer to the question of whether there is indeed already a situation of price bubbles in local housing markets in Poland is of course crucial for those interested in buying or selling a housing unit (i.e., the participants of this market), but it must also remain important for the monetary authorities implementing monetary and macroprudential policies in Poland.
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1. Introduction

Poland is currently experiencing the second fastest increase in housing prices in Europe (after Luxembourg). At least, this is according to the data published by Eurostat (Eurostat 2021). Taking the average of transaction prices on the secondary market of 10 Polish cities published quarterly by the National Bank of Poland (NBP 2021), the rates of increase in 2018 and 2019 were in double digits (11.8% and 14.5%, respectively) (NBP 2021). In 2020, the rate of increase was already slightly lower, although 8% growth still seems impressive for the period of uncertainty caused by the coronavirus pandemic. So far, 2021 has brought a further continuation and even some acceleration of the strong trend that has been going on for several years (prices rose by 3.65% in the first quarter of 2021 alone) (NBP 2021). From quarter to quarter, real estate prices are marking new all-time highs. Undoubtedly, the rise in property values, caused across Europe by low interest rates and high inflation, is being amplified in Poland by rising housing prices catching up with rising wages. In view of such sharp increases, it is worth asking whether the current market situation is not actually the formation of a price bubble.

It is worth noting that previous evidence shows that loose monetary policy (maintaining low interest rates) undoubtedly favours the formation of bubbles in the long run (Balcerzak 2009; Cizkowicz and Rzońca 2010; Siwiński 2011; Flotynski 2020). The effects of loose monetary policy are discussed in the studies of Woźniak and Winiecki (2013), Winiecki (2013) and Flotynski (2020). In most cases, low interest rates support the economy only in the short term, while in the long term they prove to be an economic policy mistake and encourage the accumulation of crisis-like developments (Flotynski 2020), for example...
by leading to a situation of excessive boom in the housing market (Siwiński 2011). It should also be taken into account that the structure of housing demand itself has changed in recent years, in the sense that the value of housing purchases for cash, i.e., without the use of mortgage loans, has increased significantly (Czerniak and Kawalec 2020). This in turn implies that there is now mainly an inflow of portfolio investment into the Polish housing market (in line with speculative demand), which is likely the effect of very low rates of return on alternative forms of capital allocation, such as bank deposits, stock market investments or retail bonds. Czerniak and Kawalec (2020) argue that this situation usually occurs in the declining phases of the housing market boom. According to them, in the early stages of the upward trend in housing markets, purchases are mainly financed by mortgages. In the first half of 2019 alone, the value of cash purchases of residential real estate reached PLN 7.5 billion, which represents a 90% increase compared to the same period in 2015 and 65% more than the value of mortgage demand (excluding own contribution) in the first half of 2019 (NBP 2019; Czerniak and Kawalec 2020). This is hardly surprising given the influx of portfolio investors, as interest rates are close to zero while rates of return (from housing purchases) are either in double digits or near double digits (8% p.a. in 2020). However, it should be borne in mind that portfolio investments are typically speculative in nature, i.e., short-term in nature and aimed at quick returns. The answer to the question of whether there is indeed already a situation of price bubbles on local housing markets in Poland is, of course, crucial for those interested in buying or selling a housing unit (i.e., the participants of this market), but it must also remain important for monetary authorities implementing monetary and macroprudential policies in Poland. A possible collapse of prices in the housing market may lead to sharp economic fluctuations, something that the Polish monetary authorities should be wary of and therefore conduct their monetary policy in such a way as to prevent such a situation (Siwiński 2011; Flotyński 2020). In other words, the NBP should monitor the housing market and take preventive measures against the accumulation of macroeconomic imbalances and the occurrence of sharp economic fluctuations (i.e., preventive measures) that could be caused by a collapse (possible turbulence) in the housing market.

It is worth explaining at this point what a price bubble is in general and how it is defined and presented in the literature. A speculative bubble is a process of unsustainable decline in the market price of a specific asset, subject to a self-perpetuating mechanism (Abolafia and Kilduff 1988). This whole process is coupled with a noticeable market overactivity which is of a transient nature. The very moment of the bursting of an asset bubble is preceded by an intensive boom phase, i.e., a relatively fast rise in prices, which is followed by a meltdown phase, i.e., a sudden collapse of prices (Czerniak and Witkowski 2016). The evolution of this process can be explained by a positive feedback loop mechanism (i.e., the so-called snowball effect) known from the systems theory, which first causes a sharp rise in prices (i.e., reinforces price increases) and then usually leads to an even sharper collapse, introducing a state of disequilibrium, driving the price action out of its equilibrium (Czerniak and Kawalec 2020).

The process of bursting bubbles is accompanied by a decline in wealth of many investors. A speculative bubble is also referred to as a price bubble, speculative balloon, speculative mania, speculative frenzy, “speculative fever”, etc. Typically, housing bubbles occur when property prices rise without any special rational reasons finding their justification in the market, e.g., rising reconstruction values due to material or labour price increases. However, according to Lind (2009), a price bubble should not be defined on a rational–foundational basis, but only in relation to the price action (price evolution) itself. In a nutshell, to identify a bubble in any market, it is enough to indicate periods of rapid increases followed by rapid falls in prices. In contrast, the prospect of assessing valuations through the lens of fundamental analysis, in the context of price discovery alone, should not be considered at all. As Lind (2009) notes, looking at price collapses in terms of fundamental analysis could seem problematic, since the very concept of ‘fundamental analysis’ is an ambiguous and partly discretionary one. Lind (2009) argues that price
bubbles usually cannot be explained by a single factor, but are the result of the interaction of many factors. It is however possible to develop whole sets of indicators, although these should only be treated as warning signals. In addition, such a picture can be linked to price evolution, indicating sharp falls in prices after a preceding period of rapid increases—and if such a situation arises, it is reasonable to assume the existence of bubbles. Lind (2009) points to factors such as interest costs relative to household income, supply elasticity, price expectations and credit conditions.

Typically, in a situation of bubble occurrence, psychological factors become dominant, which is based on the expectations of market participants (Czerniak and Kawalec 2020). For example, potential buyers, noticing an established upward trend, and fearing further price increases, are more inclined towards quicker action and decide to make a purchase in order to catch up with further price increases. Bubbles are caused by the overactivity of market participants, which in turn leads to unimaginable increases in asset prices, followed by periods of visible price collapses. The traditional understanding is that housing bubbles occur when housing prices exceed the reconstruction value of a real estate, or in other words the total fair value of all the components required to recreate such real estate in the same location. This in turn is related to the replacement cost or replacement value that an entity would have to pay to replace the housing unit at its face value. Bubble formation occurs when housing owners believe that they can obtain a price that is higher than the fair value (Malkiel 2010). Most often than not, investors are lured into investing at times of bubble formations, which is often irrational and based on pure expectations of a continuation of the prevailing upward trend. Naturally, at some stage of such a rise in prices there must come a point when investors begin to understand the irrationality of the whole situation and they do not expect prices to rise any further, at which point there is a fall in demand and a sudden collapse in prices (Shiller 2003).

Periods of irrational price exuberance in housing markets occur quite frequently. A number of examples of the episodes of price exuberance in housing markets can be found in the paper by Oust and Hrafnkelsson (2017). More than a decade ago, when housing bubbles had burst in many countries, apart from the losses in the real estate sector, it caused turmoil in the whole financial system, and spilled over to other sectors inducing a sharp recession in many countries across the globe. Arguably, there is no need for further evidence demonstrating that housing markets constitute an extremely important element of any economy, and since they are now also highly financialised, they have therefore become an integral part of modern financial markets (Said et al. 2014; Kamiński 2019; Wijburg 2020).

Long-term price increases in housing markets usually lead many participants of these markets to believe that investments in this type of assets are risk-free. Of course, in reality this is not the case, and in certain situations real estate may lose its value in a very dynamic manner. The fact of the matter is that buying property in a bubble price environment involves very high risks, which are often underestimated. The problem is all the more significant because it is not uncommon for a purchasing decision to be accompanied by the launch of a multi-year mortgage financing procedure that can last up to 30 years. The borrower taking out such a mortgage loan over the entire many-year period of its service has to take into account the possibility of the occurrence of a number of recessions, which in turn may worsen his/her financial situation and cause him/her to fail to pay the instalments in a timely manner. If such a situation occurs, the lending institution may foreclose his/her mortgage. This was precisely the situation that caused the subprime crisis in the United States more than a decade ago, when Americans learned the hard way what the bursting of a housing bubble can result in. That crisis was caused by a fall in real estate prices in a heavily financialised housing market, in which purchases of a large percentage of housing were made with the use of mortgage loans, granted to people who did not have sufficient creditworthiness. Nevertheless, the banks were giving them such loans anyway.

The aim of this study is to identify episodes of price exuberance in the housing markets of various Polish cities, relying on two different sets of data, i.e., the real housing prices
and the price-to-income ratio. In the study, we rely on quarterly housing price data (from the secondary market) published by the NBP, covering the period from the third quarter of 2006 to the first quarter of 2021. The study will allow us to determine whether we can identify periods of mild explosive dynamics with regards to real housing prices or the price-to-income ratio. Furthermore, our study will help to indicate the existence of bubbles at the regional level, and the research method on which the study is based allows for testing and date-stamping periods of explosiveness (or exuberance) in time series, and provides more accurate results than standard econometric studies based on, for example, the augmented Dickey–Fuller (ADF) tests. Viewed from this perspective, we expect that our study will further add to the abundant practical evidence already existing in the literature in this regard.

Indeed, it is unarguable that housing prices in most Polish cities have recently risen to such an extent that some have referred to it as a nascent bubble, yet this claim remains formally unproven to this day. The hypothesis we put forward in our study can be reduced to postulating that in the case of many Polish cities there can be found episodes of price exuberance (especially in the last 5 years), but given certain foundations and purchasing power parity, the situation may look very different. In other words, looking from the perspective of changes in housing prices, we can expect the occurrence of explosive dynamics, looking through the prism of the generalised sup Augmented Dickey–Fuller supremum augmented Dickey–Fuller (SADF) and generalised sup Augmented Dickey–Fuller (GSADF) research methods, however, should we take into account a much bigger increase in average incomes than in housing prices themselves, most likely, when applying the same method, we will not be able to demonstrate the occurrence of as many episodes of explosiveness as in the case of the change in real housing prices. Our aim is also to present a panel approach, by means of which we will be able to unambiguously assess changes in real prices and the price-to-income ratio for 17 Polish largest cities.

This paper contributes to the global literature by extending the empirical evidence on testing episodes of price exuberance by including the most recent results for local housing markets in Poland. In addition to applying the right-tailed unit root test procedure to recent quarterly data on transactional secondary market housing prices covering 17 major Polish cities, the study shows the practical application of the GSADF panel test to all of these markets. The paper also shows that the same method of assessing housing price action (price trends for raw data) and data reflecting changes in housing prices in relation to changes in the average income of residents in these local markets yield different results.

The structure of the paper is very straightforward. In the following part we review different approaches for studying housing bubbles discussed in the literature. In the subsequent empirical part, we focus on the analytical aspects, methodology, the results and a discussion. The paper ends with the final conclusions.

2. Literature Review

The housing market fulfils an important function in the global economy, and fluctuations in real estate prices translate into the financial health of banks and the financial sector as a whole. Clearly, it is not only the housing market that affects the economy, but economic downturns also have an impact on housing price fluctuations (Quigley 2002). In other words, housing markets and the economy are systems of two-sided interconnectedness. Housing markets affect macroeconomic and financial stability, if only because of the size of these markets and the wealth effect they create. The perception of growing wealth (affluence) translates into higher levels of confidence and increases household spending. In such a favourable environment, households are more likely to take out loans and increase their consumption, which is associated, of course, with increasing housing prices. As a result, rising housing prices lead to a redistribution of wealth.

Sobieraj (2020) argues that not only is the wealth effect created by the housing bubble superior to that of the stock bubble, but the eventual bursting of the housing bubble may have more dangerous consequences on the overall economy as opposed to the bursting
of the stock bubble. Individual consumption is more responsive to changes in housing prices versus changes in stock prices. This is due to the fact that housing-related assets find a much higher representation in total household wealth. Besides, it is important to remember that real estate is used as collateral for a large part of the total mass of other bank loans. Property owners whose prices go up will inherently be inclined to consume more, since their belief about their own wealth is more strongly ingrained in them.

Machaj (2016) points out that the expansion of the mortgage market, facilitated by low interest rates, contributes to the housing bubble. This is because housing is largely financialised through mortgage loans provided by the banking sector and, in addition, this area of financial institutions’ activity accounts for a large share of their total activity. What is more, there is an ever-increasing share of debt instruments used for financing housing purchases (Sobieraj 2020). It is also important to note that such purchases are most often financed with the use of financial leverage, which in this category of purchases is incomparably higher as opposed to other asset classes. This causes the amounts of loans given by banks to be very high when considering their face value.

By the same token, the housing market is extremely sensitive to price fluctuations. A growing real estate market is accompanied by an increase in the share of purchased housing financed by mortgage loans; this is because in a growing real estate market financial institutions are typically more eager to facilitate access to housing loans. Such was the case, for example, in the US during the period preceding the subprime crisis.

Xiao and Devaney (2016) point to the relationship between prices and lending and the assumption of consumer rationality in this regard, which determines the prevailing theoretical models of housing prices and borrowing. The authors stress that local markets are structurally different and the specifications of every estimated housing market model should vary across different regions. Moreover, Xiao and Devaney (2016) investigated differences in the price–credit relationship for different regions of the UK in an attempt to capture asymmetric market behaviour and turning points based on Markov switching regimes. The results of their study show that credit abundance had a large impact on housing prices. More specifically, there may be some positive feedback effects in housing markets following previous price movements. Therefore, the credit effect and the feedback loop effect have to be seen in terms of the system dynamics. Additionally, Xiao and Devaney (2016) argue that market turning points and bubble probabilities can be distinguished with the use of a discrete Kalman filter. Xiao and Devaney (2016) point to the relationship between the amount of mortgage interest relative to the risk-free rates and every household individual mortgage situation, or in other words, the association between the amount of collateralised credit and individual financial standing of the mortgage borrower. Typically, bubbles form in environments where housing buyers misinterpret the base price due to insufficient information. In this context, market efficiency expresses the extent to which market prices reflect all available, relevant information. If we assume that housing markets are efficient, it would mean that we take for granted that all information is already factored into prices, which we know is not the case. The inefficiency of housing markets has been confirmed in studies using a framework that considers both temporal and spatial dimensions (Tirtiroğlu 1992). However, in efficient financial markets, over time prices revert to their fundamental levels.

The fact of the matter is that prices in real estate markets can remain above the baseline for a relatively long time, or at least as long as optimistic investors remain in this market and there is an adequate financing in place. This situation can also be influenced by construction delays insofar as new housing is concerned, thereby controlling supply and particularly fostering price increases and the formation of bubbles. Eventually, however, price increases become very noticeable and a feedback-loop mechanism kicks in, bringing valuations to more realistic levels.

Zhao et al. (2017) argue that a comprehensive analysis of the relationship between housing market and finance makes it easier to predict an upcoming burst in a bubble economy. They suggest that a financial crisis often emerges from a weak financial system
which is too closely linked to the country’s housing sector. These linkages allow housing crises to transform into financial crises. In turn, these financial crises balloon into macroeconomic crises. Moreover, Zhao et al. (2017) explain the formation of bubbles by the fact that nominal asset prices are misaligned with underlying values and short-term incentives for economic agents differ from long-term benefits.

De Bandt et al. (2010) point out that the natural state of housing markets is a long-term upward move which is largely attributable to some inconsistencies in a technological progress between housing and other sectors of the economy. Paries and Notarpietro (2008) attribute the reasons for the upward trend in real house prices over the last few decades to technological progress in the housing sector, partly also to monetary factors (around 20 per cent). Brunnermeier and Julliard (2008) argue that there is a certain persistency in the upward tendency of prices in the housing market, which encourages an increase in transaction volume and props up higher valuations. Previous experiences show that booms in this market may be sustained over many years. Iacoviello (2010) accentuated the importance of the housing sector to the overall economy. He indicated a number of stylised facts about the importance of housing to macroeconomic performance. He pointed to the growing importance of financial intermediation, the role of economic policy and labour markets, among other things.

However, it cannot be ignored that the interconnectedness between housing and financial markets has become increasingly strong in recent years and the housing markets themselves have therefore to a large extent become financialised in their nature (Said et al. 2014; Kamiński 2019; Wijburg 2020). Wijburg (2020) notices that housing financialisation, or the increased dominance of financial markets in the housing sector, has not stopped in the wake of the crisis. Rather, it has reinforced and rescaled itself, expanding into new market segments and urban territories. This obviously increases the risk of future financial crises as a result of housing bubbles (Leijten and Bel 2020).

It should be noted that mortgages created for banks through the lending channel are reflected on banks’ balance sheets, which always carries certain risks (Allen and Carletti 2013; Zhang and Bezemer 2014). Let us assume for the sake of argument that housing prices would suddenly collapse. Then, when preparing the next balance sheet, revaluations would have to be made in accordance with certain accounting standards, which in turn would reveal certain capital shortfalls for the banks. This, in turn, would entail a systemic risk that could spread to other sectors of the economy through the credit channel. Hence the need for strong risk-based capital requirements for mortgage loans held in the portfolios of financial institutions (Calem and LaCour-Little 2004). The whole economy is a system of interconnected vessels, and a lack of liquidity in the system can affect many different sectors. When a housing bubble bursts, the collapse of the financial system is reflected not only in the property sector, but usually also in other sectors (Elliott and Baily 2009). In general, the lack of liquidity in the banking system results in limited lending activities, affecting the whole economy, and particularly credit-driven economies (Vogiazas and Alexiou 2017).

Housing markets represent an important component of local economies, and history shows that they play an important part in the creation of financial sector bubbles. This is largely due to the fact that any wealth that is created from an increase in housing prices is many times greater than the wealth effect from an increase in the prices of other assets, and consequently a collapse in the housing market results in more destructive effects for the economy as a whole as opposed to a similar collapse in other asset markets, such as stock markets, for example. This is precisely why the operations that take place in this market should be carefully monitored by governments, in terms of the financial stability of the whole system and systemic risk (Czerniak and Kawalec 2020). It is worth noting that housing frictions are becoming more frequently incorporated into different economic models, such as the dynamic stochastic general equilibrium (DSGE) models (Paries and Notarpietro 2008; Iacoviello 2010; Iacoviello and Neri 2010; Sobieraj and Metelski 2021), accounting for important characteristics of the housing market. Although DSGE models
are not a tool for detecting bubbles, they do a good job of explaining their causes (which is why they are worth mentioning). For example, Ng (2015) estimated a DSGE model to study the sources of housing market dynamics in China and found that monetary shocks explain 12–32% of the variance in housing prices. Rubio and Carrasco-Gallego (2016) took a DSGE model and showed how different shocks contributed to the increase in housing prices in the context of European countries. As far as their study is concerned, the DSGE model helped to understand the interaction between liquidity and the shocks with housing prices. Moreover, a DSGE model allows characterising conditions for the existence of rational bubbles, taking into account the fundamental value of the underlying assets (Wang and Wen 2012).

In the literature there are many theoretical and empirical studies on housing bubbles. Diba and Grossman (1984, 1988) and Hamilton and Whiteman (1985) tested the existence of rational bubbles by examining the stationarity of asset prices and observable fundamental factors. Ardila et al. (2013) studied the existence of bubbles in the Swiss housing market between 2005 and 2013. To this end, they relied on the log periodic power law (LPPL) model. Their results showed the existence of bubbles in a number of districts of the country. Basco (2014) studied the links between globalisation and the formation of rational bubbles in housing markets. According to him, globalisation has intensified the formation of such bubbles. Basco (2014) has also shown that the probability of a bubble is larger in environments of highly globalised and financialised markets and it increases with the degree of financial development of such markets. Zeren and Ergüzel (2015) studied the occurrence of bubbles in the housing markets of Turkey’s three largest cities, i.e., Istanbul, İzmir and Ankara, between January 2010 and June 2014. More specifically, they based their study on the SADF and GSADF recursive unit root methods developed by Phillips et al. (2011). Their results showed that while above-normal increases (price increases above the average) usually occur in short periods, they are not sustained in the long term. Zeren and Ergüzel (2015) refer to the studied housing markets in the context of the efficient market hypothesis, which in their view finds positive validation, making these markets much more resilient to housing mortgage crises similar to the one from 2008/2009. Their findings demonstrate the stability of the Turkish housing market, which they attribute to the right pricing policy following the crisis.

Caspi (2016) studied the presence of housing bubbles in the Israeli market between 2008 and 2013. For that market, price exuberance seemed to be evidenced by a 10% average real annual growth rate in housing prices in the period under study (around 50% in real terms, with some Israeli regions experiencing an increase of nearly 60%). The author relied on Gordon’s dynamic growth model and on the explosive episodes detection models proposed by Phillips et al. (2011), Phillips et al. (2015b) and Homm and Breitung (2012), which he employed to quality-corrected housing prices data. However, for the Israeli data the null hypothesis of no exuberance failed to be rejected. The results proved robust across different model specifications, i.e., taking into account financial leverage and mortgage rates. Caspi (2016) examined the responsiveness to the selection of the lag length across various model specifications. Ultimately, he came to the conclusion that housing price increases are driven by changes in fundamental factors, i.e., rental rates and interest rates.

Engsted et al. (2016) analysed price exuberance in housing markets in Organisation for Economic Cooperation and Development (OECD) countries over the period 1970–2013 (for quarterly data). To this end, they applied Vector autoregression (VAR) procedures (Engsted and Nielsen 2012) for testing for explosive dynamics and a one-factor, right-tailed unit root test (Phillips et al. 2015a, 2015b) on price-to-rent ratios at the country level. Their results provided evidence of episodes of explosive dynamics in many OECD housing markets. More specifically, their findings supported the hypothesis of price exuberance, i.e., the existence of bubbles in these markets. Martori et al. (2016) took six major metropolitan regions in Spain and analysed the spatial structure of excessive growth in the construction sector between 2001 and 2011. To this end, they used a method known as the Explanatory Spatial Data Analysis (ESDA) and showed that housing bubbles have
increased spatial autocorrelation in the period under study, most notably in large Spanish cities such as Madrid and Barcelona. Solak and Kabaday (2016) examined the causes of rising housing prices in Turkey between 1964 and 2014 and found evidence indicating that the driving force behind an increase in housing prices is associated with household real income. Furthermore, they pointed to a positive relationship between prices and demand for housing, as measured by the total number of square metres of sold housing units. This in turn may indicate that housing units may also be viewed as investment goods. More specifically, the authors relied on such research methods as recursive unit root tests, integration tests, which they employed for testing the stationary properties of the time series data.

Xiao and Devaney (2016) studied differences in the price–credit relationship for 12 UK regions. To show asymmetric market behaviour and tipping points they relied on Markov regime switching research method. In this way, they showed that credit abundance plays a role in terms of changing housing prices. The authors also demonstrated a strong positive feedback loop effect resulting from past housing price movements. It appears that a strong positive feedback loop effect arising from past lending activity may also be evident in the credit dynamics. Additionally, the study by Xiao and Devaney (2016) provides evidence showing that market tipping points can be detected with the use of a discrete Kalman filter.

Coskun et al. (2020) sought episodes of price exuberance in Turkish housing market in the period 2007–2014. They captured the determinants of housing prices using the Bounds test as well as other research methods such as Ordinary Least Square (OLS), Fully Modified OLS (FMOLS), Dynamic OLS (DOLS), Kalman filter and AutoRegressive Integrated Moving Average (ARIMA) models, and came to the conclusions that although Turkish housing market was overvalued, there were no signs of a bubble in that market. In the latter case, the aim was to examine whether rising housing prices were justified by fundamentals. The results of the Bound test provided evidence of a long-term cointegration between housing prices indices and housing rentals, construction costs and the real mortgage rates. The Coskun et al.’s (2020) study provides evidence of an overvaluation of the Turkish housing market in the studied periods, although no support was found to support the price exuberance hypothesis. Shi (2017) studied the occurrence of speculative bubbles in the US over a period of almost three decades (1978–2015), and more specifically in national and regional housing markets (21 regions). She proposed a new method for examining exuberance in housing markets in real time, based on screening the fundamentals of housing market valuations against changes in macroeconomic indicators, including employment, changes in population size, interest rates, per capita income, etc. This method eliminates periodically collapsing bubbles in that it significantly reduces the chance of a false positive identification of the episodes of explosiveness, overcoming the shortcomings of other approaches such as those proposed by Phillips et al. (2015a, 2015b). In the case of the US market, Shi (2017) identified one bubble episode throughout the sample period in the national housing market, namely in the early to mid-2000s. On the other hand, at the regional level, she identified two episodes of explosive price dynamics.

Vogiazas and Alexiou (2017) studied the relationship between housing prices and the business cycle in seven advanced OECD economies over the period 2002–2015. Their study relied on the panel research method developed by Phillips et al. (2011, 2015a, 2015b). The panel framework allowed them to identify the determinants of housing prices (i.e., real gross domestic product, bank credit growth, long-term bond yields and real effective exchange rates), while the bubble detection tests provided evidence of the linkage between credit action and the propagation of housing booms. The findings of the study by Vogiazas and Alexiou (2017) may serve as a tool that detects formation of housing bubbles. Escobarí et al. (2015) examined the existence of bubbles in 15 US metropolitan areas at the time of the 2008/2009 housing bubble. They proposed a new method (empirical time series test) to identify episodes of exuberance in housing markets. The research method developed by Escobarí et al. (2015) identifies explosive dynamics as structural breaks in the difference between appreciation rates of Case-Shiller price levels.
Shi et al. (2016) tested for explosive dynamics in housing price-to-rent ratios in Australian capital cities. To this end, they adopted the Phillips et al.’s (2015a, 2015b) approach, and their results for the period 1995–2015 indicated a varying degree of speculative behaviour in capital cities in the 2000s, before the Global Financial Crisis (GFC) of 2008 engulfed various housing markets. More specifically, the authors provide significant evidence of exuberance in housing prices relative to rents in Sydney. The method developed by Phillips et al. (2015a, 2015b) can be treated as an early warning indicator for detecting housing bubbles in various markets.

Greenaway-McGrevy and Phillips (2016) provide evidence showing price exuberance in the New Zealand housing market in the period of the last two decades. The authors used statistical methods to test for and stamp-date price exuberance in housing (Phillips et al. 2015a, 2015b). They also examined the spillover of the housing bubble from Auckland to other metropolitan centres (the so-called bubble contagion effect to other centres). They argued that expensive nature of New Zealand housing relative to potential rental incomes was the result of some sustained market exuberance that had produced a broad-based housing price bubble over the past decades. Pedersen and Schütte (2020) applied bootstrap test to examine the existence of housing bubbles in OECD countries, however, they found much weaker evidence for housing bubbles compared to prior evidence. Wei et al. (2020) assessed housing bubbles in 140 US cities by identifying the formation of bubbles and their subsequent bursting between 1989 and 2017. To evaluate regional housing bubbles in the US, the authors employed the generalised supremum augmented Dickey–Fuller (GSADF) test, which is an innovative and powerful method for detecting bubbles. The results of their study allowed them to identify housing bubbles in nearly 30% of studied locations (or, more precisely, in 45 out of 140). They also reached some conclusions of a more evolutionary-structural nature concerning specific regions, which allow for a better understanding of the market dynamics and evolutionary patterns of housing bubbles.

As for the Polish context, there are not many studies dedicated to assessing whether bubbles have occurred in the Polish housing market. The most recent ones include a study by Żelazowski (2018), followed by the work of Czerniak and Kawalec (2020). Regarding the former, Żelazowski (2018) assessed changes in household purchasing power in 17 local housing markets (using quarterly data from 2003 to 2016) based on the GSADF test proposed by Phillips et al. (2011, 2015a, 2015b). According to the test results in Żelazowski’s (2018) study, the bubble phenomenon was experienced in all local housing markets. The author attributed the reason for the occurrence of price bubbles mainly to macroeconomic conditions. Among the cities with exceptionally high price increases in relation to household income, Żelazowski (2018) refers to Białystok, Łódź, Opole and Kielce. Czerniak and Kawalec (2020), in turn, base their study on statistical measures calculated according to the methods developed by Bordo and Jeanne (2002) and Czerniak (2014). Their results suggest the presence of price bubbles in the Polish housing market, especially in the secondary market. More specifically, they indicated episodes of price exuberance in 15 and 17 cities (out of 17 studied), depending on the method used. The authors used quarterly data covering the period from 2006 to 2019. In turn, according to Korzeb (2019), who also studied the presence of bubbles in the Polish housing market, the analysis of two economic indicators, i.e., the ratio of household housing loans to GDP, expressed in growth rates, and housing price growth rates, does not suggest that there is currently a speculative bubble on the Polish housing market. Additionally, Slavata (2018) compared housing prices and its availability (affordability) in Poland, Czech Republic and other EU countries (using July 2018 data), and taking three categories of data (raw data, Price-to-Income, Price-to-Rent), he concluded that housing is much cheaper in Poland than in Czech Republic or in most EU countries. The author also showed valuations and undervaluations of housing units in the studied regions, and as it turns out, Polish houses seem to be much cheaper compared to those of the Czech Republic (the Małopolska region was a single exception).
3. Materials and Methods

3.1. Data Description

While there are many sources of data on housing prices in the Polish primary and secondary housing markets, most of them mainly refer to list prices in several major cities and usually come from the records of a particular broker or developer (Czerniak and Kawalec 2020). The most reliable lists are published quarterly by the Central Statistical Office (GUS) and the National Bank of Poland (NBP). Both the GUS and the NBP collect quarterly data on transaction prices, including prices on the primary and secondary markets. However, Czerniak and Kawalec (2020) point out the superiority of the NBP data, partly due to the fact that their database covers a longer time series, i.e., from the third quarter of 2006 to the most recent quarter; the data are available for 17 voivodship cities. The GUS data, on the other hand, cover only the last 10 years. As Czerniak and Kawalec (2020) correctly note, the data from GUS are therefore unsuitable for studies of price bubbles because they cover too short a period; a much longer data set covering at least a full cycle in the housing market is needed to study episodes of price exuberance. This seems especially important when different time windows are chosen, e.g., 8, 10 or 12 periods, as is the case in this study. Therefore, this study relies on quarterly transaction data on housing prices from the secondary market provided by the National Bank of Poland.

The price-to-income ratio is the relationship between market prices for housing and average wages. Average gross monthly wages for voivodeship cities were taken from the database of Central Statistical Office (GUS). The use of the average price of residential real estate in the calculation of the price-to-income ratio imposes a certain burden on the obtained results. According to the literature, the analysis of price trends in the real estate market using simple measures based on the mean or median does not take into account the changes in the qualitative and quantitative characteristics of traded real estate in subsequent periods (Trojanek 2008; Widłak 2010; Żelazowski 2018). More effective solutions in this respect are, for example, the hedonic index of housing prices of the National Bank of Poland.

Figure 1 shows that for a number of years (practically for the whole decade), real housing prices in Polish largest cities remained in a sideways trend (apart from 2008 to 2009, when the real estate crisis took place, which initially started in the United States—as a subprime crisis, and then spread around the world), and in the last 5 years, prices broke out of this sideways trend and started a runaway upward move.
An even better insight can be gained by examining Figure 2 (hedonic price index), which shows quarter-to-quarter (q-o-q) price changes. It shows that, more or less until the fourth quarter of 2015, quarter-on-quarter changes had both large upward and downward swings, i.e., they exhibited a stochastic behaviour. Subsequently, with minor exceptions e.g., Zielona Góra, prices started to rise.

![Figure 2: Hedonic price index (q-o-q). Secondary market—16 cities.](image)

The case of the price-to-income ratio is completely different (see Figure 3). This ratio has been decreasing for a number of years, i.e., from the first quarter of 2008 to the first quarter of 2016. Therefore, it can be observed that the decrease in the price-to-income ratio can be associated with a relatively stable period in terms of changes in real housing prices. Reaching a certain threshold for average income growth at the regional level may have been the catalyst for the start of a mini bull market in housing. Since most asset prices have a tendency to the so-called volatility clustering, the started trend usually lasts for a number of years.

![Figure 3: Price-to-income ratio—17 Polish cities.](image)
Figure 4 shows that compared to other EU countries, housing prices in Poland still seem to be cheap. The price-to-income ratio by OECD of 97 places has Poland in one of the last positions in Europe (only Estonia, Finland and Lithuania have lower ratios), which shows that housing prices are still relatively cheap compared to other EU countries.

3.2. Different Approaches for Detecting Explosive Dynamics

There are many research methods in the literature for identifying price bubbles; some of them are simple statistical analyses, but there are also a whole range of complex econometric models, including nonparametric models (European Central Bank 2010; Czerniak and Kawalec 2020). Many of these models are used to build so-called early warning systems (EWS) (Dreger and Kholodilin 2013). A complete and effective EWS supports four main functions: Risk Analysis, Monitoring and Warning, Dissemination and Communication, and Responsiveness. Visco (2005) argues that any method/approach is unreliable to some extent and episodes of price exuberance can only be detected after prices have collapsed, i.e., after the bubble has dissolved. Therefore, it can never be unequivocally established that bubbles exist before a price collapse occurs (Gürkaynak 2008; Czerniak and Kawalec 2020). According to Czerniak and Kawalec (2020), price developments in a given market should be assessed in terms of the likelihood of bubbles forming, with particular attention to whether the current macroeconomic and institutional situation justifies the conclusion that bubbles are forming in a given market.

The literature provides a variety of different approaches for detecting explosive dynamics in time series data, such as:

- log-periodic power law (LPPL) bubble model (Ardila et al. 2013);
- variance bound tests (Shiller 1981; LeRoy and Porter 1981);
- ARDL approach (Solak and Kabaday 2016; Samirana 2020);
- fixed effects OLS model (Basco 2014);
- right-tailed unit root tests (ADF, SADF, GSADF) (Zeren and Ergüzel 2015; Caspi 2016; Coskun and Jadevicius 2017);
- right-tailed unit root test and co-explosive VAR (Engsted et al. 2016);
- exploratory spatial data analysis ESDA (Martori et al. 2016);
- Markov Regime Switching model (Xiao and Devaney 2016);
• OLS, FMOLS, DOLS, Kalman Filter, ARIMA model (Coskun et al. 2020);
• VAR model (Shi 2017);
• GMM (Vogiazas and Alexiou 2017);
• deviation from the moving average by a certain parameter (Bordo and Jeanne 2002);
• artificial neural network (ANN) (Wang et al. 2016).

A brief overview of the selected methods is presented below in Table 1.

Table 1. Different research methods in the literature for identifying price bubbles.

| Method                                | Characteristic of the Scientific Method                                                                 | Applied by Authors                                      |
|---------------------------------------|--------------------------------------------------------------------------------------------------------|---------------------------------------------------------|
| log-periodic power law (LPPL)         | LPPL is the fundamental equation that describes the temporal growth of prices before a crash and it has been proposed in different forms in various papers, see e.g., Sornette (2004) and Lin et al. (2009) and references therein. | Sornette (2004); Lin et al. (2009); Ardila et al. (2013) |
| variance bound tests, e.g., Autoregressive Distributed Lag (ARDL) bound test | Violation of variance bounds could be attributed to the presence of bubbles. ARDL models have come to play an important role in the modelling of non-stationary time-series data. In particular, they are used to implement the so-called “Bounds Tests” (Pesaran and Shin 1999; Pesaran et al. 2001), to see if long-run relationships are present when we have a group of time-series, some of which may be stationary, while others are not. | Shiller (1981); LeRoy and Porter (1981); Blanchard and Watson (1982); Tirole (1985); Pesaran and Shin (1999); Pesaran et al. (2001); Solak and Kabaday (2016); Samirana (2020) |
| fixed effects ordinary least squares (OLS) regression model | OLS regression is a type of linear least squares method for estimating the unknown parameters in a linear regression model. For example, Basco (2014) conducted a linear regression of house prices on the housing supply elasticity for different sub-periods. | Basco (2014) |
| right-tailed unit root tests (ADF, SADF, GSADF) | In statistics, a unit root test tests whether a time series variable is non-stationary and possesses a unit root. The null hypothesis is generally defined as the presence of a unit root and the alternative hypothesis is either stationarity, trend stationarity or explosive root depending on the test used. Right-tailed unit root tests have proved promising for detecting exuberance in economic and financial activities (Phillips et al. 2011, 2014, 2015a, 2015b). Similar to left-tailed tests, the limit theory and test performance are sensitive to the null hypothesis and the model specification used in parameter estimation. | Phillips et al. (2014); Zeren and Ergüzel (2015); Caspi (2016); Coskun and Jadevicius (2017); |
| bivariate coexplosive vector autoregression | The coexplosive model arises as a restriction to the vector autoregressive model. It allows for common random walk trend and a common explosive stochastic component with explosive root $\rho$. | Engsted and Nielsen (2012); Kivedal (2013); Engsted et al. (2016) |
| exploratory spatial data analysis ESDA | ESDA is a set of tools and techniques that allow you to gain insight into your data and construct better interpolation models. Exploratory spatial data analysis (ESDA) is the extension of exploratory data analysis (EDA) to the problem of detecting spatial properties of data sets where, for each attribute value, there is a locational datum. This locational datum references the point or the area to which the attribute refers. | Martori et al. (2016) |
| Markov Regime Switching model | Markov-switching is introduced to capture asymmetric market behaviours and turning points. | Hall et al. (1999); Shi (2013); Shi and Song (2015); Xiao and Devaney (2016) |
### Table 1. Cont.

| Method                                      | Characteristic of the Scientific Method                                                                 | Applied by Authors                                                                 |
|---------------------------------------------|----------------------------------------------------------------------------------------------------------|-------------------------------------------------------------------------------------|
| Ordinary Least Square (OLS), Fully Modified OLS (FMOLS), Dynamic OLS (DOLS) | Ordinary Least Square (OLS), Fully Modified OLS (FMOLS), Dynamic OLS (DOLS) can be used to investigate the long-term static and dynamic coefficients between house prices and its determinants. | Coskun et al. (2020)                                                               |
| ARIMA model                                 | ARIMA models and the selection of forecast performances, can be used, for example, to compare actual and fundamental house prices to determine the existence of a bubble formation. Iadevicius and Huston (2015) applied the ARIMA technique to assess Lithuanian house prices and forecasted 8 per cent house price inflation in the coming year. | Jadevicius and Huston (2015); Coskun et al. (2020)                                   |
| Kalman Filter                               | The Kalman filter is an efficient recursive filter that estimates the internal state of a linear dynamic system from a series of noisy measurements. It is a “state observer” that minimises the mean square estimation error, meaning that the algorithm estimates the internal state of the object based on measurements of its input and output, and the state estimate is statistically optimal. Originally the Kalman filter is designed to work with linear systems, but with minor modifications it is also possible to work with non-stationary (whose model changes in time) and nonlinear systems. | Kim (2004); Coskun et al. (2020)                                                   |
| VAR model                                   | Vector autoregression allows modelling the relationship between multiple variables that change over time. This method is used for multivariate forecasting to show how two or more time series affect each other. A VAR can also be considered as a model of a stochastic process. The advantage of this method is that it can take into account information from outside the housing market and account for aggregate economic conditions (Shi 2017). | Shi (2017)                                                                         |
| generalised method of moments (GMM)         | Generalised method of moments (GMM) is a good method especially when dealing with a dynamic dimension of a model. GMM was first introduced by Holtz-Eakin et al. (1988) and further developed by Arellano and Bond (1991) and Arellano and Bover (1995). The GMM methodological framework is known to be very effective when dealing with estimation issues such as: bi-directional causality between variables; the possible endogeneity of explanatory variables, as well as omitted variable biases; time invariant country characteristics (fixed effects), that may be correlated with the explanatory variables; and the presence of autocorrelation (Anderson and Hsiao 1981; Caselli et al. 1996; Bond 2002). In addition to the two-step system GMM, we also generate estimates using the standard ordinary least squares (OLS) and fixed effects (or within) specifications. | Holtz-Eakin et al. (1988); Arellano and Bond (1991); Arellano and Bover (1995); Vogiazas and Alexiou (2017) |
| Deviation from the moving average by a certain parameter | Bordo and Jeanne (2002) proposed a method to detect periods of price exuberance when the three-year moving average of real annual price dynamics exceeds the standard deviation of this moving average multiplied by a parameter of 1.3 for the entire time series. Czerniak (2014), in turn, extended the method of Bordo and Jeanne (2002) by optimising the critical value for the housing market beyond which a price bubble occurs; this value is 1.5% for the 12-quarter moving average of real price dynamics on a quarterly basis. In addition, Bordo and Landon-Lane (2013) developed an indicator that signals the presence of a price bubble when real annualised price growth exceeds 5% for two consecutive years. | Bordo and Jeanne (2002); Czerniak (2014); Bordo and Landon-Lane (2013) |
Table 1. Cont.

| Method                     | Characteristic of the Scientific Method                                                                                                                                                                                                 | Applied by Authors                                                                                     |
|---------------------------|----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|--------------------------------------------------------------------------------------------------------|
| Hodrick-Prescott filter   | The method based on the Hodrick-Prescott filter can be used to measure whether the deviation of current real housing prices from the trend exceeds a certain critical value. The Hodrick-Prescott filter is one of the most popular mathematical tools in macroeconomics (Sobieraj and Metelski 2021). It can be used to smooth a time series and remove cyclical fluctuations and one-time disturbances from it. For example, Dreger and Kholodilin (2013) developed a method to compute the trend for the logarithm of the real price level using the Hodrick-Prescott filter with a lambda parameter equal to the standard value for a quarterly series (1600), followed by the cyclical component. According to the method of Dreger and Kholodilin (2013), those periods in which the current value of the cyclical component exceeds the standard deviation of the entire time series of this component are called periods of price exuberance. A modification of this method was worked out by Czerniak (2014), who adopted a higher lambda parameter for the Hodrick-Prescott filter, i.e., at the level of 10 to the power of 5. | Dreger and Kholodilin (2013); Czerniak (2014); Czerniak and Kawalec (2020) |
| artificial neural network (ANN) | For static ANNs, the neural network model is able to map the non-linear relationship between resale price and those housing characteristics that influence the housing price. | Wang et al. (2016) |

In the paper we test and date-stamp periods of mildly explosive dynamics (exuberance) in housing prices time series data for 17 largest Polish cities. The study comprises the results of the supremum ADF (SADF) test, the generalised SADF (GSADF) and the panel GSADF tests (Phillips et al. 2011, 2015a, 2015b; Pavlidis et al. 2016). We employ the Monte Carlo and bootstrap methods, by means of which we simulate (generate) critical values for a finite sample. The whole procedure of conducting such tests is based on a recursive least squares algorithm that uses matrix inversion lemma³. We also adopt appropriate date-stamping procedures. We provide an empirical demonstration of the method using time series data and a panel of local/regional housing prices in Poland.

The detection of periods in which the evolutionary process of a specific macroeconomic or financial variable is characterised by mild explosive dynamics can be carried out by means of econometric exuberance tests performed on asset prices (Martinez-Garcia et al. 2020). Exuberance tests allow us to gain a completely new perspective on the functioning of asset markets, i.a., by providing the possibility of actively monitoring these markets with regards to risks.

In addition to assessing housing valuations, exuberance tests also work well for testing bubbles in stock prices, exchange rates, precious metals, cryptocurrencies, bond yield spreads and government debt, etc.

Initially, testing for exuberance was performed with standard right-tailed augmented Dickey–Fuller (ADF) unit root tests. These, however, have been criticised for their poor performance in detecting episodes of explosive dynamics, manifested by difficulties in handling nonlinear dynamics and by addressing periodic collapsing of prices (in time-series) resulting from the construction of the ADF test (Evans 1991). This failure to deal with non-linear dynamics in time series often creates a problem of spurious stationarity which does not actually occur. The SADF and GSADF tests address the shortcomings of the prior models. They are based on a recursively evolving algorithm which uses subsamples of the data to estimate ADF regressions (Equation (1)). This mitigates the problem of the impact of price collapse in the time series data, which is reflected in the results.
The SADF procedure is based on a forward expanding window and sequential testing of explosive dynamics. On the other hand, Caspi (2016) noted that through its greater complexity, the recursive SADF test procedure results in more sensitive results depending on the assumptions about the minimum window size. The GSADF, on the other hand, relies on all possible subsamples of the time series data under study (assuming some minimum window size defined a priori), and it tests for price exuberance in these subsamples. The benefits of the GSADF method are that it reduces the impact of earlier boom-and-bust episodes on ongoing testing results by identifying the most recent explosive dynamics episodes. In other words, the GSADF approach shows a certain indifference to multiple regime shifts and at the same time presents a certain consistency across different regimes. There is a considerable body of evidence showing that, when compared to other tests, GSADF is significantly more powerful (Homm and Breitung 2012; Phillips et al. 2015a; Pavlidis et al. 2016). Furthermore, the GSADF procedure allows for stamp-dating of exact periods exhibiting explosive dynamics. GSADF not only makes it easier to identify episodes of exuberance in historical data, but works well for day-to-day market monitoring. Therefore, it should be used by government institutions established to supervise housing markets (also by policymakers, etc.).

The SADF and GSADF procedures are univariate, and allow for inference at the individual level. The panel GSADF employs cross-sectional data and a sieve bootstrapping procedure and allows examining the occurrence of simultaneous episodes of explosive dynamics (Pavlidis et al. 2016). This results in a significant improvement in the accuracy of the results as opposed to univariate tests.

The estimation of price exuberance test statistics requires the use of Monte Carlo simulation or bootstrap methods.

The subsequent Section 3.3 provides a description of the econometric methodologies on which we rely in the empirical part of the study.

3.3. Econometric Research Method

In this section we present an overview of the econometric methodologies and procedures we plan to use in our study, discussing their technical details and practical applications.

3.3.1. Univariate Right-Tailed Tests: SADF, GSADF and Panel GSADF

To perform our study, we employ the SADF, GSADF and panel GSADF econometric procedures, which rely on the ADF regression equation,

$$\Delta y_t = \alpha_{r1,r2} + \gamma_{r1,r2}y_{t-1} + \sum_{j=1}^{k} \psi_{r1,r2}^{j} \Delta y_{t-j} + \epsilon_t$$  \hspace{1cm} (1)

In Equation (1) $y_t$ represents the time series and $\Delta y_{t-j}$ denotes their lagged first-differences with lags $j = 1, \ldots, k$, which address the serial correlation $\epsilon_t \sim N(0, \sigma_{r1,r2}^2)$. The regression coefficients are expressed as $\alpha_{r1,r2}$, $\gamma_{r1,r2}$ and $\psi_{r1,r2}^{j}$. Subsamples of the total sample size with $T$ observations are represented by $r_1$ and $r_2$.

The null hypothesis points to the presence of a unit root $H_0 : \gamma_{r1,r2} = 0$ and the related alternative hypothesis refers to the existence of explosive episodes in the time series $y_t$. $H_1 : \gamma_{r1,r2} > 0$. The null hypothesis is tested by means of the ADF test statistic:

$$ADF_{r1}^{2} = \hat{\gamma}_{r1,r2} / s.e.(\hat{\gamma}_{r1,r2})$$  \hspace{1cm} (2)

3.3.2. The Standard ADF Test

Performing regression (Equation (1)) for the entire set of observations, we obtain the ADF test statistic (Equation (2)). For the null hypothesis of a unit root $H_0 : \gamma_{r1,r2} = 0$, we employ the limit distribution of $ADF_{r1}^{2}$, which is expressed as $\frac{\int_{0}^{1} Wdw}{\left(\int_{0}^{1} W^2\right)^{1/2}}$, with $W$ reflecting the Wiener process. When testing for the presence of explosive dynamics we simply
compare the $ADF_{10}^1$ statistic with the right-tailed critical value derived from the limit distribution of $ADF_{10}^1$. For this specification procedure, the subsamples of the whole sample with $T$ observations are given by $r_1$ and $r_2$, respectively ($r_1 = 0$ and $r_2 = 1$). The alternative hypothesis is understood in this case as the existence of price exuberance in the whole sample. However, the standard ADF test is ineffective in detecting episodes of price exuberance due to its inconsistency with regime shifts. The problem is due to the fact that episodes of explosive dynamics are distinguished by their non-linear dynamics, and therefore this particular method often fails in detecting stationarity, e.g., the ADF test statistic may indicate stationarity even when such stationarity is non-existent.

3.3.3. The SADF Test

The recursive test procedure, proposed by Phillips et al. (2011), comprises the implementation of a right-tailed unit root test and the sup test, which allow identifying single boom and bust episodes. The strength of this method (testing procedure) is its discriminatory nature, in a sense that it eliminates periodically collapsing bubbles, overcoming the shortcomings of earlier applications of unit root tests when testing for explosive dynamics in time-series data.

The whole procedure involves an estimation of Equation (1) by extending the sample forward, while maintaining the starting point of the subsample constant (that is, the level $r_1 = 0$), and only extending the ending point of the sample $r_2$ from the size that characterises the minimum window size $r_0$ to the level that covers the whole sample period. Hence, we perform the recursive estimation of Equation (1), which produces a sequence of $ADF_{10}^1$ statistics. The procedure proposed by Phillips et al. (2011) is relatively easy to implement in practical applications, and offers a new limit theory for mild explosive processes. The supremum of the aforementioned sequence of $ADF_{10}^1$ statistics, yields the SADF statistic, which can be expressed as $SADF(r_0) = \sup_{r_2 \in [r_0, 1]} ADF_{r_1}^{r_2}$, with a limit distribution and an expanding window size denoted as $r_w = r_2 - r_1$. The standard ADF test examines the presence of explosive dynamics over the entire sample period, whereas the SADF test only in a specific sample period. When the SADF statistic is greater than the critical value from the right tail of the limit distribution, we reject the null hypothesis of the existence of a unit root in favour of the alternative hypothesis (as with other tests, such as the standard ADF), concluding that there are explosive dynamics in some of the time series data.

3.3.4. The Generalized SADF (GSADF) Test

The next step in developing a robust research method for testing price exuberance was to expand the number of sub-samples, which led to extending the SADF test and proposing the GSADF test (Phillips et al. 2015a, 2015b).

In the GSADF procedure regression, Equation (1) is estimated based on all possible subsamples (for the minimum window size $r_0$), where both the ending point ($r_2$) and the starting point ($r_1$) change. This gives GSADF, as compared to SADF, a significant increase in power and does a much better job in identifying multiple regime shifts. The GSADF statistic can be expressed as follows:

$$GSADF(r_0) = \sup_{r_2 \in [r_0, 1], r_1 \in [0, r_2 - r_0]} ADF_{r_1}^{r_2}$$

with a limit distribution and an expanding window size denoted as $r_w = r_2 - r_1$. The limit distribution can be expressed as follows:
The application of the right-tailed unit root test implies the use of limit distributions and with the critical value for the ADF statistic given by $(\text{ADF})$, which is then contrasted against the critical values. Furthermore, it is important to remember that the limit distributions of the SADF, GSADF and BSADF test statistics all depend on the minimum window size, and critical values are obtained by Monte Carlo simulations or bootstrapping.

The length of the window size makes a difference, and translates into later results, in a panel data (Im et al. 2003; Pavlidis et al. 2016) and thereby formulate inference on hetero-

3.3.7. The Panel GSADF Procedure

3.3.6. Technical Details

For the GSADF procedure, obtaining a sequence of recursive unit root test statistics requires specifying the minimum window size $r_0$ and the length of autoregressive lag $k$. The length of the window size makes a difference, and translates into later results, in a sense that it turns out to be cointegrated with the lengths of the episodes of exuberance. If the length of the window is too long, it makes it virtually impossible to identify those shorter episodes of price exuberance, should they actually exist. Therefore, window size has to be properly selected so that even these short periods of explosive dynamics can be detected. In turn, the length of the autoregressive lag $k$, should take a small value, i.e., 0 or 1. The application of the right-tailed unit root test implies the use of limit distributions and critical values. Furthermore, it is important to remember that the limit distributions of the SADF, GSADF and BSADF test statistics all depend on the minimum window size, and critical values are obtained by Monte Carlo simulations or bootstrapping.

3.3.5. Date-Stamping Strategies

The SADF and GSADF approaches make it possible to indicate a chronology of the episodes of exuberance (or, to be more precise, estimations of the beginning and ending points of a booming period). The stamp-dating procedure for a single period of explosive dynamics in the $y_t$ time series (with the use of SADF method) is explained in the paper by Phillips et al. (2011), and for one or two explosive periods (based on the GSADF procedure) in the paper by Phillips et al. (2015a, 2015b). Insofar as the SADF method is concerned, the determination of a price exuberance can be conducted with the use of BADF statistic (which is the recursive, backward ADF statistic), which is then contrasted against the critical value from the right tail from the Dickey–Fuller distribution. Hence, assuming that the starting and ending dates are $r_e$ and $r_f$, respectively, the stamp-dating estimates can be inferred from:

$$
\hat{t}_e = \inf_{r_2 \in [r_0,1]} \{ r_2 : ADf_{r_2}^{r_2} > cu_{r_2}^{r_2} \} \quad \text{and} \quad \hat{t}_f = \inf_{r_2 \in [r_e,1]} \{ r_2 : ADf_{r_2}^{r_2} > cu_{r_2}^{r_2} \}
$$

with the critical value for the ADF statistic given by $cu_{r_2}^{r_2}$ and the significance level $\alpha$.

The starting and ending dates of the episodes of exuberance are determined by the sequence of backward SADF statistics $BSADF_{r_2}(r_0) = \sup_{r_1 \in [r_2-r_0]} SADF_{r_1}^{r_2}$, which can be expressed as follows:

$$
\hat{t}_e = \inf_{r_2 \in [r_0,1]} \{ r_2 : BSADF_{r_2}(r_0) > scu_{r_2}^{r_2} \} \quad \text{and} \quad \hat{t}_f = \inf_{r_2 \in [r_e,1]} \{ r_2 : BSADF_{r_2}(r_0) > cu_{r_2}^{r_2} \}
$$

with $scu_{r_2}^{r_2}$ representing the critical value $(100(1 - \alpha)\%)$ for the SADF statistic, and $|r_2 T|$ indicating the number of observations.

3.3.6. Technical Details

For the GSADF procedure, obtaining a sequence of recursive unit root test statistics requires specifying the minimum window size $r_0$ and the length of autoregressive lag $k$. The length of the window size makes a difference, and translates into later results, in a sense that it turns out to be cointegrated with the lengths of the episodes of exuberance. If the length of the window is too long, it makes it virtually impossible to identify those shorter episodes of price exuberance, should they actually exist. Therefore, window size has to be properly selected so that even these short periods of explosive dynamics can be detected. In turn, the length of the autoregressive lag $k$, should take a small value, i.e., 0 or 1. The application of the right-tailed unit root test implies the use of limit distributions and critical values. Furthermore, it is important to remember that the limit distributions of the SADF, GSADF and BSADF test statistics all depend on the minimum window size, and critical values are obtained by Monte Carlo simulations or bootstrapping.

3.3.7. The Panel GSADF Procedure

The SADF and GSADF tests are one-dimensional procedures and therefore work well for a single time series; however, the GSADF test can be extended to multi-dimensional panel data (Im et al. 2003; Pavlidis et al. 2016) and thereby formulate inference on hetero-
geneity (exploit the panel nature of different macroeconomic and financial data sets). In panel terms, the regression Equation (1) can be formulated as follows,

\[
\Delta y_{i,t} = a_{i,r_1,r_2} + \gamma_{i,r_1,r_2} y_{i,t-1} + \sum_{j=1}^{k} \psi_{i,r_1,r_2} \Delta y_{i,t-j} + \epsilon_{i,t}
\]  

(5)

In the above regression Equation (5), the panel index is expressed as \(i = 1, \ldots, N\)\(^5\). For the GSADF testing procedure applied to panel data, we accept the null hypothesis of a unit root occurrence (\(H_0\)) in all \(N\) series, against the alternative hypothesis (\(H_1\)) of explosive behaviour in a subset of series \(i\). To test for periods of exuberance we average the individual BSADF statistics over each period, and our null hypothesis is \(H_0 : \gamma_{i,r_1,r_2} = 0\) vs. the alternative hypothesis \(H_1 : \gamma_{i,r_1,r_2} > 0\) about explosive dynamics in the time series data—\(y_t\)\(^6\)

\[
\text{Panel BSADF}_{r_2}(r_0) = \frac{1}{N} \sum_{i=1}^{N} \text{BSADF}_{r_2}(r_0)
\]  

(6)

In contrast, the panel GSADF statistic can be expressed as the supremum from the panel BSADF,

\[
\text{Panel GSADF}(r_0) = \sup_{r_2 \in [r_0,1]} \frac{1}{N} \sum_{i=1}^{N} \text{BSADF}_{r_2}(r_0)
\]  

(7)

Testing for and stamp-dating episodes of price exuberance using the panel approach follows the same procedure as with univariate routines. For the panel procedure, the GSADF and BSADF statistics are contrasted with the critical values from the right tail of the limit distribution. However, in the case of the panel procedure, it must be taken into account that the limit distribution of the panel unit root tests, which relies on mean unit root statistics, is subject to changes and depends on the cross-sectional dependence of the error terms. In other words, the application of a similar procedure to one-dimensional methods cannot take place in this case (Maddala and Wu 1999). This problem is solved by the use of a sieve bootstrap scheme, which allows for the existence of cross-sectional error dependence or, put differently, it remains invariant to cross-sectional error dependence (Pavlidis et al. 2016).

4. Results

Table 2 presents the results of ADF, SADF and GSADF tests for the lag length \((k = 1)\) and different minimum window size values \((r_0)\)—8, 10, 12, respectively. While the ADF and SADF tests by their nature are very conservative in the context of detecting episodes of explosive dynamics, the situation with GSADF is quite different. When it comes to real housing price changes, the GSADF method allowed us to indicate periods of price exuberance in 13 out of 17 cases. However, when we examined changes in the price-to-income ratio, which reflect the parity of buyers’ purchasing power resulting from their financial capacity (rising average incomes translate into rising creditworthiness, etc.), the GSADF tests indicated the existence of explosive dynamics in only 2 out of 17 cases.

In Figure 5 we see a graphical representation of the episodes of price exuberance for a selection of eight Polish cities.
### Table 2. Results for the Univariate ADF, SADF and GSADF Tests.

| City/Region | Real Housing Prices | Price-to-Income Ratio |
|-------------|---------------------|-----------------------|
|             | ADF                 | SADF                  | GSADF     | ADF     | SADF     | GSADF     |
|             |                     |                       |           |         |          |           |
| **Panel A: Test Statistics (lag length \( k = 1 \), minimum window size \( r_0 \) = 8, 10, 12, respectively)** |
| Białystok  |                     |                       |           |         |          |           |
| \( r_0 = 8 \) | -2.60              | -2.55                 | 1.75      | -1.58   | -1.01    | 0.637     |
| \( r_0 = 10 \) | -2.60              | -2.60                 | 1.75      | -1.58   | -1.01    | 0.637     |
| \( r_0 = 12 \) | -2.60              | -2.60                 | 1.75      | -1.58   | -1.01    | 0.637     |
| Bydgoszcz  |                     |                       |           |         |          |           |
| \( r_0 = 8 \) | -1.56              | -1.56                 | 2.46 **   | -1.77   | -1.32    | 0.548     |
| \( r_0 = 10 \) | -1.56              | -1.56                 | 2.46 **   | -1.77   | -1.32    | 0.548     |
| \( r_0 = 12 \) | -1.56              | -1.56                 | 2.46 **   | -1.77   | -1.32    | 0.548     |
| Gdańsk     |                     |                       |           |         |          |           |
| \( r_0 = 8 \) | -0.297 *           | -0.297                | 2.88 **   | -1.51   | -0.804   | 0.926     |
| \( r_0 = 10 \) | -0.297             | -0.297                | 2.74 **   | -1.51   | -0.804   | 0.828     |
| \( r_0 = 12 \) | -0.297             | -0.297                | 2.74 ***  | -1.51   | -0.804   | 0.812     |
| Gdynia     |                     |                       |           |         |          |           |
| \( r_0 = 8 \) | -0.580             | -0.580                | 0.862     | -1.44   | -0.429   | 3.81 ***  |
| \( r_0 = 10 \) | -0.580             | -0.580                | 0.862     | -1.44   | -0.429   | 3.81 ***  |
| \( r_0 = 12 \) | -0.580             | -0.580                | 0.862     | -1.44   | -0.429   | 3.81 ***  |
| Katowice   |                     |                       |           |         |          |           |
| \( r_0 = 8 \) | -1.14              | -1.14                 | 4.67 ***  | -2.42   | -1.70    | 0.437     |
| \( r_0 = 10 \) | -1.14              | -1.14                 | 4.67 ***  | -2.42   | -1.70    | 0.437     |
| \( r_0 = 12 \) | -1.14              | -1.14                 | 3.64 ***  | -2.42   | -1.70    | 0.437     |
| Kielce     |                     |                       |           |         |          |           |
| \( r_0 = 8 \) | -2.82              | -1.26                 | 3.87 ***  | -1.07   | -0.624   | 1.44      |
| \( r_0 = 10 \) | -2.82              | -1.60                 | 3.87 ***  | -1.07   | -0.624   | 1.44      |
| \( r_0 = 12 \) | -2.82              | -1.91                 | 3.87 ***  | -1.07   | -0.624   | 1.44      |
| Kraków     |                     |                       |           |         |          |           |
| \( r_0 = 8 \) | -0.0327 *          | -0.0327               | 2.91 **   | -2.15   | 0.0749   | 0.611     |
| \( r_0 = 10 \) | -0.0327            | -0.0327               | 2.91 **   | -2.15   | 0.0749   | 0.611     |
| \( r_0 = 12 \) | -0.0327            | -0.0327               | 2.91 ***  | -2.15   | 0.0749   | 0.611     |
| Lublin     |                     |                       |           |         |          |           |
| \( r_0 = 8 \) | -1.11              | -0.478                | 2.41 *    | -1.74   | -1.27    | 0.775     |
| \( r_0 = 10 \) | -1.11              | -1.11                 | 2.41 **   | -1.74   | -1.27    | 0.759     |
| \( r_0 = 12 \) | -1.11              | -1.11                 | 2.41 **   | -1.74   | -1.27    | 0.759     |
| Łódź       |                     |                       |           |         |          |           |
| \( r_0 = 8 \) | -1.66              | -1.51                 | 3.61 ***  | -1.96   | -1.54    | -0.0511   |
| \( r_0 = 10 \) | -1.66              | -1.51                 | 3.61 ***  | -1.96   | -1.54    | -0.0511   |
| \( r_0 = 12 \) | -1.66              | -1.51                 | 3.61 ***  | -1.96   | -1.54    | -0.0511   |
| Olsztyn    |                     |                       |           |         |          |           |
| \( r_0 = 8 \) | -1.62              | -1.15                 | 1.38      | -1.40   | -0.745   | 0.0971    |
| \( r_0 = 10 \) | -1.62              | -1.55                 | 1.38      | -1.40   | -0.745   | 0.0971    |
| \( r_0 = 12 \) | -1.62              | -1.55                 | 1.38      | -1.40   | -0.745   | 0.0971    |
| Opole      |                     |                       |           |         |          |           |
| \( r_0 = 8 \) | -0.949             | -0.564                | 2.98 **   | -1.85   | -1.20    | -0.0125   |
| \( r_0 = 10 \) | -0.949             | -0.564                | 2.98 **   | -1.85   | -1.20    | -0.0125   |
| \( r_0 = 12 \) | -0.949             | -0.564                | 2.98 ***  | -1.85   | -1.20    | -0.0125   |
| Poznań     |                     |                       |           |         |          |           |
| \( r_0 = 8 \) | -3.52              | -3.31                 | 2.89 **   | -1.31   | -0.950   | 0.976     |
| \( r_0 = 10 \) | -3.52              | -3.52                 | 2.89 **   | -1.31   | -0.950   | 0.976     |
| \( r_0 = 12 \) | -3.52              | -3.52                 | 2.89 ***  | -1.31   | -0.950   | 0.976     |
| Rzeszów    |                     |                       |           |         |          |           |
| \( r_0 = 8 \) | -1.01              | -1.01                 | 1.01      | -2.07   | -1.68    | 3.21 **   |
| \( r_0 = 10 \) | -1.01              | -1.01                 | 1.01      | -2.07   | -1.68    | 3.21 **   |
| \( r_0 = 12 \) | -1.01              | -1.01                 | 1.01      | -2.07   | -1.68    | 3.21 **   |
Table 2. Cont.

| City/Region | Real Housing Prices | Price-to-Income Ratio |
|-------------|---------------------|-----------------------|
|             | ADF | SADF | GSADF | ADF | SADF | GSADF |
| Panel A: Test Statistics (lag length \( k = 1 \), minimum window size \( r_0 \) — 8, 10, 12, respectively) |
| Szczecin    |     |      |       |     |      |       |
| \( r_0 = 8 \) | -0.614 | -0.614 | 2.38 * | -1.39 | -0.635 | 0.0582 |
| \( r_0 = 10 \) | -0.614 | -0.614 | 2.38 ** | -1.39 | -0.635 | -0.266 |
| \( r_0 = 12 \) | -0.614 | -0.614 | 2.38 ** | -1.39 | -0.635 | -0.266 |
| Warszawa    |     |      |       |     |      |       |
| \( r_0 = 8 \) | -0.347 * | -0.347 | 4.31 *** | -1.73 | -0.462 | 0.507 |
| \( r_0 = 10 \) | -0.347 * | -0.347 | 4.31 *** | -1.73 | -0.462 | 0.507 |
| \( r_0 = 12 \) | -0.347 * | -0.347 | 4.31 *** | -1.73 | -0.462 | 0.507 |
| Wrocław     |     |      |       |     |      |       |
| \( r_0 = 8 \) | -1.99 | -1.99 | 4.68 *** | -1.60 | -0.825 | 1.45 |
| \( r_0 = 10 \) | -1.99 | -1.99 | 4.68 *** | -1.60 | -0.825 | 1.45 |
| \( r_0 = 12 \) | -1.99 | -1.99 | 4.68 *** | -1.60 | -0.825 | 1.45 |
| Zielona Góra |     |      |       |     |      |       |
| \( r_0 = 8 \) | -0.760 | -0.592 | 4.89 *** | -1.79 | -1.08 | 0.725 |
| \( r_0 = 10 \) | -0.760 | -0.592 | 4.10 *** | -1.79 | -1.08 | 0.260 |
| \( r_0 = 12 \) | -0.760 | -0.592 | 4.08 *** | -1.79 | -1.08 | 0.260 |
| Panel B: Critical Values |
| 90%          |     |      |       |     |      |       |
| \( r_0 = 8 \) | -0.408 | 1.05 | 2.04 | -0.427 | 1.08 | 2.04 |
| \( r_0 = 10 \) | -0.408 | 1.02 | 1.85 | -0.505 | 0.997 | 1.81 |
| \( r_0 = 12 \) | -0.371 | 0.814 | 1.55 | -0.489 | 0.938 | 1.63 |
| 95%          |     |      |       |     |      |       |
| \( r_0 = 8 \) | -0.0325 | 1.35 | 2.42 | -0.0946 | 1.38 | 2.39 |
| \( r_0 = 10 \) | -0.0325 | 1.32 | 2.13 | -0.147 | 1.26 | 2.06 |
| \( r_0 = 12 \) | -0.0383 | 1.09 | 1.89 | -0.102 | 1.27 | 1.98 |
| 99%          |     |      |       |     |      |       |
| \( r_0 = 8 \) | 0.735 | 2.15 | 3.61 | 0.359 | 1.91 | 3.19 |
| \( r_0 = 10 \) | 0.735 | 2.13 | 2.96 | 0.537 | 1.90 | 3.05 |
| \( r_0 = 12 \) | 0.651 | 1.67 | 2.65 | 0.633 | 1.80 | 2.51 |

Note: *, ** and *** denote statistical significance at the 10, 5 and 1 percent significance level, respectively. All results are for autoregressive lag length \( k = 1 \).

Figure 5. Graphical representation of episodes of price exuberance for a sample of eight Polish cities.
In turn, Figure 6 illustrates the chronology of the identified periods of exuberance in housing prices for a selection of different Polish cities. It shows a cluster of periods of price exuberance from 2017 onwards. Clustering results over our sample period indicate the possibility that some common factor may have contributed to the spread of explosive dynamics in housing prices across different Polish cities.

![Figure 6. Date-stamping periods of exuberance in local housing markets.](image)

For panel data of real housing prices, the results indicate that the null hypothesis of a unit root can be rejected at all conventional levels, providing strong evidence of mild explosive dynamics in housing prices time series (see Table 3). In contrast, there is no evidence of exuberance in housing prices for the price-to-income ratio.

Table 3. Results of the univariate estimation of panel test statistics (GSADF PANEL).

| GSADF Panel Test Statistic          |                     |
|-------------------------------------|---------------------|
| Real Housing Prices                 | 2.18                |
| Price-to-Income Ratio               | −0.56               |
| **Critical Value**                  |                     |
| 1%                                  | 0.347               |
| 5%                                  | 0.234               |
| 10%                                 | 0.218               |

5. Discussion

The results provide empirical evidence for the existence of episodes of exuberance in the housing markets of most of the Polish cities under study (13 out of 17), when taking into account the real housing prices. The situation looks differently when the same research method is applied to the price-to-income ratio. In the latter case, mild explosive dynamics in housing prices time series were observed only in two instances, i.e., for Gdynia and Rzeszów. Insofar as other cities are concerned, there is no evidence of any exuberance of housing prices in the period under study. Looking through the prism of purchasing power parity and the increasing creditworthiness of housing purchasers—on the one hand, rising incomes are a catalyst for growth in housing markets, but on the other hand, they mitigate the emergence of price bubbles by correcting them through their internal dynamics.

In the study, we aimed at examining whether there is price exuberance in the housing markets of major Polish cities by testing two different sets of data (time series), i.e., the real rate of change of housing prices and the price-to-income ratio. For this purpose, we applied the SADF and GSADF testing methods used to identify mild explosive dynamics in time
series, i.e., methods based on Monte Carlo simulations or bootstrapping. In our study, this simulation consisted of 2000 replications for each observation. The SADF and GSADF test statistics for price-to-income ratio were found to be statistically insignificant in the vast majority of cases (13 out of 17 cases). In other words, following Phillips et al. (2015a), the results of the study provide empirical evidence of speculative bubbles in the case of real housing prices, while no similar episodes of explosiveness (or exuberance) were observed for the price-to-income ratio. Moreover, the SADF and GSADF tests and the date-stamping approach indicate that periods of price exuberance predominantly started to occur only after 2017, i.e., coinciding with the beginning of the dynamic upward trend in these markets (see Figure 1).

The answer to the question of whether there is indeed already a situation of price bubbles in local housing markets in Poland is of course crucial for the participants of this market, but it must also remain important for the monetary authorities implementing monetary and macroprudential policies in Poland. The results show that when analysing changes in housing prices through the lens of rising average incomes, which in many cases have risen faster than housing prices themselves, there is no indication of the emergence of bubbles.

In recent years, there has been an ongoing debate about the formation of housing bubbles (Zelazowski 2018; Korzeb 2019; Czerniak and Kawalec 2020). Housing values have been rising, but this is unlikely to have resulted in a macroeconomic expansion effect. With the increased wealth of Poles due to rising incomes, there has been some price realignment, which should not be surprising given the increase in housing prices worldwide. When assessing the Polish housing markets, one should not forget about the international context, which always creates a certain demand pressure in competitive markets. In this regard, there is evidence of episodic bubbles in many housing markets, including New Zealand (Greenaway-McGrevy and Phillips 2016), Australia (Shi et al. 2016), the United States and the United Kingdom (Kholodilin and Michelsen 2018). In part, this situation results from the artificial creation of money, which, to some degree, also finds its way into the system of housing markets. The blame for this state of affairs should be attributed to the US Federal Reserve, which for the past 12 years has been implementing the monetary policy of “printing money” (Vogiazas and Alexiou 2017). Vogiazas and Alexiou (2017) point to the impact of excessive liquidity and credit financing on the formation of housing bubbles. Indeed, housing bubbles are a product of poor government policies that perpetuate an environment of rising housing prices, making houses unattainable for many young adults (Thornton 2009). Moreover, there are country-specific factors that significantly increase the demand for housing in Poland. The average number of dwellings per 1000 inhabitants (352), currently places Poland in the penultimate place in the EU, and in this respect, Poland is second only to Slovakia (Sobieraj 2020). More importantly, the median age of the population in Poland (40.8) is estimated at a level far below the European average (43.1), which will also, at least for some time, be a source of demand for housing among young people. Of course, the process of rural–urban migration, and the urban transformation that this phenomenon entails, is still ongoing. According to demographic forecasts for Poland until 2030, over the next 10 years metropolises will grow and villages will become even more depopulated. In addition, the Polish government focuses very intensively on infrastructure investments, especially in transportation (construction of a motorway network), but it also supports housing construction in the form of various programmes (Sobieraj 2020). For example, programmes such as: “Family on its own”, and “Flats for newlyweds”, etc. (Sobieraj 2020). This means that the aspect of some government support is also important (Bryx 2017). In addition, there is also speculative demand, which is fuelled by near-zero interest rates and the resulting lack of alternatives for capital investment. Of course, one can hope that the coronavirus pandemic will reverse some of these trends and cause people to move out of city centres, but for the time being it is too early to make any generalisations in this respect.
Finally, comparing this study with Żelazowski’s (2018), it is worth noting that Żelazowski’s study covers the period until 2016, when a significant upward trend in the Polish real estate market was just beginning. More specifically, this study covers the period of the last 59 quarters, the last of which is the first quarter of 2021, so the data already cover the period of a robust upward trend that started in 2016. Importantly, the bubbles we have detected relate mainly to this period. Before that, we were actually dealing with stable prices over a long period of time. The data Żelazowski relies on in his study practically does not cover the last bull market that started (outside Żelazowski’s data window). Unlike him, we present a comparison that clearly shows that in the case of the real prices data (transactional secondary market housing prices) we are dealing with bubbles on a large scale. In contrast, when we look at fundamentals, these bubbles are no longer visible. We also show this in a panel approach, which Żelazowski does not. Our goal is to shed light on this. After all, the debate about whether or not we are dealing with bubbles has been going on in public discourse for years. Moreover, Żelazowski does not call attention to the issue of sensitivity of GSADF tests to window length. We shed light on this issue and present tests for three window lengths, i.e., for 8, 10 and 12 periods. Again, some differences can be seen. For example, the GSADF tests performed for the price-to-income ratio show the existence of an episode of price exuberance in Gdynia, but only for a window length of eight periods. Although, in fact, the window length of 10 periods chosen by Żelazowski seems appropriate.

6. Conclusions

The aim of the study was to examine the occurrence of episodes of exuberance in housing prices across major Polish cities, taking into account quarterly data from Q3 2006 to Q1 2021. In addition to the evolution of real housing prices, we applied the same research method to evaluate time series capturing the changes in prices in relation to average incomes. Disagreeing with the line of reasoning presented by Lind (2009), who believed that bubbles should be defined solely in terms of the price action (i.e., price evolution), we sought to determine whether a fundamental perspective that takes into account purchasing power parity significantly affects the results and changes the context in which these markets are appraised. With regard to real prices from the secondary market, we were able to demonstrate the existence of episodes of price exuberance for 13 of the 17 studied cities. When we changed the context of the study and performed the same tests for the price-to-income ratio, we found that episodes of price exuberance could only be indicated in 2 cases out of the 17. The overall conclusion is that rising average incomes tend to mitigate explosive dynamics, and change the context in which the whole issue of housing bubbles is viewed.

When we look at the results of the SADF and GSADF tests, there are significant differences. As far as the former is concerned, rejections of the null hypothesis have not occurred at all. In contrast, for the GSADF tests, the null hypothesis of a unit root was rejected for 13 out of 17 cities, at different levels of significance, i.e., 1%, 5% or 10%. Thus, we are dealing with evidence for the existence of explosiveness (or exuberance) in real housing prices. In general, the GSADF tests for real housing prices are indicative of the existence of episodes of mild explosive dynamics, while the same statement will not be valid for the price-to-income ratio. In the case of the latter, we were able to provide empirical evidence for the existence of periods of exuberance in real house prices in only two cases, i.e., for Gdynia and Rzeszów.

As for the future direction of the research, it is worthwhile to perform a comparative analysis of several methods presented in Table 1, e.g., LPPL, ARDL bound test, GSADF, bivariate coexplosive VAR, Markov regime switching, Kalman filter and GMM, etc. It is also worth considering the use of disposable income as it determines the real purchasing power of buyers; nominal income may grow and those interested in purchasing a home may have limited unallocated resources with which to pay their obligations, such as those related to mortgage repayments, in a timely manner. It would likely provide better control for
housing market fundamentals, and thereby would likely significantly reduce the likelihood of false positive identification.
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### Notes

1. The wealth effect is a behavioral economic theory suggesting that people spend more as the value of their assets rise. The idea is that consumers feel more financially secure and confident about their wealth when their homes or investment portfolios increase in value.

2. Irrational exuberance is defined as a rise in asset prices to levels that are not fundamentally justified. It happens as a result of investors’ excessive enthusiasm dictated by their inexplicable market optimism, which has no real basis in fundamental valuation. Such excessive enthusiasm is due to psychological factors.

3. This method is based on recursive ADF regression estimation, employing the Sherman-Morrison-Woodbury formula to efficiently update the least squares estimates as the subsample size changes.

4. It is recommended that the minimum window size should be \( r_0 = 0.01 + 1.8/\sqrt{T} \) (Phillips et al. 2015a, 2015b).

5. The remaining variables are defined as in the previous sub-section.

6. The overall assumption is that \( \gamma_i, r_1, r_2 \) may vary from panel to panel as opposed to canonical approaches.
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