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**Abstract.** We prove the following theorem.

**Theorem:** Let $X$ be a nonempty compact metrizable space, let $l_1 \leq l_2 \leq \ldots$ be a sequence in $\mathbb{N}$, and let $X_1 \subset X_2 \subset \ldots$ be a sequence of nonempty closed subspaces of $X$ such that for each $k \in \mathbb{N}$, $\dim_{Z/p} X_k \leq l_k$. Then there exists a compact metrizable space $Z$, having closed subspaces $Z_1 \subset Z_2 \subset \ldots$, and a (surjective) cell-like map $\pi : Z \to X$, such that for each $k \in \mathbb{N}$,

(a) $\dim Z_k \leq l_k$,
(b) $\pi(Z_k) = X_k$, and
(c) $\pi|Z_k : Z_k \to X_k$ is a $Z/p$-acyclic map.

Moreover, there is a sequence $A_1 \subset A_2 \subset \ldots$ of closed subspaces of $Z$ such that for each $k$, $\dim A_k \leq l_k$, $\pi|A_k : A_k \to X$ is surjective, and for $k \in \mathbb{N}$, $Z_k \subset A_k$ and $\pi|A_k : A_k \to X$ is a $UV^{l_k-1}$-map.

It is not required that $X = \bigcup_{k=1}^{\infty} X_k$ or that $Z = \bigcup_{k=1}^{\infty} Z_k$. This result generalizes the $Z/p$-resolution theorem of A. Dranishnikov and runs parallel to a similar theorem of S. Ageev, R. Jiménez, and the first author, who studied the situation where the group was $Z$.

1. Introduction

The goal of this paper is to prove the following theorem.

**Theorem 1.1.** Let $X$ be a nonempty compact metrizable space, let $l_1 \leq l_2 \leq \ldots$ be a sequence in $\mathbb{N}$, and let $X_1 \subset X_2 \subset \ldots$ be a sequence of nonempty closed subspaces of $X$ such that for each $k \in \mathbb{N}$, $\dim_{Z/p} X_k \leq l_k$. Then there exists a compact metrizable space $Z$, having closed subspaces $Z_1 \subset Z_2 \subset \ldots$, and a (surjective) cell-like map $\pi : Z \to X$, such that for each $k \in \mathbb{N}$,

(a) $\dim Z_k \leq l_k$,
(b) $\pi(Z_k) = X_k$, and
(c) $\pi|Z_k : Z_k \to X_k$ is a $Z/p$-acyclic map.

Moreover, there is a sequence $A_1 \subset A_2 \subset \ldots$ of closed subspaces of $Z$ such that for each $k$, $\dim A_k \leq l_k$, $\pi|A_k : A_k \to X$ is surjective, and for $k \in \mathbb{N}$, $Z_k \subset A_k$ and $\pi|A_k : A_k \to X$ is a $UV^{l_k-1}$-map.

The second Section will contain some technical results necessary for the proof of Theorem 1.1 and the proof will be described in the third Section.

In Section 4 we will outline a proof of a case of Theorem 1.1 that was suggested to us by an anonymous referee. Unfortunately, this technique cannot be used to prove the most difficult cases of Theorem 1.1 nor does it have the potential for generalization for those groups $G$ whose resolutions require a domain space of dimension $n + 1$, if the range space had $\dim G \leq n$ (Le).

---
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For example, the theorem that follows is an immediate consequence of Theorem 1.1, but it cannot be proven using the technique described in Section 4.

**Theorem 1.2.** Let \( n \in \mathbb{N} \) and let \((X_i)\) be a sequence of (not necessarily nested) closed subsets of the Hilbert cube \( Q \) with \( \dim_{\mathbb{Z}/p} X_i \leq n \) for all \( i \). Then there exists a compact metrizable space \( Z \), a cell-like map \( \pi : Z \to Q \), and a sequence \((Z_i)\) of closed subsets of \( Z \) such that \( \forall i \),

(a) \( \dim Z_i \leq n \), and

(b) \( \pi|Z_i : Z_i \to X_i \) is a surjective \( \mathbb{Z}/p \)-acyclic map.

This theorem provides a cell-like resolution of the Hilbert cube \( Q \) and simultaneously \( \mathbb{Z}/p \)-acyclic resolutions over any \( F_\sigma \)-collection whatsoever of such \( X_i \).

Let us proceed by explaining some terms that might be unfamiliar to the reader. Basic facts about cell-like spaces and maps can be found in [Da]. A map \( \pi : Z \to X \) is called cell-like if for each \( x \in X \), \( \pi^{-1}(x) \) has the shape of a point. To detect that a compact metrizable space \( Y \) has the shape of a point, it is sufficient to prove that there is an inverse sequence \((Z_i,p_i^{i+1})\), of compact metrizable spaces \( Z_i \), whose limit is homeomorphic to \( Y \) and such that for infinitely many \( i \in \mathbb{N} \), \( p_i^{i+1} : Z_{i+1} \to Z_i \) is null-homotopic. It is also sufficient to show that every map of \( Y \) to a CW-complex is null-homotopic.

A map \( \pi : Z \to X \) between topological spaces is called \( G \)-acyclic ([Dr]) if all its fibers \( \pi^{-1}(x) \) have trivial reduced \( \check{C}ech \) cohomology with respect to a given abelian group \( G \), or, equivalently, every map \( f : \pi^{-1}(x) \to K(G,n) \) is null-homotopic.

Note that a map \( \pi : Z \to X \) being cell-like implies that \( \pi \) is also \( G \)-acyclic.

To detect that a compact metrizable space \( Y \) has trivial reduced \( \check{C}ech \) cohomology with respect to the group \( G \), it is sufficient to prove that there is an inverse sequence \((Z_i,p_i^{i+1})\) of compact polyhedra \( Z_i \), whose limit is homeomorphic to \( Y \), such that for infinitely many \( i \in \mathbb{N} \), the map \( p_i^{i+1} : Z_{i+1} \to Z_i \) induces the zero-homomorphism of cohomology groups \( H^m(Z_i;G) \to H^m(Z_{i+1};G) \), for all \( m \in \mathbb{N} \).

A map \( \pi : Z \to X \) is called a \( UV^k \)-map ([Da]) if each of its fibers has property \( UV^k \). This means that each embedding \( \pi^{-1}(x) \hookrightarrow A \) into an ANR \( A \) has property \( UV^k \): for every \( 0 \leq r \leq k \) and every neighborhood \( U \) of \( \pi^{-1}(x) \) in \( A \), there exists a neighborhood \( V \) of \( \pi^{-1}(x) \) in \( U \) such that every map of \( S^r \) into \( V \) is null-homotopic in \( U \). In order to prove that \( \pi \) is a \( UV^k \)-map, it is sufficient to show that, for all \( x \in X \), there is an inverse sequence \((Z_i,p_i^{i+1})\) of compact polyhedra \( Z_i \), whose limit is homeomorphic to \( \pi^{-1}(x) \) and such that \( \forall i \in \mathbb{N} \), if \( 0 \leq r \leq k \), then any map \( h : S^r \to Z_i \) is null-homotopic. It is well-known that cell-like compacta have property \( UV^k \) for all \( k \).

A map \( g : X \to |K| \) between a space \( X \) and a polyhedron \(|K|\) is called a \( K \)-modification of a map \( f : X \to |K| \) if whenever \( x \in X \) and \( f(x) \in \sigma \), for some \( \sigma \in K \), then \( g(x) \in \sigma \). This is equivalent to the following: whenever \( x \in X \) and \( f(x) \in \hat{\sigma} \), for some \( \sigma \in K \), then \( g(x) \in \sigma \).

The proof of Theorem 1.1 uses some techniques developed by A. Dranishnikov in the proof of the following theorem, which can be found as Theorem 8.7 in [Dr].

**Theorem 1.3.** For every compact metrizable space \( X \) with \( \dim_{\mathbb{Z}/p} X \leq n \), there exists a compact metrizable space \( Z \) and a surjective map \( \pi : Z \to X \) such that \( \pi \) is \( \mathbb{Z}/p \)-acyclic and \( \dim Z \leq n \).

We will show in Remark 5.3 that our Theorem 1.1 is a generalization of this theorem. Dranishnikov used Edwards–Walsh complexes and resolutions, and so shall we.

The following definition of Edwards–Walsh complexes (EW-complexes) and resolutions, as well as results about them, can be found in [Dr], [DW] or [KY]. For \( G = \mathbb{Z} \), these resolutions were formally formulated in [Wa].
Definition 1.4. Let $G$ be an abelian group, $n \in \mathbb{N}$ and $L$ a simplicial complex. An Edwards–Walsh resolution of $L$ in dimension $n$ is a pair $(\text{EW}(L, G, n), \omega)$ consisting of a CW-complex $\text{EW}(L, G, n)$ and a combinatorial map $\omega : \text{EW}(L, G, n) \to |L|$ (that is, $\omega^{-1}(|L'|)$ is a subcomplex, for each subcomplex $L'$ of $L$) such that:

(i) $\omega^{-1}(|L^{(n)}|) = |L^{(n)}|$ and $\omega|_{L^{(n)}}$ is the identity map of $|L^{(n)}|$ onto itself,

(ii) for every simplex $\sigma$ of $L$ with $\dim \sigma > n$, the preimage $\omega^{-1}(|\sigma|)$ is an Eilenberg–MacLane space of type $(\bigoplus G, n)$, where the sum $\bigoplus G$ is finite, and

(iii) for every subcomplex $L'$ of $L$ and every map $f : |L'| \to K(G, n)$, the composition $f \circ \omega|_{\omega^{-1}(|L'|)} : \omega^{-1}(|L'|) \to K(G, n)$ extends to a map $F : \text{EW}(L, G, n) \to K(G, n)$.

We usually refer to the CW-complex $\text{EW}(L, G, n)$ as an Edwards–Walsh complex, and to the map $\omega$ itself as an Edwards–Walsh projection.

Remark 1.5. Let $L'$ be a subcomplex of $L$, $K$ be the subcomplex $\omega^{-1}(|L'|)$ of $\text{EW}(L, G, n)$, and $\omega_{L'} = \omega|_{\omega^{-1}(|L'|)} : \omega^{-1}(|L'|) \to |L'|$. Then $(K, \omega_{L'})$ is an Edwards–Walsh resolution of the form $(\text{EW}(L', G, n), \omega_{L'})$.

A discussion about the existence of Edwards–Walsh resolutions, as well as their construction, can be found in [Dr], [DW], [KY], [Wa]. For our needs, it is enough to know that when $G$ is either $\mathbb{Z}$ or $\mathbb{Z}/p$, Edwards–Walsh resolutions exist for any simplicial complex $L$.

In particular, we shall briefly describe the construction of $(\text{EW}(L, \mathbb{Z}/p, n), \omega)$ for a finite-dimensional simplicial complex $L$. If $\dim L \leq n$, define $\text{EW}(L, \mathbb{Z}/p, n) = L^{(n)} = L$, and $\omega = id_L$. If $\dim L = n + 1$, we start with $L^{(n)}$ and the identity map $id_{L^{(n)}}$, and proceed by building a $K(\mathbb{Z}/p, n)$ on $\partial \sigma$, for each $(n + 1)$-simplex $\sigma$ of $L$, and we build $\omega$ by extending $\partial \sigma \rightarrow \sigma$ over this newly attached $K(\mathbb{Z}/p, n)$. In this way, $\omega^{-1}(|\sigma|) = K(\mathbb{Z}/p, n)$, $\forall (n + 1)$-simplex $\sigma$ of $L$.

If $\dim L > n + 1$, then we shall distinguish the cases $n \geq 2$ and $n = 1$. In both of these cases our construction is inductive.

If $n \geq 2$ and $\dim L > n + 1$, then the skeleton $L^{(n+1)}$ is dealt with as described above, i.e., by attaching a $K(\mathbb{Z}/p, n)$ to $\partial \sigma$, for each $(n + 1)$-simplex $\sigma \in L^{(n+1)}$. This represents the basis of our inductive construction. For the step of our inductive construction, let $k > n + 1$. Then for any $k$-simplex $\sigma$ of $L$, we have that $\pi_n(\omega^{-1}(|\partial \sigma|)) = \bigoplus \mathbb{Z}/p$, where this sum is finite. So $\omega^{-1}(|\sigma|)$ will be obtained from $\omega^{-1}(|\partial \sigma|)$ by attaching cells of $\dim \geq n + 2$ in order to kill off the higher homotopy groups of $\omega^{-1}(|\partial \sigma|)$, and achieve that $\omega^{-1}(|\sigma|) = K(\bigoplus \mathbb{Z}/p, n)$.

If $n = 1$ and $\dim L > 2$, then the 2-skeleton $L^{(2)}$ is dealt with as described above, that is, by attaching a $K(\mathbb{Z}/p, 1)$ to $\partial \sigma$, for each 2-simplex $\sigma \in L^{(n+1)}$. To be more precise, this means attaching a 2-cell using a map of degree $p$ from the boundary of the 2-cell to $\partial \sigma$, for every 2-simplex $\sigma$ of $L$, and then proceeding by attaching cells of $\dim \geq 3$ to form a $K(\mathbb{Z}/p, 1)$ on top of each of these Moore spaces. However, the above mentioned 2-cells are not the only ones that get attached here, we will have to attach more of these. Namely, when $k > 2$, then for any $k$-simplex $\sigma$ of $L$, there will be 2-cells $\gamma \subset \omega^{-1}(|\sigma|) \setminus \omega^{-1}(|\partial \sigma|)$, attached by a map $\partial \gamma \to \omega^{-1}(|\partial \sigma|)$ representing a commutator in $\pi_1(\omega^{-1}(|\partial \sigma|))$. This is to ensure that $\pi_1(\omega^{-1}(|\sigma|)) = \bigoplus \mathbb{Z}/p$. We proceed by attaching cells of dimension $\geq 3$ to achieve that $\omega^{-1}(|\sigma|) = K(\bigoplus \mathbb{Z}/p, 1)$.

The following fact is proven in [Dr] as Lemma 8.1, and $(\pi_{\mathbb{Z}/p})$ is clear from our construction above.

Lemma 1.6. For the groups $\mathbb{Z}$ and $\mathbb{Z}/p$, for any $n \in \mathbb{N}$ and for any simplicial complex $L$, there is an Edwards–Walsh resolution $\omega : \text{EW}(L, G, n) \to |L|$ with the additional property for $n > 1$:
(ivZ) the \((n+1)\)-skeleton of \(EW(L,\mathbb{Z},n)\) is equal to \(L^{(n)}\);
(ivZ/p) the \((n+1)\)-skeleton of \(EW(L,\mathbb{Z}/p,n)\) is obtained from \(L^{(n)}\) by attaching \((n+1)\)-cells by a map of degree \(p\) to the boundary \(\partial \sigma\), for every \((n+1)\)-dimensional simplex \(\sigma\).

Here are some other properties following from the construction of Edwards-Walsh complexes for the groups \(\mathbb{Z}/p\).

**Remark 1.7.** Let \(L\) be a simplicial complex, let \(\sigma\) be any simplex of \(L\) with \(\dim \sigma > n\), and let \((EW(L,\mathbb{Z}/p,n),\omega)\) be an Edwards-Walsh resolution of \(L\). According to Remark 1.5, \(\omega^{-1}(|\sigma|) = EW(\sigma,\mathbb{Z}/p,n)\) and from the construction of \(EW(L,\mathbb{Z}/p,n)\), we have that the number of summands in \(\pi_n(\omega^{-1}(|\sigma|)) \cong \bigoplus \mathbb{Z}/p\) is less than or equal to the number of the \((n+1)\)-faces of \(\sigma\).

From this Remark and our construction, we get:

**Corollary 1.8.** Let \(\sigma\) be a simplex with \(\dim \sigma > n\), taken as a simplicial complex, and let \((EW(\sigma,\mathbb{Z}/p,n),\omega)\) be an Edwards-Walsh resolution of \(\sigma\). Then

(I) \(H_n(|\sigma^{(n)}|) \cong \bigoplus \mathbb{Z},\) and

(II) \(H_n(EW(\sigma,\mathbb{Z}/p,n)) \cong \bigoplus \mathbb{Z}/p,\)

where \(r \leq \) the number of all \((n+1)\)-faces of \(\sigma\). Moreover,

(III) we can choose \(\tau_1, \ldots, \tau_r\) to be some \((n+1)\)-faces of \(\sigma\) so that the images \(h_1, \ldots, h_r\)

of the generators of \(H_n(\partial \tau_1), \ldots, H_n(\partial \tau_r)\), induced by the inclusions \(\partial \tau_i \hookrightarrow \sigma^{(n)}\),

form a basis of \(H_n(|\sigma^{(n)}|)\). Then if \(q_1, \ldots, q_r\) are the images of the generators of \(H_n(\partial \tau_1), \ldots, H_n(\partial \tau_r)\), induced by the inclusions \(\partial \tau_i \hookrightarrow EW(\sigma,\mathbb{Z}/p,n)\), and \(\lambda_{\ast} = H_n(\lambda)\) is induced by the inclusion \(\lambda : \sigma^{(n)} \hookrightarrow EW(\sigma,\mathbb{Z}/p,n)\), we get that \(q_1 = \lambda_{\ast}(h_1), \ldots, q_r = \lambda_{\ast}(h_r)\) form a basis of \(H_n(EW(\sigma,\mathbb{Z}/p,n))\).

The following lemma is proven in [Dr] as Lemma 8.2. It concerns (approximately) lifting maps through EW-complexes:

**Lemma 1.9.** Let \(X\) be a compact metrizable space with \(\dim_G X \leq n\), and let \(L\) be a finite simplicial complex. Then for every Edwards-Walsh resolution \(\omega : EW(L,G,n) \rightarrow |L|\), and for every map \(f : X \rightarrow |L|\), there exists a map \(f' : X \rightarrow EW(L,G,n)\) such that

(i) \(f'|_{f^{-1}(|L^{(n)}|)} = f|_{f^{-1}(|L^{(n)}|)}\), and

(ii) \(\omega \circ f'\) is an \(L\)-modification of \(f\).

Our primary construction will be done in the Hilbert cube \(Q\) – our space \(X\) is compact metrizable, and \(Q\) is universal for all compact metrizable spaces.

Let the Hilbert cube \(Q = \prod_{i=1}^{\infty} I\) be endowed with the metric \(\rho\) such that if \(x = (x_i), y = (y_i)\), then \(\rho(x,y) = \sum_{i=1}^{\infty} \frac{|x_i - y_i|}{2^i}\). As usual, \(I = [0,1]\). For any \(i \in \mathbb{N}\) it will be convenient to write \(Q = I^i \times Q_i\) in factored form. In this case, any subset \(E\) of \(I^i\) will always be treated as \(E \times \{0\} \subset Q\). We shall use \(p_i : Q \rightarrow I^i\) for coordinate projection.

In some of the proofs that follow we will use stability theory, about which more details can be found in §VI.1 of [HW]. Namely, we will use the consequences of Theorem VI.1. from [HW]: if \(X\) is a separable metrizable space with \(\dim X \leq n\), then for any map \(f : X \rightarrow I^{n+1}\) all values of \(f\) are unstable. A point \(y \in f(X)\) is called an unstable value of \(f\) if for every \(\delta > 0\) there exists a map \(g : X \rightarrow I^{n+1}\) such that:

(1) \(d(f(x),g(x)) < \delta\) for every \(x \in X\), and

(2) \(g(X) \subset I^{n+1} \setminus \{y\}\).
Moreover, this map \( g \) can be chosen so that \( g = f \) on the complement of \( f^{-1}(U) \), for any open neighborhood \( U \) of \( y \), and so that \( g \) is homotopic to \( f \) (see Corollary 1.3.2.1 of [MS]).

The following lemma is a form of the homotopy extension theorem with control, and can be found in [AJR] as Lemma 2.1.

**Lemma 1.10.** Let \( f : X \to R \) be a map of a compact polyhedron \( X \) to a space \( R \), \( X_0 \) be a closed subpolyhedron of \( X \), and \( U \) be an open cover of \( R \). Suppose that \( F : X_0 \times I \to R \) is a \( U \)-homotopy of \( f|_{X_0} \). Then there exists a \( U \)-homotopy \( H : X \times I \to R \) of \( f \) such that \( H|_{X_0 \times I} = F : X_0 \times I \to R \).

**Notation.** We will use the following notation. Let \( x \) belong to a metric space \( X \) and let \( \delta > 0 \). Then by \( \overline{N}(x, \delta) \) we shall mean the closed \( \delta \)-neighborhood of \( x \) in \( X \). For example, for \( x \in Q \), \( p_i(x) \in I^i \) so \( \overline{N}(p_i(x), \delta) \) is the closed \( \delta \)-neighborhood of \( p_i(x) \) in \( I^i \).

Whenever \( (P_i, g_i^{i+1}) \) is an inverse sequence, \( T_i \subset P_i \) and \( g_i^{i+1}(T_{i+1}) \subset T_i \) for each \( i \), then we shall write \( (T_i, g_i^{i+1}) \) for the induced inverse sequence, using the same notation for the bonding maps as long as no confusion can arise.

Whenever \( P \) is a polyhedron, \( \tau \) is a triangulation of \( P \), and \( k \geq 0 \), then \( P^{(k)} \) will denote the subpolyhedron of \( P \) triangulated by the \( k \)-skeleton of \( \tau \), i.e., \( P^{(k)} = |\tau^{(k)}| \). If \( R \) is a subpolyhedron of \( P \) and we have to build an Edwards-Walsh complex on \( \tau|_R \), we will write \( EW(R, \mathbb{Z}/p, n) \) instead of \( EW(\tau|_R, \mathbb{Z}/p, n) \), to keep matters simpler.

## 2. Technical Lemmas

The following type of result is a lemma which is technical, but which will help us find certain maps and understand their fibers. This lemma can be found in [AJR] as Lemma 3.1. Once the correct conditions are found on the construction of said maps, then Theorem 1.1 will follow readily.

**Lemma 2.1.** Suppose that for each \( i \in \mathbb{N} \) we have selected \( n_i \in \mathbb{N} \), a compact subset \( P_i \subset I^{n_i} \), \( \delta_i > 0 \), \( \varepsilon_i > 0 \), and a map \( g_i^{i+1} : P_{i+1} \to P_i \) so that:

1. If \( u, v \in Q \) and \( \rho(u, v) \leq \varepsilon_{i+1} \), then \( \rho(p_{n_i}(u), p_{n_i}(v)) < \delta_i \).
2. \( n_i < n_{i+1} \).
3. \( \frac{\delta_i}{2} < \varepsilon_i \).
4. \( \rho(g_i^{i+1}(x), p_{n_i}(x)) < \delta_i \) for all \( x \in P_{i+1} \).
5. \( \delta_i < \frac{\delta_{i+1}}{\varepsilon_{i+1}} \).
6. \( P_{i+1} \times Q_{n_{i+1}} \subset P_i \times Q_{n_i} \).

Put \( X = \bigcap_{i=1}^{\infty} P_i \times Q_{n_i} \), \( P = (P_i, g_i^{i+1}) \), and \( Z = \lim P \). Then for each \( z = (a_1, a_2, \ldots) \in Z \subset \prod_{i=1}^{\infty} P_i \), and associated sequence \( (a_i) \) in \( Q \),

(a) \( (a_i) \) is a Cauchy sequence in \( Q \) whose limit lies in \( X \), and
(b) the function \( \pi : Z \to X \) given by \( \pi(z) = \lim_{i \to \infty} (a_i) \) is continuous.

Fix \( x \in X \) and for each \( i \in \mathbb{N} \), let \( B_{x,i} = \overline{N}(p_{n_i}(x), 2\delta_i) \cap P_i \), \( B^{\#}_{x,i} = \overline{N}(p_{n_i}(x), \varepsilon_i) \cap P_i \). Then,

(c) \( B_{x,i} \subset B^{\#}_{x,i} \) and \( g_i^{i+1}(B^{\#}_{x,i+1}) \subset B_{x,i} \).

If we let \( P_x = (B_{x,i}, g_i^{i+1}) \) and \( P_x^{\#} = (B^{\#}_{x,i}, g_i^{i+1}) \), then,

(d) \( \lim P_x = \lim P_x^{\#} \), and
(e) \( \pi^{-1}(x) = \lim P_x^{\#} \).
In addition, suppose we are given, for each $i \in \mathbb{N}$, a closed subspace $T_i \subset P_i$ in such a manner that $g_i^{i+1}(T_{i+1}) \subset T_i$. Put $T = (T_i, g_i^{i+1})$ and $Z' = \lim T \subset Z$. For $x \in X$, let $S_{x,i} = B_{x,i} \cap T_i$, $T_x = (S_{x,i}, g_i^{i+1})$; set $\pi = \pi|_{Z'} : Z' \to X$. Then,

\begin{enumerate}[(a)]
  \item $\pi^{-1}(x) = \lim T_x$, and
  \item if $S_{x,i} \neq \emptyset$ for each $i$, then $\pi^{-1}(x) \neq \emptyset$.
\end{enumerate}

A helpful diagram for Lemma 2.1

$$
\begin{array}{cccc}
  \ldots & P_i & \cdots & \overset{g_i^{i+1}}{\longrightarrow} & P_{i+1} & \cdots & Z \\
  & \downarrow \scriptstyle p_{n_i} & & \downarrow \scriptstyle \tau_i & & \downarrow \scriptstyle \pi & \\
  \ldots & P_i \times Q_{n_i} & \overset{\tau_i}{\longrightarrow} & P_i \times Q_{n_{i+1}} & \longrightarrow & \ldots & X
\end{array}
$$

Before proceeding, note that if $L$ is a simplicial complex, $K$ a CW-complex, and $f : |L| \to K$ a map, then we say that $f$ is cellular if it is cellular with respect to the CW-structure induced on $|L|$ by $L$ and the given one of $K$, i.e., $f$ takes the (simplicial) $n$-skeleton of $L$ to the (CW) $n$-skeleton of $K$, $\forall n$.

The following Corollary is a version of Corollary 3.2 from [AJR], adapted for the $\mathbb{Z}/p$-case. When used (in the proof of the main theorem), $A_k$ can be replaced by $Z_k$ (not just by $A_k$ of Theorem 1.1).

**Corollary 2.2.** Suppose in Lemma 2.1 that for each $i \in \mathbb{N}$, $P_i = |\tau_i|$ is a nonempty subpolyhedron of $P_i^{(k)}$ having a triangulation $\tau_i$, with a subdivision $\tau_i$ with mesh $\tau_i < \delta_i$, so that for every simplex $\gamma$ of $\tau_i$, $\tau_i|\gamma$ is collapsible. Moreover, assume that $g_i^{i+1}$ is a simplicial map (in particular, for all $k \geq 0$, $g_i^{i+1}(P_i^{(k)}) \subset P_i^{(k)}$, where $\tau_i$ and $\tau_i$ are the relevant triangulations). Let $l_1 \leq l_2 \leq \ldots$ be a sequence in $\mathbb{N}$, and let

$$
T_k = (P_i^{(l_k)}, g_i^{i+1}), \quad \text{and} \quad A_k = \lim T_k.
$$

Then $A_1 \subset A_2 \subset \ldots$, and for each $k \geq 1$,

\begin{enumerate}[(I)]
  \item $\dim A_k \leq l_k$ and $\pi|_{A_k} : A_k \to X$ is surjective.
\end{enumerate}

Assume further that for each $x \in X$ and $i \in \mathbb{N}$, there is a contractible polyhedron $P_{x,i}$ which is the closed star of a vertex in the triangulation $\tau_i$, such that

$$
B_{x,i} \subset P_{x,i} \subset B_{x,i}^*.
$$

Then

\begin{enumerate}[(II)]
  \item $\pi : Z \to X$ is a cell-like map, and
  \item for each $k \in \mathbb{N}$, $\pi|_{A_k} : A_k \to X$ is a $UV^{l_k-1}$-map.
\end{enumerate}

Suppose now that all of the above statements are true, and let $k \in \mathbb{N}$. If for infinitely many indexes $i$ we have that for all $x \in X$, $\omega \circ f_i(P_{x,i+1}) \subset P_{x,i}$, and $g_i^{i+1}|_{P_{x,i+1}} \simeq \omega \circ f_i|_{P_{x,i+1}}$, where $\omega : EW(P_i, \mathbb{Z}/p, l_k) \to P_i$ is an Edwards–Walsh projection, and $f_i : P_i+1 \to EW(P_i, \mathbb{Z}/p, l_k)$ is a cellular map, then

\begin{enumerate}[(IV)]
  \item $\pi|_{A_k} : A_k \to X$ is a $\mathbb{Z}/p$-acyclic map.
\end{enumerate}

Before showing the proof of Corollary 2.2, we will state and prove some lemmas which will be useful for its proof.

**Lemma 2.3.** Let $n \in \mathbb{N}$, and let $P = |L|$ and $Q = |M|$ be compact polyhedra with $\dim P$, $\dim Q \geq n + 1$. For any $(n+1)$-simplex $\tau_e$ of $M$, let $h_e$ and $q_e$ be the images of a generator of $H_n(\partial \tau_e)$ under the maps of $H_n(\partial \tau_e)$ induced by the inclusions $\partial \tau_e \hookrightarrow |M^{(n)}|$ and $\partial \tau_e \hookrightarrow EW(M, \mathbb{Z}/p, n)$, respectively.

Let $\mu$, $\nu$ and $\lambda$ be the inclusions as shown in the upcoming diagram, and let $f : |L| \to EW(M, \mathbb{Z}/p, n)$ be a cellular map making this diagram commutative.
Moreover, let $M$ be such that:

(I) $H_n(|M^{(n)}|) \cong \bigoplus_i \mathbb{Z}$, and

(II) $H_n(\text{EW}(M, \mathbb{Z}/p, n)) \cong \bigoplus_i \mathbb{Z}/p$,

where $r \leq$ the number of all $(n + 1)$-simplexes of $M$; and

(III) we can choose some $(n + 1)$-simplexes $\tau_1, \ldots, \tau_r$ of $M$ so that $\{h_1, \ldots, h_r\}$ forms a basis of $H_n(|M^{(n)}|)$, and so that $\{q_1, \ldots, q_r\}$ forms a basis of $H_n(\text{EW}(M, \mathbb{Z}/p, n))$.

Then for any $(n + 1)$-simplex $\sigma \in L$, with $H_n(\partial \sigma) = (\nu)$, we have:

(a) $f \circ \nu \circ \mu$ is null-homotopic, so

(b) $H_n(f|_{L^{(n)}} \circ \mu)(\nu) = \sum_{e=1}^{r} \varepsilon_e h_e$, where $\varepsilon_e \equiv 0 \pmod{p}$, for $e \in \{1, \ldots, r\}$.

\[\begin{array}{ccc}
|L| & \xrightarrow{f} & |M| \\
\downarrow{\nu} & & \downarrow{\lambda} \\
|L^{(n)}| & \xrightarrow{f|_{L^{(n)}}} & |M^{(n)}| \\
\downarrow{\partial \sigma} & & \downarrow{\partial \nu} \\
& & \downarrow{\mu}
\end{array}\]

Proof: Since $\partial \sigma$ is contained in $\sigma$, which is contractible, the inclusion $\nu \circ \mu : \partial \sigma \hookrightarrow |L|$ is null-homotopic. Therefore $f \circ \nu \circ \mu$ is null-homotopic, so (a) is true.

To prove (b), notice that $f$ being a cellular map implies

$$f(|L^{(n)}|) \subset \text{EW}(M, \mathbb{Z}/p, n)^{(n)} = |M^{(n)}|.$$  

It is clear that $f \circ \nu \circ \mu = \lambda \circ f|_{L^{(n)}} \circ \mu$. So (a) implies

$$0 = H_n(\lambda \circ f|_{L^{(n)}} \circ \mu)(\nu) = H_n(\lambda)(\sum_{e=1}^{r} \varepsilon_e h_e),$$

From (III) we get that $H_n(\lambda)(\sum_{e=1}^{r} \varepsilon_e h_e) = \sum_{e=1}^{r} \varepsilon_e q_e = 0$,

which means that $\varepsilon_e \equiv 0 \pmod{p}$, $\forall e \in \{1, \ldots, r\}$. \[\square\]

Some form of the following lemma was used by various authors.

Lemma 2.4. Let $n \in \mathbb{N}$, $P = |\widetilde{L}|$ be a compact polyhedron with $\dim P \geq n + 1$ and $\widetilde{M}$ be the closed star of a vertex $\widetilde{L}^{(0)}$. Let $L$ be a subdivision of $\widetilde{L}$ such that for every simplex $\sigma$ of $\widetilde{L}$, $L|_{\sigma}$ is a collapsible simplicial complex. Let $M$ be the simplicial complex that $L$ induces on $|\widetilde{M}|$, i.e., $M = L|_{|\widetilde{M}|}$ (subdivided vertex star). Then

(I) $H_n(|M^{(n)}|) \cong \bigoplus_i \mathbb{Z}$, and

(II) $H_n(\text{EW}(M, \mathbb{Z}/p, n)) \cong \bigoplus_i \mathbb{Z}/p$,

where $r \leq$ the number of all $(n + 1)$-simplexes of $M$. Moreover,

(III) we can choose $\tau_1, \ldots, \tau_r$ to be some $(n + 1)$-simplexes of $M$ so that the images $h_1, \ldots, h_r$ of the generators of $H_n(\partial \tau_1), \ldots, H_n(\partial \tau_r)$, induced by the inclusions $\partial \tau_1 \hookrightarrow M^{(n)}$, form a basis of $H_n(|M^{(n)}|)$. Then if $q_1, \ldots, q_r$ are the images of the generators of $H_n(\partial \tau_1), \ldots, H_n(\partial \tau_r)$, induced by the inclusions $\partial \tau_1 \hookrightarrow \text{EW}(M, \mathbb{Z}/p, n)$, and $H_n(\lambda)$ is induced by the inclusion $\lambda : M^{(n)} \hookrightarrow \text{EW}(M, \mathbb{Z}/p, n)$, we get that $q_1 = H_n(\lambda)(h_1), \ldots, q_r = H_n(\lambda)(h_r)$ form a basis of $H_n(\text{EW}(M, \mathbb{Z}/p, n))$. 

\[\begin{array}{ccc}
|L| & \xrightarrow{f} & |M| \\
\downarrow{\nu} & & \downarrow{\lambda} \\
|L^{(n)}| & \xrightarrow{f|_{L^{(n)}}} & |M^{(n)}| \\
\downarrow{\partial \sigma} & & \downarrow{\partial \nu} \\
& & \downarrow{\mu}
\end{array}\]
We will omit the proof to save space. On the way to proving this Lemma, one can first use Corollary [1.8] (containing the statement analogous to this one, but for a simplex) in order to prove analogous statements for a (non-subdivided) vertex star, and then for a subdivided simplex with a collapsible subdivision.

Then Lemma [2.4] can be proven by first proving its statement for $\dim M = n + 1$, and then, by induction, showing that it is true for $\dim M = n + k + 1$. The general step of induction would utilize another induction, on the number of $(n + k + 1)$-simplexes of $M$, as well as a Mayer-Vietoris sequence. We used a collapsible subdivision on simplexes of $M$ so that we could organize the process of induction. The information about the existence of subdivisions of a triangulation on a simplicial complex, in which a simplex with a collapsible subdivision is still collapsible can be found in [Gl].

Remark 2.5. When $M$ is a subdivided vertex star from Lemma 2.4, then Lemma 2.5 is true for $Q = |M|$ and $|M^{(n)}|$ is $(n - 1)$-connected.

Proof of Corollary 2.2. Surely $\dim A_k \leq l_k$. Let $x \in X$. Apply Lemma 2.1 with $T_i = P^{(l_k)}_i$ and

$$S_{x,i} = B_{x,i} \cap P^{(l_k)}_i.$$ 

Then $\mathbf{T}$ becomes $T_k$ and

$$Z' = \lim T_k = \lim (P^{(l_k)}_i, g^{i+1}_x) = A_k.$$ 

Note that the representation of $X$ implies that $p_{n_1}(X) \subset P_1$, $\forall i \in \mathbb{N}$. This fact, together with mesh $\tau_i < \delta_i$, can be used to check that $B_{x,i}$ must contain a vertex of $\tau_i$, so $S_{x,i} \neq \emptyset$. Therefore (g) of Lemma 2.1 shows that (I) is true.

Part (c) of Lemma 2.1 and the fact that $B_{x,i} \subset P_{x,i} \subset B_{x,i}^+$, $\forall i \in \mathbb{N}$, show that $\forall i \in \mathbb{N}$, $g^{i+1}_x(P_{x,i+1}) \subset P_{x,i}$, so $P'_x := (P_{x,i}, g^{i+1}_x)$ is an inverse sequence. Clearly (see (d) and (e) of Lemma 2.1), $\lim P'_x = \pi^{-1}(x)$. Now $P'_x$ is an inverse sequence of contractible polyhedra. Hence (II) is true.

To get at (III), first observe that by (f) of Lemma 2.1 the fiber $(\pi|_{A_k})^{-1}(x)$ is the limit of the inverse sequence $(S_{x,i}, g^{i+1}_x)$. On the other hand, for each $i \in \mathbb{N}$, $B_{x,i} \subset P_{x,i} \subset B_{x,i}^+$, $g^{i+1}_x(P^{(l_k)}_{x,i}) \subset P^{(l_k)}_{x,i}$, and $g^{i+1}_x(B_{x,i}^{l_k}) \subset B_{x,i}$. So one deduces that

$$g^{i+1}_x(P^{(l_k)}_{x,i+1}) \subset g^{i+1}_x(B_{x,i+1}^{l_k}) \cap g^{i+1}_x(P^{(l_k)}_{x,i+1}) \subset B_{x,i+1} \cap P^{(l_k)}_{x,i} \subset P_{x,i+1} \cap P^{(l_k)}_{x,i} = P^{(l_k)}_{x,i}.$$ 

Thus $P'_x := (P^{(l_k)}_{x,i}, g^{i+1}_x)$ is an inverse sequence of compact polyhedra. Since $S_{x,i} \subset P^{(l_k)}_{x,i}$ and

$$g^{i+1}_x(P^{(l_k)}_{x,i+1}) \subset B_{x,i} \cap P^{(l_k)}_{x,i} = S_{x,i},$$ 

it is clear that $\lim P^{(l_k)}_{x,i}$ is the same as the limit of the inverse sequence $(S_{x,i}, g^{i+1}_x)$, i.e., that

$$(\pi|_{A_k})^{-1}(x) = \lim (S_{x,i}, g^{i+1}_x) = \lim (P^{(l_k)}_{x,i}, g^{i+1}_x).$$ 

We shall show that for each $i \in \mathbb{N}$, if $0 \leq r \leq l_k - 1$ and $h : S^r \to P^{(l_k)}_{x,i}$ is a map, then $h$ is homotopic to a constant map. Since $\dim S^r = r < l_k$, $h$ is homotopic in $P^{(l_k)}_{x,i}$ to a map that carries $S^r$ into $P^{(l_k-1)}_{x,i}$ (see remark about stability theory). But $P_{x,i}$ is contractible, so the inclusion $P^{(l_k-1)}_{x,i} \hookrightarrow P^{(l_k)}_{x,i}$ is null-homotopic. This shows that $h : S^r \to P^{(l_k)}_{x,i}$ is null-homotopic. So all fibers of $\pi|_{A_k}$ are UV$^{l_k-1}$. To prove (IV), we need to show that any fiber of $\pi|_{A_k}$ is $\mathbb{Z}/p$-acyclic, i.e., for infinitely many indexes $i$, the map $g^{i+1}_x|_{P^{(l_k)}_{x,i+1}} : P^{(l_k)}_{x,i+1} \to P^{(l_k)}_{x,i}$ induces the zero-homomorphism of...
cohomology groups $H^m(P_{x,i}^{(l_k)}; \mathbb{Z}/p) \rightarrow H^m(P_{x,i+1}^{(l_k)}; \mathbb{Z}/p)$, for all $m \in \mathbb{N}$ (we need not worry about $m = 0$ because the $P_{x,i}^{(l_k)}$’s are $(l_k - 1)$-connected, so their reduced zero-cohomology groups are trivial). We will be focusing on those indexes $i$ for which $g_{i+1}^{x,i+1}|_{P_{x,i+1}} \simeq \omega \circ f_{i}|_{P_{x,i+1}}$, as mentioned in the conditions of Corollary 2.2.

It is, in fact, enough to show that the map $g_{i+1}^{x,i+1}|_{P_{x,i+1}} : P_{x,i+1}^{(l_k)} \rightarrow P_{x,i}^{(l_k)}$ induces the zero-homomorphism of homology groups with $\mathbb{Z}/p$-coefficients. Here is why this is true. Notice that each of $P_{x,i+1}$ and $P_{x,i}$ is a closed vertex star (in the coarser triangulation), subdivided so that each original simplex of the vertex star is collapsible as a simplicial complex. Therefore property (I) of Lemma 2.3 is true for both $P_{x,i+1}^{(l_k)}$ and $P_{x,i}^{(l_k)}$, and both are $(l_k - 1)$-connected. Therefore by the Universal Coefficients Theorem for homology and cohomology we have

$$H_m(P_{x,i+1}^{(l_k)}; \mathbb{Z}/p) \cong H_m(P_{x,i+1}^{(l_k)} \otimes \mathbb{Z}/p), \quad \forall m \geq 1, \quad \text{and}$$

$$H_m(P_{x,i+1}^{(l_k)}; \mathbb{Z}/p) \cong \text{Hom}(H_m(P_{x,i+1}^{(l_k)}), \mathbb{Z}/p), \quad \forall m \geq 1,$$

and for $P_{x,i}^{(l_k)}$ analogously, and these expressions are non-zero only for $m = l_k$. So if $g_{i+1}^{x,i+1}|_{P_{x,i+1}^{(l_k)}} : B_{x,i+1}^{(l_k)} \rightarrow P_{x,i}^{(l_k)}$ induces the zero-homomorphism $H_k(g_{i+1}^{x,i+1}; \mathbb{Z}/p) : H_k(P_{x,i+1}^{(l_k)}; \mathbb{Z}/p) \rightarrow H_k(P_{x,i}^{(l_k)}; \mathbb{Z}/p)$, then for any $\varphi \in \text{Hom}(H_k(P_{x,i}^{(l_k)}), \mathbb{Z}/p)$, we have $\varphi \circ H_k(g_{i+1}^{x,i+1}) = 0 \in \text{Hom}(H_k(P_{x,i}^{(l_k)}; \mathbb{Z}/p), \mathbb{Z}/p)$, that is, the induced homomorphism $H_k(g_{i+1}^{x,i+1}; \mathbb{Z}/p) : H_k(P_{x,i}^{(l_k)}; \mathbb{Z}/p) \rightarrow H_k(P_{x,i+1}^{(l_k)}; \mathbb{Z}/p)$ is the zero-homomorphism.

So let us show that $H_k(g_{i+1}^{x,i+1}; \mathbb{Z}/p) : H_k(P_{x,i}^{(l_k)}; \mathbb{Z}/p) \rightarrow H_k(P_{x,i}^{(l_k)}; \mathbb{Z}/p)$ is the zero-homomorphism. Before proceeding, note that by Remark 1.5 given an EW-resolution $\omega : \text{EW}(P, \mathbb{Z}/p, l_k) \rightarrow P$, we know that $\omega^{-1}(P_{x,i}) = \text{EW}(P_{x,i}, \mathbb{Z}/p, l_k)$, so $\omega|_{\omega^{-1}(P_{x,i})} : \text{EW}(P_{x,i}, \mathbb{Z}/p, l_k) \rightarrow P_{x,i}$ is also an EW-resolution.

Let $\sigma$ be any $(l_k + 1)$-simplex of $P_{x,i+1}$, and let $g_{\sigma}$ be a generator of $H_k(\partial \sigma)$. Let $\mu : \partial \sigma \hookrightarrow P_{x,i+1}^{(l_k)}$, $\nu : P_{x,i+1}^{(l_k)} \hookrightarrow P_{x,i+1}$, and $\lambda : P_{x,i}^{(l_k)} \hookrightarrow \text{EW}(P_{x,i}, \mathbb{Z}/p, l_k)$ be inclusions. Notice that $\omega \circ f_{i}|_{P_{x,i+1}} \subset P_{x,i}$ implies that $f_{i}|_{P_{x,i+1}} \subset \text{EW}(P_{x,i}, \mathbb{Z}/p, l_k)$, and since $f_{i}$ is a cellular map, we also have $f_{i}|_{P_{x,i+1}^{(l_k)}} \subset \text{EW}(P_{x,i}, \mathbb{Z}/p, l_k)_{(l_k)} = P_{x,i}^{(l_k)}$.
Since Lemma 2.3 is true for $|M| = P_{x,i+1}$ and $n = l_k$, we have $\tilde{f}_i|_{P_{x,i+1}} \circ \nu \circ \mu = \lambda (\partial P_{x,i+1} \circ \mu).$ is null-homotopic, and

$$H_{l_k}(\tilde{f}_i|_{P_{x,i+1}} \circ \mu)(g_\alpha) = \sum_{e=1}^{r} \varepsilon_e h_e \in H_{l_k}(P_{x,i+1}) \text{, where } \varepsilon_e \equiv 0 \pmod{p}.$$ 

By Lemma 2.4 applied to $P_{x,i+1}$ with $n = l_k$, we can select $\sigma_1, \ldots, \sigma_s$ to be some $(l_k + 1)$-simplexes of $P_{x,i+1}$ so that the images $g_1, \ldots, g_s$ of the generators of $H_{l_k}(\partial \sigma_1), \ldots, H_{l_k}(\partial \sigma_s)$ induced by the inclusions $\partial \sigma_j \hookrightarrow P_{x,i+1}^{l_k}$ form a basis for $H_{l_k}(P_{x,i+1}^{l_k})$.

Then for any $g \in H_{l_k}(P_{x,i+1}^{l_k}),$

$$H_{l_k}(\tilde{f}_i|_{P_{x,i+1}}^{l_k})(g) = H_{l_k}(\tilde{f}_i|_{P_{x,i+1}}^{l_k})(\sum_{j=1}^{s} m_j g_j) = \sum_{j=1}^{s} m_j (\sum_{e=1}^{r} \varepsilon_e h_e),$$

where $m_j \in \mathbb{Z}$, and $\varepsilon_j, e \equiv 0 \pmod{p}$.

Finally, since we know that $g_i^{j+1}|_{P_{x,i+1}^{l_k}} \simeq \omega \circ \tilde{f}_i|_{P_{x,i+1}}$ and $\omega|_{P_{x,i+1}^{l_k}} = \text{id}$, we have that $g_i^{j+1}|_{P_{x,i+1}^{l_k}} \simeq \tilde{f}_i|_{P_{x,i+1}^{l_k}}$. Therefore $H_{l_k}(g_i^{j+1}|_{P_{x,i+1}^{l_k}}) = H_{l_k}(\tilde{f}_i|_{P_{x,i+1}^{l_k}})$, so the last equation implies that $H_{l_k}(g_i^{j+1}|_{P_{x,i+1}^{l_k}}; \mathbb{Z}/p)$ is the zero-homomorphism. □

3. PROOF OF THEOREM 1.1

Proof of Theorem 1.1. Choose a function $\nu : \mathbb{N} \to \mathbb{N}$ such that for each $i \in \mathbb{N},$

(i) $\nu(i) \leq i,$ and

(ii) $\nu^{-1}(i)$ is infinite.

One may assume that $X \subseteq Q = \text{Hilbert cube}$. We are going to prove the existence for each $k \in \mathbb{N} \cup \{\infty\}$ of a certain sequence $\mathcal{S}_j = (n_j, (P_j^k), (\varepsilon_j, \delta_j, (\tau_j^k), (\nu_j^k)), j \in \mathbb{N}$, of entities, and a sequence of maps $(g_j^i)^{i+1}$, $j \in \mathbb{N}$, such that:

- $n_j \in \mathbb{N}$;
- $P_j^1 \subset P_j^2 \subset \cdots \subset P_j^{\infty}$ are compact subpolyhedra of $I^{n_j}$;
- $\varepsilon_j, \delta_j > 0$;
- $\tau_j^\infty$ is a triangulation of $P_j^{\infty}$, $\tau_j^\infty$ is a subdivision of $\tau_j^\infty$,
- $\tau_j^k = \tau_j^{\infty}|_{P_j^k}$ is a triangulation of $P_j^k$,
- $\tau_j^k = \tau_j^{\infty}|_{P_j^k}$ is a subdivision of $\tau_j^k$,
- (we will consider $P_j^\infty = (P_j^{\infty}, \tau_j^{\infty})$ and $P_j^k = (P_j^{\infty}, \tau_j^k)$);
- $g_j^{j+1} : P_j^{\infty} \to P_j^{\infty}$ is a simplicial map relative to $\tau_j^{\infty}$ and $\tau_j^\infty$. 

Proof of Theorem 1.1. Choose a function $\nu : \mathbb{N} \to \mathbb{N}$ such that for each $i \in \mathbb{N},$
A diagram that might help:

We shall require that for each \( j \in \mathbb{N} \) and \( k \in \mathbb{N} \):

1. \( j > 1 \) \( n_{j-1} < n_j \);
2. \( j > 1 \) if \( j \leq k < \infty \), then \( P^k_j = P^\infty_j \) and \( P^r_j \subset \text{int} t_{n_j} P^{r+1}_j \) whenever \( r < j \);
3. \( j > 1 \) \( X \subset \text{int} Q(P^\infty_x \times Q_{n_j}) \subset N(X, \frac{2}{j}) \), and, whenever \( k < j \), \( X_k \subset \text{int} Q(P^k_x \times Q_{n_j}) \subset N(X_k, \frac{2}{j}) \);
4. \( j > 1 \) \( p_{n_{j-1}}(P^k_j) \subset \text{int} t_{n_{j-1}} P^k_{j-1} \);
5. \( j > 1 \) if \( u, v \in Q \) and \( \rho(u,v) \leq \varepsilon_j \), then \( \rho(p_{n_{j-1}}(u), p_{n_{j-1}}(v)) < \delta_{j-1} \);
6. \( j > 1 \) \( \frac{9}{2^j} < \varepsilon_j \);
7. \( j > 1 \) \( \delta_j < \frac{2}{2^j} \);
8. \( j > 1 \) \( \tau^\infty_{j-1} \mid \gamma \) is collapsible \( \forall \gamma \in \bar{\tau}^\infty_j \) and mesh \( \tau^\infty_j < \frac{\delta_j}{2} \);
9. \( j > 1 \) if \( x \in X \), then there exists a contractible subpolyhedron \( P^\infty_{x,j} \) of \( P^\infty_j \), which is the closed star of a vertex in the triangulation \( \bar{\tau}^\infty_j \), i.e., \( P^\infty_{x,j} = \text{ST}(v, \bar{\tau}^\infty_j) \) for some \( v \in (\bar{\tau}^\infty_j)^{(0)} \), and such that \( \overline{N}(p_{n_j}(x), 2\delta_j) \subset P^\infty_{x,j} \subset \overline{N}(p_{n_j}(x), \varepsilon_j) \cap P^\infty_j \); \( (P^\infty_{x,j} \) is considered with the triangulation \( \tau^\infty_j \), so it is a subdivided vertex star); if \( k < j \), and \( x \in X_k \), then there exists a contractible subpolyhedron \( P^k_{x,j} \) of \( P^k_j \), which is the closed star of a vertex in the triangulation \( \bar{\tau}^k_j \), i.e., \( P^k_{x,j} = \text{ST}(v, \bar{\tau}^k_j) \) for some \( v \in (\bar{\tau}^k_j)^{(0)} \), and such that \( \overline{N}(p_{n_j}(x), 2\delta_j) \subset P^k_{x,j} \subset \overline{N}(p_{n_j}(x), \varepsilon_j) \cap P^k_j \); \( (P^k_{x,j} \) is considered with the triangulation \( \tau^k_j \)) (this statement is also true when \( k \geq j \), because then \( P^k_{x,j} = P^\infty_{x,j} \), \( P^k_j = P^\infty_j \) and \( X_k \subset X \));
10. \( j > 1 \) whenever \( x \in P^\infty_j \) there exists a simplex \( \sigma \) of \( \tau^\infty_{j-1} \) such that \( g^j_{j-1}(x) \in \sigma \), and \( p_{n_{j-1}}(x) \) lies in \( N(\sigma, \frac{\delta_{j-1}}{2}) \) (and therefore, it follows from here and (8)\(_{j-1} \) that, \( \rho(g^j_{j-1}(x), p_{n_{j-1}}(x)) < \delta_{j-1}/2 + \delta_{j-1}/2 = \delta_{j-1} \) for all \( x \in P^\infty_j \));
11. \( j > 1 \) \( g^j_{j-1}(P^k_j) \subset P^k_{j-1} \); and
12. \( j > 1 \) \( g^j_{j-1} : P^\nu_{j-1} \to P^\nu_{j-1} \) is an Edwards–Walsh projection, and \( \tilde{f}_{j-1} : P^\nu_{j-1} \to \text{EW}(P^\nu_{j-1}, \mathbb{Z}/p \times l_{\nu_{j-1}}) \) is a cellular map.
Moreover, for all \( x \in X_{\nu(j-1)} \), we have that \( \omega \circ \tilde{f}_j - 1(P_{x,j}^{(j-1)}) \subset P_{x,j-1}^{(j-1)} \), and \( g_{j-1}|_{P_{x,j}^{(j-1)}} \simeq \omega \circ \tilde{f}_j - 1(P_{x,j}^{(j-1)}) \).

Before proving the existence of such data, let us see why they would imply the conclusion of Theorem 2.1. For each \( i \in \mathbb{N} \), let \( P_i^{\infty} \) correspond to \( P_i \) from the statement of Lemma 2.1. Applying (5), (1), (6), (10) and (7), one sees that the conditions (i)–(v) of Lemma 2.1 are clearly true. Condition (4), \( i+1 \) implies (vi) and one may use (3) to see that

\[
X = \bigcap_{i=1}^{\infty} P_i^{\infty} \times Q_{n_i}.
\]

Let

\[
Z := \lim(P_i^{\infty}, g_i^{i+1}).
\]

Surely \( Z \) is a metrizable compactum, and we get the map \( \pi : Z \to X \) defined by the formula given in Lemma 2.1 (b).

To see that \( \pi \) is surjective, for each \( i \in \mathbb{N} \) let \( T_i = P_i = P_i^{\infty} \) (in Lemma 2.1). According to the notation of the last part of Lemma 2.1 one sees that for \( x \in X \), \( S_{x,i} = B_{x,i} = \bar{N}(p_{n_i}(x), 2\delta_i) \cap P_i^{\infty} \). Notice that the first part of (2) together with (3) implies

\[
p_{n_i}(X) \subset \text{int} P_i^{\infty}, \quad \forall k \in \mathbb{N}, \quad p_{n_i}(X_k) \subset \text{int} P_i^{k}.
\]

So \( p_{n_i}(x) \in P_i^{\infty} \) and therefore \( p_{n_i}(x) \in B_{x,i} \), showing that the latter is not empty. The map \( \tilde{\pi} \) is the same as \( \pi \) in this setting, so (g) of Lemma 2.1 shows that \( \pi \) is surjective.

One then checks that all the hypotheses of Corollary 2.2 except for the very last one (which we do not need yet) are also satisfied. Thus (I)–(III) of Corollary 2.2 hold true, so \( \pi \) is a cell-like map, and we are assured of the existence of the closed subspaces \( A_k, \ k \geq 1 \), where

\[
A_k := \lim((P_i^{\infty})^{(l_k)}, g_i^{i+1}),
\]

as required by Theorem 2.1 so that \( \dim A_k \leq l_k \), and when \( k \in \mathbb{N} \), \( \pi \) carries \( A_k \) in a UV\(^{l_k-1}\) manner onto \( X \).

We must identify the closed subspaces \( Z_1 \subset Z_2 \subset \ldots \) of \( Z \), prove they satisfy (a)–(c) of Theorem 2.1 and show that \( Z_k \subset A_k \) when \( k \in \mathbb{N} \). Fix \( k \in \mathbb{N} \). In the last part of Lemma 2.1 instead of putting \( T_i = P_i^{\infty} \), as we just did to obtain \( Z, \pi \), and the sets \( A_k \), this time put \( T_i = (P_i^{k})^{(l_k)} \). Using (11), the fact that \( \tau_i^{k} = \tau_i^{\infty}|_{P_i^{k}} \), and that \( g_i^{i+1} \) is simplicial from \( \tau_i^{k} \) to \( \tau_i^{\infty} \), one sees that

\[
g_i^{i+1}((P_i^{k})^{(l_k)}) \subset (P_i^{k})^{(l_k)}.
\]

Now let

\[
Z_k := \lim((P_i^{k})^{(l_k)}, g_i^{i+1}),
\]
i.e., $T_k = ((P_i^k)_{l_k}, q_j^{i+1})$, and $Z_k = \lim T_k$. Using (2) we see that $P_i^k \subset P_i^\infty$ for all $i \in \mathbb{N}$. Of course, $(P_i^k)_{l_k} \subset (P_i^\infty)_{l_k}$, and we deduce that $Z_k \subset A_k$ as requested in Theorem 1.1. Moreover, $\dim Z_k \leq \dim A_k \leq k$, so (a) of Theorem 1.1 has been resolved. It is also clear that $Z_1 \subset Z_2 \subset \ldots$ as required by Theorem 1.1.

Next put $\tilde{\pi}_k = \pi|Z_k : Z_k \to X$. If $(a_1, a_2, \ldots)$ is a thread of $Z_k$, then $a_i \in P_i^k$ for each $i \in \mathbb{N}$. Taking into account (b) of Lemma 2.1 as well as (3), which implies that

$$X_k = \bigcap_{i=1}^{\infty} P_i^k \times Q_n_i,$$

one sees that $\tilde{\pi}_k(Z_k) \subset X_k$.

Suppose now that $x \in X_k$. With the choice of $T_i = (P_i^k)_{l_k}$, the sets $S_{x,i}$ in the last part of Lemma 2.1 become $S_{x,i} = B_{x,i} \cap (P_i^k)_{l_k}$.

If we can show that for each $i \in \mathbb{N}$, $S_{x,i} \neq \emptyset$, then (g) of Lemma 2.1 would yield $\tilde{\pi}_k(Z_k) \subset X_k$. Indeed, it is sufficient to show that $B_{x,i} \cap (P_i^k)_{l_k} \neq \emptyset$, since $B_{x,i} \cap (P_i^k)_{l_k}$ maps into $S_{x,i}$ under $g_i^{l+1}$ (see (c) of Lemma 2.1 and (14)). Because of (15), $x \in P_i^k \times Q_n_i$, so $p_n_i(x) \in P_i^k$. Applying (6) or (8), we find a vertex $v \in (P_i^k)_{(0)} \subset (P_i^k)_{(1)}$ such that $\rho(p_n_i(x), v) < \frac{1}{2} < \frac{1}{2n_i} < \varepsilon_i$.

This means $v \in B_{x,i}^\# \cap (P_i^k)_{(1)}$, i.e., $B_{x,i}^\# \cap (P_i^k)_{(1)} \neq \emptyset$. Therefore (b) of Theorem 1.1 is true.

Finally, after replacing $A_k$ from the statement of Corollary 2.2 with $Z_k$, the ultimate condition of Corollary 2.2 involving infinitely many indexes, is now operative because of (i) and (ii) of this section, and (12) for $\nu(i-1) = k$. If we apply (IV) of Corollary 2.2 then we find that $\tilde{\pi}_k = \pi|Z_k : Z_k \to X_k$ is a $Z/p$-acyclic map. Thus, our proof of Theorem 1.1 will be complete once we have obtained the information in statements (1)–(12).

**Inductive construction begins:** For the basis of the induction ($j = 1$), we choose $n_1 = l_1$ and $P_i^1 = I_n^1 = I_1^1$ for all $k \in \mathbb{N} \cup \{\infty\}$. Thus (2) and (3) are satisfied. Next choose any $\varepsilon_1 > \frac{9}{2l_1}$, so (6) is satisfied. It remains to produce $\delta_1 > 0$ and triangulations $\tilde{\tau}_1^\infty$ and $\tau_1^\infty$ of $P_1^\infty = I_1^1$ so that (7) and (9) are satisfied.

Begin by taking a triangulation $\tilde{\tau}_1^\infty$ of $P_1^\infty$ such that mesh $\tilde{\tau}_1^\infty < \frac{\delta_1}{2}$. The open stars of the vertices in $\tilde{\tau}_1^\infty$ form a cover for $P_1^\infty = I_1^1$. Note that these open stars are truly open sets in $I_1^1$. For any $x \in X$, there exists a vertex $v$ of $\tilde{\tau}_1^\infty$ such that $p_{l_1}(x) \in \text{St}(v, \tilde{\tau}_1^\infty)$. Note that for any $y \in \text{St}(v, \tilde{\tau}_1^\infty)$, $\rho(y, p_{l_1}(x)) \leq 2\text{mesh} \tilde{\tau}_1^\infty < \varepsilon_1$. So $\text{St}(v, \tilde{\tau}_1^\infty) \subset N(p_{l_1}(x), \varepsilon_1) = \overline{N}(p_{l_1}(x), \varepsilon_1) \cap P_1^\infty$.

Since $\mathcal{U} := \{\text{St}(v, \tilde{\tau}_1^\infty) | v \in (\tilde{\tau}_1^\infty)_{(0)})\}$ is a cover for $p_{l_1}(X)$ which is compact, let $\lambda$ be a Lebesgue number of $\mathcal{U}$. Pick a $\delta_1 > 0$ such that $4\delta_1 < \min \left\{\lambda, \frac{1}{2l_1 - 1}\right\}$. Now (7) is also satisfied. Then for any $x \in X$, the closed ball $\overline{N}(p_{l_1}(x), 2\delta_1)$ is contained in some $\text{St}(v, \tilde{\tau}_1^\infty)$, for a vertex $v \in (\tilde{\tau}_1^\infty)_{(0)}$. Pick such a star, and call its closure $P_{x,1}^\infty$. Notice that $P_{x,1}^\infty$ is contractible. Thus we get (9) for $x \in X$: $\overline{N}(p_{l_1}(x), 2\delta_1) \subset P_{x,1}^\infty \subset \overline{N}(p_{l_1}(x), \varepsilon_1) \cap P_1^\infty$.

Finally, choose a triangulation $\tau_1^\infty$ so that it refines $\tilde{\tau}_1^\infty$, and so that (8) is satisfied.

Assume that we have completed the construction of $S_j$ for $1 \leq j \leq i$, and $g_j^{i+1}$ for $1 \leq j \leq i - 1$. Choose an open cover $\mathcal{V}$ of $P_i^\infty$ having the property that mesh $\mathcal{V} < \frac{\delta_j}{4}$. Then select a finer open cover $\mathcal{W}$ such that any two $\mathcal{W}$-near maps of any space into $P_i^\infty$ are $\mathcal{V}$-homotopic. Let $\tau$ be a subdivision of $\tau_i^\infty$ such that $N(\text{St}(v, \tau), \tilde{\varepsilon})$ lies in an element of $\mathcal{W}$, for every vertex $v \in \tau(0)$, where $\tilde{\varepsilon} > 0$ is chosen so that: for any principal simplex $\sigma$ of the triangulation $\tau$, all of the points of the open neighborhood $N(\sigma, \tilde{\varepsilon})$ are at most one (principal) simplex away from $\sigma$ (i.e., if $u \in N(\sigma, \tilde{\varepsilon}) \setminus \sigma$, then $u \in \gamma$ = a neighboring principal simplex of $\sigma$). (Surely this $\tilde{\varepsilon}$ exists because $P_i^\infty$ is compact. Also, it is clear that
If \( i = 1 \), replace \( \tau^\infty_i \) by \( \tau \), but continue to use the notation \( \tau^\infty_i \) for it. Note that properties \((8)_1\) and \((9)_1\), which are the only ones affected by this change, are still true.

If \( i > 1 \), choose a map \( \mu : P^\infty_i \to P^\infty_i \) which is simplicial from \( \tau \) to \( \tau^\infty_i \) and which is a simplicial approximation to the identity on \( P^\infty_i \). Then the map \( g_{i-1} \circ \mu \) is simplicial from \( \tau \) to \( \tau^\infty_{i-1} \), and \( \tilde{f}_{i-1} \circ \mu \big|_{P^\nu(i-1)} \) is cellular with respect to the triangulation on \( P^\nu(i-1) \) induced by \( \tau \) for \( \tilde{f}_{i-1} \). If we replace \( g_{i-1} \) by \( g_{i-1} \circ \mu \), \( \tilde{f}_{i-1} \) by \( \tilde{f}_{i-1} \circ \mu \big|_{P^\nu(i-1)} \), and \( \tau^\infty_i \) by \( \tau \), then all the conditions \((1)\)–\((12)\) for index \( i \) still prevail (the only ones affected being \((8)_{i-1}-(12)_i\)). So we assume that these replacements have been made, but continue to use \( g_{i-1} \), \( \tilde{f}_{i-1} \), and \( \tau^\infty_i \) to denote the respective bonding map, cellular map in \((12)_i\) and triangulation.

### Construction of the polyhedra \( P^k_{i+1} \) and the bonding map \( g_{i+1} \) begins. Apply Lemma \[1.3\] to \( X_{\nu(i)} \), which has \( \dim_{\mathbb{Z}/p} X_{\nu(i)} \leq l_{\nu(i)} \), where \( \nu(i) \leq i \), and (using \((13)\)) the map \( p_{\iota_1} \mid X_{\nu(i)} : X_{\nu(i)} \to P^{\nu(i)}_i \), to produce a map \( f' : X_{\nu(i)} \to EW(P^{\nu(i)}_i, \mathbb{Z}/p, l_{\nu(i)}) \) such that for any \( x \in X_{\nu(i)} \), when \( p_{\iota_1}(x) \) lies in a particular simplex of \( P^{\nu(i)}_i \), then so does \( \omega \circ f'(x) \). There is a principal simplex \( \sigma_x \) of \( P^{\nu(i)}_i \) that contains both \( \omega \circ f'(x) \) and \( p_{\iota_1}(x) \). We can extend \( f' \) over an open neighborhood \( \tilde{U} \) of \( X_{\nu(i)} \) in the Hilbert cube \( Q \), to get a map \( f'' : \tilde{U} \to EW(P^{\nu(i)}_i, \mathbb{Z}/p, l_{\nu(i)}) \).

Now we can find a neighborhood \( U \) of \( X_{\nu(i)} \) in \( \tilde{U} \) such that:

\[(16)\] for any \( u \in U \), \( \omega \circ f''(u) \) and \( p_{\iota_1}(u) \) belong to the open \( \varepsilon \)-neighborhood of some principal simplex \( \sigma_x \) of \( P^{\nu(i)}_i \).

Here is how we find \( U \): since \( p_{\iota_1} \) is continuous (on \( Q \supset \tilde{U} \)), for any \( x \in X_{\nu(i)} \), and for the above \( \varepsilon \), there exists an open neighborhood \( \tilde{Q}_x \) of \( x \) in \( \tilde{U} \) such that \( p_{\iota_1}(\tilde{Q}_x) \subset N(\sigma_x, \varepsilon) \). Since \( \omega \circ f'(x) \in \sigma_x \), then \( f'(x) \in \omega^{-1}(\sigma_x) \subset \omega^{-1}(N(\sigma_x, \varepsilon)) \). Now \( f''(x) = f'(x) \), so the continuity of \( f'' \) guarantees an open neighborhood \( \tilde{Q}_x \) of \( x \) with \( f''(\tilde{Q}_x) \subset \omega^{-1}(N(\sigma_x, \varepsilon)) \). Of course, \( \omega \circ f''(\tilde{Q}_x) \subset N(\sigma_x, \varepsilon) \).

Now let \( Q_x := \tilde{Q}_x \cap Q \) and define \( U := \bigcup_{x \in X} Q_x \). Clearly this \( U \) has the needed property.

Using the uniform continuity of \( p_{\iota_1} \) on \( Q \), choose \( \varepsilon_{i+1} \) so that \((5)_{i+1}\) holds: if \( u, v \in Q \) are such that \( \rho(u, v) < \varepsilon_{i+1} \), then \( \rho(p_{\iota_1}(u), p_{\iota_1}(v)) < \delta_i \).

In order to choose \( n_{i+1} \): notice that one may find \( m_0 \in \mathbb{N} \) such that if \( m \geq m_0 \), then \( X \subset p_m(X) \times Q_m \subset N(X, \frac{2}{k+i+1}) \), and for all \( k \leq i \), \( X_k \subset p_m(X_k) \times Q_m \subset N(X_k, \frac{2}{k+i+1}) \). Define \( n_{i+1} \geq \max \{ i_{i+1} - 1, n_i, m_0, \log_2 \left( \frac{9}{\varepsilon_{i+1}} \right) \} \). This ensures that properties \((1)_{i+1}\) and \((6)_{i+1}\) hold.
Now is the time to choose compact polyhedra \( P_{i+1}^\infty = P_{i+1}^0, P_{i+1}^1, \ldots, P_{i+1}^{(i)} \) in \( I_{i+1}^\infty \). First note that there is an open neighborhood \( \tilde{V} \) of \( p_{n+i+1}(X) \) in \( I_{i+1}^\infty \) such that \( \tilde{V} \times Q_{n+i+1} \subset N(X, \frac{2}{i+1}) \). Choose a compact polyhedron \( P_{i+1}^\infty \subset I_{i+1}^\infty \) so that

\[
(17) \quad p_{n+i+1}(X) \subset \text{int}I_{n+i+1} \subset P_{i+1}^\infty \subset \tilde{V}, \quad \text{and} \quad P_{i+1}^\infty \subset p_{n+i}^{-1}(\text{int}I_{n+i}(P_i^\infty)).
\]

This can be done because \( (3)_i \) implies \( (13)_i^\infty \), i.e., \( p_{n+i}(X) = p_{n+i}(p_{n+i+1}(X)) \subset \text{int}I_{n+i}(P_i^\infty) \), so \( p_{n+i+1}(X) \subset p_{n+i}^{-1}(\text{int}I_{n+i}(P_i^\infty)). \) Note that \( (17) \) implies properties \( (3)_{i+1} \) and \( (4)_{i+1} \) for \( P_{i+1}^\infty \).

To satisfy the first part of \((2)_{i+1}\), we name \( P_{k}^{i+1} = P_{i+1}^\infty \) for all \( k \geq i+1 \).

Let us now choose \( P_{k}^{i+1} \), for \( k = i, i - 1, \ldots, 1 \), which we do by a downward recursion.

If \( k > \nu(i) \), then here is how we make our choice: find an open neighborhood \( \tilde{V}_k \) of \( p_{n+i+1}(X_k) \) in \( I_{n+i+1}^\infty \) such that \( \tilde{V}_k \times Q_{n+i+1} \subset N(X_k, \frac{2}{i+1}) \). Choose a compact polyhedron \( P_{k}^{i+1} \subset I_{n+i+1}^\infty \) so that

\[
(18) \quad p_{n+i+1}(X_k) \subset \text{int}I_{n+i+1} \subset P_{k}^{i+1} \subset \tilde{V}_k, \quad \text{and} \quad P_{k}^{i+1} \subset p_{n+i}^{-1}(\text{int}I_{n+i}(P_{k}^{i+1}) \cap \text{int}I_{n+1}(P_{k}^{i+1})).
\]

This can be done because \( (3)_i \) implies \( (13)_i^k \), i.e., \( p_{n+i}(X_k) = p_{n+i}(p_{n+i+1}(X_k)) \subset \text{int}I_{n+i}(P_{k}^{i+1}) \), so \( p_{n+i+1}(X_k) \subset p_{n+i}^{-1}(\text{int}I_{n+i}(P_{k}^{i+1})) \). Also note that \( p_{n+i+1}(X_k) \subset \text{int}I_{n+i}(P_{k}^{i+1}) \), because before we reach the construction of \( P_{k}^{i+1} \), \( P_{k}^{i+1} \) is already constructed so that \( (13)_i^k \) is true, so \( p_{n+i+1}(X_k) \subset \text{int}I_{n+i}(P_{k}^{i+1}) \), and also recall that \( X_k \subset X_{k+1} \subset X \).

Note that \((18)\) implies properties \((2)_{i+1}\) (the second part), \((3)_{i+1}\) and \((4)_{i+1}\) for \( P_{k}^{i+1} \), when \( \nu(i) < k \leq i \).

For \( k = \nu(i) \), we require the above mentioned properties and, additionally, that \( P_{\nu(i)}^{i+1} \times Q_{n+i+1} \subset U \), where \( U \) is the neighborhood of \( X_{\nu(i)} \) indicated in \((16)\).

For \( k < \nu(i) \), proceed with the construction of \( P_{k}^{i+1} \) as in the case of \( i \geq k > \nu(i) \). Conclude that properties \((2)_{i+1} - (4)_{i+1}\) are now true for all \( k \in \{1, 2, \ldots, i\} \cup \{\infty\} \) for which they apply.

Let \( \tilde{f} := f^{\nu(i)}|_{P_{i+1}^{\nu(i)} \times Q_{n+i+1}} \circ \iota : P_{i+1}^{\nu(i)} \to EW(P_{i+1}^{\nu(i)}, \mathbb{Z}/p, l_{\nu(i)}) \), where \( \iota : P_{i+1}^{\nu(i)} \to P_{i+1}^{\nu(i)} \times Q_{n+i+1} \) is the inclusion.

Choose \( \delta_{i+1} \) and triangulations \( \tau_{i+1}^\infty\) and \( \tau_{i+1}^\infty\) for \( P_{i+1}^\infty \) which are also triangulating all \( P_{k}^{i+1} \) for \( k < i \) (where \( \tau_{i+1}^\infty := \tau_{i+1}^\infty|_{P_{i+1}^\infty} \) and \( \tau_{k}^{i+1} := \tau_{i+1}^\infty|_{P_{k}^{i+1}} \)), so that \( (7)_{i+1} \), \( (8)_{i+1} \) and \( (9)_{i+1} \) hold. Here is how this is done: begin by taking a triangulation \( \tau_{i+1}^\infty\) of \( P_{i+1}^\infty \), which also triangulates all \( P_{k}^{i+1} \), such that mesh \( \tau_{i+1}^\infty \leq \varepsilon_{i+1}^2 \). The open stars in \( \tau_{i+1}^{k} \) of the vertices of \( \tau_{i+1}^{k} \) form a cover for \( P_{k}^{i+1} \), where \( k \in \{1, 2, \ldots, i\} \cup \{\infty\} \). For any \( x \in X \), \((13)_{i+1}\) implies \( p_{n+i}(x) \subset \text{int}I_{n+i+1} P_{i+1}^\infty \), so there exists a vertex \( v \) of \( \tau_{i+1}^\infty \) such that

\[
(19) \quad p_{n+i}(x) \in \text{St}(v, \tau_{i+1}^{\infty}) \cap \text{int}I_{n+i+1} P_{i+1}^\infty.
\]

Analogously, for any \( x \in X_k \), \((13)_{i+1}\) implies \( p_{n+i}(x) \subset \text{int}I_{n+i+1} P_{k}^{i+1} \), so there exists a vertex \( v \) of \( \tau_{i+1}^{k} \) such that

\[
(20) \quad p_{n+i}(x) \in \text{St}(v, \tau_{i+1}^{k}) \cap \text{int}I_{n+i+1} P_{k}^{i+1}.
\]

Note that for any \( y \in \text{St}(v, \tau_{i+1}^{\infty}) \), \( \rho(y, p_{n+i}(x)) \leq 2 \text{mesh} \tau_{i+1}^\infty < \varepsilon_{i+1} \), so \( \text{St}(v, \tau_{i+1}^{\infty}) \subset \mathcal{N}(p_{n+i}(x), \varepsilon_{i+1}) \cap P_{k}^{i+1} \), for \( k \in \{1, 2, \ldots, i\} \cup \{\infty\} \).

Also note that \((19)\) and \((20)\) imply that int \( I_{n+i+1} \text{St}(v, \tau_{i+1}^{k}) \neq \emptyset \), for \( k \in \{1, 2, \ldots, i, \infty\} \), since it contains \( p_{n+i}(x) \). Therefore, for \( k \in \{1, 2, \ldots, i\} \), \( p_{n+i}(X_k) \) is covered by \( U_{i+1}^k := \{\text{int}I_{n+i+1} \text{St}(v, \tau_{i+1}^{k}) : v \in (\tau_{i+1}^{k})^{(0)}\} \), and \( p_{n+i+1}(X) \) is covered by \( U_{i+1}^{\infty} := \{\text{int}I_{n+i+1} \text{St}(v, \tau_{i+1}^{\infty}) : v \in (\tau_{i+1}^{\infty})^{(0)}\} \). Since \( p_{n+i+1}(X_k) \) and \( p_{n+i+1}(X) \) are compact, each cover \( U_{i+1}^k \) has a Lebesgue
number $\lambda_{i+1}^k$, $k \in \{1, 2, \ldots, i\} \cup \{\infty\}$. Thus it is enough to pick a $\delta_{i+1} > 0$ such that

$$4\delta_{i+1} < \min\left(\left\{\lambda_{i+1}^k : k \in \{1, 2, \ldots, i\} \cup \{\infty\}\right\} \cup \left\{\frac{4}{2n_{i+1} - 1}\right\}\right).$$

Now (7)$_{i+1}$ is also satisfied. Then for any $x \in X_k$, the closed ball $\mathcal{N}(p_{n_{i+1}}(x), 2\delta_{i+1})$ is contained in some $\text{int} f_{n_{i+1}} \text{St}(v, \tau_{i+1})$, for a vertex $v \in (\tau_{i+1})^0$. Pick one such star, and call its closure $P_{x, i+1}^k$. Notice that $P_{x, i+1}^k$ is contractible. Thus we get (9)$_{i+1}$ for $k < j$:

$$\mathcal{N}(p_{n_{i+1}}(x), 2\delta_{i+1}) \subset P_{x, i+1}^k \subset \mathcal{N}(p_{n_{i+1}}(x), \varepsilon_{i+1}) \cap P_{i+1}^k.$$  

Analogously, we get (9)$_{i+1}$ for $k = \infty$ and $x \in X$. Finally, choose a triangulation $\tau_{i+1}^\infty$ so that it refines $\tau_{i+1}^\infty$, and so that (8)$_{i+1}$ is satisfied.

Now that we have a triangulation for $P_{i+1}^\infty$, and therefore for $P_{i+1}^{\nu(i)}$, too, take a cellular approximation $\tilde{f}_i : P_{i+1}^{\nu(i)} \to \text{EW}(P_{i+1}^{\nu(i)}, \mathbb{Z}/p, l_{\nu(i)})$ of $\tilde{f} : P_{i+1}^{\nu(i)} \to \text{EW}(P_{i}^{\nu(i)}, \mathbb{Z}/p, l_{\nu(i)})$. Since $P_{i+1}^{\nu(i)} \times Q_{n_{i+1}} \subset U$, (16) is valid for any $u \in P_{i+1}^{\nu(i)}$, that is, $\omega \circ f^\nu(u, 0)$ and $p_{n_{i}}(u, 0) = p_{n_{i}}(u)$ belong to the $\varepsilon$-neighborhood of the same principal simplex $\sigma \in \tau_{i+1}^\infty$. We also know that $\omega \circ f^\nu(u, 0)$ belongs to a principal simplex $\gamma$ which is a neighbor of $\sigma$ (the choice of $\varepsilon$ makes sure that $\gamma$ and $\sigma$ are neighbors). Note that $\omega \circ f^\nu(u, 0) = \omega \circ f^\nu \circ i(u) = \omega \circ \tilde{f}_i(u) \in \gamma$. Now $\omega \circ \tilde{f}_i(u)$ also belongs to $\gamma$, because $\tilde{f}_i$ is a cellular approximation of $\tilde{f}$, and properties of the Edwards–Walsh resolution $\omega$ guarantee that $\tilde{f}_i(u) \in \omega^{-1}(\gamma)$ implies that $\tilde{f}_i(u) \in \omega^{-1}(\gamma)$. So we have found a simplex $\gamma$ of $\tau_{i+1}^\infty$ such that $\omega \circ \tilde{f}_i(u) \in \gamma$, and $p_{n_{i}}(u)$ belongs to the $\varepsilon$-neighborhood of the closed star of a vertex $v$ that is a common vertex of $\gamma$ and $\sigma$. Therefore $\omega \circ \tilde{f}_i : P_{i+1}^{\nu(i)} \to P_{i}^{\nu(i)}$ and $p_{n_{i}}|_{P_{i+1}^{\nu(i)}} : P_{i+1}^{\nu(i)} \to P_{i}^{\nu(i)}$ are $W$-near, and therefore $\nu$-homotopic.

According to Lemma 10 there exists a continuous extension $\varphi : P_{i+1}^{\infty} \to P_{i}^{\infty}$ of $\omega \circ \tilde{f}_i$ such that $\varphi$ and $p_{n_{i}}|_{P_{i+1}^{\infty}}$ are $\nu$-homotopic, and therefore $\nu$-near.

With this, (4)$_{i+1}$, and the fact that we could have chosen $\nu$ as fine as we wish, we may assume that $\varphi(P_{i+1}^{\nu(i)}) \subset P_{i}^{\nu(i)}$, for all $1 \leq k \leq \infty$.

Finally, making $\tau_{i+1}^\infty$ finer if necessary (but so that the properties of collapsibility required in (8)$_{i+1}$ are still preserved), take $g_{i+1}^{i+1} : P_{i+1}^{\nu(i)} \to P_{i}^{\nu(i)}$ to be a simplicial approximation of $\varphi$. Therefore, for any $u \in P_{i+1}^{\nu(i)}$, there exists a simplex $\sigma \in \tau_{i+1}^\infty$ such that $g_{i+1}^{i+1}(u) \in \sigma$. We also know that $\rho(\varphi(u), p_{n_{i}}(u)) \leq \text{mesh } \nu < \frac{\delta_i}{2}$, so $p_{n_{i}}(u) \in N(\sigma, \frac{\delta_i}{2})$, i.e., property (10)$_{i+1}$ is true. Property (11)$_{i+1}$ is true because $g_{i+1}^{i+1}$ is a simplicial approximation of $\varphi$. 

\[ \text{EW}(P_{i+1}^{\nu(i)}, \mathbb{Z}/p, l_{\nu(i)}) \]
For property (12)_{i+1}, first notice that \( g_i^{i+1} \big|_{P_x^{i+1}} \approx \varphi \big|_{P_x^{i+1}} = \omega \circ \bar{f}_i \). Also, \( \omega \circ \bar{f}_i \) and \( p_{n.i} \big|_{P_x^{i+1}} \) being \( W \)-near implies that for all \( x \in X_{n.i} \), \( \omega \circ \bar{f}_i(P_x^{i+1}) \subset P_x^{i+1} \). To see why, take any \( u \in B_{x,i}^{i+1} := \overline{N}(p_{n.i}(x), \epsilon_{i+1}) \cap P_x^{i+1} \), i.e., \( \rho(u, p_{n.i}(x)) < \epsilon_{i+1} \); by (5)_{i+1},\rho(p_{n.i}(u), p_{n.i}(x)) < \delta_i \), since mesh\((W) < \frac{\delta_i}{2} \).

\[
\rho(\omega \circ \bar{f}_i(u), p_{n.i}(x)) \leq \rho(\omega \circ \bar{f}_i(u), p_{n.i}(u)) + \rho(p_{n.i}(u), p_{n.i}(x)) < \frac{\delta_i}{2} + \delta_i < 2\delta_i,
\]
so \( \omega \circ \bar{f}_i(u) \in B_{x,i}^{i+1} := \overline{N}(p_{n.i}(x), 2\delta_i) \cap P_x^{i+1} \). Thus \( \omega \circ \bar{f}_i(B_{x,i}^{i+1}) \subset P_x^{i+1} \). Since \( P_x^{i+1} \subset \overline{N}(p_{n.i}(x), \epsilon_{i+1}) \), \( \omega \circ \bar{f}_i(P_x^{i+1}) \subset P_x^{i+1} \), too.

Also, \( \varphi(P_x^{i+1}) = \omega \circ \bar{f}_i(P_{x,i}^{i+1}) \subset P_x^{i+1} \), so \( g_i^{i+1} \), being a simplicial approximation of \( \varphi \), has the property \( g_i^{i+1}(P_x^{i+1}) \subset P_x^{i+1} \). Finally, \( g_i^{i+1} \big|_{P_x^{i+1}} \approx \varphi \big|_{P_x^{i+1}} = \omega \circ \bar{f}_i \big|_{P_x^{i+1}} \), so property (12)_{i+1} holds. \( \square \)

**Remark 3.1.** Note that from our construction of Z, it follows that in general Z is infinite dimensional.

**Remark 3.2.** If we take \( 1 < 2 < \ldots < m < \ldots \) instead of \( l_1 \leq l_2 \leq \ldots \leq l_m \leq \ldots \), the Theorem [L] becomes parallel to the result for \( \dim Z \) from [AJR].

If \( l_i = l_{i+1} \) but \( X_i \subset X_{i+1} \), we get \( A_i = A_{i+1} \), but \( Z_i \subset Z_{i+1} \).

What if the sequence of nonempty closed subspaces \( X_1 \subset X_2 \subset \ldots \) of the compact metrizable space \( X \) from the statement of Theorem [L] is finite, that is, we are given \( X_1 \subset X_2 \subset \cdots \subset X_m \subset X \)? And what if \( X \) itself is replaced by an \( X_m \), i.e., we have \( X_1 \subset X_2 \subset \cdots \subset X_m = X \), where for each \( k \in \{1, 2, \ldots, m\} \), \( \dim_{Z/p} X \leq \frac{k}{2} \)?

In either of these cases, Theorem [L] yields a compact metrizable space \( Z \) with closed subspaces \( Z_1 \subset Z_2 \subset \cdots \subset Z_m \subset Z \), as well as a cell-like map \( \pi : Z \to X \) with all of the properties mentioned in Theorem [L] but we can adapt the proof so that it would use fewer polyhedra.

Namely, here are the changes that somewhat simplify the proof of Theorem [L] in both of the finite cases mentioned above.

First, take a function \( \nu : \mathbb{N} \to \{1, 2, \ldots, m\} \) such that (i) and (ii) are still satisfied.

Second, change the conditions (2)_{j \geq 1} and (3)_{j \geq 1} from the original proof to the following:

(2)\'_j \geq 1 \text{ if } k \geq \min \{j, m + 1\} \text{ then } P_j^k = P_j^\infty, \text{ and } P_r^r \subset \text{int } P_{j+r+1}^r \text{ whenever } r < \min \{j, m + 1\} ;

(3)\'_j \geq 1 \text{ \( X \subset \text{int} } P_{j+r+1}^\infty \times Q_{n_j} \subset N(X, \frac{2}{j}) \) and, whenever } k < \min \{j, m + 1\}, X_k \subset \text{int} (P_j^k \times Q_{n_j}) \subset N(X_k, \frac{2}{k}) ;

This will ensure that we produce only \( m + 1 \) sequences of polyhedra \( (P_j^k)_{j \in \mathbb{N}}, k \in \{1, \ldots, m + 1\} \), rather than countably many sequences that were required in the original proof for \( X_1 \subset X_2 \subset \cdots \subset X_m \subset \cdots \subset X \).

The rest of the proof is the same, provided that the change in indexes from (2)' is taken into account in the remainder of the proof.

It is worth noting that, in the case when \( X = X_m \), the property (3)' implies that we can take \( P_j^m = P_j^m, \forall j \). Still, \( Z \) and \( Z_m \) would be different, since \( Z_m = \lim(P_i^m)_{i=m}^{\infty}, g_i^{i+1} \), and \( Z = \lim(P_i^m, g_i^{i+1}) = \lim(P_i^m, g_i^{i+1}) \). Also, the map \( \pi|_{Z_m} : Z_m \to X \) is a surjective \( Z/p \)-acyclic map, while \( \pi : Z \to X \) is cell-like.

**Remark 3.3.** In particular, for \( m = 1 \) and \( X = X_1 \) such that \( \dim_{Z/p} X_1 \leq l_1 \), Theorem [L] produces a compact metrizable space \( Z_1 \) with \( \dim Z_1 \leq l_1 \), and a surjective \( Z/p \)-acyclic map.

\[ Z/p \text{-acyclic resolutions in the strongly countable } Z/p \text{-dimensional case} \]
\[ \pi : Z_1 \to X_1. \] So Theorem 1.1 is indeed a generalization of Dranishnikov's resolution Theorem 1.3.

4. Proof of a particular case of Theorem 1.1

What follows is an outline of a proof for a particular case that Theorem 1.1 is covering, namely for the case when the sequence \( l_1 \leq l_2 \leq \ldots \) of upper bounds for \( \dim_{\mathbb{Z}/p} \) does not become permanently stationary at any point. This proof was suggested to us by an anonymous referee. It does not work if this sequence is eventually constant, that is, if the spaces \( X_i \) keep changing, but from some point \( i_0 \) on we have \( l_{i_0} = l_{i_0+1} = \ldots \).

For the sake of simplicity, let us suppose that \( l_1 < l_2 < l_3 \ldots \) since the proof of this case can be adjusted to work for all cases in which the sequence is not eventually constant.

Let \( X_1 \subset X_2 \subset \ldots \) be a sequence of nonempty closed subspaces of a compact metrizable space \( X \) such that \( \dim_{\mathbb{Z}/p} X_k \leq l_k, \forall k \in \mathbb{N} \). Apply Dranishnikov's Theorem 1.3 to \( X_1 \) in order to build a compact metrizable space \( Z_1 \) and a \( \mathbb{Z}/p \)-acyclic map \( q_1 : Z_1 \to X_1 \) such that \( \dim Z_1 \leq l_1 \). Let \( Y_1 = X \cup M(q_1) \) be the union of \( X \) and the mapping cylinder of \( q_1 \). Notice that the projection \( p_1 : Y_1 \to X \) is cell-like and that \( \dim_{\mathbb{Z}/p} M(q_1) \leq l_1 + 1 \leq l_2 \), which makes \( \dim_{\mathbb{Z}/p} Y_2 \cup M(q_1) \leq l_2 \). In order to produce \( Z_2 \) and \( q_2 \), apply Theorem 1.3 to \( Y_2 \cup M(q_2) \), with the exception of requiring that \( q_2 \) has the property that \( q_2|_{q_2^{-1}(Z_1)} \) is a homeomorphism onto \( Z_1 \). Then put \( Y_2 = X \cup M(q_2) \) and \( p_2 : Y_2 \to X \) to be the projection. Keep the procedure inductively and define \( Z \) as the inverse limit of the inverse sequence \( Y_1 \leftarrow Y_2 \leftarrow \ldots Y_k \leftarrow \ldots \).
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