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Abstract

Sensor drift is a long-existing unpredictable problem that deteriorates the performance of gaseous substance recognition, calling for an antidrift domain adaptation algorithm. However, the prerequisite for traditional methods to achieve fine results is to have data from both nondrift distributions (source domain) and drift distributions (target domain) for domain alignment, which is usually unrealistic and unachievable in real-life scenarios. To compensate for this, in this paper, deep learning based on a target-domain-free domain adaptation convolutional neural network (TDACNN) is proposed. The main concept is that CNNs extract not only the domain-specific features of samples but also the domain-invariant features underlying both the source and target domains. Making full use of these various levels of embedding features can lead to comprehensive utilization of different levels of characteristics, thus achieving drift compensation by the extracted intermediate features between two domains. In the TDACNN, a flexible multibranch backbone with a multiclassifier structure is proposed under the guidance of bionics, which utilizes multiple embedding features comprehensively without involving target domain data during training. A classifier ensemble method based on maximum mean discrepancy (MMD) is proposed to evaluate all the classifiers jointly based on the credibility of the pseudolabel. To optimize network training, an additive angular margin softmax loss with parameter dynamic adjustment is utilized. Experiments on two drift datasets under different settings demonstrate the superiority of TDACNN compared with several state-of-the-art methods.
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1. Introduction

Electronic noses (E-noses), or artificial olfactory systems, are a series of cross-reactive gas sensors coupled with a set of pattern recognition algorithms that can simulate the mammal olfactory system to evaluate specific gas samples. An E-nose in the general sense is composed of three parts: a sensor array, a data acquisition and preprocessing apparatus, and a pattern recognition module.
Benefitting from its sensitivity to a wide variety of chemical compounds and complex mixtures and its qualitative/quantitative analysis ability, E-noses can achieve accurate recognition of complex samples, making them increasingly vital in food safety [1], environmental pollution monitoring [2], biomedical research [3], medical treatment [4], etc. However, due to the long-existing problems in the gas sensor manufacturing process, avoiding the unpredictable and nonlinear sensor drift phenomenon that occurs over a long period of time is still unrealizable [5, 6]. In addition, exposure to the same kind of analyte at a relatively high concentration leads to sensor poisoning, which can also result in sensor drift. Sensor drift deteriorates the gas sensor accuracy, creating issues for many aspects of real-life applications, such as research and industry, so drift compensation and domain adaptation algorithms for E-noses are indispensable.

The traditional domain adaptation methods for preventing gas sensor performance from deteriorating include 2 categories. One category carries out data correction on the data collected from the drift E-nose sensors, eliminating sensor characteristic deterioration. Yu et al. developed a data correction method based on principal component analysis (PCA) to correct deviations in the data. The results proved that using PCA to prealign the data can enable the pattern recognition algorithm to achieve better classification accuracy [7]. Independent component analysis (ICA) is another commonly used algorithm in data correction and is used to obtain mutually unrelated data components and remove drift disturbances [8]. However, since E-nose drift is nonlinear and unstable, data correction methods usually cannot deal well with the drift problem of E-noses. To compensate for this problem, a kernel transformation method was proposed by Tao et al. to perform the domain correction operation, which can improve the distribution consistency between the source domain and target domain [9]. Another is transfer learning, which projects the source domain data to the target domain space or projects the two domains’ data to another regenerated space together. Transfer learning can reduce the distribution difference between the source domain and target domain so that the classifier trained with source domain data can have similar performance when predicting the data of the target domain. Zhang et al. proposed a domain regularized component analysis method (DRCA) to project the data before and after drift, giving the two subspaces after projection more similar distributions [5]. Zhang et al. also proposed a cross-domain discriminant subspace learning method (CDSL), which realizes drift compensation under the premise of ensuring data integrity [10]. As one of the improvement methods of CDSL, a local manifold embedding cross-domain subspace learning (LME-CDSL) algorithm is proposed by Tian et al., achieving subspace learning combined with domain adaptation and manifold learning [11]. For the extreme learning machine (ELM) algorithm, Wang et al. proposed an extreme learning machine with discriminative domain reconstruction, which can reduce the distribution difference between the source domain and target domain by learning a domain-invariant space [12].

In addition to traditional methods, although deep learning algorithms require considerably more computations than traditional algorithms, this high computing overhead has gradually become acceptable under the continuous development of hardware with the simultaneous growth of computing power. Some of them have been applied to E-nose data classification. The commonly used classification method is the multilayer perceptron (MLP), which achieves relatively good results due to its simple and clear structure. Gamboa et al. performed experiments based on a series of deep learning methods and proved that a multibranch MLP model consisting of only fully
connected (fc) layers can achieve relatively better performance using less training data [13]. In addition, the original data of the E-nose are one-dimensional sequences composed of continuously collected voltage values. For the classification task of this sequence modeling problem, a recurrent neural network (RNN) or long short-term memory (LSTM) can be used. Julio et al. proposed an LSTM-based method and achieved dynamic data recognition from a metal oxide (MOX) gas sensor array using only 30 s of time sequences [14]. In [15], an LSTM model was introduced, achieving a good result in gas mixture concentration identification.

Additionally, various E-nose domain adaptation methods based on deep learning algorithms have been proposed and have shown good performance. Liu et al. proposed an autoencoder method that can automatically extract features from the original sensor sequence and perform classification under sensor drift [16]. Luo et al. applied a deep belief network (DBN) as a data preprocessing method based on unsupervised training; then, by cascading an SVM classifier, it successfully achieved drift compensation [17]. Tian et al. developed a method based on DBN and divided the operation into unsupervised and supervised parts to better recognize odor samples and compensate for sensor drift at the decision level [18]. In terms of LSTM, Wu et al. used LSTM as a dynamic feature extraction method to minimize feature dimensions and achieve E-nose drift compensation [19].

As an emerging subdiscipline of deep learning, convolutional neural networks (CNNs) have thrived in the field of image recognition in recent years due to their excellent feature extraction capabilities and generalization abilities. Many well-performing CNN models, such as LeNet-5 [20], AlexNet [21], Visual Geometry Group (VGG)-Net [22], ResNet [23], and InceptionNet [24], have emerged. Additionally, an increasing number of E-nose studies are focusing on CNNs. Many researchers attempt to use CNNs to preprocess E-nose data to improve cascaded classifier performance. A data preprocessing method was proposed by Wu et al., which can dynamically calculate the gradient of the original curve and perform sampling when the gradient is relatively large to reduce the size of the CNN input [25]. As one of the most classic CNNs, LeNet-5 and its modifications have been used in E-nose data pattern recognition and have achieved relatively good results, proving the effectiveness of CNN on E-nose sample classification tasks [26, 27]. However, existing attempts have failed to make targeted modifications to the E-nose features based on the original network structure of LeNet-5, and no relevant attempts have been made for domain adaptation. To better adapt CNNs to the data characteristics of E-noses (usually a one-dimensional time series), many studies have begun to focus on the customized modification of CNNs. Wang et al. proposed a CNN with a one-dimensional band convolution kernel for electronic nose data recognition and classification, achieving better results than traditional methods [28]. For mixture gas classification, a multilabel method based on a 1D CNN was proposed by Zhao et al. to identify multiple gas elements simultaneously in a complex odor mixture [29]. In terms of dynamic gas recognition, Qi et al. proposed a CNN-based gas dynamic identification method, achieving 95.7% accuracy when the sampling time reaches 15 s [30]. In addition to proposing new network structures, researchers have also drawn from the existing excellent CNN model in the computer vision field. Han et al. carried out a series of experiments to determine whether popular CNN structures used in computer vision (ResNet18, ResNet34, ResNet50, VGG-16 and VGG-19) can achieve satisfactory performance in mixed gas classification tasks [31]. Peng et al. designed GasNet with a shortcut
structure for E-nose data classification and achieved good results [32].

In terms of domain adaptation methods based on CNNs, many have also been proposed and achieved good results in different fields [33, 34]. However, in E-nose drift compensation, CNN-based domain adaptation methods are still lacking. In addition, the existing deep learning domain adaptation methods achieved relatively good results on various public datasets under the prerequisite of obtaining sufficient uniformly distributed target domain data to help learn the target domain distribution and achieve domain alignment. The required target domain data usually require full-category samples, and some active learning methods even need a small batch of target domain samples associated with true labels to enhance performance [35, 36], which is difficult to fulfill in real scenarios. To the best of our knowledge, a domain adaptation method based on a CNN utilized in E-nose drift compensation has never been proposed.

In this work, we propose a CNN-based domain adaptation method called the target-domain-free domain adaptation convolutional neural network (TDACNN). Compared with the existing general algorithms, the proposed TDACNN introduces several innovations in the design of the network structure, and is able to complete the modeling and achieve higher accuracy without the participation of target domain data. It makes full use of the embedding features derived from each CNN level by using a multibranch and multiclassifier structure with a classifier ensemble method. It achieves acceptable results on two public drift E-nose datasets. In summary, the main contributions of this work are listed below:

1. Different from most existing general algorithms, the proposed method only uses the source domain data without involving samples from the target domain, which can be more realistic and pragmatic in real-life applications where a large quantity of data from the target domain is usually unavailable.

2. A novel multiclassifier end-to-end CNN is proposed to perform pattern recognition and domain alignment at the decision level, which does not require additional classifiers at the model’s output end and has a simple structure for easy operation. The proposed classifier ensemble method based on maximum mean discrepancy (MMD) is adopted to ensemble the output of multiple classifiers. Also, in TDACNN, only a few parameters in loss function need to be manually set, which significantly reduces the difficulty of deployment.

3. The proposed method works well with or without data preprocessing and feature preextraction, which can reduce the deployment difficulty while ensuring high accuracy. Failure to use the appropriate methods can be catastrophic to the performance of the model, which TDACNN is designed to avoid.

4. TDACNN introduces an additive angular margin softmax loss with parameter dynamic adjustment to help train the network, which can optimize the geodesic distance margin directly and help the network map the features into space that has a larger interclass and smaller intraclass distance. The dynamic parameter adjustment method can enhance the robustness of the training procedure.

5. Gaining experience from the mammalian olfactory system, in which signals from the same types of odorant receptor cells converge into the same olfactory bulb for further processing, the upper layers of TDACNN are designed to have multiple branches under the guidance of bionics. It can achieve highly customized feature extraction for different types of sensors. The multibranch
structure gives the network flexibility to adapt to data in different forms and can be quickly deployed in application scenarios with different numbers of sensors simply by increasing or decreasing the number of branches.

2. Methodology

The structure diagram of the proposed TDACNN is shown in Fig. 1. After the batch normalization operation, the data from different sensors will be distributed to the corresponding branches to achieve customized feature extraction and drift compensation. The subsequent part of the network includes a multibranch structure for extracting features of each sensor separately, each of which contains three convolutional blocks for different levels of feature extraction and concentration. After each convolutional block, the path leading out from the branch connects to the classifier after width concatenation. These four classifiers can make full use of the results of each CNN level and obtain results based on the inherent characteristics of different levels. After the four classifiers give predictions, the TDACNN introduces a method called the MMD-based classifier ensemble, combining the output of all classifiers by jointly measuring the reliability of every pseudolabel. During training, an additive angular margin softmax loss in association with a parameter dynamic adjustment method is introduced to optimize the network training.

![Figure 1. Structure of the proposed TDACNN.](image-url)
2.1 CNN Structure Overview

2.1.1 Multibranch structure with one-dimensional convolution

The existing artificial olfactory system for real-time gas detection usually uses several sensors simultaneously. Due to this multiple gas sensor array solution, the raw data obtained by the system contain multiple dimensions composed of data collected from different sensors with variant response characteristics, which requires the utilization of customized feature extraction structures for different sensors. Therefore, a mutually independent multibranch structure is proposed to extract features from different sensors separately. The network shown in Figure 1 contains $k$ sensors; each sensor corresponds to a branch, so $k$ branches are presented. Another advantage of the multibranch design is that the network can adapt to different artificial olfactory systems more flexibly. For systems with different sensor configurations, TDACNN only needs to increase or decrease the number of branches to make adaptive changes, and then the network can learn the sensor variant feature automatically.

In the multibranch structure, 3 types of convolutional blocks are involved (convolutional blocks A, B and C). The convolutional blocks are composed of multiple layers, such as convolutional layers, max-pooling layers, or batch normalization layers. Each sensor dimension uses a set of independent convolutional blocks A, B and C, so each convolutional block can be trained to be a highly customized feature extractor suitable for different sensors, achieving better feature extraction that varies from sensor to sensor. In addition, the utilization of this hierarchical multibranch structure can also increase the width and depth of the network so that CNN can simultaneously acquire various features with richer levels, creating possibilities for subsequent operations.

2.1.2 Width concatenate

The tensor copies provided by the multibranch structure need to be concatenated to combine multiple feature maps into a whole before entering the classifier. Different from the depth concatenation (filter concatenation) performed by other multiclassifier networks such as InceptionNet [23], TDACNN uses width concatenation to splice multiple feature maps. This design adapts to the characteristics of E-nose data; that is, its data are usually composed of multiple one-dimensional time series collected by multiple sensors. Using concatenate width instead of concatenate depth can increase the width of each submap without increasing the number of submaps, thereby reducing the number of filters in the next level of the convolutional layer and leading to a considerable reduction in the number of parameters, which can reduce computing power overhead and avoid overfitting.

2.1.3 Multiple classifiers and two-dimensional convolution

As shown at the bottom of Fig. 1, four classifiers, namely classifier 1, classifier 2, classifier 2 and classifier 4, are connected to multibranch structures at different locations. This design learns domain-specific features and domain-invariant features at different CNN levels. All four classifiers have the same structure, which is two fc layers with 100 units cascaded with a softmax layer. Each
fc layer performs a nonlinear mapping \( h_i' = \text{relu}'(W_i h_{i-1} + b_i') \), where \( h_i' \) and \( h_{i-1} \) are the output of the \( i \)-th node in the \( l \)-th fc layer and the upper fc layer, respectively. \( W_i \) and \( b_i' \) denote the weights and bias of the \( l \)-th fc layer, and \( \text{relu}' \) represents the activation of the \( l \)-th layer and the rectifier units; \( \text{relu}(x) = \max(0, x) \) is utilized in all the fc layers in this proposed method. In the training phase, the losses contributed by all four classifiers are summed to the total network loss to help train and prevent gradient dispersion.

Regarding the location of the four classifiers, classifier 1 and classifier 2 are connected to the output of convolutional block A and convolutional block B, respectively, for classification based on the features derived from the shallower layers of the CNN. Classifier 3 is also connected to the output of the middle CNN layer. The difference is that classifier 3 is cascaded with convolutional block D to perform further feature extraction on the concatenated submaps. Here we introduce the fourth convolution block besides convolution blocks A, B, and C, i.e., convolution block D. It is worth noting that, unlike other convolutional blocks, the convolutional block D is located after the width concatenation. When designing convolutional block D, two-dimensional convolution is often used, which means convolutional block D extracts the intermediate feature and the interrelationship between different sensors, thereby widening the receptive field of the network. Classifier 4 is placed behind convolutional block C to process the high-level features derived after all three convolutional blocks on the branch. Since the features obtained by each classifier are different, the essence of this multiclassifier structure is to make full use of the embedding features from all CNN levels.

### 2.2 MMD-based Classifier Ensemble

There are 4 classifiers in TDACNN; however, the results of the four classifiers in the network cannot be considered simultaneously, and there is no way to know which one of the results of the four classifiers is more reliable, resulting in a loss of useful information. To overcome this drawback, in this paper, the MMD-based classifier ensemble method is presented to comprehensively consider the results of all classifiers by evaluating the credibility of the pseudolabel using both MMD and the probability provided by the softmax layer in the classifier.

Starting from reviewing the concepts of MMD, as an effective nonparametric metric measuring the distance between two distributions, MMD has been widely used in many existing domain adaptation methods. Using the kernel function \( \phi(\cdot) \), samples are mapped to a reproducing kernel Hilbert space (RKHS), and the MMD between source domain \( s \) and target domain \( t \) is defined as

\[
\text{MMD}^2(s,t) = \sup_{\|\phi\|_\mathcal{H} \leq 1} \| E_{x \sim s} [\phi(x)] - E_{x' \sim t} [\phi(x')] \|^2_{\mathcal{H}},
\]

where \( \|\phi\|_\mathcal{H} \leq 1 \) denotes a set of kernel functions in the unit sphere of RKHS \( \mathcal{H} \), and \( E_{x \sim s} [\cdot] \) denotes the expectation of two distributions, \( u \in \{s,t\}. \) In this paper, \( \phi(\cdot) \) refers to the radial basis function (RBF) kernel. For the convenience of calculation, the proposed method uses an empirical estimation form of MMD \([37]\), which is given by

\[
\text{MMD}^2(\mathcal{D}_s, \mathcal{D}_t) = \| \frac{1}{M} \sum_{i=1}^{M} \phi(x_i^s) - \frac{1}{N} \sum_{j=1}^{N} \phi(x_j^t) \|^2_{\mathcal{H}},
\]
where \( \mathcal{D}_s = \{ \mathbf{x}_s^i \}_{i=1}^M \) and \( \mathcal{D}_t = \{ \mathbf{x}_t^j \}_{j=1}^N \) denote two sets of samples that are drawn from source domain \( s \) and target domain \( t \), respectively.

Different from MMD in some other domain adaptation methods, which involve complete access to the full-category target domain samples to learn the assumed target domain data distribution\[5, 10, 11\], MMD here refers to the discrepancy between the current test sample (target domain) and the labeled training samples (source domain), bringing more feasibility to real-life applications.

The workflow of the MMD-based classifier ensemble in a single classifier is shown in Figure 2. The MMD between the embedding features of the test sample \( \mathbf{x}' \) and source domain data is calculated based on the classification result of the classifier,

\[
\text{MMD}_s^c(\mathcal{D}_s', \mathbf{x}') = \left\| \frac{1}{M_c} \sum_{i=1}^{M_c} \phi(f_{c_n}(\mathbf{x}_c^i)) - \phi(f_{c_n}(\mathbf{x}_c')) \right\|_2^2,
\]

where sample \( \mathbf{x}' \) is recognized as the \( c \)-th class by the \( n \)-th classifier, \( \mathcal{D}_s'^c \) denotes a set of samples drawn from the \( c \)-th class in the distribution \( s \), and \( M_c \) represents the number of the \( c \)-th class samples in \( \mathcal{D}_s'^c \). \( f_{c_n} \) denotes the embedding features derived from the second fc layer in the \( n \)-th classifier.

Derived from the softmax layer, the output of the classifier is in probability form, which indicates the probability that the tested sample belongs to a certain class. To ensemble MMD and the output of the classifier to obtain credibility, these two distributions need to be unified. We propose the standardized sigmoid as the activation function to remap the MMD into a unified distribution,

\[
\text{SS}(x) = \frac{1}{1 + e^{-x}^*},
\]

where \( x^* \) indicates the zero means standardized version of \( x \). After the activation, as the curve shows in Figure 2, the original MMD distribution is mapped into a distribution ranging from 0 to 1 to align with the distribution of the softmax output, which is named the activated MMD.

When predicting, there are two possible situations for the four classifiers. One of the situations is that all four classifiers derive the same result, and then the common result is considered the prediction result of the proposed method. However, the four classifiers usually derive several different results, so the different results should be evaluated jointly.

Using \( y_n \) to represent the pseudolabel derived by the \( n \)-th classifier, \( p_{y_n} \) refers to the probability of the \( y_n \)-th class provided by the \( n \)-th classifier’s softmax layer. The ensembled credibility score of the \( c \)-th class (\( \text{ECS}_c \)) is presented as

\[
\text{ECS}_c = \sum_{y_n=c} \frac{p_{y_n}(\mathbf{x}')}{\text{SS}(\text{MMD}_s^c(\mathcal{D}_s', \mathbf{x}'))},
\]
After each WCS is calculated, the class with the highest WCS is considered the most credible class and is selected as the predicted label of TDACNN. The essence of MMD-based classifier ensembles is to consider the embedding features in several different stages in CNNs and evaluate which pseudolabel has a better domain adaptation outcome, i.e., which pseudolabel has the embedding feature with the shortest distance between the distribution of the source domain and target domain.

![Figure 2. MMD-based classifier ensemble workflow.](image)

2.3 Additive Angular Margin Softmax Loss

Inspired by [38], in this paper, an additive angular margin softmax loss with parameter dynamic adjustment is presented to further optimize the training. For softmax loss, there is a drawback that deteriorates the performance when faced with multiclass classification tasks; that is, the predicted result is not separable enough for the multiclass recognition problem leading to confusion between different samples, i.e., the traditional softmax loss does not explicitly optimize the features of samples from the same class and different classes, so that the trained network cannot respond correctly to samples from different classes. Additive angular margin softmax loss is proposed to improve the discriminative capability of the classifier in gas classification tasks. The basic idea is to calculate the angle between the target weight and the current feature after converting these two
to angle form using the arc-cosine function and then add an additive angular margin to the angle. By performing this operation, the geodesic distance on the hypersphere between different classes can be increased, and the distance between samples from the same class can be reduced.

Start from the softmax loss,

\[
L_1 = -\frac{1}{N} \sum_{i=1}^{N} \log \frac{e^{W^j_i x_i + b_j}}{\sum_{c=1}^{C} e^{W^j_i x_i + b_c}},
\]  

(6)

where the \(j\)-th column of the output weight \(W \in \mathbb{R}^{d \times C}\) is represented by \(W_j \in \mathbb{R}^d\) and \(b_j \in \mathbb{R}^C\) as the bias. \(x_i \in \mathbb{R}^d\) represents the output of the upper layer before the softmax layer corresponding to the \(i\)-th sample in the \(c\)-th class. \(N\) is the batch size representation, and \(C\) is the total number of classes, which is equal to the number of columns of \(W\). The dimension \(d\) of the deep feature matrix is configured to 100 in all 4 classifiers in the proposed TDACNN. To facilitate calculation, the bias \(b_j\) is fixed to 0. Then, the logit is transformed as follows,

\[
W^j_i x_i = \|W_j\| \|x_i\| \cos \theta_j,
\]  

(7)

where \(\theta_j\) is the angle between the embedding feature (i.e., the upper layer output) \(x_i\) and the weight \(W_j\). To make the classification only depend on the angle between feature \(x_i\) and weight \(W_j\) rather than the relative size of values, \(\|W_j\|\) is fixed to 1 by \(l_2\) normalization. \(\|x_i\|\) is also fixed to 1 by the same method and then rescaled to \(s\); thus, the embedding features obtained from the upper layer are distributed on a hypersphere with radius \(s\). By using equation (7), the softmax loss is transformed into the following term:

\[
L_2 = -\frac{1}{N} \sum_{i=1}^{N} \log \frac{e^{\|W_j\| \|x_i\| \cos \theta_i}}{\sum_{j=1}^{C} e^{\|W_j\| \|x_i\| \cos \theta_j}},
\]  

(8)

As the features are scattered around each class center on the hypersphere, to simultaneously optimize the compactness among samples from the same class and the discrepancy among the different class samples, an additive angular margin penalty \(m\) is added to the angle \(\theta_i\), which is in terms of the ground truth class,

\[
L_3 = -\frac{1}{N} \sum_{i=1}^{N} \log \frac{e^{\|W_j\| \|x_i\| \cos (\theta_i + m)}}{\sum_{j=1}^{C} e^{\|W_j\| \|x_i\| \cos \theta_j}},
\]  

(9)

Regarding the two parameters \(s\) and \(m\) in this loss function, the scaler \(s\) indicates the extent to which the feature is scaled, and its change directly causes the loss to be unstable and to oscillate. Therefore, in the proposed TDACNN, the parameter \(s\) is kept constant. For the additive angular margin penalty \(m\), since \(m\) denotes the penalty added to the angle, a larger \(m\) leads to a larger loss. In the early training stage, the loss is at a relatively large value. At this time, adding penalty \(m\) can increase the loss and optimize training. However, when training goes further, the loss gradually decreases and then stops decreasing and stays at a certain value, which is usually several orders of magnitude smaller than the value at the beginning of training. This means that if a larger penalty \(m\) is added, a larger and nondecreasable loss will appear in the final training stage, resulting in a larger
gradient when backpropagating, which causes the training process to oscillate and leads to unstable network performance.

To overcome this effect, a dynamic parameter adjustment method is introduced,

\[ m(e) = m_0 - ve \quad (v \leq \frac{m_0}{e}) \tag{10} \]

where \( e \) is the epoch, and \( v \) denotes the changing rate. \( m_0 \) represents the initial value of \( m \). It should be noted that \( v \) must satisfy \( v \leq \frac{m_0}{e} \) so that \( m \) is always greater than zero. Using this method, \( m \) can automatically decrease as the training progresses so that the loss at the end of training is smaller and the training process is more robust.

As a demonstration, we use the fixed \( m \) and the proposed dynamic adjustment method to train the proposed CNN, and the obtained loss curves with respect to epochs are shown in Figure 3. It is obvious that at the later training stage, the loss stops at a fixed value if a fixed \( m \) is used, leading to a large nondecreasable value when \( m \) is large. However, when the dynamic adjustment method is adopted, \( m \) will decrease automatically as the training progresses, leading to a smaller loss at the later training stage, which can enhance the training robustness.

![Figure 3: Loss curves with respect to epochs. The subfigure on the right is an enlarged version of the left subfigure from 250 to 400 epochs.](image)

3. Experiment

3.1 Datasets

Two datasets are involved as benchmarks. The first dataset (Dataset A) is a public sensor drift dataset provided by the UC Irvine Machine Learning Repository [39]. The second dataset (Dataset B) mentioned in [40] was collected by researchers from Chongqing University.

3.1.1 Dataset A

This resource contains 13,910 samples from 16 E-nose sensors collected over 3 years, which are divided into 10 batches according to the time sequence to simulate sensor drift (Table 1). The dataset is composed of data from six distinct pure gaseous substances (ammonia, acetaldehyde,
acetone, ethylene, ethanol, and toluene) at various concentrations. Each of the sensors contains 8 features, so a single sample can be represented as a vector of 128 dimensions (16 × 8). With a total size of 13910×128, this dataset is a large dataset in the field of E-noses. Though only a small portion of the samples in dataset A is used for training in each experiment, a larger total sample size allows for a relatively more considerable amount of data per batch. Thus, each experiment in dataset A can have more samples for training, which is beneficial to deep learning implementation. It can be seen in the scatter points in Fig. 4 that drift occurs throughout the whole period, and the distribution of the first two principal components varies significantly from the beginning to the end.

3.1.2 Dataset B

As shown in Table 2, dataset B contains 159 samples from 32 sensors collected over 4 months. It performs experiments on 7 kinds of gas at different concentrations obtained by evaporating beverages. Each sample in this dataset consists of a sequence with a length of 50, which is the original voltage response collected from the sensors. In the 1st, 3rd, and 4th months, 33, 63 and 63 samples were gathered, respectively. These data were divided into 3 batches according to the time sequence. As illustrated in Fig. 5, the distributions of batch 2 and batch 3 are similar because the acquisition time is closer. For the distribution of batch 1, since it is collected in the first month, the distribution demonstrates a considerable discrepancy compared with the last two batches.

Table 1. Details about dataset A

| Batch ID (Months ID) | Number of samples |
|----------------------|-------------------|
|                      | Ethanol | Ethylene | Ammonia | Acetaldehyde | Acetone | Toluene | Total |
| Batch 1 (Months 1,2) | 83      | 30       | 70      | 98           | 90      | 74       | 445   |
| Batch 2 (Months 3,4,8,9,10) | 100     | 109      | 532     | 334          | 164     | 5        | 1,244 |
| Batch 3 (Months 11,12,13) | 216     | 240      | 275     | 490          | 365     | 0        | 1,586 |
| Batch 4 (Months 14,15) | 12      | 30       | 12      | 43           | 64      | 0        | 161   |
| Batch 5 (Months 16) | 20      | 46       | 63      | 40           | 28      | 0        | 197   |
| Batch 6 (Months 17,18,19,20) | 110     | 29       | 606     | 574          | 514     | 467      | 2,300 |
| Batch 7 (Months 21) | 360     | 744      | 630     | 662          | 649     | 568      | 3,613 |
| Batch 8 (Months 22,23) | 40      | 33       | 143     | 30           | 30      | 18       | 294   |
| Batch 9 (Months 24,30) | 100     | 75       | 78      | 55           | 61      | 101      | 470   |
| Batch 10 (Months 36) | 600     | 600      | 600     | 600          | 600     | 600      | 3,600 |

Table 2. Details about dataset B

| Batch ID (months ID) | Number of samples |
|----------------------|-------------------|
|                      | Beer   | Black tea | Green tea | Liquor | Oolong tea | Pu'er tea | Wine | Total |
| Batch 1 (Months 1)  | 3      | 6        | 6         | 3      | 6          | 6         | 3    | 33    |
| Batch 2 (Months 3)  | 9      | 9        | 9         | 9      | 9          | 9         | 9    | 63    |
| Batch 3 (Months 4)  | 9      | 9        | 9         | 9      | 9          | 9         | 9    | 63    |
and the remaining batches as the target domain for

\[ W \times \Phi \]

the convolutional layers. As shown in the right column of Figure 6, there is a series of 1D convolutional layers. The feature vector for each branch is a one term configuration with kernel sizes of 2 × 1 in convolutional blocks A, B, and C. Three cascaded 2D convolutional layers with kernel sizes of 3 × 3 are utilized in convolutional block D to extract the interrelationship between different sensor dimensions. The activation function ReLU \( \text{ReLU} \) is utilized in the convolutional layer in this network.

For dataset B, since it contains the original time sequence, which needs more extraction and concentration than the data in dataset A, more convolutional layers are utilized. A 1D convolution is utilized in convolutional blocks A, B, and C, and 2D convolution is utilized in convolutional block

\[ \text{Ethanol}, \text{Ethylene}, \text{Ammonia}, \text{Acetaldehyde}, \text{Acetone}, \text{Toluene} \]

Figure 4. The PCA score plot of the first two principal components of the 10 batches in dataset A.

Figure 5. The PCA score plot of the first two principal components of the 3 batches in dataset B.

3.2 Experimental configuration

To simulate the long-term-drift scenario and short-term-drift scenario, we design 2 scenario settings, as shown in Table 3. For the long-term-drift scenario experiment, setting 1 uses the first batch as the source domain for model training and the remaining batches as the target domain for prediction. For the short-term-drift scenario, setting 2 is proposed to train the network using the batch before one batch and test the performance on this batch. Therefore, there are 9 experiments on setting 1 for both dataset A and dataset B and 9 and 2 experiments on setting 2 for dataset A and dataset B, respectively. Since the format and the characteristics of these two datasets are different, it is necessary to design appropriate convolution blocks.

As mentioned above, dataset A is a preprocessed and pre-extracted high-level dataset. This means that the data from dataset A do not require deep feature extraction using too many convolutional layers. The feature vector for each branch is a one-dimensional vector with a length of 8, which is too short for the proposed network. To compensate for these effects, for this dataset only, we design a relatively shallow convolutional block without a pooling layer to perform less feature extraction. As shown in the right column of Figure 6, there is a series of 1D convolutional layers with kernel sizes of 2 × 1 in convolutional blocks A, B, and C. Three cascaded 2D convolutional layers with kernel sizes of 3 × 3 are utilized in convolutional block D to extract the interrelationship between different sensor dimensions. The activation function ReLU is utilized in the convolutional layer in this network.

For dataset B, since it contains the original time sequence, which needs more extraction and concentration than the data in dataset A, more convolutional layers are utilized. A 1D convolution is utilized in convolutional blocks A, B, and C, and 2D convolution is utilized in convolutional block

\[ \text{Beer}, \text{Black tea}, \text{Green tea}, \text{Liqueur}, \text{Gin}, \text{Parker's}, \text{Wine} \]
D. As shown in the middle column of Figure 6, convolutional blocks for dataset B contain more convolutional layers and max-pooling layers than the blocks for dataset A. For this network, we use ReLU as the activation function for all convolutional layers.

Table 3. Experimental setting

| Scenarios | Data Source domain | Target domain |
|-----------|--------------------|---------------|
| Setting 1 | Batch 1            | Other batches |
| Setting 2 | Batch \(i\)        | Batch \((i+1)\) |

Figure 6. Structure of convolutional blocks. The left column is for dataset B, which has a normalized input map of 50×1. The right column is for dataset A with a normalized input map size of 8×1. In the convolutional layer (conv) in the figure, 3×3×8 means that the kernel size is 3×3, and the number of
filters is 8. For the max-pooling layer (maxpool), 2×1-s-2×1 means that the kernel size for max pooling is 2×1 and the stride is 2×1.

3.3 Implementation details

To evaluate the performance of the proposed methodology, several state-of-the-art methods are introduced as comparisons. During selection, several guidelines are considered, including the concepts behind the methods, the similarity of structure, the size of the network, and the original application of the methods. Several classic CNN approaches are chosen, including the VGG series (VGG13, VGG16, VGG19) [21], AlexNet [20], LeNet-5 [19], ResNet34 [22], and GoogLeNet (InceptionV1) [23]. To be consistent with TDACNN, some CNNs with a large number of convolutional layers far beyond the number of convolutional layers in the proposed method are not considered. For CNNs in the E-nose field, several CNN-based methods utilized in artificial olfaction are also involved, including SniffMultinose [41], SniffConv [41], optimized deep CNN (ODCNN) [27], and GasNet [31]. In terms of methods based on general concepts except for CNN, we choose several methods, including PCA, linear discriminant analysis (LDA), locality preserving projections (LPP), (component correction based on PCA) CC-PCA [42], orthogonal signal correction (OSC) [43], generalized least squares weighting (GLSW) [44], and direct standardization (DS) [45]. An SVM with an RBF kernel (SVM-RBF) is cascaded to this general method as a classifier.

For all the CNN-based methods, we use Keras (using the TensorFlow backend) to build the network. During the training phase, we use stochastic gradient descent (SGD) as the optimizer and set the maximum training epochs to 400. To avoid overfitting, an early stopping strategy is applied to stop the training when the drop in loss is small enough. The proposed additive angular margin softmax loss with parameter dynamic adjustment is utilized in the TDACNN training. For the configuration of additive angular margin softmax loss, scaler $s$ is set to 4, the initial value $m_0$ of $m$ is set to 0.7, and the changing rate $v$ is set to 0.00175. For the general methods, we use MATLAB to perform the algorithm based on the corresponding works.

3.4 Experimental results

The experiments were conducted on Setting 1 and Setting 2, and the performance of different methods is reported in Table 4. For performance on dataset A, by observing the first two columns in Table 4, we found that the proposed TDACNN achieves the best performance in dataset A on both setting 1 and setting 2, which are 72.22 and 81.48, respectively. Among the general methods, LDA achieves relatively better results (66.48 and 69.64), but it is still lower than the accuracy of the TDACNN. The best performing method among the CNN-based counterparts is LeNet, which achieves better performance than that of the others in both setting 1 and setting 2, which are 61.84 and 69.18, respectively. The complete set of results of the TDACNN on dataset A is shown in Table 5. In terms of performance on dataset B, the TDACNN achieves the best performance on both setting 1 and setting 2, which are 63.49 and 69.05, respectively. SVM classifier without drift compensation and with PCA achieve the best result on setting 1 and setting 2 among the general methods, respectively. In the CNN-based method, the SniffMultinose achieves the best performance in both setting 1 and setting 2.
Table 4. Performance of different methods for dataset A and dataset B under setting 1 and setting 2.

| Method     | Classification accuracy (in %) | Dataset A | Dataset B |
|------------|-------------------------------|-----------|-----------|
|            | Setting 1 | Setting 2 | Setting 1 | Setting 2 |
| VGG19      | 21.02     | 20.81     | 14.29     | 14.29     |
| VGG16      | 21.02     | 19.36     | 14.29     | 14.29     |
| VGG13      | 21.02     | 37.15     | 14.29     | 14.29     |
| AlexNet    | 56.92     | 61.39     | 29.37     | 21.43     |
| LeNet      | 61.84     | 69.18     | 40.48     | 46.03     |
| GoogLeNet  | 22.46     | 65.51     | 35.71     | 43.65     |
| Resnet34   | 43.31     | 63.66     | 31.75     | 42.86     |
| SniffMultiNose | 51.66 | 59.67 | 44.44 | 47.62 |
| SniffConv  | 23.86     | 54.97     | 18.25     | 41.27     |
| ODCNN      | 56.68     | 68.36     | 18.25     | 25.40     |
| GasNet     | 36.36     | 66.75     | 28.57     | 33.33     |
| SVM        | 63.55     | 68.29     | **38.89** | 43.65     |
| LDA        | **66.48** | **69.64** | 34.13     | 42.06     |
| CC-PCA     | 60.29     | 51.53     | 23.81     | 26.19     |
| PCA        | 63.81     | 68.90     | 38.10     | **45.24** |
| LPP        | 54.57     | 60.88     | 36.51     | 35.71     |
| DS         | 35.97     | 37.49     | 20.63     | 20.63     |
| GLSW       | 50.13     | 57.54     | 33.33     | 31.75     |
| OSC        | 59.68     | 53.10     | 28.57     | 24.60     |
| **TDACNN** | **72.22** | **81.48** | **63.49** | **69.05** |

Table 5. Performance of the TDACNN trained on batches 1–9 and tested on successive batches (on dataset A).

| Batch ID | Classification accuracy (in %) on batches 2–10 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
|----------|-----------------------------------------------|---|---|---|---|---|---|---|---|----|
| batch 1  |                                               | 89.56 | 83.83 | 77.64 | 75.63 | 74.36 | 62.08 | 75.10 | 60.85 | 50.88 |
| batch 2  |                                               | 97.46 | 86.60 | 84.77 | 76.23 | 73.71 | 56.80 | 62.34 | 52.25 |
| batch 3  |                                               | 87.58 | 75.13 | 76.01 | 74.43 | 52.04 | 71.70 | 52.86 |
| batch 4  |                                               | 94.68 | 63.56 | 61.80 | 45.92 | 74.68 | 45.36 |
| batch 5  |                                               | 73.90 | 50.57 | 76.19 | 51.91 | 50.96 |
| batch 6  |                                               | 80.18 | 53.74 | 61.28 | 59.82 |
| batch 7  |                                               | 78.43 | 60.85 | 65.84 |
| batch 8  |                                               | 83.19 | 72.22 |
| batch 9  |                                               | 47.64 |

We provide the first two principal components after nonlinear projection by TDACNN to demonstrate the projection performance. Using the model trained under setting 1 with dataset A, the hidden layer (the second fc layer in classifier 2) output of ten batches in dataset A is derived, and
the PCA scatter points are shown in Fig 7. These PCA scatter points can roughly show the sample distribution after the projection by TDACNN, from which the drift compensation performance of the network can be evaluated. It can be seen from Fig 7, after the projection by the proposed network, the distribution consistency between the drifted batch (batch 2 to batch 10) and the nondrifted batch (batch 1) is improved compared to Fig 4, which is without projection.

![Figure 7. The PCA score plot with projection by the proposed TDACNN for the 10 batches in dataset A under setting 1.](image)

### 3.5 Analysis of the MMD-based ensemble

In TDACNN, the MMD-based ensemble is utilized to combine the results of all 4 classifiers. This algorithm calculates the credibility of each pseudolabel and selects the most credible result. The performance of these 4 classifiers and the result of the MMD-based ensemble under setting 1 and setting 2 of dataset A and dataset B are shown in Tables 6 to 9. It can be observed in these tables that, in most of the cases, the performance of TDACNN after MMD-based ensemble can always be approximately equal to the performance of the best performing classifier, sometimes even better than the performance of each classifier. For example, in the experiment on 9→10 of dataset A under setting 2 (Table 7), the accuracy after ensemble reaches 47.64, which is higher than the best performing single classifier (46.11).

The average accuracy after the ensemble is higher than the other four classifiers’ average accuracy in all 4 scenarios. Therefore, the ensemble effectiveness is proven.

#### Table 6. Performance (%) of different classifiers for dataset A under setting 1.

| Task       | 1→2 | 1→3 | 1→4 | 1→5 | 1→6 | 1→7 | 1→8 | 1→9 | 1→10 | Average |
|------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|--------|
| MMD-based ensemble | 89.56 | 83.83 | 77.64 | 75.63 | 74.36 | 62.08 | 75.10 | 60.85 | 50.88 | 72.22 |
| Classifier 1  | 89.56 | 83.83 | 67.70 | 75.63 | 74.53 | 62.75 | 50.34 | 57.45 | 52.49 | 68.25 |
| Classifier 2  | 89.40 | 83.51 | 77.64 | 75.63 | 74.23 | 61.58 | 54.08 | 59.36 | 51.94 | 69.71 |
| Classifier 3  | 89.81 | 83.89 | 80.75 | 75.63 | 74.58 | 63.38 | 71.43 | 60.64 | 50.46 | 72.28 |
| Classifier 4  | 88.92 | 83.77 | 75.16 | 75.63 | 73.92 | 62.05 | 76.87 | 60.85 | 49.46 | 71.85 |

#### Table 7. Performance (%) of different classifiers for dataset A under setting 2.

| Task       | 1→2 | 2→3 | 3→4 | 4→5 | 5→6 | 6→7 | 7→8 | 8→9 | 9→10 | Average |
|------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|--------|
| MMD-based ensemble | 90.29 | 97.46 | 87.58 | 94.68 | 73.90 | 80.18 | 78.43 | 83.19 | 47.64 | 81.48 |
| Classifier 1  | 90.05 | 96.58 | 82.61 | 96.45 | 74.14 | 73.43 | 76.87 | 82.77 | 34.22 | 78.57 |
| Classifier | 90.29 | 95.81 | 84.47 | 75.13 | 60.43 | 80.18 | 75.51 | 64.89 | 38.40 |
|-----------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| Classifier 3 | 90.29 | 94.04 | 85.09 | 83.76 | 70.61 | 78.66 | 78.57 | 83.19 | 46.11 |
| Classifier 4 | 90.45 | 98.80 | 87.58 | 74.62 | 58.64 | 70.16 | 77.89 | 73.40 | 39.84 |

Table 8. Performance (%) of different classifiers for dataset B under setting 1.

| Task | 1→2 | 1→3 | Average |
|------|------|------|---------|
| MMD-based ensemble | 71.43 | 55.56 | 63.49 |
| Classifier 1 | 66.67 | 50.79 | 58.73 |
| Classifier 2 | 65.08 | 42.86 | 53.97 |
| Classifier 3 | 65.08 | 44.44 | 54.76 |
| Classifier 4 | 69.84 | 53.97 | 61.90 |

Table 9. Performance (%) of different classifiers for dataset B under setting 2.

| Task | 1→2 | 2→3 | Average |
|------|------|------|---------|
| MMD-based ensemble | 71.43 | 66.67 | 69.05 |
| Classifier 1 | 66.67 | 66.67 | 66.67 |
| Classifier 2 | 65.08 | 46.03 | 55.56 |
| Classifier 3 | 65.08 | 41.27 | 53.17 |
| Classifier 4 | 69.84 | 41.27 | 55.56 |

3.6 Discussion

It can be seen in the experimental results that TDACNN achieves better results than all the methods used for comparison. Considering that the proposed method does not need to use target domain data in the training phase, the training and deployment procedure is no different from the general CNN used for classification, which can greatly reduce the operation difficulty and the model complexity. In addition, further analysis proved the effectiveness of MMD-based classifier ensembles. During the ensemble, the results with lower credibility are discarded, and the most reliable pseudolabel is successfully selected, leading to a better performance than any other individual classifier.

However, it is worth noting that the quantity of data in the batches in Dataset A is not uniform, leading to a deterioration in the performance to a certain extent. As presented in Table 1, for batches with a large quantity of data, such as batch 10, the number reached a considerable 3600. However, batches with fewer data, such as batch 4, contain only 161 data points, which is far too little for CNN training. When the CNN encounters a situation in which the data included in the training batch are much fewer than the data included in the validation batch, which leads to severe performance degradation due to the bias between the training samples and validation samples. For example, it can be observed in Table 7 in experiments 9→10. The quantity of data in batch 9 and batch 10 is 470 and 3600, respectively, and the accuracy after the ensemble is 47.64, which is the worst performance among all the experiments of dataset A under setting 2. In addition, for the experiments of dataset A under setting 1, batch 1 is utilized as the training set, which only has 445 samples.
However, for the target domain, there are 13465 samples in total, which is a large sample number bias between the source domain and target domain. The experimental results show that our method always obtains better results compared to the contrast methods when using the same training set, regardless of whether the training sample size is larger or smaller. This indicates that our method has better adaptability for datasets with different sizes compared to the contrast method.

Observing the performance of the other methods, LeNet is the best performing network for dataset A, which shows the effectiveness of the simple network structure. For dataset B, the best performing CNN among those CNNs is SniffMultinose, which achieves the highest accuracy in both setting 1 and setting 2, proving that the customized design of CNN structure for the E-nose domain adaptation and recognition task is necessary. For the general methods, LDA achieves better results on both setting 1 and setting 2 of dataset A since LDA modeling needs the source domain sample labels to be involved. In addition, among the general methods, 3 methods involve data from the target domain: DS, GLSW, and OSC. However, they are still at a lower level of accuracy when compared with TDACNN, although no samples from the target domain are involved during TDACNN's training or prediction.

Apart from the above methods we used for comparison, we also noted some other algorithms achieving even higher accuracy than the proposed method under similar situation, such as multi-feature kernel semi-supervised joint learning model (MFKS), domain regularized component analysis (DRCA), domain adaptation extreme learning machines (DAELM), transfer sample-based coupled task learning with standardization error-based model improvement (TCTL-SEMI), and active learning (AL) in [40]. However, we believe that they are not belong to the same class of method as the proposed TDACNN due to the different potential application scenarios and conditions. These methods modeling requires labeled and/or unlabeled samples from target domain while the TDACNN modeling does not require the participation of the target domain data. That means these methods achieve higher accuracy under the condition of relying on a large amount of target domain information, which is not met in TDACNN. Therefore, to enhance the representativeness and persuasiveness of the contrast experiments, most of the contrast methods reported in this paper are similar to TDACNN which only use source domain data.

Compared with those contrast methods, although the computational overhead of TDACNN is slightly greater, the advantages of the proposed method are significant. The most significant superiority is that TDACNN is able to accomplish drift compensation and pattern recognition without the involvement of target domain data. This advantage means that TDACNN is more practical for engineering purposes, and achieving higher accuracy without target domain data than models that require target domain data is a demonstration of the superiority of our proposed model. Second, in TDACNN, most of the parameters can be automatically trained by the back-propagation algorithm, only a few parameters need to be manually set to help training, and changing them will not cause the model structure to change. This means TDACNN can be deployed in the real-world situation under unconstrained and uncontrollable conditions and achieve higher accuracy without manual intervention and additional data. Third, TDACNN is a decision-level drift compensation method based on an end-to-end network, which only requires input data to obtain classification results and has a simple structure for easy operation. In addition, TDACNN achieves better accuracy with or without data preprocessing and feature extraction. But the prerequisite for the contrast
methods to achieve reported accuracy is to use appropriate data preprocessing and feature extraction methods. This empirical operation increases the complexity of the algorithm.

However, the sensor will deteriorate during operation due to external factors such as sensor aging and/or contamination, resulting in changes in the latent features of the data collected by the sensor. For the algorithms that do not use standard samples for recalibration like the proposed method, when this change occurs, the algorithms cannot capture and model this change, and the recognition accuracy will be affected.

4. Conclusions

In this paper, we propose a target-domain-free domain adaptation convolutional neural network (TDACNN) to compensate for E-nose drift caused by ill-posed gas sensors. Drift is often nonlinear and unpredictable, bringing deterioration to real-life applications in many fields, which is a difficult problem that must be addressed. However, traditional domain adaptation methods usually require the participation of full-category target domain data, which is unrealistic in real cases. The proposed TDACNN method draws lessons from bionics and takes advantage of CNN feature generalization, building the backbone by using a sensor-specific multibranch structure and multiple classifiers to process different levels of features without involving target domain data. Multiple classifiers work comprehensively by the proposed MMD-based ensemble, which can evaluate and select the best-adapted result. In the training phase, an additive angular margin softmax loss is introduced to optimize the training, reduce the intraclass discrepancy, and enlarge the interclass distance. Experiments on preprocessed datasets and time sequence datasets under different settings demonstrate that the TDACNN outperforms several state-of-the-art methods in both long-time shift and short-time shift scenarios.
Reference

[1] J. Chilo, J. Pelegri-Sebastia, M. Cupane, and T. Sogorb, "E-nose application to food industry production," IEEE Instrumentation & Measurement Magazine, vol. 19, no. 1, pp. 27-33, 2016.

[2] A. Bieganowski, G. Józefaciuk, L. Bandura, Ł. Guz, G. Łagód, and W. Franus, "Evaluation of hydrocarbon soil pollution using E-nose," Sensors, vol. 18, no. 8, p. 2463, 2018.

[3] R. van de Goor, M. van Hooren, A.-M. Dingemans, B. Kremer, and K. Kross, "Training and validating a portable electronic nose for lung cancer screening," Journal of Thoracic Oncology, vol. 13, no. 5, pp. 676-681, 2018.

[4] J. Yan, S. Duan, T. Huang, and L. Wang, "Hybrid feature matrix construction and feature selection optimization-based multi-objective QPSO for electronic nose in wound infection detection," Sensor Review, 2016.

[5] L. Zhang, Y. Liu, Z. He, J. Liu, P. Deng, and X. Zhou, "Anti-drift in E-nose: A subspace projection approach with drift reduction," Sensors and Actuators B: Chemical, vol. 253, pp. 407-417, 2017.

[6] M. Zuppa, C. Distante, P. Siciliano, and K. C. Persaud, "Drift counteraction with multiple self-organising maps for an electronic nose," Sensors and Actuators B: Chemical, vol. 98, no. 2-3, pp. 305-317, 2004.

[7] H. Yu, J. Wang, H. Xiao, and M. Liu, "Quality grade identification of green tea using the eigenvalues of PCA based on the E-nose signals," Sensors and Actuators B: Chemical, vol. 140, no. 2, pp. 378-382, 2009.

[8] H. Yu, Y. Yin, Y. Zhao, and Y. Yuan, "A recursive correction FDA method based on ICA combined with STAW of vinegar E-nose data," Measurement, vol. 164, p. 108022, 2020.

[9] Y. Tao, J. Xu, Z. Liang, L. Xiong, and H. Yang, "Domain Correction Based on Kernel Transformation for Drift Compensation in the E-Nose System," Sensors, vol. 18, no. 10, p. 3209, 2018.

[10] L. Zhang, Y. Liu, and P. Deng, "Odor recognition in multiple E-nose systems with cross-domain discriminative subspace learning," IEEE Transactions on Instrumentation and Measurement, vol. 66, no. 7, pp. 1679-1692, 2017.

[11] Y. Tian et al., "Local Manifold Embedding Cross-Domain Subspace Learning for Drift Compensation of Electronic Nose Data," IEEE Transactions on Instrumentation and Measurement, vol. 70, pp. 1-12, 2021.

[12] Z. Wang et al., "Sensor Drift Compensation of E-Nose Systems With Discriminative Domain Reconstruction Based on an Extreme Learning Machine," IEEE Sensors Journal, vol. 21, no. 15, pp. 17144-17153, 2021.

[13] J. C. R. Gamboa, A. J. da Silva, and I. C. Araujo, "Validation of the rapid detection approach for enhancing the electronic nose systems performance, using different deep learning models and support vector machines," Sensors and Actuators B: Chemical, vol. 327, p. 128921, 2021.

[14] J. Torres-Tello, A. V. Guaman, and S.-B. Ko, "Improving the Detection of Explosives in a MOX Chemical Sensors Array with LSTM Networks," IEEE Sensors Journal, vol. 20, no. 23, pp. 14302-14309, 2020.
Q. Wang, T. Xie, and S. Wang, "Research on air pollution gases recognition method based on LSTM recurrent neural network and gas sensors array," in 2018 Chinese Automation Congress (CAC), 2018: IEEE, pp. 3486-3491.

Q. Liu, X. Hu, M. Ye, X. Cheng, and F. Li, "Gas recognition under sensor drift by using deep learning," International Journal of Intelligent Systems, vol. 30, no. 8, pp. 907-922, 2015.

Y. Luo, S. Wei, Y. Chai, and X. Sun, "Electronic nose sensor drift compensation based on deep belief network," in 2016 35th Chinese Control Conference (CCC), 2016: IEEE, pp. 3951-3955.

Y. Tian et al., "A drift-compensating novel deep belief classification network to improve gas recognition of electronic noses," IEEE Access, vol. 8, pp. 605-615.

Y. LeCun, L. Bottou, Y. Bengio, and P. Haffner, "Gradient-based learning applied to document recognition," Proceedings of the IEEE, vol. 86, no. 11, pp. 2278-2324, 1998.

A. Krizhevsky, I. Sutskever, and G. E. Hinton, "Imagenet classification with deep convolutional neural networks," Advances in neural information processing systems, vol. 25, pp. 1097-1105, 2012.

K. Simonyan and A. Zisserman, "Very deep convolutional networks for large-scale image recognition," arXiv preprint arXiv:1409.1556, 2014.

K. He, X. Zhang, S. Ren, and J. Sun, "Deep residual learning for image recognition," 2016, pp. 770-778.

C. Szegedy et al., "Going deeper with convolutions," in Proceedings of the IEEE conference on computer vision and pattern recognition, 2015, pp. 1-9.

D. Wu, D. Luo, K.-Y. Wong, and K. Hung, "POP-CNN: Predicting odor pleasantness with convolutional neural network," IEEE Sensors Journal, vol. 19, no. 23, pp. 11337-11345, 2019.

G. Wei, G. Li, S. Guan, J. Zhao, and X. Sun, "Study on an Improved LeNet-5 Gas Identification Structure for Electronic Noses," in 2018 IEEE SENSORS, 2018: IEEE, pp. 1-4.

G. Wei, G. Li, J. Zhao, and A. He, "Development of a LeNet-5 gas identification CNN structure for electronic noses," Sensors, vol. 19, no. 1, p. 217, 2019.

Y. Wang et al., "An optimized deep convolutional neural network for dendrobium classification based on electronic nose," Sensors and Actuators A: Physical, vol. 307, p. 111874, 2020.

X. Zhao, Z. Wen, X. Pan, W. Ye, and A. Bermak, "Mixture gases classification based on multi-label one-dimensional deep convolutional neural network," IEEE Access, vol. 7, pp. 12630-12637, 2019.

P.-F. Qi, Q.-H. Meng, and M. Zeng, "A CNN-based simplified data processing method for electronic noses," 2017: IEEE, pp. 1-3.
a convolutional neural network for time series classification," *Sensors*, vol. 19, no. 9, p. 1960, 2019.

[32] P. Peng, X. Zhao, X. Pan, and W. Ye, "Gas classification using deep convolutional neural networks," *Sensors*, vol. 18, no. 1, p. 157, 2018.

[33] E. Tzeng, J. Hoffman, N. Zhang, K. Saenko, and T. Darrell, "Deep domain confusion: Maximizing for domain invariance," *arXiv preprint arXiv:1412.3474*, 2014.

[34] M. Long, Y. Cao, J. Wang, and M. Jordan, "Learning transferable features with deep adaptation networks," in *International conference on machine learning*, 2015: PMLR, pp. 97-105.

[35] K. Konyushkova, R. Sznitman, and P. Fua, "Learning active learning from data," *arXiv preprint arXiv:1703.03365*, 2017.

[36] J. Shan, H. Zhang, W. Liu, and Q. Liu, "Online active learning ensemble framework for drifted data streams," *IEEE transactions on neural networks and learning systems*, vol. 30, no. 2, pp. 486-498, 2018.

[37] A. Gretton, K. M. Borgwardt, M. J. Rasch, B. Schölkopf, and A. Smola, "A kernel two-sample test," *The Journal of Machine Learning Research*, vol. 13, no. 1, pp. 723-773, 2012.

[38] J. Deng, J. Guo, N. Xue, and S. Zafeiriou, "Arcface: Additive angular margin loss for deep face recognition," in *Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition*, 2019, pp. 4690-4699.

[39] A. Vergara, S. Vembu, T. Ayhan, M. A. Ryan, M. L. Homer, and R. Huerta, "Chemical gas sensor drift compensation using classifier ensembles," *Sensors and Actuators B: Chemical*, vol. 166, pp. 320-329, 2012.

[40] T. Liu, D. Li, Y. Chen, M. Wu, T. Yang, and J. Cao, "Online drift compensation by adaptive active learning on mixed kernel for electronic noses," *Sensors and Actuators B: Chemical*, vol. 316, p. 128065, 2020.

[41] I. C. Araujo, J. C. R. Gamboa, and A. J. da Silva, "Modelos de deep learning para classificação de gases detectados por matrizes de sensores nariz artificial," *An. Do encontro Nac. Inteligência Artif. e Comput.(eNIAC 2019)*, *Sociedade Brasileira de Computação-SBC, Salvador-Brasil*, pp. 844-855, 2019.

[42] T. Artursson, T. Eklöv, I. Lundström, P. Mårtensson, M. Sjöström, and M. Holmberg, "Drift correction for gas sensors using multivariate methods," *Journal of chemometrics*, vol. 14, no. 5 - 6, pp. 711-723, 2000.

[43] M. Padilla, A. Perera, I. Montoliu, A. Chaudry, K. Persaud, and S. Marco, "Drift compensation of gas sensor array data by orthogonal signal correction," *Chemometrics and Intelligent Laboratory Systems*, vol. 100, no. 1, pp. 28-35, 2010.

[44] L. Fernandez, S. Guneys, A. Gutierrez-Galvez, and S. Marco, "Calibration transfer in temperature modulated gas sensor arrays," *Sensors and Actuators B: Chemical*, vol. 231, pp. 276-284, 2016.

[45] J. Fonollosa, L. Fernandez, A. Gutiérrez-Gálvez, R. Huerta, and S. Marco, "Calibration transfer and drift counteraction in chemical sensor arrays using Direct Standardization," *Sensors and Actuators B: Chemical*, vol. 236, pp. 1044-1053, 2016.