Deep learning approach to predict lymph node metastasis directly from primary tumour histology in prostate cancer
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Objective
To develop a new digital biomarker based on the analysis of primary tumour tissue by a convolutional neural network (CNN) to predict lymph node metastasis (LNM) in a cohort matched for already established risk factors.

Patients and Methods
Haematoxylin and eosin (H&E) stained primary tumour slides from 218 patients (102 N+; 116 N0), matched for Gleason score, tumour size, venous invasion, perineural invasion and age, who underwent radical prostatectomy were selected to train a CNN and evaluate its ability to predict LN status.

Results
With 10 models trained with the same data, a mean area under the receiver operating characteristic curve (AUROC) of 0.68 (95% confidence interval [CI] 0.678–0.682) and a mean balanced accuracy of 61.37% (95% CI 60.05–62.69%) was achieved. The mean sensitivity and specificity was 53.09% (95% CI 49.77–56.41%) and 69.65% (95% CI 68.21–71.1%), respectively. These results were confirmed via cross-validation. The probability score for LNM prediction was significantly higher on image sections from N+ samples (mean [SD] N+ probability score 0.58 [0.17] vs 0.47 [0.15] N0 probability score, \( P = 0.002 \)). In multivariable analysis, the probability score of the CNN (odds ratio [OR] 1.04 per percentage probability, 95% CI 1.02–1.08; \( P = 0.04 \)) and lymphovascular invasion (OR 11.73, 95% CI 3.96–35.7; \( P < 0.001 \)) proved to be independent predictors for LNM.

Conclusion
In our present study, CNN-based image analyses showed promising results as a potential novel low-cost method to extract relevant prognostic information directly from H&E histology to predict the LN status of patients with prostate cancer. Our ubiquitously available technique might contribute to an improved LN status prediction.
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Introduction
Prostate cancer accounts for 20% of all new diagnosed cancer cases in Europe and 10% of all cancer-related deaths in men [1]. Lymph node metastasis (LNM) is usually associated with incurable disease and higher risk of cancer-related death [2]. To determine the LN status in patients with prostate cancer, a lymphadenectomy is usually performed in parallel with
radical prostatectomy (RP), its extent depending on the perceived risk of LNM [3]. Current methods to predict LN status are usually based on clinical information such as PSA, information from the biopsy, including Gleason grading or percentage of positive cores, and in the most current model also MRI metrics as risk factors for LNM [4,5]. These models are able to achieve an area under the receiver-operating characteristics curve (AUROC) between 0.76 and 0.83 on external validation [6,7]. Preoperative adoption of such models is recommended to determine the need for and required extent of a lymphadenectomy [8]. A more extended lymphadenectomy can lead to a greater blood loss, longer hospital stay and more postoperative complications, especially lymphoceles, but can contribute to an improved LN staging [9]. Thus, any improvement of these models can help to reduce complications from unnecessary lymphadenectomies. Alternatively, a prostate-specific membrane antigen (PSMA) positron emission tomography (PET)/CT scan can be performed preoperatively. However, sensitivity for LNM varies significantly [10] and the high costs, as well as the lack of widespread availability, have to date prevented routine preoperative use.

In recent years, artificial intelligence (AI) has revolutionised oncological research. Multiple studies have proven the capability of AI to classify tissue samples correctly as benign or malignant, especially on haematoxylin and eosin (H&E) stained slides [11–13]. It was shown that AI, in particular image analysis using convolutional neural networks (CNN), can discriminate between malignant and benign tissue in prostate biopsies with an accuracy >90% [13,14]. Also, automated Gleason grading [15] achieved a similar accuracy as Gleason grading by specialised pathologists [16,17]. Recent studies have shown that CNNs are also capable of identifying protein expression alterations and genetic mutations on H&E slides of cancer samples across multiple cancer types, including prostate cancer, breast cancer, and liver cancer [18,19]. These studies suggest that genetic mutations induce changes in cell signalling and cell interaction that can lead to a change in morphology that is detectable by CNNs. AI therefore has the potential to identify oncological relevant patterns by analysing H&E images and to use these patterns to predict oncological outcomes, e.g. risk of metastasis or tumour recurrence [20].

In the present study, we aimed to evaluate whether a CNN could detect relevant patterns on H&E slides to predict LNM in prostate cancer in a Gleason-matched cohort.

**Patients and Methods**

**Study Design and Population**

Eligible patients were retrospectively selected from the prostate cancer database of patients who had undergone open or robot-assisted RP including lymphadenectomy at our institution, a German university hospital. Histologically confirmed LN-positive cases (N+) were selected and matched with LN-negative cases (N0) for age, Gleason score, tumour size (T), perineural invasion (Pn), and venous invasion (V). H&E slides from RP specimens of these patients were evaluated by a pathologist and one representative slide of good quality containing cancerous tissue per patient was chosen for analysis and digitalised. Slides with artefacts or slides of low quality were excluded. This analysis of prostate cancer tissue was approved by the local data protection office and by the local ethics committee (2015-8492-MA), patients had given informed consent to tissue analysis and this work was performed in accordance with the Declaration of Helsinki.

**Pre-processing**

A Zeiss Axio Scan.Z1 (Zeiss, Oberkochen, Germany) was used to digitalise 218 H&E slides with a 20-fold magnification, resulting in whole-slide images (WSIs) with a resolution of 0.22 µm/pixel (px). Using a tissue detection algorithm, WSIs were annotated semi-automatically to exclude the background (non-tissue) and artefacts. These annotated tissue areas were tessellated into square patches of 512 × 512 px resulting in an edge length of 112.64 × 112.64 µm/patch. Tissue detection and tessellation were both implemented in QuPath [21] version 0.1.2 in Groovy (https://qupath.github.io/). Subsequently, blurry patches and patches with too much background were discarded. A patch was classified as blurry if the variation of the Laplacian was <30. If 50% of the pixels were classified as background pixels, the patch was considered to contain too little tissue. A pixel in an image was defined as background if the grey-scale value was >0.74 (190/255). Both steps were implemented in Python version 3.7.7 (Python Software Foundation, Beaverton, OR, USA). To include all possible relevant areas, tumour areas were not annotated and the entire WSI was used as input. This approach is concordant with previous studies that showed that prognostic information on oncological outcome is not limited to tumour areas on WSI [20].

As entire RP tissue sections are very large, 1000 patches per WSI fulfilling the quality criteria were randomly chosen to reduce the duration of training and testing. Each patch was labelled LN-positive or -negative according to the WSI it originated from and its affiliation to the WSI was saved (Fig. 1, i).

**Model Training**

The 218 WSIs were divided into: a training set and a test set. The training set comprised 118 (60 N+, 58 N0) and the hold out test set 100 WSIs (42 N+, 58 N0). To achieve an equal
distribution between both sets, the sets were stratified with respect to class, date of slide creation, Gleason score, and operation technique. We used a pre-trained xse_ResNext34 CNN to predict LNM. During the training of the xse_ResNext34, the training set was split into a training (83 WSIs) and validation (35 WSIs) set. The hyperparameters were tuned using only the validation set before the model was trained a last time with all 118 WSIs and the established hyperparameters. The training of the CNN was divided into two parts. In the first part, the fully connected layers (head) as well as the layers close to the input (body) were trained for 10 epochs, using an initial learning rate of 3.01E-06. In the second part both, head and body, were trained for additional 10 epochs, using a learning rate of 2.08E-6. Training followed Leslie Smith’s one cycle policy [22] and learning rates were selected based on an algorithm that minimises loss for a smaller sample of the training set while maximising learning rate to speed up train time. For data augmentation, a combination of transformations that is suited for a variety of vision datasets was used (Flip \( P = 0.5 \), Warp \([\text{magnitude} = 0.2, \ P = 0.75]\), Rotate \([\text{max deg} = 10, \ P = 0.75]\), Zoom \([\text{min zoom} = 1, \text{max zoom} = 1.1, \ P = 0.75]\), Brightness \([\text{max lighting} = 0.2, \ P = 0.75]\), Contrast \([\text{max lighting} = 0.2, \ P = 0.75]\), according to the method described by Howard et al. [23]. A method called test time augmentation (TTA) was used with standard parameters, as it resulted in the best-balanced accuracy and AUROC on our validation set. TTA is a technique in which for each individual image, the final prediction is an average of the prediction made on both the original image and random transformations of the image [24]. After hyperparameters were established, the model was trained in a final run using all 118 WSIs of the training set. Inference was carried out on all 1000 patches for each WSI (Fig. 1, ii–iv). Every patch was assigned an LNM score by the CNN (probability that the primary tumour has metastasised to LNs). All scores for a given WSI were averaged to a final LNM score for the complete slide. If the final LNM score exceeded a threshold of 0.5, the whole slide image was classified as N+, otherwise as N0. Training, as well as inference, was implemented in Python 3.7.7, using PyTorch 1.6 [25] and fast.ai [23].

**Model stability/robustness**

To further verify the stability of our proposed method independently of the training and test set, we used a cross-
validation approach. We divided the whole set of 218 WSIs into five folds, stratifying it in the same way as described in Model training. Five models were trained so that for each model a different fold was excluded from training and used as a test set for evaluation of the model. Both training and inference were executed using the previously established method with random patches and the established hyperparameters.

Statistics

As primary endpoints, balanced accuracy and AUROC were reported with 95% CIs. The CIs are the result of 10 models trained with the same data and using the established hyperparameters. The LNM probability scores per patient of the N+ and N0 classes were compared using a two-sided Mann–Whitney U-Test with a predefined significance level of \( P = 0.05 \). For the cross-validation approach the variance between the five models of the primary endpoints instead of their 95% CIs was reported. These calculations were conducted in Python 3.7.7 extended with the library SciPy. AUROC of our CNN was compared with the performance of the Memorial Sloan-Kettering Cancer Center (MSKCC) nomogram for prediction of LNM [26] on our test set. Univariable and multivariable logistic regression analyses were performed to identify independent predictors for LNM using JMP version 15.2.1 (SAS Institute, Cary, NC, USA).

Results

Patient Data

Detailed patient characteristics can be found in Table 1. The compared groups showed no significant differences in Gleason score, age, operation technique, tumour category, venous and perineural invasion. The median (interquartile range [IQR]) preoperative PSA level was N+ 14.0 (8–28) vs 10.33 (6.1–17) ng/mL N0 (\( P = 0.004 \)); the median (IQR) number of resected lymph nodes was N+ 14 (10–19) vs 12 (9–16) N0 (\( P = 0.02 \)); and the rate of lymphovascular invasion (LVI) was 75%, (\( n = 91 \)) vs 25% (\( n = 31 \)) (\( P < 0.001 \)), with significant differences between groups.

Performance

On the validation set, balanced accuracy was 70.99% (95% CI 68.52–73.47%), while the AUROC was 0.84 (95% CI 0.83–0.85), sensitivity 56.11% (95% CI 50.35–61.87%), and specificity 85.88% (95% CI 83.70–88.05%).

For the primary endpoints using the test set, a mean AUROC of 0.68 (95% CI 0.678–0.682) and a mean balanced accuracy of 61.37% (95% CI 60.05–62.69%) were achieved over the 10 CNNs that were trained with the same hyperparameters. Furthermore, a mean sensitivity and specificity of 53.09% (95% CI 49.77–56.41%) and 69.65% (95% CI 68.21–71.1%), respectively, could be observed. The model performing best on validation set achieved an AUROC of 0.69 and a balanced accuracy of 64.24% on the test set, while the sensitivity was 59.52% and the specificity was 68.97%. In Fig. 2, mean ROC curve, AUROC including SDs over 10 CNNs trained and tested with the same data (Fig. 2a) and ROC curve and AUROC of the individual CNN performing best on the validation set (Fig. 2b) are shown.

In the five-fold cross validation, mean (SD) balanced accuracy was 63.26 (4.9%). The mean (SD) AUROC was 0.70 (0.05), therefore showing a comparable performance. Additionally,

### Table 1 Patient data and comparison.

|                     | All  | N+   | N0   | \( P \)  |
|---------------------|------|------|------|----------|
| Patients, n         | 218  | 102  | 116  |          |
| Age, years, median (IQR) | 68 (64–73) | 68 (63–73) | 69 (64–73) | 0.72   |
| PSA level, ng/mL, median (IQR) | 12 (7.3–21) | 14 (8–28) | 10.33 (6.1–17) | 0.004 |
| Open surgery, n (%) | 121  | 59   | 62   | 0.51    |
| Resected LNs, n, median (IQR) | 13 (9–17) | 14 (10–19) | 12 (9–16) | 0.02   |
| Tumour category, n (%) |       |      |      | 0.77    |
| T2b                 | 1    | 0    | 1    |          |
| T2c                 | 19   | 9    | 19   |          |
| T3a                 | 50   | 22   | 28   |          |
| T3b                 | 148  | 71   | 77   |          |
| Venuous invasion, V+, n (%) | 41 (19) | 24 (23) | 17 (15) | 0.09   |
| Perineural invasion, Pn+, n (%) | 217 (100) | 101 (100) | 115 (99) | 0.35   |
| Residual tumour, R+, n (%) | 101 (46) | 48 (47) | 53 (46) | 0.84   |
| LV+, n (%)          | 109  | 78   | 31   | <0.001  |
| Gleason score, n (%) |       |      |      | 0.9     |
| Gleason score 7a    | 20   | 9    | 11   |          |
| Gleason score 7b    | 54   | 25   | 29   |          |
| Gleason score 8     | 29   | 12   | 17   |          |
| Gleason score 9     | 112  | 54   | 58   |          |
| Gleason score 10    | 2    | 1    | 1    |          |
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the use of three different tile distributions on the test set also showed comparable results as demonstrated in Table A1.

To assess the difference in the LNM scores between both classes (N+ and N0), a two-sided Mann–Whitney U-test was performed using the above mentioned best performing model, as this test takes the LNM probability score for each individual patient as an input. Results showed a significant difference between N+ and N0 patients (mean [SD] N+ probability score 0.58 [0.17] vs 0.47 [0.15] N0 probability score, \( P = 0.002 \)). Figure 3 exemplarily demonstrates the random distribution of tiles and their individual class prediction based in the probability score by the CNN.

As the groups were not matched for LVI and PSA, we performed a multivariable analysis including PSA, LVI, resected lymph nodes, age and the LNM prediction by the CNN to identify independent predictors for LNM (Table 2).

Here, LNM prediction probability (continuous) by the CNN (odds ratio [OR] 1.04/\% probability, 95% CI 1.02–1.08; \( P = 0.04 \)) and LVI (OR 11.73, 95% CI 3.96–35.70; \( P < 0.001 \)) proved to be independent predictors for LNM.

In addition, a confusion matrix of LVI vs predicted LNM classes indicated that although LVI correlated with LNM to some extent, it was not the main predictor for LNM in our model (Fig. A1).

Comparison with Existing Models and Predictors

To evaluate the predictive value of established nomograms predicting the risk of LNM in our matched high-risk cohort, we exemplary calculated the MSKCCs probability of LNM. This model showed an AUROC of 0.63 for the prediction of LNM on the test set, showing a slightly worse performance than our CNN-based prediction. Additionally, we calculated

![ROC curves](image)

**Fig. 2** ROC curves on patient-level (n = 100 patients): the continuous line in (a) shows the mean ROC curve of 10 identically trained CNNs and their CI in grey. The continuous line in (b) represents the ROC curve of the model performing best on the validation set and the dotted line in both plots indicates a ROC curve resulting from random classification. The 1-specificity (false positive rate) was plotted on the x-axis and the sensitivity (true positive rate) on the y-axis.

**Fig. 3** Exemplary demonstration of the tile distribution and the individual tile classification by the CNN: the figure shows the slide of a patient with a Gleason 4 + 5 tumour. The tiles are colour-coded, green represents a tile rated by the CNN with a probability of >0.5 for the presence of an LNM, yellow shows the rating <0.5. The random distribution of the tiles is clearly visible. The colour coding on this example demonstrates that both tiles from the tumour area and from the non-tumour area were assessed by the CNN for the presence of LNM with a probability of >0.5.

© 2021 The Authors
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Recently, Kather et al. [18] were able to demonstrate that detection of molecular changes, including tumour protein p53 (TP53), BRCA1, caspase 8 (CASP8) and others, on H&E slides is possible across 14 solid cancer types. Also, AI-aided prediction of outcome was performed successfully. Yamamoto et al. [20] were able to demonstrate that prediction of biochemical recurrence after RP was possible by a CNN-based image analysis using H&E slides of RP specimens.

In our CNN-based prediction of LNM, we were able to achieve a mean AUROC of 0.68 with a mean balanced accuracy of 61.37%. To put these results into perspective, the following considerations on the study design have to be considered. We specifically intended to evaluate whether a CNN can identify other than the already established oncologically relevant image features such as Gleason grade on H&E slides and whether additional information gain can result from such analyses. Thus, we matched our present cohort for Gleason score, as well as age, tumour size and extent, venous and perineural invasion. Especially Gleason score and tumour size have been proven to be significant risk factors for LNM [5]. To account for the fact that the groups were not matched for LVI and PSA level, possible predictors of LNM, we performed a multivariable analysis that showed that the CNNs predictions were an independent predictor for LNM in our test set. This suggests that the CNN can indeed provide an additional benefit on LN prediction and that LVI was very likely not the main predictor for the CNN. Due to the exclusion of known risk factors, a comparison to published performances of models predicting LNM that incorporate these risk factors, e.g. the Briganti nomogram or the MSKCC nomogram with a reported AUROC of >0.8 [5], is only possible to a limited extent. We exemplarily evaluated the MSKCC’s nomogram performance on our test set. Results showed a low performance in our present cohort, which we expected as the cohort was matched for some of the factors considered. We specifically intended to evaluate whether a CNN can identify other than the already established oncologically relevant image features such as Gleason grade on H&E slides and whether additional information gain can result from such analyses. Thus, we matched our present cohort for Gleason score, as well as age, tumour size and extent, venous and perineural invasion. Especially Gleason score and tumour size have been proven to be significant risk factors for LNM [5]. To account for the fact that the groups were not matched for LVI and PSA level, possible predictors of LNM, we performed a multivariable analysis that showed that the CNNs predictions were an independent predictor for LNM in our test set. This suggests that the CNN can indeed provide an additional benefit on LN prediction and that LVI was very likely not the main predictor for the CNN. Due to the exclusion of known risk factors, a comparison to published performances of models predicting LNM that incorporate these risk factors, e.g. the Briganti nomogram or the MSKCC nomogram with a reported AUROC of >0.8 [5], is only possible to a limited extent. We exemplarily evaluated the MSKCC’s nomogram performance on our test set. Results showed a low performance in our present cohort, which we expected as the cohort was matched for some of the factors included in the model. In comparison with the CNNs performance, the MSKCCs AUROC of 0.63 was slightly worse, indicating a possible benefit of combining our method with established classifiers.

Interestingly, when combining LVI and our CNNs prediction an AUROC of 0.83 resulted, significantly higher than the individual predictions alone. Apparently, these were the main remaining predictors for LNM in our high-risk cohort. This also emphasises the fact that LVI is a significant risk factor for a more aggressive prostate cancer type [35]. However, this risk factor is not found in the current nomograms. This could be due to the fact that LVI can rarely be diagnosed on the

### Table 2 Multivariable logistic regression analysis Predictors of lymph node positivity on test set (n = 100).

| Predictor                     | AUROC univariate | Wald X    | OR (95% CI) | P     |
|-------------------------------|------------------|-----------|-------------|-------|
| LVI (L1 vs L0)                | 0.74             | 24.26     | 11.73 (3.96–35.70) | <0.001 |
| LNM prediction probability by the CNN (continuous, %) | 0.68 | 7.45 | 1.04 (1.01–1.08) | 0.009 |
| PSA (continuous, ng/mL)       | 0.61             | 4.55      | 1.01 (0.99–1.03) | 0.12  |
| Age (continuous, years)       | 0.51             | 1.73      | 1.058 (0.97–1.15) | 0.18  |
| Resected LNs (≥15 vs <15)    | 0.57             | 1         | 1.74 (0.58–5.15) | 0.32  |
prostate core biopsy. Therefore, the routine reporting of LVI is usually recommended, but not mandatory according to the current reporting guides on prostate biopsy [36]. Still, this result should be evaluated further. Interestingly, adding PSA to the model only led to a minor further improvement and PSA was no independent predictor of LNM in the multivariable analysis. However, in a larger non-matched consecutive cohort, PSA is expected to also significantly contribute to LNM prediction before [2,4].

Another point to consider is the risk classification of the patients in our present cohort. In our cohort, more than half of the patients had a Gleason score of 9 or 10 due to the described process of matching. Therefore, also the patients that were diagnosed as N0 had a significant risk of LNM. Although extended lymphadenectomy was standard procedure in these cases, positive LNs might have been missed during lymphadenectomy, especially considering the reported difference in resected LNs between groups. In addition, micrometastases could have been missed in routine pathology [37], both possibly leading to false negative labels for training and testing of our CNN. These labels might have lowered AUROC and accuracy of our method.

Considering the above-mentioned points, we are confident that our present results reflect the capability of our CNN to extract new relevant information from H&E images to predict LN status in patients with prostate cancer. The present work is one in a series of first works to show the potential to predict clinical outcome in a prostate cancer cohort using a CNN and specifically to investigate the capability of CNNs to predict LN status directly from histology in patients with prostate cancer.

Although this was not the main aim of our present study, the analysis also revealed that in this high-risk cohort, LVI was the best individual predictor of LNM. Although it is rarely diagnosed on prostate core biopsies, our results suggest that LVI should be integrated as a risk factor in future models for predicting the LN status in patients with prostate cancer and that the presence of LVI in a prostate core biopsy alone might justify an extended lymphadenectomy.

Limitations

Our present study has several limitations. First, retrospective analysis of slides has to be mentioned. It should be noted here that before prospective studies can be started, well-established algorithms from retrospective analyses need to be developed. Second, results of our study have to be confirmed in further studies. As our results were obtained with RP specimens, our algorithm needs to be tested on core biopsies of the prostate before translation into clinical practice is feasible. As shown in previous studies, in the process of validation, adaption and retraining of the CNN usually is necessary to account for subtle differences in staining and image quality, as well as different type of scanner when applying our method to external validation sets.

Clinical Implementation

The described approach is a cost-effective technique that has the potential to provide improved predictions on LN status. Before clinical implementation can be attempted, further research on the digital biomarkers and image patterns that contribute most to the CNNs classification and adapting this method to prostate cancer biopsies is needed. First, external validation of this method is necessary to emphasise robustness and generalisation. Second, translation of this method to prostate core biopsies is desirable as an application during the ongoing operation on RP specimen is likely to be far more complicated to implement. To achieve a high accuracy LN status prediction, the existing CNN could be combined with/integrated into existing or future nomograms via logistic multivariable regression analysis. Alternatively, a new CNN-based classifier could be trained on unmatched cohorts. That way, the resulting CNN would be able to incorporate known risk factors such as tumour stage or Gleason grading into its decision-making process and weight these factors automatically. Thereby, it might achieve a high predictive accuracy as a stand-alone diagnostic tool that could be compared directly with existing nomograms. However, to conduct such studies, due to the low incidence of LNM, a large and preferably multicentre cohort is necessary. Ultimately, such models might have the capability to predict LNM with accuracy high enough to avoid unnecessary lymphadenectomies and thus reduce the morbidity of RP.

Conclusion

A CNN-based image analysis has the potential to improve the preoperative risk-assessment of LNM in prostate cancer. However, its true value can only be defined after further research. Additionally, LVI appears to be a significant risk factor for LNM, which is not yet reflected in current predictive models.
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Appendix 1

Table A1 Performance of the CNN* using three different tile distributions (each time 1000 tiles/slide) on the test set.

| Tile Distribution | Bal. accuracy, % | AUROC | Sensitivity, % | Specificity, % |
|-------------------|------------------|-------|----------------|----------------|
| Random tile distribution #1 | 64.24 | 0.690 | 59.52 | 68.97 |
| Random tile distribution #2 | 64.24 | 0.690 | 59.52 | 68.97 |
| Random tile distribution #3 | 61.68 | 0.689 | 54.76 | 68.97 |

*The CNN with the best performance on the validation set was used to evaluate the performance using three different tile distributions on the test set.

Fig. A1 Confusion matrix predicted LNM vs LVI (test set). L-, no lymphatic vessel invasion; L+, lymphatic vessel invasion; p LNM+, predicted positive for lymph node metastasis by the CNN; p LNM-, predicted negative for lymph node metastasis by the CNN.