Effects of nonmagnetic impurities and subgap states on the kinetic inductance, complex conductivity, quality factor and depairing current density
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We investigate how a combination of a nonmagnetic-impurity scattering rate $\gamma$ and finite subgap states parametrized by Dynes $\Gamma$ affects various physical quantities relevant to superconducting devices: kinetic inductance $L_k$, complex conductivity $\sigma$, surface resistance $R_s$, quality factor $Q$, and depairing current density $J_d$. All the calculations are based on the Eilenberger formalism of the BCS theory. We assume the device materials are extreme type-II $s$-wave superconductors. It is well known that the optimum impurity concentration ($\gamma/\Delta_0 \sim 1$) minimizes $R_s$. Here, $\Delta_0$ is the pair potential for the idealized ($\Gamma \to 0$) superconductor for the temperature $T \to 0$. We find the optimum $\Gamma$ can also reduce $R_s$ by one order of magnitude for a clean superconductor ($\gamma/\Delta_0 < 1$) and a few tens % for a dirty superconductor ($\gamma/\Delta_0 > 1$). Also, we find a nearly-ideal ($\Gamma/\Delta_0 < 1$) clean-limit superconductor exhibits a frequency-independent $R_s$ for a broad range of frequency $\omega$, which can significantly improve $Q$ of a very compact cavity with a few tens of GHz frequency. As $\Gamma$ or $\gamma$ increases, the plateau disappears, and $R_s$ obeys the $\omega^2$ dependence. The subgap-state-induced residual surface resistance $R_{\text{res}}$ is also studied, which can be detected by an SRF-grade high-$Q$ 3D resonator. We calculate $L_k(\gamma, \Gamma, T)$ and $J_d(\gamma, \Gamma, T)$, which are monotonic increasing and decreasing functions of $(\gamma, \Gamma, T)$, respectively. Measurements of $(\gamma, \Gamma)$ of device materials can give helpful information on engineering $(\gamma, \Gamma)$ via materials processing, by which it would be possible to improve $Q$, engineer $L_k$, and ameliorate $J_d$.

I. INTRODUCTION

The microscopic theory of superconductivity is the linchpin of research and development of various superconducting devices, such as superconducting radio-frequency (SRF) cavities for particle accelerators [1–3], superconducting magnets and cables [4], kinetic inductance detectors (KID) [5], hot-electron bolometer [6], other superconducting instruments for astrophysics and cosmology [7], superconducting single-photon detectors (SSPD) [8, 9], and superconducting qubit for quantum information processing (QIP) [10, 11]. Models of superconducting devices based on the idealized BCS superconductor are sensitive to the detail of the quasiparticle density of states (DOS), which is affected by various pair breakers in device materials (e.g., magnetic impurities, metallic suboxides, hydride, and non-stoichiometric regions) and to assess the effects of such non-ideal features on device performances [21, 22].

One of the non-ideal features observed in various superconducting materials is the broadening and subgap states in DOS [23–25], in contrast to the sharp spectrum gap in the idealized BCS superconductor. Various mechanisms can contribute to the subgap states, e.g., inelastic scattering of quasiparticles on phonons [30], Coulomb correlations [31], anisotropy of the Fermi surface [32], local inhomogeneities of the BCS pairing constant [33], magnetic impurities [34], and effects of spatial correlations in impurity scattering [35]. Such a broadened DOS is often described by using the phenomenological Dynes formula [36–38], $N(\epsilon)/N_0 = \text{Re}[(\epsilon + i\Gamma)/\sqrt{(\epsilon + i\Gamma)^2 - \Delta^2}]$ (see Fig. 1). Here $\Delta$ is the pair potential, $N_0$ is the normal-state DOS at the Fermi level, and $\Gamma$ is the Dynes broadening parameter. We can reproduce the ideal BCS-DOS by taking $\Gamma \to 0$. Irrespective of microscopic models of the Dynes formula, we can incorporate $\Gamma$ into the quasiclassical formalism of the BCS theory (see e.g., Refs. [21, 22, 38, 41]). Also, microscopic derivations of the Dynes formula have been investigated [42, 43].

The first way to calculate physical quantities based on realistic spectrum is to incorporate all the broadening...
mechanisms in materials into a device model. However, such a model should contain a bunch of free parameters and practically useless unless those parameters are determined from a number of experiments. Another way is to introduce the phenomenological Dynes $\Gamma$ into a device model. Here, a value of $\Gamma$ can be determined from experiments such as tunneling spectroscopy and measurements of complex conductivity. Even if we do not know what kind of pair breakers contribute to subgap states, such an experimentally determined $\Gamma$ makes it possible to calculate physical quantities based on the realistic quasiparticle spectrum. In the present paper, we pursue the second approach, which would give reliable results rather than those based on the idealized BCS-DOS.

According to the previous studies for the diffusive limit, influences of a finite $\Gamma$ is far-reaching: it affects, e.g., the pair potential $\Delta$, the critical temperature $T_c$, the penetration depth $\lambda$, the kinetic inductivity $L_k$, the complex conductivity $\sigma$, the coherence peak of dissipative-conductivity $\sigma_1$, the surface impedance, $Q$ factor, and the depairing current density $J_d$. One of the nontrivial consequences is the fact that there exists the optimum $\Gamma$, which maximizes $Q$ at some temperature range. This $\Gamma$-induced $Q$-rise comes from the same mechanism as the $Q$ rise due to current-induced DOS broadening. On the other hand, finite subgap states in the vicinity of the Fermi level induce a residual dissipative conductivity $\sigma_1 \sim \Gamma$. The effects of a finite $\Gamma$ in a moderately clean superconductor have been studied less extensively except for some calculations of $\sigma$. In the present study, we investigate the effects of a combination of Dynes $\Gamma$ and nonmagnetic-impurity scattering rate $\gamma$ on the kinetic inductivity $L_k$, the surface resistance $R_s$, and the depairing current density $J_d$, which are the physical quantities relevant to modern superconducting devices. The kinetic inductance is known to limit the reset time after a detection event of SSPD and also plays an essential role in the operating mechanism of KID, which detects a shift of resonant frequency due to the arrival of pair-breaking photons. The surface resistance $R_s$ is proportional to the dissipation at the inner surface of a 3D resonant cavity for SRF and QIP. Reduction of $R_s$ (or improvement of $Q$) has been the primary interest of researchers of resonant cavities over the last decades. Vortex-free Nb cavities exhibit huge quality factor $Q \sim 10^{10}{-}10^{12}$ at $T < 2K$ even under the strong rf current $\sim 10^{12}$ close to the depairing current density. The depairing current density $J_d$ is related to the bias current of SSPD and is the maximum current that SRF cavities and superconducting cables can support. The screening current density on the inner surface of the cutting-edge Nb cavity reaches a current density close to $J_d$, and SRF researchers study next-generation cavities using alternative materials with higher $J_d$ theoretically and experimentally.

Our calculations are based on the well-established Eilenberger formalism of the BCS theory, which can include an arbitrary impurity concentration. We assume that the penetration depth $\lambda$ is much larger than the coherence length $\xi$, then a superconductor obeys the local electrodynamics. Large-$\lambda/\xi$ superconductors include dirty Nb and also NbN, NbTiN, and Nb$_3$Sn for any impurity concentration from the clean limit to the dirty limit.

The paper is organized as follows. In Section II, we briefly review the Eilenberger formalism of the BCS theory and basic consequences of a finite $\Gamma$ in the zero-current state. In Sec. III, we evaluate the penetration depth $\lambda(\gamma, \Gamma, T)$ and the kinetic inductivity $L_k(\gamma, \Gamma, T)$. Convenient formulas for $\lambda$ and $L_k$ are also summarized. In Sec. IV, we summarize the complex conductivity formulas, evaluate the $T$ dependence and the coherence peak, and consider the low $T$ limit and moderately-low $T$ regime ($h\omega \ll k_B T \ll \Delta_0$). Then, combining the results of Sec. III and Sec. IV A - IV D, we study the effects of $(\gamma, \Gamma)$ on the surface resistance and $Q$ factor in the low $T$ limit and the moderately-low $T$ regime. In Sec. V, we solve the Eilenberger equation in the current-carrying state and evaluate the effects of $(\gamma, \Gamma)$ on the depairing current density $J_d$. In Sec. VI, we discuss the implications of our results.

II. THEORY

A. Eilenberger equation

The normal ($g_m$) and anomalous ($f_m$) quasiparticles obey the Eilenberger equation. Since we consider the case $\lambda \gg \xi$, the current distribution varies slowly over the coherence length, and then the spatial-differentiation terms are negligible. The Eilenberger equation for the current-carrying state reads
Here, \( g_m^2 + f_m^2 = 1 \), \( \hbar \omega_m = 2\pi k_B T(m + 1/2) \) is the Matsubara frequency, \( \Gamma \) is the Dynes parameter, \( \gamma = \hbar/2\tau_{\text{imp}} \) is the nonmagnetic-impurity scattering rate, \( \tau_{\text{imp}} \) is the electron scattering time on nonmagnetic impurities, \( s = \hbar v_f / \pi = (q/q_0)\Delta_0 \), \( v_f \) is the superfluid momentum, \( v_f \) is the Fermi velocity, \( q_0 = 1/\xi_0 = \pi \Delta_0 / \hbar v_f \) is the inverse of the BCS coherence length, \( \Delta \) is the pair potential, \( \Delta_0 \) is the pair potential of the idealized \( (\Gamma \to 0) \) BCS superconductor in the zero-current state \( (q = 0) \) at \( T \to 0 \), \( \theta \) is the angle between the Fermi velocity and the current, and the bracket \( \langle X \rangle \) is the angular averaging of a quantity \( X \) over the Fermi surface. We assume a spherical Fermi surface: \( \langle X \rangle = (1/2) \int_0^{\pi} X \sin \theta d\theta \). Note here that considering the average distance the electron travels between electron-nonmagnetic impurity collisions is given by \( \ell_{\text{imp}} = v_f \tau_{\text{imp}} \), we obtain the relation \( \ell_{\text{imp}}/\xi_0 = \pi \Delta_0 / 2 \gamma \).

In the zero-current state \( (q = 0) \), the \( \theta \) dependences of \( f_m \) and \( g_m \) drop off: \( \langle f_m \rangle = f_m \) and \( \langle g_m \rangle = g_m \). Then, Eq. (1) reduces to

\[
\langle \hbar \omega_m + \Gamma \rangle f_m - \Delta g_m = 0,
\]
which no longer includes the nonmagnetic-impurity scattering rate \( \gamma \). Hence, in the zero-current state, \( \Delta \) does not depend on a concentration of nonmagnetic impurities. This robustness of \( s \)-wave superconductor to nonmagnetic impurity is known as Anderson’s theorem [10].

The Eilenberger equation is compensated by the self-consistency equation

\[
\ln \frac{T_0}{T} = 2\pi k_B T \sum_{\omega_m > 0} \left( \frac{1}{\hbar \omega_m} - \frac{\langle f_m \rangle}{\Delta} \right).
\]

Here, \( k_B T_0 = \Delta_0 \exp(\gamma_E/\pi) \simeq \Delta_0/1.76 \) is the critical temperature of the idealized \( (\Gamma \to 0) \) BCS superconductor, and \( \gamma_E = 0.577 \) is the Euler’s constant. Solving Eqs. (1) and (3) for the current-carrying state or Eqs. (2) and (3) for the zero-current state, we can calculate various physical quantities.

**B. Brief review of the consequences of a finite \( \Gamma \) in the zero-current state**

Let us briefly review the effects of finite Dynes subgap states on \( \Delta, T_c \), and DOS in the zero-current state. Solving Eq. (2), we get

\[
g_m = \frac{\hbar \omega_m + \Gamma}{\sqrt{(\hbar \omega_m + \Gamma)^2 + \Delta^2}},
\]
and

\[
f_m = \frac{\Delta}{\sqrt{(\hbar \omega_m + \Gamma)^2 + \Delta^2}}.
\]

Here, \( \Delta = \Delta(\Gamma, T) \) is calculated from Eq. (3). For \( T \to 0 \), it is easy to find

\[
\Delta(\Gamma, T)|_{T \to 0} = \Delta_0 \sqrt{1 - 2\Gamma / \Delta_0}.
\]

Hence, the zero-temperature pair-potential vanishes at the critical value \( \Gamma = \Delta_0/2 \). Eq. (3) reduces to \( \simeq \Delta_0 - \Gamma \) when \( \Gamma / \Delta_0 \ll 1 \). A calculation for an arbitrary temperature is straightforward. Shown in Figure 2(a) is \( \Delta \) as functions of \( \Gamma \) for different temperatures. The larger the temperature is, the smaller the critical value is.

The critical temperature \( T_c = T_c(\Gamma) \) is obtained by substituting \( T \to T_c \) and \( \Delta \to 0 \) into Eq. (3). We find

\[
\ln \frac{T_c}{T_{c0}} = \psi \left( \frac{1}{2} \right) - \psi \left( \frac{1}{2} + \frac{\Gamma}{2\pi k_B T_c} \right),
\]

which reduces to \( T_c \simeq T_{c0} - \pi \Gamma / 4k_B \) for \( \Gamma / \Delta_0 \ll 1 \). It should be noted that Eq. (3) has the same form as the well-known formula of critical temperature for a superconductor with pair-breaking perturbations [12–16]. Shown in Figure 2(b) is \( T_c \) as a function of \( \Gamma \), which is a monotonically decreasing function of \( \Gamma \) and vanishes at \( \Gamma = \Delta_0/2 \).

In the real frequency representation \( (\hbar \omega_m \to -i\epsilon) \), we get

\[
g(\epsilon) = \frac{\epsilon + i\Gamma}{\sqrt{(\epsilon + i\Gamma)^2 - \Delta^2}},
\]
and

\[
f(\epsilon) = \frac{\Delta}{\sqrt{(\epsilon + i\Gamma)^2 - \Delta^2}}.
\]

The quasiparticle DOS is given by \( N(\epsilon) = \text{Re} \left[ g(\epsilon) \right] \), which corresponds with the Dynes formula shown in Figure 2(c) (see also Fig. 1).

The Dynes \( \Gamma \) is a phenomenological representation of some pair breakers in real materials. Introducing \( \Gamma \) not only yields the broadened DOS (see Fig. 1) but also results in various pair-breaking effects (e.g., suppression of \( \Delta \) and \( T_c \) shown in Fig. 2). In the zero-current state, \( \Delta, T_c, \) and DOS are independent of a concentration of nonmagnetic impurities (Anderson theorem).
Hence, the results shown in Sec. III A are coincident with those for the dirty limit discussed in the previous studies 21, 22, 38, 39. In the following sections, we study physical quantities that depend on the Dynes $\Gamma$ and the nonmagnetic-impurity scattering rate $\gamma$.

III. PENETRATION DEPTH AND KINETIC INDUCTANCE

A. Penetration depth

First, consider the penetration depth in the zero-current limit. The penetration depth $\lambda(\gamma, \Gamma, T)$ is calculated from 16

$$\frac{1}{\lambda_0^2(\gamma, \Gamma, T)} = \frac{2\pi k_B T}{\lambda_0^2} \sum_{\omega_m > 0} f_m^2. \quad (10)$$

Here, $\lambda_0^{-2} = \lambda^{-2}(0, 0, 0) = (2/3)\mu_0 e^2 N_0 V_0^2 = \mu_0 e^2 n/m$ is the idealized BCS penetration depth in the clean limit at $T \to 0$, $f_m$ is given by Eq. (3), and $d_m = \sqrt{(\hbar \omega_m + \Gamma)^2 + \Delta^2 + \gamma}$. Analytical expressions of $\lambda$ can be obtained for some special cases, e.g., a nearly-ideal nonmagnetic impurities. Replacing the summation with integral $(2\pi k_B T / h \sum_{\omega_m > 0} \int_{\omega_m}^{\infty} d\omega)$ when $T \to 0$, and we find

$$\frac{1}{\lambda_0^2(\gamma \ll \Delta_0, \Gamma \ll \Delta_0, 0)} = \frac{1}{\lambda_0^2} \left( 1 - \frac{\Gamma}{\Delta_0} - \frac{\pi \gamma}{4 \Delta_0} \right). \quad (11)$$

Another example is the idealized ($\Gamma \to 0$) BCS superconductor at $T \to 0$ including an arbitrary concentration of nonmagnetic impurities. Replacing the summation with integral, Eq. (10) reduces to the well-known formula (see e.g., Ref. 2 [3] 82):

$$\frac{1}{\lambda^2(\gamma, 0, 0)} = \left( \begin{array}{ll} \frac{1}{\lambda_0^2(\gamma, \Delta_0)} \left( \frac{\pi}{2} - \cos^{-1}(\gamma/\Delta_0) \right) & (\gamma/\Delta_0 < 1) \\ \frac{1}{\lambda_0^2} \left( \frac{\pi}{2} - 1 \right) & (\gamma/\Delta_0 = 1) \\ \frac{1}{\lambda_0^2} \left( \frac{\pi}{2} - \cos^{-1}(\gamma/\Delta_0) \langle \gamma/\Delta_0 \rangle \right) & (\gamma/\Delta_0 > 1) \end{array} \right). \quad (12)$$

In the dirty limit ($\gamma/\Delta_0 = \pi \xi_0/2t_{imp} \gg 1$), substituting $d_m \simeq \gamma$ into Eq. (10), we reproduce the formula derived in the previous study 21:

$$\frac{1}{\lambda^2(\gamma \gg \Delta_0, \Gamma, T)} = \frac{4k_B T}{\lambda_{0,\text{dirty}}^2} \sum_{\omega_m > 0} f_m^2$$

$$= \frac{2\Delta(\Gamma, T)}{\lambda_{0,\text{dirty}}^2} \pi \psi \left( 1 + \frac{\Gamma}{2\pi k_B T} \right) \frac{\Delta(\Gamma, T)}{2\pi k_B T}. \quad (13)$$

Here, $\lambda_{0,\text{dirty}}^2 = (\pi \Delta_0 / 2\gamma) \lambda_0^{-2} = \pi \mu_0 \Delta_0 \sigma_n / h$ is the well-known BCS penetration depth in the dirty limit at $T \to 0$, and $\psi$ is the digamma function. For the idealized dirty-limit BCS superconductor, Eq. (13) simplifies to 12, 16

$$\frac{1}{\lambda^2(\gamma \gg \Delta_0, 0, T)} = \frac{\Delta(0, T)}{\lambda_{0,\text{dirty}}^2} \tanh \frac{\Delta(0, T)}{2k_B T}. \quad (14)$$

B. Kinetic inductance

The direct application of the results of Sec. III A is calculations of the kinetic inductance in the zero-current state, which is a crucial physical quantity for superconducting devices, such as KID and SSPD. The kinetic inductance of a thin and narrow film is given by $L_{\text{film}} = \text{[length}/(\text{width} \times \text{thickness})] \times L_k$. Here, $L_k$ is the kinetic inductivity. In the zero-current limit, $L_k$ is given by $L_k = \mu_0 \lambda^2$ (see also Refs. 39, 33, 82 for $L_k$ of a dirty-limit superconductor under the current). Since we have already calculated $\lambda$ in Sec. III A, we have almost finished the calculations of $L_k$; see Fig. 1.

For readers’ convenience, let us summarize the analyt-
ical formulas of $L_k$ in the zero-current limit ($q \to 0$). For a superconductor including an arbitrary impurity concentration, $L_k$ is given by

$$L_k(\gamma, \Gamma, T) = \frac{\lambda_k^2(\gamma, \Gamma, T)}{\lambda_d^2(\gamma, \Gamma, T)}.$$  \hspace{1cm} (15)

Here, $L_{k0} = L_k(0, 0, 0) = \frac{\mu_0\lambda_k^2}{\Delta_0} = 3/2\xi^2N_0\tau^2$ is the kinetic inductivity for an idealized ($\Gamma \to 0$) clean-limit ($\gamma \propto \ell_	ext{imp}^{-1} \to 0$) BCS superconductor at $T \to 0$. In the dirty limit ($\gamma/\Delta_0 = \pi\xi_0/2\ell_	ext{imp} \gg 1$), taking $d_m \to \gamma$, we get

$$L_k(\gamma \gg \Delta_0, \Gamma, T) = \frac{\lambda_k^2(\gamma \gg \Delta_0, \Gamma, T)}{\lambda_d^2(\gamma \gg \Delta_0, \Gamma, T)}, \hspace{1cm} (16)$$

Here, $L_{k0,\text{dirty}} = \frac{\mu_0\lambda_k^2}{\Delta_0} = h/\pi\Delta_0\sigma_n$ is the inductivity of the idealized ($\Gamma \to 0$) dirty-limit BCS superconductor at $T \to 0$. Substituting Eqs. (11) or (12) into Eq. (15) or substituting Eqs. (13) or (14) into Eq. (16), we can analytically evaluate $L_k$.

It should be noted that, Eqs. (13) and (16) yield the widely-used formula, $L_k = \left[\lambda_{k,n}/\pi\Delta(0, T)/\tanh[\Delta(0, T)/2kB_T]\right]$ but it can apply only to the idealized ($\Gamma \to 0$) dirty-limit ($\gamma/\Delta_0 = \pi\xi_0/2\ell_	ext{imp} \gg 1$) BCS superconductor. The other formulas introduced in this section are more general and would be available for various situations.

**IV. COMPLEX CONDUCTIVITY, SURFACE IMPEDANCE, AND Q FACTOR**

**A. Complex-conductivity formulas**

The general formula for the complex conductivity $\sigma$ of a large-$\lambda/\xi$ superconductor, which can include an arbitrary concentration of nonmagnetic impurities, is given by $\left[82\right]$ $\left[83\right]$ $\left[84\right]$

$$\sigma(\gamma, \Gamma, T, \omega) = \sigma_1 + i\sigma_2$$

$$= \frac{-i\sigma_n}{4\omega_T} \int_{-\infty}^{\infty} d\epsilon \left[ I_1 \tanh \frac{\epsilon + \omega_T}{2kT} - I_2 \tanh \frac{\epsilon + \omega_T}{2kT} \right],$$  \hspace{1cm} (17)

$$I_1 = \frac{g_+g_- + f_+f_- - 1}{d_+ - d_-}, \hspace{1cm} \sigma_1$$

$$I_2 = \frac{g_+g_- + f_+f_- - 1}{d_+ - d_-}, \hspace{1cm} (18)$$

$$d_+ = d(\epsilon_+), \hspace{1cm} d_- = d(\epsilon_-).$$  \hspace{1cm} (19)

Here, $\sigma$ is a function of the impurity scattering rate $\gamma/\Delta_0 = \pi\xi_0/2\ell_	ext{imp}$, the Dynes parameter $\Gamma$, temperature $T$, and the photon frequency $\omega$. $\sigma_n = (2/3)\xi^2N_0\tau^2$ is the dc conductivity in the normal state, $\tau$ is the electron relaxation-time, $\epsilon_+ = \epsilon - \omega_T/2$, $g_+ = g(\epsilon_+)$, $f_+ = f(\epsilon_+)$, $d_+ = d(\epsilon_+)$, and $d_- = d(\epsilon_-)$.

In the normal state ($\Delta \to 0$), we have $g_+ = 1$, $f_+ = 0$, and $d_+ - d_- = \omega_T + 2i(\Gamma + \gamma)$. Then, Eq. (17) reduces to the Drude model of the ac electrical conductivity of normal metal: $\sigma_{1,2} = \sigma_n/\left[1 + (\omega_T)^2\right]$ and $\sigma_{n,2} = \sigma_n\omega_T/\left[1 + (\omega_T)^2\right]$ with the electron relaxation-time $\tau$,

$$\frac{1}{\tau} = \frac{1}{\tau_{\text{imp}}} + \frac{1}{\tau_T}. \hspace{1cm} (20)$$

Here $\tau_{\text{imp}} = h/2\gamma$ and $\tau_T = h/2\Gamma$. It is also possible to derive Eqs. (20) considering a microscopic origin of $\Gamma$ such as the electron-phonon scattering $\left[85\right]$ and electromagnetic impurities scatterings $\left[43\right]$.

In the low-frequency regime ($\hbar\omega \ll \gamma, \Gamma, k_B T, \Delta_0$), we can expand the integrand with respect to a tiny $\omega_T$. Then, Eq. (17) reduces to

$$\sigma_1(\gamma, \Gamma, T, \omega) = \frac{\sigma_n h}{8k_B T} \int_{-\infty}^{\infty} \frac{d\epsilon}{\cosh^2(\epsilon/2k_B T)} \left[ \left( \frac{\text{Re} f}{\text{Im} f} \right) \left( \frac{2}{d} \right) \right]$$

$$+ \left( \frac{\text{Re} f \text{Im} f - \text{Im} f \text{Re} f}{\text{Im} f} \right) \left( \frac{2}{d} \right),$$  \hspace{1cm} (21)

and

$$\sigma_2 = \frac{2\xi^2N_0\tau^2}{3\mu_0\omega} \frac{2\pi k_B T}{\sum_{\omega_m > 0}} \frac{f_+^2}{d_m} = \frac{1}{\mu_0\omega\lambda^2},$$  \hspace{1cm} (22)

which are used in Ref. $\left[44\right]$ to study the effects of $\Gamma$ in the low-frequency regime.

In the dirty limit ($\gamma/\Delta_0 = \pi\xi_0/2\ell_	ext{imp} \gg 1$), we can take $d_+ \simeq d_- \simeq d$. Then, Eq. (17) reduces to the well-known formulas $\left[85\right]$

$$\sigma_1(\gamma \gg \Delta_0, \Gamma, T, \omega) = \frac{\sigma_n h}{\omega_T} \int_{-\infty}^{\infty} d\epsilon \left[ f_{\text{FD}}(\epsilon) - f_{\text{FD}}(\epsilon_+) \right] M(\epsilon, \omega),$$  \hspace{1cm} (23)

$$M(\epsilon, \omega) = \text{Re} g(\epsilon+\omega) + \text{Im} g(\epsilon+\omega),$$  \hspace{1cm} (24)

and

$$\sigma_2(\gamma \gg \Delta_0, \Gamma, T, \omega) = \frac{\sigma_n}{\omega_T} \int_{-\infty}^{\infty} d\epsilon \frac{\text{tanh} \frac{\epsilon}{2k_B T}}{2k_B T} \left( \frac{\text{Re} f}{\text{Im} f} \right) \left( \frac{2}{d} \right)$$

$$L(\epsilon, \omega) = \text{Re} g(\epsilon+\omega) + \text{Im} g(\epsilon+\omega).$$  \hspace{1cm} (25)

Here, $\epsilon_+ = \epsilon + \omega_T$, and $f_{\text{FD}} = [1 - \text{tanh}(\epsilon/2k_B T)]/2$ is the Fermi-Dirac distribution. Eq. (25) is used in Refs. $\left[21\right]$ $\left[22\right]$ $\left[33\right]$ to study the impact of imperfect surfaces on $Q$ factor. It should be noted that, for the idealized ($\Gamma \to 0$) dirty-limit ($\gamma/\Delta_0 \gg 1$) BCS superconductor, Eqs. (26) and (27) reproduce the textbook formulas $\left[7\right]$ $\left[12\right]$.

$$\sigma_1(\gamma \gg \Delta_0, \Gamma \to 0, T, \omega)$$

$$= 2\sigma_n \frac{h}{\omega_T} \int_{-\infty}^{\infty} d\epsilon \left[ \text{Re} g(\epsilon + \omega_T) + \Delta^2 \right] \left[ f_{\text{FD}}(\epsilon) - f_{\text{FD}}(\epsilon_+) \right]$$  \hspace{1cm} (27)

and

$$\sigma_2(\gamma \gg \Delta_0, \Gamma \to 0, T, \omega)$$

$$= \frac{\sigma_n}{\omega_T} \int_{-\infty}^{\infty} d\epsilon \frac{\text{tanh} \frac{\epsilon + \omega_T}{2k_B T}}{2k_B T} \left[ \text{Re} g(\epsilon + \omega_T) + \Delta^2 \right]$$  \hspace{1cm} (28)
for \( h\omega < \Delta \). Here, \( \epsilon_- = \epsilon - h\omega \).

Now, it would be evident that the famous handy-formulas, Eqs. (22) and (28), can apply only to the special case and are usually not enough for quantitative understanding of dissipation in real devices, which generally include some pair breakers. The previous studies used Eqs. (23), (25) and their non-equilibrium version and investigated the effects of Dynes subgap states, strong rf-current, magnetic impurities, and proximity-coupled normal layer at the surface [21, 22, 38, 46]. In the following, we use Eq. (17), which can be applied to a superconductor with an arbitrary impurity concentration, to investigate how a combination of subgap states (\( \Gamma \)) and nonmagnetic impurities (\( \gamma \)) affects \( \sigma \) and \( Q \).

### B. Temperature dependence of \( \sigma_1 \) and coherence peak

First, consider the effect of the Dynes \( \Gamma \) and the nonmagnetic-impurity scattering rate \( \gamma \propto \xi_{0}/\ell_{\text{imp}} \) on the temperature dependence of \( \sigma_1 \) and the coherence peak. See also the recent study [44], in which they studied \( \sigma_1(T) \) for \( \omega \to 0 \).

To examine \( \sigma_1(T) \), we need \( \Gamma(T) \) too. Here we assume \( \Gamma \) is independent of \( T \) for simplicity. Actually, the temperature dependence of \( \Gamma \) depends on its microscopic origin (e.g., \( T^3 \) dependence [42] and constant \( \Gamma \) [43]) and then can depend on materials and surface processing. However, according to experiments so far [48, 89], \( \Gamma \) is nearly constant in some materials. Hence, the \( T \)-independent \( \Gamma \) is a somewhat reasonable assumption and would be a good starting point for investigating the temperature dependence of \( \sigma_1 \).

Shown in Fig. 5 are the temperature dependences of \( \sigma_1(\gamma, \Gamma, T, \omega) \) normalized by the real part of Drude’s ac conductivity \( \sigma_{11} = \sigma_n/[1 + (\omega\tau)^2] \). Fig. 5(a) is calculated for \( \Gamma/\Delta_0 = 0.05 \), the photon frequencies \( h\omega/\Delta_0 = 0.004 \), and several different impurity concentrations. As the material gets clean (as \( \gamma/\Delta_0 = \pi\xi_0/2\ell_{\text{imp}} \) decreases), the height of the coherence peak decreases. This result may be counter-intuitive, but it is consistent with the previous theory [44, 87] and supported by experiments [90]. Fig. 5(b) is calculated for the same \( \Gamma \) as (a) but a higher frequency (\( h\omega/\Delta_0 = 0.1 \)) and shows that \( \omega \) reduces the height of the coherence peak. Fig. 5(c) is calculated for the same frequency as (a) but for a smaller \( \Gamma \), which shows \( \Gamma \) increases the height of the coherence peak.

Shown in Fig. 5(d) is the comparison between (a) and (c). Interestingly, as first pointed out in Ref. [44], the temperature dependence \( \sigma_1 \) for a clean-limit superconductor does not depend on \( \Gamma \) and \( \gamma \) separately but on the ratio \( \Gamma/\gamma \) (see the curves for \( \Gamma/\gamma = 5 \) and 0.5). Note that this is not the case for a dirty superconductor (see the curve for \( \Gamma/\gamma = 0.05 \)).

### C. Residual \( \sigma_1 \) at \( T \to 0 \)

At \( T \to 0 \), it is well-known that \( \sigma_1 \) of the idealized BCS superconductor (\( \Gamma \to 0 \)) approaches zero. On the other hand, a realistic quasiparticle spectrum expressed with a finite \( \Gamma \) results in a residual \( \sigma_1 \) due to a finite subgap states at the Fermi level [2, 3, 21, 38, 44, 48]. Suppose \( h\omega/\Delta_0 \ll 1 \). Then, replacing \( \tanh(\epsilon/2k_B T) \) with the

---

**FIG. 5.** Temperature dependence of \( \sigma_1(\gamma, \Gamma, T, \omega) \). (a) \( \Gamma/\Delta_0 = 0.05 \) and \( h\omega/\Delta_0 = 0.004 \). (b) A higher frequency: \( h\omega/\Delta_0 = 0.1 \). (c) A smaller Dynes \( \Gamma \): \( \Gamma/\Delta_0 = 0.05 \). The impurity concentration is varied from \( \gamma/\Delta_0 = 0.001 \) (clean limit) to \( \gamma/\Delta_0 = 10 \) (dirty limit). (d) Comparison between (a) and (c). The solid-pink and dashed-black curves correspond to (a) and (c), respectively. The solid and dashed curves for \( \Gamma/\gamma = 5 \) and 0.5 almost overlap. See also the previous study [44] for the results of \( \omega \to 0 \).

**FIG. 6.** (a) Residual \( \sigma_1 \) at \( T \to 0 \) as functions of the nonmagnetic-impurity scattering rate calculated for \( \Gamma/\Delta_0 = 0.01 \). The dashed-black curve is the numerical result for \( T/T_{c0} = 0.001 \) and \( h\omega/\Delta_0 = 0.1 \). The solid-green curve, which overlays the dashed-black curve, is calculated from Eq. (29). (b) Residual \( \sigma_1 \) at \( T \to 0 \) as functions of the nonmagnetic-impurity scattering rate for different \( \Gamma \).
Heaviside step function and using \( g_{\pm} = \Gamma/\sqrt{T^2 + \Delta^2}, \)
\( f_{\pm} = \Delta/\nu\sqrt{T^2 + \Delta^2}, \) and \( d_{\pm} = i\nu\sqrt{T^2 + \Delta^2} + i\gamma, \) Eq. (17) reduces to
\[
\sigma_1(\gamma, \Gamma, T, \omega)|_{T \to 0} = \sigma_n \frac{\gamma + \Gamma}{\gamma + \sqrt{T^2 + \Delta^2} \Gamma^2 + \Delta^2} \tag{29}
\]
Here, \( \Delta = \Delta(T) \) depends on the type of device, but around a few hundred GHz. Operating frequencies of devices are typically have the gap frequencies \( \Delta_0 \) range \( \sim 0.1 \) to \( \sim 1-10 \text{GHz} \) and satisfy \( \Delta \ll \Delta_0 \). Hence, we may consider that a typical operating condition of the low-frequency and low-temperature regime: the category of the low-frequency and low-temperature superconductor calculated for different nonmagnetic-impurity scattering rate \( \gamma/\Delta_0 = \pi\xi_0/2\ell_{\text{imp}} \gg 1 \). Note that \( \sigma_n \) depends on electron relaxation time: \( \sigma_n \propto \tau \).

FIG. 7. The dissipative conductivity \( \sigma_1 \) as functions of the photon frequency \( \omega \). (a) \( \sigma_1 \) of a nearly-ideal (\( \Gamma/\Delta_0 = 0.001 \)) superconductor calculated for different nonmagnetic-impurity scattering rate \( \gamma/\Delta_0 = \pi\xi_0/2\ell_{\text{imp}} \) from the clean limit to the dirty limit. (b) \( \sigma_1 \) of a superconductor with strongly-smeared gap-peaks (\( \Gamma/\Delta_0 = 0.1 \)) calculated for different \( \gamma \). (c) \( \sigma_1 \) of a clean-limit (\( \gamma/\Delta_0 = 0.005 \)) superconductor calculated for different Dynes \( \gamma \). (d) \( \sigma_1 \) of a dirty-limit (\( \gamma/\Delta_0 = 5 \)) superconductor calculated for different Dynes \( \Gamma \).

D. Moderately low-temperature regime

\( (\hbar \omega \ll k_B T \ll \Delta_0) \)

Type-II superconductors used for superconducting devices typically have the gap frequencies \( \Delta_0/2\pi\hbar \gtrsim 1 \) to \( 10 \text{GHz} \). Operating frequencies of devices are around \( \sim 1-10 \text{GHz} \) and satisfy \( \hbar \omega \ll \Delta_0 \). The operating temperature depends on the type of device, but almost all devices satisfy \( k_B T < 0.2k_B T_c \approx 0.1 \Delta_0 \ll \Delta_0 \). Hence, we may consider that a typical operating condition of superconducting microwave devices falls into the category of the low-frequency and low-temperature regime: \( \hbar \omega < \Delta_0 \) and \( k_B T < \Delta_0 \). In particular, when \( \hbar \omega < k_B T < \Delta_0 \), \( \sigma_1 \) is mainly determined by thermally activated quasiparticles and is sensitive to the quasiparticle spectrum as shown below.

First, consider the idealized (\( \Gamma \to 0 \)) BCS superconductor in the dirty limit (\( \gamma/\Delta_0 = \pi\xi_0/2\ell_{\text{imp}} \gg 1 \)). When \( \hbar \omega \ll \Delta_0 \) and \( k_B T < \Delta_0 \), the main contribution to the integral in Eq. (27) comes from a narrow strip of energy range \( 0 < \epsilon \ll k_B T (\ll \Delta) \). Here, we defined \( \epsilon = \omega - \Delta \). Then, the factor \( \epsilon^2 - \Delta^2 \) reduces to \( \approx 2k_B T \), the distribution function reduces to \( f_{FD}(\epsilon) - f_{FD}(\epsilon + \hbar \omega) \approx e^{-\Delta/k_B T}e^{-\epsilon/k_B T}(1 - e^{-\hbar \omega/k_B T}) \), and then Eq. (27) results in the famous handy-formula [3, 5]:
\[
\sigma_{1\text{dirty}}/\sigma_n = (4\Delta/\hbar \omega)e^{-\Delta/k_B T} \sinh(\hbar \omega/2k_B T)K_0(\hbar \omega/2k_B T),
\]
where \( K_0(\hbar \omega/2k_B T) \) reduces to \( \approx \ln(4k_B T/\epsilon \nu \hbar \omega) \) when \( \hbar \omega \ll k_B T \). Hence, we find \( \sigma_{1\text{dirty}} \propto \ln(1/\omega) \). However, as materials get clean, \( \sigma_1 \) exhibits a much different behavior from the dirty limit. Applying the similar calculation as above to Eq. (17), we find \( \sigma_1^{\text{clean}} \propto \omega^{-2} \) when \( \hbar \omega \ll k_B T < \Delta_0 \). Fig. 7 (a) shows \( \sigma_1 \) of a nearly-ideal (\( \Gamma/\Delta_0 = 0.001 \)) superconductor as functions of \( \omega \) for different impurity concentrations from the clean limit (black) to the dirty limit (red). A dirty-limit superconductor (red) exhibits \( \ln(1/\omega) \) dependence (see the red curve), while a clean-limit superconductor (black) exhibits \( \omega^{-2} \) dependence at \( \hbar \omega \ll \epsilon \ll \Delta \), where the clean-limit assumption is no longer appropriate.

Finite subgap states can drastically change the \( \omega \) dependence of \( \sigma_1 \). Fig. 7 (b) is an example calculated for significantly smeared DOS peaks (\( \Gamma/\Delta_0 = 0.1 \)), in which \( \sigma_1 \) is almost independent of \( \omega \). Rather than such a large \( \Gamma \) (\( > k_B T \)), a relatively small \( \Gamma \) (\( \ll k_B T < \Delta_0 \)) induces nontrivial effects. Fig. 7 (c) and (d) are \( \sigma_1 \) for a clean and a dirty superconductor, respectively, calculated for different \( \Gamma \). In both cases, \( \sigma_1 \) for low-frequency regions (\( \hbar \omega \ll k_B T \)) decreases as \( \Gamma \) in-
creases, takes the minimum when \( \Gamma/\Delta_0 \sim 0.01-0.1 \), and then increases with \( \Gamma \).

Figs. 8(a) and (b) show \( \sigma_1 \) as functions of Dynes \( \Gamma \). In both the clean- and dirty-limit cases, the optimum value (\( \Gamma_0 \)) minimizes \( \sigma_1 \). In the clean (dirty) limit, \( \sigma_1(\Gamma) \) is \( \approx 90\% \) (40\%) smaller than that of the idealized (\( \Gamma \to 0 \)) BCS superconductor. These results can be qualitatively explained as follows. At moderately low temperatures, \( \hbar \omega < k_B T < \Delta_0 \), \( \sigma_1 \) is mainly determined by thermally activated quasiparticles and sensitive to the broadening of the DOS. For the dirty limit, the integral of the broadened quasiparticle spectrum with width \( \sim \Gamma > \hbar \omega \) yields \( \sigma \propto \log(1/\Gamma) \) [3, 21, 38, 46]. As \( \Gamma \) increases, \( \sigma_1 \) logarithmically decreases [see the slope at \( \Gamma \lesssim 0.01 \) in Fig. 8(b)]. In the clean limit, in addition to the broadened quasiparticle-spectrum, the \( d \) factor contributes to the integral, resulting in a sharper drop of \( \sigma_1 \propto \Gamma^{-1/2} \log(1/\Gamma) \) [see the slope at \( \Gamma \lesssim 0.05 \) in Fig. 8(a)].

According to Eq. (22), we have

$$
\sigma_2(\gamma, \Gamma, T, \omega) = \frac{1}{\omega \mu_0 \lambda^2(\gamma, \Gamma, T)},
$$

for \( \hbar \omega \ll \Delta_0 \). Hence the results are already shown in Figs. 3 and 4. Here we do not repeat the calculations of \( \sigma_2 \). See also Refs. 44, 48.

### E. Quality factor and surface resistance

The electromagnetic response of a superconductor is generally nonlocal [17]. However, for an extreme type-II superconductor (\( \lambda \gg \xi \)), a calculation reduces to a local problem, and the surface impedance \( Z_s \) is expressed with the complex conductivity. When \( \sigma_1/\sigma_2 \ll 1 \) and the thickness of the material is larger than \( \lambda \), we have

$$
Z_s = R_s - jX_s = R_s + jX_s,
$$

$$
R_s = \frac{1}{2} \mu_0 \omega^2 \lambda^3 \sigma_1,
$$

$$
X_s = \sqrt{\frac{\mu_0 \omega}{\sigma_2}} = \mu_0 \omega \lambda.
$$

The quality factor \( Q \) can be expressed with these quantities. Remind \( Q \) is defined by \( Q = \omega U/P \). Here, \( P = (1/2) \int R_s |H|^2 dS \) and \( U = (\mu_0/2) \int |H|^2 dV \) are the dissipation and the stored energy in the cavity, and \( dS \) and \( dV \) represent the area element and the volume element, respectively. Then, we have

$$
Q = \frac{G}{R_s},
$$

$$
G = \frac{\mu_0 \omega}{\mu_0 \omega} \int \frac{|H|^2 dV}{\int |H|^2 dS},
$$

when \( R_s \) is uniform on the inner surface of the cavity. We can calculate \( R_s \) using the results of Secs. III–IV and Eq. (33).

Shown in Fig. 9(a) is \( R_s \) as functions of \( T \) for different impurity concentrations. Here, the normalization factor \( R_0 \) is given by

$$
R_0 = \frac{1}{2} \mu_0 \omega \lambda^2 \sigma_0 = \frac{\mu_0 \Delta_0 \lambda_0}{\hbar}.
$$

For instances, \( R_0 \simeq 0.5 \Omega \) and \( \simeq 0.8 \Omega \) for Nb$_3$Sn and NbTiN, respectively. At higher temperatures, a dirty superconductor (red) exhibits smaller \( R_s \). At lower temperatures, however, \( R_s \) of a clean superconductor (blue) becomes smaller than the red curve. Although the residual \( \sigma_1 \) at \( T \to 0 \) decreases as material gets dirtier (see Fig. 6), the contribution from \( \lambda^3 \) significantly pushes up \( R_s \) of a dirty superconductor. Shown in Fig. 9(b) is the subgap-state-induced residual surface resistance \( R_{res} = \lim_{T \to 0} R_s \) as functions of the nonmagnetic-impurity scattering rate \( \gamma/\Delta_0 = \pi \xi_0/2 \ell_{imp} \) (solid curves). \( R_{res} \) is a monotonic decreasing function of \( \gamma \) and \( \Gamma \). For \( \Gamma/\Delta_0 \ll 1 \) and \( \gamma/\Delta_0 \ll 1 \) (clean limit), we find an analytical formula of \( R_{res} \) for a clean supercon-
The dotted curves are calculated from Eq. (39), here, we find
\[
P^\text{dirty}_{\text{res}} = \frac{R_0}{\pi \sqrt{2\pi}} \left( \frac{h \omega}{\Delta_0} \right)^2 \left( \frac{\Gamma}{\Delta_0} \right)^2 \left[ 1 + \frac{7}{2} + \frac{3}{5} \right] \frac{\Gamma}{\Delta_0}. \tag{39}
\]

The dotted curves are calculated from Eq. (39) and agree with the numerical results (solid curves) at \( \gamma/\Delta_0 \lesssim 1 \). For \( \Gamma/\Delta_0 < 1 \) and \( \gamma/\Delta_0 \gg 1 \) (dirty limit), using Eqs. (30), we find
\[
P^\text{dirty}_{\text{res}} = \frac{R_0}{\pi \sqrt{2\pi}} \left( \frac{h \omega}{\Delta_0} \right)^2 \left( \frac{\Gamma}{\Delta_0} \right)^2 \left[ 1 + \frac{7}{2} + \frac{3}{5} \right] \frac{\Gamma}{\Delta_0}. \tag{39}
\]

Now we investigate how to minimize \( R_s \) (i.e., maximize \( Q \)). Shown in Fig. 11 (a) is \( R_s \) as functions of nonmagnetic-impurity scattering-rate \( \gamma/\Delta_0 = \pi \xi_0 / 2\ell_{\text{imp}} \). The navy curve is calculated for a nearly ideal BCS superconductor (\( \Gamma / \Delta_0 = 0.001 \)), whose minimum locates at \( \gamma/\Delta_0 \approx 3 \). Its minimum locates at \( \gamma/\Delta_0 \approx 0.01 \) (blue). The black stars are the minimums.

3.7 GHz < \( f < 75 \) GHz and 3.4 GHz < \( f < 68 \) GHz for Nb\textsubscript{3}Sn and NbTiN, respectively. This frequency-independent \( R_s \) comes from the \( \omega^{-2} \) dependence of \( \sigma_1 \) in the clean limit (see Fig. 7 canceling out the \( \omega \) dependence of \( R_s \propto \omega^2 \sigma_1 \)). Shown in Fig. 10 (b) is calculated for different Dynes \( \Gamma \). As \( \Gamma \) increases, the plateau shrinks and disappears at \( \Gamma / \Delta_0 \approx 0.05 \). Only nearly ideal \( \Gamma / \Delta_0 \ll 1 \) clean-limit \( \sigma_1 \) superconductors exhibit the plateau. It should be noted that this result is applicable to extreme type-II superconductors (\( \lambda \gg \xi \)), while pure Al and pure Nb, which are popular resonator-materials, do not fall into this category.

Remind that we have found that \( R_s \) of a clean \( \gamma/\Delta_0 \ll 1 \) and nearly-ideal \( \Gamma / \Delta_0 \ll 1 \) superconductor can be frequency independent for a wide frequency range (see Fig. 11). For instance, the condition \( \gamma/\Delta_0 = \pi \xi_0 / 2\ell_{\text{imp}} = 0.001 \) yields the frequency plateau with \( R_s / R_0 \approx 1 \times 10^{-6} \), which is one order of magnitude larger than the global minimum for \( h \omega / \Delta_0 = 0.005 \) [see the star
V. DEPAIRING CURRENT DENSITY

The depairing current density $J_d$ is the maximum value of the supercurrent density. To obtain $J_d$, we need to solve Eq. (1) and calculate the current density. The solution for $|q| > 0$ is given by

$$g_m = \frac{a + i \cos \theta}{\sqrt{(a + i \cos \theta)^2 + b^2}}, \quad (41)$$

$$f_m = \frac{b}{\sqrt{(a + i \cos \theta)^2 + b^2}}. \quad (42)$$

Here $a$, $b$, $(g_m)$, and $(f_m)$ are given by

$$\hbar \omega_m + \Gamma + \langle g_m \rangle \gamma - \frac{\pi s}{2} a = 0, \quad (43)$$

$$\Delta + \langle f_m \rangle \gamma - \frac{\pi s}{2} b = 0, \quad (44)$$

$$\langle g_m \rangle^4 + (a^2 + b^2 - 1)(\langle g_m \rangle^2 - a^2 = 0, \quad (45)$$

$$\frac{\langle f_m \rangle}{b} = \tan^{-1} \left( \frac{\langle g_m \rangle}{a} \right), \quad (46)$$

and $\Delta = \Delta(s, \gamma, \Gamma, T)$ satisfies Eq. (3). The current density can be calculated from

$$\frac{J}{\Delta_0} = -\frac{\sqrt{6\pi}k_B T e N_0}{\Delta_0} \sum_{\omega_m > 0} \int_0^1 dc \{ c \sin u(c) \sin v(c) \}. \quad (47)$$

Here, $u + iv = \tan^{-1} [b/(a + ic)]$, $c = \cos \theta$, $J_0 = H_{c0}/\lambda_0$, $H_{c0} = \Delta_0 \sqrt{\lambda_0/\mu_0}$ is the thermodynamic critical field of the idealized BCS superconductor ($\Gamma \to 0$) in the zero-current state, and $\lambda_0 = \lambda(0, 0, 0)$ is the zero-temperature ($T \to 0$) penetration depth of the idealized ($\Gamma \to 0$) clean-limit ($\gamma \to 0$) BCS superconductor in the zero-current state (see also Sec. III.A).

Let us briefly review the depairing current density for the idealized ($\Gamma \to 0$) BCS superconductor. Fig. 12 shows the pair potential $\Delta$ and the current density $J$ as functions of the superfluid momentum $q/q_0 = s/\Delta_0$ for the idealized BCS superconductor ($\Gamma \to 0$) in the clean limit ($\gamma \to 0$) calculated for different temperatures. When $|q|$ is small, the current pair-breaking effect is limited [Fig. 12 (a)], and $J$ linearly increases with $|q|$ [Fig. 12 (b)]. However, as $|q|$ increases, the reduction of $\Delta$ becomes rapid [Fig. 12 (a)], and $J$ ceases to increase [Fig. 13 (b)].

The maximum value of $J$ (see the blob) is the depairing current density $J_d(s, \gamma, \Gamma, T)$. Interestingly, when $T/T_{c0} \ll 1$, a finite $|q|$ little affects $\Delta$ up to a large momentum close to the depairing momentum. For $\gamma = \Gamma = T = 0$ (i.e., the black curve), the solution is well-known [13, 13, 20].

The pair potential $\Delta = \Delta(s, 0, 0, 0)$ is given by

$$\ln \frac{\Delta}{\Delta_0} = \begin{cases} 0 \quad (s/\Delta \leq 2/\pi) \\ -\cosh^{-1} \frac{s}{2\Delta} + \sqrt{1 - (2\Delta/\pi s)^2} \quad (s/\Delta > 2/\pi) \end{cases} \quad (48)$$

and the current density $J = J(s, 0, 0, 0)$ is given by

$$\frac{J}{\Delta_0} = \frac{\pi s}{6\Delta_0} \left[ 1 - \{1 - (2\Delta/\pi s)^2\}^{3/2} \quad (s/\Delta \leq 2/\pi) \right] \quad (49)$$

which reaches the depairing current density,

$$J_d(0, 0, 0) = 0.826 \frac{H_{c0}}{\lambda_0}, \quad (50)$$

at the depairing momentum $q_d/q_0 = s_d/\Delta_0 = 0.655$. According to Eq. (43), $\Delta$ is unaffected by the superfluid flow for $q/q_0 = s/\Delta_0 \leq 0.637$, which is very close
to the depairing momentum. The nonexistence of current pair-breaking for a broad range of \( q \) is the well-known anomalous feature of a clean-limit superconductor at \( T/T_c \ll 1 \). It should be noted that this feature disappears as \( T \) increases (see the red curve); also impure superconductors do not exhibit such an anomalous feature even at \( T \to 0 \) (see the dirty-limit results \cite{38, 39, 84, 49} and Fig. 13). Shown in Fig. 13 are \( J(q) \) and \( \Delta(J) \) of the idealized BCS superconductor (\( \Gamma \to 0 \)) calculated for different impurity concentrations. As \( \gamma \) increases (as materials get dirty), \( J_d \) and \( \Delta(J)|_{J=J_d} \) decrease: nonmagnetic impurities become pair breakers and significantly impact \( \Delta \) in the current-carrying state, in contrast to their pair-conserving nature in the zero-current state (see Sec. II B).

Shown in Fig. 13 are the effects of Dynes \( \Gamma \) on \( J(q) \) and \( \Delta(J) \). As \( \Gamma \) increases, \( J_d \) and \( \Delta \) decrease. In contrast to nonmagnetic impurities, Dynes \( \Gamma \) is always pairbreaking even in the zero-current state as shown in Sec. II B compare Fig. 13 (b) with Fig. 13 (b).

Fig. 15 (a) shows \( J_d \) as functions of the nonmagnetic-impurity scattering rate \( \gamma/\Delta_0 = \pi \xi_0/2 \ell_{\text{imp}} \); \( J_d \) decreases as \( \gamma \) increases (see also Fig. 13). At \( \gamma/\Delta_0 \gtrsim 1 \), we have \( J_d \propto \gamma^{-1/2} \), consistent with the dirty-limit result \cite{39, 84}.

\begin{equation}
J_d(\gamma \gg \Delta_0, \Gamma, T) = C(\Gamma, T) \frac{H_{\text{d0}}}{\lambda_{0, \text{dirty}}} \propto \frac{1}{\sqrt{\gamma}} \tag{51}
\end{equation}

Here, \( \lambda_{0, \text{dirty}} = \sqrt{\hbar \rho_{\text{d0}}/\pi \mu_0 \Delta_0} \propto \sqrt{\gamma} \) is the zero-temperature penetration depth of the idealized (\( \Gamma \to 0 \)) dirty-limit BCS superconductor for the zero-current state (see also Sec. III A), and the coefficient \( C(\Gamma, T) \) can be calculated from the microscopic theory, e.g., \( C(0, 0) = 0.595 \) and \( C(0, T) \) are calculated some decades ago \cite{18, 19}; \( C(\Gamma, T) \) is calculated in Refs. \cite{38, 39}. Fig. 15 (b) shows \( J_d \) as functions of Dynes \( \Gamma \) for different impurity concentrations; \( J_d \) is significantly suppressed at \( \Gamma/\Delta_0 \gtrsim 0.1 \), where the pair-breaking scattering almost destroys the superconductivity.

VI. DISCUSSION

The effects of Dynes \( \Gamma \) and nonmagnetic-impurity scattering-rate \( \gamma \propto \xi_0/\ell_{\text{imp}} \) on various physical quantities relevant to superconducting devices have been investigated. Here, we summarize our results and discuss their implications for superconducting devices.

A. Kinetic inductance

In Sec. III we calculated the penetration depth \( \lambda \) and the kinetic inductance \( L_k \) taking the effects of \( \Gamma \) and \( \gamma \) into account and showed that \( \lambda \) and \( L_k \) are monotonic increasing functions of \( \Gamma \) and \( \gamma \) (see Figs. 3 and 4). Eq. (11) can evaluate \( \lambda \) for a nearly ideal (\( \Gamma/\Delta_0 \ll 1 \)) and clean (\( \gamma/\Delta_0 \ll 1 \)) BCS superconductor. Eqs. (12)-(14) give other convenient formulas for \( \lambda \). Combining these formulas with Eqs. (15) and (16), we get the analytical formulas for \( L_k \). Note that Eq. (13) is widely used for analyses of experimental data of superconducting devices, but it is applicable only to the idealized (\( \Gamma \to 0 \)) dirty-limit (\( \gamma/\Delta_0 = \pi \xi_0/\ell_{\text{imp}} \gg 1 \)) superconductor. To analyze a wide range of materials, Eqs. (11)-(10) or the numerical results (Figs. 3 and 4) would be helpful.

The reset time of SSPD is known to be limited by the kinetic inductance \( L_k \), and therefore nanowires with smaller kinetic inductances have been developed. On the other hand, a high kinetic inductance has also attracted attention in the quantum-circuit community; the so-called superinductor makes fluxonium qubit immune to charge fluctuations (see e.g., Ref. \cite{94}). According to our results, not only \( \gamma \) (impurity concentration) but also \( \Gamma \) increase \( L_k \). The effect of \( \Gamma \) on \( L_k \) would not be negligible. However, \( \Gamma \) in the material of SSPD, KID, and other quantum circuit is usually not measured. Measurements of \( \Gamma \) of circuit material using tunneling spectroscopy or recently proposed method to extract \( \Gamma \) from complex conductivity, which will be discussed in Sec. IV B, would give insight into a method to engineer \( L_k \).
B. $T$ dependence of $\sigma_1$ and coherence peak

In Sec. [IVB] we studied the effects of $\Gamma$ and $\gamma$ on the $T$ dependence of $\sigma_1$ and the coherence peak. The height of the coherence peak decreases as $\omega$ or $\ell_{\text{imp}}(\propto \gamma^{-1})$ increases, consistent with the previous theoretical study [44, 57] and experiment [90]. Note that the peak height decreases as the material gets clean. Also, a finite $\Gamma$ reduces the peak height, consistent with the previous studies for the dirty-limit superconductor [38, 48].

The recent finding of Ref. [44] was also reproduced: the $\sigma_1(T)$ curve for a clean superconductor does not depend on $\Gamma$ and $\gamma$ separately but depends on the ratio $\Gamma/\gamma$ [see Fig. 5 (d)]. Also, it is possible to extract $\Gamma$ and $\gamma$ by fitting experimental data with the theory as proposed in Ref. [44], in which they evaluated $\Gamma$ and $\gamma$ using the recent experimental data of SRF resonant cavities [45]. This method would apply to KID and other resonators for quantum technologies. Now, $\Gamma$ of resonator material is routinely determined by Ref. [44], in which they evaluated $\Gamma$ and $\gamma$ for quantum technologies. Now, $\Gamma$ of resonator material can also be determined by experiments: measuring $\Gamma$ and $\gamma$ using the recent theoretical studies for the dirty-limit superconductor [21, 22]. On the other hand, for the clean limit, $\sigma_1(\Gamma_s)$ and $\Gamma_s(\Gamma_s)$ are one order of magnitude smaller than those of the idealized dirty-limit BCS superconductor, consistent with the previous studies [21, 22].

These results can be tested by experiments: measure the temperature dependence of $\sigma_1$, extract $\Gamma$ and $\gamma$ from $\sigma_1(T)$ using Refs. [44, 45], and cool a resonator down until $Q$ becomes independent of $T$. However, as shown in Eq. [49], factors other than the subgap-state-induced $R_{\text{res}}$ can also contribute to $Q$. Such contributions should be reduced to a level ignorable as compared with $Q_{\text{TTS}}^{-1} = R_{\text{res}}/G$, which is typically $< 10^{-10}$ (see Sec. [IVB]). It would be difficult for a 2D resonator to detect $Q_{\text{TTS}}^{-1}$, in which $Q_{\text{TTS}}$ always overwhelms $Q_{\text{TTS}}^{-1}$. High-$Q$ SRF cavities [54] may be helpful for this purpose.

C. $\sigma_1$ and $R_s$ at a very low $T$

In Sec. [IVC] and [V], we calculated the subgap-state-induced residual-dissipative-conductivity limit $\tau \rightarrow 0 \sigma_1$ and residual surface resistance $R_{\text{res}} = \lim_{\tau \rightarrow 0} R_s$, which originates from a finite density of subgap states in the vicinity of the Fermi level (see Figs. [6] and [9]). Eqs. [29] and [30] are formulas for $\lim_{\tau \rightarrow 0} \sigma_1$. Also, we derived the formulas for $R_{\text{res}}$, Eqs. [38] and [39], which give good approximations of the numerical results of $R_{\text{res}}$ [see Fig. 9 (b)].

These results can be tested by experiments: measure the temperature dependence of $\sigma_1$, extract $\Gamma$ and $\gamma$ from $\sigma_1(T)$ using Refs. [44, 45], and cool a resonator down until $Q$ becomes independent of $T$. However, as shown in Eq. [49], factors other than the subgap-state-induced $R_{\text{res}}$ can also contribute to $Q$. Such contributions should be reduced to a level ignorable as compared with $Q_{\text{TTS}}^{-1} = R_{\text{res}}/G$, which is typically $< 10^{-10}$ (see Sec. [IVB]). It would be difficult for a 2D resonator to detect $Q_{\text{TTS}}^{-1}$, in which $Q_{\text{TTS}}$ always overwhelms $Q_{\text{TTS}}^{-1}$. High-$Q$ SRF cavities [54] may be helpful for this purpose.

D. $\sigma_1$ and $R_s$ at a moderately low $T$

In Sec. [IVB] and [V], we studied $\sigma_1$ and $R_s$ at moderately-low-temperatures, $\hbar \omega < k_B T < \Delta_0$.

It was found that $\sigma_1$ of a dirty superconductor exhibits the well-known frequency dependence $\propto \ln(1/\omega)$, while that of a nearly-ideal ($\Gamma/\Delta_0 \ll 1$) clean ($\gamma/\Delta_0 = \pi \xi_0 / 2 \ell_{\text{imp}} \ll 1$) superconductor exhibits $\omega^{-2}$ dependence (see Fig. 7), resulting in the frequency-independent surface resistance $R_s$, shown in Fig. [10]. For instance, $R_s$ of a nearly-ideal ($\Gamma/\Delta_0 = 0.001$) clean-limit ($\gamma/\Delta_0 = 0.001$) superconducting resonator made from a large-$\lambda/\xi$ material (e.g., Nb$_3$Sn, NbTiN) is frequency-independent between a few GHz and several tens of GHz (e.g., $3.7 \text{ GHz} \lesssim \omega \lesssim 75 \text{ GHz}$ for Nb$_3$Sn). Roughly speaking, the red curve in Fig. [10] (a) corresponds to a dirty Nb$_3$Sn cavity operated at $T \sim 4 \text{ K}$. When the resonant frequency is $f \sim 1 \text{ GHz}$, which corresponds to $\hbar \omega/\Delta_0 = 10^{-3}$, its surface resistance is $R_s \sim \Omega$ from Fig. [10] (a), consistent with experiments. The frequency-independent $R_s$ is realized when the material is nearly ideal and clean (the black curve). $R_s$ of the black curve is one order of magnitude larger than the red curve at $\hbar \omega/\Delta_0 \sim 10^{-2}$ ($\sim 10 \text{ GHz}$), where $R_s \sim \mu \Omega$. The red curve increases in proportion to $\omega^2$, while the black curve remains $R_s \sim \mu \Omega$ even at $\hbar \omega/\Delta_0 \sim 0.1$ ($\sim 100 \text{ GHz}$). Hence, if there is a demand for a compact cavity with the resonant frequency $\sim$ a few tens GHz, it should be made from a nearly-ideal ($\Gamma/\Delta_0 \ll 1$) clean-limit ($\gamma/\Delta_0$) type-II superconductor to minimize $R_s$.

Also, it was found that $\sigma_1$ and $R_s$ are non-monotonic functions of $\Gamma$, and there exists the optimum value $\Gamma_s$ which minimizes $\sigma_1$ and $R_s$. For the dirty limit, $\sigma_1(\Gamma_s)$ and $R_s(\Gamma_s)$ are a few tens of % smaller than those of the idealized dirty-limit BCS superconductor, consistent with the previous studies [21, 22]. On the other hand, for the clean limit, $\sigma_1(\Gamma_s)$ and $R_s(\Gamma_s)$ are one order of magnitude smaller than those of the idealized clean-limit BCS superconductor (see Figs. [8] and [11]). It has been well-known that the optimum impurity-scattering rate $\gamma/\Delta_0 \sim \xi_0 / \ell_{\text{imp}} \sim 1$ minimizes $R_s$. Such an $R_s$ minimized by the optimum $\gamma$ can be further reduced by the optimum $\Gamma$ (see Fig. [11]). These results suggest that we can significantly reduce $R_s$ by tuning $\Gamma$. While the physics and materials mechanisms behind $\Gamma$ are not well understood, comparison of experimentally determined $\Gamma$ (e.g., using tunneling spectroscopy [23] or complex conductivity measurement [44, 45]) and various materials treatments can give useful information on how to engineer $\Gamma$.

E. Depairing current density

In Sec. [V] we studied the depairing current density $J_d$. As shown in Fig. [10], $J_d$ is a monotonically decreasing function of $\Gamma$ and $\gamma \propto \ell_{\text{imp}}^{-1}$. Hence, we need both $\Gamma$ and $\gamma$ to know $J_d$ of the materials of devices or cables. As repeatedly mentioned above, tunneling spectroscopy can determine $\Gamma$ and the $T$ dependence of $\sigma_1$ [44, 45] can determine $\Gamma$ and $\gamma$. Combining these measurements of $\Gamma$ and $\gamma$ with those of $J_d$, such as Refs. [92, 93], we can test the theory. Also, combining various materials treatments and the $\Gamma$ measurement can give beneficial information on ameliorating $J_d$ which is practically important to ex-
amine the quality of superconducting cable and a thin film laminated on the inner surface of a superconducting heterostructure cavity.
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