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ABSTRACT

The Multi-speaker Multi-style Voice Cloning Challenge (M2VoC) aims to provide a common sizable dataset as well as a fair testbed for the benchmarking of the popular voice cloning task. Specifically, we formulate the challenge to adapt an average TTS model to the stylistic target voice with limited data from target speaker, evaluated by speaker identity and style similarity. The challenge consists of two tracks, namely few-shot track and one-shot track, where the participants are required to clone multiple target voices with 100 and 5 samples respectively. There are also two sub-tracks in each track. For sub-track a, to fairly compare different strategies, the participants are allowed to use only the training data provided by the organizer strictly. For sub-track b, the participants are allowed to use any data publicly available. In this paper, we present a detailed explanation on the tasks and data used in the challenge, followed by a summary of submitted systems and evaluation results.

Index Terms— speech synthesis, voice cloning, speaker adaptation, transfer learning

1. INTRODUCTION

With the development of deep learning, speech synthesis has made significant progress in recent years. While recently proposed end-to-end speech synthesis systems, e.g., Tacotron [1], DurAN [2] and FastSpeech [3], are able to generate high-quality and natural sounding speech, these models usually rely on a large amount of training data from a single speaker. The speech quality, speaker similarity, expressiveness and robustness of synthetic speech are still not systematically examined for different speakers and various speaking styles, especially in real-world low-resourced conditions, e.g., each speaker only has a few samples at hand for cloning. However, this so-called multi-speaker multi-style voice cloning task has found significant applications on customized TTS.

Imitating speaking style is one of the desired abilities of a TTS system. Several strategies have been recently proposed to model stylistic or expressive speech for end-to-end TTS. Speaking style comes with different patterns in prosody, such as rhythm, pause, intonation, and stress, etc. Hence direct modeling prosodic aspects of speech is beneficial for stylization [4,5]. Variational Autoencoder (VAE) [6,7] and GST [8] are two typical models built upon sequence-to-sequence (seq2seq) models for style modeling. Global Style Tokens (GSTs) [8] is introduced for modeling style in an unsupervised way, using multi-head attention to learn a similarity measure between the reference embedding and each token in a bank of randomly initialized embeddings, and the Text-Predicted Global Style Token (TP-GST) [9] learns to predict stylistic renderings from text alone, requiring neither explicit labels during training nor auxiliary inputs for inference. Note that these studies modeling speaker styles are mostly based on a large amount of data.

Besides, building a target voice with limited data, i.e., a few minutes or even only several recorded samples, or voice cloning, has been a popular research topic recently. Speaker adaptation [10,11] is a straightforward solution which transfers an average voice model to the target voice using the samples of the target speaker while the average voice model is usually built on speech from multiple speakers. To obtain reasonable speaker voice information, it is very important to accurately obtain speaker identity information. Disentanglement is a popular solution, and its main idea is to separate the speaker’s voice and content information. In [12], phone posteriorgram (PPG) is used as an intermediate variable to factorize spoken content and voice [12]. VQ technology [13,14] and U-Net structure [15] are used to disentangle the speaker’s content and voice information for oneshot-VC [16]. Speaker embedding is also a reasonable way to model the speaker identity. It can be obtained through a well-designed encoder. In [17], a fine-grained encoder extracts variable-length style information via attention mechanism and a coarse-grained encoder greatly stabilizes the speech synthesis to improve robustness. Also, speaker embedding can be obtained from the joint training of a speaker verification model and an acoustic model [18,19]. Besides, in real-world voice cloning, low quality recording or noisy speech is another issue to address [20,21].

To provide a fair platform for benchmarking the voice cloning task, we launched the Multi-Speaker Multi-Style Voice Cloning Challenge (M2VoC) at ICASSP 2021. The focus of the challenge is on voice cloning in limited data condition, e.g. 100 and 5 samples from target speaker, which are referred to as few-shot and one-shot tracks, respectively. In this challenge, a multi-speaker training data set is provided as a fair test platform comparing different methods. In this paper, we present a summary of the challenge, including various methods provided by participants and the corresponding results. Section 2 describes the details of the released data and the participation guide. Section 3 summarizes the systems submitted...
by the participants. Section 4 introduces the evaluation method and results. Finally, conclusions are drawn in Section 5.

2. DATA AND TRACKS

2.1. Data
We provide four audio/text data sets to the participants at different stages of the challenge. All audio data is mono, 44.1KHz sampling rate, 16 bits, equipped with transcripts. The language is Mandarin.

Multi-speaker training set (MST): This part of data consists of two subsets, including the AIShell-3 [23] data set, called MST-AIShell in the challenge. The data set contains about 85 hours of Mandarin speech data from 218 common speakers, which is recorded through a high-fidelity microphone in an ordinary room with some inevitable reverberation and background noise. Another data set, called MST-Originbeat, consists of two professional Mandarin speakers (one male and one female), and the high-quality voice data (5,000 utterances per speaker) is recorded with a high-fidelity microphone in a recording studio without obvious reverberation and background noise. Text annotations are provided with Pinyin and prosodic boundary labels.

Target speaker validation set (TSV): For each track, there are two validation target speakers with different speaking styles. For track 1, each speaker has 100 speech samples, and for track 2, each speaker has 5 speech samples. The voice data is recorded using a high-fidelity microphone in a recording studio. Text annotations are provided with Pinyin and prosodic boundary labels. These two validation target speakers are provided to the participants for voice cloning experiments during the system building stage.

Target speaker test set (TST): For each track, three target speakers with different speaking styles (different from those in TSV) are released for testing and ranking. Again, for track 1, each speaker has 100 speech samples, and for track 2, each speaker has 5 speech samples. Voice data is recorded using a high-fidelity microphone in a recording studio. Text annotations are provided with Pinyin and prosodic boundary labels.

Test text set (TT): This text set includes the sentences (with Pinyin annotations) provided to the participants for speech synthesis for the test speakers in TST. The sentences can be divided into three categories, namely, style, common, and intelligibility. The sentences in the style set are in-domain sentences for style imitation test. That is to say, the sentences match the same text domain in style of the speaker in TST. The sentences in the common set are out-of-domain sentences (without clear style) and are used for quality and similarity tests. The intelligibility test set includes non-sense sentences. For track 1, participants are asked to synthesize speech for the three TST speakers on the style, common and intelligibility sets; for track 2, participants are asked to synthesize speech for the three TST speakers on the common and intelligibility sets.

2.2. Tracks

Track 1 (Few-shot track): The organizers provide two and three target speakers for voice cloning validation (TSV) and evaluation (TST) respectively. Each speaker has different speaking style with 100 available samples. The organizers also provide a large multi-speaker dataset (MST) for participants, which can be used as training data for a base model. The test text set (TT) is a list of sentences for TTS generation for the three target speakers in TST.

Track 2 (One-shot track): For track 2, requirements are the same as track 1, except that only 5 recordings are provided for each target speaker. In this track, participants only need to synthesize speech on the common and intelligibility sets.

• Sub-track a: The building of the TTS system is strictly limited to the released data by the organizer. Using extra data is prohibited.
• Sub-track b: Besides the released data, the participants can use any data set publicly available for system building. However, the participants have to clearly list the data used in the final system description paper.

3. PARTICIPANTS AND SUBMITTED SYSTEMS

In total, we collected submissions from 26 teams, including 2 baseline (B01 and B02) and 24 participants (T01 to T24) from both academia and industry. Specifically, 18 and 22 teams submitted their results to Track 1a and Track 1b respectively, while 17 and 19 teams submitted their results to Track 2a and Track 2b respectively. It should be noted that 9 teams did not submit an appropriate system description. So we exclude them in the following discussion. Here we summarize the approaches used by the top-ranking submissions, according to their system descriptions.

3.1. Acoustic model
According to the submitted system descriptions, the acoustic models can be grouped into two categories: 1) autoregressive (AR) model and 2) non-autoregressive (Non-AR) model. Note that most teams use the same type of acoustic model for both Track 1 and Track 2, while T20 chose different solutions.

In the AR acoustic model category, the input phoneme sequence is first encoded by the encoder. Then the decoder generates the target spectral features in an autoregressive manner. In the submissions, Tacotron [1, 24] is the most popular one, where an encoder-attention-decoder based architecture is adopted for autoregressive generation. Duration Informed Attention Network (DurLAN) [2] is another popular AR model in which the alignments between the input text and the output acoustic features are inferred from a duration model with the added benefit that the duration predictor is significantly resilient to failures that disturb the attention mechanism. Non-Attentive Tacotron [25] is similar to DurLAN, which introduces Gaussian upsampling method significantly improving the naturality compared to the vanilla upsampling through repetition.

A typical representative of non-AR model used by the participants is FastSpeech [3], where the duration information is extracted from a pre-trained teacher forcing AR model. Then the text content and the duration are used as the input to predict the target spectral features in a non-autoregressive mode. Extended from FastSpeech, FastSpeech2 replaces the teacher-student distillation with an external aligner. Moreover, FastSpeech2 introduces more variance information (e.g., duration, pitch, energy, etc.) to ease the one-to-many mapping problem in speech prediction.

3.2. Vocoder
Similarly, the vocoders used in the submitted systems can be divided into autoregressive and non-autoregressive as well. Specifically, 5 and 10 teams chose the AR and non-AR neural vocoders respectively. Among the AR vocoders, 4 teams used LPCNet [27] and one team used SC-WaveRNN [28] in their implementations. For the submissions using non-AR vocoders, HiFi-GAN [29] was adopted in 4 submissions, while MelGAN [30, 31], Parallel WaveGAN [22] and WaveGrad [33] were also used in some other implementations.

3.3. Speaker and style modeling
The speaker and style imitation is the key of multi-speaker multi-style voice cloning. Robust speaker and style representations are crucial to model and generate the target voice with desired speaker identity and style. According to the submitted system descriptions,
the speaker and style control method can be grouped into two categories: 1) Using a single speaker representation for both speaker and style modeling and 2) controlling the speaker and style with different methods.

Speaker representation: In the submitted systems, using speaker embedding for both speaker identity and style modeling is one of the main streams. In general, the speaker embedding can be obtained by either pretrained with a separate speaker model or jointly-optimized with the acoustic model. In some works, a pre-trained network was utilized to extract the speaker embedding. In details, a separate neural network model is first trained to perform the speaker verification (SV) task. Then the speaker embedding is extracted from the middle layer of the model as a conditional input representing the speaker identity for the multi-speaker TTS training. Various SV models were used in this challenge. D-vector [34], ResNet34 [35] and x-vector [36] were used in T07, T16 and T23 respectively. Speaker embedding can also be obtained from a voice conversion (VC) system. In T14 [37], the target speaker encoder in AdaIN-VC [38] was adopted to extract speaker information from the target utterance. AdaIN-VC [38] is a one-shot VC system that shows good generalization ability for unseen speakers. For the joint optimization solution, the straightforward method is speaker look-up table, in which each speaker code is encoded in a trainable embedding table, jointly trained with acoustic model via backpropagation. T06 and T24 [39] have used this solution in their systems.

Style modeling: Alternative to the solution of using a single representation for both speaker and style modeling, some explicit style modeling approaches are proposed to improve the speaking style imitation of the generated voice. For example, T03 [40] has proposed a prosody and voice factorization strategy for few-shot speaker adaptation. Specifically, a set of auto-learned phoneme-level transition tokens were used to help the attention control the duration of each phoneme. T23 proposed an adversarially-trained speaker classifier to prevent the text encoding from capturing speaker information. T18 proposed to use a BERT [41] module to predict the break of each Chinese character in an input sentence. T15 [42] used a fine-grained encoder added at the decoder’s tailor, which extracts variable-length detailed style information from multiple reference samples via an attention mechanism. T03 and T15 also used global style tokens (GST) for both speaker and style control, which consists of a reference encoder, style attention, and style embedding. This module can compress a variable-length audio signal into a fixed-length vector, which is considered to be related to the speaker’s identity and style. The GST module is jointly trained with the rest of the model, driven only by the reconstruction loss.

3.4. Speaker and style adaptation
Adapting a multi-speaker average voice model to the target speaker is commonly used in the submissions. The base voice model is built with the released multi-speaker data (MST) for sub-track a and other public data for sub-track b. In general, there are mainly two methods utilized in the submitted systems to adapt the average model towards the target speaker in terms of the speaker identity and style.

Embedding based model adaptation: In this method, a embedding vector or embedding network is used to condition the speaker identity and style of the training voice. During training the average model, the embedding vector or network is used to distinguish the acoustic features from different speaker identities and speaking styles. At run-time, the target speaker representations are utilized as a part of input feature to generate the voice of target speaker.

Fine-tuning based model adaptation: This method first uses multi-speaker data to train an average model. For a given target speaker, the average model is then adjusted with the small amount of target data. The adaptation can be achieved by fine-tuning either all the parameters of the model or a part of them. According to the submitted systems, T11 selects to freeze some model parameters and fine-tunes other parameters of the model, while T13 [43] selects to fine-tune all parameters of the model.

4. SUBJECTIVE EVALUATION

The evaluation and ranking adopted for M2VoC are based on subjective listening test. The experimental design and results are presented in this section.

4.1. Evaluation methodology
We conducted mean opinion score (MOS) tests to assess speech quality, speaker similarity and style similarity of the generated voice from different submissions.

• Speech quality: In each session, listeners listened to one sample and chose a score which represented how natural or unnatural the sentence sounded on a scale of 1 [Completely unnatural] to 5 [Completely natural].

• Speaker similarity: In each session, listeners could play 2 reference samples of the original speaker and one synthetic sample. They chose a response that represented how similar the speaker identity of the synthetic speech sounded to that of the voice in the reference samples on a scale from 1 [Sounds like a totally different person] to 5 [Sounds like exactly the same person].

• Style similarity: In each session, listeners could play 2 reference samples of the original speaker and one synthetic sample. They chose a response that represented how similar the speaking style of the synthetic speech sounded to that of the voice in the reference samples on a scale from 1 [Sounds like exactly the same style] to 5 [Sounds like exactly the same style].

Note that speech quality and speaker similarity were tested on both the common and style sets. While the style similarity was only tested on the style set. We took two rounds of subjective evaluation: the first round included submissions from all teams and the second round included several top-scoring teams (with no significant score differences from the 2nd place team of the first round) for further evaluation. The final winner for each track was selected based on the combined results from both rounds. There were 66 and 30 listeners participated the first and second rounds of the subjective listening tests, respectively. All the listeners are native Chinese – a combination of college students in linguistics major and professional speech annotators.

Considering the huge cost of subjective evaluation on the quality, style and similarity in a short period, we adopted a sampling evaluation method. In the first round of subjective evaluation, for each test, every listener received 10 sentences randomly selected from 100 generated samples for each test set of each speaker. In the second round, the number of evaluation sentences became 20, while the other settings were the same as the first round. The three sets of subjective evaluations were done separately, that is to say, each sentence was evaluated three times. A total of 96 listeners (9 male and 87 female) completed the evaluation, for a total of 181,000 and 66,600 evaluated utterances in first and second round, respectively.

The final result is the average MOS score of quality, style, and similarity for track 1 and quality and similarity for track 2. Note that we did not consider the intelligibility test for ranking this time due to the tight evaluation period. However, we found that most submitted systems can generate reasonably intelligible speech.
Table 1. MOS of submitted systems on Track 1.

| Team ID | Quality  | Similarity | Style  |
|---------|----------|------------|--------|
| T22     | 4.2373±(0.0295) | 4.2484±(0.0247) | 4.1488±(0.0227) |
| T15     | 4.0214±(0.0339) | 4.1370±(0.0270) | 4.1212±(0.0227) |
| T03     | 4.1741±(0.0297) | 4.1455±(0.0269) | 3.9348±(0.0262) |
| T13     | 4.0623±(0.0307) | 3.8832±(0.0314) | 3.8027±(0.0261) |

| Team ID | Quality  | Similarity | Style  |
|---------|----------|------------|--------|
| T22     | 4.3132±(0.0275) | 4.2466±(0.0249) | 4.1056±(0.0230) |
| T03     | 4.2636±(0.0283) | 4.1027±(0.0285) | 3.8815±(0.0272) |
| T19     | 4.0502±(0.0339) | 4.0305±(0.0290) | 3.9574±(0.0250) |
| T18     | 4.1877±(0.0282) | 3.8673±(0.0341) | 3.8926±(0.0256) |
| T24     | 3.9502±(0.0358) | 3.9861±(0.0304) | 3.8997±(0.0248) |
| T06     | 3.8477±(0.0384) | 3.9564±(0.0327) | 3.9438±(0.0255) |
| T13     | 4.1941±(0.0272) | 3.8355±(0.0331) | 3.7517±(0.0272) |

Table 2. MOS of submitted systems on Track 2.

| Team ID | Quality  | Similarity |
|---------|----------|------------|
| T03     | 4.0905±(0.0451) | 3.2168±(0.0605) |
| T14     | 3.8941±(0.0476) | 3.2205±(0.0595) |
| T10     | 3.8768±(0.0499) | 3.2250±(0.0612) |
| T15     | 3.9561±(0.0493) | 3.1300±(0.0604) |
| T18     | 3.8700±(0.0479) | 3.1368±(0.0598) |
| T24     | 3.4900±(0.0565) | 3.0895±(0.0620) |

| Team ID | Quality  | Similarity |
|---------|----------|------------|
| T18     | 4.1650±(0.0399) | 3.2409±(0.0635) |
| T03     | 4.1086±(0.0450) | 3.1964±(0.0645) |
| T14     | 3.8718±(0.0519) | 3.1445±(0.0634) |
| T24     | 3.4818±(0.0573) | 3.1445±(0.0634) |

4.2. Evaluation results

Fig. 1 shows the results of all participating teams in the first round evaluation. TAR refers to the natural speech of the target speaker. Table 1 and 2 are the combined results of the two rounds for the top-performing teams in each track.

**Track 1:** For Track 1a, the top 4 teams have done a good job in all aspects, with MOS scores around 4, especially T22 which has achieved the highest scores in the three testing metrics. It can be seen that the current few-shot task (with around 100 training samples) can obtain a reasonable performance through, for example, FastSpeech+HiFiGAN or Tacotron+LPCNet. Compared with Track 1a, the participants can use additional training data on Track 1b. Comparing the two sub-tracks, the performance on sound quality of most top teams has improved on Track 1b. This shows that additional data is beneficial to sound quality. However, in terms of style and speaker similarity, the performance of most top teams on Track 1b is not significantly better than that on Track 1a. This may suggest that the additional data may not be of much use for modeling speaker and style under current challenge data setup.

**Track 2:** For Track 2a, the quality of synthetic speech is acceptable in general for the top 7 teams, and the result of sub-track 2b is better than that of sub-track 2a, indicating that increasing the amount of training data is helpful to the sound quality. Among the participating teams, T03 and T18 have achieved first place in the two sub-tracks respectively. The two teams both used LPCNet as the neural vocoder, which indicates that LPCNet is robust in waveform generation and may have great potential to synthesize high-quality audio in low-resource application scenarios. For similarity, the result of Track 2 is very different from that of Track 1, and the MOS scores for the top teams are only over 3. Problems of unstable pro-

Fig. 1. MOS of all submissions in the first round evaluation on each track.

nunciation and poor speaker similarity can be easily found from the synthetic speech. Compared with sub-track 2a, the performance improvement on sub-track 2b is almost negligible, which shows that on one-shot task, the additional training data may not be useful for speaker voice cloning. The task of voice cloning with only several recorded samples is still very challenging.

5. CONCLUSION

This paper summarizes the multi-speaker and multi-style voice cloning challenge held in ICASSP 2021. The M2VoC challenge aims to provide a common data set and a fair test platform for research on voice cloning tasks. The challenge demonstrated the performance of current voice cloning technologies – with the advances of deep learning, few-shot voice cloning has achieved reasonably good performance but one-shot voice cloning is still an unsolved problem. Note that in real-world voice cloning applications, low-quality (noisy) audio and time/cost constraints of training/adaptation/inference are also important factors that cannot be ignored. We may consider these factors in the next challenge.
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