Forecasting Rainfall with Recurrent Neural Network for irrigation equipment
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Abstract. The irrigation decision-making system based on Knowledge-based Engineering (KBE) can accurately predict water requirements and realize smart irrigation. Recurrent neural network (RNN) model have recently showed state-of-the-art performance in this system. This paper deals with the problem of long-term rainfall forecasting based on this network which predicts target rainfalls based on contextual information. A novel recurrent neural network with long short term memory (LSTM) is put for model sequence process for forecasting rainfall. Back-propagation through time (BPTT) algorithm is described for updating recurrent network’s weights. Extensive empirical comparison with three networks, Feed-forward neural network (FNN), Wavelet neural network (WNN) and Auto-regressive Integrated Moving Average (ARIMA), are also provided at various numbers of parameters and configurations. Simulation results demonstrate that the recurrent model with LSTM, trained by the suggested methods, outperforms the others networks.

1. Introduction
Forecasting future events is a key task in many practical irrigation situations. One of these situations is the forecasting of rainfall. Rainfall prediction is an important factor in agricultural countries like China which is an agricultural country. Due to highly complex interactions and the contribution of various meteorological parameters, rainfall forecasting is a severe task. Statistical rainfall modeling is to predict the next rainfall in given context, thus it can be dealt with sequential data prediction problem. Many techniques [1-4] to model such as ANN have achieved impressive accuracy improvements. However, these models are limited to fixed-length contexts.

RNN is used for sequence processing [5]. RNN have several properties that make it an attractive choice for sequence data. It is able to incorporate contextual information from past inputs or future inputs, which allow it to instantiate a wide range of sequence-sequence maps. Despite its attractive qualities, training conventional RNN with the gradient-based BPTT technique is difficult due to the vanishing gradient and exploding gradient problems [6]. LSTM is an RNN architecture specifically designed to overcome these problems in practice. The model learns itself from the data how to represent memory. This allows for instance efficient representation of patterns with variable length.

The purpose of the paper is to demonstrate the power of RNN using LSTM architecture by applying them to the task of predicting the next rainfall in a stream of rainfall. Owing to the large time-scale, we are based on 36-days ahead meteorological predictions. Three networks are employed to produce rainfall forecasts to account for the precision of the model. The experimental results show that accurate forecasts are obtained, with the recurrent forecast model exhibiting superior performance with regard to the other networks.
2. Methodology
A recurrent neural network is a natural generalization of feed-forward neural network to sequences. The difference is that it not only operate on an input space but also on an internal state space – a trace of what already has been processed by the network. The idea behind RNN is to make use of sequential information. Unlike feed-forward neural network, a simple RNN has activation feedback which embodies short-term memory [7-10]. By using this property, information can cycle inside the network for arbitrarily long time [5]. A state layer is updated not only with the external input of the network but also with activation from the previous forward propagation.

The standard RNN [11][12] is formalized as follows: Given a sequence of input vectors ($x_1, \ldots, x_T$), the RNN computes a sequence of hidden states ($h_1, \ldots, h_T$) and a sequence of outputs ($y_1, \ldots, y_T$) by iterating the following equations for $t = 1$ to $T$:

$$h_t = \tanh(W_h x_t + W_{hh} h_{t-1} + b_h)$$

(1)

$$y_t = W_{oh} h_t + b_o$$

(2)

Where $W_h$ is the input-to-hidden weight matrix, $W_{hh}$ is the hidden-to-hidden weight matrix, $W_{oh}$ is the hidden-to-output weight matrix, and the vectors $b_h$ and $b_o$ are the biases. The input layer is a concatenation of $h_{t-1}$ and $x_t$, where $h_{t-1}$ is a real-valued vector. $x_t$ is the input rainfall at time $t$.

3. The experiments

3.1. Data set
The dekad precipitation data of the Yulin station of China are used. The data have been obtained from the China Meteorological Data Sharing Service (CMDSS) [13]. The data is 14 years with an observation period between 2000 and 2013.

The data contain year, month, dekad and precipitation (mm). The data was set into training and test sets, containing the data from 2000 to 2011 and the data from 2012 to 2013 respectively. The data sets’ statistics are showed in Table 1. In this table, Mean, Std, Min, Max, Median denote the over all mean, standard deviation, minimum, maximum, median, respectively. It can be seen that the precipitation data show scattered distribution.

| Data set | Mean (mm) | Std (mm) | Min (mm) | Max (mm) | Median (mm) |
|----------|-----------|----------|----------|----------|-------------|
| Training | 11.00     | 21.34    | 0        | 226      | 2           |
| Test     | 17.54     | 33.35    | 0        | 203      | 4           |
| Entire   | 11.84     | 23.29    | 0        | 226      | 3           |

3.2. Training details
Networks are trained in several epochs, in which all data from training set are sequentially presented. Size of hidden layer should reflect amount of training data and usually be 30-500 hidden units. Based
on our experiments, we used 500 units. To train the network, weights are initialized to small values (random Gaussian noise with zero mean and 0.1 variance), starting learning rate is 0.001. As usual, the full error gradient was calculated using BPTT for each sequence and weight updates were carried out at the end of each sequence. After there is again no significant improvement, training is finished. Convergence is usually achieved after 10-20 epochs.

For comparison, additional models had been trained. To establish a fair comparison basis, the structure of the competing networks is selected so that they contain approximately the same number of parameters as the recurrent networks. The hidden layer contains five neurons using sigmoid activation functions.

3.3. Evaluation criteria
As a measure to evaluate the performance of the model, three measures were used: RMSE, MAE, Nash-Sutcliffe coefficient (NS)[20]. The RMSE, MAE and NS are expressed as:

\[
RMSE = \sqrt{\frac{1}{n} \sum_{t=1}^{n} (p_t - y_t)^2}
\]

(3)

\[
MAE = \frac{1}{n} \sum_{t=1}^{n} |p_t - y_t|
\]

(4)

\[
NS = 1 - \frac{\sum_{t=1}^{n} (p_t - y_t)^2}{\sum_{i=1}^{n} (y_i - y_{i-1})^2}
\]

(5)

In the formulate, \(p_t\) is the forecast value and \(y_t\) is the corresponding target value. The MAE is the average of the absolute error of the prediction over all input patterns[21]. The NS is particularly suited to time-series because it compares the model errors to a naive model, which is the difference between the current and previous observations. The lower the errors and the higher the NS and \(R^2\), the better the model.

4. Results
Figure 2 and Figure 3 show the best results for the training and testing data respectively. The green line is the true values and the blue line is the predicted values. From figures, it can be seen that the observation and the forecasts are very close, and the trends are very high similarity in the curves.

Three input combinations, lag-9, lag-18 and lag-36, the preceding precipitations are evaluated to estimate current precipitation value. In all cases, the output is the next prediction. The evaluation index of RNN model in training and test period are given in Table 2.
Table 2 The evaluation index of RNN applications for Yulin Station.

| Inputs | RMSE | MAE | NS  |
|--------|------|-----|-----|
| Training | Lag-9 | Lag-18 | Lag-36 |
| RMSE   | 22.51 | 19.61 | 12.70 |
| MAE    | 15.30 | 13.89 | 8.74  |
| NS     | 0.81  | 0.86  | 0.93  |
| Testing | Lag-9 | Lag-18 | Lag-36 |
| RMSE   | 20.00 | 13.02 | 10.40 |
| MAE    | 7.29  | 4.68  | 3.10  |
| NS     | 0.73  | 0.82  | 0.89  |

As depicted in table 2, there is a clear relationship between the input data and the target data. The larger lags of the input data, the greater the accuracy of the model becomes.

For the purpose of comparison, precipitation estimation has been carried out by FNN and WNN, as shown in Figure 4-7 respectively. To establish a fair comparison basis, the structure of the competing networks is selected so that they contain approximately the same number of parameters as the recurrent networks. Under these conditions, the models are evaluated in terms of representation power and their capabilities to produce efficient multistage forecasts.

The table below shows the summary of the performance for all the four networks.
Table 3 summarises the performance of the different network architectures.

| Network | RMSE (Training/Testing) | MAE (Training/Testing) | NS (Training/Testing) |
|---------|-------------------------|------------------------|-----------------------|
| LSTM    | 12.70/10.40             | 8.74/3.10              | 0.93/0.89             |
| FNN     | 14.04/13.84             | 9.49/3.91              | 0.86/0.81             |
| WNN     | 21.21/15.22             | 11.56/6.24             | 0.82/0.78             |

It is obvious that the recurrent forecast models exhibit consistently better performance compared to the other models from the various performance criteria viewpoints. Contrary to other networks, recurrent networks can be sensitive, and be adapted to past inputs.

5. Conclusion
In this paper, a recurrent network with long short term memory architecture was designed and implemented for forecasting precipitation. The network use modified back-propagation with short-term memory filters, represented by input lags and with feedback loops. This network type is especially well suited to this task, where context is vitally important. As opposed to previous approaches, it does not suffer from conceptual problems of standard recurrent neural network training. The RNN model was trained applying to different input combinations of precipitation data of Yulin Station of China. The results demonstrated that the recurrent network outperform other models and more robust in long-term forecasting. LSTM architecture is much faster to train than other approaches, and also slightly more accurate. Also, the RNN model was compared with three models. The comparison results indicated that the RNN performed better than the FNN, WNN and ARIMA models in forecasting precipitations.

For future work, we would like to apply LSTM combined with hidden Markov models to form a hybrid sequence system which likely leads to even greater forecasting accuracy.
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