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Abstract—We consider joint energy storage management and load scheduling at a residential site with integrated renewable generation. Assuming unknown arbitrary dynamics of renewable source, loads, and electricity price, we aim at optimizing the load scheduling and energy storage control simultaneously in order to minimize the overall system cost within a finite time period. Besides incorporating battery operational constraints and costs, we model each individual load task by its requested power intensity and service durations, as well as the maximum and average delay requirements. To tackle this finite time horizon stochastic problem, we propose a real-time scheduling and storage control solution by applying a sequence of modification and transformation to employ Lyapunov optimization that otherwise is not directly applicable. With our proposed algorithm, we show that the joint load scheduling and energy storage control can in fact be separated and sequentially determined. Furthermore, both scheduling and energy control decisions have closed-form solutions for simple implementation. Through analysis, we show that our proposed real-time algorithm has a bounded performance guarantee from the optimal 1-slot look-ahead solution and is asymptotically equivalent to it as the battery capacity and time period goes to infinity. The effectiveness of joint load scheduling and energy storage control by our proposed algorithm is demonstrated through simulation as compared with alternative algorithms.
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I. INTRODUCTION

The rising global demand of energy has resulted in high prices for electricity and also caused the growing environmental concern due to excess carbon emission from power generation. Integrating renewable energy sources into the grid system has become a vital green energy solution to reduce the energy cost and build a sustainable society and economy. Although promising, renewable energy is often intermittent and difficult to predict, making it less reliable for both grid-level operation and as a local energy source for consumers. Energy storage and flexible loads are considered as two promising management solutions to mitigate the randomness of renewable generation, as well as to reduce electricity cost [2], [3]. In particular, energy storage can be exploited to shift energy across time, while flexible loads can be controlled to shift demand across time. For grid operators, they can be utilized to counter the fluctuation in renewable generation and to increase reliability. For consumers, energy storage and load scheduling can provide effective means for energy management to reduce electricity cost.

As renewable penetration into the power supply increases, the renewable generation with storage solutions at residential homes (such as roof-top solar panels) will become increasingly popular. Thus, developing a cost effective energy storage management system to maximally harness energy from renewable sources of critical importance. At the same time, many smart appliances have been developed, creating more controllable loads at the consumer side. They can be controlled to benefit from the dynamic price set at the utility, and help shift the energy demand from high-peak to low-peak periods to reduce energy bills. Providing effective management solution that combines both energy storage and load scheduling will be the most promising future solution for consumers to reduce energy costs and is the goal of this paper.

Developing an effective joint energy storage management and load scheduling solution is important, but faces unique challenges. For energy storage, the cost reduction by storage comes with an additional cost from battery degradation due to charging and discharging; finite battery capacity makes the storage control decisions coupled over time which are difficult to optimize. For load scheduling, while minimizing the electricity cost, it needs to ensure the delay requirements for each load and for the overall service are met. In particular, load scheduling decision affects the energy usage and storage and vice versa. Thus, storage control and load scheduling decisions are coupled with each other and over time, making it especially challenging for a joint design.

Energy storage management alone has been considered for power balancing to counter the fluctuation of renewable generation and increase grid reliability [4]–[6], and for consumers to reduce electricity costs [7]–[14]. Off-line storage control strategies for dynamic systems have been proposed [4], [7], [8]. In these works, renewable energy arrivals are assumed known ahead of time and the knowledge of load statistics is assumed. For real-time storage management design, [9] has formulated the storage management control as a Markov Decision Process (MDP) and solved it by Dynamic Programming (DP). Lyapunov optimization technique [15] has been recently employed for designing real-time storage control at either grid operator side or consumer side under different system models and optimization goals [5], [6], [10]–[14]. Among these works, [11], [12] have considered renewable generation without modeling the battery operational cost. Both renewable
generation and battery operation cost have been modeled in [5, 6, 13, 14]. Except for [14], which considers the storage management design within a finite time period, all the above works consider the long-term average system cost.

Load (demand) scheduling through demand side management has been studied by many for shaping the aggregate load at utility through direct load control [16–18] or pricing optimization [19, 20], and at consumer through load scheduling to reduce electricity bill in response to the dynamic price [21–26]. With the electricity price known ahead of time, linear programming [21, 22] and DP [23] techniques are applied for load scheduling. Without assuming known future prices, MDP formulation has been considered in [24, 25], and opportunistic load scheduling based on optimal stopping rule has been proposed in [26]. Combining both utility side and demand side management is also considered in [27, 28], where game theoretic approach is applied for distributed energy management.

Few existing works consider joint optimization of energy storage management and load scheduling. A joint design has been developed in [29], in which the electricity price is assumed to be known ahead of time and the storage model is simplified without the battery operational cost. Real-time energy storage management with flexible loads has been considered in [30] and [31]. While [30] focuses on local demand side, [31] combines both grid operator and demand side management using distributed storage. In these works, flexible loads are only modeled in terms of the aggregated energy requests; there is no individual task modeling or scheduling being conducted. Furthermore, in these works, renewable generation, loads, and electricity price are assumed to be independent and identically distributed. With the increasing penetration of renewable generation and energy storage in the grid, future energy demand and supply are expected to be quite dynamic. Renewable generation, loads, and electricity price may all fluctuate randomly [31] with their statistics likely being non-stationary, making them difficult to predict accurately. However, most of existing works design solutions assuming either the future values or statistical knowledge of them to be known. In addition, although long-term time averaged cost is typically considered in these existing works, the consumers may prefer a cost saving solution in a period of time defined by their own needs. It is important to provide a solution to meet such need. We aim at proposing a real-time algorithm for joint energy storage and load scheduling to address these issues.

In this paper, we consider joint energy storage management and load scheduling at a residential site equipped with a renewable generator and a storage battery. For renewable source, loads, and electricity price, we assume their dynamics to be arbitrary which can be non-stationary and their statistics are unknown. For the residential load, we characterize each individual load task with its own requested power intensity and service duration, and consider both per load maximum delay and average delay requirements. For battery storage, we actively model the battery operational constraints and cost due to charging and discharging activities.

We aim at designing a real-time solution for joint energy storage management and load scheduling to minimize the overall system cost over a finite time period, subject to battery operation and load delay constraints. The interaction of load scheduling and energy storage, the finite battery capacity, and finite time period for optimization complicate the scheduling and energy control decision making over time. To tackle this difficult stochastic problem, we develop techniques through a sequence of problem modification and transformation which enable us to employ Lyapunov optimization to design a real-time algorithm that otherwise is not directly applicable. Interestingly, we show that the joint load scheduling and energy storage control can be separated and sequentially determined in our real-time optimization algorithm. Furthermore, both load scheduling and energy control decisions have closed-form solutions, making the real-time algorithm simple to implement.

We further show that our proposed real-time algorithm not only provides a bounded performance guarantee to the optimal T-slot look-ahead solution which has full future information available, but is also asymptotically equivalent to it as the battery capacity and the considered time period for design go to infinity. Simulation results demonstrate the effectiveness of joint load scheduling and energy storage control by our proposed algorithm as compared with alternative solutions considering neither storage nor scheduling, or storage only.

Different from our recent work [14], in which the energy storage problem without flexible loads has been considered, in this work, we explore both energy storage and flexible load scheduling to reduce system cost. Given the individual load modeling, load delay requirements imposed, and the load interaction with energy usage over time, it is highly non-trivial to formulate the joint design problem, develop techniques for a real-time solution, and provide performance analysis. Through our developed techniques, we show that the joint optimization of load scheduling and storage control can in fact be separated and sequentially solved. Thus, we are able to obtain the load scheduling solution in closed-form and apply the result in [14] for the storage control. Furthermore, we demonstrate that a lower system cost can be achieved with joint load scheduling and energy storage control than with just energy storage alone.

Comparing with existing works, our proposed algorithm has the following features and advantages: 1) The battery storage operation and associated cost, as well as individual load and its quality of service, are thoroughly modeled; 2) The algorithm provides a real-time joint solution for both energy storage control and load task scheduling; 3) The solution only relies on the current price, renewable generation, or loads, and does not require any statistical knowledge of them; 4) The solution is designed for a specified period of time which may be useful for practical needs; 5) The solution is provided in closed-form requiring minimum complexity for practical implementation.

The rest of this paper is organized as follows. In Section III, we describe the system model. In Section IV, we formulate the joint energy management and load scheduling problem. In Section V, we propose a real-time algorithm for our joint optimization problem. In Section VI, we analyze the performance of algorithm. After presenting our simulation

1Energy pricing design is considered to respond to the energy demand and supply status and to shape the load for demand management. As a result, the real-time price in the future grid could fluctuate much more randomly and quickly, and likely to have complicated statistical behaviors.
TABLE I

| Symbol | Description |
|--------|-------------|
| $W_t$  | user’s load arriving at time slot $t$ (kWh) |
| $\rho_t$ | load intensity (kWh) |
| $\lambda_t$ | load duration (number of slots) |
| $d_t$ | delay incurred for $W_t$ before it is served (number of slots) |
| $d_t^{max}$ | maximum delay allowed for $W_t$ before it is served (number of slots) |
| $d_t$ | average delay of all arrived loads within the $T_w$-slot period (number of slots) |
| $d_t^{max}$ | maximum average delay (number of slots) for the loads within the $T_w$-slot period |
| $C_L(\cdot)$ | cost function associated with the average delay $d_w$ |
| $E_t$ | energy purchased from conventional grid at time slot $t$ (kWh) |
| $E_{max}$ | maximum amount of energy that can be bought from the grid per slot (kWh) |
| $P_t$ | unit price of buying energy at time slot $t$ ($/kWh$) |
| $P_t^{max}$ | maximum unit energy price ($/kWh$) |
| $P_{min}$ | minimum unit energy price ($/kWh$) |
| $S_t$ | renewable energy harvested at time slot $t$ (kWh) |
| $S_{w,t}$ | amount of renewable energy directly supplied user’s loads to be served at time slot $t$ (kWh) |
| $S_{r,t}$ | amount of renewable energy stored into battery at time slot $t$ (kWh) |
| $Q_t$ | portion of $E_t$ stored into battery at time slot $t$ (kWh) |
| $R_{max}$ | maximum charging amount (kWh) per slot allowed for the battery |
| $D_t$ | amount of energy discharged from the battery at time slot $t$ (kWh) |
| $D_{max}$ | maximum discharging amount per slot allowed from the battery (kWh) |
| $B_t$ | battery energy level at time slot $t$ (kWh) |
| $B_{min}$ | minimum energy level required in the battery (kWh) |
| $B_{max}$ | maximum energy level allowed in the battery (kWh) |
| $C_{le}$ | entry cost for battery due to each charging activity ($\$/hr$) |
| $C_{lk}$ | entry cost for battery due to each discharging activity ($\$/hr$) |
| $x_{e,t}$ | entry cost for battery at time slot $t$ as $x_{e,t} = 1_{R,t}C_{le} + 1_{D,t}C_{lk}$ (kWh) |
| $x_{a,t}$ | net amount of energy change in battery at time slot $t$, as $x_{a,t} = (Q_t + S_{r,t} - D_t)$ (kWh) |
| $x_\tau$ | average entry cost for battery over the $T_w$-slot period ($\$/hr$) |
| $x_{w}$ | average net amount of energy change in battery over the $T_w$-slot period (kWh) |
| $C_{e}(\cdot)$ | cost function associated with average usage amount $x_w$ ($\$/hr$) |
| $\alpha$ | weight for the cost of scheduling delay |
| $\alpha_t$ | energy storage control action vector at time slot $t$ |
| $\Delta_w$ | desired change of battery energy level within $T_w$ slots (kWh) |
| $\mu$ | weight for delay related queues in Lyapunov function |

We consider a residential-side electricity consuming entity powered by the conventional grid and a local renewable generator (RG) (e.g., wind or solar generators). An energy storage battery is co-located with RG to store energy from both power sources and supply power to the user. The energy storage management (ESM) system is shown in Fig. 1. As a part of the ESM system, a load scheduling mechanism is implemented to schedule each load task to meet its delay requirements. We assume the ESM system operates in discrete time slots with $t \in \{0, 1, \ldots\}$, and all operations are performed per time slot $t$. Each component of the ESM system is described below.

### A. Load Scheduling

We assume the user has load tasks in various types arriving over time slots. An example of the scheduling time line of two loads is shown in Fig. 2. Let $W_t$ denote the load arriving at the beginning of time slot $t$. It is given by $W_t = \rho_t \lambda_t$, where $\rho_t$ and $\lambda_t$ are the load intensity and duration for $W_t$, respectively. We assume $\lambda_t$ is an integer multiple of time slots, and the minimum duration for any load is 1, i.e., $\lambda_t \in \{1, 2, \ldots\}$. Let $d_t^{max}$ denote the maximum delay allowed for $W_t$ before it is served (multiple of time slots), and let $d_t$ denote the actual delay incurred for $W_t$ before it is served. We have

$$d_t \in \{0, 1, \ldots, d_t^{max}\}, \forall t.$$  \hspace{1cm} (1)

Thus, the earliest serving time duration for $W_t$ is $[t, t + \lambda_t]$, and the latest serving time duration is $[t + d_t^{max}, t + d_t^{max} + \lambda_t]$. We define an indicator function $1_{S,t}(d_r) = \{1 : t \in [\tau - d_r, \tau + d_r + \lambda_r]; 0 : \text{otherwise}\}$, for $\forall \tau \leq T$. It indicates whether or not the load $W_t$ is being served at time slot $t$. Consider a $T_w$-slot period. We define $d_w$ as the average delay of all arrived loads within this $T_w$-slot period, given by

$$\frac{1}{T_w} \sum_{\tau=0}^{T_w-1} d_r.$$  \hspace{1cm} (2)

Besides the per load maximum delay $d_t^{max}$ constraint in (1), we impose a constraint on the average delay $d_w$ as

$$d_w \in [0, d_{w}^{max}]$$  \hspace{1cm} (3)

where $d_{w}^{max}$ is the maximum average delay for the loads within the $T_w$-slot period. It is straightforward to see that for constraint (3) to be effective, we have $d_{w}^{max} \leq \max_{t\in[0,T_w-1]}(d_t^{max})$, for $\forall t$. The average delay $d_w$ reflects the average quality of service for the loads within the $T_w$-slot period. We define a cost function $C_d(d_w)$ associated with $d_w$. A longer delay reduces the quality of service and incurs a higher cost. Thus, we assume $C_d(\cdot)$ to be a continuous, convex, non-decreasing function with derivative $C'_d(\cdot) < \infty$.  

\footnote{Without loss of generality, we start the $T_w$-period at time slot $t = 0$.}
respectively. We assume the time slot where the first term in (5) represents the total energy over a \( T_o \)-slot period is defined by
\[
\mathcal{J} = \frac{1}{P_t} \sum_{t=0}^{T_o-1} E_t P_t.
\]

**Renewable generator:** An RG is used as an alternative energy source in the ESM system. Let \( S_t \) denote the amount of renewable energy harvested at time slot \( t \). We assume \( S_t \) is first used to supply the loads scheduled to be served at time slot \( t \). Denote this portion by \( S_{w,t} \), we have
\[
S_{w,t} = \min \left\{ \sum_{r=0}^{t} \rho_r S_{t,r}(d_r), S_t \right\}
\]
where the first term in (5) represents the total energy over those scheduled loads that need to be served at time slot \( t \). The remaining portion of \( S_t \), if any, can be stored into the battery. Since there is a cost associated to the battery charging activity, we use a controller to determine whether or not to store the remaining portion into the battery. Let \( S_{r,t} \) denote the amount of renewable energy charged into the battery at time slot \( t \). It is bounded by
\[
S_{r,t} \in [0, S_t - S_{w,t}].
\]

**2) Battery Operation:** The battery can be charged from either the grid, the renewable generator, or both at the same time. Let \( Q_t \) denote the portion of \( E_t \) from the grid that is stored into the battery at time slot \( t \). The total charging amount at time slot \( t \) is bounded by
\[
Q_t + S_{r,t} \in [0, R_{\text{max}}]
\]
where \( R_{\text{max}} \) is the maximum charging amount per slot for the battery. Similarly, let \( D_t \) denote the discharging amount from the battery at time slot \( t \), bounded by
\[
D_t \in [0, D_{\text{max}}]
\]
where \( D_{\text{max}} \) is the maximum discharging amount per slot allowed from the battery. We assume there is no simultaneous charging and discharging activities at the battery, i.e.,
\[
(Q_t + S_{r,t}) \cdot D_t = 0.
\]
Let \( B_t \) denote the battery energy level at time slot \( t \). With a finite capacity, \( B_t \) is bounded by
\[
B_t \in [B_{\text{min}}, B_{\text{max}}]
\]
where \( B_{\text{min}} \) and \( B_{\text{max}} \) are the minimum energy required and maximum energy allowed in the battery, respectively. The dynamics of \( B_t \) over time due to charging and discharging activities are given by
\[
B_{t+1} = B_t + Q_t + S_{r,t} - D_t.
\]

It is known from battery technology that frequent charging/discharging activities cause a battery to degrade over time \([32]–[34]\). Both the frequency of charging or discharging and the amount that is charged or discharged affect the battery lifetime. Given this, we model two types of battery operational costs associated with the charging/discharging activities: entry cost and usage cost.

The entry cost is a fixed cost incurred due to each charging or discharging activity. Define two indicator functions to represent charging and discharging activities as
\[
1_{R,t} = \begin{cases} 1 : & Q_t + S_{r,t} > 0; \quad 0 : & \text{otherwise} \end{cases}
\]
\[
1_{D,t} = \begin{cases} 1 : & D_t > 0; \quad 0 : & \text{otherwise} \end{cases}
\]
respectively. Let \( C_{\text{rc}} \) denote the entry cost for each charging activity and \( C_{\text{dc}} \) for that of the discharging activity. Let \( x_{e,t} \) denote the entry cost at time slot \( t \). It is given by
\[
x_{e,t} = 1_{R,t} C_{\text{rc}} + 1_{D,t} C_{\text{dc}}.
\]
We define the time-averaged entry cost over the \( T_o \)-slot period as
\[
x_{e} = \frac{1}{T_o} \sum_{t=0}^{T_o-1} x_{e,t}.
\]

The usage cost is defined as the cost associated with the battery charging and discharging amount. Let \( x_{u,t} = |Q_t + S_{r,t} - D_t| \) denote the net amount of energy change in battery at time slot \( t \) due to charging or discharging. From (7) and (8), it follows that \( x_{u,t} \) is bounded by
\[
x_{u,t} \in [0, \max \{ R_{\text{max}}, D_{\text{max}} \}].
\]

In general, the battery usage cost is associated with charge cycle\(^3\). Each charge cycle typically lasts for a period of time in a day\(^3\). To approximate this, we consider the average net amount of energy change in the battery over the \( T_o \)-slot period, defined as
\[
\overline{x_u} = \frac{1}{T_o} \sum_{t=0}^{T_o-1} x_{u,t}.
\]
From (12), it is straightforward to see that \( \overline{x_u} \) is bounded by
\[
\overline{x_u} \in [0, \max \{ R_{\text{max}}, D_{\text{max}} \}].
\]
We model the usage cost as a function of \( \overline{x_u} \), denoted by \( C_u(\overline{x_u}) \). It is known that faster charging/discharging within a fix period has a more detrimental effect on the life time of the battery. Thus, we assume \( C_u(\overline{x_u}) \) is a continuous, convex, non-decreasing function with derivative \( C_u'(\overline{x_u}) < \infty \).

Based on the above, the average battery operational cost over the \( T_o \)-slot period due to charging/discharging activities is given by
\[
\overline{x_u} + C_u(\overline{x_u}).
\]

---

\(^3\)We consider an ideal battery model with no leakage of stored energy over time and full charging/discharging efficiency.

\(^4\)The lifetime of battery can be coarsely measured by the number of full charge cycles.

\(^5\)Charging the battery and then discharging it to the same level is considered a charge cycle.

\(^6\)Such a convex cost function has also been adopted in literature\([36], [37]\).
C. Supply and Demand Balance

For each load \( W_t \) arrived at time slot \( \tau \), if it is scheduled to be served at time slot \( t \) (\( \geq \tau \)), the energy supply needs to meet the amount \( \rho_t \) scheduled for \( W_t \). The overall energy supply must be equal to the total demands from those loads which need to be served at time slot \( t \). Thus, we have supply and demand balance relation given by

\[
E_t - Q_t + S_{w,t} + D_t = \sum_{\tau=0}^{t} \rho_{\tau} 1_{S,\tau}(d_{\tau}), \ \forall t. \tag{13}
\]

III. Joint Energy Storage Management and Load Scheduling: Problem Formulation

Our goal is to jointly optimize the load scheduling and energy flows and storage control for the ESM system to minimize an overall system cost over the \( T_o \)-slot period. The loads, renewable generation, and price \( \{W_t, S_t, P_t\} \) have complicated statistical behaviors which may be non-stationary and thus are often difficult to acquire or predict in practice. In our design, we assume arbitrary dynamics for \( \{W_t, S_t, P_t\} \) and do not assume their statistical knowledge being known. We intend to develop a real-time control algorithm that is capable to handle such arbitrary and unknown system inputs.

We model the overall system cost as a weighted sum of the cost from energy purchase and battery degradation, and the cost of scheduling delay. Define \( a_t \triangleq [E_t, Q_t, D_t, S_{w,t}, S_{r,t}] \) as the control action vector for the energy flow in the ESM system at time slot \( t \). Our goal is to find an optimal policy \( \{a_t, d_t\} \) that minimizes the time-averaged system cost. This optimization problem is formulated as follows

\[
P1: \min_{\{a_t, d_t\}} J + \bar{\tau}_e + C_u(x_{\bar{u}}) + \alpha C_d(d_{\bar{w}})
\]

s.t. (1), (3), (4), (6), (9), (13), and

\[
0 \leq S_{r,t} + Q_t \leq \min \{R_{\text{max}}, B_{\text{max}} - B_t\} \tag{14}
\]

\[
0 \leq D_t \leq \min \{D_{\text{max}}, B_t - B_{\text{min}}\} \tag{15}
\]

where \( \alpha \) is the positive weight for the cost of scheduling delay. It sets the relative weight between energy related cost and load delay incurred by scheduling in the joint optimization.

Note that in \( P1 \), \( \{W_t, S_t, P_t\} \) are random, and their future values are unknown at time slot \( t \). Thus, \( P1 \) is a finite time horizon joint stochastic optimization problem which is difficult to solve. Joint energy storage control and load scheduling complicates the problem, making it much more challenging than each separate problem alone. The finite battery capacity imposes a hard constraint on the control actions \( \{a_t\} \), making \( \{a_t\} \) correlated over time, due to the time-coupling dynamics of \( B_t \) in (11). Furthermore, the finite time horizon problem is much more difficult to tackle than the infinite time horizon problem as considered in most existing energy storage works. New techniques need to be developed for a real-time control solution.

In the following, we focus on proposing a real-time algorithm to provide a suboptimal solution to \( P1 \) with a certain performance guarantee. To do this, we first modify \( P1 \) to allow us to design a real-time algorithm for joint energy storage control and load scheduling at every time slot. We later discuss how our solution can meet the constraints of \( P1 \).

A. Problem Modification

Due to the finite battery capacity constraint, the control actions \( \{a_t\} \) are coupled over time. To remove the time coupling, similar to the technique used in our previous work [14] for energy storage only problem, we remove the finite battery capacity constraint, and instead we impose a constraint on the change of battery energy level over the \( T_o \)-slot period. Specifically, by (11), the change of battery energy level over the \( T_o \)-slot period is \( B_{T_o} - B_0 = \sum_{t=0}^{T_o-1} (Q_t + S_{r,t} - D_t) \). We now set this change to be a desired value \( \Delta_u \), i.e.,

\[
\frac{1}{T_o}\sum_{t=0}^{T_o-1} (Q_t + S_{r,t} - D_t) = \frac{\Delta_u}{T_o}. \tag{16}
\]

Note that, \( \Delta_u \) is only a desired value we set, which may not be achieved by a control algorithm at the end of \( T_o \)-slot period. We will quantify the amount of mismatch with respect to \( \Delta_u \) under our proposed control algorithm in Section V. By the battery capacity and (dis)charging constraints, it is easy to see that \( |\Delta_u| \leq \Delta_{\text{max}} \triangleq \min\{B_{\text{max}} - B_{\text{min}}, T_o \max \{R_{\text{max}}, D_{\text{max}}\}\} \).

We now modify \( P1 \) to the following optimization problem by adding the new constraint (16), and removing the battery capacity constraint (10)

\[
P2: \min_{\{a_t, d_t\}} J + \bar{\tau}_e + C_u(x_{\bar{u}}) + \alpha C_d(d_{\bar{w}})
\]

s.t. (1), (3) - (9), (13), (16).

Note that by removing the battery capacity constraint (10), we remove the dependency of per-slot charging/discharging amount on \( B_t \) in constraints (14) and (15), and replace them by (7) and (8), respectively.

B. Problem Transformation

In \( P2 \), both battery average usage cost \( C_u(x_{\bar{u}}) \) and scheduling delay cost \( C_d(d_{\bar{w}}) \) are functions of time-averaged variables, which complicates the problem. Using the technique introduced in [38], we now transform the problem into one that only contains the time-average of the functions. Specifically, we introduce auxiliary variables \( \gamma_{u,t} \) and \( \gamma_{d,t} \) for \( x_{\bar{u},t} \) and \( d_{\bar{w},t} \), respectively, and impose the following constraints

\[
0 \leq \gamma_{u,t} \leq \max\{R_{\text{max}}, D_{\text{max}}\}, \ \forall t \tag{17}
\]

\[
\gamma_{u} = \gamma_{u,t} \tag{18}
\]

\[
0 \leq \gamma_{d,t} \leq \min\{a_{t}^{\text{max}}, d_{t}^{\text{max}}\}, \ \forall t \tag{19}
\]

\[
\gamma_{d} = \gamma_{d,t} \tag{20}
\]

where \( \gamma_{u} \triangleq \frac{1}{T_o}\sum_{t=0}^{T_o-1} \gamma_{u,t}, \) for \( i = u, d \). The above constraints ensure that each auxiliary variable lies in the same range as its original variable, and its time average is the same as that of its original variable. Define \( \overline{C_i}(\gamma_{i,t}) \triangleq \frac{1}{T_o}\sum_{t=0}^{T_o-1} C_i(\gamma_{i,t}) \) as the time average of \( C_i(\gamma_{i,t}) \) over \( T_o \) slots, for \( i = u, d \). Applying (18) and (20) to the objective of \( P2 \), and defining \( \pi_t \triangleq \{a_t, d_t, \gamma_{u,t}, \gamma_{d,t}\} \), we transform \( P2 \) into the following optimization problem

\[
P3: \min_{\{\pi_t\}} J + \bar{\tau}_e + C_u(\gamma_{u}) + \alpha C_d(\gamma_{d})
\]

s.t. (1), (3) - (9), (13), (16) - (20),

where the terms in the objective are all \( T_o \)-slot time-averaged cost functions. We can show that \( P2 \) and \( P3 \) are equivalent,
i.e., they have the same optimal control solution \( \{a_t^*, d_t^*\} \) (See Appendix A).

Although P3 is still difficult to solve, it enables us to design a dynamic control and scheduling algorithm for joint energy storage control and load scheduling by adopting Lyapunov optimization technique [13]. In the following, we propose our real-time algorithm for P3, and then design parameters to ensure the proposed solution meets the battery capacity constraint in the original P1 which is removed in P2.

IV. JOINT ENERGY STORAGE MANAGEMENT AND LOAD SCHEDULING: REAL-TIME ALGORITHM

By Lyapunov optimization, we first introduce virtual queues for each time-averaged inequality and equality constraints of P3 to transform them into queue stability problems. Then, we design a real-time algorithm based on the drift of Lyapunov function defined on these virtual queues.

A. Virtual Queues

We introduce a virtual queue \( X_t \) to meet constraint (3), evolving as follows

\[
X_{t+1} = \max \left( X_t + d_t - d_{\text{max}}, 0 \right).
\]

From (2), the above results in \( \frac{d_t}{T_o} \leq d_{\text{max}} + (X_{T_o} - X_0)/T_o \). Thus, formulating the virtual queue \( X_t \) in (21) will guarantee to meet the average delay constraint (3) with a margin \((X_{T_o} - X_0)/T_o \). In Section V we will further discuss this constraint under our proposed algorithm.

For constraint (16), dividing both sides by \( T_o \) gives the time-averaged net change of battery energy level per slot being \( \Delta_u/T_o \). To meet this constraint, we introduce a virtual queue \( Z_t \), evolving as follows

\[
Z_{t+1} = Z_t + Q_t + S_{r,t} - D_t - \frac{\Delta_u}{T_o}.
\]

From (11) and (22) above, we can show that they are different by a time-dependent shift as follows

\[
Z_t = B_t - A_t, \quad \text{where} \quad A_t = A_o + \frac{\Delta_u}{T_o} t.
\]

The linear time function \( \frac{\Delta_u}{T_o} t \) in \( A_t \) is to ensure that constraint (16) is satisfied. Due to this shift \( A_t \), the range of \( Z_t \) is expanded to the entire real line, i.e., \( Z_t \in \mathbb{R} \) for \( B_t \in \mathbb{R}^+ \). Note that \( A_o \) is a design parameter. Later, we design \( A_o \) to ensure that our control solution \( \{a_t\} \) for the energy flows in our proposed algorithm satisfies the battery capacity constraint (10) imposed in P1.

Finally, to meet constraints (13) and (19), we establish virtual queues \( H_{u,t} \) and \( H_{d,t} \), respectively, as follows

\[
H_{u,t+1} = H_{u,t} + \gamma_{u,t} X_{u,t} - x_{u,t}\]

\[
H_{d,t+1} = H_{d,t} + \gamma_{d,t} X_{d,t} - d_{t}.
\]

From Lyapunov optimization, it can be shown that satisfying constraints (3), (16), (18), and (19) is equivalent to maintaining the stability of queues \( X_t, Z_t, H_{u,t}, \) and \( H_{d,t} \), respectively [13].

B. Real-Time Algorithm

Note that \( Z_t \) and \( H_{u,t} \) are the virtual queues related to the battery operation, while \( X_t \) and \( H_{d,t} \) are those related to the scheduling delay. Let \( \Theta_t \triangleq [Z_t, H_{u,t}, X_t, H_{d,t}] \) denote the virtual queue vector. We define the quadratic Lyapunov function \( L(\Theta_t) \) for \( \Theta_t \) as follows

\[
L(\Theta_t) = \frac{1}{2} Z_t^2 + H_{u,t}^2 + \mu (X_t^2 + H_{d,t}^2) \]

where \( \mu \) is a positive weight to adjust the relative importance of load delay related queues in the Lyapunov function. We define a one-slot sample path Lyapunov drift as \( \Delta(\Theta_t) \triangleq L(\Theta_{t+1}) - L(\Theta_t) \), which only depends on the current system inputs \{\( W_t, S_t, P_t \)\}.

Instead of directly minimizing the system cost objective in P3, we consider the drift-plus-cost metric given by \( \Delta(\Theta_t) + V[\sum_{\tau=0}^t r_{\tau} + \sum_{\tau=0}^t \sum_{\tau=0}^t C_d(\gamma_{d,\tau})] \). It is a weighted sum of the drift \( \Delta(\Theta_t) \) and the system cost at time slot \( t \) with \( V > 0 \) being the relative weight between the two terms.

Directly using the drift-plus-cost function to determine control action \( \pi_t \) is still challenging. In the following, we use an upper bound of this drift-plus-cost function to design our real-time algorithm. The upper bound is derived in Appendix B as (34). Using this upper bound, we formulate a per-slot real-time optimization problem and solve it at every time slot \( t \). By removing all the constant terms independent of control action \( \pi_t \), we arrive at the following optimization problem

\[
P_4: \min_{\pi_t} Z_t [E_t + S_{r,t} + S_{w,t} - \rho_t S_{t} (d_t)] - |H_{u,t}| S_{w,t} + H_{u,t} [\gamma_{u,t} - (E_t + S_{r,t})] + |H_{u,t}| \rho_t S_{t} (d_t)
\]

\[
+ \mu X_t d_t + \mu H_{d,t} (\gamma_{d,t} - d_t)
\]

\[
+ V [E_t P_t + x_{u,t} + C_d(\gamma_{u,t}) + \alpha C_d(\gamma_{d,t})]
\]

s.t. (1), (4) - (9), (13), (17), (19).

Note that the term \( \sum_{\tau=0}^t \rho_t S_{t} (d_{\tau}) \) in the upper bound (34) is the total energy demand from the scheduled loads at time slot \( t \). Since delay \( d_t \) for \( t \in \{0, 1, \ldots, t - 1\} \) are determined in previous time slot \( \tau \leq t - 1 \) by solving P4, only \( \rho_t S_{t} (d_{t}) \) is a function of \( \pi_t \) at time slot \( t \), and is part of the objective of P4.

Denote the optimal solution of P4 by \( \pi_t^* \triangleq [a_t^*, d_t^*, \gamma_{u,t}^*, \gamma_{d,t}^*] \). After regrouping the terms in the objective of P4 with respect to different control variables, we show that P4 can be separated into four sub-problems to be solved sequentially and variables in \( \pi_t^* \) can be determined separately. The steps are described below.

1) Determine \( d_t^* \) and \( \gamma_{d,t}^* \) by solving the following P4a1 and P4a2, respectively.

\[
P_4a_1: \min_{d_t} \mu d_t (X_t - H_{d,t}) - \rho_t S_{t} (d_t) (Z_t - |H_{u,t}|)
\]

s.t. (1).

\[
P_4a_2: \min_{\gamma_{d,t}} \mu H_{d,t} \gamma_{d,t} + V \alpha C_d(\gamma_{d,t}) \quad \text{s.t. (19)}.
\]

2) Determine \( S_{w,t}^* \) in (5) using \( d_t^* \) obtained in 1).

3) Using \( S_{w,t}^* \) obtained in 2) in (13), determine \( \gamma_{u,t}^* \) and
a_t^* by solving the following P4b1 and P4b2, respectively.

\[ \text{P4b1:} \quad \min_{x, z, t} H_{u,t} x_{u,t} + V C_u (x_{u,t}) \quad \text{s.t. (17)} \]
\[ \text{P4b2:} \quad \min_{x_t} E_t (Z_t - H_{u,t} + V P_t) + S_{r,t} (Z_t - H_{u,t}) + V (1 R_t c_r + 1 D_t c_d) \quad \text{s.t. (4) - (9), (13)} \]

Remark: An important and interesting observation of the above is that the joint optimization of load scheduling and energy storage control can in fact be separated: The scheduling decision d_t^* is determined first in P4b1. Based on the resulting energy demand in the current time slot t, energy storage control decision a_t^* is then determined in P4b2. Note that the two sub-problems are interconnected through the current virtual queue backlog Z_t and H_{u,t} for the battery energy level B_t and battery energy net change x_{u,t}, respectively. The storage control decision a_t^* will further change the battery energy level and affect H_{u,t} at the next time slot. Thus, although the scheduling and storage decisions are separately determined, they are interconnected through battery energy level and usage, and sequentially influence each other.

In the following, we solve each subproblem and obtain a closed-form solution. As a result, the optimal solution \( \pi_t^* \) is obtained in closed-form.

1) The optimal \( d_t^* \): The optimal scheduling delay \( d_t^* \) for P4b1 is given below.

Proposition 1: Let \( \rho_0 \triangleq -\rho_t (Z_t - |H_{u,t}|) \), \( \rho_1 \triangleq \mu (X_t - H_{d,t}) \), and \( \omega_{d_{\text{max}}} \triangleq \mu_{d_{\text{max}}} (X_t - H_{d,t}) \).

1) If \( X_t - H_{d,t} \geq 0 \), then \( d_t^* = 0 \) if \( \omega_0 \leq \rho_1 \)

2) If \( X_t - H_{d,t} < 0 \), then \( d_t^* = \max \{ \omega_{d_{\text{max}}} \) otherwise.

Proof: See Appendix [A]

Remark: Note that \( \omega_0 \), \( \rho_1 \), and \( \omega_{d_{\text{max}}} \) are the objective values of P4b1 when \( d_t = 0 \), and \( d_{\text{max}}^d \), respectively. Furthermore, \( \omega_0 \) depends on the virtual queue backlog \( Z_t \) and \( H_{u,t} \) related to the battery energy level, while \( \omega_1 \) and \( \omega_{d_{\text{max}}} \) depend on the virtual queue backlog \( X_t \) and \( H_{d,t} \) related to load delay. Proposition 1 shows that the scheduling decision for load \( W_t \) is to either immediately serve it \( d_t^* = 0 \) or delay its serving time \( (d_t^* = 1 \ or \ d_{\text{max}}^d) \). This decision depends on whether the battery energy is high enough (so \( W_t \) will be served immediately) or the delays for the scheduled loads so far are low enough (so \( W_t \) will be delayed). When the load is delayed to serve, the delay should be either minimum or maximum depending on the existing scheduling delays of the past loads.

2) The optimal \( \gamma_{d,t}^* \) and \( \gamma_{u,t}^* \): Since \( C_d (\cdot) \) and \( C_u (\cdot) \) are both convex, the objectives of P4b2 and P4b1 are convex. Let \( C_{i,t}^d (\cdot) \) denote the first derivative of \( C_i (\cdot) \), and \( C_{i,t}^{d-1} (\cdot) \) denote the inverse function of \( C_{i,t}^d (\cdot) \), for \( i = d, u \). We obtain the optimal solutions \( \gamma_{d,t}^*, \gamma_{u,t}^*, i = d, u \), for P4b2 and P4b1 as follows.

Lemma 1: The optimal \( \gamma_{d,t}^* \), for \( i = d, u \), is given by

\[ \gamma_{d,t}^* = \begin{cases} \frac{1}{\lambda_i} \max \{ H_{d,t} - \rho_t (Z_t - |H_{u,t}|), 0 \} & \text{if } H_{d,t} \geq 0 \\ 0 & \text{otherwise} \end{cases} \]

where \( \beta_u = 1, \beta_d = \alpha / \mu, \Gamma_i \triangleq \max \{ R_{\text{max}}, D_{\text{max}} \} \), and \( \Gamma_d \triangleq \max \{ d_{\text{max}}^d, d_{\text{max}}^u \} \).

Proof: See Appendix [B]

3) The optimal \( a_t^* \): Once the scheduling decision \( d_t^* \) for \( W_t \) is determined, the total energy demand from the scheduled loads, i.e., \( \sum_{t=0}^{t} \rho_t S_{r,t} (d_t^*) \), is determined. Given this energy demand, P4b2 is solved to obtain the optimal control solution \( [E_t^*, Q_t^*, D_t^*, S_{r,t}^*] \) in \( a_t^* \). This subproblem for energy storage and control is essentially the same as in [14], where the energy storage only problem is considered. Thus, the closed-form solution can be readily obtained from [14]. Here we directly state the result.

Define \( Z_t^* = \sum_{t=0}^{t} \rho_t S_{r,t} (d_t^*) \) as the current energy demand at time slot \( t \). Define the idle state of the battery as the state where there is no charging or discharging activity. The control solution under this idle state is denoted by \( \{ E_t, Q_t, D_t, S_{r,t} \} \). By supply-demand balancing equation (13), it is given by \( E_t^d = Z_t^* - S_{w,t}^* - Q_t^d = S_{d,t}^d = 0 \). Let \( \xi_t \) denote the objective value in P4b2 for the battery being in the idle state. We have \( \xi_t = (Z_t^* - S_{w,t}^*) (Z_t - H_{u,t} + V P_t) \). Denote \( a_t^* = \{ E_t^*, Q_t^*, D_t^*, S_{r,t}^* \} \). The optimal control solution \( a_t^* \) of P4b2 is given in three cases below.

i) For \( Z_t - H_{u,t} + V P_t \leq 0 \): The battery is in either charging or idle state. The solution \( a_t^* \) in charging state is given by \( D_t' = 0, S_{r,t}' = \min \{ S_t - S_{w,t}^*, R_{\text{max}} \} \), \( Q_t' = \min \{ R_{\text{max}} - S_{r,t}', E_{\text{max}} - L_t^* - S_{w,t}^* \} \), \( E_t' = \min \{ L_t^* + R_{\text{max}} - S_{w,t}^* - S_{r,t}', E_{\text{max}} \} \). If \( E_t' (Z_t - H_{u,t} + V P_t) + (Z_t - H_{u,t}) S_{r,t}' + V C_{r,1} R_t < \xi_t \), then \( a_t^* = a_t^0 \); Otherwise, \( a_t^* = a_t^d \).

ii) For \( Z_t - \mu_t H_{u,t} < 0 \leq Z_t - H_{u,t} + V P_t \): The battery is either in charging, discharging, or idle state. The solution \( a_t^* \) in charging or discharging state is given by \( D_t' = \min \{ L_t^* - S_{w,t}^*, D_{\text{max}} \} \), \( S_{r,t}' = \min \{ S_t - S_{w,t}^*, R_{\text{max}} \} \), \( Q_t' = 0 \), \( E_t' = [L_t^* - S_{w,t}^* - D_{\text{max}}] \). If \( E_t' (Z_t - H_{u,t} + V P_t) + (Z_t - H_{u,t}) S_{r,t}' + V C_{r,1} R_t + C_{d,1} D_t < \xi_t \), then \( a_t^* = a_t^e \); Otherwise, \( a_t^* = a_t^d \).

iii) For \( 0 \leq Z_t - H_{u,t} < Z_t - H_{u,t} + V P_t \): The battery is in either discharging or idle state. The solution \( a_t^* \) in discharging state is given by \( S_{r,t}' = Q_t' = 0 \), \( E_t' = [L_t^* - S_{w,t}^* - D_{\text{max}}] \). If \( E_t' (Z_t - H_{u,t} + V P_t) + V C_{d,1} D_t < \xi_t \), then \( a_t^* = a_t^e \); Otherwise, \( a_t^* = a_t^d \).

In each case above, the cost of charging or discharging is compared with the cost \( \xi_t \) of being in an idle state, and the control solution of P4b2 is the one with the minimum cost. The condition for each case depends on \( Z_t, H_{u,t} \) and \( P_t \), where
Algorithm 1 Real-Time Joint Load Scheduling and Energy Storage Management

Set the desired value of $\Delta_u$. Set $A_o$ and $V$ as in (28) and (29), respectively.

At time slot $t$: Obtain the current values of $\{W_t, S_t, P_t\}$.

1) Load scheduling: Determine $d_t^*$ according to Proposition 1 and $\gamma_{d,t}^*$ according to (27), respectively.

2) Energy Storage Control:
   a) Renewable contribution: Determine $S_{w,t}^*$ in (3) using $d_t^*$ obtained above.
   b) Energy purchase and storage: Determine $\gamma_{a,u,t}^*$ according to (27) and $a_t^*$ according to Cases i)-iii) in Section IV-B3.

3) Updating virtual queues: Use $\pi_t^*$ to update $B_t$ based on (11), and $X_t, Z_t, U_{h,t}, H_{d,t}$ based on (21) - (25).

$Z_t$ and $H_{u,t}$ are rated to battery energy level $B_t$ and usage cost $x_{a,u,t}$, respectively. Thus, Cases i)-iii) represent the control actions at different battery energy levels (i.e., low, moderate, or high) and electricity prices.

4) Feasibility of $a_t^*$ to P1: Recall that we have removed the battery capacity constraint (10) when modifying P1 to P2. Thus, this constraint is no longer imposed in P4h2, and our real-time algorithm may not provide feasible control solutions $\{a_t^*\}$ to P1. To ensure the solution is still feasible to the original problem P1, we design our control parameters $A_o$ and $V$. The result readily follows [14, Proposition 2]. We omit the details and only state the final result below.

Proposition 2: For the optimal solution $a_t^*$ of P4h2, the resulting $B_t$ satisfies the battery capacity constraint (10), and $\{a_t^*\}$ is feasible to P1, if $A_o$ in (23) is given by

$$A_o = \begin{cases} A_o' & \text{if } \Delta_u \geq 0 \\ A_o' - \Delta_u & \text{if } \Delta_u < 0 \end{cases}$$

where $A_o' = B_{\min} + V P_{\max} + V C_t'(\Gamma_u) + \Gamma_u + D_{\max} + \Delta_{\max}$, and $V \in [0, V_{\max}]$ with

$$V_{\max} = \frac{B_{\max} - B_{\min} - R_{\max} - D_{\max} - 2\Gamma_u - |\Delta_u|}{P_{\max} + C_t'(\Gamma_u)}.$$  

C. Discussions

We summarize the proposed real-time joint load scheduling and energy storage control in Algorithm 1. Due to the separation of joint optimization, the algorithm provides a clear sequence of control decisions at each time slot $t$.

Recall that we modify the original joint optimization problem P1 to P3, and apply Lyapunov optimization to propose a real-time algorithm for P3 which is to solve the per-slot optimization problem P4. We then design system parameters $A_o$ and $V_{\max}$ to ensure our solution satisfies the battery capacity constraint, which is removed when we modify P1 to P4. As a result, our proposed solution by Algorithm 1 is feasible to P1. Furthermore, we have the following discussions.

1) In modifying P1, we remove the battery capacity constraint (10) and instead impose a new constraint (16) on the overall change of battery energy level over $T_o$ slots to be $\Delta_u$. Note that this constraint is set as a desired outcome, i.e., $\Delta_u$ is a desired value. The actual solution $a_t^*$ in the proposed algorithm may not satisfy this constraint at the end of the $T_o$-slot period, and thus may not be feasible to P3. Nonetheless, setting $A_o$ and $V$ as in (28) and (29) guarantees that $\{a_t^*\}$ satisfy the battery capacity constraint (10) and therefore are feasible to P1.

2) In designing the real-time algorithm by Lyapunov framework, virtual queue $X_t$ in (21) which we introduce for the average delay constraint (3) can only ensure the constraint is satisfied with a margin as indicated below (21). As a result, constraint (3) can only be approximately satisfied. However, this relaxation is mild in practice for the average delay performance. Note that the per-load maximum delay constraint (1) is strictly satisfied for $d_t^*$ by Algorithm 1. We will show in simulation that the achieved average delay $\Delta_{\text{avg}}$ by Algorithm 1 in fact meets constraint (3).

3) We point out that the load scheduling and energy storage control decisions are provided in closed-form by Algorithm 1. Thus, the algorithm is particularly suitable for real-time implementation with a constant computational complexity $O(1)$. Furthermore, no statistical assumptions on the loads, renewable source, and pricing $\{W_t, S_t, P_t\}$ are required in the algorithm. They can be non-stochastic or stochastic with arbitrary dynamics (including non-stationary processes). This allows the algorithm to be applied to general scenarios, especially when these statistics are difficult to predict. Finally, despite that Algorithm 1 is a suboptimal solution for P1, we will show in the following that it provides a provable performance guarantee.

V. PERFORMANCE ANALYSIS

In this section, we analyze the performance of Algorithm 1 and discuss the mismatch involved in some constraints as a result of the real-time algorithm design.

A. Algorithm Performance

To evaluate the proposed algorithm, we consider a T-slot look-ahead problem. Specifically, we partition $T_o$ slots into $T$ frames with $T_o = MT$, for $M, T \in \mathbb{N}^+$. For each frame, we consider the same problem as P1 but the objective is the T-slot averaged cost within the frame and the constraints are all related to time slots within the frame. In addition, we assume $\{W_t, S_t, P_t\}$ for the entire frame are known beforehand. Thus, the problem becomes a non-causal static optimization problem and we call it a T-slot look-ahead problem. Let $u^*_{\text{opt}}$ be the corresponding minimum objective value achieved by a T-slot look-ahead optimal solution over the $n$th frame. We intend to bound the performance of Algorithm 1 (with no knowledge of future values of $\{W_t, S_t, P_t\}$) to the optimal T-slot look-ahead performance (with full knowledge of $\{W_t, S_t, P_t\}$ in a frame).

We denote the objective value of P1 achieved by Algorithm 1 over $T_o$-slot period by $u^*(V)$, where $V$ is the weight value used in Algorithm 1. The following theorem provides a bound of the cost performance under our proposed real-time algorithm to $u^*_{\text{opt}}$ under the T-slot look-ahead optimal solution.

Theorem 1: Consider $\{W_t, S_t, P_t\}$ being any arbitrary processes over time. For any $M, T \in \mathbb{N}^+$ satisfying $T_o = MT$,
the $T_o$-slot average system cost under Algorithm $\Pi$ is bounded by
\[
u^o(V) - \frac{1}{M} \sum_{m=0}^{M-1} \nu_m^o \leq \frac{GT}{V} + \frac{L(\Theta_0) - L(\Theta_{T_o})}{VT_o} + C_{\alpha}^c(\Gamma_u)(H_{u,0} - H_{u,T_o}) + \alpha C_{\alpha}^c(\Gamma_d)(H_{d,0} - H_{d,T_o}) \]
where $G$ is given in (43) and the upper bound is finite. In particular, as $T_o \rightarrow \infty$, we have
\[
\lim_{T_o \to \infty} u^o(V) - \lim_{T_o \to \infty} \frac{1}{M} \sum_{m=0}^{M-1} \nu_m^o \leq \frac{GT}{V}. 
\]

Proof: See Appendix [4].

Remark: Theorem 1 shows that our proposed algorithm is able to track the “ideal” $T$-slot lookahead optimal solution with a bounded gap, for all possible $M$ and $T$. Also, for the best performance, we should always choose $V = \max$. The bound in (31) gives the asymptotic performance as $T_o$ increase. Since $\max$ in (29) increases with $B_{\max}$, it follows that Algorithm $\Pi$ is asymptotically equivalent to the optimal $T$-slot look-ahead solution as the battery capacity and $T_o$ go to infinity. Note that, as $T_o \rightarrow \infty$, $P_1$ becomes an infinite time horizon problem with average sample path cost objective $\Pi$. The bound in (31) provides the performance gap of long-term time-averaged sample-path system cost of our proposed algorithm to the $T$-slot look-ahead policy.

B. Design Approximation

1) Average scheduling delay $d_{\max}$: Recall that, by Algorithm $\Pi$ using the virtual queue $X_t$ in (21), the average delay constraint $\Delta$ is approximately satisfied with a margin, i.e., $d_w \leq d_{\max} + \epsilon_d$, where $\epsilon_d \triangleq (X_{T_o} - X_0)/T_o$ is the margin. We now bound $\epsilon_d$ below.

Proposition 3: Under Algorithm $\Pi$ the margin $\epsilon_d$ for constraint $\Delta$ is bounded as follows
\[
|\epsilon_d| \leq \frac{2G}{\mu T_o} + \frac{L(\Theta_0)}{\mu T_o} + \frac{|X_0|}{T_o}. 
\]

Proof: See Appendix [4].

Proposition 3 indicates that the margin $\epsilon_d \rightarrow 0$ as $T_o \rightarrow \infty$. Thus, the average delay is asymptotically satisfied. Note that, for $X_0 = 0$, $\epsilon_d \rightarrow 0$. If $X_0 > 0$, it is possible that $\epsilon_d < 0$ and constraint $\Delta$ is satisfied with a negative margin. However, this will drive $d_w^*$ to be smaller which may cause higher system cost. Thus, we set $X_0 = 0$ in Algorithm $\Pi$.

2) Mismatch of $\Delta$: In our design, we set $\Delta$ as a desired value for the change of battery energy level over $T_o$-slot period as in new constraint $\Delta$. This value may not be achieved by Algorithm $\Pi$. Define the mismatch by $\epsilon_u \triangleq \sum_{r=0}^{T_o-1}(Q_r + S_r, r - D_r) - \Delta_u$. The bound for $\epsilon_u$ follows from the result in [4]. Proposition 3 is shown below.

\[
|\epsilon_u| \leq 2G_u + R_{\max} + VP_{\max} + VC_{\alpha}^c(\Gamma_u) + D_{\max}. 
\]

Note that $\max$ in (29) increases as $|\Delta_u|$ decreases, and a larger $\max$ is preferred for better performance by Theorem $\Pi$.

8As $T_o \rightarrow \infty$, constraint (19) becomes $\lim_{T_o \to \infty} \sum_{r=0}^{T_o-1}(Q_r + S_r, r - D_r) = 0$ as in the infinite time horizon problem (39).

Thus, a smaller $|\Delta_u|$ is preferred. Note also that our simulation study shows that the actual mismatch $\epsilon_u$ is much smaller than this upper bound.

VI. SIMULATION RESULTS

We set each slot to be 5 minutes and consider a 24-hour duration. Thus, we have $T_o = 288$ slots for each day. We assume $P_t$, $S_t$, and $W_t$ do not change within each slot. We collect data from Ontario Energy Board [40] to set the price $P_t$. As shown Fig. 3 top, it follows a three-stage price pattern as $\{P_h, P_m, P_l\} = \{\$0.118, \$0.099, \$0.063\}$ and is periodic every 24 hours. We assume $\{S_t\}$ to be solar photovoltaic energy. It is a non-stationary process, with the mean amount $\overline{S}_t = \mathbb{E}[S_t]$ changing periodically over 24 hours, and having three-stage values as $\{\overline{S}_h, \overline{S}_m, \overline{S}_l\} = \{1.98, 0.96, 0.005\}/12$ kWh per slot, and standard deviation as $\sigma_{S_t} = 0.45\overline{S}_t$, for $i = h, m, l$, as shown in Fig. 3 middle. We assume the load $\{W_t\}$ is a non-stationary process, having three-stage mean values $\overline{W}_t = \mathbb{E}[W_t]$ as $\{\overline{W}_h, \overline{W}_m, \overline{W}_l\} = \{2.4, 1.38, 0.6\}/12$ kWh per slot, and standard deviation as $\sigma_{W_t} = 0.27\overline{W}_t$, for $i = h, m, l$, as shown in Fig. 3 bottom. For each load $W_t$, we generate $\lambda_t$ from a uniform distribution with interval $[1, 12]$, and $\rho_t = W_t/\lambda_t$. We set $d_{\max}$ in (1) to be identical for all $t$.

We set the battery related parameters as follows: $R_{\max} = 0.165$ kWh, $C_p = C_{de} = 0.001$, $B_{\min} = 0$, and the battery initial energy level $B_0 = 0$. Unless specified, we set $B_{\max} = 3$ kWh. We set $E_{\max} = 0.3$ kWh. Also, we set the weights $\alpha = 1$ and $\mu = 1$ as the default values. Since $\max$ increases as $|\Delta_u|$ decreases, to achieve best performance $\Pi$, we set $\Delta_u = 0$ and $V = \max$.

We consider an exemplary case where the battery usage cost and the delay cost are both quadratic functions, given as

\[
\text{We set the mean renewable amount to be } \{\overline{S}_h, \overline{S}_m, \overline{S}_l\} = \{1.98, 0.96, 0.005\} \text{ kWh per hour. Converting to per slot energy amount with 5 minutes duration, we have } \{1.98, 0.96, 0.005\}/12 \text{ kWh per slot.}
\]

We set these values based on that the average energy harvested by photovoltaic is about 20 kWh within a day for a residential home.

\[
\text{Similar as } \overline{S}_t, \text{ the mean load is converted from energy amount per hour to per slot. The mean values are set based on that the each residential household on average consumes 1 ~ 2 kWh per hour.}
\]

\[
\text{Assuming a household consumes 1 ~ 2 kWh per hour on average, we set the values of } R_{\max} \text{ and } D_{\max} \text{ to be in the same range for load supply. Thus, per slot, we have } R_{\max} = D_{\max} = 1.98 \text{ kWh/12 = 0.165 kWh.}
\]

\[
\text{A detailed study of } \Delta_u \text{ can be found in [14].}
\]
by $C_u(x_u) = k_u x_u^2$ and $C_d(d_u) = k_d d_u^2$. The constant $k_u > 0$ is a battery cost coefficient depending on the battery characteristics. We set it as $k_u = 0.2$. The constant $k_d > 0$ is a normalization factor based on the desired maximum average delay $d_{\text{max}}$ in (3). It is set as $k_d = 1/(d_{\text{max}})^2$, such that the cost for an average delay $d_u = d_{\text{max}}$ is normalized to 1. The optimal $\gamma_{i,t}^* \triangleq \frac{H_{i,t}}{\gamma_i}$ can be determined with $C_i(\Gamma_i) = 2k_i \Gamma_i$, and $C_i^{-1}(\frac{H_{i,t}}{\gamma_i}) = \frac{H_{i,t}}{2k_i \Gamma_i}$, for $i = u, d$.

A. An Example of Load Scheduling

In Fig. 4 we show a fraction of the load scheduling results by Algorithm 1, where we set $d_{\text{max}} = 18$ slots and $\alpha = 0.005$. Each horizontal bar represents a scheduled load $W_i$ with the width representing the load intensity $\rho_i$ and the length representing the total duration from arrival to service being completed. For a delayed load, the delay is indicated in different color before the load is scheduled. In this example, we see some loads are immediately scheduled, while others are scheduled at $d_{\text{max}}$. The total energy demand at each time slot is the vertical summation over all loads that are scheduled in this time slot.

B. Effect of Scheduling Delay Constraints

1) Effect of $d_{\text{max}}$ and $d_{\text{max}}$: We study how the average system cost objective of P1 under our proposed algorithm varies with different delay requirements. We set $d_{\text{max}} = d_{\text{max}}$, $\forall t$, and plot the average system cost vs. $d_{\text{max}}$ in Fig. 5 for different values of weight $\alpha$ in the cost objective. As can be seen, the system cost decreases as $d_{\text{max}}(d_u)$ increases. This shows that relaxing the average delay constraint gives more flexibility to load scheduling, where each load can be scheduled at lower electricity price, resulting in lower system cost. This demonstrates that flexible load scheduling is more beneficial to the overall system cost. In addition, we see that a larger value $\alpha$ gives more weight on minimizing the delay in the objective, resulting in a higher system cost.

Next, we study the effect of load delay constraints on the monetary cost, i.e., the cost of energy purchasing and battery degradation, given by $\overline{J} + \overline{C}_l + C_u(x_u)$ in the objective of P1. The monetary cost indicates how much saving a consumer could actually have, by allowing longer service delay. In Fig. 6 we plot the monetary cost vs. $d_{\text{max}}$ for $d_{\text{max}} = 216$. We see a clear trade-off between the monetary cost and the load delay. The trade-off curve can be used to determine the desired operating point. For comparison, we also consider the case in which all loads are served immediately after arrival, i.e., $d_{\text{max}} = 0$. This is essentially the case with only energy storage

but no load scheduling. Thus, the monetary cost is independent of $d_{\text{max}}$. We see a substantial gap between the two curves and the gap increases with $d_{\text{max}}$. This clearly shows the benefit of joint load scheduling and energy storage management.

2) Average delay $d_u$: We now study the average delay $d_u$ achieved by our proposed algorithm vs. $d_{\text{max}}$ for various $d_{\text{max}}$ in Fig. 4. As we see, the actual averaged delay $d_u$ increases with the average delay requirement. This is because, with a more relaxed constraint on the delay, loads can be shifted to a later time in order to reduce the system cost, resulting in larger average delay. However, the increase is sublinear with respect to $d_{\text{max}}$. Similarly, we observe that increasing the per load maximum delay $d_{\text{max}}$ increases $d_u$. Finally, recall that we study the margin for average delay constraint $\alpha$, under our proposed algorithm in Proposition 3. To see how the resulting $d_u$ meets constraint $\alpha$, we plot the line $d_{\text{max}}$ in Fig. 7. As we see, $d_u$ is below $d_{\text{max}}$ for all values of $d_{\text{max}}$ and $d_{\text{max}}$.

3) Effect of $\mu$: Weight $\mu$ is used to control the relative importance of virtual queues related to the battery and those to delay in Lyapunov function $L(\Theta_i)$ in (20) and Lyapunov drift $\Delta(\Theta_i)$. For Lyapunov drift $\Delta(\Theta_i)$, if $\mu$ is large, the two queues $X_i$ and $H_{d,i}$ related to the load delay will dominate the drift. This will affect the drift-plus-cost objective considered in our proposed algorithm and thus the performance. To study the effect of $\mu$ on the performance, in Fig. 8 we evaluate the average system cost for different values of $\mu$. We see that a lower system cost is achieved by smaller value of $\mu$. This is
because, with smaller $\mu$, the drifts of $X_t$ related to delay is less significant in the overall drift. This allows wider difference between $d_w$ and $d_{\text{max}}$, i.e., smaller $d_w$ and lower delay cost.

### C. Performance vs. Battery Capacity

We consider two other algorithms for comparison: A) **No storage or scheduling**: In this case, neither energy storage nor load scheduling is considered. Each load is served immediately using energy purchased from the conventional grid and/or renewable generator. B) **Storage only**: In this method, only battery storage is considered but every load is served immediately without a delay. This is essentially the algorithm provided in [13].

In Fig. 9, we compare our proposed algorithm to the above two alternative algorithms under various battery capacity $B_{\text{max}}$. Since algorithm A does not use a battery, the system cost is unchanged over $B_{\text{max}}$ and is 0.01. We do not plot the curve as the cost is much higher than the rest of two algorithms we considered. For algorithm B and our proposed Algorithm 1, as can be seen, the system costs reduces as $B_{\text{max}}$ increases. This is because a larger battery capacity allows charging/discharging to be more flexible based on the current demand and electricity price, resulting in a lower system cost. Comparing the two, we see that joint load scheduling and energy storage control provides further reduction in system cost.

### VII. CONCLUSION

In this work, we have considered joint energy storage management and load scheduling for the ESM system, where renewable source, loads, and price may be non-stationary and their statistics are unknown. For load scheduling, we have characterized each load task by its power intensity and service duration, and have considered the maximum per load delay and maximum average delay requirements. For storage control, our storage model includes details of the battery operational constraints and cost. Aiming at minimizing the overall system cost over a finite period of time, we have designed a real-time algorithm for joint load scheduling and energy storage control, where we have provided a closed-form per slot scheduling and energy storage decisions. As a result, we have shown that the joint load scheduling and energy storage control can in fact be separately and sequentially determined in our real-time algorithm. Furthermore, we have shown that our proposed real-time algorithm has a bounded performance guarantee from an optimal $T$-slot look-ahead solution and is asymptotically equivalent to the optimal $T$-slot look-ahead solution, as the battery capacity and time period go to infinity. Simulation results have demonstrated the gain of joint load scheduling and storage control provided by our proposed algorithm over other real-time schemes which consider neither storage nor scheduling, or with storage only.
APPENDIX A

PROOF OF EQUIVALENCE OF P2 AND P3

Proof: The proof follows the same approach as in [13] Lemma 1. Let $u_2^*$ and $u_3^*$ denote the minimum objective values of P2 and P3, respectively. Since the optimal solution of P3 satisfies all constraints of P3, it is a feasible solution of P3. Thus, we have $u_3^* \leq u_2^*$. By Jensen’s inequality and convexity of $C_i(\cdot)$ for $i = d, u$, we have $C_{\mu}(\gamma_{u}) \geq C_{\mu}^{(u)}(\gamma_{d}) = C_{\mu}(\gamma_{d})$ and $C_{\mu}(\gamma_{u}) \geq C_{\mu}^{(u)}(\gamma_{w}) = C_{\mu}(\gamma_{w})$. This means $u_3^* \geq u_2^*$. Hence, we have $u_2^* = u_3^*$ and P3 and P2 are equivalent. ■

APPENDIX B

UPPER BOUND ON DRIFT-PLUS-COST FUNCTION

The following lemma presents an upper bound on the drift $\Delta(\Theta_t)$.

Lemma 2: The one-slot Lyapunov drift $\Delta(\Theta_t)$ is upper bounded by

$$\Delta(\Theta_t) \leq Z_t \left( E_t + S_{r,t} + S_{w,t} - \sum_{\tau=0}^{t} \rho \tau S_{t}(d_{\tau}) - \frac{\Delta u}{T_o} \right) + H_{u,t} \left( \gamma_{u,t} \right) - H_{u,t} \left( E_t + S_{r,t} + S_{w,t} - \mu X_t - d_{\text{max}} + G \right) + \left| H_{u,t} \right| \left( S_{w,t} - \sum_{\tau=0}^{t} \rho \tau S_{t}(d_{\tau}) \right) + \mu H_{d,t} \left( \gamma_{d,t} - d_{t} \right) \quad (34)$$

where $G = \frac{1}{2} \max \left\{ \left( R_{\text{max}} - \frac{\Delta u}{T_o} \right)^2, (D_{\text{max}} + \frac{\Delta u}{T_o})^2 \right\} + \frac{1}{2} \max \left\{ \left( R_{\text{max}}^2, D_{\text{max}}^2 \right) \right\} + \frac{1}{2} \max \left\{ \left( d_{\text{max}}^2, \left( d_{\text{max}} - \frac{\Delta u}{T_o} \right)^2 \right) \right\}$

Proof: From the definition of $\Delta(\Theta_t)$, we have

$$\Delta(\Theta_t) \leq L(\Theta_{t+1}) - L(\Theta_t) = \frac{1}{2} \left( Z_{t+1}^2 - Z_t^2 \right) + H_{d,t} \left( \gamma_{d,t} - d_{t} \right)$$

where from queue $[22], Z_{t+1}^2 - Z_t^2$ can be presented by

$$\frac{Z_{t+1}^2 - Z_t^2}{2} = Z_t \left( Q_t + S_{r,t} - D_t - \frac{\Delta u}{T_o} \right) + \left( Q_t + S_{r,t} - D_t - \frac{\Delta u}{T_o} \right)^2 \quad (35)$$

Note that from [16], we have $\frac{\Delta u}{T_o} \leq \max \{ R_{\text{max}}, D_{\text{max}} \}$. For a given value of $\Delta u$, by (12) and (13), $\left( Q_t + S_{r,t} - D_t - \frac{\Delta u}{T_o} \right)^2$ is upper bound by $\max \left\{ \left( R_{\text{max}} - \frac{\Delta u}{T_o} \right)^2, (D_{\text{max}} + \frac{\Delta u}{T_o})^2 \right\}$. By the supply-demand balance (13), the first term on RHS of (35) can be replaced by $Z_t \left( Q_t + S_{r,t} - D_t - \frac{\Delta u}{T_o} \right)$

$$Z_t \left( E_t + S_{r,t} + S_{w,t} - \sum_{\tau=0}^{t} \rho \tau S_{t}(d_{\tau}) - \frac{\Delta u}{T_o} \right) \quad (37)$$

From (24), $H_{u,t} \left( \gamma_{u,t} \right)$ in (35) can be presented by

$$H_{u,t} \left( \gamma_{u,t} - x_{u,t} \right) + \frac{\left( \gamma_{u,t} - x_{u,t} \right)^2}{2} \quad (38)$$

Note that from (12) and (17), the second term of RHS in (38) is upper bounded by $\left( \gamma_{u,t} - x_{u,t} \right)^2 \leq \max \{ R_{\text{max}}^2, D_{\text{max}}^2 \}$.

We now find the upper bound for $-H_t x_{u,t}$ in the first term on RHS of (38). By the supply-demand balance (13), $-H_t x_{u,t}$ can be replaced by

$$-H_t x_{u,t} = -H_{u,t} \left( |Q_t + S_{r,t} - D_t| \right) = -H_{u,t} \left( E_t + S_{r,t} + S_{w,t} - \sum_{\tau=0}^{t} \rho \tau S_{t}(d_{\tau}) \right) \quad (39)$$

The upper bound of $-H_t x_{u,t}$ in (39) is obtained as follows.

1) For $H_{u,t} \geq 0$: We have

$$-H_{u,t} \left( E_t + S_{r,t} + S_{w,t} - \sum_{\tau=0}^{t} \rho \tau S_{t}(d_{\tau}) \right) \leq -H_{u,t} \left( E_t + S_{r,t} + S_{w,t} - \sum_{\tau=0}^{t} \rho \tau S_{t}(d_{\tau}) \right)$$

$$= -H_{u,t} \left( E_t + S_{r,t} - H_{u,t} \left( S_{w,t} - \sum_{\tau=0}^{t} \rho \tau S_{t}(d_{\tau}) \right) \right) \quad (39)$$

2) For $H_{u,t} < 0$: We have

$$-H_{u,t} \left( E_t + S_{r,t} + S_{w,t} - \sum_{\tau=0}^{t} \rho \tau S_{t}(d_{\tau}) \right) \leq -H_{u,t} \left( E_t + S_{r,t} + S_{w,t} - \sum_{\tau=0}^{t} \rho \tau S_{t}(d_{\tau}) \right)$$

$$\leq -H_{u,t} \left( E_t + S_{r,t} - H_{u,t} \left( S_{w,t} - \sum_{\tau=0}^{t} \rho \tau S_{t}(d_{\tau}) \right) \right)$$

Combine the above cases for $H_{u,t}$, we have $-H_t x_{u,t}$ in (39) upper bounded by

$$-H_{u,t} \left( E_t + S_{r,t} + S_{w,t} - \sum_{\tau=0}^{t} \rho \tau S_{t}(d_{\tau}) \right) \leq -H_{u,t} \left( E_t + S_{r,t} + S_{w,t} - \sum_{\tau=0}^{t} \rho \tau S_{t}(d_{\tau}) \right)$$

$$\leq -H_{u,t} \left( E_t + S_{r,t} - H_{u,t} \left( S_{w,t} - \sum_{\tau=0}^{t} \rho \tau S_{t}(d_{\tau}) \right) \right)$$

From (21), we have $X_{t+1}^2 \leq \left( X_t + d_t - d_{\text{max}} \right)^2$. Thus, $\left( X_{t+1}^2 - X_t^2 \right)$ in (35) is bounded by

$$\frac{X_{t+1}^2 - X_t^2}{2} \leq X_t \left( d_t - d_{\text{max}} \right) + \frac{1}{2} \left( d_t - d_{\text{max}} \right)^2 \quad (40)$$

where by (11), the last term in RHS of (40) is upper bounded by $\left( d_t - d_{\text{max}} \right)^2 \leq \max \left\{ \left( d_t - d_{\text{max}} \right)^2, \left( d_t - d_{\text{max}} \right)^2 \right\}$. From (25), $H_{d,t+1}^2 - H_{d,t}^2$ in (35) can be presented by

$$\frac{H_{d,t+1}^2 - H_{d,t}^2}{2} = H_{d,t} \left( \gamma_{d,t} - d_t \right) + \frac{\left( \gamma_{d,t} - d_t \right)^2}{2} \quad \leq H_{d,t} \left( \gamma_{d,t} - d_t \right) + \frac{\left( \gamma_{d,t} - d_t \right)^2}{2} \quad (41)$$

where the last inequality is derived from the bounds of $\gamma_t$ in (19) and $d_t$ in (11). We give the upper bound of (35) as follows

$$\Delta(\Theta_t) \leq L(\Theta_{t+1}) - L(\Theta_t) \leq Z_t \left( E_t + S_{r,t} + S_{w,t} - \sum_{\tau=0}^{t} \rho \tau S_{t}(d_{\tau}) - \frac{\Delta u}{T_o} \right)$$
for $i$ and $t$, we have

$$G \triangleq \frac{1}{2} \max \left\{ \left( R_{\max} - \frac{\Delta_u}{T_o} \right)^2, \left( D_{\max} + \frac{\Delta_u}{T_o} \right)^2 \right\} + \frac{1}{2} \max \left\{ R_{\max}^2, D_{\max}^2 \right\} + \frac{\mu}{2} \left( d_{\max}^2 \right)^2$$

(42)

We need to compare the objective values of $P_4_{a1}$ under all serving options. The optimal delay $d_i^*$ is the one that achieves the minimum objective value. Because $d_t \cdot 1_{S,t}(d_t) = 0$, we have the following cases:

1) If the load is immediately served, we have $1_{S,t}(d_t) = 1$ and $d_t = 0$. The objective value becomes $\omega_o$.

2) If the load is delayed, we have $d_t > 0$ and $1_{S,t}(d_t) = 0$. The objective function is reduced to $\mu d_t (X_t - H_{d,t})$. For $X_t - H_{d,t} \geq 0$, the objective value is $\omega_1$; Otherwise, the value is $\omega_{d_{\max}}$.

Comparing $\omega_o$ to $\omega_1$ or $\omega_{d_{\max}}$, we obtain $d_i^*$.

### Appendix D

#### Proof of Lemma 1

**Proof:** Since $\mu$, $\alpha$ and $V$ are all positive weights, and $C_i(\gamma_i)$'s are assumed to be continuous, convex and non-decreasing functions with respect to $\gamma_i$, and maximum derivatives $C_i'(\Gamma_i) < \infty$, for $i = d, u$, the optimal $\gamma_i$'s are determined by examining the derivatives of the objective functions of $P_4_{a2}$ and $P_4_{b1}$. Note that, given $u_{a,t}$ in (17) and $\gamma_{d,t}$ in (19), $C_i(\gamma_i) \geq 0$ and increases with $\gamma_i$ for $i = d, u$. For $\beta_i$ defined in Lemma 1, we have

1) For $H_{i,t} \geq 0$: We have $\mu_d H_{d,t} + V \alpha C_d'(\gamma_{d,t}) > 0$ and $H_{u,t} + V C_u'(\gamma_{u,t}) > 0$. Thus, the objectives of $P_4_{a2}$ and $P_4_{b1}$ are both monotonically increasing functions, and the minimum values are obtained when $\gamma_i = 0$ for $i = d, u$.

2) For $H_{i,t} < -V \beta_i C_i'(\Gamma_i)$: Since $V C_i'(\Gamma_i) \geq V C_i(\gamma_i)$ for $i = d, u$, we have $\mu_d H_{d,t} + V \alpha C_d'(\gamma_{d,t}) < 0$ and $H_{u,t} + V C_u'(\gamma_{u,t}) < 0$. The objectives of $P_4_{b1}$ are both monotonically decreasing functions. From (19), the minimum objective value of $P_4_{a2}$ is reached with $\gamma_i = \Gamma_d$ where $\Gamma_d \triangleq \min \{ d_{\max}, d_{\max} \}$; The minimum objective value of $P_4_{b1}$ is reached with $\gamma_i = \Gamma_u$ where $\Gamma_u \triangleq \min \{ R_{\max}, D_{\max} \}$.

3) For $-V \beta_i C_i'(\Gamma_i) \leq H_{i,t} \leq 0$: In this case, $\gamma_{d,t}$ and $\gamma_{u,t}$ are the roots of $\mu_d H_{d,t} + V \alpha C_d'(\gamma_{d,t}) = 0$ and $H_{u,t} + V C_u'(\gamma_{u,t}) = 0$, respectively. We have $\gamma_i = C_i^{-1} \left( \frac{H_{i,t}}{V \beta_i} \right)$ for $i = d, u$.

Thus, we have $\gamma_i$ as in (27).

### Appendix E

#### Proof of Theorem 1

**Proof:** A $T$-slot sample path Lyapunov drift is defined by $\Delta_T(\Theta_t) \triangleq L(\Theta_{t+T}) - L(\Theta_t)$. We upper bound it as follows

$$\Delta_T(\Theta_t) \leq \frac{Z_1}{2} \sum_{t=1}^{t+T-1} \left( Q_r + S_r,t - D_r - \frac{\Delta_u}{T_o} \right)^2 + \frac{\mu}{2} \left[ \sum_{t=1}^{t+T-1} (d_r - d_{\max}) + \sum_{t=1}^{t+T-1} (d_r) \right] + \frac{\mu}{2} \left[ \sum_{t=1}^{t+T-1} (d_r - d_{\max}) \right] + \frac{\mu}{2} \left[ \sum_{t=1}^{t+T-1} (d_r) \right]$$

where $G$ is defined in Lemma 2.

Assume $T_o = MT$. We consider a per-frame optimization problem below, with the objective of minimizing the time-averaged system cost within the $mth$ frame of length $T$ time slots.

$$\mathbf{P_F} : \min_{\{a_t, \gamma_t\}} \frac{1}{T} \sum_{t=mT}^{(m+1)T-1} \left[ E_t P_t + x_{e,t} + C_u(\gamma_{u,t}) + \alpha C_d(\gamma_{d,t}) \right]$$

s.t. (1), (3), (6), (9), (13) - (15), (17) - (20).

We show that $\mathbf{P_F}$ is equivalent to $\mathbf{P_1}$ in which $T_o$ is replaced by $T$. Let $u_{mT}$ denote the minimum objective value of $\mathbf{P_F}$. The optimal solution of $\mathbf{P_1}$ satisfies all constraints of $\mathbf{P_F}$ and therefore is feasible to $\mathbf{P_F}$. Thus, we have $u_{mT} \leq u_{mT}^{opt}$. By Jensen’s inequality and convexity of $C_i(\cdot)$ for $i = d, u$, we have $C_d(\gamma_{d}) \geq C_d(\gamma_{d}) = C_d(a_{d})$ and $C_u(\gamma_{u}) \geq C_u(\gamma_{u}) = C_u(a_{u})$. Note that introducing the auxiliary variables $\gamma_{u,t}$ with constraints (17) and (18), and $\gamma_{d,t}$ with constraints (19) and (20) does not modify the problem. This means $u_{mT} \geq u_{mT}^{opt}$. Hence, we have $u_{mT} = u_{mT}^{opt}$ and $\mathbf{P_F}$ and $\mathbf{P_1}$ are equivalent.

From (44) and the objective of $\mathbf{P_F}$, we have the $T$-slot drift-plus-cost metric for the $mt$ frame upper bounded by

$$\Delta_T(\Theta_t) + V \sum_{t=mT}^{(m+1)T-1} \left[ E_t P_t + x_{e,t} + C_u(\gamma_{u,t}) + \alpha C_d(\gamma_{d,t}) \right]$$
the following relations

\[ \sum_{t=mT}^{(m+1)T-1} \left( Q_{t} + S_{t} - D_{t} - \frac{\Delta u}{T_0} \right) + \sum_{t=mT}^{(m+1)T-1} \left( d_t - d_{\max} \right) = 0 \]

\[ + H_{u,t} \sum_{\tau=t}^{(m+1)T-1} \left( u_{t,\tau} - x_{u,\tau} \right) + GT^2 + H_{d,t} \sum_{\tau=t}^{(m+1)T-1} \left( u_{d,\tau} - x_{d,\tau} \right) \]

Let \( \{ \hat{\pi}_t \} \) denote a set of feasible solutions of \( P_f \), satisfying the following relations

\[ \sum_{t=mT}^{(m+1)T-1} \left( \hat{Q}_t + \hat{S}_{t} \right) = \sum_{t=mT}^{(m+1)T-1} \hat{D}_t + \frac{\Delta u}{T_0} \]

\[ \hat{\gamma}_{i,t} = \sum_{t=mT}^{(m+1)T-1} \hat{x}_{i,t}, \text{ for } i = u, d \]

\[ \sum_{t=mT}^{(m+1)T-1} \hat{d}_t \leq \sum_{t=mT}^{(m+1)T-1} d_{\max} \]

with the corresponding objective value denoted as \( \hat{u}_m \).

Note that comparing with P1, we impose per-frame constraints \[ \text{46-48} \] as opposed to \[ \text{16, 18, 20 and 21} \] for the \( T_f \)-slot period, respectively. Let \( \delta \geq 0 \) denote the gap of \( \hat{u}_m \) to the optimal objective value \( u_{m,\text{opt}} \), i.e., \( \hat{u}_m = u_{m,\text{opt}} + \delta \).

Among all feasible control solutions satisfying \[ \text{46-48} \], there exists a solution which leads to \( \delta \to 0 \). The upper bound in \[ \text{45} \] can be rewritten as

\[ \Delta T(\Theta) + V \left( \sum_{t=mT}^{(m+1)T-1} [E_{t}P_{t} + x_{e,t} + C_{u}(\gamma_{u,t}) + \alpha C_{d}(\gamma_{d,t})] \right) \]

\[ \leq GT^2 + V T \lim_{\delta \to 0} \left( u_{m,\text{opt}}^\prime + \delta \right) = GT^2 + V T u_{m,\text{opt}}^\prime . \]

Summing both sides of \[ \text{49} \] over \( m \) for \( m = 0, \ldots, M - 1 \), and dividing them by \( V M T \), we have

\[ \frac{1}{MT} \sum_{m=0}^{M-1} \sum_{t=mT}^{(m+1)T-1} \left( E_{t}P_{t} + x_{e,t} + C_{u}(\gamma_{u,t}) + \alpha C_{d}(\gamma_{d,t}) \right) \]

\[ + \frac{L(\Theta_{T_1}) - L(\Theta_0)}{V M T} \leq \frac{GT}{V} + \frac{1}{M} \sum_{m=0}^{M-1} u_{m,\text{opt}}^\prime . \]

Similarly, we have

\[ C_d(\bar{\pi}_u \gamma) \leq C_d(\gamma_u) \leq C'_d(\gamma_u) = C_u(\bar{\pi}_u \gamma) - C_u(\gamma_u) \]

\[ \leq C_u(\bar{\pi}_u \gamma) - C_d(\Gamma_u) = C(u_{m,\text{opt}}) - C_u(\Gamma_u) \]

[52] Applying the inequalities in \[ \text{52} \] and \[ \text{53} \] to \( C_d(\gamma_u) \) and \( C_d(\gamma_d) \) respectively at LHS of \[ \text{51} \], and combining \[ \text{50} \] and \[ \text{51} \], we have the bound of the objective value \( u^*(V) \) of \( P_1 \) in \[ \text{30} \] achieved by our proposed algorithm.

To show the bound in \[ \text{51} \], as \( T_o \to \infty \), it is suffice to show that both \( H_{u,t} \) and \( H_{d,t} \) in \[ \text{50} \] are bounded. To show these bounds, we need to show that the one-slot Lyapunov drift in \[ \text{35} \] is upper bounded as follows

\[ L(\Theta_{T_1}) - L(\Theta_0) \leq G. \]

To show the above bound for the drift, we choose an alternative feasible solution \( \hat{\pi}_t \) satisfying the following per slot relations: i) \( \hat{Q}_t + \hat{S}_{t} = \hat{D}_t + \frac{\Delta u}{T_0} \); ii) \( \hat{\gamma}_{i,t} = \hat{x}_{i,t} \), for \( i = u, d \); and iii) \( \hat{d}_t \leq d_{\max} \).

With these relations, and by choosing \( \hat{d}_t = d_{\max} \), the terms at RHS of \[ \text{56}, \text{58}, \text{40} \] and \[ \text{41} \] become zeros, and we have \[ \text{55} \]. Averaging \[ \text{55} \] over \( T_o \)-slot period, we have

\[ \frac{1}{T_o} \left( Z_{T_o}^2 + H_{u,T_o}^2 + \mu \left( X_{T_o}^2 + H_{d,T_o}^2 \right) \right) \leq G + \frac{L(\Theta_0)}{T_o} . \]

It follows that \( H_{u,T_o} \leq \sqrt{2T_o G + 2L(\Theta_0)} \) and \( H_{d,T_o} \leq \sqrt{2T_o G + 2L(\Theta_0)/\mu} . \) Since \( \sqrt{2T_o G + 2L(\Theta_0)/T_o} \to 0 \) as \( T_o \to \infty \), for any initial values of \( H_{u,T_o} \) and \( H_{d,T_o} \), the third term in RHS of \[ \text{30} \] goes to zero. Thus, we have \[ \text{51} \].

APPENDIX F

PROOF OF PROPOSITION 3

Proof: To prove \( \epsilon_d \) is bounded, we note that

\[ | \epsilon_d | = \frac{| X_{T_o} - \bar{X}_0 |}{T_0} \leq \frac{| X_{T_o} | + | \bar{X}_0 |}{T_0} . \]

From \[ \text{55} \], it follows that \( | X_{T_o} | \leq \sqrt{2T_o G + 2L(\Theta_0)/\mu} . \) Substituting the above upper bound of \( | X_{T_o} | \) in \[ \text{56} \], we have \[ \text{52} \].
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