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Abstract—In the present paper, we study the effect of antipredator behavior due to fear of predation on a modified Leslie-Gower predator-prey model incorporating prey refuge which predation rate of predators follows Beddington-DeAngelis functional response. The biological justification of the model is demonstrated through non-negativity, boundedness, and permanence. Next, we perform the analysis of equilibrium and local stability. We obtain four equilibrium points where two points are locally asymptotically stable and other points are unstable. Besides, we show the effect of the fear in the model and obtain a conclusion that the increased rate of fear can decrease the density of both populations, and prey populations become extinct. Meanwhile, for the case with a constant rate of fear, the prey refuge helpful to the existence of both populations. However, for the case with the fear effect is large, prey refuge cannot cause the extinction of predators. Several numerical simulations are performed to support our analytical results.

Index Terms—Leslie-Gower model, local stability.

I. INTRODUCTION

In their habitat, each individual always interacts with another individual of the same type or different types, either individuals in a population or individual from another population. Interaction between individuals that tends to increase or decrease the population densities depend on whether the interactions are beneficial or detrimental. Predation is one of the interactions between individuals, like predators and prey. In predation, predators eat prey as their source of food. Thus, the number of the predator is large, while the number of the prey is lower.

In the past few decades, the existence of interacting predators and prey is described in the predator-prey model. It is used to understand the long-time behavior of individuals. Most of the predator-prey model used by several researchers is the classical Lotka-Volterra model where the prey consumption rate of predator is the growth rate of predator with conversion factors [1]. This paper concentrates on the Leslie-Gower model where both populations are growing logistically with the environmental carrying capacity of predator is proportional to the number of prey, emphasizing the fact that there is an upper limit to the rate of increase in both populations, which is not recognized in the Lotka-Volterra model [2].

Many researchers study the Leslie-Gower model with its various modifications. The model has been modified to confirm actual conditions, such as the Alle effect, harvesting, etc. Aziz and Okiye [3] have modified the Leslie-Gower model and showed global stability of the interior equilibrium point in the modified Leslie-Gower model. Then, Gupta and Chandra [4] modified Aziz and Okiye’s model by adding Michaelis-Menten type prey harvesting. Meanwhile, Cai et al. [5] also modified Aziz and Okiye’s model by incorporating the Allee effect on prey and investigated the existence of positive equilibriums, stability, and Hopf bifurcation in the model.

In the predator-prey model, predators who consume prey are denoted as a functional response which means that the predation rate of predators to prey per capita [6]. It is well that the functional response plays an important component in all predator-prey interactions. Holling [7] introduced three types of functional responses that depend on the density of prey. The Holling type I means the predation of predator increases linearly with the number of prey but then suddenly until a constant value when predators are satiated, e.g. [9]. The Holling type II means the predation of predator increases when the number of prey decreases, e.g. [3]. Meanwhile, the Holling type III means the predation of predator increases when the number of prey is huge but the predation of predator decreases when the number of prey is less. In this function, predators focus to eat prey in a location where is more abundant, e.g. [10].

It is well known that three Holling types of functional response are modeled as a function of prey density only. However, this function is unrealistic because it neglects the interference among predators [8]. In some situations, predators have to compete or share food. By experiment, predators do interfere with each other’s activities causing the competition effects and then the prey changes its behavior when the threat of predators increases [11]. Therefore, the predator densities are important to consider in the predator-prey model [6]. Beddington [12] and DeAngelis et al. [13] suggested a function that can describe the ecology system more reasonably. They proposed a function form that depends on predator species and the environment that protects the prey [6]. The function form is Beddington-DeAngelis functional response. Currently, this function has been studied by many researchers. As in [2], Yu has modified Aziz and Okiye’s model by changing Holling type II into Beddington-DeAngelis functional response and investigated the stability of equilibrium points.

Predators can directly disrupt the ecological system by
Leslie-Gower predator-prey model with Beddington-DeAngelis functional response as in [2] by including the effect of fear and prey refuge. The primary discussion of our research is to observe the effect of fear in the model where the rate of fear has an effect on the stability of the model and makes the model more potent. Several numerical simulations are performed to confirm our analytical results.

II. THE MATHEMATICAL MODEL

We respect the model as in [2] where \( x_1(t) \) is the number of prey at time \( t \) and \( x_2(t) \) is the number of predator at time \( t \). The mathematical model is as follows:

\[
\begin{align*}
\frac{dx_1}{dt} &= \left( r_1 - px_1 - \frac{\alpha x_2}{a + bx_1 + cx_2} \right) x_1, \\
\frac{dx_2}{dt} &= \left( r_2 - \frac{\beta x_2}{x_1 + \gamma} \right) x_2,
\end{align*}
\]

with \( x_1(0) > 0 \) and \( x_2(0) > 0 \). All parameters are positive values and their definitions are given as follows: \( r_1 \) (or predators), \( p(\beta) \) is the competition rate of prey (or predators), \( a(\gamma) \) is environmental protects prey (or predators), and \( b, c \) are appropriate constants.

In this paper, we assume that prey populations can refuge from predation. Prey populations that are completely protected from predation are denoted by parameter \( \eta \). Meanwhile, \( (1 - \eta)x \) is the number of prey outside protection where \( \eta \in [0, 1) \) is a constant that measures the protection of prey. Thus, model (1) can be rewritten as follows:

\[
\begin{align*}
\frac{dx_1}{dt} &= \left( r_1 - px_1 - \frac{\alpha(1 - \eta)x_2}{a + b(1 - \eta)x_1 + cx_2} \right) x_1, \\
\frac{dx_2}{dt} &= \left( r_2 - \frac{\beta x_2}{(1 - \eta)x_1 + \gamma} \right) x_2,
\end{align*}
\]

with \( x_1(0) > 0 \) and \( x_2(0) > 0 \). All parameters are positive values and their definitions are similar to model (1).

According to [19], the fear effect can influence prey production. Thus, we incorporate the fear effect by multiplying the birth rate of prey with a factor \( f(k, x) = \frac{1}{1 + k x^2} \) which means the impact of anti-predator response due to fear. Meanwhile, \( k \) is the rate of fear which expresses anti-predator behavior in prey. We assume that the frightened prey forages less and makes the young less protected so that decreases the birth rate of prey [26]. Biologically speaking, the fear effect satisfies several conditions as follows:

\[ f(0, x_2) = 1, \quad f(k, 0) = 1, \quad \lim_{k \to \infty} f(k, x_2) = 0 \]

\[ \lim_{x_2 \to \infty} f(k, x_2) = 0, \quad \frac{\partial f(k, x_2)}{\partial k} < 0, \quad \frac{\partial f(k, x_2)}{\partial x_2} < 0 \]

The meaning of conditions can be shown in [22]. Hence, the model transforms into the following model.

\[
\begin{align*}
\frac{dx_1}{dt} &= \frac{r_1 x_1}{1 + k x_2} - px_1 x_2 - \frac{\alpha(1 - \eta)x_1 x_2}{a + b(1 - \eta)x_1 + cx_2} - dx_1, \\
\frac{dx_2}{dt} &= \left( r_2 - \frac{\beta x_2}{(1 - \eta)x_1 + \gamma} \right) x_2,
\end{align*}
\]
with $x_1(0) > 0$ and $x_2(0) > 0$. All parameters are positive values and their definitions are similar to model (1).

Before we begin to analyze the mathematical model, we set model (3) by applying the following scaling:

$$x = \frac{px_1}{r_2}, \quad y = \frac{px_2}{2br_x}, \quad t = rt, \quad \rho = \frac{kr_2}{p}, \quad \delta = \frac{d}{r_2}$$

$$\sigma = \frac{br_x}{p}, \quad \phi = \frac{\alpha br_x}{p}, \quad \xi = \frac{\alpha br_x}{p}, \quad \theta = b\beta, \quad \nu = \gamma p$$

Thus, model (3) becomes

$$\begin{align*}
\frac{dx}{dt} &= xg_1(x, y), \\
\frac{dy}{dt} &= yg_2(x, y),
\end{align*}$$

(4)

where

$$g_1(x, y) = \left(\frac{\mu}{1 + \rho y} - x - \frac{(1 - \eta)\phi y}{1 + (1 - \eta)\sigma x + \xi y} - \delta\right)$$

$$g_2(x, y) = \left(1 - \frac{\theta y}{(1 - \eta)x + \nu}\right)$$

The initial conditions are $x(0) > 0$ and $y(0) > 0$. All parameters are positive values.

### III. Preliminary Mathematical Results

#### A. Non-negativity

It is known that the model (4) consists of two interacting populations. Therefore, we have to show that the model solutions have non-negativity values. The non-negative solution is guaranteed by theorem as below.

**Theorem 1:** The model solutions with the initial conditions $x(0) > 0$ and $y(0) > 0$ remain non-negative.

**Proof:** From the model (4), we obtain that

$$x(t) = x(0) \exp\left\{\int_0^t g_1(x, y)dt\right\}$$

$$y(t) = y(0) \exp\left\{\int_0^t g_2(x, y)dt\right\}.$$ 

Because $x(0), y(0) > 0$ and the exponential function is non-negative for any real number, then the model solutions remain non-negative, i.e., $x(t) \geq 0$ and $y(t) \geq 0$.

#### B. Boundedness

It is known that the populations have limited resources in the nature. So, the populations must be bounded. The boundedness for populations is showed by using the following Lemma as in [27].

**Lemma 1:** If $u > 0, \nu > 0$, $\frac{dx}{dt} \geq (\nu - ux)x$, when $t \geq t_0$ and $x(t_0) > 0$, then

$$\liminf_{t \to \infty} x(t) \geq \frac{\nu}{u},$$

if $u > 0, \nu > 0$, $\frac{dx}{dt} \leq (\nu - ux)x$, when $t \geq t_0$ and $x(t_0) > 0$, then

$$\limsup_{t \to \infty} x(t) \leq \frac{\nu}{u}.$$ 

**Theorem 2:** Assume that $\eta < 1$ and $\mu > \delta$. Then all solutions of the model (4) with the initial conditions $x(0) > 0$ and $y(0) > 0$ are upper bounded.

**Proof:** From the first equation of the model (4), we have

$$\frac{dx}{dt} \leq x(\mu - \delta - x).$$

Assume that $\mu > \delta$. By using Lemma 1, we obtain

$$\limsup_{t \to \infty} x(t) \leq \mu - \delta \equiv L_1.$$ 

For any sufficiently small $\varepsilon_1 > 0$, there is a $T_1 \geq 0$ such that

$$x(t) \leq \mu - \delta + \varepsilon_1, \quad t \geq T_1.$$ 

Based on the results above and the second equation, we get

$$\frac{dy}{dt} = \frac{y[(1 - \eta)x + \nu - \theta y]}{(1 - \eta)x + \nu}$$

Thus for $t \geq T_1$, we have

$$\frac{dy}{dt} \leq \frac{y[(1 - \eta)(\mu - \delta + \varepsilon_1) + \nu - \theta y]}{(1 - \eta)x + \nu}.$$

Assume that $\eta < 1$ and $\mu > \delta$. Then from Lemma 1, we obtain

$$\limsup_{t \to \infty} y(t) \leq \frac{(1 - \eta)(\mu - \delta + \varepsilon_1) + \nu}{\theta} \equiv L_2.$$ 

#### C. Permanence

In this part, we present the permanence of the model (4). In the biological meaning, this guarantees that every population can survive for a long time. Analytically, the model (4) is permanent if there exist two positive constants $l$ and $L$ such that each solution of the model with the initial conditions satisfies

$$l \leq \min \left\{\liminf_{t \to \infty} x(t), \liminf_{t \to \infty} y(t)\right\},$$

$$L \geq \max \left\{\limsup_{t \to \infty} x(t), \limsup_{t \to \infty} y(t)\right\}.$$ 

**Theorem 3:** The model (4) is permanent when $\omega > 0$.

**Proof:** From Theorem 2, for any sufficiently small $\varepsilon_2 > 0$, there exists $T_2 \geq 0$ such that

$$y(t) \leq \frac{(1 - \eta)(\mu - \delta + \varepsilon_1) + \nu}{\theta} + \varepsilon_2 \equiv M, \quad \text{for } t \geq T_2.$$ 

By using Theorem 2 and the first equation of the model (4), we get

$$\frac{dx}{dt} \geq x(\omega - x),$$

where

$$\omega = \left(\frac{\mu}{1 + \rho M} - \frac{(1 - \eta)\phi M}{1 + \xi M} - \delta\right).$$

Assume that $\omega > 0$. Based on Lemma 1, we get

$$\liminf_{t \to \infty} x(t) \geq \omega.$$
Then from the second equation of the model (4), we obtain
\[
\frac{dy}{dt} \geq y\left(1 - \frac{\theta y}{\nu}\right)
\]
By using Lemma 1 again, we have
\[
\lim_{t \to \infty} \inf y(t) \geq \nu
\]
By choosing \(l \leq \min\{\omega, \frac{\nu}{\eta}\}\) and \(L \geq \max\{L_1, L_2\}\). Hence, we can see that the model (4) is permanent.

IV. THE EQUILIBRIUM AND STABILITY ANALYSIS

In this subsection, we investigate the dynamics of model (4) and recall several results as follows:

A. The equilibrium points

By setting \(\frac{dx}{dt} = \frac{dy}{dt} = 0\), we get the equilibrium points of the model (4) as follows:

- The trivial point of model (4) is \(E_0(0, 0)\) which means the extinction of both populations. This point has always existed.
- Prey only equilibrium point of model (4) is \(E_1(\mu - \delta, 0)\) which means the extinction of predators. This point shall exist when \(\mu > \delta\).
- Predator only equilibrium point of model (4) is \(E_2(0, \frac{\nu}{\eta})\) which means the extinction of prey. This point always exist.
- The interior point of model (4) is \(E_*(x_*, y_*)\) where \(y_* = \frac{1}{\sigma}(1 - \eta)x_* + \nu\) and \(x_*\) are the positive roots of the cubic equation as follows:

\[
U_1x_*^3 + U_2x_*^2 + U_3x_* + U_4 = 0,
\]

with
\[
\begin{align*}
U_1 &= \rho(1 - \eta)^2(\xi + \sigma\theta), \\
U_2 &= (1 - \eta)\rho\nu(2\xi + \sigma\theta) + (1 - \eta) \\
&\quad \cdot [(1 - \eta)[\delta\rho\sigma\theta + \delta\rho\xi + \phi(1 - \eta)] \\
&\quad + \sigma\theta^2 + \rho\theta + \xi\theta], \\
U_3 &= \nu^2\rho\xi + \nu[(1 - \eta)[\delta\rho\sigma\theta \\
&\quad + 2\delta\rho\xi + 2\phi\rho(1 - \eta)] + \theta\rho + \xi\theta] \\
&\quad + \theta[(1 - \eta)[(\xi + \sigma\theta)(\delta - \mu) + \delta\rho] \\
&\quad + \phi(1 - \eta)^2 + \theta], \\
U_4 &= \nu^2\rho[\delta\xi + \phi(1 - \eta)] \\
&\quad + \theta\nu(\xi(\delta - \mu) + \phi(1 - \eta) + \delta\rho] \\
&\quad + \theta^2(\delta - \mu).
\end{align*}
\]

It is well known that \(U_1\) and \(U_2\) are always positive. However, the signs of \(U_3\) and \(U_4\) are not obvious. Therefore, by using Descartes’s rule of signs, we have several conditions for \(U_3\) and \(U_4\) as follows:

- When \(U_3 > 0\) and \(U_4 > 0\), the equation (5) does not contain positive root because there is no change of sign.
- When \(U_3 > 0\) and \(U_4 < 0\), the equation (5) contains one positive root.
- When \(U_3 < 0\) and \(U_4 < 0\), the equation (5) contains one positive root.
- When \(U_3 < 0\) and \(U_4 > 0\), the equation (5) contains two positive roots.

Based on the results above, if \(U_4 < 0\), then the equation (5) contains at least one positive root. Thus, the necessary condition that has at least one positive root for the existence of \(E_*\) is \(U_4\) must be negative. Meanwhile, the explicit form of the root of equation (5) can be obtained by using Cardano’s approach as in [28].

B. The Stability Analysis

Now, we shall analyze the stability of model (4) by investigating eigenvalues from the Jacobian matrix at \(E_0(0, 0)\), \(E_1(\mu - \delta, 0)\), and \(E_2(0, \frac{\nu}{\eta})\) which are respectively given as follows:

\[
\begin{align*}
J_{E_0} &= \begin{bmatrix} \mu - \delta & 0 \\
0 & 1 \end{bmatrix}, \\
J_{E_1} &= \begin{bmatrix} \delta - \mu & (\delta - \mu)\mu\rho + \frac{\phi(1 - \eta)(\delta - \mu)}{\theta + \sigma(1 - \eta)(\delta - \mu)} \\
0 & 1 \end{bmatrix}, \\
J_{E_2} &= \begin{bmatrix} \frac{\theta\mu}{\theta + \sigma\nu} & \frac{\theta\mu(\delta - \mu)(1 - \eta) - \sigma\nu}{\theta + \sigma\nu} \\
\frac{\theta\mu(1 - \eta)}{\theta + \sigma\nu} & \theta + \sigma\nu \end{bmatrix}
\end{align*}
\]

Based on the above analytical results, we obtain several conditions for the stability of each equilibrium point. The equilibrium point \(E_0\) and \(E_1\) are unstable. The equilibrium point \(E_2\) is locally asymptotically stable when \(\frac{\theta\mu}{\theta + \sigma\nu} < \frac{\delta\nu\xi + \phi(1 - \eta)\delta\theta}{\theta + \sigma\nu}\). Meanwhile, the point \(E_2\) is unstable when \(\frac{\theta\mu}{\theta + \sigma\nu} \geq \frac{\delta\nu\xi + \phi(1 - \eta)\delta\theta}{\theta + \sigma\nu}\).

To investigate the stability of the interior point \(E_*(x_*, y_*)\), we identify the Jacobian matrix at \(E_*\) where \(\varphi_{ij}\) is the entry of matrix with row \(i\) and column \(j\) as follows:

\[
J_{E_*} = \begin{bmatrix} \varphi_{11} & \varphi_{12} \\
\varphi_{21} & -1 \end{bmatrix}
\]

where
\[
\begin{align*}
\varphi_{11} &= -x_* + \frac{(1 - \eta)^2\sigma\phi x_* y_*}{[1 + \sigma(1 - \eta)x_* + \xi y_*]^2}, \\
\varphi_{12} &= -\frac{\mu\rho x_*}{(1 + \rho y_*)^2} - \frac{[1 + \sigma(1 - \eta)x_*][1 - \eta]\phi x_*}{[1 + \sigma(1 - \eta)x_* + \xi y_*]^2}, \\
\varphi_{21} &= \frac{\theta(1 - \eta)y_*^2}{[(1 - \eta)x_* + \nu]^2}.
\end{align*}
\]

The trace and determinant values of the Jacobian matrix at \(E_*\) are given as follows:

\[
\begin{align*}
\text{tr}(J_{E_*}) &= -x_* + \frac{(1 - \eta)^2\sigma\phi x_* y_*}{[1 + \sigma(1 - \eta)x_* + \xi y_*]^2} - 1, \\
\det(J_{E_*}) &= \left(x_* - \frac{[1 - \eta]^{2}\sigma\phi x_* y_*}{[1 + \sigma(1 - \eta)x_* + \xi y_*]^2}\right) \\
&\quad + \left(\frac{\theta(1 - \eta)y_*^2}{[(1 - \eta)x_* + \nu]^2}\right) \\
&\quad + \left(\frac{\mu\rho x_*}{(1 + \rho y_*)^2} + \frac{[1 + \sigma(1 - \eta)x_*][1 - \eta]\phi x_*}{[1 + \sigma(1 - \eta)x_* + \xi y_*]^2}\right).
\end{align*}
\]
By using the Routh-Hurwitz criteria, the point \( E_s \) is locally asymptotically stable if it satisfies condition \( \text{tr}(J_{E_s}) < 0 \) and \( \det(J_{E_s}) > 0 \). Therefore, the condition of stability for \( E_s \) is as below:

\[
x_s > \frac{(1 - \eta)^2 \sigma \phi x_s y_s}{[1 + \sigma(1 - \eta)x_s + \xi y_s]^2}
\]

V. THE NUMERICAL SOLUTIONS

In this subsection, we present several numerical solutions to investigate the effect of fear and prey refuge in the model (4). Here, we choose parameter values for numerical solutions as follows:

\[
\mu = 2, \; \delta = 0.5, \; \phi = 2, \; \sigma = 2, \; \xi = 3, \; \theta = 0.7, \; \nu = 0.1 \quad (6)
\]

First, the dynamics of the model (4) with \( \rho = 0, \; \eta = 0 \) is presented in Figure 1a which means that the model (4) does not include the effect of fear and prey refuge. For this case, model (4) has three unstable equilibrium points, namely \( E_0(0,0) \), \( E_1(1.5,0) \) and \( E_2(0,0.14286) \). Meanwhile, the point \( E_s(1.0894,1.6991) \) is locally asymptotically stable where all solutions are convergent to \( E_s \).

In Figure 1b, we set \( \rho = 0, \; \eta = 0.25 \) which means that model (4) does not include fear but only prey refuge. In this case, the result is the same as in Figure 1a. The difference of the previous figure is the point \( E_s \) changes from \( (1.0894,1.6991) \) to \( (1.1976,1.426) \) which is affected by prey refuge.

In Figure 2a, we set \( \rho = 1, \; \eta = 0.25 \). In this case, model (4) includes the fear effect and prey refuge. The result of this case is similar to Figure 1b. However, the difference of the previous figure is the point \( E_s \) changes from \( (1.1976,1.426) \) to \( (0.4587,0.6344) \). If we set \( \rho = 10, \; \eta = 0.25 \) as in Figure 2b, then the point \( E_s \) changes from \( (0.4587,0.6344) \) to \( (0.037,0.1825) \). It is noted that the density of both populations decreases which is caused by the fear effect. Therefore, the rate of fear affects the density of both populations.

In Figure 3a, we set \( \rho = 10, \; \eta = 0.85 \) which means that model (4) includes the effect of fear and prey refuge where the number of prey outside prey refuge is less than the previous case. By comparing Figure 2b with Figure 3a, we obtain that \( E_s \) changes from \( (0.037,0.1825) \) to \( (0.1778,0.181) \). It is noted that the value of \( x_s \) of \( E_s \) increases from \( 0.037 \) to \( 0.1778 \). Meanwhile, the value of \( y_s \) of \( E_s \) reduce from \( 0.1825 \) to \( 0.181 \). Therefore, the existence of prey and predator with a constant rate of fear needs large enough prey refuge. Thus, prey refuge helpful to the existence of both populations.

In Figure 3b, we set \( \rho = 100, \; \eta = 0.85 \) which means that model (4) includes prey refuge and the fear effect that is greater than the previous case. The result of this case shows that the point \( E_2(0,0.14286) \) is locally asymptotically stable and model (4) has no interior point \( E_s \). It is noted that the rate of the fear reduces the number of both populations where \( x_s = 0 \) and \( y_s > 0 \) forever. Therefore, the fear factor cannot cause the extinction of predators but only the extinction of the prey.

In Figure 4, we set \( \rho = 0, \; \eta = 0.85 \) which means that model (4) does not include fear but only prey refuge. The result of this case is the point \( E_s \) is locally asymptotically stable and this is different from Figure 3b. It shows that the prey refuge cannot cause the extinction of the predator.
cannot cause the extinction of predators. For future work, we can observe the global stability of the interior point on the model (4).

VI. CONCLUSIONS

In this paper, we have investigated the fear effect in the modified Leslie-Gower predator-prey model with Beddington-DeAngelis functional response including prey refuge. We find four equilibrium points exist under certain conditions where two equilibrium points are locally asymptotically stable, namely $E_2$ and $E_*$ and other points are unstable. Biologically, we conclude that the effect of fear and prey refuge influences the model (4). The fear effect decreases the number of both populations. If the fear effect is getting large, then the number of both populations is lower, and prey populations become extinct. These results are similar to [24], [29]. For the case with a constant of fear, the existence of prey and predator needs large enough prey refuge. This result is similar to [24]. However, for the case with the fear effect is large, prey refuge cannot cause the extinction of predators. For future work, we refer to the references.
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