VHF radio signal modulation classification based on convolution neural networks
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Abstract. Deep learning architecture has been attracting increasing attention due to the successful applications in various fields. However, its application in radio system has not been well explored. In this paper, we consider the very high frequency (VHF) radio signal modulation classification based on convolution neural networks (CNN). The main principle of CNN is analysed and a five-layer CNN model is built. The proposed CNN-based modulation classification method is proved useful for simulated radio signals generated by MATLAB, that the overall classification accuracy is high even in low SNR. In addition, the proposed CNN-based method is used for real VHF radio signals, and the key factors effecting the classification accuracy are analysed.

1 Introduction

Automatic modulation classification (AMC) has been a hot research topic of communication system in many years. AMC plays an important role in military and cognitive radio applications, especially in very high frequency (VHF) bands. For example, in military affairs, AMC is the precondition of disturbing or intercepting the enemy communication. Once the modulation type of signal is known, the modulation parameters can be estimated, and the investigation and anti-reconnaissance strategies can be formulated. In cognitive radio, AMC allows for dynamically changing modulation without increasing communication overhead.

Previously, AMC has been mainly accomplished by the feature-based methods [1] or the likelihood-based methods [2]. Feature-based methods require the expert features of signal, such as instantaneous amplitude, phase, constellation diagram, cyclic spectrum and cumulants. Likelihood-based methods, including average likelihood ratio test (ALRT), general likelihood ratio test (GLRT) and hybrid likelihood ratio test (HLRT) methods, require the prior information or specific parameters of signal. It should be noted that, traditional feature-based or likelihood-based methods can achieve high classification accuracy under certain conditions. However, they require lots of knowledge and expert design of signals, which lead to high computational complexity in practice. Moreover, with the development of radio technologies and communication systems, modulation mode of signals become complex and traditional methods are limited in some non-ideal environment with low signal-to-noise ratio.

Recently, deep learning (DL) architecture has been attracting increasing attention due to the successful applications in various fields, such as natural language processing (NLP) [3], computer vision (CV) [4], bioinformatics [5] and economics [6]. DL is an emerging field of machine learning (ML) thanks to the improvement in hardware and big data analysis [7]. Compared to classical ML, DL can use more numerous successive layers of non-linear processing units to extract high-order characteristics of data. In general, DL is good at extracting high-order features and is the procedure for mapping input data to output data of deep neural networks.

Many researchers are trying to extend DL to new field, obviously including AMC [8-13]. In [8], the authors propose a DL architecture based on four-layer convolutional neural networks for modulation recognition. It can effectively identify 11 analog and digital modulation signals. In [9], three convolutional neural networks are established based on temporal IQ data, amplitude/phase data and frequency domain data, respectively, and the proposed method can reach modulation classification accuracy of 95% even in low SNR. Based on [8], the authors in [10] propose a new DL architecture using residual neural network (RNN) for 24 modulation signals classification, and the trained deep networks can be effectively transferred to over-the-air datasets. In [11], a modulation recognition algorithm based on antinoise processing and deep sparse-filtering convolutional neural network (AN-SF-CNN), is proposed for modulation classification of VHF radio signals. In [12], a spectrum monitoring framework based on deep CNN model is presented, and the classification accuracy can reach 99.6%. In [13], signal constellation diagram is introduced and two new CNN-based DL models, AlexNet and GoogLeNet, are used for modulation classification.

In this paper, we consider the VHF radio signal modulation classification problem. Based on the DL...
architectures, a multi-layer CNN model is built for addressing this issue. The proposed CNN model consists of five layers and is proved useful for simulated VHF radio signals generated by MATLAB, that the overall classification accuracy is high even in low SNR. In addition, we focus on the modulation classification of real VHF radio signals. Experiments show that the classification accuracy of real radio signal is not very satisfied, and the key factors effecting the accuracy are given.

The rest of this paper is structured as follows. In section II, the main principle of CNN is analysed and the structure of the CNN model for VHF radio signal classification is given. Section III provides simulation and experiment to verify the proposed CNN model, and Section IV gives the conclusions.

2 The structure of CNN

Constructing a deep neural network with multi-layers and multi-units, each layer has the function of extracting a large number of data, which is the core idea of DL. Technically, deep neural network aims at extracting features from raw input data, which is so-called data-driven feature extraction. In traditional artificial feature extraction method, detection and extraction features are complex and may be inaccurate. In contrast, deep neural network can extract complex high-order features by assembling simple features.

DL architecture has many models, such as CNN, restricted Boltzmann machines (RBM), and RNN. In this paper, considering the characteristics of VHF signals, CNN model is applied for modulation classification.

As shown in Fig. 1, CNN contains three types of layers: convolutional layer, pooling layer and fully connected layer. The convolutional layer is the core of convolutional neural network that consumes the most computation, the pooling layer replaces the output of a location with the nearby relevant statistics output, and the fully connected layer has full connections to all activations. Specifically, the input feature image \( x_j \) is convoluted with the convolutional kernel \( K_j \), and then the output feature image \( y_j \) of the \( j \)th convolutional layer is obtained as follows

\[
y_j = (\sum_{i \in M} K_j \otimes x_i + b_j)
\]

(1)

where \( \otimes \) denotes the convolution operation, \( b_j \) denotes the bias, \( M_j \) denotes the set of feature map, and \( g(\cdot) \) denotes the nonlinear function. Generally, the nonlinear function \( g(\cdot) \) can be \( g(x) = \tanh(x) \) or \( g(x) = \max(0, x) \).

Therefore, the learning process of CNN can be divided into two steps, feed-forward step and back-propagation step. In feed-forward step, the sum of the products of the weights and the inputs is calculated in each node. If the value is above some threshold, the neuron fires and takes the activated value, otherwise it takes the deactivated value. In back-propagation step, gradient descent optimization algorithm is commonly used for adjusting the weight of neurons by calculating the gradient of the loss function.

Fig. 2 shows the main structure of the proposed CNN for VHF signal modulation classification. As shown in Fig. 2, we treat the complex raw I/Q data of VHF baseband signal as the input 2×\( N \) vectors, the length is set as \( N = 128 \), and thus the input size of CNN is 2×128. The proposed CNN contains two convolutional layers and two fully connected layers. The size of the two convolution kernel is 1×3 and 2×3, respectively, and the size of the two fully connected layers is 10560×1 and 256×1, respectively.

The relationship of each layer is given as follow. First, to make the convolution operation easier, a larger feature image of size 2×132 is obtained by zeropadding. Second, 256 convolution kernels of size 1×3 are used, and the size of the convolutional layer is 256×2×130. Next, a larger feature image of size 256×2×134 is obtained by zero padding, 80 convolution kernels of size 2×3 are used, and the size of the convolutional layer is 80×132. Then, the convolutional layer is converted to flatten layer of size 10560×1, and lastly the output is obtained by two fully connected layers. Additionally, the activation function of the convolutional layer is rectified linear unit (ReLU) and the activation function of the last fully connected layer is Softmax, respectively. The main parameters of the proposed CNN are summarized in Table 1.
Table 1. The main parameters of CNN

| Layer | Input size | Output size | Parameters | A-fct. |
|-------|------------|-------------|------------|--------|
| Conv. | 256×132 | 256×130×2 | 256 kernels of size 1×3 | ReLU   |
| Conv. | 80×2×134 | 80×132 | 80 kernels of size 2×3 | ReLU   |
| FC    | 10560×1  | 256×1 | 256 neurons | ReLU   |
| FC    | 256×1   | 10×1 | 10 neurons | Softmax|

3 Simulation and experiment

In this section, we provide simulation and experiment to illustrate the performance of the proposed CNN model for VHF signal classification. We use computation library Theano [14] as the DL framework, due to its modularity with Python support. Based on Theano, an open source library written in Python, Keras, is utilized.

Firstly, we apply CNN model for the following simulated signals across 10 modulations (BPSK, QPSK, 8PSK, 4ASK, 8ASK, 2FSK, 4FSK, 8FSK, 16QAM, 64QAM) extensively used in VHF band. One-hot encoding is used to create 10 class labels corresponding to 10 modulations, and the task of modulation classification is then a 10-class classification problem. The data vectors are all generated by MATLAB 2017a, well labelled in 128 sample batches, and the SNR is set to 40dB.

We train our CNN model with 2000×10 sample training set in batch sizes of 128, and test it with 500×10 sample testing set. The train loss and validation loss are shown in Fig. 3.

Figure 3. Train loss and validation loss of CNN model.

It is obvious that, the training process is slightly unstable and is finished at about 68 epochs under the preset thresholds. Fig. 4 shows the modulation classification accuracy of 10 modulation signals. The overall classification accuracy can reach 99%. However, 4ASK/8ASK and 4FSK/8FSK are partly confused, due to the similarity of signals in baseband.

Figure 4. Classification accuracy of simulated signals.

It should be noted that, the train data and test data used in Fig. 4 is obtained at high SNR of 40dB. Thus we present the effects of low SNR on classification accuracy.

Fig. 5 plots classification accuracy versus SNR. As SNR increases from -20dB to 20dB, the classification accuracy first quickly increases, and then slightly increases, which is consistent with our theoretical analysis. When SNR=10dB, the overall classification accuracy can reach 95%, therefore, the CNN-based modulation classification method is efficient even in low SNR.

Next, we apply CNN model for a real VHF radio and the corresponding hardware platform is built. The VHF radio in this experiment has two modes, including data mode and speech mode, at different frequency. In data mode the following signals across 5 modulations (BPSK, QPSK, 8PSK, MSK and TCM) are used, and in speech mode the following signals across 5 modulations (AM, FM, DS, FH and DF) are used.

Fig. 6 shows the flowchart of modulation classification of real VHF radio, and Fig. 7 shows the corresponding hardware platform. First, modulation signals of VHF radio are generated by communication manager of PC or microphone, and we sample it using an oscilloscope. Next, the baseband I/Q data is obtained by digital down conversion, and then the raw I/Q data is transmitted to a PC, which is embedded with DL framework. At last, modulation classification can be finished by the proposed CNN model.

Figure 5. Classification accuracy versus signal to noise ratio.

In data mode, we train our CNN model with 6000×5 sample training set in batch sizes of 128, and test it with 600×5 sample testing set. The train/validation loss is shown in Fig. 8(a), and the classification confusion matrix is shown in Fig. 8(b), respectively. Note that the darker the block in confusion matrix, the higher the corresponding classification accuracy. It is obvious that TCM and 8PSK signals can be classified, while BPSK, QPSK and MSK signals are seriously confused, the
overall classification accuracy is only 55%. The reason may be that train data set is too small and the convolutional neural network is too simple, thus over-fitting of training model is occurred as shown in Fig. 8(a).

![Graph](image)

**Figure 8.** Performance of real VHF radio in data mode. (a) Train loss and validation loss. (b) Confusion matrix.

In speech mode, we train our CNN model with 6000×5 sample training set in batch sizes of 128, and test it with 600×5 sample testing set. The train/validation loss is shown in Fig. 9(a), and the classification confusion matrix is shown in Fig. 9(b), respectively. It is obvious that AM and FH signals can be classified, while DF, DS and FM signals are seriously confused, the overall classification accuracy is 76%.
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**Figure 9.** Performance of real VHF radio in speech mode. (a) Train loss and validation loss. (b) Confusion matrix.

Interestingly, if we increase the training data to 10000×5 sample training set in speech mode, the overall classification accuracy can rise to 84%, which means that the size of training data has a significant effect on the modulation classification.

As shown above, the classification accuracy of real VHF radio signals is not very satisfied, due to frequency offset, symbol rate, modulation coefficient, roll-off factor and other noise of real radio are unknown, the synchronization parameters estimation is very difficult, and the proper data for training set is difficult to collect. Therefore, synchronization parameter estimation is a key point for modulation classification of real radio.

### 4 Conclusions

In this paper, we propose a CNN-based method for VHF radio signal modulation classification. We analyse the principle of CNN, and build a five-layer model with two convolutional layers and two fully connected layers. In simulation, we consider the classification of 10 simulated VHF signals generated by MATLAB, and the overall classification accuracy can reach 95% even in low SNR. Finally, we focus on the classification of modulation signals of real VHF radio. The overall classification accuracy is 55% in data mode and 76% in speech mode, respectively, due to the effect of frequency offset, phase noise and other noise. Possible future research might concern the problem of synchronization parameter estimation of real radio systems, and the effective way for extracting useful training data.
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