A Novel Model Integrating Deep Learning for Land Use/Cover Change Reconstruction: A Case Study of Zhenlai County, Northeast China
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Abstract: In recent decades, land use/cover change (LUCC) due to urbanization, deforestation, and desertification has dramatically increased, which changes the global landscape and increases the pressure on the environment. LUCC not only accelerates global warming but also causes widespread and irreversible loss of biodiversity. Therefore, LUCC reconstruction has important scientific and practical value for studying environmental and ecological changes. The commonly used LUCC reconstruction models can no longer meet the growing demand for uniform and high-resolution LUCC reconstructions. In view of this circumstance, a deep learning-integrated LUCC reconstruction model (DLURM) was developed in this study. Zhenlai County of Jilin Province (1986–2013) was taken as an example to verify the proposed DLURM. The average accuracy of the DLURM reached 92.87% (compared with the results of manual interpretation). Compared with the results of traditional models, the DLURM had significantly better accuracy and robustness. In addition, the simulation results generated by the DLURM could match the actual land use (LU) map better than those generated by other models.
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1. Introduction

Land use/cover change (LUCC) is the most obvious landscape indicator for terrestrial ecosystems and is affected by both human land use (LU) activities and natural processes. Additionally, LUCC is the most direct signal that characterizes the impact of human activities on terrestrial ecosystems [1,2]. LUCC reflects the relationships between human economic activities and the natural ecology and helps to explain these interactions. LUCC has always been selected as the key factor and an important driver for global environmental change [3–6]. It could be a key aspect that significantly affects the operations of the Earth’s systems [7] and plays an important role in balancing energy use [8].

With the use of improved remote sensing technology, continuous observation of global land cover characteristics has become feasible. Using the remote sensing data obtained from satellites, accurate
LUCC information can be obtained through manual interpretation. Because the first Earth-observing satellite, Landsat-1, was launched in 1972, remote sensing data from only the past 50 years are available. LUCC reconstruction plays a key role in understanding the LUCC process (temporal and spatial characteristics and causes), the impact of LUCC on terrestrial ecosystem climate regulation services, the impact of LUCC on terrestrial ecosystem soil protection services, and the impact of LUCC on terrestrial ecosystem food supply services [3–7]. The main methods of early reconstruction of LUCC include reconstruction based on historical documents, reconstruction based on historical maps and pictures, and reconstruction based on natural archives. The modeling method is currently the most effective LUCC reconstruction method [8]. The current LUCC reconstruction models are diverse [9–13], and the main methods are as follows.

The empirical statistical models use multivariate statistical analysis to analyze the contribution rate of each factor to LUCC and to quantify the interaction between LUCC and each driver to characterize the causes of LUCC from a statistical perspective. Empirical statistical models include linear regression models, logistic regression models, principal component analysis, gray relationship analysis, canonical correlation analysis, and system dynamics methods. The spatial statistical models and nonlinear regression models are usually based on a large amount of data on the changes in the LU spatial pattern and correlate the LUCC with related factors. The stochastic models are mainly a variety of conversion probability models that describe the LUCC. The stochastic models often predict the state at time T2 based on the state at time T1, and the calculation of the conversion probability requires a long time series of historical LUCC data. Because the LUCC has nonlinear characteristics, the application of stochastic models is limited, such as the Markov chain model, land transformation model (LTM), and cellular automata (CA)-Markov model. The concept mechanism models use theories and laws to simulate the action mechanism of each driver and to analyze the causal relationships of the LUCC, and they are typically based on the interpretation of individual behaviors and social group behaviors of LU subjects. Therefore, a concept mechanism model can be used as a general theory to explain LUCC [14–16]. The integrated models organically integrate different models to determine the most appropriate problem-solving means. According to the study goal, the integrated models consider both spatial and nonspatial features and include both statistical calculations and reasoning processes for the mechanisms. The complex LUCC process is divided into relatively simple subprocesses, and each subprocess is modeled using the relevant models; the models are integrated to different degrees. Typical integrated models include the historical land use reconstruction model (HLURM, [17]), the conversion of land use and its effects (CLUE) model, and the improved conversion of land use and its effects at small regional extent (CLUE-S) model.

Traditional models can no longer meet the growing demand for uniform and high-resolution LUCC reconstructions with clear spatial boundaries; therefore, deep learning is developed for and applied to LUCC modeling to address this issue. Recently, deep learning methods have been developed and applied to LUCC modeling. The Recurrent Neural Network (RNN) has the characteristic of a recursive mechanism, which can transmit historical information between time steps. Long short-term memory (LSTM) with long-term sequence images can effectively learn long-term time dependence and perform accurate land cover classification. Convolutional Neural Network (CNN) is another type of deep neural network, which usually uses convolution filters to extract the implicit features of local regions. Despite their limitations, all of these studies show the power of deep learning methods in the LU domain [18,19]. Based on a small amount of data, they are suitable for the historical reconstruction of LUCC in a short time, at a small spatial scale, and in fast-developing urban areas.

The deep learning-integrated LUCC reconstruction model (DLURM) developed in this study can facilitate systematic and in-depth studies on LUCC processes in different historical periods and on the spatiotemporal characteristics and driving mechanisms of LUCC. Through the integrated use of various types of data with different sources, cross-validation can be performed to improve the reliability of the quantitative reconstruction results of various LUCC types. The DLURM can strengthen the case studies of typical regions, build spatial reconstruction models that match the actual regional
conditions and provide more reliable basic data for research on global climate change and ecological effect simulation [18–20].

The remainder of this paper is organized as follows: Section 2 introduces the DLURM. To evaluate the performance of the DLURM, the study area is introduced, and the data used in this study and the reconstruction process are listed. The DLURM is used to reconstruct the spatial distribution of LUCC for Zhenlai County in 1986, 2000, 2005, 2008, 2010, and 2013. Section 3 presents the experimental results, compares the DLURM with traditional models (the HLURM and CA-Markov model), verifies the effect of introducing the deep learning method, and compares the performance (which shows the improvement). Finally, the spatial distribution of LUCC in Zhenlai County during 2000–2019 is reconstructed.

2. Materials and Methods

2.1. Study Area

Zhenlai County is located in the north of Baicheng City in Jilin Province, China, with a latitude of 45°28′N to 46°18′N, longitude of 122°47′E to 124°04′E (Figure 1), and a total area of 5316 km². By 2018, the population was 264,600. The study area is located on the Songnen Plain, the terrain is high in the northwest, flat in the southeast, and low in the southeast, and Zhenlai County is bordered by Nenjiang in the east and by the Taoer River and Yueliang Lake in the south.

![Figure 1. The location of the study area.](image)

The agricultural development in Zhenlai County is relatively delayed and is in the agro-pastoral transition zone of northern China. The ecological environment is fragile and extremely sensitive to human activities and climate change. Ecological problems, such as soil erosion, land desertification, and salinization occur frequently, severely restricting the sustainable development of the local socioeconomic and ecological environment. The historical process of human activities in the study area is the joint development of animal husbandry and planting from animal husbandry to form...
an agro-pastoral ecotone in space. From the 1980s to 2010, the arable land has been increasing year by year. Grassland, forestland, and wetland have been decreasing year by year. After 2010, by returning farmland to forestland and wetland, the growth trend of arable land basically stopped. Grassland, forestland, and wetland showed restorative growth. There is a detailed approach to the land use categories in Zhenlai in Tables 1 and 2.

Table 1. Detailed manner of the land use categories in Zhenlai (1986–2005).

|                | 2005     | Percentage | 2000     | Percentage | 1986     | Percentage |
|----------------|----------|------------|----------|------------|----------|------------|
| Arable land    | 264,991  | 39.73%     | 249,553  | 37.41%     | 247,986  | 37.18%     |
| Forestland     | 23,634   | 3.54%      | 23,972   | 3.59%      | 24,659   | 3.70%      |
| Grassland      | 78,414   | 11.76%     | 75,542   | 11.33%     | 90,563   | 13.58%     |
| Wetland        | 126,260  | 18.93%     | 135,195  | 20.27%     | 124,909  | 18.73%     |
| Water          | 31,605   | 4.74%      | 37,664   | 5.65%      | 38,381   | 5.75%      |
| Settlement     | 16,501   | 2.47%      | 15,663   | 2.35%      | 15,454   | 2.32%      |
| Other unused land | 125,597 | 18.83%   | 129,413  | 19.40%     | 125,050  | 18.75%     |

Table 2. Detailed manner of the land use categories in Zhenlai (2008–2013).

|                | 2013     | Percentage | 2010     | Percentage | 2008     | Percentage |
|----------------|----------|------------|----------|------------|----------|------------|
| Arable land    | 267,034  | 40.03%     | 268,303  | 40.23%     | 265,890  | 39.86%     |
| Forestland     | 23,259   | 3.49%      | 18,938   | 2.84%      | 19,402   | 2.91%      |
| Grassland      | 76,903   | 11.53%     | 84,094   | 12.61%     | 79,608   | 11.94%     |
| Wetland        | 125,085  | 18.75%     | 122,299  | 18.34%     | 130,671  | 19.59%     |
| Water          | 34,139   | 5.12%      | 31,705   | 4.75%      | 31,305   | 4.69%      |
| Settlement     | 16,536   | 2.48%      | 16,528   | 2.48%      | 17,353   | 2.60%      |
| Other unused land | 124,046 | 18.60%   | 125,135  | 18.76%     | 122,773  | 18.41%     |

2.2. Data Sources

The years of 1986, 2000, 2005, 2008, 2010, and 2013 are used in this study. Landsat images composed the remote sensing information, and all of the remote sensing images were downloaded from the United States Geological Survey (USGS, http://www.usgs.gov). The LU spatial data were acquired using a manual interpretation. Based on the local characteristics and LU classification system in China, the LU was divided into seven types: arable land, forestland, grassland, water, settlements, wetlands, and other unused lands (including sandy land, saline-alkaline soil, and bare land).

The 30-m digital elevation model (DEM) data used in this study were the ASTER GDEM data and the surface information, such as the slope and aspect acquired using the surface tool in ArcGIS 10.2. The topographic data were from a 1:200,000 map of Baicheng City (1986), and the soil data were from a 1:200,000 map of the soil types in Jilin Province. Please refer to Appendix B for the soil and topographic types.

Relevant studies have shown that the most important natural driver that affects the LUCC is the soil, followed by the slope and elevation. Due to the small spatial differences in the climate factors at the county scale, the climate factors were not included as impact factors of LU suitability, and five natural geographic environmental factors, including the soil type, topographic type, elevation, slope, and aspect, as well as the distance to the rivers, were included [21,22]. The step of variable selection is realized in the deep learning iterative process.

Considering the interaction between the LU system and human activities, using the data of the LU types over the 6 years (1986 to 2013), the distance to the settlements and the distance to the roads were obtained using the Near tool in the software ARCGIS (ESRI, Redlands, CA, USA) [21–24].
2.3. Methods

The DLURM can perform LUCC reconstruction in terms of the time, location, and quantity. Based on historical data and big data of geography, and taking the grid as the unit, the DLURM combined the deep learning model to fit the drivers and mechanisms of LUCC, thereby successfully simulating the quantity and spatiotemporal distribution of LUCC.

2.3.1. Theoretical Basis

Because the LU process is constantly changing, it is impossible to completely determine its spatiotemporal conditions from the current situation. In the reconstruction of historical LUCC, limited by the lack of historical data and lack of LUCC information in historical data, reconstruction inaccuracy is inevitable. LUCC prediction is a study that provides the possibility of LUCC evolution based on the constraint conditions. All of the above studies are about uncertain problems, which must be supported by uncertainty reasoning [25].

Uncertainty reasoning refers to reasoning that is based on uncertain knowledge and evidence. It is an essential feature in the development and implementation of intelligent systems. Uncertainty reasoning is an important means for addressing the fragility of knowledge and the monotonicity of reasoning in traditional expert systems.

In the reconstruction of uncertainty information, modeling is one of the most effective techniques for studying the spatiotemporal process of LUCC. Constructing the spatiotemporal evolution model of LUCC can thoroughly and quantitatively explain the causes and processes of LUCC and identify the drivers and mechanisms of LUCC to summarize the spatiotemporal rules of LUCC. With the input of natural, social, and economic factors, the coupling mechanism can be analyzed, the history and current conditions can be clarified, and the future land development trends and their impacts on the environment can be predicted [26–29].

The DLURM can be regarded as a process that performs classification on the entire grid, classifying each unit (square or rectangle) of the grid. After the laws of the regional LUC are fully understood and the natural, social, and economic drivers on the LU system are considered, the probability of each LU type in the unit is calculated to determine which LU type is most likely to occur in the unit, and the LU type with the highest probability of occurrence is used to express the LU condition in the unit. In this way, the spatial reconstruction model of the LU should have high reliability and strong explanatory power (Figure 2).

![Deep learning-integrated LUCC reconstruction model (DLURM) mechanism.](image)

**Figure 2.** Deep learning-integrated LUCC reconstruction model (DLURM) mechanism.

2.3.2. Modeling Framework

The DLURM consists of three main modules: the pre-reconstruction module (PM), deep learning module (DM), and spatial allocation module (SM) (Figure 3):
(1) PM: The PM is a process of information collection and collation and data preprocessing. It is the foundation and preparation stage of LUCC reconstruction. (2) DM: A deep learning algorithm is assembled to calculate the probability of each LU type in each grid unit. Through the analysis of the relationships between the LU distribution and various natural environmental and socioeconomic conditions, the evaluation maps of LU suitability, i.e., probability maps are drawn to show the possible spatial distribution of the land cover. (3) SM: According to certain principles or methods, the quantity of each LU in the geographical locations and spatially analytical outcomes is distributed. Then, the backward projection of the historical LU is realized. For the specific spatial allocation, under the control of the total land cover area and other distribution factors, the allocation can be performed in descending order based on the probability maps.

The classification and processing of the information and data is an important feature of the DLURM with the following characteristics:

Training set: The information in each grid unit contains the LU type and natural geographical attributes and human geographical attributes of itself and the neighboring grid units and is the database for obtaining the drivers and mechanisms of LUCC in the DM.

Constraint factors: These are the constraint conditions for generating the probability maps and are a prerequisite for spatial reconstruction. These factors include the quantity control of each LU type and the spatial distribution of the restricted LU types.

Determination result: This result is a collection of grid units that contains information about the time, location, and quantity. It is not an accurate result; therefore, the choice between quantity and accuracy is especially important. The determinant result can be described as the determinant mask.

Possibility result: Some grids can only contain the possibility information, which can be used to determine the LU type. The possibility result can be described as the possibility mask.

Simulated map: The selected masks are used to mask the probability maps (all or part) to control the area in or process of the image processing. Under the rule of spatial allocation, the simulated map is the optimal solution for the LUCC spatial distribution.
2.3.3. Deep Learning Model

Models based on artificial neural networks (ANNs), i.e., deep learning-based models, are gaining attention in the remote sensing domain [30–34]. The neural networks are used to fit the drivers and mechanisms of the LUCC. The drivers and mechanisms of the LUCC greatly influence the LUCC trajectories, play a dominant role in the study of the LUCC mechanism, and are the forces that cause changes in the LU patterns.

Currently, the drivers of LUCC often include natural, socioeconomic, and political factors. The current consensus is that natural conditions control the basic trends and processes of the overall LUCC and the changes in the natural environment, such as climate change, and change the spatial distribution pattern of LU to a great extent. Human activities and socioeconomic factors are the main drivers of LUCC on a small spatiotemporal scale. LUCC is mainly driven by socioeconomic factors over short periods, such as several years or decades. Political factors have a macro-control role in LU and its changes [35–38].

Traditional means and algorithms lack the ability to quantitatively analyze the drivers and mechanisms of LUCC, and the accumulation of massive data over the years provides the possibility of using deep learning models for related explorations. The probability of the LU distribution can be determined by a deep learning model. The LU probability cannot determine whether a certain LU type exists at that time; its function is to determine the distribution probability of a variety of LU types in a spatial unit, and the probability is the basis for the SM.

Figure 4 introduces the adopted DM. In the DM, the grid with the neighborhood features includes the LU type, soil, topography, elevation, slope, aspect, and distance-based variables, and all grid units are input into the DM in series. The deep learning method can model complex spatiotemporal dependencies, fit the drivers and mechanisms of the LUCC, derive the probability maps needed for the SM, and perform further LU simulations.

A multilayer perceptron (MLP) is also known as an ANN. In addition to the input/output layer, it can have multiple hidden layers in between. The simplest MLP contains only one hidden layer, i.e., a total of three layers, and its structure is shown in Figure 5. The MLP has full connections between the layers. The bottom layer of the MLP is the input layer, the middle layer is the hidden layer, and the top layer is the output layer. Assuming that the input layer is denoted by the vector \( X \), then the output of the hidden layer is \( f(W_1 X + b_1) \), where \( W_1 \) is the weight and \( b_1 \) is the offset. The commonly used functions \( f \) include the sigmoid function, tanh function, ReLU function, among others.

Figure 4. Deep learning module.
The activation function used in this paper is the sigmoid function, and its mathematical form is shown below. In the domain, the activation function is a continuous, smooth, and differentiable function. Therefore, the sigmoid function can generate the output value of the network in the interval \([0, 1]\), which is convenient for forward propagation.

\[
\sigma(x) = \frac{1}{1 + e^{-x}}
\]  

(1)

Input Data

In this paper, the input data are 40-dimensional data. Due to the large time span and large land area in the training data, there are large differences in the distribution between different batches of training data in the training stage, and there is a certain distribution difference between the training set and the test set. Therefore, batch normalization is performed on the input data, where the specific calculation/formation of BatchNorm (Algorithm 1) is shown below. First, the mean of each channel in the current batch is calculated, and then, the variance of each channel in the current batch is calculated. The mean is subtracted from the input, and the result is divided by the standard deviation to obtain the normalized output \(\hat{x}_i\); then, \(\hat{x}_i\) is multiplied by the scale parameter \(\gamma\), and the shift parameter \(\beta\) is added to obtain the final output \(y_i\):

**Algorithm 1. Batch normalizing transform applied to the activation \(x\) over a mini-batch.**

| Input: Values of \(x\) over a mini-batch: \(\beta = \{x_1, \ldots, x_m\}\) | Output: \(\{y_i = BN_{\gamma, \beta}(x_i)\}\) |
| Parameters to be learned: \(\gamma, \beta\) | |
| --- | --- |
| \(\mu_{\beta} \leftarrow \frac{1}{m} \sum_{i=1}^{m} x_i\) \quad //mini-batch mean | |
| \(\sigma_{\beta}^2 \leftarrow \frac{1}{m} \sum_{i=1}^{m} (x_i - \mu_{\beta})^2\) \quad //mini-batch variance | |
| \(\hat{x}_i \leftarrow \frac{x_i - \mu_{\beta}}{\sqrt{\sigma_{\beta}^2 + \epsilon}}\) \quad //normalize | |
| \(y_i C - \gamma \hat{x}_i + \beta \equiv BN_{\gamma, \beta}(x_i)\) \quad //scale and shift | |

Network Structure

We conducted experiments on LUCC reconstruction in 2013 and 1980, and the overall accuracy rates were 91.2%, 91.8%, 92.3%, 92.1%, and 91.9% in 4–8 layers of neural networks, respectively. In this paper, the 6-layer neural network is adopted. The network structure is as follows (Figure 5): the number of neurons in each of the 6 layers is 40, 256, 256, 128, 128, and 5. The activation function used in this paper is the sigmoid function, which is a continuous and smooth function in the domain of definition, and it is differentiable everywhere. Therefore, the sigmoid function can compress the output value
of the network to the interval $[0,1]$, which is convenient for forward transmission. The output is the probability that the grid corresponds to the land use type, and the output of all of the grid units is combined to generate a probability map.

The data of a certain year are used as the test set, and the remaining data are the training and validation set. The training and validation set is divided into ten parts using the 10-fold cross-validation method, in which nine of the parts are used as a training set and one is used for the validation set. The percentage of the training, validation, and testing sets is 5.4:0.6:1. The training set is the data sample used for model fitting. The validation set is a set of samples set aside separately during the model training. It can be used to adjust the hyperparameters of the model and to conduct a preliminary evaluation of the model’s capabilities. The testing set is used to evaluate the generalization ability of the final model. However, it cannot be used as a basis for algorithm-related selection such as parameter tuning and selection of features. The mean value of the ten results is used to estimate the accuracy of the algorithm in such a way that more accurate model results can be obtained.

Good performance on the training set, poor performance on the test set, and high variance are a sign of overfitting. To prevent overfitting of the model, the regularization method is used, and the dropout operation is added during the training stage. The neural network model of the dropout is shown in Figure 6. In this paper, the 6th layer dropout rate is 0.1, and for the other layers, it is 0.

![Image](image.png)

**Figure 6.** Neural network model of dropout.

Left: standard neural network with 2 hidden layers. Right: An example of a refined network generated by applying dropout to the network on the left. The cross symbol indicates that this unit is not activated. When training the neural network, some neurons in the neural network can be deleted, as shown in the figure, but all of the neurons should be activated during the test.

In the model training, the cross-entropy is used as the loss function, and the Adam optimization algorithm is used to update the weights of the neural network.

Because there are different numbers of samples of the five types of LU suitability samples in the training data, with a ratio of 7:14:1:5:7, there is an imbalance in the categorical data. In the training process, a relatively large weight is generated for the categories that have fewer samples, and a small weight is generated for the categories that have more samples, which solves the problem of the performance of the model being poor for the categories that have small sample sizes.

### 2.4. Reconstruction Procedure

In the following, the LUCC reconstruction of Zhenlai County in 2000 is used as an example to present the DLURM reconstruction process (the data of the year 2000 should be removed from the training set).
The natural and human geographical attributes of each grid unit (the soil, topography, elevation, slope, aspect, distance to settlements, distance to roads, and distance to rivers) (Figure 7) cover this grid unit and the neighboring units (8 × 5), with a total of 40 attributes.

2.4. Reconstruction Procedure

In the following, the LUCC reconstruction of Zhenlai County in 2000 is used as an example to present the DLURM reconstruction process (the data of the year 2000 should be removed from the training set).

The relevant settings (Figure 8) are as follows:

(1) Determinant mask: The current LU spatial pattern dynamically depends on the historical spatial pattern, while the unchanged LU types in other years existed in 2000.

(2) Possibility mask: For the LU types with human activities, such as arable land, the boundaries of one LU type in the past cannot exceed the boundaries of that LU type at the study time.

(3) Training set: grid with neighborhood features of six years (1986, 2005, 2008, 2010, and 2013). The features include the LU type, soil, topography, elevation, slope, aspect, distance to settlements, distance to roads, distance to rivers in this grid unit, and the 4 neighborhood grid units.

(4) Constraint Factors: The statistical data and the quantity simulated by the backtracking of the Markov model are combined, and the numbers of different LU types in 2000 after modification by the simulation numbers are as follows (Table 1):
2.4.2. Deep Learning Module

Probability maps (Figure 9): Water and settlements are constraint factors and can be determined by manual interpretation, and thus, no simulation is needed.

2.4.3. Spatial Allocation Module

According to the order of arable land, forestland, grassland, wetland, and other unused lands, under the quantitative control determined in the constraint factors and within the scope of the possibility factors, the LU type must be selected according to the positive order in the probability maps.
3. Results and Discussion

3.1. Competing Methods

Model validation usually requires a comparative analysis of the model simulation results and actual observation results (Figure 10).

![Figure 10. Land use/cover change (LUCC) historical reconstructions through DLURM, historical land use reconstruction model (HLURM), and cellular automata (CA)-Markov models.](image)

To evaluate the accuracy and performance of the DLURM, comparisons with the CA-Markov model and HLURM are introduced. The HLURM is an excellent integrated model that has been published.
and widely recognized. It represents the level of current mature models [17], thus, a comparison with the HLURM is introduced. The software IDRISI Selva (17.02) is used for the CA-Markov simulation.

Table 3 lists the reconstruction results using the DLURM, HLURM, and CA-Markov model in the test set (1986, 2000, 2005, 2008, 2010, and 2013).

|          | DLURM     | HLURM     | CA-Markov |
|----------|-----------|-----------|-----------|
| 1986     | 89.59%    | 83.90%    | 82.06%    |
| 2000     | 91.43%    | 82.47%    | 79.93%    |
| 2005     | 95.00%    | 81.96%    | 86.25%    |
| 2008     | 92.60%    | 80.96%    | 89.33%    |
| 2010     | 93.58%    | 86.69%    | 88.80%    |
| 2013     | 95.01%    | 83.30%    | 89.50%    |
| average  | 92.87%    | 83.21%    | 85.98%    |

Table 3 shows that compared with those of the HLURM and CA-Markov model, the DLURM has significantly better overall accuracy for the reconstruction results, with an overall accuracy increase of 9.66% and 6.89%, respectively, i.e., the error rate decreases by 57.53% and 49.14%, respectively. The DLURM is significantly better than the other two traditional models.

Another standard method for the evaluation of the accuracy of the LUCC simulation, the three-map comparison method, is also used to evaluate the DLURM.

This method superimposes the simulated maps and reference maps to determine the quantity and spatial allocation of the errors in the simulated maps. This method reveals the accuracy of the model by comparing it with the null model (model with no changes at all). See Appendix A for details.

Table 4 lists the evaluation results of the DLURM, HLURM, and the CA-Markov model based on the three-map comparison method, and the test sets of 1986, 2000, 2005, 2008, 2010, and 2013 are used (Figure 11). (Explanation of hit, miss, false alarms, and null success classes: (1) hits: A certain pixel is predicted to be changed and in fact is changed; (2) misses: A certain pixel is predicted to be unchanged but in fact is changed; (3) false alarms: A certain pixel is predicted to be changed but in fact is not changed; (4) null successes: also known as correct rejections, a certain pixel is predicted to be unchanged and in fact is not changed in both simulated and reference LUC maps).

|          | 2013 | 2010 | 2008 | 2005 | 2000 | 1986 | Average |
|----------|------|------|------|------|------|------|---------|
| DLURM    |      |      |      |      |      |      |         |
| hits     | 2.02% | 2.75% | 1.38% | 3.96% | 4.11% | 2.51% | 2.79%   |
| null success | 93.20% | 91.59% | 91.67% | 91.35% | 88.32% | 88.21% | 90.72%  |
| misses   | 0.62% | 1.63% | 1.88% | 0.57% | 2.01% | 3.61% | 1.72%   |
| false alarms | 4.17% | 4.02% | 5.07% | 4.12% | 5.57% | 5.67% | 4.77%   |
| HLURM    |      |      |      |      |      |      |         |
| hits     | 1.88% | 2.92% | 2.33% | 4.30% | 4.29% | 2.22% | 2.99%   |
| null success | 86.53% | 85.82% | 85.75% | 83.61% | 82.08% | 82.78% | 84.43%  |
| misses   | 0.75% | 1.47% | 0.93% | 0.23% | 1.83% | 3.90% | 1.52%   |
| false alarms | 10.84% | 9.79% | 10.99% | 11.86% | 11.80% | 11.10% | 11.06%  |
| CA-Markov|      |      |      |      |      |      |         |
| hits     | 0.13% | 0.23% | 0.30% | 0.22% | 1.18% | 0.70% | 0.46%   |
| null success | 89.68% | 88.89% | 89.30% | 86.33% | 79.80% | 77.71% | 85.29%  |
| misses   | 2.50% | 4.16% | 2.96% | 4.29% | 4.92% | 5.40% | 4.04%   |
| false alarms | 7.69% | 6.72% | 7.44% | 9.15% | 14.09% | 16.19% | 10.21%  |
Figure 10. Land use/cover change (LUCC) historical reconstructions through DLURM, historical land use reconstruction model (HLURM), and cellular automata (CA)-Markov models.

Figure 11. Prediction correctness and error.
The DLURM and HLURM are significantly better than CA-Markov in terms of hits. The DLURM is the best in terms of overall accuracy and has high robustness. Figure 12 shows the differences between the simulation results of all of the reconstruction models in one randomly selected region. As shown in the figure, the simulation results of the proposed DLURM can better match the actual LU map than the other models.

Figure 12. Comparison of simulated results for 2000, using several models of the study area.
3.2. Reconstruction of the LUCC Dataset of Zhenlai County from 2000 to 2019

In recent years, automatic and semiautomatic interpretation has developed rapidly, and cartographic efficiency has been improved each year compared with the original methods, which can meet the requirements for generating products of large-scale land classification data. However, the accuracy of the interpretation is usually between 70% and 90%, the accuracy rates of various LU types differ significantly, and the accuracy of the supervised classification widely used in the industry is less than 80%. At present, the accuracy of manual interpretation/HCI interpretation is the highest, and the average accuracy in this paper reaches 92.9%. However, the labor and time costs of manual interpretation are too high, which makes it difficult to realize a year-by-year interpretation of a large geographical area [39–47].

This study realizes a year-by-year interpretation in a short time with high accuracy, as demonstrated by the data of 2000–2019. Figure 13 shows the 30 m × 30 m LUCC dataset of Zhenlai County reconstructed by the DLURM from 2000 to 2019 (for 2000, 2005, 2008, 2010, 2013, and 2015, manual interpretation was performed).

![2000–2019 LUCC reconstructions.](image)

4. Discussion

The main applications of the DLURM are historical LUCC reconstructions in the years without remote sensing images and future LUCC predictions. We compared the DLURM results with other previous studies on the same topic: Zhenlai County, China was selected in this study, and the performance of the proposed DLURM was validated by comparing the DLURM to the HLURM and CA-Markov model. The experimental
results showed that the DLURM had a significantly better overall accuracy of the reconstruction, reaching 92.87%. Compared with the results of the traditional models, the overall accuracy of the DLURM model improved by 9.66% and 6.89%, i.e., the error rate decreased by 57.53% and 49.14%, respectively.

The DLURM had high robustness. Compared with the simulation results of the HLURM and CA-Markov model, the spatial distribution of LUCC based on the DLURM can better match the actual LU spatial distribution.

Through the high-resolution reconstruction of LUCC in Zhenlai County from 2000 to 2019, we found that the study area is located in the semi-humid and semi-arid plain area in the western part of Northeast China. The growth rate of arable land slowed down from 1980 to 2010, and the growth sources were grassland and wetland. The urbanization process is accelerating, and the settlement is growing. Since 2010, China has vigorously conducted the construction of ecological civilization. With the implementation of the ecological restoration project of returning farmland to forestland and wetland, the amount of forestland has increased year by year, and the grassland, woodland, and wetland have been restored.

Work that can be further conducted in the future includes the following:

1. There is still room for optimization and improvement of the deep learning model. Long short-term memory (LSTM) [48–50] can be introduced to accurately capture the long-term spatiotemporal dependence and thus obtain more accurate LUCC predictions.
2. Future studies should use high-resolution datasets, consider various drivers, such as land-use policies, population density, space, and geophysical and socioeconomic factors, and analyze the impacts of different factors.
3. The LUCC reconstruction and prediction in areas with large spatiotemporal ranges and different ecogeographical features can be studied. The future work plan is to reconstruct and predict the LUCC of Northeast China from 1950 to 2050 through the DLURM to investigate the spatiotemporal evolution pattern.
4. Expanding the range of the adjacent grids to $64 \times 64$ or $256 \times 256$ can be considered, and a convolution neural network can be used to capture the potential spatial elements to completely represent the neighborhood effects. Through comparisons, the choice between multi-area modeling or holistic modeling in a large spatiotemporal range can be determined.

5. Conclusions

Overall, the main novelty of this paper can be summarized as follows:

1. In this paper, a novel model that integrates deep learning for LUCC reconstruction, namely, the DLURM, was proposed. This model can learn the long-term spatiotemporal distribution pattern of LUCC and capture the potential spatial characteristics of the neighborhoods by using historical multiperiod LUCC data sets interpreted with HCI to effectively represent the neighborhood effect.
2. Compared with traditional models, the HLURM and CA-Markov model, the DLURM had higher performance, higher robustness, and a better match to the actual LU spatial distribution. Taking Zhenlai County as an example, this paper used a novel model that integrates deep learning for LUCC reconstruction, i.e., the DLURM, to reconstruct the year-by-year LUCC information from 2000 to 2019. [51–54]. The DLURM provides tools for long-term high-resolution LUCC reconstruction.
3. The DLURM is customizable and has a high degree of freedom and strong scalability. In addition, it is based on multi-source data and interdisciplinary reconstruction. In related research, different data sources are fused to obtain more information about LUCC. LUCC reconstruction can complement different perspectives and verify the reconstruction results so as to improve the reconstruction accuracy. In summary, the fusion of different methods and data sources can increase the information about environmental change in a large space-time scale.
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Appendix A

Pontius et al. [55], García et al. [56], and Chen proposed a standard method to assess the accuracy of LUC simulation, the three-map comparison method. This method superimposes the simulated maps and reference maps to determine the quantity and spatial allocation errors of the simulated maps. It reveals the accuracy of the model by comparing it with the null model (model with no changes at all [55–57]).

This method must compare three LU maps to validate the LUC model, i.e., the reference map at the simulation start time point (t1), the reference map at the simulation end time point (t2), and the simulated map at t2. Through the superposition of the reference map at t1 and the reference map at t2, the observed LUC map, i.e., the reference LUC map, can be obtained, which reflects the actual dynamic LUC. Through the superimposition of the reference map at t1 and the simulated map at t2, the simulated LUC information, i.e., the simulated LUC map can be obtained, which reflects the simulation behavior of the model. This validation method allows us to understand the consistency (or error) between the simulated LUC map and the reference LUC map (actual LU type map). Through a comparison of the simulated LUC map and reference LUC map, the accuracy of the model can be determined by four indexes that indicate whether the pixel change is correct or not: hits, misses, false alarms, and null successes.

Based on these four indexes, a series of validation indexes are proposed, such as the error due to quantity (EQ, Equation (A4)), error due to allocation (EA, Equation (A5)), and figure of merit (FOM, Equation (A1)), to measure the simulation accuracy. The EQ reflects the errors due to the inaccurate estimation of the net changes by the model, and this type of error is not caused by spatial allocation. The EA reflects the defects in the model in the process of allocating the changing pixels over the entire landscape, and this type of error originates from the spatial allocation process of the model; it is related to the independent variables used in the model and is very sensitive to the changes in the space allocation algorithms. In addition, the FOM (Equation (A1)) and the other three indexes (Equations (A2)–(A4)) that quantify the percentages of hits, misses, and false alarms are used to analyze the observed changes. This verification method is more realistic than the other methods, such as the kappa index and overall accuracy index, in evaluating the pixel-to-pixel consistency between the simulated and actual maps. The kappa index or the overall accuracy index applies to the whole study area [57]. The range of the FOM is 0–100%, in which 0% means that there is no overlap between the observed changes and predicted changes and 100% means that there is a complete overlap between the observed changes and predicted changes.

\[
\text{OC} \equiv \text{Observed Change} = M + H \quad (A1)
\]

\[
\text{PC} \equiv \text{Predicted Change} = H + F \quad (A2)
\]

\[
T \equiv \text{Total Error} = M + F \quad (A3)
\]

\[
\text{EQ} = |\text{PC} - \text{OC}| = |(H + F) - (M + H)| = |F - M| \quad (A4)
\]
EA = T - Q = (M + F) - |F - M| = 2 × Minimum(F, M) \hspace{1cm} (A5)

FOM = \frac{H}{H + M + F} \times 100 \hspace{1cm} (A6)

HOC = \frac{H}{H + M} \hspace{1cm} (A7)

MOC = \frac{M}{H + M} \hspace{1cm} (A8)

FOC = \frac{F}{H + M} \hspace{1cm} (A9)

where H, M, and F represent the hits, misses, and false alarms, respectively; HOC, MOC, and FOC represent the percentages of hits, misses, and false alarms in the observed changes, respectively.

Appendix B

The type of geomorphology is shown in Table A1.
The type of soil is shown in Table A2.

### Table A1. Type of geomorphology.

| Code | Geomorphology                                      |
|------|---------------------------------------------------|
| 0    | Low altitude semifixed grass shrub stone         |
| 1    | Low-altitude semifixed gently undulating sand    |
| 2    | Low-altitude alluvial floodplain                  |
| 3    | Low-altitude alluvial pluvial low platform        |
| 4    | Low-altitude alluvial pluvial high platform       |
| 5    | Low-altitude alluvial lacustrine plain            |
| 6    | Low-altitude alluvial plain                       |
| 7    | Low-altitude alluvial-fan plain                   |
| 8    | Low-altitude fixed and gently undulating sand     |
| 9    | Low-altitude lower terraces of rivers             |
| 10   | Low-altitude higher terraces of rivers            |
| 11   | Low-altitude lacustrine alluvial lower terraces   |
| 12   | Low-altitude lacustrine alluvial plain            |
| 13   | Low-altitude lacustrine lower terraces            |
| 14   | Low-altitude lacustrine higher terraces           |
| 15   | Low-altitude lacustrine plain                     |
| 16   | Low-altitude lakeshore                            |
| 17   | Low-altitude erosion denuded low platform         |
| 18   | Low-altitude erosion denuded low hills            |

### Table A2. Type of soil.

| Code | Soil                                      |
|------|-------------------------------------------|
| 0    | planosol                                  |
| 1    | dark chernozem                            |
| 2    | chernozem                                 |
| 3    | light chernozem                           |
| 4    | light chernozem + meadow alkali soil      |
| 5    | meadow chernozem                          |
| 6    | carbonate chernozem                       |
| 7    | dark chestnut soil                        |
| 8    | meadow dark chestnut soil                 |
| 9    | meadow soil                               |
| 10   | dark meadow soil                          |
| 11   | carbonate meadow soil                     |
| 12   | carbonate meadow soil + meadow alkali soil |
| 13   | albic meadow soil                         |
| 14   | glen meadow soil                          |
| 15   | salinized meadow soil with soda           |
| 16   | ±soda meadow saline soils + meadow alkali soil |
| 17   | meadow marsh soil                         |
| 18   | humus marsh soil                          |
| 19   | peat soil                                 |
| 20   | alluvial soil                             |
| 21   | meadow saline soil                        |
| 22   | meadow saline soil + meadow alkali soil    |
| 23   | meadow alkali soil                        |
| 24   | meadow alkali soil + soda meadow saline soils |
| 25   | grass wind sandy soil                     |
| 26   | meadow aeolian sandy soil                 |
| 27   | water                                     |
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