On the Global Well-Posedness of the 3D Axisymmetric Resistive MHD Equations

Zineb Hassainia

Abstract. In this paper, we prove the global well-posedness for the three-dimensional magnetohydrodynamics (MHD) equations with zero viscosity and axisymmetric initial data. First, we analyze the problem corresponding to the Sobolev regularities $H^s \times H^{s-2},$ with $s > 5/2.$ Second, we address the same problem but for the Besov critical regularities $B^{3/p+1}_{p,1} \times B^{3/p-1}_{p,1},$ $2 \leq p \leq \infty.$ This case turns out to be more subtle as the Beale–Kato–Majda criterion is not known to be valid for rough regularities.
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1. Introduction

In this paper, we consider the three-dimensional incompressible magnetohydrodynamic (MHD) system, describing the motion of an electrically conducting fluid with a neglected viscosity and an important resistivity,

\[
\begin{cases}
\partial_t v + v \cdot \nabla v + \nabla p = b \cdot \nabla b, & t \in \mathbb{R}_+, \quad x \in \mathbb{R}^3, \\
\partial_t b + v \cdot \nabla b - \Delta b = b \cdot \nabla v, \\
\text{div } v = 0, & \text{div } b = 0,
\end{cases}
\]

where \( v \) denotes the fluid velocity and \( b \) stands for the magnetic field. The pressure \( p \) is a scalar function that can be recovered from the velocity and the magnetic field by inverting an elliptic equation. Note that we have set the magnetic diffusion coefficient to be one by a scaling transformation. For a general review about the derivation of the MHD equations, we refer the reader to [5,12,18,33].

Since the pioneering work of Alfvén [1], the MHD equations have played prominent roles in the study of significant phenomena such as the magnetic reconnection in astrophysics, geomagnetic dynamo in geophysics and plasma confinement in engineering, see [5,18]. From mathematical point of view, the MHD system and its ideal, fully dissipative and partially dissipative counterparts have been intensively investigated in the few last decades and considerable interest has been devoted to the local/global well-posedness problem, see for instance [8,9,11,14,15,19,21,22,27,34,36,37,39,44] and the references therein. Note that the global existence and the uniqueness of such solutions is an open problem except in the two-dimensional case with the full dissipation.

Hereafter, we shall primarily restrict the discussion to the MHD equations with only magnetic diffusion (1.1). In [29], Kozono proved global existence of weak solutions in 2D for initial data in \( L^2 \), while in 3D, Fan and Ozawa [20] showed that the solution can be extended beyond time \( T \) if \( \nabla v \in L^1(0,T; L^\infty(\mathbb{R}^3)) \). However, it is not clear if such weak solutions are unique or if one can extend the global weak theory, in 2D, to the classical one. This latter problem is critical in the sense that if we replace the Laplacian term \(-\Delta \) by a fractional Laplacian operator \((-\Delta)^\beta \), \( \beta > 1 \), the resulting system then admits a unique global solution. This fact was proved independently in [10,28]. We stress that the crucial part, to prove the global well posedness for (1.1) in 2D, is to get an a priori estimate for the vorticity \( \omega := \text{curl}(v) \) in \( L^\infty \). The main difficulty can be illustrated through the equations governing the vorticity \( \omega := \text{curl}(v) = \partial_1 v_2 - \partial_2 v_1 \) and the current density \( j := \text{curl}(b) = \partial_1 b_2 - \partial_2 b_1 \),

\[
\begin{cases}
\partial_t \omega + v \cdot \nabla \omega = b \cdot \nabla j, \\
\partial_t j + v \cdot \nabla j - \Delta j = b \cdot \nabla \omega + 2\partial_1 b \cdot \nabla v_2 - 2\partial_2 b \cdot \nabla v_1.
\end{cases}
\]

According to the first equation in the above system, the vorticity conservation requires a global bound of \( \|\nabla j\|_{L^\infty} \). However, the nonlinear structure of the term \( Q(\nabla v, \nabla b) := 2\partial_1 b \cdot \nabla v_2 - 2\partial_2 b \cdot \nabla v_1 \) and the lack of continuity of Riesz
transforms on the bounded functions makes the problem highly non trivial. For regularity criteria we refer the reader for instance to [8,28,31].

The main scope of this paper is to construct global unique classical solutions in 3D under some geometrical constraints. More precisely, we shall see that the axisymmetry offers a suitable class of initial data for which the construction of classical solutions is possible. Note that this has been successfully implemented for the viscous non-resistive MHD equations, by Lei in [30] where he proves the existence of axisymmetric global classical solutions of the special form

$$v(t,x) = v^r(t,r,z)e_r + v^3(t,r,z)e_z, \quad b = b^\theta(t,r,z)e_\theta$$  \hspace{1cm} (1.3)

where \(r = (x_1^2 + x_2^2)^{1/2}\), \((e_r, e_\theta, e_z)\) is the cylindrical basis of \(\mathbb{R}^3\). We stress that the fluid velocity \(v\) and the magnetic field \(b\) are assumed to be invariant by rotation around the vertical axis.

Before stating our contribution in the subject, let us briefly discuss what is known for Euler equations (obtained by setting \(b\) identically zero) with this special initial data. In [42], Ukhovereskii and Yudovich proved the global existence for axisymmetric initial data with finite energy and satisfying in addition \(\omega_0 \in L^2 \cap L^\infty\) and \(\omega_0/r \in L^2 \cap L^\infty\). This result has been improved by Shirota and Yanagisawa [41] who proved global existence in \(H^s\), with \(s > 5/2\). In [16], Danchin has obtained global existence and uniqueness for initial data \(\omega_0 \in L^{3,1} \cap L^\infty\) and \(\omega_0/r \in L^{3,1}\), where \(L^{3,1}\) denotes the Lorentz space. The global well-posedness in the critical Besov regularity, that is, \(v_0 \in B^{3/p+1}_{p,1}\), \(p \in [1,\infty]\) with \(\omega_0/r \in L^{3,1}\) was established in [2]. We point out that the global well-posedness result has been extended for 3D Euler–Boussinesq system, which couples Euler equations with a transport-heat equation governing the density, see [26,40].

Our main concern here is to validate similar global well-posedness results for the MHD system (1.1). Our first result reads as follows.

**Theorem 1.1.** Let \(v_0\) and \(b_0\) be two axisymmetric divergence-free vector fields as in (1.3). Suppose that \((v_0,b_0) \in H^s \times H^{s-2}\), with \(s > 5/2\), and \(b^\theta_0/r \in L^2 \cap L^\infty\). Then, there exists a unique global solution \((v,b)\) to the MHD system (1.1) such that

\[
(v,b) \in C(\mathbb{R}^+; H^s) \times \left(C(\mathbb{R}^+; H^{s-2}) \cap \tilde{L}^{\frac{1}{2}}_{\text{loc}}(\mathbb{R}^+; H^s)\right)
\]

and

\[
\frac{b}{r} \in L^\infty_{\text{loc}}(\mathbb{R}^+; L^2 \cap L^\infty).
\]

Our second main result deals with the critical Besov spaces.

**Theorem 1.2.** Let \(p \in [2,\infty]\), \(v_0 \in L^2 \cap B^{3/p+1}_{p,1}\) and \(b_0 \in L^2\) be two axisymmetric divergence-free vector fields as in (1.3). Assume, in addition, that \(\omega_0^\theta/r \in L^{3,1}\) and \(b_0^\theta/r \in L^2 \cap L^\infty\), where \(\omega_0^\theta\) is the angular component of the vorticity \(\omega_0 := \text{curl}(v_0)\).
• Case $p = \infty$. If $b_0 \in B^{3/\sigma-1}_{\infty,1}$, $\sigma \in [2, \infty)$, then there exists a unique global solution $(v, b)$ to the system (1.1) such that

$$(v, b) \in C([\mathbb{R}_+; B^1_{\infty,1}]) \times \left(C([\mathbb{R}_+; B^{3/\sigma-1}_{\infty,1}] \cap L^1_{\text{loc}}([\mathbb{R}_+; B^1_{\infty,1}])\right).$$

• Case $p < \infty$. If $b_0 \in B^{3/p-1}_{p,1}$ then there exists a unique global solution $(v, b)$ to the system (1.1) such that

$$(v, b) \in C([\mathbb{R}_+; B^{3+1}_{p,1}]) \times \left(C([\mathbb{R}_+; B^{3/p-1}_{p,1}] \cap L^1_{\text{loc}}([\mathbb{R}_+; B^{3/p+1}_{p,1}])\right).$$

Moreover, in both cases, one has

$$(\omega r, b r) \in L^\infty_{\text{loc}}([\mathbb{R}_+; L^3, 1]) \times L^\infty_{\text{loc}}([\mathbb{R}_+; L^2 \cap L^\infty]).$$

A few remarks are in order

**Remark 1.1.**

(i) The condition $\omega_0/r \in L^{3,1}$ is automatically derived from $v_0 \in B^{1+3/p}_{p,1}$ for $p < 3$, see (2.4).

(ii) For $p > 2$ the assumption $v_0 \in L^2$ is still needed because the only energy estimate owned for the MHD system is in $L^2$.

(iii) In the limiting case $p = \infty$, the critical space for magnetic field is $B^{-1}_{\infty,1}$. However, we were unable to get smoothing effects on this space and had to relax with the assumption $b_0 \in B^{3/\sigma-1}_{\sigma,1}$, for some $\sigma < \infty$.

(iv) Note that if $\sigma \in (3, \infty)$ then we have $b \in L^1_{\text{loc}}([\mathbb{R}_+; B^{3/\sigma+1}_{\sigma,1}])$.

Now, we shall briefly discuss the main ideas of the proof. Note that, in space dimension three, the vorticity $\omega := \text{curl}(v)$ satisfies the equation

$$\partial_t \omega + v \cdot \nabla \omega = \omega \cdot \nabla v + \text{curl}(b \cdot \nabla b)$$

and the way to control the vortex stretching term in the right-hand side is a widely open problem even for trivial magnetic fields. Nevertheless, for axisymmetric flows, as in (1.3), the vorticity has the special form

$$\omega = \omega^\theta e_\theta$$

and the equation (1.4) can be written as

$$\partial_t \omega + v \cdot \nabla \omega = \frac{v^r}{r} \omega - \frac{\partial_z (b^\theta)^2}{r} e_\theta.$$

Thus, by dividing the vorticity equation by $r$, one can absorb the vortex stretching term into the convection term, leaving only one term involving the quantity $\Gamma := b^\theta/r$ as a forcing one. More precisely, the scalar function $\Omega := \omega^\theta/r$ satisfies

$$\partial_t \Omega + v \cdot \nabla \Omega = -\partial_z \Gamma^2.$$  

(1.5)

In the light of the proof for the 3-D axisymmetric Euler equations, the key point is to get a control of the Lorentz norm $\|\Omega\|_{L^3,1}$. This, according to (1.5), requires some strong a priori estimates on $\Gamma$. Since the magnetic fields have the
special form (1.3), then the magnetic stretching term in the second equation of (1.1) reads

\[ b \cdot \nabla v = \frac{v^r}{r} b^\theta, \]

and the quantity \( \Gamma := \frac{b^\theta}{r} \) solves the equation

\[ \partial_t \Gamma + v \cdot \nabla \Gamma - \left( \Delta + \frac{2}{r} \partial_r \right) \Gamma = 0. \]

Therefore, by using the smoothing effect of the heat flow we obtain the desired control on \( \Gamma \) and then on \( \Omega \). This allows to get the \( L^\infty \) bound of the vorticity \( \omega \) for every time through the Biot-Savart law. Then, in order to globally propagate the optimal subcritical regularities, in the scaling sense, of the MHD system (1.1) we use some refined information about the axisymmetric geometry of the magnetic field \( b \).

The situation is more complicate for the critical Besov regularities since the Beale–Kato–Majda criterion significant quantity that one should estimate is \( \| \omega \|_{B_{\infty,1}^0} \), see [4]. For this aim we use the approach developed in [2] where the axisymmetric geometry plays a crucial role. This allows to bound for every time the Lipschitz norm of the velocity and then to propagate the regularities.

The rest of this paper is organized as follows. In Sect. 2, we recall some function spaces and give some of their useful properties, we also gather some preliminary estimates. In Sect. 4 we shall be concerned with some a priori estimate. In Sects. 5 and 6 we give, respectively, the proof of Theorems 1.1 and 1.2. In the “Appendix”, we establish some product laws for axisymmetric flows.

2. Tools and Function Spaces

Throughout this paper, \( C \) stands for some real positive constant which may be different in each occurrence and \( C_0 \) for a positive constant depending on the size of the initial data. We shall sometimes alternatively use the notation \( X \lesssim Y \) for an inequality of the type \( X \leq CY \). Also, for any pair of operator \( D \) and \( F \) on some Banach space \( A \), the commutator \([D, F]\) is defined by \( DF - FD \).

We shall denote by

\[ \Phi_l(t) = C_0 \exp(... \exp(C_0t^\frac{5}{4})...), \]

where \( C_0 \) depends on the initial data and its value may vary from line to line up to some absolute constants. We will also make an intensive use of the following trivial facts

\[ \int_0^t \Phi_l(\tau)d\tau \leq \Phi_l(t) \quad \text{and} \quad \exp\left( \int_0^t \Phi_l(\tau)d\tau \right) \leq \Phi_{l+1}(t). \]
Littlewood–Paley Theory

Let us recall briefly the classical dyadic partition of the unity, for a proof see for instance [3]: there exist two positive radial functions \( \chi \in \mathcal{D}(\mathbb{R}^3) \) and \( \phi \in \mathcal{D}(\mathbb{R}^3 \setminus \{0\}) \) such that

\[
\forall \xi \in \mathbb{R}^3, \quad \chi(\xi) + \sum_{q \geq 0} \phi(2^{-q}\xi) = 1,
\]

\[
\forall \xi \in \mathbb{R}^3 \setminus \{0\}, \quad \sum_{q \in \mathbb{Z}} \phi(2^{-q}\xi) = 1,
\]

\[
|j - q| \geq 2 \Rightarrow \operatorname{Supp} \phi(2^{-j}.) \cap \operatorname{Supp} \phi(2^{-q}.) = \emptyset,
\]

\[
q \geq 1 \Rightarrow \operatorname{Supp} \chi \cap \operatorname{Supp} \phi(2^{-q}.) = \emptyset.
\]

For every \( v \in \mathcal{S}'(\mathbb{R}^3) \) one defines the non-homogeneous Littlewood–Paley operators by,

\[
\Delta_q v = \phi(2^{-q}D)v = 2^{3q}h(2^q.) \ast v \quad \text{for} \quad q \geq 0,
\]

\[
S_q v = \chi(2^{-q}D)v = \sum_{-1 \leq p \leq q - 1} \Delta_p v = 2^{3q}g(2^q.) \ast v,
\]

\[
\Delta_{-1} v = S_0 v, \quad \Delta_q v = 0 \quad \text{for} \quad q \leq -2.
\]

with \( h = \mathcal{F}^{-1}\phi \) and \( g = \mathcal{F}^{-1}\chi \). Similarly, we define the homogeneous operators by

\[
\forall q \in \mathbb{Z} \quad \hat{\Delta}_q v = \phi(2^{-q}D)v \quad \text{and} \quad \hat{S}_q v = \sum_{-\infty \leq j \leq q - 1} \hat{\Delta}_j v.
\]

One can easily check that for every tempered distribution \( v \), we have

\[
v = \sum_{q \geq -1} \Delta_q v,
\]

and for all \( v \in \mathcal{S}'(\mathbb{R}^3) / \{ \mathcal{P}[\mathbb{R}^3] \} \)

\[
v = \sum_{q \in \mathbb{Z}} \hat{\Delta}_q v,
\]

where \( \mathcal{P}[\mathbb{R}^3] \) is the space of polynomials, see [35]. Furthermore, the Littlewood–Paley decomposition satisfies the property of almost orthogonality for any \( u, v \in \mathcal{S}'(\mathbb{R}^3) \),

\[
\Delta_p \Delta_j u = 0 \quad \text{if} \quad |p - j| \geq 2,
\]

\[
\Delta_p (S_{j - 1} u \Delta_j v) = 0 \quad \text{if} \quad |p - j| \geq 5.
\]

The following lemma describes how the derivatives act on spectrally localized functions, see for instance [13].

**Lemma 2.1.** [Bernstein inequalities] There exists a constant \( C > 0 \) such that for all \( q, k \in \mathbb{N}, 1 \leq a \leq b \leq \infty \) and for every tempered distribution \( u \) we have

\[
\sup_{|\alpha| \leq k} \| \partial^\alpha S_qu \|_{L^b} \leq C^k 2^{(k + 3)(\frac{1}{2} - \frac{1}{a})} \| S_qu \|_{L^a},
\]

\[
C^{-k} 2^{qk} \| \hat{\Delta}_q u \|_{L^b} \leq \sup_{|\alpha| = k} \| \partial^\alpha \hat{\Delta}_q u \|_{L^b} \leq C^k 2^{qk} \| \hat{\Delta}_q u \|_{L^b}.
\]
**Besov Spaces**

Based on Littlewood–Paley operators, we can define Besov spaces as follows. Let \((p, r) \in [1, +\infty]^2\) and \(s \in \mathbb{R}\). The non-homogeneous Besov space \(B^s_{p,r}\) is the set of tempered distributions \(v\) such that

\[
\|v\|_{B^s_{p,r}} \triangleq \left\|\left(2^{qs}\|\Delta_q v\|_{L^p}\right)_{q \in \mathbb{Z}}\right\|_{\ell^r(\mathbb{Z})} < +\infty.
\]

The homogeneous Besov space \(\dot{B}^s_{p,r}\) is defined as the set of \(S'(\mathbb{R}^3)/\{\mathcal{P}[\mathbb{R}^3]\}\) such that

\[
\|v\|_{\dot{B}^s_{p,r}} \triangleq \left\|\left(2^{qs}\|\dot{\Delta}_q v\|_{L^p}\right)_{q \in \mathbb{Z}}\right\|_{\ell^r(\mathbb{Z})} < +\infty.
\]

We point out that, for all \(s \in \mathbb{R}\) the Besov space \(B^s_{2,2}\) coincides with the Sobolev space \(H^s\). The following embeddings are an easy consequence of Bernstein inequalities,

\[
B^s_{p_1,r_1} \hookrightarrow B^{s+3(\frac{1}{p_2} - \frac{1}{p_1})}_{p_2,r_2} \quad p_1 \leq p_2 \quad \text{and} \quad r_1 \leq r_2.
\]

In order to obtain a better description of the regularizing effect of the transport-diffusion equation, we need to use Chemin-Lerner type spaces \(\tilde{L}^\rho_T B^s_{p,r}\), see for instance [3]. Let \(T > 0, \rho \geq 1, (p, r) \in [1, \infty]^2\) and \(s \in \mathbb{R}\), we denote by \(L^\rho_T B^s_{p,r}\) the space of distribution \(f\) such that

\[
\|f\|_{L^\rho_T B^s_{p,r}} := \left\|\left(2^{js}\|\Delta_j f\|_{L^p}\right)_{j \in \mathbb{Z}}\right\|_{\ell^r(\mathbb{Z})} < +\infty.
\]

We say that \(f\) belongs to the Chemin-Lerner space \(\tilde{L}^\rho_T B^s_{p,r}\) if

\[
\|f\|_{\tilde{L}^\rho_T B^s_{p,r}} := \left\|\left(2^{js}\|\Delta_j f\|_{L^\rho_T L^p}\right)_{j \in \mathbb{Z}}\right\|_{\ell^r(\mathbb{Z})} < +\infty.
\]

The relation between these spaces is detailed in the following lemma, which is a direct consequence of the Minkowski inequality.

**Lemma 2.2.** Let \(s \in \mathbb{R}, \varepsilon > 0\) and \((p, r, \rho) \in [1, +\infty]^3\). Then, we have the following embeddings

\[
L^\rho_T B^s_{p,r} \hookrightarrow \tilde{L}^\rho_T B^s_{p,r} \hookrightarrow L^\rho_T B^{s-\varepsilon}_{p,r} \quad \text{if} \quad r \geq \rho.
\]

\[
L^\rho_T B^{s+\varepsilon}_{p,r} \hookrightarrow \tilde{L}^\rho_T B^s_{p,r} \hookrightarrow L^\rho_T B^s_{p,r} \quad \text{if} \quad \rho \geq r.
\]

Now, we introduce the Bony’s decomposition [6] which is the basic tool of the para-differential calculus. Formally the product of two tempered distributions \(u\) and \(v\) can be divided into three parts as follows:

\[
uv = T_u v + T_v u + R(u, v), \quad (2.2)
\]

where

\[
T_u v = \sum_q S_{q-1} u \Delta_q v \quad \text{and} \quad R(u, v) = \sum_q \Delta_q u \tilde{\Delta}_q v,
\]

with \(\tilde{\Delta}_q = \sum_{i=-1}^1 \Delta_{q+i}\).
Some Commutator Estimates
The following proposition is proved in [25].

Proposition 2.1. Let $u$ be a smooth function and $v$ be a smooth divergence-free vector field of $\mathbb{R}^3$ such that its vorticity $\omega := \text{curl } v$ belongs to $L^\infty$. Then, for every $p \in [1, \infty]$ and $q \geq -1$, we have

$$\|[\Delta_q, v \cdot \nabla]u\|_{L^p} \lesssim \|u\|_{L^p} \left( \|\nabla \Delta_{-1} v\|_{L^\infty} + (q + 2) \|\omega\|_{L^\infty} \right).$$

The following proposition is proved in [26]

Proposition 2.2. Let $v$ be an axisymmetric smooth and divergence-free vector field without swirl and let $u$ be a smooth scalar function. Then there exists $C > 0$ such that for every $q \in \mathbb{N} \cup \{-1\}$, we have

$$\|\nabla v\|_{L^3,1} \lesssim \|\Delta_q, v \cdot \nabla]u\|_{L^2} \leq C \left( \frac{\omega^\theta}{\rho} \right)_{L^{3,1}} \left( \|x_h u\|_{L^6} + \|u\|_{L^2} \right),$$

where $\omega^\theta$ is the angular component of $\omega = \nabla \times v$.

The following commutator estimate is proved in [13],

Lemma 2.3. Let $u$ be a smooth function and $v$ be a smooth vector field of $\mathbb{R}^3$ with zero divergence. Then, we have, for all $1 \leq p \leq \infty$ and $-1 < s < 1$,

$$\sum_{j \geq -1} 2^{js} \|\Delta_j, v \cdot \nabla]u\|_{L^p} \lesssim \|\nabla v\|_{L^\infty} \|u\|_{B^{s,1}_p}.$$ 

Lorentz Spaces and Interpolation
Let $p \in ]1, \infty[, q \in [1, \infty]$, The Lorentz space $L^{p,q}$ can be defined by real interpolation from Lebesgue spaces: (see for instance [7])

$$(L^{p_0}, L^{p_1})_{(\theta, q)} = L^{p,q}$$

where $1 \leq p_0 < p < p_1 \leq \infty$ and $\theta$ satisfies

$$\frac{1}{p} = \frac{1 - \theta}{p_0} + \frac{\theta}{p_1} \text{ with } 0 < \theta < 1.$$

The spaces $L^{p,q}$ have the following properties: (see pages 18–20 of [32])

$$L^{p,p} = L^p,$$

$$L^{p,q} \hookrightarrow L^{p,q'}, \quad 1 \leq q \leq q' \leq \infty,$$

$$\|uv\|_{L^{p,q}} \leq \|u\|_{L^\infty} \|v\|_{L^{p,q}}. \quad (2.3)$$

Furthermore, for all $1 \leq p < 3$ we have the embedding, see page 21 of [2],

$$B^{\frac{3}{2},-1}_{p,1} \hookrightarrow L^{3,1}. \quad (2.4)$$

Estimates for a Transport Equation
We need the following proposition which deals with the persistence of Besov regularities in a transport equation. Abidi, Hmidi and Keraani, in [2], proved the result for the case $s = \pm 1$. The remainder cases are done in [13, 43].
Proposition 2.3. (Proposition A.2 in [2]) Let \( s \in (-1, 1), p, r \in [1, \infty] \) and \( v \) be a smooth divergence-free vector field. Let \( f \) be a smooth solution of the equation

\[
\partial_t f + v \cdot \nabla f = g, \quad f|_{t=0} = f_0,
\]

where \( f^0 \in B^s_{p,r}(\mathbb{R}^3) \) and \( g \in L^1_{\text{loc}}(\mathbb{R}^+; B^s_{p,r}) \). Then, for all \( t \in \mathbb{R}^+ \), we have

\[
\|f(t)\|_{B^s_{p,r}} \lesssim e^{CU(t)} \left( \|f^0\|_{B^s_{p,r}} + \int_0^t e^{-CU(\tau)} \|g(\tau)\|_{B^s_{p,r}} \, d\tau \right),
\]

with \( U(t) := \|\nabla v(t)\|_{L^1_t L^\infty} \) and \( C \) is a constant depending on \( s \). The above estimate is true in the two following cases

\[
s = -1, \ r = \infty, 1 \leq p \leq \infty \quad \text{and} \quad s = r = 1, \ 1 \leq p \leq \infty,
\]

provided that we change \( U(t) \) by \( V(t) := \|v(t)\|_{L^1_t B^{s,1}_{\infty}} \).

We recall the following Nash-De Giorgi estimate for the convection–diffusion equation.

Proposition 2.4. (Lemma A.1 in [26])

Consider the equation

\[
\partial_t f + v \cdot \nabla f - \Delta f = \nabla \cdot F + G, \quad t > 0, \ x \in \mathbb{R}^3, \ f|_{t=0} = f_0. \quad (2.5)
\]

Consider \( p, q, p_1, q_1 \in [0, \infty], \ r \in [2, \infty] \) with \( \frac{2}{p} + \frac{3}{q} < 1, \ \frac{2}{p_1} + \frac{3}{q_1} < 2 \). There exists \( C > 0 \) such that for every smooth divergence-free vector field \( v \) and every \( T > 0 \), if \( F \in L^p_T L^q, \ G \in L^p_T L^{q_1} \) and \( f_0 \in L^r \) then the solution of (2.5) satisfies the estimate:

\[
\|f(T)\|_{L^\infty} \leq C \left( 1 + T^{-\frac{3}{2}q} \right) \|f_0\|_{L^r} + C \left( 1 + \sqrt{T^{1-(\frac{3}{2}q + \frac{3}{q_1})}} \right) \|F\|_{L^p_T L^q} + C \left( 1 + \sqrt{T^{2-(\frac{3}{2}q_1 + \frac{3}{q}q)}} \right) \|G\|_{L^p_T L^{q_1}}.
\]

3. Axisymmetric Flows

Along this paper, we assume that vector fields \( v : \mathbb{R}^3 \to \mathbb{R}^3 \) and \( b : \mathbb{R}^3 \to \mathbb{R}^3 \) are axisymmetric, namely,

\[
\mathcal{R}_{-\alpha} \{v(\mathcal{R}_{\alpha} x)\} = v(x), \quad \text{and} \quad \mathcal{R}_{-\alpha} \{b(\mathcal{R}_{\alpha} x)\} = b(x), \ \forall \alpha \in [0, 2\pi], \ \forall x \in \mathbb{R}^3,
\]

where \( \mathcal{R}_\alpha \) denotes the rotation around the axis \((Oz)\) with angle \( \alpha \). The vector field \( v \) is assumed to be without swirl and the radial and the height components of magnetic velocity field \( b \) are trivial, that is,

\[
v(x) = v^r(r, z)e_r + v^z(r, z)e_z, \quad b(x) = b^\theta(r, z)e_\theta,
\]

where \( x = (x_1, x_2, z), \ r = (x_1^2 + x_2^2)^{1/2} \), and \( (e_r, e_\theta, e_z) \) is the cylindrical basis of \( \mathbb{R}^3 \),

\[
e_r := (\cos \theta, \sin \theta, 0)^T, \quad e_\theta := (-\sin \theta, \cos \theta, 0)^T, \quad e_z := (0, 0, 1)^T.
\]
The components \(v^r, v^z\) and \(b^\theta\) do not depend on the angular variable \(\theta\). Recall that, in the cylindrical coordinate systems, the gradient operator \(\nabla\) is given by
\[
\nabla = e_r \partial_r + \frac{1}{r} e_\theta \partial_\theta + e_z \partial_z. \tag{3.2}
\]
and the expression of the Laplacian operator is given by
\[
\Delta = \partial_{rr} + \frac{1}{r} \partial_r + \partial_{zz}. \tag{3.3}
\]
The incompressible constraints, \(\text{div} v = 0\) and \(\text{div} b = 0\), can be written as
\[
\partial_r v^r + \frac{1}{r} v^r + \partial_z v^z = 0, \quad \text{and} \quad \partial_r b^r + \frac{1}{r} b^r + \partial_z b^z = 0. \tag{3.4}
\]
Moreover, for any axisymmetric vector field \(a\), one has
\[
a \cdot \nabla = a^r \partial_r + \frac{a^\theta}{r} \partial_\theta + a^z \partial_z. \tag{3.5}
\]
Thus, straightforward computations show that the equations (1.1) can be expressed in cylindrical coordinate as
\[
\begin{align*}
\partial_t v^r + v^r \partial_r v^r + v^z \partial_z v^r + \partial_r p &= -\frac{(b^\theta)^2}{r}, \\
\partial_t v^z + v^r \partial_r v^z + v^z \partial_z v^z + \partial_z p &= 0, \\
\partial_t b^\theta + v^r \partial_r b^\theta + v^z \partial_z b^\theta - \Delta b^\theta &= \frac{b^\theta}{r} v^r. \tag{3.6}
\end{align*}
\]
Furthermore, one can easily check that the vorticity \(\omega := \text{curl} v\) of the vector filed \(v\) is given by
\[
\omega = \omega^\theta e_\theta; \quad \omega^\theta = \partial_z v^r - \partial_r v^z. \tag{3.7}
\]
Now, applying the curl operator to the velocity equation yields
\[
\partial_t \omega + v \cdot \nabla \omega = \omega \cdot \nabla v + \text{curl}(b \cdot \nabla b). \tag{3.8}
\]
Since \(\omega = \omega^\theta e_\theta\) and by (3.5), the stretching term takes the form
\[
\omega \cdot \nabla v = \omega^\theta \frac{v^r}{r} e_\theta = \frac{v^r}{r} \omega. \tag{3.9}
\]
Similarly, as \(b = b^\theta e_\theta\) we get
\[
b \cdot \nabla b = -\frac{(b^\theta)^2}{r} e_r \quad \text{and} \quad \text{curl}(b \cdot \nabla b) = -\partial_z \left( \frac{b^\theta}{r} b \right). \tag{3.10}
\]
Consequently, the vorticity Eq. (3.7) becomes
\[
\partial_t \omega + v \cdot \nabla \omega = \frac{v^r}{r} \omega - \partial_z \left( \frac{b^\theta}{r} b \right). \tag{3.11}
\]
It follows that the scalar function \(\omega^\theta\) verifies
\[
\partial_t \omega^\theta + v \cdot \nabla \omega^\theta = \frac{v^r}{r} \omega^\theta - \partial_z \left( \frac{(b^\theta)^2}{r} \right). \tag{3.12}
\]
Moreover, from the third equation of (3.6), one has
\[
\partial_t b^\theta + v \cdot \nabla b^\theta - \Delta b^\theta = \frac{b^\theta}{r} v^r. \tag{3.13}
\]
Therefore, the quantities $\Omega := \frac{\omega}{r}$ and $\Gamma := \frac{b}{r}$ are governed by the following system

$$
\begin{cases}
\partial_t \Omega + v \cdot \nabla \Omega = -\partial_r \Gamma^2, \\
\partial_t \Gamma + v \cdot \nabla \Gamma - \left( \Delta + \frac{2}{r} \partial_r \right) \Gamma = 0.
\end{cases}
$$

(3.13)

The following proposition is proved in [2, 23].

**Proposition 3.1.** Let $v = (v^1, v^2, v^3)$ and $b = (b^1, b^2, b^3)$ be a smooth axisymmetric vector fields as in (3.1). Then, we have

(i) For every $(x_1, x_2, z) \in \mathbb{R}^3$,

$$
v^z = 0, \quad -x_2 v^1(x_1, x_2, z) + x_1 v^2(x_1, x_2, z) = 0,
\quad b^z = 0, \quad x_1 b^1(x_1, x_2, z) + x_2 b^2(x_1, x_2, z) = 0,
\quad v^1(0, x_2, z) = v^2(x_1, 0, z) = b^1(x_1, 0, z) = b^2(0, x_2, z) = 0.
$$

(ii) For every $q \geq -1$, $\Delta_q v$ and $\Delta_q b$ are axisymmetric and

$$
(\Delta_q v^1)(0, x_2, z) = (\Delta_q v^2)(x_1, 0, z) = 0,
(\Delta_q b^1)(x_1, 0, z) = (\Delta_q b^2)(0, x_2, z) = 0.
$$

(iii) The vector $\omega = \nabla \times v = (\omega^1, \omega^2, \omega^3)$ satisfies $\omega = \nabla \times e_\theta = (0, 0, 0)$ and we have for every $(x_1, x_2, z) \in \mathbb{R}^3$,

$$
\omega^z = 0, \quad x_1 \omega^1(x_1, x_2, z) + x_2 \omega^2(x_1, x_2, z) = 0, \quad \omega^1(x_1, 0, z) = \omega^2(0, x_2, z) = 0.
$$

Now, we aim to study the following vorticity like equation, in which no relations between the vector field $v$ and the solution $\zeta$ are supposed

$$
\begin{cases}
\partial_t \zeta + (v \cdot \nabla) \zeta = (\zeta \cdot \nabla)v + \text{curl}(b \cdot \nabla b), \\
\text{div} v = 0, \\
\zeta|_{t=0} = \zeta_0.
\end{cases}
$$

(3.14)

where $v$ and $b$ are axisymmetric and verify (3.1) and $\zeta = (\zeta^1, \zeta^2, \zeta^z)$ is an unknown vector field.

**Proposition 3.2.** Let $v$ be a smooth, divergence free, axisymmetric vector field and $\zeta$ be the unique global solution of (3.14) with smooth initial data $\zeta_0$. Then, we have the following properties.

(i) If $\text{div} \zeta_0 = 0$, then for all $t \in \mathbb{R}_+$, $\text{div} \zeta(t) = 0$.

(ii) If $\zeta_0 \times \vec{e}_\theta = 0$ then for all $t \in \mathbb{R}_+$, $\zeta(t, x) \times \vec{e}_\theta = (0, 0, 0)$. Consequently,

$$
\zeta_1(t, x_1, 0, z) = \zeta_2(t, 0, x_2, z) = 0 \quad \text{and} \quad (\zeta \cdot \nabla)v = \frac{v^r}{r} \zeta.
$$

**Proof.** We apply the divergence operator to the Eq. (3.14), we get

$$
\partial_t (\text{div} \zeta) + \text{div}(v \cdot \nabla \zeta) = \text{div}(\zeta \cdot \nabla v),
$$

where we have used the fact that $\text{div(curl} a) = 0$ for any vector $a \in \mathbb{R}^3$. Straightforward computations allows to get

$$
\text{div}(v \cdot \nabla \zeta) - \text{div}(\zeta \cdot \nabla v) = v \cdot \nabla \text{div} \zeta.
$$
Thus, we obtain the equation
\[ \partial_t \text{div} \zeta + (v \cdot \nabla) \text{div} \zeta = 0. \]

Then, by the maximum principle we conclude (i).

Next, we shall prove (ii). Denote by \((\zeta^r, \zeta^\theta, \zeta^z)\) the coordinates of \(\zeta\) in cylindrical basis. Then
\[ \zeta \times \vec{e}_\theta = \zeta^r e_z - \zeta^z e_r \]
Hence, it suffices to prove that \(\zeta^r = \zeta^z = 0\). Taking the scalar product of (3.14) with \(e_r\), we get
\[ \partial_t \zeta^r + (v \cdot \nabla \zeta) \cdot e_r = (\zeta \cdot \nabla v) \cdot e_r + \text{curl}(b \cdot \nabla b) \cdot e_r. \]

From (3.5) and since \(\partial_r e_r = \partial_z e_r = 0\), we get
\[ (v \cdot \nabla \zeta) \cdot e_r = (v^r \partial_r \zeta + v^3 \partial_z \zeta) \cdot e_r = (v^r \partial_r + v^3 \partial_z)(\zeta \cdot e_r) = v \cdot \nabla \zeta^r, \]
Similarly, we obtain
\[ (\zeta \cdot \nabla v) \cdot e_r = (\zeta^r \partial_r v + \frac{1}{r} \zeta^\theta \partial_\theta v + \zeta^z \partial_z v) \cdot e_r = \zeta^r \partial_r v^r + \zeta^z \partial_z v^r. \]

On the other hand, by (3.1) and (3.9) we have
\[ \text{curl}(b \cdot \nabla b) \cdot e_r = 0. \]

Thus, \(\zeta^r\) verifies the equation
\[ \partial_t \zeta^r + v \cdot \nabla \zeta^r = \zeta^r \partial_r v^r + \zeta^z \partial_z v^r. \]

By the maximum principle we get
\[ \|\zeta^r(t)\|_{L^\infty} \leq \int_0^t \left( \|\zeta^r(\tau)\|_{L^\infty} + \|\zeta^z(\tau)\|_{L^\infty} \right) \|\nabla v(\tau)\|_{L^\infty} d\tau. \]

In a similar way we may check that
\[ \partial_t \zeta^z + v \cdot \nabla \zeta^z = \zeta^r \partial_r v^3 + \zeta^z \partial_z v^3. \]

Therefore, we have
\[ \|\zeta^z(t)\|_{L^\infty} \leq \int_0^t \left( \|\zeta^r(\tau)\|_{L^\infty} + \|\zeta^z(\tau)\|_{L^\infty} \right) \|\nabla v(\tau)\|_{L^\infty} d\tau. \]

Combining the two last estimates with Gronwall’s inequality, we obtain for every \(t \in \mathbb{R}^+\),
\[ \zeta^r(t) = \zeta^z(t) = 0. \]

It follows that \(\zeta \times e_\theta = 0\) and the stretching term becomes
\[ \zeta \cdot \nabla v = \zeta^\theta \frac{v^r}{r} e_\theta = \frac{v^r}{r} \zeta. \]

The proof of the Proposition is now complete. \(\square\)
4. A Priori Estimates

In this section we shall establish some global a priori estimates needed for the proof of Theorems 1.1 and 1.2. First, we shall prove some basic weak estimates that can be easily obtained through energy type estimates. In a second step, we shall give a global estimate on $\|\omega/\rho\|_{L_t^\infty L_x^3}$ and finally we intend to show the control of some stronger norms such as $\|\omega\|_{L_t^\infty L_x^\infty}$ and $\|b\|_{L_t^1 B_x^{2,1}_{\infty,1}}$.

Recall that we always denote

$$\Phi_t(t) = C_0 \exp(... \exp(C_0 t^{\frac{1}{2}})...),$$

where $C_0$ depends on the involved norms of the initial data and its value may vary from line to line up to some absolute constants.

We start with the following elementary estimates.

**Proposition 4.1.** Let $(v, b)$ be a smooth solution of (1.1) then

(i) For $v_0, b_0 \in L^2$ and $t \in \mathbb{R}_+$ we have the energy law of the three-dimensional incompressible MHD equations

$$\|v\|_{L_t^\infty L_x^2}^2 + \|b\|_{L_t^\infty L^2_x}^2 + 2\|\nabla b\|_{L_t^2 L_x^2}^2 = \|v_0\|_{L_x^2}^2 + \|b_0\|_{L_x^2}^2. \tag{4.1}$$

(ii) Assume that $(v, b)$ is an axisymmetric solution of (1.1). Then, for all $t \in \mathbb{R}_+$ we have

$$\left\| \frac{b^\theta}{r} \right\|_{L_t^\infty L_x^2}^2 + \left\| \nabla \left( \frac{b^\theta}{r} \right) \right\|_{L_t^2 L_x^2}^2 \leq \left\| \frac{b_0^\theta}{r} \right\|_{L_x^2}^2. \tag{4.2}$$

In addition, for all $p \in (1, \infty], q \in [1, \infty]$ and $t \in \mathbb{R}_+$,

$$\left\| \frac{b^\theta}{r} \right\|_{L_t^\infty L_x^{p,q}} \leq \left\| \frac{b_0^\theta}{r} \right\|_{L_x^{p,q}}. \tag{4.3}$$

(iii) Assume that $(v, b)$ is an axisymmetric solution of (1.1) such that $v_0, b_0 \in L^2$, and $b_0^\theta/r \in L^m$, $m > 6$. Then, for all $t \in \mathbb{R}_+$ we have

$$\|b(t)\|_{L_x^\infty} \leq C_0 (t^{-\frac{3}{4}} + t^{\frac{3}{4}}), \tag{4.4}$$

and

$$\|b\|_{L_t^1 L_x^p} \leq C_0 (t^{\frac{3}{4}} + t^{\frac{5}{4}}) \text{ for all } p \in (2, \infty]. \tag{4.5}$$

**Proof.** By taking the $L^2$-scalar product of the first equation of (1.1) with $v$ and integrating by parts, we get, since $v$ and $b$ are divergence free,

$$\frac{1}{2} \frac{d}{dt} \|v(t)\|_{L_x^2}^2 = -\int_{\mathbb{R}^3} (b \cdot \nabla v) \cdot b \, dx.$$

Making a similar energy estimate on the second equation of (1.1) yields

$$\frac{1}{2} \frac{d}{dt} \|b(t)\|_{L_x^2}^2 + \int_{\mathbb{R}^3} |\nabla b(t, x)|^2 \, dx = \int_{\mathbb{R}^3} (b \cdot \nabla v) \cdot b \, dx.$$

Summing the two last identities gives

$$\frac{1}{2} \frac{d}{dt} \|v(t)\|_{L_x^2}^2 + \frac{1}{2} \frac{d}{dt} \|b(t)\|_{L_x^2}^2 + \int_{\mathbb{R}^3} |\nabla b(t, x)|^2 \, dx = 0.$$
Integrating in time gives the desired result in (i).

Recall that the evolution of the quantity $\Gamma := b^\theta / r$ is given by

$$\partial_t \Gamma + v \cdot \nabla \Gamma - \left( \Delta + \frac{2}{r} \partial_r \right) \Gamma = 0.$$ 

Multiplying the last equation by $\Gamma$ and integrating in space, we get

$$\frac{1}{2} \frac{d}{dt} \| \Gamma(t) \|^2_{L^2} + \| \nabla \Gamma(t) \|^2_{L^2} + 2\pi \int_\mathbb{R} |\Gamma(t, 0, z)|^2 dz = 0.$$ 

Similarly, for all $p \in [1, \infty]$ we have

$$\| \Gamma(t) \|_{L^p} \leq \| \Gamma_0 \|_{L^p}.$$  

(4.6)

By interpolation, for $p \in [1, \infty)$ and $q \in [1, \infty)$, we conclude (ii).

Now we shall prove (iii). Since $b = b^\theta e_\theta$, then from (3.12) we have

$$\partial_t b + v \cdot \nabla b - \Delta b = \frac{b}{r} v^r.$$  

(4.7)

Applying Proposition 2.4 to (4.7) with $F = 0$ and $G = \frac{b}{r} v^r$, we get, for all $m > 6$,

$$\| b(t) \|_{L^\infty} \leq C \left( \| b_0 \|_{L^2} + \| v_0 \|_{L^2} \right) \left( 1 + \|\Gamma_0\|_{L^\infty} \right) \left( t^{-\frac{3}{2}} + t^{\frac{1}{2}} \right).$$  

(4.8)

The estimate (4.5) can be immediately obtained by using an interpolation inequality in the $L^p$ spaces, with $p \in (2, \infty)$, the dispersive estimate (4.8), the energy estimate (4.1) and finally integration in time. □

The following proposition provides the main important quantities that one should estimate in order to get the global existence of smooth solutions.

**Proposition 4.2.** Let $v_0, b_0 \in L^2$ be two smooth axisymmetric vector fields with zero divergence such that $\omega_0^\theta / r \in L^{3,1}$ and $b_0^\theta / r \in L^2 \cap L^\infty$. Then, we have for every $t \in \mathbb{R}_+$,

$$\left\| \frac{v^r}{r} \right\|_{L^\infty_t L^\infty} + \left\| \frac{\omega}{r} \right\|_{L^\infty_t L^{3,1}} + \left\| \frac{\Gamma}{r} \right\|_{L^1_t B^3_{2,1}} \leq \Phi_1(t).$$

**Proof.** We use the following inequality due to Shirota and Yanagisawa [41]. See also [2].

$$\left| \frac{v^r}{r} \right| \lesssim \frac{2}{|z|^2} \left| \frac{\omega^\theta}{r} \right|.$$
Since $\frac{1}{|x|} \in L^\frac{3}{2}, \infty$, then by the convolution law $L^{p,q} \ast L^{p',q'} \rightarrow L^\infty$ we get
\[ \left\| \frac{v}{r} \right\|_{L^\infty} \lesssim \left\| \frac{\omega}{r} \right\|_{L^{3,1}}. \] (4.9)

On the other hand, we recall that the evolution of the quantity $\Omega := \frac{\omega}{r}$ is given by
\[ \partial_t \Omega + v \cdot \nabla \Omega = -\partial_z \Gamma^2. \]
with $\Gamma := \frac{b}{r}$. By making an $L^p$ estimates and interpolating, we get
\[ \| \Omega(t) \|_{L^{3,1}} \leq \| \Omega_0 \|_{L^{3,1}} + \int_0^t \| \partial_z \Gamma^2(\tau) \|_{L^{3,1}} d\tau \]
\[ \leq \| \Omega_0 \|_{L^{3,1}} + 2 \int_0^t \| \Gamma(\tau) \|_{L^\infty} \| \partial_z \Gamma(\tau) \|_{L^{3,1}} d\tau, \]
where we have used in the last estimate the inequality (2.3). Then, using the embedding (2.4) and Proposition 4.1-(ii) we find
\[ \| \Omega(t) \|_{L^{3,1}} \leq \| \Omega_0 \|_{L^{3,1}} + 2 \| \Gamma_0 \|_{L^\infty} \| \Gamma \|_{L^1_t B^{\frac{3}{2},\frac{3}{1}}_{3,1}}. \] (4.10)

Now, we shall estimate $\| \Gamma \|_{L^1_t B^{\frac{3}{2},\frac{3}{1}}_{3,1}}$. Let $q \in \mathbb{T}$ and set $\Gamma_q := \Delta \Gamma$. Then, localizing in frequency the second equation of (3.13) gives
\[ \partial_t \Gamma_q + v \cdot \nabla \Gamma_q - \left( \Delta + \frac{2}{r} \partial_r \right) \Gamma_q = -[\Delta_q, v \cdot \nabla] \Gamma. \] (4.11)

Multiplying (4.11) by $|\Gamma_q|^{p-2} \Gamma_q$, $p \geq 2$, and using Hölder inequality, we get
\[ \frac{1}{p} \frac{d}{dt} \| \Gamma_q(t) \|_{L^p}^{p} \]
\[ - \int_{\mathbb{R}^3} (\Delta \Gamma_q) |\Gamma_q|^{p-2} \Gamma_q dx - \int_{\mathbb{R}^3} \frac{2}{r} \partial_r \Gamma_q |\Gamma_q|^{p-2} \Gamma_q dx \]
\[ \leq \| \Gamma_q \|_{L^p}^{p-1} \|[\Delta_q, v \cdot \nabla] \Gamma\|_{L^p}. \]

Obviously,
\[ 0 \leq - \int_{\mathbb{R}^3} \frac{2}{r} \partial_r \Gamma_q |\Gamma_q|^{p-2} \Gamma_q dx. \]

Moreover, using the generalized Bernstein inequality, see [32], we find
\[ \frac{1}{p} 2^{2q} \| \Gamma_q(t) \|_{L^p}^{p} \leq - \int_{\mathbb{R}^3} (\Delta \Gamma_q) |\Gamma_q|^{p-2} \Gamma_q dx. \]

Combining the three last estimates gives
\[ \frac{d}{dt} \| \Gamma_q(t) \|_{L^p} + c_p 2^{2q} \| \Gamma_q \|_{L^p} \lesssim \| [\Delta_q, v \cdot \nabla] \Gamma \|_{L^p}. \]

This leads to
\[ \| \Gamma_q(t) \|_{L^p} \leq e^{-c_p 2^{2q} t} \| \Gamma_0 \|_{L^p} + \int_0^t e^{-c_p 2^{2q} (t-\tau)} \| [\Delta_q, v \cdot \nabla] \Gamma \|_{L^p} d\tau. \]
Therefore, by integration in time, we obtain
\[ \| \Gamma_q \|_{L_t^\infty L^p} + 2^q \| \Gamma_q \|_{L_t^1 L^p} \lesssim \| \Gamma_0 \|_{L^p} + \| [\Delta_q, v \cdot \nabla] \Gamma \|_{L_t^1 L^p}. \quad (4.12) \]
In particular, for \( p = 2 \), we have
\[ \| \Gamma_q \|_{L_t^1 L^2} \lesssim 2^{-2q} \| \Gamma_0 \|_{L^2} + 2^{-2q} \| [\Delta_q, v \cdot \nabla] \Gamma \|_{L_t^1 L^2}. \]
Multiplying this last inequality by \( 2^{q/2} \) and then summing over \( q \) we find
\[ \| \Gamma \|_{L_t^1 B^2_{2,1}} \lesssim \| \Delta^{-1} \Gamma \|_{L_t^1 L^2} + \sum_{q \geq 0} 2^{-q/2} \| \Gamma_0 \|_{L^2} + \sum_{q \geq 0} 2^{-q/2} \| [\Delta_q, v \cdot \nabla] \Gamma \|_{L_t^1 L^2}. \]
Then, we shall use Propositions 2.2 and 4.1-(ii) to obtain
\[ \| \Gamma \|_{L_t^1 B^2_{2,1}} \lesssim \| \Gamma_0 \|_{L^2} + \| \Gamma \|_{L_t^1 L^2} + \int_0^t \| \Omega(\tau) \|_{L_t^{3,1}} (\| b^\theta(\tau) \|_{L^6} + \| \Gamma(\tau) \|_{L^2}) \, d\tau \]
\[ \lesssim \| \Gamma_0 \|_{L^2(t + 1)} + \int_0^t \| \Omega(\tau) \|_{L_t^{3,1}} (\| b^\theta(\tau) \|_{L^6} + \| \Gamma_0 \|_{L^2}) \, d\tau. \quad (4.13) \]
Inserting the last estimate into (4.10) gives
\[ \| \Omega(\tau) \|_{L_t^{3,1}} \leq C_0(t + 1) + C_0 \int_0^t \| \Omega(\tau) \|_{L_t^{3,1}} (\| b^\theta(\tau) \|_{L^6} + 1) \, d\tau. \]
The Gronwall lemma and Proposition 4.1-(iii) yield that
\[ \| \Omega(\tau) \|_{L_t^{3,1}} \leq C_0(t + 1) e^{C_0 t} b^\theta \|_{L_t^1 L^6} \leq C_0 e^{C_0 t^{3/2}}. \quad (4.14) \]
This gives in turn, by (4.13) and Proposition 4.1-(iii),
\[ \| \Gamma \|_{L_t^1 B^2_{2,1}} \leq C_0(t + 1) + C_0(1 + t^{3/2}) e^{C_0 t^{3/2}} \lesssim \Phi_1(t). \]
Moreover, by (4.9), we get
\[ \left\| \frac{v^r}{r}(t) \right\|_{L^\infty} \lesssim \| \Omega(t) \|_{L_t^{3,1}} \leq \Phi_1(t). \]
Finally, using the fact that \( \omega = \omega^\theta e_\theta \) and from (2.3) we infer that
\[ \left\| \frac{\omega}{r}(t) \right\|_{L_t^{3,1}} \lesssim \| \Omega(t) \|_{L_t^{3,1}} \leq \Phi_1(t). \]
This concludes the proof of the proposition. \( \square \)

With the estimates established in Propositions 4.1 and 4.2 in hand, we can bound \( \| \omega \|_{L_t^\infty L^\infty} \) by using the smoothing effect on the magnetic field.

**Proposition 4.3.** Let \( \sigma \in (3, \infty), v_0 \in L^2 \) and \( b_0 \in L^2 \cap B^{3/\sigma - 1}_{\sigma,1} \) be two smooth axisymmetric vector fields with zero divergence such that \( \omega_0 \in L^\infty, \omega^\theta_0/r \in L^{3,1} \) and \( b^\theta_0/r \in L^2 \cap L^\infty \). Then, we have for every \( t \in \mathbb{R}^+ \),
\[ \| b \|_{L_t^\infty B^{3/\sigma - 1}_{\sigma,1}} + \| b \|_{L_t^1 B^{3/\sigma + 1}_{\sigma,1}} + \| \omega \|_{L_t^\infty L^\infty} + \| b \|_{L_t^2 B^{0}_{\infty,1}} \leq \Phi_2(t). \]
Proof. Applying the maximum principle to (3.10) gives
\[
\|\omega(t)\|_{L^\infty} \lesssim \|\omega_0\|_{L^\infty} + \int_0^t \|\partial_3 b(\tau)\|_{L^\infty} \frac{\|b(\tau)\|_r}{r} \, d\tau \\
+ \int_0^t \|v^r(\tau)/r\|_{L^\infty} \|\omega(\tau)\|_{L^\infty} \, d\tau \\
\lesssim \|\omega_0\|_{L^\infty} + \|b_0^g/r\|_{L^\infty} \|b\|_{L^1_t B^3_{\sigma,1}} \\
+ \int_0^t \|v^r(\tau)/r\|_{L^\infty} \|\omega(\tau)\|_{L^\infty} \, d\tau
\]
(4.15)
where we have used in the last estimate the embedding \(B^3_{\sigma,1} \hookrightarrow \text{Lip}(\mathbb{R}^3)\) and Proposition 4.1-(ii). Now we shall estimate \(\|b\|_{L^1_t B^3_{\sigma,1}}\). Localizing in frequency the Eq. (4.7) gives
\[
\partial_t b_q + v \cdot \nabla b_q - \Delta b_q = F_q - [\Delta_q, v \cdot \nabla] b
\]
for all \(q \in \mathbb{N} \cup \{ -1 \}\) where \(b_q := \Delta_q b\) and \(F_q := \Delta_q (b \cdot \nabla v) = \Delta_q (\frac{v}{r} b)\). Then, taking the standard \(L^p\)-estimate, for all \(p \geq 2\),
\[
\frac{1}{p} \frac{d}{dt} \|b_q(t)\|_{L^p} \leq \int_{\mathbb{R}^3} (\Delta b_q)|b_q|^{p-2} b_q \, dx \leq \|b_q(t)\|_{L^p}^{p-1}
\]
\[
\left( \|F_q(t)\|_{L^p} + \|[\Delta_q, v \cdot \nabla] b\|_{L^p} \right).
\]
Using the generalized Bernstein inequality, see [32],
\[
\frac{1}{p} 2^{2q} \|b_q(t)\|_{L^p}^p \leq - \int_{\mathbb{R}^3} (\Delta b_q)|b_q|^{p-2} b_q \, dx,
\]
we obtain
\[
\frac{d}{dt} \|b_q(t)\|_{L^p} + c_p 2^{2q} \|b_q(t)\|_{L^p} \lesssim \|F_q(t)\|_{L^p} + \|[\Delta_q, v \cdot \nabla] b(t)\|_{L^p}.
\]
This leads to
\[
\|b_q(t)\|_{L^p} \lesssim e^{-c_p t 2^{2q}} \|b_q(0)\|_{L^p} + \int_0^t e^{-c(t-\tau) 2^{2q}} \left( \|F_q(\tau)\|_{L^p} + \|[\Delta_q, v \cdot \nabla] b(\tau)\|_{L^p} \right) \, d\tau.
\]
By Young’s convolution inequality we get, for all \(a \in [1, \infty)\),
\[
\|b_q\|_{L^a_t L^p} + 2^{2q} \|b_q\|_{L^p_t L^p} \lesssim c_a \|b_q(0)\|_{L^p} + c_a \|[\Delta_q, v \cdot \nabla] b\|_{L^1_t L^p} + \|F_q\|_{L^1_t L^p}.
\]
(4.16)
To estimate the commutator in the right hand side, we can use Proposition 2.1,
\[
\|[\Delta_q, v \cdot \nabla] b\|_{L^1_t L^p} \lesssim \int_0^t \|b(\tau)\|_{L^p} \left( (q + 2) \|\omega(\tau)\|_{L^\infty} + \|v(\tau)\|_{L^2} \right) \, d\tau.
\]
As for the second term in (4.16), we use the continuity of the operator $\Delta_q$ in the $L^p$ space to write
\[
\|F_q\|_{L^1_t L^p_x} = \left\| \Delta_q \left( \frac{v^r}{r} \right) \right\|_{L^1_t L^p_x} \lesssim \int_0^t \left\| \frac{v^r}{r}(\tau) \right\|_{L^\infty} \|b(\tau)\|_{L^p} \, d\tau.
\]
Inserting the two last estimates into (4.16), we find
\[
\|b_q\|_{L^\infty_t L^p_x} + 2^{2q} \|b_q\|_{L^2_t L^p_x} \lesssim \|b_q(0)\|_{L^p} + \|b\|_{L^1_t L^\infty_x} \left( \|v\|_{L^\infty_t L^2} + \|v^r/r\|_{L^\infty_t L^\infty} \right)
+ (q+2) \int_0^t \|b(\tau)\|_{L^p} \|\omega(\tau)\|_{L^\infty} \, d\tau. \tag{4.17}
\]
Using the last estimate, with $a = 1$ and $p = \sigma > 3$, we obtain
\[
\|b\|_{L^\infty_t B^\frac{3}{\sigma}-1_{\sigma}} + \|b\|_{L^1_t B^\frac{3}{\sigma}+1_{\sigma}} \lesssim \|\Delta b\|_{L^1_t L^\sigma} + \|b_0\|_{B^\frac{3}{\sigma}-1_{\sigma}} + \|b\|_{L^1_t L^\sigma} \left( \|v\|_{L^\infty_t L^2} + \|v^r/r\|_{L^\infty_t L^\infty} \right) \left( \sum_{q \geq 0} 2^{q(\frac{3}{\sigma}-1)} \right)
+ \int_0^t \|b(\tau)\|_{L^\sigma} \|\omega(\tau)\|_{L^\infty} \, d\tau \left( \sum_{q \geq 0} 2^{q(\frac{3}{\sigma}-1)} (q+2) \right)
\lesssim \|b_0\|_{B^\frac{3}{\sigma}-1_{\sigma}} + \|b\|_{L^1_t L^\sigma} \left( 1 + \|v\|_{L^\infty_t L^2} + \|v^r/r\|_{L^\infty_t L^\infty} \right)
+ \int_0^t \|b(\tau)\|_{L^\sigma} \|\omega(\tau)\|_{L^\infty} \, d\tau. \tag{4.18}
\]
Then, combining (4.15) and (4.18) gives
\[
\|\omega(t)\|_{L^\infty} \leq C_0 + C_0 \|b\|_{L^1_t L^\sigma} \left( 1 + \|v\|_{L^\infty_t L^2} + \|v^r/r\|_{L^\infty_t L^\infty} \right)
+ C_0 \int_0^t \left( \|b(\tau)\|_{L^\sigma} + \|v^r(\tau)/r\|_{L^\infty} \right) \|\omega(\tau)\|_{L^\infty} \, d\tau.
\]
Thanks to Gronwall’s inequality, we infer that
\[
\|\omega(t)\|_{L^\infty} \leq C_0 \left( 1 + \|b\|_{L^1_t L^\sigma} \left( 1 + \|v\|_{L^\infty_t L^2} + \|v^r/r\|_{L^\infty_t L^\infty} \right) \right)^e^{C_0 \|b\|_{L^1_t L^\sigma} + C_0 \|v^r/r\|_{L^\infty_t L^\infty}}.
\]
From Propositions 4.1 and 4.2, we conclude that
\[
\|\omega(t)\|_{L^\infty} \leq C_0 \left( 1 + \left( t^{\frac{5}{7}} + t^{\frac{1}{2}} \right) \Phi_1(t) \right) e^{C_0 \left( t^{\frac{5}{7}} + t^{\frac{1}{2}} \right) + \Phi_1(t)} \leq \Phi_2(t). \tag{4.19}
\]
This gives in turn, by (4.18),
\[
\|b\|_{L^\infty_t B^\frac{3}{\sigma}-1_{\sigma}} + \|b\|_{L^1_t B^\frac{3}{\sigma}+1_{\sigma}} \leq \Phi_2(t). \tag{4.20}
\]
Next we shall prove the estimate on $\|b\|_{L_t^2 L^\infty}$. By Bernstein inequality, for $\sigma > 3$, combined the estimate (4.17), at $a = 2$, we get

$$
\|b\|_{L_t^2 B^{0,1}_{\sigma,1}} \leq \|\Delta_{-1} b\|_{L_t^2 L^\infty} + \sum_{q \geq 0} \|\Delta_q b\|_{L_t^2 L^\infty}
$$

$$
\lesssim \|b\|_{L_t^2 L^2} + \sum_{q \geq 0} 2^{q/2} \|b_q\|_{L_t^2 L^\sigma}
$$

$$
\lesssim \|b\|_{L_t^2 L^2} + \|b_0\|_{B^{3/2}_{\sigma,1}} + \|b\|_{L_t^1 L^\sigma} (\|v\|_{L_t^\infty L^2}
$$

$$
+ \|v/r\|_{L_t^\infty L^\infty} + \|\omega\|_{L_t^\infty L^\infty}) \sum_{q \geq 0} 2^{q(3/2-1)}(q + 2)
$$

$$
\lesssim \|b\|_{L_t^2 L^2} + \|b_0\|_{B^{3/2}_{\sigma,1}} + \|b\|_{L_t^1 L^\sigma} (\|v\|_{L_t^\infty L^2} + \|v/r\|_{L_t^\infty L^\infty} + \|\omega\|_{L_t^\infty L^\infty}).
$$

From Propositions 4.1, 4.2 and the estimate (4.19), we conclude that

$$
\|b\|_{L_t^2 B^{0,1}_{\sigma,1}} \leq C_0(t^{1/2} + 1) + C_0(t^{3/4} + t^{1/4}) (1 + \Phi_1(t) + \Phi_2(t)) \leq \Phi_2(t).
$$

This completes the proof of the proposition.

The following global a priori estimate will be needed for the propagation of the critical Besov regularities.

**Proposition 4.4.** Let $v_0 \in L^2 \cap L^\infty$, $b_0 \in L^2 \cap B^{3/2}_{\sigma,1}$, $3 < \sigma < \infty$ be two smooth axisymmetric vector fields with zero divergence such that $\omega_0 \in L^\infty$, $\omega_0/r \in L^{3,1}$ and $b_0^0/r \in L^2 \cap L^\infty$. Then, for every $t \in \mathbb{R}^+$,

$$
\|v\|_{L_t^\infty L^\infty} \leq \Phi_3(t).
$$

**Proof.** We will use an argument due to Serfati [38] and applied for the Euler case,

$$
\|v(t)\|_{L^\infty} \leq \|\hat{S}_{-N} v(t)\|_{L^\infty} + \sum_{q \geq -N} \|\Delta_q v(t)\|_{L^\infty}
$$

(4.21)

where $N$ is an arbitrary positive integer that will be fixed later. By Bernstein inequality we get

$$
\sum_{q \geq -N} \|\Delta_q v(t)\|_{L^\infty} \lesssim \sum_{q \geq -N} 2^{-q} \|\Delta_q \omega(t)\|_{L^\infty} \lesssim 2^N \|\omega(t)\|_{L^\infty}.
$$

(4.22)

Using the matrix Leray operator $\mathbb{P}$, the first equation of (1.1) can be reformulated as follows

$$
\partial_t v = \mathbb{P}((b \cdot \nabla) b - (v \cdot \nabla) v).
$$

(4.23)
Therefore, one has the estimate
\[
\| \dot{S}_N v \|_{L^\infty} \leq \| \dot{S}_N v_0 \|_{L^\infty} + \int_0^t \left( \| \dot{S}_N \mathbb{P} (b \cdot \nabla) b(\tau) \|_{L^\infty} + \| \dot{S}_N \mathbb{P} (v \cdot \nabla) v(\tau) \|_{L^\infty} \right) d\tau
\]
\[
\lesssim \| v_0 \|_{L^\infty} + \sum_{q \leq -N} \int_0^t \left( \| \Delta_q \|_{L^\infty} \mathbb{P} (b \otimes b)(\tau) \|_{L^\infty} + \| \Delta_q \|_{L^\infty} \mathbb{P} (v \otimes v)(\tau) \|_{L^\infty} \right) d\tau
\]
\[
\lesssim \| v_0 \|_{L^\infty} + \sum_{q \leq -N} 2^q \int_0^t \left( \| \Delta_q \|_{L^\infty} \mathbb{P} (b \otimes b)(\tau) \|_{L^\infty} + \| \Delta_q \|_{L^\infty} \mathbb{P} (v \otimes v)(\tau) \|_{L^\infty} \right) d\tau.
\]

Since $\Delta_q \mathbb{P}$ is continuous from $L^\infty$ to $L^\infty$, we deduce that
\[
\| \dot{S}_N v \|_{L^\infty} \lesssim \| v_0 \|_{L^\infty} + \int_0^t \| b(\tau) \|_{L^\infty}^2 d\tau + 2^{-N} \int_0^t \| v(\tau) \|_{L^\infty}^2 d\tau. 
\] (4.24)

Inserting (4.22) and (4.24) into (4.21), we obtain
\[
\| v(t) \|_{L^\infty} \lesssim \| v_0 \|_{L^\infty} + \int_0^t \| b(\tau) \|_{L^\infty}^2 d\tau + 2^N \| \omega(t) \|_{L^\infty} + 2^{-N} \int_0^t \| v(\tau) \|_{L^\infty}^2 d\tau.
\]

We choose $N$ such that
\[
2^{2N} \approx 1 + \| \omega(t) \|_{L^\infty}^{-1} \int_0^t \| v(\tau) \|_{L^\infty}^2 d\tau,
\]
we find
\[
\| v(t) \|_{L^\infty}^2 \lesssim \| v_0 \|_{L^\infty}^2 + \left( \int_0^t \| b(\tau) \|_{L^\infty}^2 d\tau \right)^2
\]
\[
+ \| \omega(t) \|_{L^\infty}^2 + \| \omega(t) \|_{L^\infty} \left( \int_0^t \| v(\tau) \|_{L^\infty}^2 d\tau \right).
\]

According to Gronwall’s inequality, we get
\[
\| v(t) \|_{L^\infty}^2 \lesssim \left( \| v_0 \|_{L^\infty}^2 + \left( \int_0^t \| b(\tau) \|_{L^\infty}^2 d\tau \right)^2 + \| \omega(t) \|_{L^\infty}^2 \right) e^{Ct \| \omega \|_{L^\infty}^L_{L^\infty}}
\]
\[
\lesssim \left( \| v_0 \|_{L^\infty}^2 + \| b \|_{L^2 L^2 B^0_{\infty,1}}^4 + \| \omega(t) \|_{L^\infty}^2 \right) e^{Ct \| \omega \|_{L^\infty}^L_{L^\infty}}.
\]

where we have used in the last estimate the embedding $B^0_{\infty,1} \hookrightarrow L^\infty$. Then, by Proposition 4.3 we conclude that
\[
\| v(t) \|_{L^\infty}^2 \leq \Phi_3(t)
\]
which is the desired estimate.
5. Sub-critical Regularities

In this section we intend to prove Theorem 1.1. We first deal with some a priori estimates. In a second step we highlight the proof of the existence part and finally we give the uniqueness result.

5.1. Lipschitz Bound of the Velocity

We shall prove the global propagation of the sub-critical Sobolev regularities, which is heavily related to the control of the Lipschitz norm of the velocity. The main result of this section is the following:

**Proposition 5.1.** Let $v_0 \in H^s$ and $b_0 \in H^{s-2}$, $s > 5/2$, be two divergence-free axisymmetric vector field as in (3.1). Assume in addition that $b_0/r \in L^2 \cap L^\infty$. Then, any smooth solution $(u, v)$ of the MHD system (1.1) satisfies

$$
\|v\|_{\dot{L}^\infty_t H^s} + \|b\|_{\dot{L}^\infty_t H^{s-2}} + \|b\|_{L^1_t H^s} \leq \Phi_5(t).
$$

**Proof.** We localize in frequency the equation of the velocity in (1.1). For $q \in \mathbb{N} \cup \{-1\}$ we set $v_q := \Delta_q v$ and $b_q := \Delta_q b$. Then, we have

$$
\partial_t v_q + v \cdot \nabla v_q + \nabla p_q = \Delta_q (b \cdot \nabla b) - [\Delta_q, v \cdot \nabla] v.
$$

Taking the $L^2$-inner product with $v_q$ and using the incompressibility of $v$ and $v_q$, we get

$$
\frac{d}{dt} \|v_q(t)\|_{L^2} \leq \|\Delta_q (b \cdot \nabla b)\|_{L^2} + \|[\Delta_q, v \cdot \nabla] v\|_{L^2}.
$$

Then, integrating in time gives

$$
\|v_q(t)\|_{L^2} \leq \|v_q(0)\|_{L^2} + \|\Delta_q (b \cdot \nabla b)\|_{L^1_t L^2} + \|[\Delta_q, v \cdot \nabla] v\|_{L^1_t L^2}.
$$

Multiplying this last inequality by $2^{qs}$ and taking the $\ell^2$-norm, we find

$$
\|v\|_{\dot{L}^\infty_t H^s} \lesssim \|v_0\|_{H^s} + \|b \cdot \nabla b\|_{L^1_t H^s} + \left\| \left(2^{qs}\|\Delta_q, v \cdot \nabla\|_{L^2} \right)_q \right\|_{\ell^2}.
$$

(5.1)

Next we shall make use of the following commutator estimate, see for instance Lemma B.5 in [17],

$$
\left\| \left(2^{qs}\|\Delta_q, v \cdot \nabla\|_{L^1_t L^2}\right)_q \right\|_{\ell^2} \lesssim \int_0^t \|\nabla v(\tau)\|_{L^\infty} \|v(\tau)\|_{H^s} d\tau.
$$

(5.2)

Moreover, since $\text{curl}(b \cdot \nabla b) = -\partial_\zeta \left(\frac{\theta}{r} b\right)$, then by Proposition 6.4 we get

$$
\|b \cdot \nabla b\|_{L^1_t H^s} \lesssim \|b \cdot \nabla b\|_{L^1_t L^2} + \|\text{curl}(b \cdot \nabla b)\|_{L^1_t H^{s-1}}
$$

$$
\lesssim \|b\|_{L^\infty_t L^2} \|\nabla b\|_{L^1_t L^\infty} + \left\| \frac{\theta}{r} b \right\|_{L^1_t H^s}
$$

$$
\lesssim \|b\|_{L^\infty_t L^2} \|\nabla b\|_{L^1_t L^\infty} + \left\| \frac{\theta}{r} \right\|_{L^\infty_t L^\infty} \|b\|_{L^1_t H^s}.
$$

This together with (5.2) and (5.1) gives

$$
\|v\|_{\dot{L}^\infty_t H^s} \lesssim \|v_0\|_{H^s} + \|b\|_{L^\infty_t L^2} \|\nabla b\|_{L^1_t L^\infty}
$$

$$
+ \left\| \frac{\theta}{r} \right\|_{L^1_t L^\infty} \|b\|_{L^1_t H^s} + \int_0^t \|\nabla v(\tau)\|_{L^\infty} \|v(\tau)\|_{H^s} d\tau.
$$

(5.3)
Next, we shall estimate \( \|b\|_{L^1_t H^s} \). According to (4.16), one has
\[
\|b_q\|_{L^\infty_t L^2} + 2^{2q} \|b_q\|_{L^1_t L^2} \lesssim \|b_q(0)\|_{L^2} + \|\Delta_q (b \cdot \nabla v)\|_{L^1_t L^2} + \|\Delta_q (v \cdot \nabla b(\tau))\|_{L^1_t L^2}.
\]
It follows that
\[
\|b\|_{L^\infty_t H^{s-2}} + \|b\|_{L^1_t H^s} \lesssim \|b_0\|_{H^{s-2}} + \|\Delta_1 b\|_{L^1_t L^2} + \|b \cdot \nabla v\|_{L^1_t H^{s-2}} + \|b\|_{L^\infty_t L^2} + \|b (v \cdot \nabla b(\tau))\|_{L^1_t L^2} \lesssim \|b\|_{L^\infty_t H^{s-2}} + \|b\|_{L^1_t H^s}.
\]
Since \( s - 2 > \frac{1}{2} \), then \( H^{s-2} \cap L^\infty \) is an algebra and, by Lemma 2.2, we get
\[
\|b \cdot \nabla v\|_{L^1_t H^{s-2}} \lesssim \|b \cdot \nabla v\|_{L^1_t H^{s-2}} \lesssim \int_0^t \left( \|b(\tau)\|_{H^{s-2}} \|\nabla v(\tau)\|_{L^\infty} + \|b(\tau)\|_{L^\infty} \|v(\tau)\|_{H^{s-2}} \right) d\tau.
\]
Now, in order to estimate the commutator term, we shall use the estimate, (see for instance Lemma 2.100 in [3])
\[
\|b(\tau)\|_{H^{s-2}} + \|\nabla b(\tau)\|_{L^\infty} \|v(\tau)\|_{H^{s-2}} d\tau.
\]
Combining the three last inequalities and using the embedding \( H^s \hookrightarrow H^{s-2} \), we deduce that
\[
\|b\|_{L^\infty_t H^{s-2}} + \|b\|_{L^1_t H^s} \lesssim \|b_0\|_{H^{s-2}} + \|b\|_{L^1_t L^2} + \int_0^t \left( \|\nabla v(\tau)\|_{L^\infty} \|b(\tau)\|_{H^{s-2}} + \|b(\tau)\|_{L^\infty} \|v(\tau)\|_{H^{s-2}} \right) d\tau.
\]
Putting together (5.3) and (5.4) and using Proposition 4.1, we find
\[
\|v\|_{L^\infty_t H^s} + \|b\|_{L^\infty_t H^{s-2}} + \|b\|_{L^1_t H^s} \lesssim C_0 \left( 1 + t + \|\nabla b\|_{L^1_t L^\infty} \right) + C_0 \int_0^t \|\nabla v(\tau)\|_{L^\infty} \left( \|b(\tau)\|_{H^{s-2}} + \|v(\tau)\|_{H^s} \right) d\tau + C_0 \int_0^t \|\nabla b(\tau)\|_{L^\infty} + \|b(\tau)\|_{L^\infty} \|v(\tau)\|_{H^s} d\tau.
\]
Then, an application of the Gronwall inequality gives rise to
\[
\|v\|_{L^\infty_t H^s} + \|b\|_{L^\infty_t H^{s-2}} + \|b\|_{L^1_t H^s} \lesssim C_0 (t + 1) e^{C_0 \left( \|\nabla v\|_{L^1_t L^\infty} + \|\nabla b\|_{L^1_t L^\infty} + \|b\|_{L^1_t L^\infty} \right)}.
\]
By Proposition 4.1-(iii), the embeddings
\[
H^{s-2} \hookrightarrow L^\sigma \hookrightarrow B^\frac{3}{\sigma} - 1, \quad B^\frac{3}{\sigma} + 1 \hookrightarrow \text{Lip}(\mathbb{R}^3),
\]
for some \( \sigma > 3 \), and Proposition 4.3, we deduce that
\[
\|v\|_{L^\infty_t H^s} + \|b\|_{L^\infty_t H^{s-2}} + \|b\|_{L^1_t H^s} \lesssim \Phi_3(t) e^{C \|\nabla v\|_{L^1_t L^\infty}}.
\]
Now, to get the global bound for the Lipschitz norm of the velocity we use the classical logarithmic estimate: for \( s > \frac{5}{2} \),
\[
\| \nabla v \|_{L^\infty} \lesssim \| v \|_{L^2} + \| \omega \|_{L^\infty} \log \left( e + \| v \|_{H^s} \right).
\]
Therefore, by (5.5) and Proposition 4.3,
\[
\| \nabla v \|_{L^\infty} \leq \Phi_3(t) \left( 1 + \int_0^t \| \nabla v(\tau) \|_{L^\infty} \right).
\]
By Gronwall’s inequality we get
\[
\| \nabla v \|_{L^\infty} \leq \Phi_4(t).
\]
Plugging this estimate into (5.5), we conclude that
\[
\| v \|_{\tilde{L}^\infty_t H^s} + \| b \|_{\tilde{L}^\infty_t H^{s-2}} + \| b \|_{L^1_t H^s} \leq \Phi_5(t).
\]
This completes the proof of the proposition. \( \square \)

### 5.2. Existence

We will briefly outline the proof of the existence part which is classical. We smooth out the initial data
\[
v^n_0 = S_n v^0 = 2^{3n} g(2^n \cdot) * v_0 \quad \text{and} \quad b^n_0 = S_n b^0 = 2^{3n} g(2^n \cdot) \ast b_0.
\]
where \( S_n \) is the cutoff frequency defined in Sect. 2. Because \( g \) is radial then the functions \( v^n_0 \) and \( b^n_0 \) remain axisymmetric. Moreover, this family is uniformly bounded in the space of initial data. Then, by using standard arguments based on the a priori estimates given by Propositions 4.1, 4.2, 4.3 and 5.1 we can construct a unique global solution \( (v_n, b_n)_{n \in \mathbb{N}} \) in the following space
\[
v_n \in \mathcal{C}(\mathbb{R}_+; L^2) \cap L^1(\mathbb{R}_+; W^{1,\infty}) \quad \text{and} \quad b_n \in \mathcal{C}(\mathbb{R}_+; H^{s-2}) \cap L^1(\mathbb{R}_+; W^{1,\infty}).
\]
The control is uniform with respect to the parameter \( n \). Therefore, by standard compactness arguments we can show that this family \( (v_n, b_n)_{n \in \mathbb{N}} \) converges to some \( (v, b) \) which satisfies our initial value problem. We omit here the details and we will next focus on the uniqueness part.

### 5.3. Uniqueness Result

We shall prove the uniqueness result for the system (1.1) in the following space
\[
(v, b) \in \mathcal{X} := \left( \mathcal{C}(\mathbb{R}_+, L^2) \cap L^1(\mathbb{R}_+; W^{1,\infty}) \right)^2.
\]
We take two solutions \( (v_j, b_j) \), with \( j = 1, 2 \) for (1.1) belonging to the space \( \mathcal{X} \) with initial data \((v^0_j, b^0_j), j = 1, 2 \) and we denote
\[
v = v_2 - v_1 \quad \text{and} \quad b = b_2 - b_1.
\]
Then, we find the equations
\[
\begin{cases}
\partial_t v + v_2 \cdot \nabla v + \nabla p = -v \cdot \nabla v_1 + b_2 \cdot \nabla b + b \cdot \nabla b_1, \\
\partial_t b + v_2 \cdot \nabla b - \Delta b = -v \cdot \nabla b_1 + b_2 \cdot \nabla v + b \cdot \nabla v_1, \\
v|_{t=0} = v^0, \quad b|_{t=0} = b^0.
\end{cases}
\]
(5.6)
Taking the $L^2$ inner product of the first equation of (5.6) with $v$ and integrating by parts,
\[
\frac{1}{2} \frac{d}{dt} \|v(t)\|_{L^2}^2 = -\int_{\mathbb{R}^3} (v \cdot \nabla v_1) \cdot v \, dx - \int_{\mathbb{R}^3} (b_2 \cdot \nabla v) \cdot b \, dx - \int_{\mathbb{R}^3} (b \cdot \nabla v) \cdot b_1 \, dx.
\]
Taking the $L^2$ inner product of the second equation of (5.6) with $b$, we get
\[
\frac{1}{2} \frac{d}{dt} \|b(t)\|_{L^2}^2 + \int_{\mathbb{R}^3} |\nabla b(t, x)|^2 \, dx = -\int_{\mathbb{R}^3} (v \cdot \nabla b_1) \cdot b \, dx + \int_{\mathbb{R}^3} (b_2 \cdot \nabla v) \cdot b \, dx + \int_{\mathbb{R}^3} (b \cdot \nabla v) \cdot b_1 \, dx.
\]
Summing the two last estimate and using Hölder and Young inequalities, we get
\[
\frac{1}{2} \frac{d}{dt} \left( \|v(t)\|_{L^2}^2 + \|b(t)\|_{L^2}^2 \right) \leq \left( \|\nabla v_1(t)\|_{L^\infty} + \|\nabla b(t)\|_{L^\infty} \right) \left( \|v(t)\|_{L^2}^2 + \|b(t)\|_{L^2}^2 \right).
\]
Gronwall’s inequality yields
\[
\|v(t)\|_{L^2}^2 + \|b(t)\|_{L^2}^2 \leq \left( \|v^0\|_{L^2}^2 + \|b^0\|_{L^2}^2 \right) \exp \left( 2 \left( \|\nabla v_1(t)\|_{L^1 L^\infty} + \|\nabla b(t)\|_{L^1 L^\infty} \right) \right).
\]
This proves the uniqueness result.

6. Critical Regularities

This section is devoted to the proof of Theorem 1.2. We restrict ourselves to the a priori estimates. The existence and uniqueness parts can be easily obtained in a classical way.

6.1. Vorticity Decomposition

In order to get a global bound on the quantity $\|\omega(t)\|_{B^0_{\infty,1}}$, we shall use the approach developed in the 3D axisymmetric Euler case in [2]. We write a decomposition of the vorticity based on the special structure of axisymmetric flows. This later one is the basic tool to get the Lipschitz bound of the velocity.

**Proposition 6.1.** There exists a decomposition $(\tilde{\omega}_j)_{j \geq -1}$ of $\omega$ such that

(i) For every $t \in \mathbb{R}^+$, $\omega(t, x) = \sum_{j \geq -1} \tilde{\omega}_j(t, x)$.

(ii) For every $t \in \mathbb{R}^+$, $j \geq -1$, $\text{div} \, \tilde{\omega}_j(t, x) = 0$.

(iii) For all $j \geq -1$ we have
\[
\|\tilde{\omega}_j(t)\|_{L^\infty} \leq C \left( \|\Delta_j \omega^0\|_{L^\infty} + 2^j \|\Delta_j \left( \frac{b^0}{r} b_1 \right)\|_{L^1 L^\infty} \right) \Phi_2(t).
\]
(iv) For all $k, j \geq -1$ we have
\[
\| \Delta_k \tilde{\omega}_j(t) \|_{L^\infty} \lesssim 2^{-|k-j|} e^{CV(t)} \left( \| \Delta_j \omega^0 \|_{L^\infty} + 2^j \| \Delta_j \left( \frac{b^\theta}{r} b \right) \|_{L^1_t L^\infty} \right),
\]
with $V(t) := \| v(t) \|_{L^1_t B^1_{\infty,1}}$.

**Proof.** Denote by $(\tilde{\omega}_j)_{j \geq -1}$ the unique global solution of the equation,
\[
\begin{aligned}
\partial_t \tilde{\omega}_j + v \cdot \nabla \tilde{\omega}_j &= \tilde{\omega}_j \cdot \nabla v - \partial_z \left[ \Delta_j \left( \frac{b^\theta}{r} b \right) \right], \\
\tilde{\omega}_j(t = 0) &= \Delta_j \omega^0.
\end{aligned}
\]
Next we shall prove the estimate in (iii). Since $\Delta_j \omega^0 = \text{curl}(\Delta_j v^0)$ and $\Delta_j v^0$ is axisymmetric, then Proposition 3.1 implies that $\Delta_j \omega^0 = (0, 0, 0)$. Therefore, by Proposition 3.2 we get $\tilde{\omega}_j(t) = 0$.

By linearity and uniqueness we have
\[
\omega(t, x) = \sum_{j \geq -1} \tilde{\omega}_j(t, x).
\]

Next we shall prove the estimate in (iii). Since $\Delta_j \omega^0 = \text{curl}(\Delta_j v^0)$ and $\Delta_j v^0$ is axisymmetric, then Proposition 3.1 implies that $\Delta_j \omega^0 = (0, 0, 0)$. Therefore, by Proposition 3.2 we get $\tilde{\omega}_j(t) = 0$.

By the maximum principle, Propositions 4.2 and Bernstein inequality, we get
\[
\| \tilde{\omega}_j(t) \|_{L^\infty} \lesssim \| \Delta_j \omega^0 \|_{L^\infty} + \int_0^t \left\| \frac{v^r(\tau)}{r} \right\|_{L^\infty} \| \tilde{\omega}_j(\tau) \|_{L^\infty} d\tau
\]
\[
+ \int_0^t \left\| \partial_z \left[ \Delta_j \left( \frac{b^\theta}{r} b \right)(\tau) \right] \right\|_{L^\infty} d\tau
\]
\[
\lesssim \| \Delta_j \omega^0 \|_{L^\infty} + \int_0^t \Phi_1(\tau) \| \tilde{\omega}_j(\tau) \|_{L^\infty} d\tau + 2^j \int_0^t \left\| \Delta_j \left( \frac{b^\theta}{r} b \right)(\tau) \right\|_{L^\infty} d\tau.
\]
Then, the Gronwall’s inequality implies that
\[
\| \tilde{\omega}_j(t) \|_{L^\infty} \leq C \left( \| \Delta_j \omega^0 \|_{L^\infty} + 2^j \| \Delta_j \left( \frac{b^\theta}{r} b \right) \|_{L^1_t L^\infty} \right) \Phi_2(t).
\]
This concludes (iii).

In order to prove (iv), we shall equivalently show that
\[
\| \Delta_k \tilde{\omega}_j(t) \|_{L^\infty} \lesssim 2^{-|k-j|} e^{CV(t)} \left( \| \Delta_j \omega^0 \|_{L^\infty} + 2^j \| \Delta_j \left( \frac{b^\theta}{r} b \right) \|_{L^1_t L^\infty} \right)
\]
and
\[
\| \Delta_k \tilde{\omega}_j(t) \|_{L^\infty} \lesssim 2^{j-k} e^{CV(t)} \left( \| \Delta_j \omega^0 \|_{L^\infty} + 2^j \| \Delta_j \left( \frac{b^\theta}{r} b \right) \|_{L^1_t L^\infty} \right).
\]
Proof of (6.2). Applying Proposition 2.3 to the Eq. (6.1) yields
\[ e^{-CV(t)}\|\tilde{\omega}_j(t)\|_{B^{-1}_\infty,\infty} \lesssim \|\Delta_j\omega^0\|_{B^{-1}_\infty,\infty} + \int_0^t e^{-CV(\tau)}\|\tilde{\omega}_j.\nabla v(\tau)\|_{B^{-1}_\infty,\infty} d\tau \]
\[ + \int_0^t e^{-CV(\tau)}\|\partial_{\tau}\left[\Delta_j\left(\frac{b^\theta}{r} b\right)(\tau)\right]\|_{B^{-1}_\infty,\infty} d\tau, \quad (6.4) \]
where \( V(t) = \int_0^t \|v(\tau)\|_{B^1_\infty,1} d\tau \). Using Bony's decomposition, we can easily check that
\[ \|\tilde{\omega}_j.\nabla v\|_{B^{-1}_\infty,\infty} \lesssim \|v\|_{B^1_\infty,1} \|\tilde{\omega}_j\|_{B^{-1}_\infty,\infty}. \quad (6.5) \]
On the other hand, by using H"older and Bernstein inequalities we obtain
\[ \int_0^t e^{-CV(\tau)}\|\partial_{\tau}\left[\Delta_j\left(\frac{b^\theta}{r} b\right)\right](\tau)\|_{B^{-1}_\infty,\infty} d\tau \lesssim \|\partial_{\tau}\left[\Delta_j\left(\frac{b^\theta}{r} b\right)\right]\|_{L^1_1 B^0_\infty,\infty} \lesssim \|\Delta_j\left(\frac{b^\theta}{r} b\right)\|_{L^1_1 L^\infty}. \]
Inserting the two last estimates into (6.4) yields,
\[ e^{-CV(t)}\|\tilde{\omega}_j(t)\|_{B^{-1}_\infty,\infty} \lesssim \|\Delta_j\omega^0\|_{B^{-1}_\infty,\infty} \]
\[ + \|\Delta_j\left(\frac{b^\theta}{r} b\right)\|_{L^1_1 L^\infty} \]
\[ + \int_0^t e^{-CV(\tau)}\|\tilde{\omega}_j\|_{B^{-1}_\infty,\infty} \|v(\tau)\|_{B^1_\infty,1} d\tau. \]
Using Gronwall’s inequality gives
\[ \|\tilde{\omega}_j(t)\|_{B^{-1}_\infty,\infty} \lesssim \left(\|\Delta_j\omega^0\|_{B^{-1}_\infty,\infty} + \|\Delta_j\left(\frac{b^\theta}{r} b\right)\|_{L^1_1 L^\infty}\right)e^{CV(t)} \]
\[ \lesssim \left(2^{-j}\|\Delta_j\omega^0\|_{L^\infty} + \|\Delta_j\left(\frac{b^\theta}{r} b\right)\|_{L^1_1 L^\infty}\right)e^{CV(t)}. \]
Finally, by definition, we deduce that
\[ \|\Delta_k\tilde{\omega}_j(t)\|_{L^\infty} \lesssim 2^{-j} e^{CV(t)}\left(\|\Delta_j\omega^0\|_{L^\infty} + 2^j\|\Delta_j\left(\frac{b^\theta}{r} b\right)\|_{L^1_1 L^\infty}\right), \]
which is the desired result. \( \square \)

Proof of (6.3). In this case it is more convenient to work with the Cartesian coordinates of \( \tilde{\omega}_j = (\tilde{\omega}^1_j, \tilde{\omega}^2_j, 0) \). The analysis will be exactly the same for both components, so we will deal only with the first one. Since \( \nu^\theta = 0 \), then one may easily check that
\[ \frac{\nu^r}{r} = \frac{\nu^1}{x_1} = \frac{\nu^2}{x_2}. \]
Then, the function $\tilde{\omega}_j^1$ solves the equation
\[
\begin{cases}
\partial_t \tilde{\omega}_j^1 + v \cdot \nabla \tilde{\omega}_j^1 = v^2 \frac{\tilde{\omega}_j^1}{x_2} - \partial_z \left[ \Delta_j \left( \frac{b^\theta}{r} b_1 \right) \right], \\
\tilde{\omega}_j^1(t = 0) = \Delta_j \omega_0^1.
\end{cases}
\]

Applying Proposition 2.3 to this last equation, we get
\[
e^{-CV(t)} \| \tilde{\omega}_j^1(t) \|_{B^1_{\infty,1}} \lesssim \| \Delta_j \omega_0^1 \|_{B^1_{\infty,1}} + \int_0^t e^{-CV(\tau)} \left\| \frac{v^2}{x_2} \tilde{\omega}_j^1(\tau) \right\|_{B^1_{\infty,1}} \, d\tau \\
+ \int_0^t e^{-CV(\tau)} \left\| \partial_z \left[ \Delta_j \left( \frac{b^\theta}{r} b_1 \right) \right](\tau) \right\|_{B^1_{\infty,1}} \, d\tau. \tag{6.6}
\]

We shall make use of the following estimate, proved in pages 31-32 from [2]:
\[
\| v^2 \frac{\tilde{\omega}_j^1}{x_2} \|_{B^1_{\infty,1}} \lesssim \| v \|_{B^1_{\infty,1}} \left( \| \tilde{\omega}_j^1 \|_{B^1_{\infty,1}} + \| \frac{\tilde{\omega}_j^1}{x_2} \|_{B^0_{\infty,1}} \right). \tag{6.7}
\]

Now we will estimate $\| \frac{\tilde{\omega}_j^1}{x_2} \|_{L_t^\infty B^0_{\infty,1}}$. By Proposition 3.1 we have $\tilde{\omega}_j^1(x,0,0) = 0$. Then, by Taylor formula we get
\[
\frac{\tilde{\omega}_j^1(x_1,x_2,z)}{x_2} = \int_0^1 \partial_{x_2} \tilde{\omega}_j^1(x_1,\tau x_2,z) d\tau.
\]

At this stage we need to the following estimate, describing the anisotropic dilatation in Besov space $B^0_{\infty,1}$, see Proposition A.1 from [2]: for every $0 < \tau < 1$, we have
\[
\| h_{\tau} \|_{B^0_{\infty,1}} \leq C (1 - \log \tau) \| h \|_{B^0_{\infty,1}}, \tag{6.8}
\]
where $h_{\tau}(x_1,x_2,x_3) = h(x_1,\tau x_2,x_3)$ and $C$ is an absolute positive constant. It follows that
\[
\| \frac{\tilde{\omega}_j^1}{x_2} \|_{B^0_{\infty,1}} \lesssim \| \partial_{x_2} \tilde{\omega}_j^1 \|_{B^0_{\infty,1}} \int_0^1 (1 - \log \tau) d\tau \lesssim \| \tilde{\omega}_j^1 \|_{B^1_{\infty,1}}.
\]

Inserting this estimate into (6.7) gives
\[
\| v^2 \frac{\tilde{\omega}_j^1}{x_2} \|_{B^1_{\infty,1}} \lesssim \| v \|_{B^1_{\infty,1}} \| \tilde{\omega}_j^1 \|_{B^1_{\infty,1}}.
\]

On the other hand, using Bernstein inequalities we find
\[
\int_0^t e^{-CV(\tau)} \left\| \partial_z \left[ \Delta_j \left( \frac{b^\theta}{r} b_1 \right) \right](\tau) \right\|_{B^1_{\infty,1}} d\tau \leq \left\| \partial_z \left[ \Delta_j \left( \frac{b^\theta}{r} b_1 \right) \right] \right\|_{L^1_t B^1_{\infty,1}} \\
\lesssim \| \Delta_j \left( \frac{b^\theta}{r} b_1 \right) \|_{L^1_t B^2_{\infty,1}} \lesssim 2^{2j} \| \Delta_j \left( \frac{b^\theta}{r} b_1 \right) \|_{L^1_t L^\infty}.
\]
Plugging the two last estimates into \( (6.6) \), we conclude that
\[
e^{-CV(t)}\|\tilde{\omega}_j^1(t)\|_{B^{1}_{\infty,1}} \lesssim \|\Delta_j\omega_0^1\|_{B^{1}_{\infty,1}} \\
+ \int_0^t e^{-CV(\tau)}\|\tilde{\omega}_j^1(\tau)\|_{B^{1}_{\infty,1}} \|\nu(\tau)\|_{B^{1}_{\infty,1}} \, d\tau \\
+ 2^{2j}\|\Delta_j\left(\frac{b^0}{r}b_1\right)\|_{L^1_tL^\infty}.
\]

Then, Gronwall’s inequality implies that
\[
\|\tilde{\omega}_j^1(t)\|_{B^{1}_{\infty,1}} \lesssim \left(2^j\|\Delta_j\omega_0\|_{L^\infty} + 2^{2j}\|\Delta_j\left(\frac{b^0}{r}b_1\right)\|_{L^1_tL^\infty}\right)e^{CV(t)}.
\]
This can be written as
\[
\|\Delta_k\tilde{\omega}_j^1(t)\|_{L^\infty} \lesssim 2^{j-k}e^{CV(t)}\left(\|\Delta_j\omega_0\|_{L^\infty} + 2^j\|\Delta_j\left(\frac{b^0}{r}b_1\right)\|_{L^1_tL^\infty}\right),
\]
ending the proof of the proposition. \(\square\)

### 6.2. Lipschitz Bound

The following result deals with the global regularity persistence for initial data belonging to the critical Besov space \( B^{1}_{\infty,1} \).

**Proposition 6.2.** Let \( v_0 \in L^2 \cap B^{1}_{\infty,1} \) such that \( \omega_0^0/r \in L^{3,1} \) and \( b_0 \in L^2 \cap B^{3}_{\sigma,1} \), \( \sigma \in (3,\infty) \), such that \( b_0^0/r \in L^2 \cap L^\infty \). Then for every \( t \in \mathbb{R}_+ \),
\[
\|\omega(t)\|_{B^{0}_{\infty,1}} + \|v(t)\|_{B^{1}_{\infty,1}} \leq \Phi_4(t).
\]
**Proof.** Let \( N \) be a fixed positive integer that will be chosen later. By definition of Besov spaces and in view of Proposition 6.1-(i), one has
\[
\|\omega(t)\|_{B^{0}_{\infty,1}} \leq \sum_k \|\Delta_k \sum_j \tilde{\omega}_j^1(t)\|_{L^\infty} \\
\lesssim \sum_k \left( \sum_{|k-j| \geq N} \|\Delta_k \tilde{\omega}_j^1(t)\|_{L^\infty} \right) + \sum_k \left( \sum_{|k-j| < N} \|\Delta_k \tilde{\omega}_j^1(t)\|_{L^\infty} \right) \\
:= I_1 + I_2.
\]
To estimate the term \( I_1 \) we use Proposition 6.1-(iv),
\[
I_1 = \sum_k \left( \sum_{|k-j| \geq N} \|\Delta_k \tilde{\omega}_j^1(t)\|_{L^\infty} \right) \\
\lesssim 2^{-N}\left(\|\omega_0\|_{B^{0}_{\infty,1}} + \left\|\frac{b^0}{r}b_1\right\|_{L^1_tB^{1}_{\infty,1}}\right)e^{CV(t)}.
\]
For the second term \( I_2 \) we use the continuity of the operator \( \Delta_k \) in the space \( L^\infty \) and Proposition 6.1-(iii),
\[
I_2 \lesssim \sum_j \sum_{|k-j| < N} \|\tilde{\omega}_j^1(t)\|_{L^\infty} \\
\lesssim N\Phi_2(t)\left(\|\omega_0\|_{B^{0}_{\infty,1}} + \left\|\frac{b^0}{r}b_1\right\|_{L^1_tB^{1}_{\infty,1}}\right).
\]
This, with Propositions 4.1-(ii), 6.4-(ii), the embedding \( B^{\frac{4}{p}+1}_{p,1} \hookrightarrow B^{1}_{\infty,1} \) and Proposition 4.3, yields
\[
\left\| \frac{b_\theta}{r} \right\|_{L^1_t L^\infty} \lesssim \left\| \frac{b_\theta}{r} \right\|_{L^\infty_t L^\infty} \lesssim b_1 B^1_{\infty,1} \leq \Phi_2(t). \tag{6.12}
\]
Now combining (6.9), (6.10) and (6.11) gives
\[
\left\| \omega(t) \right\|_{B^0_{\infty,1}} \lesssim \left( 2^{-N} e^{CV(t)} + \Phi_2(t) \right) \left( \left\| \omega_0(t) \right\|_{B^0_{\infty,1}} + \Phi_2(t) \right).
\]
We choose \( N \) such that
\[
N = [CV(t)] + 1,
\]
we obtain
\[
\left\| \omega(t) \right\|_{B^0_{\infty,1}} \leq (V(t) + 1) \Phi_2(t). \tag{6.13}
\]
It remains to estimate \( V(t) \). For this purpose we have by definition of Besov space, Bernstein inequality and the estimate \( \| \Delta_j v \|_{L^\infty} \sim 2^{-j} \| \Delta_j \omega \|_{L^\infty} \),
\[
\| v(t) \|_{B^1_{\infty,1}} = \sum_{j \geq -1} 2^j \| \Delta_j v(t) \|_{L^\infty} \lesssim \| \Delta_{-1} v(t) \|_{L^\infty} + \sum_{j \geq 0} \| \Delta_j \omega(t) \|_{L^\infty} \lesssim \| v(t) \|_{L^\infty} + \| \omega(t) \|_{B^0_{\infty,1}} \leq \Phi_3(t) \left( 1 + \int_0^t \| v(\tau) \|_{B^1_{\infty,1}} d\tau \right).
\]
where we have used in the last inequality the estimate (6.13) and Proposition 4.4. Then, an application of the Gronwall inequality gives rise to
\[
\| v(t) \|_{B^1_{\infty,1}} \lesssim \Phi_4(t). \tag{6.14}
\]
Plugging this estimate into (6.13) gives,
\[
\| \omega(t) \|_{B^0_{\infty,1}} \leq \Phi_4(t).
\]
Using now the embeddings \( B^1_{\infty,1} \hookrightarrow \text{Lip}(\mathbb{R}^3) \) and (6.14), we get
\[
\| \nabla v(t) \|_{L^\infty} \lesssim \Phi_4(t). \tag{6.15}
\]
This concludes the proof of the proposition. \( \square \)

Now we will propagate the critical Besov \( B^{\frac{3}{p}+1}_{p,1} \) regularities globally in time for \( 2 \leq p < \infty \). More precisely, we prove the following proposition.

**Proposition 6.3.** Let \((v_0, b_0) \in (L^2 \cap B^{\frac{4}{p}+1}_{p,1}) \times (L^2 \cap B^{\frac{3}{p}-1}_{p,1})\) with \( 2 \leq p < \infty \). Assume, in addition that \( \omega_0^\theta/r \in L^{3,1} \) and \( b_0^\theta/r \in L^2 \cap L^\infty \). Then, for every \( t \in \mathbb{R}_+ \),
\[
\| v \|_{L^\infty_t B^{\frac{3}{p}+1}_{p,1}} + \| b \|_{L^\infty_t B^{\frac{3}{p}-1}_{p,1}} + \| b \|_{L^1_t B^{\frac{3}{p}+1}_{p,1}} \leq \Phi_6(t).
\]
Proof. We have by definition
\[ \|v(t)\|_{B_{p,1}^{1+\frac{3}{p}}} = \sum_{j \geq -1} 2^{j(1+\frac{4}{p})} \|\Delta_j v(t)\|_{L^p} \]
\[ \lesssim \|\Delta_{-1} v(t)\|_{L^p} + \sum_{j \geq 0} 2^{\frac{3}{p}} \|\Delta_j \omega(t)\|_{L^p} \]
\[ \lesssim \|v(t)\|_{L^p} + \|\omega(t)\|_{B_{p,1}^{\frac{3}{p}}} \quad (6.16) \]

We shall first estimate \(\|\omega(t)\|_{B_{p,1}^{\frac{3}{p}}}\). For this purpose we apply Proposition 2.3 to the vorticity Eq. (3.10), we obtain
\[ e^{-CU(t)} \|\omega(t)\|_{B_{p,1}^{\frac{3}{p}}} \lesssim \|\omega_0\|_{B_{p,1}^{\frac{3}{p}}} + \int_0^t e^{-CU(\tau)} \|\omega \cdot \nabla v(\tau)\|_{B_{p,1}^{\frac{3}{p}}} d\tau \]
\[ + \int_0^t e^{-CU(\tau)} \|\text{curl}(b \cdot \nabla b)(\tau)\|_{B_{p,1}^{\frac{3}{p}}} d\tau, \]
for all \(p \in [1, \infty)\) where \(U(t) := \|\nabla v\|_{L^1_t L^\infty}\). Since \(\omega = \text{curl} v\), then using Bony’s decomposition we can show that (see page 36 from [2])
\[ \|\omega \cdot \nabla v(\tau)\|_{B_{p,1}^{\frac{3}{p}}} \lesssim \|\omega\|_{B_{p,1}^{\frac{3}{p}}} \|\nabla v(\tau)\|_{L^\infty}. \]

Combining the two last estimates and using Gronwall’s inequality, we find
\[ \|\omega(t)\|_{B_{p,1}^{\frac{3}{p}}} \lesssim \left( \|\omega_0\|_{B_{p,1}^{\frac{3}{p}}} + \int_0^t e^{-CU(\tau)} \|\omega\|_{B_{p,1}^{\frac{3}{p}}} \|\nabla v(\tau)\|_{L^\infty} d\tau \right) e^{CU(t)}. \]

Since \(\text{curl}(b \cdot \nabla b) = -\partial_z \left( \frac{b^\theta}{r} b \right)\), then using Propositiona (6.4)-(ii) and (4.1)-(ii), we readily obtain
\[ \|\text{curl}(b \cdot \nabla b)\|_{B_{p,1}^{\frac{3}{p}}} \lesssim \left\| \frac{b^\theta}{r} \right\|_{B_{p,1}^{\frac{3}{p}+1}} \lesssim \left\| \frac{b^\theta}{r} \right\|_{L^\infty} \|b\|_{B_{p,1}^{\frac{3}{p}+1}} \lesssim \left\| \frac{b^\theta}{r} \right\|_{L^\infty} \|b\|_{B_{p,1}^{\frac{3}{p}+1}}. \]

Combining the two last estimate, we find
\[ \|\omega(t)\|_{B_{p,1}^{\frac{3}{p}}} \lesssim \left( \|\omega_0\|_{B_{p,1}^{\frac{3}{p}}} + \left\| \frac{b^\theta}{r} \right\|_{L^\infty} \|b\|_{B_{p,1}^{\frac{3}{p}+1}} \right) e^{CU(t)}. \quad (6.17) \]

Now we will estimate \(\|v(t)\|_{L^p}\). Since the Riesz transforms act continuously on \(L^p\), for all \(1 < p < \infty\), then from (4.23) we get
\[ \|v(t)\|_{L^p} \lesssim \|v_0\|_{L^p} + \int_0^t \|b \cdot \nabla b(\tau)\|_{L^p} d\tau + \int_0^t \|v(\tau)\|_{L^p} \|\nabla v(\tau)\|_{L^\infty} d\tau. \]
Using Gronwall’s inequality, the identity (3.9), the estimate (4.6) and the embedding $B^{rac{3}{p}+1}_{p,1} \hookrightarrow L^p$, we obtain, for all $p \in (1, \infty)$,
\[
\|v(t)\|_{L^p} \leq \left(\|v_0\|_{L^p} + \int_0^t \|b \cdot \nabla b(\tau)\|_{L^p} d\tau\right) e^{C\|\nabla v\|_{L^1_t L^\infty}} \\
\lesssim \left(\|v_0\|_{L^p} + \|b^\theta / \tau\|_{L^\infty_t L^\infty} \|b\|_{L^1_t L^p} \right) e^{C\|\nabla v\|_{L^1_t L^\infty}} \\
\lesssim \left(\|v_0\|_{L^p} + \|b^\theta / \tau\|_{L^\infty} \|b\|_{L^1_t B^{rac{3}{p}+1}_{p,1}} \right) e^{C\|\nabla v\|_{L^1_t L^\infty}}.
\tag{6.18}
\]
Inserting (6.17) and (6.18) into (6.16) gives
\[
\|v(t)\|_{B^{1+\frac{3}{p}}_{p,1}} \lesssim \left(\|v_0\|_{L^p} + \|\omega_0\|_{B^{\frac{3}{p}}_{p,1}} + \left|\frac{b^\theta}{\tau}\right|_{L^\infty_t L^\infty} \|b\|_{L^1_t B^{rac{3}{p}+1}_{p,1}} \right) e^{CU(t)}.
\tag{6.19}
\]
Now, to estimate the term $\|b\|_{L^1_t B^{rac{3}{p}+1}_{p,1}}$, we distinguish two cases:

**Case** $p > 3$ Using the embedding $B^{1}_{\infty,1} \hookrightarrow \text{Lip}(\mathbb{R}^3)$, Propositions 4.3 and 6.2, we readily conclude that
\[
\|b\|_{L^\infty_t L^p} + \|b\|_{L^1_t B^{rac{3}{p}+1}_{p,1}} + \|v(t)\|_{B^{1+\frac{3}{p}}_{p,1}} \leq \Phi_5(t).
\]
This achieves the proof for the case $p > 3$.

**Case** $2 \leq p \leq 3$ In view of (4.16), we have
\[
\|b\|_{L^\infty_t B^{rac{3}{p}-1}_{p,1}} + \|b\|_{L^1_t B^{rac{3}{p}+1}_{p,1}} \lesssim \|\Delta b\|_{L^1_t L^p} + \|b_0\|_{B^{\frac{3}{p}-1}_{p,1}} + \|b \cdot \nabla v\|_{L^1_t B^{rac{3}{p}-1}_{p,1}} + \sum_{q \geq 0} 2^{q\left(\frac{3}{p}-1\right)} \|\Delta_q v \cdot \nabla b\|_{L^1_t L^p}.
\tag{6.20}
\]
From Lemma 2.3, since $-1 < \frac{3}{p} - 1 < \frac{1}{2}$, then one has
\[
\sum_{q \geq -1} 2^{q\left(\frac{3}{p}-1\right)} \|\Delta_q v \cdot \nabla b\|_{L^1_t L^p} \lesssim \int_0^t \|\nabla v(\tau)\|_{L^\infty} \|b(\tau)\|_{B^{\frac{3}{p}-1}_{p,1}} d\tau.
\tag{6.21}
\]
In order to estimate the term $\|b \cdot \nabla v\|_{L^1_t B^{rac{3}{p}-1}_{p,1}}$, in (6.20), we shall use the following product law
\[
\|b \cdot \nabla v\|_{B^{rac{3}{p}-1}_{p,1}} \lesssim \begin{cases} 
\|\nabla v\|_{L^\infty} \|b\|_{B^{\frac{3}{p}-1}_{p,1}} + \|b\|_{L^\infty} \|v\|_{B^{\frac{3}{p}-1}_{p,1}} & \text{if } p < 3, \\
\|v\|_{B^{1}_{\infty,1}} \|b\|_{B^{\frac{3}{p}-1}_{p,1}} & \text{if } p = 3,
\end{cases}
\]
where the first case follows from the fact that $B^{\frac{3}{p}-1}_{p,1} \cap L^\infty$ is an algebra for every $p < 3$ and the second one is proved in [24]. Thus, using the embeddings $B^{1}_{\infty,1} \hookrightarrow \text{Lip}(\mathbb{R}^3)$ and $B^{\frac{3}{p}+1}_{p,1} \hookrightarrow B^{\frac{3}{p}}_{p,1}$ we conclude that
\[
\|b \cdot \nabla v\|_{B^{rac{3}{p}-1}_{p,1}} \lesssim \|v\|_{B^{1}_{\infty,1}} \|b\|_{B^{\frac{3}{p}-1}_{p,1}} + \|b\|_{L^\infty} \|v\|_{B^{\frac{3}{p}-1}_{p,1}}.
\tag{6.22}
\]
Inserting (6.21) and (6.22) into (6.20) and using the embedding $B^{\frac{3}{p} - 1}_{p, 1} \hookrightarrow L^p$, we obtain
\[
\|b\|_{\tilde{L}^\infty_t B^{\frac{3}{p} - 1}_{p, 1}} + \|b\|_{\tilde{L}^1_t B^{\frac{3}{p} + 1}_{p, 1}} \lesssim \|b_0\|_{B^{\frac{3}{p} - 1}_{p, 1}} \\
+ \int_0^t \|b(\tau)\|_{L^\infty} \|v(\tau)\|_{B^{\frac{3}{p} + 1}_{p, 1}} d\tau \\
+ \int_0^t (1 + \|v(\tau)\|_{B^{1}_{\infty, 1}}) \|b(\tau)\|_{B^{\frac{3}{p} - 1}_{p, 1}} d\tau.
\]

Then, Gronwall’s inequality gives
\[
\|b\|_{\tilde{L}^\infty_t B^{\frac{3}{p} - 1}_{p, 1}} + \|b\|_{\tilde{L}^1_t B^{\frac{3}{p} + 1}_{p, 1}} \\
\lesssim \left( \|b_0\|_{B^{\frac{3}{p} - 1}_{p, 1}} + \int_0^t \|b(\tau)\|_{L^\infty} \right) \|v(\tau)\|_{B^{\frac{3}{p} + 1}_{p, 1}} d\tau e^{C\|v\|_{L^1_t B^{1}_{\infty, 1}}}.
\]

Plugging (6.23) into (6.19) we deduce that
\[
\|v(t)\|_{B^{\frac{3}{p} + \frac{3}{p}}_{p, 1}} \lesssim \left( \|v_0\|_{L^p} + \|\omega_0\|_{B^{\frac{3}{p}}_{p, 1}} \\
+ \|b_0\|_{L^\infty} \|b_0\|_{B^{\frac{3}{p} - 1}_{p, 1}} \\
+ \|b_0\|_{L^\infty} \int_0^t \|b(\tau)\|_{L^\infty} d\tau \right) e^{C\|v\|_{L^1_t B^{1}_{\infty, 1}}}.
\]

Applying again Gronwall’s inequality, we get
\[
\|v(t)\|_{B^{\frac{3}{p} + \frac{3}{p}}_{p, 1}} \leq C_0 e^{C\|v\|_{L^1_t B^{1}_{\infty, 1}}} \exp \left( C_0 \|b\|_{L^1_t L^\infty} e^{C\|v\|_{L^1_t B^{1}_{\infty, 1}}} \|b\|_{L^1_t L^\infty} \right).
\]

Finally, using the embedding $B^{\frac{3}{p} - 1}_{p, 1} \hookrightarrow B^{\frac{3}{\sigma} - 1}_{\sigma, 1}$, for some $\sigma > 3$, Propositions 4.1-(iii) and 6.2 we conclude that
\[
\|v(t)\|_{B^{\frac{3}{p} + \frac{3}{p}}_{p, 1}} \leq \Phi_6(t).
\]

which give in turn, by (6.23),
\[
\|b\|_{\tilde{L}^\infty_t B^{\frac{3}{p} - 1}_{p, 1}} + \|b\|_{\tilde{L}^1_t B^{\frac{3}{p} + 1}_{p, 1}} \leq \Phi_6(t).
\]

This achieves the proof of the Proposition. □
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A Appendix

Our task now is to prove the following product laws.

Proposition 6.4. Let \( b \) be a smooth axisymmetric vector field with a trivial radial component; \( b^r = 0 \). Then, the following estimate occurs

(i) For all \( s > 0 \) and \( t > 0 \) we have

\[
\| b^\theta \|_{L^1_t H^s} \leq C \| b^\theta \|_{L^\infty_t L^\infty} \| b \|_{L^1_t H^s}.
\]

(ii) For all \( p \in [1, \infty] \) we have

\[
\| b^\theta \|_{B^{\frac{3}{p}+1}_p,1} \lesssim \| b^\theta \|_{L^\infty} \| b \|_{B^{\frac{3}{p}+1}_p,1}.
\]

Proof. Using Bony’s decomposition (2.2), we write

\[
\frac{b^\theta}{r} b = T b^\theta b + T b^\theta r + \mathcal{R}(\frac{b^\theta}{r}, b).
\]  

(A.1)

By definition of the paraproduct, we have

\[
T b^\theta b = \sum_{k} S_{k-1} \left( \frac{b^\theta}{r} \right) \Delta_k b.
\]  

(A.2)

Then, by (2.1) for all \( k \in \mathbb{N} \cup \{-1\} \) one has

\[
\Delta_q(T b^\theta b) = \sum_{|k-q| \leq 4} \Delta_q \left( S_{k-1} \frac{b^\theta}{r} \Delta_k b \right).
\]

Using Hölder inequality, we get

\[
\| \Delta_q(T b^\theta b) \|_{L^1_t L^2} \leq \| \frac{b^\theta}{r} \|_{L^\infty_t L^\infty} \sum_{|k-q| \leq 4} \| \Delta_q b \|_{L^1_t L^2}. \]

(A.3)

It follows that

\[
\| T b^\theta b \|_{L^1_t H^s} = 2^{qs} \| \Delta_q(T b^\theta b) \|_{L^1_t L^2} \lesssim \| \frac{b^\theta}{r} \|_{L^\infty_t L^\infty} \| b \|_{L^1_t H^s}. \]  

(A.4)

For the remainder term we have by definition and by (2.1),

\[
\Delta_j \mathcal{R}(b, \frac{b^\theta}{r}) = \sum_{k \geq j-4} \Delta_j \left( \Delta_k b \Delta_k \left( \frac{b^\theta}{r} \right) \right).
\]  

(A.5)
It follows that
\[
\| \Delta_j \mathcal{R}(b, \frac{b^\theta}{r}) \|_{L^1_t L^2_x} \lesssim \sum_{k \geq j-4} \| \Delta_k b \|_{L^1_x L^2_t} \| \Delta_k \left( \frac{b^\theta}{r} \right) \|_{L^\infty_t L^\infty_x},
\]
where we have used the continuity of the operator \( \Delta_j \) in \( L^2 \). Therefore,
\[
\left\| \left( 2^{js} \right) \| \Delta_j \mathcal{R}(b, \frac{b^\theta}{r}) \|_{L^2_x} \right\|_{\ell^2} \lesssim \left\| \frac{b^\theta}{r} \right\|_{L^\infty_t L^\infty_x} \left( \sum_{j \geq j-4} \left( \sum_{k \geq j-4} 2^{(j-k)s} 2^{ks} \| \Delta_k b \|_{L^1_x L^2_t}^2 \right)^{\frac{1}{2}} \right)^{\frac{1}{2}}
\lesssim \left\| \frac{b^\theta}{r} \right\|_{L^\infty_t L^\infty_x} \| b \|_{\tilde{L}^1_t H^s}. \tag{A.6}
\]
To estimate the term \( \left\| T_b \frac{b^\theta}{r} \right\|_{H^s} \), we use the axisymmetric structure of the vector field \( b \). We write
\[
\Delta_q \left( T_b \frac{b^\theta}{r} \right) = \sum_{|k-q| \leq 4} \Delta_q \left( S_{k-1} b \Delta_k \left( \frac{b^\theta}{r} \right) \right).
\]
Therefore, we have
\[
\left\| T_b \frac{b^\theta}{r} \right\|_{\tilde{L}^1_t H^s} \lesssim \left\| \left( 2^{ks} \right) \left| S_{k-1} b \Delta_k \left( \frac{b^\theta}{r} \right) \right| \right\|_{L^1_t L^2_x} \right\|_{\ell^2} \tag{A.7}
\]
Since \( b^r = 0 \), then we can easily check that
\[
\frac{b^\theta}{r} = - \frac{b^1}{x_2} = \frac{b^2}{x_1}.
\]
The term \( S_{k-1} b \Delta_k \left( \frac{b^\theta}{r} \right) \) can be expanded under the form
\[
S_{k-1} b^1(x) \Delta_k \left( \frac{b^\theta}{r} \right) = - S_{k-1} b^1(x) \Delta_k \left( \frac{b^1}{x_2} \right) = -x_2 S_{k-1} \left( \frac{b^1}{x_2} \right) \Delta_k \left( \frac{b^1}{x_2} \right) + x_2 \left[ S_{k-1}, \frac{1}{x_2} \right] b^1(x) \Delta_k \left( \frac{b^1}{x_2} \right)
= - S_{k-1} \left( \frac{b^1}{x_2} \right) \Delta_k b^1 - x_2 S_{k-1} \left( \frac{b^1}{x_2} \right) \left[ \Delta_k, \frac{1}{x_2} \right] b^1 + x_2 \left[ S_{k-1}, \frac{1}{x_2} \right] b^1(x) \Delta_k \left( \frac{b^1}{x_2} \right)
:= - I_k - II_k + III_k. \tag{A.8}
\]
For the first term, we immediately get
\[
\left\| \left( 2^{ks} \right) \left| I_k \right| \right\|_{L^1_x L^2_t} \right\|_{\ell^2} \lesssim \left\| \frac{b^1}{x_2} \right\|_{L^\infty_t L^\infty_x} \| b^1 \|_{\tilde{L}^1_t H^s}. \tag{A.9}
\]
For the commutator term $\Pi_k$, we write by definition

$$\Pi_k = S_{k-1} \left( \frac{b^1(x)}{x_2} \right) x_2 \left( \Delta_k \left( \frac{b^1(x)}{x_2} \right) - \frac{\Delta_k b^1}{x_2} \right)$$

$$= S_{k-1} \left( \frac{b^1(x)}{x_2} \right) 2^{3k} \int_{\mathbb{R}^3} h(2^k(x-y))(x_2-y_2) \frac{b^1}{y_2}(y)dy$$

$$= 2^{-k} S_{k-1} \left( \frac{b^1(x)}{x_2} \right) \left( 2^{3k} \tilde{h}(2^k \cdot) \ast \left( \frac{b^1}{y_2} \right)(x) \right) ,$$

(A.10)

where $\tilde{h}(x) = x_2 h(x)$. Since $\mathcal{F}(\tilde{h}(\xi)) = i\partial_\xi \mathcal{F}(h(\xi)) = i\partial_\xi \phi(\xi)$, then it follows that $\text{Supp} \mathcal{F}(\tilde{h}) \subset \text{Supp} \mathcal{F}(h) = \text{Supp} \phi$. Therefore, for every $f \in \mathcal{S}'$ we have

$$2^{3k} \tilde{h}(2^k \cdot) \ast \Delta_j f = 0 \text{, for } |k-j| \geq 2.$$  

This leads to

$$2^{3k} \tilde{h}(2^k \cdot) \ast f = \sum_{|k-j| \leq 1} 2^{3k} \tilde{h}(2^k \cdot) \ast \Delta_j f .$$  

(A.11)

Hence, by Young inequality for convolution we get

$$\|\Pi_k\|_{L_t^1 L_x^2} \lesssim 2^{-k} \left\| S_{k-1} \left( \frac{b^1(x)}{x_2} \right) \right\|_{L_t^\infty L_x^\infty} \sum_{|k-j| \leq 1} \left\| 2^{3k} \tilde{h}(2^k \cdot) \ast \Delta_j \left( \frac{b^1}{x_2} \right) \right\|_{L_t^1 L_x^2}$$

$$\lesssim 2^{-k} \|\tilde{h}\|_{L_t^1} \left\| \frac{b^1}{x_2} \right\|_{L_t^\infty L_x^\infty} \sum_{|k-j| \leq 1} \left\| \Delta_j \left( \frac{b^1}{x_2} \right) \right\|_{L_t^1 L_x^2}.$$  

It follows that

$$\left\| \left( 2^{3k} \|\Pi_k\|_{L_t^1 L_x^2} \right) \right\|_{\ell^2} \lesssim \left\| \frac{b^1}{x_2} \right\|_{L_t^\infty L_x^\infty} \left( \sum_{|k-j| \leq 1} \left\| \Delta_j \left( \frac{b^1}{x_2} \right) \right\|_{L_t^1 L_x^2} \right)_{k} \right\|_{\ell^2}$$

$$\lesssim \left\| \frac{b^1}{x_2} \right\|_{L_t^\infty L_x^\infty} \left( \sum_{|k-j| \leq 1} 2^{(k-j)(s-1)} \Delta_j \left( \frac{b^1}{x_2} \right) \right)_{k} \right\|_{\ell^2}$$

$$\lesssim \left\| \frac{b^1}{x_2} \right\|_{L_t^\infty L_x^\infty} \left\| \frac{b^1}{x_2} \right\|_{\ell^1_{t, H^{s-1}}}. $$  

(A.12)

As for the term $\Pi_k$, we write by definition

$$\Pi_k = \Delta_k \left( \frac{b^1(x)}{x_2} \right) x_2 \left( S_{k-1} \left( \frac{b^1(x)}{x_2} \right) - \frac{S_{k-1} b^1(x)}{x_2} \right)$$

$$= \Delta_k \left( \frac{b^1(x)}{x_2} \right) 2^{3(k-1)} \int_{\mathbb{R}^3} g(2^{(k-1)}(x-y))(x_2-y_2) \frac{b^1}{y_2}(y)dy$$

$$= 2^{-k+1} \Delta_k \left( \frac{b^1(x)}{x_2} \right) \left( 2^{3(k-1)} \tilde{g}(2^{k-1} \cdot) \ast \left( \frac{b^1}{x_2} \right) \right) ,$$

(A.13)

where $\tilde{g}(x) = x_2 g(x)$. By Young inequality for convolution we get

$$\|\Pi_k\|_{L_t^1 L_x^2} \lesssim 2^{-k} \|\Delta_k \left( \frac{b^1}{x_2} \right) \|_{L_t^1 L_x^2} \left\| 2^{3k} \tilde{g}(2^k \cdot) \ast \left( \frac{b^1}{x_2} \right) \right\|_{L_t^\infty L_x^\infty}$$

$$\lesssim 2^{-k} \|\tilde{g}\|_{L_t^1} \left\| \frac{b^1}{x_2} \right\|_{L_t^\infty L_x^\infty} 2^{-k} \|\Delta_k \left( \frac{b^1}{x_2} \right) \|_{L_t^1 L_x^2}.$$
This yields
\[ \left\| (2^{ks} \| \Pi_k \| L^1_t L^2)_{k} \right\|_{\ell^2} \lesssim \left\| \frac{b_1}{x_2} \right\|_{L_t^\infty L^\infty} \left( 2^{k(s-1)} \| \Delta_k \left( \frac{b_1}{x_2} \right) \|_{L^1_t L^2} \right)_{k} \right\|_{\ell^2} \]
\[ \lesssim \left\| \frac{b_1}{x_2} \right\|_{L_t^\infty L^\infty} \left\| \frac{b_1}{x_2} \right\|_{L_t^1 L^{s-1}}. \]  
(A.14)

Thus, from (A.8) (A.9), (A.12) and (A.14) we deduce that
\[ \left\| (2^{ks} \| S_{k-1} b^1 \Delta_k \left( \frac{b^\theta}{r} \right) \| L_t^1 L^2)_{k} \right\|_{\ell^2} \lesssim \left\| \frac{b_1}{x_2} \right\|_{L_t^\infty L^\infty} \left( \left\| \frac{b_1}{x_2} \right\|_{L_t^1 L^{s-1}} + \| b^1 \|_{L_t^1 H^s} \right). \]  
(A.15)

Since \( b \) is axisymmetric, then \( b^1(x_1, 0, z) = 0 \). Therefore, from Taylor formula,
\[ b^1(x_1, x_2, z) = x_2 \int_0^1 (\partial_{x_2} b^1)(x_1, \tau x_2, z) d\tau. \]
It follows that
\[ \left\| \frac{b^1(x)}{x_2} \right\|_{L_t^1 H^{s-1}} \lesssim \int_0^1 \| (\partial_{x_2} b^1)(\cdot, \tau, \cdot) \|_{L_t^1 H^{s-1}} d\tau \]
\[ \lesssim \| \partial_{x_2} b^1 \|_{L_t^1 H^{s-1}} \int_0^1 \tau^{s-\frac{3}{2}} d\tau \]
\[ \lesssim \| b^1 \|_{L_t^1 H^s}. \]

Inserting the last estimate into (A.15) yields
\[ \left\| (2^{ks} \| S_{k-1} b^1 \Delta_k \left( \frac{b^\theta}{r} \right) \| L_t^1 L^2)_{k} \right\|_{\ell^2} \lesssim \left\| \frac{b_1}{x_2} \right\|_{L_t^\infty L^\infty} \| b^1 \|_{L_t^1 H^s}. \]  
(A.16)

In a similar way we can show that
\[ \left\| (2^{ks} \| S_{k-1} b^2 \Delta_k \left( \frac{b^\theta}{r} \right) \| L_t^1 L^2)_{k} \right\|_{\ell^2} \lesssim \left\| \frac{b_2}{x_1} \right\|_{L_t^\infty L^\infty} \| b^2 \|_{L_t^1 H^s}. \]  
(A.17)

Combining (A.16), (A.17) and (A.7) we conclude that
\[ \left\| T_b \frac{b^\theta}{r} \right\|_{L_t^1 H^s} \lesssim \left\| \frac{b^\theta}{r} \right\|_{L_t^\infty L^\infty} \| b \|_{L_t^1 H^s}. \]  
(A.18)

Now putting together (A.7), (A.6), (A.18) and (A.1), we find
\[ \left\| \frac{b^\theta}{r} \right\|_{L_t^1 H^s} \lesssim \left\| \frac{b^\theta}{r} \right\|_{L_t^\infty L^\infty} \| b \|_{L_t^1 H^s}. \]

This concludes the proof of (i).

To prove (ii) we use (A.1) to write
\[ \left\| \frac{b^\theta}{r} \right\|_{B^\frac{3}{p}+1} \leq \left\| T_b \frac{b^\theta}{r} \right\|_{B^\frac{3}{p}+1} + \left\| T_b \frac{b^\theta}{r} \right\|_{B^\frac{3}{p}+1} + \| R \left( \frac{b^\theta}{r}, b \right) \|_{B^\frac{3}{p}+1}. \]  
(A.19)
In view of (A.3) and by Hölder and Bernstein inequalities, we get

\[
\left\| T_{\frac{\theta}{r}} b \right\|_{B_{\frac{2}{p}, 1}^\infty} \lesssim \sum_{q \in \mathbb{N}} 2^{q(\frac{3}{p} + 1)} \left\| S_{q-1} \frac{b^\theta}{r} \Delta_q b \right\|_{L^p}
\]

\[
\lesssim \left\| \frac{b^\theta}{r} \right\|_{L^\infty} \left\| b \right\|_{B_{\frac{2}{p}, 1}^\infty}. \quad (A.20)
\]

For the remainder term, by (A.5), we have

\[
\left\| R \left( b, \frac{b^\theta}{r} \right) \right\|_{B_{\frac{2}{p}, 1}^\infty} \lesssim \sum_{j \in \mathbb{N}} 2^{j(\frac{3}{p} + 1)} \sum_{k \geq j-4} \left\| \Delta_k b \right\|_{L^\infty} \left\| \Delta_k \left( \frac{b^\theta}{r} \right) \right\|_{L^\infty}
\]

\[
\lesssim \left\| \frac{b^\theta}{r} \right\|_{L^\infty} \left\| b \right\|_{B_{\frac{2}{p}, 1}^\infty} \sum_{k} 2^{k(\frac{3}{p} + 1)} \left\| \Delta_k b \right\|_{L^\infty} \sum_{j \leq k+4} 2^{(j-k)(\frac{3}{p} + 1)}
\]

\[
\lesssim \left\| \frac{b^\theta}{r} \right\|_{L^\infty} \left\| b \right\|_{B_{\frac{2}{p}, 1}^\infty}. \quad (A.21)
\]

To estimate the term \( \left\| T_{\frac{\theta}{r}} b \right\|_{B_{\frac{2}{p}, 1}^\infty} \), we write by definition

\[
\left\| T_{\frac{\theta}{r}} b \right\|_{B_{\frac{2}{p}, 1}^\infty} \lesssim \sum_{k \geq 0} 2^k \left\| S_{k-1} b(x) \Delta_k \left( \frac{b^\theta}{r} \right) \right\|_{L^\infty}. \quad (A.22)
\]

In view of (A.8), (A.10), (A.11) and (A.13), the term \( S_{k-1} b^1(x) \Delta_k \left( \frac{b^\theta}{r} \right) \) can be decomposed as follow,

\[
S_{k-1} b^1(x) \Delta_k \left( \frac{b^\theta}{r} \right) = -I_k - II_k + III_k, \quad (A.23)
\]

with

\[
I_k = S_{k-1} \left( \frac{b^1(x)}{x_2} \right) \Delta_k b^1,
\]

\[
II_k = 2^{-k} S_{k-1} \left( \frac{b^1(x)}{x_2} \right) \sum_{|k-q| \leq 1} \left( 2^{3k} \tilde{h}(2^k \cdot) \ast \Delta_q \left( \frac{b^1}{y_2} \right)(x) \right),
\]

\[
III_k = 2^{-k+1} \Delta_k \left( \frac{b^1(x)}{x_2} \right) \left( 2^{3(k-1)} \tilde{g}(2^{k-1} \cdot) \ast \left( \frac{1}{x_2} \right)(x) \right),
\]

where \( \tilde{h}(x) = x_2 h(x) \) and \( \tilde{g}(x) = x_2 g(x) \). For the first term \( I_k \), we have

\[
\sum_{k \geq 0} 2^{k(\frac{3}{p} + 1)} \left\| I_k \right\|_{L^p} \lesssim \left\| \frac{b^1}{x_2} \right\|_{L^\infty} \sum_{k \geq 0} 2^k \left\| \Delta_k b^1 \right\|_{L^p}
\]

\[
\lesssim \left\| \frac{b^1}{x_2} \right\|_{L^\infty} \left\| b^1 \right\|_{B_{\frac{2}{p}, 1}^\infty}. \quad (A.24)
\]
For the second $\Pi_k$ and the third term $\Pi_k$, we shall make use of Young inequality for convolution,

$$\sum_{k \geq 0} 2^{k(\frac{2}{p} + 1)} \|\Pi_k\|_{L^p} \lesssim \left\| \frac{b^1}{x_2} \right\|_{L^\infty} \sum_{|k-q| \leq 1} 2^{\frac{q}{2}} \|h\|_{L^1} \|\Delta_q \left( \frac{b^1}{x_2} \right)\|_{L^p}$$

$$\lesssim \left\| \frac{b^1}{x_2} \right\|_{L^\infty} \left\| \frac{b^1}{x_2} \right\|_{B^\frac{2}{p+1}_{p,1}}, \tag{A.25}$$

$$\sum_{k \geq 0} 2^{k(\frac{2}{p} + 1)} \|\Pi_k\|_{L^p} \lesssim \|g\|_{L^1} \left\| \frac{b^1}{x_2} \right\|_{L^\infty} \sum_{k \geq 0} 2^k \frac{2}{p} \|\Delta_k \left( \frac{b^1}{x_2} \right)\|_{L^p}$$

$$\lesssim \left\| \frac{b^1}{x_2} \right\|_{L^\infty} \left\| \frac{b^1}{x_2} \right\|_{B^\frac{2}{p+1}_{p,1}}. \tag{A.26}$$

Thus, it follows from (A.24), (A.25) and (A.26) that

$$\sum_{k \geq 0} 2^{k(\frac{2}{p} + 1)} \|S_{k-1} b^1(x) \Delta_k \left( \frac{b^\theta}{r} \right)\|_{L^p} \lesssim \left\| \frac{b^1}{x_2} \right\|_{L^\infty} \left( \left\| \frac{b^1}{x_2} \right\|_{B^{\frac{2}{p+1}_{p,1}}} + \|b^1\|_{B^\frac{2}{p+1}_{p,1}} \right).$$

Since $b$ is axisymmetric, then $b^1(x_1, 0, z) = 0$. Therefore, from Taylor formula,

$$b^1(x_1, x_2, z) = x_2 \int_0^1 \partial_{x_2} b^1(x_1, \tau x_2, z) d\tau.$$ 

For $1 \leq p < \infty$ one has

$$\left\| \frac{b^1(x)}{x_2} \right\|_{B^{0}_{\infty,1}} \lesssim \left\| \partial_{x_2} b^1 \right\|_{B^{0}_{\infty,1}} \lesssim \left\| b^1 \right\|_{B^{0}_{\infty,1}}.$$ 

For $p = \infty$ we use the estimate (6.8),

$$\left\| \frac{b^1(x)}{x_2} \right\|_{B^{0}_{\infty,1}} \lesssim \left\| \partial_{x_2} b^1 \right\|_{B^{0}_{\infty,1}} \int_0^1 (1 - \log \tau) d\tau \lesssim \left\| b^1 \right\|_{B^{0}_{\infty,1}}.$$ 

Consequently,

$$\sum_{k \geq 0} 2^{k(\frac{2}{p} + 1)} \|S_{k-1} b^1(x) \Delta_k \left( \frac{b^\theta}{r} \right)\|_{L^p} \lesssim \left\| \frac{b^1}{x_2} \right\|_{L^\infty} \left\| b^1 \right\|_{B^{0}_{\infty,1}}. \tag{A.27}$$

In a similar way we can prove the same estimate for the second component,

$$\sum_{k \geq 0} 2^{k(\frac{2}{p} + 1)} \|S_{k-1} b^2(x) \Delta_k \left( \frac{b^\theta}{r} \right)\|_{L^p} \lesssim \left\| \frac{b^2}{x_1} \right\|_{L^\infty} \left\| b^2 \right\|_{B^{0}_{\infty,1}}. \tag{A.28}$$

It follows from (A.22), (A.27) and (A.28) that

$$\left\| T_b \frac{b^\theta}{r} \right\|_{B^{\frac{2}{p+1}_{p,1}}} \lesssim \left\| \frac{b^\theta}{r} \right\|_{L^\infty} \left\| b \right\|_{B^{\frac{2}{p+1}_{p,1}}}. \tag{A.29}$$
Now putting together (A.19), (A.20), (A.21) and (A.29), we find
\[ \| \frac{b^\theta}{r} \|_{B^{\frac{3}{p}+1}_{p,1}} \lesssim \| b^\theta \|_{L^\infty} \| b \|_{B^{\frac{3}{p}+1}_{p,1}}. \]
This ends the proof of the proposition. □
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