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Abstract

In this paper, we present a new model to simulate the formation, evolution, and break-up of a thin film of fluid flowing over a curved surface. Referred to as the discrete droplet method (DDM), the model captures the evolution of thin fluid films by tracking individual moving fluid droplets. In contrast to existing thin-film models that solve a PDE to determine the film height, here, we compute the film height by numerical integration based on the aggregation of droplets. The novelty of this approach in using droplets makes it suitable for simulating the formation of fluid films, and modelling thin film flows on partially wetted surfaces. The DDM is a Lagrangian approach, with a force balance on each droplet governing the motion, and derivatives approximated using a smoothed particle hydrodynamics (SPH) like approach. The proposed model is thoroughly validated by comparing results against analytical solutions, against the results of the shallow-water equations for thin film flow, and also against results from a full 3-D resolved Navier–Stokes model. We also present the use of the DDM on an industrial test case. The results highlight the effectiveness of the model for simulations of flows with thin films.

Keywords: Thin-film flows, Curved Surfaces, Droplets, Smoothed Particle Hydrodynamics, Gaussian functions

1. Introduction

Thin-film flows involve the motion of fluids in a shallow region called a film, where the height of the fluid layer is much smaller than its other dimensions. Predicting the behaviour of thin fluid films flowing over solid surfaces is essential
in the development of various scientific and industrial processes, including lubrication [1], coatings in medical applications [2,3], protective coating on lenses [4], solar cells [5], and liquid film sensors [6]. Another example where thin fluid film behavior is relevant is in the automotive industry [7]. When a vehicle is moving through rain, thin water films form on the surface of the vehicle. The evolution of these rainwater films affects the performance of exterior-mounted sensors, and the aerodynamic characteristics of the vehicle, among other considerations. In this paper, we propose a novel approach to modelling thin-film flows over general curved surfaces.

By definition, the height (also referred to as depth) of a fluid film is a lot smaller than the other length scales of the flow, occasionally by several orders of magnitude. In the example of a vehicle moving through rain, the thickness of rainwater films is typically of the order of a few millimeters, while the width of the thin fluid layer could extend to the entire vehicle length, which is in the order of a few metres. When modelling these films computationally, resolving the entire fluid domain with a three dimensional discretization will lead to a restrictively large set of elements (in mesh-based methods) or points (in meshfree methods) due to the disparity in the length scales involved. This gives rise to a need for specialized thin-film models to predict fluid film behaviour at a reasonable computational cost.

The modeling of thin film flow is a topic that has been researched for many decades (see, for example, [8,9]), and several fluid film models have been developed. One of the most prominent models used is the lubrication model or the long-wave approximation [10–16], which takes the form of a system of fourth-order PDEs. Another popular model is the shallow water equations [17–20], which can be derived by depth integrating the Navier–Stokes equations. A thin-film model that has been subject to a lot of theoretical studies recently is the re-derivation of Navier–Stokes on manifolds [21–23] that assumes a film of constant height. The key commonality between all these models is that the fluid film is only discretized along the solid surface on which it is flowing, and not in the direction normal to the surface. The depth of the film, in the direction normal to the surface, is either assumed constant, or is determined by solving an additional PDE. In contrast, in the present work, rather than solving an additional PDE for the height function, the height of the film is built-up using a numerical integration procedure.

The thin-film flow applications have been computed numerically using various discretization methods, ranging from finite volume methods using the volume of fluid (VOF) approach [24–27], finite element methods [28, 29], spectral methods [30], Smoothed Particle Hydrodynamics (SPH) [31–36], and meshfree generalized finite difference method (GFDM) [37–39]. In the present work, we propose modelling a fluid film using a modified discrete particle model, which is commonly used for modelling small solids and aerosols [40–42]. We represent a fluid film with a collection of discrete spherical fluid droplets. The droplets move in a Lagrangian sense, with their motion governed by a force balance that takes into account forces due to gravity, pressure (height) gradient, and viscous forces. Derivative computation, including those for the height function,
are computed using a SPH-type approach [43].

Existing thin film models typically require a thin film to begin with, and they model the evolution of this film. In contrast, in the proposed discrete droplet method (DDM), the presence of an initial film is not required. We also model the formation of a film as fluid droplets impinge on a surface, making our model suitable for applications that involve dynamically forming films. Another advantage of the DDM concerns partially wetted surfaces. Existing models usually require the discretization of the entire surface over which the film flows, irrespective of the physical extent of the fluid film. This would require the allocation of unused memory in regions where the thin film does not exist, where the height is simply set to zero. In the proposed DDM, droplets also serve as numerical locations where the governing PDEs are solved. Thus, in this model, the thin film exists only in regions where the droplets are present, making the method well-suited for simulating partially wetted surfaces.

The layout of the paper is as follows. Section 2 presents some preliminary concepts explaining the starting point of our computational framework. Section 3 introduces the discrete droplet method. Section 4 presents a simplified 1-D version of the full model, which will be used in the first part of validation tests. Section 5 presents numerical results of the proposed model, and validations using several benchmark problems. Section 6 presents the conclusions and directions of future work.

2. Preliminaries

We consider a thin layer of fluid flowing over an oriented stationary surface, \( \Gamma \) (in \( \mathbb{R}^3 \)). The surface is assumed to be given by a mesh of triangles. If the surface is prescribed in other format, for example, a CAD format, then creating a surface mesh forms the first step of the numerical discretization process. Along with the surface discretization, a set of consistently oriented normals is also assumed to be known. These normals could be computed either directly from the surface mesh, or could be based on the CAD or implicit surface definition, if known. Alternately, instead of using a surface mesh as is done throughout this work, the surface may also be prescribed by a point cloud, as outlined in our earlier work [39].

3. The Discrete Droplet Method

In this section, we introduce the novel discrete droplet method (DDM) for modelling thin film flows.

3.1. Outline

In DDM, a fluid film is discretized as a collection of fluid droplets. The droplets are assumed to be spheres of prescribed diameters. Each droplet is represented computationally by a single point particle lying on the surface \( \Gamma \). The surface normal at each droplet location is taken to be the surface normal
of the element of the surface mesh on which the droplet lies. Similar to other thin film models, this is a pseudo 2-dimensional model where the motion of the droplets occurs along the surface $\Gamma$, and the computed height of the film at each droplet location accounts for the third dimension.

Derivatives are computed using a SPH-like approach. For this, for each droplet, a neighbourhood or support must be determined. This neighbourhood is computed based on proximity to other droplets. For a droplet $i$, the neighbourhood $S_i$ is given by all droplets within a distance $h$ of $i$. All distance computations required are done as Euclidean distances in $\mathbb{R}^3$, and not along $\Gamma$. To compute the neighbourhoods efficiently, we follow neighbour search algorithms commonly used in meshfree methods [44, 45]. The fluid droplets move in a Lagrangian sense with the fluid velocity. Since droplets are moving, the neighbourhood of the droplets could change between time-steps. To save computational time, rather than recomputing the neighbourhood in every time step, we recompute every $3 - 5$ time steps, depending on the application.

The velocity equation that governs the motion of the droplets is first discussed. This is followed by a discussion on droplet movement and the computation of film height and its derivatives, which appear in the velocity equation. Subsequently, solution stabilization, time integration summary, initial conditions for height, and a simplified free-flight droplet model are discussed.

### 3.2. Governing Equation

The motion of a droplet on a surface is governed by forces of gravity, pressure and viscosity. The velocity of a droplet on a general surface is given by a force balance on each droplet, and can also considered as a variation of the Cauchy momentum equation.

$$\frac{d\vec{V}_{\text{drop}}}{dt} = \frac{\eta_{\text{drop}}(\vec{V}_s - \vec{V}_{\text{drop}})}{\rho_{\text{drop}}H_f^2} + \hat{g} - \nabla P \rho_{\text{drop}}$$  (1)

where
- the subscripts ‘s’ denotes the surface,
- $\vec{V}_{\text{drop}}$ is the velocity of the droplet on the surface such that $\vec{V}_{\text{drop}} \cdot \vec{n} = 0$, $\vec{n}$ being the unit normal to the surface,
- $\vec{V}_s$ is the velocity of the surface,
- $\eta_{\text{drop}}$ is the viscosity of the droplet,
- $\hat{g} = \vec{g} - (\vec{g} \cdot \vec{n})\vec{n}$ is the tangential gravitational acceleration, with $\vec{g}$ is the acceleration due to gravity.

Furthermore, $H_f$ is the reconstructed film height,
- $P = P_{\text{hyd}} + P_\sigma$ is the sum of the hydrostatic pressure due to the height of the film, $P_{\text{hyd}} = \rho_{\text{drop}}(\vec{g} \cdot \vec{n})H_f$, and the pressure due to surface tension, $P_\sigma = \sigma(\kappa_f + \kappa_s)$.

Here, $\kappa_f$ and $\kappa_s$ are the curvatures of the film and the surface respectively.

While the pressure and gravity terms appear in their standard form in Eq. (1), the viscous term is formulated specifically for this model. As per Newton’s law, the effect of the viscous force on the droplet, over an area $\Delta A$ of the
surface, may be written as

\[ \vec{F}_v = \Delta m \frac{d\vec{V}_{\text{drop}}}{dt} = -\eta_{\text{drop}} \frac{\partial \|\vec{V}_{\text{drop}}\|}{\partial n} \bigg|_{n=0} \vec{t} \Delta A \]  

(2)

In the above equation, \( \Delta m \), \( n \), \( \|\vec{V}_{\text{drop}}\| \) and \( \vec{t} \) are the mass of the droplet, surface normal coordinate, \( L_2 \) norm of the droplet velocity and the unit tangent vector respectively. The preceding negative sign on the RHS implies that it acts as a decelerating force. As seen in Figure 1, at the location of a droplet, a linear profile for the velocity is assumed such that

\[ \frac{\partial \|\vec{V}_{\text{drop}}\|}{\partial n} \bigg|_{n=0} \approx \frac{\|\vec{V}_{\text{drop}} - \vec{V}_s\|}{H_{\text{film}}} \]  

(3)

Here, we assume that at the surface, the fluid layer has no relative velocity, and moves with the surface velocity. Therefore, Eq. (2) becomes

\[ \vec{F}_v = \rho_{\text{drop}} \Delta V \frac{d\vec{V}_{\text{drop}}}{dt} = -\eta_{\text{drop}} \frac{\|\vec{V}_{\text{drop}} - \vec{V}_s\|}{H_{\text{film}}} \vec{t} \Delta A \]  

(4)

where \( \Delta V \) is the volume of the droplet. On rearranging the terms and writing the unit tangent vector \( \vec{t} \) as \( (\vec{V}_{\text{drop}} - \vec{V}_s)/\|\vec{V}_{\text{drop}} - \vec{V}_s\| \), we get

\[ \frac{d\vec{V}_{\text{drop}}}{dt} = -\frac{\eta_{\text{drop}} \|\vec{V}_{\text{drop}} - \vec{V}_s\|}{\rho_{\text{drop}} H_{\text{film}}} \frac{\vec{V}_{\text{drop}} - \vec{V}_s}{\|\vec{V}_{\text{drop}} - \vec{V}_s\|} \frac{\Delta A}{\Delta V} \]  

(5)

Setting \( \Delta A/\Delta V \) as \( 1/H_{\text{film}} \),

\[ \frac{d\vec{V}_{\text{drop}}}{dt} = -\frac{\eta_{\text{drop}} \vec{V}_{\text{drop}} - \vec{V}_s}{\rho_{\text{drop}} H_{\text{film}}^2} \frac{\vec{V}_{\text{drop}} - \vec{V}_s}{H_{\text{film}}^2} \]  

\[ = \frac{\eta_{\text{drop}} \vec{V}_s - \vec{V}_{\text{drop}}}{\rho_{\text{drop}} H_{\text{film}}^2} \]  

(6)

which is the viscous force as seen in the first term on the RHS of Eq. (1).

Equation (1) is used to solve for the velocity and thereby, also determines the position of each droplet. The height function and its derivatives are computed by the SPH-formulation and are described below. Henceforth, \( H_{\text{film}} \) is referred to as \( H \) for brevity. We note here the difference between \( H \) which denotes the film height, and \( h \), which refers to smoothing length or interaction radius that determines the droplet neighbourhoods.
3.3. Droplet movement

Droplets always move in a direction tangential to the surface i.e. the surface normal component of the velocity is always zero. The position of the droplet is updated based on a second-order method [46]. Time integration from time level $t^{(n)}$ to $t^{(n+1)}$ begins with updating the droplet positions as

$$
\Delta \vec{x} = \vec{V}_{\text{drop}}^{(n)} \Delta t + \frac{1}{2} \frac{\vec{V}_{\text{drop}}^{(n)} - \vec{V}_{\text{drop}}^{(n-1)}}{\Delta t} \Delta t^2
$$

Note that the new velocity $\vec{V}_{\text{drop}}^{(n+1)}$ will be computed on the update droplet positions which is not yet known when the droplets are advected. To ensure that a droplet remains on the surface during the movement process, it is advected along the plane of the surface element it lies on. When the position of the droplet crosses the bounds of this element, it is projected back on to the surface defined by the adjacent surface element.

3.4. Film height computation

While most thin film flow models solve an additional PDE for the height function, we instead build up the height function using a numerical integration procedure based on the collection of droplets. A larger number of droplets within the same area on the surface would mean a larger film height. This is illustrated in Figure 2.

We adopt an SPH-like formulations for numerically integrating the height function and estimating its derivatives. A general scalar-valued function $\phi(\vec{x})$ in 2-D may be approximated using an SPH formulation as

$$
\phi(\vec{x}_i) = \int \int_{\mathbb{R}^2} W(\vec{x} - \vec{x}_i) \phi(\vec{x}) dA
$$

$$
\approx \sum_{j \in S_i} W(\vec{x}_j - \vec{x}_i) \phi(\vec{x}_j) \Delta A_j
$$
$\Delta A$ is an elemental area in $\mathbb{R}^2$ and the summation is computed over the neighbourhood $S_i$ of droplet $i$. The compactly supported kernel function $W(\vec{x}_j - \vec{x}_i)$ is chosen as

$$W(\vec{x}_j - \vec{x}_i) = \frac{\alpha}{\pi h^2} \exp \left[ -\frac{\|\vec{x}_j - \vec{x}_i\|^2}{h^2} \right]$$

where the coefficient of the exponential term is determined by imposing the condition

$$\int \int_{\mathbb{R}^2} W(\vec{x} - \vec{x}_i) dA = 1$$

The derivation of this term is explained in Appendix A. Substituting Eq. (11) in Eq. (9), we get

$$\phi(\vec{x}_i) = \sum_{j \in S_i} C^* \frac{h_j}{h^2} \exp \left[ -\frac{\|\vec{x}_j - \vec{x}_i\|^2}{h_j^2} \right] \phi(\vec{x}_j) \Delta A_j$$

Since the function of interest here is the film height, we set $\phi = H$.

$$H(\vec{x}_i) = \sum_{j \in S_i} C^* \frac{h_j}{h^2} \exp \left[ -\frac{\|\vec{x}_j - \vec{x}_i\|^2}{h_j^2} \right] H(\vec{x}_j) \Delta A_j$$

where $V_j$ is the volume of droplet $j$. We note that the expression for the height in Eq. (15) can also be derived using the argument of volume conservation, as explained in Appendix B. Since droplets are assumed to be spherical, the volume can be computed as $V_j = \frac{4}{3} \pi d_j^3$, for diameter $d_j$.

This formulation for numerically integrating the height function can be interpreted as a smearing out of the volume of each droplet in a Gaussian shape across its neighbourhood. The height of the film at any location is computed by summing the Gaussian functions of droplets in the neighbourhood of that location. The mass of the fluid remains conserved since the number of droplets remains the same throughout the simulation, unless droplet sources/sinks are specifically defined. As the droplets advect to new locations the height function at each droplet location evolves with changing neighbourhoods.

3.5. Derivative computation

In Eq. (1), derivative computation is only needed for the pressure term. The gradient of the hydrostatic pressure requires the gradient of the film height, while the gradient of the surface tension pressure requires curvature computation, and thus, the second derivative of the film height.
Function derivatives are also computed using an SPH-like formulation. For a scalar-valued function $\phi$ as given in Eq. (9), its derivative can be approximated as

$$\nabla \phi(\vec{x}_i) = - \sum_{j \in S_i} \nabla W_{ij} \phi(\vec{x}_j) \Delta A_j$$  \hspace{1cm} (16)

where $W_{ij} = W(\vec{x}_j - \vec{x}_i)$. Substituting the gradient of the kernel function, obtained from chain rule,

$$\nabla \phi(\vec{x}_i) = - \sum_{j \in S_i} \left( -\frac{2\alpha}{h_j^2} \right) (\vec{x}_j - \vec{x}_i) W_{ij} \phi(\vec{x}_j) \Delta A_j$$  \hspace{1cm} (17)

Therefore, for the derivative of the height function,

$$\nabla H(\vec{x}_i) = - \sum_{j \in S_i} \left( -\frac{2\alpha}{h_j^2} \right) (\vec{x}_j - \vec{x}_i) W_{ij} H(\vec{x}_j) \Delta A_j$$  \hspace{1cm} (18)

$$= - \sum_{j \in S_i} \left( -\frac{2\alpha}{h_j^2} \right) (\vec{x}_j - \vec{x}_i) W_{ij} V_j$$  \hspace{1cm} (19)

### 3.6. Stabilization using velocity smoothing

The solution from the DDM is smoothed at every time step owing to numerical instabilities due to the hyperbolic nature of the governing PDE. First, Eq. (1) is solved to get an intermediate velocity, $\vec{V}^*\text{drop}_{i}$. Subsequently, a smoothed velocity is computed as

$$\vec{V}_{\text{drop, i}}^s = \frac{\sum_j w_{ij} \vec{V}^*\text{drop}_{j}}{\sum_j w_{ij}}$$  \hspace{1cm} (20)

The smoothing function $w$ in the above equation is chosen as a Gaussian

$$w_{ij} = \frac{1}{l \sqrt{\pi}} \exp \left[ - \left( \frac{|\vec{x}_j - \vec{x}_i|}{l} \right)^2 \right]$$  \hspace{1cm} (21)

where $\vec{x}_i$ and $\vec{x}_j$ are the position vectors of droplets $i$ and $j$ respectively. The smoothing length, $l$, is at maximum the interaction radius $h$. The final velocity is computed as

$$V_{\text{drop, i}}^{n+1} = \omega \vec{V}_{\text{drop, i}}^s + (1 - \omega) \vec{V}_{\text{drop, i}}^s$$  \hspace{1cm} (22)

In the above equation, the value of $\omega$ ($\in [0,1]$) determines the extent of smoothing used in the solution. Thus, the final velocity is not a true smoothed version of the velocity computed from the time integration, rather it is an interpolation between the computed velocity and its smoothed counterpart. While the last test case of this paper does not use smoothing, all the other test cases use $\omega = 0.1$, which we empirically observe is sufficient to produce stable results.
An alternative approach for stabilization is to add an artificial viscous term. In this approach, an artificial viscous force can be added to the velocity equation Eq. (1)

\[ F_{\text{art}} = \eta_{\text{art}} \frac{\nabla^2 \vec{V}_{\text{drop}}}{\rho_{\text{drop}}} \]  

In the above equation, \( \nabla^2 \) is the Laplacian operator in the tangent plane of the surface and \( \eta_{\text{art}} \) is the artificial viscosity. Our numerical simulations suggest that both methods result in a similar stabilizing effect. However, when using the artificial viscosity approach, the choice of the artificial viscosity was highly application dependent. In contrast, a largely application independent value of \( \omega = 0.1 \) produced stable results for all the test cases considered in the first approach. Thus, the artificial viscosity method is not used, and all numerical results presented below use the stabilization approach of Eq. (22).

3.7. Time Integration Summary

The time integration procedure to model the evolution of droplets in the thin fluid layer can be summarised as follows

1. The first step is the Lagrangian movement, according to Eq. (7).
2. Computation of the height function at the new droplet locations, according to Eq. (9).
3. Computation of height derivatives, as laid out in Section 3.5.
4. Explicit time integration of the velocity equation, Eq. 1, to produce an intermediate velocity.
5. Smoothing of velocity to produce the final velocity, as explained in Section 3.6.

3.8. Initial condition for the film height

In the DDM, the droplet distribution on the surface determines the height function, as explained above. Therefore, to achieve a specific initial condition for the height function, a droplet distribution is needed at the beginning of the simulation, that would match the given initial condition. In other words, the height computed using Eq. (15) with the initial droplet distribution, must satisfy the required initial condition. Thus, we must solve an inverse problem to find the droplet distribution for a given initial height function. The solution procedure for this inverse problem is described in detail in the next section for a 1 dimensional simplification of the DDM.

In contrast, in existing thin film models which solve an addition PDE for the height function, no extra work is needed to enforce the required initial condition. This forms a drawback of the proposed method. However, we emphasize that the primary motivation behind the development of the present model is applications where the formation of a fluid film is as important to model as the evolution of the film. In these application, there is no initial fluid film, and thus, there is no need to solve the inverse problem.
3.9. Free-flight model

To accurately capture the formation of a fluid film, the DDM must also include a model for capturing fluid flow before it hits the solid surface over which the film will form. Since the focus of this work is modelling thin film flow, we only consider a very simple first approximation for modelling the linked bulk (3-D) flow. The coupling of the introduced thin film flow model with full 3-D flow models forms an extension of this work, and will not be covered here.

Consider a fluid droplet of diameter \( d \) in free flight before it strikes a solid surface. The droplet is assumed to remain spherical, and its motion is governed by a simplified force balance

\[
\frac{d\vec{V}_{\text{drop}}}{dt} = \vec{g}_{\text{eff}}
\]  

(24)

Here, \( \vec{V}_{\text{drop}} \) is the velocity of the droplet in free flight and \( \vec{g}_{\text{eff}} \) is the effective acceleration due to gravity, and any other external forces. Once a free-flight droplets hits a solid surface, we treat it as part of a thin film, as described earlier in this section.

3.10. Droplets leaving the surface

The criteria for a droplet to stay on the surface is that the net normal force acting on it should be pointing in the direction of the inward surface normal. In such a case, the droplet remains a part of the thin film. When the net normal force acts in the direction of the outward surface normal, the droplet leaves the thin film and becomes a free-flight droplet, as described in Sec. 3.9.

4. Simplified discrete droplet method in 1-D

Before considering the validation process of the thin-film DDM developed in this work, we first perform a validation of a simplified version of the DDM which restricts flow to a one-dimensional flat surface. The verification and validation of both the simplified model and the full model are presented in Section 5. We now introduce the simplifications of the model introduced in Section 3 to 1-D domains.

A simplified version of the velocity equation in the Lagrangian form for a flat 1-D domain can be derived as a special case of Eq. (1), by setting all terms to zero except the hydrostatic pressure term, which leads to a height derivative

\[
\frac{DV_{\text{drop}}}{Dt} + g \frac{\partial H}{\partial x} = 0
\]  

(25)

This equation can also be derived from the momentum conservation equation of the 1-D inviscid shallow-water equation for a flat domain.

At a droplet \( i \), the height derivative is used to determine the velocity, and subsequently, the position of the droplet is calculated at the next time step, as
shown in Eqs. (26) and (27).

\[
V_{\text{drop},i}^{(n+1)} = V_{\text{drop},i}^{(n)} - \Delta t g \frac{\partial H}{\partial x} |_{i}^{(n)}
\]

(26)

\[
x_{i}^{(n+2)} = x_{i}^{(n+1)} + V_{\text{drop},i}^{(n+1)} \Delta t
\]

(27)

Each droplet is associated with a kernel function given by a Gaussian.

\[
W(x) = \frac{\sqrt{\pi} d^2}{4h} \exp \left[ - \left( \frac{x}{h} \right)^2 \right]
\]

(28)

where \(d\) is the droplet diameter and \(h\) is the smoothing length. This expression for height function in 1-D is determined in a similar manner to the pseudo 2-D full model, by imposing the condition as in Eq. 12. For more details, see Appendix A.

Using the above result, the height computation at a droplet location \(x_i\), in 1-D, is given by the summation

\[
H_i = \sum_{j \in S_i} \frac{\sqrt{\pi} d_j^2}{4h_j} \exp \left[ - \left( \frac{x_j - x_i}{h_j} \right)^2 \right]
\]

(29)

where

- \(H_i\) is the height of the film at a droplet \(i\),
- \(j\) is the summation index for the droplets in the neighbourhood of droplet \(i\),
- \(d_j\) is the diameter of droplet \(j\),
- \(h\) is the smoothing length,
- and \(x_i - x_j\) is the distance between droplets \(i\) and \(j\).

The height derivative required in Eq. (25) is computed using the chain rule as

\[
\frac{\partial H}{\partial x} |_{i} = - \sum_{j=1}^{N} \frac{\sqrt{\pi} d_j^2}{4h_j} \exp \left[ - \left( \frac{x_j - x_i}{h_j} \right)^2 \right] \left( -2 \frac{(x_j - x_i)}{h_j^2} \right)
\]

(30)

4.1. Initial droplet distribution in 1-D

The method adopted to determine a droplet distribution that matches a specific initial condition for the film height is described here. Although this idea may be easily extended to 2-D, it is described here in 1-D because it has been used in this work only for the 1-D test cases.

As seen in Eq. (29), the height function is dependent on the distribution of droplets in the computational domain. In order to match an initial condition for the height function, the corresponding droplet distribution needs to be obtained at the start of the computation. Towards this end, for each droplet \(i\), a triangular hat function with a predetermined support centred at the droplet is considered. As a first step, the domain is sparsely initialized with droplets such that no two droplets have an overlap in the support of their respective hat functions, as shown in Figure 3(a).
Subsequently, additional droplets are added within the support of each droplet \( i \) such that the height at the location of droplet \( i \) matches the height as needed by the initial condition \( H_0(x) \). The additional droplets are added uniformly within the support of the \( i^{th} \) droplet, with the number of droplets \( N_{new} \) determined by the relation

\[
H_0(x_i) = \frac{(N_{new} - 1)}{2} H_g
\]  

(31)

Here, \( H_g \) is the maximum height of the Gaussian function associated with the droplet. Figure 3(b) shows the additional droplets added within the support to meet the required height initial condition.

This procedure works well for smooth initial conditions. For discontinuous initial conditions, a small region with large gradients is inevitable to match the jumps due to the discontinuities. Additionally, at the boundaries of the domain, this procedure is bound to give rise to errors, unless ghost/mirror points are used.

5. Results

In this section, a thorough verification and validation of the DDM is presented. The results of the DDM are compared with the solutions obtained from the shallow-water model, 3-D Navier–Stokes equations and analytical solutions. First, comparisons of the simplified 1-D model are presented, followed by comparisons of the full model. A list of test cases is tabulated in Table 1, and are presented in order of increasing complexity. The test cases presented in this paper do not consider forces due to surface tension.

In existing thin-film models, an initial thin film is required and consequently, for purposes of verification and validation it is necessary to consider such test cases. Thus, in test cases 1-5, an initial thin film is used in the simulation, which is not the case in the final test case. The final test case is presented to emphasize the category of problems this model is targeted to solve.
Table 1: List of verification and validation test cases used.

| Case No. | Test case                | Dimension of surface | Remarks                                      |
|----------|--------------------------|----------------------|----------------------------------------------|
| 1        | Water Hump               | 1-D                  | Comparison against shallow-water             |
| 2        | Dam-break                | 1-D                  | Comparison against shallow-water             |
| 3        | Sliding thin film        | 2-D (flat)           | Comparison against analytical solution       |
| 4        | Hemispherical bowl       | 2-D (flat)           | Convergence w.r.t droplet diameter           |
| 5        | Asymmetric dam-break     | 2-D (flattened)      | Comparison against 3-D Navier–Stokes         |
| 6        | Flow over a spoiler      | 2-D (curved)         | Comparison against 3-D Navier–Stokes         |

The presented method and algorithms of the thin-film DDM are implemented in the in-house software suite MESHFREE\footnote{meshfree.eu}. All simulations are run serially, except the last test case where an MPI-based parallelization is used.

5.1. Water hump

We start by considering flow on a 1-D flat domain $0 \leq x \leq 10$. In this test case\cite{47}, a hump of water in the domain collapses and two waves travel from the center of the domain towards the boundaries. The acceleration due to gravity $g$ is taken to be unity. The initial condition for the height and velocity is given as

\begin{align*}
H(x) &= 1 + \frac{2}{5} \exp[-5(x - 5)^2] \quad (32) \\
V_{\text{drop}}(x) &= 0 \quad (33)
\end{align*}

The initial droplet distribution to satisfy the initial condition is obtained using the method explained in Sec 4.1. In this test case, the comparison of the solutions of DDM against that of a finite-volume solution to the shallow-water equations is presented.

The discrete droplet solution to the height function is compared with the shallow-water solution in Figure 4 at various time instants of the simulation. The figure shows that both models produce very similar results. Figure 5 shows the evolution of the relative $L_2$ error in the DDM solution with time. Here, the FVM solution to the shallow water model is taken as the reference solution. The error at a given time instant is thus measured as

\begin{equation}
E = \frac{|H_{\text{FVM}} - H_{\text{DDM}}|}{|H_{\text{FVM}}|} \quad (34)
\end{equation}

Here, $H_{\text{FVM}}$ is the finite-volume method computed height to the shallow water model, and $H_{\text{DDM}}$ is the solution of the proposed discrete droplet method. This relative difference between the solutions of the two models remains bounded under 1.4%, as the simulation time progresses, as seen in the figure.

\footnote{meshfree.eu}
Figure 4: Water hump problem: Comparison of the computed height function obtained by the DDM against a finite volume solution to the shallow water equations.

Figure 5: Water hump problem: Evolution of $L_2$ error in height of the DDM solution, considering the height from the FV solution to the shallow water equations as a reference solution.
(a) Initial height function for the DDM, which is a smoothed approximation of the discontinuous initial condition.

(b) Comparison of computed height function against a shallow water solver at time $t = 30$s.

Figure 6: 1-D dam-break problem: Initial condition and numerical result.

Table 2: Sliding thin film of constant height: Parameters of the simulation.

| Parameter                      | Value         |
|--------------------------------|---------------|
| Viscosity ($\eta$)            | 0.001 Ns/m$^2$|
| Density ($\rho$)              | 1000 kg/m$^3$|
| Droplet diameter ($d$)        | 0.0075 m      |
| Smoothing length ($h$)        | 0.1 m         |
| Acceleration due to gravity ($g$) | 10 m/s$^2$   |

5.2. 1-D dam-break problem

We now consider another 1-D dam-break test case that is a classical problem for benchmarking free-surface and thin-film flows, motivated by [47–49]. Here, the DDM is tested for an initial condition with a discontinuous height function. The acceleration due to gravity $g$ is taken to be 9.81 m/s$^2$. For the domain $0 \leq x \leq 1000$, with a zero initial velocity, and initial height function given by

$$H(x) = \begin{cases} 
10, & \text{for } x < 500 \\
1, & \text{for } x > 500 
\end{cases} \quad (35)$$

The initial droplet distribution for the DDM to match this initial condition is computed using the procedure laid out in Sec 4.1. The nature of the inverse problem makes is quite challenging to capture the height discontinuity in the initial condition. Instead, the resultant initial height of the DDM model is a smooth approximation to the discontinuous initial condition, as shown in Figure 6(a).

The solutions of the DDM and the finite-volume shallow-water solver are compared in Figure 6(b) at $t = 30$s. Both methods produce similar results, however the DDM produces minor oscillations near the location of the discontinuity. The appropriate improvements to the DDM necessary to better capture discontinuous solutions remains an open question beyond the scope of the present work.

5.3. Sliding thin-film of constant height

Having compared the solution of the simplified 1-D model on benchmark cases, we now move on to validate the full 2-D DDM model. We consider a test
case consisting of a fluid film of constant height sliding over an inclined plane. Thus, the surface considered is 2-D and flat and serves as a good starting point for the validation of the full model. The computational domain, illustrated in Figure 7, consists of a plate that is 5 units in length and 1 unit in width, and inclined at an angle of $\theta = 30^\circ$. The parameters used in this simulation are tabulated in Table 2.

The forces that act on each infinitesimal fluid element are gravitational and the viscous force. To determine an analytical solution, we assume the height of the film to be constant as the film slides down the plane. This represents fluid flowing down an infinite plane where fluid will not collect on one end. Since the height of the film is constant, there are no hydrostatic pressure forces due to the gradient of height. We further note that for an initially stationary fluid layer, the velocity will be non-zero only in the direction of the effective gravity on the inclined plate. Using Eq. (1), the analytical solution for this problem that is governed by the following equation.

$$
\frac{dV\text{_{drop}}}{dt} + \frac{\eta\text{_{drop}} V\text{_{drop}}}{\rho\text{_{drop}} H^2} = g \sin \theta
$$

(36)

where $V\text{_{drop}}$ is the velocity in the direction along the effective gravity (see Figure 7), $g = \|\vec{g}\|$ is the acceleration due to gravity with $g \sin \theta$ the component along the inclined plate, and $\theta$ is the angle of inclination of the plane. The analytical solution for the velocity obtained from the method of integrating factors is given by

$$
V_{\text{drop}} = g \sin \theta \frac{\rho_{\text{drop}} H^2}{\eta_{\text{drop}}} \left(1 - \exp \left[-\frac{\eta_{\text{drop}} t}{\rho_{\text{drop}} H^2}\right]\right)
$$

(37)

In this test case, a uniformly spaced droplet distribution is used at the beginning to achieve a constant initial film height $H = 2.87 e - 4$ m.

We compare the numerical velocity to the analytical one at the location $(4, 0.5)$ in a plate coordinate frame (see Figure 7). Since a droplet may not be
Figure 8: Sliding thin film of constant height: comparison of the numerical velocity at the reference location against the analytical solution.

Table 3: Thin film in a bowl: Parameters of the simulation

| Parameter                        | Value     |
|----------------------------------|-----------|
| Viscosity ($\eta$)               | 0.01 Ns/m²|
| Density ($\rho$)                 | 1000 kg/m³|
| Droplet diameter ($d$)           | 0.001 m   |
| Smoothing length ($h$)           | 0.008 m   |
| Acceleration due to gravity ($g$)| 10 m/s²   |

present at that exact location, the numerical velocity is interpolated at that location from all droplets in its neighbourhood. Figure 8 compares the time evolution of the velocity obtained from the DDM against the analytical solution. The figure shows that the numerical result closely matches the analytical one.

5.4. Thin-film in a hemispherical bowl

In this test case, a hemispherical bowl, as shown in Figure 9, is considered. Building on the previous case, this case involves a curved 2-D surface with a thin film. The parameters used in this simulation are tabulated in Table 3. The bowl is initialized with a thin film of constant height at rest, that collapses into the center of the bowl under the influence of gravity. Unlike the previous test case, both viscous and pressure gradient forces play a role in the evolution of the film. As it collapses, the height of the film at the bottom of the bowl increases, as seen in Figure 10. This figure shows the top view of the bowl and the coloured contours of the computed height function at different instances of time.

In each of the earlier test cases, we considered a fixed droplet diameter. We now examine how the choice of the droplet diameter affects the solution. A finer droplet diameter can be considered as a finer resolution of the DDM.
Figure 9: Thin film in a bowl: Initial setup. The hemispherical bowl is initialized with a thin film using scattered droplets.

Figure 10: Thin film in a bowl (top view): Evolution of the film as it collapses due to gravity. The colour represents the film height $H$. See Figure 9 for a side profile of the domain.
Table 4: Thin film in a bowl: Cases considered with different droplet diameters. $N$ is the total number of the droplets in the domain.

| Simulation | Diameter, $d$ (m) | $V = \frac{N \pi d^3}{6}$ (m³) |
|------------|------------------|----------------------------------|
| 1          | $2 \times 10^{-3}$ | $5.6 \times 10^{-6}$             |
| 2          | $1 \times 10^{-3}$ | $5.3 \times 10^{-6}$             |
| 3          | $0.5 \times 10^{-3}$ | $6 \times 10^{-6}$               |

Thus, the numerical results should converge with reducing diameter, which is the consideration of the present test case.

Three simulations are considered that make use of different diameter of droplets. The droplets are uniformly spaced in each case, such that the initial height of the film is approximately the same. To achieve the same initial film height, lesser droplets of the larger diameter are needed, and hence, they are spaced further apart than the smaller diameter cases. The test cases considered are tabulated in Table 4. The total volume of the fluid in the thin film varies by up to 7% from that for the largest diameter. Thus, the initial condition in each of the three test cases is only approximately the same, and not exactly so. Figure 11 shows a plot that compares the height evolution at the bottom of the hemispherical bowl for each of the three simulations. It is seen that the height closely follows the same trend in the three simulations and evolves more smoothly in the case of smaller diameter of droplets (Simulations 2 and 3). Additionally, it is noted that reducing the droplet size does not lead to identical converged solutions since the droplets present on the bowl at $t = 0$ only approximately represent the same film height. The initial differences in the film height manifest in the height evolution during the course of the simulation.
Table 5: Asymmetric Dam-break: Parameters of the simulation

| Parameter               | Value               |
|-------------------------|---------------------|
| Viscosity ($\eta$)      | 0.001 Ns/m$^2$      |
| Density ($\rho$)        | 1000 kg/m$^3$       |
| Droplet diameter ($d$)  | 2.0 m               |
| Smoothing length ($h$)  | 2.2 m               |
| Acceleration due to gravity ($g$) | 10 m/s$^2$          |

Figure 12: Asymmetric Dam-break: An illustration of the computational domain. $H_1$ and $H_2$ are the initial heights of the fluid films in each sub-domain, with $H_1 > H_2$. Fluid thus flows from the left sub-domain to the right one.

5.5. Asymmetric Dam-break problem

This test case is adapted from [50] and is presented to illustrate the performance of the full model in the presence of a discontinuity. It involves the flow of fluid from one side of a dam of height $H_1 = 10$ m, to the other of height $H_2 = 1$ m. Figure 12 shows an illustration of the domain. Table 5 presents the parameters used in this test case. The initial discontinuity in the height function drives the flow from left to right.

The test cases are simulated using the DDM as well as a 3-D Navier–Stokes solver. Figure 13 shows the solution (x component of the velocity) contours at two different instants of time, as solved by the two models. We observe that the wave fronts carrying the liquid from the left sub-domain to the right one match well for the two models. However, there are some differences noted in the two solutions. Firstly, the wave front looks sharper in the case of the 3-D solver. A likely reason is that the 3-D solver captures the initial discontinuity perfectly, while the droplet-solver only approximately captures the jump using a small region of high gradient of height. Secondly, the droplet-solver is seen to have noisier results near the boundaries. This is attributed to the fact that the height function is not constant near the boundaries of the droplet-solver. The non-zero height gradients, therefore, result in the motion of the droplets near the boundaries, which is not observed in the 3-D solver. Figure 14 reveals a
close comparison of the cumulative volume flux of fluid flowing from the left to
the right sub-domain for the two models.

5.6. Flow over the spoiler of a car

We now consider a much more complex application. This test case illustrates
a target application of the DDM, consisting of a fluid film forming over a curved
surfaces, with no initial film present. The parameters of this test case are
tabulated in Table 6. We consider the simulation of rainwater falling on the
spoiler of a car, and forming a thin film over it. We simulate the formation and
evolution of the film, followed by water leaving the spoiler at the edges. The
spoiler geometry used in this simulation is an actual in-production spoiler used
in the automotive industry.

The simulation starts with no fluid present in the domain, neither in free-
flight, nor as a thin film. At \( t = 0 \)s, droplets in free-flight enter the domain from
an inflow plane over the spoiler. As seen in Figure 15, as droplets hit the spoiler,
they form a film over it. For all droplets hitting the spoiler, the thin-film DDM is used. At $t = 5s$, the source of inflow of water is switched off, and all the remaining droplets flow over the edges of the spoiler. A key motivation behind these simulations is to study the locations where fluid collects over the spoiler, and the disruption of water at the edges.

An equivalent simulation is also performed using the 3-D Navier–Stokes solver of the software MESHFREE, with the same fluid inflow. The mass flux of fluid over the edges of the spoiler is compared from the two models. For this comparison, the mass flux is calculated by computing the amount of fluid passing through a fictitious plane just below the spoiler. This serves not just as an additional validation test case for the thin-film DDM, but also serves to validate the modelling of fluid leaving the thin film, as described in Section 3.10.

A comparison of the mass flux over time is shown in Figure 16. The figure shows that the mass flux computed with both models are very similar, with lesser fluctuations in time in the DDM solver. An important point to note here is that to simulate this with a 3-D resolved method, a very fine resolution was needed to accurately capture the thin layers of fluid. As a result, the thin-film solver was significantly faster than the 3-D one. The 3-D Navier–Stokes solver took 12.5 hours to complete, while running in parallel on 28 cores. On the other hand, the DDM simulation took only 40 minutes in comparison, while running in parallel on just 10 cores. This illustrates the computational advantage of using the DDM over the 3-D Navier–Stokes model in capturing such film behaviour.

6. Conclusion

A novel discrete droplet method is proposed to model the behaviour of thin fluid films over curved surfaces, by tracking moving fluid droplets and their aggregation. The full model that describes thin-film behaviour on surfaces in $\mathbb{R}^3$ is presented, along with a 1-D simplification of the model for validation. Instead of solving an additional PDE for the height function, the proposed model makes use of relative droplet positions and their diameters to reconstruct
Figure 15: Flow over the spoiler of a car using the discrete droplet method. (Top) Rain falling on the spoiler, and forming a thin film over it, (middle, bottom) water collecting in some regions as the rain stops.

Figure 16: Flow over a spoiler: Comparison of mass flux of water flowing over the edges: DDM (droplet-solver) vs full a Navier–Stokes solver (3D).
the height function and its derivatives. The height and its derivatives are used in the computation of the velocities of the droplets, using which, the droplets are moved in a Lagrangian fashion to obtain their locations for the next time step. The proposed model is thoroughly verified and validated by comparing it with other thin film flow solvers, an analytical solution, and with the 3-D Navier–Stokes equations.

One of the prominent advantages of this method is that since the thin film is modeled as droplets, the method can easily be used for modelling partially wetted surfaces, while restricting the discretization only to the region of presence of the film. Another important advantage is that it can be used to model the capture the formation of a fluid film, when no thin film is present at the beginning of the simulation. The model can also be very easily coupled with free-flight droplet models.

Several open questions need to be addressed, which form the direction of our future work. The proposed DDM, like other existing thin-film models, has to obey the thin-film assumption that the film-depth is much smaller than the lateral dimensions of the film. Therefore, in cases where a film is just forming, there may be situations where the number of droplets would be too few to obey the thin-film assumption. One of the future directions of research could be to establish a criterion based on the thin-film assumption, to ascertain when the droplet aggregation on a surface is sufficient to form a thin-film, or whether a simplified model should be used. Another open question is to develop better approaches to solve the inverse problem to match initial conditions for the height function, which is especially problematic near boundaries and discontinuities. Extensions of the present work include the use of higher order SPH derivative computation for the height function in order to achieve better accuracy, the coupling of the proposed thin film solver with 3-D Navier–Stokes models, and the incorporation of other physical phenomena relating to thin-films such as evaporation and freezing.
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Appendix A. Derivation of Gaussian kernel function for SPH formulation

The kernel function appearing in the 2-D SPH formulation for the height Eq. \((15)\), needs to satisfy the consistency condition

\[
\int \int_{\mathbb{R}^2} W(\vec{x} - \vec{x}_0) dA = 1 \tag{A.1}
\]

We note here that a locally 2-D neighbourhood is assumed. Without the loss of generality, assume \(\vec{x}_0 = \vec{0}\) for notational convenience. We assume the form of the kernel function as

\[
W(\vec{x}) = K \exp \left[-\alpha \frac{\|\vec{x}\|^2}{h^2}\right] \tag{A.2}
\]

where \(K\) is the coefficient to be determined, \(\alpha\) is a scalar constant and \(h\) is the smoothing length or interaction radius. Switching to polar coordinates, we get

\[
W(\vec{r}) = K \exp \left[-\alpha \frac{r^2}{h^2}\right] \tag{A.3}
\]

Substituting in the integral over \(\mathbb{R}^2\),

\[
\int_0^{2\pi} \int_0^\infty K \exp \left[-\alpha \frac{r^2}{h^2}\right] rdrd\theta = 1 \tag{A.4}
\]

\[
\int_0^{2\pi} \int_0^\infty \frac{Kh^2}{2\alpha} d\theta \int_0^\infty \exp \left[-\alpha \frac{r^2}{h^2}\right] d(\alpha r^2/h^2) = 1 \tag{A.5}
\]

\[
\frac{Kh^2}{2\alpha} 2\pi \left(- \exp \left[-\alpha \frac{r^2}{h^2}\right]\right) \biggr|_0^\infty = 1 \tag{A.6}
\]

\[
K = \frac{\alpha}{\pi h^2} \tag{A.7}
\]

Thus, the kernel function is

\[
W(\vec{x}) = \frac{\alpha}{\pi h^2} \exp \left[-\alpha \frac{\|\vec{x}\|^2}{h^2}\right] \tag{A.9}
\]
Appendix B. Alternate derivation for height function of the discrete droplet solver

Here, an alternate approach to arrive at the height function as shown in Eq. (15), is discussed. Each spherical droplet is associated with a Gaussian kernel function, as illustrated in Figure B.17. Assume that this function centred at the origin, is of the form

\[ H(r) = K \exp \left( -\frac{\alpha r^2}{h^2} \right) \quad (B.1) \]

where \( r \) is the distance from origin, \( K \) is to be determined, \( \alpha \) is a scalar constant and \( h \) is the smoothing length.

As per the conservation of mass (or volume, since density is taken constant), the volume of the droplet should be equal to the volume under the Gaussian function. Therefore,

\[ \frac{\pi d^3}{6} = \int \int_A H(r) dA = \int_0^\infty K \exp \left( -\frac{\alpha r^2}{h^2} \right) 2\pi r dr \quad (B.2) \]

This may be rewritten as

\[ \frac{\pi d^3}{6} = K h^2 \pi \int_0^\infty \exp \left( -\frac{\alpha r^2}{h^2} \right) d\left( r^2/h^2 \right) \quad (B.3) \]

\[ \frac{\pi d^3}{6} = -\frac{K h^2}{\alpha} \pi \exp \left( -\frac{\alpha r^2}{h^2} \right) \bigg|_0^\infty \quad (B.4) \]

This gives,

\[ K = \frac{\alpha d^3}{6h^2} \quad (B.5) \]
Using the above result, the Gaussian at a given droplet location is

\[
H(r) = \frac{\alpha d^3}{6h^2} \exp\left( -\frac{\alpha r^2}{h^2} \right) = \frac{C^*}{h^2} \exp\left( -\frac{\alpha r^2}{h^2} \right) V
\]

(B.6)

where \( C^* = \frac{\alpha}{\pi} \) and \( V = \frac{\pi d^3}{6} \) is the volume of the droplet.

Now, expressing the height function at a droplet \( i \) as a summation of the Gaussians of the neighbouring droplets, we get

\[
H_i = \sum_{j \in S_i} \frac{C^*}{h^2} \exp\left( -\frac{\alpha \|\vec{x}_j - \vec{x}_i\|^2}{h^2} \right) V_j
\]

(B.7)

which is the same as the expression in Eq. (15). Here, \( H_i \) is the height of the film at a droplet \( i \), \( j \) is the summation index for the droplets in the neighbourhood of droplet \( i \), \( \|\vec{x}_i - \vec{x}_j\| \) is the distance between droplets \( i \) and \( j \).
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