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ABSTRACT

This article discusses the theory of constraint interval solutions to interval nonlinear initial value problems and applies the notion of constraint interval solutions to analyze the asymptotic behavior of a susceptible-infected-recovered (SIR) epidemiological nonlinear differential equation model, specifically the covid pandemic, in the presence of interval uncertainty to illustrate the efficacy of this approach. Furthermore, constraint interval solutions are used to estimate the intervals for the parameters by fitting solutions to the Brazilian’s Sars-Cov-2 pandemic official data. Simulations and graphical solutions incorporating constraint interval uncertainties are presented to help in the visualization of the pandemic’s behavior.
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1. Introduction

Real-valued mathematical analysis of processes and systems that incorporate uncertainty in its theory has a history that dates back to at least Archimedes ([1]) where the perimeter of a circle was approximated via outer and inner polygonal perimeters. Quantitative uncertainties or inaccuracies occur due to data measurement errors, lack of complete information, assumption of physical models, variations of the system, and computational errors. Uncertainty is often represented by distributions ([2]). However, a simpler representation of uncertainty is the interval where only the bounds of the uncertainty are known, but not the distribution within the bounds. Intervals naturally arise in measurement errors and in bounding roundoff error. This study limits itself to quantitative uncertainties represented by intervals.

The context in which these uncertainties will be studied is the nonlinear differential equation initial value problems. That is, of interest to this study are differential equations with interval uncertainties in the initial condition or/and coefficients. For intervals, there are two types of interval arithmetic analyses that can be considered: (1) Standard arithmetic, the War-mus, Sunaga, Moore arithmetic (WSMA) ([3]) where every interval is considered as independent; (2) Constraint interval arithmetic (CIA) ([4]), where it is possible to consider total or partial independence, or total dependence. This study limits itself to the constraint interval approach.

It will be seen that the interval solutions obtained via CIA, whether dependent or independent, can result in solutions that may not have the flow property. This can happen because to obtain an interval solution requires a global optimization problem, which, in turn, means that a solution can be found in the resultant interval that was not in the deterministic case. Even
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in this case, the stability of the deterministic solution, which, in terms of an interval solution, is a degenerate fixed point (the left endpoint is equal to the right endpoint), can be analyzed considering the interval solution over compact sets in $\mathbb{R}^n$.

There is another constraint interval analysis, a subset of CIA, of interval differential equations using total dependence called single level arithmetic ([5,6]). However, this line of analysis will not be pursued here.

Epidemiological mathematical modeling has been used to assist the decision-making processes and many research articles have been published with the aim of analyzing the dynamics of the epidemic in the population ([7–9]). In Brazil, which is used in the development of the interval SIR model, there are many states with diverse social-economic situations. This means that the information obtained that is used to determine the parameters of the model (infection rates, recovered rates, for example) have varied precision. Even the tests given to determine how many people in the population are infected at any period of time are not deterministic. Thus, the application of uncertainty in the SIR nonlinear differential equation model is not only necessary, it is useful and timely. The parameters for the case of the epidemic in Brazil are obtained via a constrained interval regression procedure on Brazil’s Ministry of Health Sars-Cov-2 data.

This work is organized as the following: in Section 2 we present the basic concepts on the CI theory. In Section 3 we define the concepts of interval solution of initial value problems and asymptotic behavior of such solutions. In Section 4 analyze the SIR’s model interval solution. In Section 5 we estimate the parameters of SIR’s model interval solution using the Sars-Cov-2 data of Brazil.

2. Basic concepts on Constraint Interval theory

This section describes the main concepts on the constraint interval (CI) theory. $\mathbb{R}$ will denote the set of all closed intervals on $\mathbb{R}$ and $\mathcal{P}$ the space of linear functions $p(\gamma) = a + by$ over the interval $[0,1]$ with non-negative slope ($b \geq 0$).

The main feature of the CI theory consists in identifying a given interval $x = [x_1, x_2] \in \mathbb{R}$ with a polynomial $p_x \in \mathcal{P}$ by means of the mapping $I : \mathbb{R} \rightarrow \mathcal{P}$ defined as

$$I(x) = p_x(\gamma) = \gamma_0 + \sum_{i=1}^{n} \gamma_i (x_i - x_0), \quad \gamma_i \in [0,1].$$

It is easy to check that $I(x)$ is a function so that each function $p(\gamma) = a + by$ in $\mathcal{P}$ defines a unique interval $x = I^{-1}(p) = [a, a + b]$ in $\mathbb{R}$. Denotes by $\mathbb{I}^n$ the set of all closed hypercubes on $\mathbb{R}$. In this way, $x = (x_1, x_2, \ldots, x_n) \in \mathbb{I}^n$ means that each interval $[x_i]$ is identified with a polynomial $p_i(\gamma_i) = \gamma_i x_i$, where $w_i = x_i - \underline{x}_i$ and $\gamma_i \in [0,1]$. For $x \in \mathbb{I}^n$ and a vector $a = (a_1, a_2, \ldots, a_n) \in \mathbb{R}^n$ the notation $a \in [x]$ means that there are scalars $\gamma_i \in [0,1]$ such that $a_i = \gamma_i w_i = \underline{x}_i + \gamma_i (x_i - \underline{x}_i)$.

This mapping approach allows for the concept of extension of a function $f : \mathbb{R}^n \rightarrow \mathbb{R}$ to be defined, (see [4]). Next, $\mathbb{P}_n$ is the cartesian product of the representation $\mathcal{P}$. That is, $\mathbb{P}_n = \mathbb{P}_{n-1} \times \mathcal{P}$, for $n \geq 2$.

DEFINITION 1 (CI extension). Consider a function $f : U \rightarrow \mathbb{R}, U \subset \mathbb{R}^n$ and intervals $[x_i] \in \mathbb{P}$ such that $x = ([x_1], [x_2], \ldots, [x_n]) \subset \mathbb{P} \cap \mathbb{I}^n$. The CI extension of $f$ is the function $\hat{f} : \mathbb{I}^n \rightarrow \mathbb{R}$ such that $\hat{f}([x])$ is computed by the following procedure:

a) Mapping to representation space: First, the vector $x \in \mathbb{P}$ is embedded into $\mathbb{P}_n$ by means of the map $I_n : \mathbb{I}^n \rightarrow \mathbb{P}_n$ defined as

$$I_n(x) = P_n(\gamma) = (p_1(\gamma_1), p_2(\gamma_2), \ldots, p_n(\gamma_n))$$

$$= (x_1 + \gamma_1 w_1, x_2 + \gamma_1 w_2, \ldots, x_n + \gamma_n w_n),$$

where $\gamma = (\gamma_1, \gamma_2, \ldots, \gamma_n)$ and $w_i = x_i - \underline{x}_i$.

b) Evaluating the function: Next, define $g : \mathbb{I}^n \rightarrow \mathcal{F}$ by computing

$$g(\gamma) = (f \circ I_n)([x]) = f(x_1 + \gamma_1 w_1, x_2 + \gamma_1 w_2, \ldots, x_n + \gamma_n w_n).$$

$\mathcal{F}$ is a space of multivariate functions.

c) Mapping back: Finally, if it is desired, define $\hat{f}([x]) \in \mathbb{R}$ by computing

$$\hat{f}([x]) = \left[ \min_{\gamma} g(\gamma), \max_{\gamma} g(\gamma) \right],$$

where $\gamma = (\gamma_1, \gamma_2, \ldots, \gamma_n)$ and $w_i = x_i - \underline{x}_i, \gamma_i \in [0,1]$.

Given a function $f : U \subset \mathbb{R}^n \rightarrow \mathbb{R}^m$, the CI extension $\hat{f}$ is defined taking the CI extension on each one of the coordinates $f_i$ of $f$. That is, $\hat{f}$ at $[x] \in \mathbb{P}^n$ is the vector of interval $\hat{f}([x]) = (\hat{f}_1([x]), \hat{f}_2([x]), \ldots, \hat{f}_m([x]))$. It is noted and not difficult to check that $\hat{f}([x])$ is not always equal to $f([x])$. For any $[x] \in \mathbb{P}^n$ it turns out that $\hat{f}([x])$ is a hypercube on $\mathbb{R}$ whereas for $f([x])$ it is not always a hypercube. Moreover, it is always true that $\hat{f}([x]) \subset \hat{f}([x])$.
The approach considered in Definition 1 allows \( \mathbb{R} \) to be endowed with the basic arithmetic operations, say, addition, subtraction, multiplication and division, by considering the following functions, respectively: 
\[
f_{(+)}(x,y) = x + y, f_{(-)}(x,y) = x - y, f_{(.)}(x,y) = xy \text{ and } f_{(-)}(x,y) = x/y.
\]

Furthermore, \( \mathbb{R}^n \) can be also turned into a metric space by considering the Pompieu-Hausdorff distance for compact sets given by:
\[
d_{\text{PH}}([a],[b]) = \max \left\{ \sup_{x \in [a]} \|x - b\|, \sup_{y \in [b]} \|a - y\| \right\},
\]
for all \( [a],[b] \in \mathbb{R}^n \) ([10]).

Now, consider \( A \) and \( B \) subsets of \( \mathbb{R}^n \), the projection \( \pi_i : \mathbb{R}^n \rightarrow \mathbb{R} \) is such that \( \pi_i(x_1,x_2, \cdots, x_n) = x_i \). Thus \( \pi_i(A) \) and \( \pi_i(B) \) are unions of points of the metric space \( \mathbb{R}^n \) and, since \( |x_i - y_i| \leq \|x - y\| \) for all \( x \in A \) and \( y \in B \), then
\[
\sup_{x \in A, y \in B} |x_i - y_i| \leq \sup_{x \in A} \|x - y\|
\text{ and } \sup_{x \in A} |x_i - y_i| \leq \sup_{x \in B} \|x - y\|.
\]

Therefore, it follows that:
\[
d_H(\pi_i(A), \pi_i(B)) \leq d_H(A, B),
\]
where \( d_H \) denotes the Pompieu-Hausdorff distance.

Next result is useful in what follows.

**Theorem 1.** Consider continuous functions \( f : [0, \infty) \times U \rightarrow \mathbb{R}^m \) and \( g : U \rightarrow \mathbb{R}^m \) and \( |x| \in \mathbb{R}^n \), \( x \subset U \). If \( f(t,x) \) converges uniformly to \( g(x) \) on \( \mathbb{R}^m \) when \( t \to \infty \) then \( f(t, |x|) \) converges to \( g(|x|) \) on \( \mathbb{R}^m \) when \( t \to \infty \).

**Proof.** Since \( |x| \in \mathbb{R}^n \), the continuity of \( f \) and \( g \) ensures that \( A_t = f(t, |x|) \) and \( B = g(|x|) \) are in \( \mathbb{R}^m \). We must show that, for a given \( \varepsilon \) there is a \( T > 0 \) such that
\[
d_{\text{PH}}(A_t, B) = \max \left\{ \sup_{b \in |x|} \|f(t,b) - g(b)\|, \sup_{a \in |x|} \|f(t,a) - g(a)\| \right\} < \varepsilon,
\]
for all \( t > T \). Now,
\[
\sup_{b \in |x|} \|f(t,b) - g(b)\| \leq \sup_{b \in |x|} \|f(t,b) - g(b)\|
\]
\[
\sup_{a \in |x|} \|f(t,a) - g(a)\| \leq \sup_{a \in |x|} \|f(t,a) - g(a)\|.
\]

By the uniform convergence hypothesis, given \( \varepsilon > 0 \) there exist \( T > 0 \) such that \( \|f(t,x) - g(x)\| < \varepsilon \) for all \( t > T \) and \( x \in U \).

Therefore, for these conditions, it turns out that
\[
d_{\text{PH}}\left(f(t, |x|), g(|x|)\right) \leq \max \left\{ \sup_{b \in |x|} \|f(t,b) - g(b)\|, \sup_{a \in |x|} \|f(t,a) - g(a)\| \right\} \leq \varepsilon
\]
for all \( t > T \), proving the statement.  \( \square \)

### 3. Interval solution of initial value problems

The main goal in this section is to consider constraint interval uncertainties on initial value problems as well as to analyze the impact of these uncertainties in the asymptotic behavior of the solution. To this end, we are going to consider two cases: i) - uncertainties only on initial conditions; ii) - uncertainties on both initial conditions and parameters.

#### 3.1. Constraint interval uncertainties on initial conditions

Consider an initial value problem
\[
\frac{dx}{dt} = f(x), \quad x(0) = x_0,
\]
for all \( t > 0 \), \( U \subset \mathbb{R}^n \) where \( x : U \rightarrow U \) denotes the (deterministic) flow of the initial value problem defined by Eq. (4).
Now, consider an initial condition $x_0$ subject to generalized uncertainties. The CI extension of the flow $x_t$ is $\tilde{x}_t : \mathbb{R}^n \to \mathbb{R}^n$ such that for each $[x_0] \in \mathbb{R}^n$ we associate the constraint interval vector $\tilde{x}_t([x_0]) \in \mathbb{R}^n$ for all $t \in \mathbb{R}$. In this way, $\tilde{x}_t([x_0])$ is defined as the constraint interval solution, for the interval initial condition $[x_0]$, of Eq. (4).

Although the application $\tilde{x}_t : \mathbb{R}^n \to \mathbb{R}^n$ is not necessarily a flow over $\mathbb{R}^n$ (see Fig. 2) its asymptotic behavior can be analyzed by looking at the behavior of $x_t$ over compact sets of $U \subseteq \mathbb{R}^n$. For a dynamical system $x_t$ defined over a metric space $X$ we say that $S \subseteq X \subseteq \mathbb{R}^n$ is an invariant set if for $x_t(S) = S$ for all $t \in \mathbb{R}$. Two of the most ordinary examples of invariant sets are the equilibrium points and periodic orbits.

An invariant set $S$ for a dynamical system $x_t$ is said to be stable if for every open neighborhood $W$ of $S$ there is a neighborhood $W' \subseteq W$ such that for all $x_0 \in W', x_t(x_0) \in W$ for all $t \in \mathbb{R}$. Furthermore, $S$ is said to be asymptotically stable if $S$ is stable and there is a neighborhood $W_S$ such that for all $x_0 \in W'$, dist$(x_0, S) \to 0$ when $t \to \infty$. Moreover, according to [11] in the case of $S$ being uniformly stable, then for any neighborhood $V$ of $S$ and a compact $B \subseteq W'$ there is $T > 0$ such that $x_t(B) \subseteq V$ for all $t > T$. Finally, an invariant set $S$ is unstable when it is not stable.

The next statements establish a relationship between the flow $x_t$ and its CI extension $\tilde{x}_t$.

**Theorem 2.** Consider the flow $x_t : \mathbb{R} \to \mathbb{R}$ given by Eq.(4) its CI extension $\tilde{x}_t : \mathbb{R}^n \to \mathbb{R}^n$. The following statements are true:

a) A point $x \in \mathbb{R}^n$ is an equilibrium for $x_t$ if and only if $[x] \in \mathbb{R}^n$, in which $[x] = [x, x]$, is an equilibrium for $\tilde{x}_t$.

b) An equilibrium $x \in \mathbb{R}^n$ is stable for $x_t$ if and only if $[x] \in \mathbb{R}^n$, in which $[x] = [x, x]$, is stable for $\tilde{x}_t$.

c) An equilibrium $x \in \mathbb{R}^n$ is uniformly stable for $x_t$ if and only if $[x] \in \mathbb{R}^n$, [x] = [x, x], is uniformly stable for $\tilde{x}_t$.

**Proof.** Let $x = (x_1, x_2, \ldots, x_n) \in \mathbb{R}^n$ and $[x] = (\{x_1\}, \{x_2\}, \ldots, \{x_n\}) \in \mathbb{R}^n$ such that $[x] = [x, x]$. The first part of this statement follows directly from the identity $x_t([x]) = \tilde{x}_t([x])$. To prove the second and third parts of the statement it is enough to check that for any neighborhood $W_x = \{y \in \mathbb{R}^n : ||x - y|| < \varepsilon\}$ of $x$ the set $W = \{y \in \mathbb{R}^n : [y] \subseteq W_x\}$ is also a neighborhood of the $x$ when $x$ is seen as a point in $\mathbb{R}^n$. The converse is also true. The neighborhood $W = \{y \in \mathbb{R}^n : 0 \leq \text{dist}(x, [y]) < \varepsilon\}$ of $[x] \in \mathbb{R}^n$ defines a $\varepsilon$-neighborhood of $x \in \mathbb{R}^n$. Thus, the statements follows directly from the definition of stable and uniformly stable. □

**Theorem 3.** Let $S$ be an invariant set under $x_t$ and consider

$$S = \{[x] \in \mathbb{R}^n : \pi_S([x]) = [x], s \subseteq S, s \text{ connected and compact}\}. \tag{5}$$

For a given neighborhood $V$ of $S$ it is true that:

a) If $S$ is stable then there are neighborhoods $V$ of $S$ and $V'$ of $S$ such that for all $[x_0] \in \mathbb{R}^n$ satisfying $[x_0] \subset V'$, $\tilde{x}_t([x_0]) \subset V$ for all $t > 0$.

b) If $S$ is uniformly stable then there is a neighborhood $V'$ of $S$ such that for any neighborhood $W$ of $S$ and $[x_0] \in \mathbb{R}^n$, $[x_0] \subset V'$, there is $T > 0$ such that $\tilde{x}_t([x_0]) \subset W$ for all $t > T$.

**Proof.** To prove a), given $\varepsilon > 0$ let us consider the $\varepsilon$-neighborhood $V'$ of $S$ defined as $V = \{x \in \mathbb{R}^n : ||x - y|| < \varepsilon, y \in S\}$. The set $V$ defines a neighborhood $V'$ of $S$ and, since $S$ is stable, there is a neighborhood $V''$ of $S$ such that $x_t(B) \subseteq V$ for all $B \subseteq V''$. In particular, for all $[x_0] \in \mathbb{R}^n$ such that $[x_0] \subset V'$ it is true that $x_t([x_0]) \subset V$ for all $t > 0$. Defining

$$V = \{[x] \in \mathbb{R}^n : [x] = \pi_V([x]), \mu \subset V, \mu \text{ connected and compact}\}$$

it is clear that $V$ is a neighborhood of $S$ and since $\tilde{x}_t([x_0])$ is a compact connected subset of $V$ for all $t > 0$ then $\tilde{x}_t([x_0]) \in V$ for all $t > 0$ and the statement is proved.

To prove b), suppose $S$ uniformly stable. Thus, $S$ is stable and for a given neighborhood $V$ of $S$ there is a neighborhood $V'$ of $S$ such that for any neighborhood $W$ of $S$ and $B \subseteq V'$ there is $T > 0$ such $x_t(B) \subset W$ for all $t > T$. Now, given the neighborhood $W$ defined as

$$W = \{[x] \in \mathbb{R}^n : [x] = \pi_V([x]), \mu \subset V, \mu \text{ connected and compact}\}$$

then, for a given $[x_0] \in \mathbb{R}^n$ such that $[x_0] \subset V'$ there is $T > 0$ such $\tilde{x}_t([x_0]) \subset W$ for all $t > T$. Consequently, $\tilde{x}_t([x_0]) \in W$ for all $t > T$ and the statement is proved. □

**Example 1.** Let us consider the two-dimensional system defined by the equations ([12])

$$\frac{dx_1}{dt} = -x_2 + \mu x_1 (k - x_1^2 - x_2^2), \quad \frac{dx_2}{dt} = x_1 + \mu x_2 (k - x_1^2 - x_2^2) \tag{6}$$
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For \( \mathbf{x}_0 = (x_{01}, x_{02}) \in \mathbb{R}^2 \) the solution is \( \mathbf{x}_t(\mathbf{x}_0) = (x^1_t(\mathbf{x}_0), x^2_t(\mathbf{x}_0)) \) in which \( x^i_t(\mathbf{x}_0) = r(t) \cos \theta(t), x^2_t(\mathbf{x}_0) = r(t) \sin \theta(t) \) and

\[
r(t, \mathbf{r}_0) = \frac{r_0 \sqrt{k}}{\left[ r_0^2 + (k - r_0^2) e^{-2\mathbf{r}_0^2 t} \right]^{\frac{1}{2}}}, \quad \theta(t, \mathbf{r}_0) = t + \theta_0,
\]

\[
r_0 = \sqrt{x^2_{01} + x^2_{02}}, \quad \theta_0 = \arcsin \left( \frac{x_{02}}{r_0} \right).
\]

Now, let us consider an initial condition \( [\mathbf{x}_0] \in \mathbb{R}^2 \) defined by \( p_1(\gamma_1) = x_{01} + \gamma_1 w_i \) and \( p_2(\gamma_2) = x_{02} + \gamma_2 w_2, w_i = x_{0i} - x_{0i}, i = 1, 2 \). Thus, the constraint interval solution is given by:

\[
\hat{x}_1^i([\mathbf{x}_0]) = \left[ \min x^i_1(\gamma), \max x^i_1(\gamma) \right], \quad \hat{x}_2^i([\mathbf{x}_0]) = \left[ \min x^i_2(\gamma), \max x^i_2(\gamma) \right],
\]

\[\gamma = (\gamma_1, \gamma_2), \gamma_i \in [0, 1], i = 1, 2.\] It is not difficult to check that \( x_t([\mathbf{x}_0]) \) spirals towards the circumference \( S \) of radius \( k \) for all \( x_0 \neq (0, 0) \) so that \( S \) is an asymptotically stable invariant set. Therefore, Theorem 3 ensures that the set

\[ S = \{ [\mathbf{x}] \in \mathbb{R}^2 : [\mathbf{x}_1] = \pi_1(S), [\mathbf{x}_2] = \pi_2(S), s \subset S, S \text{ connected and compact} \}
\]

attracts the constraint interval solution \( x_t([\mathbf{x}_0]) \) for all \([\mathbf{x}_0] \in \mathbb{R}^2 \) such that \((0, 0) \neq [\mathbf{x}_0]\).

The behavior of the constraint interval solution \( x_t([\mathbf{x}_0]) \) for \( \mu = 0.2, k = 1 \) and interval initial condition \([\mathbf{x}_0] = ([0.1, 0.3], [-0.1, 0])\) is shown in Fig. 1. In Fig. 2 shows the behavior of constraint interval solution \( x_t([\mathbf{x}_0]) \) of Eq. (6) on the plane. Given the initial condition \([\mathbf{x}_0] = ([0.1, 0.3], [-0.1, 0])\) we compute the interval solution \( x_t([\mathbf{x}_0]) \) at \( \tau = 2\pi \). As we clearly see, it turns out that \( x_{2\pi}([\mathbf{x}_0]) \) (the blue box on the right) is not equal to \( x_{2\pi}([\mathbf{x}_{2\pi}/2([\mathbf{x}_0])]) \) (the yellow box) so that \( x_t \) is not a flow over \( \mathbb{R}^2 \). The red boxes are the set \( x_t([\mathbf{x}_0]) \) at \( t = \pi/2 \) (left) and \( t = 2\pi \) (right).

### 3.2. Constraint interval uncertainties on initial conditions and parameters

The results previously presented can also be used to analyze the behavior of initial value problems with uncertainties on parameters. In fact, given the equation

\[
\frac{d\mathbf{x}}{dt} = f(\mathbf{x}, \mathbf{p}), \quad \mathbf{x}(0) = \mathbf{x}_0,
\]

\[\text{(7)}\]

**Fig. 1.** Behavior of the constraint interval solution \( x_t([\mathbf{x}_0]) \) to Eq. (6) for \( \mu = 0.2, k = 1 \) and \([\mathbf{x}_0] = ([0.1, 0.3], [-0.1, 0])\).

**Fig. 2.** Constraint interval solution \( x_t([\mathbf{x}_0]) \) to Eq. (6) showing the geometrical properties \( x_t([\mathbf{x}_0]) \) and \( x_t([\mathbf{x}_0]) \) for \( s = \pi/2 \) and \( t = 3\pi/2 \).
where \( f : U \times V \to \mathbb{R}^n, U \subset \mathbb{R}^n, V \subset \mathbb{R}^k \) is a sufficiently smooth function such that (7) has a solution \( x_t(x_0), \forall t \geq 0. \) Given (7), we can define the equation

\[
\begin{align*}
\frac{dx}{dt} &= f(x, p), \quad x(0) = x_0, \\
\frac{dp}{dt} &= 0, \quad p(0) = p;
\end{align*}
\]

and the parameters of Eq. (7) are turned into initial conditions of Eq. (8). Furthermore, if \( x_t(x_0) \) is the solution of Eq. (7) then \( y_t(x_0, p) = (x_t(x_0), p) \) is the solution of Eq. (8).

Thus, for the generalized uncertainties in the initial conditions and parameters, \( x_0 \) and \( p \) of Eq. (7) we consider the constraint interval solution \( y_t([x_0], [p]) \) of Eq. (8).

### 4. Constraint Interval solution to the SIR model

Our main goal in this section is to consider interval uncertainties in the SIR model as well as to analyze the impact of these uncertainties in the asymptotic behavior of the solution. To this end, we are going to consider interval uncertainties for both initial conditions and parameters.

#### 4.1. SIR model

A classic mathematical model to describe the spread of an infectious disease on a population as function of time is the SIR model, proposed by Kermack - McKendrick in 1927 [13]. Despite of its apparent simplicity, the SIR model encompasses the main features of many contagious diseases like the Sars-Cov-2 infection.

This model divides individuals of a population in three categories: susceptible (S), infectious (I) and recovered (R). The proportion of each category in relation to the total population, evolve in time according to the following equation

\[
\begin{align*}
\frac{dS}{dt} &= -\alpha SI, \quad S(0) = S_0, \\
\frac{dI}{dt} &= \alpha SI - \beta I, \quad I(0) = I_0; \\
\frac{dR}{dt} &= \beta I, \quad R(0) = R_0;
\end{align*}
\]

where \( \alpha \) and \( \beta \) are both positive parameters [14].

Since that \( S(t) + I(t) + R(t) = 1 \), defining \( Z(t) = I(t) + R(t) \) the SIR model can be rewritten as

\[
\begin{align*}
\frac{dI}{dt} &= \alpha(1-Z)I - \beta I, \quad I(0) = I_0, \\
\frac{dZ}{dt} &= \alpha(1-Z)I, \quad Z(0) = Z_0,
\end{align*}
\]

where the solution \( x_t(I_0, Z_0) \) of Eq. (10) is defined on the set

\[ U = \{ (I, Z) \in \mathbb{R}^2 : I, Z \geq 0, Z \leq 1, Z \geq 1 \}. \]

The reproductive number \( \rho = \frac{\alpha}{\beta} \), which is the ratio, defines the asymptotic behavior dynamics of Eq. (10) and, according to [15], it is a key parameter determining whether an infectious disease will persist. In fact, looking at the equations of Eq. (10), and considering \( I_0 > 0 \), it can be seen that \( Z(t) \) is an increasing function of time. Yet, for \( I(t) \) it turns out that

\[
\frac{dI}{dt} > 0 \iff Z \leq 1 - \frac{1}{\rho}.
\]

Thus, since \( Z \in [0, 1], I(t) \) is decreasing if \( \rho \leq 1 \). On the other hand, when \( \rho > 1 \) then \( I(t) \) is increasing while \( Z(t) < 1 - 1/\rho \) and decreasing otherwise. Therefore, \( I(t) \) reaches a maximum at the time \( Z(t) = 1 - 1/\rho \).

It is not difficult to check that every point \( E = (0, z) \subset S = 0 \times [1 - \rho^{-1}, 1] \subset U \) is an equilibrium point to the model described by Eq. (10). The Jacobian matrix of Eq. (10) at \( E = (0, z) \) is given by

\[
J(E) = \begin{bmatrix} \alpha(1-z) - \beta & 0 \\ \alpha(1-z) & 0 \end{bmatrix}
\]

so that the eigenvalues are \( \lambda_1 = \alpha(1-z) - \beta \) and \( \lambda_2 = 0 \). We can easily check that \( z < 1 - 1/\rho \) implies \( \lambda_1 > 0 \) so that \( E = (0, z) \) is unstable. Therefore, we can conclude that the set \( S \) is invariant and attracts all solutions of Eq. (10). In fact, since the dynamics of Eq. (10) are bounded on \( U \) then for every compact set \( B \subset U - S \) the \( \omega \)-limit, \( \omega(B) \), is a nonempty, compact and invariant subset of \( U \) ([16]). Since \( S \subset U \) is the a invariant set on \( U \) then we must have \( \omega(B) \subset U \) and, therefore, \( S \) attracts compact subsets \( B \) of \( U \).

Using the chain rule for derivatives it turns out that

\[
\frac{dl}{dz} = 1 - \frac{\beta}{\alpha(1-z)}
\]

whos the solution at \( (l_0, Z_0) \) is given by
\begin{equation}
I(I_0, Z_0, Z) = Z - Z_0 + I_0 + \frac{1}{\rho} \ln \left( \frac{1 - Z}{1 - Z_0} \right).
\end{equation}

Therefore, the equilibrium for Eq. (10) is the solution of \( I(I_0, Z_0, Z) = 0 \), which can be expressed as
\begin{equation}
E(I_0, Z_0, \alpha, \beta) = (0, Z_e), \quad Z_e = 1 + \frac{W(-\rho e^{-\rho(1-c)})}{\rho},
\end{equation}

with \( W \) being the Lambert \( W \) function \((17)\) and \( c = Z_0 - I_0 + \rho^{-1} \ln (1 - Z_0) \).

To account for uncertainties on the parameters we follow the recipe presented in the previous section and consider the expanded system
\begin{equation}
\begin{cases}
\frac{dx}{dt} = \alpha(1 - Z)I - \beta I, \\
\frac{dI}{dt} = \alpha(1 - Z)I,
\end{cases}
\end{equation}

so that \( y_t(I_0, Z_0, \alpha, \beta) = (x_t(I_0, Z_0), \alpha, \beta) \) is the solution to Eq. (13).

Using the results discussed earlier it turns out that \( y_t(I_0, Z_0, \alpha, \beta) \) converges uniformly to \( E(I_0, Z_0, \alpha, \beta) = (0, Z_e, \alpha, \beta) \) and the \( S = \{0\} \times [1 - 1/\rho, 1] \times [\alpha] \times [\beta] \) is the attracting invariant set for \( y_t \).

### 4.2. Behavior of the constraint interval solution

Based on the asymptotic behavior of \( x_t \) and \( y_t \), together with Theorem 1 and Theorem 3 the following is behavior of the CI extensions \( \hat{x}_t \) and \( \hat{y}_t \). To this end, let \( U \subset \mathbb{R}^2 \) be the set
\[ U = \{(I, Z) \in \mathbb{R}^2 : I, Z > 0, Z \leq 1, Z \geq I\} \]
and as before \( \pi_i \) is the orthogonal projection onto the \( i \)th axis.

**Theorem 4.** Let \( x_t \) be the flow of Eq. (10) and \( \hat{x}_t \) be its CI extension. Suppose \( \alpha, \beta \) positive scalars and \( [x_0] = ([I_0], [Z_0]) \in \mathbb{R}^2 \), \( [x_0] \in U \). Considering the set \( S = \{0\} \times [1 - 1/\rho] \) the following are true:

a) The set \( S = \{[x] \in \mathbb{R}^2 : x_1 = \pi_1(s), s \in S, \text{connected and compact} \} \) attracts the constraint interval solution \( \hat{x}_t([x_0]) \).

b) The constraint interval solution \( \hat{x}_t([x_0]) \) converges to \( \hat{E}([x_0]) \), with \( E \) defined in Eq. (10).

**Proof.** Part a) follows directly from the Theorem 3. To prove b), it is enough to prove that \( x_t \) converges uniformly to \( E \) on compact subsets \( K \) of \( U \). But, once \( Z(t) \) is an increasing function of \( t \), Dini’s theorem ensures that \( Z(t) \) converges uniformly to the equilibrium \( Z_e \) \((18)\). Since \( I(t) \) is given by Eq. (11) then \( x_t(I_0, Z_0) \) converges uniformly to the equilibrium \( E(I_0, Z_0) \) for all \( (I_0, Z_0) \in K \). Therefore, Theorem (1) ensures that the CI extension \( \hat{x}_t([x_0]) \) converges to the CI extension \( \hat{E}([x_0]) \). \( \square \)

**Theorem 5.** Let \( y_t \) be the flow of Eq. (13) and \( \hat{y}_t \) be its CI extension. Consider the intervals \( [x] = [x_1, x_2], [\beta] = [\beta_1, \beta_2] \) and \( [x_0] = ([I_0], [Z_0]) \in \mathbb{R}^2 \), \( [x_0] \subset U \). Defining the set \( S \subset \mathbb{R}^4 \) as
\[ S = \{(x_1, x_2, x_3, x_4) : x_1 = 0, x_2 = 1 - x_4/x_3, x_3 \in [\alpha], x_4 \in [\beta]\}, \]
then the following are true:

a) The set \( S = \{[x] \in \mathbb{R}^4 : x_1 = \pi_1(s), s \in S, \text{connected and compact} \} \) attracts the constraint interval solution \( \hat{y}_t([x_0], [x], [\beta]) \).

b) The constraint interval solution \( \hat{y}_t([x_0], [x], [\beta]) \) converges to \( \hat{E}([x_0], [x], [\beta]) \) where \( E((I_0, Z_0), a, b) = (0, Z_e, a, b) \) and \( Z_e \) as in Eq. (12).

**Proof.** The first item follows directly from the Theorem 3. To prove b), it is enough to see that \( y_t \) converges uniformly to \( E \) for all \( (I_0, Z_0, a, b) \in K \times [x] \times [\beta], K \) compact subsets over \( U \). Therefore, Theorem (1) ensures that the CI extension \( \hat{y}_t([x_0], [x], [\beta]) \) converges to the CI extension \( \hat{E}([x_0], [x], [\beta]) \). \( \square \)
5. Regression procedure

Several policies to mitigate the spread of the disease have been proposed by Brazilian authorities. Moreover, such policies have changed over time as well as with geographical areas and such changes can be an obstacle to fit the model to the data. In this section we are going to use the constraint interval solution of the model here presented in order to predict the time evolution of the Sars-Cov-2 disease in Brazil.

5.1. The data

We are mainly interested in the cumulative of cases, or total cases, of Sars-Cov-2 in Brazil. Among many other useful information, the cumulative number of individuals diagnosed with Sars-Cov-2 is daily updated by official authorities and reported in the official coronavirus website https://covid.saude.gov.br ([19]).

Let \( a_k \) denote the cumulative of cases at time \( k \), \( k \in \{1, 2, \ldots, N\} \), \( k \) ranging from 26 February 2020 to 10 July 2021. From the time series data of total cases we can infer the daily new cases just by computing the difference of two consecutive total cases data, that is \( n_k = a_k - a_{k-1} \). We can also infer the number of currently infected by computing the difference \( i_k = a_k - a_{k-\tau} \), where \( \tau = \beta^{-1} \) is the infectious period of Sars-Cov-2.

It is clear the presence of a second wave of infection as shown in Fig. 3. In order to better fit the model to the data, we split the data set in two parts: the first one ranging from 26 February 2020 to 03 November 2020 and the second one ranging from 04 November 2020 to 10 July 2021.

To the regression procedure we are considering the relative values (cumulative cases and currently infected) to the total population, currently estimated at 211 million individuals. Furthermore, following the classical approach used in machine learning ([20]), we split the first part of the data set (from 26 February 2020 to 03 November 2020) into training and testing sets (85% - 15% of the data, respectively) in order to validate the model.

5.2. Infectious period and Under-reporting

The infectious period is key parameter to any epidemiological model and several studies have been made in order to estimate it to Sars-Cov-2. A study conducted in [21] suggests that infectiousness may start 1 to 3 days prior to the onset of symptoms and declines within seven days. Furthermore, transmission after 7 to 10 days of illness is unlikely [22].

It is also important to consider the under-report aspect of the data published by Official Brazilian government sources. According to [23], under-reported infections range from 11 to 30 times the number of confirmed cases and in [24] suggests that reporting rate is at 9.2% (IC95: 8.8% - 9.6%) of confirmed cases. We use these estimates to explore some scenarios, comparing the results with the best-fit scenario.

5.3. Objective function

Let \( a_k \) and \( i_k \) be the proportions of reported total cases and infectious at time \( k \), respectively. As we have described previously, the behavior of the dynamics relies on the ratio \( \rho = \alpha/\beta \) so that we suppose uncertainty just on \( \alpha \), considering \( \beta \) a deterministic unknown. Therefore, we assume that the initial conditions \( I_0 \) and \( Z_0 \), with \( Z_0 = I_0 \), as well as \( \alpha \) are unknown intervals.

Let \( [\tilde{I}_t, \bar{I}_t] = \tilde{I}_t([I_0], [Z_0], [\alpha], [\beta]) \) and \( [\tilde{Z}_t, \bar{Z}_t] = \tilde{Z}_t([I_0], [Z_0], [\alpha], [\beta]) \) be the CI extension of solutions \( I(t) \) and \( Z(t) \) from Eq. (13) and let us define \( \tilde{I}_t \) and \( \tilde{Z}_t \) as

\[
\tilde{I}_t = \frac{\bar{I}_t + \tilde{I}_t}{2}, \quad \tilde{Z}_t = \frac{\bar{Z}_t + \tilde{Z}_t}{2}.
\]

Fig. 3. Time evolution of Sars-Cov-2 pandemic in Brazil. The 7-days moving average on the daily new cases shows the onset of a second wave of infections at 03 November 2020.
To estimate the unknown intervals \( [Z_0] = [\bar{Z}_0, \tilde{Z}_0] \) and \( [\alpha] = [\bar{\alpha}, \tilde{\alpha}] \), we minimize, over the training set, the Mean Squared Error (MSE) (\([20]\)) given by the following objective function

\[
F(Z_0, \bar{Z}_0, \tilde{Z}_0) = \frac{1}{N} \sum_{k=1}^{N} \left[ a \left( \frac{i_k}{s} - \bar{I}_k \right)^2 + (1 - a) \left( \bar{a}_k - \tilde{Z}_k \right)^2 \right]
\]

where \( s > 0 \) is a constant accounting for under-report of cases and \( a > 0 \) is trade-off parameter.

For the optimization process we use the Octave’s fmsearch algorithm ([25]), setting both TolFun and TolX options as 1e-7.

5.4. The instantaneous reproduction number \( R_t \)

The pandemic behavior, as previously mentioned, is defined by the reproductive number \( \rho = \alpha/\beta \) and the previous procedure allows us to determine the reproductive number for the whole data set. However, due to changes in both policies and behavior of the population the reproduction number can change over time and nevertheless we would like to measure it.

The main idea is to track the value of reproduction number over time consists in finding the CI solution that best fits a subset of the data set. That is, to compute the instantaneous reproduction number \( R_{k+1} \) at a time \( k + 1 \), the objective function

\[
F(\bar{s}_{k+1}, \tilde{s}_{k+1}) = \frac{1}{2} \sum_{j=0}^{2} \left[ a \left( \bar{i}_{k,j} - \bar{I}_j \right)^2 + (1 - a) \left( \bar{a}_{k,j} - \tilde{Z}_j \right)^2 \right]
\]

is minimized where \( \bar{I}_j \) and \( \tilde{Z}_j \) are as in Eq. (14) and the CI solution is computed considering \( [i_0] = [\bar{i}_{k,j}, \tilde{i}_{k,j}] \) and \( [\alpha] = [\bar{\alpha}_k, \tilde{\alpha}_k] \). Finally, \( R_{k+1} \) is given by \( R_{k+1} = \frac{\bar{a}_{k,j}}{\tilde{\alpha}_k} \). That is, in the above procedure, for each \( k \) in the range of the data set, given the initial condition \( (i_0, Z_0) = (\bar{i}_0, \tilde{Z}_0) \) the interval \( [\alpha_{k+1}] = [\bar{s}_{k+1}, \tilde{s}_{k+1}] \) is found such that the CI solution best fits the data \((\bar{i}_{k,j}, \tilde{i}_{k,j}, \bar{a}_{k,j}, \tilde{\alpha}_k)\) and \( (\bar{i}_0, \tilde{Z}_0) \).

6. Results

The results of this section are obtained following a machine learning approach on the first part as follows: for each \( \beta \) and \( s \) fixed, the objective function (15) is minimized over the training set (\([20]\)). Next, we compute the Mean Absolute Percentage Error (MAPE) using

\[
\text{MAPE} = \frac{1}{2R} \sum_{k=1}^{K} \left( \frac{\bar{a}_k}{s} - \tilde{Z}_k \right) + \left( \frac{\bar{i}_k}{s} - \bar{I}_k \right)
\]

over the testing set in order to find the reporting rate \( s \) that best predicts the data on the testing set for that fixed \( \beta \) (\([20]\)).

Simulations on a \( 400 \times 400 \) grid of pairs \((\beta, s)\) are performed in which \( \beta \in [0.1, 0.5] \) and \( s \in [0.01, 0.75] \). Some relevant results are compiled in Table 1.

We use the estimations for \( \beta \) and the reporting rate \( s \) of the first part of the data set to find the parameter \( \alpha \) that best fits the model to the data of the second part of the data set.

Table 1 shows the CI solution that best fits the reported data indicates an infectious period of \( \tau = 8.24 \) days and a reproductive number interval \([\rho] = [1.20, 1.28] \). For this CI solution, the reported rate is \( s = 8.3\% \). In the second best-fitted scenario, it turns out that \( \tau = 7.26 \) days and \([\rho] = [1.17, 1.24] \) with a reported rate of \( s = 9.2\% \).

As well know, parameters \( \alpha \) and \( \beta \) are paramount to describe the dynamics of spread and they are usually not known at the beginning of a new infectious disease, as it is the case of the Sars-Cov-2 infection. Estimations as presented in Table 1 could be informative to predict and control the spread of the disease as well as be useful in comparison to other estimation methods.

### Table 1

| \( Z_0 \)   | \( Z_0 \)   | \( \bar{Z}_0 \) | \( \tilde{Z}_0 \) | \( \bar{\alpha} \)   | \( \tilde{\alpha} \) | \( \beta \)   | \( s \)   | MAPE      |
|-------------|-------------|----------------|----------------|---------------------|---------------------|-------------|--------|---------|
| 5.93E-04    | 7.54E-04    | 0.13300        | 0.14295        | 0.10918             | 0.07680             | 0.05012     |        |         |
| 4.20E-04    | 6.69E-04    | 0.14595        | 0.15567        | 0.12143             | 0.08292             | 0.04848     |        |         |
| 4.02E-04    | 5.84E-04    | 0.16143        | 0.17090        | 0.13776             | 0.09158             | 0.04925     |        |         |
| 3.07E-04    | 4.55E-04    | 0.18530        | 0.19409        | 0.16122             | 0.10352             | 0.05273     |        |         |
| 3.19E-04    | 3.49E-04    | 0.20945        | 0.22548        | 0.19388             | 0.14506             | 0.08136     |        |         |
| 1.71E-04    | 2.43E-04    | 0.23868        | 0.27291        | 0.23980             | 0.15547             | 0.10490     |        |         |
| 1.37E-04    | 1.48E-04    | 0.33653        | 0.35178        | 0.32143             | 0.23339             | 0.14520     |        |         |
| 5.19E-05    | 5.94E-05    | 0.49632        | 0.51143        | 0.47857             | 0.29733             | 0.19299     |        |         |
To illustrate the results, in Fig. 4 we present the CI solution that best predicts the data on the test set as indicated in Table 1. The reproductive numbers estimated from Table 1 are obtained by fitting the CI solution to the first part of the data set. Thus, these estimates refer to an overall dynamics and, since social distancing policies as well as the behavior of the population change over time we should expect fluctuations on the reproductive number as time evolves. Since policies of mass testing can also change over time, the reporting rate $s$ can also be affected. Therefore, although the parameters in Table 1 give reasonable predictive values on the test set the CI solutions based on them is not able to predict the second wave of infections.

To the second wave of infections we use previous estimates for $\beta$ and then the objective function is optimized over the second part of the data set (from 04 November 2020 to 10 July 2021) to find the $[x]$ and $s$ that best fits the model to the data from 04 November 2020 to 10 July 2021. Fig. 5 shows the behavior of the CI solution that best fit the data in this scenario. The graphical representation of the constrain interval solution that best fits the second wave’s data is in Fig. 5. This CI solution is obtained considering $\beta = 0.1214$ and $[x] = [0.1419, 0.1449]$ and so, the reproductive number is $[\rho] = [1.1684, 1.1931]$. The initial condition in this case is the final condition of the CI solution in Fig. 4.
Fig. 6 shows the 7-day moving average of the daily reproductive number $R_t$ estimated following the recipe described in SubSection 5.4. The mean of daily reproductive number $R_t$ by epidemiological week of 2020–2021 is also shown. Although the time-varying $R_t$ presents a lot of fluctuations over time we can observe an increasing trend in the days. Considering the 7-day moving average, the reproductive number was $1.40$ ($[R_t] = [1.27, 1.53]$) on 13 November 2020, the highest value since 30 April 2020. The minimum value for the reproductive number is $0.61$ ($[R_t] = [0.38, 0.85]$) on 07 September followed by $0.63$ and $0.63$ on 08 of September and 02 of November, respectively. The maximum value for the reproductive number is $2.62$ ($[R_t] = [1.46, 3.77]$) on 07 March followed by $2.60$ on 05 and 06 March. On 13 November 2020 the reproductive number was $1.48$ ($[R_t] = [1.15, 1.80]$), the highest value since 30 April 2020. We remark also a peak on 09 January 2021 in which the reproductive number was $1.42$ ($[R_t] = [1.27, 1.58]$).

Now, considering mean by epidemiological week, the reproductive number was $1.48$ ($[R_t] = [1.14, 1.80]$) at week 46 (08–14 November 2020), the highest value since week 18 (26 April – 02 May), and it was $1.40$ ($[R_t] = [0.97, 1.82]$) on the first week of 2021. The minimum value for the reproductive number is $0.74$ ($[R_t] = [0.34, 1.20]$) at week 37 followed by $0.76$ and $0.82$ at weeks 52 and 45, respectively. The maximum value for the reproductive number is $2.99$ ($[R_t] = [2.16, 3.81]$) at week 10 followed by $2.66$ and $2.65$ at weeks 11 and 12, respectively. Furthermore, the mean weekly $R_t$ is not greater than 1 at weeks 28–29, 32–37, 39–42, 44–45, 52–53, 56, 58, 66, 69 and 79. Of these weeks, all the interval $[R_t]$ is less than 1 only at weeks 36, 44, 52, 66 and 79.

Finally, we compare our approach to estimate the time-varying $R_t$ with the method presented in [26]. Denoting by $d_t$ the number of new cases at time $t$, the authors in [26] define the time-varying reproductive number by $R_t = d_t / \left( \sum_{s=1}^{t} w_s d_{t-s} \right)$ in which $w_s$ is a probability measurement related to infectivity. Considering $\beta = 0.1214$ then the infectious at time $t$ are they who get infected up to 8 $(1/\beta)$ days earlier. The red lines in Fig. 6 are the time-varying reproductive number estimated according to this approach (CFFC method) assuming $w_s = 1/8$ for $s = 1, 2, \ldots, 8$. The mean value for the $R_t$ estimated by the CFFC method is $1.14$ (CI 95%: 1.09–1.20) and the data defining the black and red lines on the left in Fig. 6 haas $0.96$ (p-value$=1.71e^{-263}$) correlation coefficient.

7. Conclusion

This study presented the theoretical foundations of the constraint interval representation in nonlinear differential equations and least squares problems under interval uncertainties in initial conditions, parameters, and data. Using the constraint representation of interval uncertainty, this study showed how to define and obtain resulting solutions to interval nonlinear differential equations and interval least squares problems. The efficacy and efficiency of the constraint interval approach was demonstrated in the analysis of a current nonlinear differential equations applied problem, the SIR analysis of the current COVID pandemic in Brazil, where the interval parameters and initial conditions were calculated using interval least squares approaches together with machine learning.
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