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Abstract—Supplier evaluation activities play a key role in the organization because they can significantly reduce the price of goods and increase company competitiveness. On the other side demands for aspects of quality, delivery time, and costs in increasingly globalized market competition add to the complexity of supplier selection decisions.

This research proposes to build a mobile-based decision support system of supplier evaluation using ViseKriterijumska Optimizacija I Kompromisno Rešenje (VIKOR) method. VIKOR method focuses on ranking by compromising from existing alternative results. The system will produce output in the form of supplier evaluation rankings and will use as a recommendation for management to assist supplier evaluation. Evaluation results show that the system is useful and suit for the users.
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1 Introduction

Supply chain management is an approach to efficient integration between suppliers, manufacturers, distribution centers, wholesalers, retailers and end consumers, where products are produced and distributed in the right amount, location the right and the right time in order to minimize the cost system and increase the level of service satisfaction. The successful implementation of supply chain management is determined first by supplier selection strategic decisions [1]. Supplier development is one of the ways that can be taken to increase the competitiveness of the entire supply chain [2], [3]. Suppliers performance will affect the company’s performance. Therefore, the company needs to assess its suppliers precisely. Suppliers Selection is a strategic activity, especially for important and long-run suppliers.

Supplier selection process preceded the process of assessment of the supplier's performance. In suppliers selection, there are two aspects that companies usually consider, namely subjective aspects and objective aspects [4]. The objective of the aspect can be seen in delivery performance, price, availability, technical capabilities, and financial conditions of the supplier. Subjective factors involve company communication, services provided by suppliers, responses in goods demand, smooth delivery of goods,
timeliness of delivery of goods, supplier vehicles, and information about supplier legality [5]. To evaluate the supplier's performance requires time and effort since most companies do it by manually [6]. Based on this problem, it is necessary to do a study and improvement of the current method as a solution to multi-criteria decision making (MCDM). Several MCDM methods can be implemented into a system to select the best supplier, one of which is VIKOR. VIKOR is one of MADM method that is looking at solutions/alternatives nearby as an approximation to the ideal solution in the rankings [7]. VIKOR has advantages in compromising alternatives, and can complete the decision making is discrete criteria of conflicting and non-commensurable, i.e., the difference unit among criteria [7] but VIKOR also has drawbacks, such as the direct weighting without considering its consistency.

In the previous study, some criteria applied were product quality, on-time delivery, price, service [8][9]. However, based on interviews with related companies, some other criteria such as packaging quality, consistency of product availability, transportation services, and response to the complaint were also used in supplier assessment. This study will use all criteria above and implement it in a mobile application to provide easy access to the company and its management.

2 Background

In this research, there are several reviews of the literature used: Decision Support System, Multi-Criteria Decision Making, Supplier Selection Concepts, VIKOR.

2.1 Decision support system

Decision Support System (DSS) is a computer-based interactive application that combines data and mathematical models to assist the decision-making process in handling a problem [10]. According to [11] there are several characteristics of DSS as follows: Assisting the decision making the process, Working by combining models and analysis techniques by entering existing data and information-seeking functions. Made using a user-friendly form. Made with flexibility and high adaptability to adapt to various changes in the environment and user needs. The possibility of intuition and personal judgment of decision-makers to be used as a basis for decision making. DSS has developed various methods that can be used to assist management in strategic fields such as academics fields [12], [13], culinary [14], [15], tourism [16]–[19], automotive [20], and many more.

2.2 Multi-criteria decision making

Multiple Criteria Decision Making (MCDM) is one of the most widely used methods in decision making. MCDM aims to choose the best alternative from several exclusive alternatives that are mutually beneficial based on general performance in various criteria or attributes determined by decision-makers [21]. There are two basic approaches to
the MCDM problem, namely Multiple Attribute Decision Making (MADM) and Multiple Objective Decision Making (MODM). MADM makes decisions by considering several attributes that are sometimes conflicting. In MODM, the number of alternatives is unlimited, and reciprocity between criteria is described using sustainable functions [22]. MCDM has various methods used to solve problems in the fields of science, business, and government [23]. The MCDM methods are grouped as follows:

1) A method based on quantitative measurement or multiple criteria utility theory (MCUT). Examples of methods included in this group are TOPSIS and Simple Additive Weighting (SAW).

2) A method based on initial qualitative measurements. Examples of methods included in this group are Analytical Hierarchy Process (AHP) and Fuzzy set theory methods.

3) Preference comparison method based on the comparison of alternative pairs. Examples of methods included in this group are ELECTREE and PROMETHEE.

4) A method based on qualitative measurements that are not converted to quantitative variables. This group includes decision-making methods in linguistic data and data usage qualitative involving a high level of uncertainty. Examples of commonly used MCDM settlement methods are TOPSIS, VIKOR, AHP, and Outranking methods (ELECTRE, PROMETHEE, ORESTE).

2.3 Supplier selection concept

Supplier is the party that provides suppliers of goods or services. The decision of supplier selection is an essential matter of company production activities. The right selection will bring benefits to the company, but the opposite will result in the loss of the company. According [24], supplier selection is the process of getting the right supplier who can provide fast goods or services, at the right price, at the right time and amount and the quality guaranteed to the buyer. The purpose of selecting suppliers is to reduce purchasing risk, provide optimal value to build long-term relationships between buyers and suppliers. Supplier selection process starts from the need for a supplier, and then determines and formulates decision criteria, pre-qualifies, selects the final supplier, and monitors selected suppliers.

Supplier evaluation is the process of finding potential suppliers and meeting the requirements or criteria set by the company, so the company can choose and determine suppliers that can work together for the long term.

2.4 VIKOR method

The VIKOR method focuses on ranking and choosing from a set of samples with different criteria, which can help decision-makers to get final decisions [7]. This method is advantageous in situations where decision-makers cannot make choices during the initial design of a system. There are five steps in determining compromise ranking using the VIKOR method. The ranking steps are as follows:
1) Arrange criteria and alternatives into a matrix. In this step each criterion and alternative is arranged in the form of an \( F \) matrix, \( A_i \) declares the \( i \)th alternative, for \( i = 1, 2, 3, n \); \( C_j \) states the \( j \)th criteria, for \( j = 1, 2, 3, m \). \( w_j \) is the relative weight given to each criterion.

\[
F = \begin{bmatrix}
C_{x1} & C_{x2} & \cdots & C_{xn} \\
x_{11} & x_{12} & \cdots & x_{1n} \\
x_{21} & x_{22} & \cdots & x_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
x_{m1} & x_{m2} & \cdots & C_{mn}
\end{bmatrix}
\]

Then the matrix is normalized by the following equation:

\[
F = [f_{ij}]_{m \times n}
\]

whereas, \( f_{ij} \) stated as follows:

\[
f_{ij} = \frac{x_{ij}}{\sqrt{\sum_{i=1}^{m} x_{ij}^2}}, i = 1, 2, \ldots, m
\]

\( x_{ij} \) is the value of alternative \( A_i \) to the \( j \)th criteria

2) Determining positive and negative values as ideal solutions for each criterion. Positive \( f_i^* \) a is the highest value of a criterion considered the best, while negative \( f_i^- \) is the lowest value of a criterion that is considered the worst, with \( i = 1, 2, \ldots, n \). The equation as follows:

\[
A^* = \{f_1^*, f_2^*, \ldots, f_n^*\}
\]

\[
A^- = \{f_1^-, f_2^-, \ldots, f_n^-\}
\]

3) Calculate the utility measures \( S_i \) and \( R_i \) as the highest solution and the lowest solution for each alternative, with \( i = 1, 2, \ldots, n \). The equation as follows:

\[
S_i = \Sigma_{j=1}^{m} w_j \frac{|f_j^* - f_{kj}|}{|f_j^* - f_j^-|}
\]

\[
R_i = \max_j \left\{ w_j \frac{|f_j^* - f_{kj}|}{|f_j^* - f_j^-|} \right\}
\]

4) Calculate VIKOR index \( Q_i \), with \( i = 1, 2, \ldots, n \). The equation as follows:

\[
Q_i = \left[ v \frac{S_i - S^-}{S^* - S^-} + \left( 1 - v \right) \frac{R_i - R^-}{R^* - R^-} \right]
\]

\[
S^* = \min_i (S_i), S^- = \max_i (S_i)
\]

\[
R^* = \min_i (R_i), R^- = \max_i (R_i)
\]

\( V \) represents weights ranging from 0-1 (generally worth 0.5). Smaller VIKOR index value \( (Q_i) \) will produce a better alternative solution.
Calculating alternative ranking. After Qi is calculated, there will be three kinds of ranking, namely Si, Ri, and Qi. A compromise solution can be seen in Qi. Alternative ranking can be checked using the following conditions:

a) **Condition 1:** Accepted if \( Q(A_2) - Q(A_1) \geq DQ \) with \( DQ = \frac{1}{(n-1)} \). A1 is the first order alternative in Qi ranking, A2 is the second-order alternative in Qi ranking.

b) **Condition 2:** Accepted by looking at the stability of alternative ranking. Alternative stability of ranking is tested with the value of \( v > 0.5 \), or \( v \approx 0.5 \), or \( v < 0.5 \).

If one of the conditions is not met, then a compromise solution can be proposed as follows:

- * Choose alternatives A1 and A2, only if the second condition is not reached, or
- * Choose alternative A1, A2, ..., An. If the first condition is not reached. An is an alternative determined by using the equation: \( Q(A_n) - Q(A_1) < DQ \) with \( DQ = \frac{1}{(n-1)} \).

### 3 Implementation of The System

Supplier evaluation is carried out annually by two different departments, which is the purchasing department, and the Quality Control (QC) department. The purchasing department assesses the Consistency of Goods Availability, Transport Services, Sales Services, and Products / Material Prices, while the QC department evaluates Packaging Quality, Product / Material Quality, On-Time Delivery, and Response to Complaints. The app's users assess by selecting the supplier name and goods supplied by the supplier, then filling in the value of each attribute with a range between 1-10, the assessment page can be seen in fig.1 and fig.2. The weight of each criterion obtained from the interviews with company experts; the interview results about the weight of each criterion can be seen in table 1.

| Variable | Criteria                                      | Weight(%) |
|----------|-----------------------------------------------|-----------|
| C1       | Material Packaging Quality                    | 15        |
| C2       | Product/Material Quality                      | 20        |
| C3       | On-Time Delivery                              | 10        |
| C4       | Consistency Of Availability Of Goods          | 15        |
| C5       | Transport Services                            | 10        |
| C6       | Sales Service                                 | 5         |
| C7       | Response To Complaints / Returns              | 5         |
| C8       | Product / Material Prices                     | 20        |
Welcome, Arthur (Purchasing Department)

Supplier Assessment for Year 2019

Supplier: Asia Polymer
Goods: Pvc Sheet / Curtain

Criteria | Rating (1-10)
--- | ---
Material Packaging Quality
Product/Material Quality
On Time Delivery
Consistency Of Goods Availability
Transport Services
Sales Service
Product / Material Prices
Response To Complaints

Submit

Fig. 1. Purchasing department assessment page

Welcome, Barry (QC Department)

Supplier Assessment for Year 2019

Supplier: Asia Polymer
Goods: Pvc Sheet / Curtain

Criteria | Rating (1-10)
--- | ---
Material Packaging Quality
Product/Material Quality
On Time Delivery
Consistency Of Goods Availability
Transport Services
Sales Service
Product / Material Prices
Response To Complaints

Submit

Fig. 2. QC department assessment page
For example, the assessment of 4 suppliers with eight criteria is shown in table 2. Based on the table, then the normalization matrix is calculated using formula (1) and (2).

| Alternative      | C1  | C2  | C3  | C4  | C5  | C6  | C7  | C8  | Total Score |
|------------------|-----|-----|-----|-----|-----|-----|-----|-----|-------------|
| Asia Polymer     | 9   | 9   | 9   | 10  | 9   | 8   | 10  | 9   | 73          |
| Indohome         | 10  | 7   | 8   | 10  | 10  | 8   | 9   | 8   | 70          |
| CV.Tekad Jaya    | 8   | 7   | 9   | 8   | 7   | 9   | 8   | 8   | 65          |
| CoEd             | 8   | 8   | 8   | 9   | 8   | 9   | 8   | 9   | 67          |

The max and minimum values for each column of the normalized table are used to find the utility measure. The results can be seen in table 3.

| Alternative      | C1  | C2  | C3  | C4  | C5  | C6  | C7  | C8  |
|------------------|-----|-----|-----|-----|-----|-----|-----|-----|
| Asia Polymer     | 0.51| 0.58| 0.53| 0.53| 0.51| 0.50| 0.55| 0.53|
| Indohome         | 0.57| 0.45| 0.47| 0.53| 0.57| 0.50| 0.50| 0.47|
| CV.Tekad Jaya    | 0.46| 0.45| 0.53| 0.47| 0.46| 0.44| 0.50| 0.47|
| CoEd             | 0.46| 0.51| 0.47| 0.47| 0.46| 0.56| 0.44| 0.53|
| Max              | 0.57| 0.58| 0.53| 0.53| 0.57| 0.56| 0.55| 0.53|
| Min              | 0.46| 0.45| 0.47| 0.47| 0.46| 0.44| 0.44| 0.47|

The utility measure is obtained from the calculation of the highest solution value \( S_i \) and the lowest solution value \( R_i \) for each alternative. Suppose that \( U_{ij} \) utility of \( i^{th} \) row and \( j^{th} \) column, which is obtained by multiplying the normalization matrix with its weight from table 1, then the utility value can be seen in table 4.

| Alternative      | C1    | C2    | C3    | C4    | C5    | C6    | C7    | C8    |
|------------------|-------|-------|-------|-------|-------|-------|-------|-------|
| Asia Polymer     | 0.075 | 0     | 0     | 0.05  | 0.025 | 0     | 0     | 0     |
| Indohome         | 0     | 0.2   | 0.1   | 0     | 0.025 | 0.025 | 0.2   | 0.2   |
| CV.Tekad Jaya    | 0.15  | 0.2   | 0     | 0.15  | 0.1   | 0.05  | 0.025 | 0.2   |
| CoEd             | 0.15  | 0.1   | 0.1   | 0.15  | 0.1   | 0     | 0.05  | 0     |

Based on table 4, the highest solution value \( S_i \) and the lowest solution value \( R_i \) for each alternative are calculated by equations (5) and (6). The calculation of the \( S \) value of each alternative as follows:

\[
S_{11} = (U_{11} + U_{12} + U_{13} + U_{14} + U_{15} + U_{16} + U_{17} + U_{18}) = 0.075 + 0 + 0 + 0.05 + 0.025 + 0 + 0 = 0.15
\]
The calculation of the R value of each alternative is as follows:

- \( R_{11} = \text{Max}(U_{11}, U_{12}, U_{13}, U_{14}, U_{15}, U_{16}, U_{17}, U_{18}) = \text{Max}(0.075, 0, 0, 0, 0.05, 0.025, 0, 0) = 0.075 \)
- \( R_{21} = \text{Max}(U_{21}, U_{22}, U_{23}, U_{24}, U_{25}, U_{26}, U_{27}, U_{28}) = \text{Max}(0.2, 0.1, 0, 0, 0.025, 0.025, 0.2, 0.2) = 0.2 \)
- \( R_{31} = \text{Max}(U_{31}, U_{32}, U_{33}, U_{34}, U_{35}, U_{36}, U_{37}, U_{38}) = \text{Max}(0.15, 0.2, 0, 0.15, 0.1, 0.05, 0.025, 0.2) = 0.2 \)
- \( R_{41} = \text{Max}(U_{41}, U_{42}, U_{43}, U_{44}, U_{45}, U_{46}, U_{47}, U_{48}) = \text{Max}(0.15, 0.1, 0.15, 0.1, 0, 0.05, 0) = 0.15 \)

The VIKOR index value (Q) is obtained by equation (7), then sorted from the smallest. To calculate the VIKOR index value of each alternative, it is necessary to calculate the maximum and minimum values of each utility measure first. The maximum value of S is denoted by \( S^- \). The minimum value of S is denoted by \( S^+ \). Calculation of maximum and minimum values of S values are:

- \( S^- = \text{Max}(S_{11}, S_{21}, S_{31}, S_{41}) = \text{Max}(0.15, 0.55, 0.875, 0.65) = 0.875 \)
- \( S^+ = \text{Min}(S_{11}, S_{21}, S_{31}, S_{41}) = \text{Min}(0.15, 0.55, 0.875, 0.65) = 0.15 \)

The maximum value of R is denoted by \( R^- \). The minimum value of R is denoted by \( S^+ \). Calculation of maximum and minimum values of R values are:

- \( R^- = \text{Max}(R_{11}, R_{21}, R_{31}, R_{41}) = \text{Max}(0.075, 0.2, 0.2, 0.15) = 0.2 \)
- \( R^+ = \text{Min}(R_{11}, R_{21}, R_{31}, R_{41}) = \text{Min}(0.075, 0.2, 0.2, 0.15) = 0.075 \)

The next step is to calculate the VIKOR index value from each alternative using equation (7). The maximum strategy weight of the utility group (v) is 0.5. The calculation of the VIKOR index value for each alternative is:

\[
Q_1 = \left[ v \frac{S^- - S^+}{S^- - S^+} \right] + \left[ (1 - v) \frac{R^- - R^+}{R^- - R^+} \right] = \begin{cases} 
0 & \text{if } 0.075 - 0.075 = 0 \\
0.5 & \text{if } 0.15 - 0.15 = 0 \\
0.2 & \text{if } 0.875 - 0.15 = 0.725 
\end{cases}
\]
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\[ Q_2 = \left( v \frac{S_{21} - S^*}{S^* - S^*} \right) + \left( 1 - v \right) \frac{R_{21} - R^*}{R^* - R^*} = \left[ 0.5, 0.55-0.15, 0.875-0.15 \right] + \left( 1 - \right. \]
\[ 0.5 \frac{0.2-0.075}{0.2-0.075} = 0.775 \]

\[ Q_3 = \left( v \frac{S_{31} - S^*}{S^* - S^*} \right) + \left( 1 - v \right) \frac{R_{31} - R^*}{R^* - R^*} = \left[ 0.5, 0.975-0.15, 0.875-0.15 \right] + \left( 1 - \right. \]
\[ 0.5 \frac{0.2-0.075}{0.2-0.075} = 1 \]

\[ Q_4 = \left( v \frac{S_{21} - S^*}{S^* - S^*} \right) + \left( 1 - v \right) \frac{R_{21} - R^*}{R^* - R^*} = \left[ 0.5, 0.65-0.15, 0.875-0.15 \right] + \left( 1 - \right. \]
\[ 0.5 \frac{0.15-0.075}{0.2-0.075} = 0.644 \]

Supplier evaluation ranking results are obtained by sorting alternatives based on the VIKOR index value; the ranking result can be seen in Table 5.

| Alternative       | Value | VIKOR Index(Q) |
|-------------------|-------|----------------|
| Asia Polymer      | 9 9   | 0              |
| Indohome          | 10 7  | 0.644          |
| CV.Tekad Jaya     | 8 7   | 0.775          |
| CoEd              | 8 8   | 1              |

A compromise solution from alternative ranking can be proposed with two conditions, namely Acceptable advantage and Acceptable stability in decision making. The Acceptable advantage condition is proven by comparing the value of the difference between the second alternative VIKOR index and the first ranked alternative VIKOR index with the DQ value. Acceptable advantage conditions will be fulfilled if the difference value is greater or equal to the DQ.

\[ DQ = \frac{1}{(J - 1)} = \frac{1}{(4 - 1)} = 0.333 \]

\[ Q(A(2)) - Q(A(1)) = 0.644 - 0 = 0.644 \]

Because the difference value is greater than the DQ value, so the Acceptable advantage condition is fulfilled.

The second condition is the stability of the compromise solution proposed in the decision-making process, which can be: "voting by majority rule" (when \( v > 0.5 \)), or "by consensus" (\( v \approx 0.5 \)), or "with veto" (\( v < 0.5 \)). To prove the second condition, it is necessary to rank the alternative by changing the \( v \) value to less than 0.5 (\( v < 0.5 \)) and more than 0.5 (\( v > 0.5 \)). In this study, we set \( v = 0.4 \) and \( v = 0.6 \). Both \( v \)'s show the same result as Q; it proved that the second condition is fulfilled.

Based on the results, it is known that both conditions are fulfilled and Asia Polymer is proposed to be the best compromise solution. Fig. 3 and fig.4 below show supplier recommendation result based on goods and its detail.
Mean Opinion Score (MOS) is a numerical measure of the human-judged overall quality of an event or experience. MOS is the arithmetic mean of all values on a predetermined scale to represent the subject's opinion about the quality of the system [25]. MOS is expressed in one rational number, generally on a scale of 1-5, where one is the worst and five are the best. The MOS scale can change depending on the needs of the evaluation carried out. MOS is calculated as an arithmetic mean, so the MOS formula is as follows:

\[
MOS = \frac{\sum_{i=1}^{N} R_i}{N}
\]  

(8)
In this research, MOS used to evaluate the system by giving questionnaires to users. Calculations are performed on each category by giving a score with a certain weight, namely: strongly agree (SA) = 4, agree (A) = 3, disagree (D) = 2, and strongly disagree (SD) = 1. From the results of the evaluation, Mean Opinion Score (MOS) will be obtained from each factor. From 30 system users, MOS ratings were obtained as in table 6.

Table 6. Evaluation of Each Category

| Category          | Factor                                      | SA | A  | D  | SD | MOS each category |
|-------------------|---------------------------------------------|----|----|----|----|-------------------|
| Usability         | The system is easy to use                    | 20 | 10 | 0  | 0  | 3.6               |
|                   | The system is easy to understand             | 10 | 20 | 0  | 0  | 3.3               |
|                   | The application is running well              | 20 | 10 | 0  | 0  | 3.6               |
|                   | The language used by the system is easy to understand | 20 | 10 | 0  | 0  | 3.6               |
| Functional Completeness | The input used is easy to enter and understand | 10 | 20 | 0  | 0  | 3.3               |
| Performance       | The system provides a fast response          | 30 | 0  | 0  | 0  | 3                |
| Overall           | The output of the system built can help in evaluating the company's supplier | 0  | 30 | 0  | 0  | 3.15              |
|                   | The system is made good in its entirety      | 10 | 20 | 0  | 0  | 3.3               |

The MOS results of each category are then calculated using equation (8). So that the overall system score is obtained. The calculation for the overall system score is as follows:

System score = \( \frac{3.5 + 3.3 + 3 + 3.15}{4} = 3.23 \)

Based on the evaluation system that gives a value of 3.23 of the total value of 4, it can be concluded that the system is useful and can be accepted by the users.

4 Conclusion and Future Work

The mobile decision support system of a supplier evaluation can help a company in the supplier selection process. The system used VIKOR as a ranking method because it can compromise the existing alternatives, normalize the process that needed to produce the alternative ranking, and obtain results that close to an ideal solution. The assessment use eight criteria which evaluated by two different departments, namely the purchasing department, which evaluate the consistency of goods, transportation services, sales services, product/material prices, and the QC department which evaluates the quality of packaging material, product quality/material, on-time delivery, and responses to complaints. The evaluation of the system shows that the system is useful, which proven by the users that gave MOS grade 3.32 of 4. For further research, it is recommended to use different weighting methods and graphics enhancements. It is also recommended that the number of criteria can be changed based on the user's preference.
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