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ABSTRACT

The verification of simulations against data and the comparison of model simulation of pollutant fields rely on the critical choice of statistical indicators. Most of the scores are based on point-wise, that is, local, value comparison. Such indicators are impacted by the so-called double penalty effect. Typically, a misplaced blob of pollutants will doubly penalise such a score because it is predicted where it should not be and is not predicted where it should be. The effect is acute in plume simulations where the concentrations gradient can be sharp.

A non-local metric that would match concentration fields by displacement would avoid such double penalty. Here, we experiment on such a metric known as the Wasserstein distance, which tells how penalising moving the pollutants is. We give a mathematical introduction to this distance and discuss how it should be adapted to handle fields of pollutants. We develop and optimise an open Python code to compute this distance. The metric is applied to the dispersion of cesium-137 of the Fukushima-Daiichi nuclear power plant accident. We discuss of its application in model-to-model comparison but also in the verification of model simulation against a map of observed deposited cesium-137 over Japan. As hoped for, the Wasserstein distance is less penalising, and yet retains some of the key discriminating properties of the root mean square error indicator.
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1. Introduction

Spatial and temporal information about an atmospheric constituent usually comes in the form of data obtained from the observation and from simulations or forecasts from three-dimensional numerical models. Both observations and model outputs are impacted by several prominent sources of errors. Firstly, instrumental errors induce noise and biases in the observations. Secondly, the reliability of model output is impacted by model error. This model error is induced by the deficiencies of the underlying equations of the physics and chemistry or of their numerical representation. Moreover, when comparing observations and model outputs, one should also account for representativeness (or representation) errors that are a manifestation of the mismatch of the observation and the numerical gridded model. Indeed, they do not necessarily provide information at the same spatial and temporal scales.

Because those observations or model outputs represent fields and are high-dimensional objects, the modellers need simple tools to perform comparisons while capturing most of the relevant discrepancies between fields. In their simplest form, the tools are scalar statistical indicators, also called metrics in the following. Such tools are mandatory for forecast verification when comparing model forecast with observational data, and for model comparisons when confronting distinct models meant to simulate the same physics. Such metric is also required in data assimilation and network design, that is, whenever an objective numerical comparison is required.
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1.1. Statistical indicators and the double penalty effect

The development of a comparison metric is critical in the modelling of atmospheric dispersion event, such as the plumes generated by accidental releases of pollutants. Many statistical indicators have been proposed and are currently used for verification, such as root-mean square differences, correlations, biases, etc. (Mosca et al., 1998; Chang and Hanna, 2004).

It is known in linear algebra that all the norms, which can be used to define metrics, are equivalent in finite dimensional vector spaces. Indeed, metrics based on such norms do bring very similar information and they are potentially redundant. But it usually takes more than one metric to satisfyingly compare two fields. Even if equivalent, two norms can penalise small and high discrepancies very differently. This leads to the definition of normalised indicators that are not mathematical norms, such as the Pearson correlation, fractional biases, normalised root mean squares, etc. Another more fundamental reason for the possible redundancy of the metrics is that most of them are functions of local discrepancies between fields; that is, they are based on point-wise value comparisons.

However, quite often, a simulated plume could differ from the true plume by a spatial or temporal displacement, which cannot be estimated by a local measure of discrepancy. In such circumstances, point-wise indicators usually lead to the double penalty issue. At the edge of the simulated plume, where the concentration gradient is often found to be high, concentrations might still be significant for the plume while vanishing for the truth (or verification). Vice versa, and especially if the tracer mass is roughly the same for the plume and the truth, the simulated plume is likely to vanish where the truth might still be high, leading to doubly penalise the mismatch. This yields false alarms and misses from the same error. Yet, the simulation could be highly faithful but would only suffer from a small displacement when compared to the truth. Figure 1 illustrates the double penalty effect.

In the context of an accidental release of pollutant, such displacement could be produced by a space or time shift of a point-wise source, which is a non-local error. It could also be induced by locally uncertain meteorological fields, whose errors are slowly accumulating while simulating the plume resulting in a non-local effect. This is also induced after some time by uncertain chemistry, dry deposition and wet scavenging, which are not, per se, a source of direct displacement error.

Such undesired effect has been put forward and studied in the forecast of precipitations. Via deposition, this double penalty also affects the deposition map of pollutants, whose measurement and simulation are critical for long-range transported harmful radionuclides such as iodine-131, cesium-134 and cesium-137.

1.2. Non-local metric to compare fields of pollutants

To perform verification of non-local nature, several strategies and their statistical tools have been developed. Gilleland et al. (2010a) distinguish four types of methods. The first one is scale separation which can be obtained by decomposition on an adequate function basis or frame using wavelets or analogous transformation (e.g. Briggs and Levine, 1997; Lack et al., 2010). The second is based on fuzzy methods which smooth the fields out prior to

Fig. 1. Illustration of the double penalty effect: a simulated Gaussian plume (left panel) where the source has been shifted to the left compared to the true Gaussian plume (middle panel). The squared difference is plotted on the right panel and it is characterised by two maxima: on the right, the simulation is penalised for not predicting the plume where it should be and on the left the simulation is penalised for predicting a plume where there is none.
the Fukushima-Daiichi radionuclides atmospheric dispersion accident

On 11 March 2011, a magnitude 9.0 earthquake occurred in the Pacific about 130 km off the northeast coast of Japan. The earthquake was followed by a tsunami giving rise to the INES (International Nuclear Event Scale) level 7 accident in the FDNPP. Large amounts of radionuclides were released into the ocean and the atmosphere (Butler, 2011; Chino et al., 2011; Mathieu et al., 2012). Released radioactive nuclides were deposited in the environment over a wide area. Kawamura et al. (2011), Morino et al. (2011), Aoyama et al. (2012), Groell et al. (2014) and others estimated that about 80 % of the atmospheric emissions were deposited in the Pacific Ocean and 20 % were deposited over Japan. The size of the contamination zone in Japan with levels greater than 185 kBq/m² covers approximately 1700 km² (Steinhauser et al., 2014). Radionuclides were mainly deposited northwest of the installation, causing the greatest contamination area (Kinoshita et al., 2011; Yasunari et al., 2011).

Environmental monitoring including air-borne survey (MEXT, 2011) and soil sampling (Saito et al., 2015b) was performed to map the deposition density of cesium on the ground surface in eastern Japan. Those data were intensively used to assess the performance of models to simulate the FDNPP accident (Morino et al., 2011; Terada et al., 2012; Korsakissok et al., 2013; Saunier et al., 2013; Draxler et al., 2015). Model-to-data, but also model-to-model comparison, showed discrepancies that highlighted the strong uncertainties that remain. The assessment of the total amount released in the atmosphere during the accident is fairly reliable, whereas the temporal evolution of the release rate for each radionuclide varies depending on the source term estimation method and the meteorological data (Stohl et al., 2012; Terada et al., 2012; Winiarek et al., 2012; Saunier et al., 2013; Winiarek et al., 2014; Katata et al., 2015). The meteorological conditions are also identified as being an important source of uncertainties (Korsakissok et al., 2013; Arnold et al., 2015; Sekiyama et al., 2015).

In these studies, the quantification of the model-to-data discrepancies is based on the classical statistical indicators initially proposed by Chang and Hanna (2004). The usual indicators proved to be inefficient to express the agreement/disagreement between simulations and observations, and there is a need to find new indicators to better express the performance of models to simulate the dispersion of an accidental release.

The Institute for Radiological Protection and Nuclear Safety (IRSN) developed a database gathering the radiological measurement data of any type from multiple sources into a single resource, ensuring the traceability of the measurement campaigns and simplifying the data mining to end users (Quéré et al., 2016). In the present work, this database is used to evaluate the mean deposition of cesium-137 on the model meshes at a given date in order to be used to quantify the model-to-data discrepancies. This end-user query has been carried out by interpolating the cesium-137 deposition data on the computational mesh, deriving arithmetic mean values that also account for radioactive decay.
1.4. Outline
In Section 2, we first provide a mathematical and conceptual introduction to the optimal transport theory, as well as the definition of the Wasserstein distance. In Section 3, building on Papadakis et al. (2014), we describe a numerical algorithm that allows to compute the optimal transport map and the related Wasserstein distance. We explain how we have extended this algorithm to account for tracer transport specifics. We also describe and point to an openly available python code of the algorithm. This is an improved version modernised by Kantorovich (1942). Many recent contributions have been published since then on the revitalised subject (Villani, 2008, and references within). In this section, we first provide a mathematical and conceptual introduction to optimal transport and the definition of the Wasserstein distance.

2. The Wasserstein distance
The optimal transport theory on which is based the Wasserstein distance was born in the 17th century in a famous memoir by Gaspard Monge (Monge, 1781) and later modernised by Kantorovich (1942). Many recent contributions have been published since then on the revitalised subject (Villani, 2008, and references within). In this section, we first provide a mathematical and conceptual introduction to optimal transport and the definition of the Wasserstein distance.

2.1. Definition of the Wasserstein distance
Let us define $\mathcal{F}_E$ as the set of density functions defined over the Euclidean space $E$ of dimension $d$, that is, that are non-negative over $E$ and which satisfy

$$\int_E f(x) \, dx = 1. \quad (1)$$

We will say that a map $T : E \rightarrow E$ transports the density $f_0$ into the density $f_1$ if, for any subset $A$ in $E$, we have

$$\int_A f_0(x) \, dx = \int_{T(A)} f_1(x) \, dx. \quad (2)$$

Let us assume $T$ to be a bijection and to be sufficiently regular (infinitely differentiable typically). We can change variable $x = T(y)$ in the right-hand side of eq. (2) to obtain

$$\int_A f_0(x) \, dx = \int_A f_1(T(y)) \, \text{Jac}(T)(y) \, dy, \quad (3)$$

where $\text{Jac}(T)$, a non-negative number, is the absolute value of the determinant of the Jacobian matrix, that is,

$$\text{Jac}(T) = \left| \det \left( \frac{\partial T_i}{\partial y_j} \right)_{i,j \in \{1,...,d\}} \right|. \quad (4)$$

Because the identity eq. (3) must be valid for all subsets $A$ since $T$ is a transport map, eq. (2) should be equivalent on $E$ to

$$f_0 = f_1 \circ T \cdot \text{Jac}(T). \quad (5)$$

In a condensed form, we write $f_1 = T f_0$, meaning that the density $f_0$ is transported by $T$ onto $f_1$.

Now, we consider $T(f_0, f_1)$ the space of sufficiently regular bijections that map $f_0$ into $f_1$, that is, those that satisfy eq. (5). One can define a cost $J(T)$ attached to such a transport map as

$$J(T) = \int_E C(x, T(x)) f_0(x) \, dx, \quad (6)$$

where $C$ is a symmetric cost function defined over $E^2$. It ascribes a cost $C(x, y)$ to moving a unit mass from point $x$ to point $y$ in $E$. In this article, we choose the square of the Euclidean distance defined over $E^2$

$$C(x, y) = \|x - y\|^2 = \sum_{i=1}^{d} (x_i - y_i)^2. \quad (7)$$

The Wasserstein distance defined in $\mathcal{F}_E$ based on the Euclidean distance in $E$, which we will loosely call the Wasserstein distance without reference to the chosen cost in the rest of the article, is given by

$$W(f_0, f_1) = \sqrt{\inf_{T \in \mathcal{T}(f_0, f_1)} J(T)}. \quad (8)$$

It can be mathematically proven that because this Wasserstein distance is based on the Euclidean distance, there exists a unique map $T^*$ in $\mathcal{T}(f_0, f_1)$ minimising $J$. Hence, the infimum is in fact a minimum, which is not always guaranteed for costs $J$ based on other distances $C$ (Villain, 2008).

The regularity of the optimal transport map is proven in Section 7.1 of Ma et al. (2005) for this specific cost function.

We are interested in the value of the distance itself, that is, the minimum of $J$. We are also interested in the optimal transport map $T^*$, the argument of the minimum, as it may tell us where the main discrepancies between the two densities are and how much mass should be displaced to match them.
2.2. The fluid mechanics formulation

Originally, Monge introduced a temporal dimension to the problem. A mass piece transported from one heap (the initial density function) to the other follows a continuous trajectory from point \( x \) in \( E \), where the mass piece originally lies, to point \( T(x) \) in \( E \). As we saw, this interpretation is not mandatory to define the distance and the optimal transport map. Nonetheless, the introduction of time offers a non-trivial interpolation between the initial and the targeted densities. It eases a physical interpretation of the optimal map. It is also a source of inspiration to design numerical algorithms to compute the optimal map and its distance (Benamou and Brenier, 2000; Papadakis et al., 2014). Finally, it is a way to demonstrate the underlying convexity of the minimisation problem which leads to the existence and unicity of the optimal map.

Following Benamou and Brenier (2000), we define \( T_{i}(f_{0}, f_{1}) \) as the set of couples of maps \((f, v)\) defined over

\[
    f : E \times [0,1] \rightarrow \mathbb{R}^{+}, \quad v : E \times [0,1] \rightarrow \mathbb{R}^{d},
\]

which satisfy the continuity constraint

\[
    \frac{\partial f}{\partial t} + \text{div}(f v) = 0, \quad (10)
\]

and the boundary conditions, for all \( x \) in \( E \)

\[
    f(x, t = 0) = f_{0}(x), \quad f(x, t = 1) = f_{1}(x). \quad (11)
\]

If the domain \( E \) has boundaries \( \partial E \), the condition

\[
    \forall (x, t) \in \partial E \times [0,1] \quad v(x, t) = 0 \quad (12)
\]

should be imposed to maintain mass conservation. The variable \( t \in [0,1] \) plays the role of a fictitious time, \( f \) is a density field defined over \( E \times [0,1] \) that interpolates between \( f_{0} \) and \( f_{1} \), and \( v \) is a velocity field that advects the density field \( f \).

We define the following cost for an interpolation

\[
    J_{c}(f, v) = \int_{E \times [0,1]} f(x, t) ||v(x, t)||^{2} \, dt \, dx, \quad (13)
\]

which physically represents twice the kinetic energy of displacing \( f_{0} \) into \( f_{1} \).

As in the previous section, we define

\[
    W_{c}(f_{0}, f_{1}) = \inf_{(f, v) \in T_{c}(f_{0}, f_{1})} J_{c}(f, v). \quad (14)
\]

It can be shown that if the cost eq. (13) is seen as a function of \((f, f_{0})\), that is, density and momentum, instead of \((f, v)\), it becomes a strictly convex functional of its variables. This can be easily checked by computing the Hessian of the functional. This is useful to prove the existence and unicity of the minimisation problem eq. (14). The unique argument \((f^{*}, v^{*})\) of the minimum will then be called the optimal interpolation.

A key result is that if \( T^{*} \) is the optimal transport map transporting \( f_{0} \) into \( f_{1} \), the density field at time \( t \) in \([0,1]\) of the optimal interpolation between \( f_{0} \) and \( f_{1} \) is given by

\[
    f_{t} = T_{t \#} f_{0} \quad \text{where} \quad T_{t} = (1-t)1_{E} + tT^{*}, \quad (15)
\]

that is, for all \( x \in E \), \( T_{t}(x) = (1-t)x + tT^{*}(x) \). Explicitly, we have

\[
    f_{t} = f_{0} \circ T_{t}^{-1} \circ \text{Jac}(T_{t}^{-1}) = f_{0} \circ T_{t}^{-1} \circ \frac{T_{t}}{\text{Jac}(T_{t}) \circ T_{t}^{-1}} \quad (16)
\]

Importantly, it can further be shown that, \((f^{*}, v^{*})\) and \( T^{*} \) being related by eqns. (10,11,12,15),

\[
    J(T^{*}) = J_{c}(f^{*}, v^{*}). \quad (17)
\]

Hence, \( W_{c}(f_{0}, f_{1}) \) coincides with the Wasserstein distance \( W(f_{0}, f_{1}) \). Therefore, this fluid mechanics formulation of the optimal transport problem could be used as a means to numerically solve it. This result is heuristically proven in Section 3 of Benamou and Brenier (2000). Note that the optimal map follows a linear interpolation between the identity \( 1 \) and \( T^{*} \). However, the density is interpolated in between \( f_{0} \) and \( f_{1} \) in a non-linear fashion.

Figure 2 illustrates a one-dimensional optimal transport problem defined on \( E = [0,1] \). The optimal transport solution is very different from the traditional linear interpolation solution.

We now focus on a peculiar one-dimensional problem which will also be of use in our radionuclide dispersion application.

2.3. Optimal transport in one dimension

Here, we suppose that \( d = 1 \) and \( E = \mathbb{R} \). We define the cumulative distribution function (cdf) for \( f_{i} \), \( i = 1,2 \) as

\[
    F_{i}(x) = \int_{-\infty}^{x} f_{i}(x) \, dx. \quad (18)
\]

Hence, we have \( \partial_{x} F_{i} = f_{i} \) and the cdfs are increasing function of \( x \). This enables the definition of their right-inverse by

\[
    \forall p \in [0,1], F_{i}^{-1}(p) = \inf \{ x \in \mathbb{R} \text{ such that } F_{i}(x) \geq p \}. \quad (19)
\]

possibly taking the values \( F_{1}^{-1}(0) = -\infty \) and \( F_{1}^{-1}(1) = \infty \). It can be shown that the optimal transport map from \( f_{0} \) to \( f_{1} \) is defined by

\[
    T = F_{1}^{-1} \circ F_{0}. \quad (20)
\]
and the Wasserstein distance is given by

$$W(f_0, f_1) = \int_0^1 \left\{ F_1^{-1}(p) - F_0^{-1}(p) \right\}^2 \, dp.$$  \hspace{1cm} (21)

A heuristic derivation is given in Appendix A.

This map is often referred to as an anamorphosis (Wackernagel, 2003). Because it is defined for one-dimensional problems and not two-dimensional (and higher) problems of relevance to this study, it cannot be used directly onto the pollutant fields for \(d \geq 2\). However, it can be used to define a weaker but nonetheless useful form of transport from one concentration field to another in any dimension.

### 2.4. Transport of concentration scales

Instead of transporting a whole field of concentrations, we focus on the definition of a palette, or grey scales, of concentrations and how to transport the palette of a concentration field into the palette of another concentration field. To do so, we need to measure the area in \(E\) where a density has values in between two bounds. Hence, we define for a subset \(A\) of \(E\) its measure

$$|A| = \int_A \, dx = \int_{E} 1_A(x) \, dx$$  \hspace{1cm} (22)

where \(1_A\) is the characteristic function of \(A\) which takes the value 1 for \(x\) in \(A\) and the value 0 outside of \(A\).

We assume that the \(f_i\) are defined on \(F_i \subset E\), two compact subsets, which is a valid assumption for the environmental applications we have in mind. We can define the palette \(G_i\) for \(f_i\) by

$$G_i : x \in \mathbb{R}^+ \mapsto \frac{f_i^{-1}(0, x]}{|F_i|} \in [0, 1],$$  \hspace{1cm} (23)

which is complementary to the classical notion of distribution function defined in integration theory. Specifically, \(G_i(x)\) is the normalised measure of \(f_i^{-1}(0, x]\), whose complement set \(f_i^{-1}([x, \infty[)\) is known as the \(1 - G_i(x)\)-highest posterior density of \(f_i\) in Bayesian statistics.

\(G_i\) is assumed to be regular enough. It can also be seen as the cdf of the probability density function (pdf) \(g_i\) defined by

$$g_i(x) = \lim_{h \to 0^+} \frac{|f_i^{-1}([x, x+h[)|}{h|F_i|}.$$  \hspace{1cm} (24)

Instead of considering the optimal transport from \(f_0\) to \(f_1\), we consider the one-dimensional optimal transport from \(g_0\) to \(g_1\). Hence, the optimal map is \(T = G_1^{-1} \circ G_0\). Consequently, the palettes are related by \(g_1 = T \# g_0\) or \(g_0 = T^{-1} \# g_1\).

Figure 3 illustrates the palette in the case of a Gaussian plume.

### 3. Algorithm and code

In this section, building mostly on Papadakis et al. (2014), we will briefly describe a numerical algorithm that allows to compute the optimal transport map and the related Wasserstein distance.
3.1. Algorithm

The main idea is to compute the optimal transport map by solving the fluid dynamics optimisation problem of Section 2.2 first. This optimisation problem is a continuous optimisation problem under constraints in dimension \( d + 1 \), where +1 accounts for the fictitious time dimension. One is looking for the pair \((f, v)\) which is admissible, that is, satisfying the continuity equation eq. (10) and the boundary conditions eqs. (11) and (12), and minimising the cost function \( J_c(f, v) \) of eq. (13).

One complication is due to the numerical discretisation of this fluid dynamics problem. A numerical solution of the continuity equation requires a definition of both the density field \( f \) and the momentum field \( m = fv \) on staggered grids. This allows an accurate representation of the derivatives in the continuity equation thanks to second-order centred differences. Yet the computation of the cost function requires both fields to be defined on the same grid. One way to properly discretise these equations is to introduce the same field twice, one for each grid, and add the constraint that the two numerical representations of this unique field are connected by an interpolation operator. This adds another constraint to the optimisation problem, which requires the fields to be defined on the centered and on the staggered grids. Figure 4 illustrates the centered and staggered grids with a typical one-dimensional setup \((d = 1)\).

The numerical cost to be minimised \( F \), as a function of the numerical discretisation of \((f, m)\) on both grids, has in fact been defined as the sum of:

- one term \( F_1 \) which consists of the cost function, discretisation of eq. (13), and of a penalty term that enforces the continuity equation and the boundary conditions. For the cost function and the boundary conditions, this term further decomposes into a sum of local terms, one for each site. These terms do not mix fields on the centered and staggered grids;
- one term \( F_2 \) which consists of the interpolation constraint between the fields defined on the two grids.

With the constraints encoded in the numerical cost function \( F \), it can be freely minimised with respect to both copies of the discretised fields.

There exists a class of optimisation algorithms in the applied mathematics literature that are meant to minimise cost functions that are sums of several terms of different type. The terms are minimised independently (which can be parallelised), and their interdependence is enforced via the iteration of the minimisation. Under mild assumptions, in particular the fact that the terms in the cost function are convex, these algorithms are guaranteed to converge. In Papadakis et al. (2014), the independent minimisations are performed using the so-called proximal operators that are generalisation of the gradient descent method. The proximal operators are also well adapted to the terms that enforce linear constraints such as the continuity equation. In that case, they coincide with projection operators onto the constraint set.

Several of these methods are advocated in Papadakis et al. (2014): the Douglas-Rachford solver (DR; Lions and...
As a result, the typical computational complexity per iteration of either our implementation of the DR or of the PD solver is $O(N^{d+1} \ln(N))$, where $N$ is number of grid cells along one spatial dimensional or along the fictitious time dimension (which could be nonetheless chosen differently from the space size). That is why such numerical solution of the optimal transport problem is costly. We will later observe that, in practice, the number of required iterations to convergence can be very significant but that an estimate of the Wasserstein distance can be nonetheless obtained with a much more limited number of iterations.

### 3.2. Mass conservation

As opposed to the physics and chemistry of radionuclides in the atmosphere, the optimal transport that we described so far conserves mass (of one species) as imposed by eq. (1). On short time scales, radionuclides are approximately conserved even in the presence of sources and sinks. However, we need to compare plumes with source terms that could significantly differ so that, in that case, mass conservation is unrealistic. To apply optimal transportation, we need both $f_0$ and $f_1$ to satisfy eq. (1), or at least the sufficient condition

$$\int_{\mathbb{E}} f_0(x) dx = \int_{\mathbb{E}} f_1(x) dx.$$  \hfill (25)

The simplest approach to this issue is to normalise the fields by their respective mass

$$\forall i = 1, 2 : \tilde{f}_i = \frac{f_i}{\int_{\mathbb{E}} f_i(x) dx}.$$  \hfill (26)

This approach focuses on the field variations and mass displacement but ignores the mass losses and injections.

We will also be interested in the fields $x \rightarrow \log(f_i(x))$ so as to emphasise the many scales in a plume of pollutant rather than only the peaks, which requires to define a threshold of concentration $f_{thr}$ below which the value is irrelevant. For these transformed fields, $\max(\log(f_i/f_{thr}), 0)$, one cannot guarantee that their integrals coincide even if the mass is physically conserved.

Another solution consists in changing the boundary conditions on $\partial \mathbb{E} \times [0, 1]$. Instead of imposing null flux conditions, we add a reservoir field defined on the domain boundary $\partial \mathbb{E}$. For instance, considering a one-dimensional problem $d=1$, with $\mathbb{E} = [0, 1]$, we would add a space variable at $x=0$ and one at $x=1$ as shown in Fig. 4. We assume that

$$\delta M = \int_{\mathbb{E}} f_0(x) dx - \int_{\mathbb{E}} f_1(x) dx \geq 0.$$  \hfill (27)
In case the opposite is true, we could exchange the role of \( f_0 \) and \( f_1 \) due to the reversibility of optimal transport (see Appendix B). At \( t = 0 \) the reservoir variables that lie on the boundary \( \partial E \) are set to zero (empty reservoir) so that the total mass in the domain is \( \int_{\partial f} f_0(x) \text{d}x \). The target density at \( t = 1 \) will coincide with \( f_1 \) on \( E \setminus \partial E \) and the mass contained in the reservoir on \( \partial E \) will be imposed to be \( \delta M \).

This represents another constraint in the optimisation method, that can be added as a third term \( F_3 \) in the cost function and which we have implemented using the DR solver following Pustelnik et al. (2011). For this optimal transport problem with specific boundary conditions, it would be desirable to confirm the existence, the uniqueness and the regularity of the solutions e.g. using the MTW conditions (Ma et al., 2005). However, this should not be an easy task since the final density is a distribution rather than a bounded regular function.

3.3. Code

All the schemes used in the algorithm rely heavily on basic linear algebra routines and on variants of the FFT. Those are handled well and efficiently by the python language. Our code was initially inspired by the MATLAB\textsuperscript{®} code (github.com/gpeyre/2013-SIIMS-ot-splitting) but later diverged significantly in terms of optimisation and new functionalities. Our python code is object-oriented and rely on several standard scipy library modules: scipy. fftpack, scipy.interpolate, scipy.integrate and numpy: numpy.linspace, numpy.meshgrid, numpy.tensordot, etc. that considerably accelerate the main algorithmic operations.

The code is not parallelised and run on a single CPU core. Most of the main steps of the algorithms could actually be parallelised to deal with higher dimensional spaces. As an indication, we give in Table 1 the wall-clock time taken to run \( 10^3 \) iterations of the DR and PD solvers for a \( d = 1 \) and a \( d = 2 \) optimal transport problems for several resolutions, using our code. The test is run on a single core of an Intel processor i5 at 2.5 GHz. As expected from the complexity analysis, these times scale roughly linearly with the problem size.

The code is available at cerea.enpc.fr/opttrans/.

4. Application to the Fukushima-Daiichi event

We apply the Wasserstein distance to several examples of model-to-model and model-to-data comparisons in the context of the atmospheric dispersion of cesium-137 from the FDNPP in March 2011.

4.1. Setup

We use the same model setup as in Winiarek et al. (2014). In particular the Polyphemus chemical transport model (Quélo et al., 2007) is run over a \( 120 \times 120 \) grid of resolution 0.05° × 0.05° and 15 vertical levels. The meteorological fields as well as the parameterisations used in the model, such as transport, wet and dry deposition, are described in Winiarek et al. (2014). We use the source term for cesium-137 estimated in Section 3.4 of the same article, as in Quérel et al. (2016).

Our optimal transport code can handle 1D and 2D fields. Hence, the 4D simulations of the radionuclides plumes, 3D in space plus the (real) time dimension, need to be projected onto a space of lower dimension. We have considered: (1) the activity concentrations at ground level and fixed time, with a threshold of \( 10^{-3} \text{Bq.m}^{-3} \), (2) the activity concentration averaged over the air columns at fixed time with a threshold of \( 10^{-5} \text{Bq.m}^{-3} \), (3) the deposition map of cesium-137 on the ground with a threshold of \( 10^5 \text{Bq.m}^{-2} \). A threshold is used whenever the logarithm of the activity concentrations is considered rather than the raw concentrations defined in linear scale.

4.2. Model-to-model comparisons

In order to emulate model error and to create situations where the double penalty effect applies, we perturb the simulation of Winiarek et al. (2014) by displacing the source term in space and in time. More precisely, we have considered nine simulations of the cesium-137 plume that differ by the position in space of the source and by the starting date of the same source term. Simulation with number \( k = 3 \times i + j \), has a source location shifted by \(-1, 0, 1\) degree in longitude depending on \( i = 0, 1, 2 \) respectively, and has a source term shifted in time by \(-3, 0, 3\) hours depending on \( j = 0, 1, 2 \) respectively. That makes 36 distinct simulation pairs where a comparison can be performed.

---

Table 1. Wall-clock time spent in seconds on \( 10^3 \) iterations of several optimal transport problems in \( d = 1 \) and \( d = 2 \) for the DR and PD solvers and for several resolutions

| Resolution | DR | PD | Resolution | DR | PD |
|------------|----|----|------------|----|----|
| \( 32^2 \) | 1.4 | 1.1 | \( 32^3 \) | 31.2 | 23.8 |
| \( 64^2 \) | 3.0 | 2.6 | \( 64^3 \) | 295.5 | 258.0 |
| \( 128^2 \) | 13.7 | 11.1 | \( 128^3 \) | 2970.5 | 2420.6 |
For the systematic study of all pairs, we either degrade the simulation resolution to $0.2^\circ \times 0.2^\circ$ on a $30 \times 30$ grid so that the related continuous optimal transport has coarse resolution $30^3$, or use the simulation grid $120 \times 120$, with a related continuous optimal transport that has high resolution $120^2 \times 30$. The coarse resolution experiments are considered because they exhibit a much faster convergence.

We use the PD optimisation method when the concentration fields to be compared are normalised to 1 and we use the DR optimisation method when the reservoir method is used instead to avoid normalisation of the fields. Also note that even with the DR optimisation method, the fields are normalised by the total mass of one simulation, typically the simulation that predicts the largest mass. Hence, we compare the two-dimensional pdf of dimensionless fields and the Wasserstein distance has the dimension of a distance.

We focus on the cesium-137 activity concentrations at ground level at 7:00 UTC on 25 March 2011 – during the release of a pollutant plume – using the logarithm of the concentrations for a stronger contrast (see Fig. 5). In Fig. 6, we consider each pair of simulation. We compute the Pearson correlation coefficient, the mean square error, the Wasserstein distance using normalisation or the reservoir approach, for both coarse and high resolutions.

The correlation tends to discriminate the simulations with distinct space shifts. This is supported by the computation of the main empirical orthogonal functions of the matrix of the correlation coefficients where the simulations with different spatial shift are seen to be dominant. The simulations that are similar according to the mean square

---

**Fig. 5.** Cesium-137 activity concentration at ground level at 7:00 UTC on 25 March 2011. The concentrations values are displayed in logarithmic scale using $\max(\log_{10}(c/c_{\text{thr}}),0)$, where $c$ is the activity concentration and $c_{\text{thr}} = 10^{-3}$ Bq m$^{-3}$ is the threshold. The plot of the simulation indexed by $3i+j$ is shown in row $i$ and in column $j$. Hence, simulations in the same row have the same source location and simulations in the same column have the same time shift.
error indicator are those with the same space shift and adjacent time shift. This is due to the fact that adjacent simulations have much bigger overlap region for the cesium-137 plume than non-adjacent simulations. This is a consequence of the relatively large space and time shifts we chose for the source. As opposed to the correlation and mean square error, the Wasserstein distance is much less discriminating. The permissiveness of the Wasserstein distance was expected and hoped for since it is meant to avoid the double penalty effect. However, it does discriminate simulations with different space shifts of the source location in the normalisation approach case, and simulations with distinct time shifts in the reservoir approach case. By contrast, the Wasserstein distance in the reservoir approach seems more discriminating than in the normalisation case as can be seen in Fig. 6. When computing the optimal interpolation and the associated cost, one expect the Wasserstein distance to be the sum of the cost of a long-range transport and the cost of small-range reorganisations. In this study, because of the relatively large shift, the cost of the long-range transport is greater than the cost of the reorganisation, which explains the behaviour of the Wasserstein distance with normalisation. Then, one remarks that, due to the relatively long time shift and the specific time chosen, the time shift greatly influences the total mass of pollutant on the map. Indeed, since we chose an instant during the release of a pollutant plume, simulations whose source term is delayed necessarily carry a lower mass of pollutant. Hence, when computing the optimal interpolation between two maps with different time shifts, most of the associated Wasserstein distance is ascribed to moving the extra mass into the reservoirs, which are very far. This explains the behaviour of the Wasserstein distance with reservoirs.

Moreover, we observe that the Wasserstein distance values in the coarse resolution case are quite close to the values of the Wasserstein distance in the high resolution case. Since the long-range transport dominates the small-range reorganisations in the Wasserstein distance, and because even a coarse resolution can capture the shape of

Fig. 6. Tables of indicators between two simulations. The mean square error (MSE) and the Pearson correlation coefficient (PCC) are displayed in the first column. The Wasserstein distance using the normalisation method \( W_n \) using high resolution (hr) or coarse resolution (cr) is displayed in the second column. The Wasserstein distance using the reservoir method \( W_r \) using high resolution (hr) or coarse resolution (cr) is displayed in the third column. The darker shades correspond to the highest matches (smallest values for the mean square error and the Wasserstein distance, and highest values for the correlation) and the dimmer shades correspond to the lowest matches (highest values for the mean square error and the Wasserstein distance, and smallest values for the correlation). The cell in the \( k \)-th row and \( l \)-th column compares simulation \( k \) to simulation \( l \) following to the simulation numbering described in Fig. 5.
long range transport, this was expected. This indicates that the cost of computing the Wasserstein distance between fields could be considerably alleviated by downgrading the resolution of the fields.

The use of the continuous optimal transport is illustrated in the high resolution case in Fig. 7, using the normalisation approach in two instances, and using the reservoir approach in a third instance.

Following our presentation of the optimal transport in dimension one in Section 2.3, we illustrate the use of the Wasserstein distance and the optimal transport between concentration histograms of three simulations. We have chosen to focus on simulations 4, 6 and 8 (see Fig. 5). Their activity concentration histograms are shown in Fig. 8 and the indicators between these simulations are reported in Table 2.

For these situations, the Wasserstein distance behaves similarly to the statistical indicators: the best match is found for simulations 6 and 8. This is a consequence of the big overlap region between these simulations (they share the same spatial position of the source). However, when looking at the maps on Fig. 5, simulations 4 and 6 look subjectively very similar and are quite different from simulation 8. Indeed, simulations 4 and 6 are characterised by a high activity concentration near the position of the source, which seems to have been advected eastward by the wind, whereas this advected pattern is absent in simulation 8. This is objectively confirmed when looking at the histograms of Fig. 8: the colour palette for simulation 8 is much higher in the highest concentration values than both palettes for simulations 4 and 6. This latter characteristic mostly impacts the Wasserstein distance between the colour palettes ($W_p$), hence the very small distance between 4 and 6. This shows that this quick-to-compute Wasserstein distance could be used as a reliable indicator to identify matches between patterns of the plumes.

4.3. Comparison to deposition data

As mentioned in the introduction, a cesium-137 activity deposition map has been extracted from the observation database of IRSN. These observations were obtained from airborne campaigns (Sanada et al., 2014) and soil sampling campaigns (Endo et al., 2012; Saito et al., 2015b). This map is shown in Fig. 9 using deposition values in logarithmic scale.

![Fig. 7. Illustration of the deformation induced by optimal transport of cesium-137 plumes at ground level at 7:00 UTC on 25 March 2011, between simulations 1 and 3 using normalisation (top panels), between simulations 1 and 6 using normalisation (middle panels), and simulations 1 and 6 using the reservoir technique (bottom panels). The deformation of the plumes are shown at five time steps, the first one being the concentration field of the first simulation, and the last one being the concentration field of the second simulation. The concentrations values are displayed in logarithmic scale using $\max(\log_{10}(c/c_{thr}),0)$, where $c$ is the activity concentration and $c_{thr} = 10^{-3}$ Bq.m$^{-2}$ is the threshold.](image-url)
Five simulations have been performed with several models and setups and possibly distinct source terms. The first simulation follows the setup of Winiarek et al. (2014) and is denoted Winiarek et al. in the following. The source term is partially based on the assimilation of observations. The other four simulations are taken from Quèrel et al. (2016) and are named IRSN 1 to IRSN 4. These simulations were chosen because of their wide range of behaviour with significantly different deposition patterns, with the goal to better characterise the behaviour of the Wasserstein distance. Our reference simulation inspired from Winiarek et al. (2014) complements this simulation ensemble. Configuration key parameterisations are given in Table 3. The corresponding cesium-137 deposition maps have been computed. They are displayed in Fig. 10 where a mask has been applied to set all simulated deposition values to zero wherever an observation is not available or lower than $10^4$ Bq.m$^{-2}$.

We have also considered zoomed deposition maps in the region where most of the deposited activity lies. They are shown in Fig. 11. In this region, it is interesting to use verification using linear scale depositions because the fields are not as multiscale as in the large scale maps.

In the context of this verification to deposition data, the reservoir approach is not physical. Penalising the extra mass by moving it to the boundary does not match any physical mass motion. Removing activity from the ground to help match two maps should not involve lateral boundary conditions as opposed to the same problem with radioactive plumes. The mean squared error (MSE), the Pearson correlation coefficient (PCC), and the Wasserstein distance ($W$) have been computed for the five simulations. Also note that, in order to allow a fair comparison of the large scale maps, all indicators have been computed by applying a filter to mask all data in the area where observed deposition is lower than $c_{\text{thr}} = 10^4$ Bq.m$^{-2}$. We did not apply this filter for the zoomed map since only a few grid cells would have been affected. The results are reported in Table 4 for the large scale maps using a logarithmic scale and for the zoomed maps using a linear scale.

With the linear scale, the simulation Winiarek et al. obtains the best MSE and PCC which is not a surprise since it is driven by a source term that has been obtained by inverse modelling using an MSE-like criterion. The Wasserstein distance consistently follows this trend and ranks the simulations in the same order as the MSE but in a smoother fashion because the double penalty of the MSE indicator is avoided. With the logarithmic scale, the Winiarek et al. simulation still has the best MSE, but it has the worst Wasserstein distance to the observation map. We have checked that this simulation is penalised by the western branch of the deposition pattern in the Nakadori Valley which is barely represented in the Winiarek et al. simulation. This branch is hard to simulate because it is highly dependent on meteorological and orographical effects. It is also penalised by the absence of significant deposition south and west of the Nakadori Valley. Hence, activity must be transported...
to match the observation pattern which has a significant cost. Differently, even if this branch is incorrectly represented, the other simulations do predict more significant activity deposited in this area, which can be transported in the optimal transport and yield a lower Wasserstein distance. This characteristic of the Wasserstein distance was hoped for. We observe that it can lead to a quite different conclusion than the MSE which could be dominated by activity peaks.

5. Conclusion
In this article, we have illustrated the use of the Wasserstein distance as a field-displacement-based indicator in order to compare fields of pollutants in the context of the radionuclide atmospheric release of the FDNPP accident. The Wasserstein distance was computed by solving the optimal transport problem in its fluid mechanics formulation, using proximal splitting algorithms such as the

![Image](https://via.placeholder.com/150)

Fig. 9. Observations of the cesium-137 activity deposited on the ground in logarithmic scale \( \max(\log_{10}(c/c_{th}), 0) \), where \( c \) is the activity concentration and \( c_{th} = 10^4 \text{Bq.m}^{-2} \) is the threshold. The dark grey pixels correspond to grid cells where the deposition value is known but lower than \( c_{th} \). The light grey pixels correspond to grid cells where the deposition value is below the limit of detection.

| Simulation | Rain | Source term | Granulometry |
|------------|------|-------------|--------------|
| IRSN 1     | WRF (Winiarek et al., 2014) | Saunier et al., 2013 | Jaenicke, 1982; maritime |
| IRSN 2     | radar (Saito et al., 2015a) | Saunier et al., 2013 | Jaenicke, 1982; urban |
| IRSN 3     | WRF (Winiarek et al., 2014) | Saunier et al., 2013 | Jaenicke, 1982; continental |
| IRSN 4     | radar (Saito et al., 2015a) | Saunier et al., 2013 | Jaenicke, 1982; urban |

| Simulation | Wet deposition velocity | In-cloud scavenging | Below-cloud scavenging |
|------------|-------------------------|---------------------|------------------------|
| IRSN 1     | (Zhang et al., 2001)    | Jylhä, 1991         | Neglected              |
| IRSN 2     | (Zhang et al., 2001)    | Roselle and Binkowski, 1999 | Quérel et al., 2014, and Blanchard, 1953 |
| IRSN 3     | 0.2 cm s\(^{-1}\)       | Roselle and Binkowski, 1999 | IRSN model |
| IRSN 4     | 0.2 cm s\(^{-1}\)       | Neglected            | Laakso et al., 2003    |
Primal-Dual algorithm and the Douglas-Rachford algorithm. In order to cope with situations where the mass is not conserved, we introduced two different approaches: the first one simply consists in normalising the fields whereas the second one expands the domain with reservoirs.

We use the Wasserstein distance as well as traditional statistical indicators to compare couples of simulations of the accidental cesium-137 dispersion, but also to verify five simulations against an observed cesium-137 deposition map. In these examples, the Wasserstein distance behaves

\[ \text{max}(\log_{10}(c/c_{\text{thr}}),0), \]

\[ c_{\text{thr}} = 10^6 \text{ Bq.m}^{-2} \] is the threshold for the observations, and five model simulations.

**Fig. 10.** Masked deposition maps of the cesium-137 activity in logarithmic scale \( \text{max}(\log_{10}(c/c_{\text{thr}}),0) \), where \( c \) is the activity concentration and \( c_{\text{thr}} = 10^6 \text{ Bq.m}^{-2} \) is the threshold for the observations, and five model simulations.

**Fig. 11.** Zoomed masked deposition maps of the cesium-137 activity in logarithmic scale \( \text{max}(\log_{10}(c/c_{\text{thr}}),0) \), where \( c \) is the activity concentration and \( c_{\text{thr}} = 10^6 \text{ Bq.m}^{-2} \) is the threshold for the observations, and five model simulations.
similarly to the traditional statistical indicators but seems to be less discriminating, which was expected as a consequence of the removal of the double penalty effect. We remarked and explained differences between the method using normalisation and the one using reservoirs. We observe that using the Wasserstein distance, the long-range transport cost dominates the small reorganisation cost. This enabled us to use coarse resolution to rapidly estimate the Wasserstein distance. Nevertheless, we also showed that the choice of the quantity scales (linear or logarithmic) remains critical in the context of atmospheric dispersion due to the many scales involved.

Finally, we also proposed to compute the Wasserstein distance between colour palettes, that we found to be a quick-to-compute and reliable indicator to match specific patterns in the fields.

The reservoir method we used in this study is a rather adhoc method constructed for the purpose of this study. Contrary to the simple but raw normalisation method, the information about the total mass of the pollutant plume is not lost. However, in some specific situations, the cost assigned to moving the mass excess to the reservoir is very high, leading to dramatically different values of the Wasserstein distance. Moreover, in some cases, one can doubt the physical meaning of the method. This approach could be improved. For instance, an extra reservoir variable representing soil could be attached to each space variable rather than only at the lateral boundaries. A substantial cost would be assign to moving masses to these new reservoir variables. This would account for the physical loss processes in the comparison of fields. This would require an extension of the mathematical technique, which is in principle feasible.

Finally, the algorithms we presented in this article could be parallelised. This implies that the method could be used with higher resolution or with more than two dimensions, allowing us to compare three-dimensional fields or even four-dimensional trajectories. Also note that these methods, that we used in the context of atmospheric dispersion, can be applied to other fields in geophysics, like for example meteorology, climate sciences, where field-displacement verification techniques are valuable tools.
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7. Appendix

7.1. Appendix A: One-dimensional optimal transport and anamorphosis

We consider the transport in dimension one defined by the cost eq. (7) and deterministic transport maps \( T : \mathbb{E} \rightarrow \mathbb{E} \) that transport \( f_0 \) into \( f_1 \), and where \( \mathbb{E} \) is a closed interval of \( \mathbb{R} \). Using the right-inverse eq. (19) of the cdfs eq. (18), we define a generic map which is assumed to be sufficiently regular

\[
T_h = F_1^{-1} \circ h \circ F_0,
\]

where \( h \) is differentiable map from \([0,1]\) to \([0,1]\). Let us see under which condition \( T_h \) transports \( f_0 \) into \( f_1 \), that is, if \( T_h \) satisfies eq. (5). We have

\[
\partial_x T_h = \frac{\partial_x (h \circ F_0) \partial_x (F_1^{-1}) \circ h \circ F_0}{\partial_x F_0 (\partial_x h \circ F_0)} = \frac{f_0}{f_1 \circ T_h} \partial_x h \circ F_0,
\]

For eq. (5) to be satisfied, we need \( |\partial_x h \circ F_0| = 1 \) over \( \mathbb{E} \) or \( |\partial_x h| = 1 \) over \([0,1]\). Hence \( h \) is the identity over \([0,1]\), so that under sufficiently regular conditions, the only admissible transport map is

\[
T = F_1^{-1} \circ F_0.
\]

| Simulation          | large scale, logarithmic scale | zoom, linear scale |
|---------------------|-------------------------------|-------------------|
|                     | MSE | PCC | [km] | MSE \( \times 10^6 \text{Bq.m}^{-2} \) | PCC | [km] |
| Winiarek et al.     | 0.017 | 0.73 | 69.0 | 0.522 | 0.76 | 20.1 |
| IRSN 1              | 0.020 | 0.77 | 24.1 | 7.72 | 0.40 | 39.1 |
| IRSN 2              | 0.023 | 0.78 | 28.8 | 18.0 | 0.39 | 38.3 |
| IRSN 3              | 0.026 | 0.79 | 30.0 | 3.79 | 0.41 | 43.2 |
| IRSN 4              | 0.024 | 0.69 | 36.0 | 20.8 | 0.37 | 41.3 |
Moreover, we have
\[
W(f_0, f_1) = \int \kappa (T(x) - x)^2 f_0(x) \, dx
\]
\[
= \int \kappa (T(x) - x)^2 dF_0(x)
\]
\[
= \int_{[0,1]} \{F_1^{-1}(p) - F_0^{-1}(p)\}^2 dp
\]
which yields eq. (21).

7.2. Appendix B: Reversibility of optimal transport

The optimal transport is reversible in time. The property is desirable and has been checked numerically in our experiments.

Let us first show that the optimal map \( T_{01} \) that transports \( f_t \) to \( f_0 \) is the inverse of the optimal map \( T_{10} \) that transports \( f_0 \) to \( f_1 \). For any map \( T \) in \( T(f_0,f_1) \), we can make the change of variable \( y = T(x) \) in eq. (6)
\[
J(T) = \int_{\mathbb{R}^n} \|T(x) - x\|^2_2 f_0(x) \, dx
\]
\[
= \int_{\mathbb{R}^n} \|y - T^{-1}(y)\|^2_2 f_1(y) \, dy.
\]
which implies that \( T_{01} = T_{10}^{-1} \) by the unicity of the optimal transport map.

Next, we can rewrite the optimal map that transports \( f_1 \), rather than \( f_0 \), to \( f_t \) and obtain
\[
f_t = T_{t0} \# f_0 = T_{t0} \# (T_{01} \# f_1) = (T_{t0} \circ T_{01}) \# f_1
\]
\[
= ((1 - t)1_{[0,1]} + t1_{[1,2]}) \circ T_{01} \# f_1
\]
\[
= ((1 - t)1_{[0,1]} + t1_{[1,2]}) \# f_1.
\]
To summarise, we have the reversibility relationship
\[
f_t = T_{t0} \# f_0 = T_{1t} \# f_1,
\]
where
\[
T_{1t} = (1 - t)T_{t0}^{-1} + t1_{[1,2]}.
\]
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