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ABSTRACT: The Starshot lightsail project aims to build an ultralight spacecraft ("nanocraft") that can reach Proxima Centauri b in approximately 20 years, requiring propulsion with a relativistic velocity of \( \sim 60,000 \) km/s. The spacecraft’s acceleration approach currently under investigation is based on applying the radiation pressure from a high-power laser array located on Earth to the spacecraft lightsail. However, the practical realization of such a spacecraft imposes extreme requirements on the lightsail’s optical, mechanical, thermal properties. Within this work, we apply adjoint topology optimization and a variational autoencoder-assisted inverse design algorithm to develop and optimize a silicon-based lightsail design. We demonstrate that the developed framework can provide optimized optical and opto-kinematic properties of the lightsail. Furthermore, the framework opens up the pathways to realizing a multi-objective optimization of the entire lightsail propulsion system, leveraging the previously demonstrated concept of physics-driven compressed space engineering.
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INTRODUCTION

Radiation pressure—the momentum exchange between incident electromagnetic waves and the object—is an essential phenomenon for many applications, such as optical tweezers and solar sail-assisted space travel. One of the most notable efforts to realize a lightsail space mission is IKAROS (interplanetary kite-craft accelerated by radiation of the sun). The IKAROS spacecraft leverages the radiation pressure from the sunlight, achieving the maximum velocity of 400 m s\(^{-1}\). The Starshot Breakthrough initiative has been recently initiated as an ambitious Starshot lightsail project, which aims at building an ultralight nanocraft that can reach Proxima Centauri b in about 20 years. The Starshot mission targets the development of the space “nanocraft” that can achieve a relativistic speed of \( \sim 60,000 \) km s\(^{-1}\) (20% of the speed of light) utilizing the optical force from the high-power laser array located on Earth. The development of the Starshot nanocraft design is a multi-objective problem, which requires optimization over the interdisciplinary domain to meet the extreme requirements for its optical, thermal, and mechanical properties. To reach the aforementioned relativistic velocity, the lightsail should have (i) an extremely low mass density (less than 1 g per 10 m\(^2\) surface area), (ii) a broadband reflectivity within the Doppler-shift bandwidth, and (iii) a low optical absorption coefficient (absorptivity less than \( 10^{-5} \)).

Although the requirement of the absorption can be addressed by choosing the suitable material and the working wavelength of the laser source, the mass and optical properties should be optimized by minimizing the acceleration distance \( D \) that involves a tradeoff between broadband reflectivity and the total mass of the lightsail. Previously, it has been demonstrated that silicon photonic crystal structures with simplified geometries could be optimized to provide \( D \sim 4 \times 10^9 \) m. Then, the inverse design utilizing the method of moving asymptotes has been adapted to design the lightsail with the specific goal of minimizing \( D \). Surprisingly, the inverse design framework that allowed optimizing the device performance with at least \( 10^4 \) spatial design variables converged to a simple, almost intuitive one-dimensional subwavelength grating, providing up to 50% improvement of the lightsail’s optical/mass properties \( D \sim 1.9 \times 10^9 \) m.

Recently, machine and deep learning algorithms have emerged as powerful tools for solving inverse design problems in nanophotonics through optimization of shape/topologies of the sub-diffraction resonant photonic/plasmonic elements—
It has been demonstrated that generative networks could be efficiently coupled to conventional optimization frameworks, such as metaheuristic and gradient descent algorithms, to address multi-objective nanophotonic problems. In this work, we apply two approaches to optimize lightsail design to meet mass/refluence objectives. The first approach adapts traditional adjoint topology optimization (TO) to maximize the broadband reflectivity of a silicon metastructure over Doppler-shift bandwidth. The second approach leverages an autoencoder-based generative network trained on the initial set of topology-optimized lightsail designs, using it for rapid sampling of the optimized free-form metastructures for the Starshot lightsail.

**METHODS AND RESULTS**

**Topology Optimization of Lightsail Design.** The ideal lightsail, due to its high reflectivity, should enable effective propulsion of the nanocraft via momentum transfer from incident laser radiation at wavelength $\lambda_0$. The critical point to consider is the Doppler shift of the photons of the incident laser ($\lambda_f = 1.22\lambda_0$), arising due to the lightsail acceleration to its target velocity ($v_f = 0.2c_0$). Hence, the first optimization objective is to maximize the reflectivity within the Doppler-shift bandwidth $\lambda \in [\lambda_0, 1.22\lambda_0]$. Another objective of the optimization is to minimize the total mass of the nanocraft (sail and payload), which is essential from the point of view of the energy/size requirement for the Earth-based laser array.

The latter objective can be met by designing a lightsail with a minimal acceleration distance ($D$)—a total distance required by the nanocraft to reach $v_f$. $D$ accounts for the tradeoff between the optical (reflectivity) and kinematic (mass) properties of the lightsail and can be approximately assessed as:

$$D = \frac{m_Sc_0}{2I_0S} \int_0^{v_f} \frac{\nu d\nu}{\left(1 - \frac{v}{v_f}\right)^2 \left(1 - \left(\frac{v}{c_0}\right)^2\right)^2}$$

where $m_S = m_{sail} + m_{payload}$ is the total mass of the nanocraft, $I_0$ is the laser intensity, $S$ is the lightsail surface area, and $c_0$ is the free-space speed of light. Integration in eq 1 is carried out over the velocity ($\nu$) range from zero to the target velocity $v_f$.

In this work, we adapt an adjoint TO to maximize the broadband reflectivity of a silicon metastructure over Doppler-shift bandwidth. Once the TO run is executed, the performance of each design is assessed with corresponding values of $D$. In more detail, the TO aims at maximizing the overlap integral between the field distributions calculated just above the optimization region ($z = z_0$) (Figure 1a) during the forward $[E_{fwd}, H_{fwd}]$ and adjoint $[E_{adj}, H_{adj}]$ simulation runs. This integral defines the figure of merit (FoM) function, formally written as:

$$\int [E_{fwd}^* H_{fwd} - E_{adj}^* H_{adj}] dz$$

The critical point to consider is the Doppler shift of the photons of the incident laser ($\lambda_f = 1.22\lambda_0$), arising due to the lightsail acceleration to its target velocity ($v_f = 0.2c_0$). Hence, the first optimization objective is to maximize the reflectivity within the Doppler-shift bandwidth $\lambda \in [\lambda_0, 1.22\lambda_0]$. Another objective of the optimization is to minimize the total mass of the nanocraft (sail and payload), which is essential from the point of view of the energy/size requirement for the Earth-based laser array.

The latter objective can be met by designing a lightsail with a minimal acceleration distance ($D$)—a total distance required by the nanocraft to reach $v_f$. $D$ accounts for the tradeoff between the optical (reflectivity) and kinematic (mass) properties of the lightsail and can be approximately assessed as:

$$D = \frac{m_Sc_0}{2I_0S} \int_0^{v_f} \frac{\nu d\nu}{\left(1 - \frac{v}{v_f}\right)^2 \left(1 - \left(\frac{v}{c_0}\right)^2\right)^2}$$

here $m_S = m_{sail} + m_{payload}$ is the total mass of the nanocraft, $I_0$ is the laser intensity, $S$ is the lightsail surface area, and $c_0$ is the free-space speed of light. Integration in eq 1 is carried out over the velocity ($\nu$) range from zero to the target velocity $v_f$.

In this work, we adapt an adjoint TO to maximize the reflectivity of free-form silicon metastructures within the Doppler-shift bandwidth. Once the TO run is executed, the performance of each design is assessed with corresponding values of $D$.

In more detail, the TO aims at maximizing the overlap integral between the field distributions calculated just above the optimization region ($z = z_0$) (Figure 1a) during the forward $[E_{fwd}, H_{fwd}]$ and adjoint $[E_{adj}, H_{adj}]$ simulation runs. This integral defines the figure of merit (FoM) function, formally written as:

$$\int [E_{fwd}^* H_{fwd} - E_{adj}^* H_{adj}] dz$$

The critical point to consider is the Doppler shift of the photons of the incident laser ($\lambda_f = 1.22\lambda_0$), arising due to the lightsail acceleration to its target velocity ($v_f = 0.2c_0$). Hence, the first optimization objective is to maximize the reflectivity within the Doppler-shift bandwidth $\lambda \in [\lambda_0, 1.22\lambda_0]$. Another objective of the optimization is to minimize the total mass of the nanocraft (sail and payload), which is essential from the point of view of the energy/size requirement for the Earth-based laser array.
Discretizing the unit cell into the binary material distributions \( \epsilon \) via the product of the binarization function each 50th iteration. The reduction of the computational cost is achieved by applying the Born approximation, representing the first-order variance of the permittivity function within each pixel as a set of independent (induced) point dipoles. This approximation, in turn, allows calculating the gradient of the FoM function within each pixel as a set of independent (induced) point dipoles. The brute force approach would require \( 2^{N_x \times N_y} \) permutations to calculate the gradient of FoM at each iteration. In contrast, the adjoint TO formalism allows significantly reduce the number of simulation runs needed to determine the spatial distribution of the FoM gradient down to two per iteration (forward and adjoint). This reduction of the computational cost is achieved by applying the Born approximation, representing the first-order variance of the permittivity function within each pixel as a set of independent (induced) point dipoles. This approximation, in turn, allows calculating the sensitivity of the FoM function to any possible perturbation via the product of the Green tensors, the reciprocal theorem to the Green tensors, the final form of the spatial distribution of the wavelength-dependent gradient of FoM is expressed as a product of the \( E \)-fields inside the structure, obtained from the forward and adjoint simulation steps

\[
\frac{\partial \text{FoM}}{\partial \epsilon} \bigg|_{\epsilon_{x,y},\lambda} = 2\epsilon_0\Delta \nu V \Gamma(\lambda) \mathbf{E}^{\text{bd}}(x, y, \frac{d}{2}, \lambda) \mathbf{E}^{\text{adj}}(x, y, \frac{d}{2}, \lambda) \]  

where \( \Gamma(\lambda) \) is the conjugated wavelength-dependent complex reflection coefficient, \( \Delta V \) is the volume of the grid cell of the optimization region, \( \epsilon_0 \) is the free-space permittivity, \( \omega = \frac{2\pi}{\lambda} \) is the frequency of the incident light, and \( d \) is the thickness of the metastructure. Finally, to optimize the broadband response of the lightsail, we calculate the total gradient as a weighted sum over all discrete wavelength values of eq 3 as

\[
\frac{\partial \text{FoM}}{\partial \epsilon} \bigg|_{\epsilon_{x,y},\lambda} = \sum_{i=1}^{N} \left(1 - |r(\lambda_i)|^2\right) \frac{\partial \text{FoM}}{\partial \epsilon} \bigg|_{\epsilon_{x,y},\lambda_i}
\]

where \( N \) is the number of wavelengths taken within the Doppler-shift bandwidth.

We optimize a sub-diffractive silicon metastructure with a thickness of 110 nm and two cases of periodicity: case 1, \( p = \{800, 266 \text{ nm}\} \) and case 2, \( p = \{1010, 336 \text{ nm}\} \). Setting the working wavelength of the incident laser to \( \lambda_0 = 1.2 \text{ \mu m} \) gives the Doppler-shift range, \( \lambda \in [1.2, 1.464 \text{ \mu m}] \). Figure 1b shows the convergence of reflectivity averaged over the Doppler-shift bandwidth during the TO run. The optimization region is discretized into a 100 \times 100 optimization grid. Initially, the material distribution in the optimization region is set to be a random, smooth dielectric function (Figure 1c, top). At the same time, with the progress of the TO run, it converges to a binary material distribution (Figure 1c, bottom) after applying the binarization function each 50th iteration. The filtering procedures eliminate sub-25 nm features, while robustness control also applied during the TO ensures that the final design is insensitive to fabrication perturbations. Rigorous coupled-wave analysis is used for forward and adjoint simulations. The values of \( p_x \) have been taken based on TO analysis made prior to the main optimization cycle. Each TO run targeted maximization of reflectivity at \( \lambda_0 \). Specifically, we conducted 20 TO runs per \( p_x \) in the range of \( p_x \in [600, 1200 \text{ nm}] \), while keeping \( p_y \) constant at \( p_x/3 \). The analysis showed that reflectivity had a maximum at 800 nm and significantly dropped at \( p_x \) below 800 nm and above \( \sim 1000 \text{ nm} \). Therefore, we have chosen two limiting cases of \( p_x = \{800, 1010 \text{ nm}\} \).
Notice that the case of \( px = 1010 \text{ nm} \) matches the period in ref 8. In both cases, we optimized 800 lightsail designs. Performance of an optimized design is assessed with corresponding acceleration distance \( D \). We consider the realistic values of the payload mass (\( m_{\text{payload}} = 10 \text{ g} \)), the total area of lightsail (\( S = 10 \text{ m}^2 \)), the intensity (\( I_0 = 10^{12} \text{ W/m}^2 \)), and wavelength (\( \lambda_0 = 1.2 \mu\text{m} \)) of the incident laser beam. Figure 1d shows the acceleration distance versus mean reflectivity map of the optimized designs for cases 1 and 2. The figure indicates that case 1 provides a much higher mean reflectivity of the lightsail design; however, a larger filling factor of the silicon inside the unit cell leads to moderate values of \( D \). The design with the highest reflectivity (\( R = 0.95 \)) and the lowest acceleration distance (\( D = 4.59 \times 10^9 \text{ m} \)) is shown with the green marker in Figure 1d. The blue marker is used for the design with the lowest acceleration distance in the set, respectively, while the gray marker shows the position of case 1 design with the highest reflectivity. The best design within the optimized set reaches the acceleration distance, as small as \( D = 1.9 \times 10^9 \text{ m} \) with a reflectance of \( R = 0.81 \) (red marker). Corresponding material distributions inside the unit cells are shown in Figure 1e. The top figure corresponds to case 1, gray marker; the middle unit cell configuration shows the design of case 1 (blue marker). The lower unit cell corresponds to case 2 (red marker). The figure demonstrates that the adjoint TO converges to a simple 1D grating-type structure, similar to the method of moving asymptotes that aims at minimization of \( D \) directly. Figure 1f shows corresponding reflectivity spectra of optimized lightsail designs. The figure confirms that the designs show similar spectral distributions of the reflection coefficient in all cases, which is the result of general topological similarity within the unit cell (all of them are just variations of 1D silicon gratings).

**Generative Network-Based Approach for Lightsail Design Optimization.** The second approach that we apply to the lightsail design is a TO hybrid scheme with a variational autoencoder (VAE). This framework consists of two steps: (i) construction of the compressed space of the optimization problem via training of the VAE network on TO lightsail designs and (ii) TO of the lightsail designs based on initial conditions sampled by a pre-trained network. The VAE network includes two coupled neural networks, an encoder, and a decoder (see, Figure 2a). The encoder is a network with an input layer of 100 \( \times \) 100 dimensions, a hidden dense...
layer containing 512 neurons with the ReLU activation function, and a batch normalization layer. The decoder has an inverted structure to the encoder, two layers with 512 neurons, and an output layer. The structure of both networks is shown in Figure 2b. Specifically, the VAE network learns how to compress real space designs \((x)\) in a 30-dimensional compressed space \((z)\) and then reconstruct them \((\hat{x})\). The VAE is trained by minimizing both the reconstruction loss of a design \(\mathcal{L}(x, \hat{x})\) and the Kullback–Leibler divergence loss \(\text{KL}(q(z|x)\|p(z))\) during the training process. The sampling of a latent variable with the Gaussian distribution is realized by re-parameterization of the encoder. The priors, \(p(z)\), and the recognition model, \(q(z|x)\), are assumed to be under the normal distribution. The main challenge during the training of the VAE is that the derivatives cannot be directly calculated on the stochastic nodes to properly backpropagate the error for the training of the network. The sampling of a latent variable with the Gaussian distribution is realized by re-parameterization of \(z = \mu + \sigma \epsilon\), where \(\epsilon \sim N(0,1)\) and \((\mu, \sigma)\) are parameters of the encoder. This re-parameterization allows to calculate their derivatives with respect to \(\mu\) and \(\sigma\) and use \(\epsilon\) as an additional input parameter sampled during each training epoch.\(^{28}\)

Although the reconstruction loss determines the ability of the network to reconstruct the original design correctly, the latter defines the deviation of the recognition distribution (obtained with the model data) from the pre-defined prior. The priors, \(p(z)\), and the recognition model, \(q(z|x)\), are shown in Figure 2b. The labels show mean reflectivity spectra of the periodic designs due to similar reactivity values; however, due to a higher filling ratio of the unit cell, it provides relatively large values of the acceleration distance. The best design in the set gives \(D = 3.4 \times 10^9\) m and \(R = 0.88\) (blue star marker), while the design with the best tradeoff between acceleration distance and reflectivity ensures \(D = 4.31 \times 10^9\) m and \(R = 0.94\) (gray star marker). The best design in the case 2 periodicity ensures \(D = 1.9 \times 10^9\) m and \(R = 0.81\) (red star marker), which are identical to the direct TO results. Figure 3c shows the VAE-sampled designs set has a narrow distribution compared to VAE-TO designs with the median at \(D = 1.34 \times 10^{10}\) m and the interquartile range between \(7.41 \times 10^9\) and \(7.41 \times 10^{10}\) m, while the best design in the set ensures \(D = 2 \times 10^9\) m. The VAE-TO design set has a median at \(D = 1.9 \times 10^9\) m and \(R = 0.94\) (gray star marker). The best design in the case 2 periodicity ensures \(D = 1.9 \times 10^9\) m and \(R = 0.94\) (gray star marker). The best design in the case 2 periodicity ensures \(D = 1.9 \times 10^9\) m and \(R = 0.94\) (gray star marker). The best design in the case 2 periodicity ensures \(D = 1.9 \times 10^9\) m and \(R = 0.94\) (gray star marker).

**DISCUSSION AND CONCLUSIONS**

In this work, we implemented two different inverse design frameworks for optimizing lightsail design for the Starshot space exploration mission. We applied the adjoint TO and VAE-TO hybrid frameworks to optimize two distinct cases of bi-periodic silicon metastructures that can satisfy optical and weight constraints for the lightsail nanocraft. When the acceleration distance is used as the main criterion, the inverse optimization algorithms of both frameworks converge to a simple, intuitive one-dimensional photonic grating with an acceleration distance of \(D = 1.9 \times 10^9\) m and mean reflectivity around 0.81. Notably, this result is identical to the design obtained with the method of moving asymptotes, which targeted optimization of acceleration distance directly.\(^{5}\) Such a simple solution to the problem results from an extreme mass constraint, which demands a low filling ratio of the material inside the unit cell. Moreover, we demonstrate that the lightsail design with extremely high broadband reflectivity within the Doppler-shift bandwidth, along with moderate acceleration distances, can be obtained as well. We envision that taking into account additional optimization constraints, such as stability and/or thermal properties of the lightsail, will inevitably deviate the optimal solution from one-dimensional grating-type structures toward a more complex topology, which should provide a balance between optical, kinematic, mechanical, and thermal properties of the lightsails.\(^{10–13}\) Such optimization will require multi-objective optimization over enlarged optimization spaces. Previously, it has been demonstrated that autoencoder-assisted inverse design frameworks can be...
efficiently applied to multi-objective optimization problems. These approaches could be used for global optimization via hybridization with different heuristics algorithms, including frameworks that allow sampling globally optimized solutions by leveraging classical and quantum quadratic unconstrained binary optimization solvers. The developed VAE-TO framework opens the way to realize the multi-objective optimization of the lightsail design employing the previously proven concept of physics-driven compressed space engineering.
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