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Abstract. In an era where scientific experiments can be very costly, multi-fidelity emulators provide a useful tool for cost-efficient predictive scientific computing. For scientific applications, the experimenter is often limited by a tight computational budget, and thus wishes to (i) maximize predictive power of the multi-fidelity emulator via a careful design of experiments, and (ii) ensure this model achieves a desired error tolerance with confidence. Existing design methods, however, do not jointly tackle objectives (i) and (ii). We propose a novel stacking design approach which addresses both goals. Using a recently proposed multi-level Gaussian process emulator model, our stacking design provides a sequential approach for designing multi-fidelity runs such that a desired prediction error of $\epsilon > 0$ is met under regularity conditions. We then prove a novel cost complexity theorem which, under this multi-level Gaussian process emulator, establishes a bound on the computation cost (for training data simulation) needed to ensure a prediction bound of $\epsilon$. This result provides novel insights on conditions under which the proposed multi-fidelity approach improves upon a standard Gaussian process emulator which relies on a single fidelity level. Finally, we demonstrate the effectiveness of stacking designs in a suite of simulation experiments and an application to finite element analysis.
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1. Introduction. With recent developments in scientific computing and mathematical modeling, computer experiments have now become an essential tool in solving many scientific and engineering problems. These experiments, which typically solve complex mathematical models representing reality, are useful in applications which are prohibitively expensive or infeasible for direct experimentation. Such virtual experiments have now been successfully applied in a broad range of problems, from nuclear physics [9] to rocket design [25]. As the science becomes more sophisticated, however, such simulations can become prohibitively costly for parameter space exploration. A popular solution is emulation [34], which makes use of a carefully designed training set from the simulator to build an efficient predictive model that emulates the expensive computer code. Popular emulator models include the Gaussian process (GP) model [33, 6, 13], neural networks [38, 28] and polynomial chaos methods [46], all of which have demonstrated successes in various areas of application. In the following, we will focus on GP-based emulators.

For full-scale complex scientific systems, however, it is often the case that the training data needed to train an accurate emulator model can be prohibitively expensive to generate from
the simulator. One way to address this is via multi-fidelity emulation, which supplements the costly high-fidelity (or high-accuracy) simulation dataset with less expensive lower-fidelity (or lower-accuracy) approximations for fitting the emulator model. The idea is that, by leveraging useful information from cheaper lower-fidelity simulations to enhance predictions for the high-fidelity model, an accurate multi-fidelity emulator can be trained with fewer high-fidelity runs and thus lower simulation costs. The usefulness of this multi-fidelity emulation framework has led to much work in recent years. A popular framework is the Kennedy-O’Hagan (KO) model [19], which models a sequence of computer simulations from lowest to highest fidelity using a sequence of Gaussian process (GP) models linked by a linear autoregressive framework. Recent developments on the KO model include [31, 20, 22, 21, 29, 17] (among many others), which investigated modeling strategies for efficient posterior prediction and Bayesian uncertainty quantification. For multi-fidelity simulators controlled by a single mesh parameter (e.g., mesh density in finite element analysis), [41] proposed a non-stationary GP model which leverages data at different mesh densities to predict the highest-fidelity simulation at the finest mesh. This has been further developed in subsequent works for multi-stage emulation [18] and black-box optimization [15].

Despite this body of work, there remains important unresolved needs, particularly on the design of such multi-fidelity experiments for cost-efficient emulation. In modern scientific computing problems, the experimenter is often limited by a tight computational budget dictated by available computing resources for a project; see, e.g., [3]. Given such constraints, one thus wishes to (i) maximize predictive power of the multi-fidelity emulator via a careful design of experiments, and (ii) ensure the resulting emulator achieves a desired prediction error bound with confidence. This allows for verifiable and cost-efficient emulation, which then translates to precise scientific inference given a computational budget. Despite its importance, however, there is little work to our knowledge on design methods for multi-fidelity emulators which jointly tackles objectives (i) and (ii). We thus propose a novel stacking design framework which aims to jointly address (i) and (ii).

In what follows, we let $f_l(x)$ denote the scalar (deterministic) simulation output of the computer code with input parameters $x \in \Omega \subseteq \mathbb{R}^d$ and at fidelity level $l$. In finite element analysis (FEA), this fidelity level may reflect the underlying mesh density of the numerical simulator. We further suppose that, as fidelity level $l$ increases, the simulated output $f_l(x)$ approaches a limiting solution of $f_\infty(x)$, the desired “exact” solution of the simulator. In practice, this exact solution often cannot be simulated numerically; for example, the limiting solution for finite element analysis (i.e., at an infinitely dense mesh density) often cannot be computed numerically. Our proposed method makes use of a recent Multi-Level GP (MLGP) emulator model in [7], which leverages simulated data of multiple fidelities to train a GP emulator for predicting the desired limiting solution $f_\infty(x)$.

With the MLGP emulator, the proposed stacking design aims to carefully choose the multi-fidelity experimental runs, such that a desired prediction bound of $\epsilon > 0$ is ensured between the MLGP predictor and the desired solution $f_\infty(\cdot)$. This is achieved by iterating the following sampling steps. First, for a fixed number of sampled fidelity levels $L$, we show that the MLGP provides an easy-to-evaluate expression for allocating sample sizes over each fidelity level. After performing runs with these sample sizes in a space-filling fashion, we then derive a novel stopping rule for deciding, under regularity conditions, whether the number of levels
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Figure 1. Visualizing the stacking behavior of the proposed stacking designs for a jet engine turbine blade application investigated later. (Top) The proposed stacking designs at \( L = 4 \) fidelity levels, over four sequential design stages (from left to right). (Bottom) The corresponding sample sizes at the \( L = 4 \) fidelity levels, over four sequential design stages (from left to right).

\( L \) is sufficiently large for achieving the desired error bound \( \epsilon \). If \( L \) is not large enough, we then increment \( L \) and repeat the above design step. The resulting sequential design procedure creates a “stacking” effect, where design points are stacked on at each fidelity level until the stopping rule is satisfied, at which point the desired prediction bound \( \epsilon \) is satisfied under regularity conditions. This stacking behavior is visualized in the bottom of Figure 1, where we see the “stacking” of sample sizes at each fidelity stage as the sequential design progresses.

The proposed stacking designs are inspired by a similar sequential approach for multi-level Monte Carlo (MLMC; see [11]), which aims to provide cost-efficient error control for multi-level Monte Carlo simulations. We then demonstrate the effectiveness of the proposed stacking designs (in terms of cost efficiency and error guarantees) in a suite of simulation experiments and an application to finite element analysis.

A key novelty of our work is a new cost complexity theorem which, under the MLGP model, establishes a bound on the required computation cost (for training data generation) needed to ensure the desired prediction bound \( \epsilon \). Such a result sheds useful insight on when multi-fidelity emulation may be most (or least) effective given a computation cost budget. As a corollary, we then show that the presented multi-fidelity approach yields provably improved predictions over a standard single-fidelity GP emulator, under intuitive conditions on the error decay and cost complexity of the multi-fidelity simulator. These results are again inspired by existing work in MLMC for characterizing the cost complexity of multi-level Monte Carlo estimators.
To our knowledge, there has been little work on extending such results for characterizing cost complexity of multi-fidelity computer experiments; we aim to address this gap here.

The paper is organized as follows. Section 2 introduces the MLGP emulator model in [7]. Section 3 presents the proposed stacking designs in several steps. Section 4 discusses a cost complexity theorem for the MLGP. Section 5 investigates the effectiveness of stacking designs via a suite of simulation studies and an application to FEA. Section 6 concludes the paper. Proofs and code for reproducing numerical results are provided in Supplemental Materials.

2. Multi-Level Surrogate Modeling. We first introduce the multi-level Gaussian process emulator recently proposed in [7], which we leverage later for our stacking designs. Again, let \( f_l(x) \) denote the scalar simulation output of the computer code, with input parameters \( x \in \Omega \subseteq \mathbb{R}^d \) and at fidelity level \( l \). In what follows, we assume that \( L \) distinct fidelity levels have been sampled for training data, where a larger fidelity level indicates a higher fidelity (or higher accuracy) simulator with higher computational costs per run.

The goal then is to construct an efficient surrogate model, with uncertainty quantification, for the highest-fidelity (and thus most expensive) simulation code \( f_L(x) \). Suppose, for \( l \)-th fidelity level, simulations are performed at the design points \( X_l = \{ x^{[l]}_i \}_{i=1}^{n_l} \), where the sample size \( n_l \) varies for different fidelity levels \( l \). This yields the simulation outputs \( f|_{X_l} = (f_l(x))_{x \in X_l} \), where \( f|_{X} \) denotes the vector of outputs for \( f(x) \) at design points \( x \in \mathcal{X} \). For this multi-level emulator, we further assume that the designs \( X_l \) are sequentially nested, i.e.,

\[
X_L \subseteq X_{L-1} \subseteq \cdots \subseteq X_1 \subseteq \Omega,
\]

In other words, design points run for a higher fidelity simulator will be contained within the design points run for a lower fidelity simulator.

With this, the multi-level Gaussian process (MLGP) surrogate model from [7] is constructed as follows. Note that the high-fidelity response surface \( f_L \) can be decomposed as \( f_L = \sum_{l=1}^{L} (f_l - f_{l-1}) \), where \( f_0 \equiv 0 \). A probabilistic surrogate model for \( f_L \) can be formulated as:

\[
f_L(x) = \sum_{l=1}^{L} Z_l(x).
\]

Here, \( Z_l = f_l - f_{l-1} \) can be viewed as the discrepancy between the \((l-1)\)-th and \(l\)-th code, capturing refinements in the response surface as fidelity increases. One can thus view the model (2.2) as the telescoping sum of refinements from the \(L\) fidelity levels of the simulator.

Of course, the refinement functions \( Z_l \) are unknown prior to data. We adopt a Bayesian perspective and place independent zero-mean Gaussian process (GP) priors [34] on these functions:

\[
Z_l(x) \overset{\text{indep.}}{\sim} \mathcal{GP}\{0, \tau_l^2 \Phi_l(x, x')\}, \quad l = 1, \ldots, L,
\]

where \( \tau_l^2 \) is a variance parameter and \( \Phi_l(x, x') \) is a positive-definite kernel function. The resulting model on \( f_L(x) \) has some similarities to the co-kriging models in [19, 22, 21], which also assumes nested designs but models instead the function \((f_l - \rho_{l-1} f_{l-1})|_{X_l}\) via a GP prior, where \( \rho_{l-1} \) is an unknown parameter. One advantage of the above multi-level emulator
compared to co-kriging models, as discussed in [7], is that it explicitly models for the bias between the exact simulation solution and its surrogate model, thus allowing for quantifying the emulation accuracy in theory, which is developed in the next section.

As with standard GP emulators, a key advantage of the MLGP model in [7] is that its posterior predictive distribution can be evaluated as efficient, closed-form expressions. Specifically, for a new input $x$, the posterior distribution of each refinement $Z_l(x)$ given the data $z_l := (f_l - f_{l-1})|X_l$ can be shown to be normally distributed as:

$$Z_l(x) | z_l \sim N \left\{ \Phi_l(x, X_l) \Phi_l^{-1} z_l, \tau_l^2 \left( \Phi_l(x, x) - \Phi_l(x, X_l) \Phi_l^{-1} \Phi_l(x, X_l)^T \right) \right\},$$

where $\Phi_l(x, X_l) = \{\Phi_l(x, y)\}_{y \in X_l}$ and $\Phi_l = [\Phi_l(x_i^l, x_j^l)]_{i,j=1,...,n_l}$ for $l = 1, \cdots, L$. With this, the posterior predictive distribution of the highest-fidelity response surface $f_L$ is then given by:

$$(2.4) \quad f_L(x) | z_1, \ldots, z_L \sim N \left( \sum_{l=1}^L \Phi_l(x, X_l) \Phi_l^{-1} z_l, \sum_{l=1}^L \tau_l^2 \left( \Phi_l(x, x) - \Phi_l(x, X_l) \Phi_l^{-1} \Phi_l(x, X_l)^T \right) \right).$$

Details on this derivation can be found in [7]. The posterior mean in (2.4) then serves as an emulator for the high-fidelity response surface $f_L(x)$, and the posterior variance in (2.4) quantifies the uncertainty in this prediction. Note that both the posterior mean and variance can be efficiently computed over each fidelity level $l = 1, \cdots, L$.

In the following, we make use of the Matérn kernel $\Phi_l(x_i, x_j) = \phi_{\nu_l}(\Theta_l(x_i - x_j))$, where:

$$(2.5) \quad \phi_{\nu_l}(d) = \frac{2^{1-\nu_l}}{\Gamma(\nu_l)} \left( \frac{d}{2^{\nu_l}} \right)^{\nu_l} B_{\nu_l} \left( \frac{d}{2^{\nu_l}} \right).$$

Here, $\nu_l > 0$ is a smoothness parameter which controls differentiability of sample paths, $\Theta_l$ is a diagonal $d \times d$ matrix of lengthscales parameters, $B_{\nu_l}$ is the modified Bessel function of the second kind, and $\Gamma$ is the gamma function. Matérn kernels are widely used in the computer experiment [34, 13] and spatial statistics [36] literature, and we will show later that such a kernel choice yields useful insights for characterizing the cost complexity performance of stacking designs.

Of course, the model hyperparameters $\Theta_l, \nu_l$ and $\tau_l^2$ are unknown in practice and need to be estimated. One approach is via maximum likelihood estimation. One can show that the log-likelihood of these hyperparameters is given by:

$$(2.6) \quad -\frac{1}{2} \log 2\pi - \frac{1}{2} \log \tau_l^2 - \frac{1}{2} \log \det(\Phi_l) - \frac{1}{2\tau_l^2} z_l^T \Phi_l^{-1} z_l,$$

so their maximum likelihood estimates can be obtained by maximizing (2.6). Alternate parameter estimation approaches include cross-validation or fully Bayesian inference; we refer the reader to [5] and [32] for further details, with extensive numerical comparisons in [30]. It should be noted that, while the smoothness parameter $\nu_l$ is often specified as $\nu_l = \kappa + 1/2$ for a positive integer $\kappa$ in the literature [36, 13] (since such kernels can be computed more efficiently), recent papers (see, e.g., [39] and [30]) have raised concerns of
misspecified smoothness parameters for prediction accuracy. To this end, we adopt a similar approach to [30], which finds the maximum likelihood estimates for $\Theta_l$ and $\tau_l^2$ by fixing a grid of $\nu_l$ values, then using leave-one-out cross-validation to select the best choice for $\nu_l$ at each level $l$.

3. Stacking designs for MLGP emulator. With the MLGP in hand, we now introduce the proposed stacking designs. We first define some notation. Let $\mathcal{N}_\Phi(\Omega)$ be the reproducing kernel Hilbert space (RKHS, [43]) associated with a kernel $\Phi$, and let $\|g\|_{\mathcal{N}_\Phi(\Omega)}$ denote its RKHS norm for a function $g \in \mathcal{N}_\Phi(\Omega)$. In the following, we investigate an error bound on the posterior mean in (2.4), namely:

$$f_L(x) = \sum_{l=1}^{L} \Phi_l(x, \mathcal{X}_l) \Phi_l^{-1} z_l.$$ 

This is used as the emulator for the multi-level model, and we thus refer to this as the MLGP emulator. It is worth noting that each term within the summation in (3.1), i.e., $\Phi_l(x, \mathcal{X}_l) \Phi_l^{-1} z_l$, can be viewed as the RKHS interpolator [43, 14] of $(f_l - f_{l-1})|_{\mathcal{X}_l}$ using kernel $\Phi_l$.

Suppose, for each fidelity level $l$, there corresponds a measure of fidelity $\xi_l > 0$ quantifying how close the simulated response surface $f_l(\cdot)$ is to the exact solution $f_\infty(\cdot)$, which we denote as $f_\infty(\cdot)$. As $l \to \infty$, it is intuitive that $\xi_l \to 0$, meaning we approach the limiting solution as fidelity level increases. However, the exact solution $f_\infty(\cdot)$ typically cannot be computed numerically and must be approximated. In the case of finite element method (FEM), which is widely used for computer experiments, one such parameter for $\xi_l$ is the mesh size: a smaller mesh size $\xi_l$ results in higher mesh density and thus a more accurate simulator, at the cost of higher computation.

We now decompose the error in approximating the desired exact solution $f_\infty(x)$ with the MLGP predictor $\hat{f}_L(x)$ in (3.1). By the triangle inequality, this error bound can be decomposed as

$$|f_\infty(x) - \hat{f}_L(x)| \leq |f_\infty(x) - f_L(x)| + |f_L(x) - \hat{f}_L(x)|.$$ 

The first term corresponds to the simulation error, which measures the discrepancy between the simulated solution $f_L(x)$ at fidelity level $L$ and the ground truth $f_\infty(x)$. This error can be reduced by increasing $L$, the fidelity level $L$ of the simulator, or equivalently by reducing $\xi_l$. The second term represents emulation error - the error for the MLGP predictor given limited evaluations of the simulator $f_L(\cdot)$. This error can be reduced by increasing $n_L$, the sample size at the fidelity level $L$, or increase $n_{L-1}, \cdots, n_1$, the sample sizes at lower fidelity levels.

With this, the proposed stacking designs aim to develop a design scheme which guarantees the desired prediction accuracy of $\epsilon > 0$, i.e., $\|f_L - \hat{f}_L\| < \epsilon$. Here, $\|\cdot\|$ may be the $L_2$ or $L_\infty$ norm. This can be achieved by making both the simulation and emulation errors smaller than $\epsilon/2$, i.e.,

$$\|f_\infty - f_L\| < \epsilon/2 \quad \text{and} \quad \|f_L - \hat{f}_L\| < \epsilon/2.$$ 

We thus propose our stacking designs in two parts. In Section 3.1, we first present a sample size determination approach which bounds the emulation error $\|f_L - \hat{f}_L\|$ via closed-form
expressions for sample sizes at each fidelity level. In Section 3.2, we then present a useful stopping rule on the maximum fidelity L such that the simulation error bound on \( |f_{\infty} - \hat{f}_L| \) is satisfied. We then discuss a sequential algorithm for stacking designs in Section 3.3, and prove a novel complexity theorem guaranteeing its performance in Section 4.

### 3.1. Emulation error control

Consider first the emulation error \( |f_L - \hat{f}_L| \). We first present a useful bound on this error for the MLGP model (proof in Supplementary Material S1).

**Proposition 3.1.** Suppose \( \Omega \) is bounded and convex, and \( (f_l - f_{l-1}) \in \mathcal{N}_{\phi_l}(\Omega) \). Then one can bound the prediction error of \( \hat{f}_L(x) \) as:

\[
|f_L(x) - \hat{f}_L(x)| \leq c_0 \sum_{l=1}^{L} \|\Theta_l\|^2 \frac{h_{\mathcal{X}_l}^{\nu_l}}{\|\Phi_l\|^2} \|f_l - f_{l-1}\|_{\mathcal{N}_{\phi_l}(\Omega)}
\]

for some constant \( c_0 > 0 \). Here, \( h_{\mathcal{X}_l} \) is the fill distance \([43]\) of the design \( \mathcal{X}_l \), i.e., \( h_{\mathcal{X}_l} = \sup_{x \in \Omega} \min_{x_u \in \mathcal{X}_l} \|x - x_u\|_2 \).

This proposition nicely decomposes the prediction error of the MLGP emulator into three distinct components at each fidelity level \( l = 1, \ldots, L \). The first term, \( \|f_l - f_{l-1}\|_{\mathcal{N}_{\phi_l}(\Omega)} \), captures the size of the refinement with respect to its corresponding RKHS norm. This is quite intuitive, since a larger norm of the refinement \( f_l - f_{l-1} \) is expected to induce greater error. The second term, \( h_{\mathcal{X}_l}^{\nu_l} \), measures the quality of the design \( \mathcal{X}_l \) in terms of how well it fills the design space \( \Omega \). Note that a smaller fill distance \( h_{\mathcal{X}_l} \) suggests that there are less “gaps” between design points \([24]\), which in turn should reduce prediction error. The third term, \( \|\Theta_l\|^2 \), captures the magnitude of the lengthscales \( \Theta_l \). Larger lengthscale parameters result in wigglier sample paths from the MLGP, which in turn increases prediction error. These three components provide the basis for the stacking sequential design method presented next.

We now wish to minimize the error bound in (3.4) under a total budget on computational resources, to yield easy-to-evaluate expressions for determining sample sizes \( n_l \) at each fidelity level \( l = 1, \cdots, L \). Let \( C_l \) be the computational cost (e.g., in CPU hours) for a single run of the simulator at fidelity level \( l \). Note that, since higher-fidelity simulators are more computationally intensive, this implies that \( 0 < C_1 < C_2 < \ldots < C_L \).

From the experimental design perspective, an appealing design criterion for GP emulation is quasi-uniformity, which ensures design points are uniformly placed over the design space \( \Omega \). In particular, a design \( \mathcal{X} = \{x_i\}_{i=1}^n \) with such a property satisfies the fill distance bound \([43, 27]\) \( h_{\mathcal{X}} \leq c_1 n^{-1/d} \) for some constant \( c_1 > 0 \), where \( n \) is the number of design points in \( \mathcal{X} \). Quasi-uniformity has been widely studied in the literature \([10]\), and there are a variety of designs which enjoy this property \([45]\). We thus restrict the designs \( \mathcal{X}_l \) to be quasi-uniform for \( l = 1, \cdots, L \). The construction of such designs is discussed later in Section 3.3. Under this restriction, the error bound in (3.4) reduces to

\[
|f_L(x) - \hat{f}_L(x)| \leq c_0 C_1 \sum_{l=1}^{L} \|\Theta_l\|^2 n_l^{\nu_l - 1/d} \|f_l - f_{l-1}\|_{\mathcal{N}_{\phi_l}(\Omega)}.
\]

Consider now the sample size determination problem, where we wish to minimize the error bound in (3.5) under the constraint of the total computational budget, \( \sum_{l=1}^{L} n_l C_l \). This can
be done by the method of Lagrange multipliers, which aims to minimize:

\[
\sum_{l=1}^{L} \left( \|\Theta_l\|^\nu_l n_l^{-\nu_l/d} \|f_l - f_{l-1}\|_{\mathcal{N}_{\nu_l}(\Omega)} + \lambda n_l C_l \right),
\]

where \( \lambda > 0 \) is the Lagrange multiplier. With some algebraic manipulations (by setting the gradient of the above function to zero), one can show that the optimal sample size for \( n_l \) is:

\[
n_l = \mu \left( \frac{\|\Theta_l\|^\nu_l}{C_l} \|f_l - f_{l-1}\|_{\mathcal{N}_{\nu_l}(\Omega)} \right)^{d/(\nu_l + d)}
\]

for some constant \( \mu > 0 \).

The closed-form expression (3.6) reveals several useful insights for sample size determination in multi-fidelity experiments. First, with all things equal, we see that (3.6) allocates greater sample size \( n_l \) for simulations with lower costs \( C_l \) (i.e., lower fidelity simulations), which is intuitive. Second, note that (3.6) assigns greater sample size \( n_l \) for fidelity levels where the refinement \( f_l - f_{l-1} \) is more complex, whether that be in terms of a larger lengthscale \( \Theta_l \) or a larger RKHS norm. In particular, note that the RKHS norm of \( f_l - f_{l-1} \) captures dissimilarities of the simulators from fidelity level \( l - 1 \) to level \( l \). Thus, by minimizing (3.6), our approach naturally factors in this dissimilarity information for optimal sample size allocation.

There is still a free constant \( \mu \), which we can set to achieve the desired emulation error \( \|f_L - \hat{f}_L\| < \epsilon/2 \). This parameter can be optimized as follows. By Theorem 11.14 of [43], an alternative pointwise error bound of \( \hat{f}_L(x) \) is

\[
|f_L(x) - \hat{f}_L(x)| \leq \sum_{l=1}^{L} \sigma_l(x)\|f_l - f_{l-1}\|_{\mathcal{N}_{\nu_l}(\Omega)},
\]

where \( \sigma_l(x) \) is the so-called power function of the form

\[
\sigma_l^2(x) = \Phi_l(x, x) - \Phi_l(x, \mathcal{X}_l)\Phi_l^{-1}\Phi_l(x, \mathcal{X}_l)^T.
\]

In contrast from the error bound in Theorem 3.1, the bound (3.7) does not depend on any constants, which allows for the following development. By the triangle inequality, \( \|f_L - \hat{f}_L\| \) can be bounded by

\[
\|f_L - \hat{f}_L\| \leq \sum_{l=1}^{L} \|\sigma_l\|\|f_l - f_{l-1}\|_{\mathcal{N}_{\nu_l}(\Omega)}.
\]

To ensure the bound in (3.9) is less than the desired error tolerance \( \epsilon/2 \), one can set the constant \( \mu \) by solving the optimization problem

\[
\mu^* = \arg\min_{\mu > 0} \left( \frac{\epsilon}{2} - \sum_{l=1}^{L} \|\sigma_l\|\|f_l - f_{l-1}\|_{\mathcal{N}_{\nu_l}(\Omega)} \right) \text{ s.t. } \sum_{l=1}^{L} \|\sigma_l\|\|f_l - f_{l-1}\|_{\mathcal{N}_{\nu_l}(\Omega)} < \frac{\epsilon}{2}.
\]

Here, the dependency of the objective function on \( \mu \) is via the term \( \|\sigma_l\| \). This is because \( \sigma_l(x) \) depends on the sample size \( n_l \) and subsequently \( \mu \) (recall \( n_l = \lfloor \mu r_l \rfloor \)), since the power function
depends on the design points \( X \). To optimize for \( \mu^* \) in (3.10), \( \| \sigma_l \| \) can be approximated numerically via Monte Carlo integration [2] for \( L_2 \) norm and grid search optimization for \( L_\infty \) norm.

Finally, to optimize \( \mu^* \), we also require knowledge of the RKHS norm \( \| f_l - f_{l-1} \|_{\mathcal{H}}(\Omega) \). Of course, the exact norm is unknown in implementation since it depends on \( f_l \) and \( f_{l-1} \). One can, however, approximate this term via its RKHS interpolator, which can be shown to equal \( (z_l^T \Phi_l^{-1} z_l)^{1/2} \) [43]. Similarly, the kernel parameters \( \Theta_l \) and \( \nu_l \), which are also required for the optimization, can also be adaptively estimated via maximum likelihood and cross-validation as mentioned in Section 2. With these plug-in estimates within (3.10), the desired \( \mu^* \) can then be efficiently obtained via grid search or gradient-free optimization algorithms.

We note that the above sample size determination approach has several key distinctions from that in [7]. First, our proposed sample sizes are determined by the desired prediction accuracy \( \epsilon \) via (3.10), while theirs are controlled by a fixed total cost budget. This becomes important in the following subsection, where we leverage such sample sizes within a sequential stacking approach for controlling prediction error. Second, our approach makes use of an initial pilot sample (called \( X_0 \) later) to estimate the RKHS norm and other required parameters in (3.6), which lends well to our later sequential design procedure. The approach in [7], by contrast, makes use of misspecified kernel functions, in particular, the rates proved in [42].

### 3.2. Simulation error control via stacking

Consider next the simulation error \( \| f_\infty - f_L \| \) in (3.3), which concerns the numerical error of the simulator at fidelity level \( L \). For many numerical simulators, this error can be bounded as

\[
|f_\infty(x) - f_l(x)| \leq c_1 \xi_l^\alpha, \quad \text{for all } x \in \Omega,
\]

for some positive constants \( c_1 \) and \( \alpha \). Recall that \( \xi_l \) is a fidelity parameter which quantifies how close \( f_l(\cdot) \) is to the exact solution \( f_\infty(\cdot) \); the smaller \( \xi_l \) is, the higher the fidelity of the simulator \( f_l(\cdot) \). Equation (3.11) thus assumes that the simulation error is decaying polynomially in the fidelity parameter \( \xi_l \). In the case of FEM with \( \xi_l \) taken as the finite-element mesh size, it is well-known that the bound (3.11) holds under regularity conditions on the underlying solution (see, e.g., [1, 41]). Similarly polynomial decay rates have also been shown in a broad range of numerical simulators, e.g., for elliptical PDEs [16] and large-eddy simulations in fluid mechanics [37]. We will thus assume the error bound in (3.11), and leverage this for controlling simulation error via the stacking designs presented next.

Suppose the fidelity parameters \( \{ \xi_1, \xi_2, \cdots \} \) follow a geometric sequence for increasing fidelity levels, i.e., \( \xi_l = \xi_0 T^{-l}, l \in \mathbb{N}^+ \) for some integer \( T \geq 2 \). In the setting of FEM, where \( \xi_l \) measures finite-element mesh size, \( \xi_1, \xi_2, \cdots \) correspond to mesh sizes for increasing mesh refinements. The use of such a geometric sequence is motivated by multilevel Morte Carlo (MLMC) [11, 12], which makes use of a similar sequence for time discretization of stochastic differential equations.

We now wish to ensure the simulation error satisfies the desired bound of \( \| f_\infty - f_L \| < \epsilon/2 \). Using the above sequence and the assumed error bound (3.11), we have

\[
|f_\infty(x) - f_l(x)| \approx c_1 \xi_l^\alpha = c_1 \xi_0^\alpha T^{-\alpha l}, \quad l = 1, \cdots, L.
\]
With some algebraic manipulations, we can then show that

\[ |f_l(x) - f_{l-1}(x)| \approx c_2 T^{-\alpha_l}, \quad l = 2, \ldots, L, \]

for some positive constant \( c_2 \). The desired numeric error is then be bounded by

\[
|f_\infty(x) - f_L(x)| \leq \sum_{l=L+1}^{\infty} |f_l(x) - f_{l-1}(x)| \approx |f_L(x) - f_{L-1}(x)| \sum_{l=1}^{\infty} T^{-\alpha_l}
\]

\[
= \frac{|f_L(x) - f_{L-1}(x)|}{T^{\alpha} - 1} := b(x).
\]

(3.13)

Of course, the numerator \( |f_L(x) - f_{L-1}(x)| \) is unknown in implementation; we can, however, estimated it via its posterior mean from the MLGP, namely, \( |\Phi_L(x, \mathcal{X}_L)\Phi_L^{-1}z_L| \). Combining everything together, the following criterion then serves as a check for whether the desired simulation error bound is met \( \|f_\infty - f_L\| < \epsilon/2 \),

\[
\frac{\|\Phi_L(x, \mathcal{X}_L)\Phi_L^{-1}z_L\|}{T^{\alpha} - 1} < \frac{\epsilon}{2}.
\]

(3.14)

The above procedure extends a similar argument made in [11] for bounding approximation error in MLMC.

From (3.14), one sees that the rate parameter \( \alpha \) plays an important role for ensuring \( \|f_\infty - f_L\| < \epsilon/2 \). One way to set this parameter, as suggested in [41], is to infer \( \alpha \) via the known error bound (3.11) from numerical analysis. For example, in FEM, if the interest lies in the integration of \( f(x) \) over a specific region, then \( \alpha = 2 \) is suggested [41]. If such prior information is not available from numerical analysis, then one could instead estimate this rate from data. In particular, using the approximation in (3.12), one can use the simulated data \((f_l - f_{l-1})|_{\mathcal{X}_l}, \ l = 2, \ldots, L\) and estimate \( \alpha \) via linear regression with a log-transformation on the response.

3.3. Stacking design algorithm. We now combine the two error control approaches in Sections 3.1 and 3.2 into a sequential algorithm for stacking designs. From previous developments, there are two key properties that the design points in \( \mathcal{X}_l, \ l = 1, \ldots, L \), should satisfy: (i) they should be nested over fidelity levels, i.e., \( \mathcal{X}_1 \subseteq \cdots \subseteq \mathcal{X}_L \), and (ii) for each fidelity level \( l \), the design \( \mathcal{X}_l \) should satisfy the quasi-uniformity property discussed in Section 3.1. One way to satisfy both properties is first choose a quasi-uniform sequence \( \{z_i\}_{i=1}^{\infty} \) on the domain \( \Omega \), then construct the multi-level designs as \( \mathcal{X}_l = \{z_i\}_{i=1}^{nu}, \ l = 1, \ldots, L \). There are many ways of constructing such a quasi-uniform sequence; see, e.g., the low-dispersion sequences proposed in [47]. In our later implementation, we made use of a underlying Sobol’ sequence [35] for design construction, which appeared to yield good empirical performance in experiments.

We now describe the proposed stacking design algorithm in detail. The algorithm begins by selecting an initial fidelity level \( L = 1 \), then choosing an initial pilot design \( \mathcal{X}_0 \) of size \( n_0 \). Here, the initial sample size \( n_0 \) can be set as \( 10d \) as recommended in [23]. We then iterate the following steps:

1. Run the simulator at fidelity level \( L \) and observe \( f_L(x) \) at the pilot design \( \mathcal{X}_0 \). Estimate the MLGP parameters \( \{\Theta_l\}_{l=1}^{L} \) and \( \{\nu_l\}_{l=1}^{L} \) via maximum likelihood, and the RKHS norms \( \{|f_l - f_{l-1}|_{\mathcal{X}_0, (\Omega)}\}_{l=1}^{L} \) using the approach in Section 3.1.
2. Using these estimated parameters, compute the optimal sample sizes \( n_l \) via (3.6) and (3.10) for the current fidelity levels \( l = 1, \ldots, L \). With this, construct designs \( \mathcal{X}_l \) (with sample size \( n_l \)) to satisfy a nested structure, i.e., \( \mathcal{X}_0 \subseteq \mathcal{X}_L \subseteq \mathcal{X}_{L-1} \subseteq \cdots \subseteq \mathcal{X}_1 \). Run the simulators at these design points at their respective fidelity levels.

3. If the number of fidelity levels \( L \geq 3 \), estimate the rate parameter \( \alpha \) in (3.11) via regression (see Section 3.2). Using this estimate, test convergence via the stopping rule (3.14).

4. If convergence is not satisfied, iterate \( L \leftarrow L + 1 \) and repeat the above three steps. Otherwise, stop the sequential design and return the MLGP emulator (3.1).

Note that the computed sample sizes from Step 2 aim to control the emulation error \( |f_L(x) - \hat{f}_L(x)| \) (see Section 3.1), and the stopping rule in Step 3 aims to control the simulation error \( |f_\infty(x) - f_L(x)| \) (see Section 3.2). The workflow of this sequential design algorithm is visualized in Figure 2, and further details on the algorithm can be found in Supplementary Material S2.

While this stacking design algorithm ensures that the MLGP prediction error is bounded by \( \epsilon \), one may also wish to have a confidence interval which quantifies how uncertain our prediction is. This uncertainty again has two parts: (i) how uncertain the MLGP predictor \( f_L \) is from the simulated response surface \( f_L \), and (ii) how uncertain this simulated surface is from the exact solution \( f_\infty \). Confidence intervals for (i) can easily be constructed via the posterior predictive distribution in (2.4). One way to account uncertainty in (ii) is to integrate the upper bound of the numerical error, namely \( b(x) \) in (3.13). With this, we can construct a \( 100(1 - a)\% \) confidence intervals for \( f_\infty(x) \) as:

\[
\left( \sum_{l=1}^{L} \Phi_l(x, \mathcal{X}_l) \Phi_l^{-1} z_l - q_a \sqrt{\sum_{l=1}^{L} \sigma_l^2 (\Phi_l(x, x) - \Phi_l(x, \mathcal{X}_l) \Phi_l^{-1} \Phi_l(x, \mathcal{X}_l)^T) - b(x)}, \right.
\]

\[
\left. \sum_{l=1}^{L} \Phi_l(x, \mathcal{X}_l) \Phi_l^{-1} z_l + q_a \sqrt{\sum_{l=1}^{L} \sigma_l^2 (\Phi_l(x, x) - \Phi_l(x, \mathcal{X}_l) \Phi_l^{-1} \Phi_l(x, \mathcal{X}_l)^T) + b(x)} \right),
\]

where \( q_a \) is the \( a \)-th quantile of the standard normal distribution.

For the practical choice of the desired prediction accuracy \( \epsilon \), one can begin with a large \( \epsilon \) to conduct the proposed stacking design, and if the prediction performance is not satisfactory (e.g., unsatisfactory predictions when comparing with validation simulations), the prediction accuracy can be subsequently improved by performing a “post” stacking design. More precisely, one can increase the precision by further selecting a smaller \( \epsilon \) and iterating the above steps of the algorithm starting from the fidelity level \( L \), at which the previous stacking design was terminated. This can be naturally done because the additional design points can be stacked on the previous stacking design.

4. Cost complexity theorem. With this in hand, we now investigate the computational complexity of the proposed stacking designs with the MLGP model. We show in the following theorem that, under regularity conditions, the MLGP can uniformly achieve the desired prediction error of \( \epsilon \) at a guaranteed rate for \( C_{tot} \), the total computational budget for training data simulation. Such a result can be viewed as an extension of cost complexity theorems in
Simulate $f_L$ on an initial pilot design $X_0$

Compute sample sizes $n_l$ via (3.6) and (3.10) and simulate $f_l$ on design $X_l$, for $l = 1, \ldots, L$

Test for error convergence via (3.14)

Is $L \geq 3$ and converged?

no

$L = L + 1$

yes

Return the fitted MLGP emulator (3.1)

Figure 2. Visualizing the sequential workflow for the proposed stacking design algorithm.

the multi-level Monte Carlo literature (see, e.g., [11]), which explore cost complexity rates required to ensure the precision of multi-level integral estimates. To our knowledge, such a result has yet to be explored for multi-level (or multi-fidelity) Gaussian process emulation.

Let $C_l$ denote the computational cost required for a single simulation run at fidelity level $l$, and let $C_{\text{tot}} = \sum_{l=1}^{L} n_l C_l$. Our cost complexity theorem is stated as follows:

Theorem 4.1. Suppose $\Omega$ is bounded and convex, with $\Phi_l$ taken as the Matérn kernel (2.5). Further suppose the smoothness parameters $\nu_l = \nu$ for each level $l$, with $2\nu$ a positive integer.

1. the simulation error $|f_{\infty}(x) - f_l(x)|$ is bounded as in (3.11),
2. the refinement function $(f_l - f_{l-1}) \in N_{\Phi_l}(\Omega)$ and the extended function $(f_l - f_{l-1}) \in H^{2\nu + d}(\mathbb{R}^d)$, where $H^m(\mathbb{R}^d)$ is a Sobolev space on $\mathbb{R}^d$, and $g \in N_{\Phi}(\Omega)$ is an extension of $g \in N_{\Phi}(\Omega)$ onto $N_{\Phi}(\mathbb{R}^d)$ (see [40] for further details),
3. the kernel length-scale parameters are bounded as $\|\Theta_l\|_2 < c_2$,
4. the designs $X_l$ are quasi-uniform, i.e., $h_X < c_3 n_l^{-1/d}$,
5. the computational cost $C_l$ is bounded as $C_l \leq c_4 \xi_l^{-\beta}$.

Assuming an error tolerance of $0 < \epsilon < e^{-1}$, there then exists choices of $L$ and $n_1, \ldots, n_L$ for which the MLGP emulator achieves the desired prediction bound

$$|f_{\infty}(x) - \hat{f}_L(x)| \leq \epsilon, \quad x \in \Omega,$$

with a total computational cost $C_{\text{tot}}$ bounded by

$$C_{\text{tot}} \leq \begin{cases} c_5 \epsilon^{-\frac{d}{\nu}}, & \frac{a}{\beta} > \frac{2\nu}{d}, \\ c_5 \epsilon^{-\frac{d}{\nu}} \log(\epsilon^{-1})^{1 + \frac{d}{\nu}}, & \frac{a}{\beta} = \frac{2\nu}{d}, \\ c_5 \epsilon^{-\frac{d}{\nu}} - 2^{\frac{d}{\nu} - \alpha} \log(\epsilon^{-1})^{1 + \frac{d}{\nu}}, & \frac{a}{\beta} < \frac{2\nu}{d}. \end{cases}$$

where $c_5$ is a positive constant.

The proof is given in Supplementary Material S3.
While this theorem is quite involved, it provides several novel and useful insights on the multi-fidelity design problem. For a given fidelity level \( l \), using the optimal allocation (3.6) and the simulation error bound (3.11) along with the conditions in Theorem 4.1, it follows that its optimal sample size \( n_l \) and its corresponding computational work \( n_l \xi_l^{-\beta} \) satisfies

\[
(4.2) \quad n_l \propto \xi_l \frac{(\alpha+2)\nu}{2(\nu+d)} \quad \text{and} \quad n_l \xi_l^{-\beta} \propto \xi_l \frac{\alpha d - 2 \beta \nu}{2(\nu+d)}, \quad l = 1, \ldots, L,
\]

where \( \xi_l \) is again the fidelity parameter for level \( l \). From this, a key factor for determining how much of the total budget \( C_{\text{tot}} \) to allocate to each fidelity is whether the numerator of the last term \( \alpha d - 2 \beta \nu > 0 \), or equivalently, the factor \( \alpha/\beta > 2 \nu/d \). When \( \alpha/\beta > 2 \nu/d \), one can see from (4.2) that much of the budget \( C_{\text{tot}} \) is expended on the levels with lower fidelities, i.e., with coarser mesh densities. Conversely, when \( \alpha/\beta < 2 \nu/d \), much of the budget will be allocated to levels with higher fidelities, i.e., with denser mesh densities.

One can further glean intuition on the terms \( \alpha/\beta \) and \( 2 \nu/d \) in this comparison. Recall that the parameters \( \alpha, \beta, \nu \) and \( d \) correspond to the rate parameter for simulator error convergence (see (3.11)), the rate of increase in computational cost as fidelity increases, the smoothness of the refinement function \( (f_l - f_{l-1}) \), and the number of input parameters, respectively. One can thus interpret the first fraction \( \alpha/\beta \) as the rate of simulator error reduction over the rate of computational cost increase as fidelity increases. Similarly, the second fraction \( 2 \nu/d \) can be interpreted as the rate of convergence for the underlying GP interpolator (see, e.g., [43]). Thus, when \( \alpha/\beta \) exceeds this rate of convergence for the GP (due to a combination of (i) and (ii)), the design procedure would shift more computational resources towards lower fidelity simulation runs, which is quite intuitive.

To further explore this idea, we compare next the cost complexity rate in Theorem 4.1 with the corresponding rate if our emulator were trained using only high-fidelity simulation data. Note that the fidelity level chosen for this latter high-fidelity emulator may be different from the high-fidelity level \( L \) for the MLGP emulator; to distinguish this, we will use fidelity level \( H \) with corresponding fidelity parameter \( \xi_H \). For this high-fidelity emulator, its predictor is given by the RKHS interpolator of \( f_H|\mathcal{X}_H \), i.e.,

\[
(4.3) \quad \hat{f}_H(x) = \Phi_H(x, \mathcal{X}_H)\Phi_H^{-1}\mathcal{Y}_H,
\]

where \( \mathcal{Y}_H := f_H|\mathcal{X}_H \) is the response vector simulated at fidelity level \( H \). The following corollary shows a similar cost complexity result for this high-fidelity GP emulator:

**Corollary 4.2.** Assume there exists positive constants \( c_1 \) and \( c_2 \) such that

1. there exist some \( \xi_H > 0 \) and \( 0 < \epsilon < 1 \) for which \((\epsilon/2)^{1+\frac{ad}{2}} \leq c_1 \xi_H^\alpha \leq \epsilon / 2 \),
2. the high-fidelity response surface \( f_H \in \mathcal{N}_{\Phi_H}(\Omega) \) and the extended function \( (f_H)_e \in H^{2\nu+d}(\mathbb{R}^d) \),
3. the kernel length-scale parameter is bounded as \( \|\Theta_H\|_2 < c_2 \).

Then there exists a sample size \( n_H \) for which the high-fidelity emulator (4.3) achieves the desired prediction bound

\[
|f_{\infty}(x) - \hat{f}_H(x)| \leq \epsilon, \quad x \in \Omega,
\]

with a total computational cost \( C_H \) bounded by

\[
(4.4) \quad C_H \leq c_h \epsilon^{-\frac{\beta}{\pi}} \frac{d}{\epsilon^\nu},
\]
where \( c_h \) is a positive constant.

By comparing the above rate with the complexity rate (4.1) for the multi-level GP (Theorem 4.1), one can gain illuminating insights on when multi-fidelity GP emulation improves upon standard high-fidelity GPs. Note that when \( \alpha/\beta < 2\nu/d \) (the same ratio compared earlier), the multi-level GP rate improves upon the high-fidelity GP rate, and conversely when \( \alpha/\beta \geq 2\nu/d \), the high-fidelity rate is quicker than the multi-level rate. Such a condition is intuitive and can be reasoned from the rate parameters \( \alpha \) and \( \beta \). For \( \alpha \), take the limiting setting of \( \alpha \to \infty \), such that the simulation error (3.11) decreases rapidly to zero as fidelity increases. In this setting, it is intuitive that a high-fidelity GP (which relies solely on such high-accuracy runs) would outperform the multi-fidelity GP; this is then affirmed by the fact that the condition \( \alpha/\beta \geq 2\nu/d \) is satisfied. For \( \beta \), take the limiting setting of \( \beta \to 0 \), such that the computational cost \( C_l \) grows slowly as fidelity increases. In this case, it makes sense that a high-fidelity GP (which would not be costly) would outperform the multi-fidelity GP given a fixed budget; this is again affirmed by the condition \( \alpha/\beta \geq 2\nu/d \). Similar conclusions also hold in reverse: when \( \alpha \to 0 \) or \( \beta \to \infty \), i.e., when the simulation error (3.11) decreases rapidly to zero or the cost \( C_l \) grows rapidly as fidelity increases, analogous reasoning can be used to explain why the multi-fidelity GP would be more preferable than the high-fidelity GP given a fixed cost budget. In this view, Theorem 4.1 provides a novel perspective on when multi-fidelity modeling improves upon high-fidelity modeling for GP emulation.

It should be noted that, in the above comparison, it is assumed that one knows the high-fidelity fidelity parameter \( \xi_H \) such that Condition 1 in Corollary 4.2 is satisfied. For practical implementation, such a fidelity parameter is typically not known, and a misspecification of this \( \xi_H \) can lead to a worse cost complexity rate than what is guaranteed by Corollary 4.2 for the high-fidelity GP. The proposed stacking design gets around this issue of “fidelity misspecification”, by employing a sequential sampling approach for determining the number of levels \( L \) and corresponding sample sizes \( n_1, \cdots, n_L \) to achieve the desired error tolerance.

5. Numerical Experiments. We now investigate a suite of numerical experiments to examine the proposed stacking designs, in particular, its predictive performance and its ability to achieve a desired error tolerance with confidence. Section 5.1 explores a synthetic example, Section 5.2 investigates an application to Poisson’s equation, and Section 5.3 considers an application for thermal stress analysis of a jet engine turbine blade. The latter two problems involve partial differential equation (PDE) systems which are numerically solved via finite element modeling. These experiments are all initialized with an initial design \( X_0 \) of size \( n_0 = 5d \). All experiments are performed on a MacBook Pro laptop with Apple M1 Max Chip and 32Gb of RAM.

5.1. Multi-fidelity Currin function. We first consider the following two-dimensional multi-fidelity Currin function:

\[
\begin{align*}
    f_l(x_1, x_2) &= f_\infty(x_1, x_2) + \xi^a_l \exp(-1.4x_1) \cos(3.5\pi x_2).
\end{align*}
\]
Here, $f_\infty(x_1, x_2)$ is the Currin test function [5] which we take to be our limiting highest-fidelity setting:

$$f_\infty(x_1, x_2) = \left[ 1 - \exp\left( -\frac{1}{2x_2} \right) \right] \frac{2300x_1^3 + 1900x_2^3 + 2092x_1 + 60}{100x_1^2 + 500x_2^2 + 4x_1 + 20}, \quad (x_1, x_2) \in [0, 1]^2 = \Omega.$$ 

The remaining term in (5.1) is the discrepancy term, which converges to zero as fidelity parameter $\xi_l$ increases and makes (5.1) satisfy the inequality of (3.11) because $|\exp(-1.4x_1) \cos(3.5\pi x_2)|$ is bounded by $c_1 = 1$. In the following, we set $\alpha = 1$ and $\xi_l = \xi_0 T^{-l} = 16 \times 2^{-l}$, and set the computational cost to be $C_l = 4^l$. We assume that $\alpha$ is unknown which needs to be estimated. Figure 3 shows the synthetic functions $f_l(x_1, x_2)$ for fidelity levels $l = 1, 2, 3$ and the limiting function $f_\infty(x_1, x_2)$. With this, we then applied the stacking design algorithm from Section 3.3, with the desired prediction accuracy is set as $\epsilon = 1$ in $L_2$ norm.

The stacking design begins with $L = 1$, which requires $n_1 = 23$ design points on the lowest fidelity simulator $f_1$ (left panel of Figure 4) to ensure that the estimated emulation error bound (3.9) of $\|f_1 - \hat{f}_l\|_{L_2(\Omega)}$ is smaller than $\epsilon/2 = 0.5$; this is summarized in the $L = 1$ column in Table 1. In the next step with $L = 2$, we then add an additional 39 design points for the lower-fidelity simulator $f_1$, yielding a total of $n_1 = 62$ runs on $f_1$. We then add $n_2 = 34$ design points on a higher-fidelity simulator $f_2$ (i.e., fidelity level $l = 2$), which is then “stacked” on top of the lower-fidelity design (second panel from the left of Figure 4). With the designs conducted at these two fidelity levels, the estimated emulation error bound $\|f_2 - \hat{f}_l\|_{L_2(\Omega)}$ comes to 0.497, which is again less than $\epsilon/2 = 0.5$. We then repeat this iteratively for increasing fidelity levels $L = 3$ and $L = 4$, after which the stopping rule (3.14) is satisfied and the procedure is terminated. Figure 4 visualizes the experimental designs and corresponding samples sizes at each step.

To evaluate the simulation error bound in the stopping rule (3.14), the rate parameter $\alpha$ needs to be estimated from data; this can be done via (3.12) when $L \geq 3$. Figure 5 illustrates this estimation using a fitted log-transformed linear regression model (red lines), with estimates of $\alpha$ reported in Table 1. With the estimate of $\alpha$ at $L = 3$, the simulation error bound (3.14) gives 0.681, which is greater than $\epsilon/2$ and thus the sequential design continues. With the
Figure 4. (Top) The proposed stacking designs at \( L = 4 \) fidelity levels, over four sequential design stages (from left to right). (Bottom) The corresponding sample sizes at the \( L = 4 \) fidelity levels, over four sequential design stages (from left to right).

| \( L = 1 \) | \( L = 2 \) | \( L = 3 \) | \( L = 4 \) |
|-------------|-------------|-------------|-------------|
| Fidelity parameter | \( \xi_1 = 8 \) | \( \xi_2 = 4 \) | \( \xi_3 = 2 \) | \( \xi_4 = 1 \) |
| Cost per run | \( C_1 = 4 \) | \( C_2 = 16 \) | \( C_3 = 64 \) | \( C_4 = 256 \) |
| Bound of \( \| f_{\infty} - f_L \|_{L_2(\Omega)} \) | NA | NA | 0.681 | 0.400 |
| (\( \hat{\alpha} = 1.12 \)) | (\( \hat{\alpha} = 0.96 \)) |
| Bound of \( \| f_L - \hat{f}_L \|_{L_2(\Omega)} \) | 0.483 | 0.497 | 0.490 | 0.453 |

Table 1

The estimated simulation and emulation error bounds (see (3.14) and (3.9), respectively) at each design stage for the multi-fidelity Currin experiment, with estimated rate parameter \( \hat{\alpha} \) at stages \( L = 3 \) and \( L = 4 \). Bolded numbers indicate the error is less than \( \epsilon/2 \), where \( \epsilon = 1 \) is the desired error tolerance.

The estimate of \( \alpha \) at \( L = 4 \), the simulation error estimate is less than \( \epsilon/2 = 0.5 \), thus the stopping rule is satisfied and the design procedure stops. Table 1 shows the estimated upper bounds for simulation and emulation errors, both of which need to be smaller than \( \epsilon/2 = 0.5 \) for the procedure to stop. The \( L_2 \)-error of the final MLGP emulator (estimated via Monte Carlo integration) is \( \| f_{\infty} - \hat{f}_L \|_{L_2(\Omega)} = 0.55 \), which is indeed smaller than the desired prediction accuracy of \( \epsilon = 1 \). This shows that the proposed stacking designs, by increasing fidelity levels and stacking design points in a sequential fashion, can indeed satisfy the desired error bound with confidence.
Finally, we explore the performance of stacking designs for different choices of error tolerance $\epsilon$, using both $L_2$ and $L_\infty$ norms. Figure 6 visualizes the sample sizes (at each fidelity level) and the corresponding errors of the final MLGP emulator. We see that, for different $\epsilon$ and different norms, the proposed stacking designs can consistently yield prediction errors which are smaller than the desired error tolerance $\epsilon$, which is as desired.

5.2. Poisson’s equation. Next, we explore the performance of stacking designs for emulating an elliptical PDE system. The system of interest is modeled using Poisson’s equation on a square membrane [8], which has broad applicability in electrostatics and fluid mechanics. This can be represented by the PDE:

$$\Delta u = (x^2 - 2\pi^2)e^{xz_1}\sin(\pi z_1)\sin(\pi z_2) + 2x\pi e^{xz_1}\cos(\pi z_1)\sin(\pi z_2), \quad (z_1, z_2) \in D,$$

where $u(z_1, z_2)$ is the solution of interest, $\Delta = \partial^2/\partial z_1^2 + \partial^2/\partial z_2^2$ is the Laplace operator, $D \in [0, 1] \times [0, 1]$, and $x \in \Omega = [-1, 1]$. One then imposes the Dirichlet boundary condition...
$u = 0$ on the boundary $\partial D$. Following [41], FEM is used to solve this system numerically. In our implementation, we make use of the Partial Differential Equation Toolbox of [26] to create the geometry and mesh. In the toolbox, one can specify the mesh size for the numerical solver; Figure 7 visualizes the numerical solutions of (5.2) with three different choices of mesh sizes.

Here, the response of interest is taken as the integral of the solution $f_\infty(x) = \int u(z_1, z_2)dz_1dz_2$. It can be shown that this solution has the analytical form [41]:

$$f_\infty(x) = \frac{2(e^x + 1)}{x^2 + \pi^2}.$$

Of course, in practical problems, one does not typically have such closed-form solutions; this framework was chosen to allow for easy validation of the fitted emulator model. For the stacking designs, we again define a geometric sequence of fidelity parameters (here, mesh sizes) $\xi_l = \xi_0 T^{-l} = 0.4 \times 2^{-l}, l = 1, 2, \ldots$. We then set a desired prediction accuracy of $\epsilon = 0.05$ for the $L_\infty$-norm.

Figure 8 shows the fitted MLGP predictor and uncertainty bands (upper panels), with its corresponding sample sizes at each fidelity level (bottom panels) at each step of the stacking design process. Table 2 shows the estimated emulation and simulation error bounds. In the first step with $L = 1$, the lowest fidelity simulation (with mesh size 0.2) is run with a design of size $n_1 = 5$. From the left panels in Figure 8, the resulting fitted MLGP model $\hat{f}_1$ appears to be biased with very wide confidence bands. In the third step ($L = 3$), additional design points are stacked on fidelity levels 2 and 3 ($n_1 = 5, n_2 = 5, n_3 = 5$), and the simulation error rate parameter $\alpha$ is then estimated (see Figure 9). With this estimated parameter, the estimated simulation error bound (3.14) evaluates to 0.047 (see Table 2), which is being greater than $\epsilon/2 = 0.025$. The process thus continues until the fifth step ($L = 5$), in which both the simulation and emulation error bounds become smaller than $\epsilon/2$. From the right panels in Figure 8, the resulting fitted emulator $\hat{f}_5$ appears to yield an accurate prediction with narrow confidence bands. The $L_\infty$-error of this final multi-fidelity emulator (estimated via grid search optimization) is $\|f_\infty - \hat{f}_5\|_{L_\infty(\Omega)} = 0.016$, which is smaller than the desired prediction accuracy $\epsilon = 0.05$. This again shows that the proposed stacking designs, by iteratively increasing fidelity levels and stacking design runs, can yield the desired error tolerance with confidence.
Figure 8. Visualizing the stacking design procedure for the Poisson’s equation experiment. (Top) The stacking design points (dots) and the fitted MLGP predictor with pointwise 95% confidence band (gray shaded region) over five sequential design stages (from left to right). (Bottom) The corresponding sample sizes at the $L = 4$ fidelity levels, over five sequential design stages (from left to right).

| $L$  | $\xi_1$ | $\xi_2$ | $\xi_3$ | $\xi_4$ | $\xi_5$ |
|------|--------|--------|--------|--------|--------|
| 1    | 0.2    | 0.1    | 0.05   | 0.025  | 0.0125 |
| 2    | 0.18   | 0.19   | 0.23   | 0.27   | 0.55   |

Bound of $\|f_\infty - f_L\|_{L_\infty(\Omega)}$ NA NA 0.047 0.030 0.008

Bound of $\|f_\infty - \hat{f}_L\|_{L_\infty(\Omega)}$ 0.009 0.010 0.011 0.011 0.011

Table 2

The estimated simulation and emulation error bounds (see (3.14) and (3.9), respectively) at each design stage for the Poisson’s equation experiment, with estimated rate parameter $\hat{\alpha}$ at stages $L = 3$ and $L = 4$. Bolded numbers indicate the error is less than $\epsilon/2$, where $\epsilon = 0.05$ is the desired error tolerance.

As before, we further explore the stacking designs for this problem with different error tolerances $\epsilon$ using both $L_2$ and $L_\infty$ norms. Figure 10 shows the sample sizes (at each fidelity level) and the corresponding errors of the final MLGP emulator. We see again that the proposed designs can indeed consistently satisfy the desired error tolerance $\epsilon$ with confidence. It is worth noting that, in this problem, a majority of the computational budget is expended on higher fidelity runs (i.e., with denser mesh densities), since the sample sizes are equally allocated over each fidelity level (see Figure 10). This is not too surprising: the fitted function is quite smooth ($\nu = 3.5$), and with estimated rate parameters $\hat{\alpha} \approx 1$ and $\hat{\beta} \approx 0.37$, the condition $\alpha/\beta < 2\nu/d$ can be shown to be satisfied (see earlier discussion of this condition in Section 4 and the cost complexity theorem).
5.3. Thermal Stress Analysis of Jet Engine Turbine Blade. Finally, we investigate the performance of the proposed designs on a thermal stress analysis application for a jet turbine engine blade in steady-state operating condition. Here, the turbine is a component of the jet engine, composed of a radial array of blades typically made from nickel alloys that resist extremely high temperatures. To avoid mechanical failure and friction between the tip of the blade and the turbine casing, it is crucial that the blade design can withstand stress and deformations. See [44] and [4] for more details. We thus wish to study here the effect of thermal stress and pressure of the surrounding gases on turbine blades. As before, this problem can be analyzed as a static structural model, which can be numerically solved using finite element modeling. The $d = 2$ input variables are the pressure load on the pressure ($x_1$) and suction ($x_2$) sides of the blade, both of which range from 0.25 to 0.75 MPa, i.e., $x_1, x_2 \in \Omega = [0.25, 0.75]^2$. The response of interest is taken as the integral of the solution over the thermal stress profile. FEM simulations are performed using the Partial Differential Equation Toolbox in MATLAB [26]. Figure 11 visualizes the blade structure and the simulated thermal stress profiles at three choices of mesh sizes.

For stacking designs, we make use of a geometric sequence of fidelity parameters (here,
Figure 11. Visualizing the FEM solutions for three choices of mesh sizes in the turbine blade application.

| Mesh size | $L = 1$ | $L = 2$ | $L = 3$ | $L = 4$ |
|-----------|---------|---------|---------|---------|
| $\xi_1$   | 0.05    | 0.025   | 0.0125  | 0.00625 |
| $\xi_2$   | 0.025   | 1.03    | 2.28    | 12.58   |
| $\xi_3$   |         |         |         |         |
| $\xi_4$   |         |         |         |         |

Table 3

The estimated simulation and emulation error bounds (see (3.14) and (3.9), respectively) at each design stage for the turbine blade application, with estimated rate parameter $\hat{\alpha}$ at stages $L = 3$ and $L = 4$. Bolded numbers indicate the error is less than $\epsilon/2$, where $\epsilon = 5$ is the desired error tolerance.

mesh sizes) $\xi_l = \xi_0 T^{-l} = 0.1 \times 2^{-l}, l = 1, 2, \ldots$. The desired prediction accuracy is then set to $\epsilon = 5$ in $L_2$-norm. Figure 1 shows the proposed stacking designs over each iteration, Table 3 summarizes the corresponding emulation and simulation error bounds, and Figure 12 shows the simulation discrepancy decay along with the estimates of $\alpha$. Here, we see that the MLGP requires $L = 4$ iterations (resulting in $L = 4$ fidelity levels for the final emulator) to achieve the desired prediction accuracy. Unlike in Section 5.2, the true function $f_\infty(x)$ cannot be expressed in closed form; we thus perform validation runs at 20 uniformly sampled input settings with a small mesh size of $\xi_5 = 3.125 \times 10^{-3}$. Figure 13 visualizes the final MLGP predictor $\hat{f}_L(x_1, x_2)$ as in (3.1) with the out-of-sample test points (red points), as well as the widths of 95% confidence interval over the input space. We see that the predicted response surface quite closely mimics the test data, which is as desired. This is confirmed by the empirical $L_2$-norm of prediction error on the test data (2.01), which is smaller than the desired error tolerance of $\epsilon = 5$. This again shows that the proposed stacking designs can indeed achieve the desired prediction accuracy with confidence via iterative multi-fidelity modeling.
Figure 12. Plotting the logarithm of the absolute value of the refinement (i.e., $\log|f_l(x) - f_{l-1}(x)|$) as a function of $\log(T^{-1})$ in the turbine blade application. The red dashed line shows the line of best fit, with its slope indicating the estimate of $\alpha$.

Figure 13. (Left) Visualizing the fitted MLGP predictor with the test design points in red. (Right) Visualizing the pointwise 95% confidence interval widths over the design space.

6. Concluding Remarks. In this work, we proposed a novel stacking design approach for multi-fidelity GP modeling, which provides a sequential approach for designing multi-fidelity runs to achieve a desired prediction error $\epsilon > 0$ with confidence. This addresses a key limitation of existing design methods, and allows for confident and cost-efficient predictive computing for a broad range of scientific and engineering problems. We then proved a cost complexity theorem which, under the employed multi-level GP emulator, establishes a bound on computational cost (of training data simulation) needed to ensure a desired prediction error tolerance of $\epsilon$. A corollary then provides new insight on when the presented multi-fidelity GP emulator yields improved predictive performance over a single-fidelity GP model. A suite of numerical experiments, including an application to jet turbine blade analysis, shows that the proposed method can efficiently and accurately emulate multi-fidelity computer experiments with confidence.
Supplemental Materials Additional supporting materials can be found in Supplemental Materials, including the detailed proofs of Proposition 3.1, Theorem 4.1, and Corollary 4.2, the detailed algorithm for Section 3.3, and the R code for reproducing the results in Section 5.
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Supplementary Materials for “Stacking designs: designing multi-fidelity computer experiments with confidence”

**S1. Proof of Proposition 3.1.** Denote $P_l(x) = \Phi_l(x, X_l) \Phi_l^{-1} z_l$, which is the reproducing kernel Hilbert space (RKHS) interpolator of $(f_l - f_{l-1})|_{X_l}$ using kernel $\Phi_l$. Since $f_L = \sum_{l=1}^L (f_l - f_{l-1})$ and $\hat{f}_L = \sum_{l=1}^L P_l$, it follows that

$$|f_L(x) - \hat{f}_L(x)| = \left| \sum_{l=1}^L (f_l(x) - f_{l-1}(x)) - \sum_{l=1}^L P_l(x) \right|$$

$$= \left| \sum_{l=1}^L [(f_l(x) - f_{l-1}(x)) - P_l(x)] \right|$$

$$\leq \sum_{l=1}^L |(f_l(x) - f_{l-1}(x)) - P_l(x)|,$$  

(S1.1) where the last inequality follows the triangle inequality. Following Theorem 11.11 of [43] and Theorem 5.1 of [14], it follows that

$$|(f_l(x) - f_{l-1}(x)) - P_l(x)| \leq c_{\phi_{\nu_l}} \|\Theta_l\|_2^{\nu_l} h_{X_l}^{\nu_l} \|f_l - f_{l-1}\|_{N_{\Phi_l}(\Omega)}.$$

Define $c_0 = \max_{l=1,\ldots,L} c_{\phi_{\nu_l}}$. Then, combining with (S1.1), it concludes the proof.

**S2. Algorithm for MLGP emulator with stacking design.**

**Require:** $\epsilon > 0$

**Ensure:** $\|f_\infty - \hat{f}_L\| < \epsilon$

1: Set an initial sample $X_0$ of size $n_0$. $\triangleright n_0 \approx 5d \sim 10d$ is recommended

2: $L \leftarrow 1$

3: repeat

4: Evaluate $f_L(x)$ on initial design $X_0$

5: Estimate parameters $\Theta_l$ and $\nu_l$ and RKHS norm $\|f_l - f_{l-1}\|_{N_{\Phi_l}(\Omega)}$

6: Set sample sizes $n_l$ via (3.6) and (3.10)

7: Construct design $X_l$ of size $n_l$ satisfying $X_0 \subseteq X_L \subseteq X_{L-1} \subseteq \cdots \subseteq X_1$

8: Evaluate $f_l(x)$ on extra samples at each level as needed for new $X_l$

9: if $L \geq 3$ then

10: Estimate rate parameter $\alpha$ via linear regression with a log-transformation

11: Test for error convergence via (3.14)

12: else

13: $L \leftarrow L + 1$

14: end if

15: until converged via (3.14)

16: return MLGP emulator via (3.1)

**S3. Proof of Theorem 4.1.** We start by choosing $L$ to be

$$L = \left\lceil \frac{\log(2c_1\xi_0^\alpha \epsilon^{-1})}{\alpha \log T} \right\rceil$$  

(S3.1)
To bound the computational cost $C_{\alpha d}$, thus, by Conditions 4, 5, the equations (S3.3) and (S3.5), we have
\begin{equation}
|f_{\infty}(x) - f_L(x)| \leq c_1 \xi_1^\alpha \leq \frac{1}{2} \epsilon,
\end{equation}
and hence, by Condition 1,
\begin{equation}
|f_{\infty}(x) - f_L(x)| \leq c_1 \xi_1^\alpha \leq \frac{1}{2} \epsilon.
\end{equation}
By Theorem 2.2 in [40], Condition 3 implies that there exists $v_l \in L_2(\Omega)$, such that $f_l(x) - f_{l-1}(x) = \int_\Omega \Phi_l(x - y) v_l(y) dy$, and $\bar{v} := \sup_{l \in \mathbb{N}^+} ||v_l||_{L_2(\Omega)} < +\infty$. Thus, it follows that
\begin{equation}
\|f_l - f_{l-1}\|_{H^s(\Omega)} = (f_l - f_{l-1}, f_l - f_{l-1})_{H^s(\Omega)}
= (f_l - f_{l-1}, v_l)_{L_2(\Omega)}
\leq \|f_l - f_{l-1}\|_{L_2(\Omega)} \|v_l\|_{L_2(\Omega)}
\leq \bar{v} (\|f_l\|_{L_2(\Omega)} + \|f_l - f_{l-1}\|_{L_2(\Omega)})
\leq c_1 \bar{v} \text{Vol}(\Omega) (\xi_1^\alpha + \xi_1^\beta) \leq c_1 \bar{v} \text{Vol}(\Omega) (1 + T^\alpha) \xi_1^\alpha,
\end{equation}
where Vol($\Omega$) is the volume of $\Omega$. Then, combining (S3.4) and Conditions 4 and 5 with Theorem 3.1, it follows that
\begin{equation}
|f_L(x) - \hat{f}_L(x)| \leq c_0 \sum_{l=1}^{L} \|\Theta_l\|_{H^s(\Omega)} \|f_l - f_{l-1}\|_{H^s(\Omega)}
\leq c_0 c_1^{1/2} c_2^{\nu} c_3^{\beta} \bar{v}^{1/2} \text{Vol}(\Omega)^{1/2} (1 + T^\alpha)^{1/2} \sum_{l=1}^{L} n_l^{-\frac{\beta}{2}} \xi_l^\alpha/2.
\end{equation}
Thus, by Conditions 4, 5, the equations (S3.3) and (S3.5), we have
\begin{equation}
|f_{\infty}(x) - \hat{f}_L(x)| \leq |f_{\infty}(x) - f_L(x)| + |f_L(x) - \hat{f}_L(x)|
\leq \frac{\epsilon}{2} + c_0 c_1^{1/2} c_2^{\nu} c_3^{\beta} \bar{v}^{1/2} \text{Vol}(\Omega)^{1/2} (1 + T^\alpha)^{1/2} \sum_{l=1}^{L} n_l^{-\frac{\beta}{2}} \xi_l^\alpha/2.
\end{equation}
The second term will be discussed separately given $\alpha d = 2\beta \nu, \alpha d > 2\beta \nu$ and $\alpha d < 2\beta \nu$. For notational simplicity, we let $c_0 = c_0 c_1^{1/2} c_2^{\nu} c_3^{\beta} \bar{v}^{1/2} \text{Vol}(\Omega)^{1/2} (1 + T^\alpha)^{1/2}$.

If $\alpha d = 2\beta \nu$, we set $n_l = \left(2L c_0^{-1} \xi_l^\beta \right)^{\frac{d}{\beta}}$ so that
\begin{equation}
|f_{\infty}(x) - \hat{f}_L(x)| \leq \frac{\epsilon}{2} + c_6 \sum_{l=1}^{L} n_l^{-\frac{\beta}{2}} \xi_l^{\alpha/2} \leq \frac{\epsilon}{2} + c_6 \frac{\epsilon}{2L c_0} L \xi_l^\alpha \leq \frac{\epsilon}{2} + \frac{\epsilon}{2} \leq \epsilon.
\end{equation}
To bound the computational cost $C_{\text{tot}}$, since the upper bound for $n_l$ is given by
\begin{equation}
n_l \leq \left(2L c_0^{-1} \xi_l^\beta \right)^{\frac{d}{\beta}} + 1,
\end{equation}
the computational cost is bounded by

\[
C_{\text{tot}} \leq c_4 \sum_{l=1}^{L} n_l \xi_l^{-\beta} \leq c_4 \left( (2c_6) \frac{d}{\nu} \mu L \nu \sum_{l=1}^{L} \xi_l^{-\beta} + \sum_{l=1}^{L} \xi_l^{-\beta} \right)
\]

(S3.6)

\[
\leq c_4 \left( (2c_6) \frac{d}{\nu} \mu L^{1+\frac{d}{\nu}} + \sum_{l=1}^{L} \xi_l^{-\beta} \right).
\]

By (S3.1), the upper bound on \( L \) is given by

\[
L \leq \frac{\log \epsilon^{-1}}{\alpha \log T} + \frac{\log(2c_1 \xi_0^\alpha)}{\alpha \log T} + 1.
\]

Given that \( 1 < \log \epsilon^{-1} \) for \( \epsilon < e^{-1} \), it follows that

(S3.7)

\[
L \leq c_7 \log \epsilon^{-1},
\]

where

\[
c_7 = \frac{1}{\alpha \log T} + \max \left( 0, \frac{\log(2c_1 \xi_0^\alpha)}{\alpha \log T} \right) + 1.
\]

Moreover, since \( \epsilon^{-1/\alpha} \leq \epsilon^{-\frac{d}{\nu}} \alpha \geq \frac{\beta \nu}{\alpha} \) and \( \epsilon < e^{-1} \), by (S3.2) it follows

(S3.8)

\[
\xi_L^{-1} < T \left( \frac{\epsilon}{2e_1} \right)^{-1/\alpha} l \beta \nu 1/\alpha \epsilon^{-\frac{d}{\nu}}.
\]

Then, by the standard result for a geometric series and the inequality in (S3.8),

\[
\sum_{l=1}^{L} \xi_l^{-\beta} = \xi_L^{-\beta} \sum_{l=1}^{L} (T^{-\beta})^{l-1-L} < \xi_L^{-\beta} (1 - T^{-\beta})^{-1}
\]

(S3.9)

\[
< 2^{\beta/\alpha} c_7^{\beta/\alpha} \frac{T^\beta}{1 - T^{-\beta}} \epsilon^{-\frac{d}{\nu}}.
\]

Thus, combining (S3.6), (S3.7), and (S3.9), and by the fact that \( 1 < \log \epsilon^{-1} \) for \( \epsilon < e^{-1} \), it follows that

\[
C_{\text{tot}} \leq c_5 \epsilon^{-\frac{d}{\nu}} \log(\epsilon^{-1})^{1+\frac{d}{\nu}},
\]

where

\[
c_5 = \left( c_4 2^{\frac{d}{\nu}} c_7 \left( 1 + \frac{d}{\nu} \right) + c_4 2^{\frac{d}{\nu}} c_7 \left( 1 - \frac{d}{\nu} \right) \right).
\]

If \( \alpha d > 2 \beta \nu \), we set \( n_l = \left[ \left( 2\epsilon^{-1} c_6 \xi_0 \frac{\alpha d - 2 \beta \nu}{2(\nu + d)} \right) (1 - T^{-\frac{\alpha d - 2 \beta \nu}{2(\nu + d)})^{-1} \right] \left( \frac{\xi_l}{\xi_0} \right)^{(\alpha + 2 \beta \nu) \frac{d}{2(\nu + d)}} \right] \) so that

\[
|f_\infty(x) - \hat{f}_L(x)| \leq \epsilon \frac{c_5}{2} \left( 1 - T^{-\frac{\alpha d - 2 \beta \nu}{2(\nu + d)}} \right) \sum_{l=1}^{L} \xi_l^{-\beta} \left( 1 - T^{-\frac{\alpha d - 2 \beta \nu}{2(\nu + d)}} \right) \left( 1 - T^{-\frac{\alpha d - 2 \beta \nu}{2(\nu + d)}} \right)^{-1} = \epsilon.
\]

3
To bound the computational cost $C_{\text{tot}}$, since the upper bound for $n_l$ is given by
\[ n_l \leq \left(2\epsilon^{-1}c_6\xi_0^{(\alpha-2\beta\nu)/(2(\nu+d))} (1 - T^{-\alpha-2\beta\nu/2(\nu+d)})^{-1}\right)^{2\beta} \xi_l^{(\alpha+2\beta\nu)/2(\nu+d)} + 1, \]
the computational cost is bounded by
\[
(S3.10) \quad C_{\text{tot}} \leq c_4 \sum_{l=1}^L n_l \xi_l^{\beta} \leq c_4 \left( c_6 \epsilon^{-2} \sum_{l=1}^L \xi_l^{(\alpha+2\beta\nu)/(2(\nu+d))} + \sum_{l=1}^L \xi_l^{-\beta} \right),
\]
where $c_8 = (2c_6^{\alpha-2\beta\nu/2(\nu+d)} (1 - T^{-\alpha-2\beta\nu/2(\nu+d)})^{-1})^{\frac{2\beta}{d}}$. By the standard result for a geometric series, we have
\[
(S3.11) \quad \sum_{l=1}^L \xi_l^{(\alpha+2\beta\nu)/(2(\nu+d))} = \sum_{l=1}^L \xi_l^{\alpha-2\beta\nu/2(\nu+d)} = \xi_0^{\alpha-2\beta\nu/2(\nu+d)} \sum_{l=1}^L T^{-\alpha-2\beta\nu/2(\nu+d)} \leq \xi_0^{\alpha-2\beta\nu/2(\nu+d)} \left(1 - T^{-\alpha-2\beta\nu/2(\nu+d)} \right)^{-1}.
\]
Thus, combining (S3.10), (S3.11) and (S3.9), it follows that
\[ C_{\text{tot}} \leq c_5 \epsilon^{-\frac{d}{\nu}}, \]
where
\[ c_5 = c_4 c_6 \xi_0^{(\alpha-2\beta\nu)/(2(\nu+d))} \left(1 - T^{-\alpha-2\beta\nu/2(\nu+d)} \right)^{-1} + c_4 2^{\frac{2\beta}{d}} c_1 \frac{\beta}{2(\nu+d)} \left(1 - T^{-\alpha-2\beta\nu/2(\nu+d)} \right)^{-1}. \]
If $\alpha d < 2\beta \nu$, we set $n_l = \left[ \left(2\epsilon^{-1}c_6\xi_0^{(\alpha-2\beta\nu)/(2(\nu+d))} (1 - T^{-\alpha-2\beta\nu/2(\nu+d)})^{-1}\right)^{\frac{d}{2\beta}} \xi_l^{(\alpha+2\beta\nu)/(2(\nu+d))} \right]$. Because
\[
(S3.12) \quad \sum_{l=1}^L \xi_l^{\frac{2\beta\nu-\alpha d}{2(\nu+d)}} = \xi_L^{\frac{2\beta\nu-\alpha d}{2(\nu+d)}} \sum_{l=1}^L (T^{-\alpha-2\beta\nu/2(\nu+d)})^{L-L} < \xi_L^{\frac{2\beta\nu-\alpha d}{2(\nu+d)}} \left(1 - T^{-\alpha-2\beta\nu/2(\nu+d)} \right)^{-1},
\]
it follows that
\[ |f_\infty(x) - \hat{f}_L(x)| \leq \frac{\epsilon}{2} + \frac{\epsilon}{2} \xi_L^{\frac{2\beta\nu-\alpha d}{2(\nu+d)}} \left(1 - T^{-\alpha-2\beta\nu/2(\nu+d)} \right)^{L} \sum_{l=1}^L \xi_l^{\frac{2\beta\nu-\alpha d}{2(\nu+d)}}
\[ = \frac{\epsilon}{2} + \frac{\epsilon}{2} \xi_L^{\frac{2\beta\nu-\alpha d}{2(\nu+d)}} \left(1 - t^{-\alpha-2\beta\nu/2(\nu+d)} \right) \sum_{l=1}^L \xi_l^{\frac{2\beta\nu-\alpha d}{2(\nu+d)}}
\[ \leq \frac{\epsilon}{2} + \frac{\epsilon}{2} = \epsilon. \]
To bound the computational cost $C_{\text{tot}}$, since the upper bound for $n_l$ is given by
\[ n_l \leq \left(2\epsilon^{-1}c_6\xi_L^{\alpha-2\beta\nu/(2(\nu+d))} (1 - T^{-\alpha-2\beta\nu/2(\nu+d)})^{-1}\right)^{\frac{d}{\nu}} \xi_l^{(\alpha+2\beta\nu)/(2(\nu+d))} + 1, \]
the computational cost is bounded by

\[(S3.13) \quad C_{\text{tot}} \leq c_4 \sum_{l=1}^{L} n_l \xi_l^{-\beta} \leq c_4 \left( c_9 \epsilon^{-\frac{d}{\beta}} \sum_{l=1}^{L} (\frac{(a+\beta)d}{2\nu+d})^{\frac{a-2\beta d}{2(\nu+d)}} \xi_l^{(a+\beta)d-\beta} + \sum_{l=1}^{L} \xi_l^{-\beta} \right), \]

where \(c_9 = (2c_6 \xi_L^{\frac{ad-2\beta d}{2(\nu+d)}} (1 - T^{-\frac{2\beta \nu-ad}{2(\nu+d)}}))^{\frac{2}{2}}.\) Because (S3.2) gives

\[\xi_L^{-1} < T \left( \frac{\epsilon}{2c_1} \right)^{-1/\alpha} \leq T^{2^{1/\alpha} c_1^{1/\alpha} \epsilon^{-1/\alpha}},\]

combining with (S3.12), it follows that

\[(S3.14) \quad \sum_{l=1}^{L} \xi_l^{(a+\beta)d-\beta} = \sum_{l=1}^{L} \xi_l^{\alpha-2\beta d} \leq \xi_L^{\frac{2\beta \nu-ad}{2(\nu+d)}} \left( 1 - T^{-\frac{2\beta \nu-ad}{2(\nu+d)}} \right)^{-1} \leq c_{10} \epsilon^{-\frac{d}{\beta} - \frac{2\beta \nu-ad}{2(\nu+d)}},\]

where

\[c_{10} = T^{\frac{2\beta \nu-ad}{2(\nu+d)}} \frac{2\beta \nu-ad}{2(\nu+d)} \frac{2\beta \nu-ad}{2(\nu+d)} \left( 1 - T^{-\frac{2\beta \nu-ad}{2(\nu+d)}} \right)^{-1}.\]

Thus, combining (S3.13), (S3.14), and (S3.9), and by the fact \(\epsilon^{-\frac{d}{\beta}} \leq \epsilon^{-\frac{d}{\beta}} \frac{2\beta \nu-ad}{2(\nu+d)}\) for \(\epsilon < \epsilon^{-1},\) it follows that

\[C_{\text{tot}} \leq c_5 \epsilon^{-\frac{d}{\beta} - \frac{2\beta \nu-ad}{2(\nu+d)}},\]

where

\[c_5 = c_4 c_9 c_{10} + c_4 \frac{2^\beta}{c_1} \frac{T^\beta}{1 - T^{-\beta}}.\]

**S4. Proof of Corollary 4.2.** By Condition 1 of Theorem 4.1 and Condition 1, it follows that

\[(S4.1) \quad |f_\infty(x) - f_H(x)| \leq c_1 \xi_l^{\alpha} \leq \epsilon/2.\]

Similar to Theorem 3.1,

\[(S4.2) \quad |f_H(x) - \hat{f}_H(x)| \leq c_{\Phi_H} \|\Theta_H\|^{\nu}_H \|f_H\|_{N_{\Phi_H}(\Omega)}\]

with a positive constant \(c_{\Phi_H}.\) Given Condition 2, similar to (S3.4), it can be shown that \(\|f_H\|_{N_{\Phi_H}(\Omega)} \leq c_{11} \xi_l^{\alpha/2}\) with a positive constant \(c_{11}.\) Combining with (S4.1), (S4.2), by Condition 4 of Theorem 4.1 and Condition 3, it follows

\[|f_\infty(x) - \hat{f}_H(x)| \leq |f_\infty(x) - f_H(x)| + |f_H(x) - \hat{f}_H(x)| \leq \frac{\epsilon}{2} + c_{12} n_H^{-\frac{\alpha}{2}} \xi_l^{\alpha/2}\]

with a positive constant \(c_{12}.\) Let \(n_H = \left\lceil (2\epsilon^{-1} c_{12} \xi_l^{\alpha/2})^{\frac{1}{2}} \right\rceil,\) then it can be shown that \(c_{12} n_H^{-\frac{\alpha}{2}} \xi_l^{\alpha/2} \leq \epsilon/2\) which leads to \(|f_\infty(x) - \hat{f}_H(x)| \leq \epsilon.\)
The bound the computational cost $C_{\text{tot}}$, since the upper bound for $n_H$ is given by

\[ n_H \leq \left(2\epsilon^{-1}c_{12}\xi^{\alpha/2}\right)^{\frac{d}{\nu}} + 1, \]

the computational cost is bounded by

(S4.3) \[ C_{\text{tot}} \leq c_4n_H\xi_H^{-\beta} \leq c_{13}\epsilon^{-\frac{d}{\nu}}\xi_H^{\frac{\alpha}{\nu}\beta - \beta} + \xi_H^{-\beta}, \]

where $c_{13} = (2c_{12})^{\frac{d}{\nu}}$. By Condition 1, it follows that

\[ \xi_H^{\frac{\alpha}{\nu}\beta - \beta} \leq \left(\frac{\epsilon}{2c_1}\right)^{\frac{d}{\nu} - \frac{\beta}{\nu}}, \]

and

\[ \xi_H^{-\beta} \leq c_1^{-\frac{\beta}{\nu}}\left(\frac{\epsilon}{2}\right)^{-\frac{\beta}{\nu} - \frac{d}{2\nu}}, \]

and combining the two inequalities with (S4.3), we have

\[ C_{\text{tot}} \leq c_{13}\epsilon^{-\frac{d}{\nu}}\xi_H^{\frac{\alpha}{\nu}\beta - \beta} + \xi_H^{-\beta} \leq c_{14}\epsilon^{-\frac{d}{\nu} + \frac{d}{2\nu} - \frac{\beta}{\nu}} + c_{15}\epsilon^{-\frac{d}{\nu} - \frac{d}{2\nu}} \leq c_{16}\epsilon^{-\frac{\beta}{\nu}} - \frac{d}{2\nu}, \]

where $c_{16} = c_{14} + c_{15}$, $c_{14} = c_{13}(2c_1)^{\frac{\beta}{\nu}\alpha - \frac{d}{2\nu}}$, and $c_{15} = c_{13}c_1^{\frac{\beta}{\nu}\alpha}2^{\frac{d}{2\nu} - \frac{\beta}{\nu}}$. This finishes the proof.