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ABSTRACT

In spite of the immense success of different linear and non-linear time series models in their respective domains, real-world data are rarely pure linear or non-linear in nature. Hence, a hybrid modelling framework with the capability of handling both linear and non-linear patterns can substantially improve the forecasting accuracy. With this backdrop, an effort has been made in this investigation to evaluate the suitability of hybrid models in compassion to single linear or non-linear models for forecasting maize production in India. Data from 1949-50 to 2016-17 have been utilised for the model building purpose while retaining the data from 2017-18 to 2019-20 for the post-sample accuracy assessment. Outcomes emanated from this investigation clearly reveals that the ARIMA-NLSVR model has outperformed all other candidate models employed in this study. It is noteworthy to mention that both the hybrid models have performed better than their individual counterparts. The superior forecasting ability of both the non-linear models over the linear ARIMA model has also been evident.

*Corresponding author: E-mail: bishvajitb93@gmail.com;
1. INTRODUCTION

Accurate and reliable forecasting of food grain production is of prime importance for ensuring the food security of the ever-increasing global populace. According to the FAO [1], global food production would need to be increased by more than 70% by 2050. Next to only rice and wheat, maize (Zea mays) is the most consumed staple food crop in the world [2]. It is considered as the queen of cereals and has utility in many industrial applications [3].

Despite the fact that India has achieved a decent level of food grain production, the gains of production have largely been negated by its population expansion. Earlier maize was mostly cultivated for food consumption purposes, however, due to the changes in Indian dietary patterns, it is now largely being grown for feed purposes [4]. Based on the increasing growth rate of poultry, livestock, fish, and milling industries, the demand for maize is expected to be 45 million tonnes by 2030 [5]. Maize is produced throughout the year in India in a variety of environments ranging from extreme semi-arid to sub-humid and humid conditions. It is also very popular in the low and mid-hill areas of the western and north-eastern regions. Maize growing areas in India can be broadly classified into two categories, viz., (i) traditional maize growing areas (Bihar, Madhya Pradesh, Rajasthan, and Uttar Pradesh) and (ii) non-traditional maize growing areas (Karnataka and Andhra Pradesh). Despite a positive compound annual growth rate (3.88% from 1949-50 to 2019-20), the growth in maize production in India is limited by several constraints such as extreme weather conditions, increased pest and disease incidence, imbalanced use of nutrients, limited adoption of improved technologies etc. [6]. However, due to the lack of region-specific long-term data on several production factors, time series models are usually employed for the forecasting purpose to provide an aid for decision making and in-time planning.

One of the most widely used models for time series forecasting is the autoregressive integrated moving average (ARIMA) model [7-9]. Its immense popularity stems from its sound statistical foundation and the well-known Box–Jenkins method [10]. The major drawback of this model is the presumption of linearity, i.e., no non-linear patterns can be recognised by it. To deal with the non-linear patterns, time-delay neural network (TDNN) and non-linear support vector regression (NLSVR) models are the popular choices. Taskaya-Temizel and Casey [11] have conducted a comparative study of autoregressive neural network hybrids using nine monthly time series. Hadipour et al. [12] have forecasted the groundwater Level in Qom Plain, Iran by employing the TDNN models. Fung et al. [13] have utilized improved support vector regression models for agricultural drought prediction at downstream of Langat River Basin, Malaysia. However, the real-world data are rarely pure linear or non-linear in nature; they often contain both linear as well as non-linear patterns in their structure. Hence, a hybrid modelling framework with the capability of handling both linear and non-linear patterns can substantially improve the forecasting accuracy [14]. Consequently, the applications of the hybrid models are gaining momentum day-by-day. Faruk [15] has mentioned the superiority of the hybrid models over the ARIMA and neural network models for water quality predictions. Khairalla and Al-Jallad [16] have also obtained similar results in the case of financial time series analysis. Results obtained by Rathod et al. [17] have revealed that the forecasting accuracy of the hybrid models is better as compared to the single models and among the hybrid models, the ARIMA-NLSVR model has performed superior than the ARIMA-TDNN model.

In spite of the immense success of different time series models in their respective domains, the empirical evaluations have often yielded mixed results. With this backdrop, an effort has been made in this investigation to evaluate the suitability of hybrid models in compassion to single linear or non-linear models for forecasting maize production in India. The rest of the paper proceeds as follows. The next section provides a detailed description of the data set as well as of the time series models under study. The subsequent section presents the empirical results and discussion. The last section, finally, concludes the paper.

2. MATERIALS AND METHODS

2.1 Data and Statistical Software

Yearly data on maize production (in million tonnes) from 1949-50 to 2019-20 have been collected from ‘Agricultural Statistics at a Glance
2.2 Methodology

2.2.1 ARIMA models

In an autoregressive integrated moving average (ARMA) model, the future value of a variable is assumed to be a linear function of several past observations and random errors [10]. An ARIMA model that can represent homogeneous non-stationary behaviour is written as follows:

\[(1 - \sum_{i=1}^{p} \phi_i B^i)(1 - B)^d y_t = (1 - \sum_{i=1}^{q} \theta_i B^i) \epsilon_t \tag{1}\]

where \(y_t\) and \(\epsilon_t\) are the actual observation and random error at time period \(t\), respectively; \(\phi_i\) (\(i = 1, 2, ..., p\)) and \(\theta_j\) (\(j = 1, 2, ..., q\)) are model parameters. \(p\) and \(q\) are integers and often referred to as orders of the model. \(B\) is the backshift operator defined by \(B^i y_t = y_{t-i}\) and \(d\) represents the order of differencing. Random errors \(\epsilon_t\) are assumed to be independent and identically distributed with a mean zero and a constant variance \(\sigma^2\).

The Box–Jenkins methodology (i.e., ARIMA methodology) includes three iterative steps, viz. (i) model identification, (ii) parameter estimation and (iii) diagnostic checking. At the identification stage, based on autocorrelation and partial autocorrelation patterns, one or several potential models are identified. Once a tentative model is specified, model parameters are estimated such that an overall measure of errors is minimised. At the diagnostic checking stage, the white noise test for the residuals of the tentatively identified candidate model is carried out. If residuals are not white noise, again a candidate model is selected and the same procedure is repeated unless a valid model is found.

2.2.2 TDNN models

The human brain can be considered as a highly complex, non-linear, parallel computer, which served as an inspiration for the basic structure of ANN [18]. Like neurons in the brain, ANN is composed of a number of simple but highly interconnected processing elements [19]. Models based on neural network architecture is like a black box consisting of a series of equations for calculating the output by using the provided input values. A general neural network architecture consists of (i) an input layer that accepts external information, (ii) one or more hidden layer that provides non-linearity to the model and (iii) an output layer that provides the target value. Each layer contains one or more nodes. All the layers in a multilayer neural network are connected through an acyclic arc.

Time series data can be modelled using a neural network in two possible ways. The first way is to explicitly represent time in the form of recurrent connections from output nodes to the preceding layer [20]. The second way is to provide the implicit representation of time, whereby a static neural network like multilayer perceptron is bestowed with dynamic properties [21]. A neural network can be made dynamic by embedding either long-term or short-term memory, depending on the retention time, into the structure of a static network. For temporal data processing, some form of short-term memory is required to make the neural network dynamic. One simple way of building short-term memory into the structure of a neural network is through the use of time delay, which can be implemented at the input layer of the neural network.

The general expression for a multilayer feed-forward time-delay neural network is given by:

\[y_{t+1} = g\left(\sum_{j=0}^{q} \alpha_j f\left(\sum_{i=0}^{p} \beta_{ij} y_{t-i}\right)\right)\tag{2}\]

where \(f\) and \(g\) denote the activation function at the hidden and output layer, respectively. \(p\) is the number of input nodes (tapped delay), \(q\) is the number of hidden nodes, \(\beta_{ij}\) is the weight attached to the connection between the \(i^{th}\) input node and the \(j^{th}\) hidden node, \(\alpha_j\) is the weight attached to the connection from the \(j^{th}\) hidden node to the output node and \(y_{t-i}\) is the \(i^{th}\) input (lag) of the model. Each node of the hidden layer receives the weighted sum of all inputs including a bias term. This weighted sum of input variables is then transformed by each hidden node using the activation function \(f\). In a similar fashion, the output node also receives the weighted sum of the output of all hidden nodes and produces an output by transforming the weighted sum using its activation function \(g\).
time series analysis, \( f \) is often chosen as logistic sigmoid function and \( g \) as an identity function.

For a univariate time series forecasting problem, past observations of a given variable serve as the input variables. The neural network model attempts to map the following function:

\[
y_{t+1} = f(y_t, y_{t-1}, \ldots, y_{t-p+1}, w) + \varepsilon_{t+1}
\]

(3)

where \( y_{t+1} \) pertains to the observation at time \( t + 1 \), \( p \) is the number of lagged observations, \( w \) is the vector of network weights and \( \varepsilon_{t+1} \) is the error term at time \( t + 1 \). Hence, the neural network acts like a non-linear autoregressive model.

2.2.3 NLSVR models

Support vector machine (SVM) was originally developed for the classification problems. With the introduction of Vapnik's \( \varepsilon \)-insensitive loss function [22], it has further been extended to the domain of non-linear regression estimation problems and the models developed for solving such problems are known as NLSVR models. The basic concept is to transform the original input space into a high dimensional feature space and then construct linear regression in the newly formed feature space, which corresponds to non-linear regression in the original dimensional input space. Let us consider a vector of data set \( X = \{x_i, y_i\}_{i=1}^N \), where \( x_i \in \mathbb{R}^n \) is the input vector, \( y_i \) is the scalar output and \( N \) is the size of the data set. The general equation of the NLSVR estimation function is given as follows:

\[
f(x) = w^T \phi(x) + b
\]

(4)

where \( \phi(.) \) is a non-linear mapping function, which maps the original input space into a higher dimensional feature space vector. \( w \) is the weight vector, which is normal to the hyperplane. \( b \) is the bias term and \( T \) denotes the transpose.

The performance of NLSVR models highly relies on the kernel function and a set of hyper-parameters. The most commonly used kernel function is the radial basis function (RBF), which requires the optimisation of two hyper-parameters, viz., (i) the regularisation parameter \( C \) and (ii) the kernel bandwidth parameter \( \gamma \). The former one balances the model complexity and approximation accuracy, whereas the latter one defines the variance of the RBF kernel function [23].

2.2.4 Hybrid models

The hybrid methodology considers the time series \( y_t \) as a combination of both linear and non-linear components [14].

\[
y_t = L_t + N_t
\]

(5)

where, \( L_t \) and \( N_t \) represent the linear and non-linear components present in the time series data, respectively. These two components are to be estimated from the data. This hybrid method of combining forecasting has the following steps;

(i) First of all, a linear time series model (say, ARIMA) is fitted to the data.

(ii) At the next step, the residuals are obtained from the fitted linear model. The residuals will now contain only the non-linear components. Let \( e_t \) denotes the residual at the time \( t \) from the linear model, then

\[
e_t = y_t - \hat{L}_t
\]

(6)

Where, \( \hat{L}_t \) is the forecast value for the time \( t \) obtained from the linear model.

(iii) Diagnosis of residuals is carried out to check if there is still any linear correlation structure left in the residuals. The residuals are then tested for the possible presence of non-linearity by using the BDS test [24].

(iv) Once the residuals confirm non-linearity, the residuals are modelled using a non-linear model (say, TDNN or NLSVR). The forecast values, \( \hat{N}_t \) are then obtained for the residual series.

(v) Finally, the forecasted linear and non-linear components are combined to obtain the aggregated forecast values as:

\[
\hat{y}_t = \hat{L}_t + \hat{N}_t
\]

(7)
2.2.5 Measures of post-sample model accuracy

The forecasting ability of both models is assessed in terms of the two common accuracy measures, viz., root mean squared error (RMSE) and mean absolute percentage error (MAPE). RMSE measures the overall performance of a model and has the form:

$$\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2}$$

(8)

where $y_i$ and $\hat{y}_i$ denote actual and predicted value at time $t$, respectively and the number of predictions is represented by $n$. The second measure, i.e., MAPE is a measure of per cent average error for each point forecast and is given by:

$$\text{MAPE} = \frac{100}{n} \sum_{i=1}^{n} \left| \frac{y_i - \hat{y}_i}{y_i} \right| \%$$

(9)

3. RESULTS AND DISCUSSION

The first and foremost step in time series analysis is to plot the data. An upward trend over the years is clearly evident from Fig. 2 indicating a possible non-stationarity. Table 1 briefs the descriptive statistics. The average production of maize is observed to be 10.07 million tonnes during the study period. A high coefficient of variation value entails a higher degree of instability in the data. Results of the ADF (Augmented Dickey-Fuller) test, as presented in Table 2, clearly indicate the non-stationary and stationary nature of the level and the first difference series, respectively.

### Table 1. Descriptive statistics

| Statistics             | Value |
|------------------------|-------|
| Mean                   | 10.07 |
| Minimum                | 1.73  |
| Maximum                | 28.77 |
| Standard deviation     | 7.22  |
| Skewness               | 1.20  |
| Kurtosis               | 0.46  |
| Coefficient of Variation (%) | 71.76 |

### Table 2. Results of the ADF test

| Series               | Test statistic | p value |
|----------------------|----------------|---------|
| Level series         | 2.128          | 0.999   |
| First difference     | -4.039         | 0.013   |

Among the different candidate ARIMA models, ARIMA (1, 1, 2) model is finally selected on the basis of least AIC (Akaike information criterion) and BIC (Bayesian information criterion) values as well as least RMSE and MAPE values. Due weightage has been given to the well-behaved residuals. Parameter estimates of the selected ARIMA (1, 1, 2) model are provided in Table 3. In the next step, the residuals obtained from the selected ARIMA models are tested for the presence of non-linearity. Results of the BDS test, as provided in Table 4, clearly confirms the presence of non-linear patterns in its structure. Hence, TDNN and NLSVR models are employed for both the original and residual series.
Fig. 2. Maize production (in million tonnes) in India during 1949-50 to 2019-20

Table 3. Parameter estimates of the ARIMA model

| Parameters  | Estimate | p value |
|------------|----------|---------|
| C (Constant) | 0.34     | 0.01    |
| $\phi_1$   | 0.82     | <0.01   |
| $\theta_1$ | -1.59    | <0.01   |
| $\theta_2$ | 0.79     | <0.01   |

Table 4. Results of the BDS test

| Epsilon | Embedding dimension (m=2) | Embedding dimension (m=3) |
|---------|--------------------------|--------------------------|
|         | Statistic | p value | Statistic | p value |
| 3.11    | 23.84     | <0.01   | 36.17     | <0.01   |
| 6.22    | 16.23     | <0.01   | 18.69     | <0.01   |
| 9.34    | 13.69     | <0.01   | 14.33     | <0.01   |
| 12.45   | 11.50     | <0.01   | 11.68     | <0.01   |

In the case of TDNN models, the number of input and hidden nodes have been varied from 1 to 6 and from 2 to 14, respectively. Keeping training and testing accuracy as well as parsimony in mind, the TDNN model with three input nodes and two hidden nodes (3:2s:1l) has been selected for the original (first difference) series. However, for the ARIMA residual series, the TDNN model with two input nodes and seven hidden nodes (2:7s:1l) has performed better than the other candidate TDNN models. Specifications of both these models are furnished in Table 5. Similar to the TDNN models, the NLSVR models for the original and ARIMA residual series have been built with the model specifications presented in Table 6.

Table 5. Specifications of the TDNN models

| Specifications              | Original series | Residual series |
|----------------------------|-----------------|-----------------|
| No. of input nodes         | 3               | 2               |
| No. of hidden nodes        | 2               | 7               |
| Total no. of weights       | 11              | 29              |
| Hidden layer activation function | Logistic     | Logistic        |
| Output layer activation function | Identity      | Identity        |
Table 6. Specifications of the NLSVR models

| Series       | Kernel function | No. of SVs | C   | γ   | ε   |
|--------------|-----------------|-----------|-----|-----|-----|
| Original series | RBF             | 13        | 100 | 0.25| 0.01|
| Residual series  | RBF             | 12        | 100 | 0.25| 0.01|

Table 7. Post-sample assessment of model accuracy

| Model         | RMSE | MAPE |
|---------------|------|------|
| ARIMA         | 2.19 | 7.42 |
| TDNN          | 1.92 | 4.75 |
| NLSVR         | 0.83 | 2.82 |
| ARIMA-TDNN    | 1.49 | 4.19 |
| ARIMA-NLSVR   | 0.01 | 0.02 |

Fig. 3. Actual and predicted (by the ARIMA-NLSVR hybrid model) maize production in India

Comparative assessment of the different models in terms of post-sample RMSE and MAPE values is presented in Table 7. It can be clearly observed that the ARIMA-NLSVR model has outperformed all other candidate models in forecasting maize production in India. The actual and predicted maize production by the best fitted ARIMA-NLSVR hybrid model is presented in Fig. 3. It is noteworthy to mention that both the hybrid models have performed better than their individual counterparts [17, 25-27]. The superior forecasting ability of both the non-linear models over the linear ARIMA model has also been evident.

4. CONCLUSION

The current study has compared the hybrid models with single linear or non-linear models for forecasting maize production in India. Among the competing time series models, the ARIMA-NLSVR hybrid model has performed substantially better than the others. We also find that the non-linearity test has provided fair guidance in the application of the non-linear models. However, the generalisation of this study includes different linear and non-linear models in the hybrid modelling framework.
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