I. INTRODUCTION

Systems with two-body zero-range interactions constitute important models in physics. Although realistic two-body interactions do typically have a finite range, results for systems with zero-range interactions provide a starting point for understanding complicated few- and many-body dynamics. In 1934 [1], Fermi used the zero-range model in quantum mechanical calculations to explain the scattering of slow neutrons off bound hydrogen atoms. Nowadays, the two-body contact interaction is discussed in elementary quantum texts [2]. It has, e.g., been used to gain insights into the correlations of molecules, such as H$_2$ and H$_2$, and to model atom-laser interactions [3–5].

In the 60s [6–10], zero-range interactions were used extensively to model strongly-interacting one-dimensional systems at zero and finite temperature. Many of these models are relevant to electronic systems where the screening of the long-range Coulomb interactions leads to effectively short-range interactions [11]. More recently, ultracold atomic gases interacting through two-body van der Waals potentials have been, in the low temperature regime, modeled successfully using zero-range interactions [12–14]. One-, two-, and three-dimensional systems have been considered.

While zero-range interactions have been at the heart of a great number of discoveries, including the Efimov effect [15–17], their incorporation into numerical schemes is not always straightforward. Loosely speaking, the challenge in using zero-range interactions in numerical schemes that work with continuous spatial coordinates stems from the fact that we, in general, do not know how to incorporate the boundary conditions implied by the zero-range potential into numerical approaches at the four- and higher-body level.

This paper discusses an approach that allows for the use of zero-range potentials in many-body simulations. We work in position space and consider a system with a fixed number of particles. We develop a scheme to incorporate pairwise zero-range interactions into $e^{-\tau H}$ directly, where $H$ is the system Hamiltonian. The quantity $e^{-\tau H}$ is of fundamental importance. If $\tau$ is identified with $1/(k_BT)$, where $k_B$ and $T$ denote the Boltzmann constant and temperature, respectively, then $e^{-\tau H}$ is the density matrix for the system at finite temperature. Knowing the density matrix, the thermodynamic properties can be calculated. If, on the other hand, $\tau$ is identified with $it/\hbar$, where $t$ denotes the real time, then $e^{-\tau H}$ can be interpreted as the real time propagator and be used to calculate dynamic properties. Throughout this paper, we refer to $\tau$ as imaginary time, keeping in mind that $\tau$ carries units of $1/\text{energy}$ and that $\tau$ can be associated with inverse temperature or real time.

The remainder of this paper is organized as follows. Section II reviews the pair product approximation, which relates the many-body propagator to the two-body propagator. Section III derives the two-body propagator for various systems with zero-range interactions. Sections IV and V demonstrate that the two-body zero-range propagators yield reliable results if used in one- and three-dimensional path integral Monte Carlo (PIMC) [18–20] and path integral ground state (PIGS) [18, 21–24] simulations of trapped $N$-atom systems. The performance and implementation details will be discussed. While the free-space zero-range propagators have been reported in the literature [25–28], the zero-range propagators for the harmonically trapped system with infinite coupling constant are, to the best of our knowledge, new. Finally, Sec. VI concludes.

II. $N$-BODY DENSITY MATRIX

We consider $N$ particles with mass $m_j$ and position vector $\mathbf{r}_j$ ($j = 1, \ldots, N$) interacting via a sum of zero-range potentials with interaction strength $g$. The Hamiltonian $H$ of the system can be written as

$$H = \sum_{j=1}^{N} H_{j}^{sp} + \sum_{j<k}^{N} V_{jk},$$  \hspace{1cm} (1)$$

where $H_{j}^{sp}$ denotes the non-interacting single-particle Hamiltonian of the $j$th particle and $V_{jk}$ the two-body potential between the $j$th and $k$th particle. In the following, it will be convenient to separate the Hamiltonian $H_{jk}$, where $H_{jk} = H_{j}^{sp} + H_{k}^{sp} + V_{jk}$, of atoms $j$...
and $k$ into relative and center of mass pieces, $H_{jk} = H_{jk}^{rel} + H_{jk}^{c.m.}$, where $H_{jk}^{rel}$ depends on the relative vector $\mathbf{r}_{jk}$, and $H_{jk}^{c.m.}$ on the center of mass vector $\mathbf{r}_{jk}^{c.m.}$, $\mathbf{r}_{jk} = \mathbf{r}_j - \mathbf{r}_k$ and $\mathbf{r}_{jk}^{c.m.} = (m_j \mathbf{r}_j + m_k \mathbf{r}_k)/(m_j + m_k)$.

Below, the non-interacting two-particle system will serve as a reference system and we define $H_{jk}^0 = H_{jk}^{0,rel} + H_{jk}^{0,c.m.}$ and $H_{jk}^0 = H_{jk}^{rel,0} + H_{jk}^{c.m.}$.

The $N$-particle density matrix $\rho_{tot}(\mathbf{R}, \mathbf{R}'; \tau)$ in position space can be written as

$$\rho_{tot}(\mathbf{R}, \mathbf{R}'; \tau) = \langle \mathbf{R} | e^{-\tau H} | \mathbf{R}' \rangle,$$  

(2)

where $\mathbf{R} = (\mathbf{r}_1, \ldots, \mathbf{r}_N)$ and $\mathbf{R}' = (\mathbf{r}_1', \ldots, \mathbf{r}_N')$ collectively denote the coordinates of the $N$-particle system. For sufficiently small $\tau$, $\rho_{tot}(\mathbf{R}, \mathbf{R}'; \tau)$ can be constructed using the pair-product approximation [18],

$$\rho_{tot}(\mathbf{R}, \mathbf{R}'; \tau) \approx \left( \prod_{j=1}^{N} \rho^{rel}(\mathbf{r}_j, \mathbf{r}_j'; \tau) \right) \times \left( \prod_{j<k}^{N} \rho^{rel}(\mathbf{r}_{jk}, \mathbf{r}_{jk}'; \tau) \right),$$

(3)

where $\rho^{rel}(\mathbf{r}_{jk}, \mathbf{r}_{jk}'; \tau)$ denotes the normalized pair density matrix,

$$\rho^{rel}(\mathbf{r}_{jk}, \mathbf{r}_{jk}'; \tau) = \frac{\rho^{rel}(\mathbf{r}_{jk}, \mathbf{r}_{jk}'; \tau)}{\rho^{rel,0}(\mathbf{r}_{jk}, \mathbf{r}_{jk}'; \tau)},$$

(4)

and $\rho^{rel}(\mathbf{r}_{jk}, \mathbf{r}_{jk}'; \tau)$ and $\rho^{rel,0}(\mathbf{r}_{jk}, \mathbf{r}_{jk}'; \tau)$ the relative density matrices of the interacting and non-interacting two-body systems,

$$\rho^{rel}(\mathbf{r}_{jk}, \mathbf{r}_{jk}'; \tau) = \langle \mathbf{r}_{jk} | e^{-\tau H_{jk}^{rel}} | \mathbf{r}_{jk}' \rangle,$$

(5)

and

$$\rho^{rel,0}(\mathbf{r}_{jk}, \mathbf{r}_{jk}'; \tau) = \langle \mathbf{r}_{jk} | e^{-\tau H_{jk}^{rel,0}} | \mathbf{r}_{jk}' \rangle.$$

(6)

In Eq. (3), $\rho^{rel}(\mathbf{r}_j, \mathbf{r}_j'; \tau)$ denotes the single-particle density matrix,

$$\rho^{rel}(\mathbf{r}_j, \mathbf{r}_j'; \tau) = \langle \mathbf{r}_j | e^{-\tau H_j^{rel}} | \mathbf{r}_j' \rangle.$$

(7)

The key idea behind Eq. (3) is that the one- and two-body density matrices can, often times, be calculated analytically. Indeed, the non-interacting propagator is known in the literature both for the free-space and harmonically trapped systems [18, 29]. Moreover, the eigen energies and eigen states of the Hamiltonian $H_{jk}^{rel}$ have, for a class of two-body interactions, compact expressions, which enables the analytical evaluation of the relative two-body density matrix in certain cases (see Sec. III).

It should be noted that the pair product approximation is only valid in the small $\tau$ limit since it does not account for three- and higher-body correlations. For the real time dynamics, this means that the time step is limited by the importance of $N$-body ($N > 2$) correlations. If $\tau$ is identified with $1/(k_B T)$, the pair product approximation is limited to high temperature. In this case, the pair product approximation is analogous to a virial expansion that includes the second-order but not the third-order virial coefficient [30].

### III. TWO-BODY RELATIVE DENSITY MATRIX

In the following, we consider one- and three-dimensional systems, without and with external harmonic confinement, and discuss the evaluation of the relative density matrix for zero-range interactions. For notational simplicity, we leave off the subscripts $j$ and $k$ throughout this section, i.e., we denote the relative distance vector by $\mathbf{r}$ for the three-dimensional system and $x$ for the one-dimensional system, respectively, and the relative part of the two-body Hamiltonian by $H_{rel}^{rel}$.

#### A. One-dimensional system

The complete set of bound and continuum states of $H_{rel}^{rel}$ is spanned by $\psi_n$ with eigen energies $E_n$, and $\psi_k$ with energies $\hbar^2 k^2/(2\mu)$, where $\mu$ denotes the reduced twobody mass and $k$ the relative scattering wave vector. If the $\psi_n$ and $\psi_k$ are normalized according to

$$\int \psi_n^*(x) \psi_{n'}(x) \, dx = \delta_{n'n},$$

(8)

and

$$\int \psi_k^*(x) \psi_{k'}(x) \, dx = \delta(k-k'),$$

(9)

then the relative density matrix $\rho^{rel}(x, x'; \tau)$ can be written as [29]

$$\rho^{rel}(x, x'; \tau) = \sum_n \psi_n^*(x) e^{-\tau E_n} \psi_n(x'),$$

$$\int_{0}^{\infty} \psi_k^*(x) e^{-\tau \hbar^2 k^2/(2\mu)} \psi_k(x') \, dk,$$

(10)

**Free-space system:** The relative Hamiltonian for the free-space with zero-range interaction can be written as

$$H_{rel}^{rel} = -\frac{\hbar^2}{2\mu} \frac{\partial^2}{\partial x^2} + g \delta(x),$$

(11)

where $g$ denotes the coupling constant of the $\delta$-function potential. For positive $g$, the Hamiltonian given in Eq. (11) does not support a bound state and the corresponding energy spectrum is continuous. The symmetric and anti-symmetric scattering states with energy $\hbar^2 k^2/(2\mu)$ read [31]

$$\psi_k^s(x) = \frac{1}{\sqrt{2\pi}} \sin(k|x| + \delta(k))$$

(12)
respectively; \( \delta(k) = \arctan \left( \frac{\hbar^2 k^2}{g\mu} \right) \) is the phase shift. For negative \( g \), the Hamiltonian additionally supports a bound state with symmetric wave function

\[
\psi_0^\mu(x) = \sqrt{\frac{\mu|\mu|}{\pi\hbar^2}} e^{-\mu|\mu|g|x|/\hbar^2}
\]

and energy \(-g^2\mu/(2\hbar^2)\). Integrating over the symmetric and anti-symmetric scattering states, and adding, for negative \( g \), the additional bound state, one finds the normalized relative density matrix \( \tilde{\rho}_{1D,\text{free}}^{\text{rel}} \) [25–28],

\[
\tilde{\rho}_{1D,\text{free}}^{\text{rel}}(x, x'; \tau) = 1 - \exp \left( -\sqrt{\frac{\pi\mu}{2}\frac{g}{\hbar}} \erfc(u) \exp(u^2) \right),
\]

where \( u = \mu(|x'| + |x| + g\tau)/\sqrt{2\mu\tau\hbar^2} \) and \( \erfc \) is the complementary error function. We emphasize that Eq. (15) holds for positive and negative \( g \). The corresponding relative non-interacting density matrix reads

\[
\rho_{1D,\text{free}}^{\text{rel},0}(x, x'; \tau) = \left( \frac{\mu}{2\pi\tau\hbar^2} \right)^{1/2} \exp \left( -\frac{\mu|x-x'|^2}{2\tau\hbar^2} \right).
\]

The free-space propagator given in Eq. (15) was employed in a PIMC study of the harmonically trapped two-component Fermi gas with negative \( g \) [32].

For large \( |g| \), \( u \) approaches \( \sqrt{\mu\tau}/2g/\hbar \) and, using \( \lim_{u \to \infty} \sqrt{u} \erfc(u) \exp(u^2) = 1 \), Eq. (15) reduces to

\[
\tilde{\rho}_{1D,\text{free}}^{\text{rel}}(x, x'; \tau) = \begin{cases} 
1 - \exp \left( -\frac{2xx'}{\tau\hbar^2} \right) & \text{for } xx' > 0 \\
0 & \text{for } xx' \leq 0.
\end{cases}
\]

Equation (17) suggests that the relative coordinate does not change sign during the imaginary time evolution. Since the interaction strength is infinitely strong, the two particles fully reflect during any scattering process, i.e., the transmission coefficient is zero. This means that the initial particle ordering remains unchanged during the time evolution. This is a direct consequence of the Bose-Fermi duality of one-dimensional systems [6, 33, 34]. Specifically, the phase shift of the symmetric wave function given in Eq. (12) goes to zero when \( |g| \to \infty \), implying that the symmetric wave functions coincide, except for an overall \( \text{sgn}(x) \) factor, with the anti-symmetric scattering wave functions of non-interacting fermions. The implications of the Bose-Fermi duality for Monte Carlo simulations of \( N \)-body systems with infinite \( g \) is discussed in Sec. IV.

For two particles in a harmonic trap, the system Hamiltonian reads

\[
H^{\text{rel}} = \frac{\hbar^2}{2\mu} \frac{\partial^2}{\partial x^2} + g\delta(x) + \frac{1}{2}\hbar\omega^2x^2,
\]

where \( \omega \) denotes the angular trapping frequency. The energy spectrum of \( H^{\text{rel}} \) is discrete and the eigen energies and eigen functions are known analytically in compact form [35]. These solutions can be used to evaluate Eq. (10) numerically. The corresponding relative non-interacting density matrix reads

\[
\rho_{1D,\text{trap}}^{\text{rel},0}(x, x'; \tau) = \left[ \frac{2\pi \sinh(\tau\hbar\omega) a_{ho}^2}{\sinh(\tau\hbar\omega) a_{ho}^2} \right]^{-1/2} \exp \left( -\frac{(x^2 + xx') \cosh(\tau\hbar\omega) - 2xx'}{2\sinh(\tau\hbar\omega) a_{ho}^2} \right),
\]

where \( a_{ho} \) denotes the harmonic oscillator length, \( a_{ho} = \sqrt{\hbar/(\mu\omega)} \). For fixed \( \tau \) and finite \( g \), one can then tabulate \( \rho_{1D,\text{trap}}^{\text{rel},0}(x, x'; \tau) \) for discrete \( x \) and \( x' \) using Eq. (10) and use a two-dimensional interpolation during the \( N \)-body simulation. The infinite sum in Eq. (10) can be truncated by omitting terms with \( n > n_{\text{max}} \), where \( n_{\text{max}} \) is chosen such that the Boltzmann factor fulfills the inequality \( e^{-\tau E_n} \ll e^{-\tau E_0} \). The value of \( n_{\text{max}} \) depends on the time step: smaller \( \tau \) require larger \( n_{\text{max}} \).

For infinite \( g \), we were able to derive a compact analytical expression for \( \tilde{\rho}_{1D,\text{trap}}^{\text{rel}}(x, x'; \tau) \). As \( g \) goes to infinity, the probability distribution of each even state coincides with that of an odd state, i.e., the system is fermionized. The complete set of even and odd eigen states for \( g = \infty \) can be written as

\[
\psi_n^0(x) = \phi_n(|x|)
\]

and

\[
\psi_n^n(x) = \phi_n(x),
\]

where \( \phi_n(x) \) is the non-interacting harmonic oscillator wave function,

\[
\phi_n(x) = (\sqrt{\pi} n! a_{ho})^{-1/2} e^{-x^2/(2a_{ho}^2)} H_n(x/a_{ho}),
\]

\( H_n(x) \) denotes the Hermite polynomial of order \( n \), and \( n \) takes the values 1, 3, 5, 7, … . The corresponding energies are \( E_n = (n + 1/2)\hbar\omega \) for both the symmetric and anti-symmetric states, i.e., each energy level is two-fold degenerate. Using Eqs. (20) and (21) in Eq. (10) and evaluating the infinite sum analytically, we find

\[
\tilde{\rho}_{1D,\text{trap}}^{\text{rel}}(x, x'; \tau) = \begin{cases} 
1 - \exp \left( -\frac{2xx'}{\sinh(\tau\hbar\omega) a_{ho}^2} \right) & \text{for } xx' > 0 \\
0 & \text{for } xx' \leq 0.
\end{cases}
\]

For \( \tau\hbar \ll 1 \), i.e., when the trap energy scale is much smaller than \( 1/\tau \), the trap propagator [Eq. (23)] equals the free-space propagator [Eq. (17)].

To test the one-dimensional propagators for infinite \( g \), we consider the Hamiltonian given in Eq. (18) and prepare an initial state using a linearly discretized spatial
grid. Our aim is to determine the ground state wave function and energy by imaginary time propagation. Two approaches are used. First, the initial state is propagated using the exact trap propagators [see Eqs. (23) and (19)]. In this case, the error originates solely from the discretization of the spatial degree of freedom; indeed, we find that the energy approaches the exact ground state energy quadratically with decreasing grid spacing \( \delta x \). Second, the initial state is propagated using the free-space propagator [see Eqs. (17) and (16)]. We apply the Trotter formula [36] and move half of the trap potential to the left and half to the right of the free-space Hamiltonian. This is known as the primitive approximation [18], which is expected to yield a quadratic time step error since the trap potential does not commute with the free-space Hamiltonian. The error is found to scale quadratically with both the time step and the grid spacing. For \( \tau = (50 \hbar \omega)^{-1} \), \( \delta x = \sqrt{2a_\text{ho}}/40 \), and \( x_{\text{max}} = -x_{\text{min}} = 4\sqrt{2}a_\text{ho} \), where \( x_{\text{min}} \leq x \leq x_{\text{max}} \), we obtain energies that deviate by \( 2.4 \times 10^{-5} \hbar \omega \) and \( 2 \times 10^{-12} \hbar \omega \) for the free-space propagator and the trap propagator, respectively, from the exact ground state energy of \( 3\hbar \omega/2 \).

B. Three-dimensional system

Because the s-wave zero-range potential is spherically symmetric, the relative orbital angular momentum operator commutes with the relative Hamiltonian. Correspondingly, we label the bound states \( \psi_{nlm} \) with eigen energies \( E_{nl} \) and the continuum states \( \psi_{klm} \) with energies \( \hbar^2 k^2/(2\mu) \) by the relative orbital angular momentum quantum number \( l \) and the projection quantum number \( m \). If the \( \psi_{nlm} \) and \( \psi_{klm} \) are normalized according to

\[
\int \psi_{n'lm}^*(\mathbf{r}) \psi_{n'm'}(\mathbf{r}) \, d\mathbf{r} = \delta_{nn'} \delta_{ll'} \delta_{mm'},
\]

and

\[
\int \psi_{klm}^*(\mathbf{r}) \psi_{k'l'm'}(\mathbf{r}) \, d\mathbf{r} = \delta(k - k') \delta_{ll'} \delta_{mm'},
\]

the relative density matrix \( \rho_{\text{rel}}(\mathbf{r}; \mathbf{r}'; \tau) \) can be written as [29]

\[
\rho_{\text{rel}}(\mathbf{r}, \mathbf{r}'; \tau) = \sum_{nlm} \psi_{n'lm}^*(\mathbf{r}) e^{-\tau E_{nl}} \psi_{nlm}^*(\mathbf{r}') + \sum_{klm} \int_0^\infty \psi_{klm}^*(\mathbf{r}) e^{-\tau \hbar^2 k^2/(2\mu)} \psi_{klm}(\mathbf{r}') \, dk.
\]

\emph{Free-space system:} The Hamiltonian of the three-dimensional system in free space reads

\[
H_{\text{rel}} = \frac{\hbar^2}{2\mu} \nabla^2_r + \frac{2\pi \hbar^2 a_s}{\mu} \delta(\mathbf{r}) \nabla_r \mathbf{r},
\]

where \( a_s \) is the s-wave scattering length. The second term on the right hand side of Eq. (27) is the regularized two-body zero-range pseudopotential [37]. The \( l > 0 \) continuum states read

\[
\psi_{klm}(\mathbf{r}) = i^l \sqrt{2} \kappa_{jl}(kr) Y_{lm}(\hat{\mathbf{r}}),
\]

where the \( j_l \) and \( Y_{lm} \) denote spherical Bessel functions of the first kind and spherical harmonics, respectively. The continuum states for the s-wave channel read

\[
\psi_{k00}(\mathbf{r}) = \frac{1}{\sqrt{2\pi \tau}} \sin(kr + \delta_s(k)),
\]

where \( \delta_s(k) = \arctan(-a_s k) \) is the s-wave phase shift. For positive \( a_s \), there exists an s-wave bound state with eigen function \( \psi_{000}(\mathbf{r}) = \sqrt{2 \pi a_s} \exp(-r/a_s) \) and eigen energy \( -\hbar^2/(2\mu a_s^2) \). As is evident from the above eigen states, only the s-wave states are affected by the interactions. Thus, we construct the relative interacting density matrix \( \rho_{\text{rel}}^{\text{3D,free}} \) by writing the non-interacting relative density matrix \( \rho_{\text{rel}}^{\text{3D,free}} \) and subtracting from it the non-interacting s-wave contribution and adding to it the s-wave contribution for finite \( a_s \).

For negative \( a_s \), there exist only continuum states and the density matrix can be expressed as

\[
\rho_{\text{rel}}^{\text{3D,free}}(\mathbf{r}, \mathbf{r}'; \tau) = \rho_{\text{rel}}^{\text{3D,free},0}(\mathbf{r}, \mathbf{r}'; \tau) + \int_0^\infty e^{-\frac{2\alpha^2}{2\mu^2}} \frac{1}{2\pi^2 r'^2} \left[ \sin(kr + \delta_s(k)) \sin(kr' + \delta_s(k)) - \sin(kr) \sin(kr') \right] \, dk,
\]

where the non-interacting relative density matrix reads

\[
\rho_{\text{rel}}^{\text{3D,free},0}(\mathbf{r}, \mathbf{r}'; \tau) = (2\pi \hbar^2 \tau/\mu)^{-3/2} e^{-\mu(r-r')^2/(2\hbar^2 \tau)}.
\]

The integral in Eq. (30) can be done analytically [38] and the normalized relative density matrix reads [27, 28]

\[
\rho_{\text{rel}}^{\text{3D,free}}(\mathbf{r}, \mathbf{r}'; \tau) = 1 + \frac{\hbar^2 \tau}{\mu r'} \exp \left( -\frac{\mu r^2(1 + \cos \theta)}{\hbar^2 \tau} \right) \times \left( 1 + \frac{\hbar}{\mu a_s} \sqrt{\frac{2\tau}{\mu}} \text{erfc}(\nu) \exp(\nu^2) \right),
\]

where \( \cos \theta = \mathbf{r} \cdot \mathbf{r}'/(rr') \) and \( \nu = \sqrt{r + r' - \tau/\mu} \). Adding the bound state contribution to Eq. (30) [see the first term on the right hand side of Eq. (26)] for positive \( a_s \), one finds Eq. (32), i.e., the same propagator as for negative \( a_s \) [28].

For \( |a_s| = \infty \), Eq. (32) simplifies to

\[
\rho_{\text{rel}}^{\text{3D,free}}(\mathbf{r}, \mathbf{r}'; \tau) = 1 + \frac{\hbar^2 \tau}{\mu r'} \exp \left( -\frac{\mu r^2(1 + \cos \theta)}{\hbar^2 \tau} \right).
\]

This propagator was recently used in a proof-of-principle diffusion Monte Carlo study of the homogeneous two-component Fermi gas at unitarity with zero-range interactions [39].
Trapped system: The Hamiltonian for two particles in a spherically symmetric harmonic trap with s-wave scattering length \(a_s\) reads

\[
H^{\text{rel}} = -\frac{\hbar^2}{2\mu} \nabla_r^2 + \frac{1}{2} \mu \omega^2 r^2 + \frac{2\pi \hbar^2 a_s \delta^{(3)}(r)}{\mu} \frac{\partial}{\partial r} r. \tag{34}
\]

The non-interacting relative density matrix reads

\[
\rho^{\text{rel},0}_{3D,\text{trap}}(r, r'; \tau) = a_{ho}^{-3}\left[2\pi \sinh(\tau \hbar \omega)\right]^{-3/2} \times 
\exp\left(-\frac{(r^2 + r'^2) \cosh(\tau \hbar \omega) - 2 r \cdot r'}{2 \sinh(\tau \hbar \omega) a_{ho}^2} \right). \tag{35}
\]

Similar to the free-space case, the relative interacting density matrix is obtained from the non-interacting density matrix with the difference of the s-wave eigen states and energies of the interacting and non-interacting systems added. For finite \(a_s\), we were not able to evaluate the infinite sum analytically. Because of the rotational invariance, the infinite sum depends only on \(r\) and \(r'\) (and not the direction of the vectors \(r\) and \(r'\)), allowing for an efficient tabulation of the reduced relative density matrix.

For infinitely large \(a_s\), we find an analytical expression. In this case, the bound state wave functions that are affected by the \(\delta\)-function interaction can be written as \(\sqrt{2} \phi_n(r)/\sqrt{4\pi r^2}\), where the \(\phi_n(r)\) are defined in Eq. (22) with \(x\) replaced by \(r\) and \(n = 0, 2, 4, \ldots\). The relative two-body density matrix reads

\[
\rho^{\text{rel}}_{3D,\text{trap}}(r, r'; \tau) = \rho^{\text{rel},0}_{3D,\text{trap}}(r, r'; \tau) + 
\sum_{n=0}^{\infty} e^{-\left(n+\frac{1}{2}\right)\hbar \omega} \frac{(-1)^n}{2\pi r r'} \phi_n^* (r) \phi_n (r'). \tag{36}
\]

where the even \(n\) terms in the sum over \(n\) come from the s-wave states that are affected by the interactions and the odd \(n\) terms come from the s-wave states of the non-interacting system. Performing the infinite sum, we find for the normalized relative density matrix

\[
\rho^{\text{rel}}_{3D,\text{trap}}(r, r'; \tau) = 1 + 
\frac{a_{ho}^2}{rr'} \sinh(\tau \hbar \omega) \exp\left(-\frac{rr'(1 + \cos \theta)}{a_{ho}^2 \sinh(\tau \hbar \omega)} \right). \tag{37}
\]

Setting \(\tau \hbar \omega = 0\), Eq. (37) reduces to Eq. (33), i.e., to the corresponding free-space expression.

Equations (17) and (33) show that the one- and three-dimensional free-space propagators for systems with infinitely large \(\delta\)-function strength are characterized by the length \(\sqrt{\tau^2 \hbar^2/\mu}\), which is proportional to the de Broglie wavelength. The trap propagators for infinitely large coupling constant [see Eqs. (23) and (37)], in contrast, are characterized additionally by the harmonic oscillator length. For finite interaction strength, the coupling constant defines a second length scale for the free-space system and a third length scale for the trapped system.

### IV. ONE DIMENSIONAL TESTS

This section incorporates the trapped two-body propagator into PIMC calculations for one-dimensional \(N\)-particle systems with pairwise zero-range interactions. We find that the conventional PIMC sampling approaches \[18, 19\] yield an efficient and robust description of one-dimensional systems with two-body zero-range interactions.

As a first example, we consider \(N\) distinguishable harmonically trapped particles with mass \(m\) in one spatial dimension with pairwise zero-range interactions of infinite strength. The \(N\)-particle system with infinitely large interaction strength is unique in that the particle statistics becomes irrelevant for local observables. For example, the energy is the same for \(N\) identical bosons, \(N\) identical fermions and \(N\) distinguishable particles at any temperature provided all particles interact via two-body zero-range interactions. We employ the zero-range trap propagator together with the single-particle trap propagator. Symbols in Fig. 1(a) show the PIMC energy for \(N\) distinguishable particles at temperature \(k_B T = \hbar \omega\). Circles and squares are for simulations with imaginary...
time step $\tau \hbar = 1/8$ and $1/128$, respectively. For comparison, the dotted line is calculated directly from the partition function of $N$ non-interacting fermions. Figure 1(b) shows the energy difference $\Delta E$ between the simulation and the analytical results. It can be seen that the calculations for the larger time step (circles in Fig. 1) exhibit a systematic time step error, which is found to scale quadratically with the time step $\tau$ for fixed $N$ and to originate from the pair product approximation. Since we include the two-body correlations exactly, the leading order error is expected to come from three-body correlations. Indeed, for relatively small fixed $\tau (\tau^{-1} \approx 16\hbar \omega)$ and varying $N$, we find that the error $\Delta E$ scales approximately linearly with the number of triples, suggesting that the error is dominated by three-body correlations with sub-leading contributions arising from four-body correlations. As the number of particles $N$ or the time step $\tau$ increase, four- and higher-body correlations become more important. This error analysis suggests that an improved propagator could be obtained if the three-body problem could be solved analytically. We note that the performance of the zero-range trap propagator for the system with infinite $g$ is quite similar to that of the free-space propagator using the second- or fourth-order Trotter decomposition. The reason is that the error is dominated by three- and higher-body correlations.

We now discuss that the simulations need to be modified to treat $N$ identical bosons with pairwise zero-range interactions of infinite strength. Equations (17) and (23) indicate that the paths for any two particles cannot cross. This implies that the permute move, implemented following the approach discussed in Ref. [23], yields a zero acceptance probability. This is consistent with our finite $g$ simulations for $N$ identical bosons. As we change $g$ for otherwise fixed simulation parameters from small positive to large positive values, the probability of sampling the identity permutation approaches 1. The fact that particle permutations are always rejected, causes two problems for the infinite $g$ simulations. First, since the particle ordering does not change, the single particle density for the first particle differs from that of the second particle, and so on. To calculate the single particle density $\rho(x)$ of, e.g., the $N$ identical boson system, one can average the single particle density $\rho_j(x)$ of the $j$th particle over all $j$, $\rho(x) = N^{-1} \sum_{j=1}^N \rho_j(x)$. An analogous average can be performed for other local (closed paths) structural properties. Second, the simulation of open paths, which allow for the calculation of off-diagonal long-range order, requires that the sampling scheme be modified since open paths do allow for permutations. The two-particle density matrix $\rho\{\{x_1, x_2\}, \{x_2, x_1\}; \tau\}$, e.g., is finite if $x_1 < x_2 < x_1^\prime$. The calculation of non-local observables is beyond the scope of the present paper.

As a next example, we apply the zero-range trap propagator to $N = 2$ and 3 identical bosons in a harmonic trap with $g = \hbar^2/(\sqrt{2}m\hbar_0)$. For the PIMC calculations, we tabulate the density matrix for the time step of interest and interpolate during the simulation. For small number of particles, we expect the zero-range trap propagator to work well even for a large time step and we use $\tau \hbar = 1/2$. For $k_BT = \hbar \omega/32$, we obtain an energy of $1.3067(1)\hbar \omega$ and $2.3880(1)\hbar \omega$ for $N = 2$ and 3, respectively. The temperature is so low that the system is essentially in the ground state. For comparison, we determined the ground state energy using the transcendental equation from Ref. [35] and by solving the Lippmann-Schwinger equation [40]. The resulting ground state energies [1.306746\hbar \omega and 2.3880(1)\hbar \omega for $N = 2$ and 3, respectively] agree within error bars with the PIMC results.

To demonstrate that the PIMC simulations describe the short-distance behavior of systems with zero-range interactions correctly, we analyze the pair distribution function $P_{12}(x)$, which is normalized to $\int_{-\infty}^{\infty} P_{12}(x) \, dx = 1$, for $N = 2$ and 3 identical bosons with finite $g$. To start with, we derive the short-distance properties of the pair distribution function $P_{12}$ for $N$ identical bosons with zero-range interactions. Using the Hellmann-Feynman theorem, the partial derivative of the energy with respect to $g$ can be related to the pair distribution function at $x = 0$ [41],

$$P_{12}(0) = \frac{2}{N(N-1)} \frac{\partial E}{\partial g}. \tag{38}$$

Note that Eq. (38) is the one-dimensional analog of equating the three-dimensional adiabatic and pair relations [42]. Second, from the Bethe-Peierls boundary condition of the $N$-body wave function $\Psi$ (the derivatives are taken while all other coordinates are kept fixed),

$$\frac{\partial \Psi}{\partial x_{jk}} \bigg|_{x_{jk} \to 0^+} - \frac{\partial \Psi}{\partial x_{jk}} \bigg|_{x_{jk} \to 0^-} = \frac{2\mu g}{\hbar^2} \Psi \bigg|_{x_{jk} \to 0}, \tag{39}$$

one can derive that the slope of the pair distribution function at any temperature satisfies

$$\frac{\partial}{\partial x} P_{12}(x) \bigg|_{x \to 0^+} - \frac{\partial}{\partial x} P_{12}(x) \bigg|_{x \to 0^-} = \frac{4\mu g}{\hbar^2} P_{12}(x) \bigg|_{x \to 0}. \tag{40}$$

For identical bosons, $\partial P_{12}(x)/\partial x \bigg|_{x \to 0^+}$ and $\partial P_{12}(x)/\partial x \bigg|_{x \to 0^-}$ have the same magnitude but opposite signs.

The dashed and dotted lines in Fig. 2 show $P_{12}(x)$ obtained from our PIMC simulation for $N = 2$ and 3, respectively. For comparison, the solid lines are obtained using Eqs. (38) and (40). The values of $\partial E/\partial g$ are obtained through independent energy calculations using the techniques of Refs. [35, 40]. We find $P_{12}(0) = 0.3266002/(a_{ho})^2$ and $0.308245(2)/(a_{ho})^2$ for $N = 2$ and 3, respectively. Our PIMC results agree well with the solid lines in the small $|x|$ regime, demonstrating that the PIMC approach describes the short-range behavior accurately.
through a zero-range potential and a finite-range Gaussian potential with effective range $r_e \approx 0.0861a_{ho}$, respectively. The pair distribution function $P_{12}(r)$ is normalized according to $4\pi \int_0^\infty P_{12}(r) r^2 dr = 1$. The pair distribution functions for the finite-range and zero-range potentials nearly coincide for large $r$, but differ for small $r$. The pair distribution function for the Gaussian potential drops to 0 as $r$ approaches 0 while that for the zero-range potential approaches a non-zero value.

PIMC and PIGS simulations typically use the first term on the right hand side of Eq. (3) as the “prior distribution” and the second term as the “correction”. This is suitable for $N$-body systems with two-body finite-range potentials for which the scaled pair distribution function is, as that of the non-interacting system (see the dotted line in Fig. 3 for a two-body example), zero at $r = 0$. Since the prior distribution has zero probability at $r = 0$, the pair distribution function of the system with zero-range interactions is not properly sampled if standard sampling schemes are used. Ergodicity is violated at $r = 0$ and the probability to sample the region near $r = 0$ is small. Moreover, the correction term [see Eqs. (37) and (33)] diverges as $r \to r^* \to 0$. This means that the probability to sample configurations with $r \approx 0$ is small. However, if such a configuration is chosen, there is a small probability to accept a new configuration with much larger $r$, i.e., the correlation length is large. Similarly, if one uses the naive uniform distribution for the prior distribution, i.e., if one proposes a move for which all Cartesian coordinates differ by $\delta x$ from the current configuration, where $\delta x$ is a random value between $-\Delta x$ and $\Delta x$, the problems discussed above still exist.

To remedy the problems that arise if the standard sampling approaches are used, we introduce a “pair distance move” for which the prior distribution scales as $1/r^2$ in the pair distances. First, particles $j$ and $k$ and a bead $l$ are chosen (the coordinates for the $l$th bead are collectively denoted by $R_l$) and the distance $r_{jk} = |r_{jk}|$ and the direction $\hat{r}_{jk}$ are calculated. A new vector $r_{jk,\text{new}}$ that lies along $\hat{r}_{jk}$ or $-\hat{r}_{jk}$ is proposed, $r_{jk,\text{new}} = \epsilon \hat{r}_{jk}$. The quantity $\epsilon$ is written as $\epsilon = r_{jk} + \delta r$, where $\delta r$ is obtained by choosing uniformly from $-\Delta r$ to $\Delta r$. If the weight $w$,

$$w = \min\left[1, \frac{\rho_{\text{tot}}(R_{l-1}, R_{l,\text{new}}; \tau) \rho_{\text{tot}}(R_{l+1}, R_{l,\text{new}}; \tau) \epsilon^2}{\rho_{\text{tot}}(R_{l-1}, R_l; \tau) \rho_{\text{tot}}(R_{l+1}, R_l; \tau) \tau_{jk}^2}\right],$$

(41)

is larger than a uniform random number between 0 and 1, then the proposed move is accepted. Otherwise, it is rejected and the old configuration is kept. The value of $\Delta r$ is adjusted such that about 50% of the proposed moves are accepted. It can be easily proven that detailed balance is fulfilled. Our PIMC calculations for the two-body system with zero-range interactions show that the “pair distance move” significantly improves the sampling. Without this move, the short-range behavior of the pair distribution function has a long correlation length, which increases with decreasing $\tau$. With this move, the small
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\]
where \(R_{jkl}\) denotes the three-body hyperradius, \(R_{jkl} = \sqrt{(r_{jk} + r_{jl} + r_{kl})/3}\). In the \(N\)-boson system, each of the \(N(N-1)(N-2)/6\) triples feels the regulator, i.e., the term \(\sum_{j<k<l} V_{3b}(R_{jkl})\) is added to the Hamiltonian with pairwise zero-range interactions. In the absence of an external trap, the zero temperature three-body ground state energy \(E_{\text{trimer}}\) of the unitary system is set by the \(C_6\) coefficient. The corresponding length scale is \(1/\kappa\), where \(\kappa = \sqrt{m|E_{\text{trimer}}|/\hbar}\) is the binding momentum.

Our goal is to determine the ground state properties of self-bound \(N\)-boson droplets at unitarity in the absence of an external confinement. In the context of the present paper, it would seem that our goal could be readily achieved using the PIGS algorithm. It turns out, however, that without a good initial trial wave function, the number of time slices needed to converge the calculations is rather large, making the simulations computationally quite expensive. Instead, one might consider performing PIMC calculations at various temperatures and extrapolating to the zero temperature limit. This approach also turns out to be computationally extensive. Our simulations pursue an alternative approach, in which the scattering states of the system are discretized in such a way that the relative ground state energy \(E_{\text{cluster}}\) of the \(N\)-body cluster is much larger than the energy scale introduced by the discretization. We utilize a spherically symmetric harmonic trap and adjust the trapping frequency such that \(|E_{\text{cluster}}| \gg \hbar \omega\). Simulations are then performed at a temperature where the Bose droplet is in the ground-state dominated liquid-phase [43, 56], where the finite temperature introduces center-of-mass excitations but not excitations of the relative degrees of freedom. The temperature \(T_{tr}\) at which excitations of the relative degrees of freedom become relevant can be estimated using the “combined model” introduced in Ref. [56]. As we show now, this approach allows for a fairly robust determination of the \(N\)-boson properties at zero temperature.

We set the trap energy \(\hbar \omega\) to 0.27\(|E_{\text{trimer}}|\) (\(E_{\text{trimer}}\) is the ground state energy of the three-boson system in free space) and the temperature to \(\hbar \omega/k_B\). These parameters provide a good compromise: First, the temperature is sufficiently low that finite temperature effects are negligible (i.e., \(T < T_{tr}\) for the \(N\) considered below, \(N = 3 – 9\)) and high enough that convergence can be reached with the computational resources available to us. Second, the size of the \(N\)-boson system is smaller than the harmonic oscillator length such that structural properties such as the pair distribution function are largely unaffected by the external confinement for \(N \geq 5\).

Our path integral simulations use the two-body zero-range trap propagator. The repulsive three-body potentials are treated using the Trotter formula. In the second-order scheme, half of the sum of the three-body potentials is moved to the left and half to the right of the Hamiltonian \(H\) that accounts for the two-body interactions and the external confinement. In the fourth-order scheme, a more involved decomposition is used [57, 58]. In addition to the standard moves and the “pair distance move”, we implement a move that updates the center-of-mass coordinates. The introduction of this center-of-mass move is motivated by the fact that the relative degrees of freedom are expected to be, to a good approximation, “frozen” in the ground state while low-energy center-of-mass excitations are allowed. Indeed, the center-of-mass energy is given by \(E_{\text{cm}} = 3\hbar \omega \coth(\hbar \omega / (2k_B T))/2\), which evaluates to 3.24593\(\hbar \omega\) for \(T = \hbar \omega/k_B\), indicating that center-of-mass excitations cannot be neglected.

The squares in Fig. 4 show the pair distribution function calculated by the PIMC approach for three identical bosons at \(T = \hbar \omega/k_B\). For comparison, the solid line and the circles show zero-temperature results. The solid line is calculated using the PIGS approach with a trial
wave function that coincides with the exact ground state wave function [59] while the circles are calculated by sampling the exact zero-temperature ground state density using the Metropolis algorithm. The agreement between the three sets of calculations is very good, demonstrating (i) that excitations of the relative degrees of freedom are negligible at the temperature considered and (ii) that the path integral approaches accurately resolve the short-range behavior of the pair distribution function. The pair distribution functions shown in Fig. 4 are affected by the trap, i.e., they move to larger \( r \) as the trap frequency \( \omega \) is reduced. The reason is that \( \hbar \omega \) is only about four times smaller than \( |E_{\text{sim}}| \). The magnitude of the \( N \)-boson energy \( E_{\text{cluster}} \) increases rapidly with \( N \) [60–62], implying that the trap effects decrease quickly with increasing \( N \), thus allowing us to extract the free-space energy \( E_{\text{cluster}} \) from the finite-temperature trap energies \( E_{\text{sim}} \).

Symbols in Fig. 5 exemplarily show our PIMC energies \( E_{\text{sim}} \) for the five-boson system at \( T = \hbar \omega / k_B \) as a function of the time step \( \tau \). Circles and squares are obtained using the second- and fourth-order schemes (see earlier discussion), respectively, to treat the term \( \exp(-\sum_{j<k<l} \tau V_{3b}(R_{jkl})) \). The statistical errors are smaller than the symbol size. The fourth-order results display, as expected, a smaller time step dependence than the second-order results and are well described by a function of the form \( c_0 + c_2 \tau^2 + c_4 \tau^4 \), whereas the second-order results are described by a function of the form \( c_0 + c_2 \tau^2 \). The presence of the \( \tau^2 \) term for the fourth-order results is due to the fact that the pair product approximation neglects three- and higher-body correlations (see also Sec. IV). The shaded regions in Fig. 5 show errorbars obtained by fitting the two sets of PIMC energies for different \( \tau \) intervals. The errorbars of the extrapolated zero time step energies are found to overlap. We find \( E_{\text{sim}} = -37.0(1.2)\hbar \omega \) and \(-36.2(1.0)\hbar \omega \) for the second- and fourth-order scheme, respectively. The free-space energy \( E_{\text{cluster}} \) is then obtained by subtracting the center-of-mass energy, \( E_{\text{cluster}} = E_{\text{sim}} - E_{\text{c.m.}} \).

The squares in Fig. 6 show \( E_{\text{cluster}} \) for \( N = 5 - 9 \). The corresponding energies \( E_{\text{sim}} \) are obtained using the fourth-order scheme with \( \tau \hbar \omega \approx 0.000122 \). As can be seen from Fig. 5, this energy lies within the extrapolated \( \tau = 0 \) errorbars for \( N = 5 \). Figure 6 scales the energy \( E_{\text{cluster}} \) by the corresponding zero-temperature free-space trimer energy \( E_{\text{trimer}} \) calculated by the hyperspherical coordinate approach. For comparison, the dotted line shows the \( N \)-boson ground state energies from Ref. [60] for a finite-range two-body Gaussian potential with infinitely large \( s \)-wave scattering length and a hardcore three-body regulator. While the model interactions differ, the agreement between the two sets of calculations is good, providing further support for the (approximate) universality of \( N \)-boson droplets. More detailed comparisons will be presented elsewhere [63].

VI. CONCLUSION

This paper discussed how to treat zero-range two-body interactions in \( N \)-body Monte Carlo simulations. We showed that the incorporation of the exact two-body zero-range propagator via the pair product approximation allows for an accurate description of paradigmatic strongly-interacting one- and three-dimensional model Hamiltonian.

An important aspect of the studies presented is that the strength of the contact interaction requires no renormalization since the simulations are performed using the regularized two-body zero-range pseudopotential and continuous spatial coordinates in an unrestricted Hilbert space. The fact that the interaction strength does not need to be renormalized distinguishes the simulations presented in this paper from lattice approaches [64–66]
and from configuration interaction approaches [67–69].

The developments presented in this paper open a number of possibilities. The use of two-body zero-range interactions, e.g., provides direct access to the two-body Tan contact [42], without extrapolation to the zero-range limit. The two-body Tan contact is defined for systems with two-body zero-range interactions. It relates distinct physical observables such as the large momentum tail and aspects of the radio frequency spectrum, and has attracted a great deal of theoretical [41, 70–75] and experimental [46, 76–79] interest. From the computational perspective, the adiabatic relation, which involves the change of the energy with the scattering length, and the pair relation [42, 80], which gives the probability of finding two particles at the same position, are most convenient. Earlier work applied these relations to systems with finite-range interactions and extrapolated to the zero-range limit. Using our zero-range propagators, these relations can be used directly for the determination of the Tan contact, eliminating the extrapolation step.
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