1. Introduction

Fuzzy set theory is a powerful tool for modeling uncertain problems. Therefore, large varieties of natural phenomena have been modeled using fuzzy concepts. Particularly, the fuzzy fractional differential equation is a common model in different scientific fields, such as population models, evaluating weapon systems, civil engineering, and modeling electro-hydraulics. Therefore, the concept of the fractional derivative is a very important topic in fuzzy calculus. Therefore, fuzzy fractional differential equations have attracted much attention in mathematics and engineering fields. The first work devoted to the subject of fuzzy fractional differential equations is the paper by Agarwal et al. [1]. They have defined the Riemann–Liouville differentiability concept under the Hukuhara differentiability. However, the concept of the fractional derivative is a very important topic in fuzzy calculus. Therefore, fuzzy fractional differential equations have attracted much attention in mathematics and engineering fields. The first work devoted to the subject of fuzzy fractional differential equations is the paper by Agarwal et al. [1]. They have defined the Riemann–Liouville differentiability concept under the Hukuhara differentiability to solve fuzzy fractional differential equations.

In recent years, fractional calculus has been introduced as an applicable topic to produce the accurate results of mathematical and engineering problems such as aerodynamics and control systems, signal processing, bio-mathematical problems, and others [1–5].

Furthermore, fractional differential equations in the fuzzy case [1] have been studied by many authors and they have been solved by various methods [6–9]. In [10], Hoa studied the fuzzy...
fractional differential equations under Caputo $g$H-differentiability, and in [11] Agarwal et al. had a survey on mentioned problem to show the its relation with optimal control problems. Furthermore, Long et al. [12] illustrated the solvability of fuzzy fractional differential equations, and Salahshour et al. [13] applied the fuzzy Laplace transforms to solve this problem.

There are many numerical methods to solve the fuzzy fractional differential equations by transforming to crisp problems [14–16]. In this paper, a new direct method is introduced to solve the mentioned problem without changing to the crisp form. The Taylor expansion method is one of the famous and applicable methods to solve the linear and nonlinear problems [17–19]. In this paper, a new direct method is introduced to solve the fuzzy fractional differential equations. Furthermore, some examples with the switching point are solved by using the presented method. The numerical results show the precision of the generalized Euler’s method to solve the fuzzy fractional differential equations.

2. Basic Concepts

At first, a brief summary of the fuzzy details and some preliminaries is revisited [20–25].

**Definition 1.** Set $\mathbb{F}_F = \{u : \mathbb{R}^n \to [0,1] \text{ such that } u \text{ satisfies in the conditions I to IV.} \}$

I. $u$ is normal: there exists an $x_0 \in \mathbb{R}^n$ such that $u(x_0) = 1$.
II. $u$ is fuzzy convex: for $0 \leq \lambda \leq 1$, $u(\lambda x_1 + (1 - \lambda x_2)) \geq \min\{u(x_1), u(x_2)\}$.
III. $u$ is upper semi-continuous: for any $x_0 \in \mathbb{R}^n$, it holds that $u(x_0) \geq \lim_{x \to x_0^+} u(x)$.
IV. $|u|_0 = \text{supp}(u) = \text{cl}\{x \in \mathbb{R}^n \mid u(x) > 0\}$ is a compact subset.

is called the space of fuzzy numbers or the fuzzy numbers set. The $r$-level set is $[u]_r = \{x \in \mathbb{R}^n \mid u(x) \geq r, 0 < r \leq 1\}$. Then, from I to IV, it follows that, the $r$-level sets of $u \in \mathbb{F}_F$ are nonempty, closed, and bounded intervals.

**Definition 2.** A triangular fuzzy number is defined as a fuzzy set in $\mathbb{F}_F$, that is specified by an ordered triple $u = (a, b, c) \in \mathbb{R}^3$ with $a \leq b \leq c$ such that $u^-(r) = a + (b - a)r$ (or lower bound of $u$) and $u^+(r) = c - (c - b)r$ (or upper bound of $u$) are the endpoints of $r$-level sets for all $r \in [0,1]$.

A crisp number $k$ is simply represented by $u^-(r) = u^+(r) = k, \ 0 \leq r \leq 1$ and called singleton. For arbitrary $u, v \in \mathbb{F}_F$ and scalar $k$, we might summarize the addition and the scalar multiplication of two fuzzy numbers by

- **addition:** $[u \circ v]_r = [u^{-}(r) + v^{-}(r), u^{+}(r) + v^{+}(r)]$,
- **scalar multiplication:** $[k \circ u]_r = [ku^{-}(r), ku^{+}(r)]$ for $k \geq 0$,
$[k \circ u]_r = [ku^{-}(r), ku^{+}(r)]$ for $k < 0$.

The Hausdorff distance between fuzzy numbers is given by $\mathcal{H} : \mathbb{F}_F \times \mathbb{F}_F \to \mathbb{R}^+ \cup \{0\}$ as

$$\mathcal{H}(u, v) = \sup_{0 \leq r \leq 1} \max\{|u^{-}(r) - v^{-}(r)|, |u^{+}(r) - v^{+}(r)|\},$$

where $[u]_r = [u^{-}(r), u^{+}(r)]$, $[v]_r = [v^{-}(r), v^{+}(r)]$. The metric space $(\mathbb{F}_F, \mathcal{H})$ is complete, separable, and locally compact where the following conditions are valid for metric $\mathcal{H}$:

I. $\mathcal{H}(u \circ w, v \circ w) = \mathcal{H}(u, v)$, $\forall u, v, w \in \mathbb{F}_F$.
II. $\mathcal{H}(\lambda u, \lambda v) = |\lambda| \cdot \mathcal{H}(u, v)$, $\forall \lambda \in \mathbb{R}$, $\forall u, v \in \mathbb{F}_F$. 
III. $\mathcal{H}(u \oplus v, w \oplus z) \leq \mathcal{H}(u, w) + \mathcal{H}(v, z), \forall u, v, w, z \in \mathbb{R}_F$.

**Definition 3.** Let $u, v \in \mathbb{R}_F$, if there exists $w \in \mathbb{R}_F$, such that $u = v + w$, then $w$ is called the Hukuhara difference (H-difference) of $u$ and $v$, and it is denoted by $u \ominus v$. Furthermore, the generalized Hukuhara difference (gH-difference) of two fuzzy numbers $u, v \in \mathbb{R}_F$ is defined as follows,

$$u \ominus_{gH} v = w \Leftrightarrow \begin{cases} (i) & u = v \oplus w, \\
(ii) & v = u \ominus (-1)w, \end{cases}$$

it is easy to show that conditions (i) and (ii) are valid if and only if $w$ is a crisp number. The conditions of the existence of $u \ominus_{gH} v \in \mathbb{R}_F$ are given in [22]. Through the whole of the paper, we suppose that the gH-difference exists.

In this paper, the meaning of fuzzy-valued function is a function $f : A \to \mathbb{R}_F$, $A \in \mathbb{R}$ where $\mathbb{R}$ is the set of all real numbers and $\{f(t)\}_r = [f^-(t; r), f^+(t; r)]$ is the so-called $r$-cut or parametric form of the fuzzy-valued function $f$.

**Definition 4.** A fuzzy-valued function $f : [a, b] \to \mathbb{R}_F$ is said to be continuous at $t_0 \in [a, b]$ if for each $\epsilon > 0$ there is $\delta > 0$ such that $\mathcal{H}(f(t), f(t_0)) < \epsilon$, whenever $t \in [a, b]$ and $|t - t_0| < \delta$. We say that $f$ is fuzzy continuous on $[a, b]$ if $f$ is continuous at each $t_0 \in [a, b]$.

Throughout the rest of this paper, the notation $C_f([a, b], \mathbb{R}_F)$ is called the set of fuzzy-valued continuous functions which are defined on $[a, b]$.

If $f : [a, b] \subseteq \mathbb{R} \to \mathbb{R}_F$ is continuous by the metric $\mathcal{H}$, then $\int_a^b f(s)ds$ is a continuous function in $t \in [a, b]$ and the function $f$ is integrable on $[a, b]$. Furthermore, it holds

$$\left[ \int_a^b f(s)ds \right]_r = \left[ \int_a^b f^-(s; r)ds, \int_a^b f^+(s; r)ds \right]_r.$$

**Definition 5.** Let $f : [a, b] \to \mathbb{R}_F, t_0 \in (a, b)$ with $f^-(t; r)$ and $f^+(t; r)$ both differentiable at $t_0$ for all $r \in [0, 1]$ and $D_{gH} f$ (gH-derivative) exists:

I. The function $f$ is $t^\delta [(i) - gH]$-differentiable at $t_0$ if $[D_{gH} f(t_0)]_r = [D^f(t_0; r), D^f(t_0; r)]$.

II. The function $f$ is $t^\delta [(ii) - gH]$-differentiable at $t_0$ if $[D_{gH} f(t_0)]_r = [D^f(t_0; r), D^f(t_0; r)]$.

3. Definitions and Properties of Fractional gH-Differentiability

In this section, let us focus on some definitions and properties related to the fuzzy fractional generalized Hukuhara derivative which are useful in the sequel of this paper.

**Definition 6** ([26]). Let $f(t)$ be a fuzzy Lebesque integrable function. The fuzzy Riemann–Liouville fractional (for short (F.RL)-fractional) integral of order $\alpha > 0$ is defined as follows,

$$F^{RL}_{[a,t]} f(t) = \frac{1}{\Gamma(\alpha)} \int_a^t (t - s)^{\alpha - 1} f(s)ds.$$

**Definition 7** ([26]). Let $f : [a, b] \to \mathbb{R}_F$. The fuzzy fractional derivative of $f(t)$ in the Caputo sense is in the following form,

$$F^{\xi} D_{[a,t]}^\alpha f(t) = \frac{1}{\Gamma(m - \alpha)} \int_a^t (t - s)^{m-\alpha-1} D^m_{gH} f(s)ds,$$

where $m - 1 < \alpha < m, m \in \mathbb{N}, t > a$. 

where $\forall m \in \mathbb{N}$, $D^m f_{gH}(s)$ (gH-derivatives of $f$) are integrable. In this paper, we consider fuzzy Caputo generalized Hukuhara derivative (for short $F\mathcal{C}[gH]$-derivative) of order $0 < \alpha \leq 1$, for fuzzy-valued function $f$, so the $F\mathcal{C}[gH]$-derivative will be expressed by

$$F\mathcal{C}D^\alpha f(t) = \frac{1}{\Gamma(1 - \alpha)} \int_a^t (t - s)^{-\alpha} DgH(s)ds, \quad t > a. \quad (1)$$

**Lemma 1.** Let $f : [a, b] \subseteq \mathbb{R} \to \mathbb{R}_F$ be continuous. Then, $F\mathcal{C}[a, t]f(t)$ for $0 < \alpha \leq 1$ and $t \in [a, b]$ is a continuous function.

**Proof.** Under assumptions of the continuous functions, $f(s)$ is a fuzzy Lebesgue integrable function. On the other hand, since $\forall 0 < \alpha \leq 1$, $(t - s)^{\alpha - 1} \geq 0$ is continuous, so $\int_a^t (t - s)^{\alpha - 1} f(s)ds$ is a continuous function and as a result $F\mathcal{C}[a, t]f(t)$ is a continuous function in $t \in [a, b]$. □

**Lemma 2.** Let $f \in C_f(\mathbb{R}, \mathbb{R}_F)$, $m \in \mathbb{N}$. Then, the fuzzy Riemann-Liouville fractional integrals $F\mathcal{C}[a, t^{m-1}]f(t^{m-1})$, $F\mathcal{C}[a, t^{m-2}]f(t^{m-2})$, ..., $F\mathcal{C}[a, t]f(t)$ are continuous functions in $t^{m-1}, t^{m-2}, ..., t$, respectively. Here, $t^{m-1}, t^{m-2}, ..., t \geq a$, and they are real numbers.

**Proof.** This lemma is a fairly straightforward generalization of Lemma 1. The proof will be done by introducing on $m \in \mathbb{N}$. Assume that the lemma holds for $(m)$-times applying operator $(F\mathcal{C})$-fractional integrating for function $f$, we will prove it will correct for $(m + 1)$-times applying operator $(F\mathcal{C})$-fractional integrating for function $f$. By Lemma 1, as $f \in C_f(\mathbb{R}, \mathbb{R}_F)$, thus $F\mathcal{C}[a, t]f(t)$ is a continuous function in $t^{m-1}$. Furthermore, under the hypothesis of induction,

$$F\mathcal{C}[a, t^{m-1}]F\mathcal{C}[a, t^{m-2}] \cdots F\mathcal{C}[a, t]f(t)$$

are continuous functions in $t^{m-1}, t^{m-2}, t^{m-3}, ..., t$, respectively. It follows easily that

$$F\mathcal{C}[a, t^{m-1}]F\mathcal{C}[a, t^{m-2}] \cdots F\mathcal{C}[a, t]f(t)$$

is a continuous function in $t^{m-1}$, which is our claim. □

**Definition 8** ([26]). Let $f : [a, b] \to \mathbb{R}_F$ be the fuzzy Caputo generalized Hukuhara differentiable (for short $F\mathcal{C}[gH]$-differentiable) at $t_0 \in [a, b]$. Thus, $f$ is $F\mathcal{C}[i] - gH$-differentiable at $t_0 \in [a, b]$ if for $0 \leq r \leq 1$

$$[F\mathcal{C}D^\alpha f_{gH}(t_0)]_r = \left[ C_{D^\alpha f}^{-} (t_0; r), C_{D^\alpha f}^{+} (t_0; r) \right],$$

and that $f$ is $F\mathcal{C}[ii] - gH$-differentiable at $t_0$ if

$$[F\mathcal{C} D^\alpha f_{gH}(t_0)]_r = \left[ C_{D^\alpha f}^{+} (t_0; r), C_{D^\alpha f}^{-} (t_0; r) \right],$$

where

$$C_{D^\alpha f}^{-} (t_0; r) = \frac{1}{\Gamma(1 - \alpha)} \int_a^{t_0} (t_0 - s)^{-\alpha} D f^{-} (s; r)ds,$$

$$C_{D^\alpha f}^{+} (t_0; r) = \frac{1}{\Gamma(1 - \alpha)} \int_a^{t_0} (t_0 - s)^{-\alpha} D f^{+} (s; r)ds.$$
Definition 9 ([26]). Let \( f : [a, b] \to \mathbb{R}_F \) be a fuzzy-valued function on \([a, b]\). A point \( t_0 \in [a, b] \) is said to be a switching point for the FC\(_{gH}\)-differentiability of \( f \), if in any neighborhood \( V \) of \( t_0 \) there exist points \( t_1 < t_0 < t_2 \) such that

\[
\text{type I} \quad f \text{ is } FC\(_{gH}\)-differentiable at } t_1 \text{ while } f \text{ is not } FC\(_{gH}\)-differentiable at } t_1, \quad \text{and} \\
\text{type II} \quad f \text{ is } FC\(_{gH}\)-differentiable at } t_1 \text{ while } f \text{ is not } FC\(_{gH}\)-differentiable at } t_1, \\
\text{or} \\
\text{type II} \quad f \text{ is } FC\(_{gH}\)-differentiable at } t_1 \text{ while } f \text{ is not } FC\(_{gH}\)-differentiable at } t_1, \\
\text{and } f \text{ is } FC\(_{gH}\)-differentiable at } t_2 \text{ while } f \text{ is not } FC\(_{gH}\)-differentiable at } t_2.
\]

Theorem 1 ([1]). If \( f : [a, b] \to \mathbb{R}_F, [f(t)]_r = [f^-(t; r), f^+(t; r)] \) and \( f \) is integrable for \( 0 \leq r \leq 1, t \in [a, b] \) and \( \alpha, \beta > 0 \), then we have

\[
F_{RL} I_{[a, b]}^\alpha (F_{RL} I_{[a, b]}^\beta f(t)) = F_{RL} I_{[a, b]}^{\alpha + \beta} f(t).
\]

Lemma 3 ([1]). Suppose that \( f : [a, b] \to \mathbb{R}_F \) be a fuzzy-valued function and \( Df_{gH} \) is exist, then for \( 0 < \alpha \leq 1 \),

\[
F_{RL} I_{[a, b]}^\alpha (FC D_{f}^a f)(t) = f(t) \ominus_{gH} f(a), \quad 0 \leq r \leq 1.
\]

The principal significance of this lemma is in the following theorem.

Theorem 2 ([1]). Let \( f : [a, b] \to \mathbb{R}_F \) be the fractional \( gH \)-differentiable such that type of Caputo differentiability \( f \) in \([a, b]\) does not change. Then, for \( a \leq t \leq b \) and \( 0 < \alpha \leq 1 \),

I. If \( f(s) \) is \( FC\(_{gH}\)-differentiable then \( FC D_{f}^a f_{gH}(t) \) is \( (F_{RL}) \)-integrable over \([a, b]\) and

\[
f(t) = f(a) \oplus F_{RL} I_{[a, b]}^\alpha (FC D_{f}^a f_{gH})(t),
\]

II. If \( f(s) \) is \( FC\(_{gH}\)-differentiable then \( FC D_{f}^a f_{gH}(t) \) is \( (F_{RL}) \)-integrable over \([a, b]\) and

\[
f(t) = f(a) \ominus (-1) F_{RL} I_{[a, b]}^\alpha (FC D_{f}^a f_{gH})(t).
\]

Lemma 4. Suppose that \( f : [a, b] \to \mathbb{R}_F \) is the fractional \( gH \)-differentiable and \( FC D_{f}^a f_{gH}(t) \in \mathcal{C}_f([a, b], \mathbb{R}_F) \) then for \( 0 < \alpha \leq 1 \),

\[
F_{RL} I_{[a, b]}^\alpha (FC D_{f}^a f_{gH})(t) = (-1) \ominus F_{RL} I_{[a, b]}^\alpha (FC D_{f}^a f_{gH})(t),
\]

Proof. As \( FC D_{f}^a f_{gH}(t) \) is continuous, it follows that \( FC D_{f}^a f_{gH}(t) \) is the Riemann–Liouville integrable, and by using Lemma 3 for \( 0 \leq r \leq 1 \)

\[
[F_{RL} I_{[a, b]}^\alpha (FC D_{f}^a f_{gH})(t) + r] = [F_{RL} I_{[a, b]}^\alpha (FC D_{f}^a f^-)(t, r)] + [F_{RL} I_{[a, b]}^\alpha (FC D_{f}^a f^+)(t, r)]
\]

\[
= [f^- (a; r) - f^- (t; r), f^+ (a; r) - f^+ (t; r)]
\]

\[
= [f(a) \oplus f(t)]_r,
\]

moreover,

\[
[F_{RL} I_{[a, b]}^\alpha (FC D_{f}^a f_{gH})(t)]_r = [F_{RL} I_{[a, b]}^\alpha (FC D_{f}^a f^+)(t, r)] + [F_{RL} I_{[a, b]}^\alpha (FC D_{f}^a f^-)(t, r)]
\]

\[
= [f^+ (t; r) - f^+ (a; r), f^- (t; r) - f^- (a; r)]
\]

\[
= [(1 - r) \ominus (f(a) \ominus f(t))]_r,
\]

by combining Equations (2) with (3) the lemma is proved. \( \Box \)
Theorem 3. Let \( f : [a, b] \to \mathbb{R}_F \) and \( D_t^{\alpha} f \in C_{\mathcal{F}}([a, b], \mathbb{R}_F) \). For all \( t \in [a, b] \) and \( 0 < \alpha \leq 1 \),

I. Let \( D_t^{\alpha} f \), \( j = 1, ..., n \) be the \( ^{\mathcal{F}}C^{(i)} - gH \)-differentiable, and they do not change in the type of differentiability on \([a, b]\), then

\[
^{\mathcal{F}}D_t^{(j-1)\alpha}f_{i;gH}(t) = ^{\mathcal{F}}D_t^{(j-1)\alpha}f_{i;gH}(a) \oplus ^{F,RL}I_{[a,t]}^{\alpha}(^{\mathcal{F}}D_t^{i\alpha}f_{i;gH})(t).
\]

II. If \( D_t^{\alpha} f \), \( j = 1, ..., n \) are \( ^{\mathcal{F}}C^{[(ii)]} - gH \)-differentiable and the type of their differentiability does not change in the interval \([a, b]\), then

\[
^{\mathcal{F}}D_t^{(j-1)\alpha}f_{ii;gH}(t) = ^{\mathcal{F}}D_t^{(j-1)\alpha}f_{ii;gH}(a) \oplus ^{F,RL}I_{[a,t]}^{\alpha}(^{\mathcal{F}}D_t^{i\alpha}f_{ii;gH})(t).
\]

III. Assume that \( D_t^{\alpha} f \), \( j = 2k - 1 \) for \( k \in \mathbb{N} \) are the \( ^{\mathcal{F}}C^{[(i)]} - gH \)-differentiable and they are \( ^{\mathcal{F}}C^{[(ii)]} - gH \)-differentiable, for \( j = 2k \), \( k \in \mathbb{N} \) then

\[
^{\mathcal{F}}D_t^{(j-1)\alpha}f_{i;gH}(t) = ^{\mathcal{F}}D_t^{(j-1)\alpha}f_{i;gH}(a) \ominus (-1)^{F,RL}I_{[a,t]}^{\alpha}(^{\mathcal{F}}D_t^{i\alpha}f_{i;gH})(t).
\]

IV. Suppose that \( D_t^{\alpha} f \), \( j = 2k - 1 \) for \( k \in \mathbb{N} \) are \( ^{\mathcal{F}}C^{[(ii)]} - gH \)-differentiable and they are \( ^{\mathcal{F}}C^{[(i)]} - gH \)-differentiable for \( j = 2k \), \( k \in \mathbb{N} \), so

\[
^{\mathcal{F}}D_t^{(j-1)\alpha}f_{ii;gH}(t) = ^{\mathcal{F}}D_t^{(j-1)\alpha}f_{ii;gH}(a) \ominus (-1)^{F,RL}I_{[a,t]}^{\alpha}(^{\mathcal{F}}D_t^{i\alpha}f_{ii;gH})(t).
\]

Proof. By assuming \( ^{\mathcal{F}}D_t^{i\alpha} f \in C_{\mathcal{F}}([a, b], \mathbb{R}_F) \), \( j = 0, ..., n \) we give the proof only for parts II and III. Proving the other parts are similar.

II. Our proof starts with the observation that \( D_t^{\alpha} f \), \( j = 1, ..., n \) are \( ^{\mathcal{F}}C^{[(ii)]} - gH \)-differentiable.

Therefore, using the properties of fuzzy Caputo derivative and Theorem 2, we have

\[
[^{F,RL}I_{[a,t]}^{\alpha}(^{\mathcal{F}}D_t^{i\alpha}f_{i;gH})(t)]_r
= [^{RL}I_{[a,t]}^{\alpha}(^{\mathcal{F}}D_t^{i\alpha}f^{+})(t; r), ^{RL}I_{[a,t]}^{\alpha}(^{\mathcal{F}}D_t^{i\alpha}f^{-})(t; r)]
= [^{RL}I_{[a,t]}^{\alpha}(^{\mathcal{F}}D_t^{i\alpha}f^{+})(t; r), ^{RL}I_{[a,t]}^{\alpha}(^{\mathcal{F}}D_t^{i\alpha}f^{-})(t; r)]
= [^{\mathcal{F}}D_t^{(j-1)\alpha}f^{+}(t; r) - ^{\mathcal{F}}D_t^{(j-1)\alpha}f^{-}(a; r), ^{\mathcal{F}}D_t^{(j-1)\alpha}f^{-}(t; r) - ^{\mathcal{F}}D_t^{(j-1)\alpha}f^{-}(a; r)]
= [^{\mathcal{F}}D_t^{(j-1)\alpha}f^{+}(t; r), ^{\mathcal{F}}D_t^{(j-1)\alpha}f^{-}(t; r)] - [^{\mathcal{F}}D_t^{(j-1)\alpha}f^{+}(a; r), ^{\mathcal{F}}D_t^{(j-1)\alpha}f^{-}(a; r)]
= [^{\mathcal{F}}D_t^{(j-1)\alpha}f_{i;gH}(t) \ominus ^{\mathcal{F}}D_t^{(j-1)\alpha}f_{i;gH}(a)]_r,
\]

thus, we obtain

\[
^{\mathcal{F}}D_t^{(j-1)\alpha}f_{i;gH}(t) = ^{\mathcal{F}}D_t^{(j-1)\alpha}f_{i;gH}(a) \ominus ^{F,RL}I_{[a,t]}^{\alpha}(^{\mathcal{F}}D_t^{i\alpha}f_{i;gH})(t).
\]
III. Under the conditions stated in the part III, \( FC D_x^\alpha f \) is \( FC [(i) - gH] \)-differentiable for \( j = 2k - 1, \ k \in \mathbb{N} \) and it is \( FC [(ii) - gH] \)-differentiable for \( j = 2k, \ k \in \mathbb{N} \). In the sense of Section 2 and by Theorem 2, we get

\[
\left[ FC D_x^{(j-1)\alpha} f_{i,gH}(t) \oplus (-1)^{j-1} FC D_x^{[\alpha]} f_{i,gH}(t) \right]_r \\
= \left[ C D_x^{(j-1)\alpha} f^{-}(t;r), C D_x^{(j-1)\alpha} f^{+}(t;r) \right] \\
= \left[ C D_x^{(j-1)\alpha} f^{-}(t;r), C D_x^{(j-1)\alpha} f^{+}(t;r) \right] \\
+ \left[ C D_x^{(j-1)\alpha} f^{-}(a;r) - C D_x^{(j-1)\alpha} f^{+}(a;r) \right] \\
+ \left[ C D_x^{(j-1)\alpha} f^{+}(t;r) - C D_x^{(j-1)\alpha} f^{-}(t;r) \right]
\]

which completes the proof.

\[ \square \]

4. Fuzzy Generalized Taylor Theorem

Theorem 4. Let \( T = [a, a + \beta] \subset \mathbb{R} \), with \( \beta > 0 \) and \( FC D_x^\alpha f \in C_f ([a, b], \mathbb{R}_f) \), \( j = 1, \ldots, n \). For \( t \in T \), \( 0 < \alpha \leq 1 \)

I. If \( FC D_x^\alpha f, \ j = 0, 1, \ldots, n - 1 \) are \( FC [(i) - gH] \)-differentiable, provided that type of fuzzy Caputo differentiability has no change. Then,

\[
f(t) = f(a) \oplus FC D_x^\alpha f_{i,gH}(a) \odot \frac{(t-a)^\alpha}{\Gamma(\alpha+1)} \oplus FC D_x^{2\alpha} f_{i,gH}(a) \odot \frac{(t-a)^{2\alpha}}{\Gamma(2\alpha+1)} \oplus \ldots \oplus FC D_x^{(n-1)\alpha} f_{i,gH}(a) \odot \frac{(t-a)^{(n-1)\alpha}}{\Gamma((n-1)\alpha+1)} \oplus R_n(a,t),
\]

where \( R_n(a,t) := F, R, L, \frac{\alpha}{[a,b]} \cdot (F, R, L, \frac{\alpha}{[a,b+1]} \cdot (F, R, L, \frac{\alpha}{[a,b+2]} \cdot \ldots \oplus \ldots \oplus f_{i,gH}(a))((t_n)) \ldots \).

II. If \( FC D_x^\alpha f, \ j = 0, 1, \ldots, n - 1 \) are \( FC [(ii) - gH] \)-differentiable, provided that type of fuzzy Caputo differentiability has no change, then

\[
f(t) = f(a) \oplus (-1)^{j} FC D_x^\alpha f_{i,gH}(a) \odot \frac{(t-a)^\alpha}{\Gamma(\alpha+1)} \oplus (-1)^{j} FC D_x^{2\alpha} f_{i,gH}(a) \odot \frac{(t-a)^{2\alpha}}{\Gamma(2\alpha+1)} \oplus \ldots \oplus (-1)^{j} FC D_x^{(n-1)\alpha} f_{i,gH}(a) \odot \frac{(t-a)^{(n-1)\alpha}}{\Gamma((n-1)\alpha+1)} \oplus (-1)^{j} R_n(a,t),
\]

where \( R_n(a,t) := F, R, L, \frac{\alpha}{[a,b]} \cdot (F, R, L, \frac{\alpha}{[a,b+1]} \cdot (F, R, L, \frac{\alpha}{[a,b+2]} \cdot \ldots \oplus \ldots \oplus f_{i,gH}(a))((t_n)) \ldots \).

III. If \( FC D_x^\alpha f, \ j = 1, \ldots, n \), exist and in each order the type of \( FC [gH] \)-differentiability changes on \( T \)

\[
f(t) = f(a) \oplus (-1)^{j} FC D_x^\alpha f_{i,gH}(a) \odot \frac{(t-a)^\alpha}{\Gamma(\alpha+1)} \oplus FC D_x^{2\alpha} f_{i,gH}(a) \odot \frac{(t-a)^{2\alpha}}{\Gamma(2\alpha+1)} \oplus \ldots \oplus (-1)^{j} FC D_x^{(j-1)\alpha} f_{i,gH}(a) \odot \frac{(t-a)^{(j-1)\alpha}}{\Gamma((j-1)\alpha+1)} \oplus (-1)^{j} R_n(a,t),
\]
where \( R_n(a, t) := \frac{F_{RL} I_{[a, t]}^D}{\Gamma(a + 1)} (F_{RL} I_{[a, t]}^D f_{i,g,H}(t_n)) \ldots ) \).

IV. For \( F^{C} D_{\alpha} f \in C_f([a, b], \mathbb{R}_f) \), \( k \geq 3 \), suppose that \( f \) on \([a, \xi]\) is \( F^{C} [(ii) - gH]\)-differentiable and on \([\xi, b]\) is \( F^{C} [(i) - gH]\)-differentiable, in fact \( \xi \) is switching point (type II) for \( \alpha \)-order derivative of \( f \). Moreover, for \( t_0 \in [a, \xi] \), let \( 2\alpha \)-order derivative of \( f \) in \( \xi_1 \) of \( [t_0, \xi] \) have switching point (type I). On the other hand, the type of differentiability for \( F^{C} D_{\alpha} f \), \( j \leq k \) on \([\xi, b]\) does not change. Therefore,

\[
 f(t) = f(t_0) \circ (-1)^j F^{C} D_{\alpha} f_{i,g,H}(t_0) \circ \frac{(\xi - t_0)\alpha}{\Gamma(\alpha + 1)} \circ (-1)^j F^{C} D_{\alpha}^{2\alpha} f_{i,g,H}(t_0) \circ \frac{(\xi - t_0)^{2\alpha}}{\Gamma(2\alpha + 1)}
\]

Proof. Here, we prove parts II, III, and IV because the proof of part I is similar to the part II. Under the assumptions that \( F^{C} D_{\alpha} f \in C_f([a, b], \mathbb{R}_f) \), \( j = 1, \ldots, n \), we conclude that \( F^{C} D_{\alpha} f \) are (F.RL)-fractional integrable on \( T \),

II. As \( f \) is a continuous function and \( F^{C} [(ii) - gH]\)-differentiable, by Theorem 2, we get

\[
 f(t) = f(a) \circ (-1)^j F_{RL} I_{[a, t]}^\alpha (F^{C} D_{\alpha} f_{i,g,H})(t_1)
\]

Under the hypotheses of Theorem 2, type of differentiability does not change, so by Theorem 3 and by attention to (F.RL)-integrability of \( F^{C} D_{\alpha} f_{i,g,H} \) on \( T \), we obtain

\[
 F^{C} D_{\alpha} f_{i,g,H}(t_1) = F^{C} D_{\alpha}^{2\alpha} f_{i,g,H}(a) \circ F_{RL} I_{[a, t]}^\alpha (F^{C} D_{\alpha}^{2\alpha} f_{i,g,H})(t_2)
\]

Applying operator \( F_{RL} I_{[a, t]}^\alpha \) to \( F^{C} D_{\alpha} f_{i,g,H}(t_1) \), gives

\[
 F_{RL} I_{[a, t]}^\alpha (F^{C} D_{\alpha} f_{i,g,H})(t_1) = F^{C} D_{\alpha} f_{i,g,H}(a) \circ \frac{(t - a)\alpha}{\Gamma(\alpha + 1)} \circ F_{RL} I_{[a, t]}^\alpha (F^{C} D_{\alpha}^{2\alpha} f_{i,g,H})(t_2)
\]

Lemma 2 implies that the last double (F.RL)-fractional integral belongs to \( \mathbb{R}_f \). Therefore,

\[
 f(t) = f(a) \circ (-1)^j F^{C} D_{\alpha} f_{i,g,H}(a) \circ \frac{(t - a)\alpha}{\Gamma(\alpha + 1)} \circ (-1)^j F_{RL} I_{[a, t]}^\alpha (F^{C} D_{\alpha}^{2\alpha} f_{i,g,H})(t_2), \quad (4)
\]

by repeating the above argument, we get

\[
 F^{C} D_{\alpha}^{2\alpha} f_{i,g,H}(t_2) = F^{C} D_{\alpha}^{2\alpha} f_{i,g,H}(a) \circ \frac{(t_1 - a)\alpha}{\Gamma(\alpha + 1)} \circ F_{RL} I_{[a, t]}^\alpha (F^{C} D_{\alpha}^{2\alpha} f_{i,g,H})(t_3)
\]

Therefore, we find that

\[
 F_{RL} I_{[a, t]}^\alpha (F^{C} D_{\alpha}^{2\alpha} f_{i,g,H})(t_2) = F^{C} D_{\alpha}^{2\alpha} f_{i,g,H}(a) \circ \frac{(t_1 - a)\alpha}{\Gamma(\alpha + 1)} \circ F_{RL} I_{[a, t]}^\alpha (F^{C} D_{\alpha}^{2\alpha} f_{i,g,H})(t_3)
\]
moreover
\[
F_{R,L}^{\alpha} \left[ \left. \right|_{[a_1]} \right] F_{R,L}^{\alpha} \left[ \left. \right|_{[a_2]} \right] \left( FC D_2^{\alpha} f_{ii, gH} \right) (t_2) = \frac{FC D_2^{\alpha} f_{ii, gH} (a)}{\Gamma(2\alpha + 1)} + \frac{(t - a)^{2\alpha}}{\Gamma(2\alpha + 1)} + \frac{(t - a)^{2\alpha}}{\Gamma(2\alpha + 1)} \frac{FC D_2^{\alpha} f_{ii, gH} (a)}{t_2}.
\]

By Lemma 2, the last triple (F.RL)-fractional integral belongs to \( R_f \). Therefore, substituting above equation into Equation (4), we find that
\[
f(t) = f(a) \oplus (-1)^{FC} D_2^{\alpha} f_{ii, gH} (a) \oplus \frac{(t - a)^{2\alpha}}{\Gamma(2\alpha + 1)} \oplus (-1)^{FC} D_2^{\alpha} f_{ii, gH} (a).
\]

the high order of the last formula by Lemma 2 is a continuous function in terms of \( t \) so it belongs to \( R_f \). With the same manner, we can demonstrate that part II is satisfied.

III. Suppose that \( f \) is \( \text{FC} (\alpha) - gH \)-differentiable. Using Theorem 2, we have
\[
f(t) = f(a) \oplus (-1)^{FC} D_2^{\alpha} f_{ii, gH} (a) \oplus (-1)^{FC} D_2^{\alpha} f_{ii, gH} (t_2) \oplus \frac{(t - a)^{2\alpha}}{\Gamma(2\alpha + 1)} \oplus (-1)^{FC} D_2^{\alpha} f_{ii, gH} (t_2).
\]

Now, applying operator (F.RL)-integral to \( FC D_2^{\alpha} f_{ii, gH} (t_1) \) gives
\[
F_{R,L}^{\alpha} \left[ \left. \right|_{[a_1]} \right] FC D_2^{\alpha} f_{ii, gH} (t_1) = FC D_2^{\alpha} f_{ii, gH} (a) \oplus (-1)^{FC} D_2^{\alpha} f_{ii, gH} (t_2) \oplus \frac{(t - a)^{2\alpha}}{\Gamma(2\alpha + 1)} \oplus (-1)^{FC} D_2^{\alpha} f_{ii, gH} (t_2).
\]

Lemma 2 now leads to the last double (F.RL)-fractional integral belongs to \( R_f \). Therefore,
\[
f(t) = f(a) \oplus (-1)^{FC} D_2^{\alpha} f_{ii, gH} (a) \oplus \frac{(t - a)^{2\alpha}}{\Gamma(2\alpha + 1)} \oplus (-1)^{FC} D_2^{\alpha} f_{ii, gH} (a) \oplus (-1)^{FC} D_2^{\alpha} f_{ii, gH} (t_2).
\]

Similarly, as \( FC D_2^{\alpha} f \) is \( FC (\alpha) - gH \)-differentiable, \( FC D_2^{3\alpha} f \) is \( FC (\alpha) - gH \)-differentiable and we get
\[
FC D_2^{3\alpha} f_{ii, gH} (t_2) = FC D_2^{3\alpha} f_{ii, gH} (a) \oplus (-1)^{FC} D_2^{3\alpha} f_{ii, gH} (t_2)
\]

thus
\[
F_{R,L}^{\alpha} \left[ \left. \right|_{[a_1]} \right] FC D_2^{3\alpha} f_{ii, gH} (t_2) = FC D_2^{3\alpha} f_{ii, gH} (a) \oplus (-1)^{FC} D_2^{3\alpha} f_{ii, gH} (t_2)
\]

Now, applying operator \( F_{R,L}^{\alpha} \left[ \left. \right|_{[a_1]} \right] \) gives
\[
F_{R,L}^{\alpha} \left[ \left. \right|_{[a_1]} \right] FC D_2^{3\alpha} f_{ii, gH} (t_2) = FC D_2^{3\alpha} f_{ii, gH} (a) \oplus \frac{(t - a)^{2\alpha}}{\Gamma(2\alpha + 1)} \oplus (-1)^{FC} D_2^{3\alpha} f_{ii, gH} (t_2) \oplus (-1)^{FC} D_2^{3\alpha} f_{ii, gH} (t_2).
\]
as this satisfies all the other conditions for the Lemma 2, the last triple \((F.RL)\)-fractional integral belongs to \(\mathbb{R}f\). Then,

\[
f(t) = f(a) \odot (-1)^\alpha D_{a}^\alpha f_{\xi[H]}(a) \odot \frac{(t-a)^\alpha}{\Gamma(\alpha + 1)} \odot F.C D_{\alpha}^{2\alpha} f_{\xi[H]}(a)
\]

\[
\odot \frac{(t-a)^{2\alpha}}{\Gamma(2\alpha + 1)} \odot (-1)^{\alpha} F.R.L I_{[\alpha,\ell]}^{\alpha}, F.R.L I_{[\alpha,\ell_{1}]}^{\alpha}, F.R.L I_{[\alpha,\ell_{2}]}^{\alpha}(F.C D_{\alpha}^{3\alpha} f_{\xi[H]})(t_3).
\]

with simple and similar method, the proof for this type of differentiability will be completed.

IV. As \(f\) is \(F.C\) \([(ii) - gH]\)-differentiable in \([t_0, \xi]\), Theorem 2 leads to

\[
f(\xi) = f(t_0) \odot (-1)^{\alpha} F.R.L I_{[\alpha,\ell]}^{\alpha}(F.C D_{\alpha}^{\alpha} f_{\xi[H]})(t_1),
\]

and in the interval \([\xi, b]\), \(f\) is \(F.C\) \([(i) - gH]\)-differentiable, so for \(t \in [\xi, b]\)

\[
f(t) = f(\xi) \oplus F.R.L I_{[\alpha,\ell]}^{\alpha}(F.C D_{\alpha}^{\alpha} f_{\xi[H]})(s_1).
\]

According to the hypothesis, we know that \(\xi\) is a switching point for differentiability \(f\); thus, by substituting Equation (5) into Equation (6), we obtain

\[
f(t) = f(t_0) \odot (-1)^{\alpha} F.R.L I_{[\alpha,\ell]}^{\alpha}(F.C D_{\alpha}^{\alpha} f_{\xi[H]})(t_1) \oplus F.R.L I_{[\alpha,\ell]}^{\alpha}(F.C D_{\alpha}^{\alpha} f_{\xi[H]})(s_1).
\]

Consider the first \((F.RL)\)-fractional integral on the right side of the Equation (7):

By noting the hypothesis of theorem, the fuzzy Caputo derivative of the function \(f\) has the switching point \(\xi_1\) of type I. Therefore, \(F.C D_{\alpha}^{\alpha} f_{\xi[H]}\) is \(F.C\) \([(i) - gH]\)-differentiable on \([t_0, \xi_1]\), then type of differentiability can be changed. By these conditions, the Theorem 3, admits that

\[
F.C D_{\alpha}^{\alpha} f_{\xi[H]}(\xi_1) = F.C D_{\alpha}^{\alpha} f_{\xi[H]}(t_0) \odot (-1)^{\alpha} F.R.L I_{[\alpha,\ell]}^{\alpha}(F.C D_{\alpha}^{\alpha} f_{\xi[H]})(t_2).
\]

On the other hand, we know that \(F.C D_{\alpha}^{\alpha} f_{\xi[H]}\) is \(F.C\) \([(ii) - gH]\)-differentiable on \([\xi_1, \xi]\) and the type of differentiability does not change. Thus, for \(t_1 \in [\xi_1, \xi]\) from Theorem 3, it follows that

\[
F.C D_{\alpha}^{\alpha} f_{\xi[H]}(t_1) = F.C D_{\alpha}^{\alpha} f_{\xi[H]}(\xi_1) \oplus F.R.L I_{[\alpha,\ell]}^{\alpha}(F.C D_{\alpha}^{\alpha} f_{\xi[H]})(t_3),
\]

substituting Equation (8) into Equation (9) gives

\[
F.C D_{\alpha}^{\alpha} f_{\xi[H]}(t_1) = F.C D_{\alpha}^{\alpha} f_{\xi[H]}(t_0) \odot (-1)^{\alpha} F.R.L I_{[\alpha,\ell]}^{\alpha}(F.C D_{\alpha}^{\alpha} f_{\xi[H]})(t_2) \oplus F.R.L I_{[\alpha,\ell]}^{\alpha}(F.C D_{\alpha}^{\alpha} f_{\xi[H]})(t_3),
\]

that

\[
F.C D_{\alpha}^{\alpha} f_{\xi[H]}(t_2) = F.C D_{\alpha}^{\alpha} f_{\xi[H]}(t_0) \odot F.R.L I_{[\alpha,\ell]}^{\alpha}(F.C D_{\alpha}^{\alpha} f_{\xi[H]})(t_4),
\]

\[
\Rightarrow F.R.L I_{[\alpha,\ell]}^{\alpha}(F.C D_{\alpha}^{\alpha} f_{\xi[H]})(t_2) = F.C D_{\alpha}^{3\alpha} f_{\xi[H]}(t_0) \odot \frac{(\xi_1 - t_0)^{3\alpha}}{\Gamma(3\alpha + 1)} \oplus F.R.L I_{[\alpha,\ell]}^{\alpha} F.R.L I_{[\alpha,\ell_{1}]}^{\alpha}(F.C D_{\alpha}^{\alpha} f_{\xi[H]})(t_4).
\]
follows from Theorem 3 and also

\[ FC D^a_{\xi} f_{i.GH}(t_3) = FC D^a_{\xi} f_{i.GH}(\xi_1) \oplus F.RL I^a_{\xi_1} (FC D^a_{\xi} f_{i.GH})(t_3) \]

\[ \Rightarrow F.RL I^a_{\xi_1} (FC D^a_{\xi} f_{i.GH})(t_3) \]

\[ = FC D^a_{\xi} f_{i.GH}(\xi_1) \circ \left( \frac{t_1 - \xi}{\Gamma(\alpha + 1)} \right) \oplus F.RL I^a_{\xi_1} (FC D^a_{\xi} f_{i.GH})(t_3) \]

\[ (12) \]

the insertion of Equations (11) and (12) in Equation (10) allows us to obtain

\[ FC D^a_{\xi} f_{i.GH}(t_1) = FC D^a_{\xi} f_{i.GH}(t_0) \circ FC D^a_{\xi} f_{i.GH}(t_0) \circ \left( \frac{t_0 - \xi}{\Gamma(\alpha + 1)} \right) \oplus FC D^a_{\xi} f_{i.GH}(\xi_1) \]

\[ \circ \left( \frac{(t_1 - \xi_1)^a}{\Gamma(\alpha + 1)} \right) \oplus (-1)^{F.RL I^a_{\xi_0} (FC D^a_{\xi} f_{i.GH})(t_4)} \]

\[ \oplus F.RL I^a_{\xi_1} (FC D^a_{\xi} f_{i.GH})(t_3) \]

Finally, the first (\textit{F.RL})-fractional integral on the right side of the Equation (7) obtains as follows

\[ F.RL I^a_{[\xi_0, \xi]} (FC D^a_{\xi} f_{i.GH})(t_1) = FC D^a_{\xi} f_{i.GH}(t_0) \circ FC D^a_{\xi} f_{i.GH}(t_0) \circ \left( \frac{t_0 - \xi_1}{\Gamma(\alpha + 1)} \right) \oplus FC D^a_{\xi} f_{i.GH}(\xi_1) \]

\[ \circ \left( \frac{(t_1 - \xi_1)^a}{\Gamma(\alpha + 1)} \right) \oplus FC D^a_{\xi} f_{i.GH}(\xi_1) \circ \left( \frac{(t_1 - \xi_1)^{2a}}{\Gamma(2\alpha + 1)} - \frac{(t_0 - \xi_1)^{2a}}{\Gamma(2\alpha + 1)} \right) \]

\[ \oplus (-1)^{F.RL I^a_{[\xi_0, \xi]} F.RL I^a_{[\xi_0, \xi]} (FC D^a_{\xi} f_{i.GH})(t_4)} \]

\[ \oplus F.RL I^a_{[\xi_1, \xi_2]} (FC D^a_{\xi} f_{i.GH})(t_3) \]

\[ (13) \]

the only point remaining concerns the behavior of the second (\textit{F.RL})-fractional integral on the right side of the Equation (7). We can now proceed analogously to the first (\textit{F.RL})-fractional integral:

By noting the hypothesis of theorem, \( FC D^a_{\xi} f_{i.GH}, j = 2, 3 \) are \( FC[i - G H] \)-differentiable on \( [\xi, b] \), and the type of differentiability does not change. By Theorem 3 we deduce that

\[ FC D^a_{\xi} f_{i.GH}(s_1) = FC D^a_{\xi} f_{i.GH}(\xi) \oplus F.RL I^a_{[\xi_1, \xi]} (FC D^a_{\xi} f_{i.GH})(s_2) \]

\[ (14) \]

and

\[ FC D^a_{\xi} f_{i.GH}(s_2) = FC D^a_{\xi} f_{i.GH}(\xi) \oplus F.RL I^a_{[\xi_1, \xi]} (FC D^a_{\xi} f_{i.GH})(s_3) \]

\[ \Rightarrow F.RL I^a_{[\xi_1, \xi]} (FC D^a_{\xi} f_{i.GH})(s_2) \]

\[ = FC D^a_{\xi} f_{i.GH}(\xi) \circ \left( \frac{s_1 - \xi}{\Gamma(\alpha + 1)} \right) \oplus F.RL I^a_{[\xi_1, \xi]} (FC D^a_{\xi} f_{i.GH})(s_3) \]

\[ (15) \]

substituting (15) into (14) we obtain

\[ FC D^a_{\xi} f_{i.GH}(s_1) = FC D^a_{\xi} f_{i.GH}(\xi) \oplus FC D^a_{\xi} f_{i.GH}(\xi) \circ \left( \frac{s_1 - \xi}{\Gamma(\alpha + 1)} \right) \oplus F.RL I^a_{[\xi_1, \xi]} \oplus F.RL I^a_{[\xi_1, \xi]} (FC D^a_{\xi} f_{i.GH})(s_3) \]

\[ (16) \]

Thus, the second (\textit{F.RL})-fractional integral on the right side of the Equation (7) is as follows,

\[ F.RL I^a_{[\xi_1, \xi]} (FC D^a_{\xi} f_{i.GH})(s_1) = FC D^a_{\xi} f_{i.GH}(\xi) \circ \left( \frac{s_1 - \xi}{\Gamma(\alpha + 1)} \right) \oplus FC D^a_{\xi} f_{i.GH}(\xi) \circ \left( \frac{(t - \xi)^a}{\Gamma(\alpha + 1)} \right) \]

\[ \oplus F.RL I^a_{[\xi_1, \xi]} (FC D^a_{\xi} f_{i.GH})(s_3) \]

\[ (16) \]
having disposed of this preliminary step, we can now return to the Equation (7).

By substituting Equations (13) and (16), in Equation (7), the desired result is achieved.

5. Fuzzy Generalized Euler’s Method

In this section, we will touch on only a few aspects of the fuzzy generalized Taylor theorem and restrict the discussion to the fuzzy generalized Euler’s method. This case is important enough to be stated separately. We consider the following fuzzy fractional initial value problem,

\[
\begin{align*}
&f \left( y(t), y(t) \right), \quad t \in [0, T], \\
y(0) = y_0 \in \mathbb{R}_F,
\end{align*}
\]

where \( f : [0, T] \times \mathbb{R}_F \to \mathbb{R}_F \) is continuous and \( y(t) \) is an unknown fuzzy function of crisp variable \( t \). Furthermore, \( ^{FC}_D y_{\alpha}H(t) \) is the fuzzy fractional derivative \( y(t) \) in the Caputo sense of order \( 0 < \alpha \leq 1 \), with the finite set of switching points. Now, by dividing the interval \([0, T]\) with the step length of \( h \), we have the partition \( \tilde{I}_N = \{0 = t_0 < t_1 < \ldots < t_N = T\} \) where \( t_k = kh \) for \( k = 0, 1, 2, \ldots, N \).

Case I. Unless otherwise stated we assume that the unique solution of the fuzzy fractional initial value problem (17), \( ^{FC}_D y_{\alpha}H(t) \in C((0, T], \mathbb{R}_F) \cap L^\infty((0, T], \mathbb{R}_F) \) is \( ^{FC}[\{i - gH\}] \)-differentiable such that the type of differentiability does not change on \([0, T]\). Consider the fractional Taylor series expansion of the unknown fuzzy function \( y(t) \) about \( t_k \), for each \( k = 0, 1, \ldots, N \).

\[
y(t_{k+1}) = y(t_k) + \frac{(t_{k+1} - t_k)^\alpha}{\Gamma(\alpha + 1)} \circ ^{FC}_D y_{\alpha}H(t_k) \circ \frac{(t_{k+1} - t_k)^{2\alpha}}{\Gamma(2\alpha + 1)} \circ ^{FC}_D y_{\alpha}H(\eta),
\]

for some points \( \eta \) lie between \( t_k \) and \( t_{k+1} \). As \( h = t_{k+1} - t_k \), we have

\[
y(t_{k+1}) = y(t_k) \circ \frac{h^\alpha}{\Gamma(\alpha + 1)} \circ f(t_k, y(t_k)) \circ \frac{h^{2\alpha}}{\Gamma(2\alpha + 1)} \circ ^{FC}_D y_{\alpha}H(\eta),
\]

and, \( y(t) \) satisfies in problem (5.1), so

\[
\mathcal{H}(y(t_{k+1}), y(t_k)) \circ \frac{h^\alpha}{\Gamma(\alpha + 1)} \circ f(t_k, y(t_k)) \circ \frac{h^{2\alpha}}{\Gamma(2\alpha + 1)} \circ ^{FC}_D y_{\alpha}H(\eta) \leq \mathcal{H}(y(t_{k+1}), y(t_k)) \circ \frac{h^\alpha}{\Gamma(\alpha + 1)} \circ f(t_k, y(t_k)) + \mathcal{H}(0, \frac{h^{2\alpha}}{\Gamma(2\alpha + 1)} \circ ^{FC}_D y_{\alpha}H(\eta)),
\]

as \( h \to 0 \) as

\[
\mathcal{H}(y(t_{k+1}), y(t_k)) \circ \frac{h^\alpha}{\Gamma(\alpha + 1)} \circ f(t_k, y(t_k)) \to 0,
\]

\[
\mathcal{H}(0, \frac{h^{2\alpha}}{\Gamma(2\alpha + 1)} \circ ^{FC}_D y_{\alpha}H(\eta)) \to 0,
\]

we conclude that

\[
\mathcal{H}(y(t_{k+1}), y(t_k)) \circ \frac{h^\alpha}{\Gamma(\alpha + 1)} \circ f(t_k, y(t_k)) + \mathcal{H}(0, \frac{h^{2\alpha}}{\Gamma(2\alpha + 1)} \circ ^{FC}_D y_{\alpha}H(\eta)) \to 0,
\]

\[
\Rightarrow \mathcal{H}(y(t_{k+1}), y(t_k)) \circ \frac{h^\alpha}{\Gamma(\alpha + 1)} \circ f(t_k, y(t_k)) \circ \frac{h^{2\alpha}}{\Gamma(2\alpha + 1)} \circ ^{FC}_D y_{\alpha}H(\eta) \to 0.
\]
Thus, for sufficiently small $h$ we find that

$$y(t_{k+1}) \approx y(t_k) + \frac{h^\alpha}{\Gamma(\alpha+1)} \odot f(t_k, y(t_k)),$$

and finally we get

$$\begin{align*}
y_0 &= y_0, \\
y_{k+1} &= y_k + \frac{h^\alpha}{\Gamma(\alpha+1)} \odot f(t_k, y_k), \quad k = 0, 1, \ldots, N-1.
\end{align*}$$

(18)

**Case II.** Assume that $\mathcal{FC}D^\alpha_x y(t) \in C_f([0, T], \mathbb{R}_x)$ is $\mathcal{FC}([ii) \odot gH\text{-differentiable such that the type of differentiability does not change on } [0, T]$. Therefore, the fractional Taylor’s series expansion of $y(t)$ about the point $t_k$ at $t_{k+1}$ is

$$y(t_{k+1}) = y(t_k) \odot (-1) \frac{(t_{k+1} - t_k)^\alpha}{\Gamma(\alpha+1)} \odot \mathcal{FC}D^\alpha_x y_{ii,gH}(t_k) \odot (-1) \frac{(t_{k+1} - t_k)^{2\alpha}}{\Gamma(2\alpha+1)} \odot \mathcal{FC}D^{2\alpha}_x y_{ii,gH}(\eta_k),$$

according to the process described in Case I, the generalized Euler’s method takes the form

$$\begin{align*}
y_0 &= y_0, \\
y_{k+1} &= y_k \odot (-1) \frac{h^\alpha}{\Gamma(\alpha+1)} \odot f(t_k, y_k), \quad k = 0, 1, \ldots, N-1.
\end{align*}$$

(19)

**Case III.** Let us suppose that $t_0 = 0, t_1, \ldots, t_j, \zeta, t_{j+1}, \ldots, t_N = T$ is a partition of interval $[0, T]$ and $y(t)$ has a switching point in $\zeta \in [0, T]$ of type I. Therefore, according to Equations (18) and (19), we have

$$\begin{align*}
y_0 &= y_0, \\
y_{k+1} &= y_k + \frac{h^\alpha}{\Gamma(\alpha+1)} \odot f(t_k, y_k), \quad k = 0, 1, \ldots, j, \\
y_{k+1} &= y_k \odot (-1) \frac{h^\alpha}{\Gamma(\alpha+1)} \odot f(t_k, y_k), \quad k = j+1, j+2, \ldots, N-1.
\end{align*}$$

(20)

**Case IV.** Consider $y(t)$ has a switching point type II in $\zeta \in [0, T]$ such that $t_0, t_1, \ldots, t_j, \zeta, t_{j+1}, \ldots, t_N$ is a partition of interval $[0, T]$. Therefore, by Equations (18) and (19), we conclude that

$$\begin{align*}
y_0 &= y_0, \\
y_{k+1} &= y_k \odot (-1) \frac{h^\alpha}{\Gamma(\alpha+1)} \odot f(t_k, y_k), \quad k = 0, 1, \ldots, j, \\
y_{k+1} &= y_k + \frac{h^\alpha}{\Gamma(\alpha+1)} \odot f(t_k, y_k), \quad k = j+1, j+2, \ldots, N-1.
\end{align*}$$

(21)

Our next concern will be the behavior of the fuzzy generalized Euler method.

6. Analysis of the Fuzzy Generalized Euler’s Method

In this section, the local and the global truncation errors of the fuzzy generalized Euler’s method are illustrated. Therefore, by applying them the consistency, the convergence, and the stability of the presented method are proved. Furthermore, several definitions and concepts of the fuzzy generalized Euler’s method are presented under $\mathcal{FC}[gH]$-differentiability [27].

6.1. Local Truncation Error, Consistent

Consider the unique solution of the fuzzy fractional initial value problem (17):

**Definition 10.** If $y(t)$ is $\mathcal{FC}([ii) \odot gH\text{-differentiable on } [0, T]$ and the type of differentiability does not change, now we define the residual $\mathcal{R}_k$ as

$$\mathcal{R}_k = y(t_{k+1}) \odot_{gH} \left( y(t_k) \odot \frac{h^\alpha}{\Gamma(\alpha+1)} \odot f(t_k, y(t_k)) \right).$$
and if \( y(t) \) is \( FC[(ii) - gH] \)-differentiable on \([0, T] \), we have

\[
\mathcal{R}_k = y(t_{k+1}) \ominus_{gH} \left( y(t_k) \ominus (-1) \frac{h^n}{\Gamma(\alpha + 1)} \odot f(t_k, y(t_k)) \right),
\]

on the other hand, the local truncation error (LTE) \( (\tau_k) \) is defined as

\[
\tau_k = \frac{1}{h^n} \mathcal{R}_k,
\]

and the fuzzy generalized Euler’s method is said to be consistent if

\[
\lim_{h \to 0} \max_{t_k \leq T} \mathcal{H}(\tau_k, 0) = 0,
\]

therefore, due to the type of differentiability of \( y(t) \) for \( \eta_k \in [t_k, t_{k+1}] \), the residual \( (\mathcal{R}_k) \) and the LTE \( (\tau_k) \) are defined as follows.

- \( FC[(i) - gH] - \) differentiability \( \Rightarrow \)

\[
\mathcal{R}_k = \frac{h^{2n}}{\Gamma(2\alpha + 1)} \odot FC D^\alpha y_{i_i, gH}(\eta_k),
\]

\[
\tau_k = \frac{h^n}{\Gamma(\alpha + 1)} \odot FC D^\alpha y_{i_i, gH}(\eta_k),
\]

- \( FC[(ii) - gH] - \) differentiability \( \Rightarrow \)

\[
\mathcal{R}_k = \ominus(-1) \frac{h^{2n}}{\Gamma(2\alpha + 1)} \odot FC D^\alpha y_{i_i, gH}(\eta_k),
\]

\[
\tau_k = \ominus(-1) \frac{h^n}{\Gamma(\alpha + 1)} \odot FC D^\alpha y_{i_i, gH}(\eta_k).
\]

\rref{Investigating the consistence of the fuzzy generalized Euler’s method:}

For this purpose, assume that \( \mathcal{H}(FC D^\alpha y_{i_i, gH}(\eta_k), 0) \leq M \). We have two following steps: note that only one of the steps is proved and the proof of another one is similar.

**Step I.** If \( y(t) \) be \( FC[(ii) - gH] \)-differentiable, then

\[
\lim_{h \to 0} \max_{t_k \leq T} \mathcal{H}(\tau_k, 0) = \lim_{h \to 0} \max_{t_k \leq T} \mathcal{H}(\ominus(-1) \frac{h^n}{\Gamma(\alpha + 1)} \odot FC D^\alpha y_{i_i, gH}(\eta_k), 0) \leq \lim_{h \to 0} \frac{h^n}{\Gamma(\alpha + 1)} M = 0.
\]

**Step II.** The same conclusion can be drawn for the \( FC[(i) - gH] \)-differentiability of \( y(t) \). Thus, note that we have actually proved that the fuzzy generalized Euler’s method is consistent as long as the solution belongs to \( C_f([0, T], \mathbb{R}_X) \).

6.2. Global Truncation Error, Convergence

**Lemma 5** ([28]). \( \forall z \in \mathbb{R}, \ 1 + z \leq e^z \).

**Definition 11** ([29]). The global truncation error is the agglomeration of the local truncation error over all the iterations, assuming perfect knowledge of the true solution at the initial time step.
In the fuzzy fractional initial value problem (17), assume that \( y(t) \) is \( FC \)\(-\mathcal{H}\)-differentiable, then the global truncation error is

\[
e_{k+1} = y(t_{k+1}) \odot_{\mathcal{H}} y_{k+1} = y(t_{k+1}) \odot_{\mathcal{H}} [y_0 \odot \frac{h^\alpha}{\Gamma(\alpha + 1)} \odot f(t_0, y_0) \\
+ \frac{h^\alpha}{\Gamma(\alpha + 1)} \odot f(t_1, y_1) + \ldots + \frac{h^\alpha}{\Gamma(\alpha + 1)} \odot f(t_k, y_k)],
\]

and for the \( FC \)\(-\mathcal{H}\)-differentiability of \( y(t) \), we have

\[
e_{k+1} = y(t_{k+1}) \odot_{\mathcal{H}} y_{k+1} = y(t_{k+1}) \odot_{\mathcal{H}} [y_0 \odot (-1)^k \frac{h^\alpha}{\Gamma(\alpha + 1)} \odot f(t_0, y_0) \\
+ (-1)^k \frac{h^\alpha}{\Gamma(\alpha + 1)} \odot f(t_1, y_1) \odot (-1)^k \ldots \odot (-1)^k \frac{h^\alpha}{\Gamma(\alpha + 1)} \odot f(t_k, y_k)].
\]

**Definition 12.** If global truncation error leads to zero as the step size goes to zero, the numerical method is convergent, i.e.,

\[
\lim_{h \to 0} \max_k \mathcal{H}(e_{k+1}, 0) = 0, \quad \Rightarrow \quad \lim_{h \to 0} \max_k \mathcal{H}(y(t_{k+1}), y_{k+1}) = 0,
\]

in this case, the numerical solution converges to the exact solution.

< Investigating the convergence of the fuzzy generalized Euler’s method:

To suppose that \( FC^\alpha D_{2\alpha} \lambda y(t) \) exists and \( f(t, y) \) satisfies Lipschitz condition on the \( \{ (t, y) \mid t \in [0, p], y \in \mathcal{B}(y_0, q), p, q > 0 \} \), the research on this subject will be divided into two steps:

**Step I.** Suppose that \( y(t) \) is \( FC \)\(-\mathcal{H}\)-differentiable, now by using Equation (18) and assumption \( r_k = (-1)^k \frac{h^{2\alpha}}{\Gamma(2\alpha + 1)} \odot FC^\alpha D_{2\alpha} \lambda y_{gH}(t_k) \), the exact solution of the Equation (17) satisfies

\[
y(t_{k+1}) = y(t_k) \odot (-1)^k \frac{h^\alpha}{\Gamma(\alpha + 1)} \odot f(t_k, y(t_k)) \odot r_k.
\]

\[
\Rightarrow \mathcal{H}(y(t_{k+1}), y_{k+1}) = \mathcal{H}(y(t_k), y_k) + \frac{h^\alpha}{\Gamma(\alpha + 1)} [\mathcal{H}(f(t_k, y_k) \odot_{gH} f(t_k, y(t_k)), 0)] + \mathcal{H}(r_k, 0),
\]

the inequality

\[
\mathcal{H}(f(t_k, y_k) \odot_{gH} f(t_k, y_k), 0) = \mathcal{H}(f(t_k, y_k), f(t_k, y(t_k))) \leq \ell_k \mathcal{H}(y(t_k), y_k),
\]

which is the conclusion of Lipschitz condition, implies that

\[
\mathcal{H}(y(t_{k+1}), y_{k+1}) \leq (1 - \frac{h^\alpha}{\Gamma(\alpha + 1)} \ell_k) \mathcal{H}(y(t_k), y_k) + \mathcal{H}(r_k, 0). \tag{22}
\]

Now, assume that

\[
\ell = \max_{0 \leq k \leq N-1} \ell_k, \quad r = \max_{0 \leq k \leq N-1} \mathcal{H}(r_k, 0),
\]

and rewrite Equation (22) as

\[
\mathcal{H}(y(t_{k+1}), y_{k+1}) \leq (1 - \frac{h^\alpha}{\Gamma(\alpha + 1)} \ell) \mathcal{H}(y(t_k), y_k) + r.
\]
as the inequality holds for all $k$, we get
\[
\mathcal{H}(y(t_{k+1}), y_{k+1}) \leq (1 - \frac{h^\alpha}{\Gamma(\alpha + 1)} \ell) \left( 1 - \frac{h^\alpha}{\Gamma(\alpha + 1)} \ell \right) \mathcal{H}(y(t_{k-1}), y_{k-1}) + r 
\]
\[
= (1 - \frac{h^\alpha}{\Gamma(\alpha + 1)} \ell)^2 \mathcal{H}(y(t_{k-1}), y_{k-1}) + r \left[ 1 + (1 - \frac{h^\alpha}{\Gamma(\alpha + 1)} \ell) \right].
\]
Repeated application of the above inequality enables us to write
\[
\mathcal{H}(y(t_{k+1}), y_{k+1}) \leq (1 - \frac{h^\alpha}{\Gamma(\alpha + 1)} \ell)^{k+1} \mathcal{H}(y(t_0), y_0) + r \frac{\Gamma(\alpha + 1)}{h^\alpha \ell} \left[ 1 - (1 - \frac{h^\alpha}{\Gamma(\alpha + 1)} \ell)^{k+1} \right],
\]
which is the solution of the same numerical method where $z$ in Lemma 5 concludes that
\[
(1 - \frac{h^\alpha}{\Gamma(\alpha + 1)} \ell)^{k+1} \leq e^{-\frac{h^\alpha}{\Gamma(\alpha + 1)} \ell (k+1)} \leq e^{-\frac{cr}{(\alpha + 1)}},
\]
where $0 \leq (k+1)h^\alpha \leq T$ for $(k + 1) \leq (N - 1)$. Thus in Equation (23), we obtain
\[
\mathcal{H}(y(t_{k+1}), y_{k+1}) \leq e^{-\frac{cr}{(\alpha + 1)}} \mathcal{H}(y(t_0), y_0) + \frac{r \Gamma(\alpha + 1)}{h^\alpha \ell} [1 - e^{-\frac{cr}{(\alpha + 1)}}].
\]
Moreover, we have
\[
r = \max_{0 \leq k \leq N-1} \mathcal{H}(r_k, 0) = -\frac{h^{2\alpha}}{\Gamma(2\alpha + 1)} \max_{0 \leq t \leq T} \mathcal{H}(^{\text{FC}} D^{2\alpha} y_{i, gH}(t), 0),
\]
and the accuracy of the initial value, concludes that $\mathcal{H}(y(t_0), y_0) = 0$, so
\[
\mathcal{H}(y(t_{k+1}), y_{k+1}) \leq -\frac{h^\alpha \Gamma(\alpha + 1)}{\Gamma(2\alpha + 1)} [1 - e^{-\frac{cr}{(\alpha + 1)}}] \max_{0 \leq t \leq T} \mathcal{H}(^{\text{FC}} D^{2\alpha} y_{i, gH}(t), 0),
\]
now, letting $h \to 0$ then $\mathcal{H}(y(t_{k+1}), y_{k+1}) \to 0$, which is the desired conclusion, and we can say that the fuzzy generalized Euler’s method is convergent in this step.

**Step II.** To estimate the step II, consider $y(t)$ is $^{\text{FC}} ((i) - gH)$-differentiable, by using Equation (19) and let $r_k = \frac{h^{2\alpha}}{\Gamma(2\alpha + 1)} \circ ^{\text{FC}} D^{2\alpha} y_{i, gH}(t_k)$ the proof of this step is similar to step I, so the fuzzy generalized Euler’s method is convergent.

### 6.3. Stability

Now, the stability of the presented method is illustrated. For this aim, the following definition is presented.

**Definition 13.** Assume that $y_{k+1}$, $k + 1 \geq 0$ is the solution of fuzzy generalized Euler’s method where $y_0 \in \mathbb{R}_F$ and also $z_{k+1}$ is the solution of the same numerical method where $z_0 = y_0 \oplus \delta_0 \in \mathbb{R}_F$ shows its
perturbed fuzzy initial condition. The fuzzy generalized Euler’s method is stable if there exists positive constant \( \hat{h} \) and \( K \) such that

\[
\forall \ (k + 1)h^a \leq T, \ k + 1 < N - 1, \ h \in (0, \hat{h}) \Rightarrow H(z_{k+1}, y_{k+1}) \leq K\delta
\]

whenever \( H(\delta_0, 0) \leq \delta. \)

---

Investigating the stability of the fuzzy generalized Euler’s method:

The proof falls naturally into two steps:

**Step I.** If \( y(t) \) is \( FC[(ii) - gH] \)-differentiable, by using Equation (18) the perturbed problem is in the following form,

\[
z_{k+1} = z_k \odot (-1) \frac{h^a}{\Gamma(a + 1)} \odot f(t_k, z_k), \ z_0 = y_0 \oplus \delta_0.
\]

(24)

According to the Equations (19) and (24), we have

\[
H(z_{k+1}, y_{k+1}) \leq H(z_k, y_k) - \frac{h^a}{\Gamma(a + 1)} H(f(t_k, z_k), f(t_k, y_k)),
\]

which we have been working under the assumption that specifications of the Hausdorff metric are satisfied. Using the Lipschitz condition, it can be concluded that

\[
H(z_{k+1}, y_{k+1}) \leq (1 - \frac{h^a}{\Gamma(a + 1)} \ell) H(z_k, y_k),
\]

repeating with the inequality and applying Lemma 5 lead us to the following inequality

\[
H(z_{k+1}, y_{k+1}) \leq (1 - \frac{h^a}{\Gamma(a + 1)} \ell)^{k+1} H(z_0, y_0)
\]

\[
\leq e^{-\frac{\ell}{\Gamma(a + 1)} T} H(z_0 \ominus gH y_0, 0)
\]

\[
\leq e^{-\frac{\ell T}{\Gamma(a + 1)}} H(\delta_0, 0) \leq K\delta,
\]

where \( K = e^{-\frac{\ell T}{\Gamma(a + 1)}} \) and for \( k + 1 < N - 1 \Rightarrow h^a(k + 1) \leq T. \) In this case, it is obvious the stability of the fuzzy generalized Euler’s method.

**Step II.** For \( FC[(i) - gH] \)-differentiability of \( y(t) \) the same process can be used. In general, the above-mentioned analysis, points out that the fuzzy generalized Euler method is a stable approach.

7. Numerical Simulations

In this section, several examples of the fractional differential equations are solved by using the full fuzzy generalized Euler method. Moreover, the numerical results are demonstrated on some tables for different values of \( h \) and \( t. \)

**Example 1.** Let us consider the following initial value problem,

\[
FC D^a y(t) = (0, 1, 1.5) \odot \Gamma(a + 1), \quad 0 < t \leq 1,
\]
where \( y(0) = 0 \), and \( y(t) = (0, 1, 1.5) \circ t \) is the exact \( FC[i - gH] \)-differentiable solution of problem. In order to find the numerical results we should construct the following iterative formula as

\[
y_{k+1} = y_k \odot \frac{h^\alpha}{\Gamma(\alpha + 1)} \odot [(0, 1, 1.5) \circ \Gamma(\alpha + 1)], \quad k = 0, 1, \cdots, N - 1,
\]

in Table 1, the numerical results for different values of \( t, \alpha \) and \( h \) are demonstrated. In Figure 1, the exact solution and the Caputo \( gH \)-derivative for \( \alpha = 0.6 \) are demonstrated.

**Table 1.** Numerical results of Example 1 for various \( t, \alpha \) and \( h \).

| \( t \) | \( h = 0.2 \) | \( h = 0.02 \) | \( h = 0.2 \) | \( h = 0.02 \) | \( h = 0.2 \) |
|------|-------------|-------------|-------------|-------------|-------------|
| 0.1  | (0, 0.309249, 0.463874) | (0.308731, 0.571096) | (0, 0.0956352, 0.144353) | (0, 0.0234924, 0.352386) | (0, 0.0295752, 0.0443627) |
| 0.2  | (0.123407, 1.8511) | (0.618499, 0.927748) | (0.761462, 1.14219) | (0.091927, 0.286906) | (0.469648, 0.704771) |
| 0.3  | (0.18511, 2.77665) | (0.927748, 1.39162) | (1.14219, 1.73239) | (0.285896, 0.403209) | (0.704771, 1.05716) |
| 0.4  | (2.46814, 3.7022) | (1.227, 1.8535) | (1.53229, 2.29428) | (0.303841, 0.57381) | (0.936915, 1.49594) |
| 0.5  | (3.08517, 4.62775) | (1.54625, 2.19397) | (1.93065, 2.58348) | (0.478176, 0.717264) | (1.17462, 1.76193) |
| 0.6  | (3.7022, 5.5333) | (1.8535, 2.79325) | (2.28428, 3.46256) | (0.57381, 0.860717) | (1.40954, 2.11431) |
| 0.7  | (4.31924, 6.47866) | (2.16475, 3.24712) | (2.65321, 3.95978) | (0.669447, 1.00417) | (1.64447, 2.4667) |
| 0.8  | (4.93627, 7.40441) | (2.474, 2.71199) | (3.04555, 4.56877) | (0.765082, 1.14762) | (1.87939, 2.81909) |
| 0.9  | (5.5533, 8.32966) | (2.78322, 4.17467) | (3.42668, 5.19867) | (0.860717, 1.29108) | (2.11431, 3.17147) |
| 1.0  | (6.17034, 9.25533) | (3.09249, 4.93874) | (3.80731, 5.70984) | (0.960352, 1.43453) | (2.34924, 3.52386) |

**Example 2.** Consider the following problem,

\[
FC D^\alpha y(t) = (-1) \odot y(t), \quad 0 \leq t \leq 1,
\]

where \( y(0) = (0, 1, 2) \) and the exact \( FC[i - gH] \)-differentiable solution of problem is in the form \( y(t) = (0, 1, 2) \circ E^\alpha (-t^\alpha) \). In order to solve the mentioned problem the following formula should be applied as

\[
y_k \odot gH h^\alpha \Gamma(\alpha + 1) \odot y_k, \quad k = 0, 1, \cdots, N - 1,
\]

the numerical results based on the presented method are obtained in Table 2 for various \( t, \alpha = 0.3, 0.6, 0.9 \) and \( h = 0.2, 0.02 \). The figures of exact solution and the Caputo \( gH \)-derivative are shown in Figure 2.
for $\alpha$ and $h$ where $a$, $t$, $N$ subinterval

the following iterative formulas are applied as

where $y_{N+1}$ has the switching point at $t$.

**Example 3.** Let us consider the following problem,

$$
FCD_2^\alpha y(t) = -\frac{\pi^2t^2 - a^2}{(2 - 3a + 2a^2)\Gamma(1 - \alpha)} \mu F_\alpha \left( t; \left[ \frac{3}{2} - \frac{\alpha}{2}, 2 - \frac{a}{2}; \frac{1}{4} \pi^2t^2 \right] \right) \otimes \left( \frac{1}{2}, 1 \right), \quad 1 \leq t \leq 2,
$$

where $y(1) = \left( 0, \frac{1}{2}, 1 \right) \otimes \cos(a\pi)$ and the exact solution is $y(t) = \left( 0, \frac{1}{2}, 1 \right) \otimes \cos(a\pi)$. We know that this problem has the switching point at $t = 1.40426$. According to Equation (20), we should divide the interval $[1,2]$ to the $N$ subinterval $[t_j, t_{j+1}]$, for $k = 0, 1, \ldots, N - 1$, and assuming the switching point belongs to $[t_j, t_{j+1}]$, then the following iterative formulas are applied as

$$
y_{k+1} = y_k \oplus \frac{h^\alpha}{\Gamma(\alpha + 1)} \left( -\frac{\pi^2t^2 - a^2}{(2 - 3a + 2a^2)\Gamma(1 - \alpha)} \mu F_\alpha \left( t; \left[ \frac{3}{2} - \frac{\alpha}{2}, 2 - \frac{a}{2}; \frac{1}{4} \pi^2t^2 \right] \right) \otimes \left( \frac{1}{2}, 1 \right) \right),
$$

where $a = 1, b = [\frac{3}{2} - \frac{\alpha}{2}, 2 - \frac{a}{2}]$ and $z = -\frac{1}{4} \pi^2a^2$. Numerical results are demonstrated in Table 3 for $\alpha = 0.8$ and $h = 0.2, 0.02, 0.002$. In Figure 3, the graphs of the exact solution and the Caputo gH-derivative are presented for $\alpha = 0.8$.
By solving the problem under FC and \( \tilde{\eta} \), we obtain the numerical solution shown in Table 4, with different order of differentiability and step size.

\( \alpha = 0.1, 0.3, 0.5, 0.7, 0.9, 1 \)

In Figure 4, the graphs of the exact solution and Caputo gH-derivatives are presented for \( \alpha = 0.1, 0.3, 0.5, 0.7, 0.9, 1 \), and in Figure 5 these Caputo gH-derivatives have been compared in \( r = 0.5 \).
Figure 4. (a) The exact solution and (b–h) the Caputo gH-derivatives of the solution defined in Example 4 for $\alpha = 0, 0.1, 0.3, 0.5, 0.7, 0.9, 1$, respectively.
Remark 1. Although we have obtained the solution under \( FC[(i) - gH]\)-differentiability, it is easy to check that it is not \( FC[(i) - gH]\)-differentiable on \((0, 1)\). Actually, due to obtained results (see Table 5), we can consider the proper interval that the given exact solution and its approximation is \( FC[(i) - gH]\)-differentiable. Moreover, note that, we have computed the approximation of the solution of Example 4 at point \( t = 1 \), which is clearly this point take place out of proper domain of \( FC[(i) - gH]\)-differentiability. In fact, the computed error at point \( t = 1 \), just obtained based on the lower-upper approximation of lower-upper of exact solution. For more clarification, we determined switching points regarding each order of differentiability.

Table 5. Switching points for different values of \( \alpha \).

| \( \alpha \) | 0.1 | 0.3 | 0.5 | 0.7 | 0.9 | 1 |
|---|---|---|---|---|---|---|
| \( t \) | 0.9701 | 0.9109 | 0.8525 | 0.7949 | 0.7381 | 0.7101 |

Remark 2. Indeed, using the results of Table 5, we in fact deduce that by considering the problem of fractional order instead of integer order (here, first order), we obtain some wider interval than the first order case; on the other hand, when \( \alpha = 1 \), the valid interval that the given exact solution verify the assumption \( FC[(i) - gH]\)-differentiability is \((0, 0.7101)\), while for \( \alpha = 0.9 \) and \( \alpha = 0.7 \), the valid interval are \((0, 0.7381)\) and \((0, 0.7949)\), respectively. Actually, this is the first time in the literature that this new result, i.e., extending the length of valid interval that the type of differentiability remains unchanged, is investigated.

8. Conclusions

Fractional differential equations are one of the important topics of fuzzy arithmetic which have many applications in sciences and engineering. Thus finding the numerical and analytical methods to solve these problems is very important. This paper was presented based on the two main topics. First, proving the generalized Taylor series expansion for fuzzy valued function based on the concept of generalized Hukuhara differentiability. Second, introducing the fuzzy generalized Euler’s method as an application of the generalized Taylor expansion and applying it to solve the fuzzy fractional differential equations. The capabilities and abilities of the presented method were shown by presenting several theorems about the consistency, the convergence, and the stability of the generalized Euler’s method. Furthermore, the accuracy and efficiency of the method were illustrated by considering the local and global truncation errors. The numerical results especially in the switching point case showed the precision of the generalized Euler’s method to solve the fuzzy fractional differential equations.
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