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Significance statement

Across the world, there is considerable interest in promoting bicycle use. In addition to reducing the climate impact of urban transportation, it will help to improve public health, and reduce traffic congestion, noise and air pollution. Provision of bicycle-friendly infrastructure is a primary means to achieving this. Using a large dataset of observed bicycle trip trajectories and fine-grained network data covering the city of Copenhagen, Denmark, this paper finds a large effect of infrastructure provision on the volume of bicycle traffic.

Abstract

How much is the volume of urban bicycle traffic affected by the provision of bicycle infrastructure? We exploit a large dataset of observed bicycle trajectories in combination with a fine-grained representation of the Copenhagen bicycle-relevant network. We apply a novel model for the bicyclist choice of route from origin to destination that takes the complete network into account. This enables us to back out the bicyclist preferences for a range of infrastructure and land-use types. We use the estimated preferences to compute a subjective cost of bicycle travel, which we correlate with the number of bicycle trips across a large number of origin-destination pairs. Simulations suggest that the extensive Copenhagen bicycle lane network has increased the number of bicycle trips by 40 percent and the volume of bicycle km by 60 percent, compared to a counterfactual without the bicycle lane network. This translates into an annual benefit worth 0.4 M EUR per km of bicycle lane due to changes in subjective travel cost, health, and accidents. Our results thus strongly support the provision of bicycle infrastructure.

Introduction

Provision of bicycle infrastructure is a means to encourage cycling, which may in turn improve the urban environment and reduce the climate impact of transport [1]. On the other hand, infrastructure is costly and takes up valuable urban space. It is therefore of interest to be able to assess the impact of providing bicycle infrastructure on cycling, taking into account that the location and type of infrastructure matter a lot [2].

Copenhagen has extensive bicycle infrastructure and a high level of bicycle usage for everyday urban travel [3]. We have a dataset of unprecedented size available, comprising 218,489 bicycle trajectories in Copenhagen obtained from users of Hövding airbag helmets.\textsuperscript{1} Matching these trajectories with very detailed network information (see Figure 1a) allows us to track observed bicycle route choices across a range of infrastructure and land-use types.

To make inference regarding the factors influencing bicyclists' choice of routes, we must compare the observed chosen routes to the alternative possibilities. However, the number of possible routes between two points in a large network is extremely large and literally impossible to enumerate. To overcome this, we exploit the recent perturbed utility route choice model [4], which allows the whole network to be taken into account while being computationally feasible.

The estimated route choice model indicates very substantial variation in the subjective cost of using various infrastructure types. The subjective cost per metre travelled on the most attractive infrastructure type, a cycleway, designated as a cycle superhighway, located in a green area, is 7 times lower than the subjective cost of cycling on a residential road.

There is thus very considerable scope for bicycle infrastructure to affect the subjective cost of cycling and thereby the level of bicycle use. We are able to relate the volume of trips in each origin-destination (OD) pair to the subjective cost from the route choice model. Employing a variant of the gravity model [5], we find a clear relationship whereby lower subjective cost is associated with more bicycle trips. We use this model to simulate a range of counterfactual scenarios, exploring the impact of the bicycle network on the volume of bicycle use.

\textsuperscript{1}https://www.hovding.com
Results

Bicycle route choice

We employ the perturbed utility route choice model [4]. It is a perturbed utility model [6, 7, 8], adapted to describe the choice of path through a network. For each OD pair, the predicted behaviour of bicyclists is a vector $x \in \mathbb{R}^{|E|}$ that represents the distribution of flow across the network links $e \in E$. The model assumes that the observed flow $x$ minimises a convex cost function under the constraint that the flow $x$ is physically consistent with a mass one flow through the network from origin to destination. The cost does not involve monetary elements, but is a subjective cost that represents the bicyclists preferences for various infrastructure types. The cost function has the form

$$C(x) = \sum_{e \in E} l_e (c_e x_e + F(x_e)), \quad (1)$$

where $l_e$ are link lengths, $x_e$ are link flows, and link cost rates are specified as $c_e = z_e' \beta$, where $z_e$ is a vector of link characteristics and $\beta$ is a vector of parameters to be estimated. The perturbation function $F(\cdot) : \mathbb{R}_+ \to \mathbb{R}$ is defined as $F(x_e) = (1 + x_e) \ln(1 + x_e) - x_e$, which is a convex function with $F(0) = F'(0) = 0$. The perturbation term provides incentive to distribute flow on more than one route, while allowing the cost-minimizing flow to be zero on most links.

The materials and methods section explains the data and estimation methods with further details given in the SI Appendix. The full specification of the link characteristics vector $z_e$ and the corresponding parameter estimates are given in SI Appendix Table 4.

Figure 1b shows the estimated link cost rates on a map of the network. The main bicycle network is clearly visible and seems to be quite dense and well connected. Such maps may be used by urban planners to suggest areas where the bicycle network could be improved. The specification of the cost rate comprises variables that indicate the type of infrastructure for each link in the network including information about the type of bicycle infrastructure, and the nearby land-use. We will discuss the most important parameters in turn.

Figure 1: Maps representing the network used in the case study.
The reference category is residential roads without specific bicycle infrastructure in low-rise urban areas. Compared to the reference, bicyclists associate a 11 % higher cost rate with large roads (roads with at least two lanes in one direction), while the difference to medium roads (roads with at most one lane in each direction) is small and statistically insignificant.

Provision of dedicated bicycle infrastructure reduces the subjective cost of bicycling quite substantially. Cycleways (bicycle paths in own trace) reduce the subjective cost by 20 %. On residential and medium roads, bicycle lanes, whether protected or just painted, reduce the cost rate by 14 % and 22 %, respectively. The type of bicycle lane matters a lot for the large roads category: painted bicycle lanes have only a small and statistically insignificant effect, while protected bicycle lanes reduce the cost rate by 34 %. It makes clear intuitive sense that the impact of bicycle lanes is larger, the larger the road is, and that only protected lanes have impact on the largest roads where car traffic is heavier.

A number of routes are branded as so-called bicycle superhighways. This is a label that is applied to high-quality, continuous bicycle routes, catering to commuter cyclists [9]. Another set of routes are planned to become bicycle superhighways in the future, but have not yet received the label [10]. We estimate a cost rate reduction of 12 %, both for the actual bicycle superhighway links and for the planned bicycle superhighway links. This suggests that the routes included in the bicycle superhighway network were ante attractive and that the transformation from planned to actual bicycle superhighway does not yield any additional cost reductions beyond those already accounted for at the link level.

The model also includes parameters accounting for interactions between the type of infrastructure and the neighboring land use. The cost rate is much reduced for cycleways in industrial areas (48 %) or green areas (53 %). It makes intuitive sense that cycleways in green areas may be pleasant. Another potential explanation which also applies for industrial areas is the attractiveness of isolation from heavy traffic.

In summary, provision of bicycle-friendly infrastructure has a substantial effect on route choice. We shall see below that this translates into a substantial effect on the volume of bicycle trips.

Bicycle travel demand

We now set up a gravity model to measure the association between the volume of bicycle trips in each OD pair and the characteristics of the bicycle network. The route choice model parameter estimates show that the characteristics of the network have a large impact on the subjective cost of using the links of the network. It is therefore natural to use the route choice model to compute the subjective cost of travelling by bicycle in any given OD pair, thereby aggregating the network information in a model-consistent manner.

Let \( \hat{c}_{od} = \sum_{e \in E} l_e \left( c_e \hat{\gamma}_{e,od} + F(\hat{\gamma}_{e,od}) \right) \) be the subjective cost associated with the cost-minimizing flow \( \hat{\gamma}_{e,od} \) connecting origin \( o \) to destination \( d \) and let \( Y_{od} \) be the observed number of trips in OD-relation \( od \). We assume that \( Y_{od} \) follows a Poisson distribution with expectation given as a loglinear function of the cost:

\[
\ln E \left[ Y_{od} \right] = D \left( \hat{c}_{od} \right) + \delta + \eta_o + \gamma_d,
\]

where \( \delta \) is a constant, and \( \eta_o \) and \( \gamma_d \) are constants for each origin and destination except one. The constants account for the total bicycle traffic volume out of each origin and the total volume into each destination. The demand function \( D \) is expected to be downward sloping, such that higher cost implies less volume. We specify \( D \) to be continuous and piecewise linear with the number of pieces chosen by eye-balling.

Figure 2 shows the estimated demand function. The figure also shows a bootstrapped pointwise confidence band for the estimate of the demand function. The confidence band is very tight at small values of \( \hat{c}_{od} \), while the difference to medium roads (roads with at most one lane in each direction) is small and statistically insignificant. From the estimated demand function, we can compute the implied demand elasticity as a function of the cost. We find that the demand elasticity decreases close to linearly from 0 to about -6 as the cost increases from 0 to 8. A 10 % increase in the cost of a short trip thus has very little impact on the volume of bicycle trips while it reduces the volume of trips by up to 60 % for the longest trips.

Figure 2: Piecewise linear estimate of \( D \) using 10 knots. \( n = 39,172 \), \( R^2 = 0.41 \), \( RMSE \) (in levels) = 10.7. Red lines trace pointwise confidence intervals at various quantiles computed using 1,000 bootstraps. Black dashed lines indicate the estimated 95% pointwise confidence band.
Table 1: Key figures of three counterfactuals. Numbers in square brackets indicate 95% bootstrap confidence intervals based on 1,000 full sample repetitions. *Measured as route distance rather than network distance.

**Counterfactuals**

We now exploit our model to simulate the impact of general counterfactual changes to the bicycle-relevant network, chosen to illustrate how much bicycle infrastructure has contributed to encourage bicycling in Copenhagen. These results may be of interest for other cities, where it is considered to improve or expand the bicycle-relevant network. Table 1 summarizes the results for the counterfactual scenarios. We compute the change in consumer surplus for bicyclists as well as the change in external cost due to health and accidents. We have scaled the gravity model output such that the base scenario matches the total volume of bicycle traffic in the region. A full economic evaluation of constructing bicycle infrastructure would also need to take into account construction costs, the effects on travel times by car, and the induced effects on climate, accidents, noise, and air pollution.

The first counterfactual simulates a situation where all 1,428.2 km of bicycle lanes have been removed as well as all cycle superhighway classifications. On average, this increases the subjective cost of bicycling by 20.9% per km, which induces a reduction of 27.9% in the number of bicycle trips and 37.4% in the total distance travelled by bicycles. The bootstrapped confidence intervals indicate that these numbers are quite precisely determined. Relative to the situation without bicycle lanes, the simulation thus suggests that the provision of bicycle lanes has induced an increase in bicycle use of 39% (trips) and 60% (total km).

To measure the loss to bicyclists in the counterfactual scenario compared to the base scenario, we have computed the change in the consumer surplus [11]. To convert this number from subjective cost units to monetary values, we apply the sample average speed to convert the subjective cost to time units, then we apply the official Danish value of travel time [12] to convert from time to monetary units. Our numbers suggest a decrease in consumer surplus of 161.3 M € per year. Bicycling is associated with both health benefits and accident risk [e.g., 13, 14]. The official Danish guidelines for cost-benefit analysis suggest a net external benefit due to health and accidents of 0.91 EUR per bicycle km [12]. Applying this figure, we estimate the welfare loss induced by removing the bicycle lane network through health and accidents to be 348.5 M € per year. In total we find a loss if all bicycle lanes were removed of 509.8 M € per year or 0.342 M € per km of bicycle lane.

In the second counterfactual, we convert the 407.0 km of protected lanes on large roads to just painted lanes, while maintaining the cycle superhighway classifications. This increases the subjective cost of bicycling by 4.5% on average, which in turn induces 7.2% less bicycle trips and 10.5% less bicycle km. We find that the removal of protected lanes leads to an annual loss of 41.0 M € of consumer surplus and an annual loss due to health and accidents of 16.0 M € in total, we compute an annual loss of 139.1 M € or 0.342 M € per km of protected bicycle lane.

The third counterfactual removes the existing and planned cycle superhighway classifications. We interpret this as representing the effect of no longer having long connected bicycle routes. The change involves 333.7 km of cycle superhighways routes and leads to an average increase of 7.6% in the subjective cost, which induces a reduction of 11.9% in the number of trips and 17.2% in the number of bicycle km. Removing the route level features that constitute the cycle superhighways is associated with a annual total loss of 227.0 M € or 0.680 M € per lane km.

We find in all three counterfactuals that the total distance travelled by bicycle responds relatively more than the number of trips. This means that the number of long bicycle trips responds more than the number of short trips, in alignment with our observation that the demand elasticity increases with the trip cost.

**Discussion**

We find substantial impact of the provision of bicycle-relevant infrastructure on the subjective cost and the volume of cycling. We work at a very fine level of resolution, which allows us to distinguish between a large number of infrastructure types. This is first order important as we find a difference in the subjective cost of cycling of more than a factor 8 between the best and the worst infrastructure types. Thus it matters very much which infrastructure is provided and where.

We have carried out counterfactual simulations, illustrating the effect of broad changes to the bicycle network. These results may be of interest when considering the consequences of expanding the bicycle network in cities with less bicycle infrastructure than Copenhagen. We find that the existing bicycle network in Copenhagen has led to a substantial increase in the volume of bicycle traffic of about 60%. These changes can be interpreted as representing short-term effects, as they hold constant the fixed effects associated with origins and destinations. In the longer term, location patterns can be expected to adapt to an improvement in the bicycle network, making the long-term effect of a network improvement
larger than the short-term effect. Previous research supports the broad conclusion that bicycle infrastructure induces more bicycle traffic [e.g., 2, 15, 16, 17].

From the counterfactual scenarios, we have calculated the net benefit of bicycle lane provision associated with the change in subjective cost, health and accidents to be 340–370 k€ per lane km per year. According to [18], construction costs are in the range 0.5 – 1.5 M€ per lane km.\textsuperscript{2} The estimated benefit associated with cycle superhighway status is greater, 680 k€ per km per year, even though it relates only to route level features, holding link level features constant. As construction are incurred once while benefits accrue year by year, these results indicate that provision of well located and high quality bicycle infrastructure can easily generate a positive net present value in a standard cost-benefit analysis.

Copenhagen already has a lot of bicycle infrastructure, so the effect of additional infrastructure may be smaller. On the other hand, we find a large net benefit of cycle superhighways, which may arise from having long and connected bicycle routes. This means that limited investments can potentially lead to large net benefits by improving overall connectivity of the bicycle network. Maps like Figure 1b can be used to identify candidate locations for such investments.

We have combined a very large database of observed bicycle trajectories and a very fine-grained representation of the bicycle-relevant network with a modelling approach that allows us to take the whole network into account. Our model can be applied to predict the effect of providing specific infrastructure in specific places. Similar analyses can be undertaken for other cities. The main obstacle is obtaining sufficient data on observed route choices similar to the Hövding dataset that we have used.

This is the first study of its kind, so there is much scope for future research. On the bicycle front, it is of interest to estimate similar models on datasets from other cities, in order to consolidate and extend the conclusions regarding the impact of bicycle infrastructure on bicycle demand. Similarly, it is of interest to investigate datasets sampled by different means or from different kinds of users to check the robustness of our conclusions.

On the methodological front, a general research agenda can be formulated for the perturbed utility route choice model, with a view to applications to bicycle traffic or other traffic through complex networks. The most important point here, we think, is to develop approaches that allow the estimation of the models at the level of individual trajectories. This would make it possible to avoid the data loss associated with the aggregation of data to the OD level and allows the inclusion of individual level information. A related point is to develop solution methods for the cost minimization problem (1) that make it feasible to work with meta-networks where link-pairs take the place of links. This would allow turn movements to be represented and hence allow to take into account, e.g., the cost of left-turns, crossing roads with car traffic.

Materials and methods

Bicycle data

Figure 3 shows the raw data from our sample of GPS traces of bicycle trips, collected in Greater Copenhagen. Figure 1a presents corresponding views of the road and dedicated bicycle network, utilizing Open Street Map data\textsuperscript{3}. Copenhagen has an extensive bicycle network with many cycleways, especially outside central Copenhagen. In central Copenhagen there is a dense network of protected bicycle tracks and also many non-protected bicycle lanes.\textsuperscript{4}

SI Appendix 2.3-2.4 describes how we processed our data. In brief, the pre-processed dataset of 218,489 GPS trajectories collected from 8,588 individuals were map-matched to the Copenhagen bicycle network using software presented in [19]. Our estimator for the route choice model requires trips to be aggregated such that there are at least two distinct trajectories for each origin-destination (OD) pair. Therefore we applied an algorithm that trims individual trajectories at both ends such that the trimmed trajectories have a small number of origins and destinations in common. Our analyses are based on data with 200 origins and 200 destinations, which represents a compromise between including most of the observed bicycle travel and avoiding many OD pairs with only a small number of observations. Robustness check with 100 and 400 origins and destinations did not indicate problems, see SI Appendix 3.2.3. We use data for all OD pairs that are more than 1 km apart and have at least two distinct individual route choice observations per OD. Our estimation data comprises 152,323 trimmed trips from 7,672 individuals.

Route choice model

A directed network consisting of nodes and links (\(V, E\)) is described by the incidence matrix \(A\) with elements \(a_{ve} = 1\) if \(v\) is the origin node of link \(e\), \(-1\) if it is the destination node and 0 otherwise. A set of OD pairs \(B\) is given in terms of OD demand vectors \(b \in B \subset \mathbb{R}^{\mid V\mid}\), where \(b_{v} = 1\) indicates the origin node of trip \(b\), \(b_{v} = -1\) indicates the destination node and \(b_{0} = 0\) otherwise. The flow conservation constraint \(Ax = b\) ensures that a non-negative flow vector \(x \in \mathbb{R}_{+}^{\mid E\mid}\) is physically consistent with demand \(b\) through the network.

The PURC model holds that the flow vector \(\hat{x}\) for bicyclists with demand \(b\) minimizes the cost function (1) under the flow constraint \(Ax = b\). Fosgerau et al. [4] show that this model generates very reasonable substitution patterns. Moreover, the model directly applies to the complete network, without any need to specify a choice set of route alternatives. Given (noisy) observations of flow vectors, [4] transform the active first-order conditions for the cost minimization problem to a linear regression equation that leads directly to an estimate of \(\hat{\beta}\). There is an active first-order condition

\textsuperscript{2}Lower if the numbers in [18] pertain to route km.
\textsuperscript{3}https://www.openstreetmap.org
\textsuperscript{4}See SI Appendix 2.1 for definitions of the various infrastructure types.
for each link with positive observed flow. The transformation eliminates Lagrange multipliers corresponding to the flow conservation constraints at each node of the network. The data for the regression comprises many observations for each OD, which enables standard errors to be clustered by OD.

Figure 4 plots the total observed link flow \( (x_e = \sum_{o \in O} \sum_{d \in D} x_{od}^e) \) against the total predicted link flow \( (\hat{x}_e = \sum_{o \in O} \sum_{d \in D} \hat{x}_{od}^e) \) for each link \( e \in \mathcal{E} \) across all origins and destinations. A perfect prediction would follow the 45° line exactly. We find that a non-parametric regression line tracks the the 45° line quite closely. This is satisfactory, especially keeping in mind that the route choice model uses 28 parameters. The correlation (defined in the SI Appendix (2)) between \( x^e \) and \( \hat{x}^e \), is \( \rho(x^e, \hat{x}^e) = 0.9061 \).

Figure 4: Heatmap of total observed link flow \( (x_e = \sum_{o \in O} \sum_{d \in D} x_{od}^e) \) against the total predicted link flow \( (\hat{x}_e = \sum_{o \in O} \sum_{d \in D} \hat{x}_{od}^e) \) for each link \( e \in \mathcal{E} \). The color of each grid cell represents the number of links belonging to each cell. The thin green dotted line is the 45° line. The black line is a Nadaraya-Watson non-parametric regression [20, 21] with Gaussian kernel and bandwidth 12 chosen by eyeballing. The corresponding 95% pointwise confidence band is indicated by dashed red lines.

SI Appendix 3.2 comprises a range of validation tests of the route choice model.
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1 Literature review

1.1 Perturbed utility

In a general perturbed utility model, a consumer chooses a consumption vector \( x \) from some budget set \( B \) that solves a utility maximization problem of the form

\[
\hat{x} = \arg \max_{x \in B} (a^T x - F(x)),
\]

i.e. where the utility function is a linear function “perturbed” by subtracting a convex function [1–3]. Perturbed utility models are firmly rooted in modern microeconomic theory and can be interpreted as representing a population of optimizing agents whose individual behavior is described by one of a wide range of models [4]. The additive random utility discrete choice model [5] belongs to the set of perturbed utility models in which the budget set \( B \) is the set of probability vectors.

[6] introduced the perturbed utility route choice (PURC) model. The model represents traveller behaviour as a utility maximizing flow across an entire network. The perturbed utility budget now requires that flow is conserved through all network nodes from origin to destination. It is a partial specification of behaviour as it does not specify exactly which route a given traveller will take but only the probabilities that are implied by the optimally chosen flow. A special perturbation function is specified that induces a tendency to distribute flow on more routes, while allowing optimal flow to be zero on most links in the network. [6] estimate and validate the model using 1,337,096 car trips in a large road network.

1.2 Bicycle route choice models

The bicycle route choice model literature has relied almost exclusively on path-based models. These are random utility discrete choice models, viewing the route choice as a discrete choice among a predefined set of path alternatives [7–19]. However, pre-defining the choice set is problematic as it leads to bias in the parameter estimates [20] and risks excluding the actually chosen alternatives. This is a problem in particular for bicycle route choice, since bicycle networks tend to be very fine-grained [11]. Researchers have been forced to discard almost half of the observed trips due to inadequate similarities of observed trips with any of the predefined alternatives [21].
The recursive logit model [22] and the nested recursive logit model [23] view the choice of a path as a Markov chain of link choices, where the traveler at each step anticipates the expected utility associated with reaching the next node. The recursive logit models incorporate the whole network and thereby avoid pre-defining choice sets. However, a downside of this feature is that the models distribute positive flow on all network links, whereas in reality most of the network will be unused for any given OD. [24] have applied recursive logit models to bicycle route choice, but experienced calculation times of 15 days (nested recursive logit) and 43 hours (recursive logit). [21] were not able to obtain identification with recursive logit models. An inherent limitation of the recursive logit models is that computation times are strongly affected by the size of the network. The network in [24] has 42,000 links, so it would most likely not be feasible to estimate a recursive logit model for the network with 420,000 links that we use in the present paper.

In this paper, we instead model bicycle route choices using the PURC model, which has a range of attractive features. The PURC model does not require choice sets to be pre-specified, it simply incorporates the complete network. In contrast to the recursive and nested recursive logit models, it leaves most of the network unused for any OD. The PURC model allows very fast estimation of link cost parameters using linear regression, even when taking a large number of link-level variables into account. It also makes it possible to estimate the model on much larger datasets (we estimate our model on more than 150,000 trips within a minute). The way we estimate the PURC model requires pre-processing of the data, which leads to some loss of data - nevertheless, we are able to retain 70\% of the observed route choices (see Section 2.4), which is more than has been the case with path-based approaches.

1.3 Bicycle infrastructure and the demand for bicycling

[25–27] review the empirical evidence on the effect of bicycle infrastructure on bicycle demand. The evidence supports that the infrastructure mostly does affect cycling levels, and that the effect is heterogeneous across infrastructure types [25]. [27] points out that studies are mostly just case-based, while [26] calls for studies that use individual-level data to assess the influence of the whole network on bicycle demand.

Going into the individual studies, one group reviewed by [28] and [29] carries out case-based before-and-after analyses of the demand effects of specific new bicycle infrastructure projects, using traffic count data or travel surveys [e.g., 30–35]. This kind of study is directly aimed at identifying causal effects of new infrastructure. They find demand increases up to 140\% on the specific new pieces of infrastructure. Due to the research design, they are, however, not able to distinguish between traffic actually induced by the new infrastructure and existing traffic that is attracted from elsewhere [29]. In the present paper, we are clearly to distinguish these two mechanisms. They are also less well suited for identifying the effects of the specific attributes of the new infrastructure, which the present paper finds to be very important.
A second group of studies relates bicycle demand to attributes characterizing entire networks at the macro-level [36–45]. The studies are cross-sectional, either at the city or country level [36–38, 40, 44] or at the level of areas within a region [39, 45, 41–43]. A general finding from these studies is that overall bicycle demand is positively correlated with the length of the bicycle network [36–39, 44, 41, 42], and negatively correlated with the share of large roads [41, 44]. Both findings are supported by our study, in which we furthermore find that the preference against large roads more than disappears when the roads are equipped with protected bicycle lanes.

[46] considers the effects of provisional pop-up bicycle lanes on travel demand during the COVID-19 pandemic in a cross-section of European cities. They find that the pop-up bike lanes induced an average increase in cycling of 41.6%, some of which may be new bicycle traffic while some may also just be diverted. The effect of pop-up lanes was lower in cities with a larger pre-existing bicycle network per capita. For comparison, we find in our counterfactual simulation which removes all bicycle lanes, that the number of bicycle trips decreases by 27.9%. The research design in [46] arguably allows identification of causal effects, but cannot account for network-wide effects or explicitly for the characteristics of the existing infrastructure.

A third group of studies relate the bicycle modal share at the level of origin-destination pairs to corresponding distances based on shortest paths [47, 48]. Their results broadly agree with ours, but in contrast to the present study, they cannot take the quality of the bicycle relevant network into account.

Finally, a fourth group of studies uses traditional transport models [49–51] or agent-based transport simulation [52] to model bicycle flows in a network. This allows them to analyze detailed counterfactual scenarios without having access to observed route choice data. [50, 52, 51] found an increase in bicycle use of 18-35% (Patna, India) and 4-9% (Copenhagen, Denmark), resulting from building/expanding the network of cycle superhighways. In our study, we find a similar effect in a counterfactual where the number of bicycle trips drops by 11.9% when removing the existing and planned cycle superhighways. [49] finds a generalized cost elasticity of demand of $-0.7$, where the present paper finds a higher elasticity in the range ($-1.63, -1.34$). Equipping all links with bicycle lanes leads demand to increase by 20% in [49], whereas we find demand to decrease by 28% when we remove all bicycle lanes.

In this paper, we estimate a combined bicycle route choice model and demand model. Our model is firmly rooted in data, incorporating a very large dataset comprising more than 150,000 observed bicycle trips across a large network and including an extensive set of explanatory variables. From the observed route choices, we back out a generalized cost measure that is used to predict bicycle demand across the network. This improves on the previous studies on a number of points. Specifically, we are able to incorporate all bicycle infrastructure in the network, and not just a few specific cases of new infrastructure. We are able to assess the effects of detailed and network-wide counterfactual changes to the bicycle network, distinguishing between new and diverted bicycle trips. Our generalized cost measure integrates all our observed infrastructure.
attributes across the network to the extent that they affect route choice. The model can thus take into account both the quality of bicycle infrastructure and where it is located.

2 Data and data processing

2.1 Network data

The network representation is based on Open Street Map (OSM\textsuperscript{1}) and includes the bicycle-relevant infrastructure, i.e., all network links where it is possible to ride or carry a bicycle, including the elements listed in Table 1. In the representation, bicycling in both directions is allowed on all network links, while keeping track of the direction. The resulting network representation of the Copenhagen Metropolitan Area contains a total of 420,973 directed links and 324,492 nodes.

We define infrastructure types by combining three infrastructure attributes: road type (based on OSM tags), road size (based on the number of car lanes), and type of bicycle infrastructure (whether it is present and if so, whether it is a protected or a painted bicycle lane). This creates 16 distinct infrastructure types, see Table 1.

The OSM network attributes have been enriched with information on land-use and elevation. The land-use information is obtained from an external GIS layer\textsuperscript{2}, and includes categories: green areas (including green restricted areas, parks, and forests), areas near water, industrial areas, open landscape areas, low-rise urban areas, and high-rise urban areas (merged with the city centre). For each directed link, the land use on the immediate right-hand side of the link is determined, tracking the length of each land-use category. The elevation gradient is computed with 10 meter splits of the network. Using overlay analysis, elevation information per 10 meters is attributed to each link. Based on this, the slope and difference in elevation is attained per 10 meters on each link, and the total vertical meters gained when the slope is greater than 3.5 % per direction per link.

2.2 Trajectory data

The data is collected in Greater Copenhagen (the study area framed in Figure 1) between 16\textsuperscript{th} September 2019 and 31\textsuperscript{st} May 2021 from 9,564 individuals using a Hövding head protection airbag helmet designed for cyclists\textsuperscript{2}. Positional data is collected passively among users that have given consent to share their data, and is transmitted to a database server through the users smartphone that is connected to the airbag helmet by Bluetooth. The dataset of observed trajectories contains 347,430 trips starting and/or ending in Greater Copenhagen covering a total of 939,711.8 kilometres traveled by bicycle. Each trip

\textsuperscript{1}https://www.openstreetmap.org
\textsuperscript{2}https://hovding.com
connects an origin-destination (OD) pair, represented by the starting point and the endpoint of the trip, respectively.

2.3 Map matching

Each of the observed trajectories has been map matched to the bicycle network using the hidden Markov algorithm proposed in [54]. The algorithm allows for off-road parts in the matched route, which is often necessary for bicycle trips as bicyclists do not always stick to formal roads and paths. However, our network has a high resolution, and we found that only 35 trips were matched with off-road segments. We discarded these trips from the subsequent analysis.

2.4 OD data and trip trimming

All trips shorter than 1 kilometer were discarded. Furthermore, we discarded circuitous routes that were more than $\frac{\pi}{7}$ times longer than the crow-fly distance. Trips with loops, where a part of the route was repeated, or where the same network node was visited twice, were also discarded. Finally, we discarded also trips where the map matching algorithm failed to match the entirety of the trip. The resulting dataset after the filtration steps consisted of 218,489 trips from 8,588 individuals covering a total of 762,791.8 kilometres.

Our estimator for the PURC model requires multiple observations in each OD pair. As common ODs are very rare in a large network, we follow [6] and trim the observed trips such that the trimmed trips share common ODs. Our algorithm selects first a set of origins and then a set of destinations. A trip is included in the estimation data if it passes first a selected origin and then a selected destination and only the part of the trip between the selected origin and destination is included.

More specifically, we include origins one by one, choosing in each step the origin that maximizes the total length of trips that it allows to include, while trimming the additional included trips to begin in that origin. After a list of origins have been compiled, we find in a similar way a list of destinations. The final output is a long list of origins and destinations. Our main results use 200 origins and 200 destinations.

In order to ensure that the generated origins and destinations are all found within Greater Copenhagen (see Figure 1), in this step we only consider trips that both start and end within Greater Copenhagen. This makes the dataset used for this task slightly smaller than the final estimation dataset, where we require only that either the origin or the destination is within Greater Copenhagen (see Section 2.2). The dataset used for finding origins and destinations consists of 208,410 trips (703,837.5 kilometres) across 8,456 individuals.

Having selected the list of origins and destinations, we identify, for each trip, the first origin and the last destination that are on the list. Only the trips that meet first an origin and then a destination from the list are included. Included trips are trimmed to begin and end at these points.
This process increases the likelihood of the included trips having origins and destinations in common with other included trips. Data is lost if the number of origins and destinations is small, which speaks for including many origins and destinations. However, the estimator that we use combines trips that are matched using the same OD pair into an observed average flow vector for that OD pair. Increasing the number of origins and destinations means that the observed average flow will be based on fewer matched trips per active OD pair, which implies more noise. It also means that there will be more unmatched trips, trips that are alone in using an OD pair, and these trips cannot be used for estimation. We choose the number of origins and destinations to balance these concerns.

At this stage, there are trips in the included data that are not matched to another trip with the same OD. Therefore we add a part to the algorithm, seeking to reduce the number of such trips. The part begins by identifying the longest unmatched trip. That trip is gradually shortened by trying combinations of later origins (from the list of candidates) and prior destinations (from the list of candidates), until it is found to travel between an origin and a destination that matches another trimmed trip, matched or unmatched. Trips that fail to find a match are discarded. The algorithm continues with the longest remaining unmatched trip until all unmatched trips have been either matched or discarded.

We choose the number of origins and destinations on which to base the trip trimming to maximize the number of origin-destination pairs that have at least ten observed trips (after recovering unmatched trips). It was found to be the case when using 200 origins and 200 destinations. As a check, we report also estimation results from the route choice model with 100 and 400 origins and destinations (Table 5). The parameter estimates are not very sensitive to this change, as we shall see in Section 33.2.3.

Table 2 summarizes the size of the data sets after the main steps of data processing.

In conclusion, we are able to retain 70% of the observed trips for the estimation. This is much higher than seen in traditional path-based route choice studies [55, 56]. Figure 1 shows heat maps of the trajectory data after the initial data cleaning (a), trips connecting candidate Os and Ds (b) and trimmed trips used for estimation. We observe that the trimmed trips preserve a good coverage of the network.

2.5 Computing predictions

The predicted flow for a trip starting in $o \in O$ and ending in $d \in D$ is the flow vector $\hat{x}^{od}$ that minimizes the cost

$$C(x) = \sum_{e \in E} l_e \left( c_e x_e + F(x_e) \right),$$

subject to the flow conservation constraint. The generalized cost association with this OD pair is $C(\hat{x}^{od})$.  
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The edge cost rates \( c_e, e \in \mathcal{E} \) are found by multiplying the corresponding row in the link attribute matrix \( Z_e \) with the \( \hat{\beta} \) parameters estimates reported in Table 3, i.e. \( c_e = Z_e \hat{\beta} \). The minimization problems are solved using conic optimization in the software Mosek Fusion [57]. We define the average length between \( o \) and \( d \) corresponding to the predicted flows as \( \hat{l}^{od} = \sum_e \hat{x}^{od}_e l_e \). Finally, we obtain the predicted average generalized cost between \( o \) and \( d \), omitting the perturbation term, as \( \hat{c}^{od} = \sum_e c_e \hat{x}^{od}_e \).

3 Route choice model

3.1 Estimation results

Table 3 shows the estimated parameters for the preferred model specification, along with clustered heteroscedasticity consistent standard errors. To aid interpretation, the last column of the table shows the parameters divided by the parameter for the constant, such that the scaled parameters express the subjective cost rate in terms of metres travelled on the reference category road. We discuss the results in terms of the scaled parameters.

The reference category is residential roads without specific bicycle infrastructure in low-rise urban areas. The parameter for the constant thus represents the subjective cost of travelling one metre by bicycle on the reference category.

The next set of parameters measures the impact of various mutually exclusive infrastructure categories on the link cost rate. Links with stairs (intended for pedestrians) are classified as a separate category and incur a penalty of 76%. The cost rate is up to 27% larger for infrastructure types that are shared with pedestrians. The additional cost rate for ‘living streets’ is not significantly different from zero.\(^3\)

Compared to the reference, bicyclists have some preference against large roads (roads with at least two lanes in one direction, 11%), while the difference to medium roads (roads with at most one lane in each direction) is small and statistically insignificant.

Provision of dedicated bicycle infrastructure reduces the subjective cost of bicycling quite substantially. Cycleways (bicycle paths in own tracé) have 20% lower cost rate than the reference. On residential and medium roads, bicycle lanes, whether protected or just painted, reduce the cost rate by 14% and 22%, respectively. The type of bicycle lane matters for the large roads category: painted bicycle lanes have only a small and statistically insignificant effect, while protected bicycle lanes reduce the cost rate by 34%. It makes clear intuitive sense that the impact of bicycle lanes is larger the larger the road is, and that only protected lanes have impact on the largest roads where car traffic is heavier.

Provision of bicycle-friendly infrastructure thus has a substantial effect on route choice. As evident from Section Bicycle travel demand in the main text, this translates into a substantial effect on the volume of bicycle trips.

---
\(^3\)Small residential streets with parked cars and no bicycle infrastructure, where there may be children playing etc.
A number of routes are marketed as so-called bicycle superhighways. This is a label that is applied to high-quality, continuous bicycle routes, built to cater to commuter cyclists. The cost rate on the links of these routes is 12% lower than on similar links without the bicycle superhighway label. It is possible that the bicycle superhighway label and associated infrastructural changes are the cause of the reduction in subjective cost. It is, however, also possible that the bicycle superhighway label has just been attached to routes that were already attractive. To check this we have included a variable indicating routes that are proposed to become bicycle superhighways in the future. We find that the cost reduction associated with these links is almost exactly the same as the cost reduction found for the actual bicycle superhighway links. The model already accounts for a range of link characteristics including upgrades to the bicycle infrastructure that take place in the process of creating a bicycle superhighway. The attraction of the actual and proposed bicycle superhighways could therefore be due to route-level and not link-level features, perhaps the feature that these routes are high-quality, continuous bicycle routes [58, 59]. The similarity of the parameters suggests that it is not the labelling that makes the difference, but rather that it is routes that were already attractive that have been selected to receive the bicycle superhighway label.

The next set of parameters accounts for the land-use near cycleways. We treat cycleways separately, as they turned out to act differently from the other infrastructure types. The cost rate is much reduced for cycleways in industrial areas (48%) or green areas (53%). It makes intuitive sense that cycleways in green areas may be pleasant. Another potential explanation which also applies for industrial areas is the attractiveness of isolation from heavy traffic. The parameters for cycleways near water or open landscape are not statistically significant.

For the other infrastructure types, the subjective cost is lower near all other land-uses than low-rise urban areas, but the differences are not statistically significant for all land-use types. The largest cost reduction is found for links near water (26%).

The last set of parameters concerns some special link characteristics. The elevation gain variable measures the total elevation gain on a link that is 3.5 percent or more. It aggregates the vertical distance on the parts of the links where the slope is at least +3.5 percent. The scaled parameter is estimated to be 16.6, which means that an elevation gain of 0.05 metre per metre implies an increase in the cost rate of 83%, which seems reasonable. If the surface is gravel, the cost rate increases by 19%, while the parameter for cobblestones is small and not statistically significant. Finally, going against (car) traffic in one-way streets increases the cost rate by 59%.
3.2 Model validation

3.2.1 Comparison of observed and predicted flows by infrastructure type

Using the estimated parameters, we have computed the predicted flows for each OD. Table 4 compares the observed and predicted flows, showing the percentage of flow that occurs on each link type. For comparison, the first column of the table shows the corresponding shares weighted just by link lengths, which is what would be the result if traffic was distributed on the network at random. We find, supporting the model, that the observed and predicted flow shares are very similar. They are both very different from the network shares, especially since cyclists use roads with bicycle infrastructure much more than would have been the case if traffic was distributed randomly on the network.

3.2.2 Comparison of predicted and observed flows by OD pair

To compare the observed and predicted flow vectors for a given OD, we introduce a correlation measure as follows. Define for convenience

\[
E_l(x) = \sum_{e \in E} \frac{l_e}{\sum_{e' \in E} l_{e'}} x_e.
\]

We compute then the correlation between the observed and the predicted flow on a random km of road (where \(\circ\) is the Hadamard product):

\[
\rho_{\text{od}} = \rho(x^{\text{od}}, \hat{x}^{\text{od}}) = \frac{E_l(x^{\text{od}} \circ \hat{x}^{\text{od}}) - E_l(x^{\text{od}})E_l(\hat{x}^{\text{od}})}{\sqrt{E_l(x^{\text{od}} \circ x^{\text{od}}) - (E_l(x^{\text{od}}))^2}\sqrt{E_l(\hat{x}^{\text{od}} \circ \hat{x}^{\text{od}}) - (E_l(\hat{x}^{\text{od}}))^2}}.
\]

The correlation bounded between \(-1\) and \(1\), with \(1\) corresponding to perfect correlation.

We have computed the correlation for every OD combination in the data. Figure 2 plots the correlation against the number of observed trips in each OD combination and against the expected route length in each OD combination. We find that the mean correlation ranges from more than 0.5 to more than 0.75. The correlation increases with the number of observed trips, which makes sense since sampling noise would cause the observed flow to differ from the predicted and hence reduce the correlation. The correlation decreases with route length, which may also be due to sampling noise since the number of observed trips decreases with trip length.

3.2.3 Changing the number of ODs

As mentioned in Section 2.4, it is necessary to choose the number of Os and Ds prior to the estimation. As a robustness check, we have estimated the model using 100 and 400 Os and Ds in addition to the 200 used for the main result. Table 5 shows the estimates, which are broadly similar across models.
4 Gravity model

4.1 Specification of the demand function

The gravity model assumes that the demand is driven by the cost \( c_{od} \) from the route choice model and not just by the OD distance. To test whether this is the case, we split the cost into a length component and a residual quality component that is orthogonal to length. In this decomposition, we omit the perturbation term as this term is expected to increase with reduced OD distance due to the fact that there are fewer relevant routes for shorter trips. For the test we therefore compute the length component as the predicted value in a linear regression of the cost \( c_{od} \) excluding the perturbation term against the predicted trip length. The quality component is the residual from this regression. We have then estimated the gravity model in (3) with two demand functions, one for length and one for quality. As before, both are specified as piece-wise linear.

\[
\ln E[Y_{od}] = D_1 \text{length}^{od} + D_2 \text{quality}^{od} + \delta + \eta_o + \gamma_d
\]  

Figure 3 shows in blue the estimated demand function from the original model (2) in the main text along with the demand functions from the model (3), where the green dotted curve is the influence of length on demand and the red dotted curve is the influence of quality on demand. We observe that both curves have about the same negative slope. We conclude, in support of our model, that quality has about the same influence on demand as length.

4.2 Demand elasticity

The elasticity of demand is the relative change in demand per relative change in cost. Thus an elasticity of -1 implies that a 10% increase in cost leads to a 10% decrease in demand. Figure 4 shows the elasticities calculated along the estimated demand curve. The result indicates that the elasticity decreases about monotonically with the cost.

5 Counterfactuals

5.1 Method

Using the average predicted generalized OD costs \( \hat{c}_{od} \), the estimated function \( D \) and values of \( \delta, \eta_o, \) and \( \gamma_d \), we apply the estimated gravity model to compute \( \hat{Y}_{od} \), the predicted number of trips between any \( o \in O \) and \( d \in D \). By weighting each OD flow prediction with the corresponding average predicted average length between \( o \) and \( d \), we find the total sum of predicted ridden kilometers in our sample. This number corresponds to the size of our sample of bicycle trips. We scale it to the actual annual number of ridden kilometers in the study area. We can estimate this roughly to be 1,026 mio km, computed using [60] as the total kilometers in Frederiksberg and Copenhagen municipalities, and 50%
of the kilometers in the suburbs. In this way we find that each predicted trip represents \( \zeta = 1,926 \) annual trips.

When simulating a counterfactual \( s \), we first adjust the link attribute matrix \( Z \) according to the counterfactual scenario, and obtain a new link attribute matrix \( Z^* \), and corresponding link-specific costs rates \( \tilde{c}_e^* = Z^* \beta \) (visualized for our three counterfactuals in Figure 5). Using these new link cost rates, we recompute the cost minimizing flows, which we denote \( \hat{x}^{od,s} \). We compute also the average predicted generalized OD costs \( \hat{c}^{od,s} = \sum_{e \in E} \tilde{c}_e \hat{x}^{od,s}_e \). We keep the estimated \( \delta, \eta_o, \) and \( \gamma_d \) from the base scenario, and scale each trip with the same factor \( \zeta \) as in the base case.

The relative cost increase in counterfactual \( s \) compared to the base is found as

\[
\frac{\sum_{o \in O} \sum_{d \in D} \hat{Y}^{od} \frac{\tilde{c}^{od,s} - \tilde{c}^{od}}{\tilde{c}^{od}}}{\sum_{o \in O} \sum_{d \in D} \hat{Y}^{od}}. \tag{4}
\]

The relative decrease in the number of trips in counterfactual \( s \) relative to the base scenario is

\[
1 - \frac{\sum_{o \in O} \sum_{d \in D} \hat{Y}^{od,s}}{\sum_{o \in O} \sum_{d \in D} \hat{Y}^{od}}. \tag{5}
\]

The corresponding measure for the volume of trip kilometers is

\[
1 - \frac{\sum_{o \in O} \sum_{d \in D} \hat{Y}^{od,s} \hat{l}^{od,s}}{\sum_{o \in O} \sum_{d \in D} \hat{Y}^{od} \hat{l}^{od}}. \tag{6}
\]

In order to compute the consumer surplus [61], we first convert from generalized cost to length units by dividing the generalized cost with the constant term in \( \beta \) (0.4548). Second, we use the average speed in our sample (14.84 km/h) to convert the lengths into travel time units. The change in travel time then becomes

\[
\Delta T^{od,s} = \frac{1}{14.84} \frac{\hat{c}^{od,s} - \hat{c}^{od}}{0.4548}. \tag{7}
\]

The value of time for cyclists in Denmark is 16.13€ per hour according to the official guidelines [62]. Combining the change in travel time, the value of time, and the change in demand, we apply the rule of a half to compute the change in consumer surplus for each counterfactual scenario

\[
16.13 \cdot \zeta \cdot \sum_{o \in O} \sum_{d \in D} \Delta T^{od,s} \frac{\hat{y}^{od} + \hat{y}^{od,s}}{2}. \tag{8}
\]
Health and accident benefits are computed multiplying the combined unit price of 0.91€ (1.17€ for health and -0.26€ for accidents [62]) by the scaled change in ridden kilometer to get the monetary annual benefit

\[ 0.91 \cdot \zeta \cdot \sum_{o \in O} \sum_{d \in D} \hat{Y}_{od,s} \hat{f}_{od,s} - \hat{Y}_{od} \hat{f}_{od}. \]  

The societal benefit due to cyclists’ travel time, health and accidents is the sum of the consumer surplus benefits and the health/accident benefits. The societal benefit per changed network length is found by dividing with the sum of (directed) link lengths of the links that was changed to create the counterfactual s. However, for the third counterfactual on cycle superhighways, the corresponding route distances were used instead of the network length, since the expense related to this counterfactual occurs at the route level.
(a) After initial data cleaning  
(b) Trips connecting candidate O's and D's  
(c) Trimmed trips used for estimation

Figure 1: Heat map of anonymized GPS traces after different filtration phases. Study area shown in blue. (a): All GPS points after initial filtration; (b): GPS points of the trips used for model estimation (untrimmed filtered trips); (c): GPS points of the trips used for model estimation (trimmed filtered trips). For visualization, trips have been anonymized by removing a random number of points at their start and end.
Figure 2: Correlation between predicted and observed flow as defined in (2) plotted against the number of observed trips per OD (panel a) and the expected route length per OD (panel b). Black line indicates mean correlation, red lines indicate corresponding binned deciles.
Figure 3: Estimated piecewise linear specifications of $D$ (from (2) in the main text) for three different explanatory variables. Blue: Demand function $D$ from the original model ( (2) in the main text). Green & Orange: Demand functions $D_1$ and $D_2$ from the model in (2), respectively.
Figure 4: Demand elasticities ($\text{elast}(\hat{c}^{od})$) calculated from the estimated demand function using $\text{elast}(\hat{c}^{od}) = D'(\hat{c}^{od})\hat{c}^{od}$. The demand elasticity at a point $\hat{c}^{od}$ is the relative change in demand per relative change in cost.
Figure 5: The estimated cost rates of links in the three counterfactual scenarios. Grey marks the reference case, i.e. residential roads with no bicycle infrastructure in low-rise urban areas, scaled to a value of 1. Shades of green correspond to increasingly more attractive links, and shades of orange and red correspond to increasingly less attractive links.
Table 1: Network attributes related to infrastructure type and their associated OSM tags

| Infrastructure                                      | Description                                                                 |
|-----------------------------------------------------|-----------------------------------------------------------------------------|
| Residential roads w/o bicycle infrastructure        | Residential roads: Roads with OSM tag **highway**='residential'             |
| Residential roads w/ painted bicycle lanes          |                                                                             |
| Residential roads w/ protected bicycle lanes        |                                                                             |
| Medium roads w/o bicycle infrastructure             | Medium roads: Roads with OSM tags **highway** in **{primary, secondary, tertiary, unclassified}**, that have at most one car lane per direction. |
| Medium roads w/ painted bicycle lanes               |                                                                             |
| Medium roads w/ protected bicycle lanes             |                                                                             |
| Large roads w/o bicycle infrastructure              | Large roads: Roads with OSM tags **highway** in **{primary, secondary, tertiary, unclassified}**, that have at least two car lanes in at least one direction. |
| Large roads w/ painted bicycle lanes                |                                                                             |
| Large roads w/ protected bicycle lanes              |                                                                             |
| Cycleways                                           | OSM tag **highway**='cycleway'                                             |
| Footways                                            | OSM tag **highway**='footway'                                              |
| Living streets                                      | OSM tag **highway**='living_street'                                        |
| Shared paths                                        | OSM tags **highway** in **{path, track, service}**                          |
| Pedestrian zones                                    | OSM tag **highway**='pedestrian'                                           |
| Stairs                                              | OSM tag **highway**='steps'                                                |
Table 2: Summary of the dataset size after different filtration subprocesses. Subprocesses correspond to panels (a), (b), and (c) in Figure 1, respectively.

| Subprocess                                      | Trips  | Users | Kilometres   |
|-------------------------------------------------|--------|-------|--------------|
| After initial data cleaning                     | 218,489| 8,588 | 762,791.8    |
| Trips connecting candidate Os and Ds            | 152,323| 7,672 | 614,909.7    |
| Trimmed trips used for estimation               | 152,323| 7,672 | 417,358.0    |
Table 3: The estimated parameters for the bicycle route choice model in the main text (200 origins and 200 destinations). Standard errors are clustered (per OD) and heteroscedasticity-consistent. Scaled values are scaled such that the parameter ‘Constant’ has a value of 1.

| Parameter                                      | Coef.  | Std. err. | P-val. | Scaled |
|------------------------------------------------|--------|-----------|--------|--------|
| **Constant**                                   | 0.455  | 0.027     | ***    | 1      |
| **Infrastructure**                             |        |           |        |        |
| Stairs                                         | 0.345  | 0.096     | ***    | 0.758  |
| Pedestrian zones                                | 0.121  | 0.025     | ***    | 0.266  |
| Footways                                        | 0.090  | 0.012     | ***    | 0.198  |
| Shared paths                                    | 0.026  | 0.016     |        | 0.057  |
| Living streets                                  | 0.053  | 0.039     |        | 0.116  |
| Cycleways                                       | -0.090 | 0.037     | *      | -0.198 |
| Residential roads                               |        |           |        |        |
| No bicycle infrastructure                       | —      | —         | —      | —      |
| W/ bicycle infrastructure                       | -0.065 | 0.019     | ***    | -0.143 |
| Medium roads                                    | 0.004  | 0.018     |        | 0.009  |
| No bicycle infrastructure                       | —      | —         | —      | —      |
| W/ bicycle infrastructure                       | -0.101 | 0.018     | ***    | -0.222 |
| Large roads                                     | 0.050  | 0.015     | ***    | 0.110  |
| No bicycle infrastructure                       | —      | —         | —      | —      |
| W/ painted bicycle lanes                        | -0.014 | 0.024     |        | -0.031 |
| W/ protected bicycle lanes                      | -0.155 | 0.016     | ***    | -0.341 |
| **Bicycle route classification**                |        |           |        |        |
| No classification                               | —      | —         | —      | —      |
| Cycle superhighway                              | -0.056 | 0.014     | ***    | -0.123 |
| Proposed cycle superhighway                    | -0.055 | 0.012     | ***    | -0.121 |
| **Land-use, cycleways**                         |        |           |        |        |
| High-rise urban areas                           | -0.119 | 0.041     | **     | -0.262 |
| Low-rise urban areas                            | —      | —         | —      | —      |
| Industrial areas                                | -0.220 | 0.052     | ***    | -0.484 |
| Green areas                                     | -0.243 | 0.054     | ***    | -0.534 |
| Areas near water                                | -0.043 | 0.052     |        | -0.095 |
| Open landscape                                  | 0.036  | 0.122     |        | 0.079  |
| **Land-use, other infrastructure**              |        |           |        |        |
| High-rise urban areas                           | -0.088 | 0.024     | ***    | -0.193 |
| Low-rise urban areas                            | —      | —         | —      | —      |
| Industrial areas                                | -0.071 | 0.038     |        | -0.156 |
| Green areas                                     | -0.055 | 0.037     |        | -0.121 |
| Areas near water                                | -0.120 | 0.030     | ***    | -0.264 |
| Open landscape                                  | -0.086 | 0.095     |        | -0.180 |
| **Elevation gain, > 35 m/km**                   | 7.553  | 3.617     | *      | 16.600 |
| **Surface type**                                |        |           |        |        |
| Asphalt                                        | —      | —         | —      | —      |
| Cobblestones                                    | 0.014  | 0.019     |        | 0.031  |
| Gravel                                         | 0.086  | 0.015     | ***    | 0.189  |
| **Wrong way**                                   | 0.266  | 0.007     | ***    | 0.585  |

***: P-value ≤ 0.001, **: P-value ≤ 0.01, *: P-value ≤ 0.05.
Table 4: Distribution of length shares for various link characteristics. Network indicates the share of the network, Observed use indicates the share of the observed trips, and Predicted use indicates the share of the predicted flow.

|                                      | Network [%] | Observed use [%] | Predicted use [%] |
|--------------------------------------|-------------|------------------|-------------------|
| **Constant**                         | 100.00      | 100.00           | 100.00            |
| **Infrastructure**                   |             |                  |                   |
| Stairs                               | 0.12        | 0.07             | 0.07              |
| Pedestrian zones                     | 0.19        | 0.72             | 0.34              |
| Footways                             | 8.24        | 6.80             | 2.43              |
| Shared paths                         | 38.54       | 6.21             | 4.95              |
| Living streets                       | 0.55        | 0.34             | 0.35              |
| Cycleways                            | 8.95        | 10.02            | 15.67             |
| Residential roads                    | 22.88       | 13.50            | 16.57             |
| No bicycle infrastructure            | 22.61       | 10.22            | 12.74             |
| W/ bicycle infrastructure            | 22.61       | 10.22            | 12.74             |
| Medium roads                         | 18.37       | 41.06            | 40.93             |
| No bicycle infrastructure            | 14.34       | 3.07             | 1.90              |
| W/ bicycle infrastructure            | 4.03        | 37.99            | 39.03             |
| Large roads                          | 2.16        | 21.27            | 18.68             |
| No bicycle infrastructure            | 2.16        | 21.27            | 18.68             |
| W/ bicycle lanes                     | 1.00        | 3.63             | 0.75              |
| W/ protected bicycle tracks          | 1.08        | 16.32            | 16.74             |
| **Bicycle route classification**     |             |                  |                   |
| No classification                    | 92.01       | 39.39            | 39.51             |
| Cycle superhighway                   | 2.33        | 23.50            | 23.19             |
| Proposed cycle superhighway          | 5.66        | 37.11            | 37.31             |
| **Land-use, cycleways**              |             |                  |                   |
| High-rise urban areas                | 0.58        | 4.05             | 5.27              |
| Low-rise urban areas                 | 3.49        | 1.20             | 1.37              |
| Industrial areas                     | 0.64        | 1.45             | 2.62              |
| Green areas                          | 1.09        | 2.09             | 4.86              |
| Areas near water                     | 0.11        | 0.76             | 0.87              |
| Open landscape                       | 3.04        | 0.48             | 0.69              |
| **Land-use, other infrastructure**   |             |                  |                   |
| High-rise urban areas                | 8.25        | 60.07            | 56.60             |
| Low-rise urban areas                 | 36.54       | 9.47             | 10.25             |
| Industrial areas                     | 7.92        | 5.59             | 5.55              |
| Green areas                          | 16.05       | 8.87             | 7.41              |
| Areas near water                     | 1.02        | 4.93             | 3.24              |
| Open landscape                       | 21.27       | 1.05             | 1.28              |
| **Elevation gain, > 35 m/km**        | 0.16        | 0.01             | 0.01              |
| **Surface type**                     |             |                  |                   |
| Asphalt                              | 86.25       | 95.85            | 97.62             |
| Cobblestones                         | 0.96        | 2.06             | 1.72              |
| Gravel                               | 12.79       | 2.09             | 0.65              |
| **Wrong way**                        | 3.54        | 9.15             | 2.17              |
Table 5: The estimated parameters for the bicycle route choice model with 100, 200 and 400 Os and Ds. Standard errors are robust. Scaled values are scaled such that the parameter 'Constant' has a value of 1.

| Number of Os and Ds | 100 | 200 | 400 |
|---------------------|-----|-----|-----|
|                      | Coef. | Std. err. | P-val. | Scaled Coef. | Std. err. | P-val. | Scaled Coef. | Std. err. | P-val. | Scaled |
| Infrastructure       |      |       |      |            |           |       |            |           |       |       |
| Stairs               | 0.257 | 0.035 |    * | 0.521 | 0.345 | 0.086 |    *** | 0.758 | 0.555 | 0.090 |    *** | 1.542 |
| Footways             | 0.072 | 0.014 |    *** | 0.148 | 0.090 | 0.012 |    *** | 0.182 | 0.099 | 0.012 |    *** | 0.275 |
| Skewed path          | 0.041 | 0.019 |    * | 0.083 | 0.020 | 0.026 |    | 0.040 | 0.019 | 0.016 |    * | 0.018 |
| Living streets       | 0.049 | 0.054 | 0.089 | 0.053 | 0.039 | 0.118 | 0.075 | 0.039 |    * | 0.021 |
| Cycleways            | -0.105 | 0.037 |    ** | -0.211 | 0.090 | 0.037 |    | -0.198 | 0.050 | 0.033 |    -0.164 |
| Residential roads    |      |       |      |            |           |       |            |           |       |       |
| No bicycle infrastructure |      |       |      |            |           |       |            |           |       |       |
| W/ bicycle infrastructure |      |       |      |            |           |       |            |           |       |       |
| Medium roads         | 0.028 | 0.021 | 0.057 | 0.004 | 0.028 | 0.059 | 0.033 | 0.018 | 0.0092 |
| No bicycle infrastructure |      |       |      |            |           |       |            |           |       |       |
| Large roads          | 0.005 | 0.018 | 0.021 | 0.008 | 0.015 | 0.020 | 0.010 | 0.0015 |    *** | 0.167 |
| No bicycle infrastructure |      |       |      |            |           |       |            |           |       |       |
| Residential roads    |      |       |      |            |           |       |            |           |       |       |
| W/ painted bicycle lanes |      |       |      |            |           |       |            |           |       |       |
| W/ protected bicycle lanes |      |       |      |            |           |       |            |           |       |       |
| Bicycle route classification |      |       |      |            |           |       |            |           |       |       |
| No classification    |      |       |      |            |           |       |            |           |       |       |
| Cycle superhighway   | -0.042 | 0.036 |    ** | -0.065 | -0.056 | 0.014 |    *** | -0.123 | -0.040 | 0.014 |    ** | -0.111 |
| Proposed cycle superhighway | -0.038 | 0.015 | -0.041 | 0.005 | 0.012 | -0.045 | 0.036 | 0.012 |    ** | -0.106 |
| Land-use, cycleways  |      |       |      |            |           |       |            |           |       |       |
| High-rise urban areas | 0.146 | 0.044 |    *** | -0.216 | 0.119 | 0.041 |    * | -0.202 | 0.100 | 0.038 |    * | -0.278 |
| Low-rise urban areas  |      |       |      |            |           |       |            |           |       |       |
| Industrial areas     | 0.279 | 0.080 |    *** | -0.564 | 0.228 | 0.052 |    | -0.489 | 0.193 | 0.049 |    ** | -0.588 |
| Green areas          | 0.220 | 0.060 |    *** | -0.507 | 0.283 | 0.054 |    *** | -0.524 | 0.199 | 0.053 |    *** | -0.530 |
| Area near water      | 0.105 | 0.057 | 0.213 | 0.043 | 0.052 | -0.095 | 0.040 | 0.048 | 0.111 |
| Open landscape       | 0.131 | 0.105 | 0.208 | 0.090 | 0.122 | 0.079 | 0.045 | 0.082 | 0.125 |
| Land-use, other infrastructure |      |       |      |            |           |       |            |           |       |       |
| High-rise urban areas | 0.118 | 0.031 |    *** | -0.219 | 0.089 | 0.024 |    *** | -0.183 | 0.057 | 0.025 |    * | -0.138 |
| Low-rise urban areas  |      |       |      |            |           |       |            |           |       |       |
| Industrial areas     | 0.080 | 0.051 | -0.140 | 0.071 | 0.028 | -0.128 | 0.066 | 0.029 | -0.183 |
| Green areas          | 0.052 | 0.046 | -0.105 | 0.053 | 0.037 | -0.123 | 0.041 | 0.040 | -0.114 |
| Area near water      | 0.102 | 0.039 |    *** | -0.120 | 0.120 | 0.030 |    *** | -0.264 | 0.081 | 0.031 |    * | -0.231 |
| Open landscape       | 0.130 | 0.127 | 0.323 | 0.086 | 0.095 | -0.149 | 0.036 | 0.078 | -0.180 |
| Elevation gain, > 35 m/km | 4.141 | 6.142 | 8.100 | 7.531 | 6.317 | * | 16.009 | 10.532 | 3.194 | ** | 29.101 |
| Surface type         |      |       |      |            |           |       |            |           |       |       |
| Asphalt              |      |       |      |            |           |       |            |           |       |       |
| Cobblestone          | 0.019 | 0.025 | 0.039 | 0.014 | 0.049 | 0.031 | 0.024 | 0.016 | 0.007 |
| Grass                | 0.097 | 0.036 |    *** | 0.197 | 0.080 | 0.035 |    *** | 0.189 | 0.096 | 0.015 |    *** | 0.207 |
| Wrong way            | 0.233 | 0.040 |    *** | 0.512 | 0.266 | 0.067 |    *** | 0.534 | 0.251 | 0.067 |    *** | 0.507 |

* P-value ≤ 0.05, ** P-value ≤ 0.01, ***: P-value ≤ 0.001.
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