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We present the Analytical Memory Model with Pipelines (AMMP) of the Performance Prediction Toolkit (PPT). PPT-AMMP takes high-level source code and hardware architecture parameters as input, predicts runtime of that code on the target hardware platform, which is defined in the input parameters. PPT-AMMP transforms the code to an (architecture-independent) intermediate representation, then (i) analyzes the basic block structure of the code, (ii) processes architecture-independent virtual memory access patterns that it uses to build memory reuse distance distribution models for each basic block, (iii) runs detailed basic-block level simulations to determine hardware pipeline usage.

PPT-AMMP uses machine learning and regression techniques to build the prediction models based on small instances of the input code, then integrates into a higher-order discrete-event simulation model of PPT running on Simian PDES engine. We validate PPT-AMMP on four standard computational physics benchmarks, finally present a use case of hardware parameter sensitivity analysis to identify bottleneck hardware resources on different code inputs. We further extend PPT-AMMP to predict the performance of scientific application (radiation transport), SNAP. We analyze the application of multi-variate regression models that accurately predict the reuse profiles and the basic block counts. The predicted runtimes of SNAP when compared to that of actual times are accurate.
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1 INTRODUCTION

As traditional hardware scaling laws have started to fall apart, computer hardware designers have resorted to developing novel components on their chips that have changed the nature of hardware architecture usually with the goal of (i) exploiting parallelism at all levels of the computing stack and (ii) improving the performance of resource that pose bottlenecks. Modern hardware architectural features, such as parallel execution pipelines, vector units, speculative execution, branch prediction, threading, memory locality, memory hierarchies (4 or more levels deep), burst buffers, and fast interconnects have become standard equipment on most computing devices, from mobile phones to supercomputers.
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These advanced hardware features, and in particular their parallelization primitives, have to be matched with software stack that fully leverages these features. The software engineering industry has tried to keep up with these fast changes on the hardware side, with efforts such as (i) new runtime-systems for task-parallel execution (e.g., Legion [5], Raja [25], and Kokkos [11]) that serve as alternatives or extensions to the MPI model of parallel tasks, (ii) a renewed push towards multi-threading including OpenMP and OpenACC and (iii) many compiler optimization techniques aimed at increasing memory locality and improving pipeline usage.

In this emerging novel software/hardware ecotone, code performance (measured in runtime) can be non-linear and hard to estimate. Several attempts have built hardware-software performance modeling tools (see [2] for a recent survey). Most of these tools focus on one/two layers of the hardware or software stack, greatly abstracting away other layers. There is a good reason for this: modeling and simulating a computer system is inherently a multi-scale problem, akin – in this aspect only – to the situation in computational physics, where some methods/tools excel at modeling subparticle physics, others compute at a molecular level, and yet others look at fluid dynamics of entire engineered or natural systems (such as global climate). Just as it is hopeless from a scalability perspective to simulate global climate by simulating every single atom of the more or less closed system "earth", we cannot expect to succeed at modeling each individual clock-cycle (at $10^{-9}$ second resolution) of a large supercomputer (with $10^7$ compute cores) with discrete-event simulation (which produces $10^{18}$ events for a simulated supercomputer run of one minute). Rather, we need to build a suite of models tackling different aspects of the computing stack with careful integration across dimension boundaries, including error estimates.

In this paper, we describe the multi-scale performance modeling tool PPT-AMMP (Performance Prediction Toolkit - Analytical Memory Model with Pipelines). PPT-AMMP is a scalable, yet near-cycle accurate simulator for a serial run of a – typically computational physics – code taking into account hardware features that enable instruction level parallelism, in particular pipelines and memory hierarchies. PPT-AMMP only requires actual high-level code as input and models all current, past, and even many future CPUs and cores through a large set of hardware architecture.
parameters scheme. Typical use cases of PPT-AMMP include (i) predicting code performance on different CPUs that a user contemplates to buy, (ii) hardware resource parameter sensitivity studies (colloquially known as “bottleneckology”), which identify bottleneck resources such as cache sizes, cache latencies, pipeline latencies, RAM access cycles, and (iii) hardware trend extrapolation studies that aim to predict code performance on future systems.

PPT-AMMP at its core leverages modeling technologies that we have reported on before [15, 16, 31]. Our key contributions in this paper are (i) a fully automated nature of our tool from high-level code $C$ as input (that does not need to be changed for our purposes) to performance prediction and (ii) a detailed pipeline model, which is essential to accurately predict instruction-level parallelism.

The capability to directly process high-level input code $C$ coupled with scalable prediction (to any input parameter value) sets PPT-AMMP apart from all other performance prediction tools. This approach is an alternative (more user-friendly) to our previous modeling philosophy in PPT that requires a user to write a skeleton app mimicking the behavior of the full code (see [14]). Eliminating this requirement has far-reaching consequences for the PPT software stack, such as necessitating learning basic block-count functions as well as reuse distance profiles based on small-scale instances through regression; ultimately PPT-AMMP is a much more analytical-flavored model compared to the original PPT that relies more on discrete-event simulation at its core. PPT-AMMP manages to run in time linear in the number of lines of the input codes $C$, which we denote as $|C|$ (and independent of the asymptotic runtime of $C$) with a one-time pre-processing effort that takes $O(|C|(|I|))$ steps, where $I$ denotes the set of input parameters to code $C$, and thus $|I|$ is the number of input parameters. $|I|$ is typically very small, two for matrix multiplication, namely the two input dimensions. For long running code, this simulation model runtime reduction is a big improvement in performance when compared to other instruction-level simulators, including traditional PPT.

We note that higher-level parallelism in threading and MPI-style communication is of course crucially important for performance prediction of HPC systems. While we believe we see a technical path towards integrating PPT’s MPI and threading models [3, 17] with the more scalable PPT-AMMP approach, our focus in this paper is to capture instruction-level parallelism correctly. We leave higher-level parallelism integration for future work.

The rest of the paper is organized as follows: section 2 describes the proposed system; section 3 presents the validation experiments; sections 4 shows the sensitivity analysis on cache size; section 5 presents a case study of applying PPT-AMMP, multi-variate regression models; section 6 discusses the existing literature, and finally, section 7 concludes and recommends future directions.

2 PPT-AMMP SYSTEM OVERVIEW

Figure 1 shows the overall design of AMMP. At the highest level, AMMP consists of a pre-processing stage (top part of the figure) and a performance prediction stage (lower part).

The pre-processing stage is executed once for a given source code $C$, which for example is MatrixMultiply. PPT-AMMP can take any high-level language (and for now serial) code as input as long as it can be translated into LLVM, a standard compiler infrastructure that supports C, C++, and Fortran. The pre-processing stage analyzes the code, stores the result in data sets, which become inputs to the Compute Node Simulator in the performance prediction stage. The main tools in the pre-processing stage are Basic Block Analyzer and Trace Analyzer, detailed in sections 2.1 and 2.2. The pre-processing stage is strictly architecture-independent, a key-characteristic; this enables us to predict performance in the second stage for an arbitrary hardware platform. In addition to the code $C$, we need a list of input parameters $|I|$ to $C$ that may affect performance, for which we create a set of small-instance runs of $C$. 
The performance prediction stage requires as input the size \(|l|\) of the input \(I\) to code \(C\); thus with \(C = \text{MatrixMultiply}\), we would have \(I\) to be the two input matrices of size, say \(n \times I\) and \(I \times m\), thus \(|I| = \{m, l, n\}\), i.e. the three matrix size parameters. Next, we specify the hardware parameter values \(H\) (such as clock speed, cache sizes, and latencies, instruction pipelines and latencies, memory size, and more); this is done through an input file that contains all values for e.g., an Intel Haswell processor (PPT contains a library of most modern processors). The main tool in the performance prediction stage is the PPT Compute Node Simulator, accepts the pre-computed code analysis data sets from the Basic Block Analyzer and the Trace Analyzer and the input values \(|I|\) and \(H\), with which calculates the runtime, as well as many other performance features, such as cache hit rates, pipeline usage, or instruction-type counts. We describe the PPT Compute Node Simulator in section 2.3.

### 2.1 Basic Block Analyzer

The Basic Block Analyzer (BBA) analyzes the structure of the input code \(C\) at an individual basic block level. A basic block is a straight-line code with a single entry and a single exit, with no intermediate branches except for a possible branch at the exit; the concept of a basic block is standard in compiler design. The Basic Block Analyzer works in the following steps.

```c
#define N 256;
float** r8_ijk(float** a, float** b, float** c) {
  int i, j, k; // Initialization
  for (i = 0; i < N; i++) //i loop
    for (j = 0; j < N; j++) { //j loop
      a[i][j] = 0.0;
      b[i][j] = c[i][j] = 1.0;
    }
  for (i=0; i<N; i++) //i loop
    for (j=0; j<i; j++) //j loop
      for (k=0; k<N; k++) //k loop
        a[i][k] = a[i][k] + b[i][j] * c[j][k];
  return a;
} //end of r8_ijk()
int main() {
  float A[N][N], B[N][N], C[N][N];
  A = r8_ijk(A, B, C);
  return 0;
} //end of main()
```

Fig. 2. Matrix multiplication as an input code \(C\) example, only relevant function shown

**Figure 3.** Control Flow Graph \(\text{CFG}^C\) of the basic blocks in \(r8\_ijk\). The numbers on the vertices indicate execution counts, the edge labels are branching probabilities

#### 2.1.1 Compute Control Flow Dependencies.

Input code \(C\) is first compiled into an architecture-independent LLVM Intermediate Representation (IR), using a compiler, such as clang for C or flang for Fortran. From the IR, BBA identifies the set of, say \(m\) basic blocks \(BB^C = \{BB_1, \ldots, BB_m\}\) and builds the control flow graph \(\text{CFG}^C = (BB^C, E^C)\) with vertex set \(BB^C\) and directed edge set \(E^C \subset BB^C \times BB^C\). Figure 2 shows an example of \(C\) for \(\text{MatrixMultiply}\).

Figure 3 shows the \(\text{CFG}^C\). The original source code \(C\) is sequential in nature with one function (\(r8\_ijk\)) call from the \(main\) function. The function, \(r8\_ijk\) contains the initialization of data elements in a nested \(for\) loop, while the actual naive matrix multiplication is in a triple \(nested\) for loop. In this example, the CFG of matrix multiplication contains a total of 22 basic blocks. For ease of illustration, we omitted the basic blocks in the \(main\) function, all the other basic blocks belong the \(r8\_ijk\) function. In general, a \(for\) loop is decomposed into 5 basic blocks: initialization, condition, body,
increment and for end. The directed cycles in the graph represent these for loops in the original source code. With some compiler optimizations, the number of basic blocks can be reduced significantly. The red colored node is the terminating block of the function.

2.1.2 Compute Branch Probability and Basic Block Count Functions. The core feature of our approach is our analysis along basic blocks. In this step, we compute branching probabilities $p_{i,j}$ for each edge $(BB_{i}, BB_{j}) \in E^{C}$ of the control flow graph and execution counts $N_{i}$ for each basic block $BB_{i} \in BB^{C}$. Figure 3 shows an example of these branching probabilities and execution counts for a fixed input size (in this case two 4x4 matrices). BBA calculates these probabilities and counts as functions of the input parameters $I$.

To this end, BBA runs a fully factorial experimental design on a small number of performance-relevant input values (which need to be identified by the user). To be more precise, we let the set of input parameters be $I = \{i_{1}, \ldots, i_{|I|}\}$ (e.g., the three matrix dimensions in matrix multiplication); we define a small set of test values for each $i_{j}$; say $k < 5$ different values for the matrix dimensions in our example with small values, e.g. $\{1, 2, 4, 8\}$. We run all $k^{|I|}$ input parameter combinations of code $C$ with automated LLVM-level instrumentation to get the desired branching probabilities and execution counts for these small instances. BBA then uses a multi-linear regression as a machine learning approach to fit these functions. Multi-linear regression represents the predictor variable in the form of one or more independent variables. For example, in matrix multiplication, matrix sizes are our dependent variables while the number of times that each of the total basic blocks execute is our predictor. For a program with $N$ basic blocks, we will prepare $N$ regression models each of which is a combination of input variables. Therefore, Eq. 1 is the general form of regression.

$$N_{i} = \alpha_{1}(i_{1} \times i_{2} \ldots i_{k}) + \alpha_{2}(i_{2} \times i_{3} \ldots i_{k}) + \ldots + \alpha_{k}i_{k} + c$$

where $\alpha_{1}, \ldots, \alpha_{k}$ are weights; $i_{1}, \ldots, i_{k}$ are the program specific inputs (independent variables); $c$ is a constant and $N_{i}$ (the dependent variable) is the number of executions of $i^{th}$ basic block. In order to minimize any overfitting effects, we regularize the model in Eq. 1 with 1-norm on the input variables. A similar approach is used for the branching probabilities $p_{i,j}$.

2.1.3 Compute Data Dependency Graphlets for each Basic Block. For each basic block $BB_{i}$, the BBA tool builds a data dependency graph $DDG_{i}^{C} = (O_{i}, E_{i})$, where $O_{i}$ is the set of operation instructions in $BB_{i}$ and a directed edge $(\nu, \omega)$ of two instructions $\nu, \omega \in O_{i}$ is in $E_{i}$ if the child instruction $\omega$ accesses a data element that the parent instruction $\nu$ accesses as well. We speak of graphlets (as opposed to graphs) because basic block typically contains a handful of instructions. The key insight for the $DDG_{i}^{C}$ graph is that vertices in $O_{i}$ are executed as soon as the parent vertices have been executed independent of their original order in the code $C$. Modern compilers as well as hardware architecture aim to exploit such instruction level parallelism opportunities to fill their instruction pipelines.

More precisely, BBA parses through each basic block in the LLVM IR to generate the task-graphlets. The traversal is in the order of the control flow (see Figure 3) of execution of basic blocks.

Figure 4 shows the example basic block $BB_{6}$ extracted from the LLVM IR of matrix multiplication. Figure 5 shows the corresponding task-graphlet $DDG_{6}$. Each node in the graphlet represents an instruction while the edges stand for the dependencies among the instructions in that basic block. In this example, the nodes with inbound arrows represent that this particular instruction will be executed after completion of all the instructions in the inbound nodes.

For example, node 9 is a branch (br) instruction which will only be taken upon the execution of all the other preceding instructions in the basic block. In Figure 5, the numbers in the nodes represent the corresponding line numbers (1–9) of the instructions (refer to Figure 4) in the basic block. In the intra-dependency graph: node 1 stands
for basic block entry while node 9 is the br statement and executed upon exit; nodes 2, 4, 6 stand for three load operations, which are executed independently through the dedicated pipeline port for load and store; The node 3 is an integer multiply (mul) of a variable (dependent on the node 2) with a constant – which has a dedicated port in the simulated pipeline model and will only be executed upon resolving the dependencies; The nodes 5 and 7 represent type casting and getting the address of an element, which do not really have any compute significance, therefore, we omit this type of instructions; Although, node 8 is a store instruction and has a dedicated port in the pipeline model, the dependencies on nodes 3 and 7 make it wait from executing independently.

Summing up, the Basic Block Analyzer BBA - upon input of a source code \( C \) – thus prepares the following data items for use by the Compute Node Simulator and the Trace Analyzer:

1. **Control Flow Graph** \( CFG^C \)
2. **Basic Block Count Functions** \( N_i \) for each basic block \( BB_i \in BB^C \) as a function of input parameters \( I \)
3. **Branching Probability Functions** \( p_{i,j} \) for each edge \( (BB_i, BB_j) \in E^C \) of \( CFG^C \)
4. **Data Dependency Graphlets** \( DDG^C_i = (O_i, E_i) \) for each basic block \( BB_i \)

### 2.2 Trace Analyzer

The memory hierarchy with different cache levels as well as main memory is a key factor in determining runtime performance of an input code \( C \). Its dynamics is extraordinarily difficult to model correctly without resorting to explicit simulation of memory load and store into an execution trace. The key architecture-independent concept of **Reuse Distance** is a reasonably well-studied albeit compute intensive measure that characterizes the structure of memory accesses of an input code \( C \). Reuse distance is the number of unique memory references between two consecutive accesses of the same reference. If we look at the reuse distances of all memory addresses touched in an execution trace of a code \( C \) on input parameters \( I \), all these individual reuse distances form a histogram, which we call **reuse profile**. Through well-known formulas (explained in section 2.3), we get the architecture-dependent cache hit-rates from the reuse profile. These cache hit-rates in turn determine the effective duration of the memory access instructions in \( C \).

Our Trace Analyzer tool calculates the reuse profiles on an individual basic-block as a function of code input parameters \( I \). The reuse profile \( P_{i}(d,I) \) for basic block \( BB_i \) and reuse distance \( d \) is the relative frequency (i.e. actual counts normalized by the total number of memory accesses) of encountering memory accesses with reuse distance \( d \) in code \( C \) with input parameters \( I \). In practice, distances \( d \) can be binned into a few categories. Our previous work [15] showed that the per-basic-block approach to reuse distance works. Our focus in this paper is to show how to integrate it into the larger PPT-AMMP system through our Trace Analyzer.
In order to generate the reuse profiles, we produce a memory trace (set of memory references generated in the order of sequence of execution) of the input code C. While other approaches for reuse profile in literature [22, 24] use large memory traces for reuse distance analysis, we produce small traces in order to guarantee scalability in predictions. Similar to the basic block execution count estimates through multi-scale regression, for a small $k < 5$ and small input parameter values we learn the reuse profile as functions of $l$ through multi-linear regression.

We give a few more implementation details. In order to record the memory references dynamically, we instrument the source code. We implemented an LLVM-based source instrumentation tool, which associates the run-time memory references to the correct basic blocks. The annotated memory trace generated by this instrumentation is passed through a post-process step to handle possible function calls which appear in various basic blocks, and then those basic blocks in a recursive fashion. Our traces are architecture independent, similar to attempts in [21] which show architecture independent performance in energy modeling.

![Algorithm 1](image)

Algorithm 1 presents the calculation of conditional reuse profile of a basic block. Given the trace of a basic block, we measure the reuse distance for each memory reference. Starting from the current memory address, we look back in the trace (across the basic blocks) for the same address (termed $\text{max}_\text{back}\_\text{reference}$). The number of unique other references between the above two accesses is the reuse distance of that reference in the basic block. In case, if the $\text{max}_\text{back}\_\text{reference}$ is absent from the trace then the reuse distance becomes infinite ($\infty$). We repeat this for each address in the basic block, recording all the reuse distances. For each of these reuses, we count the number of occurrences from which the corresponding conditional reuse distance probabilities are calculated. The pair of these conditional reuse distances and the corresponding probabilities for the conditional reuse profile are recorded.

### 2.3 Performance Prediction Toolkit (PPT) Compute Node Simulator

#### 2.3.1 Overview

The performance prediction stage of PPT-AMMP is executed in the PPT Compute Node Simulator, referred as simulator, here after for brevity. The simulator traces its lineage to the Performance Prediction Toolkit (PPT) [3, 16, 17, 44] and in fact represents a special use case as we focus on serial input code, whereas PPT has its traditional strengths in MPI modeling.

The simulator takes the data produced from the Basic Block Analyzer and the Trace Analyzer for code C as input; recall that these data sets are (i) the control flow graph, (ii) the count functions for each basic block, (iii) the branching probability function for each edge of the control flow graph, (iv) the data dependency graphlets for each basic block, and
the reuse profiles for each basic block. In addition, it takes as input a set of $C$-input size parameters $|I|$ (e.g., the matrix dimensions for matrix multiplication) and a set of hardware architecture parameters $H$. Of course, hardware architecture parameters can be pre-stored, in fact the open sourced PPT [17] contains a library of most existing processor models. A list of hardware architecture parameters is shown in Table 1; a user can specify these parameters.

| Category    | Parameter               | Explanation                      |
|-------------|-------------------------|----------------------------------|
| General     | Clock speed             | in Hz                            |
| Pipeline    | Instruction Set         | Group into instruction types, e.g., iALU, fALU, fDIV, mov, etc. |
|             | Latency                 | for each instruction pipeline    |
|             | Throughput              | for each instruction pipeline    |
| Memory      | Cache Level Count       | Number of cache levels           |
|             | Size                    | List of sizes for each cache level|
|             | Latency                 | for each cache level             |
|             | Bandwidth               | for each cache level             |
|             | Associativity           | for each cache level             |
|             | Line Size               | for each cache level             |
|             | RAM Size                |                                  |
|             | RAM Latency             |                                  |
|             | RAM Bandwidth           |                                  |

Referring back to Figure 1, the Compute Node Simulator outputs the predicted runtime $t_i$ for each basic block $BB_i$. This is the main computational step of the simulator. The detailed discrete event simulation goes through each instruction of the dependency graphlet $DDG^C_i$ in a step-wise fashion mimicking pipeline behavior and memory hierarchy level miss (based on the reuse profiles $P_i(d, I)$. Note, however, that in total we only need to execute each instruction once (independent of how often the real code would execute it), thus making our approach scalable.

![Fig. 6. General pipeline model for a target architecture](image)

Next, we calculate the predicted overall run-time $T^C_H(|I|)$ of code $C$ with input parameters $|I|$ on hardware platform $H$:

$$T^C_H(|I|) = \sum_{i=1}^{m} t_i \times N_i(|I|)$$ (2)
where the sum is over all \( m \) basic blocks and \( N_i(|I|) \) is the execution count of basic block \( BB_i \) given input parameters \( |I| \) (we dropped the indices \( C \) and \( H \) for the constituents of the formula for simplicity). Similarly, we can compute the overall distribution of instruction type counts, pipeline usage statistics, and similar metrics.

We now describe the prediction of basic block level runtimes \( t_i \), which involves two steps: (i) calculating the effective memory latency (we calculate for the entire computation rather each individual basic block) and (ii) simulating the instruction pipelines.

### 2.3.2 Calculating Effective Memory Latency

In order to calculate an effective average response time for a memory operation, we first estimate the reuse profile of the entire code \( C \) on input \( |I| \) that we call \( P^C(d, |I|) \), as shown in Eq. 3

\[
P^C(d, |I|) = \frac{1}{N(|I|)} \sum_{i=0}^{m} N_i(|I|) \times P_i(d, |I|)
\]

where, \( d \) is the reuse distance, \( m \) is the number of basic blocks, \( N_i(|I|) \) is the execution count of block \( BB_i \), and \( P_i(d, |I|) \) is the reuse profile for block \( BB_i \) (note, both are measured in the pre-processing step). The term \( N(|I|) = \sum_{i=1}^{m} N_i(|I|) \), is the sum of all basic block counts. Also, \( P^C(d, |I|) \) is still architecture independent.

In order to get to the average memory instruction latency, we estimate cache hit-rates for each level. We will work our way backwards: assuming we have cache hit-rates, we predict effective latency and (reciprocal) throughput or bandwidth using Eq. 4.

\[
\lambda_{eff} = P_{L_3}(h) \times \lambda_{L_3} + (1 - P_{L_3}(h)) \left[ P_{L_2}(h) \times \lambda_{L_2} + (1 - P_{L_2}(h)) \times \lambda_{RAM} \right]
\]

where, \( \lambda_{L_3} \) and \( \lambda_{RAM} \) are the hardware latencies of different caches and RAM respectively, \( P_{L_3}(h) \) represents the hit-rate at different caches, calculated using Eq. 5 below, where \( h \) is the event of a cache hit. Similarly, we calculate the average effective bandwidth, \( \beta_{eff} \) (replace \( \lambda \)s in Eq. 4 with \( \beta \)).

\[
P(h) = \sum_{i=0}^{i_{max}} P^C(d_i, |I|) \times P(h | d_i)
\]

where, \( P^C(d_i, |I|) \) is the probability of \( i^{th} \) reuse distance bin (e.g., non-zero value) in the reuse distribution \( P^C(d_i, |I|) \), and \( P(h | d_i) \) is the probability of a hit for a memory instruction with a reuse distance of \( d_i \).

The mixture model for finding the hit-rates \( P(h | d_i) \) at a given reuse distance is shown in Eq. 6, derived from the stack distance based cache model (SDCM) [9] to estimate cache hit-rates.

\[
P(h | d) = \sum_{a=0}^{A-1} \binom{d}{a} \left( \frac{A}{B} \right)^a \left( \frac{B - A}{B} \right)^{(d-a)}
\]

where \( d \) is the reuse distance, \( A \) is the associativity and \( B \) is cache size in terms of number of blocks (cache size over cache line size). While actual hardware implementations of caching hierarchies may differ a bit (and are often proprietary), Eq. 6 is generally accepted as a good approximation for hit rates and widely used.

Thus, the Compute Node Simulator calculates the effective memory instruction latency \( \lambda_{eff} \) and bandwidth \( \beta_{eff} \) as outlined through the equations above; the computational complexity is \( O(m_{max}) \), where \( m_{max} \) is the number of reuse distance bins (usually less than 20). Note that both values depend on the architecture parameters \( H \). The resulting \( \lambda_{eff} \) and \( \beta_{eff} \) become parameters of the pipeline for memory operations that we describe in the next section.
2.3.3 Simulating Instruction Pipelines. The PPT Compute Node Simulator uses the Simian [36] Parallel Discrete Simulation Engine, written in Python. Application processes or threads are implemented as co-routines. If co-routines yield to other co-routines this results in an event, often called as process-based simulation.

The simulator calculates the basic block execution times $t_i$ for each basic block using the data dependency graphlets $DDG^C_i$. It processes each data dependency graphlet $DDG^C_i = (O_i, E_i)$ in the following manner: The main simulator process checks for each vertex $v \in O_i$, whether its parent vertices have already completed their pass through the pipeline. It then enqueues each such instruction vertex into the most immediately available appropriate pipeline. A hardware pipeline is an architectural construct which is intended to reuse circuit elements for multiple instructions, thus achieving a form of parallel efficiency. Modern processors can contain several pipelines for each type of instruction.

Each pipeline is characterized by a pipeline-latency parameter $\lambda_P$, which is the number of clock cycles required to move a single instruction through the pipeline, and a pipeline throughput parameter $\beta_P$, which is the number of clock cycles the pipeline takes to move an instruction to its next pipelining stage. A pipeline can be viewed as a multi-stage waiting queue consisting of say $k$ different stages (sometimes called the pipeline depth since $\lambda_P = k\beta_P$). The logic thus is as follows: if only a single add instruction is inserted into a pipeline, it will take $\lambda_P$ clock cycles to be completely processed (we call this "latency-bound"); if, say 2 add instructions are inserted consecutively into the same pipeline, the second instruction will be completed after $\lambda_P + \beta_P$ clock cycles; if $k$ add instructions are inserted consecutively, the total time will take $\lambda_P + k\beta_P$ (full pipeline). A data dependency graphlet that uses the available pipeline structure well, will result in a nearly full pipeline during its execution. Note that the throughput and latency parameters from memory operations computed through the re-use distance analysis flow into a special memory operations pipeline (that acts like any other pipeline).

Figure 6 shows a conceptual overview of how the a graphlet gets processed and put into the pipelines. The instruction vertices in the data dependency graphlet are processed in topological order, based on data-dependency. The main loop of the simulator is the following for each basic block graphlet $DDG^C_i = (O_i, E_i)$:

1. For each instruction vertex $v \in O_i$, check whether all its parents vertices $u$ with $(u, v) \in E_i$ have already been marked as executed. Call such $v$
2. For each vertex $v$ (whose parent dependencies have been executed), find the next available pipeline that can handle the instruction-type of $v$ and add it that local queue.
3. If a pipeline finishes execution of an instruction vertex $v$, mark the vertex as "executed" and return to Step 1 (making other instruction vertices eligible for execution).
4. Report final time $t_i$

Each pipeline runs as a separate simulator process that accepts instructions $v$ at a simulated time and then moves this instruction through its pipeline stages at the throughput speed $\beta_P$ per pipeline stage. Once $v$ has reached the end of the pipeline, the pipeline process informs the main simulator process that it has completed.

3 VALIDATION EXPERIMENTS

We validate the proposed system, AMMP, on four benchmark problems: JACOBI, MATMUL, LAPLACE2D and BlackScholes.

We validate and illustrate PPT-AMMP along the major components of the Basic Block Analyzer, Trace Analyzer, and the Compute Node Simulator with their associated outputs.
The target architecture in our experiments is an Intel Xeon E5-2695 processor with a clock speed of 2.1 GHz. The target architecture has a three level cache hierarchy cache with sizes \( L_1 = 64 \text{K}, L_2 = 256 \text{K}, L_3 = 46080 \text{K}, \) with \( L_3 \) being shared across all the cores. The associativity of all three hierarchies are 8, 8, 20 respectively. The compiler used in the experiments is clang v3.9.0, both with (~O3) and without optimization (~O0) flags.

### 3.1 Experimental Setup

In the pre-processing step, we use standard versions of our benchmarks to PPT-AMMP, together with clear indication of what input parameters \( I \) should be varied, which in these simple cases is always just a single parameter, namely matrix size or data set size.

```python
pipeline_latencies = { # in seconds
    'iadd': 1.04e-9, 'fadd': 1.3e-9, 'idiv': 9.46e-9, 'fdiv': 15.46e-9, 'imul': 1.54e-9, 'fmul': 2.31e-9,
    'load': 0.38e-9, 'store': 0.38e-9, 'alu': 0.38e-9, 'br': 0.38e-9, 'unknown': 0.38e-9}

pipeline_throughputs = { # in seconds
    'iadd': 0.25e-9, 'fadd': 0.38e-9, 'idiv': 3.46e-9, 'fdiv': 3.07e-9, 'imul': 0.5e-9, 'fmul': 0.36e-9,
    'load': 0.38e-9, 'store': 0.38e-9, 'alu': 0.38e-9, 'br': 0.38e-9, 'unknown': 0.38e-9}
```

Fig. 7. Hardware parameters for pipeline instructions

For the second stage, performance prediction, we populate the hardware parameters as outlined in Table 1. Figure 7 shows the hardware parameters (latency and throughput) for various instructions in a pipeline. Along with these parameters, we use the estimated (through reuse profiles) effective latency and throughput required for a memory access in predicting the final runtime of an application. We use data from the Agner Fog manual [1] to populate the pipeline hardware parameters.

### 3.2 Validating the Basic Block Analyzer

Recall that the Basic Block Analyzer calculates the control flow graph of the basic blocks \( CFG \), the data dependency graphs within each basic block \( DDG_i \), and the branch probabilities and basic block execution count functions \( N_i \) as functions of input size.

| Benchmark   | # program blocks | # kernel blocks |
|-------------|------------------|-----------------|
|             | Unopt | Opt | Unopt | Opt |
| JACOBI      | 97    | 70  | 28    | 9   |
| MATMUL      | 22    | 12  | 8     | 4   |
| LAPLACE2D   | 26    | 9   | 6     | 1   |
| BlackScholes| 54    | 44  | 17    | 8   |

The basic block structure of are produced from the LLVM IR code. Table 2 presents a detailed analysis on various number of basic blocks with and without optimizations on each of the benchmark. We report two different statistics on the number of basic blocks – entire program and the kernel of the program. Note the kernel in this context represents the set of basic blocks that have most significant contribution towards the program execution. Of the four benchmarks, \( \text{JACOBI} \) has the highest number of basic blocks with and without optimizations. The count of the basic blocks (graphlets) depends on the original source code despite the optimizations.
Figure 8 shows the relative frequency or probability distributions of executing all the basic blocks of a given program for all the four benchmarks; these are the $N_i$ values from our earlier description. The distributions are discrete, while the peaks in the distribution represent the basic blocks that are executed more often, therefore having significantly higher influence on the runtimes. Note, these peaks belong to the kernel of a benchmark, which are highly correlated (in both the cases of with and without optimizations) to the number of kernel blocks. For example ($JACOBI$ and $Blackscholes$), a few number of basic blocks have approximately zero probability due to the fact that they are executed only once and/or never executed. The contribution of such basic blocks towards runtime is negligible. We used these discrete distributions in extrapolating the conditional reuse profiles of the most significant basic blocks.

To see the result of the multi-regression technique to find the growth patterns of the block execution counts $N_i$, please refer to Table 5, which shows for instance the function of $N_i$ for $JACOBI$ to be $N_i^{JACOBI}(n) = n^2 - 3n + 2$. 
3.3 Validating the Trace Analyzer for Memory Reuse Profiles

We use reuse distance based analysis to estimate the data locality, thereby measure the cache performance. As these distances are independent of the hardware, we can use the same memory trace across all cache hierarchies and for different CPU models. Our data availability (final hit-rate, $P(h)$) experiments involve measuring the basic block reuse profiles ($P_1(d)$), final reuse profile ($P(d)$) and the conditional hit-rates ($P(h|d)$) at a given reuse distance $d$. We use 1% sampling, where only 1% of all the occurrences of a basic block are used in calculating the conditional reuse profiles of a benchmark. Note that, we measure these reuse profiles for smaller inputs of a program (to avoid mammoth memory traces) and extrapolate (using the techniques similar to [15]) them for larger inputs. These profiles are further used in estimating the hit-rates.

Figure 9 shows the conditional hit-rates of $JACOBI$ for all the three different cache hierarchies. In general, for better hit-rates of an application, area under the curve for hit-rates should have more reuse distances to the left of the waterfall-step in each of the graphs. The drop indicates that the reuse distance is beyond the size of the cache, which will not fit at that cache hierarchy, thus a cache miss inevitably results. In both optimized and unoptimized cases, $L_1$ has higher cache-misses than $L_2$ and $L_3$, trivially due to the increasing sizes of the respective cache hierarchies.

Table 3. Percentage of error between the predicted and actual cache hit-rates at different cache hierarchies when compiled with and without optimizations ($opt$ and $Unopt$)

| Benchmark | L1 | L2 | L3 |
|-----------|----|----|----|
| $JACOBI$  | 5.41 | 2.25 | 1.16 |
| $MATMUL$ | 5.20 | 1.71 | 0.55 |
| $LAPLACE2D$ | 5.81 | 3.05 | 2.90 |
| $BlackScholes$ | 2.60 | 1.16 | 0.52 |
| **Average** | **4.75** | **2.04** | **1.01** |

On the other hand, the results show a comparison between the predicted and the actual conditional hit-rates. In all the three cache hierarchies, the predicted results overlap with that of the actual hit-rates at a given reuse distance. Note that for $L_2$ and $L_3$ there is at most one reuse distance beyond the cache size, that stands for the reuse distance of $\infty$, resulted from the first time memory accesses of a program. However, this poses a problem for predictions with growing number of reuse distances for an increased input size.

In order to further strengthen the accuracy of the predicted cache hit-rates, we compare the percentage of error in the final hit-rates with and without optimizations for all the four benchmarks. Table 3 presents the percentage of error in our hit-rate predictions at different cache hierarchies when we compile the source code with and without optimizations. On an average, we have an error rate of 4.75% on $L_1$ without optimizations, while that with optimizations is 3.98%. The lowest prediction error is reported to be 0.98% on $L_3$ with optimizations. There is a slight difference in the hit-rate predictions between the optimized and unoptimized versions of the code. The difference is due to the fact that the optimized versions of the programs contain low locality of accesses in comparison with their unoptimized counterparts. In fact, in the optimized code, the compiler replaces some of the accesses to registers and constants.

Our system offers the capability to predict the final hit-rates at different cache hierarchies. Table 4 shows the hit-rates for $JACOBI$ at four different input sizes 512, 1024, 2048 and 4096. The predicted hit-rates indicate that the cache misses
happen more often with the increase in the input size. Here, with the final hit-rates, we calculate the effective latency and throughput (see Eq. 4) for the memory accesses, thereby predict the runtimes of a program.

### 3.4 Validating the PPT Compute Node Simulator

Bringing all these pieces together, we validate the predicted runtimes with that of the actual runtimes on Intel Xeon E5-2695 at different input sizes for each of the benchmarks. The inputs vary from 512, 1024, 2048, and 4096 for each of the benchmarks. For the first three (JACOBI, MATMUL and LAPLACE2D) benchmarks, the respective input sizes represent both the dimensions of the matrix, while that for BlackScholes represents the dataset size. The pipeline model contains the following parameterized values.

Figure 10 compares the predicted runtimes with that of the actual for all the four benchmarks with and without optimizations. The X-axis represents the corresponding input sizes for each benchmark, while the Y-axis stands for runtime in seconds. The actual runtimes are recorded with the C codes executed on a single core using taskset utility. Clearly, the benchmarks compiled without optimizations take longer to execute when compared with that of the optimized. Overall, in both the cases of with and without optimizations, we are slightly over-predicting (except for JACOBI Unoptimized), nonetheless, the predictions are fairly accurate.

![Figure 10: Actual versus predicted runtimes of all the four benchmarks with and without optimizations.](image_url)

| Cache | hit-rates | 512 | 1024 | 2048 | 4096 |
|-------|-----------|-----|------|------|------|
| $L_1$ | 0.971     | 0.838| 0.771| 0.761|
| $L_2$ | 0.997     | 0.924| 0.816| 0.785|
| $L_3$ | 0.999     | 0.947| 0.915| 0.887|
In the unoptimized case, the average percentage of error (across different inputs) between the predicted and actual runtimes for all the benchmarks is as follows: JACOBI has 10.58%, LAPLACE2D has 7.61%, MATMUL contains 12.48% and BlackScholes shows 13.84%. In the optimized case, the average percentage of error results for the four benchmarks are 12.06%, 9.42%, 14.17% and 15.01% respectively. These accurate predictions are due to the fact that our model mimics the program execution in a real hardware through the combination of reuse profiles for data locality with the pipeline effects.

From the results, we observe that the runtimes are over predicted for BlackScholes, is due to the nature of the application. Contrary to the other three benchmarks, BlackScholes is compute bound rather memory bound. In this case, our extrapolations on the reuse profiles that mimic the memory reuse behaviour contribute to the slight differences in the predictions.

Another observation is that, when the input size is small, we see higher percentage of error in the prediction while that educes drastically for larger inputs. For example, on Laplace2D for an input of 512, the percentage of errors with and without optimizations are 8.35% and 9.11% respectively, which reduces significantly at the larger input size (4096) to 4.16% and 1.55% respectively. The reason for such an effect in the predictions is because of the cumulative effect of memory model and the pipeline execution. As the input sizes grow, the predictions of our model get much better.

Table 5. Basic block-wise generalized counts and the predicted runtimes for the kernel of the JACOBI (Opt)

| BB | counts | runtime | counts x runtime |
|----|--------|---------|-----------------|
| 1  | \(n^2\) | 8.48e-8 | 1.423           |
| 2  | \(n^2 - n - 1\) | 7.435e-8 | 1.247           |
| 3  | \(n^2 - 2n + 1\) | 8.56e-8 | 1.435           |
| 4  | \(n^2 - 3n + 2\) | 6.65e-7 | 11.155          |
| 5  | \(n^2/2\) | 3.41e-8 | 0.285           |
| 6  | \(k * n^2\) | 3.09e-8 | 5.704           |
| 7  | \(k * n^2 - n^2\) | 1.23e-8 | 1.857           |
| 8  | \(k * n^2\) | 1.9e-9  | 0.318           |
| 9  | \(k * n\) | 1.08e-8 | 0.0004          |
| Total | | 23.427 seconds | |

Table 5 shows the basic block-wise predicted runtimes for the kernel (contains 9 basic blocks that influence the runtime, see Table 2) of JACOBI compiled with optimizations. The generalized expressions are deduced from the machine learning model describe in section ??, the runtime column represents the time taken to execute a single iteration of a basic block and the last column shows the time taken for all the counts of a basic block. The results are for an input sizes of n=4096 and k=10, finally, runtime is expressed as a function of input, is devised as \(4.51e^{-6}k + n^2 + 8.84e^{-7}n^2 + 1.08e^{-8}k * n - 2.24e^{-6}n + 1.34e^{-6}\). Similarly, we can express the runtime as a function of input size for other benchmarks.

4 SENSITIVITY ANALYSIS

We illustrate how to use PPT-AMMP for the purpose of identifying performance resource bottlenecks or for exploring future architectures. We simply change some of the hardware parameters in \(H\) that we feed to the the PPT Compute Node Simulator; in addition we also vary the C-code input parameter sizes \(|I|\). Concretely, we modify pipeline counts, \(L_1\) and \(L_2\) cache sizes, and vary input sizes, with which we study the effect of these changes on runtimes. We start with the parameterized hardware model designed for Intel Xeon E5–2695 as a baseline.
4.0.3 Inputs with Cache. Figure 13 shows how runtime changes with varying input work load and cache sizes. We vary input size of Laplace2D from 1024, 2048, 4096, and 8192 at different $L_1$ and $L_2$ configurations. The results indicate that for smaller input sizes, varying cache configurations has insignificant impact. At large input sizes (4096, and 8192), $L_1 = 128K, L_2 = 512K$ has significant impact in reducing the runtimes. Nevertheless, increasing $L_1$ to 256 and $L_2$ to 1024 has insignificant impact on runtime. Therefore, we observe that the current input sizes fit in the hypothetical cache sizes of $L_1 = 128K$ and $L_2 = 512K$. Finally, from these two different (fixed and varying inputs) it is evident that increasing $L_1$ and $L_2$ up to a certain threshold has significant impact on performance.

5 CASE STUDY: SN (DISCRETE ORDINATES) APPLICATION PROXY (SNAP)

In this section, we evaluate out approach, AMMP on a proxy, modern discrete ordinates neutral particle transport application, SNAP [26], which solves the radiation transport equation for neutron and gamma transport. The resulting solution is the distribution of these sub-atomic particles in space, direction of travel, particle speed, and time.

In SNAP, space is modeled in three dimensions, x-y-z. A finite volume discretization creates a structured, Cartesian mesh of spatial mesh cells. SNAP implements the discrete ordinates solution technique, where it computes the solution for a finite set of possible directions or “angles.” Each angle is associated with a particular weight, and the solution for each angle may be performed individually. This scheme is known as “discrete ordinates”. The two degrees of freedom manifest themselves in SNAP as a list of angles per octant in 3-D space and the eight octants themselves. Particle speed...
(or energy) is binned into groups that represent the sum of all particles in some range of energy values. Lastly, the time dimension is discretized with a finite difference solver. We have a system of equations in seven dimensions (three in space, two in angle, one in energy, and one in time).

The governing transport equation is hyperbolic in the space-angle dimensions as information flows from an upstream source to downstream destinations. The solution for any given direction in the discrete ordinates solution scheme requires the addition of particle sources and sinks while stepping through the spatial mesh cells. Colloquially it is known as a “transport mesh sweep.” A mesh sweep can further be thought in terms of a task graph. Such a graph for a mesh sweep on a structured mesh as we have in SNAP is known a priori and is the same for all directions. This allows scheduling and operation optimizations to be included explicitly in the code. This system of equations offers multiple levels of parallelism which are exploited SNAP. The global spatial mesh is distributed across MPI ranks. In our study, we focus on a serial execution of SNAP only, leaving the study of various parallelism levels to future work.

SNAP accepts a number of input parameters, of which, the most prominent inputs are: $N_x$ – the number of uniformly-sized cells in the X-direction; $N_y$ – the number of uniformly-sized cells in the Y-direction; $N_z$ – the number of uniformly-sized cells in the Z-direction; $L_{chunk}$ – the number of X-planes for a single work chunk, ranges in (1, $N_x$); $N_{mom}$ – the order of the scattering expansion, ranges in (1, 4); $N_{ang}$ – the number of discrete ordinates per octant, ranges in (1, 4); $N_g$ – the number of energy groups, ranges in (1, 4); $L_i$ – the number of inner iterations per energy group, by default set to 5, however, ranges in (1, 10); $L_o$ – the number of outer iterations per time step, ranges in (1, 10).

SNAP has
\begin{align*}
2669
\end{align*}

basic blocks spread across
\begin{align*}
103
\end{align*}

functions with
\begin{align*}
26638
\end{align*}

instructions. The number of times a basic block gets executed depends on the combination of input variables rather any one variable.

In this study, as opposed to employing a uni-variate model of basic block count prediction (see section 5.4), we use multi-variate machine learning models. In fact, the uni-variate models are not suitable for SNAP like applications given the complex nature of the multi-variate input combinations and their respective combinations. Therefore, we explore
through two different prominent machine learning techniques in order to predict the basic block counts and the reuse profiles for different input sizes. The two machine learning techniques are (a) symbolic regression and (b) deep learning.

We describe the three approaches as follows.

5.1 Symbolic Regression
Symbolic Regression through Genetic Programming (GP) [27], is most commonly used technique to device functions that are in the unknown form, \( y = f(x_1, x_2, \ldots, x_n) \) from multi-variate space using a finite number of samples. Here, \( x_1, x_2, \ldots, x_n \) are independent variables, often called primitives in GP terminology. Inspired from the Darwinian theory of evolution, random initial population of solutions (functions) help to produce near-optimal functions for given data. In fact, these solutions have sex (crossover) and undergo through genetic mutations. As a result, qualitative solutions propagate to the next generation, this iterative process continues until convergence. A number of researchers [13, 30, 41] show the success of symbolic regression through GP. In symbolic regression for SNAP, GP takes the SNAP specific input variables (\( N_x, N_y, \text{etc} \)) along with the commonly used arithmetic operators such as +, -, *, /, sqrt, cos, sin, etc. An example, the function, \( N_x \times N_y + Ichunk \times N_z + \sqrt{N_{mom}} + 3.472 \) predicts the count of 9\(^{th}\) basic block (SNAP has a total of 1607 basic blocks).

5.2 Neural Arithmetic Logic Units
Recently, deep Learning has become a de facto norm with the success in a number of applications. The dense neural networks, especially, with the dense and fully connected layers among neurons are the most common deep learning architectures. However, these dense networks are sub-optimal in predicting the numerical values. The recently introduced neural arithmetic logic unit (NALU) [40], addresses this inability of the dense networks to offer a systematic extrapolation of numerical values. In NALU, numerical values are represented as neurons. These neurons can undergo simple arithmetic operations such as +, -, *, /, sqrt, etc.

NALU contains two neural accumulators (NAC), first for addition/subtraction transformation and second for multiplication/division transformations. NAC is a special type of linear layer in a neural network. The transformation matrix (\( W \)) of first NAC layer contains \(-1, 0, 1\) as the elements in order to guarantee additive/subtracting outputs using the inputs to the layer. Similarly, the second NAC layer (operates in \( \log \) space) guarantees multiplicative/division transformations of the inputs. In fact, NALU can generalize better in predicting the unseen numeric values due to the existence of addition, subtraction, multiplication, division and power functions (for example, sqrt).

5.3 Model Evaluation
Our evaluation of SNAP using AMMP is two fold: first, evaluate the predictive power of machine learning models; second, validate runtimes across multiple inputs. In the first set of experiments, we device two models to predict basic block counts and the reuse profiles. These two models are used to predict the basic block counts and the reuse distances at an arbitrary input combinations of SNAP. Note that the resultant models are regressive in nature.

The input dataset to device the regression models consists of 6480 unique data points, which are resulted from different combinations of 9 SNAP inputs (\( N_x, N_y, N_z, Ichunk, N_{ang}, N_{mom}, N_g, L_i \) and \( L_o \)). Memory traces at certain input combinations can be large, therefore, the SNAP inputs are selected such that the generated memory traces are small. These 6480 data points are divided into two datasets (train and validation) with a split ratio of 80 : 20. The training set is used to learn the regression models while the validation set is useful in measuring the accuracy of the trained model at regular intervals of the training process. Moreover, we prepare a test set with 834 data points, which is
used to perform the final predictions. Note that the input combinations of the test set produce slightly larger trace files. Nonetheless, such large trace generation can be avoided in future work through instrumentation techniques that allow dynamic sampling [15, 46] of memory accesses.

5.4 Predict the Number of Executions of a Basic Block

We validate both predictive models in terms of the accuracy of extrapolations, in terms of the actual number of executions of a given basic block for SNAP. Note that SNAP has a total of 2669 basic blocks, when compiled with O3 optimizations. Of which, 1928 basic block counts remain constant irrespective of the input to SNAP. Therefore, we perform predictions on the remaining 741 basic blocks using both the models.

Figure 16 and 17 show the normalized extrapolations of actual versus predicted basic block counts for both the regression models. The predictions of the symbolic regression are better than that of the NALU predicted counts. This behavior is clearly evident in comparison with the ideal prediction (shown as a straight line). Although, the symbolic regression performs better than the deep learning, the predictions of latter are close to the ideal predictions.

Table 6. The predicted equations of symbolic regression for a few functions and the respective basic blocks of SNAP

| Function     | Basic block        | Equation                                                                 |
|--------------|--------------------|--------------------------------------------------------------------------|
| dim3_sweep   | for.inc115         | 1.72 \times N_x \times N_y \times N_z \times N_g \times L_o \times (L_i + 0.23 \times \sqrt{L_i}) |
|              | vector.body646     | 0.073 \times N_x \times N_y \times N_z \times N_g \times L_i \times (N_{mom} - 0.62/N_{mom}) |
|              | min.iters          | 1.63 \times N_x \times N_y \times N_z \times N_g \times L_i \times (L_o + 0.317 \times \sqrt{L_o}) |
| mms_flux_1   | vector.body4720    | 0.20 \times N_z \times N_g \times L_o \times (2.49 - 0.001 \times L_o \times \sqrt{N_z}) |
|              | land.ths           | 0.21 \times N_z \times N_g \times L_o \times (2.38 - 0.0004 \times N_z \times L_o) |
|              | if.then272         | 0.25 \times N_y \times N_g \times L_o \times (N_z + 0.086/L_o) |
| translo      | for.cond354        | 0.221 \times N_x \times N_y \times N_z \times N_g \times L_o \times (L_i + 0.184 \times \sqrt{L_i}) |
|              | for.inc425         | 0.411 \times N_g \times L_i \times L_o \times (2.452 - 0.004 \times L_i \times L_o) |
|              | middle.block1195   | 0.484 \times N_z \times N_g \times L_o \times (L_i + (-0.204)/(L_i - 3.854 \times N_g)) |
|              | if.end103          | 0.0862 \times N_x \times N_y \times N_z \times N_g \times L_i \times L_o \times (N_{mom} - 0.484/(N_{mom})) |
Table 6 presents a few regression models devised using symbolic regression. The equations are general enough to fit an arbitrary input combination of SNAP. On the other-hand, the deep neural net trained model is black-box in nature, which poses a difficult task in interpretation. The symbolic regressions produced equations concise and easy to interpret while satisfying the first principles of hardware architecture. Considering the accuracy of predictions and the interpretability we use the predictions of symbolic regression in PPT to predict the runtimes of SNAP at various inputs.

5.5 Reuse Profile Predictions

We extrapolate the reuse distances. In order to extrapolate the reuse distances, we use the memory traces produced for the above 6480 inputs (same inputs used in predicting the basic block counts) of SNAP. As opposed to the single-variate reuse distance prediction in [15], ours is multi-variate prediction. Our predictions are based on the above mentioned input variables for SNAP while the output predictions are based on average reuse distances.

An important challenge with reuse distances is that the number of reuse distances change with the increase in the input sizes. Predicting these varying distances across 6480 data points. Therefore, we apply a binning strategy thereby predict a fixed number of average reuse distances. An interesting observation with reuse distances is that a few number of initial reuse distances are consistent irrespective of the input size. We ignore these consistent reuse distances from prediction while predict the average reuse distance of the bins. In our strategy, we bin the changing reuse distances for each of the data point into 40 bins, thus will have 40 regression models.
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Fig. 18. Symbolic regression extrapolation of reuse distances  
Fig. 19. NALU extrapolation of reuse distances

Figure 18 and 19 show the normalized extrapolated reuse distances with respect to that of the actual distances for both symbolic regression and deep neural networks. Symbolic regression extrapolations for reuse distance are under predicted while that of deep learning are have less error in prediction. Therefore, we decided to use the predicted reuse distances from deep neural networks as inputs to the AMMP.

5.6 Discussion

We discuss the a number of lessons learned during the regression model building. We overcome several complications in producing our models especially the symbolic regression. First, we exclude a few basic blocks from prediction as the corresponding counts are constant irrespective of the input size. Second, the indicator variables (such as Nmom, Ichunk,
Nang, Ng) have a distinct impact on the performance due to the converging behavior of SNAP. Thus, the regressions for these basic blocks that rely on these indicator variables must be performed separately. In general, ignoring the indicator variables during model building helps to deduce near optimal solutions with symbolic regression and deep learning. Another unforeseen problem, is in determining the forms of equations that performed better on extrapolations when identical performance of different forms were attained in the training and test data sets. For example, typically, better not use symbolic regression with the inclusion of square roots when an alternative and equally performing solution is available. In the case of reuse distance, the under-prediction of symbolic regression and the near feasible predictions (not optimal) of deep neural networks is because of the fact that we are predicting the average values rather than the absolute reuse distances. Moreover, due to the robustness of the memory model (discussed in section 2.2), the effects of these predictions is minimal on hit-rate. This is due to the fact that every reuse distance beyond the given cache size will be a miss and our model includes that effect. The average bin-wise reuse distances help us identify the reuse distance that range within the cache sizes. Hence, we find that our regression models in both the cases of basic block counts and the reuse distances are efficient in task of prediction.

5.7 Runtime Predictions

We validate the actual runtimes with that of the predicted runtimes using PPT [17] toolkit. The inputs to the PPT-AMMP stylized application model of SNAP are two fold: software and hardware parameters. The software input parameters are predicted basic block counts, predicted reuse profiles and the task graphlets, whereas the hardware parameters are instruction level pipeline latencies and the corresponding throughput of a target architecture (in our case, Intel Xeon E5-2695 processor with a clock speed of 2.1 GHz).

| Nx | Ny | Nz | Ichunk | Nmom | Nang | Ng | Li | Lo | converged? | Runtime (s) Actual | Predicted |
|----|----|----|--------|------|------|----|----|----|-----------|-----------------|-----------|
| 32 | 40 | 48 | 1      | 4    | 80   | 5  | 5  | 100 | yes       | 51.58          | 58.02     |
| 32 | 20 | 48 | 1      | 4    | 80   | 5  | 5  | 100 | yes       | 151.92         | 156.74    |
| 32 | 48 | 20 | 1      | 4    | 2    | 1  | 6  | 7  | yes       | 5.012          | 5.901     |
| 10 | 20 | 48 | 10     | 3    | 2    | 4  | 6  | 500 | yes       | 20.66          | 20.31     |

Table 7 compares the actual runtimes of SNAP with that of the predicted runtimes for four different input sizes. The results indicate that our predictions are accurate irrespective of the convergence of SNAP. However, the runtimes are over-predicted, this is due the fact that the predictions rely on the pipeline latencies and throughput of target architecture pipelines. Accurate micro bench-marking to measure the instruction latencies is crucial and is out of the scope of this paper. Finally, we summarize that the proposed model with multi-variate predictions is accurate and efficient in predicting the performance an application like SNAP. Moreover, our model does not take into effect the speculative execution. These two factors contribute to the over prediction, focus of the future research.

6 RELATED WORK

PPT-AMMP relies on concepts from many research areas, in particular reuse distance analysis and performance modeling.
Reuse Distance Analysis: Memory traces are key for an analysis on the reuse distance, however generating terabytes worth of traces is impractical. Many attempts [23, 46] tried to generate synthetic traces for approximating the reuse profiles. Although the reuse distance analysis with synthetic traces is accurate, it is nevertheless unscalable.

Other researchers used original traces [12, 22], employed sampling methods [45] to identify data locality in reuse distance analysis. Probabilistic models in [6] is another example that uses sampling for data locality prediction. Other attempts predict the cache hit-rates in parallel [37] on multi-core machines. Unlike, the earlier attempts in literature, we use smaller memory trace, on which we further employed a different sampling technique based on basic blocks, combined with machine learning to extrapolate the reuse profiles of a program. Therefore, our reuse analysis offers a scalable and accurate prediction for the hit-rates and in turn the runtimes.

Performance Modeling: The performance modeling attempts range from analytical, simulated, empirical, and program analysis. Analytically, models such as LogP [4, 19] rely on human knowledge to deduce the mathematical expressions in building a model. Although these models are fast to evaluate, they pose different challenges in terms of ease of use. Simulators such as GEM5 [8], MARS [33] and SST [35] aim to produce cycle accurate predictions, for which these simulators try to execute the code on simulated target architectures. Although these simulators produce very good predictions, they are slow and unscalable.

Alternatively, program analysis approaches study the program behavior through static (compilers such as ROSE [34] and Cetus [20]) or dynamic (for example Intel Roofline [42]) analysis, thereby extracting useful properties that significantly contribute towards performance. Recent attempts in program analysis include COMPASS [29], Durango [10], CODES [18] and PyPassT [31] rely on Aspen [38] annotations. Aspen performance modeling captures the control flow of the programs while combining the analytic modeling aspects. Note that the above methods accept source code as input and automatically produce performance models. Works in [32], applied analytical memory models and distributed performance traces to study both sequential and parallel applications. Recently, attempts in [7] used a probabilistic model with the help of regression to study the performance of parallel applications.

Contrarily, attempts in Palm [39] use annotations in a source code to produce a performance model. Palm models rely on human expertise for describing the model parameters through annotations. Other black box approaches [28, 43] employ regression techniques, which produce sub-optimal accuracy and pose difficult challenges to explain the behaviour of the models. Our work in this paper is in similar spirit with Aspen approaches, accepting the source code as input, then transforming it into compiler (LLVM IR) understandable representation and performs an analysis to return the final performance model and its associated predictions. We used PPT [17] built on the Simian PDES [36], as the underlying rapid prototyping framework for model execution.

7 CONCLUSION
We described the Analytical Memory Model with Pipelines (AMMP) for Performance Prediction Toolkit (PPT). The goal of the AMMP approach is to predict the performance of a software on a target architecture. PPT-AMMP helps to explore (in a quick manner) the software-hardware design space in order to find the best target architectures for the software, thereby recommends the future architectures. Alternatively, PPT-AMMP can be used to test various algorithmic variations on a number of target architectures. These capabilities provide insights about both software and hardware, which help in future hardware purchases as well as testing algorithmic variations before actual implementation in real time.

PPT-AMMP works with high-level source code, parameterized hardware and software parameters in predicting the performance. It offers accurate, scalable and reliable predictions due to the use of Markovian-style model of actual
code combined with analytical modeling. AMMP prediction involves a number intermediate results, namely the data availability (reuse profiles and cache hit-rates) for the processor, latency and throughput of memory accesses and finally, the runtimes. We validated our model on four standard computational physics benchmark codes with and without optimizations. The average rate of error in prediction results align between 8% (without optimizations) and 14% (with optimizations), while the maximum error showed is 15.01%. We then studied the impact of changing the number of pipelines in a model and the cache sizes. We observe that the runtimes increase as the number of pipelines decrease, similarly increasing the cache sizes has a reciprocal effect on runtime. In future work, we plan to integrate the AMMP part of PPT with the MPI model for scalable predictions on large scale clusters; we will extend our reuse distance analysis with pipelines on GPUs, and we plan to more systematically study for what types of input codes, the PPT-AMMP works well. It is clear that for certain classes of codes, AMMP will be challenged to produce accurate results, for instance for codes that have instance-dependent convergence properties that do not exclusively rely on size. And as a final concession to theory: performance prediction of this sort cannot be guaranteed to work for any input code as this would amount to solving the (undecidable) halting problem.
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