Detecting Lower MMSE Scores in Older Adults Using Cross-Trial Features From a Dual-Task With Gait and Arithmetic
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ABSTRACT The Mini-Mental State Examination (MMSE) is widely used in clinics to screen for low cognitive status. However, it is limited in that it requires examiners to be present; and has fixed questions that constrain its repeated use. Thus, the MMSE cannot be used as a daily assessment to facilitate early detection of cognitive impairment. To address this issue, we developed an automated system to detect older adults with lower MMSE scores by analyzing performance during a dual task involving stepping and calculation, which can be used repeatedly because its questions were randomly created. Leveraging this advantage, this paper proposes a learning-based method to detect subjects with lower MMSE scores using multiple trials with the dual-task system. We investigated various patterns for effectively combining the features acquired during multiple continuous trials, and analyzed the sensitivity of the number $N$ of trials on detection performance to find the optimal $N$ via experiments. We compared our approach with previous methods and demonstrated the superiority of our strategy. Using the cross-trial feature, our approach achieved an overall performance (sensitivity + specificity) as high as 1.79 for detecting older adults whose MMSE score is equal to or less than 23 (indicate a relatively high probability of dementia), and 1.75 for detecting older adults whose MMSE score is equal to or less than 27 (indicative of a relatively high probability of mild cognitive impairment (MCI)).

INDEX TERMS Cognitive impairment, dementia, dual-task, machine learning, MCI, MMSE.

I. INTRODUCTION Dementia is characterized by a decline in memory, cognition, and behavioral ability, and is an increasingly prominent issue for older adults worldwide [1], [2]. According to statistics from the World Health Organization [1], there were around 50 million people with dementia worldwide in 2019, with 10 million new cases each year. This number is expected to reach 152 million in 2050. Dementia is caused by damage to brain cells or disruption of neural activity [1]. It is a progressive disease and the rate of progress varies for each individual. In the early stage of dementia, known as mild cognitive impairment (MCI), patients can still engage in complex activities, although they may need to exert relatively greater effort. In the late stage of dementia, impairments associated with cognitive deterioration could cause difficulties in daily life [1], [2]. Although dementia is considered incurable, early diagnosis and intervention could prevent the progression from the early to late stage [2]. However, early diagnosis can be overlooked because the symptoms of MCI are sometimes difficult to detect [2]–[5].

To address this issue, paper-based tests such as the Mini-Mental State Examination (MMSE) [6], [7], Montreal Cognitive Assessment [8], and Alzheimer’s Disease Assessment Scale-Cognitive Subscale [9] have been proposed to screen low cognitive status in clinical settings. These
tests contain various questions that are used to assess ability with respect to calculations, language, memory, and comprehension. For example, in the MMSE, which is a 30-point questionnaire, scores equal to or less than 27 and scores equal to or less than 23 indicate a relatively high probability of MCI and dementia, respectively [10]. The MMSE can be repeated every few months to check whether cognition decline has occurred. Because dementia can progress rapidly, i.e., within several months in some cases, more frequent assessments such as daily monitoring are beneficial. However, the MMSE cannot be used in daily monitoring because its questions are fixed, and subjects may memorize the answers. Moreover, it requires the presence of an examiner and is time-consuming [11]. To solve these problems, we propose a dual-task-based approach which can predict the MMSE score from daily dual-task performance data.

Dual-task, in which two different tasks are performed simultaneously, have been found effective in detecting low cognitive status [12]–[14]. The basic idea is that two different tasks performed simultaneously impose a heavier cognitive load compared with a single task, especially for people with low cognitive status [15]–[17]. Many studies have reported that gait is related to cognitive impairment [18]–[20]. Recently, Matsuura et al. proposed a novel dual-task that consists of a gait task and arithmetic questions [11]. They added various assessment features such as knee angles, and standard deviations of stepping speed and knee angles. However, as these features were extracted from single trial data, task performance was easily influenced by non-cognitive factors such as personal health condition or emotional state during the test. Mancioppi et al. investigated different types of motor activities such as gait task, toe-tapping, and forefinger-tapping in dual-task paradigms. They found that performance in all three motor tasks was related to cognition [21]. Lillian et al. proposed a novel dual-task containing three phases of walking accompanied with a cognitive task such as counting backwards in 3’s from 100 or reciting the alphabet. This paradigm was found to have 81.97% sensitivity and 67.74% specificity (the sum was 1.4971) [22]. Similarly, Digo et al. proposed a gait-based dual-task for screening cognitive decline. In their study, a type of wearable technology that termed “magnetic inertial measurement units” was adopted for precise gait analysis [23].

Recently, Mancioppi et al. proposed an improved paradigm for dual-task-based MCI detection. They proposed two types of dual-tasks: FTAP (Fore-finger tapping with cognitive task) and TTHP (Toe-tapping with cognitive task). MCI detection was implemented based on logistic regression models [24]. However, this system requires staff members to provide guidance to the subjects about how to wear the sensors and how to conduct the dual-tasks.

In the present study, we propose an automatic approach for detecting older adults with lower MMSE scores based on dual-task performance data collected using a dual-task system described in [11]. Compared with the MMSE, this dual-task system was faster and could be implemented without an examiner. Moreover, the calculation questions were created randomly (i.e., not fixed) to reduce the chance that the subjects would memorize the responses. When this system was installed in the community living facilities, older residents had the option to complete multiple trials on a daily basis. Leveraging this advantage, the proposed method can combine various dual-task-performance features across multiple trials in the same subject. To date, our system (shown in Fig. 1) has been installed in fourteen facilities for older adults to monitor the cognitive status of each resident.

Unlike the previous studies using single-trial features [11], [17], the present study investigated a way to effectively combine the extracted cognitive and locomotion features acquired during multiple continuous trials. After feature combination, we entered the combined cross-trial feature into a machine-learning algorithm to estimate MMSE scores. Then the proposed algorithm classifies older adults with low MMSE scores from those with high MMSE scores based on the estimated MMSE scores. The cross-trial feature selects the best performance among multiple trials, which is more statistically reliable, and hence reduces the influence of bad performances caused by non-cognitive factors. Therefore, the proposed approach achieves much better performance compared with previous methods that use single-trial features [11]. Another improvement compared with the previous research [11] is that the proposed approach used an effective machine learning method LightGBM [25] and a data augmentation technique SMOTE (Synthetic Minority Over-sampling Technique) [26] to solve the imbalance of the positive and negative samples. In addition, we analyzed the sensitivity of the number \( N \) of multiple trials and found the optimal \( N \) through experiments.

The contributions of this study are listed as follows:

1. We designed a cross-trial feature to detect older adults with lower MMSE scores, which was computed according to the dual-task features of multiple continuous trials. We found that the cross-trial feature was more statistically reliable than that obtained from a single trial, which improves the summation of sensitivity and specificity.

2. We introduced a validation technique to enable adaptive thresholding for classifications of older adults with lower MMSE scores. This technique yielded high performance in terms of the sensitivity and specificity, as shown in Tab. 5.

3. We analyzed the sensitivity of the number \( N \) of multiple trials and found the optimal \( N \) through experiments. The number of \( N \) could be manipulated to fit different applications by optimizing specific targets. For example, for applications in which higher specificity is desired, we could optimize the number \( N \) to maximize the specificity of detection (a detailed explanation is given in the Discussion section).

II. METHODS

A. DUAL-TASK EXPERIENCE SYSTEM

Here, we briefly recap the dual-task experience system we used, which was proposed in a previous study [11].
Figure 1 illustrates the architecture of this system, which consists of the Microsoft Kinect (a line of motion-sensing input devices produced by Microsoft and first released in 2010) V2 device, a personal computer (PC), a display screen, a QR code reader, hand rails, a force platform, and buttons for inputting responses. According to user instructions shown on the display screen, a subject can login with a prepared QR code, and then sequentially complete three stages of tasks that comprise the dual-task process. The first component is a single-task in which the subject answers arithmetic questions for 30 seconds. Next is a single-task in which the subject repeatedly steps in place for 20 seconds, and the third is a dual-task in which the subject steps repeatedly while answering arithmetic questions for 30 seconds. There are four difficulty levels for the arithmetic questions: easy (addition of two one-digit numbers), medium (subtraction of one one-digit number from one two-digit number smaller than 20), moderately hard (addition or subtraction of one one-digit number and one two-digit number smaller than 20), and hard (addition or subtraction of one one-digit number and one two-digit number). Subjects can choose any difficulty level. Responses to the questions are registered by pressing the buttons mounted on the handrails. While the subjects perform each task, their response-time and accuracy are recorded. Simultaneously, RGB color images, depth maps, and the coordinates of the subject’s body joints are captured using the Kinect. In addition, a force platform sensor on the floor registers and records contact with the subject’s feet.

**B. CROSS-TRIAL FEATURE EXTRACTION**

From the collected data, we found various features to represent performance in the cognitive task and locomotion task. These features were fused and optimized to generate the cross-trial feature. We then used the cross-trial feature to estimate MMSE scores for each subject. Finally, by comparing the estimated MMSE scores with a set threshold, we were able to classify subjects with lower MMSE scores.

As mentioned above, when the subjects engaged in the dual-task experience system, their stepping performance and arithmetic responses were recorded. From the various features of the cognitive and locomotion tasks, we sought to select those that would be most effective for estimating MMSE scores. We expected that accuracy for arithmetic questions would be an efficient feature because dementia can impair calculation abilities [28]. Gait features, such as walking speed and knee height, have also been found to be effective in dementia detection [29], [30]. To form a standard criterion, Matsuura *et al.* introduced a 12-dimensional feature (shown in Tab. 1) to describe the characteristics of performances during the single-task and dual-task processes [11]. Stepping speed was calculated using data from the force platform sensor, which recorded the moment of contact for each foot. The angle between the thigh and shank was calculated using the lateral view of 3D joint positions recorded by the Kinect [11]. Despite the advantages of this method, the feature identification was based on single trial data and thus could easily be influenced by the health or emotional state of the subject when performing the dual-task. In the present study, we investigated methods for aggregating a set of features obtained during multiple continuous trials into a cross-trial feature vector.

First, we investigated intra-subject variations in the estimated MMSE scores over the dual task trials. Specifically, we analyzed the relationship between the intra-subject standard deviation of the estimated MMSE scores and the ground-truth MMSE scores (termed “MMSE score” for simplicity), as shown in Fig. 2, where the MMSE scores were estimated by LightGBM [25]. LightGBM is described in the following section. From the figure, we can see that the standard deviation for the high MMSE scores was relatively small, which indicates that the estimated MMSE score did not vary substantially among multiple trials. Conversely, the standard deviation increased as the MMSE scores decreased. This means that the estimated MMSE scores among multiple trials
TABLE 1. Twelve features extracted from a dual-task process. Std. means standard deviation and N/A means not-applicable [11]: Step-Avg-S and Step-Avg-D denote the mean stepping speed during the single stepping task and dual-task, respectively. Step-Std-S and Step-Std-D denote the standard deviation of stepping speed during the single stepping task and dual-task, respectively. CalAns-Avg-S and CalAns-Avg-D denote the ratio of correct answers of the single calculation task and dual-task, respectively. CalSpd-Avg-S and CalSpd-Avg-D denote the calculation speed of the single calculation task and dual-task, respectively. Knee-Avg-S and Knee-Avg-D denote the mean knee angle of the single stepping task and dual-task, respectively. Knee-Std-S and Knee-Std-D denote the standard deviation of knee angles during the single stepping task and dual-task, respectively.

| Dual-task process | Single calculation task | Single stepping task | Dual-task (stepping + calculation) |
|-------------------|-------------------------|----------------------|-----------------------------------|
| Duration time     |                         |                      |                                   |
| Average stepping speed | N/A                    | Step-Avg-S           | Step-Avg-D                        |
| Std. of stepping speed | N/A                    | Step-Std-S           | Step-Std-D                        |
| Ratio of correct answers | CalAns-Avg-S           | N/A                  | CalAns-Avg-D                      |
| Calculation speed  | CalSpd-Avg-S            | N/A                  | CalSpd-Avg-D                      |
| Average knee angles | N/A                    | Knee-Avg-S           | Knee-Avg-D                        |
| Std. of knee angles | N/A                    | Knee-Std-S           | Knee-Std-D                        |

Analyzing the best performance over multiple trials is a practice used in the diagnosis of some diseases (e.g., the best walking speeds before and after a specific test are compared for the diagnosis of idiopathic normal-pressure hydrocephalus [18]). Hence, we considered the best performance in this study. However, the worst performance over multiple trials is also meaningful because subjects with lower MMSE scores tend to have unstable performance in the dual-task and may perform surprisingly poorly in one of the multiple trials, while subjects with higher MMSE scores are unlikely to perform poorly in any of the multiple trials. Therefore, we also considered the worst performance in this study.

In summary, we considered either the maximum or minimum values over multiple trials for each of the average and standard deviation feature and identified four patterns that contain all combinations of maximum or minimum values of average and standard deviation features, as shown in Tab. 2. We then determined the best combination from the four patterns, as well as the optimal number of trials through experiments, as explained in the Discussion section.

C. MMSE SCORE ESTIMATION MODEL

Given the cross-trial feature introduced in the above section, we applied a machine-learning algorithm to estimate MMSE scores. Previously [11], lower MMSE scores in older adults were detected based on single-trial features of performance data in a dual-task using several machine-learning algorithms such as the support vector machine, random forest, and neural networks. We found that LightGBM [25] achieved better results than previously compared algorithms and thus employed this framework in the present study. In our database, the MMSE scores were not evenly distributed among the subjects. Because most of the subjects were healthy people, there were fewer subjects with low MMSE scores compared with those with high MMSE scores. This imbalance could bias the trained model, leading the model to estimate higher MMSE scores for all samples. To address this, we augmented the samples so that the number of samples for each MMSE score was equal to the maximum number of samples among MMSE scores. We employed SMOTE [26] for this purpose, which chooses augmentation-target training samples randomly and finds the nearest neighbors of the chosen sample to generate new data. SMOTE is known to produce better results than those techniques using simple over-sampling by duplicating data points [26]. Notably, we could obtain different sets of augmented training samples because of the random property of this algorithm. Taking this property into account, we tried to estimate more reliable MMSE scores via aggregation.

Note that the augmented samples obtained via SMOTE were only used as training data. For testing, we used the original samples. In addition, to ensure that the test dataset
was independent from the training dataset, we used a leave-one-subject-out technique for training. Specifically, we used all real samples from one subject for testing, and samples (including the augmented ones) from the other subjects for training. Given a training set \( M \) of feature vectors and MMSE scores, we ran SMOTE \( N_{\text{SMOTE}} \) times to obtain \( N_{\text{SMOTE}} \) sets of augmented training samples. Next, we trained the LightGBM using each augmented set to obtain \( N_{\text{SMOTE}} \) sets of model parameters \( \Theta \) of LightGBM, as summarized in Algorithm 1. After obtaining the set of model parameter \( \Theta \), given a test sample, that is, a cross-trial feature vector \( x \in \mathbb{R}^D \), we estimated an MMSE score for each of model parameter in the set \( \Theta \) and then returned an averaged MMSE, as summarized in Algorithm 2.

**D. LOWER MMSE SCORES DETECTION MODEL**

In clinical settings, an MMSE score equal to or less than 23 indicates a relatively high probability of dementia, and an MMSE score equal to or less than 27 indicates a relatively high probability of MCI. In this study, we considered two types of binary classification problems: (1) subjects whose MMSE scores were less than or equal to 27 (we use MMSE \( \leq 27 \) in the following text for simplicity, and similar conventions are used for the other classes) vs. other subjects whose MMSE scores were larger than 27 (denoted as MMSE \( > 27 \)) and (2) subjects whose MMSE scores were less than or equal to 23 (denoted as MMSE \( \leq 23 \)) vs. other subjects whose MMSE scores were larger than 23 (denoted as MMSE \( > 23 \)). We assigned ground-truth positive/negative labels based on the ground-truth MMSE scores.

One straightforward way to evaluate classification (i.e., lower-MMSE-scores detection) performance is to employ the pre-defined thresholds also for the estimated MMSE scores. However, the estimated MMSE scores may be biased against the ground-truth MMSE scores because the pre-defined thresholds were not optimized. We therefore tuned the threshold to mitigate the bias. Matsuura et al. [11] tuned the threshold from 18 to 30 to find the best performance on test samples and observed an upper limit in terms of the classification performance of their method. However, this kind of tuning [11] was based on test samples and cannot be easily applied in a realistic setting. Unlike in previous research, the proposed method in the present study enabled us to tune thresholds using a validation set based on a leave-one-subject-out framework, shown in Algorithm 3. As when we used the leave-one-subject-out technique for training, we also used it to make the validation data independent from the training data. Through this technique, we obtained independence among the training, validation, and test data. Moreover, the proposed method included a two-stage tuning process to improve accuracy, as explained in detail in the following section.

We first prepared an original training set of \( D \) quadruplets. Each quadruplet \((x, s_{\text{GT}}, p_{\text{ID}}, y)\) was composed of a feature vector \(x \in \mathbb{R}^D\), the ground-truth MMSE score \(s_{\text{GT}}\), a subject ID \(p_{\text{ID}}\), and the positive/negative label \(y \in \{\text{positive}, \text{negative}\}\). We then selected a quadruplet of validation samples \((x, s_{\text{GT}}, p_{\text{ID}}, y)\) from \( D \) to obtain an exclusive training set \(M_{\text{ex}}\) containing pairs of a feature vector \(x\) and a ground-truth MMSE score, where the validation subject \(p_{\text{ID}}\) was excluded. We then trained a LightGBM model with the exclusive training set \(M_{\text{ex}}\) and estimated MMSE scores for the validation sample. We repeated this with new validation samples to obtain a set \(D_{\text{pair}}\) of pairs of estimated MMSE scores \(s\) and positive/negative labels \(y\). After obtaining set \(D_{\text{pair}}\), given a certain threshold \(t\) for the detection of lower MMSE scores,

---

**Algorithm 1 Training of an MMSE Score Estimator**

```plaintext
Algorithm 1: Training of an MMSE Score Estimator

```function` TRAINMMSEESTIMATOR(M, N_{\text{SMOTE}})
```
\[ \Theta = \phi \]
\[ \text{for } i = 1 \text{ to } N_{\text{SMOTE}} \text{ do} \]
\[ M_{\text{SMOTE}} \leftarrow \text{SMOTE}(M) \]
\[ \Theta \leftarrow \text{TrainLightGBM}(M_{\text{SMOTE}}) \]
\[ \Theta \leftarrow \Theta + \{\theta\} \]
\[ \text{end for} \]
\[ \text{return } \Theta \]
```

---

**Algorithm 2 MMSE Score Estimation**

```plaintext
Algorithm 2: MMSE Score Estimation

```function` ESTIMATEMMSE(x, \Theta)
```
\[ S = \phi \]
\[ \text{for each model parameter } \theta \in \Theta \text{ do} \]
\[ s \leftarrow \text{EstimateLightGBM}(x, \theta) \]
\[ S \leftarrow S + \{s\} \]
\[ \text{end for} \]
\[ \text{return } \left( \sum_{s \in S} s / |S| \right) \]
```

---

**Algorithm 3 Lower MMSE Scores Detection Model**

```plaintext
Algorithm 3: Lower MMSE Scores Detection Model

```function` DETECTMMSE(x, \Theta, D_{\text{valid}})
```
\[ \text{for each model parameter } \theta \in \Theta \text{ do} \]
\[ s_{\text{GT}} \leftarrow \text{EstimateGroundTruthMMSE(x)} \]
\[ s_{\text{pred}} \leftarrow \text{EstimateLightGBM}(x, \theta) \]
\[ \text{end for} \]
\[ \text{return } \left( \sum_{s \in S} s / |S| \right) \]
```

---

**Algorithm 4 One-Subject-Out Framework**

```plaintext
Algorithm 4: One-Subject-Out Framework

```function` ONSMOUTERMSE(x, \Theta, D_{\text{valid}})
```
\[ \text{for each model parameter } \theta \in \Theta \text{ do} \]
\[ s_{\text{GT}} \leftarrow \text{EstimateGroundTruthMMSE(x)} \]
\[ s_{\text{pred}} \leftarrow \text{EstimateLightGBM}(x, \theta) \]
\[ \text{end for} \]
\[ \text{return } \left( \sum_{s \in S} s / |S| \right) \]
```

---

**Algorithm 5 Leave-One-Subject-Out Framework**

```plaintext
Algorithm 5: Leave-One-Subject-Out Framework

```function` LONSMOUTERMSE(x, \Theta, D_{\text{valid}})
```
\[ \text{for each model parameter } \theta \in \Theta \text{ do} \]
\[ s_{\text{GT}} \leftarrow \text{EstimateGroundTruthMMSE(x)} \]
\[ s_{\text{pred}} \leftarrow \text{EstimateLightGBM}(x, \theta) \]
\[ \text{end for} \]
\[ \text{return } \left( \sum_{s \in S} s / |S| \right) \]
```

---

**Algorithm 6 Two-Stage Tuning Framework**

```plaintext
Algorithm 6: Two-Stage Tuning Framework

```function` TSTOUTERMSE(x, \Theta, D_{\text{valid}})
```
\[ \text{for each model parameter } \theta \in \Theta \text{ do} \]
\[ s_{\text{GT}} \leftarrow \text{EstimateGroundTruthMMSE(x)} \]
\[ s_{\text{pred}} \leftarrow \text{EstimateLightGBM}(x, \theta) \]
\[ \text{end for} \]
\[ \text{return } \left( \sum_{s \in S} s / |S| \right) \]
```

---

**Algorithm 7 One-Stage Tuning Framework**

```plaintext
Algorithm 7: One-Stage Tuning Framework

```function` OSTOUTERMSE(x, \Theta, D_{\text{valid}})
```
\[ \text{for each model parameter } \theta \in \Theta \text{ do} \]
\[ s_{\text{GT}} \leftarrow \text{EstimateGroundTruthMMSE(x)} \]
\[ s_{\text{pred}} \leftarrow \text{EstimateLightGBM}(x, \theta) \]
\[ \text{end for} \]
\[ \text{return } \left( \sum_{s \in S} s / |S| \right) \]
```

---

**Algorithm 8 Cross-Stage Tuning Framework**

```plaintext
Algorithm 8: Cross-Stage Tuning Framework

```function` CXTOUTERMSE(x, \Theta, D_{\text{valid}})
```
\[ \text{for each model parameter } \theta \in \Theta \text{ do} \]
\[ s_{\text{GT}} \leftarrow \text{EstimateGroundTruthMMSE(x)} \]
\[ s_{\text{pred}} \leftarrow \text{EstimateLightGBM}(x, \theta) \]
\[ \text{end for} \]
\[ \text{return } \left( \sum_{s \in S} s / |S| \right) \]
```
we could compute the numbers of true positive, false positive, true negative, and false negative samples as \( N_{TP}(D_{pair}; t) \), \( N_{FP}(D_{pair}; t) \), \( N_{TN}(D_{pair}; t) \), and \( N_{FN}(D_{pair}; t) \) via binary classification of set \( D_{pair} \) based on the threshold \( t \). We then computed an objective function \( f(D_{pair}; t) \), that is, the summation of a sensitivity, a.k.a. true positive rate, and specificity, a.k.a. true negative rate, as

\[
\begin{align*}
\text{Sen}(D_{pair}; t) &= \frac{N_{TP}(D_{pair}; t)}{N_{TP}(D_{pair}; t) + N_{FN}(D_{pair}; t)} \\
\text{Spec}(D_{pair}; t) &= \frac{N_{TN}(D_{pair}; t)}{N_{FP}(D_{pair}; t) + N_{TN}(D_{pair}; t)}
\end{align*}
\]

Finally, the optimal threshold was selected so as to maximize the objective function as

\[
t^*(D_{pair}) = \arg \max_t f(D_{pair}; t).
\]

Our optimization process can be described as a grid search, as summarized in Algorithm 3. For better efficiency, we further applied a two-stage coarse-to-fine grid search to optimize the parameter. Specifically, we first roughly tuned the threshold using a coarse search step \( \Delta t_{\text{coarse}} \) and then fine-tuned the threshold using a fine search step \( \Delta t_{\text{fine}} \), as shown in Algorithm 4. Once we obtained the optimal threshold \( t^* \), as well as the set of model parameters \( \Theta \), we could classify a test sample \( x \) as positive or negative by estimating an MMSE score and applying binary classification with the threshold \( t^* \), as summarized in Algorithm 5.

E. ETHICS DECLARATIONS

This study was approved by the Research Ethics Committee of SANKEN (The Institute of Scientific and Industrial Research), Osaka University (Osaka, Japan) under the authorization number H29-10. All experiments were performed in accordance with the appropriate guidelines and regulations. Informed consent was obtained from all subjects. For subjects whose MMSE score was under 23, the informed consent was also obtained from their next of kin/legally authorized representative.

III. EXPERIMENTS

In this section, we describe how we evaluated the proposed approach for detecting lower MMSE scores in older adults by conducting experiments based on data collected from our dual-task system.

A. EXPERIMENTAL SETUP

The experiments in this study were implemented based on data from three facilities for older adults, whose MMSE scores were provided by professional doctors. In total, data
from 883 trials were collected from 38 adults older than 65. Although we set several difficulty levels for our dual-task experience system, we only used data collected at the most difficult level to create the database. This was because performance in more difficult dual-task could more clearly distinguish subjects with low MMSE score from those with high MMSE score. This analysis is described more fully in the Discussion section.

The statistics describing our database are shown in Figure 3. Because each subject could use our dual-task system multiple times per day, we could obtain multiple trials of data from the same subject. From Figure 3, we can see that the low-MMSE-score-region has far fewer samples than the high-MMSE-score-region. This severe imbalance in the data made training difficult. To address this, we used the SMOTE data augmentation method and designed adaptive thresholds using validation data to improve the binary classification performance.

As part of the experimental protocol, we employed the leave-one-subject-out technique as mentioned above. As performance measures, we employed sensitivity, specificity, the summation of the sensitivity and specificity, and the F-measure. The sensitivity and specificity are defined as “Sen” and “Spec” in Eqs. (2) and (3). The precision (Pres) and F-measure were defined as follows:

$$\text{Pres}(D_{\text{pair}}, t) = \frac{N_{TP}(D_{\text{pair}}; t)}{N_{FP}(D_{\text{pair}}; t) + N_{TP}(D_{\text{pair}}; t)}$$

$$\text{F-measure} = \frac{2 \times \text{Sen} \times \text{Pres}}{\text{Sen} + \text{Pres}}.$$  \hspace{1cm} (6)

As for hyper-parameters, we set $N_{\text{SMOTE}} = 10$ of Algorithm 1 because the average of 10 implementations was sufficiently stable. Similarly, we set $t_{\text{max}} = 28.5$, $t_{\text{min}} = 23$, $\Delta t_{\text{course}} = 0.5$, and $\Delta t_{\text{fine}} = 0.1$ to tune the proper threshold for binary classification, as shown by the two-stage threshold tuning process in Algorithm 4.

**B. RESULTS**

In this section, we report the results of the ablation studies and sensitivity analyses in terms of five aspects: (1) four patterns of the cross-trial feature described in Tab. 2; (2) the number $N$ of continuous trials for the cross-trial feature; (3) presence and absence of threshold tuning; (4) comparison of different machine learning models; and (5) comparison of different methods for solving data imbalance. Note that bold numbers in the following tables denote the best results.

**C. COMPARISON OF FOUR PATTERNS**

Table 3 shows the result of the ablation study on different patterns of cross-trial features. In this experiment, we set the number of continuous trials at $N = 4$. Therefore, we can clearly see that pattern A outperforms the other patterns for all the criteria and for both the detection of subjects whose MMSE $\leq 23$ and the detection of subjects whose MMSE $\leq 27$. We therefore employed pattern A in the following experiments.

**D. COMPARISON OF DIFFERENT VALUES OF N**

Table 4 shows the results of the sensitivity analysis of the number $N$ of continuous trials by changing $N$ from 1 to 9. We compared the proposed method with Matsuura’s approach which used single-trial features and neural networks to predict MMSE scores [11]. The results in Tab. 4 showed that the proposed approach outperformed Matsuura’s method for every $N$ value. The summation of sensitivity and specificity reached 1.79 for the detection of older adults whose MMSE scored equal to or less than 23 when $N = 4$, and 1.75 for the detection of older adults whose MMSE scores were equal to or less than 27 when $N = 3$ (these were the best performances). Compared with the improved version of the existing method [11] ($N = 1$ in Tab. 4; applying LightGBM and SMOTE to the original method of [11]), the proposed approach achieved an improvement of 11.88% for detecting subjects whose MMSE $\leq 23$, and 8.70% for...
TABLE 3. Performances among four patterns of the cross-trial feature.

| Categories                              | Measures         | Pattern A | Pattern B | Pattern C | Pattern D |
|-----------------------------------------|------------------|-----------|-----------|-----------|-----------|
| Detection of subjects                   |                  |           |           |           |           |
| whose MMSE ≤ 23                         | Sensitivity      | 0.94      | 0.75      | 0.87      | 0.71      |
|                                         | Specificity      | 0.85      | 0.83      | 0.85      | 0.63      |
|                                         | Sensitivity+Specificity | 1.79 | 1.58      | 1.42      | 1.36      |
|                                         | F-measure        | 0.79      | 0.67      | 0.55      | 0.52      |
| Detection of subjects                   |                  |           |           |           |           |
| whose MMSE ≤ 27                         | Sensitivity      | 0.87      | 0.72      | 0.87      | 0.73      |
|                                         | Specificity      | 0.86      | 0.83      | 0.96      | 0.68      |
|                                         | Sensitivity+Specificity | 1.73 | 1.55      | 1.43      | 1.41      |
|                                         | F-measure        | 0.79      | 0.67      | 0.59      | 0.58      |

TABLE 4. Performance of the proposed method with different numbers of continuous trials.

| Categories                              | Methods          | Sensitivity | Specificity | Sensitivity+Specificity | F-measure |
|-----------------------------------------|------------------|-------------|-------------|------------------------|-----------|
| Detection of subjects                   | Matsuara’s Method [11] |             |             |                        |           |
| whose MMSE ≤ 23                         |                  | 0.98        | 0.47        | 1.45                   | 0.44      |
|                                         | Proposed         | N = 1       | 0.88        | 0.72                   | 1.60      | 0.65      |
|                                         |                  | N = 2       | 0.90        | 0.85                   | 1.75      | 0.77      |
|                                         |                  | N = 3       | 0.92        | 0.85                   | 1.77      | 0.78      |
|                                         |                  | N = 4       | 0.94        | 0.85                   | 1.79      | 0.79      |
|                                         |                  | N = 5       | 0.93        | 0.84                   | 1.77      | 0.77      |
|                                         |                  | N = 6       | 0.97        | 0.71                   | 1.68      | 0.69      |
|                                         |                  | N = 7       | 0.92        | 0.77                   | 1.69      | 0.73      |
|                                         |                  | N = 8       | 0.94        | 0.70                   | 1.64      | 0.68      |
|                                         |                  | N = 9       | 0.94        | 0.74                   | 1.68      | 0.71      |
| Detection of subjects                   | Matsuara’s Method [11] |             |             |                        |           |
| whose MMSE ≤ 27                         |                  | 0.87        | 0.56        | 1.43                   | 0.54      |
|                                         | Proposed         | N = 1       | 0.93        | 0.68                   | 1.61      | 0.70      |
|                                         |                  | N = 2       | 0.84        | 0.89                   | 1.73      | 0.80      |
|                                         |                  | N = 3       | 0.88        | 0.87                   | 1.75      | 0.80      |
|                                         |                  | N = 4       | 0.87        | 0.86                   | 1.73      | 0.79      |
|                                         |                  | N = 5       | 0.87        | 0.86                   | 1.73      | 0.78      |
|                                         |                  | N = 6       | 0.93        | 0.71                   | 1.64      | 0.71      |
|                                         |                  | N = 7       | 0.89        | 0.74                   | 1.66      | 0.73      |
|                                         |                  | N = 8       | 0.89        | 0.71                   | 1.60      | 0.68      |
|                                         |                  | N = 9       | 0.90        | 0.74                   | 1.64      | 0.71      |

FIGURE 4. Detection of subjects whose MMSE ≤ 23: ROC curves among different numbers of continuous trials. The black dotted line shows the chance level.

detecting subjects whose MMSE ≤ 27 when N = 4 and N = 3, with respect to the summation of sensitivity and specificity. This demonstrates that the cross-trial feature was effective in detecting low cognitive status. We computed the F-measure for each compared method, and found that N = 4 and N = 3 achieved the best F-measures for detecting MMSE ≤ 23 and MMSE ≤ 27, respectively. In addition, the receiver operating characteristics (ROC) curves, shown in Figs. 4 and 5, indicate that there was a trade-off between the false positive rate and the true positive rate when changing the threshold. Here, we show the ROC curves for only a subset of the continuous trials N = {3, 4, 5, 6} for better clarity.

E. COMPARISON OF PERFORMANCES WITH AND WITHOUT THRESHOLD TUNING

The results with and without threshold tuning are shown in Tab. 5. We used the pre-defined thresholds of 23 and 27 for the predicted MMSE scores in the case without threshold tuning. We found that the tuned threshold yielded better specificity, while the pre-defined threshold yielded better
sensitivity. Overall, the tuned threshold yielded better overall performance (i.e., sensitivity + specificity), and hence we can confirm that the tuned threshold achieved a better trade-off between sensitivity and specificity.

F. COMPARISON OF MACHINE LEARNING MODELS

We compared the performance observed using LightGBM with that using Long Short Term Memory (LSTM) [31] on our database, as shown in Tab. 6. Because LSTM training is time-consuming (the time cost of LSTM is about 80 times that of LightGBM), we set $N_{SMOTE} = 1$ in Algorithm 1 for both LightGBM and LSTM. Through comparison, we found that the training of LightGBM is much faster than that of LSTM. Moreover, LightGBM achieved better experimental results than LSTM. This may be because the size of the current database is too small to obtain complete learning with LSTM. Either way, the data indicate that LightGBM is more suitable for the current database.

G. COMPARISON OF METHODS FOR SOLVING THE DATA IMBALANCE PROBLEM

In this study, we first regressed the MMSE scores, and then implemented the binary classification by thresholding. The data imbalance problem occurred during the regression part of the process, i.e., the number of samples for each MMSE score was not identical (MMSE scores are integers from 0 to 30). Data re-sampling is frequently used to deal with data imbalances [26]. Among data re-sampling approaches, there are two categories: under-sampling and over-sampling methods. RUS (Random Under Sampling) is a typical under-sampling method while SMOTE, which is the approach we used, is a typical over-sampling method. Here, we compare the performances of SMOTE [26] and RUS [32]. SMOTE increases the size of the dataset to make the number of samples for each MMSE score equal to the maximum number of samples among MMSE scores [26]. In contrast, RUS deletes data randomly to make the number of samples for each MMSE score equal to the minimum number of samples among MMSE scores [32]. As a result, the number of samples obtained using SMOTE is generally about 200 times that obtained using RUS. Because the current database was small (only 38 subjects), the number of samples obtained using RUS was too insufficient to evaluate learning performance. Accordingly, the performance of RUS was far worse than that of SMOTE, as shown in Tab. 7. The performance of RUS is expected to be improved if the database is enlarged in future.

To investigate the degree to which the bias caused by the difference in the number of samples per subject or per MMSE score influenced the result, we trained a model by augmenting the training data so as to make the number of samples for each subject identical (termed “Augmentation based on subjects”). We then compared this model with our original augmentation where the number of samples for each MMSE was identical (termed “Augmentation based on MMSE”). Note that the number of samples for each MMSE could be different for “Augmentation based on subject” while the number of samples for each subject could be different for “Augmentation based on MMSE.” The comparison results are shown in Tab. 7, which indicates that SMOTE based on MMSE achieved better performance. The comparison of performance revealed that the influence of the imbalance caused by the number of samples for each subject was minor compared with that caused by the number of samples for each MMSE score. Therefore, the MMSE-imbalance problem was addressed in the first priority.

IV. DISCUSSION

In this section, we discuss (1) the explanation for why pattern A had the best performance, (2) feature importance and partial dependency of the used machine learning model LightGBM, (3) how to determine the value of $N$ according to different applications, (4) how the difficulty level of the dual-task influences locomotion and cognitive features, (5) the advantages and limitations of MMSE-based cognitive
impairment screening, and (6) peer comparison of the dual-task design.

A. SUPERIORITY OF PATTERN A

First, we discuss the results for the four patterns of cross-trial features, as shown in Tab. 3. As we have already confirmed in the previous section, pattern A, that is, the combination of maximum values of average features and maximum values of standard deviation features, achieved the best performance.

In terms of the average features, healthy people usually have faster response speeds and higher correct-answer-rates than those with lower MMSE scores. However, the values of these features could be slightly lower than usual if the subjects were influenced by some non-cognitive factors, such as a lack of familiarity with the system, emotional state, and so on. Therefore, the maximum values from several continuous trials can represent the true ability of healthy people. For people with lower MMSE scores, although their performance can vary sharply among trials, their best performance is still generally lower than that of healthy people. In other words, a subject is more likely to have cognitive impairment if he/she cannot achieve good dual-task performance when exerting the greatest amount of effort or when in the best-case situation. This explains why choosing the maximum average features can be efficient for detecting lower MMSE scores in older adults.

For standard deviation features, the gait of people with lower MMSE scores is expected to deteriorate when they focus on calculation questions, resulting in larger standard deviation values. This may occur even if they attempt the dual-task many times. Conversely, healthy people with high MMSE scores can generally step in a stable manner while engaged in computation, which leads to much smaller values of standard deviation features. By selecting the maximum values of standard deviation features (i.e., the worst ones) from multiple continuous trials, the tendencies that differ between healthy people and people with lower MMSE scores can be highlighted.

B. FEATURE IMPORTANCE AND PARTIAL DEPENDENCE

The factors that influence the performance of a specific machine learning model can be elusive. To address this issue, efforts to illustrate machine learning models have become more and more popular in recent years. Feature importance and Partial dependence plot (PDP) are two analytic criteria for illustrating the mechanisms of machine learning models [33], [34]. Feature importance shows how much a certain feature influences the performance of the machine learning model. PDP illustrates the relationship between the feature and the regression/classification target (e.g., linear or non-linear) [33], [34]. Here we use the two criteria to analyze the twelve basic features (shown in Tab. 1) used in the proposed approach.

Figure 6 shows the importance of all twelve basic features. From Fig. 6, it is apparent that the features of dual-task play a more important role in the regression of MMSE scores when compared with the features of single task. During the dual-task in the present study, the calculation speed, mean stepping speed, and standard deviation of the stepping speed were the three most important features. Next, we used PDP to illustrate how the three features influenced the predicted MMSE score. Figures 7, 8, and 9 show the PDP for the three features. The blue area in each figure shows the confidence interval. The number of grid points is 100 after interpolation. With respect to feature “CalSpd-Avg-D” shown in Fig. 7, we found that the predicted MMSE score increased when “CalSpd-Avg-D” increased from 0.63 to 1.35. This is expected because people with a lower MMSE score are likely to encounter greater difficulty during calculation. When the value of the feature exceeded 1.35, its influence on the predicted MMSE score approached 0. This demonstrated that the predicted MMSE score reached the maximum point when the value of feature “CalSpd-Avg-D” was larger than 1.35.

| Categories | Augmentation methods | Sensitivity | Specificity | Sensitivity×Specificity | F-measure |
|------------|----------------------|-------------|-------------|------------------------|-----------|
| Detection of subjects whose MMSE ≤ 23 | Augmented by RUS | 1.00 | 0.00 | 1.00 | 0.41 |
| | Augmented by SMOTIE (based on subjects) | 0.75 | 0.92 | 1.67 | 0.75 |
| | Augmented by SMOTIE (based on MMSE) | 0.94 | 0.85 | 1.79 | 0.79 |
| Detection of subjects whose MMSE ≤ 27 | Augmented by RUS | 0.97 | 0.05 | 1.02 | 0.45 |
| | Augmented by SMOTIE (based on subjects) | 0.70 | 0.93 | 1.63 | 0.74 |
| | Augmented by SMOTIE (based on MMSE) | 0.87 | 0.86 | 1.73 | 0.79 |
FIGURE 7. Partial dependence plot for feature “CalSpd-Avg-D” (Most important).

FIGURE 8. Partial dependence plot for feature “Step-Avg-D” (Second-most important).

FIGURE 9. Partial dependence plot for feature “Step-Std-D” (Third-most important).

With respect to feature “Step-Avg-D,” we found that its influence on the predicted MMSE score became zero when the value of the feature increased above 2.0. When “Step-Std-D” increased from 1.7 to 2.0, the predicted MMSE score increased in major areas and decreased in minor areas. Some of the people with cognitive impairment might have been relatively young, and thus able to engage in faster stepping. Nevertheless, for most subjects, faster stepping was related to higher MMSE scores. With respect to feature “Step-Std-D” shown in Fig. 9, the predicted MMSE score decreased as the standard deviation increased from 0.05 to 0.55. This is consistent with our claim that people with lower MMSE scores are more likely to exhibit unstable performance during multiple trials. When the value of the standard deviation exceeded 0.55, the predicted MMSE score reached the minimum value.

C. VALUE OF N FOR DIFFERENT APPLICATIONS

Here, we discuss the number of continuous trials based on the results in Tab. 4 as well as Figs. 4 and 5. These experimental results show that the value of $N$ could vary depending on different applications. For example, to maximize the sum of sensitivity and specificity, we could choose $N = 4$ and $N = 3$ to detect subjects whose MMSE score $\leq 23$ and subjects whose MMSE score $\leq 27$, respectively. However, a greater focus on sensitivity as opposed to specificity, e.g., in a system examining intelligence as a criteria for renewing driving licenses, a larger $N$ may be more suitable. We can see this point from Figs. 4 and 5, where the dark blue curves ($N = 5$) show the best specificity when the sensitivity is fixed at 0.9999 for detecting subjects whose MMSE $\leq 23$ and at 0.9625 for detecting subjects whose MMSE $\leq 27$. In some applications where the sensitivity must be higher than 0.99 for detecting subjects whose MMSE $\leq 23$, $N = 5$ is better than $N = 4$. Similarly, for applications where the sensitivity is required to be higher than 0.95 for detecting subjects whose MMSE $\leq 27$, $N = 5$ is better than $N = 3$. In summary, the optimal $N$ value varies according to the application. In other words, the $N$ parameter can be manipulated to make the proposed approach suitable for various systems.

However, larger $N$ value usually provides more information for detecting subjects with lower MMSE scores. The experimental results showed that the largest value of $N$ did not result in the best performance. This raises an interesting question: the degree to which the basic features are statistically reliable in terms of their dependency on the value of $N$. To illustrate this issue, we evaluated the statistical reliability of the features used in terms of their dependency on the number $N$ of sequential trials per input data. More specifically, we computed the intra-subject feature deviations over multiple sequential trials for the same subject and showed their transitions when $N$ was increased from 2 to 9.

Figure 10 (a) and (b) show the feature deviations for mean and std features, respectively. Note that the statistical reliability increases as the feature deviation decreases in these graphs. The results show that the statistical reliability increases as the $N$ increases in a near-monotonic fashion, which is consistent with our expectation. Moreover, it is apparent that the rate of decrease in the feature deviation is the largest when $N = 3$ or $N = 4$ in many cases, which means that the gain in statistical reliability is largest when $N = 3$ or $N = 4$. However, the number $N$ of sequential trials...
per unit of inputted data also affects the number of training samples. More specifically, if a specific subject completes $M$ trials in total, we can extract $M - N + 1$ training samples of sequential trials via sliding window-based sampling. This means that the number of training samples decreases as $N$ increases. Generally speaking, both the increase in the statistical reliability of the features by increasing $N$ and the increase in the number of training samples by decreasing $N$ contribute to the improved performance. Hence, the optimal $N$ is determined based on a trade-off between the above-mentioned two aspects. Consequently, the case of $N = 3$ or $N = 4$ yielded the best performance because these were associated with the largest gain in statistical reliability in our experiments. However, if the number $M$ of total trials per subject increased, the decreasing ratio of the number of training samples caused by the increase of $N$ would be little, making the increase in statistical reliability via increasing $N$ more favorable. We plan to continue this line of inquiry by further developing our database in future work.

**D. INFLUENCE OF DIFFICULTY LEVELS**

We considered how the difficulty level of the calculation questions in the dual-task influenced the measured locomotion and cognitive features. To demonstrate the different performance of the same feature under different difficulty levels, we show a comparison of the results from the easy to hard levels in Figure 11, taking the features Step-Std-D and CalSpd-Avg-D in Tab. 1 as examples. The figure illustrates the distributions of the two features under different ground-truths of the MMSE scores. From both graphs in Figure 11, we found that the average of the features tended to be consistently low in the region with a high MMSE score (larger than 28). Comparing the curves of the two difficulty levels, the difference in features between high MMSE score regions and low MMSE score regions was larger under the difficult level compared with the easy level. This means that the difficult level more easily highlights the differences between subjects with high MMSE scores and those with low MMSE scores. Therefore, we used the data from the most difficult level in this study.

**E. LIMITATION AND MERITS OF MMSE**

The MMSE is widely used to screen for cognitive impairment [35]. Nevertheless, clinical diagnoses of dementia or MCI should be based on multiple examinations, such as the CDRSB (Clinical Dementia Rating Sum of Boxes), MRI (Magnetic Resonance Imaging), MMSE, and so on. After a classification has been made based on MMSE scores, further clinical examinations are required prior to diagnosis. The sensitivity and specificity of the MMSE was reported to be 0.84 and 0.86 for detecting dementia, and 0.88 and 0.70 for detecting MCI [35]. Although the sensitivity and specificity of the MMSE are not high, it is still a useful tool in dementia prevention because of its convenience and low cost [36]–[38]. However, it cannot be applied to daily monitoring because it has fixed questions. The goal of the proposed dual-task-based approach was to address this limitation of the MMSE and achieve a system that enables convenient daily monitoring.

From the perspective of deep learning, which requires a large training dataset, data from clinical cases with definite diagnoses of dementia or MCI are not likely to be sufficient for training a learning model. In contrast, the collection of massive datasets of MMSE scores is relatively easy to implement. Indeed, MMSE scores should be supplemented with other measures when assessing low cognitive status. Nevertheless, the proposed system could achieve high accuracy for automatic monitoring of cognitive status because the collection of massive training datasets based on MMSE scores is relatively inexpensive.

The identification of individuals with cognitive impairment would be more accurate if MMSE scores were considered along with other examination results such as CDRSB and MRI data. Because this will require a new approach for...
data collection, we plan to address it in our future work. Specifically, we hope to refine the MMSE-based pre-trained model based on data regarding clinical diagnoses of dementia or MCI. The learning will be implemented in two steps: (1) coarse learning using massive datasets based on MMSE scores, and (2) refined learning using a small dataset based on clinical diagnoses.

F. DUAL-TASK DESIGN: A PEER COMPARISON

The design of dual-task paradigms is a popular research topic. A dual-task usually contains a motor task and a cognitive task. With respect to the cognitive task, those involving calculation, counting, and reciting are frequently used [11], [21]–[24]. With respect to the motor task, gait has been found to be highly related to cognitive impairment [18]–[20]. Besides the existing gait-based dual-task designs, Mancioppo et al. proposed two novel dual-tasks: (1) the FTAP (fore-finger tapping with cognitive task), and (2) the TTHP (toe tapping with cognitive task) [24]. They compared performance in these two new dual-tasks with MMSE scores and that in a gait-based dual-task, and found that the TTHP achieved the best performance (sensitivity + specificity = 1.84). The difference between the present paradigm and that of [24] is summarized in Tab. 8. Compared with the study by [24], the present paradigm has three major improvements:

1. The proposed system is totally automatic. Subjects can complete the examination without any staff present.
2. The cognitive questions are fixed in tasks used in many previous studies [24]. Thus, they cannot be reused frequently because the subjects may memorize the answers. In contrast, the questions in the cognitive task in the present study were created randomly. Therefore, the proposed dual-task paradigm can be implemented on a daily basis, i.e., it can be used as a daily tool to monitor cognitive status, as well as to screen for lower MMSE scores.
3. In a previous study [24], wearable sensors were used to conduct feature extraction. Although wearable sensors can facilitate high accuracy during feature analysis, they may cause discomfort for some people if their skin comes in contact with the sensors. Moreover, wearing and removing wearable sensors may be time-consuming for some subjects. Compared with [24], our proposed system is totally contactless. The subjects were required to step in place in the same location and answer some calculation questions. The total time cost of the whole process was 240s. In summary, our proposed system has fewer restrictions compared with wearable-sensor-based systems.

In addition, compared with [24] who only processed data for subjects with MMSE ≥24, the proposed system can be used to detect subjects whose MMSE score is ≤28 as well as subjects whose MMSE score is ≤24. For a similar gait-based dual-task, the proposed approach achieved a higher score (sensitivity + specificity = 1.75) than [24] when using three continuous trials. However, the experiments in [24] showed that the TTHP (not gait-based) achieved a higher score (1.84) compared with the gait-based dual-task. This may be related to the use of wearable sensors because they can be used to extract features more accurately than contact-less approaches. This evidence regarding the advantages of TTHP provides new directions for dual-task-based approaches. For instance, we may examine the use of a contact-less version of the TTHP with the proposed strategy in future research.

V. CONCLUSION

In this study, we proposed an approach for detecting subjects with lower MMSE scores. The data were collected using our dual-task experience system, which was installed in the facilities of older adults for long-term use. This system was designed to run without professional operators in attendance. Dual-task performance data could be automatically collected while the subjects performed the dual-task. In the proposed method, we designed one model to estimate MMSE scores from the collected dual-task performance data, and designed another model to detect subjects with low cognitive status based on the estimated MMSE scores. To guarantee high precision, we designed a cross-trial feature that fused all maximum features of several continuous trials. Our experimental results showed that the best performance (sum of sensitivity and specificity) reached 1.79 for detecting older adults whose MMSE scores were equal to or less than 27. To our knowledge, this study is the first to report that disturbance information of different trials is effective for the detection of lower MMSE scores in older adults, and our model achieved higher classification performance than those reported previously [11].

In our future work, we plan to extent the current research to include data from subjects who have received a diagnosis.

| Criteria                                      | Research [24] | The proposed paradigm |
|-----------------------------------------------|---------------|-----------------------|
| using wearable sensor                         | Yes           | No                    |
| Totally automatic (no need for a staff member present) | No            | Yes                   |
| Multiple types of dual-task                   | Yes           | No                    |
| Can be used for monitoring                    | No            | Yes                   |
| Best score (sensitivity+specificity) for screening MCI (MMSE≤ 28) | 1.84          | 1.75                  |
| Best score (sensitivity+specificity) for screening dementia (MMSE≤ 24) | Not conducted | 1.79                  |
| Dealing with data imbalance                   | No            | Yes                   |
| Using gait-based dual-task                    | Yes           | Yes                   |
| Best performance score (sensitivity+specificity) of gait-based dual-task for screening MCI | 1.73          | 1.75                  |
| Required walking space                        | 10 meters     | 1 meter               |
| Other feature as an input except dual-task data | Age           | None                  |
Also, we plan to compute the stepping speed using the Kinect instead of the force platform sensor because Kinect can collect more information and has fewer restrictions regarding setup. In addition, we plan to achieve miniaturization of the current system using a smartphone application.
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