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ABSTRACT

With the explosive growth of new graduates with research degrees every year, unprecedented challenges arise for early-career researchers to find a job at a suitable institution. This study aims to understand the behavior of academic job transition and hence recommend suitable institutions for PhD graduates. Specifically, we design a deep learning model to predict the career move of early-career researchers and provide suggestions. The design is built on top of scholarly/academic networks, which contains abundant information about scientific collaboration among scholars and institutions. We construct a heterogeneous scholarly network to facilitate the exploring of the behavior of career moves and the recommendation of institutions for scholars. We devise an unsupervised learning model called HAI (Heterogeneous graph Attention InfoMax) which aggregates attention mechanism and mutual information for institution recommendation. Moreover, we propose scholar attention and meta-path attention to discover the hidden relationships between several meta-paths. With these mechanisms, HAI provides ordered recommendations with explainability. We evaluate HAI upon a real-world dataset against baseline methods. Experimental results verify the effectiveness and efficiency of our approach.
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1 INTRODUCTION

Recent years have witnessed the rapid growth of academic information (i.e., big scholarly data) due to a large number of research works carried out by academia and industry [34]. Meanwhile, academic social networks are continuously expanded. It is well recognized that different types of academic social relationship have intrinsically-different effect among researchers, which form a complex force that influence the dynamics of academic social networks. From the UNESCO Science Report1, the number of full-time equivalent researchers grew by 21% from 2007 to 2013, accounting for 0.1% of the global population. Nowadays, the number of doctoral graduates is expanding every year, which results in input inflation of academic researchers. It is worse for early-career researchers that industry might be unable to absorb such numerous researchers, while academic institutions are generally adopting the Tenure-Track on recruiting researchers. With such fierce competition, doctoral graduates are facing a dilemma when choosing institutions.

However, a survey about PhD degrees in nature reveals that despite facing a love–hurt relationship, doctoral students are as committed as ever on pursuing research careers [31]. The first choice of which academic institution to join has a great impact on the future academic career of doctoral graduates, further choosing a suitable institution could contribute to future academic success. But how can the doctoral students find a research position? The

---

1https://en.unesco.org/node/252277
Nature survey [1] indicates that doctoral students are largely finding their career advice online. Just one-third credited advice from a supervisor as a reason for their career choice. With the rapid growth of social media, researchers can use such platforms like Twitter to expand their social contacts and find jobs [1]. Although some platforms such as LinkedIn aim to build a career network for job hunting, early-career researchers would like to find an academic position through friendship relationships and collaborations on Twitter.

Utilizing social media to find an academic job is time-consuming and heavily relies on manually posting, which greatly limits its widespread usage. An ideal solution is to design a method to automatically discover the hidden collaboration information, colleague information, academic research direction, etc. from academic social networks (ASNs). Nevertheless, accurately distinguishing social relationships is difficult, especially in a real-world network. In the real data, the vast majority of the patterns of career moves are hidden in the collaboration information, which is not currently revealed in most social networks.

Currently, the problem of finding an optimal academic institution for early-career researchers is not well addressed, and existing social networks are not sufficient to address the issues about finding academic institutions on a large scale.

In this work, we aim to tackle the above problem. First, we construct an undirected heterogeneous scholarly network (HSN) with various types of nodes and edges, where nodes include scholars, institutions, papers, while edges include “works-with” and “writes”. Furthermore, we design a model called HAI which works on automatically discovering collaboration information and colleague information for institution recommendation for junior scholars. We adopt attention mechanism on the meta-path neighbors connected by two meta-paths: Author-Paper-Author (APA) and Author-Institution-Author (AIA). The scholar mutual information is adopted to maximize the similarity of local features and global features. Generally, there has no label to indicate which academic institution the scholar will join in the future for a recommendation system. To address the problem of lack of labels in the real-world data, we maximize the scholar mutual information as the objective function and apply unsupervised learning to learn the information of scholars. Moreover, the experimental results show that our model performs well in terms of the AUC metric and HR metric.

The primary contributions of this work are as follows:

- We devise a novel unsupervised learning algorithm to learn low-dimension features of scholars by taking advantage of the attention mechanism and mutual information of scholars.
- We proposed an explainable recommendation model (i.e., HAI) which can recommend suitable academic institutions for early-career researchers while providing explanations.
- Extensive experiments have been conducted upon a real-world dataset. The results verify the superiority of HAI against state-of-the-art baseline methods.

The rest of this paper is organized as follows: Section 2 gives a discussion of the related works. Section 3 presents the primary preliminaries of heterogeneous graph learning and defines the problem we are dealing with. Section 4 proposes the method including scholar attention, meta-path attention, and scholar mutual information to recommend institutions for junior scholars. Section 5 shows the data analysis, experimental results, and case studies. In the end, Section 6 concludes this study and discusses the future directions.

2 RELATED WORK

Meta-path, as an important characteristic of a heterogeneous network, is regarded as a useful tool for heterogeneous network embedding [33]. Many researchers design algorithms based on meta-path and heterogeneous neighborhoods generated by random walks [2, 4, 32]. By exploring meta-paths, node-level attentions are present to learn heterogeneous relations [11, 27]. Random walks on heterogeneous structures walk slowly on meta-path, while attention on HAI runs much faster than random walks. Furthermore, neural networks are proposed to embed heterogeneous networks. Generative or discriminative adversarial networks based framework [8, 12] works on complex neural networks to learn the node distribution. Qu et al. [12] study learning curricula for node embedding in heterogeneous star networks and propose an approach based on deep reinforcement learning for this problem. Zhang et al. [38] propose a heterogeneous graph neural network model which uses two modules to aggregate feature information of sampled neighboring nodes. Wang et al. [26] represent scholars to vector for lifetime collaborator prediction.

Network embedding has shown great power in the analysis of homogenous networks [7]. HAI is different from the existing studies in heterogeneous network embedding. The previous works mainly focus on meta-path embedding or employ attention mechanism on labeled data for supervised learning, while HAI aggregates attention mechanism and mutual information on HSN for unsupervised learning.

In the early age of recommendation systems, Collaborative Filtering [16] and Matrix Factorization are two of the most widely used algorithms in the industry. Wan et al. [25] recommend citations with network representation learning by Collaborative Filtering and [23] utilize deep Matrix Factorization for Trust-Aware recommendation in social networks. Zhao et al. [39] introduce Matrix Factorization and Factorization Machine to learn similarities generated by each meta-path for the recommendation.

Nowadays, various kinds of embedding information are integrated for item recommendation [18]. Meta-path contexts [9] are leveraged for TOP K recommendation. Wang et al. [29] assume there exist some common characteristics under different meta-paths for each user or item and propose a unified embedding model. Zhao et al. [40] construct a heterogeneous co-occurrence network in a recommendation-oriented heterogeneous network. Ying et al. [35] develop a data-efficient graph convolutional network for web-scale recommender systems.

More recently, embedding information is applied to mine the relationships hidden in ASNs. In [24], academic collaboration networks are built for academic relationship mining. [13] and [30] design metrics to evaluate the academic potentials of scholars and academia units respectively. Guo et al. [5] make predictions on graduate employment with bias, but not providing suggestions for graduate employment. In [28], attractive communities are detected in ASNs and Yu et. al [36] optimize academic teams when the outlier
member is leaving. However, none of the previous works focus on helping scholars to deal with the career problem. For tackling the problem, we design a novel model HAI for academic institution recommendation.

3 PRELIMINARIES

In this section, we introduce the input to our framework. The input HSN is a kind of Heterogeneous Information Network (HIN) with various types of nodes and various types of edges and has much more complicated structural information than homogeneous networks.

3.1 Heterogeneous Graph

Definition 3.1 (Heterogeneous Graph). The input graph can be denoted as \( G = (\mathcal{V}, \mathcal{E}, \mathcal{A}, \mathcal{X}) \), where \( \mathcal{V} \) denotes a set of nodes with different types, \( \mathcal{E} \) denotes a set of edges with different types, \( \mathcal{A} \) denotes the set of adjacency matrices for each type of edge, and \( \mathcal{X} \) denotes the set of matrices of nodes features for each type of node.

Each node \( v \in \mathcal{V} \) and each edge \( e \in \mathcal{E} \) are associated with type mapping functions \( \tau(v) : \mathcal{V} \to \mathcal{T}^v \) and \( \phi(e) : \mathcal{E} \to \mathcal{T}^e \), where \( \mathcal{T}^v \) and \( \mathcal{T}^e \) represent the set of node types and edge types respectively.

The graph becomes homogeneous when \( |\mathcal{T}^v| = |\mathcal{T}^e| = 1 \), in contrast the graph is considered as heterogeneous when \( |\mathcal{T}^v| + |\mathcal{T}^e| > 1 \).

The whole nodes’ information in the graph is stored in a set of node feature matrices \( \mathcal{X} = \{X_1, X_2, \ldots, X_n\} \), where \( n = |\mathcal{T}^v| \).

3.2 Meta-Path

A remarkable difference between heterogeneous network and homogeneous network is the connection information among various types of nodes. The edge \( e = (s, d) \) connected from source node \( s \) to destination node \( d \) of a different type is denoted as \( \langle \tau(s), \phi(e), \tau(d) \rangle \), and the edge is considered as meta-relation.

Definition 3.2 (Meta-Path). Meta-path denoted as \( \rho \) is a sequence of those meta-relations, which can be defined in the form of sequence \( v_1 \xrightarrow{\phi(\epsilon_1)} v_2 \xrightarrow{\phi(\epsilon_2)} \ldots \xrightarrow{\phi(\epsilon_l)} v_{l+1} \) connected by \( l \) meta-relations.

3.3 Meta-Path Neighbors

Definition 3.3 (Meta-Path Neighbors). For a node \( v \) and meta-path \( \rho \) in heterogeneous network, the nodes which linked with node \( v \) through meta-path \( \rho \) are defined as meta-path neighbors denoted by \( \mathcal{N}^\rho_v \).

The node \( v \) itself is also included in the set of meta-path neighbors because of attention operations.

Example 3.4. As shown in Figure 1, the meta-path neighbors of \( a_1 \) through meta-path Author-Paper-Author include \( a_2, a_3, \) and \( a_4 \). Those meta-path neighbors on meta-path Author-Paper-Author are authors that \( a_1 \) has collaborated with. Similarly, the meta-path neighbors of \( a_1 \) through meta-path Author-Institution-Author contain the authors that work with the same institution of \( a_1 \), which are \( a_2, a_3 \) from Figure 1.

Figure 1: An instance of meta-path neighbors. The scholars in the area bounded by the green dotted line are Author-Paper-Author neighbors of \( a_1 \). The scholars in the area bounded by the red dotted line are Author-Institution-Author neighbors of \( a_1 \).

3.4 Problem Formulation

The proposed model HAI is denoted as function \( \mu \). Each scholar has an ordered preference list on institutions in the form of \( \text{Pre}(a) = (i_1, i_2, \ldots, i_s) \), where \( s = |\mathcal{V}^a| \). For a specific scholar \( a_i \in \mathcal{V}^a \), we generate a preference list \( \text{Pre}(a_i) = (i_1, i_2, i_3, i_4 \ldots) \) for \( a_i \) in \( \mathcal{V}^a \). Assuming the institution \( i_j \) is where the scholar \( a_i \) works with, the preference list \( \text{Pre}(a_i) \) indicates that \( a_i \) may prefer \( i_1 \) to \( i_2 \) and prefers staying in \( i_3 \) instead of moving to \( i_4 \). The problem we addressed is to recommend institutions \( I \) for the scholar \( a_i \) from the preference list \( \text{Pre}(a_i) \).

The institution recommendation problem in this research is defined as follows:

Problem 1. Given a preference list \( \text{Pre}(a) = \mu(a) \in \mathcal{V}^a \) for scholar \( a \), the target is to recommend institutions \( I \in \text{Pre}(a) \) for any \( a \in \mathcal{V}^a \).

4 DESIGN OF HAI

In this section, we propose a novel unsupervised heterogeneous graph learning model HAI for institution recommendation. From the inspiration of HAN [27], the model we proposed utilizes scholar attention to learn the attention score of meta-path neighbors and meta-path attention to learn the node embeddings from the meta-paths. Despite HAN has good performance on node classification, it could not be used for the institution recommendation because HAN is a semi-supervised learning algorithm that needs labels. Hence, we import mutual information mechanism to fill this gap.

4.1 Overall Framework

Figure 2 illustrates the overall framework of the model HAI. The black lines in the figure are second-order links connected by meta-paths. Two kinds of meta-path play a significant role in calculating scholar attentions. Figure 2(a) shows the process of scholar attention on a specific scholar based on two meta-path neighbors \( N^\rho_v \) and \( N^\rho_i \). Figure 2(b) shows the process of the meta-path attention.
which aggregates different kinds of scholar attentions. More about scholar attention, meta-path attention, and mutual information are detailed in the following sections.

4.2 Scholar Attention

Supervisors and collaborators of early-career researchers may influence their choice on which target institutions to apply for. Hence, we present the scholar attention to learn the influence by calculating the attention score through meta-path neighbors and represent the embeddings for each scholar in the HSN.

We leverage Doc2vec [10] to represent the abstracts of each scholar into feature spaces. The projection process can be formulated as follows:

\[ H_i = \sum_{k=1}^{N_i} \text{Doc2vec}(ab_k)/N_i, \]

where \( H_i \) denotes the represented feature of scholar \( i \), \( N_i \) and \( ab_k \) is the number of papers and the \( k \)th abstract of the paper that scholar \( i \) had published, respectively.

Next, we leverage the masked self-attention mechanism [20, 22] to learn the information between collaborators and colleagues. Given a scholar pair \((i, j)\) that are connected with meta-path \( \rho \), the attention score \( \alpha_{i,j} \) can learn how relevant is the scholar \( j \) to the scholar \( i \) on the network. Notice that \( \alpha_{i,j} \neq \alpha_{j,i} \) because they have different orders when calculating attention scores with masked attention. The attention score of scholar pair \((i, j)\) on meta-path \( \rho \) can be formulated as follows:

\[ \epsilon^\rho_{i,j} = \text{att}_{\text{scholar}}(WH_i, WH_j, \rho), \]

where \( \text{att}_{\text{scholar}} \) denotes the shared attentional mechanism on the deep neural network which performs the scholar attention through meta-path \( \rho \), and the weight matrix \( W \in \mathbb{R}^{D \times D} \) is a shared linear transformation which is applied to every node on meta-path \( \rho \).

We only calculate the attention score on the meta-path neighbors, so there comes the masked attention. The masked attention will mask other nodes and only operate on each scholar \( j \in N_i^\rho \), where \( N_i^\rho \) denotes the meta-path neighbors of scholar \( i \). In this study, \( j \) will be the second-order neighbor of \( i \) on meta-path APA or ALA. To make weight coefficients more clear to compare different scholars, we normalize them by using an activate function softmax:

\[ \alpha^\rho_{i,j} = \text{softmax}(\epsilon^\rho_{i,j}), \]

which can be expanded as:

\[ \alpha^\rho_{i,j} = \frac{\exp(\sigma(a^TWH_i||WH_j))}{\sum_{k \in N_i^\rho} \exp(\sigma(a^TWH_i||WH_j))}, \]

where \( \alpha^\rho_{i,j} \) denotes the scholar attention weight coefficient, \( \sigma \) is the active function such as LeakyReLU, \( a^T \) and \( || \) is the transpose operation and the concatenation operation on matrix. The Figure 2 (a) shows the process of scholar attention.

Corresponding the scholar attention weight coefficients, we can obtain the aggregated scholar features of \( a_i \) by the operation formulated as follows:

\[ z^\rho_i = \sigma \left( \sum_{j \in N_i^\rho} \alpha^\rho_{i,j} WH_j \right), \]

where \( z^\rho_i \) is the embedding of scholar \( a_i \) on meta-path \( \rho \). To learn more stable embeddings on the heterogeneous network, we have found expanding Equation 5 to multi-head will benefit attention process a lot. Embedding features of each head that are concatenated results in the final scholar attention feature representation formulated as follows:

\[ z^\rho_i = \sigma \left( \sum_{k=1}^{K} \alpha^\rho_{i,j} Wh^k H_j \right). \]

Here, \( \alpha^\rho_{i,j} \) represents the \( k \)th-head scholar attention weight coefficient on meta-path \( \rho \), and \( Wh^k \) is the \( k \)th weight matrix. We denote \( Z_{\rho_i} \) as the feature representation on the \( i \)th meta-path.

4.3 Meta-Path Attention

For a specific scholar, we aggregate scholar attention weight coefficients from different meta-paths to one representation space. The meta-path attention will learn the weights of different types of meta-paths, which does not have the same influence on scholar representations. In the constructed heterogeneous network, we denote the meta-path APA and ALA as \( \rho_D \) and \( \rho_T \), respectively. Every scholar in the heterogeneous network has two types of semantic information, which significantly differs from that of the homogeneous network. Making full use of the heterogeneity of the network, the meta-path attention automatically learns the weights of different meta-path and aggregates the weights to representation space for the institution recommendation. To learn the different influence
of meta-path $APA$ and $AILA$ on each scholar, we deploy the final nonlinear transformation layer to measure the influence which can be formulated as follows:

$$
\omega_{\rho_j} = \sigma \left( \frac{1}{|\mathcal{V}|} \sum_{i \in \mathcal{V}} q^T \tanh(Wz_i^\rho + b) \right),
$$

(7)

where $b$ is the bias vector, $q$ is a scholar attention vector, and $z_i^\rho$ represents the feature representation of scholar $i$ on the $i$th meta-path $\rho_i$. The higher $\omega_{\rho_j}$ is, the more important meta-path $\rho_i$ is for scholars on the institution recommendation task. We finally get the embeddings of each scholar by aggregating $\omega_{\rho_j}$ and scholar attention feature $Z_{\rho_i}$:

$$
Z = \sum_{i=1}^{|\mathcal{P}|} \omega_{\rho_i}Z_{\rho_i}.
$$

(8)

### 4.4 Scholar Mutual Information

In the institution recommendation task, we do not have any labels about where the scholar will move to. Therefore, we propose a novel unsupervised framework to tackle this problem by importing Deep InfoMax [6, 21] into heterogeneous networks. The original Deep InfoMax algorithm learns the representation for the downstream task by maximizing the mutual information between the input and the output of encoder, while our approach learns the representation for the recommendation by maximizing the mutual information between local features and global features. We set the scholar embedding $Z$ to be the local features and obtain the global features $s$ by a readout function, which can be formulated as follows:

$$
\mathcal{R}(Z) = \frac{1}{|\mathcal{V}|} \sum_{i=1}^{|\mathcal{V}|} z_i.
$$

(9)

Next, some negative samples are provided by constructing a fake heterogeneous network from the original one. Shuffling the nodes in each type of node, a corrupted function $C$ is constructed. Subsequently, we get a fake heterogeneous network $\tilde{G} = C(\mathcal{G}) = (\tilde{\mathcal{V}}, \tilde{\mathcal{E}}, \tilde{\mathcal{A}}, \tilde{\mathcal{X}})$. A discriminator is deployed to classify the negative samples, which is a linear binary classification formulated as follows:

$$
\mathcal{D}(z_i, s) = \sigma(x^T Ws).
$$

(10)

Following the intuitions from Deep infomax, we use a noise-contrastive type objective with a standard binary cross-entropy (BCE) between positive samples and negative samples as the objective function:

$$
\mathcal{L} = \frac{1}{N + M} \left( \sum_{i=1}^N \mathbb{E}_{(X,A)} \left[ \log \mathcal{D}(z_i, s) \right] + \sum_{i=1}^M \mathbb{E}_{(X,A)} \left[ \log (1 - \mathcal{D}(\tilde{z}_i, \tilde{s})) \right] \right).
$$

(11)

This approach effectively maximizes the mutual information between local features and global features by the Adam optimizer.

### 4.5 Model Analysis

The analysis of the model HAI are described as follows:

- HAI handles various types of nodes and edges, which can be trained on the heterogeneous network without labels.
- The overall algorithmic complexity of HAI is $O(V C_{att})$, where $V$ is the number of nodes, and $C_{att}$ represents the cost of attention operation on the node pairs of meta-path neighbors. $C_{att} = O(K N F)$ where $K$ is the number of attention heads, $N$ is the number of meta-path neighbors, and $F$ is the number of input features. The low cost of computation makes HAL, which is linear to the number of nodes, efficiently capture the information from meta-path by maximizing mutual information and make decisions for the downstream institution recommendation task.
- A general challenge of heterogeneous network embedding is the low interpretability (“black box problem”), while the model we proposed has good explainability using the attention mechanism. For a certain scholar in the HSN, HAI can automatically discover the relationships between collaborators and colleagues by calculating the attention score on the list of meta-path neighbors. Meanwhile, which scholar or meta-path is more related to the task can be discovered to explain the results of our model.
Table 1 shows the analysis of HSN, which has 6,655 nodes totally. The nodes consist of 2563 scholars, 3992 papers, and 100 institutions. Additionally, it contains 2563 edges connected with scholars and institutions and 4276 edges connected with scholars and papers. To evaluate the effectiveness of our model, we extract the institution from where scholars firstly employed during 2015 to 2020 as the testing set. We utilize the meta-path APA and AIA to perform the experiment.

5.2 Experimental Settings
5.2.1 Baselines. We evaluate HAI on the institution recommendation task against three state-of-the-art unsupervised heterogeneous network learning models HeGAN [8], GTN [37], HDGI-C [14]; two classical unsupervised heterogeneous network learning models MetaPath2Vec [2], HIN2Vec [4]; one classical recommendation algorithm Collaborative Filtering [15]; and one representation learning model Doc2Vec [10].

- **Collaborative Filtering** [15] is a classical widely deployed recommendation algorithm in the industry.
- **Doc2Vec** [10] is a model that represents arbitrary documents to a specific feature space.
- **MetaPath2Vec** [2] is a model for heterogeneous graph embedding, which generates meta-path based on random walks and embeds nodes through the skip-gram algorithm.
- **HIN2Vec** [4] is a neural network based model for heterogeneous network representation learning, which utilizes random walk and negative sampling to generate meta-path and represent nodes and meta-paths through neural networks.
- **HeGAN** [8] is a deep model into adversarial learning on heterogeneous information networks, which is inspired by generative adversarial networks.
- **GTN** [37] is a neural network based model for heterogeneous network, which automatically select the best meta-path.
- **HDGI-C** [14] is a model that aggregates mutual information and Graph Convolutional Networks (GCN).

5.2.2 Evaluation Metric. To quantitatively evaluate the performance of our model on the institution recommendation, we consider two widely used performance metrics in the recommendation system: AUC and Hit Ratio (HR). The metric AUC is one of the popular metrics used in the industry, which stands for “Area Under The ROC Curve”. The ROC curve [3] is plotted with TPR (true positive rate) against the FPR (true positive rate). ROC is a probability curve and AUC represents the degree or measure of separability. It indicates how well the model is able to distinguish between separability: the higher the AUC is, the better the model performs at recommendation. The metric HR [17] is defined in Equation 12:

\[
HR = \frac{\#hits}{\#scholars}.
\]

where #hits is the number of scholars whose ground-truth institution appears in the top \(K\) institutions of preference list \(Pre\) we recommend. In our experiment, we truncate the ranked list at \(K \in [5\%, 6\%, 7\%, 8\%, 9\%, 10\%]\). We utilize the percentage of the rank list due to the difference in the length of preference list in the different models.

5.3 Results and Analysis

| Table 2: AUC Comparisons of Different Methods under Different Dimensions and Execution Time |
|---------------------------------------------------------------|
| Models      | D64  | D128 | D256 | D512 | Time    |
|--------------|------|------|------|------|---------|
| Doc2Vec      | 0.6209 | 0.6309 | 0.6378 | 0.6412 | 3.16m   |
| MetaPath2Vec | 0.6915 | 0.7466 | 0.7601 | 0.7701 | 19.26m  |
| HIN2Vec      | 0.6440 | 0.7377 | 0.7513 | 0.6906 | 23.34m  |
| HeGAN        | 0.6674 | 0.6677 | 0.6769 | 0.7062 | 40.2m   |
| GTN          | 0.7353 | 0.7581 | 0.7672 | 0.7880 | 53.46m  |
| HDGI-C       | 0.7186 | 0.7212 | 0.7283 | 0.7122 | 20.30m  |
| HAI          | 0.7352 | 0.8442 | 0.8798 | 0.8973 | 13.2m   |

Table 2 shows the AUC of different methods on the different feature space dimension \(D\) and the average running time of training. The collaborative filtering with AUC 0.7887 outperforms other baselines even though it is not a representation learning method, which shows that collaborative information on the ASN deeply influences the behavior of career moves. Experiment shows that the change in dimensionality has little effect on the performance of Doc2Vec, and Doc2Vec shows weak performance on the institution recommendation task, which indicates that a single abstract feature of scholars without structural information has no positive effect on the results. MetaPath2Vec and HIN2Vec are random walk based models for embedding heterogeneous graph, which show good performances on recommendation but consuming too much time.

Figure 3: The Hit Ratio at top \(K\) of different embedding dimensions.
These two random walk based models randomly generate millions of meta-paths on our heterogeneous scholarly graph, costing too much time for walking on each node. The generative adversarial based model HeGAN shows a good performance, but shows instability while training. GTN with mutual information performs second only to our model, while performance improves slowly as the dimension rises. Our model outperforms other baselines on most conditions, and the AUC score close to 0.9 indicates that the ground-truth institution is ranked on the top.

Figure 3 shows the HR of different dimensions. Only semantic information based model Doc2Vec and only structure information based model MetaPath2Vec both get a poor performance at HR, while our model that aggregates semantic information and structure information outperforms other baselines. Models that utilize the semantic information of the scholar’s abstract have significantly higher Hit Ratio values than models that only utilize structural information. The MetaPath2Vec performs good at AUC but average at HR indicates that the model ranks most ground-truth institutions between 20 and 30 percent of the preference list but not ranks the ground-truth institutions high enough to hit top 𝐾. Although the GTN with mutual information performs similar to our model at 64 feature dimensions, the transformer of GTN consumes lots of time to transform the network while our model only needs about ten iterations to produce good results in a few minutes. Overall, we recommend using our model to represent scholars into 128-dimensional feature space for institution recommendation to achieve a balance between performance and time-consuming.

5.4 Case Study

Figure 4: The figure illustrates a case study on how the attention mechanism carries on the meta-path neighbors. The black solid lines represent the edge in the network. The dotted lines indicate the hidden research topic relationships in the network. The red arrows indicate the attention scores and the thickness of the arrow indicates the value of the score. The red arrow with a dashed boundary indicates the career move.

5.4.1 Attention Behavior. With the case study, we find that even without collaboration information, HAI still can recommend for early-career researchers institutions by research topic. Figure 4 illustrates the true case of our model recommending institution to the early-career researcher Sam Staton. Sam Staton and other scholars are on the list of APA meta-path neighbors, where attention is carried on. We can see that the scholar attention score from Sam Staton to Dimitri Kartsaklis is significantly higher than others, at the same time Dimitri Kartsaklis is ranked on the top of preference list by our model. Thus, our model recommends Sam Staton to move to the institution Dimitri Kartsaklis works with. Sam Staton moved from University of Cambridge to University of Oxford in March 2015, which matched our recommendation result. Even Sam Staton had not collaborated with Dimitri Kartsaklis, the meta-path in scholarly network reveal the similarity between them. And the papers they had published embedded to the node features reveal that they have the same research interest "Quantum Computing Languages (QCL)."

5.4.2 Recommendation Influence. To quantitatively demonstrate the effectiveness of our recommendations, we analyze the average publication numbers and average citation numbers of Hit scholars and Non-Hit scholars between 2015 and 2020. The scholars are from 100 famous institutions over the world and have similar academic abilities. We consider those scholars that joined the institution in the Top 𝐾 of preference list our model recommended as Hit scholars. Similarly, we consider those who did not join the institution in the Top 𝐾 of preference list as Non-Hit scholars. Figure 5 shows that the average numbers of citations are significantly greater for Hit scholars than Non-Hit scholars with a small difference in the average numbers of publications. As the institutions that Hit scholars joined getting ranked further down the preference list, the average numbers of citations get lower and lower. The above results show that Hit scholars have higher average citations than Non-Hit scholars, which means our recommendations are meaningful for early-career scholars.

Figure 5: The bar graph illustrates the average publication numbers of Hit scholars and Non-Hit scholars between 2015 and 2020. The line graph illustrates the average citation numbers of Hit scholars and Non-Hit scholars between 2015 and 2020.
6 CONCLUSION

In this work, we found that nearly half of the junior scholars had changed academic institutions between 2010 and 2015, with 74% moved to their collaborator’s institution. Based on these findings, we have designed a novel unsupervised learning algorithm HAI for institution recommendation. We applied an attention mechanism to calculate the scholar attention scores on the meta-path neighbors, and we further integrated the abstract representation embedded by Doc2Vec and semantic information of meta-path to represent local features and global features of scholars. Finally, we proposed a mutual information based approach to aggregate these features. Experimental results on the ASN demonstrated the effectiveness and efficiency of our approach. Based on the findings presented in this paper, it is possible to explore the motivation of senior scholars’ career moves, as well as learning scholar information on the dynamic scholarly network in the future.
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