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The Aharonov-Bohm (AB) effect is an important discovery of quantum theory. It serves as a surprising quantum phenomenon in which an electrically charged particle can be affected by an electromagnetic potential, despite being confined to a region in which both the magnetic field and electric field are zero. This fact gives the electromagnetic potentials greater significance in quantum physics than in classical physics. The original AB effect belongs to an “electromagnetic type”. A certain vector potential is crucial for building a certain type of AB effect. In this work, we focus on the “spin”, which is an intrinsic property of microscopic particles that has been widely accepted nowadays. First, we propose the hypothesis of spin vector potential by considering a particle with a spin operator. Second, to verify the existence of such a spin vector potential, we present a gedanken double-slit interference experiment (i.e., the spin AB effect), which is possible to be observed in the lab. Third, we apply the spin vector potential to naturally explain why there were the Dzyaloshinsky-Moriya-type interaction and the dipole-dipole interaction between spins, and also predict a new type of spin-orbital interaction.

Introduction.—The concept of spin is an ancient subject. The famous Stern-Gerlach experiment, together with other experiments referring to the magnetic moment, have exhibited the quantization phenomena without satisfactory interpretation [1], until Uhlenbeck and Goudsmit proposed the hypothesis of electronic spin [2, 3]. Thereafter, this gradually orthodox concept has attracted much attention in quantum community. For instances, Pauli introduced it into a nonrelativistic field equation [4], and Dirac proved the electronic spin as a corollary of the relativistic quantum theory for electron [5]. Recently, the spin has been not only an indispensable chapter in all textbooks of quantum mechanics, but also a newfound degree of freedom, which motivates scientists to extend some electromagnetic conceptions to the category of it, e.g., the spintronics [6, 7], the spin Hall effect [8, 9], and the spin Seebeck effect [10].

Meanwhile, the original (i.e., the electromagnetic-type) AB effect showcases the influences of an electromagnetic potential on charged particles unaffected by the corresponding electromagnetic field [11], which produces the so-called AB phase holding geometric significance [12]. In analogy with the complex numbers in quantum realm [13–15], the AB effect emphasizes the indispensability of potentials therein, instead of working as a convenient mathematical tool. Now that an electromagnetic potential acts as a pivot in the electromagnetic AB effect, if one replaces it with other potentials, the primary AB effect may be realized in other areas. Very recently, a type of gravitational AB effect has been observed experimentally [16], which motivates us to explore the spin-type AB effect in the spin area.

From the perspectives of quantum theory, the electron is a very interesting matter. In the history of quantum mechanics, there have been several important hypotheses with respect to the electron, and surprisingly all of them have been either confirmed by the ingenious experiments, or reformulated by quantum theories with a firm foundation. For instances, (i) de Broglie boldly postulated that an electron (and other matters) with momentum $p$ should exhibit the wave properties and its wavelength equals to $\lambda = h/p$, with $h$ being Planck’s constant [17, 18]. Later on, Davisson and Germer experimentally confirmed de Broglie’s hypothesis on the wave-particle duality of an electron [19]; (ii) as mentioned above, Uhlenbeck and Goudsmit boldly postulated that an electron should have a spin in order to account for the splitting of some optical lines seen in atomic spectra. Later on Dirac confirmed this hypothesis by formulating a relativistic Hamiltonian for a free electron, since the total angular momentum of an electron should be a conservation quantity, thus there must be an intrinsic spin-1/2 operator attached to the orbital angular momentum operator.

The purpose of this work is to advance the study of the potential theory as well as the AB effect. The organization of the work is as follows: First, we present the hypothesis of spin vector potential by considering a particle with a spin operator. A derivation for such a spin vector potential is also provided from the physical insight. We then exactly solve the eigen-problem for the corresponding spin AB Hamiltonian system, i.e., an electron moving in the $xyz$-space in the presence of the spin vector potential. Second, in order to verify the existence of such a spin vector potential, we present a gedanken double-slit interference experiment (i.e., the spin AB effect). Third, we discuss some applications of the spin vector potential. We use it to naturally explain why there were the Dzyaloshinsky-Moriya-type interaction and the dipole-dipole interaction between spins in the literatures, and also predict some new types of spin interactions.
Spin Vector Potential.—Let us consider a particle with a spin \( \vec{S} \) and a charge \( q \), then we present a hypothesis that the spin could induce a spin vector potential as

\[
\vec{A} = \frac{c}{q} \vec{r} \times \frac{\vec{S}}{r^2},
\]

where \( c \) is the speed of light in vacuum. In the following, based on the angular momentum operator, we would provide an alternative derivation from physical insight.

Let us denote \( \vec{\ell} = \vec{r} \times \vec{p} \) as the orbital angular momentum operator, then the total angular momentum operator of the particle is given by \( \vec{J} = \vec{\ell} + \vec{S} \), which can be recast to the form \( \vec{J} = \vec{\ell} + \vec{S} \), as the canonical momentum, then \( \vec{\ell} = \hat{\ell} \) and \( \vec{S} = \hat{\ell} \cdot \vec{S} \). Thus, when one views \( \vec{\ell} = \vec{r} \times (\vec{p} - (q/c) \vec{A}) \) as the orbital angular momentum, then \( \vec{A} \) is accordingly a kind of spin vector potentials. Here \( S \) is one of the components of \( \vec{S} \) expanded in the spherical coordinates, \( \hat{e}_r = \hat{r}/r \), and \( r = |\vec{r}| \). In this work, for simplicity we just take this particle as a usual electron, then \( q = -e \), with \( -e \) being the electric charge of an electron. In this case, the spin operator reads \( \vec{S} = (\hbar/2) \hat{\sigma} \), with \( \hat{\sigma} = (\hat{\sigma}_x, \hat{\sigma}_y, \hat{\sigma}_z) \) being the vector of Pauli matrices and \( \hbar = h/2\pi \). In other words, the spin vector potential \( \vec{A} \) is induced by the spin of an electron. For the detail proof, one may refer to Supplemental Material (SM) [20]. In the SM, by using the similar approach we have also naturally derived the well-known vector potential of Wu-Yang monopole [21].

The Hamiltonian System.—We now consider a particle with mass \( M \) and charge \( Q = g(-e), g \in \mathbb{Z} \) (when \( g = 1 \), the particle is the usual electron). When the particle moves in the \( xyz \)-space in the presence of the “spin” vector potential, the corresponding Hamiltonian of the particle is given by

\[
H_S = \frac{1}{2M} \left( \vec{p} - \frac{Q}{c} \vec{A} \right)^2 = \frac{1}{2M} \left( \vec{p} - \vec{A} \right)^2,
\]

with

\[
\vec{A} = g \frac{\vec{r} \times \vec{S}}{r^2},
\]

which does not depend on charge \( e \) and satisfies \( \nabla \cdot \vec{A} = 0 \).

The eigen-problem is given by

\[
H_S \Psi_S(\vec{r}) = E \Psi_S(\vec{r}).
\]

Actually, the spin AB Hamiltonian system can be exactly solved in the common set \( \{H, \vec{p}, \vec{\ell}, \vec{S}\} \) [20]. One finds that the energy spectrum is continuous \( (E \geq 0) \), and the wavefunction reads

\[
\Psi_S(\vec{r}) = R(r) \Phi_{lm}(\theta, \phi),
\]

where the radial wavefunction is given by the Bessel function as \( R(r) = (1/\sqrt{r}) J_l(\sqrt{r} R) \), and the angular wavefunctions are

\[
\Phi_{lm}^A(\theta, \phi) = \frac{1}{\sqrt{2l+1}} \left[ \sqrt{l + m + 1} Y_{lm}(\theta, \phi) \right],
\]

\[
\Phi_{lm}^B(\theta, \phi) = \frac{1}{\sqrt{2l+1}} \left[ \sqrt{l - m} Y_{lm}(\theta, \phi) \right],
\]

for \( K = l/2 \) or \(-(l+1)/2 (l \neq 0) \), respectively. Here \( K\hbar^2 \) is the eigenvalue of \( \vec{\ell} \cdot \vec{S} \), \( \epsilon = 2ME/\hbar^2 \), \( \nu = \sqrt{1 + 4\kappa/2} \),

FIG. 1. Two types of AB effects: (1) The magnetic AB effect. An electron is split into two parts at point \( b_1 \), then moves to the opposite point \( b_2 \) around a solenoid, where the external magnetic field \( \vec{B} \) is confined; however the two split electrons are still affected by the magnetic vector potential \( A_B \) induced via \( \vec{B} \) outside the solenoid. (2) The spin AB effect. Analogously, an electron is split at point \( b_1 \), then moves to the opposite point \( b_2 \) around another electron placed at point \( a \) with a spin \( \vec{S} \). Note that the electric field excited by the “source” electron is restricted inside the pink spherical district, consequently the electrons moving outside the pink area are influenced by the spin vector potential induced via the electronic spin \( \vec{S} \) merely.
and 

\[ \kappa = l(l+1) + 2gK + g^2/2 \geq 0, \]

and \( Y_{lm}(\theta, \phi) \) is the spherical harmonics, with quantum numbers \( l = 0, 1, 2, \cdots \), and \( m = 0, \pm 1, \pm 2, \cdots, \pm l \).

**Spin AB Effect.**—Due to the spin vector potential, we now propose a new physical effect: the spin AB effect. In Fig. 1, we have made a sketch on the original magnetic AB effect and the new proposed spin AB effect. For the former, the magnetic field \( \vec{B} \) is confined inside a solenoid with radius \( r_0 \), whose corresponding magnetic vector potential is given by [22]

\[
\vec{A}_M = \begin{cases} \frac{B\sqrt{x^2 + y^2}}{2} \hat{\phi}, & (\rho < r_0) \\ \frac{B\sqrt{x^2 + y^2}}{2\pi} \hat{\phi}, & (\rho > r_0) \end{cases}
\]

where \( \vec{B} = B\hat{z} \) is the magnetic field, \( \Phi_M = B\pi r_0^2 \) is the magnetic flux, \( \rho = \sqrt{x^2 + y^2} \), and \( \hat{\phi} = (-\sin \phi, \cos \phi, 0) \). Accordingly, the magnetic Aharonov-Bohm Hamiltonian is given by

\[
H_M = \frac{1}{2M} \left( \vec{p} + \frac{e}{\hbar} \vec{A}_M \right)^2. \tag{7}
\]

For the latter, we have used the spin \( \vec{S} \) to replace the solenoid. Accordingly, the spin vector potential and the spin Aharonov-Bohm Hamiltonian are given in Eq. (1) and Eq. (2), respectively.

To demonstrate the AB effect, one usually adopts a gedanken double-slit experiment. In Fig. 2, a solenoid (or a spin) is placed behind the double-slit plate, which contributes a magnetic (or a spin) vector potential. Electrons are emitted from the electron source \( O \), which travel to the point \( D \) on the screen along two different paths 1 and 2. Under the influence of the magnetic (or the spin) vector potential, one will observe the interference patterns produced on the screen. The interference patterns with vector potentials are generally different from that of without a vector potential. In such a way, one demonstrates the AB effect.

Now we come to calculate the interference patterns. We shall make a unified treatment for both the magnetic and the spin AB effects. For the magnetic AB Hamiltonian, the eigen-equation reads

\[
H_M \Psi_M(\vec{r}) = E_M \Psi_M(\vec{r}),
\]

where \( E_M \) is the energy, and \( \Psi_M(\vec{r}) \) is the eigenfunction. The exact solution reads

\[
\Psi_M(\vec{r}) = N \xi_0(\vec{r}) \xi(\vec{r}),
\]

\[
\xi(\vec{r}) = c_1 e^{i\vec{k} \cdot \vec{r}} + c_2 e^{-i\vec{k} \cdot \vec{r}},
\]

\[
\xi_0(\vec{r}) = e^{-i\Phi_M \arctan(\frac{\chi}{\delta})}, \tag{8}
\]

where \( N \) is the normalized constant, \( c_1, c_2 \) are some complex numbers, \( k = |\vec{k}| \), and \( \xi_0(\vec{r}) \) is just the eigenfunction of a free electron with the Hamiltonian equals to \( \vec{p}^2/2M \).

To connect the result (8) with the observable double-slit interference experiment, we recast the wavefunction to the following integral form

\[
\Psi_M(\vec{r}) = N e^{i\xi(\vec{r})} F_s(\vec{r}) \cdot d\vec{r}, \tag{9}
\]

\[
F_s(\vec{r}) = \sum_{m=0}^{l} c_m Y_{lm}(\theta, \phi).
\]

For simplicity, let \( c_1 = 1, c_2 = 0 \), then we have \( F = i\vec{k} - (ie/\hbar c) \vec{A}_M \).

Let us focus on Fig. 2. The electron is initially at point \( O \) and finally at point \( D \), there are two different paths \( L_1, L_2 \) between them. Therefore, when the electron arrives at the screen, it is in the following superposition state

\[
\Psi(\vec{r}) = \Psi_{L_1}(\vec{r}) + \Psi_{L_2}(\vec{r}) = \mathcal{N} \left( e^{i\xi_{L_1}(\vec{r})} F_{L_1}(\vec{r}) \cdot d\vec{r} + e^{i\xi_{L_2}(\vec{r})} F_{L_2}(\vec{r}) \cdot d\vec{r} \right). \tag{11}
\]

Then the probability of finding the electron at the point \( D \) is given by [20]

\[
P_M = |\Psi(\vec{r})|^2 = \mathcal{N}^2 \left[ 1 + e^{-\frac{2}{\hbar} \int \vec{A}_M \cdot d\vec{l}} \right] \left[ 1 + e^{-\frac{2}{\hbar} \int \vec{A}_M \cdot d\vec{l}} \right], \tag{12}
\]

with

\[
\delta_1 = \frac{1}{\hbar} \int \vec{k} \cdot d\vec{l}, \quad \delta_2 = -\frac{e}{\hbar c} \int \vec{A}_M \cdot d\vec{l} = -\frac{e\Phi_M}{\hbar c}.
\]

In the “ordinary” double-slit experiment, i.e., there is no any vector potential, it is just the phase \( \delta_1 \) that causes the interference fringes, i.e., \( P_0 = 2N^2 |1 + \cos(\delta_1)| \). In the magnetic AB effect, the interference fringes are shifted by an additional phase \( \delta_2 \), which has been observed and confirmed in experiments [23, 24].

Similarly, for the spin AB wavefunction (5), one has

\[
\Psi_S(\vec{r}) = \begin{bmatrix} c_1 \chi_1(\vec{r}) \\ c_2 \chi_2(\vec{r}) \end{bmatrix} = \mathcal{N} \begin{bmatrix} c_1 e^{i\xi_{L_1}(\vec{r})} F_{L_1}(\vec{r}) \cdot d\vec{r} \\ c_2 e^{i\xi_{L_2}(\vec{r})} F_{L_2}(\vec{r}) \cdot d\vec{r} \end{bmatrix}, \tag{13}
\]
where $\chi_1(\vec{r})$ and $\chi_2(\vec{r})$ are the normalized wavefunctions, $|c_1|^2 + |c_2|^2 = 1$, and the vectors $\vec{F}_i = \left(\vec{\nabla}\chi_i(\vec{r})\right) / \chi_i(\vec{r})$, $(i = 1, 2)$. By moving along two different paths, the electron is in a superposition state $\Psi(\vec{r}) = \Psi_1^0(\vec{r}) + \Psi_2^0(\vec{r})$, and the probability of finding the electron at the point $D$ on the screen as

$$P_D = N^2 \left\{ |c_1|^2 e^{2 \int_{\vec{r}}^{\vec{r}'}} \text{Re} \vec{F}_1 \cdot d\vec{r}' + e^{\phi} \int_{\vec{r}}^{\vec{r}' \prime} \text{Im} \vec{F}_1 \cdot d\vec{r}' \right\}^2$$

where $\text{Re}\vec{F}$ and $\text{Im}\vec{F}$ are the real part and the imaginary part of $\vec{F} = \text{Re}\vec{F} + i \text{Im}\vec{F}$, respectively.

In SM [20], we have performed the numerical simulations to show that the interference patterns of the spin AB effect are indeed different from that of the ordinary double-slit experiment. Since $P_D \neq P_O$, it is very possible to observe such a spin AB effect by performing the double-slit experiment, thus confirming the existence of the spin vector potential.

**Application.**—Here we discuss a physical application of the spin vector potential. We find that it can be used to naturally explain the origin of the Dzyaloshinsky-Moriya (DM) interaction [25, 26], the dipole-dipole interaction, and the tensor force operator [27]. The Hamiltonian $H_S$ in Eq. (2) is written in a non-relativistic version. If we consider the Hamiltonian in its relativistic version, we find that some important types of spin interactions emerge naturally. Explicitly, let us consider a Dirac particle (marked ‘2’) with charge $-e$ and mass $M$, which moves under the spin vector potential induced by the spin $\vec{S}_1 = \hbar g / 2$ of an electron (marked ‘1’) with charge $-e$. Namely, $\vec{A} = g(-\vec{r} \times \vec{S}_1) / r^2$, where $\vec{r}$ depicts the distance vector between the Dirac particle and the electron. Then the Dirac Hamiltonian reads (c = 1)

$$\mathcal{H}_{\text{Dirac}} = \vec{\sigma}_2 \cdot (\vec{p} - \vec{A}) + \beta M,$$  

where $\vec{\sigma}_2 = \sigma_2 \otimes 1$, $\beta = \sigma_3 \otimes \mathbb{I}$ are the Dirac matrices, and $\mathbb{I}$ is the 2 x 2 identity matrix.

In SM [20], we have expanded the Dirac Hamiltonian $\mathcal{H}_{\text{Dirac}}$ and its square operator $\mathcal{H}_{\text{Dirac}}^2$, and we find that, besides the well-known spin-spin exchange interaction (i.e., the Heisenberg exchange interaction) $\vec{\sigma}_1 \cdot \vec{\sigma}_2$ and the spin-orbital interaction $\vec{\sigma}_1 \cdot \vec{L}$, there are additionally the DM-type interaction, the dipole-dipole interaction, and further a new-type of generalized spin-orbital interaction $\vec{F}$. (\vec{\sigma}_1 \times \vec{\sigma}_2).$ These spin interactions are listed in Table I.

It is worth mentioning the DM interaction, which is a significant interaction in condensed matter physics.

**Table I.** The types of spin interactions involving in the Dirac Hamiltonian $H_{\text{Dirac}}(\vec{r}) = \sigma_2 \vec{p} - \gamma \vec{r} / (2r^2) + \gamma \vec{M}$ and its square operator $H_{\text{Dirac}}^2$.

| Interaction | Type of Interaction |
|-------------|---------------------|
| $\vec{\sigma}_1 \cdot \vec{\sigma}_2$ | Spin-spin exchange interaction |
| $\vec{\sigma}_1 \cdot \vec{L}$ | Spin-orbital interaction |
| $\vec{F} \cdot (\vec{\sigma}_1 \times \vec{\sigma}_2)$ | DM-type interaction |
| $3(\vec{r} \cdot \vec{\sigma}_1)(\vec{r} \cdot \vec{\sigma}_2) / r^2$ | New spin-orbital interaction |
| $\vec{F} \cdot (\vec{\sigma}_1 \times \vec{\sigma}_2)$ | Tensor force operator |

The DM interaction was first proposed by Dzyaloshinsky [25] to explain phenomenologically the “weak” ferromagnetism of antiferromagnets in some crystals, such as $\alpha$-Fe$_2$O$_3$, MnCO$_3$, and CoCO$_3$. Later on, Moriya [26] gave an insight into it from the perspective of spin-orbit coupling, together with Anderson’s superexchange formula [28]. However, the origination of the DM interaction is still lacked. In Table I, we show that the DM interaction is a natural corollary from the Dirac Hamiltonian by considering the spin vector potential. Similarly, the dipole-dipole interaction is also a natural corollary of the spin vector potential.

Moreover, in the textbook of quantum mechanics, one may meet the following the tensor force operator between two spin-1/2 particles [27]:

$$T_{12} = \frac{3}{r^2} (\vec{r} \cdot \vec{\sigma}_1)(\vec{r} \cdot \vec{\sigma}_2) - \vec{\sigma}_1 \cdot \vec{\sigma}_2. \quad (16)$$

The tensor operator $T_{12}$ is a linear combination of the dipole-dipole interaction and the spin-spin exchange interaction, thus one may say that it is also a natural outcome of the spin vector potential.

**Conclusion.**—Instead of the electric field $\vec{E}$ and the magnetic field $\vec{B}$, the scalar and vector potentials ($\phi, \vec{A}$) appear in Schrödinger’s equation. Thus, quantum mechanics needs ($\phi, \vec{A}$) in a way that classical physics does not. From the viewpoint of classical physics, the physical quantities $\vec{E}$ and $\vec{B}$ are more fundamental than ($\phi, \vec{A}$), for the latter is merely a convenient mathematical tool. However, this situation is dramatically changed when the AB effect appears. After obtaining the experimental verifications, the assertion of Aharonov and Bohm that the potentials are essential for expressing the laws of physics is therefore founded. To advance the importance of the potential theory as well as the AB effect, we turn to the domain of “spin”. To reach this purpose, we have proposed a hypothesis of spin vector potential by considering a particle with a spin operator. To directly verify the existence of such a spin vector potential, we have presented the spin AB effect by suggesting a gedanken double-slit interference experiment, which could be observed in the lab. Moreover, we find that the Heisen-
berg exchange interaction, the spin-orbital interaction, the Dzyaloshinsky-Moriya-type interaction, the dipole-dipole interaction, and the tensor force operator can be naturally derived from the Dirac Hamiltonian with the spin vector potential. These facts strongly hint that the spin vector potential does exist and is quite profound. Eventually, due to the spin vector potential we have predicted a new type of spin-orbital interaction $\vec{\ell} \cdot (\vec{\sigma}_1 \times \vec{\sigma}_2)$, and we expect that it can also play a significant role in condensed matter physics as well as atomic physics.
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Part I
The Derivation of the Vector Potentials $\vec{A}$

In this section, we present a significant approach to derive the vector potentials, such as the Wu-Yang monopole vector potential $[1, 2]$ and the novel spin vector potential, which we have used to show the spin AB effect in the main text. This approach is based on the angular momentum operator in quantum mechanics.

Angular momentum is very important in physics. In quantum mechanics, the angular momentum operators $\{J_x, J_y, J_z\}$ are defined through the following commutation relations:

$$[J_\alpha, J_\beta] = J_\alpha J_\beta - J_\beta J_\alpha = i\hbar \epsilon_{\alpha\beta\gamma} J_\gamma,$$  

(1)

with $i = \sqrt{-1}$, $\hbar = h/2\pi$, $h$ is Planck’s constant, $\alpha, \beta, \gamma \in \{x, y, z\}$, $\epsilon_{\alpha\beta\gamma}$ is the Levi-Civita symbol, for instances, $\epsilon_{xyz} = \epsilon_{zyx} = \epsilon_{zxy} = 1$, $\epsilon_{xzy} = \epsilon_{yxz} = \epsilon_{zyx} = -1$. Explicitly, from Eq. (1) one has

$$[J_x, J_y] = i\hbar J_z, \quad [J_y, J_z] = i\hbar J_x, \quad [J_z, J_x] = i\hbar J_y.$$  

(2)

Alternatively, one may introduce the vector form of the angular momentum operator as

$$\vec{J} = (J_x, J_y, J_z),$$  

(3)

then Eq. (2) can be equivalently expressed as

$$\vec{J} \times \vec{J} = i\hbar \vec{J}.$$  

(4)

If a vector operator $\vec{J}$ satisfies Eq. (4), then we say that it is an angular momentum operator. In the following, let us provide three concrete examples.

Example 1.—The typical example is the orbital angular momentum operator, which is given by

$$\vec{\ell} = \vec{r} \times \vec{p},$$  

(5)

where

$$\vec{r} = (x, y, z)$$  

(6)

is the coordinate operator of the particle, and

$$\vec{p} = (p_x, p_y, p_z)$$  

(7)

is the linear momentum operator of the particle. In quantum mechanics, the linear momentum operators are defined by differential operators with respect to coordinates, i.e.,

$$p_x = -i\hbar \frac{\partial}{\partial x}, \quad p_y = -i\hbar \frac{\partial}{\partial y}, \quad p_z = -i\hbar \frac{\partial}{\partial z},$$  

(8)

or

$$\vec{p} = -i\hbar \vec{\nabla}, \quad \vec{\nabla} = \left( \frac{\partial}{\partial x}, \frac{\partial}{\partial y}, \frac{\partial}{\partial z} \right).$$  

(9)

Then, based on the basic commutation relation

$$[r_\alpha, p_\beta] = i\hbar \delta_{\alpha\beta},$$  

(10)

with $\delta_{\alpha\beta}$ being the Kronecker delta function, or explicitly

$$[x, p_x] = i\hbar, \quad [y, p_y] = i\hbar, \quad [z, p_z] = i\hbar,$$

$$[x, p_y] = [x, p_z] = 0, \quad [y, p_x] = [y, p_z] = 0, \quad [z, p_x] = [z, p_y] = 0,$$  

(11)

one can directly verify that three components $\{\ell_x, \ell_y, \ell_z\}$ satisfy the definition of angular momentum operator, i.e.,

$$[\ell_x, \ell_y] = i\hbar \ell_z, \quad [\ell_y, \ell_z] = i\hbar \ell_x, \quad [\ell_z, \ell_x] = i\hbar \ell_y.$$  

(12)
Example 2.—The orbital angular momentum operator associated with $U(1)$ monopole was introduced by Wu and Yang [1], which takes the following form (the speed of light $c = 1$)

$$\vec{L} = \vec{r} \times \vec{\pi} - q \frac{\vec{r}}{r},$$  \hspace{1cm} (14)

with

$$\vec{\pi} = \vec{\rho} - Ze\vec{A}$$  \hspace{1cm} (15)

being the canonical momentum. The vector $\vec{A}$ attached to the linear momentum $\vec{\rho}$ is the so-called Wu-Yang vector-potential, which satisfies the following relation

$$\vec{\nabla} \times \vec{A} = g \frac{\vec{r}}{r^3},$$  \hspace{1cm} (16)

with $g$ being the strength of the monopole, and

$$q = Z eg = \frac{1}{2} \times \text{integer}. \hspace{1cm} (17)$$

In Ref. [1], the Wu-Yang vector potential $\vec{A}$ are defined in two regions $a$ and $b$, and the expressions of $\vec{A}_a$ and $\vec{A}_b$ are given by

$$\vec{A}_a = \frac{g}{r} \left( \frac{1 - \cos \theta}{\sin \theta} \hat{e}_r - \frac{\cos \theta}{\sin \theta} \hat{e}_\phi, \right)$$

$$\vec{A}_b = \frac{-g}{r} \left( \frac{1 + \cos \theta}{\sin \theta} \hat{e}_r - \frac{\cos \theta}{\sin \theta} \hat{e}_\phi, \right) \hspace{1cm} (18)$$

here $\hat{e}_\phi$ is one of the unit vectors in the spherical coordinates $\{\hat{e}_r, \hat{e}_\theta, \hat{e}_\phi\}$.

When $g = 0$ and $q = 0$, it is easy to observe from (14) that $\vec{L}$ reduces to the usual orbital angular momentum $\vec{\ell}$. By using the basic relation (10), one can directly verify that the vector $\vec{L}$ satisfies the definition of the angular momentum operator

$$\vec{L} \times \vec{L} = i \hbar \vec{L},$$  \hspace{1cm} (19)

thus showing that $\vec{L}$ is a kind of angular momentum operators.

Example 3.—The spin-1/2 operator is given by

$$\vec{S} = \frac{\hbar}{2} \vec{\sigma},$$  \hspace{1cm} (20)

where $\vec{\sigma}$ is the vector of Pauli matrices, whose three components read

$$\sigma_x = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \hspace{0.5cm} \sigma_y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \hspace{0.5cm} \sigma_z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}. \hspace{1cm} (21)$$

one can directly check that

$$\vec{S} \times \vec{S} = i \hbar \vec{S},$$  \hspace{1cm} (22)

thus $\vec{S}$ is an angular momentum operator.

I. THE DERIVATION OF THE WU-YANG MONOPOLE VECTOR POTENTIAL

People may ask a curious question: Why does the Wu-Yang monopole vector potential take a form as shown in Eq. (18)? Here we would like to provide a natural derivation.

We begin the derivation with the usual orbital angular momentum operator $\vec{\ell} = \vec{r} \times \vec{\rho}$. Let us define a new vector

$$\vec{L} = \vec{\ell} + q\vec{G},$$  \hspace{1cm} (23)
i.e., by shifting the vector $\vec{\ell}$ by a vector $q\vec{G}$ we obtain the new vector $\vec{L}$, and $q$ is a certain parameter. We have known that $\vec{\ell}$ is the angular momentum, however, by performing such a shift, we require that the resultant vector $\vec{L}$ is still an angular momentum operator. According to the definition as shown in Eq. (4), one must have

$$\vec{L} \times \vec{L} = i\hbar \vec{L},$$

(24)

which leads to

$$\vec{L} \times \vec{L} = (\vec{\ell} + q\vec{G}) \times (\vec{\ell} + q\vec{G}) = \vec{\ell} \times \vec{\ell} + q(\vec{\ell} \times \vec{G} + \vec{G} \times \vec{\ell}) + q^2 \vec{G} \times \vec{G}.$$  

(25)

Now, for simplicity, let us consider the following case

$$\vec{G} \times \vec{G} = 0,$$

(26)

i.e., the vector $\vec{G}$ is an Abelian operator, for its three components satisfy

$$[G_i, G_j] = 0, \quad (i, j = 1, 2, 3).$$

(27)

After substituting Eq. (26) into Eq. (25), one obtains

$$\vec{L} \times \vec{L} = i\hbar \vec{\ell} + q(\vec{\ell} \times \vec{G} + \vec{G} \times \vec{\ell}).$$

(28)

By comparing Eq. (24) and Eq. (28), we must have

$$\vec{\ell} \times \vec{G} + \vec{G} \times \vec{\ell} = i\hbar \vec{G}.$$  

(29)

We now derive the conditions for $\vec{G}$, for which $\vec{L}$ is an angular momentum operator. For convenient, we first consider the $z$-component, i.e.,

$$(\vec{\ell} \times \vec{G})_z = \left[(\vec{r} \times p) \times \vec{G}\right]_z = \vec{r} \cdot (p_z \vec{G}) - z(p \cdot \vec{G})$$

$$= x(p_x G_x) + y(p_y G_y) + z(p_z G_z) - z(p_x G_x) - z(p_y G_y) - z(p_z G_z)$$

$$= p_z(x G_x + y G_y) - z(p_z G_z),$$

(30)

and

$$(\vec{G} \times \vec{\ell})_z = \left[\vec{G} \times (\vec{r} \times p)\right]_z = \vec{G} \cdot (z \vec{p}) - (\vec{G} \cdot \vec{r}) p_z$$

$$= G_z(z p_z) + G_y(z p_y) + G_z(z p_z) - (G_x x)p_z - (G_y y)p_z - (G_z z)p_z$$

$$= z(G_x p_x + G_y p_y) - (G_x x + G_y y)p_z$$

$$= z(G_x p_x + G_y p_y) - (x G_x + y G_y)p_z.$$  

(31)

Then we have

$$(\vec{\ell} \times \vec{G})_z + (\vec{G} \times \vec{\ell})_z = p_z(x G_x + y G_y) - z(p_z G_z) + z(G_x p_x + G_y p_y) - (G_x p_x + G_y p_y) - (G_x x + y G_y)p_z$$

$$= p_z(x G_x + y G_y + z G_z) - z(p_z G_z) + z(G_x p_x + G_y p_y + G_z p_z) + z(G_x G_y + G_y G_z + G_z G_x) - (x G_x + y G_y)p_z - z(p_z G_z) - z G_x z G_x - z G_z z G_z$$

$$= [p_z, \vec{r} \cdot \vec{G}] - z \left([p_x, G_x] + [p_y, G_y] + [p_z, G_z]\right) - [p_z, z]G_z$$

$$= -i\hbar \frac{\partial (\vec{r} \cdot \vec{G})}{\partial z} + z i\hbar \left(\frac{\partial G_x}{\partial x} + \frac{\partial G_y}{\partial y} + \frac{\partial G_z}{\partial z}\right) + i\hbar G_z$$

$$= -i\hbar \frac{\partial (\vec{r} \cdot \vec{G})}{\partial z} + z i\hbar \left(\nabla \cdot \vec{G}\right) + i\hbar G_z.$$  

(32)

Thus, we have

$$(\vec{\ell} \times \vec{G})_x + (\vec{G} \times \vec{\ell})_x = -i\hbar \frac{\partial (\vec{r} \cdot \vec{G})}{\partial x} + x i\hbar \left(\nabla \cdot \vec{G}\right) + i\hbar G_x,$$

$$(\vec{\ell} \times \vec{G})_y + (\vec{G} \times \vec{\ell})_y = -i\hbar \frac{\partial (\vec{r} \cdot \vec{G})}{\partial y} + y i\hbar \left(\nabla \cdot \vec{G}\right) + i\hbar G_y,$$

$$(\vec{\ell} \times \vec{G})_z + (\vec{G} \times \vec{\ell})_z = -i\hbar \frac{\partial (\vec{r} \cdot \vec{G})}{\partial z} + z i\hbar \left(\nabla \cdot \vec{G}\right) + i\hbar G_z,$$
or in a vector form as
\[ \vec{\ell} \times \vec{G} + \vec{G} \times \vec{\ell} = -i\hbar \left[ \nabla (\vec{r} \cdot \vec{G}) \right] + i\hbar \vec{r} \cdot \left( \nabla \times \vec{G} \right) + i\hbar \vec{G}, \]
with the gradient operator
\[ \nabla f = \text{grad} f = \hat{e}_x \frac{\partial f}{\partial x} + \hat{e}_y \frac{\partial f}{\partial y} + \hat{e}_z \frac{\partial f}{\partial z}. \]
By comparing Eq. (29) and Eq. (33), we have the condition for \( \vec{G} \) as
\[ \nabla (\vec{r} \cdot \vec{G}) = \vec{r} \left( \nabla \cdot \vec{G} \right) + i\hbar \vec{r}, \]
\[ (33) \]
We may express the above result as the following theorem:

**Theorem 1.** If a vector \( \vec{G} \) satisfies
\[ \vec{G} \times \vec{G} = 0, \]
\[ \nabla (\vec{r} \cdot \vec{G}) = \vec{r} \left( \nabla \cdot \vec{G} \right), \]
then the vector
\[ \vec{L} = \vec{r} \times \vec{p} + q \vec{G}, \]
is an angular momentum operator.

**Remark 1.** If \( \vec{G} \) is zero vector \( \vec{0} \), i.e.,
\[ \vec{G} = \vec{0}, \]
then Eq. (36) is automatically satisfied. However, this case is trivial, because the vector \( \vec{L} \) reduces to the usual angular momentum \( \vec{\ell} \), and the parameter \( q \) becomes useless.

We shall study the nontrivial vectors \( \vec{G} \) that can satisfy Theorem 1. Firstly let us list some useful formulas, which are used for the calculation. In the rectangular coordinate system \( \{ \hat{e}_x, \hat{e}_y, \hat{e}_z \} \), the vector \( \vec{G} \), the nabla operator \( \nabla \), and the divergence \( \nabla \cdot \vec{G} \) are given by
\[ \vec{G} = G_x \hat{e}_x + G_y \hat{e}_y + G_z \hat{e}_z, \]
\[ \nabla = \hat{e}_x \frac{\partial}{\partial x} + \hat{e}_y \frac{\partial}{\partial y} + \hat{e}_z \frac{\partial}{\partial z}, \]
\[ \nabla \cdot \vec{G} = \frac{\partial G_x}{\partial x} + \frac{\partial G_y}{\partial y} + \frac{\partial G_z}{\partial z}. \]
And in the spherical coordinate system \( \{ \hat{e}_r, \hat{e}_\theta, \hat{e}_\phi \} \), they can be expressed as
\[ \vec{G} = G_r \hat{e}_r + G_\theta \hat{e}_\theta + G_\phi \hat{e}_\phi, \]
\[ \nabla = \hat{e}_r \frac{\partial}{\partial r} + \hat{e}_\theta \frac{1}{r} \frac{\partial}{\partial \theta} + \hat{e}_\phi \frac{1}{r \sin \theta} \frac{\partial}{\partial \phi}, \]
\[ \nabla \cdot \vec{G} = \frac{1}{r^2} \left[ \frac{\partial (r^2 G_r)}{\partial r} \right] + \frac{1}{r \sin \theta} \left[ \frac{\partial (r \sin \theta G_\theta)}{\partial \theta} \right] + \frac{1}{r \sin \theta} \left[ \frac{\partial G_\phi}{\partial \phi} \right]. \]

The coordinate transformation between the basis \( \{ \hat{e}_r, \hat{e}_\theta, \hat{e}_\phi \} \) and the basis \( \{ \hat{e}_x, \hat{e}_y, \hat{e}_z \} \) is
\[ \hat{e}_r = \sin \theta \cos \phi \hat{e}_x + \sin \theta \sin \phi \hat{e}_y + \cos \theta \hat{e}_z, \]
\[ \hat{e}_\theta = \cos \theta \cos \phi \hat{e}_x + \cos \theta \sin \phi \hat{e}_y - \sin \theta \hat{e}_z, \]
\[ \hat{e}_\phi = -\sin \phi \hat{e}_x + \cos \phi \hat{e}_y, \]
or in a matrix form as
\[ \begin{pmatrix} \hat{e}_r \\ \hat{e}_\theta \\ \hat{e}_\phi \end{pmatrix} = \begin{pmatrix} \sin \theta \cos \phi & \sin \theta \sin \phi & \cos \theta \\ \cos \theta \cos \phi & \cos \theta \sin \phi & -\sin \theta \\ -\sin \phi & \cos \phi & 0 \end{pmatrix} \begin{pmatrix} \hat{e}_x \\ \hat{e}_y \\ \hat{e}_z \end{pmatrix}. \]

**Remark 2.** Let us consider the nonzero vector \( \vec{G} \). In the following, the investigation is divided into two different cases: (i) \( G_r = 0 \); (ii) \( G_r \neq 0 \).
A. Case (i). $G_r = 0$

In this case, we have the vector $\vec{G}$ as

$$\vec{G} = G_\theta \hat{e}_\theta + G_\phi \hat{e}_\phi. \quad (47)$$

Because

$$\hat{e}_r = \frac{\vec{r}}{r}, \quad (48)$$

we have

$$(\vec{r} \cdot \vec{G}) = r (\hat{e}_r \cdot \vec{G}) = r G_r = 0, \quad (49)$$

thus Eq. (35) becomes

$$\vec{0} = \vec{r} \left( \vec{\nabla} \cdot \vec{G} \right), \quad (50)$$

which leads to

$$\vec{\nabla} \cdot \vec{G} = 0. \quad (51)$$

From Eq. (44) we have the condition as

$$\vec{\nabla} \cdot \vec{G} = \frac{1}{r \sin \theta} \left[ \frac{\partial (\sin \theta G_\theta)}{\partial \theta} + \frac{1}{r \sin \theta} \left[ \frac{\partial G_\phi}{\partial \phi} \right] \right] = 0, \quad (52)$$

which yields

$$\left[ \frac{\partial (\sin \theta G_\theta)}{\partial \theta} \right] = 0, \quad \left[ \frac{\partial G_\phi}{\partial \phi} \right] = 0. \quad (53)$$

Thus, it is easy to have the solution of $\vec{G}$ as

$$\vec{G} = \frac{W_1(r, \phi)}{\sin \theta} \hat{e}_\theta + \frac{W_2(r, \theta)}{r} \hat{e}_\phi, \quad (54)$$

where $W_1(r, \phi)$ is function depending only on $r$ and $\phi$, and $W_2(r, \theta)$ is function depending only on $r$ and $\theta$.

By using the following relation

$$\hat{e}_\theta = -\hat{e}_r \times \hat{e}_\phi, \quad \hat{e}_\phi = \hat{e}_r \times \hat{e}_\theta, \quad (55)$$

from Eq. (54) we have

$$\vec{G} = \hat{e}_r \times \left( -\frac{W_1(r, \phi)}{\sin \theta} \hat{e}_\phi + \frac{W_2(r, \theta)}{r} \hat{e}_\theta \right) = \vec{r} \times \left( -\frac{W_1(r, \phi)}{r \sin \theta} \hat{e}_\phi + \frac{W_2(r, \theta)}{r} \hat{e}_\theta \right). \quad (56)$$

After substituting Eq. (56) into Eq. (23), one obtains

$$\vec{L} = \vec{\ell} + q \vec{G} = \vec{r} \times \vec{p} + q \vec{r} \times \left( -\frac{W_1(r, \phi)}{r \sin \theta} \hat{e}_\phi + \frac{W_2(r, \theta)}{r} \hat{e}_\theta \right)$$

$$= \vec{r} \times \left[ \vec{p} + q \left( -\frac{W_1(r, \phi)}{r \sin \theta} \hat{e}_\phi + \frac{W_2(r, \theta)}{r} \hat{e}_\theta \right) \right]$$

$$:= \vec{r} \times \left[ \vec{p} - \frac{q}{c} \vec{A} \right]. \quad (57)$$

In Eq. (57), if one views the term $\left[ \vec{p} - (q/c) \vec{A} \right]$ as the canonical momentum, then he obtains a kind of vector potential as follows

$$\vec{A} = c \left( \frac{W_1(r, \phi)}{r \sin \theta} \hat{e}_\phi - \frac{W_2(r, \theta)}{r} \hat{e}_\theta \right). \quad (58)$$
Let us compare Eq. (58) with the magnetic vector potential adopted in the magnetic AB effect [3]

\[
\vec{A}_M = \begin{cases} 
B \frac{\sqrt{x^2 + y^2}}{2} \hat{e}_\phi, & (\rho < r_0) \\
\frac{\Phi_M}{2\pi \sqrt{x^2 + y^2}} \hat{e}_\phi, & (\rho > r_0)
\end{cases}
\] (59)

where \( \hat{e}_\phi = (-\sin \phi, \cos \phi, 0) \), \( \rho = r \sin \theta = \sqrt{x^2 + y^2} \), \( r_0 \) is the radius of the solenoid, and

\[\Phi_M = B \pi r_0^2\] (60)

is the magnetic flux. For Eq. (58), after selecting

\[W_1(r, \phi) = \frac{\Phi_M}{2\pi c}, \quad W_2(r, \theta) = 0,\] (61)

one obtains

\[\vec{A} = \vec{A}_M, \quad (\rho > r_0).\] (62)

Namely, the magnetic vector potential \( \vec{A}_M, (\rho > r_0) \), can be derived from the approach based on the angular momentum operator. Certainly, we admit that such an approach is not omnipotent. However, it can indeed derive some significant vector potentials in quantum physics. As we shall show behind, the Wu-Yang monopole vector potential can be naturally derived by this approach.

**B. Case (ii). \( G_r \neq 0 \)**

Let us now consider the case with \( G_r \neq 0 \).

**Case (ii-1).** We consider the most simple case with \( G_r \neq 0, G_\theta = G_\phi = 0 \), i.e.,

\[\vec{G} = G_r \hat{e}_r.\] (63)

By substituting Eq. (63) into Eq. (35), we have

\[
\nabla (r \cdot \vec{G}) = r \left( \nabla \cdot \vec{G} \right),
\]

\[\Rightarrow \quad \text{grad}(rG_r) = r^2 \left[ \frac{\partial (r^2 G_r)}{\partial r} \right],
\]

\[\Rightarrow \quad \hat{e}_r \frac{\partial (rG_r)}{\partial r} + \hat{e}_\theta \frac{\partial (rG_r)}{\partial \theta} + \hat{e}_\phi \frac{1}{r \sin \theta} \frac{\partial (rG_r)}{\partial \phi} = \hat{e}_r \frac{1}{r} \left[ \frac{\partial (r^2 G_r)}{\partial r} \right],\] (64)

which leads to

\[\frac{\partial (rG_r)}{\partial r} = \frac{1}{r} \left[ \frac{\partial (r^2 G_r)}{\partial r} \right], \quad \frac{\partial (rG_r)}{\partial \theta} = 0, \quad \frac{\partial (rG_r)}{\partial \phi} = 0.\] (65)

The last two equations of (65) implies that \( G_r \) is a function depending only on \( r \). We have from the first equation that

\[\frac{\partial (rG_r)}{\partial r} = \frac{1}{r} \left[ \frac{\partial (r^2 G_r)}{\partial r} \right],
\]

\[\Rightarrow \quad G_r + r \frac{\partial (G_r)}{\partial r} = 2G_r + r \frac{\partial (G_r)}{\partial r}, \]

\[\Rightarrow \quad G_r = 0.\] (66)

This implies that \( \vec{G} = \vec{0} \) is a zero vector, which is a trivial solution.

**Case (ii-2).** We consider the case with \( G_r \neq 0, G_\theta \neq 0, G_\phi = 0 \), i.e.,

\[\vec{G} = G_r \hat{e}_r + G_\theta \hat{e}_\theta.\] (67)
By substituting Eq. (67) into Eq. (35), we have

\[ \nabla (r \cdot \vec{G}) = r \left( \nabla \cdot \vec{G} \right), \]

\[ \Rightarrow \text{grad}(rG_r) = r \frac{1}{r} \left[ \frac{\partial (r^2 G_r)}{\partial r} + \frac{1}{r \sin \theta} \left[ \frac{\partial (\sin \theta G_\theta)}{\partial \theta} \right] \right], \]

\[ \Rightarrow \hat{e}_r \frac{\partial (rG_r)}{\partial r} + \hat{e}_\theta \frac{1}{r \sin \theta} \frac{\partial (rG_r)}{\partial \theta} + \hat{e}_\phi = \hat{e}_r \left( \frac{1}{r} \frac{\partial (r^2 G_r)}{\partial r} + \frac{1}{\sin \theta} \left[ \frac{\partial (\sin \theta G_\theta)}{\partial \theta} \right] \right), \] (68)

which leads to

\[ \frac{\partial (rG_r)}{\partial r} = 1 \left[ \frac{\partial (r^2 G_r)}{\partial r} \right] + \frac{1}{\sin \theta} \left[ \frac{\partial (\sin \theta G_\theta)}{\partial \theta} \right], \]

\[ \frac{\partial (rG_r)}{\partial \theta} = 0, \quad \frac{\partial (rG_r)}{\partial \phi} = 0. \] (69)

The last two equations of (69) implies that \( G_r \) is a function depending only on \( r \). We have from the first equation that

\[ \frac{\partial (rG_r)}{\partial r} = 1 \left[ \frac{\partial (r^2 G_r)}{\partial r} \right] + \frac{1}{\sin \theta} \left[ \frac{\partial (\sin \theta G_\theta)}{\partial \theta} \right], \]

\[ \Rightarrow G_r + r \frac{\partial G_r}{\partial r} = 2G_r + r \frac{\partial G_r}{\partial r} + \frac{1}{\sin \theta} \left[ \frac{\partial (\sin \theta G_\theta)}{\partial \theta} \right]. \]

\[ \Rightarrow G_r + \frac{1}{\sin \theta} \left[ \frac{\partial (\sin \theta G_\theta)}{\partial \theta} \right] = 0, \]

\[ \Rightarrow \frac{\partial (\sin \theta G_\theta)}{\partial \theta} = -G_r \sin \theta, \]

\[ \Rightarrow \int \frac{\partial (\sin \theta G_\theta)}{\partial \theta} d\theta = - \int G_r \sin \theta d\theta, \]

\[ \Rightarrow \sin \theta G_\theta = -G_r \int \sin \theta d\theta, \]

\[ \Rightarrow \sin \theta G_\theta = G_r (\cos \theta + C), \]

\[ \Rightarrow G_\theta = G_r \cos \theta + C \sin \theta, \] (70)

where \( C \) is a real constant number.

By substituting Eq. (70) into Eq. (67), we have

\[ \vec{G} = G_r \hat{e}_r + G_\theta \hat{e}_\theta = G_r \hat{e}_r + G_\theta (-\hat{e}_r \times \hat{e}_\phi) \]

\[ = G_r \hat{e}_r - G_r \frac{\cos \theta + C}{\sin \theta} (\hat{e}_r \times \hat{e}_\phi) = G_r \frac{\vec{r}}{r} - G_r \frac{\cos \theta + C}{r \sin \theta} (\vec{r} \times \hat{e}_\phi), \] (71)

therefore

\[ \vec{L} = \vec{L} + q \vec{G} = \vec{r} \times \vec{p} + q \vec{r} \times \left( -G_r \frac{\cos \theta + C}{r \sin \theta} \hat{e}_\phi \right) + qG_r \frac{\vec{r}}{r} \]

\[ = \vec{r} \times \left( \vec{p} - qG_r \frac{\cos \theta + C}{r \sin \theta} \hat{e}_\phi \right) + qG_r \frac{\vec{r}}{r}. \] (72)

Let us compare Eq. (72) with the Wu-Yang angular momentum operator as shown in Eq. (14), i.e.,

\[ \vec{L} = \vec{r} \times (\vec{p} - Ze\vec{A}) - q \frac{\vec{r}}{r}, \] (73)

we easily find that for

\[ G_r = -1, \quad q = Ze, \quad C = -1, \] (74)

one immediately obtains the Wu-Yang monopole vector potential in the region \( a \) as

\[ \vec{A} = \vec{A}_a = \frac{q}{r} \frac{1 - \cos \theta}{\sin \theta} \hat{e}_\phi. \] (75)
Similarly, for
\[ G_r = -1, \quad q = Ze_g, \quad C = 1, \]  
(76)
one immediately obtains the Wu-Yang monopole vector potential in the region \( b \) as
\[ \vec{A} = \vec{A}_b = -\frac{q}{r} \left( 1 + \cos \theta \right) \hat{e}_\phi. \]
(77)
Thus, we have naturally derived the Wu-Yang monopole vector potential based on the approach of the angular momentum operator.

**Case (ii-3).** We consider the case with \( G_r \neq 0, G_\phi \neq 0, G_\theta = 0 \), i.e.,
\[ \vec{G} = G_r \hat{e}_r + G_\phi \hat{e}_\phi. \]
(78)
By substituting Eq. (78) into Eq. (35), we have
\[ \nabla (\vec{r} \cdot \vec{G}) = \vec{r} \left( \nabla \cdot \vec{G} \right), \]

\[ \Rightarrow \quad \text{grad}(rG_r) = \vec{r} \left( \frac{1}{r^2} \left[ \frac{\partial (r^2 G_r)}{\partial r} \right] + \frac{1}{r \sin \theta} \left[ \frac{\partial G_\phi}{\partial \phi} \right] \right), \]
\[ \Rightarrow \quad \hat{e}_r \frac{\partial (rG_r)}{\partial r} + \hat{e}_\theta \frac{1}{r} \frac{\partial (rG_r)}{\partial \theta} + \hat{e}_\phi \frac{1}{r \sin \theta} \frac{\partial (rG_r)}{\partial \phi} = \hat{e}_r \left( \frac{1}{r} \left[ \frac{\partial (r^2 G_r)}{\partial r} \right] + \frac{1}{\sin \theta} \left[ \frac{\partial G_\phi}{\partial \phi} \right] \right), \]
(79)
which leads to
\[ \frac{\partial (rG_r)}{\partial r} = \frac{1}{r} \left[ \frac{\partial (r^2 G_r)}{\partial r} \right] + \frac{1}{\sin \theta} \left[ \frac{\partial G_\phi}{\partial \phi} \right], \quad \frac{\partial (rG_r)}{\partial \theta} = 0, \quad \frac{\partial (rG_r)}{\partial \phi} = 0. \]
(80)
The last two equations of (80) implies that \( G_r \) is a function depending only on \( r \). We have from the first equation that
\[ \frac{\partial (rG_r)}{\partial r} = \frac{1}{r} \left[ \frac{\partial (r^2 G_r)}{\partial r} \right] + \frac{1}{\sin \theta} \left[ \frac{\partial G_\phi}{\partial \phi} \right], \]
\[ \Rightarrow \quad G_r + r \frac{\partial G_r}{\partial r} = 2G_r + \frac{1}{\sin \theta} \left[ r \frac{\partial G_\phi}{\partial \phi} \right], \]
\[ \Rightarrow \quad G_r + \frac{1}{\sin \theta} \left[ \frac{\partial G_\phi}{\partial \phi} \right] = 0, \]
\[ \Rightarrow \quad \frac{\partial G_\phi}{\partial \phi} = -G_r \sin \theta, \]
\[ \Rightarrow \quad \int \frac{\partial G_\phi}{\partial \phi} d\phi = -\int G_r \sin \theta d\phi, \]
\[ \Rightarrow \quad G_\phi = -(\phi + C) G_r \sin \theta, \]
(81)
where \( C \) is a real constant number.

**Case (ii-D).** We consider the case with \( G_r \neq 0, G_\theta \neq 0, G_\phi \neq 0 \), i.e.,
\[ \vec{G} = G_r \hat{e}_r + G_\phi \hat{e}_\phi. \]
(82)
By substituting Eq. (82) into Eq. (35), we have
\[ \nabla (\vec{r} \cdot \vec{G}) = \vec{r} \left( \nabla \cdot \vec{G} \right), \]
\[ \Rightarrow \quad \text{grad}(rG_r) = \vec{r} \left( \frac{1}{r^2} \left[ \frac{\partial (r^2 G_r)}{\partial r} \right] + \frac{1}{r \sin \theta} \left[ \frac{\partial (\sin \theta G_\phi)}{\partial \theta} \right] + \frac{1}{r \sin \theta} \left[ \frac{\partial G_\phi}{\partial \phi} \right] \right), \]
\[ \Rightarrow \quad \hat{e}_r \frac{\partial (rG_r)}{\partial r} + \hat{e}_\theta \frac{1}{r} \frac{\partial (rG_r)}{\partial \theta} + \hat{e}_\phi \frac{1}{r \sin \theta} \frac{\partial (rG_r)}{\partial \phi} = \hat{e}_r \left( \frac{1}{r} \left[ \frac{\partial (r^2 G_r)}{\partial r} \right] + \frac{1}{\sin \theta} \left[ \frac{\partial (\sin \theta G_\phi)}{\partial \theta} \right] + \frac{1}{\sin \theta} \left[ \frac{\partial G_\phi}{\partial \phi} \right] \right), \]
(83)
which leads to
\[
\frac{\partial (r G_r)}{\partial r} = \frac{1}{r} \left[ \frac{\partial (r^2 G_r)}{\partial r} \right] + \frac{1}{\sin \theta} \left[ \frac{\partial (\sin \theta G_\theta)}{\partial \theta} \right] + \frac{1}{\sin \theta} \left[ \frac{\partial G_\phi}{\partial \phi} \right], \quad \frac{\partial (r G_r)}{\partial \theta} = 0, \quad \frac{\partial (r G_r)}{\partial \phi} = 0. \quad (84)
\]

The last two equations of (84) implies that \( G_r \) is a function depending only on \( r \). We have from the first equation that
\[
\frac{\partial (r G_r)}{\partial r} = 1 \left[ \frac{\partial (r^2 G_r)}{\partial r} \right] + \frac{1}{\sin \theta} \left[ \frac{\partial (\sin \theta G_\theta)}{\partial \theta} \right] + \frac{1}{\sin \theta} \left[ \frac{\partial G_\phi}{\partial \phi} \right],
\]
\[
\Rightarrow G_r + \frac{1}{\sin \theta} \left[ \frac{\partial (\sin \theta G_\theta)}{\partial \theta} \right] + \frac{1}{\sin \theta} \left[ \frac{\partial G_\phi}{\partial \phi} \right] = 0. \quad (85)
\]

**Analysis (a):** One solution is
\[
\frac{1}{\sin \theta} \left[ \frac{\partial (\sin \theta G_\theta)}{\partial \theta} \right] = -\mu G_r, \quad \frac{1}{\sin \theta} \left[ \frac{\partial G_\phi}{\partial \phi} \right] = -(1 - \mu) G_r,
\]
\[
\Rightarrow G_\theta = \mu G_r \frac{\cos \theta + C_1}{\sin \theta}, \quad G_\phi = (\mu - 1) G_r \sin \theta (\phi + C_2), \quad (86)
\]
where \( C_1, C_2 \) are real constant numbers.

**Analysis (b):** If \( G_\theta = T(r, \phi) \), which is a real constant number or a function depending only on \( r \) and \( \phi \), then we have
\[
G_r + \frac{1}{\sin \theta} \left[ \frac{\partial (\sin \theta G_\theta)}{\partial \theta} \right] + \frac{1}{\sin \theta} \left[ \frac{\partial G_\phi}{\partial \phi} \right] = 0
\]
\[
\Rightarrow G_r \sin \theta + \frac{\partial (\sin \theta G_\theta)}{\partial \theta} + \frac{\partial G_\phi}{\partial \phi} = 0
\]
\[
\Rightarrow G_r \sin \theta + \cos \theta T(r, \phi) + \frac{\partial G_\phi}{\partial \phi} = 0
\]
\[
\Rightarrow \int \frac{\partial G_\phi}{\partial \phi} d\phi = -\int G_r \sin \theta d\phi - \int \cos \theta T(r, \phi) d\phi
\]
\[
\Rightarrow G_\phi = -G_r \sin \theta (\phi + C_1) - \cos \theta \int T(r, \phi) d\phi. \quad (87)
\]

If \( G_\theta = T(r) \), which does not depends on \( \theta \) and \( \phi \), then from above we may have a simple solution as follows
\[
G_\phi = -G_r \sin \theta (\phi + C_1) - \cos \theta \int T(r) d\phi.
\]
\[
\Rightarrow G_\phi = -G_r \sin \theta (\phi + C_1) - \cos \theta T(r)(\phi + C_2). \quad (88)
\]

**Analysis (c):** If \( G_\phi = W(r, \theta) \), which is a real constant number or a function depending only on \( r \) and \( \theta \), then we have
\[
G_r + \frac{1}{\sin \theta} \left[ \frac{\partial (\sin \theta G_\theta)}{\partial \theta} \right] + \frac{1}{\sin \theta} \left[ \frac{\partial G_\phi}{\partial \phi} \right] = 0
\]
\[
\Rightarrow G_r + \frac{1}{\sin \theta} \left[ \frac{\partial (\sin \theta G_\theta)}{\partial \theta} \right] = 0
\]
\[
\Rightarrow G_\theta = G_r \frac{\cos \theta + C}{\sin \theta}. \quad (89)
\]

Remark 3. Let us make a summary for this section, in which we have presented an approach to extract the vector potential from the angular momentum operator. Explicitly, in Theorem 1, based on the orbital angular momentum \( \vec{L} = \vec{r} \times \vec{p} \) and an appropriate vector \( \vec{G} \), we can construct a new angular momentum operator as
\[
\vec{L} = \vec{r} \times \vec{p} + q \vec{G}. \quad (90)
\]
We then recast Eq. (90) to the following form
\[
\vec{L} = \vec{r} \times \vec{p} + q \vec{G} = \vec{r} \times \vec{p} + q \left( G_r \hat{e}_r + G_\theta \hat{e}_\theta + G_\phi \hat{e}_\phi \right)
\]
\[
= \vec{r} \times \vec{p} + q \left[ G_r \hat{e}_r + G_\theta (-\hat{e}_r \times \hat{e}_\phi) + G_\phi (\hat{e}_r \times \hat{e}_\theta) \right]
\]
\[
= \vec{r} \times \left[ \vec{p} + \frac{q}{r} \left( -G_\theta \hat{e}_\phi + G_\phi \hat{e}_\theta \right) \right] + q G_r \hat{e}_r,
\]
\[
\text{(91)}
\]
and view the operator
\[
\vec{\Pi} := \vec{p} + \frac{q}{r} (-G_\theta \hat{e}_\phi + G_\phi \hat{e}_\theta) = \vec{p} - \frac{q}{c} \vec{A}
\]
\[
\text{(92)}
\]
as the canonical momentum. Thus, from Eq. (92) one can extract a vector potential \( \vec{A} \) as
\[
\vec{A} = \frac{c}{r} \left( G_\theta \hat{e}_\phi - G_\phi \hat{e}_\theta \right)
\]
\[
= \frac{c}{r} \epsilon_r \times \vec{G}
\]
\[
\text{(93)}
\]
\[
= \frac{c}{r^2} \vec{A}
\]
\[
\text{(94)}
\]
Based on this approach, we have successfully derived the Wu-Yang monopole vector potential (\( \vec{A}_a \) and \( \vec{A}_b \)) and the magnetic vector potential \( \vec{A}_M \) \((r_0 > 0)\) used in the magnetic AB effect. In the next section, we shall use this approach to establish the spin vector potential \( \vec{A}_S \).

II. THE DERIVATION OF THE SPIN VECTOR POTENTIAL

In the above section, we have studied the Abelian case for the vector \( \vec{G} \), i.e., it satisfies the relation \( \vec{G} \times \vec{G} = 0 \). When the vector \( \vec{G} \) is a non-Abelian one, the situation becomes complicate. However, in this section, we only focus on a simple case.

Let us consider the total angular momentum operator
\[
\vec{J} = \vec{\ell} + \vec{S},
\]
\[
\text{(95)}
\]
where \( \vec{S} \) is the spin operator, which satisfies the relation of the angular momentum operator, i.e.,
\[
\vec{S} \times \vec{S} = i \hbar \vec{S}.
\]
\[
\text{(96)}
\]
It is very easy to prove that
\[
\vec{J} \times \vec{J} = i \hbar \vec{J},
\]
\[
\text{(97)}
\]
hence \( \vec{J} \) is an angular momentum operator.

Similar to the previous section, the direct calculation shows
\[
\vec{J} = \vec{\ell} + \vec{S} = \vec{r} \times \vec{p} + \left( S_r \hat{e}_r + S_\theta \hat{e}_\theta + S_\phi \hat{e}_\phi \right)
\]
\[
= \vec{r} \times \vec{p} + \left[ S_r \hat{e}_r + S_\theta (\hat{e}_r \times \hat{e}_\phi) + S_\phi (\hat{e}_r \times \hat{e}_\theta) \right]
\]
\[
= \vec{r} \times \left[ \vec{p} + \frac{q}{r} \left( S_\theta \hat{e}_\phi - S_\phi \hat{e}_\theta \right) \right] + S_r \frac{\vec{r}}{r}
\]
\[
= \vec{r} \times \left( \vec{p} - \frac{q}{c} \vec{A} \right) + S_r \frac{\vec{r}}{r},
\]
\[
\text{(98)}
\]
from which we extract the spin vector potential as
\[
\vec{A} = \frac{c}{qr} \left( S_\theta \hat{e}_\phi - S_\phi \hat{e}_\theta \right) = \frac{c}{qr} \frac{\vec{r} \times \vec{S}}{r^2}.
\]
\[
\text{(99)}
\]
Remark 4. In Eq. (95), we have let the operator $q \vec{G} := \vec{S}$, where $\vec{S}$ is an arbitrary spin-$s$ operator, with $s = 1/2, 1, 3/2, \cdots$. Actually, the operator $q \vec{G}$ can be chosen as any angular momentum operator, such as (i) the isospin operator $\vec{\tau} = (\hbar/2)\sigma$ for the neutron and the proton; (ii) the orbital angular momentum operator $\vec{L}_2 = \vec{r}_2 \times \vec{p}_2$ of another particle. In this work, we merely focus on the simplest case with $\vec{S} = (\hbar/2)\sigma$, i.e., it is a spin-$1/2$ operator. In the future work, one may consider the spin-1 operator, which is given by

\[
S_x = \frac{1}{\sqrt{2}} \begin{pmatrix}
0 & 1 & 0 \\
1 & 0 & 1 \\
0 & 1 & 0
\end{pmatrix}, \quad S_y = \frac{i}{\sqrt{2}} \begin{pmatrix}
0 & -1 & 0 \\
1 & 0 & -1 \\
0 & 1 & 0
\end{pmatrix}, \quad S_z = \begin{pmatrix}
1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & -1
\end{pmatrix}.
\]
Part II
The Eigen-Problem of the Hamiltonian $H_S$

Consider a particle with mass $M$ and charge $Q = g(-e)$, where $-e$ is the electric charge of an electron, and $g \in \mathbb{Z}$. When the particle moves in the $xyz$-space in the presence of the “spin” vector potential, the corresponding Hamiltonian of the particle is given by

$$H_S = \frac{1}{2M} \left( \overrightarrow{p} - \frac{Q}{c} \overrightarrow{A} \right)^2 = \frac{1}{2M} \left( \overrightarrow{p} - \overrightarrow{A} \right)^2,$$

(101)

with

$$\overrightarrow{A} = g \frac{\overrightarrow{r} \times \overrightarrow{S}}{r^2},$$

(102)

and $\overrightarrow{S} = (h/2)\overrightarrow{\sigma}$ is the spin-1/2 operator. Because

$$\overrightarrow{A} \cdot \overrightarrow{p} = \frac{g h}{2} \left( \overrightarrow{r} \cdot \overrightarrow{\sigma} \right) \cdot \overrightarrow{p} = -\frac{g h}{2} \left( \overrightarrow{r} \cdot \overrightarrow{\sigma} \right) = -\frac{g h}{2} \frac{\overrightarrow{r} \cdot \overrightarrow{\sigma}}{r^2},$$

(103)

and

$$\overrightarrow{A^2} = \left( \frac{g h}{2} \frac{\overrightarrow{r} \times \overrightarrow{\sigma}}{r^2} \right) \cdot \left( \frac{g h}{2} \frac{\overrightarrow{r} \times \overrightarrow{\sigma}}{r^2} \right) = \frac{g^2 h^2}{4 r^4} \left( \overrightarrow{r} \cdot \overrightarrow{\sigma} \right)^2 - \frac{g^2 h^2}{4 r^4} \left( \overrightarrow{\sigma} \cdot \overrightarrow{r} \right)^2 \cdot \overrightarrow{A} = \frac{g^2 h^2}{4 r^4} \left( 3 r^2 - r^2 \right) = \frac{g^2 h^2}{2} \frac{1}{r^2},$$

(104)

we can expand the Hamiltonian in Eq. (101) as follows

$$H_S = \frac{1}{2M} \left( \overrightarrow{p} - \overrightarrow{A} \cdot \overrightarrow{p} - \overrightarrow{p} \cdot \overrightarrow{A} + \overrightarrow{A^2} \right)$$

$$= \frac{1}{2M} \left[ \overrightarrow{p} - \overrightarrow{A} \cdot \overrightarrow{p} - \left( \overrightarrow{A} \cdot \overrightarrow{p} - i \hbar \overrightarrow{\nabla} \cdot \overrightarrow{A} \right) + \overrightarrow{A^2} \right]$$

$$= \frac{1}{2M} \left( \overrightarrow{p}^2 - 2 \overrightarrow{A} \cdot \overrightarrow{p} + \overrightarrow{A^2} \right)$$

$$= \frac{1}{2M} \left( \overrightarrow{p}^2 + g \hbar \frac{\overrightarrow{r} \cdot \overrightarrow{\sigma}}{r^2} + \frac{g^2 h^2}{2} \frac{1}{r^2} \right),$$

(105)

where we have used $\overrightarrow{\nabla} \cdot \overrightarrow{A} = 0$.

The eigen-problem is given by

$$H_S \Psi_S(\overrightarrow{r}) = E \Psi_S(\overrightarrow{r}),$$

(106)

where $E$ is the energy, and $\Psi_S(\overrightarrow{r})$ is the eigenfunction. In $\sigma_z$‘s representation, because

$$\overrightarrow{\ell} \cdot \overrightarrow{\sigma} = \begin{bmatrix} \ell_x & \ell_y \\ \ell_y & -\ell_x \end{bmatrix},$$

(107)

then we have

$$H_S = \frac{1}{2M} \begin{bmatrix} \overrightarrow{p}^2 + g \hbar \frac{\ell_x}{r^2} & \frac{g^2 h^2}{2} \frac{1}{r^2} \\ \frac{g^2 h^2}{2} \frac{1}{r^2} & \overrightarrow{p}^2 + g \hbar \frac{\ell_y}{r^2} \end{bmatrix}.$$ 

(108)

Because $H_S$ is a $2 \times 2$ matrix, thus the structure of the wavefunction $\Psi(\overrightarrow{r})$ is of the following form

$$\Psi(\overrightarrow{r}) = \begin{bmatrix} \chi_1(\overrightarrow{r}) \\ \chi_2(\overrightarrow{r}) \end{bmatrix}.$$ 

(109)
Remark 5. When there is no any vector potential (i.e., \( g = 0 \)), the corresponding Hamiltonian represents a free particle, which is given by

\[
H_0 = \frac{1}{2M} \vec{p}^2. \tag{110}
\]

The eigen-equation hence reads

\[
H_0 \Psi_0(\vec{r}) = E_0 \Psi_0(\vec{r}), \tag{111}
\]

where \( E_0 \) is the eigen-energy of the particle, and \( \Psi_0(\vec{r}) \) is the eigenfunction. According to quantum mechanics, it is easy to have

\[
E_0 = \frac{\hbar^2 \vec{k}^2}{2M},
\]

\[
\Psi_0(\vec{r}) = C_1 e^{i\vec{k} \cdot \vec{r}} + C_2 e^{-i\vec{k} \cdot \vec{r}}, \quad \text{or} \quad \Psi_0(\vec{r}) = D_1 \cos(\vec{k} \cdot \vec{r}) + D_2 \sin(\vec{k} \cdot \vec{r}), \tag{112}
\]

here \( \vec{k} \) represents the wave vector relating to the wave packet \( \Psi_0(\vec{r}) \), and the coefficients \( C_1, C_2, D_1, D_2 \) are some complex constants. On the other hand, we would like to see in the spherical coordinate system \((r, \theta, \phi)\), how the wavefunction \( \Psi_0(\vec{r}) \) looks like.

Due to

\[
\vec{p}^2 = -\hbar^2 \frac{\partial^2}{\partial r^2} - 2\hbar^2 \frac{1}{r} \frac{\partial}{\partial r} + \frac{\vec{\ell}^2}{r^2}, \tag{113}
\]

we have

\[
H_0 = \frac{1}{2M} \left( -\hbar^2 \frac{\partial^2}{\partial r^2} - 2\hbar^2 \frac{1}{r} \frac{\partial}{\partial r} + \frac{\vec{\ell}^2}{r^2} \right). \tag{114}
\]

Since

\[
[H_0, \vec{\ell}^2] = 0, \quad [H_0, \ell_z] = 0, \quad [\vec{\ell}^2, \ell_z] = 0, \tag{115}
\]

thus in the common set \( \{H_0, \vec{\ell}^2, \ell_z\} \), one may express the wavefunction \( \Psi_0(\vec{r}) \) as

\[
\Psi_0(\vec{r}) = R_0(r) Y_l m(\theta, \phi), \tag{116}
\]

which satisfies

\[
H_0 \Psi_0(\vec{r}) = E_0 \Psi_0(\vec{r}),
\]

\[
\vec{\ell}^2 \Psi_0(\vec{r}) = l(l+1)\hbar^2 \Psi_0(\vec{r}),
\]

\[
\ell_z \Psi_0(\vec{r}) = m\hbar \Psi_0(\vec{r}), \tag{117}
\]

where \( l = 0, 1, 2, \ldots \), and \( m = 0, \pm 1, \pm 2, \ldots, \pm l \).

By the way, if we only restrict the common eigenstates of \( \{H_0, \vec{\ell}^2\} \), then the wavefunction is generally a superposition state as follows:

\[
\Psi_0(\vec{r}) = R_0(r) \sum_{m=-l}^{+l} c_m Y_{lm}(\theta, \phi) = R_0(r) \sum_{m=-l}^{+l} c_m P_l^m(\cos \theta) e^{im\phi}. \tag{118}
\]

After replacing \( \vec{\ell}^2 \) by its eigenvalue \( l(l+1)\hbar^2 \), then we have the differential equation for \( R_0(r) \) as

\[
\frac{1}{2M} \left[ -\hbar^2 \frac{d^2 R_0(r)}{dr^2} - 2\hbar^2 \frac{d R_0(r)}{dr} + \frac{l(l+1)\hbar^2}{r^2} R_0(r) \right] = E_0 R_0(r), \tag{119}
\]

i.e.,

\[
\frac{d^2 R_0(r)}{dr^2} + \frac{2}{r} \frac{d R_0(r)}{dr} + \left[ \epsilon - \frac{l(l+1)}{r^2} \right] R_0(r) = 0, \tag{120}
\]
with

\[ \epsilon = \frac{2M}{\hbar^2} E_0. \]  

From Eq. (120) we have

\[ r^2 \frac{d^2 R_0(r)}{dr^2} + 2r \frac{d R_0(r)}{dr} + \left[ \epsilon r^2 - l(l+1) \right] R_0(r) = 0, \]  

which can be transformed to the following standard Bessel equation

\[ t^2 \frac{d^2 w}{dt^2} + t \frac{dw}{dt} + (t^2 - \nu^2) w = 0, \]  

with

\[ w = \sqrt{r} R_0(r), \]
\[ t = \sqrt{\epsilon} r, \]
\[ \nu = l + \frac{1}{2}. \]  

The solution of Eq. (123) is the Bessel function

\[ J_{\pm \nu}(t) = \sum_{k=0}^{\infty} \frac{(-1)^k}{k!} \frac{1}{\Gamma(\nu + k + 1)} \left( \frac{t}{2} \right)^{2k \pm \nu}, \]

because \( \nu = l + 1/2 \), which is not an integer, thus the two solutions \( J_{\nu}(t) \) and \( J_{-\nu}(t) \) are linear independent. Thus the general solution of Eq. (123) is a superposition state

\[ w(t) = C_1 J_{\nu}(t) + C_2 J_{-\nu}(t), \]

with \( C_1 \) and \( C_2 \) two constants independent of \( t \), which yields the radial wavefunction

\[ R_0(r) = \frac{1}{\sqrt{r}} \left[ C_1 J_{\nu}(\sqrt{\epsilon} r) + C_2 J_{-\nu}(\sqrt{\epsilon} r) \right]. \]

To guarantee the convergence of \( R_0(r) \) when \( r \to 0 \) (or \( \infty \)), one has to set \( C_2 = 0 \). Thus we finally have

\[ R_0(r) = \frac{C_1}{\sqrt{r}} J_{\nu}(\sqrt{\epsilon} r) = \frac{C_1}{\sqrt{r}} \sum_{k=0}^{\infty} \frac{(-1)^k}{k!} \frac{1}{\Gamma(\nu + k + 1)} \left( \frac{\sqrt{\epsilon} r}{2} \right)^{2k \nu}. \]  

Hence, in the spherical coordinate system \((r, \theta, \phi)\), the wavefunction is given by

\[ \Psi_0(\vec{r}) = R_0(r) Y_{lm}(\theta, \phi) = N \frac{1}{\sqrt{r}} J_{\nu}(\sqrt{\epsilon} r) Y_{lm}(\theta, \phi). \]  

Notwithstanding the second equation in Eq. (112) is not equal directly to the one in Eq. (129). From the viewpoint of physics, for a fixed energy \( E \), the former can be obtained by the superpositions of the later, i.e.,

\[ \Psi_0(\vec{r}) = C_1 e^{i\vec{\ell} \cdot \vec{r}} + C_2 e^{-i\vec{\ell} \cdot \vec{r}} = \sum_{\nu} \frac{1}{\sqrt{r}} J_{\nu}(\sqrt{\epsilon} r) \left( \sum_{l=0}^{\infty} \sum_{m=-l}^{l} c_{lm} Y_{lm}(\theta, \phi) \right). \]

Remark 6. For the general \( g \neq 0 \), first let us observe what physical quantities are commutative with the Hamiltonian \( H_S \). Because

\[ \left[ \ell^2, \vec{r} \right] = \left[ \ell^2, \vec{\sigma} \right] = \left[ \ell^2, \vec{p} \right] = \left[ \ell^2, r^2 \right] = 0, \]

thus \( \left[ \ell^2, \vec{\ell} \cdot \vec{\sigma} \right] = 0, \) and

\[ [H_S, \ell^2] = 0. \]
In addition,

\[ J^2 = (\vec{\ell} + \vec{S})^2 = \ell^2 + \frac{3\hbar^2}{4} + \hbar (\vec{\ell} \cdot \vec{\sigma}), \quad (133) \]

then

\[ [J^2, \vec{\ell}^2] = [J^2, \vec{\ell} \cdot \vec{\sigma}] = 0. \quad (134) \]

besides, it is easy to check

\[ [p^2, \vec{\ell} \cdot \vec{\sigma}] = [\vec{p}^2, \vec{\ell} \cdot \vec{\sigma}] = 0, \quad (135) \]

dependently,

\[ [H_S, \vec{\ell} \cdot \vec{\sigma}] = [H_S, \vec{\ell} \cdot \vec{S}] = 0. \quad (136) \]

By substituting Eq. (113) into Eq. (105), we obtain the Hamiltonian as

\[
H_S = \frac{1}{2M} \left( p^2 + g \hbar \frac{\vec{\ell} \cdot \vec{\sigma}}{r^2} + \frac{g^2 \hbar^2}{2} \frac{1}{r^2} \right) \\
= \frac{1}{2M} \left( -\hbar^2 \frac{\partial^2}{\partial r^2} - \frac{2h^2}{r^2} \frac{\partial}{\partial r} + \frac{\ell^2}{r^2} + g \hbar \frac{\vec{\ell} \cdot \vec{\sigma}}{r^2} + \frac{g^2 \hbar^2}{2} \frac{1}{r^2} \right). \quad (137)
\]

One may notice that in the right-hand side of Eq. (137), there are two operators: \( \vec{\ell}^2 \) and \( \vec{\ell} \cdot \vec{S} \). As we have pointed out above, three operators in the set \( \{ H_S, \vec{\ell}^2, \vec{\ell} \cdot \vec{S} \} \) are mutually commutative, which hints us to solve the eigen-problem in this common set.

In the following, for convenience let us list some useful results that have been known in quantum mechanics textbook, and then we shall use them to solve the eigen-problem mentioned above.

III. THE EIGEN-PROBLEM OF \( \{ \vec{\ell}^2, \ell_z \} \)

In the spherical coordinate \((r, \theta, \phi)\), the orbit angular momentum operator \( \vec{\ell} = (\ell_x, \ell_y, \ell_z) \) is given by

\[
\ell_x = i\hbar \left( \sin \phi \frac{\partial}{\partial \theta} + \cos \phi \cot \theta \frac{\partial}{\partial \phi} \right), \\
\ell_y = i\hbar \left( -\cos \phi \frac{\partial}{\partial \theta} + \sin \phi \cot \theta \frac{\partial}{\partial \phi} \right), \\
\ell_z = -i\hbar \frac{\partial}{\partial \phi}, \quad (138)
\]

and its squared operator is given by

\[
\vec{\ell}^2 = -\hbar^2 \left[ \frac{1}{\sin \theta} \frac{\partial}{\partial \theta} \left( \sin \theta \frac{\partial}{\partial \theta} \right) + \frac{1}{\sin^2 \theta} \frac{\partial^2}{\partial \phi^2} \right], \quad (139)
\]

or

\[
\vec{\ell}^2 = -\hbar^2 \left[ \frac{\partial^2}{\partial \theta^2} + \cot \theta \frac{\partial}{\partial \theta} + \left( 1 + \cot^2 \theta \right) \frac{\partial^2}{\partial \phi^2} \right]. \quad (140)
\]

Since \( [\vec{\ell}^2, \ell_z] = 0 \), one usually solves the eigen-problem of \( \vec{\ell}^2 \) in the common set \( \{ \vec{\ell}^2, \ell_z \} \), viz.

\[
\vec{\ell}^2 Y_{lm}(\theta, \phi) = l(l+1)\hbar^2 Y_{lm}(\theta, \phi), \\
\ell_z Y_{lm}(\theta, \phi) = m\hbar Y_{lm}(\theta, \phi), \quad (141)
\]


with quantum numbers \( l = 0, 1, 2, \ldots \), and \( m = 0, \pm 1, \pm 2, \ldots, \pm l \). Here
\[
Y_{lm}(\theta, \phi) = \sqrt{\frac{(2l+1)(l-m)!}{4\pi(l+m)!}} P^m_l(\cos \theta) e^{im\phi}
\] (142)
is called the spherical harmonics function, and the function \( P^m_l(\cos \theta) \) satisfies
\[
\frac{1}{\sin \theta} \frac{d}{d \theta} \left[ \sin \theta \frac{d}{d \theta} P^m_l(\cos \theta) \right] + \left[ l(l+1) - \frac{m^2}{\sin^2 \theta} \right] P^m_l(\cos \theta) = 0,
\] (143)
and
\[
P^m_l(z) = (-1)^m(1-z^2)^{m/2} \frac{d^m P_l(z)}{dz^m}.
\] (144)

IV. THE EIGEN-PROBLEM OF \( \vec{J}^2 \)

The situation has been changed a little bit, for the Hilbert space is enlarged by introducing the spin operator \( \vec{S} \). The eigenstates of \( \{ \vec{J}^2, \vec{\ell}^2, J_z \} \) are given as
\[
\vec{J}^2 \Phi_{lmj}(\theta, \phi) = j(j+1)\hbar^2 \Phi_{lmj}(\theta, \phi),
\]
\[
\vec{\ell}^2 \Phi_{lmj}(\theta, \phi) = l(l+1)\hbar^2 \Phi_{lmj}(\theta, \phi),
\]
\[
J_z \Phi_{lmj}(\theta, \phi) = m_j \hbar \Phi_{lmj}(\theta, \phi).
\] (145)

More precisely,

Case A.—For the quantum number \( j = l + 1/2 \), \( m_j = m + 1/2 \), the eigenstate is given by
\[
\Phi^{A}_{lmj}(\theta, \phi) = \frac{1}{\sqrt{2l+1}} \left[ \frac{\sqrt{l+m+1} Y_{lm}(\theta, \phi)}{\sqrt{l-m} Y_{l,m+1}(\theta, \phi)} \right].
\] (146)

Case B.—For the quantum number \( j = l - 1/2 \), \( m_j = m + 1/2 \), the eigenstate is given by
\[
\Phi^{B}_{lmj}(\theta, \phi) = \frac{1}{\sqrt{2l+1}} \left[ \frac{-\sqrt{l-m} Y_{lm}(\theta, \phi)}{\sqrt{l+m+1} Y_{l,m+1}(\theta, \phi)} \right].
\] (147)

Since the right-hand side of Eq. (146) and Eq. (147) appear only quantum numbers \( l \) and \( m \), for simplicity, without any confusion we may denote \( \Phi^{A}_{lmj}(\theta, \phi) \equiv \Phi^{A}_{lm}(\theta, \phi) \) and \( \Phi^{B}_{lmj}(\theta, \phi) \equiv \Phi^{B}_{lm}(\theta, \phi) \).

V. THE EIGEN-PROBLEM OF \( \vec{\ell} \cdot \vec{S} \)

As mentioned above, \( [\vec{J}^2, \vec{\ell} \cdot \vec{S}] = 0 \), thus two operators \( \vec{\ell} \cdot \vec{S} \) and \( \vec{J}^2 \) share the same eigenstates. From Eq. (133), one obtains
\[
\vec{\ell} \cdot \vec{S} = \frac{1}{2} \left( \vec{J}^2 - \vec{\ell}^2 - \frac{3}{4} \hbar^2 \right).
\] (148)

We then have the eigenvalues and eigenstates for the operator \( \vec{\ell} \cdot \vec{S} \) as follows:
\[
\vec{\ell} \cdot \vec{S} \Phi_{lmj}(\theta, \phi) = \frac{\hbar^2}{2} \left[ j(j+1) - l(l+1) - \frac{3}{4} \right] \Phi_{lmj}(\theta, \phi)
= \begin{cases} 
\frac{l^2}{2} \Phi_{ljm_j}(\theta, \phi), & \text{for } j = l + \frac{1}{2}, \\
-\frac{l+1}{2} \Phi_{ljm_j}(\theta, \phi), & \text{for } j = l - \frac{1}{2}, (l \neq 0),
\end{cases}
\] (149)

with \( m_j = m + 1/2 \).
VI. THE EIGEN-PROBLEM OF $H_S$

Based on the aforementioned analysis, we may let the wavefunction as

$$\Psi(\vec{r}) = \Psi(r, \theta, \phi) = R(r) \Phi_{ljm}(\theta, \phi),$$

(150)

where the two-component quantum state $\Phi_{ljm}(\theta, \phi) = \Phi_{ljm}^A(\theta, \phi)$, or $\Phi_{ljm}^B(\theta, \phi)$, as we have shown in Eqs. (146) and (147). We then have

$$H_S R(r) \Phi_{ljm}(\theta, \phi) = E R(r) \Phi_{ljm}(\theta, \phi),$$
$$\vec{\ell} \cdot \vec{S} R(r) \Phi_{ljm}(\theta, \phi) = K h^2 R(r) \Phi_{ljm}(\theta, \phi),$$

(151)

where $K = l/2$ or $-(l+1)/2$ ($l \neq 0$), depending on $\Phi_{ljm}(\theta, \phi)$ takes $\Phi_{ljm}^A(\theta, \phi)$ or $\Phi_{ljm}^B(\theta, \phi)$. By substituting the last two equations of (151) into the first equation of (151), we then have the following (radial) eigen-equation:

$$\frac{1}{2M} \left[ -\frac{\hbar^2}{2M} \frac{\partial^2}{\partial r^2} - 2\hbar^2 \frac{1}{r} \frac{\partial}{\partial r} \left( \frac{l(l+1)\hbar^2}{r^2} + 2g \frac{K h^2}{r^2} + \frac{g^2 h^2}{2} \frac{1}{r^2} \right) \right] R(r) = E R(r),$$

(152)

i.e.

$$-\frac{\hbar^2}{2M} \left\{ \frac{\partial^2}{\partial r^2} + \frac{2}{r} \frac{\partial}{\partial r} \right\} \left[ l(l+1) + 2gK + \frac{g^2}{2} \right] R(r) = E R(r).$$

(153)

Denote

$$\epsilon = \frac{2M}{\hbar^2} E, \quad \kappa = l(l+1) + 2gK + \frac{g^2}{2},$$

(154)

and thereafter we do not distinguish $\frac{\partial}{\partial r}$ from $\frac{d}{dr}$, then Eq. (153) becomes

$$\frac{d^2 R(r)}{dr^2} + \frac{2}{r} \frac{dR(r)}{dr} - \frac{\kappa}{r^2} R(r) + \epsilon R(r) = 0.$$  

(155)

Observation 1.—The parameter $\kappa$ in Eq. (154) is non-negative.

Proof. (i). For $K = \frac{l}{2}$, we have

$$\kappa = l(l+1) + 2gK + \frac{g^2}{2} = l(l+1) + gl + \frac{g^2}{2} = \left( \frac{g}{2} + l \right)^2 + \frac{g^2}{4} + l \geq 0,$$

(156)

iff $g = l = 0$, the equal sign holds. When $g = 2$,

$$\kappa = (1 + l)^2 + 1 + l = (l+1)(l+2).$$

(157)

(ii). For $K = -\frac{l+1}{2}$, ($l \neq 0$), we have

$$\kappa = l(l+1) + 2gK + \frac{g^2}{2}$$

$$= l(l+1) - g(l+1) + \frac{g^2}{2}$$

$$= \frac{1}{2} \left[ g^2 - 2g(l+1) + 2l(l+1) \right]$$

(158)

$$= \frac{1}{2} \left\{ [g - (l+1)]^2 + 2(l+1) - (l+1)^2 \right\}$$

$$= \frac{1}{2} \left\{ [g - (l+1)]^2 + (l+1)(l-1) \right\}$$

$$= \frac{1}{2} \left\{ [g - (l+1)]^2 + l^2 - 1 \right\} \geq 0,$$
when $g = 2$, 
\[
\kappa = \frac{1}{2} \left\{ (g - (l + 1))^2 + l^2 - 1 \right\} = \frac{1}{2} ([l - 1]^2 + l^2 - 1) = l(l - 1),
\] (159)

further, iff $l = 1$, the equal sign holds.

In the following, let us solve Eq. (155) by considering three different situations: $E < 0$, $E = 0$, and $E > 0$.

**A. The Energy $E < 0$**

Let us analyze the asymptotic behaviors of $R(r)$.

*Case (i).*— When $r \to 0$, Eq. (155) becomes
\[
\frac{d^2 R(r)}{dr^2} + \frac{2}{r} \frac{dR(r)}{dr} - \frac{\kappa}{r^2} R(r) = 0.
\] (160)

In the region near to $r = 0$, let $R(r) \propto r^s$, after substituting it into above equation, we have
\[
s(s - 1)r^{s-2} + 2sr^{s-2} - \kappa r^{s-2} = 0,
\] (161)

which leads to
\[
s(s + 1) - \kappa = 0.
\] (162)

Based on which, one obtains
\[
s_1 = \frac{-1 + \sqrt{1 + 4\kappa}}{2}, \quad \text{or} \quad s_2 = \frac{-1 - \sqrt{1 + 4\kappa}}{2}.
\] (163)

To avoid when $r \to 0$, $R(r) \to \infty$, from the viewpoint of physics, we choose $s = s_1 \geq 0$. When $\kappa = 0$, we specially have $s = 0$.

*Case (ii).*— When $r \to \infty$, Eq. (155) becomes
\[
\frac{d^2 R(r)}{dr^2} + \epsilon R(r) = 0,
\] (164)

then we attain
\[
R(r) \propto e^{\sqrt{\epsilon}r}, \quad \text{or} \quad R(r) \propto e^{-\sqrt{\epsilon}r}.
\] (165)

To avoid when $r \to \infty$, $R(r) \to \infty$, we choose the solution $R(r) \propto e^{-\sqrt{\epsilon}r}$.

Based on the analysis above, we may set $R(r)$ as
\[
R(r) = r^s e^{-\sqrt{\epsilon}r} F(r),
\] (166)

with $s = (-1 + \sqrt{1 + 4\kappa})/2$. After that, we can calculate
\[
\frac{dR(r)}{dr} = r^{s-1} e^{-\sqrt{\epsilon}r} F(r) - \sqrt{\epsilon} r^s e^{-\sqrt{\epsilon}r} F(r) + r^s e^{-\sqrt{\epsilon}r} \frac{dF(r)}{dr}
\]
\[
= r^s e^{-\sqrt{\epsilon}r} \left[ \left( \frac{s}{r} - \sqrt{\epsilon} \right) F(r) + \frac{dF(r)}{dr} \right] = r^s e^{-\sqrt{\epsilon}r} C(r),
\] (167)
thus
\[
\frac{d^2 R(r)}{dr^2} = r^2 e^{-\sqrt{-\epsilon} r} \left[ \frac{d}{dr} \left( \frac{\sqrt{s} - \sqrt{-\epsilon}}{r} \right) C(r) + \frac{dC(r)}{dr} \right] \\
= r^2 e^{-\sqrt{-\epsilon} r} \left\{ \left( \frac{\sqrt{s} - \sqrt{-\epsilon}}{r} \right) \frac{dF(r)}{dr} + \frac{d}{dr} \left( \frac{\sqrt{s} - \sqrt{-\epsilon}}{r} \right) \frac{dF(r)}{dr} \right\} \\
= r^2 e^{-\sqrt{-\epsilon} r} \left\{ \left( \frac{\sqrt{s} - \sqrt{-\epsilon}}{r} \right) \frac{dF(r)}{dr} + \left( \frac{\sqrt{s} - \sqrt{-\epsilon}}{r} \right) \frac{dF(r)}{dr} + \frac{d^2 F(r)}{dr^2} \right\} \\
= r^2 e^{-\sqrt{-\epsilon} r} \frac{d^2 F(r)}{dr^2} + 2 \left( \frac{\sqrt{s} - \sqrt{-\epsilon}}{r} \right) \frac{dF(r)}{dr} + \left( \frac{\sqrt{s} - \sqrt{-\epsilon}}{r} \right)^2 - \frac{s}{r^2} F(r). \\
\tag{168}
\]

Then,
\[
\frac{d^2 R(r)}{dr^2} + \frac{2}{r} \frac{dR(r)}{dr} - \frac{\kappa}{r^2} R(r) + \epsilon R(r) \\
= r^2 e^{-\sqrt{-\epsilon} r} \left\{ \frac{d^2 F(r)}{dr^2} + 2 \left( \frac{\sqrt{s} - \sqrt{-\epsilon}}{r} \right) \frac{dF(r)}{dr} + \left( \frac{\sqrt{s} - \sqrt{-\epsilon}}{r} \right)^2 - \frac{s}{r^2} \right\} \\
+ 2 \frac{r^2 e^{-\sqrt{-\epsilon} r}}{r} \left( \frac{\sqrt{s} - \sqrt{-\epsilon}}{r} \right) \frac{dF(r)}{dr} + \left( \epsilon - \frac{\kappa}{r^2} \right) r^2 e^{-\sqrt{-\epsilon} r} F(r),
\]
\[
= 0,
\tag{169}
\]
i.e.
\[
r \frac{d^2 F(r)}{dr^2} + \left( 2(s + 1) - 2 \sqrt{-\epsilon} r \right) \frac{dF(r)}{dr} - \left( 2(s + 1) \sqrt{-\epsilon} \right) F(r) = 0,
\tag{170}
\]
viz.
\[
(\sqrt{-\epsilon})^2 r \frac{d^2 F(z)}{d(\sqrt{-\epsilon} r)^2} + \sqrt{-\epsilon} \left[ 2(s + 1) - 2 \sqrt{-\epsilon} r \right] \frac{dF(z)}{d(\sqrt{-\epsilon} r)} - \left( 2(s + 1) \sqrt{-\epsilon} \right) F(z) = 0.
\tag{171}
\]
Let
\[
z = \sqrt{-\epsilon} r,
\tag{172}
\]
then Eq. (171) becomes
\[
\sqrt{-\epsilon} z \frac{d^2 F(z)}{dz^2} + \sqrt{-\epsilon} \left[ 2(s + 1) - 2z \right] \frac{dF(z)}{dz} - \left( 2(s + 1) \sqrt{-\epsilon} \right) F(z) = 0,
\tag{173}
\]
i.e.
\[
\frac{d^2 F(\tau)}{d\tau^2} + \left[ 2(s + 1) - \tau \right] \frac{dF(\tau)}{d\tau} - \left( s + 1 \right) F(\tau) = 0,
\tag{174}
\]
with \( \tau = 2z \). One may notice that the energy parameter \( \epsilon \) does not yet appear in Eq. (174).

Remarkably, let us set
\[
\alpha = (s + 1) = \frac{\sqrt{1 + 4\kappa} + 1}{2}, \quad \gamma = 2(s + 1) = \sqrt{1 + 4\kappa} + 1,
\tag{175}
\]
then Eq. (174) can be rewritten as
\[
\frac{d^2 F(\tau)}{d\tau^2} + (\gamma - \tau) \frac{dF(\tau)}{d\tau} - \alpha F(\tau) = 0,
\tag{176}
\]
which is a confluent hypergeometric equation with general solution
\[ F(\tau) = C_1 F(\alpha; \gamma; \tau) + C_2 \tau^{1-\gamma} F(\alpha+1-\gamma; 2-\gamma; \tau), \]
where \( C_1, C_2 \) are two constants, and
\[ F(\alpha; \gamma; \tau) = 1 + \sum_{k=1}^{\infty} \frac{(\alpha)_k}{\Gamma(\gamma)_k} \tau^k = 1 + \frac{\alpha}{\gamma} \tau + \frac{\alpha(\alpha+1)}{2! \gamma(\gamma+1)} \tau^2 + \frac{\alpha(\alpha+1)(\alpha+2)}{3! \gamma(\gamma+1)(\gamma+2)} \tau^3 + \ldots \]
is the confluent hypergeometric function, including
\[ (\alpha)_k = \alpha(\alpha+1) \cdots (\alpha+k-1), \quad (\gamma)_k = \gamma(\gamma+1) \cdots (\gamma+k-1). \]
For convenience, one can denote the two hypergeometric functions as
\[ w_1 = F(\alpha; \gamma; \tau) = F\left(\frac{\sqrt{1+4\kappa}+1}{2}; \sqrt{1+4\kappa}+1; 2\sqrt{-\epsilon} \tau\right), \]
\[ w_2 = \tau^{1-\gamma} F(\alpha-\gamma+1; 2-\gamma; \tau) = (2\sqrt{-\epsilon} \tau)^{1-\gamma} F(\alpha-\gamma+1; 2-\gamma; 2\sqrt{-\epsilon} \tau), \]

namely
\[ F(\tau) = C_1 w_1 + C_2 w_2. \]
Finally, by substituting Eq. (180) and Eq. (181) into Eq. (166), one then obtains the radial function as
\[ R(\tau) = r^s e^{-\sqrt{-\epsilon} \tau} F(\tau) = r^s e^{-\sqrt{-\epsilon} \tau}(C_1 w_1 + C_2 w_2). \]
Unfortunately, from Mathematica program, one can check that: (i) for \( \kappa > 0 \),
\[ \lim_{r \to \infty} r^s e^{-\sqrt{-\epsilon} \tau} w_1 \to \infty, \quad (i = 1, 2), \]
and (ii) for \( \kappa = 0 \) (thus \( s = 0 \)),
\[ \lim_{r \to \infty} r^s e^{-\sqrt{-\epsilon} \tau} w_1 = \lim_{r \to \infty} e^{-\sqrt{-\epsilon} \tau} F(1; 2; 2\sqrt{-\epsilon} \tau) \to \infty, \]
\[ \lim_{r \to 0} r^s e^{-\sqrt{-\epsilon} \tau} w_2 = \lim_{r \to 0} e^{-\sqrt{-\epsilon} \tau} (2\sqrt{-\epsilon} \tau)^{-1} F(0; 0; 2\sqrt{-\epsilon} \tau) = \lim_{r \to 0} \frac{1}{2\sqrt{-\epsilon} \tau} e^{-\sqrt{-\epsilon} \tau} \to \infty. \]
Therefore, for the case of energy \( E < 0 \), we do not have the physically allowable radial wavefunctions \( R(r) \).

**B. The Energy E = 0**

In this case, the energy \( E = 0 \) and \( \epsilon = 0 \). Then, Eq. (155) becomes
\[ \frac{d^2 R(r)}{dr^2} + \frac{2}{r} \frac{dR(r)}{dr} - \frac{\kappa}{r^2} R(r) = 0. \]
Similarly, let us analyze the asymptotic behaviors of \( R(r) \).
Case (i).— When \( r \to 0 \), Eq. (186) becomes
\[ \frac{d^2 R(r)}{dr^2} + \frac{2}{r} \frac{dR(r)}{dr} - \frac{\kappa}{r^2} R(r) = 0. \]
In the region near to \( r = 0 \), let \( R(r) \propto r^s \), after substituting it into above equation, we have
\[ s(s-1)r^{s-2} + 2sr^{s-2} - \kappa r^{s-2} = 0, \]
which leads to
\[ s(s+1) - \kappa = 0. \]
Based on which, one obtains
\[ s_1 = \frac{-1 + \sqrt{1 + 4\kappa}}{2}, \quad \text{or} \quad s_2 = \frac{-1 - \sqrt{1 + 4\kappa}}{2}. \] (190)

To avoid when \( r \to 0 \), \( R(r) \to \infty \), from the viewpoint of physics, we choose \( s = s_1 \geq 0 \). When \( \kappa = 0 \), we specially have \( s = 0 \).

Case (ii).— When \( r \to \infty \), Eq. (186) becomes
\[ \frac{d^2 R(r)}{d r^2} = 0, \] (191)
then we attain
\[ R(r) = c_1 r + c_2, \] (192)
where \( c_1 \) and \( c_2 \) are constant numbers. To avoid when \( r \to \infty \), \( R(r) \to \infty \), one has to choose \( c_1 = 0 \). By considering cases (i) and (ii), we finally have
\[ R(r) = 1, \] (193)
which corresponds to \( s = 0 \), hence \( \kappa = 0 \). From Observation 1, we have known that \( \kappa = 0 \) occurs only for the following situation:
\[ g = 2, \quad l = 1, \quad K = -\frac{l+1}{2} = -1. \] (194)

Thus, the wavefunction has only the angular part as
\[ \Psi(\vec{r}) = \Psi(r, \theta, \phi) = R(r) \Phi_{ljm}(\theta, \phi) = \Phi^{B}_{ljm}(\theta, \phi) = \frac{1}{\sqrt{2l+1}} \left[ -\sqrt{l-m} Y_{lm}(\theta, \phi) \right]. \] (195)

However, in Eq. (195), the term \( Y_{l,m+1}(\theta, \phi) \) has restricted \( m \) to \( m = 0 \) and \( m = -1 \). Accordingly, we have
\[ \Phi^{B}_{1,\frac{1}{2},m=\frac{1}{2}}(\theta, \phi) = \frac{1}{\sqrt{3}} \left[ -Y_{10}(\theta, \phi) \right] = \frac{1}{\sqrt{3}} \left[ -\frac{1}{2} \sqrt{\frac{3}{2\pi}} \frac{x+iy}{r} \right], \] (196)
\[ \Phi^{B}_{1,\frac{1}{2},m=-\frac{1}{2}}(\theta, \phi) = \frac{1}{\sqrt{3}} \left[ -\sqrt{2} Y_{1,-1}(\theta, \phi) \right] = \frac{1}{\sqrt{3}} \left[ -\sqrt{2} \left( \frac{1}{2} \sqrt{\frac{3}{2\pi r}} \frac{x-iy}{r} \right) \right], \] (197)

The linear superposition of \( \Phi^{B}_{1,\frac{1}{2},m=\frac{1}{2}}(\theta, \phi) \) and \( \Phi^{B}_{1,\frac{1}{2},m=-\frac{1}{2}}(\theta, \phi) \) gives the most general wavefunction as
\[ \Psi(\vec{r}) = a \Phi^{B}_{1,\frac{1}{2},m=\frac{1}{2}}(\theta, \phi) + b \Phi^{B}_{1,\frac{1}{2},m=-\frac{1}{2}}(\theta, \phi) = a \frac{1}{r} \left[ \frac{z}{x+iy} \right] + b \frac{1}{r} \left[ \frac{x-iy}{-z} \right] = \frac{1}{r} \left[ az + b(x - iy) \right], \] (198)

C. The Energy \( E > 0 \)

In this case, the energy \( E > 0 \) and \( \epsilon > 0 \). After multiplying \( r^2 \) to the the right-hand side of Eq. (155), we have
\[ r^2 \frac{d^2 R(r)}{d r^2} + 2r \frac{d R(r)}{d r} + (\epsilon r^2 - \kappa)R(r) = 0, \] (199)
which looks like the generalized Bessel equation in the following form:
\[ x^2 \frac{d^2 y}{d x^2} + a x \frac{d y}{d x} + (b + c x^m)y = 0, \quad c > 0, \quad m \neq 0, \] (200)
with
\[ a = 2, \quad b = -\kappa, \quad c = \epsilon, \quad m = 2. \] (201)

Nevertheless, we may performed the following calculation to transform Eq. (200) to the standard Bessel equation, so does Eq. (199).

Let
\[ w = x^\alpha y, \quad t = \gamma x^\beta, \] (202)
then
\[ y = x^{-\alpha} w, \quad \frac{dt}{dx} = \beta \gamma x^{\beta - 1}, \] (203)
which implies
\[ \frac{dy}{dx} = -\alpha x^{-\alpha - 1} w + x^{-\alpha} \frac{dw}{dt} \frac{dt}{dx} = -\alpha x^{-\alpha - 1} w + \beta \gamma x^{\beta - \alpha - 1} \frac{dw}{dt}, \] (204)
further,
\[ \frac{d^2 y}{dx^2} = \beta^2 \gamma^2 x^{2\beta - \alpha - 2} \frac{d^2 w}{dt^2} + \left[ \beta \gamma (\beta - \alpha - 1) - \alpha \beta \gamma + a \beta \gamma \right] x^{\beta - \alpha} \frac{dw}{dt} + \alpha (\alpha + 1) x^{-\alpha - 2} w. \] (205)

By substituting Eqs. (204) and (205) into Eq. (200), we arrive at
\[ \beta^2 \gamma^2 x^{2\beta - \alpha} \frac{d^2 w}{dt^2} + \left[ \beta \gamma (\beta - \alpha - 1) - \alpha \beta \gamma + a \beta \gamma \right] x^{\beta - \alpha} \frac{dw}{dt} + \alpha (\alpha + 1) x^{-\alpha - 2} w = 0, \] (206)
viz.
\[ \gamma^2 x^{2\beta} \frac{d^2 w}{dt^2} + \frac{1}{\beta} \left[ \gamma (\beta - \alpha - 1) - \alpha \gamma + a \gamma \right] x^{\beta} \frac{dw}{dt} + \frac{1}{\beta^2} \left[ \alpha (\alpha + 1) - \alpha \alpha + b + cx^m \right] w = 0. \] (207)

Because \( t = \gamma x^\beta \), then we obtain
\[ t^2 \frac{d^2 w}{dt^2} + \frac{1}{\beta} \left( \beta - 2\alpha - 1 + a \right) t \frac{dw}{dt} + \frac{1}{\beta^2} \left[ \alpha (\alpha + 1) - \alpha \alpha + b + cx^m \right] w = 0. \] (208)

Let us compare Eq. (208) with the following standard Bessel equation
\[ t^2 \frac{d^2 w}{dt^2} + t \frac{dw}{dt} + (t^2 - \nu^2) w = 0, \] (209)
which leads to the following conditions:
\[ \frac{1}{\beta} (\beta - 2\alpha - 1 + a) = 1, \]
\[ \frac{1}{\beta^2} c = \gamma^2, \]
\[ 2\beta = m, \]
\[ \frac{1}{\beta^2} \left[ \alpha (\alpha + 1) - \alpha \alpha + b \right] = -\nu^2, \] (210)
i.e.
\[ \alpha = \frac{a - 1}{2} = \frac{1}{2}, \]
\[ \beta = \frac{m}{2} = 1, \]
\[ \gamma = \sqrt{\frac{4c}{m^2}} = \sqrt{\epsilon}, \]
\[ \nu^2 = \frac{(a - 1)^2 - 4b}{m^2} = \frac{1 + 4\kappa}{4}, \] (211)
here we select $\nu = \sqrt{1 + 4\kappa}/2 \geq 1/2 > 0$.
After that,

\[
\begin{align*}
w &= r^\alpha R(r) = \sqrt{r} R(r), \\
t &= \gamma r^\beta = \sqrt{\epsilon} r.
\end{align*}
\]

The solutions of the Bessel equation (209) are given by the Bessel functions

\[
J_{\pm \nu}(t) = \sum_{k=0}^{\infty} \frac{(-1)^k}{k!} \frac{1}{\Gamma(\nu + k + 1)} \left(\frac{t}{2}\right)^{2k+\nu},
\]

(213)

1. \( g \neq 2 \)

From Eq. (156) and Eq. (158), we know $\nu = \sqrt{1 + 4\kappa}/2$ is not an integer, thus $J_\nu(t)$ and $J_{-\nu}(t)$ are two linear independent functions. Then the general solution of $w(t)$ is

\[
w(t) = C_1 J_\nu(t) + C_2 J_{-\nu}(t) \]

\[
= C_1 \sum_{k=0}^{\infty} \frac{(-1)^k}{k!} \frac{1}{\Gamma(\nu + k + 1)} \left(\frac{t}{2}\right)^{2k+\nu} + C_2 \sum_{k=0}^{\infty} \frac{(-1)^k}{k!} \frac{1}{\Gamma(-\nu + k + 1)} \left(\frac{\sqrt{\epsilon} r}{2}\right)^{2k-\nu},
\]

(214)

with $C_1$ and $C_2$ two constants independent of $t$. Due to Eq. (212), we finally have the solution of the radial wavefunction as

\[
R(r) = \frac{1}{\sqrt{r}} \left[ C_1 J_\nu(\sqrt{\epsilon} r) + C_2 J_{-\nu}(\sqrt{\epsilon} r) \right] \]

\[
= \frac{1}{\sqrt{r}} \left[ C_1 \sum_{k=0}^{\infty} \frac{(-1)^k}{k!} \frac{1}{\Gamma(\nu + k + 1)} \left(\frac{\sqrt{\epsilon} r}{2}\right)^{2k+\nu} + C_2 \sum_{k=0}^{\infty} \frac{(-1)^k}{k!} \frac{1}{\Gamma(-\nu + k + 1)} \left(\frac{\sqrt{\epsilon} r}{2}\right)^{2k-\nu} \right].
\]

(215)

Let us analysis the asymptotic behavior of $R(r)$.

Case (i).—When $r \to 0$,

\[
J_\nu(\sqrt{\epsilon} r) \sim r^\nu, \\
J_{-\nu}(\sqrt{\epsilon} r) \sim r^{-\nu},
\]

(216)

thus we have

\[
\frac{1}{\sqrt{r}} J_\nu(\sqrt{\epsilon} r) \sim r^{\nu - \frac{1}{2}} \to 0,
\]

\[
\frac{1}{\sqrt{r}} J_{-\nu}(\sqrt{\epsilon} r) \sim r^{-\nu - \frac{1}{2}} \to \infty,
\]

(217)

then we have to let the coefficient $C_2 = 0$. In this situation, the radial wavefunction reads

\[
R(r) = \frac{C_1}{\sqrt{r}} J_\nu(\sqrt{\epsilon} r) = \frac{C_1}{\sqrt{r}} \sum_{k=0}^{\infty} \frac{(-1)^k}{k!} \frac{1}{\Gamma(\nu + k + 1)} \left(\frac{\sqrt{\epsilon} r}{2}\right)^{2k+\nu}.
\]

(218)

Case (ii).—When $r \to \infty$, from Mathematica computation, we can find that $R(r) \to 0$. Thus the $R(r)$ in Eq. (218) is a physically allowable radial wave function.

2. \( g = 2 \)

Case (i).—If $K = l/2$, then $\kappa = (l + 1)(l + 2)$, we have

\[
\nu = \sqrt{1 + 4\kappa}/2 = \sqrt{1 + 4(l + 1)(l + 2)} = \sqrt{1 + 4(l + 1) + 4(l + 1)^2} = l + \frac{3}{2} = \frac{3}{2}, \frac{5}{2}, \frac{7}{2}, \ldots.
\]

(219)
Case (ii).— If \( K = -(l+1)/2 \), \((l \neq 0)\), we have

\[
\nu = \sqrt{\frac{1+4\kappa}{2}} = \sqrt{\frac{1+4l(l-1)}{2}} = \frac{\sqrt{2l-1}}{2} \ldots
\]  

(220)

Namely, for \( g = 2 \), the parameter \( \nu \) is equal to a semi-odd number. Thus \( J_\nu(t) \) and \( J_{-\nu}(t) \) are two linear independent functions. The analysis is similar to that in the previous subsection, and the form of the radial wavefunction is the same as shown in Eq. (218).

In summary, for a fixed energy \( E > 0 \), the corresponding wavefunction \( \Psi(\vec{r}) \) satisfies the following eigen-equation

\[
H_S \Psi_S(\vec{r}) = E \Psi_S(\vec{r}),
\]

(221)

and in the common set \( \{ H, \vec{\ell}^2, \vec{\ell} \cdot \vec{S} \} \), the wavefunction \( \Psi(\vec{r}) \) can be expressed as (for \( \kappa > 0 \))

\[
\Psi_S(\vec{r}) = \begin{bmatrix} c_1 \chi_1(\vec{r}) \\ c_2 \chi_2(\vec{r}) \end{bmatrix} = R(r) \Phi_{ljm_j}(\theta, \phi) = \mathcal{N} \frac{1}{\sqrt{r}} J_\nu(\sqrt{\epsilon r}) \Phi_{ljm_j}(\theta, \phi),
\]

(222)

with

\[
\epsilon = \frac{2M}{\hbar^2} E, \\
\nu = \frac{1+4\kappa}{2}, \\
\kappa = l(l+1) + \frac{g^2}{2}, \\
K = \frac{l}{2}, \text{ or } -\frac{l+1}{2} \quad (l \neq 0)
\]

(223)

and \( m_j = m + 1/2 \),

\[
\Phi_{ljm_j}^A(\theta, \phi) = \frac{1}{\sqrt{2l+1}} \begin{bmatrix} \sqrt{l+m+1} Y_{lm}^m(\theta, \phi) \\ \sqrt{l-m} Y_{l,m+1}(\theta, \phi) \end{bmatrix}, \quad j = l + 1/2,
\]

(224)

\[
\Phi_{ljm_j}^B(\theta, \phi) = \frac{1}{\sqrt{2l+1}} \begin{bmatrix} -\sqrt{l-m} Y_{lm}^m(\theta, \phi) \\ \sqrt{l+m+1} Y_{l,m+1}(\theta, \phi) \end{bmatrix}, \quad j = l - 1/2.
\]

(225)

It is noted that the eigenvalues of \( H_S, \vec{\ell}^2 \) and \( \vec{\ell} \cdot \vec{S} \) do not depend on the quantum number \( m \), thus the most general solution of the eigenfunction is given by

\[
\Psi_S(\vec{r}) = R(r) \sum_{m=-l}^l \left[ c_m \Phi_{lm}^A(\theta, \phi) + d_m \Phi_{lm}^B(\theta, \phi) \right],
\]

(226)

where \( c_m, d_m \) are complex numbers, and for simplicity we have denoted \( \Phi_{lm}^A(\theta, \phi) \equiv \Phi_{ljm_j}^A(\theta, \phi) \) and \( \Phi_{lm}^B(\theta, \phi) \equiv \Phi_{ljm_j}^B(\theta, \phi) \) in the main text.

Remark 7. Finally, let us consider a special case: the energy \( E > 0 \), but \( \kappa = 0 \). In this case, \( l = 1, g = 2, \) and \( \nu = 1/2 \), we then have

\[
R(r) = \frac{1}{\sqrt{r}} \begin{bmatrix} C_1 J_{1/2}(\sqrt{\epsilon r}) \\ C_1 J_{1/2}(\sqrt{\epsilon r}) \end{bmatrix} = \frac{C_1}{\sqrt{r}} \begin{bmatrix} 2 \sin(\sqrt{\epsilon r}) \propto \frac{1}{r} \sin(\sqrt{\epsilon r}) \end{bmatrix},
\]

(227)

and the wavefunction \( \Psi(\vec{r}) \) can be written as

\[
\Psi(\vec{r}) = \begin{bmatrix} c_1 \chi_1(\vec{r}) \\ c_2 \chi_2(\vec{r}) \end{bmatrix} = R(r) \Phi_{ljm_j}(\theta, \phi) = \mathcal{N} \frac{1}{r} \sin(\sqrt{\epsilon r}) \Phi_{ljm_j}(\theta, \phi).
\]

(228)

Similar to Eq. (198), the linear superposition of \( \Phi_{l,1/2,m_j=1/2}(\theta, \phi) \) and \( \Phi_{l,1/2,m_j=-1/2}(\theta, \phi) \) gives the most general wavefunction as

\[
\Psi(\vec{r}) = \frac{1}{r} \sin(\sqrt{\epsilon r}) \left[ a \Phi_{l,1/2,m_j=1/2} + b \Phi_{l,1/2,m_j=-1/2} \right] = \frac{1}{r} \sin(\sqrt{\epsilon r}) \left[ a \frac{1}{r} \begin{bmatrix} z \\ x+i y \end{bmatrix} + b \frac{1}{r} \begin{bmatrix} x-i y \\ -z \end{bmatrix} \right] = \frac{1}{r} \sin(\sqrt{\epsilon r}) \left[ a \begin{bmatrix} a x + b(x-i y) \end{bmatrix} + b \begin{bmatrix} a(x+i y) - b z \end{bmatrix} \right].
\]

(229)
Remark 8. If we let \( E = \hbar^2(k_r)^2/(2M) \), where \( k_r \) is the \( \hat{e}_r \)-component of the vector \( \vec{k} = k_r \hat{e}_r + k_\theta \hat{e}_\theta + k_\phi \hat{e}_\phi \), then we have \( \epsilon = (k_r)^2 = |\vec{k} \cdot \hat{e}_r|^2 \), and \( \sqrt{\epsilon} r = \vec{k} \cdot \vec{r} \). Then \( \sin(\sqrt{\epsilon} r) \) can be further written as \( \sin(\vec{k} \cdot \vec{r}) \), which is eigenfunction of a free particle.

From above analysis, we have known that: (i) for \( \kappa > 0 \), the Hamiltonian (105) has a continuous energy spectrum with \( E > 0 \); (2) for \( \kappa = 0 \), the Hamiltonian (105) has a continuous energy spectrum with \( E \geq 0 \).
Part III

The Eigen-Problem of the Hamiltonian $H_M$

Let us consider the magnetic Aharonov-Bohm Hamiltonian of an electron (with mass $M$, electric charge $-e$)

$$H_M = \frac{1}{2M} \left( \tilde{p} + \frac{e}{c} \tilde{A}_M \right)^2,$$  \hspace{1cm} (230)

where $\tilde{A}_M$ is the magnetic vector potential of the following form [3]:

$$\tilde{A}_M = \begin{cases} \frac{B}{2} \sqrt{x^2 + y^2} \hat{e}_\phi, & (\rho < r_0) \\ \frac{B r_0^2}{2 \rho} \hat{e}_\phi = \frac{\Phi_M}{2 \pi \sqrt{x^2 + y^2}} \hat{e}_\phi, & (\rho > r_0) \end{cases}$$  \hspace{1cm} (231)

where $\vec{B} = B\hat{z}$ is the magnetic field, $\Phi_M = B\pi r_0^2$ is the magnetic flux, and $\hat{e}_\phi = (-\sin \phi, \cos \phi, 0)$. Here, we only consider the case of $\rho > r_0$. In this case, the magnetic vector potential reads

$$\tilde{A}_M = \frac{\Phi_M}{2 \pi \sqrt{x^2 + y^2}} (-\hat{e}_x \sin \phi + \hat{e}_y \cos \phi) = \frac{\Phi_M}{2 \pi (x^2 + y^2)} (-y \hat{e}_x + x \hat{e}_y).$$  \hspace{1cm} (232)

Note $\vec{\nabla} \cdot \tilde{A}_M = 0$, and $\tilde{p} \cdot \tilde{A}_M - \tilde{A}_M \cdot \tilde{p} = -i\hbar \vec{\nabla} \cdot \tilde{A}_M = 0$, and

$$\vec{\nabla} \times \tilde{A}_M = \begin{cases} B \hat{z}, & (\rho < r_0) \\ 0, & (\rho > r_0) \end{cases}.$$  \hspace{1cm} (233)

The eigen-problem is given by

$$H_M \Psi_M(\vec{r}) = E \Psi_M(\vec{r}),$$  \hspace{1cm} (234)

where $E$ is the energy and $\Psi_M(\vec{r})$ is the eigenfunction. In the following sections, we shall use two different methods to solve the eigen-problem.

VII. THE FIRST METHOD

Form Eq. (230) we have

$$H_M = \frac{1}{2M} \left( \tilde{p} + \frac{e}{c} \tilde{A}_M \right)^2$$

$$= \frac{1}{2M} \left[ \tilde{p}^2 + \frac{e}{c} \left( \tilde{p} \cdot \tilde{A}_M + \tilde{A}_M \cdot \tilde{p} \right) + \frac{e^2}{c^2} \tilde{A}_M^2 \right]$$

$$= \frac{1}{2M} \left[ \tilde{p}^2 + \frac{2e}{c} \left( \tilde{p} \cdot \tilde{A}_M \right) + \frac{e^2}{c^2} \tilde{A}_M^2 \right]$$

$$= \frac{1}{2M} \left[ \tilde{p}^2 + \frac{2e}{c} \left( \frac{\Phi_M}{2\pi} (-p_y y + p_x x) \right) - 1 \frac{1}{x^2 + y^2} + \frac{e^2}{c^2 4\pi^2 (x^2 + y^2)} \right]$$

$$= \frac{1}{2M} \left[ \tilde{p}^2 + \frac{1}{x^2 + y^2} \left( \frac{2e}{\pi} \frac{\Phi_M}{c} - \frac{e^2}{c^2 4\pi^2} \right) \right].$$  \hspace{1cm} (235)

In the cylindrical coordinate system

$$\rho = \sqrt{x^2 + y^2}, \quad \phi = \arctan \left( \frac{y}{x} \right), \quad z = z,$$  \hspace{1cm} (236)
we obtain
\[ \ell_z = -i\hbar \frac{\partial}{\partial \phi}, \]
\[ \nabla = \hat{e}_\rho \frac{\partial}{\partial \rho} + \hat{e}_\phi \frac{\partial}{\partial \phi} + \hat{e}_z \frac{\partial}{\partial z}, \]
\[ \nabla^2 u = \frac{1}{\rho} \frac{\partial}{\partial \rho} \left( \rho \frac{\partial u}{\partial \rho} \right) + \frac{\partial^2 u}{\partial z^2} = \left[ \frac{\partial^2 u}{\partial \rho^2} + \frac{1}{\rho} \frac{\partial u}{\partial \rho} \right] + \frac{1}{\rho^2} \frac{\partial^2 u}{\partial \phi^2} + \frac{\partial^2 u}{\partial z^2}, \]
\[ p_z = -i\hbar \frac{\partial}{\partial z}. \quad (237) \]

By substituting Eq. (237) into Eq. (235), we have
\[ H_M = \frac{1}{2M} \left[ \hat{p}^2 + \frac{1}{x^2 + y^2} \left( \frac{2e}{c} \frac{\Phi_M}{2\pi} \ell_z + \frac{e^2 \Phi_M^2}{c^2 4\pi^2} \right) \right] \]
\[ = \frac{1}{2M} \left[ -\hbar^2 \left( \frac{\partial^2}{\partial \rho^2} + \frac{1}{\rho} \frac{\partial}{\partial \rho} \rho \frac{\partial}{\partial \rho} \right) + \frac{\ell_z^2}{\rho^2} + p_z^2 + \frac{1}{\rho^2} \left( \frac{e \Phi_M}{c\pi} \ell_z + \frac{e^2 \Phi_M^2}{4c^2 \pi^2} \right) \right] \quad (238) \]

It is easy to check that
\[ [H_M, \ell_z] = 0, \quad [H_M, p_z^2] = 0, \quad [\ell_z, p_z^2] = 0, \quad (239) \]
hence we can solve the eigen-problem in the common set \( \{H_M, \ell_z, p_z^2\} \). We have
\[ H_M \Psi_M(\vec{r}) = E \Psi_M(\vec{r}), \quad (240) \]
with
\[ \Psi_M(\vec{r}) = \Psi_M(\rho, \phi, z) = R(\rho)e^{im\phi} (c_1e^{ik_z z} + c_2e^{-ik_z z}). \quad (241) \]

After substituting Eq. (240) and Eq. (241) into Eq. (238), we have
\[ \frac{1}{2M} \left[ -\hbar^2 \left( \frac{\partial^2}{\partial \rho^2} + \frac{1}{\rho} \frac{\partial}{\partial \rho} \rho \frac{\partial}{\partial \rho} \right) + \frac{\ell_z^2}{\rho^2} + p_z^2 + \frac{1}{\rho^2} \left( \frac{e \Phi_M}{c\pi} \ell_z + \frac{e^2 \Phi_M^2}{4c^2 \pi^2} \right) \right] R(\rho) = E R(\rho), \quad (242) \]
i.e.,
\[ -\frac{\hbar^2}{2M} \left\{ \left[ \frac{\partial^2 R(\rho)}{\partial \rho^2} + \frac{1}{\rho} \frac{\partial R(\rho)}{\partial \rho} \right] - \frac{R(\rho)}{\rho^2} \left( m^2 + \frac{e \Phi_M}{hc} m + \frac{e^2 \Phi_M^2}{4hc^2 \pi^2} \right) - k_z^2 R(\rho) \right\} = E R(\rho), \quad (243) \]
i.e.,
\[ \frac{\partial^2 R(\rho)}{\partial \rho^2} + \frac{1}{\rho} \frac{\partial R(\rho)}{\partial \rho} - \frac{R(\rho)}{\rho^2} \left( m^2 + \frac{2e \Phi_M}{hc} m + \frac{e^2 \Phi_M^2}{h^2 c^2} \right) + \left( \frac{2M}{\hbar^2} E - k_z^2 \right) R(\rho) = 0. \quad (244) \]
Let
\[ \epsilon = \frac{2M}{\hbar^2} E - k_z^2, \quad \kappa = m^2 + \frac{2e \Phi_M}{hc} m + \frac{e^2 \Phi_M^2}{h^2 c^2}, \quad \left( m + \frac{e \Phi_M}{hc} \right)^2 \geq 0, \quad (245) \]
we then have
\[ \frac{\partial^2 R(\rho)}{\partial \rho^2} + \frac{1}{\rho} \frac{\partial R(\rho)}{\partial \rho} - \frac{R(\rho)}{\rho^2} \left( \kappa \right) R(\rho) + \epsilon R(\rho) = 0. \quad (246) \]
A. The Case of $\epsilon > 0$

In this case, let us multiply $\rho^2$ for both sides of Eq. (246), we then have

$$\rho^2 \frac{\partial^2 R(\rho)}{\partial \rho^2} + \rho \frac{\partial R(\rho)}{\partial \rho} + (\epsilon^2 \rho^2 - \kappa) R(\rho) = 0,$$

i.e.,

$$\left(\sqrt{\epsilon^2 \rho} \right)^2 \frac{\partial^2 \left(\sqrt{\epsilon^2 \rho} R(\sqrt{\epsilon^2 \rho})\right)}{\partial \left(\sqrt{\epsilon^2 \rho}\right)^2} + \left(\sqrt{\epsilon^2 \rho} \right) \frac{\partial \left(\sqrt{\epsilon^2 \rho} R(\sqrt{\epsilon^2 \rho})\right)}{\partial \left(\sqrt{\epsilon^2 \rho}\right)} + [\left(\sqrt{\epsilon^2 \rho} \right)^2 - \kappa] R(\sqrt{\epsilon^2 \rho}) = 0,$$

By comparing Eq. (248) with the following standard Bessel equation

$$t^2 \frac{d^2 w}{dt^2} + t \frac{dw}{dt} + (t^2 - \nu^2) w = 0,$$

we have

$$t = \sqrt{\epsilon \rho},$$

$$\nu = \sqrt{\kappa} = \left| m + \frac{e \Phi_M}{hc} \right| \geq 0.$$

The solutions of the Bessel equation (249) are given by the Bessel functions

$$J_{\pm \nu}(t) = \sum_{k=0}^{\infty} \frac{(-1)^k}{k! \Gamma(\pm \nu + k + 1)} \left( \frac{t}{2} \right)^{2k \pm \nu}.$$

1. The Case of $\nu$ is not an Integer

If the magnetic flux

$$\frac{e \Phi_M}{hc} \neq n, \quad n \in \mathbb{Z},$$

we have

$$\nu = \left| m + \frac{e \Phi_M}{hc} \right| \neq |m + n|,$$

i.e., $\nu$ is not an integer. Thus $J_{\nu}(t)$ and $J_{-\nu}(r)$ are two linear independent functions, in this case the general solution of $w(t)$ is

$$w(t) = C_1 J_{\nu}(t) + C_2 J_{-\nu}(t)$$

$$= C_1 \sum_{k=0}^{\infty} \frac{(-1)^k}{k! \Gamma(\nu + k + 1)} \left( \frac{t}{2} \right)^{2k + \nu} + C_2 \sum_{k=0}^{\infty} \frac{(-1)^k}{k! \Gamma(-\nu + k + 1)} \left( \frac{t}{2} \right)^{2k - \nu},$$

with $C_1$ and $C_2$ two constant numbers. Due to Eq. (254), we have the solution of the radial wavefunction as

$$R(\rho) = \left[ C_1 J_{\nu}(\sqrt{\epsilon \rho}) + C_2 J_{-\nu}(\sqrt{\epsilon \rho}) \right].$$

Let us analysis the asymptotic behavior of $R(r)$.

Case (i).—When $\rho \to 0$,

$$J_{\nu}(\sqrt{\epsilon \rho}) \sim \rho^\nu \to 0,$$

$$J_{-\nu}(\sqrt{\epsilon \rho}) \sim \rho^{-\nu} \to \infty,$$

then we have to let the coefficient $C_2 = 0$. In this situation, the radial wavefunction reads

$$R(\rho) = C_1 J_{\nu}(\sqrt{\epsilon \rho}) = \sum_{k=0}^{\infty} \frac{(-1)^k}{k! \Gamma(\nu + k + 1)} \left( \frac{\sqrt{\epsilon \rho}}{2} \right)^{2k + \nu}. $$

Case (ii).—When $r \to \infty$, from Mathematica computation, we can find that $R(\rho) \to 0$. Thus the $R(\rho)$ in Eq. (257) is a physically allowable radial wave function.
2. The Case of $\nu$ is an Integer

If the magnetic flux

$$\frac{e\Phi_M}{\hbar c} = n, \quad n \in \mathbb{Z},$$

we have

$$\nu = \left| m + \frac{e\Phi_M}{\hbar c} \right| = |m + n|,$$

i.e., $\nu$ is an integer. In this case, $J_{\nu}(t)$ and $J_{-\nu}(t)$ are no longer two linear independent functions, because

$$J_{-n}(t) = (-1)^n J_n(t), \quad n \in \mathbb{Z}.$$  \hfill (260)

In this case the general solution of $w(t)$ is given by

$$w(t) = C_1 J_{\nu}(t) + C_2 N_{\nu}(t) = C_1 J_{\nu}(t) + C_2 \left[ \frac{J_{\nu}(t) \cos(\nu \pi) - J_{-\nu}(t)}{\sin(\nu \pi)} \right],$$

with $C_1$, and $C_2$ two constants, and

$$N_{\nu}(t) = \frac{J_{\nu}(t) \cos(\nu \pi) - J_{-\nu}(t)}{\sin(\nu \pi)},$$

is the Neumann function [4]. Due to Eq. (261), we finally have the solution of the radial wavefunction as

$$R(\rho) = C_1 J_{\nu}(\sqrt{\epsilon \rho}) + C_2 N_{\nu}(\sqrt{\epsilon \rho}).$$  \hfill (263)

Let us analysis the asymptotic behavior of $R(\rho)$.

*Case (i).—* When $\rho \to 0$,

$$\lim_{\rho \to 0} J_{\nu}(\sqrt{\epsilon \rho}) = \lim_{\rho \to 0} \rho^\nu \rightarrow 0,$$

$$\lim_{\rho \to 0} N_{\nu}(\sqrt{\epsilon \rho}) \rightarrow -\infty,$$

we then have to let the coefficient $C_2 = 0$. In this situation, the radial wavefunction reads

$$R(\rho) = C_1 J_{\nu}(\sqrt{\epsilon \rho}) = C_1 \sum_{k=0}^{\infty} \frac{(-1)^k}{k! \Gamma(\nu + k + 1)} \left( \frac{\sqrt{\epsilon \rho}}{2} \right)^{2k+\nu}.$$  \hfill (265)

*Case (ii).—* When $\rho \to \infty$, from Mathematica computation, we can find that $R(\rho) \to 0$. Thus the $R(\rho)$ in Eq. (265) is a physically allowable radial wave function.

*Remark 9.* Let us consider a special case

$$\nu = \left| m + \frac{e\Phi_M}{\hbar c} \right| = 0,$$  \hfill (266)

which means the magnetic flux satisfies

$$m = -\frac{e\Phi_M}{\hbar c}.$$  \hfill (267)

In this case

$$R(\rho) = C_1 J_{\nu=0}(\sqrt{\epsilon \rho}),$$  \hfill (268)

and

$$\Psi_M(\vec{r}) = \Psi_M(\rho, \phi, z) = J_{\nu=0}(\sqrt{\epsilon \rho}) e^{im\phi} (c_1 e^{ik_z z} + c_2 e^{-ik_z z}).$$  \hfill (269)
B. The Case of $\epsilon = 0$

In this case, from Eq. (246)
\[
\frac{\partial^2 R(\rho)}{\partial \rho^2} + \frac{1}{\rho} \frac{\partial R(\rho)}{\partial \rho} - \kappa \frac{R(\rho)}{\rho^2} = 0. \tag{270}
\]

Let us analyze the asymptotic behaviors of $R(\rho)$.

Case (i).— When $\rho \to 0$, Eq. (270) becomes
\[
\frac{d^2 R(\rho)}{d \rho^2} + \frac{1}{\rho} \frac{d R(\rho)}{d \rho} - \kappa R(\rho) = 0. \tag{271}
\]

In the region near to $\rho = 0$, let $R(\rho) \propto \rho^s$, after substituting it into above equation, we have
\[
s(s - 1)\rho^{s-2} + s\rho^{s-2} - \kappa \rho^{s-2} = 0, \tag{272}
\]

which leads to
\[
s^2 - \kappa = 0, \tag{273}
\]

Based on which, one obtains
\[
s_1 = \sqrt{\kappa} \geq 0, \text{ or } s_2 = -\sqrt{\kappa}. \tag{274}
\]

To avoid when $\rho \to 0$, $R(\rho) \to \infty$, from the viewpoint of physics, we choose $s = s_1 \geq 0$.

Case (ii).— When $\rho \to \infty$, Eq. (270) becomes
\[
\frac{d^2 R(\rho)}{d \rho^2} = 0, \tag{275}
\]

then we attain
\[
R(\rho) = c_1 \rho + c_2, \tag{276}
\]

where $c_1$ and $c_2$ are constant numbers. To avoid when $\rho \to \infty$, $R(\rho) \to \infty$, we have $R(\rho) = 1$. Thus we have $s = 0$ and $\kappa = 0$.

This implies that
\[
\nu = \sqrt{\kappa} = \left| m + \frac{\epsilon \Phi_M}{\hbar c} \right| = 0, \tag{277}
\]

which leads to
\[
\Phi_M = -\frac{m \hbar c}{e}, \text{ or } m = -\frac{e \Phi_M}{\hbar c}, \tag{278}
\]

Substituting $R(\rho) = 1$ into Eq. (241), for $\epsilon = 0$ or
\[
E = \frac{\hbar^2 k_z^2}{2M}, \tag{279}
\]

we have the wavefunction as
\[
\Psi_M(\vec{r}) = \Psi_M(\rho, \phi, z) = R(\rho)e^{im\phi} \left( c_1 e^{ik_z z} + c_2 e^{-ik_z z} \right) = e^{im\phi} \left( c_1 e^{ik_z z} + c_2 e^{-ik_z z} \right)
\]
\[
= \left( c_1 e^{ik_z z} + c_2 e^{-ik_z z} \right) e^{im\left[ \arctan\left( \frac{y}{x} \right) \right]},
\]
\[
= \left( c_1 e^{ik_z z} + c_2 e^{-ik_z z} \right) e^{-i \frac{e \Phi_M}{\hbar c} \left[ \arctan\left( \frac{y}{x} \right) \right]}. \tag{280}
\]
C. The Case of \( \epsilon < 0 \)

Let us analyze the asymptotic behaviors of \( R(\rho) \) as shown in Eq. (246).

Case (i).— When \( \rho \to 0 \), Eq. (246) becomes

\[
\frac{d^2 R(\rho)}{d\rho^2} + \frac{1}{\rho} \frac{dR(\rho)}{d\rho} - \frac{\kappa}{\rho^2} R(\rho) = 0.
\]

(281)

In the region near to \( \rho = 0 \), let \( R(\rho) \propto \rho^s \), after substituting it into above equation, we have

\[
s(s - 1)\rho^{s-2} + s\rho^{s-2} - \kappa \rho^{s-2} = 0,
\]

(282)

which leads to

\[
s^2 - \kappa = 0,
\]

(283)

Based on which, one obtains

\[
s_1 = \sqrt{\kappa} \geq 0, \quad \text{or} \quad s_2 = -\sqrt{\kappa}.
\]

(284)

To avoid when \( \rho \to 0 \), \( R(\rho) \to \infty \), from the viewpoint of physics, we choose \( s = s_1 \geq 0 \).

Case (ii).— When \( \rho \to \infty \), Eq. (246) becomes

\[
\frac{d^2 R(\rho)}{d\rho^2} + \epsilon R(\rho) = 0,
\]

(285)

then we attain

\[
R(\rho) \propto e^{\sqrt{-\epsilon} \rho}, \quad \text{or} \quad R(\rho) \propto e^{-\sqrt{-\epsilon} \rho}.
\]

(286)

To avoid when \( \rho \to \infty \), \( R(\rho) \to \infty \), we choose the solution \( R(\rho) \propto e^{-\sqrt{-\epsilon} \rho} \).

Based on the analysis above, we may set \( R(\rho) \) as

\[
R(\rho) = \rho^s e^{-\sqrt{-\epsilon} \rho} F(\rho),
\]

(287)

with \( s = \sqrt{\kappa} \). After that, we can calculate

\[
\frac{dR(\rho)}{d\rho} = s \rho^{s-1} e^{-\sqrt{-\epsilon} \rho} F(\rho) - \sqrt{-\epsilon} \rho^s e^{-\sqrt{-\epsilon} \rho} F(\rho) + \rho^s e^{-\sqrt{-\epsilon} \rho} \frac{dF(\rho)}{d\rho}
\]

\[
= \rho^s e^{-\sqrt{-\epsilon} \rho} \left[ \left( \frac{s}{\rho} - \sqrt{-\epsilon} \right) F(\rho) + \frac{dF(\rho)}{d\rho} \right] = \rho^s e^{-\sqrt{-\epsilon} \rho} C(\rho),
\]

(288)

thus

\[
\frac{d^2 R(\rho)}{d\rho^2} = \frac{d^2}{d\rho^2} \left[ \rho^s e^{-\sqrt{-\epsilon} \rho} C(\rho) \right]
\]

\[
= \rho^s e^{-\sqrt{-\epsilon} \rho} \left[ \left( \frac{s}{\rho} - \sqrt{-\epsilon} \right) C(\rho) + \frac{dC(\rho)}{d\rho} \right]
\]

\[
= \rho^s e^{-\sqrt{-\epsilon} \rho} \left( \frac{s}{\rho} - \sqrt{-\epsilon} \right) \left[ \left( \frac{s}{\rho} - \sqrt{-\epsilon} \right) F(\rho) + \frac{dF(\rho)}{d\rho} \right] + \frac{d}{d\rho} \left[ \left( \frac{s}{\rho} - \sqrt{-\epsilon} \right) F(\rho) + \frac{dF(\rho)}{d\rho} \right]
\]

\[
= \rho^s e^{-\sqrt{-\epsilon} \rho} \left( \frac{s}{\rho} - \sqrt{-\epsilon} \right) \left[ \left( \frac{s}{\rho} - \sqrt{-\epsilon} \right) F(\rho) + \frac{dF(\rho)}{d\rho} \right] - \frac{s}{\rho^2} F(\rho) + \left( \frac{s}{\rho} - \sqrt{-\epsilon} \right) \frac{dF(\rho)}{d\rho} + \frac{d^2 F(\rho)}{d\rho^2}
\]

\[
= \rho^s e^{-\sqrt{-\epsilon} \rho} \left\{ \frac{d^2 F(\rho)}{d\rho^2} + 2 \left( \frac{s}{\rho} - \sqrt{-\epsilon} \right) \frac{dF(\rho)}{d\rho} + \left[ \left( \frac{s}{\rho} - \sqrt{-\epsilon} \right)^2 - \frac{s}{\rho^2} \right] F(\rho) \right\}.
\]

(289)
Then,
\[
\begin{align*}
\frac{d^2 R(\rho)}{d \rho^2} + \frac{1}{\rho} \frac{d R(\rho)}{d \rho} - \frac{\kappa}{\rho^2} R(\rho) + \epsilon R(\rho) \\
= \rho^s e^{-\sqrt{-\epsilon} \rho} \left\{ \frac{d^2 F(\rho)}{d \rho^2} + 2 \left( \frac{s}{\rho} - \sqrt{-\epsilon} \right) \frac{d F(\rho)}{d \rho} + \left[ \left( \frac{s}{\rho} - \sqrt{-\epsilon} \right)^2 - \frac{s}{\rho^2} \right] F(\rho) \right\} \\
+ \frac{1}{\rho} \rho^s e^{-\sqrt{-\epsilon} \rho} \left[ \left( \frac{s}{\rho} - \sqrt{-\epsilon} \right) F(\rho) + \frac{d F(\rho)}{d \rho} \right] + \left( \epsilon - \frac{s}{\rho^2} \right) \rho^s e^{-\sqrt{-\epsilon} \rho} F(\rho) \\
= 0,
\end{align*}
\]  
(290)

that is
\[
\begin{align*}
\left\{ \frac{d^2 F(\rho)}{d \rho^2} + 2 \left( \frac{s}{\rho} - \sqrt{-\epsilon} \right) \frac{d F(\rho)}{d \rho} + \left[ \left( \frac{s}{\rho} - \sqrt{-\epsilon} \right)^2 - \frac{s}{\rho^2} \right] F(\rho) \right\} \\
+ \frac{1}{\rho} \left[ \left( \frac{s}{\rho} - \sqrt{-\epsilon} \right) F(\rho) + \frac{d F(\rho)}{d \rho} \right] + \left( \epsilon - \frac{s}{\rho^2} \right) F(\rho) = 0,
\end{align*}
\]  
(291)
i.e.
\[
\frac{d^2 F(\rho)}{d \rho^2} + \left( \frac{2s + 1}{\rho} - 2\sqrt{-\epsilon} \right) \frac{d F(\rho)}{d \rho} + \left[ \left( \frac{2s}{\rho} - \sqrt{-\epsilon} \right)^2 - \frac{s}{\rho^2} + \frac{1}{\rho} \left( \frac{s}{\rho} - \sqrt{-\epsilon} \right) + \left( \epsilon - \frac{s}{\rho^2} \right) \right] F(\rho) = 0,
\]  
(292)
i.e.
\[
\frac{d^2 F(\rho)}{d \rho^2} + \left( \frac{2s + 1}{\rho} - 2\sqrt{-\epsilon} \right) \frac{d F(\rho)}{d \rho} + \left[ \frac{s^2}{\rho} - 2s \sqrt{-\epsilon} - \epsilon + \frac{1}{\rho} \left( \frac{s}{\rho} - \sqrt{-\epsilon} \right) + \left( \epsilon - \frac{s}{\rho^2} \right) \right] F(\rho) = 0,
\]  
(293)
i.e.
\[
\frac{d^2 F(\rho)}{d \rho^2} + \left( \frac{2s + 1}{\rho} - 2\sqrt{-\epsilon} \right) \frac{d F(\rho)}{d \rho} - \frac{2s + 1}{\rho} \sqrt{-\epsilon} F(\rho) = 0,
\]  
(294)
i.e.
\[
\rho \frac{d^2 F(\rho)}{d \rho^2} + \left( 2s + 1 - 2\sqrt{-\epsilon} \rho \right) \frac{d F(\rho)}{d \rho} - (2s + 1) \sqrt{-\epsilon} F(\rho) = 0,
\]  
(295)
viz.
\[
(\sqrt{-\epsilon})^2 \rho \frac{d^2 F(z)}{d (\sqrt{-\epsilon} \rho)^2} + \sqrt{-\epsilon} \left[ 2(s + 1) - 2\sqrt{-\epsilon} \rho \right] \frac{d F(z)}{d (\sqrt{-\epsilon} \rho)} - \left[ 2(s + 1) \sqrt{-\epsilon} \right] F(z) = 0.
\]  
(297)

Let
\[
z = \sqrt{-\epsilon} \rho,
\]  
(298)
then Eq. (297) becomes
\[
\sqrt{-\epsilon} z \frac{d^2 F(z)}{d z^2} + \sqrt{-\epsilon} \left[ 2(s + 1) - 2z \right] \frac{d F(z)}{d z} - \left[ 2(s + 1) \sqrt{-\epsilon} \right] F(z) = 0,
\]  
(299)
i.e.
\[
\frac{d^2 F(\tau)}{d \tau^2} + \left[ 2(s + 1) - \tau \right] \frac{d F(\tau)}{d \tau} - (s + 1) F(\tau) = 0,
\]  
(300)
with \( \tau = 2z \). One may notice that the energy parameter \( \epsilon \) does not yet appear in Eq. (300).
Remarkably, let us set
\[ \alpha = (s + 1) = \sqrt{\kappa} + 1, \quad \gamma = 2(s + 1) = 2(\sqrt{\kappa} + 1), \] (301)
then Eq. (300) can be rewritten as
\[ \tau \frac{d^2 F(\tau)}{d \tau^2} + (\gamma - \tau) F(\tau) - \alpha F(\tau) = 0, \] (302)
which is a confluent hypergeometric equation with general solution
\[ F(\tau) = C_1 F(\alpha; \gamma; \tau) + C_2 \tau^{1 - \gamma} F(\alpha + 1 - \gamma; 2 - \gamma; \tau), \] (303)
where \( C_1, C_2 \) are two constants. For convenience, one can denote the two hypergeometric functions as
\[ w_1 = F(\alpha; \gamma; \tau) = F(\sqrt{\kappa} + 1; 2(\sqrt{\kappa} + 1); 2\sqrt{-\epsilon \rho}), \] (304)
\[ w_2 = \tau^{1 - \gamma} F(\alpha - \gamma + 1; 2 - \gamma; \tau) = (2\sqrt{-\epsilon \rho})^{1 - \gamma} F(\alpha - \gamma + 1; 2 - \gamma; 2\sqrt{-\epsilon \rho}), \] (305)
namely
\[ F(\rho) = C_1 w_1 + C_2 w_2. \] (306)

Finally, insert Eq. (306) into Eq. (287), then one obtains the radial function as
\[ R(\rho) = \rho^s e^{-\sqrt{-\epsilon \rho}} F(\rho) = \rho^s e^{-\sqrt{-\epsilon \rho}} (C_1 w_1 + C_2 w_2). \] (307)
Unfortunately, from Mathematica program, one can check that: (i) for \( \kappa > 0 \),
\[ \lim_{\rho \to \infty} \rho^i e^{-\sqrt{-\epsilon \rho}} w_i \to \infty, \quad (i = 1, 2), \] (308)
and (ii) for \( \kappa = 0 \) (thus \( s = 0 \)),
\[ \lim_{\rho \to \infty} \rho^i e^{-\sqrt{-\epsilon \rho}} w_1 = \lim_{\rho \to \infty} e^{-\sqrt{-\epsilon \rho}} F(1; 2; 2\sqrt{-\epsilon \rho}) \to \infty, \]
\[ \lim_{\rho \to 0} \rho^i e^{-\sqrt{-\epsilon \rho}} w_2 = \lim_{\rho \to 0} e^{-\sqrt{-\epsilon \rho}} (2\sqrt{-\epsilon \rho})^{-1} F(0; 0; 2\sqrt{-\epsilon \rho}) = \lim_{\rho \to 0} \frac{1}{2\sqrt{-\epsilon \rho}} e^{-\sqrt{-\epsilon \rho}} \to \infty. \] (309)
Therefore, for the case of energy \( E < 0 \), we do not have the physically allowable radial wavefunctions \( R(\rho) \).

**Remark 10.** In summary, let us denote the energy as
\[ E = \frac{\hbar^2 k^2}{2M} = \frac{1}{2M} (k_x^2 + k_y^2 + k_z^2), \] (310)
and then the parameter
\[ \epsilon = \frac{2M}{\hbar^2} E - k_z^2 = k_x^2 + k_y^2 \geq 0. \] (311)
For a fixed energy \( E \), the most general wavefunction is a superposition state as
\[ \Psi_M(\vec{r}) = \sum_{\nu, m} C^{\nu, m}_1 (J_\nu(\sqrt{\epsilon \rho}) e^{im\phi}) e^{ik_z z} + \sum_{\nu, m} C^{\nu, m}_2 (J_\nu(\sqrt{\epsilon \rho}) e^{im\phi}) e^{-ik_z z}. \] (312)

**VIII. THE SECOND METHOD**

When there is no vector potential, the Hamiltonian \( H_M \) reduces to the Hamiltonian of a free electron, i.e.,
\[ H_0 = \frac{1}{2M} \vec{p}^2, \] (313)
with \( \vec{p} = -i\hbar \vec{\nabla} \). The corresponding eigen-equation is given by
\[ H_0 \xi_0(\vec{r}) = E \xi_0(\vec{r}), \] (314)
where $E$ is the energy of a free electron. When there is a magnetic vector potential, the eigen-equation reads

$$H_M [\xi_0(\vec{r}) \xi(\vec{r})] = E [\xi_0(\vec{r}) \xi(\vec{r})], \quad (315)$$

where $E$ is the eigen-energy of the electron, and the wave function has been written in a form as

$$\Psi_M(\vec{r}) = \xi_0(\vec{r}) \xi(\vec{r}). \quad (316)$$

Note that the energies $E$ in Eq. (314) and Eq. (315) are chosen as the same.

We now expand the spin AB Hamiltonian, which gives

$$H_M = \frac{1}{2M} \left( \vec{p}^2 + \frac{e}{c} \vec{A}_M \right)^2 = \frac{1}{2M} \left[ \vec{p}^2 + \frac{e}{c} \left( \vec{A}_M \cdot \vec{p} - i\hbar \vec{\nabla} \cdot \vec{A}_M + \vec{A}_M \cdot \vec{p} \right) + \frac{e^2}{c^2} \vec{A}_M \right]$$

$$= \frac{1}{2M} \left[ \vec{p}^2 + \frac{e}{c} \left( \vec{A}_M \cdot \vec{p} - i\hbar \vec{\nabla} \cdot \vec{A}_M + \vec{A}_M \cdot \vec{p} \right) + \frac{e^2}{c^2} \vec{A}_M \right]$$

$$= \frac{1}{2M} \left( \vec{p}^2 + \frac{e}{c} 2\vec{A}_M \cdot \vec{p} + \frac{e^2}{c^2} \vec{A}_M \right)$$

$$= H_0 + \mathcal{T}, \quad (317)$$

with

$$\mathcal{T} = \frac{1}{2M} \left[ \frac{e}{c} 2\vec{A}_M \cdot \vec{p} + \frac{e^2}{c^2} \vec{A}_M \right]. \quad (318)$$

Notice that the derivation of Eq. (317) is valid for any vector potential satisfying $\vec{\nabla} \cdot \vec{A}$. Next we select the wavefunction $\xi_0(\vec{r})$ as the common eigenstate of the set $\{H_0, \vec{p}\}$, i.e.,

$$\xi_0(\vec{r}) = N e^{i\vec{k} \cdot \vec{r}},$$

$$H_0 \xi_0(\vec{r}) = \frac{\hbar^2 \vec{k}^2}{2M} \xi_0(\vec{r}),$$

$$\vec{p} \xi_0(\vec{r}) = \hbar \vec{k} \xi_0(\vec{r}). \quad (319)$$

Then firstly we have

$$H_0 \left[ \xi_0(\vec{r}) \xi(\vec{r}) \right] = \frac{1}{2M} \vec{p}^2 \left[ \xi_0(\vec{r}) \xi(\vec{r}) \right]$$

$$= -\hbar^2 \left\{ \frac{d^2 \xi_0(\vec{r})}{dx^2} + \frac{d^2 \xi_0(\vec{r})}{dy^2} + \frac{d^2 \xi_0(\vec{r})}{dz^2} \right\} \xi(\vec{r}) + \frac{-\hbar^2}{2M} 2 \left[ \frac{d \xi_0(\vec{r})}{dx} \frac{d \xi(\vec{r})}{dx} + \frac{d \xi_0(\vec{r})}{dy} \frac{d \xi(\vec{r})}{dy} + \frac{d \xi_0(\vec{r})}{dz} \frac{d \xi(\vec{r})}{dz} \right]$$

$$= \left[ E \xi_0(\vec{r}) \right] \xi(\vec{r}) + \frac{-\hbar^2}{2M} 2 \xi_0(\vec{r}) \left[ ik_x \frac{d \xi(\vec{r})}{dx} + ik_y \frac{d \xi(\vec{r})}{dy} + ik_z \frac{d \xi(\vec{r})}{dz} \right] + \frac{1}{2M} \xi_0(\vec{r}) \left[ \vec{p}^2 \xi(\vec{r}) \right]$$

$$= E \left[ \xi_0(\vec{r}) \xi(\vec{r}) \right] + \frac{\hbar^2}{2M} \xi_0(\vec{r}) \left[ (\vec{k} \cdot \vec{p}) \xi(\vec{r}) \right] + \frac{1}{2M} \xi_0(\vec{r}) \left[ \vec{p}^2 \xi(\vec{r}) \right]. \quad (320)$$

Secondly, we have

$$\vec{A}_M \cdot \vec{p} \left[ \xi_0(\vec{r}) \xi(\vec{r}) \right]$$

$$= -i\hbar \left[ A_{Mx} \frac{d \xi_0(\vec{r})}{dx} + A_{My} \frac{d \xi_0(\vec{r})}{dy} + A_{Mz} \frac{d \xi_0(\vec{r})}{dz} \right] \xi(\vec{r}) - i\hbar \xi_0(\vec{r}) \left[ A_{Mx} \frac{d \xi(\vec{r})}{dx} + A_{My} \frac{d \xi(\vec{r})}{dy} + A_{Mz} \frac{d \xi(\vec{r})}{dz} \right]$$

$$= -i\hbar \left[ A_{Mx} (ik_x) + A_{My} (ik_y) + A_{Mz} (ik_z) \right] \xi(\vec{r}) - i\hbar \xi_0(\vec{r}) \left[ A_{Mx} \frac{d \xi(\vec{r})}{dx} + A_{My} \frac{d \xi(\vec{r})}{dy} + A_{Mz} \frac{d \xi(\vec{r})}{dz} \right]$$

$$= \hbar (\vec{k} \cdot \vec{A}_M) \left[ \xi_0(\vec{r}) \xi(\vec{r}) \right] + \xi_0(\vec{r}) \left[ (\vec{A}_M \cdot \vec{p}) \xi(\vec{r}) \right] \quad (321)$$

By substituting Eq. (320) and Eq. (321) into Eq. (315), we have

$$E \left[ \xi_0(\vec{r}) \xi(\vec{r}) \right] + \frac{\hbar^2}{2M} 2 \xi_0(\vec{r}) \left[ (\vec{k} \cdot \vec{p}) \xi(\vec{r}) \right] + \frac{1}{2M} \xi_0(\vec{r}) \left[ \vec{p}^2 \xi(\vec{r}) \right]$$

$$+ \frac{1}{2M} 2 \frac{e}{c} \left\{ \hbar (\vec{k} \cdot \vec{A}_M) \left[ \xi_0(\vec{r}) \xi(\vec{r}) \right] + \xi_0(\vec{r}) \left[ (\vec{A}_M \cdot \vec{p}) \xi(\vec{r}) \right] \right\} + \frac{1}{2M} \frac{e^2}{c^2} \vec{A}_M \left[ \xi_0(\vec{r}) \xi(\vec{r}) \right]$$

$$= E \left[ \xi_0(\vec{r}) \xi(\vec{r}) \right], \quad (322)$$
which can be simplified as
\[
\frac{1}{2M} \left\{ 2\hbar \left[ \vec{k} \cdot \vec{p} \xi(\vec{r}) \right] + \left[ \vec{p}^2 \xi(\vec{r}) \right] + \frac{2e}{c} \left\{ \hbar (\vec{k} \cdot \vec{A}_M) \left[ \xi(\vec{r}) \right] + \left[ (\vec{A}_M \cdot \vec{p}) \xi(\vec{r}) \right] \right\} + \frac{e^2}{c^2} \vec{A}_M^2 \right\} \xi(\vec{r}) = 0, \tag{323}
\]
i.e.,
\[
\frac{1}{2M} \left\{ 2\hbar \vec{k} \cdot \left( \vec{p} + \frac{e}{c} \vec{A}_M \right) + \left( \vec{p} + \frac{e}{c} \vec{A}_M \right) \cdot \left( \vec{p} + \frac{e}{c} \vec{A}_M \right) \right\} \xi(\vec{r}) = 0, \tag{324}
\]
i.e.,
\[
\frac{1}{2M} \left\{ \left( 2\hbar \vec{k} + \vec{p} + \frac{e}{c} \vec{A}_M \right) \cdot \left( \vec{p} + \frac{e}{c} \vec{A}_M \right) \right\} \xi(\vec{r}) = 0. \tag{325}
\]
Consequently, based on Eq. (325), the problem of solving Eq. (315) is transformed into solving the following equations:
\[
\left( \vec{p} + \frac{e}{c} \vec{A}_M \right) \xi(\vec{r}) = 0. \tag{326}
\]
or
\[
\left( 2\hbar \vec{k} + \vec{p} + \frac{e}{c} \vec{A}_M \right) \xi(\vec{r}) = 0. \tag{327}
\]

1. The Case of \( \left( \vec{p} + \frac{e}{c} \vec{A}_M \right) \xi(\vec{r}) = 0 \)

We now consider the case in Eq. (326). By the way, if it is valid, we shall also have the following relation
\[
H_M \xi(\vec{r}) = \frac{1}{2M} \left\{ \left( \vec{p} + \frac{e}{c} \vec{A}_M \right) \cdot \left( \vec{p} + \frac{e}{c} \vec{A}_M \right) \right\} \xi(\vec{r}) = 0, \tag{328}
\]
i.e., \( \xi(\vec{r}) \) is the eigenstate of \( H_M \) with zero energy. We shall check this point after \( \xi(\vec{r}) \) is determined.

From Eq. (326) we obtain the following three subequaltons:
\[
\left( \vec{p} + \frac{e}{c} \vec{A}_M \right)_x \xi(\vec{r}) = 0,
\left( \vec{p} + \frac{e}{c} \vec{A}_M \right)_y \xi(\vec{r}) = 0,
\left( \vec{p} + \frac{e}{c} \vec{A}_M \right)_z \xi(\vec{r}) = 0, \tag{329}
\]
which implies that \( \xi(\vec{r}) \) is the common eigenstate of three operators \( \left( \vec{p} + \frac{e}{c} \vec{A}_M \right)_x \), \( \left( \vec{p} + \frac{e}{c} \vec{A}_M \right)_y \), and \( \left( \vec{p} + \frac{e}{c} \vec{A}_M \right)_z \). Fortunately, for the original magnetic AB effect, these three operators are mutually commutative, thus they can have a common eigenstate \( \xi(\vec{r}) \). Explicitly, from Eq. (232) one has
\[
\left( \vec{p} + \frac{e}{c} \vec{A}_M \right)_x = p_x - \frac{y \Phi}{2\pi(x^2 + y^2)},
\left( \vec{p} + \frac{e}{c} \vec{A}_M \right)_y = p_y + \frac{x \Phi}{2\pi(x^2 + y^2)},
\left( \vec{p} + \frac{e}{c} \vec{A}_M \right)_z = p_z, \tag{330}
\]
It is easy to check the following commutation relations
\[
\left[ p_z, p_x - \frac{y \Phi}{2\pi(x^2 + y^2)} \right] = 0, \left[ p_x, p_y + \frac{x \Phi}{2\pi(x^2 + y^2)} \right] = 0,
\left[ p_x - \frac{y \Phi}{2\pi(x^2 + y^2)}, p_y + \frac{x \Phi}{2\pi(x^2 + y^2)} \right] = \frac{\Phi}{2\pi} \left[ p_x, \frac{x}{x^2 + y^2} \right] + \frac{\Phi}{2\pi} \left[ p_y, \frac{y}{x^2 + y^2} \right]
\]
\[
= -i\hbar \frac{\Phi}{2\pi} \left[ \frac{d}{dx} \left( \frac{x}{x^2 + y^2} \right) + \frac{d}{dy} \left( \frac{y}{x^2 + y^2} \right) \right] = -i\hbar \frac{\Phi}{2\pi} \left[ \frac{y^2 - x^2 + x^2 - y^2}{(x^2 + y^2)^2} \right] = 0, \tag{331}
\]
and we have the function $\xi(\vec{r})$ as

$$\xi(\vec{r}) = e^{-\frac{ie\Phi}{2\pi\hbar c}[\arctan\left(\frac{y}{x}\right)]}.$$  

(332)

By the way, after substituting Eq. (332) into Eq. (328), one can find that the latter is valid. Then from Eq. (316) we have the wavefunction as

$$\Psi_M(\vec{r}) = \xi_0(\vec{r})\xi(\vec{r}) = \mathcal{N} e^{i \vec{k} \cdot \vec{r}} e^{-\frac{ie\Phi}{\hbar c}[\arctan\left(\frac{y}{x}\right)]}.$$  

(333)

2. The Case of $(2\hbar \vec{k} + \vec{p} + e\vec{A}_M) \xi(\vec{r}) = 0$

We now consider the case in Eq. (327). Similarly, the solution is

$$\xi(\vec{r}) = e^{-2i \vec{k} \cdot \vec{r}} e^{-\frac{ie\Phi}{\hbar c}[\arctan\left(\frac{y}{x}\right)]},$$  

(334)

and from Eq. (316) we have the wavefunction as

$$\Psi_M(\vec{r}) = \xi_0(\vec{r})\xi(\vec{r}) = \mathcal{N} e^{-i \vec{k} \cdot \vec{r}} e^{-\frac{ie\Phi}{\hbar c}[\arctan\left(\frac{y}{x}\right)]}.$$  

(335)

Remark 11. By consider the superposition, for a fixed energy $E = \frac{\hbar^2 \vec{k}^2}{2M}$, we have the general wavefunction as

$$\Psi_M(\vec{r}) = \mathcal{N} \left( c_1 e^{i \vec{k} \cdot \vec{r}} + c_2 e^{-i \vec{k} \cdot \vec{r}} \right) e^{-\frac{ie\Phi}{\hbar c}[\arctan\left(\frac{y}{x}\right)]},$$  

(336)

where $\mathcal{N}$ is the normalized constant, $c_1, c_2$ are some complex numbers.

Note that the wavefunction $\Psi_M(\vec{r})$ in Eq. (312) is not equal directly to the one in Eq. (336). From the viewpoint of physics, for a fixed energy $E$, the latter can be obtained by the superpositions of the former. In the next section, we shall use the wavefunction $\Psi_M(\vec{r})$ in Eq. (336) to study the magnetic AB effect.
Part IV
The Magnetic AB Effect and the Spin AB Effect

To demonstrate the AB effect, one usually adopts a gedanken double-slit experiment. In Fig. 1, a solenoid (or a spin) is placed behind the double-slit plate, which contributes a magnetic (or a spin) vector potential. Electrons are emitted from the electron source $O$, they travel to the point $D$ on the screen along two different paths 1 and 2. Under the influence of the magnetic (or the spin) vector potential, one will observe the interference patterns produced on the screen. The interference patterns with vector potentials are generally different from that of without a vector potential. In such a way, one demonstrates the magnetic (or spin) AB effect.

IX. THE MAGNETIC AB EFFECT

Now we come to calculate the interference patterns. We shall make a unified treatment for both the magnetic and the spin AB effects. For the magnetic AB Hamiltonian, the eigen-equation reads $H_M \Psi_M(\vec{r}) = E_M \Psi_M(\vec{r})$, where $E_M = \hbar^2 k^2 / 2M \geq 0$ is the energy, and $\Psi_M(\vec{r})$ is the eigenfunction, which is given in Eq. (336).

To connect the wavefunction (336) with the observable double-slit interference experiment, we need to recast the wavefunction (336) and Eq. (339) we have the vector $\vec{F} = (F_x, F_y, F_z)$ is determined by

$$\vec{F} = \frac{1}{\Psi_M(\vec{r})} \left[ \nabla \Psi_M(\vec{r}) \right],$$

or explicitly

$$F_x = \frac{d \Psi_M(\vec{r})}{\Psi_M(\vec{r})}, \quad F_y = \frac{d \Psi_M(\vec{r})}{d y}, \quad F_z = \frac{d \Psi_M(\vec{r})}{d z}. \quad (339)$$

By the way, in the spherical coordinate system and the cylindrical coordinate system, the vector $\vec{F}$ is respectively expressed as

$$\vec{F} = \hat{e}_r F_r + \hat{e}_\theta F_\theta + \hat{e}_\phi F_\phi,$$

$$F_r = \frac{d \Psi_M(\vec{r})}{d r}, \quad F_\theta = \frac{1}{r} \frac{d \Psi_M(\vec{r})}{d \theta}, \quad F_\phi = \frac{1}{r} \frac{d \Psi_M(\vec{r})}{d \phi},$$

and

$$\vec{F} = \hat{e}_\rho F_\rho + \hat{e}_\phi F_\phi + \hat{e}_z F_z,$$

$$F_\rho = \frac{d \Psi_M(\vec{r})}{d \rho}, \quad F_\phi = \frac{1}{r} \frac{d \Psi_M(\vec{r})}{d \phi}, \quad F_z = \frac{d \Psi_M(\vec{r})}{d z}. \quad (341)$$

For simplicity, let $c_1 = 1, c_2 = 0$, from Eq. (336) and Eq. (339) we have the vector $\vec{F}$ as

$$\vec{F} = i \hat{k} - \frac{i e}{\hbar c} \vec{A}_M,$$

i.e., the vector $(\vec{F} - i \hat{k})$ is proportional to the magnetic vector potential $\vec{A}_M$.

Let us focus on Fig. 1. The electron is initially at point $O$ and finally at point $D$, there are two different paths $L_1$, $L_2$ between them. Therefore, when the electron arrives at the screen, it is in the following superposition state

$$\Psi(\vec{r}) = \Psi_M^1(\vec{r}) + \Psi_M^2(\vec{r}) = N \left( e^{i c_1(\vec{r}) \vec{F}(\vec{r}^\prime). d\vec{r}^\prime} + e^{i c_2(\vec{r}) \vec{F}(\vec{r}^\prime). d\vec{r}^\prime} \right). \quad (343)$$
Then the probability of finding the electron at the point \( D \) is given by

\[
P_M = |\Psi(\vec{r})|^2 = N^2 \left| e^{i \xi_1(\vec{r})} \tilde{F}(\vec{r}') \cdot d\vec{r}' + e^{i \xi_2(\vec{r})} \hat{F}(\vec{r}') \cdot d\vec{r}' \right|^2
\]

\[
= N^2 \left| e^{i \xi_1(\vec{r})} \tilde{F}(\vec{r}') \cdot d\vec{r}' \left( 1 + e^{i \xi_2(\vec{r})} \hat{F}(\vec{r}') \cdot d\vec{r}' - f^{\xi_1(\vec{r})} \hat{F}(\vec{r}') \cdot d\vec{r}' \right) \right|^2
\]

\[
= N^2 \left| 1 + e^{i \xi_1(\vec{r})} \tilde{F}(\vec{r}') \cdot d\vec{r}' \left( 1 + e^{i \xi_2(\vec{r})} \hat{F}(\vec{r}') \cdot d\vec{r}' - f^{\xi_1(\vec{r})} \hat{F}(\vec{r}') \cdot d\vec{r}' \right) \right|^2
\]

\[
= 2N^2 \left| 1 + \cos(\delta_1 + \delta_2) \right|,
\]

with

\[
\delta_1 = \frac{1}{\hbar} \oint (\hbar \vec{k}) \cdot d\vec{r}' = \oint \vec{k} \cdot d\vec{l} \tag{345}
\]

and

\[
\delta_2 = -\frac{e}{\hbar c} \int S_{\text{in}} \hat{A} \cdot d\vec{S} = -\frac{e}{\hbar c} \int S_{\text{in}} (\vec{\nabla} \times \hat{A}) \cdot d\vec{S}
\]

\[
= -\frac{e}{\hbar c} \int S_{\text{in}} \left[ \vec{\nabla} \times \left( \frac{B \rho}{2} \right) \hat{\epsilon}_\phi \right] \cdot d\vec{S} - \frac{e}{\hbar c} \int S_{\text{out}} \left[ \vec{\nabla} \times \left( \frac{\Phi_M}{2\pi \rho} \right) \hat{\epsilon}_\phi \right] \cdot d\vec{S}
\]

\[
= -\frac{e}{\hbar c} \int S_{\text{in}} \left[ \vec{\nabla} \times \left( \frac{B \rho}{2} \right) \hat{\epsilon}_\phi \right] \cdot d\vec{S}
\]

\[
= -\frac{e}{\hbar c} \int S_{\text{in}} \left[ \frac{1}{\rho} \frac{\partial}{\partial \rho} \left( \frac{B \rho}{2} \right) \hat{z} \right] \cdot d\vec{S}
\]

\[
= -\frac{e}{\hbar c} \int S_{\text{in}} (B \hat{z}) \cdot d\vec{S} = -\frac{e}{\hbar c} \int S_{\text{in}} \vec{B} \cdot d\vec{S} = -\frac{e}{\hbar c} (B \pi r_0^2)
\]

\[
= -\frac{e \Phi_M}{\hbar c} = -2\pi \frac{e \Phi_M}{\hbar c}. \tag{346}
\]
FIG. 2. The curves for the probability \( P_O \) (red curve) and the probability \( P_M \) (blue curve). Above the curves is the interference pattern for the free electrons, and below the curves is the interference pattern for the magnetic AB effect. For simplicity, we have set \( N = 1/2 \) and \( \delta_2 = 3\pi/5 \). One may find that, the interference fringes of the free electrons are shifted by an additional phase \( \delta_2 \) when one observes the magnetic AB effect.

Here we have used the following formula in the cylindrical coordinate system

\[
\nabla \times \vec{A} = \begin{vmatrix}
1 & \hat{e}_\rho & 1 & \hat{e}_z \\
\hat{e}_\rho & \partial & \hat{e}_\phi & \partial \\
\partial & \partial & \partial & \partial \\
A_\rho & \rho A_\phi & A_z \\
\end{vmatrix}.
\]

In the “ordinary” double-slit experiment, i.e., there is no any vector potential, it is just the phase \( \delta_1 \) that causes the interference fringes. In this case, in Eq. (344) we just let \( \delta_2 = 0 \), we then have the corresponding probability \( P_O \) for the free electron interference, namely,

\[
P_O = P_M|_{\delta_2=0} = 2N^2[1 + \cos(\delta_1)].
\]

In Fig. 2, we have plotted the red curve for the probability \( P_O \) as well as the corresponding interference pattern (above the curve) for the free electrons. For the interference pattern, the maximal value of \( P_O \) (i.e., \( \delta_1 = 0 \), mod \( 2\pi \)) corresponds to the brightest region, and the minimal value of \( P_O \) (i.e., \( \delta_1 = \pi/2 \), mod \( 2\pi \)) corresponds to the darkest region. For the comparison, in Fig. 2, we have also plotted the blue curve for the probability \( P_M \) as well as the corresponding interference pattern (below the curve) for the magnetic AB effect. The interference fringes are shifted by an additional phase \( \delta_2 \) (in the figure we have set \( \delta_2 = 3\pi/5 \)). Such an AB effect has been observed in experiments \([5, 6]\).
X. THE SPIN AB EFFECT

Similar to the situation in Eq. (337), to connect the spin AB wavefunction (222) with the observable double-slit interference experiment, we recast it to the following integral form as

\[ \Psi_S(\vec{r}) = N \begin{bmatrix} c_1 \chi_1(\vec{r}) \\ c_2 \chi_2(\vec{r}) \end{bmatrix} = N \begin{bmatrix} c_1 e^{i \xi_1(\vec{r})} F_1(\vec{r}) \cdot d\vec{r} \\ c_2 e^{i \xi_2(\vec{r})} F_2(\vec{r}) \cdot d\vec{r} \end{bmatrix}, \]  

(349)

where the wavefunctions \( \chi_1(\vec{r}) \) and \( \chi_2(\vec{r}) \) are normalized, and \( N^2 (|c_1|^2 + |c_2|^2) = 1 \). In the spherical coordinates, the vectors \( \vec{F}_i \)'s are expressed as

\[ \vec{F}_i = \hat{e}_r F_{ir} + \hat{e}_\theta F_{i\theta} + \hat{e}_\varphi F_{i\varphi}, \quad (i = 1, 2), \]

\[ d\chi_i(\vec{r}) = \frac{1}{\chi_i(\vec{r})} \frac{d\chi_i(\vec{r})}{\chi_i(\vec{r})}, \quad F_{ir} = \frac{1}{\chi_i(\vec{r})} \frac{r \sin \theta \, d\theta}{\chi_i(\vec{r})}, \quad F_{i\varphi} = \frac{1}{\chi_i(\vec{r})} \frac{r \sin \theta \, d\varphi}{\chi_i(\vec{r})}. \]  

(350)

Similarly, by moving along two different paths \( L_1 \) and \( L_2 \), the electron is in a quantum superposition state

\[ \Psi(\vec{r}) = \Psi_S^1(\vec{r}) + \Psi_S^2(\vec{r}) = N \begin{bmatrix} c_1 \left( e^{i \xi_1(\vec{r})} F_1(\vec{r}) \cdot d\vec{r} + e^{i \xi_2(\vec{r})} F_2(\vec{r}) \cdot d\vec{r} \right) \\ c_2 \left( e^{i \xi_1(\vec{r})} F_1(\vec{r}) \cdot d\vec{r} + e^{i \xi_2(\vec{r})} F_2(\vec{r}) \cdot d\vec{r} \right) \end{bmatrix}, \]  

(351)

i.e.,

\[ \Psi(\vec{r}) = N \begin{bmatrix} c_1 \left( e^{i \xi_1(\vec{r})} \text{Re} F_1(\vec{r}) \cdot d\vec{r} + e^{i \xi_2(\vec{r})} \text{Re} F_2(\vec{r}) \cdot d\vec{r} \right) \\ c_2 \left( e^{i \xi_1(\vec{r})} \text{Re} F_1(\vec{r}) \cdot d\vec{r} + e^{i \xi_2(\vec{r})} \text{Re} F_2(\vec{r}) \cdot d\vec{r} \right) \end{bmatrix}, \]

\[ = N \begin{bmatrix} c_1 \left( e^{i \xi_1(\vec{r})} \text{Re} F_1(\vec{r}) \cdot d\vec{r} \times \left[ 1 + e^{i \beta} \text{Im} F_1(\vec{r}) \cdot d\vec{r} \right] \right) \\ c_2 \left( e^{i \xi_1(\vec{r})} \text{Re} F_1(\vec{r}) \cdot d\vec{r} \times \left[ 1 + e^{i \beta} \text{Im} F_1(\vec{r}) \cdot d\vec{r} \right] \right) \end{bmatrix}, \]

(352)

where \( \text{Re} F \) and \( \text{Im} F \) are respectively the real part and the imaginary part of the vector

\[ \vec{F} = \text{Re} \vec{F} + i \text{Im} \vec{F}. \]  

(353)

Then we have the probability of finding the electron at the point \( D \) on the screen as

\[ P_S = |\Psi(\vec{r})|^2 = |\Psi_S(\vec{r})|^2 = N^4 \left[ |c_1|^2 e^{2 i \xi_1(\vec{r})} \text{Re} F_1(\vec{r}) \cdot d\vec{r} \times \left[ 1 + e^{i \beta} \text{Im} F_1(\vec{r}) \cdot d\vec{r} \right] \right. \]

\[ + \frac{1}{|c_2|^2} e^{2 i \xi_1(\vec{r})} \text{Re} F_2(\vec{r}) \cdot d\vec{r} \times \left[ 1 + e^{i \beta} \text{Im} F_2(\vec{r}) \cdot d\vec{r} \right] \left. \right\}. \]  

(354)

In the following, we shall provide a concrete example on calculating the probability \( P_S \), showing that the interference pattern of the spin AB effect is different from that of the ordinary double-slit experiment. Therefore, it is very possible to observe such a spin AB effect by performing the double-slit experiment, hence confirming the existence of the spin vector potential.

Based on Eq. (222), the spin AB wavefunction \( \Psi_S(\vec{r}) \) is given by

\[ \Psi_S(\vec{r}) \propto \frac{J_\nu(\sqrt{\nu} r)}{\sqrt{r}} \Phi_{\text{Im}}^A(\theta, \phi) \propto \frac{J_\nu(\sqrt{\nu} r)}{\sqrt{r}} \times \frac{1}{\sqrt{2l+1}} \left[ \frac{\sqrt{l+m+1} Y_{l+m}(\theta, \phi)}{\sqrt{l-m} Y_{l-1}(\theta, \phi)} \right], \]

(355)

with

\[ \frac{1}{4\pi} \sqrt{(l+m+1)} \sqrt{(l-m)}!, \quad \frac{1}{4\pi(l+m+1)} \sqrt{(l-m)}!, \quad c_1 = 1, \quad c_2 = \frac{1}{l+m+1}. \]  

(356)

It is convenient to calculate the corresponding vectors \( \vec{F}_1 \) and \( \vec{F}_2 \) in the spherical coordinates.
A. The Calculation of $\vec{F}_1$ and $\vec{F}_2$

Based on Eq. (350), we have

$$
F_{1r} = \frac{d\chi_1(\vec{r})}{dr} = \frac{d}{dr} \left[ \frac{1}{\sqrt{r}} J_\nu(\sqrt{r}) \right] = \frac{1}{\sqrt{r}} \frac{d}{dr} J_\nu(\sqrt{r}) + \frac{d}{dr} \left[ \frac{1}{\sqrt{r}} J_\nu(\sqrt{r}) \right]
$$

$$
= -\frac{1}{2r} + \sqrt{r} \left[ J_{\nu-1}(\sqrt{r}) - J_{\nu+1}(\sqrt{r}) \right], (357)
$$

thus

$$
\text{Re} F_{1r} = -\frac{1}{2r} + \frac{\sqrt{r} [J_{\nu-1}(\sqrt{r}) - J_{\nu+1}(\sqrt{r})]}{2J_\nu(\sqrt{r})},
$$

$$
\text{Im} F_{1r} = 0. (358)
$$

Because

$$
\frac{d}{d\theta} P_l^m(\cos \theta) = -\sin \theta \frac{d}{d\theta} P_l^m(\cos \theta) = -\sin \theta \frac{d}{d\theta} P_l^m(z) = -\sin \theta \frac{d}{dz} \left[ (1 - z^2)^{m/2} \frac{d^{m+1} P_l(z)}{dz^{m+1}} \right]
$$

$$
= -\sin \theta \frac{d}{dz} \left[ (1 - z^2)^{m/2} \frac{d^{m} P_l(z)}{dz^{m}} + (1 - z^2)^{m+1/2} \frac{d^{m+1} P_l(z)}{dz^{m+1}} \right]
$$

$$
= -\sin \theta \frac{d}{dz} \left[ (-mz)(1 - z^2)^{m/2} \frac{d^{m} P_l(z)}{dz^{m}} + (1 - z^2)^{m+1/2} \frac{d^{m+1} P_l(z)}{dz^{m+1}} \right]
$$

$$
= -\sin \theta \frac{d}{dz} \left[ \frac{(-mz)}{1 - z^2} \frac{d^{m} P_l(z)}{dz^{m}} + \frac{1}{\sqrt{1 - z^2}} (1 - z^2)^{m+1/2} \frac{d^{m+1} P_l(z)}{dz^{m+1}} \right]
$$

$$
= -\sin \theta \frac{d}{dz} \left[ \frac{(-mz)}{1 - z^2} \frac{d^{m} P_l(z)}{dz^{m}} + \frac{1}{\sqrt{1 - z^2}} (1 - z^2)^{m+1} \frac{d^{m+1} P_l(z)}{dz^{m+1}} \right]
$$

$$
= -\sin \frac{d}{d\theta} P_l^m(\cos \theta) + \frac{1}{\sqrt{1 - z^2}} (1 - z^2)^{m+1} \frac{d^{m+1} P_l(z)}{dz^{m+1}}
$$

$$
= -\sin \frac{d}{d\theta} P_l^m(\cos \theta) + \frac{1}{\sqrt{1 - z^2}} (1 - z^2)^{m+1} \frac{d^{m+1} P_l(z)}{dz^{m+1}}
$$

we then have

$$
F_{1\theta} = \frac{1}{r} \frac{d\chi_1(\vec{r})}{d\theta} = \frac{1}{r} \left[ \frac{d}{d\theta} P_l^m(\cos \theta) \right] = \frac{1}{r} \left[ \frac{m \cos \theta}{\sin \theta} + \frac{P_l^{m+1}(\cos \theta)}{P_l^m(\cos \theta)} \right], (360)
$$

thus

$$
\text{Re} F_{1\theta} = \frac{1}{r} \left[ \frac{m \cos \theta}{\sin \theta} + \frac{P_l^{m+1}(\cos \theta)}{P_l^m(\cos \theta)} \right],
$$

$$
\text{Im} F_{1\theta} = 0. (361)
$$

Because

$$
\frac{de^{im\phi}}{d\phi} = ime^{im\phi}, (362)
$$
we then have
\[ F_{1\phi} = \frac{1}{r \sin \theta} \frac{d\chi_1(\vec{r})}{d\phi} = \frac{1}{r \sin \theta} \begin{bmatrix} d e^{i m \phi} \\ d \phi \\ e^{i m \phi} \end{bmatrix} = i m \frac{1}{r \sin \theta}. \] (363)

thus
\[ \text{Re} F_{1\phi} = 0, \quad \text{Im} F_{1\phi} = \frac{m}{r \sin \theta}. \] (364)

Finally we obtain
\[ \vec{F}_1 = \hat{r}_r F_{1r} + \hat{\theta}_\theta F_{1\theta} + \hat{\phi}_\phi F_{1\phi} = \text{Re} \vec{F}_1 + i \text{Im} \vec{F}_1, \]
\[ \text{Re} \vec{F}_1 = \hat{r}_r \left[ -\frac{1}{2r} + \frac{\sqrt{2} [J_{\nu-1}(\sqrt{r}) - J_{\nu+1}(\sqrt{r})]}{2J_\nu(\sqrt{r})} \right] + \hat{\phi}_\phi \frac{1}{r} \left[ \frac{m \cos \theta}{\sin \theta} + \frac{P_{l,m+1}^m(\cos \theta)}{P_{l,m+1}^m(\cos \theta)} \right], \]
\[ \text{Im} \vec{F}_1 = \hat{\phi}_\phi \frac{m}{r \sin \theta}. \] (365)

Similarly, we have
\[ \vec{F}_2 = \hat{r}_r F_{2r} + \hat{\theta}_\theta F_{2\theta} + \hat{\phi}_\phi F_{2\phi} = \text{Re} \vec{F}_2 + i \text{Im} \vec{F}_2, \]
\[ \text{Re} \vec{F}_2 = \hat{r}_r \left[ -\frac{1}{2r} + \frac{\sqrt{2} [J_{\nu-1}(\sqrt{r}) - J_{\nu+1}(\sqrt{r})]}{2J_\nu(\sqrt{r})} \right] + \hat{\phi}_\phi \frac{1}{r} \left[ \frac{(m+1) \cos \theta}{\sin \theta} + \frac{P_{l,m+2}^m(\cos \theta)}{P_{l,m+1}^m(\cos \theta)} \right], \]
\[ \text{Im} \vec{F}_2 = \hat{\phi}_\phi \frac{m+1}{r \sin \theta}. \] (366)

B. The Calculation of the Probability \( P_S \)

One may notice that the up-component of the wavefunction (355) is almost the wavefunction (129) of an free electron with the fixed quantum numbers \( l \) and \( m \) (except that \( \nu \) takes half-integer values for the latter), while the down-component of the wavefunction (355) is almost the wavefunction (129) of an free electron with the fixed quantum numbers \( l \) and \( m+1 \) (except that \( \nu \) takes half-integer values for the latter). Namely
\[ \Psi_S(\vec{r}) \propto J_{\nu}(\sqrt{r}) \times \frac{1}{\sqrt{2l+1}} \begin{bmatrix} \sqrt{l+m+1} Y_{lm}(\theta, \phi) \\ \sqrt{l-m} Y_{l,m+1}(\theta, \phi) \end{bmatrix} \]
\[ = \mathcal{N} \begin{bmatrix} \sqrt{l+m+1} R_l(r) Y_{lm}(\theta, \phi) \\ \sqrt{l-m} R_l(r) Y_{l,m+1}(\theta, \phi) \end{bmatrix} \] (367)

This property enable us to make a comparison between the probability of the spin AB effect
\[ P_S = |\Psi(\vec{r})|^2 = |\Psi(\vec{r})|^\dagger \Psi(\vec{r}) \]
\[ = \mathcal{N}^2 \left| c_1 \right|^2 e^{i \tilde{\jmath} \tilde{\Omega}^{\rm AB} \cdot d \vec{r}'} \left[ 1 + e^{\tilde{\jmath} \tilde{\Omega}^{\rm AB} \cdot d \vec{r}'} + 2 e^{\tilde{\jmath} \tilde{\Omega}^{\rm AB} \cdot d \vec{r}'} \cos \left( \oint \text{Im} \vec{F}_1 \cdot d \vec{r}' \right) \right] \]
\[ + \left| c_2 \right|^2 e^{i \tilde{\jmath} \tilde{\Omega}^{\rm AB} \cdot d \vec{r}'} \left[ 1 + e^{\tilde{\jmath} \tilde{\Omega}^{\rm AB} \cdot d \vec{r}'} + 2 e^{\tilde{\jmath} \tilde{\Omega}^{\rm AB} \cdot d \vec{r}'} \cos \left( \oint \text{Im} \vec{F}_2 \cdot d \vec{r}' \right) \right], \] (368)

and the probability of the free electron interference \( P_O \)
\[ P_O = (\mathcal{N} e^{i \tilde{\jmath} \tilde{\Omega}^{\rm AB} \cdot d \vec{r}'} \left[ 1 + e^{\tilde{\jmath} \tilde{\Omega}^{\rm AB} \cdot d \vec{r}'} + 2 e^{\tilde{\jmath} \tilde{\Omega}^{\rm AB} \cdot d \vec{r}'} \cos \left( \oint \text{Im} \vec{F} \cdot d \vec{r}' \right) \right], \] (369)

where \( \vec{F} \) is just \( \vec{F}_1 \) in Eq. (365) merely by taking \( \nu = l + 1/2 \). Since the phase \( \oint \text{Im} \vec{F}_1 \cdot d \vec{r}' \) in Eq. (368) and the phase \( \oint \text{Im} \vec{F}_2 \cdot d \vec{r}' \) in Eq. (369) are contributed from the same term \( Y_{lm}(\theta, \phi) \) (for \( m \neq 0 \), and they are independent of the radial wavefunctions \( R(r) \) and \( R_0(r) \)). Thus we may let
\[ \delta \equiv \oint \text{Im} \vec{F}_1 \cdot d \vec{r}' = \oint \text{Im} \vec{F}_1 \cdot d \vec{r}'. \] (370)
Meanwhile, by observing Eq. (365) and Eq. (366), we have
\[ \int \text{Im} \vec{F}_2 \cdot d\vec{r}' = \frac{(m + 1)}{m} \delta. \]  
(371)

Furthermore, we denote
\[ \mu_1 = \int L_1(d \vec{r}) \text{Re} \vec{F}_1 \cdot d\vec{r}', \quad \mu_2 = \int \text{Re} \vec{F}_1 \cdot d\vec{r}', \]
\[ \mu_3 = \int L_2(d \vec{r}) \text{Re} \vec{F}_2 \cdot d\vec{r}', \quad \mu_4 = \int \text{Re} \vec{F}_2 \cdot d\vec{r}', \]
\[ \mu'_1 = \int L_1(d \vec{r}) \text{Re} \vec{F}' \cdot d\vec{r}', \quad \mu'_2 = \int \text{Re} \vec{F}' \cdot d\vec{r}', \]  
(372)

which means
\[ P_S = N^2 \left\{ |c_1|^2 e^{2\mu_1} \times (1 + e^{2\mu_2} + 2 e^{\mu_2} \cos \delta) + |c_2|^2 e^{2\mu_3} \times \left[ 1 + e^{2\mu_4} + 2 e^{\mu_4} \cos \left( \frac{m + 1}{m} \delta \right) \right] \right\}, \]
\[ = N^2 \left\{ e^{2\mu_1} \times \left[ 1 + e^{2\mu_2} + 2 e^{\mu_2} \cos \delta \right] + e^{2\mu_3} \times \left[ 1 + e^{2\mu_4} + 2 e^{\mu_4} \cos \left( \frac{m + 1}{m} \delta \right) \right] \right\}, \]  
(373)

\[ P'_O = N^2 \left\{ e^{2\mu'_1} \times \left[ 1 + e^{2\mu'_2} + 2 e^{\mu'_2} \cos \delta \right] \right\} \times \left[ 1 + \frac{2 e^{\mu'_2}}{1 + e^{2\mu'_2}} \cos \delta \right]. \]  
(374)

Remark 12. One may notice that the expression of \( P'_O \) in Eq. (374) is the same as that of \( P_O \) in Eq. (348) except a visibility factor \( V = 2e^{\mu'_2}/(1 + e^{2\mu'_2}) \), thus for convenient we shall adopt the latter to do the numerical computation.

1. Numerical Simulation

In this section, we compare the curves of \( P_O \) (Eq. (348)) with \( P_S \) (Eq. (373)) under the different parameters \( \mu_1, \mu_2, \mu_3, \mu_4, l, \) and \( m \). The curves and the corresponding interference patterns are shown from Fig. 3 to Fig. 7.

![Numerical simulation of the probability $P_O$ (red curve) and the probability $P_S$, in the case of $\mu_1 = -1, \mu_2 = 0, \mu_3 = 1, \mu_4 = 2, l = 20$, and $m \in \{-15, -10, -5, -2, -1, 2, 5, 10, 15\}$. The interference pattern of free electrons is posed on the top of the rightmost interference figure, next to which is the situation of $m = -15$; while the other fringes are arranged from top to bottom corresponding to the same order in the set of $m$. One may find that, the amplitudes of all curves are compressed relative to the line of $P = 1$. Obvious phase shift of the green lines ($m = \pm 5$) can be observed. For some values of $m$ (e.g., $m = 1, 2$), their corresponding curves are evidently different from that of $P_O$.](image)
FIG. 4. Numerical simulation of the probability $P_O$ (red curve) and the probability $P_S$, in the case of $\mu_1 = -1$, $\mu_2 = 0$, $\mu_3 = 1$, $\mu_4 = 2$, $l \in \{2, 5, 10, 15, 20, 25\}$, and $m = 2$. The interference pattern of free electrons is posed on the top of the rightmost interference figure, next to which is the situation of $l = 2$; while the other fringes are arranged from top to bottom corresponding to the same order in the set of $l$. One may find that all interference fringes are symmetric relative to the baseline of $\delta = 2\pi$, and the increase in $l$ shows the advolution between the patterns $P_O$ and $P_S$.

FIG. 5. Numerical simulation of the probability $P_O$ (red curve) and the probability $P_S$, in the case of $\mu_1 = 1$, $\mu_2 = 2$, $\mu_3 = 3$, $\mu_4 = 4$, $l = 20$, and $m \in \{-15, -10, -5, -2, -1, 1, 2, 5, 10, 15\}$. The interference pattern of free electrons is posed on the top of the rightmost interference figure, next to which is the situation of $m = -15$; while the other fringes are arranged from top to bottom corresponding to the same order in the set of $m$. One may find that, the amplitudes of all curves are compressed extremely relative to the line of $P = 1$. Obvious phase shift of the green lines ($m = \pm 5$) can be observed.
FIG. 6. Numerical simulation of the probability \( P_O \) (red curve) and the probability \( P_S \), in the case of \( \mu_1 = 1, \mu_2 = 2, \mu_3 = 3, \mu_4 = 4 \), \( l \in \{2, 5, 10, 15, 20, 25\} \), and \( m = 2 \). The interference pattern of free electrons is posed on the top of the rightmost interference figure, next to which is the situation of \( l = 2 \); while the other fringes are arranged from top to bottom corresponding to the same order in the set of \( l \). One may find that, all interference fringes are symmetric relative to the baseline of \( \delta = 2\pi \), and the increase in \( l \) shows the advolution between the patterns \( P_O \) and \( P_S \).

FIG. 7. Numerical simulation of the probability \( P_O \) (red curve) and the probability \( P_S \). [Above] in the case of \( \mu_1 = 1, \mu_2 = 2, \mu_3 = 1, \mu_4 = 2 \), (namely the weigh of \( \mu_1(2) \) and \( \mu_3(4) \) is equal), \( l = 16 \), and \( m \in \{-15, -10, -5, -2, -1, 1, 2, 5, 10, 15\} \). The interference pattern of free electrons is posed on the top of the rightmost interference figure, next to which is the situation of \( m = -15 \); while the other fringes are arranged from top to bottom corresponding to the same order in the set of \( m \). [Below] In the case of \( \mu_1 = 1, \mu_2 = 2, \mu_3 = 1, \mu_4 = 2 \), (namely the weigh of \( \mu_1(2) \) and \( \mu_3(4) \) is equal), \( l \in \{2, 5, 10, 15, 20, 25\} \), and \( m = 1 \). The interference pattern of free electrons is posed on the top of the rightmost interference figure, next to which is the situation of \( l = 2 \); while the other fringes are arranged from top to bottom corresponding to the same order in the set of \( l \). One may find, no obvious alteration for \( P_S \) will be observed relative to \( P_O \) in both cases.
Part V
The Dirac Hamiltonian Involving the Spin Vector Potential

The spin AB Hamiltonian $H_S$ in Eq. (101) is written in a non-relativistic version. In this section, let us consider the spin AB Hamiltonian in its relativistic version. As a consequence, we find that some important types of spin interactions can be naturally emerged. Explicitly, let us consider a Dirac particle (marked ‘2’) with charge $-e$ and mass $M$, which moves under the spin vector potential induced by the spin $\vec{S}_1 = \hbar \vec{\sigma}_1 / 2$ of an electron (marked ‘1’) with charge $-e$, namely

$$\vec{A} = g \frac{\vec{r} \times \vec{S}_1}{r^2},$$ (375)

where $\vec{r}$ depicts the distance vector between the Dirac particle and the electron. Then the Dirac Hamiltonian is given by

$$H_{\text{Dirac}} = \vec{\alpha}_2 \cdot (\vec{p} - \vec{A}) + \beta M,$$ (376)

where

$$\vec{\alpha}_2 = \left[ \begin{array}{cc} 0 & \vec{\sigma}_2 \\ \vec{\sigma}_2 & 0 \end{array} \right] = \sigma_x \otimes \vec{\sigma}_2, \quad \beta = \left[ \begin{array}{cc} 1 & 0 \\ 0 & -1 \end{array} \right] = \sigma_z \otimes 1.$$ (377)

are the Dirac matrices, and $1$ is the $2 \times 2$ identity matrix.

Let us expand the Dirac Hamiltonian in Eq. (376), i.e.,

$$H_{\text{Dirac}} = \vec{\alpha}_2 \cdot (\vec{p} - \vec{A}) + \beta M = \sigma_x \otimes \left[ \vec{\sigma}_2 \cdot \left( \vec{p} - \frac{g \hbar \vec{r} \times \vec{\sigma}_1}{2 r^2} \right) \right] + \beta M = \sigma_x \otimes \left[ \vec{\sigma}_2 \cdot \vec{p} - \frac{g \hbar \vec{r} \cdot \vec{\sigma}_2}{2 r^2} \right] + \beta M = \sigma_x \otimes \left[ \vec{\sigma}_2 \cdot \vec{p} - \frac{g \hbar \vec{r} \cdot (\vec{\sigma}_1 \times \vec{\sigma}_2)}{2 r^2} \right] + \beta M,$$ (378)

thus we naturally have the Dzyaloshinsky-Moriya-like (DM) interaction $[7, 8]$

$$H_{\text{DM}} = \vec{r} \cdot (\vec{\sigma}_1 \times \vec{\sigma}_2),$$ (379)

which is shown in Table I. Similarly, let us study the square operator of the Dirac Hamiltonian, after the careful calculation we have

$$H_{\text{Dirac}}^2 = 1 \otimes \left[ \vec{p}^2 + \frac{g^2 \hbar^2}{2 r^2} + \frac{g \hbar}{r^2} (\vec{\sigma}_1 \cdot \vec{r}) - \frac{\hbar^2 g (g - 2)}{2 r^4} (\vec{r} \cdot \vec{\sigma}_1) (\vec{r} \cdot \vec{\sigma}_2) \right] + \beta^2 M^2.$$ (380)

Proof.—From Eq. (376), we have

$$H_{\text{Dirac}}^2 = \left[ \vec{\alpha}_2 \cdot (\vec{p} - \vec{A}) + \beta M \right]^2 = \left[ \sigma_x \otimes \left[ \vec{\sigma}_2 \cdot (\vec{p} - \vec{A}) \right] \right]^2 + \beta^2 M^2 = 1 \otimes \left\{ \left( \vec{p} - \vec{A} \right) \cdot (\vec{p} - \vec{A}) + i \vec{\sigma}_2 \cdot \left[ (\vec{p} - \vec{A}) \times (\vec{p} - \vec{A}) \right] \right\} + \beta^2 M^2 = 1 \otimes \left\{ \vec{p}^2 - \vec{p} \cdot \vec{A} - \vec{A} \cdot \vec{p} + \vec{A}^2 \right\} + i \vec{\sigma}_2 \cdot \left\{ \vec{p} \times \vec{p} - \vec{p} \times \vec{A} - \vec{A} \times \vec{p} + \vec{A} \times \vec{A} \right\} + \beta^2 M^2.$$ (381)

Because
\[ \ddot{p} \cdot \ddot{A} - \ddot{A} \cdot \ddot{p} = -i\hbar \nabla \cdot \ddot{A} = 0, \]
\[ \dot{A} \cdot \ddot{p} = \frac{g}{2} \frac{\hbar}{r^2} \dot{r} \times \dot{\sigma}_1 \cdot \ddot{p} = -g \frac{\hbar}{2} \frac{\dot{r} \cdot \ddot{p}}{r^2} = -g \frac{\hbar}{2} \frac{\dot{r} \times \ddot{p}}{r^2} = \frac{g}{2} \frac{\hbar}{r^2} \dot{\sigma}_1 \cdot \ell, \]
\[ \mathcal{A}^2 = \left( \frac{g}{2} \frac{\hbar}{r^2} \dot{r} \times \dot{\sigma}_1 \right) \cdot \left( \frac{g}{2} \frac{\hbar}{r^2} \dot{r} \times \dot{\sigma}_1 \right) = \frac{g^2 \hbar^2}{4 r^4} \dot{r} \times \dot{\sigma}_1 \cdot \dot{r} \times \dot{\sigma}_1 = \frac{g^2 \hbar^2}{4 r^4} \left[ \left( \dot{r} \times \dot{\sigma}_1 \right) \cdot \left( \ddot{r} \times \ddot{\sigma}_1 \right) \right], \]
\[ = \frac{g^2 \hbar^2}{4 r^4} \left[ (r^2 \dot{\sigma}_1) - (\dot{\sigma}_1 \cdot \ddot{r}) \ddot{r} \right] \cdot \ddot{\sigma}_1 = \frac{g^2 \hbar^2}{4 r^4} [3r^2 - r^2] = \frac{g^2 \hbar^2}{2 r^2}, \]
we then have
\[ \left[ \ddot{p}^2 - \ddot{A} \cdot \ddot{p} - \ddot{p} \cdot \ddot{A} + \mathcal{A}^2 \right] = \ddot{p}^2 - \ddot{A} \cdot \ddot{p} - \left( \dot{A} \cdot \ddot{p} - i\hbar \nabla \cdot \dddot{A} \right) + \mathcal{A}^2 \]
\[ = \ddot{p}^2 - 2 \dot{A} \cdot \ddot{p} + \mathcal{A}^2 \]
\[ = \ddot{p}^2 + \frac{g}{r^2} \dddot{\sigma}_1 \cdot \ell + \frac{g^2 \hbar^2}{2 r^2}, \]
on the other hand, we can have
\[ \dddot{p} \times \dddot{A} = 0, \]
\[ \dot{A} \times \dddot{A} = \frac{g^2 \hbar^2}{4 r^4} \left[ (\dot{r} \times \dot{\sigma}_1) \times (\dddot{r} \times \dddot{\sigma}_1) \right] = \frac{g^2 \hbar^2}{4 r^4} \left\{ \left( \dddot{r} \times \dddot{\sigma}_1 \right) \dddot{r} - \left( \dot{r} \times \dot{\sigma}_1 \right) \dot{r} \right\}, \]
\[ = \frac{g^2 \hbar^2}{4 r^4} \left[ (\dot{r} \times \dot{\sigma}_1) \cdot \dddot{\sigma}_1 \right] \dddot{r} = \frac{g^2 \hbar^2}{4 r^4} \left[ r \cdot (\dddot{\sigma}_1 \times \dot{\sigma}_1) \right] \dddot{r} - \frac{i \hbar^2 g^2}{2 r^4} (\dddot{r} \cdot \dddot{\sigma}_1) \dddot{r}. \]
Because
\[ (\dddot{p} \times \dddot{A}) \mid_z + (\dddot{A} \times \dddot{p}) \mid_z = (p_x A_y - p_y A_x) + (A_x p_y - A_y p_x) = (p_x A_y - A_y p_x) - (p_y A_x - A_x p_y) \]
\[ = [p_x, A_y] - [p_y, A_x] = -i \hbar \frac{\partial A_y}{\partial x} + i \hbar \frac{\partial A_x}{\partial y} = -i \hbar \left( \nabla \times \dddot{A} \right) \mid_z \]
\[ = -i \hbar g \frac{z S_x - x S_z}{r^2} \frac{\partial}{\partial x} + i \hbar g \frac{y S_z - z S_y}{r^2} \frac{\partial}{\partial y} \]
\[ = -i \hbar g \frac{\left( -S_z + 2 x S_x + S_y \right)}{r^4} + i \hbar g \frac{\left( S_x - 2 y S_y - S_z \right)}{r^4} \]
\[ = i \hbar g \frac{1}{r^4} \left[ 2 r^2 S_z - 2 \left( x^2 + y^2 \right) S_z + 2 z \left( x S_x + y S_y \right) \right] \]
\[ = i \hbar g \frac{2 z}{r^4} \left( S_x + y S_y + z S_z \right) = i \hbar g \frac{(\dddot{r} \cdot \dddot{\sigma}_1)}{r^4} 2z \]
\[ \dddot{p} \times \dddot{A} = i \hbar g \frac{(\dddot{r} \cdot \dddot{\sigma}_1)}{r^4} \dddot{r}, \]
we then have
\[ (\dddot{p} \times \dddot{A}) + (\dddot{A} \times \dddot{p}) = i \hbar g \frac{(\dddot{r} \cdot \dddot{\sigma}_1)}{r^4} \dddot{r}, \]
therefore
\[
\hat{\sigma}_2 \cdot \left( \vec{p} \times \vec{p} - \vec{p} \times \vec{A} - \vec{A} \times \vec{p} + \vec{A} \times \vec{A} \right) = i\hat{\sigma}_2 \cdot \left( - \left( \vec{p} \times \vec{A} + \vec{A} \times \vec{p} \right) + \vec{A} \times \vec{A} \right) \\
= i\hat{\sigma}_2 \cdot \left( - \left( \frac{i\hbar^2 g}{r^4} \varepsilon \cdot \vec{A} \right) + \frac{i\hbar^2 g^2}{2r^4} (\varepsilon \cdot \vec{A}) \right) \\
= \hat{\sigma}_2 \cdot \left( \frac{\hbar^2 g}{r^4} (\varepsilon \cdot \vec{A}) - \frac{\hbar^2 g^2}{2r^4} (\varepsilon \cdot \vec{A}) \right) \\
= -\frac{\hbar^2 g(g-2)}{2r^4} (\varepsilon \cdot \vec{A}) (\varepsilon \cdot \vec{A}).
\]

(387)

Substituting Eq. (383) and Eq. (387) into Eq. (381), we have
\[
\mathcal{H}_{\text{Dirac}}^2 = \mathbb{1} \otimes \left[ p^2 + \frac{g^2 \hbar^2}{2r^2} + \frac{\hbar^2 g}{2r^2} (\sigma_1 \cdot \vec{\ell}) \right] - \frac{\hbar^2 g(g-2)}{2r^4} (\varepsilon \cdot \vec{A}) (\varepsilon \cdot \vec{A}) + \beta^2 M^2,
\]
which is just Eq. (380). This ends the proof.

Remark 13. If one observes more carefully the expansion of the operator $\mathcal{H}_{\text{Dirac}}^2$ as shown in Eq. (381), he may find
that there exist six terms of interactions related to the spin vector potential:

\[
\mathbb{H}_{\text{Inter}}^{(1)} = \vec{A} \cdot \vec{p} = -\frac{g \hbar}{2r^2} \vec{\sigma}_1 \cdot \vec{\ell},
\]

(389)

\[
\mathbb{H}_{\text{Inter}}^{(2)} = \vec{p} \cdot \vec{A} = \vec{A} \cdot \vec{p} - i\hbar \nabla \cdot \vec{A} = -\frac{g \hbar}{2r^2} \vec{\sigma}_1 \cdot \vec{\ell} = \mathbb{H}_{\text{Inter}}^{(1)},
\]

(390)

\[
\mathbb{H}_{\text{Inter}}^{(3)} = \vec{A}^2 = \frac{g^2 \hbar^2}{2r^2},
\]

(391)

\[
\mathbb{H}_{\text{Inter}}^{(4)} = i\hat{\sigma}_2 \cdot \left( \vec{A} \times \vec{p} \right) = i\hat{\sigma}_2 \cdot \left[ \frac{g \hbar}{2} \left( \frac{\vec{r} \times \vec{\sigma}_1 \cdot \vec{p}}{r^4} \right) \right] = i\hat{\sigma}_2 \cdot \left[ \frac{g \hbar}{2} \left( \frac{\vec{r} \cdot \vec{p}}{r^4} \right) \vec{\sigma}_1 - \vec{r} \cdot \vec{\sigma}_1 \vec{p} \right]
\]

(392)

\[
\mathbb{H}_{\text{Inter}}^{(5)} = i\hat{\sigma}_2 \cdot \left( \vec{p} \times \vec{A} \right) = i\hat{\sigma}_2 \cdot \left( -\vec{A} \times \vec{p} + i\hbar \frac{g^2 \hbar}{r^4} (\vec{r} \cdot \vec{\sigma}_1) \vec{p} \right) = -\mathbb{H}_{\text{Inter}}^{(4)} - \frac{\hbar^2 g^2}{r^4} (\vec{r} \cdot \vec{\sigma}_1) (\vec{r} \cdot \vec{\sigma}_2),
\]

(393)

\[
\mathbb{H}_{\text{Inter}}^{(6)} = i\hat{\sigma}_2 \cdot \left( \vec{A} \times \vec{A} \right) = i\hat{\sigma}_2 \cdot \left( \frac{i\hbar^2}{2r^4} (\vec{r} \cdot \vec{\sigma}_1) \vec{r} \right) = -\frac{\hbar^2 g^2}{2r^4} (\vec{r} \cdot \vec{\sigma}_1) (\vec{r} \cdot \vec{\sigma}_2).
\]

(394)

Here in the derivation of Eq. (392) we have used the following relation
\[
\vec{\ell} \cdot (\vec{\sigma}_1 \times \vec{\sigma}_2) = (\vec{r} \times \vec{p}) \cdot (\vec{\sigma}_1 \times \vec{\sigma}_2) = \vec{r} \cdot [\vec{p} \times (\vec{\sigma}_1 \times \vec{\sigma}_2)] = \vec{r} \cdot [(\vec{p} \cdot \vec{\sigma}_2) \vec{\sigma}_1 - (\vec{p} \cdot \vec{\sigma}_1) \vec{\sigma}_2] = (\vec{r} \cdot \vec{\sigma}_1) (\vec{p} \cdot \vec{\sigma}_2) - (\vec{r} \cdot \vec{\sigma}_2) (\vec{p} \cdot \vec{\sigma}_1).
\]

(395)

Based on the above calculation, we find that: (i) The operators $\mathbb{H}_{\text{Inter}}^{(1)}$ and $\mathbb{H}_{\text{Inter}}^{(2)}$ may contribute the spin-orbital interaction
\[
\mathcal{H}_{so} = \vec{\sigma}_1 \cdot \vec{\ell}.
\]

(396)
TABLE I. The types of spin interactions involving in the Dirac Hamiltonian and its square operator.

| Interaction Expression | Type of Interaction |
|------------------------|---------------------|
| $\vec{\sigma}_1 \cdot \vec{\sigma}_2$ | The spin-spin exchange interaction |
| $\vec{\sigma}_1 \cdot \vec{\ell}$ | The spin-orbital interaction |
| $\vec{r} \cdot (\vec{\sigma}_1 \times \vec{\sigma}_2)$ | The Dzyaloshinsky-Moriya-type interaction |
| $(\vec{r} \cdot \vec{\sigma}_1)(\vec{r} \cdot \vec{\sigma}_2)/r^2$ | The dipole-dipole interaction |
| $\vec{\ell} \cdot (\vec{\sigma}_1 \times \vec{\sigma}_2)$ | The generalized spin-orbital interaction |
| $3(\vec{r} \cdot \vec{\sigma}_1)(\vec{r} \cdot \vec{\sigma}_2)/r^2 - \vec{\sigma}_1 \cdot \vec{\sigma}_2$ | The tensor force operator |

(ii) The operators $H^{(3)}_{\text{inter}}$ may contribute a potential energy proportional to $1/r^2$, which does not contain spin. (iii) The operator $H^{(4)}_{\text{inter}}$ may contribute the spin-spin exchange interaction (or the well-known Heisenberg exchange interaction)

$$H_{\text{sse}} = \vec{\sigma}_1 \cdot \vec{\sigma}_2,$$  \hspace{1cm} (397)

and a new-type interaction (i.e., a generalized spin-orbital interaction)

$$H_{\text{gso}} = \vec{\ell} \cdot (\vec{\sigma}_1 \times \vec{\sigma}_2).$$ \hspace{1cm} (398)

(iv) The sum of $H^{(4)}_{\text{inter}}$ and $H^{(5)}_{\text{inter}}$, and also the operator $H^{(6)}_{\text{inter}}$ may contribute the dipole-dipole interaction

$$H_{\text{dd}} = \frac{(\vec{r} \cdot \vec{\sigma}_1)(\vec{r} \cdot \vec{\sigma}_2)}{r^2}. \hspace{1cm} (399)$$

Therefore, based on the Dirac Hamiltonian involving the spin vector potential $H_{\text{Dirac}}$ and its square operator $H^2_{\text{Dirac}}$, we have observed that some significant interactions, such as the DM interaction, the spin-spin exchange interaction, the spin-orbital interaction, the dipole-dipole interaction can naturally appear, and we also we further predicted a new-type of spin-orbital interaction $\vec{\ell} \cdot (\vec{\sigma}_1 \times \vec{\sigma}_2)$ \cite{9}. In Table I, we have listed these spin interactions.

Moreover, in the textbook of quantum mechanics \cite{10}, the so-called tensor force between two particles 1 and 2 of spin-1/2 is defined by the interaction energy

$$V = W(r)T_{12} \hspace{1cm} (400)$$

with the tensor force operator

$$T_{12} = 3(\vec{r} \cdot \vec{\sigma}_1)(\vec{r} \cdot \vec{\sigma}_2)/r^2 - \vec{\sigma}_1 \cdot \vec{\sigma}_2. \hspace{1cm} (401)$$

Since the tensor operator $T_{12}$ is a linear combination of the dipole-dipole interaction and the spin-spin exchange interaction, thus it is also a natural outcome of the spin vector potential. We have also listed the tensor force operator in the last line of Table I.
Part VI
Some Other Calculations

XI. THE PECULIARITY OF $g = 2$

Let us recall the spin AB Hamiltonian as shown in Eq. (101), i.e.,

$$H_S = \frac{1}{2M} \left( \vec{p} - \vec{A} \right)^2,$$

(402)

with the vector potential

$$\vec{A} = g \vec{r} \times \vec{S}.$$  

(403)

Let us define the canonical momentum operator as

$$\vec{\Pi} = \vec{p} - \vec{A},$$

(404)

and ask a question: When are three components \(\{\Pi_x, \Pi_y, \Pi_z\}\) mutually commutative?

From Eq. (404) we obtain

$$\Pi_x = \left( \vec{p} - \vec{A} \right)_x = p_x - g \frac{(\vec{r} \times \vec{S})_x}{r^2} = p_x - g \left( \frac{y}{r^2} S_z - \frac{z}{r^2} S_y \right),$$

$$\Pi_y = \left( \vec{p} - \vec{A} \right)_y = p_y - g \frac{(\vec{r} \times \vec{S})_y}{r^2} = p_y - g \left( \frac{z}{r^2} S_x - \frac{x}{r^2} S_z \right),$$

$$\Pi_z = \left( \vec{p} - \vec{A} \right)_z = p_z - g \frac{(\vec{r} \times \vec{S})_z}{r^2} = p_z - g \left( \frac{x}{r^2} S_y - \frac{y}{r^2} S_x \right).$$

(405)

We then have

$$[\Pi_x, \Pi_y] = g^2 \left[ \frac{y}{r^4} S_z - \frac{z}{r^4} S_y, \frac{z}{r^4} S_x - \frac{x}{r^4} S_z \right]$$

$$= g^2 \left\{ \frac{y}{r^4} \left[ S_z, S_y \right] - \frac{z}{r^4} \left[ S_z, S_x \right] + \frac{z}{r^4} \left[ S_y, S_z \right] \right\}$$

$$= g^2 \left\{ \frac{y z}{r^4} i h S_y + \frac{z^2}{r^4} i h S_z + \frac{x z}{r^4} i h S_x \right\}$$

$$= g^2 i h \frac{\vec{r} \cdot \vec{S}}{r^4} z,$$

$$[\Pi_y, \Pi_z] = g^2 i h \frac{\vec{r} \cdot \vec{S}}{r^4} x,$$

$$[\Pi_z, \Pi_x] = g^2 i h \frac{\vec{r} \cdot \vec{S}}{r^4} y,$$

(406)

or in a vector form as follows

$$\vec{A} \times \vec{A} = i h g^2 \frac{\vec{r} \cdot \vec{S}}{r^4} \vec{r}. $$

(407)
Now, we come to calculate the following commutator
\[ [\Pi_x, \Pi_y] = [p_x - A_x, p_y - A_y] = [p_x, -A_y] - [p_y, -A_x] + [A_x, A_y] \]
\[ = -g \left( \frac{2 y^2}{r^4} - \frac{y}{r^4} S_z \right) + g \left( \frac{1}{r^2} - \frac{2 y^2}{r^4} \right) S_z + \frac{2 z y}{r^4} S_y + g^2 \frac{\hat{r} \cdot \hat{S}}{r^4} z \]
\[ = -i g \left( \frac{2 y^2}{r^4} S_z + \frac{2 z y}{r^4} S_y + \frac{2 z^2}{r^4} S_z \right) + i h g^2 \frac{\hat{r} \cdot \hat{S}}{r^4} z \]
\[ = -i h g (g - 2) \frac{\hat{r} \cdot \hat{S}}{r^4} z \]
\[ (408) \]

Similarly, we have
\[ [\Pi_y, \Pi_z] = \left[ \frac{\hat{p} - \hat{A}}{\hat{y}} , \frac{\hat{p} - \hat{A}}{\hat{z}} \right] = i h (g - 2) \frac{\hat{r} \cdot \hat{S}}{r^4} x \]
\[ (409) \]
or in a vector form as
\[ \vec{\Pi} \times \vec{\Pi} = i h (g - 2) \frac{\vec{r} \cdot \vec{S}}{r^4} \vec{r} \]
\[ (410) \]

Thus from Eq. (408) and Eq. (409), one may notice that, if \( g \neq 0 \), for the following special case
\[ g = 2, \]
\[ (411) \]
the three operators \( \Pi_x, \Pi_y, \) and \( \Pi_z \) are mutually commutative.

In this special case, we can use the second method as shown in Sec. VIII to solve the following eigen-problem
\[ H_S [\xi_0(\vec{r}) \xi(\vec{r})] = E [\xi_0(\vec{r}) \xi(\vec{r})], \]
\[ (412) \]
where \( E \) is the eigen-energy, the wave function \( \Psi_S(\vec{r}) \) has been written in a form as
\[ \Psi_S(\vec{r}) = \xi_0(\vec{r}) \xi(\vec{r}), \]
\[ (413) \]
and \( \xi_0(\vec{r}) \) is the wavefunction of a free particle, which can be chosen as the common eigenstate of the set \{\( H_0, \hat{p} \}\), i.e.
\[ \xi_0(\vec{r}) = N e^{i \vec{k} \cdot \vec{r}}, \quad H_0 \xi_0(\vec{r}) = \frac{\hbar^2 \vec{k}^2}{2M} \xi_0(\vec{r}), \quad \hat{p} \xi_0(\vec{r}) = \hbar \vec{k} \xi_0(\vec{r}). \]
\[ (414) \]

Similarly, the function \( \xi(\vec{r}) \) is determined by the following equation
\[ \left( \hat{p} - \hat{A} \right) \xi(\vec{r}) = 0. \]
\[ (415) \]
and also
\[ H_S \xi(\vec{r}) = \frac{1}{2M} \left[ \left( \hat{p} - \hat{A} \right) \cdot \left( \hat{p} - \hat{A} \right) \right] \xi(\vec{r}) = 0. \]
\[ (416) \]

In the next step, we shall solve Eq. (415) in the spherical coordinate system. Due to
\[ \vec{\nabla} = \hat{e}_r \frac{\partial}{\partial r} + \hat{e}_\theta \frac{1}{r} \frac{\partial}{\partial \theta} + \hat{e}_\phi \frac{1}{r \sin \theta} \frac{\partial}{\partial \phi}, \]
\[ (417) \]
We have
\[
\left( \frac{\partial}{\partial r} - i \frac{\hbar}{\hbar} \hat{A}_r \right) \xi(\vec{r}) = 0,
\]
\[
\left( \frac{1}{r} \frac{\partial}{\partial \theta} - i \frac{\hbar}{\hbar} \hat{A}_\theta \right) \xi(\vec{r}) = 0,
\]
\[
\left( \frac{1}{r \sin \theta} \frac{\partial}{\partial \phi} - i \frac{\hbar}{\hbar} \hat{A}_\phi \right) \xi(\vec{r}) = 0.
\]
(418)

By considering
\[
\hat{A} = g \left( \frac{\vec{r} \times \vec{S}}{r^2} \right) = g \left[ \frac{(r \hat{e}_r) \times \vec{S}}{r^2} \right] = g \left[ \begin{array}{ccc}
\hat{e}_r & \hat{e}_\theta & \hat{e}_\phi \\
1 & 0 & 0 \\
S_r & S_\theta & S_\phi
\end{array} \right] = \frac{g}{r} \left( S_\theta \hat{e}_\phi - S_\phi \hat{e}_\theta \right),
\]
(419)
then we have
\[
\hat{A}_r = 0, \quad \hat{A}_\theta = -g \frac{S_\phi}{r}, \quad \hat{A}_\phi = g \frac{S_\theta}{r}.
\]
(420)

Since \( \hat{A}_r = 0 \), Eq. (418) reduces to
\[
\frac{\partial \xi(\vec{r})}{\partial r} = 0,
\]
\[
\left( \frac{1}{r} \frac{\partial}{\partial \theta} - i \frac{\hbar}{\hbar} \hat{A}_\theta \right) \xi(\vec{r}) = 0,
\]
\[
\left( \frac{1}{r \sin \theta} \frac{\partial}{\partial \phi} - i \frac{\hbar}{\hbar} \hat{A}_\phi \right) \xi(\vec{r}) = 0.
\]
(421)

Besides, in the spherical coordinate system, the three components of the spin vector operator are given as
\[
S_r = S_x \sin \theta \cos \phi + S_y \sin \theta \sin \phi + S_z \cos \theta = \frac{\hbar}{2} \left[ \begin{array}{c}
\cos \theta & \sin \theta e^{-i \phi} \\
\sin \theta e^{i \phi} & -\cos \theta
\end{array} \right],
\]
\[
S_\theta = S_x \cos \theta \cos \phi + S_y \cos \theta \sin \phi - S_z \sin \theta = \frac{\hbar}{2} \left[ \begin{array}{c}
-\sin \theta & \cos \theta e^{-i \phi} \\
\cos \theta e^{i \phi} & \sin \theta
\end{array} \right],
\]
\[
S_\phi = -S_x \sin \phi + S_y \cos \phi = \frac{i \hbar}{2} \left[ \begin{array}{c}
0 & -e^{-i \phi} \\
e^{i \phi} & 0
\end{array} \right].
\]
(422)

From the first equation of Eq. (421), we know that \( \xi(\vec{r}) \) is independent of \( r \), thus we have
\[
\xi(\vec{r}) \equiv \xi(\theta, \phi) = \begin{bmatrix} \chi_1(\theta, \phi) \\ \chi_2(\theta, \phi) \end{bmatrix},
\]
(423)
and Eq. (421) can be recast as
\[
\frac{1}{r} \left( \frac{\partial}{\partial \theta} + \frac{i g}{\hbar} S_\phi \right) \chi(\vec{r}) = 0,
\]
(424)
\[
\frac{1}{r} \left( \frac{\partial}{\sin \theta} \frac{\partial}{\partial \phi} - \frac{i g}{\hbar} S_\theta \right) \chi(\vec{r}) = 0.
\]
(425)

Let us firstly study Eq. (424), from which we have
\[
\left( \frac{\partial}{\partial \theta} + \frac{g}{\hbar} \left[ \begin{array}{c}
0 & -e^{-i \phi} \\
e^{i \phi} & 0
\end{array} \right] \right) \begin{bmatrix} \chi_1 \\ \chi_2 \end{bmatrix} = 0,
\]
(426)
namely

\[
\begin{aligned}
\frac{\partial \chi_1}{\partial \theta} + \frac{g}{2} e^{-i\phi} \chi_2 &= 0, \\
-\frac{g}{2} e^{i\phi} \chi_1 + \frac{\partial \chi_2}{\partial \theta} &= 0,
\end{aligned}
\]

\[\implies\]

\[
\begin{aligned}
\chi_1 &= C_1(\phi) \cos \left( \frac{g}{2} \theta \right) + C_2(\phi) \sin \left( \frac{g}{2} \theta \right), \\
\chi_2 &= C_3(\phi) \cos \left( \frac{g}{2} \theta \right) + C_4(\phi) \sin \left( \frac{g}{2} \theta \right),
\end{aligned}
\]

where \( C_i(\phi), \ (i = 1, 2, 3, 4), \) are functions depending only on \( \phi. \) In our case \( g = 2, \) thus from above we have

\[
\begin{aligned}
\chi_1 &= C_1(\phi) \cos \theta + C_2(\phi) \sin \theta, \\
\chi_2 &= C_3(\phi) \cos \theta + C_4(\phi) \sin \theta.
\end{aligned}
\]

In the next step, we shall use Eq. (425) to determine the four coefficients \( C_i(\phi) \)'s. From Eq. (425), we have

\[
\begin{aligned}
\left( \frac{1}{\sin \theta} \frac{\partial}{\partial \phi} - \frac{i g}{2} \begin{bmatrix} -\sin \theta & \cos \theta e^{-i\phi} \\ \cos \theta e^{i\phi} & \sin \theta \end{bmatrix} \right) \begin{bmatrix} \chi_1 \\ \chi_2 \end{bmatrix} &= 0, \\
\implies\left( \frac{1}{\sin \theta} \frac{\partial}{\partial \phi} + \frac{i g \sin \theta}{2} \begin{bmatrix} i g \cos \theta e^{-i\phi} & -i g \cos \theta e^{-i\phi} \\ -i g \cos \theta e^{i\phi} & -i g \cos \theta e^{i\phi} \end{bmatrix} \right) \begin{bmatrix} \chi_1 \\ \chi_2 \end{bmatrix} &= 0.
\end{aligned}
\]

Namely

\[
\begin{aligned}
\frac{1}{\sin \theta} \frac{\partial \chi_1}{\partial \phi} + \frac{i g}{2} \left( \sin \theta \chi_1 - \cos \theta e^{-i\phi} \chi_2 \right) &= 0, \\
\frac{1}{\sin \theta} \frac{\partial \chi_2}{\partial \phi} - \frac{i g}{2} \left( \sin \theta \chi_2 + \cos \theta e^{i\phi} \chi_1 \right) &= 0.
\end{aligned}
\]

Note that

\[
\begin{aligned}
\frac{\partial \chi_1}{\partial \phi} &= e^{-i\phi} \left( \frac{2 i}{g \sin \theta} \frac{\partial^2 \chi_2}{\partial \phi^2} - \left( \frac{2}{g \sin \theta} + \sin \theta \right) \frac{\partial \chi_2}{\partial \phi} + i \sin \theta \chi_2 \right), \\
\frac{\partial \chi_2}{\partial \phi} &= e^{i\phi} \left( \frac{2 i}{g \sin \theta} \frac{\partial^2 \chi_1}{\partial \phi^2} + \left( \frac{2}{g \sin \theta} + \sin \theta \right) \frac{\partial \chi_1}{\partial \phi} + i \sin \theta \chi_1 \right),
\end{aligned}
\]

thus we attain two same second-order linear ordinary differential equations as follows:

\[
\begin{aligned}
\frac{1}{\cos \theta} \left[ -2 i \frac{\partial^2 \chi_2}{\partial \phi^2} - \left( \frac{2}{g \sin \theta} + \sin \theta \right) \frac{\partial \chi_2}{\partial \phi} + i \sin \theta \chi_2 \right] - i \frac{g \sin^2 \theta}{2 \cos \theta} \left( \frac{2 i}{g \sin \theta} \frac{\partial \chi_2}{\partial \phi} + \sin \theta \chi_2 \right) - \frac{g \sin \theta \cos \theta}{2} \chi_2 &= 0, \\
\frac{1}{\cos \theta} \left[ -2 i \frac{\partial^2 \chi_1}{\partial \phi^2} + \left( \frac{2}{g \sin \theta} + \sin \theta \right) \frac{\partial \chi_1}{\partial \phi} + i \sin \theta \chi_1 \right] - i \frac{g \sin^2 \theta}{2 \cos \theta} \left( -2 i \frac{\partial \chi_1}{\partial \phi} + \sin \theta \chi_1 \right) - \frac{g \sin \theta \cos \theta}{2} \chi_1 &= 0,
\end{aligned}
\]
\[
\begin{align*}
&\left\{ \begin{aligned}
&i \left( \frac{-2}{g \sin \theta} \right) \frac{\partial^2 \chi_2}{\partial \phi^2} - \left( \frac{2}{g \sin \theta} \right) \frac{\partial \chi_2}{\partial \phi} + i \left( 1 - \frac{g}{2} \right) \sin \theta \chi_2 = 0, \\
&i \left( \frac{-2}{g \sin \theta} \right) \frac{\partial^2 \chi_1}{\partial \phi^2} + \left( \frac{2}{g \sin \theta} \right) \frac{\partial \chi_1}{\partial \phi} + i \left( 1 - \frac{g}{2} \right) \sin \theta \chi_1 = 0,
\end{aligned} \right.
\end{align*}
\]
\[
\Rightarrow \left\{ \begin{aligned}
&\frac{\partial^2 \chi_2}{\partial \phi^2} - i \frac{\partial \chi_2}{\partial \phi} - \frac{g}{2} \left( 1 - \frac{g}{2} \right) \sin^2 \theta \chi_2 = 0, \\
&\frac{\partial^2 \chi_1}{\partial \phi^2} + i \frac{\partial \chi_1}{\partial \phi} - \frac{g}{2} \left( 1 - \frac{g}{2} \right) \sin^2 \theta \chi_1 = 0,
\end{aligned} \right.
\] (433)
\[
\Rightarrow \left\{ \begin{aligned}
&\chi_1 = D_1(\theta) e^{-\frac{\phi}{2} \left[ 1 + \sqrt{(2 - g) g \sin^2 \theta - 1} \right]} + D_2(\theta) e^{\frac{\phi}{2} \left[ 1 + \sqrt{(2 - g) g \sin^2 \theta - 1} \right]}, \\
&\chi_2 = D_3(\theta) e^{\frac{\phi}{2} \left[ 1 - \sqrt{(2 - g) g \sin^2 \theta - 1} \right]} + D_4(\theta) e^{\frac{\phi}{2} \left[ 1 + \sqrt{(2 - g) g \sin^2 \theta - 1} \right]},
\end{aligned} \right.
\] (433)

Because \( g = 2 \) and \( \sqrt{-1} = i \), we then have
\[
\begin{align*}
\chi_1 &= D_1(\theta) e^{-i \phi} + D_2(\theta), \\
\chi_2 &= D_3(\theta) + D_4(\theta) e^{i \phi},
\end{align*}
\] (434)

where \( D_i(\theta), (i = 1, 2, 3, 4), \) are functions depending only on \( \theta \).

Let us compare Eq. (428) and Eq. (434) and intend to write them into a unified form. Namely, let us observe
\[
\begin{align*}
\chi_1 &= C_1(\phi) \cos \theta + C_2(\phi) \sin \theta, \quad (435) \\
\chi_2 &= C_3(\phi) \cos \theta + C_4(\phi) \sin \theta,
\end{align*}
\]

and
\[
\begin{align*}
\chi_1 &= D_1(\phi) e^{-i \phi} + D_2(\phi), \quad (436) \\
\chi_2 &= D_3(\phi) + D_4(\phi) e^{i \phi},
\end{align*}
\]

According to the first equation in Eq. (427), we have
\[
\begin{align*}
&\begin{cases}
-C_1 \sin \theta + C_2 \cos \theta + \frac{g}{2} e^{-i \phi} (C_3 \cos \theta + C_4 \sin \theta) = 0, \\
-\frac{g}{2} e^{i \phi} (C_1 \cos \theta + C_2 \sin \theta) - C_3 \sin \theta + C_4 \cos \theta = 0,
\end{cases} \\
\Rightarrow \begin{cases}
C_3 \cos \theta + C_4 \sin \theta = e^{i \phi} (C_1 \sin \theta - C_2 \cos \theta), \\
C_3 \sin \theta - C_4 \cos \theta = -e^{i \phi} (C_1 \cos \theta - C_2 \sin \theta),
\end{cases} \\
\Rightarrow \begin{cases}
C_3 = -C_2 e^{i \phi}, \\
C_4 = C_1 e^{i \phi},
\end{cases}
\end{align*}
\] (437)

and based on Eq. (430) we have
\[
\begin{align*}
&\begin{cases}
\frac{-i}{\sin \theta} D_1 e^{-i \phi} + \frac{i g}{2} \left[ \sin \theta \left( D_1 e^{-i \phi} + D_2 \right) - \cos \theta e^{-i \phi} \left( D_3 + D_4 e^{i \phi} \right) \right] = 0, \\
\frac{i}{\sin \theta} D_4 e^{i \phi} - \frac{i g}{2} \left[ \sin \theta \left( D_3 + D_4 e^{i \phi} \right) + \cos \theta e^{i \phi} \left( D_1 e^{-i \phi} + D_2 \right) \right] = 0,
\end{cases} \\
\Rightarrow \begin{cases}
i \cos \theta e^{-i \phi} \left( D_3 + D_4 e^{i \phi} \right) = i \left( \sin \theta - \frac{1}{\sin \theta} \right) D_1 e^{-i \phi} + i \sin \theta D_2, \\
i \left( \frac{1}{\sin \theta} - \sin \theta \right) D_4 e^{i \phi} - i \sin \theta D_3 = i \cos \theta e^{i \phi} \left( D_1 e^{-i \phi} + D_2 \right),
\end{cases}
\end{align*}
\] (438)
i.e.,
\[
\begin{align*}
D_3 + D_4 e^{i \phi} &= \frac{1}{\cos \theta} \left( \sin \theta - \frac{1}{\sin \theta} \right) D_1 + \frac{\sin \theta}{\cos \theta} D_2 e^{i \phi} = -\frac{\cos \theta}{\sin \theta} D_1 + \frac{\sin \theta}{\cos \theta} D_2 e^{i \phi}, \\
-D_3 + \frac{\cos^2 \theta}{\sin^2 \theta} D_4 e^{i \phi} &= \frac{\cos \theta}{\sin \theta} e^{i \phi} \left( D_1 e^{-i \phi} + D_2 \right) = \frac{\cos \theta}{\sin \theta} \left( D_1 + D_2 e^{i \phi} \right),
\end{align*}
\] (439)
which leads to

\[
\begin{aligned}
D_3 &= -\cot \theta D_1, \\
D_4 &= \tan \theta D_2.
\end{aligned}
\]  

(440)

Therefore, Eq. (435) and Eq. (436) can be rewritten as

\[
\begin{aligned}
\chi_1 &= C_1(\phi) \cos \theta + C_2(\phi) \sin \theta, \\
\chi_2 &= \left[ C_1(\phi) \sin \theta - C_2(\phi) \cos \theta \right] e^{i\phi},
\end{aligned}
\]  

(441)

and

\[
\begin{aligned}
\chi_1 &= D_1(\theta) e^{-i\phi} + D_2(\theta), \\
\chi_2 &= -\cot \theta D_1(\theta) + \tan \theta D_2(\theta) e^{i\phi}.
\end{aligned}
\]  

(442)

Notice that

\[
\begin{aligned}
C_1(\phi) \cos \theta + C_2(\phi) \sin \theta &= D_1(\theta) e^{-i\phi} + D_2(\theta), \\
\left[ C_1(\phi) \sin \theta - C_2(\phi) \cos \theta \right] e^{i\phi} &= -\cot \theta D_1(\theta) + \tan \theta D_2(\theta) e^{i\phi},
\end{aligned}
\]

\[
\Rightarrow \quad \begin{cases} 
C_1(\phi) = \frac{1}{\cos \theta} D_2(\theta), \\
C_2(\phi) = \frac{e^{-i\phi}}{\sin \theta} D_1(\theta).
\end{cases}
\]  

(443)

Because \(C_1(\phi)\) and \(C_2(\phi)\) do not depend to \(\theta\), so one must have

\[
\begin{cases} 
C_1(\phi) = a, \\
C_2(\phi) = b e^{-i\phi},
\end{cases} \quad \begin{cases} 
D_1(\theta) = b \sin \theta, \\
D_2(\theta) = a \cos \theta,
\end{cases}
\]

(444)

where \(a, b\) are some arbitrary complex numbers. This results in that

\[
\xi(\vec{r}) = \begin{bmatrix} \chi_1(\theta, \phi) \\ \chi_2(\theta, \phi) \end{bmatrix} = \begin{bmatrix} a \cos \theta + b \sin \theta e^{-i\phi} \\ -b \cos \theta + a \sin \theta e^{i\phi} \end{bmatrix}.
\]

(445)

or in the rectangular coordinate system it reads

\[
\xi(\vec{r}) = \begin{bmatrix} a \frac{\hat{z}}{r} + b \frac{x-i y}{r} \\ -b \frac{\hat{z}}{r} + a \frac{x+i y}{r} \end{bmatrix}.
\]

(446)

which coincides with the wavefunction as given in Eq. (198). By substituting Eq. (446) into Eq. (416), one finds that the latter is valid. After substituting Eq. (414) and Eq. (446) into Eq. (413), we eventually have the wavefunction as

\[
\Psi_S(\vec{r}) = \xi_0(\vec{r}) \xi(\vec{r}) = N e^{i \vec{k} \cdot \vec{r}} \begin{bmatrix} a \frac{\hat{z}}{r} + b \frac{x-i y}{r} \\ -b \frac{\hat{z}}{r} + a \frac{x+i y}{r} \end{bmatrix}.
\]

(447)

**Remark 14.** From Eq. (101) we have known that

\[
g = \frac{Q}{q},
\]

(448)

where \(q\) is the “charge” of the particle “1” and \(Q\) is the “charge” of the particle “2”. By taking \(q = -e\) and \(Q = g(-e)\), one has \(g = 2\). Another alternative choice of \(g = 2\) is selecting \(Q = -e\), but \(q = -e/2\) being the half “charge”. Recently, the quasi-particle with half-charge has been reported in condensed matter physics [11], probably it could have an application here.
XII. GENERATING $\vec{A}$ FROM SOME COMMUTATORS

During the exploration of the spin vector potential, we have observed that it can be generated from some commutators. The results are listed as follows:

\[
\frac{i}{g} \left[ \vec{\sigma} \cdot \vec{\ell}, \vec{r} \right] = \vec{A}, \tag{449a}
\]

\[
\frac{i}{g} \left[ \vec{\ell} \cdot \vec{\sigma} r^2, \vec{r} \right] = \vec{A}, \tag{449b}
\]

\[-\frac{i}{2} g \hbar \left[ \vec{\sigma} \cdot \vec{r}, \frac{\vec{\sigma} \cdot \vec{r}}{2} \right] = \vec{A}, \tag{449c}
\]

\[
g \left[ \frac{\vec{r} \cdot \vec{\sigma}}{2r}, \left[ \frac{\vec{r} \cdot \vec{\sigma}}{2r}, \vec{p} \right] \right] = \vec{A}, \tag{449d}
\]

where $\vec{A}$ is given by Eq. (403), namely

\[
\vec{A} = g \frac{\vec{r} \times \vec{S}}{r^2} = \frac{gh \vec{r} \times \vec{\sigma}}{2r^2} = \frac{gh \vec{r}}{2r^2} \times \left( \vec{\sigma} \times \vec{\sigma} \right). \tag{450}
\]

Proof.—Because

\[
\left[ \vec{r}, \frac{gh}{r^2} \vec{\sigma} \cdot \vec{\ell} \right] = i \hbar^2 \frac{g}{r^2} (\vec{\sigma} \times \vec{r}) = -i 2 \hbar \left[ \frac{gh}{2} \frac{\vec{r} \cdot \vec{\sigma}}{r^2} \right] = -i 2 \hbar \vec{A}, \tag{451}
\]

which means

\[
\frac{i}{g} \left[ \frac{\vec{\sigma} \cdot \vec{r}}{2}, \vec{r} \right] = \vec{A}, \tag{452}
\]

thus we prove Eq. (449a). Similarly, by interchanging $\vec{r} \leftarrow \vec{\ell}/r^2$ from Eq. (449a) we have Eq. (449b) as

\[
\frac{i}{g} \left[ \frac{\vec{\ell}}{r^2}, \frac{\vec{\sigma} \cdot \vec{r}}{2r} \right] = \vec{A}. \tag{453}
\]

Because

\[
\left[ \vec{\sigma}, \frac{\vec{r} \cdot \vec{\sigma}}{r} \right] = 2i \frac{\vec{r} \times \vec{\sigma}}{r}, \tag{454}
\]

then we have Eq. (449c) as

\[-\frac{i}{2} g \hbar \left[ \vec{\sigma} \cdot \vec{r}, \frac{\vec{r} \cdot \vec{\sigma}}{2r^2} \right] = -i \frac{g \hbar}{2} 2i \frac{\vec{r} \times \vec{\sigma}}{r^2} = \vec{A}. \tag{455}\]

Moreover, we have

\[
\left[ \frac{\vec{r} \cdot \vec{\sigma}}{2r}, \vec{p} \right] = -\left[ \vec{p}, \frac{\vec{r} \cdot \vec{\sigma}}{2r} \right] = i \hbar \nabla \left( \frac{\vec{r} \cdot \vec{\sigma}}{r} \right) = i \hbar \nabla \left( \frac{x \sigma_x + y \sigma_y + z \sigma_z}{r} \right) \tag{456}
\]

\[
= i \hbar \left\{ \frac{\sigma_x}{r^3} \frac{\partial}{\partial x} \left( \frac{x \sigma_x + y \sigma_y + z \sigma_z}{r} \right) + \frac{\sigma_y}{r^3} \frac{\partial}{\partial y} \left( \frac{x \sigma_x + y \sigma_y + z \sigma_z}{r} \right) + \frac{\sigma_z}{r^3} \frac{\partial}{\partial z} \left( \frac{x \sigma_x + y \sigma_y + z \sigma_z}{r} \right) \right\}
\]

\[
= i \hbar \left\{ \frac{\sigma_x r^2 - (\vec{r} \cdot \vec{\sigma})x}{r^3} \right\} + \frac{\sigma_y r^2 - (\vec{r} \cdot \vec{\sigma})y}{r^3} + \frac{\sigma_z r^2 - (\vec{r} \cdot \vec{\sigma})z}{r^3} \right\}
\]

\[
= i \hbar \left\{ \frac{\sigma_x r^2 - (\vec{r} \cdot \vec{\sigma})x}{r^3} \right\},
\]
and note
\[ \vec{r} \times \vec{A} = \frac{g}{r^2} \vec{r} \times \left( \vec{r} \times \vec{S} \right) = \frac{g}{r^2} \left[ (\vec{r} \cdot \vec{S}) \vec{r} - r^2 \vec{S} \right] = g \left[ \frac{(\vec{r} \cdot \vec{S})}{r^2} \vec{r} - \vec{S} \right] = g \left[ \frac{(\vec{r} \cdot \vec{\sigma})}{r^2} \vec{r} - \vec{\sigma} \right], \] (457)

which implies
\[ \left[ \frac{\vec{r} \cdot \vec{\sigma}}{2r}, \frac{\vec{r} \cdot \vec{\sigma}}{2r}, \vec{p} \right] = -\frac{i}{g} \frac{\vec{r} \times \vec{A}}{r}. \] (458)

then
\[ \left[ \frac{\vec{r} \cdot \vec{\sigma}}{2r}, \frac{\vec{r} \cdot \vec{\sigma}}{2r}, \vec{p} \right] = \frac{i \hbar}{2} \left[ \frac{\vec{r} \cdot \vec{\sigma}}{2r}, \frac{\vec{r} \cdot \vec{\sigma} - (\vec{r} \cdot \vec{\sigma}) \vec{r}}{r^3} \right] = \frac{i \hbar}{4} \left[ \frac{\vec{r} \cdot \vec{\sigma}}{r}, \frac{\vec{r} \cdot \vec{\sigma}}{r} \right] \right] \right] = \frac{i \hbar}{4} \left[ \frac{\vec{r} \cdot \vec{\sigma}}{r}, \frac{\vec{r} \cdot \vec{\sigma}}{r} \right] \right] \right] = -\frac{i \hbar}{4} \frac{1}{2r} \frac{\vec{r} \times \vec{\sigma}}{r}, \] (459)

then we obtain
\[ g \left[ \frac{\vec{r} \cdot \vec{\sigma}}{2r}, \frac{\vec{r} \cdot \vec{\sigma}}{2r}, \vec{p} \right] = g \left[ \frac{\vec{r} \cdot \vec{\sigma}}{2r}, -\frac{i}{g} \frac{\vec{r} \times \vec{A}}{r} \right] = \left[ \frac{\vec{r} \cdot \vec{\sigma}}{2r}, -\frac{i}{g} \frac{\vec{r} \times \vec{A}}{r} \right] = \vec{A}, \] (460)

thus we prove Eq. (449d).

XIII. THE “MAGNETIC” AND “ELECTRIC” FIELDS AND THE LORENTZ-LIKE FORCE

According to the definition of field tensor [12], we have
\[ F_{\mu \nu} = \partial_{\mu} A_{\nu} - \partial_{\nu} A_{\mu} + \frac{i}{\hbar} [A_{\mu}, A_{\nu}]. \] (461)

Note that the four-vectorial notations \( x = (x_0, x_1, x_2, x_3) \), with \( x_1 \equiv x, x_2 \equiv y, x_3 \equiv z, x_0 \equiv c t \), and \( \vec{A} = (\varphi, -\vec{A}) = (\varphi, -A_x, -A_y, -A_z) \) are used (Thereafter, we set \( c = 1 \)).

The matrix form of \( F_{\mu \nu} \) is given by [13]
\[ F_{\mu \nu} = \begin{bmatrix} 0 & \mathcal{E}_x & \mathcal{E}_y & \mathcal{E}_z \\ -\mathcal{E}_x & 0 & -B_z & B_y \\ -\mathcal{E}_y & B_z & 0 & -B_x \\ -\mathcal{E}_z & -B_y & B_x & 0 \end{bmatrix}, \] (462)

based on which we have the three components of “magnetic” field as
\[ B_x = F_{32} = \frac{\partial}{\partial x_3} \frac{k_2}{\partial x_3} - \frac{\partial}{\partial x_2} \frac{k_3}{\partial x_2} + \frac{i}{\hbar} [k_3, k_2] = -\frac{\partial A_y}{\partial z} + \frac{\partial A_z}{\partial y} + \frac{i}{\hbar} [A_z, A_y], \]
\[ B_y = F_{13} = \frac{\partial}{\partial x_1} \frac{k_3}{\partial x_1} - \frac{\partial}{\partial x_3} \frac{k_1}{\partial x_3} + \frac{i}{\hbar} [k_1, k_3] = -\frac{\partial A_z}{\partial x} + \frac{\partial A_x}{\partial z} + \frac{i}{\hbar} [A_x, A_z], \]
\[ B_z = F_{21} = \frac{\partial}{\partial x_2} \frac{k_1}{\partial x_2} - \frac{\partial}{\partial x_1} \frac{k_2}{\partial x_1} + \frac{i}{\hbar} [k_2, k_1] = -\frac{\partial A_x}{\partial y} + \frac{\partial A_y}{\partial x} + \frac{i}{\hbar} [A_y, A_x]. \] (463)

In addition, the three components of “electric” field are
\[ \mathcal{E}_x = F_{01} = \frac{\partial}{\partial x_0} \frac{k_1}{\partial x_0} + \frac{i}{\hbar} [k_0, k_1] = -\frac{\partial A_x}{\partial t} + \frac{\partial A_t}{\partial x} - \frac{i}{\hbar} [\varphi, A_x], \]
\[ \mathcal{E}_y = F_{02} = \frac{\partial}{\partial x_0} \frac{k_2}{\partial x_0} + \frac{i}{\hbar} [k_0, k_2] = -\frac{\partial A_y}{\partial t} + \frac{\partial A_t}{\partial x} - \frac{i}{\hbar} [\varphi, A_y], \]
\[ \mathcal{E}_z = F_{03} = \frac{\partial}{\partial x_0} \frac{k_3}{\partial x_0} + \frac{i}{\hbar} [k_0, k_3] = -\frac{\partial A_z}{\partial t} + \frac{\partial A_t}{\partial x} - \frac{i}{\hbar} [\varphi, A_z]. \] (464)
Then we may define a “magnetic” field based on the spin vector potential as

$$\vec{B} = \vec{\nabla} \times \vec{A} - \frac{i}{\hbar} \vec{A} \times \vec{A}, \quad (465)$$

and a “electric” field as

$$\vec{E} = -\frac{\partial \vec{A}}{\partial t} - \vec{\nabla} \varphi - \frac{i}{\hbar} [\varphi, \vec{A}], \quad (466)$$

where $\varphi = A_0$ indicates the spin scalar potential.

Due to

$$\vec{\nabla} \times \vec{A} = -g \frac{\hbar}{r^4} \vec{r}, \quad \vec{A} \times \vec{A} = i\hbar \frac{g^2}{2} \vec{r} \times \vec{r} = i\hbar \frac{g^2}{2} \frac{\vec{\sigma}}{r^4} \vec{r}, \quad (467)$$

we have

$$\vec{B} = -g \frac{\hbar}{r^4} \vec{r} - \frac{1}{\hbar} \frac{i\hbar^2 g^2}{2} \frac{\vec{r} \cdot \vec{\sigma}}{r^4} \vec{r} = g(g - 2) \frac{\vec{r} \cdot \vec{\sigma}}{r^4} \vec{r} = g(g - 2) \vec{\sigma} \vec{B}. \quad (468)$$

Interestingly, when $g = 0$ and $g = 2$, one has the “magnetic” field $\vec{B} = 0$. By the direct calculation, one finds that the “magnetic” field satisfies the following relation

$$\nabla \cdot \vec{B} = \frac{g(2 - g)\hbar}{2} \vec{\nabla} \cdot \left[ \frac{\vec{r} \cdot \vec{\sigma}}{r^4} \vec{r} \right] = 0. \quad (469)$$

We now consider the spin AB Hamiltonian

$$H = \frac{1}{2M} \left( \vec{p} - \vec{A} \right)^2 + \varphi = \frac{1}{2M} \vec{p}^2 + \varphi, \quad (470)$$

where the canonical momentum operator $\vec{P}$ satisfies

$$\vec{P} \times \vec{P} = i\hbar \frac{g(g - 2)}{r^4} \vec{r} = i\hbar \vec{B}. \quad (471)$$

The Heisenberg equation of motion is given by

$$\frac{d\hat{O}_H(t)}{dt} = \frac{\partial \hat{U}^\dagger}{\partial t} \hat{O} \hat{U} + \hat{U}^\dagger \frac{\partial \hat{O}}{\partial t} \hat{U} + \hat{U}^\dagger \frac{\partial H}{\partial t} \hat{U}$$

$$= -\frac{1}{i\hbar} \hat{U}^\dagger H \hat{U} \hat{U}^\dagger + \left( \frac{\partial \hat{O}}{\partial t} \right)_H + \frac{1}{i\hbar} \hat{U}^\dagger \frac{\partial H}{\partial t} \hat{U} \hat{U}^\dagger H$$

$$= \frac{1}{i\hbar} \left( [\hat{O}_H, H] \right)_H + \left( \frac{\partial \hat{O}}{\partial t} \right)_H. \quad (472)$$

When $\hat{O}$ does not apparently contain time $t$, we have

$$\left( \frac{\partial \hat{O}}{\partial t} \right)_H = 0. \quad (473)$$
Then based on the Heisenberg equation in Eq. (472), we obtain the “velocity” operator as
\[
\vec{v} := \frac{d\vec{r}}{dt} = \frac{1}{i\hbar} [\vec{r}, H] + \frac{\partial \vec{r}}{\partial t}
\]
\[
= \frac{1}{i\hbar} [\vec{r}, H]
\]
\[
= \frac{1}{2i\hbar M} \left[ \vec{r}, \left( \vec{p} - \vec{A} \right)^2 \right] + [\vec{r}, \vec{\varphi}]
\]
\[
= \frac{1}{2i\hbar M} \left[ \vec{r}, \frac{\partial}{\partial t} \vec{\varphi} - i \hbar \vec{A} \right]
\]
\[
= \frac{1}{2i\hbar M} \left[ \vec{r}, \frac{\partial}{\partial t} \vec{\varphi} - i \hbar \vec{A} \right]
\]
\[
= \frac{1}{2i\hbar M} \left( \vec{r}, \vec{p}^2 + \frac{g_h}{r^2} \vec{\sigma} \cdot \vec{\ell} + \frac{g^2_h h^2}{2r^2} \right)
\]
\[
= \frac{1}{2i\hbar M} \left( \vec{r}, \vec{p}^2 + \frac{g_h}{r^2} \vec{\sigma} \cdot \vec{\ell} \right) + \frac{1}{2i\hbar M} \left( \vec{r}, \frac{g_h}{r^2} \vec{\sigma} \cdot \vec{\ell} \right)
\]
\[
= \frac{1}{2i\hbar M} \left( 2i\hbar \vec{p} + \vec{r}, \frac{g_h}{r^2} \vec{\sigma} \cdot \vec{\ell} \right) = \frac{1}{2i\hbar M} \left( 2i\hbar \vec{p} - 2i\hbar \vec{A} \right)
\]
\[
= \frac{1}{M} (\vec{p} - \vec{A}) = \frac{1}{M} \vec{\Pi}.
\]
(474)

Because
\[
\left[ \Pi_z, \vec{\Pi}^2 \right] = [\Pi_z, \Pi^2_+ + \Pi^2_- + \Pi^2_z] = [\Pi_z, \Pi^2_+] + [\Pi_z, \Pi^2_-]
\]
\[
= [\Pi_z, \Pi_+ \Pi_- + \Pi_- \Pi_+] = [\Pi_z, \Pi_+] + [\Pi_z, \Pi_-] \Pi_-
\]
\[
= \frac{i\hbar B_y}{\Pi_+} + i\hbar \Pi_+ B_y - i\hbar \Pi_- B_x - i\hbar B_x \Pi_y
\]
\[
= \frac{i\hbar}{M} \left( [\Pi_+ B_y - \Pi_+ B_x] - (B_x \Pi_y - B_y \Pi_x) \right)
\]
\[
= \frac{i\hbar}{M} \left[ \left( \vec{\Pi} \times \vec{B} \right)_z - \left( \vec{B} \times \vec{\Pi} \right)_z \right],
\]
(475)

which means
\[
\left[ \vec{\Pi}, \vec{\Pi}^2 \right] = i\hbar \left( \vec{\Pi} \times \vec{B} - \vec{B} \times \vec{\Pi} \right).
\]
(476)

After that, we can compute the “acceleration” operator as
\[
\vec{a} := \frac{d\vec{v}}{dt} = \frac{1}{i\hbar} [\vec{v}, H] + \frac{\partial \vec{v}}{\partial t}
\]
\[
= \frac{1}{i\hbar} [\vec{v}, H] + \frac{1}{M} \frac{\partial}{\partial t} \left( \vec{p} - \vec{A} \right)
\]
\[
= \frac{1}{i\hbar} [\vec{v}, H] - \frac{1}{M} \frac{\partial}{\partial t} \vec{A}
\]
\[
= \frac{1}{2i\hbar M^2} \left( \vec{\Pi}, \vec{\Pi}^2 \right) + \frac{1}{i\hbar} \left[ \vec{v}, \vec{\varphi} \right] - \frac{1}{M} \frac{\partial}{\partial t} \vec{A}
\]
\[
= \frac{1}{2M^2} \left( \vec{v} \times \vec{B} - \vec{B} \times \vec{v} \right) - i\hbar \frac{1}{M} \frac{1}{i\hbar} \vec{\varphi} - \frac{1}{1} \frac{1}{M} \frac{1}{i\hbar} \left[ \vec{A}, \vec{\varphi} \right] - \frac{1}{M} \frac{\partial}{\partial t} \vec{A}
\]
\[
= \frac{1}{M^2} \left( \vec{v} \times \vec{B} - \vec{B} \times \vec{v} \right) - \frac{1}{M} \vec{\varphi} + \frac{1}{1} \frac{1}{M} \frac{1}{i\hbar} \left[ \vec{A}, \vec{\varphi} \right] - \frac{1}{M} \frac{\partial}{\partial t} \vec{A}
\]
\[
= \frac{1}{M} \left\{ \frac{1}{2} \left( \vec{v} \times \vec{B} - \vec{B} \times \vec{v} \right) + \left[ - \vec{A} \frac{\partial}{\partial t} \vec{\varphi} - \vec{\varphi} \frac{\partial}{\partial t} \vec{A} \right] \right\},
\]
(477)

therefore we have a “force” as
\[
\vec{F} = M \vec{a} = F_{\text{Lorentz}} + F_{\text{Electric}},
\]
(478)
with Lorentz-like force as
\[ F_{\text{Lorentz}} = \frac{1}{2} \left( \vec{v} \times \vec{B} - \vec{B} \times \vec{v} \right), \]

and the electric-like force as
\[ F_{\text{electric}} = -\frac{\partial \vec{A}}{\partial t} - \vec{\nabla} \varphi - \frac{i}{\hbar} \left[ \varphi, \vec{A} \right]. \]

Remark 15. Let particle “1” has a spin operator \( \vec{S}_1 \), which induces a “magnetic” field as
\[ \vec{B} = g(g - 2) \frac{\left( \vec{r} \cdot \vec{S}_1 \right)}{r^4} \vec{r}. \]

Let particle “2” has a spin operator \( \vec{S}_2 \), then the interaction between the spin \( \vec{S}_2 \) and the “magnetic” field reads
\[ H_{\text{Inter}} = \vec{S}_2 \cdot \vec{B} = g(g - 2) \frac{1}{r^4} \left( \vec{r} \cdot \vec{S}_1 \right) \left( \vec{r} \cdot \vec{S}_2 \right), \]

which connects the dipole-dipole interaction as shown in Table I.

Remark 16. From Eq. (104), we have known that
\[ \vec{A}^2 = \frac{g^2 \hbar^2}{2} \frac{1}{r^2}. \]

By observing
\[ \left( \frac{\vec{r} \cdot \vec{S}}{r^2} \right)^2 = \frac{\hbar^2 r^2}{4 r^4} = \frac{\hbar^2}{4} \frac{1}{r^2}, \]

if we define the scalar potential as
\[ \varphi = \sqrt{2} g \frac{\vec{r} \cdot \vec{S}}{r^2}, \]

then we have
\[ \vec{A} \cdot \vec{A} \equiv \varphi^2 - \vec{A}^2 = 0, \]

which is invariant in any coordinate system \((ct, x, y, z)\).

Remark 17. Let the spin scalar potential take the form as shown in Eq. (485), then we can simplify the “electric” field as
\[
E = -\frac{\partial \vec{A}}{\partial t} - \vec{\nabla} \varphi - \frac{i}{\hbar} \left[ \varphi, \vec{A} \right]
= -\frac{\partial \vec{A}}{\partial t} - \sqrt{2} g \frac{\vec{r} \cdot \vec{S}}{r^2} - \frac{i}{\hbar} \left[ \varphi, \vec{A} \right]
= -\frac{\partial \vec{A}}{\partial t} - \sqrt{2} g \frac{\hbar}{2} \frac{\vec{r} \cdot \vec{S}}{r^2} - \frac{i}{\hbar} \left[ \varphi, \vec{A} \right]
= -\frac{\partial \vec{A}}{\partial t} - \sqrt{2} g \frac{\hbar \sigma^2}{2} \frac{2(\vec{r} \cdot \vec{S})\vec{r}}{r^4} - \frac{i}{\hbar} \sqrt{2} g \frac{\hbar^2}{2} \frac{r^2 \sigma - (\vec{r} \cdot \vec{S})\vec{r}}{r^4}
= -\frac{\partial \vec{A}}{\partial t} - \sqrt{2} g \frac{\hbar \sigma^2}{2} \frac{2(\vec{r} \cdot \vec{S})\vec{r}}{r^4} + \frac{\sqrt{2} g \hbar^2}{2} \frac{r^2 \sigma - (\vec{r} \cdot \vec{S})\vec{r}}{r^4}
= -\frac{\partial \vec{A}}{\partial t} - \sqrt{2} g \frac{\hbar (\vec{r} \cdot \vec{S})\vec{r}}{2 r^4} = -\frac{\partial \vec{A}}{\partial t} - \sqrt{2} g \frac{(\vec{r} \cdot \vec{S})\vec{r}}{r^4}. \]
Here we have used the following relations:

\[ \nabla \left( \frac{\vec{r} \cdot \vec{\sigma}}{r^2} \right) = \hat{e}_x \frac{\partial}{\partial x} \left( \frac{x \sigma_x + y \sigma_y + z \sigma_z}{r^2} \right) + \hat{e}_y \frac{\partial}{\partial y} \left( \frac{x \sigma_x + y \sigma_y + z \sigma_z}{r^2} \right) + \hat{e}_z \frac{\partial}{\partial z} \left( \frac{x \sigma_x + y \sigma_y + z \sigma_z}{r^2} \right) \]

\[ = \left\{ \hat{e}_x \left[ \frac{\sigma_x r^4 - 2(\vec{r} \cdot \vec{\sigma})x}{r^2} \right] + \hat{e}_y \left[ \frac{\sigma_y r^4 - 2(\vec{r} \cdot \vec{\sigma})y}{r^2} \right] + \hat{e}_z \left[ \frac{\sigma_z r^4 - 2(\vec{r} \cdot \vec{\sigma})z}{r^2} \right] \right\} \]

\[ = \frac{\sigma^2 r^2 - 2(\vec{r} \cdot \vec{\sigma})}{r^4}, \quad (488) \]

and

\[ [\varphi, \vec{A}] = \sqrt{2} g^2 \left\{ \frac{\vec{r} \cdot \vec{S}}{r^2}, \frac{\vec{r} \times \vec{S}}{r^2} \right\} = \sqrt{2} g^2 \left[ \frac{\vec{r} \cdot \vec{\sigma}}{r^2} \right] = \frac{\sqrt{2} g^2 \hbar^2}{2 r^4} \left[ r^2 \vec{\sigma} - (\vec{r} \cdot \vec{\sigma}) \vec{r} \right]. \quad (489) \]
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