Fingertip blood sampling robot navigation system based on binocular vision
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Abstract. In the fingertip intelligent blood collection robot, we need to move the blood collection needle to the designated position quickly and accurately, but it is difficult to meet the two indicators of speed and accuracy at the same time. This paper proposes a fast navigation method based on binocular vision. This method obtains the coordinates of the fingertip blood sampling point through three-dimensional reconstruction and contour extraction, and guides the robotic arm to quickly move the blood sampling needle to a position near the blood sampling point according to the coordinate position. The method in this paper is used for the rough navigation of blood collection robots, and it is verified by experiments that this method can meet the needs of blood collection robots.

1. Introduction

Fingertip blood sampling has the advantages of light pain and convenient and quick blood sampling, which makes it highly acceptable to people. In addition, under the current COVID-19 epidemic, medical staff can easily lead to infectious diseases when manually collecting blood. Compared with traditional manual blood collection, the automated fingertip blood collection robot has outstanding advantages in blood collection efficiency, quality and prevention of infection of medical staff.

Binocular vision is a very important part of the intelligent blood sampling robot. Only under the guidance of vision, the robot can obtain the correct information of the target, so as to control the robotic arm to complete the specified task. The vision system must recognize and track the position and posture of the target object on the basis of calibration[1-3]. In order to obtain the spatial position of the target object through binocular vision and provide the position information of the target for the subsequent manipulator operation, we need to study the correspondence between the pixel coordinates of the plane image and the spatial coordinates of the points in the scene. Through the optical model of the camera, we can obtain the relationship between these two coordinates. Intelligent blood collection robots need to complete the blood collection process quickly and accurately[4-7], and the two indicators of fast and accurate are in conflict with each other. Therefore, we use binocular vision navigation to quickly guide the blood collection needle to a position near the target point, and then use laser precise guidance to achieve The blood collection process.
2. Navigation system

2.1. Three-dimensional reconstruction

The main content of three-dimensional reconstruction based on binocular vision includes five parts: camera calibration, stereo correction, stereo matching, parallax calculation and three-dimensional reconstruction. The calibration of a single camera is mainly to obtain the internal parameters and distortion parameters of the camera. According to the internal parameters, the imaging plane coordinates can be converted to the camera coordinates, so that the space object point corresponds to the image point[8-9]. Bi-target positioning is mainly based on the internal parameters of the two cameras to obtain the external parameters of the camera. According to the external parameters, we can know the positional relationship between the two cameras. The obtained calibration data establishes the connection between the space object and the image plane, and then calculates the three-dimensional reconstruction information. After the camera calibration is completed, the parallax calculation must be performed. Stereo matching is to find the matching feature points from the left and right images collected by the binocular camera and establish the corresponding relationship to calculate the parallax of the matching points, therefore, the stereo matching is the most critical step[10-12] in the entire three-dimensional reconstruction work.

This paper proposes an improved Scale Invariant Feature Transform operator to describe feature points, which has higher operating efficiency and stronger stability. The Hessian matrix is the core of the SURF feature extraction algorithm and its determinant can be used as the basis for judging extreme points. The Hessian matrix expression of a certain point is:

\[ H(x, \sigma) = \begin{bmatrix} L_{xx}(x, \sigma) & L_{xy}(x, \sigma) \\ L_{yx}(x, \sigma) & L_{yy}(x, \sigma) \end{bmatrix} \]  

(1)

Where \( L_{xx}(x, \sigma) \), \( L_{xy}(x, \sigma) \), \( L_{yx}(x, \sigma) \), \( L_{yy}(x, \sigma) \) is the convolution value of the second-order partial derivative, and the determinant of the Hessian matrix is:

\[ \text{det}H = L_{xx}L_{yy} - L_{xy}^2 \]  

(2)

We compare the pixels processed by the Hessian matrix with the other 26 pixels in the surrounding neighborhood. If the pixel is the extreme value of these 26 pixels, it will be retained as the preliminary feature point, then, the three-dimensional linear interpolation method is used to obtain the feature points at the sub-pixel level, and the feature points less than a certain threshold are removed, so that the point with the strongest feature can be selected.

Parallax refers to the difference in the coordinates of the corresponding points of the two images obtained when observing the same point from two different directions. There is also a noun referred to as the parallax angle, which, as the name implies, is the angle between the line between two different positions and the observed point[13-14]. The baseline refers to the distance between two observation points, and it is an indispensable condition for calculating the depth index of the object to be measured, just like the parallax angle. The completion of the previous series of key steps can obtain the camera parameters, the distortion coefficient and the characteristic relationship between the points, and finally the depth information of the object can be obtained based on it. The essence of three-dimensional reconstruction is to calculate the three-dimensional coordinates by obtaining the depth information of the object to be measured.

2.2. Coordinate transformation

We need to convert between various coordinate systems when positioning and navigating. The world coordinate system, camera coordinate system, image physical coordinate system and image pixel coordinate system correspond to the point conversion relationship shown in Figure 1.
The unit of pixel coordinate system is pixel, where \((u, v)\) is a pixel in the image. The unit of the physical coordinate system is millimeter. Assuming that \(dx\) and \(dy\) are the physical size of a single pixel on the x-axis and y-axis, \((u_0, v_0)\) are the coordinates of point \(O_3\) in the pixel coordinate system, and the conversion relationship of the coordinate system in the two-dimensional image plane is as follows:

\[
\begin{align*}
    u &= \frac{x}{dx} + u_0 \\
    v &= \frac{y}{dy} + v_0
\end{align*}
\]

It is expressed in matrix form as Equation (4).

\[
\begin{bmatrix}
    u \\
    v \\
    1
\end{bmatrix} = \begin{bmatrix}
    1/dx & 0 & u_0 \\
    0 & 1/dy & v_0 \\
    0 & 0 & 1
\end{bmatrix} \begin{bmatrix}
    x \\
    y \\
    1
\end{bmatrix}
\]

The point \(P(X_c, Y_c, Z_c)\) is a point in the camera coordinate system, and there is a point \(p(x, y)\) corresponding to it in the image physical coordinate system. Based on the triangular similarity principle, we can obtain the conversion relationship between the camera coordinate system and the image physical coordinate system is:

\[
\begin{align*}
    x &= f \frac{X_c}{Z_c} \\
    y &= f \frac{Y_c}{Z_c}
\end{align*}
\]

Where \(f\) is the focal length of the camera, and the Equation (5) is expressed in homogeneous coordinates as follows:

\[
\begin{bmatrix}
    x \\
    y \\
    1
\end{bmatrix} = \begin{bmatrix}
    f & 0 & 0 & X_c \\
    0 & f & 0 & Y_c \\
    0 & 0 & 1 & Z_c
\end{bmatrix}
\]

There is a transformation relationship between the rotation matrix \(R\) and the translation vector \(t\) between the points in the camera coordinate system and the points in the world coordinate system. The relationship between the camera coordinate system and the world coordinate system is shown in Equation (7):

\[
\begin{bmatrix}
    X_c \\
    Y_c \\
    Z_c
\end{bmatrix} = [R \ t] \begin{bmatrix}
    X_w \\
    Y_w \\
    Z_w
\end{bmatrix}
\]

Where \(R\) represents the rotation matrix of the point in the world coordinate system for coordinate transformation to the camera coordinate system. It is a 3-row and 3-column unit orthogonal matrix, and \(t\) represents the translation vector of coordinate transformation, which is a 3-row 1 column vector.

3. Results and Discussion

The mechanical arm system of the blood collection robot is composed of the mechanical arm body and multi axis motion control card, as shown in Figure 2. The robotic arm is made of aluminum alloy and
has four degrees of freedom, including two rotary joints, one vertical motion joint, and one local degree of freedom to control the end load. The robotic arm control system uses C++ programming to build a software platform for robotic arm motion control, and uses the dynamic library provided by the motion control card to complete the motion control functions of motor position, speed, hardware capture, and comparison output.

Firstly, the finger and its surrounding environment are reconstructed by binocular camera, the fingertip contour is extracted, the contour coordinate points are obtained, and the center point coordinates of fingertip contour are calculated. Then control the mechanical arm to quickly move the blood sampling needle to 2cm above the coordinate of the central point. After 10 experiments, the blood sampling needle moved to the designated position within 1.8s. At the same time, the error range of the three directions of X, Y, and Z is shown in Figure 3. It can be seen that the average error of the three directions does not exceed 2mm, and this indicator can meet the requirements of rough navigation for blood collection robots.

![Figure 2 Robotic arm system: (a) Robotic arm; (b) Motion control card.](image)

![Figure 3 Errors in X, Y, and Z directions](image)
4. Conclusions
In the intelligent fingertip blood collection robot, the fast positioning and navigation method is needed
to move the blood collection needle to the fingertip blood collection point quickly. This paper
proposes a three-dimensional navigation method based on binocular vision. Firstly, the finger is three-
dimensionally reconstructed. Then, the coordinate position of the fingertip center is obtained by
contour extraction, and finally, the experiment is verified with the manipulator. The results proves that
the method proposed in this paper can meet the requirements
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