Physical Layer Security in Massive MIMO

Y. Ozan Basciftci  C. Emre Koksal  Alexei Ashikhmin

Abstract—We consider a single-cell downlink massive MIMO communication in the presence of an adversary capable of jamming and eavesdropping simultaneously. We show that massive MIMO communication is naturally resilient to no training-phase jamming attack in which the adversary jams only the data communication and eavesdrops both the data communication and the training. Specifically, we show that the secure degrees of freedom (DoF) attained in the presence of such an attack is identical to the maximum DoF attained under no attack. Further, we evaluate the number of antennas that base station (BS) requires in order to establish information theoretic security without even a need for Wyner encoding. Next, we show that things are completely different once the adversary starts jamming the training phase. Specifically, we consider an attack, called training-phase jamming in which the adversary jams and eavesdrops both the training and the data communication. We show that under such an attack, the maximum secure DoF is equal to zero. Furthermore, the maximum achievable rates of users vanish even in the asymptotic regime in the number of BS antennas. To counter this attack, we develop a defense strategy in which we use a secret key to encrypt the pilot sequence assignments to hide them from the adversary, rather than encrypt the data. We show that, if the cardinality of the set of pilot signals are scaled appropriately, hiding the pilot signal assignments from the adversary enables the users to achieve secure DoF, identical to the maximum achievable DoF under no attack. Finally, we discuss how computational cryptography is a legitimate candidate to hide the pilot signal assignments. Indeed, while information theoretic security is not achieved with cryptography, the computational power necessary for the adversary to achieve a non-zero mutual information leakage rate goes to infinity.

I. INTRODUCTION

Massive MIMO is one of the highlights of the envisioned 5G communication systems. In massive MIMO paradigm, the base station is equipped with a number of antennas, typically much larger than the number of users served. Combined with a TDD-based transmission, this solves many of the issues pertaining channel state information. In particular, the base station exploits law-of-large-numbers-like certainties as it serves each user over a combination of a large number of channels.

While many issues behind the design of multicellular massive MIMO systems have been studied thoroughly, security of massive MIMO has not been actively addressed. Part of the reason for this may be the fact that, there is a vast literature on the security of MIMO systems in general, and a common perspective is that massive MIMO is merely an extension of MIMO as it pertains to security. However, we demonstrate that massive MIMO has unique vulnerabilities, and standard approaches to MIMO security do not address them directly. Instead, these approaches focus on issues that massive MIMO is naturally immune to. Furthermore, we argue that, common models used in MIMO security eliminate the need to think on various components of the system that are critical to understanding the vulnerabilities in security. In particular, in massive MIMO, merely making assumptions on available channel state information (CSI) is not sufficient, since the actual technique the system uses to obtain CSI may be the lead cause for some major security issues. For all these reasons, security of massive MIMO calls for a separate treatment of its own.

To that end, we consider the TDD-based single cell downlink massive MIMO system developed in [3] and later addressed in [1]. The adversary is hybrid, capable of jamming and eavesdropping at the same time with its multiple antennas and we call our system secure if secrecy, measured in full equivocation is achieved at the adversary and arbitrarily low probability of decoding error is achieved at the legitimate receiver. We refer to these requirements as security constraints. We first show how massive MIMO is naturally resilient to standard jamming and eavesdropping attacks, unless jamming is performed during the training phase when pilot signals are transmitted by the mobile users. We prove that, without pilot jamming, the achievable secure degrees of freedom (DoF) is identical to the maximum DoF attained under no attack, even without the need to use a stochastic (e.g., Wyner) secrecy encoder in the massive MIMO limit. On the other hand, as we will show, the adversary can reduce the maximum secure DoF and rate to zero by contaminating the pilot signal of the targeted user via another correlated pilot signal. To address this attack, we develop a defense strategy in which the base station (BS) keeps the assignment of pilot signals to the users hidden from the adversary and informs the assignments to the users reliably. Thus, in our approach, we use computational cryptography for encrypting the pilot assignments in the training phase. We also discuss how the consequences of encryption of pilot assignment is fundamentally different from the consequences of data encryption. In particular, we argue

---

1Our definition of degrees of freedom is different from the standard definition. Our definition specifies how the achievable rate scales with the log of the number of base station antennas, rather than the log of the transmission power as in the standard definition.
that, even if we use non-information theoretic methods (e.g., Diffie-Hellman) to encrypt the pilot assignments, the level of security we achieve can be as strong as information theoretic secrecy for all practical purposes. Note that, most of our results are not asymptotic in the number of antennas and we specify the number of antennas necessary to achieve certain level of security.

The major ideas developed and demonstrated in this paper include:

- In information-theoretic secrecy literature, it is often the case that assumptions are made on the CSI available at the adversary. Typically, it is assumed that the adversary has access to the CSI for all channels in the system, with the motivation of making the achievable security robust with respect to the availability of CSI at the adversary. However, we show that, with massive MIMO, it is not important if the adversary has full CSI or not. Indeed, we show that massive MIMO is naturally immune to attacks during data communication phase. Instead, we demonstrate that the major question is how the adversary obtains CSI. In particular, we show that if the adversary is active during the training phase, it substantially degrades the security of data communication.
- Security in computational cryptography is based on the assumptions on the computational power of the attackers. Once data is encrypted, it takes an unreasonable amount of time for a typical adversary to decrypt it without the key. Making such an assumption on the adversary poses a problem for security, since a sophisticated adversary can use various tools and techniques to cut down the time for cryptanalysis applied to recorded encrypted data. We eliminate this shortcoming by encrypting the pilot assignments -not the transmitted data,- using keys that are shared via standard Diffie-Hellman. In our scheme, to make an impact, the adversary needs to decrypt the pilot assignment before the training phase starts. Note that, the training phase can start immediately after the assignments are made, leaving an arbitrarily low amount of time for the adversary to crack the assignment (i.e., pushing the computational power necessary to infinity). Without the knowledge of the pilot assignment, our scheme achieves perfect secrecy of information transmitted in the data communication phase, even without the use of a secrecy encoder. Thus, it is useless for the adversary to record the received signal for future cryptanalysis, since it is indifferent from noise.

Next, we summarize the technical contributions of our paper. Throughout the paper, we assume that the adversary is full-duplex, i.e., it is capable of eavesdropping and jamming the BS-to-user communication simultaneously. In the first part of the paper, we study an attack model in which the adversary eavesdrops the entire communication between the BS and users and jams only the downlink data communication (the adversary keeps silent during the training.). Under this attack:

- We show that the maximum secure DoF is identical to the maximum DoF achieved in the presence of no adversary.
- We provide a novel encoding strategy, δ-conjugate beamforming, that provides full security, without the need for Wyner encoding [10].
- We evaluate the number of antennas that the BS requires in order to satisfy the security constraints.

The proposed encoding, δ-conjugate beamforming, utilizes the fact that the correlation between the estimated BS-to-user channel gains and the BS-to-adversary channel gains becomes zero when the adversary does not jam during the training phase. We observe that in order to cause a non-zero correlation between the estimated BS-to-user channel gains and the BS-to-adversary channel gains, the adversary has to jam the pilots of users.

In the second part of the paper, we consider an attack model in which the adversary eavesdrops and jams the entire communication (including the training) between the BS and the users. Under this attack:

- We show that, if the adversary jams the training such that there exists a non-zero correlation between the BS-to-adversary channel gain and the estimated gain of the channel from the BS to a user, the adversary reduces the maximum secure DoF to zero. Further, we show that, if the amount of the correlation is sufficiently large, the maximum achievable rate of the user also vanishes as the number of antennas at the BS grows.
- We propose a counter strategy against the adversary. We show that, if the cardinality of the set of pilot signals scales with the number of antennas at the BS and the BS is able to keep the pilot signal assignments hidden from the adversary, attained secure DoF is arbitrarily close to the maximum DoF attained under no attack.

Related Work: Massive MIMO concept was first proposed in [3, 4]. Since then, there has been a flurry of studies focusing on different aspects of massive MIMO (see survey [5]) such as channel estimation, energy efficiency, and pilot contamination. However, while MIMO security has been an active area of research [6, 7, 8], issues specific to massive MIMO have not been considered. Among the very few, in [9], the authors consider downlink multi cell massive MIMO system in the presence of an adversary that only eavesdrops. In order to confuse the adversary, the BS transmits artificial noise from a set of its antennas. The authors conclude that, if the adversary has sufficiently large number of antennas, it is impossible to operate at a positive rate with artificial noise generation at the BS. In our earlier work [2], which sets up the main results in this paper, we have focused on a fairly different model and addressed other questions. For instance, our attack model considers both jamming and eavesdropping, possibly simultaneously by the adversary.

II. SYSTEM MODEL AND PROBLEM STATEMENT

We consider a multi user MIMO downlink communication system, depicted in Figure 1 including a base station (BS),
$K$ single-antenna users, and an adversary. The BS equipped with $M$ antennas wishes to broadcast $K$ distinct messages $[W_1, \ldots, W_K]$ each of which is intended for a different user. The adversary is equipped with $M_e$ antennas.

### A. Channel Model

We assume all the channels in our system, illustrated in Figure 1, are block fading. In the block fading channel model, time is divided into discrete blocks each of which contains $T$ channel uses. The channel gains remain constant within a block and the channel gains on different blocks are independent and identically distributed. Furthermore, we assume the channels are reciprocal; the instantaneous gain of the channel connecting the BS to a user is as same as the gain of the channel connecting to the same user to the BS.

We follow a TDD-based two-phase transmission scheme introduced in (1) and is re-addressed in (2). The signal transmission in a block is separated into two phases: training phase and data communication phase. On the first $T_r$ channel uses of every block, each user sends a pilot signal to the BS. The BS estimates each BS-to-user channel from the observed pilot signals. On the last $T_d$ channel uses of each block ($T_d = T - T_r$), the BS transmits data to the users.

The observed signals during a data communication phase at $k$-th user and at the adversary at a particular channel use of $i$-th block are as follows:

\begin{align*}
Y_k &= H_k(i)X + H_{jam,k}(i)V_{jam} + V_k \\
Z &= H_e(i)X + V_e,
\end{align*}

where $Y_k$ is a received complex signal at $k$-th user, $Z$ is a received $M_e \times 1$ complex vector at the adversary, and $X$ denotes $M \times 1$ complex vector of transmitted data symbols. Signals $V_k$ and $V_e$ are additive Gaussian noise components, distributed as $CN(0,1)$ and $CN(0, I_{M_e})$, respectively. Signal $V_{jam}$ denotes $M_e \times 1$ complex vector of jamming signal. Further, $H_k(i)$ and $H_{jam,k}(i)$ denote a $1 \times M$ complex gain vector of the channel connecting the base station to $k$-th user, a $1 \times M_e$ complex gain vector of the channel connecting the adversary to $k$-th user, respectively, at $i$-th block. Similarly, $H_e(i)$ is the $M_e \times M$ complex gain matrix of the MIMO channel connecting the base station to the adversary at $i$-th block. We assume that all channel gains $H_k(i), H_1(i), \ldots, H_K(i), H_{jam,1}(i), \ldots, H_{jam,K}(i)$ are mutually independent for any $i \geq 1$.

The users send pilots in the first $T_r$ channel uses of each block. The received signals at the BS and at the adversary in the training phase of $i$-th block are as follows:

\begin{align*}
Y_r &= \sum_{k=1}^{K} H_r^k(i)\phi_k + H_r^e(i)W_r + W_r, \\
Z_r &= \sum_{k=1}^{K} H_{jam,r}^k(i)\phi_k + W_r,
\end{align*}

where $Y_r$ and $Z_r$ denote $M \times T_r$ and $M_e \times T_r$ complex matrices of the received signals over $T_r$ channel uses at the BS and at the adversary, respectively. Signals $W_r$ and $W_e$ are $M \times T_r$ and $M_e \times T_r$ complex matrices denoting the additive Gaussian noise. Each element of $W_r$ and $W_e$ are i.i.d $CN(0,1)$. Signal $V_{jam}$ denotes $M_e \times T_r$ complex matrix of jamming signal. Signal $\phi_k$ is a $1 \times T_r$ complex vector denoting the pilot signal associated with $k$-th user. The power of pilot signals $p_r$, i.e., $\frac{1}{T_r} \text{tr}(\phi_k^*\phi_k) = p_r$ is identical for all users $k \in \{1, \ldots, K\}$.

We assume that the users do not have the knowledge of the BS-to-user channel gains. Note that the BS, the users, and the adversary know pilot signal set $[\phi_1, \ldots, \phi_K]$. The adversary is assumed to be aware of which pilot signal is assigned to which user. Utilizing the pilot signals, the BS estimates the BS-to-user channel gains. Define $\hat{H}_k(i)$ as a $1 \times M$ complex vector of estimated BS-to-$k$-th user channel gain.

For any $B \geq 1$, define $H^B$, $\hat{H}^B$, $H_e^B$, and $H_{jam}^B$ as the gains of the BS-to-user channels, the estimated gains of the BS-to-user channels, the gains of the BS-to-adversary channel, and the gains of the adversary-to-user channels over $B$ blocks, respectively, i.e., $H^B \triangleq [H_1^B, \ldots, H_K^B]$, $\hat{H}^B \triangleq [\hat{H}_1^B, \ldots, \hat{H}_K^B]$, and $H_{jam}^B \triangleq [H_{jam,1}^B, \ldots, H_{jam,K}^B]$. For any $B \geq 1$, the joint probability density function of $\left(H^B, \hat{H}^B, H_e^B, H_{jam}^B\right)$ is

\begin{align*}
p_{H^B,\hat{H}^B,H_e^B,H_{jam}^B}(h^B, \hat{h}^B, h_e^B, h_{jam}^B) = \prod_{i=1}^{B} p_{H,H_e,H_{jam}}(h(i), \hat{h}(i), h_e(i), h_{jam}(i))
\end{align*}

where $H \triangleq [H_1, \ldots, H_K]$, $\hat{H} \triangleq [\hat{H}_1, \ldots, \hat{H}_K]$, and $H_{jam} \triangleq [H_{jam,1}, \ldots, H_{jam,K}]$. For any $k \in \{1, \ldots, K\}$, $H_k$ and $H_{jam,k}$ are distributed as $CN(0, I_M)$, $CN(0, I_{M_e})$, respectively, and each element of matrix $H_e$ is i.i.d $CN(0,1)$.

The adversary has the perfect knowledge of the BS-to-user channel gains $H$ and the estimated BS-to-user channel gains $\hat{H}$. Define $H_{km}$ and $\hat{H}_{km}$ as the gain and the estimated gain of the channel connecting $m$-th BS antenna to $k$-th user. We assume that for any $k \in \{1, \ldots, K\}$, $\{H_{km}, \hat{H}_{km}\}_{m \geq 1}$ forms
an i.i.d. process. We also assume that $\hat{H}_k$ are independent with $H_l$ and $E\left[\hat{H}_k \hat{H}_l^*\right] = 0$ for $k \neq l$ and $k, l \in \{1, \ldots, K\}$. Note that we do not impose these assumptions for the BS-to-adversary channels.

**Remark 1.** When MMSE estimator and mutually orthogonal pilot signals are employed at the BS for channel estimation, these assumptions are satisfied.

**B. Attack Model**

We consider a full duplex adversary that is capable of eavesdropping and jamming simultaneously. In the sequel, we consider two attack models that differ only in the adversary’s jamming activity in the training phase.

In Section III we consider an attack model in which the adversary jams only during the data communication phase and eavesdrops both the training and the data communication phases. We call this attack model as no training-phase jamming. In the no training-phase jamming, the adversary jams during the communication phase using a Gaussian jamming signal and keeps silent during the training phase. Specifically, signal $W_{jam}$ in (4) is identical to zero and jamming signal $V_{jam}$ in (1) is distributed as $\mathcal{CN}(0, \rho_{jam}I_{M_r})$, where $\rho_{jam}$ is the jamming power.

In Sections IV and V we consider an attack model in which the adversary jams and eavesdrops both the training and the data communication phases. We call this attack model as training-phase jamming. The adversary strategy during the data communication phase in this attack model is the same as that described in the previous attack model (i.e., no training-phase jamming). Instead of jamming with random signals, the adversary jams during the training phase with structured signals. We provide a detailed description of the signals used for jamming the training phase in Section IV and V.

**C. Code Definition**

The BS aims to send message $w_k \in \mathcal{W}_k$, $k = 1, \ldots, K$, to $k$-th user over $B$ blocks with rate $R_k$, while keeping $w_k$ secret from the adversary. The BS and the users employ code $(2^{B R_1}, \ldots, 2^{B R_K}, B T_d)$ of length $B T_d$ that contains:

1) $K$ message sets, $W_k \triangleq \{1, \ldots, 2^{B R_k}\}$, $k = 1, \ldots, K$;

2) $K$ injective encoding functions, $f_k$, $k = 1, \ldots, K$, where $f_k$ maps $w_k \in \mathcal{W}_k$ to data signal sequence $s_{kBT_d} \in \mathbb{C}^{B T_d}$ satisfying an average power constraint such that

$$\frac{1}{B T_d} \sum_{i=1}^{B} \sum_{j=i+1}^{T} |s_{k}(i, j)|^2 \leq \rho_k, \quad k = 1, \ldots, K \quad (6)$$

for all $w_k \in \mathcal{W}_K$, where notation $(i, j)$ indicates the $j$-th channel use of $i$-th block, $\rho_k$ denotes the power constraint for $k$-th user, and $s_k(i, j)$ is the complex data signal of $k$-th user. Note that $\rho_f \triangleq \sum_{k=1}^{K} \rho_k$ is the cumulative average transmission power. Further, note that encoding functions, $f_k$, $k = 1, \ldots, K$ can be deterministic or stochastic. Codes using stochastic encoding functions referred to as stochastic codes and the ones using deterministic encoding functions are referred to as deterministic codes.

3) Linear beamforming that maps data signals $s_{kBT_d} \triangleq s_{1BT_d} \times \cdots \times s_{KBT_d}$ to channel input $X^{B T_d}$. Two beamforming strategies are used throughout the paper:

- **Conjugate beamforming:** When the BS employs conjugate beamforming, channel input at $j$-th channel use of $i$-th block can be written as

$$X(i, j) = \sum_{k=1}^{K} s_k(i, j) \hat{H_k}(i) \sqrt{M \alpha_k}, \quad (8)$$

for any $i \in \{1, \ldots, B\}$ and $j \in \{T_r + 1, \ldots, T\}$, where $\alpha_k = E \left[|\hat{H}_k|^2\right]$.

- **$\delta$-conjugate beamforming:** We introduce a new beamforming strategy, called $\delta$-conjugate beamforming that is slightly modified version of conjugate beamforming. Let $\delta$ be a positive real number. When the BS employs $\delta$-conjugate beamforming, the channel input at $j$-th channel use of $i$-th block can be written as

$$X(i, j) = \sum_{k=1}^{K} s_k(i, j) \hat{H_k}(i) \sqrt{M^{1+\delta} \alpha_k}, \quad (9)$$

Note that, when $\delta = 0$, $\delta$-conjugate beamforming becomes identical with conjugate beamforming in (8).

4) Decoding functions, $g_k$, $k = 1, \ldots, K$, where $g_k$ maps $Y_k^{B T_d}$ to $\hat{w}_k \in \mathcal{W}_k$.

**D. Figures of Merit**

We define the average error probability of code $(2^{B R_1}, \ldots, 2^{B R_K}, B T_d)$ as

$$P_e \triangleq \mathbb{P} \left( \bigcup_{k=1}^{K} g_k(Y_k^{B T_d}) \neq W_k \right), \quad (10)$$

where $W_k$ is uniformly distributed on $\mathcal{W}_k$. We assume that the adversary targets a single user during communication. The secrecy of the transmitted message for $k$-th user is measured by the equivocation rate at the adversary, which is equal to the entropy rate of transmitted message $w_k$ conditioned on the adversary’s observations.

**Definition 1.** A secure rate tuple $R_1, \ldots, R_K$ is said to be achievable if, for any $\epsilon > 0$, there exists $B(\epsilon) > 0$ and a sequence of codes $(2^{B R_1}, \ldots, 2^{B R_K}, B T_d)$ that satisfy the following:

$$P_e \leq \epsilon, \quad \frac{1}{B} H \left( W_k | Z^{B T_d}, H^B, \hat{H}^B, H_e^B \right) \geq R_k - \epsilon \quad (11)$$

3 Note that $s_{kBT_d} \triangleq \{s_k(i, j)\}_{i=1, B, j=T_r+1, T}$ and notation $(.)^{B T_d}$ applied to any variable has the same meaning.

4 Note that the channel input sequence satisfies the following average power constraint

$$\frac{1}{B T_d} \sum_{i=1}^{B} \sum_{j=i+1}^{T} E \left[|X(i, j)|^2\right] \leq \rho_f \quad (7)$$

for all $w_1 \times \cdots \times w_K \in \mathcal{W}_1 \times \cdots \times \mathcal{W}_K$, where the expectation is over estimated channel gains $H$. The inequality follows from the individual power constraint (6) and from the fact that $E \left[\hat{H}_k \hat{H}_l^*\right] = 0$ for $k \neq l$. 
for all \( B \geq B(\epsilon) \) and \( k \in \{1, \ldots, K\} \), where \( Z^{BT} \) is the received signal sequence at the adversary over BT channel uses.

We refer to the constraints in (10) and (11) as decodability and secrecy constraints, respectively. We also refer to both constraints as security constraints. We call the communication system information theoretically secure if both constraints are satisfied. Notice that the achievable rate tuple definition above is presented for a given \( M \), i.e., \( M \) remains constant for a sequence of codes \( (2^{BTR_1}, \ldots, 2^{BTR_K}, BT_d) \), \( B \geq B(\epsilon) \).

In this paper, we mainly focus on the massive MIMO limit. Specifically, we study on how achievable rate tuple \( R_1, \ldots, R_K \) behaves as \( M \) goes to infinity. To that end, we use the following notion of degrees of freedom for each user.

**Definition 2.** A secure degrees of freedom tuple \( d_1, \ldots, d_K \) is said to be achievable, if there exists achievable rate tuple \( R_1, \ldots, R_K \) such that

\[
d_k = \lim_{M \to \infty} \frac{R_k}{\log M}, \quad k = 1, \ldots, K. \tag{12}
\]

In the literature, degrees of freedom is typically defined as the limit \( \lim_{\rho_k \to \infty} \frac{R_k}{\log \rho_k} \). Since we aim to understand how \( R_k \) changes with \( M \) under constant \( \rho_k \), the degree of freedom definition in (12) is more relevant for our interest.

For a given achievable degrees of freedom tuple \( d_1, \ldots, d_K \), we define the secure degrees of freedom of the downlink communication as the minimum value in the tuple, i.e., secure DoF \( \hat{d} \triangleq \min_{k \in \{1, \ldots, K\}} d_k \). In the rest of the paper, when we use secure DoF, we mean secure degrees of freedom attained in the presence of an adversary, and when we use DoF, we mean degrees of freedom attained under no adversary.

In this paper, we characterize the maximum secure DoF in the presence of various security attacks described in Section II-B. Furthermore, we aim to develop defense strategies that achieve the maximum secure DoF against the security attacks that would limit the maximum secure DoF to zero, otherwise.

### III. Adversary Not Jamming The Training Phase

In this section, we show that downlink communication in a single-cell massive MIMO system is resilient to the adversary that jams only the data communication phase and eavesdrops both the communication and training phases. We show that the maximum secure DoF attained under no training-phase jamming is identical to maximum DoF attained under no adversary. Then, we show that we can establish information theoretic security without using stochastic encoding, e.g., Wyner encoding. Finally, we evaluate the number of antennas that BS needs to satisfy the security constraints without a need for Wyner encoding.

#### A. Resilience of massive MIMO

In this subsection, we evaluate the maximum secure DoF of the downlink communication in the presence of no training-phase jamming. Then, we show that the maximum secure DoF attained in the presence of no training-phase jamming is as same as the maximum DoF attained without an adversary. This result demonstrates the weakness of the no training-phase jamming in the massive MIMO limit.

**Theorem 1.** (Maximum secure DoF) For given block length \( T \) and data transmission phase length \( T_d \), the maximum secure DoF under no training-phase jamming is given by \( \frac{T}{T_d} \).

The complete proof is available in Appendix A where we first provide an upper bound on secure DoF and then present a strategy to achieve the upper bound. Here, we provide a proof sketch. In order to find an upper bound on secure DoF, we consider a multiple output single output (MISO) communication system without an adversary, in which the BS communicates to a single user under power constraint \( \rho_f \). Further, we assume that the BS and the user have a perfect information of the channel gains. We show that the supremum of achievable rates leads to a secure DoF of \( \frac{T}{T_d} \). Hence, we conclude that \( \frac{T}{T_d} \) is an upper bound on secure DoF attained in the multi user downlink communication model in Section III.

We now describe a strategy to attain the maximum secure DoF in Theorem 1. On the first \( T \) channel uses of each block, the users send pilot signals that are mutually orthogonal. The BS uses minimum mean square estimator (MMSE) to estimate the BS-to-user channel gains. The BS constructs \( K \) codebooks, \( c_k, k = 1, \ldots, K \), where codebook \( c_k \) contains \( 2^{BTR_k} \) independently and identically generated codewords, \( s^{BT_d}_k \) of length \( BT_d \) and \( R_k > R_k \). The BS maps \( k \)-th user's message to a codeword with a stochastic mapping function \( f_k \). Specifically, the BS maps message \( w_k \in \{1, \ldots, 2^{BTR_k}\} \) to randomized message \( m_k \in \{1, \ldots, 2^{BTR_k}\} \) as in (10) and then maps randomized message \( m_k \) to one of the codewords in \( c_k, k = 1, \ldots, K \). Utilizing the conjugate beamforming in (8), the BS maps \( K \) codewords, \( s^{BT_d}_k, k = 1, \ldots, K \) to channel input sequence \( X^{BT_d} \). Each user employs typical set decoding (12). In order to show that secrecy constraint (11) for a particular user is satisfied, we give the adversary the other users’ transmitted codewords.

In the next couple of remarks, we emphasize the robustness of the downlink communication system against no training-phase jamming.

**Remark 2.** (The weakness of the adversary not jamming the training phase) In the proof of Theorem 1 we show that \( \frac{T}{T_d} \) is indeed an upper bound on the DoF of a downlink communication without the presence of an adversary. Hence, with also showing that the secure DoF of \( \frac{T}{T_d} \) is attained in the presence of the adversary, we conclude that no training-phase jamming attack does not degrade the performance of the communication in terms of DoF. The reason that secure DoF of \( \frac{T}{T_d} \) is achieved is that the adversary keeps silent during the training phase; hence the estimated BS-to-user channel gains are independent with \( H_c \).
In the next section, we consider an adversary jamming the training phase. In the presence of such an adversary, the BS-to-user channel gains become correlated with $H_e$ and the maximum secure DoF is reduced to zero.

**Remark 3. (Resource race between the BS and the adversary)** In Appendix A we show that the achievable rate tuple that leads to a secure DoF of $\frac{R_k}{T}$ is $R_k = \frac{T}{T} \log \left(1 + \frac{M \rho_k}{\rho_f + \rho_{jam} + 1}\right) - T \log (1 + M \rho_k)$, $k = 1, \ldots, K$, where $a \triangleq \frac{\rho_f T}{\rho_f + \rho_{jam} + 1}$.

We next investigate how $R_k$ varies in $M$ and $M_e$. Figure 2 illustrates this variation when $\rho_k = 1$, $\rho_f = 10$, $\frac{T}{T} = 0.99$, $\rho_{jam} = 1$, and $a = 0.9$. As seen in Figure 2, in the presence of the adversary not jamming the training phase, the achievable secure rates are determined as a result of the arms race between the adversary and the BS. Specifically, we can observe that if $M_e$ remains constant, achievable rate $R_k$ grows unboundedly as $M$ is increasing. Moreover, for a fixed value of $M$, the achievable rates decrease as a function of $M_e$.

In the next section, we consider an adversary jamming the training phase instead of keeping silent during the training phase. We will show that, armed with only a single antenna, the adversary is capable of limiting the maximum achievable rate for any user to zero as $M \to \infty$. Hence, by jamming the training phase, the adversary converts the arms race between the BS and itself to the one between an user and itself.

**B. Establishing security without Wyner encoding**

In the achievability strategy given in the proof sketch of Theorem 1, we use a stochastic encoding, a randomized mapping of each message to a codeword with stochastic functions, at the BS. In fact, stochastic encoding, e.g., Wyner encoding, is a standard technique in the literature for establishing information theoretic security against the eavesdropping attacks.

**Theorem 2. (Establishing secrecy with no stochastic encoding)** Let $\delta > 0$. Under no training-phase jamming, for any $\epsilon > 0$, if $M \geq S(\epsilon)$, then any deterministic code $(\mathbf{2}^{BT_{R_{1}}}, \ldots, \mathbf{2}^{BT_{R_{K}}}, BT_d)$ employing $\delta$-conjugate beamforming satisfies

$$\frac{1}{BT} H\left(W_k|Z^{BT_d}, H^B, \hat{H}^B, H_e\right) \geq R_k - \epsilon \quad (13)$$

for all $B \geq 1$ and for all $k \in \{1, \ldots, K\}$, where

$$S(\epsilon) \triangleq \left(\frac{M_p \rho_{\max}}{2 \tau^2 - 1}\right)^{\frac{1}{2}}$$

and $\rho_{\max} \triangleq \max_{k \in \{1, \ldots, K\}} \rho_k$.

We can consider $S(\epsilon)$ in Theorem 2 as the number of the antennas the BS needs in order to make the conditional entropy $\epsilon$-close to $R_k$ for all $k \in \{1, \ldots, K\}$. Hence the BS equipped with at least $S(\epsilon)$ antennas can satisfy (13) by harnessing any code $(\mathbf{2}^{BT_{R_{1}}}, \ldots, \mathbf{2}^{BT_{R_{K}}}, BT_d)$ that employs deterministic encoding functions and $\delta$-conjugate beamforming.

The proof is available in Appendix B-A. The BS constructs $K$ codebooks, $c_k$, $k = 1, \ldots, K$, where codebook $c_k$ contains $\mathbf{2}^{BT_{R_k}}$ codewords, $s_{k}^{BT_d}$ of length $BT_d$. The BS maps message $w_k$ to $s_{k}^{BT_d}$ codeword with a deterministic function, $f_k$, $k = 1, \ldots, K$. Utilizing the $\delta$-conjugate beamforming in (8), the BS maps $K$ codewords, $s_{k}^{BT_d}$, $k = 1, \ldots, K$ to channel input sequence $X^{BT_d}$.

In Figure 3 we illustrate the variation of $S(\epsilon)$ with $\epsilon$ when $\rho_k = 1$, $\delta = 0.7$, $\frac{T}{T_d} = 0.95$, and $M_e = 1$. As seen in Figure 3, 100 antennas at the BS are sufficient to make the equivocation rate above $R_k - 0.05$ for any choice of $R_k$, $k = 1, \ldots, K$.

**Theorem 2** evaluates the number of antennas needed in order to satisfy only the secrecy constraint. The following corollary takes both the secrecy and decodability constraints into account.

**Corollary 1. (Any rate tuple is achievable with no need to stochastic encoding)** Let $0 < \delta < 1$. In the presence of no training-phase jamming, for any $\epsilon > 0$ and any rate tuple $R \triangleq [R_1, \ldots, R_K]$, if $M \geq \max \{V(R), S(\epsilon)\}$, there exists $B(\epsilon) >
The proof of Corollary 4 can be found in Appendix B-B. The sequence of codes in Corollary 4 utilizes $\delta$-conjugate beamforming. Figure 3 illustrates the variation of $\max (V(R), S(\epsilon))$ with $\delta$ when $\epsilon = 0.05$, $T/T_d = 5/4$, $M_\epsilon = 1$, $\rho_k = 1$, and $R_k = 0.2$ for any $k \in \{1, \ldots, K\}$. Note that, for these parameters, $\max (V(R), S(\epsilon))$ is minimized and identical to 60 when $\delta = 0.78$. When the BS utilizes $\delta$-conjugate beamforming with $\delta = 0.78$, the BS requires at least 60 antennas in order to satisfy the constraints in (10) and (11) without the need for stochastic encoding.

Remark 4. (Achieving secure DoF arbitrarily close the maximum DoF with no Wyner encoding) Theorem 2 and Corollary 4 show that it is possible to establish information theoretic security without using stochastic encoding. We next measure the amount of DoF sacrificed as a result of not utilizing stochastic encoding. To that end, we evaluate how number of antennas at the BS $\max (V(R), S(\epsilon))$ scales with $R_k$ for given $\epsilon > 0$ and $\{R_t\}_{t \neq k}$. Specifically, we calculate

$$\lim_{R_k \to \infty} \frac{R_k}{\log \max (V(R), S(\epsilon))} = \lim_{R_k \to \infty} \frac{R_k}{\log V(R)}$$

Thus, for all $k \in \{1, \ldots, K\}$, for any $\epsilon > 0$ and for any $\{R_t\}_{t \neq k}$.

The equalities in (14) and (15) in the above derivation follow from the fact that $\max (V(R), S(\epsilon))$ and $V(R)$ are increasing functions of $R_k$. We observe from (16) that by choosing $\delta$ close to 0, we can make the difference between (16) and the maximum secure DoF provided in Theorem 4 arbitrarily small.

IV. ADVERSARY JAMMING THE TRAINING PHASE

In this section, we shall show that the adversary not jamming during the training phase does not degrade the performance of the multi user communication when the BS has sufficiently large number of antennas. In this section, we aim to find attack model that do degrade the performance. Specifically, we focus on finding an attack strategy capable of limiting secure DoF to an arbitrarily small value. Next theorem sheds light on finding such an attack strategy.

**Theorem 3.** (A non-zero correlation between the estimated user channel and the adversary channel gains limits the maximum secure DoF to zero) Assume that there exists user $k$ such that

- $\{H_{km} H_m \}_{m \geq 1}$ is an i.i.d random process.

- For any $B \geq 1$, there exists a random vector $\tilde{H}_B^B$ that satisfies the following: 1) the joint probability distribution of $H_k^B, \tilde{H}_B^B$ is identical with that of $H_k^B, H_B^B$, where $H_k^B \sim H_k^B, \ldots, H_k^B, H_k^B$ and 2) the joint probability distribution of $\tilde{H}(i)$, $\tilde{H}(i)$ is identical for any $i \in [1 : B]$.

Then, the maximum secure DoF is zero if

$$\mathbb{E}\left[ H_{km}^* H_{km} \right] \neq 0.$$
in Appendix C-A. In the example given at the end of this section, we show that the assumptions listed in Theorem 3 that are related to the random variables hold when MMSE and mutually orthogonal pilot signals are used as a channel estimation strategy. Note that such an estimation strategy is quite popular in the multi-user communication [4].

We next give a proof sketch. Assume that conjugate beamforming is used at the BS and $M_e = 1$. Note that Theorem 3 is also valid when the BS uses $\delta$-conjugate beamforming and $M_e > 1$. We can convert the communication set-up explained in Section II to an identical set-up containing a BS equipped with $K$ antennas, where the channel input signal at $l$-th antenna in the new set-up represents the data signal for $l$-th user $S_i$, $l = 1, \ldots, K$. Since conjugate beamforming is used, the gain of the channel connecting $l$-th antenna to $i$-th user in the new set-up is $H_{l,i}^H H_{l,i}^* = \sqrt{M_{\alpha_i}}$ and the gain of the channel connecting $l$-th antenna to the adversary in the new set-up is $H_{l,e}^H H_{l,e}^* = \sqrt{M_{\alpha_e}}$, $i, l = 1, \ldots, K$. Following the assumptions in Theorem 3 we show that the gain of the channel connecting the BS to the adversary can be replaced with $H_{l,e}^H H_{l,e}^* = \sqrt{M_{\alpha_e}}$. In Appendix C-A we bound $R_k$ as follows

$$R_k \leq \mathbb{E} \left[ \max_{\mathcal{S}} \left( \log (1 + A_k \Sigma A_k^*) - \log (1 + A_k \Sigma A_k^*) \right)^+ \right],$$

(17)

where $A_k \triangleq \begin{pmatrix} H_{k,1} H_{k,1}^H \sqrt{M_{\alpha_1}} & \ldots & H_{k,K} H_{k,K}^H \sqrt{M_{\alpha_K}} \end{pmatrix}$ is a $1 \times K$ complex gain vector of channels connecting the BS to $k$-th user, and $A_e \triangleq \begin{pmatrix} H_{e,1} H_{e,1}^H \sqrt{M_{\alpha_1}} & \ldots & H_{e,K} H_{e,K}^H \sqrt{M_{\alpha_K}} \end{pmatrix}$ is a $1 \times K$ complex gain vector of channels connecting the BS to the adversary. Let $\Sigma$ be the covariance matrix of input signal $S = [S_1, \ldots, S_K]$ and $\mathcal{S}$ be the feasible set for the maximization problem in (17). Every matrix $\Sigma$ in set $\mathcal{S}$ is diagonal due to fact that $S_1, \ldots, S_K$ are independent, and satisfy $\Sigma \preceq diag(\rho_1, \ldots, \rho_K)$ due to the power constraint in (6).

We show that, if $\mathbb{E} [H_{k,e}^* H_{k,m}] \neq 0$, then the right hand side (RHS) of (17) over log $M$ goes to zero as $M \to \infty$. Hence, the maximum secure DoF becomes zero.

Remark 5. (Adversary has not jam the training phase) When the adversary does not jam the training phase, $H_k$ and $H_e$ are independent and consequently $\mathbb{E} [H_{k,m} H_{k,m}^*] = \mathbb{E} [H_{k,m}] \mathbb{E} [H_{k,m}^*] = 0$ for all $k \in \{1, \ldots, K\}$. In order to have a non-zero correlation between the gain of the channel connecting itself to the BS $H_k$ with $H_k$ for any $k \in \{1, \ldots, K\}$, the adversary has to jam the training phase. Hence, the training-phase jamming is capable of limiting the maximum DoF to zero.

In addition to limiting the maximum secure DoF to zero, the adversary can make the maximum achievable rate of $k$-th user arbitrarily small as $M \to \infty$. We next provide the conditions under which the maximum achievable rate of $k$-th user goes to a finite value as $M \to \infty$.

Corollary 2. (A user’s maximum achievable rate is bounded as $M \to \infty$) In addition to the assumptions in Theorem 3 assume that there exits a finite non negative $r$ such that $p_{K_M}(x) \leq r$ for all $M \geq 1$ and $x \in \mathcal{X}_M$, where $p_{K_M}$ is the probability density function of $K_M \triangleq \frac{1}{\sqrt{M}} |H_e^* H_k^T|^2$ and $\mathcal{X}_M$ is the sample space of $K_M$. Then, the achievable rate of $k$-th user is bounded as

$$\lim_{M \to \infty} R_k \leq \mathbb{E} \left[ \log \left( \frac{\mathbb{E} [H_{k,m} H_{k,m}^*]^2}{\mathbb{E} [H_{e,m} H_{e,m}^*]^2} \right) \right]^+$$

The proof of Corollary 2 can be found in Appendix C-B. As seen in Corollary 2 if the amount of correlation between the BS-to-$k$-user channel gain and the estimated BS-to-$k$-user channel gain, $\mathbb{E} [H_{k,m} H_{k,m}^*]$ is smaller than that between the BS-to-adversary channel gain and estimated BS-to-$k$-user channel gain, $\mathbb{E} [H_{e,m} H_{e,m}^*]$, the maximum achievable rate of $k$-th user vanishes as $M \to \infty$.

Remark 6. (Resource race between the adversary and the user) We show that if there exists a non zero correlation between the BS-to-$k$-user channel gain and the BS-to-adversary channel gain, then the maximum secure DoF is constrained to zero. Furthermore, we also show that if the amount of this correlation is higher than the amount of the correlation between the BS-to-adversary channel gain and estimated BS-to-$k$-user channel gain, the maximum achievable rate of $k$-th user goes to zero as $M \to \infty$.

Hence, in the presence of the training-phase jamming, the achievable rates and the maximum secure DoF are determined as a result of the arms race between the adversary and users.

Example 1. (Using MMSE and mutually orthogonal pilot signals for channel estimation) We study an adversary that chooses to match $k$-th user’s pilot signal on the training phase with one of its antennas when MMSE and mutually orthogonal pilot signals are used for channel estimation. We show that the assumptions given in Theorem 3 are valid under such a jamming attack and a channel estimation strategy. Then, we show that the maximum secure DoF is zero.

We consider mutually orthogonal pilot signals $\{\phi_l\}_{l \in \{1:K\}}$, i.e.,

$$\phi_k \times \phi_l^* = \begin{cases} T_r \rho_r & \text{if } k = l \\ 0 & \text{if } k \neq l \end{cases}$$

for any $k, l \in \{1, \ldots, K\}$. The received signals at the BS in the training phase of $i$-th block is as follows:

$$Y^T_r = \sqrt{\frac{\rho_{jam}}{\rho_r}} H_e^T (i) \phi_k + \sum_{l=1}^{K} H_l^T (i) \phi_l + W,$$

where $\rho_{jam}$ is the jamming power. Note that we assume that
the adversary jams the data communication phase and the training phase with the same power, which is \( p_{jam} \).

In order to validate the assumptions listed in Theorem 2, we next present the estimated gain of the channel connecting the BS to \( l \)-th user at \( i \)-th block as

\[
\hat{H}_l(i) = \begin{cases} 
  aH_l(i) + bH_e(i) + cV_i & \text{if } l = k \\
  dH_l(i) + eV_i & \text{if } l \neq k,
\end{cases}
\]

where \( V_i \) is distributed as \( \mathcal{CN}(0,I_M) \) for any \( l \in \{1, \ldots, K \} \), \( a \triangleq \frac{1}{\sqrt{T_r p_r + T_r p_{jam}}} \), \( b \triangleq \frac{1}{T_r p_r + T_r p_{jam}} \), \( c \triangleq \frac{1}{T_r p_r + T_r p_{jam}} \), \( d \triangleq \frac{1}{T_r p_r + T_r p_{jam}} \), and \( e \triangleq \frac{1}{T_r p_r + T_r p_{jam}} \).

Define \( \hat{H}_k \) stated in Theorem 3 as \( \hat{H}_k(i) \triangleq bH_k(i) + aH_e(i) + cV_k \), \( i = 1, \ldots, B \). Further, define \( \hat{H}_k \triangleq aH_l + bH_e + cV_l \) if \( k = l \), and otherwise, \( \hat{H}_k \triangleq dH_l + eV_l \). Note that \( \hat{H}_k(i), H(i), H_k(i), \hat{H}(i) \) is an i.i.d process due to (3) and the associated joint distribution is identical with that of \( \hat{H}_k, H, H_k, \hat{H} \), where \( \hat{H}_k \triangleq aH_k + bH_e + cV_k \). Hence, we conclude that the joint probability distribution of \( H(i), \hat{H}(i) \) is identical for any \( i \in \{1, \ldots, B\} \).

We next show that the probability distribution of \( H^B, \hat{H}_k^B \) is identical with that of \( H^B, \hat{H}^B \). Note that both \((H_e,H_k)\) and \((H_k,\hat{H}_k)\) are independent with \( \{H_l\}_{l \neq k} \). Hence, noting that \( H_e \) and \( H_k \) have same probability distributions, it is sufficient to show that \( H_k|H_k = h_k \) has the same probability distribution with \( \hat{H}_k|H_k = h_k \) for any \( h_k \in \mathbb{R}^M \):

\[
\mathbb{P}(\hat{H}_k \leq x|H_k = h_k) = \mathbb{P}(b\hat{h}_k + aH_e + cV_k \leq x|H_k = h_k) = \mathbb{P}(b(\hat{h}_k + aH_e + cV_k) \leq x) = \mathbb{P}(b(\hat{h}_k + aH_e + cV_k) \leq x) = \mathbb{P}(bH_k + aH_e + cV_k \leq x|H_k = h_k)(18) = \mathbb{P}(\hat{H}_k \leq x|H_k = h_k)(19)
\]

for any \( x \in \mathbb{R}^M \), where (18) and (20) follow from the fact that \( H_e, H_k \), and \( V_k \) are mutually independent and (19) follows from the fact that \((H_e,V_k)\) and \((H_k,V_k)\) are identically distributed.

Finally, note that \( \{H_{e,m},\hat{H}_{k,m}\}_{m \geq 1} \) forms an i.i.d process due to the fact that \( H_k, H_e, V_k \) are mutually independent random vectors and each is composed of \( M \) i.i.d complex Gaussian random variables.

Note that \( \mathbb{E}[H_{e,m}^* H_{e,m}] = b \). Since \( \mathbb{E}[H_{e,m}^* H_{e,m}] \) is non-zero, we conclude that the maximum secure DoF is zero by Theorem 3.

V. SECURE COMMUNICATION UNDER TRAINING-PHASE JAMMING

In the previous section, we showed that massive MIMO systems are vulnerable to the training-phase jamming. In this section, we first provide a defense strategy against the training-phase jamming, that expands the cardinality of the set of pilot signals and keeps the pilot signal assignments hidden from the adversary. Then, we show that utilizing the defense strategy and \( \delta \)-conjugate beamforming, the BS can satisfy the security constraints without using Wyner encoding in the presence of the training-phase jamming. Finally, we discuss that relying only on the computational cryptography, we can secure the communication of pilot signal assignments; hence the entire massive MIMO communication.

A. Counter strategy against training-phase jamming

We first describe our defense strategy against training-phase jamming attack. Then, in Theorem 4, we show that the ratio of the achieved rate to the logarithm of number of antennas can be brought arbitrarily close to maximum achievable secure DoF of \( \frac{T_r}{16} \) with the proposed defense strategy that will be explained next.

The BS constructs pilot signal set \( \Phi \) containing \( L \) mutually orthogonal pilot signals, i.e., \( \Phi = \{\phi_1, \ldots, \phi_L\} \), where \( L \) is larger than the number of users in the system, \( L \geq K \). Thus, the number the pilot signals is increased. At the beginning of each block, the BS draws \( K \) pilot signals from set \( \Phi \) uniformly at random and assigns each of them to a different user. Let \( \Phi_K(i) = [\phi_1(i), \ldots, \phi_K(i)] \) be \( K \) pilot signals that the BS picks at the beginning of \( i \)-th block, where \( \phi_k(i) \in \Phi \) is the pilot signal assigned to \( k \)-th user on \( i \)-th block.

Throughout sections V-A and V-B, we assume that the BS communicates to the users the assignments of pilot signals reliably while keeping the assignments hidden from the adversary. In Section V-C we discuss how this can be achieved. In particular, we consider computational cryptography as a way to communicate the pilot signal assignments and discuss the notion of security achieved.

We next describe the attack model in detail, under the lack of knowledge of the pilot signal assignments. Suppose that the adversary targets \( k \)-th user without loss of generality. The adversary eavesdrops the entire communication between user \( k \) and the BS and simultaneously jams data communication phase with Gaussian noise as in no training-phase jamming attack model. Furthermore, the adversary, without knowing which pilot signal is assigned to which user, picks \( J \leq L \) pilot signals uniformly at random from set \( \Phi \) at the beginning of a block and subsequently jams these pilot signals with an equal power during the training phase. The adversary repeats this process independently at the beginning of each block.

Particularly, the adversary divides its jamming power and transmits an equally weighted combination of \( J \) randomly selected pilot signals using all of its \( M_e \) antennas with total transmission power \( \frac{p_{jam}}{J} \). The signal received by the BS during the training phase under this attack model can be written as follows:

\[
Y_{Tr}^T = \sum_{l=1}^{K} H_l^T \phi_l + \sum_{i \in \mathcal{J}} \sum_{n=1}^{M_e} \sqrt{\frac{p_{jam}}{M_e J}} H_{e,n}^T \phi_l + W, \quad (21)
\]

where \( Y_{Tr} \) denotes \( M \times T_r \) complex matrix of the received signals over \( T_r \) channel uses at the BS, \( H_{e,n} \) is \( 1 \times M \) complex gain vector of the channel connecting \( n \)-th antenna at the adversary to the BS, and \( \mathcal{J} \) is the set of pilot signals that are
selected and transmitted by the adversary at the corresponding block. Note that \( \delta \) is a random set that can possibly change in each block and \( |\delta| = J \).

Next theorem shows that when the cardinality, \( L \) of pilot signal set is increased as a function of the number of BS antennas in a certain way, the ratio of attained secure rate to \( \log M \) for any user can be arbitrarily close to the maximum DoF attained in the presence of no adversary.

**Theorem 4. (Achievable rate under training-phase jamming)**
For given block length \( T \) and data transmission phase length \( T_d \), the achievable secure rate, \( R_k \) under training-phase jamming satisfies

\[
\frac{R_k}{\log M} \geq T_d \min(1, \gamma) - \epsilon \tag{22}
\]

for any \( k \in \{1, \ldots, K\} \), \( J \in \{1, \ldots, T_r\} \), \( \epsilon > 0 \), and \( \gamma > 0 \) if \( \max(M, K) \leq T_r \) and \( M \geq G(\epsilon) \), where

\[
G(\epsilon) \triangleq \left(1 + M_e \rho_{\text{max}} + \frac{M_e \rho_{\text{max}} \rho_{\text{jam}}}{\rho_r} \right) \times (\rho_f + \rho_{\text{jam}} + 1) \times \frac{\rho_r + \rho_{\text{jam}} + 1}{\rho_{\text{min}} \rho_r}, \tag{23}
\]

\( \rho_{\text{max}} \triangleq \max_{k \in \{1, \ldots, K\}} \rho_k \), and \( \rho_{\text{min}} \triangleq \min_{k \in \{1, \ldots, K\}} \rho_k \).

Note that the lower bound to \( \frac{R_k}{\log M} \) in (22) does not depend on how many pilot signals the adversary chooses to contaminate. The proof of Theorem 4 can be found in Appendix D.

**Remark 7. (Attained \( \frac{R_k}{\log M} \) is arbitrarily close to maximum DoF under no attack)** We can observe from the statement of Theorem 4 that when \( \gamma = 1 \), \( \frac{R_k}{\log M} \) that is arbitrarily close to the maximum DoF attained under no attack can be achieved. In order to attain that amount of \( \frac{R_k}{\log M} \), the length of the training phase \( T_r \) is expanded so that \( T_r \geq \max(K, G(\epsilon)) \) for given \( \epsilon > 0 \) and the size of pilot signal set is set to \( T_r \) instead of \( K \). Hence, we sacrifice the some of secure throughput by increasing the training overhead. However, as illustrated in the next example, the typical values for the block lengths for mobile wireless communication systems is sufficiently large to keep the overhead ratio, \( \frac{T_d}{T} \) reasonably low.

**Example 2.** In this example, we consider massive MIMO downlink transmission to users moving at a speed 10 m/s and the transmitted signal bandwidth is 10 MHz, centered at 1 GHz; The associated coherence time corresponds \( T \) to as \( 3 \times 10^3 \) channel uses. We first evaluate the number of antennas required to keep \( R_k \) in \( \epsilon \) neighborhood of \( \frac{T_d}{T} \) for a given training phase length \( T_r \). To that end, we plot the variation of \( G(\epsilon) \) with \( \epsilon \) in Figure 5 when \( \gamma = 1 \), \( T_d = 2 \times 10^5 \) channel uses, \( \rho_{\text{jam}} = 1 \), \( K = 5 \), \( \rho_f = 5 \), \( M_e = 1 \), \( p_r = 10 \), \( p_k = 1 \) for all \( k \in \{1, \ldots, K\} \). For these set of parameters, 200 antennas are sufficient to keep \( \frac{R_k}{\log M} \) larger than \( \frac{T_d}{T} - 0.3 \), where \( \frac{T_d}{T} = \frac{2}{3} \).

Next we study the trade-off between \( \epsilon \) and \( \frac{T_d}{T} \) for given \( M \), where \( \epsilon \) is the deviation of achieved \( \frac{R_k}{\log M} \) from \( \frac{T_d}{T} \) as in (22). To that end, we plot the variation of \( \epsilon \) and \( \frac{T_d}{T} \) with \( \frac{T_d}{T} \) for \( M = 200 \) as we change \( \frac{T_d}{T} \) from \( \frac{200}{10^3} \times 10^3 \) to 1. The values of parameters \( \rho_{\text{jam}}, K, M_e, \rho_k, \rho_f, \) and \( \rho_f \) are kept same as stated above and we set \( \rho_r = \frac{T_d}{T} \rho_f \). As seen in Figure 6, \( \epsilon \) vanishes as \( T_r \) goes to \( T \) and hence \( \frac{R_k}{\log M} \) also gets closer to \( \frac{T_d}{T} \). However, as \( T_r \) increases, the training overhead increases and hence maximum DoF \( \frac{T_d}{T} \) decreases.

**Remark 8. (Resource race between the adversary and the BS)** By keeping the pilot assignments hidden from the adversary and using a pilot signal set that scales with \( M \), the BS converts the arms race between the adversary and the target user (which was the case with known pilot assignments), back to the one between the adversary and itself. Indeed, the power of the adversary needs to scale with \( L \) for it to make an impact.

**B. Establishing security without Wyner encoding**
In this subsection, we show that the BS, when utilizing deterministic encoding instead of stochastic encoding is still capable of satisfying the secrecy and decodability constraints in the presence of training-phase jamming. Hence, this subsection can be considered as the counterpart of Section III-B. There, we assumed no training phase jamming, whereas here we mitigate training-phase jamming by other means.

In order to satisfy the security constraints without using stochastic encoding, the BS employs \( \delta \)-conjugate beamforming given in (9) and the strategy explained in Section V-A. Specifically, Theorem 5 and Corollary 3 provide the number
of antennas that the BS requires in order to satisfy only the secrecy constraint and both the secrecy and decodability constraints, respectively. Note that Theorem 3 and Corollary 3 are the counterparts of Theorem 2 and Corollary 1.

Theorem 5. (Establishing secrecy with no stochastic encoding) Let \( \delta, \gamma > 0 \), and \( \gamma + \delta > 1 \). Let block length be \( T \) and length of data transmission phase be \( T_d \). In the presence of training-phase jamming, for any \( \epsilon > 0 \) and any rate tuple \( R \triangleq [R_1, \ldots, R_K] \), if \( M \geq S_1(\epsilon) \) and \( T_r \geq \max(M, K) \), then any deterministic code \( (2^{BTR_1}, \ldots, 2^{BTR_K}, BT_d) \) employing \( \delta \)-conjugate beamforming satisfies

\[
\frac{1}{BT} H(W_k|Z^{BT_d}, H^B, H_e^B) \geq R_k - \epsilon
\]

for any \( J \in \{1, \ldots, T_r\} \), \( B \geq 1 \), and \( k \in [1 : K] \), where

\[
S_1(\epsilon) \triangleq \left( \frac{\rho_{\text{max}} M_{\text{c}} (1, \frac{\rho_{\text{jam}}}{\rho_e})}{2^{\frac{\epsilon}{\delta}} - 1} \right)^{\min(\frac{1}{\gamma}, 1)}
\]

and \( \rho_{\text{max}} \triangleq \max_{k \in \{1, \ldots, K\}} \rho_k \).

The proof of Theorem 3 can be found in Appendix E-A. Note that when \( \gamma = 1 \) and \( 1 \geq \frac{\rho_{\text{jam}}}{\rho_e} \), the necessary number of antennas to meet the secrecy constraint under training phase attack becomes identical to that under no attack. This result demonstrates the effectiveness of the defense strategy, hiding the pilot signal assignments from the adversary and expanding the pilot signal set.

There is a tradeoff between the number, \( M \), of antennas and the length, \( T_r \), of the training period necessary to satisfy constraints \( M \geq S_1(\epsilon) \) and \( T_r \geq \max(M, K) \). This tradeoff is controlled by parameter \( \gamma \). While choosing \( \gamma \) close to 1 minimizes \( S_1(\epsilon) \) for any \( \epsilon > 0 \), it increases the length of the training period, i.e., the overhead. To observe this: First, \( S_1(\epsilon) \) is minimum at \( \gamma = 1 \) due to the fact that \( \min(\delta, \delta + \gamma - 1) \leq \delta \) and equality occurs when \( \gamma = 1 \). Second, increasing \( \gamma \) to 1 also increases training overhead as \( T_r \) has to be larger than \( S_1(\gamma) \).

In Theorem 5 we provide the number of antennas required to satisfy only the secrecy constraint. Next corollary presents the number of antennas that BS needs in order to satisfy both the secrecy and the decodability constraints without need for stochastic encoding.

Corollary 3. (Any rate tuple is achievable with no need for stochastic encoding) Let \( 0 < \delta < 1 \), \( \gamma + \delta > 1 \). Let block length be \( T \) and length of data transmission phase be \( T_d \) and \( J \) be any integer in \( \{1, \ldots, T_r\} \). In the presence of training-phase jamming, for any \( \epsilon > 0 \) and any rate tuple \( R \triangleq [R_1, \ldots, R_K] \), if \( M \geq \max(V_1(R), S_1(\epsilon)) \) and \( T_r \geq M^\gamma \), then there exists \( B(\epsilon) > 0 \) and a sequence of codes \( (2^{BTR_1}, \ldots, 2^{BTR_K}, BT_d), B \geq B(\epsilon) \) that satisfy the constraints in (10) and (11) without a need for stochastic encoding, where

\[
V_1(R) \triangleq \max_{k \in \{1, \ldots, K\}} \left( \frac{2^{R_k} - 1}{\rho_f + \rho_{\text{jam}} + 1} \right) \left( \frac{\rho_f + \rho_{\text{jam}} + 1}{\rho_r \rho_k} \right)^{\frac{1}{\gamma}}.
\]

The proof of Corollary 3 can be found in Appendix E-B.

C. How do we hide the pilot signal assignments?

So far, we have demonstrated that, if pilot signal assignments can be kept secret from the adversary, the impact of training-phase jamming can be mitigated by increasing the cardinality of the pilot signal set at the expense of some increase in training overhead. Next, we discuss how to keep the assignments secret from the adversary.

In order to communicate the pilot signal assignments securely, at the beginning of each block, the BS shares with each user a secret key of size \( \log L \) bits, that is unknown to the adversary. In the literature, by far the most popular way to generate an information-theoretically secure secret key across a wireless channels is via the use of reciprocal channel gains [17], [18], [19]. However, we cannot use such channel-gain based methods, since for those methods we need to observe the channel gains. However, our objective of generating the keys is to secure the training phase, whose sole purpose is to observe the channel gains in the first place, leaving us with a “chicken or the egg” dilemma.

With this observation, let us consider the methods in which these keys are generated and shared by standard private key based methods (e.g., Diffie-Hellman [15]) or public key based methods (e.g., RSA [16]). Thus, it only relies on existing standard computational cryptographic techniques and does not rely on information-theoretic techniques for secure key sharing. Note that a shared key between the BS and a user is used to encrypt the pilot signal assigned to that user and the encrypted assignment is communicated to the users immediately after key sharing.

Despite the use of computational cryptographic methods for key generation, the security we provide has the “same flavor” as information theoretic secrecy, as we clarify next. The main drawback of computational cryptographic methods such as Diffie-Hellman is that, they make assumptions on the computational power of the adversaries. This kind of security is based on the supposition that, given that the key is hidden from an adversary via a difficult puzzle it takes an unreasonable amount of time for an adversary to crack it. Nevertheless, given enough time, the adversary will eventually decrypt the message (possibly quickly, given a quantum computer, for instance). This constitutes the main motivation for information-theoretic security, which makes no assumptions on the computational powers of the attackers.

\footnote{For example, RSA is based on an NP problem: prime factorization of a large number.}
In our approach, we have a hybrid scheme, combining information theoretic security and computational cryptography. We are using cryptography to hide the pilot sequence assignments, not the message. Encrypting the pilot signal assignments is fundamentally different from encrypting the message. In message encryption, the signal received by the adversary remains vulnerable to cryptanalysis, long after the message is transmitted. On the other hand, with pilot signal assignment encryption, this window of time for cryptanalysis can be arbitrarily small: unless the adversary figures out the assignment encryption, this window of time for cryptanalysis remains vulnerable to cryptanalysis, long after the message.

But, we know that the training phase starts immediately after the encrypted assignment is communicated to the users. If we can be arbitrarily small: unless the adversary figures out the assignment encryption, this window of time for cryptanalysis can be arbitrarily small: unless the adversary figures out the assignment encryption, this window of time for cryptanalysis is comparable to information-theoretically secure key-generation methods.

**Appendix A**

**Proof of Theorem [1]**

We first evaluate an upper bound on the secure DoF. In order to derive an upper bound, we assume that there is a single user and no adversary in the system. Further, we assume that the user and the BS have a perfect information of the channel gains: As a last assumption, the user is assumed to know the received pilot signals at the BS. Hence, with these assumptions, the communication model in Section 2 reduces to a multiple input single output (MISO) communication set-up in which the channel gains and pilot signals are available at the BS and the user. Note that the capacity, the supremum of the achievable rates, of this new set-up upper bounds the secrecy rates achieved under the communication set-up explained in Section [1]. We derive the capacity with the following analysis:

\[
C = \max_{p(\mathbf{x}_d|\mathbf{h}_1, \mathbf{y}_r), \mathbf{E}[\mathbf{t}^\dagger (\mathbf{x}_d \mathbf{x}_d^\prime)] \leq \rho_t} \frac{1}{T_d} I \left( \mathbf{X}_d^\prime; \mathbf{Y}_1^T, \mathbf{H}_1 \right) \tag{25}
\]

and from the fact that the equality is attained in (29) if

\[
p_{\mathbf{x}_d|\mathbf{h}_1}(\mathbf{x}_d|\mathbf{h}_1) = \prod_{i=1}^{T_d} p_{\mathbf{x}_d|\mathbf{h}_1}(\mathbf{x}_d|\mathbf{h}_1). \tag{29}
\]

In (29), the equality follows from Section of [21], where the capacity of MISO system is evaluated. In [21], the power allocation function maximizing (28) is given as

\[
P(\mathbf{h}_1) = \left( \lambda_M - \frac{1}{||\mathbf{h}_1||^2} \right)^+, \tag{28}
\]
where $\lambda_M$ is a non-negative real number and is chosen such that $\mathbb{E}[P(H_1)] = \rho_f$. We next find an upper bound on $\lambda_M$ with the following analysis:

$$
\rho_f = \mathbb{E} \left( \lambda_M - \frac{1}{\|H_1\|^2} \right)^+ \\
\geq \lambda_M - \mathbb{E} \left( \frac{1}{\|H_1\|^2} \right) \\
= \lambda_M - \frac{1}{M - 1}
$$

(31)

where (30) follows from the fact that $\frac{1}{\|H_1\|^2}$ is distributed with inverse Gamma distribution and has a mean of $\frac{1}{M-1}$. Hence, we have $\lambda_M \leq \frac{1}{M-1} + \rho_f$ for $M > 1$. We next bound the DoF of the MISO communication system as

$$
\lim_{d \to \infty} T_d \mathbb{E} \left[ \log \left( \frac{1}{\|H_1\|^2} \right) \right] = \lim_{M \to \infty} \frac{T_d}{T} \mathbb{E} \left[ \log \left( 1 + \lambda_M \|H_1\|^2 \right) \right]
$$

(32)

$$
\leq \lim_{M \to \infty} \frac{T_d}{T} \mathbb{E} \left[ \log \left( 1 + \lambda_M \|H_1\|^2 \right) \right]
$$

(33)

$$
= \lim_{M \to \infty} \frac{T_d}{T} \mathbb{E} \left[ \log \left( 1 + \lambda_M \|H_1\|^2 \right) \right] = \frac{T_d}{T} \log M
$$

(34)

$$
\leq \frac{T_d}{T} \log M + \frac{T_d}{T} \log M
$$

(35)

where (32) follows from the fact that $P(\cdot) \leq \lambda_M$ for all realizations of $H_1$, (33) follows from Jensen’s inequality, and (34) follows from (31). In (35), we show that secure DoF can be at most $\frac{T_d}{T}$.

Next, we describe an achievability strategy to attain secure DoF of $\frac{T_d}{T}$.

**Channel estimation**: Pilot signals are mutually orthogonal, i.e.,

$$
\phi_k \times \phi_l^* = \begin{cases} 
T \rho_r & \text{if } k = l \\
0 & \text{if } k \neq l 
\end{cases}
$$

for any $k, l \in \{1, \ldots, K\}$. The BS employs MMSE for channel estimation. The estimated gain of the channel connecting the BS to $k$-th user is as follows:

$$
\hat{H}_k = aH_k + bV_k
$$

(36)

for $k \in \{1, \ldots, K\}$, where $a \triangleq \frac{\rho_r T_b}{\rho_f + \rho_r T_b}$, $b \triangleq \frac{\sqrt{\rho_r T_b}}{\rho_f + \rho_r T_b}$, and $V_k$ is additive Gaussian noise distributed with $\mathcal{CN}(0, I_M)$. Note that $\mathbb{E}[\hat{H}_k] = 0_{1 \times M}$, $\mathbb{E}[\|\hat{H}_k\|^2] = Ma$. Further, for any $k \in [1 : K]$ and for any $m, n \in [1 : M],$

$$
\mathbb{E}\left[\left|\hat{H}_k^* H_{km}\right|^2\right] = a^2 + a \text{ if } m = n, \text{ otherwise;}
$$

$$
\mathbb{E}\left[\left|\hat{H}_k^* H_{kn}\right|^2\right] = a^2.
$$

**Codebook generation**: Pick $R_k = \frac{T_d}{M} \log (1 + \frac{\rho_r a}{\rho_f + \rho_r})$ and $\hat{R}_k = \frac{T_d}{M} \log (1 + \frac{\rho_r a}{\rho_f + \rho_r}) - \epsilon_1$ for some $\epsilon_1 > 0$ and for $k = 1, \ldots, K$. Generate $K$ codebooks, $c_k$, $k = 1, \ldots, K$, where $K$ is the number of users. Codebook $c_k$ contains independently and identically generated codewords, $s_{kl}^{BT_a}$, $l \in \{1, \ldots, 2^{BT_a}\}$, each is drawn from $\mathcal{CN}(0, \rho_k I_{BT_a})$.

**Encoding**: In order to send $k$-th user’s message $w_k \in \mathcal{W}_k$, the encoder draws index $l_k$ from the uniform distribution that has a sample space of $\{w_k - 1\} 2^{BT_a} + 1, \ldots, w_k 2^{BT_a}$. Note that this mapping makes the encoder stochastic. The encoder then maps index $l_k$ to the corresponding codeword $s_{kl}^{BT_a}$ in codebook $c_k$.

The encoder employs a conjugate beamforming to map codewords to channel input sequence $X^{BT_a}$. The channel input at $j$-th channel use of $i$-th block can be written as follows:

$$
X(i, j) = \sum_{k=1}^{K} s_{ilk}(i, j) \frac{1}{\sqrt{M \alpha_k}} \hat{H}_k(i)
$$

where $\alpha_k = a$ for all $k \in \{1, \ldots, K\}$ due to the fact that $\mathbb{E}[\|\hat{H}_k\|^2] = a$ for all $k \in \{1, \ldots, K\}$.

**Decoding** Each user employs typical set decoding. Let $y_k^{BT_a}$ be the received signal at $k$-th user over $BT_a$ channel uses. The decoder at $k$-th user looks for an unique index $l_k \in \{1, \ldots, 2^{BT_a}\}$ such that $(s_{kl}^{BT_a}, y_k^{BT_a}) \in A_k^{BT_a}(S_k^{T_a}, Y_k^{T_a})$, where $A_k^{BT_a}(S_k^{T_a}, Y_k^{T_a})$ is the set of jointly typical sequences $(s_{kl}^{BT_a}, y_k^{BT_a})$ with $Y_k^{T_a} = \frac{1}{\sqrt{Ma}} H_k \hat{H}_k^* S_k^{T_a}$

$$
+ \frac{1}{\sqrt{Ma}} \sum_{j=1 \ldots K}^{K} H_j \hat{H}_j^* + H_{jam,k} V_j + V_k
$$

where $S_k^{T_a}$ is distributed with $\mathcal{CN}(0, \rho_k I_{T_a})$, $j = 1, \ldots, K$ and $V_k$ is distributed with $\mathcal{CN}(0, I_{T_a})$.

**Probability error and equivocation analysis** By the channel coding theorem, $\mathbb{E}[P_e] \to 0$ as $B \to \infty$ if $\hat{R}_k < \frac{T_d}{M} \mathcal{I}\left(S_k^{T_a}, Y_k^{T_a}\right)$, $k = 1, \ldots, K$, where expectation is over random codebooks, $c_1, \ldots, c_K$. Note that codebook $c_k$ is the realization of $c_k$. Define $T_0 \triangleq \frac{1}{\sqrt{Ma}} S_k \mathbb{E}[H_k \hat{H}_k^*]$ and $T_1 \triangleq \frac{1}{\sqrt{Ma}} S_k \mathbb{E}[H_k \hat{H}_k^* - H_k \hat{H}_k^*]$.
\[ T_2 \triangleq \frac{1}{\sqrt{Ma}} \sum_{j=1,j \neq k}^{K} H_k \hat{H}_j S_j \]
\[ T_3 \triangleq H_{jam} k V_{jam} + V_k. \]

Note that \( \mathbb{E}[T_0] = \mathbb{E}[T_1] = \mathbb{E}[T_2] = \mathbb{E}[T_3] = 0 \) and \( \mathbb{E}[T_0 T_1^*] = \mathbb{E}[T_0 T_2^*] = \mathbb{E}[T_0 T_3^*] = 0. \) We can bound \( \frac{T_d}{T} I \left( S_{T_d}^t, Y_{T_d}^t \right) \) as
\[
\frac{T_d}{T} \log \left( 1 + \frac{\text{Var} [T_0]}{\text{Var} [T_1 + T_2 + T_3]} \right) \geq \frac{T_d}{T} \log \left( 1 + \frac{\text{Var} [T_0]}{\text{Var} [T_1] + \text{Var} [T_2] + \text{Var} [T_3]} \right)
\]
(37)
\[
\frac{T_d}{T} \log \left( 1 + \frac{\text{Var} [T_1 + T_2 + T_3]}{\text{Var} [T_1] + \text{Var} [T_2] + \text{Var} [T_3]} \right)
\]
(38)
\[
\frac{T_d}{T} \log \left( 1 + \frac{M \rho_k a_0}{\rho_1 + \rho_2 + 1} \right),
\]
(39)

where (37) follows from Theorem 1 of [13] and (38) follows from the fact that \( T_1, T_2, \) and \( T_3 \) are uncorrelated random variables. The equality in (39) follows from the fact that \( \text{Var} [T_0] = M \rho_k a_0, \) \( \text{Var} [T_1] = \rho_k, \) \( \text{Var} [T_2] = \sum_{j \neq k} \rho_j, \) and \( \text{Var} [T_3] = \rho_1 + \rho_2 + 1. \) From (39), we conclude that \( \hat{R}_k \leq \frac{T_d}{T} I \left( S_{T_d}^{t}, Y_{T_d}^t \right). \) Hence, \( \mathbb{E} [P_e] \to 0 \) as \( B \to \infty. \)

We next analyze the secrecy constraint in [11]. Let \( H (W_k | Z^{TB}, H^{B}, \hat{H}^{B}, H^{B}, \hat{c}) \) be the expectation of the conditional entropy in [11] over random codebooks \( \hat{c} \triangleq [c_1, \ldots, c_K]. \) We show that the expectation satisfies the constraint in [11] for \( k \)-th user with the following analysis:
\[
H (W_k | Z^{TB}, G^{B}, \hat{c}) \geq H (W_k | Z^{TB}, S^{BT_d}, G^{B}, \hat{c})
\]
(40)
\[
= H (W_k, S^{BT_d}, Z^{BT_d}, S^{BT_d}, G^{B}, \hat{c})
\]
\[
= H (S^{BT_d}, Z^{BT_d}, G^{B}, \hat{c})
\]
(41)
\[
= BT \hat{R}_k - I (S_{T_d}^{t}, Z^{TB}) | S^{BT_d}, G^{B}, \hat{c})
\]
(42)
\[
\geq BT \hat{R}_k - I (S_{T_d}^{t}, \hat{c}) | Z^{TB} | S^{BT_d}, G^{B}, \hat{c})
\]
(43)

where \( G^{B} \triangleq \left[ H^{B}, \hat{H}^{B}, H_{c}^{B} \right]. \) Signal set \( S^{BT!} \) is defined to be the transmitted codewords of the users except \( k \)-th user. Signals \( Z^{BT} \) and \( Z^{BT_d} \) are the received signals at the adversary over the training phases and data communication phases, respectively. Note that \( Z^{BT} \triangleq [Z^{BT_d}, Z^{BT_d}]. \)

In the above derivation (43) follows from the fact that \( Z^{BT_d} \) and \( (G^{B}, W_k, S^{BT_d}, Z^{BT_d}, \hat{c}) \) are independent, (41) follows from the fact that \( (S_{k}^{BT_d}, \hat{c}_k) \) are independent with \( (G^{B}, \{c_i\}_{i \neq k}) \), and (42) follows from the fact that \( S^{BT_d} \) is uniformly distributed on a set of size \( 2^{BT R_k}. \) We continue the derivation as
\[
43 = BT \hat{R}_k - I (S^{BT_d}, Z^{BT_d}, S^{BT_d}, G^{B}, \hat{c}) - H (S^{BT_d} | W_k, Z^{BT_d}, S^{BT_d}, G^{B}, \hat{c})
\]
(44)
\[
\geq BT \hat{R}_k - B \sum_{i=1}^{T} \sum_{j=T+1}^{T} \mathbb{E} \left[ \log \left( 1 + \frac{\rho_k}{M} \sum_{m=1}^{M} \left| H_k H_{e_m}^* \right|^2 \right) \right]
\]
(45)
\[
\geq \sum_{i=1}^{T} \sum_{j=T+1}^{T} \mathbb{E} \left[ \log \left( 1 + \frac{\rho_k}{M} \sum_{m=1}^{M} \left| H_k H_{e_m}^* \right|^2 \right) \right]
\]
(46)
\[
\geq BT \hat{R}_k - BT \hat{R}_k \log \left( 1 + M \rho_k \right) - BT \hat{R}_k
\]
(47)
\[
BT (R_k - \epsilon)
\]
(48)

for any \( \epsilon \) and sufficiently large \( B, \) where \( \epsilon \triangleq \epsilon_1 + \epsilon_2 \) and \( H_{e_m} \) denotes the gain of the channel connecting \( m \)-th antenna at the BS to the adversary. The inequality in (44) follows from the fact that \( \hat{c} \to S_{T_d}^{t}, S^{TB}, G^{B} \to Z^{TB} \) forms a Markov chain. The equality in (46) is due to the fact that \( \mathbb{E} \left[ \left| H_{e_m} \right|^2 \right] = M a, m = 1, \ldots, M e. \)

To get the inequality in (47), we need to bound \( \frac{1}{B T} H (S^{BT_d} | W_k, Z^{TB}, S^{BT_d}, G^{B}, \hat{c}) \). Define \( R_e \triangleq \hat{R}_k - R_k. \) Note that \( R_e < \frac{1}{T} I (S^{BT_d}, Z^{TB} | S^{BT_d}, G^{B}) = \frac{T_d}{2} \log (1 + M \rho_k a). \) Hence, as in (52) of [14], utilizing Fano's inequality and the channel coding theorem, we show that \( \lim_{B \to \infty} \frac{1}{B T} H (S^{BT_d} | W_k, Z^{TB}, S^{BT_d}, G, \hat{c}) = 0. \)

From the fact that \( \mathbb{E} [P_e] \to 0 \) as \( B \to \infty \) and from (48),
we conclude that there exists a sequence of codes satisfying constraints (10) and (11). We now evaluate degree of freedom $d_k$ associated with $\hat{H}_k$ as
\[
d_k = \lim_{M \to \infty} \frac{R_k}{\log M} = \frac{T_d}{T} + \lim_{M \to \infty} \frac{T_d}{T} \log (1 + M \epsilon \rho_k)
\]
for $k = 1, \ldots, K$. Hence, the attained secure DoF is equal to $\frac{T_d}{T}$.

\[\triangleq \]

\section*{Appendix B}

\subsection*{A. Proof of Theorem 2}

Note that since the adversary keeps silent during the training phases, the received signals at the BS over training phases are independent with $\hat{H}_k^B$. Hence, we conclude that $\hat{H}_k^B \triangleq \left[\hat{H}_1^B, \ldots, \hat{H}_K^B\right]$ and $H_e^B$ are independent.

The BS picks message rates $R_k > 0$, $k = 1, \ldots, K$. The equivocation rate for a code $(\hat{2}^{BT_1}, \ldots, \hat{2}^{BT_K}, BT_d)$ utilizing deterministic encoding mapping functions, $f_k$, $k = 1, \ldots, K$ and $\delta$-conjugate beamforming is as follows:
\[
\frac{1}{BT} H (W_k, Z^{BT}, G^B) = \frac{1}{BT} H (W_k, Z^{BT_d}, G^B) \geq \frac{1}{BT} H (W_k, Z^{BT_d}, S^{BT_d}, G^B) = \frac{1}{BT} H (W_k, S^{BT_d}, G^B) - \frac{1}{BT} I (W_k; Z^{BT_d} | S^{BT_d}, G^B)
\]
\[
= R_k - \frac{1}{BT} I (W_k; Z^{BT_d} | S^{BT_d}, G^B) \geq R_k - \frac{1}{BT} I (S_k^{BT_d}; Z^{BT_d} | S^{BT_d}, G^B) \geq R_k - \frac{1}{BT} \sum_{i=1}^{M} \sum_{j=1}^{T} I (S_k(i,j); Z(i,j)|S(i,j), G(i))
\]
\[
\geq R_k - \frac{1}{BT} \sum_{i=1}^{M} \sum_{j=1}^{T} \text{log} \left(1 + \frac{P_k(i,j)}{M^{1+\epsilon} \alpha_k} \sum_{m=1}^{M} \mathbb{E} \left[|\hat{H}_k^e H_{em}|^2\right]\right)
\]
\[
\geq R_k - \frac{T_d}{T} \log \left(1 + \frac{P_k(i,j)}{M^{1+\epsilon} \alpha_k} \sum_{m=1}^{M} \mathbb{E} \left[|\hat{H}_k^e H_{em}|^2\right]\right)
\]
\[
\geq R_k - \frac{T_d}{T} \log \left(1 + \frac{M \epsilon \rho_k}{M^S}\right)
\]
\[
\geq R_k - \epsilon
\]
for any $\epsilon > 0$ and for sufficiently large $M$, where $G \triangleq \left[H^B, \hat{H}_1^B, \hat{H}_2^B\right]$. Particularly, for a given $\epsilon > 0$ if $M \geq \left(M \epsilon \rho_k / 2 T_d - 1\right)^{\frac{1}{\epsilon}}$, then there exists a code that satisfies the constraint in (12).

In the above derivation, (49) follows from the fact that $Z^{BT}$ and $(Z^{BT_d}, G^B, W_k)$ are independent, (50) follows from the facts that $W_k$ is independent with $S_k^{BT_d}, G^B$ and uniformly distributed on $[1 : 2^{BT_d}]$. In (51), the inequality follows from the fact that $W_k \rightarrow S_k^{BT_d} \rightarrow Z^{BT_d}, S^{BT_d}, G^B$.

In (52), $P_k(i,j) \triangleq \mathbb{E} \left[|S_k(i,j)|^2\right]$, where the expectation is over $W_k$. In (53), the inequality follows from Jensen’s inequality and from the fact that $\frac{1}{BT_d} \sum_{i=1}^{M} \sum_{j=T_{i+1}}^{T} P_k(i,j) \leq \rho_k$. In (54), the equality follows from the fact $H_k$ and $H_{em}$ are independent and $\mathbb{E} \left[|\hat{H}_k^e H_{em}|^2\right] = M \alpha_k$, $k = 1, \ldots, K$.

\section*{B. Proof of Corollary 7}

Pick $0 < \delta < 1$. Pick arbitrary $\epsilon > 0$ and rate tuple $R = [R_1, \ldots, R_K]$. Let $M \geq \max (V(R), S(\epsilon))$. Note that inequality $M > V(R)$ implies that $R_k < \frac{T_d}{T} \log \left(1 + \frac{M^{1+\epsilon} \alpha_k}{\rho_k}\right)$. $k = 1, \ldots, K$. We first show that there exists $B(\epsilon) > 0$ and a sequence of codes $(\hat{2}^{BT_1}, \ldots, \hat{2}^{BT_K}, BT_d)$ utilizing $\delta$-beamforming and deterministic mapping, that satisfy the decodability constraint in (10) for $B \geq B(\epsilon)$.

The same channel estimation strategy in Appendix A is used. Codebook generation is as same as the one in Appendix A. The BS generates $K$ codebooks, $c_k$, $k = 1, \ldots, K$, where $c_k$ contains $2^{BTK}$ codewords, $s_{kld}$, $l \in \{1, \ldots, 2^{BT_k}\}$.

To send $k$-th user’s message $w_k \in W_k = \{1, \ldots, 2^{BT_k}\}$, the BS maps message $w_k$ to the corresponding codeword $s_{kld}$ in codebook $c_k$. Note that there is no randomization in the mapping as opposed to the mapping in the encoding in Appendix A where the codeword is a stochastic function of the message. The BS employs $\delta$-conjugate beamforming to map codewords to channel input sequence $X^{BT_d}$. The channel input at $j$-th channel use of $i$-th block can be written as
\[
X(i, j) = \sum_{k=1}^{K} s_{kwa}(i, j) \frac{1}{\sqrt{M^{1+\epsilon} \alpha_k}} \hat{H}_k(i)
\]
where $\alpha_k = a$ and $a$ is defined in (36).

The typical set decoding is used at each user as in the proof of Theorem 1 in Appendix A. Hence, since $R_k < \frac{1}{T} I (S_k^{BT_d}; Y_k^{BT_d})$, $k = 1, \ldots, K$, by the channel coding theorem, there exists a sequences of codes that satisfy constraint (10).

In addition, since $M \geq S(\epsilon)$, the sequence of codes mentioned above satisfy the secrecy constraint in (11) due to Theorem 2. Hence, the proof of Corollary 1 follows.

\section*{Appendix C}

\subsection*{A. Proof of Theorem 3}

Throughout the proof, we assume that the BS employs conjugate beamforming without loss of generality. Suppose that $R_k$ is an achievable rate. From the constraints (10)–(11)
and Fano's inequality, we have
\[ \frac{1}{BT} H(W_k | Z^{BT_d}, H^B, \hat{H}^B, H_e^B) \geq R_k - \delta_B \] (56)
and
\[ \frac{1}{BT} H(W_k | Y_k^{BT_d}) \leq \epsilon_B \] (57)
where \( \epsilon_B \) and \( \delta_B \) go to zero as \( B \to \infty \).

The LHS of (56) can be written as follows
\[ \frac{1}{BT} H(W_k | Z^{BT_d}, H^B, \hat{H}^B, H_e^B) = \frac{1}{BT} H(W_k | Z^{BT_d}, \hat{H}^B, H_e^B) \] (58)
\[ = \frac{1}{BT} H(W_k | \tilde{Z}^{BT_d}, \hat{H}^B, H_e^B) \] (59)
where \( \tilde{Z}(i, j) \) is defined as
\[ \frac{1}{\sqrt{M_0}} H(i) \tilde{H}^B(i) S(i, j) + W \] (61)
for \( 1 \leq i \leq B \) and \( T_d + 1 \leq j \leq T \). The equality in (58) follows from the fact that \( H^B \to Z^{BT_d}, \hat{H}^B, H_e^B \to W_k \) forms a Markov chain, and the equality in (59) follows from the fact that the joint distribution of \( W_k, Z^{BT_d}, \hat{H}^B, H_e^B \) is identical with that of \( W_k, \tilde{Z}^{BT_d}, \hat{H}^B, H_e^B \). The equality in (60) follows from the fact that \( H^B / H_e^B \to \tilde{Z}^{BT_d}, \hat{H}^B \to W_k \) forms a Markov chain.

The upper bound on \( R_k \) can be derived with the following steps:
\[ R_k \leq \frac{1}{BT} H(W_k | Z^{BT_d}, H^B, \hat{H}^B, H_e^B) - \frac{1}{BT} H(W_k | Y_k^{BT_d}) + \gamma_B \] (62)
\[ = \frac{1}{BT} H(W_k | Z^{BT_d}, \hat{H}^B, H_e^B) - \frac{1}{BT} H(W_k | Y_k^{BT_d}) + \gamma_B \] (63)
where
\[ \leq \frac{1}{BT} H(W_k | \tilde{Z}^{BT_d}, \hat{H}^B, H_e^B) - \frac{1}{BT} H(W_k | Y_k^{BT_d}) + \gamma_B \] (64)
\[ = \frac{1}{BT} I(W_k; Y_k^{BT_d} | \tilde{Z}^{BT_d}, \hat{H}^B, H_e^B) + \gamma_B \] (65)
\[ \leq \frac{1}{BT} \sum_{i=1}^{B} T \sum_{j=T_r+1}^{T} I(S(i, j); Y_k(i, j) | \tilde{Z}(i, j), G) + \gamma_B \] (66)
where \( \gamma_B \) is defined to be \( \epsilon_B + \delta_B \), \( G_B \) is defined as \( [H^B, \hat{H}^B] \), and \( \gamma \) is defined as \( [H, \hat{H}] \).

In the derivations above, (62) follows from (56) and (57), and (64) follows from the fact that conditioning reduces the entropy. The inequality in (65) follows from the fact that \( W_k \to S^{BT_d} \to Y_k^{BT_d}, \tilde{Z}^{BT_d}, G^B \). The inequality in (66) follows from the memoryless property of the channel and from the assumption in Theorem 3, stating that \( (\hat{H}(i), H(i)) \) have an identical probability distribution for any \( i \geq 1 \). We continue the upper bound derivation with the following steps:
\[ \leq \frac{T_d}{T} \int I(S_G; Y_k | Z, g) p_G(g) dg + \gamma_B \] (69)
\[ \leq \frac{T_d}{T} \int \left[ \max_{\Sigma \in S} \left( \log \left( 1 + c_k \Sigma \Sigma^* \right) \right) \right] + p_G(g) dg + \gamma_B \] (70)
where \( C_k \) and \( C_e \) are \( 1 \times K \) random vectors and are defined as \( C_k = \left[ \frac{H_k H_k^T}{\sqrt{M_0}}, \ldots, \frac{H_k H_k^T}{\sqrt{M_0}}, \ldots, \frac{H_k H_k^T}{\sqrt{M_0}} \right] \) and \( C_e = \left[ \frac{H_e H_e^T}{\sqrt{M_0}}, \ldots, \frac{H_e H_e^T}{\sqrt{M_0}}, \ldots, \frac{H_e H_e^T}{\sqrt{M_0}} \right] \). Further, \( c_k \) and \( c_e \) are the realizations of \( C_k \) and \( C_e \), respectively. Define \( \Sigma_{ij} \) as a \( K \times K \) covariance matrix of \( S(i, j) \). Note that \( \Sigma_{ij} \) is a diagonal matrix due to the fact that each component of \( S(i, j) \) are independent. The inequality in (68) follows from (41) of [23], where \( S_C(i, j) \) in (68) is distributed with \( \mathcal{C} \mathcal{N}(0, \Sigma_{ij}) \).

Define \( f(\Sigma_{ij}) = I(S_G(i, j); Y_k(i, j) | \tilde{Z}(i, j), g) \). The inequality in (69) follows from Jensen’s inequality and Proposition 5 of [23] that states \( f(\Sigma_{ij}) \) is a concave function of \( \Sigma_{ij} \). Note that \( S_G \) in (69) is distributed with \( \mathcal{C} \mathcal{N}(0, \frac{1}{BT} \sum_{i=1}^{B} T \sum_{j=T_r+1}^{T} \Sigma_{ij}) \). The inequality in (70) follows from (139) of [23], where \( S \) is a set of covariance matrices and defined as
\[ S \triangleq \{ \Sigma : \Sigma \leq diag(\rho_1, \ldots, \rho_K) \} \] and \( \Sigma \) is a diagonal matrix.

We can rewrite the random variable inside the expectation as
\[ \max_{\Sigma \in S} \left[ \log \left( 1 + \frac{1}{M} C_k \Sigma \Sigma^* \right) \right] \] (71)
\[ \log \left( 1 + \frac{1}{M} C_e \Sigma \Sigma^* \right) \] (72)

We can rewrite the random variable inside the expectation as
\[ \begin{align*}
= \max_{\Sigma \in \mathcal{S}} \left( \left[ \log \left( \frac{1}{M} + \rho_k(G) v_k(G) + \sum_{l \neq k} \rho_l(G) v_l(G) \right) \right] + \right) (74)
\end{align*} \]

with probability 1, where \( \rho_k(G) \) is defined to be \( k \)-th element on the diagonal of \( \Sigma \), i.e., \( \Sigma \equiv \text{diag}(\rho_1(G), \ldots, \rho_K(G)) \). Note that

\[ 0 \leq \rho_l(G) \leq \rho_k, \quad l = 1, \ldots, K, \]
due to (72). In (74), we define

\[ v_l(G) \triangleq \frac{1}{\alpha_l M^2} H_k \tilde{H}_k \]

for \( l = 1, \ldots, K \) and \( w_k(G) \triangleq \frac{1}{\alpha_k M^2} \left| H_k \tilde{H}_k \right|^2 \). We continue to simplify (73) with the following:

\[ (75) \] \[= \max_{\rho_k(G): 0 \leq \rho_k(G) \leq \rho_k} \left( \left[ \log \left( \frac{1}{M} + \rho_k(G) v_k(G) \right) \right] + \right) \]

\[= \left[ \left( \log \left( \frac{1}{M} + \rho_k(G) v_k(G) \right) \right) + \right) (76)\]

with probability 1, where (75) follows from the fact that \( f(x) = \left( \log(a + x) - \log(b + x) \right) \) is a non-decreasing function if \( x \geq 0 \), where \( a \) and \( b \) are positive real numbers. The equality in (76) follows from the fact \( g(x) = \left( \log \left( \frac{1}{M} + a x \right) - \log \left( \frac{1}{M} + b x \right) \right) \) is non-decreasing if \( x \geq 0 \) where \( a \) and \( b \) are non-negative real numbers and \( M \geq 1 \).

We now bound \( R_k \) as follows:

\[ \begin{align*}
R_k & \leq \frac{T_d}{T} E \left[ \left[ \log \left( \frac{1}{M} + \rho_k v_k(G) \right) \right] + \gamma_B \right] (77)
\end{align*} \]

\[= \frac{T_d}{T} E \left[ \left[ \log \left( \frac{1}{M} + \rho_k v_k(G) \right) \right] + \right] (78)\]

where (77) follows from (71) and from the fact that (73) = (76) with probability 1 and (78) follows from the fact that \( \lim_{B \to \infty} \gamma_B = 0 \).

We now bound the secure degree of freedom of \( k \)-th user as follows

\[ \begin{align*}
d_k & = \lim_{M \to \infty} R_k \log M \\
& \leq \frac{T_d}{T} E \left[ \left[ \log \left( \frac{1}{M} + \rho_k v_k(G) \right) \right] + \right] (79)
\end{align*} \]

where (79) follows from (78) and (80) follows form the dominant convergence theorem. To apply the dominant convergence theorem, we need to show that random variable

\[ t(M) \triangleq \left[ \log \left( \frac{1 + \rho_k v_k(G)}{M} \right) \right] + \]

is upper and lower bounded by random variables that have a finite limit for \( M > 1 \). Note that \( t(M) \) is lower bounded by zero and upper bounded by

\[ t^+(M) \triangleq \left[ \log \left( \frac{1 + \rho_k v_k(G)}{M} \right) \right] + \]

for any \( M > 1 \) since the second \( \log(\cdot) \) term in (81) is non-negative. We next upper bound \( \mathbb{E}[t^+(M)] \) as follows:

\[ \begin{align*}
\mathbb{E}[t^+(M)] & = \mathbb{E} \left[ \left[ \log \left( \frac{1}{M} + \rho_k v_k(G) \right) \right] + 1 \right] \quad (82)
\end{align*} \]

\[= \mathbb{E} \left[ \log \left( \frac{1}{M} + \rho_k v_k(G) \right) \right] + 1 \]

\[\leq \log (1 + \rho_k \mathbb{E}[v_k(G)]) + 1 \quad (83)\]

\[\leq \log (1 + \rho_k (\gamma_k + \pi_k)) + 1 \quad (84)\]

\[< \infty, \quad (85)\]

where \( \gamma_k \triangleq \mathbb{E} \left[ H_{k_n} \tilde{H}_{k_n}^* \right]^2 \), \( \pi_k \triangleq \mathbb{E} \left[ H_{k_n} \tilde{H}_{k_n}^* \right]^2 \). In the derivation above, (83) follows from Jensen’s inequality and (84) follows from the fact that \( \mathbb{E} \left[ H_{k_n} \tilde{H}_{k_n}^* \right]^2 = (M^2 - M) \mathbb{E} \left[ H_{k_n} \tilde{H}_{k_n}^* \right]^2 \). In the derivation above, (83) follows from the fact that \( \mathbb{E} \left[ H_{k_n} \tilde{H}_{k_n}^* \right]^2 = (M^2 - M) \mathbb{E} \left[ H_{k_n} \tilde{H}_{k_n}^* \right]^2 \).

We continue the derivation of the upper bound on \( d_k \) with the following:

\[\begin{align*}
\frac{T_d}{T} E \left[ \left[ \log \left( \frac{1}{M} + \rho_k v_k(G) \right) \right] + \right]
\end{align*} \]

\[\begin{align*}
= 0, \quad (87)\]

where (86) follows from the fact \( \left[ \cdot \right] \) is a continuous function.
In order to show the equality in (87), first note that
\[
\lim_{M \to \infty} v_k(G) = \lim_{M \to \infty} \frac{1}{\alpha_k M^2} \left| H_k \hat{H}_k^* \right|^2
\]
\[
= \lim_{M \to \infty} \frac{1}{\alpha_k M} \sum_{m=1}^{M} H_{km} \hat{H}_{km}^* \times \lim_{M \to \infty} \frac{1}{M} \sum_{m=1}^{M} H_{km}^* \hat{H}_{km}
\]
\[
= \frac{1}{\alpha_k} \left\{ \mathbb{E} \left[ H_{km} \hat{H}_{km}^* \right] \right\}^2, \tag{88}
\]
with probability 1, where (88) follows from the strong law of large numbers. In a similar way we can show that
\[
\lim_{M \to \infty} w_k(G) = \frac{1}{\alpha_k} \mathbb{E} \left[ \left| H_{km} \hat{H}_{km}^* \right|^2 \right]
\]
\[
= \frac{1}{\alpha_k} \left\{ \mathbb{E} \left[ H_{km} \hat{H}_{km}^* \right] \right\}^2, \tag{89}
\]
with probability 1, where (89) follows from the fact that the joint probability distribution of \( (H_e, \hat{H}) \) is identical with that of \( (H_k, \hat{H}_k) \). Hence, we have
\[
\lim_{M \to \infty} \log \left( \frac{1}{M} + \rho_k v_k(G) \right) = \log \left( \lim_{M \to \infty} \rho_k v_k(G) \right)
\]
\[
= \log \left( \frac{\rho_k}{\alpha_k} \left\{ \mathbb{E} \left[ H_{km} \hat{H}_{km}^* \right] \right\}^2 \right), \tag{90}
\]
with probability 1. Further, we have
\[
\lim_{M \to \infty} \log \left( \frac{1}{M} + \rho_k w_k(G) \right) = \log \left( \lim_{M \to \infty} \rho_k w_k(G) \right)
\]
\[
= \log \left( \frac{\rho_k}{\alpha_k} \left\{ \mathbb{E} \left[ H_{km} \hat{H}_{km}^* \right] \right\}^2 \right), \tag{91}
\]
with probability 1. The equality in (87) follows by combining (90) and (91). Hence, the proof ends.

The proof of Theorem 3 for the case in which the BS employs conjugate beamforming can be done in the similar way. One only needs to replace \( c_k \Sigma \Sigma_k \) and \( c_k \Sigma c_k^* \) in (70) with \( \frac{1}{M} c_k \Sigma_k c_k^* \) and \( \frac{1}{M} c_k \Sigma c_k^* \), respectively and change the rest of the proof accordingly.

\[\square\]

B. Proof of Corollary 2

Assume that the BS employs conjugate beamforming without loss of generality. Note that from (78), we have following upper bound:
\[
\lim_{M \to \infty} R_k = \lim_{M \to \infty} \frac{T_d}{T} \mathbb{E} \left[ \left\{ \log \left( \frac{1}{M} + \rho_k v_k(G) \right) \right\}^+ \right]
\]
\[
= \frac{T_d}{T} \mathbb{E} \left[ \lim_{M \to \infty} \left\{ \log \left( \frac{1}{M} + \rho_k v_k(G) \right) \right\}^+ \right]
\]
\[
= \frac{T_d}{T} \mathbb{E} \left\{ \log \left( \frac{1}{M} + \rho_k v_k(G) \right) \right\}^+ \tag{92}
\]
where (92) follows from the dominant convergence theorem. To apply the dominant convergence theorem, we need to show that random variable
\[
g(M) \triangleq \left[ \log \left( \frac{1}{M} + \rho_k v_k(G) \right) \right]^+ \tag{93}
\]
is upper and lower bounded by random variables that have a finite limit for \( M > 1 \). Note that \( g(M) \) is lower bounded by zero and upper bounded by
\[
g(M) \leq \log \left( \frac{1}{M} + \rho_k v_k(G) \right)
\]
\[
= \log \left( \frac{1}{M} + \rho_k v_k(G) \right) \tag{93}
\]
with probability 1 for any \( M > 1 \). Noting the analysis in (82)-(85), in order to show (93) is upper bounded by a random variable that has a finite expectation, it is sufficient to show the expectation of second \( \log(\cdot) \) term in (93) has a finite lower bound. Hence,
\[
\mathbb{E} \left\{ \log \left( \rho_k v_k(G) \right) \right\} = \log \rho_k + \mathbb{E} \left\{ \log (w_k(G)) \right\}
\]
\[
= \log \rho_k + \mathbb{E} \left\{ \log \left( K_M \right) \right\}
\]
\[
\geq \log \rho_k - \log \alpha_k + \int_{0}^{1} \log(x) p_{K_M}(x) \, dx
\]
\[
\geq \log \rho_k - \log \alpha_k + \int_{0}^{1} \log(x) r \, dx \tag{95}
\]
where \( r \) is defined in the statement of Corollary 2. In (94), the equality follows from the definition of \( K_M \) in Corollary 2 and from the fact that the joint probability distribution of \( (H_e, \hat{H}) \) is identical with that of \( (H_k, \hat{H}_k) \). In (95), the inequality follows from the assumption in Corollary 2. The rest of the proof follows from Appendix C-A.

The proof for the case BS employs conjugate beamforming follows from the same argument at the end of Appendix C-A.

\[\square\]

APPENDIX D

PROOF OF THEOREM 4

The length, \( T_r \) of training phase has to be identical to at least the size of the pilot signal set \( L \) so that the BS can generate \( L \geq K \) mutually orthogonal pilot signals. Let \( J \)
be any integer in set \{1, \ldots, T_r\}. In order to estimate \(k\)-th user’s channel, the BS first projects the received signal during the training phase \(Y^T_{T_r}\) indicated in (21) to \(\phi_k\). Then, the BS normalizes the projected signal and estimates the gain of the channel connecting the BS to \(k\)-th user at \(i\)-th block as
\[
\hat{H}_k(i) = x_1 \left( \sqrt{T_r \rho_r} H_k(i) \right) \sum_{n=1}^{M_k} \sqrt{\frac{T_r \rho_{jam}}{M_k}} H_c(i) + V_k \tag{96}
\]
for any \(k \in \{1, \ldots, K\}\), where \(E[||\hat{H}_k(i)||^2] = 1\), \(V_k\) is distributed as \(\mathcal{CN}(0, I_M)\) for any \(k \in \{1, \ldots, K\}\), \(x_1 \triangleq \frac{1}{\sqrt{M \sqrt{T_r \rho_r + 1 + T_r \rho_{jam}}}}\) and \(\{\Pi_i\}_{i \geq 1}\) is an i.i.d Bernoulli process, where \(P(\Pi_i = 1) = \frac{1}{T_r}\). Event \(\{\Pi_i = 1\}\) indicates that the set of pilot signals the adversary contaminates at \(i\)-th block contains \(k\)-th user’s pilot signal.

Utilizing stochastic encoding and conjugate beamforming as in the proof Theorem [1] we can show that rate
\[
R_k = \left[ \frac{T_d}{T} \log \left( 1 + \frac{M \rho_k a}{\rho_f + \rho_{jam} + 1} \right) - \frac{T_d}{T} \log \left( 1 + M \rho_k + \frac{M \rho_k \rho_{jam} a}{\rho_r} \right) \right] \tag{97}
\]
for any \(k \in \{1, \ldots, K\}\) is achievable, where \(a \triangleq \frac{\rho_f + \rho_{jam} + 1}{\rho_r + \rho_f + \rho_{jam} + 1}\). Notice that the rate in (97) does not depend on \(J\). We can rewrite \(R_k\) as
\[
R_k = \left[ \frac{T_d}{T} \log \left( 1 + \frac{M \rho_k \rho_r T_r}{(\rho_f + \rho_{jam} + 1)(\rho_r T_r + \rho_{jam} + 1)} \right) - \frac{T_d}{T} \log \left( 1 + M \rho_k + \frac{M \rho_k \rho_{jam} a}{\rho_r} \right) \right] \tag{98}
\]
due to the fact that \(L = T_r\). Suppose \(\gamma \leq 1\). We bound \(R_k\) as follows
\[
R_k \geq \frac{T_d}{T} \left[ \log \left( 1 + \frac{M \rho_k \rho_r M^\gamma}{(\rho_f + \rho_{jam} + 1)(\rho_r M^\gamma + \rho_{jam})} \right) - \log \left( 1 + M \rho_k + \frac{M \rho_k \rho_{jam} a}{\rho_r M^\gamma + \rho_{jam} + 1} \right) \right] \tag{99}
\]
\[
\geq \frac{T_d}{T} \left[ \log M + \log \left( \frac{\rho_k \rho_r}{(\rho_f + \rho_{jam} + 1)(\rho_r M^\gamma + \rho_{jam})} \right) - (1 - \gamma) \log M - \log \left( 1 + M \rho_k + \frac{M \rho_k \rho_{jam} a}{\rho_r M^\gamma + \rho_{jam} + 1} \right) \right] \tag{100}
\]
where (99) follows from the fact that \(T_r \geq M^\gamma\). Notice that the second logarithm term in (100) does not depend on \(M\). Hence, we observe that \(\frac{R_k - \log M}{T} \geq \frac{T_d}{T} \gamma - \epsilon\) if \(M \geq G(\epsilon)\). In a similar way, for \(\gamma > 1\), we can show that \(\frac{R_k - \log M}{T} \geq \frac{T_d}{T} - \epsilon\) if \(M \geq G(\epsilon)\).

### APPENDIX E

#### A. Proof of Theorem [5]

We set the size of the pilot signal set \(L\) to \(T_r\). Let \(J\) be any integer in set \(\{1, \ldots, T_r\}\). The BS uses the same strategy explained in the proof of Theorem [4] in order to estimate the gains of channels connecting the BS to users.

The BS picks arbitrary message rates \(R_k > 0\), \(k = 1, \ldots, K\). The equivocation rate for a code \((2^{BTR_1}, \ldots, 2^{BTR_K}, BT_d)\) utilizing deterministic encoding mapping functions, \(f_k, k = 1, \ldots, K\) and \(\delta\)-conjugate beamforming is as follows:
\[
\frac{1}{BT} H \left( W_k | Z^{BT_d}, H^B, \hat{H}^B, H^B \right) \leq R_k - \frac{T_d}{T} \log \left( 1 + M \rho_k \frac{M^\gamma + M^{-\delta} \rho_k \rho_{jam} a}{\rho_r T_r + \rho_{jam} + 1} \right) \tag{101}
\]
\[
= R_k - \frac{T_d}{T} \log \left( 1 + M \rho_k \frac{M^\gamma + M^{-\delta} \rho_k \rho_{jam} a}{\rho_r T_r + \rho_{jam} + 1} \right) \tag{102}
\]
\[
\geq R_k - \frac{T_d}{T} \log \left( 1 + M \rho_k \frac{M^\gamma + M^{-\delta} \rho_k \rho_{jam} a}{\rho_r T_r + \rho_{jam} + 1} \right) \tag{103}
\]
for all \(k \in \{1, \ldots, K\}\), where \(a\) is defined in (97) and \(\hat{H}_k(i)\) for any \(k \in \{1, \ldots, K\}\) and \(i \in \{1, \ldots, B\}\) is given in (96). In the above derivation, (101) follows from a derivation that is similar to (49)–(54) in Appendix B. (102) follows from the fact the cardinality of pilot signal set \(L\) is chosen as \(T_r\) and (103) follows from the fact that \(T_r \geq M^\gamma\).

As \(\delta + \gamma > 1\), the RHS of (103) goes to zero as \(M \to \infty\). For any \(\epsilon > 0\), \(M \geq S_1(\epsilon)\) implies that right hand side of (103) is smaller than \(\epsilon\), completing the proof.

#### B. Proof of Corollary [5]

We set the size of the pilot signal set \(L\) to \(T_r\). Let \(J\) be any integer in set \(\{1, \ldots, T_r\}\). The BS uses the same strategy explained in the proof of Theorem [4] in order to estimate the gains of channels connecting the BS to users.

Pick \(\delta\) and \(\gamma\) such that \(0 < \delta < 1\) and \(\gamma + \delta > 1\). Pick any arbitrary error rate \(\epsilon > 0\) and arbitrary rate tuple \(R = [R_1, \ldots, R_K]\). Choose \(M\) such that \(M \geq \max\{V_1(R), S_1(\epsilon)\}\). Note that inequality \(M \geq V_1(R)\) implies that \(R_k \leq \frac{T_d}{T} \log \left( 1 + \frac{M \rho_k \rho_{jam} a}{\rho_r M^\gamma + \rho_{jam} + 1} \right)\) for all \(k \in \{1, \ldots, K\}\), where \(a\) is defined in (97). As in the proof of Corollary [4] we can show that there exists \(B(\epsilon) > 0\) and a sequence of codes \((2^{BTR_1}, \ldots, 2^{BTR_K}, BT_d)\) that satisfy the decodability constraint in (10) for \(B \geq B(\epsilon)\), where \(\delta\)-beamsforming, combined with deterministic mapping is used. In addition, since \(M \geq S_1(\epsilon)\) and \(T_r \geq M^\gamma\), following Theorem [5] the sequence of codes mentioned above satisfy the constraint in (11), completing the proof.
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