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ABSTRACT

We introduce a new approach to understanding trained sequence neural models: the Koopman Analysis of Neural Networks (KANN) method. Motivated by the relation between time-series models and self-maps, we compute approximate Koopman operators which encode well the latent dynamics. Unlike other existing methods whose applicability is limited, our framework is global, and it has only weak constraints over the inputs. Moreover, the Koopman operator is linear, and it is related to a rich mathematical theory. Thus, we can use tools and insights from linear analysis and Koopman Theory in our study. For instance, we show that the operator eigendecomposition is instrumental in exploring the dominant features of the network. Our results extend across tasks and architectures as we demonstrate for the copy problem, and ECG classification and sentiment analysis tasks.
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1 Introduction

Understanding the inner workings of predictive models is an essential requirement in many disciplines across science and engineering. This requirement is even more important nowadays with the emergence of neural networks whose visualization and interpretation is inherently challenging. Indeed, modern computational neural models often lack a commonly accepted knowledge regarding their governing mathematical principles. Consequently, while deep neural networks may achieve groundbreaking results on various complex tasks, explaining their underlying decision mechanisms remains a challenge. The goal of this paper is to help bridge this gap by proposing a new framework for the approximation, reasoning, and understanding of sequence neural models.

Sequence models are designed to handle time-series data originating from images, text, audio, and other sources of information. One approach to analyzing sequence neural networks is through the theory and practice of dynamical systems [1, 2]. For instance, the temporal asymptotic behavior of a dynamical system can be described using the local analysis of its attractor states [3]. Similarly, recurrent models have been investigated in the neighborhood of their fixed points [4], leading to works that interpret trained RNNs for tasks such as sentiment analysis [5] and text classification [6]. However, the local nature of these methods may result in failure cases as we show on the copy task.

Our approach to explaining the underlying mechanisms of trained sequence neural models is motivated by the analogy between RNNs and self-maps, i.e., transformations from the domain to itself. Self-maps are extensively studied in differential geometry and dynamical systems, which allows us to facilitate insights and tools from these fields in our setting. Specifically, our method is mainly based on a novel observation of Koopman [7] for representing nonlinear dynamical systems using linear objects. Namely, under a mild set of assumptions, the dominant features of general dynamical systems can be captured via a single matrix per system. We call these matrices (approximated) Koopman operators, and we use them to reason about neural nets.

Methods based on Koopman’s theory are widely used in the nonlinear dynamics [8, 9] and geometry processing [10, 11] communities. There are several advantages to using Koopman operators in the context of neural networks. First, analyzing matrices is simpler than processing nonlinear representations since linear algebra tools e.g., the eigendecomposition of a matrix, can be used. Second, the dominant modes of the dynamics and their growth and decay are directly related to the eigenvalues and eigenvectors of the Koopman operator. Third, unlike local Jacobian estimates...
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in the vicinity of a fixed point, the Koopman operator is a global encoding, and thus it is virtually applicable to any point. Finally, and most importantly, Koopman-based methods are associated with rich theory and practice, motivating others to further generalize and explore current approaches.

Given a trained sequence neural network and a procedure to extract its hidden states, we generate a moderate size matrix which encodes the dominant features of the latent dynamics. Our approach is simple, yet it provides several instrumental tools for understanding the network. We will show that our technique yields good accuracy results on the copy task using a minimal amount of input. Moreover, on the sentiment analysis task, our framework can reproduce the model behavior using only three vectors and a $3 \times 3$ matrix. Further, we will demonstrate in the context of ECG classification task that there is a spectral basis for encoding the hidden states in which the dynamics are fully separable. Given the versatility of our framework and its ease of use, we advocate in what follows the usefulness of our method for the analysis and processing of time-series models.

2 Related Work

RNN and DS. Fully connected recurrent neural networks are universal approximators of arbitrary dynamical systems [12]. Unfortunately, RNNs are well-known to be difficult to train [13, 2], and several methods adopt a DS perspective to improve training via gradient clipping [2], gating [14], and constraining the weights [15], among other approaches. In the same context, avoiding gradient explosion was recently achieved by regularizing the hidden state space via quasi-isometric hidden-to-hidden maps [16, 17]. Overall, it is clear that dynamical systems are fundamental in investigating and developing recurrent networks.

Understanding RNN. Establishing a deeper understanding of recurrent networks is a long standing challenge in machine learning. To do this end, [18, 19] follow the outputs of the model to identify units which track brackets, line lengths, and quotes. An alternative line of work designs quantitative measures to rank the importance of individual inputs to the network outcome [20, 21, 22]. Perhaps mostly related to our approach is the analysis and study of recurrent models around their fixed points [4]. This method revealed low-dimensional attractors in tasks such as sentiment analysis [5] and text classification [6], which allowed to deduce simple explanations of the decision mechanisms of the associated models. Our work generalizes the approach of Sussillo and colleagues [4] in that it yields global results about the dynamics, and it introduces several novel features. We provide a more detailed comparison between our method and theirs in Sec. 4.

Koopman-based Neural Networks. Recently, several techniques that combine neural networks and Koopman theory were proposed, mostly in the context of predicting nonlinear dynamics. For example, [23, 24] optimize the residual sum of squares of the predictions the operator makes, [25, 26, 8] design dynamic autoencoders whose central component is linear and may be structured, [27] employ graph networks, and [28] use a variational approach on Markov processes. To the best of our knowledge, our work is first to employ a Koopman-based method towards the analysis and understanding of trained neural networks.

3 Method

In what follows, we present our method for analyzing and understanding sequence neural models. Importantly, while we mostly discuss on and experiment with recurrent neural networks, our approach is quite general and applicable to any model whose inner representation is a time-series. We focus on the practical setting in this section, and we provide theoretical justifications for our approach in App. A.

We consider neural models that take the following form

$$h_t = F(h_{t-1}, x_t), \quad t = 1, 2, ..., (1)$$

where $x_t \in \mathbb{R}^m$ denotes the input instance at time $t$, $h_t$ is a (hidden) state that represents the dynamical path, and $F$ is some nonlinear function that pushes states through time. From a dynamical systems point-of-view, Eq. (1) may be thought of as an autonomous system that includes control. However, we will also allow an empty control variable $x_t$ in general. All recurrent models including vanilla RNN [29], LSTM [30], and GRU [31], as well as Echo State Networks [32], and Residual neural networks [33] exhibit the structure of Eq. (1).

To study the properties and behavior of $F$, we propose to generate a linear matrix $C \in \mathbb{R}^{k\times k}$ such that it captures the dominant features of the dynamics. Indeed, $F$ is typically high dimensional and highly nonlinear, and thus it would be a futile attempt to represent an arbitrary $F$ in full via a linear object. Instead, we aim at designing a linear map that holds the potential to describe the dynamics well. In practice, there are several examples of nonlinear dynamical
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Algorithm 1 Koopman Operators using a singular value decomposition and a least-squares minimization

1: Input: a set of states \( \{ h_{s,t} \} \) extracted from Eq. (1)
2: Output: a matrix \( C \in \mathbb{R}^{k \times k} \) satisfying Eq. (3)
3: \( B := (b_j) = \text{SVD}(\{ h_{s,t} \}) \)
4: for \( s, t, j \) do
5: \( \tilde{h}_{s,t}(j) = b_j^T \cdot h_{s,t} \)
6: end for
7: \( \sum_{s,t,j} \left[ (C \tilde{h}_{s,t})(j) - \tilde{h}_{s,t+1}(j) \right]^2 = 0 \)
8: Return \( C \)

systems which exhibit good approximations using methods that are similar to ours. Specifically, linear transformations are used in geometry processing to encode complex nonrigid isometric maps between shapes [11]. Similarly, spectral approaches are utilized on fluid dynamics data to analyze the underlying system [34]. Motivated by these empirical examples and their success, we opt for a linearization of approaches are utilized on fluid dynamics data to analyze the underlying system [34]. Motivated by these empirical examples and their success, we opt for a linearization of

Our method for computing \( C \) is general and it is potentially applicable to any time series \( \{ x_t \} \). However, the following two key assumptions are important for producing a meaningful \( C \) matrix. 1. Given an input sequence \( \{ x_t \} \) we can extract its associated state sequence \( \{ h_t \} \) directly from \( F \). 2. After model \( \{ x_t \} \) is trained, the hidden states \( \{ h_t \} \) lie next or on a flat low-dimensional manifold for most or all input sequences. As computational models typically allow inspection, the first assumption is reasonable in a common setup. Furthermore, the second requirement is central in the manifold learning field [35, 36] with observations that carry over to other fields including deep learning. In particular, the results in \[4\] and other works show that \( \{ h_t \} \) are indeed low-dimensional for several models, tasks, and architectures.

Given a collection of hidden state sequences \( \{ h_{s,t} \} \), where \( s \) denotes a sequence index and \( t \) represents discrete time, we compute the matrix \( C \) by implementing two simple steps: 1. Represent the states using a multiscale basis \( B \), and denote the resulting collection of spectral coefficients by \( \{ \tilde{h}_{s,t} \} \). That is, similar to Fourier analysis, we choose a basis that allows for an ordered low dimensional encoding of the data. 2. Find the best linear transformation \( C \) which maps \( \tilde{h}_{s,t} \) to \( \tilde{h}_{s,t+1} \) in the spectral domain, for every admissible \( s \) and \( t \). We emphasize that an order of the basis elements is important as it facilitates our later analysis of the dominant modes in the dynamics. Nevertheless, it is not mandatory, i.e., we can employ other dimensionality reduction techniques which are not necessarily multiscale (i.e., ordered) such as autoencoders [37].

To give a specific example for the general procedure we described above, we can choose the principal components \( b_{1,j}, b_{2,j}, ... \) of the truncated SVD to be the basis in the first step. Then, the resulting basis elements are orthonormal, i.e., \( \langle b_i, b_j \rangle = \delta_{ij} \), where \( \delta_{ij} \) is the Kronecker delta. Computing the spectral coefficients \( \tilde{h}_{s,t} \) is achieved via the projection

\[
\tilde{h}_{s,t}(j) = \langle h_{s,t}, b_j \rangle,
\]

where \( b_j \) is the \( j \)-th component. Then, we can compute \( C \) by solving the following least squares minimization

\[
C := \arg \min_{\tilde{C}} \sum_{s,t} |\tilde{C}\tilde{h}_{s,t} - \tilde{h}_{s,t+1}|^2.
\]

We note that the above scheme is a variant of the dynamic mode decomposition [38] and the functional maps [11] algorithms. A pseudocode for the latter example is provided in Alg. 1.

4 Results

4.1 The copy task

The copy task was designed to test the memory retaining capabilities of recurrent units [30]. In this task, the network is expected to memorize the first few characters in the input array and copy them to the end of the output vector which is otherwise filled with blanks. Thus, the challenge increases as the amount of blanks is higher. In what follows, we will show that RNN [5] essentially fails on this task, whereas our method achieves meaningful results.

---

1We elaborate on this aspect in App. A
We trained a dtriv architecture [39] on the copy task with three characters to remember and 30 blanks for 500 iterations. The network converges to an accuracy of 100% on the training and testing data as it is a relatively easy setting. The following analysis is based on a test batch of size 32, yielding a states tensor $H \in \mathbb{R}^{32 \times 37 \times 48}$ where the middle dimension is the sequence length including the initial state, and the last dimension is the hidden state size. We now discuss RENN results on this task, and then we show our analysis and observations.

We briefly recall that RENN uses $H$ to generate a set of fixed points, i.e., points $h^*$ for which the dynamical system in Eq. (1) is stationary $h^* = F(h^*, 0)$ [4]. Then, they derive their analysis using the input and recurrent Jacobians of $F$, $J^{\text{inp}}$ and $J^{\text{rec}}$, evaluated at a single point $(h^*, x^* \equiv 0)$. We show in Fig. 1 the resulting Jacobian matrices using RENN where $J^{\text{rec}} \approx \text{id}$ matrix (left). This is actually the expected result – as the blanks are mapped to zeros in this task, using $x^* \equiv 0$ means we look for fixed points $h^*$ related to a blank input. However, the output for a blank input should be blank as well, and thus the hidden states converge to a section of the manifold which is indifferent to the inputs.

To conclude, on the copy task, most of the nontrivial information of RENN is encoded in the input Jacobian, $J^{\text{inp}}$. We note that it is not clear how to avoid this issue without using significant knowledge of the copy task during the computation of fixed points.

In comparison to $J^{\text{rec}}$, our $C$ matrix has a rich structure as can be seen in Fig. 1 (middle). There is a relatively simple interpretation for $C$. Namely, $C$ pushes forward the hidden states in their spectral representation as given by the SVD modes. Thus, a diagonally-dominant matrix corresponds to (mostly) individual scalings of the different modes. That is, to faithfully describe the dynamical trajectory of the hidden states, it is sufficient to encode the growth and decay of the modes. Moreover, the algebraic structure of the matrix is strongly related to the geometric features of the dynamics. Specifically, the matrix $C$ is approximately orthogonal for the copy task, i.e., $C^T C \approx \text{id}$, and it is well-known that measure preserving maps correspond to unitary Koopman operators [40, 41]. Indeed, the copy task is measure preserving by definition, and thus our findings highlight that dtriv respects the structure of the problem.

We state the result below, and we prove it in App. B for completeness.

**Proposition 1** Let $\varphi$ be an invertible measure preserving dynamical system on a domain $\mathcal{M}$. Then its associated Koopman operator is unitary.

To determine the affect of the structural difference between $J^{\text{rec}}$ and $C$ we perform the following experiment. We use the RENN approach [5] and ours to linearize the hidden states path. In particular, we generate the linearized state $h^{\text{RENN}}_{t+1}$ by employing

$$h^{\text{RENN}}_{t+1} := h^* + J^{\text{rec}}(\tilde{h}_t - h^*) + J^{\text{inp}}x_t,$$

where $\tilde{h}_t$ can be the original $h_t$ or $h_t^{\text{RENN}}$, and the bottom formula is relevant when $J^{\text{rec}} \approx \text{id}$ matrix. Fig. 1 shows the accuracy values as obtained from paths which are linearized across several thresholds (right). For instance, when the percentage is 30%, we use $\tilde{h}_t = h_t$ for 70 percent of the path and then we take $\tilde{h}_t = h_t^{\text{RENN}}$. Due to the trivial nature of $J^{\text{rec}}$, RENN achieves zero accuracy in most cases, and it significantly improves when the last three states become

---

*Figure 1: Computing RENN components for the copy task leads to an almost identity recurrent Jacobian, $|J^{\text{rec}} - \text{id}| = 0.11$ relative error. In comparison, our matrix $C$ is approximately orthogonal and it exhibits a diagonally-dominant structure. Consequently, RENN produces poor accuracy results with linearized paths, whereas our KANN approach attains significantly better measures. See the text.*
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Figure 2: Our linearized paths exhibit a similar curved behavior as the nonlinear path when projected to the most dominant modes (left, middle). However, we also observe a shrinkage that increases with the level of linearity which can be explained by the appearance of decay modes in the spectrum of $C$ (right). See the text.

available (marked by the orange point). Thus, RENN requires almost the entire sequence of ground-truth hidden states to produce good accuracy measures in this scenario.

We compute our linearized paths by repeatedly applying the matrix $C$ on vectors that depend on the linear threshold percentage. Specifically, the linear hidden state $h_{KANN}^{t+1}$ is defined via

$$h_{KANN}^{t+1} := B \cdot C \cdot B^T \bar{h}^t,$$

where $B$ is the matrix of SVD modes in columns, and $\bar{h}^t$ is either $h^t$ or $h_{KANN}^t$ based on the percentage threshold. We note that Eq. (6) is applicable only for a basis $B$ which is linear and orthogonal. If these requirements are not met, a different formulation is needed. The accuracy results of KANN are extremely good (Fig. 1, green line), even when the percentage is high, i.e., most of the path does not use the states provided by the network. Further, we emphasize that the green point marks the percentage for three hidden states. That is, our method gets more than 80% accuracy exactly when all the non-blank input digits are implicitly available in the states. Therefore, our results highlight that $C$ truly mimics the nonlinear dynamics as it is the minimal set of necessary inputs for a meaningful prediction.

In addition to comparing the accuracy measurements of the different linearized state paths, we also visualize their low-dimensional embeddings. Fig. 2 shows the paths obtained with our method when projected onto the first and second SVD modes (left) and first and third components (middle). We plot four different paths: the nonlinear states obtained from Eq. (1) (Greys), and the linear paths for thresholds 0% (Blues), 20% (Reds), and 100% (Greens). It is evident that increasing the linearity level of the path leads to a more significant shrinkage. We attribute these effects to eigenvectors of $C$ whose eigenvalues are inside the unit circle. Indeed, the theory of dynamical systems analyzes the growth and decay of paths via the eigenvalues of the linearized system [3]. Fig. 2 (right) shows a few eigenvalues of $C$ in the complex plane which we mark in red, that correspond to decaying modes.

Interestingly, the geometric structure of the paths is maintained. Namely, we obtain shrunk half-circles (Fig. 2 left) and similarly-curved paths (Fig. 2 middle). We note that the shrinkage is similar for the 1st and 2nd components, and it is less pronounced for the 3rd coordinate. This can be explained based on the variance of the different terms: 33%, 24%, and 4% for the 1st, 2nd, and 3rd SVD vectors, respectively. Overall, we believe this result is promising as it shows an approximate preservation of structure in latent spaces through the linearized dynamics we capture with $C$. We believe it can be further used to improve the training of nonlinear neural networks and to design equivariant computational sequence models. We leave further analysis and investigation of this direction to future work.

4.2 Sentiment Analysis

Determining the sentiment of a document is an important problem which may be viewed as a binary classification task [42]. We will use the IMDB reviews dataset [43], where the role of the network is to output whether a given review is positive or negative. This task was extensively studied in [5]. We adopt their network structure which uses word embeddings of size 128, and a GRU recurrent layer with a hidden size of 256. One of the main results using RENN [5] was the observation that the dynamics of the network spans a line attractor. That is, the hidden states of the network are positioned on a one dimensional manifold, splitting the domain into positive and negative sentiments.

The low dimensional structure of the problem facilitates the study of the features of our matrix $C$. Specifically, we will show that it is sufficient to track the temporal coefficients of merely three SVD modes to understand the dynamics. Namely, to a large extent, a $3 \times 3$ matrix $C$ can replace the system $F$. Moreover, in our representation, the dominant SVD vector is an approximate fixed point, i.e., $b_1 \mapsto \gamma Fb_1$, and thus the sign of the spectral coefficients is instrumental for determining the sentiment of the document.

5
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Figure 3: We plot the scaled spectral coefficients of \( C\tilde{b}_j \) for each variance item in the SVD for the dominant three modes. Due to the low values of most terms, the behavior of the system can be determined by the first three components. See the text.

during classification. Finally, inference of the sentiment is realized by summing the weighted three coordinates of the last state. Our results are aligned with those of RENN, and we offer additional interpretations of the system.

We train the model for 5 epochs during which it reaches an accuracy of \( \approx 92\% \), 87\% on the train, validation and test sets, respectively. For analysis, we extract a random test batch of 64 reviews and its states \( H \in \mathbb{R}^{64 \times 1001 \times 256} \), where 1000 is the sequence length when padded with zeros. We take the truncated SVD components to be our basis \( B \). In this case, the explained variance ratio of the three dominant modes is [86.9\%, 10\%, 2.5\%]. That is, three vectors encode \( > 99\% \) of the variability in the hidden states tensor. The test batch attains 91\% accuracy, and we additionally compare the accuracy for varying degrees of linearity for our method and RENN, see Tab 1. Overall, the methods perform similarly, except for high degrees of linearity. This can be explained by recalling that RENN can access the inputs \( x_t, \forall t \), per Eq. (4). In contrast, our method uses the inputs only up to the linearity threshold. Thus, for dominantly linear paths, we exploit less information which naturally reduces the accuracy measures.

| Linearity | 0% | 20% | 40% | 60% | 80% | 90% |
|-----------|----|-----|-----|-----|-----|-----|
| RENN      | 91\% | 91\% | 91\% | 92\% | 84\% | 89\% |
| KANN      | 91\% | 91\% | 91\% | 92\% | 84\% | 76\% |

Table 1: Similarly to Fig. 2 (right), we compare the accuracy of linearized paths over various degrees of linearity per Eq. (4) and Eq. (6) for RENN and KANN, respectively.

To further analyze the latent dynamics using the evolution matrix \( C \), we consider the following visualization. Denote the spectral coefficients of the dominant three basis items by \( \tilde{b}_j, j = 1, 2, 3 \). Then, we would like to explore how these modes change due to the dynamics. Importantly, the basis elements can be considered as hidden states, and thus we can directly multiply \( \tilde{b}_j \) by \( C \) to determine their paths. We plot the resulting spectral coefficients for \( \tilde{b}_1 \) (blue), \( \tilde{b}_2 \) (red), and \( \tilde{b}_3 \) (green) in Fig 3. The coefficients are scaled by their respective variance, e.g., the coordinates of the first component are multiplied by 0.87, and so on. The logarithmic scale on both axes emphasizes that most values are in \([-10^{-4}, 10^{-4}]\), yielding a negligible effect to the dynamics.

| \( \langle C\tilde{b}_i, \tilde{b}_j \rangle \) | \( j = 1 \) | \( j = 2 \) | \( j = 3 \) |
|---|---|---|---|
| \( i = 1 \) | 1.005 | 0.002 | 0.09 |
| \( i = 2 \) | -0.065 | 0.784 | 0.113 |
| \( i = 3 \) | 0.027 | 0.11 | 0.846 |

Table 2: The non-scaled coordinates \( \langle C\tilde{b}_i, \tilde{b}_j \rangle \) for \( i, j = 1, 2, 3 \).

We further provide in Tab. 2 the non-scaled matrix values of the dominant modes. The basis vectors are approximate fixed points of the dynamics since the main diagonal values are close to one, and are otherwise zero. Specifically, the vector \( \tilde{b}_1 \) satisfies \( C\tilde{b}_1 = \tilde{b}_1 + \mathcal{O}(10^{-3}) \). Our observation is instrumental to determine the sentiment of a review as
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Figure 4: Visualizing the weighted spectral coefficients for the first, second, and third components (top, middle, and bottom) over time highlights the importance of the last hidden state and its sign.

we discuss now. We expand Eq. (6) in the spectral domain to analyze the i-th element of the next hidden state, i.e.,

$$\tilde{h}_{t+1}(i) = \left[ B^T h_{t+1} \right](i) \approx \left[ C \tilde{h}_t \right](i) = \sum_j C(i, j) \tilde{h}_t(j).$$ (7)

For instance, if $i = 1$ then $\tilde{h}_{t+1}(1) \approx \tilde{h}_t(1)$ since $C(i, j)$ is almost zero for all $j > 1$, and $C(1, 1) \approx 1$. Thus, in a binary classification setting such as ours, the sign of $\tilde{h}_t(1)$ will largely determine the output sentiment.

Using our framework and the observations above, we aim at inferring the sentiment per review. Let us denote the true label for a single review $s$ of the input sequence $\{x_{s,t}\}$ by $\hat{y}_s \in \{0, 1\}$. Similarly, we use $y_s$ for the label predicted by the network, i.e., $y_s = G(h_{s,T})$ where $G$ is some nonlinear neural function, and $T$ is the index of the last hidden state. We note that in sentiment analysis models, only the last hidden state is typically used for inference. We propose to compute $y_{s, KANN}^*$ of $h_{s,T}$ such that $y_{s, KANN}^* = y_s$ for all $s$. To this end, we take the sign of the weighted coefficients sum, scaled to the range zero to one. Formally,

$$y_{s, KANN}^* = \frac{1}{2} \text{sign} \left( \sum_{j=1}^3 p(j) \cdot \tilde{h}_{s,T}(j) \right) + \frac{1}{2},$$ (8)

where $\text{sign}(\cdot)$ is the sign function, $p \in \mathbb{R}^3_+$ is the explained variance for the three dominant components, and $\tilde{h}_{s,T}$ is the spectral coefficients vector of the last hidden state $h_{s,T}$.

For example, we extract a single review from the test set with 44 tokens. The first spectral coordinates are given by $\tilde{h}_T = [0.077, -0.176, 0.568]$, and $p = [0.869, 0.1, 0.025]$, yielding the label $y_{s, KANN}^* = 1$ which is equal to $y_s$ and $\hat{y}_s$. For reference, we also plot the weighted coefficients over time for this review in Fig. 4. The top, middle and bottom graphs correspond to the first, second, and third truncated SVD vectors. The dark and light color schemes represent the nonlinear and 0% linear paths, respectively. In addition, we evaluate Eq. (8) on 250 batches from the test set. The labels $y_{s, KANN}^*$ we compute match $y_s$ on 98% of the 16,000 samples. This result is particularly impressive given that we use only three basis elements. Interestingly, the average accuracy of the new labels exceeds the average accuracy of the network outputs, 86.84% vs. 86.28%. Finally, the per batch error histogram reads: [70, 89, 53, 31, 6, 1] batches attain [0, 1, 2, 3, 4, 5] errors across the batch, respectively.

4.3 ECG Classification

Electrocardiogram (ECG) tests track the electrical activity in the heart, and they help detect various abnormalities in a non-invasive way. In particular, classifying whether a beat is normal or not is a challenging task [45] which lacks descriptive neural models. To this end, we will focus on a common architecture for ECG classification that is based on LSTM autoencoders [46]. Our network is composed of a single layer LSTM encoder with a hidden size of 64, and an LSTM decoder with one layer as well. We use a publicly available subset of the MIT-BIH arrhythmia database [47]
for our data, named ECG5000\footnote{http://timeseriesclassification.com/description.php?Dataset=ECG5000}. This dataset includes 5000 sample heartbeats with a sequence length of 140. Around 60\% of the sequences are classified as normal and the rest are various anomalous signals.

While we consider the current task as a binary classification problem, there are several important differences between detecting anomalies in ECG signals and the SA problem we study in Sec.\textsuperscript{4.2}. In particular, the sentiment of a review is the direct outcome of the network, whereas for ECG, we make a decision based on the loss of the reconstructed signal when passed through the autoencoder. Therefore, the high dimensional generative nature of the model makes it more prone to small errors in the network. Further, the latent structure of the neural network post training is high dimensional in comparison to SA where it is essentially 1D. Specifically, we use a test batch of 20 beats and its hidden states tensor $H \in \mathbb{R}^{20 \times 141 \times 64}$, represented in the truncated SVD basis. In this setting, the explained variance ratios our model yields for the five dominant components read:

\[18.3\%, 13.6\%, 10.1\%, 8.4\%, 7.9\%\]

i.e., these modes explain only 58.6\% of the variance, and one needs at least 17 vectors to span > 90\% of the variance.

Given the above differences, we expect that understanding and analyzing recurrent models for ECG classification may be more challenging compared to the SA setting. To deal with these difficulties we will show that there is a more “natural” basis for $C$ than the basis used for the states. The new basis $V$ is formed from the eigenvectors of $C$, and it is complex-valued, unless the operator is symmetric. Further, $V$ shares some of the fundamental aspects of the truncated SVD modes. Namely, every latent state can be represented with this basis via linear projection, similarly to Eq.\textsuperscript{2}.

Furthermore, the basis elements can be ordered and sorted with respect to their dynamical dominance. Finally and in contrast to the SVD basis, it is guaranteed that the Koopman operator represented in the $V$ basis is always diagonal, and thus easy to process and analyze.

The latter observations can be derived in the following way. Given an approximate Koopman operator $C$, consider its eigenvalues $\lambda_j \in \mathbb{C}$ and eigenvectors $v_j \in \mathbb{C}^k$, i.e., it holds that $C v_j = \lambda_j v_j$. Let $h_{s,t}$ be some state and denote by $\hat{h}_{s,t}$ its spectral coefficients in the basis $V = (v_j)$. That is, analogously to Eq.\textsuperscript{4} we have,

\[\hat{h}_{s,t} = V^{-1} B^T h_{s,t}.\]  \hspace{1cm} (9)

Then, re-writing Eq.\textsuperscript{6} using the eigendecomposition of $C$ allows to formulate the temporal trajectory of $h_{s,t}$ via

\begin{align*}
\hat{h}_{s,t+1} &= V^{-1} B^T h_{s,t+1} \\
&\approx V^{-1} C B^T h_{s,t} = \Lambda V^{-1} B^T h_{s,t} \\
&= \Lambda \hat{h}_{s,t} = \left(\lambda_j \cdot \hat{h}_{s,t}(j)\right)
\end{align*}  \hspace{1cm} (10)

where $\Lambda$ is the diagonal matrix of eigenvalues, and the approximation is due to Eq.\textsuperscript{6}. Consequently, we obtain that $h_{s,t+1} \approx \sum_j \hat{h}_{s,t}(j) \lambda_j v_j$.

Based on the derivation (10) and its corollary, we can see that the (linearized) dynamics using $V$ are fully separable. Indeed, each eigenvector is propagated independently of the other vectors, and it is scaled by the eigenvalue and $\hat{h}_{s,t}$. Thus, represented in the eigenvectors basis, the linear dynamics matrix is simply $\Lambda$. Further, it directly follows that

\[\hat{h}_{s,t+k} \approx \left(\Lambda^k \cdot \hat{h}_{s,t}(j)\right),\]

that is, the number of steps forward is determined by the eigenvalue’s power. Finally, the basis elements can be naturally sorted using the norm of $\lambda_j$. We refer the reader to [34, 48] for a more comprehensive discussion on this topic.

We assess the importance of eigenvectors in the analysis of ECG classification in the following way. First, the LSTM autoencoder is trained for 150 epochs, yielding an accuracy of 98.5\%, 98.9\%, 97.9\% on the train, validation and test sets, respectively. Then, we extract a test batch of normal beats and its states tensor $H$. Next, we compute the matrix $C$ and its eigendecomposition, storing the eigenvalues in a matrix $\Lambda$, and the eigenvectors in $V$. Every vector in $V$ could be viewed as a hidden state, and thus we can compute its linear trajectory as governed by $C$. Based on the results above, the paths take the following form

\[v_{j,k} = \lambda_j^k v_{j,0},\]  \hspace{1cm} (11)

i.e., the $j$th eigenvector at time zero, $v_{j,0}$, is pushed to the $k$th time step by multiplying the vector by the $k$th power of the related eigenvalue. We denote by $f_{j,k}$ the reconstructed beat from the real part of $v_{j,k}$ for every $k \in \{1, ..., 140\}$. The value 140 was chosen as it represents a single full cycle for the beat signals.
Figure 5: We show the network reconstructions for the most dominant modes (Greys, Blues, Reds) and the least significant eigenvector (Greens). We also plot the beats corresponding to the zero state (magenta) and dominant SVD mode (dotted cyan). In addition, we employ the same color schemes for the associated eigenvalues’ paths, showing two trajectories for complex-valued \( \lambda_j \). See the text.

Fig. 5 shows the reconstructed beats over time, where we focus on the three most significant vectors and the least dominant mode based on their eigenvalue norm. We use a sequential colormap for each path collection \( \{v_{j,k}\}_{k=0}^{140} \) with Greys, Blues, Reds, and Greens for modes with eigenvalues 0.998, 0.994 \( \pm \) 0.016i, 0.988 \( \pm \) 0.057i, and 0.14, respectively. In practice, the eigenvectors converge within \( k < 20 \) iterations to a representative beat which is propagated forward in time until the eigenvalue vanishes. Further, we plot the reconstructed beats for the zero state in magenta, and the most dominant SVD mode in dotted cyan. Finally, we show in the right of Fig. 5 the paths of the respective eigenvalues and their powers for every \( k \), using the same color schemes we used for the beats. Noticeably, the green trajectory (0.14) quickly converges to zero, whereas the paths of the dominant modes remain, even after 140 applications of the matrix \( C \).

The first observation we make regarding the above results is that the eigenvectors \( V \) are “aware” of the dynamics in comparison to the SVD modes. Indeed, each of the eigenvectors can be viewed as an approximate fixed point of the dynamics \( F \) in Eq. (1) as we have \( v_{j,k+1} \approx Cv_{j,k} \), for all \( j \) and for moderate \( k \). Moreover, the eigenvectors converge to the beat signal of the zero state (Greys, Greens), or diverge from it slightly (Blues, Reds). In comparison, the SVD mode’s beat in dotted cyan is not close to any of those signals. This is somewhat expected as the SVD modes mostly encode the variability in the data, and thus may be viewed as the average normal signal per test batch. In this context, we can interpret the eigenvectors as the modes which are important to the decision and inference processes of the neural model. Importantly, most of the vectors \( v_j \) are associated with extremely small deviations from the zero state, and thus they do not contribute much to the dynamics. In practice, the long-term behavior of the network is governed by the signals plotted in Fig. 5.

Our second key finding is related to the model encoding of normal vs. anomalous beats. Viewed in the eigenvalues complex plane, we find that the model develops a “needle”-like robust region along the values \([0, 1]\). Namely, all the reconstructed beats along the path from 1 to 0, and in the neighborhood of zero are similar and classified as normal beats. In contrast, the other dominant modes (Blues and Reds) capture deviations from the limit beat as marked by the dashed circles over the missed peaks. These vectors are instrumental to the model detection of anomalies since anomalous beats are mostly described by the blue and red vectors via projection (9). We conclude that the network distinguishes between signals by measuring their deviation from the network’s encoding of the limit beat.

5 Discussion

In this work we presented a novel framework for studying sequence neural models based on Koopman Theory. Our method involves a dimensionality reduction representation of the states, and the computation of a linear map between the current state and the next state. Key to our approach is the wealth of tools we can exploit from linear analysis and Koopman-related work. In particular, we compute linear approximations of the state paths via simple matrix-vector multiplications. Moreover, we identify dominant features of the dynamical system and their affect on inference and prediction. Our results on the copy task, and sentiment and ECG classification provide simple yet accurate descriptions of the underlying dynamics and behavior of the recurrent models. We believe that our work will encourage others to develop techniques towards understanding neural networks better. In the future, we will explore the relation between the curved structure of state paths and the training process.
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A Koopman Theory

In this appendix we justify our approach from a theoretical standpoint that is based on Koopman Theory [7]. Let \( \varphi \) be a discrete-time continuous dynamical system on a finite-dimensional domain \( \mathcal{M} \). Formally,

\[
z_{k+1} = \varphi(z_k)
\]

where \( z_k \in \mathcal{M} \), and \( k = 0, 1, 2, \ldots \) is an integer index of the time. Then, \( \varphi \) induces a linear operator \( \mathcal{K}_\varphi \) which we call the Koopman operator, and it is given by

\[
\mathcal{K}_\varphi f(z_k) = f(z_{k+1})
\]

where \( f : \mathcal{M} \to \mathbb{R} \) is a scalar function in a bounded inner product function space \( \mathcal{F} \). It can be shown that \( \mathcal{K}_\varphi \) fully encodes the dynamics \( \varphi \) and vice versa [41]. Importantly, while \( \varphi \) is a transformation from the domain to itself, \( \mathcal{K}_\varphi : \mathcal{F} \to \mathcal{F} \) acts on the space of functions. From a practical point-of-view, these functions may be interpreted as observations of the system, such as velocity, sea level, temperature, or hidden states in our setup.

To justify our approach we consider the dynamics \( \varphi \) in this work to be the task. For example, we view the map that associates between the input and output vectors in the copy task as a dynamical system. Specifically, assume the model is required to remember three digits, then the input-output structure reads

\[
928----:-- \mapsto \varphi \quad ------928
\]

Thus, the hidden states may be considered as observations of the dynamics at various points in time. Our data-driven approach to learn \( \varphi \) based on its observations \( H \) via a linear operator \( C \) closely resembles the theoretical setting we outlined above. However, there is a fundamental difference – the Koopman operator \( \mathcal{K}_\varphi \) is typically infinite-dimensional, whereas \( C \) is naturally finite-dimensional. Thus, the matrix \( C \) is only an approximation of \( \mathcal{K}_\varphi \) in the general case.

Another important aspect of our computational pipeline is the assumption that the hidden states are embedded in a flat low-dimensional manifold. Indeed, if the underlying manifold would be high-dimensional or not flat, it would be difficult to capture the essential features of the system. In practice, the hidden state observations we investigate satisfy our requirements across several tasks, architectures and datasets.

B Unitary Koopman Operators

**Proposition 1** Let \( \varphi \) be an invertible measure preserving dynamical system on a domain \( \mathcal{M} \). Then its associated Koopman operator is unitary.

**Proof.** Let \( \varphi : \mathcal{M} \to \mathcal{M} \) be a map on the compact, inner-product space \( \mathcal{M} \). We denote by \( \mu \) the continuous measure on \( \mathcal{M} \), and its induced metric \( ||z|| \). The map \( \varphi \) is measure preserving, i.e., \( \mu(\varphi^{-1} A) = \mu(A) \) for every measurable set \( A \subseteq \mathcal{M} \). Let \( \mathcal{K}_\varphi \) be the Koopman operator of \( \varphi \) acting on the function space of square integrable function \( L^2 \). Given the indicator function \( 1_A \) for the set \( A \), we have that

\[
\mathcal{K}_\varphi 1_A(z) = 1_A(\varphi \circ z) = 1_{\varphi^{-1} A}(z)
\]

and thus

\[
\int_{\mathcal{M}} \mathcal{K}_\varphi 1_A \, d\mu = \mu(\varphi^{-1} A) = \mu(A) = \int_{\mathcal{M}} 1_A \, d\mu.
\]

Moreover, positive functions converge to a representation using simple indicator functions. Consequently, we have that \( \int_{\mathcal{M}} \mathcal{K}_\varphi f \, d\mu = \int_{\mathcal{M}} f \, d\mu \) for general \( f \in L^2 \) since it can be written as the difference of the integrable negative and positive components of \( f \).

The Koopman operator is linear and it is pointwise multiplicative, i.e., \( \mathcal{K}_\varphi (\alpha f + \beta g) = \alpha \mathcal{K}_\varphi (f) + \beta \mathcal{K}_\varphi (g) \) and \( \mathcal{K}_\varphi (fg) = \mathcal{K}_\varphi (f) \mathcal{K}_\varphi (g) \), where \( \alpha, \beta \in \mathbb{R} \), and \( f, g \in L^2 \). Due to these observations, it follows that \( \mathcal{K}_\varphi \) preserves the inner product of functions, namely, for every \( f, g \in L^2 \)

\[
\langle f, g \rangle = \int_{\mathcal{M}} f g \, d\mu = \int_{\mathcal{M}} \mathcal{K}_\varphi (f) \mathcal{K}_\varphi (g) \, d\mu = \langle \mathcal{K}_\varphi (f), \mathcal{K}_\varphi (g) \rangle.
\]

Thus, the Koopman operator in this case is an isometry, since

\[
d(f, g) = ||f - g|| = (f - g, f - g)^{\frac{1}{2}} = (\mathcal{K}_\varphi (f - g), \mathcal{K}_\varphi (f - g))^{\frac{1}{2}}.
\]

Finally, if \( \varphi \) is invertible then \( \mathcal{K}_\varphi^* \mathcal{K}_\varphi = \mathcal{K}_\varphi \mathcal{K}_\varphi^* \) where \( \mathcal{K}_\varphi^* \) is the adjoint operator, and thus \( \mathcal{K}_\varphi \) is unitary.
Table 3: The following hyperparameters per task and model were used during training.

| Task               | Architecture | #epochs | #units | Optimizer | LR   | LR Scheduler | Clip |
|--------------------|--------------|---------|--------|-----------|------|--------------|------|
| Copy Task          | dtriv        | 500     | 48     | RMSprop   | 1e−3 | –            | –1   |
| Copy Task          | RNN          | 10k     | 64     | RMSprop   | 5e−3 | ExpLR, γ = 0.85 | 5   |
| Copy Task          | GRU          | 285     | 48     | RMSprop   | 1e−2 | –            | –1   |
| Copy Task          | LSTM         | 6.5k    | 48     | RMSprop   | 5e−3 | –            | 10   |
| Sentiment Analysis | RNN          | 7       | 128    | Adam      | 5e−3 | ExpLR, γ = 0.6 | 15  |
| Sentiment Analysis | GRU          | 5       | 256    | Adam      | 5e−3 | ExpLR, γ = 0.5 | 15  |
| Sentiment Analysis | LSTM         | 5       | 256    | Adam      | 1e−3 | ExpLR, γ = 0.3 | 5   |
| ECG Classification | GRU          | 150     | 64     | Adam      | 1e−3 | –            | –1   |
| ECG Classification | LSTM         | 150     | 64     | Adam      | 1e−3 | –            | –1   |

C Additional Results

In this section, we provide additional results on the copy task, and sentiment analysis and ECG classification problems using different architectures. We focus on three common units which are used to construct most existing recurrent models. Namely, we employ vanilla recurrent neural networks (RNN) [29], gated recurrent units (GRU) [31], and long-short term memory units (LSTM) [30]. For every task and architecture, the results we present include the visualization of the operator $C$ and its eigenvalue spectrum (Figs. 6, 7, 8). Moreover, we demonstrate the low-dimensional embedding of the linearized paths when projected to the first, second and third truncated SVD components on the copy task and

![Figure 6: We show in the top row the various $C$ matrices we obtain for the copy task using the RNN, LSTM and GRU units. For each matrix, we present its corresponding eigenvalue spectrum in the bottom row. Interestingly, while all units achieve > 95% accuracy results on this task, we units (RNN and GRU) are not stable as they include eigenvalues whose norm is greater than 1.](image-url)
Figure 7: The sentiment analysis problem is unique in that three truncated SVD modes capture $\geq 95\%$ of the variability in the hidden states. Thus, the $C$ matrices (top row) encode most of the information in the left part of the matrix. The spectra information for LSTM and GRU is similar with mostly decaying eigenvalues and a few unit norm modes. In contrast, RNN presents a completely different spectrum, where most of the eigenvalues are unit length.

ECG classification problem (Figs. 9, 10). We also extract a particular review from the IMDB dataset and plot its truncated SVD coefficients with respect to the RNN, LSTM, and GRU models in Fig. 11. Overall, most of our results are consistent with the observations we make in the main text, with some variations which can be attributed to a particular architecture or a specific problem. We briefly discuss the latter differences as well as explain them below.

In our experiments, we opt for an as basic as possible training procedure per task and model such that the obtained results yield comparable loss and accuracy measures. In most cases, we followed the standard training procedures which are commonly used on the selected tasks. We detail in Tab. 3 where architecture lists the specific unit we used, #units is the dimension of the hidden state, and LR is the initial learning rate. In several cases we employed a learning rate exponential scheduler (ExpLR) and gradient clipping ($-1$ is no clipping).
Figure 8: We show the $C$ matrix and its spectrum for the LSTM and GRU units on the ECG classification task. In both cases, the matrices are similar in their structure and spectra.

Figure 9: The coefficients of the first, second and third principal components are shown above in the context of the copy task. These coefficients correspond to various different paths: nonlinear (grey), 0% linear (blue), 20% linear, and 100% linear. See the main document for the definition of linearized paths. Evidently, the paths of the RNN unit are mixed with no clear structure, whereas LSTM and GRU generate paths with structural features, which are approximately maintained by our approach.
Figure 10: Similar to Fig. 9, we show the temporal principal component coefficients of LSTM and GRU on the ECG classification task. Here, again, both methods develop clear structures in the latent space, and our method approximately follows these structures.

Figure 11: We show the spectral coefficients of a particular review in the sentiment analysis problem for various architectures. Our results highlight that the sign of the coefficients is instrumental to determine the sentiment of a review. In particular, in this example, the review’s true label is positive. If one inspects the coefficients of the last hidden state (i.e., at time $T$), it becomes evident that the nonlinear path as well as linear yield the same sentiment as the true label across all architectures.