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Abstract—Ridge regression (RR) is an important machine learning technique which introduces a regularization hyperparameter \( \alpha \) to ordinary multiple linear regression for analyzing data suffering from multicollinearity. In this paper, we present a quantum algorithm for RR, where the technique of parallel Hamiltonian simulation to simulate a number of Hermitian matrices in parallel is proposed and used to develop a quantum version of \( K \)-fold cross-validation approach, which can efficiently estimate the predictive performance of RR. Our algorithm consists of two phases: (1) using quantum \( K \)-fold cross-validation to efficiently determine a good \( \alpha \) with which RR can achieve good predictive performance, and then (2) generating a quantum state encoding the optimal fitting parameters of RR with such \( \alpha \), which can be further utilized to predict new data. Since indefinite dense Hamiltonian simulation has been adopted as a key subroutine, our algorithm can efficiently handle non-sparse data matrices. It is shown that our algorithm can achieve exponential speedup over the classical counterpart for (low-rank) data matrices with low condition numbers. But when the condition numbers of data matrices is large to be amenable to full or approximately full ranks of data matrices, only polynomial speedup can be achieved.
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1 INTRODUCTION

 Dating from the 80’s of last century, quantum computing has been shown to be more computationally powerful in solving certain problems than classical computing [1], [2], [3], [4]. In the past decade, it has been brought into the field of machine learning, which is a subfield of computer science and studies how to learn from data and make predictions on new data [5], giving birth to a new disciplinary research field—quantum machine learning. Since its inception, quantum machine learning has become a booming research field attracting worldwide attentions, and a number of efficient quantum algorithms have been proposed for various machine learning tasks [6], [7], [8], [9].

Linear regression (LR) is one of the most important machine learning tasks with wide applications in many scientific fields including biology, behavioristic, sociology, finance, and so on [9]. Given \( N \) data points \( (x_i, y_i)_{i=1}^N \), where \( x_i = (x_{i1}, \cdots, x_{iM})^T \in \mathbb{R}^M \) is a vector of \( M \) independent (exploratory, input) variables and \( y_i \in \mathbb{R} \) is the scalar dependent (response, output) variable, LR assumes that \( x_i \) and \( y_i \) are linearly correlated and attempts to construct a linear function \( f(x) = w^T x \) characterized by fitting parameters \( w = (w_1, \cdots, w_M)^T \) that can best fit such relationship, i.e., making every \( f(x_i) \) as close as possible to \( y_i \). It should be emphasized that \( x \) can be generated by a nonlinear map on some original data, such as polynomial function, which enables LR to fit nonlinear function.

The simplest LR model is ordinary linear regression (OLR), where the optimal fitting parameters \( w = (X^T X)^{-1} X^T y \) are determined via least squares method of minimizing the sum of squared residuals. Here \( y = (y_1, \cdots, y_N)^T \), and \( X = (x_1, \cdots, x_N)^T \) is called design matrix. However, OLR in practice is often far from satisfaction [5], [10], [11] when suffering multicollinearity of independent variables of data points (which makes \( X^T X \) not invertible) or overfitting. These two difficulties substantially restrict the effectiveness of OLR when putting it into real-world applications. To circumvent them, Hoerl et al. [11] put forward a generalized version of OLR—ridge regression (RR), in which some regularization of \( w \) is introduced into optimization. This leads to the optimal fitting parameters of RR being \( w = (X^T X + \alpha I)^{-1} X^T y \), where \( \alpha \) denotes regularization hyperparameter and \( I \) is the identity matrix. However, choosing an appropriate \( \alpha \) with which RR can achieve the best (or approximately
best) predictive performance is of great challenge.

As of now, a series of quantum algorithms for LR have been proposed. By building on the well-known quantum algorithm for solving linear systems of equations proposed by Harrow, Hassidim, and Lloyd (HHL) \cite{12}, Wiebe et al. \cite{13} first provided a quantum algorithm that can efficiently determine the fitting quality of OLR over an exponentially large data set with a sparse design matrix. Their results were later improved and directly extended to tackle RR \cite{14}. Lately, different from the previous algorithms \cite{12, 14} which are efficient only for the data sets with sparse design matrices, Schuld et al. provided a quantum algorithm for prediction by OLR that can efficiently process low-rank non-sparse design matrices \cite{15}. More recently, Wang suggested a quantum linear regression algorithm that works in the standard oracle model and can efficiently output the optimal fitting parameters in the classical form \cite{16}. However, with the exception of prior work for quantum RR \cite{14}, almost all of these quantum linear regression algorithms are based on OLR rather than RR, thus cannot combat multicollinearity and overfitting mentioned above.

In this paper, to deeply explore how and to what extent RR can be done by quantum computing faster than by classical computing, we design a more comprehensive quantum algorithm for RR. Inspired by the technique of \( K \)-fold cross-validation \cite{10} which has been widely used to evaluate the predictive performance of many machine learning algorithms \cite{5, 28}, we propose its quantum version to efficiently evaluate the predictive performance of RR. Our quantum algorithm will use the quantum \( K \)-fold cross-validation to determine a good \( \alpha \) for RR, and then generate a quantum state encoding the fitting parameters of RR with such \( \alpha \) in the amplitudes. It is shown that our algorithm is exponentially faster than the classical counterpart, when processing (low-rank) design matrices with relatively small elements and low condition numbers, but when design matrices have large condition numbers amenable to full or approximately full ranks of data matrices, only polynomial speedup can be achieved. Our algorithm improves the existing quantum algorithm for RR, i.e., LZ’\(\)s algorithm \cite{14}, from two aspects. First, since our algorithm uses an indefinite dense Hamiltonian simulation \cite{22} as the key subroutine, our algorithm has no dependence on the sparsity of design matrices, but has slightly worse dependence on the error, whereas LZ’\(\)s uses sparse Hamiltonian simulation as the subroutine and can only efficiently tackle sparse design matrices. Second, our algorithm presents an efficient procedure, i.e., quantum \( K \)-fold cross-validation, to determine a good \( \alpha \) for RR, while LZ’\(\)s algorithm does not address this important task.

Just as other HHL-based quantum machine learning algorithms with several caveats \cite{17}, our algorithm also faces similar caveats. First, our algorithm assumes that efficient quantum access to the entries of \( X \) and \( y \) is provided. This can be achieved by quantum random access memory (QRAM) \cite{18}, for which there is no general implementation in quantum hardware to date. However, if the entries can be efficiently computed by simple and explicit formula, the quantum access can be efficiently implemented directly without QRAM. Second, our algorithm does not output the classical form of the optimal fitting parameters \( w \), but a quantum state \(| w \rangle \) encoding \( w \) in its amplitudes. Nevertheless, the state can be further used to efficiently predict new data via swap test \cite{19, 20}. Finally, our algorithm is exponentially fast when the condition number of the design matrix \( X \) is relatively low. The condition number may be reduced by preconditioning \( X \).

## 2 Review of ridge regression

Given a set of \( N \) data points \((x_i, y_i)_{i=1}^N \) as described above, RR aims at finding a linear function \( f(x) = x^T w = \sum_{j=1}^{M} x_j w_j \) characterized by the fitting parameters \( w = (w_1, \ldots, w_M)^T \) that makes all \( f(x_i) \) as close as possible to \( y_i \) \cite{5, 10, 11}. Different from the OLR where the sum of squared residuals is minimized, RR minimizes the sum of squared residuals plus a fraction of regularization of \( w \) and has the optimal fitting parameters

\[
\begin{align*}
\mathbf{w} & = \arg\min_{\mathbf{w}} \sum_{i=1}^{N} |f(x_i) - y_i|^2 + \alpha \| w \|^2 \\
& = (X^T X + \alpha I)^{-1} X^T y,
\end{align*}
\]

where \( \| v \| \) is the 2-norm of any vector \( v \). Evidently, OLR is a special case of RR with \( \alpha = 0 \). Write \( X \) in the reduced singular value decomposition \cite{21} form

\[
X = \sum_{j=1}^{R} \lambda_j |u_j\rangle\langle v_j|,
\]

where \( R \) is the rank of \( X \), \( \lambda_j \) are the nonzero singular values, and \( |u_j\rangle \) (\( |v_j\rangle \)) are the corresponding left (right) normalized singular vectors. Adding another \( N - R \) normalized vectors \( |u_{R+1}\rangle, \ldots, |u_N\rangle \) that make \( |u_1\rangle, \ldots, |u_N\rangle \) become an orthonormal basis spanning the whole space \( \mathbb{R}^N \), \( y/\| y \| \) can be written as a linear combination of \( \{ |u_j\rangle \}_{j=1}^{N} \), \( y/\| y \| = \sum_{j=1}^{N} \beta_j |u_j\rangle \) with \( \sum_{j=1}^{N} \beta_j^2 = 1 \), and thus \( w \) can be rephrased as

\[
\begin{align*}
\mathbf{w} & = \sum_{j=1}^{R} \frac{\lambda_j}{\lambda_j + \alpha} \beta_j | y \rangle \langle v_j | \\
& = \sum_{j=1}^{R} \frac{\lambda_j}{\lambda_j + \alpha} \beta_j | y \rangle \langle v_j |,
\end{align*}
\]

which depends on the choice of \( \alpha \). After attaining \( w \), one can predict the output \( \tilde{y} \) of any new input \( \tilde{x} \) via
computing \( \tilde{y} = w^T \tilde{x} \). So the predictive squared error sum for all the training data points is

\[
\|Xw - y\|^2 = \|y\|^2 \left( \sum_{j=1}^{R} \left( 1 - \frac{\lambda_j^2}{\lambda_j^2 + \alpha} \right) \beta_j^2 + \sum_{j=R+1}^{N} \beta_j^2 \right)^2
\]

since \( \sum_{j=R+1}^{N} \beta_j^2 = 1 - (\sum_{j=1}^{R} \beta_j^2) \), where \( \Lambda = \max_{j=1,\ldots,R} \frac{\lambda_j^2}{\lambda_j^2 + \alpha} \) and 0 < \( \Lambda < 1 \). If \( \sum_{j=1}^{R} \beta_j^2 \) is small, the error sum would be very large, meaning that the model is badly constructed; otherwise, the error sum is small. As a result, when the RR model is well constructed, the support of \( y / \|y\| \) in the space spanned by \( \{ |u_j\rangle \}_{j=1}^{R} \), i.e., \( \sum_{j=1}^{R} \beta_j^2 \), should be large to be close to 1.

Therefore, it is of great importance to choose a good \( \alpha \) so that RR with such \( \alpha \) can achieve good predictive performance, and then to obtain the \( w \) of RR with such \( \alpha \).

### 3 Quantum algorithm

In the following, we design a quantum algorithm for RR. It consists of two subroutines: a quantum algorithm for generating the quantum state encoding the optimal fitting parameters \( w \) (Eqs. (1) and (2)), and a quantum algorithm for finding a good \( \alpha \). Throughout the algorithm, we assume we are provided the quantum oracles

\[
O_x : |j\rangle|k\rangle|0\rangle \mapsto |j\rangle|k\rangle|x_{jk}\rangle
\]

and

\[
O_y : |j\rangle|0\rangle \mapsto |j\rangle|y_j\rangle,
\]

which can efficiently access the entries of \( X \) and \( y \) in time \( O(\text{polylog}(MN)) \) and \( O(\text{polylog}(N)) \), respectively. This holds when the entrees of \( X \) and \( y \) are efficiently computable or are stored in QRAM [13]. In general, \( X \) is not too much skewed, and \( \|X\|_\text{max} \) and \( \|y\|_\text{max} \) are not too large, hence we assume \( M = O(N) \) and \( \|X\|_\text{max}, \|y\|_\text{max} = O(1) \) hereafter.

#### 3.1 Algorithm 1: generating a quantum state encoding the optimal fitting parameters

We first give a quantum algorithm to generate a quantum state \( |w\rangle \) that approximates the normalized \( w \) within error \( \epsilon \). From Eq. (2), it is easy to see that, to obtain \( w \), we need perform singular value decomposition on \( X \). To achieve this, the recently invented technique of indefinite non-sparse Hamiltonian simulation [22] is adopted. Given a Hermitian matrix \( A \in \mathbb{C}^{N \times N} \) and efficient quantum access to its entries, by embedding \( A \) into a larger one-sparse Hermitian matrix, it is able to simulate the unitary matrix \( e^{-itA} \) for time \( t \) within error \( \epsilon \) in time \( O(\text{polylog}(N)^2 \|A\|_\text{max} / \epsilon) \), where \( \|A\|_\text{max} := \max \|A_{ij}\| \). However, in our problem, since \( X \) is generally not Hermitian, we extend it to a larger but Hermitian matrix

\[
\tilde{X} = \begin{bmatrix} 0 & X \vspace{2mm} \\ X^T & 0 \end{bmatrix} \in \mathbb{R}^{(N+M) \times (N+M)},
\]

which is of \( 2R \) nonzero eigenvalues \( \{ \pm \lambda_j \}_{j=1}^{R} \) and corresponding normalized eigenvectors \( \{|u_j\rangle, \pm |v_j\rangle\} := (|0, u_j\rangle \pm |1, v_j\rangle) / \sqrt{2} \in \mathbb{C}^{N+M} \), where

\[
|0, u_j\rangle = |0\rangle, |1, v_j\rangle = |v_j\rangle.
\]

Without loss of generality, we assume \( \lambda_{j\text{max}} \in [1/\kappa, 1] \), where \( \kappa \) is the condition number of \( X \). In addition, from Eq. (2), it is easy to see that too small \( \alpha \) will make RR reduced to OLR and too large \( \alpha \) will make the optimal fitting parameters approach zero, thus we choose \( \alpha \) satisfying \( \Theta \left( \frac{1}{(N+M)^2} \right) \leq \alpha \leq \Theta \left( (N+M)^2 \right) \).

The first algorithm proceeds as following steps and the schematic is given in Fig. 1

1. Prepare the \( (N + M) \)-dimensional quantum state \( |0, y\rangle = (|y\rangle^T, 0)^T = \sum_{j=1}^{N} \beta_j |0, u_j\rangle \) by directly expanding the state \( |y\rangle := y / \|y\| \).

Here we assume \( |y\rangle \) can be generated efficiently in time \( O(\text{polylog}(N)) \). As shown in appendix A when \( y \) is balanced [16] in the sense that

\[
\sum_{j=1}^{N} |y_j|^2 / N \|y\|_\text{max}^2 = \Omega(1),
\]

\( |y\rangle \) can be efficiently generated in time \( O(\text{polylog}(N)) \) via \( O_x \). Alternatively, \( |y\rangle \) can also be efficiently prepared when for any \( i, i_2, \sum_{i=i_1}^{i_2} |y_i|^2 \) are efficiently computable [23].

2. Add another register in the state \( |0\cdots 0\rangle \) to the above \( |0, y\rangle \), and perform phase estimation by simulating \( e^{-it\tilde{X}} \) for some evolution time \( t_1 \) to reveal the eigenvalues and eigenvectors of \( \tilde{X} \) as

\[
\sum_{j=1}^{R} \beta_j |u_j, \pm v_j\rangle \left( \pm \lambda_j / (N + M) \right) / \sqrt{2}.
\]

Here for convenience we assume \( |y\rangle \) fully lies in the subspace \( \{|u_j\rangle \}_{j=1}^{R} \), namely \( |y\rangle = \sum_{j=1}^{R} \beta_j |u_j\rangle \) with \( \sum_{j=1}^{R} \beta_j^2 = 1 \) and thus \( |0, y\rangle = \sum_{j=1}^{R} \beta_j |0, u_j\rangle = \sum_{j=1}^{R} \beta_j |u_j, \pm v_j\rangle / \sqrt{2} \). If \( |y\rangle \), more generally, does not
fully lie in the subspace \( \{ |u_j \rangle \}_{j=1}^R \), the state of Eq. (5) would be
\[
\sum_{j=1}^R \beta_j |u_j, \pm v_j \rangle | \pm \lambda_j \sqrt{N + M} \rangle / \sqrt{2} \\
+ \sum_{j=R+1}^N \beta_j |0, u_j \rangle |0 \cdots 0 \rangle.
\]

(6)

Nonetheless, we can efficiently transform the state of Eq. (6) to the state of Eq. (5): introduce another qubit \(|0\rangle\) and rotate it to \(|1\rangle\) when the eigenvalue stored in the second register (eigenvalue register) is nonzero, and then measure the qubit to see the outcome \(|1\rangle\). The measurement probability is \(\sum_{j=1}^R \beta_j^2 \approx 1\) as discussed in Sec[2] so the transformation is quite efficient. After successful measurement, we obtain the state of Eq. (5) by letting \(\beta_j \leftarrow \beta_j / \sqrt{\sum_{j=1}^R \beta_j^2}\) for \(j = 1, \ldots, R\).

(3) Add one qubit and rotate it from \(|0\rangle\) to \(\sqrt{1 - C_1^2 h^2(\pm \lambda_j, \alpha) |0\rangle + C_1 h(\pm \lambda_j, \alpha) |1\rangle}\) controlled on \(|\pm \frac{\lambda_j}{\sqrt{N + M}}\rangle\), where \(h(\lambda, \alpha) := \frac{\langle N + \lambda \rangle}{\lambda + \alpha} \) and \(C_1 = O(\max_{\lambda_j} h(\lambda_j, \alpha))^{-1} = O(1/\kappa)\). As shown in appendix [B] the maximum of \(h(\lambda_j, \alpha)\) as well as \(C_1\) depends on the actual choice of \(\alpha\), but \(C_1 h(\lambda_j, \alpha) = \Omega(1/\kappa)\) for all possible \(\alpha\). Then we undo phase estimation and obtain
\[
\sum_{j=1}^R \beta_j |u_j, \pm v_j \rangle \left( \sqrt{1 - C_1^2 h^2(\pm \lambda_j, \alpha) |0\rangle} + C_1 h(\pm \lambda_j, \alpha) |1\rangle \right).
\]

(7)

(4) Measure the last qubit to get \(|1\rangle\) and project the first register onto the \(v_j\) part. The final state of the first register approximates
\[
|\phi_w \rangle := \frac{\sum_{j=1}^R C_1 \beta_j h(\lambda_j, \alpha) |v_j \rangle}{\sqrt{\sum_{j=1}^R C_1^2 \beta_j^2 h^2(\lambda_j, \alpha)}} \propto w,
\]

(8)

which is proportional to Eqs. (4) and (2) as desired. The success probability of getting \(|1\rangle\) is \(\sum_{j=1}^R C_1^2 \beta_j^2 h^2(\lambda_j, \alpha) = \Omega(1/\kappa^2)\), which implies that \(O(\kappa^2)\) repetitions are enough to yield the desirable state with a large probability, and this can be improved by amplitude amplification [24] with \(O(\kappa)\) repetitions.

Given the quantum form \(|\tilde{x}\rangle\) of a new input data \(\tilde{x}\), the state \(|\phi_w \rangle\) can be used to predict the output \(\tilde{y} = w^T \tilde{x}\) up to some factor by evaluating the inner product of \(|\tilde{x}\rangle\) and \(|\phi_w \rangle\) via swap test [19, 20].

### 3.2 Time complexity of algorithm 1

The time complexity of algorithm 1 is dominated by phase estimation and amplitude amplification. In step (2), the eigenvalues \(\pm \frac{\lambda_j}{\sqrt{N + M}} \in \pm [1/\kappa, 1]\) are estimated within error \(O(1/\kappa)\) via phase estimation. Consequently, the relative error of estimating \(h(\pm \lambda_j, \alpha)\) scales as \(O(\kappa/t)\) no matter how \(\alpha\) is chosen, but its actual scale depends on \(\alpha\) as detailed in appendix [B]. Therefore, \(t_1 = O(\kappa/\epsilon)\) is taken to ensure the final state approximates \(|\phi_w \rangle\) within error \(\epsilon\). Thus, according to [22], phase estimation takes time \(O(\|X\|_{\text{max}}^2 \text{polylog}(N + M)/\kappa^6/\epsilon^4)\). Considering amplitude amplification of \(O(\kappa)\) repetitions in step (4), it takes total time \(O(\|X\|_{\text{max}}^2 \text{polylog}(N + M)/\kappa^3/\epsilon^4)\) to generate \(|\phi_w \rangle\). Since \(\text{Tr}(X^T X) = \sum_{ij} \lambda_j \lambda_j \leq N M \|X\|_{\text{max}}^2\), and thus the rank \(R\) of \(X\) is upper bounded as \(R = O(\kappa^2)\) due to \(R = \Theta(\kappa)\). Considering the quantum form \(|\tilde{x}\rangle\) of a new input data \(\tilde{x}\), the state \(|\phi_w \rangle\) can be used to predict the output \(\tilde{y} = w^T \tilde{x}\) up to some factor by evaluating the inner product of \(|\tilde{x}\rangle\) and \(|\phi_w \rangle\) via swap test [19, 20].

![Fig. 1. Quantum circuit for algorithm 1. Here the ‘|’ denotes a bundle of wires, \(H\) denotes the Hadamard operation, \(F T\) represents the quantum Fourier transformation and \(F T^{-1}\) is its inverse \([1]\), and \(\epsilon\) is the number of qubits for estimating the eigenvalues of \(\frac{X}{\sqrt{2M}}\) in step (2), controlled-\(R\) denotes controlled rotation in step (3).](image-url)
LZ’s result, whereas the dependence on \( \epsilon \) is worse by a factor \( \epsilon^{-1} \). However, our algorithm 1 has no dependence on \( s \), which makes it capable to efficiently handle non-sparse design matrices, and is exponentially faster than LZ’s algorithm for non-sparse design matrices with \( s = O(N) \) when \( \kappa, 1/\epsilon = O(\text{polylog} N) \).

Just as LZ’s algorithm, our algorithm 1 can also output the scale parameter \( \| w \|^2 \) which tells how \( w \) is rescaled to \( |w| \). From Eq. (2), we can see that

\[
\| w \|^2 = \frac{\sum_{j=1}^R \left( \frac{\lambda_j}{\lambda_j^2 + \alpha} \right)^2 \| y \|^2}{P} = \frac{\sum_{j=1}^R \frac{h^2(\lambda_j, \alpha)\beta_j^2 \| y \|^2}{(N + M)^2}}{\frac{P \| y \|^2}{C_1^2(N + M)^2}},
\]

where \( P = \sum_{j=1}^R C_2^2 \beta_j h^2(\lambda_j, \alpha) = \Omega(1/\kappa^2) \) represents the measurement probability in step (4) of algorithm 1. Just as estimating \( \| w \|^2 \) shown in appendix A, \( P \) (as well as \( \| w \|^2 \)) is estimated via amplitude estimation [24] within relative error \( \epsilon \) with \( \Omega \left( \sqrt{\frac{1}{\epsilon^2}} \right) = O \left( \frac{1}{\epsilon} \right) \) repetitions of steps (1)-(3). Since the runtime of each repetition is dominated by that of phase estimation as discussed above, i.e., \( O(\| X \|_{\text{max}}^2 \text{polylog}(N + M)\kappa^2/\epsilon^2) \), \( \| w \|^2 \) can be estimated within relative error \( \epsilon \) in time \( O(\| X \|_{\text{max}}^2 \text{polylog}(N + M)\kappa^2/\epsilon^2) \). Considering \( M = \Theta(N) \) and \( \| X \|_{\text{max}} = \Theta(1) \), this procedure would be efficient when \( \kappa, 1/\epsilon = \text{polylog}(N) \).

### 3.3 Algorithm 2: choosing a good \( \alpha \)

Choosing a good value of \( \alpha \) which allows the prediction of future data is a critical part of RR. A common and efficient method for choosing a good \( \alpha \) is to choose the best one out of a number of candidate \( \alpha \)'s, so that RR with such \( \alpha \) has the best predictive performance \[1\]. The most common method for evaluating the predictive performance of RR as well as other linear regression tasks is \( K \)-fold cross-validation \[1\]. Let us outline how to combine these two methods to determine the best \( \alpha \). First, the set of \( N \) data points is divided into \( K \) subsets (2 \( \leq K \leq N \)) and the \( l \)-th subset contains the data points \( \{(x_j, y_j) \} \) with \( j \in S_l \), where

\[
S_l := \{(l-1)N/K + 1, \ldots, lN/K\}
\]

is used to mark the numbers of data points assigned to the \( l \)-th subset. Then \( K \) turns of training-test procedures are run, where in the \( l \)-th turn the \( l \)-th subset is taken as the test set and the others are taken as the training set. After that, the squared residual sum over all data points is calculated to evaluate the predictive performance of this model for a certain \( \alpha \). The \( \alpha \) over all the candidates corresponding to the best predictive performance is chosen as the final \( \alpha \). The details are shown as follows.

Let \( X_l \in \mathbb{R}^{N/K \times M} \) be the matrix containing the rows \( S_l \) of \( X \) which corresponds to the \( l \)-th subset, and \( X_{-l} \in \mathbb{R}^{N \times M} \) be the matrix \( X \) but replacing the elements of the rows of \( S_l \) with zeros. Evidently, the rank of \( X_{-l} \) is equal or less than that of \( X \). \( X_{-l} \) can be written in the singular value decomposition \( X_{-l} = \sum_{j=1}^{K} \lambda_j |u_j\rangle \langle v_j| \), where \( \lambda_j \) are its singular values, \( |u_j\rangle \langle v_j| \) are their corresponding left (right) singular vectors. \( R_l \) is its rank and \( \leq R \) obviously. All \( \lambda_j \) lie in \( \left( \frac{N+M}{K}, N + M \right) \), and \( \kappa' = O(\kappa) \) by taking \( K = \Omega \left( \frac{N+M}{(N+M)^2}\kappa^2 \right) \), a good example of choosing such \( K \) being leave-one-out cross-validation; see appendix C for more details on the scale of \( \lambda_j \).

Similarly, we define \( y_l \) and \( y_{-l} \).

In the \( l \)-th turn, according to the Eq. (2), the optimal fitting parameters are

\[
w_l = \left( X_{-l}^T X_{-l} + \alpha I \right)^{-1} X_{-l}^T y_{-l}.
\]

Consequently, the squared residual sum of prediction of \( l \)-th turn is \( \| y_l - X_l w_l \|^2 \) and the predictive performance of RR with a certain \( \alpha \) is quantified as the total sum over \( K \) turns,

\[
E(\alpha) = \sum_{l=1}^{K} \| y_l - X_l w_l \|^2 = \sum_{l=1}^{K} (\| y_l \|^2 + \| X_l w_l \|^2 - 2 y_l^T X_l w_l).
\]

Given a set of candidate \( \alpha \)'s, \( \{\alpha_1, \ldots, \alpha_L\} \), our objective is to choose \( \hat{\alpha} \) such that

\[
\hat{\alpha} = \arg\min_{\alpha \in \{\alpha_1, \ldots, \alpha_L\}} E(\alpha).
\]

Normally, we uniformly take these \( L \) candidate values of \( \alpha \) in the prespecified range \( \alpha_{\min} = \Theta \left( \frac{(N+M)^2}{\kappa^2} \right), \alpha_{\max} = \Theta \left( (N+M)^2 \right) \), e.g.,

\[
\left( \frac{(N+M)^2}{L \kappa^2}, \frac{(N+M)^2}{\kappa^2} \right].
\]

That is to say, \( \alpha_j = \alpha_{\min} + \frac{(N+M)^2}{\kappa^2} \left( \alpha_{\max} - \alpha_{\min} \right), \) for \( j = 1, \ldots, L \).

In the following, we present an efficient quantum algorithm to choose \( \hat{\alpha} \). Taking full advantage of quantum parallelism, our quantum algorithm can efficiently estimate \( E(\alpha) \) for a given candidate \( \alpha \). Since the algorithm is inspired by above \( K \)-fold cross-validation, we name it \( \text{quantum} \ K \)-fold cross-validation.

Given a certain \( \alpha \), the first term of \( E(\alpha) \) (Eq. (12)), \( E_1(\alpha) = \sum_{l=1}^{K} \| y_l \|^2 = \| y \|^2 \) can be estimated easily as shown in appendix A. From Eq. (12), we can see that, to estimate the second and third terms, i.e., \( E_2(\alpha) \) and \( E_3(\alpha) \), \( w_l \) for \( l = 1, \ldots, K \) need to be revealed. Moreover, every data point in the \( l \)-th subset
is assigned to the same \( w_l \). Therefore, we intend to generate the quantum state approximating

\[
|\psi_w \rangle = \frac{\sum_{l=1}^{K} (\sum_{\tau \in S_l} |\tau \rangle \otimes w_l)}{\sqrt{\sum_{l=1}^{K} N \|w_l\|^2 / K}},
\]

which can be efficiently generated in time \( O(\text{polylog } N) \), as shown in appendix [A].

(2) Perform phase estimation on the above state by simulating the unitary operation

\[
\sum_{l=1}^{K} \left( \sum_{\tau \in S_l} |\tau \rangle \langle \tau | \right) e^{-i \frac{\hat{X}_l \cdot x_{\tau}}{N+M}}
\]

for some evolution time \( t_2 \) to reveal the eigenvalues of \( \frac{\hat{X}_l}{N+M} \) in parallel, where

\[
\hat{X}_l = \begin{bmatrix} 0 & \mathbf{X}_l \end{bmatrix} \in \mathbb{R}^{(N+M) \times (N+M)}
\]

which has eigenvalues \( \{ \pm \lambda_{ij} \}_{j=1}^{K_l} \) and corresponding eigenvectors \( \{ |u_{ij}, \pm \rangle \}_{j=1}^{K_l} \). Similar to the step (3), the resultant state becomes

\[
\sum_{l=1}^{K} \left( \sum_{\tau \in S_l} |\tau \rangle \langle \tau | \right) \left( \sum_{j} \|y_{\tau-l}\| \beta_{ij} |u_{ij}, \pm \rangle \right) \left( \pm \frac{\lambda_{ij}}{\sqrt{N+M}} \right)
\]

where \( \beta_{ij} := (0, u_{ij} | 0, y_{\tau-l} \rangle) \).

(3) Similar to step (3) of algorithm 1, an auxiliary qubit is added and rotated from \( |0 \rangle \) to \( \sqrt{1 - C_2^2 h^2 (\pm \lambda_{ij}, \alpha)} |0 \rangle + C_2 h (\pm \lambda_{ij}, \alpha) |1 \rangle \). Here \( C_2 = O(\text{max}_\lambda h (\lambda, \alpha)^{-1}) = O(1/k') \) with \( k' \in [\frac{1}{N}, 1] \).

(4) Undo phase estimation and measure the auxiliary qubit to see the outcome \( |1 \rangle \) with probability

\[
P_w = \frac{\sum_{l=1}^{K} \sum_{j} C_2^2 \beta_{ij}^2 h^2 (\lambda_{ij}, \alpha) \|y_{\tau-l}\|^2}{\sum_{l=1}^{K} \|y_{\tau-l}\|^2} = \frac{\sum_{l=1}^{K} C_2^2 (N + M)^2 \|w_l\|^2}{(K - 1) \|y\|^2},
\]

which scales as \( \Omega(1/k'^2) \) as shown in appendix [D]. To reduce the complexity, amplitude amplification is applied with \( O(k') \) repetitions. Then we get the desired state \( |\psi_w \rangle \) which can be rewritten as

\[
|\psi_w \rangle = \frac{\sum_{l=1}^{K} (\sum_{\tau \in S_l} |\tau \rangle \otimes (\sum_{k=1}^{M} w_{lk} |k\rangle)}{\sqrt{\sum_{l=1}^{K} N \|w_{lk}\|^2 / K}},
\]

where \( w_{lk} \) is the \( k \)th entry of \( w_l \). Then implement the following procedures.

First, perform \( O_X \) to implement

\[
\sum_{\tau \in S_l} w_{lk} |\tau \rangle |k \rangle \langle 0 \cdots 0 \rangle |0 \rangle \mapsto \sum_{\tau \in S_l} w_{lk} |\tau \rangle |k \rangle |x_{\tau-k} \rangle |0 \rangle.
\]

Second, perform a controlled rotation denoted by controlled-\( R_X \) to generate

\[
\sum_{\tau \in S_l} w_{lk} |\tau \rangle |k \rangle \left( \sqrt{1 - \frac{x_{\tau-k}^2}{\|X_{\tau-k}\|_{\text{max}}^2}} |0 \rangle + \frac{x_{\tau-k}}{\|X_{\tau-k}\|_{\text{max}}} |1 \rangle \right).
\]

Third, perform the inverse of \( O_X \) and the state becomes

\[
\sum_{\tau \in S_l} w_{lk} |\tau \rangle |k \rangle \left( \sqrt{1 - \frac{x_{\tau-k}^2}{\|X_{\tau-k}\|_{\text{max}}^2}} |0 \rangle + \frac{x_{\tau-k}}{\|X_{\tau-k}\|_{\text{max}}} |1 \rangle \right).
\]

Finally, perform the projective measurement on the last two registers to see if they are in the state \( \sum_{\tau \in S_l} w_{lk} |\tau \rangle |k \rangle |x_{\tau-k} \rangle |0 \rangle \), and if success we get the state (of the first register)

\[
|\bar{y} \rangle = \frac{\sum_{l=1}^{K} \sum_{\tau \in S_l} (\sum_{k=1}^{M} w_{lk} |x_{\tau-k} \rangle \langle \tau |)}{\sqrt{\sum_{l=1}^{K} \sum_{\tau \in S_l} (\sum_{k=1}^{M} w_{lk} |x_{\tau-k} \rangle \langle k |)}}
\]

encoding the prediction of \( y \). The success probability is

\[
P_1 = \frac{\sum_{l=1}^{K} \sum_{S_l} w_{lk}^2}{M \|X_{\tau-k} \rangle \langle X_{\tau-k} \|_{\text{max}}^2 (\sum_{l=1}^{K} N \|w_l\|^2 / K)},
\]

which, as shown in appendix [F], scales as \( \Omega(1/k') \) when \( R_X \) achieves good predictive performance. This implies that the second term of \( E(\alpha) \) (Eq. (12)) can be estimated as

\[
E_2(\alpha) = \sum_{l=1}^{K} \|X_l w_l\|^2
\]

which can be estimated as shown in appendix [A].

Note that \( N, M, K, \|X_{\tau-k} \rangle \langle X_{\tau-k} \|_{\text{max}} \) and \( C_2 \) are known, and \( \|y\|^2 \) can be estimated as shown in appendix [A].
(6) Perform a swap test \cite{19, 20} on the states $|y\rangle$ and $|\hat{y}\rangle$, with the success probability of getting $|0\rangle$ being

$$P_2 = \frac{1}{2} + \frac{1}{2} |\langle y | \hat{y} \rangle|^2 = \frac{1}{2} + \frac{1}{2} \frac{\left(\sum_{\tau \in S_l} y_{\tau}^T w_l \right)^2}{\|y\|^2} \left(\sum_{\tau \in S_l} (w_l^T x_{\tau})^2\right).$$

So the third term of $E(\alpha)$ can be estimated as

$$E_3(\alpha) = \sum_{l=1}^{K} y_l^T X_l w_l = \frac{1}{K} \sum_{\tau \in S_l} y_{\tau}^T X_{\tau}^T w_l$$

$$= \pm \sqrt{\frac{(2P_2 - 1)P_3 P_5 N (K - 1)}{K}} \frac{\|y\|^2 \|X\|_{\max}}{C_2(N + M)}.$$  

which is ambiguous in the sign. A more deliberate method revealing the sign is to conditionally prepare these two states to make them entangled with an ancilla qubit, $|0\rangle^2 \frac{|y\rangle + |\hat{y}\rangle}{\sqrt{2}}$, and perform the swap test on the ancilla qubit with $\frac{|0\rangle - |1\rangle}{\sqrt{2}}$ \cite{15, 20}. The success probability is $1 - \langle y | \hat{y} \rangle$, which reveals the exact value of $\langle y | \hat{y} \rangle$. In fact, when the RR model is well constructed, the predictive outputs $X_l w_l$ should be close to the actual outputs $y_l$, for $l = 1, \ldots, K$, thus in this case the sum of their inner products, $\sum_{l=1}^{K} y_l^T X_l w_l$, will be positive. Now that all three terms of Eq. (12) can be estimated, the sum of them, $E(\alpha)$, can be directly estimated as well.

(7) For every $\alpha \in \{\alpha_1, \ldots, \alpha_L\}$, execute steps (1)-(6), and then pick out the best $\alpha$ with minimum $E(\alpha)$ as the final regularization hyperparameter $\hat{\alpha}$ for RR.

The schematic quantum circuit of steps (1)-(4) of algorithm 2 is given in Fig. 2 and that of steps (5)-(6) is shown in Fig. 3.

Fig. 2. Quantum circuit for steps (1)-(4) of algorithm 2. Here $U_X = \sum_{l=1}^{K} \left( \sum_{\tau \in S_l} |\tau\rangle \langle \tau| \right) \otimes e^{-i\frac{\alpha_{l}^T X_{\tau}^T w_l}{\|X\|_{\max}}}$.

In order to implement the unitary operation $|\psi_w\rangle$ for phase estimation and amplitude amplification for generating the state $|\psi_w\rangle$. Similar to algorithm 1, in step (2), $t_2 = O(\kappa'/\epsilon)$ is required to make the error of $|\psi_w\rangle$ be within $\epsilon$, and thus phase estimation takes time $O\left(\frac{\|X\|_{\max} \log (N + M) \kappa^2}{\epsilon}\right)$. Plus amplitude amplification in step (4) with $O(\kappa' \kappa)$ repetitions, it takes total time $O\left(\frac{\|X\|_{\max}^2 \log (N + M) \kappa^2}{\epsilon^2}\right)$ to generate $|\psi_w\rangle$.

3.4 Time complexity of algorithm 2.

In steps (1)-(4), the time cost is mainly taken for phase estimation and amplitude amplification for generating the state $|\psi_w\rangle$. Similar to algorithm 1, in step (2), $t_2 = O(\kappa'/\epsilon)$ is required to make the error of $|\psi_w\rangle$ be within $\epsilon$, and thus phase estimation takes time $O\left(\frac{\|X\|_{\max} \log (N + M) \kappa^2}{\epsilon}\right)$. Plus amplitude amplification in step (4) with $O(\kappa' \kappa)$ repetitions, it takes total time $O\left(\frac{\|X\|_{\max}^2 \log (N + M) \kappa^2}{\epsilon^2}\right)$ to generate $|\psi_w\rangle$.
in Eq. (24). Just as estimating $|y|^2$ by amplitude estimation described in appendix $\mathcal{A}$, $P_w$ can be estimated within relative error $\epsilon_w$ by amplitude estimation with $O \left( \sqrt{\frac{1-\epsilon_w}{P_w \epsilon_w}} \right)$ repetitions of steps (1)-(3), resulting in the runtime

$$O \left( \frac{\|X\|_\text{max}^2 \text{polylog}(N + M) \kappa^3 / \epsilon^3}{\sqrt{P_w \epsilon}} \right). \quad (27)$$

Similarly, $P_1$ can be estimated within relative error $\epsilon_1$ by amplitude estimation with $O \left( \sqrt{\frac{1}{P_1 \epsilon_1}} \right)$ repetitions of generating $|\psi_w\rangle$ and calling $O_X$ and $O_X^{-1}$ as shown in step (5), which results in the runtime

$$O \left( \frac{\|X\|_\text{max}^2 \text{polylog}(N + M) \kappa^3 \epsilon_1}{\epsilon} \right). \quad (28)$$

It should be noted that it is hard to estimate the scale of $P_1$ (and $P_2$) because it depends on the closeness between the prediction $w f_x$ and the actual output $y_r$ for $l = 1, \ldots, K$ and $\tau \in S_l$. But when $R$ achieves good predictive performance with $w f_x \approx y_r$, for most $\tau$, $P_1 = \Omega(1 / \kappa^2)$ (and $P_2 \approx 1$) as shown in appendix $\mathcal{B}$. Moreover, the relative errors for estimating $P_w$ and $P_1$, i.e., $\epsilon_w$ and $\epsilon_1$, make the relative error for estimating $P_1 P_w$, as well as that for estimating $E_2(\alpha)$ as shown in Eq. (24), be within $O(\epsilon_w + \epsilon_1)$. So, in conclusion, putting the runtime for estimating these three probability together, $E_2(\alpha)$ can be estimated within relative error $O(\epsilon_w + \epsilon_1)$ in total time

$$O \left[ \frac{\|X\|_\text{max}^2 \text{polylog}(N + M) \kappa^2}{\epsilon} \left( \frac{1}{\sqrt{P_w \epsilon_w}} + \frac{\kappa \kappa}{\sqrt{P_1 \epsilon_1}} \right) \right]$$

$$= O \left[ \frac{\|X\|_\text{max}^2 \text{polylog}(N + M) \kappa^2 \kappa}{\epsilon} \left( \frac{1}{\epsilon_w} + \frac{\kappa}{\epsilon_1} \right) \right] \quad (29)$$

since $P_w = \Omega(1 / \kappa^2 \kappa^2)$ and $P_1 = \Omega(1 / \kappa^2)$. In step (6), $P_2$ can be estimated within relative error $\epsilon_2$ by amplitude estimation with $O \left( \sqrt{\frac{1}{P_2 \epsilon_2}} \right)$ repetitions of generating $|y\rangle$ and $|\tilde{y}\rangle$. The state $|\tilde{y}\rangle$ is generated in time $O(\text{polylog}N)$ as shown in appendix $\mathcal{A}$.

With the help of amplitude amplification, generating $|\tilde{y}\rangle$ in step (5) takes time $O \left( \sqrt{\frac{\|X\|_\text{max}^2 \text{polylog}(N + M) \kappa^3 \kappa}{\epsilon}} \right)$. As a result, $P_2$ can be estimated within relative error $\epsilon_2$ with runtime $O \left( \frac{\|X\|_\text{max}^2 \text{polylog}(N + M) \kappa^3 \kappa}{\epsilon_2} \right)$ since $P_1 = \Omega(1 / \kappa^2)$ and $P_2 \approx 1$ as shown in appendix $\mathcal{B}$. The relative errors for estimating $P_w$, $P_1$, and $P_2$, $\epsilon_w$, $\epsilon_1$, and $\epsilon_2$, respectively, make the relative error for estimating $\sqrt{2P_2 - 1}P_1 P_w$ as well as that for estimating $E_2(\alpha)$ as shown in Eq. (26), be within $O(2\epsilon_2 + \epsilon_w + \epsilon_1)$ due to $P_2 \approx 1$. So, $E_2(\alpha)$ can be estimated within relative error $O(2\epsilon_2 + \epsilon_w + \epsilon_1)$ in time $O \left( \frac{\|X\|_\text{max}^2 \text{polylog}(N + M) \kappa^3 \kappa}{\epsilon_2} \right)$.

Consider that $E_1(\alpha) = \sum_{\ell=1}^{K} |y\rangle^2 = |y|^2$ can be estimated within relative error $\epsilon_f$ taking runtime $O \left( \text{polylog}(N) / \epsilon_f \right)$ as shown in appendix $\mathcal{A}$. Letting $\epsilon_f = \epsilon_w$, $\epsilon_f = \epsilon_3 / 3$, and $\epsilon_f = \epsilon / 6$, each of the three terms $E_3(\alpha)$ and $E_3(\alpha)$ has relative error $O(\epsilon)$, and thus $E(\alpha) = E_1(\alpha) + E_2(\alpha) + E_3(\alpha)$ has relative error $O(\epsilon)$, and the runtime for estimating its scales as $O \left( \frac{\|X\|_\text{max}^2 \text{polylog}(N + M) \kappa^4 \kappa}{\epsilon^3} \right)$. Furthermore, step (7) involves estimating $E(\alpha_1), \ldots, E(\alpha_L)$, so algorithm 2 takes runtime

$$O \left( \frac{L \|X\|_\text{max}^2 \text{polylog}(N + M) \kappa^4 \kappa}{\epsilon^3} \right) \quad (30)$$

in total.

The best classical counterpart of algorithm 2 consists of $L$ iterations and each one evaluates a $K$-fold cross validation. In $j$th ($j = 1, 2, \ldots, L$) iteration, two phases are involved: (1) $K$ turns of RR with $\alpha_j$ are run and in $l$th turn $w_l$ (Eq. (11)) is output in time $O \left( \frac{(K-1)N M}{K} + \frac{(K-1)N^2 R_l \log(R_l / \epsilon)}{K^{2/3}} \right)$; (2) $E(\alpha_j)$ is calculated according to Eq. (12), which is easy to see the time complexity scales as $O(NM)$. So the total time complexity scales as $O \left( \frac{L N M + LN^2 \sum_{\ell=1}^{K} R_l / \epsilon^2}{\epsilon^2} \right)$ due to $K \geq 2$.

Considering the assumptions of $\|X\|_\text{max} = \Theta(1)$ and $\kappa = \Theta(M)$, and $\kappa = \Theta(\kappa)$ by setting $K = \Omega \left( \frac{N M (\|X\|_\text{max}^2)}{\kappa^2} \right) = O(\kappa^2)$, our algorithm 2 has runtime $O \left( \text{polylog}(N) \kappa^3 / \epsilon^3 \right)$, whereas the best classical counterpart takes time $O \left( \text{polylog}(N) N^2 / \epsilon^2 \right)$, so polynomial speedup over the classical counterpart can be achieved when $L, 1 / \epsilon = O(\text{polylog}N)$. However, when $\kappa = O(\text{polylog}(N))$ which implies low rank of $X$ as well as $X_{-l}$, i.e., $R, R_l = O(N)$, our algorithm 2 has runtime $O \left( \text{polylog}(N) N^{2.5} / \epsilon^3 \right)$, whereas the classical counterpart takes time $O \left( \text{polylog}(N) N^4 / \epsilon^2 \right)$, so in this case exponential speedup can be achieved when $L, 1 / \epsilon = O(\text{polylog}N)$.

### 3.5 The whole quantum algorithm for RR

Our quantum algorithm for RR will start with algorithm 2 to find a good $\alpha$, and then plug such $\alpha$ into algorithm 1 to estimate the optimal fitting parameters in the quantum state form. The quantum state can further be applied to efficiently predict new data via sweep test. It is easy to see the time complexity of the whole algorithm is dominated by algorithm 2, and
thus the speedup over the classical algorithm also depends on the condition number of design matrix as discussed in algorithm 2 above.

4 Conclusions

In summary, we have described a quantum algorithm that can efficiently implement RR over an exponentially large data set. In particular, we propose the technique of parallel Hamiltonian simulation and use it to develop the quantum $K$-fold cross-validation that can efficiently evaluate the predictive performance of RR. The algorithm first uses quantum $K$-fold cross-validation to efficiently determine a good $\alpha$ with which RR can achieve good predictive performance, and then generates a quantum state encoding the optimal fitting parameters of RR with such $\alpha$. The state can be further used to efficiently predict new data. It is shown that our algorithm can handle data sets with non-sparse design matrices, and is able to be exponentially faster than the classical algorithm for (low-rank) design matrices with low condition numbers, but be polynomially faster than the classical algorithm for (full or approximately full) design matrices with large condition numbers.

We hope our algorithm and especially the key techniques used in our algorithm, parallel Hamiltonian simulation and quantum $K$-fold cross-validation, can inspire more efficient quantum machine learning algorithms. For example, since cross-validation is an important technique being widely used to estimate the predictive performance of various machine learning algorithms [5], [23] other than RR, it is promising that our quantum $K$-fold cross-validation can be applicable in these fields. We explore these possibilities in the future.
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APPENDIX A

STATE PREPARATION

1. Preparing the state $|y\rangle$ for balanced $y$.

As assumed, we are provided the quantum oracle $O_y$ that can be efficiently implemented in time $O(\text{polylog} N)$ to access the elements of $y$ and acts as

$$ O_y(j)|0\rangle = |j\rangle|y_j\rangle. \quad (31) $$

We start with performing the oracle on the state $\sum_{j=1}^N |y_j\rangle|j\rangle$ to have $\sum_{j=1}^N |j\rangle|y_j\rangle$. Then we append a qubit and perform controlled rotation to generate the state

$$ \sum_{j=1}^N \frac{|j\rangle|y_j\rangle}{\sqrt{N}} \left( 1 - \left( \frac{y_j}{\|y\|_{\text{max}}} \right)^2 \right) |0\rangle + \frac{y_j}{\|y\|_{\text{max}}} |1\rangle. $$

Finally, uncompute the oracle and measure the last qubit to see $|1\rangle$ with probability $P_y = \sum_{j=1}^N y_j^2$. The final state of the first register would be $|y\rangle$ as desired. Since $y$ is balanced, $P_y = \Omega(1)$. This means we need $O(1)$ measurements (as well as oracles $O_y$) to obtain $|y\rangle$ with a large probability, and thus the total time for generating $|y\rangle$ is $O(\text{polylog} N)$.

In addition, $P_y$ can be estimated within error $\epsilon_y$ by amplitude estimation \cite{24} using $O \bigg( \sqrt{P_y(1 - P_y)/\epsilon_y} \bigg)$ repetitions of $O_y$ and its inverse (as required above), and thus $P_y$ can be estimated within relative error $\epsilon_y = \epsilon_y/P_y$ in runtime

$$ O \left( \sqrt{(1 - P_y)/P_y/\epsilon_y \times \text{polylog}(N)} \right) = O(\text{polylog}(N)/\epsilon_y) $$

since $P_y = \Omega(1)$. Moreover, since $\|y\|^2 = \sum_{j=1}^N y_j^2 = N P_y \|y\|_{\text{max}}^2/\|y\|^2$ can be estimated by estimating $P_y$ within relative error $\epsilon_y$ in runtime $O(\text{polylog}(N)/\epsilon_y)$.

2. Preparing $|\psi_0\rangle$ (initial state of algorithm 2).

To generate the state

$$ \frac{\sum_{l=1}^K (\sum_{\tau \in S_l} |\tau\rangle) \otimes |y - l\rangle |0, y - l\rangle}{\sqrt{\sum_{l=1}^K N \|y - l\|_2^2 / K}} $$

we first prepare

$$ \left( \frac{\sum_{l=1}^K |j\rangle}{\sqrt{N}} \right) |0, y\rangle = \left( \frac{\sum_{l=1}^K \sum_{\tau \in S_l} |\tau\rangle}{\sqrt{N}} \right) \left( \sum_{j=1}^N |y_j\rangle |0, j\rangle \right), \quad (33) $$

where $|0, y\rangle$ is the $(N + M)$-dimensional state vector by adding $M$ zero entries to the state vector $|y\rangle$ and $|0, j\rangle$ are the computational basis states of a $(M + N)$-dimensional quantum system. Since $|y\rangle$ can be efficiently generated in time $O(\text{polylog} N)$ as shown above, $|0, y\rangle$ can be efficiently prepared as well. By comparing the states $\mathcal{S}_2$ and $\mathcal{S}_3$, we can find the state $\mathcal{S}_2$ is the normalized vector of $\mathcal{S}_3$ after kicking out the terms $\sum_{l=1}^K \left( \sum_{\tau \in S_l} |\tau\rangle \right) \left( \sum_{j=1}^N |y_j\rangle |0, j\rangle \right)$. The squared amplitudes sum of the remaining terms is $K^{-1} \geq \frac{1}{K}$ due to $K \geq 2$. This implies we can easily obtain the state $\mathcal{S}_2$ from the state $\mathcal{S}_3$ by adding an auxiliary qubit to state $\mathcal{S}_3$ to mark the terms of state $\mathcal{S}_2$ in state $\mathcal{S}_3$ and measuring this qubit with probability $2K/K$. Therefore, as the state $\mathcal{S}_3$, the state $\mathcal{S}_2$ can be efficiently generated in time $O(\text{polylog} N)$.

APPENDIX B

THE MAXIMUM VALUE AND THE MAXIMUM RELATIVE ERROR OF $h(\lambda_j, \alpha)$ DEPENDING ON $\alpha$

The maximum value and the maximum relative error of $h(\lambda_j, \alpha) = \frac{(N + M) \lambda_j}{\lambda_j^2 + \alpha}$ ($\alpha > 0, j = 1, 2, \cdots, R$) with $\lambda_j \in [\frac{N+M}{2}, N + M]$ respectively determines $C_1$ and the error of final desired state of algorithm 1, and their scales depend on the actual choice of $\alpha$. The results can also be applied to algorithm 2.

1. The maximum value of $h(\lambda_j, \alpha)$ depending on $\alpha$.

Let us first define $h(\lambda, \alpha) = \frac{(N + M) \lambda}{\lambda^2 + \alpha}$ with $\lambda \in [\frac{N+M}{k}, N + M]$ and $\alpha > 0$. Its derivative on $\lambda$

$$ h'(\lambda, \alpha) = \frac{(N + M)(\alpha - \lambda^2)}{(\lambda^2 + \alpha)^2} $$

implies that

$$ \max h(\lambda, \alpha) = \begin{cases} \frac{(N + M)^2}{\lambda^2 + \alpha} & \text{when } \alpha \leq \frac{(N + M)^2}{\lambda^2 + \alpha} \\ \frac{(N + M)^2}{\lambda^2} & \text{when } \frac{(N + M)^2}{\lambda^2 + \alpha} < \alpha \leq (N + M)^2 \\ \frac{(N + M)^2}{\lambda^2} & \text{when } (N + M)^2 < \alpha. \end{cases} $$

These equations for different cases of $\alpha$ give tighter and more practical upper bounds for the maximum value of $h(\lambda_j, \alpha)$, as well as the choice of $C_1$ in step (3) of algorithm 1. In addition, the facts that

$$ \frac{\max h(\lambda, \alpha)}{\min h(\lambda, \alpha)} = \max \frac{h(\lambda_1, \alpha)}{h(\lambda_2, \alpha)} = \frac{\lambda_2^2 + \alpha}{\lambda_1^2 + \alpha} \leq \frac{\lambda_1}{\lambda_2} \frac{\lambda_2^2 + 1}{\lambda_1^2 + 1} = \frac{\lambda_2}{\lambda_1} + \frac{\lambda_1}{\lambda_2} $$

reaches its maximum value $\leq k + \frac{1}{k}$ (i.e. $O(k)$) when $\{\lambda_1, \lambda_2\} = \{N + M, \frac{N+M}{k}\}$ (for $k > 1$), and that $C_1 = O \left( \max_{\lambda} h(\lambda_j, \alpha) \right)^{-1}$ makes $C_1 h(\lambda_j, \alpha) = \Omega(1/k)$.

2. The maximum relative error of $h(\lambda_j, \alpha)$ depending on $\alpha$.
In fact, the maximum relative error of \( h(\lambda_j, \alpha) \) scales as \( O(\|g(\lambda)\|_2) \), where

\[
g(\lambda) = \frac{h'(\lambda, \alpha)}{h(\lambda, \alpha)} = \frac{-\alpha - \lambda^2}{\lambda(\lambda^2 + \alpha)}
\]

and \( \epsilon_\lambda = O\left(\frac{N^{\frac{1}{2}}M^{\frac{n}{2}}}{\kappa}\right) \) is the estimate error for estimating \( \lambda \) \( \lambda_j \) by phase estimation (step (2) of algorithm 1).

Since

\[
g(\lambda)^2 - \frac{1}{\lambda^2} = -\frac{4\alpha}{(\lambda^2 + \alpha)^2} < 0,
\]

thus \( |g(\lambda)| < \frac{1}{\lambda} \) and the relative error of \( h(\lambda_j, \alpha) \) roughly scales as \( O(\kappa/\ell) \) regardless of \( \alpha \). To obtain the more precise and practical relative error, we take the derivative of \( g^2(\lambda) \) on \( \lambda \),

\[
(g^2(\lambda))' = \frac{2(\alpha - \lambda^2)\left(\lambda^2 - (2 + \sqrt{5})\alpha\right)\left(\lambda^2 - (2 - \sqrt{5})\alpha\right)}{\lambda^4(\lambda^2 + \alpha)^3}
\]

which implies \( \max_\lambda |g(\lambda)| = \)

\[
(1) \quad \frac{(N + M)^2\kappa - \kappa^2\alpha}{(N + M)^2} \quad \alpha \in \left[0, \frac{(N + M)^2}{(2 + \sqrt{5})\kappa}\right];
\]

\[
(2) \quad \frac{1 + \sqrt{5}}{2 + \sqrt{5}} \quad \alpha \in \left[\frac{(N + M)^2}{(2 + \sqrt{5})\kappa}, \frac{(N + M)^2}{\kappa^2}\right];
\]

\[
(3) \quad \max \left\{ \frac{\kappa^2\alpha - (N + M)^2\kappa}{(N + M)^4(1 + \sqrt{5})\kappa}, \frac{1 + \sqrt{5}}{2 + \sqrt{5}} \right\} \quad \alpha \in \left[\frac{(N + M)^2}{(2 + \sqrt{5})\kappa}, \frac{(N + M)^2}{\kappa^2}\right];
\]

\[
(4) \quad \max \left\{ \frac{\kappa^2\alpha - (N + M)^2\kappa}{(N + M)^4(1 + \sqrt{5})\kappa}, \frac{1}{2 + \sqrt{5}} \right\} \quad \alpha \in \left[\frac{(N + M)^2}{(2 + \sqrt{5})\kappa}, \frac{(N + M)^2}{\kappa^2}\right];
\]

\[
(5) \quad \frac{\kappa^2\alpha - (N + M)^2\kappa}{(N + M)^4(1 + \sqrt{5})\kappa}, \alpha \in \left[(N + M)^2, \infty\right].
\]

These results for different choices of \( \alpha \) give tighter upper bounds for the maximum relative error of \( h(\lambda_j, \alpha) \) as well as tighter error estimate for the final state of algorithm 1.

### APPENDIX C

#### SCALE OF SINGULAR VALUES OF \( X_{-\ell} \)

According to the definitions in the main paper, \( X = (x_1, \ldots, x_N) \) and \( X_{-\ell} \) is the matrix constructed by replacing the rows \( S_\ell \) of \( X \) with zeros, thus we have

\[
X^T X = X^T_\ell X_{-\ell} + \sum_{j \in S_\ell} x_j^T x_j.
\]

Noting that the rank of \( X^T_\ell X_{-\ell} \) is evidently equal to or less than that of \( X^T X \), the eigenvalues of \( X^T X \) and \( X^T_\ell X_{-\ell} \) are \( 0 < \lambda_j \leq \cdots \leq \lambda_1^2 \) and \( 0 \leq \lambda_j \leq \cdots \leq \lambda_1^2 \) respectively. According to Weyl's inequality [26],

\[
\lambda_j^2 = \sum_{j \in S_\ell} x_j^T x_j \leq \lambda_j^2 \leq \lambda_j^2,
\]

which implies \( \lambda_1 \leq \lambda_j \leq (N + M)^2 \) and \( \lambda_j \geq \frac{(N + M)^2 - \kappa^2}{(N + M)^2} \). Therefore, \( \lambda_j \in \left[\frac{(N + M)^2}{(N + M)^2}, (N + M)^2\right] \) for some \( \kappa' \), and we take \( \kappa' = O(\kappa) \) by setting \( K = \Omega\left(\frac{(N + M)^2}{(N + M)^2}\right) = \Omega(\kappa^2) \) for \( \|\mathbf{X}\|_{\infty} = \Theta(1) \) and \( N = \Theta(M) \).

### APPENDIX D

#### SCALE OF \( P_w \)

In step (4) of algorithm 2, the measurement probability is

\[
P_w = \sum_{l=1}^{\ell} \sum_{j} C_2^{j} \beta_j^2 \|y_l\|^2 = \frac{\sum_{l=1}^{\ell} \|x_l^T y_l\|^2}{K}.
\]

First, as proving \( C_1 h(\lambda_j, \alpha) = \Omega(1/k) \) in appendix B, it is easy to prove \( C_2 h(\lambda_j, \alpha) = \Omega(1/k') \). Moreover, since

\[
\sum_{l=1}^{\ell} \sum_{j} \beta_j^2 \|y_l\|^2 = \frac{\sum_{l=1}^{\ell} \|x_l^T y_l\|^2}{K} \leq \frac{(K - 1)^2 \|x_l^T y_l\|^2}{K}.
\]

and \( \lambda_j \leq (N + M)^2 \), we can obtain

\[
\frac{\sum_{l=1}^{\ell} \sum_{j} \beta_j^2 \|y_l\|^2}{\sum_{l=1}^{\ell} \|y_l\|^2} = \frac{\sum_{l=1}^{\ell} \sum_{j} \beta_j^2 \|y_l\|^2}{(K - 1) \|y_l\|^2} = \Omega\left(\frac{1}{K^2}\right).
\]

\((K \geq 2)\). Combining these two results, the scale of \( P_w \) can be derived as

\[
P_w = \Omega\left(\frac{1}{K^2}\right).
\]
q ∈ \{1, 2, \cdots, Q\}. Similar to the indefinite density Hermitian matrix simulation \[22\], we first embed each Hermitian matrix \( A_q \) to a larger one-sparse \( N^2 \times N^2 \) Hermitian matrix

\[
S_A = \sum_{j,k=1}^N A_{q,jk} |j\rangle \langle k| \in \mathbb{C}^{N^2 \times N^2},
\]

where \( A_{q,jk} \) are the elements of \( A_q \). Then the sparse matrices are imbedded to an one-sparse Hermitian matrix

\[
S_A = \sum_{q=1}^Q |q\rangle \langle q| \otimes S_A q \in \mathbb{C}^{QN^2 \times QN^2}.
\]

Since it is one-sparse, given the efficient quantum random access memory \[18\], the unitary operation in time \( O(t) \) scales as

\[
\text{simulating the unitary operation } \approx |\rangle \langle \| \otimes \sigma \}
\]

for any time \( t \) can be efficiently simulated with constant number of oracle calls \[27\]. Then after preparing \( n = \frac{1}{\sqrt{\epsilon}} \) copies of \( \rho \), we perform \( e^{-iS_A t} \) on \( |q\rangle \langle q| \otimes \rho \otimes \sigma \) for each copy and the resultant state of the first and third systems will become

\[
\text{Tr}_2(e^{-iS_A \Delta t} |q\rangle \langle q| \otimes \rho \otimes \sigma e^{iS_A \Delta t})
\]

\[
= |q\rangle \langle q| \otimes \left( \sigma - \frac{\Delta t}{N} [A_q, \sigma] + O(M_A^2 \Delta t^2) \right)
\]

\[
\approx |q\rangle \langle q| \otimes e^{-\frac{\Delta t}{N} A_q} \sigma e^{\frac{\Delta t}{N} A_q}.
\]

The spectral-norm error (directly implied by trace norm error in \[22\]) scales as \( O(M_A^2 A_q \Delta t^2) \) \[22\], where \( M_A = \max A_q \). Since \( q \in \{1, 2, \cdots, Q\} \) is arbitrary, the error should scale as \( O(M_A^2 \Delta t^2) \), where \( M_A \) is the maximum absolute value of the elements of all the matrices \( A_1, A_2, \cdots, A_Q \), i.e., \( M_A = \max_{q=1,\cdots, Q} \max_{A_q} \).

Therefore, running this procedure for \( n \) times allows simulating the unitary operation \( \sum_{q=1}^Q |q\rangle \langle q| \otimes e^{-\frac{\Delta t}{N} A_q t} \) with spectral-norm error \( O(n M_A^2 \Delta t^2) \). To make the error be within \( \epsilon \), \( n \) should be chosen as

\[
n = O\left( \frac{M_A^2 \Delta t^2}{\epsilon} \right).
\]

Therefore, the total time complexity is

\[
O(n \log(N^2 Q)) = O(M_A^2 \Delta t^2 \text{polylog}(N^2 Q)/\epsilon).
\]

### Appendix F

#### Scale of \( P_1 \) and \( P_2 \) when RR achieves good predictive performance

When RR achieves good predictive performance with \( w_l^T x_t \approx y_t \) for most \( \tau \in S_l \) and \( l = 1, \cdots, K \),

\[
P_1 = \frac{\sum_{l=1}^K \sum_{\tau \in S_l} (w_l^T x_t)^2}{M \|X\|_{\text{max}}^2 (\sum_{l=1}^K N \|w_l\|^2 / K)}
\]

\[
\approx \frac{\|Y\|^2}{M \|X\|_{\text{max}}^2 (\sum_{l=1}^K N \|w_l\|^2 / K)}.
\]

Moreover, since

\[
w_l = (X_l^T X_l + \alpha I)^{-1} X_l^T y_l
\]

\[
= \sum_j \frac{\lambda_{ij}}{\lambda_{ij}^2 + \beta_{ij}} \|y\| \|v_{ij}\|
\]

and \( \lambda_{ij} \in [\frac{N + M}{\kappa}, N + M] \), we have

\[
\|w_l\|^2 = \sum_j \frac{\lambda_{ij}^2}{(\lambda_{ij}^2 + \alpha)^2} \beta_{ij} \|y\|^2
\]

\[
\leq \sum_j \frac{\beta_{ij}^2}{\lambda_{ij}^2} \|y\|^2
\]

\[
\leq \sum_j \frac{\kappa^2 \beta_{ij}^2}{(N + M)^2} \|y\|^2
\]

\[
= \frac{\kappa^2}{(N + M)^2} \|y\|^2.
\]

Plugging the result to Eq. (50), we have

\[
P_1 \geq \frac{(N + M)^2}{MN\kappa^2 \|X\|_{\text{max}}^2}
\]

\[
= \Omega(1/k^2)
\]

for \( M = \Theta(N) \) and \( \|X\|_{\text{max}} = \Theta(1) \).

Moreover, putting \( w_l^T x_t \approx y_t \) (for every \( l = 1, \cdots, K \) and every \( \tau \in S_l \)) into Eq. (25), it is easy to see \( P_2 \approx 1 \).