A Multi-Constraint Strategy Algorithm for Stereo Matching
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Abstract. An improved multi-constraint stereo matching strategy is proposed herein. First, the original reference images are downsampled to reduce the matching scale. Absolute difference and rank transform are used as the matching cost. We establish the associated disparity map and the matching cost matrix to constrain the matching process. We use the associated disparity map to apply a smoothing constraint on disparity values. We then apply a uniqueness constraint using the associated disparity map and the matching cost matrix. We also apply a continuity constraint to improve the efficiency of the algorithm. Second, for the downsampled disparity map, the disparity map of the original image is obtained by interpolation and filling. Lastly, the final disparity map is obtained using a sub-pixel refinement strategy. The experimental results demonstrate that the algorithm is obviously superior to the traditional method. In addition, a multi-constraint matching process may be extracted as a framework for combination with other algorithms. Compared with the original algorithms, the fusion algorithm improved matching accuracy by 3% on average.

1. Introduction
Stereo matching is a key step to obtaining depth information in computer vision [1]. The depth information of an object in an image is obtained by calculating its disparity value, and the disparity value is obtained by searching for the corresponding object relation in a pair of stereo images. Many researchers have proposed different methods for stereo matching, a basic problem in stereo vision processing; however, obtaining accurate disparity is still a challenge for some areas in the image, such as occluded areas, repetitively textured areas, and smooth areas.

According to the methods of cost aggregation and disparity calculation, stereo matching algorithms can be divided into local stereo matching, global stereo matching, and other matching method. Local stereo matching aggregates the matching cost through the support domain and selects the matching point with the minimum matching cost to obtain the disparity value [2-5]. Existing local cost aggregation methods include adaptive support weight [2], guided filter [3, 4], and trilateral filter [5]. The window-based matching cost methods are sensitive to noise and brightness, a cross-correlation [6] and adaptive NCC[7] are used to obtain a robust matching cost against variations in image illumination. A robust matching cost can also be obtained by rank and census transformation [8-10]. Kim et al. [11] constrain the disparity of smooth regions and correct disparity in regions of discontinuity using edge and texture information. Zhan et al. [12] added a guided image in the matching process to enhance the matching accuracy of edges and smooth texture regions.

Global stereo matching methods assume a definite smoothness. The matching process is the optimization of the global energy function composed of data and smoothness terms over the entire image. Effective methods used to optimize the energy function include dynamic programming [13],...
graph cuts [14, 15], and belief propagation [16]. Yamaguchi et al. [17] generated stereo matching using a hybrid Markov random field consisting of a continuous random variable for a slant 3D plane and a discrete random variable for the occluding edges. Jung et al. [18] used the consistency criterion between actual and virtual intermediate views, and minimized the energy function, including the consistency terms.

Other matching algorithms, including semi-global matching (SGM) [19] and minimum spanning tree (MST) [20] are excellent matching algorithms. In recent years, the matching algorithm based on convolutional neural network (CNN) [21] and deep learning [22] has become a popular algorithm and has achieved extremely high matching accuracy.

The above algorithms have made significant contributions to the development of stereo matching, but some are still flawed in terms of practical application. Herein, we propose a local stereo matching algorithm based on downsampling and multiple constraints. The algorithm uses absolute difference (AD) and rank [23] as the matching cost. We use a new multi-constraint strategy to reduce wrong matching and repeat matching.

2. Related work

2.1. Coarse-to-Fine strategy
Early research in stereo vision adopted stereo matching using a coarse-to-fine (CTF) strategy. The disparity value was first obtained at a coarse resolution, and then the high-resolution disparity search space was reduced by using the coarse disparity. This CTF strategy has been widely used stereo matching [24, 25]. In this paper, we use a similar method. To improve matching efficiency, we use Gaussian downsampling to obtain a semi-resolution image. In addition, the following stereo matching process is applied to the semi-resolution image.

2.2. Stereo matching constraints
Thus far, a number of constraint strategies have been proposed for the stereo matching process. A constraint strategy can reduce the matching search space and improve the matching accuracy. The existing matching constraint strategies are including: epipolar constraints, uniqueness constraint, continuity constraint, similarity constraints, sequential consistency constraint, left and right consistency constraint, etc.

Although a number of constraints have been proposed, some are inaccurate. For continuity constraints, it is sometimes difficult to distinguish which regions belong to the same object. For similarity constraints, a different effect may occur on the color or grayscale values under different illumination. For sequential constraints, if there are occluded objects in the foreground, the foreground can sometimes cause significant interference to the background when the image is captured by two cameras. Some constraint strategies cannot be applied to all scenes, and some of the constraints cannot be mandatorily used in a stereo matching algorithm.

In our matching algorithm, we proposed a new multi-constraint strategy, including the improved smoothness constraint, uniqueness constraint, continuity constraint, and left and right consistency constraints. We propose a new smoothness constraint method, and a concept of the Associated Disparity Map (ADM). The ADM and the current disparity map are used to constrain the smooth regions of the image, improve the matching accuracy. At the same time, the matching cost of each point is recorded, the matching cost matrix (MCM) is generated, and the ADM and the MCM are used to carry out the uniqueness constraint so that the multiple matching problems of the points in the right reference image are reduced. Finally, the left and right consistency constraints are used to remove the unstable and occluded points in the disparity map.

3. Proposed algorithm
The disadvantage of local stereo matching is that there is no global consideration, and it is easy for the algorithm to fall into a local minimum. The best matching point is sometimes not the correct matching
point, and thus we add a multiple constraint strategy to our matching process to prevent the matching point from falling into a local optimum. Our algorithm mainly includes the following steps: downsampling and rank transformation; multi-constrained stereo matching; disparity interpolation and filling; fine matching and sub-pixel refinement.

3.1 Downsampling
The purpose of downsampling an image is to improve the efficiency of the stereo matching algorithm. The downsampling method uses Gaussian subsampling with a $5 \times 5$ Gaussian kernel and $\sigma = 1$. After the downsampling, the size of the entire image becomes one-quarter of the original, the maximum disparity range becomes one-half, and the size of the cost aggregation window can be appropriately smaller without affecting the matching accuracy, which can further improve the matching speed. In theory, if the matching accuracy is not strict, the algorithm usually increases the speed by about 10-fold when using the downsampled image for matching. In addition, if the original image resolution is too large, downsampling may be applied multiple times.

3.2 Stereo matching
The original reference images at full resolution are $I_L$ and $I_R$. The images after downsampling are $I_{DL}$ and $I_{DR}$. The algorithm first applies a rank transformation on the downsampled image, and then uses multiple constraints to conduct stereo matching.

3.2.1 Rank Transformation. The matching cost is also a very important measure in stereo matching, and herein we use the image intensity combined with rank transformation as the matching cost. The rank transformation (RT) uses the method described in [10], the reliability of which was proven in [26]. The RT is chosen as the matching cost measure because this type of transform is insensitive to differences in noise and brightness in the image. This RT method can be described as follows: First, the difference between the center pixel $p$ and the average value of the other pixels in the neighborhood window of $p$ are calculated, and then the intensity difference is divided into five levels: smaller, equal, bigger, and biggest—as shown in Formula (1).

$$\text{rank} = \begin{cases} 
-2 & \text{if Diff.} < -s, \\
-1 & \text{if } -s \leq \text{Diff.} \leq -t, \\
0 & \text{if } -t \leq \text{Diff.} \leq t, \\
1 & \text{if } t \leq \text{Diff.} \leq s, \\
2 & \text{if } \text{Diff.} > s, 
\end{cases}$$

Here, $s$ and $t$ are graded parameters. The RT matrices $I_{DL\text{rank}}$ and $I_{DR\text{rank}}$ can be obtained by applying a RT on all points of the two downsampled images $I_{DL}$ and $I_{DR}$.

3.2.2 Stereo matching based on multiple constraints. In our stereo matching algorithm, the calculation of the matching cost is composed of absolute differences (AD) and RT. The combination of AD in intensity and RT can be used to achieve a more accurate matching cost. At the same time, in order to reduce the interference of pixel points in different disparity planes, and protect the edge information of the image during the process of cost aggregation, we use an adaptive weight aggregation method based on bilateral filtering [2]. In the support window, the similarity and proximity between each point and the center point are calculated. AD and RT use different evaluation criteria, and the initial matching cost is inconsistent, so we cannot add the two types of data directly. Therefore, the two measurement functions need to be normalized to $[0, 1]$ using the cost aggregation formula, which is shown below.

$$C(p, d) = \Sigma_{q \in P} w(p, q) (\rho(C_{AD}(p, d), \lambda_{AD}) + \rho(C_{\text{rank}}(p, d), \lambda_{\text{rank}}))$$

$$w(p, q) = \exp\left(-\frac{\Delta_{C_{pq}}}{\gamma_c} + \frac{\Delta_{\gamma_{pq}}}{\gamma_g}\right)$$
\[
\rho(C, \lambda) = 1 - \exp\left(-\frac{C}{\lambda}\right) \tag{4}
\]

\[
\Delta C_{pq} = \| f(i,j) - f(k,l) \|, \quad \Delta G_{pq} = \sqrt{(i-k)^2 + (j-l)^2} \tag{5}
\]

In Formula (2), \( p \in I_{DL} \), \( C(p, d) \) is the total matching cost between \( p(x, y) \) and \( p' (x-d, y) \) in the right reference image \( I_{DR} \); \( w(p, q) \) is the adaptive support weight function; \( \Omega_p \) is the pixel in the support window of point \( p \); \( \rho \) is the normalization function; \( C_{AD} \) and \( C_{rank} \) are the matching costs of AD and rank, respectively; and \( \lambda_{AD} \) and \( \lambda_{rank} \) are normalized coefficients. In Formula (3), \( \Delta C_{pq} \) and \( \Delta G_{pq} \) are the similarity and proximity between pixel \( q \) in the support window and the center pixel \( p \), respectively, the calculation method for which is shown in Formula (5); and \( \gamma_c \) and \( \gamma_g \) are user-defined parameters, proportional to the size of the support window, i.e., \( \gamma_c, \gamma_g \propto \text{(window size)} \). Formula (4) is used to normalize \( C_{AD} \) and \( C_{rank} \). Finally, \( f(i,j) \) in Formula (5) is the center point of the support window, and \( f(k,l) \) is a point in the support window.

In the matching process, we also establish two matrices of the same size as the downsampled image to store two sets of information. For one, when a point \( p(x, y) \) in the left reference image matches a point \( p'(x-d, y) \) in the right reference image and disparity \( d \) is recorded on the point \( (x-d, y) \) of a new matrix, which we call an ADM. For the other, when a point \( p(x, y) \) on the left reference image matches a point \( p'(x-d, y) \) on the right reference image, the matching cost on the current point \( p(x, y) \) is recorded in another matrix, which we call the MCM, the initial value of which is 255. Using these two matrices, we can apply smoothing and uniqueness constraints during the matching process.

In Figure 1, (a) is the disparity obtained from Adirondack of the Middlebury stereo dataset, (b) is the associated disparity map, and (c) is the MCM (the value is amplified 10 times, and the initial value of the matrix is 255). No constraint strategy is applied to any of the images in Figure 1.

**Figure 1.** Disparity map and two matrices without a constraint strategy: (a) left disparity map, (b) associated disparity map (ADM), and (c) matching cost matrix (MCM).

The disparities have incorrectly matched in areas of low texture and occlusion; in particular, the red ellipse region in Figure 2 (a) is more obvious, and in (b) we can see the position and value of the incorrect matching points, i.e., in the ADM. In addition, in (c) the matching costs of the incorrect matching points and occluded area are higher. The dark region of the MCM show where the matching cost is low; the bright regions indicate points of occlusion, points of high matching cost, and regions that are not matched.

ADM is similar to the right disparity map, but its method of generation is different. It corresponds to the disparity map of the left reference image \( I_{DL} \). For example, a pixel point \( p(x, y) \) in the left reference image finds a matching point in the right reference image \( p'(x-d, y) \), and the disparity value of point \( p \) is then \( d \), and the disparity value of point \( p' \) on the ADM is also \( d \). If the matching cost between \( p \) and \( p' \) is \( c_p \), then the value of point \( p' \) on the MCM is \( c_p \).

- **Smoothness constraints.** The smoothing constraint consists of two parts: one is given by the neighboring points around the current point in the left reference image, and the other is given by the neighboring points of the corresponding matching point in the ADM. The constraint formula is as follows:

\[
P(p, d) = \sum_{q \in \Omega_p} w(p, q) |d_p - d_q| + \sum_{q' \in \Omega_{p'}} w(p', q') |d_{p'} - d_{q'}| \tag{6}
\]

Here, \( \Omega_p \) is the set of all points within the support window of point \( p \) in the left reference image,
point \( p' \) is the matching point of \( p \), \( \Omega_{p'} \) is the set of points in the support window of \( p' \) in the right reference image, and \( w(p, q) \) and \( w(p', q') \) are the support weight functions. To reduce the error constraints that are similar to the current point intensity but not in the same disparity plane, we also use a weight calculation method for bilateral filtering. The calculation is the same as in Formula (3), where \( d_i \) denotes the disparity value of pixel \(*\). From Formula (6), we see that the first term is the smoothing constraint on \( p \) using the support window of the current pixel \( p \), and the second is the smoothing constraint on \( p' \) using the support window of point \( p' \) on the ADM, i.e., the smoothing constraints on point \( p \). The intensity of the constraint is related to the proximity, similarity, and disparity difference between \( p \) and \( q \).

- **Uniqueness constraints.** Here, we use the ADM and MCM to determine the matching reliability. MCM records the matching cost \( C(p', d) \) of each matching point in the right reference image. We first judge whether the matching cost of matching point \( p' \) in the MCM is smaller than the threshold value \( T_c \), and then determine whether the disparity value in the support window of \( p' \) on the ADM is smooth. If these two conditions are satisfied, we consider this point to have been matched reliably, and thus it can no longer be matched with other points.

- **Continuity constraint.** Here, we only use a reliable and correct disparity value to spread to the subsequent point. The method compares whether the current point \( p \) and the adjacent point \( p + 1 \) are similar in intensity, if so, the disparity of the point is propagated toward the right, i.e., \( d_{p+1} = d_p \).

Before calculating the disparity value for each point, we first determine whether the current point has a preset disparity value in the disparity matrix, and if so, we apply matching within a small range \([d-3, d+3]\). If the matching cost is less than the threshold value \( T_c \), the resulting disparity value is saved and propagated to subsequent points; otherwise, the disparity search range extends to the maximum disparity value to re-search the matching point. With the addition of smoothness and uniqueness constraints, the measure we use to search for the best matching point is determined based on the new energy function, and Formula (7) is obtained from Formula (2) and (6).

\[
E(p, \hat{d}) = C(p, \hat{d}) + \beta \times P(p, \hat{d}) \tag{7}
\]

Here, \( \hat{d} \) indicates that the target matching point corresponding to point \( p \) is not a point that has been reliably matched, and thus one-to-many error matches can be avoided, and \( \beta \) is the weighting coefficient of the smoothing term. The method for judging whether a point has been reliably matched uses the following formula:

\[
C(p', d) \leq T_c \text{ and } \left| \text{aver}(\sum_{q' \in \Omega_{p'}} q' \mid g_{p'} \sim g_q) - d_{p'} \right| \leq \omega \tag{8}
\]

Here, \( p' \in ADM, T_c \) is the threshold of reliable matching cost, \( \Omega_{p'} \) is the set of all points within the support window of \( p' \), \( g_{p'} \sim g_q \) indicates that \( p' \) has a similar intensity to \( q' \), \( \text{aver}(\cdot) \) is the mean value, \( d_{p'} \) is the disparity value of \( p' \) in ADM, and \( \omega \) is a user-defined threshold parameter.

Thus, the matching point searched for in Formula (7) must be a point that does not satisfy Formula (8), and if it does, its disparity value can be propagated backward as a reliable disparity value. According to the energy function, Formula (7), the final disparity is obtained by adopting an accepted rule of winner-take-all, and the final dense disparity \( D \) is obtained by minimizing the energy function, as shown in Formula (9).

\[
D_p = \arg\min_d E(p, \hat{d}) \tag{9}
\]

- **Left and right consistency constraints.** Using the cost calculation and constraint methods proposed above to calculate the disparity map of the reference image, the stable, unstable, and occluded points in the disparity map are found according to the left and right consistency constraints, the disparity between unstable and occluded points is removed, holes are filled in using the bilateral filter weight method according to the disparity value of the stable points, and a preliminary disparity
result is obtained. Taking Adirondack as an example, the results of the disparity obtained after applying the various constraint algorithms are as shown in Figure 2.

Figure 2. Disparity results obtained using multiple constraint strategies: (a) disparity obtained from a multi-constrained matching algorithm, where we observe that the disparity map contains some holes caused by occlusions or high matching cost regions, and (b) result of holes filled in using a bilateral filter weight method and mean filtering.

3.2.3 Disparity calculation at the original resolution. After obtaining a subsampling disparity map, we use it to generate the disparity map at the original resolution. Here, we use the interpolation method to fill in the disparity map. The resulting disparity map is shown in Figure 3 (a). The holes in the disparity map then need to be filled in, using a method that fills the holes according to the disparity value of the point that is most similar in intensity to the current hole. The result after filling is shown in Figure 3 (b). At this time, the disparity map can be seen as a rough disparity map, on the basis of which we will obtain the final disparity results through a fine matching process. Searching for a smoother matching point within a small range according to the roughly matching disparity values, the range is \([d - \alpha, d + \alpha]\), where \(d\) is the rough disparity value for each pixel, and \(\alpha\) is the user-defined search parameter. Fine matching also uses Formula (7). Next, we use a weighted mean filter to smooth the disparity map according to the intensity of the image. The result after fine matching is shown in Figure 3 (c).

Figure 3. Results of disparity at the original resolution: disparity maps (a) at the original resolution after interpolation, (b) after filling in the empty disparity areas according to similar adjacent points, and (c) after fine matching

3.3. Sub-pixel refinement
The purpose of sub-pixel refinement is to make the discrete disparity value continuous. Because point-to-point stereo matching can only obtain integer disparity, the accuracy of the resulting disparity map is insufficient. We use the method described in [27] to perform sub-pixel refinement. This method uses a quadratic polynomial interpolation to approximate the cost function between three discrete depth candidates: \(d\), \(d_-\), and \(d_+\), where \(d\) is the discrete depth value of the current point, and \(d_- = d - 1\) and \(d_+ = d + 1\).

\[
f(x) = ax^2 + bx + c
\]

\[
x_{\text{min}} = -\frac{b}{2a}
\]

Here, \(f(x_{\text{min}})\) is the minimum value of the function \(f(x)\), and given \(d\), \(f(d)\), \(f(d_-)\), and \(f(d_+)\), the values of parameters \(a\) and \(b\) can be calculated. Thus,

\[
x_{\text{min}} = d - \frac{f(d_+) - f(d_-)}{2(f(d_+) + f(d_-) - 2f(d))}
\]

where \(x_{\text{min}}\) is the depth with the minimum quadratic cost function \(f(x)\). The resulting sub-pixel refinement disparity map is shown in Figure 4.
4. Experiment and Discussion

4.1. Parameter setting
In our experiments, we used the Middlebury 3.0 benchmark [28], and Middlebury 2003 and 2006 datasets. The program runs on a 3.4 GHz Intel i7 6700 CPU using 8 GB of memory and a GTX 960 image card. For the set of program parameters, the values of the classification parameters s and t in the RT are 5 and 2, respectively. In the downsampling stereo matching process, the cost aggregation window size was $9 \times 9$, and the parameters $\gamma_c$ and $\gamma_g$ used to adjust the similarity and proximity weights in Formula (3) are set to 5 and 9. In Formula (6), the size of the support window for smoothing constraints is $r_s = 5$. For weight parameter $\beta$ of the smoothing constraint term in Formula (7), when applied to the downsampling disparity calculation, $\beta = 0.1$, and when applied to the fine matching of the original image, $\beta = 0.5$. With the uniqueness constraint, to judge whether the matching of a point was reliable, the judgment threshold of matching cost is $T_c = 10$. In Formula (8), the threshold $\omega$ of the difference between the current point disparity and the average disparity of similar points in the window is set to 3, and the neighborhood search range is $\alpha = 5$ for each pixel at the original resolution.

4.2. Experiment results
Our experiment mainly includes two parts: in one, the AD plus rank multi-constraint matching algorithm proposed in this paper is used for comparison with other algorithms on the Middlebury benchmark database; in the other, the results before and after the multi-constraint framework proposed in this paper combined with several classical algorithms are compared.

4.2.1 Experiment results for Middlebury benchmark. Experiments were carried out on the standard Middlebury benchmark dataset [28] to test the performance of the proposed method; here, we use a resolution of one-half for benchmarking. This test benchmark includes three image pairs (Teddy, Adirondack, and Motorcycle), and the experiment results are as shown in Figure 5.

Figure 4. Disparity map after sub-pixel refinement: (a) disparity map by our algorithm, and (b) the ground truth.

Figure 5. Our experiment results on the Middlebury dataset. From top to bottom: Teddy, Adirondack, and Motorcycle. From left to right: left stereo image, ground truth, subsampling disparity map, the final disparity map of our algorithm, and the error of our disparity map. The disparity map errors in non-occluded and occluded regions are marked in black and gray, respectively.
Table 1. Performance of comparison between different stereo matching method for Nonocc, All and Disc (bad2.0 error). The best performance is marked in bold and underlined.

| Algorithm | NTDE | IGSM | MC-CNN-fst | Our method |
|-----------|------|------|------------|------------|
| nonocc    |      |      |            |            |
| Tsukuba   | 0.65 | 0.93 | 1.15       | 1.22       |
| all       | 1.41 | 2.47 | 2.80       | 1.36       |
| disc      | 6.93 | 6.25 | 7.86       | 6.30       |
| nonocc    | 2.73 | 4.08 | 3.91       | 4.07       |
| Teddy     |      |      |            |            |
| all       | 10.90| 14.73| 13.62      | 12.22      |
| disc      | 14.65| 15.78| 16.84      | 14.55      |
| nonocc    | 2.91 | 2.14 | 1.81       | 2.90       |
| Cones     |      |      |            |            |
| all       | 7.28 | 6.64 | 9.66       | 5.92       |
| disc      | 9.75 | 7.50 | 10.35      | 7.73       |
| nonocc    | 8.35 | 7.69 | 8.13       | 7.93       |
| Recycle   |      |      |            |            |
| all       | 12.74| 13.27| 14.22      | 12.35      |
| disc      | 15.69| 14.36| 16.37      | 15.14      |
| Average Error(all) | 8.08 | 9.28 | 10.08 | 7.96 |

In this paper, we use other state-of-the-art stereo matching algorithms to compare with our algorithm, i.e., NTDE [11], IGSM [12], and MC-CNN-fst [21]. The results are shown in Table 1, where “Nonocc” denotes non-occluded areas, “all” denotes all areas, and “disc” denotes discontinuous areas. The performance of our algorithm in the non-occluded regions is not the best but has the highest accuracy within the entire image region because the algorithm constrains the disparity matching in the smooth region, and in the edge area we use a bilateral filter weight similar to IGSM [12]; thus, our algorithm achieves a better performance in the smooth and discontinuous regions, and the final matching effect of our algorithm is the best among these stereo matching algorithms.

4.2.2 Performance of multi-constraint framework combined with other stereo matching methods. The core of our algorithm is the addition of a multi-constraint method to improve the accuracy of matching during the cost aggregation process. We use our multi-constraint method as a framework to combine with other existing algorithms. Here, we use the classic NL [29], BF [2], GF [3], and CT [9] for comparison. Taking the Cones and Tsukuba images as an example, we first use the NL, BF, GF, and CT algorithms to compute the corresponding disparity maps, and then combine our proposed constraint framework (described in Section 3.2.2) into each algorithm to recalculate the disparity maps. The experiment results are as shown in Figure 6.

The experiment results are not refinement results. Based on these results, our proposed constraint framework combined with these algorithms improved accuracy, and the average error matching rate decreased by more than 3%. It shows that our constraint strategy is effective, and can be used as a separate framework to combine with other matching algorithms to improve matching accuracy.
5. Conclusion
This paper proposed a stereo matching algorithm based on an improved multi-constraint strategy. The original reference images were downsampled to reduce the search space and complexity of the stereo matching. During the matching process of the downsampled images, using AD and rank as the matching cost, we establish two matrices: ADM and MCM. We use the proposed smoothing constraints, uniqueness constraints, continuity constraints, and left and right consistency constraints to build a stereo matching constraint framework and perform stereo matching. Experimental results show that the proposed multi-constraint method can obtain more accurate disparity values, especially in large smooth regions and edge regions. Furthermore, our constraint strategy as a framework, can be extracted to combine with other algorithms, thereby significantly improving the accuracy of the other algorithms as well.
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