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Abstract
A statistical mechanical treatment is given of thermal contact between two systems. Reciprocal temperature (1/T) emerges from this as the relative change in the number of microscopic states a macroscopic system at equilibrium ranges over, at constant volume and chemical composition, with change in internal energy. The significance of this is discussed in detail with reference to a monatomic gas and an Einstein solid.
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Introduction
One of the aims of statistical mechanics is to provide an understanding of the thermodynamic quantity, entropy (S). In this it has had considerable success. Entropy is now generally accepted as being a measure of the number of microscopic states\(^1\) a system ranges over when it is in a particular macroscopic state, and as being given by

\[ S = k \ln \Omega \]  \hspace{1cm} (1)

where \( \Omega \) is the number of microscopic states and \( k \) is Boltzmann’s constant (see, e.g., Bent 1965).

So much for entropy. But what about temperature (\( T \))? In many presentations of statistical mechanics, temperature appears out of the mathematics without any obvious statistical-mechanical interpretation. For example, in derivations of Boltzmann’s distribution law employing Lagrange’s method of undetermined multipliers (Tolman 1938, Schrödinger 1946, and many modern texts), temperature emerges as the reciprocal of one of these multipliers (\( \beta \)):

\[ T = \frac{1}{k\beta} \]  \hspace{1cm} (2)

While it can easily be shown that \( 1/\beta \) has all the properties of temperature, it is difficult to explain what this quantity is in statistical-mechanical terms. The same applies to the

\(^1\) Also called ‘micro-states’, ‘quantum states’, ‘configuration states’, or ‘complexions’.
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divisor $\Theta$ introduced by Gibbs (1902). As thus presented, statistical mechanics merely succeeds in solving the mystery of what entropy is by creating a mystery of what temperature is.

My aim in this paper is to present statistical mechanics in a way that brings out the statistical-mechanical significance of temperature. The method is the same as the one I used to provide a deeper understanding of entropy (Nelson 1994).

**Method**

Consider the system shown in Fig. 1. This comprises two subsystems, A and B, which are thermally insulated from each other and from their surroundings. Each subsystem has rigid and impermeable walls, so that its volume and overall chemical composition are fixed. A small device C enables thermal contact to be made between the two, without any other interaction taking place. Our interest is in what happens when contact is made for a short period of time, and a small quantity of energy flows from one subsystem to another. By a ‘short period of time’, I mean a period short enough for the resulting changes $(\delta)$ in the properties of A and B to be treated to a good approximation as infinitesimals, but not so short for these changes to be confused with fluctuations.

**Thermodynamic treatment**

Suppose that, before contact is made, each subsystem is in an equilibrium state, with temperature $T_X$, internal energy $U_X$, and entropy $S_X$ ($X$ = A or B). Suppose further that, after contact has been made, each subsystem settles again into an equilibrium state. Let the heat absorbed by subsystem A during contact be $q_A$ and by B be $q_B$, where $q_B = -q_A$.

Consider first the temperature. If $T_A > T_B$, heat flows from A to B when contact is made. If $T_A < T_B$, heat flows from B to A. If $T_A = T_B$, no heat flows. In terms of temperature, therefore, the condition for A and B to be in equilibrium when they are brought into contact is $T_A = T_B$.

![Fig. 1](image-url) A thermodynamically isolated system comprising two subsystems (A and B), with a device (C) for enabling thermal contact to be made between them.
This condition can also be expressed in terms of entropy. In this form, a direct link can be made with statistical mechanics.

Consider the total entropy

\[ S_t = S_A + S_B \]  

(3)

The change in this quantity when thermal contact is made between A and B is given by\(^2\)

\[ \delta S_t = \delta S_A + \delta S_B \]  

(4)

From the thermodynamic definition of entropy,\(^3\) Equation 4 can be written:\(^4\)

\[ \delta S_t = q_A/T_A + q_B/T_B = q_A(1/T_A - 1/T_B) \]  

(5)

Now if \( T_A < T_B \), \( q_A \) is positive, \((1/T_A - 1/T_B) \) is positive, and so \( \delta S_t \) is positive. If \( T_A > T_B \), \( q_A \) is negative, \((1/T_A - 1/T_B) \) is negative, and so \( \delta S_t \) is again positive. If \( T_A = T_B \), \((1/T_A - 1/T_B) \) is zero, so \( \delta S_t \) is zero.\(^5\) Hence for spontaneous changes

\[ \delta S_t \geq 0 \]  

(6)

In terms of entropy, therefore, the condition for A and B to be in equilibrium when they are brought into contact is \( \delta S_t = 0 \).

At constant volume and composition, \( q_x = \delta U_x \). Thus, Eq. 5 can also be written

\[ \delta S_t = \delta U_A/T_A + \delta U_B/T_B = \delta U_A(1/T_A - 1/T_B) \]  

(7)

**Statistical mechanical treatment**

To derive the thermodynamic properties of an isolated system from statistical mechanics, it is necessary to assume that such a system is not perfectly isolated, but is subject to small perturbations that cause it to spend time in all possible microscopic states, consistent with the macroscopic state, having an energy \( E \) within a small range (\( \epsilon \)) of its mean value (\( \bar{E} = U \)) (Denbigh and Denbigh 1985: Sect. 2.3 and App. 2.2). The value of \( \epsilon \) is not critical.\(^6\)

Suppose, therefore, that, before contact is made between the two systems in Fig. 1, the microscopic motion of system A ranges over \( \Omega_A \) distinct states and that of B over \( \Omega_B \). Consider the quantity

\[ \Omega_t = \Omega_A \Omega_B \]  

(8)

Since systems A and B are independent, this represents the number of states the system as a whole ranges over before thermal contact is made. This is because any of the motions of one block can take place at the same time as any of the motions of the other block. After contact has been made, this number changes by the amount

\[ \delta \Omega_t = \Omega_B \delta \Omega_A + \Omega_A \delta \Omega_B \]  

(9)

---

\(^2\) In this and subsequent equations, the conditions are those specified in the initial description of the system, viz. constant volume and composition.

\(^3\) For a full discussion of this definition, see my paper ‘Understanding entropy’ (submitted).

\(^4\) If \( q_x \) is very small, the change in \( T_x \) is negligible.

\(^5\) In this case, \( q_A \) is also zero. However, it can be made finite by effecting the change to the system, not by closing C, but by using a cold body to remove a quantity of heat from one subsystem and a hot body to add an equivalent amount to the other.

\(^6\) This is because of the form of Eq. 10/11.
This can be written as

$$\frac{\delta \Omega_t}{\Omega_t} = \frac{\delta \Omega_A}{\Omega_A} + \frac{\delta \Omega_B}{\Omega_B}$$  \hspace{1cm} (10)$$

or

$$\delta \Omega_t = \delta \Omega_A + \delta \Omega_B$$  \hspace{1cm} (11)$$

where \( \delta_r \) is the relative change in the quantity indicated.

Equation 11 can also be written in the more familiar form,

$$\delta \ln \Omega_t = \delta \ln \Omega_A + \delta \ln \Omega_B$$  \hspace{1cm} (12)$$

However, this obscures the interpretation of entropy and temperature, as we shall see.

Now when A and B are brought into contact, the distribution of the total internal energy \( U_t \) between them \( (U_A, U_B) \) changes in the direction of the equilibrium distribution \( (U_A^{eq}, U_B^{eq}) \). According to the basic postulates of statistical mechanics (Tolman 1938), the latter distribution occurs when the combined system spends an equal proportion of time in all of the microscopic states it can assume when its energy is \( U_t \).

Thus, the number of states the combined system ranges over after contact is in general greater than the number before contact; that is, \( \delta \Omega_t \geq 0 \). Hence in Eq. 11, the condition for spontaneous change is

$$\delta_r \Omega_t \geq 0$$  \hspace{1cm} (13)$$

with the condition for equilibrium being \( \delta_r \Omega_t = 0 \).

Equation 13 corresponds to the entropy condition, Eq. 6. Comparison of the two equations suggests that

$$\delta S = k \delta_r \Omega$$  \hspace{1cm} (14)$$

where \( k \) is a constant whose value is to be determined. This equation is at constant volume and composition. Integration gives

$$S(U) = k \int \delta_r \Omega(U)$$  \hspace{1cm} (15)$$

To obtain the statistical mechanical analog of temperature, we rewrite Eq. 11 as

$$\delta_r \Omega_t = \beta_A \delta U_A + \beta_B \delta U_B = \delta U_A (\beta_A - \beta_B)$$  \hspace{1cm} (16)$$

where

$$\beta = \frac{\delta_r \Omega_t}{\delta U}$$  \hspace{1cm} (17)$$

Combining Eqs. 14 and 16 gives

$$\delta S_t = \delta U_A \left[ k (\beta_A - \beta_B) \right]$$  \hspace{1cm} (18)$$

Comparison with Eq. 7 suggests that

$$\frac{1}{T} = k \beta$$  \hspace{1cm} (19)$$

This again is at constant volume and composition.

That \( \beta \) has the properties of \( 1/T \) follows from Eq. 16. Thus the condition for equilibrium between A and B (\( \delta_r \Omega_t = 0 \)) is realized when \( \beta_A = \beta_B \); and when \( \beta_A \neq \beta_B \), energy flows from the system with the lower value of \( \beta \) to the system with the higher value (e.g. if \( \beta_A > \beta_B \), then \( \delta_r \Omega_t > 0 \) if \( \delta U_A > 0 \)).
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Interpretation

Entropy

I have discussed the interpretation of entropy previously (Nelson 1994). In brief, the change in entropy of a system corresponds to the relative change in the number of microscopic states a system ranges over (Eq. 14). Correspondence is with the relative, not the absolute, change because, when a system is brought into thermal contact with another system, it is the relative change that determines the direction of energy flow (Eq. 13).

Temperature

From Eqs. 17 and 19, reciprocal temperature \((1/T)\) corresponds to the relative change in the number of microscopic states of a system with change in internal energy. This correspondence arises as follows.

From Eqs. 11 and 13, the condition for A and B to be in equilibrium when they are brought into contact is that, when a small quantity of energy is taken from one and added to the other, the relative increase in the number of microscopic states that one of them ranges over should be equal to the relative decrease in the number the other ranges over. Since the gain in energy of one system is equal to the loss in energy of the other, this condition is realized when the relative change in number of states with change in energy \((\delta_r \Omega/\delta U)\) is equal for the two systems (Eqs. 16 and 17). When this quantity is different for the two systems, energy flows from the system with the lower value to the system with the higher one, thereby increasing the number of states that the system as a whole ranges over (Eq. 13). Thus the lower value is associated with the hotter system and the higher value with the colder one. Hence the reciprocal temperature or degree of coldness of a system can be identified as the relative change in the number of microscopic states of the body, at constant volume and composition, with change in energy (Eqs. 17 and 19).

That temperature is related to the relative change in number of microscopic states, not the absolute change, is to be expected. When a hot body is brought into contact with a cold body, heat flows from the hot one to the cold one irrespective of how big or small either body may be. The direction of flow must necessarily therefore be determined by a relative quantity, not an absolute one.

That temperature is a differential quantity is, however, unexpected. We are used to thinking of temperature as a simple quantity, measured by, for example, the length of mercury in a capillary, or the volume of a gas at constant pressure. As we shall see from the examples below, temperature can be related to simple properties of systems, but what these properties are differs from one system to another.

Examples

To illustrate the above identification of temperature, I consider two examples.

Ideal monatomic gas

Consider first the case of an ideal monatomic gas. Let the energy of the gas be sufficiently high that the proportion of microscopic states in which two or more atoms share the same motion is negligibly small. Then according to the quantum theory, the number of
microscopic states of the gas having an internal energy within a range \( u \) of a particular value \( U \) is given to a good approximation by

\[
\Omega = au(U - U_0)^{3N/2}
\]  

(20)

where \( N \) is the number of atoms, \( a \) is a constant, and \( U_0 \) is the energy of the gas when all the atoms are stationary (Denbigh 1981: Sect. 12.10). Equations 17 and 20 give

\[
\beta = \frac{3N}{2(U - U_0)}
\]  

(21)

Hence from Eq. 19

\[
kT = \frac{2(U - U_0)}{3N} = \frac{2}{3}E
\]  

(22)

where \( E \) is the average kinetic energy of each atom. This is a familiar result from the kinetic theory (Present 1958: Chap. 2).

Equation 22 is sometimes used to identify temperature. However, the connection it makes between temperature and average kinetic energy arises from the particular form of Eq. 20, and is not a general property of temperature (see next example). Use of this relation to identify \( T \) is therefore misleading.

From Eq. 22, the molar heat capacity of a monatomic gas at constant volume \( (\delta U_m/\delta T) \) is given by \((3/2)Lk\), where \( L \) is the Avogadro constant. Comparison of this with the experimental value \((3/2)R\) identifies \( k \) as \( R/L \).

**Einstein solid**

As a second example, consider a crystalline solid comprising \( N \) identical atoms. Einstein treated this as \( 3N \) simple harmonic oscillators, each with an energy \( (n + \frac{1}{2})\hbar\nu \), where \( \nu \) is the classical frequency and \( n = 0, 1, 2, \ldots \). The energy of the solid is then

\[
U = U_0 + m\hbar\nu
\]  

(23)

where \( U_0 \) is the zero-point energy \((\hbar\nu/2)\) and \( m \) is the number of quanta.

Now if \( N \) is large, the number of indistinguishable ways of distributing \( m \) quanta among \( N \) oscillators is (Callen 1985: Sect. 15–2):

\[
\Omega = \frac{(m + N)!}{m!N!}
\]  

(24)

Hence from Eq. 17,

\[
\beta = \frac{\ln \left(1 + \frac{N}{m}\right)}{\hbar\nu}
\]  

(25)

---

\(^7\) I have evaluated \( \delta \Omega/\delta U \) as \( \delta (\ln \Omega)/\delta U \) and used Stirling’s approximation \((\ln x! \approx x \ln x - x \text{ for } x \gg 1)\).
Thus,

\[ kT = \frac{h\nu}{\ln \left(1 + \frac{N}{m}\right)} \]  \hspace{1cm} (26)

This is different from Eq. 22.

Note that elimination of \( m \) between Eqs. 23 and 26 gives

\[ U = U_0 + \frac{N\hbar}{e^{\hbar/v/kT} - 1} \]  \hspace{1cm} (27)

Differentiation of this gives the molar heat capacity at high temperatures as \( 3Lk \) or \( 3R \).\(^8\)

**Conclusion**

In statistical mechanics, reciprocal temperature \((1/T)\) corresponds to the relative change in the number of microscopic states a macroscopic system at equilibrium ranges over, at constant volume and chemical composition, with change in internal energy.
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\(^8\) Using \( N = 3N_{at} \) and \( e^x \approx 1 + x \ (x << 1) \).