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1. Introduction

A fractional problem of the calculus of variations and optimal control consists in the study of an optimization problem in which the objective functional or constraints depend on derivatives and integrals of arbitrary, real or complex, orders. This is a generalization of the classical theory, where derivatives and integrals can only appear in integer orders.

1.1. Preliminaries

Integer order derivatives and integrals have a unified meaning in the literature. In contrast, there are several different approaches and definitions in fractional calculus for derivatives and integrals of arbitrary order. The following definitions and notations will be used throughout this chapter. See [19].

Definition 1.1 (Gamma function). The Euler integral of the second kind

\[ \Gamma(z) = \int_0^\infty t^{z-1} e^{-t} \, dt, \quad Re(z) > 0, \]

is called the gamma function.
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The gamma function has an important property, $\Gamma(z + 1) = z\Gamma(z)$, and hence $\Gamma(z) = (z - 1)!$ for $z \in \mathbb{N}$, which allows to extend the notion of factorial to real numbers. Other properties of this special function can be found in [5].

**Definition 1.2 (Mittag–Leffler function).** Let $\alpha > 0$. The function $E_\alpha$ defined by

$$E_\alpha(z) = \sum_{j=0}^{\infty} \frac{z^j}{\Gamma(\alpha j + 1)},$$

whenever the series converges, is called the one parameter Mittag–Leffler function. The two-parameter Mittag–Leffler function with parameters $\alpha, \beta > 0$ is defined by

$$E_{\alpha,\beta}(z) = \sum_{j=0}^{\infty} \frac{z^j}{\Gamma(\alpha j + \beta)}.$$  \hspace{1cm} (1)

**Definition 1.3 (Gr"unwald–Letnikov derivative).** Let $0 < \alpha < 1$ and $\binom{\alpha}{k}$ be the generalization of binomial coefficients to real numbers.

- The left Gr"unwald–Letnikov fractional derivative is defined as

$$GL_a D^\alpha_t x(t) = \lim_{h \to 0^+} \frac{1}{h^\alpha} \sum_{k=0}^{\infty} (-1)^k \binom{\alpha}{k} x(t - kh).$$ \hspace{1cm} (2)

- The right Gr"unwald–Letnikov derivative is

$$GL_t D^\alpha_b x(t) = \lim_{h \to 0^+} \frac{1}{h^\alpha} \sum_{k=0}^{\infty} (-1)^k \binom{\alpha}{k} x(t + kh).$$ \hspace{1cm} (3)

In the above mentioned definitions, $\binom{\alpha}{k}$ is the generalization of binomial coefficients to real numbers, defined by

$$\binom{\alpha}{k} = \frac{\Gamma(\alpha + 1)}{\Gamma(k + 1)\Gamma(\alpha - k + 1)}.$$

In this relation, $k$ and $\alpha$ can be any integer, real or complex number, except that $\alpha \notin \{-1, -2, -3, \ldots\}$.

**Definition 1.4 (Riemann–Liouville fractional integral).** Let $x(\cdot)$ be an integrable function in $[a, b]$ and $\alpha > 0$.

- The left Riemann–Liouville fractional integral of order $\alpha$ is given by

$$a I^\alpha_t x(t) = \frac{1}{\Gamma(\alpha)} \int_a^t (t - \tau)^{\alpha-1} x(\tau) d\tau, \quad t \in [a, b].$$

- The right Riemann–Liouville fractional integral of order $\alpha$ is given by

$$b I^\alpha_t x(t) = \frac{1}{\Gamma(\alpha)} \int_t^b (\tau - t)^{\alpha-1} x(\tau) d\tau, \quad t \in [a, b].$$
Definition 1.5 (Riemann–Liouville fractional derivative). Let $x(\cdot)$ be an absolutely continuous function in $[a, b]$, $x(\cdot) \in AC[a, b]$, and $0 \leq \alpha < 1$.

- The left Riemann–Liouville fractional derivative of order $\alpha$ is given by
  $$aD^\alpha_t x(t) = \frac{1}{\Gamma(1 - \alpha)} \frac{d}{dt} \int_a^t (t - \tau)^{-\alpha} x(\tau) d\tau, \quad t \in [a, b].$$

- The right Riemann–Liouville fractional derivative of order $\alpha$ is given by
  $$bD^\alpha_t x(t) = \frac{1}{\Gamma(1 - \alpha)} \left(-\frac{d}{dt}\right) \int_t^b (\tau - t)^{-\alpha} x(\tau) d\tau, \quad t \in [a, b].$$

Another type of fractional derivatives, introduced by Caputo, is closely related to the Riemann–Liouville definitions.

Definition 1.6 (Caputo’s fractional derivative). For a function $x(\cdot) \in AC[a, b]$ with $0 \leq \alpha < 1$:

- The left Caputo fractional derivative of order $\alpha$ is given by
  $$C_a D^\alpha_t x(t) = \frac{1}{\Gamma(1 - \alpha)} \int_a^t (t - \tau)^{-\alpha} \dot{x}(\tau) d\tau, \quad t \in [a, b].$$

- The right Caputo fractional derivative of order $\alpha$ is given by
  $$C_t D^\alpha_b x(t) = -\frac{1}{\Gamma(1 - \alpha)} \int_t^b (\tau - t)^{-\alpha} \dot{x}(\tau) d\tau, \quad t \in [a, b].$$

Definition 1.7 (Hadamard fractional integral). Let $x : [a, b] \to \mathbb{R}$.

- The left Hadamard fractional integral of order $\alpha > 0$ is defined by
  $$aI^\alpha_t x(t) = \frac{1}{\Gamma(\alpha)} \int_a^t \left(\ln \frac{t}{\tau}\right)^{\alpha - 1} \frac{x(\tau)}{\tau} d\tau, \quad t \in ]a, b[.$$

- The right Hadamard fractional integral of order $\alpha > 0$ is defined by
  $$tI^\alpha_b x(t) = \frac{1}{\Gamma(\alpha)} \int_t^b \left(\ln \frac{\tau}{t}\right)^{\alpha - 1} \frac{x(\tau)}{\tau} d\tau, \quad t \in ]a, b[.$$

When $\alpha = m$ is an integer, these fractional integrals are $m$-fold integrals:

$$aI^m_t x(t) = \int_a^t \frac{d\tau_1}{\tau_1} \int_a^{\tau_1} \frac{d\tau_2}{\tau_2} \ldots \int_a^{\tau_{m-1}} \frac{x(\tau_m)}{\tau_m} d\tau_m,$$

and

$$tI^m_b x(t) = \int_t^b \frac{d\tau_1}{\tau_1} \int_{\tau_1}^{\tau_2} \frac{d\tau_2}{\tau_2} \ldots \int_{\tau_{m-1}}^{\tau_m} \frac{x(\tau_m)}{\tau_m} d\tau_m.$$
Definition 1.8 (Hadamard fractional derivative). For $\alpha > 0$ and $n = [\alpha] + 1$,

- The left Hadamard fractional derivative of order $\alpha$ is defined by
  \[ aD^\alpha_t x(t) = \left( t \frac{d}{dt} \right)^n \frac{1}{\Gamma(n-\alpha)} \int_a^t \left( \ln \frac{t}{\tau} \right)^{n-\alpha-1} \frac{x(\tau)}{\tau} \, d\tau, \quad t \in [a, b]. \]

- The right Hadamard fractional derivative of order $\alpha$ is defined by
  \[ bD^\alpha_t x(t) = \left( -t \frac{d}{dt} \right)^n \frac{1}{\Gamma(n-\alpha)} \int_t^b \left( \ln \frac{\tau}{t} \right)^{n-\alpha-1} \frac{x(\tau)}{\tau} \, d\tau, \quad t \in [a, b]. \]

When $\alpha = m$ is an integer, we have

\[ aD^m_t x(t) = \left( t \frac{d}{dt} \right)^m x(t) \text{ and } bD^m_t x(t) = \left( -t \frac{d}{dt} \right)^m x(t). \]

1.2. Fractional Calculus of Variations and Optimal Control

Many generalizations to the classical calculus of variations and optimal control have been made to extend the theory to cover fractional variational and fractional optimal control problems. A simple fractional variational problem, for example, consists in finding a function $x(\cdot)$ that minimizes the functional

\[ J[x(\cdot)] = \int_a^b L(t, x(t), aD^\alpha_t x(t)) \, dt, \tag{4} \]

where $aD^\alpha_t$ is the left Riemann–Liouville fractional derivative. Typically, some boundary conditions are prescribed as $x(a) = x_a$ and/or $x(b) = x_b$. Classical techniques have been adopted to solve such problems. The Euler–Lagrange equation for a Lagrangian of the form $L(t, x(t), aD^\alpha_t x(t))$ has been derived firstly in [30, 31]. Many variants of necessary conditions of optimality have been studied. A generalization of the problem to include fractional integrals, i.e., $L = L(t, aI^\alpha_t x(t), aD^\alpha_t x(t))$, the transversality conditions of fractional variational problems and many other aspects can be found in the literature of recent years. See [1, 4, 6] and references therein. Furthermore, it has been shown that a variational problem with fractional derivatives can be reduced to a classical problem using an approximation of the Riemann–Liouville fractional derivatives in terms of a finite sum, where only derivatives of integer order are present [6].

On the other hand, fractional optimal control problems usually appear in the form of

\[ J[x(\cdot)] = \int_a^b L(t, x(t), u(t)) \, dt \rightarrow \min \]

s.t. \[ \begin{cases} aD^\alpha_t x(t) = f(t, x(t), u(t)) \\ x(a) = x_a, \quad x(b) = x_b, \end{cases} \]

where an optimal control $u(\cdot)$ together with an optimal trajectory $x(\cdot)$ are required to follow a fractional dynamic and, at the same time, optimize an objective functional. Again, classical techniques are generalized to derive necessary optimality conditions. Euler–Lagrange
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equations have been introduced, e.g., in [2]. A Hamiltonian formalism for fractional op-
timal control problems can be found in [9] that exactly follows the same procedure of the
regular optimal control theory, i.e., those with only integer-order derivatives.

Due to the growing number of applications of fractional calculus in science and engi-
neering (see, e.g., [11, 12, 33, 34]), numerical methods are being developed to provide tools
for solving such problems. Using the Grünwald–Letnikov approach, it is convenient to ap-
proximate the fractional differentiation operator, \( D^\alpha \), by generalized finite differences. In
[25] some problems have been solved by this approximation. In [13] a predictor-corrector
method is presented that converts an initial value problem into an equivalent Volterra inte-
gral equation, while [20] shows the use of numerical methods to solve such integral equa-
tions. A good survey on numerical methods for fractional differential equations can be
found in [16].

A numerical scheme to solve fractional differential equations has been introduced in
[7, 8], and [17], making an adaptation, uses this technique to solve fractional optimal control
problems. The scheme is based on an expansion formula to approximate the Riemann–
Liouville fractional derivative. The approximations transform fractional derivatives into
finite sums containing only derivatives of integer order.

In this chapter, we try to analyze problems for which an analytic solution is available.
This approach gives us the ability of measuring the accuracy of each method. To this end,
we need to measure how close we get to the exact solutions. We use the \( L^2 \)-norm and define
the error function \( E(x(\cdot), \tilde{x}(\cdot)) \) by

\[
E = \| x(\cdot) - \tilde{x}(\cdot) \|_2 = \left( \int_a^b [x(t) - \tilde{x}(t)]^2 dt \right)^{\frac{1}{2}},
\]

where \( x(\cdot) \) is defined on \([a, b]\).

1.3. A General Formulation

The appearance of fractional terms of different types, derivatives and integrals, and the fact
that there are several definitions for such operators, makes it difficult to present a typical
problem to represent all possibilities. Nevertheless, one can consider the optimization of
functionals of the form

\[
J[x(\cdot)] = \int_a^b L(t, x(t), D^\alpha x(t)) dt
\]

that depends on a fractional derivative, \( D^\alpha \), in which \( x = (x_1, x_2, \ldots, x_n) \), \( \alpha =
(\alpha_1, \alpha_2, \ldots, \alpha_n) \) and \( \alpha_i, \ i = 1, 2, \ldots, n, \) are arbitrary real positive numbers. The prob-
lem can be with or without boundary conditions. Many settings of fractional variational
and optimal control problems can be transformed to the optimization of (5). Constraints
that usually appear in the calculus of variations and are always present in optimal control
problems can be included in the functional using Lagrange multipliers. More precisely, in
presence of dynamic constraints as fractional differential equations, we assume that it is
possible to transform such equations to a vector fractional differential equation of the form

\[
D^\alpha x(t) = f(t, x(t)).
\]
In this stage, we introduce a new variable \( \lambda = (\lambda_1, \lambda_2, \ldots, \lambda_n) \) and consider the optimization of

\[
J[x(\cdot)] = \int_a^b [L(t, x(t), D^\alpha x(t)) + \lambda(t)D^\alpha x(t) - \lambda(t)f(t, x(t))] \, dt.
\]

When the problem depends on fractional integrals, \( I^\alpha \), a new variable can be defined as \( z(t) = I^\alpha x(t) \). Recall that \( D^\alpha I^\alpha x = x \) (see, e.g., [19]). The equation

\[
D^\alpha z(t) = D^\alpha I^\alpha x(t) = x(t)
\]

can be regarded as an extra constraint to be added to the original problem. However, problems containing fractional integrals can be treated directly to avoid the complexity of adding an extra variable to the original problem. Interested readers are addressed to [4, 28].

Throughout this chapter, by a fractional variational problem, we mainly consider the following one-variable problem with given boundary conditions:

\[
J[x(\cdot)] = \int_a^b L(t, x(t), D^\alpha x(t)) \, dt \rightarrow \min \\
\text{s.t.} \begin{cases} x(a) = x_a, \\ x(b) = x_b. \end{cases}
\]

In this setting \( D^\alpha \) can be replaced by any fractional operator that is available in the literature, say, Riemann–Liouville, Caputo, Grünwald–Letnikov, Hadamard and so forth. The inclusion of constraints is done by Lagrange multipliers. The transition from this problem to the general one, equation (5), is straightforward and is not discussed here.

### 1.4. Solution Methods

There are two main approaches to solve variational, including optimal control, problems. On the one hand, there are direct methods. In a branch of direct methods, the problem is discretized over a mesh on the interested time interval. Discrete values of the unknown function on mesh points, finite differences for derivatives, and, finally, a quadrature rule for the integral, are used. This procedure reduces the variational problem, a continuous dynamic optimization problem, to static multi-variable optimization. Better accuracies are achieved by refining the underlying mesh size. Another class of direct methods uses function approximation through a linear combination of the elements of a certain basis, e.g., power series. The problem is then transformed into the determination of the unknown coefficients. To get better results in this sense, is the matter of using more adequate or higher order function approximations.

On the other hand, there are indirect methods that reduce a variational problem to the solution of a differential equation by applying some necessary optimality conditions. Euler–Lagrange equations and Pontryagin’s maximum principle are used, in this context, to make the transformation process. Once we solve the resulting differential equation, an extremal for the original problem is reached. Therefore, to reach better results using indirect methods, one has to employ powerful integrators. It is worth, however, to mention here that numerical methods are usually used to solve practical problems.

These two methods have been generalized to cover fractional problems, which is the essential subject of this chapter.
2. Expansion Formulas to Approximate Fractional Derivatives

This section is devoted to present two approximations for the Riemann–Liouville, Caputo and Hadamard derivatives that are referred as fractional operators afterwards. We introduce the expansions of fractional operators in terms of infinite sums involving only integer order derivatives. These expansions are then used to approximate fractional operators in problems of the fractional calculus of variations and fractional optimal control. In this way, one can transform such problems into classical variational or optimal control problems. Hereafter, a suitable method, that can be found in the classical literature, is employed to find an approximated solution for the original fractional problem. Here we focus mainly on the left derivatives and the details of extracting corresponding expansions for right derivatives are given whenever it is needed to apply new techniques.

2.1. Riemann–Liouville Derivative

2.1.1. Approximation by a Sum of Integer Order Derivatives

Recall the definition of the left Riemann–Liouville derivative for \( \alpha \in (0, 1) \),

\[
a D_t^\alpha x(t) = \frac{1}{\Gamma(1 - \alpha)} \frac{d}{dt} \int_a^t (t - \tau)^{-\alpha} x(\tau) d\tau.
\]

The following theorem holds for any function \( x(\cdot) \) that is analytic in an interval \((c, d) \supset [a, b]\). See [6] for a more detailed discussion and [32] for a different proof.

**Theorem 2.1.** Let \((c, d), -\infty < c < d < +\infty,\) be an open interval in \(\mathbb{R}\), and \([a, b] \subset (c, d)\) be such that for each \(t \in [a, b]\) the closed ball \(B_{b-a}(t)\), with center at \(t\) and radius \(b - a\), lies in \((c, d)\). If \(x(\cdot)\) is analytic in \((c, d)\), then

\[
a D_t^\alpha x(t) = \sum_{k=0}^{\infty} \frac{(-1)^{k-1} \alpha x^{(k)}(t)}{k! (k - \alpha) \Gamma(1 - \alpha)} (t - a)^{k-\alpha}.
\]

**Proof.** Since \(x(t)\) is analytic in \((c, d)\), and \(B_{b-a}(t) \subset (c, d)\) for any \(\tau \in (a, t)\) with \(t \in (a, b)\), the Taylor expansion of \(x(\tau)\) at \(t\) is a convergent power series, i.e.,

\[
x(\tau) = x(t - (t - \tau)) = \sum_{k=0}^{\infty} \frac{(-1)^k x^{(k)}(t)}{k!} (t - \tau)^k,
\]

and then, by (6),

\[
a D_t^\alpha x(t) = \frac{1}{\Gamma(1 - \alpha)} \frac{d}{dt} \int_a^t \left( (t - \tau)^{-\alpha} \sum_{k=0}^{\infty} \frac{(-1)^k x^{(k)}(t)}{k!} (t - \tau)^k \right) d\tau.
\]
Since \((t - \tau)^{k - \alpha}x^{(k)}(t)\) is analytic, we can interchange integration with summation, so

\[
a_D^\alpha x(t) = \frac{1}{\Gamma(1 - \alpha)} \frac{d}{dt} \sum_{k=0}^{\infty} \frac{(-1)^k x^{(k)}(t)}{k!(k + 1 - \alpha)} \int_0^t (t - \tau)^{k - \alpha} d\tau
\]

\[
= \frac{1}{\Gamma(1 - \alpha)} \frac{d}{dt} \sum_{k=0}^{\infty} \left( \frac{(-1)^k x^{(k)}(t)}{k!(k + 1 - \alpha)} (t - a)^{k+1-\alpha} + \frac{(-1)^k x^{(k)}(t)}{k!} (t - a)^{k-\alpha} \right)
\]

\[
= \frac{x(t)}{\Gamma(1 - \alpha)} (t - a)^{-\alpha}
\]

\[
+ \frac{1}{\Gamma(1 - \alpha)} \sum_{k=1}^{\infty} \left( \frac{(-1)^{k-1}}{(k - \alpha)(k - 1)!} + \frac{(-1)^k}{k!} \right) x^{(k)}(t)(t - a)^{k-\alpha}.
\]

Observe that

\[
\frac{(-1)^{k-1}}{(k - \alpha)(k - 1)!} + \frac{(-1)^k}{k!} = \frac{k(-1)^{k-1} + (-1)^k}{(k - \alpha)k!} = \frac{(-1)^{k-1}(\alpha - 1)}{(k - \alpha)k!},
\]

since for any \(k = 0, 1, 2, \ldots\) we have \(k(-1)^{k-1} + (-1)^k = 0\). Therefore, the expansion formula is reached as required.

For numerical purposes, a finite number of terms in (7) is used and one has

\[
a_D^\alpha x(t) \approx \sum_{k=0}^{N} \frac{(-1)^k x^{(k)}(t)}{k!(k + 1 - \alpha)} (t - a)^{k-\alpha}.
\]

(9)

**Remark 2.2.** With the same assumptions of Theorem 2.1, we can expand \(x(\tau)\) at \(t\),

\[
x(\tau) = x(t + (\tau - t)) = \sum_{k=0}^{\infty} \frac{x^{(k)}(t)}{k!} (\tau - t)^k,
\]

where \(\tau \in (t, b)\). Similar calculations result in the following approximation for the right Riemann–Liouville derivative:

\[
_\tau D^\alpha_0 x(t) \approx \sum_{k=0}^{N} \frac{-\alpha x^{(k)}(t)}{k!(k - \alpha)\Gamma(1 - \alpha)} (b - t)^{k-\alpha}.
\]

A proof for this expansion is available at [32] that uses a similar relation for fractional integrals. The proof discussed here, however, allows to extract an error term for this expansion easily.
2.1.2. Approximation Using Moments of a Function

By moments of a function, we have no physical or distributive sense in mind. The naming comes from the fact that, during expansion, the terms of the form

\[ V_p(t) := V_p(x(t)) = (1 - p) \int_a^t (\tau - a)^{p-2} x(\tau) d\tau, \quad p \in \mathbb{N}, \quad \tau \geq a, \]  

(10)

resemble the formulas of central moments (cf. [8]). We assume that \( V_p(x(\cdot)), p \in \mathbb{N} \), denotes the \((p-2)\)th moment of a function \( x(\cdot) \in AC^2[a, b] \).

The following lemma, that is given here without a proof, is the key relation to extract an expansion formula for Riemann–Liouville derivatives.

**Lemma 2.3 (cf. Lemma 2.12 of [12]).** Let \( x(\cdot) \in AC[a, b] \) and \( 0 < \alpha < 1 \). Then the left Riemann–Liouville fractional derivative, \( aD_t^\alpha x(\cdot) \), exists almost everywhere in \([a, b]\). Moreover, \( aD_t^\alpha x(\cdot) \in L_p[a, b] \) for \( 1 \leq p < \frac{1}{\alpha} \) and

\[
aD_t^\alpha x(t) = \frac{1}{\Gamma(1 - \alpha)} \left[ \frac{x(a)}{(t-a)^\alpha} + \int_a^t (t-\tau)^{-\alpha} \dot{x} (\tau) d\tau \right], \quad t \in (a, b). \]  

(11)

The same argument is valid for the right Riemann–Liouville derivative and

\[
aD_b^\alpha x(t) = \frac{1}{\Gamma(1 - \alpha)} \left[ \frac{x(b)}{(b-t)^\alpha} - \int_t^b (\tau-t)^{-\alpha} \dot{x} (\tau) d\tau \right], \quad t \in (a, b). \]

**Theorem 2.4 (cf. [7]).** With the same assumptions of Lemma 2.3, the left Riemann–Liouville derivative can be expanded as

\[
aD_t^\alpha x(t) = \frac{(t-a)^{-\alpha}}{\Gamma(1 - \alpha)} x(t) + B(\alpha)(t-a)^{1-\alpha} \ddot{x}(t) \]

\[ - \sum_{p=2}^{\infty} \left[ C(\alpha, p)(t-a)^{1-p-\alpha} V_p(t) - \frac{\Gamma(p-1+\alpha)}{\Gamma(\alpha) \Gamma(1-\alpha) (p-1)!} (t-a)^{-\alpha} x(t) \right], \]  

(12)

where \( V_p(t) \) is defined by (10) and

\[
B(\alpha) = \frac{1}{\Gamma(2-\alpha)} \left( 1 + \sum_{p=1}^{\infty} \frac{\Gamma(p-1+\alpha)}{\Gamma(\alpha-1) p!} \right),
\]

\[
C(\alpha, p) = \frac{1}{\Gamma(2-\alpha) \Gamma(\alpha-1)} \frac{\Gamma(p-1+\alpha)}{(p-1)!}.
\]

**Proof.** Integration by parts on the right-hand-side of (11) gives

\[
aD_t^\alpha x(t) = \frac{x(a)}{\Gamma(1 - \alpha)} (t-a)^{-\alpha} + \frac{\ddot{x}(a)}{\Gamma(2-\alpha)} (t-a)^{1-\alpha} \]

\[ + \frac{1}{\Gamma(2-\alpha)} \int_a^t (t-\tau)^{1-\alpha} \dot{x}(\tau) d\tau. \]  

(13)
Since \((\tau - a) \leq (t - a)\),
\[
(t - \tau)^{1-\alpha} = (t - a)^{1-\alpha} \left(1 - \frac{\tau - a}{t - a}\right)^{1-\alpha}.
\]

Using the binomial theorem, we have
\[
\left(1 - \frac{\tau - a}{t - a}\right)^{1-\alpha} = \sum_{p=0}^{\infty} \frac{\Gamma(p - 1 + \alpha)}{\Gamma(\alpha - 1)p!} \left(\frac{\tau - a}{t - a}\right)^p,
\]
in which the infinite series converges. Replacing for \((t - \tau)^{1-\alpha}\) in (13) gives
\[
aD^\alpha_t x(t) = \frac{x(a)}{\Gamma(1-\alpha)}(t-a)^{-\alpha} + \frac{\dot{x}(a)}{\Gamma(2-\alpha)}(t-a)^{1-\alpha} + \frac{(t-a)^{1-\alpha}}{\Gamma(2-\alpha)} \int_a^t \left(\sum_{p=0}^{\infty} \frac{\Gamma(p - 1 + \alpha)}{\Gamma(\alpha - 1)p!} \left(\frac{\tau - a}{t - a}\right)^p\right) \tau \cdot \dot{x}(\tau) d\tau, \quad t > a.
\]

Interchanging the summation and integration operations is possible, and yields
\[
aD^\alpha_t x(t) = \frac{x(a)}{\Gamma(1-\alpha)}(t-a)^{-\alpha} + \frac{\dot{x}(a)}{\Gamma(2-\alpha)}(t-a)^{1-\alpha} + \frac{(t-a)^{1-\alpha}}{\Gamma(2-\alpha)} \sum_{p=0}^{\infty} \frac{\Gamma(p - 1 + \alpha)}{\Gamma(\alpha - 1)p!(t-a)^p} \int_a^t (\tau - a)^p \ddot{x}(\tau) d\tau, \quad t > a.
\]

Decomposing the infinite sum, integrating, and doing another integration by parts, allow us to write
\[
aD^\alpha_t x(t) = \frac{x(a)}{\Gamma(1-\alpha)}(t-a)^{-\alpha} + \frac{\dot{x}(a)}{\Gamma(2-\alpha)}(t-a)^{1-\alpha} + \frac{(t-a)^{1-\alpha}}{\Gamma(2-\alpha)} \sum_{p=1}^{\infty} \frac{\gamma(\alpha, p)}{p!(t-a)^p} \int_a^t (\tau - a)^p \ddot{x}(\tau) d\tau
\]
\[
\quad + \frac{(t-a)^{1-\alpha}}{\Gamma(2-\alpha)} \sum_{p=1}^{\infty} \frac{\gamma(\alpha, p)}{(p-1)!(t-a)^p} \int_a^t (\tau - a)^p \dot{x}(\tau) d\tau,
\]
where
\[
\gamma(\alpha, p) = \frac{\Gamma(p - 1 + \alpha)}{\Gamma(\alpha - 1)}.
\]

Repeating this procedure again, and simplifying the results, ends the proof.

The moments \(V_p(t), p = 2, 3, \ldots\), can be regarded as the solutions to the following system of differential equations:
\[
\begin{align*}
V_p(t) &= (1 - p)(t-a)^{p-2}x(t) \\
V_p(a) &= 0, \quad p = 2, 3, \ldots
\end{align*}
\]
\[
(14)
\]
As before, a numerical approximation is achieved by taking only a finite number of terms in the series (12). We approximate the fractional derivative as

\[ aD_t^\alpha x(t) \approx A(t - a)^{-\alpha}x(t) + B(t - a)^{1-\alpha}\dot{x}(t) - \sum_{p=2}^{N} C(\alpha, p)(t - a)^{1-p-\alpha}V_p(t), \quad (15) \]

where \( A = A(\alpha, N) \) and \( B = B(\alpha, N) \) are given by

\[ A(\alpha, N) = \frac{1}{\Gamma(1 - \alpha)} \left( 1 + \sum_{p=2}^{N} \frac{\Gamma(p - 1 + \alpha)}{\Gamma(\alpha)(p-1)!} \right), \quad (16) \]

\[ B(\alpha, N) = \frac{1}{\Gamma(2 - \alpha)} \left( 1 + \sum_{p=1}^{N} \frac{\Gamma(p - 1 + \alpha)}{\Gamma(\alpha - 1)p!} \right). \quad (17) \]

Remark 2.5. This expansion has been proposed in [14] and a simplification has been made in [8], which uses the fact that the infinite series \( \sum_{p=1}^{\infty} \frac{\Gamma(p - 1 + \alpha)}{\Gamma(\alpha - 1)p!} \) tends to \(-1\), and concludes that \( B(\alpha) = 0 \), and thus

\[ aD_t^\alpha x(t) \approx A(\alpha, N)t^{-\alpha}x(t) - \sum_{p=2}^{N} C(\alpha, p)t^{1-p-\alpha}V_p(t). \quad (18) \]

In practice, however, we only use a finite number of terms in series. Therefore,

\[ 1 + \sum_{p=1}^{N} \frac{\Gamma(p - 1 + \alpha)}{\Gamma(\alpha - 1)p!} \neq 0, \]

and we keep here the approximation in the form of equation (15). To be more precise, the values of \( B(\alpha, N) \), for different choices of \( N \) and \( \alpha \), are given in Table 1. It shows that even for a large \( N \), when \( \alpha \) tends to one, \( B(\alpha, N) \) cannot be ignored.

Table 1. \( B(\alpha, N) \) for different values of \( \alpha \) and \( N \).

| \( N \)  | 4   | 7   | 15  | 30  | 70  | 120 | 170 |
|---------|-----|-----|-----|-----|-----|-----|-----|
| \( B(0.1, N) \) | 0.0310 | 0.0188 | 0.0095 | 0.0051 | 0.0024 | 0.0015 | 0.0011 |
| \( B(0.3, N) \) | 0.1357 | 0.0928 | 0.0549 | 0.0339 | 0.0188 | 0.0129 | 0.0101 |
| \( B(0.5, N) \) | 0.3085 | 0.2364 | 0.1630 | 0.1157 | 0.0760 | 0.0581 | 0.0488 |
| \( B(0.7, N) \) | 0.5519 | 0.4717 | 0.3783 | 0.3083 | 0.2396 | 0.2040 | 0.1838 |
| \( B(0.9, N) \) | 0.8470 | 0.8046 | 0.7481 | 0.6990 | 0.6428 | 0.6092 | 0.5884 |
| \( B(0.99, N) \) | 0.9849 | 0.9799 | 0.9728 | 0.9662 | 0.9582 | 0.9531 | 0.9498 |

Remark 2.6. Similar computations give rise to an expansion formula for \( tD_b^\alpha \), the right Riemann–Liouville fractional derivative:

\[ tD_b^\alpha x(t) \approx A(b - t)^{-\alpha}x(t) - B(b - t)^{1-\alpha}\dot{x}(t) - \sum_{p=2}^{N} C(\alpha, p)(b - t)^{1-p-\alpha}W_p(t), \]
where
\[ W_p(t) = (1-p) \int_t^b (b-\tau)^{p-2} x(\tau) d\tau. \]

The coefficients \( A = A(\alpha, N) \) and \( B = B(\alpha, N) \) are the same as (16) and (17) respectively, and \( C(\alpha, p) \) is as before.

**Remark 2.7.** As stated before, Caputo derivatives are closely related to those of Riemann–Liouville. For any function, \( x(\cdot) \), and for \( \alpha \in (0, 1) \) for which these two kind of fractional derivatives, left and right, exist, we have
\[ C_a D_t^\alpha x(t) = a D_t^\alpha x(t) - \frac{x(a)}{(t-a)^\alpha}, \]

and
\[ C_t D_b^\alpha x(t) = t D_b^\alpha x(t) - \frac{x(b)}{(b-t)^\alpha}. \]

Using these relations, we can easily construct approximation formulas for the left and right Caputo fractional derivatives, e.g.,
\[ C_a D_t^\alpha x(t) \approx A(\alpha, N)(t-a)^{-\alpha} x(t) + B(\alpha, N)(t-a)^{1-\alpha} \dot{x}(t) - \sum_{p=2}^{N} C(\alpha, p)(t-a)^{1-p-\alpha} V_p(t) - \frac{x(a)}{(t-a)^\alpha}. \]

**2.1.3. Examples**

To examine the approximations provided so far, we take some test functions, and apply (9) and (15) to evaluate their fractional derivatives. We compute \( a D_t^\alpha x(t) \), with \( \alpha = \frac{1}{2} \), for \( x(t) = t^4 \) and \( x(t) = e^{2t} \). The exact formulas for the fractional derivatives of polynomials are derived from
\[ 0 D_t^{0.5}(t^n) = \frac{\Gamma(n+1)}{\Gamma(n+1-0.5)} t^{n-0.5}, \]
and for the exponential function one has
\[ 0 D_t^{0.5}(e^{\lambda t}) = t^{-0.5} E_{1,1-0.5}(\lambda t), \]

where \( E_{\alpha,\beta} \) is the two parameter Mittag–Leffler function (1).

Figure 1 shows the results using approximation (9). As we can see, the third approximations are reasonably accurate for both cases. Indeed, for \( x(t) = t^4 \), the approximation with \( N = 4 \) coincides with the exact solution because the derivatives of order five and more vanish.

Now we use approximation (15) to evaluate fractional derivatives of the same test functions. In this case, for a given function \( x(\cdot) \), we can compute \( V_p \) by definition, equation (10). One can also integrate the system (14) analytically, if possible, or use any numerical integrator. It is clearly seen in Figure 2 that one can get better results by using larger values of \( N \). Comparing Figures 1 and 2, we find out that the approximation (9) shows a faster convergence. Observe that both functions are analytic and it is easy to compute higher-order derivatives.
Remark 2.8. A closer look to (9) and (15) reveals that in both cases the approximations are not computable at $a$ and $b$ for the left and right fractional derivatives, respectively. At these points we assume that it is possible to extend them continuously to the closed interval $[a, b]$.

Following Remark 2.5, we show here that neglecting the first derivative in the expansion (15) can cause a considerable loss of accuracy in computation. Once again, we compute the fractional derivatives of $x(t) = t^4$ and $x(t) = e^{2t}$, but this time we use the approximation given by (18). Figure 3 summarizes the results. Approximation (15) gives a more realistic approximation using quite small $N$, 3 in this case.

2.2. Hadamard Derivatives

For Hadamard derivatives, the expansions can be obtained in a quiet similar way [27].
2.2.1. Approximation by a Sum of Integer Order Derivatives

Assume that a function \( x(\cdot) \) admits derivatives of any order, then expansion formulas for the Hadamard fractional integrals and derivatives of \( x \), in terms of its integer-order derivatives, are given in [10, Theorem 17]:

\[
0I_t^\alpha x(t) = \sum_{k=0}^{\infty} S(-\alpha, k)t^k x^{(k)}(t)
\]

and

\[
0D_t^\alpha x(t) = \sum_{k=0}^{\infty} S(\alpha, k)t^k x^{(k)}(t),
\]

where

\[
S(\alpha, k) = \frac{1}{k!} \sum_{j=1}^{k} (-1)^{k-j} \binom{k}{j} j^\alpha
\]

is the Stirling function.

As approximations, we truncate infinite sums at an appropriate order \( N \) and get the following formulas:

\[
0I_t^\alpha x(t) \approx \sum_{k=0}^{N} S(-\alpha, k)t^k x^{(k)}(t),
\]

and

\[
0D_t^\alpha x(t) \approx \sum_{k=0}^{N} S(\alpha, k)t^k x^{(k)}(t).
\]
2.2.2. Approximation Using Moments of a Function

The same idea of expanding Riemann–Liouville derivatives, with slightly different techniques, is used to derive expansion formulas for left and right Hadamard derivatives. The following lemma is a basis for these new relations.

**Lemma 2.9.** Let \( \alpha \in (0, 1) \) and \( x(\cdot) \) be an absolutely continuous function on \([a, b]\). Then the Hadamard fractional derivatives may be expressed by

\[
a_D^\alpha_t x(t) = \frac{x(a)}{\Gamma(1 - \alpha)} \left( \ln \frac{t}{a} \right)^{-\alpha} + \frac{1}{\Gamma(1 - \alpha)} \int_a^t \left( \ln \frac{t}{\tau} \right)^{-\alpha} \dot{x}(\tau) d\tau \quad (19)
\]

and

\[
b_D^\alpha_t x(t) = \frac{x(b)}{\Gamma(1 - \alpha)} \left( \ln \frac{b}{t} \right)^{-\alpha} - \frac{1}{\Gamma(1 - \alpha)} \int_t^b \left( \ln \frac{\tau}{t} \right)^{-\alpha} \dot{x}(\tau) d\tau.
\]

A proof of this lemma, for an arbitrary \( \alpha > 0 \), can be found in [18, Theorem 3.2].

**Theorem 2.10.** Let \( 0 < a < b \) and \( x : [a, b] \to \mathbb{R} \) be an absolutely continuous function. Then

\[
a_D^\alpha_t x(t) = \frac{1}{\Gamma(1 - \alpha)} \left( \ln \frac{t}{a} \right)^{-\alpha} x(t) + B(\alpha) \left( \ln \frac{t}{a} \right)^{1-\alpha} t \dot{x}(t)
\]

\[
- \sum_{p=2}^{\infty} \left[ C(\alpha, p) \left( \ln \frac{t}{a} \right)^{1-\alpha-p} V_p(t) - \frac{\Gamma(p+\alpha-1)}{\Gamma(\alpha)\Gamma(1-\alpha)(p-1)!} \left( \ln \frac{t}{a} \right)^{1-\alpha} x(t) \right]
\]

with

\[
B(\alpha) = \frac{1}{\Gamma(2-\alpha)} \left( 1 + \sum_{p=1}^{\infty} \frac{\Gamma(p+\alpha-1)}{\Gamma(\alpha-1)p!} \right),
\]

\[
C(\alpha, p) = \frac{\Gamma(p+\alpha-1)}{\Gamma(-\alpha)\Gamma(1+\alpha)(p-1)!},
\]

\[
V_p(t) = (1-p) \int_a^t \left( \ln \frac{\tau}{t} \right)^{p-2} x(\tau) \frac{d\tau}{\tau}.
\]

**Proof.** We rewrite (19) as

\[
a_D^\alpha_t x(t) = \frac{x(a)}{\Gamma(1 - \alpha)} \left( \ln \frac{t}{a} \right)^{-\alpha} + \frac{1}{\Gamma(1 - \alpha)} \int_a^t \frac{1}{\tau} \left( \ln \frac{t}{\tau} \right)^{-\alpha} \tau \dot{x}(\tau) d\tau
\]

and then integrating by parts gives

\[
a_D^\alpha_t x(t) = \frac{x(a)}{\Gamma(1 - \alpha)} \left( \ln \frac{t}{a} \right)^{-\alpha} + \frac{a \dot{x}(a)}{\Gamma(2-\alpha)} \left( \ln \frac{t}{a} \right)^{1-\alpha}
\]

\[
+ \frac{1}{\Gamma(2-\alpha)} \int_a^t \left( \ln \frac{t}{\tau} \right)^{1-\alpha} [\dot{x}(\tau) + \tau \ddot{x}(\tau)] d\tau.
\]
Now we use the following expansion for \((\ln \frac{t}{\tau})^{1-\alpha}\), using the binomial theorem,

\[
\left(\ln \frac{t}{\tau}\right)^{1-\alpha} = \left(\ln \frac{t}{a}\right)^{1-\alpha} \left(1 - \frac{\ln \frac{\tau}{a}}{\ln \frac{t}{a}}\right)^{1-\alpha}
\]

\[
= \left(\ln \frac{t}{a}\right)^{1-\alpha} \sum_{p=0}^{\infty} \frac{\Gamma(p - 1 + \alpha)}{\Gamma(\alpha - 1)p!} \left(\ln \frac{\tau}{a}\right)^p.
\]

This implies that

\[
aD_t^\alpha x(t) = \frac{x(a)}{\Gamma(1 - \alpha)} \left(\ln \frac{t}{a}\right)^{-\alpha} + \frac{a\dot{x}(a)}{\Gamma(2 - \alpha)} \left(\ln \frac{t}{a}\right)^{1-\alpha} + \frac{1}{\Gamma(2 - \alpha)} \left(\ln \frac{t}{a}\right)^{1-\alpha}
\]

\[
\times \sum_{p=0}^{\infty} \frac{\Gamma(p - 1 + \alpha)}{\Gamma(\alpha - 1)p!} \left(\ln \frac{t}{a}\right)^{-p} \int_a^t \left(\ln \frac{\tau}{a}\right)^p [\dot{x}(\tau) + \tau \ddot{x}(\tau)] d\tau.
\]

Extracting the first term of the infinite sum, simplifications and another integration by parts using \(u = (\ln \frac{\tau}{a})^p\), \(du = (p)\frac{1}{\tau} (\ln \frac{\tau}{a})^{p-1}\) and \(dv = [\dot{x}(\tau) + \tau \ddot{x}(\tau)] d\tau\), \(v = \tau \dot{x}(\tau)\) yields

\[
aD_t^\alpha x(t) = \frac{x(a)}{\Gamma(1 - \alpha)} \left(\ln \frac{t}{a}\right)^{-\alpha} + B(\alpha) \left(\ln \frac{t}{a}\right)^{1-\alpha} \dot{x}(t) - \frac{1}{\Gamma(2 - \alpha)} \left(\ln \frac{t}{a}\right)^{1-\alpha}
\]

\[
\times \sum_{p=1}^{\infty} \frac{\Gamma(p - 1 + \alpha)}{\Gamma(\alpha - 1)(p - 1)!} \left(\ln \frac{t}{a}\right)^{-p} \int_a^t \left(\ln \frac{\tau}{a}\right)^{p-1} \dot{x}(\tau) d\tau.
\]

A final step of extracting the first term in the sum and integration by parts finishes the proof.

For practical purposes, finite sums up to order \(N\) are considered and the approximation becomes

\[
aD_t^\alpha x(t) \approx A(\alpha, N) \left(\ln \frac{t}{a}\right)^{-\alpha} x(t) + B(\alpha, N) \left(\ln \frac{t}{a}\right)^{1-\alpha} \dot{x}(t)
\]

\[
+ \sum_{p=2}^{N} C(\alpha, p) \left(\ln \frac{t}{a}\right)^{1-\alpha-p} V_p(t)
\]

(20)

with

\[
A(\alpha, N) = \frac{1}{\Gamma(1 - \alpha)} \left(1 + \sum_{p=2}^{N} \frac{\Gamma(p + \alpha - 1)}{\Gamma(\alpha)(p - 1)!}\right),
\]

\[
B(\alpha, N) = \frac{1}{\Gamma(2 - \alpha)} \left(1 + \sum_{p=1}^{N} \frac{\Gamma(p + \alpha - 1)}{\Gamma(\alpha - 1)p!}\right).
\]
Remark 2.11. The right Hadamard fractional derivative can be expanded in the same way. This gives the following approximation:

\[ 1^D_0^\alpha x(t) \approx A(\alpha, N) \left( \ln \frac{b}{t} \right)^{-\alpha} x(t) - B(\alpha, N) \left( \ln \frac{b}{t} \right)^{1-\alpha} \dot{x}(t) \]

\[ - \sum_{p=2}^{N} C(\alpha, p) \left( \ln \frac{b}{t} \right)^{1-\alpha-p} W_p(t) \]

with

\[ W_p(t) = (1-p) \int_t^b \left( \ln \frac{b}{\tau} \right)^{p-2} \frac{x(\tau)}{\tau} d\tau. \]

2.2.3. Examples

In this section we apply (20) to compute fractional derivatives, of order \( \alpha = \frac{1}{2} \), for \( x(t) = t^4 \) and \( x(t) = \ln(t) \). The exact Hadamard fractional derivative is available for \( x(t) = t^4 \) and we have

\[ 1^D_0^0.5 t^4 = \frac{\sqrt{\ln t}}{\Gamma(1.5)}. \]

For \( x(t) = \ln(t) \), only an approximation of the Hadamard fractional derivative is found in the literature:

\[ 1^D_0^0.5 \ln(t) \approx \frac{1}{\Gamma(0.5)\sqrt{\ln t}} + \frac{0.5908179503}{\Gamma(0.5)} 9t^0 \text{erf}(3\sqrt{\ln t}). \]

The results of applying (20) to evaluate fractional derivatives are depicted in Figure 4:
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2.2.4. Error Analysis

When we approximate an infinite series by a finite sum, the choice of the order of approximation is a key question. Having an estimate knowledge of truncation errors, one can choose properly up to which order the approximations should be made to suit the accuracy requirements. In this section we study the errors of the approximations presented so far.

Separation of an error term in (8) concludes in

\[ aD^\alpha_t x(t) = \frac{1}{\Gamma(1-\alpha)} \frac{d}{dt} \int_a^t (t-\tau)^{-\alpha} \sum_{k=0}^N \frac{(-1)^k x^{(k)}(\tau)}{k!} (t-\tau)^k d\tau \]

\[ + \frac{1}{\Gamma(1-\alpha)} \frac{d}{dt} \int_a^t (t-\tau)^{-\alpha} \sum_{k=N+1}^\infty \frac{(-1)^k x^{(k)}(\tau)}{k!} (t-\tau)^k d\tau. \]  

(21)

The first term in (21) gives (9) directly and the second term is the error caused by truncation. The next step is to give a local upper bound for this error, \( E_{tr}(t) \).

The series

\[ \sum_{k=N+1}^\infty \frac{(-1)^k x^{(k)}(\tau)}{k!} (t-\tau)^k, \quad \tau \in (a, t), \quad t \in (a, b), \]

is the remainder of the Taylor expansion of \( x(\tau) \) and thus bounded by \( \frac{M}{(N+1)!} (t-\tau)^{N+1} \) in which

\[ M = \max_{\tau \in [a,t]} |x^{(N+1)}(\tau)|. \]

Then,

\[ E_{tr}(t) \leq \frac{M}{\Gamma(1-\alpha)(N+1)!} \frac{d}{dt} \int_a^t (t-\tau)^{N+1-\alpha} d\tau = \frac{M}{\Gamma(1-\alpha)(N+1)!} (t-a)^{N+1-\alpha}. \]

In order to estimate a truncation error for approximation (15), the expansion procedure is carried out with separation of \( N \) terms in binomial expansion as

\[ \left( \frac{1-\tau-a}{t-a} \right)^{1-\alpha} = \sum_{p=0}^\infty \frac{\Gamma(p+1+\alpha)}{\Gamma(\alpha-1)p!} \left( \frac{\tau-a}{t-a} \right)^p \]

\[ = \sum_{p=0}^N \frac{\Gamma(p+1+\alpha)}{\Gamma(\alpha-1)p!} \left( \frac{\tau-a}{t-a} \right)^p + R_N(\tau), \]  

(22)

where

\[ R_N(\tau) = \sum_{p=N+1}^\infty \frac{\Gamma(p+1+\alpha)}{\Gamma(\alpha-1)p!} \left( \frac{\tau-a}{t-a} \right)^p. \]
Substituting (22) into (13), we get
\[ aD_t^\alpha x(t) = \frac{x(a)}{\Gamma(1-\alpha)}(t-a)^{-\alpha} + \frac{\dot{x}(a)}{\Gamma(2-\alpha)}(t-a)^{1-\alpha} \]
\[ + \frac{(t-a)^{1-\alpha}}{\Gamma(2-\alpha)} \int_a^t \left( N \sum_{p=0}^{\infty} \frac{\Gamma(p+1+\alpha)}{\Gamma(1-\alpha)p!} \left( \frac{\tau-a}{t-a} \right)^p + R_N(\tau) \right) \ddot{x}(\tau) d\tau \]
\[ = \frac{x(a)}{\Gamma(1-\alpha)}(t-a)^{-\alpha} + \frac{\dot{x}(a)}{\Gamma(2-\alpha)}(t-a)^{1-\alpha} \]
\[ + \frac{(t-a)^{1-\alpha}}{\Gamma(2-\alpha)} \int_a^t \left( N \sum_{p=0}^{\infty} \frac{\Gamma(p+1+\alpha)}{\Gamma(1-\alpha)p!} \left( \frac{\tau-a}{t-a} \right)^p \right) \ddot{x}(\tau) d\tau \]
\[ + \frac{(t-a)^{1-\alpha}}{\Gamma(2-\alpha)} \int_a^t R_N(\tau) \ddot{x}(\tau) d\tau. \]

At this point, we apply the techniques of [8] to the first three terms with finite sums. Then, we receive (15) with an extra term of truncation error:

\[ E_{tr}(t) = \frac{(t-a)^{1-\alpha}}{\Gamma(2-\alpha)} \int_a^t R_N(\tau) \ddot{x}(\tau) d\tau. \]

Since \( 0 \leq \frac{\tau-a}{t-a} \leq 1 \) for \( \tau \in [a,t] \), one has

\[ |R_N(\tau)| \leq \sum_{p=N+1}^{\infty} \left| \frac{\Gamma(p+1+\alpha)}{\Gamma(1-\alpha)p!} \right| = \sum_{p=N+1}^{\infty} \left| \left( \frac{1}{p} \right)^{1-\alpha} \right| \leq \sum_{p=N+1}^{\infty} \frac{e^{(1-\alpha)(1/2)-1}}{p^{2-\alpha}}. \]

Finally, assuming \( L_2 = \max_{\tau \in [a,t]} |x^{(2)}(\tau)| \), we conclude that

\[ |E_{tr}(t)| \leq L_2 \frac{e^{(1-\alpha)(1/2)-1}}{\Gamma(2-\alpha)(1-\alpha)N^{1-\alpha}} (t-a)^{2-\alpha}. \]

**Remark 2.12.** Following similar techniques, one can extract an error bound for the approximations of Hadamard derivatives. When we consider finite sums in (20), the error is bounded by

\[ |E_{tr}(t)| \leq L(t) \frac{e^{(1-\alpha)(1/2)-1}}{\Gamma(2-\alpha)(1-\alpha)N^{1-\alpha}} \left( \ln \frac{t}{a} \right)^{1-\alpha} \left( \frac{t-a}{a} \right), \]

where

\[ L(t) = \max_{\tau \in [a,t]} |\dot{x}(\tau) + \tau \ddot{x}(|\tau)|. \]
3. Direct Methods

There are two main classes of direct methods in the classical calculus of variations and optimal control. On the one hand, we specify a discretization scheme by choosing a set of mesh points on the horizon of interest, say $a = t_0, t_1, \ldots, t_n = b$ for $[a, b]$. Then we use some approximations for derivatives in terms of unknown function values at $t_i$ and, using an appropriate quadrature, the problem is transformed to a finite dimensional optimization problem. This method is known as Euler’s method in the literature [15]. Regarding Figure 5, the solid line is the function that we are looking for, nevertheless, the method gives the polygonal dashed line as an approximate solution.

![Figure 5. Euler’s finite differences method.](image)

On the other hand, there is the Ritz method, that has an extension to functionals of several independent variables which is called Kantorovich’s method. We assume that the admissible functions can be expanded in some kind of series, e.g., power or Fourier’s series, of the form

$$x(t) = \sum_{k=0}^{\infty} a_k \phi_k(t).$$

Using a finite number of terms in the sum as an approximation, and some sort of quadrature again, the original problem can be transformed to an equivalent optimization problem for $a_k$, $k = 0, 1, \ldots, n$.

In the presence of fractional operators, the same ideas are applied to discretize a problem. Many works can be found in the literature that use different types of basis functions to establish Ritz-like methods for fractional calculus of variations and optimal control.

3.1. Euler-like Methods

The Euler method in the classical theory of the calculus of variations uses finite differences approximations for derivatives and is referred also as the method of finite differences. The
basic idea of this method is that instead of considering the values of a functional

$$J[\cdot] = \int_a^b L(t, x(t), \dot{x}(t)) dt$$

with boundary conditions \(x(a) = x_a\) and \(x(b) = x_b\), on arbitrary admissible curves, we only track the values at an \(n + 1\) grid points, \(t_i\), \(i = 0, \ldots, n\), of the interested time interval \([29]\). The functional \(J[\cdot]\) is then transformed into a function \(\Psi(x_1, x_2, \ldots, x_{n-1})\) of the values of unknown function on mesh points. Assuming \(h = t_i - t_{i-1}\), \(x(t_i) = x_i\) and \(\dot{x}_i \approx \frac{x_i - x_{i-1}}{h}\), one has

$$J[\cdot] \approx \Psi(x_1, x_2, \ldots, x_{n-1}) = h \sum_{i=1}^{n} L(t_i, x_i, \frac{x_i - x_{i-1}}{h})$$,

\(x_0 = x_a\), \(x_n = x_b\).

The desired values of \(x_i\), \(i = 1, \ldots, n - 1\), are the extremum of the multi-variable function \(\Psi\) which is the solution to the system

$$\frac{\partial \Psi}{\partial x_i} = 0, \quad i = 1, \ldots, n - 1.$$

The fact that only two terms in the sum, \((i - 1)\)th and \(i\)th, depend on \(x_i\), makes it rather easy to find the extremum of \(\Psi\) solving a system of algebraic equations. For each \(n\), we obtain a polygonal line which is an approximate solution of the original problem. It has been shown that passing to the limit as \(h \to 0\), the linear system corresponding to finding the extremum of \(\Psi\) is equivalent to the Euler–Lagrange equation of the problem.

### 3.1.1. Finite Differences for Fractional Derivatives

In classical theory, given a derivative of a certain order, \(x^{(n)}\), there is a finite difference approximation of the form

$$x^{(n)}(t) = \lim_{h \to 0^+} \frac{1}{h^n} \sum_{k=0}^{n} (-1)^k \binom{n}{k} x(t - kh),$$

where \(\binom{n}{k}\) is the binomial coefficient and

$$\binom{n}{k} = \frac{n(n-1)(n-2) \cdots (n-k+1)}{k!}, \quad n, k \in \mathbb{N}.$$

The Grünwald–Letnikov definition of fractional derivative is a generalization of this formula to derivatives of arbitrary order.

The series in (2) and (3), the Grünwald–Letnikov definitions, converge absolutely and uniformly if \(x(\cdot)\) is bounded. The infinite sums, backward differences for the left and forward differences for the right derivative in the Grünwald–Letnikov definitions for fractional derivatives, reveals that the arbitrary order derivative of a function at a time \(t\) depends on all values of that function in \((-\infty, \ell]\) and \([t, \infty)\), for left and right derivatives respectively. This is due to the non-local property of fractional derivatives.
Remark 3.1. Equations (2) and (3) need to be consistent in closed time intervals and we need the values of \( x(t) \) outside the interval \([a, b]\). To overcome this difficulty, we can take

\[
x^*(t) = \begin{cases} x(t) & t \in [a, b], \\ 0 & t \notin [a, b]. \end{cases}
\]

Then we assume \( GL_a D^\alpha_t x(t) = GL_a D^\alpha_t x^*(t) \) and \( GL_t D^\alpha_b x(t) = GL_t D^\alpha_b x^*(t) \) for \( t \in [a, b] \).

This definition coincides with Riemann–Liouville and Caputo derivatives. The latter is believed to be more applicable in practical fields such as engineering and physics.

Proposition 3.2 (See [25]). Let \( 0 < \alpha < n \), \( n \in \mathbb{N} \) and \( x(\cdot) \in C^{n-1}[a, b] \). Suppose also that \( x^{(n)}(\cdot) \) is integrable on \([a, b]\). Then, for every \( \alpha \), the Riemann–Liouville derivative exists and coincides with the Grünwald–Letnikov derivative and the following holds:

\[
a D^\alpha_t x(t) = \sum_{i=0}^{n-1} \frac{x^{(i)}(a)(t-a)^{i-\alpha}}{\Gamma(1+i-\alpha)} + \frac{1}{\Gamma(n-\alpha)} \int_a^t (t-\tau)^{n-1-\alpha} x^{(n)}(\tau) d\tau = GL_a D^\alpha_t x(t).
\]

Remark 3.3. For numerical purposes we need a finite series in (2). Given a grid on \([a, b]\) as \( a = t_0, t_1, \ldots, t_n = b \), where \( t_i = t_0 + ih \) for some \( h > 0 \), we approximate the left Riemann–Liouville derivative as

\[
a D^\alpha_t x(t_i) \approx \frac{1}{h^\alpha} \sum_{k=0}^i (\omega_k^\alpha) x(t_i - kh), \quad (23)
\]

where \( (\omega_k^\alpha) = (-1)^k \binom{k}{\alpha} = \frac{\Gamma(k-\alpha)}{\Gamma(-\alpha)\Gamma(k+1)} \).

Similarly, one can approximate the right Riemann–Liouville derivative by

\[
t D^\alpha_b x(t_i) \approx \frac{1}{h^\alpha} \sum_{k=0}^{n-i} (\omega_k^\alpha) x(t_i + kh). \quad (24)
\]

Remark 3.4. The Grünwald–Letnikov approximation of Riemann–Liouville is a first order approximation [25], i.e.,

\[
a D^\alpha_t x(t_i) = \frac{1}{h^\alpha} \sum_{k=0}^i (\omega_k^\alpha) x(t_i - kh) + O(h).
\]

Remark 3.5. It has been shown that the implicit Euler method solution to a certain fractional partial differential equation based on the Grünwald–Letnikov approximation to the fractional derivative, is unstable [23]. Therefore, discretizing fractional derivatives, shifted Grünwald–Letnikov derivatives are used and, despite the slight difference, they exhibit a stable performance, at least for certain cases. The shifted Grünwald–Letnikov derivative is defined by

\[
sGL_a D^\alpha_t x(t_i) \approx \frac{1}{h^\alpha} \sum_{k=0}^i (\omega_k^\alpha) x(t_i - (k - 1)h).
\]
Other finite difference approximations can be found in the literature. We refer here to the Diethelm backward finite difference formula for Caputo’s fractional derivative, with $0 < \alpha < 2$ and $\alpha \neq 1$, which is an approximation of order $O(h^{2-\alpha})$:[16]:

$$
\frac{C}{a} D_\alpha^t x(t_i) \approx \frac{h^{-\alpha}}{\Gamma(2-\alpha)} \sum_{j=0}^{i} a_{i,j} \left( x_{i-j} - \sum_{k=0}^{\lfloor \alpha \rfloor} \frac{(i-j)^k h^k}{k!} x^{(k)}(a) \right),
$$

where

$$
a_{i,j} = \begin{cases} 1, & \text{if } i = 0, \\ (j+1)^{1-\alpha} - 2j^{1-\alpha} + (j-1)^{1-\alpha}, & \text{if } 0 < j < i, \\ (1-\alpha)i^{1-\alpha} - i^{1-\alpha} + (i-1)^{1-\alpha}, & \text{if } j = i. \\ \end{cases}
$$

### 3.1.2. Euler-like Direct Method for Fractional Variational Problems

As mentioned earlier, we consider a simple version of fractional variational problems where the fractional term has a Riemann–Liouville form on a finite time interval $[a, b]$. The boundary conditions are given and we approximate the problem using the Grünwald–Letnikov approximation given by (23). In this context, we discretize the functional in (4) using a simple quadrature rule on the mesh points, $a = t_0, t_1, \ldots, t_n = b$, with $h = \frac{b-a}{n}$. The goal is to find the values $x_1, x_2, \ldots, x_{n-1}$ of the unknown function $x(\cdot)$ at points $t_i, i = 1, \ldots, n-1$.

The values of $x_0$ and $x_n$ are given. Applying the quadrature rule gives

$$
J[x(\cdot)] = \sum_{i=1}^{n} hL(t_i, x_i, aD_\alpha^t x_i) dt \approx \sum_{i=1}^{n} hL(t_i, x_i, aD_\alpha^t x_i)
$$

and by approximating the fractional derivatives at mesh points using (23) we have

$$
J[x(\cdot)] \approx \sum_{i=1}^{n} hL \left( t_i, x_i, \frac{1}{h^{\alpha}} \sum_{k=0}^{i} (\omega_k^\alpha) x_{i-k} \right). \quad (25)
$$

Hereafter the procedure is the same as in the classical case. The right-hand-side of (25) can be regarded as a function $\Psi$ of $n-1$ unknowns $x = (x_1, x_2, \ldots, x_{n-1})$,

$$
\Psi(x) = \sum_{i=1}^{n} hL \left( t_i, x_i, \frac{1}{h^{\alpha}} \sum_{k=0}^{i} (\omega_k^\alpha) x_{i-k} \right). \quad (26)
$$

To find an extremum for $\Psi$, one has to solve the following system of algebraic equations:

$$
\frac{\partial \Psi}{\partial x_i} = 0, \quad i = 1, \ldots, n-1. \quad (27)
$$

Unlike the classical case, all terms, starting from the $i$th term in (26), depend on $x_i$ and we have

$$
\frac{\partial \Psi}{\partial x_i} = h \frac{\partial L}{\partial x}(t_i, x_i, aD_\alpha^t x_i) + h \sum_{k=0}^{n-i} \frac{1}{h^{\alpha}} (\omega_k^\alpha) \frac{\partial L}{\partial aD_\alpha^t x}(t_{i+k}, x_{i+k}, aD_\alpha^t x_{i+k}). \quad (28)
$$
Equating the right-hand-side of (28) with zero, one has
\[
\frac{\partial L}{\partial x}(t_i, x_i, a D^\alpha_t x_i) + \frac{1}{h^\alpha} \sum_{k=0}^{n-i} (\omega_k^\alpha) \frac{\partial L}{\partial a D^\alpha_t x}(t_{i+k}, x_{i+k}, a D^\alpha_t x_{i+k}) = 0.
\]

Passing to the limit, and considering the approximation formula for the right Riemann–Liouville derivative, equation (24), it is straightforward to verify that:

**Theorem 3.6.** The Euler-like method for a fractional variational problem of the form (4) is equivalent to the fractional Euler–Lagrange equation

\[
\frac{\partial L}{\partial x} + \epsilon D^\alpha_b \frac{\partial L}{\partial a D^\alpha_t x} = 0,
\]

as the mesh size, \( h \), tends to zero.

**Proof.** Consider a minimizer \((x_1, \ldots, x_{n-1})\) of \( \Psi \), a variation function \( \eta \in C[a, b] \) with \( \eta(a) = \eta(b) = 0 \) and define \( \eta_i = \eta(t_i) \), for \( i = 0, \ldots, n \). We remark that \( \eta_0 = \eta_n = 0 \) and that \( (x_1 + \epsilon \eta_1, \ldots, x_{n-1} + \epsilon \eta_{n-1}) \) is a variation of \((x_1, \ldots, x_{n-1})\), with \( |\epsilon| < r \), for some fixed \( r > 0 \). Therefore, since \((x_1, \ldots, x_{n-1})\) is a minimizer for \( \Psi \), proceeding with Taylor’s expansion, we deduce that

\[
0 \leq \Psi(x_1 + \epsilon \eta_1, \ldots, x_{n-1} + \epsilon \eta_{n-1}) - \Psi(x_1, \ldots, x_{n-1}) = \epsilon \sum_{i=1}^{n} h \left[ \frac{\partial L}{\partial x}[i] \eta_i + \frac{\partial L}{\partial a D^\alpha_t x}[i] \frac{1}{h^\alpha} \sum_{k=0}^{i} (\omega_k^\alpha) \eta_{i-k} \right] + O(\epsilon),
\]

where

\[
[i] = \left( t_i, x_i, \frac{1}{h^\alpha} \sum_{k=0}^{i} (\omega_k^\alpha) x_{i-k} \right).
\]

Since \( \epsilon \) takes any value, it follows that

\[
\sum_{i=1}^{n} h \left[ \frac{\partial L}{\partial x}[i] \eta_i + \frac{\partial L}{\partial a D^\alpha_t x}[i] \frac{1}{h^\alpha} \sum_{k=0}^{i} (\omega_k^\alpha) \eta_{i-k} \right] = 0. \tag{29}
\]

On the other hand, since \( \eta_0 = 0 \), reordering the terms of the sum, it follows immediately that

\[
\sum_{i=1}^{n} \frac{\partial L}{\partial a D^\alpha_t x}[i] \sum_{k=0}^{i} (\omega_k^\alpha) \eta_{i-k} = \sum_{i=1}^{n} \eta_i \sum_{k=0}^{n-i} (\omega_k^\alpha) \frac{\partial L}{\partial a D^\alpha_t x}[i + k].
\]

Substituting this relation into equation (29), we obtain

\[
\sum_{i=1}^{n} \eta_i h \left[ \frac{\partial L}{\partial x}[i] + \frac{1}{h^\alpha} \sum_{k=0}^{n-i} (\omega_k^\alpha) \frac{\partial L}{\partial a D^\alpha_t x}[i + k] \right] = 0.
\]

Since \( \eta_i \) is arbitrary, for \( i = 1, \ldots, n - 1 \), we deduce that

\[
\frac{\partial L}{\partial x}[i] + \frac{1}{h^\alpha} \sum_{k=0}^{n-i} (\omega_k^\alpha) \frac{\partial L}{\partial a D^\alpha_t x}[i + k] = 0, \quad \text{for } i = 1, \ldots, n - 1.
\]
Let us study the case when $n$ goes to infinity. Let $t_i \in ]a, b[ \text{ and } i \in \{1, \ldots, n\}$ such that $t_{i-1} < t_i \leq t_i$. First observe that, in such case, we also have $i \to \infty$ and $n - i \to \infty$. In fact, let $i \in \{1, \ldots, n\}$ be such that

$$a + (i - 1)h < t_i \leq a + ih.$$ 

So, $i < (t_i - a)/h + 1$, which implies that

$$n - i > n \frac{b - t_i}{b - a} - 1.$$ 

Then

$$\lim_{n \to \infty, i \to \infty} t_i = \bar{t}.$$ 

Assume that there exists a function $\bar{x} \in C[a, b]$ satisfying

$$\forall \epsilon > 0 \ \exists N \ \forall n \geq N : |x_i - \bar{x}(t_i)| < \epsilon, \ \forall i = 1, \ldots, n - 1.$$ 

As $\bar{x}$ is uniformly continuous, we have

$$\forall \epsilon > 0 \ \exists N \ \forall n \geq N : |x_i - \bar{x}(\bar{t})| < \epsilon, \ \forall i = 1, \ldots, n - 1.$$ 

By the continuity assumption of $\bar{x}$, we deduce that

$$\lim_{n \to \infty, i \to \infty} \frac{1}{h^\alpha} \sum_{k=0}^{n-i} (\omega^\alpha_k) \frac{\partial L}{\partial a} [i + k] = i D^\alpha_b \frac{\partial L}{\partial a} (\bar{t}, \bar{x}(\bar{t}), a D^\alpha_t \bar{x}(\bar{t})).$$ 

For $n$ sufficiently large (and therefore $i$ also sufficiently large),

$$\lim_{n \to \infty, i \to \infty} \frac{\partial L}{\partial x} [i] = \frac{\partial L}{\partial x} (\bar{t}, \bar{x}(\bar{t}), a D^\alpha_t \bar{x}(\bar{t})).$$ 

In conclusion,

$$\frac{\partial L}{\partial x} (\bar{t}, \bar{x}(\bar{t}), a D^\alpha_t \bar{x}(\bar{t})) + i D^\alpha_t \frac{\partial L}{\partial a} (\bar{t}, \bar{x}(\bar{t}), a D^\alpha_t \bar{x}(\bar{t})) = 0.$$ 

(30)

Using the continuity condition, we prove that the fractional Euler–Lagrange equation (30) holds for all values on the closed interval $a \leq t \leq b$.  

### 3.1.3. Examples

Now we apply the Euler-like direct method to some test problems for which the exact solutions are known. Although we propose problems for the interval $[0, 1]$, moving to arbitrary intervals is only a matter of more computations. To measure the errors related to approximations, different norms can be used. Since a direct method seeks for the function values at certain points, we use the maximum norm to determine how close we can get to the exact value at that point. Assume that the exact value of the function $x(\cdot)$, at the point $t_i$, is $x(t_i)$ and it is approximated by $x_i$. The error is defined as

$$E = \max \{|x(t_i) - x_i|, \ i = 1, \ldots, n - 1\}.$$
Example 3.7. Our goal here is to minimize a quadratic Lagrangian on $[0, 1]$ with fixed boundary conditions. Consider the following minimization problem:

\[
J[x(\cdot)] = \int_0^1 \left( 0D_t^{0.5}x(t) - \frac{2}{\Gamma(2.5)} t^{1.5} \right)^2 \, dt \rightarrow \min
\]

\[x(0) = 0, \ x(1) = 1.\] (31)

Since the Lagrangian is always positive, problem (31) attains its minimum when

\[0D_t^{0.5}x(t) - \frac{2}{\Gamma(2.5)} t^{1.5} = 0\]

and has the obvious solution of the form $x(t) = t^2$ because $0D_t^{0.5}t^2 = \frac{2}{\Gamma(2.5)} t^{1.5}$.

To begin with, we approximate the fractional derivative by

\[0D_t^{0.5}x(t_i) \approx \frac{1}{h^{0.5}} \sum_{k=0}^i (\omega_k^{0.5}) x(t_i - kh)\]

for a fixed $h > 0$. The functional is now transformed into

\[J[x(\cdot)] = \int_0^1 \left( \frac{1}{h^{0.5}} \sum_{k=0}^i (\omega_k^{0.5}) x_{i-k} - \frac{2}{\Gamma(2.5)} t_i^{1.5} \right)^2 \, dt.\]

Finally, we approximate the integral by a rectangular rule and end with the discrete problem

\[\Psi(x) = \sum_{i=1}^n h \left( \frac{1}{h^{0.5}} \sum_{k=0}^i (\omega_k^{0.5}) x_{i-k} - \frac{2}{\Gamma(2.5)} t_i^{1.5} \right)^2.\]

Since the Lagrangian in this example is quadratic, system (27) has a linear form and therefore is easy to solve. Other problems may end with a system of nonlinear equations. Simple calculations lead to the system

\[Ax = b,\] (32)

in which

\[
A = \begin{bmatrix}
\sum_{i=0}^{n-1} A_i^2 & \sum_{i=1}^{n-1} A_i A_{i-1} & \cdots & \sum_{i=n-2}^{n-1} A_i A_{i-(n-2)} \\
\sum_{i=0}^{n-2} A_i A_{i+1} & \sum_{i=1}^{n-2} A_i^2 & \cdots & \sum_{i=n-3}^{n-2} A_i A_{i-(n-3)} \\
\vdots & \vdots & \ddots & \vdots \\
\sum_{i=0}^{1} A_i A_{i+n-2} & \sum_{i=0}^{1} A_i A_{i+n-3} & \cdots & \sum_{i=0}^{1} A_i^2 \\
\end{bmatrix},
\]

where $A_i = (-1)^i h^{1.5} (0.5)_i$ and $b = (b_1, b_2, \cdots, b_{n-1})$ with

\[b_i = \sum_{k=0}^{n-i} \frac{2h^2 A_k^{1.5} A_{k+i}}{\Gamma(2.5)} - A_{n-i} A_0 - \sum_{k=0}^{n-i} A_k A_{k+i}.\]

Since system (32) is linear, it is easily solved for different values of $n$. As indicated in Figure 6 by increasing the value of $n$ we get better solutions.

Let us now move to another example for which the solution is obtained by the fractional Euler–Lagrange equation.
Example 3.8. Consider the following minimization problem:

\[
\begin{cases}
J[x(\cdot)] = \int_0^1 \left( _0^D_{t}^{0.5}x(t) - 2\dot{x}(t) \right) dt \to \min \\
x(0) = 0, \quad x(1) = 1.
\end{cases}
\]

(33)

In this case the only way to get a solution is by use of Euler–Lagrange equations. The Lagrangian depends not only on the fractional derivative, but also on the first order derivative of the function. The Euler–Lagrange equation for this setting becomes

\[
\frac{\partial L}{\partial x} + tD_b^\alpha \frac{\partial L}{\partial \dot{x}_D_t^\alpha} - \frac{d}{dt} \frac{\partial L}{\partial \ddot{x}} = 0,
\]

and by direct computations a necessary condition for \(x(\cdot)\) to be a minimizer of (33) is

\[
tD_1^\alpha 1 + 2\ddot{x}(t) = 0 \quad \text{or} \quad \ddot{x}(t) = \frac{1}{2\Gamma(1 - \alpha)(1 - t)^{-\alpha}}.
\]

Subject to the given boundary conditions, the above second order ordinary differential equation has the solution

\[
x(t) = -\frac{1}{2\Gamma(3 - \alpha)}(1 - t)^{2 - \alpha} + \left(1 - \frac{1}{2\Gamma(3 - \alpha)}\right)t + \frac{1}{2\Gamma(3 - \alpha)}.
\]

(34)

Discretizing problem (33) with the same assumptions of Example 3.7 ends in a linear
system of the form
\[
\begin{bmatrix}
2 & -1 & 0 & 0 & \cdots & 0 & 0 \\
-1 & 2 & -1 & 0 & \cdots & 0 & 0 \\
0 & -1 & 2 & -1 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \cdots & -1 & 2
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2 \\
x_3 \\
\vdots \\
x_{n-1}
\end{bmatrix}
= 
\begin{bmatrix}
b_1 \\
b_2 \\
b_3 \\
\vdots \\
b_{n-1}
\end{bmatrix},
\] (35)

where
\[
b_i = \frac{h}{2} \sum_{k=0}^{n-i-1} (-1)^k h^{0.5} \binom{0.5}{k}, \quad i = 1, 2, \ldots, n-2,
\]
and
\[
b_{n-1} = \frac{h}{2} \sum_{k=0}^{1} (-1)^k h^{0.5} \binom{0.5}{k} + x_n.
\]

System (35) is linear and can be solved for any \( n \) to reach the desired accuracy. The analytic solution together with some approximated solutions are shown in Figure 7.

Both examples above end with linear systems and their solvability is simply dependant to the matrix of coefficients. Now we try this method on a more complicated problem, yet analytically solvable, with an oscillating solution.
Example 3.9. Consider the problem of minimizing $\int_0^1 L dt$ subject to the boundary conditions $x(0) = 0$ and $x(1) = 1$, where the Lagrangian $L$ is given by

$$L = \left( aD_t^{0.5}x(t) - \frac{16\Gamma(6)}{\Gamma(5.5)}t^{4.5} + \frac{20\Gamma(4)}{\Gamma(3.5)}t^{2.5} - \frac{5}{\Gamma(1.5)}t^{0.5} \right)^4.$$  

This example has an obvious solution too. Since $L$ is positive, the minimizer is

$$x(t) = 16t^5 - 20t^3 + 5t.$$  

Note that $aD_t^\alpha(t - \alpha)^\nu = \frac{\Gamma(\nu+1)}{\Gamma(\nu+\alpha)}t^{\nu-\alpha}$.  

The appearance of a fourth power in the Lagrangian, results in a nonlinear system as we apply the Euler-like direct method to this problem. For $j = 1, \ldots, n-1$ we have

$$\sum_{i=j}^{n} \left( \omega_{i-j}^{0.5} \sum_{k=0}^{i} \left( \omega_k^{0.5} \right)^3 \right) = 0,$$  

where

$$\phi(t) = \frac{16\Gamma(6)}{\Gamma(5.5)}t^{4.5} + \frac{20\Gamma(4)}{\Gamma(3.5)}t^{2.5} - \frac{5}{\Gamma(1.5)}t^{0.5}.$$  

System (36) is solved for different values of $n$ and the results are depicted in Figure 8.

![Figure 8. Analytic and approximate solutions of Example 3.9](image)
4. Indirect Methods

As in the classical case, indirect methods in fractional sense provide the necessary conditions of optimality using the first variation. Fractional Euler–Lagrange equations are now a well-known and well-studied subject in fractional calculus. For a simple problem of the form (4), following [1], a necessary condition implies that the solution must satisfy a fractional boundary value differential equation.

Theorem 4.1 (cf. [1]). Let \( x(\cdot) \) have a continuous left Riemann–Liouville derivative of order \( \alpha \) and \( J \) be a functional of the form

\[
J[x(\cdot)] = \int_a^b L(t, x(t), aD_\alpha^t x(t))dt
\]

subject to the boundary conditions \( x(a) = x_a \) and \( x(b) = x_b \). Then a necessary condition for \( J \) to have an extremum for a function \( x(\cdot) \) is that \( x(\cdot) \) satisfies the following Euler-Lagrange equation:

\[
\begin{align*}
\frac{\partial L}{\partial x} &+ \alpha D\!_a^\beta \frac{\partial L}{\partial aD_\alpha^t x} = 0, \\
x(a) &= x_a, \quad x(b) = x_b,
\end{align*}
\]

which is called the fractional Euler–Lagrange equation.

Proof. Assume that \( x^*(t) \) is the desired function and let \( x(t) = x^*(t) + \epsilon \eta(t) \) be a family of curves that satisfy boundary conditions, i.e., \( \eta(a) = \eta(b) = 0 \). Since \( aD_\alpha^t \) is a linear operator, for any \( x(\cdot) \), the functional becomes

\[
J[x(\cdot)] = \int_a^b L(t, x^*(t) + \epsilon \eta(t), aD_\alpha^t x^*(t) + \epsilon aD_\alpha^t \eta(t))dt,
\]

which is a function of \( \epsilon \), \( J[\epsilon] \). Since \( J \) assumes its extremum at \( \epsilon = 0 \), one has \( \frac{dJ}{d\epsilon}|_{\epsilon=0} = 0 \), i.e.,

\[
\int_a^b \left[ \frac{\partial L}{\partial x} \eta + \frac{\partial L}{\partial aD_\alpha^t x} aD_\alpha^t \eta \right] dt = 0.
\]

Using the fractional integration by parts of the form

\[
\int_a^b g(t)aD_\alpha^t f(t)dt = \int_a^b f(t)aD_\beta^t g(t)dt
\]

on the second term and applying the fundamental theorem of the calculus of variations completes the proof.

Remark 4.2. Many variants of this theorem can be found in the literature. Different types of fractional terms have been embedded in the Lagrangian and appropriate versions of Euler–Lagrange equations have been derived using proper integration by parts formulas. See [1, 8, 22] for details.
For fractional optimal control problems, a so-called Hamiltonian system is constructed using Lagrange multipliers. For example, cf. [9], assume that we are required to minimize a functional of the form
\[
J[x(\cdot), u(\cdot)] = \int_a^b L(t, x(t), u(t)) dt
\]
such that \(x(a) = x_a, x(b) = x_b\) and \(_aD_t^\alpha x(t) = f(t, x(t), u(t))\). Similar to the classical methods, one can introduce a Hamiltonian
\[
H = L(t, x(t), u(t)) + \lambda(t) f(t, x(t), u(t)),
\]
where \(\lambda(t)\) is considered as a Lagrange multiplier. In this case we define the augmented functional as
\[
J[x(\cdot), u(\cdot), \lambda(\cdot)] = \int_a^b [H(t, x(t), u(t), \lambda(t)) - \lambda(t)_aD_t^\alpha x(t)] dt.
\]
Optimizing the latter functional results in the following necessary optimality conditions:
\[
\begin{align*}
_aD_t^\alpha x(t) &= \frac{\partial H}{\partial x} \\
_tD^\alpha_0 \lambda(t) &= \frac{\partial H}{\partial u} \\
\frac{\partial H}{\partial \mu} &= 0.
\end{align*}
\]
Together with the prescribed boundary conditions, this makes a two point fractional boundary value problem.

These arguments reveal that, like the classical case, fractional variational problems end with fractional boundary value problems. To reach an optimal solution, one needs to deal with a fractional differential equation or a system of fractional differential equations.

The classical theory of differential equations is furnished with several solution methods, theoretical and numerical. Nevertheless, solving a fractional differential equation is a rather tough task [12]. To benefit those methods, especially all solvers that are available to solve an integer order differential equation numerically, we can either approximate a fractional variational problem by an equivalent integer-order one or approximate the necessary optimality conditions (38) and (39). The rest of this section discusses two types of approximations that are used to transform a fractional problem to one in which only integer order derivatives are present; i.e., we approximate the original problem by substituting a fractional term by its corresponding expansion formulas. This is mainly done by case studies on certain examples. The examples are chosen so that either they have a trivial solution or it is possible to get an analytic solution using fractional Euler–Lagrange equations.

By substituting the approximations (9) or (15) for the fractional derivative in (37), the problem is transformed to
\[
J[x(\cdot)] = \int_a^b L \left( t, x(t), \sum_{k=0}^N \frac{(-1)^{k-1} \alpha x^{(k)}(t)}{k!(k-\alpha)\Gamma(1-\alpha)}(t-a)^{k-\alpha} \right) dt
\]
\[
= \int_a^b L' \left( t, x(t), \dot{x}(t), \ldots, x^{(N)}(t) \right) dt
\]
or

\[ J[x(\cdot)] = \int_a^b L \left( t, x(t), \frac{Ax(t)}{(t-a)^\alpha} + \frac{B\dot{x}(t)}{(t-a)^{\alpha-1}} - \sum_{p=2}^N \frac{C(\alpha, p)V_p(t)}{(t-a)^{p+\alpha-1}} \right) dt \]

\[ = \int_a^b L'(t, x(t), \dot{x}(t), V_2(t), \ldots, V_N(t)) dt \]

\[ \begin{cases} 
\dot{V}_p(t) = (1-p)(t-a)^{p-2}x(t) \\
V_p(a) = 0, \quad p = 2, 3, \ldots 
\end{cases} \]

The former problem is a classical variational problem containing higher order derivatives. The latter is a multi-variable problem, subject to some ordinary differential equation constraint. Together with the boundary conditions, both above problems belong to classes of well studied variational problems.

To accomplish a detailed study, as test problems, we consider here Example 3.8,

\[ \begin{cases} 
J[x(\cdot)] = \int_0^1 \left( {}_aD^0.5_t x(t) - \dot{x}^2(t) \right) dt \rightarrow \min \\
x(0) = 0, \quad x(1) = 1 
\end{cases} \]

(40)

and the following example.

**Example 4.3.** Given \( \alpha \in (0, 1) \), consider the functional

\[ J[x(\cdot)] = \int_0^1 ({}_aD^\alpha_t x(t) - 1)^2 dt \]

(41)

to be minimized subject to the boundary conditions \( x(0) = 0 \) and \( x(1) = \frac{1}{t(\alpha+1)} \). Since the integrand in (41) is non-negative, the functional attains its minimum when \( {}_aD^\alpha_t x(t) = 1 \), i.e., for \( x(t) = \frac{t^n}{t(\alpha+1)} \).

We illustrate the use of the two different expansions separately.

### 4.1. Expansion to Integer Orders

Using approximation (9) for the fractional derivative in (40), we get the approximated problem

\[ \min J[x(\cdot)] = \int_0^1 \left[ \sum_{n=0}^N C(n, \alpha)t^{n-\alpha}x^{(n)}(t) - \dot{x}^2(t) \right] dt \]

(42)

\[ x(0) = 0, \quad x(1) = 1, \]

which is a classical higher-order problem of the calculus of variations that depends on derivatives up to order \( N \). The corresponding necessary optimality condition is a well-known result.

**Theorem 4.4** (cf., e.g., [21]). Suppose that \( x(\cdot) \in C^2\mathbb{N}[a, b] \) minimizes

\[ \int_a^b L(t, x(t), x^{(1)}(t), x^{(2)}(t), \ldots, x^{(N)}(t)) dt \]
with given boundary conditions
\[ x(a) = a_0, \quad x(b) = b_0, \]
\[ x^{(1)}(a) = a_1, \quad x^{(1)}(b) = b_1, \]
\[ \vdots \]
\[ x^{(N-1)}(a) = a_{N-1}, \quad x^{(N-1)}(b) = b_{N-1}. \]

Then \( x(\cdot) \) satisfies the Euler–Lagrange equation
\[
\frac{\partial L}{\partial x} - \frac{d}{dt} \left( \frac{\partial L}{\partial x^{(1)}} \right) + \frac{d^2}{dt^2} \left( \frac{\partial L}{\partial x^{(2)}} \right) - \cdots + (-1)^N \frac{d^N}{dt^N} \left( \frac{\partial L}{\partial x^{(N)}} \right) = 0. \tag{43}
\]

In general (43) is an ODE of order \( 2N \), depending on the order \( N \) of the approximation we choose, and the method leaves \( 2N - 2 \) parameters unknown. In our example, however, the Lagrangian in (42) is linear with respect to all derivatives of order higher than two. The resulting Euler–Lagrange equation is the second order ODE
\[
\sum_{n=0}^{N} (-1)^n C(n, \alpha) \frac{d^n}{dt^n} (t^{n-\alpha}x(t)) - \frac{d}{dt} [-2\dot{x}(t)] = 0
\]
that has the solution
\[ x(t) = M_1(\alpha, N)t^{2-\alpha} + M_2(\alpha, N)t, \]
where
\[
M_1(\alpha, N) = -\frac{1}{2\Gamma(3-\alpha)} \left[ \sum_{n=0}^{N} (-1)^n \Gamma(n+1-\alpha)C(n, \alpha) \right],
\]
\[
M_2(\alpha, N) = \left[ 1 + \frac{1}{2\Gamma(3-\alpha)} \sum_{n=0}^{N} (-1)^n \Gamma(n+1-\alpha)C(n, \alpha) \right].
\]

Figure 9 shows the analytic solution together with several approximations. It reveals that by increasing \( N \), approximate solutions do not converge to the analytic one. The reason is the fact that the solution (34) to Example 3.8 is not an analytic function. We conclude that (9) may not be a good choice to approximate fractional variational problems. In contrast, as we shall see, the approximation (15) leads to good results.

To solve Example 3.8 using (9) as an approximation for the fractional derivative, the problem becomes
\[
\min \tilde{J}[x(\cdot)] = \int_0^1 \left( \sum_{n=0}^{N} C(n, \alpha) t^{n-\alpha} x^{(n)}(t) - 1 \right)^2 dt,
\]
\[ x(0) = 0, \quad x(1) = \frac{1}{\Gamma(\alpha+1)}. \]

The Euler–Lagrange equation (43) gives a \( 2N \) order ODE. For \( N \geq 2 \) this approach is inappropriate since the two given boundary conditions \( x(0) = 0 \) and \( x(1) = \frac{1}{\Gamma(\alpha+1)} \) are not enough to determine the \( 2N \) constants of integration.
Figure 9. Analytic versus approximate solutions to Example 3.8 using approximation (9) with $\alpha = 0.5$.

### 4.2. Expansion through the Moments of a Function

If we use (15) to approximate the optimization problem (40), with $A = A(\alpha, N)$, $B = B(\alpha, N)$ and $C_p = C(\alpha, p)$, we have

$$\tilde{J}[x(\cdot)] = \int_0^1 \left[ At^{-\alpha}x(t) + Bt^{1-\alpha}\dot{x}(t) - \sum_{p=2}^{N} C_p t^{1-p-\alpha} V_p(t) - \dot{x}^2(t) \right] dt,$$

$$V_p(t) = (1 - p)t^{p-2} x(t), \quad p = 2, \ldots, N,$$

$$V_p(0) = 0, \quad p = 2, \ldots, N,$$

$$x(0) = 0, \quad x(1) = 1.$$

Problem (44) is constrained with a set of ordinary differential equations and is natural to look to it as an optimal control problem [26]. For that we introduce the control variable $u(t) = \dot{x}(t)$. Then, using the Lagrange multipliers $\lambda_1, \lambda_2, \ldots, \lambda_N$, and the Hamiltonian system, one can reduce (44) to the study of the two point boundary value problem

$$\begin{cases}
\dot{x}(t) = \frac{1}{2} Bt^{1-\alpha} - \frac{1}{2} \lambda_1(t), \\
\dot{V}_p(t) = (1 - p)t^{p-2} x(t), \quad p = 2, \ldots, N, \\
\dot{\lambda}_1(t) = At^{-\alpha} - \sum_{p=2}^{N} (1 - p)t^{p-2}\lambda_p(t), \\
\dot{\lambda}_p(t) = -C_p t^{p(1-p-\alpha)}, \quad p = 2, \ldots, N,
\end{cases}$$

with boundary conditions

$$\begin{cases}
x(0) = 0, \\
V_p(0) = 0, \quad p = 2, \ldots, N, \\
x(1) = 1, \\
\lambda_p(1) = 0, \quad p = 2, \ldots, N,
\end{cases}$$

where $x(0) = 0$ and $x(1) = 1$ are given. We have $V_p(0) = 0, \quad p = 2, \ldots, N$, due to (14) and $\lambda_p(1) = 0, \quad p = 2, \ldots, N$, because $V_p$ is free at final time for $p = 2, \ldots, N$ [26].
Figure 10. Analytic versus approximate solutions to Example 3.8 using approximation (15) with $\alpha = 0.5$.

In general, the Hamiltonian system is a nonlinear, hard to solve, two point boundary value problem that needs special numerical methods. In this case, however, (45) is a non-coupled system of ordinary differential equations and is easily solved to give

$$x(t) = M(\alpha, N) t^{2-\alpha} - \sum_{p=2}^{N} \frac{C(\alpha, p)}{2p(2-p-\alpha)} t^p + \left[ 1 - M(\alpha, N) + \sum_{p=2}^{N} \frac{C(\alpha, p)}{2p(2-p-\alpha)} \right] t,$$

where

$$M(\alpha, N) = \frac{1}{2(2-\alpha)} \left[ B(\alpha, N) - \frac{A(\alpha, N)}{1-\alpha} - \sum_{p=2}^{N} \frac{C(\alpha, p)(1-p)}{(1-\alpha)(2-p-\alpha)} \right].$$

Figure 10 shows the graph of $x(\cdot)$ for different values of $N$.

Let us now approximate Example 4.3 using (15). The resulting minimization problem has the following form:

$$\min \hat{J}[x(\cdot)] = \int_0^1 \left[ At^{-\alpha} x(t) + Bt^{1-\alpha} \dot{x}(t) - \sum_{p=2}^{N} C_p t^{1-p-\alpha} V_p(t) - 1 \right]^2 dt,$$

where

$$\dot{V}_p(t) = (1-p) t^{p-2} x(t), \quad p = 2, \ldots, N,$$

$$V_p(0) = 0, \quad p = 2, \ldots, N,$$

$$x(0) = 0, \quad x(1) = \frac{1}{\Gamma(\alpha + 1)}.$$

Following the classical optimal control approach of Pontryagin [26], this time with

$$u(t) = At^{-\alpha} x(t) + Bt^{1-\alpha} \dot{x}(t) - \sum_{p=2}^{N} C_p t^{1-p-\alpha} V_p(t),$$
we conclude that the solution to (46) satisfies the system of differential equations

\[
\begin{aligned}
\dot{x}(t) &= -AB^{-1}t^{-1}x(t) + \sum_{p=2}^{N} B^{-1}C_p t^{-p} V_p(t) + \frac{1}{2}B^{-2}t^{2\alpha-2}\lambda_1(t) + B^{-1}t^\alpha - 1, \\
\dot{V}_p(t) &= (1-p)t^{p-2}x(t), \quad p = 2, \ldots, N, \\
\dot{\lambda}_1(t) &= AB^{-1}t^{-1}\lambda_1 - \sum_{p=2}^{N} (1-p)t^{p-2}\lambda_p(t), \\
\dot{\lambda}_p(t) &= -B^{-1}C_p t^{-p}\lambda_1, \quad p = 2, \ldots, N,
\end{aligned}
\]

where \(A = A(\alpha, N), B = B(\alpha, N)\) and \(C_p = C(\alpha, p)\) are defined according to Section 2.1.2 subject to the boundary conditions

\[
\begin{aligned}
x(0) &= 0, \\
V_p(0) &= 0, \quad p = 2, \ldots, N, \\
x(1) &= \frac{1}{\Gamma(\alpha+1)}, \\
\lambda_p(1) &= 0, \quad p = 2, \ldots, N.
\end{aligned}
\]

The solution to system (47)–(48), with \(N = 2\), is shown in Figure 11.

5. Conclusion

The realm of numerical methods in scientific fields is vastly growing due to the very fast progresses in computational sciences and technologies. Nevertheless, the intrinsic complexity of fractional calculus, caused partially by non-local properties of fractional derivatives and integrals, makes it rather difficult to find efficient numerical methods in this field. It seems enough to mention here that, up to the time of this manuscript, and to the best of our knowledge, there is no routine available for solving a fractional differential equation as Runge–Kutta for ordinary ones. Despite this fact, however, the literature exhibits a growing interest and improving achievements in numerical methods for fractional calculus in general and fractional variational problems specifically.
This chapter was devoted to discuss some aspects of the very well-known methods for solving variational problems. Namely, we studied the notions of direct and indirect methods in the classical calculus of variations and we also mentioned some connections to optimal control. Consequently, we introduced the generalizations of these notions to the field of fractional calculus of variations and fractional optimal control.

The method of finite differences, as discussed here, seems to be a potential first candidate to solve fractional variational problems. Although a first order approximation was used for all examples, the results are satisfactory and even though it is more complicated than in the classical case, it still inherits some sort of simplicity and an ease of implementation.

The lack of efficient numerical methods for fractional variational problems is overcome, partially, by the indirect methods of this chapter. Once we transformed the fractional variational problem to an approximated classical one, the majority of classical methods can be applied to get an approximate solution. Nevertheless, the procedure is not completely straightforward. The singularity of fractional operators is still present in the approximating formulas and it makes the solution procedure more complicated.
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