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Nanoelectronic circuits based on two-dimensional atomic layer crystals

Seunghyun Leea and Zhaohui Zhongb

Since the discovery of graphene and related forms of two-dimensional (2D) atomic layer crystals, numerous studies have reported on the fundamental material aspects, such as the synthesis, the physical properties, and the electrical properties on the transistor level. With the advancement in large-area synthesis methods, system level integration to exploit the unique applications of these materials is close at hand. The main purpose of this review is to focus on the current progress and the prospect of circuits and systems based on 2D material that go beyond the single-transistor level studies. Both analog and digital circuits based on graphene and related 2D atomic layer crystals will be discussed.

Introduction

The study of 2D atomic layer crystals has garnered great interest in the electronics community.1–6 Materials such as graphene, boron nitride, monolayer transition metal dichalcogenides (TMDs), and various functionalized forms of graphene exhibit remarkable properties that can be exploited for many applications.1,3,4,6–8 Hence, there have been tremendous efforts to understand the fundamental properties of these 2D crystals across various scientific disciplines.1,2,5,7,9–11 For these purposes, the bulk of research has been conducted with mechanically exfoliated samples with no possible route for large-scale integration. However, recent advancement in large-scale synthesis methods has opened up new doors for novel electronic applications. For graphene, the development of the large-area chemical vapour deposition (CVD) synthesis method12–21 led to explosive growth in the research findings and diverse routes for commercial applications. Several synthesis methods for monolayer MoS2, a semiconducting TMD, based on chemical vapour deposition and vapour phase growth methods have also been reported.22–28

The main focus of this work is to understand the current progress and the prospect of large-scale integrations, and “circuits”, which goes beyond the single transistor level.
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The motivations to use 2D materials in electronics

2D materials share several common traits due to their extremely thin profile. One of their most attractive attributes is the potential to facilitate transistor scaling. As transistor feature lengths are reaching sub-10 nm regimes, subsequent scaling will soon approach limits due to short-channel effects and statistical quantum effects. The shorter gate length and thinner gate oxide also require a thin semiconducting channel for transistor operation. Further, the recent emergence of novel monolayer TMD materials with bandgaps, and the importance of these materials, will also be discussed, along with the recent progress on the integration of TMD-based circuits.

Finally, we conclude with perspectives on the future of these 2D materials in electronics.

Electronic properties of graphene

Graphene atoms are arranged in a hexagonal crystal lattice as shown in Fig. 1a. The structure can be understood as a triangular lattice with a basis of two atoms per unit cell (depicted as blue and yellow in Fig. 1a). The band structure of graphene can be derived from a simple nearest-neighbour tight-binding approximation. Since graphene has two atoms per unit cell, the points of particular importance are K and K’ points at the corners of the graphene Brillouin zone (Fig. 1b). Near these points, the energy bands derived from the tight-binding Hamiltonian show linear dependence of electron energy to the wave vector as shown in the zoom-in of Fig. 1c. The bandgap of graphene is exactly zero, with the conduction and valence band meeting at the K and K’ points, also known as Dirac points or charge neutrality points.

The most interesting aspect of the graphene energy spectrum is that its charge carriers can be described by a Dirac spectrum for massless fermions rather than the usual Schrödinger equation for nonrelativistic particles. The quasi-particles in graphene exhibit a linear dispersion relation following the equation \( E = h\nu_F k \), as if they were massless relativistic particles governed by the Dirac equation. (Here, the role of the speed of light \( c \) is replaced by Fermi velocity \( \nu_F \approx c/300 \).) This means that electrons in graphene all move at

![Fig. 1](image-url)
a constant velocity ($v_F$) regardless of their momentum. Because of this linear dispersion, the quasiparticles in graphene behave very differently from other semiconductors or metals, with an energy spectrum approximated by parabolic (i.e. free electron-like) dispersion relations.

For example, although the bandgap is zero, the gate voltage can still modulate the density of states in graphene and switch from low conductivity states near the Dirac point to high conductivity states elsewhere (Fig. 2). However, because there is no bandgap, there is still a finite amount of current even at the low conductivity state near the Dirac point, leading to high switch-off current in graphene-based transistors. The minimum conductivity is also affected by defects, impurities and the chiral nature of electrons in graphene.

The graphene crystal also shows exceptional electronic qualities such that charge carriers can travel ballistically over a submicron distance. Room temperature mobility values exceeding 100000 cm$^2$ V$^{-1}$ s$^{-1}$ have been reported in the literature. The mobility in these samples is limited by scattering on charged impurities or microscopic ripples. However, both sources of scattering can be reduced significantly by careful sample preparation, and they are not the ultimate limiting factors of carrier mobility in the graphene structure. It is the intrinsic scatterer such as the phonon, which cannot be removed at room temperature that sets the fundamental limit of mobility in graphene.

Graphene’s carrier transfer characteristic also stands out as it shows a perfect ambipolar electric field effect so that its charge carrier can be tuned continuously as shown in Fig. 2. Its low-energy spectra are shown as insets in Fig. 2, indicating the changes in the position of the Fermi energy $E_F$ with respect to the gate voltage $V_g$. Positive gate voltage induces electrons while negative voltage induces holes. With its unique ambipolar transport properties and exceptional carrier mobility, graphene is highly applicable to RF electronics. Hence, some of the earliest studies on graphene electronics were focused on high-speed transistors and unique analog circuitry exploiting ambipolarity.

### Electronic properties of layered TMDs

One aspect of graphene that severely limits its applicability is the lack of bandgap and the resulting leakage of current during transistor operation. Various functionalized forms of graphene can introduce an energy gap but only at the cost of reduced electronic properties, such as degraded mobility. Several TMDs, on the other hand, are gapped semiconductors and still retain the exotic qualities because their thicknesses are comparable to that of graphene (graphene is roughly $3\,\text{Å}$ thick while most monolayer TMDs are $\sim7\,\text{Å}$ thick). For example, the bandgap of a monolayer MoS$_2$ is found to be around 1.9 eV with a thickness of $\sim6.9\,\text{Å}$.

Generally, TMDs have the stoichiometric formula of MX$_2$, where M is a transition metal from group 4 to 10, and X is a chalcogen (S, Se, Te). The crystalline structure consists of transition metal atoms forming hexagonal crystal lattices that reside between chalcogen atom layers. Although most TMDs based on group 4–7 elements are layered (such as MoSe$_2$, WS$_2$, MoS$_2$, HfSe$_2$, NbSe$_2$, TaSe$_2$, NiTe$_2$, etc.), it is worth noting that some TMDs based on group 8–10 elements (such as FeSe$_2$) are not layered materials.

Fundamentally, all 2D materials are inevitably affected by the interlayer coupling and the quantum confinement. Layered multilayers exhibit dramatically different electronic properties from 2D monolayers. The band structure of these materials can be calculated from the density functional theory. Fig. 3 depicts the band structure obtained for bulk, quad-, bi-, and mono-layer of an MoS$_2$. With reduced layer thickness, the indirect bandgap becomes larger, while the direct excitonic transition barely changes. The lowest energy transition changes as the black arrow indicates, and this...
results in an indirect to direct bandgap transition. This, in turn, also results in a larger bandgap for monolayer MoS₂. Experimentally, this development is confirmed as enhanced photoluminescence in single-layered MoS₂. This property is a direct consequence of quantum confinement and can be observed in other 2D TMDs, such as MoSe₂, WS₂, and WSe₂. Consequently, semiconducting TMD monolayers tend to have larger bandgaps than their bulk counterparts.

Fig. 4 shows the calculated band alignments for several known monolayer TMDs. A few notable trends can be observed from the band alignments. As the atomic number of the X (chalcopylite) increases, both the valence band maximum and the conduction band minimums increase. Also, the valence band offset tends to be larger than the conduction band offset, leading to smaller bandgaps for TMDs with larger atomic number chalcogens. Moreover, the conduction and valence band of W-based TMDs are higher than those of Mo-based TMDs. The band offsets are generally determined by the repulsion strength from the cation d orbitals and the anion p orbitals. The overlap integral of d and p orbitals and the differences in energy as well as the M–X bond length determine the overall band offsets and its alignment.

An interesting aspect of the 2D material is that some materials (e.g. graphene, WSe₂) tend to be p-type while some materials (e.g. MoS₂, MoSe₂) tend to be n-type in ambient air. Atomically thin p–n junctions have been formed exploiting this trait. Furthermore, physisorption of gas adsorbates either depletes or accumulates charges resulting in opposite effects for n-type and p-type 2D materials. For example, physicalsorption of O₂ and H₂O molecules deplete n-type MoS₂, which weakens the electrostatic screening and leads to the enhancement of photoluminescence. In WSe₂, the opposite effect was observed.

Finally, it is worth noting that there are two possible polymorphs of monolayer TMDs (Fig. 5). For a trigonal prismatic (2H) phase, atoms of each chalcogen layer are directly on top of the other chalcogen layers. The trigonal antiprismatic phase (often referred as octahedral or 1T), on the other hand, has alternating chalcogen layers offset from each other as shown in Fig. 5b. This difference in the atomic arrangement has a profound effect on the band structure. Progressive filling of the non-bonding d bands of the transition metal atoms leads to either metallic or semiconducting behaviour. For MoS₂, the 2H form is semiconducting while the 1T form is metallic. The preferred phase of a TMD is mainly determined by the number of d-electrons in the transition metal. For example, group 4 TMDs are mostly trigonal antiprismatic while group 6 TMDs are predominantly trigonal prismatic. Group 5 TMDs are found in both forms.

**Graphene-based analog/RF circuits**

The lack of bandgap in graphene limits graphene’s role in traditional logic applications. However, this requirement of a high on/off ratio is less stringent in analog/RF electronics. In a single-stage amplifier, for example, the transistor operates in the on-state while a small signal is superimposed on the DC gate voltage. Furthermore, the charge carriers in graphene exhibit extremely high carrier mobility with zero effective mass. Combined with its unique two dimensional structure, graphene is potentially well suited for high speed RF applications. Transistors with cut-off frequencies as high as 300 GHz were demonstrated with both exfoliated and CVD synthesized graphene. Hence, the unique properties of graphene have led to plenty of novel RF components, including mixers, frequency multipliers, modulators, and amplifiers.

**Frequency multipliers**

Frequency multiplication has always been an integral part of various analog electronics and communication systems. Most
frequency multipliers, however, are realized by generating harmonics from nonlinear components such as diodes and filtering out the necessary signals with additional components.\textsuperscript{93} The major drawback of this method is the low efficiency (<30\%) and the requirement of additional filtering components. With graphene-based transistors, however, it is possible to multiply signals very efficiently with only one transistor by exploiting the ambipolar transport behaviour.\textsuperscript{34,35}

As shown in Fig. 6a, positive gate voltage induces electrons with NFET-type response while negative gate voltage induces holes with PFET-type response. The gate voltage that results in minimum conductance is called the Dirac point voltage or the charge neutrality point (CNP) voltage. The Dirac point voltage may drift from 0 V depending on the environmental doping effects.\textsuperscript{14} Nevertheless, the environmental doping can be controlled with meticulous sample preparation and a capping passivation layer.\textsuperscript{77}

As shown in Fig. 6b, applying an oscillating input signal (\(V_{\text{in2}}\)) on either side of the Dirac point voltage will result in an output signal (\(V_{\text{out2}}\)) with the same frequency. However, when the input signal (\(V_{\text{in1}}\)) is directly applied at the Dirac point voltage, the frequency of the output signal (\(V_{\text{out1}}\)) will be twice the original value. This is the result of a sudden change in the phase of the signal when the original input signal crosses the Dirac point.

Several frequency multipliers, including doublers using one transistor (Fig. 7) and a tripler using two transistors (Fig. 8), have been demonstrated. The tripler uses two graphene transistors with different Dirac point voltages to obtain two conduction dips for additional change in the phase. Remarkably, the output signals of these multipliers have very high spectral purity with over 90\% of the RF power in the multiplied frequency range.\textsuperscript{34,46} It is important to note that rather complex circuits with multiple transistors/diodes and other passive components are required to enable frequency multiplication with current CMOS technology.\textsuperscript{93} The ambipolarity is also the key aspect of modulators and mixers based on graphene transistors.

**Modulators**

In today’s communication systems, modulation is an essential function that embeds the baseband signal (information) into a carrier wave so that it can be successfully broadcasted through a medium such as air. The basic modulation techniques map the information by varying up to three different parameters (amplitude, frequency and phase) of the carrier wave to represent the data. The most fundamental modulation techniques that correspond to each of these three parameters are amplitude modulation (AM), frequency modulation (FM), and phase modulation (PM).\textsuperscript{94}

Similar to frequency multiplication as explained in the previous section, the unique ambipolar gate response of graphene transistors allows simple implementation of the three basic modulation schemes as illustrated in Fig. 9. The amplitude, frequency, and phase of the output voltage are determined by the operating gate bias point of the graphene transistor. For example, amplitude modulation (AM) can be achieved by utilizing the transconductance change over the gate voltage.
difference. Frequency modulation (FM) is achieved by interchanging the bias point from a region dominated by electron (or hole) carriers to the charge neutrality point. Similarly, phase modulation (PM) is realized by changing the bias point from a region dominated by an electron (or hole) carrier to a region dominated by the hole (or electron) carrier. The most basic modulation schemes that encode 1 bit of data (i.e., 0 or 1) per signal are called binary modulation schemes. Several pioneering studies have been done to verify the fully functioning binary modulators.

By combining two or more of these binary modulation schemes, it is possible to extend this technique into quaternary modulation schemes such as quadrature phase-shift keying (QPSK). Specifically, QPSK is the key building unit for highly efficient modulation techniques that are widely used in today’s telecommunication standards.

Fig. 10a shows a typical QPSK transmitter structure used in modern digital communication. A binary data stream is demultiplexed into the in-phase component (I) and the quadrature-phase component (Q). I and Q components are encoded onto two orthogonal basis functions, such as a sine wave and a cosine wave, respectively, before they are summed to generate a QPSK modulated signal.

In this work, two transistors are used to demonstrate the QPSK modulation (Fig. 10b). Actual microscope images under a blue filter were overlaid on top of the circuit diagram. A sinusoidal wave from the function generator was connected to a simple off-chip resistance-capacitance–capacitance-resistance (RC–CR) phase shift network to generate two orthogonal wave functions with 90° phase difference. The sinusoidal input is shifted by +45° in the CR branch and by −45° in the RC branch. Then each of these signals is summed internally by the function generators with two square waves (Idata and Qdata) and fed to the gates of each transistor. The outputs (VI and VQ) are then summed to generate the final QPSK modulated signals. These signal components are plotted in Fig. 10c.
The Icarrier and the Qcarrier are the orthogonal carrier signals. The data bitstream with 00, 01, 10, 11 is represented by the in-phase component $I_{data}$ and the quadrature-phase component $Q_{data}$ as shown in the plot. Modulating Icarrier with $I_{data}$ results in phase changes in Ichannel and the same applies to Qcarrier, $Q_{data}$, and Qchannel. Data bit 0 and 1 in $I_{data}$ correspond to phase of 180° and 0° in Ichannel. Similarly, Data bit 0 and 1 of $Q_{data}$ correspond to phase of 90° and 270° in Qchannel. The sum of Ichannel and Qchannel is the final output signal ($I + Q$), which has distinct phase shifts of 225°, 135°, 315°, and 45°, each corresponding to binary data of 00, 01, 10, and 11, respectively. To validate the result, the instantaneous phase information was extracted from the final output signal ($I + Q$) and plotted as a demodulated phase (Fig. 10c, bottom panel).

**Mixers**

Another inevitable consequence of ambipolarity is an acute nonlinearity in the vicinity of the Dirac voltage. The transfer characteristics of an ambipolar graphene FET are symmetrical around the Dirac voltage. This symmetrical characteristic usually results in a very significant quadratic component, and therefore mixers based on this characteristic can effectively suppress odd order intermodulation and lead to lower spurious emissions in the circuit. A mixer based on graphene was demonstrated at a frequency of 10 MHz using graphene grown by chemical vapour deposition, and a high-quality factor was observed with a third-order intercept point of +13.8 dBm.

A high-performance mixer fabricated by integrating graphene transistors and passive components on a single silicon carbide wafer (Fig. 11) was also developed. The importance of this work is twofold: demonstration of multi-level, wafer-scale integration, and verification of superior thermal stability in graphene-based transistors compared to conventional ones. The absence of strong temperature dependence in graphene is attributed to a degenerate doping level in graphene and a nearly temperature-independent scattering mechanism associated with optical phonons at high biases. The mixer operated at frequencies up to 10 gigahertz and exhibited exceptional thermal stability with little reduction in performance up to 400 kelvin.

In contrast to the previous two studies on fundamental mixers, a subharmonic graphene FET mixer (Fig. 12) was recently demonstrated. A subharmonic mixer needs only half the local oscillator (LO) frequency of a fundamental mixer. In addition, subharmonic mixers suppress the LO noise, and the wide frequency gap between the RF and LO signals simplifies the LO and RF separation. Also, a balun is not required, as opposed to conventional subharmonic resistive FET mixers, which require two FETs in parallel and a balun for feeding the two out-of-phase LO signals. The circuit topology is shown in Fig. 12. Modulating the gate voltage results in a time-varying channel resistance $R_{ds}(t)$. Due to the biasing at the Dirac point, $R_{ds}(t)$ varies as a function of $2 \times f_{LO}$ (frequency doubling). The time-varying reflection coefficient is $\Gamma(t) = (R_{ds}(t) - Z_0)/(R_{ds}(t) + Z_0)$ seen in the drain of the graphene FET, where $Z_0 = 50 \, \Omega$ is the system impedance. By feeding an RF signal $V_{RF}(t)$ to $\Gamma(t)$, the reflected signal (i.e. output voltage) $V^-(t) = \Gamma(t)V_{RF}^+(t)$ is generated. The reflected voltage has frequency...
components at $|f_{RF} \pm 2nf_{LO}|$, and the IF component ($f_{IF} = |f_{RF} - 2nf_{LO}|$) is the desired one for the down-conversion mixer. A down-conversion loss of 24 dB was obtained with $f_{RF} = 2$ GHz, $f_{LO} = 1.01$ GHz, and $f_{IF} = 20$ MHz.

**Amplifiers**

Before we continue on to amplifiers, different terms related to different gains have to be clarified. In this paper, $f_T \approx g_m/2\pi C_{ox}$ denotes the cut-off frequency, defined as the frequency at which the current gain becomes unity ($g_m$ is the transconductance and $C_{ox}$ is the gate capacitance). $f_T$ is obtained from the short-circuit current gain $h_{21}$, while the load impedance is nonzero. $f_{max}$ is related to the power gain obtained assuming the best impedance matching. It is the highest possible operating frequency before a transistor loses its ability to amplify power. Open-circuit voltage gain refers to the condition of infinitely high load impedance. The open-circuit voltage gain is related to the intrinsic gain $g_{intrinsic}$, obtained from the ratio $g_m/g_d$ where $g_m$ is the transconductance and $g_d$ is the output conductance.

It is very important to distinguish these figures of merit for graphene transistors because of graphene’s weak saturation behaviour. High $f_T$ numbers reported for graphene transistors can be misleading. This $f_T$ results directly from graphene’s high mobility. However, since the drain current does not saturate in these devices, they exhibit limited power gain and voltage gain than what is required for practical RF circuit applications. Hence, several studies were focused on obtaining sizeable voltage gain in graphene transistors. Han *et al.* partially solved the drain current saturation problem in graphene FET with an extremely thin and planar gate dielectric. They have exploited the fact that the shift of the Dirac point with good gate control should be equal to half of the applied drain bias. This shifting of the Dirac point translates into a clear drain current saturation. However, graphene is a highly inert material and techniques such as atomic layer deposition are not ideal methods to form a pinhole-free dielectric. Hence, they used a chemical–mechanical polishing (CMP) method to form a very flat and thin bottom gate dielectric ($\text{HfO}_2$, 4 nm thick) underneath the graphene layer. The graphene common-source amplifier fabricated with this method exhibited 5 dB low frequency gain with the 3 dB bandwidth greater than 6 GHz.

There are other studies that also exploited the Dirac voltage shifting effect. In Fig. 13, a voltage amplifier was realized with a complementary push–pull configuration. By applying the supply voltage $V_{DD}$, the potential of the graphene channel in G2 increases with respect to that of G1, which therefore shifts the Dirac point of G2 to higher input voltages. Complementary operation is obtained between the Dirac points of the two FETs, where the increase in input voltage $V_{IN}$ causes the resistance of G2 to increase and the resistance of G1 to decrease. This results in a large rate of increase for the output voltage $V_{OUT}$ as the input voltage $V_{IN}$ changes, and doubles the voltage gain $A_v$ compared to a single graphene FET-based common-source amplifier. The amplifier had a voltage gain of 3.7 (11.4 dB) at 10 kHz, a total harmonic distortion in the audio frequency range of <1%, a unity-gain frequency of 360 kHz and a −3 dB bandwidth of 70 kHz.

Subsequently, state-of-the-art graphene FET-based amplifiers with intrinsic cut-off frequencies above 300 GHz were also developed. This work was done in wafer-scale with both CVD-synthesized and epitaxially grown graphene, and the value of $f_T$ is the current record for graphene-based RF electronics. These devices also exhibited voltage and power gains reaching 20 dB. This was achieved by minimizing the scattering effect at the interfaces with ultra-smooth, diamond-like carbon substrates. The channel doping was also minimized to greatly improve the transconductance and current saturation. Fig. 14a and b show interesting results from these devices. $f_T$ for both CVD graphene and epitaxial graphene exhibits the typical 1/L trend (Fig. 14a). There is very little performance gap between CVD graphene and epitaxial graphene. $f_{max}$, on the other hand, reaches a peak value at around 200 nm channel length (Fig. 14b). This peak in $f_{max}$ is the result of competing contributions from $f_T$ gate resistance, and output conductance $g_d$ as the gate length decreases. Since the $f_{max}$ value does not represent the intrinsic performance, but is affected by extrinsic components, the power gain can be improved by better saturation behaviour and the optimization of parasitic components.

**CMOS/graphene integrated**

Since the discovery of graphene, defining its role in the current CMOS-dominated semiconductor industry was the main goal of many researchers. Due to its unique advantages and the ease of transfer, many believe it will have several key applications tightly integrated with CMOS technology. As shown previously, several RF electronic components have been integrated in wafer-scale circuitry. With significant...
Improvement in fabrication technology, graphene components can now be integrated into circuitry with higher complexity and system functionality. A multi-stage graphene RF receiver integrated circuit is shown (Fig. 15). One significant improvement in this work is the preservation of graphene quality during fabrication by applying a passive-first, active-last integration scheme (Fig. 15a). This way, graphene FETs are not exposed during the downstream back-end-of-line (BEOL) process, hence, preventing the degradation of the graphene quality. The entire fabrication flow does not require process steps higher than 400 °C.

The circuit operates as an RF receiver with front-end performing signal amplification, filtering, and down conversion mixing. All the components are fully integrated into a 0.6 mm² area and fabricated in 200 mm Si fab, showing complete silicon CMOS process compatibility. The first two stages are designed as bandpass amplifiers, and the third stage performs mixing with the local oscillator (LO) signal which down-converts the GHz RF signal to intermediate frequency (IF) in the MHz range (Fig. 15b). A fundamental drain-pumped mixer design is employed since it leads to better performance based on the characteristics of graphene-based FETs, and results in low LO power requirements (<0 dBm). In Fig. 15b, inductor L4 serves two purposes: it resonates the drain capacitance of transistor T3 to provide a large LO voltage swing at the drain terminal, and also attenuates the LO signal leakage toward the IF port.

To demonstrate the functionality of the graphene IC, an RF carrier of 4.3 GHz was amplitude-modulated with a bitstream and sent to the receiver (Fig. 16). Measured single-bit waveforms in Fig. 16a show IF output signals from the receiver. In Fig. 16b, the bitstream composed of ASCII code modulated at 20 Mb s⁻¹ was received and demodulated. The original bitstream comprising 3 letters (24 bits) was recovered by the graphene receiver with low distortion.

Graphene-based digital circuits

Even with the inherent lack of bandgap, there were several efforts utilizing graphene in digital electronics by exploiting graphene’s unique properties.

Inverters

Pioneering work on graphene-based inverters was achieved by fabricating complementary-like logic inverters based on graphene field-effect transistors (Fig. 17a). The complementary p- and n-type FET pairs were fulfilled through superposition of
Dirac voltage from the applied drain bias. Previously introduced amplifiers also exploited this characteristic.\textsuperscript{41,43}

Fig. 17a shows the schematic diagram for the complementary-like graphene inverters. Fig. 17b depicts splitting of the Dirac point or charge neutrality point, due to the effect of $V_{DD}$. A more detailed explanation is shown in Fig. 17c and d. When positive $V_{DD}$ biases are applied, resistance curves of both FETs shift positively along the $V_{\text{IN}}$ axis, in response to the additional superposition potential. Notably, the shift of FET2 is always larger than that of FET3, since FET2 is located upstream in the inverter loop and is affected by higher potential from $V_{DD}$. By utilizing such an asymmetric shift, the CNP splitting can be controlled electrically (Fig. 17c). In Fig. 17d, when $V_{\text{DS}}$ increases, the potential of the channel increases and the effective potential difference between TG and the channel decreases. As a result, the channel deviates from the neutrality condition, and additional positive charges are induced. To introduce charges with opposite polarity and reneutralize the channel, the $V_{\text{TG}}$ should increase by roughly half the value of $V_{\text{DS}}$, resulting in a positive shift of $I_{\text{DS}}$ minimum along the $V_{\text{TG}}$ axis. The inverters achieved voltage gains up to 7, indicating the potential for direct cascading of multiple devices.

Afterwards, the cascading of these inverters with appreciable voltage gain was successfully demonstrated by another group.\textsuperscript{50} The cascaded inverters resulted in full-channel gating with a low-frequency voltage gain of $A_v \sim 5$. Such gain enabled logic inverters with the same voltage swing of 0.56 V at their input and output (Fig. 18).
Fig. 18 illustrates the digital waveforms measured under ambient conditions in a cascade connection of two graphene inverters. The supply voltage is 2.5 V and the frequency is 50 kHz.

Passive components

Another area of interest for graphene is its applications for passive components. Graphene is not only the strongest and the stiffest material in terms of tensile strength and elastic modulus, respectively; it is also extremely flexible, transparent, and conductive. The close-knit hexagonal crystal structure can also function as an effective barrier against most materials. These exceptional qualities are manifested due to graphene’s covalent sp² bonds. By combining its mechanical strength with unique electrical properties, graphene can be utilized to improve conventional electronic circuits47,53 or provide unique opportunities in niche areas, such as transparent, flexible electronics,37,52 displays, wearable electronics97 and biomedical skin-like devices.98

Interconnects

As dimension scaling continues in electronic circuits, many problems such as high resistance and reduced reliability plague copper-based interconnects.53,96 Although interconnects based on carbon nanotubes (CNTs) were also investigated for vertical vias,99 graphene has its advantages because it is compatible with conventional patterning and etching techniques.

Many researchers have investigated the application of graphene interconnects for several reasons. First, graphene is several times more conductive than copper of the same thickness.6 It is also known to sustain the highest amount of current density compared to any other known material. In addition, it is inherently immune to electromigration,47,96 and it is known to withstand very high temperatures.6 Lastly, graphene is known for its quenching effect of electrical resistance at high temperature. It was found that as the temperature increases from 300 to 500 K, the resistance of single- and bilayer graphene interconnects drops by 30% and 70%, respectively.51 The quenching and temperature dependence of the resistance were explained by the thermal generation of the electron–hole pairs and carrier scattering by acoustic phonons.51

With these inherent advantages, high-speed, on-chip graphene interconnects that operate at frequencies up to 1.3 GHz were integrated with 0.25 μm technology CMOS ring oscillator.47 In the circuit diagram (Fig. 19a), the line is terminated by a termination resistor \( R_T = 20 \, \text{k}\Omega \) to a mid-supply voltage \( V_{DD}/2 \). Here the \( R \sim 0.5R_T \) is a value determined by the trade-off between the speed improvement provided by the low-swing signalling, and the sensitivity of the differential amplifier at the receiving end. Hence, the signal swing at the receiver end reduced to \( V_{DD} \times R/R_T \), whereas the speed increased by a factor of \( R/R_T \).

The circuit oscillation frequency is directly correlated with the interconnect width and inversely correlated with the length/width ratio (Fig. 19b). Oscillation periods as a function of interconnect resistance for the reference interconnects (aluminium), MWCNTs, and graphene are shown in Fig. 19c. Graphene offers a higher oscillation frequency because of its lower resistivity. However, at the same resistance value, the MWCNT has superior signal delay performance. This is due to the larger total capacitance associated with wider graphene strips.

Although the demonstration of graphene interconnects at such high frequency is encouraging, practical problems still remain due to the high growth temperature (\( \sim 1000 ^\circ\text{C} \)) of graphene.96 The high temperature is a concern since the graphene transfer process is not suitable for massive-scale fabrication of more than ten-level interconnects. A lower temperature process (\( \sim 400 ^\circ\text{C} \)) with direct deposition capability will be crucial to realize graphene-based interconnects.96

Fig. 19 (a) Circuit diagram of a five-stage ring oscillator with a differential amplifier at the receiver end of the inverter chain. (b) Oscillation frequency and resistance as functions of L/W ratio. Symbols represent experimental data and bold lines are visual guides. (c) Oscillation period as a function of interconnect resistance for the CMOS reference interconnects (aluminium), MWCNTs, and graphene. Symbols represent experimental data and bold lines are visual guides. (Taken from ref. 47. Reproduced by permission of the Institute of Electrical and Electronics Engineers (IEEE).)
**Transparent conductors**

Graphene also shows interesting optical properties. Graphene absorbs a significant amount of light per layer (2.3% per layer from ultraviolet to near infrared). However, because it is only one atomic layer thick, graphene is highly transparent with transmittance of 97.7%. In addition, graphene is also highly conductive due to its semi-metallic properties. The sheet resistance of a pristine layer is about 2 kΩ to 6 kΩ and can be as low as 125 Ω with chemical doping. The sheet resistance value can be lowered even more by either stacking several graphene layers or fabricating a hybrid nanowire/nanomesh structure with graphene. Several research groups have demonstrated graphene layers as a transparent conductive material that can compete with some of the oxide-based transparent conductive materials (e.g., indium tin oxide or ITO) that dominate the current market. ITO, however, suffers from high cost, material deterioration from ion diffusion, and brittleness, making it incompatible with flexible substrates. Graphene, on the other hand, shows great promise as a transparent conductor due to its high chemical resistivity, low manufacturing cost, and atomically thin, flexible structure.

Fig. 20 shows the sheet resistance of bilayer graphene (BLG) stacks compared with indium oxide under a mechanical deformation. The BLG films were transferred onto polyethylene terephthalate (PET) flexible substrates and patterned for four-probe measurement (Fig. 20a). Two samples of both BLG transfer and BLG 4-transfer were tested in comparison with a commercial indium oxide on a PET substrate under bending conditions. Fig. 20b shows the relative change in sheet resistance versus strain due to bending. At 2.14% strain, the sheet resistance of the indium oxide sample increased by 321% while in the graphene samples it increased only by 10–15%. The indium oxide sample shows a drastic change in sheet resistance due to its brittle nature while graphene samples are much more robust against mechanical stress.

**Inductors**

Since graphene-based field-effect transistors have already shown potential for analog/RF devices and interconnects, graphene can also be used to design low-loss on-chip inductors that are critical for RF circuits. For designing carbon-based inductors, graphene has a unique advantage over CNTs since it is more controllable from the fabrication point of view. This is due to the planar nature of graphene, which can be patterned using high-resolution lithography. Moreover, CNT-based inductors require metal contacts at each corner to connect CNT bundles, whereas no such contacts are needed for graphene-based inductors.

The high frequency effects of graphene inductors have been thoroughly investigated by taking into account the kinetic inductance of graphene, the anomalous skin effect, and edge specularities. Comparative studies with CNT- and copper-based inductors have also been done. The quality factors (Q-factor) of each design were compared using a modified π model of the on-chip inductors. A higher Q-factor is desirable because it leads to lower loss and higher frequency stability. With a fixed design on a low-loss (high-resistivity; 10 Ω cm) substrate, the Q-factor of the graphene inductor shows an improvement of about 20% compared to that of copper. On the other hand, 50% improvement and 15% improvement were observed with respect to single-walled CNT (with 1/3 metallic fraction) and multi-walled CNT-based inductors, respectively. An example of a graphene inductor patterned on graphene oxide films by using the direct femtosecond laser reduction process is shown in Fig. 21c.

**Transition metal dichalcogenides-based circuits**

The study of transition metal dichalcogenides is currently a highly active area of research. Fundamental studies of transistor operations have been conducted on some of the more accessible TMDs such as MoS2, WS2, and WSe2 using mechanically exfoliated samples. Transistors with subthreshold slopes reaching 60 mV dec−1 (ref. 87) and mobility values up to 250 cm2 V−1 s−1 (ref. 87) have already been demonstrated. However, to drive the field forward, the development of large-scale synthesis and integration methods is crucial. Unlike graphene, which is usually synthesized on transition metals such as copper or nickel using CVD, several TMDs have been suc-

---

Fig. 20 (a) Photographs of a graphene film on the flexed PET substrate (left) and the measurement setup of strained substrates (right). (b) Variation in resistance of stacked BLG films and indium oxide films on 200 mm thick PET substrates as a function of strain values. (Taken from ref. 52. Reproduced by permission of The Royal Society of Chemistry.)
cessfully synthesized on insulating layers such as glass,25 sapphire,26,27 and silicon dioxide.22,25–27,105 The capability to directly synthesize TMDs on top of a non-conducting substrate is an important step toward system-level integration of these 2D materials. However, it is important to note that the deposition temperature is still quite high (650 °C–800 °C) and the films are polycrystalline.22,23,25,27,105 An effective way to synthesize higher quality, large-area single-crystalline films is still in high demand.

Integrated circuits such as inverters,55–58 small signal amplifiers,55 logic gates,56–58 a SRAM cell,57 and a 5-stage ring oscillator7 were demonstrated using both exfoliated55–57 and CVD synthesized58 MoS2 samples.

A small signal amplifier based on a single grain of exfoliated MoS2 samples is shown (Fig. 22). Unlike graphene-based transistors, MoS2 transistors can reach an on/off ratio of 108.2 The transconductance $g_m$ reached a value of 12 μS (2.6 μS μm$^{-1}$) for $V_{dd} = 500$ mV and gate oxide of HfO2 (30 nm) using optical lithography.55 The small signal amplifiers reached a gain of ∼4 at $2V_{dd}$. The device configuration and the transfer characteristics are shown in Fig. 22.

An integrated circuit with inverters, logic gates, a SRAM cell, and a 5-stage ring oscillator was also demonstrated with exfoliated bilayer MoS2.57 In Fig. 23a, a flip-flop SRAM circuit with MoS2 transistors can be set to logic state 1 (or 0) by applying a low (or high) voltage to the input. The output logic state stays at 0 or 1 after the switch to the input has been opened, thus serving as a non-volatile memory. In the NAND gate circuit using MoS2 transistors (Fig. 23b), the output of the circuit is close to logic state 1 when either or both of the inputs are at logic state 0. The output is at logic state 0 only when both inputs are at logic state 1 (i.e. when both MoS2 FETs are conducting). The ring oscillator (Fig. 23c) was realized by cascading five inverter stages in a close loop. The transistor gate length $L_g$ was 1 μm ($W/L_g$ ~ 20). An extra inverter stage was used to synthesize the output signal by isolating the oscillator operation from the measurement setup. At $V_{dd} = 2$ V, the fundamental oscillation frequency is at 1.6 MHz, corresponding to a propagation delay of $t_{pd} = 1/(2nf)$ = 62.5 ns per stage, where $n$ is the number of stages and $f$ is the fundamental oscillation frequency. Fig. 23d depicts the power spectrum of the output signal as a function of $V_{dd}$. From left to right, $V_{dd}$ is changed from 1.1 V to 2.0 V in steps of 0.1 V.
Conclusions and perspectives

An important advantage of a two-dimensional structure compared to other nanomaterials is the straightforward integration with existing top-down fabrication processes. Although other zero-dimensional and one-dimensional nanostructures were discovered early and investigated for a longer period of time, the difficulty in controlling the exact position and the concentration of these individual nanomaterials was a major obstacle in commercialization for integrated electronics. For example, the chirality (directionality of graphitic hexagonal lattice) and the thickness of one-dimensional carbon nanotubes were very important as they determine the bandgap and the electronic behaviour of individual nanotubes. Controlling these parameters in carbon nanotubes still remains a key challenge, even after two decades of intense study since their discovery. On the other hand, with 2D materials, a facile integration of bottom-up nanomaterial synthesis with top-down lithographic fabrication is possible. After 2D materials are transferred onto a substrate, a conventional semiconductor fabrication process can be used to manufacture various devices. This property also allows seamless integration of the current state-of-the-art fabrication technology with 2D materials.

Based on the 2013 International Technology Roadmap for Semiconductors (ITRS) executive summary, the advancement of electronic technology can be categorized into two directions: More Moore (elements that scale according to the traditional “Moore’s Law”) and More than Moore (elements that add new functionalities [non-CMOS] that do not typically scale or behave according to the “Moore’s Law”). Fig. 24 illustrates the potential applications and the challenges associated with the exploitation of the 2D materials in these two distinctive directions.

First, these materials can be utilized as a key component for the continuation of the Moore’s law (More Moore, Fig. 24). From the scaling theory, a thin channel is required to minimize the short-channel effects. When other semiconducting materials are thinned down to such extreme (<4 nm) thickness, severe performance degradation arises from the surface states and the atomic thickness fluctuation. In contrast, naturally thin, inert 2D films with no dangling bonds can be highly effective in the lateral scaling (e.g. transistor scaling) and the vertical scaling (e.g. stacking of electronic components) of the electronic components. Ultrathin but highly functional interconnects and dielectrics are also essential to the continuation of Moore’s law.

Second, with so many unique features available from different sets of 2D materials with various thicknesses, myriad possibilities emerge for unique functionalities (More than Moore, Fig. 24). This is especially true for components that require atomically sharp interfaces and smoothness, such as superlattices/heterostructure FETs and photovoltaics. Various atomic layered heterostructures with 2D building blocks exhibited highly interesting characteristics due to quantum confinement and low density of states. For example, several heterostructures were used to make extremely thin (<10 nm) vertical transistors that depend on the modulation of barrier heights through a vertical E-field. In addition, Van Hove singularities in the electronic density of states of TMDs result in enhanced light–matter interactions, leading to enhanced photon absorption and electron–hole creation. Consequently, extremely
efficient photovoltaic (external quantum efficiency >30%)\textsuperscript{109} and ultrahigh gain (>10\textsuperscript{8}) photodetectors\textsuperscript{112} based on 2D heterostructures were demonstrated. Since these materials can also be transferred to an arbitrary substrate, the possibility of utilizing exotic substrates such as plastics opens up doors for novel applications in both electronics and photonics.\textsuperscript{1,103} The mechanical robustness, flexibility, and transparency of the material will be indispensable for niche applications such as ultrathin displays,\textsuperscript{103} mechanically compliant electronics,\textsuperscript{37,52} photovoltaics,\textsuperscript{1,103} biomedical applications,\textsuperscript{113} transparent electronics,\textsuperscript{34} and nano-mechanical systems.\textsuperscript{114}

Finally, several key challenges need to be addressed before 2D materials can be fully adopted into the mainstream technology. First, the growth temperature of these materials usually exceeds 600 °C.\textsuperscript{22,25,27} Such a high temperature process is not always compatible with various fabrication steps. Furthermore, although film transfer is possible, a meticulous cleaning process is necessary during the wet transfers to achieve high quality interfaces.\textsuperscript{77} After the transfer and the following lithography steps, removing polymer residue without using O\textsubscript{2} plasma is another challenge. (O\textsubscript{2} plasma is known to etch 2D materials.\textsuperscript{37,69}) Second, either single-crystalline films or polycrystalline films with large grain boundaries are desirable for most electronics. Currently, most large-area films are polycrystalline with small grain boundaries,\textsuperscript{22,26,27,105} and most single-crystalline films are discontinuous (i.e. flakes).\textsuperscript{25,105} Defect control during the high temperature synthesis phase is also difficult. For example, the thermal expansion coefficient mismatch between the film and the substrate will result in residual thermal stress on the 2D films, which is responsible for defects and wrinkles.\textsuperscript{115} Third, forming good ohmic contacts with extremely thin semiconductors is a great challenge.\textsuperscript{116-119} Many TMDs (e.g. MoS\textsubscript{2}), being large bandgap materials, aggravate the problem.\textsuperscript{116} A promising method for assembling a superior ohmic contact with TMDs (e.g. MoS\textsubscript{2}) is to use graphene as the contact material.\textsuperscript{120,121} Not only was the barrier height of the graphene/MoS\textsubscript{2} interface determined to be lower than the popular Ti/MoS\textsubscript{2} contact,\textsuperscript{121} but the E-field-induced Fermi level control via the gate\textsuperscript{120} was found to be a promising way to produce a near-ohmic contact with higher on-state current. Fourth, doping these materials is not trivial since conventional interstitial doping will introduce defects. An alternative method is to exploit the charge transfer characteristics of different adsorbates. Various gas molecules were found to have a profound effect on the electrical transport properties of 2D films.\textsuperscript{92,122} For example, H\textsubscript{2}, O\textsubscript{2}, and H\textsubscript{2}O were found to work as charge acceptors in MoS\textsubscript{2} after adsorption. Gases such as NH\textsubscript{3} were found to be charge donors.\textsuperscript{122} However, retaining the gas molecules and their charge transfer qualities in ambient air over a prolonged time was found to be difficult to achieve.\textsuperscript{119} In addition, the various unintentional
surface adsorbates from the environment may limit the performance of 2D films. Fifth, the highly inert surfaces of 2D materials render it difficult to form a pinhole-free dielectric with atomic layer deposition.\textsuperscript{123} A seed layer using PVD\textsuperscript{124} or spin coating\textsuperscript{123} is sometimes necessary, and optimization of this multilayer dielectric is required. Some of the mentioned challenges are much more critical in certain applications. An overview illustrated in Fig. 24 addresses some of the more pressing challenges for different applications.

It is difficult to determine specific timelines for each of these applications with many practical issues still waiting to be addressed. However, dealing with these issues is currently an active area of research, and recent progress shows great promise.\textsuperscript{87,117,118,125,126} It is safe to assume that initial applications will consist of both 2D materials and conventional bulk materials. However, an ultra-thin electronic system exclusively assembled with 2D materials\textsuperscript{127} is also plausible since various 2D materials with different electronic properties are now available. With the continued improvements in large-scale synthesis and integration, 2D materials will be a vital component for advanced circuits and systems in the near future.
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