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\section*{Abstract}

Emotional Analysis from textual input has been considered both a challenging and interesting task in Natural Language Processing. However due to the lack of datasets in low-resource languages (i.e. Tamil), it is difficult to conduct research of high standard in this area. Therefore we introduce this labeled dataset (a largest manually annotated dataset of more than 42k Tamil YouTube comments, labeled for 31 emotions including neutral) for emotion recognition. The goal of this dataset is to improve emotion detection in multiple downstream tasks in Tamil. We have also created three different groupings of our emotions (3-class, 7-class and 31-class) and evaluated the model’s performance on each category of the grouping. Our MURIL- base model has achieved a 0.60 macro average F1-score across our 3-class group dataset. With 7-class and 31-class groups, the Random Forest model performed well with a macro average F1-scores of 0.42 and 0.29 respectively.
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\section*{1. Introduction}

Emotional analysis is the classification task of mining emotions in texts, which finds use in various natural language applications such as reviews analysis in e-commerce, public opinion analysis, extensive search, personalized recommendation, healthcare, and online teaching \cite{Peng et al., 2021}. Emotions are psychological state that are often expressed through behaviour or language. Emotional analysis helps to analyze the text and extract the emotions which are expressed in the text. This is why emotional analysis plays a significant role in Natural Language Processing (NLP) and its applications.

Most e-commerce and social media platforms have no restriction on users to creating informal content. Moreover, these platforms allow users to communicate in such a way that they feel comfortable either using native language or switching between one or more languages in the same conversation \cite{Vyas et al., 2014} in order to improve user experience. However, most NLP systems that are trained on monolingual text fail when it comes to analyzing user-generated data \cite{Chakravarthi et al., 2020b}. Furthermore, most of the developments in emotional analysis systems are performed on monolingual data for high-resource languages. In contrast, the user-generated content in under-resourced languages is often mixed with English or other high-resource languages \cite{Jose et al., 2020}.

Code-Mixed or Code-Switched text is a text that contains mixed vocabulary and syntax of multiple languages at the level of the document, paragraph, comments, sentence, phrase, word or morpheme. \cite{Chakravarthi et al., 2021}. Since monolingual text lacks expressions, multilingual societies use code-mixed text to convey their conversation or dialogue \cite{Vasantharajan and Thayasivam, 2021a}. Other than the code-mixing, people tend to use roman characters for texting on social media platforms instead of the native script. This has raised many challenges for natural language processing and encouraged researchers to develop various algorithms to handle code-mixed text and roman characters \cite{Vasantharajan and Thayasivam, 2021b}.

In this paper, we describe the creation of a monolingual corpus for Tamil (a Dravidian language). Tamil is an official language in Sri Lanka and Singapore. Moreover, Tamil is widely spoken by millions of people around the world. But, the tools
and resources available for developing robust NLP applications are under-developed for Tamil. In Tamil, the most complex words are formed by stringing together morphemes without changing them in spelling or phonetics (Sakuntharaj and Mahesan, 2016). Also, the writing system is a phonemic abugida written from left to right, and at one point in history, it used Tamil, Vattezhuthu, Chola, Pallava and Chola-Pallava scripts. Today’s modern Tamil script was retrieved from the Chola-Pallava script that was conceived around the 4th century CE (Sakuntharaj and Mahesan, 2018). Regarding the Dravidian languages, there are various monolingual datasets available for numerous research aims. However, there have been few attempts to make code-mixed datasets for Tamil, Kannada and Malayalam (Chakravarthi et al., 2020a) and (Chakravarthi et al., 2020b). We intend to collect comments that contain purely monolingual texts in the native Tamil language, with enough representation for each emotion class, so we did not worry about code-mixed text. As a part of the preprocessing steps to clean the data, we utilized langdetect library\(^1\) to capture different languages and to

---

\(^1\)https://pypi.org/project/langdetect/

and resources available for developing robust NLP applications are under-developed for Tamil. In Tamil, the most complex words are formed by stringing together morphemes without changing them in spelling or phonetics (Sakuntharaj and Mahesan, 2016). Also, the writing system is a phonemic abugida written from left to right, and at one point in history, it used Tamil, Vattezhuthu, Chola, Pallava and Chola-Pallava scripts. Today’s modern Tamil script was retrieved from the Chola-Pallava script that was conceived around the 4th century CE (Sakuntharaj and Mahesan, 2018). Regarding the Dravidian languages, there are various monolingual datasets available for numerous research aims. However, there have been few attempts to make code-mixed datasets for Tamil, Kannada and Malayalam (Chakravarthi et al., 2020a) and (Chakravarthi et al., 2020b). We will help overcome this resource bottleneck for Tamil by creating this dataset in order to equip Tamil with NLP support in emotional analysis in a way that is both cost-effective and rapid. To create resources for a Tamil scenario, we collected comments on various Tamil movie trailers and teasers from YouTube.

The contributions of this paper are:

1. We present a dataset for Tamil for the emotional analysis task.
2. This monolingual dataset contains 31 types of labels with 42,686 comments.
3. We evaluated this dataset on traditional Machine learning models and also provided benchmark results on pre-trained models.

2. Related Work

2.1. Datasets for Emotion Detection

In the past decade, several researchers have released emotion recognition datasets in several languages for a variety of domains, but they contained only a very small number of emotions, about 4 to 7, also it contained a smaller number of samples. Recently (Rashkin et al., 2019) released an Empathetic dialogues dataset which consisted of text conversations labeled with 32 emotions and (Demszky et al., 2020) released GoEmotions which consists of Reddit comments labeled with 27 emotion categories for around 52k samples. To the best of our knowledge, there are no previous emotion recognition datasets available for Tamil. This is the first work to create a large dataset of fine-grained emotions in the Tamil language.

2.2. Emotion Classification

Emotion classification is a type of text classification task that is used to detect emotions. Both traditional machine learning and Deep Learning models can be employed to classify emotions. Traditional machine learning models often use lexicons such as the Valence Arousal Dominance Lexicon (Mohammad, 2018). Deep Learning Models such as RNN, LSTMs and Transformer models can also be employed for this task. Transfer learning methods such as BERT (Devlin et al., 2019), Roberta (Liu et al., 2019) has achieved state of the art results in major NLP tasks. (Cortez, 2021) fine-tuned different pre-trained models such as BERT, DistillBert, Roberta, XLNet and Electra and Roberta provided the better results. (Suresh and Ong, 2021) and (Khanpour and Caragea, 2018) used a method to incorporate knowledge from emotion lexicons into an attention mechanism to improve emotion classification. In our work, we have used traditional Machine learning models and multilingual transformer models to provide a strong baseline to this dataset.

3. Tamil Emotion Dataset

3.1. Scraping Raw Data

Data in social media platforms such as Twitter, Facebook and YouTube, are changing rapidly and can alter the perception or reputation of an individual or community drastically. This highlights the importance of automation in emotional analysis. YouTube is a popular social media platform in the Indian subcontinent due to its wide range of content available, such as movies, trailers, songs, tutorials, product reviews and etc. YouTube allows users to create content as well as allows other users to engage and interact with this content through actions such as liking or commenting. Because of this, there is more user-generated content in under-resourced languages.

Hence, we chose YouTube to extract comments to create our dataset. We collected data from movie trailers and teasers to create our dataset because movies are quite popular among the Tamil speaking populace in most countries. This significantly increases the chance of getting various views on one topic from different people. Figure 1 shows the steps that we followed to create our dataset. We used a YouTube Comment Scraper tool\(^2\) for crawling comments from the YouTube videos and processing the collected comments to make the datasets for emotional analysis with manual annotations. We intended to collect comments that contain purely monolingual texts in the native Tamil language, with enough representation for each emotion class, so we did not worry about Code-Mixed text. As a part of the preprocessing steps to clean the data, we utilized langdetect library\(^1\) to capture different languages and to
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\(^2\)https://youtubecommentsdownloader.com/
eliminate the unintended languages. Also, in order to maintain data privacy, we made sure that all the user-related information was removed from the corpora. As a part of the text-preprocessing, we removed redundant information such as URL, comments that are nearly the same as other comments according to the Levenshtein Distance using a python library. Moreover, we retained all the emojis, emoticons, and punctuation, and etc that are presented in the text to faithfully preserve the real-world usage.

3.1.1. Methodology of Annotation
We contacted the Indian Institute of Information Technology and Management in order to find volunteers for the annotation process. We created Google Forms that contain 25 comments in one page to collect annotations from annotators and send them through email. The student volunteer annotators received the link to the Google Forms and did the annotations on their personal computers or mobile phones. During the annotation process, gender, educational background and medium of schooling were also collected to ensure that the group of volunteers was diverse, with an equal/adequate representation of gender, sexual orientation and socio-economic backgrounds. The annotators were cautioned that the user suggestions may have aggressive language. They were given a provision to discontinue the annotation process in case the content is too upsetting to deal with. They were requested not to be partial to a specific individual, circumstance or occasion during the annotation process. The annotators were also instructed to agree on the annotation guidelines before they were allowed to proceed further. We finished the annotation process in three stages. As the first step, each comment was annotated by two individuals. Then included the annotated comment in the dataset if both the annotations agreed. In the event of contention, a third annotator was requested to annotate the comment. In the final stage, if all three of them disagreed, at that point, two additional annotators were asked to label the comments. Therefore, each form was annotated by at least three annotators.

3.2. Types of Emotions
For emotional analysis, we followed the methodology used by (Chakravarthi et al., 2020b), and included at least three annotators to label each comment. The following annotation guidelines were given to the annotators in Tamil and English.

- **Admiration** (ோற்றுதல்): Comments containing respect and warm approval.
- **Amusement** (ளிகுள்ளிக்க): Comments containing the state or experience of finding something funny.
- **Anger** (ோபம்): Comments containing a strong feeling of being upset or annoyed because of something wrong or bad.
- **Annoyance** (ோபம்): Comments containing the feeling or state of being annoyed; irritation.
- **Anticipation** (எதிர்போர்பு): Comments containing the act of looking forward especially, to expect something to happen / excitement about the future.
- **Approval** (ஒப்புதல்): Comments containing the action of approving something.
- **Caring** (அக்கற): Comments containing kindness and concern for others.
- **Confusion** (குழப்பம்): Comments that are uncertain about what is happening, intended or required.
- **Curiosity** (ஆர்வம்): Comments containing a strong desire to know or learn something.
- **Desire** (ஆச): Comments containing a strong feeling of wanting to have something or wishing for something to happen.
- **Disappointment** (ஏமோற்றம்): Comments containing sadness or displeasure caused by the non-fulfilment of one’s hopes or expectations.
- **Disapproval** (மறுப்பு): Comments containing possession or expression of an unfavourable opinion.

[https://pypi.org/project/pylev/](https://pypi.org/project/pylev/)
- **Disgust (அருவருப்பு)**: Comments containing a strong feeling of dislike for something that has a very unpleasant appearance, taste, smell, etc.

- **Embarrassment (சங்கடம்)**: Comments containing a feeling of self-consciousness, shame, or awkwardness.

- **Excitement (உற்சோகம்)**: Comments containing a feeling of great enthusiasm and eagerness.

- **Fear (பயம்)**: Comments containing a feeling of anxiety and agitation caused by the presence or nearness of danger, evil, pain, etc.

- **Gratitude (நன்றியறிதல்)**: Comments containing the quality of being thankful; readiness to show appreciation for and to return kindness.

- **Grief (துக்கம்)**: Comments containing intense sorrow, especially caused by someone’s death.

- **Joy (மகிழ்சி)**: Comments containing a feeling of great pleasure and happiness.

- **Love (அன்பு)**: Comments containing a feeling of strong or constant affection for a person.

- **Nervousness (பதட்டம்)**: Comments containing the quality or state of being nervous.

- **Neutral (நடுவுநில)**: Comments that are not supportive or helpful to either side in a conflict, disagreement, etc.

- **Optimism (எதிர்கோல் பற்றிய நம்பிக் கூக)**: Comments containing hopefulness and confidence about the future or the success of something.

- **Pride (பருமம்)**: Comments containing a feeling of deep pleasure or satisfaction derived from one’s own achievements, the achievements of those with whom one is closely associated, or from qualities or possessions that are widely admired.

- **Realization (உண்மையுணர்தல்)**: Comments containing an act of becoming fully aware of something as a fact.

- **Relief (துயர்நீக்கம்)**: Comments containing a feeling of reassurance and relaxation following release from anxiety or distress.

- **Remorse (குற்றமுணர்ந்தத் தோல் ஏற்படும் வருத்தம்)**: Comments containing deep regret or guilt for a wrong committed.

- **Sadness (சோகம்)**: Comments associated with, or characterized by, feelings of disadvantage, loss, despair, grief, helplessness, disappointment and sorrow.

- **Surprise (ஆச்சரியம்)**: Comments containing a completely unexpected occurrence, appearance, or statement.

- **Teasing (கிண்டல்)**: Comments intended to provoke or make fun of someone in a playful way.

- **Trust (நம்பிக் கூக)**: Comments containing assured reliance on the character, ability, strength, or truth of someone or something.

### 3.3. Annotator Statistics

Since we called the volunteers from various Universities and Colleges, the types of annotators in the task are different. From Table 1, we can see that 9 male and 7 female annotators volunteered to contribute to the task. The distribution of male annotators is slightly higher than female annotators in the task. The majority of the annotators have received undergraduate levels of education. We were also unable to find volunteers of the transgender community to annotate our dataset. From Table 1, we can observe that the majority of the annotators’ medium of schooling is English even though their mother tongue is Tamil. Since most of the participants’ medium of education was the English language, we were careful that it would not affect the annotation process by ensuring that all of them are fully proficient in using the Tamil language.

Once the forms were created, a sample form (first assignment) was annotated by experts and a gold standard was created. Then, we manually compared the volunteer’s submission form with gold standard annotations. Then, we eliminated the annotators for the following reasons during the first assignment to control the quality of annotation. They are:

| Language    | Tamil    |
|-------------|----------|
| Gender      |          |
| Male        | 09       |
| Female      | 07       |
| Transgender | 00       |

| Higher Education |          |          |
|------------------|----------|----------|
| Undergraduate    | 12       | 12       |
| Postgraduate     | 04       | 04       |

| Medium of Schooling |          |          |
|---------------------|----------|----------|
| English             | 09       |          |
| Native language     | 07       |          |

Table 1: Annotators Statistics for emotional analysis task.
• Annotators delayed unreasonably for responding.
• labeled all sentences with the same label.
• More than 10 annotations in a form were wrong.

After the elimination, a total of 16 volunteers were involved in the annotation task. Once they completed the given Google Forms, 10 Google Forms (250 comments) were sent to them. If an annotator offered to volunteer more, the next set of Google Forms was sent to them with another set of 250 comments and in this way, each volunteer chose to annotate as many comments from the corpus as they wished.

3.4. Inter-annotator agreement
The inter-annotator agreement is the measure of how well two or more annotators can make the same annotation decision for a certain category. This is important to verify that the annotation process is consistent and that different annotators are able to label the same emotion label to a given comment. Generally, there are two questions that arise about the inter-annotator agreement. They are:

• How do the raters agree or disagree in their annotation?
• How much of the observed agreement or disagreement among the annotators might be due to chance?

To answer these questions and to ensure the annotation reliability, we used Krippendorff’s alpha (\(\kappa\)) (Krippendorff, 1970) as an inter-annotator agreement measure. For instance, if the annotators vary between Admiration and Anticipation classes, the difference is more genuine than when they differ between Optimism and Trust classes. \(\alpha\) is sensitive and is characterized as follows:

\[
\alpha = 1 - \frac{D_o}{D_e}
\]

where \(D_o\) is the observed disagreement between emotion labels annotated by the annotators and \(D_e\) is the expected disagreement when the coding of emotions can be attributed to chance rather than due to the inherent property of the emotion itself. We used agreement module from nltk\(^5\) for calculating \(\alpha\). The results of inter-annotator agreement between our annotators is 0.7452.

4. Data Analysis
Table 2 contains the summary statistics of this dataset. Figure 2 shows the distribution of emotion labels, we can notice that emotion Admiration holds up the highest number of examples and desire is the lowest count.

| Description              | Count    |
|--------------------------|----------|
| No of examples           | 42686    |
| No of emotions           | 31       |
| Max no of tokens in an text | 2988   |
| Min. no of tokens in an text | 2      |
| Max. no of data in a class | 6682-admiration |
| Min. no of data in a class | 208-desire  |

Table 2: Dataset Statistics.

4.1. Topic Modelling
Topic modelling is an approach for automatically identifying topics in a collection of documents. The most commonly used topic modelling method is Latent Dirichlet Allocation (LDA) (Blei et al., 2003). It represents topics in a document and the

5 https://www.nltk.org/api/nltk.tokenize.html
6 https://pypi.org/project/pylev/
distribution of words inside each topic. LDA has been previously used for many use-cases. Related to emotion analysis, (Dakshina and Sridhar, 2014) has used LDA to recognise emotions in the lyrics of songs, (Güven et al., 2019) have used LDA to identify emotions in Turkish tweets.

We use python’s MALLET (McCallum, 2002) and Gensim (Rehurek and Sojka, 2011) package to run the LDA model. we remove punctuations, URLs, emojis and Tamil stopwords since most repetitive words can cause noise in the dataset. In general topic model requires a collection of documents as an input, we perform topic modelling on a document level, with k=8 to cluster the topics. For our analysis, we then extract the most representative topics and provide them in Table 3. The words such as தமிழ்நூடு, சோழன் are grouped together which refers to topics on TamilNadu and tamil historical topics and கட்சி, படியோர், உண்மயன், வர்த்துதி, சரியக, விடுதல் refers to topics on political parties.

4.2. Keywords

We extract the top words associated with emotion category by calculating the log odds ratio, informative Dirichlet prior (Monroe et al., 2017) for each token. The log odds ratio quantifies the association between a word in one emotion category to other emotion categories by building on word frequency counts and an estimate of prior word probability, this helps us to extract the important keywords of each emotion. The log odds are z-scored, all values greater than 1 indicates association with the corresponding emotion. We list the top 5 tokens of each emotion in Table 4. We can note that the keywords are highly correlated with the emotion (e.g amusement with tokens such as இன்றுவனையன், மோங்கல்கயம், pride with “நிமிர்ந்தன்”

5. Modeling

5.1. Data Preparation

After the annotation process, each comment was labeled by at least three annotators. So we filter out emotion labels selected by only a single annotator to reduce the noise in our data. After the cleaning process 97% of the data was retained as the original. Finally, we randomly split the dataset into...
We create three different groups of our taxonomy in the following way: admiration (maps to: care, love, appreciation, attention, joy, desire, and curiosity), Pathos-\(-\text{Cortes and Vapnik, 1995}\) (maps to: disgust, embarrassment, sadness, grief, relief, and remorse), Disgust-\(-\text{litigation, fear, nervousness, fear, confusion, and disapproval}\), Laughter-\(-\text{excitement, fear, gratitude, joy, love, nervousness}\), and Bewilderment-\(-\text{anger, annoyance, realization, approval, and neutral}\), hope-\(-\text{maps to: trust, pride, admiration, and optimism}\), and Bewilderment-\(-\text{maps to: surprise and gratitude}\). Figure 3 & 4 show the mapping between the emotion classes.

### 5.2. Baseline Experiments

In this section, we will describe our methodology for building a baseline system for developing an emotion detection system for the created dataset. We experiment with both traditional Machine Learning models and pretrained multilingual models such as mBERT and MURIL.

#### 5.2.1. Machine Learning Models

We train traditional Machine learning models as a baseline for this dataset. We experimented with Logistic Regression, K-Nearest Neighbors classifier, Linear Support Vector Machines(SVM) (Cortes and Vapnik, 1995), Decision Trees, Random Forest. For all the models we encode the text into TF-IDF vectors of uni-grams and pass it to the respective models.

#### 5.2.2. mBERT

This model was pre-trained using the same pre-training strategy that was employed to BERT (Devlin et al., 2019), which is Masked Language
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| Test(10%)     |        |

validate and evaluate our model respectively.

### Grouping emotions
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Modelling (MLM) and Next Sentence Prediction (Next Sentence Prediction). It was pre-trained on the Wikipedia dump of 104 languages. For having a balanced set of all languages exponentially smoothed weighting of data was performed during data creation and vocabulary creation. This results in high resource languages being under-sampled while low resourced languages are being over-sampled.

5.2.3. MuRIL

MuRIL [Khanuja et al., 2021] is a pre-trained model, trained on 16 different Indian Languages and English languages, it was trained on both the MLM and Translated Language Modelling (TLM) objectives. The model was trained with Common crawl OSCAR corpus and Wikipedia corpus.

5.3. Experiment Settings

We removed the unwanted noises in the text such as URLs, punctuation, digits, unwanted symbols and emojis during the preprocessing step.
| Model                      | 3-class Group | 7-class Group | 31-class Group |
|----------------------------|---------------|---------------|---------------|
|                            | P  | R  | F1   | P  | R  | F1   | P  | R  | F1   |
| Logistic Regression        | 0.54| 0.53| 0.52 | 0.35| 0.36| 0.32 | 0.17| 0.18| 0.16 |
| Support Vector Machine     | 0.54| 0.53| 0.52 | 0.39| 0.35| 0.33 | 0.24| 0.14| 0.14 |
| K-Nearest Neighbors        | 0.51| 0.50| 0.50 | 0.37| 0.35| 0.35 | 0.30| 0.21| 0.23 |
| Multinomial Naive Bayes    | 0.54| 0.49| 0.48 | 0.49| 0.28| 0.28 | 0.11| 0.07| 0.05 |
| Decision Tree              | 0.42| 0.41| 0.41 | 0.23| 0.24| 0.23 | 0.11| 0.08| 0.08 |
| Random Forest              | 0.61| 0.55| 0.56 | 0.49| 0.41| 0.42 | 0.47| 0.25| 0.29 |
| mBERT                      | 0.56| 0.56| 0.55 | 0.36| 0.40| 0.36 | 0.12| 0.15| 0.10 |
| MuRIL-Base                 | 0.60| 0.60| 0.60 | 0.25| 0.32| 0.25 | 0.04| 0.07| 0.03 |

Table 6: Macro Average Precision, Recall and F1-Score on test set for all the Models

| Sentiment | Precision | Recall | F1 |
|-----------|-----------|--------|----|
| positive  | 0.76      | 0.70   | 0.73|
| negative  | 0.58      | 0.51   | 0.54|
| ambiguous | 0.39      | 0.53   | 0.45|
| macro avg | 0.60      | 0.60   | 0.60|

Table 7: Results of MuRIL on sentiment-grouped taxonomy

| Emotion      | Precision | Recall | F1  |
|--------------|-----------|--------|-----|
| Hope         | 0.47      | 0.67   | 0.55|
| Neutral      | 0.48      | 0.44   | 0.46|
| Love         | 0.37      | 0.44   | 0.40|
| Bewilderment | 0.61      | 0.41   | 0.49|
| Disgrace     | 0.47      | 0.39   | 0.43|
| Pathos       | 0.65      | 0.20   | 0.30|
| Laughter     | 0.40      | 0.29   | 0.34|
| macro avg    | 0.49      | 0.41   | 0.42|

Table 8: Results of Random Forest on 7-class taxonomy

### Machine Learning Models

We trained all the models with uni-grams extracted from the TF-IDF technique. All the parameters are summarized in Table 5. In Logistic Regression the lbfgs optimizer was used with l2 regularizer, a maximum of 2000 iterations is taken for a solver to converge. For SVM we have used rbf kernel for a maximum of 2000 iterations with a tolerance of 1e-3. In the Random Forest model, we used 100 trees with gini criterion, which is used to measure the quality of the split in the tree. The additive feature of Naive Bayes is set to 1 and classprior and fitprior is set to None. For the Decision Tree, a gini criterion was used to split the tree with the best split based on node. The hyper-parameters used during the training is shown in Table 5.

### Pre-trained Models

We fine-tuned mBERT and MuRIL pre-trained models for 5 epochs with a batch size of 8, linear scheduler with 2e-5 as an initial learning rate is used, the models are trained with AdamW optimizer and a Cross-Entropy loss function. We found that training for more epochs causes overfitting of the model.

### 5.4. Results and Discussion

Table 6 summarizes the results of all the models on the different groupings of the data. Random Forest achieves the best macro average F1-score of 0.29 for the full taxonomy and macro average F1 of 0.42 for the seven class taxonomy.

The MuRIL-Base model achieves a macro average of 0.60 for the sentiment grouped taxonomy but it achieves a very less score for the full taxonomy. Table 7, 8 and 9 summarizes the class-wise results of the best performing models Random Forest and MuRIL on sentiment taxonomy, seven class taxonomy, and full taxonomy respectively. The model achieves the highest F1-score for Admiration which contains the most number of samples in the dataset and it achieves the lowest score of 0.16 for grief. After grouping the data, MuRIL achieves the highest macro average F1 Score of 0.60 in sentiment level taxonomy and Random Forest achieves 0.36 macro average F1-Score on seven-class taxonomy. This shows that it is significantly hard for ML models to compare emotions in fine-grained settings.

### 6. Conclusion

We propose TamilEmo, a large dataset for fine-grained emotion detection that has been extensively annotated manually. We present a detailed data analysis that demonstrates the accuracy of the annotations over the whole taxonomy with a high inter-annotator agreement in terms of Krippendorff’s alpha. Also, for each class group, we give the results of all models in terms of precision, recall, and F-Score. We anticipate that this resource will enable researchers to tackle new...
| Emotion      | Precision | Recall | F1  |
|-------------|-----------|--------|-----|
| admiration   | 0.32      | 0.76   | 0.45|
| amusement    | 0.61      | 0.18   | 0.18|
| anger        | 0.41      | 0.28   | 0.34|
| annoyance    | 0.39      | 0.23   | 0.29|
| anticipation | 0.36      | 0.29   | 0.32|
| approval     | 0.41      | 0.26   | 0.31|
| caring       | 0.57      | 0.21   | 0.31|
| confusion    | 0.39      | 0.19   | 0.25|
| curiosity    | 0.35      | 0.18   | 0.24|
| desire       | 0.45      | 0.22   | 0.29|
| disappointment| 0.73     | 0.23   | 0.35|
| disapproval  | 0.41      | 0.14   | 0.21|
| disgust      | 0.50      | 0.18   | 0.26|
| embarrassment| 0.73      | 0.15   | 0.25|
| excitement   | 0.50      | 0.15   | 0.23|
| fear         | 0.82      | 0.33   | 0.47|
| gratitude    | 0.55      | 0.56   | 0.55|
| grief        | 0.50      | 0.10   | 0.16|
| joy          | 0.38      | 0.23   | 0.29|
| love         | 0.18      | 0.18   | 0.18|
| nervousness  | 0.50      | 0.12   | 0.20|
| neutral      | 0.39      | 0.20   | 0.26|
| optimism     | 0.44      | 0.16   | 0.23|
| pride        | 0.30      | 0.32   | 0.31|
| realization  | 0.38      | 0.42   | 0.40|
| relief       | 0.60      | 0.19   | 0.29|
| remorse      | 0.33      | 0.12   | 0.18|
| sadness      | 0.64      | 0.24   | 0.35|
| surprise     | 0.43      | 0.22   | 0.29|
| teasing      | 0.25      | 0.43   | 0.32|
| trust        | 0.61      | 0.18   | 0.27|
| **macro avg**| **0.47**  | **0.25**| **0.29**|

Table 9: Results of Random Forest on Full Taxonomy

and fascinating Tamil research within the topics of emotion detection.
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