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Abstract  This paper introduces an interpolation-based method, called the reconstruction approach, for nonparametric regression. Based on the fact that interpolation usually has negligible errors compared to statistical estimation, the reconstruction approach uses an interpolator to parameterize the regression function with its values at finite knots, and then estimates these values by (regularized) least squares. Some popular methods including kernel ridge regression can be viewed as its special cases. It is shown that, the reconstruction idea not only provides different angles to look into existing methods, but also produces new effective experimental design and estimation methods for nonparametric models. In particular, for some methods of complexity $O(n^3)$, where $n$ is the sample size, this approach provides effective surrogates with much less computational burden. This point makes it very suitable for large datasets.
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1 Introduction

Nonparametric regression is one of core issues in statistics and machine learning. There are two basic classes of methods for regression function estimation: local methods and parameterization methods. The first class includes local polynomial regression methods (Fan and Gijbels 1996), nearest-neighbor methods (Dasarathy 1991), and tree methods (Breiman et al. 1984). The second class represents the unknown function in an infinite-dimensional space
as a form with finite unknown parameters, and then the problem is approximately transformed to a parametric one. The main manner of parameterization is basis representation that uses basis function expansions to replace unknown functions. Popular basis functions include polynomials, splines (Eubank 1999), and kernel bases (Berlinet and Thomas-Agnan 2004). Neural networks (Goodfellow, Bengio, and Courville 2016) that represent functions as complex composite parametric forms also belong to parameterization methods. It is known that the nonparametric regression problem is still valuable to investigate, especially in the dimensions much higher than two or three (Friedman, Hastie, and Tibshirani 2008).

Interpolation is an important technique for function approximation, and has been intensively studied by mathematicians (Wendland 2004). It can be viewed as the limit of a regression problem as noises go to zeros, and iterative regression techniques have been used to approximate an interpolator (Friedman 2001; Kang and Joseph 2016). Also, many techniques used in regression are applicable to interpolation such as basis representation. In statistics, interpolation is commonly used to model some spatial data (Cressie 2015), functional data (Ramsay, Hooker, and Graves 2009), and computer experiments (Santner, Williams, and Notz 2003), which do not contain any random noise. For noisy data, applications of interpolation are very limited. It is sometimes served as an auxiliary technique in nonparametric regression (Hall and Turlach 1997).

Usually the convergence of an interpolator to the true function is quite fast. We take the following function,

\[ f(x) = \exp(-1.4x) \cos(3.5\pi x), \quad x \in [0, 1], \]

in Santner, Williams, and Notz (2003) for example. With only eight observations at equally spaced knots, polynomial interpolation and cubic spline interpolation both yield satisfactory approximation (Figure 1), while a regression estimator based on noisy data usually requires much more observations to reach similar accuracy. In fact, popular interpolators can converge at high-order power rates, even at exponential rates, for sufficiently smooth functions (Stewart 1996; Wendland 2004) (Roughly, here a \(d\)-dimensional sufficiently smooth function is defined as a function with \(\nu \gg d\), where \(\nu\) denotes its degree of smoothness). Such rates
Figure 1: An example of interpolation.

are much faster than that of statistical estimation restricted by the central limit theorem. For estimating a regression function with noisy data, that fact motivates us to represent the unknown function as its interpolator at some knots. Such a representation is reasonable since the difference between the function itself and its interpolator is negligible compared to statistical errors. Consequently, the parameters that we need to estimate are the values of the unknown function at these knots, and can be estimated by minimizing a (regularized) quadratic risk function. We call this procedure the reconstruction approach since it can be viewed as a process of reconstructing the whole function with its finite values.

The reconstruction approach is a general method for multiple nonparametric regression. It is a parameterization method, and its main difference from existing parameterization methods is the clear interpretation of the parameters: they are the function values at the knots. This point facilitates the estimation process in some cases. Besides, in this paper we will show several appealing features of the proposed approach. First, it provides different angles to look into popular methods such as polynomial regression (Celant and
Broniatowski 2016) and kernel ridge regression (Saunders, Gammerman, and Vovk 1998). These methods can be viewed as special cases of the reconstruction approach with according re-parameterization strategies. Second, the reconstruction approach focuses on estimating the function values at selected knots, and this idea can lead to new statistical methods. We will present new experimental design and estimation methods for nonparametric models, and will show their effectiveness with numerical examples. In particular, it allows selection of a small number of knots, and this point makes it suitable for large datasets. Third, the proposed approach builds a systematic connection between interpolation and regression. If any feasible interpolation method appears, then it can be used in the proposed approach to construct new regression estimation. The reconstruction approach broadens the applications of interpolation.

This paper is organized as follows. Section 2 gives a general description of the reconstruction approach. Section 3 discusses the reconstruction approach in one-dimensional regression models. Section 4 studies Gaussian process reconstruction methods for multiple regression problems. Section 5 presents numerical examples for Gaussian process reconstruction regression. We conclude the paper with some discussion in Section 6. Technical proofs are given in the the on-line Supplementary Materials.

2 General description of the reconstruction approach

Consider the nonparametric regression model

$$y_i = f(x_i) + \varepsilon_i, \quad i = 1, \ldots, n,$$

where $f$ is a sufficiently smooth function defined on $[0, 1]^d$, $x_i = (x_{i1}, \ldots, x_{id})' \in [0, 1]^d$ for $i = 1, \ldots, n$, $A'$ denotes the transpose of a vector or matrix $A$, and $\varepsilon_i$’s are independent random errors with $E\varepsilon_i = 0$ and $E\varepsilon_i^2 = \sigma^2 < \infty$ for $i = 1, \ldots, n$. We need to estimate the unknown regression function $f$ based on training data $\{(x_1, y_1), \ldots, (x_n, y_n)\}$. Write $\mathcal{X} = \{x_1, \ldots, x_n\}$. For a set of knots $\mathcal{A} = \{a_1, \ldots, a_m\} \subset [0, 1]^d$ and $\gamma = (\gamma_1, \ldots, \gamma_m)' \in \mathbb{R}^m$,
let $\mathcal{I}(\mathbf{x}; \mathcal{A}, \gamma)$ be an interpolator on $[0,1]^d$, i.e., $\mathcal{I}(a_i; \mathcal{A}, \gamma) = \gamma_i$ for $i = 1, \ldots, m$. Write $f_\mathcal{A} = (f(a_1), \ldots, f(a_m))'$. Since $f$ can be approximately reconstructed as $\mathcal{I}(\mathbf{x}; \mathcal{A}, f_\mathcal{A})$, we estimate $f$ by

$$
\hat{f}(\mathbf{x}) = \mathcal{I}(\mathbf{x}; \mathcal{A}, \hat{\gamma}),
$$

where $\hat{\gamma} = (\hat{\gamma}, \ldots, \hat{\gamma}_m)'$ is the solution to

$$
\min_{\gamma \in \mathbb{R}^m} \frac{1}{n} \sum_{i=1}^n [y_i - \mathcal{I}(x_i; \mathcal{A}, \gamma)]^2 + P(\gamma, \lambda).
$$

Here $P$ is a penalty function, also called regularizer, with some tuning parameters $\lambda$.

Equations (3) and (4) give the general formulas of the reconstruction approach. It can be seen that this approach is actually a parameterization method that approximates a function in an infinity-dimensional space by a model of finite parameters. Furthermore, if the interpolator has a linear representation $\mathcal{I}(\mathbf{x}; \mathcal{A}, \gamma) = \gamma' \mathbf{b}(\mathbf{x})$, then our approach belongs to the class of basis representation-based nonparametric modeling methods. With popular basis functions, the reconstruction approach can be viewed as a re-parameterization of existing basis representation-based methods, and provides a different angle to look into them. Note that there is a clear interpretation of parameters to be estimated in the reconstruction approach: they are response values of $f$. From the reconstruction perspective, we can derive new experimental design and modeling methods that focus on the estimation of response values at selected knots. They will be discussed in the following sections.

The following theorem gives a simplified but intuitive interpretation of the theoretical validity of the reconstruction approach.

**Theorem 1.** Suppose that $\mathcal{I}(\mathbf{x}; \mathcal{A}, \gamma) = \gamma' \mathbf{b}(\mathbf{x}) = \sum_{j=1}^m \gamma_j b_j(\mathbf{x})$ with $\sup_{\mathbf{x} \in [0,1]^d} \sum_{j=1}^m |b_j(\mathbf{x})| < \infty$, and that $\hat{f}$ and $\hat{\gamma}$ are given in (3) and (4), respectively. Let $\delta_m = \sup_{\mathbf{x} \in [0,1]^d} |\mathcal{I}(\mathbf{x}; \mathcal{A}, f_\mathcal{A}) - f(\mathbf{x})|$. If $E \sup_{j=1,\ldots,m} |\hat{\gamma}_j - f(a_j)|^2 = O(\varepsilon_n)$, then for $\mathbf{x}_0 \in [0,1]$, the mean squared error (MSE) of $\hat{f}(\mathbf{x}_0)$ is

$$
\text{MSE}\left(\hat{f}(\mathbf{x}_0)\right) = O\left(\delta_m^2 + \varepsilon_n\right).
$$

Note that $\delta_m$ represents the convergence rate of the interpolator $\mathcal{I}$ to $f$. By Theorem
if $\delta_m^2 = O(\varepsilon_n)$, then the systematic error caused by the interpolator is negligible, and $\text{MSE} \left( \hat{f}(x_0) \right) = O(\varepsilon_n)$, the same as the rate of $\hat{f}$ on $A$. In other words, for estimating the whole $f$, it suffices to consider the estimation of $f_A$. This is the core idea of the reconstruction approach. Furthermore, many interpolators have much faster convergence rates than $\varepsilon_n$, which is restricted by the optimal statistical rate $1/n$. We can therefore use a small $m$, even $m \ll n$, to satisfy $\delta_m^2 = O(\varepsilon_n)$. Note that smaller $m$ generally means less computational cost. This point is important when the computation is a problem.

To illustrate the proposed approach, consider a linear interpolator $I(x; A, \gamma) = \gamma' \mathbf{b}(x)$. Taking the quadratic penalty $P(\gamma, \lambda) = \lambda \gamma' \Sigma \gamma$ with a semi-positive definite matrix $\Sigma$ in (4), we have

$$\min_{\gamma \in \mathbb{R}^n} \frac{1}{n} \sum_{i=1}^n \left[ y_i - \gamma' \mathbf{b}(x_i) \right]^2 + \lambda \gamma' \Sigma \gamma,$$

which implies

$$\hat{\gamma} = (\mathbf{B}' \mathbf{B} + n\lambda \Sigma)^{-1} \mathbf{B}' \mathbf{y} \quad \text{and} \quad \hat{f}(x) = \mathbf{y}' \mathbf{B}(\mathbf{B}' \mathbf{B} + n\lambda \Sigma)^{-1} \mathbf{b}(x),$$

where $\mathbf{B} = (\mathbf{b}(x_1), \ldots, \mathbf{b}(x_n))' \in \mathbb{R}^{n \times m}$ and $\mathbf{y} = (y_1, \ldots, y_n)'$. The tuning parameter $\lambda$ can be selected by minimizing the generalized cross-validation (GCV) criterion (Golub, Heath, and Wahba 1979),

$$\text{GCV}(\lambda) = \frac{\| \mathbf{y} - \mathbf{B}(\mathbf{B}' \mathbf{B} + n\lambda \Sigma)^{-1} \mathbf{B}' \mathbf{y} \|^2}{n \left[ 1 - \text{trace}(\mathbf{B}(\mathbf{B}' \mathbf{B} + n\lambda \Sigma)^{-1} \mathbf{B}')/n \right]^2},$$

or other CV-like criteria.
3 Reconstruction in one-dimensional regression

3.1 Replication design

Consider the one-dimensional version of (2),

\[ y_i = f(x_i) + \varepsilon_i, \quad i = 1, \ldots, n, \]  

(8)

where \( f \) is a sufficiently smooth function defined on \([0, 1]\). In many applications, these \( x_1, \ldots, x_n \) can be designed to maximize the accuracy of the fitted function (Box and Draper 2007). A popular design under the nonparametric model is to assign \( x_i \)'s to be equally spaced, i.e., \( x_i = (i-1)/(n-1) \) for \( i = 1, \ldots, n \). Such a design is also called uniform design and is optimal with respect to some criterion (Xie and Fang 2000).

As shown in the previous section, we can use a small \( m \) from the reconstruction idea. We now consider the following replication design of \( x_1, \ldots, x_n \) on \( A = \{a_1, \ldots, a_m\} \subset [0, 1] \) with a small \( m \). Assign \( l \) replications at each knot, i.e., \( x_1 = \cdots = x_l = a_1, \ldots, x_{(m-1)l+1} = \cdots = x_n = a_m \), and then reconstruct \( f \) by \( I(x; A, f_A) \). With the quadratic loss and without a penalty in (4), we have that \( \hat{\gamma} \) in (3) has a simple form \( ((y_1 + \cdots + y_l)/l, \ldots, (y_{(m-1)l+1} + \cdots + y_n)/l)' \).

When \( I \) is selected as the polynomial interpolator (De Boor 1978), the estimator has the Lagrange form

\[
\hat{f}(x) = \sum_{j=1}^{m} \left[ \hat{\gamma}_j \left( \prod_{1 \leq k \leq m, \ k \neq j} \frac{x - a_k}{a_j - a_k} \right) \right].
\]  

(9)

It can be seen that this form is equivalent to that of traditional polynomial regression

\[
\hat{f}(x) = \hat{\beta}_1 + \hat{\beta}_2 x + \cdots + \hat{\beta}_m x^{m-1},
\]

where the \( \hat{\beta}_j \)'s are estimated by the least squares (without a penalty) and can be represented as linear forms of \( \hat{\gamma}_j \)'s. Therefore, here the reconstruction approach does not produce a new regression estimator. However, from the reconstruction angle, we can derive the convergence
rate of \( \hat{f} \) in (9) based on the interpolation theory like Theorem 1, while there is limited similar results on polynomial regression in the literature (Eubank 1999). Here we use the Chebyshev nodes

\[ A = \{a_j = 1/2 - \cos[(2j - 1)\pi/2m]/2 : j = 1, \ldots, m\} \tag{10} \]

to avoid Runge’s Phenomenon (De Boor 1978). Under some conditions, for \( x_0 \in [0, 1] \),

\[
\text{MSE} \left( \hat{f}(x_0) \right) = O \left( \frac{\log(n)}{n} \right) \quad \text{or} \quad o \left( \frac{\log(n)}{n} \right), \tag{11}
\]

which is very close to a parametric rate of convergence. The proof of (11) can be found in the Supplementary Materials. It should be pointed out that there are systematic results on the error analysis and optimal design of the polynomial model, i.e., \( f \) in (8) is indeed a polynomial of order \( m - 1 \) (Celant and Broniatowski 2016). The Chebyshev nodes in (10) are also useful for that parametric setting.

We next consider the cubit spline interpolator (De Boor 1978). It is also a linear interpolator, and its computation can be found in many textbooks such as De Boor (1978). Let

\[ A = \{a_j = (j - 1)/(m - 1) : j = 1, \ldots, m\}. \tag{12} \]

Similar to (11), we can obtain that, under some conditions,

\[
\text{MSE} \left( \hat{f}(x_0) \right) = O \left( n^{-8/9} \right), \quad x_0 \in [0, 1], \tag{13}
\]

and the proof is deferred in the Supplementary Materials. This rate is consistent with that of popular local regression methods with appropriately selected kernel functions (Eubank 1999).

A simulation is conducted to compare the proposed replication designs and traditional equally spaced designs. With \( n = 49 \), we compute the local linear estimator and smoothing spline estimator based on the equally spaced design \( x_i = (i - 1)/(n - 1), \; i = 1, \ldots, n \), the
polynomial interpolation-based reconstruction estimator based on the replication design (10) with \( m = l = 7 \), and the cubic spline interpolation-based reconstruction estimator based on the replication design (12) with \( m = l = 7 \). GCV is used to select the smoothing parameters in the local linear estimator and smoothing spline estimator. The regression function \( f \) is set as in (1). The standard deviation \( \sigma \) of the random error varies from 0.05 to 0.55. The mean integrated squared errors (MISEs) over 100 replications are reported in Figure 2. Basically, the polynomial reconstruction estimator and spline reconstruction estimator with the corresponding replication designs are comparable to the smoothing spline estimator and local linear estimator with the equally spaced design, respectively. When \( \sigma \) is small, the MISEs of the replication design-based estimators are slightly larger than the equally spaced design-based estimators. The reason is that, compared with the statistical estimation errors that are proportion to the small \( \sigma \), the relatively small number of knots leads to relatively large biases from the interpolation techniques. As \( \sigma \) increases, the replication design-based estimators become relatively effective since the biases from interpolation tend to be negligible. Besides the comparable efficiency, the proposed replication design-based estimators possess some advantages. Replication designs can detect heteroscedasticity straightforwardly. For some practical cases, experiments at less sites (\( m \ll n \)) can save much cost.

### 3.2 Finite difference penalization

This subsection presents a new regression estimator based on the equally spaced design. Let \( \mathcal{A} = \mathcal{X} \). In the reconstruction approach, we need to estimate \( n \) parameters \( \gamma \in \mathcal{X} \), and then combine their estimators with an interpolator. Recall that the (cubic) smoothing spline method uses a penalty \( \lambda \int_0^1 [f''(x)]^2 dx \) to control the roughness of \( f \) (Gu 2002). Here a sum of finite differences is used to approximate such a penalty, and we estimate \( \gamma \) by

\[
\min_{\gamma \in \mathbb{R}^n} \frac{1}{n} \| y - \gamma \|^2 + \lambda \sum_{i=2}^{n-1} (\gamma_{i+1} - 2\gamma_i + \gamma_{i-1})^2, \quad (14)
\]
where $\lambda > 0$ is a tuning parameter. The solution to this problem has a closed form

$$\hat{\gamma} = (n\lambda M'M + I_n)^{-1}y, \quad (15)$$

where

$$M = \begin{pmatrix}
1 & -2 & 1 & 0 & \cdots & 0 & 0 & 0 \\
0 & 1 & -2 & 1 & \cdots & 0 & 0 & 0 \\
& & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
0 & 0 & 0 & 0 & \cdots & 1 & -2 & 1
\end{pmatrix}_{(n-2) \times n}.$$

The tuning parameter $\lambda$ can be selected by minimizing

$$GCV(\lambda) = \frac{\|y - (n\lambda M'M + I_n)^{-1}y\|^2}{n[1 - \text{trace}((n\lambda M'M + I_n)^{-1})/n]^2}.$$

Since popular interpolation techniques with $n$ knots have negligible errors compared to statistical estimation (i.e. $\delta_n \ll \varepsilon_n$ in Theorem 1), anyone of them can be used to reconstruct the whole estimator of $f$ based on $\hat{\gamma}$ in (15). Such a finite difference penalization estimator can be viewed as a discrete approximation to the smoothing spline method. Figure
Figure 3: Comparison of the finite difference penalization (FDP) estimator and the smoothing spline estimator with 30 observations.

compares the two estimators based on 30 observations that are randomly generated with \( f \) in (1). The cubic spline interpolator is used to reconstruct the whole estimator in the finite difference penalization method. The tuning parameters in the two methods are both selected by GCV. It can be seen that the two estimators almost coincide with each other. Note that the computations in (15) and in cubic spline interpolation only need to solve sparse linear systems (Stewart 1998), which have total complexity of \( O(n) \) (Toraichi et al. 1987). They are much cheaper than to compute the inverse of a dense matrix in the smoothing spline method whose complexity is \( O(n^3) \) (Gu 2002). Therefore, the finite difference penalization approach may act as a good substitute of the smoothing spline method when \( n \) is very large.

It should be pointed out that the finite difference penalization estimator is also related to the trend filtering estimator (Tibshirani 2014) that uses \( \ell_1 \) regularizer in (14). Another related method is the fused ridge estimator that is used to estimate the coefficients of a linear model (van Wieringen 2018).
4 Gaussian process reconstruction regression

4.1 Kernel interpolation and the Gaussian process model

Kernel methods are commonly used in interpolation (Wendland 2004), statistics (Berlinet and Thomas-Agnan 2004), and machine learning (Kung 2014). This subsection provides a brief introduction of kernel interpolation and the related Gaussian process model.

Let $K : [0, 1]^d \times [0, 1]^d \mapsto \mathbb{R}$ be a symmetric positive definite kernel. Here we consider stationary kernels, i.e., $K(x_1, x_2) = R(x_1 - x_2)$. Define the linear space

$$F_R = \left\{ \sum_{i=1}^n \beta_i R(\cdot - x_i) : \beta_i \in \mathbb{R}, \ x_i \in [0, 1]^d, \ i = 1, \ldots, n, \ \text{for all } n = 1, 2, \ldots \right\},$$

and equip this space with the bilinear form

$$\left\langle \sum_{i=1}^n \beta_i R(\cdot - x_i), \sum_{j=1}^m \tilde{\beta}_j R(\cdot - \tilde{x}_j) \right\rangle_R = \sum_{i=1}^n \sum_{j=1}^m \beta_i \tilde{\beta}_j R(x_i - \tilde{x}_j).$$

The closure of $F_R$ under the inner product $\langle \cdot, \cdot \rangle_R$ is a reproducing kernel Hilbert space, denoted by $\mathcal{N}_R$, and the norm of $\mathcal{N}_R$ is $\|f\|_{\mathcal{N}_R} = \sqrt{\langle f, f \rangle_{\mathcal{N}_R}}$, where $f \in \mathcal{N}_R$ and $\langle f, f \rangle_{\mathcal{N}_R}$ is induced by $\langle \cdot, \cdot \rangle_R$.

Popular choices of $R$ include the Gaussian kernel

$$R(h) = \exp \left( - \sum_{j=1}^d \theta_j h_j^2 \right), \quad h = (h_1, \ldots, h_d)',$$

for fixed $\theta_j > 0$ and the Matérn kernel

$$R(h) = \prod_{j=1}^d \frac{1}{\Gamma(\nu)2^{\nu-1}} \left( \frac{2\sqrt{\nu}|h_j|}{\phi} \right)^\nu K_\nu \left( \frac{2\sqrt{\nu}|h_j|}{\phi} \right), \quad h = (h_1, \ldots, h_d)',$$

for fixed $\nu > 0$ and $\phi > 0$, where $K_\nu$ is the modified Bessel function of order $\nu$. The reproducing kernel Hilbert space $\mathcal{N}_R$ possesses the corresponding smoothness properties to
the kernel $R$, and it relates to the Sobolev space (Wendland 2004). The space of polynomial functions and the space of spline functions are special cases of reproducing kernel Hilbert space with certain kernels.

The kernel interpolator (also called reproducing kernel Hilbert space interpolator) with respect to kernel $R$ is the solution to the optimization problem
\[
\min_{g \in N_R} \|g\|_{N_R},
\]

s.t. $g(a_j) = \gamma_j \text{ for } j = 1, \ldots, m,$

and has the closed form
\[
I(x; A, \gamma) = \gamma' R^{-1} A r(x), \tag{18}
\]

where $r_A(x) = (R(x - a_1), \ldots, R(x - a_m))'$, and $R_A = (R(a_i - a_j))_{i,j=1,\ldots,m}$. The convergence rate of the kernel interpolator (18) to $f$ is well-established in the literature (Wendland 2004). For sufficiently smooth functions, it can converge at an exponential rate.

The kernel interpolator can also be derived under the Gaussian process model, also called the Kriging model (Matheron 1963), which is widely used in spatial statistics (Cressie 2015), computer experiments (Santner, Williams and Notz 2003), and machine learning (Rasmussen and Williams 2006). Here the kernel function $R$ is served as the correlation function of a Gaussian process. Specifically, assume that the unknown function $f$ follows
\[
f(x) = g(x)' \beta + Z(x), \tag{19}
\]

where $g(x) = (g_1(x), \ldots, g_q(x))'$ is a pre-specified set of regression functions, $\beta$ is a vector of unknown regression coefficients, and $Z(x)$ is a stationary Gaussian process with mean zero, variance $\tau^2$, and correlation function $R$, denoted by $\text{GP}(0, \tau^2 R)$. With the observations $\gamma = (\gamma_1, \ldots, \gamma_m)'$ on $A = \{a_1, \ldots, a_m\}$, the best linear unbiased predictor (Santner, Williams and Notz 2003) is
\[
I_{\text{GP}}(x; A, \gamma) = g(x)' \hat{\beta} + r_A(x)' R_A^{-1} (\gamma - G_A \hat{\beta}), \tag{20}
\]
where \( r_A \) and \( R_A \) are the same as in (18), 
\[
\hat{\beta} = \left( G_A' R_A^{-1} G_A \right)^{-1} G_A' R_A^{-1} \gamma, \text{ and } G_A = (g(a_1), \ldots, g(a_m))'.
\] We rewrite (20) as
\[
I_{GP}(x; A, \gamma) = \gamma' b(x), \tag{21}
\]
where \( b(x) = U g(x) + V r_A(x), \quad U = R_A^{-1} G_A (G_A' R_A^{-1} G_A)^{-1}, \) and 
\[
V = [I_m - R_A^{-1} G_A (G_A' R_A^{-1} G_A)^{-1} G_A'] R_A^{-1}.
\]
It can be seen that \( I_{GP} \) in (21) is a linear interpolator with \( m \) basis functions, which are linear combinations of \( q + m \) basis functions \( g(x) \) and \( r_A(x) \). It reduces to the kernel interpolator (18) when there is no regression function \( g \) in (19).

4.2 Reconstruction regression via Gaussian process interpolation

We use the Gaussian process interpolator (21) in the reconstruction approach, and call it the Gaussian process reconstruction regression (GPRR) method. In this method, it is sometimes necessary to select a penalty that controls the roughness of the estimator for preventing overfitting, especially for large \( m \) (Eilers and Marx 1996). Note that \( \|g\|_{\mathcal{N}_R} \) describes the smoothness of \( g \in \mathcal{N}_R \) and recall that the parameterization of \( f \) via (21) is a sum of two parts, which are described by the basis functions \( g(x) \) and \( r_A(x) \), respectively. Usually \( g(x) \) is a vector of low-order polynomials. A natural penalty is the squared norm of the part corresponding to \( r_A(x) \),
\[
P(\gamma, \lambda) = \lambda \|\gamma' V r_A(x)\|_{\mathcal{N}_R}^2 = \lambda \gamma' VR_A V' \gamma. \tag{22}
\]
It therefore follows from (6) that
\[
\hat{\gamma} = (B' B + n \lambda V R_A V')^{-1} B' y \quad \text{and} \quad \hat{f}(x) = y' B (B' B + n \lambda V R_A V')^{-1} b(x), \tag{23}
\]
where
\[
B = (b(x_1), \ldots, b(x_n))' = G_X U' + R_A V;
\]
\(b(x), U, \) and \(V\) are defined in (21), and \(R_{\mathcal{X}} = (R(x_i - a_j))_{i=1,...,n,j=1,...,m}\). The tuning parameter \(\lambda\) can be selected by GCV (7).

Next we consider the important case of \(\mathcal{A} = \mathcal{X}\). With the penalty (22), the optimization problem (5) reduces to

\[
\min_{\gamma \in \mathbb{R}^n} \frac{1}{n} \sum_{i=1}^{n} [y_i - \gamma' b(x_i)]^2 + \lambda \gamma' V R_{\mathcal{X}} V' \gamma = \frac{1}{n} \|y - \gamma\|_2^2 + \lambda \gamma' V R_{\mathcal{X}} V' \gamma,
\]

which yields

\[
\hat{\gamma} = (I_n + n\lambda V R_{\mathcal{X}} V')^{-1} y \quad \text{and} \quad \hat{f}(x) = y' (I_n + n\lambda V R_{\mathcal{X}} V')^{-1} b(x), \tag{25}\]

When using the special case (18) of (21), we have the corresponding optimization problem

\[
\min_{\gamma \in \mathbb{R}^n} \frac{1}{n} \sum_{i=1}^{n} [y_i - \gamma' R_{\mathcal{X}}^{-1} r_{\mathcal{X}}(x_i)]^2 + \lambda \gamma' R_{\mathcal{X}}^{-1} \gamma = \frac{1}{n} \|y - \gamma\|_2^2 + \lambda \gamma' R_{\mathcal{X}}^{-1} \gamma, \tag{26}\]

which yields the kernel ridge regression (KRR) estimator (Saunders, Gammerman, and Vovk 1998)

\[
\hat{f}(x) = y' (R_{\mathcal{X}} + n\lambda I_n)^{-1} r_{\mathcal{X}}(x). \tag{27}\]

It can be seen that (26) is a re-parameterization of usual KRR formula, and can be used to understand KRR from the reconstruction viewpoint.

The KRR method can be derived from the Gaussian process regression (GPR) model, which adds a measurement error term to the interpolation model (19). It is known that we need to compute the inverse of the \(n \times n\) covariance matrix in GPR and KRR, and the complexity is of \(O(n^3)\). Theorem 1 tells us that it suffices to use \(m \ll n\) knots in our GPRR approach, which reduces the complexity to \(O(m^2 n)\). With such \(m\) there is no need to use a penalty, and this further simplifies the computation. Therefore, GPRR with \(m \ll n\) knots can be acted as a surrogate of GPR for large \(n\). Note that many authors have proposed methods to speed up GPR for such cases, including the Nyström method and its modifications (Williams and Seeger 2000; Cressie and Johannesson 2008),
tapering (Furrer, Genton, and Nychka 2006), the sparse pseudo-input Gaussian process (SPGP) method (Snelson and Ghahramani 2006), full scale approximation (Sang and Huang 2012), and local approximation (Gramacy and Apley 2015). Among them, the Nyström method and SPGP also have the complexity of $O(m^2n)$ with a similar meaning $m$. We will compare the two methods and GPRR via simulations in Section 5.

4.3 A Bayesian viewpoint and the SPGP method

The GPRR method has an empirical Bayesian interpretation as follows. Assume that $f$ has the prior $f \sim \text{GP}(0, \tau^2R)$, which is independent of the random errors $\varepsilon_i \sim N(0, \sigma^2)$, $i = 1, \ldots, n$. Recall that $\gamma = f_A = (f(a_1), \ldots, f(a_m))'$. For given $x$, an unbiased estimator of $f(x)$ is

$$E(f(x) | \gamma) = \gamma'R^{-1}_A r_A(x). \quad (28)$$

Assume that $\tau^2$ and $\sigma^2$ are known. To estimate $\gamma$ in (28), we note that

$$\begin{pmatrix} y \\ \gamma \end{pmatrix} \sim N \left[ \begin{pmatrix} \tau^2 R_X + \sigma^2 I_n \\ \tau^2 R_X A \\ \tau^2 R_A' A \\ \tau^2 R_A \end{pmatrix}, \begin{pmatrix} \tau^2 R_X + \sigma^2 I_n \\ \tau^2 R_X A \\ \tau^2 R_A' A \\ \tau^2 R_A \end{pmatrix} \right],$$

which implies

$$y \mid \gamma \sim N [R_{X,A}R^{-1}_A \gamma, \tau^2(R_{X} - R_{X,A}R^{-1}_A R_{X,A}') + \sigma^2I_n].$$

We use the following quasi-posterior mode to estimate $\gamma$,

$$\max_{\gamma \in \mathbb{R}^m} [y \mid \gamma]_q \times [\gamma],$$

where $[y \mid \gamma]_q$ denotes the density of $N(R_{X,A}R^{-1}_A \gamma, \sigma^2I_n)$, which replaces the covariance matrix in $[y \mid \gamma]$ with $\sigma^2I_n$. This problem is equivalent to

$$\min_{\gamma \in \mathbb{R}^m} ||y - R_{X,A}R^{-1}_A \gamma||^2 + \sigma^2\gamma'R^{-1}_A \gamma/\tau^2.$$
Plugging the estimator of $\gamma$ obtained by the above equation into (28), we get an empirical Bayesian estimator of $f(x)$, which is actually the GPRR estimator in the previous subsection with the interpolator (18) and the natural penalty (22) for $\lambda = \sigma^2/(n\tau^2)$. From this viewpoint, we find that the idea of the SPGP method (Snelson and Ghahramani 2006) is very similar: it replaces the covariance matrix in $[y | \gamma]$ with $\tau^2\Lambda + \sigma^2I_n$, where $\Lambda$ is the diagonal matrix of $R_X - R_XA(R_X A R_X)^{-1}R_X'$. It is known that the best estimator of $f(x)$ in terms of MSE is $E(f(x) | y) = y'[R_X + \sigma^2I_n/(n\tau^2)]^{-1}r_X(x)$, which corresponds to the KRR estimator with $\lambda = \sigma^2/(n\tau^2)$ in (27). Only when $A = X$, the above empirical Bayesian estimator, or the SPGP estimator, is the best estimator $E(f(x) | y)$. With $A$ of $m \ll n$, an advantage of the empirical Bayesian and SPGP estimators is that they only need to compute inverses of $n \times n$ diagonal matrices.

### 4.4 Selection of $A$

A key issue in the reconstruction approach is the specification of the knot set $A$. For small or moderate $n$, we can select $A = \mathcal{X}$. For large $n$, we hope to select a relatively small $m$ which still leads to satisfactory estimation accuracy since larger $m$ generally corresponds to heavier computations. A common rule in Gaussian process interpolation is to use the sample size of $10^d$ (Loeppky, Sacks, and Welch 2009). We therefore recommend using

$$m = 10^d.$$  

(29)

Since there is no strong guarantee that such a selection in GPRR is satisfactory, we can use some sequential strategies that add knots to re-estimate $f$, and (29) can be served as an initial point of $m$.

We now discuss the construction of $A$ for given $m$. First, we recommend using a subset of $\mathcal{X}$ as $A$. The main reason is that there are responses at such $A$, and thus the estimators of $\gamma$ can use these responses as good starts in iterative algorithms for estimating $\gamma$. In addition, the popular method KRR is a special case of the reconstruction approach with $A = \mathcal{X}$; it can also be viewed as the limit of the reconstruction approach with $A \subset \mathcal{X}$ as
$m$ tends to $n$. Second, the selected $\mathcal{A}$ should have good design properties. Recall that $\mathcal{A}$ is used for interpolation. The corresponding design properties include space-filling properties (Santner, Williams and Notz 2003) and low-dimensional projection properties (Joseph, Gul, and Ba 2015). Here we recommend selecting $\mathcal{A} = \{a_1, \ldots, a_m\}$ among $m$-subsets of $\mathcal{X}$ by minimizing the following criterion

$$c(\mathcal{A}) = \max_{1 \leq i < j \leq m} \sum_{l=1}^{d} \frac{1}{|a_{il} - a_{jl}|}, \quad a_i = (a_{i1}, \ldots, a_{id})', \: i = 1, \ldots, m, \quad (30)$$

which is easy to compute and balances space-filling and low-dimensional projection properties relatively well (Mu and Xiong 2018). It should be noted that the optimal design property usually leads to feasible estimators instead of optimal estimators. In addition, our experience indicates that the performance of the proposed method does not heavily rely on the selection of $\mathcal{A}$. In practice, we can randomly generate many $m$-subsets and select the one with the minimum value of the criterion (30).

As mentioned above, we sometimes need to add some knots. A feasible sequential method is as follows. Let $\hat{\gamma}$ be the current estimator of $\gamma$ based on current $\mathcal{A}$. We select the next point corresponding to the maximum residual, i.e., $a_{m+1} = \arg\max_{x_i \in \mathcal{X} \setminus \mathcal{A}} \left[ y_i - I(x_i; \mathcal{A}, \hat{\gamma}) \right]^2$. With the updated $\mathcal{A}$, we re-estimate $f$ and evaluate the estimator by a CV-like criterion. Repeat the above steps until the criterion becomes nondecreasing or stable.

This paper focuses on the situations where $x_1, \ldots, x_n$ are scattered on a hypercube. When the data are irregularly spaced, the above selection of $\mathcal{A}$ should be modified based on the corresponding effective design methods for interpolation (Pratola et al. 2017). This issue is valuable to further investigate in the future.

4.5 Estimation of kernel parameters

Popular kernels involve several kernel parameters; see $\theta_j$’s in the Gaussian kernel (16) and $(\nu, \phi)$ in the Matérn kernel (17) for examples. The performance of Gaussian process interpolators, and thus GPRR estimators, depends on the selection of these parameters. We
sometimes need to estimate them.

Let $\theta$ denote the vector of unknown kernel parameters in a kernel/correlation function $R(\cdot | \theta)$. Accordingly, rewrite the Gaussian process interpolator (21) as

$$\mathcal{I}_{GP}(x; A, \gamma) = \gamma' b(x; \theta),$$

where the corresponding terms in $b(x; \theta)$ depend on $\theta$. A straightforward method is to estimate $\theta$ along with the tuning parameter $\lambda$ by minimizing the GCV criterion (7). Here we provide another method for the cases where there is no penalty with $m \ll n$. This method estimates $\theta$ along with $\gamma$ in (31) by the method of least squares, i.e.,

$$\min_{\gamma, \theta} \frac{1}{n} \sum_{i=1}^{n} \left[ y_i - \gamma' b(x_i; \theta) \right]^2.$$

The block coordinate descent algorithm (Tseng 2001) can be used to solve (32). In the $k$th iteration of this algorithm, $\theta^{(k)}$ is obtained by minimizing the objective function for given $\gamma = \gamma^{(k-1)}$, and similarly $\gamma^{(k)}$ is obtained by (23) for given $\theta = \theta^{(k)}$. Our experience shows that this method usually outperforms the GCV-based method.

5 Numerical examples for GPRR

5.1 Comparisons of methods with $A = \mathcal{X}$

This subsection considers the following test functions on $[0, 1]^d$,

(I) $f(x) = \sum_{j=1}^{d} j x_j^2$,

(II) $f(x) = -20 \exp \left( -\frac{1}{5} \sqrt{\frac{1}{d} \sum_{j=1}^{d} x_j^2} \right) - \exp \left( \frac{1}{d} \sum_{j=1}^{d} 2\pi x_j \right) + 20 + \exp(1)$,

(III) $f(x) = -\left( \sum_{j=1}^{d} x_j \right) \exp \left( -\sum_{j=1}^{d} x_j^2 \right)$. 
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Table 1: Comparisons of MSEs in Section 5.1 (standard deviations in parentheses)

|     | $d = 2$       | $d = 4$       |
|-----|---------------|---------------|
|     | $n = 200$     | $n = 500$     | $n = 200$     | $n = 500$     |
| KRR | 0.0901 (0.0328) | 0.0419 (0.0113) | 1.3127 (0.1731) | 0.6162 (0.0637) |
| GPR | 0.0786 (0.0282) | 0.0391 (0.0117) | 0.1834 (0.0279) | 0.1575 (0.0214) |
| GPRR| 0.0373 (0.0202) | 0.0185 (0.0074) | 0.1371 (0.0229) | 0.0888 (0.0146) |

Model (I) is known as weighted sphere model, model (II) is Ackley’s model, and model (III) is Yang’s model (Yang 2010). Let $x_1, \ldots, x_n$ be independently generated from the uniform distribution on $[0, 1]^d$. The random errors $\varepsilon_1, \ldots, \varepsilon_n$ in (2) are independently generated from $N(0, 1)$. We consider the cases of $d = 2, 4$ and $n = 200, 500$, and use $N = 10000$ test data from the uniform distribution on $[0, 1]^d$ to compute the squared test error

$$\frac{1}{N} \sum_{i=1}^{N} [\hat{f}(x_{\text{test},i}) - f(x_{\text{test},i})]^2.$$

The mean squared test error (MSE) is obtained over 100 repetitions. Three methods, KRR, GPR with linear regression terms, and GPRR, are compared. In GPRR, we use $\mathcal{A} = \mathcal{X}$ and the Gaussian process interpolator (21) with $g(x) = (1, x_1, \ldots, x_d)'$. In all the three methods, we use the Gaussian kernel (16) with $\theta_1 = \cdots = \theta_d = 12.5$ (Li, Liu, and Zhu 2007), and use GCV to select the tuning parameters. The results are presented in Table 1. It can be seen that GPRR is the best for all the cases.
Table 2: Inputs of the borehole model

| Input                          | Range         | Unit       |
|-------------------------------|---------------|------------|
| \(r_w\): radius of borehole   | [0.05, 0.15]  | m          |
| \(r\): radius of influence   | [100, 50000]  | m          |
| \(T_u\): transmissivity of upper aquifer | [63070, 115600] | m²/yr |
| \(H_u\): potentiometric head of upper aquifer | [990, 1110] | m         |
| \(T_l\): transmissivity of lower aquifer | [63.1, 116] | m²/yr |
| \(H_l\): potentiometric head of lower aquifer | [700, 820] | m         |
| \(L\): length of borehole     | [1120, 1680]  | m          |
| \(K_w\): hydraulic conductivity of borehole | [1500, 15000] | m/yr |

5.2 Comparisons of methods with \(m < n\)

We now compare GPRR of \(m < n\) and existing methods using the regression function

\[
y = \frac{2\pi T_u (H_u - H_l)}{\log(r/r_w) [1 + \frac{2LT_u}{\log(r/r_w)r_w^2K_w} + T_u/T_l]},
\]

which is the borehole model (Worley 1987) and let the random errors \(\varepsilon_1, \ldots, \varepsilon_n\) in (2) be independently generated from \(N(0,1)\). The borehole model describes the flow of water through a borehole drilled from the ground surface through two aquifers, and has been widely used in the literature for illustrating various methods; see Morris, Mitchell, and Ylvisaker (1993), Mease and Bingham (2006), and Xiong, Qian, and Wu (2013) among many others. Table 2 presents the eight inputs of the model and their ranges and units.

In this simulation, the training data of \(n = 5000\) and \(n = 10000\) are generated by (33) with inputs from the uniform distribution on their ranges. We use \(N = 20000\) test data from the same uniform distribution to compute the mean squared test errors. Three methods, the Nyström method (Williams and Seeger 2000), SPGP (Snelson and Ghahramani 2006), and GPRR, are compared. For the two sample sizes, consider \(m = 10d = 80\) and \(m = 160\). We repeat 40 times. For each time, we randomly take an \(m\)-subset \(A\) of \(X\) for 50 times. In the Nyström method, the \(m\)-rank approximation, corresponding to \(A\), of the \(n \times n\) covariance matrix is used in GPR with linear regression terms. In SPGP, \(A\) is taken as the set of pseudo inputs. In GPRR, let \(A\) be the set of knots, and we use the Gaussian process interpolator.
Table 3: Comparisons of MMSEs and MSTDs in Section 5.2

| n     | m = 5000 | m = 10000 |
|-------|----------|-----------|
|       | MMSE (MSTD) | MMSE (MSTD) | MMSE (MSTD) | MMSE (MSTD) |
| Nyström | 42.683 (84.952) | 38.060 (82.590) | 68.895 (79.955) | 25.955 (40.797) |
| SPGP    | 10.211 (35.183)  | 10.053 (17.518)  | 9.7605 (4.0514) | 8.9542 (3.1567)  |
| GPRR    | 1.2475 (0.8114)  | 0.6749 (0.5756)  | 0.9020 (0.4101) | 0.6402 (0.2886)  |

(21) with \( g(x) = (1, x_1, \ldots, x_d)' \) and the Gaussian kernel (16) with the kernel parameters being given by (32). For each \( A \) in the 50 times, we compute the MSEs of the three methods and the corresponding standard deviations. Consequently the mean MSEs (MMSEs) and mean standard deviations (MSTDs) are computed over the 40 repetitions; see Table 3.

We can see from the results that, the Nyström method does not give good approximations for relatively small \( m \), SPGP seems not good either, and the proposed GPRR method is much better than them. Furthermore, the small MSTDs of GPRR indicate that this method does not heavily depend on the selection of \( A \).

5.3 A real data example

We apply our GPRR method to analyze a real dataset. The dataset contains 9568 data points collected from a Combined Cycle Power Plant (CCPP) over 6 years (2006-2011) (Tüfekci 2014), when the power plant was set to work with full load. Features consist of hourly average ambient variables Temperature, Ambient Pressure, Relative Humidity, and Exhaust Vacuum to predict the net hourly electrical energy output of the plant. Among those 9568 data, the first 9000 of them are set as the training sample and the remaining 568 of them are set to be the test sample.

For \( m = 10d = 40 \), the knot set \( A \) is selected by (30) among 20000 randomly generated subsets. With this \( A \), we conduct the three methods in Section 5.2, the Nyström method, SPGP, and GPRR, and the test errors of them are 86.6040, 30.5873, and 17.6035, respectively. This result still shows that the GPRR method with a small number of knots has satisfactory accuracy.

We then use the sequential procedure in Section 4.4 to improve on the GPRR estimator.
The values of GCV and test errors of 15 iterations are reported in Figure 4. It can be seen that they consistently decrease on the whole.

6 Discussion

In this paper we have proposed the reconstruction approach for nonparametric regression. Theoretical basis behind the proposed approach is that interpolators of sufficiently smooth functions usually yield negligible errors compared to statistical errors. We have shown its several features.

(a). This approach is easy to understand and to implement. The parameters in it have intuitive interpretation: they are function values at selected knots. This point is much different from other parameterization methods, and can bring some convenience in its implementation.

(b). It provides an interpolation angle to examine existing methods. Several popular methods can be viewed as its special cases. In particular, for some methods with $n$ basis functions like GPR, it yields surrogates with much less basis functions. Therefore, the proposed approach is suitable for large scale problems.
(c). It allows flexible implementation with different sizes of knot sets. Our numerical experiments show that the proposed approach has satisfactory performance for both small/moderate and large scale problems.

(d). It systematically connects the two important areas: interpolation and regression. By the reconstruction idea, a regression problem can be handled based on an efficient interpolator. Other possible applications include classification, density estimation, quantile regression, and semiparametric regression. The reconstruction approach broadens the applications of interpolation in statistics and machine learning.
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