Short-Term Passenger Flow Prediction of Urban Rail Transit Based on a Combined Deep Learning Model
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Abstract: It is difficult for a single model to simultaneously capture the nonlinear, correlation, and periodicity of data series in the passenger flow prediction of urban rail transit (URT). To better predict the short-term passenger flow of URT, based on the long short-term memory network (LSTM) model, a deep learning model prediction method combining the time convolution network (TCN) and the long short-term memory network (LSTM) based on machine learning is proposed. The model couples the external factors such as date attributes, weather conditions, and air quality, to improve the overall prediction performance and solve the difficulty of accurate prediction due to the large fluctuation and randomness of short-term passenger flow in rail transit. Using the swiping data and related weather information of some stations of Chongqing Rail Transit Line 3, the TCN-LSTM model is verified by an example, and the prediction results of the single LSTM model are given for comparison. The results show that the TCN-LSTM model can better predict the passenger flow characteristics of different stations at different times. Compared with the single LSTM model, the TCN-LSTM model has better prediction accuracy and data generalization ability.
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1. Introduction

With the continuous improvement of urbanization in China, urban congestion has become more and more serious in recent years. On the one hand, urban rail transit (URT) is an important public means of transportation to alleviate urban congestion, and more and more people choose URT for travel. On the other hand, with the growth of urban residents’ travel demand, the line scale of the URT network is expanding. By the end of 2020, 45 cities in mainland China had opened URT systems, with a total of 244 lines and a total mileage of 7969.7 km [1]. This also makes the operation and management of URT more difficult, such as the difficult transportation organization during peak passenger flow, over-saturated passenger flow, and potential safety hazards for passengers. Therefore, the accurate prediction of short-term passenger flow of URT is of great value for maintaining the safety of rail transit, improving efficiency, and avoiding wastage of rail transit capacity.

The research process of urban traffic passenger flow prediction can be summarized into three stages: statistical methods, traditional machine learning methods, and deep learning methods. Statistical methods are more sensitive to the linear relationship between variables, but they cannot capture the nonlinear relationship in the data. Such methods mainly include the Kalman Filter Model [2], Autoregressive Integrated Moving Average Model (ARIMA) [3], Logistic Regression (LR) [4], and Grey Model (GM) [5]. Traditional machine learning methods can better capture the nonlinear features in time series, and the accuracy
for rail transit passenger flow prediction is higher. Such methods mainly include Support Vector Machine (SVM) [6] and neural network [7,8]. However, the prediction model using traditional machine learning methods is prone to over-learning or under-learning problems when dealing with massive passenger flow data, which affects the prediction accuracy [9]. With the advancement of related theories and technologies, researchers have begun to use deep learning models to predict rail transit passenger flow [10,11]. Among them, the most widely used is the long short-term memory (LSTM) model [12]. Based on the Recurrent Neural Network (RNN), related scholars improved the LSTM model [13]. Due to the strong applicability of the LSTM model in processing time series data, it has been widely used in passenger flow forecasting research.

On the basis of previous studies, this paper proposes a model combining the time convolution network (TCN) with the long short-term memory network (LSTM) to predict the short-term passenger flow of URT based on the inbound and outbound passenger flow data of Chongqing Rail Transit Line 3 in April 2021. The results show that the TCN-LSTM model can better predict the passenger flow characteristics of different stations at different times and provide some guidance for URT operation and management.

2. Literature Review on Short-Term Passenger Flow Prediction of URT

In the past research, the research on the short-term passenger flow prediction of URT mainly focused on three aspects: the analysis of the spatial and temporal characteristics of passenger flow, the establishment of prediction models, the optimization of prediction models under different circumstances, and the selection of time granularity [14]. These three aspects are also the main problems of passenger flow prediction of URT.

The research on the prediction of short-term passenger flow of URT previously only considered the temporal characteristics of passenger flow and predicted passenger flow on the basis of only collecting historical passenger flow data. Ma et al. used the LSTM model for traffic passenger flow prediction and found that the long-term learning advantage of the LSTM model could not be reflected [15,16]. Zhang et al. used the LSTM model to predict the short-term passenger flow of URT and pointed out that the LSTM model had a faster convergence speed and better stability [17,18]. SHAO found that the LSTM model can capture the nonlinear characteristics of the time series passenger flow data of a single station in short-term passenger flow prediction [19]. Shitan et al. predicted the monthly passenger flow of Ampang Line in Malaysia by fitting the time series model, and the prediction result was good [20]. Cvetek et al. used a Bluetooth detector to collect traffic flow data and compared several time series prediction methods based on this data and found that the ARIMA model performed best in predicting traffic demand [21]. Kumar, Ye and Haworth et al. have all predicted the short-term passenger flow of rail transit based on the ARIMA model, and the results also show that the model has good performance [22–24]. However, the advantages and disadvantages of a single model are prominent, and the applicability is different. A single model can only capture the temporal or spatial characteristics of the data and ignore the impact of historical cycle segments on the target time. The existing models pay little attention to multi-source external information such as weather and air conditions. When external factors change greatly, it has a great impact on the accuracy of passenger flow prediction, and the ability to capture the peak is not enough.

With the development of URT and passenger travel demand increasing year by year, the passenger flow of URT shows many characteristics, such as strong nonlinearity, correlation, and periodicity. The method based on capturing the time series characteristics of passenger flow can no longer guarantee the accuracy of passenger flow prediction with strong randomness. And in recent years, due to the development of intelligent rail transit, the intelligent rail transit technology represented by driverless, virtual coupling, etc. needs more accurate passenger flow prediction data as decision support. Therefore, many scholars have established a combination model of passenger flow prediction with high prediction accuracy and wide application according to the actual situation. Sun Yue et al. proposed a machine learning-based ARMA-LSTM model for prediction. It was found that the predic-
tion effect was significantly better than a single model, and the combined model had higher accuracy and better applicability in passenger flow prediction [25]. Teng et al. proposed a short-term passenger flow prediction method based on the PSO-LSTM model, which better solved the problems such as the difficulty of accurate short-term passenger flow prediction [26]. Wu proposed a method combining CNN and LSTM to forecast future traffic flow [27]. Yang et al. proposed a novel Wave-LSTM model, based on combining the long short-term memory network (LSTM) and the wavelet. The research results show that the hybrid model exhibited more effective performance in terms of prediction accuracy than the existing algorithms, such as autoregressive integrated moving average (ARIMA), nonlinear regression (NAR) and traditional LSTM model [28]. Li established a traffic flow prediction model using a seasonal autoregressive integrated moving average model (SARIMA) and support vector machines (SVM). The test results on a Beijing traffic data set show that a SARIMA-SVM combined model can improve the accuracy of passenger flow prediction and reduce errors [29]. In addition, the attention mechanism, as an effective method to improve the accuracy and interpretability of the model, is also used to combine with other deep learning models [30]. Wu et al. verified that the attention mechanism can recognize the relevant input time steps in an LSTM/GRU, so as to improve the prediction performance of the model [31]. DEFFERRARD and Zhao combined GCN with an LSTM/GRU to establish a traffic speed / flow prediction model. The results show that the combined prediction model has high reliability and better prediction performance than the single LSTM/GRU model [32,33]. Hao et al. incorporates two external factors, weekday, and weekend, into an LSTM network, and verifies that adding external factors can effectively improve the prediction performance of the model, but few factors are considered [34].

Therefore, facing the problem of short-term passenger flow prediction of URT, this paper establishes a TCN-LSTM combined model, which couples external factors such as date attribute, weather conditions, and air quality to predict the short-term passenger flow of URT.

3. Methodology

The Long Short-Term Memory (LSTM) model is a common method for passenger flow prediction. The LSTM model has good performance for time series prediction. However, URT passenger flow has temporal and spatial characteristics, and external factors will also affect the prediction accuracy. Therefore, the TCN model can be used to effectively capture the temporal and spatial information of passenger flow while maintaining the causal convolution characteristics. Based on this, this methodology combines TCN and LSTM to construct a TCN-LSTM combined model.

3.1. Temporal Convolutional Network (TCN) Model

Temporal convolutional network (TCN) is an algorithm that can be used to solve time series predictions. At the same time, TCN also provides a unified method to capture spatiotemporal information hierarchically. These layers have time attributes and are used to learn global and local patterns in data. Its main features are: (1) Since each prediction can only rely on its previous prediction TCN, using causal convolution, will not have data leakage; (2) TCN combines the deep neural network and extended convolution to form a model that can save a long effective history. When the model is used for multi-dimensional data parallel input, it can maintain efficient computing efficiency [35]; (3) TCN also introduces residual network and hole convolution to construct long-term dependence, so as to effectively improve the performance of the model. The TCN model structure is shown in Figure 1. The hole coefficient at the lowest layer of the hidden layer is $d = 1$, which means that samples are taken at each time point during input. The next layer $d = 2$ means that every two time points are taken as an input, and so on. In Figure 1, the third layer is
taken as an example. The convolution kernel size $k = 3$, and the expansion convolution calculation formula is:

$$F(s) = (x \times df)(s) = \sum_{i=0}^{k-1} f(i)X_{s-d-i}$$  \hspace{1cm} (1)$$

Figure 1 shows the residual network structure. Dropout means that during the neuron propagation process, the activation value of a neuron stops working with a certain probability to enhance the generalization of the model. ReLU represents the linear rectification function, which is used as the activation function of the neural network. Weight Norm means to normalize the weight value, and Dilated Causal Conv represents a dilated convolutional layer.

**Figure 1.** Schematic diagram of TCN model structure.

**Figure 2.** Residual network structure.

### 3.2. Long Short-Term Memory (LSTM) Model

Long Short-Term Memory (LSTM) is a derivative network based on Recurrent Neural Networks (RNN). Compared with the original RNN, the gating mechanism is introduced, which can learn long-term dependencies in the input data. It can solve the problems of gradient disappearance, gradient explosion, and the inability to handle long-term dependencies caused by complex network layers [36]. Although the passenger flow of URT fluctuates greatly in the short-term, its passenger flow is still based on the changes of
long-term passenger flow and the recent passenger flow level. The time correlation is significant. Therefore, the LSTM model can be used to make accurate predictions for short-term passenger flow. The model structure of LSTM is shown in Figure 3.

Similar to other neural networks, LSTM also has an input layer, hidden layer, and output layer. Compared with the traditional RNN model, neurons in the hidden layer can control the current memory unit through the dependency information input at the previous time and the current time. Meanwhile, the input gate, output gate, and forget gate are added to control the sequence information of memory. The structure of the memory unit in the LSTM model is shown in Figure 4. The processing flow is: Assuming that the model is at time \( t \), the calculation completed by the memory line at time \( t \) is the passenger flow information \( C_{t-1} \) at the previous moment. According to the input \( X_t \) at the current moment and the output result \( h_{t-1} \) at the previous moment, the forget gate \( f_t \) decides to process from the previously stored information \( C_{t-1} \). The forget coefficient is used to multiply the stored information \( C_{t-1} \) bit by bit. The closer the vector \( f_t \) is to 0, the more dependency information will be forgotten first, while the information whose value is close to 1 is retained. The forget gate calculation formula is:

\[
f(t) = \sigma(W_f \times [h_{t-1}, X_t] + b_f)
\]  

(2)  

where \( W_f \) is the weight of \( h_{t-1} \); \( b_f \) is the bias condition; \( \sigma \) is the Sigmoid function, and its formula is:

\[
\sigma(x) = \frac{1}{1 + e^{-x}}
\]  

(3)  

After the forgetting process in the previous step, the input gate \( i_t \) will update the information and add it to \( C_{t-1} \) according to the input information \( X_t \) at the current moment and the output information \( X_{t-1} \) at the previous moment. The calculation formula of the input gate is:

\[
i_t = \sigma(W_i \times [h_{t-1}, X_t] + b_i)
\]  

(4)  

where \( W_i \) is the weight of \( h_{t-1} \), and \( b_i \) is the bias condition.

After determining the value to be updated, the dependency information \( C_t \) is constructed by the tanh layer, and the state value of the memory unit will be updated by combining these two steps later. The calculation formula of new dependency information is:

\[
\tilde{C}_t = \tanh(W_c \times [h_{t-1}, X_t] + b_c)
\]  

(5)  

where \( W_c \) is the weight of \( h_{t-1} \); \( b_c \) is the bias condition; \( \tanh \) is a hyperbolic tangent function, and its calculation formula is:

\[
\tanh = \frac{e^x - e^{-x}}{e^x + e^{-x}}
\]  

(6)
combining these two steps later. The calculation formula of new dependency information is:

$$\sim C_t = f_t \times C_{t-1} + i_t \times \sim C_t$$

(7)

The final output information is determined by the output gate according to the memory unit and the input dependency information. The calculation formula is:

$$\{ O_t = \sigma(W_o \times [h_{t-1}, X_t] + b_o) \\
   h_t = O_t \times \tanh(C_t)$$

(8)

where $W_o$ is the weight of $h_{t-1}$, and $b_o$ is the bias condition.

3.3. TCN-LSTM Model

In short-term passenger flow prediction, the change of passenger flow has multiple complex characteristics, such as strong nonlinearity, weak periodicity, and correlation. A single passenger flow prediction model cannot fully capture each feature of the data. However, the combined model can alleviate this problem to a certain extent [37]. In this paper, combining the temporal convolutional network (TCN) model with the long short-term memory network (LSTM) model, a deep learning-based TCN-LSTM model is established to predict the short-term passenger flow of URT. The model structure is shown in Figure 5. The specific workflow is: first, feature extraction is performed; the parameters in each layer are normalized, and the feature data are transmitted to the TCN layer for convolution calculation. Then, the TCN layer obtains more complete sequence features through dilated convolution and causal convolution calculations, so as to extract more dilated information dependencies. Finally, the output of the TCN layer is used as the input of the LSTM network layer to further extract features while retaining the features extracted in the TCN and then merged with the features captured by the LSTM network layer. In this way, the short-term trend of passenger flow data can be captured, and the prediction results of the combined model can be obtained.
term memory network (LSTM) model, a deep learning-based TCN-LSTM model is established to predict the short-term passenger flow of URT. The model structure is shown in Figure 5. The specific workflow is: first, feature extraction is performed; the parameters in each layer are normalized, and the feature data are transmitted to the TCN layer for convolution calculation. Then, the TCN layer obtains more complete sequence features through dilated convolution and causal convolution calculations, so as to extract more dilated information dependencies. Finally, the output of the TCN layer is used as the input of the LSTM network layer to further extract features while retaining the features extracted in the TCN and then merged with the features captured by the LSTM network layer. In this way, the short-term trend of passenger flow data can be captured, and the prediction results of the combined model can be obtained.

Figure 5. Structure diagram of TCN-LSTM model.

4. Analysis of Passenger Flow Characteristics and Influencing Factors of URT

In order to find out the causes of passenger flow fluctuation and external related factors of URT, it is necessary to analyze the temporal and spatial distribution characteristics and influencing factors of passenger flow before passenger flow forecasting.

4.1. Dataset Source

The dataset source is based on the swiping data of passengers entering and leaving the stations from Sigongli to Longtou Temple of Chongqing Rail Transit Line 3 in April 2021. The weather data of Chongqing during the same period is also combined. The passenger flow data comes from Chongqing Rail Transit Group. The mileage of Chongqing Rail Transit Line 3 is 67.09 km, with a total of 45 stations. Among them, there are 15 stations between Sigongli and Longtousi, including Sigongli, Lianglukou, Niujiaotuo, Guanyinqiao, Chongqing North Station South Square, and other representative business districts and interchange hub stations. The weather data comes from the National Meteorological Science Data Sharing Platform, including some basic weather indicators such as temperature, weather conditions, wind power, and air quality index. These two types of data are processed, and the passenger flow data and weather data are matched by time.

4.2. Analysis of Passenger Flow Distribution Characteristics

The spatial distribution characteristics of passenger flow are related to the location of stations. Based on the above daily average passenger flow data of some stations of Chongqing Rail Transit Line 3, the K-means clustering algorithm [38] is used to cluster the passenger flow of stations and determine the classification standards of passenger flow of different stations, to provide a guidance for subsequent passenger flow prediction. The K-means algorithm is an iterative clustering analysis algorithm. By updating the values of each clustering center, the samples can be clustered through this algorithm, and the samples with similar characteristics can be clustered into a class. The process is shown in Figure 6 and algorithm steps are as follows:

Step 1: For the passenger flow data set of a station, the number of categories k to be clustered is selected, and k center points are selected;

Step 2: For each sample point, the center point closest to it (find the organization) is found, and the point closest to the same center point is a class to complete a clustering;

Step 3: Determine whether the categories of the sample points before and after clustering are the same. If so, the algorithm terminates; otherwise, go to Step 4;
Step 4: For the sample points in each category, the center points of these sample points are calculated as the new center points of the class and continue Step 2.

![K-means algorithm execution process](image)

**Figure 6.** K-means algorithm execution process.

After executing the K-means algorithm on the data set, the clustering results are shown in Figure 7. It can be seen that the 15 stations are divided into three clusters, and the centroid of each cluster can better represent the characteristics of passenger flow data. The three clusters in Figure 7 are divided into three categories: high, medium, and low passenger flow, and the results are shown in Table 1. It can be seen that there is only one station with high passenger flow, which is Guanyin Bridge, with an average daily passenger flow of more than 120,000 person-times. Guanyinqiao is located in the urban tourist area of the Guanyinqiao business district in Chongqing. It is the economic center and commercial core area of Jiangbei District and is known as “the most competitive business district in China”. There are a large number of people traveling, shopping, and going to work every day. There are 5 stations with medium passenger flow, which are densely populated residential areas or business districts, or important transportation interchange hubs. The low passenger flow stations are mostly located in relatively sparsely populated areas.

The temporal distribution characteristics of passenger flow have regular changes in the morning and evening peak due to the impact of residents’ commuting and school hours. For different stations, the morning and evening peak hours may be different. Taking the daily average station passenger flow of April 18 (Sunday) and April 19 (Monday) in 2021 as an example, the temporal distribution characteristics of high, medium (select 2 stations), and low (select 3 stations) passenger flow stations are analyzed, as shown in Figure 8.
Figure 7. Clustering results after executing K-means algorithm. In the figure, red circles represent low passenger flow stations, blue circles represent medium and high passenger flow stations, and asterisks represent clustering centers.

Table 1. Cluster analysis results of some stations of Chongqing Rail Transit Line 3.

| Categories              | Stations | Name of Stations                                                                 | Average Daily Passenger Flow/Person-Time |
|-------------------------|----------|----------------------------------------------------------------------------------|-----------------------------------------|
| High passenger flow     | 1        | Guanyinqiaoj                                                                     | ≥80,000                                 |
| Medium passenger flow   | 5        | Nanping, Gongmao, Liangluokou, Hongqihegou, Jiazhoulu, Sigongli, Tongyuanju, Niujaotuo, Huaxinjie, | 30,000–80,000                           |
| Low passenger flow      | 9        | Zhengjiayuanzi, Tangjia yuanzi, Shiziping, Chongqing North Station South Square, Longtousi | <30,000                                 |

Figure 8. Distribution characteristics of passenger flow on weekdays and non-weekdays at different stations over time.

It can be seen from Figure 8 that the passenger flow of high and medium passenger flow stations at weekends is at a high level from 8:00 to 20:00. There is a short peak around 18:00. For low passenger flow stations, there is no apparent peak. During working days, all stations have obvious morning and evening peak periods. The passenger flow has an obvious bimodal distribution, and the peak time of each station is the same. It can be seen from the analysis that the peak hours of passenger flow at different stations are 7:00–9:00 and 17:00–19:00 on weekdays, and that at the stations with high and medium passenger flow are 14:00–19:00 at weekends.
4.3. Analysis of Factors Affecting Passenger Flow

The change of URT short-term passenger flow is affected by many factors. It presents an overall law that is based on its own long-term evolution and has certain periodic and random fluctuations. Actually, not all factors have a large impact on passenger flow. Some factors such as whether it rains have a great impact on residents’ travel, which even determines the peak of the passenger flow. Some factors have little impact on passenger flow, and whether to consider them or not has no effect on the accuracy of passenger flow prediction. To achieve an accurate prediction of the short-term passenger flow of URT, it is necessary to select appropriate relevant influencing factors. The following uses the Pearson correlation coefficient analysis to determine the factors that have an impact on the passenger flow. The Pearson coefficient can measure the degree of linear correlation between two variables, so as to filter out irrelevant factors with less influence [39]. Its calculation formula is as formula (9):

\[
\rho_{x,y} = \frac{\text{Cov}(X, Y)}{\sigma_x \sigma_y} = \frac{E(XY) - E(X)E(Y)}{\sqrt{E(X^2) - E^2(X)} \sqrt{E(Y^2) - E^2(Y)}}
\]

where \(\rho_{x,y}\) is the Pearson correlation coefficient; \(X\) is the passenger flow; \(Y\) is the corresponding influencing factors; \(\text{Cov}(X, Y)\) is the covariance of \(X\) and \(Y\); \(\sigma_x\) and \(\sigma_y\) are the standard deviation of \(X\) and \(Y\), respectively; \(E(X)\) and \(E(Y)\) are the mathematical expectations of \(X\) and \(Y\), respectively; \(E(XY)\) is the mathematical expected value after multiplying the corresponding variables of \(X\) and \(Y\).

The Pearson correlation coefficient \(\rho_{x,y}\) has a value between \(-1\) and \(1\). The larger the absolute value, the stronger the correlation between the influencing factor and the passenger flow, and vice versa. The positive and negative values of \(\rho_{x,y}\) represent different correlations, with greater than 0 representing positive correlation and less than 0 representing negative correlation. The Pearson correlation coefficients calculated from the data are shown in Table 2.

| Relevant Influencing Factors | Pearson Correlation Coefficient | Significance (Two-Tailed) |
|------------------------------|---------------------------------|--------------------------|
| Average daily passenger flow on weekdays | 0.710 | 0.000 |
| Weekend holiday properties | −0.915 | 0.000 |
| Passenger flow per hour | −0.213 | 0.008 |
| Temperature | −0.747 | 0.000 |
| Weather conditions | −0.354 | 0.003 |
| Wind power | −0.023 | 0.290 |
| Air quality index | −0.235 | 0.005 |

Given the influence of date attributes on passenger flow, it can be seen that the passenger flow of rail transit fluctuates depending on whether it is a working day and the passenger flow of the previous day. Daily passenger flow data and daily average passenger flow data within a week were selected for analysis, and the results are shown in Figure 9. It can be seen from Figure 9 that the peak passenger flow at weekends is significantly lower than that on working days. There is also a certain fluctuation in the peak passenger flow between two adjacent days during the week, which indicates that the date attribute has a great influence on the passenger flow. The Pearson correlation coefficient calculated according to the specific data is shown in Table 2. It can be seen that the two influencing factors of daily average passenger flow on working days and weekend holiday attributes are at a level of \(p < 0.01\) (within the 99% confidence interval). The correlation is significant, and the correlation of the weekend holiday attribute is stronger than that of average daily passenger flow on working days.
The passenger flow of URT is time series data. The passenger flow at a certain moment is related to both the past historical passenger flow and the future passenger flow. Figure 10 is the hourly average inbound/outbound passenger flow statistics for all stations. It can be seen that there are two passenger flow peaks at 8:00 and 18:00, and the passenger flow before and after the peak is affected. Taking the time granularity of 1 h as an example, the impact of historical passenger flow on the current passenger flow in the short-term passenger flow prediction of URT was analyzed. The calculated Pearson correlation coefficient is shown in Table 2, and it can be seen that the correlation is significant (within the 99% confidence interval).

The short-term prediction of URT passenger flow in units of days also needs to consider the influence of the natural environment and weather. The weather has a great impact on residents’ travel, especially those residents who go out shopping and playing, who flexibly choose travel methods and times according to weather conditions. This paper mainly analyzes the influence of weather conditions such as temperature, weather conditions, wind power, and air quality index on passenger flow. The calculated Pearson correlation coefficients are shown in Table 2. According to Table 2, except for the wind factor, the other influencing factors are all within the 99% confidence interval.

According to the above analysis, it can be found that there are several factors affecting the URT passenger flow. In this paper, six factors except the wind factor are used as the parameters to analyze and predict the short-term passenger flow. Details are shown in Table 3.
parameter indicators to analyze and predict the short-term passenger flow. Details are shown in Table 3.

| Variables | Illustrations | Variables | Illustrations |
|-----------|---------------|-----------|---------------|
| $Y_1$     | Average daily passenger flow/person time on working days | $Y_4$ | Temperature/°C |
| $Y_2$     | Weekend holiday attribute (0 means working day, and 1 means weekend) | $Y_5$ | Weather conditions (1 means sunny; 2 means cloudy; 3 means cloudy, and 4 means rainy) |
| $Y_3$     | Passenger flow per hour/person time | $Y_6$ | Air quality index/dimensionless relative value |

5. Application Analysis of Passenger Flow Prediction

Taking the passenger flow data of Chongqing Rail Transit Line 3 in April 2021 as an example, based on the above TCN-LSTM model, the first 80% of the data is taken as the training sample and the last 20% as the test sample. The short-term passenger flow of rail traffic is predicted in a short time to verify the prediction accuracy and validity of the model.

5.1. Data Processing

The method described in Section 4.3 is used to preprocess the raw data and encode date attributes and weather factors. The time period 6:00–23:00 is selected as the target time period for passenger flow research, and 1 h as the time slice, i.e., passenger flow is counted every 1 h. The experimental running environment of this paper is python3.10, and the short-term passenger flow prediction model is built by the third-party libraries of Scikit-learn, Keras, and TensorFlow in python.

The above data is input into the TCN-LSTM model, and the convolution kernel size is $k = 3$. The upper and lower limits of the hidden layers of the TCN network are set to 8 and 64, respectively, and that of the LSTM network is set to 64 and 128, respectively. The training times are 100, and the learning rate is 0.01. Other parameters remain unchanged.

5.2. Results and Analysis of Short-Term Passenger Flow Prediction

Using the TCN-LSTM combination model to analyze and predict the above passenger flow data, the loss value curves of the training set and test set are shown in Figure 11. It can be seen that both curves drop to a stable value, indicating that the trained network behaves normally. The total passenger flow prediction results are shown in Figure 12. It can be seen that the TCN-LSTM model can approximately capture the changing characteristics of the real URT passenger flow to a certain extent and can reflect the law of short-term traffic passenger flow changing with time. At the same time, to compare and verify the accuracy of the TCN-LSTM model, this paper also established a single LSTM model to predict the passenger flow, as shown in Figure 13.

To more intuitively demonstrate the ability of the TCN-LSTM model to capture the passenger flow characteristics, the prediction of inbound/outbound passenger flow in different time segments of rail transit was analyzed for specific high, medium, and low passenger flow stations. The prediction results of the single LSTM model were compared as shown in Figures 14–16. It can be seen that the prediction performance of the LSTM single model is poor, and the prediction error of the peak passenger flow is large. The prediction results of the two models show that the TCN-LSTM model is superior to the single LSTM model both in the short-term passenger flow prediction and data generalization of URT.
5.1. Data Processing

The method described in Section 4.3 is used to preprocess the raw data and encode date attributes and weather factors. The time period 6:00–23:00 is selected as the target time period for passenger flow research, and 1 h as the time slice, i.e., passenger flow is counted every 1 h. The experimental running environment of this paper is python3.10, and the short-term passenger flow prediction model is built by the third-party libraries of Scikit-learn, Keras, and TensorFlow in python.

The above data is input into the TCN-LSTM model, and the convolution kernel size is \( k = 3 \). The upper and lower limits of the hidden layers of the TCN network are set to 8 and 64, respectively, and that of the LSTM network is set to 64 and 128, respectively. The training times are 100, and the learning rate is 0.01. Other parameters remain unchanged.

5.2. Results and Analysis of Short-Term Passenger Flow Prediction

Using the TCN-LSTM combination model to analyze and predict the above passenger flow data, the loss value curves of the training set and test set are shown in Figure 11. It can be seen that both curves drop to a stable value, indicating that the trained network behaves normally. The total passenger flow prediction results are shown in Figure 12. It can be seen that the TCN-LSTM model can approximately capture the changing characteristics of the real URT passenger flow to a certain extent and can reflect the law of short-term traffic passenger flow changing with time. At the same time, to compare and verify the accuracy of the TCN-LSTM model, this paper also established a single LSTM model to predict the passenger flow, as shown in Figure 13.

![Figure 11. Structural diagram of TCN-LSTM model.](image)

![Figure 12. Prediction results of short-term passenger flow based on TCN-LSTM model.](image)

(a) Inbound passenger flow
(b) Outbound passenger flow

![Figure 13. Prediction results of short-term passenger flow based on LSTM model.](image)
Figure 14. Prediction results of passenger flow at Guanyinqiao (high passenger flow).

Figure 15. Prediction results of passenger flow at Jiazhoulu (medium passenger flow).

Figure 16. Prediction results of passenger flow at Longtousi (Low passenger flow).

5.3. Model Comparison Evaluation

To better compare the difference in prediction effect between the combined model and the single model, two common evaluation indicators, root mean square error (RMSE) and
mean absolute percentage error (MAPE), were used to quantify the performance of the model according to different categories of stations. Its calculation formula is:

\[
RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (x_i - p_i)^2} \tag{10}
\]

\[
MAPE = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{x_i - p_i}{x_i} \right| \times 100\% \tag{11}
\]

where \(N\) is the total samples; \(x_i\) is the actual value of passenger flow; and \(p_i\) is the predicted value of passenger flow. RMSE and MAPE can represent the gap between the predicted value and real value. Thereby the performance of the model only needs to compare the RMSE and MAPE values of the prediction results. The smaller the value of the two evaluation indicators, the better the prediction result of the model.

Table 4 shows the RMSE and MAPE values obtained by using the combined model and the single model to predict the passenger flow of different stations. It can be seen that the prediction results of the TCN-LSTM combined model are better than the LSTM single model for high, medium, and low passenger flow stations. However, for the combined model, the prediction accuracy of the low passenger flow is the lowest, and the higher the passenger flow, the better the prediction accuracy of the combined model.

Table 4. Comparison evaluation results of model prediction.

| Stations     | Prediction Model      | RMSE  | MAPE/% |
|--------------|-----------------------|-------|--------|
| Guanyinqiao  | TCN-LSTM model        | 24.70 | 8.56   |
|              | Single LSTM model     | 72.58 | 27.50  |
| Jiazhoulu    | TCN-LSTM model        | 36.37 | 11.34  |
|              | Single LSTM model     | 45.64 | 15.32  |
| Longtousi    | TCN-LSTM model        | 48.45 | 16.58  |
|              | Single LSTM model     | 58.24 | 20.12  |

6. Discussion

From the above example prediction results, the prediction accuracy of TCN-LSTM combined deep learning model constructed in this paper is much higher than that of LSTM single model. As can be seen from Table 4, the RMSE values of the prediction results of the TCN-LSTM combined deep learning model constructed in this paper has decreased by 66%, 30%, and 27% respectively in high (Guanyinqiao), medium (Jiazhoulu), and low (Longtousi) passenger flow stations compared with the LSTM single model. MAPE values decreased by 69%, 30%, and 23% respectively in high (Guanyinqiao), medium (Jiazhoulu), and low (Longtousi) passenger flow stations. On the one hand, it shows that the prediction model proposed in this paper has good simulation accuracy. On the other hand, it was found that the decrease of the predicted indicator values will increase with the increase of passenger flow.

When combined with the passenger flow prediction curves between different stations, it was found that in medium and high passenger flow stations, the TCN-LSTM model has higher coupling and lower oscillation in the prediction of the overall trend, and the overall prediction accuracy is more accurate. In low passenger flow stations, the prediction trend of TCN-LSTM model fluctuates greatly, and the variation range of accuracy shows an unstable trend, which is consistent with the results fed back by RMSE values and MAPE values. This may be related to the sample point data of high passenger flow stations. The sample data base of high passenger flow stations is large, which is also greatly affected by external factors, and the passenger flow presents a double peak distribution. The TCN-LSTM combined forecasting model proposed in this paper not only couples multi-source external factors, but also has a better ability to capture the peak passenger flow than a single LSTM model, which leads to a large difference in the forecasting performance in high passenger
flow stations. However, the sample data base of low passenger flow stations is small, which is less affected by external factors, and the passenger flow shows a single peak distribution, which shows little difference in performance between the two models.

In addition, the prediction results of the LSTM model show that the fitting degree of the LSTM single model is not good. The analysis reason is that when the passenger flow and passenger flow characteristic dimensions are increased, the structure of the LSTM model limits the calculation efficiency and accuracy. It also shows that with the increase of the complexity of the actual situation, the prediction model with a simple mathematical model or machine learning algorithm as the main support is difficult to meet practical needs.

According to the above discussion, the TCN-LSTM combined prediction model proposed in this paper has the following advantages. (1) Compared with a single LSTM model that can only capture the temporal characteristics of passenger flow data, a TCN-LSTM model integrates temporal and spatial prediction, the accuracy and stability of passenger flow prediction have been greatly improved. (2) The TCN-LSTM model is closer to the real prediction situation because it couples external factors such as date attributes, weather conditions, and air quality. (3) The TCN-LSTM model has a stronger ability to capture the peak passenger flow, and the peak passenger flow of rail transit has more reference value for the reasonable planning of passenger travel time and the operation and management of line train numbers.

7. Conclusions

Aiming at the problem of short-term passenger flow prediction in URT, this paper proposes a TCN-LSTM prediction model considering multiple factors influencing passenger flow. Based on the passenger flow data of some stations of Chongqing Rail Transit Line 3, external factors such as date attributes, weather conditions, and air quality are coupled into the prediction model. The short-term passenger flow predictions of the combined model and the single model are carried out respectively. The results show that:

(1) After analyzing the temporal and spatial distribution characteristics of passenger flow, the correlation analysis of passenger flow influencing factors can provide a good data set for the follow-up short-term passenger flow prediction model of urban rail transit to accurately predict the short-term passenger flow.

(2) The Long Short-Term Memory (LSTM) network model can fully mine and effectively use the relationship between historical passenger flow data and can better predict the passenger flow trend of different passenger flow types of stations.

(3) The TCN-LSTM combined model can make up for the deficiency of the LSTM single model in the actual passenger flow forecast, and its RMSE and MAPE values are significantly reduced. Through the comparison of the two forecast results, it was found that the TCN-LSTM combined model performs better than the LSTM single model in the peak, flat peak, and all-day stages of passenger flow forecast, and can more accurately predict changes in short-term passenger flow.

(4) The short-term passenger flow forecast of urban rail transit carried out in this paper can provide some technical support for rail transit line planning and vehicle operation scheduling.

This combined neural network model based on deep learning still has room for optimization in parameter setting and model training in the short-term passenger flow forecast of urban rail transit. In the future, the model can be optimized to achieve a better forecasting effect and can be extended to the short-term passenger flow forecast of different cities and scenarios.
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Abbreviations

| Abbreviation | Description                          |
|--------------|--------------------------------------|
| URT          | Urban rail transit                   |
| LSTM         | Long Short-Term Memory              |
| TCN          | Temporal Convolutional Network      |
| ARIMA        | Autoregressive Integrated Moving Average model |
| LR           | Logistic Regression                 |
| GM           | Grey Model                          |
| SVM          | Support Vector Machine              |
| RNN          | Recurrent Neural Network             |
| ARMA         | Autoregressive Moving Average model  |
| PSO          | Particle Swarm Optimization          |
| CNN          | Convolutional Neural Network         |
| NAR          | Nonlinear regression                |
| SARIMA       | Seasonal autoregressive integrated moving average |
| GRU          | Gated recurrent unit                |
| GCN          | Graph convolutional network         |
| RMSE         | Root mean square error              |
| MAPE         | Mean absolute percent error         |
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