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This paper studies the formation stabilization problem of asynchronous nonlinear multi-agent systems (MAS) subject to parametric uncertainties, external disturbances and bounded time-varying communication delays. A self-triggered min-max distributed model predictive control (DMPC) approach is proposed to address this problem. At triggering instants, each agent solves a local min-max optimization problem based on local system states and predicted states of neighbors, determines its next triggering instant and broadcasts its predicted state trajectory to the neighbors. As a result, the communication load is greatly alleviated while retaining robustness and comparable control performance compared to periodic DMPC algorithms. In order to handle time-varying delays, a novel consistency constraint is incorporated into each local optimization problem to restrict the deviation between the newest predicted states and previously broadcast predicted states. Consequently, each agent can utilize previously predicted states of its neighbors to achieve cooperation in the presence of the asynchronous communication and time-varying delays. The proposed algorithm’s recursive feasibility and MAS’s closed-loop stability at triggering instants are proven. Finally, numerical simulations are conducted to verify the theoretical results.
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I. INTRODUCTION

Recently, the research on multi-agent systems (MAS) has attracted considerable attention due to its wide range of industrial applications, such as intelligent transportation systems [1], [2], energy systems [3], [4] and multi-robot systems [5]. However, these MAS may suffer from several challenging issues, such as the heavy communication burden, time-varying communication delays, and uncertainties. Hence, it is desirable to develop a robust control algorithm to simultaneously handle these issues of the MAS subject to state and input constraints.

For MAS, the periodic implementation of distributed control algorithms may lead to an undesirable communication burden and induce a nontrivial energy consumption. Alternatively, the event-based distributed control method is a promising solution to reduce the communication load of MAS since the control inputs are only updated and transmitted to actuators at triggering time instants [6]–[9]. In contrast with these methods, event-based distributed MPC (DMPC) has the advantage of systematically handling the constraints of MAS, reducing the communication burden, while optimizing the control performance. Based on different triggering conditions, the triggered DMPC in existing literature can be mainly classified into two categories: event-triggered [10]–[12], and self-triggered DMPC [13], [14]. The authors in [14] present a self-triggered DMPC algorithm for the consensus problem of synchronous linear MAS. However, these communication-efficient DMPC schemes result in the asynchronous information communication among agents, which may degrade the control performance (or even destroy the closed-loop stability) due to the inaccurate information of neighbors [15]. The authors in [13] propose a co-design self-triggered DMPC method for the linear MAS with asynchronous communication. To be specific, the previously broadcast information is used to estimate current optimal states; however, the estimation error induced by the asynchronous communication is not explicitly handled. Some promising results along the research line of the coordination of asynchronous MAS can be found in, for example, [11], [16]. On the other hand, the delay-free transmission among MAS, assumed in the literature mentioned above, is impractical. Understandably, the time-varying communication delays may prevent agents from achieving the control objective. This issue has been studied in [17], [18]. We note that most of these works only concentrate on one of these issues while ignoring others. Simultaneously addressing the aforementioned issues of MAS remains difficult, especially for nonlinear MAS with state and control constraints.

Another challenge is how to guarantee the robustness of the controlled nonlinear MAS when both additive disturbances and parametric uncertainties are presented. Min-max MPC has proven to be an effective method to address this problem [19], [20], where these two types of uncertainties can be tackled by minimizing the cost function related to the worst-case realizations of the uncertainties. To simultaneously overcome the above-mentioned challenges, we propose a self-triggered min-max DMPC for the nonlinear MAS.

The main contribution of this work is threefold.

- A self-triggered min-max DMPC method is proposed for the asynchronous nonlinear MAS subject to parametric uncertainties, external disturbances and bounded time-varying delays. The proposed method can considerably reduce the communication burden and the frequency of solving the optimization problems while attaining the control performance comparable to the periodic DMPC.
- A new consistency constraint that restricts the deviation between the current predicted and previously broadcast states is developed and incorporated into the local optimization problem. Consequently, agents achieve cooperation in the presence of time-varying delays.
- The recursive feasibility of the algorithm is analyzed and
the sufficient condition on guaranteeing the feasibility is provided. The closed-loop MAS are proven to be input-to-state practically stable (IspS) at triggering instants.

The remainder of this paper is organized as follows: Section II describes the formation stabilization control problem of nonlinear MAS. In Section III the optimization problem and the self-triggered scheduler are presented. Section IV provides the theoretical analysis of the recursive feasibility and the closed-loop stability. The simulation study is conducted in Section V. Finally, the conclusion is given in Section VI.

The symbols $\mathbb{R}$, $\mathbb{R}_{\geq 0}$, $I$ and $I_{[m,n]}$ denote the sets of real numbers, nonnegative real numbers, the nonnegative integers and integers in $[m,n]$, $m < n$, respectively. For $x \in \mathbb{R}^n$, $\|x\|$ denotes the Euclidean norm, $\|x\|_p$ denotes the weighted norm $\sqrt{x^TPx}$, where the matrix $P$ is positive definite. Given two sets $X, Y \subseteq \mathbb{R}^n$, the set operation $X \setminus Y$ is defined by $X \setminus Y := \{x \mid x \in X, x \notin Y\}$. $\lambda(P)$ and $\Lambda(P)$ denote the largest and smallest eigenvalues of the matrix $P$, respectively. $x(t)$ denotes the state $x$ at time $t$ and $x(s[t])$ denotes the predicted state at future time $t + s$ determined at time $t$, $s \in I$.

II. PRELIMINARIES AND PROBLEM FORMULATION

A. Preliminaries

Consider a discrete-time perturbed nonlinear system

$$x^+ = g(x, d), \quad (1)$$

where $x \in \mathbb{R}^n$ is the state, $d = [w, v] \in D \subset \mathbb{R}^d$ is the uncertainty, $x^+$ is the successor state and $g : \mathbb{R}^n \times \mathbb{R}^d \to \mathbb{R}^n$. $D$ is a compact set and contains the origin in its interior. $w$ is the external disturbance and $v$ is the parametric uncertainty.

Before formulating the control problem, we present the following definitions and lemma.

**Definition 1:** [19] A set $\Omega \subseteq \mathbb{R}^n$ is robustly positive invariant (RPI) for the uncertain system $x^+ = g(x, d)$, if $g(x, d) \in \Omega$, for all $x \in \Omega$ and all $d \in D$.

**Definition 2:** [19] For the system $x^+ = g(x, u, d)$, a set $\Omega \subset \mathbb{R}^n$ is robust control invariant (RCI), if for all $x \in \Omega$, there exists an admissible control input $u$, such that $g(x, u, d) \in \Omega$, for all $d \in D$. The $\ell$-step robustly stabilizable set $X^\ell(\Omega)$, i.e., $\forall x \in X^\ell(\Omega)$, the system can be robustly steered into $\Omega$ in $\ell$ steps, is denoted as $X^\ell(\Omega) := \{x \in \mathbb{X} \mid \exists u \in U \text{ such that } g(x, u, D) \subseteq X^{\ell-1}(\Omega)\}$, where $g(x, u, D) := \{g(x, u, d) \mid d \in D\}$. In addition, $X^0(\Omega) = \Omega$.

**Lemma 1:** [19] In the system (1) with an RPI set $\Pi$, a function $V(x) : \mathbb{R}^n \to \mathbb{R}_{\geq 0}$ is called an IspS Lyapunov function, if it satisfies

$$\alpha_1(||x||) \leq V(x) \leq \alpha_2(||x||) + c_1,$$

$$V(x^+) - V(x) \leq -\alpha_3(||x||) + \gamma(||w||) + c_2,$$

for all $x \in \Pi$, $d \in D$, where constants $c_1, c_2 \in \mathbb{R}_{\geq 0}$, $\alpha_1(\cdot)$, $\alpha_2(\cdot)$, $\alpha_3(\cdot)$ are $K_{\infty}$ functions, and $\gamma(\cdot)$ is $K$ function. If the system admits an IspS Lyapunov function, then it is IspS.

Consider the MAS consisting of $M$ dynamically decoupled nonlinear agents. The communication topology among agents is described by a directed graph $G(M, E)$ with $E := \{(i, j) \mid i, j \in M, i \neq j\}$ and $M := \{1, 2, \ldots, M\}$. Let $N_i = \{j \mid (i, j) \in E\}$ denote the set of indices of agent $i$’s neighbors and $n_i$ be the cardinality of $N_i$. An edge $(i, j) \in E$ means that agent $i$ can send message to agent $j$. A sequence of edges $(j_1, j_2), \ldots, (j_{k-1}, j_k)$ with $(j_{p-1}, j_p) \in E$ for all $p \in \{2, \ldots, k\}$ is a directed path from $j_1$ to $j_k$. The graph $G(M, E)$ is assumed to be connected, and each agent can broadcast the information to its neighbors. The discrete-time dynamics of agent $i, i \in M$ takes the following form

$$x_i(t + 1) = f(x_i(t), u_i(t), d_i(t)), \quad t \in I,$$

where $x_i \in \mathbb{R}^n$, $u_i \in \mathbb{R}^m$ and $d_i = [w_i, v_i] \in \mathbb{R}^d$ are, respectively, the state, the control input and the uncertainty. Agent $i$ is subject to the state and control input constraints

$$x_i(t) \in X_i \text{ and } u_i(t) \in U_i,$$

where the state constraint set $X_i \subset \mathbb{R}^n$ is closed and the control input set $U_i \subset \mathbb{R}^m$ is compact. The disturbance $d_i = [w_i, v_i]$ is bounded, i.e., $d_i \in D_i \subset \mathbb{R}^d$; $\bar{D}_i := \bar{W}_i \times \bar{V}_i$, with the external disturbance $w_i \in \bar{W}_i \subset \mathbb{R}^n$ and the parametric uncertainty $v_i \in \bar{V}_i \subset \mathbb{R}^m$; its upper bound is given by $\bar{d} := \max d \in \bar{D}_i \|d\|$. $\bar{W}_i$ and $\bar{V}_i$ are compact and contain the origin in their interiors. The function $f : \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^d \to \mathbb{R}^n$ is assumed to be differentiable and satisfies $f(0, 0, 0) = 0$.

**Assumption 1:** There exist constants $\nu, \xi \in \mathbb{R}_{\geq 0}$ such that the conditions $\|f(x, u, d) - f(y, u, d)\| \leq \nu \|x - y\|$ and $\|f(x, u, d) - f(x, u', d')\| \leq \xi \|d - d'\|$ hold for all $x, y \in X_i$, $u \in U_i$, $d, d' \in D_i$, $i \in M$.

**Assumption 2** helps to quantify an upper bound on the deviation between the nearest and assumed predicted state. $\nu$ and $\xi$ can be calculated following [22] (see Lemmas 3.2, 3.3).

Let $t_k^i$, $k \in I$ be the triggering instant of agent $i, i \in M$. Agent $i$ measures the local system state, receives neighbors’ predicted state information, and applies the calculated control action at $t_k^i$. The sampling instants can be denoted as a sequence $\{t_k^i\}, k \in I$.

**Definition 3:** [23] The MAS in (2) are synchronous if for $i, j \in M$, $\{t_k^i\} = \{t_k^j\}$, i.e., $t_k^i = t_k^j$, $\forall k \in I$. The MAS are said to be asynchronous if for $i, j \in M, i \neq j$, $\{t_k^i\}$ is independent of $\{t_k^j\}$, i.e., agents may not update their system states at the same time.

The local sampling time $t_k^i$, $i \in M$ and the communication delays $\tau_k^j$ (from agent $j$ to $i$) satisfy the following assumption. If the sampling period and communication delays are arbitrarily large, it becomes difficult to guarantee the closed-loop stability property of the MAS without new measurements. Thus, the following assumption is given.

**Assumption 2:** For agent $i, i \in M$, the local sampling instant $t_k^i$ and the communication delays $\tau_k^j$, $k \in I$, satisfy: 1) $1 \leq t_k^i - t_{k-1}^i < \bar{H}$; 2) $0 < \tau_k^j \leq \bar{\tau}$; 3) There is no disordered transmission among agents. Here the largest admissible sampling interval $\bar{H}$ in I and the largest communication delay $\bar{\tau}$ in I are finite.

B. Problem formulation

The objective is to design a robust DMPC method for nonlinear MAS with time-varying delays, parametric uncertainties, and external disturbances, such that the MAS are robustly
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Fig. 1: An example of MAS which consists of three agents: $\mathcal{N}_1 = \{2\}, \mathcal{N}_2 = \{1, 3\}, \mathcal{N}_3 = \{2\}$. Periodic versus aperiodic and synchronous versus asynchronous DMPC methods are illustrated. For the synchronous DMPC method, all agents simultaneously update the states at time $t_k$, $k \in \mathbb{I}$. In (b), the update time $t_k$, $k \in \mathbb{I}$ is aperiodically synchronized based on the maximum communication delay. In (c), each agent asynchronously updates and transmits the system state without waiting for its neighbors.

stabilized. Furthermore, a distributed self-triggered scheduler is developed to reduce the communication burden and the frequency of solving the corresponding optimization problems.

C. Asynchronous communication with time-varying delays

At $t^b_k$, agent $i, i \in \mathcal{M}$ broadcasts the newest predicted state sequence $x^b_i(t^k_k) := (x^b_i[0]|t^k_k))$ to its neighbors as shown in Fig. 1(c), which is constructed as

$$x^b_i(s|t^k_k) = \begin{cases} x^*_i(s|t^k_k), & s \in \mathbb{I}_{[0,N]} \\ 0, & s \in \mathbb{I}_{[N,H^r(t^k_k)+\tau+N]} \end{cases}$$

where $x^*_i(s|t^k_k)$ denotes the optimal predicted state and $H^r(t^k_k) \in \mathbb{I}_{[1,H]}$ is the optimal triggering interval at $t^b_k$. The calculation of $x^*_i(s|t^k_k)$ and $H^r(t^k_k)$ will be introduced in Section [III].

Now we describe the bounded time-varying communication delays for the asynchronous MAS. Let $x^b_i(t^k_k)$ represent the newest message broadcast by agent $j, j \in \mathcal{N}_i$ at $t^b_k$, where $t^b_k := \max\{t^j_k \in \mathbb{I} | t^j_k < t^b_k\}$. The communication delays can be categorized as the following two cases:

Case 1: $0 \leq \tau^j_k \leq t^b_k - t^j_k$, i.e., the newest message $x^b_j(t^j_k)$ cannot be received by agent $i$ at $t^j_k$; therefore, agent $i$ can only utilize the message $x^b_j(t^j_k)$ broadcast at previous time instants, which includes the neighbors’ state information $x^j_i(s|t^j_k-1), s \in \mathbb{I}_{[0,H^r(t^j_k)+\tau+N]}$.

Consequently, the predicted state trajectories of neighbors $x^j_i(t^j_k), j \in \mathcal{N}_i$ used in the local optimization problem of agent $i$ in the next section can be constructed as

$$x^j_i(t^j_k) := (x^j_i(0|t^j_k), x^j_i(1|t^j_k), \ldots, x^j_i(N-1|t^j_k)).$$

At $t_k$, each agent receives its neighbors’ newest predicted state sequence $x^j_i(t^j_k), j \in \mathcal{N}_i$ as in (3) and (4) to formulate the objective function for the DMPC optimization problem

$$J_{t^b_k}^{[t^k_k]} = \frac{1}{\mathcal{N}} \sum_{s=0}^{H^r-1} L_i(s|t^k_k) + \sum_{s=H^r}^{N-1} L_i(s|t^k_k) + F_i[N|t^k_k],$$

where $J_{t^b_k}^{[t^k_k]} = J_{t^b_k}^{[t^k_k]}(x, x_-(t^k_k), u, d(t^k_k)), L_i(s|t^k_k) = L_i(x, x_-(s|t^k_k), u, d(s|t^k_k))$.

III. SELF-TRIGGERED MIN-MAX DMPC

This section presents a solution to the problem formulated in the previous section based on the min-max DMPC. Furthermore, a distributed self-triggered scheduler for the nonlinear asynchronous MAS with bounded time-varying communication delays is designed.
A. Min-max DMPC optimization problem

The min-max optimization problem $\mathcal{P}_i$ is designed as

$$\min \left\{ \max_{u_i(s[t_k^i]), d_i(s[t_k^i])} \{ J_{i,N}^H(x_i(t_k^i)), x_{i-1}(t_k^i), u_i(s[t_k^i]), d_i(s[t_k^i]) \} \right\},$$

such that $x_i(t_k^i) \in \mathcal{X}_{i,N}^{H} - \mathcal{H}^i(\Omega_i), \forall d_i(s[t_k^i]) \in \mathbb{D}_i$.

s.t. $x_i(s + 1)_{t_k^i} = f(x_i(s)_{t_k^i}, u_i(s)_{t_k^i}, d_i(s)_{t_k^i})$,

$$x_i(0)_{t_k^i} = x_i(t_k^i),$$

$$u_i(s)_{t_k^i} \in \mathcal{U}_i,$$

$$x_i(s)_{t_k^i} \in \mathcal{X}_i,$$

$$\|x_i(s)_{t_k^i} - x_i^*(s + t_k^i - t_k^i-1)\| \leq \Delta_i,$$

where the triggering interval $H^i(t_k^i)$ is abbreviated as $H^i$, $s \in [0, H^i]$, $\Omega_i := \{ x_i \in \mathcal{X}_i | \|x_i\|_{p_i} \leq \rho_i, \rho_i \in \mathbb{R}_{\geq 0} \}$ is the terminal set, $\Delta_i \in \mathbb{R}_{\geq 0}$ is a design parameter and $V_{i,N}^H(x_i(t_k^i), x_{i-1}(t_k^i))$ is the objective function of the optimization problem $\mathcal{P}_i$. $J_{i,N}^H(x_i(t_k^i), x_{i-1}(t_k^i), u_i(s)_{t_k^i}, d_i(s)_{t_k^i}) := \sum_{s=0}^{H^i-1} L(x_i(t_k^i), x_{i-1}(s)_{t_k^i}, u_i(s)_{t_k^i}, d_i(s)_{t_k^i}) + V_{i,N}^H(x_i(t_k^i), x_{i-1}(t_k^i))$.

$$V_{i,N}^H(x_i(s)_{t_k^i}, x_{i-1}(s)_{t_k^i}) = \min_{\mu_i(s)_{t_k^i} \in \mathcal{U}_i, d_i(s)_{t_k^i} \in \mathbb{D}_i} \left\{ \max_{\mu_i(s)_{t_k^i} \in \mathcal{U}_i, d_i(s)_{t_k^i} \in \mathbb{D}_i} \{ J_{i,N}^H(x_i(s)_{t_k^i}, x_{i-1}(s)_{t_k^i}, u_i(s)_{t_k^i}, d_i(s)_{t_k^i}) \} \right\},$$

such that $x_i(s)_{t_k^i} \in \mathcal{X}_i(\Omega_i)$, $f(x_i(s)_{t_k^i}, \mu_i(s)_{t_k^i}, d_i(s)_{t_k^i}) \subseteq \mathcal{X}_i^{\epsilon}(\Omega_i)$

$$\|x_i(s)_{t_k^i} - x_i^*(s + t_k^i - t_k^i-1)\| \leq \Delta_i,$$

where $\mathcal{X}_i(\Omega_i)$ is the $\epsilon$-step robustly stabilizable set [20] of agent $i$, $\ell = N - s$; $V_{i,N}^H(x_i(N)_{t_k^i}) = F_i(x_i(N)_{t_k^i})$. Solving Problem $\mathcal{P}_i$ yields the optimal control sequence $u_i^*(t_k^i) := (u_i^*(0)_{t_k^i}), \ldots, u_i^*(H^i - 1)_{t_k^i}, u_i^*(N - 1)_{t_k^i}$, where $u_i^*(s)_{t_k^i}, s \in [0, H^i]$ is the optimal open-loop control action and $\mu_i^*(s)_{t_k^i}, s \in [0, H^i, N]$ is the optimal feedback control law generated by solving [6] via dynamic programming. And $d_i^*(s)_{t_k^i}, s \in [0, H^i, N]$ is the optimal disturbance sequence.

Remark 1: Both the communication load and control performance are considered in the objective function of the DMPC optimization problem $\mathcal{P}_i$ when $h_i > 1$. In this context, the increasing value of $h$ weakens the effect of the open-loop prediction (i.e., decreasing the weight of the open-loop cost function concerning the overall cost function), while guaranteeing comparable control performance compared to periodic min-max DMPC. A similar design of the parameter $h_i$ was exploited for the single system in [24, 25]. Especially, when $H^i(t_k^i) = 1$, the triggered scheme becomes a standard periodic triggered scheme.

Remark 2: The consistency constraint in [55] that specifies an upper bound of the deviation between the newest predicted states and previously broadcast states is incorporated into the local DMPC optimization problem. If the assumed state and state and previously broadcast states is incorporated into the upper bound of the deviation between the newest predicted periodic triggered scheme.

B. Distributed self-triggered scheduler

A distributed self-triggered scheduler is designed to generate a sequence $\{t_k^i\}_i$, based on the local system state and newest neighbors’ predicted states, i.e., $t_{k+1}^i = t_k^i + H^i(t_k^i)$ and $H^i(t_k^i) = \max\{H^i \in \mathbb{I}_{[1, H^i]} | V_{i,N}^H(t_k^i) \leq V_{i,N}^H(t_k^i) \}$, where $H^i(t_k^i)$ is the optimal triggering interval at $t_k^i$ and $V_{i,N}^H(t_k^i) = V_{i,N}^H(x_i(t_k^i), x_{i-1}(t_k^i))$. $H^i(t_k^i)$ is abbreviated as $H^i$ hereafter. Applying the first $H^i$ open-loop control inputs $u_i^*(t_k^i) := u_i^*(s)_{t_k^i}, s \in [0, H^i]$ to the system [2] yields the following closed-loop system

$$x_i(t_k^i + s + 1) = f(x_i(t_k^i + s), u_i^*(s)_{t_k^i}, d_i(s)_{t_k^i} + s),$$

and $d_i(t_k^i + s), s \in [0, H^i]$ is the actual disturbance sequence.

Remark 3: It is worth mentioning that the existing results on self-triggered DMPC in [13, 14] are restricted to the special case of deterministic linear MAS with perfect communication. In contrast, the proposed triggered mechanism is extended to more general situations, i.e., the nonlinear MAS with two types of uncertainties and communication delays.

C. Self-triggered asynchronous min-max DMPC algorithm

The proposed self-triggered DMPC method is summarized in Algorithm 1.

Algorithm 1 Self-triggered asynchronous min-max DMPC

Require: For agent $i, i \in \mathcal{M}$, the weighting matrices $Q_i, Q_{ij}, R_i$ and $P_i$; the prediction horizon $N$, the terminal set $\Omega_i$, the parameter $\Delta_i$, the initial state $x_i(t_k^i)$ and other related parameters. Set $k = 0, t_k^i = 0, H^i(t_k^i) = 1, x_i^*(t_k^i) = 0$.

1: while The control action is not stopped do
2: Sample the system state $x_i(t_k^i)$;
3: Receive the predicted state sequence $x_{i,N}^H(t_k^i), j \in \mathcal{N}_i$;
4: Construct the state sequence $x_i(t_k^i)$ as in [3];
5: Let $H^i(t_k^i) = 1$, solve Problem $\mathcal{P}_i$ to generate $u_i^*(t_k^i)$ and $V_{i,N}^H(t_k^i)$, then set $H^i(t_k^i) = H^i$;
6: Solve Problem $\mathcal{P}_i$ to generate $u_i^*(t_k^i)$ and $V_{i,N}^H(t_k^i)$;
7: if $V_{i,N}^H(t_k^i) > V_{i,N}^H(t_k^i)$ then
8: $H^i(t_k^i) = H^i(t_k^i) - 1$; Go to Step 6;
9: else
10: Generate $H^i = H^i(t_k^i) + V_{i,N}^H(t_k^i)$;
11: end if
12: Broadcast $x_i^H(t_k^i)$ as in [3] to its neighbors;
13: Apply control input $u_i^*(t_k^i)$ to agent $i$;
14: $t_{k+1}^i = t_k^i + H^i(t_k^i), k = k + 1$;
15: end while

Note that the distributed optimization problem $\mathcal{P}_i$ is solved without considering the constraint in [55] in the initialization step. Besides, for each agent, the predicted states of neighbors are assumed to be zeros over the period $[t_0^i, t_0^i + N]$, and the communication delay at $t_0^i$ is zero, i.e., $\tau_0 = 0$. 


IV. THEORETICAL ANALYSIS

Lemma 2: Under Assumptions 7 and 8 if \( P_i \) is feasible at \( t_k \), and the condition \( \Delta_i \geq \max \{ \nu^{N-i} - H \phi_i, \rho_i/\Delta_i \} \) holds, where \( \phi_i := 2 \sum_{i,0 \leq j < k} \nu^{s} V_j(d_j) \), then, the inequality \( \| \tilde{x}_i(s|t_{i+k}) - x_i(t_{i+k} + s - t_i|t_i) \| \leq \Delta_i \), holds for all \( s \in [t_k, t_{i+k}] \).

Proof: If \( s \in [t_k, t_{i+k}] \), it follows from (3) that \( x_i(t_{i+k} + s - t_i|t_i) \), then we have \( \| x_i(t_{i+k} + s - t_i|t_i) \| = \| x_i(t_{i+k} + s - t_i|t_i) \| \), By the condition \( \Delta_i \geq \max \{ \nu^{N-i} - H \phi_i, \rho_i/\Delta_i \} \) holds, so it is omitted here.

Theorem 1: Suppose Assumptions 7 and 8 hold, and Problem \( P_i \) is feasible at the initial time \( t_0 \). Then, by application of Algorithm 1, Problem \( P_i \) is recursively feasible at any sampling time \( t_k \) for all \( k \in \mathbb{N} \), if the condition in Lemma 2 holds. Furthermore, the closed-loop uncertain system with the self-triggered min-max DMPC strategy is ISpS at triggering time instants.

Proof: For agent \( i, i \in M \), by assumption, there is a feasible solution for Problem \( P_i \) at \( t_k \) and the recursive feasibility for all subsequent triggering instants is proven by induction. The optimal control input sequence obtained at \( t_k \) is \( u_i(t_k) := (u_i(0|t_k), \ldots, u_i(H^*-1|t_k)) \), where \( x_i(0|t_k) \), the first \( H^* \) open-loop control actions are implemented to the system in (2).

At time \( t_k + 1 \), a candidate control input sequence \( \bar{u}_i(t_{i+k}) \) can be constructed as

\[
\bar{u}_i(t_{i+k}) = \begin{cases} 
\mu_i^*(H^* + s|t_{i+k}), & s \in [0, H^* - \tau], \\
\kappa_i(x_i(t_{i+k})), & s \in [H^* - \tau, H^*], 
\end{cases}
\]

Then the corresponding system states become \( x_i(s + 1|t_{i+k}) = f_i(x_i(t_{i+k})), \bar{u}_i(s|t_{i+k}), d_i^*(s + H^*|t_{i+k}) \), where \( x_i(0|t_{i+k}) = x_i(t_{i+k}) \). From Assumption 3 and the optimal feedback control input calculated at the previous time instant \( t_k \), it follows that \( u_i(t_{i+k}) \in U_i, s \in [0, H^* - \tau] \), the control input constraint (5b) is satisfied. For \( s \in [H^* - \tau, H^*] \), we have the candidate state \( x_i(t_{i+k}) \in X_i^\infty - \tau, s \in \mathbb{R}_{\geq 0} \), then, for \( s \in [H^* - \tau, H^*] \), under the terminal controller \( \kappa_i(x_i(t_{i+k})) \) given in Assumption 3 the system state always belongs to the robust invariant set \( \Omega_i \). Thus, the system state constraint (5c) is fulfilled. From Lemma 2 the feasibility of the constraint (5b) is guaranteed. The recursive feasibility of the proposed algorithm is established.

Stability:

Proof: To prove the closed-loop stability, we need to show that the optimal value function \( \phi_i(t_{i+k}) \) is ISpS Lyapunov function at triggering time instants. Since the stage cost function \( L_i \) for agent \( i, i \in M \) is quadratic and matrices \( Q_i, R_i \) are positive definite, it can be derived that \( L_i \geq \alpha_i \| x_i(t_{i+k}) \| \) for \( x_i(t_{i+k}) \) is a K\( \infty \) function. Then we obtain \( \phi_i(t_{i+k}) \geq \alpha_i \| x_i(t_{i+k}) \| \).

The similar way to establish the upper bound of \( \phi_i(t_{i+k}) \) in (19) is adopted here. Define a set \( B_{i,s} = \{ x_i \in \mathbb{R}^n | \| x_i \| \leq \tau_i \} \), \( \Omega_i = \mathbb{R}^n \). Due to the compactness of \( \mathbb{R}^n \) and \( \mathbb{R}^n \), the optimal value of the min-max DMPC cost function is upper bounded, i.e., \( \phi_i(t_{i+k}) \leq \bar{Q}_i \). If \( x_i(t_{i+k}) \in \Omega_i \), by Assumption 3 and Lemma 2 one can have

\[
F_i(x_i(s + 1|t_{i+k}) - F_i(x_i(t_{i+k})) \leq \bar{Q}_i \| x_i(t_{i+k}) \| + \epsilon_i.
\]
By summing up (10) from $s = 0$ to $N$, we get
\[
\sum_{s=0}^{N-1} L_i(x_i(s|t_k^i), x_{-i}(s|t_k^i), \kappa_i(x_i(s|t_k^i)), d_i(s|t_k^i)) + F_i(x_i(N|t_k^i)) \leq F_i(x_i(t_k^i)) + N \epsilon_i,
\]
where $F_i(x_i(t_k^i)) = F_i(x_i(0|t_k^i))$.

If the distributed triggering condition (7) is satisfied, i.e., $V_{i,N}^H(x_i(t_k^i), x_{-i}(t_k^i)) \leq V_{i,N}^H(x_i(t_k^i), x_{-i}(t_k^i))$. In the view of the definition of the terminal cost function, we have $F_i(x_i(t_k^i)) \leq \alpha_F(\|x_i(t_k^i)\|)$, where $\alpha_F(\|x_i(t_k^i)\|) = \gamma(P_i)\|x_i(t_k^i)\|^2$ is a $K_\infty$ function. Then,
\[
V_{i,N}^H(x_i(t_k^i), x_{-i}(t_k^i)) \leq V_{i,N}^H(x_i(t_k^i), x_{-i}(t_k^i)) \leq V_{i,N}^H(x_i(t_k^i), x_{-i}(t_k^i)) \leq \alpha_F(\|x_i(t_k^i)\|) + N \epsilon_i.
\]

The second inequality follows from the fact in Lemma 4. If $x_i(t_k^i) \in \mathcal{X}_N^e(\Omega_i)$, it implies that $\alpha_F(\|x_i(t_k^i)\|) \geq \alpha_F(r_i)$, where $\mathcal{X}_N^e(\Omega_i)$ is the $N$-step robustly stabilizable set of agent $i$. And thus
\[
V_{i,N}^H(x_i(t_k^i), x_{-i}(t_k^i)) \leq V_{i,N}^H(x_i(t_k^i), x_{-i}(t_k^i)) \leq \alpha_F(\|x_i(t_k^i)\|) + N \epsilon_i,
\]
where $\theta_i = \max\{1, \frac{\alpha_F(\|x_i(t_k^i)\|)}{\alpha_F(r_i)}\}$.

At time $t_k^i$, the sequence of optimal control policies $u_i^*(t_k^i)$ for Problem $P_i$ can steer $x_i(t_k^i)$ of agent $i$, $i \in \mathcal{M}$ to the terminal set $\Omega_i$ in $N$ steps under the disturbance sequence $d_i(t_k^i) = (d_i(0|t_k^i), \ldots, d_i(N-1|t_k^i))$. If the control actions $u_i^m(t_k^i)$ and the actual disturbance $d_i(t_k^i)$ are applied, then agent $i$ evolves to $x_i(t_k^i)$, where $d_i(t_k^i) = (d_i(0|t_k^i), d_i(t_k^i) + 1, \ldots, d_i(N|t_k^i) + H^i\epsilon_i - 1)$. For agent $i$, $j \in \mathcal{N}_i$, the broadcast state evolves to $x_j^*(H^i|t_k^i)$ with the control actions $u_j^*(s|t_k^i)$ and the disturbance input $d_j^*(s|t_k^i)$, $s \in \mathbb{N}_0, H^i\ast$.

Then, it is easy to have
\[
J_{i,N-H^i}(x_i(t_k^i), x_{-i}(t_k^i), u_i^*(t_k^i), d_i^*(t_k^i)) = \frac{1}{h_i} \sum_{s=0}^{N-1} L_i(x_i(s|t_k^i), x_{-i}(s|t_k^i), u_i^*(s|t_k^i), d_i^*(t_k^i)) + F_i(x_i(t_k^i)) + N \epsilon_i,
\]
where $\mu_i^*(t_k^i) = (\mu_{i,N-H^i}(t_k^i), \mu_i^*(N-1|t_k^i))$, $d_i^*(t_k^i) = (d_i^*(0|t_k^i), \ldots, d_i^*(N-H^i-1|t_k^i))$, and $d_j^*(t_k^i) = (d_j^*(0|t_k^i), \ldots, d_j^*(N-H^i-1|t_k^i))$. Then, from the above equality, we get
\[
J_{i,N-H^i}(x_i(t_k^i), x_{-i}(t_k^i), u_i^*(t_k^i), d_i^*(t_k^i)) \leq J_{i,N-H^i}(x_i(t_k^i), x_{-i}(t_k^i), u_i^*(t_k^i), d_i^*(t_k^i)) \leq H^i/H_i^\alpha L(\|x_i(t_k^i)\|) + H^i\epsilon_i.
\]

Further, the system state $x_i(t_k^i)$ can be steered into the terminal set $\Omega_i$ in $N-H^i\ast$ steps by the candidate control input $\tilde{u}_i(t_k^i)$. Then, by the inequality (13) and Assumption 3
\[
J_{i,N}(x_i(t_k^i), x_{-i}(t_k^i), \tilde{u}_i(t_k^i), d_i^*(t_k^i)) \leq J_{i,N}(x_i(t_k^i), x_{-i}(t_k^i), u_i^*(t_k^i), d_i^*(t_k^i)) - H^i/H_i^\alpha L(\|x_i(t_k^i)\|) + H^i\epsilon_i,
\]
where $d_i^*(t_k^i) = (d_i^*(0|t_k^i), \ldots, d_i^*(N-1|t_k^i))$.

Consider the time-varying communication delays in Case 2, i.e., $t_k^i-t_k^j \leq \tau_{k} \leq \bar{\tau}$, the predicted states of neighbors transmitted at the previous triggering time instant $x_{-i}(t_k^i) = (x_{-i}(H^i|t_k^i), \ldots, x_{-i}(H^i + N-1|t_k^i))$ will be used. Based on the triggering condition and Lemma 7 we obtain
\[
V_{i,N}^H(x_i(t_k^i), x_{-i}(t_k^i)) \leq V_{i,N}^H(x_i(t_k^i), x_{-i}(t_k^i)) \leq V_{i,N}^H(x_i(t_k^i), x_{-i}(t_k^i)) \leq \alpha_F(\|x_i(t_k^i)\|) + N \epsilon_i,
\]
where $\theta_i = \max\{1, \frac{\alpha_F(\|x_i(t_k^i)\|)}{\alpha_F(r_i)}\}$.

The last inequality is derived from the fact that $d_i^*(t_k^i)$ is not the optimal solution of Problem $P_i$.

Consider the time-varying communication delays in Case 1, i.e., $t_k^i-t_k^j \leq \bar{\tau}$, the predicted states of neighbors $x_{-i}(t_k^i) = (x_{-i}(0|t_k^i), \ldots, x_{-i}(N-1|t_k^i))$ will be received and used by agent $i$. Because of the triangle inequality and the consistency constraint (5d), we have
\[
\begin{aligned}
&\|x_i(s|t_k^i) - x_j(s|t_k^i)\| \\
&\leq \|x_i(s|t_k^i) - x_j(s|t_k^i)\| + \|x_j(s|t_k^i) - x_j(s|t_k^i)\| \\
&\leq \|x_i(s|t_k^i) - x_j(s|t_k^i)\| + \|x_j(s|t_k^i) - x_j(s|t_k^i)\| + \Delta_j.
\end{aligned}
\]
Since $x_i(-|t_k^i) \in \mathcal{X}_i$, there exists a constant $A_i > 0$ such that $\|x_i(s|t_k^i)\|$. Then it can be obtained that
\[
\begin{aligned}
&\|x_i(s|t_k^i) - x_j(s|t_k^i)\| \leq \|x_i(s|t_k^i) - x_j(s|t_k^i)\| + \|x_j(s|t_k^i) - x_j(s|t_k^i)\| \\
&\leq \|x_i(s|t_k^i) - x_j(s|t_k^i)\| + \|x_j(s|t_k^i) - x_j(s|t_k^i)\| + \Delta_j.
\end{aligned}
\]
From the triggering condition and Lemma [3] we obtain that

\[ V_{i,N}^{H_{i}}(t_{k+1}^i, x'_{i}(t_{k+1}^i)) \leq V_{i,N}^{H_{i}}(x_{i}(t_{k+1}^i), x'_{i}(t_{k+1}^i)) \]

\[ \leq V_{i,N}^{H_{i}}(x_{i}(t_{k+1}^i), x'_{i}(t_{k+1}^i)) \]

\[ \leq J_{i,N}(x_{i}(t_{k+1}^i), x'_{i}(t_{k+1}^i), u_{i}^{*}(t_{k+1}^i), d_{i}^{*}(t_{k+1}^i)) \]

\[ \leq J_{i,N}(x_{i}(t_{k+1}^i), x'_{i}(t_{k+1}^i), u_{i}(t_{k+1}^i), d_{i}^{*}(t_{k+1}^i)) \]

\[ \leq J_{i,N}(x_{i}(t_{k+1}^i), x'_{i}(t_{k+1}^i), u_{i}(t_{k+1}^i), d_{i}^{*}(t_{k+1}^i)) \]

\[ \quad + (N - H^*)\lambda(Q_{ij}) \sum_{j \in N_{i}} (4\Delta_{i}\Delta_{j} + \Delta_{i}^2) \]

where \( \Xi_{i} = (N - H^*)\lambda(Q_{ij}) \sum_{j \in N_{i}} (4\Delta_{i}\Delta_{j} + \Delta_{i}^2) + H^*\epsilon_{i} \).

By now, we have shown that \( V_{i,N}^{H_{i}}(x_{i}(t_{k}^i), x'_{i}(t_{k}^i)) \) is an IsPS Lyapunov function. Based on Lemma [7] it can be concluded that the closed-loop system in [3] is IsPS with respect to \( \Omega_{i} \) at triggering instants. This concludes the proof.

V. NUMERICAL EXAMPLE

Three group of simulations are conducted i.e., periodic min-max DMPC (P-DMPC), self-triggered min-max DMPC without delays (ST-DMPC) and self-triggered min-max DMPC with delays (ST-DMPC-D). Consider MAS with five agents adopted in [24], and agent \( i, i \in \mathcal{M} \) is characterized by

\[ x_{i,1}^{+} = x_{i,1} + T(x_{i,2}) \]

\[ x_{i,2}^{+} = x_{i,2} - \frac{T}{m_{i}} (k_{i}^{e}e^{-x_{i,1}}x_{i,1} + h_{i}^{e}x_{i,2} - u_{i} + v_{i}x_{i,2} - w_{i}) \]

in which \( m_{i} = 1 \text{kg}, k_{i}^{e} = 0.33 \text{N/m}, h_{i}^{e} = 1.11 \text{Ns/m} \) and \( T = 0.3 \text{s} \). The uncertainties are bounded by \( -0.1 \leq vi \leq 0.1, -0.15 \leq w_{i} \leq 0.15 \). The control input and state constraints are given by \( -4 \text{N} \leq u_{i} \leq 4 \text{N}, -1.95 \text{m} \leq x_{i,1} \leq 1.95 \text{m} \).

The Lipschitz constant can be calculated as \( \nu = 1.23 \) and \( \xi = 0.42 \) (see Lemma 3.2 in [22]). The delay \( \tau \in [1, 3] \) is randomly generated, with \( \bar{\tau} = 3 \). Other parameters are designed as follows: \( Q_{i} = \text{diag}(0.05, 0.1), Q_{ij} = \text{diag}(0.05, 0.5), P_{i} = [8.05, 2.90, 2.90, 3.48], R_{i} = 1, N = 5, H = 4, \)

\( h_{i} = 1.1, \Delta_{i} = 3.58 \) and \( \rho_{i} = 6.0 \). The terminal control law is \( \kappa_{i}(x_{i}) = [-0.87, -1.04]x_{i} \). The feedback control policy \( \mu_{i}(x_{i}) = \alpha_{i}x_{i} + b\|x_{i}\|^{2} + c \), where \( a, b, c \in \mathbb{R} \) are decision variables. The parametric uncertainties \( v_{i}(t) \) and external disturbances \( w_{i}(t) \) are 0.1 sin(t/4π) and 0.15 cos(t/3π), respectively.

G is described by \( N_{1} = \{2\}, N_{2} = \{1, 5\}, N_{3} = \{2, 4\}, N_{4} = \{3\}, N_{5} = \{2\} \). The initial states are given as follows:

\[ x_{1} = [1.5, 0.7]^{T}, x_{2} = [0.5, -1.1]^{T}, x_{3} = [-2.0, 0.5]^{T}, x_{4} = [0.7, -1.0]^{T}, x_{5} = [1.95, 0.0]^{T} \]

Fig. 2 depicts five agents’ state trajectories and triggering instants without communication delays under the P-DMPC method and ST-DMPC. The state trajectories of five agents with time-varying communication delays are shown in Fig. 3.

Let \( T := \sum_{i \in \mathcal{M}} T_{\text{sim}}/M_{s} \) denote the average sampling time, where \( s_{i} \) is total triggering times of agent \( i \) during the simulation time \( T_{\text{sim}} \). The control performance index is defined by \( J := \sum_{i \in \mathcal{M}} J_{i}/M_{i}, J_{i} = \sum_{t=0}^{T_{\text{sim}}} \|x_{i}(t)\|^{2} + \sum_{j \in N_{i}} \|x_{i}(t) - x_{j}(t)\|^{2} + \|u_{i}(t)\|^{2}R_{i} \). From Table 1, it can be seen that the communication load of MAS is significantly reduced by using ST-DMPC(-D) while achieving comparable control performance of P-DMPC.

VI. CONCLUSION

This paper proposed a self-triggered min-max DMPC for nonlinear perturbed MAS with communication delays. A novel consistency constraint was designed to force the deviation between the newest and previously predicted states to lie in a prescribed region. The proposed method significantly reduced the communication load with slightly affected closed-loop performance than the periodic DMPC method. As mentioned above, the control inputs were obtained by solving the min-max optimal control problem at triggering instants, which,
however, was the main limitation of the proposed method due to the lack of efficient solvers to the nonlinear min-max optimization problem. Future work will focus on reducing the computational burden of the min-max DMPC.
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