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Abstract. We formulate a dynamic problem which governs the displacement of a viscoelastic body which, on one hand, can come into frictional contact with a penetrable foundation, and, on the other hand, may undergo material damage. We formulate and prove the theorem on the existence and uniqueness of the weak solution to the formulated problem.

1. Introduction. This paper is a follow up of [15], [14], and [12]. We study an evolution of the displacement of a Kelvin–Voigt viscoelastic body which can come into contact with a foundation. We formulate an initial and boundary value problem which governs the unknown displacement \( u : \Omega \times [0, T] \to \mathbb{R}^d \), where \( d = 2, 3 \), \( \Omega \subset \mathbb{R}^d \) is the reference domain and \( T > 0 \) is the time during which the process takes place.

Additionally, we assume that the material from which the body is made, can be damaged, and the damage evolution is governed by the variational inequality, according to the model introduced by Frémond [10, 11]. According to this model, the damage is represented by a function \( \beta : \Omega \times [0, T] \to [0, 1] \), where the value 0 means that the body is fully damaged, and the value 1 means that it is not damaged at all. Such approach has been recently extensively studied for springs (see [2, 6]), beams (see [1, 18]) and for three-dimensional deformable solids (see [4, 12, 14, 19, 20, 25, 27]).

The contact conditions assumed here are the same as in [12]. The foundation is penetrable and the reaction force density depends on the penetration depth.
through so called normal compliance law. Moreover we consider here the generalized Coulomb friction law, where the friction force density depends on the slip rate through the multivalued relation given by the Clarke subdifferential of a certain locally Lipschitz and possibly nonconvex functional $j$. The friction law considered here is on one hand a generalization of Coulomb law of dry friction considered in [15], given by

$$\dot{\nu}(t) = 0 \Rightarrow \|\sigma(t)\|_{\mathbb{R}^d} \leq k|\sigma(\nu)|,$$

(1.1)

$$\dot{\nu}(t) \neq 0 \Rightarrow -\sigma(t) = k|\sigma(\nu)| \frac{\dot{\nu}(t)}{\|\dot{\nu}(t)\|_{\mathbb{R}^d}},$$

(1.2)

and on the other hand a generalization of a Tresca-type law considered in [14]

$$-\sigma(t) \in F(\dot{\nu}(t)).$$

(1.3)

Our friction law, considered already in [12], has the form

$$-\sigma(t) \in |\sigma(\nu)| F(\dot{\nu}(t)).$$

(1.4)

Such friction law is a generalization of both (1.1)–(1.2) and (1.3). First, similar as (1.1)–(1.2) it allows us to reflect the fact that the friction threshold, at which the passage from stick to slip phenomenon occurs, depends on the normal stress, in particular when there is no contact, i.e. when the stress is equal to zero, in contrast to (1.3), there is no friction in the model. Second, like (1.3), we can take nonmonotone $F$ and such choice leads to the nonmonotone dependence of the friction on the tangential velocity, which reflects the fact that kinetic friction is less than static friction, i.e. after the slip appears, there occurs the drop in friction value. For more information about the multivalued contact conditions and subdifferentials see the monographs [7, 8, 21, 22, 24, 26].

The novelty of this article with respect to [12] lies in the fact that while in [12] the model was assumed to be quasistatic, here we assume that it is dynamic, i.e., instead of the equilibrium equation

$$-\text{Div } \sigma(t) = f_0(t),$$

studied in [12], we consider the momentum equation

$$\ddot{u}(t) - \text{Div } \sigma(t) = f_0(t).$$

As it turns out, this, more general, model enables to remove the unnecessary restrictions of [12]: here we do not need neither presence on nontrivial clamped section of the domain boundary, nor the smallness assumption on the problem data (cf. assumption $H_0(f)$ in [12]).

The main result of this paper, Theorem 1, states the existence and uniqueness of the weak solution. Similar as in [14] and [12], the main ingredient of the proof is based on the introduction of auxiliary problems which are constructed such that the two unknowns, $u$ and $\beta$, are decoupled from each other, and application of fixed point argument of Banach type. However, we are able to simplify the proofs with respect to [12] and [14]: it turns out that in place of two fixed point arguments present in both above papers, it is sufficient to use only one fixed point argument.

The rest of the paper is structured as follows. The model is described in detail in Section 2. Its weak formulation as well as needed assumptions on the problem data are listed in Section 3. The main result of the paper, Theorem 1, which states the existence and uniqueness of the solution is proved in Section 4. Finally, in
Appendix, some mathematical notions and tools used throughout the article are recalled.

2. The model and assumptions. We study the evolution of the displacement of a viscoelastic body occupying a reference domain \( \Omega \subseteq \mathbb{R}^d \) (in applications \( d = 2, 3 \)) with a \( C^{0,1} \) boundary \( \partial \Omega \). The boundary of \( \Omega \) denoted by \( \partial \Omega \) is divided into three mutually disjoint and relatively open sets \( \Gamma_D, \Gamma_C, \) and \( \Gamma_N \) such that \( \Gamma_D \cup \Gamma_N \cup \Gamma_C = \partial \Omega \) and each of them may be possibly an empty set. The body is clamped on \( \Gamma_D \) and surface tractions of density \( f_N \) act on \( \Gamma_N \). The part of surface that can be in contact with the foundation is \( \Gamma_C \) and the gap given by \( g \) is measured along the outward normal. We assume that the volume forces of density \( f \) act in \( \Omega \). We denote by \( [0,T] \) the time interval of interest, with \( T > 0 \), and use the notation \( Q = \Omega \times (0,T) \).

On the contact boundary \( \Gamma_C \) we assume the normal compliance condition, where the normal stress depends on the normal displacement through the function \( p \) and, in tangential direction, a subdifferential Coulomb friction condition. The process is assumed to be dynamic and we use the Kelvin–Voigt viscoelastic constitutive law with damage effect. The function \( \beta : Q \to \mathbb{R} \) which attains values between 0 and 1 is used to describe the damage, where value 0 means that the material is fully destroyed and value 1 means that it is not destroyed at all. The damage function \( \beta \) is governed by a parabolic differential inclusion and satisfies a homogeneous Neumann boundary condition.

The model is given as follows.

**Problem P:** Find a displacement field \( u : Q \to \mathbb{R}^d \), a stress field \( \sigma : Q \to \mathbb{S}^d \) and a damage function \( \beta : Q \to \mathbb{R} \), such that for all \( t \in (0,T) \) we have

\[
\begin{align*}
\sigma(t) &= \mathcal{A}(\varepsilon(\dot{u}(t))) + \mathcal{G}(\varepsilon(u(t)), \beta(t)) \quad \text{in} \; \Omega, \\
\dot{u}(t) - \text{Div} \; \sigma(t) - f_0(t) &= 0 \quad \text{in} \; \Omega, \\
\dot{\beta}(t) - \kappa \Delta \beta(t) + \partial \psi_{[0,1]}(\beta(t)) &\ni \phi(t, \varepsilon(u(t)), \beta(t)) \quad \text{in} \; \Omega, \\
\frac{\partial \beta(t)}{\partial \nu} &= 0 \quad \text{on} \; \partial \Omega, \\
u(t) &= 0 \quad \text{on} \; \Gamma_D, \\
\sigma(t) \nu &= f_N(t) \quad \text{on} \; \Gamma_N, \\
- \sigma_{\nu}(t) &= p(u_{\nu}(t) - g) \quad \text{on} \; \Gamma_C, \\
- \sigma_{\tau}(t) &\in [\sigma_{\nu}(t)] \partial \nu(u_{\tau}(t)) \quad \text{on} \; \Gamma_C, \\
u(0) &= u_0, \quad \dot{u}(0) = u_1, \quad \beta(0) = \beta_0 \quad \text{in} \; \Omega.
\end{align*}
\]

Here, \( \mathbb{S}^d \) denotes the space of second-order symmetric \( d \times d \) matrices, \( \nu \) represents the unit outward normal on \( \partial \Omega \), \( \partial \beta/\partial \nu \) is the normal derivative on \( \partial \Omega \), \( \sigma_{\nu} \) and \( \sigma_{\tau} \) stand for the normal and tangential components of \( \sigma \nu \) on \( \Gamma_C \), respectively, and \( u_\nu \) and \( u_\tau \) are the normal and tangential components of displacement \( u \) and velocity \( \dot{u} \) on \( \Gamma_C \), respectively. The linearized strain tensor is given as the symmetric part of the displacement gradient \( \varepsilon(u) = \frac{1}{2} (\nabla u + \nabla u^T) \), and the divergence operator is given by

\[
\text{Div} \; \sigma = \left( \sum_{i=1}^{d} \frac{\partial \sigma_{ij}}{\partial x_j} \right)_{i=1,...,d}.
\]
By $\partial \psi_{[0,1]}$ we denote the convex subdifferential of $\psi$, the indicator function of $[0,1]$, and by $\partial j$ we mean the Clarke subdifferential of $j$.

The viscoelastic constitutive law (2.1) depends on the velocity through the nonlinear viscosity operator $A: \Omega \times \mathbb{S}^d \to \mathbb{S}^d$ which satisfies the following assumptions

$H(A)(a)$ $A(\cdot, \varepsilon)$ is measurable on $\Omega$ for all $\varepsilon \in \mathbb{S}^d$;

$H(A)(b)$ $A(x, \cdot)$ is continuous on $\mathbb{S}^d$ for a.e. $x \in \Omega$;

$H(A)(c)$ there exist $a_0 \in L^2(\Omega)$, $a_0 \geq 0$ and $a_1 > 0$ such that

$$\|A(x, \varepsilon)\|_{\mathbb{S}^d} \leq a_0(x) + a_1 ||\varepsilon||_{\mathbb{S}^d}$$

for every $\varepsilon \in \mathbb{S}^d$ and a.e. $x \in \Omega$;

$H(A)(d)$ there exists $m_A > 0$ such that

$$(A(x, \varepsilon_1) - A(x, \varepsilon_2)) \cdot (\varepsilon_1 - \varepsilon_2) \geq m_A ||\varepsilon_1 - \varepsilon_2||_{\mathbb{S}^d}^2$$

for every $\varepsilon_1, \varepsilon_2 \in \mathbb{S}^d$ and a.e. $x \in \Omega$;

$H(A)(e)$ $A(x, 0) = 0$ for a.e. $x \in \Omega$.

Dependence of constitutive law (2.1) on the displacement holds through the nonlinear elasticity operator $G: \Omega \times \mathbb{S}^d \times \mathbb{R} \to \mathbb{S}^d$, which also includes effect of material damage. It satisfies the assumptions

$H(G)(a)$ $G(\cdot, \varepsilon, \beta)$ is measurable on $\Omega$ for all $\varepsilon \in \mathbb{S}^d$, $\beta \in \mathbb{R}$;

$H(G)(b)$ there exists $L_G > 0$ such that

$$\|G(x, \varepsilon_1, \beta_1) - G(x, \varepsilon_2, \beta_2)\|_{\mathbb{S}^d} \leq L_G (||\varepsilon_1 - \varepsilon_2||_{\mathbb{S}^d} + |\beta_1 - \beta_2|)$$

for all $\varepsilon_1, \varepsilon_2 \in \mathbb{S}^d$, $\beta_1, \beta_2 \in \mathbb{R}$ and a.e. $x \in \Omega$;

$H(G)(c)$ $G(\cdot, 0, 0) \in L^2(\Omega, \mathbb{S}^d)$.

We note that as the main focus of the article is put on the conditions on $\Gamma_C$, the assumptions on $A$ and $G$ are rather strong and standard. Since we assume that the process is dynamic, we use the equation (2.2) to describe the evolution of the mechanical state of the body. One of the novelties of the present paper with respect to [12] is that we consider the extra term $\bar{u}(t)$ in (2.2). The damage process is described here exactly as in [12, 14], namely, the evolution of the damage function $\beta$ is described by the parabolic inclusion (2.3) with the damage source function $\phi: Q \times \mathbb{S}^d \times \mathbb{R} \to \mathbb{R}$ and boundary condition (2.4). We make the following assumptions on the function $\phi$.

$H(\phi)(a)$ $\phi(\cdot, \varepsilon, \beta)$ is measurable on $Q$ for all $\varepsilon \in \mathbb{S}^d$, $\beta \in \mathbb{R}$;

$H(\phi)(b)$ there exists $L_\phi > 0$ such that

$$|\phi(x, t, \varepsilon_1, \beta_1) - \phi(x, t, \varepsilon_2, \beta_2)| \leq L_\phi (||\varepsilon_1 - \varepsilon_2||_{\mathbb{S}^d} + |\beta_1 - \beta_2|)$$

for all $\varepsilon_1, \varepsilon_2 \in \mathbb{S}^d$, $\beta_1, \beta_2 \in \mathbb{R}$ and a.e. $(x, t) \in Q$;

$H(\phi)(c)$ $\phi(x, \cdot, \cdot, \beta)$ is continuous on $[0, T]$ for all $\varepsilon \in \mathbb{S}^d$, $\beta \in \mathbb{R}$ and a.e. $x \in \Omega$;

$H(\phi)(d)$ $|\phi(x, t, 0, 0)| \leq \bar{\phi}(x)$ for all $t \in [0, T]$ and almost all $x \in \Omega$ where $\bar{\phi} \in L^2(\Omega)$.

Equations (2.5) and (2.6) represent the displacement and traction boundary conditions, respectively. Contact conditions here are the same as in [12]: the normal compliance condition (2.7), and the generalized Coulomb friction law (2.8). The normal compliance function $p: \Gamma_C \times \mathbb{R} \to [0, \infty)$ present in (2.7) is assumed to satisfy the following assumptions.

$H(p)(a)$ $p(\cdot, r)$ is measurable on $\Gamma_C$ for all $r \in \mathbb{R}$;

$H(p)(b)$ there exists $L_v > 0$ such that

$$|p(x, r_1) - p(x, r_2)| \leq L_v |r_1 - r_2|$$

for every $r_1, r_2 \in \mathbb{R}$ and a.e. $x \in \Gamma_C$;

$H(p)(c)$ $p(\cdot, r) = 0$ for $r \leq 0$ on $\Gamma_C$;

$H(p)(d)$ $p(\cdot, r) \leq c_p$ for all $r > 0$ on $\Gamma_C$ with a constant $c_p > 0$. 


The friction potential \( j: \Gamma_C \times \mathbb{R}^d \to \mathbb{R} \) present in (2.8) satisfies.

\( H(j)(a) \) \( j(\cdot, \xi) \) is measurable on \( \Gamma_C \) for all \( \xi \in \mathbb{R}^d \);

\( H(j)(b) \) \( j(x, \cdot) \) is Lipschitz on \( \mathbb{R}^d \) with a constant \( c_r > 0 \) for a.e. \( x \in \Gamma_C \);

\( H(j)(c) \) the one sided Lipschitz constant given by

\[
L(x, \partial j) = \inf_{\xi_1, \xi_2 \in \mathbb{R}^d, \xi_1 \neq \xi_2} \frac{(\eta_2 - \eta_1) \cdot (\xi_2 - \xi_1)}{\|\xi_2 - \xi_1\|^2_{\mathbb{R}^d}}
\]

satisfies \( L(x, \partial j) \geq -L_r \) on \( \Gamma_C \), for certain \( L_r \geq 0 \).

We remark that by \( \partial j(x, \xi) \) we mean the Clarke subdifferential of \( j \) taken with respect to the second variable \( \xi \). Note that \( H(j)(b) \) implies that

\[
\max_{\eta \in \partial j(x, \xi)} \|\eta\|_{\mathbb{R}^d} \leq c_r \text{ for all } \xi \in \mathbb{R}^d \text{ and for a.e. } x \in \Gamma_C.
\] (2.10)

Often, for the sake of the ease of notation we do not write explicitly the dependence of various quantities on the variable \( x \), i.e. in place of \( j(x, \xi) \) we write only \( j(\xi) \).

**Remark 1. (a)** Every convex function \( j: \mathbb{R}^d \to \mathbb{R} \) satisfies assumption \( H(j)(c) \) with \( L_r = 0 \).

**Remark 1. (b)** The condition \( H(j)(c) \) is equivalent to the fact that the functional \( j(x, \cdot) + L_r \frac{\|\cdot\|^2_{\mathbb{R}^d}}{2} \) is convex, or, equivalently, the multivalued map of \( \xi \to \partial j(x, \xi) + L_r \xi \) is monotone.

**Remark 1. (c)** In contrast to the quasistatic case (see Gasiński-Kalita [12]) no smallness assumption on the problem constants: \( c_p, L_r \) and \( m_A \) is needed.

Finally, the initial conditions for displacement, velocity, and damage are given by (2.9).

### 3. Notation and weak formulation

By \( V \) we denote the closed subspace of \( H^1(\Omega)^d \), given by

\[
V = \left\{ v \in H^1(\Omega)^d : v = 0 \text{ a.e. on } \Gamma_D \right\},
\]

where \( \Gamma_D \subset \partial \Omega \) is possibly empty. Since \( \partial \Omega \) is Lipschitz, the Korn inequality holds (see, e.g., [3])

\[
\|v\|^2_{H^1(\Omega)^d} + \|\varepsilon(v)\|^2_{L^2(\Omega;\mathbb{S}^d)} \geq c\|v\|^2_{H^1(\Omega)^d} \quad \text{for all } v \in V,
\]

(3.1)

where, here and below, \( c \) represents a positive constant, which may change from line to line and may depend on the data. We define the seminorm and norm on \( V \) by

\[
|v|_V = \|\varepsilon(v)\|_{L^2(\Omega;\mathbb{S}^d)}, \quad \|v\|^2_V = |v|^2_V + \|v\|^2_{L^2(\Omega)^d} \quad \text{for all } u \in V.
\]

(3.2)

It follows that \( \|\cdot\|_{H^1(\Omega)^d} \) and \( \|\cdot\|_V \) are equivalent norms on \( V \). Whenever we refer to measurability or measure on subsets of \( \partial \Omega \) we mean the \( d-1 \) dimensional Hausdorff measure which we denote by \( \text{meas}_{d-1} \). Moreover, for a measurable set \( \Gamma \subset \partial \Omega \) we denote by \( \gamma_{\Gamma}: V \to L^2(\Gamma)^d \) the trace operator, by \( \|\gamma_{\Gamma}\| \) its norm in \( L^2(\Gamma)^d \), and by \( \gamma_{\Gamma}^*: L^2(\Gamma)^d \to V^* \) the adjoint operator to \( \gamma_{\Gamma} \).

The indices \( i \) and \( j \) always run between 1 and \( d \) and the summation convention over repeated indices is used. In \( \mathbb{R}^d \) by \( \mathbf{u} \cdot \mathbf{v} = u_i v_i \), we denote the inner product and by \( \|v\|_{\mathbb{R}^d} = \sqrt{v \cdot v} \) the euclidean norm. On \( \mathbb{S}^d \) we use the inner product \( \sigma \cdot \tau = \sigma_{ij} \tau_{ij} \) and the associated norm \( \|\tau\|_{\mathbb{S}^d} = \sqrt{\tau \cdot \tau} \).
For an element \( v \in H^1(\Omega)^d \) we denote by \( v \) its trace on \( \partial \Omega \) and by \( v_\nu = v \cdot \nu \) and \( v_\tau = v - v_\nu \nu \) its normal and tangential components on the boundary.

The following Green formula holds for smooth functions \( \sigma : \Omega \to \mathbb{S}^d \) and \( v : \Omega \to \mathbb{R}^d \)

\[
(\sigma, \varepsilon(v))_{L^2(\Omega; \mathbb{S}^d)} + (\text{Div} \sigma, v)_{L^2(\Omega)^d} = \int_{\partial \Omega} \sigma \nu \cdot v \, dS. \tag{3.3}
\]

Finally, for a real Hilbert space \((X, \| \cdot \|_X)\) we use the standard notation for Bochner–Lebesgue space \( L^2(0, T; X) \), Bochner–Sobolev space \( H^1(0, T; X) \) and space of vector-valued continuous functions \( C([0, T]; X) \).

We now derive the variational formulation of Problem P. We consider the function \( f : (0, T) \to V^* \), given by

\[
\langle f(t), v \rangle_{V^* \times V} = (f_0(t), v)_{L^2(\Omega)^d} + (f_N(t), \gamma_{\Gamma_N} v)_{L^2(\Gamma_N)^d} \text{ for all } v \in V \text{ a.e. } t \in [0, T],
\]

and the set of admissible damage functions

\( \mathcal{X} = \{ \zeta \in H^1(\Omega) : 0 \leq \zeta \leq 1 \text{ a.e. in } \Omega \} \).

Assume that \((u, \sigma, \beta)\) are sufficiently smooth functions that solve \((2.1)-(2.9)\), \( v \in V, \zeta \in \mathcal{X} \) and \( t \in [0, T] \). First we use the equation of motion \((2.2)\) and the Green formula \((3.3)\) to obtain

\[
\langle \bar{u}(t), v \rangle_{V^* \times V} + (\sigma(t), \varepsilon(v))_{L^2(\Omega; \mathbb{S}^d)} = (f_0(t), v)_{L^2(\Omega)^d} + \int_{\partial \Omega} \sigma(t) \nu \cdot v \, dS. \tag{3.5}
\]

Taking into account the boundary conditions \((2.5)-(2.8)\), in a standard way, we obtain

\[
\int_{\partial \Omega} \sigma(t) \nu \cdot v \, dS = \int_{\Gamma_N} f_N(t) \cdot v \, dS
\]

\[
- \int_{\Gamma_C} p(u_\nu(t) - g)v_\nu \, dS - \int_{\Gamma_C} p(u_\nu(t) - g)\xi(t) \cdot \nu \, dS, \tag{3.6}
\]

for \( \xi(t) \in S^2_{\partial j(\bar{u}^e(t))} \) (for a multifunction \( F : \Gamma_C \to 2^{\mathbb{R}^d} \) we use the symbol \( S^2_{\partial j(\cdot)} \) to denote all of its selections of class \( L^2(\Gamma_C)^d \)). Hence, using \((3.6)\) and \((3.4)\) in \((3.5)\), we have

\[
\langle \bar{u}(t), v \rangle_{V^* \times V} + (\sigma(t), \varepsilon(v))_{L^2(\Omega; \mathbb{S}^d)}
\]

\[
+ \int_{\Gamma_C} p(u_\nu(t) - g)v_\nu \, dS + \int_{\Gamma_C} p(u_\nu(t) - g)\xi(t) \cdot \nu \, dS = \langle f(t), v \rangle_{V^* \times V}.
\]

Next, using the definition of the subdifferential of the indicator function \( \psi_{[0,1]} \) and integration by parts, we see that

\[
0 \geq (\phi(t, \varepsilon(u(t)), \beta(t)) - \beta(t), \zeta - \beta(t))_{L^2(\Omega)^d} - \kappa(\nabla \beta(t), \nabla \zeta - \nabla \beta(t))_{L^2(\Omega)^d}.
\]

Collecting these relations and inequalities leads to the following weak formulation of Problem P.

**Problem P**: Find \( \beta \in H^1(0, T; L^2(\Omega)) \cap L^2(0, T; H^1(\Omega)), u \in L^2(0, T; V) \) with \( u \in L^2(0, T; \mathbb{R}^d) \) and \( \bar{u} \in L^2(0, T; V^*) \), \( \sigma \in L^2(0, T; L^2(\Omega; \mathbb{S}^d)) \), and \( \xi \in \mathcal{X} \),
$L^2(0,T;L^2(\Gamma_C)^d)$ such that
\[
\sigma(t) = \mathcal{A}(\varepsilon(\dot{u}(t))) + \mathcal{G}(\varepsilon(u(t)), \beta(t)), \tag{3.7}
\]
\[
\langle \ddot{u}(t), v \rangle_{V^* \times V} + (\sigma(t), \varepsilon(v))_{L^2(\Omega;\mathbb{S}^d)} + \int_{\Gamma_C} p(u_\nu(t) - g)v_\nu \, dS \\
+ \int_{\Gamma_C} p(u_\nu(t) - g)\xi(t) \cdot v_\nu \, dS = \langle f(t), v \rangle_{V^* \times V}
\text{ for all } v \in V \text{ and a.e. } t \in (0,T), \tag{3.8}
\]
\[
\xi(t) \in S^2_{\partial_j(\dot{u}_\nu(t))} \text{ for a.e. } t \in (0,T); \tag{3.9}
\]
\[
(\dot{\beta}(t), \zeta - \beta(t))_{L^2(\Omega)} + \kappa(\nabla \beta(t), \nabla \zeta - \nabla \beta(t))_{L^2(\Omega)^d} \\
\geq (\phi(t, \varepsilon(u(t)), \beta(t)), \zeta - \beta(t))_{L^2(\Omega)}
\text{ for all } \zeta \in \mathcal{K} \text{ and a.e. } t \in (0,T), \tag{3.10}
\]
\[
u(t) = u_0, \quad \dot{u}(0) = u_1, \quad \beta(0) = \beta_0. \tag{3.12}
\]

4. Existence and uniqueness results. The main existence result of this paper is the following.

**Theorem 1.** In addition to the hypotheses stated in Section 2, assume that $u_0 \in V$, $u_1 \in L^2(\Omega)^d$, $\beta_0 \in \mathcal{K}$, $f_0 \in L^2(0,T;L^2(\Omega)^d)$, $J_{N} \in L^2(0,T;L^2(\Gamma_N)^d)$, $g \in L^\infty(\Gamma_C)$, $g \geq 0$. Then Problem $\mathcal{P}_V$ admits a unique solution $(u, \sigma, \xi, \beta)$.

The proof of the above theorem is based on the fixed point theorem of Banach type (see Theorem 3). The proof also simplifies the method used in Gasiński-Ochal-Shillor [14] and Gasiński-Kalita [12] for quasistatic problems, namely, in contract to the above papers, it turns out that only one step of the fixed point procedure is sufficient in the proof. For this reason we formulate two auxiliary problems (for displacement and damage separately) and we prove the existence and uniqueness of their solutions. First, let us assume that the elastic part of the stress $\eta \in C([0,T];L^2(\Omega;\mathbb{S}^d))$, the friction term $z \in C([0,T];L^2(\Gamma_C))$ and the damage source function $\theta \in C([0,T];L^2(\Omega))$ are given, and consider the following two auxiliary problems, one for the displacement and another one, for the damage function.

**Problem $\mathcal{P}_{\eta}^\xi$:** Find $\sigma_{\eta} \in L^2(0,T;L^2(\Omega;\mathbb{S}^d))$ and $u_{\eta} \in L^2(0,T;V)$ with $\dot{u}_{\eta} \in L^2(0,T;V^*)$ such that
\[
\sigma_{\eta}(t) = \mathcal{A}(\varepsilon(\dot{u}_{\eta}(t))) + \eta(t), \tag{4.1}
\]
\[
\langle \ddot{u}_{\eta}(t), v \rangle_{V^* \times V} + (\sigma_{\eta}(t), \varepsilon(v))_{L^2(\Omega;\mathbb{S}^d)} + \int_{\Gamma_C} p(u_\nu(t) - g)v_\nu \, dS \\
+ \int_{\Gamma_C} p(u_\nu(t) - g)\xi(t) \cdot v_\nu \, dS = \langle f(t), v \rangle_{V^* \times V}
\text{ for all } v \in V \text{ and a.e. } t \in (0,T), \tag{4.2}
\]
\[
\xi(t) \in S^2_{\partial_j(\dot{u}_\nu(t))} \text{ for a.e. } t \in (0,T), \tag{4.3}
\]
\[
u_{\eta}(0) = u_0, \quad \dot{u}_{\eta}(0) = u_1. \tag{4.4}
\]
Proposition 1. Under the hypotheses of Theorem 1, for every \( \eta \in C([0,T]; L^2(\Omega; S^d)) \) and \( z \in C([0,T]; L^2(\Gamma_C)) \), Problem \( P_{z\eta} \) admits a unique solution.

Proof. The existence of a solution to Problem \( P_{z\eta} \) follows from the abstract existence result of Theorem 4. For this purpose let \( U := L^2(\Gamma_C)^d \), \( H := L^2(\Omega)^d \), \( A: V \to V^* \) be given by (4.9), \( F: (0,T) \times U \to 2^{U^*} \) be defined by
\[
F(t,y) = \{ \kappa \in U : \kappa = p(z(t))\xi \text{ for some } \xi \in S^2_{\partial j}(y) \} \quad \text{for all } (t,y) \in (0,T) \times U.
\]
Let \( \iota: V \to L^2(\Gamma_C)^d \) be defined by \( \iota(v) = v_\tau \) on \( \Gamma_C \). This is a compact operator and its Nemytskii operator \( \iota: M^{2,2}(0,T; V; V^*) \to L^2(0,T; L^2(\Gamma_C)^d) \) is compact too (see the discussion in Section 8 of [16]). Now Problem \( P_{z\eta} \) can be equivalently formulated as:

Problem \( P_{z\eta} \): Find \( \eta \in C([0,T]; L^2(\Omega; S^d)) \) and \( z \in C([0,T]; L^2(\Gamma_C)) \) such that
\[
\dot{z}(t) + A(z(t)) + \iota^* F(t, \iota z(t)) \ni \bar{f}(t) \quad \text{for a.e. } t \in (0,T),
\]
\[
z(0) = u_1.
\]

To apply Theorem 4, we need to check hypotheses \( H(A), H(F), H_0 \) and \( H(U) \) (see the Appendix). It suffices to check \( H(A) \) and \( H(F) \). Verification of these hypotheses is technical, however, for the exposition completeness, we provide it here.

By hypothesis \( H(A)(c) \) we get that \( A \) is bounded and

\[
\|A(u)\|_{V^*} = \sup_{\|v\|_V = 1} \langle A(u), v \rangle_{V^* \times V} = \sup_{\|v\|_V = 1} \langle A(\varepsilon(u)), \varepsilon(v) \rangle_{L^2(\Omega; \mathbb{R}^d)} \\
\leq \sup_{\|v\|_V = 1} (\|a_0\|_{L^2(\Omega)} + a_1 \|u\|_V) \|v\|_V = \|a_0\|_{L^2(\Omega)} + a_1 \|u\|_V \quad \text{for} \quad u \in V.
\]

Next, by hypotheses \( H(A)(d) \) and \( (e) \), we get that the operator \( A \) is coercive in the sense that

\[
\langle A(u), u \rangle_{V^* \times V} \geq m_A \|u\|^2_V = m_A (\|u\|^2_V - \|u\|^2_H) \quad \text{for} \quad u \in V. \tag{4.15}
\]

Moreover, the operator \( A \) is monotone (by hypothesis \( H(A)(c) \)), and, finally, \( A \) is continuous (by a standard argument which uses \( H(A)(b), H(A)(c) \), and the Lebesgue dominated convergence theorem), i.e., if the sequence \( \{u_n\}_{n \geq 1} \subseteq V \) is such that \( u_n \to u \) in \( V \), then \( A(u_n) \to A(u) \) in \( V^* \). Since the operator \( A \) is bounded, monotone and hemicontinuous, it is also pseudomonotone (see [21, Theorem 3.69(i)]). So, hypotheses \( H(A) \) are satisfied.

Next, we check hypotheses \( H(F) \). For a fixed \( y \in U \), the set \( S^2_{\partial j}(y) \) is convex (as the values of the Clarke subdifferential are convex) and bounded, see (2.10). Moreover, from Theorem 5.6.39 of [8] it follows that this set is nonempty. For any \((t, y) \in (0, T) \times U \), the set \( F(t, y) \) is obviously nonempty and convex. We need to show that it is also closed. Let \( \{\kappa_n\}_{n \geq 1} \subseteq F(t, y) \) be a sequence such that \( \kappa_n \to \kappa \) in \( L^2(\Gamma_C)^d \). Then, for each \( n \geq 1 \), we can find \( \xi_n \in S^2_{\partial j}(y) \) such that \( \kappa_n = p(z(t))\xi_n \).

As the set \( S^2_{\partial j}(y) \) is bounded, passing to a subsequence if necessary, we may assume that \( \xi_n \to \xi \) weakly in \( U \) for some \( \xi \in U \). As \( p(z(t)) \in L^\infty(\Gamma_C) \) it holds

\[
(p(z(t))\xi_n, w)_V \to (p(z(t))\xi, w)_V \quad \text{for all} \quad w \in U,
\]

so \( \kappa = p(z(t))\xi \). We must prove that \( \xi \in S^2_{\partial j}(y) \), for which it suffices to show that \( \xi(x) \in \partial j(x, y(x)) \) for a.e. \( x \in \Gamma_C \). Using Proposition 4 and the bound (2.10) it follows that

\[
\xi(x) \in \text{conv} \left( \limsup_{n \to \infty} \{\xi_n(x)\} \right) \quad \text{for a.e.} \quad x \in \Gamma_C,
\]

where \( \limsup_{n \to \infty} \) is the Kuratowski-Painlevé upper limit of sets in \( \mathbb{R}^d \). Furthermore

\[
\text{conv} \left( \limsup_{n \to \infty} \{\xi_n(x)\} \right) \subset \text{conv} \left( \limsup_{n \to \infty} \partial j(x, y(x)) \right) = \partial j(x, y(x)),
\]

for a.e. \( x \in \Gamma_C \) and the assertion follows. The proof of closedness, and of \( H(F)(ii) \), is complete.

Fix \( y \in U \). For \( t \in (0, T) \), let us define \( N(t) = F(t, y) \). We need to check that the multifunction \( t \mapsto N(t) \) is measurable. For this purpose, as it has weakly compact, convex values, it is enough to show that for any \( h \in U \), the corresponding support function

\[
(0, T) \ni t \mapsto \sigma(h, N(t)) = \sup_{\kappa \in N(t)} \int_{\Gamma_C} h(x) \cdot \kappa(x) \, dx
\]
is measurable (see for example Theorem 3.6 in [21]). Because the set $S^2_{\partial j}(y)$ is separable and metrizable for the weak topology (see for example Theorem 3.6.17 in [8]), we can choose a weakly dense sequence $\{\xi_n\}_{n \geq 1} \subseteq S^2_{\partial j}(y)$. Then we have

$$
\sigma(h, N(t)) = \sup_{\kappa \in N(t)} \int_{\Gamma_C} h \cdot \kappa \, dS
$$

$$
= \sup_{\xi \in S^2_{\partial j}(y)} \int_{\Gamma_C} h \cdot (p(z(t))\xi) \, dS
$$

$$
= \sup_{n \geq 1} \int_{\Gamma_C} h \cdot (p(z(t))\xi_n) \, dS.
$$

But for each $n \geq 1$, the function $t \mapsto \int_{\Gamma_C} h(x) \cdot \xi_n(x) p(x, z(x, t)) \, dS$ is measurable. Thus, the function $t \mapsto \sigma(h, N(t))$ is measurable. This proves the measurability of $F(\cdot, y)$, so hypothesis $H(F)(i)$ holds.

Fix $t \in (0, T)$. We need to show that the multifunction $F(t, \cdot)$ is $(s-U) \times (w-U)$-upper semicontinuous. For this purpose, first observe that the graph of $F(t, \cdot): U \rightarrow 2^U$ is sequentially $(s-U) \times (w-U)$-closed. Indeed, let $\{y_n\}_{n \geq 1} \subseteq U$ be a sequence such that $y_n \rightarrow y$ in $U$, let $\kappa_n \in F(t, y_n)$ for $n \geq 1$ and assume that $\kappa_n \rightarrow \kappa$ weakly in $U$. From the definition of $F$, we see that for each $n \geq 1$ there exists $\xi_n \in S^2_{\partial j}(y_n)$ such that $\kappa_n = p(z(t))\xi_n$. Since, by (2.10), we have $\|\xi_n\|_{L^\infty(\Gamma_C)} \leq c_t$, it follows that $\{\xi_n\}$ is bounded also in $U$ and, for a subsequence, still denoted by the same notation,

$$
\xi_n \rightarrow \xi \text{ weakly in } U
$$

for certain $\xi \in U$. As $p(z(t)) \in L^\infty(\Gamma_C)$, we have $(\kappa_n, w)_U = (p(z(t))\xi_n, w)_U \rightarrow (p(z(t))\xi, w)_U = (\kappa, w)_U$. We must show that $\xi \in S^2_{\partial j}(y)$. To this end it suffices to prove that $\xi(x) \in \partial j(x, y(x))$ for a.e. $x \in \Gamma_C$. The bound (2.10) as well as Proposition 4 imply that

$$
\xi(x) \in \overline{\text{conv}}(\limsup_{n \rightarrow \infty} \{\xi_n(x)\}) \subset \overline{\text{conv}}(\limsup_{n \rightarrow \infty} \partial j(x, y_n(x)))
$$

for a.e. $x \in \Gamma_C$. Since, by Proposition 3, the multifunction $\partial j(x, \cdot)$ has closed graph, the pointwise convergence $y_n(x) \rightarrow y(x)$ of a subsequence implies that

$$
\overline{\text{conv}}(\limsup_{n \rightarrow \infty} \partial j(x, y_n(x))) \subset \overline{\text{conv}} \partial j(x, y(x)) = \partial j(x, y(x)) \text{ for a.e. } x \in \Gamma_C.
$$

This proves the $(s-U) \times (w-U)$-closedness of $\text{Gr} F(t, \cdot)$. Now, let $\{(y_n, \kappa_n)\}_n$ be a net in $\text{Gr} F(t, \cdot)$ such that $y_n \rightarrow y$ strongly in $U$. From this net we can choose a convergent (countable) subsequence $\{y_n\}$ such that $y_n \rightarrow y$ strongly in $U$. From the bound on $\partial j$, cf. (2.10), we see that the corresponding sequence $\{\kappa_n\}_{n \geq 1}$ is bounded, thus passing to a next subsequence if necessary, we may assume that $\kappa_n \rightarrow \kappa$ weakly in $U$ for some $\kappa \in U$. But we have shown that $\text{Gr} F(t, \cdot)$ is sequentially $(s-U) \times (w-U)$-closed. Thus $\kappa \in F(t, y)$. So, the net $\{\kappa_n\}_n$ has a $w-U$ cluster point in $F(t, y)$. Now using Proposition 5 we see that $F(t, \cdot)$ is upper semicontinuous in appropriate topologies. This proves hypothesis $H(F)(iii)$.

Finally, for $(t, y) \in (0, T) \times U$, we have

$$
\inf_{\kappa \in F(t, y)} (\kappa, y)_U = \inf_{\kappa \in F(t, y)} \int_{\Gamma_C} \kappa \cdot y \, dS
$$

$$
= \inf_{\xi \in S^2_{\partial j}(y)} \int_{\Gamma_C} p(z(t))\xi \cdot y \, dS
$$

...
\[ \geq - \int_{\Gamma_C} c_p c_\tau \| y \|_{\mathbb{R}^d} dS \geq -\varepsilon \| y \|_{L_1}^2 - c(\varepsilon) \]

(see hypothesis \( H(p)(d) \) and the bound (2.10)), for some constant \( c(\varepsilon) > 0 \), where \( \varepsilon > 0 \) is chosen small enough as it is needed in hypothesis \( H(F)(iv) \). Also, for \( \kappa \in F(t, y) \), we have

\[ \| \kappa \|_{L_1}^2 \leq \int_{\Gamma_C} |p(z(t))\xi|_{\mathbb{R}^d}^2 dS \leq c_p^2 c_\tau^2 (\text{meas}_{d-1}(\Gamma_C))^2, \]

where \( \xi \in S_{\partial\Omega}^2(y) \) is such that \( \kappa = p(z(t))\xi \). Thus all requirements of hypothesis \( H(F)(iv) \) are satisfied.

Now we can use Theorem 4 to conclude that Problem \( P_{z\eta} \) admits a solution \( w_{z\eta} \).

To show the uniqueness of the solution of Problem \( P_{z\eta} \), let \( w_{z\eta}^1 \) and \( w_{z\eta}^2 \) be two such solutions, with the corresponding selections \( \xi^1 \in S_{\partial\Omega}^2(w_{z\eta}^1) \), \( \xi^2 \in S_{\partial\Omega}^2(w_{z\eta}^2) \). Subtracting equation (4.10) for \( w_{z\eta}^1 \) and \( w_{z\eta}^2 \), we obtain

\[ \langle w_{z\eta}^1(t) - w_{z\eta}^2(t), v \rangle_{\mathcal{V}^* \mathcal{V}} + (A(\varepsilon(w_{z\eta}^1(t))) - A(\varepsilon(w_{z\eta}^2(t))), \varepsilon(v))_{L^2(\Omega; \mathbb{R}^d)} + \int_{\Gamma_C} p(z(t)) (\xi(t) - \xi(t)) \cdot v, dS = 0 \quad \text{for all } v \in \mathcal{V} \text{ and a.e. } t \in (0, T). \]

Taking as a test function \( v = w_{z\eta}^1(t) - w_{z\eta}^2(t) \) and using hypothesis \( H(A)(d) \), we get

\[ \frac{1}{2} \frac{d}{dt} \| w_{z\eta}^1(t) - w_{z\eta}^2(t) \|^2_{L_1} + \int_{\Omega} m_A \| \varepsilon(w_{z\eta}^1(t) - w_{z\eta}^2(t)) \|^2 dx + \int_{\Gamma_C} p(z(t)) (\xi(t) - \xi(t)) \cdot (w_{z\eta}^1(t) - w_{z\eta}^2(t)) dS \leq 0 \quad \text{for a.e. } t \in (0, T). \]

Next, using hypotheses \( H(p)(d) \) and \( H(j)(c) \), we have

\[ \frac{d}{dt} \| w_{z\eta}^1(t) - w_{z\eta}^2(t) \|^2_{L_1} + 2m_A \| w_{z\eta}^1(t) - w_{z\eta}^2(t) \|^2_{\mathcal{V}} - 2L c_p \| \gamma(w_{z\eta}^1(t) - w_{z\eta}^2(t)) \|^2_{(\Gamma_C; \mathbb{R}^d)} \leq 0 \quad \text{for a.e. } t \in (0, T). \]

We use the following trace inequality, which is a consequence of the fact that the trace operator is defined on \( H^{1-\delta}(\Omega)^d \), where \( \delta \in (0, 1/2) \), the embedding \( V \subset H^{1-\delta}(\Omega)^d \) is compact, and of the Ehrlich lemma (cf., e.g., Lemma 7.6 in [23])

\[ \| \gamma v \|^2_{(\Gamma_C; \mathbb{R}^d)} \leq \varepsilon |v|^2_{\mathcal{V}} + C(\varepsilon) \| v \|^2_{L_1} \quad \text{for } v \in \mathcal{V}, \quad (4.16) \]

valid for any \( \varepsilon > 0 \) and with \( C(\varepsilon) \) independent of \( v \), choosing \( \varepsilon = \frac{m_A}{L c_p} \), we obtain

\[ \frac{d}{dt} \| w_{z\eta}^1(t) - w_{z\eta}^2(t) \|^2_{L_1} \leq c \| w_{z\eta}^1(t) - w_{z\eta}^2(t) \|^2_{L_1} \quad \text{for a.e. } t \in (0, T), \]

with a constant \( c > 0 \). Since \( w_{z\eta}^1(0) = w_{z\eta}^2(0) = u_1 \), using the Gronwall inequality, we conclude that \( w_{z\eta}^1(t) = w_{z\eta}^2(t) \) for all \( t \in (0, T) \). Thus the solution of Problem \( P_{z\eta} \) is unique. \( \square \)

Now we recall the result on existence and uniqueness of solution to Problem \( P_\theta \) (with the fixed damage source function \( \theta \)).

**Proposition 2.** Under the hypotheses of Theorem 1, for every \( \theta \in C([0, T]; L^2(\Omega)) \) and \( \beta_0 \in \mathcal{K} \), Problem \( P_\theta \) admits a unique solution \( \beta_0 \).

**Proof.** The proof follows from standard results for parabolic variational inequalities (see e.g., Barbu [3, p. 124]). \( \square \)
It remains to prove Theorem 1.

Proof of Theorem 1. Let us denote
\[ \mathcal{Y} = C([0, T]; L^2(\Gamma_C) \times L^2(\Omega; \mathbb{R}^d) \times L^2(\Omega)) \]
and let us consider the operator \( \Lambda: \mathcal{Y} \to \mathcal{Y} \), given by
\[ \Lambda(z, \eta, \theta) = (\pi, \eta, \theta), \]
where \( \pi, \eta, \theta \) are defined as follows. For fixed \( (z, \eta, \theta) \in \mathcal{Y} \), let \( w_{z\eta} \) be the unique solution of Problem \( \mathbf{P}_{z\eta} \) and let \( \beta_0 \) be the unique solution of Problem \( \mathbf{P}_{\theta} \). Let
\[ u_{z\eta}(t) = u_0 + \int_0^t w_{z\eta}(s) \, ds \quad \text{for all} \quad t \in [0, T] \]
and
\[ \pi(t) = (u_{z\eta})_{\nu}(t) - g \quad \text{for all} \quad t \in [0, T]. \]
Then \( \pi \in C([0, T]; L^2(\Gamma_C)) \). Also, let
\[ \mathcal{H}(t) = \mathcal{G}(\mathbf{e}(u_{z\eta}(t)), \beta_0(t)) \quad \text{and} \quad \mathcal{H}(t) = \phi(t, \mathbf{e}(u_{z\eta}(t)), \beta_0(t)). \]
Using hypotheses \( H(\mathcal{G})(b) \) and \( (c) \) we have that \( \pi \in C([0, T]; L^2(\Omega; \mathbb{R}^d)) \) and from hypotheses \( H(\phi)(b) \) and \( (d) \) we have that \( \theta \in C([0, T]; L^2(\Omega)) \). Thus the operator \( \Lambda \) is well defined.

We show that operator \( \Lambda \) has a unique fixed point \( (z^*, \eta^*, \theta^*) \in \mathcal{Y}. \) To this end let \( (z_1, \eta_1, \theta_1), (z_2, \eta_2, \theta_2) \in \mathcal{Y}. \) We denote \( u_i = u_{z_i\eta_i}, w_i = u_{z_i\eta_i}, \beta_i = \beta_{\theta_i}, \)
\( \xi_i = \xi_{z_i\eta_i} \) for \( i = 1, 2 \) (where \( \xi_1, \xi_2 \) are the corresponding selections of \( S^2_{\beta_0((u_1)_{\nu}(t))} \) and \( S^2_{\beta_0((u_2)_{\nu}(t))} \), respectively as in Problem \( \mathbf{P}_{z\eta} \)). Using hypotheses \( H(\mathcal{G})(b) \) and \( H(\phi)(b) \) we deduce that for all \( t \in [0, T], \)
\[
\|\Lambda(z_1, \eta_1, \theta_1)(t) - \Lambda(z_2, \eta_2, \theta_2)(t)\|_{\mathcal{Y}} \\
= \|\mathcal{H}(u_1(t)) - \mathcal{H}(u_2(t))\|_{L^2(\Gamma_C)} + \|\mathcal{G}(\mathbf{e}(u_1(t)), \beta_1(t)) - \mathcal{G}(\mathbf{e}(u_2(t)), \beta_2(t))\|_{L^2(\Omega; \mathbb{R}^d)} \\
+ \|\phi(t, \mathbf{e}(u_1(t)), \beta_1(t)) - \phi(t, \mathbf{e}(u_2(t)), \beta_2(t))\|_{L^2(\Omega)} \\
\leq (\|\gamma\| + L_G + L_\phi)(|u_1(t) - u_2(t)|_V + \|\beta_1(t) - \beta_2(t)\|_{L^2(\Omega)}). \tag{4.17}
\]
Since \( u(0) = u_0 = u_0, \) using (4.8), we get
\[
|u_1(t) - u_2(t)|_V \leq \int_0^t |w_1(s) - w_2(s)|_V \, ds \quad \text{for all} \quad t \in [0, T]. \tag{4.18}
\]
For a.e. \( s \in (0, t), \) subtracting (4.10) for \( w_1(s) \) and \( w_2(s), \) and taking the test function \( v = w_1(s) - w_2(s), \) we get
\[
(u_1(s) - u_2(s), w_1(s) - w_2(s))_{V^* \times V} \\
+ (A(\mathbf{e}(w_1(s))) - A(\mathbf{e}(w_2(s))), \mathbf{e}(w_1(s)) - \mathbf{e}(w_2(s)))_{L^2(\Omega; \mathbb{R}^d)} \\
= \int_{\Gamma_C} (p(z_2(s)) - p(z_1(s))) ((u_1)_{\nu}(s) - (u_2)_{\nu}(s)) \, dS \\
+ \int_{\Gamma_C} (p(z_2(s))\xi_2(s) - p(z_1(s))\xi_2(s)) \\
+ p(z_1(s))\xi_2(s) - p(z_1(s))\xi_1(s) \cdot ((u_1)_{\nu}(s) - (u_2)_{\nu}(s)) \, dS \\
+ (\eta_2 - \eta_1, \mathbf{e}(w_1(s)) - \mathbf{e}(w_2(s)))_{L^2(\Omega; \mathbb{R}^d)},
\]
so, by $H(A)(d)$ we get

$$
\frac{1}{2} \frac{d}{dt} \| w_1(s) - w_2(s) \|_{L^2(\Omega)^d}^2 + m_A \| w_1(s) - w_2(s) \|_{V}^2
\leq \int_{\Gamma_c} |p(z_1(s)) - p(z_2(s))| |(w_1)_\nu(s) - (w_2)_\nu(s)| dS \\
+ \int_{\Gamma_c} |p(z_1(s)) - p(z_2(s))| |(w_1)_{\tau}(s) - (w_2)_{\tau}(s)|_{H^1(\Gamma_c)} dS \\
+ \int_{\Gamma_c} p(z_1(s))(\xi_2(s) - \xi_1(s)) \cdot ((w_1)_{\tau}(s) - (w_2)_{\tau}(s)) dS \\
+ \| \eta_1(s) - \eta_2(s) \|_{L^2(\Gamma_c)^d} \| w_1(s) - w_2(s) \|_V.
$$

Using hypotheses, $H(p)(b)(d)$ and $H(j)(d)$ and the bound (2.10) we get

$$
\frac{1}{2} \frac{d}{dt} \| w_1(s) - w_2(s) \|_{L^2(\Omega)^d}^2 + m_A \| w_1(s) - w_2(s) \|_{V}^2
\leq L_p \| z_1(s) - z_2(s) \|_{L^2(\Gamma_c)} \| (w_1)_\nu(s) - (w_2)_\nu(s) \|_{L^2(\Gamma_c)} \\
+ L_{\nu} \| z_1(s) - z_2(s) \|_{L^2(\Gamma_c)} \| (w_1)_{\tau}(s) - (w_2)_{\tau}(s) \|_{H^1(\Gamma_c)} \\
+ L_{\tau} \| (w_1)_{\tau}(s) - (w_2)_{\tau}(s) \|_{L^2(\Gamma_c)}^2 \\
+ \| \eta_1(s) - \eta_2(s) \|_{L^2(\Omega)^d} \| w_1(s) - w_2(s) \|_V.
$$

By the Young inequality, and the trace inequality (4.16), for a fixed $\varepsilon > 0$ we can choose $c(\varepsilon) > 0$ such that

$$
\frac{1}{2} \frac{d}{dt} \| w_1(s) - w_2(s) \|_{L^2(\Omega)^d}^2 + m_A \| w_1(s) - w_2(s) \|_{V}^2
\leq \varepsilon \| w_1(s) - w_2(s) \|_{V}^2 + c(\varepsilon) \| w_1(s) - w_2(s) \|_{L^2(\Omega)^d}^2 \\
+ c(\varepsilon) \| \eta_1(s) - \eta_2(s) \|_{L^2(\Omega)^d}^2 + \| z_1(s) - z_2(s) \|_{L^2(\Gamma_c)}^2.
$$

Choosing $\varepsilon = \frac{m_A}{2}$, we get

$$
\frac{d}{dt} \| w_1(s) - w_2(s) \|_{L^2(\Omega)^d}^2 + m_A \| w_1(s) - w_2(s) \|_{V}^2
\leq c \| w_1(s) - w_2(s) \|_{L^2(\Omega)^d}^2 \\
+ c \| \eta_1(s) - \eta_2(s) \|_{L^2(\Omega)^d}^2 + \| z_1(s) - z_2(s) \|_{L^2(\Gamma_c)}^2) \quad \text{for a.e. } s \in (0, T).
$$

(4.19)

Using the Gronwall inequality, we get

$$
\| w_1(t) - w_2(t) \|_{L^2(\Omega)^d}^2
\leq c \int_0^t \left( \| \eta_1(s) - \eta_2(s) \|_{L^2(\Omega)^d}^2 + \| z_1(s) - z_2(s) \|_{L^2(\Gamma_c)}^2 \right) ds,
$$

(4.20)

for all $s \in [0, T]$. Integrating (4.19) over $(0, t)$ and using (4.20), we get

$$
\int_0^t \| w_1(s) - w_2(s) \|_{V}^2 ds
\leq c \int_0^t \left( \| \eta_1(s) - \eta_2(s) \|_{L^2(\Omega)^d}^2 + \| z_1(s) - z_2(s) \|_{L^2(\Gamma_c)}^2 \right) ds.
$$

(4.21)
From the above estimate and (4.18) we obtain
\[
\left| u_1(t) - u_2(t) \right|^2 \leq c \int_0^t \left( \| \eta_1(s) - \eta_2(s) \|^2_{L^2(\Omega;\mathbb{C}^d)} + \| z_1(s) - z_2(s) \|^2_{L^2(\Gamma_C)} \right) ds
\]
for all \( t \in [0,T] \). (4.22)

Writing the inequality (4.5) for \( \beta_1(s) \) with \( \zeta = \beta_2(s) \), then for \( \beta_2(s) \) with \( \zeta = \beta_1(s) \) and adding the resulting inequalities, we obtain
\[
(\beta_1(s) - \beta_2(s), \beta_1(s) - \beta_2(s))_{L^2(\Omega)} + \kappa(\nabla \beta_1(s) - \nabla \beta_2(s), \nabla \beta_1(s) - \nabla \beta_2(s))_{L^2(\Omega;\mathbb{R}^d)}
\leq (\theta_1(s) - \theta_2(s), \beta_1(s) - \beta_2(s))_{L^2(\Omega)} \quad \text{for a.e.} \quad s \in (0,T).
\]

Integrating this inequality over \((0,t)\) for \( t \in [0,T] \) and using integration by parts, we get
\[
\frac{1}{2} \| \beta_1(t) - \beta_2(t) \|^2_{L^2(\Omega)} - \frac{1}{2} \| \beta_1(0) - \beta_2(0) \|^2_{L^2(\Omega)} + \kappa \int_0^t \| \nabla \beta_1(s) - \nabla \beta_2(s) \|^2_{L^2(\Omega;\mathbb{R}^d)} ds
\leq \int_0^t \| \theta_1(s) - \theta_2(s) \|_{L^2(\Omega)} \| \beta_1(s) - \beta_2(s) \|_{L^2(\Omega)} ds \quad \text{for all} \quad t \in [0,T].
\]

Since \( \beta_1(0) = \beta_2(0) = \beta_0 \), we get
\[
\| \beta_1(t) - \beta_2(t) \|^2_{L^2(\Omega)} \leq \int_0^t \| \theta_1(s) - \theta_2(s) \|^2_{L^2(\Omega)} ds + \int_0^t \| \beta_1(s) - \beta_2(s) \|^2_{L^2(\Omega;\mathbb{R}^d)} ds,
\]
for all \( t \in (0,T) \). Using the Gronwall inequality yields
\[
\| \beta_1(t) - \beta_2(t) \|^2_{L^2(\Omega)} \leq c \int_0^t \| \theta_1(s) - \theta_2(s) \|^2_{L^2(\Omega)} ds \quad \text{for all} \quad t \in [0,T]. \quad (4.23)
\]

Applying (4.22) and (4.23) in (4.17), we obtain
\[
\| \Lambda(z_1, \eta_1, \theta_1)(t) - \Lambda(z_2, \eta_2, \theta_2)(t) \|^2_{Y}
\leq c(\| u_1(t) - u_2(t) \|^2_{Y} + \| \beta_1(t) - \beta_2(t) \|^2_{L^2(\Omega)})
\leq c \int_0^t \left( \| z_1(s) - z_2(s) \|^2_{L^2(\Gamma_C)} + \| \eta_1(s) - \eta_2(s) \|^2_{L^2(\Omega;\mathbb{C}^d)} + \| \theta_1(s) - \theta_2(s) \|^2_{L^2(\Omega;\mathbb{R}^d)} \right) ds
\leq c \int_0^t \| (z_1, \eta_1, \theta_1)(s) - (z_2, \eta_2, \theta_2)(s) \|^2_Y ds.
\]

It follows from Theorem 3 that \( \Lambda \) has a unique fixed point \((z^*, \eta^*, \theta^*)\).

We now establish the existence of a solution to Problem \( P_V \). Let \((u_{z^*,\eta^*}, \sigma_{z^*,\eta^*}, \xi_{z^*,\eta^*})\) be the solution of Problem \( P_{z^*} \) for \( z = z^* \) and \( \eta = \eta^* \) (Proposition 1) and let \( \beta_{\theta} \) be the solution of Problem \( P_{\theta} \) for \( \theta = \theta^* \) (Proposition 2). From the definition of \( \Lambda \) we have that
\[
z^* = (u_{z^*,\eta^*}, \sigma_{z^*,\eta^*}, \xi_{z^*,\eta^*}) \quad \text{and} \quad \theta^* = \phi(\cdot, \epsilon(u_{\eta^*}, \beta_{\theta})),
\]
therefore,
\[
(u_{z^*,\eta^*}, \sigma_{z^*,\eta^*}, \xi_{z^*,\eta^*}, \beta_{\theta^*}) \quad \text{is a solution of Problem} \quad P_V,
\]
where \( \xi = \in L^2(0,T;L^2(\Gamma_C)) \) and \( \xi(t) \in \mathbb{S}^2_{(u_{z^*,\eta^*}, \tau(t))} \) for a.e. \( t \in (0,T) \). The uniqueness of the solution for problem \( P_V \) follows, exactly as in Theorem 5.1 in [14] from the uniqueness of fixed point of \( \Lambda \), the fact that if \((u, \sigma, \xi, \beta)\) is a solution of Problem \( P_V \), then \((z, \eta, \theta) = (u_{\eta} - g, G(\epsilon(u), \beta), \phi(\cdot, \epsilon(u), \beta))\) is a fixed point of \( \Lambda \) and the uniqueness of solutions to Problems \( P_{z\eta} \) (Proposition 1) and \( P_{\theta} \) (Proposition 2). The theorem is proved. \( \square \)
Appendix. Here we provide several definitions, notations, and results needed in the article. If $X$ is a reflexive Banach space, we denote by $X^*$ its topological dual and $\langle \cdot, \cdot \rangle_{X \times X}$ denotes the duality pairing between $X$ and $X^*$. A mapping $A: X \to X^*$ is called bounded if $A$ maps bounded sets of $X$ into bounded sets of $X^*$. It is called monotone if $\langle Au - Az, u - z \rangle_{X \times X} \geq 0$ for all $u, z \in X$. It is pseudomonotone if $u_n \to u$ weakly in $X$ and $\limsup_{n \to \infty} \langle Au_n, u_n - u \rangle_{X \times X} \leq 0$ imply

$$\langle Au, u - v \rangle_{X \times X} \leq \liminf_{n \to \infty} \langle Au_n, u_n - v \rangle_{X \times X} \quad \text{for all} \quad v \in X.$$  

We recall some basic tools from convex analysis and nonsmooth analysis, cf., e.g., [7].

Let $\varphi : \mathbb{R} \to (-\infty, \infty]$ be a convex and lower semicontinuous function which is not identically $+\infty$. Then $\text{dom } \varphi = \{ x \in \mathbb{R} : \varphi(x) \neq +\infty \}$. The mapping $\partial \varphi : \mathbb{R} \to 2^\mathbb{R}$ defined by $\partial \varphi(x) = \emptyset$ for $x \notin \text{dom } \varphi$ and

$$\partial \varphi(x) = \{ z \in \mathbb{R} : z(v - x) \leq \varphi(v) - \varphi(x) \text{ for all } v \in \mathbb{R} \} \quad \text{otherwise}$$

is called the subdifferential of $\varphi$.

Next, we recall the Clarke subdifferential. This notion is valid for potentials which are not necessarily convex, however, they must be locally Lipschitz and hence they must attain only finite values. While the notion of the Clarke subdifferential is valid for any Banach space, we restrict to the case of $\mathbb{R}^d$, as the bigger generality is not needed in the article.

**Definition 2.** Let $\varphi : \mathbb{R}^d \to \mathbb{R}$ be a locally Lipschitz function. The generalized (Clarke) directional derivative of $\varphi$ at $x \in \mathbb{R}^d$ in the direction $v \in \mathbb{R}^d$, denoted by $\varphi^0(x; v)$, is defined by

$$\varphi^0(x; v) = \limsup_{y \to x, t \to 0} \frac{\varphi(y + tv) - \varphi(y)}{t}$$

and the generalized gradient (subdifferential) of $\varphi$ at $x$, denoted by $\partial \varphi(x)$, is a subset of $\mathbb{R}^d$ given by

$$\partial \varphi(x) = \{ \zeta \in \mathbb{R}^d : \varphi^0(x; v) \geq \zeta \cdot v \text{ for all } v \in \mathbb{R}^d \}.$$

**Proposition 3.** If $\varphi : \mathbb{R}^d \to \mathbb{R}$ is a locally Lipschitz function, then for every $x \in \mathbb{R}^d$ the generalized gradient $\partial \varphi(x)$ is a nonempty, convex, and compact subset of $\mathbb{R}^d$, and the graph of the generalized gradient $\partial \varphi$ is a closed set in $\mathbb{R}^d \times \mathbb{R}^d$.

The proof of the next fixed point theorem, which is used in the article, is similar to that presented in Migórski-Ochal-Sofonea [21, pp. 107–108].

**Theorem 3.** If $X$ is a Banach space and $\Lambda : C([0, T]; X) \to C([0, T]; X)$ is an operator for which there exists $c > 0$ such that

$$\| (Au)(t) - (Av)(t) \|_X^2 \leq c \int_0^t \| u(s) - v(s) \|_X^2 ds \text{ for all } u, v \in C([0, T]; X), t \in [0, T],$$

then $\Lambda$ has a unique fixed point in $C([0, T]; X)$.

We use the notion of Kuratowski–Painlevé upper limit of a sequence of sets $A_n \subset \mathbb{R}^d$, given by

$$\limsup_{n \to \infty} A_n = \{ x \in \mathbb{R}^d : x = \lim_{k \to \infty} x_{n_k}, x_{n_k} \in A_{n_k}, 0 < n_1 < n_2 < \ldots < n_k < \ldots \}.$$
We recall the following result on pointwise behavior of weakly convergence sequences (see Proposition 3.16 in [21])

**Proposition 4.** Let \((\Gamma, \Sigma, \mu)\) be a \(\sigma\)-finite measure space, and let \(d \geq 1\) be a natural number. Let \(u_n \to u\) weakly in \(L^2(\Gamma)^d\) and \(u_n(x) \in G(x)\) for \(\mu\)-a.e. \(x \in \Gamma\) and all \(n \in \mathbb{N}\), where \(G(x)\) is a bounded set for \(\mu\)-a.e. \(x \in \Gamma\), then

\[
    u(x) \in \text{conv}\left(\limsup_{n \to \infty} \{u_n(x)\}\right) \quad \text{for } \mu\text{-a.e. } x \in \Gamma,
\]

where \(\limsup_{n \to \infty}\) stands for the Kuratowski–Painlevé upper limit of sets.

The next result concerns the upper semicontinuity of multifunctions (see Proposition 4.1.11 in [8])

**Proposition 5.** Let \(X\) and \(Y\) be Hausdorff topological vector spaces. A multifunction \(F: X \to 2^Y \setminus \emptyset\) is compact valued and upper semicontinuous if and only if for every net \(\{(x_\alpha, y_\alpha)\}_\alpha \subseteq \text{Gr} F\) with \(x_\alpha \to x\) in \(X\), the net \(\{y_\alpha\}_\alpha\) has a cluster point in \(F(x)\).

Next, following the paper of Kalita [17], we present the existence result for an abstract parabolic inclusion, which was used in the proof of Proposition 1. Let \(V \subset H \subset V^*\) be an evolution triple of spaces where all the embeddings are assumed to be continuous, dense and compact. The space \(V\) is assumed to be a separable and reflexive Banach space while the space \(H\) is a Hilbert space. Let \(U\) be any reflexive Banach space and let \(\iota\) be a linear, continuous and compact mapping \(\iota: V \to U\). By \(\iota^*: U^* \to V^*\) we denote the mapping adjoint to \(\iota\) defined as \(\langle \iota^* u, v \rangle_{V^* \times Y} = \langle u, \iota v \rangle_{U^* \times U}\). We write \(V = L^2(0,T;V), \ H = L^2(0,T;H), \ V^* = L^2(0,T;V^*)\) and \(U = L^2(0,T;U)\). The Nemytskii mappings for \(\iota\) and \(\iota^*\) will be denoted by the same symbols. Let \(u: [0,T] \to X\), where \(X\) is a Banach space. The 2-variation seminorm is defined as

\[
    \|u\|_{BV^2(0,T;X)}^2 = \sup_{\pi \in F} \sum_{(a,b) \in \pi} \|u(b) - u(a)\|^2_X,
\]

where the supremum is taken over all all partitions of \([0,T]\) into disjoint open time subintervals. We denote by \(BV^2(0,T;X)\) the set of all functions for which the 2-variation seminorm is finite. For Banach spaces \(X,Y\) such that \(X \subset Y\) we define the following Banach space (see [16])

\[
    M^{2,2}(I;X,Y) = L^2(I;X) \cap BV^2(I;Y),
\]

We consider the following abstract parabolic inclusion:

**Problem P\(A\) :** Find \(w \in V\) with \(\dot{w} \in V^*\) such that

\[
    \dot{w}(t) + A(w(t)) + \iota^* F(t,\iota w(t)) \ni f(t) \quad \text{for } a.e. \ t \in (0,T), \quad (4.24)
\]

\[
    w(0) = w_0, \quad (4.25)
\]

The problem data \(A, F, f\) and \(w_0\) are assumed to satisfy the following conditions:

**H(A) :** \(A: V \to V^*\) is the mapping such that

(i) \(A\) is pseudomonotone,

(ii) \(A\) is coercive, i.e., \(\langle A(v), v \rangle \geq \alpha \|v\|^2_V - \beta \|v\|^2_H\) for all \(v \in V\) with \(\alpha > 0\) and \(\beta \geq 0\),

(iii) \(A\) satisfies the growth condition \(\|A(v)\|_{V^*} \leq a(\|v\|_H)(1 + \|v\|_V)\) for all \(v \in V\) with \(a: [0,\infty) \to [0,\infty)\) nondecreasing.
Theorem 4. \( H(F) : F : (0, T) \times U \to 2^{U^*} \) is the multifunction such that
(i) \( F(\cdot, u) \) is measurable for all \( u \in U \),
(ii) the set \( F(t, u) \) is nonempty, closed and convex in \( U^* \) for all \( u \in U \) and a.e. \( t \in (0, T) \),
(iii) the mapping \( F(t, \cdot) \) is upper semicontinuous from the strong topology of \( U \) into weak topology of \( U^* \) for a.e. \( t \in (0, T) \),
(iv) for all \( u \in U \) we have \( \inf_{\xi F(t, u)} \langle \xi, u \rangle_{U^*, U} \geq g(t) - \lambda \|u\|_{L^2}^2 \), where \( 0 < \lambda < \frac{\alpha}{\|\xi\|_{L^2(V; U)}} \) and \( g \in L^1(0, T) \), and \( F \) satisfies the growth condition
\[ \|\xi\|_{U^*} \leq d_1 + d_2 \|u\|_U \] for all \( \xi \in F(t, u) \), all \( u \in U \) and a.e. \( t \in (0, T) \) with \( d_1 \geq 0 \) and \( d_2 \geq 0 \).

\( H_0 : f \in V^*, w_0 \in H \).

\( H(U) : \) the mapping \( \iota \) is linear, continuous and compact, and the Nemytskii mapping \( \iota : M^{2,2}(0, T; V; V^*) \to U \) is also compact.

Theorem 4. Under assumptions \( H(A), H(F), H(U) \) and \( H_0 \), Problem \( P_A \) admits a solution \( w \).

For the proof of the above theorem we refer to Kalita [17, Theorem 1].
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