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Abstract—We present the Koopman State Estimator (KoopSE), a framework for model-free batch state estimation of control-affine systems that makes no linearization assumptions, requires no problem-specific feature selections, and has an inference computational cost that is independent of the number of training points. We lift the original nonlinear system into a higher-dimensional Reproducing Kernel Hilbert Space (RKHS), where the system becomes bilinear. The time-invariant model matrices can be learned by solving a least-squares problem on training trajectories. At test time, the system is algebraically manipulated into a linear time-varying system, where standard batch linear state estimation techniques can be used to efficiently compute state means and covariances. Random Fourier Features (RFF) are used to combine the computational efficiency of Koopman-based methods and the generality of kernel-embedding methods. KoopSE is validated experimentally on a localization task involving a mobile robot equipped with ultra-wideband receivers and wheel odometry. KoopSE estimates are more accurate and consistent than the standard model-based extended Rauch–Tung–Striebel (RTS) smoother, despite KoopSE having no prior knowledge of the system’s motion or measurement models.

Index Terms—Localization, Probabilistic Inference.

I. INTRODUCTION

STATE estimation is an essential component of almost all robotic systems. Having accurate and consistent state estimates not only assists with high-level decision-making, but also directly improves the performance of other modules, such as planning and control. While there are many established techniques of estimation for linear-Gaussian systems, classical techniques for nonlinear state estimation still pose challenges, requiring complex modelling of the system and/or problem-specific estimation techniques. Model-free estimation algorithms, in contrast, learn key aspects of the system models from training data, then perform estimation on similarly distributed test data. They can be applied to a wider variety of systems without requiring a priori models. One can learn the models directly with neural network-based estimators such as differentiable filters [1], but a powerful alternative approach involves lifting the system into a higher-dimensional space, either by embedding probability distributions in a Reproducing Kernel Hilbert Space (RKHS) or by approximating the Koopman operator. However, kernel embedding methods suffer from poor scalability, and Koopman-based methods usually require problem-specific basis functions. Furthermore, most Koopman-based methods learn a lifted linear realization of the system, but many systems in robotics are control-affine, which has a lifted bilinear realization but not necessarily a linear one [2]. As well, to the best of our knowledge, there are no data-driven algorithms that formulate into a clean batch framework of linear state estimation, thus limiting their uses in robotic applications. In this work, we propose the Koopman State Estimator (KoopSE), a state estimation framework that combines aspects from both kernel embedding and Koopman-based methods in a novel way such that it

- is applicable to control-affine systems with no prior knowledge of the process and measurement models,
- formulates the problem as a high-dimensional batch linear state estimation framework, which admits solutions for state means and covariances, and
- has a training cost that scales linearly with the amount of data and an inference cost that is independent of the amount of training data, in contrast with standard kernel methods.

This paper is structured as follows. After reviewing related work in Section II, we summarize theories for kernel embed-
dings and Koopman for control-affine systems in Section [III]. We derive KoopSE through Sections [IV-VI] then apply the RFF approximation in Section [VII]. We present experimental results in Sections [VIII] and conclude in Section [IX].

II. RELATED WORK

Methods involving kernels and RKHS are becoming widely used in machine learning and robotics [3], allowing for model-free state estimation. Kernel mean embeddings allow probability distributions to be embedded as elements of a RKHS, allowing for operations on random variables in a higher-dimensional space [4]. The kernelized version of Bayes’ Rule was first used by [5] to build the kernelized Bayes filter, which was subsequently extended to a kernelized smoother by [6]. Although these methods can exactly learn nonlinear systems, they scale cubically with the number of training samples. To reduce the computational cost, [7] used regularization assumptions and subspace projections to construct the Kernel Kalman Filter, which instead scales linearly with training data. Kernel embedding methods in general have prediction cost that scales poorly with training data as well as only being applicable to systems without control inputs. Other kernelized methods such as Gaussian Process (GP) regression [8] have also been used [9], but GPs assume additive Gaussian noises on the system models, performing poorly compared to kernel embedding methods for systems with multimodal noise [10].

In contrast to kernel-embedding methods, Koopman-based methods work in the feature space directly, lifting the states into higher dimensions using a set of basis functions (i.e., features) [11], [12]. The system matrices can be computed efficiently using extended Dynamic Mode Decomposition (EDMD) [13], [14], and cost of inference is constant with respect to training points at test time. However, most techniques use basis functions tailored to their specific problems [15], [16], limiting their generality. It was shown by [2] that a deterministic control-affine system can be exactly represented as a lifted bilinear system using a Koopman operator, and the choice of basis functions can be taken as polynomial, Fourier, or other generic sets of features. Although [2] did not consider sensor measurements nor state covariances, similar to the majority of Koopman-based methods, this equivalence will be foundational for our KoopSE framework.

A variant of Fourier features is Random Fourier Features (RFF) [17], a set of probabilistic features for approximating the associated kernel functions. RFF has been effective for various robotics problems, such as continuous occupancy mapping [18] and robot dynamics learning [19]. Although [20] demonstrated that RFF can feasibly approximate the Koopman operator, the features were again used directly in EDMD. We instead leverage the connection between RFF and kernel embeddings in our work, combining the efficiency of Koopman-based methods with the generality of kernel-embedding methods.

III. PRELIMINARIES

A. Reproducing Kernel Hilbert Space (RKHS) Embeddings

Consider a general nonlinear system of the form

\[
\xi_k = f(\xi_{k-1}, \nu_k, \omega_k),
\]

\[
\gamma_k = g(\xi_k, \eta_k),
\]

where \(\xi_k \in \mathbb{R}^{N_x}\) is the state, \(\nu_k \in \mathbb{R}^{N_u}\) the control input, \(\omega_k \in \mathbb{R}^{N_w}\) the process noise, \(\gamma_k \in \mathbb{R}^{N_y}\) the measurement output, and \(\eta_k \in \mathbb{R}^{N_m}\) the measurement noise, all at timestep \(k\). We embed each of the state, input, and measurements in an appropriate RKHS [21], [22],

\[
x_k = x(\xi_k), \quad u_k = u(\nu_k), \quad y_k = y(\gamma_k),
\]

where \(x : \mathbb{R}^{N_x} \rightarrow X, u : \mathbb{R}^{N_u} \rightarrow U, y : \mathbb{R}^{N_y} \rightarrow Y\) are the possibly infinite-dimensional embeddings (feature maps) associated with the kernels of \(X, U, Y\), respectively. Unlike Koopman-based methods, which do not restrict the embedding space type, a RKHS embeds entire distributions of random variables in the higher-dimensional space. The distribution is embedded by the mean map [23],

\[
\mu_k = \mathbb{E}[x_k],
\]

with \(\mathbb{E}[\cdot]\) as the expectation operator. So long as the kernel associated with \(X\) is characteristic then the mean map can represent any distribution over \(\xi_k\). Given a finite set of samples of random variable, \(\xi\), we can approximate the mean map as

\[
\mu_k \approx \sum_{i=0}^M m_{k,i} x_i,
\]

where the weights \(m_{k,i}\) depend on how the samples were drawn. We can also rewrite this as \(\mu_k \approx X m_k\), where

\[
X = \begin{bmatrix} x_0 & \cdots & x_M \end{bmatrix}, \quad m_k = \begin{bmatrix} m_{k,0} & \cdots & m_{k,M} \end{bmatrix}^T.
\]

We see the samples, \(X\), acting as a basis for \(X\) with weights \(m_k\). If we then want to calculate the expectation of any function of \(\xi\), the mean map allows us to do this as \(\mathbb{E}[h(\xi)] \approx \sum_{i=0}^M m_{k,i} h(\xi_i)\) for some nonlinear function \(h(\cdot)\). In particular, if \(h(\cdot)\) is the identity function then we have

\[
\mathbb{E}(\xi_k) \approx \sum_{i=0}^M m_{k,i} \xi_i = \Xi m_k,
\]

as expected where \(\Xi = [\xi_0 \cdots \xi_M]\). This is the Representer Theorem [24], and we can use this property to recover the mean of our random variable in the original space after doing calculations in the RKHS, eliminating the need to find inverse transformations from the lifted to the original space.

In addition, we can define an centered covariance map [23] similarly to the mean map as

\[
\Sigma_{kk'} = \mathbb{E} \left[ (x_k - \mu_k)(x_{k'} - \mu_{k'})^T \right],
\]

which can also represent any joint distribution over \((\xi_k, \xi_{k'})\) provided the kernel associated with \(X\) is characteristic. Given a finite set of samples from \((\xi_k, \xi_{k'})\), we can approximate the covariance map as \(\Sigma_{kk'} \approx XS_{kk}X^T\), where \(S_{kk'}\) is a weight matrix whose values depend on how the samples were drawn. Unlike Koopman, these maps allow for the recovery of covariances of random variables from the lifted space.

The main idea that we will pursue in this paper is to use the embeddings in [2] to embed a control-affine system in
an RKHS where we can write it as a bilinear system. In Sections [V] and [VII] we assume that we can explicitly lift quantities into their respective RKHS embeddings, even though \( x(\cdot), u(\cdot), y(\cdot) \) are potentially infinite dimensional. We will later see in Section[VII] how these derivations still hold under RFF approximations of the feature maps.

**B. Lifting of Control-Affine Systems**

Many robotics systems can be written in control-affine form affected by process and measurement noise,

\[
\xi_k = f_0(\xi_{k-1}) + \sum_{i=1}^{N_r} f_i(\xi_{k-1}) \nu_{k,i} + \omega_k, \quad (8a)
\]

\[
\gamma_k = g(\xi_k, \eta_k), \quad (8b)
\]

where \( \xi_k \in \mathbb{R}^{N_x}, \nu_k \in \mathbb{R}^{N_r}, \omega_k \in \mathbb{R}^{N_f}, \eta_k \in \mathbb{R}^{N_\eta} \) represents the same quantities as in the general nonlinear system in \([1]\), and \( f_i \) are the various components of the dynamic model. We look to lift this system to an RKHS. With a sufficiently rich feature map, \( x(\cdot) \), a deterministic control-affine motion model (i.e., \( \omega_k = 0 \)) can be written exactly as a bilinear model in a lifted space \([2]\).

\[
x_k = Ax_{k-1} + Bu_k + H (u_k \otimes x_{k-1}), \quad (9)
\]

where \( \otimes \) represents the tensor product, equivalent to the Kronecker product if \( X \) is finite-dimensional. We assume that this result holds fairly well for a stochastic system, where the lifted noise becomes additive and Gaussian. This is reasonable as the combination of various sources of random and systematic errors in very high dimensions likely approaches a Gaussian under the Central Limit Theorem. The original equivalence by [2] used the unlifted control input, \( \nu_k \), in the lifted space, but we will use its lifted counterpart, \( u_k \), since the equivalence still holds if \( u(\cdot) \) is sufficiently rich.

For the measurement model, we assume that the lifted model is linear in the deterministic case,

\[
\gamma_k = g(\xi_k, \eta_k = 0) \Rightarrow y_k = Cx_k, \quad (10)
\]

and we make a similar additive-Gaussian assumption for the measurement noise. The resulting time-invariant stochastic bilinear system in the lifted space can be written as

\[
x_k = Ax_{k-1} + Bu_k + H (u_k \otimes x_{k-1}) + w_k, \quad (11a)
\]

\[
y_k = Cx_k + n_k, \quad (11b)
\]

where \( w_k \sim \mathcal{N}(0, Q) \) and \( n_k \sim \mathcal{N}(0, R) \) are the process and measurement noises, respectively. We also have

\[
w_k \in \mathcal{X}, \quad n_k \in \mathcal{Y}, \quad Q \in \mathcal{X}^T \otimes \mathcal{X}, \quad R \in \mathcal{Y} \otimes \mathcal{Y}, \quad A : \mathcal{X} \to \mathcal{X}, \quad B : \mathcal{U} \to \mathcal{X}, \quad H : \mathcal{U} \otimes \mathcal{X} \to \mathcal{X}, \quad C : \mathcal{X} \to \mathcal{Y}. \quad (12a)
\]

This lifted system with a bilinear motion model and a linear measurement model is significantly easier to work with than the general control-affine system in \([1]\). However, since we assumed the system model is not given in either form (original or lifted), we first need a method of learning the lifted model from data.

**IV. SYSTEM IDENTIFICATION**

**A. Lifted Matrix Form of Dataset**

Our objective is to learn the lifted system matrices \( A, B, H, C, Q, R \) in \([11]\) from data. To this end, we assume a dataset of the control-affine system, including the ground-truth state transitions with their associated control inputs and measurements for \( P \) states: \( \{ \xi^{(i)}, \nu^{(i)}, \gamma^{(i)} \}_{i=1}^{P} \). Here, \( \xi^{(i)} \) transitions to \( \xi^{(i+1)} \) under input \( \nu^{(i)} \), and receives a measurement \( \gamma^{(i)} \) at \( \xi^{(i)} \). This format allows for data from one or multiple training trajectories to be used at once. If the dataset consists of a single trajectory of \( P+1 \) states and \( i \) represents the timestep, then we would set \( \xi^{(i)} = \xi^{(i-1)} \). In any case, we write the data neatly in block-matrix form:

\[
\mathbb{X} = [\xi^{(1)}, \xi^{(P)}], \quad \tilde{\mathbb{X}} = [\hat{\xi}^{(1)}, \hat{\xi}^{(P)}], \quad (13a)
\]

\[
\Gamma = [\gamma^{(1)}, \gamma^{(P)}], \quad \mathbb{Y} = [\nu^{(1)}, \nu^{(P)}]. \quad (13b)
\]

The data translates to \( \{ x^{(i)}, u^{(i)}, y^{(i)} \}_{i=1}^{P} \) in the lifted space such that

\[
x^{(i)} = Ax^{(i)} + Bu^{(i)} + H \left( u^{(i)} \otimes x^{(i)} \right) + w^{(i)}, \quad (14a)
\]

\[
y^{(i)} = Cx^{(i)} + n^{(i)}, \quad (14b)
\]

for some unknown noise \( w^{(i)} \sim \mathcal{N}(0, Q), n^{(i)} \sim \mathcal{N}(0, R) \). We rewrite the lifted versions of the data and the noises in block-matrix form:

\[
\mathbb{X} = [x^{(1)}, x^{(P)}], \quad \hat{\mathbb{X}} = [\hat{x}^{(1)}, \hat{x}^{(P)}], \quad (15a)
\]

\[
\mathbb{Y} = [y^{(1)}, y^{(P)}], \quad \mathbb{U} = [u^{(1)}, u^{(P)}], \quad (15b)
\]

\[
\mathbb{W} = [w^{(1)}, \ldots, w^{(P)}], \quad \mathbb{N} = [n^{(1)}, \ldots, n^{(P)}]. \quad (15c)
\]

The lifted matrix form of the system for this dataset is

\[
\mathbb{X} = A\mathbb{X} + B\mathbb{U} + H \left( U \otimes \mathbb{X} \right) + \mathbb{W}, \quad (16a)
\]

\[
\mathbb{Y} = C\mathbb{X} + \mathbb{N}, \quad (16b)
\]

where \( \otimes \) denotes the Krat-Para (column-wise) tensor product.

**B. Loss function**

We now design a loss function from which to optimize for the system matrices from the data. Rather than using the EDMD framework of forming the matrices with major Koopman modes, we use Tikhonov regularization for a cleaner formulation. The model learning problem is posed as

\[
\{ A^*, B^*, H^*, C^*, Q^*, R^* \} = \arg \min_{A,B,H,C,Q,R} V(A, B, H, C, Q, R), \quad (17)
\]

where the loss function, \( V = V_1 + V_2 \), is the sum of

\[
V_1 = \frac{1}{2} \left\| \mathbb{X} - A\hat{\mathbb{X}} - B\mathbb{U} - H \left( U \otimes \hat{\mathbb{X}} \right) \right\|_Q^{-1}^2
+ \frac{1}{2} \left\| \mathbb{Y} - C\hat{\mathbb{X}} \right\|_R^{-1}^2 - \frac{1}{2} P \ln |Q^{-1}| - \frac{1}{2} P \ln |R^{-1}|, \quad (18a)
\]

\[
V_2 = \frac{1}{2} P \lambda_A \left\| A \right\|_Q^2 + \frac{1}{2} P \lambda_B \left\| B \right\|_Q^2 + \frac{1}{2} P \lambda_H \left\| H \right\|_Q^2
+ \frac{1}{2} P \lambda_C \left\| C \right\|_R^2 + \frac{1}{2} P \lambda_Q \operatorname{tr}(Q^{-1}) + \frac{1}{2} P \lambda_R \operatorname{tr}(R^{-1}). \quad (18b)
\]
Here, the norm is a weighted Frobenius matrix norm: \( \|X\|_W = \sqrt{\text{tr}(X^T W X)} \). \( V_I \) represents the negative log-likelihood of the Bayesian posterior from fitting the data, ignoring the normalizing constant. \( V_2 \) are prior terms over the matrices, where the first four terms encourage the description length of \( A, B, H, \) and \( C \) to be minimal while the last two are (isotropic) inverse-Wishart (IW) priors for the covariances \( Q \) and \( R \). IW distributions have been demonstrated to be robust priors for learning covariances \([25]\). The regularizing hyperparameters, \( \lambda_A, \lambda_B, \lambda_H, \lambda_C, \lambda_Q, \lambda_R \), will be later tuned according to the data gathered.

We find the critical points by setting derivatives of \( V \) with respect to the model parameters \( (\partial V/\partial \lambda_A, \partial V/\partial \lambda_B, \partial V/\partial \lambda_H, \partial V/\partial \lambda_C, \partial V/\partial \lambda_Q, \partial V/\partial \lambda_R) \), to zero. We define

\[
V = U \odot \tilde{X}, \quad J = X - A\tilde{X} - BU - HV. \tag{19}
\]

This yields the following expressions:

\[
\begin{bmatrix}
XX^T + P\lambda_A 1 \\
UX^T \\
VX^T
\end{bmatrix}
\begin{bmatrix}
XX^T \\
UX^T + P\lambda_B 1 \\
VX^T + P\lambda_H 1
\end{bmatrix}
\begin{bmatrix}
A^T \\
B^T \\
H^T
\end{bmatrix}
= \begin{bmatrix}
XX^T \\
UX^T \\
VX^T
\end{bmatrix}
\tag{20a}
\]

\[
C = (YX^T)(XX^T + P\lambda_C 1)^{-1}, \tag{20b}
\]

\[
Q = \frac{1}{P} JJ^T + \lambda_A AA^T + \lambda_B BB^T + \lambda_H HH^T + \lambda_Q 1, \tag{20c}
\]

\[
R = \frac{1}{P} (Y - CX)(Y - CX)^T + \lambda_C CC^T + \lambda_R 1, \tag{20d}
\]

where \( 1 \) represents the identity operator for the appropriate domains. We can solve for \( A, B, \) and \( H \) through solving a system of linear equations, then use these results to find \( Q \) and \( R \). This procedure is linear in the amount of training data, \( P \), for both computation and storage.

V. Batch Linear State Estimation

Having learned the system matrices from training data, we now wish to solve for a sequence of test states, \( \{\xi_k\}_{k=0}^K \), given a series of inputs, \( \{\nu_k\}_{k=1}^K \), and measurements, \( \{y_k\}_{k=0}^K \), where \( (\cdot)' \) denotes quantities at test time. We do this in the lifted space, where the quantities become \( \{x'_k\}_{k=0}^K \), \( \{u'_k\}_{k=0}^K \), and \( \{y'_k\}_{k=0}^K \), respectively. The main insight is that since the inputs are completely determined at test time, we can manipulate the lifted time-invariant bilinear form of (11) into a lifted time-varying linear form. We observe that

\[
u'_k \otimes x'_{k-1} = (u'_k \otimes 1)x'_{k-1}, \tag{21}
\]

where here \( 1: \mathcal{Y} \rightarrow \mathcal{X} \). The motion model for the test trajectory becomes, for \( k = 1, \ldots, K \),

\[
x'_k = A x'_{k-1} + B u'_k + H (u'_k \otimes 1) x'_{k-1} + w'_k. \tag{22}
\]

As \( u'_k \) is given at test time, we define a new time-varying system matrix \( A_{k-1} \) and input \( v'_k \) as

\[
A_{k-1} = A + H (u'_k \otimes 1), \quad v'_k = B u'_k. \tag{23}
\]

With this, we have converted the bilinear system into a linear time-varying (LTV) system, governed by

\[
x'_k = A_{k-1} x'_{k-1} + v'_k + w'_k, \quad k = 1, \ldots, K, \tag{24a}
\]

\[
y'_k = C x'_k + n'_k, \quad k = 0, \ldots, K, \tag{24b}
\]

where \( w'_k \sim \mathcal{N}(0, Q) \) and \( n'_k \sim \mathcal{N}(0, R) \). This is the well-established batch state-estimation problem on linear-Gaussian systems [26]. The solution is in the form of

\[
x'_k \sim \mathcal{N}(\hat{x}'_k, \hat{P}'_k), \quad k = 0, \ldots, K. \tag{25}
\]

\( \hat{x}'_k \) and \( \hat{P}'_k \) are, respectively, the mean and covariance estimates for the test trajectory. One popular method for solving [23] is the Rauch-Tung-Striebel (RTS) smoother, but there are other efficient methods for obtaining exact solutions [26].

VI. Recovering Estimates from Lifted Space

Having solved for the state estimates and covariances in the RKHS, we now wish to recover these quantities in the original space. Using the Representer Theorem [24], since the solution of the LTV system in (24) is the result of a linear optimization problem, it must be spanned by the training data used to form the RKHS. We now wish to recover these quantities in the original space [26]. The solution is in the form of

\[
\hat{x}'_k \sim \mathcal{N}(\hat{x}'_k, \hat{P}'_k), \quad k = 0, \ldots, K. \tag{25}
\]

\( \hat{x}'_k \) and \( \hat{P}'_k \) are, respectively, the mean and covariance estimates for the test trajectory. One popular method for solving [23] is the Rauch-Tung-Striebel (RTS) smoother, but there are other efficient methods for obtaining exact solutions [26].
VII. APPROXIMATE EMBEDDINGS WITH RANDOM FOURIER FEATURES

So far, we have been working in the RKHS space and using the feature maps directly. For many kernels, however, these RKHS feature maps are very high (potentially infinite) dimensional. As it is often unclear how to truncate the feature maps directly to get reasonable approximations, we look for another form of approximate embeddings for \( x(\cdot) \), \( u(\cdot) \), and \( y(\cdot) \) such that the solution computed through the algorithm approaches that from the true embeddings.

We notice that all of the RKHS quantities computed in our procedure appear only to be involved in the form of inner products, \( \langle x_i, x_j \rangle \), or outer products, \( x_i x_j \). Although the inner products are involved in the form of inner products within an operator, \( x(\cdot) \), for lifting them into RKHS embeddings, \( x_i \) and \( x_j \), and the kernel function, \( \kappa \), associated with this RKHS. We can use \( \tilde{x}(\cdot) \), the RFF embedding corresponding to \( \kappa \), to approximate the kernel evaluation as

\[
\tilde{x}_i^T x_j = x(\xi_i)^T x(\xi_j) = \kappa(\xi_i, \xi_j) \approx \tilde{x}(\xi_i)^T \tilde{x}(\xi_j). \tag{31}
\]

We see that as long as any RKHS quantities within an expression are involved in the form of inner products within the same space (i.e., kernelized), we can swap the exact RKHS embeddings with their RFF embeddings for a valid approximation. We can freely manipulate RKHS quantities within kernelized expressions for efficient computation, and the approximation from swapping the embeddings from RKHS to RFF would still be valid.

A. Sketch that KoopSE is Kernelized

Since we look to use RFF as approximate embeddings for \( x(\cdot) \), \( u(\cdot) \), and \( y(\cdot) \), our goal is to show that KoopSE uses the RKHS quantities only in their kernelized forms, even if these forms are not actually used for computation. See Appendix A for additional details of the proof sketch.

For training, the lifted training points are used to compute the bilinear system matrices in (11). Using SMW identities, it can be seen that the analytical solution of (20) has the form

\[
\begin{align*}
A &= XW_A X^T, \\
B &= XW_B U^T, \\
H &= XW_H V^T, \\
C &= YW_C X^T, \\
Q &= XW_Q T^2 + \lambda Q I, \\
R &= YW_R Y^T + \lambda R I,
\end{align*}
\]

where \( W_A, W_B, W_H, W_C, W_Q, W_R \) are some kernelized matrices. At test time, we assume that the initial condition, new control inputs, and new measurements can be written as linear combinations of those seen in training:

\[
\begin{align*}
\tilde{x}_0' &= Xw_{x,0}, \\
u_k' &= Uw_{u,k}, \quad k = 1, \ldots, K \\
y_k' &= Yw_{y,k}, \quad k = 0, \ldots, K
\end{align*}
\]

for weights \( w_{x,0}, w_{u,k}, \) and \( w_{y,k} \). Then, it can be seen from (23) that the time-varying quantities have the form

\[
A_{k-1} = XW_{A,k} X^T, \quad \nu_k' = Xw_{v,k}, \quad k = 0, \ldots, K \tag{34}
\]

for some kernelized matrices, \( W_{A,k} \) and \( w_{v,k} \). Now, the solution to (24) is exactly solved by the RTS smoother (26). It is then straightforward to prove through two induction proofs, one for the forward pass and one for the backward pass, that the state means and covariances for both passes have the forms

\[
\begin{align*}
\tilde{x}_k' &= Xw_{x,k}, \quad \tilde{P}_k' = XW_{P,k} X^T + c_k I, \quad k = 0, \ldots, K \\
\tilde{x}_k' &= Xw_{x,k}, \quad \tilde{P}_k' = XW_{P,k} X^T + c_k I, \quad k = 0, \ldots, K
\end{align*}
\]

and we form \( \tilde{x}_k' = Xw_{x,k}, \tilde{P}_k' = XW_{P,k} X^T + c_k I, \) for \( k = 0, \ldots, K \) and some kernelized matrices \( w_{x,k}, W_{P,k} \) and scalar \( c_k \). By substituting these expressions into (29), it can be seen that the results for \( \xi_k' \) and \( \Sigma_k' \), the means and covariances in the original space, are indeed kernelized. Therefore, from input to output, the algorithm only uses RKHS quantities in their kernelized forms.

B. Substituting with Random Fourier Features

As the algorithm is kernelized, we can approximate the kernel functions associated with embeddings \( x(\cdot), y(\cdot), u(\cdot) \) by directly swapping them with the respective finite-dimensional RFF embeddings on the original quantities. When \( P \) is large, this yields a much more efficient procedure than using only kernel evaluations. We outline the procedure below, and analyze the time and memory complexity of the algorithm.

The embedded training data in block-matrix form becomes

\[
X \leftarrow \tilde{X} \in \mathbb{R}^{R_x \times P}, \quad \bar{X} \leftarrow \bar{X} \in \mathbb{R}^{R_x \times P}, \tag{36a}
\]

\[
Y \leftarrow \tilde{Y} \in \mathbb{R}^{R_y \times P}, \quad \bar{U} \leftarrow \bar{U} \in \mathbb{R}^{R_y \times P}, \tag{36b}
\]

which are used to compute the new finite-dimensional RFF-counterpart of the system matrices,

\[
\begin{align*}
\tilde{A} &\in \mathbb{R}^{R_x \times R_x}, \quad \tilde{B} \in \mathbb{R}^{R_x \times R_u}, \quad \tilde{H} \in \mathbb{R}^{R_z \times (R_x R_u)}(37a), \\
\tilde{C} &\in \mathbb{R}^{R_y \times R_x}, \quad \tilde{Q} \in \mathbb{R}^{R_x \times R_x}, \quad \tilde{R} \in \mathbb{R}^{R_y \times R_y}, (37b)
\end{align*}
\]

through solving (20) with the embedded training data. Letting \( \bar{R} = \max(R_x, R_u, R_y) \), this procedure has a computational complexity of \( \mathcal{O}(P^3) \) and a memory complexity of \( \mathcal{O}(P^2) \), both scaling only linearly with the number of training points.

For testing, we replace the initial condition, incoming control inputs, and incoming measurements with their RFFs,

\[
\begin{align*}
\tilde{x}_0' &\leftarrow \tilde{x}(\xi_0') = \tilde{x}_0' \tag{38a}, \\
u_k' &\leftarrow \tilde{u}(\nu_k') = \tilde{u}_k' \tag{38b}, \quad k = 1, \ldots, K \\
y_k' &\leftarrow \tilde{y}(\eta_k') = \tilde{y}_k' \tag{38c}, \quad k = 0, \ldots, K
\end{align*}
\]

and we form \( \tilde{A}_{k-1} \in \mathbb{R}^{R_x \times R_x} \), \( \tilde{v}_k \in \mathbb{R}^{R_z} \) using (23) with the \( \tilde{\cdot} \) quantities. We then solve the RFF-equivalent of the LTV system in (24) using a linear batch state estimator, yielding the RFF-equivalent state mean, \( \tilde{x}_k' \), and covariance, \( \tilde{P}_k' \), for...
Algorithm 1: Koopman State Estimator (KoopSE)

Training:

Input: Training data \( \{ \xi^{(i)}, \nu^{(i)}, \gamma^{(i)} \}_{i=1}^{P} \); RFF parameters (kernel-dependent); algorithm hyperparameters \( \{ \lambda_{R}, \lambda_{H}, \lambda_{C}, \lambda_{Q}, \lambda_{K}, \lambda_{K} \} \).

1) Stack training data \( \{ \xi^{(i)}, \nu^{(i)}, \gamma^{(i)} \}_{i=1}^{P} \) into their block-matrix form, \( \{ \Xi, \Xi, \mathbf{N}, \Gamma \} \), with \( \{ 13 \} \).
2) Embed \( \{ \Xi, \Xi, \mathbf{N}, \Gamma \} \) into their RFF embeddings in block-matrix form, yielding \( \{ \bar{X}, \bar{X}, \bar{U}, \bar{Y} \} \).
3) Solve for model matrices \( \{ \bar{A}, \bar{B}, \bar{H}, \bar{C}, \bar{Q}, \bar{R} \} \) using \( \{ 20 \} \) with the \( \{ \cdot \} \) versions of training data, and compute \( \bar{O}_{\xi} \) in \( \{ 39 \} \).

Output: \( \{ \bar{A}, \bar{B}, \bar{H}, \bar{C}, \bar{Q}, \bar{R}, \bar{O}_{\xi} \} \).

Testing:

Input: Initial condition \( \bar{\xi}_{0} \); control inputs \( \{ \nu^{(i)} \}_{k=1}^{K} \); measurements \( \{ \gamma^{(i)} \}_{k=0}^{\infty} \).

1) Embed \( \{ \bar{\xi}_{0}, \{ \nu^{(i)} \}_{k=1}^{K}, \{ \gamma^{(i)} \}_{k=0}^{\infty} \} \) into their RFF embeddings, yielding \( \{ \bar{\xi}_{0}, \{ \bar{\nu}^{(i)} \}_{k=1}^{K}, \{ \bar{\gamma}^{(i)} \}_{k=0}^{\infty} \} \).
2) Compute time-varying quantities \( \{ \bar{A}_{k-1}, \bar{v}^{(i)} \}_{k=0}^{\infty} \) in \( \{ 23 \} \) using the \( \{ \cdot \} \) quantities.
3) Form LTV system in \( \{ 23 \} \) with the \( \{ \cdot \} \) quantities.
4) Solve for mean and covariance estimates, \( \{ \bar{\xi}^{(i)}_{k}, \bar{\Sigma}^{(i)}_{k} \}_{k=0}^{\infty} \), with an efficient batch state estimator (e.g., RTS smoother).
5) Convert \( \{ \bar{\xi}^{(i)}_{k}, \bar{\Sigma}^{(i)}_{k} \}_{k=0}^{\infty} \) into the original space with \( \{ 39 \} \), yielding \( \{ \xi^{(i)}_{k}, \Sigma^{(i)}_{k} \}_{k=0}^{\infty} \).

Output: State means \( \{ \xi^{(i)}_{k} \}_{k=0}^{\infty} \); covariances \( \{ \Sigma^{(i)}_{k} \}_{k=0}^{\infty} \).

Each timestep \( k = 0, \ldots, K \). With an RTS smoother or a similarly efficient estimator, this procedure takes a computation complexity of \( \mathcal{O}(KR^{3}) \) and a memory complexity of \( \mathcal{O}(KR^{2}) \). Note that if we require a filter solution for online state estimation, we can do only the forward pass, which is also kernelized.

Finally, we convert the results back into state space:

\[
\xi^{(i)}_{k} = \tilde{O}_{\xi} \tilde{\xi}^{(i)}_{k}, \quad \Sigma^{(i)}_{k} = \tilde{O}_{\xi} \tilde{\Sigma}^{(i)}_{k} \tilde{O}_{\xi}^T, \quad \tilde{O}_{\xi} = \Xi \Xi^T (\Xi \Xi^T + \lambda_{1} I)^{-1} \in \mathbb{R}^{N_{\xi} \times R_{\xi}},
\]

(39a)

where \( k = 0, \ldots, K \). Due to kernelization, although the RFF-equivalents of the RKHS variables and model matrices likely look very different, the results for \( \{ \xi^{(i)}_{k}, \Sigma^{(i)}_{k} \} \) in \( \{ 39 \} \) converge to the true results in \( \{ 30 \} \) as the ranks of the approximations approaches infinity. Note that \( \tilde{O}_{\xi} \) can be precomputed during training. As such, the overall computation and memory complexity of testing is still \( \mathcal{O}(KR^{3}) \) and \( \mathcal{O}(KR^{2}) \), respectively, regardless of the amount of training data used. As mentioned before, the computation of \( \tilde{O}_{\xi} \) would need to be slightly modified if there were circular quantities in the original states. See Algorithm 1 for a summary of the full algorithm.

VIII. EXPERIMENTS AND RESULTS

A. Problem Setup

KoopSE was evaluated on a control-affine system with a nonlinear measurement model in simulation, then on an experimental dataset with a similar setup. The problem was estimating the positions and headings of a wheeled robot driving in a 2D plane and receiving range measurements from five ultra-wideband (UWB) sensors. For timestep \( k \), the state, input, and measurement are, respectively,

\[
\xi_{k} = \begin{bmatrix} x_{k} \\ y_{k} \\ \theta_{k} \end{bmatrix}, \quad \nu_{k} = \begin{bmatrix} u_{k} \\ \omega_{k} \end{bmatrix}, \quad \gamma_{k} = \begin{bmatrix} r_{k,1} \\ \vdots \\ r_{k,5} \end{bmatrix},
\]

(40)

where \( (x_{k}, y_{k}) \) is the robot’s position, \( \theta_{k} \) is its orientation, \( u_{k} \) is its linear velocity, \( \omega_{k} \) is its angular velocity, and \( r_{k,j} \) is the range measurement from the robot to the \( j \)th UWB sensor. This uses the common state estimation practice of using interceptive measurements as inputs in the process model \( \{ 27 \} \). This problem setup is identical to the 2D version of the setup in Section 8.2 of \[ 26 \].

For the state, we used a product of a squared-exponential kernel for the robot’s position and a periodic kernel for its orientation. The respective formulas for generating these RFFs can be found in \[ 17 \] and \[ 28 \]. The combined RFF for the state is thus the Cartesian product of the two RFF sets \[ 28 \]. For the input, we kept it as is since there were no improvements from lifting it to higher dimensions, thereby using a linear kernel. We used the squared-exponential RFF for the measurement.

Since orientation is on a circular domain, we take special care in computing the weighted average of states in \( \{ 39 \} \). We convert the orientations to their Cartesian form, \( \xi^{(i)} = \xi^{(i)}(\xi^{(i)}) = \begin{bmatrix} x^{(i)} \\ y^{(i)} \\ \cos(\theta^{(i)}) \\ \sin(\theta^{(i)}) \end{bmatrix}^T, \)

(41)

then use \( \Xi^{*} = \begin{bmatrix} \xi^{(1)} \\ \vdots \\ \xi^{(P)} \end{bmatrix} \) to compute \( \tilde{O}_{\xi} \Xi^{*} \) in \( \{ 39 \} \) instead of using \( \Xi \). When computing \( \xi^{(i)}_{k} \) and \( \Sigma^{(i)}_{k} \) in \( \{ 39 \} \) at test time, we first compute their Cartesian-form equivalents: \( \xi^{(i)}_{k} = \tilde{O}_{\xi} \tilde{\xi}^{(i)}_{k}, \Sigma^{(i)}_{k} = \tilde{O}_{\xi} \tilde{\Sigma}^{(i)}_{k} \tilde{O}_{\xi}^T \), giving us the Gaussian distribution of \( x_{k}, y_{k}, \cos(\theta_{k}) \), and \( \sin(\theta_{k}) \). We then use the method of \[ 29 \] to estimate the distribution of \( \theta_{k} \) given the Gaussians of \( \cos(\theta_{k}) \) and \( \sin(\theta_{k}) \).

For evaluating estimation algorithms, we use the root-mean-squared-error (RMSE) and the Mahalanobis distance (scaled by the degrees of freedom) of the estimated trajectories. An accurate estimator has an RMSE close to 0, and a consistent estimator has a Mahalanobis distance close to 1. We tuned the RFF parameters and the regularizing hyperparameters for KoopSE accordingly for these objectives. We compare our results with a model-based Lie-group extended RTS smoother, an extension of the Lie-group extended Kalman Filter in \[ 26 \].

Section 8.2.4. Its model covariances are tuned with the same objectives, including increasing the measurement covariances for the two noisy sensors. KoopSE was first verified in simulation, then validated on an experimental dataset of the same setup. We present our results for the two scenarios below.

B. Simulation Results

For the simulation, we added a 20 cm unmodelled bias to two out of the five sensors, resulting in a UWB error profile similar to that gathered from experiment in Section VII-C. Training data were generated by the robot roughly following randomly generated trajectories in an enclosed area. One hundred trajectories of 1000 timesteps were used for evaluation, and the combined results are presented in Table 1. The error plots for 5 trajectories are shown in Fig. 2. In Fig. 5...
|                        | KoopSE | Model-Based |
|------------------------|--------|-------------|
| Translation RMSE (m)   | 0.026  | 0.053       |
| Orientation RMSE (rad) | 0.026  | 0.034       |
| Translation Maha. distance | 0.915  | 1.104       |
| Orientation Maha. distance | 0.777  | 0.548       |

TABLE I: RMSE and Mahalanobis distance for KoopSE and the model-based extended RTS smoother for 100 trajectories of 1000 timesteps in simulation. The Mahalanobis distances for both are fairly close to 1, signifying that both algorithms are properly tuned under the ideal simulation environment. However, KoopSE has lower RMSE than the model-based smoother for both translation and orientation.

Fig. 2: Error plots of 5 test trajectories in simulation for KoopSE (left) and for the model-based extended RTS smoother (right). The blue lines represent the errors of the estimated trajectories, and the red envelopes represent the estimated $3\sigma$ bounds. Both errors are within the $3\sigma$ bounds, but the model-based smoother has larger errors than KoopSE, especially for $y$ where we can see a small bias for the model-based smoother.

Fig. 3: RMSE of KoopSE on test trajectories in simulation for various numbers of RFF (top) and training data points (bottom). The dotted line represents the RMSE of the model-based smoother for both vertical axes (translation and orientation). Starting from using only 128 RFF and 10000 training points, the performance of KoopSE has already surpassed that of the model-based smoother, achieving much lower translation RMSE and comparable orientation RMSE.

Fig. 4: Error plots of the 6 folds of the UWB experimental dataset for KoopSE (left) and the model-based extended RTS smoother (right). The blue lines represent the errors of the estimated trajectories, and the red envelopes represent the estimated $3\sigma$ bounds. The errors of KoopSE are smaller and bounded by the $3\sigma$ bounds, while those of the model-based smoother are larger and often not bounded.

C. Experimental Results
Experiments in a lab setting using a Clearpath Husky Unmanned Ground Vehicle (UGV) were used to validate the proposed approach. A 30-minute dataset of the UGV driving in an indoor environment was collected. Ground-truth position and orientation data was collected using an OptiTrack motion capture system. The wheel odometry consisting of forward velocity and yaw rate was calculated from wheel encoders. Five UWB anchors transmitting range measurements were used, with two of the anchors obstructed with metal plates representing clutter in the environment, creating additional measurement bias on the order of 30 cm. A picture of the Husky and the anchors is shown in Fig. 1.

To validate the generality of KoopSE, we ran a 6-fold cross-validation, training on 25 minutes of data and testing on a random 100-second section of the remainder. The error plots for each fold are shown in Fig. 4. The RMSE and Mahalanobis distances for the folds are shown in Fig. 5.

IX. DISCUSSION AND CONCLUSION
The results highlight the benefits of the data-driven approach. Table I and Fig. 2 show that in simulation, KoopSE has lower errors than the model-based extended RTS smoother, which is ignorant of the range biases, even though both methods are consistent. This shows that, despite having no knowledge of the robot’s motion model, nor the UWB range measurement model, nor the position of the anchors, KoopSE outperforms the classical method when a small unmodelled measurement bias is introduced. In fact, when the bias is removed, we found that KoopSE performed just as well as the model-based smoother. In Fig. 3, the RMSE of KoopSE quickly decreases over the first 100 RFF and the first 10000
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exact ground-truth states. As well, since the learned lifted
models, training requires ground-truth states as input. Future
are unknown or have complicated noise distributions, such as
space, permitting state estimation with familiar linear tools.
estimation of control-affine systems. We have demonstrated
all, KoopSE is an efficient framework for data-driven state
due to unmodelled effects in its motion or sensor models,
position estimates, despite best efforts in tuning. This is likely
smoother achieving the lowest RMSE resulted in overconfident
ulation setting, the covariance parameters for the model-based
similar orientation RMSE for all folds. Unlike for the sim-
ings. As shown in Fig. 5, compared to the model-based
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training points. KoopSE surpassed the classical smoother with
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The results on the experimental dataset validated our find-
. As shown in Fig. 5 compared to the model-based
KoopSE achieved lower translational RMSE and similar orientation RMSE for all folds. Unlike for the sim-
ulation setting, the covariance parameters for the model-based
smoother achieving the lowest RMSE resulted in overconfident
position estimates, despite best efforts in tuning. This is likely
due to unmodelled effects in its motion or sensor models,
which KoopSE overcame with its model-free approach. Over-
all, KoopSE is an efficient framework for data-driven state
estimation of control-affine systems. We have demonstrated
KoopSE’s feasibility in a nonlinear UWB-tracking problem,
and have shown that this system and potentially many others
are approximately bilinear-Gaussian in a higher-dimensional
space, permitting state estimation with familiar linear tools.
This method is applicable for cases where the system models
are unknown or have complicated noise distributions, such as
in our scenario of indoor navigation with UWB sensors.
Although KoopSE requires no prior knowledge on system
models, training requires ground-truth states as input. Future
work could investigate ways of learning system models without
exact ground-truth states. As well, since the learned lifted
models have proven to be effective for state estimation, a
natural extension is to use the same models for data-driven
control under a similar framework.
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A. Detailed Sketch that KoopSE is Kernelized

Our goal is to show that KoopSE uses the RKHS quantities only in their kernelized forms. For training, the lifted training points are used to compute the bilinear system matrices in (11). Using SMW identities, we can write the analytical solution of (20) for A, B, and H, as well as an alternative expression for C:

\[
A = \frac{1}{\lambda_A}X \tilde{X}^T, \quad B = \frac{1}{\lambda_B}XLU^T, \quad (42a)
\]

\[
H = \frac{1}{\lambda_H}XLY^T, \quad C = Y (X^T \mathbf{X} + \lambda_C \mathbf{1})^{-1} X^T, \quad (42b)
\]

where \(L = \left( \frac{1}{\lambda_A}X^T \tilde{X} + \frac{1}{\lambda_B}U^T U + \frac{1}{\lambda_H}V^T V + 1 \right)^{-1} \). This solution is not used in practice because it involves inverting \(P \times P\) matrices, where \(P\) is the amount of training data. However, the solution is clearly of the form

\[
A = XW_A X^T, \quad B = XW_B U^T, \quad (43a)
\]

\[
H = XW_H V^T, \quad C = YW_C X^T, \quad (43b)
\]

\[
Q = XW_Q X^T + \lambda Q \mathbf{1}, \quad R = YW_R Y^T + \lambda R \mathbf{1}, \quad (43c)
\]

where \(W_A, W_B, W_H, W_C, W_Q, W_R\) are some kernelized matrices.

At test time, we assume that the initial condition, new control inputs, and new measurements can be written as linear combinations of those seen in training:

\[
\dot{x}_0' = Xw_{x,0}, \quad P_0' = Q = XWQX^T + \lambda Q \mathbf{1}. \quad (49)
\]

Suppose at timestep \(k\), the priors have the form

\[
\dot{x}_k' = Xw_{x,k,f}, \quad \dot{P}_k' = XW_{p,k,f} X^T + \hat{c}_k f \mathbf{1}, \quad (50)
\]

for some kernelized matrices \(w_{x,k,f}\) and \(W_{p,k,f} X^T\) and scalar \(\hat{c}_k f\). Then, going through the forward pass and using the derived kernelized structures for \(A_{k-1}, C, Q, R, \dot{v}_k'\), it is straightforward to show that

\[
\dot{x}_k' = Xw_{x,k,f}, \quad \dot{P}_k' = XW_{p,k,f} X^T + \hat{c}_k f \mathbf{1}, \quad (51)
\]

and then that

\[
\dot{x}_{k+1} = Xw_{x,k+1,f}, \quad \dot{P}_{k+1} = XW_{p,k+1,f} X^T + \hat{c}_{k+1} f \mathbf{1} \quad (52)
\]

with the same matrix structures. The proof setup is similar for the backward pass. Through these induction processes, we can show that the mean and covariance outputs from the forward pass prior, forward pass posterior, and the backward pass all have the structure, for \(k = 0, \ldots, K\),

\[
\dot{x}_k' = Xw_{x,k}, \quad \dot{P}_k' = XW_{p,k} X^T + c_k \mathbf{1}, \quad (53)
\]

with kernelized matrices \(w_{x,k}\) and \(W_{p,k}\) and scalar \(c_k\). We substitute these expressions for \(\dot{x}_k'\) and \(\dot{P}_k'\) into (29), yielding

\[
\hat{\xi}_k' = \Xi(X^T X + \lambda_\mathbf{1})^{-1} X^T (Xw_{x,k}), \quad (54a)
\]

\[
\hat{\Sigma}_k' = \Xi(X^T X + \lambda_\mathbf{1})^{-1} X^T (XW_{p,k} X^T + c_k \mathbf{1} \times X(X^T X + \lambda_\mathbf{1})^{-1} \Xi. \quad (54b)
\]

We can see that the results for \(\hat{\xi}_k' \) and \(\hat{\Sigma}_k'\), the states and covariances in the original space, are indeed kernelized. Therefore, from input to output, the algorithm only uses RKHS quantities in their kernelized forms.