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\textbf{Abstract}

A fault diagnosis method for power electronics converters based on deep feedforward network and wavelet compression is proposed in this paper. The transient historical data after wavelet compression are used to realize the training of fault diagnosis classifier. Firstly, the correlation analysis of the voltage or current data running in various fault states is performed to remove the redundant features and the sampling point. Secondly, the wavelet transform is used to remove the redundant data of the features, and then the training sample data is greatly compressed. The deep feedforward network is trained by the low frequency component of the features, while the training speed is greatly accelerated. The average accuracy of fault diagnosis classifier can reach over 97%. Finally, the fault diagnosis classifier is tested, and final diagnosis result is determined by multiple-groups transient data, by which the reliability of diagnosis results is improved. The experimental result proves that the classifier has strong generalization ability and can accurately locate the open-circuit faults in IGBTs.

1. Introduction

The power electronics converters are widely used in the fields of energy conversion, in which the phase-shifted full-bridge (PSFB) DC-DC converters play a critical role in many cases such as aeronautics, astronautics, hybrid electric vehicles applications and so forth \cite{1}. Power switching tubes is one of the most vulnerable components in power electronic converters because of over-voltage, over-heating or erroneous signal. Although there are various methods to improve the stability of PSFB DC-DC converters, faults are always unavoidable. Meanwhile, the faults of PSFB DC-DC converters may lead to damage of the whole system. Therefore, the reliabilities of these converters are very important \cite{2,3}.

The fault of power semiconductor is mainly shown as short-circuit fault and open-circuit fault \cite{4,5}. Short-circuit faults, usually protected by standard protection circuit, are considered as the most dangerous, and the IGBT will be shut off immediately once short-circuit fault is detected \cite{6,7}. On the contrary, though the open-circuit faults are not so destructive, it usually last for some time and may cause secondary damage to other equipments \cite{8-10}. Therefore, the fault diagnosis is of great significance for the stability of the whole system.

Fault diagnosis methods are usually classified into model-based and data-driven methods. Among them, the model-based method is difficult to realize because the fault mathematical model is difficult to establish \cite{11,12}. Compared with model-based methods, machine learning methods are efficient and rely less on the circuit models, which only require the historical data \cite{13,14}. The fault diagnosis method with artificial intelligence (AI)-based techniques for multilevel inverter drive (MLID) was proposed in \cite{15} and \cite{16}, in which the neural network fault classifier was trained by the phase voltage after principal component analysis (PCA) dimension reduction, and the classification accuracy of the fault diagnosis classifier can be over 95%. A combined model-based and intelligent method for actuators’ small fault detection and isolation was proposed in \cite{17}, in which the computational intelligence was used to reduce the influence of uncertainty model and enhance the performance of the diagnostic system. An unsupervised Neural-Network-Based algorithm for three-phase induction motor stator fault was proposed in \cite{18}, which requires less accurate mathematical models of the motors. A fault diagnosis algorithm based on multi-state data processing and subsection fluctuation analysis was presented in \cite{19}, which can realize multiple open-circuit fault diagnosis for the photovoltaic (PV) inverter. A multiscale adaptive fault diagnosis (MAFD) method based on signal symmetry reconstitution preprocessing (SSRP) was proposed in \cite{20}, in which the artificial neural network (ANN) was used to detect the type and location of the switch fault in micro-grid inverter.

Discrete wavelet transform (DWT) can be used to analyze timevarying or non-stationary signals \cite{21}. DWT can automatically extract...
both low and high frequency components from the signal, while the low frequency component does not contain redundant components [22-23]. A general approach for the transient detection of slip-dependent fault components was proposed in [24], which can identify the wavelet fault currents features. Because the variation of component related to the fault is usually larger than that in steady-state current, the fault diagnosis method with transient current has a potential advantage. A systematic fault diagnosis method for analogue circuits, based on the combination of neural networks and wavelet transforms, was presented in [25], in which the wavelet transforms was used to remove noise from the sampled signals, and PCA was adopted to reduce data dimension.

To simplify the study, linear control theory, topology, and ideal semiconductor switch model are still used in power electronic applications. However, the power semiconductor devices are quite different from linearization devices. In actual, it is hard to establish fault mathematical models of many converter topologies. Therefore, it is difficult to apply the mathematical model method to power electronic converter fault diagnosis. With the rapid development of information and computer technology, collecting large amounts of data is no longer a problem, and data-driven methods have been attracted more and more attention [26, 27]. Therefore, a method based on the deep feedforward network (DFN) and wavelet compression algorithm with the transient fault data is proposed in this paper, in which the transient fault features of the power electronic converters are employed to locate the open-circuit faults.

The rest of the paper is organized as follows: Section 2 presents experimental environment and setup, and the transient fault voltage and current data of open-circuit faults in IGBTs of PSFB DC-DC converters are collected from an experimental system. Section 3 describes the proposed fault detection and location method which based on based on DFN and wavelet compression. Section 4 describes the proposed method and experimental results to validate the effectiveness of fault diagnosis method. Conclusions are drawn in the last section.

2. Fault data analysis and compression

The proposed method, by which multiple faults can be diagnosed, only requires a small quantity of fault data samples for training fault classifier. The data under various faults are analyzed to find out fewer but more effective features related to fault states.

2.1. Fault features selection

The proposed method mainly uses historical data to train deep feedforward network, which has simple network structure and strong approximation capability. The proposed method mainly aims at learning from the data to acquire a strong classification and pattern recognition ability. As shown in Fig. 1, there is an open-circuit fault in IGBT S1 of PSFB DC-DC converter. And the converter has been described in details in [1, 28 and 29]. Therefore, this paper does not describe the topology and control strategy too much.

The sample data are collected form the normal state and the fault states of the PSFB DC-DC converter, and the IGBT faults in S1, S2, S3, S4 are presented as F0, F1, F2, F3 and F4. In order to facilitate computer processing, the states of F0, F1, F2, F3 and F4 are set to 0, 1, 2, 3, 4 as the sample labels, respectively. Fig. 2 shows some original fault data waveform of acquisition features without preprocessing, and the data of each feature in each state are 60,000 samples, respectively. There are 5 states and 300,000 samples for each state. These data will be used for correlation analysis to remove redundant features.

Set a sequence \( x(i=1,2,\ldots,n) \) with \( n \) characteristic voltages or characteristic currents and each voltage or current has \( m=300,000 \) samples. The features \( x_i \) \((i=1,2,\ldots,n)\) with \( n=8 \) are given, where \( x_1-x_8 \) represent \( h_{aux}, h_{l}, l_{12}, l_{13}, l_{10}, V_{rh}, V_{lu} \) and \( l_i \), respectively. The expression of the covariance between any two sequences is:

\[
\text{cov}(x, x') = \sum_{i=1}^{m} (x_i - \bar{x})(x'_i - \bar{x}') \over m-1
\]

\[
R_{ij} = \frac{\text{cov}(x_i, x_j)}{\sigma_i \cdot \sigma_j}
\]

where \( \sigma_i \) and \( \sigma_j \) are the standard deviations between \( x_i \) and \( x_j \). The correlation coefficient between each feature \( x_1-x_8 \) is calculated, and the matrix is obtained as follows:

\[
R = \begin{bmatrix}
0 & 12 & 100 & 0 & 4 & 62 & 4 & 0 \\
51 & 0 & 100 & 9 & 4 & 9 & 0 & \varepsilon \\
64 & 32 & 4 & 9 & 100 & 1 & 79 & 95 \\
100 & 68 & 0 & 9 & 95 & 0 & 95 & 100
\end{bmatrix}
\]

As shown in Table 1, both significant correlation and high correlation are considered redundant. According to the correlation coefficient matrix \( R \), the feature which has a high correlation with others are removed, and only one of the redundant features is retained. According to this method, on the surface, compared with other features, \( x_1 \) has a strong classification ability, then \( x_1 \) removes \( (x_2,x_3,x_6) \), \( x_2 \) removes \( x_3 \), then \( x_3 \) removes \( x_6 \), and then \( x_6 \) are removed, then the features \( x_2,x_3 \) are selected. But the experiments result is not good enough because of lack of features. Therefore, fine-tune the features is needed based on the actual situation. Because \( x_1 \) has the least relevance with other selected features, then the feature \( x_8 \) is added. Therefore, \( l_11, h_{aux}, l_{12}, h_6 \) are selected as the features for fault diagnosis. The correlation coefficient matrix of \( (x_1,x_7,x_8,x_9) \) is as follows:
Table 1

| Correlation coefficient R | Correlation degree |
|---------------------------|--------------------|
| 0 ≤ |R| < 0.3               | Weak correlation   |
| 0.3 ≤ |R| < 0.5               | Moderate Correlation|
| 0.5 ≤ |R| < 0.8               | Significant correlation|
| 0.8 ≤ |R| < 1.0               | High correlation    |

Fig. 2. Some original fault data waveform of acquisition features.
2.2. Fault data acquisition

In order to be more consistent with the reality, the fault experiment is directly used to collect sample data. Experimental equipment is shown in Fig. 3. The experimental parameters are: input voltage is 100V, output voltage is 36V, output current is 2.25A, the load is 16Ω, IGBT type is FF300R12KS4, switching frequency 20kHz, filter inductance 490H, the turn ratio of main transformer is 17:17.5, filter capacitance is 20μF, the data sampling frequency of oscilloscope is 125MHz.

Fig. 4 shows the waveform when open-circuit fault occurs in IGBT of PSFB DC-DC converters. As shown in Fig. 4(a)-(d), when open-circuit fault occurs in a single IGBT, the DC output voltage will display a fluctuation but without overvoltage, and the DC output voltage can resume to the normal state within 2ms. PSFB DC-DC converters are easy to run with faults. Therefore, it is important to detect and locate the fault to eliminate the hidden danger timely and effectively.

Fig. 5 shows the waveform of the original data extracted from the state of F0-F4, and each state has 250,000 samples. And the experimental data are exported from the oscilloscope. According to Fig. 2 and Fig. 5, the shape of the experimental data are very close to that of the simulation data.

2.3. Data compression based on wavelet compression algorithm

In many applications, low-frequency components are more important than high-frequency components of the signal. The Haar wavelet is easy to implement in hardware, so three levels Haar wavelet is adopted to compress the redundant data in this paper.

Haar wavelet is implemented by wavelet filter banks algorithm: where the length of the input sequence \( a^n \) is \( 2^n \), and the average and detail coefficients of the sequence are obtained. The lowfrequency components \( a^{n-1} \) and the high frequency components \( d^{n-1} \) \((n\) starts from 0) as follows:

\[
a^{n-1} = \{a_{-1,0}, a_{-1,1}, \ldots, a_{-1,2^{n-1}}\}
\]

\[
d^{n-1} = \{d_{0,0}, d_{0,1}, \ldots, d_{0,2^{n-1}}\}
\]
\[ \alpha_{n,1} = \{ \alpha_{n,1,0}, \alpha_{n,1,1}, \ldots, \alpha_{n,1,2^n-1} \} \]  
\[ d_{n,1} = \{ d_{n,1,0}, d_{n,1,1}, \ldots, d_{n,1,2^n-1} \} \]  
\[ (5) \]

Where the expressions of the low-frequency coefficients \( \alpha_{n,1,k} \) and the high-frequency coefficients \( d_{n,1,k} \) are as follows:

\[ \alpha_{n,1,k} = \frac{(\alpha_{n,k,2} + \alpha_{n,k,2^1})}{2}, \quad k = 0, 1, \ldots, 2^n \]  
\[ d_{n,1,k} = \frac{(\alpha_{n,k,2} - \alpha_{n,k,2^1})}{\sqrt{2}}, \quad k = 0, 1, \ldots, 2^n \]  
\[ (6) \]

As shown in Table 2, the averages (low-frequency component) and the detail coefficients (high-frequency component) of the signal are obtained. The high-scale data can be reconstructed from the low-scale average and detail coefficients. Therefore, the original signal can be reconstructed by this method. Similarly, the original data can be compressed from original 300 thousand to 37.5 thousand through 3 levels wavelet transforms.

As shown in Fig. 6, where \((a1)\) and \((b1)\) are the extracted original...
waveform, (a2) and (b2) are the waveform after 8 times compression. Although the amount of data is compressed by 8 times, the trend of original data is retained. Therefore, the compressed data can be used to train the fault classifier.

3. Training and evaluation of fault diagnosis classifier

DFN algorithm has been widely used in pattern recognition, fault classification and other fields, which is capable of incorporating nonlinearity in the system [30]. The random forest algorithm (RF) was first proposed in [31] by Breiman, which is composed of many decision trees. The RF algorithm has the advantages of train rapidly and can eliminate the issue of over fitting with plenty of features [32]. Compared with DFN and RF algorithm, the fault identification speed of support vector machine (SVM) and K-nearest neighbor (KNN) algorithm are slower, and not conducive to online fault diagnosis [33,34]. This paper makes a comparative analysis of DFN, RF, KNN and SVM algorithm.

Table 3

| Fault location | $r_{11}$ | $r_{1a}$ | $r_{12}$ | $r_{13}$ | Actual $f(x)$ | Target $y$ |
|----------------|----------|----------|----------|----------|---------------|-----------|
| normal         | 1.3255   | -8.8211  | 0.5830   | 5.7867   | 0.0022        | 0         |
| S1             | 1.0152   | 1.1301   | 0.5812   | 5.2623   | 1.0047        | 1         |
| S2             | 0.3368   | -1.4987  | 0.5607   | 3.5319   | 1.9998        | 2         |

Table 4

| Method              | Sample sizes | Training accuracy | Training time |
|---------------------|--------------|-------------------|---------------|
| DFN+original        | 1,750,000    | 0.9846            | 12.65h        |
| DFN+wavelet         | 218,750      | 0.9850            | 0.52h         |
| RF+wavelet          | 218,750      | 0.9192            | 0.03h         |
| KNN+wavelet         | 218,750      | 0.8906            | 0.49h         |
| SVM+wavelet         | 218,750      | 0.8732            | 0.51h         |
3.1. Training of fault diagnosis classifier

According to Fig. 6, the shape of waveform after wavelet compression is similar to that of the original waveform, but the compressed data has no physical meaning because the magnitude of the sample changes. Therefore, the data should be normalized to \([x'_{\text{min}}, x'_{\text{max}}]\) to reduce the difference in magnitude, where \(x'_{\text{max}}=1\) and \(x'_{\text{min}}=0\), which can reduce the training error and the diagnostic error. The expression of the normalization process is:

\[
x = \frac{x - x_{\text{min}}}{x_{\text{max}} - x_{\text{min}}} \times \left( x_{\text{max}} - x_{\text{min}} \right) + x_{\text{min}}
\]

Where \(x\) is the sample after wavelet compression, \(x_{\text{max}}\) and \(x_{\text{min}}\) are the maximum and minimum value of the characteristic samples in the same group, respectively. And \(x'\) is normalized data which can be directly used for training fault classifiers.

The DFN is composed of input layer, hidden layers and output layer. The classification performance of DFN algorithm is associated with the parameters, and the method of setting parameters can be referred to [30]. According to [30], trial and error method, a common method based on the user’s experience, could also be used. And the training of fault diagnosis classifier based RF algorithm can be referred to [32]. Fig. 7 shows the flow chart of DFN and wavelet compression, and the parameter settings of the DFN algorithm are as follows: where \([I_{11}, I_{12}, h_{\text{au}}, h_{\text{l}}]\) are the input training samples, the activation function of the hidden layer is \(\text{tansig}\). The numbers of neurons in each hidden layer are \([16,16,16,16,16,16,16,16,16,16]\). The activation function of the output layer is \(\text{purelin}\) and the output values are the labels of each state. The generalization training accuracy is set to 0.0001 and the learning efficiency is set to 0.01. The activation function provides a powerful nonlinear modeling capability for DFN algorithm.

The fault diagnosis classifier based on DFN algorithm is trained by \(x'\), and then a mature black box pattern classifier \(f(x)\) is obtained. The expression is simplified as follows:

\[
\begin{align*}
\{ & \text{round}(f(x)) - 4.5 < y \leq 4.5, 0.5 < f(x) < 4.5 \} \\
& 0.5 \leq y \leq 4.5, x'_{\text{min}} < x' \leq x'_{\text{max}}
\end{align*}
\]

4. Fault diagnosis experiments for PSFB DC-DC converters

The fault diagnosis experiments are implemented to verify the effectiveness of fault diagnosis classifier which is based on DFN algorithm and normalization, which is a combination of \([f(x'), I_{\text{max}}, f(x'), r_{\text{in}}]\), \(y\) is the fault diagnosis result of the classifier output after rounding up with \(\text{round}\) function (as shown in Table 3).

3.2. Fault diagnosis classifier evaluation

The original training dataset include the data of normal, S1 fault, S2 fault, S3 fault, S4 fault, \(\{S1 \text{ and } S2\}\) fault and \(\{S2 \text{ and } S4\}\) fault states, and each state has 250,000 samples, where 30% samples were used for training, and 70% samples for test. The training results and test results are shown in Table 4 and Table 5.

According to Table 4, training accuracy of the fault diagnosis classifier based on DFN algorithm with the original data is good, but it needs the most samples and costs the longest training time. The fault diagnosis classifier based on RF and wavelet algorithm takes the shortest time, but its training accuracy is less than DFN and wavelet algorithm. The training time of the KNN and wavelet algorithm, and SVM and wavelet algorithm are about the same as DFN and wavelet algorithm, but their training accuracy are far less than that of DFN and wavelet algorithm. The fault diagnosis classifier based on DFN algorithm and wavelet needs fewer samples, shorter training time and the highest training accuracy among them.

The identification precision rate and recall rate of different fault diagnosis classifiers are listed in Table 5. According to Table 5, the fault diagnosis classifier based on DFN and wavelet algorithm gets the best performance, and that of SVM and wavelet algorithm is the worst. Based on the comparison results and the description of RF algorithm in [30], it is confirmed that the classifier based on DFN algorithm performs better than the classifier based on RF algorithm under the condition of fewer types of features. However, the fewer types of features needed the better. Therefore, the classifier based on DFN algorithm and wavelet compression is adopted to fault diagnosis for PSFB DC-DC converters.
wavelet compression. The experimental platform (as shown in Fig. 3) mainly includes a PSFB DC-DC converter, an ARM controller (STM32F103), a FPGA controller (EP4CE115F23), an A/D converter chip (ADS1256), and a PC which can be substituted with a low-cost industrial computer. The trained fault diagnosis classifier which runs on the PC is employed to monitor and diagnose the state of PSFB DC-DC converters, and the fault diagnosis process is shown in Fig. 7. The open-circuit fault experiment is simulated by turning off the control signal of IGBT in PSFB DC-DC converters. As shown in Fig. 8, the experiments are carried out with S1 and S3 open-circuit faults as examples.

The sampling frequency of the control system is set to 16kHz, it only needs to send 20 points per 10ms to the fault diagnosis classifier after Haar wavelet compression on the controller, and it can reduce the pressure on data transmission over the network. Fig. 9 shows the waveform after wavelet compression, each time 20 sets fault samples are used for fault diagnosis, and 20 diagnostic results are output. And the corresponding diagnostic results are shown in Fig. 10.

Fig. 10 shows the 20 diagnostic results every time and the 20 results jointly decide the fault location. Fig. 10 (a) shows the diagnostic results when the open-circuit fault occurs in IGBT S1, where the samples from 1 to 14 are in normal state, and from 15 to 20 are S1 fault state, and then the fault location is S1. Fig. 10 (b) shows the diagnostic results when the open-circuit fault occurs in IGBT S3, where the samples from 1 to 15 are in normal state, and from 16 to 20 are S3 fault state, and then the fault location is S3.

Therefore, based on the results shown in Fig. 10, it is confirmed that the fault diagnosis classifier based on DFN algorithm and wavelet compression can be adopted to locate the fault IGBT in PSFB DC-DC converters.

5. Conclusion

This paper presented a fault diagnosis method for power electronics converters based on DFN and wavelet compression with transient fault samples. The magnitude change of fault related components in transient state is usually larger than that in steady state. Therefore, transient features are used to train fault diagnosis classifier in this paper.

The redundant features are reduced by the way of correlation analysis, and then the additional circuit is also reduced as much as possible. At the same time, the Haar wavelet is easy to implement in hardware, and it can be used to compress samples and filter signals. In this way, the redundant data and noise are removed, the training speed of DFN is greatly accelerated, and the fault diagnosis accuracy has also been improved.

Finally, the fault diagnosis experiments have been carried out to verify the effectiveness of the proposed method. It reduces the dependence on the fault mathematical model of the power electronics converters. The fault diagnosis classifier based DFN and wavelet compression has the advantages of good classification ability, high computational efficiency and implementation simplicity. The proposed method can locate the open-circuit fault in IGBT accurately.
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