Reliability analysis of non-destructive testing models within a probabilistic approach
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Abstract: The diagnosis of reinforced concrete is essential to detect the degradation and thus maintain the structural performance of civil engineering structures. This paper aims to establish a mathematical relationship between the ultrasonic pulse velocity UPV (considered as an observable variable) and two concrete properties indicators (compressive strength $f_c$ and water content $W$) within a probabilistic framework. Synthetic simulations are proposed to derive a conversion model between the statistical properties of the output and the input parameters for a reinforced concrete structure by taking into account spatial variability of concrete.

1 Introduction

Nowadays, most of the structures for human use (buildings, bridges, etc.) are made of reinforced concrete. Thus, it is of vital importance to ensure that they function correctly during their service life and to detect defect to provide an optimal maintenance strategy[1, 2, 3]. However, the budgets allocated to the maintenance of reinforced concrete structures have reached an alarming level in both developed and developing countries. Therefore, to optimally use these budgets, a rigorous scientific approach is necessary by setting up tools to optimize and make reliable the diagnosis of structure [1, 2, 3].

The auscultation of reinforced concrete structures means the estimation of the physical or mechanical properties of concrete and their spatial variability. The concrete durability indicators can be assessed by performance-based approaches [4, 5, 6]. The most important indicators are the compressive strength and the water content that reflect the evolution of degradation and forecast the residual service life of reinforced concrete structures [4,6,7, 8].

Limitations related to destructive tests sampling, both practical and analytical, leads to the emergence of alternative techniques as non destructive testing (NDT) methods for the auscultation of real structures. NDT techniques are based on well-known physical principles (propagation of mechanical or electromagnetic waves, electric field measurements, etc.). However, many limitations remain with NDT due to the sensitivity of the measured values to multiple parameters, which can lead to major difficulties of
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interpretation and high uncertainties when the evaluation has to be quantified [2]. Therefore, robust procedures and inversion techniques must be implemented for data acquisition to evaluate the accuracy of the estimation.

The empirical equations obtained experimentally or found in the literature relating several NDT methods to the mechanical or/and physical properties of concrete are used in this study to evaluate the values measured by NDT based on a probabilistic approach (Monte Carlo numerical simulations). Through these simulations, the necessary parameters characterizing the variability of the ND variables (mean, standard deviation, correlation length, etc.) will be determined. Three technical NDTs (ultrasonic technique, electrical resistivity or Ground Penetrating Radar) are proposed and will be analyzed. The parameters obtained from each NDT method will be then used to evaluate the concrete properties (such as compressive strength). This back analysis allows to find the values of the concrete properties which are now considered as outputs of the numerical simulations. The comparison between the input and output values of these properties allows to compare the experimental results with those obtained by numerical simulations in order to obtain the best numerical modeling and thus a better evaluation of concrete properties.

In this study, synthetic data, derived from the experimental results obtained by [1], are used to perform synthetic simulation. The synthetic data are obtained on a 2D reinforced concrete slab with a length of 2 m and a width of 2.5 m. The compressive strength \( f_c \) and the water content \( W \) have been considered as indicators to assess the NDT observables. The ultrasonic pulse velocity \( V_p \) has been considered in this paper and the “strength-water content- \( V_p \)" model has been analyzed as a first step to validate the algorithm of the synthetic simulation. Firstly a section that justify and characterise the spatial variability of concrete has been presented. Secondly, the concrete properties have been combined to evaluate the UPV using numerical simulation. Finally, the methodology of the simulation has been described and validated.

2 Spatial variability of concrete

2.1 Justification

Determining the spatial variability of concrete properties in reinforced concrete structures can have a great interest for damage assessment or for reliability analyses [9,10]. Concrete is a complex and highly heterogeneous material, consisting mainly of three phases: aggregates, cement matrix and a transition zone located at the interface between the cement paste and the aggregates. The spatial variability of concrete results from the variability of the material, as the size, the form or nature of aggregates, its exposure conditions, such as the temperature or humidity, or its studied scale[1,9]. This spatial variability of concrete leads to the use of a probabilistic approach. In the following, the random field theory is presented in order to statistically characterize the spatial variability of a concrete property.

2.2 Probabilistic Models

According to [11], the random field (RF) theory should incorporate the observed behavior that: values at adjacent locations are more related than those separated by some distance. For this reason, fundamental statistical properties as the autocorrelation function (ACF) and the variogram have been introduced in addition to the classical statistical parameters, i.e. the mean and the standard deviation (stdv). These two properties make it possible to estimate the degree of correlation between two points by measuring the statistical
difference between the measured values. They only depend on the distance \( h \) between any two distinct points.

In our study, the ACF has been considered as an input for the discretization method of the random field; and the variogram has been chosen to evaluate the correlation length \( l_c \) of the output parameters after an input RF generation.

It is assumed that the compressive strength \( f_c \) and the water content \( W \) random fields share the same autocorrelation function. An isotropic single exponential autocorrelation function has been used:

\[
\rho[(x,y),(x',y')] = \exp\left(-\left(\frac{|x-x'|}{l_x}\right) - \left(\frac{|y-y'|}{l_y}\right)\right) \tag{1}
\]

Where \( l_x \) and \( l_y \) are the autocorrelation distances along \( x \) and \( y \) respectively.

The karhumen-loève methodology presented by [12] has been used in this paper to discretize the random field.

For a series of observed measurements with a limited series of pairs separated by a distance \( h \) (\( N(h) \)), an empirical variogram can be determined as:

\[
\gamma_e(h) = \frac{1}{2N(h)}\sum_{i=1}^{N(h)} Var[Z(x_i) - Z(x_i + h)]^2 \tag{2}
\]

Where \( N(h) \) is the number of pairs whose points are separated by a distance \( h \). \( Z(x) \) and \( Z(x + h) \) are two random variables at two points separated by a distance \( h \), denoted \( x \) and \( x+h \).

For each empirical variogram, a model can be fitted by the least squares method to obtain a mathematical function that can be used later to compute the value of the correlation length \( l_c \) of the output and the expected value of the measurement at any additional point. It is enough to optimize the value of the parameter \( l_c \) in the mathematical function obtained by least squares method. The fitting of this variogram is performed with the best theoretical form of variogram (gaussian, exponential, linear, etc ..).

3 Evaluation of ultrasonic pulse velocity from combining concrete properties

Ultrasounds are among the most common NDT techniques based on mechanical wave propagation. They are sensitive to mechanical properties such as compressive strength, and also to some physical properties as the saturation rate [1].

To evaluate a NDT, the practice is to use an empirical model linking the properties of concrete to the observed NDT value (\( V_p(f_c,W) \)). Thus, concrete properties (\( f_c,W \)) are combined here in order to obtain a better assessment of UPV values. For the case of \( V_p \), the experimental data of [1] has been used as input parameters for numerical simulations. The empirical equation obtained by [1] based on experiments has been considered. The shape of this empirical model is:

\[
V_p\left(\frac{m}{2}\right) = a \times f_c(MPa) + b \times W(\%) + c \tag{3}
\]

Where the coefficients \( a \), \( b \) and \( c \) are calculated by minimizing the error between experimental and predicted values according to [1].

4 Synthetic simulation
4.1. Methodology

The numerical simulations have been performed using MATLAB and Ferum 4.1. The empirical model (equation (3)) makes it possible to give all the input data concerning: the distribution laws of each quantity, their amplitude of variation, as well as their correlation relationships.

A comprehensive step-by-step procedure describing the methodology adopted in the specific case of a spatially varying concrete properties of the slab may be given as follows:

- Define the domain of the slab: in this study, the rectangular slab has dimensions of 2 m x 2.5 m.
- Enter the data of the input random fields: same ACF and autocorrelation length are used for the two RF ($f_c$ and $W$). The shape of ACF is exponential as expressed in equation (1) and the autocorrelation length in x and y direction is supposed to be 0.5 m ($l_x = l_y = l$). KL expansion method has been used for the discretization of RF.
- Generate the meshgrid: size of each element is 10 cm x 10 cm.
- This step consists to identify and designate the random fields and to define the marginal distribution for each RF (type, mean, standard deviation (stdv)). The two RF ($f_c$ and $W$) are supposed to have a normal distribution: $f_c \sim N(\mu_{f_c} = 30 \text{ MPa}, \sigma_{f_c} = 5 \text{ (Coefficient of variation COV}_{f_c} = 16.67\%))$ and $W \sim N(\mu_W = 6\%, \sigma_W = 0.9(\text{COV}_W = 15\%))$.
- Generate randomly the two RF for the total number of simulations (NS).
- Compute the correlation length of $f_c$ and $W$ after this generation denoted $l_c$ and compare it to that used for the input data $l$. The way to determine the correlation length is based on the variogram. The histogram of the distribution values of $f_c$ and $W$ is plotted after the random generation, and fitted with the normal probability density function (PDF). The obtained mean and stdv of each PDF should be compared to those used for input RF. These comparisons are necessary to validate the method of the random generation.

4.2 Validation

In order to validate the random generation of each input random field, ten simulations have been calculated to obtain the best input value of the autocorrelation length for both random fields. In the sequel, only five random generations are presented. The best fitting of histograms for values of each input $f_c$ and $W$ after the random generation was the normal probability density function. Table (1) shows the characteristics of normal PDF. In comparison with the entrance characteristics of normal PDF of $f_c$ and $W$ [$f_c \sim N(\mu_{f_c} = 30 \text{ MPa}, \sigma_{f_c} = 5)$ and $W \sim N(\mu_W = 6\%, \sigma_W = 0.9)$], table 1 shows for each of the five random generations, accepted values of the mean (in the range of 30 MPa for $f_c$ and 6% for $W$), but the values of stdv are slightly different from the entrance values.

| simulation number | 1     | 2     | 3     | 4     | 5     |
|-------------------|-------|-------|-------|-------|-------|
| $\mu$             |       |       |       |       |       |
| $f_c$ (Mpa)       | 31.28 | 32.92 | 29.62 | 30.57 | 30    |
| $W$ (%)           | 6.07  | 6.28  | 6.34  | 5.33  | 6.16  |
| $\sigma$          |       |       |       |       |       |
| $f_c$ (Mpa)       | 1.74  | 2.46  | 2.42  | 3.57  | 2.3   |
| $W$ (%)           | 0.46  | 0.42  | 0.49  | 0.45  | 0.54  |
Figure 1 shows the histogram of the input random field $W$ after the random generation (first simulation presented in table 1) and the corresponding fitting using normal probability density function (curved line in this figure).

![Figure 1. PDF of $W$ for the first random simulation presented in Table 1 - case $l = 0.5 \text{ m}$](image)

In order to compare the values of the correlation length for the two input random fields before and after the random generation, Table 2 gives the values of correlation lengths of $f_c$ and $W$ for five from ten simulations.

| $l_c$ (m) | Simulation number | 1   | 2   | 3   | 4   | 5   |
|----------|------------------|-----|-----|-----|-----|-----|
|          | $f_c$            | 0.895 | 0.506 | 0.736 | 0.628 | 0.99 |
|          | $W$              | 0.448 | 0.672 | 0.558 | 0.582 | 0.657 |

Also, for an illustration step of the obtained results, Figure 2 shows the corresponding variogram fitting of the input random field $W$ after the random generation for the ten simulations calculated (only five simulations are presented in Table 2). As shown in this figure, the fitting is also based on a Gaussian law. The results show that for each of the five random generations, $l_c$ is different from the input value ($l = 0.5 \text{ m}$). Thus, a parametric study that takes into account the variation of input autocorrelation length $l$ should be considered.

![Figure 2. Variogram of $W$ for each random simulation with $l = 0.5 \text{ m}$.](image)
5 Conclusion

Ten numerical simulations for a specific case of input data for the two random fields ($f_c$ and $W$) have been calculated to validate the random generation method of the input random fields. The obtained results are promising. In order to improve the time computational efficiency, the same procedure given in paragraph (4.1) will be implemented using another discretization method (e.g. Circulant Embedding CE). Mention the calculation time with the actual method (specification of the PC also). The effect of the spatial variability of the random fields ($f_c$ and $W$) on the UPV and thus the empirical model is currently studied. Finally, an inversion procedure will be developed for concrete properties evaluation using NDT techniques.
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