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Abstract. We propose and study a nonlocal Euler system with relaxation, which tends to a strictly hyperbolic system under the hyperbolic scaling limit. An independent proof of the local existence and uniqueness of this system is presented in any spatial dimension. We further derive a precise critical threshold for this system in one dimensional setting. Our result reveals that such nonlocal system admits global smooth solutions for a large class of initial data. Thus, the nonlocal velocity regularizes the generic finite-time breakdown in the pressureless Euler system.

1. Introduction. The question of global smoothness vs. finite time breakdown is fundamental for many hyperbolic balance laws, and it was studied in terms of critical threshold phenomena for the first time in [8] for Euler-Poisson equations, followed by critical threshold analysis on various hyperbolic balance laws, see, e.g., [2, 4, 14, 15, 16, 19, 20, 23, 25].

In this paper we are concerned with the critical threshold phenomena in nonlocal Euler equations with relaxation,

$$\begin{align*}
\rho_t + \nabla \cdot (\rho Q \ast u) &= 0, \quad x \in \mathbb{R}^N, \quad t > 0, \\
\rho u_t + (u \cdot \nabla) u &= \rho (Q \ast u - u),
\end{align*}$$

subject to initial density and velocity,

$$\begin{align*}
(\rho(0,x), u(0,x)) &= (\rho_0(x), u_0(x)),
\end{align*}$$

where $\rho_0 \geq 0$. The nonlocal forces appear in two places in the system, one in the flux for density, and the other in the relaxation for velocity. In this context, $Q : \mathbb{R}^N \to \mathbb{R}^+ \cup \{0\}$ is the interaction function with unit integral.

To motivate the model, we keep continuous flows in mind and begin with a general physical process and assume that the density transport is governed by

$$\rho_t + \nabla \cdot (\rho v) = 0.$$  

Here $v \in \mathbb{R}^N$ represents a mean velocity field. If $v$ is given in terms of the density variable $\rho$, then 2 becomes closed. For example, $v = -\nabla \rho E[\rho]$, with certain free energy functional $E[\rho]$, leads to a class of gradient flows in density space.
including the heat equation \((E[\rho] = \int \rho \log \rho \, dx)\), the Fokker-Planck equation \((E[\rho] = \int (\rho \log \rho + V(x) \rho) \, dx)\), and drift-diffusion models, see, e.g., [22] in the context of semiconductor modeling. In this case, the system is considered to be in local equilibrium and \(v\) is referred to as equilibrium velocity. However, very often \(v\) depends on some extra variables in addition to the conserved ones. The extra variable may be used to characterize non-equilibrium features of the system under consideration. Choosing a suitable non-equilibrium variable and determining its evolution equation are the fundamental task of irreversible thermodynamics [6, 26]. In this paper, we consider \(u\) as the extra velocity variable and assume it satisfies the equation involving both nonlinear convection and relaxation:

\[ u_t + (u \cdot \nabla)u = \rho (v - u). \]

To close the system, we need to relate \(v\) to \(u\) and \(\rho\). There could be a variety of choices for \(v\) but we are interested in the ones where the equilibrium manifold \(\{(\rho, u) : v = u\}\) is stable with respect to the hyperbolic scaling (see 3). For the choice to be physically meaningful, we replace the flux term in the \(\rho\) equation in 1a by a simple form that contains contributions depending globally on the velocity variable. As a consequence the resulting hyperbolic system features a nonlocal characteristic speed, while such nonlocal term also appears in the source term. Assuming it has a form \(Q * g(u)\), a scaling perturbation argument indicates that the system can enjoy a bound-preserving property if we require

\[ g(\epsilon u) / \epsilon \leq u, \]

for \(\epsilon\) small and the inequality holding component-wise. The simplest choice would be \(g(u) = u\). Hence in this work we choose to use a weighted averaging as

\[ v = Q * u. \]

In a striking contrast to the limit system 5, the nonlocal system features a much larger set of initial configurations for the global smooth solution.

We should point out that the system 1a though does have a loose analogy to the hyperbolic relaxation systems used to construct weak solutions to hyperbolic conservation laws, but is actually richer. One main difference is that our new system is reducible to a system of same size when considering the ‘mean free path’ limit (see Section 2.1), while the usual relaxation system tends to a system of hyperbolic conservation laws with reduced number of equations. This is due to the structure of such a system being that few unknowns attain equilibrium and the corresponding equations become redundant as the parameter decays to zero; see [5, Section 6.6].

Moreover, the nonlocal structure (non-local velocity) of 1a has an analogy with some nonlocal models for fluid flows (see, e.g., [9, 1]). In addition to these modeling considerations, 1 has a mathematical interest of its own due to its non-local structure and critical threshold behavior with respect to existence of global solutions vs finite time break-down.

To understand the effect of the nonlocal terms involved in the system, we make a hyperbolic scaling

\[ (t, x) \rightarrow \left( \frac{t}{\epsilon}, \frac{x}{\epsilon^2} \right), \quad \epsilon > 0, \]  

(3)
which leads to a rescaled system of form
\[
\rho_t + \nabla \cdot (\rho Q^\epsilon \ast u) = 0, \\
u_t + (u \cdot \nabla)u = \frac{\rho}{\epsilon} (Q^\epsilon \ast u - u),
\] (4)

where \(Q^\epsilon(x) = Q(x/\epsilon)/\epsilon^N\) is converging to the delta function \(\delta(x) = \Pi_{i=1}^N \delta(x_i)\) as the scale parameter \(\epsilon\) tends to zero. We point out that throughout this paper, any space variable is a vector in \(\mathbb{R}^N\), i.e., \(x = (x_1, x_2, \ldots, x_N)\). A formal asymptotic analysis in Section 2.1 shows that (4) tends to a local hyperbolic system of form
\[
\rho_t + \nabla \cdot (\rho u) = 0, \\
u_t + ((u - \rho \gamma) \cdot \nabla)u = 0,
\] (5)

where \(\gamma = \int_{\mathbb{R}^N} y Q(y) dy\) is a constant. Let us illustrate the critical threshold for (5) in 1D case. In such case, it is a strictly hyperbolic system with distinct characteristic speeds \(\lambda_1 = u\) and \(\lambda_2 = u - \gamma \rho\). By using the method introduced in [13] to deal with pairs of conservation laws, it can be shown that (5) will lose \(C^1\) smoothness due to the appearance of shock discontinuities unless its two Riemann invariants are nondecreasing, that is
\[
u_0 x(u(x)) + \gamma \rho_0 x(u(x)) \geq 0 \quad \text{and} \quad u_0 x(u) \geq 0, \forall x \in \mathbb{R}
\] (6)

for (5). Thus, the finite-time breakdown of (5) is generic in the sense that it holds for all but a “small” set of initial data. Such finite time shock formation result also holds true for multi-dimensional hyperbolic conservation law systems under some structural conditions, see [5, Theorem 7.8.2]. On the other hand, an additional forcing if presented in the system will often provide a delicate balance against the nonlinear convection, therefore allowing for a ‘larger’ set of initial data which yield global smooth solutions. Examples, for which critical thresholds have been established, include the Euler-Poisson equations [2, 4, 8, 24, 25], the rotational Euler system [20], the hyperbolic relaxation systems [14, 15, 16], and the Euler alignment model [3, 12, 23], among others.

To be more precise, let us assume some natural properties for the interaction function \(Q \geq 0\):
\[
Q \in W^{1,1}(\mathbb{R}^N), \\
Q(x) = Q(y) \text{ for any } x, y \in \mathbb{R}^N \text{ with } |x| = |y|, \\
\nabla Q \cdot \hat{n} \leq 0, \text{ where } \hat{n} = x/|x| \text{ is the outward normal}, \\
\int_{\mathbb{R}^N} Q(x) \, dx = 1.
\] (7)

In order to identify critical thresholds for (1a) with \(C^1\) bounded initial data, we need to establish a local existence/uniqueness in a function space consistent with our critical threshold analysis. The conventional theorems in a Sobolev space cannot be applied directly. In order to allow for solutions which need not decay at infinity, we show solutions \((\rho, u)\) in \(C((0, T); L^\infty(\mathbb{R}^N)) \times H^s(\mathbb{R}^N))\) and \(\partial_x \rho \in C((0, T); H^s(\mathbb{R}^N))\) and \(\partial_x u \in C((0, T); H^s(\mathbb{R}^N))\) for \(s \geq 1\) in contrast to the usual solution space \(C((0, T); H^{s+1}(\mathbb{R}^N))\). For this, we follow a standard procedure in constructing approximate solutions, proving convergence, and showing higher regularity of the limit, see [21]. However, we need different estimates, and convergence of iterates in \(C((0, T); L^\infty(\mathbb{R}^N))\) instead of \(C((0, T); L^2(\mathbb{R}^N))\). We present two key Lemmas
and related energy estimates for the nonlocal system 1a, which are new and hence included in Appendix.

Critical threshold analysis for scalar hyperbolic balance laws or $2 \times 2$ systems of weakly hyperbolic balance laws is relatively easier. The usual technique is to study the ODE dynamics along the particle path, leading to some differential inequalities, from which threshold conditions are explicitly derived. However, it is often subtle to identify precise threshold conditions for systems of strictly hyperbolic balance laws due to dynamic coupling of distinct characteristic fields [15, 24]. Also, in such systems including 1a breakdown occurs due to shock formation without density aggregation.

For 1a, the major question is whether the nonlocal feature of the system preserves global regularity for a “large” set of initial data. To obtain precise thresholds for Euler equations with any type of nonlocal forcing is a tricky matter. Hence, we answer this question for 1a in one dimension. The main result is that for finite $\epsilon$ in 4 (or 1a when $\epsilon = 1$) with $N = 1$, there is a precise critical threshold of initial configurations with global smooth solutions. To see this, one differentiates 4 to find that $d := u_x$ satisfies,

$$
\frac{d_t + u d_x}{\epsilon} + d = \frac{1}{\epsilon} ((\rho Q^\epsilon * u)_x - \rho_x u - \rho d)
$$

and hence, $e := d + \epsilon^{-1} \rho$, satisfies

$$
(\partial_t + u \partial_x) e = -e \left( e - \frac{\rho}{\epsilon} \right).
$$

Since $e \geq 0$ remains invariant, it leads to an if and only if statement of global regularity under the “critical threshold”

$$
e_0 := u_{0x} + \frac{\rho_0}{\epsilon} \geq 0 \text{ implies } u_x(t, x) + \frac{\rho(t, x)}{\epsilon} \geq 0.
$$

Thus, if $u_{0x} \geq -\epsilon^{-1} \rho_0$, then $u_x$ remains bounded from below. The bound from above is clear, though it grows with $\epsilon^{-1}$ and therefore cannot be stretched for $\epsilon \downarrow 0$.

It is worth pointing out that a smaller $\epsilon$ enables a larger range for $u_{0x}(x)$, indicating the smoothing effects of the relaxation. Interestingly, letting $\epsilon \rightarrow 0$ does not seem to yield the threshold condition 6 for the limiting system 5. This signifies that the limit $\epsilon \rightarrow 0$ is singular. On the other hand, as $\epsilon \rightarrow \infty$, the above threshold reduces to

$$
u_{0x}(x) \geq 0 \text{ } \forall x \in \mathbb{R}.
$$

This is exactly the threshold condition for the inviscid Burgers’ equation.

Equation 8 is similar to an equation derived recently in [3], which later led to a string of regularity results for non-local Cucker-Smale alignment dynamics [7, 11, 12]. For the one-dimensional Euler alignment model of form

$$
\rho_t + (\rho u)_x = 0, \quad x \in \mathbb{R}, \quad t > 0,
$$

$$
u_t + uu_x = Q * (\rho u) - uQ * \rho,
$$

the corresponding critical threshold condition in [3] is

$$
u_{0x}(x) + (Q * \rho_0)(x) \geq 0 \text{ for all } x \in \mathbb{R}.
$$

This refined the earlier result in [23]. We would like to point out that 1a and the Euler alignment model are quite different in the sense that the latter is closer to a
weakly hyperbolic system for which both \(-u_x\) and \(\rho\) blow up simultaneously, and our model is closer to a strictly hyperbolic system as \(\rho\) remains bounded for all time even when \(-u_x\) blows up at a finite time. Such difference requires novel estimates in our analysis for both local existence and quantifying the critical threshold.

Finally, we point out that the one-dimensional system 1a may also be seen as a refinement of the convolutional conservation law,

\[ u_t + (u^2/2)_x = Q * u - u, \]

for which the critical threshold phenomenon was studied by Liu and Tadmor in [17]. Due to the nonlocal nature of this convolution model, only upper and lower thresholds were identified in [17]. It remains an open problem whether a sharp threshold can be explicitly obtained for this scalar model. The main contribution of this paper is to give a sharp critical threshold for system 1a for \(N = 1\). The multi-case is still an open problem.

The rest of this paper is organized as follows. In Section 2 we present local existence results and obtain the uniform solution bounds for any spatial dimension. We also show that the asymptotic limit of the rescaled system is actually a strictly hyperbolic system. Section 3 contains the critical threshold analysis for 1a in one dimension. This analysis is carried out as an a priori estimate on smooth solutions. Appendix A is devoted to the a priori estimates in high norm and a detailed proof of the local well-posedness is finally given in Appendix B.

Notation: Throughout the paper, we denote \(\beta = ||Q||_{W^{1,1}(\mathbb{R}^N)}\), and \(||\cdot||\) the \(L^2(\mathbb{R}^N)\) norm unless specified otherwise. For any function \(f\), and multi-index \(\alpha = (\alpha_1, \alpha_2, \ldots, \alpha_N) \in (\mathbb{Z}^+_+)^N\), \(D_\alpha f = \partial_{x_1}^{\alpha_1} \partial_{x_2}^{\alpha_2} \cdots \partial_{x_N}^{\alpha_N} f\) and \(|\alpha| = \alpha_1 + \ldots + \alpha_N\). Also, for any positive integer \(k\), \(||D^k f||^2 = \Sigma_{|\alpha|=k} ||D_\alpha f||^2\). Any Sobolev space, \(W\) is to be interpreted as \(W(\mathbb{R}^N)\) unless stated otherwise. And boldface letters and symbols are notations for vectors which are all of dimension \(N\).

2. Preliminaries and solution bounds.

2.1. Asymptotic limit. We begin to characterize (formally) the behavior of system 4 as \(\epsilon\) tends to zero. Let

\[ \rho = n + \epsilon \rho_1 + \epsilon^2 \rho_2 + \ldots, \quad u = v + \epsilon u_1 + \epsilon^2 u_2 + \ldots. \]

Keeping \(Q^\epsilon\) unchanged for the moment, and collecting the leading terms in \(\epsilon\), we obtain

\[ n_t + \nabla \cdot (nQ^\epsilon * v) + O(\epsilon) = 0, \]

\[ v_t + (v \cdot \nabla)v = \frac{n(Q^\epsilon * v - v)}{\epsilon} + n(Q^\epsilon * u_1 - u_1) + \rho_1(Q^\epsilon * v - v) + O(\epsilon). \]

In this way, letting \(\epsilon \to 0\), we indeed recover the behavior of the leading order term from \(\frac{1}{\epsilon} n(Q^\epsilon * v - v)\). Noting that \(Q^\epsilon\) converges to the delta function, we get

\[ n_t + \nabla \cdot (nv) = 0, \]

\[ v_t + (v \cdot \nabla)v = n \lim_{\epsilon \to 0} \frac{(Q^\epsilon * v - v)}{\epsilon}. \]
To evaluate the limit on the right hand side,
\[
\frac{1}{\epsilon} \int \frac{1}{e^N} Q \left( \frac{x - y}{\epsilon} \right) (v(y) - v(x)) \, dy = \int Q(z) \frac{v(x + \epsilon z) - v(x)}{\epsilon} \, dz = \int Q(z) (z \cdot \nabla_x) v(z) \, dz,
\]
where $\zeta$ lies on the line joining $x$ and $x + \epsilon z$. Assuming $|z|Q(z) \in L^1(\mathbb{R}^N)$, we can use dominated convergence theorem to obtain the limit as $\epsilon \to 0$. Consequently,
\[
\lim_{\epsilon \to 0} \frac{1}{\epsilon} \int \frac{1}{e^N} Q \left( \frac{x - y}{\epsilon} \right) (v(y) - v(x)) \, dy = \left( \int yQ(y) \, dy \right) \cdot \nabla v.
\]
Plugging this limit back in, we indeed obtain 5.

2.2. Solution bounds. Since 1a is a nonlocal system, local existence and uniqueness do not follow from the existing theory of hyperbolic PDE systems. Therefore, we first study the existence of local-in-time classical solutions to the problem 1a.

We prove the following

**Theorem 2.1. (Local existence)** Let $s > N/2$ be a positive integer. Suppose $\rho_0 \in L^\infty(\mathbb{R}^N), u_0 \in (L^\infty(\mathbb{R}^N))^N$ and $D^1\rho_0 \in H^s(\mathbb{R}^N), D^1u_0 \in (H^s(\mathbb{R}^N))^N$. Then for any $M > 0$, if

\[
\max \left\{ \|\rho_0\|_\infty, \|\nabla \rho_0\|_{H^s(\mathbb{R}^N)}, \|u_0\|_\infty, \|\nabla u_0\|_{H^s(\mathbb{R}^N)} \right\} \leq M,
\]

then there exists $T > 0$, depending on $M, Q$, and continuously differentiable functions $\rho, u$ satisfying

\[
\max \left\{ \sup_{[0,T]} \|\rho(t, \cdot)\|_\infty, \sup_{[0,T]} \|\nabla \rho(t, \cdot)\|_{H^s(\mathbb{R}^N)}, \right. \sup_{[0,T]} \|u(t, \cdot)\|_\infty, \sup_{[0,T]} \|\nabla u(t, \cdot)\|_{H^s(\mathbb{R}^N)} \right\} \leq 2M,
\]

which are classical solutions to the problem 1a.

**Remark 1.** Instead of considering initial data $\rho_0, u_0 \in H^{s+1}(\mathbb{R}^N)$, as usually done when using the energy methods to prove local well-posedness. Here we allow more general initial data in the sense that $\rho_0$ can have infinite mass, and both density and velocity may not be decaying at $|x| = \infty$.

We prove this result by constructing an approximating sequence to the exact solution. The details of the proof is deferred to Appendix B.

We now move on to proving a priori bounds on $\rho$ and $u$. We begin by proving a useful lemma.

**Lemma 2.2.** Let $f, h \in C([0, \infty) \times \mathbb{R}^N)$ and $g \in (C([0, \infty) \times \mathbb{R}^N))^N$ be such that

\[
f_t + \nabla \cdot (fg) = h.
\]

Let us also assume that $h(t, \cdot)$, $f(0, \cdot)$ are uniformly bounded and $g$ is Lipschitz continuous in the second variable. Then

\[
\|f(t, \cdot)\|_\infty \leq \|f(0, \cdot)\|_\infty e^{\int_0^t \|\nabla g(s, \cdot)\|_\infty \, ds} + \int_0^t e^{\int_s^t \|\nabla g(\tau, \cdot)\|_\infty \, d\tau} \|h(s, \cdot)\|_\infty \, ds,
\]

for all $t > 0$. 

Proof. On employing method of characteristics on the given equation,
\[ f_t + g \cdot \nabla f + f \nabla \cdot g = h, \]
we have
\[ \frac{df}{dt} + f(t, x(t, \alpha))\nabla \cdot g(t, x(t, \alpha)) = h(t, x(t, \alpha)), \]
along the curve
\[ \left\{ (t, x) : \frac{dx}{dt} = g(t, x(t, \alpha)), \ x(0; \alpha) = \alpha \right\}. \]
For any fixed \( \alpha \), this is a linear ODE in time and can be explicitly solved to obtain
\[ f(t) = f(0)e^{-\int_0^t \nabla g(s)ds} + \int_0^t e^{-\int_s^t \nabla g(r)dr} h(s)ds. \]
Taking supremum over \( \alpha \) concludes the proof. \( \square \)

**Proposition 1.** Let \( \rho, u \) be continuously differentiable solutions to 1a subject to initial data \( \rho_0 \in L^\infty(\mathbb{R}^N) \), \( \rho_0 \geq 0 \) and \( u_0 \in (L^\infty(\mathbb{R}^N))^N \). Then

- *(Maximum principle on \( u \))
  \[ \inf_{x \in \mathbb{R}^N} u_0(x) \leq u \leq \sup_{x \in \mathbb{R}^N} u_0(x). \]

The vector inequality is in the component-wise sense.

- *(Bounds on \( \rho \)) \( \rho \) remains uniformly bounded for each \( t \geq 0 \),
  \[ 0 \leq \rho(t, x) \leq ||\rho_0||_\infty e^{||Q||W^{1,1}(\mathbb{R}^N)||u_0||_\infty t}, \ \forall x \in \mathbb{R}^N, \ t > 0. \]

**Proof.** Using Lemma 2.2 on 1a(i) and \( \beta = ||Q||_{W^{1,1}} \), we obtain,
\[ 0 \leq \rho(t, x) \leq ||\rho_0||_\infty e^{\beta \int_0^t ||u(s, \cdot)||_{W^{1,1}} ds}, \ \forall x \in \mathbb{R}^N, \ t > 0. \]

Therefore, it suffices to only prove the first assertion of the proposition. We will prove 9 for a single fixed \( i^{th} \) component of \( u \) using \( \partial_i u_i + u \cdot \nabla u_i = \rho(Q * u_i - u_i). \)
Let’s denote \( u_i \) by \( u \). Likewise \( u(0, x) = i^{th} \) component of \( u_0 =: u_0 \). Let us suppose for contradiction that \( u \) goes outside the interval \( [\inf u_0, \sup u_0] \) at some positive time. (Without loss of generality, assume it violates the upper bound, similar argument holds for the lower bound as well). Consider the first time it happens. So, \( \exists \delta \geq 0 \) and \( x_0 \) such that \( u(t_0, x_0) = M := \sup_{x \in \mathbb{R}^N} u_0(x) \) and \( \forall \delta > 0, \exists \delta_t, \delta_x \) with \( t_0 < t_\delta < t_0 + \delta \) and \( u(t, x_\delta) > M \).

We claim that \( \nabla u(t, x_0) = 0 \). Because if \( \partial_j u(t_0, x_0) \) has a sign for some \( j = 1, \ldots, N \), then there exists some \( x_1 = x_0 + \delta e_j \) in the neighborhood of \( x_0 \) such that \( u(t_0, x_1) > M \) which is indeed a contradiction.

For the moment, let’s assume \( \rho(t_0, x_0) > 0 \). From 1a(ii),
\[ u_i(t_0, x_0) = \rho(t_0, x_0) \int_{\mathbb{R}^N} Q(x_0 - y) \left( u(t_0, y) - u(t_0, x_0) \right) dy < 0. \]
Also, for any differentiable curve \( X(t) \) with \( X(t_0) = x_0 \) we have that
\[ \frac{d}{dt} u(t, X(t)) = u_t + u \cdot \nabla u \big|_{(t, \alpha)} = u_t(t, x_0) < 0, \]
and, therefore, \( u(t, x) < M \) for any \( (t, x) \) sufficiently close to \( (t_0, x_0) \) with \( t > t_0 \). This results in a contradiction.

Lastly, if \( \rho(t_0, x_0) = 0 \), let \( \overline{u} := u - ct \) for \( \epsilon > 0 \) fixed. Plugging this in 1a(ii) for the \( i^{th} \) equation, we obtain
\[ \overline{u}_i + u \cdot \nabla \overline{u} = \rho(Q * \overline{u} - \overline{u}) - \epsilon, \]
and, therefore, \( \overline{\pi}(t_0, x_0) < 0 \). Along the same line of argument as above, we have \( \overline{\pi} \leq \sup \overline{\pi}(0, \cdot) = \sup \pi_0 \). Consequently, \( \overline{u} \leq \sup u_0 + \epsilon \) holds for any \( \epsilon > 0 \). Taking \( \epsilon \to 0 \) gives one-sided inequality of the maximum principle. Likewise, the other inequality can be obtained by letting \( \overline{\pi} = u + \epsilon t \). This completes the proof of the proposition.

**Remark 2.** It is well known that the 1D “pressure-less” Euler system, that is (1.1) with \( N = 1 \) and \( Q \ast u \) replaced by \( u \), admits the aggregation phenomena: the breakdown occurs when \( -u_x(t, x) \) and \( \rho(t, x) \) approach \( +\infty \) simultaneously at the critical time, \( t \uparrow t_c \). In contrast, the above result tells us that the nonlocal velocity for the density prevents the concentration of the density. Thus, the only breakdown for the full system (1.1) occurs through the formation of shock discontinuities, where \(|\nabla u| \) and/or \(|\nabla \rho| \) blow up as \( t \uparrow t_c \), but \( \rho \) will not concentrate at any point.

**Theorem 2.3.** (\( H^s \) energy estimate) Let \( s > \frac{N}{2} \) be a positive integer. Define \( Y(t) = ||\nabla u(t, \cdot)||_{H^s(\mathbb{R}^N)}^2 + ||\nabla \rho(t, \cdot)||_{H^s(\mathbb{R}^N)}^2 \). Then

\[
Y(T) \leq Y(0) \exp \left[ C \int_0^T ||\rho(\tau, \cdot)||_\infty + ||u(\tau, \cdot)||_\infty + ||\nabla u(\tau, \cdot)||_\infty \ d\tau \right],
\]

with \( C = C(||Q||_{W^{1,1}(\mathbb{R}^N)}, s) \). In particular, a unique smooth solution to 1 exists for all time if and only if \( \int_0^T ||\nabla u(\tau, \cdot)||_\infty \ d\tau < \infty \) for all \( T > 0 \).

We prove this result using a commutator type estimate found in [21, Proposition 2.1]. Details of the proof are deferred to Appendix A.

3. Critical thresholds. Our main result, investigated in this section, confirms the critical threshold phenomenon by quantifying the precise threshold in one dimension. Since this section assumes \( N = 1 \) in 1a, we replace \( \nabla \rho \) with \( \rho_x \) and use normal letters instead of boldface letters.

**Theorem 3.1.** Consider the nonlocal Euler system with relaxation 1.

- **[Subcritical region]** A unique solution \( \rho, u \in C([0, \infty); L^\infty(\mathbb{R})) \) and \( \rho_x, u_x \in C([0, \infty); H^s(\mathbb{R})), \quad s \geq 1 \)

  \( \rho_x(x_0) + \rho_0(x) \geq 0 \) for all \( x \in \mathbb{R} \).

- **[Supercritical region]** If \( \exists x_0 \in \mathbb{R} \) for which \( u_{0x}(x_0) < -\rho_0(x_0) \), then \( u_x \to -\infty \) in a finite time.

**Remark 3.** This result is sharp in the sense that it provides a precise initial threshold characterized by the point values of \( \rho_0 \) and \( u_{0x} \): either subcritical initial data which evolve into global strong solutions, or supercritical initial data which will lead to a blow up in a finite time. This is reminiscent of the critical threshold in 1D Euler-Poisson systems [8].

The threshold analysis to be carried out is the a priori estimate on smooth solutions as long as they exist. In this section, we will show the presence of a precise critical threshold which divides the initial data into subcritical and supercritical regions.

We proceed to derive the characteristic system which is essential in our analysis. Differentiate the second equation in 1a(ii) with respect to \( x \) to obtain:

\[
u_{xt} + uu_{xx} + u_x^2 = (\rho Q * u)_x - \rho_x u - \rho u_x.
\]
Using 1a(i) and setting \( d = u_x + \rho \), we obtain

\[
d' = -d(d - \rho),
\]

where \( \{\}' = \frac{\partial}{\partial t} + u \frac{\partial}{\partial x} \), denotes the differentiation along the particle path,

\[
\Gamma = \{(t, X) | dX/dt = u(X(t)), \ X(0) = \alpha \in \mathbb{R}\},
\]

and \( d_0 := d(0; \alpha) = u_{0x}(\alpha) + \rho_0(\alpha) \). Note that here \( X(t) := X(t; \alpha) \) and \( \rho(t) := \rho(t, X(t; \alpha)) \).

**Lemma 3.2.** For the equation 12 with \( \rho(t) \geq 0 \), we have the following:

- If \( d_0 \geq 0 \), then \( d \) remains bounded for all \( t > 0 \). More precisely,
  \[
  0 \leq d(t) \leq \max\{d_0, \rho(t)\}, \ \forall t > 0.
  \]
- If \( d_0 < 0 \), then \( \exists t_c \) such that \( \lim_{t \to t_c} d(t) = -\infty \).

**Proof.** If \( d_0 = 0 \), then \( d = 0 \) is the unique solution. If \( d_0 > 0 \); whenever \( d \in (0, \rho) \), \( d' > 0 \) and hence, \( d \) increases. This ensures positivity of \( d \). On the other hand, if \( d > \rho \) then \( d' < 0 \) and hence, \( d \) is decreasing. 10 ensures \( d \) remains finite for any \( t > 0 \). This proves the first assertion.

Now assume \( d_0 < 0 \). Clearly \( d' < 0 \) for all positive times and, therefore, \( d \leq d_0 < 0 \) for all \( t > 0 \). Consequently, \( d' < -d^2 \) which gives

\[
d < \frac{-d_0}{1 + d_0t} \ \forall t > 0.
\]

And \( d \to -\infty \) in finite time, \( t_c < -1/d_0 \), which proves the second assertion.

We now prove Theorem 3.1 using this proposition.

**Proof.** For any fixed \((t, x)\), there exists a unique \( \alpha \) and a curve \( X(t; \alpha) \) such that \( X(t; \alpha) = x \), and

\[
u_x(t, x) + \rho(t, x) = u_x(t, X(t; \alpha)) + \rho(t, X(t; \alpha)) = d(t),
\]

along each characteristic path 13. Suppose \( u_{0x}(x) + \rho_0(x) \geq 0 \) for all \( x \in \mathbb{R} \), which corresponds to \( d(0) \geq 0 \) for all \( \alpha \). Lemma 3.2 gives

\[
0 \leq u_x(t, x) + \rho(t, x) \leq \max\{d_0, \rho(t)\}.
\]

Note that

\[
d_0 = u_{0x}(\alpha) + \rho_0(\alpha) \leq ||u_{0x}||_{\infty} + ||\rho_0||_{\infty},
\]

and also

\[
\rho(t) := \rho(t, X(t, \alpha)) \leq ||\rho_0||_{\infty} e^{\beta ||u_0||_{\infty} t},
\]

where we used 10. Thus we obtain

\[
||u_x(t, \cdot)||_{\infty} \leq ||u_{0x}||_{\infty} + 2||\rho_0||_{\infty} e^{\beta ||u_0||_{\infty} t}.
\]

This when combined with the estimate in Theorem 2.3 ensures that smooth solution exists for all \( t > 0 \). Now assume \( u_{0x}(x_0) + \rho_0(x_0) < 0 \) for some \( x_0 \in \mathbb{R} \), that is \( d_0 = d(0; x_0) < 0 \). Lemma 3.2 then gives that

\[
(u_x + \rho)(t, X(t, x_0)) \to -\infty
\]

in finite time. Subsequently, \( u_x \to -\infty \) and solution ceases to be in \( H^s(\mathbb{R}) \). This concludes the proof. \( \square \)
Remark 4. An attempt has been made to extend the study of critical thresholds to the two-dimensional model, yet the nonlocal coupling in system 1 brings subtle difficulties in obtaining an effective control of both the velocity gradient matrix and the density gradient. The techniques using spectral dynamics of [18] for the Euler alignment system as presented in [11, 23] do not seem to be adaptable to the present situation.

Appendix A. A priori estimates in high norm. We begin by stating some important lemmas which will be used in the proofs of Theorems 2.3 and 2.1. We will need the following commutator type estimate, [21, Proposition 2.1].

Lemma A.1. Let $f, \nabla g \in L^\infty$ and $D^m f, D^m g \in L^2$, $m$ being a positive integer. Then,

$$||[D_\alpha (fg) - gD_\alpha f]|| \leq C(||f||_{\infty} ||D^m g|| + ||\nabla g||_{\infty} ||D^{m-1} f||),$$

where $\alpha$ is a multi-index with $|\alpha| \leq m$ and $C$ depends only on $m$.

We will also need the Fractional Leibniz rule, [21, Proposition 2.1].

Lemma A.2. Let $f, g \in L^\infty$ and $D^m f, D^m g \in L^2$, $m$ being a nonnegative integer. Then,

$$||D_\alpha (fg)|| \leq C (||f||_{\infty} ||D^m g|| + ||g||_{\infty} ||D^m f||),$$

where $\alpha$ is a multi-index with $|\alpha| \leq m$ and $C$ depends only on $m$.

Proof of Theorem 2.3: Hereinafter, let $C$ be a constant whose exact value changes along the lines but it depends only on $s$ and $\beta$. Let $\alpha$ be a multi-index with $1 \leq |\alpha| \leq s + 1$. Operating 1a(i) with $D_\alpha$, we obtain,

$$D_\alpha \rho t = -D_\alpha (\nabla \cdot (\rho Q * u))$$
$$= -[D_\alpha (\nabla \cdot (\rho Q * u)) - Q * u \cdot \nabla (D_\alpha \rho)] - Q * u \cdot \nabla (D_\alpha \rho).$$

Consequently, we obtain

$$\frac{1}{2} \frac{d}{dt} \int (D_\alpha \rho)^2 dx = - \int D_\alpha \rho [D_\alpha (\nabla \cdot (\rho Q * u)) - Q * u \cdot \nabla (D_\alpha \rho)] dx$$
$$- \int D_\alpha \rho [Q * u \cdot \nabla D_\alpha \rho] dx$$

$$= : I + II.$$

We estimate each term individually. Integration by parts on II, we have

$$II = - \frac{1}{2} \int \nabla (D_\alpha \rho)^2 \cdot (Q * u) dx$$
$$= \frac{1}{2} \int (D_\alpha \rho)^2 \nabla \cdot (Q * u) dx.$$

Noting that $Q \in W^{1,1}$, we have $||\nabla \cdot Q * u|| \leq C||u||_{\infty}$. Therefore,

$$|II| \leq C||u||_{\infty} ||D_\alpha \rho||^2 \leq C||u||_{\infty} ||\nabla \rho||_{H^s}^2.$$
Next, we proceed to estimate I by Cauchy-Schwarz and a subsequent application of Lemma A.1 with $f = \rho$, $g = Q \ast u$ (component-wise) and $m = s + 2$:

$$\|I\| \leq \|D_\alpha\rho\| \|D_\alpha \nabla \cdot (\rho Q \ast u) - (Q \ast u) \cdot \nabla D_\alpha\rho\|$$

$$\leq C \|D_\alpha\rho\| (\|D^{s+1}u\| \|\rho\|_\infty + \|D^{s+1}\rho\| \|u\|_\infty)$$

$$\leq C \|\nabla\rho\|_{H^s} (\|\nabla u\|_{H^s} \|\rho\|_\infty + \|\nabla\rho\|_{H^s} \|u\|_\infty)$$

$$\leq C (\|\rho\|_\infty + \|\rho\|_\infty^2) (\|\nabla\rho\|^2_{H^s} + \|\nabla u\|^2_{H^s}).$$

Putting together bounds for both I and II and further adding all inequalities for $\alpha$ such that $1 \leq \alpha \leq s + 1$, we obtain

$$\frac{d}{dt} \|\nabla\rho(t)\|^2_{H^s} \leq C (\|u(t)\|_\infty + \|\rho(t)\|_\infty) (\|\nabla\rho(t)\|^2_{H^s} + \|\nabla u(t)\|^2_{H^s}).$$

(14)

In the above step and throughout the rest of this paper, we show the dependence on time after taking the norm in the space variable as above since it is clear from the context. Similar line of arguments can be followed to find the analogous bound on the derivative of $\|\nabla u\|^2_{H^s}$, using 1a(ii). Let us denote a fixed $i^{th}$ component of $u$ as $u$. We have,

$$D_\alpha u_t = D_\alpha [\rho(Q \ast u - u)] - D_\alpha (u \cdot \nabla u)$$

$$= D_\alpha [\rho(Q \ast u - u)] - [D_\alpha (u \cdot \nabla u) - u \cdot \nabla D_\alpha u] - u \cdot \nabla D_\alpha u.$$  

Consequently,

$$\frac{1}{2} \frac{d}{dt} \int (D_\alpha u)^2 dx = \int (D_\alpha u D_\alpha [\rho(Q \ast u - u)]) dx$$

$$- \int D_\alpha u [D_\alpha (u \cdot \nabla u) - u \cdot \nabla D_\alpha u] dx =: I + II + III.$$

We start with bounding III,

$$III = -\frac{1}{2} \int \nabla (D_\alpha u)^2 \cdot u dx$$

$$= \frac{1}{2} \int (D_\alpha u)^2 \nabla \cdot u dx.$$  

Therefore, $|III| \leq C \|D_\alpha u\|^2 \|\nabla u\|_\infty \leq C \|\nabla u\|^2_{H^s} \|\nabla u\|_\infty$. Next we bound I,

$$|I| \leq \|D_\alpha u\| \|D_\alpha [\rho(Q \ast u - u)]\|$$

$$\leq C \|D_\alpha u\| (\|\rho\|_\infty \|D^{s+1}u\| + \|D^{s+1}\rho\| \|u\|_\infty)$$

$$\leq C (\|\nabla u\|_{H^s} (\|\rho\|_\infty \|\nabla u\|_{H^s} + \|\nabla\rho\|_{H^s} \|u\|_\infty)$$

$$\leq C (\|\rho\|_\infty + \|u\|_\infty) (\|\nabla\rho\|^2_{H^s} + \|\nabla u\|^2_{H^s}).$$

where we used Lemma A.2 with $f = \rho$, $g = Q \ast u - u$ and $m = s + 1$. To bound II, we make use of Lemma A.1 with $f = \nabla u$ and $g = u$. Consequently,

$$|II| \leq C \|D_\alpha u\| \|D_\alpha (u \cdot \nabla u) - u \cdot \nabla D_\alpha u\|$$

$$\leq C \|D_\alpha u\| (\|\nabla u\|_\infty \|D^{s+1}u\| + \|\nabla u\|_\infty \|D^{s+1}u\|$$

$$\leq C \|D_\alpha u\| \|\nabla u\|_{H^s} \|\nabla u\|_{H^s}$$

$$\leq C \|\nabla u\|_\infty \|\nabla u\|^2_{H^s}.$$
Combining all the three bounds for I, II, III, and adding these inequalities for all the components of \( u \) and \( \alpha \) such that \( 1 \leq |\alpha| \leq s + 1 \), we immediately obtain,
\[
\frac{d}{dt} \| \nabla u(t) \|^2_{H^s} \leq C \left( \| \nabla u(t) \|_\infty + \| \rho(t) \|_\infty + \| u(t) \|_\infty \right) \left( \| \nabla \rho(t) \|^2_{H^s} + \| \nabla u(t) \|^2_{H^s} \right).
\]
(15)

Finally adding 14 and 15,
\[
\frac{dY}{dt} \leq C \left( \| \rho(t) \|_\infty + \| \nabla u(t) \|_\infty + \| u(t) \|_\infty \right) Y,
\]
where \( C \) depends only on \( \beta \) and \( s \). Upon integration, we get the desired result.

**Appendix B. Local well-posedness.** Here, we will prove Theorem 2.1. The idea is to use the typical iteration technique with the given initial data as the first guess. We will need the following lemma.

**Lemma B.1.** Suppose \( \{ f^k(t, x) \}_{k=1}^\infty \) be a sequence of continuous functions with
\[
\sup_{[0,T]} \| \nabla f^k(t, \cdot) \|_{H^s(\mathbb{R}^N)} \leq \kappa
\]
with \( \kappa, T \) being positive constants and \( s \geq 1 \) is an integer. Also \( f^k \to f \) in \( C([0,T]; L^\infty(\mathbb{R}^N)) \).

Then \( D^1 f \in C([0,T]; H^{s-1}(\mathbb{R}^N)) \) and
\[
D^1 f^k \to D^1 f \text{ in } C([0,T]; H^{s-1}(\mathbb{R}^N)).
\]

**Proof.** Let \( U = B_M(0) \) (ball of radius \( M \) around origin) for \( M > 0 \) fixed. Throughout this proof, \( C_1 \) is a constant that may change along the lines but only depend on \( s \) and \( M \). We will use the following interpolation inequality [10, Theorem 7.28]: for all \( \epsilon > 0 \) and any multi-index \( \alpha \) with \( 1 \leq |\alpha| \leq s,\)
\[
\| D_\alpha (f^m - f^n) \|_{L^2(U)} \leq \epsilon \| f^m - f^n \|_{H^{s+1}(U)} + \frac{C_1}{\epsilon^{s+1-|\alpha|}} \| f^m - f^n \|_{L^2(U)}
\]
\[
\leq \epsilon \| \nabla (f^m - f^n) \|_{H^s(U)} + \epsilon \| f^m - f^n \|_{L^2(U)}
\]
\[
+ \frac{C_1}{\epsilon^{s+1-|\alpha|}} \| f^m - f^n \|_{L^2(U)}
\]
\[
\leq 2\epsilon \kappa + \left( \epsilon + \frac{C_1}{\epsilon^{s+1-|\alpha|}} \right) \| f^m - f^n \|_{L^2(U)}.
\]

Therefore, for any \( \epsilon < 1,\)
\[
\sup_{[0,T]} \| D_\alpha (f^m - f^n) \|_{L^2(U)} \leq 2\epsilon \kappa + C_1 \left( \epsilon + \frac{1}{\epsilon^{s+1}} \right) \sup_{[0,T]} \| (f^m - f^n)(t) \|_{\infty}
\]
\[
\leq 2\epsilon \kappa + \frac{C_1}{\epsilon^{s+1}} \sup_{[0,T]} \| (f^m - f^n)(t) \|_{\infty}.
\]

Letting \( m, n \to \infty, \) we get
\[
\lim_{m, n \to \infty} \sup_{[0,T]} \| D_\alpha (f^m - f^n)(t) \|_{L^2(U)} \leq 2\epsilon \kappa, \quad \forall \epsilon \in (0,1).
\]

Since \( 1 \leq |\alpha| \leq s, \) we conclude that \( \{ D^1 f^k \}_{k=1}^\infty \) is Cauchy in \( C([0,T]; H^{s-1}(U)) \). Consequently, \( D^1 f^k \to D^1 f \) in \( C([0,T]; H^{s-1}(U)) \). Lastly, we complete the proof
by showing that the sequence is indeed Cauchy in $C([0,T];H^{s-1}(\mathbb{R}^N))$. To this end, fix a $\delta > 0$. For any multi-index $\alpha$ with $1 \leq |\alpha| \leq s$,

$$
\int_{\mathbb{R}^N} |D_\alpha (f^m - f^n)|^2 dx = \int_{B_M(0)} |D_\alpha (f^m - f^n)|^2 dx + \int_{\mathbb{R}^N \setminus B_M(0)} |D_\alpha (f^m - f^n)|^2 dx
$$

$$
\leq \int_{B_M(0)} |D_\alpha (f^m - f^n)|^2 dx + 2 \left( \int_{\mathbb{R}^N \setminus B_M(0)} |D_\alpha f^m|^2 + |D_\alpha f^n|^2 dx \right)
$$

$$
\leq \sup_{[0,T]} \int_{B_M(0)} |D_\alpha (f^m - f^n)(t)|^2 dx + \delta,
$$

for sufficiently large $M_0$. Letting $m, n \to \infty$,

$$
\lim_{m,n \to \infty} \sup_{[0,T]} \int_{B_M(0)} |D_\alpha (f^m - f^n)(t)|^2 dx \leq \delta,
$$

and this holds for any $\delta > 0$. Hence, $D^1 f^k \to D^1 f$ in $C([0,T];H^{s-1}(\mathbb{R}^N))$. \hfill \Box

The rest of the proof is divided into four steps. We begin by setting up the iteration system and introducing some notation. Let $\rho^0 = \rho_0(x)$ and $u^0 = u_0(x)$. For $k \geq 0$, we update $(\rho^k, u^k)$ by the following scheme,

$$
\begin{align*}
\rho^{k+1}_t + \nabla \cdot (\rho^{k+1}_t Q * u^k) &= 0, \\
u^{k+1}_t + (u^k \cdot \nabla)u^{k+1} &= \rho^k (Q * u^{k+1} - u^{k+1}),
\end{align*}
$$

(16)

with $\rho^{k+1}(0, x) = \rho_0(x)$ and $u^{k+1}(0, x) = u_0(x)$. The $N+1$ equations in this system are decoupled and, therefore, for given smooth functions $\rho^k, u^k$ and smooth initial data, there always exists a unique classical solution for this system. It suffices to estimate the solution in terms of $\rho^k, u^k$. In all the four steps of the proof, we denote

$$
\begin{align*}
\rho &:= \rho^{k+1}, & u := u^{k+1}, & w := \rho^k, & v := u^k, \\
\rho' &:= \rho^{k+1} - \rho^k, & u' := u^{k+1} - u^k, & w' := \rho^k - \rho^{k-1}, & v' := u^k - u^{k-1},
\end{align*}
$$

for the sake of notational simplicity. Also, $u, v, \tilde{u}, \tilde{v}$ will be used to denote a single component of the corresponding vector in boldface.

**Step 1: Uniform Bounds in High Norm.** For fixed $R > 0$, assume that the initial data satisfy

$$
\max\{||\rho_0||_{\infty}, ||\nabla \rho_0||_{H^{s}}, ||u_0||_{\infty}, ||\nabla u_0||_{H^{s}}\} \leq R/2.
$$

By induction, we will show that there exists $T > 0$ such that for all $k \geq 1,$

$$
\max\left\{ \sup_{[0,T]} ||\rho^k(t)||_{\infty}, \sup_{[0,T]} ||\nabla \rho^k(t)||_{H^{s}}, \sup_{[0,T]} ||u^k(t)||_{\infty}, \sup_{[0,T]} ||\nabla u^k(t)||_{H^{s}} \right\} \leq R.
$$

(17)

Assume this already holds for $k$, i.e.,

$$
\max\left\{ \sup_{[0,T]} ||w(t)||_{\infty}, \sup_{[0,T]} ||\nabla w(t)||_{H^{s}}, \sup_{[0,T]} ||v(t)||_{\infty}, \sup_{[0,T]} ||\nabla v(t)||_{H^{s}} \right\} \leq R.
$$

(18)

Since $v = u^k$ is Lipschitz continuous in $x$, we can apply Lemma 2.2 to (16) to obtain

$$
\rho \leq ||\rho_0||_{\infty} e^{\beta R t} \leq R,
$$

(19)
where we used 18, and took \( t \in [0, T_1] \) with \( T_1 = \frac{1}{\beta R} \ln \left( \frac{R}{\|\rho_0\|_\infty} \right) \).

Hereinafter, \( C \) is a constant which changes along lines but depends on \( s, \beta \) and \( R \) only. For \( H^s \) bound, we study the evolution of the \( D_\alpha \rho \) for a multi-index \( \alpha \) with \( 1 \leq |\alpha| \leq s + 1 \), similar to what we did in the proof of Theorem 2.3 above. Using 16(i),

\[
\frac{1}{2} \frac{d}{dt} \int |D_\alpha \rho|^2 \, dx = - \int (D_\alpha \rho) D_\alpha (\nabla (\rho Q \ast v)) \, dx
\]

\[
= - \int D_\alpha \rho [D_\alpha (\nabla (\rho Q \ast v)) - Q \ast v \cdot \nabla (D_\alpha \rho)] \, dx
\]

\[
- \int D_\alpha \rho [Q \ast v \cdot \nabla D_\alpha \rho] \, dx
\]

\[
\leq C \|D_\alpha \rho\| \left( \|\rho\|_\infty \|D^{s+1} v\| + \|v\|_\infty \|D^{s+1} \rho\| \right) + \frac{\beta}{2} \|v\|_\infty \|D_\alpha \rho\|^2
\]

\[
\leq C \left( \|\rho\|_\infty + \|v\|_\infty \right) \left( \|\nabla \rho\|_{H^s}^2 + \|\nabla v\|_{H^s}^2 \right)
\]

We used Lemma A.1 to obtain the second to last inequality and used 18 and Young’s inequality for the last one. Consequently,

\[
\frac{d}{dt} \|D_\alpha \rho(t)\|^2 \leq C \left( \|\nabla \rho(t)\|_{H^s}^2 + 1 \right).
\]

Adding the inequalities for all multi-indices \( \alpha \), we obtain

\[
\frac{d}{dt} \|\nabla \rho(t)\|_{H^s}^2 \leq C \left( \|\nabla \rho(t)\|_{H^s}^2 + 1 \right),
\]

which upon integration gives

\[
\|\nabla \rho(t)\|_{H^s}^2 \leq e^{Ct} \left( \|\nabla \rho_0\|_{H^s}^2 + 1 \right) - 1.
\]

Choosing \( T_2 = \frac{1}{C} \ln \left( \frac{1 + R^2}{1 + \|\nabla \rho_0\|_{H^s}^2} \right) \), we ensure,

\[
\sup_{[0, T_2]} \|\nabla \rho(t)\|_{H^s} \leq R. \tag{20}
\]

As for \( u \) we have from a single equation in 16(ii),

\[
u_t + v \cdot (\nabla u) = w(Q \ast u - u).
\]

A very similar argument as in proof for the maximum principle (Proposition 1) leads to the following conclusion,

\[
\|u(t)\|_\infty \leq \|u_0\|_\infty \leq R, \quad \forall t \geq 0. \tag{21}
\]

Next, for \( 1 \leq |\alpha| \leq s + 1 \) consider,

\[
\frac{1}{2} \frac{d}{dt} \int |D_\alpha u|^2 \, dx = \int (D_\alpha u) D_\alpha (-v \cdot \nabla u + w(Q \ast u - u)) \, dx
\]

\[
= - \int (D_\alpha u) [D_\alpha (v \cdot \nabla u) - v \cdot \nabla D_\alpha u] \, dx
\]

\[
+ \frac{1}{2} \int (\nabla \cdot v)(D_\alpha u)^2 \, dx + \int D_\alpha u D_\alpha (w(Q \ast u - u)) \, dx
\]

\[
=: I + II + III.
\]
We use Lemma A.1 to control $I$, Sobolev embedding theorem to control $||\nabla \cdot v||_\infty$ in II and Lemma A.2 to control III. Consequently,
\[ \frac{d}{dt}||(D_\alpha u)(t)||^2 \leq C(||\nabla u(t)||^2_{H^s} + 1). \]
Summing over all multi-indices $\alpha$ and components of $u$, we obtain
\[ \frac{d}{dt}||\nabla u(t)||^2_{H^s} \leq C(||\nabla u(t)||^2_{H^s} + 1). \]
This yields
\[ ||\nabla u(t)||^2_{H^s} \leq e^{Ct} (||\nabla u_0||^2_{H^s} + 1) - 1. \]
Choosing $T_3 = \frac{1}{e} \ln \left( \frac{1 + R^2}{1 + ||\nabla u_0||^2_{H^s}} \right)$, we ensure,
\[ \sup_{[0,T_3]} ||\nabla u(t)||_{H^s} \leq R. \tag{22} \]
Hence, for $T = \min\{T_1, T_2, T_3\}$, and using 19-22, we have
\[ \max \left\{ \sup_{[0,T]} ||\rho(t)||_\infty, \sup_{[0,T]} ||\nabla \rho(t)||_{H^s}, \sup_{[0,T]} ||u(t)||_\infty, \sup_{[0,T]} ||\nabla u(t)||_{H^s} \right\} \leq R. \]
By induction, we obtain 17, therefore, concluding Step 1.

**Step 2:** Cauchy Sequence in Infinity Norm. Here we prove $(\rho^k, u^k)$ is a Cauchy sequence in order to guarantee that there exists $(\rho, u)$ as its limit as $k \to \infty$. More precisely we have the following lemma.

**Lemma B.2.** There exists $T^* \leq T$ such that
\[ \max \left\{ \sup_{[0,T^*]} ||\rho^{k+1}(t) - \rho^k(t)||_\infty, \sup_{[0,T^*]} ||u^{k+1}(t) - u^k(t)||_\infty \right\} \leq \frac{1}{2} \max \left\{ \sup_{[0,T^*]} ||\rho^k(t) - \rho^{k-1}(t)||_\infty, \sup_{[0,T^*]} ||u^k(t) - u^{k-1}(t)||_\infty \right\}, \tag{23} \]
for $k = 1, 2, \cdots$.

Then in an augmented Banach space
\[ S = \{(w, v): (w, v) \in (C([0,T]; C_b(\mathbb{R}^N)))^{N+1}, w \geq 0\} \]
with
\[ ||(w, v)||_S = \max \{ \sup_{[0,T]} ||w(t)||_\infty, \sup_{[0,T]} ||v(t)||_\infty \}, \]
$(\rho^k, u^k)$ is convergent in the sense that $(\rho^k, u^k) \to (\rho, u)$ in $C([0,T^*]; L^\infty(\mathbb{R}^N))$. Hence, the only remaining concern after this step would be to show that the limit functions $(\rho, u)$ is indeed a classical solution to 1, with higher regularity of this solution. We perform the aforementioned analysis in the next step. Here, we will show 23.

**Proof.** Taking difference 16(i) for $k + 1$ and $k$, we obtain
\[ \tilde{\rho}_t + \nabla \cdot (\tilde{\rho}Q \ast v) = -\nabla \cdot (wQ \ast \tilde{v}). \]
Using Lemma B.2, we have
\[ ||\tilde{\rho}(t)||_\infty \leq \int_0^t e^{\int_0^t ||\nabla Q \ast \mathbf{v}(\tau)||_\infty d\tau} ||(\nabla w) \cdot Q \ast \tilde{v} + w \nabla \cdot Q \ast \tilde{v}||_\infty ds, \]
where we used the fact that \( \tilde{\rho}(0) = 0 \). Consequently, using \( 17 \),
\[
||\tilde{\rho}(t)||_\infty \leq \int_0^t e^{\beta R(t-s)} (||\nabla w \cdot Q \ast \tilde{v}||_\infty + ||(w \nabla \cdot Q \ast \tilde{v})(s)||_\infty) \, ds \\
\leq C \sup_{[0,T]} ||\tilde{v}(t)||_\infty (e^{\beta R t} - 1), \quad t \in [0, T].
\]

Here we used the Sobolev embedding theorem to control \( \nabla w \) along with \( 17 \). Let \( T^*_1 = \min\{ T, \frac{\ln(1/2C+1)}{\beta R} \} \), so that
\[
\sup_{[0,T^*_1]} ||\tilde{v}(t)||_\infty \leq \frac{1}{2} \sup_{[0,T^*_1]} ||\tilde{v}(t)||_\infty.
\]

For \( \tilde{u} \), we take the difference of \( 16(ii) \) between \( k+1 \) and \( k \) to obtain,
\[
\tilde{u}_t + (v \cdot \nabla) \tilde{u} = - (\tilde{v} \cdot \nabla) v + \tilde{w}(Q \ast v - v) + w(Q \ast \tilde{u} - \tilde{u}).
\]

Along the characteristic path \( \{(t, x) : \frac{dt}{ds} = v, x(0) = \alpha, \alpha \in \mathbb{R}^N \} \),
\[
\frac{d\tilde{u}}{dt} = -(\tilde{v} \cdot \nabla) v + \tilde{w}(Q \ast v - v) + w(Q \ast \tilde{u} - \tilde{u}), \quad \tilde{u}(0) = 0.
\]

From this we obtain the following,
\[
-C(||\tilde{v}(t)||_\infty + ||\tilde{w}(t)||_\infty) \mathbf{1} + w(Q \ast \tilde{u} - \tilde{u}) \leq \frac{d\tilde{u}}{dt} \\
\leq C(||\tilde{v}(t)||_\infty + ||\tilde{w}(t)||_\infty) \mathbf{1} + w(Q \ast \tilde{u} - \tilde{u}),
\]
where \( \mathbf{1} \) is an \( N \times 1 \) column vector of ones. In order to bound \( \tilde{u} \) we introduce an auxiliary problem
\[
\frac{d\eta}{dt} = C(||\tilde{v}(t)||_\infty + ||\tilde{w}(t)||_\infty), \quad \eta(0) = 0.
\]

This will allow us to prove
\[
-\eta(t) \mathbf{1} \leq \tilde{u}(t) \leq \eta(t) \mathbf{1}, \quad t \in [0, T].
\]

Based on this we see that
\[
||\tilde{u}(t)||_\infty \leq C t \left( \sup_{[0,t]} ||\tilde{v}(s)||_\infty + \sup_{[0,t]} ||\tilde{w}(s)||_\infty \right) \\
\leq 2 C t \max \left\{ \sup_{[0,t]} ||\tilde{v}(s)||_\infty, \sup_{[0,t]} ||\tilde{w}(s)||_\infty \right\}.
\]

Let \( T^*_2 = \min\{ T, (4C)^{-1} \} \), we finally have,
\[
\sup_{[0,T^*_2]} ||\tilde{u}(t)||_\infty \leq \frac{1}{2} \max \left\{ \sup_{[0,T^*_2]} ||\tilde{v}(t)||_\infty, \sup_{[0,T^*_2]} ||\tilde{w}(t)||_\infty \right\}.
\]

Combining this with \( 24 \), we finally obtain \( 23 \) for \( T^* = \min\{ T^*_1, T^*_2 \} \).

Finally we return to prove \( 27 \). Taking difference of second inequality in \( 25 \) and \( 26 \), we obtain
\[
\frac{d(\tilde{u} - \eta \mathbf{1})}{dt} \leq w(Q \ast \tilde{u} - \tilde{u}).
\]

Using a substitution \( \xi = \tilde{u} - \eta \mathbf{1} \) and the fact that \( \eta \) is independent of the space variable, we have the following simple inequality,
\[
\frac{d\xi}{dt} \leq w(Q \ast \xi - \xi),
\]
Step 3: Higher Regularity of $\xi$ with $B.1$ on Steps 1 and 2 with $f$. This is possible because $H^{-s}(\mathbb{R}^N)$ is dense in $H^{-s}(\mathbb{R}^N)$. Hence, we have

$$\hat{u}(t) \leq \eta(t)\mathbf{1}, \forall t \geq 0.$$  

Similarly, by taking the sum of the first inequality in 25 and 26, and proceeding along the same line of arguments, we have

$$\hat{u}(t) \geq -\eta(t)\mathbf{1}, \forall t \geq 0.$$  

Step 4: Uniqueness. Let $(\Delta \rho, \Delta \mathbf{u}) := (\rho_1 - \rho_2, \mathbf{u}_1 - \mathbf{u}_2)$ with $\rho_1, \rho_2, \mathbf{u}_1, \mathbf{u}_2$ being solutions to 1. By following the same line of argument as in Step 2, it can be shown

with $\xi(0) = 0$. Using the same argument as in Proposition 1, we obtain that

$$\xi(t, \cdot) \leq \sup \xi(0) = 0.$$  

Hence,

$$\hat{u}(t) \leq \eta(t)\mathbf{1}, \forall t \geq 0.$$  

Also, Theorem 2.3 implies that $D^1\rho \in C([0, T]; H^s(\mathbb{R}^N))$. Similar arguments will follow for $D^1\mathbf{u}$. Using Lemma B.1 on Steps 1 and 2 with $f^k = \rho^k$, we have

$$D^1\rho^k \to D^1\rho \text{ in } C([0, T]; H^{s-1}(\mathbb{R}^N)).$$  

Next, let $\phi \in H^{-s}(\mathbb{R}^N)$ and $\{\phi_i\}_{i=1}^\infty \subseteq H^{-(s-1)}(\mathbb{R}^N)$ with $\phi_i \to \phi$ in $H^{-s}(\mathbb{R}^N)$. This is possible because $H^{-(s-1)}(\mathbb{R}^N)$ is dense in $H^{-s}(\mathbb{R}^N)$. Denoting $\langle \cdot, \cdot \rangle$ as the pairing through $L^2(\mathbb{R}^N)$ inner product and for any $\epsilon > 0$, we have,

$$\|\langle D^1\rho^m(t) - D^1\rho^n(t), \phi \rangle\| \leq \|\langle D^1\rho^m(t) - D^1\rho^n(t), \phi - \phi^i \rangle\| 
+ \|\langle D^1\rho^m(t) - D^1\rho^n(t), \phi^i \rangle\| 
\leq \|\langle D^1\rho^m(t) - D^1\rho^n(t), \phi - \phi^i \rangle\| 
+ \|\langle D^1\rho^m(t) - D^1\rho^n(t), \phi^i \rangle\| 
\leq C\|\phi - \phi^i\|_{H^{-s}} + \|\langle D^1\rho^m(t) - D^1\rho^n(t), \phi^i \rangle\| 
\leq \epsilon + \|\langle D^1\rho^m(t) - D^1\rho^n(t), \phi^i \rangle\|,$$

for sufficiently large $l$. Using 29 and letting $m, n \to \infty$, we obtain $\langle D^1\rho^k(t), \phi \rangle \to \langle D^1\rho(t), \phi \rangle$ uniformly in time. And since uniform limit of continuous functions is continuous, $D^1\rho \in C_w([0, T]; H^s(\mathbb{R}))$, i.e., $D^1\rho(t)$ is continuous in weak $H^s$ topology.

Using this, we prove right continuity for the function $\|\nabla \rho(t)\|_{H^s}$ in $[0, T)$. Without loss of generality, we will show right continuity at $t = 0$. From weak continuity, we have

$$\|\nabla \rho_0\|_{H^s} \leq \liminf_{t \to 0^+} \|\nabla \rho(t)\|_{H^s}.$$

Also, Theorem 2.3 implies that $\nabla \rho, \nabla \mathbf{u} \in L^\infty([0, T]; H^s(\mathbb{R}^N))$. Using this and a minor change in proof of Theorem 2.3, we can have an energy estimate only for $\rho$ which gives,

$$\limsup_{t \to 0^+} \|\nabla \rho(t)\|_{H^s} \leq \|\nabla \rho_0\|_{H^s}.$$  

Combining the two inequalities, we have right continuity. For continuity from the left in $[0, T]$, we consider the time reversed problem to 1a by making the substitution $t \to T - t$. All the relevant arguments hold for the time reversed solution $(\rho(T - t, x), u(T - t, x))$. Therefore, $\nabla \rho, \nabla \mathbf{u} \in C([0, T]; H^s(\mathbb{R}^N))$. 

Step 4: Uniqueness. Let $(\Delta \rho, \Delta \mathbf{u}) := (\rho_1 - \rho_2, \mathbf{u}_1 - \mathbf{u}_2)$ with $\rho_1, \rho_2, \mathbf{u}_1, \mathbf{u}_2$ being solutions to 1. By following the same line of argument as in Step 2, it can be shown
that for a sufficiently small $T > 0$,
\[
\max \left\{ \sup_{[0,T]} ||\Delta \rho(t)||_{\infty}, \sup_{[0,T]} ||\Delta u(t)||_{\infty} \right\} \leq \frac{1}{2} \max \left\{ \sup_{[0,T]} ||\Delta \rho(t)||_{\infty}, \sup_{[0,T]} ||\Delta u(t)||_{\infty} \right\} .
\]
Therefore, $\rho_1 = \rho_2$ and $u_1 = u_2$. This concludes the proof of Theorem 2.1.
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