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Abstract

Terahertz (THz) communications have been envisioned as a promising enabler to provide ultra-high data transmission for sixth generation (6G) wireless networks. To tackle the blockage vulnerability brought by severe attenuation and poor diffraction of THz waves, a reconfigurable intelligent surface (RIS) is put forward to smartly manipulate the propagation directions of incident THz waves. In this paper, we firstly design an efficient and practical hardware structure of graphene-based RIS that phase response can be programmed up to 306.82 degrees. Subsequently, to achieve the hybrid beamforming design of the RIS-enabled THz multiple-input multiple-output (MIMO) system, an adaptive gradient descent (A-GD) algorithm is developed by dynamically updating the step size during the iterative process, which is determined by the second-order Taylor expansion formulation. In contrast with the conventional gradient descent (C-GD) algorithm with fixed step size, the A-GD algorithm improves the achievable rate performance significantly. However, both A-GD and C-GD algorithms have the inherited heavy complexity. Then a low complexity alternating optimization algorithm is proposed by alternately optimizing the precoding matrix via a column-by-column algorithm and the phase shift matrix of the RIS via a linear search algorithm. Finally, numerical results demonstrate the effectiveness of our designed hardware structure and developed algorithms.
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I. INTRODUCTION

With the continuous explosion growth of data traffic in wireless communications, sixth generation (6G) communication networks are expected to meet a great deal of pressing requirements in the near future, such as increased spectral efficiency, higher data rate, lower latency, larger connection density and so on [1], [2]. To settle these challenges, Terahertz (THz) frequency band (0.1-10 THz) has been regarded as a prospective alternative to provide large spectrum bandwidth and support ultra-high data transmission for 6G communication networks [3]. Since THz communication is able to realize high transmission rates from hundreds of gigabits per second (Gbps) to several terabits per second (Tbps), some typical application scenarios are defined and considered recently, including intra-device communications, high speed kiosk downloads, wireless data centers and wireless backhaul networks [4]. From the perspective of spectrum resources, THz frequency band bridges the gap between millimeter wave (mmWave) and optical frequency ranges [5]. Compared with mmWave frequency band, THz communication possesses much larger bandwidth and better security performance. In contrast with optical frequency band, THz communication is much easier to realize the beam tracking, and adapts inconvenient climate conditions. Enabled by these obvious advantages, THz communication is regarded as an indispensable technology for 6G communication networks.

Despite the numerous advantages, there are still some imperative challenges existing in THz communication systems. On the one hand, due to the high path attenuation and strong molecular absorption effect experienced by THz waves, the transmission distance of THz communications is limited within a small area, and thus is applicable for the specific communication scenarios [6], [7]. On the other hand, THz waves at such a high frequency band undergo extremely poor diffraction, and THz communication links that depend on the line-of-sight (LoS) path are easily blocked by the obstacles. Given this, the concept of a reconfigurable intelligent surface (RIS) is newly proposed to mitigate blockage vulnerability and improve coverage capability [8]–[12]. To be specific, the RIS is a kind of physical meta-surface consisting of a large number of passive reflecting elements. Each reflecting element is capable of adjusting the phase shifts by using a smart processor [13]. Similar to backscatter communications [14] and smart reflect-array [15], the reflecting elements of RIS are passive and lack the active radio frequency (RF) chains,
and thus is more energy-efficient compared with existing solutions based on active RF devices, such as amplify-and-forward relaying [16] and massive MIMO. Therefore, the RIS-enabled THz communication systems are worthy of further exploration.

Deploying RISs in the THz communication system is essential, but some challenges also emerge accordingly. To realize reliable THz communications, the channel state information (CSI) acquisition is the primary mission before the data transmission begins. Different from conventional communication systems with active devices, the main difficulty of channel estimation problem in RIS-enabled THz systems is that the reflecting elements are passive and are unable to achieve the signal processing. Prominently, by leveraging the sparse features of THz multiple-input multiple-output (MIMO) channel, the authors convert the channel estimation problem into the sparse signal recovery problem, and a low complexity compressed sensing (CS) based channel estimation scheme is developed to realize the efficient signal reconstruction [17]. In addition, a two-stage channel estimation algorithm that includes a sparse matrix factorization stage and a matrix completion stage is developed in [18], and a novel message-passing based channel estimation algorithm is proposed to solve the matrix-calibration based matrix factorization problem in [19]. Once the CSI is acquired at the base station (BS) side or the mobile station (MS) side, the extensive research directions can be investigated, such as energy efficiency optimization [12], [20], data rate maximization [21]–[23], secure communication [24]. There are also some RIS prototypes for THz communications [25], [26], but the algorithm design are not actually taken into consideration. Apart from these aforementioned research interests, the joint hybrid beamforming and hardware design for the RIS-empowered THz MIMO communication system is still treated as an open problem.

In order to compensate for the research gap, the joint hardware design and hybrid beamforming optimization for the RIS-enabled THz MIMO system is presented in this paper, which is the first attempt to practically combine the hardware characteristics of the RIS and the software design together. Firstly, we develop a downlink RIS-enabled THz MIMO communication system model, and an efficient graphene-based hardware structure of each RIS element with a wide phase response range and a desired reflecting amplitude is designed. Then, considering the constraints of the hardware features, the gradient descent based algorithm and the alternating optimization (AO) algorithm are put forward to jointly optimize the phase shift matrix at the RIS and the hybrid beamforming matrix at the BS, which greatly differs from the previous works in [27]–[29] that only consider the phase shift design of the RIS. Compared with the conventional MIMO
system without the RIS [30], [31], the maximum rate optimization problem of the RIS-enabled THz MIMO system involves multiple matrix variables, and thus is more sophisticated. The main contributions of this paper can be summarized as follows.

- To begin with, we design a practical graphene-based RIS hardware structure, where its phase response can be controlled up to 306.82 degrees, and the reflecting amplitude efficiency is more than 50% at 1.6 THz. Furthermore, the design theory and working principle of the RIS are also provided. Then, the electric properties of the graphene are introduced by revealing the relationship between conductivity and applied voltage, which is the foundation of forming an electrically-controlled RIS.

- Next, the adaptive gradient descent (A-GD) algorithm is developed to seek a high-quality hybrid beamforming design by maximizing the achievable rate for the RIS-enabled THz MIMO system. Specifically, compared with conventional gradient descent (C-GD) algorithm with the fixed step size, the proposed A-GD algorithm turns out to be more efficient by dynamically updating the step size during the iterative process, and is able to realize a better achievable rate performance.

- Moreover, to combat the heavy complexity brought by gradient descent based algorithms, a low complexity AO algorithm is raised by alternately optimizing the precoding matrix and the phase shift matrix of the RIS. On the one hand, a column-by-column (CBC) algorithm is proposed to optimize the precoding matrix. On the other hand, a linear search algorithm is considered to determine the phase shift matrix of the RIS by utilizing the one-the-rest criterion.

- Finally, simulation results demonstrate that our designed RIS structure with the practical phase response of 306.82 degrees achieves basically identical performance in contrast with the ideal phase response of 360 degrees. Specifically, the proposed A-GD algorithm exhibits the best achievable rate performance, while the developed AO algorithm achieves a better balance between the computational complexity and achievable rate performance.

The remainder of this paper is organized as follows. Section II describes the RIS-enabled THz MIMO system model and the channel model. In Section III, an effective hardware structure of graphene-based RIS is designed. Section IV discusses the proposed A-GD algorithm. Then, an AO algorithm is proposed by alternately operating the CBC scheme and the linear search scheme in Section V. The simulation results and conclusion are presented in Section VI and Section VII,
Fig. 1: Illustration of a RIS-empowered downlink THz MIMO system.

respectively.

**Notations:** $A$ is a matrix, $a$ is a vector, $a$ is a scalar. $\| A \|_F$ is the Frobenius norm, whereas $A^H$, $A^*$, $A^T$, $A^{-1}$, $A^\dagger$, $|A|$ and $\text{rank}(A)$ are conjugate transpose, conjugate, transpose, inverse, pseudo-inverse, determinant and the rank of $A$, respectively. $\text{diag}(a)$ is a diagonal matrix with elements of $a$ on its diagonal. $\text{Tr}(A)$ is the trace of matrix $A$. $E[\cdot]$ is used to denote the expectation. $\text{vec}(A)$ is the column-ordered vectorization of matrix $A$, and $\text{vec}^{-1}(A)$ is the reverse operation of $\text{vec}(A)$. $O(\cdot)$ indicates the number of complex multiplications.

**II. SYSTEM MODEL AND CHANNEL MODEL**

**A. System Model**

Considering a downlink THz MIMO system with hybrid beamforming architecture as shown in Fig. 1, a BS employs $N_{BS}$ antennas to serve a MS equipped with $N_{MS}$ antennas. Since the LoS path between the BS and the MS is usually blocked by the obstacles, we suppose that the RIS is installed to assist this THz communication link, which consists of $N_{RIS}$ passive reflecting elements. In addition, a controller that connects the BS and the RIS is also required to realize the phase adjustment. Also, we assume that there are $M_{BS}$ RF chains at BS side, and $M_{MS}$ RF chains at MS side. Due to the serious power consumption of RF circuits, the number of antennas is larger than the number of the RF chains, i.e. $N_{BS} > M_{BS}$, $N_{MS} > M_{MS}$. When the BS sends
$N_s$ data streams $s \in \mathbb{C}^{N_s \times 1}$ that satisfies $E[ss^H] = \frac{1}{N_s} I_{N_s}$, the MS employs $M_{\text{MS}}$ RF chains to receive the processed signals. Thus, the received signal $y_r \in \mathbb{C}^{N_s \times 1}$ can be expressed as

$$y_r = \sqrt{\rho} W_{\text{BB}}^H W_{\text{RF}}^H H_2 \Phi H_1 F_{\text{RF}} F_{\text{BB}} s + W_{\text{BB}}^H W_{\text{RF}}^H n,$$

where $\rho$ is the transmission power; $H_1 \in \mathbb{C}^{N_{\text{RIS}} \times N_{\text{BS}}}$ indicates BS-RIS channel; $H_2 \in \mathbb{C}^{N_{\text{MS}} \times N_{\text{RIS}}}$ indicates RIS-MS channel; $F_{\text{RF}} \in \mathbb{C}^{N_{\text{RIS}} \times M_{\text{BS}}}$ ($F_{\text{BB}} \in \mathbb{C}^{M_{\text{BS}} \times N_s}$) denotes the analog (digital) precoding matrix; $W_{\text{RF}} \in \mathbb{C}^{N_{\text{MS}} \times M_{\text{MS}}}$ ($W_{\text{BB}} \in \mathbb{C}^{M_{\text{MS}} \times N_s}$) denotes the analog (digital) combining matrix; $n \in \mathbb{C}^{N_{\text{MS}} \times 1}$ represents the additive white Gaussian noise (AWGN) vector following the distribution of $\mathcal{CN}(0, \delta^2 I_{N_{\text{MS}}})$; and $\Phi = \text{diag} \{ \mu e^{j\varphi_1}, \mu e^{j\varphi_2}, \ldots, \mu e^{j\varphi_{N_{\text{RIS}}}} \}$ is a diagonal matrix with the dimension of $N_{\text{RIS}} \times N_{\text{RIS}}$, respectively. Each entry $\{ \mu e^{j\varphi_n} \}_{n=1}^{N_{\text{RIS}}}$ of $\Phi$ indicates the reflecting coefficient of a RIS element, and is composed of the reflecting amplitude $\mu$ and the phase shift $\{ \varphi_n \}_{n=1}^{N_{\text{RIS}}}$. Both $\mu$ and $\varphi_n$ are closely related with the hardware structure of RIS that will be introduced in Section III.

**B. Channel Model**

The RIS-enabled THz MIMO channel model contains $H_1$, $\Phi$ and $H_2$, and the cascaded channel is denoted as $H_c = H_2 \Phi H_1$. We assume that both $H_1$ and $H_2$ consist of a LoS path and several non-line-of-sight (NLoS) paths, as we take the sparse nature of the THz channel into consideration. On the basis of geometric channel model [32], the BS-RIS channel $H_1$ can be written as

$$H_1 = \sqrt{N_{\text{BS}}N_{\text{RIS}}} \alpha_0 G_t a_{\text{RIS}}(\theta_{\text{RIS},0}^1, \theta_{\text{RIS},0}^2) a_{\text{BS}}^H(\theta_{\text{BS},0}^1, \theta_{\text{BS},0}^2) + \sqrt{N_{\text{BS}}N_{\text{RIS}}} \frac{1}{L} \sum_{l=1}^{L} \alpha_l G_t a_{\text{RIS}}(\theta_{\text{RIS},l}^1, \theta_{\text{RIS},l}^2) a_{\text{BS}}^H(\theta_{\text{BS},l}^1, \theta_{\text{BS},l}^2),\tag{2}$$

where $L$ is the number of NLoS paths; $G_t$ is the transmitting antenna gain; $\theta_{\text{RIS}}^1$ ($\theta_{\text{RIS}}^2$) denotes the angle of arrival (AoA) of $H_1$ in the azimuth (elevation) domain; and $\theta_{\text{BS}}^1$ ($\theta_{\text{BS}}^2$) denotes the angles of departure (AoD) of $H_1$ in the azimuth (elevation) domain, respectively. Considering the large number of THz array antennas, the uniform planar array (UPA) structure is adopted as the array geometry. The normalized array response for the $N_xN_y$-element UPA on $xy$-plane can be expressed as

$$a_{\text{BS}}(\theta_{\text{BS}}^1, \theta_{\text{BS}}^2) = \frac{1}{\sqrt{N_{\text{BS}}}} \left[ 1, \ldots, e^{\frac{j2\pi d}{\lambda}(p\sin(\theta_{\text{BS}}^1) \cos(\theta_{\text{BS}}^2) + q \cos(\theta_{\text{BS}}^2))}, \ldots, e^{\frac{j2\pi d}{\lambda}((N_x-1)\sin(\theta_{\text{BS}}^1) \cos(\theta_{\text{BS}}^2) + (N_y-1) \cos(\theta_{\text{BS}}^2))} \right]^T,\tag{3}$$
where \( p \in [0, N_x - 1] \), \( q \in [0, N_y - 1] \) and \( N_x N_y = N_{BS} \), respectively. The spacing of THz array antenna is \( d = \lambda / 2 \) where \( \lambda \) is the incident wavelength. Similar to (3), \( a_{RIS} (\theta_{RIS}^1, \theta_{RIS}^2) \) also employs the UPA structure, but the spacing of the RIS elements is the side length of each reflecting element. In addition, \( \alpha_0 \) is the LoS path gain of \( H_1 \). As discussed in [33], \( \alpha_0 \) consists of spreading loss \( \alpha_{Spr} (f) \) and molecular absorbing loss \( \alpha_{Abs} (f) \), which can be expressed as

\[
\alpha_0 = \alpha_{Spr} (f) \cdot \alpha_{Abs} (f) \cdot e^{-j2\pi f \tau_{los}} = \frac{c}{4\pi f r_0} \cdot e^{-\frac{1}{2} \kappa (f) r_0} \cdot e^{-j2\pi f \tau_{los}},
\]

where \( c \) is the speed of light; \( r_0 \) is the straight distance between the BS and the MS; \( \tau_{los} = r_0 / c \) is the time-of-arrival of the LoS path; and \( \kappa (f) \) is the molecular absorbing coefficient. In addition, the channel gain \( \alpha_l \) for the \( l \)th reflected path based on [33] and [34] can be written as

\[
\alpha_l = \frac{c}{4\pi f (r_1 + r_2)} \cdot e^{-\frac{1}{2} \kappa (f) (r_1 + r_2)} \cdot e^{-j2\pi f \tau_{ref} \cdot \xi (f)},
\]

where \( \xi (f) \) is the reflection coefficient of the reflecting materials (e.g., concrete, plastic, glass); \( r_1 \) is the distance between the transmitter and the reflecting material; \( r_2 \) is the distance between the receiver and the reflecting material; and \( \tau_{ref} = \tau_{los} + (r_1 + r_2 - r) / c \) is the time-of-arrival of the reflected path, respectively. Besides, the channel characteristics of \( H_2 \) are identical to \( H_1 \), so we can generate \( H_2 \) in the same way. We assume that the channel estimation problem has been extensively studied in [17]–[19], [35], and these effective channel estimation methods can be well leveraged in this paper.

III. GRAPHENE BASED HARDWARE DESIGN OF RIS

In this section, an efficient graphene-based RIS is designed that realizes a wide range of amplitude response and phase response. In addition, the hardware design of the whole RIS is also accomplished, including the element arrangement, size selection in various situations and discrete phase distribution for a simplified hardware structure.

A. Electric Properties of Graphene at THz Band

In order to achieve the beam controllability, tunable components are embedded into the RIS elements [36]. Since the physical size of each reflecting element at THz band is too much tiny, the diodes and transistors can not be integrated into such a structure. In this case, graphene is a kind of appropriate material to facilitate the RIS with ultra-small size and tunable property.

Graphene is a two-dimensional material consisting of a single layer of carbon atoms. The conductivity of graphene can be altered through the applied voltage bias in a relatively wide
Fig. 2: Hardware structure of a RIS element that consists of graphene, quartz (substrate) and gold (ground plane) with \(a = 66\mu m\), \(b = 70\mu m\), \(t = 38\mu m\) and \(t_m = 1\mu m\).

range. Therefore, graphene provides various resonant states for each RIS element. According to [37], the conductivity of graphene at THz band can be written as

\[
\sigma = \frac{2e^2}{\pi \hbar^2} k_B T \cdot \ln \left( 2 \cosh \left( \frac{E_F}{2k_BT} \right) \right) \frac{i}{\omega + i\tau - 1},
\]

(6)

where \(e\) is the elementary charge; \(\hbar\) is the reduced Planck constant; \(k_B\) is the Boltzmann constant; \(T\) is the temperature; \(E_F\) is the Fermi level; \(\tau\) is the relaxation time; and \(\omega\) is the angular frequency, respectively. It can be concluded that at a certain frequency point, the conductivity is only determined by Fermi level [38]. Then we can get the following expression as

\[
|E_F| = \hbar \nu_F \sqrt{\pi n_d},
\]

(7)

where \(\nu_F\) is the Fermi velocity and \(n_d\) is the carrier density which can be expressed as

\[
n_d = \sqrt{n_0^2 + \alpha_c |V_{CNP} - V_g|^2},
\]

(8)

where \(n_0\) is the residual carrier density and \(\alpha_c\) is capacitvity related to the electrode. Besides, \(V_{CNP}\) is the compensating voltage, and \(V_g\) is the applied voltage [39]. In summary, the conductivity of graphene can be continuously changed by the applied voltages, which is the foundation of forming an electrically controlled RIS.

B. Hardware Design of Graphene Based RIS

The EM responses of the reflecting elements play an important role in the hardware structure of the RIS. Fig. 2 shows a typical hardware design of a RIS element, which can be divided into three parts from top to the bottom: the graphene layer, the substrate and the metallic ground.
Fig. 3: Simulation results of the reflecting coefficient: (a) The response of reflecting amplitude; (b) The response of phase shift; (c) Phase response and reflecting amplitude versus Fermi level at 1.6 THz, where the phase response is $[0^\circ, 306.82^\circ]$ with reflecting amplitude more than 50%.

The resonance model of this RIS architecture can be described as a Fabry-Perot cavity, where EM waves reflect back and forth between the top and the bottom surfaces. In addition, the resonance responses are caused by constructive or destructive interference of the multiple reflections [40]. In terms of such a reflecting element structure as shown in Fig. 2, the reflecting phase response based on [41] can be expressed as

$$\varphi = m\pi - ak_0 \text{Re} \left(n_{\text{eff}}\right), \quad (9)$$

where $m$ is an integer; $a$ is the width of graphene patch; $k_0$ is the wave number of free space; and $n_{\text{eff}}$ is the effective refraction index of the resonant structure, which is related to the effective permittivity $\varepsilon_{\text{eff}}$ of the graphene. In light of [42], the parameter $\varepsilon_{\text{eff}}$ can be written as

$$\varepsilon_{\text{eff}} = 1 + \frac{i\sigma_c}{\omega\varepsilon_0 t_g}, \quad (10)$$

where $\sigma_c$ is the conductivity and $t_g$ denotes the thickness of graphene. Combining (9) and (10), the phase response can be altered by the conductivity of graphene as well as the applied voltages.

The reflecting elements are simulated by leveraging the frequency domain solver in the simulation environment of CST Microwave Studio 2016. It is worth noting that a single reflecting element is unable to work since the miniature size causes the strong scattering. As a result, the boundary condition of the RIS is set as ‘unit cell’ to mimic the repeated arrangement of the RIS elements. Fig. 3 illustrates the reflecting coefficients from 1.4 THz to 1.8 THz with various Fermi levels. By combining Fig. 3(a) and Fig. 3(b), our designed RIS performs relatively stable broadband characteristics. However, a narrowband working mode of the RIS elements is selected
in this paper where the center frequency is located at 1.6 THz. Fig. 3(c) verifies that the amplitude efficiency of our designed reflecting element at 1.6 THz is more than 50% and the phase response reaches to 306.82 degrees along with the chemical potential ranging from 0 ev to 2 eV. Moreover, the discrete phase shifts at 1.6 THz are also well-distributed with diverse Fermi levels, which lays the foundation for the bit quantization operation of phase shifts.

Once the hardware structure of a single reflecting element is designed, the whole RIS is able to be accomplished by arranging massive reflecting elements closely in an array structure, as shown in Fig. 4. Then, various beam steering functions can be realized by controlling the phase response of all the RIS elements. But in practice, the appropriate number of the RIS elements needs to be carefully selected, which can make a better tradeoff between performance and deployment cost. According to Fig. 3(c), any expected phase shift within the phase response range can be obtained via applying the voltages continuously. However, the continuous phase control for each RIS element results in practical problems [43], such as hardware complexity, power consumption, size limitation and the accuracy of phase control. To this end, the discrete phase shifts of the RIS elements are considered as the hardware structure in this paper.

For the combination of hardware design and system model, we firstly define the discrete phase set of each RIS element as $\mathcal{F} = \{0, \varphi_{\text{max}}/2^b, \cdots, (2^b - 1)\varphi_{\text{max}}/2^b\}$, where $\varphi_{\text{max}}$ is the maximum phase response and $b$ is the bit quantization number. Then, we define the reflecting amplitude set as $\mathcal{A} = \{\mu_1, \cdots, \mu_{|\mathcal{F}|}\}$, where $|\mathcal{F}| = 2^b$. From Fig. 3(c) we can note that when the
distribution of the discrete phase shifts is determined, \( A \) can be acquired accordingly. In other words, there is a fixed mapping relationship between phase shift and reflecting amplitude for a specific hardware structure of RIS. Thus, the reflecting amplitude for each reflecting element can be further defined as
\[
\bar{\mu} = \left( \sum_{i=1}^{\lvert F \rvert} \mu_i \right) / \lvert F \rvert,
\]
where the averaged amplitude \( \bar{\mu} \in [0.5, 1] \) is determined by parameter \( b \) and the considered hardware structure of a RIS. Specifically, considering these practical constraints, the maximum phase shift and reflecting amplitude of RIS elements in this paper are set as 306.82 degrees and 0.8, respectively.

IV. Proposed Adaptive Gradient Descent Scheme

With the given system model and hardware structure of RIS, the achievable rate of the RIS-assisted THz MIMO system can be written as
\[
R = \log_2 \left| I_{N_s} + \frac{\rho}{\delta^2 N_s} (W^H W)^{-1} W^H (H_2 \Phi H_1) F F^H (H_2 \Phi H_1)^H W \right|,
\]
(11)
where \( F = F_{RF} F_{BB} \) and \( W = W_{RF} W_{BB} \). To convert the optimization problem (11) into a more evident form, the achievable rate maximization problem for obtaining the optimal hybrid beamforming and phase shifts can be rewritten as
\[
(\Phi^{opt}, W^{opt}, F^{opt}) = \arg \max_{\Phi, W, F} R
\]
\[s.t. \quad \varphi_n \in F, \quad \varphi_{\text{max}} = 306.82^o, \quad \forall n = 1, \ldots, N_{\text{RIS}},
\]
\[|\bar{\mu} e^{j\varphi_n}| = 0.8, \quad \forall n = 1, \ldots, N_{\text{RIS}},
\]
\[\|F\|_F^2 = N_s,
\]
(12)
where the first constraint is from our designed discrete phase response and the second constraint stems from our designed reflecting amplitude. Due to the non-convex and discrete constraints, it is challenging to directly solve the problem (12). Fortunately, one available way of settling such an optimization problem is to first design hybrid beamforming \( F \) and \( W \), and then optimize the phase shift matrix \( \Phi \), respectively.

Given a fixed \( \Phi \), the singular value decomposition (SVD) of the cascaded channel \( H_e \) can be written as
\[
H_e = U \Lambda V^H = [U_1, U_2] \begin{bmatrix} \Lambda_1 & 0 \\ 0 & \Lambda_2 \end{bmatrix} [V_1, V_2]^H,
\]
(13)
where \( U \) is a \( N_{MS} \times G \) unitary matrix; \( \Lambda \) is a \( G \times G \) dimensional matrix; \( V \) is a \( N_{BS} \times G \) unitary matrix; \( U_1 \) is a \( N_{MS} \times N_s \) submatrix of \( U = [U_1, U_2] \); and \( V_1 \) is a \( N_{BS} \times N_s \) submatrix.
of $V = [V_1, V_2]$, in which $G \overset{\Delta}{=} \text{rank} (H_e)$. Especially, $\Lambda_1$ and $\Lambda_2$ are $N_s \times N_s$ and $(G - N_s) \times (G - N_s)$ diagonal matrices with the singular values arranged in a decreasing order.

According to [31], the optimal combiner and precoder are $W^{\text{opt}} = U_1$ and $F^{\text{opt}} = V_1$ which satisfies $\|F\|^2_F = N_s$. Thus, the achievable rate $R$ in (11) can be rewritten as

$$R = \log_2 \left| I_{N_s} + \frac{\rho}{\delta^2 N_s} \Lambda_1 \Lambda_1^H \right|. \tag{14}$$

Furthermore, (14) can be further simplified as

$$R \leq \log_2 \left| I_{N_s} + \frac{\rho}{\delta^2 N_s} \Lambda_1^2 \right| \tag{15}$$

$$\leq N_s \log_2 \left( 1 + \frac{\rho}{\delta^2 N_s} \text{tr} (\Lambda_1^2) \right)$$

$$\leq N_s \log_2 \left( 1 + \frac{\rho}{\delta^2 N_s} \text{tr} (H_e H_e^H) \right),$$

where (a) comes from Jensen’s inequality and (b) takes the mark of equality when $N_s = G$. Therefore, the optimization problem (12) can be formulated as

$$\Phi^{\text{opt}} = \arg \max_{\Phi} \text{tr} (H_e H_e^H)$$

$$\text{s.t. } \varphi_n \in \mathcal{F}, \varphi_{\max} = 306.82^\circ, \forall n = 1, \ldots, N_{\text{RIS}},$$

$$|\mu e^{j\varphi_n}| = 0.8, \forall n = 1, \ldots, N_{\text{RIS}}. \tag{16}$$

Nevertheless, the objective (16) is still a constrained optimization problem, since $\Phi$ possesses discrete phase shifts and constant-magnitude entries. Let us define $\varphi \overset{\Delta}{=} [\varphi_1, \varphi_2, \ldots, \varphi_{N_{\text{RIS}}}]$, and then consider $\Phi$ as a function of $\varphi$ where $\Phi (\varphi) = [e^{j\varphi_1}, e^{j\varphi_2}, \ldots, e^{j\varphi_{N_{\text{RIS}}}}]$. Given this, (16) can be reformulated as

$$\min_{\varphi} - \text{Tr} \left( H_2 \Phi (\varphi) H_1 (H_2 \Phi (\varphi) H_1)^H \right) = \min_{\varphi} f(\varphi), \tag{17}$$

where $f (\cdot)$ is a compound function relating to $\varphi$, which can be further written as

$$f(\varphi) \overset{(c)}{=} - \|H_2 \Phi (\varphi) H_1\|_F^2$$

$$\overset{(d)}{=} - \|\text{vec} (H_2 \Phi (\varphi) H_1)\|_F^2$$

$$= - \| (H_1^T \otimes H_2) \text{vec} (\Phi (\varphi))\|_F^2$$

$$= - \text{vec} (\Phi (\varphi))^H (H_1^T \otimes H_2) (H_1^T \otimes H_2)^H \text{vec} (\Phi (\varphi)), \tag{18}$$

where equality (c) stems from the Frobenius norm operation and equality (d) is the vectorization operator. In addition, $(H_1^T \otimes H_2)^H (H_1^T \otimes H_2)$ is independent of the variable matrix $\varphi$. In order to further simplify (18), we define that

$$A \overset{\Delta}{=} - (H_1^T \otimes H_2)^H (H_1^T \otimes H_2), \tag{19}$$
where \( A \in \mathbb{C}^{N_{RIS} \times N_{RIS}} \) is a conjugate symmetric positive definite matrix, and \( x \in \mathbb{R}^{N_{RIS}} \) is a sparse vector. Then, (18) can be written as

\[
\min_{\varphi} f(\varphi) = \min_{\varphi} x^H A x.
\]  

(21)

Furthermore, by substituting (19) and (20) into (21), \( x^H A x \) can be written as

\[
x^H A x = \mu e^{-j\varphi_1} x_0 + \mu e^{-j\varphi_2} x_0 + \cdots + \mu e^{-j\varphi_{N_{RIS}}} x_0.
\]

(22)

where \( A \) and \( 0_1 \times N_{RIS} \) represents \((p - 1) N_{RIS} + p, (q - 1) N_{RIS} + q\)th entry of \( A \) and \( 0_1 \times N_{RIS} \) is a 1 \( \times \) \( N_{RIS} \) all-zero vector. Since \( A^H = A \), each diagonal entry of \( A \) is a real value and \( A_{p,q} + A_{q,p} = 2R \{ A_{i,j} \}, \forall i, j = 1, \ldots, N_{RIS}, i \neq j \). Therefore, (22) can be further simplified as

\[
x^H A x = \mu^2 \sum_{p=1}^{N_{RIS}} A_{(p-1)N_{RIS}+p,(p-1)N_{RIS}+p} + 2\mu^2 R \left\{ \sum_{p=1}^{N_{RIS}} \sum_{q>p} e^{j(\varphi_q - \varphi_p)} A_{(p-1)N_{RIS}+p,(q-1)N_{RIS}+q} \right\}.
\]

(23)

We consider \( \{ \varphi_n \}_{n=1}^{N_{RIS}} \) as continuous phase shifts and thus \( \varphi \) is unconstrained. Given this, the \( n \)th element of the gradient vector \( \nabla_{\varphi} f(\varphi) \) can be expressed as

\[
\frac{\partial f(\varphi)}{\partial \varphi_n} = \frac{\partial (x^H A x)}{\partial \varphi_n} = 2\mu^2 R \left\{ -je^{-j\varphi_n} \sum_{q>n} e^{j\varphi_q} A_{(n-1)N_{RIS}+n,(q-1)N_{RIS}+q} + je^{j\varphi_n} \sum_{n>p} e^{-j\varphi_p} A_{(p-1)N_{RIS}+p,(n-1)N_{RIS}+n} \right\}.
\]

(24)

After computing all the \( \partial f(\varphi)/\partial \varphi_n, \forall n = 1, 2, \ldots, N_{RIS} \), \( \nabla_{\varphi} f(\varphi) \) can be expressed as

\[
\nabla_{\varphi} f(\varphi) = \left[ \frac{\partial f(\varphi)}{\partial \varphi_1}, \frac{\partial f(\varphi)}{\partial \varphi_2}, \ldots, \frac{\partial f(\varphi)}{\partial \varphi_{N_{RIS}}} \right]^T.
\]

(25)

On basis of the gradient direction \( \nabla_{\varphi} f(\varphi) \), the objective function \( f(\varphi) \) is able to descend by replacing \( \varphi \) with \( \varphi - \lambda \text{diag}(\nabla_{\varphi} f(\varphi)) \), where \( \lambda \) is the iterative step size. During the \( i \)th iteration, the updated \( \varphi^{(i+1)} \) and the renewed \( f(\varphi^{(i+1)}) \) can be respectively written as

\[
\varphi^{(i+1)} = \varphi^{(i)} - \lambda \nabla_{\varphi} f(\varphi^{(i)}),
\]

(26)

\[
f(\varphi^{(i+1)}) = f\{\varphi^{(i)} - \lambda \nabla_{\varphi} f(\varphi^{(i)})\}.
\]

(27)
Since the C-GD algorithm obtains the fixed step size \( \lambda \) by simulation experiment [8], it suffers from high complexity and low efficiency. To this end, a novel A-GD algorithm is developed to determine the dynamic step size \( \lambda^i \). Specifically, we firstly expand (27) as

\[
    f(\varphi^{i+1}) = (x^{(i+1)})^H Ax^{(i+1)}
\]

\[
= \overline{\mu}^2 \sum_{q=1}^{N_{\text{RIS}}} e^{j (\varphi_q^i + \Delta \varphi_q^i)} \sum_{p=1}^{N_{\text{RIS}}} \left( e^{-j (\varphi_p^i + \Delta \varphi_p^i)} A_{(p-1)N_{\text{RIS}} + p, (q-1)N_{\text{RIS}} + q} \right) A_{(p-1)N_{\text{RIS}} + p, (q-1)N_{\text{RIS}} + q},
\]

(28)

where \( \Delta \varphi_n^i = -\lambda^i \partial f(\varphi^i) / \partial \varphi_n^i \) for \( n = 1, 2, \ldots, N_{\text{RIS}} \). By using \( A = A^H \), \( f(\varphi^{i+1}) \) can be further simplified as

\[
    f(\varphi^{i+1}) = \overline{\mu}^2 \sum_{p=1}^{N_{\text{RIS}}} A_{(p-1)N_{\text{RIS}} + p, (q-1)N_{\text{RIS}} + p}
    + 2\overline{\mu}^2 R \left\{ \sum_{p=1}^{N_{\text{RIS}}} \sum_{q=p+1}^{N_{\text{RIS}}} e^{j (\varphi_q^i - \varphi_p^i)} e^{j \lambda^i \left( \frac{\partial f(\varphi^i)}{\partial \varphi_p^i} - \frac{\partial f(\varphi^i)}{\partial \varphi_q^i} \right)} A_{(p-1)N_{\text{RIS}} + p, (q-1)N_{\text{RIS}} + q} \right\}.
\]

(29)

According to (29), \( f(\varphi^{i+1}) \) is only determined by \( \lambda^i \) during the \( (i+1) \)th iteration process. To minimize \( f(\varphi^{i+1}) \), we need to search a much better \( \lambda^i \) and the corresponding optimization problem can be expressed as

\[
    \lambda^i = \arg \min_{\lambda^i} f(\varphi^{i+1})
    = \arg \min_{\lambda^i} \overline{\mu}^2 R \left\{ \sum_{p=1}^{N_{\text{RIS}}} \sum_{q=p+1}^{N_{\text{RIS}}} e^{j (\varphi_q^i - \varphi_p^i)} e^{j \lambda^i \left( \frac{\partial f(\varphi^i)}{\partial \varphi_p^i} - \frac{\partial f(\varphi^i)}{\partial \varphi_q^i} \right)} A_{(p-1)N_{\text{RIS}} + p, (q-1)N_{\text{RIS}} + q} \right\}.
\]

(30)

In order to optimize (30), the A-GD algorithm replaces \( e^{j \lambda^i \left[ \partial f(\varphi^i) / \partial \varphi_p^i - \partial f(\varphi^i) / \partial \varphi_q^i \right]} \) with the second-order Taylor expansion formulation. Thus, (30) can be approximated as

\[
    \lambda^i \approx \arg \min_{\lambda^i} \overline{\mu}^2 R \left\{ \sum_{p=1}^{N_{\text{RIS}}} \sum_{q=p+1}^{N_{\text{RIS}}} e^{j (\varphi_q^i - \varphi_p^i)} A_{(p-1)N_{\text{RIS}} + p, (q-1)N_{\text{RIS}} + q}
    \times \left[ 1 + j \lambda^i \left( \frac{\partial f(\varphi^i)}{\partial \varphi_p^i} - \frac{\partial f(\varphi^i)}{\partial \varphi_q^i} \right) \right] \right\}.
\]

(31)

where (31) is a quadratic function related to the variable \( \lambda^i \).

It is worth noting that there are two different cases for the quadratic function in (31), including the positive value of term \( C_2 \) and the negative value of term \( C_2 \). For these two cases, terms \( C_2 \),
Algorithm 1 Proposed A-GD Algorithm

Require: $H_1, H_2, \rho, N_s, \delta^2, F, b, \varphi_{\text{max}}, I$

1: Initialize $A = -(H_1^T \otimes H_2)H(H_1^T \otimes H_2)$, $f_{\text{max}} = 0$, $W^\text{opt} = U_1$, $F^\text{opt} = V_1$, $\varphi^0 = 0_{N_{\text{RIS}} \times 1}$, $\Phi = \bar{\mu}I_{N_{\text{RIS}} \times N_{\text{RIS}}}$, $x^0 = \text{vec}(\Phi(\varphi^0))$, $i = 0$.

2: while $i \leq I$ do

3: Calculate the gradient vector $\nabla_{\varphi} f(\varphi^i)$ in (25).

4: Compute the step size $\lambda^i$ in (32).

5: Update $\varphi^{i+1} = \varphi^i - \lambda^i \nabla_{\varphi} f(\varphi^i)$, $x^{i+1} = \text{vec}(\Phi(\varphi^{i+1}))$.

6: Renew $f(\varphi^{i+1}) = f(\varphi^i - \lambda^i \nabla_{\varphi} f(\varphi^i))$.

7: if $f(\varphi^{i+1}) > f_{\text{max}}$ do

8: $f_{\text{max}} = f(\varphi^{i+1})$, $\varphi^\text{opt} = \varphi^{i+1}$.

9: end if

10: $i = i + 1$.

11: end while

12: Map each entry of $\varphi^\text{opt}$ into discrete phase shifts from $F$.

13: Calculate $\Phi^\text{opt} = \text{diag}(\exp(\varphi^\text{opt}))$ and $R$ in (11).

Ensure: $\Phi^\text{opt}, R$

$\lambda^i$ are calculated in different ways. Specifically, the adaptive step size of each case for the A-GD algorithm can be written as

$$\lambda^i = \begin{cases} 
-\frac{C_1}{2C_2}, & C_2 > 0 \\
\frac{|C_1|}{|C_2|}, & C_2 < 0
\end{cases}.
$$

(32)

The detailed steps of the A-GD algorithm for solving (11) are illustrated in Algorithm 1.

V. PROPOSED ALTERNATING OPTIMIZATION SCHEME

In this section, a novel AO algorithm is proposed to decrease the heavy calculation burden experienced by Algorithm 1 and the number of variables where the multiple matrix variables involve ($F_{BB}, F_{RF}, W_{BB}, W_{RF}, \Phi$). Concretely, the AO algorithm contains a CBC algorithm to seek the optimal hybrid precoders (or combiners) and a linear search algorithm to optimize the phase shift matrix.
A. CBC Algorithm

To start with, we first propose the CBC algorithm to design $F_{RF}$, $F_{BB}$, $W_{RF}$ and $W_{BB}$ with a given $\Phi$. However, the multiple matrix variable optimization for maximizing $R$ is intractable. As a common practice, the hybrid precoder and combiner design can be usually transformed into two separate subproblems, i.e., one precoding problem about $(F_{BB}, F_{RF})$, and the other combining problem about $(W_{BB}, W_{RF})$, [44], [45]. Thus, the precoding problem can be formulated as

$$ (F_{BB}^{opt}, F_{RF}^{opt}) = \arg \min_{F_{BB}, F_{RF}} \| F_{opt}^{opt} - F_{RF}F_{BB} \|_F^2 $$

subject to $F_{RF} \in \mathcal{F}_{RF}$, $\|F_{RF}F_{BB}\|_F^2 = N_s$, (33)

where $F_{opt}^{opt} = V_1$ is the optimal fully-digital precoding matrix [31]. Similar to the precoding problem (33), the combining problem can be also formulated as

$$ (W_{BB}^{opt}, W_{RF}^{opt}) = \arg \min_{W_{BB}, W_{RF}} \| W_{opt}^{opt} - W_{RF}W_{BB} \|_F^2 $$

subject to $W_{RF} \in \mathcal{W}_{RF}$, (34)

where $W_{opt}^{opt} = U_1$ is the optimal fully-digital combining matrix. Next, the CBC algorithm is presented to solve (33) and (34). Since these two problems share the similar form except that the precoding problem has an additional constraint $\|F_{RF}F_{BB}\|_F^2 = N_s$, we take the solution of the precoding problem as an example.

The objective of (33) is to make $F_{RF}F_{BB}$ approach $F_{opt}^{opt}$. However, the main obstacle in (33) is that each element in $F_{RF}$ has a constant-magnitude constraint. We denote the $l$th column of $F_{opt}^{opt}$ as $f_{opt}^{(l)}$. Interestingly, one property of $f_{opt}^{(l)}$ under the constant-magnitude constraint is that, an arbitrary vector without constant-magnitude constraint can be expressed as the linear combination of two vectors under the constant-magnitude constraint [46]. Thus, the $l$th column of $F_{opt}^{opt}$ can be expressed as

$$ f_{opt}^{(l)} = a_l p_l + b_l q_l, $$

where $p_l$ and $q_l$ are two vectors under the constant-magnitude constraint, $a_l$ and $b_l$ are two linear combination factors. One solution of (35) is that $a_l = b_l = d_{max}$, where $d_{max}$ is the largest magnitude of the elements in $f_{opt}^{(l)}$, and then calculate $p_l$ and $q_l$. With such a feature of the constant-magnitude vector, we can set the $(2l-1)$th column and the $(2l)$th column of $F_{RF}$ as $f_{RF}^{(2l-1)} = p_l$ and $f_{RF}^{(2l)} = q_l$. Meanwhile, the $(2l-1)$th and $(2l)$th elements of $f_{BB}^{(l)}$ are set as $d_{2l-1} = a_l$ and $d_{2l} = b_l$. As a result, we have

$$ f_{opt}^{(l)} = F_{RF}f_{BB}^{(l)} = \begin{bmatrix} \ldots, f_{RF}^{(2l-1)}, f_{RF}^{(2l)}, \ldots \end{bmatrix} [0, \ldots, 0, d_{2l-1}, d_{2l}, 0, \ldots, 0]^T. $$

(36)
Following (36), each $f_{opt}^{(l)}$ can be expressed as the linear combination of two column vectors in $F_{RF}$. Recall that the dimensions of $F_{opt}$ and $F_{RF}$ are $N_{BS} \times N_s$ and $N_{BS} \times M_{BS}$. To transmit $N_s$ data streams, the number of RF chains $M_{BS}$ is no smaller than $N_s$. Thus, we divide the minimization of $\|F_{opt} - F_{RF}F_{BB}\|_F^2$ into two cases according to the relation between $M_{BS}$ and $2N_s$ as follows.

**Case 1 ($M_{BS} \geq 2N_s$):** All $f_{opt}^{(l)}$ can be expressed as (36), and then $F_{opt}$ can be represented as

$$F_{opt} = QD = \begin{bmatrix} p_1, q_1, \ldots, p_{N_s}, q_{N_s} \end{bmatrix} \begin{bmatrix} d_1 \\ \vdots \\ d_{N_s} \end{bmatrix},$$  

(37)

where $d_l = [a_l, b_l]^T$. Since $M_{BS} \geq 2N_s$, we can make the first $2N_s$ columns of $F_{RF}$ as $Q$ and the first $2N_s$ rows of $F_{BB}$ as $D$. Meanwhile, the remaining ($M_{BS} - 2N_s$) rows of $F_{BB}$ can be set zero, and the remaining ($M_{BS} - 2N_s$) columns of $F_{RF}$ can be set arbitrarily. Consequently, $F_{opt}$ can be exactly expressed as $F_{RF}F_{BB}$, i.e., $\|F_{opt} - F_{RF}F_{BB}\|_F^2 = 0$, which indicates that the optimal $F_{RF}$ and $F_{BB}$ are obtained accordingly.

**Case 2 ($N_s \leq M_{BS} < 2N_s$):** Since $M_{BS} < 2N_s$, the columns of $F_{RF}$ and the rows of $F_{BB}$ are insufficient to be set as $Q$ and $D$. Fortunately, according to [47], we note that $\|f_{opt}^{(l)}\|_\infty \leq \sqrt{L_p/N_{BS}}$, where $L_p$ is the number of multipath of the THz channel. This property implies that the amplitude differences of the elements in $f_{opt}^{(l)}$ are smaller than $\sqrt{L_p/N_{BS}}$. Due to the sparse nature of the THz channel, $L_p$ is usually small [7]. Considering the deployment of ultra-massive antennas at THz band, e.g., $N_{BS} = 512$ antennas, $\sqrt{L_p/N_{BS}}$ is far less than 1. As a result, the amplitude of each element in $\|f_{opt}^{(l)}\|_1/N_{BS}$, which guarantees that $f_{opt}^{(l)}$ can be approximated as

$$f_{opt}^{(l)} \approx F_{RF}f_{BB} = [\ldots, f_{RF}^{(l)}, \ldots][0, \ldots, 0, d_l, 0, \ldots, 0]^T,$$

(38)

where $d_l$ is the $l$th element of $f_{BB}^{(l)}$. In addition, the optimal $d_l$ and $f_{RF}^{(l)}$ for $f_{opt}^{(l)}$ are known as

$$d_l = \frac{\|f_{opt}^{(l)}\|_1}{N_{BS}},$$

(39)

$$f_{RF}^{(l)} = [e^{j\frac{f_{q1}}{d_l}}, \ldots, e^{j\frac{f_{q1}}{|q_1|}}, \ldots, e^{j\frac{f_{qN_s}}{|q_{N_s}|}}]^T,$$

(40)

where $f_q$ is the $q$th element of $f_{opt}^{(l)}$. The phase information of $f_{opt}^{(l)}$ is contained in $f_{RF}^{(l)}$, while the approximation error comes from the amplitude differences between the element in $f_{opt}^{(l)}$ and $\|f_{opt}^{(l)}\|_1/N_{BS}$, which is small as we have analyzed before.
Algorithm 2 CBC Algorithm

Require: $H_1, H_2, M_{BS}, N_s, F^{opt}, \Phi = \mu I_{N_{RIS} \times N_{RIS}}$

1: **Case 1:** Compute $F_{RF}$ and $F_{BB}$ as (37);

2: **Case 2:**
   3: Compute $\sigma_l^2$ of $f_{opt}^{(l)}$;
   4: Use the classification criteria (41);
   5: for $l = 1 : N_s$;
   6: Calculate $f_{RF}^{(l)}$ and $f_{BB}^{(l)}$ as (36) or (38);
   7: end for
   8: Normalize $F_{BB}$ as $F_{BB} \leftarrow \frac{\sqrt{N_s}}{\|F_{RF} F_{BB}\|_F} F_{BB}$.

Ensure: $F_{RF}, F_{BB}$

Currently, there are two approaches to express the vector $f_{opt}^{(l)}$. One is to utilize two columns in $F_{RF}$ to exactly express $f_{opt}^{(l)}$ as shown in (36), and the other is to employ one column in $F_{RF}$ to approximate $f_{opt}^{(l)}$ as shown in (38). Since the first method suffers the less performance degradation, we aim to express the columns of $f_{opt}^{(l)}$ by (36). Under the case of $M_{BS} < 2N_s$, we at most select $(M_{BS} - N_s)$ columns of $f_{opt}^{(l)}$ that are expressed by (36), while the remaining $(2N_s - M_{BS})$ columns need to be approximated by (38). One further question is how to classify these $(M_{BS} - N_s)$ columns and $(2N_s - M_{BS})$ columns. Noting that the performance penalty is only caused by the approximation error in (38), we adopt the variance $\sigma_l^2$ to quantify the amplitude difference of each element in $f_{opt}^{(l)}$, and the $\sigma_l^2$ can be defined as

$$\sigma_l^2 \triangleq \sum_{q=1}^{N_{BS}} \left( f_q - \frac{\|f_{opt}^{(l)}\|_F}{N_{BS}} \right)^2,$$

(41)

where $f_q$ is the amplitude of the $q$th element in $f_{opt}^{(l)}$. Based on the classification criteria, we select $(2N_s - M_{BS})$ columns with the least variance $\sigma_l^2$ from $f_{opt}^{(l)}$ to be approximated as (38), and then the remaining $(M_{BS} - N_s)$ columns are calculated as (36). The important steps of the CBC algorithm for the precoding problem (33) are presented in Algorithm 2. Similarly, the combining problem (34) can also be handled by the CBC algorithm without the normalization step $F_{BB} \leftarrow \frac{\sqrt{N_s}}{\|F_{RF} F_{BB}\|_F} F_{BB}$. 


B. Linear Search Algorithm

With the given precoders and combiners solved by CBC algorithm, the linear search algorithm aims to optimize $N_{\text{RIS}}$ reflection coefficient variables $\{\phi_n = \bar{\mu}e^{j\varphi_n}\}_{n=1}^{N_{\text{RIS}}}$ by following the one-the-rest criterion. Concretely, this criterion indicates that only one phase shift variable can be selected from a finite phase shift set $F$ while the rest $(N_{\text{RIS}} - 1)$ phase shift variables remain fixed. Remarkably, our proposed linear search algorithm ensures the linear complexity growth with the increasing number of RIS elements.

According to [12], the data rate of the RIS-enabled THz MIMO system can be formulated as

$$R = \log_2 \left| I_{N_s} + \frac{\rho}{3^{N_s}} (W^H W)^{-1} W^H (H_2 \Phi H_1) FF^H (H_2 \Phi H_1)^H W \right|,$$

where

$$\geq \log_2 \left| I_{N_s} + \frac{\rho}{3^{N_s}} (W^H W)^{-1} W^H H_2 \Phi H_1 F \left( W^H H_2 \Phi H_1 F \right)^H \right|$$

$$\overset{(f)}{=} \log_2 \left| I_{N_s} + \frac{\rho}{3^{N_s}} (W^H W)^{-1} \left| W^H H_2 \Phi H_1 F \left( W^H H_2 \Phi H_1 F \right)^H \right| \right|,$$

where the definition $(e)$ satisfies $|B + C| \geq |B| + |C|$ for any positive semidefinite matrices $B$ and $C$, and the definition $(f)$ holds $|BC| = |B||C|$ for any square matrices $B$ and $C$. Since both precoding matrix $F$ and combining matrix $W$ are constant matrices, the achievable rate maximization problem is further simplified as

$$\Phi^{\text{opt}} = \arg\max_{\Phi} \tilde{R},$$

s.t. $\varphi_n \in F, \varphi_{\text{max}} = 306.82^\rho, \forall n = 1, \ldots, N_{\text{RIS}},$

$$|\phi_n| = |\bar{\mu}e^{j\varphi_n}| = 0.8, \forall n = 1, \ldots, N_{\text{RIS}},$$

where we define $\tilde{R}$ as

$$\tilde{R} = \log_2 \left| \frac{\rho}{3^{N_s}} (W^H H_2 \Phi H_1 F) \left( W^H H_2 \Phi H_1 F \right)^H \right|,$$

$$\overset{(44)}{=} \log_2 \left| \frac{\rho}{3^{N_s}} \left( \sum_{n=1}^{N_{\text{RIS}}} \phi_n \bar{h}_{1,n} \bar{h}_{1,n}^H \right) \left( \sum_{n=1}^{N_{\text{RIS}}} \phi_n \bar{h}_{2,n} \bar{h}_{2,n}^H \right)^H \right|,$$

Here we define $H_1 = H_1 F = [\bar{h}_{1,1}, \ldots, \bar{h}_{1,N_{\text{RIS}}}]^H$ and $H_2 = W^H H_2 = [\bar{h}_{2,1}, \ldots, \bar{h}_{2,N_{\text{RIS}}}]$, where $\bar{h}_{1,n} \in \mathbb{C}^{N_x \times 1}$ and $\bar{h}_{2,n} \in \mathbb{C}^{N_x \times 1}$. With the defined form, $\vec{H}_e$ can be expressed as

$$\vec{H}_e = (\vec{H}_2 \Phi \vec{H}_1) = \sum_{n=1}^{N_{\text{RIS}}} \phi_n \bar{h}_{2,n} \bar{h}_{1,n}^H,$$

By resorting to (45), we are able to rewrite (44) as

$$\tilde{R} = \log_2 \left| \frac{\rho}{3^{N_s}} \left( \sum_{n=1}^{N_{\text{RIS}}} \phi_n \bar{h}_{2,n} \bar{h}_{1,n}^H \right) \left( \sum_{n=1}^{N_{\text{RIS}}} \phi_n \bar{h}_{2,n} \bar{h}_{1,n}^H \right)^H \right|,$$

$$\overset{(46)}{=} \log_2 \left| \frac{\rho}{3^{N_s}} \left( \sum_{n=1}^{N_{\text{RIS}}} \phi_n \bar{h}_{2,n} \bar{h}_{1,n}^H \right) \left( \sum_{n=1}^{N_{\text{RIS}}} \phi_n \bar{h}_{1,n} \bar{h}_{2,n}^H \right)^H \right|,$$

where $\tilde{R}$ is the data rate of the RIS-enabled THz MIMO system.
To solve the optimization problem with \( N_{\text{RIS}} \) reflection coefficient variables, the linear search algorithm is investigated under the criterion of one-the-rest, which guarantees to optimize only one variable at a time. Concretely, when we optimize \( \phi_n \), the rest variables \( \{ \phi_i \}_{i=1, i \neq n}^{N_{\text{RIS}}} \) are treated as constants during the optimization process. On the basic of this criterion, the objective function in terms of only one variable \( \phi_n \) can be rewritten as

\[
\tilde{R} (\phi_n) = \log_2 \left| \frac{\rho}{\sigma N_s} \left( \phi_n \bar{h}_{2,n} \bar{h}_{1,n}^H + \sum_{i=1, i \neq n}^{N_{\text{RIS}}} \phi_i \bar{h}_{2,i} \bar{h}_{1,i}^H \right) \left( \phi_n^* \bar{h}_{1,n} \bar{h}_{2,n}^H + \sum_{j=1, j \neq n}^{N_{\text{RIS}}} \phi_j^* \bar{h}_{1,j} \bar{h}_{2,j}^H \right) \right|
\]

(47)

where

\[
P_n = \bar{\mu}^2 \bar{h}_{2,n} \bar{h}_{1,n}^H + \left( \sum_{i=1, i \neq n}^{N_{\text{RIS}}} \phi_i \bar{h}_{2,i} \bar{h}_{1,i}^H \right) \left( \sum_{j=1, j \neq n}^{N_{\text{RIS}}} \phi_j^* \bar{h}_{1,j} \bar{h}_{2,j}^H \right)
\]

\[
Q_n = \bar{h}_{2,n} \bar{h}_{1,n}^H \left( \sum_{j=1, j \neq n}^{N_{\text{RIS}}} \phi_j^* \bar{h}_{1,j} \bar{h}_{2,j}^H \right)
\]

(48)

Through the above discussion, we can see that both \( P_n \) and \( Q_n \) are independent of \( \phi_n \). Under this condition, the phase shift optimization of \( N_{\text{RIS}} \) reflecting elements in (43) can be converted into the problem (47) that just needs to optimize the phase shift of each reflecting element. Therefore, with respect to \( \phi_n \), the optimization objective can be formulated as

\[
\phi_n^{\text{opt}} = \arg \max_{\phi_n} \log_2 \left| \frac{\rho}{\sigma N_s} \left( P_n + \phi_n Q_n + \phi_n^* Q_n^H \right) \right|
\]

(49)

s.t. \( \phi_n = \bar{\mu} e^{j\phi_n}, \varphi_n \in \mathcal{F} \).

Nevertheless, due to the discrete phase shift \( \varphi_n \), this single variable optimization problem (49) is still non-convex. It should be noted that the discrete phase shift \( \varphi_n \) is selected from a predefined phase shift set \( \mathcal{F} \) and is finite. Hence, the non-convex optimization problem can be considered as a phase shift search problem. The detailed process of our proposed linear search algorithm is illustrated in Algorithm 3.

### C. Complexity Analysis

In this subsection, the complexity of our proposed A-GD and AO algorithms is analyzed in detail, and the complexity represents the total number of the complex multiplications. We first analyze the complexity of the AO algorithm that is the combination of the CBC algorithm and the linear search algorithm. In terms of the CBC algorithm, the complexity for Case 1 is \( O(N_{\text{BS}}N_s) \) while the complexity for the Case 2 is \( O(N_{\text{BS}}M_{\text{BS}}N_s + 2N_{\text{BS}}N_s + N_{\text{BS}}) \). Hence, the maximum
Algorithm 3 Linear Search Algorithm

Require: $H_1, H_2, F, W, \rho, N_s, \delta^2, b, \varphi_{\max}, F$

1: Initialize the phase shift matrix $\Phi = (\phi_1, \phi_2, \cdots, \phi_{N_{\text{RIS}}})$.
2: Iterative Process:
3: for $n = 1 : N_{\text{RIS}}$ do
4: for all $\varphi_n \in F$ do
5: Calculate $P_n$ and $Q_n$ based on (48),
6: Obtain the optimal $\phi_n^{\text{opt}} = \bar{\mu}e^{j\varphi_n^{\text{opt}}}$ according to (49),
7: Update the $n$th entry of $\Phi$: $\phi_n = \phi_n^{\text{opt}}$,
8: end for
9: end for

Ensure: $\Phi^{\text{opt}} = \text{diag}(\phi_1^{\text{opt}}, \phi_2^{\text{opt}}, \cdots, \phi_{N_{\text{RIS}}}^{\text{opt}}), R$

Complexity for precoding problem equals to the complexity of Case 2. Similarly, for combining problem, the complexity is $O(N_{\text{MS}}N_s + N_{\text{MS}})$. To sum up, the overall complexity of the CBC algorithm can be expressed as

$$O_{\text{CBC}} \left( \frac{N_{\text{BS}}M_{\text{BS}}N_s + 2N_{\text{BS}}N_s + N_{\text{BS}}}{+N_{\text{MS}}N_s + N_{\text{MS}}} \right). \quad (50)$$

For the linear search algorithm, there are total $O(N_{\text{RIS}}^2 b)$ possible phase shift combinations, and the complexity of calculating each $\phi_n$ is $O(2N_{\text{RIS}}N_s^2 + N_s^3)$. Thus, the complexity of the linear search algorithm can be written as

$$O_{\text{LS}} \left( 2^{b+1}N_{\text{RIS}}^2 N_s^2 + 2^b N_{\text{RIS}} N_s^3 \right). \quad (51)$$

Based on (50) and (51), the complexity of the AO algorithm with $I_o$ iterations is written as

$$O_{\text{AO}} \left[ I_o \left( \frac{N_{\text{BS}}M_{\text{BS}}N_s + 2N_{\text{BS}}N_s + N_{\text{BS}} + N_{\text{MS}}N_s + N_{\text{MS}}}{+2^{b+1}N_{\text{RIS}}^2 N_s^2 + 2^b N_{\text{RIS}} N_s^3} \right) \right]. \quad (52)$$

With respect to the A-GD algorithm, the main complexity during the calculation process is presented as follows. Firstly, the complexity of initializing $A = -(H_1^T \otimes H_2)^H (H_1^T \otimes H_2)$ is $O(2N_{\text{BS}}^3 N_{\text{MS}}^3 N_{\text{RIS}}^6)$. Then, the complexity of computing the gradient term $\nabla_{\varphi} f(\varphi)$ is $O(N_{\text{RIS}}^2)$. Next, the A-GD algorithm needs to calculate the adaptive step size for each iteration process...
and the complexity of calculating $\lambda_i$ is $O(3N_{\text{RIS}}^2/2)$. Thus, the overall complexity of the A-GD algorithm with the maximum number of iterations $I_a$ can be written as

$$O_{\text{A-GD}}\left(\frac{5}{2}I_aN_{\text{RIS}}^2 + 2N_{\text{BS}}^3N_{\text{MS}}^3N_{\text{RIS}}^6\right). \tag{53}$$

In order to determine the effectiveness of our proposed AO and A-GD algorithms, we need to regard the computational complexity of the C-GD algorithm in [8] as a benchmark metric. In light of [8], the complexity formulation of the C-GD algorithm with maximum number of iterations $I_c$ can be expressed as

$$O_{\text{C-GD}} \left(I_cN_{\text{RIS}}^2 + 2N_{\text{BS}}^3N_{\text{MS}}^3N_{\text{RIS}}^6\right). \tag{54}$$

VI. SIMULATION RESULTS

In this section, simulation results are provided to examine the effectiveness of the considered algorithms for the downlink RIS-enabled THz MIMO system, including A-GD algorithm, AO algorithm, random phase algorithm, and C-GD algorithm [8]. In addition, to demonstrate the performance improvement brought by the RIS, the conventional THz MIMO system without the RIS is also simulated under the same simulation settings as the RIS-enabled THz system.

The working frequency of each RIS element is at $f = 1.6$ THz, the maximum phase response is $\varphi_{\text{max}} = 306.82^\circ$, and the average reflecting amplitude is $\bar{\mu} = 0.8$, respectively. In addition, the distances of BS-RIS, RIS-MS and BS-MS are set as $\bar{r}_0 = 10$ m, $\bar{r}_0 = 20$ m, and $r_0 = 25$ m respectively, which can commendably meet the indoor communication scenarios. The LoS path of BS-MS link is blocked by the obstacle, and thus the NLoS paths are assisted by the RIS.

Considering the sparse nature of THz channel, we assume that the BS-RIS channel $H_1$ contains $L_1 = 3$ propagation paths, such as one LoS path and two NLoS paths. More specifically, the complex gain of LoS path is generated based on (4) and the complex gains of NLoS paths are computed by (11). The molecular absorbing coefficient and the reflection coefficient of ceramic tile are set as $\kappa(f) = 0.2$ and $\xi(f) = 10^{-6} [33]$. Similarly, the parameter settings of $H_2$ are consistent with the channel $H_1$. The numbers of the RF chains at the BS and the MS are set as $M_{\text{BS}} = 6$ and $M_{\text{MS}} = 4$. To combat the serious attenuation, the antenna gains are configured as $G_t = G_r = 55$ dBi [48]. Here we define the signal-to-noise ratio (SNR) as $\text{SNR} = \rho/\sigma^2$, and all simulation results are averaged over 1000 random channel realizations.

Fig. 5 depicts the achievable rate performance versus diverse SNR values in the THz MIMO system with different parameter settings. In both Fig. 5 (a) and Fig. 5 (b), the achievable rate
Fig. 5: Achievable rate comparisons of considered algorithms versus SNR: (a) $N_{BS} = 512$, $N_{RIS} = 128$, $N_{MS} = 32$; (b) $N_{BS} = 128$, $N_{RIS} = 64$, $N_{MS} = 16$.

of the RIS-enabled THz system greatly outstrips the conventional THz system without RIS that hardly meet the future communication requirements. Numerically, as shown in Fig. 5 (a), the performance gap between the random phase scheme and the THz system without RIS is about 4.24 bps/Hz under the condition of SNR=10 dB. Meanwhile, Fig. 5 (a) also indicates that the achievable rates of A-GD algorithm, AO algorithm and C-GD algorithm are around 8.4 bps/Hz, 7.35 bps/Hz and 6.34 bps/Hz higher than the random phase scheme, respectively. More importantly, both of our proposed A-GD algorithm and AO algorithm are superior to the C-GD algorithm that has been proposed in [8], which demonstrates that our proposed optimization algorithms can be employed to further enhance the achievable rate performance for the RIS-empowered THz MIMO systems.

Fig. 6 investigates the achievable rate performance with the increasing number of the maximum phase response $\varphi_{\text{max}}$, which aims to validate the effectiveness of the proposed hardware architecture mentioned in Section II. The parameters of the THz MIMO system are set as $N_{BS} = 512$, $N_{RIS} = 128$, $N_{MS} = 32$. From Fig. 6 we can note that the achievable rates of the considered RIS-enabled schemes improve firstly and then converge to a fixed value. Remarkably, the achievable rates of our proposed A-GD and AO algorithms with $\varphi_{\text{max}} = 306.82^\circ$ have already converged, and possess the same performance as the ideal case with $\varphi_{\text{ideal}} = 360^\circ$. Compared with low phase response $\varphi_{\text{max}} = 60^\circ$, the considered A-GD algorithm, C-GD algorithm, AO algorithm and the
random phase scheme with $\phi_{\text{max}} = 306.82^\circ$ are able to realize the achievable rate enhancement of 3.59 bps/Hz, 3.50 bps/Hz, 2.79 bps/Hz and 2.68 bps/Hz, respectively. Hence, the numerical results verify the efficient hardware structure of the graphene-based RIS.

Fig. 7 provides the achievable rate performance versus the different number of bit quantization $b$ for the THz system with $N_{\text{BS}} = 512$, $N_{\text{RIS}} = 128$, $N_{\text{MS}} = 32$. Fig. 7 indicates that the achievable rates of the random phase scheme and the conventional THz system without RIS are insensitive to the number of bit quantization. Instead, the achievable rates of our proposed A-GD and AO algorithms are evidently affected by $b$, and meanwhile surpass the C-GD algorithm. In the case of $b = 1$, our developed A-GD and AO algorithms suffer from the obvious performance degradation due to the limited quantization precision of RIS elements. Specifically, in contrast with $b = 2$, our proposed A-GD algorithm and AO algorithm with $b = 1$ endure about 0.93 bps/Hz and 0.95 bps/Hz performance penalty, respectively. Intriguingly, the achievable rates of our proposed algorithms with $b = 2$ almost yields the similar performance compared with $b \geq 3$, indicating that $b = 2$ is sufficient to quantize the discrete phase shifts of the RIS elements in practice.

Fig. 8 displays the achievable rates of the considered schemes versus the different values of $N_{\text{MS}}$ under the parameter settings of $N_{\text{BS}} = 512$ and $N_{\text{RIS}} = 128$. From Fig. 8, we can observe that the achievable rates of all the considered schemes become better when the number of antennas at the MS increases. Especially for the conventional THz system without RIS, the achievable rate can be improved from 1.33 bps/Hz to 5.02 bps/Hz once the number of antennas increases from
Fig. 8: Achievable rate comparisons of considered algorithms versus $N_{MS}$.

Fig. 9: Achievable rate comparisons of considered algorithms versus $N_{RIS}$.

$N_{MS} = 8$ to $N_{MS} = 48$. In addition, the achievable rate performance of our proposed algorithms (e.g., A-GD algorithm, AO algorithm) substantially outperform the benchmark schemes (e.g., C-GD algorithm, random phase scheme, the system without RIS) in case of different number of antennas. It is worth noting that the deployment of the number of antennas influences the system cost and power consumption, and thus selecting the appropriate number of antennas for different THz systems is still a significant issue.

Fig. 9 discusses the achievable rate comparisons of the considered schemes versus the number of RIS elements for the THz system configured as $N_{BS} = 512$ and $N_{MS} = 32$. From Fig. 9, we can note that the achievable rate of the THz system without RIS case has the worst performance due to the lack of reflecting signals, and remains unchanged along with the diverse values of $N_{RIS}$. In terms of these RIS-enabled schemes, the achievable rates of our developed A-GD and AO algorithms outstrip the C-GD algorithm and the random phase scheme. Moreover, when the number of reflecting elements increases, the performance gaps between our proposed algorithms and the random phase scheme become much larger. Under the condition of $N_{RIS} = 192$, our developed A-GD and AO algorithms realize around 9.21 bps/Hz and 8.06 bps/Hz performance enhancement compared with the random phase scheme. Hence, except for the performance gain brought by the RIS, our proposed optimization algorithms are capable of further improving the achievable rate of the RIS enabled THz MIMO system. Last but not least, it should be pointed out that the achievable rates of RIS-enabled algorithms will converge to finite values even if the
number of reflecting elements goes to infinity, which is caused by the power budget limitation existing in practical communications.

Fig. 10 depicts the convergence behavior of A-GD, C-GD and AO algorithms for the THz MIMO system with $N_{BS} = 512$ and $N_{MS} = 32$. From Fig. 10, we can know that the converged iterative numbers for A-GD, C-GD and AO algorithms are around $I_a = 15, I_c = 12$ and $I_o = 3$, respectively. Moreover, our proposed AO algorithm owns the best convergence performance, while its achievable rate outperforms the C-GD algorithm. When all the considered algorithms approach the converged points, the C-GD algorithm possesses the lowest achievable rate. On the basis of the convergence behavior, the complexity of the hybrid beamforming design algorithms along with the number of reflecting elements is presented in Fig. 11, where the vertical coordinate is expressed in the logarithmic coordinate. As shown in Fig. 11, the proposed AO algorithm has the lowest complexity. Instead, the A-GD algorithm and the C-GD algorithm suffer from abundant calculation burden. In addition, when $N_{RIS}$ increases, the complexity of AO algorithm changes slowly while the A-GD algorithm and the C-GD algorithm grow rapidly. In the case of $N_{RIS} = 128$, the complexities of the AO, C-GD and A-GD are around $2.68 \times 10^8, 2.87 \times 10^{25}$ and $2.87 \times 10^{25}$, respectively. By observing Fig. 5 and Fig. 11, we can see that the AO algorithm realizes a better tradeoff between the achievable rate performance and computational complexity.
VII. CONCLUSION

This paper jointly considered the hardware design and the hybrid beamforming optimization for the RIS-empowered THz MIMO communications. Considering the working principle of the RIS, we primarily probed into the characteristics of the practical graphene-based RIS, including the phase response and the reflecting amplitude. In light of these practical hardware constraints, the A-GD algorithm was developed to settle the hybrid beamforming design problem, and obtained much better performance than the C-GD algorithm. Furthermore, in order to depress the computational complexity, an AO algorithm was then raised by alternately performing the CBC algorithm and the linear search algorithm, which gained a better tradeoff between complexity and achievable rate performance. In the near future, our research work will concentrate on the practical measurements for the RIS empowered THz MIMO communications.
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