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We report the results of a combined study of the normal state resistivity and superconducting transition temperature $T_c$ of the unconventional superconductor Sr$_2$RuO$_4$ under uniaxial pressure. There is strong evidence that as well as driving $T_c$ through a maximum at $\sim$3.5 K, compressive strains $\varepsilon$ of nearly 1% along the crystallographic [100] axis drive the $\gamma$ Fermi surface sheet through a Van Hove singularity, changing the temperature dependence of the resistivity from $T^2$ above and below the transition region to $T^{1.5}$ within it. This occurs in extremely pure single crystals in which the impurity contribution to the resistivity is <100 m$\Omega$cm, so our study also highlights the potential of uniaxial pressure as a more general probe of this class of physics in clean systems.

When the shape or filling of a Fermi surface is changed such that it changes either the way that it connects in momentum ($k$) space or disappears altogether, its host metal is said to have undergone a Lifshitz transition [1]. This zero temperature transition has no associated local Landau order parameter, and is in fact one of the first identified examples in condensed matter physics of a topological transition. Lifshitz transitions usually involve traversing Van Hove singularities (VHS). These are points or, in the presence of interactions, regions of $k$-space associated in two-dimensional systems with divergences in the density of states [2]. Lifshitz transitions are therefore often associated with formation or strengthening of ordered states, with superconductivity [3, 4] and magnetism [5, 6] among the most prominently studied examples. They are also expected, even in the absence of order, to affect the electrical transport [7, 8, 9, 10].

Although of considerable interest theoretically, experimentally tuning materials to Lifshitz transitions is challenging. In zero applied magnetic field it usually requires non-stoichiometric doping to change the band filling. In practice, this introduces disorder, which always complicates the understanding of the observed behaviour. Magnetic field enables clean tuning by changing band energies for opposite spins through the Zeeman term, and has been used to good effect in the number of systems [11–15]. However, unless the intrinsic bandwidths are already very small, large fields are required to reach Lifshitz transitions, and magnetic fields also couple either constructively or destructively to many forms of order.

Although high hydrostatic pressure is an option [16], it needs to be strong enough either to change the relative band filling in multi-band materials or to substantially change the shape of a Fermi surface. As we illustrate in Fig. 1, uniaxial pressure is in principle better suited to changing the shape of Fermi surfaces without the need to change the carrier number. For a single band Fermi surface in two dimensions, the shape change introduced by applying hydrostatic pressure is negligible, while similar levels of uniaxial pressure introduce a large distortion. Uniaxial pressure is therefore particularly well suited to tuning to the class of Lifshitz transition involving a topological change from a closed to an open Fermi surface by traversing the VHS associated with saddle points along one direction of $k$ space. It was used a long time ago in experiments tensioning single crystal whiskers of the three-dimensional superconductors aluminium [20] and cadmium [21] but traversing the transition had only a weak effect; $T_c$, for example, changed by only $\sim$20 mK.

Recently, we have developed novel methods of applying high levels of uniaxial pressure to single crystals that are not restricted to whiskers and are well suited to studying the more interesting case of materials with quasi-2D electronic structure [22, 23]. In a multi-band metal, it is possible for one of the Fermi surface sheets of a pressured crystal to undergo a large shape change while others are affected much less strongly. As shown by the modelled Fermi surfaces in Fig. 2(a), this is the case for the...
In previous work on this material we have shown that the superconducting transition temperature $T_c$ rises from its unstrained value of 1.5 K and peaks strongly at $\sim$3.5 K at a compressive strain of $\approx$0.6 % [29]. While it is tempting to associate this with the occurrence of a Lifshitz transition, measurements reported to date were based only on the study of the diamagnetic susceptibility, and did not in themselves constitute proof that such a transition had occurred. For example, the peak could also correspond to a transition into a magnetically ordered state induced around the Lifshitz transition [30]. To further investigate both the existence of a Lifshitz transition and its consequences, we report here simultaneous magnetic susceptibility and electrical resistivity measurements on single crystals of Sr$_2$RuO$_4$ under (100) compressive strains of up to 1%, and temperatures between 1.2 and 40 K.

A schematic of our experimental apparatus and a photograph of a crystal mounted for resistivity measurements are shown in Fig. 2(a). The resistivity $\rho_{xx}$ is measured in the same direction as the applied pressure. Simultaneous measurements of magnetic susceptibility were performed using a detachable drive and pickup coil on a probe that could be moved into place directly above the sample without disturbing the contacts for the resistivity measurements. We rely exclusively on the susceptibility measurements to determine $T_c$, to avoid being deceived by percolating, higher-$T_c$ current paths. Resistivity and susceptibility were measured using standard a.c. meth-

FIG. 2. (color online). (a) Sr$_2$RuO$_4$ Fermi surface and density of states at the Fermi level as a function of applied anisotropic strain, calculated using a tight-binding model derived from the experimentally determined Fermi surface at ambient pressure [31] after introducing the simplest strain dependence for the hopping terms. See [18] for further simulation details. Fermi surfaces at three representative compressions highlight the Lifshitz transition as the $\gamma$-band reaches the VHS. (b) A sample mounted for resistivity measurements under uniaxial pressure and a schematic of the piezoelectric-based device used for generating the pressure.

quasi-2D material studied in this paper, Sr$_2$RuO$_4$ [24–28], which is predicted by first-principles calculations to undergo a Lifshitz transition when the lattice is compressed by $\sim$0.75 % along a (100) lattice direction [29]. In previous work on this material we have shown that the superconducting transition temperature $T_c$ rises from its unstrained value of 1.5 K and peaks strongly at $\sim$3.5 K at a compressive strain of $\approx$0.6 % [29]. While it is tempting to associate this with the occurrence of a Lifshitz transition, measurements reported to date were based only on the study of the diamagnetic susceptibility, and did not in themselves constitute proof that such a transition had occurred. For example, the peak could also correspond to a transition into a magnetically ordered state induced around the Lifshitz transition [30]. To further investigate both the existence of a Lifshitz transition and its consequences, we report here simultaneous magnetic susceptibility and electrical resistivity measurements on single crystals of Sr$_2$RuO$_4$ under (100) compressive strains of up to 1%, and temperatures between 1.2 and 40 K.

FIG. 3. (color online). Temperature dependence of the resistivity $\rho_{xx}$, at a variety of [100] compressive strains: (a) low strains where quadratic temperature dependence is still observed below $\sim$20 K, (b) strains close to the peak in $T_c$ where the strongest deviations from $T^2$ resistivity are observed, and (c) the highest strains measured showing the larger extent of the $T^2$ region of resistivity and the rapid strain dependence of its weight.
ods at drive frequencies between 50–500 Hz and 0.1–10 kHz respectively, in a ⁴He cryostat in which cooling was achieved via coupling to a helium pot that could be pumped to reach its base temperature of 1.2 K. Uniaxial pressure was applied by appropriate high voltage actuation of the piezo stacks shown in Fig. 3(b), using procedures described in Refs. [22, 23, 29, 32, 33]. After some slipping of the sample mounting epoxy during initial compression, all resistivity data repeated though multiple strain cycles, indicating that the sample remained within its elastic limit. Two samples were studied to ensure reproducibility; further details are given in [18].

In Fig. 3 we show $\rho_{xx}(T)$ at various applied compressions. Consistent with the high $T_c$ of 1.5 K at zero strain, the residual resistivity $\rho_{res}$ is less than 100 nΩ cm, corresponding to an impurity mean free path $\ell$ in excess of 1 μm [34]. The well-established $\rho_{res} + AT^2$ dependence [35, 36] is seen below $\sim$20 K in the unstrained sample (Fig. 3(a) and inset). As the strain $\varepsilon_{xx}$ increases to 0.2 % the quadratic temperature dependence is retained but $A$ increases, qualitatively consistent with the increase in density of states expected on the approach to a Van Hove singularity. Further increase of the strain results in the resistivity reaching a maximum and deviating significantly from a quadratic temperature dependence, as shown both in the main plot of Fig. 3(b) and in the inset. As the strain is increased further, the drop in $T_c$ is accompanied by a fall of the resistivity, simultaneous with a recovery of the $\rho_{res} + AT^2$ term and a drop of the $A$ coefficient. By $\varepsilon_{xx} = -0.92 %$ $T_c$ has fallen to below 1.2 K, the resistivity remains almost perfectly quadratic to over 30 K, and $A$ has dropped to $\sim 40 %$ of its value in the unstrained material (Fig. 3(c) and inset).

As noted above, one mechanism by which the peak in $T_c$ might not correspond to the Van Hove singularity is if it is cutoff by a different order promoted by proximity to the Van Hove singularity. This is the prediction of the functional renormalization group calculations on uniaxially pressurized Sr₂RuO₄ of Ref. [30], which predict formation of spin density wave order. However, the data shown in Fig. 3 give no evidence for any instability other than superconductivity across the range of pressures studied. There is no indication of any transition in any of the $\rho_{xx}(T)$ curves, before or after the peak in $T_c$. Also, $\rho_{xx}$ falls on the other side of the peak, whereas especially at low temperature the opening of a magnetic gap should generally cause resistivity to increase.

To correlate features of the resistivity with the evolution of the superconductivity more precisely, we plot, in Fig. 4, two key quantities associated with the resistivity and show how they compare with the strain dependence of $T_c$. In Fig. 4(a) we show a logarithmic derivative plot that gives an indication of the strain-dependent power $\delta$ associated with a postulated $\rho_{res} + BT^{\delta}$ temperature dependence. Constructing such a plot involves assumptions [18] but it gives a first indication of the behaviour of the resistivity and shows that $\delta$ drops from 2 at low and high strains to $\sim 1.5$ at $\varepsilon_{xx} = -0.5 \%$. In Fig. 4(b) we plot the results of a measurement of the resistivity measured under continuous strain tuning at 4.5 K (chosen to be 1 K higher than the maximum $T_c$, to be free of any influence of superconductivity). $\rho_{xx}$ is also maximum at $\varepsilon_{xx} = -0.5 \%$. In Fig. 4(c) we plot $T_c$ and $\rho_{xx}(T = 4.5 \text{ K})$...
against \(\varepsilon_{xx}\) for this sample and for a second sample with a slightly lower residual resistivity. The magnitude of the resistivity increase is approximately the same for both samples, and for both the resistivity peaks at a slightly lower compression than \(T_c\).

Taken together, we believe that the data shown in Figs. 3 and 4 give strong evidence that we have successfully traversed the VHS in \(\text{Sr}_2\text{RuO}_4\) by applying uniaxial pressure. This is not the first time that this VHS has been reached by some form of tuning; in fact it has previously been traversed in the \((\text{Sr},\text{Ba},\text{La})_2\text{RuO}_4\) system by explicit chemical doping of \(\text{La}^{3+}\) onto the \(\text{Sr}\) site \cite{37, 38} and by using epitaxial thin film techniques to grow biaxially strained stoichiometric \(\text{Sr}_2\text{RuO}_4\) and \(\text{Ba}_2\text{RuO}_4\) thin films \cite{17}. In both cases, a drop of resistive exponent \(\delta\) to approximately 1.4 was reported \cite{17, 37}. The novelty of our results is that they are observed in crystals with such low levels of disorder. In the previous experiments on the ruthenates, the inelastic component of the resistivity has been approximately the same magnitude by 30 K as the residual resistivity \cite{17, 37}, while here it is a factor of forty larger. Combined with the facts that the data shown in Figs. 3 and 4 cover a full decade of temperature above the maximum \(T_c\), and that the Fermi surface of \(\text{Sr}_2\text{RuO}_4\) is well known, we believe that this means that our results can set an experimental benchmark for testing theoretical understanding of the evolution of transport properties around an externally tuned Lifshitz transition. A full treatment of the problem will require further theoretical work that is beyond the scope of this paper, but we close with a discussion of what is known so far and the extent to which it applies to our results.

The effect on resistivity of traversing a Van Hove singularity has been studied in idealized single band models, taking into account the energy dependence of the density of states, electron-electron Umklapp processes and impurity scattering. Depending on the form postulated for the density of states, variational calculations using Boltzmann transport theory in the relaxation time approximation have discussed resistivities of the form

\[
\rho(T) = \rho_{\text{res}} + b T^2 \ln(c/T) \quad \text{or} \quad \rho(T) = \rho_{\text{res}} + b T^{3/2} \quad [9].
\]

Within experimental uncertainties, these two possibilities cannot be distinguished, see Fig. 3. Numerical calculations going beyond the relaxation time approximation \cite{39, 40} predict \(\delta < 2\). The amount by which \(\delta\) is reduced depends on the degree of nesting of the Fermi surface; \(\delta = 1\) is predicted for perfect nesting.

It is interesting to note that tuning to a VHS is evidently not sufficient to obtain the \(T\)-linear resistivity that is often associated with quantum criticality. Although the resistivity is enhanced in the vicinity of the VHS, \(\rho(T)\) does not increase at nearly the rate seen for systems with \(T\)-linear resistivity \cite{41}.

Although the calculated temperature dependences fit the data well, we caution that it is questionable whether

they are even applicable to \(\text{Sr}_2\text{RuO}_4\). As illustrated in Fig. 2a, it is not a single-band, but a three-band material, and both the tight-binding calculation presented here and full first-principles calculations \cite{29} show that the Lifshitz transition occurs on the \(\gamma\) Fermi surface sheet. In contrast, the \(\alpha\) and \(\beta\) sheets show almost no distortion at these strains. At zero strain the average Fermi velocities of each sheet are known, so for a sheet-independent scattering rate it is straightforward to estimate that the \(\alpha\) and \(\beta\) sheets contribute over 60 % of the conductivity. Under the postulate that the scattering rate of the \(\alpha\) and \(\beta\) sheet carriers is unaffected by the traversal of the Lifshitz point on the \(\gamma\) sheet.

![FIG. 5. (color online). A comparison of different fitting functions for the temperature dependence of the resistivity at \(\varepsilon_{xx} = -0.49\%\). Both fits are made between 4 K and 40 K. The inset shows the same resistivity curve after subtracting 60 % of the zero strain conductivity, estimated to be the contribution of the \(\gamma\) band if the scattering rate of the \(\alpha\) and \(\beta\) sheet carriers is unaffected by the traversal of the Lifshitz point on the \(\gamma\) sheet.](image-url)
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I. DETAILS OF THE EXPERIMENTAL TECHNIQUE

The piezoelectric based uniaxial pressure device used in this work was first described in [22, 23] and the later modifications in [29, 32, 33]. For this technique the samples are first prepared as long thin bars using a wire lapping saw and mechanical polishing. The sample is secured into the device using epoxy, holding the sample only by its ends and spanning across an adjustable gap in the device. When the two ends of the sample are pushed closer together or further apart to compress or tension the sample respectively, the central portion of the sample, where we measure its resistivity and susceptibility, is free to expand or contract as governed by the sample’s Poisson’s ratio. This means the stress, or equivalently the pressure, in the region of the sample where we measure is uniaxial but not the strain. However, we have better knowledge of the applied displacement and therefore the strain along the pressure axis. We measure the displacement applied between the two ends of the sample using a parallel plate capacitor, in line with, and beneath the sample. To calculate the strain we need to know the length of sample this displacement is applied to. This is not trivial and leads to the largest uncertainty in calculating the strain in the sample. Because the sample is held to the device using an epoxy which is relatively soft, the strained length of the sample is not the exposed length of sample between the two mounts, rather some of the epoxy in the mounts deforms too and the strained length is slightly longer. Exactly how much longer depends on the sample and epoxy geometry, and their elastic constants. We estimate the strained length using finite element simulations, the results of which and the relevant dimensions of the samples are presented in table S1. We used the elastic constants of Sr$_2$RuO$_4$ from [42] and estimate the shear modulus of the epoxy, Stycast 2850FT, to be 6 GPa [22]. Because of the uncertainties in some of these values, all strains quoted have an uncertainty of ∼20 % (a systematic error affecting all measured strains equally).

II. ADDITIONAL DATA

The samples used in this study come from two different batches. Each was prepared with six electrical contacts using the standard recipe, DuPont 6838 silver paste baked at 450°C for 5 minutes, before they were mounted into the pressure device. After mounting, two concentric coils were lowered above the sample to measure the diamagnetic signal of superconductivity by measuring the change in mutual inductance between the coils.

The resistivity data for sample 1 are shown in the main text. The data for sample 2 are shown in Fig. S1. Note that the difference in strain scale is most probably not an intrinsic sample-to-sample variation, and rather comes from the experimental uncertainty in measuring the applied strain.

Additionally in Fig. S1, the strain dependence of the fitted residual resistivity is shown explicitly for both samples. To generate the temperature exponent colour maps in Figs. 4(a) and S1(d) the residual resistivity must be subtracted from the data before differentiating. To extrapolate below $T_c$ a fit of the form $\rho = \rho_{\text{res}} + BT^\delta$ was used and the range of the fit was chosen self consistently so that an approximately constant exponent is obtained over the temperature range.
FIG. S1. Additional resistivity data. Panels (a), (b), and (c) show the resistivity temperature dependence of the second sample in the same three regions across the phase diagram as described in Fig. 3. Panel (d) shows the logarithmic derivative plot for the second sample, depicting the resistivity temperature exponent $\delta$ as calculated in Fig. 4, and the residual resistivity used for extracting the exponent. Panel (e) shows the residual resistivity of sample 1 used to generate Fig. 4 in the main text.

range of the fit. Although the exact position of the crossover from $T^2$ to a lower power is slightly sensitive to the details of this fitting the overall picture is unchanged. Similarly, although the fitted residual resistivity has a weak strain dependence if left as a free parameter, it is so small for both these samples that fixing it to be strain-independent makes no qualitative difference to the logarithmic derivative plots or the value of $\delta$ deduced for $\varepsilon_{xx} \sim -0.5 \%$.

Fig. 4 in the main text compares two curves of the strain dependence of $T_c$ with the resistivity at 4.5 K. $T_c$ was obtained from temperature dependent a.c. magnetic susceptibility $\chi'(T)$ measurements and taken to be the midpoint of the transition. Fig. S2 shows the susceptibility measurements for both samples at a variety of strains.

### III. DETAILS OF THE TIGHT BINDING SIMULATIONS

Fig. 1 in the main text presents an illustrative tight-binding simulation of the different effects of biaxial and uniaxial pressure. We start from the simplest 2D nearest and next-nearest neighbour tight-binding model

$$\Delta E(k) = -2t[\cos(k_xa) + \cos(k_ymb)] - 2t'[\cos(k_xa + k_ymb) + \cos(k_xa - k_ymb)],$$

(S1)
where \( a \) and \( b \) are the lattice constants in the \( x \) and \( y \) directions. We set the ratio \( t'/t = 0.3 \) and work at half filling.

Under biaxial pressure, changes in the Fermi surface shape can only occur if the ratio of \( t'/t \) changes. Generally it is expected that \( t' \) will increase faster than \( t \) under compression \cite{17}. For our simulations we make the simplest assumption that the hoppings depend linearly on lattice strain and make the next-nearest neighbour hopping increase 20\% faster with strain than the nearest neighbour hopping. Biaxial pressure causes the unit cell lattice vector \( a \) to change as

\[
a(\varepsilon) = b(\varepsilon) = a_0(1 + \varepsilon), \quad \varepsilon = \frac{1 - \nu_{xy}}{E} \sigma,
\]

where \( \sigma \) is the applied stress and the resultant strain \( \varepsilon \) depends on the Young’s modulus \( E \) and Poisson’s ratio \( \nu_{xy} \).

We set the strain dependence of the hopping terms to

\[
t(\varepsilon) = t_0(1 - \alpha \varepsilon), \quad t'(\varepsilon) = t'_0(1 - 1.2 \alpha \varepsilon).
\]

where \( \alpha \) is an adjustable parameter that scales the effect of strain.

Equal uniaxial pressures cause much larger changes to the Fermi surface due to the much larger distortion of the unit cell as it is able to relax orthogonal to the pressure axis according to Poisson’s ratio. For the simulation we keep the same starting parameters as the biaxial simulation but now allow the hoppings to change anisotropically. The unit cell deforms as

\[
a(\varepsilon) = a_0(1 + \varepsilon_{xx}), \quad b(\varepsilon) = a_0(1 - \nu_{xy} \varepsilon_{xx}), \quad \varepsilon_{xx} = \sigma_{xx}/E,
\]

and the hoppings are now different along the \( x \) and \( y \) directions

\[
t_x(\varepsilon) = t_0(1 - \alpha \varepsilon_{xx}), \quad t_y(\varepsilon) = t_0(1 + \alpha \nu_{xy} \varepsilon_{xx}), \quad t'(\varepsilon) = t'_0(1 - \alpha(1 - \nu_{xy}) \varepsilon_{xx}/2).
\]

In the case for \( \text{Sr}_2\text{RuO}_4 \), Fig. 2 in the main text, we start from the tight-binding parametrisation derived from fits to experimental data \cite{34} which sets the ratios of each of the hoppings, but rather than using DFT calculations to set the magnitude we use the mass renormalisation from \cite{38}. We use the measured Poisson’s ratio of 0.39 \cite{42} and scale the hopping strengths in the same manner as for the uniaxial case above while keeping the total electron count constant.