Marrying Tracking with ELM: A Metric Constraint Guided Multiple Feature Fusion Method
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ABSTRACT

Object Tracking is one important problem in computer vision and surveillance system. The existing models mainly exploit the single-view feature (i.e. color, texture, shape) to solve the problem, failing to describe the objects comprehensively. In this paper, we solve the problem from multi-view perspective by leveraging multi-view complementary and latent information, so as to be robust to the partial occlusion and background clutter especially when the objects are similar to the target, meanwhile addressing tracking drift. However, one big problem is that multi-view fusion strategy can inevitably result tracking into non-efficiency. To this end, we propose to marry ELM (Extreme learning machine) to multi-view fusion to train the global hidden output weight, to effectively exploit the local information from each view. Following this principle, we propose a novel method to obtain the optimal sample as the target object, which avoids tracking drift resulting from noisy samples. Our method is evaluated over 12 challenge image sequences challenged with different attributes including illumination, occlusion, deformation, etc., which demonstrates better performance than several state-of-the-art methods in terms of effectiveness and robustness.

© 2018 Elsevier Ltd. All rights reserved.

1. Introduction

With the rapid development of mobile Internet, multi-media and high performance sensors, object tracking as an important method of image processing has been applied in computer vision and surveillance system. However, object tracking suffers from challenging problems due to image sequences of surveillance usually containing little clarity and fuzzy, which are caused by climate situation, illumination, occlusion, etc. Therefore, how to enhance the tracking performance becomes a hot issue with focusing. Object tracking includes three steps: target description, target detection, target optimization. First, in order to reduce the influence of redundancy and noisy information, the feature extracting method is used to describe the target object including histogram equalization [1], gray level transformation [2], retinex [3] and so on. Histogram equalization expresses color features of images and the gray value distribution effectively. However, the histogram feature has less sensitivity to rotate, motion, zoom. Bala, etc. [4] proposed structure element method to express texture feature achieving better performance. However, the information between extracted interest points and image is mismatching in this method, and the structure element contains a strong dependence for images, therefore, the description of this research is limited. In order to obtain the global describe of images, Revaud etc. [5] take advantage of geodesic distance of real interpolation to extract shape feature of image. However, the dimensional of the extracted feature is rather high, and products redundant information. For this problem, multi-scale feature extraction based on compressed sensing had been developed [6, 7]. The method that utilizes relatively small randomly generated linear mapping achieves more accurate the original information of images. Zhang, etc. [8] is inspired by compressed sensing, and proposed CT method. CT method not only fully consideration tracking drift problem, but also well keep the original structure of image. Therefore, this method obtains better performance in target tracking. Meanwhile, Zhang, etc. improved CT model to present FCT model that employs non-adaptive random projections that preserve the structure of the image feature space of...
objects and compress sample images of the foreground target and the background using the same sparse measurement matrix. This method reduces the computational complex and obtains the real-time tracking performance [9]. However, above methods utilize single-view feature, which result in difficult to fully describe samples. As shown in Fig.1, the object ‘Car1’ is similar to ‘Car2’ in shape feature, and the object ‘Car1’ is similar to ‘Car2’ in texture feature, and the object ‘Car2’ is similar to ‘Car3’ in color feature. In this situation, if any obstruction appears in t frame and the single-view feature incomplete expresses the target object, will produce the important tracking drift problem in t + 1 frame.

Second, target tracking are continuous and dynamic, the target object at the current frame generates the influence to follow-up tracking directly. Therefore, achieving the suitable detecting method contributes to avoid tracking drift rather effectively. The detecting methods based on discriminative models define the target tracking as binary-classification problem, and obtain the classifier that is used at the next frame. Avidan etc. [10] exploited SVM joining on the optical flow method to in tracking. Comparing SVM, Boosting is a simple and fast method to construct the classifiers relatively. Parag, etc. [11] established the tracking model based on Boosting framework. Zhang, etc. regarded Naive Bayes as the classifier in tracking detection [8]. Moreover, Zhang, etc. [12] proposed STC model that formulates the spatio-temporal relationships between the interested object and its locally dense contexts in the Bayesian framework to solve target ambiguity effectively. Grabner, etc. [13] proposed the online-updating Adaboost algorithm that is used in tracking. Unsupervised classification methods are widely applied in the image processing field due to without the help of any the label information. Wang, etc. [14-27] proposed representative studies including. Kalal, etc. [30] introduced the semi-supervised Adaboost model in the tracking framework, which improves the tracking performance dramatically. Above the tracking detection methods based on discriminative models enhance the tracking performance by optimizing the classification accuracy. Recently, the deep learning model have been proposed and applied in face recognition, segment and so on. Li, etc. [31] took advantage of the CNN model to solve target tracking. Zhou, etc. [32] exploited deep network composing of online boosting to enhance the tracking performance. Above methods based on deep learning exploit only one image at the firstly frame to construct training dataset would lead to the size of training dataset that is small and appear the problem of under-fitting. To address above problems, Hunag, etc. [33, 34] proposed ELM model that is single hidden level neural network. This model convert solve-iterate into linear equation solving by random setting hidden parameters. Comparing deep learning model, this method contains simpler network structure, without a large number of the training dataset, thus enhances the speed of solving and avoid trapping into local optimal solution. Zhang, etc. [34] utilized the incremental learning model of ELM to enhance the tracking robustness and effectiveness. However, the previous models achieve classification for feature extracted samples, and ignore that class labels can provide information for target descriptions.

For above problems including inadequate expression, ignoring discriminant information and inefficiency, we proposed the novel tracking method that implements multi-view features fusion by means of supervised class information in the target description. Moreover, we explore the metric constraint between different views to enhance classifying quality in target detection processing. The model framework is displayed in Fig. 2.

The major contributions are as follows: (1)We present a novel tracking model that achieves the satisfying performance in tracking under special conditions including deformation, occlusion, etc. Meanwhile, it is an incremental tracking approach, so it obtains the real-time tracking; (2)The proposed model fully considers the multi-view attitude of samples, and exploits the multi-view features fusion model to avoid that expression of single-view feature are inaccurate and incomplete. Meanwhile, introduces the metric constraint to improve the effectiveness of classification in detection and the performance of tracking; (3) In order to enhance the robustness and avoid tracking drift, we presented the novel optimization method to obtain the optimal target object from the candidate set at each frame.

This paper is organized as follows. The preliminaries of ELM is introduced in Section 2. The proposed model are detailed in Section 3, and the tracking algorithm and discussion in Section 4. The experimental results are presented in Section 5. The conclusion and our future work in Section 6.
2. Preliminaries: ELM

The proposed novel method is based on ELM. In order to facilitate the understanding of our method, this section briefly reviews the related concepts and theories of ELM and developed OSELM.

Extreme learning machine is improved by single hidden layer neural network (SLFNs); assume given N samples (X, T), where $X = [x_1, x_2, ..., x_N] \in \mathbb{R}^{d \times N}, T = [t_1, t_2, ..., t_N] \in \mathbb{R}^{n \times N}$, and $t_i = [t_{i1}, t_{i2}, ..., t_{im}]^T \in \mathbb{R}^m$. The method is used to solve multi-classification problems, and thereby the number of network output nodes is $m(m \geq 2)$. There are $N$ hidden layer nodes in networks, and activation function $h(\cdot)$ can be Sigmoid or RBF: $\sum_{i=1}^{N} \beta_i h(a_i x_j + b_j) = o_j$ where $j = 1, ..., N$, $a_j = [a_{j1}, a_{j2}, ..., a_{jm}]^T$ is the input weight vector, and $\beta_j = [\beta_{j1}, \beta_{j2}, ..., \beta_{jm}]^T$ is the output weight vector. Moreover, $a_j, b_j$ can be generated randomly, which is known by. Written in matrix form: $H \beta = T$, where $H = [h_1(a_1 x_1 + b_1), ..., h_N(a_N x_1 + b_N)]$. Moreover, the solution form of $H \beta = T$ can be written as: $\hat{\beta} = H^T T$, where $H^T$ is the generalized inverse matrix of $H$. ELM minimize both the training errors and the output weights. The expression can be formulated based on optimization of ELM:

Minimize: $L_{ELM} = \frac{1}{2} \| \beta \|^2 + C \frac{1}{2} \sum_{i=1}^{N} \| \xi_i \|^2$

Subject to: $t_i \beta : h(x_i) \geq 1 - \xi_i, i = 1, ..., N$

where $\xi_i = (\xi_{i1} \cdots \xi_{im})$ is the vector of the training errors. We can solve the above equation based on KKT theory by Lagrange multiplier, and can obtain the analytical expression of the output weight: $\hat{\beta} = H^T (\frac{1}{2} + HH^T)^{-1} T$. The output function of ELM is: $f(x) = h(x) \hat{\beta} = h(x)H^T (\frac{1}{2} + HH^T)^{-1} T$.

3. Multi-view feature fusion and discriminative model optimization

In order to utilize the complementary information and latent knowledge of multi-view feature of sampling sample to improve the performance of tracking, we proposed the novel tracking method based on multi-view features fusion and discriminative model optimizing, including three steps. In describing and predicting of our method, first, achieving the training error under the single-view feature, and the multi-view features are average fused to solve the hidden output weight and the sum of training error. Second, utilize the rate between of the single-view training error and multi-view training error to update the way of multi-view fusion. Finally, minimize the multi-view training error by iterating to obtain the optimal hidden output weight and the fusion way of multi-view feature. We introduce all single-view information when solve the sum of training error, considering the local information of each single-view feature apart from the global information of multi-view feature. Moreover, the metric constraint is utilized to meet that minimize the distinction of the common class and difference views, maximizing the distinction of the common view and difference classes.

3.1. Features fusion based on minimizing loss of discriminative

In target detection processing, ELM can be used to classify between the target object and background samples. However, when the sample contains various features, the ELM model is difficult applied to solve the multi-features of a same sample. In this paper, the features fusion method is proposed for this problem. It takes full advantage of multi-view features in tracking to improve the expression of samples and the detection performance of the target object by means of the discrimination information.

Given $N$ the different samples, which contain $V$ features of each sample collected in two ways. The feature $v$ corresponds to the samples are: $(x_v^{(t)}, t_v^{(t)})$, where $X^{(v)} = [x_1^{(v)}, x_N^{(v)}] \in \mathbb{R}^{D \times N}, t^{(v)} = [t_{11}^{(v)}, ..., t_{im}^{(v)}] \in \mathbb{R}^m$. Meanwhile, the same sample corresponds to the same class, then there is: $t_v^{(1)} = t_v^{(2)} = t_v^{(V)}$. The output weight $\beta$ is solved by using the samples that contain combined multi-view features. The optimization equation is as follows:

$$L = \frac{1}{2} \| \beta \|^2 + \sum_{v=1}^{V} \sum_{i=1}^{N} \| V_{ij}^{(v)} \| \xi_i^{(v)} \|^2$$

s.t. $\beta : H^{(v)} = t^{(v)} - (\xi^{(v)})^T$

where $k_j$ is the combined parameter that corresponds to the single-features. $\xi^{(v)} = (\xi_1^{(v)}, ..., \xi_m^{(v)})$ is training error vector that corresponds to feature $v$. $\beta$ is the output weight vector for different feature space in the equation (6). According to the equation (6), the target is to obtain the minimum value of the training error that combine the different feature space. However, according to the equation, the solution of $[k_1, k_2]$ may be (0,1)/(1,0). In this situation, it will degenerates to the single feature model, and other features are failed. Therefore, we introduction the high power factor $r$, and define $r \geq 2$. The equation is improved as follows:

$$L = \frac{1}{2} \| \beta \|^2 + \sum_{v=1}^{V} \sum_{i=1}^{N} \| V_{ij}^{(v)} \| \xi_i^{(v)} \|^2$$

s.t. $\beta : H^{(v)} = t^{(v)} - (\xi^{(v)})^T$

According to the equation (7), we obtain the global optimization hidden output weight under the fused multi-view features, however, the local information of the single view is ignored. The equation (7) is updated as follows:

$$L = \frac{1}{2} \| \beta \|^2 + \sum_{v=1}^{V} \sum_{i=1}^{N} \| V_{ij}^{(v)} \| \xi_i^{(v)} \|^2$$

s.t. $\beta : H^{(v)} = t^{(v)} - (\xi^{(v)})^T$

where $p$ is the coefficient of combination of single-view information.
3.2. Metric constraint

In order to strengthen the discrimination and fully utilize the information of multi-view features, we introduce the metric constraint in Eq.(7).

Furthermore, under the common solution space, the assumption with the distance between samples of different views and same classification that smaller is better, and vice-versa. Therefore, the Eq.(8) is improved as follows:

\[
\min_{\beta, \epsilon, \tau} \frac{1}{2} \| \beta \|_F^2 + \sum_{v=1}^{V} k^{(v)} \left( \sum_{j=1}^{N} \| x_j^{(v)} - (s_j^{(v)})^T \|_2^2 \right) \\
\text{s.t.} \quad \left( k \cdot S^{(v)} \right) \cdot \beta = \tau - (\epsilon_v)^T \\
\sum_{v=1}^{V} k^{(v)} = 1 \quad k > 0
\]

Under the view \( f \), we define \( S = D S \), and \( D \in \mathbb{R}^{N \times N} \) is the diagonal matrix that is utilized to expand the distance between samples of different classes. Moreover, the value of element \( d_{ii} \) in \( D \) is \( d_{ii} = \frac{1}{(k_i - h)(k_i - h)} \), where \( h = \frac{1}{2} \sum h_i \).

According to the KKT condition, we obtain the display expression of the hidden output weight \( \beta \), and have the following results:

\[
\beta = \left[ (k_1 S^{(1)})^T + \cdots + (k_j S^{(2)})^T \right] \\
\left[ I/C + k_1 S^{(1)}(k_1 S^{(1)})^T + \cdots + k_j S^{(J)}(k_j S^{(J)})^T \right]^{-1} \quad T
\]

Meanwhile, we obtain factors of \( k' \) and \( p' \) as follow:

\[
k_v = \frac{1/N}{\sum h_j / \sum h_j}, \quad \quad p_v = \frac{1/\beta_v}{\sum \left( 1/\beta_v \right)}
\]

4. The tracking algorithm and discussion

In this paper, first, giving the set from each image sequence \( I_t \) at the rth frame, and obtain positive and negative samples by sampling in the specified range. The sampling method meets two conditions: 1) The positive set closer to the target object at the current frame. 2) The negative set faster to the target object at the current frame. Second, extract multi-view features and achieve feature fusion based on the metric constraint. Moreover, obtain the optimal hidden output weight and the candidate target set. Third, we obtain the best sample as the target object at the current frame from the candidate set. Because, noise samples need is avoid, which produces the tracking drift. Therefore, the selected samples is far from the classification boundary as the target object. From the equation (9), the matrix \( T \) can be utilized to judge the position relationships between testing samples and the classification boundary. Specific steps are summarized as follows: 1) Calculate the maximum value of each row of \( T \) by operation \( \max V_i = \max (t_i) \), and the maximum vector \( \max V \) from all of testing samples can be obtained, where \( \max V = [\max V_1, \max V_2, \ldots, \max V_N]^T \in \mathbb{R}^N \). 2) Sort \( \max V \) by using the function \( \text{sort} (\max V) \) from the least to the greatest. 3) Obtain the sample sequence \( xS \) from testing samples in accordance with elements order of \( \max V \). We define

**Former-samples.** There are ranked ahead in the \( xS \) sequence, and are close to the classification boundary more. Meanwhile, defined **Latter-samples** are ranked behind in the \( xS \) sequence, and are far from the classification boundary more. Therefore, we should choose **Latter-samples** as candidates that are Better Target in target detecting.

In this paper, we proposed the novel method to enhance the accuracy in tracking. Meanwhile, in order to fulfill the realtime effectively, it learns the fusion coefficient of multi-view features and the optimal hidden output weight.

1) Difference with related work. Our method based on discriminating model in tracking, comparing to other tracking methods based on discriminative models, such as OAB, SemiB, CT, FCT, SCT, Struct, our method sampling utilizes aggregate and complementary information from difference views, which enhances the performance in samples expression to adapt changing of background. Meanwhile, we introduce the metric constraint to enhance the classification accuracy in target detecting. The proposed method obtains the better performance than OAB and SemiB. Because, OAB and SemiB utilize Adaboost as classifier, which the iterative computation increases consuming of time. And then, OAB exploits only one sample as the positive sample, so it is difficult to sufficient training of discriminating. Moreover, if the target object is the noisy sample, will results from important tracking drift.

2) Robustness to ambiguity in detection. Because tracking is different from traditional binary classification problem, it results from the ambiguity problem easily in the multi-positive samples tracking methods. To address the above problem and enhancing the robustness of the model, we uses the exponential expression of 2-norm of \( \max V \) to obtain the optimal sample as the target object. We seek the sample that is far away the classification boundary as the target object, and 2-norm of \( \max V \) correlated with the distance from samples to the boundary positively. The proposed method exploits the simple operation to optimize the target object, therefore in ensuring real-time tracking with the premise of the robustness.

3) Robustness to occlusion. In order to distinguish the target object from occlusion, the proposed method fuses multi-view features to fully expression samples and utilizing labels information enhance the performance. Moreover, utilizing the metric constraint of difference views in same classification enhance the discriminant accuracy in target detecting. However, traditional tracking detection methods are difficult to recognize the target object when it is occluded by background image due to lack the distinction between samples description.

5. Experimental Results

The proposed algorithm is run on an i7 Quad-Core machine with 3.4GHz CPU, 16GB RAM and a MATLAB implementation. The average efficient of our method is 15 frame per second (FPS), so this method can achieve the tracking effect in real-time. In order to analyze and compare the strength and weakness of the proposed method comprehensively, we exploit 12 image sequences with different attributes to verify the proposed method. Table 1 summarizes all sequences in
5.1. Experimental Setup and Evaluation Metrics

According to the description of the sampling process in Sect. 4, the positive range is \([-10, 10]\), and the negative range is \([-70, 70]\). The sliding window is 1. In the detecting process, the number of the hidden-layer node is 300 in our model. Moreover, we extract color, texture, shape features from the common sample to compose the multi-view expression, and PCA model is used to obtain the common dimension.

Using two kinds of measures evaluate performances between our method and state-of-the-art tracking methods. One way is to calculate the intersecting area, and the computing formula of the success plot is as follow: 

$$\text{Success} = \frac{\text{Area}(B_T \cap B_G)}{\text{Area}(B_T \cup B_G)}$$

where \(B_T\) is the tracked bounding box and \(B_G\) is the truth ground. The success plot shows the percentage of frames with \(S > t_0\) throughout all threshold \(t_0 \in [0, 1]\). The other way is to obtain the squared error (SSE) value that is obtained by calculating the difference of the area between the calculated target and the correct target, and the formula is as follow:

$$SSE = \sum (r_{x_i} - g_{x_j})^2 + (r_{y_i} - g_{y_j})^2, i = 1, 2, \cdots, N,$$

where \((r_{x_i}, r_{y_i})\) is the location of the correct target, and the calculated location is \((g_{x_i}, g_{y_i})\), and \(N\) is the total frames.

5.2. Tracking results

(1) Overall performance: Table 2 summarizes the overall performance of challenging sequences in terms of precision plots, where red fonts indicate the first-best tracking performance in each row of Table 2, and green fonts indicate the second-best tracking performance. Meanwhile, OAB, SemiB, STC, CT, FCT, Struck are provided by the author. From results in Table 2, we note that our method achieves the first-best performance in most sequences causing by sufficiently representing each sampling image on tracking. Moreover, the proposed method obtains the optimal discriminative model based on multi-view features fusion. Therefore, our model have satisfying tracking performance, in particular, it obtains the robustness on Surf, Coke, Trellis that are occluded by background. However, FCT attain the first-best tracking performance on Dog, Mountbike, Singer sequence, and CT attain the first-best tracking performance on Duke sequence. OAB and SemiB exploit the Adaboost classification model in detecting process. However, SemiB has the tracking effect is not ideal due to use a lot of unlabel simples to build the discrimination model. STC, CT and FCT utilize the Navie Bayes classification model in tracking detection process. CT and FCT build the low dimension expression and retain important features from original samples, therefore, achieve the second-best performance in challenging sequences. The real-time is an important term of tracking. Our method is an incremental tracking model that only learns the current image and need not to learn the cumulate data in bulk. CT and FCT get the low dimension expression by random matrix, thereby enhance the computation speed. Therefore, FCT is the most effective tracking model among all algorithms. However, in SemiB, the tracking performance is not ideal due to a lot of unlabel samples participating in building the discrimination model. Struck achieves the solution by iterating in the learning process, thus impacts the effectiveness.

6. Conclusion

In this paper, we proposed an efficient and robust tracking method based on ELM. The proposed method exploits fused multi-view feature to enhance expression of samples and effectiveness of detecting, which achieve the satisfying tracking performance. Meanwhile, we proposed the optimization method to obtain the optimized target object from the candidate set, thereby avoids the tracking drift problem that is caused by noisy samples. We utilize 12 image sequences to evaluate the proposed method, which achieves more performance than several state-of-the-art methods in effective and robustness. In addi-
tion, we will explore more efficient tracking model using the multi-feature image sequences.
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