Resource allocation method using tug-of-war-based synchronization
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Abstract

We propose a simple channel-allocation method based on tug-of-war (TOW) dynamics, combined with the time scheduling based on nonlinear oscillator synchronization to efficiently use of the space (channel) and time resources in wireless communications. This study demonstrates that synchronization groups, where each node selects a different channel, are non-uniformly distributed in phase space such that every distance between groups is larger than the area of influence. New type of self-organized spatiotemporal patterns can be formed for resource allocation according to channel rewards.
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1 Introduction

Following the COVID-19 pandemic, humanity is increasingly demanding a more efficient and equitable use of resources [1]. One of the key issues is the allocation of communication resources. The demand for the Internet of Things (IoT) applications has recently been rapidly increased remarkably. The use of long-distance and power-saving communications, particularly low-power wide-area networks (LPWA), is expected in IoT communication. However, due to its characteristics, frequency congestion has become a serious problem, necessitating the use of a dynamic multi-channel selection method.

Using lightweight reinforcement-learning, called “tug-of-war (TOW) dynamics [2, 3],” Ma et al. proposed an autonomous channel selection method in our previous study [4]. All nodes learned the channel status by acknowledgement (ACK) in a repeated cycle of sleep, wake, data transmission, and sleep. We also implemented this algorithm in IEEE802.15.4e/4g-compliant IoT devices and experimented with 50 IoT devices dynamically selecting five channels. However, this method did not address time-scheduling optimization for overall node transmission timings.

For efficient use of space (channel) and time resources, we present the first model toward achieving “an economic allocation of resources.” In this study, we propose a simple channel-allocation method based on TOW dynamics, combined with the time scheduling based on the synchronization of nonlinear oscillators. The synchronization is named “TOW-based synchronization” because of the competing pushes and pulls that occur in phase space. In other words, the TOW behaviors are active in both space and time in our new model.

2 Model

We have made the following assumptions in constructing our new model.

1. There are $M$ nodes and $N$ communication channels.

2. Regardless of whether there is any interaction between the nodes, each node’s phase $\theta_i(t)$ ($i=1, \ldots, M$) is updated by adding $\Omega$ at every discrete time step.

3. Each node can transmit a packet at every discrete time step through the channel selected via TOW dynamics [2].

4. Each packet transmission does not affect any other transmissions only if those phase distances are larger than the area of influence $\phi_{th}$. In this study, we fix $\Omega = \phi_{th}$ for all nodes.

5. At some time steps (e.g. $\theta_i=0$), each node not only advances by angle $\Omega$ but also interacts with other nodes by the interaction term $\pm K \sin(\phi)$ which represents “push (−)” or “pull (+),” where $K$ represents the coupling strength (parameter), and $\phi$ represents the phase difference.

6. Each node receives a reward (+1 or $-\omega$) according to the success (winning at the slot machine of selected channel (say #k), whose reward probability $P_k$ under the condition that there is no node using the same channel within $\phi_{th}$ ) or failure (otherwise).
In this study, we propose the following channel-allocation method using the TOW-based synchronization which is based on the Kuramoto’s de-synchronization model [5, 6]: For node $i = 1, \cdots, M$, each phase $\theta_i(t)$ is updated by the following equation:

$$\theta_i(t+1) = \theta_i(t) + \Omega - K \sum_{|\theta_j - \theta_i| < \phi_{th}} (2\delta_{s_j(t),s_i(t)} - 1) \sin(\theta_j(t) - \theta_i(t)), \quad (1)$$

$$s_i(t) = \arg\max_k (X_k(t)), \text{ for } k = 1, \cdots, N. \quad (2)$$

Here, $\delta_{i,j}$ is the Kronecker-Delta.

The selected channel $s_i(t)$ for node $i$ was determined by the following TOW dynamics of $X_k(t)$ ($k = 1, \cdots, N$) [2]:

$$X_k(t+1) = Q_k(t+1) - \frac{1}{N-1} \sum_{l=1, l \neq k}^{N} Q_l(t+1) + \xi(t+1), \quad (3)$$

$$Q_k(t+1) = R_k(t) + \alpha Q_k(t), \quad (4)$$

$$R_k(t) = \begin{cases} +1 & \text{(success)} \\ -\omega & \text{(failure)} \end{cases} \quad (5)$$

Here, $\xi(t)$ is an arbitrary random noise, $\alpha$ is the memory parameter, and $R_k(t)$ is the reward from each slot machine whose reward probability is $P_k$.

Figure 1 shows the interaction term between nodes for each phase difference. The phase difference between two nodes increases if the same channel is selected by both nodes (de-synchronization), whereas the phase difference decreases if different channels are selected (synchronization). This TOW-like “push and pull dynamics” between nodes in phase space can organize grouping (synchronization group) of various selection nodes. The groups can be distributed in the phase space such that every distance between groups should be larger than $\phi_{th}$.

Figure 1: The interaction term between nodes for each phase difference.

2.1 Results

In this study, we fix $\Omega = \phi_{th} = \pi/4$ for all nodes, and only once when crossing the $\theta_i = 0$ (once in eight time steps), the interaction term $\pm K \sin(\phi)$ works. We confirmed that self-organized spatiotemporal patterns can be formed. Synchronization groups, particularly those where
each node selects a different channel, are non-uniformly distributed in phase space such that
every distance between groups is larger than $\phi_{th}$ (area of influence), as expected.

Figure 2(a) shows an example of our computer simulation results. We used the following
parameters: $M = 10$, $N = 5$, $\phi_{th} = \pi/4$, $\alpha = 0.95$, $Amp = 0.1$ (noise amplitude), $K = 0.5$,
$P_1 = 0.1$, $P_2 = 0.2$, $P_3 = 0.3$, $P_4 = 0.4$, and $P_5 = 0.5$ ($\omega$ is calculated by the system itself.). Four
synchronization groups can be formed in phase space. Each red number denotes the node
number which selected the channel #5 (highest reward probability).

Figure 2(b) shows a typical example for two time-series of the phase of node #1 and #7.
The phase distance is fixed (203°) after the emergence of the self-organizing pattern. In Fig.
2(b), each distance between diagonal stripes is 45° because we set $\phi_{th} = \pi/4$. The difference
203° can be seen as 23° because 203 − (45 × 4) = 23 in the figure.

![Diagram](image)

**Figure 2**: An example of computer simulation results.

### 3 Conclusion

We can draw the following conclusions:
1. More than $\lceil M/N \rceil$ synchronization groups can be non-uniformly distributed in the phase space. Here, $\lceil x \rceil$ represents the ceiling function of $x$.

2. Each group is separated from the other by a distance of larger than $\phi_{th}$.

There should be no collisions of selected channels in each group; however, there are some collisions in our results. The groups are reorganized if the collisions occur frequently, as shown in Fig. 2(b). In this first study, we used TOW dynamics with parameter $\gamma = P_{[1]} + P_{[2]}$ for the channel selection, where $P_{[n]}$ is the top $n$-th reward probability. This means that all nodes are selfishly searching for the highest channel only. Here, it is known that TOW dynamics can be optimized when $\omega = \gamma / (2 - \gamma)$. The optimization in each group will be improved if we use the model setting with $\gamma = P_{[N']} + P_{[N'+1]}$ (see ref. [3]), where $N'$ represents the number of nodes in the group.

The maximum resource can be estimated as $\frac{2\pi}{\phi_{th}} \times \sum_{k=1}^{N} P_k$. In the parameter settings of Fig. 2 case, the maximum 12 (8 $\times$ 1.5) nodes can successfully transmit a packet at every time step. Our simulation results showed the average 2.86 nodes, which is about 1/4 of the maximum resource. This is because we used only $M = 10$. We can use more nodes until $M = 40$ (independent 5 channels $\times$ 8 phases = 40 nodes). Details of performance evaluation for the throughputs of this method will be presented in our future works.
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