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Abstract—With the ever-growing communication demands and the unceasing miniaturization of mobile devices, the Internet of Things is expanding the amount of mobile terminals to an enormous level. To deal with such numbers of communication data, plenty of base stations (BSs) need to be deployed. However, denser deployments of heterogeneous networks (HetNets) lead to more frequent handovers, which could increase network burden and degrade the users experience, especially in traffic hotspot areas. In this article, we develop a unified framework to investigate the handover performance of wireless networks with traffic hotspots. Using the stochastic geometry, we derive the theoretical expressions of average distances and handover metrics in HetNets, where the correlations between users and BSs in hotspots are captured. Specifically, the distributions of macro cells are modeled as independent Poisson point processes (PPPs), and the two tiers of small cells outside and inside the hotspots are modeled as PPP and Poisson cluster process (PCP) separately. A modified random waypoint (MRWP) model is also proposed to eliminate the density wave phenomenon in traditional models and to increase the accuracy of handover decision. By combining the PCP and MRWP model, the distributions of distances from a typical terminal to the BSs in different tiers are derived. Afterward, we derive the expressions of average distances from a typical terminal to different BSs and reveal that the handover rate, handover failure rate, and ping-pong rate are deduced as the functions of BS density, scattering variance of clustered small cell, user velocity, and threshold of triggered time. Simulation results verify the accuracy of the proposed analytical model and closed-form theoretical expressions.

Index Terms—Handover analysis, heterogeneous networks (HetNets), Poisson cluster process (PCP), stochastic geometry.

I. INTRODUCTION

DRIVEN by the development of Internet of Things (IoT), deploying the miniaturized terminals and dense base stations (BSs) in terrestrial communication networks is becoming the effective solution to meet the ever-growing demands of communication in hotspot areas [1], [2], [3], [4], [5]. In recent years, using stochastic geometry to model the spatial deployment of BSs in the IoT network has received significant attention from academics [6], [7]. In order to simulate the randomness of BSs distribution, the locations of BSs in different tiers are usually modeled as independent Poisson point processes (PPPs). Performing the signal-to-interference-plus-noise ratio (SINR) distribution analysis of multilayer networks at a typical user, the coverage probability and outage probability are investigated in [8]. Although using PPP to model the random networks is tractable and convenient, it does not capture the coupling between BSs locations and user equipments (UEs) in hotspots, where the users and small BSs (SBSs) tend to be clustered. Since lots of achievements which focus on the PPP and further studies have been exhibited, we mainly pay our attention on the handover analysis based on the Poisson cluster processes (PCPs) where few studies are proposed in this area.

In this context, we consider using PCP, which has gained much attention on communication performance analysis in traffic hotspots to model the locations of BSs [9], [10]. Although the PCP-based model is suitable for characterizing ultradense networks, the innumerable diminutive mobile devices in the IoT network will bring complex handover management problems [11], [12], [13], [14]. As for the handover performance under the PCP-based model, Bao and Liang [15], [16] derived the analytical expressions for the rates of horizontal and vertical handoffs experienced by an active user with arbitrary movement trajectory. Specifically, Bao and Liang [15] considered using two tiers of PPP with different deployment intensities to model the locations of cluster centers and the cluster members. In the meantime, the set of \( \Delta d \)-extended is first introduced to quantify the 1-D measures of different length intensities on the 2-D plane. In [16], a stochastic geometric analysis framework on user mobility was proposed. The authors also provided guidelines for optimal tier selection under various user velocities, taking both the handoff rates and the data rate into consideration. However, the sojourn time for users which stay in the handover boundaries is not taken into consideration. To the authors’ knowledge, only few
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of the prior works focus on the handover analysis under PCP and take the sojourn time into consideration.

Recent developments in the field of stochastic geometry have led to a renewed interest with handover management in wireless networks [17], [18], [19], [20]. In stochastic geometry, the PPP is widely used in modeling and statistic analysis because of its universality and uniform distribution. Arshad et al. [21] proposed a cooperative handover management scheme to reduce unnecessary handovers in dense cellular networks. Furthermore, a velocity-aware mathematical model and an escalated handover scheme for the users were proposed in [22], in which the BSs along with the moving trajectory will be selected instead of those BSs which have stronger transmit power to maintain longer connection durations and to reduce handover rate. To quantify the performance of the proposed handover schemes via stochastic geometry, the effects of mobility on the densification gain were discussed in a two-tier downlink cellular network with ultradense small cells and C-plane/U-plane split architecture [23]. A joint bandwidth allocation and a call admission control strategy were proposed in [24] to reduce unnecessary handovers. The authors proposed joint optimization of cell association and power control that maximizes the long-term system-wide utility in [25] to reduce the handover rate. A joint optimization of cell association and power control solution was also proposed in [26] to improve the spectrum and energy efficiency and reduce the handover rate. For handover analysis, the closed-form theoretical expressions of handover rate, handover failure rate, and ping-pong rate were investigated in [27], where the distribution of BSs’ locations follow independent PPP and the expressions were resolved as a function of BS density and triggered time threshold. With redefined definitions, the handover rate in this article decouples with the handover failure rate. Compared with [27], the handover rate is more specific and accurate since it only contains the influence of user mobility model and sojourn time inside the equal long-term biased DL-RSS boundary (ERB) circles. Moreover, according to the description in [28], the handover failure rate in this article is denoted as the number of handover failures divided by the handover triggered numbers.

Although PPP is tractable in modeling the deployment of BSs, it is not suitable enough to capture the coupling between UEs and BSs in traffic hotspots, thus motivating Saha et al. [10], [29] to model the BSs and users in ultradense area using PCPs. The performance of coverage probability for a typical device-to-device (D2D) receiver under two realistic scenarios was investigated in [30]. The analysis quantifies the best and worst performance of clustered D2D networks in terms of coverage probability and area spectral efficiency. In order to capture the correlation between clustered BSs and users in high-density area, the downlink coverage probability was discussed in cellular networks modeled by the Thomas cluster process (TCP) and Matérn cluster process in [31]. In [32], the performance of coverage probability and throughput was studied in heterogeneous networks (HetNets) under two association policies, the simulations demonstrated that with the increasing reusability of the same resource block for small cells, the coverage probability decreases whereas throughput increases.

Based on the former research, it is well accepted that using the random spatial point process to model the distribution of BSs is more realistic when compared with the traditional hexagonal model [33], [34] in ultradense networks. In the aforementioned papers, the distribution of SBSs is usually assumed to be the same as the macro BSs (MBSs) to reduce the analytical and computational complexity. But in the practical circumstances, especially in the urban area, the clustered SBSs or the users are usually nonhomogeneously distributed. For instance, in the city planning, several specific areas are chosen as the economic or educational centers. Those geographical centers usually have higher population density and communication demand compared with other areas [35]. And the movement trajectory of targets in those area tends to limit in a specific region. This phenomenon brings the edge effects into our study. In that case, the practical location of SBSs among those centers is the superposition of nonuniform distributions. In order to capture those features, we model the locations of SBSs clustered on the hotspots as PCP. Moreover, in order to get the convincing handover analysis results, the selection of the mobility model is quite important. It is essential to choose an appropriate mobility model to analyze how the movement of users affects the network performance. Normally, the researchers select the random waypoint (RWP) model because of its tractability in modeling movement patterns of mobile nodes [36]. Lin et al. [37] provided an improved traceable mobility model which shows better performance in emerging cellular networks when compared with the classical RWP mobility model and the synthetic truncated Levy walk model. However, the aforementioned RWP model has some inherit disadvantages, such as the nodes tend to concentrate on the center [38] and the transition length scales with the size of the area.

In this article, to overcome the difficulties that the traditional BSs deployment scheme cannot apply in the hotspots areas, we develop a PCP-based BSs deployment scheme to model the practical BSs distribution by considering the correlation between clustered BSs and users. Compared with [15] and [16], in our manuscript, we derive not only the handover rate but also the handover failure rate and ping-pong rate to further investigate the handover performance in hotspots area. Moreover, in our PCP-based model, the handover rate also consists of the probability that the sojourn time for each user inside the ERB is larger than the threshold. By considering the sojourn time of users inside the ERB circles, the prediction of the handover rate is more accurate and reliable. In our revised manuscript, the location of the target BS is not restricted to any direction or any tier. The corresponding coordinate of target BS can be random point in the entire simulation region. Moreover, the average distance between different BSs under TCP is also presented, which is first proposed recently, to solve the handover problems in hotspots. Note that the density wave phenomenon (DWP) indicates that the nodes distributed in a finite area tend to concentrate on the center under RWP model [27], [39], which will bring the edge effects into our analysis. In this case, users have less probability to intersect...
with those BSs near the edge areas. Therefore, we propose a modified RWP (MRWP) model to overcome the DWP and to increase the accuracy of handover decision in the boundary region. Compared with the small cell coverage model in [27], where the target SBS is assumed in the horizontal direction of MBS, we adjust the coordinates of SBSs to ensure that the analysis of the small cell coverage model is suitable for any SBS in the coverage area. In that case, the analysis of the small cell coverage model is suitable for any SBS in the coverage area.

Incorporating the spatial coupling and the MRWP model, we first derive the closed-form expressions of handover rate, handover failure rate, and ping-pong rate. Then, extensive simulations are conducted to validate the theoretical results and to analyze how the user mobility affects the handover performance in hotspot areas.

The main contributions of this article are as follows.

1) Novel BSs deployment scheme and MRWP model are proposed. We develop a practical HetNets model for traffic hotspots area, where the locations of users and clustered SBSs are coupled in hotspots to capture the correlation. We also propose an MRWP model to eliminate the density wave phenomenon in hotspots area and to increase the accuracy of handover decision.

2) New distances distributions and average distances are derived. Considering the method proposed in [40] using a sum of finite exponential series to obtain the approximate expression of the integral of the first kind modified Bessel function, we derive the closed-form expressions of average distances from one SBS to other BSs, handover rate, handover failure rate, and ping-pong rate under TCP scenario.

3) The accuracy of the theoretical results is verified through simulations. The effects and the tradeoff of system parameters, such as BS density, the scattering variance of TCP, thresholds of triggered time, and user mobility on the handover performances, are studied to provide guidance for future network planning in ultradense HetNets.

II. SYSTEM MODEL

A. BS Deployment Model

We consider a three-tier HetNet consisting of uniformly deployed MBSs and SBSs in general area and clustered SBSs in hotspot area, as shown in Fig. 1. The macro cells mainly provide global coverage and support the necessary signaling transmission [27], while the small cells are allocated with specific frequency to provide local area coverage and basic communication services. Specifically, the locations of uniform MBSs and SBSs are assumed to follow homogeneous PPPs $\Phi_M$ and $\Phi_S$ in the plane with density $\lambda_M$ and $\lambda_S$, respectively. Regarding the clustered SBSs, inspired by the fact that SBSs in the hotspot areas are usually geographically clustered, to capture the spatial correlation, we model these SBSs as a TCP $\Phi_S'$ generated from a parent point process $\Phi_p$. Here, $\Phi_p$ is a homogeneous PPP with density $\lambda_p$, and the SBSs are independently and identically scattered around the cluster centers of $\Phi_p$ following a symmetric normal distribution with variance $\sigma^2$. Therefore, the probability density function (PDF) of distance $R$ from the offspring point to the cluster center can be expressed as

$$f_R(r) = \frac{1}{2\pi\sigma^2} \exp\left(-\frac{r^2}{2\sigma^2}\right), \quad r \geq 0. \quad (1)$$

Thus, $\Phi_S'$ can be equivalently expressed as $\Phi_S' = \bigcup_{z \in \Phi_p} B_z$, where $B_z$ is the subset of $\Phi_S'$ generated from the parent point $z \in \Phi_p$. 

| Parameters | Descriptions |
|------------|--------------|
| $\lambda_M, \lambda_S, \lambda_p$ | Densities of MBSs, PPP-SBSs, and PCP-SBSs. |
| $\Phi_M, \Phi_S, \Phi_p$ | Locations of MBSs, PPP-SBSs, and PCP-SBSs. |
| $\lambda_p, \sigma$ | Density of parent point and scattering standard variance of offspring point for $\Phi_p$. |
| $P_t, G_i$ | Transmit power and antenna gain of BSs in the $i$-th tier. |
| $C_i, \alpha_i$ | Path-loss intercept and exponent in the $i$-th tier. |
| $B_i$ | Association bias of the $i$-th tier. |
| $L_k$ | Rayleigh distributed initial transition length in the $k$-th movement with parameter $\sigma_{MRWP}$. |
| $\mu_k$ | Bernoulli distributed indicator of transition length extension in the $k$-th movement with parameter $p_{\alpha}$. |
| $Z_k$ | Rayleigh distributed extended transition length in the $k$-th movement with parameter $\sigma_{\alpha}$. |
| $V_k$ | User velocity during the $k$-th movement. |
| $S_k$ | User pause time after the $k$-th movement. |
| $R_{ij}$ | Distance from a random point inside $\Phi_1$ to the nearest point inside $\Phi_2$, $i, j \in \{M, S, S'\}$. |
| $\bar{R}_{ij}$ | Average distance from a random point inside $\Phi_1$ to the nearest point inside $\Phi_2$, $i, j \in \{M, S, S'\}$. |
| $H_{ij}$ | Handover triggered rate from tier $i$ to tier $j$. |
| $H_{ij}$ | Handover rate from tier $i$ to tier $j$. |
| $H_{ij}$ | Handover failure rate from tier $i$ to tier $j$. |
| $H_{ip}$ | Ping-pong rate from tier $i$ to tier $j$. |
| $T$ | Time threshold of handover failure event. |
| $T_p$ | Time threshold of Ping-pong event. |
B. User Mobility Model

Based on the improved RWP model in [27], the user’s kth movement can be represented by \((X_{k-1}, X_k, V_k, S_k)\), where \(X_{k-1}\) is the starting waypoint, \(X_k\) is the target waypoint, \(V_k\) is the velocity, and \(S_k\) is the pause time of user staying at \(X_k\). Given the starting waypoint \(X_{k-1}\), the transition length \(L_k = \|X_k - X_{k-1}\|\) follows a Rayleigh distribution with parameter \(\sigma_{\text{RWP}}\) and the direction is uniformly distributed in \([0, 2\pi]\). By adjusting \(\sigma_{\text{RWP}}\), the average transition can be changed to model the movement patterns of users in infinite region. According to [38], the DWP will affect the accuracy of handover probability calculation. It can be ignored when the simulation area is sufficiently large, in which the number of points near the edge are small. However, as we described in Section I, the trajectories of users in hotspots are usually clustered in finite regions. Thus, the improved RWP model proposed in [27], which is designed for infinite planes, will not be suitable for our limited finite regions. In our manuscript, the handover analysis is conducted on a hotspot area, and the edge effect will thus bring difficulties to our handover performance analysis. To minimize the impact of DWP, we propose the MRWP model by inducing a Rayleigh distributed extra distance \(Z\) to extend the trajectory of each movement with a certain chance while keeping the direction unchanged. Specifically, the transition length after extension in MRWP is formulated by

\[ L'_k = L_k + \mu_k Z_k \]  

where \(\mu_k\) is a Bernoulli random variable with parameter \(p_Z\) and \(Z_k\) is a Rayleigh random variable with PDF given by

\[ f_{Z_k}(z) = \frac{z}{\sigma_Z^2} \exp\left(-\frac{z^2}{2\sigma_Z^2}\right), \quad z \geq 0. \]  

\(Z_k\) is the extra distance in the user’s kth movement. And \(\mu_k\) represents the probability of extending the original movement trajectory \(L_k\) with the extra distance \(Z_k\). The PDF of \(Z_k\) follows the Rayleigh distribution since the original movement \(L_k\) follows the Rayleigh distribution. Besides, we assume that the velocity \(V_k\) and the pause time \(S_k\) are independently and identically distributed with PDF \(f_{V}(\cdot)\) and \(f_{S}(\cdot)\), respectively.

To validate the effectiveness of the MRWP model, we separate the simulation region into five subregions in Fig. 2(a). The occurrence probabilities of users in these regions under the RWP model and MRWP model are presented in Fig. 2(b). Compared with the RWP model, the MRWP model results in higher occurrence probability in the boundary region and more uniform waypoints in the whole region, which shows that the handover analysis under the MRWP model is more reliable and convincing.

C. Channel Model and Association Strategy

According to 3GPP standards, a handover procedure will be processed in four layers. We consider the method in [27] where perfect filtering is adopted in Layer-1 and Layer-4. Since the perfect filtering is deployed and dynamic resource allocation is assumed to average the fading and noise. Several related works also take similar assumptions in their analyses [27], [29]. The link experiences power-law path loss. The handover procedure usually takes the instantaneous reference signal received power (RSRP) as the indicator to initiate or terminate the process. We assume that the BSs in the \(i\)th tier have identical transmit power \(P_i\) and antenna gain \(G_i, i \in \{M, S, S'\}\). The RSRP can be simplified to the downlink received signal strength (DL-RSS) as

\[ \text{RSS}_i(r) = B_i P_i G_i C_i r^{-\alpha_i} \]  

where \(r\) is the distance from the typical terminal to the BS in tier \(i\), \(B_i\) represents the association bias which aims at adjusting the coverage range of BS to achieve load balance, \(C_i\) is the path loss at reference distance, and \(\alpha_i\) is the path-loss exponent. Along the mobility trajectory, the user will choose the BS which provides the strongest DL-RSS as the next serving BS. The handover boundary for each BS is then determined by the ERB [41].

III. HANDOVER BOUNDARY AND DISTANCE DISTRIBUTION ANALYSIS

In this section, we first determine the approximate expressions of handover boundary and handover failure boundary, and then derive the distribution of the distance between the BSs that the user is served by before and after handover. These
metrics will be used to characterize the handover performance in traffic hotspot area in Section IV.

A. Handover Boundary Analysis

Consider a typical BS $X_i \in \Phi_i$ at origin and a target BS $X_j \in \Phi_j$, the ERB $\mathcal{B}_{X_iX_j}$ is composed of the points at which the DL-RSSs received from $X_i$ and $X_j$ are identical, i.e.,

$$\mathcal{B}_{X_iX_j} = \left\{ X \in \mathbb{R}^2 \mid \text{RSS}(d_i) = \text{RSS}(d_j) \right\}$$

(5)

where $d_i = ||X - X||$ and $d_j = ||X - X||$. Recalling (4) and the Cartesian coordinates $X_i = (0, 0)$, $X_j = (x_j, y_j)$, $X = (x, y)$, the condition in (5) can be rewritten as

$$\xi_{ij}(x^2 + y^2)^{\alpha_{ij}} - \left[ (x - x_j)^2 + (y - y_j)^2 \right] = 0$$

(6)

where $\xi_{ij} = (B_iP_iG_iC_i/(B_jP_jG_jC_j))^{2/\alpha_j}$ and $\alpha_{ij} = \alpha_i/\alpha_j$ [42]. For analytical tractability, we approximate $f(x, y) = (x^2 + y^2)^{\alpha_{ij}}$ with $\tilde{f}(x, y) = \lambda(x^2 + y^2)$ by minimizing $E_\lambda(x, y)$, where

$$E_\lambda(x, y) = \left| \tilde{f}(x, y) - \tilde{f}(x, y) \right|$$

(7)

Converting coordinates from Cartesian to polar, we can rewrite $E_\lambda(x, y)$ to

$$E_\lambda(r) = \left| r^{2\alpha_{ij}} - \lambda r^2 \right|$$

(8)

where $r = \sqrt{x^2 + y^2}$. The optimal $\lambda$ can then be expressed as

$$\lambda^* = \arg\min_\lambda \int_0^r E_\lambda(r)dr.$$  

(9)

The exact expression of $\lambda^*$ is given in the following lemma.

Lemma 1: $\lambda^*$ is determined by $\lambda^* = (x_j^2 + y_j^2)^{\alpha_{ij}} - 1$.

Proof: See Appendix A.

Then, leveraging Lemma 1 and substituting $f(x, y)$ with $\tilde{f}(x, y)\lambda^*$, the ERB in (5) can be approximated by a circle $B(\hat{X}, \hat{R})$, where the center $\hat{X}$ and radius $\hat{R}$ are, respectively, given by

$$\hat{X} = \left( \frac{x_j}{1 - \lambda^* \xi_{ij}}, \frac{y_j}{1 - \lambda^* \xi_{ij}} \right), \hat{R} = \sqrt{\frac{\lambda^* \xi_{ij}(x_j^2 + y_j^2)}{1 - \lambda^* \xi_{ij}}}.$$  

(10)

The approximated closed-form circular equation of the handover initial process is presented in (10). Similarly, the handover failure boundary can be approximated by $B(\tilde{X}_f, \tilde{R}_f)$ with

$$\tilde{X}_f = \left( \frac{x_{ij}}{1 - \lambda^* \xi_{f,ij}}, \frac{y_{ij}}{1 - \lambda^* \xi_{f,ij}} \right), \tilde{R}_f = \sqrt{\frac{\lambda^* \xi_{f,ij}(x_{ij}^2 + y_{ij}^2)}{1 - \lambda^* \xi_{f,ij}}}.$$  

(11)

where $\xi_{f,ij} = \xi_{ij}Q_{out}^{2/\alpha_j}$ and $Q_{out} < 1$. Once the UE moves into the handover triggered circle, the threshold time $T_\text{p}$ starts. If the UE steps into the handover failure circle within $T_\text{p}$, the handover process failed. Based on the aforementioned analysis, the ERB functions of handover and handover failure are approximated by the circular equations as shown in Fig. 3. Combining the MRWP model and handover boundary analysis, the handover rate and handover failure rate can be determined by the number of UE's trajectory intersecting with $B(\hat{X}, \hat{R})$ and $B(\tilde{X}_f, \tilde{R}_f)$ in the unit time, respectively.

B. Handover Strategy

In this article, by combining the MRWP model and BSs deployment under prefect filtering and dynamic resource allocation, the users can switch between different BSs according to DL-RSS. The handover process is divided into two subprocesses, termed as handover triggered process and the sojourn time process. The handover event, handover failure event, and the ping-pong event are defined as follows.

1) Only if the user crosses the boundary of handover circle and stays inside handover ERB longer than $T_\text{p}$, a handover procedure is determined as successful.

2) As for the handover failure process, when the user crosses the boundary of handover failure circle, in the meantime, the sojourn time between handover ERB and handover failure ERB is smaller than $T_\text{p}$. The handover procedure is determined as unsuccessful.

3) For the ping-pong process, after the handover procedure is initiated, the typical user returns to the original BS service area before the sojourn time is greater than $T_\text{p}$ inside the target cell. In that case, a ping-pong procedure is determined as successful.

To be noted that each of the above handover events, including the handover event, handover failure event, and the ping-pong event, occurs on the premise of handover triggered event occurring.

C. Distance Distribution

For the analysis of the average distances and handover performance in the proposed model, we need to get the distribution of those relevant distances from the two kinds of SBSs to the MBS. Let $R_{ij}$ denote the distances from $x_i \in \Phi_i$ to the nearest BS in $\Phi_j$. Since the coverage area is a circle according to Section III-A, we approximate $R_{ij}$ by its average value. $R_{SM}$ represents the distance from a typical SBS in $\Phi_S$ to the nearest MBS in $\Phi_M$. $R_{SM}$ represents the distance from
a typical SBS in $\Phi_\delta$ to the nearest MBS in $\Phi_M$. As for $R^S_M$, which represents the distance from a typical SBS in $\Phi_\delta$ to the nearest SBS in $\Phi_S$.

1) $R^S_M$: The PDF and CDF of $R^S_M$ are given by

$$f_{R^S_M}(r) = 2\pi \lambda_m r \exp\left(-\pi \lambda_m r^2\right)$$

(12)

$$F_{R^S_M}(r) = 1 - \exp\left(-\pi \lambda_m r^2\right)$$

(13)

respectively.

2) $R^S_S$: Assuming the typical BS located at the origin, the distribution of $R^S_S$ conditioned on the hotspot center location is given in the following theorem.

**Theorem 1:** Conditioned on the distance from the hotspot center to the origin being $W_S$, the conditional PDF and CDF of $R^S_S$ are

$$f_{R^S_S|W_S}(r|w) = \frac{r}{\sigma^2} \exp\left(-\frac{r^2 + w^2}{2\sigma^2}\right) I_0\left(\frac{wr}{\sigma^2}\right)$$

(14)

$$F_{R^S_S|W_S}(r|w) = 1 - Q_1\left(\frac{w}{\sigma}, \frac{r}{\sigma}\right)$$

(15)

respectively, where $f_{W_S}(w) = 2\pi \lambda_S w \exp\left(-\pi \lambda_S w^2\right)$, $I_0$ is the modified Bessel function of the first kind, and $Q_1(\cdot)$ is the Marcum $Q$-function.

**Proof:** See Appendix B.

3) $R^M_S$: As for $R^M_M$, which represents the distance from a typical SBS in $\Phi_\delta$ to the nearest MBS in $\Phi_M$. Similar to $R^S_S$, the conditional PDF and CDF of $R^M_S$ can be expressed as

$$f_{R^M_M|W_S}(r|w) = \frac{r}{\sigma^2} \exp\left(-\frac{r^2 + w^2}{2\sigma^2}\right) I_0\left(\frac{wr}{\sigma^2}\right)$$

(16)

$$F_{R^M_M|W_S}(r|w) = 1 - Q_1\left(\frac{w}{\sigma}, \frac{r}{\sigma}\right)$$

(17)

where $f_{W_M}(w) = 2\pi \lambda_M w \exp\left(-\pi \lambda_M w^2\right)$.

D. Mean Distance

The handover rate can be separated into the handover triggered rate and the probability that the mobile terminal’s sojourn time inside the target cell is larger than the threshold. To obtain the handover triggered rate under different distances distributions, it is essential to calculate the average values of $R^S_M$, $R^S_S$, and $R^M_S$.

1) $\bar{R}^S_M$: The average value of $R^S_M$ can be obtained by

$$\bar{R}^S_M = \mathbb{E}[R^S_M] = \int_0^\infty \frac{1}{2\sqrt{\lambda_M}}$$

(18)

2) $\bar{R}^S_S$: The average value of $R^S_S$ can be expressed as

$$\bar{R}^S_S = \mathbb{E}[R^S_S] = \mathbb{E}[W_S] \int_0^\infty f_{R^S_S|W_S}(r|w) dr$$

(19)

Substituting (14) into (19) yields

$$\bar{R}^S_S = \int_0^\infty \int_0^\infty \frac{2\pi \lambda_S w^2}{\sigma^2} \exp\left(-\frac{r^2 + w^2}{2\sigma^2} - \pi \lambda_S w^2\right)$$

$$\times I_0\left(\frac{wr}{\sigma^2}\right) dr dw$$

(20)

To obtain the closed-form expression of $\bar{R}^S_S$, we approximate $I_0(z)$ by the sum of a finite exponential series [40], i.e.,

$$I_0(z) \approx \sum_{k=1}^4 a_k e^{b_k z}$$

(21)

where $a_k$ and $b_k$ are presented in Table II. Therefore, substituting (21) into (20), $\bar{R}^S_S$ can be simplified to

$$\bar{R}^S_S = \sum_{k=1}^4 \frac{2\pi \lambda_S a_k}{\sigma^2} \int_0^\infty \int_0^\infty e^{-(\frac{r}{\sigma^2} + \pi \lambda_S)w^2} F_k(w)dw$$

(22)

where

$$F_k(w) = \int_0^\infty r^2 \exp\left(-\frac{r^2}{2\sigma^2} + \frac{b_k w}{\sigma}\right) dr$$

(23)

By invoking [43, eq. (3.462.7)], $F_k(w)$ can be evaluated by

$$F_k(w) = \sigma^2 b_k w + \sqrt{\frac{\pi}{2}} (\sigma b_k w^2 + \sigma^3) e^{\frac{w^2}{2\sigma^2}}$$

$$\times \left[1 + \text{erf}\left(\frac{b_k w}{\sqrt{2\sigma^2}}\right)\right]$$

(24)

where $\text{erf}(x) = (2/\sqrt{\pi}) \int_{0}^{x} \exp(-y^2)dy$ is the error function.

Since $\text{erf}(x) < 1, x \geq 0$, we obtain an upper bound of $F_k(w)$ as follows:

$$F_k^{(ab)}(w) = \sqrt{2\pi} (\sigma b_k w^2 + \sigma^3) e^{\frac{w^2}{2\sigma^2}} + \sigma^2 b_k w$$

(25)

Substituting $F_k^{(ab)}(w)$ into (22), we obtain an upper bound of $\bar{R}^S_S$ as follows:

$$\bar{R}^{(ab)}_S = \sum_{k=1}^4 \frac{2\pi \lambda_S a_k}{\sigma^2} \int_0^\infty \int_0^\infty \sigma^2 b_k w^2 e^{-(\frac{\pi \lambda_S + 1}{2\sigma^2})w^2}$$

$$+ \sqrt{2\pi w} (\sigma b_k w^2 + \sigma^3) e^{-(\pi \lambda_S + \frac{1}{2\sigma^2})w^2} dw$$

$$= \sum_{k=1}^4 \sqrt{2\pi} q^S a_k \left[\frac{2}{(2q^S + 1 - b_k^2)} + \frac{b_k}{(2q^S + 1 - b_k^2)^{3/2}} + \frac{4b_k^2}{(2q^S + 1 - b_k^2)^{3/2}}\right]$$

(26)

where $q^S = \pi \lambda_S \sigma^2$.

3) $\bar{R}^M_M$: Similarly, the average value of $\bar{R}^M_M$ is upper bounded by

$$\bar{R}^{(ab)}_M = \sqrt{2\pi} q^M \sigma^2 \sum_{k=1}^4 a_k \left[\frac{2}{(2q^M + 1 - b_k^2)} + \frac{b_k}{(2q^M + 1 - b_k^2)^{3/2}} + \frac{4b_k^2}{(2q^M + 1 - b_k^2)^{3/2}}\right]$$

(27)

where $q^M = \pi \lambda_M \sigma^2$. 

| $0 \leq x < 11.5$ | $11.5 \leq x < 20$ | $20 \leq x < 37.25$ | $x \geq 37.25$ |
|-------------------|-------------------|-------------------|-------------------|
| $a_k$             | $b_k$             | $a_k$             | $b_k$             |
| 0.1682            | 0.7536            | 0.2667            | 0.4710            |
| 0.1472            | 0.9736            | 0.4916            | 0.1055            |
| 0.4450            | 0.715             | 0.1110            | 0.9852            |
| 0.2582            | 0.2343            | 0.1304            | 0.8554            |
| $0.0033$          | 0.0185            | 0.0087            | 0.946            |
IV. HANDOVER PERFORMANCE ANALYSIS

In this section, we give the definitions of handover rate, handover failure rate, and ping-pong rate. By formulating different handover procedures into several subprocesses, the theoretical expressions of these handover metrics under different BS densities and scattering variances of TCP are obtained.

A. Handover Rate

According to the MRWP model, the trajectory of UE is divided into finite segments by setting the start waypoints and target waypoints. The handover triggered rate is defined as the number of crosspoints of each UE’s trajectory intersecting with the ERB circle in the unit time. According to Section II-B, the length of each movement is determined by \( L_k = L + \mu_k Z_k \). During each movement, the handover event is triggered when the trajectory of the user intersects with the ERB circle, i.e., the distance from the nearest target BS to the trajectory of this movement is smaller than \( \bar{R}_k \), \( \in \{ SM, SM', S'S \} \). Since each trajectory and the radius of ERBs are finite, the BSs have to stay in the specific area to ensure that their ERBs can intersect with the user’s trajectory. We approximate this specific area as a rectangle with length \( L_k' \) and width \( R_k \). As shown in Fig. 4, the length is user’s trajectory and the width is the distance from the center of the nearest ERB circle \( B(X, \bar{R}) \) to the user’s trajectory. Thus, the specific area for each target BS can be expressed as \( 2L_k' \bar{R} \). On the entire coverage, the probability that each target BS can be reached by user’s trajectory is \( \pi(\bar{R}_k) \). Moreover, the corresponding radius of target BS located inside the area of \( 2L_k' \bar{R}_k \) with smaller average radius, the handover triggered event will not be initiated successfully. In order to solve this problem, we consider using the handover circle boundary intensity to describe the probability that the transition length \( L_k' \) intersects with the handover circle boundary during each movement [44]. Arshad et al. [44] considered the general expression of the handover rate from the handover event for the kth tier to the jth tier as a function of \( \mu_k(t_kj) \), which represents the expected length of cell boundaries in a unit square. Since it is difficult to conduct the analysis on the cell boundaries, we extend the cell boundaries by an infinitesimal width \( \Delta d \). Note that the probability of having the user on the \( \Delta d \)-extended cell boundary is equivalent to the expected area of the boundary in a unit square, which is expressed as the area intensity \( \mu(\tau_kj) \). Since the handover boundary is simplified as circle in Section III-A and the average number of target BSs in different tiers can be expressed as \( \mathbb{E}[N_{BS,\ell}] \). The area intensity of different handover circles can be expressed as

\[
\mu(\tau_kj) = \frac{\mathbb{E}[N_{BS,\ell}] \cdot (\pi(\bar{R}_k + \Delta d)^2 - \pi(\bar{R}_k - \Delta d)^2)}{|S|}
\]

(28)

where \( \ell \in \{ SM, SM', S'S \} \). The average number of target BSs \( \mathbb{E}[N_{BS,\ell}] = \lambda_\ell S, \ell \in \{ \lambda_M, \lambda_M, \lambda_S \} \). Letting \( \Delta d \rightarrow 0 \), we can get the expression of handover circle length intensity \( \mu(\tau_kj) \) as

\[
\mu(\tau_kj) = \lim_{\Delta d \rightarrow 0} \frac{\mu(\tau_kj) \Delta d}{2\Delta d} = \frac{\mathbb{E}[N_{BS,\ell}] \pi(\bar{R}_k)}{|S|}
\]

(29)

where the average distance of \( \bar{R}_k \) is obtained in (18), (26), and (27).

In Fig. 4, we can see that a handover is initiated if the handover boundary intersects with \( L_k' \) inside the \( 2L_k' \bar{R}_k \) area. However, the handover events may not occur successfully because of the actual distance \( \bar{R}_k \) may smaller than \( \bar{R}_k \). Thus, we calculate the handover rings boundaries in each \( S_k = 2L_k' \bar{R}_k \) rather than the average specific area \( S_k = 2L_k' \bar{R}_k \) as shown in Fig. 4.

For instance, the radius \( R_k \) of handover circle \( B(X, \bar{R}) \) is quite small and the user’s movement trajectory \( L_k' \) does not touch the boundary of \( B(X, \bar{R}) \). However, because the center of \( B(X, \bar{R}) \) locates inside \( S_k = 2L_k' \bar{R}_k \), this handover is determined as success even \( L_k' \) does not touch the boundary of \( B(X, \bar{R}) \). Thus, the handover rate will be inaccurate since the handovers may be higher than the expected results. In order to solve this problem, we came up the idea of using handover circle length intensity to determine if the handover event is successfully triggered when the center of target BS locates inside \( 2L_k' \bar{R}_k \). For each movement of users, the handover occurs in \( S_k \). The length of handover boundaries inside \( S_k \) can down to zero when the center of target BS locates on \( L_k' \), equal to \( \pi R_k \) when \( L_k' \) is the tangent line of handover boundary circle of target BS. And the threshold \( M \) is constructed to determine if the sum of handover boundaries during this movement is greater enough to trigger the handover event. Which means the threshold \( M \) for area intensity \( \tau_kj \) is constrained by \( 0 < M \leq \pi R_k \). \( \mathbb{P}(\tau_kj \geq M) \) is present to analyze how the user mobility model influences the handover performance. It represents the probability of the area of handover boundary is greater than the predefined threshold \( M \) and it helps to get accurate handover triggered rate. Take the maximum value of threshold \( M \) as \( \pi R_k \), the probability that handover boundaries area \( \tau_kj \) during each movement is greater than the threshold \( M \) can be
expressed as
\[ P(\tau_{L,\ell} \geq M) = P(\mu(\tau) \cdot 2L'_k R_\ell \geq \pi R_\ell) = P\left( L'_k \geq \frac{1}{4\lambda \sqrt{S}} \right). \quad (30) \]

Note that \( L'_k \) is a mixed distribution function with \( E[L'_k] = (1/2\sqrt{\sigma_{MRWP}}) + \mu_k\sqrt{\pi/2}\sigma_Z \). In order to get the expression of CDF of \( L'_k \), we assume that the MRWP model follows a Rayleigh distribution with average value of \( E[L'_k] = (1/2\sqrt{\sigma_{MRWP}}) + \mu_k\sqrt{\pi/2}\sigma_Z \). Thus, we can derive the expression of \( P(L'_k \geq (1/4\lambda \sqrt{S})) \) as
\[ P\left( L'_k \geq \frac{1}{4\lambda \sqrt{S}} \right) = \exp\left\{ -\frac{\sigma_{MRWP}^2}{(4\lambda \sqrt{S})^2} \right\}. \quad (31) \]

where
\[ \sigma_{MRWP} = \frac{1}{(1/2\sqrt{\sigma_{MRWP}}) + \mu_k\sqrt{\pi/2}\sigma_Z}. \]

Thus, the expression of the handover triggered rate for one target BS can be expressed as
\[ H_{t,\ell}^{\text{single}} = \frac{1}{|S|} \int_0^\infty \int_0^\infty 2\lambda R_\ell \cdot \lambda f_{R_\ell}(r) dr d\tau \cdot P\left( L'_k \geq \frac{1}{4\lambda \sqrt{S}} \right). \quad (32) \]

where \( S \) is the entire area and \( \ell \in \{SM, S'M, S'S \} \). Leveraging the independence between \( L_k \) and \( R_\ell \) and substituting (10) into (32) yield
\[ H_{t,\ell}^{\text{single}} = \frac{2}{|S|} \frac{\sqrt{\lambda \xi}}{1 - \lambda^* \xi} E[L'_k] E[\pi R_\ell] \cdot P\left( L'_k \geq \frac{1}{4\lambda \sqrt{S}} \right). \quad (33) \]

which can be further simplified by using \( E[L'_k] = (1/2\sqrt{\sigma_{MRWP}}) \). For convenience, we take the same assumption of \( E[S_{\ell}] = 0 \) in [27] and [37]. We obtain the handover triggered rate as follows:
\[ H_{t,\ell} = \frac{E[N_{t,\ell}]}{\pi \lambda R_\ell} \cdot E[S_{\ell}] \frac{\sqrt{\lambda \xi}}{1 - \lambda^* \xi} \exp\left\{ -\frac{\sigma_{MRWP}^2}{(4\lambda \sqrt{S})^2} \right\}. \quad (34) \]

It is notable that the handover procedure may not be eventually executed when it is successfully triggered. According to [27], the average sojourn time is formulated by
\[ S_\ell = \frac{\pi R_\ell \sqrt{\lambda^* \xi}}{2V(1 - \lambda^* \xi)}. \quad (35) \]

Then, the probability that the UE stays in the ERB circle longer than the threshold \( T \) is given by
\[ P(S_\ell \geq T) = \left\{ \begin{array}{ll} \exp\left\{ -\frac{4\lambda \sqrt{S} V^2 T^2 (1 - \lambda^* \xi)^2}{\pi \lambda \xi} \right\}, & \ell = SM \\ Q_1\left( \frac{\pi \lambda \sqrt{S} V^2 T^2 (1 - \lambda^* \xi)^2}{\pi \lambda \xi} \right), & \ell = S'S' \\ Q_1\left( \frac{2\pi \lambda \sqrt{S} V^2 T^2 (1 - \lambda^* \xi)^2}{\pi \lambda \xi} \right), & \ell = S'M \end{array} \right. \quad (36) \]

respectively. Finally, as has been discussed in Section III-B, the handover rate is determined by
\[ H_\ell = H_{t,\ell} P(S_\ell \geq T). \quad (37) \]

B. Handover Failure Rate

The handover procedure is determined to be failed when the received SINR is smaller than \( Q_{out} \) or the sojourn time is smaller than \( T \). The handover failure rate, which is identical to the handover failure numbers divided by the handover triggered numbers in a unit time, can be expressed as
\[ H_{f,\ell} = \frac{H_{f,\ell} P(S_{\ell} \leq T)}{H_{t,\ell}} \quad (38) \]

where \( H_{f,\ell} \) is the handover failure triggered rate, and \( S_{\ell} \) is the sojourn time for the typical UE between handover boundary and handover failure boundary. Similar to (34), \( H_{f,\ell} \) can be expressed as
\[ H_{f,\ell} = 2 \sqrt{\frac{\lambda \xi}{1 - \lambda^* \xi}} V \exp\left\{ -\frac{\sigma_{MRWP}^2}{(4\lambda \sqrt{S})^2} \right\}. \quad (39) \]

And \( P(S_{\ell} \leq T) \) can be expressed as
\[ P(S_{\ell} \leq T) = \left\{ \begin{array}{ll} 1 - \exp\left\{ -\frac{4\lambda \lambda \sqrt{S} V^2 T^2 (1 - \lambda^* \xi)^2}{\pi \lambda \xi} \right\}, & \ell = SM \\ 1 - Q_1\left( \frac{2\pi \lambda \sqrt{S} V^2 T^2 (1 - \lambda^* \xi)^2}{\pi \lambda \xi} \right), & \ell = S'S' \\ 1 - Q_1\left( \frac{2\pi \lambda \sqrt{S} V^2 T^2 (1 - \lambda^* \xi)^2}{\pi \lambda \xi} \right), & \ell = S'M \end{array} \right. \quad (40) \]

C. Ping-Pong Rate

The ping-pong rate, which can be defined as the probability that after the handover procedure is initiated, the typical user returns back to the original BS’s serving region in the time period \( T_p \). According to [27], the ping-pong rate \( H_{p,\ell} \) is formulated by
\[ H_{p,\ell} = H_{t,\ell} P(S_{\ell} \leq T_p) - P(S_{\ell} \geq T). \quad (41) \]

According to (36), \( H_{p,\ell} \) can be expressed as
\[ H_{p,\ell} = \left\{ \begin{array}{ll} H_{SM} - \exp\left\{ -\frac{4\lambda \lambda \sqrt{S} V^2 T^2 (1 - \lambda^* \xi)^2}{\pi \lambda \xi} \right\}, & \ell = SM \\ H_{SS} - \exp\left\{ -\frac{2\lambda \lambda \sqrt{S} V^2 T^2 (1 - \lambda^* \xi)^2}{\pi \lambda \xi} \right\}, & \ell = S'S' \\ H_{SM} - \exp\left\{ -\frac{2\lambda \lambda \sqrt{S} V^2 T^2 (1 - \lambda^* \xi)^2}{\pi \lambda \xi} \right\}, & \ell = S'M \end{array} \right. \quad (42) \]

V. NUMERICAL RESULTS AND DISCUSSION

In this section, we verify the analytical results of the handover performance which have been derived in the above sections. In this article, we focus on the cross-tier handovers between the two tiers of SBSs. The cross-tier handovers
between MBSs and SBSs following PPP distribution, and those handovers occur in the same MBSs and SBSs ties have been investigated in the previous papers [12], [13], [15], [16], [17]. The cross-tier handovers between MBSs and SBSs following PCP distribution share the same analytical method in our manuscript. As for the same tier, those handovers occur in the MBSs and SBSs following PPP with different densities share the same analytical method with [27]. The cross-tier handovers between MBSs and SBSs following PCP distribution share the same analytical method with [16], [17]. The cross-tier handovers between MBSs and SBSs following PCP distribution share the same analytical method with [16], [17].

Fig. 5 shows the average distance $R_{SS}$ as a function of $\lambda_S$ under different $\sigma$. As shown in Fig. 5, the average value of $R_{SS}$ increases with $\lambda_S$ at first, and then tends to a stable value which is affected by $\sigma$. It indicates that in the PCP HetNets, the average $R_{SS}$ is mainly effected by $\sigma$ and $\lambda_S$ has only limited influence when $\sigma$ is much larger than $\lambda_S$. This phenomenon is different from the results derived in PPP-based models. According to Section II-B, the nodes in the MRWP model tend to distribute in edge areas when the node density is small. Thus, the average $R_{SS}$ will increase with $\lambda_S$ at the beginning.

Fig. 6 shows the handover rate as a function of $\lambda_S$ and $\sigma$ under different thresholds $T$. From Fig. 6(a), we can see that the handover rate follows the same trend with the average value of $R_{SS}$. The handover rate consists of the handover trigger rate and the probability that the handover UE’s sojourn time inside the small cell is larger than the threshold $T$. Because the handover triggered rate is approximately proportional to $R_{SS}$ and $R_{SS}$ is mainly affected by $\sigma$, the corresponding radius of each ERB will remain as a stable value with the increase of $\lambda_S$ when $\sigma$ is a constant. When the UE moves into the ERB circle, the average transmission time is more likely to be smaller than a larger $T$, which is obvious because the relative radius of the ERB is the function of $R_{SS}$ and the average transmission time shares the same trend with $R_{SS}$. The increasing threshold $T$ will lead to a lower handover rate as shown in Fig. 6(a). In Fig. 6(b), the handover rate monotonically increases with $\sigma$. According to (10) and the results in Fig. 5, we conclude that the radius of ERB monotonically increases with average distance $R_{SS}$. Since the average distance $R_{SS}$ is proportional to $\sigma$, the radius of ERB will also rise with the increasing $\sigma$. In that case, the rising radius of ERB will result in higher coverage in each cluster. Since the sojourn time for the user rises in a larger coverage, $P(S_{SS} \geq T)$ grows with the increase of $\sigma$, thus leading to a higher handover rate.

The velocity of users will also influence the handover performance. As shown in Fig. 7(a), the handover rate rises with the increasing $V$, which is obvious since the handover triggered rate is proportional to $V$ according to (34). When average distance $R_t$ is unchanged, $P(S_t \geq T)$ will decrease with the increasing $V$. However, the trend of the decrease is nonlinear. As we can see in Fig. 7(a), with the increasing $V$,
the handover rate shows a trend from rising to declining gradually, which can be explained by the fact that $P(S_t \geq T)$ has reached the nonlinear part. Fig. 7(b) presents how the transmit power of typical BS influences the handover performance. When the transmit power $P_t$ of target BS is assigned with a stable value, the handover rate rises with the increasing transmit power $P_S$ of typical BS. As shown in Section III-A, the radius of ERB circle is determined by the ratio of $P_S$ and $P_t$. With the increasing $P_S$, the radius of ERB circle will rise. From the simulations analysis, the higher $P_S$ brings larger radius of ERB circle, which means the specific area in Section IV-A gets larger. With unchanged simulation region, the ratio of specific area and the whole coverage will rise since the handover trigger rate of one target BS in the entire area increases. Eventually, the handover rate rises with the increasing $P_S$. It is a remarkable fact that the simulation result is lower than the theoretical analysis, which is mainly because the theoretical results are calculated by one movement for each user. While in simulation those users may have multiple trace movements inside one ERB circle, which could increase the sojourn time for the user. The other reason is that the average distance is set as the upper boundary when doing the calculation, therefore the upper boundary of theoretical curves will be higher than the simulation curves. Similar simulation results can be found in [20] and [27].

Fig. 8 illustrates the handover failure rate as a function of $\lambda_S$, $V$, $P_S$, and $\sigma$ under different thresholds $T$. As shown in Fig. 8(a), $H_{f, \ell}$ grows with the rising of $\lambda_S$ and threshold $T$. Each of the curves increases at the early stage remarkably and then slowly down the growth. This result can be explained by the fact that the handover failure triggered rate $H_{f, \ell}$ shares the same trend with $R_{SS}$, thus the handover failure rate under this condition is mainly determined by $P(S_{f,SS} \leq T)$. Since the Marcum $Q$-function decreases remarkably at the early stage and then converges to minimum, $P(S_{f,SS} \leq T)$ will follow the opposite trend with the Marcum $Q$-function according to (40). We can also see that the handover failure rate slowly reaches a stable value, which is determined by the ratio of $H_{f,SS}$ and $H_{f,SS}$. Note that $H_f$ decreases with the decrease of $T$. This is because the distance between handover circle and handover failure circle $S_{f,SS}$ rises with the decreasing $Q_{out}$. With smaller $T$, the users do not have enough time to reach the handover failure circle, thus the handover failure event cannot be initiated successfully. According to Fig. 8(b), $H_f$ decreases with the increase of $\sigma$. The reason is that larger $\sigma$ leads to larger radius of the ERB circle, thus increasing the length of trajectory between the ERBs of handover circle and handover failure circle that a UE needs to pass through when the range expansion biases are different. Eventually, the probability that a UE touches the handover failure boundary in a unit time will decrease, which leads to a lower handover failure rate.

Fig. 8(c) shows the trend that the handover failure rate under different threshold $T$ rises with the increasing $V$. This trend can be explained by the fact that the handover failure triggered rate $H_{f,SS}$ rises with the increasing $V$. In the meantime, the sojourn time $S_{f,SS}$ for the typical UE between handover boundary and handover failure boundary will decrease because the average distance is unchanged and the velocity is rising, which bring to the fact $P(S_{f,SS} \leq T)$ will also rise with the increasing $V$.

From the simulation results in Fig. 8(d), we can see that the handover failure rate $H_{f,SS}$ decreases with the increasing $P_S$. Moreover, the influence of $P_S$ on $H_{f,SS}$ is different from $H_f$. During the handover failure rate analysis, the handover failure triggered rate shares the same trend with handover triggered rate. They will both rise with the increasing $P_S$. However, $P(S_{f,SS} \leq T)$ decreases with the increasing $P_S$, because the average distance between two ERB circles gets larger with the increasing $P_S$, thus $S_{f,SS}$ will rise since the velocity of the user remains unchanged. If $T$ remains a stable value, $P(S_{f,SS} \leq T)$ will decrease with the increasing $P_S$. To be noticed, the decrease of the handover failure rate is nonlinear, because $P(S_{f,SS} \leq T)$ is a Marcum $Q$-function and the decrease of which is nonlinear as we described in Fig. 7.

As illustrated in Fig. 9(a), the ping-pong rate rises and remains a much small value with the increase of $\lambda_S$. According to Fig. 9(b), with the increase of $\sigma$, the ping-pong rate first rises at the early stage and then slowly decreases. It is worth noting that the ping-pong rate decreases after reaching the maximum value, which can be explained by the fact that with
Fig. 8. Handover failure rate as a function of BS density, scattering standard variance, velocity, and transmit power at typical BS with different sojourn time thresholds. (a) Impact of $\lambda_S$ when $\sigma = 150$. (b) Impact of $\sigma$ when $\lambda_S = 2 \times 10^{-5}/m^2$. (c) Impact of $V$ when $P_x = 30$ dBm. (d) Impact of $P_x$ when $V = 60$ km/h.

Fig. 9. Ping-pong rate as a function of BS density, scattering standard variance, and threshold $T_p$ at different sojourn time thresholds. (a) Impact of $\lambda_S$ when $\sigma = 150$ and $T_p = 1.5$ s. (b) Impact of $\sigma$ when $\lambda_S = 2 \times 10^{-5}/m^2$ and $T_p = 1.5$ s. (c) Impact of $T_p$ when $\lambda_S = 2 \times 10^{-5}/m^2$ and $\sigma = 150$.

the increase of $\sigma$, the average distance rises, so does the corresponding radius of ERB circle. The rising $\sigma$ will increase the average distance. In that case the ping-pong rate will decrease because when the UE moves back, it may change the moving direction before it touches the original serving BS’s boundary. The longer average distance means that the UE is more likely to move into other cells. However, the rising $\sigma$ will also increase the corresponding radius of the ERB circle. For the ping-pong rate, the bigger radius indicates the larger cell area, which will increase the probability that the UE touches
the original boundary when it comes back. As illustrated in Fig. 9(c), the ping-pong rate rises with the increase of \( T_p \) and saturates to a stable value. It is obvious that larger \( T_p \) will increase the time consumed by the handover decision.

### VI. Conclusion

In order to derive the handover performance in HetNets under PCP scenarios, we have proposed an MRWP model to improve simulation accuracy by eliminating the DWP. Then, we finished the analysis of the BSs locations distribution under PPP and PCP. Based on the analytical model, we have derived the theoretical expressions of different handover metrics, including handover rate, handover failure rate, and ping-pong rate under PCP distribution scenarios, which is the first time in the recent literature. The accuracy of the proposed model and methods is validated through Monte Carlo simulations. As illustrated in Section V, those expressions are determined by deployment intensity, scattering variance of TCP, the threshold of triggered time, and velocity. The results reveal that applying the MRWP model in traffic hotspots can lead to better coverage performance in edge area than the traditional RWP model. Moreover, compared with the BS density, the scattering variance of small cells has more significant impact on the average distance and handover rate. The threshold \( T \) should set as a small value, since smaller \( T \) can significantly decreases the handover failure rate while slightly rises the handover rate and ping-pong rate. To get a balanced handover performance, \( \sigma \) should be carefully selected to tradeoff the handover rate, handover failure rate, and the ping-pong rate. Those findings in user-centric area and high-density deployments networks can provide guidance for researchers to study the handover performance in ultradense areas. For instance, the vast amounts of users’ handover analysis in 5G/6G networks where multi-BSs are deployed in one small traffic hotspots. In future work, we intend to investigate the multiobjectives optimization problems between those critical parameters to get better performance in different actual applications.

### APPENDIX A

#### PROOF OF LEMMA 1

Let \( q = \sqrt{x^2 + y^2} \) and \( F(\lambda) = \int_0^q E(r) \, dr \). Recalling (8), \( F(\lambda) \) can be formulated by

\[
F(\lambda) = \int_0^q \left[ r^2 a_0 - 3r \right] \, dr. \tag{43}
\]

Taking the derivative of \( F(\lambda) \) with respect to \( \lambda \) yields \( F'(\lambda) = -(q^3/3) + (1/3) \lambda^{3/2} (a^{-1})^{-1} \). Then, \( F(\lambda) = 0 \) yields \( \lambda = q^{2(a^{-1})} \). When \( \lambda > q^{2(a^{-1})} \), there is no minimum value of \( F(\lambda) \).

### APPENDIX B

#### PROOF OF THEOREM 1

Assume the typical BS located at the origin and the hotspot center at \( \|X_0\| = (x_0, y_0) \in \Phi \). Since the offspring SBSs \( B_{x_0} \) generated from \( \|X_0\| \) following symmetric normal distribution with variance \( \sigma^2 \), the coordinate of \( X \in B_{x_0} \) can be determined by the PDF as follows:

\[
f_{R_{G_{s}}|W_5}(x, y \mid \|X_0\|) = \frac{1}{2\pi \sigma^2} \exp\left\{ -\frac{(x-x_0)^2 + (y-y_0)^2}{2\sigma^2} \right\}. \tag{44}
\]

The CDF of \( R_{G_{s}} \) is then formulated by

\[
f_{R_{G_{s}}|W_5}(r \mid \|X_0\|) = \int_{B_0(x, r)} f_{R_{G_{s}}}(x, y \mid \|X_0\|) \, dx \, dy = \int_0^r \int_0^{2\pi} rf_{R_{G_{s}}}(r \cos \theta, r \sin \theta \mid \|X_0\|) \, d\theta \, dr
\]

\[
= \int_0^r \int_0^{2\pi} \exp\left\{ -\frac{r^2 + x_0^2 + y_0^2}{2\sigma^2} \right\} \, d\theta \, dr \tag{45}
\]

where \( (a) \) follows by converting Cartesian into polar coordinates, i.e., \( (x, y) \rightarrow (r \cos \theta, r \sin \theta) \). Then taking the derivative of \( f_{R_{G_{s}}}(r \mid \|X_0\|) \) with respect to \( r \) yields

\[
f_{R_{G_{s}}|W_5}(r \mid \|X_0\|) = \frac{r}{2\pi \sigma^2} \exp\left( \frac{-r^2 + x_0^2 + y_0^2}{2\sigma^2} \right)
\]

\[
\times \int_0^{2\pi} \exp\left\{ \frac{r(x_0 \cos \theta + y_0 \sin \theta)}{\sigma^2} \right\} \, d\theta. \tag{46}
\]

Let \( w_0 = \sqrt{x_0^2 + y_0^2} \), we further have

\[
f_{R_{G_{s}}|W_5}(r \mid w_0) = \frac{r}{2\pi \sigma^2} e^{-\frac{r^2 + w_0^2}{2\sigma^2}} \int_0^{2\pi} \exp\left( \frac{r(x_0 \cos \theta + y_0 \sin \theta)}{\sigma^2} \right) \, d\theta \tag{47}
\]

where \( (a) \) follows from the periodicity of the trigonometric function and the symmetry of the cosine function. Finally, leveraging the definition of the modified Bessel function of the first kind completes the proof.
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