AN SMB APPROACH FOR PRESSURE REPRESENTATION IN AMENABLE VIRTUALLY ORDERABLE GROUPS

By

RAIMUNDO BRICEÑO

Abstract. Given a countable discrete amenable virtually orderable group $G$ acting by translations on a $G$-subshift $X \subseteq S^G$ and an absolutely summable potential $\Phi$, we present a set of conditions to obtain a special integral representation of pressure $P(\Phi)$. The approach is based on a Shannon–McMillan–Breiman (SMB) type theorem for Gibbs measures due to Gurevich–Tempelman (2007), and generalizes results from Gamarnik–Katz (2009), Helvik–Lindgren (2014), and Marcus–Pavlov (2015) by extending the setting to other groups besides $\mathbb{Z}^d$, by relaxing the assumptions on $X$ and $\Phi$, and by using sufficient convergence conditions in a mean—instead of a uniform—sense. Under the fairly general context proposed here, these same conditions turn out to be also necessary.

1 Introduction

The pressure is a very relevant quantity that appears in the study of statistical mechanical [10, 30] and dynamical [3, 17, 33] systems. It has several applications in many contexts, particularly in symbolic systems, the setting of this work. Sometimes it is also known (up to a sign) as the specific Gibbs free energy and it is a generalization of topological entropy, another fundamental concept, specifically in symbolic dynamics [21], where its definition has a combinatorial nature sometimes very difficult to handle. Consequently, it is useful to find different and useful ways to express these quantities.

Our framework and approach are the following. Given a countable discrete amenable group $G$ with unit $e$, a $G$-subshift $X \subseteq S^G$, and a potential $\Phi$ on $X$, it is known that—under mild conditions on $X$ and $\Phi$—there is a correspondence between the $(G$-invariant) Gibbs measures for $\Phi$ and the equilibrium states for the local energy function $-\varphi \in \mathcal{C}(X)$ associated to $\Phi$ (see [30, 31]). As a consequence, in this scenario the pressure of $\Phi$ can be expressed as

\begin{equation}
P(\Phi) = h(\mu) + \int \varphi d\mu,
\end{equation}
where $\mu$ is any Gibbs measure for $\Phi$ and $h(\mu)$ is the Kolmogorov–Sinai entropy of $\mu$. When, in addition, $G$ is a linearly ordered group with (algebraic) past $G^-$, the measure-theoretic entropy takes the form

$$h(\mu) = \int I_{\mu,G^-} d\mu,$$

where $I_{\mu,G^-}$ the information function of the “present” $e$ conditioned on the past $G^-$ (this was already discussed in [26] for the case $G = \mathbb{Z}^d$; for the general linearly ordered case, see [15, Theorem 3.1]). Therefore, under all these assumptions,

$$P(\Phi) = \int (I_{\mu,G^-} + \varphi) d\mu.$$

In recent work [9, 26, 4, 1], there has been a progressive understanding of conditions for expressing the pressure $P(\Phi)$ of certain potentials $\Phi$ on certain $G$-subshifts $X$ in a simplified particular way. The idea of the technique relies on taking the integrand $I_{\mu,G^-} + \varphi$ (or a closely related expression; see, for example, [1]) and having sufficient conditions so that

$$P(\Phi) = \int (I_{\mu,G^-} + \varphi) d\nu,$$

where $\nu$ is some other (or in some special cases, any other; see [26]) $G$-invariant measure supported on $X$. An especially interesting case is when $\nu$ is supported on a finite subset of $X$, because the previous integral becomes just a finite sum. One of the main motivations for having a formula like this is because it is helpful—particularly in the atomic case just mentioned—for proving the existence of efficient algorithms for approximating $P(\Phi)$, a well-known and challenging problem [9, 14, 16, 20, 24, 25, 29].

In [9], one of the seminal works in this direction, Gamarnik and Katz named this technique the **sequential cavity method** and developed it for the case $G = \mathbb{Z}^d$ endowed with the lexicographic order, $\Phi$ a finite range nearest-neighbor potential $\Phi$ for which its (unique) Gibbs measure satisfies strong spatial mixing [2], $X$ a nearest-neighbor shift of finite type (SFT) [21] having a safe symbol 0 (a very strong condition implying strong topological mixing properties on $X$), and $\nu = \delta_{0^{2d}}$ the atomic measure supported on the fixed—for $\mathbb{Z}^d$ translations—point $0^{2d} \in X$ that is 0 everywhere. In this context, they managed to express the pressure as just the evaluation $P(\Phi) = (I_{\mu,G^-} + \varphi)(0^{2d})$ and some slight variations of this formula. Later, in [26], the conditions on $X$ and $\Phi$ were relaxed and replaced by less stringent ones and, maybe more importantly, Marcus and Pavlov realized that $P(\Phi)$ could be expressed as the integral with respect to more general—sometimes even arbitrary—$G$-invariant measures $\nu$, obtaining basically something identical to what we present in (4), that we refer to as a **pressure representation**. In
following work [4], we explored combinatorial aspects on \( X \) for which some of the conditions presented in [9, 26] hold and, in [1], we studied a variation of \( I_{\mu,G} \) sufficient for obtaining representation and approximation results when there is a phase transition, i.e., when there are multiple Gibbs measures associated to \( \Phi \).

In this paper, we continue with the development of this body of work. As a first generalization, we move from the \( \mathbb{Z}^d \) setting to the more general case of \( G \) being a countable discrete group having an amenable orderable subgroup \( H \leq G \) of finite index \( [G:H] \). Secondly, we do not ask \( X \) to be an SFT and, instead of finite range potentials \( \Phi \), we allow potentials to have infinite range provided they are absolutely summable. Thirdly, we show that there is great flexibility in terms of the choice of an information function—or a set of them—in order to express \( P(\Phi) \), resembling the work of Helvik and Lindgren [13] but in a much more general (in particular, non-abelian) setting. Finally, previous convergence conditions over certain conditional probabilities that were required to be uniform over \( x \in X \) (see [1, 26]), are now replaced by weaker ones in a mean \( L_1^1 \) sense. Moreover, in the case \( H = G \) and \( \nu \) ergodic, these conditions turn out to be also necessary. Part of these generalizations are based on a particular Breiman type theorem due to Gurevich and Tempelman and their study of Gibbs measures in a similar setting [11, 12, 31].

The paper is organized as follows: In Section 2, we introduced the basic notions concerning amenable and orderable groups, subshifts defined on them, and Gibbs measures and their corresponding formalism. In Section 3, we recall the ergodic and Shannon–McMillan–Breiman (SMB) theorems for amenable groups in our setting, prove some useful facts about Følner sequences, and explain a theorem due to Gurevich and Tempelman fundamental for our work. In Section 4, we show a special decomposition of the SMB ratio using the order in the subgroup \( H \) and state the main pressure representation theorem (Theorem 4.5). Finally, in Section 5, we compare the new results presented here to those from previous work and discuss the case \( \nu = \mu \).

### 2 Preliminaries: groups, subshifts, and measures

#### 2.1 Amenable and orderable groups.

Let \( G \) be a countable discrete (i.e., endowed with the discrete topology) group with unit \( e \). Given \( g \in G \) and \( T, T' \subseteq G \), we write \( T^{-1} = \{ h^{-1} : h \in T \} \), \( gT = \{ gh : h \in T \} \), \( Tg = \{ hg : h \in T \} \), and \( TT' = \{ hh' : h \in T, h' \in T' \} \). Denote the set of finite subsets of \( T \) as

\[
\mathcal{F}(T) := \{ M \subseteq T : |M| < \infty \},
\]
and its subset of finite subsets intersecting $T'$ as

$$ F_T(T) := \{ M \in F(T) : M \cap T' \neq \emptyset \}. $$

A sequence $\{T_n\}$ in $F(G)$ is left Følner (for $G$) if $\lim_n |T_n|^{-1} |gT_n \triangle T_n| = 0$ for all $g \in G$, where $\triangle$ denotes the symmetric difference operator. We will sometimes use the little-o notation; e.g., the previous condition will be equivalent to say that $|gT_n \triangle T_n| = o(|T_n|)$ for all $g \in G$ (recall that for $f \geq 0$ and $g > 0$, $f(n) = o(g(n))$ means that $\lim_n f(n)/g(n) = 0$). Similarly, $\{T_n\}$ is right Følner if $\lim_n |T_n|^{-1} |T_n gT_n \triangle T_n| = 0$, and two-sided Følner if it is both left and right Følner. Notice that $\{T_n\}$ is left Følner if and only if $\{T_n^{-1}\}$ is right Følner. In this context, a group $G$ is called amenable if it has a left (or, equivalently, a right) Følner sequence. It can be proven that every amenable group has a two-sided Følner sequence [28, Chapter I.5], but not every left Følner sequence is right Følner. From now on, when referring to Følner sequences, we will always assume that we are talking about left Følner sequences.

A sequence $\{T_n\}$ is said to be tempered (or that satisfies the Shulman condition) if $\sup_{n \in \mathbb{N}} |T_n|^{-1} \bigcup_{k < n} T_k^{-1} T_n < \infty$. It can be proven that any Følner sequence has a tempered (Følner) subsequence [22, Proposition 1.5]. Therefore, in this setting, a group $G$ is amenable if and only if it has a tempered Følner sequence.

Now, let $\leq$ be a total order on $G$, and $<$ the corresponding strict total order. We say that $(G, \leq)$ is linearly left-ordered if $h_1 \leq h_2 \implies gh_1 \leq gh_2$ for all $g, h_1, h_2 \in G$. Similarly, $(G, \leq)$ is linearly right-ordered if $h_1 \leq h_2 \implies h_1 g \leq h_2 g$

for all $g, h_1, h_2 \in G$, linearly bi-ordered if it is simultaneously both linearly left- and right-ordered, and simply linearly ordered if it is linearly left-, right-, or bi-ordered. For any linearly ordered group $G$ we can define its (algebraic) past as the set $G^- := \{ g \in G : g < e \}$, which satisfies the following properties: (1) $G^- G^- \subseteq G^-$, (2) $G^- \cap G^+ = \emptyset$, and (3) $G^- \cup \{ e \} \cup G^+ = G$, where $G^+ := (G^-)^{-1}$. Moreover, in the bi-ordered case, $G^-$ also satisfies (4) $gG^- g^{-1} = G^-$ for all $g \in G$. From now on, when talking about a linearly ordered group, we will always assume that we are talking about linearly right-ordered groups. There is no loss of generality in this assumption, because if $(G, \leq)$ is linearly left-ordered, then $(G, \leq^*)$ is linearly right-ordered, where $h_1 \leq^* h_2 \iff h_1^{-1} \leq h_2^{-1}$. An orderable group $G$ will be any group that admits a total order $\leq$ such that $(G, \leq)$ is linearly right- (or equivalently, left-) ordered. A good account of the role of orderings in dynamics and group theory can be found in [7].
A partial order $\leq$ on $G$ is said to be \textbf{locally invariant} if for all $g_1, g_2 \in G$ with $g_2 \neq e$, we have either $g_1 \leq g_1 g_2$ or $g_1 \leq g_1 g_2^{-1}$. Clearly, if $(G, \leq)$ is a linearly ordered, then $\leq$ is locally invariant. In the amenable case, we also have the converse.

\textbf{Theorem 2.1} ([23]). Every amenable group with a locally invariant partial order is orderable.

In other words, the results discussed in this paper will also apply in the a priori more general case of amenable groups with locally invariant partial orders.

Given $H \subseteq G$, we denote by $H \leq G$ whenever $H$ is a \textbf{subgroup} of $G$. For $g \in G$, we call $gH$ and $Hg$ the \textbf{left coset} and \textbf{right coset}, respectively. The \textbf{index} of $H$ in $G$ is the cardinality of the number of different left (or right) cosets and it will be denoted by $[G : H]$. In this paper, we will deal with left cosets and subgroups of finite index. A \textbf{(left) transversal} will be any subset $K \subseteq G$ containing exactly one element from each (left) coset. In this case, we can write $G = KH$ and $kH \cap k'H = \emptyset$ for all $k, k' \in K$ such that $k \neq k'$.

Given a property $P$ (e.g., being amenable or being orderable), a group $G$ is said to be \textbf{virtually} $P$ if there is a finite index subgroup $H \leq G$ such that $H$ has property $P$. It is well-known that virtually amenable groups are amenable [6, Corollary 4.5.8]. On the other hand, virtually orderable groups are a strictly larger class than orderable groups. It suffices to consider the direct product $G \times N$ of an orderable group $G$ (with unit $e_G$) with a nontrivial finite group $N$ (with unit $e_N$) to obtain a virtually orderable group which is not orderable, since $(e_G, n) \in G \times N$ is a \textbf{torsion element} for all $n \in N$, i.e., there exists $m \in \mathbb{N}$ such that $(e_G, n)^m = (e_G, e_N)$, and this is an obstruction to orderability [7, Section 1.4.1]. We say that a group is \textbf{torsion-free} if the only torsion element is the identity $e$.

Examples of amenable orderable groups include all the discrete torsion-free abelian groups (e.g., $\mathbb{Z}^d$ and $\mathbb{Q}^d$ endowed with the discrete topology) and, more generally, all the discrete torsion-free nilpotent groups (e.g., the discrete Heisenberg group $H_3(\mathbb{Z})$); see [7].

\textbf{2.2 $G$-subshifts and $G$-invariant measures.} Given a countable group $G$, a finite set $S$, consider $S^G = \{ x : G \to S \}$ endowed with the product topology and the left action $G \curvearrowright S^G$ by translations where, for an element $g \in G$ and a \textbf{point} $x \in S^G$, the point $g \cdot x \in S^G$ is defined as $(g \cdot x)(h) = x(hg)$ for $h \in G$. Given $X \subseteq S^G$, we write $g \cdot X = \{ g \cdot x : x \in X \}$ and say that $X$ is \textbf{$G$-invariant} if $g \cdot X = X$ for all $g \in G$. A subset $X \subseteq S^G$ is a \textbf{$G$-subshift} if it is a compact and $G$-invariant set. In such case, $X$ will be said to be a \textbf{shift of finite type (SFT)} if there exist $M \in \mathcal{F}(G)$.
and $\mathcal{P} \subseteq S^M$ such that

$$X = \{ x \in S^G : (g \cdot x)_M \notin \mathcal{P} \text{ for all } g \in G \},$$

where, for $T \subseteq G$ (finite or infinite), $x_T$ denotes the restriction $x_T : T \to S$ of the point $x$ to $T$. In addition, we denote by $[x_T] = \{ y \in X : y_T = x_T \}$ the corresponding cylinder set, $X_T = \{ x_T : x \in X \}$ the set of restrictions to $T$, and $\mathcal{B}_T$ the $\sigma$-algebra generated by $\{ [x_K] : x \in X, K \in \mathcal{T}(T) \}$, where $\mathcal{B}_G$ corresponds to the Borel $\sigma$-algebra. Notice that for $g \in G$, $T \subseteq G$, and $x \in X$,

$$g \cdot [x_T] = \bigcap_{h \in T} \{ g \cdot y : y(h) = x(h) \} = \bigcap_{h \in T g^{-1}} \{ z : z(h) = (g \cdot x)(h) \} = [(g \cdot x)_{T g^{-1}}].$$

Whenever $T$ is a singleton $\{ h \}$, we will omit the brackets and write $x_h$, $\mathcal{T}_h(T)$, etc.

Let $X$ be a $G$-subshift and $\mathcal{M}(X)$ the set of all Borel probability measures $\nu$ on $X$. Given a subgroup $H \leq G$, we define $\mathcal{I}_H := \{ A \in \mathcal{B}_G : h \cdot A = A \text{ for all } h \in H \}$, the $\sigma$-algebra of $H$-invariant sets in $\mathcal{B}_G$. We denote by $\mathcal{M}_H(X)$ the set of $H$-invariant measures in $\mathcal{M}(X)$, i.e., the ones that satisfy $\nu(A) = \nu(h \cdot A)$ for all $h \in H$ and $A \in \mathcal{B}_G$. The set $\mathcal{M}^\text{erg}_H(X)$ of $H$-ergodic measures will be the one containing the measures $\nu \in \mathcal{M}_H(X)$ for which $\mathcal{I}_H$ is trivial, i.e., $\nu(A) \in \{ 0, 1 \}$ for all $A \in \mathcal{I}_H$.

Given $\nu \in \mathcal{M}(X)$, we denote by $L^1_\nu$ the Banach space of real-valued measurable functions $f : X \to \mathbb{R}$—or more precisely, classes of functions $\nu$-a.e. equally valued—such that $\|f\|_\nu := \int |f| d\nu < \infty$. In addition, for $T \subseteq G$, we define the $T$-support of $\nu$ as

$$\text{supp}(\nu, T) := \{ x \in X : \nu([x_M]) > 0 \text{ for all } M \in \mathcal{T}(T) \}.$$

Notice that if $T_1 \subseteq T_2 \subseteq G$, then $X \supseteq \text{supp}(\nu, T_1) \supseteq \text{supp}(\nu, T_2)$. We will sometimes abbreviate the $G$-support of $\nu$ by $\text{supp}(\nu)$.

### 2.3 Gibbs measures.

Given a $G$-subshift $X$, consider now $\Phi : \mathcal{T}(G) \times X \to \mathbb{R}$ an (absolutely summable) potential, i.e., a function $\Phi$ that satisfies the following properties:

1. $\Phi(M, x) = \Phi(M, y)$ for all $x, y \in X$ and $M \in \mathcal{T}(G)$ such that $x_M = y_M$.
2. $\|\Phi\| := \sum_{M \in \mathcal{T}_G(G)} \sup_{x \in X} |\Phi(M, x)| < \infty$.

Following [12], we will also assume that potentials are always $G$-invariant, i.e.,

$$\Phi(Mg, x) = \Phi(M, g \cdot x) \text{ for all } x \in X, M \in \mathcal{T}(G), \text{ and } g \in G.$$
In addition, we define the function \( \phi : X \to \mathbb{R} \) as
\[
\phi(x) := - \sum_{M \in \mathcal{F}(G)} |M|^{-1} \Phi(M, x),
\]
which, since \( \| \Phi \| < \infty \), corresponds to a continuous function in \( \mathcal{C}(X) \). In [31], \( -\phi \) is called the **local energy** function; here, for consistency with past work, we prefer to include a minus sign ‘−’.

For \( x \in X \) and \( T \in \mathcal{F}(G) \), define the **energy of** \( x_T \) as
\[
E(x_T) := \sum_{M \in \mathcal{F}(T)} \Phi(M, x).
\]

Similarly, given \( y \in X \), we write \( x_T y_T^c \in S_G \) to denote the concatenation of \( x_T \) and \( y_T^c \) (i.e., \( (x_T y_T^c)_T = x_T \) and \( (x_T y_T^c)_T^c = y_T^c \)), and define the energy of \( x_T \) **given** \( y_T^c \) as
\[
E(x_T|y_T^c) := \begin{cases} 
\sum_{M \in \mathcal{F}(G)} \Phi(M, x_T y_T^c) & \text{if } x_T y_T^c \in X, \\
+\infty & \text{otherwise}.
\end{cases}
\]

Hence, we can define the **partition function on** \( T \) **with free boundary condition** as
\[
Z(T) := \sum_{x_T \in X_T} \exp[-E(x_T)]
\]
and, analogously, the **partition function on** \( T \) **with boundary condition** \( y_T^c \) as
\[
Z(T|y_T^c) := \sum_{x_T \in X_T} \exp[-E(x_T|y_T^c)],
\]
where \( \exp[-\infty] = 0 \). Considering this, the **Gibbs** \((X, \Phi)\)-**specification** \( \pi \) is defined as the collection \( \pi = \{ \pi^y_T \}_{y \in X, T \in \mathcal{F}(G)} \), where
\[
\pi^y_T([x_T]) := \frac{\exp[-E(x_T|y_T^c)]}{Z(T|y_T^c)}.
\]

A measure \( \mu \in \mathcal{M}_G(X) \) is a **(G-invariant) Gibbs measure** if
\[
\mu([x_T]|B_{T^c})(y) \overset{\mu(\cdot)-\text{a.e.}}{=} \pi^y_T([x_T])
\]
for all \( T \in \mathcal{F}(G) \) and \( x_T \in X_T \), where \( \mu([x_T]|B_{T^c}) := \mathbb{E}_\mu[1_{[x_T]}|B_{T^c}] \) is the conditional expectation with respect to \( B_{T^c} \) of \( 1_{[x_T]} \), the characteristic function of \( [x_T] \in B_G \). We denote by \( \mathcal{G}(X, \Phi) \) the set of Gibbs measures on \( X \) for the potential \( \Phi \). The
set $\mathcal{G}(X, \Phi)$ could be empty (e.g., consider [10, Example (4.16)], where it is basically proven that $X = \{\{0, 1\}^G : |\{g \in G : x(g) = 1\}| \leq 1\}$ for any denumerable group $G$ cannot support a Gibbs measure), but sometimes it can be guaranteed it is not. For example, if $X$ is an SFT (see [30]), then $\mathcal{G}(X, \Phi) \neq \emptyset$.

Finally, given a Følner sequence $\{T_n\}$ for $G$, we write
\begin{equation}
(18) \quad P(\Phi, \{T_n\}) := \lim_{n} |T_n|^{-1} \log Z(T_n)
\end{equation}
whenever the limit exists. If $P(\Phi, \{T_n\})$ exists and does not depend on $\{T_n\}$, we denote it by $P(\Phi)$ and call it the pressure (of $\Phi$).

### 2.4 Condition (D) and some implications.

Given $\{T_n\}$ Følner for $G$, we say that the pair $(X, \{T_n\})$ satisfies condition (D) (see [30, Chapter 4.1] for the case $G = \mathbb{Z}^d$) if for all $n \in \mathbb{N}$, there exists $\hat{T}_n \supseteq T_n$ such that $\lim_{n} \frac{\hat{T}_n}{|T_n|} = 1$ and for all $x, y \in X$, there exists $z \in X$ with $z_{T_n} = x_{T_n}$ and $z_{\hat{T}_n} = y_{\hat{T}_n}$.

**Remark 2.1.** Notice that any subsequence of a Følner sequence is also Følner. Similarly, condition (D) is also preserved under subsequences.

From now on, we fix $G$ to be a countable discrete amenable group and $X$ a nonempty $G$-subshift.

**Lemma 2.2** ([11, Lemma 2.3]). If $\{T_n\}$ is a Følner sequence for $G$ and $(X, \{T_n\})$ satisfies condition (D), then there exists a sequence of positive numbers $\{r_n\}$ with $r_n = o(|T_n|)$ such that for all $\mu \in \mathcal{G}(X, \Phi)$ and $x, \hat{x} \in X$,
\begin{equation}
(19) \quad \exp[-r_n] \leq \frac{\mu([x_{T_n}]) \exp[E(x_{T_n})]}{\mu([\hat{x}_{T_n}]) \exp[E(\hat{x}_{T_n})]} \leq \exp[r_n],
\end{equation}
with $r_n = |\hat{T}_n \setminus T_n|(|S| + 4\|\Phi\|) + 2 \sup_{z \in X} |E(z_{T_n})[z_{T_n}] - E(z_{\hat{T}_n})|$. In particular,
\begin{equation}
(20) \quad \exp[-r_n] \leq \mu([x_{T_n}]) \exp[E(x_{T_n})]Z(T_n) \leq \exp[r_n],
\end{equation}
uniformly over $x \in X$.

**Remark 2.2.** In [11, Lemma 2.3] it is stated that for every $\mu \in \mathcal{G}(X, \Phi)$ such a sequence $\{r_n\}$ exists. However, it can be checked that the sequence does not really depend on any particular choice of $\mu$, and we can pick $\{r_n\}$ so it works uniformly over $\mu \in \mathcal{G}(X, \Phi)$.

Notice that $|E(x_{T_n})| \leq |T_n|\|\Phi\|$, and therefore $Z(T_n) \leq |S|^{|T_n|} \exp[|T_n|\|\Phi\|]$. In particular, if $P(\Phi)$ exists, then $P(\Phi) \leq \log |S| + \|\Phi\|$ and for every $x \in X$,
\begin{equation}
(21) \quad 0 \leq -|T_n|^{-1} \log \mu([x_{T_n}]) \leq |T_n|^{-1}[E(x_{T_n}) + \log Z(T_n) + o(|T_n|)]
\end{equation}
\[ \leq \log |S| + 2\|\Phi\| + o(1), \]
so $-|T_n|^{-1} \log \mu([x_{T_n}])$ is bounded as a function of $x$ and $n$. 


Corollary 2.3. If \( \{T_n\} \) is a Følner sequence for \( G \) and \( (X, \{T_n\}) \) satisfies condition (D), then \( \text{supp}(\mu) = X \) for every \( \mu \in \mathcal{M}(X, \Phi) \).

Proof. It suffices to prove that \( \mu([x_M]) > 0 \) for arbitrary \( x \in X \) and \( M \in \mathcal{F}(G) \). Pick \( n \in \mathbb{N} \) sufficiently large so that \( Mg \subseteq T_n \) for some \( g \in G \). This can be always done (we will prove a stronger statement in Lemma 4.3). W.l.o.g., by \( G \)-invariance of \( \mu \), assume that \( g = e \). Then, by Lemma 2.2 and (20), we conclude that

\[
\mu([x_M]) \geq e^{-r_n} \frac{\exp[-E(x_{T_n})]}{Z(T_n)} \geq e^{-r_n} |S|^{-|T_n|} e^{-2|T_n|\|\Phi\| > 0}.
\]

\( \square \)

3 Ergodic and Shannon–McMillan–Breiman theorems

One of the main goals of this section is to state the ergodic and Shannon–McMillan–Breiman (SMB) theorems, where for the latter it will be required to introduce a special function—the information function—that depends on an algebraic past (and therefore an order) in the group involved. Ultimately, we will show how these two fundamental theorems relate in order to obtain a pressure representation theorem (see Section 4). In particular, by the end of this section, we will discuss a special version of the SMB theorem (the pointwise—or “Breiman”—version of it) that holds for Gibbs measures. Before all this, we will need some basic facts concerning decomposition and manipulation of Følner sequences that will be useful for understanding pressure in the amenable context.

In addition to \( G \) and \( X \), we will fix \( (H, \leq) \) to be an amenable linearly right-ordered subgroup \( H \leq G \) of finite index \( d := [G : H] \in \mathbb{N} \) and \( K = \{k_1, \ldots, k_d\} \subseteq G \) a left transversal so that \( G = KH \) and \( k_iH \cap k_jH = \emptyset \) for \( i \neq j \).

3.1 Preliminary facts about Følner sequences. Recall that virtually amenable groups are amenable. One way to see this in our context is through the following lemma.

Lemma 3.1. If \( \{F_n\} \) is Følner for \( H \), then \( \{T_n\} = \{KF_n\} \) is Følner for \( G \).

Proof. Given \( g \in G \), it can be checked that \( gK = \{k_1h_{g,1}, \ldots, k_dh_{g,d}\} \) for \( h_{g,i} \in H \) and \( 1 \leq i \leq d \). Therefore,

\[
|gKF_n \triangle KF_n| = \left| \left( \bigcup_{i=1}^{d} k_ih_{g,i}F_n \right) \triangle \left( \bigcup_{i=1}^{d} k_iF_n \right) \right| \leq \left| \bigcup_{i=1}^{d} (k_ih_{g,i}F_n \triangle k_iF_n) \right|.
\]
To finish, since $|KF_n| = d|F_n|$, 

$$\frac{|gKF_n \triangle KF_n|}{|KF_n|} \leq (d|F_n|)^{-1} \left| \bigcup_{i=1}^{d} k_i(h_{g,i}F_n \triangle F_n) \right|$$

(24)

$$\leq \max_{1 \leq i \leq d} \frac{|h_{g,i}F_n \triangle F_n|}{|F_n|} \xrightarrow{n \to \infty} 0,$$

because $\{F_n\}$ is Følner for $H$ and $\{h_{g,i}\}$ is independent of $n$. \hfill \Box

**Lemma 3.2.** If $\{T_n\}$ is Følner for $G$ and $\{T'_n\}$ is such that $T'_n \subseteq T_n$ and $\lim_n |T'_n| / |T_n| = 1$, then $\{T'_n\}$ is Følner for $G$.

**Proof.** If $\lim_n |T'_n| / |T_n| = 1$, it can be checked that $\lim_n \frac{|T_n \triangle T_n'|}{|T_n|} = 0$. Then, given $g \in G$,

$$\frac{|gT_n \triangle T_n'|}{|T_n'|} \leq \frac{|gT_n \triangle T_n|}{|T_n'|} + \frac{|gT_n \triangle T_n|}{|T_n'|} = \frac{|g(T_n \triangle T_n)|}{|T_n|} + \frac{|gT_n \triangle T_n|}{|T_n|} + \frac{|T_n \triangle T_n'|}{|T_n'|} \xrightarrow{n \to \infty} 0,$$

and we conclude. \hfill \Box

**Lemma 3.3.** Given $\{T_n\}$ Følner for $G$, define $F_n := \{h \in H : Kh \subseteq T_n\}$. Then, $KF_n \subseteq T_n$, $\lim_n |KF_n| / |T_n| = 1$ (in particular, $\{KF_n\}$ is Følner for $G$), and $\{F_n\}$ is Følner for $H$. Moreover, if $\{(T_n), X\}$ satisfies condition (D), then $\{(KF_n), X\}$ satisfies condition (D), too.

**Proof.** Let $F_n = \{h \in H : Kh \subseteq T_n\}$ and $Q_n = \{h \in H : Kh \cap T_n \neq \emptyset\}$. Clearly, $KF_n \subseteq T_n \subseteq KQ_n$. Notice that

$$Q_n \setminus F_n = \bigcup_{1 \leq i,j \leq d} \{h \in H : h \in k_i^{-1}T_n, h \notin k_j^{-1}T_n\}$$

(26)

$$= \bigcup_{1 \leq i,j \leq d} (k_i^{-1}T_n \setminus k_j^{-1}T_n) \cap H.$$

As a consequence,

$$T_n \setminus KF_n \subseteq KQ_n \setminus KF_n = K(Q_n \setminus F_n) = \bigcup_{1 \leq i,j \leq d} K(k_i^{-1}T_n \setminus k_j^{-1}T_n).$$

(27)

Therefore,

$$|T_n \setminus KF_n| \leq \sum_{1 \leq i,j \leq d} |K(k_i^{-1}T_n \setminus k_j^{-1}T_n)| \leq |K| \sum_{1 \leq i,j \leq d} |k_j k_i^{-1}T_n \triangle T_n|,$$

(28)
so

\[
\frac{|T_n \setminus KF_n|}{|T_n|} \leq |K| \sum_{1 \leq i,j \leq d} \frac{|k_j k_i^{-1} T_n \triangle T_n|}{|T_n|} \\
\leq d^3 \max_{1 \leq i,j \leq d} \frac{|k_j k_i^{-1} T_n \triangle T_n|}{|T_n|} \xrightarrow{n \to \infty} 0,
\]

and \( \{KF_n\} \) is Følner for \( G \) due to Lemma 3.2. Now, given \( h \in H \), we can see that

\[
|hF_n \setminus F_n| = |K|^{-1} |KhF_n \setminus KF_n| \leq |K|^{-1} |Kh k_i^{-1} KF_n \setminus KF_n|
\]

(30)

\[
\leq \max_{g \in Kh k_i^{-1}} |gKF_n \setminus KF_n|,
\]

so

\[
\frac{|hF_n \triangle F_n|}{|F_n|} = \frac{|hF_n \setminus F_n|}{|F_n|} + \frac{|h^{-1} F_n \setminus F_n|}{|F_n|} \leq 2 \max_{g \in K\{h,h^{-1}\} k_i^{-1}} \frac{|gKF_n \triangle KF_n|}{|KF_n|} \xrightarrow{n \to \infty} 0,
\]

(31)

and we conclude that \( \{F_n\} \) is Følner for \( H \).

Finally, if \((\{T_n\}, X)\) satisfies condition (D), then there exists \( \{\hat{T}_n\} \) such that \( T_n \subseteq \hat{T}_n \), \( \lim_n \frac{|\hat{T}_n|}{|T_n|} = 1 \) and for all \( x, y \in X \), there exists \( z \in X \) such that \( z T_n = x T_n \) and \( z \hat{T}_n = y \hat{T}_n \). Therefore, we can use the same sequence \( \{\hat{T}_n\} \) to prove that \((\{KF_n\}, X)\) satisfies condition (D), since \( KF_n \subseteq T_n \), so \( z T_n = x T_n \) implies that

\[
z_{KF_n} = x_{KF_n} \quad \text{and} \quad \frac{\hat{T}_n}{|KF_n|} = \frac{|T_n|}{|T_n| |KF_n|} \xrightarrow{n \to \infty} 1.
\]

Thus, in virtue of Lemma 3.1 and Lemma 3.3, from now on and w.l.o.g., we will assume that we have a sequence \( \{T_n\} \) Følner for \( G \) such that \( T_n = KF_n \), where \( \{F_n\} \) is some Følner sequence for \( H \).

3.2 Information and entropy. A (finite) measurable partition is a finite collection of disjoint nonempty sets \( \{A_1, \ldots, A_k\} \) such that \( A_i \in \mathcal{B}_G \) and \( \bigcup_{i=1}^k A_i = X \) for \( k \in \mathbb{N} \). We will only consider the canonical partition of the origin \( \alpha = \{[x_e] : x \in X\} \) and its common refinements \( \alpha^M = \bigvee_{g \in M} g^{-1} \cdot \alpha \), where \( M \in \mathcal{F}(G) \) and

\[
g^{-1} \cdot \alpha = \{[x_g] : x \in X\}.
\]

Notice that \( \alpha^G = \{[x_M] : x \in X\} \) (after discarding the empty sets) and that \( \alpha \) is a generating partition, i.e., \( \alpha^G = \mathcal{B}_G \); here, especially if \( T \subseteq G \) is infinite, we will
understand that \( \alpha^T \) refers to the smallest \( \sigma \)-algebra that contains \( \sigma(g^{-1} \cdot \alpha) \) for all \( g \in T \), i.e., \( \mathcal{B}_T \), and there will not be any ambiguity.

Given \( \nu \in \mathcal{M}_G(X) \), \( M \in \mathcal{F}(G) \), and a sub-\( \sigma \)-algebra \( \mathcal{C} \) of \( \mathcal{B}_G \), define \( \nu(x) \)-a.e. the information function of \( \alpha^M \) conditioned on \( \mathcal{C} \) as

\[
I_\nu(\alpha^M|\mathcal{C})(x) := - \sum_{A \in \alpha^M} 1_A(x) \log \nu(A|\mathcal{C})(x) = - \log \nu([x_M]|\mathcal{C})(x).
\]

The Shannon entropy of \( \alpha^M \) conditioned on \( \mathcal{C} \) is defined as

\[
H_\nu(\alpha^M|\mathcal{C}) := \int I_\nu(\alpha^M|\mathcal{C}) d\nu.
\]

We write \( I_\nu(\alpha^M) \) and \( H_\nu(\alpha^M) \) if \( \mathcal{C} \) is the trivial sub-\( \sigma \)-algebra \( \{\emptyset, X\} \). Given \( T \subseteq G \), we abbreviate \( I_\nu(\alpha^M|\alpha^T)(x) \) by \( I_\nu(M|T)(x) \), which is a \( \mathcal{B}_{M \cup T} \)-measurable function. Notice that if \( T \in \mathcal{F}(G) \) and \( x \in \text{supp}(\nu, M \cup T) \), we can write \( I_\nu(M|T)(x) = - \log \nu([x_M]|x_T) \). Given a Følner sequence \( \{T_n\} \), define the Kolmogorov–Sinai entropy as the limit

\[
h(\nu) := \lim_{n \to \infty} |T_n|^{-1} H_\nu(\alpha^{T_n}) = \inf_{n} |T_n|^{-1} H_\nu(\alpha^{T_n}),
\]

which turns out to be independent of \( \{T_n\} \). The following theorem is a particular case of the Pinsker Formula that appears in [15].

**Theorem 3.4** ([15, Theorem 3.1]). Let \( G \) be a countable discrete amenable orderable group with algebraic past \( G^- \), \( X \) a \( G \)-subshift, and \( \nu \in \mathcal{M}_G(X) \). Then

\[
h(\nu) = H_\nu(\alpha|G^-) = \int I_\nu(e|G^-) d\nu.
\]

**3.3 Pointwise and mean theorems.** Recall that \( J_H \) corresponds to the \( \sigma \)-algebra of \( H \)-invariant sets. Now we state the ergodic and SMB theorems in their pointwise and mean versions for the particular case of \( G \)-subshifts.

**Theorem 3.5** ([22]). Suppose that \( \nu \in \mathcal{M}_H(X) \) and \( \{F_n\} \) is a Følner sequence for \( H \). Then, for any \( f \in L^1_\nu \),

\[
|F_n|^{-1} \sum_{h \in F_n} f(h \cdot x) \xrightarrow{L^1_\nu} \mathbb{E}_\nu[f|J_H](x),
\]

and the same holds \( \nu(x) \)-a.e. if \( \{F_n\} \) is tempered. In particular, if \( \nu \in \mathcal{M}^{SRG}_H(X) \), then the limit is constant \( \nu(x) \)-a.e. and equal to \( \int f d\nu \).
Theorem 3.6 ([15, 22]). Suppose that \( \nu \in \mathcal{M}_G(X) \) and \( \{T_n\} \) is a Følner sequence for \( G \). Then

\[
-|T_n|^{-1} \log \nu([x_{T_n}]) \xrightarrow{L^1(n \to \infty)} \mathbb{E}_\nu[I_\nu(e|G^{-})]J_G(x),
\]

and the same holds \( \nu(x) \)-a.e. if \( \{T_n\} \) is tempered. In particular, if \( \nu \in \mathcal{M}^{\text{erg}}_G(X) \), then the limit is constant \( \nu(x) \)-a.e. and equal to \( h(\nu) \) (see Theorem 3.4).

We will refer to \(-|T_n|^{-1} \log \nu([x_{T_n}])\) as the SMB ratio. Notice that in the Gibbsian case we have already established that this ratio is uniformly bounded over \( x \in X \) and \( n \in \mathbb{N} \) (see (21)). Now we will review a couple of results related to a Breiman type theorem due to Gurevich and Tempelman [12].

3.4 Breiman type theorem for Gibbs measures. Given a Følner sequence \( \{T_n\} \) for \( G \), define the set

\[
X_{\phi,(T_n)} := \{ x \in X : \lim_n |T_n|^{-1} \sum_{g \in T_n} \phi(g \cdot x) \text{ exists} \}.
\]

Theorem 3.7 ([12, Theorem 1]). If \( \{T_n\} \) is Følner for \( G \), \( (X, \{T_n\}) \) satisfies condition (D), and \( \Phi \) is a potential such that \( \mathcal{G}(X, \Phi) \neq \emptyset \), then

1. \( P(\Phi) \) is well defined,
2. \( P(\Phi) = \sup_{\nu \in \mathcal{M}_G(X)} [h(\nu) + \int \phi d\nu] = h(\mu) + \int \phi d\mu \) for any \( \mu \in \mathcal{G}(X, \Phi) \),
3. for \( x \in X_{\phi,(T_n)} \) and \( \mu \in \mathcal{G}(X, \Phi) \),

\[
\lim_n [-|T_n|^{-1} \log \mu([x_{T_n}])] = -\lim_n |T_n|^{-1} \sum_{g \in T_n} \phi(g \cdot x) + P(\Phi).
\]

Part (2) of Theorem 3.7 can be regarded as a variational principle (see, for example, [32, 27]). Then, combining Theorem 3.4 and Theorem 3.7, we have that

\[
P(\Phi) = \int (I_\mu(e|G^{-}) + \phi) d\mu
\]

for all \( \mu \in \mathcal{G}(X, \Phi) \). The main goal of this paper is to give conditions in order to replace \( d\mu \) by \( dv \) in the previous expression, where \( \nu \) is some other measure in \( \mathcal{M}_G(X) \) and the integrand is the same or a related functional. We also have the following result.

Lemma 3.8 ([12, Lemma 2]). If \( \{T_n\} \) is a Følner sequence for \( G \), then

\[
\lim_n |T_n|^{-1} \left[ -\sum_{g \in T_n} \phi(g \cdot x) - E(x_{T_n}) \right] = 0 \quad \text{uniformly over } x \in X.
\]
Combining Lemma 3.8, (20), and the definition of $T_n$, we obtain

$$-|T_n|^{-1} \log \mu([x_{T_n}])$$

$$= |T_n|^{-1} (\log Z(T_n) - \sum_{g \in T_n} \varphi(g \cdot x) + o(|T_n|))$$

(42)

$$= |KF_n|^{-1} \log Z(KF_n) - |K|^{-1} \sum_{i=1}^{[G:H]} |F_n|^{-1} \sum_{h \in F_n} \varphi_i(h \cdot x) + o(1),$$

where $\varphi_i(x) := \varphi(k_i \cdot x)$. Denote

$$\varphi_K(x) := \sum_{i=1}^{[G:H]} \varphi_i(x).$$

Then, applying the pointwise ergodic theorem (see Theorem 3.5) for each $\varphi_i$, and considering that $|K| = [G : H]$, we have the following result.

**Corollary 3.9** ([12, Corollary 2]). If $\{F_n\}$ is a tempered Følner sequence for $H$, $(X, \{T_n\})$ satisfies condition (D), and $\Phi$ is a potential such that $\mathcal{S}(X, \Phi) \neq \emptyset$, then

$$-|T_n|^{-1} \log \mu([x_{T_n}]) \xrightarrow{\nu(x) \text{-a.e.}} P(\Phi) - [G : H]^{-1} \mathbb{E}_\nu[\varphi_K|\mathcal{H}](x)$$

(43) for any $\nu \in \mathcal{M}_H(X)$. 

In addition, if we apply the bounded convergence theorem (BCT), and given the just established pointwise convergence, we also have the following corollary.

**Corollary 3.10.** If $\{F_n\}$ is a tempered Følner sequence for $H$, $(X, \{T_n\})$ satisfies condition (D), and $\Phi$ is a potential such that $\mathcal{S}(X, \Phi) \neq \emptyset$, then

$$-|T_n|^{-1} \log \mu([x_{T_n}]) \xrightarrow{L_1^\nu} P(\Phi) - [G : H]^{-1} \mathbb{E}_\nu[\varphi_K|\mathcal{H}](x)$$

(44) for any $\nu \in \mathcal{M}_H(X)$. 

**Remark 3.1.** A version of Corollary 3.10 (i.e., $L_1^\nu$ convergence of the SMB ratio) without requiring $\{T_n\}$ to be tempered nor going through pointwise convergence can be also proven. However, since all the conditions on Følner sequences of the main pressure representation theorem (see Theorem 4.5 and Section 4 in general) remain true after taking subsequences and any Følner sequence has a tempered subsequence, this is enough.
4 Pressure representation theorem

In this section we will state and prove the main result of this work, namely Theorem 4.5. In order to achieve this, its proof has been divided in several steps, each of them made up of lemmas and propositions. There can be distinguished three main steps in the proof, each of them encompassed in a corresponding subsection. First, given a Følner sequence, we will show that the SMB ratio can be expressed as a summation of several information functions conditioned on finite portions of cosets from the algebraic past of an orderable subgroup of $G$ (which itself is not necessarily orderable). This decomposition is a more general and sophisticated version of what Gamarnik and Katz called the sequential cavity method in [9] and it is also related to ideas from Helvik and Lindgren [13] (see Section 5 for a discussion on this last point). Second, we group all these information functions in finitely many specific classes, and prove that when “most” of the elements in each class are “similar” to a particular function, then we can represent pressure using a formula involving finitely many representative functions, one for each class. Third, we define a natural way to group these information functions in classes which at the same time induces a notion of convergence in a net sense to the corresponding representative function. Finally, we put all these elements together and state Theorem 4.5.

Recall that we have fixed $G$ to be a countable amenable virtually orderable group with $(H, \leq)$ an amenable linearly right-ordered subgroup $H \leq G$ of finite index $[G:H]$ and $K = \{k_1, \ldots, k_{[G:H]}\} \subseteq G$ a left transversal so that $G = KH$ and $k_i H \cap k_i' H = \emptyset$ for $i \neq i'$. In addition, we will fix $\{F_n\}$ a Følner sequence for $H$, so that $\{T_n\}$ is Følner for $G$, where $T_n = K F_n$ and $(X, \{T_n\})$ satisfies condition (D). Finally, we will also consider an arbitrary partition of $K$ into $\ell$ nonempty subsets $\{L_j\}$ so that $K = L_1 \sqcup \cdots \sqcup L_\ell$ and $L_j \cap L_j' = \emptyset$ for $j \neq j'$, and we will denote $K_i := L_1 \sqcup \cdots \sqcup L_i$ for $1 \leq i \leq \ell$ and $K_0 = \emptyset$. In particular, $K_\ell = K$.

4.1 Sequential decomposition of the SMB ratio. Now, we will proceed to decompose the SMB ratio into a particular sum of conditional probabilities. Let $X$ be a nonempty $G$-subshift and $\mu \in \mathcal{M}_G(X)$. Notice that

\[ \mu([x_{T_n}]) = \prod_{i=1}^\ell \mu([x_{L_i F_n}][x_{K_{i-1} F_n}]). \]

Given $F \in \mathcal{F}(H)$, since $H$ is linearly right-ordered, we can always define a unique maximal element $h \in F$, so that $F \setminus \{h\} = F \cap H^{-h}$. Iterating this idea on each set $L_i F_n$, and due to the $G$-invariance (in particular, $H$-invariance) of $\mu$, we
have
\[ \mu([x_{L_i}F_n]) \]
\[
= \prod_{h \in F_n} \mu([x_{L_i}h])\mu([x_{L_i}(F_n \cap h^{-1}\cup K_{i-1}F_n)]) \\
= \prod_{h \in F_n} (h^{-1} \cdot [(h \cdot x)L_i][h^{-1} \cdot [(h \cdot x)L_n(h^{-1} \cup K_{i-1}F_nh^{-1})] \\
= \prod_{h \in F_n} \mu([[h \cdot x]L_i][[(h \cdot x)L_n(h^{-1} \cup K_{i-1}F_nh^{-1})]) \\
= \prod_{h \in F_n} \mu([[h \cdot x]L_i][[(h \cdot x)K_iF_nh^{-1} \cap G^-_i]])
\]
for \(1 \leq i \leq \ell\), where
\[ G^-_i := L_iH^- \cup K_{i-1}H. \]

Notice that \(G^-_{i-1} \subsetneq K_{i-1}H \subsetneq G^-_i\). In addition, given \(h \in T_n\), define the set
\[ T^-_{n,h}(i) := K_iF_nh^{-1} \cap G^-_i = K_iF_nh^{-1} \cap G_i^- = T_nh^{-1} \cap G_i^-.
\]

Then, for \(1 \leq i \leq \ell\), we can write
\[ -\log \mu([x_{K_i}F_n]) = \sum_{j=1}^{i} \sum_{h \in F_n} I_{\mu}(L_i[T^-_{n,h}(i)](h \cdot x)), \]
where \(I_{\mu}(L_i[T^-_{n,h}(i)](x)) := -\log \mu([x_{K_i}][x_{T^-_{n,h}(i)}])\) is the information function of \(\alpha_i\)
conditioned on \(\alpha_i^{T^-_{n,h}(i)} = B_{T^-_{n,h}(i)}\). In particular,
\[ -\log \mu([x_{T_n}]) = \sum_{i=1}^{\ell} \sum_{h \in F_n} I_{\mu}(L_i[T^-_{n,h}(i)](h \cdot x)). \]

Whenever \(\ell = 1\), we will omit the index \(i\) in expressions like \(I_{\mu}(L_i[T^-_{n,h}(i)](x))\), i.e., we will write \(I_{\mu}(K)[T^-_{n,h}(x)](x)\) instead of \(I_{\mu}(L_i[T^-_{n,h}(i)])(x)\), etc.

The cases \(\ell = 1\) and \(\ell = [G : H]\) represent two extreme cases in the way of decomposing \(T_n\), both—together with the intermediate cases—potentially useful. When \(\ell = 1\), we are splitting \(T_n = KF_n\) in disjoint \([F_n]\) translations of \(K\), let’s say \(\{Kh\}_{h \in F_n}\), and ordering them according to the order of \(h\) in \(H\). On the other hand, when \(\ell = [G : H]\), what we do is to decompose \(T_n\) in \([G : H]\) “slices” \(k_1F_n, \ldots, k_\ell F_n\) arbitrarily ordered and order each of them according to the order of \(H\), giving two alternative ways of expressing the same quantity. We will see that this decomposition generalizes what is done in [13, Theorem 1] for the case of finite unions of point lattices (i.e., discrete abelian subgroups of \(\mathbb{R}^d\)), where they also include some applications (see Section 5.3).
4.2 Convergence results. We are interested in the case when “most” of the elements $I_\mu(L_i|T_{n,h}(i))$ in the previous averages are “similar” to a function $f_i \in L^1_v$ in some sense to be made precise. This idea was present along all papers in the sequence [9, 26, 4, 1] and it will be now formalized in a mean sense here. Consider the two following propositions.

Proposition 4.1. Let $\{F_n\}$ be a Følner sequence for $H$, $\mu \in \mathcal{G}(X, \Phi)$, $\nu \in \mathcal{M}_H(X)$ with $\text{supp}(\nu) \subseteq \text{supp}(\mu)$, and $f_1, \ldots, f_\ell \in L^1_\nu$. Then,

$$|F_n|^{-1} \sum_{h \in F_n} (I_\mu(L_i|T_{n,h}(i)) - f_i)(h \cdot x) \xrightarrow{\ell_1} 0 \quad \text{for all } 1 \leq i \leq \ell$$

if and only if

$$−|F_n|^{-1} \log \mu([xK,F_n]) \xrightarrow{\ell_1} \mathbb{E}_\nu[f_1 + \cdots + f_\ell|\mathcal{I}_H] \quad \text{for all } 1 \leq i \leq \ell.$$  

Proof. By the mean ergodic theorem, for any $1 \leq i \leq \ell$,

$$|F_n|^{-1} \sum_{h \in F_n} (I_\mu(L_i|T_{n,h}(i)) - f_i)(h \cdot x) \xrightarrow{\ell_1} 0$$

if and only if

$$|F_n|^{-1} \sum_{h \in F_n} I_\mu(L_i|T_{n,h}(i))(h \cdot x) \xrightarrow{\ell_1} \mathbb{E}_\nu[f_i|\mathcal{I}_H].$$

Then, by (49), (54) and linearity of conditional expectation,

$$−|F_n|^{-1} \log \mu([xK,F_n]) = \sum_{j=1}^{i} |F_n|^{-1} \sum_{h \in F_n} I_\mu(L_i|T_{n,h}(j))(h \cdot x)$$

$$\xrightarrow{\ell_1} \sum_{j=1}^{i} \mathbb{E}_\nu[f_j|\mathcal{I}_H](x).$$

Now, to prove the other direction, notice that

$$|F_n|^{-1} \sum_{h \in F_n} I_\mu(L_i|T_{n,h}(i))(h \cdot x)$$

$$= |F_n|^{-1}(− \log \mu([xK,F_n]) + \log \mu([xK_{i-1},F_n]))$$

$$\xrightarrow{\ell_1} \mathbb{E}_\nu[f_1 + \cdots + f_i|\mathcal{I}_H] − \mathbb{E}_\nu[f_1 + \cdots + f_{i-1}|\mathcal{I}_H]$$

$$= \mathbb{E}_\nu[f_i|\mathcal{I}_H],$$

and we conclude by (54).
Combining Proposition 4.1 and Corollary 3.10, we obtain the following result, which gives us a way to relate the SMB ratio, the average of information functions, and pressure.

**Proposition 4.2.** Let \( \{F_n\} \) be a Følner sequence for \( H \) such that \((X, \{KF_n\})\) satisfies condition (D), \( \Phi \) a potential such that \( \mathcal{J}(X, \Phi) \neq \emptyset, \nu \in \mathcal{M}_H(X) \), and \( f_1, \ldots, f_\ell \in L^1_\nu \). If

\[
|F_n|^{-1} \sum_{h \in F_n} (I_\mu(L_i|T_{n,h}(i)) - f_i)(h \cdot x) \xrightarrow{L^1_\nu} 0 \quad \text{for all } 1 \leq i \leq \ell,
\]

then

\[
P(\Phi) = \frac{1}{[G : H]} \int \left( \sum_{i=1}^{\ell} f_i + \varphi_K \right) d\nu
\]

\[
\overset{\nu(x)-a.e.}{=} \frac{1}{[G : H]} \mathbb{E}_\nu \left[ \sum_{i=1}^{\ell} f_i + \varphi_K \mathcal{J}_H \right](x).
\]

On the other hand, if \( \ell = 1 \), we also have the following converse:

\[
P(\Phi) \overset{\nu(x)-a.e.}{=} \mathbb{E}_\nu[f + \varphi_K \mathcal{J}_H](x)
\]

\[
\iff |F_n|^{-1} \sum_{h \in F_n} (I_\mu(K|T_{n,h}) - f)(h \cdot x) \xrightarrow{L^1_\nu} 0.
\]

**Proof.** By Corollary 3.10,

\[
-|T_n|^{-1} \log \mu([x_{T_n}]) \xrightarrow{L^1_\nu} P(\Phi) - [G : H]^{-1} \mathbb{E}_\nu[\varphi_K \mathcal{J}_H](x).
\]

On the other hand, by Proposition 4.1, (58) is equivalent to

\[
-|K_iF_n|^{-1} \log \mu([x_{K_iF_n}]) \xrightarrow{L^1_\nu} |K_i|^{-1} \mathbb{E}_\nu[f_1 + \cdots + f_i \mathcal{J}_H]
\]

for all \( 1 \leq i \leq \ell \). In particular, for \( i = \ell \),

\[
-|KF_n|^{-1} \log \mu([x_{KF_n}]) \xrightarrow{L^1_\nu} [G : H]^{-1} \mathbb{E}_\nu[f_1 + \cdots + f_\ell \mathcal{J}_H].
\]

Therefore, since \( KF_n = T_n \) and the limits in (61) and (63) should coincide \( \nu(x)-a.e. \), we have

\[
P(\Phi) - [G : H]^{-1} \mathbb{E}_\nu[\varphi_K \mathcal{J}_H](x) \overset{\nu(x)-a.e.}{=} [G : H]^{-1} \mathbb{E}_\nu[f_1 + \cdots + f_\ell \mathcal{J}_H],
\]
so

\[ P(\Phi)^{v(x) \text{-a.e.}} = \frac{1}{[G : H]} \mathbb{E}_\nu \left[ \sum_{i=1}^\ell f_i + \varphi_K[I_H] \right](x). \]

Since \( P(\Phi) \) is constant, then \( P(\Phi) = \int P(\Phi) d\nu \), and we conclude that

\[ P(\Phi) = \frac{1}{[G : H]} \sum_{i=1}^\ell \int \left( f_i + \frac{1}{\ell} \varphi_K \right) d\nu \]

\[ = \frac{1}{[G : H]} \sum_{i=1}^\ell \mathbb{E}_\nu \left[ f_i + \frac{1}{\ell} \varphi_K[I_H] \right](x). \]

Now, if \( \ell = 1 \), (58) is equivalent to

\[ \left| F_n \right|^{-1} \sum_{h \in F_n} (I_{\mu}(K|T_{n,h}^-) - f)(h \cdot x) \xrightarrow{L^1_n} 0, \]

which at the same time is equivalent to

\[ -\left| KF_n \right|^{-1} \log \mu([x_{KF_n}]) \xrightarrow{L^1_n} [G : H]^{-1}\mathbb{E}_\nu[f|I_H]. \]

Then, applying Corollary 3.10 again, we prove the converse.

We have obtained a pressure representation formula when \( I_{\mu}(L_i|T_{n,h}^- (i)) \) is “similar” to \( f_i \in L^1_\nu \) in the average sense of (58). In the following, we will see a way to define a natural candidate for such \( f_i \).

### 4.3 A natural directed set

In the following, we will define an order and directed set which ultimately gives us a notion of convergence in a net sense for information functions, and for which the representative functions \( f_i \) naturally emerge as limiting functions.

Given \( \{ F_n \} \) Følner for \( H \), define the directed set \( ([F_n]), \preceq \) as the countable collection

\[ ([F_n]) = \{ (n, h) : n \in \mathbb{N}, h \in F_n \} \subseteq \mathbb{N} \times H \]

such that

\[ (n_1, h_1) \preceq (n_2, h_2) \iff n_1 \leq n_2 \text{ and } T_{n_1, h_1}(i) \subseteq T_{n_2, h_2}(i) \text{ for all } 1 \leq i \leq \ell, \]

where \( T_{n,h}(i) = T_{n,h}^{-1} \cap G_{\ell}^- \), \( G_{\ell}^- = L_i H^- \cup K_{i-1} H \), and \( K \) is so that \( G = KH \).

To see that this is in fact a directed set, we need to prove that there is an upper bound for each pair of elements \((n_1, h_1), (n_2, h_2) \in ([F_n])\). We will use the following lemma.
Lemma 4.3. Let \( \{F_n\} \) be a Følner sequence for \( H \). Given a fixed \( M \in \mathcal{F}(H) \), define
\[
F_n^M := \{ h \in F_n : Mh \subseteq T_n \}
\]
for \( n \in \mathbb{N} \). Then \( \lim_n \frac{|F_n^M|}{|F_n|} = 1 \). Moreover, if \( M_1, M_2, \ldots \) is a family of sets in \( \mathcal{F}(H) \), there exists an increasing function \( \gamma : \mathbb{N} \to \mathbb{N} \) such that \( \gamma(n) \to \infty \) and for all \( n \in \mathbb{N} \),
\[
\frac{|F_n^{M(\infty)}|}{|F_n^M|} \geq 1 - \frac{1}{\gamma(n)}.
\]

Proof. If \( h \in F_n \) and \( Mh \not\subseteq F_n \), then for some \( m \in M, h \in F_n \setminus (m^{-1} F_n) \). Thus,
\[
\frac{|F_n \setminus F_n^M|}{|F_n|} \leq \sum_{m \in M} \frac{|F_n \setminus (m^{-1} F_n)|}{|F_n|} \leq |M| \max_{m \in M} \frac{|mF_n \triangle F_n|}{|F_n|} \to 0.
\]

Now, define \( n(1) = 1 \). For every \( j \geq 2 \), there exists a minimum \( n(j) > n(j - 1) \) so that
\[
\frac{|F_n^M|}{|F_n|} \geq 1 - \frac{1}{j} \quad \text{for all } n \geq n(j).
\]

We can define \( \gamma \) as \( \gamma(n) = j \) for \( n(j) \leq n < n(j + 1) \). Then
\[
\frac{|F_n^{M(\infty)}|}{|F_n^M|} \geq 1 - \frac{1}{\gamma(n)} \quad \text{for all } n(j + 1) > n \geq n(j),
\]
and considering that \( \mathbb{N} = \bigcup_j [n(j), n(j + 1)) \), we have that (72) holds.

Then, by Lemma 4.3, given \( (n_1, h_1), (n_2, h_2) \in \{\{F_n\}\} \), it suffices to take \( (n, h) \) so that \( n \) is sufficiently large such that \( n \geq \max\{n_1, n_2\} \) and \( F_n^M \not= \emptyset \), where \( M = F_n h_1^{-1} \cup F_n h_2^{-1} \). Then, if we take any \( h \in F_n^M \), we have that \( Mh \subseteq F_n \), so \( F_n h_1^{-1}, F_n h_2^{-1} \subseteq F_n h^{-1} \). In particular, for all \( 1 \leq i \leq \ell \),
\[
T^{-1}_{n_1, h_1}(i) = KF_n h_1^{-1} \cap G_i^- \subseteq KF_n h^{-1} \cap G_i^- = T^{-1}_{n, h}(i),
\]
and the same holds for \( T^{-1}_{n_2, h_2}(i) \).

Notice that \( \{\{F_n\}\} \) has the additional property that if \( \{F_{n_k}\} \) is a subsequence of \( \{F_n\} \), then \( ([F_{n_k}]) \), \( \to \) is a directed subset.

Now, suppose that there exists \( I_{\mu, v}(L_i|G_i^-) \in L_v^1 \) such that \( I_{\mu}(L_i|T^{-1}_{n, h}(i)) \) converges to \( I_{\mu, v}(L_i|G_i^-) \) in \( L_v^1 \) in the \( ([F_n]) \)-sense, this is to say, for every \( \epsilon > 0 \), there exists \( (n_0, h_0) \in \{\{F_n\}\} \) such that for every \( (n, h) \geq (n_0, h_0) \),
\[
\|I_{\mu}(L_i|T_{n, h}(i)) - I_{\mu, v}(L_i|G_i^-)\|_v < \epsilon \quad \text{for all } 1 \leq i \leq \ell.
\]
Notice that if this is the case, then $I_{\mu,\nu}(L_{i}|G_i^-)(x) \geq 0 \nu(x)$-a.e. since

$$I_{\mu}(L_{i}|T_{n,h}(i))(x) \geq 0 \text{ for all } x \in X.$$ 

We will abbreviate this fact by

$$I_{\mu}(L_{i}|T_{n,h}(i)) \xrightarrow{L_1^1_{\nu}} I_{\mu,\nu}(L_{i}|G_i^-)$$

and we will consider this as a necessary condition for having any meaningful pressure representation as in [9, 26, 4, 1], where analogous convergence assumptions were required to be uniform instead. It is reasonable to relax this to a mean sense; after all, what we regard as a pressure representation involves an integration with respect to $\nu$, so asking limits to be in an $L_1^1$ sense is a natural assumption.

**Remark 4.1.** A priori, $I_{\mu,\nu}(L_{i}|G_i^-)$ could depend on the particular Følner sequence $\{F_n\}$ that we use, but we will not reflect this fact in the notation because it is already heavy enough.

Now, if we assume $L_1^1$ convergence in the $\{F_n\}$-sense for each $i$, and after removing $o(|F_n|)$ elements from each $F_n$, we can prove that the $i$th average of information functions arising from the sequential decomposition of the SMB ratio (where each information function is conditioned on a different set) converges in $L_1^1$ to the ergodic average of $I_{\mu,\nu}(L_{i}|G_i^-)$ (that we naturally identify with the aforementioned representative function $f_i$). We have the following lemma.

**Proposition 4.4.** If

$$I_{\mu}(L_{i}|T_{n,h}(i)) \xrightarrow{L_1^1_{\nu}} I_{\mu,\nu}(L_{i}|G_i^-)$$

for all $1 \leq i \leq \ell$, then we can define a sequence $\{F_{n,\nu}\}$ such that $F_{n,\nu} \subseteq F_n \subseteq H$, $\lim_{n} \frac{|F_{n,\nu}|}{|F_n|} = 1$, and

$$|F_n|^{-1} \left[ \sum_{h \in F_{n,\nu}} I_{\mu}(L_{i}|T_{n,h}(i))(h \cdot x) - \sum_{h \in F_n} I_{\mu,\nu}(L_{i}|G_i^-)(h \cdot x) \right] \xrightarrow{L_1^1_{\nu}} 0$$

for all $1 \leq i \leq \ell$.

**Proof.** Since

$$I_{\mu}(L_{i}|T_{n,h}(i)) \xrightarrow{L_1^1_{\nu}} I_{\mu,\nu}(L_{i}|G_i^-)$$

for all $1 \leq i \leq \ell$ and $\{F_n\}$ is directed, we can find an increasing sequence $(n_m, h_m) \in \{F_n\}$ such that for every $(n, h) \succ (n_m, h_m)$,

$$\|I_{\mu}(L_{i}|T_{n,h}(i)) - I_{\mu,\nu}(L_{i}|G_i^-)\|_\nu < \frac{1}{m} \text{ for all } 1 \leq i \leq \ell.$$
Now, consider the sequence of finite subsets of $H$ defined as $M_m = F_{r_m}h_m^{-1}$, and let $\gamma$ be the (increasing) function provided by Lemma 4.3. Set $F_{n,v}$ to be $F_n^{M_{\gamma(v)}}$, so

$$\frac{|F_{n,v}|}{|F_n|} \geq 1 - \frac{1}{\gamma(n)}.$$ 

It can be seen that for $n \in \mathbb{N}$ and $h \in F_{n,v}$, we have

$$\| I_{\mu,v}(L_i|T_{n,h}^{-}(i)) - I_{\mu,v}(L_i|G_i^{-})\|_\nu \leq 1 \gamma(n) \quad \text{for all } 1 \leq i \leq \ell.$$ 

Therefore, by $H$-invariance of $\nu$, for any $1 \leq i \leq \ell$,

$$\left\| \sum_{h \in F_{n,v}} (I_{\mu}(L_i|T_{n,h}^{-}(i)) - I_{\mu,v}(L_i|G_i^{-}))(h \cdot x) \right\|_\nu \leq \sum_{h \in F_{n,v}} \| I_{\mu}(L_i|T_{n,h}^{-}(i)) - I_{\mu,v}(L_i|G_i^{-})\|_\nu \leq \frac{|F_{n,v}|}{\gamma(n)}.$$ 

In addition, since $I_{\mu,v}(L_i|G_i^{-}) \in L^1_v$ and $I_{\mu,v}(L_i|G_i^{-})(x) \geq 0$ $\nu(x)$-a.e., by $H$-invariance of $\nu$,

$$\left\| \sum_{h \in F_{n,F_{n,v}}} I_{\mu,v}(L_i|G_i^{-})(h \cdot x) \right\|_\nu = \sum_{h \in F_{n,F_{n,v}}} \| I_{\mu,v}(L_i|G_i^{-})\|_\nu = |F_n \setminus F_{n,v}| \| I_{\mu,v}(L_i|G_i^{-})\|_\nu.$$ 

Therefore, we conclude by observing that

$$\left\| \sum_{h \in F_{n,v}} I_{\mu}(L_i|T_{n,h}^{-}(i))(h \cdot x) - \sum_{h \in F_n} I_{\mu,v}(L_i|G_i^{-})(h \cdot x) \right\|_\nu \leq \frac{|F_{n,v}|}{\gamma(n)} + |F_n \setminus F_{n,v}| \| I_{\mu,v}(L_i|G_i^{-})\|_\nu,$$

and using $\| I_{\mu,v}(L_i|G_i^{-})\|_\nu < \infty$, $|F_{n,v}| \leq |F_n|$, and $\lim_{n} \frac{|F_n \setminus F_{n,v}|}{|F_n|} = \lim_{n} \frac{1}{\gamma(n)} = 0$. \hfill $\Box$

**Remark 4.2.** Notice that

$$\sup_n \max_{h \in F_n \setminus F_{n,v}} \| I_{\mu}(L_i|T_{n,h}^{-}(i))\|_\nu < \infty$$

$$\iff \lim_{n} \sup \max_{h \in F_n \setminus F_{n,v}} \| I_{\mu}(L_i|T_{n,h}^{-}(i))\|_\nu < \infty$$

$$\iff |F_n|^{-1} \sum_{h \in F_n \setminus F_{n,v}} \| I_{\mu}(L_i|T_{n,h}^{-}(i))\|_\nu \rightarrow_{n \rightarrow \infty} 0$$

$$\iff |F_n|^{-1} \sum_{h \in F_n \setminus F_{n,v}} I_{\mu}(L_i|T_{n,h}^{-}(i))(h \cdot x) \rightarrow_{n \rightarrow \infty} 0.$$
4.4 Main theorem. Now, combining the previous results from this section, we are in position to state the main theorem of this work.

Theorem 4.5. Consider
- $G$ a countable discrete group,
- $(H, \leq)$ an amenable linearly right-ordered subgroup $H \leq G$ of index $[G : H] < \infty$,
- $K = \{k_1, \ldots, k_d\} \subseteq G$ a left transversal so that $d = [G : H]$ and $G = KH$,
- a partition $K = L_1 \sqcup \cdots \sqcup L_\ell$ with $L_i \neq \emptyset$ and $1 \leq \ell \leq d$,
- $X$ a nonempty $G$-subshift,
- $(F_n)$ a left Følner sequence for $H$ such that $(X, \{KF_n\})$ satisfies condition (D),
- $\Phi$ an (absolutely summable) potential such that $G(X, \Phi) \neq \emptyset$,
- $\mu \in \mathcal{M}_G(X)$ and $\nu \in \mathcal{M}_H(X)$.

For all $1 \leq i \leq \ell$, denote
- $K_i = L_1 \sqcup \cdots \sqcup L_i$,
- $G_i^- = L_iH^- \sqcup K_{i-1}H$, where $H^- = \{h \in H : h < e\}$,
- $T_{n,h}(i) = T_nh^{-1} \cap G_i^-$, where $T_n = KF_n$,
- $I_{\mu}(L_i|T_{n,h}(i))(x) = -\log \mu([x_{L_i}][x_{T_{n,h}(i)}])$, and
- $\varphi_K(x) = \sum_{i=1}^d \varphi_i(x)$, where $\varphi_i(x) = \varphi(k_i \cdot x)$.

Suppose that

$$I_{\mu}(L_i|T_{n,h}(i)) \xrightarrow{L_n^1 \atop |F_n|} I_{\mu,\nu}(L_i|G_i^-) \quad \text{for all } 1 \leq i \leq \ell.$$

If

$$|F_n|^{-1} \sum_{h \in F_n \backslash F_n,\nu} \|I_{\mu}(L_i|T_{n,h}(i))\|_\nu \xrightarrow{n \to \infty} 0 \quad \text{for all } 1 \leq i \leq \ell,$$

then

$$P(\Phi) = \frac{1}{[G : H]} \sum_{i=1}^\ell \int \left( I_{\mu,\nu}(L_i|G_i^-) + \frac{1}{\ell} \varphi_K \right) dv$$

$$= \frac{1}{[G : H]} \sum_{i=1}^\ell \mathbb{E}_\nu \left[ I_{\mu,\nu}(L_i|G_i^-) + \frac{1}{\ell} \varphi_K |J_H \right](x).$$

On the other hand, if $\ell = 1$, we also have the following converse:

$$|F_n|^{-1} \sum_{h \in F_n \backslash F_n,\nu} \|I_{\mu}(K|T_{n,h})\|_\nu \xrightarrow{n \to \infty} 0$$

if and only if

$$P(\Phi) \overset{\nu(x)\text{-a.e.}}{=} \mathbb{E}_\nu[I_{\mu,\nu}(K|G^-) + \varphi_K |J_H](x).$$
In particular, if \( \ell = 1 \) and \( v \in \mathcal{M}^{\text{stg}}_H(X) \), then

\[
|F_n|^{-1} \sum_{h \in F_n \backslash F_n,v} \| I_{\mu}(K|T_{n,h}) \|_v \xrightarrow{n \to \infty} 0 \iff \mathbb{P}(\Phi) = \int (I_{\mu,v}(K|G^-) + \varphi_K) dv.
\]

**Proof.** By Proposition 4.4, if \( I_{\mu}(L_i|T_{n,h}(i)) \xrightarrow{L_i^1} I_{\mu,v}(L_i|G_i^-) \), then

\[
|F_n|^{-1} \left[ \sum_{h \in F_n \backslash F_n,v} I_{\mu}(L_i(T_{n,h}(i))(h \cdot x) - \sum_{h \in F_n} I_{\mu,v}(L_i|G_i^-)(h \cdot x) \right] \xrightarrow{n \to \infty} 0.
\]

Combining this with \( |F_n|^{-1} \sum_{h \in F_n \backslash F_n,v} \| I_{\mu}(L_i|T_{n,h}(i)) \|_v \xrightarrow{n \to \infty} 0 \), we obtain

\[
|F_n|^{-1} \left[ \sum_{h \in F_n} I_{\mu}(L_i(T_{n,h}(i)) - I_{\mu,v}(L_i|G_i^-))(h \cdot x) \right] \xrightarrow{n \to \infty} 0.
\]

Then, if we identify \( I_{\mu,v}(L_i|G_i^-) \) with \( f_i \), everything follows from Proposition 4.2 and the fact that if \( v \in \mathcal{M}^{\text{stg}}_H(X) \), then \( J_H \) is trivial for \( v \). \( \square \)

**Remark 4.3.** It is easy to check that when \( H = G \) and \( K = \{e\} \), then we can recover from Theorem 4.5 an analogous result to the ones that appear in [9, 26, 4].

**Question 4.1.** Is there an example where, under the other assumptions of Theorem 4.5,

\[
|F_n|^{-1} \sum_{h \in F_n \backslash F_n,v} \| I_{\mu}(L_i|T_{n,h}(i)) \|_v \xrightarrow{n \to \infty} 0
\]

does not hold? In other words, is this assumption redundant?

## 5 Discussion

### 5.1 Comparison with previous results.

Let \( G = \mathbb{Z}^d \) for some \( d \in \mathbb{N} \) endowed with the lexicographic order and consider the directed set \((\Theta, \preceq)\), where

\[
\Theta = \{ M \in \mathcal{F}(G) : M \subseteq G^- \}
\]

and

\[
M_1 \preceq M_2 \iff [\text{for all } n \in \mathbb{N}, \{-n, n\}^d \cap G^- \subseteq M_1 \Rightarrow [-n, n]^d \cap G^- \subseteq M_2].
\]

Notice that \( \Theta \) is uncountable but it has a cofinal sequence exhausting \( G^- \), namely \( \{M_n\} \) for \( M_n := [-n, n]^d \cap G^- \). We say that a potential \( \Phi \) is **nearest-neighbor** if

\[
\Phi(M, x) \neq 0 \text{ for } x \in X \implies M = \{h, h + s_i\}
\]
for some $h \in \mathbb{Z}^d$ and $1 \leq i \leq d$, where $s_i$ is the $i$th canonical vector which is 0 in every but the $i$th coordinate where it is 1. This notion can be naturally extended to any group $G$ with a generating set \{$s_1, s_2, \ldots$\}.

Now we rephrase Theorem 3.1 from [26] in the language of this paper.

**Theorem 5.1** ([26, Theorem 3.1]). Given a nonempty SFT $X \subseteq S^{\mathbb{Z}^d}$ and a nearest-neighbor potential $\Phi$, consider $\mu \in \mathcal{G}(X, \Phi)$, $\nu \in M_G(X)$, and \{$T_n$\} a Følner sequence such that

(A1) $(X, \{T_n\})$ satisfies condition (D),
(A2) $\lim_{M \rightarrow G^-} \mu([x_e][x_M])$ exists uniformly over $x \in \text{supp}(\nu)$, and
(A3) $c_{\mu, \nu} := \inf_{x \in \text{supp}(\nu)} \inf_{M \in \Theta} \mu([x_e][x_M]) > 0$.

Then $P(\Phi) = \int (I_\mu(e|G^-) + \varphi) d\nu$.

Condition (A2) means that for all $\epsilon > 0$, there exists $n \in \mathbb{N}$ such that
\begin{equation}
|\mu([x_e][x_M]) - \mu([x_e][x_M])| < \epsilon
\end{equation}
for all $x \in \text{supp}(\nu)$ and for all $[-n, n]^d \cap G^- \subseteq M_1, M_2 \subseteq G^-$. This is equivalent to saying that for all $\epsilon > 0$ there exists $M_0 \in \Theta$ such that (95) holds for all $M_1, M_2 \ni M_0$ and $x \in \text{supp}(\nu)$.

This theorem was a generalization of [9, Theorem 1]. We claim that Theorem 4.5 is a generalization of Theorem 5.1 (i.e., [26, Theorem 3.1]). Indeed, $\mathbb{Z}^d$ is a countable discrete amenable linearly bi-ordered group if we consider $\leq$ the lexicographic order and $[-n, n]^d$ as a Følner sequence. Now, given a nonempty SFT $X$ and a nearest-neighbor (and therefore, absolutely summable) potential $\Phi$, it is always the case that $\mathcal{G}(X, \Phi) \neq \emptyset$ (see [30]) and, due to Corollary 2.3, $\text{supp}(\mu) = X$ for all $\mu \in \mathcal{G}(X, \Phi)$.

Given $M \in \Theta$, define $f_M : X \rightarrow \mathbb{R}$ as $f_M(x) := \mu([x_e][x_M])$ for $x \in X$. Notice that $f_M$ is a local function (i.e., it depends on finitely many coordinates), it is defined everywhere on $\text{supp}(\mu) = X$, and therefore it is continuous.

If $Y := \text{supp}(\nu) \subseteq X$, condition (A2) implies that $\{f_M\}_{M \in \Theta}$ converges uniformly (in the net sense) on $Y$ to some function $f_\infty : Y \rightarrow \mathbb{R}$ and condition (A3) implies that $f_M(x) \geq c_{\mu, \nu} > 0$ for all $x \in Y$ and $M \in \Theta$. Consequently, each element in $\{-\log f_M|Y\}_{M \in \Theta}$ is also continuous and, due to the Mean Value Theorem, $-\log f_M$ converges uniformly on $Y$ to $-\log f_\infty$. Therefore, for any Følner sequence \{$T_n$\}, since $T_n^{-} = T_nh^{-1} \cap G^- \in \Theta$ for all $n \in \mathbb{N}$ and $h \in T_n$, it can be checked that
\begin{equation}
I_{\mu}(e|T_n^{-}) = -\log f_{T_n^{-}} \frac{I_0}{[T_n]} = -\log f_\infty = I_{\mu}(e|G^-) := I_{\mu, \nu}(e|G^-).
\end{equation}

On the other hand,
\[
\|I_\mu(e|T_n^{-})\|_\nu = \| -\log f_{T_n^{-}}\|_\nu \leq \| -\log f_{T_n^{-}}\|_\infty \leq \log(1/c_{\mu, \nu}),
\]
so \( \sup_n \max_{h \in T_n \setminus T_{n,0}} \| I_\mu(e|T_{n,h}^-) \|_\nu < \infty \) and therefore,

\[
|T_n|^{-1} \sum_{h \in T_n \setminus T_{n,0}} \| I_\mu(e|T_{n,h}^-) \|_\nu \xrightarrow{n \to \infty} 0.
\]

It can be noticed that in Theorem 4.5 no continuity of \( I_{\mu,G}^- \) is required nor uniform convergence in \( \text{supp}(\nu) \) necessary, in contrast to Theorem 5.1. Another advantage is that convergence and bounds in Theorem 4.5 are all along a particular directed set of subsets of the past and not all of them.

### 5.2 Some implications and examples

In [26], it is shown that Condition (A2) from Theorem 5.1 holds for any nearest-neighbor potential \( \Phi \) such that the corresponding Gibbs \((X, \Phi)\)-specification satisfies a form of correlation decay called **strong spatial mixing (SSM)**, also known as regular complete analyticity; see [8] for a good survey on this subject. Although the definition of strong spatial mixing is usually stated for nearest-neighbor (or finite range) potentials or Markov random fields (see, e.g., [26, Definition 2.11]), it can be naturally extended to absolutely summable potentials (see, e.g., [19] and the infinite range Ising model case). On the other hand, in [4], it is proven that Conditions (A1) and (A3) from Theorem 5.1 hold whenever the \( \mathbb{Z}_d \)-subshift \( X \) satisfies a property called topological strong spatial mixing (TSSM), also introduced in [4].

These definitions and results were originally developed for \( \mathbb{Z}_d \)-subshifts. In the general group \( G \) case, what we mostly have to take into consideration is that the definition of SSM and TSSM rely on a metric on \( G \), which can be naturally taken to be the word metric for a given generating set (and coincides with the graph metric in the corresponding Cayley graph). Then, the definitions and most results can be naturally extended to \( G \)-subshifts on finitely generated groups \( G \) and, more generally, to any closed set of colorings of a countable graph (see [5, Definition 4.2 and Definition 4.6]).

Then, in the context of finitely generated groups \( G \) (i.e., when the generating set can be chosen to be finite), our results can be easily proven to hold for any \( G \)-subshift \( X \) that satisfies TSSM (which, in particular, implies \( X \) is an SFT) and any absolutely summable potential \( \Phi \) that induces a Gibbs \((X, \Phi)\)-specification satisfying SSM (which, in particular, implies there exists a unique Gibbs measure in \( \mathcal{G}(X, \Phi) \)). Consequently, based on all the discussion here and in Section 5.1, it is possible to prove the following corollary.

**Corollary 5.2.** Consider

- \( G \) a countable discrete finitely generated group,
- \((H, \leq)\) an amenable linearly right-ordered subgroup \( H \leq G \) of finite index,
\begin{itemize}

\item $K \subseteq G$ a left transversal so that $G = KH$,
\item $X$ a nonempty $G$-subshift that satisfies TSSM,
\item $\{F_n\}$ a left Følner sequence for $H$ such that $(X,\{KF_n\})$ satisfies condition (D),
\item $\Phi$ a potential such that the Gibbs $(X,\Phi)$-specification satisfies SSM.

\end{itemize}

Then, for the unique Gibbs measure $\mu \in \mathcal{G}(X,\Phi)$, we have that

\begin{equation}
P(\Phi) = \int (I_\mu(K\mid G^-) + \varphi_K) d\nu
\end{equation}

for any $\nu \in \mathcal{M}_H(X)$.

As an application of Corollary 5.2, we have the following: In [9], it was shown that the pressure of the hardcore lattice gas model with activity $\lambda$ in the $d$-dimensional hypercubic lattice $\mathbb{Z}^d$ has a pressure representation that corresponds to a very particular case of Theorem 4.5. Moreover, in [9], it is proven that this special representation—which corresponds to the case where $\nu$ is an atomic measure supported on a single fixed point—holds whenever the model satisfies SSM in the Cayley graph associated to the canonical generating set of $\mathbb{Z}^d$. Using similar arguments and relying on Corollary 5.2, now it can be checked that, for sufficiently small $\lambda > 0$, the same result is true for the hardcore model on any Cayley graph of any finitely generated virtually orderable group $G$ and for any $\nu \in \mathcal{M}_H(X)$. In other words, for this family of models (that consists of $G$-subshifts $X \subseteq \{0,1\}^G$ that satisfies TSSM, where 0 is a safe symbol and $\Phi$ is a single-site potential modulated by $\lambda$), if the parameter $\lambda$ is small enough, then SSM holds in the Cayley graph associated to the canonical generating set of $\mathbb{Z}^d$. Using similar arguments and relying on Corollary 5.2, now it can be checked that, for sufficiently small $\lambda > 0$, the same result is true for the hardcore model on any Cayley graph of any finitely generated virtually orderable group $G$ and for any $\nu \in \mathcal{M}_H(X)$. In other words, for this family of models (that consists of $G$-subshifts $X \subseteq \{0,1\}^G$ that satisfies TSSM, where 0 is a safe symbol and $\Phi$ is a single-site potential modulated by $\lambda$), if the parameter $\lambda$ is small enough, then SSM holds in the Cayley graph associated to the canonical generating set of $\mathbb{Z}^d$. Using similar arguments and relying on Corollary 5.2, now it can be checked that, for sufficiently small $\lambda > 0$, the same result is true for the hardcore model on any Cayley graph of any finitely generated virtually orderable group $G$ and for any $\nu \in \mathcal{M}_H(X)$.

\section{Case $\nu = \mu$}

A very important case is when the measure $\nu$ coincides with the Gibbs measure $\mu$. By Theorem 3.4 and Theorem 3.7.(2), we know that

\begin{equation}
P(\Phi) = h(\mu) + \int \varphi d\mu = \int (I_\mu(G^-) + \varphi) d\mu.
\end{equation}

Now, we show that we can obtain a more general expression for $P(\Phi)$, which resembles the work in [13], but in the context of amenable virtually orderable groups. In the context of Theorem 4.5, if $\nu = \mu$, we first claim that

\begin{equation}
P(\Phi) = \frac{1}{[G:H]} \sum_{i=1}^\ell (I_\mu(L_i\mid G^-) + \frac{1}{\ell} \varphi_K) d\mu,
\end{equation}
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because the assumptions

1) \[ I_\mu(L_i|T_{n,h}(i)) \xrightarrow{L^1_\mu[[F]]} I_{\mu,\mu}(L_i|G_i^-) \]

2) \[ |F_n|^{-1} \sum_{h \in F_n \setminus F_{n,\mu}} \|I_\mu(L_i|T_{n,h}(i))\|_\mu \xrightarrow{n \to \infty} 0 \]

follow for free. It suffices to prove that

(101) \[ I_{\mu,\mu}(L_i|G_i^-)(x)_{\mu(x)-a.e.} = I_\mu(L_i|G_i^-)(x) \quad \text{for all } 1 \leq i \leq \ell. \]

Here, by \( I_{\mu,\mu}(L_i|G_i^-) \), we mean the limit

\[ I_\mu(L_i|T_{n,h}(i)) \xrightarrow{L^1_\mu[[F]]} I_{\mu,\mu}(L_i|G_i^-) \]

and \( I_{\mu,\mu} \) refers to the information function of \( \alpha^{L_i} \) conditioned on \( \mathcal{B}_{G^-} \). The existence of the limit and the equality follow from [18, Lemma 2.3] adapted to our case.

**Lemma 5.3 ([18, Lemma 2.3])**. Let \( \Theta \) be a denumerable directed set and \( \{ \mathcal{B}_\theta : \theta \in \Theta \} \) an increasing family of sub-\( \sigma \)-algebras of \( \mathcal{B}_G \). If \( M \in \mathcal{F}(G) \) and \( \mathcal{C}_\infty = \bigvee \mathcal{B}_{\theta} \) is the \( \sigma \)-algebra generated by all \( \mathcal{B}_{\theta} \), then

\[ I_\mu(\alpha^M|\mathcal{C}_\Theta) \xrightarrow{L^1_\mu} I_\mu(\alpha^M|\mathcal{C}_\infty). \]

In our case, \( \Theta = \{ F_n \} \), \( \mathcal{C}_{(n,h)} = \mathcal{B}_{T_{n,h}(i)} \), and \( \mathcal{C}_\infty = \mathcal{B}_{G_i^-} \), so

\[ \mathcal{B}_{G_i^-} = \bigvee_{(n,h) \in [[F_n]]} \mathcal{B}_{T_{n,h}(i)}, \]

and \( M = L_i \). Then, it is guaranteed that

(102) \[ I_\mu(L_i|T_{n,h}(i)) \xrightarrow{L^1_\mu[[F_n]]} I_\mu(L_i|G_i^-). \]

On the other hand, it can be checked that

(103) \[ |F_n|^{-1} \sum_{h \in F_n \setminus F_{n,\mu}} \|I_\mu(L_i|T_{n,h}(i))\|_\mu \xrightarrow{n \to \infty} 0, \]

since \( \|I_\mu(L_i|T_{n,h}(i))\|_\mu \leq H_\mu(\alpha^{L_i}) < \infty \) and \( \frac{|F_n| \setminus F_{n,\mu}|}{|F_n|} \to 0 \). Therefore, Theorem 4.5 applies.
5.4 Entropy of lattice systems. To finish, notice that the decomposition given in (50), Lemma 5.3, and the discussion above hold for arbitrary \( \nu \in M_G(X) \), not necessarily a Gibbs measure. Reusing these ideas, we can conclude that

\[
(104) \quad h(\nu) = \frac{1}{[G : H]} \sum_{i=1}^{\ell} \int I_\nu(L_i|G_i^{-}) d\nu = \frac{1}{[G : H]} \sum_{i=1}^{\ell} H_\nu(\alpha^{L_i}|B_{G_i^{-}}).
\]

In [13], Helvik and Lindgren explored ways to represent measure-theoretical entropy of lattice systems as sums of conditional entropies. Formally, they considered an arbitrary \( d \)-dimensional point lattice \( G \) (see [13] for all relevant definitions) and a tiling \((K, H)\) consisting of a finite subset \( K \subseteq G \) with \( e \in K \) and a \( d \)-dimensional subgroup \( H \leq G \) satisfying

1. \( K + H = G \) and
2. \( (K + h_1) \cap (K + h_2) = \emptyset \) for all \( h_1, h_2 \in H, h_1 \neq h_2 \).

Then, they had the following theorem (where we have combined notation and terminology from their work and the present one in order to help the reader to compare both of them).

**Theorem 5.4** ([13, Theorem 1]). Let \( G \) be a \( d \)-dimensional point lattice, \( \nu \in M_G(S^G) \), and \((K, H)\) be a tiling of \( G \). Partition \( K \) into \( \ell \) nonempty pairwise disjoint sets \( L_1, \ldots, L_\ell \), with \( 1 \leq \ell \leq |K| \), and define \( K_i = \bigcup_{j=1}^{i} L_j \). Then,

\[
(105) \quad h(\nu) = \frac{1}{|K|} \sum_{i=1}^{\ell} H_\nu(\alpha^{L_i}|B_{(L_i+H^{-})\cup(K_{i-1}+H)}).
\]

By comparing (104) and (105), it is easy to see that, after identifying and renaming some terms, the two equations are identical. This gives a generalization of the result from Helvik and Lindgren and, in particular, covers both the abelian and non-abelian (virtually orderable) cases.
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