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Abstract

Post-Quantum Cryptography (PQC) is rapidly developing as a stable and reliable quantum-resistant form of cryptography, throughout the industry. Similarly to existing cryptography, however, it does not prevent a third-party from using the secret key when third party obtains the secret key by deception, unauthorized sharing, or unauthorized proxying. The most effective alternative to preventing such illegal use is the utilization of biometrics during the generation of the secret key. In this paper, we propose a biometric-based secret key generation scheme for multivariate quadratic signature schemes, such as Rainbow. This prevents the secret key from being used by an unauthorized third party through biometric recognition. It also generates a shorter secret key by applying Principal Component Analysis (PCA)-based Confidence Interval Analysis (CIA) as a feature extraction method. This scheme’s optimized implementation performed well at high speeds.
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1. Introduction

High speed Post-Quantum Cryptography (PQC) is the latest cryptographic technique to have been actively studied regarding the emergence of quantum computers, which threaten the security of the industry’s existing cryptosystems [1]. Existing cryptographic algorithms such as RSA (Rivest-Shamir-Adleman) and ECDSA (Elliptic Curve Digital Signature Algorithm) are no longer secure, because they are based on the difficulty of factorization or discrete logarithm problems, which can be decrypted by quantum computers [2]. Therefore, there is a growing need for a new public key cryptography techniques that are resistant to the quantum computation of quantum computers, and quantum resistant cryptographic algorithms are being actively researched.

In particular, National Institute of Standards and Technology (NIST) is conducting a competition to create the standard for quantum resistant cryptosystems, which would be safer and more secure for quantum computation, to provide stable and reliable quantum-resistant cryptography throughout the industry [3-4]. NIST has classified into three detailed algorithms for quantum resistant cryptosystems: encryption, key exchange, and signature. The basic building blocks for designing quantum resistant cryptographic algorithms are lattice, code, hash, and multivariable quadratic (MQ). Among building blocks, the MQ signature algorithm shows faster performance than that of the existing RSA and ECDSA [5-6]. The representative MQ signature algorithm, the rainbow signature scheme (with Quantum Security Level 128-bit), is 145 times faster than RSA regarding signature generation, and is three times faster than ECDSA. It is also two and seven times faster for signature verification than these alternatives, respectively [7].

However, similarly to existing encryption algorithms, the quantum-resistant cryptographic algorithm does not prevent a third party from acquiring the encryption key by deception, unauthorized sharing, or unauthorized proxying of the key. The most effective alternative to prevent unauthorized third-party use of cryptographic key-based security solutions, such as digital signatures and encryption algorithms, is the utilization of biometrics within existing crypto systems [8-10].

Biometrics such as face, iris, and fingerprints, can be used for user authentication because they are unique characteristics that cannot be separated from the original user. However, biometrics consist of unstable information obtained with different values from noise images. This is true even though the same part of the same person is repeatedly acquired many times at short intervals, using the same device, under the same conditions. In conventional cryptosystems, as input values having a difference of one-bit can lead to a very large difference for authentication, the most important problem for generating the key from the biometrics is finding a scheme that can stably reproduce the exact bit string that looks random using the noisy input [11-13].

The fuzzy extractor proposed by Dodis et al., comprises one of the representative studies for solving this problem. It generates a key from biometrics such as face images, so that it can be applied to any cryptographic algorithm [12]. However, the proposed fuzzy extractor has high computational complexity for getting a \((P, f(R))\) pair, and requires a very large space (units of Giga- or Tera-) to store the \(P\) and \(f(R)\), which are extracted from biometrics as helper data (\(R\) is the key) [14]. Given these biometrics, generating a key that is both sufficiently long and strong from biometrics is a major problem; in our proposed scheme it is referred to as the entropy loss problem. To solve this problem, Fuller et al. proposed a model using the learning with error
(LWE) problem [15]. Cheon et al. also applied the LWE problem to the model proposed by Canetti et al. to solve this problem, creating models with more acceptable P and f(R) storage sizes [14], [16-17]. In addition to the fuzzy extractor, there is another way, which uses quantization based on intervals to map a continuous set, as biometrics, to a countable smaller set, as indexes of each interval. However, the key generation schemes based on this quantization are not as feasible as those of the fuzzy extractor approach.

Unlike a general biometric-based key generation model that can be applied to any cryptographic algorithms, Conti, et al. proposed BiometricRSA, which is a model for generating private keys from some images of two fingerprints stored on smart cards. This model maps a prepared large prime number list for targeting RSA [18]. Thus, models for generating a secret key for a specific cryptographic algorithm, like RSA, have been proposed. Most of these models are simple mapping or linking methods, similar to BiometricRSA. It is not easy to find a representative study because their proposals do not provide a reasonable and concrete method [18-21]. Minhye Seo et al. proposed a new biometric-based key derivation function for enhancement of the authentication system by the replacement of password-based key derivation functions [22]. Some researchers have tried to use other noise sources such as Physical Unclonable Function and image link, but these results are also insignificant [23].

As a result, out of these biometric-based key generation schemes, fuzzy extractor schemes have been attracted significant attention. However, they are still difficult to realize, due to noise and error elimination problems, computation problems, and storage size problems for helper data [24-26].

In this paper, we propose a PCA-CIA ensemble-based seed extraction scheme and a biometric-based secret key generation scheme for targeting a specific cryptographic algorithm. It can effectively apply biometrics, and can satisfy a certain level of security, such as quantum security level in 128-bit. Our target cryptographic algorithm is the Rainbow signature scheme, which is a kind of MQ public key cryptography. This scheme can also be quantum-resistant and can be implemented in resource-constrained IoT devices, capable of performing at high speeds. The proposed scheme prevents the use of the secret key by an unauthorized user through biometric recognition schemes. It then provides a key reduction and a practical storage size for the helper data, which is called bio-seed.

The main contributions of this paper are as follows:

- We described the basic idea of the bio-seed extraction, which is suitable for MQ signature schemes such as Rainbow, through image processing. Considering the specific security parameters of Rainbow, we designed a PCA-CIA ensemble-based feature extraction scheme and extracted the bio-seed from face images.
- We proposed the bio-seed-based MQ signature model with a bio-seed key generation method. After a signer is authorized with the bio-seed as a feature of the recognition process, the signer can generate a secret key and public key pair \( \{SK, PK\} \) with the bio-seed.
- We implemented our bio-seed-based MQ signature scheme and optimized it by using single instruction multiple data (SIMD). Then, we evaluated the performance of our scheme in terms of storage size for bio-seed and the CPU clock usage for key generation, signature generation, and signature verification.

The remainder of the paper consists of the following: in Section 2, we review some related literature for our work. In Section 3, we explain how to extract the feasible bio-seed for the MQ signature schemes. In Section 4, we describe how to apply the proposed bio-seed to an
MQ signature scheme, such as Rainbow. Section 5 presents the experimental results, to prove the feasibility of the biosignature scheme. In Section 6, we summarize the proposed scheme.

2. Related Work

2.1 Multivariate Quadratic-based Public Key Cryptography

Multivariate Quadratic Public Key Cryptography (MPKC) is one of the main approaches for secure communication in a post-quantum world. The principal idea is to choose a multivariate system, $Q$, of quadratic polynomials that can be easily inverted to a central map. The idea is based on the MQ problem over finite fields known as the NP-hard problem. After that, one chooses two affine linear invertible maps $S$ and $T$ to hide the structure of $Q$. The public key of the cryptosystem is the composed map $P = S \circ Q \circ T$ which is difficult to invert. The private key consists of $S^{-1}$, $T^{-1}$ and $Q$ and therefore allows us to invert $P$. There are several models based on how to build $Q$ and to select parameters to prevent various attacks [27-29]. A lot of work has been done to study the security of multivariate schemes, but it is still an open problem. To date, Rainbow, a major MPKC proposed by Ding and Schmidt, has a structure and the specific parameters that have survived numerous attacks [29-30]. The MQ polynomials with $Q$ in Rainbow($q$, $v_1$, $o_1$, $o_2$) are defined in $n$ variables $x_1, ..., x_n$ ($m = o_1 + o_2$, $n = v_1 + m$, $k = 1, ..., m$) as shown in Eq (1). Rainbow, with Eq (1), is generally composed of three algorithms, a key generation algorithm, a signature generation algorithm, and a signature verification algorithm.

$$F_{x(x)} = \sum_{i \in o_i, j \in S_i} a_{ij}^k x_i x_j + \sum_{i \in j \in S_i, i \in j} b_{ij}^k x_i x_j + \sum_{i \in S_i \cup o_i} \gamma_i^k x_i + \eta_k$$ (1)

- **Private Key Generation**: The private key consists of $S : F^m \rightarrow F^m$, $T : F^m \rightarrow F^n$, and $Q = (f_{v1+1}(x), ..., f_n(x))$, where $m = n - v_1$ and the field is $F$.
- **Public Key Generation**: The public key consists of $P(x) = S \circ Q \circ T(x) : F^n \rightarrow F^m$.
- **Signature Generation**: A signer generates the signature $sig$ by computing $T^{-1} \circ Q^{-1} \circ S^{-1}(H(msg))$, where $H(\cdot) : F^n$ is a hash function and $msg$ is a message to be signed. $Q^{-1}$ is to solve $f_k(x)$ with $Q$ and $S^{-1}(H(msg))$.
- **Signature Verification**: The receiver verifies the signature by checking if $P(sig) = H(msg)$. If $P(sig) \neq H(msg)$, the received signature $sig$ is fake.

| Scheme   | Security Parameters | Quantum Security Level | Classic Security Level | Size of PK | Size of SK |
|----------|---------------------|------------------------|------------------------|------------|------------|
| AES      | 128                 | 64                     | 128                    | -          | 128        |
| AES      | 256                 | 128                    | 256                    | -          | 256        |
| RSA      | 3,072               | 0                      | 128                    | 24,576     | 3,072      |
| ECDSA    | 256                 | 0                      | 128                    | -          | 256        |
| ECDSA    | 384                 | 0                      | 256                    | -          | 384        |
| UOV      | (256,56,28)         | 80                     | -                      | $99 \times 10^5$ | $95 \times 10^5$ |
| Rainbow  | (256,19,18,19)      | 80                     | -                      | $59 \times 10^6$ | $42 \times 10^6$ |

Zhiniang, Peng and Tang analyzed the security of several major schemes, including Rainbow [28]. The observed parameters of Rainbow for 80-bit and 100-bit security are
(GF(256),19,18,19) and (GF(256),26,23,23), respectively. The length of the public key, $PK$, and the secret key, $SK$ (a private key stored in safe area), are 59.7 KB and 42 KB, respectively, given (GF(256),19,18,19) as shown in Table 1. Zhiniang, Peng and Tang also proposed a new Rainbow variant scheme with rotating relations, called circulant rainbow [28]. They analyzed rotating relation attacks, as well as other major attacks, for rainbow-based schemes. They concluded that rotating relations are hard to exploit regarding the cryptanalysis of MPKC, and that their proposed scheme with rotating relations can withstand all attacks, providing that the parameters are chosen properly [28], [30-32].

2.2 PCA-based Feature Extraction

PCA (Principal Component Analysis) is one of the most popular multivariate statistical techniques that uses an orthogonal transformation. It has been broadly applied to multivariate data analysis, pattern recognition, and signal processing, and has driven variants of PCA such as Quaternion PCA, L1-norm PCA, patch PCA, and (2D)2 PCA, in various aspects [33-37].

These PCA variants have been widely used in the field of biometrics. In particular, PCA has been applied to face images, an approach that has been termed eigenfaces [38]. This was first developed by Sirovich and Kirby for recognition, and was used by Turk and Pentland for face classification [39-40]. They tried to find a lower-dimensional space for the simplest approach to recognize faces as a template matching problem. They considered PCA for faces, and introduced their main idea behind eigenfaces as follows:

- Let $\Gamma$ be an $N^2 \times 1$ vector for an $N \times N$ face image $I$.
- $\Gamma$ is represented into $\bar{\Gamma}$ in a low-dimensional space, where $\Phi = \Gamma - \Psi$ (a mean face $\Psi$, a represented face $\Phi$, $K \ll N^2$): $\bar{\Gamma} = \Phi - \bar{\Phi} = w_1 u_1 + w_2 u_2 + \cdots + w_K u_K$

For face recognition with PCA, the steps are as follows: first, the eigenface generation step, with $K$ eigenvectors corresponding to $K$ largest eigenvalues; then, the face representation step as a linear combination of the eigenvectors; and finally the distance calculation step, within the eigenspace [36], [40-42].

2.3 CIA based on PCA and T-test

CI (Confidence Interval) is also a major statistical analysis technique and can be applied to ensemble methodology in various domains [43-44]. CIA (Confidence Interval Analysis) for face images is based on a set of this confidence interval generated by using the $PRE_{TCI\_GENERATE}$ algorithm in [45]. The algorithm includes steps for calculating $pc_{ij}(j)$ as $i$-th principal component of $j$-th face image, taking a T-test value $t$, and generating a confidence interval $ci_i$ as a return value where $1 < i < m$ and $1 < j < n$.

3. Bio-Seed Extraction Scheme from Biometrics

In this section, we describe the proposed bio-seed $BS$ extraction scheme, which extracts a seed from noisy data such as biometrics to apply MPKC. This $BS$ is used as a secret key to generate a private key in MPKC. In order to design the $BS$ extraction scheme, we consider some properties of an MPKC scheme such as Rainbow, as follows:
The MQ signature scheme can be applied over GF(256), as well as many other signals - including images that can be represented in 8 bits.

The private key consists of the central map, $Q$, and two affine transformations, $S^{-1}$ and $T^{-1}$. These are made of random numbers over GF(256), as well as the acquired biometrics, which also appear as random numbers because of their variance noise.

The central map is a subspace of an $n \times n \times m$ matrix where $n$ and $m$ are the security parameters; this appears as a subspace of the $K^3$ matrix simply in terms of size, where $k \geq n > m$ and $K$ is the number of principal components.

Various biometrics can be applied for the proposed scheme if we can use the biometrics to generate a $k$-dimensional subspace where $k \geq n > m$.

The basic idea of the proposed scheme, as shown in Fig. 1, is to generate biometric-based secret information, $BS$, from $F^{N \times N \times M}$ to $F^{3k}$, using signal processing. The $BS$ can be used to derive a map from $F^{3k}$ to $F^{N \times N \times M}$, and to replace the existing central map with the $BS$-based central map in the private key in the Key Generation Algorithm in Section 4. The basic process of this scheme includes the inclusion of output types ($Ot$), determining whether to save ($Sv$), and the stabilization of the state ($Ss$) of the output data in each stage ($St$), as shown in Fig. 1. The first stage, the Acquisition Stage, simply involves taking the signals or pictures as sources to generate $BS$. They are converted into grayscale in the second stage, the Grayscale Stage, if they are not already grayscale signals. The third stage, the Dimension Reduction Stage, involves reducing the higher dimensional grayscale images into $K$-dimensional images. The fourth stage, the Bio-Seed Extraction Stage, comprises representing the dimension reduced data into $K$ groups.

The inputs of the first to third stages are deleted after they are used. $BS$ is the only information that has to be kept in a secure area as $SK$, as it is impossible for it to be regenerated without using the same biometrics. $BS$ is stable data for the mid-term. Our chosen methods
(Cm) for each stage are camera for acquisition, gray-scaling for transforming into the gray-scale, PCA for dimension reduction, and confidence interval analysis (CIA) for BS extraction.

1) Acquisition Stage: The $N \times N$ face images $I = [I_1, ..., I_M]$ are acquired using a camera.

2) Gray-scaling Stage: Gray-scaling is the process of converting a continuous-tone image into an image that a computer can manipulate. After gray-scaling, the gray-scale image $GI = [GI_1, ..., GI_M]$ is represented by 8 bits, so that each pixel is the same as an unsigned byte in various computer programming languages, such as C. Each pixel has 256 difference values $\{0, ..., 255\}$ and can be applied for operations over GF(256).

3) Dimension Reduction Stage: We used PCA for the dimension reduction of the gray-scale face image, $GI$, by projecting it from an $N^2$-dimensional space to a $K$-dimensional space, where $K \ll N^2$ and $K \geq n$. For the dimension reduction of face images using PCA, the face images must be centered and must be of the same size. In this paper, the PQC model that was used to fuse the face images is Rainbow, and the central map is replaced with a BS-based central map. Therefore, we need at least $n$ dimensions, where $n$ is a parameter in the MQ signature scheme. As a result, it is possible to use any reduction method to obtain $K$ dimensions. To the best of our knowledge, this is the first time that such a fusion model has been proposed. PCA appears to be the most suitable choice to demonstrate the effectiveness of the proposed scheme, based on previous experimental cases that include the results of recognition based on PCA and CIA, although we do not focus on recognition here.

4) Bio-Seed Extraction Stage: We consider that the $n \times n \times m$ central map is a subspace of a larger $K^3$ cube, as a candidate of the new central map. To use this to generate the cube in the key generation stage, we represent the dimension-reduced faces into $K$ groups, including their upper bound, median, and lower bound, using CIA. We call them BS for generating a private key map to sign, and a public key map to verify. Similarly, at this stage, another method could also be applied, providing that it can represent or generate $K$ groups with three or more elements, for an ensemble of Rainbow and biometrics.

![Algorithm 1. Bio-Seed Generation Algorithm](image)

**Input:** grayscale face images $GI = \{GI_1, GI_2, ..., GI_M\}$

**Output:** bio-seed BS

1. $t \leftarrow t_{0.001}(M - 1)$
2. Represent every image $GI_i$ as a vector $\Gamma$
3. Compute the average face vector $\Psi$: $\Psi = \frac{1}{M} \sum_{i=1}^{M} \Gamma_i$
4. Subtract the mean face $\Phi_i$ from the represented face images $\Gamma$: $\Phi_i = \Gamma_i - \Psi$
5. Compute the covariance matrix $C$: $C = \frac{1}{M} \sum_{i=1}^{M} \Phi_i \Phi_i^T = AA^T$ where $A = [\Phi_1 \Phi_2 \cdots \Phi_M]$
6. Compute the eigenvectors $U_j$ of $AA^T$ including the largest $K$ eigenvalues
7. Represent $\Phi_i$ as $\Omega_i^T = [\omega_{i1}, ..., \omega_{ij}, ..., \omega_{iK}]$.
8. Compute the average $\bar{X} = [\bar{X}_1 \cdots \bar{X}_j \cdots \bar{X}_K]$: $\bar{X}_j = \frac{1}{M} \sum_{i=1}^{M} \omega_{ij}$ for $j = 1, ..., K$
9. Compute a variance vector $V = [V_1 \cdots V_j \cdots V_K]$:
   $V_j = \frac{1}{M-1} \sum_{i=1}^{M} \omega_{ij}^2 - \bar{X}_j^2$ for $j = 1, ..., K$
10. Generate confidence interval $CI_j$: $CI_j = \bar{X}_j \pm t \cdot V_j \cdot M^{-1/2}$ for $j = 1, ..., K$
11. Represent $CI$ which is divided into a set of $K$ groups (upper bound $ub$, median $md$, lower bound $lb$), as bio-seed BS: $BS = ((ub_1, md_1, lb_1), ..., (ub_K, md_K, lb_K))$
12. Return BS
Algorithm 1 shows how BS is extracted in the dimension reduction stage with PCA, and in the bio-seed extraction stage with CIA. The main purpose of this algorithm is to represent each $N \times N$ face image, $G_{I_i}$, into $N \times 1$ vector $\Omega_i = [\omega_1, ..., \omega_j, ..., \omega_k]^{T}$, whose weight corresponds to an eigenvector $U_i = [U_1, ..., U_k]$ for $i = 1, ..., M$ through lines 1 to 7, and to produce $C_{I_i} = [C_{I_1}, ..., C_{I_K}]$ through lines 8 to 10. For example, if $M = 5$, all faces $C_{I_i}$ are represented as $\Omega_i$ for $i = 1, ..., 5$: $\Omega_1 = [\omega_{1,1}, ..., \omega_{1,j}, ..., \omega_{1,k}]$, $\Omega_2 = [\omega_{2,1}, ..., \omega_{2,j}, ..., \omega_{2,k}]$, $\Omega_3 = [\omega_{3,1}, ..., \omega_{3,j}, ..., \omega_{3,k}]$, $\Omega_4 = [\omega_{4,1}, ..., \omega_{4,j}, ..., \omega_{4,k}]$, and $\Omega_5 = [\omega_{5,1}, ..., \omega_{5,j}, ..., \omega_{5,k}]$. Here, $C_{I_5}$ is the 5th confidence interval for $\{\omega_{1,1}, \omega_{2,1}, \omega_{3,1}, \omega_{4,1}, \omega_{5,1}\}$. Then, BS = $\{C_{I_1} = (u_b, m_d, l_b), ..., C_{I_K} = (u_b, m_d, l_b)\}$ is generated with $C_{I}$ in line 11.

4. Bio-Seed-based Key Generation Applied to A MQ Signature Scheme

4.1 Overview of Bio-Seed-based MQ Signature Scheme

Fig. 2 shows the overall steps of the bio-signature scheme. The proposed bio-signature scheme is designed by weaving together greyscale image process schemes with the MPKC signature scheme, over GF(256). Grayscale images are commonly stored with 8 bits per pixel. Moreover, this scheme can be directly applied via operations over GF(256) including mod for reduction, Exclusive Or (XOR) operation for addition and subtraction, and lookup tables for multiplication, inversion, and division.

![Fig. 2. Bio-Seed-based signature model showing the the proposed key generation scheme](image)

A common signature scheme basically includes three stages: key generation, signature generation, and signature verification. While these basic stages are almost the same, there are differences in the methods used for processing biometrics to generate keys and apply them into a signature scheme. The first stage, the key generation stage, includes either acquiring grey images or converting images into grey images, extracting a bio-seed BS, which consists of 3K elements extracted from noisy data (i.e. face images), quantizing BS in the three-dimensional (3D) array (called the bio-cube), organizing maps for a private key with the bio-cube, and generating a public key (PK) with the bio-cube. Unlike PK, the important information that needs to be kept safe for a period is BS, which is used as a secret key, SK. The second stage, the
signature generation stage, includes loading BS in a secure area, quantizing the bio-cube as coefficient maps with BS, and generating a biometric-based signature, sig. However, only authenticated user can access the BS and use it for generating sig. The authentication procedure is based on image processing in Fig. 2 and steps 1-7 in Algorithm 1 with grayscale face image GI_{now}. After checking whether ub_{i} < \omega_{now,i} and \omega_{now,i} < lb_{i} for each feature \omega_{now,i} (i = 1, ..., k) in PCA-based features \Omega^T_{now} = [\omega_{now,i}, ..., \omega_{now,k}] generated from GI_{now}, the number of passed \omega_{now,i} can determine the user’s access for BS. The third stage, the signature verification stage, includes loading PK as coefficients in the MQ polynomial, P(sig), and checking the validity of sig by evaluating it via P(sig).

4.2 Key Generation Algorithm

This section presents the proposed biometric key generation scheme with BS for the RAINBOW signature scheme. The basic idea is that a private key map for signature generation is made by transforming BS into a cube in the form of a 3D array, whereas the MQ signature scheme is usually made by filling the cube with random numbers.

The process of this key generation scheme with BS is as shown in Fig. 3. The BS of K groups are used to make PK, and are stored as SK. First, BS is represented by the bio-cube by quantization. The bio-cube, is aligned with the two-dimensional (2D) planes consisting of the X axis and Y axis, with respect to the Z axis. The first and second 2D planes must be two invertible affine maps, as S^1 and T^1. Therefore, part S^1 of the first plane and part T^1 of the second plane are checked to see if they are invertible - if this is not the case they are swapped with another plane, after the third plane. Swapping planes here refers to changing the order of the pairs in BS. The resulting BS, with this adjusted order, is kept as SK in a safe place for the MQ signature scheme, and is used to generate the private key in the signature generation stage. The adjusted BS is also used to generate PK, using calculations based on P(sig) = S \circ Q \circ T(sig). The bio-cube reflects the adjusted BS; it includes S^1, T^1, and Q. The public map, Pc, which is calculated using the bio-cube and P(sig), is symmetrical, and all of the 2D planes are arranged in the form of triangles for computational efficiency. Finally, in this key generation process, the PK consists of the reshaped Pc.

![Fig. 3. Key generation process with the bio-seed](image)
Algorithm 2. Bio-Seed-based Key Generation Algorithm

Input: bio-seed $BS = \{(ub_1, md_1, lb_1), ..., (ub_K, md_K, lb_K)\}$
Output: a secret key $SK$ and a public key $PK$
1. Rearrange $BS$ to $X = [ub_1, ..., ub_K], Y = [md_1, ..., md_K]$, and $Z = [lb_1, ..., lb_K]$
2. Calculate $C_{i,j,k} = X_i \times Y_j \times Z_k$ for $i,j,k = 1, ..., K$
3. $idx \leftarrow K$
4. while $C_{1:m,1:m,1}$ is not invertible. do
   5. swap($Z_1, Z_{idx}$)
   6. $idx \leftarrow idx - 1$
7. end
8. while $C_{1:m,1:m,2}$ is not invertible. do
   9. swap($Z_2, Z_{idx}$)
  10. $idx \leftarrow idx - 1$
11. end
12. Reassign $X, Y, Z$ to $BS = \{(ub_1, md_1, lb_1), ..., (ub_K, md_K, lb_K)\}$
13. Assign the secret key: $SK \leftarrow BS$
14. Calculate the public key with $S^{-1}, T^{-1}, Q$:
   - $S^{-1} \leftarrow Inv(C_{1:m,1:m,1})$
   - $T^{-1} \leftarrow Inv(C_{1:m,1:m,2})$
   - $T^{-1} \leftarrow Inv(C_{3:m+2})$
   - $PK \leftarrow PK_{sk} \cdot Q \cdot T$
15. Return $SK$ and $PK$

Algorithm 2 shows this process in more detail. We use $BS$ as the input, which consists of confidence intervals based on the largest $K$ eigenvalues. $BS$ consists of $K$ groups $\{BS_1, BS_2, ..., BS_K\}$, and a group includes the upper bound, $ub_i$, the median bound, $md_i$, and the lower bound, $lb_i$, where $i = (1, 2, ..., K)$. $BS$ is used to generate the biometric-based $SK$ and $PK$ in the signature scheme, after setting the three vectors $X = [ub_1, ub_2, ..., ub_K]$, $Y = [md_1, md_2, ..., md_K]$, and $Z = [lb_1, lb_2, ..., lb_K]$ with $ub_i, md_i$, and $lb_i$, respectively.

The candidate map, $C$, of $S^{-1}, T^{-1}$, and $Q$ is generated by quantizing the vectors $X, Y,$ and $Z$ in the 3D array, by calculating Eq. (2) in lines 4 to 10 of Algorithm 2, where $i,j,$ and $k = 1, 2, ..., K$. This is one of the simplest ways to quantatize them. If $X, Y,$ and $Z$ are placed on the $x, y,$ and $z$ axes, respectively, and they are used by this equation, the volume of the quantized data set is formed like a cube; we refer to it as bio-cube $C_{i,j,k}$. The parameters $x, y,$ and $z$ in $C_{i,j,k}$ are the $i$-th $X$, $i$-th $Y$, and $i$-th $Z$, respectively.

$$C_{i,j,k} = X_i \times Y_j \times Z_k$$  \hspace{1cm} (2)

We are now ready to generate $SK$ and $PK$ with $C_{x,y,z}$ from lines 11 to 26 of Algorithm 2. $C_{1:k,1:k,k}$ is assigned the $k \times K \times K$ 2-dimensional array by calculating $[X_1 X_2 ... X_k]^T \times [Y_1 Y_2 ... Y_k] \times Z_K$. This is used for generating $S^{-1}$ or $T^{-1}$, which are invertible according to the definition of the rainbow signature scheme RAINBOW($GF, v_2, o_1, o_2$). First of all, $S$ is defined as a subspace $C_{1:m,1:m,1}$ in $C_{1:m}$, and we check whether or not it is invertible. Otherwise, $C_{1}$ is reset by swapping it with $C_{idx}$. The parameter $idx$, which is the initialized index, is decremented by one after swapping. As $T$ is a subspace $C_{1:m,2}$ in $C_{2}$ according to our definition, it is also assigned by the algorithm after assigning the invertible $S^{-1}$. The central map, $Q$, is also a subspace in $C_{3:m+2}$, and does not need any other processing for $SK$. Then, we set $SK$ with the $BS$ reassembled by $X, Y,$ and $Z$. Such a $SK$ needs to be kept in a secure area.
For generating $PK, S, T, \text{ and } Q$ are set by using $C_{1:m,1:n,1}$, $C_{1:n,1:n,2}$, and $C_{m+2}$, respectively. The $PK$ is assigned with $PC$, which is the coefficient map composed by calculating the composite function $P(sig) = S \circ Q \circ T(sig): F^n \rightarrow F^m$. This is similar to approaches in other MQ signature schemes. Looking at $Q$ more closely, it can be seen that $Q_k$ uses only some coefficients in a subspace in $C_{3:m+2}$ for $P_k(sig)$.

4.3 Signature Generation Algorithm with Bio-Seed

To sign a hashed message $H(msg)$ with a length of $m$ bytes, the signer quantizes the bio-cube as the 3D array with $BS$ using Eq. (2), thus obtaining the private key $T^{-1}, S^{-1}, \text{ and } Q$, and then inverts $Q$ with the private key, as shown in Fig. 4. While inverting $Q$ with the given $y$, the signer randomly guesses the vinegar variables $v_1$, and finds the solution by evaluating the secret quadratic equation using the secret values. The formal description of this process is shown in Algorithm 3.

A system that applies the MQ signature scheme with this proposed bio-seed-based key can use this $BS$ in a secure area, before the signature generation. $BS$ comprises useful data to verify (or deny) an authorized user for signature generation with $BS$. Given a new biometric input, $B$, the system checks whether $pc_i$ in $B$ is included in $ci_i = (u_i, v_i)$ of $CI$; it returns a result of 0 if it is not included, and a result of 1 if it is included. The sum of the results for $K$ is the inclusion rate. This is a useful measure as a recognition or prediction result. As a result, the user becomes a signer to generate $msg$ with $BS$.

![Fig. 4](image)

**Fig. 4.** Signature generation process with bio-seed

**Algorithm 3.** Signature Generation Algorithm

| Input: Hashed message $msg = \{msg_1, ..., msg_1\}$ |
| Output: Signature $sig = \{sig_1, ..., sig_n\} \subset K^n$ |
| 1 $w \in K^m \leftarrow Hash(msg)$ |
| 2 $y = S^{-1}(w)$ |
| 3 $(s_1, ..., s_{v1}) \leftarrow rand( \text{ mod } 256)$ |
| 4 $(x_1, ..., x_{v1}) \leftarrow (s_1, ..., s_{v1})$ |
| 5 for $i \leftarrow 1$ to $t + 1$ do |
| 6 $(g_{v1+1}, ..., g_{v1+\alpha}) \leftarrow (x_1, ..., x_{v1})$ |
7 if (not IsRegualr(Lx = u))
8 go back to line 3
9 \((s_{v1+1}, ..., s_{v1+\alpha_1}) \leftarrow \text{Solve}(Lx = u)\)
10 \((x_{v1+1}, ..., x_{v1+\alpha_1}) \leftarrow (s_{v1+1}, ..., s_{v1+\alpha_1})\)
11 end
12 Return sig \leftarrow T^{-1}(x)

4.4 Signature Verification Algorithm

To verify the authenticity of a signature that has a length of \(n\) bytes, the verifier evaluates \(P(sig)\) with their signature and the biometric-based \(PK\), as shown in Fig. 5. This process is the same as in any other verification process based on an MQ signature scheme, except that \(PK\) is generated by using BS based on biometrics. If the value of the signature projected on the polynomial \(P(sig)\) by loading and evaluating \(PK\) using the bio-signature is the same as the hash value for the original message, the signature has been successfully verified.

The formal description of this process is shown in Algorithm 4. \(PK\) is basically used for the coefficients \(c_{i,j}\) to evaluate \(m\) quadratic polynomials:

\[
P_k(x) = \sum_{i=1}^{n} \sum_{j=1}^{n} c_{i,j} x_i x_j
\]

where \(k = [1, ..., m], x = [x_1, ..., x_n],\) and \(P_k(x) = [P_1, ..., P_m]\) in the MQ(gf, m, n) system. This equation can be represented as \(P_k = (c_{1,1} x_1 + c_{1,2} x_2 + c_{1,3} x_3 + ... + c_{1,n} x_n)x_1 + (c_{2,2} x_2 + c_{2,3} x_3 + ... + c_{2,n} x_n)x_2 + ... + (c_{m,n} x_n)x_n\). Then, if \(P(sig) = H(msg)\) holds, the signature is accepted; otherwise it is rejected.

![Fig. 5. Signature verification process](image)

**Algorithm 4. Signature Verification Algorithm**

**Input:** Public key map \(PK\), signature \(sig\), and message \(msg\)

**Output:** 1, if \(sig\) is valid; 0 otherwise.

```
1 auth \leftarrow 0
2 for k \leftarrow 1 to m do
3 \hspace{1em} hmsg_k' \leftarrow P_k(sig, PK)
4 end
5 hmsg \leftarrow SHA256(msg)
6 if (hmsg' == hmsg)
7 \hspace{1em} auth \leftarrow 1
8 Return auth
```
5. Analysis of Rainbow Signature Scheme with Biometric-based Key

5.1 Parameters and Security

Security analysis of MQ Signature Schemes, including Rainbow, is generally performed by applying attacks of Direct, HighRank, Rainbow-Band-Separation (RBS), MinRank, UOV, and UOV-R (UOV-Reconciliation) [28]. These attacks are applied to the analysis of the target signature scheme, using the parameters and the multivariate quadratic structure.

1) Attacks using similar biometric information: Like in conventional cryptosystems, the proposed method results in a very large difference for different input values, even for one bit, because \(v_1\) generates and applies a random number at the beginning of the signature generation. Therefore, it is impossible to generate a signature with any other biometric samples. If an attacker wants to make the same signature as a secretly stored bio-seed, they must have the biometric samples that the user originally used, however these samples are discarded immediately after the bio-seed is generated.

2) Attacks using estimated biometric information: It is practically impossible to estimate the biometric information by using the whole investigation, such as the Bruce attack, on the password. The length of the bio-seed is \(3n\) bytes over \(GF(2^8)\), and the total number of cases to be examined is \((2^8)^{3n}\). If \(n = 80\), the bio-seed to be stored as the secret key is 240 bytes, which is smaller than the 384 bytes of RSA, but larger than the 12 bytes of ECDSA. In this case, the total number of cases is \((2^8)^{240} = 2^{1920}\), which is practically impossible to estimate.

5.2 Storage space for Key or Helper data

As shown in Table 2, most biometric-based key generation techniques are not large enough to inspect security levels. In addition, there are many cases where the technique is proposed at the concept level, therefore no actual experiment is presented. Even the fuzzy extractor-based technique has a very large storage size of 1 GB for helper data generated from biometrics for extracting a key [14]. Unlike these methods, in our proposed method, the storage size, the security level, and the key size are all practical. They are not related to the False Reject Rate (FRR) because they are stored using the secret key of the signature technique.

| Scheme | Storage Space Byte | QSLv. bit | Key Len bit | FRR % | FAR % | Database |
|--------|--------------------|-----------|-------------|-------|-------|----------|
| [46]   | -                  | -         | 14          | 19    | 0.38  | Fingerprint |
| [47]   | -                  | -         | 29          |       | 0.00  | Fingerprint |
| [48]   | -                  | -         | 43          | 143   | 12.50 | 0.10     | 0.29     | Fingerprint |
| [49]   | -                  | -         | 40          |       | -     | Signature |
| [50]   | -                  | -         | 15          |       | -     | Fingerprint |
| [51]   | -                  | -         | 128         |       | -     | Face |
| [52]   | -                  | -         | 130         |       | -     | Iris |
| [14]   | 1 T                | 80        | 128         | 50    | -     | Iris |
| [16]   | 1 T                | 80        | 128         | 50    | -     | Iris |
| Proposed | 237               | 128      | 237         | -     | -     | Face |
Table 3. Length of signature, PK, and SK, with 128 bits in QSLv.

| Scheme                  | QSLv (bit) | Signature (byte) | PK (byte) | SK (byte) | PK+SK (byte) |
|-------------------------|------------|------------------|-----------|-----------|--------------|
| RSA-3072                | 128        | 361              | 384       | 3,072     | 3,456        |
| ECDSA-256e              | 128        | 64               | 64        | 96        | 160          |
| Rainbow($GF(2^8), 36,21,22$) | 128     | 79               | 139,320   | 105,006   | 244,326      |
| Bio-Seed-based Rainbow  | 128        | 79               | 139,320   | 237       | 139,557      |

5.3 Size of Secret Key and Public Key

The target post-quantum cryptographic algorithm in this experiment is Rainbow. This algorithm is used to show how the proposed bio-seed-based key generation scheme can be applied to MQ signature schemes. The parameter set ($GF(2^8), 36,21,22$) for Rainbow is considered to be the optimal secret key size at a 128-bit post-quantum security level [53]. The parameters for RSA and ECDSA are 3072 and $256^e$ respectively, they are also selected at the 128-bit post-quantum security level for comparison. When the QSLv. is 128 bits, as shown in Table 3, we can conclude the proposed algorithm-based scheme as follows:

- The signature is 79 bytes, as short as that of ECDSA (64 bytes). It is about 78.1% shorter than that of RSA.
- $PK$ is 139,320 bytes, which is the same size as Rainbow. It is about 362.8 and 2,176.9 times longer than those of RSA and ECDSA, respectively.
- $SK$ is 237 bytes, which is just as short as that of ECDSA (96 bytes). It is about 92.3% and 99.8% shorter than those of RSA and Rainbow.
- The total key size is 139,557 bytes, which is about 42.9% shorter than that of Rainbow.

5.4 Performance Through Experiments

We evaluated the performance of Rainbow based on the proposed bio-seed generation scheme. To assess its effectiveness in a system using such a signature scheme, we implemented the schemes on an Intel Core i5-7200U (2.5GHz), supporting AVX2 instructions, with a 512 GB SSD and 8 GB of RAM. The C and gcc compilers were used for the scheme’s implementation. The AVX2 instructions used 256-bit registers YMM. They are Single Instruction Multiple Data (SIMD) and compile intrinsic. We basically used the AR Face Database to focus on applying bio-seed to Rainbow [40], [54].

In terms of speed, we found that the lower the value, the faster and better the performance was, as shown in Table 4. The proposed scheme is a more efficient signature scheme for various IoT devices with high speeds and short secret keys, despite the need to reduce the size of PK.

- The clock cycle for key generation is 8,200,840 cycles. It is about 95.5% lower than that of Rainbow.
- The clock cycle for signing is 38,245 cycles; this is faster than others. It is about 99.6%, 76.7%, and 40.8% lower than that of RSA, ECDSA, and Rainbow, respectively.
- The clock cycle for verification is 32,006 cycles, this is faster than others. It is about 74.8%, 92.9%, and 50.4% lower than that of RSA, ECDSA, and Rainbow, respectively.
### Table 4. Clock Cycles of Signature Schemes

| Scheme                          | Key Gen | Sig. Gen. | Sig. Ver. | Spec.       |
|---------------------------------|---------|-----------|-----------|-------------|
| RSA-3072 [55]                   | -       | 8,802,000 | 87,360    | i5 3.3 GHz  |
| ECDSA-256 [55]                  | -       | 163,996   | 310,048   | i5 3.3 GHz  |
| Rainbow $(GF(2^8), 36,21,22)$   | 183,000,000 | 64,658   | 44,397    | i5 3.3 GHz  |
| Bio-Seed-based Rainbow         | 8,200,840 | 38,245   | 32,006    | i5 2.5 GHz  |

### 6. Conclusion

Here, we have proposed a new biometric-based key generation scheme for a multivariate quadratic-based signature scheme by using the PCA-based CIA, which is a suitable ensemble method for extracting the features from images. The proposed scheme generates PCA-CIA-based features from biometrics and saves them in secure area as same as the secret key in Rainbow. In the case of Rainbow, the private key to keep in secure area is equal to the secret key to generate the sign. On the other hand, the biometric-based key is the private key to keep and it can be used to derive the secret key for signature generation when the user is authorized via the biometric-based key. Through biometric recognition with this biometric-based key, the proposed scheme prevents a third-party from using the secret key obtained by deception, unauthorized sharing, or unauthorized proxying. Moreover, the PCA-CIA-based key is shorter, even though it is enough to generate the secret key for signature.

Our results regarding optimized implementation show that using the proposed scheme with Rainbow performs well at high speeds for signature generation and verification; the approach is five times faster regarding key generation than that of Rainbow alone. We believe that this proposed scheme is a practical biometric-based key generation scheme for quantum-resistant cryptography. We also expect that this practicality will be proven in the future by experimenting with more feature extraction methods, various biometric templates, and different biometric sensors.
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