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Abstract

We consider a mixed hybrid finite element formulation for coupled poromechanics. A stabilization strategy based on a macro-element approach is advanced to eliminate the spurious pressure modes appearing in undrained/incompressible conditions. The efficient solution of the stabilized mixed hybrid block system is addressed by developing a class of block triangular preconditioners based on a Schur-complement approximation strategy. Robustness, computational efficiency and scalability of the proposed approach are theoretically discussed and tested using challenging benchmark problems on massively parallel architectures.
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1. Introduction

We focus on a three-field mixed (displacement-velocity-pressure) formulation of classical linear poroelasticity \cite{1, 2}. Let \( \Omega \subset \mathbb{R}^d \) \((d = 2, 3)\) and \( \Gamma \) be the domain occupied by the porous medium and its Lipschitz-continuous boundary, respectively, with \( x \) the position vector in \( \mathbb{R}^d \). We denote time with \( t \), belonging to an open interval \( I = (0, t_{\text{max}}) \). The boundary is decomposed as \( \Gamma = \Gamma_u \cup \Gamma_\sigma = \Gamma_p \cup \Gamma_q \), with \( \Gamma_u \cap \Gamma_\sigma = \Gamma_p \cap \Gamma_q = \emptyset \), and \( n \) denotes its outer normal vector. Assuming quasi-static, saturated, single-phase flow of a slightly compressible fluid, the set of governing equations consists of a conservation law of linear momentum and a conservation law of mass expressed in mixed form, i.e., introducing Darcy’s velocity as an additional unknown. The strong form of the initial-boundary value problem (IBVP) consists of finding the displacement \( u : \Omega \times I \rightarrow \mathbb{R}^d \), the Darcy velocity \( q : \Omega \times I \rightarrow \mathbb{R}^d \), and the excess pore pressure \( p : \Omega \times I \rightarrow \mathbb{R} \) that satisfy:

\[
\nabla \cdot (C_{dr} : \nabla u - bp \mathbf{1}) = 0 \quad \text{in} \ \Omega \times I \quad \text{(equilibrium),} \quad (1a)
\]
\[
\mu \kappa^{-1} \cdot q + \nabla p = 0 \quad \text{in} \ \Omega \times I \quad \text{(Darcy’s law),} \quad (1b)
\]
\[
b \nabla \cdot \dot{u} + S_e \rho + \nabla \cdot \dot{q} = f \quad \text{in} \ \Omega \times I \quad \text{(continuity).} \quad (1c)
\]

Here, \( C_{dr} \) is the rank-four elasticity tensor, \( \nabla^v \) is the symmetric gradient operator, \( b \) is the Biot coefficient, and \( \mathbf{1} \) is the rank-two identity tensor; \( \mu \) and \( \kappa \) are the fluid viscosity and the rank-two permeability tensor, respectively; \( S_e \) is the constrained specific storage coefficient, i.e., the reciprocal of Biot’s modulus, and \( f \) the fluid source term. The following set of boundary and initial conditions complete the formulation:

\[
\begin{align*}
\dot{u} &= \ddot{u} & \text{on} \ \Gamma_u \times I, \\
(C_{dr} : \nabla^v u - bp \mathbf{1}) \cdot n &= \ddot{t} & \text{on} \ \Gamma_\sigma \times I, \\
q \cdot n &= \ddot{q} & \text{on} \ \Gamma_q \times I.
\end{align*}
\]
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\[ p = \tilde{p} \quad \text{on } \Gamma_p \times I, \]
\[ p(x, 0) = p_0 \quad x \in \Omega, \]

where \( \tilde{u}, \tilde{t}, \tilde{q}, \) and \( \tilde{p} \) are the prescribed boundary displacements, tractions, Darcy velocity and excess pore pressure, respectively, whereas \( p_0 \) is the initial excess pore pressure.

Let us denote with \( H^1(\Omega) \) the Sobolev space of vector functions whose first derivatives are square-integrable, i.e., they belong to the Lebesgue space \( L^2(\Omega) \); and let \( H(\text{div}; \Omega) \) be the Sobolev space of vector functions with square-integrable divergence. Introducing the spaces:

\[
\mathcal{U} = \{ u \in H^1(\Omega) \mid u|_{\Gamma_s} = \tilde{u}, \}\quad \mathcal{U}_0 = \{ u \in H^1(\Omega) \mid u|_{\Gamma_s} = 0, \}
\]
\[
\mathcal{Q} = \{ q \in H(\text{div}; \Omega) \mid q \cdot n|_{\Gamma^c} = \tilde{q}, \}\quad \mathcal{Q}_0 = \{ q \in H(\text{div}; \Omega) \mid q \cdot n|_{\Gamma^c} = 0, \}
\]
\[
\mathcal{P} = \{ p \in L^2(\Omega) \}
\]

the weak form of the IBVP (1) reads: find \( \{ u(t), q(t), p(t) \} \in \mathcal{U} \times \mathcal{Q} \times \mathcal{P} \) such that \( \forall t \in I \):

\[
(\nabla \cdot \eta, \mathcal{C}_u : \nabla \cdot \eta)_{\Omega} - (\text{div} \eta, bp)_{\Omega} - (\eta, \mathcal{T}_\Gamma)_{\Gamma_s} \\
(\phi, \mu^{-1} \cdot q)_{\Omega} - (\text{div} \phi, p)_{\Omega} + (\phi \cdot n, \tilde{p})_{\Gamma_p} \\
(\chi, b \text{ div } u)_{\Omega} + (\xi, \text{ div } q)_{\Omega} + (\chi, S \cdot \phi)_{\Omega} = (\chi, f)_{\Omega}
\]

where \((\cdot, \cdot)_{\Omega}\) denote the inner products of scalar functions in \( L^2(\Omega) \), vector functions in \( [L^2(\Omega)]^d \), or second-order tensor functions in \( [L^2(\Omega)]^{3\times d} \), as appropriate, and \((\cdot, \cdot)_{\Gamma_s}\) denote the inner products of scalar functions or vector functions on the boundary \( \Gamma_s \). For the analysis of the well-posedness of the Biot continuous problem (1) in weak form (4) based on the displacement-velocity-pressure formulation, the reader is referred to [3].

A widely-used discrete version of the weak form (4) is based on low-order elements. Precisely, lowest-order continuous \( (Q_1) \), lowest-order Raviart-Thomas \( (RT_0) \), and piecewise constant \( (P_0) \) spaces are often used for the approximation of displacement, Darcy’s velocity, and fluid pore pressure, respectively. The attractive features of this choice are element-wise mass conservation and robustness with respect to highly heterogeneous hydromechanical properties, such as high-contrast permeability fields typically encountered in real-world applications. Another attractive feature stems from the hybridization of the mixed three-field formulation, as proposed for instance in [4]. The hybridized formulation is obtained by (i) considering one degree of freedom per edge/face per element for the normal component of Darcy’s velocity, and (ii) introducing one Lagrange multiplier on edges/faces in the computational mesh, i.e. an interface pressure, to enforce velocity continuity. The main advantage of the hybrid formulation is that it is amenable to static condensation.

Unfortunately, the \( Q_1{-}RT_0{-}P_0 \) discretization spaces do not intrinsically satisfy the LBB condition in the undrained/incompressible limit [3, 5]. This can result in spurious modes for the pressure, with non physical oscillations of the discrete solution. Different stabilization strategies have been proposed, e.g., [6–9], but they can negatively impact the algebraic structure of the block discrete problem, with a possible degradation of the computational efficiency. In this work, we address this deficiency by proposing a local pressure jump stabilization technique based on a macro-element approach for the mixed and mixed hybrid formulations, following [9, 10]. Then, we concentrate on the efficient solution of the non-symmetric algebraic systems obtained by the application of the stabilized formulation. Several strategies have been already developed for the two-field and mixed three-field formulations, e.g. [11–23]. Here, a class of block-triangular preconditioners for accelerating the iterative convergence by Krylov subspace methods is proposed for the stabilized mixed hybrid approach. Performance and robustness of the proposed algorithms are demonstrated in weak and strong scaling studies including both theoretical and field application benchmarks. Finally, a few concluding remarks close the presentation.

2. Fully-discrete model

Let us consider a non-overlapping partition \( T_h \) of the domain \( \Omega \) consisting of \( n_T \) quadrilateral \((d = 2)\) or hexahedral \((d = 3)\) elements. Let \( E_h \) be the collection of edges \((d = 2)\) or faces \((d = 3)\) of elements \( T \in T_h \). Denote with \( n_e \) the
outer normal vector from $e \in \partial T$, where $\partial T$ is the collection of the edges or faces belonging to $T$. Time integration is performed with the Backward Euler method. The interval $I$ is partitioned into $N$ subintervals $I_n = (t_{n-1}, t_n)$, $n = 1, \ldots, N$, where $\Delta t = t_n - t_{n-1}$.

### 2.1. Mixed Finite Element (MFE) Method

First, we define the finite dimensional counterpart of the spaces given in (3):

\[ U^h = \{u^h \in U \mid u^h|_T \in [Q_1(T)]^d, \forall T \in T_h\}, \quad U^h_0 = \{u^h \in U_0 \mid u^h|_T \in [Q_1(T)]^d, \forall T \in T_h\}, \]
\[ Q^h = \{q^h \in Q \mid q^h|_T \in [P_0(T)], \forall T \in T_h\}, \quad Q^h_0 = \{q^h \in Q_0 \mid q^h|_T \in [P_0(T)], \forall T \in T_h\}, \]
\[ P^h = \{p^h \in L^2 \mid p^h|_T \in [P_0(T)], \forall T \in T_h\}, \]

with $Q_1(T)$ the mapping to $T$ of the space of bilinear polynomials on the unit square ($d = 2$) or trilinear polynomials on the unit cube ($d = 3$). $\mathbb{R}^d_0(T)$ is the lowest-order Raviart-Thomas space and $\mathbb{P}_0(T)$ the space of piecewise constant functions in $T$. Using the definitions (5), the fully discrete weak form of the IBVP (1) may be stated as follows: given $u_0, q_0, p_0$, find $\{u^h_n, q^h_n, p^h_n\} \in U^h \times Q^h \times P^h$ such that for $n = 1, \ldots, N$

\[ (\nabla \eta^h_n, C_{u,\cdot} : \nabla u^h_n)_{\Omega} - (\tau \eta^h_n, i_n)_{\Gamma} = \left(\frac{\nabla q^h_n}{\nabla p^h_n}\right)_\Omega \quad \forall \eta^h_n \in U^h_0, \quad (\phi^h_n, \mu \nabla \phi^h_n)_{\Omega} = (\phi^h_n, n^h_p)_{\Gamma} = -((\phi^h_n, -n, p^h_n)_{\Gamma} \quad \forall \phi^h_n \in Q^h_0, \]
\[ (\chi^h_n, b \nabla u^h_n + \Delta t \chi^h_n, \nabla q^h_n)_{\Omega} + (\chi^h_n, S \varepsilon p^h_n)_{\Omega} = (\chi^h_n, f^h_n)_{\Omega} \quad \forall \chi^h_n \in P^h, \]

where $f^h_n = b \text{div } u^h_{n-1} + \Delta t f_n$.

Let $\{\eta^h_j\}_{i,N_0,N_\gamma}$ be the standard vector nodal basis functions for $U^h$, with $N_u$ and $N_\gamma$ the set of indices of basis function vanishing on $\Gamma_u$ and having support on $\Gamma_u$, respectively. Let $\{\phi^h_{j}\}_{j,N_N,N_\gamma}$ be the edge-face-based basis functions for $Q^h$, with $N_q$ and $N_\gamma$ the set of indices of basis functions vanishing on $\Gamma_q$ and having support on $\Gamma_q$, respectively. Let $\{\chi^h_{j}\}_{j,N_N,N_\gamma}$ be the characteristic function of the $k$-th element $T_k \in T_h$ such that $\chi^h_{j}(x) = 1$ if $x \in T_k$, $\chi^h_{j}(x) = 0$ if $x \notin T_k$. Thus, discrete approximations for the displacement, Darcy’s velocity, and pressure are expressed as

\[ u^h_n(x) = \sum_{i=1}^{N_u} \eta^h_i(x)u_{i,n} + \sum_{i=N_u+1}^{N_\gamma} \eta^h_i(x)\bar{u}_{i,n}, \quad q^h_n(x) = \sum_{j=1}^{N_q} \phi^h_j(x)q_{j,n} + \sum_{j=N_q+1}^{N_\gamma} \phi^h_j(x)\bar{q}_{j,n}, \quad p^h_n(x) = \sum_{k=1}^{N_\gamma} \chi^h_k(x)p_{k,n}. \]

The unknown nodal displacement components $\{u_{i,n}\}$, edge-face-centered Darcy’s velocity components $\{q_{j,n}\}$, and cell-centered pressures $\{p_{k,n}\}$ at time level $t_n$ are collected in vectors $u_n \in \mathbb{R}^{N_u}$, $q_n \in \mathbb{R}^{N_q}$, and $p_n \in \mathbb{R}^{N_\gamma}$, with $N_u = |N_u|$, $N_q = |N_q|$, and $N_\gamma = |N_\gamma| = n_T$. Note that $\bar{u}_{i,n}$ is given as superposition of function $\bar{u}_{i,n}$, which honors homogeneous Dirichlet conditions on $\Gamma_u \times T$, and function $\bar{q}_{j,n}$, which provides a lifting of an approximation of the displacement Dirichlet boundary datum (2a). A similar superposition is used to express $\bar{q}_{j,n}$. Hence, $\{\eta^h_j\}_{i,N_0,N_\gamma}$ and $\{\phi^h_j\}_{j,N_N,N_\gamma}$ are a basis for $U^h_0$ and $Q^h_0$, respectively.

Requiring that $\{u^h_n, q^h_n, p^h_n\}$ given in (7) satisfy (6) for each basis function of $U^h_0, Q^h_0$, and $P^h$ yields the matrix form of variational problem [17]:

\[ A_M x = b \quad \text{with} \quad A_M = \begin{bmatrix} A_{uu} & 0 & A_{up} \\ 0 & A_{pq} & A_{pp} \end{bmatrix}, \quad x = \begin{bmatrix} u_n \\ q_n \\ p_n \end{bmatrix}, \quad b = \begin{bmatrix} f_n \\ f_q \\ f_p \end{bmatrix}. \]

where $A_{uu} = -A_{uu}'$ and $A_{pp} = -A_{pp}'$. Note that $A_{uu} \in \mathbb{R}^{N_u \times N_u}$ and $A_{pp} \in \mathbb{R}^{N_\gamma \times N_\gamma}$ are symmetric and positive definite (SPD) matrices, whereas $A_{pq} \in \mathbb{R}^{N_q \times N_\gamma}$ is a diagonal matrix with non-negative entries. The explicit expressions of matrices in (8) are given in Appendix A.
2.2. Mixed Hybrid Finite Element (MHFE) Method

The mixed hybrid finite element formulation is obtained by using discontinuous piecewise polynomial functions for Darcy’s velocity and enforcing the continuity of the normal fluxes along inter-element edges or faces with the aid of Lagrange multipliers. We introduce the finite-dimensional Sobolev spaces:

\[
\mathcal{W}^h = \{ w^h \in [L^2(\Omega)]^d \mid w^h|_T \in [RT_0(T)], \forall T \in T_h \} \tag{9a}
\]

\[
\mathcal{B}^h = \{ \bar{p}^h \in L^2(e) \mid \bar{p}^h|_e = \bar{p}, \bar{p}^h|_e \in [P_0(e)], \forall e \in E_h \} \tag{9b}
\]

\[
\mathcal{B}_0^h = \{ \bar{p}^h \in L^2(e) \mid \bar{p}^h|_e = 0, \bar{p}^h|_e \in [P_0(e)], \forall e \in E_h \} \tag{9c}
\]

where \( L^2(e) \) denotes the set of square integrable functions on the element edge or face \( e \). Hence, the fully-discrete variational problem now becomes: given \( \{ u_0, w_0, p_0, \pi_0 \} \), find \( \{ u_h^0, w_h^0, p_h^0, \pi_h^0 \} \) \( \in \mathcal{U}^h \times \mathcal{W}^h \times \mathcal{B}^h \times \mathcal{B}_0^h \) such that for \( n = 1, \ldots, N \)

\[
(\nabla \cdot \mathbf{u}^h, \nabla \cdot \mathbf{u}^h)_{\Omega} - (\nabla \cdot \mathbf{u}^h, \mathbf{b}(x))_{\Omega} = (\mathbf{f}, \mathbf{e})_{\Omega}, \quad \forall \mathbf{e} \in \mathcal{U}^h \tag{10a}
\]

\[
(\varphi^h, \mu \mathbf{k}^{-1} \cdot \mathbf{w}^h)_{\Omega} - \sum_{T \in T_h} \left[ (\text{div} \, \varphi^h, \mathbf{p}_{n, h}^h)_T - (\varphi^h, \mathbf{n}_T)_{\Omega} \right] = 0, \quad \forall \varphi^h \in \mathcal{W}^h, \tag{10b}
\]

\[
(\chi^h, b \cdot \mathbf{u}^h)_{\Omega} + \Delta T \sum_{T \in T_h} \left[ (\chi^h, \text{div} \, \mathbf{w}^h)_T + (\chi^h, \mathbf{S}_T \mathbf{p}_{n, h}^h)_{\Omega} \right] = (\chi^h, \mathbf{f}_{\Omega}), \quad \forall \chi^h \in \mathcal{B}^h, \tag{10c}
\]

\[
\sum_{T \in T_h} - (\zeta^h, \mathbf{w}^h)_{\Omega} - (\zeta^h, \mathbf{n}_T)_{\Omega} = - (\zeta^h, \mathbf{q}_{\Omega}), \quad \forall \zeta^h \in \mathcal{B}_0^h. \tag{10d}
\]

Let \( \{ \varphi_e \}_{e \in \mathcal{E}_h} \) be the \( 2d \cdot n_T \) basis functions for \( \mathcal{W}^h \), where \( 2d \) is the number of edges (respectively, faces) in a quadrilateral (respectively, hexahedral) element. Let \( \{ \zeta_e \}_{e \in \mathcal{E}_h} \) be the basis for \( \mathcal{B}^h \), with \( \zeta_e \) the characteristic function of the \( e \)-th edge/face \( e \in \mathcal{E}_h \), such that \( \zeta_e(x) = 1 \) if \( x \in e \), \( \zeta_e(x) = 0 \) if \( x \notin e \). Sets \( \mathcal{N}_n \) and \( \mathcal{N}_p \) identify the indices of basis functions vanishing on \( \Gamma_p \) and having support on \( \Gamma_p \), respectively. The same expressions given in (7) for \( u_n^h \) and \( p_n^h \) are used. The following approximation for the discontinuous Darcy velocity \( u_n^h \) and interface pressure \( \pi_n^h \) are introduced:

\[
w_n^h(x) = \sum_{n \in \mathcal{N}_n} \varphi_n(x) w_{n,m}, \quad \pi_n^h(x) = \sum_{n \in \mathcal{N}_p} \zeta_n(x) \pi_{n,m} + \sum_{n \in \mathcal{N}_p} \zeta_n(x) \bar{\pi}_{n,m}. \tag{11}
\]

The unknown edge-/face-centered Darcy’s velocity components \( \{ w_{n,m} \} \) and pressures \( \{ \pi_{n,m} \} \) at time level \( t_n \) are collected in vectors \( \mathbf{w}_n^h \in \mathbb{R}^{n_w} \), and \( \mathbf{p}_n^h \in \mathbb{R}^{n_p} \), with \( n_w = |\mathcal{N}_n| = 2d \cdot n_T \), and \( n_p = |\mathcal{N}_p| \). As in (7) for \( u_n^h \) and \( q_n^h \), the pressure field on the mesh skeleton is expressed as sum of function \( h_n^p \), which satisfies homogeneous pressure conditions on \( \Gamma_p \times \mathcal{I} \), and function \( \bar{p}_{n,m}^h \), which provides a lifting of an approximation of the pressure Dirichlet boundary data (2d). Here, \( \{ \zeta_n \}_{e \in \mathcal{E}_h} \) represents a basis for \( \mathcal{B}_0^h \).

Requiring that \( \{ u_n^h, w_n^h, p_n^h, \pi_n^h \} \) given in (7) and (11) satisfy (10) for each basis function of \( \mathcal{U}_0^h, \mathcal{W}^h, \mathcal{B}^h, \) and \( \mathcal{B}_0^h, \) produces the following block linear system:

\[
A_H \mathbf{x} = \mathbf{b} \quad \text{with} \quad A_H = \begin{bmatrix} A_{uu} & A_{up} & 0 & 0 \\ A_{wu} & A_{wp} & A_{u\pi} & 0 \\ A_{pu} & \Delta t A_{pw} & A_{pp} & 0 \\ 0 & A_{\pi w} & 0 & 0 \end{bmatrix}, \quad \mathbf{x} = \begin{bmatrix} u_0 \\ w_0 \\ p_0 \\ \pi_0 \end{bmatrix}, \quad \mathbf{b} = \begin{bmatrix} f_u \\ f_w \\ f_p \end{bmatrix}, \tag{12}
\]

with \( A_{pw} = -A_{w \pi}^T, A_{uw} = -A_{u \pi}^T \). The matrix \( A_{uu} \) is block diagonal and composed of \( n_T \) SPD blocks of size \( 2d \). Hence,
the block system (12) can be reduced by static condensation, namely

$$\mathbf{A}_h \mathbf{x} = \mathbf{b} \quad \text{with} \quad \mathbf{A}_h = \begin{bmatrix} A_{uu} & A_{up} & 0 \\ A_{pu} & A_{pp} - \Delta t A_{pp}^{-1} A_{wp} & -\Delta t A_{pp}^{-1} A_{w} \\ 0 & -A_{wu} A_{wu}^{-1} A_{wp} & -A_{wu} A_{wu}^{-1} A_{w} \end{bmatrix}, \quad \mathbf{x} = \begin{bmatrix} \mathbf{u}_h \\ \mathbf{p}_h \\ \pi_h \end{bmatrix}, \quad \mathbf{b} = \begin{bmatrix} \mathbf{f}_u \\ \mathbf{f}_p - \Delta t A_{pp}^{-1} A_{w} \mathbf{f}_w \\ \mathbf{f}_\pi - A_{wu} A_{wu}^{-1} A_{w} \mathbf{f}_w \end{bmatrix},$$

(13)

with the final matrix written in a more compact form as:

$$\mathbf{A}_h = \begin{bmatrix} A_{uu} & A_{up} \\ A_{pu} & A_{pp} - \Delta t A_{pp}^{-1} A_{w} \end{bmatrix}. \quad (14)$$

From an implementation point of view, the block matrix (14) is constructed directly assembling matrices $\bar{A}_{pp}$, $A_{pp}$, and $A_{wu}$ from element contributions. Once $\mathbf{p}_h$ and $\pi_h$ have been computed, a cell-based reconstruction is used to obtain $w_n$. Note that $\bar{A}_{pp}$ is a diagonal matrix, while the sparsity patterns of $A_{wu}$ and $A_{wu}$ are the same as $A_{wu}$ and $A_{wu}$, respectively. The explicit expression for the matrices and right-hand-sides are provided in Appendix A.

### 3. Stabilized MFE and MHFE Methods

The selected spaces for the mixed and mixed hybrid formulation can be unstable. This can occur in the presence of incompressible fluid and solid constituents ($S \to 0$) and undrained conditions—i.e., $q = 0$ for either low permeability ($k \to 0$) or small time-step size ($\Delta t \to 0$). In this situation, the IBVP (1) degenerates to an undrained steady-state poroelastic problem. Assuming without loss of generality no fluid source term, both discrete weak form (6) and (10) become: find $[\mathbf{u}^h, p^h] \in \mathcal{U}^h \times \mathcal{P}^h$ such that

$$\langle \nabla \eta^h, \mathbf{C}_{\text{dir}} : \nabla \mathbf{u}^h \rangle - (\text{div} \eta^h, b p^h)_{\Omega} = (\eta^h, \mathbf{f}^h)_{\Gamma}, \quad \forall \eta^h \in \mathcal{U}_0^h, \quad (15a)$$

$$\langle \chi^h, \text{div} \mathbf{u}^h \rangle_{\Omega} = 0, \quad \forall \chi^h \in \mathcal{P}^h, \quad (15b)$$

that is both system (8) and (13) reduce to

$$\begin{bmatrix} A_{uu} & A_{up} \\ A_{pu} & A_{pp} - \Delta t A_{pp}^{-1} A_{w} \end{bmatrix} \begin{bmatrix} \mathbf{u} \\ \mathbf{p} \end{bmatrix} = \begin{bmatrix} \mathbf{f}_u \\ \mathbf{f}_p - \Delta t A_{pp}^{-1} A_{w} \mathbf{f}_w \end{bmatrix}. \quad (16)$$

Stability of this saddle point system requires the spaces $\mathcal{U}_0^h$ and $\mathcal{P}^h$ to fulfill the discrete inf-sup condition [24], i.e. the following solvability condition must hold true:

$$\langle \text{div} \eta^h, b p^h \rangle_{\Omega} = 0 \quad \forall \eta^h \in \mathcal{U}_0^h \quad \Rightarrow \quad p^h = \text{const.} \quad (17)$$

Unfortunately, lowest-order continuous finite elements for the displacement field combined with a piecewise-constant interpolation for the pressure do not satisfy (17), hence spurious modes can appear in the pressure solution. As a remedy, we use a pressure-jump stabilization technique following the approach proposed in [10] in the context of Stokes problem. This technique relies on the construction of macro-elements, on which the discrete solvability condition (17) is satisfied. In such a case, the macro-element is called stable and it can be proved that the inf-sup condition holds true for any grid constructed by patching together stable macro-elements [25].

Let $\mathcal{M}_h$ be the set of macroelements, i.e. the union of four quadrilaterals in 2D and eight hexahedra in 3D. We denote by $\Gamma_{\text{e}}$ and $\Gamma_{\text{int}}$ the external and internal boundary of $M$, respectively, for a macroelement $M$ (Fig. 1). The stabilization consists of relaxing the incompressibility constraint by adding the term $J(\chi^h, p^h)$ so that (15a) becomes:

$$\langle \chi^h, \text{div} \mathbf{u}^h \rangle_{\Omega} + J(\chi^h, p^h) = 0 \quad \forall \chi^h \in \mathcal{P}^h, \quad (18)$$

where

$$J(p^h, \chi^h) = \sum_{M \in \mathcal{M}_h} \beta_M |M| \sum_{e \in \Gamma_M} \| \chi^h \| \| p^h \|_e. \quad (19)$$
In (19), \( \llbracket \cdot \rrbracket_e \) denotes the jump across the edge/face \( e \), \( |M| \) is the \( d \)-measure of \( M \), and \( \beta_M \) is a stabilization term depending on the physical parameters. It is worth noticing that, unlike other stabilization techniques [6, 8], the pressure-jump method has also a physical interpretation. Indeed, \( J(p_h, \chi_h) \) can be regarded as a fictitious flux introduced through the inner edges or faces of each macro-element. The local fictitious flux along \( e \), which is proportional to \( \beta_M \) and the jump of \( p_h \), is introduced so as to compensate the spurious fluxes induced by non-physical pressure oscillations across adjacent elements. Element-wise mass-conservation no longer holds, but is guaranteed on the macro-element, because only the jumps across the inner edges or faces are considered. Note also that this fictitious flux is effective in undrained conditions only, becoming irrelevant in drained configurations where physical fluxes prevail.

The stabilization parameter \( \beta_M \) at the macro-element level is user-specified. As proposed in [25], an optimal candidate depends on the eigenspectrum of the local Schur complement matrix \( B^M_p \) computed for the macro-element \( M \):

\[
B^M_p = A^M_{\text{stab}} - A^M_{pu} \left[ A^M_{uu} \right]^{-1} A^M_{up},
\]

where \( A^M_{uu}, A^M_{up}, A^M_{pu} \) are the blocks introduced in (8) and (12) restricted to \( M \), with homogeneous Dirichlet conditions for the displacements on \( \Gamma^\partial_M \), and \( A^M_{\text{stab}} \) is the matrix form of \( J \) in \( M \). The key idea is to set \( \beta_M \) such that the non-zero extreme eigenvalues of \( B^M_p \) are not affected by the introduction of the stabilization contribution \( A^M_{\text{stab}} \). Following the analysis in [25] for 2D problems, we can set \( \beta_M = (b/2)^2/(2G + \lambda) \), where \( G \) and \( \lambda \) are the Lamé parameters on the macro-element \( M \). For 3D problems, a recent analysis has been carried out for a mixed finite element-finite volume formulation of multiphase poromechanics [9]. Extending those results, we can set \( \beta_M = (3b^2)/(32(\lambda + 4G)) \).

The introduction of the stabilization terms adds the matrix \( A_{\text{stab}} \) obtained from assembling \( A^M_{\text{stab}} \) to the diagonal block of the discrete balance equations, yielding:

\[
A_M = \begin{bmatrix} A_{uu} & 0 & A_{up} \\ 0 & A_{pq} & A_{qp} \\ A_{pu} & \Delta t A_{pq} & A_{pp} + A_{\text{stab}} \end{bmatrix}, \quad A_H = \begin{bmatrix} A_{uu} & A_{up} & 0 \\ A_{pu} & \tilde{A}_{pp} + A_{\text{stab}} & \Delta t A_{p\pi} \\ 0 & A_{p\pi} & A_{\pi\pi} \end{bmatrix}.
\]

Recalling that the pattern of the blocks \( A_{qp} \) and \( A_{\pi\pi} \) is the same—providing the face-to-element connectivity, i.e. \( [A_{qp}]_{ij}, [A_{\pi\pi}]_{ij} \neq 0 \) if face \( i \) belongs to element \( j \)—it is easy to see that the sparsity pattern of \( A_{\text{stab}} \) is a subset of the sparsity pattern of \( A_{pp} A_{qp} \) and \( A_{p\pi} A_{\pi\pi} \).
4. Linear solver

The efficient solution of the linear systems with the non-symmetric and indefinite block matrices (21) by Krylov subspace methods requires the development of dedicated preconditioning strategies. A robust and effective family of preconditioners for MFE poromechanics is provided by block triangular preconditioners based on a Schur complement-approximation strategy, e.g.,[17]. In this work, we follow a similar approach for the stabilized MHFE problem (21) by defining the block upper triangular factor:

$$M = \begin{bmatrix} A_{uu} & A_{up} & 0 \\ 0 & \tilde{B}_p & \Delta A_{pp} \\ 0 & 0 & \tilde{C}_p \end{bmatrix}$$  \hspace{1cm} (22)

where \( \tilde{B}_p \) is an approximation of \( B_p = \bar{A}_{pp} + A_{stab} - A_{pu}A_{uu}^{-1}A_{up} \), and \( \tilde{C}_p \) is the approximate second level Schur complement \( A_{ex} = \Delta t A_{xp} \tilde{B}_p^{-1} A_{pe} \).

The following results provide information on: (i) the eigenspectrum of the right-preconditioned matrix \( A_H M^{-1} \) for any choice of \( \tilde{B}_p \), and (ii) the regularity of \( \tilde{C}_p \), whose inverse is required to apply \( M^{-1} \).

**Theorem 4.1.** Let \( A_H \) and \( M \) be the matrices introduced in (21) and (22), respectively. Then, the eigenvalues of \( T = A_H M^{-1} \) are either 1, with multiplicity \( n_u + n_z - n_p \), or equal to \( 1 + \mu_i \), where \( \mu_i \) are the nonzero eigenvalues of \( Z \):

$$Z = \begin{bmatrix} E_p & -\Delta t E_p A_{pe} \tilde{C}_p^{-1} \\ A_{xp} \tilde{B}_p^{-1} & 0 \end{bmatrix},$$  \hspace{1cm} (23)

with \( E_p = B_p \tilde{B}_p^{-1} - I_p \).

**Proof.** Recalling that the inverse of \( M \) reads:

$$M^{-1} = \begin{bmatrix} A_{uu}^{-1} & -A_{uu}^{-1} A_{up} \tilde{B}_p^{-1} & \Delta t A_{uu}^{-1} A_{up} \tilde{B}_p^{-1} A_{pe} \tilde{C}_p^{-1} \\ 0 & \tilde{B}_p^{-1} & -\Delta t \tilde{B}_p^{-1} A_{pe} \tilde{C}_p^{-1} \\ 0 & 0 & \tilde{C}_p^{-1} \end{bmatrix},$$  \hspace{1cm} (24)

the matrix \( T \) is:

$$T = A_H M^{-1} = \begin{bmatrix} I_u & 0 & 0 \\ A_{pu} A_{uu}^{-1} & B_p \tilde{B}_p^{-1} & -\Delta t E_p A_{pe} \tilde{C}_p^{-1} \\ 0 & \tilde{B}_p^{-1} & I_p \end{bmatrix} = I + \begin{bmatrix} A_{uu}^{-1} & E_p & 0 \\ 0 & A_{xp} \tilde{B}_p^{-1} & 0 \\ 0 & 0 & \tilde{C}_p^{-1} \end{bmatrix}.$$  \hspace{1cm} (25)

From equation (25) it follows that the eigenvalues of \( T \) are 1 with multiplicity \( n_u \) and the other \( n_z + n_p \) are equal to those of \( I + Z \). However, \( Z \) has at most rank \( 2n_p \), since \( n_z > n_p \) and \( \ker(A_{xp}) \) has at least dimension \( n_z - n_p \). \( \square \)

**Lemma 4.2.** The non-zero eigenvalues of \( Z \) in (23) satisfy the upper bound:

$$|\mu_i| \leq \epsilon + \sqrt{\epsilon^2 + 2\Delta \gamma \epsilon},$$  \hspace{1cm} (26)

where \( \epsilon = \|E_p\|/2 \) and \( \gamma = \|A_{pe} \tilde{C}_p^{-1} A_{xp} \tilde{B}_p^{-1}\| \) for any compatible matrix norm.

**Proof.** Let \( \mu_i \) be a non-zero eigenvalue of \( Z \), with \( v = \begin{bmatrix} v_p \\ v_z \end{bmatrix} \) the corresponding eigenvector:

$$\begin{cases} E_p v_p - \Delta t E_p A_{pe} \tilde{C}_p^{-1} v_z = \mu_i v_p \\ A_{xp} \tilde{B}_p^{-1} v_p = \mu_i v_z \end{cases}.$$  \hspace{1cm} (27)

Eliminating \( v_z \) from equation (27) and taking compatible norms we obtain:

$$|\mu_i| \|v_p\| \leq 2\epsilon \|v_p\| + 2 \frac{\Delta}{|\mu_i|} \gamma \epsilon \|v_p\|.$$  \hspace{1cm} (28)
Since \( y_p \neq \mathbf{0} \), (28) is equivalent to the inequality:
\[
|\mu| - 2\varepsilon|\mu| - 2\Delta \gamma \varepsilon \leq 0,
\]
which yields the bound (26).

**Remark 4.1.** Theorem 4.1 and the related Lemma 4.2 show that the quality of the approximation \( \hat{B}_p \) controls at most \( 2n_p \) eigenvalues of \( T \). If the quality of \( \hat{B}_p \) improves, so does the clustering of the eigenspectrum of \( T \). In the limit of \( \|F_p\| = 0 \), all the eigenvalues of \( T \) are unitary independently of \( \Delta t \), which plays a secondary role.

**Theorem 4.3.** Let \( C_\pi \) be the second level Schur complement of \( A_H \) in (21):
\[
C_\pi = A_{xx} - \Delta t A_{xx} B_p^{-1} A_{px}.
\]
Then, \( C_\pi \) is symmetric positive definite.

**Proof.** The symmetry of \( C_\pi \) follows immediately by construction. The proof of the positive definiteness can be carried out according to the procedure sketched in [26, 27]. Using the block definitions previously introduced, \( C_\pi \) reads:
\[
C_\pi = -A_{ww}^{-1} \Delta t A_{ww}^{-1} A_{pw} (A_{pp} + A_{stab} - \Delta t A_{pw} A_{ww}^{-1} A_{wp} - A_{pw} A_{ww}^{-1} A_{wp})^{-1} A_{pw} A_{ww}^{-1} A_{ww}.
\]
Let \( \pi \) be a non-null vector in \( \mathbb{R}^{n_p} \). Recalling that \( A_{xx} = -A_T^{\top} \), we have:
\[
\pi^T C_\pi \pi = (A_{ww} \pi)^T A_{ww}^{-1} (A_{ww} \pi) + \Delta t (A_{ww} \pi)^T A_{ww}^{-1} A_{wp} (H - \Delta t A_{pw} A_{ww}^{-1} A_{wp})^{-1} A_{pw} A_{ww}^{-1} (A_{ww} \pi),
\]
with \( H = A_{pp} + A_{stab} - A_{pw} A_{ww}^{-1} A_{wp} \). Defining \( \mathbf{p} \in \mathbb{R}^{n_p} \) as:
\[
\mathbf{p} = \Delta t (H - \Delta t A_{pw} A_{ww}^{-1} A_{wp})^{-1} A_{pw} A_{ww}^{-1} (A_{ww} \pi),
\]
equation (32) becomes:
\[
\pi^T C_\pi \pi = (A_{ww} \pi)^T A_{ww}^{-1} (A_{ww} \pi) + (A_{ww} \pi)^T A_{ww}^{-1} (A_{wp} \mathbf{p}).
\]
From the definition (33), it follows:
\[
\frac{1}{\Delta t} \mathbf{p}^T H \mathbf{p} + (A_{wp} \mathbf{p})^T A_{ww}^{-1} (A_{wp} \mathbf{p} + A_{ww} \pi) = 0,
\]
which can be added to the right-hand side of (34):
\[
\pi^T C_\pi \pi = (A_{ww} \pi)^T A_{ww}^{-1} (A_{ww} \pi) + (A_{ww} \pi)^T A_{ww}^{-1} (A_{wp} \mathbf{p}) + \frac{1}{\Delta t} \mathbf{p}^T H \mathbf{p} + (A_{wp} \mathbf{p})^T A_{ww}^{-1} (A_{wp} \mathbf{p} + A_{ww} \pi)
\]
\[
= \frac{1}{\Delta t} \mathbf{p}^T H \mathbf{p} + (A_{wp} \mathbf{p} + A_{ww} \pi)^T A_{ww}^{-1} (A_{wp} \mathbf{p} + A_{ww} \pi).
\]
Recall that \( H \) is SPD because \( A_{ww} = -A_T^{\top} \). Hence, \( C_\pi \) is also positive definite because \( \pi^T C_\pi \pi \) is the sum of quadratic forms of SPD matrices.

In the preconditioner (22), we use an approximation \( \hat{C}_\pi \) of \( C_\pi \), which is obtained by replacing the Schur complement \( B_p \) with \( \hat{B}_p \). In this case, we define \( \hat{B}_p \) as:
\[
\hat{B}_p = H - \Delta t A_{pw} A_{ww}^{-1} A_{wp},
\]
where \( H \) is a diagonal matrix with positive entries replacing the matrix \( H \) introduced in the proof of Theorem 4.3. Because \( A_{pw} A_{ww}^{-1} A_{wp} \) is diagonal as well, \( \hat{B}_p \) can be inverted straightforwardly.
Remark 4.2. The proof of Theorem 4.3 requires only \( B_p = H - \Delta t A_{wp} A^{-1}_{wp} A_{wp} \) for a positive definite matrix \( H \). Hence, replacing \( H \) with \( B \) as defined above and \( B_p \) with \( B_p \) of equation (37) allows to conclude that also \( C_x \) is guaranteed to be SPD.

Lemma 4.4. Any eigenvalue \( \lambda \) of \( \hat{C}_x \) with \( \hat{B}_p \) as defined in (37) reads:

\[
\lambda = a - \sum_{j=1}^{n_p} \frac{b_j^2 \Delta t}{c_j + d_j \Delta t}
\]  

where \( a, b = [b_1, \ldots, b_{n_p}]^T, c = [c_1, \ldots, c_{n_p}]^T \) and \( d = [d_1, \ldots, d_{n_p}]^T \) are:

\[
a = v^T A_{px} v, \quad b = A_{px} v, \quad c = \text{diag}(\hat{H}), \quad d = \text{diag}(A_{wp}^{-1} A_{wp}).
\]

with \( v \) the eigenvector associated to \( \lambda \) such that \( \|v\|_2 = 1 \).

Proof. The lemma follows immediately from writing the Rayleigh quotient of \( \hat{C}_x \). Since \( \hat{C}_x \) is SPD, \( \lambda \) reads:

\[
\lambda = v^T \hat{C}_x v = v^T A_{px} v - \Delta t v^T A_{wp} \hat{B}_p^{-1} A_{px} v.
\]  

Recalling that \( \hat{B}_p \) is diagonal, we have:

\[
\lambda = a - \Delta t b^T (\hat{H} + \Delta t A^{-1}_{wp} A_{wp})^{-1} b
\]

\[
\lambda = a - \sum_{j=1}^{n_p} \frac{b_j^2 \Delta t}{c_j + d_j \Delta t}.
\]  

Remark 4.3. Notice that \( a, c_j \) and \( d_j \) are strictly positive numbers for any \( j = 1, \ldots, n_p \). Hence, Lemma 4.4 shows that any eigenvalue of \( \hat{C}_x \) is a positive function monotonically decreasing with \( \Delta t \in (0, +\infty) \) and bounded between \( a \) and \( a - b^T (A_{wp}^{-1} A_{wp})^{-1} b \). Therefore, the condition number of \( \hat{C}_x \) is also bounded for any \( \Delta t \).

5. Numerical results

Three sets of numerical experiments are used to investigate both the accuracy of the stabilization technique and the computational efficiency of the preconditioner. The first set (Test 1) arises from Barry-Mercer’s problem [28], i.e., a 2D benchmark of linear poroelasticity. This problem is used to verify the theoretical error convergence and test the accuracy of the stabilization. The second set is an impermeable cantilever beam (Test 2), which is used to study the stabilization effectiveness and to perform an analysis of the preconditioner weak scalability. Finally, we consider a field application (Test 3) to investigate the preconditioner robustness, efficiency and strong scalability in a parallel context.

In all test cases, GMRES [29] with right preconditioning is selected as the Krylov subspace method with zero initial guess. Iterations are stopped when the 2-norm of the initial residual is reduced below a user-specified tolerance \( \tau = 10^{-6} \). The computational performance is evaluated in terms of number of iterations \( n_i \), CPU time in seconds for the preconditioner construction \( T_p \) and for the Krylov solver to converge \( T_s \). The total time is denoted by \( T_r = T_p + T_s \). All computations are performed: (a) on an Intel Core i7 4770 processor at 3.4 GHz with 8-GB of memory for serial simulations; (b) on a high performance cluster with nodes containing two Intel Xeon E5-2695 18-core processors sharing 128 GiB of memory on each node with Intel Omni-Path interconnects between nodes for parallel simulations. These numerical experiments have been implemented using Geocentric, a simulation framework for computational geomechanics [14] that relies heavily on finite element infrastructure from the deal.ii library [30]. The PETSc suite [31] is used as a linear algebra package.
We consider the following variants of the proposed preconditioner:

\[
M_{I}^{(h)} = M(A_{uu}, B_p, C_x) \tag{41}
\]

\[
M_{II}^{(h)} = M(A_{uu}^{(gamg, s)}, B_p, C^{(B, amg)}) \tag{42}
\]

\[
M_{III}^{(h)} = M(A_{uu}^{(gamg, s)}, B_p, C_x) \tag{43}
\]

In \(M_{I}^{(h)}\) we implement the exact application of \(A_{uu}^{-1}\), \(B_p^{-1}\), \(C^{-1}\) by a nested direct solver. The only approximation here is the substitution of the exact Schur complement \(B_p\) with the diagonal approximation \(\tilde{B}_p = A_{pp} + \text{diag}(A_{stab}) + \text{diag}(A_{pp}^T \text{diag}(A_{uu})^{-1} A_{up})\). In contrast, approaches based on \(M_{II}^{(h)}\) and \(M_{III}^{(h)}\) introduce further levels of approximation by utilizing algebraic multigrid preconditioners for each sub-problem. The algebraic multigrid selected for \(A_{uu}^{-1}\) is GAMG [32] with smoothed aggregation, using either the Separate Displacement Component (SDC) approach (super-scripts “gamg\_s” in \(M_{II}^{(h)}\)), or the near kernel information provided by the Rigid Body Modes (RBM) (super-scripts “gamg\_r” in \(M_{III}^{(h)}\)). In both \(M_{II}^{(h)}\) and \(M_{III}^{(h)}\), the classical AMG method [33] as implemented in the Hypre package [34] is used for \(C_x\).

We compare this preconditioner with the Block Triangular preconditioner (BTP) originally developed in [17] for the mixed system (8):

\[
M(A_{uu}, A_{qq}, C_p) = \begin{bmatrix}
M_{uu} & 0 & 0 \\
0 & M_{qq} & 0 \\
A_{pu} & \Delta t A_{pq} & M_{C_p}
\end{bmatrix}, \tag{44}
\]

with \(C_p = A_{stab} + A_{pp} - A_{pu} A_{uu}^{-1} A_{up} - \Delta t A_{pq} A_{qq}^{-1} A_{qp}\). and \(M_{uu}, M_{qq}, M_{C_{p}}\) inner preconditioners for \(A_{uu}, A_{qq}\) and \(C_{p}\), respectively. The Schur complement \(C_{p}\) is replaced by \(\hat{C}_{p}\), where the contribution \(A_{pu} A_{uu}^{-1} A_{up}\) is approximated by the diagonal fixed-stress matrix [35, 36] and \(A_{pq} A_{qq}^{-1} A_{qp}\) by replacing \(A_{pq}\) with a lumped spectrally equivalent matrix [37]. Note that, since \(A_{pp}\) is diagonal, the sparsity pattern of \(\hat{C}_{p}\) is still that of \(A_{pq} A_{qp}\) independently of the presence of \(A_{stab}\) [38]. Following the notation used in (43), we define two variants for BTP:

\[
M_{I}^{(m)} = M(A_{uu}, A_{qq}, \hat{C}_p) \tag{45}
\]

\[
M_{II}^{(m)} = M(A_{uu}^{(gamg, s)}, A_{qq}, \hat{C}_p) \tag{46}
\]

Note that the use of an incomplete Cholesky factorization with zero prescribed degree of fill-in for the matrix \(A_{qq}\) in the \(M_{II}^{(m)}\) variant is sufficient to obtain optimal performances [17].

5.1. Barry-Mercer’s problem

An analytical validation test for poroelasticity is Barry-Mercer’s problem [28], which describes flow and deformation due to a point-source sine wave on a square domain \([0, l] \times [0, l]\) (Fig. 2). The periodic point source term is located at \(x_0\) and is given by:

\[
f(t) = 2\hat{\beta}\delta(x - x_0) \sin(\hat{\beta}t) \tag{47}
\]

with \(\delta(x)\) the Dirac function and \(\hat{\beta} = (\lambda + 2G)k/\mu\). All sides are constrained with zero pressure and zero tangential displacement boundary conditions. The hydro-mechanical properties are provided in Fig. 2.

Fig. 3 shows convergence behavior of the relative \(L_2\)-error of the pressure solution for both the mixed and mixed hybrid stabilized formulation. The outcome of the two formulations is the same, with a linear convergence rate, as expected. Figs. 4 and 5 provide a comparison between the stabilized and non stabilized formulations. In particular, Fig. 4 shows the contour of the pressure field while Fig. 5 provides the vertical profiles for two different grid refinement levels. For each level a zoom is shown to highlight the spurious oscillatory behavior of the unstabilized formulation. We consider here a very small time step to simulate the process in undrained conditions (\(\Delta t = 10^{-6} \pi/(2\hat{\beta})\)). The results show the effectiveness of the stabilization for eliminating the spurious oscillations.
Figure 2: Barry-Mercer’s problem: (a) domain sketch and (b) physical parameters.

| Quantity                  | Value   | Unit   |
|---------------------------|---------|--------|
| Young’s modulus (E)       | $1 \times 10^5$ | [Pa]   |
| Poisson’s ratio (ν)       | 0.1     | [-]    |
| Biot’s coefficient (b)    | 1.0     | [-]    |
| Constrained specific storage ($S_c$) | 0       | [Pa]   |
| Isotropic permeability ($k$) | $1 \times 10^{-9}$ | [m²]   |
| Fluid viscosity ($\mu$)   | $1 \times 10^{-3}$ | [Pa·s] |
| Domain size x-y ($l$)     | 1.0     | [m]    |

Figure 3: Test 1, Barry-Mercer’s problem: Convergence of the relative $L_2$-error in pressure at $\hat{t} = \pi/2$.

Figure 4: Test 1, Barry-Mercer’s problem: Pressure contour for the unstabilized (a) and stabilized (b) formulations.
Figure 5: Test 1, Barry-Mercer’s problem: Pressure along the y-axis for the unstabilized (top panels) and stabilized (bottom panels) formulations.

(a) Unstabilized, \( h = 1/16 \)

(b) Unstabilized, \( h = 1/32 \)

(c) Stabilized, \( h = 1/16 \)

(d) Stabilized, \( h = 1/32 \)

Figure 6: Test 2, Cantilever beam: (a) domain sketch and (b) physical parameters.

| Quantity                          | Value   | Unit   |
|----------------------------------|---------|--------|
| Young’s modulus \((E)\)          | \(1 \times 10^5\) | [Pa]   |
| Poisson’s ratio \((\nu)\)        | 0.4     | [-]    |
| Biot’s coefficient \((b)\)       | 1.0     | [-]    |
| Constrained specific storage \((S_c)\) | 0       | [Pa]   |
| Isotropic permeability \((k)\)   | \(1 \times 10^{-7}\) | [m²] |
| Fluid viscosity \((\mu)\)        | \(1 \times 10^{-3}\) | [Pa·s] |
| Domain size \(x-y\) \((l)\)      | 1.0     | [m]    |
5.2. Cantilever beam

A porous cantilever beam problem is now considered [39]. Domain size and properties are summarized in Fig. 6. The domain is the unit square or cube for the 2-D and 3-D case, respectively. No-flow boundary conditions along all sides are imposed, with the displacements fixed along the left edge and a uniform load applied at the top. Fig. 7 shows the pressure solution obtained with a grid spacing $h = 1/10$. In the unstabilized formulation, checkerboard oscillations arise close to the left constrained edge. As in the previous test case, the proposed stabilization eliminates the spurious pressure modes. This behavior can be better observed along the three vertical profiles provided in Fig. 8.

We analyze the performance of the linear solver and the effects brought by the introduction of the stabilization procedure on 6 successive grid refinements in a 3-D setting, corresponding to the problem size provided in Table 1. Recall here that $n_q = n_p$, which coincides with the number of faces in the grid. To emphasize the role of the approximations introduced in the Schur complement computations, we first compare the performance of the block preconditioner variants $M_i^{(h)}$ and $M_i^{(m)}$, i.e., where the inverse of $A_{uu}$, $A_{qq}$, and $\tilde{C}_\pi$ or $\tilde{C}_p$ are applied exactly by nested direct solvers. Table 2 provides the iteration count for different time-step sizes and the first three grid refinements. For $\Delta t = 0.1$ s, the two formulations give essentially the same outcome. Indeed, when the conditions are far from the incompressible/undrained limit the effect of the stabilization vanishes as to both the solution accuracy and the solver performance. On the other hand, with a smaller time-step size, e.g., $\Delta t = 0.00001$ s, the preconditioned Krylov convergence behavior can differ significantly between the two formulations. An important degradation in the linear solver performance is observed when using the unstable formulation, as a consequence of the presence of near-singular modes. In the
number of elements \( n_u \) number of unknowns
\hline
10 & 10 × 10 × 10 & 3,993 & 3,300 & 1,000 & 8,293 & \\
20 & 20 × 20 × 20 & 27,783 & 25,200 & 8,000 & 60,983 & \\
40 & 40 × 40 × 40 & 206,763 & 196,800 & 64,000 & 467,563 & \\
64 & 64 × 64 × 64 & 823,875 & 798,720 & 262,144 & 1,884,739 & \\
128 & 128 × 128 × 128 & 6,440,067 & 6,340,608 & 2,097,152 & 14,877,827 & \\
256 & 256 × 256 × 256 & 50,923,779 & 50,528,256 & 16,777,216 & 118,229,251 & \\
\hline
\end{tabular}

Table 1: Test 2, 3D Cantilever beam: grid refinement and problem size.

\begin{tabular}{cccccccc}
\hline
1/h & \# dofs & \# proc. & Mixed FE (M_{II}^{(m)}) & \# iter. & \( T_p \) [s] & \( T_s \) [s] & \( T_t \) [s] \\
& & & Hybrid FE (M_{II}^{(h)}) & \# iter. & \( T_p \) [s] & \( T_s \) [s] & \( T_t \) [s] \\
\hline
64 & 1,884,739 & 36 & 55 & 1.0 & 2.9 & 3.9 & 53 & 1.0 & 2.5 & 3.5 & 36 & 3.4 & 4.8 & 8.2 \\
128 & 14,877,827 & 288 & 63 & 1.5 & 4.2 & 5.7 & 63 & 1.6 & 3.6 & 5.2 & 47 & 4.2 & 6.5 & 10.7 \\
256 & 118,229,251 & 2268 & 90 & 2.6 & 8.5 & 11.1 & 86 & 2.2 & 7.7 & 9.9 & 63 & 6.9 & 10.1 & 16.0 \\
\hline
64 & 1,884,739 & 36 & 56 & 1.0 & 3.2 & 4.2 & 52 & 1.0 & 2.7 & 3.7 & 31 & 3.4 & 4.3 & 7.7 \\
128 & 14,877,827 & 288 & 71 & 1.3 & 5.3 & 6.6 & 63 & 1.5 & 4.1 & 5.6 & 43 & 3.5 & 6.4 & 9.9 \\
256 & 118,229,251 & 2268 & 95 & 2.8 & 12.3 & 15.1 & 83 & 2.2 & 7.9 & 10.1 & 59 & 5.9 & 10.1 & 16.0 \\
\hline
\end{tabular}

Table 3: Test 2, 3D Cantilever beam: Performance of M_{II}^{(m)}, M_{II}^{(h)} and M_{II}^{(h)} for \( \Delta t = 0.1 \) s (above) and \( \Delta t = 0.00001 \) s (below).
5.3. SPE10-based benchmark

For a strong scalability test, we consider a typical petroleum reservoir engineering application reproducing a well-driven flow in a deforming porous medium. The model setup is based on the 10th SPE Comparative Solution Project [40], a well-known, challenging benchmark in reservoir applications. Here, we add a poroelastic mechanical behavior with incompressible fluid and solid constituents. The model adds 288-m thick overburden and underburden layers to the original SPE10 reservoir. Fig. 9 provides a sketch of the physical domain and the relevant hydromechanical properties. The computational grid has 3,410,693 nodes, 10,062,960 faces and 3,326,400 cells, for an overall number of degrees of freedom equal to 23,621,439. We use the original SPE10 anisotropic permeability distribution [40], while an isotropic permeability value equal to 0.01 mD is assigned to the overburden and underburden layers. Homogeneous Young’s modulus $E = 5000$ MPa, Poisson’s ratio $\nu = 0.25$, and Biot’s coefficient $b = 1.0$ are assumed everywhere. One injector and one production well, located at opposite corners of the domain, penetrate vertically the entire reservoir and drive the porous fluid flow. The reader can refer to [41] for additional details. The problem is solved using the MHFE formulation and the $M_\mathit{h}^{(1)}$ variant as preconditioning approach. Table 4 provides the results of the strong scalability test obtained for solving one linear system with $\Delta t = 0.1$ day. The number of computing processors is progressively doubled while maintaining the same total problem size. The iteration count remains nearly constant, with excellent computational efficiency.

6. Conclusions

This work presents a three-field (displacement-pressure-Lagrange multiplier) mixed hybrid formulation of coupled poromechanics discretized by low-order elements. With respect to the mixed approach, the MHFE discretization uses as primary unknown on the element edges or faces a pressure value instead of Darcy’s velocity. This produces a global discrete system with generally better algebraic properties. Low order spaces, however, such as the $Q_1 - RT_0 - P_0$ triple, are not inf-sup stable in the limit of undrained/incompressible conditions and might give rise to spurious modes.
in the pressure solution with a classical checkerboard structure. A stabilization strategy and an effective solver have been introduced for the mixed hybrid formulation.

The stabilization is based on the macro-element theory and the local pressure jump approach originally introduced for Stokes problems [10] and more recently for coupled multiphase flow applications [9]. It has a number of useful features:

1. From the algebraic viewpoint, such a stabilization consists of adding to the \( A_{pp} \) contribution the matrix \( A_{stab} \), whose entries are proportional to an appropriate stabilization parameter. The value of such parameter is automatically selected at the macro-element level such that the limits of the non-zero eigenspectrum of the resulting local Schur complement do not change.

2. The sparsity pattern of \( A_{stab} \) is a subset of that of \( A_{pp} A_{pp} \), therefore the matrix form of the stabilized mixed hybrid formulation is not structurally different from the unstabilized one and does not require any specific modification at the solver level.

3. The stabilization effectiveness has been validated in two test cases, demonstrating the preservation of the expected convergence rate for the original formulation and an overall improvement of the computational efficiency near undrained/incompressible conditions.

The convergence of Krylov subspace methods for the solution of the resulting system of linear equations is accelerated by a block triangular preconditioner based on a two-level Schur complement-approximation approach. Theoretical and computational properties of the proposed algorithm have been investigated, providing the main results that follow:

1. A bound for the eigenvalues of the preconditioned matrix has been introduced depending only on the quality of the approximation of the first-level Schur complement \( B_p \).

2. A proof is provided stating that algebraically simple approximations of \( B_p \), such as a diagonal matrix based on the fixed-stress splitting approach [17, 35], guarantee that the second-level Schur complement \( C_\pi \) is SPD with a bounded condition number independently of the time step size \( \Delta t \) and the material parameters.

3. The computational performance of the linear solver, including weak and strong scalability in massively parallel architectures, has been verified in both theoretical benchmarks and field applications totaling up to about 118 millions unknowns. The numerical results show that the proposed solver is: (i) robust with respect to material heterogeneity and anisotropy; (ii) optimally and nearly-optimally scalable vs the timestep and space discretization size, respectively; (iii) strongly scalable in parallel architectures down to about 40,000 unknowns per computing nodes; and (iv) generally more efficient than existing approaches for stabilized mixed three-field formulations.

Acknowledgements. Partial funding was provided by Total S.A. through the FC-MAELSTROM Project. Portions of this work were performed by MF and MF within the 2020 INdAM-GNCS project “Optimization and advanced linear algebra for PDE-governed problems”. Portions of this work were performed by NC and JAW under the auspices of the U.S. Department of Energy by Lawrence Livermore National Laboratory under Contract DE-AC52-07NA27344.

| # proc. | # dofs / proc. | # iter. | \( T_p \) [s] | \( T_\pi \) [s] | \( T_\gamma \) [s] | Efficiency |
|--------|---------------|--------|------------|------------|------------|------------|
| 36     | 656,151       | 85     | 9.8        | 97.3       | 107.1      | 100%       |
| 72     | 328,075       | 85     | 5.3        | 47.6       | 53.0       | 101%       |
| 144    | 164,037       | 88     | 3.1        | 22.7       | 25.8       | 104%       |
| 288    | 82,018        | 89     | 1.8        | 10.4       | 12.2       | 110%       |
| 576    | 41,009        | 90     | 1.3        | 5.3        | 6.6        | 101%       |

Table 4: Test 3, SPE10: Strong scalability test for \( M^{(h)}_I \).
Appendix A. Finite Element matrices and vectors

The matrices and vectors introduced in Section 2.1 are assembled in the standard way from the elemental contributions. In (8), the global matrix expressions read:

\[ [A_{uu}]_{ij} = (\nabla \phi_i, C_{ij}, \nabla \phi_j)_{\Omega}, \]
\[ [A_{up}]_{ij} = -(\nabla \eta_i, b_j)_{\Omega}, \] (A.1a)
\[ [A_{pp}]_{ij} = -(\nabla \phi_j, \eta_j)_{\Omega}, \] (A.1b)
\[ [A_{uu}]_{ij} = (\chi_i, b \nabla \eta_j)_{\Omega}, \]
\[ [A_{up}]_{ij} = (\chi_i, \nabla \phi_j)_{\Omega}, \] (A.1c)

while the global right-hand side vectors are:

\[ \{f_u\}_i = (\eta_i \cdot \hat{t}_n)_T - (\nabla \eta_i, C_{ij}, \nabla \hat{u}^h_n)_{\Omega}, \] (A.2a)
\[ \{f_p\}_i = -(\phi_i \cdot n, \hat{p}_n)_T - (\phi_i, \mu \nabla^2 \phi_i)_{\Omega}, \] (A.2b)
\[ \{f_p\}_i = (\chi_i, \hat{f}_n)_\Omega - (b \operatorname{div} \hat{u}^h_n, \chi_i)_\Omega - \Delta t (\operatorname{div} \hat{q}^b_n, \chi_i)_\Omega. \] (A.2c)

The additional matrices and vectors introduced in Eqs. (13)-(14) read:

\[ [A_{uw}]_{ij} = (\phi_i, \mu \nabla^2 \phi_j)_{\Omega}, \]
\[ [A_{wp}]_{ij} = -\sum_{T \in \mathcal{T}_h} (\nabla \phi_i, \chi_j)_T, \]
\[ [A_{wu}]_{ij} = \sum_{T \in \mathcal{T}_h} (\chi_i, \nabla \phi_j)_T, \] (A.3a)
\[ [A_{wu}]_{ij} = \sum_{T \in \mathcal{T}_h} (\chi_i, \nabla \phi_j)_T, \] (A.3b)
\[ [A_{wu}]_{ij} = -\sum_{T \in \mathcal{T}_h} (\xi_i, \nabla \phi_j)_T, \] (A.3c)

and

\[ \{f_u\}_i = -(\phi_i \cdot n, \hat{u}^h_n)_T, \] (A.4a)
\[ \{f_p\}_i = (\chi_i, \hat{f}_n)_\Omega - (b \operatorname{div} \hat{u}^h_n, \chi_i)_\Omega, \] (A.4b)
\[ \{f_e\}_i = -(\xi_i, \hat{q}_n)_T. \] (A.4c)

Finally, the stabilization matrix introduced in (21) for both the MFE and MHFE discrete formulations is:

\[ [A_{stab}]_{ij} = \sum_{M \in \mathcal{M}} \beta_M |M| \sum_{e \in M} \|\chi_i\|_e \|\chi_j\|_e. \] (A.5)

In the expressions above, \(\{\eta, \phi\}, \{\phi, \phi\}, \{\phi, \phi\}, \{\chi, \chi\}\) and \(\{\xi, \xi, \xi\}\) range over the bases for \(\mathcal{U}_h^0, Q_0^h, W^b, G^b\) and \(\mathcal{B}_h^0\) respectively.
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