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We investigate if a sharp topological transition in a metal with a large Fermi surface may be detected in transport measurements. In particular, we address if a skew scattering and a side jump on elastic disorder in the bulk of such a metal masks signatures of the topological transition. We conclude that certain transport coefficients exhibit discontinuous changes across the transition. These discontinuities are not smeared or dwarfed by the bulk metallic transport in a broad range of parameters.

PACS numbers:

I. INTRODUCTION

Discovery of topological insulators and semimetals\(^1\)\(^6\) emphasized a fundamental fact that states of matter may be distinguished by topological indexes. The existence of topological indexes relies on symmetries of the system, rather than a specific Hamiltonian\(^5\)\(^10\). States with different indexes are separated by topological phase transitions, which are often associated with sharp quantized changes of transport coefficients (Hall conductance in the integer quantum Hall effect\(^11\) being the oldest example). Topological transitions are often associated with gapped phases, such as insulators or superconductors. Recent studies of Weyl semimetals\(^12\)\(^18\) have extended this notion to gapless states, if the chemical potential is tuned to a nodal Weyl (or Dirac) point\(^19\)\(^20\). For example in Weyl semimetals with mirror symmetry the Hall conductance exhibits a discontinuous quantized change\(^21\)\(^22\).

In the present work we investigate if sharp topological transitions may be detected in genuine metals with large Fermi surfaces and a finite density of bulk delocalized states. One may reason that the edge states, if coexist with the bulk extended states, provide a negligible contribution to transport coefficients in the thermodynamic limit. Moreover, if elastic scattering is present it mixes between the edge and the bulk, further degrading any topological signatures. Here we show that these arguments are too simplistic. We conclude that sharp, but non-quantized, discontinuities in transport coefficients persist into the genuine metallic state. Their magnitude is finite and may be comparable with (or even larger than) bulk contributions in the thermodynamic limit. These properties has to be protected by a certain symmetry. We thus refer to them as symmetry protected topological (SPT) metals. If disorder does not break the corresponding symmetry, the transport anomalies are robust to its presence.

To illustrate these points we consider a specific model of SPT metal with the particle-hole symmetry, introduced in Ref.\(^23\). The model is based on 2D $p+i\sigma$ superconductor, which is deformed by an applied flux or a super current. As the super current (hereafter denoted as $Q$) is increased the band structure undergoes two transitions as shown in Fig. 1(a-d). First at $Q = Q_L$, there is a Lifshitz transition from a topological superconductor to the topological metal state. The latter is characterized by two metallic bands with the Fermi surfaces shown in Fig. 1(e). Notice also the two edge states, propagating in the same direction, coexisting with the metallic bands, Fig. 1(b). At $Q = Q_T > Q_L$, there is the topological transition between the topological and the ordinary metal states. In the clean model the anomalous thermal Hall conductance exhibits a non-quantized discontinuity\(^23\) at $Q = Q_T$. 

![FIG. 1. (a)-(d) Band structure of the model from Ref. \(^23\) at various choices of parameter $Q$ (see Sec. I for details of the model). The corresponding phases are: (a) topological insulator/superconductor (TI); (b) topological metal (TM); (c) topological phase transition; (d) normal metal (M). (e) Fermi surfaces, corresponding to cases (b-d) above. Blue lines in panels (a-d) represent multiple sub-bands of transversal quantization in quasi-1D geometry.](image)
In the present paper we investigate thermal transport in this model in the presence of a bulk elastic disorder, which preserves the particle-hole symmetry. The schematic setup is indicated in Fig. 2. It assumes an applied thermal gradient, \( \nabla_y T = (T_2 - T_1)/L_y \) in the \( y \)-direction. We then evaluate linear response thermal current both in \( y \) and \( x \)-directions, which determine longitudinal, \( \kappa_{yy} \), and Hall, \( \kappa_{xy} \), thermal conductances. The latter is, in general, non-zero, because the time-reversal invariance is broken in two ways: (i) the choice of chiral order parameter and (ii) the applied supercurrent \( Q \). As illustrated in Fig. 2, \( \kappa_{xy} \) acquire contributions from both edge states and bulk elastic scattering.

The main focus of this paper is whether the discontinuity in \( \kappa_{xy} \), found in the clean model, is observable in the presence of the bulk disorder. We found that this is indeed the case. The skew scattering mechanism results in a continuous contribution to \( \kappa_{xy} \), while the side jump mechanism enhances the discontinuity of the intrinsic contribution. Moreover, in the wide range of parameters the continuous skew scattering contribution is comparable to the discontinuity size. The discontinuity is not smeared by the disorder in the thermodynamic limit. (The discontinuity in \( \kappa_{xy} \) should be understood in a scaling limit when \( T_1 \) and \( T_2 \) go to zero, while a finite temperature leads to a shop by continuous drop in \( \kappa_{xy} \).)

The structure of the paper is as follows: Section II introduces the model of SPT metal and discusses the intrinsic contribution to the thermal Hall conductance. Section III establishes the appropriate kinetic Boltzmann equation for impurity scattering of quasiparticles occupying particle-like and hole-like conduction bands. Section IV presents our results and discussion of the topological signatures in the transport coefficients. The rest of the paper provides the necessary details to support the main results: Appendix A is devoted to the side jump scattering rates; Appendix B is devoted to the side jump mechanism and side jump velocities as well as its correction to the thermal Hall conductance.

II. MODEL OF SPT METAL

We consider a model of SPT metal based on 2-D \( p + ip \) superconductor deformed by an applied supercurrent. It is described by the Bogoliubov-de Gennes (BdG) Hamiltonian:

\[
H_{\text{BdG}}(p) = \begin{pmatrix}
\xi_{p_x+Q/2,p_y} & \Delta^*(p) \\
\Delta(p) & -\xi_{p_x-Q/2,p_y}
\end{pmatrix},
\]

where

\[
\xi_{p_x,p_y} = \frac{p_x^2 + p_y^2}{2m} - \mu,
\]

is electron dispersion close to the bottom of a band and \( \mu \) is the chemical potential. The dispersion relation is deformed by the applied flux (or the supercurrent) assumed to be in the \( x \)-direction and denoted as \( Q \). Notice that it enters the BdG Hamiltonian as a canonical substitution \( p_x \rightarrow p_x + \frac{Q}{2} \sigma_z \), where \( \sigma_z \) is the Pauli matrix in the particle-hole space.

The off-diagonal part of Eq. (1) is the \( p \)-wave superconducting gap function. In the continuous limit, adopted here, it is given by

\[
\Delta(p) = -2\Delta(p_y + ip_x),
\]

where \( \Delta \) is \( p \)-wave paring amplitude (notice that \( \Delta \) has a dimensionality of velocity). Throughout the paper we assume that the superconductivity is proximity induced and thus do not try to establish a value of \( \Delta \) through a self-consistency relation. We also do not discuss a possible suppression of \( \Delta \) by disorder.

It is instructive to rewrite the Hamiltonian (1) in the matrix notations:

\[
H_{\text{BdG}}(p) = d_0(p) + d(p) \cdot \sigma;
\]

\[
d_0(p) = Q p_x/2m;
\]

\[
d_x(p) = -2\Delta p_y; \quad d_y(p) = -2\Delta p_x; \quad (4)
\]

\[
d_z(p) = p^2/2m + Q^2/8m - \mu,
\]

where \( \sigma \) is a vector of the Pauli matrices in the particle-hole space. This Hamiltonian has two quasiparticle bands with the energies, Fig. 1:

\[
\epsilon^s_p = d_0(p) + s|d(p)|; \quad (s = \pm),
\]

where \( |d(p)| = \sqrt{d_x^2(p) + d_y^2(p) + d_z^2(p)} \). Hereafter \( s(s') \) is the label for the quasiparticle bands and takes the values of \( \pm \). The corresponding quasiparticle wavefunctions (Nambu spinors) are independent on \( d_0(p) \) and may be
expressed through $d(p)$ as

$$
\psi_{p}^{(+)} = \mathcal{N}_p \begin{pmatrix} |d(p)| + d_z(p) \\ d_x(p) - i d_y(p) \end{pmatrix}
$$

$$
\psi_{p}^{(-)} = \mathcal{N}_p \begin{pmatrix} -d_z(p) - i d_y(p) \\ |d(p)| + d_z(p) \end{pmatrix}
$$

(6)

where $\mathcal{N}_p = \sqrt{|d(p)||d(p)| + d_z(p)}$ is a normalization factor.

The two critical points, see Fig. 1, may be determined from the dispersion relation (5). The two Fermi surfaces form at the Lifshitz transition $Q_L = 4m\Delta$, when zero energy solution $\epsilon_p^{(s)} = 0$ first appear. The topological phase transition takes place at $Q_T = 2k_F = 2\sqrt{2m}\mu$, when the two bands touch at $p = 0$, because $|d(0)| = 0$.

The Hamiltonian of Eq. (1) possesses the particle-hole symmetry, which is expressed as

$$
P^{-1}H_{BDG}(p)P = -H_{BDG}(-p),
$$

(7)

where the particle-hole symmetry operator is defined as $P = \sigma_z K$, where $K$ is complex conjugation operator.

We study thermal Hall conductance of the system described by the Hamiltonian in the geometry indicated in Fig. 2. The thermal gradient $\nabla_y T$ is applied in the $y$ direction, while the supercurrent $Q$ flows in the $x$-direction. In the linear response the heat current is given by $j_x^{\text{heat}} = \kappa_{xy} \nabla_y T$, where $\kappa_{xy}$ is the thermal Hall conductance. It has two contributions: the intrinsic one due to the edge states and the impurity one due to the skew-scattering.

According to the Kubo-Středa formula\cite{Kubo}, the intrinsic (anomalous) thermal Hall conductance (in unit of $\kappa_Q = \pi k_B^2 / 12\hbar T$) is given by the integrated Berry curvature:

$$
\kappa_{xy}^{\text{int}} = \kappa_Q \sum_{s=\pm} \int_{\text{BZ}} \frac{d^2 p}{(2\pi)^2} \epsilon_p^{(s)} \Omega_2^{(s)}(p),
$$

(8)

where the momentum integration runs over the Brillouin zone (BZ) of a proper lattice model.\cite{Kubo} In the superconducting phase $Q < Q_L$, the intrinsic conductance is quantized $\kappa_{xy}^{\text{int}} = \kappa_Q$, Fig. 3. In the topological metal phase, $Q_L < Q < Q_T$, the quantization is broken by the fact that the Fermi surfaces need to be exempt from the BZ summation (at small temperature). At the topological phase transition $Q \cong Q_T$ the intrinsic Hall conductivity discontinuously jumps to zero. The discontinuity in the Hall conductance is a consequence of (and is protected by) the particle-hole symmetry, Eq. (7). These statements have a natural geometric interpretation in terms of the flux of the Berry monopole, as explained in Ref. [23].

We turn now to the contribution to the thermal Hall conductance due to the scattering of bulk quasiparticles on an elastic disorder.

### III. Kinetic Equation Treatment of Elastic Scattering

#### III.1. Review on Anomalous Hall Effect

Our treatment of the thermal Hall conductance of SPT metals shares some resemblance to the discussion of the anomalous Hall effect (AHE) in ferromagnetic metals.\cite{Karplus, Luttinger} It was pioneered by Karplus and Luttinger, who showed that a specific structure of Bloch wave functions gives rise to an anomalous Hall conductivity, which is known as the intrinsic contribution. Soon after, Smith\cite{Smith} pointed out that impurities should play an important role in AHE through anisotropic scattering, which was called a skew scattering. Subsequently systematic diagrammatic calculations\cite{Smit, Ref23} were developed to include both intrinsic and impurity scattering contribution to the AHE. It was shown that certain diagrams, e.g. Mercedes star diagonal or X and Y diagrams, containing higher order terms in Born series must be included to see the effect of skew scattering. At the meantime, it was noticed that the ladder diagrams contributions are on the order of $\mathcal{O}(1)$ independent of impurity strength.\cite{Smith} This contribution was named as side jump, indicating that the shift of center of wave packets at impurity scattering event.

Alternatively, one can take a kinetic approach based on semiclassical Boltzmann transport equation,\cite{Kubo, Ref23, Ref24} which is equivalent to diagrammatic resummation and typically is more intuitive. In such kinetic approach, the nature of the Bloch waves is taken into account by the so-called anomalous velocity in the semiclassical equation of motion for a Bloch electron\cite{Ref24}:

$$
\dot{r} = \nabla_p \epsilon_p + \dot{p} \times \Omega(p)
$$

$$
\dot{p} = -\nabla_r U(r)
$$

(9)

Here, the Bloch electron is subject to an external force $F = -\nabla_r U(r)$ and $\dot{p} = \nabla_p \epsilon_p$ is the usual group velocity, while $\dot{\psi}_p = \dot{p} \times \Omega(p) = F \times \Omega(p)$ is the anomalous velocity. Here $\Omega(p) = \nabla_p \times A(p)$ is the Berry curvature, given by momentum space curl of Berry connection,
\[ \mathcal{A}(p) = \langle u(p) | \nabla_p | u(p) \rangle. \] Here, \( |u(p)\rangle \) is the periodic part of the Bloch wavefunction.

Impurity scattering may be described by the semiclassical Boltzmann equation with a proper collision integral. It’s important that all orders in Born series for impurity scattering are taken into account by the Lippmann-Schwinger equation [30,36,39]. In the linear response one can solve the Boltzmann equation to find a stationary distribution function: \( n_p = n_0^0(\epsilon_p) + \delta n_p \), where \( n_0^0(\epsilon_p) \) is the equilibrium distribution function and \( \delta n_p \propto F \) is the deviation from equilibrium due to the external force. Finally the current is given by:

\[ j = \int dp (v_p^G + v_p^A)[n_0^0(\epsilon_p) + \delta n_p] = j^{\text{int}} + j^{\text{skew}}, \quad (10) \]

where in the linear response \( j^{\text{int}} = \int dp \, v_p^A n_0^0(\epsilon_p) \) and \( j^{\text{skew}} = \int dp \, v_p^G \delta n_p \). Notice that since the anomalous velocity is already proportional to the external force, the intrinsic contribution relies only on the equilibrium distribution \( n_0^0 \).

In addition, for a Bloch electron, the side jump effects will give additional contributions to the current [35]:

\[ j^{\text{Side Jump}} = j^{\text{sj}} + j^{\text{adist}}. \quad (11) \]

This is a result of the center of a wave packet experiencing a displacement upon impurity scattering events. Such a displacement, called the side jump displacement, \( \delta r^{\text{sj}} \), depends on the scattering incoming and outgoing states. Here, we briefly reproduce the side jump treatment, following Ref. [35].

One effect of the side jump is that the quasiparticle velocity acquires an additional component. Qualitatively, at each scattering events, the center of a wave packets is shifted by the side jump displacement \( \delta r^{\text{sj}} \). Impurity scattering occurs at a rate of the inverse mean free time \( \tau^{-1} \). As a result, the quasiparticles acquire the side jump velocity \( v_p^{\text{sj}} \sim \delta r^{\text{sj}} \tau^{-1} \), leading to a contribution to the current of the form:

\[ j^{\text{sj}} = \int dp \, v_p^{\text{sj}} \delta n_p. \quad (12) \]

The second contribution, \( j^{\text{adist}} \), originates from the fact that the side jump displacement requires an extra work performed by the external force. As a result, the quasiparticle energy changes by \( \delta \epsilon \sim F \cdot r^{\text{sj}} \), leading to an ‘anomalous’ correction, \( q^a_p \), to a stationary distribution function (see below). This contributes to the current as:

\[ j^{\text{adist}} = \int dp \, v_p^G q^a_p, \quad (13) \]

while the total current acquires the form:

\[ j = j^{\text{int}} + j^{\text{skew}} + j^{\text{sj}} + j^{\text{adist}}. \quad (14) \]

This scheme refers to the electric current, rather than to the thermal one. To access the latter the Wiedemann-Franz law may be employed for noninteracting system as shown by Qin, Niu and Shih [10] based on the Luttinger’s theory of the thermal transport [41]. Here we employ a kinetic theory of \( p + ip \) superconductors recently developed by Li, Andrei and Spivak [39]. These authors were interested in a transport of thermally excited quasiparticles in the gapped regime. We adopt their approach to the low-temperature transport in the deformed \( p + ip \) model with the two Fermi surfaces.

### III.2. Kinetic Equation

Here we develop a semiclassical Boltzmann equation approach for the quasiparticles with the energies and wavefunctions given by Eqs. (5) and (6) correspondingly. The applicability of this approach is limited to a weak disorder, where the longitudinal conductance is much larger than the conductance quantum. At low temperature this is only possible at \( Q > Q_L \). In this regime the two Fermi surfaces are present and a weak disorder induces elastic scattering between states close to the Fermi surfaces as shown in Fig. 1.

Within each band, labeled as \( s = \pm \), the quasiparticle states are assigned a distribution function, \( n_p^{(s)} \). As in Fig. 3 the elastic scattering induces \textit{intra} as well as \textit{inter} band transitions, which enter the Boltzmann equation through the collision integrals (see eg. Ref. [42]). The coupled Boltzmann equations for the two bands take the form:

\[ \frac{\partial n_p^{(s)}}{\partial t} + v_p^{(s)} \cdot \frac{\partial n_p^{(s)}}{\partial r} + \dot{p} \cdot \frac{\partial n_p^{(s)}}{\partial p} = I_p^{(s)}[n^{(\pm)}] \quad (15) \]

where \( v_p^{(s)} = \partial n_p^{(s)} / \partial p \) is quasiparticle velocity. Notice that the anomalous velocity due to Berry curvature is not included here since it gives rise to the intrinsic contribution of Hall conductivity and does not mix with impurity contribution in the limit of linear response.

As indicated in Fig. 1 the collision integrals involve several scattering processes between quasiparticle states: scattering within each band with scattering rates \( W_p^{(+)} \) and \( W_p^{(-)} \); scattering between two bands with scattering rates \( W_p^{(+)} \) and \( W_p^{(-)} \). Thus the elastic collision integrals take the form:

\[ I_p^{(s)} = \sum_{s'=\pm} \int d\epsilon' \delta(\epsilon_p^{(s')} - \epsilon_p^{(s)}) \]

\[ \times [W_p^{(ss')} n_p^{(s')} (r') - W_p^{(s's)} n_p^{(s)} (r)], \quad (16) \]

where the integral is defined as \( d\epsilon' = d^2p' / (2\pi \hbar)^2 \). Here, in the collision integral, the two distribution functions are evaluated at a slightly different location. The difference in position is given by the side jump displacement:

\[ r' - r = \delta r^{(s')} (s'), \quad (17) \]

We now assume that a small temperature gradient is applied in \( y \)-direction and look for the deviations of the
distribution functions from their equilibrium form:

\[ n_p^{(s)} = n_0^{(s)}(\epsilon_p^{(s)}) + \delta n_p^{(s)} + g_p^{(s)}, \]

where \( n_0^{(s)}(\epsilon_p^{(s)}) \) is the equilibrium Fermi distribution. The deviations from equilibrium Fermi distribution can be separated into two parts: (i) \( \delta n_p^{(s)} \) is the solution of the Boltzmann equation with elastic collision by neglecting the side jump effect; (ii) \( g_p^{(s)} \) is called the 'anomalous distribution function', compensating the effect of the position change (side jump) over the impurity scattering events. These two parts can be solved independently, due to the linearity of the collision integral, Eq. (16) (and the Boltzmann equation, Eq. (15)). Since we restricted ourselves to the linear response, we only seek for the deviations \( \delta n_p^{(s)} \) and \( g_p^{(s)} \) proportional to the temperature gradient.

### III.3. Skew Scattering

Neglecting for now the side jump effect, the collision integral, Eq. (16) reads:

\[ \Gamma_p^{\text{skew,}(s)} = \sum_{s' = \pm} \int d\Gamma' \delta(\epsilon_p^{(s')}) - \epsilon_p^{(s)} \]

\[ \times [W_{pp'}^{(s')}(s')\delta n_p^{(s')} - W_{p'p}^{(s')}(s')\delta n_p^{(s)}], \]

The effect of skew scattering manifested itself in the asymmetry of the scattering rate. Namely, in the absence of the time-reversal symmetry the matrix elements are not symmetric:

\[ W_{pp'}^{(ss')} \neq W_{p'p}^{(s's)} \]  \hfill (20)

Or more explicitly (as will be derived in Appendix A-C), the scattering rates have the following form:

\[ W_{pp'}^{(ss')} = W_{pp'}^{0,(ss')} + W_{pp'}^{1,(ss')} \cos(\theta_p^{(s')} - \theta_p - 2\delta_Q), \]

where the azimuthal angle \( \theta_p^{(s')} \) defines the direction of the momentum \( p \) (\( p' \)). And \( \delta_Q \) is a small deflection angle, which depends on the metallic density of states \( \nu \) and the impurity potential \( V_0 \) (see Eq. (A16) in Appendix A:

\[ \tan \delta_Q \approx \pi \nu V_0. \]

Its presence is crucial for the asymmetrical property Eq. (20), given that the prefactors \( W_{pp'}^{0/1,(ss')} \) are symmetric.

Therefore the collision integral does not conform to the detailed balance. As a result, it can’t be written in the form \( W_{pp'}^{0}(1-n_p) - W_{p'p}^{0}(1-n_{p'} \). Nevertheless the form Eq. (15), linear in the distribution functions, is the correct one and it is this form that follows from the Keldysh formalism [13,14,22]. The collision integral still vanishes at equilibrium, \( n_p^{(s)} = n_0^{(\epsilon_p^{(s)})} \), where \( n_0^{(\epsilon)} \) is the Fermi function. This is enforced by the unitarity condition [23]:

\[ \sum_{s'} \int d\Gamma' W_{pp'}^{(ss')} = \sum_{s'} \int d\Gamma' W_{p'p}^{(s's)} = 0. \]

As a result, only the deviation \( \delta n_p^{(s)} \) from equilibrium distribution function is present in Eq. (19).

The collision integral, Eq. (19), is set equal to the kinetic terms on the left hand side of Boltzmann equation, Eq. (15). With a small temperature gradient in \( y \)-direction, the linear response approximation reads:

\[ \frac{\epsilon_p^{(s)}}{T} v_p^{(s)} \nabla_y T \frac{\partial n_0^{(\epsilon)}}{\partial \epsilon} = I_p^{\text{skew,}(s)}[\delta n_p^{(\pm)}]. \]

(24)

If the scattering rates are known, this equation may be solved for the linear deviations \( \delta n_p^{(s)} \). The thermal conductivity is found then from calculating the heat current:

\[ j_{\text{heat,skew}} = \sum_{s = \pm} \int d\Gamma' v_p^{(ss')} \delta n_p^{(s)}, \]

\[ j_x^{\text{heat,skew}} = \kappa_{xy}^{\text{skew}} \nabla_y T, \quad j_y^{\text{heat,skew}} = \kappa_{yy}^{\text{skew}} \nabla_y T, \]

where \( \kappa_{xy}^{\text{skew}} \) and \( \kappa_{yy}^{\text{skew}} \) are the thermal Hall and longitudinal thermal conductivity respectively.

### III.4. Side Jump

The side jump refers to the shift of the center of a Bloch wavepacket upon an impurity scattering event [24].
\[ \delta \mathbf{p}^j(s',s), \] where a quasiparticle is scattered from state \((s, \mathbf{p})\) to \((s', \mathbf{p}')\). This leads to the two effects: (i) the quasiparticles acquire an additional velocity and as a result, there is an additional current denoted as \(j^\text{adist}_j\); (ii) the distribution function acquires an anomalous part \(g^a(s)\) and the corresponding correction to the current is denoted as \(j^\text{adist}_a\). While treating the side jump, we disregard the small skewness of the scattering rates, i.e., we assume here \(\delta Q = 0\). In other words we consider the scattering rates to be detailed balance related: \(W^{S,S}(s',s) = W^{S,S}(s,s')\delta_{Q=0}\). The error we commit by this approximation is of the higher order in \(m\Delta/\hbar v_F\) and \(\delta Q\).

The jump velocity is given by:
\[ v^j_p(s) = \sum_{s'} \int d\Gamma' W^{S,S}(s',s) \delta \mathbf{p}^j_p(s') \delta (\epsilon'_p - \epsilon_p), \tag{26} \]
while the corresponding contribution to the transversal current is given by:
\[ j^j_x = \kappa^j_{xy} \nabla_y T = \sum_s \int d\Gamma v^j_p(s) \delta \mathbf{p}^j_p(s). \tag{27} \]

The anomalous distribution \(g^a_p(s)\) originates from the collision integral, Eq. \((16)\). Notice that the latter is nonlocal in space. It can be transformed into a local form by expanding the distribution function in terms of the side jump displacement:
\[ n_p(s') (r') = n_p(s) (r) + \delta \mathbf{p}^j_p(s) \cdot \frac{\partial n_p(s)}{\partial r}. \tag{28} \]

The anomalous distribution \(g^a_p(s)\) serves to compensating the nonlocality, by fulfilling the condition:
\[ 0 = \sum_{s' = \pm} \int d\Gamma' \delta (\epsilon'_p - \epsilon_p) W^{S,S}_p(s,s') \times [g^a_p(s') + \delta \mathbf{p}^j_p(s') \cdot \frac{\partial n_p(s)}{\partial r} - g^a_p(s)]. \tag{29} \]

This can be further simplified employing the linear response relation:
\[ \frac{\partial n_p(s)}{\partial r} = \frac{\partial \Gamma}{\partial r} \frac{\partial n^0_p(s)}{\partial \epsilon} \tag{30} \]

Equation \((29)\) can be thus cast into the form:
\[ \frac{\epsilon_p(s)}{T} v^j_p(s) \nabla_y T \frac{\partial n^0_p(s)}{\partial \epsilon} = I^\text{dist}_p[g^a(s,\pm)], \tag{31} \]
where the collision integral is given below with a symmetric scattering rate:
\[ I^\text{dist}_p[g^a(s,\pm)] = \sum_{s' = \pm} \int d\Gamma' W^{S,S}_p(s',s) [g^a_p(s') - g^a_p(s)] \delta (\epsilon'_p - \epsilon_p). \tag{32} \]

Solving this equation for the ‘anomalous distribution’ \(g^a_p(s)\), one obtains the second contribution to the transversal current:
\[ j^\text{adist}_x = \kappa^\text{adist}_{xy} \nabla_y T = \sum_s \int d\Gamma v^a_p(s) \epsilon'_p g^a_p(s). \tag{33} \]

An important observation is that the side jump contribution to the thermal Hall conductance is independent of mean free time \(\tau\). This can be seen by noticing that the side jump current \(j^\text{Side Jump} \propto v^j_p\), while the side jump velocity is proportional to the scattering rate: \(v^j_p \propto \tau^{-1}\). Moreover, as we show below, the side jump contribution to the thermal Hall conductance is of the same order as the intrinsic part.

**IV. RESULTS AND DISCUSSION**

With the general framework formulated above we solved the Boltzmann equation in the linear response approximation and evaluated the corresponding thermal conductivities. Details of these calculations are delegated to the Appendices. Here we present the results.

Figure \([5]\) summaries our results for the skew scattering contribution to the diagonal and off-diagonal thermal conductivity. They are measured in units of (twice) the thermal conductivity of the normal metal (\(\Delta = 0\)):
\[ 2\kappa = \frac{\pi^2}{3} \nu D k_B^2 T = 2g\kappa_Q, \tag{34} \]

Here \(D = v_F^2 r/2\) is the diffusion constant (with \(v_F = k_F/m = \sqrt{2\mu/m}\) and \(\tau = (2\pi \rho \nu V^2)^{-1}\) being the normal metal Fermi velocity and relaxation time respectively), \(g = \hbar v_D\) is dimensionless 2D normal state conductance and \(\kappa_Q = \pi k_B^2 T/(12\hbar)\) is thermal conductance quanta. The topological phase transition takes place at \(Q_T = 4m\Delta\). We present the results for \(Q > Q_T = 4m\Delta\) only, since in the opposite limit the system is a thermal insulator and the quasiparticle contribution is exponentially small.

One notices that the diagonal conductivity \(\kappa^\text{skew}_{xy}\) is essentially independent on the asymmetry factor \(\delta Q\) and approaches the normal metal value above the topological transition. The off-diagonal \(\kappa^\text{skew}_{zy}\) exhibits approximately linear dependence on \(\delta Q\), which in turn is linear in the weak disorder amplitude, \(V_0\), Eq. \((22)\). This is due to the fact that the off-diagonal part, originating from the skew scattering, is proportional to the antisymmetric part of the rate matrix, Eq. \((13)\). The off-diagonal conductivity exhibits maximum at the topological phase transition \(Q = Q_T\) and slowly approaches zero deep into the non-topological metallic phase, \(Q > Q_T\). Notice that: (i) \(\kappa^\text{skew}_{xy}\) is continuous function of \(Q\) through the topological transition and (ii) its magnitude is much less than that of the diagonal \(\kappa^\text{skew}_{yy}\). The latter observation follows from the fact that
\[ \kappa^\text{skew}_{zy} \approx 2\kappa \frac{\delta W^{\text{antisym}}}{W^S} \approx \frac{\Delta^2}{v_F} \kappa_Q \sin 2\delta Q, \tag{35} \]
FIG. 5. (a) Longitudinal thermal conductivity $\kappa_{yy}^{skew}$; (b) Thermal Hall conductivity $\kappa_{xy}^{skew}$ around topological phase transition $Q_T$. Different colors correspond to different impurity strengths. Calculations are done with the same parameters as in Fig. 3. Curves cross zero due to cancellation of two time reversal symmetry breaking mechanisms: the $p+ip$ superconductivity and the applied supercurrent $Q$.

where $W^S$ is the symmetric part of the scattering rates and we employ Eq. (A18). In the limit $\Delta/v_F \ll 1$, assumed hereafter, it follows that $\kappa_{xy} \ll \kappa_{yy}$.

The latter fact is important for the possibility to detect the topological transition within the metallic phase. Indeed, the kinetic theory developed here is valid in the weak scattering limit, when normal-state dimensionless conductance is large $g = h\nu D \gg 1$. Consequently the diagonal thermal conductivity $\kappa_{yy}^{skew} \propto g\kappa_Q \gg \kappa_Q$. However the off-diagonal one appears to be of the order $\kappa_{xy}^{skew} \propto g(\Delta/v_F)^2\kappa_Q$. This value may be comparable to $\kappa_Q$ (or even smaller than) the thermal conductance quantum $\kappa_Q$, even in a good metal, $g \gg 1$. The skew scattering contribution to the diagonal conductivity, $\kappa_{yy}$, on the other hand, is much larger than all other terms. We thus do not discuss other contributions to the diagonal conductivity.

Figure 6 shows the side jump contributions to the off-diagonal thermal conductivity $\kappa_{xy}$. It exhibits a discontinuity at the topological phase transition. The magnitude of the discontinuity is given by (see Appendix D):

$$\Delta\kappa_{xy} \approx \frac{32\Delta}{\pi v_F} \kappa_Q; \quad \Delta\kappa_{xy}^{adist} \approx \frac{16\Delta}{\pi v_F} \kappa_Q.$$ (36)

Those are of the same sign and order of magnitude as the discontinuity in the intrinsic part $\Delta\kappa_{xy}^{int} = \frac{2\Delta}{v_F} \kappa_Q$. In addition, they should be added together. Therefore, the total discontinuity at the topological phase transition $Q = Q_T$ is:

$$\Delta\kappa_{xy} = \left(2 + \frac{16}{\pi} + \frac{32}{\pi}\right) \frac{\Delta}{v_F} \kappa_Q.$$ (37)

The discontinuity is non-quantized and depends on band-structure parameters, such as $\Delta/v_F$ in our model. On the other hand, it does not depend on impurities concentration and strength, as long as the sample dimensions exceed elastic mean free path. In the opposite limit of a ballistic sample, the discontinuity is smaller and is given solely by the intrinsic contribution. Comparing the discontinuity with the smooth skew scattering part (35), we observe that the two may be comparable in a wide range of the relevant dimensionless parameters, such as the ratio $\Delta/v_F$, the normal state conductance $g$ and asymmetry factor $\delta_Q$.

Figure 7 summarises the total off-diagonal conductivity, along with its three constitutive components: the skew-scattering contribution, Eq. (35), the intrinsic contribution Eq. (8) and side jump, Eq. (36). The total $\kappa_{xy}$ exhibits discontinuous jump at the topological phase transition in the limit of small temperature. This discontinuity takes place in the presence of the metallic bulk states and bulk disorder, as long as the particle-hole symmetry, Eq. (7), is preserved. Therefore the topological transition exhibits the sharp signature in transport measurements not only in gapped phases, but also in gapless systems with finite density of states at the Fermi level.
Unlike the gapped case, the corresponding jump is non-quantized.

One may be concerned if impurity scattering between the bulk and the edge states may change these conclusions. Such processes are not accounted for in the developed kinetic approach. Indeed, the intrinsic part knows only about the equilibrium distribution function, Eq. (3), not affected by the impurity scattering. Formally this is due to the fact that the anomalous velocity $\nu_p = \dot{p} \times \Omega(p)$ is already proportional to $\dot{p} \propto \nabla_y T$ and thus to the linear response accuracy one should take the unperturbed distribution function. Physically, it reflects the fact that the edges are in local equilibrium with the adjacent bulk heat reservoir. Since the edge states are exponentially confined to the sample’s boundaries, Fig. 2, they can’t be affected by the perturbation $\nabla_y T$, which is spread across the bulk. As a result, the impurity scattering between an edge and an adjacent bulk is exactly the same as in equilibrium: it does not affect the occupation of the edge state and does not change the corresponding thermal current. This reasoning breaks down very close to the topological transition, where the edge states spread into the bulk and thus acquire sensitivity to the perturbation $\nabla_y T$. This happens in earnest only for $|Q - Q_T| \lesssim L_y^{-1/\nu}$, where $\nu$ is the localization length critical exponent. This leads to a finite size smearing of the discontinuity, which is not present in the thermodynamic limit $L_y \to \infty$. The discontinuity is smeared at a finite temperature, much like the integer quantum Hall transitions.

\textbf{APPENDIX A: SCATTERING RATES}

We turn now to the microscopic evaluation of the scattering rates $W_{pp'}^{(ss')}$.

The off-diagonal response, $n_{xy}$, is a consequence of the asymmetry in the scattering rates, Eq. (20), which appears in the absence of the time-reversal symmetry and is known as the \textit{skew} scattering mechanism. In our model the time reversal symmetry is already broken by $p + ip$ superconductivity, Eq. (3), and the supercurrent $Q$ further introduces anisotropy to the system. As a result, the detailed balance is violated, which leads to anomalous transport in SPT metal.

We restrict ourselves with the weak point-like impurities with impurity density $\rho_i$. Therefore the scattering rates are given by:

$$W_{pp'}^{(ss')} = \frac{\pi e^2}{2 m^2} \frac{\rho_i}{|T_{pp'}^{(ss')}|^2}$$

where $T_{pp'}^{(ss')}$ is the scattering amplitudes of an individual impurity between quasiparticle states.

Scattering process should contain all orders in Born series and the Lippmann-Schwinger equation is used to find scattering $T$-matrix $T$, which determines scattering amplitudes\cite{36,39,43}. Consider a generic Hamiltonian:

$$\hat{H} = \hat{H}_0 + \hat{V},$$

where $\hat{H}_0$ is the Hamiltonian free of impurities and $\hat{V}$ is the impurity potential. The scattering $T$-matrix is formally defined by the Lippmann-Schwinger equation\cite{10}

$$\hat{H} = \hat{T} + \hat{V},$$

where $\hat{G}_0(i\omega) = (i\omega - \hat{H}_0)^{-1}$ is the bare Green’s function.

The scattering amplitudes $T_{pp'}^{(ss')}$ between quasiparticle states could be determined from $T$-matrix:

$$T_{pp'}^{(ss')} = \langle p, s | \hat{T} | p', s' \rangle,$$

where $|p, s = \pm \rangle$ is the quasiparticle eigenstate.

Following Li, Andreev and Spivak\cite{12} we first solve Eq. (A3) in the original particle-hole basis and then transform to the quasiparticle basis as:

$$T_{pp'}^{(ss')} = \sum_{a, b = p, h} \langle p, s | p, a \rangle \langle p, a | \hat{T} | p', b \rangle \langle p', b | p', s' \rangle.$$ (A5)

A remark about notations is due: the labels $a(b) = p, h$ are labeling particle-hole states, while $s(s') = \pm$ are labeling the quasiparticle bands. Thus, the summation indices $a, b$ is over particle-hole states and $\psi_{p, a}^{(s = \pm)} = \langle p, a | p, s = \pm \rangle$ are the elements of the quasiparticle wavefunctions, given by Eq. (6). In the particle-hole basis equation (A3) takes the form\cite{12}

$$T_{pp'}^{(ab)} = V_{pp'}^{(ab)} + \sum_{k} \sum_{c,d = p,h} V_{pk}^{(ac)} G_{0}^{(cd)}(i\omega, k) T_{kp'}^{(db)}.$$ (A6)

We are grateful to A. Andreev, M. Ye, D. Chichinadze, A. Levchenko and M. Sammon for useful discussions. We are also grateful to a referee for his/her insistence to include consideration of the side jump effect. This work was supported by NSF Grant No. DMR-1608238.
where $V^{(ab)}_{pp'} = \langle p, a | \hat{V} | p', b \rangle$ and $G_0^{(ab)}(i\omega, k) = \langle k, a | \hat{G}_0(i\omega) | k, b \rangle$. In this same basis the Hamiltonian $H_0$ takes the form of the BdG Hamiltonian \cite{BdG} and the point-like impurity potential $V$ is independent of momenta $V^{(ab)}_{pp'} = V_0 \sigma_z^{ab}$. Therefore, the scattering matrix $\mathcal{T}^{(ab)}_{pp'}$ is independent of momenta and is only a function of the frequency $i\omega$. Hence Eq. (A6) can be rewritten in a compact way as a matrix equation in the particle-hole space:\footnote{\textsuperscript{\textsuperscript{2}}}

$$
\hat{T}(i\omega) = V_0 \sigma_z + V_0 \sigma_z \sum_k \hat{G}_0(i\omega, k) \hat{T}(i\omega), \quad (A7)
$$

where the Green function is defined as $\hat{G}_0(i\omega, k) = (i\omega - H_{\text{BdG}}(k))^{-1}$. The formal solution for the scattering matrix $\hat{T}(i\omega)$ is:

$$
\hat{T}(i\omega) = \left[1 - V_0 \sigma_z \sum_k \hat{G}_0(i\omega, k)\right]^{-1} V_0 \sigma_z. \quad (A8)
$$

Close to the topological phase transition, $|Q - Q_T| \ll 8m\Delta$, the summation of the Green function over momenta $\sum_k \hat{G}_0(i\omega, k)$ may be separated into two parts: $\sum_{|k|<4m\Delta}$ and $\sum_{|k|>4m\Delta}$, as indicated in Fig. 4. The Hamiltonian, Eq. (4), has very different asymptotic behavior in these two regimes. Since we considered small temperatures, only the quasiparticle states near the zero energy are important. Therefore, the quantity of interest here is actually $\sum_k \hat{G}_0(i\omega \rightarrow 0, k)$. For small momenta, $|k| < 4m\Delta$, the Hamiltonian in Eq. (4) is approximately a tilted massive Dirac Hamiltonian with the mass of $M_Q = \frac{1}{2}k_F^2(Q - Q_T)$:

$$
H_{\text{BdG}}(k) \approx Qk_x/2m - 2\Delta k_y \sigma_x + 2\Delta k_x \sigma_y + M_Q \sigma_z. \quad (A9)
$$

with corrections on the order of $\mathcal{O}(k^2/m)$ and $\mathcal{O}((Q - Q_T)^2/m)$. Hence, summation of the Green function over momenta is:

$$
\sum_{|k|<4m\Delta} \hat{G}_0(i\omega \rightarrow 0, k) = \sum_{|k|<4m\Delta} \frac{Qk_x/2m - 2\Delta k_y \sigma_x + 2\Delta k_x \sigma_y + M_Q \sigma_z}{(Qk_x/2m)^2 - 4\Delta^2k^2 - M_Q^2}. \quad (A10)
$$

It’s clear that the terms with numerator linear in momenta $k_x$ and $k_y$ vanish upon summation. Hence the result is proportional to the mass term $M_Q \sigma_z$. Performing the integration, as detailed in Appendix B, one finds:

$$
\sum_{|k|<4m\Delta} \hat{G}_0(i\omega \rightarrow 0, k) = -\frac{m\sigma_z}{4\pi k_F}(Q - Q_T). \quad (A11)
$$

For large momenta $|k| > 4m\Delta$, one can neglect the off-diagonal terms in the Hamiltonian (\textsuperscript{3}), leaving two copies of the normal metal decoupled from each other.

Therefore, summation of the Green results in the 2D density of states of a metal:

$$
\sum_{|k|>4m\Delta} G_0(i\omega \rightarrow 0, k) \approx i\nu \sigma_0, \quad (A12)
$$

where $\nu$ is a density of states at the chemical potential. Taken together Eqs. (A11) and (A12) yield:

$$
\sum_k \hat{G}_0(i\omega \rightarrow 0, k) \approx -\frac{m\sigma_z}{4\pi k_F}(Q - Q_T) + i\pi \nu. \quad (A13)
$$

The scattering matrix $\hat{T}(i\omega \rightarrow 0)$ can be obtained from Eq. (A8)\footnote{\textsuperscript{\textsuperscript{3}}}

$$
\hat{T}(i\omega \rightarrow 0) = \left(f(Q)e^{i\delta_Q} 0 \right., \quad (A14)
$$

where

$$
f(Q)e^{i\delta_Q} = \frac{V_0}{1 + \frac{mV_0}{4\pi k_F}(Q - Q_T) - i\pi \nu V_0}. \quad (A15)
$$

It’s clear that the scattering matrix $\hat{T}$ is a smooth function of the supercurrent $Q$ around the topological phase transition at $Q = Q_T$. As explained below, the phase $\delta_Q$ is responsible for the skew scattering. Close to the topological phase transition one finds from Eq. (A15):

$$
\tan \delta_Q \approx \pi \nu V_0, \quad (A16)
$$

approximately a constant proportional to the impurity potential $V_0$.

To find scattering amplitudes between the quasiparticle states one needs to transform the particle-hole matrix (A14) to the quasiparticle basis according to Eq. (A5):

$$
\mathcal{T}^{(ss')}_{pp'} = \left(\psi^*(p')\right)^\dagger \hat{T}(i\omega \rightarrow 0) \psi^*(s'), \quad (A17)
$$

where the quasiparticle spinors are given by Eq. (3). The scattering rates are defined as $W^{ss'}_{pp'} = 2\pi \rho_i |\mathcal{T}^{(ss')}_{pp'}|^2$, where $\rho_i$ is impurity density. A straightforward calculation outlined in Appendix C leads to the following structure of the rate matrix:

$$
W^{ss'}_{pp'} = W^{0,ss'}_{pp'} + W^{1,ss'}_{pp'} \cos(\theta_p - \theta_p' - 2\delta_Q), \quad (A18)
$$

where $W^{0,ss'}_{pp'}$ and $W^{1,ss'}_{pp'}$ are symmetric with respect to the momenta $p \leftrightarrow p'$ interchange and $\theta_p$ and $\theta_p'$ are the azimuthal angles of the corresponding momenta (i.e. $\exp(i\theta_p) = (p_x + ip_y)/|p|$). As can be seen from Eq. (C5), the dependence of the rates on the azimuthal angles comes solely from $p + ip$ superconductivity present in the Hamiltonian (\textsuperscript{3}). This in turn leads to an antisymmetric part of the rate matrix

$$
\delta W_{\text{antisym}} = W^1 \sin(2\delta_Q \sin(\theta_p' - \theta_p)), \quad (A19)
$$

which is responsible for the off-diagonal thermal conductivity.
Once the scattering rates $W_{pp'}^{(ss')}$ are found (see Appendix C), the linearized Boltzmann equation (24) may be solved numerically for the deviation $\delta n_p^{(s)}$ of the distribution function from its equilibrium value. It is convenient to parametrize such deviations in terms of angles labeling position along the two, $(\pm)$, Fermi surfaces, see inset in Fig. 4.

$$\delta n_p^{(s)} = \sum_{n=1}^{N_{\text{cutoff}}} [a_n^{(s)} \cos(n\varphi) + b_n^{(s)} \sin(n\varphi)], \quad (A20)$$

where $N_{\text{cutoff}}$ is a suitably chosen cutoff (typically a few dozens). The absence of the $n = 0$ term reflects the elastic nature of the scattering, which ensures quasiparticle number conservation at any energy. We solve for the harmonic amplitudes $a_n^{(s)}$ and $b_n^{(s)}$ and then evaluate linear response current according to Eq. (25).

One can do the same for solving for the ‘anomalous distribution’ $g_{pp'}^{a,(s)}$, once the side jump velocity is found in the Appendix D-E.

**Appendix B: Calculations leading to Eq. (A11)**

In this section, we show details for deriving Eq. (A11):

$$\sum_{|k|<4m\Delta} \tilde{G}_0(i\omega \rightarrow 0, k) = \frac{m\sigma_z}{4\pi k_F} (Q - Q_T). \quad (B1)$$

The angular integration results in:

$$\int_{|k|<4m\Delta} \frac{d^2k}{(2\pi)^2} G(i\omega \rightarrow 0, k) = \int_{|k|<4m\Delta} \frac{d^2k}{(2\pi)^2} \frac{M_Q\sigma_z}{(Qk_x/2m)^2 - 4\Delta^2k^2 - M_Q^2}. \quad (B4)$$

The first step is to replace summation by integration:

$$\sum_{|k|<4m\Delta} \rightarrow \int_{|k|<4m\Delta} \frac{d^2k}{(2\pi)^2} \quad (B2)$$

Notice the Green’s function takes the following form at small momenta:

$$G(i\omega \rightarrow 0, k) = \frac{Qk_x/2m - 2\Delta k_y\sigma_x + 2\Delta k_x\sigma_y + M_Q\sigma_z}{(Qk_x/2m)^2 - 4\Delta^2k^2 - M_Q^2}. \quad (B3)$$

The terms in the numerator here linear in momenta vanish upon integration. Thus, the quantity to calculate is:

$$\int_0^{2\pi} \frac{M_Q\sigma_z}{(Qk_x/2m)^2 - 4\Delta^2k^2 - M_Q^2} \left(\frac{2\pi M_Q\sigma_z}{\sqrt{M_Q^2 + 4\Delta^2k^2}} \right)^2 \theta(M_Q^2 + 4\Delta^2k^2 - \frac{Q^2}{4m^2}k^2) \quad (B5)$$

where $\theta(\ldots)$ is the step function. Its presence puts an additional constraint on the integration over the magnitude of momentum $k$. To simplify further calculations we focus on the vicinity of the topological phase transition $|Q - Q_T| \ll 8m\Delta$ and thus $Q^2/4m^2 \approx v_F^2$, while $\Delta \ll v_F$. The above integral thus simplifies down to:

$$-\int_{k<4m\Delta} \frac{kdk}{(2\pi)^2} \frac{2\pi M_Q\sigma_z \theta(M_Q^2 - v_F^2k^2)}{\sqrt{M_Q^2 - v_F^2k^2}} \approx -\frac{M_Q\sigma_z}{2\pi v_F^2}. \quad (B6)$$

Noticing that the ‘mass’ $M_Q = \frac{1}{2} k_F (Q - Q_T)$, where $v_F = k_F/m$, one arrives at Eq. (A11).

**Appendix C: Scattering Rates**

Here we derive explicit expressions for the scattering rates $W_{pp'}^{(ss')}$ in terms of $d(p)$ functions in the BdG Hamiltonian Eq. (4). As discussed in the main text one needs to transform the scattering $T$-matrix $\hat{T}(i\omega \rightarrow 0)$, Eq. (A14), in the particle-hole basis to the quasiparticle basis with the help of the wavefunctions $v_p^{(s)}$ through Eq. (A1):

$$W_{pp'}^{(ss')} = 2\pi \rho_i |\hat{T}_{pp'}^{(ss')}|^2 \quad (C1)$$
where according to Eq. (A17):
\[ T_{pp'}^{(ss')} = (\psi_p^{(s)})^\dagger \hat{T}(i\omega \to 0)\psi_{p'}^{(s)}, \]  
where the spinors may be written in terms of \( d(p) \) and the azimuthal angle \( \theta_p \) as:
\[ \psi_p^{(+)} = N_p \left( |d(p)| + d_z(p) \right) ; \]
\[ \psi_p^{(-)} = N_p \left( 2i\Delta p_-^{\dagger} \right) ; \]
\[ \psi_{p'}^{(+)} = N_{p'} \left( |d(p')| + d_z(p') \right) ; \]
\[ \psi_{p'}^{(-)} = N_{p'} \left( 2i\Delta p_-^{\dagger} \right) . \]

This particular form of wavefunctions is a direct result of \( p \)-wave superconductivity and leads to a nontrivial angular dependence of \( W_{pp'}^{(ss')} \). The scattering matrix in particle-hole space is:
\[ \hat{T}(i\omega \to 0) = \begin{pmatrix} f(Q)e^{i\delta_Q} & 0 \\ 0 & f(Q)e^{-i\delta_Q} \end{pmatrix}. \]

This way one finds for the scattering amplitudes between the quasiparticle states:
\[ T_{pp'}^{(++)} = N_pN_{p'} \left( |d(p)| + d_z(p) \right) e^{i\delta_Q} \left( f(Q)e^{i\delta_Q} + d_z(p) \right) ; \]
\[ T_{pp'}^{(--)} = -N_pN_{p'} \left( |d(p)| + d_z(p) \right) e^{-i\delta_Q} \left( f(Q)e^{-i\delta_Q} - d_z(p) \right) ; \]
\[ T_{pp'}^{(+-)} = iN_pN_{p'} f(Q)e^{i(\delta_Q - \theta_p)} [2\Delta \cos(\theta_p) + d_z(p)] \left( |d(p')| + d_z(p') \right) e^{i(\theta_{p'} - \theta_p - \delta_Q)} ; \]
\[ T_{pp'}^{(-+)} = -iN_pN_{p'} f(Q)e^{i(\delta_Q + \theta_p)} [2\Delta \cos(\theta_p) + d_z(p)] \left( |d(p')| + d_z(p') \right) e^{i(\theta_{p'} - \theta_p + \delta_Q)}. \]

The scattering rates are then found with the help of Eq. (A1):
\[ W_{pp'}^{(++)} = 2\pi\rho_i f^2(Q)N_p^2N_{p'}^2 \times \left( |d(p)| + d_z(p) \right) \left( |d(p')| + d_z(p') \right) + 4\Delta^2 p^2 \cos(\theta_{p'} - \theta_p - 2\delta_Q) \right)^2 \]
\[ W_{pp'}^{(--)} = 2\pi\rho_i f^2(Q)N_p^2N_{p'}^2 \times \left( |d(p)| + d_z(p) \right) \left( |d(p')| + d_z(p') \right) - 8\Delta^2 p^2 \cos(\theta_{p'} - \theta_p - 2\delta_Q) \right)^2 \]
\[ W_{pp'}^{(+-)} = 2\pi\rho_i f^2(Q)N_p^2N_{p'}^2 \times \left( |d(p)| + d_z(p) \right) \left( |d(p')| + d_z(p') \right) + 4\Delta^2 p^2 \cos(\theta_{p'} - \theta_p - 2\delta_Q) \right)^2 \]
\[ W_{pp'}^{(-+)} = 2\pi\rho_i f^2(Q)N_p^2N_{p'}^2 \times \left( |d(p)| + d_z(p) \right) \left( |d(p')| + d_z(p') \right) - 8\Delta^2 p^2 \cos(\theta_{p'} - \theta_p - 2\delta_Q) \right)^2 \]

Although cumbersome, these expressions allow to estimate the magnitude of thermal Hall conductivity, \( \kappa_{xy}/2\kappa \), resulting in Eq. (35). Indeed, the typical symmetric and antisymmetric parts of \( W_{pp'}^{(ss')} \) have the form:
\[ W^0 = 2\pi\rho_i f^2(Q)N_p^2N_{p'}^2 \times \left( |d(p)| + d_z(p) \right) \left( |d(p')| + d_z(p') \right) + 16\Delta^4 p^2 \right)^2 \]
\[ W^1 = 2\pi\rho_i f^2(Q)N_p^2N_{p'}^2 \times \left( |d(p)| + d_z(p) \right) \left( |d(p')| + d_z(p') \right) \cos(\theta_{p'} - \theta_p - 2\delta_Q). \]
Assuming $\Delta \ll v_F$ and $Q \approx Q_T$, one finds:

$$\frac{\kappa_{xy}}{2\hbar} \approx \frac{\Delta^2 p^p}{(p^2/m)(p^2/m)} \sin 2\delta Q \approx \frac{\Delta^2}{v_F} \sin 2\delta Q.$$  \hfill (C8)

**Appendix D: Side Jump Displacement and Velocity**

1. Side Jump Displacement and Velocity

In this section, we turn to the microscopic calculation of the side jump displacement $\delta r_{p,p'}^{s,s'}$ and the side jump velocity $v_{p,p'}^{s,s'}$. The actual calculation is rather tedious. Instead of providing all the details, we simply sketch the derivation process. Then we present the most relevant terms in the side jump velocity and estimate the discontinuity in the off-diagonal conductance around topological phase transition.

We employed the gauge invariant definition of the side jump displacement derived in Ref. [35]:

$$\delta r_{p,p'}^{s,s'} = \left(\psi_{p'}^{(s')}\right)^\dagger i\partial_{p'_x} \psi_{p'}^{(s')} - \left(\psi_{p}^{(s)}\right)^\dagger i\partial_{p_x} \psi_{p}^{(s)} - D_{p,p'} \left[\arg \left(T_{p,p'}^{s,s'}\right)\right]$$  \hfill (D1)

where the differential operator is defined as $D_{p,p'} = \partial_{p_x} + \partial_{p'_x}$. The terms in the first line is also known as the Berry connection, $A_p^{(s)} = \left(\psi_{p}^{(s)}\right)^\dagger i\partial_{p_x} \psi_{p}^{(s)}$. Given the quasiparticle wavefunctions Eq. (6), it’s straightforward to show:

$$A_p^{(s)} = s N_p^2 \left[\partial_{p_x} d_x(p) \partial_{p_y} d_y(p) - \partial_{p_y} d_y(p) \partial_{p_x} d_x(p)\right]$$  \hfill (D2)

As before, $s = \pm$ is the quasiparticle band index.

The second line involves the scattering amplitude $T_{p,p'}^{s,s'}$, which is derived in the previous Appendix C. Here, we make further simplifications. First, as argued in Sec. [III], we took $\delta Q = 0$ when the side jump is under consideration. This is the same as neglecting the interplay between the skew scattering and the side jump effect. Second, we focus ourselves to the regime very close to the topological phase transition, $Q \approx Q_T$. With those two simplifications, the scattering amplitudes take a simple form following Eq. (A17):

$$T_{p,p'}^{s,s'} = V_0 \left(\psi_{p'}^{(s')}\right)^\dagger \sigma_z \psi_{p}^{(s)}$$  \hfill (D3)

The impurity potential $V_0$ does not depend on the momenta. As a result:

$$\arg \left(T_{p,p'}^{s,s'}\right) = \arg \left[\left(\psi_{p'}^{(s')}\right)^\dagger \sigma_z \psi_{p}^{(s)}\right]$$  \hfill (D4)

Or equivalently:

$$\arg \left(T_{p,p'}^{s,s'}\right) = \arg \left[\left(\tilde{\psi}_{p'}^{(s')}\right)^\dagger \sigma_z \tilde{\psi}_{p}^{(s)}\right]$$  \hfill (D5)

where $\tilde{\psi}_{p}^{(s)} = \psi_{p}^{(s)}/N_p$ is the unnormalized wavefunction.

The unnormalized wavefunction $\tilde{\psi}_{p}^{(s)}$ simplifies the detailed calculations a little bit. Taking the derivative on the argument of a complex valued function (in this case $T_{p,p'}^{s,s'}$ or $(\tilde{\psi}_{p'}^{(s')})^\dagger \sigma_z \tilde{\psi}_{p}^{(s)}$) gives:

$$D_{p,p'} \left[\arg \left(T_{p,p'}^{s,s'}\right)\right] = \frac{\Im \left[\left(\tilde{\psi}_{p}^{(s)}\right)^\dagger \sigma_z \tilde{\psi}_{p}^{(s)}\right]}{\left|\left(\tilde{\psi}_{p}^{(s)}\right)^\dagger \sigma_z \tilde{\psi}_{p}^{(s)}\right|^2}$$  \hfill (D6)

In the numerator, $\Im \left[\cdots\right]$ means taking the imaginary part of the quantity in the square bracket.

Above we derived the working expressions for the side jump displacement. However, it’s more important to define the side jump velocity:

$$v_{p,p'}^{s,s'} = \sum_{s'} \int_\Gamma' W_{p,p'}^{s,s'} \delta r_{p,p'}^{s,s'} \delta (\epsilon_{p'}^{(s')} - \epsilon_{p}^{(s)})$$  \hfill (D7)

Close to the topological phase transition $Q \approx Q_T$, the scattering rates is given by:

$$W_{p,p'}^{s,s'} = 2\pi \rho_1 |V_0|^2 N_p^2 N_{p'}^2 \left|\left(\tilde{\psi}_{p}^{(s)}\right)^\dagger \sigma_z \tilde{\psi}_{p}^{(s)}\right|^2$$  \hfill (D8)

Following this procedure, one would end up with a rather cumbersome expression. Fortunately, if one focus on the vicinity of topological phase transition, the side jump velocity is governed by part of the full expression:

$$v_{x,p}^{s,s'} = \frac{s}{\pi} \frac{1 - \pi \Delta}{2 v_F} \frac{M_Q}{|M_Q|} \frac{v_F p_y \Delta}{|d(p)| k_F l}$$  \hfill (D9a)

$$v_{y,p}^{s,s'} = -\frac{\Delta k_F}{k_F l} \frac{1 - 8\Delta^2 p^2 N_p^2}{|d(p)|} \frac{\Delta}{k_F l}$$  \hfill (D9b)

Fig. [8] is a comparison of the side jump velocity obtained from the full definition, Eq. (D7), and the reduced expression, Eq. (D9)

Before explaining the features of Eq. (D9), we should remind our readers that the terms in Eq. (D9) are not the only nonvanishing terms for the side jump velocity. However, those are the only terms that change sign over the topological phase transition. Therefore, they should give rise to a discontinuity in the off-diagonal conductance, $\kappa_{xy}$. From now on, we simply focus on Eq. (D9).

In Eq. (D9), both expressions change sign over the topological phase transition. In Eq. (D9a), the side jump velocity in $x$-direction is explicitly proportional to a factor of $M_Q/|M_Q|$, where $M_Q = \frac{\pi}{2} v_F (Q - Q_T)$ is the Dirac mass in Eq. (A9).

Meanwhile, for the side jump velocity in $y$-direction Eq. (D9b), the factor of $1 - 8\Delta^2 p^2 N_p^2$ changes sign.
if we confine ourselves to the diffusive regime. The distribution to the direct result of this feature is that the side jump contribution should change sign over the topological phase transition. This directly leads to the discontinuity in the thermal Hall conductance, \( \kappa_{xy} \).

\[
\Delta \kappa_{xy}^{\text{adj}} \approx \frac{16}{\pi} \frac{T}{v_F} \kappa_Q \quad \text{(D19)}
\]

With the side jump velocity in Eq. (D9), we were able to estimate the discontinuity in the thermal Hall conductance with relaxation time approximation. The correct sign and order of magnitude could be found. Technical details are provided in the Appendix E.

Start with the discontinuity in \( \kappa_{xy} \):

\[
\Delta \kappa_{xy} \approx 32 \frac{\Delta}{\pi v_F} \left( 1 - 2 \frac{\pi}{2} \frac{\Delta}{v_F} \right) \kappa_Q \quad \text{(D11)}
\]

With relaxation time approximation, Eq. (24) reduces to:

\[
- \frac{\delta \rho_p}{\tau} \nabla_y T \frac{\partial n^0_p}{\partial \epsilon} = - \frac{\delta n_p}{\tau} \quad \text{(D12)}
\]

It's straightforward that the distribution function is:

\[
\delta n_p = - \frac{\epsilon_p}{\tau} \nabla_y T \frac{\partial n^0_p}{\partial \epsilon} \quad \text{(D13)}
\]

The first part of the side jump current could be defined from Eq. (27):

\[
j_x = \sum_s \int d\Gamma v_{x,p}^{s} \xi_p^{(s)} \nabla_y T \frac{\partial n^0_p}{\partial \epsilon} \quad \text{(D14)}
\]

Notice the presence of mean free time \( \tau \) in the above equation. It will cancel the \( \tau^{-1} \) dependence in the side jump velocity. Thus, the side jump contribution should be independent of mean free time \( \tau \) (or mean free path \( l \)). By performing the integration explicitly as in Appendix E, one finds:

\[
j_x = \frac{4}{3} \frac{\Delta}{v_F} \left( 1 - \frac{2 \Delta}{v_F} \right) \left( 1 - \frac{\pi \Delta}{2 v_F} \right) \frac{M_Q}{|M_Q|} T \nabla_y T \quad \text{(D15)}
\]

The discontinuity in \( \kappa_{xy} \) can be read off directly to the second order in \( \Delta/v_F \):

\[
\Delta \kappa_{xy}^{\text{adj}} \approx 8 \frac{\Delta}{3 v_F} \left( 1 - \frac{\pi \Delta}{2 v_F} \right) T \quad \text{(D16)}
\]

In the second line, \( \kappa_Q = \frac{\pi}{12} T \) was factored out.

Similarly, the anomalous distribution function can be estimated with the relaxation time approximation:

\[
g_p^{\text{(s)}} = - \frac{\epsilon_p}{\tau} \nabla_y T \frac{\partial n^0_p}{\partial \epsilon} \quad \text{(D17)}
\]

The associated current is given by Eq. (33):

\[
j_x^{\text{adj}} = \sum_s \int d\Gamma v_{x,p}^{s} \xi_p^{(s)} g_p^{\text{(s)}} \quad \text{(D18)}
\]

Following the similar procedure, the discontinuity in \( \kappa_{xy} \) was estimated to be:

\[
\Delta \kappa_{xy}^{\text{adj}} \approx \frac{16}{\pi} \frac{\Delta}{v_F} \kappa_Q \quad \text{(D19)}
\]
Appendix E: Integration over side jump velocity

In this appendix, we provide the details for evaluation of the integrals of side jump contribution to the off-diagonal thermal conductance.

Start with $\Delta \kappa_{xy}^{ij}$:

$$\Delta \kappa_{xy}^{ij} \approx \frac{32}{\pi} \frac{\Delta}{v_F} \left(1 - \frac{\pi \Delta}{2v_F}\right) \kappa_Q$$  \hspace{1cm} (E1)

With relaxation time approximation, Eq. (24) reduces to:

$$-\frac{\epsilon_p^{(s)}}{T} v_{y,p} \nabla_y T \frac{\partial n_0^0}{\partial \epsilon} = -\frac{\delta n_p^{(s)}}{\tau}$$  \hspace{1cm} (E2)

It’s straightforward that the distribution function is:

$$\delta n_p^{(s)} = \frac{\epsilon_p^{(s)}}{T} v_{y,p} \nabla_y T \frac{\partial n_0^0}{\partial \epsilon}$$  \hspace{1cm} (E3)

The first part of the side jump current could be defined from Eq. (27):

$$j_x^{s} = \sum_s \int d\Gamma v_{x,p}^{s,(s)} \epsilon_p^{(s)} \frac{\epsilon_p^{(s)}}{T} v_{y,p}^{(s)} \nabla_y T \frac{\partial n_0^0}{\partial \epsilon}$$  \hspace{1cm} (E4)

The trick to perform the integration is to change the integration measure:

$$d\Gamma = \frac{dp_x dp_y}{(2\pi)^2} \rightarrow \frac{dp_x dp_y}{(2\pi)^2} \frac{d\epsilon}{d\epsilon}$$  \hspace{1cm} (E5)

Notice that both the side jump velocity and the group velocity ($v^{(s)}_{y,p} \propto s \times p_y$) are proportional to $p_y$. Therefore the integrand in the current expression is even in $p_y$. One could just focus on the upper plane with $p_y > 0$. Focusing on the upper half plane would introduce a factor of 2 in the last expression in Eq. (E5). Then the current expression reduces to

$$j_x^{s} = 2 \sum_s \int \frac{dp_x dp_y}{(2\pi)^2} v_{x,p}^{s,(s)} \epsilon_p^{(s)} \frac{\epsilon_p^{(s)}}{T} v_{y,p}^{(s)} \nabla_y T \frac{\partial n_0^0}{\partial \epsilon}$$  \hspace{1cm} (E6)

Further simplification can be made if one think about really low temperature. Namely, only a tiny energy window around Fermi surfaces is under consideration:

$$j_x^{s} = 2 \sum_s \int \frac{dp_x dp_y}{(2\pi)^2} v_{x,p}^{s,(s)} \epsilon_p^{(s)} \frac{\epsilon_p^{(s)}}{T} v_{y,p}^{(s)} \nabla_y T \frac{\partial n_0^0}{\partial \epsilon}$$  \hspace{1cm} (E7)

The second integral gives a factor of:

$$\int d\epsilon \frac{\epsilon^2}{T} \nabla_y T \frac{\partial n_0^0}{\partial \epsilon} = -\frac{2\pi^2}{3} T \nabla_y T$$  \hspace{1cm} (E8)

The first integral should be understood as an integration on the Fermi surfaces. Namely, the momenta are implicitly constrained by $\epsilon_p^{(s)} = 0$. The integral could be evaluated analytically:

$$\int \frac{dp_x}{(2\pi)^2} v_{x,p}^{s,(s)} \epsilon_p^{(s)} \frac{\epsilon_p^{(s)}}{T} v_{y,p}^{(s)} \nabla_y T \frac{\partial n_0^0}{\partial \epsilon}$$  \hspace{1cm} (E9)

Details of this integral is as follows:

$$\int \frac{dp_x}{(2\pi)^2} v_{x,p}^{s,(s)} \epsilon_p^{(s)} \frac{\epsilon_p^{(s)}}{T} v_{y,p}^{(s)} \nabla_y T \frac{\partial n_0^0}{\partial \epsilon} = \int \frac{dp_x}{(2\pi)^2} \frac{2}{\pi} \left(1 - \frac{\pi \Delta}{2v_F}\right) \frac{M_Q}{M_Q} \frac{v_F p_y}{|d(p)|} \Delta \tau$$  \hspace{1cm} (E10)

First, notice that the momenta are constrained by $\epsilon_p^{(s)} = 0$, or more explicitly:

$$v_F p_x + \sqrt{\frac{p^4}{4m^2} + 4\Delta^2 p^2} = 0$$  \hspace{1cm} (E11)

As a result, we could change the integration variable to:

$$dp_x = \frac{1}{2v_F} p^3/m^2 + 8\Delta^2 p^2 \, dp$$  \hspace{1cm} (E12)

Meanwhile, $p_y$ could also be expressed in terms of $p$:

$$p_y = \sqrt{(1 - \frac{4\Delta^2}{v_F^2}) p^2 - \frac{p^4}{4m^2 v_F}}$$  \hspace{1cm} (E13)
Notice that \(|d(p)| = \sqrt{\frac{p^2}{4m^2} + 4\Delta^2 p^2}\). With all those quantities, the integral transforms to:

\[
\int \frac{dp_x}{(2\pi)^2} v_{x,p}^{s_j,(s)} \tau = \frac{2}{\pi} \left( 1 - \frac{\pi \Delta}{2v_F} \right) \frac{M_Q}{|M_Q|} \frac{\Delta}{2v_F} \int \frac{dp}{(2\pi)^2} \frac{p^3/m^2 + 8\Delta^2 p}{4m^2 + 4\Delta^2 p^2} \sqrt{(1 - \frac{4\Delta^2}{v_F^2})p^2 - \frac{p^4}{4m^2v_F^2}}.
\]

(E14)

In the last line, \(x = p/(2mv_F)\). The integration in the last line could be evaluated analytically:

\[
\int \frac{dx}{(2\pi)^2} \frac{4x^2 + 8\Delta^2/v_F^2}{x^2 + 4\Delta^2/v_F^2} \sqrt{(1 - \frac{4\Delta^2}{v_F^2}) - x^2} = \frac{\pi}{(2\pi)^2} (1 - \frac{2\Delta}{v_F})
\]

(E15)

Therefore, putting everything together, we obtained:

\[
J_x = \frac{4}{3} \frac{\Delta}{v_F} \left( 1 - \frac{2\Delta}{v_F} \right) \left( 1 - \frac{\pi \Delta}{2v_F} \right) \frac{M_Q}{|M_Q|} T \nabla_y T
\]

(E16)

where the summation over the band index \(\sum_s \cdots\) gives an additional factor of 2. The discontinuity in \(\kappa_{xy}\) can be read off directly to the second order in \(\Delta/v_F\):

\[
\Delta \kappa_{xy} \approx \frac{8}{3} \frac{\Delta}{v_F} \left( 1 - (2 + \frac{\pi}{2}) \frac{\Delta}{v_F} \right) T
\]

\[
= \frac{32}{\pi} \frac{\Delta}{v_F} \left( 1 - (2 + \frac{\pi}{2}) \frac{\Delta}{v_F} \right) \kappa_Q
\]

(E17)

In the second line, \(\kappa_Q = \frac{\tau}{4} T\) was factored out.

Similarly, the anomalous distribution function can be estimated from Eq. (31) with the relaxation time approximation:

\[
g_p^{(s)} = -\epsilon_p^{(s)} v_{y,p}^{s_j,(s)} \tau \nabla_y T \frac{\partial n_0}{\partial \epsilon}
\]

(E18)

The associated current is given by Eq. (33):

\[
J_x^{\text{dist}} = \sum_s \int d\Gamma v_{x,p}^{(s)} \epsilon_p^{(s)} g_p^{(s)}
\]

(E19)

Following the similar procedure, we arrived at the expression:

\[
J_x^{\text{dist}} = -2 \sum_s \int_{p_y > 0} \frac{dp_y}{(2\pi)^2} v_{y,p}^{s_j,(s)} \tau \int d\epsilon \frac{\epsilon^2}{T} \nabla_y T \frac{\partial n_0}{\partial \epsilon}
\]

(E20)

As before,

\[
\int d\epsilon \frac{\epsilon^2}{T} \nabla_y T \frac{\partial n_0}{\partial \epsilon} = -\frac{2\pi^2}{3} T \nabla_y T
\]

(E21)

The other integral can be calculated as follows:

\[
\int_{p_y > 0} \frac{dp_y}{(2\pi)^2} v_{y,p}^{s_j,(s)} \tau
\]

(E22)

Keep in mind that the momenta are constrained by the condition \(\epsilon_p^{(s)} = 0\). We focus on small momentum regime, where the side jump velocity takes a large value:

\[
\int_{p < \Lambda} \frac{dp}{(2\pi)^2} v_{y,p}^{s_j,(s)} \tau
\]

(E23)
where $\Lambda = 4m\Delta$ is the cutoff when the quasiparticles ceased to behave like a Dirac particle. The above integration could be evaluated in two steps. First:

$$\int_{p<\frac{|MQ|}{2\Delta}} \frac{dp_y}{(2\pi)^2} v^{\psi_i(s)}_{y,p} \tau = - \int_{p<\frac{|MQ|}{2\Delta}} \frac{dp_y}{(2\pi)^2} \frac{\Delta k_F \Delta \tau}{|d(p)|} \frac{M_Q}{k_F l |M_Q|}$$  \hspace{1cm} (E24)

Notice that the ‘exact’ expression for $|d(p)| = \sqrt{4\Delta^2 p^2 + M_Q^2}$. For small momentum $p < \frac{|MQ|}{2\Delta}$, we could simplify $|d(p)| \approx |M_Q|$. At the same time, $p_y < \frac{|MQ|}{2\Delta}$ has approximately the same limitation. With this simplification, the integration is straightforward:

$$\int_{p_y<\frac{|MQ|}{2\Delta}} \frac{dp_y}{(2\pi)^2} v^{\psi_i(s)}_{y,p} \tau = - \frac{1}{(2\pi)^2} \frac{\Delta}{2v_F |M_Q|}$$  \hspace{1cm} (E25)

Second, we evaluate:

$$\int_{\frac{|MQ|}{2\Delta}<p<\Lambda} \frac{dp_y}{(2\pi)^2} v^{\psi_i(s)}_{y,p} \tau = - \int_{\frac{|MQ|}{2\Delta}<p<\Lambda} \frac{dp_y}{(2\pi)^2} \frac{\Delta k_F \Delta \tau}{|d(p)|} \frac{M_Q}{k_F l 2\Delta p}$$  \hspace{1cm} (E26)

For momentum in the region $\frac{|MQ|}{2\Delta} < p < \Lambda$, one direct simplification is that $|d(p)| = 2\Delta p$. Namely, $M_Q$ is neglected. With this simplification, the constraint $\epsilon_P^{(s)} = 0$ reads:

$$v_F p_x + s 2\Delta p = 0 \rightarrow p_y = \sqrt{1 - \frac{4\Delta^2}{v_F^2}} p \approx p$$  \hspace{1cm} (E27)

The integration reduces to

$$\int_{\frac{|MQ|}{2\Delta}<p<\Lambda} \frac{dp_y}{(2\pi)^2} v^{\psi_i(s)}_{y,p} \tau = - \int_{\frac{|MQ|}{2\Delta}<p<\Lambda} \frac{dp}{(2\pi)^2} \frac{M_Q}{4v_F p^2} = - \frac{1}{(2\pi)^2} \frac{M_Q}{4v_F} \left( -\frac{1}{\Lambda} + \frac{2\Delta}{|M_Q|} \right) \approx - \frac{1}{(2\pi)^2} \frac{M_Q}{|M_Q|} \frac{\Delta}{2v_F}$$  \hspace{1cm} (E28)

Putting together the two-step integration, we get:

$$\int_{p<\Lambda} \frac{dp_y}{(2\pi)^2} v^{\psi_i(s)}_{y,p} \tau = - \frac{1}{(2\pi)^2} \frac{M_Q}{|M_Q|} \frac{\Delta}{v_F}$$  \hspace{1cm} (E29)

With the results for the integrations, one finds the current to be:

$$j_x^{\text{dist}} = - \frac{2}{3} \frac{\Delta}{v_F |M_Q|} T \nabla_y T$$  \hspace{1cm} (E30)

The discontinuity in $\kappa_{xy}$ was estimated to be:

$$\Delta \kappa_{xy}^{\text{dist}} \approx \frac{4}{3} \frac{\Delta}{v_F} T = \frac{16}{\pi} \frac{\Delta}{v_F}$$  \hspace{1cm} (E31)

\begin{thebibliography}{9}
\bibitem{Bernevig} B. A. Bernevig and T. L. Hughes, Topological Insulators and Topological Superconductors (Princeton University Press, Princeton, NJ, 2013).
\bibitem{Hasan} M. Z. Hasan and C. L. Kane, Rev. Mod. Phys. 82, 3045 (2010).
\bibitem{Qi} X.-L. Qi and S.-C. Zhang, Rev. Mod. Phys. 83, 1057 (2011).
\bibitem{Chiu} C.-K. Chiu, J. C. Y. Teo, A. P. Schnyder, and S. Ryu, Rev. Mod. Phys. 88, 035005 (2016).
\bibitem{Ryu} S. Ryu, A. P. Schnyder, A. Furusaki, and A. W. W. Ludwig, New J. Phys. 12, 065010 (2010).
\bibitem{Wigner} E. P. Wigner, Ann. Math. 67, 325 (1958).
\bibitem{Dyson} F. J. Dyson, J. Math. Phys. 3, 1199 (1962).
\bibitem{Schwinger} A. P. Schnyder, S. Ryu, A. Furusaki, and A. W. W. Ludwig, Phys. Rev. B 78, 195125 (2018).
\bibitem{Kruthoff} J. Kruthoff, J. de Boer, J. van Wezel, C. L. Kane, and R.-J. Slager, Phys. Rev. X 7, 041069 (2017).
\bibitem{Prange} R. E. Prange and S. M. Girvin, eds., The Quantum Hall Effect (Springer-Verlag, Berlin, 2012).
\end{thebibliography}
