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We study the effects of holographic renormalisation on an AdS/QCD inspired description of dynamical electroweak symmetry breaking. Our model is a 5D slice of AdS$_5$ geometry containing a bulk scalar and $SU(2) \times SU(2)$ gauge fields. The scalar field obtains a VEV which represents a condensate that triggers electroweak symmetry breaking. Fermion fields are constrained to live on the UV brane and do not propagate in the bulk. The two-point functions are holographically renormalised through the addition of boundary counterterms. Measurable quantities are then expressed in terms of well defined physical parameters, free from any spurious dependence on the UV cut-off. A complete study of the precision parameters is carried out and bounds on physical quantities derived. The large-$N$ scaling of results is discussed.

I. INTRODUCTION

Collisions at the LHC in CERN are designed to reveal the mechanism of electroweak symmetry breaking (EWSB). The simplest model of EWSB borrows from the BCS theory of superconductivity but contains a fundamental scalar Higgs boson. Such models containing a Higgs have long been known to suffer from problems of fine-tuning. In the case of the standard model Higgs this is the hierarchy problem. Suggested solutions to the hierarchy problem have often been hindered by the introduction of a new 'small hierarchy' problem.

Should one follow the guide offered by condensed matter more closely, in an attempt to escape fine tuning, then it would seem preferable to use a fermion condensate to spontaneously break symmetry. This condensate would be analogous to the Cooper pairs in BCS theory but would break the electroweak symmetry.

Such a model would then not contain a fundamental Higgs, avoiding its fine-tuning problems. Early models of electroweak symmetry breaking without a Higgs were based around QCD models of chiral symmetry breaking, and date from the 1970’s under the name of technicolor [1–3].

In its early form technicolor was found to be in violation of electroweak precision tests and flavour changing neutral current bounds [4–7]. To counter such problems the notion of walking technicolor was proposed [8–20]. In addition new computational techniques dealing with the strongly coupled condensate came about with the AdS/CFT correspondence [21–25] and AdS/QCD [26–35]. A new class of models without a Higgs, so called Higgsless models, which are formulated on a slice of AdS$_5$ were developed [36–42]. This gave many new avenues for research into EWSB without a Higgs.

To study a strongly coupled system, like technicolor, one could use AdS/CFT to construct a holographic dual description as is done for example in [43]. Alternatively one can adopt a bottom up approach analogous to AdS/QCD, see for example [44, 45]. It is this later approach we will concentrate on here. In this approach one begins with a 5D action that has some $SU(2) \times U(1)$ symmetry (rather than the chiral symmetry in AdS/QCD) and a mechanism of inducing symmetry breaking. The boundary theory of this action is conjectured to be dual to a conformal theory with a condensate that breaks electroweak symmetry. An example of a physical theory with these properties is the quasi-conformal window of walking technicolor. Therefore an AdS construction provides a framework with which to study walking technicolor.

Work on technicolor using an AdS slice has demonstrated models that can satisfy the precision tests unlike the earlier QCD-like technicolor models [26, 44, 46–51]. Within these new models many papers have discussed how to produce an acceptably small value of the precision parameter $\hat{S}$. In particular the effect on precision observables of the coupling and anomalous dimension of the techni-condensate have been studied [52]. Previous work has not discussed the larger set of precision parameters as defined by Barbieri et al. [53] in great detail. Most previous work concerned field theories that were not renormalised. The results of such work can contain dependence upon a suprious UV cut-off. Without counterterms to remove cut-off dependence a study is generally limited to commenting upon Lagrangian parameters and not physical observables (e.g. masses).

The model we will study has already been described elsewhere, see for example [45]. We aim to combine the ideas of several authors to produce a more complete summary of AdS inspired technicolor models and their predictions for precision parameters.

Our work is organised by initially discussing the model and performing some elementary manipulations, which largely follows previous work [Secs. II A & II B]. This will allow us to establish notation and serve as an introduction for those unfamiliar with the ideas of walking technicolor models as studied through the ideas of AdS/CFT. In Sec. II C we renormalise the 2-point functions through boundary counterterms.
Using the expressions for the mass spectrum, found in Sec. III, a discussion of the large-N counting will be given. Although the model we study uses a scalar field to induce symmetry breaking, the dual theory it describes is a large-N gauge theory. We ask how quantities within the AdS$_5$ description we study scale with the increase in N of the technicolor gauge group of the dual theory. One notable effect of the addition of counterterms is to produce an unexpected set of quantities, each with large-N QCD intuition. The quantities we discuss reproduce the expected large-N scaling. This is the subject of Sec. IV. Then we provide expressions for the relevant precision parameters in Sec. V. Finally in Sec. VII we draw conclusions from our results.

II. CHOICE OF MODEL

We begin by giving a brief rationale leading to the action we will study then defining the boundary counterterms. The main purpose of this section is to define the theory and establish notation.

Consider a slice of anti-de Sitter (AdS) space with metric,

$$ds^2 = \left(\frac{L}{y}\right)^2 (\eta_{\mu\nu} dx^\mu dx^\nu - dy^2),$$

(1)

and the y interval defined as $y \in [L_0, L_1]$. The energy scale defined by $1/L_0$ is a UV cut-off and the larger $1/L_1$ an IR cut-off for the theory living on the AdS boundary.

Our purpose is to study electroweak symmetry breaking caused by a condensate. Therefore into the AdS bulk we place an $SU(2)_L \times SU(2)_R$ gauge theory. Our notation is that there are two triplets of gauge fields $L^i$ and $R^i$, for $i \in \{1, 2, 3\}$ indexing a field for each $SU(2)$ generator. The $SU(2)$ generators will be denoted by $\sigma^i/2$ with $\sigma^1$ the Pauli matrices. The gauge couplings will be denoted by $g_L(g_R)$ for the $SU(2)_L(SU(2)_R)$ fields. It is useful to define $L_M = L_M^i \sigma^i/2$ and similar for $R_M$. A scalar field, $\Phi$, transforming under the bifundamental representation is placed in the bulk. This scalar obtains a vacuum expectation value (VEV) so as to produce the symmetry breaking. Upper case Latin indices will be used for Lorentz indices over the 5D space, for example $M = 0, \ldots, 4$. Using the geometry as defined in eq.(1) the action is,

$$S = \int \int \sqrt{g} dy d^4x g^{MN} Tr \left[ (D_M \Phi)^\dagger D_N \Phi - \frac{1}{2} g^{PQ} (L_M P L_N Q + R_M P R_N Q) \right],$$

(3)

$$D_M \Phi = \partial_M \Phi - ig_L L_M \Phi + ig_R R_M \Phi,$$

(4)

$$L_{MN} = \partial_M L_N - \partial_N L_M - ig_L [L_M, L_N],$$

(5)

and an analogous field-strength definition for $R_{MN}$.

The field $\Phi$ can be parameterised by two fields. A scalar $\Sigma$ that obtains a VEV and a set of pseudo-scalars $\phi = \Phi \sigma^i/2$,

$$\Phi = \Sigma e^{(2\phi/f(y))},$$

(6)

$$\langle \Sigma \rangle = f(y) \equiv \frac{\Upsilon y^\Delta}{2 L_1^\Delta} \mathbb{I},$$

(7)

for $\mathbb{I}$ a unit $2 \times 2$ matrix. $\Sigma$ will not be allowed to fluctuate. This equation introduces $\Upsilon$, which is a parameter controlling the strength of the VEV. In this work $\Delta$ is a free parameter. The field $\Phi$ is dual to the techni-quark condensate $\langle TT \rangle$ that breaks electroweak symmetry in the spirit of technicolor models. The classical scaling of the techni-quark condensate would imply that $\Delta = 3$. Yet, such a strongly-coupled condensate will in general have a large anomalous dimension. We expect that this will reduce $\Delta$. In walking technicolor an anomalous dimension of approximately one is required on the basis of phenomenological considerations (see [52] for a brief overview). Thus values of $\Delta$ between two and three are most interesting. Finally, for our purposes we have chosen not to write the mass term for $\Phi$ in the action. If a mass term $m^2 \text{Tr} |\Phi|^2$ were added to the action it would be related to $\Delta$ by,

$$m^2 = \frac{\Delta(4 - \Delta)}{L^2}.$$  

(8)

In the 4D boundary theory we study, the leading order expressions for two-point functions are divergent as the UV cut-off is taken to infinity. In order to send $1/L_0 \to \infty$ we add to the action eq.(3) a term localized on the UV brane,

$$S_{C.T.} = -\int \int \sqrt{g} dy d^4x Z g^{\mu\nu} g^{\rho\sigma} \left( \frac{1}{2} \text{Tr} L_{\mu\nu} L_{\rho\sigma} + \frac{1}{4} R^3_{\mu\nu} R^3_{\rho\sigma} \right) \delta(y - L_0).$$

(9)
The metric $g^\mu\nu$ is that given in eq.(1) over the first four spacetime indices, i.e. omitting $y$. As divergences are encountered $Z$ is adjusted to remedy them. This is the process of holographic renormalisation [54].

The chosen counterterm for $R_{MN}$ only refers to $R^3$ thereby explicitly breaking $SU(2)_R$. Therefore the charged sector of $SU(2)_R$ will not be renormalised. The boundary theory we study has towers of resonances with the quantum numbers of a photon, a $Z$ and two $W^\pm$ pairs. Later it is shown that the chosen form of the counterterms has the effect of reducing the spectrum to that of the standard model for the zeroth modes in the tower (a photon, $Z$ and a $W^\pm$ pair). In short, the chosen form of the counterterms removes one pair of $W^\pm$ bosons from the lowest mode. For a detailed discussion of the counterterm see App. A.

The main computation of this paper will be to find the neutral two-point functions perturbatively. For such an exercise it is better to work with axial and vector fields. We take linear combinations of $L$ and $R$ to define $A$ and $V$. The combinations are,

$$A^M = \frac{1}{\sqrt{g_L^2 + g_R^2}}(g_LL^M - g_RR^M),$$

$$V^M = \frac{1}{\sqrt{g_L^2 + g_R^2}}(g_RL^M + g_LL^M).$$

Focusing on the vector fields first, the relevant action terms are,

$$S_V = \iiint \sqrt{g} dyd^4x \left( -\frac{1}{2} g^{MP}g^{NQ}Tr V_{MN}V_{PQ} - \frac{1}{2} Z\delta(y - L_0)g^{\mu\rho}g^{\nu\sigma}Tr V_{\mu\nu}V_{\rho\sigma} \right).$$

The definition of $V_{MN}$ is analogous to $L_{MN}$ defined earlier. However as we will compute the tree-level 2-point functions for the axial and vector fields the tri-linear and quartic couplings will henceforth be neglected, here and in the axial sector. This is justified by the large-$N$ scaling of the model which is discussed further in Sec. IV.

The axial terms in eq.(3) that we have so far omitted can be found by exchanging $V$ for $A$ in $S_V$ and adding in an additional term originating from $|D_M\Phi|^2$,

$$S_A = \iiint \sqrt{g} dyd^4x \left( -\frac{1}{2} g^{MP}g^{NQ}Tr A_{MN}A_{PQ} - \frac{1}{2} Z\delta(y - L_0)g^{\mu\nu}g^{\rho\sigma}Tr A_{\mu\nu}A_{\rho\sigma} \right)$$

$$+ \text{Tr} g^{MN}(D_M\Phi)^\dagger D_N\Phi.$$  

Within $S_V$ and $S_A$ is a mixing between the 4D gauge components $V^\mu(A^\mu)$ and the 5th component $V^y(A^y)$. Appropriate gauge fixing terms are added to the action so as to cancel these mixing terms.

The complete action including counterterms and gauge fixing terms is now defined,

$$S_{tot} = S_V + S_A + S_{G.F.}$$

with $S_{G.F.}$ the relevant gauge fixing. The bulk fields $V^M$ and $A^M$ have been decomposed into component fields $(V^\mu, V^y)$ and $(A^\mu, A^y)$ respectively. Then a gauge has been chosen so that there are no mixing terms between the two fields $X^\mu$ and $X^y$ in both axial and vector cases. This allows one to consider the two component fields individually which will allow a 4D boundary theory of $A^\mu$ and $V^\mu$ with energy scale given by $1/y$ to be studied. Arriving at this theory is the subject of Secs. II A & II C.

A. Obtaining the 4D Propagators

Here we review the procedure of finding 4D propagators in the boundary theory. In particular we will find the propagators of $V^3$ and $A^3$. To simply the notation, henceforth $V^3$ and $A^3$ will be abbreviated to $V$ and $A$ respectively. To find the propagators of the fields, $V^\mu$ and $A^\mu$ in the boundary theory, one performs the integral in $y$. This gives the boundary theory with a cut-off $1/L_0$ and a free parameter $L_1$. Again we work with the vector portion first and apply the standard procedures of quantum field theory. That is to say, working to quadratic order in the fields we integrate by parts. It is then possible to read off the boundary conditions such that the field variations vanish on the two walls of the AdS$_5$ space. The result of this is to enforce,

$$V^y(y) = 0,$$

for all $y \in [L_0, L_1]$ and

$$\partial_y V^y |_{y=L_1} = 0.$$
The bulk equation of motion for $V^\mu$ can also be found from this procedure. The result is,

$$\left[ \partial^2 \eta_{\mu\nu} - \partial_\mu \partial_\nu - y \partial_y \frac{1}{y} \partial_y \eta_{\mu\nu} \right] V^\nu = 0. \quad (17)$$

The spectrum is best found by working in Fourier space. Transforming only in the $x^\mu$ dependent portion of $V^\mu$ and extracting the $y$ dependence with a new function $v(q^2, y)$,

$$V^\mu(x^\mu, y) \rightarrow v(q^2, y)V^\mu(q^2). \quad (18)$$

The equation of motion for the transverse components of $V^\mu$ can now be re-written as,

$$\left[ y \partial_y \frac{1}{y} \partial_y + q^2 \right] v(q^2, y) = 0 \quad (19)$$

for $q^2$ the square of the 4-momentum of the field $V^\mu$. This equation has a solution consisting of Bessel functions of the first and second kind,

$$v(q^2, y) = a_1 y J_1(y \sqrt{q^2}) + a_2 Y_1(y \sqrt{q^2}) \quad (20)$$

for constants of integration $a_1$ and $a_2$.

If the boundary conditions and equations of motion are substituted back into the action then this leaves a Fourier transformed action for the transverse components of,$

$$S_V + S_{V G.F.} = \int \int dyd^4q \frac{1}{2} Z \delta(y - L_0) V^\mu \frac{L}{y} v^2(q^2, y) q^2 \eta_{\mu\nu} V^\nu + \int d^4q \frac{1}{2} \left[ \frac{L}{y} V^\mu v(q^2, y) \eta_{\mu\nu} \partial_y v(q^2, y) V^\nu \right] \bigg|_{y=L_0} \quad (21)$$

The $y$ integral can now be performed to obtain a 4D theory. This 4D theory has an action at quadratic order of,

$$S_{AV} = \int d^4q \frac{1}{2} V^\mu P_{\mu\nu} \Pi_V V^\nu \quad (22)$$

$$\Pi_V = N \left[ \partial_y v(q^2, y) v(q^2, L_0) + Z q^2 \right] \bigg|_{y=L_0} \quad (23)$$

which defines $\Pi_V$ up to a normalisation $N$ which we will choose later.

For the gauge fixed axial terms it is simply a case of following through the same methodology as in the vector case. It will be useful to define,

$$\alpha^2 = \frac{\Gamma^2}{4L_1^2 \Delta} (g_1^2 + g_3^2) L^2 \quad (24)$$

Gauge fixing requires that a combination of $A^\nu$ and $\phi$ vanish, see for example [55] for an explicit expression. The constraint that,

$$\partial_y A^\mu \big|_{y=L_1} = 0 \quad (25)$$

must be enforced as a boundary condition so that the field variations vanish at the boundary. After Fourier transforming in 4D (which introduces $a(q^2, y)$ analogous to $v(q^2, y)$) the bulk equation of motion for the transverse components is,

$$\left( y \partial_y \frac{1}{y} \partial_y + q^2 - \alpha^2 y^2 \Delta^{-2} \right) a(q^2, y) = 0. \quad (26)$$

If the equation of motion and boundary conditions are substituted back into the gauge fixed action then,

$$S_A + S_{A G.F.} = \int \int dyd^4q \frac{1}{2} Z \delta(y - L_0) A^\mu \frac{L}{y} a^2(q^2, y) q^2 \eta_{\mu\nu} A^\nu + \int d^4q \frac{1}{2} \left[ \frac{L}{y} A^\mu a(q^2, y) \eta_{\mu\nu} \partial_y a(q^2, y) A^\nu \right] \bigg|_{y=L_0} \quad (27)$$
Performing the $y$ integral one obtains the expression for $\Pi_A$,

$$\Pi_A = a^2(q^2, L_0) \frac{L}{L_0} \left[ \frac{\partial_y a(q^2, y)}{a(q^2, y)} + Z q^2 \right]_{y=L_0}. \tag{28}$$

The manipulations of this section have led to two equations of motion for the profiles $v(q^2, y)$ and $a(q^2, y)$, each with a boundary condition in the IR (eqs. (16) & (25)). The propagators, $\Pi_V$ and $\Pi_A$, have been written in terms of the two profiles and a single IR boundary condition fixes the constants of integration from the differential equations. In the case of the vector profile, an analytical solution of the equation of motion has been given.

### B. A Solution of the Axial Equation of Motion

Unlike the vector equation of motion, the solution for the axial equation has no closed analytical form. We now make a digression from the main thrust of our work to address this issue.

Our approach is to obtain a solution of the propagator rather than for the profile $a(y)$. To do this, define a new function $P(y)$ [52, 56] related to the quantity $\partial_y a(y)/a(y)$ present in $\Pi_A$,

$$P(y) = \frac{1}{y} \partial_y \log a(q^2, y). \tag{29}$$

Making $a(y)$ the subject and substituting into eq.(26) $P$ satisfies,

$$y\partial_y P + y^2 P^2 + q^2 = \alpha^2 y^{2\Delta-2}. \tag{30}$$

Now perform an expansion of $P(y)$ in powers of $q^2$,

$$P(y) = P_0(y) + q^2 P_1(y) + q^4 P_2(y) + \ldots \tag{31}$$

This gives an infinite series of coupled equations to be solved order by order in $q^2$. For our purposes only the first three equations will be needed. They are,

$$y\partial_y P_0 + y^2 P_0^2 = \alpha^2 y^{2\Delta-2}, \tag{32}$$

$$y\partial_y P_1 + 2y^2 P_0 P_1 = -1, \tag{33}$$

$$y\partial_y P_2 + 2y^2 P_0 P_2 + y^2 P_1^2 = 0. \tag{34}$$

The equation for $P_0$ can be solved for all $\Delta > 1$ analytically. Then the solutions for $P_1$ and $P_2$ can be written out as integrals in terms of the lower order functions.

$$P_0(y) = \alpha y^{\Delta-2} \frac{I_{\Delta-1} \left( \frac{L_0^\Delta}{\Delta} \right) I_{1-\Delta} \left( \frac{\alpha^{\Delta} y}{\Delta} \right) - I_{\Delta-1} \left( \frac{\alpha^{\Delta} y}{\Delta} \right) I_{1-\Delta} \left( \frac{L_0^\Delta}{\Delta} \right)}{I_{\Delta-1} \left( \frac{L_0^\Delta}{\Delta} \right) I_{1-\Delta} \left( \frac{\alpha^{\Delta} y}{\Delta} \right) - I_{\Delta-1} \left( \frac{\alpha^{\Delta} y}{\Delta} \right) I_{1-\Delta} \left( \frac{L_0^\Delta}{\Delta} \right)} \tag{35}$$

$$P_1(y) = \exp \left( -2 \int_1^y x P_0(x) dx \right) \int_y^{L_1} \exp \left( 2 \int_1^x z P_0(z) dz \right) dx \tag{36}$$

$$P_2(y) = \exp \left( -2 \int_1^y x P_0(x) dx \right) \int_y^{L_1} x P_1^2(x) \exp \left( 2 \int_1^x z P_0(z) dz \right) dx \tag{37}$$

The constants of integration have been solved for using the boundary condition in eq.(25). In the notation of $P$ the boundary condition is $P(L_1) = 0$. This is enforced order by order in $q^2$. (A technical note; the lower limit of one may seem odd at first but the two occurrences in either $P_1$ or $P_2$ cancel with each other.)

Using the function $P$ the propagator is written as,

$$\Pi_A = a^2(q^2, L_0) \left[ yP(y) + Z q^2 \right]_{y=L_0} \tag{38}$$

$$= a^2(q^2, L_0) \left[ y(P_0(y) + q^2 P_1(y) + q^4 P_2(y) + O(q^6)) + Z q^2 \right]_{y=L_0}. \tag{39}$$

The overall normalisation of $a(q^2, L_0)$ will be set in the next section.

The analytical approximation of $\Pi_A$ through an expansion of the function $P(y)$ given above will be used as the basis for the discussion of the divergences and spectrum to follow. In the case of the precision parameters it is not necessary to go beyond $q^4$ in the expansion of $\Pi_A$. This is discussed in [53].
C. UV Divergences and Counterterms

Returning to the expressions derived for $\Pi_V$ and $\Pi_A$, we now consider the divergences as $1/L_0 \to \infty$. Such divergences are removed by the counterterm $Z$.

We begin with the simpler vector equations. The equation of motion has the general solution eq.(20) and in the case that $q^2 = 0$ a constant solution. A choice must be made on the normalisation of the fields $N$ to define, for example, the gauge couplings in 4D. To do this consider the constant solution and in particular its square occurrence, $v^2(q^2, L_0)$, in the 5D gauge fixed action. Normalise the integral of this term to unity.

$$
\int_{L_0}^{L_1} \frac{L}{y} v^2(q^2, L_0)(1 + Z\delta(y - L_0))dy = v^2(q^2, L_0)(L \log \frac{L_1}{L_0} + \frac{L}{L_0}Z) = 1
$$

\(\Rightarrow N = (L \log \frac{L_1}{L_0} + \frac{L}{L_0}Z)^{-1}.

To cure the divergence in this expression as $1/L_0 \to \infty$ take,

$$Z = \frac{L_0}{\epsilon^2} + L_0 \log \frac{L_0}{L_1}$$

So that the kinetic terms for the gauge bosons have an $SU(2)_L \times SU(2)_R$ symmetry we use this normalisation for all the vector and axial modes at the UV boundary (not just the massless photon): The pre-factors of $v^2(q^2, L_0)$ and $a^2(q^2, L_0)$ in the propagators defined in Sec. II A now take the value of the massless mode; whose value is defined in eq.(41). The counterterm $Z$ is the same for all modes. The choice of using the scale $L_1$ within the definition of $Z$ is equivalent to defining the theory at a renormalisation scale $1/L_1$.

Within the definition of $Z$ a new dimensionless parameter, $\epsilon$, has been introduced. It is a parameter that measures the relative coupling strength between the zero mode and heavy modes to the UV brane. As such $\epsilon$ is a physical parameter that we have control over in this model. The value of $\epsilon$ can be constrained, see Secs. IV & V. By choosing not to renormalise the charged fields of $SU(2)_R$ ($Z = 0$) the corresponding normalisation $N$ for these zero mode states diverges as $1/L_0 \to \infty$. These states are non-normalisable. This implies that the 4D gauge coupling for these states will go to zero as $1/L_0 \to \infty$ which decouples the states from the theory. As a result there are no corresponding light and weakly coupled physical states originating from the $R^{1,2}$ fields. It is this mechanism that gives rise to the spectrum discussed earlier.

Returning to the general expression for $\Pi_V$ and expanding for large $1/L_0$,

$$\Pi_V = \epsilon^2 \left[ -q^2 \left( \gamma_E + \log \frac{L_0\sqrt{q^2}}{2} - \frac{\pi Y_0(L_1\sqrt{q^2})}{2 J_0(L_1\sqrt{q^2})} \right. \left. + O(L_0) \right) + \frac{Z}{L_0} q^2 \right]$$

where $\gamma_E$ denotes the Euler-Mascheroni number. There is a log divergence which is cured by the counterterm $Z$. Thus we can safely take the $1/L_0 \to \infty$ limit,

$$\Pi_V = q^2 \left[ 1 - \epsilon^2 \left[ \log \frac{L_1\sqrt{q^2}}{2} + \gamma_E - \frac{\pi Y_0(L_1\sqrt{q^2})}{2 J_0(L_1\sqrt{q^2})} \right] \right]$$

This is the renormalised propagator for the vector field.

Knowing the normalisation of $\Pi_V$ the gauge couplings can be extracted. To do this add into the action eq.(3) source terms for the left and right gauge fields localised on the UV brane,

$$(g_L L^3_M J^L_L + g_R R^3_M J^R_R) \delta(y - L_0).$$

Then consider the Fourier transformed 4D currents within the 5D terms written. These are,

$$(v(q^2, L_0)g_L L^3_M J^L_L + v(q^2, L_0)g_R R^3_M J^R_R) \delta(y - L_0)$$

This introduces factors of $v(q^2, L_0)$ or equivalently $a(q^2, L_0)$. The 4D gauge couplings are read off in the left-right basis as,

$$g = \frac{\epsilon}{\sqrt{L}} g_L$$

$$g' = \frac{\epsilon}{\sqrt{L}} g_R,$$
which defines $g$ and $g'$ in terms of previously introduced parameters. The coupling $g$ is identified with the $SU(2)$ gauge coupling of the standard model. Similarly $g'$ is associated to the $U(1)$ of the standard model. Notice that both these couplings, $g$ and $g'$, are weak and so the boundary theory is perturbative.

In the case of the axial propagator a comment on $\alpha$ is necessary. From the definition of $\alpha$ it is not obvious how $L_0$ dependence may enter. Therefore we keep $\alpha$ fixed as $1/L_0 \to \infty$. This will be done by adjusting $\Upsilon$ which we now treat as a function of $L_0$ denoted by $\Upsilon(L_0)$.

The small $L_0$ behaviour of $P(L_0)$ to order $q^4$ can be computed and substituted into $\Pi_A$. Then the limit $1/L_0 \to \infty$ can be taken and the renormalised axial propagator is found. The renormalisation of the axial propagator is less straightforward, in comparison to the vector propagator, due to the use of a series expansion. We investigate the $P_1$, $P_2$ and $P_3$ expressions for the small $y$ behaviour each in turn. For simplicity we work in the regime that $L_1^4/\alpha \ll 1$. The alternate limit generically leads to a large $S$ parameter and is ruled out by experiment.

If one expands $P_0(y)$ for small $y$ the resulting expression at small $L_1^4/\alpha$ is,

$$P_0(y) = \frac{\alpha^2}{2(\Delta - 1)}(y^{2\Delta - 2} - L_1^{2\Delta - 2}) + \frac{1}{4\Delta(2\Delta - 1)}L_1^{4\Delta - 2} + \mathcal{O}[y^{\alpha}; \alpha > 2\Delta - 2, (L_1^4/\alpha)^6].$$

(49)

In the limit $1/L_0 \to \infty$ only the zeroth order term remains so that

$$P_0(L_0) \to -\frac{1}{2}\frac{L_1^{2\Delta - 2}\alpha^2}{\Delta - 1} + \frac{1}{4\Delta(2\Delta - 1)}L_1^{4\Delta - 2}\alpha^4 + \mathcal{O}[(L_1^4/\alpha)^6].$$

(50)

Which is manifestly UV finite. The higher order terms of $P_1$ in $y$ written in eq.(49) will be required to compute the expressions for $P_1$ and $P_2$. The corrections in $L_1^4/\alpha$ will be required for a computation of the precision parameters.

If the series expansion in small $y$ of eq. (49) is substituted into eq. (36) and the integrals in the definition of $P_1$ performed order by order in $y$ then a series expansion of $y$ is obtained. To leading order in $y$,

$$P_1(y) = \log \frac{L_1}{y} - \frac{1 + \Delta}{4\Delta^2}L_1^{2\Delta} \alpha^2 + \frac{(2 + \Delta(2\Delta - 2\Delta - 1))}{16\Delta(2\Delta - 1)(\Delta^2 - 1)}L_1^{2\Delta}\alpha^4 + \mathcal{O}(y),$$

(51)

The series expansion approach we have adopted will only hold for small $L_1^4/\alpha$ because only then are the higher order terms in $x$ (as defined in eq.(36)) decreasing at the upper bound of the integral. The counterterm $Z$ renormalises the expression for $P_1$ as expected. This series expansion of $P_1$ (including corrections in $y$ not written above) can be substituted into the definition of $P_2$ and again the integrals performed order by order in $y$. The result is,

$$P_2(L_0) = \frac{1}{4}L_1^{2\Delta} - \frac{1 + \Delta}{32\Delta^2(\Delta - 1)}L_1^{2\Delta + 2}\alpha^2$$

(52)

The leading $L_1^2/4$ term is the same as one would find in the vector case. The renormalised expression for $\Pi_A$, expanded in $q^2$ and to leading order in $L_1^4/\alpha$, is

$$\Pi_A(q^2) = \epsilon^2 \left[ -\frac{1}{2}\frac{L_1^{2\Delta - 2}\alpha^2}{\Delta - 1} + q^2 \left( \frac{1}{\epsilon^2} - \frac{1 + \Delta}{4\Delta^2}L_1^{2\Delta}\alpha^4 \right) + q^2 \frac{1}{4}L_1^2 \right].$$

(53)

The result of this section is that now the propagators are renormalised. It has been demonstrated that only $Z$ is required as a counterterm. Extra charged states associated, with $SU(2)_R$ have been removed. The gauge couplings in 4D have been defined. Expressions for the axial propagator, as an expansion in $q^2$ have also been found. This concludes the main computation of our work.

### III. Mass Spectrum

To find the mass spectrum we find the poles of the propagators. In the vector propagator we expect a massless photon and a tower of excited states which have the same quantum numbers as the standard model photon. We will limit ourselves to studying the first new state. As this is the first massive vector state it is referred to as a techni-$\rho$.

As expected, $\Pi_V$ vanishes at $q^2 = 0$ which we identify as the photon. The higher modes are the roots of,

$$1 - \epsilon^2 \left[ \log \frac{L_1\sqrt{q^2}}{2} + \gamma_E - \frac{\pi}{2} \frac{Y_0(L_1\sqrt{q^2})}{J_0(L_1\sqrt{q^2})} \right] = 0$$

(54)
Suppose the lowest value of $q^2$ that solves this equation is $M_\rho^2$, then define $n(\epsilon)$ such that $L_1 M_\rho = n(\epsilon)$. It is instructive to take three special values of $\epsilon$ and solve for $n(\epsilon)$ numerically giving values for $M_\rho$ (which is the $\rho$ mass),

$$
M_\rho \simeq \begin{cases} 
\frac{2.4\alpha g}{4\pi L_1} & \text{for } \epsilon \text{ small} \\
\frac{4.4\alpha g}{4\pi L_1} & \text{for } \epsilon = 1 \\
\frac{4.4\alpha g}{4\pi L_1} & \text{for } \epsilon \text{ large}
\end{cases}
$$

The lowest mass solution of the axial propagator is associated with the $Z$ boson. As there is no closed analytic form for the axial propagator, we assume that the $q^2$ expansion of $P$ is sufficiently convergent that the first root is well approximated by,

$$
m_\rho^2 = \frac{-P_0(L_0)}{P_1(L_0) + Z/L_0}.
$$

Therefore the $Z$ mass is approximately,

$$
m_\rho^2 = \frac{2c^2\alpha^2 L_1 2\Delta - 2}{4(\Delta - 1) - \epsilon^2\alpha^2 L_1 2\Delta (1 - 1/\Delta^2)}
$$

The equations for the charged sector of $SU(2)_{L,R}$ can be found by rotating the unrenormalised propagators, $\Pi_V$ and $\Pi_A$, back into the $L, R$ basis. Counterterms are applied to the fields corresponding to $L^1$ and $L^2$; so the equations for the light states they produce are the same as those so far derived. Alternatively by setting $g_R = 0$ in the original Lagrangian one would be considering an $SU(2) \times U(1)$ theory. Then the charged equations would be found from the equations so far derived by setting $g_R = g' = 0$. We will make use of the $SU(2) \times U(1)$ theory to see the effect of the custodial symmetry in our model in Sec. V.

### IV. LARGE $N$ COUNTING

In this section we address the large-$N$ behaviour of quantities in our model. The action eq. (3) is for the specific gauge group of $SU(2) \times SU(2)$ with a scalar field $\Phi$. The model is conjectured to be dual, or at least provide a description of, some theory of confining techni-quarks which is at large-$N$. As $N \to \infty$ in the techni-quark theory we can ask how the parameters of our model scale with $N$.

To understand the large-$N$ behaviour of our model we attempt to interpret formulae so as to produce a picture consistent with what is known about large-$N$ theories. The electroweak symmetry breaking VEV in our model is given to the scalar field $\Phi$ by hand. In a fully descriptive realisation of a confining technicolor theory the VEV of the condensate would arise dynamically and have some large-$N$ scaling. We can not derive this scaling within our model. Instead we use the scaling of QCD quantities to infer the correct scalings in our model.

For comparative purposes, we briefly recall the $N$ scaling in QCD – whose dynamics inspire technicolor theories. In QCD, the pion decay constant, $f_\pi^2$, scales with $N$. The $\rho$ mass has a scaling of $N^0$ and its coupling to the pion, $g_{\rho \pi \pi}^2$, scales as $1/N$. Applied to technicolor, the naive expected scaling would be that the $Z$ and $W^\pm$ masses scale as $N$ and the techni-$\rho$ mass scales as $N^0$.

For the model studied here, we use the commonly held scaling of $g_{\rho \pi \pi}$ in QCD to understand how the bulk couplings should scale. Within the non-bilinear terms of the action eq.(3), the coupling between the vector and pion fields $\pi$ is,

$$
g_{\rho \pi \pi} = \frac{1}{\sqrt{L}} \sqrt{g_L^2 + g_R^2} \int \sqrt{g dy} v(y) \pi(y) \pi(y)
$$

which is proportional to the 5D couplings $g_L$ and $g_R$. We wish to take $g_{\rho \pi \pi}$ to scale as $1/N$, therefore,

$$
g_L^2 \sim \frac{g_R^2}{L} \sim \frac{1}{N}.
$$

These two formulae imply that the bulk gauge couplings go to zero in the large-$N$ limit: Therefore the assumption of neglecting the tri-linear and quartic vertices when computing the two-point functions in Sec. II A is justified. In the large-$N$ limit we wish that the 4D gauge couplings $g$ and $g'$ be kept constant. Therefore eqs. (47) & (48) imply that by taking the scaling of $\epsilon^2$ to be $N$ we can ensure the 4D gauge couplings remain constant in the large-$N$ limit.
For the particle masses, consider the limit of $L^2_1\alpha$ small as before so that,

$$m_Z^2 = \frac{1}{2} \epsilon^2 \frac{\alpha^2}{\Delta} L_1^{2\Delta - 2} + O(\alpha^4 L_1^{4\Delta})$$

(60)

After considering the small $\alpha L^2_1$ limit we consider $\epsilon^2$ large, corresponding to the large-$N$ limit. The two limits of $L^2_1\alpha$ small and $\epsilon^2$ large do no commute and the alternative order of limits is ruled out by experiment. From the expectation of QCD we assume that the $Z$ mass scales as $N$. One would also argue that the condensate scales as $N$. Within the $Z$ mass the quantities that scale with $N$ are the VEV $\Upsilon \sim N$ and the gauge couplings $g_{L,R} \sim 1/N$. These two quantities only occur in the combination of $\alpha^2$ which must scale as $N^0$ by the given counting. This means that the $Z$ mass expression scales as $N$ as expected by virtue of the factor of $\epsilon^2$. Our notation is clarified by noticing that,

$$m_Z^2 \sim \Upsilon^2 (g^2 + g'^2)$$

(61)

by replacing the 5D coupling within $\alpha^2$ by the 4D ones and so absorbing the factor of $\epsilon^2$. In this notation it is clear that the scaling and form of $M_Z^2$ is precisely as one would expect; a VEV multiplied by gauge couplings.

Combining the $Z$ mass with the $\rho$ mass expression,

$$\frac{m_Z^2}{M_\rho^2} = \frac{c^2 \alpha^2 L_1^2}{n^2(e)(\Delta - 1)}$$

(62)

becomes a ratio that is much less than one and scaling as $N$ in the large-$N$ limit. The quantities that we have seen the scaling of are,

$$\frac{g_L^2}{L}, \frac{g_R^2}{L} \sim \frac{1}{N}, \alpha^2 \sim 1, L_1 \sim 1, \epsilon^2 \sim N.$$  

(63)

It is instructive to see how the large-$N$ scaling enters into the vector propagator $\Pi_V$. If $\epsilon^2 \sim N$ then $\Pi_V$ can be schematically written out as,

$$\Pi_V = q^2 (1 - N f(q^2, L_1)),$$

(64)

for some function $f$. Originally the Lagrangian of our theory had an overall factor of $N$ which is the factor of $N$ seen in front of $f$. By introducing the boundary counterterm the kinetic term acquires a factor of $1/N$ from the $1/\epsilon^2$ within the definition of $Z$. Thus in $\Pi_V$ the $q^2$ term does not scale with $N$. The $\rho$ mass is approximately found by $f(q^2, L_1) = 0$ and to leading order has no $N$ dependence. However at large-$N$ the higher order corrections to the kinetic term, that is the terms in $f$, become dominant. This picture helps to understand the scaling of the precision parameters and the role of counterterms as connected to the $N$ scaling in our model.

V. THE PRECISION PARAMETERS

Various decay widths, asymmetries and couplings measured to a high precision give rise to a set of oblique electroweak 'precision parameters' [4, 53]. Assuming a well-behaved $q^2$-expansion of the propagators in the standard model these parameters characterise the corrections of higher order operators to the standard model. The precision parameters we consider are,

$$\hat{S} = \frac{g}{g'} \Pi'_{W^+B}(0)$$

(65)

$$\hat{T} = m_W^{-2} [\Pi'_{W^+W^+}(0) - \Pi'_{W^+W^-}(0)]$$

(66)

$$\hat{U} = \Pi'_{W^+W^-}(0) - \Pi'_{W^+W^+}(0)$$

(67)

$$W = \frac{1}{2} m_W^2 \Pi'_{W^+W^+}(0)$$

(68)

$$X = \frac{1}{2} m_W^2 \Pi'_{W^+B}(0)$$

(69)

$$Y = \frac{1}{2} m_W^2 \Pi'_{BB}(0)$$

(70)

for $m_W$ the mass of the $W^\pm$ gauge bosons. Derivatives are with respect to $q^2$ and evaluated at $q^2 = 0$. We use the convention that $\Pi'_{W^+W^-}(0) = \Pi'_{BB}(0) = 1$ for all the vectors for $B$ the standard model $U(1)$ and that $\Pi_{W^+W^-}(0) = m_W^2$. For a discussion of the experimental bounds of these parameters see [53].
From the formulae in Sec. II C an expression for $\hat{S}$ in terms of $L_1$ and $\alpha$ can be written. One can trade away $L_1$ and $\alpha$ by re-writing them in terms of the $\rho$ and $Z$ masses.

Combining these relations the precision parameter $\hat{S}$ is written out as,

$$\hat{S} = \frac{g^2}{g^2 + g'^2} \frac{1}{4} L_1^2 \alpha^2 \Delta + 1 \frac{\Delta^2}{\Delta^2} = \frac{1}{2} n^2(\epsilon) \frac{\Delta^2 - 1}{M_p^2}$$  \hfill (71)

Recall that $M_p = n^2(\epsilon)/L_1^2$. The expression for $\hat{S}$ scales with $m_W^2/M_p^2 \sim N$ in the large $N$ limit. This computation was also performed in [26]. There, the case of $\xi \gg 1$ ($\xi$ as defined in their paper) is discussed. The definition of $\xi$ amounts to a VEV quantity analogous to eq. (6). In our work we have chosen to take a combination of the VEV parameter small. Furthermore we concluded that a large condensate parameter, implied by $\xi \gg 1$, would lead to large $\hat{S}$. This is the conclusion reached in [26] too. It may also be worth noting that both our work (see later) and [26] conclude that dependence upon $\Delta$ is a weak effect for $\Delta > 1$.

Taking the experimental upper bound for $\hat{S}$ as $3 \cdot 10^{-3}$ we can infer from eq.(71) bounds upon $M_p$. The upper bound is when $\epsilon^2 \rightarrow \infty$. However it is true that for lower $\epsilon$ the large $N$ limit is valid as an approximation. This is because the vertices in the loop expansion of the 2-point functions have a coupling of $g_{L,R}/\sqrt{L} = g(\epsilon)/\epsilon^2$. For moderate $\epsilon$ the tree-level contribution to the 2-point functions is a good approximation. At some point the perturbative expansion breaks down as $\epsilon$ is decreased. In the case that $\epsilon$ is small (and the approximations of the model are questionable) the lowest value of $M_p$ is found. We quote this bound for completeness. The range of lowest bounds our model predicts is,

$$M_p \in [2.2, 4.2]\text{TeV}$$  \hfill (72)

for $\Delta = 2$. An alternative way to understand this range is to say that $1/L_1 = 0.9$ TeV. Such a statement about $1/L_1$ is independent of $\epsilon$.

To leading order in $m_W^2/M_p^2$ the remaining precision parameters are,

$$T = 0$$  \hfill (73)

$$U = 0$$  \hfill (74)

$$W = \frac{1}{4} \frac{\Delta^2}{\Delta^2 - 1} \epsilon^2 \hat{S}$$  \hfill (75)

$$X = \frac{1}{4} \frac{g' \left(2 \Delta^2 - 1\right)}{g \left(\Delta^2 - 1\right)} \hat{S}$$  \hfill (76)

$$Y = \frac{1}{4} \frac{g^2 - g'^2}{g^2 + g'^2} \frac{\Delta^2}{\Delta^2 - 1} \epsilon^2 \hat{S}$$  \hfill (77)

These expressions agree with the expectation that $X$ is sub-leading to $\hat{S}$ while $W$ and $Y$ are leading in their class of measure [53]. If the $\rho$ mass is taken to be TeV then the precision parameters of $\hat{S}$ and $X$ can be of order $10^{-3}$. This fits the upper bounds.

For the parameters $T$ and $U$ there is a cancellation at all orders between terms originating from the custodial symmetry of the model.

Of most interest after $\hat{S}$ are $W$ and $Y$. Both of these parameters scale as $N^2$. This means in the large-$N$ limit they both blow up. To see the origin of this, the discussion at the end of Sec. IV is useful. The higher order $q_2$ terms in the propagators have an extra factor of $N$ over the lower order terms. Both $W$ and $Y$ are order 4 operators in $q_2$ and so we expect that they should blow-up at large-$N$. The factor of $m_W^2$ in the definitions of $W$, $X$, and $Y$ give one factor of $N$ and the propagators give a second factor - so all three of these parameters should scale as $N^2$ (as found). The parameter $X$ is also of order 4 however it can be written as $\hat{S}^2$ and so by controlling the masses at a large-$N$ but finite $N$ it does not diverge as quickly as $W$ or $Y$ which have factors of $\epsilon^2$. Therefore $W$, $X$, and $Y$ all blow-up at a large-$N$ but finite $N$ but the parameters of the model are adjusted in such a way as to control the spectrum which controls $X$ but not $W$ or $Y$.

A bound can be put upon $\epsilon$ from $W$ so that only moderate $O(1)$ values are acceptable. As an illustration, if $\hat{S} = 3 \cdot 10^{-3}$ then the bound on $\epsilon^2$ such that $W$ is no bigger than $3 \cdot 10^{-3}$ is,

$$\epsilon^2 \leq 4 \frac{\Delta^2 - 1}{\Delta^2}$$  \hfill (78)

A consequence of choosing $\epsilon$ within the given range is a tension with the large-$N$ limit. This is relevant for model building and phenomenology. For example, the case of a ‘heavy $Z$’ decaying into standard model $W$ bosons. Such
diagrams are difficult to compute and can be neglected in collider simulations, for example [57], by recourse to the large-$N$ limit. In making this assumption one is predicting values of $W$ and $Y$ that are around the current upper bounds. In order that the large-$N$ limit be a good approximation we wish to make the bound on $\epsilon^2$ as large as possible. This favours large $\Delta$. If we consider $\epsilon^2 \lesssim 1$ to be the point at which the description used breaks down then we have that $\Delta \gtrsim 2/\sqrt{3}$. This value of $\Delta$ corresponds to a very large anomalous dimension, larger than previous estimates that suggest $\Delta = 2$ [8–13, 15, 16, 18–20], these estimates put $\Delta$ above the lower bound derived here. Therefore, although there are no concrete predictions for values of $\Delta$ which lead to walking behaviour, it is likely that suitable $\Delta$ exist where the large-$N$ approximation is valid in our model and the $W$ parameter satisfied.

We have shown that the model can satisfy the current bounds on precision tests. In our set-up, after renormalisation and choosing a TeV $\rho$ mass, there is only one parameter available, $\epsilon$. The precision tests constrain $\epsilon$ to be of order $10^0$. This has important consequences for model-building and the phenomenology of extra-dimension walking models.

A. Comparison to an $SU(2) \times U(1)$ Model

An alternative model to the one we study here is to gauge only the $SU(2) \times U(1)$ subgroup of the $SU(2) \times SU(2)$ global symmetry. In this case the $\hat{T}$ and $\hat{U}$ parameters are,

$$\hat{T} = \frac{2}{\epsilon^2} \frac{\Delta^2(\Delta - 1)}{(\Delta + 1)(2\Delta - 1)} \left( \frac{m_Z^2}{m_W^2} - 1 \right) \hat{S},$$

$$\hat{U} = \frac{1}{4} \frac{\Delta^3(2 + \Delta(2\Delta^3 - 2\Delta - 1))}{(2\Delta - 1)(\Delta^2 - 1)^4} \left( \frac{m_Z^2}{m_W^2} - 1 \right) \hat{S}^2$$

(79)

(80)

with $\hat{S}$ as defined previously. When the full $SU(2) \times SU(2)$ is gauged both of these parameters vanish. This is the effect of the custodial symmetry. The $\hat{T}$ parameter scales as 1 in the large-$N$ limit and $\hat{U}$ scales as $N$. These are the expected scalings.

VI. COMPARISON OF THE REGULARISED AND RENORMALISED CASES

As a demonstration of the need for holographic renormalisation, in this section an illustrative example of the model parameters is chosen to compare the holographically renormalised results with those obtained by regularising (but not renormalising) the theory.

Suppose the IR cut-off of the model is $1/L_1 = 0.9$ TeV and that the anomalous dimension of the condensate is such that $\Delta = 2$. The experimental values for the $W$ mass and couplings $g$ and $g'$ are kept fixed for this exercise.

In the holographically renormalised case, for $\epsilon \sim O(1)$, the $\rho$ mass is $O(3.7)$ TeV and

$$\hat{S} = \frac{3}{8} (m_W L_1)^2 = 3 \cdot 10^{-3}.$$

(81)

Now consider the computations of Sec. II C keeping the next-to-leading order correction in $L_0$ and without applying the counterterm $Z$ ($Z=0$). In this case

$$\Pi'|(q^2)|_{q^2=0} = \log \frac{L_1}{L_0} + O(L_0^3),$$

(82)

and for the axial case

$$\Pi_A'(q^2)|_{q^2=0} = -\frac{3}{16} g^2 L_1^4 + \log \frac{L_1}{L_0} + \frac{1}{2} L_0^2 \alpha^2 L_1^2 \log \frac{L_1}{L_0} + O(L_0^3).$$

(83)

After normalising the vacuum polarisations properly,

$$\hat{S} = \frac{g^2}{g^2 + g'^2} \left( -\frac{3}{16} \alpha^2 L_1^4 + \frac{1}{2} L_0^2 \alpha^2 L_1^2 \log \frac{L_1}{L_0} + O(L_0^3) \right)$$

$$\approx \frac{3}{8} m_W^2 L_1^2 - L_0^2 m_W^2 \log \frac{L_1}{L_0}.$$

(84)

This formula has a correction of order $L_0^2$ away from eq. (81). By choosing the UV cut-off to be very high, for example $1/L_0 = 300$ TeV, the correction to $\hat{S}$ is negligible.
Using $1/L_0 = 300$ TeV the $\rho$ mass can be computed. The result is $M_\rho = 3$ TeV.

Starting from the same action two different phenomenological scenarios have arisen depending upon whether or not holographic renormalisation is employed. Both scenarios have the same value of $\hat{S}$ but the two spectra are different. This picture can be understood by looking at the 4D gauge coupling. Using the holographic renormalisation formalism it was seen, in eqs. (47) and (48), that the boundary gauge couplings are proportional to $\epsilon g_{L,R}$. Without the holographic renormalisation prescription the 4D coupling is (found using eq. (41) with $Z = 0$)

$$
(g^{(4)})^2 = \frac{1}{\log L_1/L_0} \frac{g_{L(R)}^2}{L}
$$

which vanishes as the UV cut-off goes to infinity – effectively ungauging the symmetry. Importantly the factor of $\log L_1/L_0$ is dependent upon the precise background up to $y = L_0$ and details of the physics at the UV cut-off. For studies on the effects of various possible descriptions of UV physics see [58].

In the case of this model the UV divergences originate from integrating out the extra-dimension as the UV cut-off goes to infinity (rather than loops). A counterterm localised on the UV boundary can be used to absorb the spurious dependence upon the UV cut-off. This produces a renormalised theory with couplings and masses no longer dependent on the UV cut-off. In doing so one introduces the parameter $\epsilon$ which is dependent on the IR physics of the model. In particular $\epsilon$ is related to the 4D gauge coupling. The formalism of holographic renormalisation in this context amounts to keeping a weakly gauged symmetry as compared to the weak coupling vanishing as $1/L_0 \to \infty$ and effectively rendering the symmetry global.

VII. CONCLUSIONS

Starting from a slice of AdS, we have described a prescription to obtain the propagators of a 4D theory of electroweak symmetry breaking. The resulting model describes a strongly coupled large-$N$ gauge theory. This has allowed us to further clarify several previously discussed points in the literature [26, 43–53].

A bound upon the number of colors in walking technicolor theories is commonly held to be derived from the precision parameter $\hat{S}$. In our study the precision parameters $W$ and $Y$ are shown to blow-up in the large-$N$ limit. Therefore the common opinion that there is an upper bound to the number of colors is confirmed in our study but for a different reason to that expected. Usually one claims that $\hat{S}$ is proportional to $N$ and therefore there is some upper bound on $N$. However one adjusts model parameters as $N$ increases to hold the mass spectrum fixed so the resulting effects are weak. By comparison the $W$ and $Y$ parameters are proportional to $N \cdot \hat{S}$ which quickly diverge as $N$ grows.

The large-$N$ scaling of our model has been discussed in detail. A picture that is consistent with expectation from large-$N$ QCD was found but with some additional structure originating from the introduction of the boundary terms. In the large-$N$ limit we were able to demonstrate that the physics of the electroweak gauge bosons in our model becomes strongly coupled, which was anticipated by previous work.

By imposing a custodial symmetry the precision parameters $\hat{T}$ and $\hat{U}$ can be made to vanish. In our study constraints on $\hat{T}$ are removed.

The expression for $\hat{S}$ allowed a lower bound on the $\rho$ mass to be given. One way to express this bound is to directly quote that the mass must be greater than some value in the range 2.2 to 4.2 TeV depending upon choice of a model parameter. An alternative is to quote the IR cut-off of the theory, which was seen to be closely related to the $\rho$ mass, as being 0.9 TeV. This result agrees with previous studies.

In clarifying the problems associated to large-$N$ within our model we were also able to demonstrate that there exists values of the anomalous dimension and appropriate $\rho$ masses consistent with current estimates and experimental bounds.
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Appendix A: $SU(2) \times SU(2) \to SU(2) \times U(1)$ Breaking

It is useful to show explicitly that eq. (9) can be written in a manifestly gauge invariant form. For this exercise it is best to work in the $(L, R)$ basis.
Working from the action eq. (3) and in the unitary gauge, one obtains the following UV boundary terms

\[ -\int d^4q \frac{1}{2} q^2 \mathrm{Tr} \left[ \frac{L}{y} (L_\mu \partial_y L_\nu + R_\mu \partial_y R_\nu) P^{\mu\nu} \right]_{y=L_0}. \]  

(A1)

To renormalise the divergences in these terms add a localised kinetic (counter-)term for the \( L_\mu \) field and a triplet of real scalar fields, \( H = H^a \sigma^a / 2 \), that transforms under the adjoint representation of \( SU(2)_R \),

\[ S_{C.T.} = \int \int \sqrt{g} dy d^4x \delta(y - L_0) \left[ Z g^{\mu\rho} g^{\nu\sigma} \left( \frac{1}{2} \mathrm{Tr} L_{\mu\nu} L_{\rho\sigma} + g^{\mu\nu} \mathrm{Tr} (D_\mu H D_\nu H) \right) - \frac{Z}{4v_H^2} g^{\mu\rho} g^{\nu\sigma} \mathrm{Tr} (R_{\mu\nu} H) \mathrm{Tr} (R_{\rho\sigma} H) + \lambda \left( \mathrm{Tr} HH - \frac{1}{2} v_H^2 \right)^2 \right], \]  

(A2)

\[ D_\mu H = \partial_\mu H + ig_R (R_\mu H - HR_\mu), \]  

(A3)

Notice that \( S_{C.T.} \), as defined above, and eq. (3) are both written in a manifestly gauge invariant way. Give \( H \) a VEV in the 3-direction,

\[ \langle H \rangle = \frac{1}{2} \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \]  

(A4)

for \( v_H \) the VEV size parameter and take the \( \lambda \to \infty \) limit. In doing so the scalar field \( H \) decouples. This is the limit considered throughout this work. The kinetic term for \( H \) gives a mass to the \( R^{1,2} \) fields proportional to \( v_H g_R \) while \( R^3 \) remains massless. We take \( v_H \) small in this work so that the effects of \( v_H \) are negligible.

Substitute the VEV into the counterterm and concentrate on

\[ -\frac{Z}{4v_H^2} g^{\mu\rho} g^{\nu\sigma} \mathrm{Tr} (R_{\mu\nu} H) \mathrm{Tr} (R_{\rho\sigma} H) = -\frac{Z}{4} g^{\mu\rho} g^{\nu\sigma} R^3_{\mu\nu} R^3_{\rho\sigma}, \]  

(A5)

which matches the \( R \)-field term in eq. (9).