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Abstract
We present a free/open-source morphological transducer for Western Armenian, an endangered and low-resource Indo-European language. The transducer has virtually complete coverage of the language’s inflectional morphology. We built the lexicon by scraping online dictionaries. As of submission, the transducer has a lexicon of 75K words. It has over 90% naive coverage on different Western Armenian corpora, and high precision.
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1. Introduction
This paper presents the first known publicly available morphological transducer for Western Armenian (hyw), an endangered Indo-European language currently spoken by an estimated 1 million people (Eberhard et al., 2022). A morphological transducer is a computational tool that maps between forms and analyses, able to perform both morphological analysis and morphological generation. For example, the form պարերեն [pɑɾɛɾen] ‘the words’ may be analyzed as պարեր <pl><abl><def>, whereas generation goes the other direction. The morphological transducer reported on in this paper has production-quality coverage and was developed entirely by hand, with some automated support in the form of scraping dictionaries.

Section 2 overviews Western Armenian and positions the present work among other Armenian text processing tools. Section 3 details the implementation of the transducer. Section 4 presents an evaluation of the transducer. Section 5 presents thoughts on future work, and Section 6 focuses on cross-dialectal support. Section 7 concludes.

2. Background on Armenian and language tools
Armenian belongs to an independent branch in the Indo-European family. Armenian is pluricentric with two standard lects (Western and Eastern) and multiple non-standard lects (Adjarian, 1999). The two standard lects share substantial similarities but have many substantial differences in phonology, morphology and syntax (Cowe, 1992; Donabédian, 2018). Both lects are written in the Armenian script. Western Armenian uses a more conservative spelling system than Eastern Armenian (Sanjian, 1996; Dum-Tragut, 2009). Eastern Armenian is the official language of Armenia, while Western Armenian developed as a koiné lect among ethnic Armenians in the Ottoman Empire (Sayeed and Vaux, 2017). After the Armenian Genocide (1915–1917), Western Armenian became a largely diasporic language that is spoken across communities in the Middle East, Europe, the Americas, and Australia. Western Armenian is classified as an endangered language by UNESCO. Depending on the country, Western Armenian communities have different degrees of language maintenance, language shift, or endangerment (Jebejian, 2007; Al-Bataineh, 2013; Chahinian and Bakalian, 2016).

In terms of pre-existing resources, Armenian is considered a low-resource language with few computational resources (Megerdoomian, 2009). There are more resources for Eastern Armenian than for Western. For example, Eastern Armenian has the EANC corpus (Khurshudian et al., 2019), a spoken corpus (Skopeteas et al., 2015), corpus-processing tools like UniParser (Arkhangelskiy et al., 2012), a treebank (Yaryumyan et al., 2017; Yaryumyan, 2019), and various Deep Learning tools from the YerevaNN research group (Ghukasyan et al., 2018; Arakelyan et al., 2018). Eastern Armenian is also part of the Universal Morphology schema (Kirov et al., 2018; Chiarosc et al., 2018; McCarthy et al., 2020).

In contrast, there are few if any significant resources for Western Armenian. There is a report of a two-level finite-state system (Lonsdale and Danielyan, 2004) but it does not appear to be available. There are some small corpora of Western Armenian (Donabédian and Boyacioglu, 2007; Khachatryan, 2012; Khachatryan, 2013; Silberstein, 2016), and a new UD treebank (Yaryumyan, 2019). Complete verbal paradigms are also available (Boyacioglu and Dolatian, 2020). Thus any contribution to computer processing of Western Armenian currently

There are likewise recent resources for Classical Armenian (Vidal-Gorène and Decours-Perez, 2020; Vidal-Gorène and Kindt, 2020), which have been recently applied to the modern lects (Vidal-Gorène et al., 2020; http://yerevann.com/).

https://universaldependencies.org/treewbanks/ hyw armtdp/index.html.
has the potential to make a large impact.
Note that Vidal-Gorène et al. (2020) develop a quite workable model of Eastern and Western Armenian using Deep Learning. However, this paper sees how far we can go with a rule-based system for the following reasons. First, rule-based methods are more interpretable than neural-based methods, so the designer of the analyzer can directly control the behavior of the analyzer. Second, interpretability allows linguists to directly analyze the analyzer to further their own pen-and-paper analyses (Karttunen 2006); this is quite important for under-studied languages. Third, rule-based and neural-based methods aren’t in true competition with each other because they have different practical uses. Thus, the rule-based analyzer described here can hypothetically integrate with a neural-based analyzer to cover any gaps (cf. finite-state covering grammar in text normalization; Zhang et al. (2019)).

3. Methodology and implementation

3.1. Software

This transducer was written for use with HFST (Lindén et al., 2011) using the two-level framework (Koskenniemi 1984; Beesley and Karttunen, 2003; Roark and Sproat 2007). The lexicon and morphotactics (combinatorial patterns of morphology) were implemented using lexd (Swanson and Howell, 2021), which differs from other formalisms in that it is designed to support non-suffixational patterns, like prefixes. The morphophonology (phonological/orthographic alternations) was implemented using twolc. The two separate transducers (morphotactic and morphophonological) are composed-intersected to create both a generator and an analyzer. The bulk of the work was done between October 2020 and January 2021.

3.2. Paradigms

In terms of morphology, Western Armenian is largely agglutinative and it is primarily suffixing. There are some inflectional and derivational prefixes. Verb inflection is primarily agglutinative and synthetic with different suffixes for number, case, definiteness, and possession (Hagopian, 2005). To illustrate, we present two morphological forms of a verb to further their own pen-and-paper analyses (Karttunen 2006): this is quite important for under-studied languages. Third, rule-based and neural-based methods aren’t in true competition with each other because they have different practical uses. Thus, the rule-based analyzer described here can hypothetically integrate with a neural-based analyzer to cover any gaps (cf. finite-state covering grammar in text normalization; Zhang et al. (2019)).

The analyses returned by a transducer differ from traditional linguistic analyses in that morpheme breaks are not provided; tags are used instead of abbreviations; word categories (or parts of speech), here Verb or <v>, are annotated; and subcategories of words, here TRANSITIVE or <tv>, are annotated. This particular transducer also differs in that the infinitive is used as the lemma of a verb instead of the morphological stem, and some grammatical labels are different. The tagset used is that provided by Apertium.

To construct this transducer, morphological paradigms were gathered via a combination of pre-existing teaching grammars of Western Armenian (Boyacioglu, 2010; Hagopian, 2005), using cognates from Eastern Armenian grammars (Dum-Tragut, 2009), and native intuition. All paradigms were manually coded into the lexd format. For an irregular word like սիրել [ɾiɾeɾ] ‘road’, the analyzer analyses both standard irregular forms like սիրեղ [ɾiɾeɾ] (genitive), but also colloquial regularized forms like սիրեղ [ɾiɾeɾ] for the transducer to cover any gaps (cf. finite-state covering grammar in text normalization; Zhang et al. (2019)).

To illustrate, we present two morphological forms of a verb in (1) and (2), showing orthographic form, IPA pronunciation, a morpheme-by-morpheme breakdown and gloss. An English translation of the form, and the analysis returned by the transducer.

3.3. Lexicon

The lexicon was at first compiled by scraping an Armenian-English dictionary (Kouyoumdjian, 1970) from Nayiri. The dictionary contained at least 60k words.

Glossing conventions and abbreviations are based on Leipzig standards: https://www.eva.mpg.de/lingua/resources/glossing-rules.php
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The dictionary items were catalogued into the right conjugation or declension class. A sample of common Armenian names was gathered from lists of names on different websites. Table 1 provides a breakdown of the lexicon.

| Category         | Entries | Tag |
|------------------|---------|-----|
| Noun             | 39006   | <n> |
| Adjective        | 18617   | <adj> |
| Verb             | 7441    | <v> |
| Adverb           | 1895    | <adv> |

| Name              | Entries | Tag |
|-------------------|---------|-----|
| Given name        | 4848    | <np><ant> |
| Surname           | 2052    | <np><cog> |
| Location name     | 1183    | <np><top> |
| Other name        | 22      | <np><al> |

| Function, other   | Entries | Tag |
|-------------------|---------|-----|
| Pronoun           | 415     | <pron> |
| Adposition        | 130     | <pr>, <post> |
| Abbreviation      | 81      | <abbr> |
| Conjunction       | 48      | <conj> |
| Interjection      | 49      | <ij> |
| Numerical         | 41      | <num> |
| Particle          | 9       | <particle> |

**Total** 75837

Table 1: Current lexicon by part-of-speech

### 3.4. Morpho-phonology

Some morpho-phonological processes are reflected in the orthography. These were implemented through use of special symbols in the morphological side of the morphotactic transducer (.lexd). Such symbols encode allomorphy and other morphophonological processes. These diacritics were then used in the morphophonological transducer (twol) to trigger the appropriate processes.

As an example, the definite suffix is [a] after consonants (a) and [n] after vowels (d). However, with stems ending in the glide letter ʃ (a consonant), the pattern is slightly different: monosyllabic nouns of this sort (a) behave as expected: the glide is pronounced and the definite suffix is [a]. But in multisyllabic stems ending in ʃ (b), the glide letter is silent when not before a vowel, and is not represented orthographically when before a consonant. Hence, in the definite form, the glide letter is not used, and the suffix [n] is added.

(3) Allomorphy of the definite suffix

| a. կար | [pʰaɾ] | ‘word’ |
|--------|---------|--------|
| կար-ն| [pʰaɾ-ː] | ‘the word’ |
| b. կատ | [gad] | ‘cat’ |
| կատ-ն | [gad-ː] | ‘the cat’ |
| c. դառ | [xoj] | ‘ram’ |
| դառ-ն | [xoj-ː] | ‘the ram’ |
| d. եվտար | [d͡zɑɾ] | ‘servant’ |
| եվտար-ն | [d͡zɑɾ-ː] | ‘the servant’ |

In our code, the definite suffix was generated in the .lexd file as the symbol (defu). The mapping of this to the correct output symbol was conditioned using rules in the twol file.

### 3.5. Infixed punctuation

For punctuation, some pronunciation elements are placed outside of words, but others are placed inside words on the stressed vowel. For example, the word [pʰaɾ] ‘word’ when unquestioned is spelled pʰaɾ-ə. When this word is questioned, the interrogative marker is added on top of the stressed letter: pʰaɾ-՞. Stress is generally predictable in the language as being word-final while ignoring schwa. Some function words have idiosyncratic stress placement.

To handle word-internal punctuation, we specified a final punctuation marker for every word in the lexicon (.lexd file). In another transducer built to handle infixed punctuation, also written in the .lexd formalism, we defined ‘metathesis’ rules to move these final punctuation symbols into the correct word-internal location.

For words with irregular stress, the main lexicon file contained a diacritic to mark this irregular stressed location. For example, the word ‘how much’ has irregular stress on the first vowel: ո՞րքան. The question marker is added on the first syllable: ո՞րքան-ը. Stress is generally predictable in the language as being word-final while ignoring schwa. Upon intersection with the punctuation transducer, the value of the question marker is changed, moved, or deleted as needed.

### 4. Evaluation

#### 4.1. Corpora

To perform evaluation, we prepared several corpora. The Bible corpus is the contents of a Western Armenian translation of the Bible, available from an Armenian church website. The News corpus consists of the contents of the Kantsasar Armenian News website from Syria. Content was scraped in early November, 2021, using a web spider written using Scrapy. The Wikipedia corpus consists of the pages and articles dump of the Western Armenian Wikipedia from January 1, 2022. Text files were extracted from the XML dump. We likewise tested our Western transducer over the UD Treebank.

---

8The source URLs for these websites are listed as comments in the .lexd files for names. Some names were taken from Eastern Armenian sources or were written in the non-conservative orthography. These were manually adapted to Western Armenian spelling conventions.

9These numbers reflect the state of the transducer as of mid-January, 2022.
for Western Armenian (in UD v2.9) (Yavrumyan et al., 2021b). The treebank included a training set, development set, and test set.

4.2. Naive coverage

Naive coverage is the number of forms in a corpus for which the analyzer returns an analysis, regardless of whether the analysis is correct or not. Ambiguity is the average number of analyses returned by the analyzer per analyzed form. Table 2 shows the naive coverage and ambiguity of the Western Armenian transducer on the corpora described in §4.1.

| corpus   | tokens | coverage | ambiguity |
|----------|--------|----------|-----------|
| Bible    | 744K   | 99.33%   | 1.54      |
| News     | 1.78M  | 95.00%   | 1.56      |
| Wikipedia| 3.56M  | 90.67%   | 1.37      |
| UD training | 70K   | 95.33%   | 1.44      |
| UD dev   | 9.6K   | 96.35%   | 1.48      |
| UD test  | 10K    | 96.72%   | 1.46      |

Table 2: Naive coverage on Western Armenian

Naive coverage is above 90% for all corpora, and at or above 95% for most. This level of coverage is very high, and should be considered sufficient for many tasks. Many of the top unanalyzed forms are in fact forms from other languages which should not be analyzed, especially in the Wikipedia corpus. Actual missing content in the transducer mostly consists of proper nouns and some rarely occurring stems which are not found in Armenian-English dictionaries. Some tokens are also words from other Armenian dialects, such as Classical Armenian and Eastern Armenian (whether in the traditional or reformed spelling).

Ambiguity is around 1.5, meaning that there are approximately 3 analyses returned for every 2 analyzed tokens. Disambiguation is a task for future work.

4.3. Accuracy

We evaluated the precision and recall of our transducer over a random sample of words. We first retrieved 1300 random tokens from the News corpus. We then cleaned the sample by removing words that were typos, foreign words, words from other dialects or spelling systems, or were words that were so low-frequency that we couldn’t find them in any modern dictionary. In all, 1225 tokens were hand-annotated. The results are shown in Table 3.

| Tokens | Precision | Recall |
|--------|-----------|--------|
| 1225   | 90.58%    | 74.82% |

Table 3: Precision and recall measurements

Precision measures how many of the transducer-provided analyses for the tokens were correct. Recall measures how many of the correct analyses were retrieved from the transducer. Although our precision was high at nearly 90%, our recall rate was around 75%. This was because the transducer currently accepts more forms for a given analysis than is correct. This “overanalysis” is due to complications in the variable application of some phonological rules that are reflected in the orthography (vowel reduction), and semantically-induced variation in plural marking (§4.1). Future work would remedy this issue.

4.4. Compilation speed

One current weakness of the 1xml compiler is compilation speed and memory use. As of revision 41b8555, the transducer took 2 minutes 56 seconds and peak memory usage of 4.29GB to compile using a single core of an Intel i9-9900X CPU (3.50GHz). We were able to optimise many of the definitions by factoring out common subpatterns (revision 49a7487). After this, compilation on the same system took only 48 seconds with peak memory usage of 387MB. This constitutes a nearly four-fold decrease in speed and an over 11 times decrease in memory usage.

5. Future work

This section briefly outlines our thoughts on how this transducer could be improved through increasing coverage (§5.1) and handling overgeneration (§5.2). Expansions to handle additional dialects which is a quite complicated problem, postponed to (§5.3).

5.1. Increasing coverage

As stated, our lexicon was based off of a published dictionary that had at least 60k lemmas. Both the original dictionary and its digitized content had a few errors in terms of spelling or part-of-speech assignment. We tried to find as many errors as possible. Future work should go through the entire dictionary more carefully to weed out other errors. We can also cross-reference our dictionary with another dictionary in order to help find other errors or increase coverage. We are currently trying to do so with additional digitized dictionaries from Nayiri.

5.2. Handling overgeneration

One complication for our generator comes from compounds. Compounds are formed by concatenating two stems with a vowel /a/ intervening. Compounds are listed as single orthographic words in the dictionary. For inflecting a compounds, knowing the right plural suffix depends on knowing the word’s semantics ([Donabédian, 2004; Dolațian, 2021]). Such information cannot be easily determined from the dictionary, so without further work our generator overgenerates. To fix this issue, a possible future step is to use the lemma list of the EANC, which provides this semantic information.

6. Cross-dialectal support

It would be ideal if the current Western Armenian transducer can interface with a transducer for Eastern Armenian, cf. strategies in [Vidal-Gorène et al. (2020)]. The two
diaslangs share large portions of their morphology and orthography, and code switching can be found within large corpora.

6.1. Differences between dialects

Eastern Armenian is the official language and dialect of Armenia. It has many morphological differences from Western Armenian, which are reflected in the orthography. Thus a morphological transducer for Western Armenian is not expected to work perfectly for Eastern Armenian, even when orthographic differences are accounted for.

In terms of orthography, up until the mid 20th century, Eastern Armenian in Armenia was written in the Classical Orthography system [Sanjian, 1996]. This is the system that is still in use for Western Armenian. But during the Soviet era, various spelling reforms were applied to Eastern Armenian as spoken within the Soviet Union. The current spelling system is called the Reformed Orthographic system. This system applies to Eastern Armenian as spoken in Armenia and most of the Eastern Armenian diaspora. The exception is the Eastern Armenian community in Iran which still uses the Classical Orthography. Some Eastern liturgical literature is still published in the Classical Orthography.

To illustrate, in Table 4, we show the pronunciation and spelling of a passive verb ‘to be gathered’ for Western and Eastern Armenian. The main morphological difference is that Western Armenian uses a theme vowel ʰ/-i/- for passives, while Eastern Armenian uses a theme vowel ʰ/-e-/. The classical spelling of the passive suffix /-v-/ is ու ow, while the reformed spelling is ը v.

| Pronunciation | Traditional | Reformed |
|---------------|-------------|----------|
| W | կ'աղուիլ | — |
| E | կ'աղուել քաղվել | կ'աղվել |

Table 4: Example of orthographic and morphological differences between Western (W) and Eastern (E) Armenian for the form կաղվու<inf>› in <pass>›

6.2. Evaluating the analyzer on Eastern Armenian

For exploratory purposes, we tested our Western transducer on Eastern corpora. We found two Eastern Bibles. One Eastern Bible was written with the traditional orthography and one with the reformed orthography. Besides orthographic differences, the two Bibles are non-identical translations, both against each other and against the Western Bible. For example, the traditional Eastern Bible used more archaic syntactic constructions, obsolete function words, and more footnotes. We also tested the transducer on pages and articles from the Eastern Armenian Wikipedia, from January 1 2022. We likewise tested our transducer over the UD Treebank for Eastern Armenian (v2.9) ([Yavrumyan et al., 2021a]), which uses the reformed orthography. In Table 5, we report naive coverage of our Western Armenian transducer on these Eastern Armenian corpora.

| corpus | spelling type | tokens | coverage |
|--------|---------------|--------|----------|
| Bible  | traditional   | 832k   | 93.61%   |
| Bible  | reformed      | 775k   | 79.96%   |
| Wikipedia | reformed     | 62M    | 67.92%   |
| UD training | reformed     | 42K    | 74.65%   |
| UD dev   | reformed      | 5.3K   | 72.44%   |
| UD test  | reformed      | 5.3K   | 74.76%   |
| UD BSUT | reformed      | 3.1K   | 74.69%   |

Table 5: Naive coverage on Eastern Armenian corpora

6.2.1. High coverage on the traditional orthography

For Eastern Armenian corpora with traditional spelling, our transducer works quite well: 93% for the Eastern Bible, while 99% for the Western Bible. The high coverage rate is not surprising because the two dialects share the bulk of the same lexicon and derivational/inflectional morphology. They differ significantly in their phonology and pronunciations, but the orthography doesn’t show these differences.

The fact that the two dialects have unequal naive coverage is because some inflectional suffixes are present in Eastern but not Western Armenian. Some high-frequency words likewise have different orthographic representations across the two lects. For example, the most common ‘unknown’ word in the traditional Eastern Bible is ‘he said’ at 3812 tokens. This word is ասավ in Eastern Armenian, but [əsav] ըսավ in Western.

6.2.2. Low coverage on the reformed orthography

The coverage of the Western Armenian transducer over Eastern corpora with the reformed spelling is drastically lower, anywhere between 67% to 79% percent. This difference is likely because of rampant spelling differences across the two spelling systems. For example, the most common ‘unknown’ word over the reformed Eastern Bible is the word [jɛv] ‘and’ at 4026 tokens. This word is spelled as էվ ev in the traditional system (in both Western and Eastern Armenian) but տեղ տեղ in the reformed system. The reformed Bible that we used almost always used the տեղ form.

6.3. Combining the dialects in one analyzer

There are several ways that the transducer could be expanded to support multiple dialects. We have already be-
gun expanding the transducer source code and compilation instructions in one such way. When not the same across dialects, stems and inflectional morphology may be specified on a per-dialect level. This allows the compilation of separate analyzers, separate generators, and a combined analyzer.

7. Conclusions

This paper overviewed the development of a free/open-source morphological analyzer and generator for Western Armenian. In terms of naive coverage, it performs quite well over various Western Armenian corpora. It has high precision and okay recall. It likewise has some coverage over other dialects, thus paving the way for creating a pan-dialectal transducer.
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