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Abstract

Gaussian processes (GPs) are non-parametric Bayesian models that are widely used for diverse prediction tasks. Previous work in adding strong privacy protection to GPs via differential privacy (DP) has been limited to protecting only the privacy of the prediction targets (model outputs) but not inputs. We break this limitation by introducing GPs with DP protection for both model inputs and outputs. We achieve this by using sparse GP methodology and publishing a private variational approximation on known inducing points. The approximation covariance is adjusted to approximately account for the added uncertainty from DP noise. The approximation can be used to compute arbitrary predictions using standard sparse GP techniques. We propose a method for hyperparameter learning using a private selection protocol applied to validation set log-likelihood. Our experiments demonstrate that given sufficient amount of data, the method can produce accurate models under strong privacy protection.

1 Introduction

Differential privacy (DP; Dwork et al., 2006) is currently the standard approach for privacy-preserving machine learning. Based on the idea of bounding the impact of a single individual on the outcome, DP has been widely and successfully applied to models that treat each observation independently, ranging from deep learning (e.g. Abadi et al., 2016) to Bayesian regression models (e.g. Bernstein and Sheldon, 2019) to generic Bayesian inference using Markov chain Monte Carlo (e.g. Heikkilä et al., 2019) or variational inference (Jälkö et al., 2017).

Gaussian processes (GPs; Rasmussen and Williams, 2006) are a class of highly popular non-parametric Bayesian models, that do not fit this paradigm. GPs are often used to define a non-linear non-parametric regression model by modelling the (potentially multivariate) output value $y = f(x)$ at each input $x$ using a distribution over functions $f$. These are assumed to follow the GP $f \sim \mathcal{GP}(\mu, k)$ with some mean function $\mu$ (often assumed to be zero) and covariance or kernel $k$. Observations are usually assumed to include noise. By definition, the distribution of $f$ evaluated at any number of points follows a multivariate Gaussian distribution.

After fitting a GP to the data, the distribution of $f$ at each point depends directly on all observations. The dependence on inputs $x$ is especially complicated. This has caused the previous work in DP GPs (Smith et al., 2018, 2019) to use DP mechanism for functional data (Hall et al., 2013) to address only the significantly weaker privacy model of label privacy, where only the privacy of the outputs ($Y$) is considered while the inputs ($X$) are assumed non-sensitive. We seek a method to protect both $X$ and $Y$. In order to do that, we formulate the GP learning problem in a way that has less complicated dependence on the input data $X$.

Our main novel contributions are:
• A method for learning a variational sparse GP approximation under DP for both inputs and outputs.
• A method for approximately correcting the approximation posterior to account for DP noise.
• A method for learning DP-GP hyperparameters under DP.

2 Background

2.1 Differential Privacy (DP)

DP defines a statistical criterion for a randomised algorithm that bounds the accuracy of inferences an adversary can make about the inputs of the algorithm using its outputs, providing a guarantee of privacy to input data subjects. The guarantee applies regardless of additional side information the adversary may have, and degrades gracefully under repeated use of the data.

DP definition is based on the concept of neighbouring data sets $D \sim D'$. We use the substitute neighbour, where $D \sim D'$ if $D'$ can be obtained from $D$ by substituting a single entry.

**Definition 1.** Given $\epsilon \geq 0, \delta \in [0, 1]$, a randomised algorithm $M$ is $(\epsilon, \delta)$-DP if for all neighbouring data sets $D \sim D'$ and for all measurable sets of outputs $O \subseteq \text{Range}(M)$, we have

$$\Pr[M(D) \in O] \leq e^\epsilon \Pr[M(D') \in O] + \delta.$$  \hspace{1cm} (1)

Lower values of $\epsilon$ and $\delta$ correspond to stronger privacy.

Our main tool for achieving DP is the analytical Gaussian mechanism [Balle and Wang, 2018], which can release the value of a function $f(D)$ under $(\epsilon, \delta)$-DP by adding Gaussian noise whose variance is tuned to the $L_2$-sensitivity of $f$, $\Delta_f = \sup_{D \sim D'} \|f(D) - f(D')\|_2$.

2.2 Sparse and Variational GPs

Gaussian processes (GPs) provide a means for performing exact Bayesian inference over functions $f \sim \mathcal{GP} (\mu, k(\cdot, \cdot))$ [Rasmussen and Williams, 2006]. A GP defines a distribution over functions, which is specified by the mean function $\mu$, often assumed to be zero a priori, and covariance or kernel function $k(\cdot, \cdot)$. Covariance function is the key parameter that defines the smoothness and other properties of the functions $f$.

The first GP learning problem is inference of the posterior GP given noisy observations of some underlying function. Assuming the observations follow a Gaussian likelihood, it is possible to perform exact inference over $f$, but given $n$ observations this will require operations with $n \times n$ kernel matrix that require significant time and results in a complicated dependence on input data that is unfavourable to DP. A popular method for reducing the computational complexity is to employ a sparse GP method that seeks to replace the dependence on the full input $X$ with dependence on a smaller number of inducing inputs $Z$ and values of the function at those points $u = f(z)$ [Snellson and Ghahramani, 2005; Candela and Rasmussen, 2005; Titsias, 2009; Bauer et al., 2016].

The variational sparse GP first introduced by [Titsias, 2009] solves the problem by defining a variational distribution $q(u)$ over the function values at the inducing inputs. Assuming that the inducing inputs and kernel parameters are fixed and a Gaussian observation model with noise variance $\sigma^2$, the mean $m$ and covariance $S$ of the optimal approximating distribution for function values $u$ at $Z$, $q(u) = \mathcal{N}(u; m, S)$, can be written in closed form as (Titsias, 2009 Eq. 10):

$$m = \sigma^{-2} K_{ZZ} \Sigma K_{ZX} Y,$$
$$S = K_{ZZ} - \Sigma K_{ZX},$$
$$\Sigma = (K_{ZZ} + \sigma^{-2} K_{ZX} K_{ZX})^{-1},$$  \hspace{1cm} (2)

where $K_{ZZ} = (k(z_i, z_j))$ is a matrix of kernel values between inducing inputs and $K_{ZX} = K_{XZ}^T = (k(z_i, x_j))$ is a matrix of kernel values between inducing inputs and input data locations $X$. The variational approximation can be used to evaluate arbitrary predictions [Hensman et al., 2015 Eq. 21].

The above discussion assumes the kernel and all other hyperparameters of the model are known, which is usually not the case. The resulting second GP learning problem, hyperparameter learning,
is addressed in the variational framework by finding hyperparameters that maximise the variational evidence lower bound (ELBO) ([Titsias 2009]).

3 GP Inference under Differential Privacy

One key insight in making variational GPs DP is that we only need to publish Z and q(u) to allow using the model to make predictions on arbitrary new points. Assuming that Z is chosen independently of the input data or using some other DP mechanism, it will be enough to ensure the privacy of m and S that define q(u).

Following (2), q(u) only depends on the private data X, Y via two terms:

\[
A = K_{ZX} Y = \sum_{i=1}^{n} k_i y_i, \tag{3}
\]

\[
B = K_{ZX} K_Z = \sum_{i=1}^{n} k_i k_i^T,
\]

where \( k_i = K_{X_i} = (k(z_j, x_i))^{|Z|}_{j=1} \) is a vector of kernel values between \( x_i \) and all inducing points \( Z \).

Both of these terms are sums over data points \( (x_i, y_i) \), suggesting one can implement efficient DP mechanisms for these by evaluating the sensitivity of the terms.

3.1 Sensitivity Calculations

Sensitivity calculations will depend on the kernel. Assuming a bounded kernel with \( |k| \leq \sigma_f^2 \), we have a trivial bound

\[
\|k\|_2 \leq \sqrt{|Z|} \sigma_f^2 =: R_k. \tag{4}
\]

Assuming scalar y with \( |y| \leq R_y \), we can adapt the sensitivity analysis of [Kulkarni et al. 2021] for the mechanism

\[
\mathcal{M}(X, Y) = \begin{bmatrix} A \\ B \end{bmatrix} + \mathcal{N}(0, \text{diag}(\sigma_a^2 I_d, \sigma_b^2 I_{d_2})) \tag{5}
\]

to obtain the sensitivity

\[
\Delta = \sqrt{\frac{\sigma_a^2 R_y^4 + 2 R_y R_k^2 + 2 \sigma_b^2 R_k^4}{2 \sigma_a^2}}. \tag{6}
\]

\( \hat{B} \) denotes the vector \( [b_{11} \ldots b_{dd}] \sqrt{2b_{12} \ldots \sqrt{2b_{d-1,d}}} \) formed from upper diagonal elements of B with off-diagonal elements scaled up, which can be used to reconstruct a full noisy symmetric B, \( d = |Z| \) and \( d_2 = \binom{d+2}{d} \). Full derivation of Eq. (6) is in the Supplementary material.

3.2 Kernel-Dependent Sensitivity

The bound \( \|k\|_2 \leq \sqrt{|Z|} \sigma_f^2 \) is pessimistic. It is possible to obtain tighter bounds by making assumptions about the kernel and inducing input placement.

Let us assume that we have a stationary kernel that is decreasing as a function of the distance of the two inputs. This class includes most standard stationary kernels. We can write such kernels as \( k(x, x') = \sigma_f^2 k_r(r) \), where \( r = \|x - x'\| \) and \( 0 \leq k_r(r) \leq 1 \).

Let us further assume that the minimum distance between two input points is at least \( d_z \). In 1D we have for example

\[
\frac{\|k\|_2}{\sigma_f} = \sum_{j=1}^{|Z|} k_r(\|z_j - x_i\|^2) \leq \sum_{j'=0}^{|z_{hf}|} 2k_r(j'd_z^2) + (z_{hc} - z_{hf})k_r(z_{hc}d_z^2), \tag{7}
\]

where \( z_{hf} = \lceil |Z|/2 \rceil \) and \( z_{hc} = \lfloor |Z|/2 \rfloor \).
In higher dimensions an accurate analysis becomes considerably more difficult. We can still obtain a simple bound on the kernel values by noting that we can have at most one inducing point at a distance smaller than \(d_z/2\). This yields the bound
\[
\frac{\| \mathbf{k}_i \|^2}{\sigma_f^2} = \sum_{j=1}^{\lfloor Z \rfloor} k_r(\| \mathbf{z}_j - \mathbf{x}_i \|)^2 \leq 1 + (\lfloor Z \rfloor - 1)k_r(d_z/2)^2. 
\] (8)

A tight upper bound can be computed with specific information on the kernel and the locations of the inducing points. If we assume, for example, that the inducing points form a regular grid and that the kernel can be written as a product of \(N\) 1-dimensional exponentiated quadratic kernels and variance \(\sigma_f^2\). Squared kernel norm can then be expressed as
\[
\| \mathbf{k}_i \|^2 = \sigma_f^4 \sum_j \exp \left( - \sum_n \left( \frac{x_{in} - \bar{z}_{jn}}{\ell_n} \right)^2 \right) 
\]
\[
= \sigma_f^4 \sum_j \exp \left( - \sum_n \left( \frac{x_{in}}{\ell_n} - \bar{z}_{jn} \right)^2 \right) 
\]
\[
= \sigma_f^4 \sum_j \exp \left( - \| \mathbf{\bar{x}} - \mathbf{\bar{z}}_j \|^2 \right).
\] (9)

Scaling the inducing points by scalars does not affect their relative locations. Taking the gradient and the Hessian of this form, we get
\[
\nabla_{\mathbf{x}} \| \mathbf{k} \|^2 = -2\sigma_f^4 \sum_j \exp \left( - \| \mathbf{d}_j \|^2 \right) (\mathbf{d}_j) 
\]
\[
\frac{\partial^2 \| \mathbf{k} \|^2}{\partial \mathbf{x} \partial \mathbf{x}^T} = 2\sigma_f^4 \sum_j \exp \left( - \| \mathbf{d}_j \|^2 \right) (2\mathbf{d}_j \mathbf{d}_j^T - \mathbf{I}),
\] (10)
(11)

where \(\mathbf{d}_j = \mathbf{\bar{x}} - \mathbf{\bar{z}}_j\).

Due to symmetry of the regular grid formed by the inducing points, it can be seen that the gradient is zero when \(\mathbf{x}_i\) is at the centre of the grid. If the number of grid points in each direction is odd, the centre point is a maximum. This can be checked by verifying that the Hessian (11) is negative definite, which can be done with the available information on the kernel and the inducing points. In general, additional analyses are still required to show formally that the centre point yields the global maximum.

### 3.3 Noise-Aware DP Posterior Approximation

Applying the Gaussian mechanism to privatise (5), we will replace \(\mathbf{A}\) and \(\mathbf{B}\) with \(\mathbf{A} + \mathbf{E}_a\) and \(\mathbf{B} + \mathbf{E}_b\), respectively, where \(\mathbf{E}_a\) and \(\mathbf{E}_b\) are the noise terms. A naive application of these to the update rules in Eq. (2) would replace \(\Sigma\) with \((\mathbf{K}_{ZZ} + \sigma^{-2}(\mathbf{K}_{ZX} \mathbf{K}_{XZ} + \mathbf{E}_b))^{-1}\), which can become non-positive definite if the noise \(\mathbf{E}_b\) is large. This would make the results basically meaningless, as \(\mathbf{S}\) would not be a valid covariance matrix anymore.

In order to avoid this issue, the update needs to be moderated by adding a diagonal regularisation term to obtain the DP update for \(q(\mathbf{u}) = \mathcal{N}(\mathbf{u}; \mathbf{m}, \mathbf{S})\):
\[
\mathbf{m} = \sigma^{-2} \mathbf{K}_{ZZ} \mathbf{\tilde{\Sigma}} (\mathbf{A} + \mathbf{E}_a),
\]
\[
\mathbf{S} = \mathbf{K}_{ZZ} \mathbf{\tilde{\Sigma}} \mathbf{K}_{ZZ} + \mathbf{S}_2,
\]
\[
\mathbf{\tilde{\Sigma}} = (\mathbf{K}_{ZZ} + \sigma^{-2}(\mathbf{B} + \mathbf{E}_b) + \lambda \mathbf{I})^{-1},
\] (12)

where \(\lambda\) is a constant selected to make sure \(\mathbf{K}_{ZZ} + \sigma^{-2}(\mathbf{B} + \mathbf{E}_b) + \lambda \mathbf{I}\) remains positive definite and \(\mathbf{S}_2\) is added to the covariance to account for the impact of DP noise to \(\mathbf{m}\).

In order to set \(\lambda\), we use Lemma 6 of [Wang (2018)](Wang2018), which shows that with probability \(1 - \rho\), \(\| \mathbf{E}_b \|^2 \leq \sigma_b^2 d \log(2d^2/\rho)\), where the dimensionality \(d = \lfloor Z \rfloor\) is equal to the number of inducing
points $Z$ and $\sigma_b^2$ is the variance of noise added to $B$. Using this and taking into account the smaller variance of off-diagonal terms, we can set

$$\lambda = \sigma_b\sigma^{-2}\sqrt{|Z|\log(2|Z|^2/\rho)}|Z| + 1 \over 2|Z|$$

(13)

with suitable $\rho$ to have a high probability of $\tilde{\Sigma}$ being positive definite. We use $\rho = 0.01$ in the experiments. Unlike the AdaSSP mechanism of Wang (2018) this approach is inspired by; we do not use a DP estimate of the minimum eigenvalue, because the smallest eigenvalues of kernel matrices are typically very close to zero, which means that adding a DP estimate of the eigenvalue would mostly just add noise and drain the privacy budget.

To evaluate $S_2$, we observe that the DP mechanism adds two noise terms $E_a$ and $E_b$ that impact $m$. As the two noise terms are independent, their impacts can be evaluated separately. As $E_a \sim \mathcal{N}(0, \sigma_a^2 I)$ is purely additive, the covariance added by it can be computed easily to obtain

$$S_{2,1} = \text{Cov}(\sigma^{-2}K_{ZZ}\tilde{\Sigma}E_a) = \sigma_a^2\sigma^{-4}K_{ZZ}\tilde{\Sigma}^2K_{ZZ}.$$  

(14)

As $E_b$ is not additive, we estimate its impact by linearising the expression for $m$ in $(E_b)_{ij}$ to obtain

$$\frac{\partial m}{\partial (E_b)_{ij}} = -\sigma^{-4}K_{ZZ}\tilde{\Sigma}E_{ij}\tilde{\Sigma}(A + E_a),$$

(16)

where $(E_{ij})_{kl} = \delta(i = k)\delta(j = l)$, i.e. it is a matrix of all zeros except a single 1 at position $(i, j)$. This allows computing the additional covariance component due to $E_b$ as a sum of contributions of the independent elements $(E_b)_{ij}$ added to the upper triangular matrix as

$$S_{2,2} = \sum_{i=1}^{\left|Z\right|}\sigma^{-8}\sigma_b^2K_{ZZ}\tilde{\Sigma}E_{ii}\tilde{\Sigma}E_{ii}\tilde{\Sigma}K_{ZZ}$$

$$+ \sum_{i=1}^{\left|Z\right|}\sum_{j=i+1}^{\left|Z\right|}\sigma^{-8}\sigma_b^22\left[K_{ZZ}\tilde{\Sigma}E_{ij}\tilde{\Sigma}E_{ij}\tilde{\Sigma}K_{ZZ}

+ K_{ZZ}\tilde{\Sigma}E_{ji}\tilde{\Sigma}E_{ji}\tilde{\Sigma}K_{ZZ}\right],$$

(17)

where $\tilde{\Sigma} = \tilde{\Sigma}(A + E_a)(A + E_a)^T\tilde{\Sigma}$.

The final covariance of DP $\varrho(u)$ is thus

$$S = K_{ZZ}\tilde{\Sigma}K_{ZZ} + S_2 = K_{ZZ}\tilde{\Sigma}K_{ZZ} + S_{2,1} + S_{2,2}.$$  

(18)

The additional terms in the covariance only depend on the previously released DP quantities and therefore have no additional impact on the privacy.

### 3.4 Final Algorithm and its Privacy

**Algorithm 1** Algorithm for DP-GP inference using known hyperparameters.

```plaintext
function DP-GP-INFECTION(X, Y, Z, k(⋅, ⋅), σ, c, R_y, ε, δ)
    Compute $\tilde{R}_k$ using Eq. (4), (7), (8) or (9)
    Compute sensitivity $\Delta$ for DP-mechanism using Eq. (6) with $\sigma_a/\sigma_b = c$
    Compute $\sigma_a$ for $(\epsilon, \delta)$-DP $\Delta$-sensitive analytical Gaussian mechanism (Balle and Wang, 2018)
    $\sigma_b \leftarrow \sigma_a/c$
    Compute $\varrho(u) = \mathcal{N}(u; m, S)$ on $Z$ using Eq. (12)
return $m, S$
```

**Theorem 2.** The DP-GP inference in Algorithm 1 is $(\epsilon, \delta)$-DP with respect to the input data set $(X, Y)$.  

Proof. The only part of the algorithm using the input data is the computation of \( q(u) \) using Eq. (12). This update only accesses the data via Eq. (3). These are made private using the Gaussian mechanism of Eq. (5) whose noise variance is calibrated using the given privacy parameters and the sensitivity computed above.

4 Hyperparameter Learning

GPs depend on a number of hyperparameters such as observation noise level and kernel parameters. These are commonly either inferred by applying Markov chain Monte Carlo (MCMC) to obtain a posterior distribution or optimised. In both cases, the process commonly makes use of the marginal likelihood of the parameters, obtained by analytically marginalising the GP and available in closed form for GP regression, or in the case of variational approximation the variational evidence lower bound (ELBO).

While the marginal likelihood and the ELBO can be written in closed form, their expressions have a complex dependence especially on the input data \( X \), making it difficult to evaluate these quantities under DP.

To avoid this issue, we will instead use validation set likelihood as the objective for hyperparameter optimisation. We further assume independence of the validation set points in the likelihood to make the expression easier to evaluate under DP.

4.1 DP Evaluation of Validation Set Likelihood

Using standard variational GP techniques (Hensman et al., 2015), given an approximation \( q(u) = N(u; m, S) \) over values at inducing points \( Z \) and hyperparameters \( \theta \), the predictive distribution at a new set of noise-free validation points \( V \) can be computed as

\[
p(y_V | V, X, Y, \theta) \approx \int_u p(y_V | V, u, \theta) p(u | X, y, \theta) \, du,
\]

which can be evaluated analytically to obtain normal \( \mathcal{N}(\hat{\mu}, \hat{\Sigma}) \) with

\[
\hat{\mu} = K_{VZ} K_{ZZ}^{-1} m,
\]

\[
\hat{\Sigma} = K_{VV} - K_{VZ} K_{ZZ}^{-1} (K_{ZZ} - S) K_{ZV}^{-1}. \tag{20}
\]

Under our assumption of independence, we will only consider the diagonal of \( \hat{\Sigma} \). This yields the likelihood of noisy validation set \( (V, y_V) \) as

\[
\log p(y_V | V, X, y, \theta) \approx \log \mathcal{N}(y_V; \hat{\mu}, \text{diag}(\hat{\Sigma}) + \sigma^2 I_{|V|})
= \sum_{i=1}^{|V|} \log \mathcal{N}(y_{V,i}; \hat{\mu}_i, \hat{\Sigma}_{ii} + \sigma^2), \tag{21}
\]

which only depends on \((X, y)\) via \((m, S)\) and where each term of the sum only depends on the corresponding element of the validation set.

The usual way to estimate the sum under DP would be to bound each term and add noise to the result using for example Laplace or Gaussian mechanism. This is not easy in our case because the normal log-likelihood cannot easily be bounded tightly over a wide range of parameter values, but at the same time the values of the terms in the sum are often quite similar as they depend strongly on the model hyperparameters \( \theta \).

To avoid these complications, we apply a generic mean estimation method COINPRESS (Biswas et al., 2020) that uses a multi-step approach with iteratively tightening bounds to allow accurate estimation even if the original bounds are very loose. Our estimate of the log-likelihood is simply \(|V|\) times the mean estimate returned by COINPRESS.

We use COINPRESS with centre and radius of the interval of possible values defined as \( R_{CP} = \frac{n^2}{\sigma^2}, C_{CP} = -\frac{1}{2} \log(2\pi) - \log \sigma - \frac{n^2}{2\sigma^2} \). Values outside this interval are clipped to the bounds of the
Algorithm 2 of Liu and Talwar (2019). The algorithm repeatedly draws randomly from which guarantees that the result will be $(\epsilon, \delta)$-DP (Bun and Steinke 2016). We use COINPRESS with 12 iterations with 3/4 of $\rho$ budget assigned to the last iteration and the rest split evenly between the preceding iterations. Under very small privacy budget, COINPRESS sometimes returns values outside the interval. Such values are ignored in our use in Algorithm 2.

4.2 DP Learning of Optimal Hyperparameters

Using these DP estimates of the validation set log-likelihood, it is in principle possible to apply MCMC or standard optimisation techniques to infer the hyperparameters. This approach is not very practical, as these methods typically require evaluating the log-likelihood for a large number of candidate values, and without additional measures each of these would carry a significant privacy cost.

To avoid this erosion of privacy guarantees, we apply the method for private selection from private candidates proposed by Liu and Talwar (2019), which allows privately selecting the optimal hyperparameters from a large set of possible values with $O(\epsilon)$ privacy when each candidate model evaluation is $\epsilon$-DP. The corresponding guarantees for $(\epsilon, \delta)$-DP candidate models are weaker, but still offer substantial improvement over naive composition.

In order to apply the private selection algorithm, we need to formulate the composition of GP inference and validation set likelihood evaluation as a single DP mechanism over the union of disjoint training and validation sets. This generalises Lemma 5.1 of Liu and Talwar (2019) to cases where the hyperparameter goodness measure is not a counting query but a general $O$-DP mechanism.

Following Liu and Talwar (2019), we define $\mathcal{M}_i(D_1)$, $i = 1, \ldots, K$ as the $(\epsilon, \delta)$-DP mechanisms for GP inference using training set $D_1$ using different hyperparameter values. Mechanisms $q_i(m, D_2)$ are $(\epsilon, \delta)$-DP mechanisms to evaluate the validation set $D_2$ log-likelihood of the model $m \sim \mathcal{M}_i(D_1)$. The final mechanism is $Q(D_1, D_2) \sim (m, q_i(m, D_2))$, where $i \sim \text{Uniform([K])}$, $m \sim \mathcal{M}_i(D_1)$.

**Lemma 3.** Assume $D_1 \cap D_2 = \emptyset$, the mechanisms $\mathcal{M}_i(D_1)$, $i = 1, \ldots, K$ are $(\epsilon, \delta)$-DP with respect to $D_1$, and the mechanisms $q_i(m, D_2)$, $i = 1, \ldots, K$ are $(\epsilon, \delta)$-DP with respect to $D_2$. Then the joint mechanism $Q(D_1, D_2)$ defined above is $(\epsilon, \delta)$-DP with respect to $D = (D_1, D_2)$.

**Proof.** Let us consider two neighbouring data sets $D = (D_1, D_2)$ and $D' = (D_1', D_2')$ that differ by a single element. Depending on whether the different element is in the $D_1$ or $D_2$ part, we have two cases.

If the differing element is in the $D_1$ part, we have $D_2 = D_2'$ and thus $q_i(m, D_2) = q_i(m, D_2')$. The output of $Q(D_1, D_2)$ is post-processing of the $(\epsilon, \delta)$-DP mechanism $\mathcal{M}_i(D_1)$ and thus satisfies $(\epsilon, \delta)$-DP.

If the differing element is in the $D_2$ part, we have $D_1 = D_1'$ and thus $\mathcal{M}_i(D_1) = \mathcal{M}_i(D_1')$. As the distribution of $m$ is thus same under both scenarios, we have for any measurable set $S \subseteq \text{Range}(Q)$ and for all $m$ and $i$,

$$\Pr((m, q_i(m, D_2)) \in S) \leq e^\epsilon \Pr((m, q_i(m, D_2')) \in S) + \delta$$

by $(\epsilon, \delta)$-DP of $q_i(m, D_2)$. Therefore $Q(D_1, D_2)$ is $(\epsilon, \delta)$-DP with respect to $(D_1, D_2)$. \hfill \Box

We can now define Algorithm 2 to find optimal hyperparameters using a bounded step variant of Algorithm 2 of Liu and Talwar (2019). The algorithm repeatedly draws randomly from $Q(D_1, D_2)$ and keeps a record of the highest scoring candidate. It outputs the highest scoring candidate after every draw with probability $\gamma > 0$, or after at most $T = \frac{1}{\gamma} \log \frac{1}{\delta_2}$ draws, where $\delta_2 \in [0, 1]$. Lemma 3 as well as Theorem 3.4 of Liu and Talwar (2019) show that when both GP inference and validation set log-likelihood evaluation are $(\epsilon, \delta)$-DP, the output of the hyperparameter inference algorithm is $(\epsilon_{tot}, \delta_{tot})$-DP with

$$\epsilon_{tot} = 3\epsilon + 3\sqrt{2}\delta, \quad \delta_{tot} = \sqrt{2}\delta T + \delta_2.$$ (23)
4.3 Final Algorithm and its Privacy

Algorithm 2 Algorithm for finding optimal DP-GP hyperparameters within a set of candidate kernels and noise variances $\Theta = (\theta_1 = (k_1, \sigma_1), \ldots, \theta_k = (k_k, \sigma_k))$.

function $\text{DP-GP-LEARN-HYPERPARAMETERS}(X_1, Y_1, X_2, Y_2, Z, R_y, \Theta, \epsilon_{tot}, \delta_{tot}, \gamma)$

$t_0 \leftarrow \text{FIND-ROOT}(t[1 - \log(t)] - \delta_{tot}, t)$

$\delta \leftarrow \sqrt{\gamma^2 t_0^2 / 2}$; $\delta_{2} \leftarrow \sqrt{2\delta / \gamma}$; $\epsilon \leftarrow \epsilon_{tot} / 3 - \sqrt{2\delta}$

$T \leftarrow \frac{1}{7} \log \frac{1}{\delta_{2}}$; $v_{opt} \leftarrow -\infty$

for $t = 1, \ldots, T$ do

$i \sim \text{Uniform}(1, \ldots, k)$

$m, S \leftarrow \text{DP-GP-INFEERENCE}(X_1, Y_1, Z, k_i(\cdot, \cdot), \sigma_i, R_y, \epsilon, \delta)$

$v_j \leftarrow \log p(Y_{2,j} | X_{2,j}, X, Y, \theta_j), \ j = 1, \ldots, |X_2|$ using Eq. (21)

$\tilde{v} \leftarrow [X_2] \text{COINPRESS-MEAN}(\text{CLIP}(v_j, C_{CP}, R_{CP}), C_{CP}, R_{CP}, \rho_{CP})$

if $\tilde{v} \leq \rho_{CP} + R_{CP}$ and $\tilde{v} > v_{opt}$ then

$v_{opt} \leftarrow \tilde{v}$; $m_{opt} \leftarrow (m, S)$

if rand(1) $< \gamma$ then

return $(m_{opt}, v_{opt})$

return $(m_{opt}, v_{opt})$

\textbf{Theorem 4.} Algorithm 2 is $(\epsilon_{tot}, \delta_{tot})$-DP with respect to the combination of the training and validation sets $(\{X_1, Y_1\}, \{X_2, Y_2\})$.

The proof, which follows from Lemma 3 and Theorem 3.4 of Liu and Talwar (2019), is included in the Supplementary material.

![Figure 1: Illustration of DP-GP inference with varying $\epsilon$ and $\delta = 10^{-4}$ on a data set of $N = 1024$ points sampled from the black function with noise. The blue line is the posterior mean for the GP with shaded region denoting 2 sd confidence region. Green dots denote means of inducing point values under $q(u)$.](image)

5 Experiments

5.1 Inference of a Noisy Function

We first illustrate the DP-GP inference with a task of inferring function $f(x) = \sin(2\pi x) / 2x$ from $N = 1024$ noisy observations on interval $[-4, 4]$. We place $|Z| = 9$ inducing points on a regular grid between $-3$ and $3$. We assume the noise standard deviation $\sigma = 0.1$ is known. We use exponentiated quadratic (a.k.a. squared exponential) kernel with length scale $l = 1.0$. The results in Fig. 1 show how the model becomes more accurate as $\epsilon$ increases and the privacy becomes less tight, but the posterior confidence intervals for the true function scale with the privacy level.

5.2 Uncertainty Calibration

In this experiment we test the calibration accuracy of the predictive uncertainty of the learned GP model. To avoid model mismatch, we draw the target function from a GP with exponentiated quadratic
Figure 2: Uncertainty calibration accuracy of the proposed DP-GP algorithm and a naive algorithm omitting the additional posterior covariance contributions due to noise added for DP. The curves show the fraction of test points within $\alpha$ high posterior density region. The error bars indicate two standard errors of the mean after 40 repeats.

covariance with $l = 1.0$, and simulate $N_{\text{tot}} = 1024$ noisy observations from this function on the interval $[-4, 4]$. The observations are divided to training and test sets of equal size, and a DP-GP is fitted using the training set to $|Z| = 15$ inducing points regularly spaced on the interval $[-3.5, 3.5]$. We then evaluate predictions of the model for the test set points, and check the fraction of test set points that are within the central high posterior density region covering fraction $\alpha$ of the posterior. If the posterior uncertainty is properly calibrated, the observed fraction should be close to $\alpha$.

Fig. 2 shows the calibration results for a range of values of interval width $\alpha$ (columns), observation noise standard deviations $\sigma$ (rows) and privacy levels $\epsilon$. The value $\delta = 10^{-4}$ is used in all cases. The results show a comparison of the proposed full model ("DP-GP") with a naive model that omits the DP uncertainty calibration in the posterior covariance ("naive") relative to the reference level $\alpha$ ("reference").

The results indicate that the additional terms significantly improve the calibration, especially for low observation noise and tight privacy where the calibration of the naive model is the poorest. The proposed model is still overconfident in many cases, possibly due to ignoring the error caused by the additional necessary regularisation from Eq. (13). It is noteworthy that the DP-GP calibration is significantly less sensitive to $\epsilon$, which suggests it is able to capture the additional uncertainty caused by DP. The runtime of the experiment using 40 repeats in 48 different scenarios was less than 30 seconds on a modern laptop CPU.

5.3 Hyperparameter Learning

We demonstrate the accuracy of hyperparameter learning using a set of $N = 2048$ points generated similarly as in Sec. 5.1 split evenly to training and validation sets. We use a search among 9 combinations of 3 observation noise levels $\sigma \in \{0.1/3, 0.1, 0.3\}$ and 3 kernel length scales $\ell \in \{1/3, 1.0, 3.0\}$, where consecutive values differ by a factor of 3. The results shown in Fig. 3 show that $\epsilon = 3.0$ is needed for any sensible results and observation noise level estimates improve up to
Figure 3: Probability of finding specific observation noise $\sigma$ and length scale $\ell$ values in hyperparameter learning experiment after 100 repeats.

Figure 4: RMSE and predictive log-likelihood as functions of $\epsilon$ for DP-GP using two methods of computing kernel norm upper bound and DP-BBB. For DP-GP optimal, tight bound is computed using the information on kernel and inducing point locations with Eqs. (9) and (11). For DP-GP generic, the bound is computed using Eq. (8). The error bars represent one standard error of the mean after 100 repeats.

$\epsilon = 30.0$. The accuracy and runtime can be traded off with parameter $\gamma$. 100 repeats with 4 values of $\epsilon$ took approximately 10 minutes on a modern laptop CPU with $\gamma = 0.01$.

5.4 Inference with Real-World Data

Finally, we test the DP-GP inference on 2-dimensional real-world data that contains the ages, weights, and heights of 5189 Pakistani girls (Asif et al., 2021). Our task is to build GP model for predicting height from age and weight while preserving the privacy of both inputs and outputs. We compare our method with a DP version of Bayes by Backprop (Blundell et al., 2015), DP-BBB (Zhang et al., 2021) using the Fourier accountant (Koskela et al., 2020) for privacy accounting. In Fig. 4, we show the results of applying DP-GP with two different sensitivity computations and DP-BBB to the task. The optimal kernel norm upper bound is computed using the specific information on the kernel function, its hyperparameters, and the locations of the inducing points using Eq. (9). For generic computation, we use Eq. (8).

The models are trained on a randomly sampled 50% of the data and validated on the rest. For DP-GP, we use a regular 3 by 3 grid of inducing points and the average height in the training set computed privately with COINPRESS for the prior mean. The kernel is a product of variance $2.2^2$ and two 1-dimensional exponentiated quadratic kernels with lengthscales of 3 and 3.5 for age and weight.
dimensions. For DP-BBB, we set the learning rate to $10^{-2}$ and use a two-layered network with 200 hidden units similarly to Zhang et al. (2021). We train the model for 200 epochs with 40 batches. We validate the model by sampling the trained network for 100 predictions per data point.

With low values of $\epsilon$, DP-GP optimal provides improvements over DP-BB in terms of both RMSE and predictive log-likelihood and the optimal bound for DP-GP produces better results than the generic bound for all levels of privacy. When the value of $\epsilon$ is high, DP-BBB outperforms DP-GP with regard to both metrics, although it runs for a significantly longer time. The runtime for DP-GP and DP-BBB with one set of parameters is $0.11 \pm 0.0051$ and $3.6 \pm 0.033$ seconds (mean $\pm$ standard deviation), respectively.

6 Discussion

We have presented the basic algorithms needed for learning GPs under DP protection for both inputs and outputs, significantly improving privacy over previous privacy-preserving GPs. DP-GP publishes a variational approximation on a set of fixed inducing points. This is computed using analytical Gaussian mechanism for releasing a function of input-vs-inducing-point cross kernels and outputs.

The largest remaining theoretical challenge for GP inference part is the need to add the diagonal regularising term to ensure the perturbed second moment matrix is positive definite. Avoiding this is not easy, but it would be interesting to explore if the methods proposed for linear regression by Sheffet (2019) could help.

Because our mechanism operates on the kernel matrix rather than input data, privacy bounds depend on the number of inducing points but not on input dimensionality. In practice, input dimensionality will impact the method as it affects the number of inducing points required for a good approximation. The method also works on non-vectorial data such as graphs or strings.

Important questions for future work include optimising the ratio $\sigma_a / \sigma_b$ that we assumed to be even, possibly by making use of terms of $S_2$. Co-developing kernels with small $\|K_{ZX}\|_2$ such as limited range kernels and better bounds can help improve utility. Finding more efficient algorithms for hyperparameter learning and finding good inducing inputs, as well as testing the method in different practical applications would also be important.
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A Sensitivity for the Gaussian mechanism for DP-GP inference

Following [Kulkarni et al. (2021)], we define functions

\[ t_a(x) = x, \quad t_b(x) = [x_1^2 \cdots x_d^2 \sqrt{2}x_1 x_2 \cdots \sqrt{2}x_{d-1} x_d]^T. \] (24)

Using this notation, the quantities \( A \) and \( B \) can be expressed as sums of \( y_i t_a(k_i) \) and \( t_b(k_i) \), respectively.

The following Lemma and its proof are analogous to Lemma 3.3 of Kulkarni et al. (2021):

**Lemma 5.** Let \( t_a \) and \( t_b \) be defined as in Eqs. (24) and (25) and let \( \sigma_a, \sigma_b > 0 \). Consider the mechanism

\[ M(X, Y) = \sum_{i=1}^{\lfloor |X| \rfloor} \left[ y_i t_a(k_i) \right] t_b(k_i) + \mathcal{N} \left( 0, \text{diag}(\sigma_a^2 I_d, \sigma_b^2 I_{d_0}) \right), \]

where \( d_0 = \left( \frac{d+2}{2} \right) \), with \( d = |Z| \). Assuming \( \|k_i\|_2 \leq R_k \) and \( |y_i| \leq R_y \), \( M \) can be reduced to a Gaussian mechanism with noise variance \( \sigma_a^2 \) and sensitivity

\[ \Delta = \sqrt{\frac{\sigma_a^2 R_k^2}{2\sigma_a^2} + 2R_k^2 R_y^2 + 2\frac{\sigma_a^2}{\sigma_b^2}} R_k. \] (26)

**Proof.** As \( M \) is a sum over terms each depending on a single data entry, we can compute the sensitivity as the maximal change in a single entry of the sum when the input changes from \((x, y)\) to \((x', y')\). Denoting \( k = k_{xx}, k' = k_{x'x'} \), we can bound the first term

\[ \|y t_a(k) - y' t_a(k')\|^2 \leq \|y\|^2 + \|y'\|^2 - 2 \langle y, y' \rangle \leq 2R_k^2 R_y^2 - 2yy' \langle k, k' \rangle \] (27)

and the second term

\[ \|t_b(k) - t_b(k')\|^2 \leq \|k\|^4 + \|k'\|^4 - 2 \langle k, k' \rangle^2 \leq 2R_k^4 - 2\langle k, k' \rangle^2. \] (28)

Similarly as Kulkarni et al. (2021), we can rescale the two parts to share the same variance \( \sigma_a^2 \) by noticing that

\[ M(X, Y) = \sum_{i=1}^{\lfloor |X| \rfloor} \left[ \frac{y_i t_a(k_i)}{\sigma_a} \right] \frac{t_b(k_i)}{\sigma_b} + \mathcal{N} \left( 0, \text{diag}(\sigma_a^2 I_d, \sigma_b^2 I_{d_0}) \right) \]

\[ = \begin{bmatrix} I_d & 0 \\ 0 & \frac{\sigma_a}{\sigma_b} \end{bmatrix} \left( \sum_{i=1}^{\lfloor |X| \rfloor} \left[ \frac{y_i t_a(k_i)}{\sigma_a} \right] \frac{t_b(k_i)}{\sigma_b} \right) + \mathcal{N} \left( 0, \text{diag}(\sigma_a^2 I_d, \sigma_b^2 I_{d_0}) \right) \] (29)

We can bound the sensitivity of \( \sum_{i=1}^{\lfloor |X| \rfloor} \left[ \frac{y_i t_a(k_i)}{\sigma_a} \right] \frac{t_b(k_i)}{\sigma_b} \) using Eqs. (27) and (28) as

\[ \Delta^2 \leq -2ct^2 - 2yy't + 2cR_k^4 + 2R_k^2 R_y^2, \] (30)

where we have denoted \( c = \frac{\sigma_a^2}{\sigma_b^2}, t = \langle k, k' \rangle \). Viewed as a second order polynomial over \( t \), RHS has its maximum at \( t = -\frac{yy'}{2c} \) which yields

\[ \Delta^2 \leq 2cR_k^4 + 2R_k^2 R_y^2 + \frac{(yy')^2}{2c} \leq 2cR_k^4 + 2R_k^2 R_y^2 + \frac{R_y^4}{2c}, \] (31)

which can be simplified to yield the claim. \( \square \)
B Approximate bounds for validation set log-likelihood for hyperparameter learning

Hyperparameter learning uses an estimate of mean validation set log-likelihood evaluated using COINPRESS (Biswas et al., 2020). COINPRESS requires bounds for the function but is not extremely sensitive to the bounds because of the multi-step protocol. In this section, we derive approximate bounds for validation set log-likelihoods. Values outside these bounds will be clipped to make them adhere to the bounds.

The validation set density is a normal with mean given by the GP prediction and variance equal to GP predictive variance plus observation noise variance $\sigma^2$. In order to obtain approximate bounds, we consider values obtained with either perfect mean prediction or one that is off by $2R_y$, where $R_y \geq |y|$ is the bound used in the sensitivity calculations, both under variance equal to just the observation noise. The upper bound for the log-likelihood is tight, but the "lower bound" is not an actual bound as even smaller log-likelihoods are possible if the GP predictions are more than $2 \max|y|$ off. Such values are simply clipped.

These yield clipping bounds for the log-likelihood

$$L_{\text{max}} = -\frac{1}{2} \log(2\pi) - \log \sigma$$

$$L_{\text{min}} = -\frac{1}{2} \log(2\pi) - \log \sigma - \frac{4R_y^2}{2\sigma^2}.$$  \hspace{1cm} (32) \hspace{1cm} (33)

These correspond to COINPRESS parameters for the center and radius of the region of interest

$$R = \frac{R_y^2}{\sigma^2}$$  \hspace{1cm} (34)

$$C = -\frac{1}{2} \log(2\pi) - \log \sigma - \frac{R_y^2}{\sigma^2}.$$  \hspace{1cm} (35)

C Proof of Theorem 4 (hyperparameter learning privacy)

Proof. We show that Algorithm 2 is $(\epsilon_{\text{tot}}, \delta_{\text{tot}})$-DP with respect to the combination of the training and validation sets $((X_1, Y_1), (X_2, Y_2))$.

We start by defining $\delta_2$ to minimise $\delta_{\text{tot}}$. By using the definition of $T$, we find the optimal value

$$\delta_2 = \frac{\sqrt{2\delta}}{\gamma}.$$  \hspace{1cm} (36)

Using this value,

$$\delta_{\text{tot}} = \frac{\sqrt{2\delta}}{\gamma} \left[ 1 - \log \left( \frac{\sqrt{2\delta}}{\gamma} \right) \right] = t[1 - \log t],$$

where $t = \frac{\sqrt{2\delta}}{\gamma}$. We solve this equation numerically to find $t_0$ that matches the desired $\delta_{\text{tot}}$, allowing us to solve for $\delta = \gamma^2 t_0^2 / 2$ that yields the desired $\delta_{\text{tot}}$.

Given $\delta$, we can easily solve for $\epsilon$ required to match the target $\epsilon_{\text{tot}}$.

Lemma 3 shows that the combination of DP-GP-INFEERENCE and COINPRESS-MEAN is $(\epsilon, \delta)$-DP with respect to the combination of training and validation sets.

We then use the finite stopping variant of Algorithm 2 of Liu and Talwar (2019), which is $(\epsilon_{\text{tot}}, \delta_{\text{tot}})$-DP by Theorem 3.4 of Liu and Talwar (2019) when applied to $(\epsilon, \delta)$-DP inference-and-evaluation algorithm.