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ABSTRACT
The belief rule base model performs well in continuous systems but not in piecewise systems, and it suffers from a combinatorial explosion when there are a large number of model input referential parameters, resulting in a slow model optimization speed. Aiming at these problems, we do the following things. Firstly, different from the existing methods that improve model performance by improving optimization algorithm, we propose a distributed belief rule base model construction and inference methodology, which reduces the algorithm complexity of model construction and inference and improves the model accuracy by dividing the model into several small and independent subsets of belief rule base. Then we prove that the distributed belief rule base model can reduce the optimization algorithm complexity by using this methodology optimizes all subsets in parallel and independently during model construction, and reduce the inference cost of inactivated rules by adopting a hierarchical inference methodology. Then we prove that the proposed distributed belief rule base model performs well on both continuous and piecewise systems; also, construction efficiency and inference accuracy using the same optimization algorithm are higher than those of the traditional belief rule base model through experiments of nonlinear continuous function fitting and binary piecewise function fitting. Finally, we improve that the proposed distributed belief rule base model has a noticeable performance advantage in complex environments compared to the traditional model through the network situation prediction experiment and point out that the distributed belief rule base model is suitable in applications that require high real-time performance and high accuracy.
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I. INTRODUCTION
The belief rule base (BRB) model was proposed by Yang [1] based on the D-S evidence theory, decision theory, fuzzy theory, and IF-THEN rule base. This model effectively uses expert’s qualitative knowledge and quantitative data and offers a convenient way to model complex problems. Therefore, it has been successfully applied to many applications, including the oil pipeline leak detection [2], equipment fault diagnosis [3], and network security situation prediction [4]. However, there are still some problems to be solved in the belief rule base model, such as long construction time when the model is large and poor performance for piecewise systems.

At present, the improvement of the belief rule base model mainly relates to the improvements in model optimization method and model structure. In terms of the model optimization method improvement, Chang et al. [5] proposed a genetic algorithm-based model parameter optimization method. Yang et al. [6] proposed an improved particle swarm parameter optimization algorithm. Xu et al. [7] proposed an optimization method based on parallel multi-population and redundant gene strategy. The above methods improve model optimization efficiency to a certain extent by applying the improved optimization algorithms to the model optimization stage. In terms of the model structure improvement, Chen et al. [8] incorporated the reference value of the premise attribute into the parameters to be trained, thus increasing the number of model optimization parameters. Li et al. [9] proposed a method to determine the premise attributes of the model by means of confidence of the K-means clustering, so as to improve model applicability to complex scenes. Liu et al. [10] proposed an extended confidence rule base method to convert the training data.
into rules directly. The mentioned methods determine some structural parameters of the model by a data-driven method, which has an auxiliary effect on efficiency improvement of model construction. However, all the above-mentioned methods assume that the rule scopes in a belief rule base apply to the entire model and thus belong to global optimization methods. The global optimization methods have high algorithm complexity and belong to serial optimization methods, which do not utilize the performance of multiple (core) processors and are unable to improve the optimization efficiency further.

Mapping the scopes of a belief rule base model to a multi-dimensional space shows that the scope of each rule in the model is limited to a continuous area around the rule and the scopes of neighboring rules intersect. Since the scopes of the rules are not independent of each other, a conventional belief rule base cannot be directly divided into smaller units using the existing methods. This paper aims to divide a rule at the boundary into multiple rules using the same antecedent attributes but different other parameters. The divided rules have the same coordinates in the multi-dimensional space, their scopes are independent of each other, and the sum of their scopes represents the scope of the original rule. After the boundary rule scopes are divided, the model scope can be divided into multiple independent sub-scopes, and the subset of belief rule base (SBRB) can be constructed. All the subsets of belief rule base constitute a distributed belief rule base (DBRB). The complexity of an optimization algorithm for a belief rule base model is approximately proportional to the third power of the number of parameters to be optimized. Thus, a distributed belief rule base can effectively reduce the algorithm complexity by reducing the scales of optimization units. In addition, the construction and inference of each subset in the distributed belief rule base can be performed independently. Thus, parallel optimization can be achieved to take advantage of the performance of multiple (core) processors in the model construction and use hierarchical inference as the inference methodology to reduce invocations of irrelevant rules, thereby improving model construction and inference efficiencies.

Our contributions could be summarized as follows:

1. We propose a construction and inference method of distributed belief rule base which can reduce the complexity of model construction and inferences by dividing a belief rule base into independent subsets.
2. We analyze the time complexity of belief rule base model and point out that a distributed belief rule base model can reduce the optimization algorithm complexity compared to the traditional ones.
3. We prove that distributed belief rule base model performs well on both continuous and piecewise systems; also, construction efficiency and inference accuracy using the same optimization algorithm are higher than those of the traditional belief rule base model through the experiments of nonlinear continuous function fitting and binary piecewise function fitting.
4. We prove that proposed distributed belief rule base model performs better in complex environments compared to the traditional model and is suitable in applications that require high real-time performance and high accuracy through the network situation prediction experiment.

The paper is organized as follows. In Section II, the representations of the rules in the belief rule base, the solution method, and the optimization approach of the model are introduced. In Section III, the construction, optimization, and inference method of the distributed belief rule base is introduced, and the algorithm complexity of the model is analyzed. In Section IV, first the feasibility of the proposed model is tested by the experiment of nonlinear continuous function fitting, then the model applicability to a piecewise function is evaluated by the experiment of piecewise function fitting, and finally, the model construction efficiency and inference accuracy are further verified by a practical application of the proposed model in network security situation prediction. In Section V, The comparison of the three optimization algorithms used in the experiments is analyzed. Finally, the conclusion is given in Section VI.

II. BELIEF RULE BASE

A. REPRESENTATION OF BELIEF RULE BASE

Belief rules were proposed by Yang [1] based on the traditional IF-THEN rule. The belief rules introduce a frame-work of belief distribution and weight parameters and express the output in the form of distribution of belief degrees. A belief rule base is composed of \(1 \leq M\) belief rules, and rule \(R_k\) can be expressed as:

\[
R_k : \text{if } (x_1 A_1^k) \land (x_2 A_2^k) \land \cdots \land (x_M A_M^k) \text{ then } \{D_1, \beta_1, k), (D_2, \beta_2, k), \cdots, (D_N, \beta_N, k)\}
\]

With a rule weight \(\theta_k\) and attribute weight \(\delta_1, \delta_2, \cdots, \delta_M\)

where \(A_i^k\) \((k = 1, \cdots, L; i = 1, \cdots, M)\) denotes the referential value of the \(i\)th input of the \(k\)th rule, \(L\) denotes the number of rules, \(M\) denotes the number of antecedent attributes, \(x_i\) represents the value of the \(i\)th antecedent attribute in the input, \(D_j\) \((j = 1, \cdots, N)\) denotes the \(j\)th evaluation grade of the consequent attributes, \(N\) denotes the number of evaluation grades, \(\beta_{j, k}\) represents the belief degree of the \(j\)th evaluation grade of the \(k\)th rule, and lastly \(\theta_k\) and \(\delta_i\) denote the weights of the \(k\)th rule and the \(i\)th antecedent attribute, respectively. If \(\sum_{j=1}^{N} \beta_{j, k} = 1\), then the \(k\)th rule is complete; otherwise, it is incomplete.

B. INFERENCE OF BELIEF RULE BASE

The inference of the belief rule base is implemented using the evidential reasoning (ER) algorithms [11]–[13]. The main idea is to combine activated rules using the ER algorithms and obtain the final output of a belief rule base system. The specific inference steps of the belief rule base are as follows.

\[
\sum_{j=1}^{N} \beta_{j, k} = 1
\]
Assume the input information is expressed as \( x = (x_1, x_2, \cdots, x_M) \), then the matching degree of \( x_i \) related to the referential value \( A_i^k \) is calculated by:

\[
d_i^k = \begin{cases} 
\frac{A_i^{l+1} - x_i}{A_i^{l+1} - A_i^l} & k = l(A_i^l \leq x_i \leq A_i^{l+1}) \\
1 - d_i^k & k = l + 1 \\
0 & k = 1, 2, \cdots, N (k \neq l, l + 1).
\end{cases}
\]

The activation weight of the \( k \)th rule is calculated by:

\[
w_k = \frac{\theta_k \prod_{i=1}^M (a_i^k)^{\delta_i}}{\sum_{l=1}^L \theta_l \prod_{i=1}^M (a_i^l)^{\delta_i}}. \tag{2}
\]

If \( w_k = 0 \), the \( k \)th rule is not activated; otherwise, the rule is activated. The equation of the combination of the activated rules is expressed as (3) and (4), as shown at the bottom of the page, where \( \hat{\beta}_j \) represents the belief degree of the evaluation consequent \( D_j \). Utility can be used to transform a consequent from the form of a belief degree to a numerical value. Assume \( \mu(D_j) \) denotes the utility of the evaluation grade \( D_j \), then the expected utility of the system output \( f(x) \) is expressed as:

\[
\mu(f(x)) = \sum_{j=1}^N \mu(D_j) \hat{\beta}_j. \tag{5}
\]

C. CONSTRUCTION AND OPTIMIZATION OF BELIEF RULE BASE

The process of the belief rule base construction is divided into two parts: establishing the initial model by using qualitative knowledge and optimizing the model by using quantitative knowledge. The setting of the parameters in the initial model is according to the qualitative knowledge of experts, and there are also some data-driven generation methods that can help experts to do it [14], [15].

Insufficient or erroneous expert’s understanding of a problem can result in poor accuracy of an initial belief rule base. The initial belief rule base model based on qualitative knowledge alone can be optimized using quantitative data. The process of the belief rule base model optimization is shown in Figure 1.

Model parameters are adjusted to minimize the error between the model output and the actual system output, thereby improving the model’s inference accuracy, which is given by:

\[
\min \{ \xi(P) \} \\
\text{s.t.} \ 0 \leq \theta_k \leq 1, \quad 0 \leq \delta_i \leq 1, \quad 0 \leq \beta_{i,k} \leq 1, \quad k = 1, 2, \cdots, L \\
0 \leq \beta_{i,k} \leq 1, \quad 0 \leq \beta_{i,k} \leq 1, \quad j = 1, 2, \cdots, M \\
N \sum_{j=1}^N \beta_{i,k} = 1, \quad k = 1, 2, \cdots, L
\]

where \( P \) represents the parameter vector of the model, and \( P = (\theta_1, \cdots, \theta_L, \beta_{1,1}, \cdots, \beta_{N,L}, \delta_1, \cdots, \delta_M) \). The objective function can be expressed by the mean absolute error (MAE) as follows.

\[
\xi(P) = \frac{1}{M} \sum_{m=1}^M |y_m - \hat{y}_m| \tag{7}
\]

III. CONSTRUCTION AND INFERENCE METHOD OF DISTRIBUTED BELIEF RULE BASE

In (1), which calculates the matching degree of an antecedent attribute of the input data during the inference process of a belief rule base model, \( x_i \) can be expressed in the form of the matching degree of two neighboring referential values of the \( i \)th input attribute. Each antecedent attribute in a rule acts only in the area between the antecedent attribute and the neighboring antecedent attributes, i.e., each rule acts only on the training data distributed in the neighboring area of the rule. The scope of each rule is bounded, and there is an intersection between the scopes of the neighboring rules. Therefore, when the rule scopes at the boundaries to be divided can be processed, the belief rule base can be divided into multiple independent subsets of belief rule base that constitute a distributed belief rule base.
A. CONSTRUCTION AND OPTIMIZATION OF DISTRIBUTED BELIEF RULE BASE

1) CONSTRUCTION OF INITIAL BELIEF RULE BASE

Based on empirical knowledge, experts first determine the belief rule base parameters, including the number of antecedent attributes, referential values of antecedent attributes, weights of antecedent attributes, rule weights, evaluation grades, and belief degrees of evaluation grades, and then construct an initial belief rule base. The total number of rules contained in the initial belief rule base is \( L \) given by:

\[
L = \prod_{i=1}^{M} J_i,
\]

where \( J_i \) denotes the number of the referential values contained in the \( i \)th antecedent attribute. Considering each input attribute of the belief rule base as one dimension in the space, the effective range of a model, represented by a region in an \( M \)-dimensional space, can be denoted as the model scope. A referential value of the input rule attribute is used as a coordinate to represent the rule as a referential point in the space. Using the planes, each of which contains a referential point and is perpendicular to a coordinate axis, the model scope can be divided into \( \tilde{L} \) small complementary regions, called the same-origin domains, as given by (9). The same-origin domain is the smallest unit that the model can be divided into. The input data in the same same-origin domains activate the same rules in inference, i.e., the vertices of the same-origin domains represent \( 2^M \) rules. The maximum scope of a rule denotes an area represented by the set of the same-origin domains whose vertices are the corresponding referential points of the rule, which is called the rule scope. According to the rule scopes, belief rules can be divided into boundary rules and internal rules. The rules with boundary antecedent attributes are called the boundary rules, and the rules entirely composed of non-boundary antecedent attributes are called the internal rules. The scopes of internal rules contain \( 2^M \) same-origin domains, and the scopes of the boundary rules contain \( 1 - 2^{M-1} \) same-origin domains.

\[
\tilde{L} = \prod_{i=1}^{M} (J_i - 1)
\]

Mapping a model scope to an \( M \)-dimensional space can offer a more intuitive interpretation of model parameters. Each rule in the rule base corresponds to a referential point in the rule scope. More specifically, the \( k \)th rule is the referential point corresponding to the coordinates \( (A_k^1, \cdots, A_k^M) \), \( \mu_k(D) \) denotes the model output of the \( k \)th referential point, \( w_k \) represents the effect of the \( k \)th referential point on the surrounding regions, and lastly, \( \delta_{i,k} (i = 1, \cdots, M) \) represents the relative effect of each dimension parameters at the \( k \)th referential point.

2) DIVISION OF SCOPES OF BELIEF RULE BASE SUBSETS

1) Division according to antecedent attributes when antecedent attributes are independent of each other

According to the antecedent attribute value distribution, the antecedent attribute value can be divided into several complementary subsets. The model scope can be divided into the corresponding subsets by a group of planes, each of which contains the boundary value of a subset and perpendicular to the dimension of the boundary value; \( \tilde{J}_i \) denotes the number of subsets of the \( i \)th antecedent attribute. One subset is selected from the subsets of each antecedent attribute, and the selected subsets are combined randomly. A total of \( T \) subsets of the belief rule are obtained, as given in (10). The scope of the \( t \)th belief rule is denoted as \( R_t = \tilde{R}_1 \cap \cdots \cap \tilde{R}_M \), where \( t_M \) represents the \( M \)th antecedent attribute subset in the \( t \)th subset of the belief rule base. The scopes of subsets of the belief rule base are mutually exclusive. Also, the scopes of subsets of the belief rule base formed by this division method are all convex polyhedrons composed of mutually perpendicular planes (rectangles in a two-dimensional space, or line segments in a one-dimensional space). The vertices of subsets of the belief rule base located within the model scope represent the intersections of \( 2^M \) neighboring subsets of the belief rule base, and the scope of each subset of the belief rule base around a vertex contains only one same-origin domain belonging to the vertex.

\[
T = \prod_{i=1}^{M} \tilde{J}_i
\]

2) Division according to the model attribute when antecedent attributes are dependent on each other

When the antecedent attributes of the model are dependent on each other, it is necessary first to comprehensively consider the mutual relationship between the attributes and group the rules according to actual effects of the rules and then establish subsets of the belief rule base from the grouped rules. The scopes of the belief rule base subsets formed by this method can appear in the space as convex polyhedrons (convex polygons in a two-dimensional space, or line segments in a one-dimensional space) or concave polyhedrons (concave polygons in a two-dimensional space, or line segments in a one-dimensional space). The vertices of the belief rule base subsets located within the model scope may represent the intersection of \( 2^M \) neighboring subsets of the belief rule base. The scopes of the belief rule base subsets around a vertex contain one or more same-origin domains belonging to the vertex.

3) RULE CONSTRUCTION AT SUBSET BOUNDARIES AND DISTRIBUTED BELIEF RULE BASE GENERATION

After the scopes of the belief rule base subsets have been divided, the boundary rules can be reconstructed using the same-origin domains at the subsets’ boundaries so that a subset of the belief rule base becomes a complete belief rule base. Rules at a boundary of belief rule base subsets in the distributed belief rule base have the same antecedent attribute value; thus, their coordinates in space are the same. When neighboring subsets of the belief rule base have the
same inference value at a boundary, the boundary rules of the belief rule base can be directly generated by transforming the internal rules of a traditional belief rule base. This type of boundary is defined as a continuous boundary. When the neighboring subsets of the belief rule base have different inference values at the boundary, the boundary rules of the belief rule base subsets with the same inference values as those of the original belief rule base can be directly generated by changing the scope of the internal rules of the belief rule base. Similarly, the boundary rules of the subsets of the belief rule base with different inference values from those of the original belief rule base or undefined at a boundary shall be determined according to the inference values or limit values of inference of the belief rule base subsets at the boundary. A distributed belief rule base has more rules than the traditional belief rule base. A distributed belief rule base constructed using the method of individual division based on each antecedent attribute contains $\hat{L}$ rules, whose number is given by (11). A distributed belief rule base constructed using the overall model division method contains $(L - \hat{L})$ rules.

$$\hat{L} = L + \sum_{i=1}^{M} J_i \prod_{j \neq i} (\hat{J}_j - 1) - \prod_{i=1}^{M} (\hat{J}_i - 1)$$  \hspace{1cm} (11)

4) TRAINING DATA ASSIGNMENT
Taking the input attribute values of the training data ($x_1, \ldots, x_M$) as coordinates, and representing the training data as points in the scope of the distributed belief rule base model, the training data can be assigned to the corresponding subsets of the belief rule base according to the subset scopes where the training data points are located.

5) MODEL OPTIMIZATION
Each subset of the belief rule base is used as an independent belief rule base in model parameter optimization. The optimization methods are the same as those used for the traditional belief rule bases, and they include the FMINCON [5], genetic algorithms [6], particle swarm algorithms [7], and gradient descent methods [16]. It should be noted that a distributed belief rule base model is fully optimized when all its subsets are fully optimized.

The process of contraction and optimization of a distributed belief rule base model is shown in Figure 2.

B. INFERENCE OF DISTRIBUTED BELIEF RULE BASE
The belief rules contained in subsets of a belief rule base are different, and their scopes are independent. Thus, only the subsets of a belief rule base where the training data are located need to be invoked during the model inference, which reduces the calculation amount for inactivated rules. The inference process is as follows:

① When a distributed belief rule base model receives the input data, the input data are assigned to the corresponding subsets of a belief rule base according to the antecedent attribute values of the input data.

② The data are then processed in the subsets of the belief rule base, which includes the matching degree calculation, rule activation weight calculation, and rule combination. The processing methods are the same as those of the traditional belief rule base model. The output of the subsets of the belief rule base where the training data points are located.

③ Only one subset of the belief rule base is activated for each set of the input data, and the output of the subset is used as the output of the distributed belief rule base for the provided input data.

The flowchart of the inference process of a distributed belief rule base is presented in Figure 3.

C. TIME COMPLEXITY ANALYSIS
Assume a belief rule base contains $L$ rules, and a parameter to be optimized is represented by $P = (\theta_1, \ldots, \theta_L, \beta_{11}, \ldots, \beta_{NL}, \delta_{11}, \ldots, \delta_{ML})$; the total number of parameters to be optimized is $n$, and it is given by (12). Similarly, the total number of parameters to be optimized for the $r$th subset in a distributed belief rule base is denoted as $n_r$, and it is given by (13).

$$n = L \times (1 + N + M)$$  \hspace{1cm} (12)

$$n_r = L_r \times (1 + N + M)$$  \hspace{1cm} (13)

There are many optimization algorithms available for the optimization of the belief rule base. If the particle swarm optimization algorithm is used in the time complexity analysis, the calculations in a single iteration include the particle fitness calculation, optimal solution search, particle velocity updating, and particle position updating [17]. The swarm optimization algorithm complexity is related to the number of particles $N_p$, the spatial dimension of particles $D_p$, and the maximum number of iterations $I_p \max$, and it is expressed as $O(I_p \max N_p O(f(D_p)))$, where $O(f(D_p))$ denotes the time complexity of the evaluation function.
complexity of the function to be optimized. When $I_{p,\text{max}}$ and $N_p$ are constant, the complexity of the particle swarm algorithm is proportional to the algorithm complexity of the function to be optimized. Similarly, the complexity of the other optimization algorithms, such as genetic algorithms and simulated annealing [18], is positively correlated with the function to be optimized. In each iteration, optimization algorithms perform $N_{\text{Data}}$ operations, including the inference and error calculation, where $N_{\text{Data}}$ represents the number of the training samples. Since the inference operation contains a large number of exponentiation and multiplication operations, the complexity of an optimization algorithm is approximately $O\left(N_{\text{Data}}n_p^2\right)$, where $n_p$ represents the number of parameters to be optimized.

The complexity of an algorithm for optimizing a traditional belief rule base is approximately $O\left(N_{\text{Data}}L_p^3\left(1+N+M\right)\right)$, while the complexity of an algorithm for optimizing a distributed belief rule base is related to the operating mode of the optimization process. When the subsets of a belief rule base are optimized in parallel, the time complexity of the optimization algorithm is the lowest, and it is expressed as $O\left(N_{\text{Data}}L_p^3\left(1+N+M\right)\right)$, where $L_p$ represents the number of belief rule base subset that has the most rules. However, when the subsets of a belief rule base are optimized in series, the time complexity of the optimization algorithm is the highest, and it is equal to $O\left(\sum_{t=1}^{T}N_{\text{Data},t}L_{t,\text{max}}^3\left(1+N+M\right)\right)$. Therefore, a distributed belief rule base model reduces the optimization algorithm complexity compared to the traditional belief rule base model.

IV. EXPERIMENTAL VERIFICATION
In order to verify the algorithm proposed in this paper, the experiments of nonlinear continuous function fitting, binary piecewise function fitting, and network security situation prediction have been conducted. The experiments were performed on a workstation equipped with Inter (R) Xeon (R) Silver 4110 CPU@2.10 GHz (dual processors), 64 GB memory, and Windows 7 operating system. The proposed algorithm was implemented using MATLAB r2014b [19].

A. EXPERIMENT OF NONLINEAR CONTINUOUS FUNCTION FITTING
The belief rule base model is often used to deal with complex problems such as nonlinear systems [20]. In order to test the efficiency and accuracy of the proposed distributed belief rule base model in processing continuous functions, a commonly adopted nonlinear function was used for the testing; it is defined by (14) and plotted in Figure 4.

\begin{equation}
    f(x) = x \sin \left( x^2 \right), \quad 0 \leq x \leq 3
\end{equation}

Input $x$ was taken as an antecedent attribute of the belief rule base model. The left and right limits, as well as the three extrema of the function, were $[0,3]$ and $[1.3552,2.1945,2.8137]$, respectively, and they denoted the input attribute referential values of the model. The number of grades for the model output evaluation was set to three, corresponding to the grade utility values of $[-3,0,3]$. Accordingly, a belief rule base model framework containing five rules was constructed. The belief rule base model was divided into two belief rule base subsets with the antecedent attribute referential values of $[0,1.3552,2.1945]$ and $[2.1945,2.8137,3]$, which constitute the distributed belief rule base model framework. Each of the two subsets contained three rules. The belief degrees of the evaluation grades of the rules were initialized using the information transformation technique [14] of the rules to simulate the expert’s assignment, and the initial belief rule base was constructed. For the continuous function, the rule parameters of the initial distributed belief rule were the same as those of the initial belief rule base, so the parameters of the initial belief rule base were directly used to establish the initial distributed belief rule base model.

In order to optimize each region of the model, 70 datasets were selected according to the change rate of the function derivative in the interval of $[0,3]$ and used as training data after adding the white noise. In addition, 200 datasets were selected uniformly and used as test data to test model performance. The FMINCON optimization function was used to optimize the initial belief rule base model and initial distributed belief rule base model. The fitting of the two models to the function before and after optimization is displayed.
As shown in Figs. 5 and 6, in the continuous system, because the initial belief rule base model and the initial distributed belief rule base model had the same rule parameters and the same activated rules during each inference process, the two models provided the same inference results, but the number of rules involved in the calculation in the inference process of the distributed belief rule base model was equal to the number of rules in the subsets of the belief rule activated by the data, and thus the amount of calculation was less than that of the belief rule base. The initial (distributed) belief rule base model could roughly fit the experiment function and had high fitting accuracies near the referential values of the input attributes, but the fitting accuracy in the regions between the referential values was low. The fitted curves of the optimized distributed belief rule base model and the optimized belief rule base model were identical, with a greatly improved function fitting accuracy compared to the initial model. The fitting curve of the optimized distributed belief rule base model was not smooth enough at the boundary of the belief rule base subsets, and the fitting accuracy near the left side of the boundary was slightly lower than that of the optimized traditional belief rule base model. The fitting accuracy near the right side of the boundary was slightly higher than that of the traditional belief rule base model.

In order to evaluate the performance of the distributed belief rule base comprehensively, the particle swarm optimization algorithm and genetic algorithm were implemented respectively in the model optimization stage. The performances of the distributed belief rule base model were compared (the optimized models were denoted by PSO-DBRB and GA-DBRB) with the performance of the conventional belief rule base model (the optimized models were denoted by PSO-BRB and GA-BRB). In the particle swarm algorithm, the number of particles was set to 100, the maximum number of iterations was 1000, and the inertia weight was updated by decreasing it at each iteration [7] using the following expression:

$$w_k = \frac{w_{\text{start}}}{1 + \frac{k}{T_{\text{max}}}}$$

TABLE 1. Model performance comparison.

| Model          | Training data MAE | Testing data MAE | Construction time (s) |
|----------------|-------------------|------------------|-----------------------|
| Initial BRB    | 0.087             | 0.162            | -                     |
| FMINCON-BRB    | 0.033             | 0.037            | 196.73                |
| FMINCON-DBRB   | 0.031             | 0.036            | 16.13                 |
| PSO-BRB        | 0.173             | 0.296            | 115.48                |
| PSO-DBRB       | 0.075             | 0.105            | 18.12                 |
| GA-BRB         | 0.278             | 0.232            | 4783.01               |
| GA-DBRB        | 0.260             | 0.201            | 469.24                |

where $k$ denoted the current iteration, $w_{\text{start}}$ represented the initial inertia weight, and it was set to 0.9, and $T_{\text{max}}$ denoted the maximum number of iterations. The comparison of the model performance is given in Table 1.

The model performance comparison showed that when the same optimization function was used for optimization, the average fitting accuracies of the distributed belief rule base model to the training and test data were higher than those of the traditional belief rule base model. This was even more apparent when the particle swarm optimization algorithm was used, where the optimization accuracy was more sensitive to the number of optimization parameters. In terms of efficiency, the distributed belief rule base model was constructed much faster than the traditional belief rule base model, saving the time by about 84%–92%. In addition, the comparison of the models under different optimization conditions has shown that the FMINCON function belongs to the global optimization function, so it can effectively avoid falling into local optimum and has a faster training speed for a small number of parameters to be solved, but the function portability is poor. The particle swarm optimization algorithm has a certain probability of obtaining the optimal solution, but the optimization performance is slightly worse than that of the FMINCON function, and it is greatly affected by the number of optimization parameters. Also, it is easier to find the optimal solution when there are fewer optimization parameters. In this example, the particle swarm optimization algorithm’s optimization time is not effectively shortened, but the algorithm portability is improved. The results show that the genetic algorithm is inferior to the previous two algorithms, but is better in portability.
The experimental results presented in this section demonstrate that the distributed belief rule base model has high accuracy and construction efficiency in continuous systems. Consequently, the proposed distributed belief rule base model construction and inference method is feasible in continuous systems.

### B. EXPERIMENT OF PIECEWISE FUNCTION FITTING

The traditional belief rule base optimization algorithms generally assume that scopes of rules in a rule base are equal to the scope of the entire model, resulting in the poor fitting performance of piecewise functions. This section uses a binary piecewise function with interrelated input to test how well the distributed belief rule base model performs in the case of piecewise function. The piecewise function is given by (16) and plotted in Figure 7.

\[
z = \begin{cases} 
  x^2 + y^2 & 0 \leq x \leq 1, -1 \leq y \leq 0, \\
  -x^2 + y^2 & -1 \leq x \leq 0, -1 \leq y \leq 0, \\
  (x + y)^2 & 0 \leq y \leq 1.
\end{cases}
\]

The input of the function denoted as \((x, y)\) was used as model input antecedent attributes. According to the value ranges of the antecedent attributes and the boundary conditions of the function, the referential values of the antecedent attributes \(x\) and \(y\) were both set to \([-1, -0.5, 0, 0.5, 1]\); the number of evaluation grades of the output was set to three, and the utility values were \([-1, 1, 4]\). A belief rule base framework containing 25 belief rules was constructed. The input antecedent attributes of the belief rule base model were dependent on each other; thus, according to the relationship between the model input antecedent attributes, the belief rule base model was divided into three subsets having the antecedent attribute referential values of \([x \in [0, 0.5, 1], y \in [-1, -0.5, 0]], [x \in [-1, -0.5, 0], y \in [-1, -0.5, 0]],\) and \([x \in [-1, -0.5, 0, 0.5, 1], y \in [0, 0.5, 1]],\) thereby constructing a distributed build belief rule base model framework. The subsets contained 15, 9, and 9 belief rules. Their scopes are shown in Figure 8.

The scope boundaries of SBRB3 and SBRB1, and of SBRB1 and SBRB2 were both continuous boundaries, so the inference values of the two subsets of the belief rule base at a boundary were the same. The boundary rules of the belief rule base subsets were formed by directly transforming the internal rule at the boundary inside the belief rule base. The scope boundary of SBRB3 and SBRB2 was a discontinuous boundary; SBRB3 was defined at the boundary, but SBRB2 was not. In this case, the boundary rules of SBRB3 could be directly formed by transforming the internal rules of the belief rule base, while the boundary rules of SBRB2 could be determined based on the limit inference values of SBRB2 at the boundary.

In region \([x \in [-1, 1], y \in [-1, 1]],\) according to the changing rate of the partial derivative of the function, 441 datasets with added white noise were used as the training data, and 1764 datasets were uniformly selected as the test data and used to test model performance. By using an information transformation technique of the rules to simulate expert’s assignment, the results and belief degrees of the rules were initialized, and the initial belief rule base model and the initial distributed belief rule base model were established. These two models were optimized using the FMINCON function. The comparison of the fitting of the two initial models to the function is shown in Figure 9, while the comparison of the fitting performance of the optimized models to the function is shown in Figure 10.

As shown in Figs. 9 and 10 the fitted surface of the initial belief rule base model was smooth in all regions, and the fitting was poor at the boundaries of function segments; in the continuous segments of the function, the fitting of the area near the rules was good, and the fitting of the area between the rules was poor. The fitted surfaces of the initial distributed belief rule model were smoother inside the subsets.
TABLE 2. Model performance comparison.

| Model          | Training data MAE | Testing data MAE | Construction time (s) |
|----------------|-------------------|------------------|----------------------|
| Initial BRB    | 0.1321            | 0.1435           | -                    |
| Initial DRBR   | 0.0942            | 0.0962           | -                    |
| FMINCON-BRB    | 0.0284            | 0.0285           | 4899.88              |
| FMINCON-DRBR   | 0.0109            | 0.0125           | 520.58               |
| PSO-BRB        | 0.2425            | 0.2563           | 749.24               |
| PSO-DRBR       | 0.0379            | 0.0459           | 190.31               |
| GA-BRB         | 0.1593            | 0.1675           | 19245.26             |
| GA-DRBR        | 0.0711            | 0.0735           | 2079.31              |

Consequently, the distributed belief rule base model is efficient in processing piecewise functions.

C. EXPERIMENT OF NETWORK SECURITY SITUATION PREDICTION

In order to test the performance of the proposed algorithm in an actual application scenario, a network security situation prediction experiment was conducted to test the performance of the model with an office network as an experimental subject. The structure of the experimental network is displayed in Figure 11.

Changes in the network security follow a certain pattern, which can reflect attacker’s attempts to a certain extent, which is why time series methods have been generally used to predict the network situation [21], [22]. In the experiment, the situation values of the first \( n \) time intervals were used as the input, and the changing trend of the situation values was determined to predict the network security situation in the next time interval. The number of input parameters in the network security situation prediction model is closely related to prediction model attributes, network attributes, and situation prediction accuracy requirements. In the situation prediction models based on the Markov model (MM) or hidden Markov model (HMM) [23], [24], the number of input parameters is usually set to one. However, in the situation prediction models based on artificial neural networks, such as support vector machine, and Bayesian network [25]–[28], the number of input parameters is usually set to 3–5. In order to balance the accuracy and rapidity of prediction, the number of model input parameters was set to four in this work.

1) DATA ACQUISITION

As the third stage of the network security situation awareness, the network security situation prediction should use network security situation assessment to generate the required network security situational values [29]. The vulnerability of network equipment includes the https remote buffer overflow vulnerability (opensslRBOF), local buffer overflow vulnerability (mysqlLBOF), remote denial of service vulnerability (chargenDoS), and FTP buffer overflow vulnerability.
An attacker can use the Internet to attack an office network. The network security assessment equipment is responsible for assessing network situations, and it obtains the values of the network security situation related parameters according to certain indicators, such as the number of attacks, attack type, and attack severity level. The assessment time interval was one day. The security situations of the experimental network running continuously for 104 days were recorded and used to construct the network security situation prediction time series, as shown in Figure 12.

A sliding window method [33] with a window size of five, where each time sliding backward for one time unit, was used to generate 100 sets of data samples. The first 90 sets of samples were used as training samples, and the remaining ten sets of samples were used as test samples. The sample input consisted of the network security situation values in the four previous time intervals, namely, \( x(t-3), x(t-2), x(t-1), \) and \( x(t) \). The output denoted the predicted security situation values of the network in the next time interval, i.e., \( x(t+1) \). The input and output of some samples are given in Table 3.

### TABLE 3. Input and output for some samples.

| No. | Input data       | Output data |
|-----|------------------|-------------|
|     | \( x(t-3) \)     | \( x(t-2) \) | \( x(t-1) \) | \( x(t) \) | \( x(t+1) \) |
| 1   | 0.44             | 0.60        | 0.58         | 0.72       | 0.46         |
| 25  | 0.56             | 0.40        | 0.57         | 0.57       | 0.56         |
| 50  | 0.58             | 0.49        | 0.46         | 0.54       | 0.53         |
| 75  | 0.29             | 0.49        | 0.47         | 0.42       | 0.40         |
| 100 | 0.50             | 0.51        | 0.38         | 0.52       | 0.34         |

The network situation sequence is a continuous function; thus, the inference outcomes of the two initial models are the same. The plots in Figs. 14 and 15 show that the initial model constructed using only qualitative knowledge was inaccurate in the fitting on training data and in predicting the test data. After optimization, the inference accuracies of the two models have been effectively improved, and the inference accuracies of the distributed belief rule base model on the training and test data were higher than those of the traditional belief rule base model.

In order to test the performance of the models for different optimization methods, the variable-weight particle swarm optimization algorithm and genetic algorithm were used in the model optimization stage to generate the optimized models. The performances of the two models before and after the optimization are shown in Table 4.

The performance comparison of the two models shows that for the same optimization function, compared to the traditional belief rule base, the distributed belief rule base improved the average prediction accuracy by 71%–95% and reduced the construction time by 85%–99%.

Since the network security situation sequence is acquired by the existing network security tools, the measurement errors are inevitable. Due to uncertainties of network attack targets and subjective uncertainties of behaviors of the attack based on experts’ knowledge of the network and used to establish the initial belief rule base model. The reference value of each input attribute in the initial belief rule base model was \([0.0,0.44,0.5,0.58,1]\). Supposing that the input attributes in the model were independent, the reference values were evenly divided into two subsets: \([0.0,0.44,0.5]\) and \([0.5,0.58,0.1]\), constituting the initial distributed belief rule base that contained 16 subsets. The FMINCON function was used to optimize the two models. The fitting performances of the two models to the training data before and after the optimization are shown in Figure 13. The prediction accuracy of the model for the test data is shown in Figure 14.

This section assumes that the network situation sequence is a continuous function; thus, the inference outcomes of the two initial models are the same. The plots in Figs. 14 and 15 show that the initial model constructed using only qualitative knowledge was inaccurate in the fitting on training data and in predicting the test data. After optimization, the inference accuracies of the two models have been effectively improved, and the inference accuracies of the distributed belief rule base model on the training and test data were higher than those of the traditional belief rule base model.

In order to test the performance of the models for different optimization methods, the variable-weight particle swarm optimization algorithm and genetic algorithm were used in the model optimization stage to generate the optimized models. The performances of the two models before and after the optimization are shown in Table 4.
targets, the network situation prediction error cannot be eliminated, and thus the model prediction accuracy on test data is generally lower than the fitting accuracy on training data. However, network situation changes show certain statistics trends, which presents the overall predictability. Thus, by combining qualitative knowledge of experts and quantitative data collected from the network, good prediction results can be achieved, which provides network management personnel with a helpful reference in maintaining and upgrading network security.

V. DISCUSSION

In order to comprehensively evaluate the performance of the distributed belief rule base in different optimization functions, the FMINCON function, the particle swarm optimization algorithm and genetic algorithm were implemented respectively in the model optimization stage of the three experiments in Section IV. The following conclusion can be drawn based on the comparison of the three optimization algorithms.

1. The performance of the FMIINCON function is very sensitive to the number of training parameters; namely, when the number of training parameters is large, the optimization speed and accuracy of this optimization method are significantly reduced.

2. The optimization efficiency of the particle swarm algorithm increased with the number of parameters, but the increase in the particle dimension makes it more difficult for the models to find optimal solutions.

3. The genetic algorithm is less sensitive to the number of optimization parameters than the other two optimization algorithms, but the optimization performance is relatively poor.

VI. CONCLUSION

A distributed belief rule base model represents an improvement of a traditional belief rule base model. This model can be constructed by using comprehensively qualitative knowledge and quantitative data. It reduces the complexity of model construction and inferences by dividing a belief rule base into independent subsets. It can also deal with the problems in continuous and piecewise systems. It has high construction efficiency and inference accuracy and is suitable for applications that require high real-time and accuracy performances.

Compared with the traditional model, the construction of distributed belief rule base model has more steps such as the construction of belief rule base subsets and the allocation of training data, which puts forward higher requirements for the programming. In addition, the results of the distributed belief rule base model may be discontinuous at the segmentation, so the current boundary rule generation method could be further improved. The next step is to explore the construction and optimization methods of belief rule base subsets further and expand the application scope of the distributed belief rule base model.
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