Physics-Based Simulation of Ocean Scenes in Marine Simulator Visual System
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Abstract: The realistic simulation of ocean scenes is of great significance in many scientific fields. We propose an improved Smoothed Particle Hydrodynamics (SPH) framework to simulate the ocean scenes. The improved SPH combines nonlinear constant density constraints and divergence-free velocity field constraint. Density constraints adjust the particle distribution on position layer, so that the density is constrained to a constant state. The addition of the divergence-free velocity field constraint significantly accelerates the convergence of constant density constraint and further reduces the density change. The simulation results show that the improved SPH has high solution efficiency, large time steps, and strong stability. Then, we introduce a unified boundary handling model to simulate coupling scenes. The model samples the boundary geometry as particles by means of single layer nonuniform sampling. The contribution of the boundary particles is taken into account when the physical quantities of fluid particles are computed. The unified model can handle various types of complex geometry adaptively. When rendering the ocean, we propose an improved anisotropic screen space fluid method, which alleviates the discontinuity problem near the boundary and maintains the anisotropy of particles. The research provides a theoretical reference for the highly believable maritime scene simulation in marine simulators.
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1. Introduction

Marine simulator has been widely applied to fields of marine education and training, engineering demonstration, scientific research, etc. The International Convention on Standards of Training, Certification and Watchkeeping for Seafarers and its amendments put forward a series of mandatory requirements and suggestions on the performance standards, scope of application, and rules of use of marine simulators. Improving the performance of marine simulator is required by both international conventions and navigation practice. The visual system is the most direct and the largest source of information for simulator operators, and is also an important part of marine simulator and one of the important indexes to evaluate the performance of marine simulator. Ocean waves account for about half of the whole visual system in the marine simulator. The fidelity of the ocean scene directly affects the immersion of the whole marine simulator. Moreover, the ocean waves are also an important object in the study of ship seakeeping property and maneuverability, and accurate ocean wave model can improve the fidelity of simulator manipulation. There are many modeling methods for ocean waves in computer graphics, and the most commonly used ones are the spectrum-based approaches and computational fluid dynamics (CFD) methods.
1.1. Spectrum-Based Approaches

Spectrum-based approaches are statistical models derived from the observed data of ocean waves in oceanography and were introduced into wave modeling in computer graphics by Tessendorf [1]. In these methods, the wave is regarded as a stationary normal process with ergodicity, and the fixed-point wave surface is described by the superposition of infinite random cosine waves [2]. Wave spectrums can be divided into frequency spectrums \( S(\omega) \) and directional spectrums \( S(\omega, \theta) \). Generally, the spectrums used for wave modeling includes Pierson–Moskowitz spectrum [2], Phillips spectrum [1,2], Joint North Sea Wave Observation Project (JONSWAP) spectrum [2,3], and Texel–Marsen–Arsloe (TMA) spectrum [4,5]. Directional spectrums are the extension of frequency spectrums. They are obtained by adding direction information \( D(\omega, \theta) \) on the basis of frequency spectrums. The directional spreading function mainly includes the positive cosine squared directional spreading function in [1], Hasselmann directional spreading function and Donelan–Banner directional spreading function in [2], etc. The spectrum-based approaches are characterized by their fast calculation speed. Therefore, they can simulate an ocean with a wide scale in real-time. Moreover, these methods have a strong oceanographic observation background. However, the spectrum-based approaches also have some limitations such as the inability to realistically interact with complex boundaries. After all, they are based on statistical derivation, so it is difficult to show the inherent physical laws of waves. Moreover, in the process of simulating wave breaking, it is often necessary to use auxiliary particles and the modeling process is complicated.

1.2. CFD Methods

The CFD methods are mainly based on the well-known Navier–Stokes equations. According to the domain discretization technique applied, the CFD methods can be divided into grid-based methods, meshfree methods, and combined methods. Grid-based method generally refers to Eulerian grid. The Eulerian grid used for wave modeling is the marker and cell (MAC) grid in [6], tall cell grid in [7,8], tetrahedral mesh in [9], etc. In terms of application scenarios, Alfonsi et al. [10] simulated the diffraction of a wave of viscous fluid impinging on a large-diameter vertical circular cylinder, which provided a good reference for the simulation of fluid–rigid coupling and viscous fluid scenes. However, mesh generation for the problem domain is a prerequisite for the Eulerian grid method. Constructing a regular grid for the irregular or complex geometry has never been an easy task, and usually requires additional complex mathematical transformation that can be even more expensive than solving the problem itself [11]. The difficulties and limitations of the grid-based methods are especially evident in the simulating process of large deformation scenes. Therefore, meshless methods such as SPH are widely used in ocean modeling at present. Since the computational frame in the meshfree methods is a set of arbitrarily distributed nodes rather than a system of predefined mesh/grid, the meshfree methods are attractive in dealing with problems that are difficult for traditional grid-based methods, such as spray splashing and fluid–rigid coupling. There are many studies on SPH methods, such as boundary handling, incompressibility, surface extraction/reconstruction, nearest neighbor search [12], surface tension [13], vortex/turbulent motion [14,15], multiphase flow [16–18], data-driven SPH methods [19–21], etc.

Boundary handling is one of the hot issues in SPH research, and the particle-based strategy is probably the most popular way. Akinci et al. [22] sampled the rigid object as one layer of nonuniform boundary particles. The boundary particles were taken into account when physical quantities of fluid particles, such as density, pressure force, friction force, etc., were computed. The particle volume \( V_b \) was adopted to compute the densities correctly regardless of the boundary particle sampling. It is a versatile and stable model to deal with arbitrary rigid objects. In terms of incompressibility, researchers have proposed a series of optimized SPH models in computer graphics, such as weakly compressible SPH (WCSPH) [23], predictive-corrective incompressible SPH (PCISPH) [24], local Poisson SPH (LPSPH) [25], position-based fluids (PBF) [26], implicit incompressible SPH (IISPH) [27], divergence-free SPH (DFSPH) [28], etc. WCSPH is not suitable for real-time modeling of maritime
scenes because of its small time step size. PBF and DFSPH are relatively large in time step size and have good incompressibility, thus they are widely used nowadays. Surface tracking and reconstruction of particle-based fluid are always some of the hot issues. The color field $c_S$ was used to identify surface particles by Müller et al. [29]. The point splatting techniques and marching cubes (MC) algorithm are adopted to generate a continuous surface. The MC algorithm adopted by Chentanez et al. [30] is a commonly used SPH surface reconstruction algorithm. However, under the fine scale, the number of meshes generated by the MC algorithm is huge, which results in a sharp increase in memory consumption and a slow calculation speed. Therefore, it is a preferred solution in offline rendering. At present, the screen space fluids (SSF) algorithm proposed by van der Laan et al. [31] has been widely used in real-time rendering. Green [32] elaborated on the specific implementation of the SSF algorithm and improved the smoothing algorithm to Gaussian bilateral filtering with good edge-preserving ability. The SSF algorithm is implemented on GPU, and the rendering speed is much faster than that of the MC. However, the isotropic depth map on which the smoothing process of SSF algorithm is performed cannot solve the surface smoothing problem fundamentally. The anisotropic algorithm proposed by Yu and Turk in [33] has the potential to solve the surface smoothing problem of the SSF algorithm. Truong and Yuksel proposed an improved narrow-range filter for the SSF algorithm [34], and an anisotropic depth map was used to generate a smooth surface and improved the edge-preserving performance near the discontinuous particles.

There are also some hybrid methods that combine Eulerian grid method with meshfree methods, such as Fluid Implicit Particle (FLIP) [35], Narrow Band FLIP (NB-FLIP) [36,37], Lattice-Boltzmann Method (LBM) [38], Arbitrary Lagrangian–Eulerian (ALE) [39], Hybrid SPH [40], Eulerian-DFSPH [41], etc. These methods are relatively complex in modeling and limited in application scenarios. For these methods, special consideration needs to be given to stability, so they are rarely used in real-time maritime scene. Besides, some simplified methods are also used in wave modeling. Kass and Miller adopted the shallow water equation [42], which is a simplified form of the full Navier–Stokes equations, to model the waves. Jeschke et al. [43] proposed a model coupling spectrum-based approach and PDE method together, which improved the interaction of moving obstacles and reduced the limitations of the CFL condition and Nyquist limit. These simplified methods sacrifice the ability to simulate arbitrary fluid motion, and have many limitations in dealing with complex interactive scenes.

Therefore, for the application of virtual reality system, we need a kind of ocean motion and interaction modeling method which has strong stability, relatively fast solution speed, strong expansibility, and is realistic. We propose a modeling method and rendering technique for ocean motion and interaction in the visual system of the marine simulator. The main contributions are as follows:

1. We propose a novel hybrid SPH framework to discretize the governing equations of ocean. Our hybrid SPH method combines the nonlinear density constraints and divergence-free velocity field constraint for the first time, which has faster convergence speed and larger time steps.

2. Based on our novel SPH method, we introduce a unified boundary handling model for maritime scenes. Compared with spectrum-based approaches, which are widely used in marine simulator nowadays, our method has good expansibility and can deal with the boundary interaction of various complex maritime scenes adaptively.

3. We propose an improved anisotropic screen space fluid rendering method. A new anisotropic piecewise function is derived to deal with deformed particles. It can maintain sharper features in the splashing area.

2. Simulation Models

2.1. Governing Equations

According to the theories of physical oceanography and computational fluid dynamics, we assume that the ocean is a homogeneous incompressible fluid with constant temperature, i.e., the effects of
temperature and salinity can be ignored. The continuity equation and the momentum equation in Lagrangian form can be used to describe the motion of ocean:

\[
\frac{D\rho}{Dt} + \rho \nabla \cdot \mathbf{v} = 0, \quad (1)
\]

\[
\frac{D\mathbf{v}}{Dt} = -\frac{1}{\rho} \mathbf{\nabla} p + \nu \nabla^2 \mathbf{v} + \frac{f_{\text{ext}}}{\rho}, \quad (2)
\]

where \(\rho, \mathbf{v}, p,\) and \(f_{\text{ext}}\) denote the density, velocity, pressure, and body forces, respectively. \(\nu\) is kinematic viscosity, \(\nu = \mu/\rho,\) and \(\mu\) is viscosity. The Lagrangian form considers that the ocean consists of a set of small moving fluid elements. Each fluid particle has a mass \(m\) and carries attributes such as density \(\rho,\) pressure \(p,\) etc. This is consistent with the discrete idea of the SPH model.

2.2. SPH Discretization

In SPH framework, the problem domain is discretized into a series of interacting fluid particles, and these fluid particles carry various physical quantities, including mass, density, velocity, acceleration, etc. For particle \(i,\) the quantity \(A_i\) and its spatial derivative can be obtained by weighted summation of particles in its neighborhood [44]:

\[
A_i = \sum_j m_j \rho_j W_{ij}, \quad (3)
\]

\[
\nabla A_i = -\frac{1}{\rho_i} \sum_j m_j A_{ij} \nabla W_{ij}, \quad (4)
\]

where \(A_{ij} = A_i - A_j, W_{ij}\) is a smoothing kernel function, \(W_{ij} = W(x_{ij}/h),\) \(\nabla W_{ij} = \partial W_{ij}/\partial x_{ij}, x_{ij} = x_i - x_j, x_{ij} = |x_{ij}|, x\) is the particle position, and \(h\) is the support radius.

According to Equations (3) and (4), the items in Equation (2) can be divided into discrete components. For particle \(i,\) its density \(\rho_i\) can be obtained by employing Equation (3):

\[
\rho_i = \sum_j m_j W_{ij}, \quad (5)
\]

An equation of pressure is needed when the pressure term is discretized. Here we employ the Tait’s equation [28]:

\[
p_i = \kappa i \rho_0 \gamma \left( \left( \frac{\rho_i}{\rho_0} \right)^\gamma - 1 \right), \quad (6)
\]

where \(\kappa\) and \(\gamma\) are stiffness parameters. \(\kappa\) is solved below and \(\gamma = 1.\) \(\rho_0\) is the rest density. Then, the gradient of pressure can be expressed as:

\[
\nabla p_i = \kappa \nabla \rho_i = \kappa \sum_j m_j \nabla W_{ij}, \quad (7)
\]

2.2.1. Divergence-Free Solver

The continuity Equation (1) is the application of the law of mass conservation in hydrodynamics. In this paper, we assume that the ocean is a homogeneous incompressible fluid, thus the substantial derivative of density should be zero, i.e., \(\frac{D\rho}{Dt} = 0.\) Then, the continuity equation can be transformed into:

\[
\frac{D\rho}{Dt} = -\rho \nabla \cdot \mathbf{v} = 0, \quad (8)
\]

where \(\nabla \cdot \mathbf{v}\) denotes the divergence of the velocity field. The incompressibility of the fluid can be further enhanced by fulfilling the divergence-free condition \(\nabla \cdot \mathbf{v} = 0.\) This constraint is mainly achieved by
converting the divergence-free velocity field to pressure force. According to Equation (4), the pressure force of particle $i$ is:

$$F^p_i = -\frac{m_i}{\rho_i} \nabla \rho_i = -\kappa \frac{m_i}{\rho_i} \sum_j m_j \nabla W_{ij},$$  \hspace{1cm} (9)

According to Newton’s third law, the pressure force that the particle $i$ acts on its neighboring particle $j$ is given by:

$$F^p_{j\rightarrow i} = \kappa m_i m_j \rho_i \nabla W_{ij},$$  \hspace{1cm} (10)

The goal of the divergence-free solver is to generate a set of symmetric pressure forces to enforce the substantial derivative of density to zero. Velocity changes caused by this set of symmetric pressure forces are

$$\Delta v_i = \Delta t \frac{F^p_i}{m_i}, \quad \Delta v_j = \Delta t \frac{F^p_{j\rightarrow i}}{m_i}.$$

Substituting Equation (4) into Equation (8) and combining the changes of velocity, we can get:

$$D\rho_i = \sum_j m_j v_{ij} \nabla W_{ij} = \Delta t \sum_j m_j \left( \frac{F^p_i}{m_i} - \frac{F^p_{j\rightarrow i}}{m_i} \right) \nabla W_{ij},$$ \hspace{1cm} (11)

Substituting Equations (9) and (10) into Equation (11) yields:

$$\kappa_i = \rho_i \frac{D\rho_i}{\Delta t} \alpha_i,$$  \hspace{1cm} (12)

where $\alpha_i = -1 / \left( |\sum_j m_j \nabla W_{ij}|^2 + |\sum_j m_j \nabla W_{ij}|^2 \right)$. Then, the total force of particle $i$ is:

$$F^p_{i,\text{total}} = F^p_i + F^p_{i\rightarrow j} = -m_i \sum_j m_j \left( \frac{\kappa_i}{\rho_i} + \frac{\kappa_j}{\rho_j} \right) \nabla W_{ij},$$ \hspace{1cm} (13)

The velocity changes caused by the pressure force $F^p_{i,\text{total}}$ are:

$$\Delta v_i = \Delta t \frac{F^p_{i,\text{total}}}{m_i} = -\Delta t \sum_j m_j \left( \frac{\kappa_i}{\rho_i} + \frac{\kappa_j}{\rho_j} \right) \nabla W_{ij},$$ \hspace{1cm} (14)

We describe the calculation flow of the divergence-free solver in detail in Appendix A.

### 2.2.2. Density Constraint Solver

In DFSPH method, a constant density solver is added to further maintain the incompressibility of the fluid and accelerate the convergence speed of the algorithm. The constant density solver uses the Pressure Poisson Equation (PPE) with density deviation as source term. In our novel SPH method, we propose a density constraint solver based on nonlinear constant density constraints, and try to replace the constant density solver in DFSPH method with a novel density constraint solver. We found that the divergence-free solver and density constraint solver could be well coupled. The density constraints are as follows:

$$C_i(x) = \frac{\rho_i}{\rho_0} - 1 \leq 0,$$ \hspace{1cm} (15)

where $x = [x_1, \ldots, x_n]$ and $n$ is the cardinality. It can be expanded in a Taylor series, and the final position correction $\Delta x_i$ for particle $i$ is:

$$\Delta x_i = \lambda_i \nabla C_i,$$ \hspace{1cm} (16)

where $\nabla C_i(x)$ is the constraint gradient. $\lambda_i$ is the scaling factor:

$$\lambda_i = \frac{-C_i(x)}{|\nabla C_i|^2}.$$

\hspace{1cm} (17)
The goal of the density constraint solver is to generate a set of symmetric constraint “forces” to enforce Equation (15) to be no more than zero. Therefore, the gradient of the constraint function $\nabla C_i(x)$ is composed of two symmetrical parts, which are $\nabla x_i C_i$ and $\nabla x_j C_i$. The gradient of the constraint function with respect to $x_i$ is:

$$\nabla x_i C_i = \frac{1}{\rho_0} \sum_j m_j \nabla W_{ij}, \quad (18)$$

The gradient with respect to $x_j$ is:

$$\nabla x_j C_i = -\frac{1}{\rho_0} m_j \nabla W_{ij}, \quad (19)$$

Inserting Equations (18) and (19) into Equation (17), we obtain:

$$\lambda_i = \rho_0^2 \alpha_i C_i(x), \quad (20)$$

where the form of $\alpha_i$ is the same as that in Equation (12). Therefore, the two solvers can be well coupled. Within a certain range of accuracy, $\alpha_i$ can be reused and no additional calculations are required. The position correction of the particle $i$ under the density constraint can be derived as:

$$\Delta x_i = \lambda_i \nabla C_i = \lambda_i \nabla x_i C_i + \sum_j \lambda_j \nabla x_j C_i = \frac{1}{\rho_0} \sum_j m_j (\lambda_i + \lambda_j) \nabla W_{ij}, \quad (21)$$

We describe the calculation flow of the density constraint solver in detail in Appendix B.

2.3. Boundary Handling

The boundary handling in the spectrum-based approaches in the current marine simulator is quite complicated. Regular boundaries such as cuboid and sphere are simple to handle, but complex boundaries such as ship and lighthouse are very difficult to deal with. Moreover, it usually needs to model the interaction additionally, and the model often lacks physical authenticity. In this paper, we introduce a particle-based strategy to deal with the rigid boundary in maritime scenes. That is, sampling the rigid boundary as boundary particles, and these particles are incorporated into the computation of density and pressure. The model can deal with regular boundary, irregular boundary, static boundary, and dynamic boundary in a unified way, thus it simplifies the complexity of modeling. Moreover, the model is a physical method, which can be directly integrated into the hybrid SPH model proposed above. In our unified model, rigid body objects are sampled as single layer nonuniform particles using the Poisson Disk Sampling (PDS) introduced in [45].

Suppose the quality of the boundary particle $x_{bi}$ is $m_{bi}$. After considering the contribution of boundary particles, the density of fluid particle $x_i$ in Equation (5) is deformed as follows:

$$\rho_i = m_i \sum_{fj} W_{ifj} + \sum_{bj} m_{bj} W_{ibj}, \quad (22)$$

where $fj$ is the fluid particle neighbor and $bj$ denotes the boundary particle neighbor. All fluid particles have the same size and rest density, which means all masses are equal: $m_i = m_{fj}$. We set the density of a boundary particle to be rest density of the fluid, i.e., $\rho_{bi} = \rho_0$. Then, the mass of boundary particle $bi$ can be written as:

$$m_{bi} = \rho_0 V_{bi} = \frac{\rho_0 \gamma_1}{\sum_{bj} W_{hbj}}, \quad (23)$$
The substantial derivative of the density of the fluid particles near the boundary is transformed from Equation (11) into:

\[
\frac{D\rho_i}{Dt} = m_i \sum_{fj} v_{ifj} \nabla W_{ifj} + \sum_{bj} m_{bj} v_{ibj} \nabla W_{ibj},
\]

(24)

The velocity changes in divergence-free solver and the position correction in density constraint solver are also deformed as:

\[
\Delta v_i = -\Delta t \cdot m_i \sum_{fj} \left( \frac{x_i}{\rho_i} + \frac{x_{fj}}{\rho_{fj}} \right) \nabla W_{ifj} - \Delta t \cdot 2\gamma_2 \frac{x_i}{\rho_i} \sum_{bj} m_{bj} \nabla W_{ibj},
\]

(25)

\[
\frac{D\rho_i}{Dt} = m_i \rho_0 \sum_{fj} \left( \lambda_i + \lambda_{fj} \right) \nabla W_{ifj} + 2\gamma_3 \frac{x_i}{\rho_0} \sum_{bj} m_{bj} \nabla W_{ibj},
\]

(26)

where the correcting coefficient \(\gamma_2 = 0.5\) and \(\gamma_3 = 1.0\). The factor \(\alpha_i\) is:

\[
\alpha_i = \frac{-1}{\left( \sum_j m_{fj} \nabla W_{ifj} \right)^2 + \sum_j \left| m_{fj} \nabla W_{ifj} \right|^2} + \frac{-1}{\left( \sum_{bj} m_{bj} \nabla W_{ibj} \right)^2 + \sum_{bj} \left| m_{bj} \nabla W_{ibj} \right|^2},
\]

(27)

### 2.4. Anisotropic Screen Space Fluid

Although the SPH method is very flexible and easy to extend, it is quite difficult to reconstruct a smooth surface. Especially in the marine simulator, surface reconstruction algorithm requires for high performance of real-time, thus most of the SPH surface tracking algorithms in computer graphics are not applicable. The screen space fluid (SSF) rendering algorithm is implemented on GPU. In fact, SSF does not reconstruct the surface, but smooths the depth map of particles to get a seemingly smooth ocean surface. Usually, the depth map needs to be smoothed by smoothing algorithm, such as curvature flow [31], bilateral Gaussian filter [32], narrow-range filter [33], etc. However, the method based on isotropic kernel cannot solve the surface smoothing problem fundamentally, and there is still a bumpy appearance in the details. Therefore, based on the work of Yu and Turk [33], we propose an improved anisotropic rendering method. The method fully considers the distribution of physical quantities of fluid particles in different directions, applies the weighted version Principal Component Analysis (WPCA) to the neighboring particle positions, and extracts a smoother depth map.

The improved model analyzes the spatial distribution of the neighboring particles of the fluid particle. According to the principle of anisotropy [33], a transformation matrix \(T\) is generated for each fluid particle, and then \(T\) is used to rotate and scale the particle sphere rendered by the point sprite. After this step, the particle sphere becomes an ellipsoid. Then, the depth map is extracted based on the ellipsoid to improve the smoothness of the surface. Therefore, a covariance matrix is first constructed according to the distribution of particle \(i\) and its neighboring particles:

\[
\text{Cov}_i = \frac{\sum_j w_{ij} (x_j - x_i^w)(x_j - x_i^w)^T}{\sum_j w_{ij}},
\]

(28)

\[
x_i^w = \sum_j w_{ij} x_j / \sum_j w_{ij},
\]

(29)

where \(w\) is an isotropic weight function:

\[
w_{ij} = \begin{cases} 
1 - \left( \frac{|x_i - x_j|}{h} \right)^3, & \text{if } |x_i - x_j| < h \\
0, & \text{otherwise} 
\end{cases}
\]

(30)
With each particle, the singular value decomposition (SVD) of the associated \( \text{Cov} \) gives:

\[
\text{Cov} = R \Sigma R^T,
\]

(31)

where \( R \) is a rotation matrix, which can be used to rotate the main axis of the particle sphere rendered by point sprite. \( \Sigma \) is a diagonal matrix containing three eigenvalues, and \( \Sigma = \text{diag}(\sigma_1, \sigma_2, \sigma_3), \sigma_1 \leq \sigma_2 \leq \sigma_3 \), which are used to scale the three axes of the particle sphere. Since the particle distribution is arbitrary and noisy, to ensure the robustness of the algorithm, the bilateral SVD method is used to decompose the covariance matrix. The SVD method is fast and stable in dealing with small-scale matrices. However, if the particle sphere is directly scaled by the eigenvalue generated after the decomposition, when the number of neighboring particles is insufficient, the extreme deformation of particle sphere will occur. Yu and Turk proposed an isotropic correction method [33] to set a threshold for the number of neighboring particles. If the number of neighboring particles is less than the threshold value, the eigenvalues in \( \Sigma \) will be set to a specific value. Although it is a very efficient method, in SSF, there may be significant discontinuities or rough boundary details in the boundary region where the neighboring particles are insufficient. Therefore, we propose a relatively fine deformation correction method:

\[
\tilde{\sigma}_i = \max(\sigma_i, \sigma_1/k_r),
\]

(32)

where \( k_r \) is a user-defined scaling factor and \( k_r = 5.0 \).

\[
\tilde{\Sigma} = \begin{cases} 
  k_s \cdot \text{diag}(\sigma_1, \tilde{\sigma}_2, \tilde{\sigma}_3), & \text{if } N \geq N_e \\
  \text{diag}(\xi_1, \xi_2, \xi_3), & \text{if } N_e > N \geq N_l \\
  \text{diag}(\zeta_1, \zeta_2, \zeta_3), & \text{if } N < N_l 
\end{cases}
\]

(33)

where \( k_s \) is a user-defined scaling factor and \( k_s = 560 \). \( N_e \) and \( N_l \) are thresholds of the number of neighboring particles, \( N_e = 20 \) and \( N_l = 5 \). \( \xi_i \) and \( \zeta_i \) are the main diagonal elements of the two correction matrices, and they can be given as:

\[
s_i = (1-l)k_n + l \tilde{\sigma}_i, \quad i = 1, 2, 3,
\]

(34)

where \( k_n \) is a scaling factor, \( k_n = 0.5 \) and \( l \in [0, 1] \), here \( l = 0.8 \), \( \xi_i = \min(1.0, s_i) \), and \( \zeta_i = \min(k_n, \tilde{\sigma}_i) \).

The deformation correction method preserves the anisotropy of particle spheres better. More neighboring particle segments can better maintain the continuity of the fluid particle size near the boundary. Finally, the transformation matrix is:

\[
T = R\tilde{\Sigma},
\]

Due to the characteristics of SPH method, particle distribution is relatively irregular. Although this distribution is beneficial to modeling, it will cause bumpy appearance near the surface, and then affect the smoothness of the surface rendering. To resolve the problem of irregular particle placement, a Laplacian smoothing is applied to adjust particle position.

3. Results and Discussion

We verified the stability and effectiveness of our SPH model by simulating various maritime scenes in marine simulator, such as dam break scenes and the coupling scenes of lighthouse, lifeboat, tanker, etc. The specific configurations of the computer used in our experiment are Intel(R) Core(TM) i7-6700 CPU (3.40 GHz), RAM 8.00 GB, and NVIDIA GeForce GTX 1070 GPU. The physical model was implemented using C++, the rendering part was based on modern OpenGL, and the integrated development environment was Microsoft Visual Studio 2019. Since our SPH model will be applied in the visual system of marine simulator, we paid more attention to the rapidity and stability than the accuracy. Although a highly accurate model can bring more accurate results, it is usually time-consuming and
the visual effects sometimes cannot be significantly improved. Therefore, the Taylor expansion in the density constraint solver only retains the first order, and the integration method of our SPH model only uses the stable Euler integrals. To verify the performance of our model, we also implemented some SPH models that are widely used in ocean modeling of virtual reality systems, such as PBF [21] and DFSPH [21].

3.1. Performance of the Presented SPH Model

In this section, we design a dam break scene to compare the performances of the presented SPH, DFSPH, and PBF models. Figure 1 is the design drawing of the dam break scene. Figure 1 shows a three-dimensional schematic diagram of the scene, as well as side and front views. The blue area represents the fluid and the thick wireframe represents the bounding box. The size of the bounding box on the three axes of x, y, z is 6 L × 5 L × 3 L, and all the dam break scenes have the same size in this paper. The boundary bounding box is a static boundary. The PDS method is used to sample single-layer non-uniform boundary particles to participate in the SPH estimation. The density of the boundary particles is the rest density of the fluid \( \rho_0 \), and the velocity of the static boundary particles is zero. The unit of length used in this paper is dimensionless, and its specific length can be set by L. The size of the fluid block is variable because we designed dam break experiments with different particle numbers. In Figure 2, we list four kinds of dam break scenes, and the corresponding fluid block sizes are different: 1.5 L × 2 L × L for 14.1 k, 1.5 L × 2 L × 1.5 L for 32.8 k, 1.5 L × 2 L × 2 L for 44.1 k, and 2 L × 2 L × 2 L for 59.3 k. Figure 1 shows the scene of 14.1 k fluid particles.

![Figure 1](image-url)

Figure 1. Design drawing of dam break scene. The unit of length used in dam break scene is dimensionless, and its specific length can be set by L. The figure shows a three-dimensional schematic diagram of the scene, as well as side and front views.

Figure 2 shows the time cost comparison of the first 2000 images in the dam break scene with different particle numbers. As can be seen in Figure 2, although the PBF model is stable, the single step time cost is high, and with the increase of the number of iterations, the solution time of PBF model will further increase. The time cost of DFSPH model is lower than that of PBF model, but the solution time of DFSPH model obviously increases after the 1750th time step (Figure 2a–c) when the fluid almost stops moving and covers the bottom of the bounding box. We carefully observed the time consumption of each solver in each time step and found that the constant density solver in DFSPH model needs extra effort to converge after the 1750th time step. In Figure 2d, due to the large number of fluid particles, the fluid is still moving at the 1750th time step, thus they do not appear there. In fact, the increase of solution time still exists. Due to the initial convergence of the divergence-free solver, as shown in Figure 2b–d, there is a rise of the time cost on the first frames in DFSPH model and our model. The rise of time cost does not exist in PBF model, because it does not have the divergence-free solver. Our SPH model combines the advantages of the above two models. In terms of running speed, it retains the fast solution speed of DFSPH model, thus its solution speed has also been improved to a
certain extent. In terms of stability, it inherits the advantage of PBF model and has strong stability in the later stage of the scene.

Figure 2. Time cost comparison of the first 2000 images in the dam break scene with different particle numbers. \( N_{\text{Fluid}} \) denotes the number of fluid particles. The green, orange, and blue curves in (a–d) represent the time cost of PBF model, DFSPH model, and our SPH model, respectively.

Compared with the PBF model, our method adds the divergence-free solver, and modifies the iteration condition of the density constraint solver by adding a density error threshold. If the density error is less than the threshold, no further iterations are required. The introduction of divergence-free solver seems to increase the amount of computation in each time step, but the runtime statistics (Figure 3a) show that it greatly accelerates calculation speed, and the acceleration ratio is stable at around 3–4 times. Because parameter \( \alpha_i \) is reused in our SPH model, the computation time of the density constraint solver is much less than that of PBF model. We set the solver iterations in the iterative cycle to 50 to ensure that the \( \rho_{\text{err}} \) in each iteration can meet the convergence condition (\( \rho_{\text{err}} < 0.01 \text{ g/m}^3 \)). We add the number of iterations in the 2000 time steps in the two methods and divide the sum by 2000 to get the average number of iterations, and the average number of iterations of our model is 9, while that of PBF model is 12. As can be seen in Figure 3b, the convergence of our model is better.
In theory, the position-based density constraint is more stable. The time is used in our SPH model, and the time step size in the first 2000 frames of the three SPH models. To maximize the time step size, the adaptive time step algorithm based on the CFL condition has been used. The density in our model has been kept at a relatively stable level.

Compared with the DFSPH model, our SPH method also has two solvers, a divergence-free solver and a density constraint solver. The density constraint solver in our SPH method uses the concept of position-based dynamics. In theory, the position-based density constraint is more stable. The time cost of the divergence-free solver is shown in Figure 4a, and that of the constant density solver in Figure 4b. The data come from the first 2000 time steps of the dam break scene. As shown in Figure 4a, the performance of the divergence-free solver in the two SPH models is similar, and, due to the initial convergence of the divergence-free solver, there is a rise of the time cost on the first frames in DFSPH model and our model. The performance of the constant density solver shown in Figure 4b is quite different. The statistical results show that the average time cost of our model in each time step is 147.72 ms, whereas that of DFSPH is 160.83 ms. After the 1750th time step in Figure 4b, the time cost of DFSPH model is significantly increased, and the density fluctuates greatly, prone to instability, whereas the density in our model has been kept at a relatively stable level.

In SPH-based methods, time step is one of the important bases to measure the stability of the models. To maximize the time step size, the adaptive time step algorithm based on the CFL condition is used in our SPH model, and the time step size in the first 2000 frames of the three SPH models...
in dam break scene is collected (Figure 5). As mentioned in [26,28], PBF and DFSPH have greater advantages in time step compared with other SPH methods, but the performance of our SPH model is more prominent. The time step of our model is larger, and the performance of our model is slightly better than PBF model and DFSPH model. As shown in Figure 5, in the first 1500 frames, the time step size of PBF and DFSPH models is relatively close, whereas that of our SPH is slightly larger than the two models. However, in the last 500 frames, the time step size of our SPH and the PBF models is different from that of DFSPH model. The reason for this is that both our SPH and the PBF models use the concept of position-based dynamics method, which is more controllable than the constant density solver in DFSPH model. Table 1 summarizes the average, maximum, and minimum time steps of the first 2000 frames. To keep the stability, the maximum time step is usually limited to specific value according to the CFL condition. Therefore, the maximum time steps of the three models are the same. However, the value of the average time step shows that our SPH model has stable performance and a larger step size.

![Time step size](image)

**Figure 5.** The time step statistics of the three methods in the first 2000 frames of dam break scene.

| Methods   | Average  | Maximum   | Minimum   |
|-----------|----------|-----------|-----------|
| Our Method| $1.868 \times 10^{-3}$ s | $3.162 \times 10^{-3}$ s | $1.088 \times 10^{-3}$ s |
| DFSPH     | $1.561 \times 10^{-3}$ s | $3.162 \times 10^{-3}$ s | $1.015 \times 10^{-3}$ s |
| PBF       | $1.810 \times 10^{-3}$ s | $3.162 \times 10^{-3}$ s | $0.907 \times 10^{-3}$ s |

The research on the incompressibility of SPH methods is mainly to observe the fluid particle density level. Since the influence of salinity and other factors have not been considered, the rest density of fluid particles is set to 1000 kg/m$^3$. We analyze the incompressibility of the model based on the dam break scene. The data in Figure 6 come from the first 2000 time steps of the dam break scene. In Figure 6a, we counted the maximum density of all fluid particles in each time step. The maximum density of fluid particles is stably maintained near the rest density. The maximum density value of DFSPH model oscillates in the first frames. However, due to the density constraint based on Position-Based Dynamics (PBD) in our method, this kind of oscillation is eliminated. Compared with DFSPH model, our method is more stable in the first 250 time steps. As shown in Figure 6b, we calculated the average density of all fluid particles in each time step. Since the interaction between air and fluid surface is not considered, the particle density near the free surface is underestimated, resulting in the average density slightly lower than the rest density. Compared with DFSPH model, from about the 500th time step, the average density of fluid particles in our model is closer to the rest density.
The velocity and density configuration of the lighthouse particles is the same as the bounding box particles. The velocity and density configuration of the lighthouse particles is the same as the bounding box particles. Therefore, the selection of rigid body objects with boundary bounding box is a static boundary, and the velocity of the static boundary particles is all zero.

The lighthouse is also a static boundary. The PDS algorithm is used to sample the lighthouse. The front and side view show the detailed parameters of the bounding box, lighthouse, and fluid block. In the side view, the lighthouse is located behind the fluid block, thus the lighthouse is represented by dashed lines.

As we can see, models such as lighthouses (Table 2) are much more complicated than regular objects such as cuboids, cylinders, spheres, etc. Therefore, the selection of rigid body objects with different complexity has certain representativeness. The traditional interaction methods such as collision detection have difficulty dealing with complex rigid mesh, thus the selection of scenes such as lighthouse can fully demonstrate the flexibility, stability, and applicability of the unified boundary handling model.

**Figure 6.** The comparison of incompressibility between DFSPH and our SPH models. The experimental scene is dam break, and the data are taken from the first 2000 time steps. (a) The maximum density of fluid particles in each time step. The orange and the blue curves in (a) are the maximum densities of DFSPH method and our method, respectively. (b) The average density of fluid particles in each time step. The orange and the blue curves in (b) are the average densities of DFSPH method and our method.

### 3.2. Boundary Handling Simulation Result

To validate the unified boundary handling model, various maritime fluid–rigid coupling scenes were designed, including ones coupling fixed objects such as lighthouse and with floating objects such as lifeboat and tanker. The detailed parameters of the lighthouse scene are shown in Figure 7. The boundary bounding box is a static boundary, and the velocity of the static boundary particles is all zero. The lighthouse is also a static boundary. The PDS algorithm is used to sample the lighthouse particles. The velocity and density configuration of the lighthouse particles is the same as the bounding box particles.

**Figure 7.** Design drawing of waves crashing against the lighthouse. The front and side view show the detailed parameters of the bounding box, lighthouse, and fluid block. In the side view, the lighthouse is located behind the fluid block, thus the lighthouse is represented by dashed lines.
handling model. When the fluid block breaks the dam, the flow velocity in the front of the fluid block is large, which is consistent with Figure 8d–f, and, when the flow is blocked by the lighthouse, its speed will slow down. We can see in Figure 8a that the velocity of the fluid particles impacting the lighthouse is obviously slowed down, while the velocity of fluid particles flowing to both sides of the lighthouse is faster, which has a very obvious interaction effect.

Table 2. The number of vertices, faces, and boundary particles sampled by PDS in different 3D rigid models.

| Rigid Models   | Vertices | Faces  | Sampling Time | Sampled Particles |
|----------------|----------|--------|---------------|-------------------|
| Lighthouse     | 17,317   | 34,168 | 1.47 s        | 3.8 k             |
| Lifeboat       | 24,859   | 45,789 | 3.11 s        | 5.1 k             |
| Tanker         | 24,443   | 43,782 | 6.94 s        | 4.4 k             |
| Bounding Box   | 8        | 12     | 11.08 s       | 312.5 k           |

Figure 7. Design drawing of waves crashing against the lighthouse. The front and side view show the detailed parameters of the bounding box, lighthouse, and fluid block. In the side view, the lighthouse is located behind the fluid block, thus the lighthouse is represented by dashed lines.

As we can see, models such as lighthouses (Table 2) are much more complicated than regular objects such as cuboids, cylinders, spheres, etc. Therefore, the selection of rigid body objects with different complexity has certain representativeness. The traditional interaction methods such as collision detection have difficulty dealing with complex rigid mesh, thus the selection of scenes such as lighthouse can fully demonstrate the flexibility, stability, and applicability of the unified boundary handling model. When the fluid block breaks the dam, the flow velocity in the front of the fluid block is large, which is consistent with Figure 8d–f, and, when the flow is blocked by the lighthouse, its speed will slow down. We can see in Figure 8a that the velocity of the fluid particles impacting the lighthouse is obviously slowed down, while the velocity of fluid particles flowing to both sides of the lighthouse is faster, which has a very obvious interaction effect.

Figure 8. Scene of waves crashing against the lighthouse with 53.2 k fluid particles: (a–c) the different stages of the lighthouse scene, which are selected from three different time steps; and (d–f) the velocity distributions of fluid particles. The time instances in (a–c) are the same as in (d–f), respectively. The color bars on the right side of (d–f) denote the modulus length of the velocity (velocity is a three-dimensional vector). The unit of velocity in (d–f) is m/s.

Table 2 lists the number of vertices and faces of rigid body objects including lighthouse, lifeboat, and tanker. It objectively shows the complexity of the models. In the initial stage, PDS is used to sample rigid body objects as single layer nonuniform boundary particles. PDS has good blue noise characteristics and is currently widely used in surface sampling. Table 2 also shows the number of boundary particles after sampling. Figure 9 shows the 3D mesh model before sampling (Figure 9a) and the particle model after sampling (Figure 9b,c). Another advantage of the unified model is that both complex rigid meshes and regular rigid meshes can be sampled based on PDS, that is, the algorithm is not sensitive to the complexity of the 3D meshes. The 3D meshes of different complexity only slightly affect the sampling time under certain conditions (Table 2). Since the deformation of rigid body is not considered, the sampling process only occurs in the initialization stage, thus it does not affect the solution speed of the physical model.
To verify the effectiveness of the unified boundary handling model in dealing with floating objects, the scenes of lifeboat entering water and tanker sailing were simulated. The detailed parameters of the two experimental scenes are shown in Figures 10 and 11. The boundary bounding box is a static boundary. The density of the sampled boundary particles is the rest density of the fluid $\rho_0$, and the velocity of the static boundary particles is zero. The lifeboat and tanker have floating boundaries. The density of the floating boundary particles is also $\rho_0$, whereas the velocity is no longer zero; in addition to the forward velocity of the lifeboat and tanker, it will also be subject to forces from fluid particles.

Figure 9. The three-dimensional mesh model of lifeboat (a); and the side view (b) and top view (c) of the boundary particle model involved in the fluid–solid coupling calculation. Single layer nonuniform particle boundary is based on PDS.

Figure 10. Design drawing of lifeboat entering water scene. The front and side view show the detailed parameters of the bounding box, lifeboat, and ocean. In the experiment, seawater (blue area) fills the bottom of the bounding box.

Figure 11. Design drawing of tanker sailing scene. The front and side view show the detailed parameters of the bounding box, tanker, and ocean. The gap between seawater and the bounding box is used to generate swell waves.
Figure 12 shows the interaction between lifeboat and ocean. In Figure 12, the lifeboat enters the water at an angle of 45 degrees to the calm ocean surface. We designed the specific experiment to simulate and record the entire entry process. Figure 12a–c represents the different stages of entry process of lifeboat, which are selected from three different time steps. Figure 12d–f presents the velocity distributions of fluid particles. When the lifeboat enters the water, the velocity field of fluid particles near the lifeboat changes due to interaction with the lifeboat. It can be seen in Figure 12d–f that the closer the fluid particles are to the lifeboat, the greater the change in the velocity field, which is consistent with the actual water entry process. The number of fluid particles in the scene is 312.8 k, and the number of lifeboat particles sampled using PDS is 5.1 k. PDS algorithm can adaptively sample the complex boundary without any additional operation. The sampled boundary particles can be directly added to the unified boundary handling model introduced in Section 2.3, and the interactive calculation can be completed automatically. Therefore, the unified boundary model is very suitable for industrial applications.

![Scene of lifeboat entering water](image)

**Figure 12.** Scene of lifeboat entering water with 312.8 k fluid particles. The lifeboat enters the water at an angle of 45 degrees to the calm ocean surface: (a–c) the different stages of entry process of lifeboat, which are selected from three different time steps; and (d–f) the velocity distributions of fluid particles. The time instances in (a–c) are the same as in (d–f), respectively. The color bars on the right sides of (d–f) denote the modules length of the velocity. The unit of velocity in (d–f) is m/s.

Figure 13 shows the tanker sailing scene. The images in Figure 13a–c are selected from three different time steps in the tanker sailing scene in Figure 13. In Figure 13a, the ship’s wake left on the sea surface after the tanker sailed is obvious. In Figure 13b, the bow of the tanker meets the swell wave, which results in the green water. In Figure 13c, the scene of the tanker passing through the swell wave is shown. The number of fluid particles in the scene is 312.8 k, and the number of boundary particles sampled using PDS is 4.4 k. The velocity distribution during the corresponding motion can be seen in Figure 13d–f, and the velocity of fluid particles around the tanker is relatively large because of their interaction with the sailing tanker, especially near the bow and stern. This is consistent with the real green water scene and the ship’s wake.
3.3. Performance of the Improved Anisotropic SSF

We applied the improved anisotropic SSF method to the dam break scene, and compared the rendering results with those of Yu’s work [33]. In the dam break scene in Figures 14 and 15, the number of fluid particles is 59.3 k. The experimental scene is the one shown in Figure 1. The size of the fluid block is \(2 \times L \times 2 \times L\).

**Figure 13.** Scene of tanker sailing in swell wave, with 312.8 k fluid particles: (a–c) selected three different time steps; and (d–f) velocity distributions of fluid particles. The time instances in (a–c) are the same as in (d–f), respectively. The color bars on the right sides of (d–f) denote the modules length of the velocity. The unit of velocity in (d–f) is m/s.

3.3. Performance of the Improved Anisotropic SSF

We applied the improved anisotropic SSF method to the dam break scene, and compared the rendering results with those of Yu’s work [33]. In the dam break scene in Figures 14 and 15, the number of fluid particles is 59.3 k. The experimental scene is the one shown in Figure 1. The size of the fluid block is \(2 \times L \times 2 \times L\).
The particles near the boundary region are sparsely distributed, which results in insufficient neighboring particles. This will affect the SVD result of the covariance matrix $\text{Cov}$ in Equation (32), leading to the deformation of particles. As shown in Figure 14a, although the shapes of most particles are acceptable, there are still some particles for which the scale of some axis $\vec{\sigma}_i$ is extremely large. Yu and Turk prevented particle deformation by setting the threshold $N_\varepsilon$ of neighboring particles [33] (Figure 14b). The scaling vector of fluid particles whose number of neighborhood particles is smaller than the threshold $N_\varepsilon$ was set to a constant isotropic value $\vec{\Sigma} = k_n I$, where $I$ is a unit matrix. However, Yu’s method has a limitation, which is obvious discontinuity in the boundary region with few fluid particles. There will be many artificial isotropic particles near the boundary region. Although particle deformation can be avoided, the visual effect of the fluid is rough, which affects the reality of the splashing scenes. Figure 14c shows the rendering result of the improved anisotropic particle deformation correction method. As can be seen in Figure 14a, except for a few deformed particles, the shapes of most other particles are normal and there is no unacceptable deformation. Therefore, in Yu’s method, once the threshold $N_\varepsilon$ of the number of the neighboring particles is set unreasonably, the shapes of many normal particles will also be artificially changed.

The improved method is to set the threshold of the number of the neighboring particles as a piecewise function to maintain the continuity of the fluid particle shape. Since it is difficult to quantitatively give the conditions under which particle deformation occurs, the fluid particles should be kept as anisotropic as possible within each neighborhood segment. Experiment results have shown that not all axial scaling of all deformed particles is anomalous, thus it is only necessary to control the axial scaling in which a deformation occurs. Therefore, our method considers the contribution of the original scaling when we correct the deformed particles. This can be achieved by adjusting the value of $l$ in Equation (35). To maintain the anisotropy, while retaining the original scaling contribution, the min function is used to correct the abnormal scaling beyond the threshold. By processing each axis separately, the particle shape near the boundary region has been greatly improved. To maintain
the continuity of the shapes of the fluid particles with few neighboring particles and simulate the fine details of splashing, the min function is used to directly correct the scaling of each axis, and the final results are shown in Figure 15. Figure 16 shows the final shading effect of the fluid particles in Figure 15 using OpenGL.

![Figure 15](image1)

![Figure 16](image2)

**Figure 15.** The rendering results of the improved method from different time steps of the experimental dam break scene: (a, b) the isotropic particle rendering results; and (c, d) the improved anisotropic particle rendering results. Obviously, in the edge region, the images in (c, d) have sharp features.

**Figure 16.** Shading effect of dam break scene using the improved anisotropic screen space fluids technique. The shading effect is implemented using OpenGL. (a–d) Images selected from four different time steps in a dam break scene.

### 4. Conclusions and Future Work

In this paper, we propose a novel hybrid SPH simulation method for ocean scene in marine simulator. Compared to the state-of-the-art methods, the combination of divergence-free condition and position-based density constraint leads to a faster convergence speed, stronger stability, and better incompressibility. However, the scope of scene simulated by our model is limited, and our method is more suitable for simulating large deformation scenes such as splashes, as well as some special effects of scene of ocean. When developing marine simulator, our model needs to be solved in parallel to ensure the real-time performance. In the development of interactive scenes, our unified boundary handling model is more flexible than the existing methods in the marine simulator. It can deal with complex boundary adaptively. In the interactive scene of ship and ocean, our current model is somewhat simple. In the future, ship mathematical motion models such as Maneuvering Modeling Group (MMG) can be coupled with our model to simulate more realistic ship motion. The improved anisotropic screen space fluid rendering method alleviates the discontinuity of fluid particle shape near the boundary region. It maintains sharper features and produces smoother surfaces compared to the state-of-the-art work in [33]. In this paper, we use OpenGL to implement the improved SSF method. In the development of marine simulator, developers need to make corresponding changes according to the rendering engine used by the simulator.
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Appendix A. Calculation Flow of the Divergence-Free Solver

Algorithm A1 shows the calculation flow of the divergence-free solver. The first step in the divergence-free solver loop is to compute density change rate \( \frac{D\rho}{Dt} \) according to Equation (11), and then the divergence-free condition is iteratively solved. We improve the stopping criteria for the iterative solver by adding the average density change \( \rho_{err} \). This improvement enables our solver to stop the iteration early when the average density change \( \rho_{err} \) is smaller than the density change threshold \( \eta_v \), thus speeding up the calculation. In each iteration step, according to Equation (12), the stiffness parameter \( \kappa_i \) of each particle is updated with the calculated density change rate \( \frac{D\rho_i}{Dt} \), and then \( \kappa_i \) is substituted into Equation (14) to obtain the velocity change \( \Delta v_i \) and update the velocity \( v_i \). When the velocity \( v_i \) is updated, according to Equation (11), the density change rate \( \frac{D\rho_i}{Dt} \) of the fluid is updated again. At this time, the average density change \( \rho_{err} \) of the current fluid particles can be updated by the new density change rate \( \frac{D\rho_i}{Dt} \). Loop continues until the average density change \( \rho_{err} \) is smaller than the threshold \( \eta_v \), or the number of iteration steps \( iter \) is greater than the threshold \( solver_iterations \).

Algorithm A1 Divergence-Free Solver

01: compute density substantial derivative: \( \frac{D\rho}{Dt} \)
02: while \( \rho_{err} > \eta_v \) and \( iter < solver_iterations \):
03:   for \( i \) in particles:
04:      compute stiffness parameter \( \kappa_i \) and \( \kappa_j \)
05:      update velocity \( v_i \leftarrow v_i + \Delta v_i \)
06:   for \( i \) in particles:
07:      update density substantial derivative: \( \frac{D\rho}{Dt} \)
08:      update \( \rho_{err} \) and \( iter \)

Appendix B. Calculation Flow of the Density Constraint Solver

Algorithm A2 shows the calculation flow of the density constraint solver. We use the same iterative stopping criteria as used in divergence-free solver. In each iteration step, the particle density \( \rho_i \) needs to be calculated first, which is then used to update the constraint \( C_i \) according to Equation (15). If \( C_i \) is greater than zero, it means that the particle distribution is too dense, and then we need to update the scaling factor \( \lambda_i \) using \( C_i \). The position correction \( \Delta x_i \) of each particle can be calculated by Equation (21). The particle position \( x_i \) can be updated using \( \Delta x_i \). At the end of the iteration step, the average density error \( \rho_{err} \) is updated according to the particle density \( \rho_i \). In each iteration step, the particle position \( x_i \) is updated and the distribution of the particles changes. Therefore, in the next iteration step, the particle density \( \rho_i \) needs to be updated first. The loop continues until the density error \( \rho_{err} \) is smaller than the threshold \( \eta_c \), or the number of iteration steps \( iter \) is greater than the threshold \( solver_iterations \).
Algorithm A2. Density Constraint Solver.

01: while $\rho_{\text{err}} > \eta_c$ and $\text{iter} < \text{solver\_iterations}$:
02:   for $i$ in particles:
03:     compute density $\rho_i$
04:     compute constraint $C_i$
05:     if $C_i > 0$:
06:        compute $\lambda_i$
07:   for $i$ in particles:
08:     compute $\Delta x_i$
09:   for $i$ in particles:
10:     update position $x_i \leftarrow x_i + \Delta x_i$
11: update $\rho_{\text{err}}$ and $\text{iter}$
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