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ABSTRACT
Artificial ventilation is widely used for various respiratory problems of human beings. The oxygen level of the corona patients has to be maintained for smooth breathing which is very difficult. For achieving this state, the air pressure should be controlled in the respiration system that has a piston mechanism driven by a motor. An Automatic respiration system model is designed and controller parameters are tuned using hybrid Optimization techniques. Hybrid Controllers like genetic algorithm based Fractional Order Proportional Integral Derivative controller (FOPID), Fmincon-Pattern search algorithm based Proportional Integral Derivative (PID) controller, and Hybrid Model predictive control (MPC) – Proportional Integral Derivative (PID) controllers were designed and verified. Integral Square Error is considered as the objective function to find the controller parameters. The output responses of all three hybrid controllers are compared based on the error indices, time domain specifications, set-point tracking, and Convergence speed graph. The genetic algorithm-based FOPID controller gives better results when compared with the Fmincon-Pattern search algorithm based Proportional Integral Derivative (PID) controller and Hybrid Model predictive control (MPC) – Proportional Integral Derivative (PID) for the proposed artificial ventilation system.

1. Introduction
COVID-19 is one of the major respiratory diseases that started to spread in November 2019. The Corona Virus reaches the lungs of human, the respiratory tract and starts to multiply. This issue may block the lungs and create breathing problems ranging from mild to severe based on the health conditions of the patient. Coronavirus may severely affect elderly people who already have other health problems, such as heart-related disease, asthma, and diabetes. The coronavirus family contains SARS-CoV-2, the virus that activates COVID-19 [1]. When the virus enters into the good and healthy cells, it multiplies and attacks the neighbouring cells. The illness spreads across the respiratory tract, where the immune system fights back. They swell and become inflamed in the lungs and airways. About 80% of people who have COVID-19 have symptoms that are mild to moderate. Patients affected by coronavirus may have a loss of smell, dry cough, loss of taste, cold and increase in temperature. With a chest X-ray or CT scan, doctors can show symptoms of lung inflammation called Ground Glass Opacity. The ground-glass opacity is a hazy grey region that can be seen in CT scans [2]. The increasing density inside the lungs is indicated by these grey spots. The patients will face severe difficulties in breathing when they do not take proper medicines in the starting stage. When the oxygen level reduces below 90%, the patients can breathe only with the help of a mechanical ventilator or artificial ventilator [3,4].

An artificial respiration system will replace the respiratory muscles that provide the energy required during the inspiration process to ensure the flow of gas into the alveoli ducts [5]. With the help of the artificial ventilation system, the patient can breathe easily and this makes it easy for doctors to reduce the cold that has blocked the lungs. The oxygen level or oxygen saturation level of the patient will be monitored using Pulse oximeters often to know the amount of oxygen level to be supplied for the patient. The doctors found it difficult when a large number of patients were admitted due to the fast spread of Coronavirus. The Auto respiration system helps the doctors by automatically tuning the desired output based on the amount of oxygen required by the patients. An air section with a piston system driven by the motor is the main component of an artificial respiration system. The piston direction is changed by the control mechanism. The finest value of the constraints configuration on the artificial respiration device is the difficult challenge since a patient’s ventilator parameters depend on several variables. For its good quality, modest control appliance, and good performance, the optimization algorithm-based artificial
ventilation system is therefore becoming more popular. Patients decide their respiratory rate during aided respiration, but the ventilator decides the tidal volume. In regulated breathing, the ventilator determines both the rate of respiration and tidal length [6]. Each ventilation model has different configuration ranges. More modern and developed machines offer more options for operators in respiratory settings.

Swarm-based optimization techniques were used for designing PID controllers for artificial respiration systems. The Constricted Class Topper Optimization algorithm gives better results when compared to Class Topper Optimization and Particle Swarm Optimization techniques [7]. The self-adaptive particle swarm optimization is designed for the selection of a wide range of features. The SaPSO gives better results in terms of classification accuracy than Evolutionary and Non Evolutionary computation counterparts [8]. A mechanical ventilator is designed and examined to implement the control methods that help researchers by outlining new trends. Classical and Intelligent control ventilators have been designed using volume, time, pressure, and flow [9]. The Fuzzy Logic-based controller is considered for controlling the pressure in a mechanical ventilator system. It is concluded that the Fuzzy algorithm-based controller has the ability to regulate the level of pressure support ventilation from continuous measurements of a patient’s vital signs [10]. The dual closed-loop control system is designed for the mechanical ventilation system. To automatically change the oxygen concentration in the patient’s intake air, the controller uses the response from the patient’s arterial oxygen saturation and combines a rapid stepwise monitoring protocol with a PID control algorithm [11]. For patients on mechanical ventilation, a method for controlling the fraction of inspired oxygen (F(I)O2) and positive end-expiratory pressure (PEEP) is designed. F(I)O2 is regulated in this method by two interacting mechanisms: a fine control mechanism and a rapid stepwise protocol that is used when the patient’s oxygen saturation level (S(pO2)) drops suddenly [12].

A method based on hybrids of machine learning and nature-inspired algorithms to improve current time-series prediction (forecasting) technologies is proposed [13]. The suggested prediction model combines machine learning, adaptive neuro-fuzzy inference, adaptive neuro-fuzzy inference system, and enhanced beetle antennae search swarm intelligence metaheuristics. The increased beetle antennae search is used to select the adaptive neuro-fuzzy inference system’s parameters and to improve the prediction model’s overall performance. The suggested hybrid method outperformed other advanced algorithms tested on the same datasets, proving to be a helpful tool for time-series prediction, according to simulation findings and comparison analysis.

Soft-computing-based optimization technology is currently being used to solve various forms of research problems [14]. In the field of biomedical engineering, optimization-based technology can be used to solve multiple problems. The contribution of this paper is to design the controller for the Airway Pressure in the Auto Respiration System. To tune the controller values for various types of control problems, Hybrid Model Predictive Controller, genetic algorithm-based Fractional Order PID, Fmincon-pattern search based PID controllers have been considered. The Airway Pressure of the ventilation system has to be tuned. Here the closed-loop ventilation control is implemented. The model is designed based on the first principle method and the optimization techniques are implemented to control the airway pressure. The optimization techniques are compared based on the time domain specification, error indices, set-point tracking, and convergence speed graph to find the best controller to be used to tune the Airway Pressure of the Respiration system [15,16]. Integral Square Error (ISE) is used as the objective function for the optimization techniques used. ISE is used as an objective function to limit the PID parameter gain values for the fast processes. It also reduces the large errors [17]. In the future, the dataset of the patients may be collected and the model is trained using machine learning techniques and an optimized convolutional neural network may be used to tune the controller [18].

2. Process description

The Artificial respiration system consists of sensors, displaying equipment, and a control mechanism for the continuous monitoring of corona patients. The basic block diagram of the model is represented in Figure 1. The airway pressure that is needed to be controlled is given as input and the desired or controlled pressure will be the output. The electric motor present here will be used to operate the piston movement. Figure 2 represents the block diagram of the artificial respiration system. Here, the main objective is to control the Airway Pressure inside the air compartment of the artificial respiration system. Initially, the air reaches the body from the nose or mouth and flows down to the throat through the larynx and trachea. Then, by the main stem called bronchi, they are accessible in both left and right lungs, it joins the lungs. These primary stems in the lungs split into smaller stems and split into further smaller tubes called the bronchioles [19]. Small air sacs called alveoli to end with these bronchioles. Each lung has several million alveoli, and these areas are responsible for the exchange of gases. Each alveolus interacts closely with a capillary network containing pulmonary artery deoxygenated blood.

The respiratory sensor that is connected to the controller [20] detects the respiratory output from the
human body. The controller delivers the necessary amount of oxygen to the lungs based on the level of the oxygen required [21]. The airway pressure control is concentrated here. The Airway pressure \( P_a \) is determined by Pneumatic resistance and Lung storage capacity. When considering the gain of the current control loop of the piston drive mechanism, the time constant of the system is noted as a first-order differential system [23].

The Piston system and Lung Mechanic are two major sub-components of the artificial respiration system [24]. The system dynamics of breathing mechanics are represented in Figure 3 where \( Z \) is the piston speed, \( V \) is the input voltage to the system, \( X \) is the output of the piston drive system, \( P_a \) is the airway pressure and \( T \) is the load torque. The Auto respiration system model is designed based on the control loop gain, control loop time, field flux, the moment of inertia, piston area, coefficient of friction, the transmission of the piston drive system and Pneumatic resistance, Lung storage capacity of the lung mechanics [7]. The Piston drive system block diagram is shown in Figure 4.

Table 1 represents the symbol used in the respiratory system’s open loop model.
Figure 5. Lung mechanics block diagram.

Table 1. The symbol and values used in the respiratory system’s open loop transfer function model.

| Symbol       | Description                  | Values       |
|--------------|------------------------------|--------------|
| $k_a$        | Current control loop Gain    | 0.368 A/V    |
| $T_a$        | Current control loop Time    | 9e−5         |
| $w$          | Field flux                   | 2.79 Ncm/A   |
| $j_{eff}$    | Moment of inertia            | 0.0032 N cm s²|
| $A_{piston}$ | Area of the Piston           | 1.62 dm²     |
| $k_r$        | Coefficient of friction      | 0.005 N cm/rad|
| $k_g$        | Transmission                 | 0.4 mm/rad   |
| $R_r$        | Pneumatic resistance         | 2 mbar/l     |
| $C_r$        | Lung Storage capacity        | 70 ml/mbar   |
| $K_m$        | Transfer ratio               | 0.0391 cm    |

The first-order differential equation can be used to express the motor’s time constant. In a piston-motor driving system, friction is considered linear. The applied motor voltage is the input variable for the piston-motor driving system. The load torque feedback from the lung system is also fed into the piston-motor drive system. The torque balance equation is represented in Equation (1).

$$j_{eff} \cdot \omega = T + \frac{k_a}{1 + T_a s} V - w^2 \frac{k_a}{1 + T_a s} \omega - k_r \cdot \omega \quad (1)$$

where $V$ is the input voltage, $T$ is load Torque, $k_a$ is current control loop gain, $T_a$ is current control time constant, $k_r$ is the coefficient of friction, $w$ is field flux, $j_{eff}$ is the moment of inertia. The Lung Mechanics block diagram is shown in Figure 5.

The mathematical derivation of the lung mechanics shown in Figure 5 in Laplace domain is shown in Equation (2).

$$T = K_m \cdot A_{piston} \cdot \left( R_r + \frac{1}{C_r \cdot S} \right) \cdot Z \quad (2)$$

where $A_{piston}$ is the area of the piston, $K_m$ is transfer ratio, $C_r$ is lung storage capacity and $R_r$ is Pneumatic resistance of lungs and $Z$ is the piston speed. The respiratory system’s open loop model is shown in Figure 6.

Table 2 represents the lung parameters in comparison with the age [24]. The Storage capacity of the lungs increases with age and Pneumatic resistance decreases with age. Here, the Automatic Respiration System is designed for adults.

A patient feedback control loop is considered when designing an artificial ventilator controller. The interaction of the patient with the system can be considered a disturbance. The desired pressure is sent to the controller as the reference signal. A controller is used to illustrate the closed-loop model in a block diagram shown in Figure 7.

The values of the respiration system parameters represented in Table 1 are loaded to execute the model. A mathematical model is designed using the first principle method [25,26]. This idea is very helpful as the Airway Pressure that is to be controlled will vary according to the patient of different ages and also vary if they are affected by corona [27]. So the $C_r$ and $R_r$ values can be varied whenever necessary to control the Airway Pressure.

3. Controller design

The Airway Pressure in the Auto Respiration System is controlled using controllers like Hybrid Fmincon-pattern search algorithm based PID controller, genetic algorithm-based FOPID controller, and Hybrid MPC-PID controllers using MATLAB.

3.1. Hybrid Fmincon-pattern search based PID controller

The block diagram of the Hybrid optimization-based PID controller is shown in Figure 8. Here, the airway pressure is given as the input and output will be the desired or controlled pressure value. The optimization techniques are used to tune the PID parameters of the Auto Respiration System. Using the interior-point algorithm, the Fmincon (Find the minimum of constrained) algorithm is used to find the minimum of a constrained nonlinear multivariable equation. The algorithm selected here is ‘interior-point’ that handles
sparse problems, large, as well as small intense problems. The Fmincon algorithm compensates the bounds at all iterations and also can improve from NaN or Inf results [28]. This algorithm can use some special techniques for large-scale issues. The Fmincon Algorithm Flowchart is shown in Figure 9.

In the Fmincon algorithm process, the input value is given which includes the Active powers, Constraints and Starting point $x_0$. Based on the constraints given, an evaluation process takes place. $J$ is considered as the Fmincon function. Then Iteration (iter) will be increased and new values of $K_p$, $K_d$, $K_i$ values will be selected within the range of the constraints. The present Fmincon function $J(x_i)$ is compared with the previous value $J(x_i - 1)$. The iteration will be repeated until the best optimum value of $K_p$, $K_d$, $K_i$ value is reached or if the iteration reaches the maximum value.

The objective function is considered as Integral Square Error (ISE). Equation (3) represents the ISE,

$$ISE = \int_0^T e(t)^2 \, dt$$  \quad (3)
The initial value is considered as $X = (X_1, X_2, X_3)$. MATLAB Equations (4)–(6) returns the values of the PID parameter based on the objective function ISE.

$$[Kp, f_1, ef_1, op_1, L, G, H] = f(ISE, X_1, A_1, b_1, Aeq_1, beq_1, lb_1, ub_1, N_1, O_1)$$

$$[K_i, f_2, ef_2, op_2, L, G, H] = f(ISE, X_2, A_2, b_2, Aeq_2, beq_2, lb_2, ub_2, N_2, O_2)$$

$$[K_d, f_3, ef_3, op_3, L, G, H] = f(ISE, X_3, A_3, b_3, Aeq_3, beq_3, lb_3, ub_3, N_3, O_3)$$

In Equations (4)–(6), the algorithm starts with the initial value and finds the minimum value of the function based on the objective function ISE. In MATLAB, Equations (4)–(6) fmincon is abbreviated as $f$, the final value is abbreviated as $f_v$, exit flag is abbreviated as $ef$, the output is abbreviated as $op$, $L$ represents the structure of fields comprising the Lagrange multipliers, $G$ represents the Gradient of the objective function of PID parameter, $A$, $b$ are the linear inequality constraints matrix and vector, respectively. $Aeq$ and $beq$ are the linear equality constraints matrix and vector, respectively. $lb$ represents the lower bound and $ub$ represents the upper bound for the PID parameters. The $fval$ is nothing but the value of the objective function that is returned as a real number. $H$ represents the objective function's Hessian of the PID parameter and $O$ represents the option that returns a collection of the optimization problem.

Fmincon also returns a value [8] exit flag that defines the exit state of the algorithm, as well as a structured output that contains details about the optimization process.

The Hessian of the Lagrangian is represented in Equation (7).

$$H = \nabla^2 L = \nabla^2 ISE + \sum_i \lambda_i \nabla^2 C_i + \sum_j \lambda_j \nabla^2 Ceq_j$$

where $C$ represents the nonlinear inequality constraint vector and $Ceq$ represents the nonlinear equality constraint vector. In Hessian, BFGS (Broyden–Fletcher–Goldfarb–Shanno) algorithm is selected as it is an interactive method that solves the unconstrained nonlinear optimization problems. In the Algorithm setting, set Typical $X$ values that indicate the distinctive magnitude of the variables [8,29]. In the projected conjugate iteration, the maximum iterations indicate the maximum number of projected conjugate gradient iterations. The relative tolerance indicates the relative termination tolerance on the projected conjugate gradient iteration. The absolute tolerance indicates the absolute termination tolerance on the projected conjugate gradient iteration. The stopping criteria indicate the reason for the termination of the algorithm. Max
iterations indicate the maximum number of iterations that the algorithm will perform. The highest number of evaluations of the constraints and objective function has to be mentioned in Max function evaluations. The algorithm runs for many numbers of iterations until it gets the best fit values. If there is any issue identified, the algorithm terminates and the reason for termination will be displayed.

The best fit value obtained in the Fmincon algorithm will be given as the input for the pattern search algorithm. The pattern search (PS) optimization technique is a derivative-free evolutionary algorithm that can be used to solve a wide range of optimization problems that are outside the limits of traditional optimization techniques [30]. It has a straightforward definition, is simple to enforce, and is computationally efficient [31]. The Hybrid Fmincon-pattern search algorithm flowchart is shown in Figure 10. The Objective function considered here is Integral Square Error (ISE).

The initial value as obtained from Fmincon algorithm is, \( X = (X_1, X_2, X_3) \)

\[ [K_p, f_{v1}, e_{f1}, o_{p1}] = \text{ps}(\text{ISE}, X_1, A_1, b_1, Aeq_1, beq_1, lb_1, ub_1, N_1, O_1) \]  
(8)

\[ [K_i, f_{v2}, e_{f2}, o_{p2}] = \text{ps}(\text{ISE}, X_2, A_2, b_2, Aeq_2, beq_2, lb_2, ub_2, N_2, O_2) \]  
(9)

\[ [K_d, f_{v3}, e_{f3}, o_{p3}] = \text{ps}(\text{ISE}, X_3, A_3, b_3, Aeq_3, beq_3, lb_3, ub_3, N_3, O_3) \]  
(10)

Here, the algorithm starts with the initial value and finds the minimum value of the function based on the objective function ISE. In the equation, pattern search is abbreviated as \( \text{ps} \), the final value is abbreviated as \( f_v \), exit flag is abbreviated as \( e_f \), the output is abbreviated as \( o_p \). \( A \), \( b \) are the linear inequality constraints matrix and vector, respectively. \( A_{eq} \) and \( b_{eq} \) are the linear equality constraints matrix and vector, respectively. \( lb \) represents the lower bound and \( ub \) represents the upper bound for the PID parameters.
The fitness function is nothing but the objective function that needs to be reduced has to be specified here. The lower and upper bounds on the variables are to be mentioned in the constraints. The control on how the pattern search will poll the mesh points will be done by Poll options. This option depends on the class of algorithms utilized. Poll Method will indicate the method that the poll algorithm utilized to form the mesh. The Complete poll indicates if all the points are polled in all the iterations in the current mesh. The polling order indicates the order that searches the points in the recent mesh using GSS or GPS methods. Consecutive is selected in the polling order that determines deterministic order. The term search option refers to the algorithm’s ability to run searches at any iteration before polling. When the search yields a point that increases the objective property, the algorithm uses the point in subsequent iterations rather than polling. The mesh used for the pattern quest will be controlled by Mesh Options. The initial mesh’s size is defined as the length of the vector between the initial point and the mesh point. The initial size must always be a positive scalar. After a good iteration, the mesh size would not rise until the full size has been achieved. The Accelerator indicates if 0.5 is multiplied to the Mesh contraction factor after all the unsuccessful iteration of the smaller mesh size. An Accelerator is applied in the GPS and GSS algorithms. The scale parameter is set to true if the algorithm scales the mesh points by multiplying the pattern vectors by constants relative to the logarithms of the current point’s coordinates. The Scale is not utilized when there is an equality constraint. The expansion factor determines how much the mesh size can be expanded after a favourable vote. The Expansion factor should be a positive scalar, and it should only be used for a GPS or GSS poll or search function. The existence of cache in the algorithm is indicated by the Cache choice. The algorithm cannot test the objective function at any mesh points under the Tolerance if the Cache is turned on. The stopping criteria indicate the reason for the termination of the pattern search algorithm. The mesh tolerance indicates the minimum tolerance of the size of the mesh. The maximum number of iterations that the algorithm will perform has to be specified in Max Iteration. The highest number of evaluations of the constraints and objective function has to be mentioned in Max function evaluations. The maximum time that the algorithm has to run before terminating should be specified in the Time limit. The algorithm runs for many iterations until it gets the best fit values [32]. If there is any issue identified, the algorithm terminates and the reason for termination will be displayed. The best fit value can be used to tune the $K_p$, $K_i$, $K_d$ value of the PID controller [33]. The MATLAB Simulink model of Hybrid Fmincon-Pattern Search based PID Controller is shown in Figure 11. The simulation time is 10 s. PID parameters of Hybrid Fmincon-pattern search based PID controller is tabulated in Table 3.

The Controller response vs Process variable of hybrid Fmincon-PS based PID controller is shown in Figure 12.

3.2. Genetic algorithm based FOPID controller

The genetic algorithm is an optimization technique used to solve constrained and unconstrained issues [34]. It is working based on the natural identification process that is similar to that of the biological process [35]. The well-known and widely used evolutionary algorithms are based on the Darwinian mechanism of evolution, natural selection, and regular genetics [36]. The controller parameters for fractional-order PID controllers, such as proportional gain ($K_p$), integral time ($K_i$), derivative time ($K_d$), fractional order integral term coefficient ($\lambda$) and fractional order derivative term coefficient ($\mu$), are calculated using genetic algorithm
Fractional Order controllers may outperform traditional (integer-order) controllers in terms of system performance and robustness, according to a recent study. The fractional-order PID controller consists of a collection of fractional operators as well as controller gains. As a result, the FOPID controller design approach consists of solving five nonlinear equations with five system unknowns. The complexity of the five nonlinear equations, on the other hand, is significant, owing to the fractional order [38].

The FOPID equation is mentioned in Equation (11).

\[ G = K_p + \frac{K_i}{s^\lambda} + K_d s^{\mu} \]  

(11)
The five parameters are tuned by considering the objective function as ISE. The MATLAB Equations (12)–(16) represents the genetic algorithm used for tuning the FOPID parameters.

\[
[Kp, fval, exitflag, output] = \text{ga}(\text{ISE}, nvars, A1, b1, Aeq1, beq1, lb1, ub1) \quad (12)
\]

\[
[Ki, fval, exitflag, output] = \text{ga}(\text{ISE}, nvars, A2, b2, Aeq2, beq2, lb2, ub2) \quad (13)
\]

\[
[\lambda, fval, exitflag, output] = \text{ga}(\text{ISE}, nvars, A3, b3, Aeq3, beq3, lb3, ub3) \quad (14)
\]

\[
[Kd, fval, exitflag, output] = \text{ga}(\text{ISE}, nvars, A4, b4, Aeq4, beq4, lb4, ub4) \quad (15)
\]

\[
[\mu, fval, exitflag, output] = \text{ga}(\text{ISE}, nvars, A5, b5, Aeq5, beq5, lb5, ub5) \quad (16)
\]

\(nvars\) is the number of variables, \(A\), \(b\) are the linear inequality constraints matrix and vector, respectively. \(Aeq\) and \(beq\) are the linear equality constraints matrix and vector, respectively. \(lb\) represents the lower bound and \(ub\) represents the upper bound for the FOPID parameters. The number of variables used here is 5.

Here, the genetic algorithm-based FOPID controller is implemented where the algorithm is used to find the FOPID parameters. The fitness function is nothing but the objective function that needs to be reduced has to be specified here. The Fitness function’s number of independent variables are given in the number of variables [39]. The lower bounds and the upper bounds are the
population of the genetic algorithm. Population specifies the choice for the lowest and highest values on the variables mentioned in the constraints. Population size indicates how many entities are present in each generation [40]. Here, the population size selected is default 50. The Creation function indicates the function that creates the early population. Here, Constraint dependent is chosen which is uniform when there are 0 linear constraints, or if there are nonlinear constraints. The scaling function transforms the fitness function’s raw fitness scores into values within the selection function’s spectrum of acceptability. Here, the Rank option is selected, which scales the raw scores according to each individual’s rank rather than its ranking. An individual’s rank is simply their place in the sorted ratings. The power of the distribution of raw scores would be nullified by the Rank fitness scaling. The preference function selects parents for the next generation based on the fitness scaling function’s scaled values. The Tournament is used to choose each parent by randomly chosen people, the number of which is determined by the Tournament size, and then selecting the best child from that group to be a parent. The children are generated by the genetic algorithm at each new generation based on reproduction. The number of individuals who are certain and live to see the next generation is represented by the Elite count. The Elite count is set to be less than or equal to the Population size in positive integers. The Crossover would create a new human child for the next generation by merging two individual parents. While there are no linear constraints, the option dispersed is selected, and when there are linear constraints, the option intermediate is selected. This thing ensures the parent’s and children’s compatibility [41]. When the population size is set to a vector with a length greater than 1, migration is described as the movement of individuals between the algorithm’s subpopulations. The direction of migration will be forwarded into the last sub-population. The nonlinear constraint will be represented by constraint parameters. The starting value for the genetic algorithm is defined by the initial penalty. The first penalty must be equal to or higher than one. The algorithm’s termination is determined by the stopping conditions. Generations indicate the number of iterations needed by the genetic algorithm. The time-limit specifies how long the genetic algorithm will run in seconds before the iteration is stopped. If the best fitness value is less than or equal to the Fitness optimum value, the algorithm will terminate. When the average shift in the fitness function value over the Stall generations is less than the Function tolerance, the algorithm will terminate. The algorithm would terminate if the best fitness value does not change within the time interval given by the Stall time limit. When the genetic algorithm is running, the Plot functions will plot different facets of it. On the view window, each one will be plotted on its own axis. The algorithm runs for many numbers of iteration until it gets the best fit values. If there is any issue identified, the algorithm terminates and the reason for termination will be displayed. The best fit value can be used to tune the $K_p$, $K_i$, $K_d$, $\lambda$, $\mu$ value of the FOPID controller. The MATLAB Simulink model of GA-based FOPID controller is shown in Figure 14. The simulation time is 10 s. PID parameters of GA based FOPID controllers is tabulated in Table 4. The Controller response vs Process variable of GA based FOPID controller is shown in Figure 15.

### 3.3. Hybrid MPC-PID controller

Combination of Model Predictive Controller–Proportional Integral Derivative controller is a hybrid controller used to control the airway pressure of the artificial respiration system [42]. The Hybrid MPC-PID block diagram is shown in Figure 16.

MPC is a very popular controller that helps to tune the process and removes the issues of the system. It can vary the parameters in the ventilation system simultaneously.

Model prediction at time step $k$ is given in Equation (17).

$$y_k = \sum_{i=1}^{N-1} S_i \Delta u_{k-i} + S_N \Delta u_{k-N}$$

The error generated after comparing the model output and actual output is considered as the input value for the prediction block. The forthcoming value of the output can be expected based on the system input and the error. The optimizer in the calculation block will optimize the predefined objective functions at any sample time to give the upcoming control action based on the set-points, constraints, and prediction values. Control measurements are completed in the time interval called Sampling time ($T_s$), which is equal to the control interval. The controller calculates the upcoming control action based on the Horizon Prediction (P). To achieve the optimal control action, the objective function must be low.

PID controller is a popular controller used in most of the processes because of its simplicity and wonderful performance [43]. The PID parameters are tuned based on Ziegler Nichols (ZN) method [44,45].

| Controller   | $K_p$  | $K_i$  | $K_d$ | $\lambda$ | $\mu$ |
|--------------|--------|--------|--------|-----------|-------|
| GA based FOPID | 1.8993 | 130.98 | 0.00698 | 0.99      | 0.503 |

Table 4. GA based FOPID controller parameters.
The equation of PID controller is mentioned in Equation (18)

\[ G_{\text{PID}}(s) = K_p e(t) + K_i \int_0^t e(t) \, dt + K_d \frac{de(t)}{dt} \]  

(18)

Balancing of the closed-loop before the occurrence of the steady oscillations will be done in the ZN method. The output of the MPC controller is given as input to the PID controller. The MATLAB simulink model of the Hybrid MPC-PID controller is shown in Figure 17. The simulation time is 10 s. The PID parameters obtained from ZN method is tabulated in Table 5.

| Tuning method       | $K_p$  | $K_i$  | $K_d$  |
|---------------------|--------|--------|--------|
| ZN tuning method    | 1.646  | 131.267| 0.006936|

4. Results and discussion

The main objective of the work is to maintain the oxygen level based on the patient’s requirement. The oxygen level will not be the same, as Coronavirus spreads rapidly and affects breathing level. The Hybrid Optimization technique, Optimization-based controller, Hybrid MPC-PID controller are used for tuning the controller parameters of the Auto Respiration System. The comparison of genetic algorithm-based FOPID controller, Fmincon-Pattern search Algorithm based PID controller, and Hybrid MPC-PID controllers are done. The pulse input is given and the response is compared for the designed controllers using MATLAB. Figure 19 represents the comparison response of the controller for the automatic respiration system.

Figure 20 represents the set point tracking of the controllers to show the response of controllers when the required amount of pressure varies immediately. Figure 21 represents the response of the controller that is enlarged for clear view. The error indices of the controllers are compared to find the best controller.
for the automatic respiration system. The time-domain specifications: Rise Time ($T_r$) and Settling Time ($T_s$) are shown in Table 6. The error indices of the controllers are tabulated in Table 7. From Figure 20, it is found that the controller responds to the input when the patient requires more oxygen at a particular time.

The genetic algorithms search a population of points in parallel. As a result, unlike traditional approaches that search from a single point, it is capable to avoid getting trapped in a local optimal solution. Genetic algorithms employ probabilistic rather than deterministic selection principles. However, the delayed convergence of a genetic algorithm-based FOPID controller
is a major disadvantage. Whereas Fmincon-Pattern-search is a class of numerical optimization methods that do not need the use of a gradient. As a result, it can be applied to non-continuous and non-differentiable functions. But the major drawback of this method is, it is a slow method and is difficult to execute. The settling time of the Fmincon-Pattern search based PID controller is high. MPC-based controllers are more advanced methods used to solve nonlinear problems. But it is more complex and takes time to execute when compared to GA-based FOPID Controllers.

The optimization problem is displayed on a convergence graph to see if it is converging to the best solution [46]. The convergence diagram of the genetic algorithm and Fmincon-PS algorithm is shown in Figure 22.

From Figure 22, the GA-based FOPID algorithm converged substantially faster than the hybrid Fmincon pattern search algorithm when using the prior airway pressure measurement as an initial population. When compared to the GA-based algorithm with a hybrid Fmincon pattern search algorithm, the GA-based algorithm with historical airway pressure demonstrated a 38% reduction in average delay at iteration 200. This has the potential to significantly enhance airway pressure regulation.
From Table 6, it is observed that the GA-based FOPID controller has efficient set-point tracking which has less rise time and faster settling point when compared to other controllers. From Table 7, it is observed that GA-based FOPID controllers have fewer error values when compared to the other controllers. GA-based FOPID controller gives a fast response with less error, which is very important for the system as the oxygen has to be supplied to the patients immediately when they need it to save their life.

Figure 23 shows the stability analysis of the GA-based FOPID controller plotted in box and whisker plot was taken for 400 iterations. The values of GA-based FOPID parameters lie between the upper and lower bound values. Figure 24 shows the Clear View of Stability of each parameters of GA based FOPID Controller.

5. Conclusion

Based on the result obtained by comparing the hybrid controllers, the genetic algorithm based FOPID controller gives a better response than Hybrid Fmincon-Pattern Search based PID controller and Hybrid MPC-PID controller. From the result and discussion section, it is observed that the integral square error value of the genetic algorithm-based FOPID controller is 0.49% less than Hybrid Fmincon-PS based PID controller and 4.94% lesser than Hybrid MPC-PID controller. The integral absolute error of the genetic algorithm-based FOPID controller is 77.5% less than the Hybrid MPC-PID controller and 0.005% lesser than Hybrid Fmincon-PS based PID controller. The settling time of the genetic algorithm-based FOPID controller is 72% faster than Hybrid Fmincon-PS based PID controller and 13% faster than Hybrid MPC-PID controller. The genetic algorithm based FOPID controller improves the set-point tracking capability for various pressure set points. Also, the GA-based FOPID algorithm converged substantially faster than the hybrid Fmincon pattern-search algorithm. The stability analysis of genetic algorithm-based FOPID controller shows that the values are stable and lie within the bounds. So genetic algorithm-based FOPID controller can be used in the Auto Respiration System to supply the required oxygen for the patients within the stipulated time. The limitation of the proposed work is that inadequate patient data may lead to an imperfect model which is difficult to achieve the design criteria. In
the future, a model will be trained using an artificial intelligence-based algorithm for modelling the auto respiration system to get the required pressure value for the corona patients.
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