Abstract

The European Union Artificial Intelligence (AI) Act proposes to ban AI systems that "manipulate persons through subliminal techniques or exploit the fragility of vulnerable individuals, and could potentially harm the manipulated individual or third person". This article takes the perspective of cognitive psychology to analyze and understand what algorithmic manipulation consists of, who vulnerable individuals may be, and what is considered as harm. Subliminal techniques are expanded with concepts from behavioral science and the study of preference change. Individual psychometric differences which can be exploited are used to expand the concept of vulnerable individuals. The concept of harm is explored beyond physical and psychological harm to consider harm to one’s time and right to an un-manipulated opinion. The paper offers policy recommendations that extend from the paper’s analyses.

Introduction

The European Union (EU) Artificial Intelligence (AI) Act proposes a banning of AI systems that "manipulate persons through subliminal techniques or exploit the fragility of vulnerable individuals, and could potentially harm the manipulated individual or third person" (EU Commission 2021). The EU AI ACT proposes two practices for regulating manipulation (Veale and Borgesius 2021); namely, prohibiting:

1. AI systems that use subliminal techniques that a person is not consciously aware of to "materially distort" a person's behavior in a way that either causes or is likely to cause that person (or a third party) psychological or physical harm;

2. AI systems that exploit a specific group’s vulnerabilities due to their age, physical or mental disability, to "materially distort" the behavior of an individual from that group in a way that either causes or is likely to cause that person (or a third party) psychological or physical harm.

The EU AI Act in its current form poses many questions for AI developers. This paper approaches the problem from the perspective of Cognitive Psychology to understand, analyze and expand on what subliminal techniques might constitute, who vulnerable individuals may be, and what is considered a significant harm.

Existing laws concerning human experimentation

AI systems are often developed through experimental interaction with human beings with the objective of modifying human behavior, whether to increase engagement, click-through, conversion, time-on-site, return visits, or some other measure (Tamburrelli and Margara 2014).

Developers of AI systems designed to study and modify human behavior tend not to use an IRB boards or equivalent when testing out the psychological and behavioral outcomes of their AI systems. Even when they do, the academic community denies the requirement of an IRB board when AI systems are deployed by a commercial entity. A famous example comes from an experiment on Facebook showing that emotional states transfer from person to person in a social network - a finding known as emotional contagion (Kramer, Guillory, and Hancock 2014). In an editorial expression of concern by PNAS, which published the original article, the journal stated that as Facebook was a private company and it "was under no obligation to conform to the provisions of the Common Rule when it collected the data used by the authors..." (Verma 2014). We argue that EU regulations should define how these standards apply to commercial entities.

The EU AI Act arguably codifies for many forms of non-consensual human experimentation, by implicitly classifying AI systems which materially modify user behavior without voluntary informed consent as low-risk systems. Article 7, in the United Nations “International Covenant on Civil and Political Rights” (1966) reads "...no one shall be subjected without his free consent to medical or scientific experimentation” (United Nations General Assembly 1966). The covenant has 173 state parties, including EU member states. Currently in the "Charter of Fundamental Rights of the European Union", Article 3 proposes that "...the following must be respected in particular: the free and informed consent of the person concerned, according to the procedures laid down by law..." (European Union 2010). Given the impact experimentation by AI systems can have on human subjects, regulators should incorporate these principles.

1Institutional Review Boards (IRBs) enforce international laws for consensual human experimentation at universities.
**Subliminal techniques and beyond**

It has been claimed that *subliminal stimuli* can influence behavior. The Psychological research community has not drawn a firm consensus about the efficacy of subliminal techniques except perhaps that they are weaker than feared. Brooks et al. (2012) find that subliminal stimuli - sensory stimuli which are bellow the threshold for conscious perception - can only trigger actions that an individual intends to do either way. A meta analysis of the effectiveness of subliminal stimuli found that it had a low effect size which was not statistically significant (Trappey and Woodside 2004).

Criticisms of the EU AI Act suggest that subliminal techniques should be replaced with a broader range of manipulation techniques (Uuk 2022). In agreement with this we aim to provide an overview of these manipulation techniques.

People are aware of many aspects of their environment, but not necessarily aware of how these environmental aspects exert influence over their thoughts and behavior. Such influences are not perceptually subliminal, yet still subliminal in their influence. Aspects of an environment that can be changed to impact a person’s behavior are known as *Choice Architecture* (Thaler and Sunstein 2021). The act of changing choice architecture to influence people’s behavior without limiting or forcing options, or significantly changing their economic incentives is called *nudging* (Thaler and Sunstein 2016). However, not all aspects of choice architecture are equally influential (Mertens et al. 2022). This raises questions about what aspects of choice architecture are manipulative; and thus ban-worthy.

Franklin et al. (2022) review guidance from behavioral scientists concerning the ethics of behavior change. First, Sunstein (2021) argue that people have a right not to be manipulated”. Behavior change practices are manipulative when they do not engage with people’s capacity for reflective choice. Second, behavioral scientists argue that it is acceptable to make welfare-promoting behaviors easier to do, but not acceptable to use sludge – behavior change that results in outcomes that would be in the practitioner’s best interest rather than that of the target individual (Thaler 2018). Two common forms of sludge either promote self-defeating behaviors or discourage a person’s best interest. Finally, proponents of Libertarian Paternalism argue that behavior change which avoids material incentives and coercion is more ethical. Behavior change should be used to give people guidance given their own goals, rather than changing their goals (Thaler and Sunstein 2021).

Changes in behavior over time they can compound into more fundamental changes to a person’s life, which can be considered as manipulative. These manipulative behavioral changes are fortified by negative externalities. As no behavior sits in a vacuum, the occurrence of one behavior can create *behavioral Spillovers* (Dolan and Galizzi 2015). Behaviors that occur sequentially are often causally linked. The first behavior can cause a subsequent behavior, thus promoting a spillover. Spillovers can be both positive or negative, occurring in the same or opposite direction, respectively.

Another externality of manipulative AI influence is preference change. Evidence suggests that a person’s behavioral changes in behavior over time they can compound into more fundamental changes to a person’s life, which can be considered as manipulative. These manipulative behavioral changes are fortified by negative externalities. As no behavior sits in a vacuum, the occurrence of one behavior can create *behavioral Spillovers* (Dolan and Galizzi 2015). Behaviors that occur sequentially are often causally linked. The first behavior can cause a subsequent behavior, thus promoting a spillover. Spillovers can be both positive or negative, occurring in the same or opposite direction, respectively.

Another externality of manipulative AI influence is preference change. Evidence suggests that a person’s behavior change which avoids material incentives and coerced behavior, but behavior often predates and leads to the emergence of new preference. Recommender systems often use Machine Learning (ML) to learn the preferences of users to optimise the delivery of some service. When an iterative ML approach is applied to recommender systems, it becomes increasingly difficult to identify whether the system is learning about its users’ preferences or whether the recommender system has nudged its users to behave in a certain way in order to maximise its objective function (often metrics like user-attention or click-through) (Ashton and Franklin 2022). Typically more popular items are recommended more, making them even more popular (Mansoury et al. 2020). The recommender system’s algorithms uses this behavioral data to train. Given that the behavioral data comes from behavior influenced by the recommender system, training on that data creates a feedback loop (Chaney, Stewart, and Engelhardt 2018). Such systems may over time change preferences to a increasingly narrow band of content. To counter this, Franklin et al. (2022) propose an interdisciplinary effort to understand mechanisms of preference change - *Preference Science*.

**Psychometric differences as vulnerabilities**

The EU AI act proposes the prohibition of AI systems that exploit a specific group’s vulnerabilities due to their age, or physical or mental disability. We argue that the increased predictive power of online AI systems, when contained with extensive data about the online subject (user), their behavior, and their preferences, create an environment in which our natural psychometric differences can become material vulnerabilities. Thus, from a cognitive perspective, to be vulnerable is to deviate from other people on a psychometric trait, so that this deviation can be exploited.

Psychometric differences can be used to create a simple predictive models of how certain groups of people will respond to a particular stimulus, and thus these predictable individual differences can be exploited. More recently, people’s individual susceptibility towards the influence of different choice architectures has been labelled as nudgetability (de Ridder, Kroese, and van Gestel 2021). On a group level, exploiting small differences in a particular psychological construct can be materially effective. This is relevant in light of proxy measures for people’s psychometric profiles, which use secondary data available online (Stark 2018).

People’s individual differences in Big Five personality traits - openness to experience, conscientiousness, extraversion, agreeableness, neuroticism - have been successfully measured using “digital records of human behavior” (Kosinski, Stillwell, and Graepel 2013), which can be used to predict behavior (Kosinski et al. 2016), and thus are effective for ”the adaptation of persuasive appeals to the psychological characteristics of large groups of individuals with the goal of influencing their behavior” (Matz et al. 2017). Digital footprints used for measuring personality include likes, social media posts, mobile device logs, browsing

---

2The sub-field concerned with designing measures of psychological constructs is called *Psychometrics*.
logs and music collections (Lambiotte and Kosinski 2014). These algorithmic judgments of people’s personalities have a higher accuracy than those made by their close acquaintances (Youyou, Kosinski, and Stillwell 2015).

Personality traits have been exploited as a vulnerability in influencing voting behavior (Gerber et al. 2011). Infamously in the “Facebook–Cambridge Analytica scandal” around 87 million Facebook users got their personal data collected (ur Rehman 2019). This data was used to analyse people’s personality traits in order to make psychometrically-targeted political advertising.

Expanding the scope of harm

The EU AI Act has focused on regulating manipulation that causes or is likely to cause a person (or a third party) psychological or physical harm. Recent criticisms of the act have proposed that the acts should add societal harm to the list of harms, which would include things such as AI systems “harms the democratic process, eroding the rule of law, or exacerbating inequality” (Uuk 2022). We further propose that the AI Act should further include an additional two forms of harm - harm towards time and autonomy.

First, we argue that manipulation can result in a harm towards people’s time, in that it steers people away from how they would use their time if they were not manipulated. This is in line with Cass Sunstein’s argument for “manipulation as theft”, in that self-interested manipulators can be “thieves – of money, emotions, time and attention, or something else” (Sunstein 2021). Examples of “theft” include recommendation systems predicting the kinds of content that will keep users on a platform (Zakon 2020), sometimes resulting in social media addiction (Hou et al. 2019). The consequences of social media addiction can also be seen as a form of theft, with a study finding that social media addiction was negatively related to job performance and positively related to job burnout (Zivnuska et al. 2019).

Second, AI manipulation can harm a person’s autonomy. People’s behavior is getting changed everyday, which compounds into fundamental changes to their life. People should have “a right not to be manipulated” (Sunstein 2021).

Policy recommendations

Given the present analyses, we propose the following policy recommendations for the EU AI Act.

Recommendation 1: In acknowledgement that many technological techniques are not classed as ‘subliminal’ that materially distort a person’s behavior without their conscious awareness, Article 5 Section 1 (a) be modified from its current text to read: “the placing on the market, putting into service or use of an AI system that materially distorts a person’s behavior in a manner that causes or is likely to cause that person or another person physical or psychological harm”

Recommendation 2: In acknowledgement that all human beings, whether targeted in groups or as individuals, are vulnerable to substantial harm when their unique weaknesses are known and exploited, article 5 Section 1 (b) be modified from its current text to read: “the placing on the market, putting into service or use of an AI system that exploits any of the vulnerabilities of a person or group of persons in order to materially distort the behavior of a person pertaining to that group in a manner that causes or is likely to cause that person or another person physical or psychological harm”.

Recommendation 3: In acknowledgement that any human experimentation by any entity should not be conducted under any less stringent standard than that established by Standard 1 of the Nuremberg Code, an item be added to Chapter 1 Article 5 Section 1 reading: “the placing on the market, putting into service or use of an AI system that materially alters a person’s behavior without their voluntary informed consent”

Recommendation 4: Add to the list of high risk AI systems in Annex III: “9. AI systems that materially alter a person’s behavior with their voluntary informed consent”

Recommendation 5: We propose a requirement added to Chapter 2, Article 13 for sludge audits before deployment and after monitoring, identifying the presence of mechanisms that change behavior and preference, and identifying and removing those that fit the criterion of sludge (Sunstein 2020).

Recommendation 6: We propose the additions to the list of harms in Article 5 of: “harm to one’s time” and “harm to one’s autonomy”.

Conclusion

The European Commission’s EU AI Act has set up some initial regulation on AI manipulation. In this paper, we have outlined the ways in which the EU AI Act’s proposed subliminal techniques, vulnerable individuals, and harms can be expanded in light of research in cognitive psychology, behavioral science and the study of preference change. The aim of the article was to contribute to the discussion around ways in which the EU AI Act can be expanded to ensure that individuals and society are not harmed by AI manipulation.
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