Rotation sensing with improved stability using point source atom interferometry
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Point source atom interferometry is a promising approach for implementing robust, high-sensitivity, rotation sensors using cold atoms. However, its scale factor, i.e., the ratio between the interferometer signal and the actual rotation rate, depends on the initial conditions of the atomic cloud, which may drift in time and result in bias instability, particularly in compact devices with short interrogation times. We present two methods to stabilize the scale factor, one relying on a model-based correction which exploits correlations between multiple features of the interferometer output and works on a single-shot basis, and the other a self-calibrating method where a known bias rotation is applied to every other measurement, requiring no prior knowledge of the underlying model but reducing the sensor bandwidth by a factor of two. We demonstrate both schemes experimentally with complete suppression of scale factor drifts, maintaining the original rotation sensitivity and allowing for bias-free operation over several hours.

Cold atom interferometers [1] have achieved in recent years record sensitivities in acceleration and rotation sensing. As acceleration-sensing instruments, their applications range from precision measurements for fundamental research [2,10] to geophysical measurements [11–18], demonstrating both high sensitivity and high stability operation. Atom interferometry gyroscopes [19–24] are useful for field applications such as gyrocompassing [25,26] and inertial navigation on mobile platforms [27,28]. Point source interferometry (PSI) is an especially promising approach for such applications.

PSI is an atom interferometry technique for rotation sensing based on detecting the frequency of a spatial interference pattern across an atomic cloud. Originally developed in a 10-meter atomic fountain [22], the technique has also been applied in a sensor with cm-scale physics package [24,29]. Compared to other atom interferometry rotation sensing techniques, PSI has the benefits of experimental simplicity and inherent suppression of accelerations and vibrations. However, the scale factor of PSI is sensitive to the initial and final size of the atomic cloud, especially when the expansion ratio is small as in compact sensors with short expansion times [29]. As a result, PSI is susceptible to bias instability due to drifts in these technical attributes of the atomic sensor, limiting its usefulness in applications requiring high stability over long time scales.

In this work, we introduce two approaches to stabilizing scale-factor drifts in PSI measurements. The first approach utilizes additional information extracted from each PSI image, namely the interference fringe contrast and atomic cloud final size, in addition to the fringe frequency. Exploiting the correlation between these parameters, we determine the scale factor correction for every PSI image independently. The second approach relies on alternately applying a known bias rotation rate to the sensor, in addition to the unknown measured rotation. Analyzing pairs of measurements with and without the bias rotation enables self-calibration of the scale factor correction and determination of the unknown rotation. We implement both schemes experimentally and demonstrate their ability to recover uncorrelated \( \tau^{-1/2} \) performance of the rotation sensor and suppress scale factor drifts up to a factor of ten without any loss in sensitivity.

Generally, PSI employs a Mach-Zehnder atom interferometer configuration [30], where three laser pulses, equally separated in time, interact with a freely-falling atomic cloud to split, redirect, and recombine the atomic wavepackets in space (Fig. 1). In our apparatus [31,32], we trap an ensemble of \(^{87}\)Rb atoms in a magneto-optical trap and cool them down to 4 \( \mu \)K. Through moving optical molasses, the atoms are launched vertically at velocities of up to 1.2 m/s while occupying all Zeeman states \( m_F = 0, \pm 1 \) of the lower hyperfine level \( F = 1 \). The...

Figure 1. Schematic diagram of point source atom interferometry. The atomic cloud is launched upwards at \( t = 0 \), interacts with a sequence of \( \pi/2 - \pi - \pi/2 \) two-photon Raman pulses comprising the interferometer, and finally imaged at \( t = t_{\text{ex}} \). The effective wave vector \( k_{\text{eff}}(t) \) of the counter-propagating Raman beams is determined by a retro-reflecting mirror which can be tilted by a piezo stage to simulate rotations. Ballistic expansion of the cloud generates correlation between position and velocity of the atoms, giving rise to a spatial interference pattern from which the rotation rate is calculated.
The cloud is imaged in the \( F \) profile is a convolution of the ideal point-source fringes with sinusoidal modulation, as shown in Fig. 2. 

Representing a spatial fringe pattern with frequency \( \kappa \) as \( \phi \) is mounted on a tip-tilt piezo stage, which allows us to vary position and velocity, the point-source limit, where the magnification ratio of \( F \) is predicted to change as \( F = F_{\text{ps}}(1 - \sigma_i^2/\sigma_f^2) \), assuming spherically-symmetric Gaussian initial and final density distributions of widths \( \sigma_i \) and \( \sigma_f \), respectively [22]. Consequently, the sensed rotation rate as a function of the measured fringe frequency \( \kappa \) becomes

\[
\Omega = \frac{\kappa}{F_{\text{ps}} (1 - \sigma_i^2/\sigma_f^2)}.
\] (1)

The dependency on \( \sigma_i/\sigma_f \) leads to bias instability of the sensor when either \( \sigma_i \) or \( \sigma_f \) drift. Importantly, for a given relative drift in \( \sigma_i \), the drift in the scale factor increases with the inverse magnification ratio \( \sigma_i/\sigma_f \), emphasizing the susceptibility of compact sensors with small magnification to such drifts.

In the following, we shall use the fact that \( \sigma_i \) and \( \sigma_f \) also affect the fringe contrast \( c \). It is given, under the above assumption, by [22]

\[
c = c_0 \exp \left[ -\frac{1}{2} \frac{\kappa^2 \sigma_i^2}{1 - \sigma_i^2/\sigma_f^2} \right],
\] (2)

where \( c_0 \) is the interferometer contrast for \( \Omega = 0 \).

We verify the model predictions by performing measurements with different values of \( \sigma_i \), obtained through different repump intensities at the final optical molasses.

interferometer pulses are realized by counter-propagating Raman beams that drive two-photon transitions between the \( m_F = 0 \) states of \( F = 1 \) and \( F = 2 \). Following the pulse sequence, we use fluorescence excitation on the optical \( F = 2 \to F' = 3 \) cycling transition to capture an image of the atoms occupying the \( F = 2 \) level.

The leading contributions to the interferometer phase are given by \( \phi_0 = k_{\text{eff}} \cdot aT^2 \) and \( \phi_T = 2k_{\text{eff}} \cdot (\Omega \times \mathbf{v}) T^2 \), where \( k_{\text{eff}} = k_1 - k_2 \) is the two-photon wave vector of the Raman laser beams, \( T \) is the time between each pair of pulses, \( a \) and \( \Omega \) are respectively the acceleration and rotation rate of the atoms relative to the retro-reflecting mirror, and \( \mathbf{v} \) is the mean velocity of each atom during the interferometer sequence. In our setup, \( k_{\text{eff}} = k_{\text{opt}} \hat{z} \) and the cloud is imaged in the \( \hat{x} \hat{z} \) plane, providing sensitivity to rotations only around the \( \hat{y} \) axis. For simplicity we denote \( \Omega = \Omega_y \) and write the rotation phase term as \( \phi_T = 2k_{\text{eff}} \Omega_y v_y T^2 \). The Raman retro-reflecting mirror is mounted on a tip-tilt piezo stage, which allows us to rotate the Raman wave-vector during the interferometer sequence and thereby mimic actual rotations.

While \( \phi_0 \) is uniform across the expanding atomic cloud, \( \phi_T \) depends on initial transverse velocity of each atom. In the point-source limit, where the magnification ratio of final to initial cloud size is infinite, ballistic expansion of the cloud creates perfect correlations between the atomic position and velocity, \( x = v_x t_{\text{ex}} \), where \( t_{\text{ex}} \) is the total expansion time. Thus we may write \( \phi_T = \kappa (\Omega) x \), representing a spatial fringe pattern with frequency \( \kappa (\Omega) = F\Omega \), where the scale factor in the point-source limit is given by \( F_{\text{ps}} = 2k_{\text{eff}} T^2/t_{\text{ex}} \). The resulting atomic density profile consists of a Gaussian envelope with sinusoidal modulation, as shown in Fig. 2.

At finite magnification ratios, the final atomic density profile is a convolution of the ideal point-source fringe pattern with the initial density distribution. The scale factor is predicted to change as \( F = F_{\text{ps}}(1 - \sigma_i^2/\sigma_f^2) \), assuming spherically-symmetric Gaussian initial and final density distributions of widths \( \sigma_i \) and \( \sigma_f \), respectively [22]. Consequently, the sensed rotation rate as a function of the measured fringe frequency \( \kappa \) becomes

\[
\Omega = \frac{\kappa}{F_{\text{ps}} (1 - \sigma_i^2/\sigma_f^2)}.
\] (1)

The dependency on \( \sigma_i/\sigma_f \) leads to bias instability of the sensor when either \( \sigma_i \) or \( \sigma_f \) drift. Importantly, for a given relative drift in \( \sigma_i \), the drift in the scale factor increases with the inverse magnification ratio \( \sigma_i/\sigma_f \), emphasizing the susceptibility of compact sensors with small magnification to such drifts.

In the following, we shall use the fact that \( \sigma_i \) and \( \sigma_f \) also affect the fringe contrast \( c \). It is given, under the above assumption, by [22]

\[
c = c_0 \exp \left[ -\frac{1}{2} \frac{\kappa^2 \sigma_i^2}{1 - \sigma_i^2/\sigma_f^2} \right],
\] (2)

where \( c_0 \) is the interferometer contrast for \( \Omega = 0 \).

We verify the model predictions by performing measurements with different values of \( \sigma_i \), obtained through different repump intensities at the final optical molasses.

Figure 2. Spatial fringe pattern measured with PSI. (a) Raw fluorescence image from a single experiment. (b) Fit of the image to a two-dimensional Gaussian distribution with sinusoidal modulation. (c) Normalized, vertically integrated cross sections of the measured and fitted images (red dotted and solid lines, respectively). The Gaussian density distribution function representing a spatial fringe pattern with spatial frequency \( \kappa \) is mounted on a tip-tilt piezo stage, which allows us to vary position and velocity, the point-source limit, where the magnification ratio of \( F \) is predicted to change as \( F = F_{\text{ps}}(1 - \sigma_i^2/\sigma_f^2) \), assuming spherically-symmetric Gaussian initial and final density distributions of widths \( \sigma_i \) and \( \sigma_f \), respectively [22]. Consequently, the sensed rotation rate as a function of the measured fringe frequency \( \kappa \) becomes

\[
\Omega = \frac{\kappa}{F_{\text{ps}} (1 - \sigma_i^2/\sigma_f^2)}.
\] (1)

The dependency on \( \sigma_i/\sigma_f \) leads to bias instability of the sensor when either \( \sigma_i \) or \( \sigma_f \) drift. Importantly, for a given relative drift in \( \sigma_i \), the drift in the scale factor increases with the inverse magnification ratio \( \sigma_i/\sigma_f \), emphasizing the susceptibility of compact sensors with small magnification to such drifts.

In the following, we shall use the fact that \( \sigma_i \) and \( \sigma_f \) also affect the fringe contrast \( c \). It is given, under the above assumption, by [22]

\[
c = c_0 \exp \left[ -\frac{1}{2} \frac{\kappa^2 \sigma_i^2}{1 - \sigma_i^2/\sigma_f^2} \right],
\] (2)

where \( c_0 \) is the interferometer contrast for \( \Omega = 0 \).

We verify the model predictions by performing measurements with different values of \( \sigma_i \), obtained through different repump intensities at the final optical molasses.

Figure 3. Effect of initial cloud size \( \sigma_i \) and final cloud size \( \sigma_f \) on PSI scale factor and contrast. (a) Measured fringe frequency \( \kappa \) as a function of \( \Omega \) for different values of \( \sigma_i \) and \( \sigma_f \). Solid lines are linear fits, with slopes representing the scale factors. Different values of \( \sigma_i \) correspond to launch velocities 0.6-1.2 m/s, with \( t_{\text{ex}} \) between 133-292 ms. In all cases \( T = 52 \text{ ms} \). (b) Measured scale factor for different values of \( \sigma_i \) and \( \sigma_f \). Solid line is a linear fit with slope \(-0.79(4)\), deviating from the predicted value \(-1\). (c) Measured fringe contrast for different values of \( \sigma_i \) and \( \sigma_f \). Solid line is an exponential fit to \( c = c_0 \exp\left[ -\alpha \frac{\kappa^2 \sigma_i^2}{1 - \sigma_i^2/\sigma_f^2} \right] \) with \( \alpha = 0.65(3) \), deviating from the model prediction \( \alpha = 0.5 \).
stage, and with different values $\sigma_i$, obtained through different launch velocities and thus different expansion times. $\sigma_i$ was measured in independent experiments by imaging the cloud immediately after launch. As Fig. 3 shows, we find good agreement with the functionals in Eqs. (12) for a range of magnification ratios $\sigma_f/\sigma_i$ between 3.5 and 9. The fitted slope for the scale factor dependence on $\sigma_f^2/\sigma_i^2$, as well as the scaling of the exponential decrease of the contrast, slightly differ from the theoretical model either due to estimation errors in $\sigma_i$ and $\sigma_f$, or due to non-Gaussian density distributions. The fact that the scale factor $F$ at $\sigma_f/\sigma_i \to 0$ differs from $F_{ps}$ by 3.5% can be attributed to a calibration error of the imaging system and the piezo stage driving the mirror rotations.

The first method we present for correcting scale factor instability exploits the correlation between $\Omega$ and $(\kappa, c, \sigma_i)$ which are extracted from each PSI image. From Eqs. (12), we obtain an expression for $\Omega$,

$$\Omega = \frac{\kappa}{F_{ps}} \left[ 1 - 2 \left( \frac{\beta}{\kappa \sigma_i} \right)^2 \ln \left( \frac{c}{c_0} \right) \right],$$

where $c_0$ and $\beta$ are calibration parameters, with $\beta$ added to capture the aforementioned deviations from the model. We verify empirically that this formulation is sufficient to describe the measured data. Importantly, it allows us to calculate $\Omega$ using only the parameters $\kappa$, $c$ and $\sigma_i$ measured in every single PSI image, enabling analysis on a per-shot basis without any reduction in temporal bandwidth.

To calibrate $c_0$ and $\beta$ in Eq. (3), we perform measurements at a constant rotation rate and periodically vary $\sigma_i$ by changing the repump beam intensity during the moving optical molasses. This results in changes to $c$, $\sigma_i$, and $\kappa$, as shown in Fig. 4(a). Inverting Eq. (3), we obtain an expression for $\kappa$,

$$\kappa = \frac{1}{2} \frac{F_{ps} \Omega_{calib}}{1 + \sqrt{1 + \frac{8 \ln \left( \frac{c}{c_0} \right)}{F_{ps} \Omega_{calib} \sigma_i / \beta^2}}},$$

(4)

The measured data points are fitted to this surface equation, as shown in Fig. 4(b), with $c_0$, $\beta$, and $\Omega_{calib}$ being fit parameters. The latter is an auxiliary parameter, not used in any subsequent analysis, which is allowed to deviate from the input rotation rate to account for Earth’s rotation, possible errors in the piezo stage, and wavefront aberrations [25, 34, 35]. With calibrated $c_0$ and $\beta$ at hand, we may use Eq. (3) to correct the inferred rotation rate in this calibration run. This exercise is shown in Fig. 4(c), and indeed we find that the drifts are removed and a stable rotation measurement is obtained. We emphasize that the analysis does not use any assumption or prior knowledge on $\sigma_i$ or on its temporal variations, and in fact the only prerequisite is that the range of $\sigma_i$ scanned during the calibration process is large enough to adequately calibrate the model parameters.

We demonstrate the implementation of this stabilization method in two separate measurement runs, as presented in Fig. 5, representing realistic operating scenarios where the rotation rate varies in time. We artificially generate scale-factor drifts by varying the optical molasses parameters which affect the initial and final cloud distributions, both in periodic fashion and in random-walk-like behavior. While the rotation rate and initial conditions change smoothly in time, this information is not used in the analysis as all corrections are on a single-shot basis. The interferometer parameters are $T = 80$ ms and $t_{ex} = 185$ ms, as in the calibration run.

Using Eq. (3) and the previously calibrated values for $c_0$ and $\beta$, we obtain suppression of sensor drifts by a factor of ten in both examples [Fig. 5(d),(h)], limited only by the magnitude of the drifts we introduced. The second example, where $\Omega$ varies around a different mean value than $\Omega_{calib}$, demonstrates the technique generality and robustness. The scheme allows complete recovery of $\tau^{-1/2}$ averaging performance at time scales up to $10^4$ seconds, affirming that it does not introduce new drifts of its own.

We note that it is possible to apply this correction approach by directly measuring $\sigma_i$ in separate experimental shots and utilizing Eq. (1). We have successfully implemented this technique with similar results. The price, however, is a reduced bandwidth and sensitivity per $\sqrt{Hz}$ due to the interleaved dedicated measurements of $\sigma_i$ and the added constraint on the allowed bandwidth of $\sigma_i$ variation.
Equations may be inverted to yield

$$\Omega = \frac{\kappa_1}{\kappa_2 - \kappa_1},$$

$$F = \frac{1}{\Omega_{\text{bias}}} (\kappa_2 - \kappa_1),$$

allowing us to extract both $\Omega$ and $F$ from each pair of measurements $\kappa_1$ and $\kappa_2$. This self-calibrating method requires no prior knowledge or assumption of a model describing the relationship between $F$ and other system parameters.

The sensitivity in determining the scale factor, and thus the rotation rate, improves as $|\kappa_1 - \kappa_2|$ increases. Consequently the optimal selection for $\Omega_{\text{bias}}$ is such that $\kappa_2$ and $\kappa_1$ have opposite signs, with $|\kappa_2|$ having its maximal value within the detection bandwidth of PSI. Choosing $\Omega_{\text{bias}}$ may be done in real-time after $\kappa_1$ is measured and a rough estimate of $\Omega$ and $F$ is available. The signs of $\kappa_1, \kappa_2$ are not directly available from the PSI images but rather assumed to be known, for example from an auxiliary rotation sensor.

An experimental demonstration of the self-calibration method is shown in Fig. 6, with both the measured rotation $\Omega$ and the scale factor changing in time. Again we find perfect suppression of scale factor drifts and recovery of $\tau^{-1/2}$ noise behavior. Compared to the previously described contrast-based stabilization, this method reduces the effective bandwidth by a factor of two due to the pairwise analysis but has the advantages of being model-independent and not requiring any initial calibration measurements. We note that despite the reduction in bandwidth, information is not lost when analyzing pairs of measurements and thus the rotation sensitivity per $\sqrt{\text{Hz}}$ is maintained, as evident in Fig. 6(e).

The analysis above assumes that $\Omega$ does not change significantly within each pair of measurements with respect to the inherent measurement uncertainty. This
requirement may be relaxed by implementing more advanced estimation protocols, such as a Kalman filter \cite{11}, which would track rapidly varying rotation signals while estimating the slowly-varying scale factor from multiple measurement pairs. The self-calibration scheme also relies on an accurate piezo stage for adding a known bias rotation. However, such a stage with adequate performance is likely to be necessary anyway in an operational rotation sensor, for purposes such as calibration and dynamic range compensation.

In conclusion, we presented two complementary approaches for improving the stability of rotation measurements using point source atom interferometry, suppressing scale factor drifts which may arise due to changes in the atomic cloud parameters. One approach utilizes the inherent correlations between different parameters in PSI images for estimating the scale factor from a single image and correct for drifts. The underlying model which describes this correlation was verified by independent measurements. The second approach relies on sequential measurements with an added bias rotation to directly estimate the scale factor in a self-calibrating, model-independent way.

We demonstrated the two schemes experimentally with complete suppression of scale factor drifts, and showed that they maintain the sensor sensitivity and do not introduce any drifts on their own on time scales up to $10^4$ sec and rotation rate stability of 0.5 $\mu$rad/s.

While the experiments described here focus on side-imaging PSI which allows single-axis rotation sensing, the two schemes we developed are fully compatible under the same conditions with dual-axis sensors using top- or bottom-imaging of the cloud.

These stabilization techniques are expected to be particularly important in compact PSI sensors which are more susceptible to scale factor drifts due to the low magnification ratio of the atomic cloud. Furthermore, in situations where the signal-to-noise ratio does not enable scale factor correction based on a single or a pair of PSI images, techniques such as Kalman or particle filtering may be used to optimally estimate the scale factor variations in time while maintaining high sensor bandwidth.
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