Wavelet Transform and Deep Learning approach to predict physico chemical parameters of water
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Abstract. Alton water reservoir located within the stunning countryside of Suffolk in UK has a history of cyanobacterial bloom, that are single-celled organisms that live in fresh, brackish, and marine water. The traditional approaches to monitoring water reservoirs are often limited by the need for data collection which often is time-consuming and expensive. In addition, Chlorophyll-a, algae and turbidity are important variable for the analysis of water quality, that are significant not only for human populations but also essential for plant and animal diversity. The main objective of this study is to predict these chemico physical parameters from 2014 to 2019 using time series analysis, satellite imagery, wavelet transform and deep learning. The satellites images were used to predict these parameters in Alton reservoir, manually selected samples were employed to validate estimated parameters using Wavelet Neural Networks. The results predicted by the neural network show good results, and good approximation to laboratory results, suggesting that the proposed model is suitable for environmental monitoring, contributing to monitor water quality parameters.

1. Introduction

Alton Water reservoir is a pumped storage reservoir lying 6 miles south of Ipswich, Suffolk, UK, is a linear reservoir, with input water pumped into the northwest end and drawoff tower in the main basin at the southeast end.

River water as the Alton reservoir is the most important resource for drinking water, ground water and it also affects the climate of that area. It is filled by pumped abstraction from the River Gipping over winter and used for potable water supply over summer. Inputs are dosed with ferric sulphate and are pumped into the northwest end of the reservoir while water is removed through the draw off tower in the main basin [1].

The northwest end is shallow with a mean depth inside the bund of 1 m, increasing gradually along the reservoir with a maximum depth at full capacity of 18 m in the main basin, which is artificially mixed using six pneumatic helices to prevent stratification. The mean depth is 9 m [2].
Environmental monitoring is fundamental for reservoir management, and several studies around the world have been performed in order to evaluate the water quality of these ecosystems. There are many different methods of mathematical modelling, which have been developed to forecast physico-chemical and biological parameters of freshwater [3, 4, 5].

In these methods, a statistical approach, such as time series modelling, is a conventional method that has been widely used [6, 7, 8].

Statistical modelling has many advantages over mathematical models. But the shortcomings of the statistical approach include handling nonlinear characteristics of data because the statistical models are usually based on the linear correlations of the data can be expressed with a correlation coefficient [9].

To overcome the shortcomings of the statistical methods we propose one models that address the nonlinearity, including an artificial neural network (ANN), fuzzy and wavelet tranform from 2014 to 2019 routine sampling was used at sites along the reservoir to determine spatial and temporal patterns in algal biomass (Chl a concentrations), turbidity and water chemistry.

The results shown in some researches using wavelet transform showed more accuracy when compared with the calculated data that do not use wavelets [10, 11, 12, 13, 14]. Wavelet analysis is a better tool than the Fourier transform. Wavelets used for time-scale demonstration of the time series and their interaction to resolve time series with non-stationaritie [15, 9].

This study presents an alternative method for predicting chlorophyll a levels, solids suspended and the turbidity of the water reservoir applying Wavelet Neural Network (WNN) and remote sensing techniques, satellite image, to assess water quality, proposing one model for the monitoring of multiple variables related to the ecological systems.

There exists a plethora of applications where WNN’s have been successfully applied. These include nonlinear system identification, function learning and time series forecasting [16, 17, 18]. Some researchers have applied wavelet based models for analysis of irradiance time series and employ the analysis for prediction [20, 21, 22], used discrete wavelet transform to decompose the time series into various scales and apply feedforward neural network at each scale, as described in [19].

In this study, neuro fuzzy and wavelet coupled model is introduced to predict the monthly Chlorophyll-a, Algae Total, and Turbidity levels of Alton Water Reservoir considering water collection from 5 years.

The study has an importance as the quality of water impacts many people that use water from Alton reservoir, people depend on river water for their daily usage. This paper reviews historical data for the site between 2014 and 2019, and discusses the combined artificial intelligence to predict water quality parameters.

The rest of this paper is organized as follows. Section II shows the study area and sampling stations for water quality monitoring. Section III discusses the wavelet neural network modeling approach, provides an introduction to artificial neural networks. The training and validation of wavelet neural network for time series forecasting are described in section IV and section V. Finally, conclusions are given in section VI, which is followed by the references.

2. Methodology

2.1. Wavelet Neural Networks

The neural network represents a nonlinear function, \( g(x) \), which is further defined as a composition of other nonlinear functions \( f_i(x) \). This is conveniently represented as a network structure, with arrows depicting the dependencies between variables [19], see Figure “1”. Such an architecture composition is the nonlinear weighted sum, where:

\[
y = g(x) = \left( \sum_i w_j f_i \left( \sum w_j x_j \right) \right),
\]  

(1)
Figure 1. Alton Water Reservoir Map, Suffolk, UK.

Figure 2. Alton Water reservoir, Suffolk, UK, showing sample sites used in this study, inside the bund (site 1), outside bund (site 2), open water site (site 3) main basin (site 4)

Here \( x \) is the input vector comprising of elements \( x = 1, 2, 3, ..., n \), or \( x = [x_1, x_2, ..., x_n] \) \( f \) is the nonlinear function commonly referred to as the activation function.

\( W_{ij} \) represent the element of the weight matrix connecting input layer to the hidden layer, from \( j^{th} \) neuron in the input layer to \( i^{th} \) neuron in hidden layer. Similarly \( w_i \) is the element of the weight vector connecting hidden layer to the output layer. \( g(x) \) is the overall nonlinear function corresponding to ANN. In this case, we obtain a single scalar output \( y = g(x) \). A linear sum of individual elements of input vector (in the input layer) is fed to the hidden layer nonlinear functions. Then the output of each activation function is linearly combined to provide the final network output [19].

In the Wavelet neural network (WNN), a three layer ANN with \( f \) as the activation function of the hidden neurons and with a linear neuron in the output layer can be constructed and it can be referred as wavelet neural network (WNN).

Figure 3. Proposed Architecture: A three layer wavelet neural network
In this sense, \([x_1, x_2, x_3, \ldots, x_n]\) represents satellite images pixels, images were collected in 2014, 2015, 2016, 2017, 2018 and 2019, and the water samples were collected in the same period and analyzed in the laboratory by specialists.

In order to predict algae, Chlorophyll-a concentration, and Turbidity the neural networks were trained using water collections and satellite imagery. All of the experiments had been performed using MATLAB R2018a, running on a 2.9-GHz Intel Core i7 platform equipped with 16 GB of memory.

In addition to the three proposed neural and fuzzy neural models, the linear (LSE) predictor was adopted for benchmarking. LSE did not have parameters to be set in advance, while for RBF and ANFIS, we had adopted the default options provided by the software platform for training and model regularization (RBF and ANFIS models were trained by using the supported functions in the econometrics toolbox, neural network toolbox and fuzzy logic toolbox of MATLAB, respectively). The data set contains information about surface water sample from Alton Water reservoir, Suffolk, UK.

2.2. ANFIS
This approach is based on wavelet neural networks and fuzzy logic, treating the inference system as a function approximation problem. An ANFIS neural network implements a fuzzy inference system to approximate the function \(y = f(x), f: \mathbb{R}^N \rightarrow \mathbb{R}\). It is composed of \(M\) rules of Sugeno first-order type, where the \(k\)th rule, \(k = 1 \ldots M\), is:

\[
    \text{If } x_1 \text{ is } B_1^{(k)}, \ldots, \text{ and } x_N \text{ is } B_N^{(k)} \text{ then }
    \]

\[
    y^{(k)} = \sum_{j=1}^{N} a_j^{(k)} x_j + a_0^{(k)},
\]

where \(x = [x_1 x_2 \cdots x_N]\) is the input to the network and \(y^{(k)}\) is the output of the rule. The antecedent part of the rule depends on the membership functions (MFs) \(\mu_{B_j^{(k)}}(x_j)\) of the fuzzy input variables \(B_j^{(k)}, j = 1 \ldots N\), the consequent part is determined by the coefficients \(a_j^{(k)}, j = 0 \ldots N\), of the crisp output \(y^{(k)}\). By using standard options for composing the input MFs and combining the rule outputs [23], the output of the ANFIS network is represented by:

\[
    \tilde{y} = \frac{\sum_{k=1}^{M} \mu_{B_j^{(k)}}(x) y^{(k)}}{\sum_{k=1}^{M} \mu_{B_j^{(k)}}(x)},
\]

where \(\tilde{y}\) is the estimation of \(y\) and \(\mu_{B_j^{(k)}}(x)\) is the composed MF of the \(k\)th rule.

Several clustering algorithms, followed by a suited classification procedure, can be applied to associate each ANFIS rule with the right input pattern. Using a single sample output we used ANFIS to estimate Algae values.

2.3. RBF
An RBF neural network is used to build up a function approximation model having the following structure:

\[
    lf(x) = \sum_{i=1}^{M} \lambda_i \phi(\|x - \varsigma_i\|),
\]
where \( x \in \mathbb{R}^N \) is the input vector, \( \phi(\cdot) \) is a radial basis function centered in \( c_i \) and weighted by an appropriate coefficient \( \lambda_i \). The choice of \( \phi(\cdot) \) and \( c_i \) must be considered for the ability of the network in its approximation capability. Commonly used types of radial basis functions include:

- **Gaussian**
  \[
  l\phi(r) = e^{-\epsilon r^2};
  \]

- **Multiquadric**
  \[
  l\phi(r) = \sqrt{1 + (\epsilon r)^2};
  \]

- **Inverse Quadratic**
  \[
  l\phi(r) = \frac{1}{1 + (\epsilon r)^2}.
  \]

Several methods can be used to minimize the error between desired output and model output and hence, to identify the parameters \( c_i \) and \( \lambda_i \). The NN built in this way can be used to estimate a single parameter.

### 3. Experimental Results

#### 4. Sampling and Experimental Results

Sample sites were positioned inside the bund (site 1, annual mean depth 1 m), outside the bund (site 2, 3 m), in open water (site 3, 4 m) and in the main basin (site 4, 14 m). Sampling was carried out at two weekly intervals from March to October from 2014 to 2019. As previously stated, we propose remote monitoring of the reservoir using LandSat8 and sentinel 2 images to predict parameters of the water in four (4) points as can be seen in Figure 4. The following sampling stations 1, 2, 3, 4 were selected for analysis for five (5) years, (Figure 4).

| Table 1. Test set results | \( \text{NMSE error} \) |
|---------------------------|----------------------|
| **PARAMETERS**            | **ANFIS** | **RBF** | **LSE** |
| Chlorophyll-a             | 0.00232  | 0.00332 | 0.00179 |
| Algae                     | 0.37451  | 0.34596 | 0.47188 |
| Turbidity                 | 0.01413  | 0.08589 | 0.01404 |

Map of the sample location is shown in the "Figure 1" and "Figure 2".

This study proposes a method for predicting Chlorophyll-a concentrations, Algae Total and Turbidity, case study in Alton reservoir using Neural Networks and remote sensing techniques to assess water quality offering a operative method that can be available for the monitoring...
Table 2. MSE

| PARAMETERS | ANFIS | RBF  | LSE  |
|------------|-------|------|------|
| Chlorophyll-a | 0.00201 | 0.00287 | 0.00155 |
| Algae      | 0.33906 | 0.31321 | 0.42722 |
| Turbidity  | 0.00891 | 0.05412 | 0.00885 |

Table 3. MARE

| PARAMETERS | ANFIS | RBF  | LSE  |
|------------|-------|------|------|
| Chlorophyll-a | 0.00504 | 0.00602 | 0.00366 |
| Algae      | 0.04794 | 0.04121 | 0.06800 |
| Turbidity  | 0.01492 | 0.02594 | 0.01483 |

Table 4. MAPE

| PARAMETERS | ANFIS | RBF  | LSE  |
|------------|-------|------|------|
| Chlorophyll-a | 14.43727% | 33.47396% | 3.64851% |
| Algae      | 19.22293% | 17.69944% | 25.73034% |
| Turbidity  | 2.34159% | 3.15459% | 2.50602% |

of variables related to the ecological systems with precise and less expensive sampling than the methods currently used for analysis in water reservoirs. Waveletes Neural Network demonstrated good results between observed and estimated.

Multidisciplinary approach to assess the feasibility for the Sentinel 2 and Landsat 8 sensors to monitor this reservoir. An understanding of the ecological characteristics of reservoirs, including bio-physical and chemical features is important for their water management. Biological studies are important to assess uses of water in reservoirs due to their close relation to the effects of algal blooms. Enhanced phytoplankton growth is a major concern for policy and management particularly when the reservoir is used for recreation, aquaculture or potable supplies.

The images from Landsat 8 satellite (launched, 2013), Sentinel 2a (launched 2015) and Sentinel 2b (launched 2017) were used for this research, offer 10 m to 30 m multi-spectral global coverage, were obtained during the same timeframe, for example, if a water sampling was conducted in March 2014, a satellite image was retrieved in March 2014. Together, these satellite advance the virtual constellation paradigm for mid-resolution land imaging [24].

As stated before, we used a set of satellite images from reservoir, corresponding to the sampling stations. The satellites images were cropped, 32x32 pixels, using Matlab functions.
The digital values of the pixels of the images cut in the vicinity of the collection stations of water samples were used as input for the ANN. The digital pixel value is an average of radiance values, emittance or backscatter of the different targets that can be contained in the pixel. Thus, the possible differences between the digital values of the images of the different hydrological cycles used in the study were related to the output data of analyzed parameters, forming the input/output pairs for the WANN training. The Figure 5 displays a pixel matrix and its corresponding digital values to exemplify the processing of the proposed method used here in this study.

One sampling station was initially chosen for analysis and an image of the water sampling point 32x32 pixels was cropped, corresponding to an array containing 1024 pixels. Subsequently, the wavelet transform was applied, with only one level of decomposition, resulting in a matrix array of 16x16 pixels for each of the following three components: Horizontal (H), vertical (V) and diagonal (D).

The conversion of the arrays to the H, V and D components to their respective column-matrices was performed, and subsequently a concatenation of the three arrays (each containing 256 pixels) was executed, generating a vector with 768 column size (256 x 3). The image of the water sampling collection point, decomposed via wavelet into its three wavelet components, was used as the ANN input. Tests were conducted considering the image representations isolated for each wavelet component, with satisfactory results.

However, when the input data of the three wavelet components was considered, the approximations were even better, which motivated the choice of this arrangement in the proposed solution.

Transformed images by applying wavelet transform to train and test a WANN were used with the three algorithms explained (ANFIS, RBF and LSE). The output parameters of the
inference system are Algae values. Performance is compared to the actual Algae values taken from the sampling stations to forecast the values of the successive year, 2019.

Results showed the application of a method to estimate Chlorophyll a concentration, algae total, and turbidity using Artificial Neural Network, satellite imagens, band 2, band 3, band 4 from Sentinel and Landsat 8 which demonstrated good acurrace in the predictions for the years 2015 to 2019 considered here in this study.

Figures 6, 7, 8, 9, 10, 11 displays the validation results for 2019 for several of the water samplings stations, with the laboratory results being the “observed values” and those obtained by wavelet transformation of the remote sensing images and subsequent analysis by WANN, proposed herein, being the “estimated values”, regarding chlorophyll a, algae and turbidity.
5. Conclusions
In this paper, approaches based on wavelet neural network and fuzzy neural networks have been properly tailored to be efficiently applied to physico-chemical parameters of water time series.
Figure 16. LSE: Training Set Prediction for Algae

Figure 17. LSE: Test Set Prediction for Algae

Figure 18. ANFIS: Training Set Prediction for Turbidity

Figure 19. ANFIS: Test Set Prediction for Turbidity

Figure 20. RBF: Training Set Prediction for Turbidity

Figure 21. RBF: Test Set Prediction for Turbidity

prediction. A WNN with multi-dimensional wavelet as the activation function of the hidden neurons is applied as the forecasting engine to implement the input/output mapping function of
parameters prediction process. A technique is proposed and adapted as the training procedure to optimize the free parameters of the forecasting engine using satellite images from sample station.

Effectiveness of the proposed water quality parameters forecasting strategy as well as the effectiveness of its main components including the suggested WNN and training procedure is extensively evaluated by real-world data, water samples were collected periodically at the site. The models were trained using different training sets, datasets from 2014 to 2019.

The results obtained demonstrate that cloudless satellite images are adequate for the proposed objective, resulting in more reliable performances for neural network training. Wavelet Artificial Neural Networks demonstrated good results between observed and estimated, $NMSE = 0.00179$, $MSE = 0.00155$ when there are few clouds in the region, providing more efficient analysis of satellite imagery.

In particular, the approaches were very accurate when considering a 5-years training set to predict the successive year. The results showed that employment satellite images to estimate these parameters can be in a important tool for the systematic monitoring of water quality in reservoirs.
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