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1. Introduction

A microgrid is a small-scale power grid designed for supplying electricity to end users. Under certain conditions, microgrids have the ability to inject their excess energy into the main grid [1]. The most important challenge when using microgrids involves maintaining the system’s security and stability. Most renewable energy-based distributed generation (DG) plants need voltage source inverters (VSIs) to connect to the microgrid [2]. Nowadays, choosing the appropriate method for controlling industrial processes is highly important. Moreover, control methods in the industry must have several characteristics, such as ease of use by the operator, simple configuration, and cost-effectiveness [3]. Although using proportional-integral-derivative (PID) controllers has become common in the industry, it should be noted that industrial processes involve a wide range of different operations, limiting the use of such controllers. The main reason behind the wide range of different dynamic operations probably relates to various factors, including the existence of zeroes outside the stable region, unstable poles, and long delays with indefinite and variable times.

Furthermore, it can overcome the uncertainties of the plant parameters because of load demand fluctuations and the errors of the implementation. The new method has been built based on new simple frequency domain conditions and the whale optimization algorithm (WOA). This method is utilized to design a robust proportional-integral-derivative (PID) controller based on the WOA in order to enhance the damping characteristics of the wind energy conversion system [4]. New two methods of artificial intelligence (AI) techniques are used to design the model predictive controllers (MPCs) with superconducting magnetic energy storage (SMES) and capacitive energy storage (CES) for load frequency control (LFC) [5]. The model predictive control (MPC) algorithm is a method for dealing with such complex
industrial processes. Implementing the predictive control method for electric power converters can be difficult due to the large computational load required to instantly solve optimization equations. To mitigate this problem, a number of practical solutions have been considered, such as the out-of-line calculation of optimization equations and solving these equations by evaluating finite state switching. The latter is known as the finite state model predictive control (FS-MPC) since it works using a finite set of possible states for the electric power converter switching. So far, the FS-MPC control method has been used in various applications, e.g., as rectifier, inverter, motor control, and uninterruptible power supply (UPS). Based on the results of the relevant studies, this control method has high performance ability for the optimal operation of the whole system, while there is no need to fine-tune the controller parameters. Despite these capabilities, this method has two major drawbacks that limit its use in industrial systems. The first drawback is that to achieve high performance, and a high sampling frequency is required, leading to costly hardware and the need for high computation power. Moreover, in this method, the switching frequency is variable, which increases the values of the converter’s output filter and the volume, weight, and total cost of the converter. When FS-MPC control designs are implemented in laboratory experiments, a large volume of calculations needs to be performed during each sampling period, which causes a significant delay in the activation of the actuator signal. Therefore, if the delay caused by the measurement, calculations, and the operation of the actuator is not considered in the design of the controller, it can cause poor controller performance. In this regard, [6] describes the reason for this delay and the method for compensating for it, which creates an interval between the moment the current is measured and the moment the new switching state is applied. During this interval, the previous switching state is present at the converter’s output, which causes a difference between the load current and the reference current, increasing the current’s ripple. To solve this problem, [6] uses the prediction of the next two samples instead of the prediction of the next sample. Moreover, [7] proposes a new predictive control method, called fast predictive control. In this method, the volume of the calculations will be significantly reduced, and it can be used in multilevel converters that have a large number of control vectors. Another disadvantage of the FS-MPC method is the variable switching frequency [8]. The variable switching frequency creates a wide range of harmonics at the output of the converter, which can cause resonance and make filter design more difficult. In [9], the average switching frequency is kept constant by adding corrective terms to the cost function. In addition, [9] modifies the current predictive control scheme in such a way that the switching frequency can become somewhat independent of the sampling frequency. Configuring and selecting the weighting coefficients in the FS-MPC method will be a major challenge, which has a significant impact on the system’s performance. Configuring these coefficients is more time-consuming than adjusting the parameters of the PI controller in classical current control and adjusting the hysteresis bandwidth. Furthermore, [10] presents a number of important points for determining the optimal values of the weighting coefficients. In addition, [10] introduces a predictive control method without using weighting coefficients in the induction motor drive. On the other hand, [11] shows that using discrete space vector modulation in the FS-MPC control method enables employing virtual switching states in the control algorithm in addition to the real switching states. This new technique is called the discrete space vector modulation-model predictive control (DSVM-MPC), using which the required sampling frequency is reduced, while the switching frequency of the converter is stabilized [12]. In addition to the advantages of the FS-MPC method, this control method also provides other benefits, including fixed switching frequency and low sampling frequency [13]. However, due to the use of the same algorithm and its discrete nature, it includes a limited and discrete number of converter vector space points. Therefore, to account for a wide and variable range of operating points for the converter, more points are needed, which may lead to slow dynamic performance, low accuracy, and distortion in the output of the converter. The economic costs for the MPC and the heuristic approach in the considered price scenarios are reported in the economic costs of prosumers equipped with production units, energy storage systems, and electric vehicles. To this purpose, the predictive control manages the available energy resources by exploiting future information about energy prices, absorption and production power profiles, and electric vehicle (EV) usage, such as times of departure and arrival and predicted energy consumption [14]. In the model predictive control and state feedback controller, the chosen states of the system are compared with their reference quantities to generate the converter switching. With the method proposed, in addition to the fact that we have maintained system dynamics, this similarity transform should be used to evaluate all systems. Hence, the following state transform matrix is considered for this system, and better results in terms of overshoot, rise time, settling time, and steady state have been obtained with this method, which are shown in the results of this study. This study proposes a state feedback control method and discusses the optimal design using the iteration method to define all possible switching states along the predictor’s horizon for the controller, thus mitigating the drawbacks of the previous methods. Therefore, finding an economically applicable model with the best state-space model is very important. A comprehensive review of DC microgrids can be found in [15, 16].

2. Study of a Microgrid Containing a DG Source

Figure 1 depicts the single-line diagram of a power system containing two DG sources. The microgrid is connected to the main grid at the PCC point. Two sources, i.e., DG1 and DG2, are directly connected to the microgrid using the CB-3 and CB-4 circuit breakers, respectively. Both DGs have local loads, which may be nonlinear and unbalanced. In addition, the microgrid may have a joint load as well, which is assumed to be balanced and located at a long distance from the DGs. One of the tasks of the DGs is to correct the imbalance
and the nonlinearity of the local load. Several control schemes have been introduced in order to ensure the proper operation of the microgrid in the grid connection mode or the islanding mode [17]. Moreover, several control schemes have been introduced in order to ensure the proper operation of the microgrid in the grid connection mode or the stand-alone mode [18]. A comprehensive review of dc microgrids can be found in [19–21].

In the DG grid connection mode, the microgrid shares a percentage of its local load with the main power grid, while the joint load is shared between the DG sources.

The mix powers drawn by the local loads include \( P_{11} + jQ_{11} \) and \( P_{12} + jQ_{12} \). Moreover, the joint load draws the \( i_{L1} \) current from the grid and it consumes the mix power \( P_{LC} + jQ_{LC} \).

Local loads at points PCC1 and PCC2 are connected to the DG sources with voltages of \( v_{P1} \) and \( v_{P2} \), respectively.

The real and reactive powers supplied by the DGs are denoted by \( P_1, Q_1, P_2, \) and \( Q_2 \), respectively. It is assumed that the microgrid is mainly resistive, and at the distribution level, the impedances of the lines are denoted by \( R_{D1} \) and \( R_{D2} \).

The main power supply is shown by \( V_s \), while the feeder inductance resistors are denoted by \( R_S \) and \( L_S \), respectively.

The main power grid injects PG and QG powers into the microgrid, and PS-PG and QS-QG powers supply the main load of the power grid. CB1 can disconnect the microgrid from the main power grid.

In the next sections, we will examine the performance of the system and the compensator in both grid connection and islanding modes. In all the modes mentioned in this section for the grid, a state feedback controller is used with a quadratic linear regulator to control the grid and correct the unbalanced loads. The general diagram block of this controller is shown in Figure 2. Here, in order to achieve the desired solutions, the value of \( h \) is set to 0.001. It should be noted that \( i_1, i_c, \) and \( v_c \) signals are measurable.

In [22,], the authors present an adaptive optimization method for NMPC, where an extended Kalman filter (EKF) is used for estimating the state variables. In [2], a system is investigated where the superheated steam temperature (SST) is the main variable that must be controlled. To do so, several categories of cascading PIDs have been used to control this variable. In [3,], to adapt the model, neural networks are presented for controlling the model predictive control. In [23,], a fuzzy method based on Lyapunov fragment functions is used in the model predictive control. In [24,], in order to make the system smart, generalized predictive control (GPC) and a neural network model are used. In this method, a nonlinear neural network is used to extract the linear model of the system. In [25,], horizon optimization is utilized for predictive control using a genetic algorithm. In [26,], the prediction of the next two samples is used instead of predicting the next sample. Moreover, [27] proposes a new predictive control method, called fast predictive control. In this method, the volume of calculations will be significantly reduced, and it can be used in multilevel converters that have a large number of control vectors. In addition, [28] modifies the current predictive control scheme in such a way that the switching frequency can become somewhat independent from the sampling frequency. Increasing the sampling frequency improves the performance of FS-MPC, while reducing the ripple of the output current. However, increasing the sampling frequency also increases the switching frequency, which ultimately leads to increased losses [29]. This study presents a predictive control method using the state feedback controller to control the switching interface converters and compensate for the unbalanced and nonlinear loads.

Figure 1: The single-line diagram for the microgrid and the electricity grid, including two sources of distributed generation [31].
3. The Model Predictive Control (MPC) Method

The MPC method is an optimization problem where the cost function is minimized. Using the system model and the values of the variables until time K, the state values are predicted until time horizon \( K + N \). Moreover, through the optimization of the cost function, the first component of the command sequence is applied at moment \( K+1 \). These steps are repeated for the next time steps. The cost function includes the control objectives of the system, and its common terms include variables that need to follow a reference value \([11]\).

According to equation (1), controlling these variables will be a function of the error between the predicted value and its reference value.

As can be seen in equation (1), this function can be the size, the square, or the integral over a sampling time interval.

\[
g = \int_{k}^{k+1} \left( x^* (t) - x^p (t) \right) dt. \tag{1}
\]

### 3.1. The Finite State Model Predictive Control (FS-MPC)

This method uses the discrete nature of electronic power converters in such a way that all converter voltage vectors are tested in the cost function, and the vector that minimizes the cost function is selected \([20]\).

Figure 2 shows the finite state model predictive control (FS-MPC). The algorithm for solving this method includes the following steps \([26]\):

A: Load current measurement;

B: Prediction of the load current in the next samples for all possible switching states according to the following equation:

\[
i_p (k+1) = \left( 1 - \frac{r_s \times T_s}{L} \right) i(k) + \frac{T_s}{L} (v_S (k) - v(S_i)). \tag{2}
\]

This equation is obtained by discretizing the voltage equation.

C: The cost function is evaluated for each prediction. In this method, the cost function is expressed as the error between the reference current and the predicted current for each of the possible switching states \((3)\).

\[
g[n] = \left| i_{ref} - i_p [S_i] \right| + \left| i_{pref} - i_{p[p]} [S_i] \right|. \tag{3}
\]

D: The switching state that minimizes the cost function is selected.

When FS-MPC control schemes are implemented in laboratory experiments, a large volume of calculations is performed in each sampling period, which causes a significant delay in the activation of the actuator signal. Therefore, if the delay caused by the measurement, the calculations, and the activation of the actuator is not considered in the controller design, it can cause poor controller performance. In this regard, \([26]\) describes the reason for this delay and how to compensate for it.

### 3.2. The DSVM-MPC Controller

The main idea behind the DSVM-MPC control method involves using other points in the vector space. In the SVM modulation method, in addition to the eight main switching states for the three-phase converter, other states can also be applied in the form of a linear combination of these base states. These new states are called virtual states. However, because the cost function is calculated per each vector, it will only be possible to use a limited number of points in the vector space. In Figure 3, the real points (circles) and virtual points (squares) are shown for the switching of a three-phase converter \([21]\) (Figure 3).

This control method also offers benefits such as a fixed switching frequency and a low sampling frequency. However, due to using a similar algorithm and its discrete nature, it covers a limited and discrete number of points in the converter’s vector space \([19]\).

### 3.3. The Proposed DE-MPC Controller

The microgrid shown in Figure 1 is considered. It can be observed that when entering the is landing mode and reconnecting the grid, the system’s response is not highly satisfactory since it takes a long time for the power distribution to reach a steady state. To solve this problem, we first used a PSO algorithm and PID control, and the issue was largely mitigated. In this section, we try to design a distributed economic model predictive controller (DE-MPC) to improve the transient state of the system.

The model predictive controller method is designed and implemented based on the following three steps:

1. A model is used to predict the behavior of the control variables for the next time step.
2. A cost function is determined, including control objectives and the expected behavior of the system.
3. The appropriate command is extracted by minimizing the value of the cost function.
The model used for the prediction is a discrete-time model that can be represented in the form of state equations according to equations (4) and (5):

\[
x(k + 1) = Ax(k) + Bu(k),
\]

\[
y(k) = Cx(k) + Du(k).
\]

In these equations, the vector \( x(k) \) denotes the current values of the state variables, \( x(k + 1) \) is the future prediction value for the state variables, \( u(k) \) denotes the current values of the input variables, and \( y(k) \) is the vector of the current output values. In the next step, the cost function must be determined. According to equation (6), in this function, the reference values, values of the future states, and the future control commands are considered.

\[
J = f(x(k), u(k), ..., u(k + N)).
\]

It is noted that the constraints of the state equations are considered as follows.

\begin{align*}
\text{S.t:} & \quad u_{\min} \leq u(k + i) \leq u_{\max}; \quad i = 0, \ldots, N_u - 1. \\
& \quad \Delta u_{\min} \leq \Delta u(k + i) \leq \Delta u_{\max}; \quad i = 0, \ldots, N_u - 1. \\
& \quad y_{\min}(k + i) \leq y(k + i) \leq y_{\max}(k + i); \quad i = 1, \ldots, N_p
\end{align*}

The quantities of the prediction horizon are usually considered to be twofold the control horizon. That is in the simulation, \( N_p = 10 \) and \( N_u = 5 \) should be considered in this regard.

The DE-MPC control method is an optimization problem in which the cost function is minimized. In this optimization, the system model and control objectives are considered for \( K + 1 \) to \( K + N \) time steps. The result of this optimization is \( N \) consecutive commands. The first component of this command sequence is applied at moment \( K + 1 \). Similarly, during this time, using the new measurement values, the optimization is performed for the next moment, and the appropriate command is selected for the moment \( K + 2 \). These types of calculations are called receding horizon strategies. Figure 4 shows the performance of the DE-MPC method. Using the system model and the values of the variables until time \( K \), the state values until time horizon \( K + N \) are predicted. In addition, by optimizing the cost function, the first component of the command sequence is applied at moment \( K + 1 \). These steps are repeated for the next time steps.

In this method, the number of switching states is defined to control the microgrid, and based on this number and the proposed cost function, the switching operation is performed. Furthermore, Figure 5 shows the state feedback controller diagram. Moreover, the proposed controller equations are explained in Section 3.4.

Among constraints that exist in this system, we could mention constraints in switching control \( S \), which is considered in the equation below. The control signal, which is defined by predictive control, is continuous. The variable \( S \) is denoted that to \( u \) signal. As it is mentioned, this signal takes one of values \(+1\) or \(-1\). The principle of switching is presented below:

\[
\text{If } u_c(k) > h \text{ then } u = +1, \\
\text{else if } u_c(k) < -h \text{ then } u = -1,
\]

in which \( h \) is a very small number. Choosing the \( h \) value determines switching frequency, in a way that reference values are tracked. After several sequences, when we achieved a more accurate model, we could choose this \( h \) value even smaller.

The single-phase equivalent circuit of converter is shown in Figure 6. Using this figure and in the presence of the LCL filter, the state vector in conventional methods is considered as below:

\[
x_1^T = [i_f \quad i_1 \quad v_{cf}].
\]
Figure 6 shows the block diagram of the implemented control method. Using Figure 6 and considering selected state variables, it will be obtained the following descriptions for system state space:

\[
    x = Ax + Bu + Cv_{PCC}
\]

where:

\[
    A = \begin{bmatrix}
        -R_f/L_f & 0 & -1/L_f \\
        0 & 0 & 1/L_1 \\
        1/C_f & -1/C_f & 0
    \end{bmatrix},
    B = \begin{bmatrix}
        V_{dc}/L_f \\
        0 \\
        0
    \end{bmatrix},
    C = \begin{bmatrix}
        0 \\
        1/L_1 \\
        0
    \end{bmatrix}
\]

and

\[
    x(t) \in \mathbb{R}^n, \quad u(t) \in \mathbb{R}^m, \quad z(t) \in \mathbb{R}^1
\]

Equation (9) represents the state space model of the system.
Hence, the following state vectors are given by equation (13).

\[
B_1 = \begin{bmatrix}
\frac{V_{dc}}{L_f} \\
0 \\
0
\end{bmatrix},
\]

\[
B_2 = \begin{bmatrix}
 \frac{1}{L_1} \\
0
\end{bmatrix},
\]

\[
A = \begin{bmatrix}
-\frac{R_f}{L_f} & 0 & -1 \\
0 & 0 & \frac{1}{L_i} \\
\frac{1}{C_f} & -1 & 0
\end{bmatrix}.
\]

In the following, it has been proposed that it could be obtained better results in predictive control, utilizing similarity transform in the state matrix and its modification. With this method, in addition to the fact that it has maintained system dynamics, we can use this similarity transform to evaluate all systems.

3.4. The Proposed Method. Figure 6 depicts a block diagram of the implemented control method. In the model predictive control and state feedback controller, the chosen states of the system are compared with their reference quantities to generate the converter switching. It is easy to generate a reference for the output voltage \(v_{cf}\) and current \(i_c\) from power flow conditions. However, the same cannot be said about the reference for the \(i_c\). To facilitate this, we define the new state vectors as follows:

\[
x^T = [i_{cf} \  i_c \  v_{cf}]^T.
\]

Therefore, we will have the following conversion matrix:

\[
x = \begin{bmatrix}
1 & -1 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix} x_1 = C_p x_1.
\]

The transformed state equations are obtained by combining equations (11) and (12) as follows:

\[
\dot{x} = C_p A C_p^{-1} x + C_p B u_c + C_p C v_{pcc} = \Lambda x + \Gamma_1 u_c + \Gamma_2 v_{pcc}.
\]  

(13)

The control rule is defined as follows:

\[
u_c(k) = -K [x_1(k) - x_{ref}(k)].
\]

(14)

In the above equation, \(K\) is a gain matrix, and \(x_{ref}\) is the reference vector. The gain matrix can be obtained using the DE-MPC control method and the proposed switching method.

The control rule of equation (13) includes switching control, which is discussed in detail below.

Assuming complete control over \(u\), a quadratic optimal linear steady state can be designed for this problem. As noted earlier, the control rule is as follows:

\[
u = -K [x_1(k) - x_{ref}(k)].
\]

(15)

The control law discussed so far is for the system in which the DGs have an output inductor. Alternatively, when the DGs do not have an output inductance, the inductance \(L_1\) is removed and the output filter is a simple LC filter. The system state is then modified follows:

\[
x_1^T = [i_{cf} \cdot v_{cf}].
\]

(16)

With respect to Figure 6, the reference for \(v_{cf} v^*\) and given \(V^*\) and \(\delta^*\), the current phasor through the capacitor \(C_f\) is given by equation (14).

\[
I_{cf}^* = \omega C_f V^* \angle (\delta^* + 90).
\]

(17)

The reference \(i_{cf}^*\) is obtained from the instantaneous value of \(I_{cf}^*\). As we have seen, it is much easier to predict the reference values from the capacitor voltage \(v_{cf}\) and then to predict its current \(i_c\) than to predict the current \(i_c\) and \(\delta^*\) is angle of \(V^*\), respectively. It is evident in equation (11) that reference for all elements of the states is required for state feedback. Since \(V\) and \(\delta\) are obtained from the droop equation, the references for the capacitor voltage and current are given by \(v_{c}\) and \(I_{cf} = \omega C_f \sin(\omega t + \delta)\).

In the above equation, \(x_{ref}(k)\) denotes reference vectors. The DE-MPC controller minimizes the following performance index:

\[
j = \int_0^\infty \left\{ (x - x_{ref})^T Q (x - x_{ref}) + \rho u^T R u \right\} dt.
\]

(18)

The index given in equation (18) must be minimized to obtain the optimal control rule, \(u\), by solving the steady-state equation.

In equation (18), the weighting matrix, \(Q\), is a definite or semidefinite positive matrix, which is real and symmetric, while the penalty control matrix, \(R\), is a definite positive matrix, which is real and symmetric. Moreover, \(\rho\) is a constant positive number. According to Bryson’s rule, the initial choice for \(R\) and \(Q\) matrices is possible in the form of diagonal matrices as follows:
\[ Q_{ii} = \frac{1}{\text{maximum acceptable value for } z_i^2}, \quad i \in \{1, 2, \ldots, l\}, \]

\[ R_{jj} = \frac{1}{\text{maximum acceptable value for } u_j^2}, \quad j \in \{1, 2, \ldots, m\}. \]  

(19)

In the above equation, \( l \) is the number of control outputs and \( m \) is the number of inputs. Moreover, \( z_i \) is called the controlled output, which is related to the signal we want to minimize in the shortest possible time. In this method, the output voltage is indirectly regulated by controlling the inductor’s current. The reason behind selecting the current instead of the voltage involves the presence of more ripples in the current, which increases the predictions in the proposed controller. In this way, more accurate data about the future can be predicted, increasing the robustness of the proposed controller.

To do so, an optimal objective function is specified that determines the order of switching. The order of switching along the prediction horizon will be according to equation (20):

\[ U(k) = [u(k)u(k + 1) \ldots u(k + N - 1)]^T. \]  

(20)

In this equation, \( U \) is the optimal switching state whose first element, i.e., \( u(k) \), which is applied to the circuit, while its other elements are applied in subsequent time steps.

In this method, one of the control goals of the objective function involves reducing the difference between the current and its reference value according to equation (21):

\[ i_{Lerr}(k) = \left| i_{Lref}(k) - i_L(K + 1) \right|. \]  

(21)

In this way, the cost function can be expressed as equation (22):

\[ j(k) = \sum_{j=k}^{k+N-1} [i_{Lerr}(j|k)]. \]  

(22)

The optimal switching state is achieved by minimizing the cost function as follows:

\[ U^*(k) = \arg(\min J(k)). \]  

(23)

The reason for using these arguments in the proposed equation is that it can better minimize the cost function. Optimal switching in equation (23) is performed using the iteration method. All possible switching states are defined for the controller along the \( N \) horizon, which is shown by \( U(k) \).

Therefore, there will be \( 2^N \) switching states. Matrices (20) and (21) are calculated for all the switching states, while the cost function equation (22) is also calculated.

Finally, the switching state with the lowest \( j \) value is selected and applied to the switch.

The existing differential approximation, i.e., \( di/dt \), can be considered as follows as a simple step-forward Euler equation:

\[ \frac{di_{a,\beta}}{dt} \approx i_{a,\beta}[k + 1] - i_{a,\beta}[k]. \]  

(24)

In addition, by substituting equation (24) into (21), the future value of the load current vector is obtained as follows:

\[ i[k + 1]_{a,\beta} = \frac{T_s}{L} \left( v_{a,\beta}[k] - i_{a,\beta}[k] \left( R - \frac{L}{T_s} \right) \right). \]  

(25)

Equation (25) is used in the controller block for predicting the future current values based on the measured voltage vector. To select the voltage vector and control the current, the predicted current is evaluated using the following cost function:

\[ g[k + 1] = |i_a^*[k + 1] - i_a[k + 1]| + |i_b^*[k + 1] - i_b[k + 1]|. \]  

(26)

In this equation, \( i \cdot a, \beta[k+1] \) is the estimate of the reference current vector in the next horizon. For grids with a sufficiently small sampling time, it can be assumed that this current is equal to its previous value, i.e., \( i \cdot a, \beta[k+1] \approx i \cdot a, \beta[k] \). However, for large sampling times, the future value of the reference current needs to be extrapolated. To make the values of the three-phase current vectors independent from each other, the voltage vectors can be first obtained from the values of the switching signals and the voltage of the DC link capacitors.

\[ v_{an} = v_{c1}S_{1a} + v_{c2}S_{2a} + v_{c3}S_{3a}, \]

\[ v_{bn} = v_{c1}S_{1b} + v_{c2}S_{2b} + v_{c3}S_{3b}, \]

\[ v_{cn} = v_{c1}S_{1c} + v_{c2}S_{2c} + v_{c3}S_{3c}. \]  

(27)

The shared-mode voltage is obtained as follows:

\[ v_{cn} = v_{an} + v_{bn} + v_{cn}. \]  

(28)

The cost function in the proposed algorithm is to minimize the voltage drop. The objective function that should be minimized is defined as follows:

\[ F = \int_0^{t_{29}} t \sum (|P_i - P_{ini}| + |Q_i - Q_{ini}|) dt, \quad i = L_1, G_1, 1, L_2, G_2, 2. \]  

(29)

In the above equation, \( P_{ini}, PL_{ini}, PG_{ini}, P_{G1sso}, P_{G2sso}, \) and \( PG_{2as}, PG_{2as} \) are the final (stable) values obtained for the active powers in Table 1. Moreover, \( Q_{ini}, QL_{ini}, QG_{1sso}, QG_{2sso}, QL_{2sso}, \) and \( QG_{2as} \) are the final (stable) values of the reactive powers.

In fact, this objective function is defined in such a way that the values of the powers have the least deviation from the final values or the values of their steady states, while reaching this steady state in the shortest possible time. The model-based predictive control process algorithm for controlling the current in the selected system is as follows:

(i) Applying \( V[k] \);  
(ii) \( V[k-1] = V[k] \);  
(iii) Measuring currents \( i_c, i_a, \) and \( i_b \);
Table 1: The numerical results of the joint load sharing by the distributed generation source by selecting optimal parameters using the LQR controller (employing the PSO method).

| Active power | Initial amount (MW) | Intermediate amount, MW (in the islanding mode) | Final amount (MW) | Recovery time (second) |
|--------------|---------------------|-----------------------------------------------|-------------------|------------------------|
| PG1          | 0.88                | 1                                             | 0.88              | 0.02                   |
| PG2          | 0.55                | −0.15                                         | 0.22              | 0.02                   |
| P1           | 0.22                | 1.15                                          | 1.1               | 0.01                   |
| P2           | 0.55                | −0.3                                          | 0.55              | 0.02                   |
| PL1          | 1.1                 | 1                                             | 1.1               | 0.01                   |
| PL2          | 1.1                 | 0.97                                          | 1.1               | 0.01                   |

Figure 7 shows the simulated model of the system in MATLAB Simpower. Suppose that at time $t = 0.5s$, the impedance of the joint load is reduced by half of the initial value.

In this section, the active power and voltage DGs are obtained in Figures 8(a) and 8(b). In Figure 9 as can be seen from these figures and Table 1, in this case, after reconnecting the microgrid to the main grid, the power values rapidly reach their steady state; according to Figure 9, the fluctuation of power in PCC1 and PCC2 point voltage is reduced. In addition, to compare the performance of two methods, in Table 2, the numerical results of the PID controller using the PSO algorithm for two DGs are obtained, and in Figures 10 and 11 it is noted that the active power dedication in DG-1 and DG-2.

Figure 14 shows the convergence diagram of the objective function. In this case, in order to compare the proposed method with DSVM-MPC, the convergence diagram of DE-MPC is first simulated using 100 iterations. It shows the convergence diagram of the objective function. According to the convergence diagram, it can be concluded that the diagram of the proposed controller cost function is lower than the DSVM method. In terms of economy, the better performance can be seen than the other controllers studied. The reasons for choosing PSO include simplicity in implementation and a successful track record in these works. It should be noted that the effectiveness of an algorithm largely depends on the type and structure of the problem, but the fact that PSO has been successfully used in a wide range of scientific fields shows its good potential for solving optimization problems. Hence, one of the main weaknesses of previous methods is convergence to local optima and the lack of a robust global search. As the formulations of classic PSO indicate, the best approach to increase the efficiency of this algorithm is to adjust the coefficients so as to improve its local and global searches. In the improved algorithm, the inertia weight ($w_{\text{min}} = 0.4$, $w_{\text{max}} = 0.9$) and the acceleration coefficients and population number ($c_1 = 0.2$ and $c_2 = 2.3$, population = 50) are obtained by the parameters mentioned [16, 30].

The simulations results demonstrated the good performance of best so far quantities’ optimization with the proposed algorithm in solving the model predictive control cost function. The notable features of the developed algorithm include fast convergence and the progress of search based on the rotational motion of the system during optimization.

In Figure 15, the active power distribution is calculated for one DG in the presence of the proposed controller. Furthermore, this method can be a suitable alternative for the mentioned controllers. Figure 15 shows the actual power allocation, and Figure 16 shows the PCCI voltage point with the DE-MPC controller. Table 3 presents the numerical results obtained from these diagrams.

According to Figures 15 and 16, the information presented in Table 3, it can be observed that in the presence of the DE-MPC controller, the transient response of the system is significantly improved, and after connecting the grid, the...
Comparing the results in Table 3 and Table 4 with the results of the power allocation in the islanding mode using the proposed DE-MPC controller, it can be seen that when using the DE-MPC controller, the transient response of the system is greatly improved, and after reconnecting the microgrid to the main power grid (in less than 1 second), the power distribution rapidly reaches its steady state, and there will be no power fluctuations.

power distribution returns to its original state even in less time compared to PID and PSO. In addition, for non-complex model predictive control to define optimization functions and solve them, the constrained linear functions such as fminprog and nonlinear constrained functions such as fmincon can be used in the MATLAB software. Also, if the problem is unconstrained by linear functions, the fminsearch function is used.
Table 2: The numerical results of joint power allocation by the distributed generation sources in the presence of a PID controller (using the PSO method).

| Active power | Initial Amount (MW) | Intermediate amount, MW (in the islanding mode) | Final amount (MW) | Recovery time (second) (After reconnecting the grid) |
|--------------|---------------------|-----------------------------------------------|------------------|---------------------------------------------------|
| PG1          | 0.88                | −0.16                                         | 0.88             | 0.03                                              |
| P1           | 0.22                | 1.16                                          | 0.22             | 0.03                                              |
| PG2          | 0.55                | −0.3                                          | 0.55             | 0.02                                              |
| P2           | 0.55                | 1.27                                          | 0.55             | 0.02                                              |

Figure 9: (a) Voltage drop In PCC1% in PCC2% 2.7%3.1%

Table 2: The numerical results of joint power allocation by the distributed generation sources in the presence of a PID controller (using the PSO method).

| Active power | Initial Amount (MW) | Intermediate amount, MW (in the islanding mode) | Final amount (MW) | Recovery time (second) (After reconnecting the grid) |
|--------------|---------------------|-----------------------------------------------|------------------|---------------------------------------------------|
| PG1          | 1.1                 | 1                                             | 1.1              | 0.01                                              |
| P1           | 0.22                | 1.16                                          | 0.22             | 0.03                                              |
| PG2          | 0.55                | −0.3                                          | 0.55             | 0.02                                              |
| P2           | 0.55                | 1.27                                          | 0.55             | 0.02                                              |

Figure 10: Dedication of active power in DG-1 and DG-2.
Figure 11: PCC1 and PCC2 (KV) point voltages (including the PID controller).

Figure 12: DG-1 active power distribution with the PID controller.

Figure 13: Three-phase voltage at the PCC1 point.

Table 3: The numerical results of the islanding mode in the presence of a PID controller (using the PSO method) and a distributed generation source.

| Active power | Initial amount (MW) | Intermediate amount (in the islanding mode) (MW) | Final amount (MW) | Recovery time (second) after reconnecting the grid (CB-1) |
|--------------|---------------------|--------------------------------------------------|-------------------|--------------------------------------------------|
| PL1          | 0.7                 | 0.64                                             | 0.7               | 0.03                                             |
| PG1          | 0.63                | -0.14                                            | 0.63              | 0.03                                             |
| P1           | 0.07                | 0.76                                             | 0.07              | 0.04                                             |

Figure 12: Voltage drop Voltage range, KV

| Voltage drop (%) PPC1 | Initial amount | Voltage range, KV |
|-----------------------|----------------|-------------------|
| 2.5%                  | 5              | 4.89              |
Figure 14: The convergence diagrams of DE-MPC and DSVM-MPC.

Figure 15: The active power distribution of DG-1 using the DE-MPC controller with state feedback.

Figure 16: The three-phase voltage at the PCCI point using the DE-MPC controller with state feedback.
5. Conclusions

In this study, a distributed model predictive controller was proposed. A comparison of the results obtained in Tables 3 and 4 revealed that the proposed distributed economic model predictive controller significantly improves the transient response of the system and the power quality of the grid compared to the LQR, PID, FS-MPC, and DVSM-MPC methods. It is noteworthy that the proposed DE-MPC controller has a better performance than other controllers in terms of balancing and stabilizing the microgrid when it is connected to the main grid. By changing the predictive control rule and replacing the current with the voltage, more data are provided than in the previous case. Therefore, in this way, a large volume of data becomes available for the proposed predictive horizon. In addition, this study proposes a novel PCC voltage compensation method for islanded microgrids by improving the power-sharing control schemes among the DGs to compensate for the PCC voltage deviation caused by the state feedback controller. It has changed the inductor and capacitor in Figure 6 section for 2%, its results are evaluated, and it is noticed that this system has good robustness against potential changes. Hence, the following state transform matrix is considered for this system, and better results in terms of overshoot, rise time, settling time, and steady state have been obtained with this method. As a result, the recovery time for reswitching from the island mode to the connection mode of the distributed generation sources is reduced. Some areas for future work are the state feedback control strategy scheme that can be modified to share power in microgrid with inertial and noninertial DG. Improvement in supplementary droop control for enhanced system damping under weak operating conditions and protection of back-to-back converters in case of a fault in utility or microgrid faults can be investigated.

Abbreviations

| Abbreviation | Definition |
|--------------|------------|
| FS-MPC | Finite set model predictive control |
| DE-MPC | Distributed economic model predictive control |
| DSVM-MPC | Discrete space vector modulation-model predictive control |
| GPC | Generalized predictive control |
| VSI | Voltage source inverters |
| DG | Distributed generation |
| PI | Proportional integral |
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| Table 4: The numerical results for the islanding mode in the presence of the proposed DE-MPC controller. |
|---------------------------------------------------------------|
| Table 4: The numerical results for the islanding mode in the presence of the proposed DE-MPC controller. |
|---------------------------------------------------------------|
| | Active power | Initial amount (MW) | Intermediate amount (in the islanding mode) (MW) | Final amount (MW) | Recovery time (second) after reconnecting the grid (CB-1) |
|---------------------------------------------------------------|
| Figure 14 | PL1 | 0.7 | 0.68 | 0.7 | 0.02 |
| Figure 15 | PG1 | 0.63 | -0.12 | 0.63 | 0.02 |
| | P1 | 0.07 | 0.71 | 0.07 | 0.03 |
| Voltage drop (%) PPC1 | Initial amount | Intermediate amount (in the islanding mode) |
|---------------------------------------------------------------|
| Proposed DE-MPC | 2.1% | 5 | 4.89 |
| FS-MPC | 2.7% | 5 | 4.85 |
| DSVM-MPC | 2.5% | 5 | 4.87 |
| PL1 curve | OV | Rise time | Settling time |
| Voltage drop (%) PPC1 | % | |
| PID | 3% | 0.08s | 0.25s |
| Proposed DE-MPC | 0 | 0.05s | 0.1s |

Figure 14 | PL1 curve OV | Rise time | Settling time |
| Voltage drop (%) PPC1 | % | |
| PID | 3% | 0.08s | 0.25s |
| Proposed DE-MPC | 0 | 0.05s | 0.1s |
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