Volatilities analysis of first-passage time and first-return time on a small-world scale-free network
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Abstract. In this paper, we study random walks on a small-world scale-free network, also called as pseudofractal scale-free web (PSFW), and analyze the volatilities of first passage time (FPT) and first return time (FRT) by using the variance and reduced moment as measures. Note that the FRT and FPT are deeply affected by the starting or target site. We do not intend to enumerate all the possible cases and analyze them. We only study the volatilities of FRT for a given hub (i.e. node with highest degree) and the volatilities of the global FPT (GFPT) to a given hub, which is the average of the FPTs for arriving at a given hub from any possible starting site selected randomly according to the equilibrium distribution of the Markov chain. Firstly, we calculate exactly the probability generating function of the GFPT and FRT based on the self-similar structure of the PSFW. Then, we calculate the probability distribution, mean, variance and reduced moment of the GFPT and FRT by using the generating functions as a tool. Results show that: the reduced moment of FRT grows with increasing network order $N$ and tends to infinity while $N \to \infty$; but for the reduced moments of GFPT, it is almost a constant ($\approx 1.1605$) for large $N$. Therefore, on the PSFW of large size, the FRT has huge fluctuations and the estimate provided by MFRT is unreliable, whereas the fluctuations of the GFPT are much smaller and the estimate provided by its mean is more reliable. The method we propose can also be used to analyze the volatilities of FPT and
FRT on other networks with self-similar structure, such as $(u, v)$ flowers and recursive scale-free trees.

**Keywords:** rigorous results in statistical mechanics, stochastic processes (theory), network dynamics

## Contents

1. **Introduction** 2  
2. **Network model** 4  
3. **Probability generating function of FRT and GFPT** 5  
4. **Probability distribution of GFPT and FRT** 8  
   4.1. Probability distribution of GFPT to hub $C$ 8  
   4.2. Probability distribution of FRT for hub $C$ 10  
5. **Volatilities analysis of the GFPT** 11  
6. **Volatilities analysis of FRT** 14  
7. **Conclusions** 16  
   **Acknowledgments** 16  
   **Appendix A. Probability generating function and its properties** 16  
   **Appendix B. PGF of FPT and RT on the PSFW of generation 0** 17  
   B.1. Exact calculation of $\Phi_{RT}(0, z)$ 18  
   B.2. Exact calculation of $\Phi_{FPT}(0, z)$ and $\Phi_{RT}^0(0, z)$ 18  
   **Appendix C. Probability generating function of FPT from $A$ to $B$** 19  
   **Appendix D. Probability generating function of return time for hub $C$ in the presence of an absorbing hub $A$** 19  
   **References** 20

1. **Introduction**

First passage time (FPT), which is the time it takes a random walker to reach a given site for the first time, and first return time (FRT), which is the time it takes a random walker to return to the starting site for the first time, are two important quantities in the random walk literature [1–4]. Their importance lies in the fact that many physical
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processes are controlled by first passage events [5–12], and that FRT can model the time intervals between two successive extreme events [13–17], such as traffic jams on roads, floods, droughts and power blackouts in electrical power grids, etc [18–20]. Both FPT and FRT are random variables which cannot be determined exactly and researchers can only try to find suitable quantities to estimate them. A first step consists in the analysis of the mean of the two random variables, the mean first-passage time (MFPT) and the mean first return time (MFRT). For the MFRT, it can be calculated from the stationary distribution directly. That is to say, the MFRT of node \( v \) is \( 2m/d_v \) on any finite connected network, where \( m \) is the total numbers of edges of the network and \( d_v \) is the degree of node \( v \) [21, 22]. For the MFPT, a general formula to calculate the MPFT between any two nodes in any finite networks was presented [22]; exact results for the MFPT for some special nodes and the mean trap time (i.e. the MFPTs to a given target averaged over all the starting nodes) have been obtained on different networks, such as Sierpinski gaskets [23, 24], the Apollonian network [25], scale-free Koch networks [26, 27], deterministic recursive trees [28–38] and some other deterministic networks [39–42].

However, the MFPT and the MFRT are not always good estimates of the FPT and FRT. Whether the estimates provided by the MFPT and MFRT are reliable is subject to the volatilities of the two random variables. It is well known that the variance and reduced moment are good measures of random variable’s volatilities [43]. A low variance or reduced moment indicates that the values of the random variable tend to be very close to the mean and shows the mean is a good estimate of the random variable. In contrast, a high variance or reduced moment indicates that the values of the random variable are spread out over a wider range and shows the estimate provided by its mean is unreliable. In the past several years, valuable results for the variance of the FPT have also been obtained on different networks, such as some tree and comb structures [5, 44, 45], T-fractals, Sierpinski gaskets, the hierarchical percolation model, etc [43, 46]. But for the variance and reduced moment of FRT and FPT on a network with a scale-free and small-world effect, to the best of our knowledge, explicit results are seldom reported.

The small-world scale-free network considered here is a deterministically growing network which was introduced in [47]. It looks very similar to a fractal, but it has infinite dimension [47, 48]. Therefore, it is not a fractal but only a parody of it, and is called a pseudo fractal scale-free web (PSFW). As anticipated, the PSFW is a scale-free network with small-world effect [47, 49]. Its diameter increases logarithmically with its size \( N \); and has a degree distribution \( P(k) \sim k^{-\gamma} \) with \( \gamma = 1 + \log 3/\log 2 \approx 2.585 \). Remarkably, values of \( \gamma \in (2, 3) \) are often evidenced in real growing scale-free networks [47]. Therefore, the PSFW has attracted lots of attention in the past several years and much effort has been devoted to the study of its properties, such as degree distribution, degree correlation, clustering coefficient [47, 50], diameter [50], average path length [49], the number of spanning trees [51] and eigenvalues [52]. As for random walks on the PSFW, the MFRT for any node \( v \) is \( 2m/d_v \); Zhang and etc [53] obtained the recursive relation of the MFPT from any starting node to the hub (i.e. node with highest degree) and then gained the mean trap time to the hub by averaging the MFPTs over all possible starting nodes. However, the method of [53] cannot be used to derive the variance of the FPT because one cannot derive the variance by its mean and other methods to derive the higher
moments of FPT and FRT are seldom reported. Therefore, the question of whether the estimates provided by the MFPT and the MFRT are reliable is still unresolved. In order to obtain the higher moments of FPT and FRT, one should derive the probability generating functions (or the probability distributions) of FPT and FRT.

In this paper, we study the volatilities of the FRT and FPT on the PSFW by using the variance and reduced moment as a measure. Note that the FRT and FPT are deeply affected by the source or target site. We do not intend to enumerate all the possible cases and analyze them. On the contrary, we only study the volatilities of FRT for a given hub and the volatilities of the global FPT (GFPT) to a given hub, which is the average of the FPTs for arriving at a given hub from any possible starting site selected randomly according to the equilibrium distribution of the Markov chain (i.e. the probability that the random walker starts from node \( v \) is \( d_v/(2m) \) [54]. Firstly, we calculate exactly the probability generating function of the GFPT and FRT based on the self-similar structure of the PSFW. Then, exploiting the probability generating function tool, we obtain the probability distribution, mean, variance and reduced moment of the GFPT and FRT. Results show that: the reduced moment of FRT grows with increasing network order \( N \) and it tends to infinity while \( N \to \infty \); but for the reduced moments of GFPT, it is almost a constant (≈1.1605) on the PSFW of large size. Therefore, on the PSFW of large size, the FRT has huge fluctuations and the estimate provided by MFRT is unreliable, whereas the fluctuations of the GFPT are much smaller and the estimate provided by its mean is more reliable.

This article is organized as follows. Section 2 presents the network model of the PSFW. Section 3 proposes a method to calculate explicitly the probability generating function of the FRT and GFPT. Section 4 derives the exact results for the probability distribution of the FRT and GFPT. Section 5 analyzes the volatilities of the GFPT. Section 6 analyzes the volatilities of the FRT by using the variance and reduced moment as measures. Finally, section 7 contains conclusions and discussions. Technical and lengthy calculations are collected in the appendices.

2. Network model

The small-world, scale-free network considered here, also called a PSFW, is a deterministically growing network which can be constructed iteratively [47]. Let \( G(t) \) denote the PSFW of generation \( t (t \geq 0) \). For \( t = 0 \), \( G(0) \) is a triangle. For \( t \geq 1 \), \( G(t) \) is obtained by replacing every edge of \( G(t - 1) \) with a triangle. That is to say, for any edge of \( G(t - 1) \), a new node and two new edges are introduced. Figure 1 shows the construction of the PSFW of generation \( t = 0, 1, 2 \). It is easy to see that the total number of edges for \( G(t) \) is \( E_t = 3t^2 + 1 \) and the total number of nodes for \( G(t) \) is \( N_t = (3t^2 + 3)/2 \) [47, 50]. By construction, at any iteration, the degree of the existing nodes is doubled. Therefore the three original nodes of the starting triangle have the highest degree and are called the hubs of the PSFW in this paper.

The network also has an equivalent construction method which highlights its self-similarity [48, 51]. Referring to Figure 2, in order to obtain \( G(t) \), one can make three copies of \( G(t - 1) \) and join them at their hubs denoted by \( A, B, C \). In such a way, \( G(t) \)
is composed of three copies of $G(t-1)$ labeled as $\Gamma_1$, $\Gamma_2$, $\Gamma_3$, which are connected with each other by the three hubs. It is easy to see that the three hubs are equivalent and have the same properties.

3. Probability generating function of FRT and GFPT

In this section we derive exactly the probability generating functions of the FRT for a given hub and the GFPT to a given hub. Without loss of generality, we only analyze the FRT for hub $C$ and GFPT to hub $C$ because the three hubs (i.e. $A$, $B$ and $C$) are equivalent and have the same properties.

Let $F_{i\rightarrow j}(t, n) (n = 0, 1, 2, \ldots)$ be the probability distribution of FPT from node $i$ to hub $j$ (i.e. the probability that a random walker, starting at node $i$, first reaches node $j$ at time $n$ on network $G(t)$). Then $F_{C\rightarrow C}(t, n) (n = 0, 1, 2, \ldots)$ is just the probability distribution of FRT for random walks starting from hub $C$ and the probability generating functions of FRT for hub $C$ is given by [22, 55]

$$\Phi_{\text{FRT}}(t, z) = \sum_{n=0}^{+\infty} z^n F_{C\rightarrow C}(t, n),$$

where $t$ represents the generation of the PSFW.

Note that, in the steady state [21], the probability of finding the random walker at node $v$ is given by $d_v/2E_v$, where $d_v$ is the degree of node $v$. Averaged over all starting nodes $v$, the probability distribution of the GFPT to hub $C$ is defined by
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\[ F_C(t, n) = \sum_v \frac{v}{2E_t} F_v \rightarrow c(t, n), \]  

where the sum runs over all nodes of \( G(t) \). Then the probability generating functions of the GFPT to hub \( C \) is represented as

\[ \Phi_{GFPT}(t, z) = \sum_{n=0}^{+\infty} z^n F_C(t, n). \]  

Results in [54] show \( \Phi_{FRT}(t, z) \) and \( \Phi_{GFPT}(t, z) \) can be calculated by

\[ \Phi_{FRT}(t, z) = 1 - 1/\Phi_{RT}(t, z) \tag{4} \]

and

\[ \Phi_{GFPT}(t, z) = \frac{z \cdot 2^t}{(1 - z)^{3^t + 1}} \times \frac{1}{\Phi_{RT}(t, z)} \tag{5} \]

respectively. Here \( \Phi_{RT}(t, z) \) is the probability generating function of return time for hub \( C \), which is defined by

\[ \Phi_{RT}(t, z) = \sum_{n=0}^{+\infty} z^n P(T_C \rightarrow c(t) = n), \]  

where \( T_C \rightarrow c(t) \) denotes the return time and \( P(T_C \rightarrow c(t) = n) \) is the probability that a random walker, starting from hub \( C \), is found at hub \( C \) at time \( n \) on network \( G(t) \).

In order to calculate \( \Phi_{FRT}(t, z) \) and \( \Phi_{GFPT}(t, z) \) from equations (4) and (5), we must calculate \( \Phi_{RT}(t, z) \) first. Considering any return path \( \pi \) of hub \( C \) (i.e. starting from \( C \) and ending at \( C \)), its length is just the return time \( T_C \rightarrow c(t) \). Let \( v_i \) be the node of \( G(t) \) reached at time \( i \). Then the path can be rewritten as

\[ \pi = (v_0 = C, v_1, v_2 \cdots, v_{T_C \rightarrow c(t)} = C). \]

In the meantime, we denote with \( \Omega \) the set of nodes \( \{A, B, C\} \) and introduce the observable \( \tau = \tau(\pi) \), which is defined recursively as follows:

\[ \tau(0) = 0, \]

\[ \tau(\pi) = \min\{k : k > \tau_{i-1}, v_i \in \Omega, v_i \neq v_{\tau_{i-1}}\}. \]

Then, considering only nodes in the set \( \Omega \), the path \( \pi \) can be restated as a ‘simplified path’ defined as

\[ \iota(\pi) = (v_0 = C, v_1, \cdots, v_{\tau_L} = C), \]

where \( L = \max\{i : v_i = C\} \), which is the total number of observables obtained from path \( \pi \). Therefore the path \( \pi \) can be rewritten as

\[ \pi = \pi_{v_0} \rightarrow v_1 \parallel \pi_{v_1} \rightarrow v_2 \parallel \cdots \parallel \pi_{v_{\tau_{i-1}}} \rightarrow v_{\tau_i} \parallel \pi_{v_{\tau_i}} \rightarrow C, \]

where \( \pi_{v_{\tau_{i-1}}} \rightarrow v_{\tau_i} \) represents the sub-path from \( v_{\tau_{i-1}} \) to \( v_{\tau_i} \), \( \pi_{v_i} \parallel \pi_0 \) is the concatenation of path \( \pi_i \) and \( \pi_0 \). Because the path \( \pi \) need not be a first return path of hub \( C \), \( C v_{\tau_i} \) may not be the last node of path \( \pi \).
Therefore, $\pi_{C \rightarrow C}^{A,B}$, which denotes the remaining sub-path after node $v_{\pi_L}$, is the return path from $C$ to $C$ which does not reach any new hubs (i.e. $A$ and $B$).

Let $T_{C \rightarrow C}^{A,B}(t)$ denote the path length of $\pi_{C \rightarrow C}^{A,B}$ and $T_i$ $(i = 1, 2, \cdots, L)$ be the path length of $v_{\pi_{i-1} \rightarrow v_i}$, namely $T_i = \tau_i - \tau_{i-1}$. Therefore the length of path $\pi$ (i.e. the return time of hub $C$ on $G(t)$, which is denoted as $T_{C \rightarrow C}(t)$) satisfies

$$T_{C \rightarrow C}(t) = T_1 + T_2 + \cdots + T_L + T_{C \rightarrow C}^{A,B}(t). \quad (11)$$

Note that the sub-path $\pi_{C \rightarrow C}^{A,B}$ is the return path from $C$ to $C$ which may reach any node of $G(t)$ except $A$ and $B$. Therefore, it can be regarded as a return path of $C$ in the presence of two absorbing hubs (i.e. $A$ and $B$) on $G(t)$. Referring to figure 2, we can also find that the sub-path $\pi_{C \rightarrow C}^{A,B}$ only includes nodes of $G_2$ and $G_3$, which are copies of $G(t - 1)$. According to the symmetric structure of the PSFW, nodes of $G_3$ are in one to one corresponding with nodes of $G_2$. If we replace all the nodes of $G_3$ with the corresponding nodes of $G_2$ in the sub-path, we obtain a return path of $C$ in $G_2$ which never reaches hub $A$. It is a return path of $C$ in the presence of an absorbing hub $A$ on $G(t - 1)$ and has the same path length as $\pi_{C \rightarrow C}^{A,B}$. Therefore the length of $\pi_{C \rightarrow C}^{A,B}$ can be regarded as the return time of hub $C$ in the presence of an absorbing hub $A$ on $G(t - 1)$ and we denote it by $T_{C \rightarrow C}^{A,B}(t - 1)$. Thus, equation (11) can be rewritten as

$$T_{C \rightarrow C}(t) = T_1 + T_2 + \cdots + T_L + T_{C \rightarrow C}^{A,B}(t - 1). \quad (12)$$

Because the path $\pi(\tau)$ includes only the three nodes (i.e. $A$, $B$, $C$), which are just all the nodes of the PSFW with generation 0, $\pi(\tau)$ is just a return path of $C$ on the PSFW of generation 0 and $L$ is just the return time of hub $C$ on the PSFW of generation 0. Therefore, the probability generating function of $L$ is $\Phi_{RT}(0, z)$.

Note that $v_{\tau_i} \in \{A, B, C\}$ $(i = 1, 2, \cdots, L)$ and nodes $A$, $B$, $C$ are hubs of $G_1$, $G_2$, $G_3$, which are copies of the PSFW of generation $t - 1$. Then $T_i$ $(i = 1, 2, \cdots, L)$ are identically distributed random variables, each of them can be regarded as the first-passage time from one hub to another hub on the PSFW of generation $t - 1$. For example, without loss of generality, assuming $v_{\tau_1} = A$ and $v_{\tau_i} = B$ for certain $i$, because node $B$ or $C$ does not appear between $v_{\tau_{i-1}}$ and $v_{\tau_i}$ in path $\pi$, the sub-path from $v_{\tau_{i-1}}$ to $v_{\tau_i}$ only includes nodes of $G_1$ and $G_2$ (see figure 2) except $C$. According to the symmetric structure of the PSFW, nodes of $G_1$ are in one to one corresponding with nodes of $G_2$. If we replaced all the nodes of $G_2$ with the corresponding nodes of $G_1$ in the sub-path, we obtain a first-passage path from $A$ to $B$ in $G_1$, which is a copy of $G(t - 1)$. It has the same path length as the original sub-path. Therefore $T_i$ can be regarded as the first passage time from $A$ to $B$ on $G(t - 1)$.

Let $\Phi_{RT}(t, z)$ denote the probability generating function of FPT from $A$ to $B$ and $\Phi_{RT}^A(t, z)$ be the probability generating function of the return time for hub $C$ in the presence of an absorbing hub $A$ on $G(t)$. Therefore the probability generating function of $T_{C \rightarrow C}^A(t - 1)$ is $\Phi_{RT}^A(t - 1, z)$ and the probability generating functions of $T_i$ $(i = 1, 2, \cdots)$ is $\Phi_{FPT}(t - 1, z)$. Note that $L, T_{C \rightarrow C}^A(t - 1), T_1, T_2, \cdots$ are independent random variables. According to the properties (see equations (A.4) and (A.6)) of the probability generating function presented in appendix A, the probability generating function of return time $T_{C \rightarrow C}(t)$ satisfies

\[ \text{doi:10.1088/1742-5468/2016/03/033103} \]
\[ \Phi_{\text{FPT}}(t, z) = \Phi_{\text{FPT}}(0, x)|_{x = \Phi_{\text{FPT}}(t - 1, z)} * \Phi_{\text{RT}}^0(t - 1, z). \] (13)

As for \( \Phi_{\text{FPT}}(0, x) \), \( \Phi_{\text{FPT}}^a(t - 1, z) \) and \( \Phi_{\text{RT}}(t - 1, z) \), we have calculated them in appendices B–D (see equations (B.4), (C.3) and (D.5)). Therefore,

\[
\Phi_{\text{RT}}(0, x)|_{x = \Phi_{\text{FPT}}(t - 1, z)} = \Phi_{\text{RT}}\left(0, \frac{z}{2^t - z(2^t - 1)}\right) = \left[ \frac{z}{2^t - z(2^t - 1)} + 1 \right] \left( 1 - \left(1 - \frac{1}{2^t}\right)z \right) \left(1 - z \right) \left( 1 - \frac{3}{2^t} \right) z \right). \quad (14)
\]

Replacing \( \Phi_{\text{RT}}(0, x)|_{x = \Phi_{\text{FPT}}(t - 1, z)} \) and \( \Phi_{\text{RT}}^a(t - 1, z) \) from equations (14) and (D.5) respectively, we get

\[
\Phi_{\text{RT}}(t, z) = \left[ 1 + \left(1 - \frac{1}{2^t}\right)z \right] \left( 1 - \frac{1}{2} \right) \left(1 - z \right) \left( 1 - \frac{3}{2^t} \right) z \right), \quad (15)
\]

for any \( t > 0 \). Inserting equation (15) into equations (4) and (5), we obtain the rigorous solutions of \( \Phi_{\text{FRT}}(t, z) \) and \( \Phi_{\text{GFPT}}(t, z) \).

4. Probability distribution of GFPT and FRT

4.1. Probability distribution of GFPT to hub C

In this section, we calculate the probability distribution of GFPT by expanding the probability generating function \( \Phi_{\text{GFPT}}(t, z) \) into a power series of \( z \) and collecting the coefficient of \( z^n \). For the PSFW of generation \( t = 0 \), replacing \( \Phi_{\text{RT}}(0, z) \) from equation (B.4) in equations (5), we get

\[
\Phi_{\text{GFPT}}(0, z) = \frac{(z^2 + 2z)}{6 - 3z} = \frac{z^2 + 2z}{6} \times \frac{1}{1 - \frac{z}{2}} = \frac{z^2 + 2z}{6} \sum_{n=0}^{+\infty} z^n \frac{1}{2^n} = \frac{z}{3} + \sum_{n=2}^{+\infty} \frac{2}{3} \times \frac{1}{2^{n-1}} z^n. \quad (16)
\]

Therefore the probability distribution of GFPT on \( G(0) \) reads
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\[ F_C(0, n) = \begin{cases} 
1/3 & n = 1 \\
2/3 \times \frac{1}{2^{n-1}} & n \geq 2 
\end{cases} \]

(17)

For the PSFW of generation \( t \geq 1 \), inserting equation (15) into equation (5), we obtain the probability generating function of GFPT to hub \( C \), i.e.

\[ \Phi_{GFPT}(t, z) = \frac{2^t z}{3^{t+1}} \frac{\Pi_{i=1}^{t+1}[1 - (1 - \frac{3}{2})z]}{[1 - (1 - \frac{1}{2^{t+1}})z]} \frac{\Pi_{i=1}^{t}[1 - (1 - \frac{1}{2})z]}{[1 - (1 - \frac{1}{2^{t+1}})z]} \]

\[ = \frac{2^t}{3^{t+1}} z \left( 1 + \frac{z}{2} \right) \left( 1 - \frac{z}{4} \right) \lambda(t, z) \]

\[ = \frac{2^t}{3^{t+1}} \left( z + \frac{z^2}{4} - \frac{z^3}{8} \right) \lambda(t, z), \]

(18)

where

\[ \lambda(t, z) = \frac{\Pi_{i=3}^{t+1}[1 - (1 - \frac{3}{2})z]}{[1 - (1 - \frac{1}{2^{t+1}})z]} \frac{\Pi_{i=1}^{t-1}[1 - (1 - \frac{1}{2})z]}{[1 - (1 - \frac{1}{2^{t+1}})z]} = \sum_{i=1}^{t-1} \frac{a_i}{1 - (1 - \frac{1}{2})z} + \frac{a_{t+1}}{1 - (1 - \frac{1}{2^{t+1}})z}. \]

(19)

Here \( a_i = \left\{ \left[ 1 - (1 - \frac{1}{2})z \right] \lambda(t, z) \right\}_{z=2/(2^{t+1})} \) \((i = 1, 2, ..., t - 1, t + 1)\).

Note that \( \frac{1}{1 - cz} = \sum_{n=0}^{+\infty} c^n z^n \). Expanding \( \lambda(t, z) \) into a power series of \( z \), inserting it into equation (18) and calculating the coefficient of \( z^n \), we obtain the probability distribution of GFPT on \( G(t) \), i.e.

for \( n = 1 \), \( F_C(t, n) = \frac{2^t}{3^{t+1}} \); 
for \( n = 2 \), \( F_C(t, n) = \frac{2^t}{3^{t+1}} \left\{ \frac{1}{4} + a_{t+1}(1 - 1/2^{t+1}) + \sum_{i=1}^{t-1} \{ a_i(1 - 1/2^i) \} \right\} \); 
for \( n \geq 3 \),

\[ F_C(t, n) = \frac{2^t}{3^{t+1}} \left\{ a_{t+1}\mu_{t+1}(1 - 1/2^{t+1})^n + \sum_{i=1}^{t-1} \{ a_i\mu_i(1 - 1/2^i)^n \} \right\} \times (1 - 1/2^{t+1})^n, \]

(20)

where

\[ \mu_i \equiv -\frac{1}{8}(1 - 1/2^i)^{-3} + \frac{1}{4}(1 - 1/2^i)^{-2} + (1 - 1/2^i)^{-1}, \]

(21)

for \( i = 1, 2, ..., t + 1 \).

The result shows that the global first passage probability \( F_C(t, n) \) decreases exponentially with the number of steps \( n \) while \( n \to \infty \). We can also find that \( F_C(t, n) \to 0 \) while \( t \to \infty \) for any \( n \), which shows that the global first passage probability \( F_C(t, n) \) tends to zero with increasing network size for any fixed \( n \).
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4.2. Probability distribution of FRT for hub C

Similar to section 4.1, we calculate the probability distribution of FRT by expanding the probability generating function \( \Phi_{\text{FRT}}(t, z) \) into a power series of \( z \) and collecting the coefficient of \( z^n \) in this section.

For the PSFW with generation \( t = 0 \), replacing \( \Phi(z) \) from equation (B.4) into equations (4), we get

\[
\Phi_{\text{FRT}}(0, z) = \frac{z^2}{2} \times \frac{1}{1 - \frac{z}{2}} = \frac{z^2}{2} \sum_{n=0}^{\infty} z^n \frac{1}{2^n}.
\]

Therefore the probability distribution of FRT for hub \( C \) reads

\[
F_{C \rightarrow C}(0, n) = \begin{cases} 
0 & n < 2 \\
\frac{1}{2^{n-1}} & n \geq 2.
\end{cases}
\]

For the PSFW with generation \( t \geq 1 \), inserting equation (15) into equation (4), we obtain the probability generating function of FRT for hub \( C \), i.e.

\[
\Phi_{\text{FRT}}(t, z) = 1 - (1 - z) \prod_{i=1}^{t} \left[ \frac{1 - \left( 1 - \frac{3}{2} \right)^{2^{i-1}} z}{1 - \left( 1 - \frac{3}{2} \right)^{2^{i-1}} z} \right] = 1 - (1 - z) \left( 1 + \frac{z}{2} \right) \lambda(t, z) = 1 - \left( 1 - \frac{3}{4} z - \frac{3}{8} z^2 + \frac{1}{8} z^3 \right) \lambda(t, z),
\]

where \( \lambda(t, z) \) is defined by equation (19).

By expanding \( \lambda(t, z) \) into a power series of \( z \), inserting it into equation (24) and calculating the coefficient of \( z^n \), we obtain the probability distribution of FRT for hub \( C \) on \( G(t) \), i.e.

for \( n = 0 \) and \( n = 1 \),

\[ F_{C \rightarrow C}(t, n) = 0; \]

for \( n = 2 \),

\[ F_{C \rightarrow C}(t, n) = \frac{1}{3} + \frac{2}{3} \times 4^{-(t+1)}; \]

for \( n \geq 3 \),

\[ F_{C \rightarrow C}(t, n) = a_{i=1 \wedge t+1}(1 - 1/2^{t+1})^n + \sum_{i=1}^{t-1} [a_i \omega_i (1 - 1/2^i)^n] \times (1 - 1/2^{t+1})^n, \]

where \( a_i \) (i = 1, 2, ..., \( t-1 \), \( t+1 \)) are defined in section 4.1 and for \( i = 1, 2, ..., t+1 \),

\[
\omega_i \equiv -\frac{1}{8}(1 - 1/2^i)^{-3} + \frac{3}{8}(1 - 1/2^i)^{-2} + \frac{3}{4}(1 - 1/2^i)^{-1} - 1.
\]
Similar to the global first passage probability, the first return probability \( F_{t \rightarrow C}(t, n) \) also decreases exponentially with the number of steps \( n \) while \( n \to \infty \). However, we find \( \mu_1 = 2, \omega_1 = 1 \) and \( \mu_i \to \frac{9}{8}, \omega_i \to 0 \) while \( i \to +\infty \). Therefore, \( \mu_{t+1} \approx \mu_1 \) and \( \omega_{t+1} \ll \omega_1 \) for big \( t \). Thus the leading term (i.e. \( a_t + \omega_{t+1}(1 - 1/2^{t+1})^n \)) of equation (25) has no great influence on \( F_{t \rightarrow C}(t, n) \) while \( n \) is small because \( \omega_{t+1} \ll \omega_1 \); whereas the leading term (i.e. \( a_t + \mu_{t+1}(1 - 1/2^{t+1})^n \)) of equation (20) has great influence on the global first passage probability \( F_C(t, n) \) almost for any \( n \) because \( \mu_{t+1} \approx \mu_1 \).

We also find that, for small \( n \), the first return probability \( F_{t \rightarrow C}(t, n) \) is very high even on the PSFW with large scale. For example \( F_{t \rightarrow C}(t, n) > \frac{1}{3} \) for \( n = 2 \) and any \( t > 0 \). The results show that the random walker has a high probability of returning to hub \( C \) in a short time, but with increasing number of steps \( n \), the first return probability decreases exponentially with \( n \). The reason is that in a very short time after the random walker leaves the starting position (i.e. the number of steps \( n \) is very small), the random walker is close to the starting position and he has high probability of returning to the origin; but as time elapses (i.e. the number of steps \( n \) increases), the position distribution of the random walker tends to the stationary distribution, the time the random walker first returns to the starting node is similar to the time he first reaches the starting node. Therefore, the first return probability shows similar asymptotic behaviors with the global first passage probability while \( n \to \infty \).

5. Volatilities analysis of the GFPT

In this section, we first present the recurrence relations that the probability generating function \( \Phi_{GFPT}(t, z) \), the first and second moment of the GFPT to hub \( C \), satisfy. Then we derive exactly formulas for the first and second moment of the GFPT. Finally we obtain the variance and reduced moment \([43]\) of the GFPT, which are the measures for volatilities of the GFPT.

It is easy to show from equation (15) that

\[
\Phi_{RT}(t, z) = \Phi_{RT}(t-1, z) \times \left[ 1 - \left( 1 - \frac{1}{2^t} \right) z \right] \left[ 1 - \left( 1 - \frac{1}{2^t} \right) z \right] = \Phi_{RT}(t-1, z) \times \frac{\theta(t, z)}{\rho(t, z)}
\]

holds for any \( t > 0 \). Here \( \theta(t, z) = \left[ 1 - \left( 1 - \frac{1}{2^t} \right) z \right] \left[ 1 - \left( 1 - \frac{1}{2^t} \right) z \right] \) and \( \rho(t, z) = \left[ 1 - \left( 1 - \frac{1}{2^t} \right) z \right] \left[ 1 - \left( 1 - \frac{3}{2^t} \right) z \right] \).

Inserting equation (27) into equation (5), we find \( \Phi_{GFPT}(t, z) \) satisfies the following recurrence relation:
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\[ \Phi_{GFPT}(t, z) = \frac{2^t \cdot z}{3^{t+1}(1-z)} \times \frac{1}{\Phi_{RT}(t-1, z)} \times \frac{\theta(t, z)}{\rho(t, z)} \]

\[ = \frac{2}{3} \frac{\rho(t, z)}{\theta(t, z)} \Phi_{GFPT}(t-1, z), \quad (28) \]

with initial condition

\[ \Phi_{GFPT}(0, z) = \frac{z(z+2)}{3(2-z)}. \quad (29) \]

By calculating the first order derivative with respect to \( z \) on both sides of equation (28), we obtain

\[ \frac{\partial}{\partial z} \Phi_{GFPT}(t, z) = \frac{2}{3} \left\{ \frac{\rho(t, z)}{\theta(t, z)} \times \Phi_{GFPT}(t-1, z) + \frac{\rho(t, z)}{\theta(t, z)} \times \frac{\partial}{\partial z} \Phi_{GFRT}(t-1, z) \right\} \]

\[ = \frac{2}{3} \left\{ \left[ z^2 \left( \frac{5}{4} 8^{-t} - 4^{-t} \right) + z 4^{-t} \right] \Phi_{GFRT}(t-1, z) + \frac{\rho(t, z)}{\theta(t, z)} \times \frac{\partial}{\partial z} \Phi_{GFRT}(t-1, z) \right\}. \quad (30) \]

Noting that \( \Phi_{GFPT}(t, 1) = 1, \rho(t, 1) = 3 \times 2^{-2t-1}, \theta(t, 1) = 2^{-2t} \) and \( \frac{\partial}{\partial z} \Phi_{GFPT}(0, z) \rvert_{z=1} = \frac{7}{3} \) and letting \( z = 1 \) in equation (30), we obtain the first moment of GFPT to hub \( C \), i.e.

\[ \langle GFPT(t) \rangle = \left. \frac{\partial}{\partial z} \Phi_{GFPT}(t, z) \right|_{z=1} \]

\[ = \langle GFPT(t-1) \rangle + \frac{5}{6} \times 2^t \]

\[ = \langle GFPT(0) \rangle + \frac{5}{6} \times \prod_{k=1}^{t} 2^k \]

\[ = \frac{5}{3} \times 2^t + \frac{2}{3}, \quad (31) \]

where \( \langle GFPT(t) \rangle \) denotes the mean of GFPT to hub \( C \) on \( G(t) \). The result is consistent with the asymptotic behaviors of the probability distribution of GFPT as shown in section 4.1.

Similarly, we can also obtain the second moment of the GFPT to hub \( C \), referred to as \( \langle GFPT^2(t) \rangle \). By taking the first order derivative on both sides of equation (30), we obtain

\[ \frac{\partial^2}{\partial z^2} \Phi_{GFPT}(t, z) = \frac{2}{3} \left\{ \frac{\rho(t, z)}{\theta(t, z)} \times \frac{\partial^2}{\partial z^2} \Phi_{GFPT}(t-1, z) + \left[ z^2 \left( \frac{5}{4} 8^{-t} - 4^{-t} \right) + z 4^{-t} \right] \frac{\partial}{\partial z} \Phi_{GFPT}(t-1, z) \right\} \]

\[ + \frac{\Phi_{GFRT}(t-1, z)-1}{[\theta(t, z)]^2} \left[ 2 \left( \frac{5}{4} 8^{-t} - 4^{-t} \right) \right] \theta(t, z) \times \frac{\partial}{\partial z} \theta(t, z) \]

\[ \times \left[ z^2 \left( \frac{5}{4} 8^{-t} - 4^{-t} \right) + z 4^{-t} \right] \times \theta(t, z) \times \frac{\partial}{\partial z} \theta(t, z), \quad (32) \]
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Note that $\Phi_{\text{FRT}}(t, 1) = 1$, $\rho(t, 1) = 3 \times 2^{-2t-1}$, $\theta(t, 1) = 2^{-2t}$ and $\left.\frac{\partial}{\partial z} \theta(t, z)\right|_{z=1} = 2^{1-2t} - 5 \times 2^{-t-1}$. By letting $z = 1$ in equation (32), we obtain

$$\left.\frac{\partial^2}{\partial z^2} \Phi_{\text{GFPT}}(t, z)\right|_{z=1} = \left.\frac{\partial^2}{\partial z^2} \Phi_{\text{GFPT}}(t - 1, z)\right|_{z=1} + \frac{44}{9} \times 4^t - \frac{5}{9} \times 2^t. \quad (33)$$

Therefore, the second moment of GFPT of node $C$ satisfies

$$\langle \text{GFPT}^2(t) \rangle = \left.\frac{\partial^2}{\partial z^2} \Phi_{\text{GFPT}}(t, z)\right|_{z=1} + \langle \text{GFPT}(t) \rangle$$

$$= \langle \text{GFPT}^2(t - 1) \rangle + \frac{44}{9} \times 4^t + \frac{5}{18} \times 2^t. \quad (34)$$

As for the initial value $\langle \text{GFPT}^2(0) \rangle$, it can be obtained by calculating the first and second order derivative with respect to $z$ on both sides of equation (29) and fixing $z = 1$, i.e.

$$\langle \text{GFPT}^2(0) \rangle = 23/3. \quad (35)$$

Using equation (34) recursively we get

$$\langle \text{GFPT}^2(t) \rangle = \langle \text{GFPT}^2(t - 1) \rangle + \frac{44}{9} \times 4^t + \frac{5}{18} \times 2^t$$

$$= \cdots$$

$$= \langle \text{GFPT}^2(0) \rangle + \frac{44}{9} \times \prod_{k=0}^{t} 4^k + \frac{5}{18} \times \prod_{k=0}^{t} 2^k$$

$$= \frac{176}{27} \times 4^t + \frac{5}{9} \times 2^t + \frac{16}{27}$$

$$\sim N_t^{2b_2/3b_3}. \quad (36)$$

Therefore the variance of GFPT to node $C$ turns out to be

$$\text{Var} \langle \text{GFPT}(t) \rangle = \langle \text{GFPT}^2(t) \rangle - [\langle \text{GFPT}(t) \rangle]^2$$

$$= \frac{101}{27} \times 4^t - \frac{5}{3} \times 2^t + \frac{4}{27}$$

$$\approx \frac{101}{27} \times \langle \text{GFPT}(t) \rangle^2. \quad (37)$$

Therefore the variance of GFPT to node $C$ scales quadratically with its mean value, and the reduced moment $R(t) = \sqrt{\text{Var}(\text{GFPT}(t))/\langle \text{GFPT}(t) \rangle}$ [43] is almost a constant. In the limit of large size,

$$\lim_{t \to \infty} R(\text{GFPT}(t)) = \sqrt{101/75} \approx 1.1605. \quad (38)$$
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6. Volatilities analysis of FRT

In this section, we first present the recurrence relations that the probability generating function \( \Phi_{\text{FRT}}(t, z) \), the first and second moment of the FRT for hub \( C \), satisfy. Then we derive exactly formulas for the first and second moment of the FRT for hub \( C \). Finally we obtain the variance and reduced moment \([43]\) of the FRT, which are the measures for volatilities of the FRT.

Note that equation (4) can be rewritten as

\[
\Phi_{\text{FRT}}(t, z) = 1 - \Phi_{\text{FRT}}(t, z) = -\frac{\theta(t, z)}{\rho(t, z)}
\]

Therefore \( \Phi_{\text{FRT}}(t, z) \) satisfies the following recurrence relation:

\[
\Phi_{\text{FRT}}(t, z) = 1 - \frac{1}{\Phi_{\text{FRT}}(t, z)}
\]

\[
= 1 - \frac{1}{\Phi_{\text{FRT}}(t, z) - 1} - 1
\]

\[
= \frac{\rho(t, z)}{\theta(t, z)} \left[ \Phi_{\text{FRT}}(t - 1, z) - 1 \right] + 1,
\]

with initial condition \( \Phi_{\text{FRT}}(0, z) = 1 - 1/\Phi_{\text{RT}}(0, z) = z^2/(2 - z) \). Calculating the first order derivative with respect to \( z \) on both sides of equation (40), we obtain

\[
\frac{\partial}{\partial z} \Phi_{\text{FRT}}(t, z) = \frac{\rho(t, z)}{\theta(t, z)} \times \left[ \Phi_{\text{FRT}}(t - 1, z) - 1 \right] + \frac{\rho(t, z)}{\theta(t, z)} \times \frac{\partial}{\partial z} \Phi_{\text{FRT}}(t - 1, z).
\]

Noting that \( \Phi_{\text{FRT}}(t, 1) = 1, \rho(t, 1) = 3 \times 2^{-2t-1}, \theta(t, 1) = 2^{-2t} \) and \( \frac{\partial}{\partial z} \Phi_{\text{FRT}}(0, z) \Big|_{z=1} = 3 \) and letting \( z = 1 \) in equation (41), we obtain the first moment of FRT of hub \( C \), i.e.

\[
\langle FRT(t) \rangle = \frac{\partial}{\partial z} \Phi_{\text{FRT}}(t, z) \Bigg|_{z=1} = \frac{3}{2} \times \langle FRT(t - 1) \rangle
\]

\[
= \frac{3^l}{2^l} \langle FRT(0) \rangle = \frac{3^{l+1}}{2^{l+1}},
\]

where \( \langle FRT(t) \rangle \) denotes the mean first return time of hub \( C \) on \( G(t) \). The result is consistent with the result calculated by stationary distribution \([21]\). Differing from the result of the mean of GFPT, the mean of the FRT does not scale with \( t \) as \( 2^l \), but scales with \( t \) as \( \left( \frac{3}{2} \right)^l \). It is not consistent with the asymptotic behaviors of the probability distribution of FRT as shown in section 4.2. The reason is that the leading term (i.e. \( a_{l+1} \omega_{l+1} (1 - 1/2^{l+1})^n \)) of equation (25), which shows the asymptotic behavior, has no great influence on the first return probability \( F_{C \rightarrow C}(t, n) \) while \( n \) is small. The asymptotic behavior of the first return probability just shows its property while \( n \) is big enough. In fact, the random walker has a high probability of returning to the origin...
in a short time, which cannot be shown by the asymptotic behaviors of the probability distribution.

Similarly, we can also obtain the second moment of the FTR of hub $C$, referred to as \( \langle \text{FRT}^2(t) \rangle \). By taking the first order derivative on both sides of equation (41), we obtain

\[
\frac{\partial^2}{\partial z^2} \Phi_{\text{FRT}}(t, z) = \rho(t, z) \frac{\partial}{\partial z} \Phi_{\text{FRT}}(t - 1, z) + 2 \frac{\partial}{\partial z} \left( \frac{\rho(t, z)}{\theta(t, z)} \right) \frac{\partial}{\partial z} \Phi_{\text{FRT}}(t - 1, z) 
+ \left[ \Phi_{\text{FRT}}(t - 1, z) - 1 \right] \frac{\partial^2}{\partial z^2} \left( \frac{\rho(t, z)}{\theta(t, z)} \right).
\]

Note that $\Phi_{\text{FRT}}(t, 1) = 1$, $\rho(t, 1) = 3 \times 2^{-2t-1}$, $\theta(t, 1) = 2^{-2t}$, $\frac{\partial}{\partial z} \Phi_{\text{FRT}}(t, z)\big|_{z=1} = \frac{3^{t+1}}{2}$ and

\[
\frac{\partial}{\partial z} \left( \frac{\rho(t, z)}{\theta(t, z)} \right) = \frac{z^2 (2^{1-4t} - 4^{-t}) + 4^{-t}}{[\theta(t, z)]^2}.
\]

By letting $z = 1$ in equation (43), we obtain

\[
\frac{\partial^2}{\partial z^2} \Phi_{\text{FRT}}(t, z)\big|_{z=1} = \frac{3}{2} \times \frac{\partial^2}{\partial z^2} \Phi_{\text{FRT}}(t - 1, z)\big|_{z=1} + 5 \times 3^t.
\]

Therefore, the second moment of FRT of node $C$ satisfies

\[
\langle \text{FRT}^2(t) \rangle = \frac{\partial^2}{\partial z^2} \Phi_{\text{FRT}}(t, z)\big|_{z=1} + \langle \text{FRT}(t) \rangle
= \left[ \frac{3}{2} \frac{\partial^2}{\partial z^2} \Phi_{\text{FRT}}(t - 1, z)\big|_{z=1} + \langle \text{FRT}(t - 1) \rangle \right] + 5 \times 3^t
= \frac{3}{2} \langle \text{FRT}^2(t - 1) \rangle + 5 \times 3^t
= \cdots
= \frac{3^t}{2} \langle \text{FRT}^2(0) \rangle + 5 \times 3^t \sum_{k=0}^{t-1} 2^{-k}.
\]

As for $\langle \text{FRT}^2(0) \rangle$, it can be obtained by calculating the first and second order derivative with respect to $z$ on both sides of equation (B.4) and fixing $z = 1$, i.e.

\[
\langle \text{FRT}^2(0) \rangle = 11.
\]

Inserting equation (47) into equation (46), we have

\[
\langle \text{FRT}^2(t) \rangle = \frac{3^t}{2} + 10 \times 3^t.
\]

Since the volume of the underlying structure scales as $N_t \sim 3^t$ for large sizes, the previous expression can be restated as
namely the second moment of FRT scales linearly with the volume $N_t$. We can also obtain the variance of FRT which is shown as

$$\text{Var}(\text{FRT}(t)) = \langle \text{FRT}^2(t) \rangle - \langle (\text{FRT}(t)) \rangle^2$$

$$= 3\left[ 10 + \frac{1}{2^t} - 9 \times \frac{3^t}{4^t} \right]$$

$$\approx \frac{10}{9} \times \left( \frac{4}{3} \right)^t \times \langle \text{FRT}(t) \rangle^2. \tag{50}$$

Hence the reduced moment, defined by $R(\text{FRT}(t)) = \sqrt{\text{Var}(\text{FRT}(t))} / \langle \text{FRT}(t) \rangle$ [43], grows with increasing the network size, and in the limit of large size,

$$\lim_{t \to \infty} R(\text{FRT}(t)) = \lim_{t \to \infty} \frac{\sqrt{10}}{3} \times \left( \frac{4}{3} \right)^{t/2} = \infty. \tag{51}$$

Therefore, on the PSFW of large size, the FRT of node $C$ has huge fluctuations and the estimate provided by MFRT is unreliable. By comparing the result with that of the GFPT, we find the fluctuations of the GFPT are much smaller and the estimate of the GFPT provided by its mean is more reliable.

### 7. Conclusions

We have analyzed the volatilities of the FRT and the GFPT on the PSFW by using variance as a measure. Results show that: on the PSFW of large size, the FRT of a given hub has huge fluctuations and the estimate provided by MFRT is unreliable, whereas the fluctuations of the GFPT to a given hub are much smaller and the estimate provided by its mean is more reliable. Whether it is always the case in other networks is an interesting problem that is unresolved. Of course, the method proposed here can also be used in other self-similar graphs such as the $(u, v)$ flower, T-graphs, recursive scale-free trees, etc.
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### Appendix A. Probability generating function and its properties

Let $T$ be a discrete random variable which takes only non-negative integer values, and whose probability distribution is $p_k (k = 0, 1, 2, \cdots)$. The probability generating function of $T$ is defined as

$$\text{PGF}(T) = \sum_{k=0}^{\infty} p_k x^k$$
The probability generating function of $T$ is determined by the probability distribution and, in turn, it uniquely determines the probability distribution. If $T_1$ and $T_2$ are two random variables with the same probability generating function, then they have the same probability distribution. Given the probability generating function $\Phi_T(z)$ of the random variable $T$, we can obtain the probability distribution $p_k$ ($k = 0, 1, 2, \cdots$) as the coefficient of $z^k$ in the Taylor series expansion of $\Phi_T(z)$ about $z = 0$.

Also, the $n$th moment $\langle T^n \rangle \equiv \sum_{k=0}^{+\infty} k^n p_k$, can be written in terms of combinations of derivatives (up to the $n$th order) of $\Phi_T(z)$ calculated in $z = 1$. In particular,

$$\langle T \rangle = \left. \frac{\partial \Phi_T(z)}{\partial z} \right|_{z=1},$$

$$\langle T^2 \rangle = \left. \frac{\partial^2 \Phi_T(z)}{\partial z^2} \right|_{z=1} + \left. \frac{\partial \Phi_T(z)}{\partial z} \right|_{z=1}.$$  

Finally, we list some useful properties of the probability generating function [55], which would be useful in this paper:

- Let $T_1$ and $T_2$ be two independent random variables with probability generating functions $\Phi_{T_1}(z)$ and $\Phi_{T_2}(z)$, respectively. Then, the probability generating function of random variable $T_1 + T_2$ reads as

  $$\Phi_{T_1 + T_2}(z) = \Phi_{T_1}(z)\Phi_{T_2}(z).$$

- Let $N, T_1, T_2, \cdots$ be independent random variables. If $T_i$ ($i = 1, 2, \cdots$) are identically distributed, each with probability generating function $\Phi_T(z)$, and, being $\Phi_N(z)$ the probability generating function of $N$, the random variable defined as

  $$S_N = T_1 + T_2 + \cdots + T_N$$

has probability generating function

  $$\Phi_{S_N}(z) = \Phi_N(\Phi_T(z)).$$

**Appendix B. PGF of FPT and RT on the PSFW of generation 0**

Let

$$M = (P_{xy})_{3 \times 3}$$

be the transition probability matrix for random walks on the PSFW of generation 0. This means
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\[ P_{xy} = \begin{cases} \frac{1}{d_x} & \text{if } x \sim y, \text{ and } x \text{ is not an absorbing node} \\ 0 & \text{others} \end{cases}, \quad (B.1) \]

where \( x \sim y \) means that there is an edge between \( x \) and \( y \) and \( d_x \) is the degree of node \( x \). Then we can calculate the probability generating function directly by

\[ \Psi(z) = \sum_{n=0}^{+\infty} (zM)^n = (I - zM)^{-1}, \]

where \( \Psi(z) = (\psi_{xy}(z))_{3 \times 3} \) and \( \psi_{xy}(z) \) is the probability generating function of passage time from node \( x \) to \( y \), whereas \( \psi_{zx}(z) \) is the probability generating function of return time of node \( x \). If \( y \) is an absorbing node, \( \psi_{xy}(z) \) is just the probability generating function of first passage time from node \( x \) to \( y \).

**B.1. Exact calculation of \( \Phi_{RT}(0, z) \)**

In this case, no node is an absorbing node. Therefore,

\[ M = \begin{pmatrix} 0 & \frac{1}{2} & \frac{1}{2} \\ \frac{1}{2} & 0 & \frac{1}{2} \\ \frac{1}{2} & \frac{1}{2} & 0 \end{pmatrix}. \]

Inserting equation (B.3) into equation (B.2), we obtain \( \Psi(z) \) for this case. (Note: as a matter of fact, we use Matlab for this task.) Then the probability generating function of the RT of hub \( C \) is

\[ \Phi_{RT}(0, z) = \psi_{33}(z) = (z - 2)/(z - 1)(z + 2). \]

**B.2. Exact calculation of \( \Phi_{FPT}(0, z) \) and \( \Phi_{RT}^e(0, z) \)**

Let hub \( A \) be the absorbing node. Then all coordinates of the first row of the transition probability matrix \( M \) are assigned 0. Therefore,

\[ M = \begin{pmatrix} 0 & 0 & 0 \\ \frac{1}{2} & 0 & \frac{1}{2} \\ \frac{1}{2} & \frac{1}{2} & 0 \end{pmatrix}. \]

Calculating \( \Psi(z) \) from equation (B.2) by using Matlab, the probability generating function of the FPT from \( B \) to \( A \) is

\[ \Phi_{FPT}(0, z) = \psi_{21}(z) = \frac{-z}{z - 2}, \]

\[ \Phi_{RT}^e(0, z) = \psi_{31}(z) = \frac{z - 1}{z - 2}. \]
and the probability generating function of the return time of hub $C$ in the presence of an absorbing hub $A$ reads as

$$\Phi_{RT}^e(0, z) = \psi_{SG}(z) = \frac{-4}{(z - 2)(z + 2)}. \quad (B.7)$$

### Appendix C. Probability generating function of FPT from $A$ to $B$

For the PSFW of generation $t = 0$, the probability generating function of FPT from $A$ to $B$ is presented in equation (B.6). For the PSFW of generation $t > 0$, let $T_{A \rightarrow B}(t)$ denote the FPT from $A$ to $B$. Similar to the derivation of equation (12), we can find independent random variables $L, T_1, T_2, \cdots$, such that

$$T_{A \rightarrow B}(t) = T_1 + T_2 + \cdots + T_L. \quad (C.1)$$

Here $L$ is the first-passage time from hub $A$ to $B$ on $G(0)$ and $T_i (i = 1, 2, \cdots)$ are identically distributed random variables, each of them is the first-passage time from one hub to another hub on $G(t - 1)$. Therefore the probability generating function of $L$ is $\Phi_{FPT}(0, z)$ and the probability generating function of $T_i (i = 1, 2, \cdots)$ is $\Phi_{FPT}(t - 1, z)$. Thus, we can obtain from equations (A.4), (A.6) and (C.1) that the probability generating function of $T_{A \rightarrow B}(t)$ satisfies

$$\Phi_{FPT}(t, z) = \Phi_{FPT}(0, \Phi_{FPT}(t - 1, z)). \quad (C.2)$$

Therefore, for any $t \geq 0$,

$$\Phi_{FPT}(t, z) = \frac{z}{2^{t+1} - \frac{z}{z(2^{t+1} - 1)}}, \quad (C.3)$$

which is proved by mathematical induction as follows.

For $t = 0$, we find equation (C.3) holds from equation (B.6). Assuming that equation (C.3) holds for $t = k - 1 (k \geq 1)$, we will prove it also holds for $t = k$. In fact,

$$\Phi_{FPT}(k, z) = \Phi_{FPT}(0, \Phi_{FPT}(k - 1, z))$$

$$= \Phi_{FPT}\left(0, \frac{z}{2^k - \frac{z}{z(2^k - 1)}}\right)$$

$$= \frac{z}{z(2^k - 1) - \frac{z}{z(2^k - 1) - 2}} - \frac{z}{2^k - \frac{z}{z(2^k - 1) - 2}}$$

$$= \frac{2^k + 1 - z(2^{k+1} - 1)}{2^k - z(2^{k+1} - 1)}.$$ 

Therefore, equation (C.3) holds for $t = k$, and this ends the proof.

### Appendix D. Probability generating function of return time for hub $C$ in the presence of an absorbing hub $A$

For the PSFW of generation $t = 0$, the probability generating function of return time for hub $C$ is presented in equation (B.7). For the PSFW of generation $t > 0$, let $T_{C \rightarrow C}(t)$
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denote the return time of $C$ in the presence of an absorbing hub $A$ on $G(t)$. Similar to the
derivation of equation (12), we can find independent random variables $L$, $T^C_{C \rightarrow C}(t - 1)$, $T_1$, $T_2$, ..., such that
\[ T^C_{C \rightarrow C}(t) = T_1 + T_2 + \cdots + T_L + T^C_{C \rightarrow C}(t - 1). \] (D.1)
Here $L$ is the return time of hub $C$ in the presence of absorbing hub $A$ on $G(0)$ and $T_i$ ($i = 1, 2, \cdots$) are identically distributed random variables, each of them is the first-passage time from one hub to another hub on $G(t - 1)$. Therefore the probability generating function of $L$ is $\Phi^C_{RT}(0, z)$ and the probability generating function of $T_i$ ($i = 1, 2, \cdots$) is $\Phi^C_{FPT}(t - 1, z)$. Thus, we can obtain from equations (A.4), (A.6) and (D.1) that the probability generating function of $T^C_{A \rightarrow B}(t)$ satisfies
\[ \Phi^C_{RT}(t, z) = \Phi^C_{RT}(0, \Phi^C_{FPT}(t - 1, z)) \ast \Phi^C_{RT}(t - 1, z). \] (D.2)
Using equation (D.2) recursively,
\[ \Phi^C_{RT}(t, z) = \Phi^C_{RT}(0, z) \prod_{k=0}^{t-1} \Phi^C_{RT}(0, \Phi^C_{FPT}(k, z)) \] (D.3)
Recalling equations (B.7) and (C.3), for any $k \geq 0$,
\[ \Phi^C_{RT}(0, \Phi^C_{FPT}(k, z)) = \Phi^C_{RT}\left(0, \frac{z}{2^{k+1} - z(2^{k+1} - 1)}\right) \]
\[ = \frac{-4}{\left[\frac{2^{k+1} - z(2^{k+1} - 1)}{2^{k+1} - z(2^{k+1} - 1)} - 2\right] + 2} \]
\[ = \frac{[1 - (1 - 1/2^{k+1})z]^2}{[1 - (1 - 1/2^{k+2})z][1 - (1 - 3/2^{k+2})z]}. \] (D.4)
Replacing $\Phi^C_{RT}(0, \Phi^C_{FPT}(k, z))$ from equation (D.4), we obtain
\[ \Phi^C_{RT}(t, z) = \Phi^C_{RT}(0, z) \prod_{k=0}^{t-1} \Phi^C_{RT}(0, \Phi^C_{FPT}(k, z)) \]
\[ = \left[1 - \left(1 - \frac{1}{2^{k+1}}z\right)\right] \prod_{k=1}^{t} \left[1 - \left(1 - \frac{3}{2^k}z\right)\right]. \] (D.5)

References

[1] Weiss G 1994 *Aspects and Applications of the Random Walk* (Amsterdam: North-Holland)
[2] Havlin S and Ben-Avraham D 1987 *Adv. Phys.* 36 695
[3] Ben-Avraham D and Havlin S 2004 *Diffusion and Reactions in Fractals and Disordered Systems* (Cambridge: Cambridge University Press)
[4] Chepizhko O and Peruani F 2013 *Phys. Rev. Lett.* 111 160604
[5] Redner S 2007 *A Guide to First-Passage Processes* (Cambridge: Cambridge University Press)
[6] Meyer B, Chevalier C, Voituriez R and Bénichou O O 2011 *Phys. Rev. E* 83 051116
[7] Volovik D and Redner S 2010 *J. Stat. Mech.* P06018
[8] Condamin S, Bénichou O and Moreau M 2005 *Phys. Rev. Lett.* 95 260601

doi:10.1088/1742-5468/2016/03/033103
[9] Metzler R and Klafter J 2000 Phys. Rep. 339 1
[10] Condamin S, Bénichou O, Tejedor V, Voituriez R and Klafter J 2007 Nature 450 77
[11] Bénichou O, Chevalier C, Klafter J, Meyer B and Voituriez R 2010 Nat. Chem. 2 472
[12] Bénichou O and Voituriez R 2014 Phys. Rep. 539 225
[13] Eichner J F, Kantelhardt J W, Bunde A and Havlin S 2007 Phys. Rev. E 75 011128
[14] Moloney N R and Davidsen J 2009 Phys. Rev. E 79 041131
[15] Liu C, Jiang Z Q, Ren F and Zhou W X 2009 Phys. Rev. E 80 046304
[16] Santhanam M S and Kantz H 2008 Phys. Rev. E 78 051113
[17] Hady N, Luciano J, Mantica G and Vaienti S 2002 Phys. Rev. Lett. 88 22
[18] Reiss R D, Thomas M and Reiss R D 1997 Statistical Analysis of Extreme Values: From Insurance, Finance, Hydrology and Other Fields (Boston, MA: Birkhauser)
[19] Kondratyev K Y, Varotsos C A and Krapivin V F 2006 Natural Disasters as Interactive Components of Global Ecodynamics (Berlin: Springer)
[20] Battjes J A and Gerritsen H 2002 Phil. Trans. R. Soc. A 360 1461
[21] Lovász L 1993 Random walks on graphs: a survey Combinatorics: Paul Erdős is Eighty (Bolyai Society Mathematical Studies, vol 2)
[22] Noh J D and Rieger H 2004 Phys. Rev. Lett. 92 118701
[23] Kozak J J and Balakrishnan V 2002 Phys. Rev. E 65 021105
[24] Bentz J L, Turner J W and Kozak J J 2010 Phys. Rev. E 82 011137
[25] Zhang Z Z, Guo J H, Xie W L, Qi Y and Zhou S G 2009 Europhys. Lett. 86 10006
[26] Zhang Z Z and Gao S Y 2011 Eur. Phys. J. B 80 209
[27] Zhang Z Z, Gao S Y and Xie W L 2010 Chaos 20 043112
[28] Comellas F and Miralles A 2010 Phys. Rev. E 81 061103
[29] Zhang Z Z, Qi Y, Zhou S G, Gao S Y and Guan J H 2010 Phys. Rev. E 81 016114
[30] Zhang Z Z, Lin Y and Ma Y J 2011 J. Phys. A: Math. Theor. 44 075102
[31] Zhang Z Z, Li X T, Lin Y and Chen G R 2011 J. Stat. Mech. P08013
[32] Agliari E 2008 Phys. Rev. E 77 011128
[33] Zhang Z Z, Lin Y, Zhou S G, Wu B and Guan J H 2009 New J. Phys. 11 103043
[34] Wu B, Lin Y, Zhang Z Z and Chen G R 2012 J. Chem. Phys. 137 044903
[35] Agliari E, Cassi D, Cattivelli L and Sartori F 2015 Phys. Rev. E 91 052132
[36] Peng J H and Xu G 2014 J. Stat. Mech. P04032
[37] Peng J H and Xu G 2014 J. Chem. Phys. 40 134102
[38] Peng J H, Xiong J and Xu G 2014 Physica A 407 231
[39] Agliari E and Burioni R 2009 Phys. Rev. E 80 031125
[40] Agliari E, Burioni R and Manzotti A 2010 Phys. Rev. E 82 011118
[41] Meyer B, Agliari E, Bénichou O and Voituriez R 2012 Phys. Rev. E 85 026113
[42] Zhang Z Z, Sheng Y B, Hu Z Y and Chen G R 2012 Chaos 22 043129
[43] Haynes C P and Roberts A P 2008 Phys. Rev. E 78 041111
[44] Kahng B and Redner S 1989 J. Phys. A: Math. Gen. 22 887
[45] Kohler G H and Blumen A 1990 J. Phys. A: Math. Gen. 23 5611
[46] Argyrakis P, Anacker L W and Kopelman R 1988 J. Phys. A: Math. Gen. 21 569
[47] Dorogovtsev S N, Goltsev A V and Mendes J F F 2002 Phys. Rev. E 65 066122
[48] Rozenfeld H D, Havlin S and Ben-Avraham D 2007 New J. Phys. 9 175
[49] Zhang Z Z, Zhou S G and Chen L C 2007 Eur. Phys. J. B 58 337
[50] Zhang Z Z, Roug L L and Zhou S G 2007 Physica A 377 329
[51] Zhang Z Z, Liu X H, Wu B and Zhou S G 2010 Europhys. Lett. 90 68002
[52] Zhang Z Z, Lin Y and Guo X 2015 Phys. Rev. E 91 062808
[53] Zhang Z Z, Qi Y, Zhou S G, Xie W L and Guan J H 2009 Phys. Rev. 79 021127
[54] Hwang S, Lee D-S and Kahng B 2012 Phys. Rev. Lett. 109 088701
[55] Gut A 2005 Probability: A Graduate Course (New York: Springer)