A delayed HIV infection model with apoptosis and viral loss
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ABSTRACT
In this paper, a delayed human immunodeficiency virus (HIV) model with apoptosis of cells has been studied. Both immunological and intracellular delay have been incorporated to make the model more relevant. Firstly, the model has been investigated using local stability analysis. Next, the global stability analysis of steady states has been performed. The stability switch criteria taking the delay as the bifurcating parameter, leading to Hopf bifurcation has been studied. The transition of the system from order to chaos has been explored, and the analytical results have been verified by numerical simulations. The results thus can be used to describe the extensive dynamics exhibited by the model introduced in this article. The effects of apoptosis on viral load has been studied in the model numerically.

1. Introduction

Human immunodeficiency virus (HIV) emerged in the 1980s, and since then it has affected a large number of world population. HIV is the causative agent of acquired immunodeficiency syndrome (AIDS). HIV viruses are parasites which strive on Langerhans, macrophages, dendritic cells and CD4+ T cells. The virus is initially controlled by the immune response comprising of the cytotoxic T lymphocytes (CTLs) and the B cell antibodies [7,26,27]. In most patients infected with HIV, the viral load remains at low levels for years. This stage is called as the period of clinical latency. The plasma virus RNA is detectable, the generation and destruction rates of the virus are very high. However, for reasons not discovered yet, a discontinuity in this control, results in a remarkable decrease in the number of CD4+ T cells, along with a quick rise in the viral level. This decrease marks the end of the clinical latency period, and the person is said to have progressed to AIDS [6,37]. The three primary ways which lead to low level of CD4+ T cells in the body can be listed as the viral contamination of cells, the effect of apoptosis on the infected cells and the removal of contaminated cells by CTLs [9].

Mathematical modelling has contributed to a considerable extent in decoding the dynamics of HIV infection. The models have focused on various interactions between different components of HIV infection. The initial models classified the infection dynamics as interactions among the uninfected T cells, infected T cells and the virus [2,5,16,30,31].
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The incorporation of the immune response in the models provided a greater understanding of the dynamics of HIV infection [19,23,26]. A major shortcoming of the previous models was the ignorance of the effect of delays on the system. Herz et al. [15] introduced a model of HIV infection with intracellular delay. Intracellular delay can be defined as the time lapse between the entry of the virus to viral production. Various other models have been proposed since then [18,35,41,43,44,49]. The delay in the activation of immune response is called immunological delay. This delay has been considered in several papers [29,44,47,48]. The combined effect of these delays has been discussed by only a few authors [1,28,29,39,45]. Using multiple delays in the model provides a better understanding of the system. However, these models pose a greater challenge in their analysis because the resulting models bear highly complex and non-linear equations.

The major anti-viral drugs for treating HIV are reverse transcriptase inhibitor (RTI) and protease inhibitor (PI). RTI hinders reverse transcriptase and hence inhibits transformation of viral RNA to DNA. Protease Inhibitor negates viral duplication, and hence, viral multiplication stays suppressed. Combination therapy called highly active anti-retroviral therapy (HAART) includes treatment with both these drugs. The combined treatment together is more efficient on the HIV and restricts the viral load at the lowest level. With the advancement of drug therapy, the researchers are now focused on developing models with drug therapy [11,24,32–34,40].

The uninfected cell loss in HIV infection exceeds the infected cell population. One of the major causes for this difference in the number of cells is the increased destruction of the uninfected T cells [6]. In HIV infection, the increase in the destruction of T cells can arise by direct toxicity of infected cells or apoptosis in uninfected T cells also known as bystander cells. This is triggered by soluble membrane-bound viral factors [17]. Apoptosis can thus, be defined as programmed cell death. Bystander apoptosis is the lysis of uninfected bystander T cells. Gougeon et al. [10] showed a correlation between apoptosis and disease progression, implying that HIV kills the cell it infects. It has also been concluded that viral markers associate with T cells, and activate an apoptotic signal which results in the lysis of the uninfected T cells [20]. The exclusion of the effect of bystander apoptosis on the count of CD4+ T cells is a major shortcoming of the previous studies. Guo and Ma [12] introduced a model based on Bystander apoptosis and studied its global behaviour. Fan et al. [8] proposed a mathematical model which included the activation-induced apoptosis phenomenon and examined the effect of apoptosis on viral infection dynamics, with special emphasis on HIV.

It has been argued that loss of the virus is minuscule and can be included in the virus removal term [38]. However, Heffernan et al. [13,14] concluded that this loss has a significant role in determining the covariance between helper T cells and viral load. Wang et al. [46] in their paper have concluded that viral waning term affects the reproduction number as well as the infected equilibrium points, thus affecting the overall viral dynamics of the system.

Based on the discussion above, in this article, we propose to discuss the model proposed by Sahani et al. [36], which involves the growth of uninfected T cells, the growth of viruses, CTL immune response, the intracellular delay, the immunological delay along with combination drug therapy. The proposed model is thus a delayed model and has been analysed using local stability theory, bifurcation theory and Lyapunov stability theory. This paper is organized as follows. In Section 2 the model has been discussed followed by a discussion
of the basic properties of the model in Section 3. In Section 4 the equilibrium states and threshold dynamics of the system have been analysed along with a discussion of the local stability of the model. Global stability analysis has been discussed in Section 5. The numerical simulation has been analysed in Section 6 followed by conclusions and discussion in Section 7.

2. Mathematical model

In this article, a four dimensional delayed model which includes combination therapy, apoptosis of the T cells and loss of virus cells as described in Sahani et al. [36] is assumed as follows:

\[
\begin{align*}
x_1'(t) &= s - dx_1(t) - b(1 - \epsilon_r)x_1(t)x_3(t) - \frac{kx_1(t)x_3(t)}{x_1(t) + B}, \\
x_2'(t) &= b(1 - \epsilon_r)x_1(t - \tau_1)x_3(t - \tau_1) - \delta x_2(t) - d_1x_4(t)x_2(t), \\
x_3'(t) &= N\delta(1 - \epsilon_p)x_2(t) - cx_3(t) - \eta bx_3(t)x_1(t), \\
x_4'(t) &= px_2(t - \tau_2)x_4(t - \tau_2) - d_2x_4(t).
\end{align*}
\]

Here \(x_1, x_2, x_3\) and \(x_4\) represents uninfected T cells, infected T cells, viruses and CTL immune response cells respectively. The parameters \(\tau_1\) and \(\tau_2\) are intracellular delay and immunological delay respectively. The definition of the various parameters have been described in Table 1.

The initial conditions of system (1) are defined as follows:

\[
\begin{align*}
x_1(\theta) &= \xi_1(\theta), & x_2(\theta) &= \xi_2(\theta), \\
x_3(\theta) &= \xi_3(\theta), & x_4(\theta) &= \xi_4(\theta).
\end{align*}
\]

| Parameters | Their descriptions |
|------------|-------------------|
| \(s\) | Production rate of uninfected T cells |
| \(d\) | Death rate of uninfected T cells |
| \(b\) | Rate of infection of T cells by virus |
| \(\epsilon_r\) | Efficacy of RTI |
| \(k\) | Removal rate of uninfected T cells |
| \(B\) | Bystander apoptosis |
| \(\delta\) | Death rate of infected T cells |
| \(d_1\) | Rate of action of CTL cells |
| \(N\) | Lysis rate of infected cells |
| \(\epsilon_p\) | Efficacy of PI |
| \(c\) | Death rate of virus |
| \(\eta\) | Loss of virus |
| \(p\) | Production rate of CTL cells |
| \(d_2\) | Death rate of CTL cells |
where $\xi = (\xi_1, \xi_2, \xi_3, \xi_4) \in C([-\tau, 0], R^4_+)$ where $C$ is the Banach space of all continuous functions mapping from $[-\tau, 0]$ into $R^4_+$, $\tau = \max\{\tau_1, \tau_2\}$ and $\theta \in [-\tau, 0]$. Moreover, functions $\xi_i$ satisfies the conditions $\xi_i(0) > 0$ so that the system (1) always permits non-negative solutions. Theorem 3.2 in the following section gives positive invariance and boundedness of the solutions in positive orthant.

3. Basic properties of model

We use the following well known lemma to prove the existence and uniqueness of positive solution of the system (1).

Lemma 3.1: Assume that for the following system of differential equations in $\mathbb{R}^n$ with $\mathbb{R}^n_+ = [0, \infty)^n$ defined as

$$\frac{dX(t)}{dt} = F(t, X(t)), \quad X(0) = X_0 \in \mathbb{R}^n_+,$$

and $F_j(t, X)|_{X_j=0} \geq 0$ whenever choosing $X \in \mathbb{R}^n_+$ such that $X_j = 0$. Then, the system (1) will have a unique non-negative solution provided $F$ is locally Lipschitz [42].

Theorem 3.2: Let $(x_1(t), x_2(t), x_3(t), x_4(t))$ be the solution of the system (1) with initial conditions given by Equation (2). Then $x_1(t) > 0, x_2(t) > 0, x_3(t) > 0, x_4(t) > 0$ are ultimately bounded.

Proof: It is obvious that the right-hand side function $G(t, X(t))$ of system (1) is locally Lipschitz and therefore there exist a unique solution for a given initial condition. To prove the positivity of the solutions of system (1), we first prove the positivity over the interval $[0, \tau]$, and then repeat the process over $[\tau, 2\tau]$ and so on. Thus, generalizing the result over any finite interval $[0, t]$. Considering the right-hand side functions of equations of the system (1) over the time interval $[0, \tau]$, we observe that

$$G(t, X(t)) = \begin{bmatrix} G_1(t, X(t)) \\ G_2(t, X(t)) \\ G_3(t, X(t)) \\ G_4(t, X(t)) \end{bmatrix}_{X_j(t)=0}$$

$$= \begin{bmatrix} b(1 - \epsilon_r)x_1(t - \tau_1)x_3(t - \tau_1) \\ (1 - \epsilon_p)N\delta x_2 \\ px_2(t - \tau_2)x_4(t - \tau_2) \\ b(1 - \epsilon_r)\xi_1(\theta)\xi_3(\theta) \\ (1 - \epsilon_p)N\delta \xi_2 \\ p\xi_2(\theta)\xi_4(\theta) \end{bmatrix},$$

where $\theta \in [-\tau, 0]$. It can be seen from the above expression that each components $G_j(t, X(t)) \geq 0$ whenever $X_j = 0$ and $X \in \mathbb{R}^n_+$ because parameters takes all positive values and initial functions are also non-negative. Therefore, solutions of system (1) remain
non-negative in \([0, \tau]\). Similarly, in the interval \([\tau, 2\tau]\),

\[
G(t, X(t)) = \begin{bmatrix}
G_1(t, X(t)) \\
G_2(t, X(t)) \\
G_3(t, X(t)) \\
G_4(t, X(t))
\end{bmatrix}
\]

\[X_j(t) = 0 \]

and \(\phi \in [0, \tau]\). With similar arguments as in above case, solutions of system (1) remain non-negative in \([\tau, 2\tau]\) also. Continuing in this way, it can be easily proved that for any finite interval \([0, t]\), the solutions of the system (1) remain non-negative.

To prove the boundedness of the solutions, we have first considered the first equation of system (1) which implies

\[
\frac{dx_1}{dt} \leq s - dx_1(t).
\]

Thus, \(\limsup_{t \to \infty} x_1(t) \leq s/d\) and so \(x_1\) is bounded. Now consider the function \(X_1\) defined as follows:

\[
X_1(t) = x_1(t) + x_2(t + \tau_1).
\]

Clearly, \(X_1(t) \geq 0\) for all \(t \geq 0\). Taking the derivative of \(X_1\) along solutions of model (1) gives

\[
\frac{dX_1}{dt} \leq s - dx_1(t) - \delta x_2(t + \tau_1) \\
\leq s - Q_1 X.
\]

Thus, \(\limsup_{t \to \infty} X_1(t) \leq s/Q_1\) where \(Q_1 = \min\{d, \delta\}\) and so \(x_2\) is bounded by an \(M_1 > 0\). Again, in order to prove that \(x_3\) is bounded, consider the third equation of model (1) which gives

\[
\frac{dx_3}{dt} \leq N\delta (1 - \epsilon_p) x_2(t) - cx_3(t).
\]

Therefore, \(\limsup_{t \to \infty} x_3(t) \leq N\delta M_1(1 - \epsilon_p)/c = Q_2\) and so \(x_3\) is bounded by an \(M_2 > 0\). Lastly, to prove that \(x_4\) is also bounded, consider the function \(X_2\) as follows:

\[
X_2(t) = x_2(t) + \frac{d_1}{p} x_4(t + \tau_2).
\]
It is obvious that \(X_2(t) \geq 0\) for all \(t \geq 0\) as \(x_2\) and \(x_4\) are non-negative. Now, taking derivative of \(X_2\) along solutions of model (1) gives
\[
\frac{dX_2}{dt} \leq \frac{bsM_2(1 - \epsilon_r)}{d} - \delta x_2(t) - \frac{d_1d_2}{p}x_4(t + \tau_2)
\]
\[
= \frac{bsM_2(1 - \epsilon_r)}{d} - Q_3X_2(t).
\]
Thus, it is clear that \(\limsup_{t \to \infty} X_2(t) \leq \frac{bsM_2(1 - \epsilon_r)}{dQ_3}\) where \(Q_3 = \min\{\delta, d_2\}\) and hence \(x_4\) is bounded by an \(M_3 > 0\).

4. Local dynamics of steady states

There are three types of steady states of the system namely the infection free state \(I_0\), infected state \(I_1\) and the immune response absent steady state \(I_2\) are respectively given by
\[
I_0 = (x_1^0, 0, 0, 0) = \left( \frac{s}{d}, 0, 0, 0 \right),
\]
\[
I_1 = (x_1^*, x_2^*, x_3^*, x_4^*),
\]
\[
I_2 = (x_1', x_2', x_3', x_4').
\]
where
\[
x_2^* = \frac{d_2}{p},
\]
\[
x_3^* = \frac{N\delta d_2(1 - \epsilon_p)}{p(c + bx_1^* \eta)},
\]
\[
x_4^* = \frac{x_1^*(bN\delta(1 - \epsilon_r)(1 - \epsilon_p) - b\delta \eta) - c\delta}{d_1(c + bx_1^* \eta)}.
\]
The coordinate \(x_1^*\) of the infected steady state \(I_1\) can be determined from the cubic equation
\[
\alpha_0 x_1^{*3} + \alpha_1 x_1^{*2} + \alpha_2 x_1^* + \alpha_3 = 0,
\]
with coefficients given by
\[
\alpha_0 = bdp\eta,
\]
\[
\alpha_1 = cdp + bBdp\eta - bps\eta + bN\delta d_2(1 - \epsilon_p)(1 - \epsilon_r),
\]
\[
\alpha_2 = Bcdp - cps - bBps\eta + kN\delta d_2(1 - \epsilon_p)
\]
\[
+ bBN\delta d_2(1 - \epsilon_p)(1 - \epsilon_r),
\]
\[
\alpha_3 = -Bcups.
\]
The coordinates of \(I_2\) are given by
\[
x_1' = \frac{c}{bN(1 - \epsilon_r)(1 - \epsilon_p) - k\eta}, \quad x_2' = \frac{x_2^* \delta(bN(1 - \epsilon_r)(1 - \epsilon_p) - k\eta)}{bc(1 - \epsilon_r)}, \quad x_4' = 0,
In order to state the threshold dynamics of infection-free equilibrium state, it is necessary to define the basic reproduction number of the model. The basic reproduction number of the model can be defined as

\[ R_0 = \frac{s(bN(1 - \varepsilon_r)(1 - \varepsilon_p) - b\eta k)}{cd}. \]

In this paper we are interested in analysing the effect of immune response after HIV infection. Hence, the analysis has been performed only for the infection-free and infected equilibrium.

### 4.1. Stability analysis of \( I_1 \)

The first step in the analytical study of a model is its local stability analysis. So, in this section, the stability of the infected steady state \( I_1 \) has been discussed. The stability analysis of the infection-free steady state \( I_0 \) can be easily proved and has been discussed in paper [36]. Therefore, the following theorem is stated without proof for the stability of infection-free equilibrium point \( I_0 \).

**Theorem 4.1:** If \( R_0 < 1 \) then infection-free equilibrium \( I_0 \) is locally asymptotically stable and unstable if \( R_0 > 1 \).

To study the stability behaviour of \( I_1 \), the characteristic equation of system (1) at the infected equilibrium is considered which is

\[ P(\lambda) + e^{-\lambda\tau_2}Q(\lambda) + e^{-\lambda\tau_1}R(\lambda) + e^{-\lambda(\tau_2+\tau_1)}S(\lambda) = 0, \]

where the polynomials \( P, Q, R \) and \( S \) are given by

\[ P(\lambda) = \lambda^4 + p_3\lambda^3 + p_2\lambda^2 + p_1\lambda + p_0, \]
\[ Q(\lambda) = q_3\lambda^3 + q_2\lambda^2 + q_1\lambda + q_0, \]
\[ R(\lambda) = r_2\lambda^2 + r_1\lambda + r_0, \]
\[ S(\lambda) = s_1\lambda + s_0. \]
The coefficients appearing in above polynomial are determined by the following set of relations:

\[ p_3 = a_{11} + a_{22} + a_{33} + a_{44}, \]
\[ p_2 = (a_{11} + a_{44})(a_{22} + a_{33}) + a_{44}a_{11} + a_{22}a_{33} - a_{13}a_{31}, \]
\[ p_1 = a_{22}a_{44}(a_{11} + a_{33}) + (a_{22} + a_{44})(a_{11}a_{33} - a_{13}a_{31}), \]
\[ p_0 = a_{22}a_{44}(-a_{13}a_{31} + a_{11}a_{33}), \]
\[ q_3 = -a_{44}, \]
\[ q_2 = a_{24}a_{42} - a_{44}(a_{11} + a_{22} + a_{33}), \]
\[ q_1 = a_{24}a_{42}(a_{11} + a_{33}) - a_{44}a_{11}(a_{22} + a_{33}) + a_{44}(a_{13}a_{31} - a_{22}a_{33}), \]
\[ q_0 = a_{42}a_{24}(-a_{13}a_{31} + a_{11}a_{33}) + a_{44}a_{22}(a_{13}a_{31} - a_{11}a_{33}), \]
\[ r_2 = a_{23}a_{32}, \]
\[ r_1 = a_{32}(a_{13}a_{21} - a_{23}(a_{11} + a_{44})), \]
\[ r_0 = -a_{44}a_{32}(a_{13}a_{21} + a_{11}a_{23}), \]
\[ s_1 = a_{23}a_{32}a_{44}, \]
\[ s_0 = a_{44}a_{32}(a_{11}a_{23} + a_{13}a_{21}). \]

\[ \epsilon'_r = 1 - \epsilon_r, \quad \epsilon'_p = 1 - \epsilon_p, \]
\[ a_{11} = d + \frac{Bkx_3^*}{(B + x_1^*)^2} + bx_3^* \epsilon'_r, \]
\[ a_{13} = \frac{kx_1^*}{(B + x_1^*)} + bx_1^* \epsilon'_r, \]
\[ a_{21} = -bx_3^* \epsilon'_r, \quad a_{22} = \delta + x_4^* d_1, \]
\[ a_{23} = bx_1^* \epsilon'_r, \quad a_{24} = \frac{d_1d_2}{p}, \]
\[ a_{31} = b\eta x_3^*, \quad a_{32} = N\epsilon'_p \delta, \]
\[ a_{33} = c + bx_1^* \eta, \quad a_{42} = p\eta_4^*, \]
\[ a_{44} = d_2. \]

The local stability of equilibrium points \( I_1 \) with \( \tau_1 = \tau_2 = 0 \) and \( \tau_1 \neq 0, \tau_2 = 0 \) can be determined from the following set of Theorems 4.2–4.4, the proof or explanation for which can be found in Sahani et al. [36].
Theorem 4.2: Let $R_0 > 1$ and $\tau_2 = 0$, in this case Equation (4) reduces to
\[
\lambda^4 + (p_3 + q_3)\lambda^3 + (p_2 + q_2 + r_2)\lambda^2 \\
+ (p_1 + q_1 + r_1 + s_1)\lambda \\
+ p_0 + q_0 + r_0 + s_0 = 0,
\]
and $I_1$ is locally asymptotically stable if $H1(a)$–(c) holds, where

\begin{align*}
H1(a) & \quad (p_3 + q_3) > 0, (p_2 + q_2 + r_2) > 0, \\
& \quad (p_1 + q_1 + r_1 + s_1) > 0, (p_0 + q_0 + r_0 + s_0) > 0, \\
H1(b) & \quad (p_3 + q_3)(p_2 + q_2 + r_2) - (p_1 + q_1 + r_1 + s_1) > 0, \\
H1(c) & \quad (p_3 + q_3)(p_2 + q_2 + r_2)(p_1 + q_1 + r_1 + s_1) - (p_3 + q_3)^2 (p_0 + q_0 + r_0 + s_0) \\
& \quad - (p_1 + q_1 + r_1 + s_1)^2 > 0.
\end{align*}

The above theorem gives the stability conditions when both delays vanish but when $\tau_2 = 0$ and $\tau_1 \neq 0$, even then the equilibrium point can be stable for all values of $\tau_1$. The required conditions can be summarized in the following Theorem.

Theorem 4.3: Let $R_0 > 1$ with $\tau_2 = 0$ and $\tau_1 \neq 0$, Equation (4) reduces to
\[
\lambda^4 + (p_3 + q_3)\lambda^3 + (p_2 + q_2)\lambda^2 + (p_1 + q_1)\lambda + p_0 + q_0 \\
eq e^{-\lambda \tau_1} \left( r_2\lambda^2 + (r_1 + s_1)\lambda + r_0 + s_0 \right) = 0,
\]
and $I_1$ is locally asymptotically stable for all values of $\tau_1$ if $H1(a)$–(c) and $H2(a)$–(c) holds, where

\begin{align*}
H2(a) & \quad ((p_3 + q_3)^2 - 2(p_2 + q_2)) > 0, \\
H2(b) & \quad ((p_2 + q_2 + r - 2)(p_2 + q_2 - r_2) - (2p_1 + q_1)(q_3 + p_3) + 2(p_0 + q_0)) > 0, \\
& \quad ((p_1 + q_1 + r_1 + s_1)(p_1 + q_1 - r_1 - s_1) - 2(p_2 + q_2)(p_0 + q_0) + 2r_2(r_0 + s_0)) > 0, \\
H2(c) & \quad (p_0 + q_0 - r_0 - s_0) > 0.
\end{align*}

There exists another conditions under which the equilibrium point $I_1$ can be stable for certain interval of $\tau_1$ i.e. in $[0, \tau_1^*]$. In general if this happens, the system is then stable for so many such interval such as $[\tau_{12m}, \tau_{12m+1}]$. To facilitate this discussion, assuming $\lambda = i\omega$ in Equation (7) gives the following equation:
\[
F(\omega) = \omega^8 + ((p_3 + q_3)^2 - 2(p_2 + q_2))\omega^6 \\
+ ((p_2 + q_2 + r_2)(p_2 + q_2 - r_2) \\
- 2(p_1 + q_1)(q_3 + p_3) + 2(p_0 + q_0))\omega^4 \\
+ ((p_1 + q_1 + r_1 + s_1)(p_1 + q_1 - r_1 - s_1) \\
- 2(p_2 + q_2)(p_0 + q_0) + 2r_2(r_0 + s_0))\omega^2 \\
+ (p_0 + q_0 + r_0 + s_0)(p_0 + q_0 - r_0 - s_0).
\]

It is clear that if $(p_0 + q_0 - r_0 - s_0) < 0$ then equation $F(\omega) = 0$ has a positive real roots. Corresponding to this positive roots $\omega_{i}$ of $F(\omega) = 0$, the value of the delay $\tau_1$ can be
given by

\[ \tau_{1_i}^{(n)} = \frac{1}{\omega_{1_i}} \cos^{-1} \left\{ \frac{\Delta_N}{\sqrt{D}} \right\} + \frac{2n\pi}{\omega_{1_i}} \]  \tag{8}

for \( i = 1,2,3,4 \) and \( n = 0,1,2,3,\ldots \) where

\[
\begin{align*}
\Delta_N &= (p_0 + q_0)(r_0 + s_0) - q_1(r_0 + s_0)\omega_{1_i} \\
&\quad + ((p_0 + q_0)(-r_2 + p_1(r_1 + s_1)) \\
&\quad - (p_2 + q_2)(r_0 + s_0))\omega_{1_i}^2 \\
&\quad + (q_1r_2 + (p_3 + q_3)(r_0 + s_0))\omega_{1_i}^3 \\
&\quad + (r_0 + s_0 + (p_2 + q_2)(r_2 - p_1(r_1 + s_1))\omega_{1_i}^4 \\
&\quad - r_2(p_3 + q_3)\omega_{1_i}^5 + (p_1(r_1 + s_1) - r_2)\omega_{1_i}^6,
\end{align*}
\]

\[
\begin{align*}
\Delta_D &= -(r_0 + s_0)^2 + 2r_2(r_0 + s_0)\omega_{1_i}^2 \\
&\quad - p_1(r_1 + s_1)^2\omega_{1_i}^3 - r_2^2\omega_{1_i}^4.
\end{align*}
\]

The critical value of \( \tau_1 \) is then given by

\[ \tau_1^* = \min \tau_{1_i}^{(n)}. \]

We now have the following theorem which states the stability switch criteria leading to the Hopf bifurcation in the system with respect to parameter \( \tau_1 \).

**Theorem 4.4:** Let \( R_0 > 1, \tau_2 = 0, \tau_1 \neq 0, \) and \((p_0 + q_0 - r_0 - s_0) < 0 \) holds, then there exits a critical value \( \tau_1^* \) corresponding to \( \omega_1^* \) such that the infected equilibrium \( I_1 \) is asymptotically stable in the interval \([0, \tau_1^*] \). Further if \( F'((\omega_1^*)^2) \neq 0 \), then Hopf bifurcation is exhibited by system (1) at the critical value \( \tau_1^* \).

Since, as per the above discussion and theorems, interval of stability of the system \([0, \tau_1^*]\) has been obtained, we vary the delay parameter \( \tau_2 \) in this interval to obtain the critical value \( \tau_1^* \) to obtain the stability switch criteria. To obtain this, suppose \( R_0 > 1, \tau_2 \neq 0 \) and \( \tau_1 = \tau_{1_i} \in [0, \tau_1^*] \), and let us treat \( \tau_2 \) as a bifurcation parameter. It is clear that \( \lambda = 0 \) is not a root of Equation (4) as \( p_0 + q_0 + r_0 + s_0 \neq 0 \) and let \( \lambda = i\omega \) be a root of Equation (4). On substituting \( \lambda = i\omega \) in Equation (4) and separating real and imaginary parts gives the following two equation in \( \tau_2 \),

\[
\begin{align*}
C_1 \cos \omega \tau_2 + S_1 \sin \omega \tau_2 &= p_0 - p_2\omega^2 + \omega^4 \\
&\quad + (r_0 - r_2\omega^2) \cos(\omega \tau_{1_i}) + r_1 \omega \sin(\omega \tau_{1_i}), \\
C_2 \cos \omega \tau_2 + S_2 \sin \omega \tau_2 &= p_1 \omega - p_3\omega^3 \\
&\quad - (r_0 - r_2\omega^2) \sin(\omega \tau_{1_i}) + r_1 \omega \cos(\omega \tau_{1_i}).
\end{align*}
\]
with \( C_1, S_1, C_2 \) and \( S_2 \) defined as follows:

\[
C_1 = -q_0 + q_2 \omega^2 - s_0 \cos \omega \tau_1 - s_1 \omega \sin \omega \tau_1,
\]

\[
S_1 = -q_1 \omega + q_3 \omega^3 + s_0 \sin \omega \tau_1 - s_1 \omega \cos \omega \tau_1,
\]

\[
C_2 = -q_1 \omega + q_3 \omega^3 + s_0 \sin \omega \tau_1 - s_1 \omega \cos \omega \tau_1,
\]

\[
S_2 = q_0 - q_2 \omega^2 + s_0 \cos \omega \tau_1 + s_1 \omega \sin \omega \tau_1.
\]

On eliminating \( \tau_2 \) from the above two resulting equations gives

\[
K(\omega) \equiv \omega^8 + h_6 \omega^6 + h_5 \omega^5 + h_4 \omega^4 + h_3 \omega^3 + h_2 \omega^2 + h_1 \omega + h_0 = 0,
\]  \hspace{1cm} (10)

where

\[
h_6 = -2p_2 + p_3^2 - q_3^2 - 2r_2 \cos \omega \tau_1,
\]

\[
h_5 = 2(r_1 - p_3 r_2) \sin \omega \tau_1,
\]

\[
h_4 = 2p_0 + p_2^2 - 2p_1 p_3 - q_2^2 + 2q_1 q_3 + r_2^2 + (2r_0 - 2p_3 r_1 + 2p_2 r_2 - 2s_1 q_3) \cos \omega \tau_1,
\]

\[
h_3 = (2p_3 r_0 - 2p_2 r_1 + 2p_1 r_2 - 2r_0 q_3 + 2q_2 s_1) \sin \omega \tau_1,
\]

\[
h_2 = p_1^2 - 2p_0 p_2 - q_1^2 + 2q_0 q_2 + r_1^2 - 2r_0 r_2 - s_1^2 + 2(p_1 r_1 - p_2 r_0 - p_0 r_2 + q_2 s_0 - q_1 s_1) \cos \omega \tau_1,
\]

\[
h_1 = 2(-p_1 r_0 + p_0 r_1 + q_1 s_0 - q_0 s_1) \sin \omega \tau_1,
\]

\[
h_0 = p_0^2 - q_0^2 + r_0^2 - s_0^2 + (2p_0 r_0 - 2q_0 s_0) \cos \omega \tau_1.
\]

From Equation (10), it is clear that \( \lim_{\omega \to \infty} K(\omega) = \infty \) and

\[
K(0) = h_0 = (p_0 + q_0 + r_0 + s_0)(p_0 + r_0 - q_0 - s_0).
\]

Now if \( (p_0 + r_0 - q_0 - s_0) < 0 \), then \( K(0) < 0 \) and therefore Equation (10) has at least one positive real root say \( \omega_{2j} \), \( j = 1, 2, 3, 4 \). Then from Equation (9), the value of \( \tau_2 \) is given by

\[
\tau_{2j} = \frac{1}{\omega_{2j}} \cos^{-1} \left( \frac{\Delta}{\nabla} \right) + \frac{2n\pi}{\omega_{2j}},
\]  \hspace{1cm} (11)

for \( j = 1, 2, 3, 4, n = 0, 1, 2, 3, \ldots \) where

\[
\Delta = a(p_0 - p_2 \omega_{2j}^2 + \omega_{2j}^4) + b(p_1 \omega_{2j} - bp_3 \omega_{2j}^3)
\]

\[
+ (aA + bB) \cos \omega_{2j} \tau_1 + (aB - Ab) \sin \omega_{2j} \tau_1,
\]

\[
\nabla = a^2 + b^2,
\]
\[ A = (r_0 - r_2 \omega_2^2), \]
\[ B = r_1 \omega_2, \]
\[ a = q_2 \omega_2^2 - q_0 - s_0 \cos \omega_2 \tau_1, \]
\[ b = q_3 \omega_2^3 - q_1 \omega_2 + s_0 \sin \omega_2 \tau_1. \]

The critical value \( \tau_2^* \) of \( \tau_2 \) is given by taking the min of all the values of \( \tau_2 \) given by Equation (11) i.e.

\[ \tau_2^* = \min \tau_{2i}^{(n)}. \]  

Differentiating Equation (4) with respect to \( \tau_2 \) and rearranging similar term gives

\[ \left( \frac{d\lambda}{d\tau_2} \right)^{-1} = \frac{N_1}{D_1} - \frac{N_2}{D_2} - \frac{\tau_2}{\lambda}, \]  

\[ N_1 = Q'(\lambda) + e^{-\lambda \tau_1} S'(\lambda) - \tau_1 e^{-\lambda \tau_1} S(\lambda), \]
\[ D_1 = \lambda (Q(\lambda) + e^{-\lambda \tau_1} S(\lambda)), \]
\[ N_2 = P'(\lambda) + e^{-\lambda \tau_1} (R'(\lambda) - \tau_1 R(\lambda)), \]
\[ D_2 = \lambda (P(\lambda) + e^{-\lambda \tau_1} R(\lambda)). \]

The validation of transversability condition is an essential criteria for the occurrence of Hopf bifurcation. Hence, to study the shifting of real part of the eigenvalues from the negative to positive substitute, \( \lambda(\tau_2) = i\omega_2^* \) in Equation (13) and considering its real part gives

\[ \text{sign} \left( \frac{d\Re(\lambda)}{d\tau_2} \right) \bigg|_{\lambda = i\omega_2^*} = \text{sign} \left( \Re \left( \frac{d\lambda}{d\tau_2} \right)^{-1} \bigg|_{\lambda = i\omega_2^*} \right) \]
\[ = \text{sign} \left( \Re \left[ \frac{N_1}{D_1} - \frac{N_2}{D_2} \right] \bigg|_{\lambda = i\omega_2^*} \right) \]
\[ = \text{sign} \left( \frac{K'(\omega_2^*)}{\chi} \right) \]
\[ = \text{sign} K'(\omega_2^*), \]

since \( \chi = (Q + S \cos \omega_2^* \tau_1)^2 + (S \sin \omega_2^* \tau_1)^2 \) is always positive. Thus, considering all the informations and previous theorem, following theorem gives conditions for Hopf bifurcation.

**Theorem 4.5:** Let \( R_0 > 1, \tau_1 \in [0, \tau_1^*) \) and \( \tau_2 \neq 0 \) then there exits a critical value \( \tau_2^* \) and \( \omega_2^* \) such that the infected equilibrium \( I_1^* \) is asymptotically stable in the interval \( [0, \tau_2^*) \). Also if \( (p_0 + q_0 - s_0 - r_0) < 0 \) and \( K'(\omega_2^*^2) \neq 0 \), then Hopf bifurcation is exhibited by system (1) at the critical value \( \tau_2^* \).
This completes the local stability and Hopf bifurcation analysis of model (1). In the next section, we discuss the global behaviour of the equilibrium points of system (1).

5. Global stability dynamics of steady states

In this section, the global stability of all equilibrium points is discussed. The LaSalle invariant principle and Lyapunov functional is used to arrive at the desired stability region for each equilibrium point.

**Theorem 5.1:** The infection-free equilibrium $I_0$ is globally asymptotically stable in the region $D$, where

\[
D = \left\{ (x_1, x_2, x_3, x_4) : x_1 \geq \frac{kbN^0x_1^0\epsilon_p'}{c - bN^0x_1^0\epsilon_p'\epsilon_r'} - B \right\},
\]

where $\epsilon_p' = 1 - \epsilon_p$, $\epsilon_r' = 1 - \epsilon_r$, $x_1^0 = s/d$.

**Proof:** To prove the global asymptotic stability of $I_0$, using Theorem 4.1 it is enough to prove it to be globally attractive. For this define the Lyapunov functional as

\[
V_0(t) = x_1^0 \left( x_1 - \frac{x_1^0}{x_1^0} \right) + x_2 + \frac{1}{N\delta\epsilon_p'} x_3 + \frac{d_1}{p} x_4 \\
+ \epsilon_r' \int_{t-r}^{t} x_3(\xi)x_1(\xi) \, d\xi \\
+ \epsilon_p' \int_{t}^{t+r} x_2(\xi)x_4(\xi) \, d\xi.
\]

Differentiating the above function with respect to $t$ gives

\[
\dot{V}_0(t) = -\frac{d}{x_1} (x_1 - x_1^0)^2 - \frac{kx_1 x_3}{x_1 + B} + bx_1 x_3 \epsilon_r' \\
+ \frac{kx_1^0 x_3}{x_1 + B} - \frac{c x_3}{N\delta\epsilon_p'} - \frac{\eta bx_1 x_3}{N\delta\epsilon_p'} - \frac{d_1 d_2 x_4}{p} \\
\leq -\frac{d}{x_1} (x_1 - x_1^0)^2 \\
+ x_3 \left( bx_1^0 \epsilon_p' + \frac{kx_1^0}{x_1 + B} - \frac{c}{N\delta\epsilon_p'} \right) \\
\leq 0 \text{ in the defined domain } D.
\]

Note that $\dot{V}_0(t) = 0$ if and only if $x_1(t) = x_1^0(t), x_2(t) = x_3(t) = x_4(t) = 0$. Thus the maximal compact invariant set for $\dot{V}_0(t) = 0$ is $I_0$. So from LaSalle invariant principle, $I_0$ is globally attractive. Thus using Theorem 4.1 and the global attractiveness proved above, it can be concluded that $I_0$ is globally asymptotically stable in the domain $D$. $\blacksquare$
Theorem 5.2: The infected equilibrium $I_1$ is globally asymptotically stable in the region $D_1$, where

$$D_1 = \left\{ (x_1, x_2, x_3, x_4) : \frac{kN x_1 x_3^*}{c - b N e_p' x_1^*} - B \leq x_1 \leq x_1^* \right\}$$

and $\frac{x_1^* x_3^*}{x_3^*} \leq x_1 x_3 \leq \frac{N e_p'}{c + \eta bx_1^*}$

Proof: Consider the function $H : \mathbb{R}_+ \to \mathbb{R}_+$ defined by

$$H(x) = x - 1 - \ln x$$

such that $x = 1$ is the global minimum with $H(1) = 0$. Then, to prove the global stability of the infected equilibrium $I_1$, define the Lyapunov functional $V_1$ as

$$V_1(t) = x_1^* \left( x_1 - 1 - \ln \frac{x_1}{x_1^*} \right) + x_2^* \left( x_2 - 1 - \ln \frac{x_2}{x_2^*} \right) + x_3^* \left( x_3 - 1 - \ln \frac{x_3}{x_3^*} \right) + d_1 x_4(t)$$

$$+ \int_{t-\tau_1}^t H \left( \frac{x_1(\xi)x_3(\xi)}{x_1^*x_3^*} \right) d\xi$$

$$+ d_1 \int_{t-\tau_2}^t x_2(\xi)x_4(\xi) d\xi.$$

Differentiating the above equation with respect to $t$ along the solution $I_1$ of system (1)

$$\dot{V}_1(t) = \left( 1 - \frac{x_1^*}{x_1} \right) \left( s - d x_1 - b e'_p x_1 x_3 - \frac{k x_1 x_3}{x_1 + B} \right)$$

$$+ \left( 1 - \frac{x_2^*}{x_2} \right) \left( b e'_p x(t - \tau_1)x_3(t - \tau_1) \right)$$

$$- \delta x_2 - d_1 x_2 x_4$$

$$+ \left( 1 - \frac{x_3^*}{x_3} \right) \left( N e'_p \delta x_2 - c x_3 - \eta bx_1 x_3 \right)$$

$$+ \frac{d_1}{p} \left( p x_2(t - \tau_2)x_4(t - \tau_2) - d_2 x_4 \right)$$

$$+ \epsilon'_p b x_1 x_3^* \left( \frac{x_1 x_3}{x_1^* x_3^*} - \frac{x_1(t - \tau_1)x_3(t - \tau_1)}{x_1^*x_3^*} \right)$$

$$+ \ln \frac{x_1(t - \tau_1)x_3(t - \tau_1)}{x_1 x_3}$$

$$+ d_1 x_2 x_4 - d_1 x_2(t - \tau_2)x_4(t - \tau_2).$$
On simplification,

\[
\dot{V}_1(t) \leq -b\epsilon'_r x_1^* x_3^* \ln \frac{x_1 x_2^* x_3}{x_1^* x_2 x_3^*} + x_1^* \left[ \frac{k x_3^*}{x_1^* + B} - \frac{k x_1^* x_3^*}{x_1 (x_1^* + B)} - \frac{b\epsilon'_r x_1^* x_3^*}{x_1} + b\epsilon'_r x_3^* \right] + x_3 \left[ b\epsilon'_r x_1^* + \frac{k x_1^*}{x_1 + B} - \frac{c}{N\epsilon'_p} \right] + x_3^* \left[ \frac{c}{N\epsilon'_p} + \frac{\eta b x_1}{N\epsilon'_p} - \frac{\delta x_2}{x_3} \right] \leq 0 \text{ in the domain } D_1.
\]

Also note that \( \dot{V}_1(t) = 0 \) if and only if \( x_1(t) = x_1^*, x_2(t) = x_2^*(t), x_3(t) = x_3^*(t), x_4(t) = x_4^*(t) \). Thus the maximal compact invariant set \( \dot{V}_1(t) = 0 \) is the singleton set \( I_1 \). So by using LaSalle invariant principle, the infected steady state \( I_1 \) is globally attractive.

6. Numerical simulation

In this section, we have performed numerical simulations to validate the theoretical results obtained in the previous sections and to give more insights into the long-term dynamics of the model. The data sets have mostly been taken from [3,4,21,22,25,31,46]. The effect of apoptosis on the viral load has been investigated using Data 1 given in Table 2 and the initial concentration of cells as \((800, 0, 1, 0.001)\). It is evident from Figure 1 that as the rate of apoptosis increases, the first viral load peak increases but the time for achieving the viral peak value remains the same. It is also clear that the oscillations are sustained in the system, and an increase in apoptosis does not affect it. Thus, it can be concluded that an increase in the rate of apoptosis increases the viral load in the system.

| Parameter | Data 1 | Data 2 | Data 3 |
|-----------|--------|--------|--------|
| \( s \) cells ml day\(^{-1} \) | 46 | 5 | 200 |
| \( d \) day\(^{-1} \) | 0.0046 | 0.3 | 0.02 |
| \( b \) ml viron day\(^{-1} \) | \( 4.8 \times 10^{-6} \) | 0.36 | 0.36 |
| \( \epsilon_r \) | 0.5 | 0.4 | 0.5 |
| \( k \) cell\(^{-1} \) day\(^{-1} \) | 0.36 | 0.02 | 0.1 |
| \( B \) day\(^{-1} \) | Varied | 350 | 0.02 |
| \( \delta \) day\(^{-1} \) | 0.1 | 0.33 | 0.53 |
| \( d_1 \) ml viron day\(^{-1} \) | \( 9.4 \times 10^{-4} \) | \( 3.7 \times 10^{-4} \) | 8.8 |
| \( \epsilon_p \) | 0.6 | 0.7 | 0.6 |
| \( N \) virion cell\(^{-1} \) | 4000 | 500 | 6167 |
| \( c \) day\(^{-1} \) | 3 | 3 | 3 |
| \( \eta \) | 20 | 20 | 19 |
| \( p \) day\(^{-1} \) | 0.46 | 1.4 | 0.4 |
| \( d_2 \) day\(^{-1} \) | 0.67 | 0.46 | 0.41 |
| \( \tau_1 \) days | 0.09 | 11.5 | 0-5 |
| \( \tau_2 \) days | 2 | 0.02 | 10-15 |
In Figure 2, by keeping the initial concentration of the cells same as above, we have plotted the graph of the uninfected T cell with single and combination therapy. It can be observed from Figure 2(a,b) that the combination therapy is more effective in increasing the T-cell count even with a lower efficacy drug as compared to a single drug therapy. In fact, as clear from these figures that the first T-cell peak in case of combination therapy is much higher than the case for single therapy drug. Thus combination therapy has more pronounced effect in increasing the healthy T-cell count in infected persons.

Next, we have used Data 1 and the same initial conditions as above, to highlight the effect of the drugs RTI and PI on the concentration of the uninfected T cells. From Figure 3(a), it is clear that there is a significant rise in the count of the uninfected T cells as the efficacy of RTI is increased from 0.3 to 0.7 keeping the effectiveness of PI fixed at 0.4. Next, RTI was set at 0.4, and the effectiveness of PI was changed from 0.3 to 0.7, in this case, it was observed that the increase in T-cell count was slightly more than the case when RTI was varied. From Figure 3(b) it was noted that the oscillations in the event of PI are more pronounced and the rise in the T-cell count was also greater than the case for RTI.

We next show the effect of time delays on the virus dynamics. Taking initial concentration of cells as (10, 0.01, 1, 0.001) and Data 2 from Table 2, we calculated the critical values of the delays. Keeping $\tau_2$ as 0, the critical value $\tau_1^*$ of $\tau_1$ was computed as 11.5 days [36].
Figure 3. Effect of RTI and PI on the concentration of uninfected T cells (a) density of uninfected T cells for the different efficacy of PI keeping RTI fixed at 0.4, (b) density of uninfected T cells for the different efficacy of PI keeping RTI fixed at 0.4.

Figure 4. Plots showing the asymptotic stability of the infected equilibrium $I_1$ when $\tau_1 < \tau_1^*$.  

It is clear from Figure 4 that $I_1$ is stable when $\tau_1 < 11.5$ and Hopf bifurcation occurs as $\tau_1$ crosses the critical value Figure 5. Next as discussed in Theorem 4.5, let $\tau_1 \in [0, 11.5)$ and the critical value of $\tau_2$ was calculated to be 0.02 days. By using Theorem 4.5 it can be seen that as $\tau_2$ crosses the critical value the infected equilibrium $I_1$ becomes unstable. Hopf bifurcation can be seen in the system with the generation of periodic orbits as depicted in Figures 6 and 7. It is also interesting to note that a minuscule change in the immunological...
Figure 5. Plots showing the occurrence of periodic solutions of the infected equilibrium $I_1$ when $\tau_1 > \tau_1^*$.  

Figure 6. Plots showing the asymptotic stability of the infected equilibrium $I_1$ when $\tau_2 < \tau_2^*$. 
delay \( \tau_2 \) generates a significant shift in the dynamics of the system. Thus, it can be concluded that the immunological delay is more important than the intracellular delay in case of HIV infection.

To study the nonlinearity present in the system, Data 3 in Table 2 was used to plot bifurcation diagrams with respect to the time delays. The initial concentration in this case was set to \((800, 0.0001, 10^{-6}, 0.001)\). The bifurcation diagram and sensitivity analysis plots exhibit the dynamical properties like periodicity, multi-periodicity and chaotic behaviour of the model. The chaotic window in the bifurcation diagram has been determined by checking sensitive dependence on initial conditions of the model Figure 8. Figure 9 shows
the bifurcation diagram when $\tau_1$ is varied. Initially the solutions are observed to be stable for $\tau_1 \in (0, 1.09)$ days. However, for $\tau_1 > 1.091$ days bifurcation in the system is observed. Similarly for $\tau_2 \in (0, 9.31)$ days, system (1) was found to be stable and for $\tau_2 > 9.31$ days Hopf bifurcation was observed. In case of $\tau_2$, multi-periodicity was also evident as seen from Figure 10. These bifurcation diagrams therefore predict that in long run, the count of T cell and viral load in an HIV infected person under the HAART can sometime lead to no results at all because of abruptly changing count of these cells and virus. Instabilities are thus evident in these kinds of scenario because of nonlinearity present in these systems.

7. Conclusion and discussion

In this article, a delayed model of HIV-1 infection has been studied which includes the apoptosis of cells and loss of virus in the course of infection. This article is an extension of the work discussed by Sahani et al. [36] where only the local stability of the infection-free equilibrium $I_0$ was discussed along with a short discussion of the case when the immunological delay is zero. Here we have extended the work by including a detailed study of the local behaviour of the infected steady $I_1$ and the Hopf bifurcation at the infected steady state. We have also analysed the case when both the delays are non-zero in case of the
infected steady state $I_1$. The global stability analysis of the steady states has also been done in this paper.

The effect of apoptosis and virus waning term has been discussed, and from numerical simulation it is clear that an increase in the apoptotic rate of the cells produces more viral cells, thus increasing the viral load. The importance of combination therapy over single drug therapy has also been highlighted in the paper. The graphs for CD4$^+$ T cells plotted show that combination therapy is better in increasing the CD4$^+$ T-cell count. It is also evident from numerical simulations that RTIs are more effective in the combination therapy as compared to PIs.

Bifurcation analysis has been performed on the infected steady state, and the critical value of both the delays has also been calculated. Taking the immunological delay $\tau_2$ as zero the critical value of $\tau_1$ has been calculated as 11.5 days. Next keeping the value of $\tau_1$ in its stability interval the critical value of $\tau_2$ was calculated as 0.002 days. By numerical simulation, it has been observed that a slight variation in the value of $\tau_2$ generates rich dynamics in the system. Thus, it can be concluded that the intracellular delay doesn't single-handedly affect the system, but when coupled with the intracellular delay generates very rich dynamics. Presence of chaotic solutions for some set of parameters indicates that sometimes the combination drug therapy is not at all effective in containing the virus growth in the body and thus a person infected with HIV will go to the last stage of the disease so called AIDS.
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