Risk factors and machine learning model for predicting hospitalization outcomes in geriatric patients with dementia
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Abstract

Introduction: Geriatric patients with dementia incur higher healthcare costs and longer hospital stays than other geriatric patients. We aimed to identify risk factors for hospitalization outcomes that could be mitigated early to improve outcomes and impact overall quality of life.

Methods: We identified risk factors, that is, demographics, hospital complications, pre-admission, and post-admission risk factors including medical history and comorbidities, affecting hospitalization outcomes determined by hospital stays and discharge dispositions. Over 150 clinical and demographic factors of 15,678 encounters (8407 patients) were retrieved from our institution’s data warehouse. We further narrowed them down to twenty factors through feature selection engineering by using analysis of variance (ANOVA) and Glmnet. We developed an explainable machine-learning model to predict hospitalization outcomes among geriatric patients with dementia.

Results: Our model is based on stacking ensemble learning and achieved accuracy of 95.6% and area under the curve (AUC) of 0.757. It outperformed prevalent methods of risk assessment for encounters of patients with Alzheimer’s disease dementia (ADD) (4993), vascular dementia (VD) (4173), Parkinson’s disease with dementia (PDD) (3735), and other unspecified dementias (OUD) (2777). Top identified hospitalization outcome risk factors, mostly from medical history, include encephalopathy, number of medical problems at admission, pressure ulcers, urinary tract infections, falls, admission source, age, race, anemia, etc., with several overlaps in multi-dementia groups.

Discussion: Our model identified several predictive factors that can be modified or intervened so that efforts can be made to prevent recurrence or mitigate their adverse effects. Knowledge of the modifiable risk factors would help guide early interventions...
for patients at high risk for poor hospitalization outcome as defined by hospital stays longer than seven days, undesirable discharge disposition, or both. The interventions include starting specific protocols on modifiable risk factors like encephalopathy, falls, and infections, where non-existent or not routine, to improve hospitalization outcomes of geriatric patients with dementia.

**KEYWORDS**
cognitive impairment, dementia, explainable artificial intelligence, geriatric patient risk factors, hospitalization outcome prediction, machine learning, multi-dementia modalities, multi-view ensemble learning model

**Highlights**
- A total 15,678 encounters of Geriatrics with dementia with a final 20 risk factors.
- Developed a predictive model for hospitalization outcomes for multi-dementia types.
- Risk factors for each type were identified including those amenable to interventions.
- Top factors are encephalopathy, pressure ulcers, urinary tract infection (UTI), falls, and admission source.
- With accuracy of 95.6%, our ensemble predictive model outperforms other models.

**1 | INTRODUCTION**

A Global Health and Aging report presented by the World Health Organization (WHO) reveals that the number of people aged 65 or older will be triple – from an estimated 524 million in 2010 to nearly 1.5 billion in 2050. More than six million Americans are living with Alzheimer’s disease dementia (ADD), the most common type of dementia. This number will reach 14 million by 2060.

The risk of being affected by dementia, including ADD, vascular dementia (VD), and dementia associated with Parkinson’s disease, etc., increases dramatically with age. Older persons with dementia use up more healthcare costs and are hospitalized more often than other geriatric patients. When they are admitted to the hospital, they stay longer and their medical costs are significantly higher compared to other seniors without dementia admitted for the same medical conditions. While hospitalization may be unavoidable due to reasons such as trauma, infection, stroke, surgery, or exacerbation of systemic illnesses, it is important to understand the determining risk factors of hospitalization outcomes in order to decrease hospital stays, lessen the patient’s ordeal, and minimize unfavorable dispositions.

Diverse computational approaches, including machine learning, a subfield of artificial intelligence (AI), have been applied to various problems associated with dementia conditions. For example, such approaches have recently been employed in predicting progression from mild cognitive impairment to ADD, predicting progression and cognitive impairment in ADD, prioritizing drug targets, and repositioning old drugs for ADD. While machine learning approaches have also been used in estimating incidence, diagnosis, and classification of dementias, it has not been applied in predicting hospitalization outcomes of geriatric patients with dementias. It is time for machine learning to play a role in solving this important issue.

In this study, we developed a stacking ensemble learning model for predicting hospitalization outcomes of geriatric patients with dementia on the first or second day of hospital admission. Having such an early assessment of hospitalization outcome will allow timely interventions, especially when and where they are not routine, and better care coordination to improve hospitalization outcomes, enhance quality of life, and reduce hospital readmission risk.

**2 | METHODS**

**2.1 | Data description, data preprocessing, and modeling**

Clinical records of patients aged 65 years and above with a diagnosis of dementia at Houston Methodist’s nine-hospital system over ten years (January 2010 to December 2019), with over 150 risk factors relating to hospitalization outcomes, including demographics, hospital complications, pre-admission, and post-admission risk factors such as past medical history and comorbidities, were derived from the Houston Methodist clinical data warehouse. Diagnoses and applicable risk factors were extracted using ICD codes, and the quality of the data was extensively validated manually prior to the study. Dementia diagnoses include ADD, VD, Parkinson’s disease with dementia (PDD), and others such as frontotemporal dementia, dementia with Lewy body, and Huntington’s disease dementia, grouped into other unspecified dementias (OUD) (Supplementary Figure S1). For PDD group, we identified
patients with Parkinson’s disease first by code G20 and then associated them with dementia diagnosis.

Hospitalization outcomes (desirable/good, average, or non-desirable/poor) were determined based on two factors: length of stay (Supplementary Figure S2) and discharge disposition. Desirable (good) outcome classification had three or less days of hospital stay and discharge disposition of discharge to home, home health, or rehabilitation. Average outcomes had hospital stay of between four and seven days with discharge dispositions of transfer to other healthcare institutions including mental health facilities and home health with intravenous access. Non-desirable (poor) outcomes had longer hospital stays of over seven days as well as discharge to hospice, long-term acute care facility, nursing home, or skilled nursing facility, or died. The above outcome categorizations were determined by the study team including a senior neurologist. We combined the two variables of discharge disposition group and length of stay category as our hospitalization outcome target and predicted this target on the four dementia sub-groups and derived risk-classes. To handle multi-class classification task, we used single class classification. The classes were dichotomized into low-risk versus not low-risk and high-risk versus not high-risk.

We first narrowed down 150 initial risk factors into 35 significant risk factors with the most significance levels (Supplementary Table S1) by analysis of variance (ANOVA) and subsequently used Glmnet to identify the twenty most important variables, that is, visit age, sex, race, marital status, body mass index (BMI), previous diagnosis of dementia, encephalopathy, delirium, physical restrain status, UTI, diabetes, admission source, number of medical problems at admission, deep venous thrombosis (DVT), falls, opioids, anemia, pressure ulcers, anti-psychotics, and number of discharge diagnosis. Then, selected risk factors were encoded and passed to our prediction model (Supplementary Figure S3, Supplementary Table S2). Supplementary Figure S1 illustrates the methodology of the model establishment. Ordinal encoding and one-hot technique were used to encode categorical variables as integers (Supplementary Table S2).

The most widely used baseline models for predicting hospital outcomes include K-nearest neighbors (KNN), random forest, and decision tree models. We integrated two tree-based algorithms, namely, decision tree and random forest, into an ensemble multi-target detection model on multi-dementia modality using the stacking ensemble method to avoid discriminative information not deeply mined in other multi-target machine learning models. The data were randomly divided into a 3:1 ratio, and the model was trained using a cohort of 10,452 encounters while an independent cohort of 5226 patients was used for model testing. We compared our model performance to that of multi-layer perceptron (MLP) neural network and other baseline models. Finally, we performed feature importance analysis and evaluated the effect of the number of missing features. We evaluated the performance of the prediction models obtained by applying AUCROC (area under the curve of the receiver operating characteristic) and precision-recall analysis. We employed the method proposed by Delong et al. for pairwise comparison of the receiver operating characteristic (ROC) to compare the performance difference in order to determine the best model.

### 3.1 Statistical distribution and demographics

There was a total of 15,678 patient encounters (8407 distinct patients) recorded, comprising of 4993 encounters with ADD, 4173 encounters...
with PDD, 3735 encounters with VD, and 2777 encounters that were OUD. At admission, median ages and ranges of the patients were 83 years (65–106) for the entire cohort, 84 years (65–106) for ADD, 82 years (65–101) for VD, 80 years (65–100) for PDD, and 84 years (65–105) for OUD. Women were the majority of the entire cohort, 55.1%; women were 62.5%, 58.1%, 40.7%, and 59.2% for ADD, VD, PDD, and OUD, respectively. Other details are in Table 1.

Examining the age distribution across our dataset showed that though the study was among the elderly >= 65, on average, patients with VD and Parkinson’s with dementia were younger than patients with ADD (Supplementary Figure S4). Combining age and sex together in Supplementary Figure S5, the mean age of women across the dementia groups tended to be higher than that of men for each group. When the risk classes were dichotomized into low-risk versus not low-risk and then high-risk versus not high-risk, the selected models were trained to identify our primary concerned low-risk (green) and high-risk (red) hospitalization outcomes using supervised learning and achieved good accuracy (Table 2).

### 3.2 Model performance evaluation

Our stacking ensemble machine-learning model achieved the best performance AUCROC and accuracy at 95.6%, better than other baseline models that is, random forest, decision tree, logistic regression, and MLP as seen in Figure 1A and 1B, respectively. The AUCROC was more than that of baseline models at 0.757 (95% CI, 0.752–0.762, Figure 2A) while precision-recall AUC at 0.795 (95% CI, 0.794–0.796, Figure 2B) by stratified ten-fold cross-validation to predict the low-

### Table 1

Demographic distribution of entire cohort and dementia groups

|                      | Total cohort | Alzheimer’s dementia | Vascular dementia | Parkinson’s disease with dementia | Other unspecified dementia |
|----------------------|-------------|----------------------|-------------------|-----------------------------------|--------------------------|
| Number of patient encounters (N) | 15,678      | 4993                 | 3735              | 4173                              | 2777                     |
| Age (years)          |             |                      |                   |                                   |                          |
| Median               | 83          | 84                   | 82                | 80                                | 84                       |
| Mean                 | 81.99       | 83.53                | 81.31             | 80.23                             | 82.78                    |
| Range                | (65,106)    | (65,106)             | (65,101)          | (65,100)                          | (65,105)                 |
| Sex                  |             |                      |                   |                                   |                          |
| Male                 | 7043 (0.449)| 1873 (0.375)         | 1564 (0.419)      | 2474 (0.593)                      | 1132 (0.407)             |
| Female               | 8635 (0.551)| 3120 (0.625)         | 2171 (0.581)      | 1699 (0.407)                      | 1645 (0.592)             |
| Race                 |             |                      |                   |                                   |                          |
| Asian                | 408 (2.6)   | 89 (1.8)             | 81 (2.6)          | 178 (4.2)                         | 60 (2.2)                 |
| Black                | 3582 (22.8) | 1157 (23.2)          | 1155 (30.9)       | 614 (14.7)                        | 656 (23.7)               |
| Caucasian            | 10,452 (66.7)| 3384 (67.8)         | 2269 (60.7)       | 3105 (74.4)                       | 1694 (61)                |
| Hispanic             | 243 (1.5)   | 89 (1.8)             | 45 (1.2)          | 69 (1.6)                          | 40 (1.4)                 |
| Indian/Native American | 149 (0)       | 1 (0)                | 11 (0.2)          | 1                                 | 1                        |
| Others and declined  | 979 (6.2)   | 273 (5.4)            | 184 (4.9)         | 196 (4.6)                         | 326 (11.7)               |
| Body mass index      | 29.44       | 29.19                | 35.00             | 26.81                             | 24.78                    |

Note: Category: Refers to the level of length of stay: I (0–3 days), II (4–7 days), III (>7 days).

### Table 2

Categorization of length of stay and discharge disposition groups in Alzheimer’s disease, vascular dementia, Parkinson’s with dementia, and unspecified dementia

|                      | Alzheimer’s disease | Vascular dementia | Parkinson’s disease with dementia | Unspecified dementia |
|----------------------|---------------------|-------------------|-----------------------------------|---------------------|
| Desirable discharge   | 488                 | 440               | 590                               | 420                 |
| Non-desirable discharge | 160               | 80                | 265                               | 134                 |
| Average discharge     | 118                 | 87                | 87                                | 60                  |

Note: Discharge disposition group:
Desirable discharge: discharged to home, rehabilitation, etc.
Average discharge: discharged to home-health re-admit, transfer to other medical centers, etc.
Non-desirable discharge: discharged to nursing home, transfer to nursing home-based skilled nursing facility, long-term acute care, expired, etc.
FIGURE 1  AUCROC comparison curves of models and Boxplots of model accuracy in Alzheimer’s disease dementia (ADD). (A) AUCROC curves for ensemble learning models and other baseline models on ADD. AUC, area under the curve; ROC, receiver operating characteristic. (B) Boxplot for model accuracy distribution of ensemble learning models and other baseline models on ADD.

For the important high-risk outcome detection, the best result achieves an accuracy of 87.40% and AUCROC of 0.659 (95% CI, 0.654–0.663) on ADD by stratifying ten repeats of ten-fold cross-validation. Similarly, the overall accuracies of 76.75% and 80% were for VD and PDD, respectively. In the confusion matrix for ADD (Figure 3A), the lower right block means 90.91% of 845 high-risk samples were correctly classified while 9.09% were misclassified. The upper left of the matrix indicated that 83.26% of 4148 other non-high-risk cases were correctly classified but 16.74% were misclassified. Figure 3B and 3D shows similar matrix for the other groups.

3.3 Predictive features in multi-dementia groups

Four different prediction models were built for the dementia groups with each group’s predictive features. The four models shared certain important hospitalization outcome predictive features, including visit age, BMI, encephalopathy, admission source, number of medical problems at admission, and pressure ulcers ranked among the top ten for all four, that is, 60% overlap amongst the list of top ten features. Certain features like the number of medical problems at admission and pressure ulcers ranked high in all four dementia groups, and these translated as strongly predictive of a poor or non-desirable hospitalization outcome. Encephalopathy and admission source, that is, location the patient was admitted through, such as emergency room, physician office, or transferred from another Houston Methodist hospital or clinic, were also strongly predictive in three dementia groups. For admission sources, physician or clinical offices were correlated with better hospitalization outcomes consistently, compared with sources like emergency rooms and hospital acute care facilities. Fall history or
risk in VD and OUD were predictive of poor outcomes if they occur during the hospitalization (Table 3, Supplementary Figure S6).

### 3.4 Feature importance analysis and model interpretability

We deployed the SHAP method\(^{20}\) for determining the importance of features (Supplementary Figure S7A–D). The Beeswarm plots on the bottom part of each sub-figure summarized how the top features in a dataset impact the model’s output. A randomly selected 94-year-old man from the ADD group, BMI of 18.83, without UTI, delirium, encephalopathy, and diabetes in their history, or other medical problems at admission was correctly predicted as low risk, with high-risk probability of only 17% (Supplementary Figure S8A–C). The long blue bar for encephalopathy in Supplementary Figure S8A indicates this feature was crucial in the prediction. Supplementary Figure S8B mirrors rotating 8A ninety degrees and then stacking horizontally, thus revealing the weights assigned to each feature. The SHAP decision plot (Supplementary Figure S8C) shows how this model arrives at its prediction.

### 3.5 The effect of missing value on model performance

Considering the risk-benefit trade-off involving missing value imputation in the context of feature selection, we applied Recursive Feature Elimination (RFE) on the training dataset to eliminate each feature one by one without replacing with random noise. The box and whisker plot in Supplementary Figure S9A were created for the distribution of accuracy scores with two to nine features removed or missing. They showed the overall performance of our model could achieve with these missing features. Elimination of additional features resulted in a decrease...
### TABLE 3 Hospitalization outcome predictive factors in multi-dementia groups (ranked from most to least predictive factors) including modifiable factors

| ADD | VD | PDD | OUD |
|-----|----|-----|-----|
| 1.  | Encephalopathy\(^a\) | Number of medical problems at admission | Number of medical problems at admission | Number of medical problems at admission |
| 2.  | Urinary tract infection\(^a\) | Body mass index | Visit age | Encephalopathy\(^a\) |
| 3.  | Pressure ulcers\(^a\) | Admission source | Body mass index | Pressure ulcers\(^a\) |
| 4.  | Number of medical problems at admission | Marital status | Pressure ulcers\(^a\) | Anemia\(^a\) |
| 5.  | Race | Falls\(^a\) | Encephalopathy\(^a\) | Falls\(^a\) |
| 6.  | Admission source | Pressure ulcers\(^a\) | Diabetes\(^a\) | Admission Source |
| 7.  | Body mass index | Encephalopathy\(^a\) | Admission Source | Race |
| 8.  | Sex | Visit age | Previous diagnosis of dementia | Visit age |
| 9.  | Diabetes\(^a\) | Delirium | Race | Marital status |
| 10. | Visit age | Physical restraint status | Marital status | Urinary tract infection\(^a\) |
| 11. | Delirium | Deep venous thrombosis\(^a\) | Physical restraint status | Deep venous thrombosis\(^a\) |
| 12. | Anemia\(^a\) | Anemia\(^a\) | Delirium | Opioids\(^a\) |
| 13. | Opioids\(^a\) | No. of discharge diagnosis | Deep venous thrombosis\(^a\) | Physical restraint status |
| 14. | Falls\(^a\) | Race | Antipsychotics\(^a\) | Previous diagnosis of dementia |
| 15. | Deep venous thrombosis\(^a\) | Sex | No. of discharge diagnosis | Diabetes\(^a\) |
| 16. | Antipsychotics\(^a\) | Previous diagnosis of dementia | Anemia\(^a\) | Delirium |
| 17. | Marital status | Urinary tract infection\(^a\) | Opioids\(^a\) | Antipsychotics\(^a\) |
| 18. | Previous diagnosis of dementia | Diabetes\(^a\) | Falls\(^a\) | Body mass index |
| 19. | No. of discharge diagnosis | Antipsychotics\(^a\) | Sex | Sex |
| 20. | Physical restraint status | Opioids\(^a\) | Urinary tract infection\(^a\) | Antipsychotics\(^a\) |

Abbreviations: ADD, Alzheimer’s disease dementia; OUD, other unspecified dementias; PDD, Parkinson’s dementia; VD, vascular dementia. \(^a\)Modifiable factors.

In prediction performance. In ADD, the drop in model’s performance became significant (P = .0211) when six or more features were eliminated. Thus, five features should be the maximum allowable number of missing features to retain a trusted model performance and accuracy. Supplementary Figure S9B shows the results for VD, the cut-off number of missing features is four.

**4 | DISCUSSION**

Different machine-learning algorithms including support vector machine, decision tree, random forest, and KNN have been attempted to detect and stage Alzheimer's disease (AD).\(^{21}\) The use of random forest models in classifying AD has been reviewed by Sarica et al.\(^{22}\) while ensemble machine-learning classifiers based on random forest were applied on a multimodal AD dataset to develop more accurate prediction models for AD clinical decision supports by El-Sappagh et al.\(^{23}\) Random forest has also been used in several other studies.\(^{24–26}\) Danso et al. used an explainable ensemble-based model to predict ADD and used SHAP for interpreting risk factors.\(^{27}\) Our stacking ensemble model, a decision tree meta-model was defined by combining the predictions from the base models of random forest and decision tree to generate outstanding accuracy, AUCROC, and precision-recall AUC. Our model outperformed other base models (Supplementary Table S3).

The presented results show that our predictive model not only attained the best performance but also helped discover key risk features across different dementia subtypes to support effective and timely clinical decision-making. Predictive factors can be modifiable or non-modifiable. Modifiable factors are deemed preventable, controllable, or improvable risk factors often from patient’s history for which we could institute interventions to mitigate their effect on the hospitalization outcomes or prevent occurrence/reoccurrence in the current admission, for example, encephalopathy, infection, anemia, pressure ulcers, and falls. Non-modifiable factors are risk factors not amenable to such clinical interventions, for example, age, sex, admission source, previous diagnosis of dementia, etc. (Table 3). Our predictive model may help boost the clinician’s confidence in predicting patient outcome and facilitate communication with patients on their expectations and management during hospitalization. Furthermore, its performance can lead to early identification of modifiable risk factors that can translate to timely interventions including implementation...
of protocols that could mitigate anticipated poor hospitalization outcomes. As seen in the example above, the model demonstrates the effect of the absence (low-risk) or presence (high-risk) of UTI, delirium, encephalopathy, diabetes, etc., among other factors would play in the hospitalization outcome of the 94-year-old man with ADD. Our predictive model has potential to improve dementia services, such as allocating more appropriate medical resource to assist Alzheimer’s patients with encephalopathy. Timely treatment of the underlying causes of encephalopathy, including metabolic, toxic, or infectious abnormalities at admission or early institution of delirium protocol, can improve the hospitalization outcomes of geriatric patients with dementia.

Despite the promising results achieved by machine learning approaches for AD and other dementias, their translation to clinical practice remains limited, partly due to the difficulty in interpreting these models. To fill the gap, we applied feature importance analysis on the training dataset to improve the model interpretability and increase prediction performance. Also, we examined the effect of removing two to nine features or risk factors on the model performance. The combination of stacking ensemble learning with RFE is shown to be able to handle the challenges of constraints commonly encountered in clinical practice, namely, imbalanced data, reliable prediction models, and missing feature evaluation.

Interestingly, several risk factors of hospitalization outcomes identified are similar to those acknowledged in a study on dementia prevention. Age, obesity, and diabetes were reported as important risk features both in our study and the Lancet Commission report on dementia prevention, intervention, and care. Another example of an explainable output of our predictive model can be seen in the effect of the admission source variable, our model suggests that admission source has an impact on the hospitalization outcome such that emergency rooms and hospital acute care facility sources were associated with longer hospital stay when compared with physician or clinical office sources. Patients admitted through the former sources would often be expected to be sicker and thus stay longer in the hospital than those admitted from the latter.

Interestingly, UTI, a hospitalization-outcome predictive factor intercepts with infections, that is, UTI, pneumonia and other respiratory infections, gastrointestinal infections, etc., published as risk factors for hospitalizations, emergency department visits, poor prognosis, and hospice care in advanced dementia. Neuropsychiatric symptoms like delirium, falls, and infections were identified as common admission reasons in Lewy body dementia while antipsychotics were fingered in longer hospital stays and poorer outcomes. Geriatric patients with dementia had higher complication rates for UTI, pressure ulcers, pneumonia, and delirium when compared with geriatrics without dementia. Also noteworthy is that falls, delirium, and comorbidities were published as leading reasons for hospitalization or admission diagnoses in dementia patients while diabetes, pneumonia, UTI, and fall-related fracture were significantly associated with prolonged admission and recurrence of admissions, all overlapping with a number of our hospitalization outcome risk factors. However, the objectives of these published studies were different from ours and also none employed advanced machine-learning approaches like us. Importantly, our study identified novel factors such as certain demographics, admission source, number of medical problems at admission, opioids, etc., never mentioned in other published studies.

4.1 Clinical significance and implications

In this study, we identified the risk factors for hospitalization outcomes of patients with dementia including ADD, VD, PDD, and OUD. A major win for both the patient and the clinician is the ability to use this model to recognize the risk factors and projected outcome early during hospitalization. In the era of digital health, the engagement of machine learning in hospitalization outcome prediction is important. The strengths of this study include a large patient cohort and subgroups of geriatric patients with dementia, the use of electronic medical record (EMR) with defined data elements and risk factors, the identification of modifiable risk factors, and the application of advanced machine-learning in predictive modeling.

The new insight on the factors (modifiable and non-modifiable) associated with desirable and non-desirable hospitalization outcomes is novel. Healthcare teams can use such knowledge for more judicious resource allocation, focused care management where needed most, timely protocol implementation, and development and institution of clinical interventions towards patients at high risk of undesirable hospitalization outcomes. These interventions could be incorporated into the smart clinical pathway of these more vulnerable patients, thereby improving outcomes. For example, for ADD, our model identified the top fifteen factors most associated with hospitalization outcomes: encephalopathy, UTI, pressure ulcers, number of medical problems at admission, race, admission source, BMI, sex, diabetes, visit age, delirium, anemia, opioids, falls, and DVT. While not much can be done for non-modifiable factors such as race, age, and admission source, interventions can be implemented for the modifiable ones. Many healthcare institutions already have preventive protocols for many modifiable risk factors in place and routinely institute them for patients with these risk factors in their medical history. For example, preventive interventions such as regular position adjustments while lying down could be instituted for a patient with history or risk of pressure ulcers while frequent ambulation, mandatory thromboprophylaxis, and avoidance of interventions that might promote the recurrence of DVT put in place in a patient with a history or risk of DVT. There is always room for improvements of these protocols based on individual clinical scenarios and patient’s characteristics. A significance of our work is that interventions to prevent urinary tract infections, falls, pressure ulcers, and DVT, or correct anemia among others, can be designed and willfully implemented and followed through upon admission.

Our ongoing work is applying the predictive model for a prospective randomized study where we aim to use our model to stratify these patients and implement interventions targeted at mitigating these risk factors in a treatment group and compare with standard of care recipients.
4.2 | Limitations

Our study is based on clinical data from a major multi-hospital health system in the greater Houston area. It would be interesting to see whether the results would extend to dementia patients from different regions as well as more granular dementia groups or a revised grouping system such as considering Lewy Body Dementia that is, PDD and dementia with Lewy body as a group. The Methods section above details how we classified these dementia groups in this study.

Diagnoses and clinical features were extracted using ICD codes which we acquiesce may not be without some reliance limitations despite our efforts to validate the data. In the same vein, while we considered encephalopathy as a syndrome caused by a dysfunction of the brain and has multiple etiologies, delirium is considered a clinical symptom that may or may not be a manifestation of encephalopathy. Both are coded in our hospital EMR and thus are listed individually based on coder’s documentation for the admission. This study is based on encounters with multiple visits in some patients, thus, the presence or absence of certain risk factors and their count implications in these patients could argue to post certain limitation. Nevertheless, in our data, ninety percent of patients had no more than three visits, and there was no significant difference in the risk factors among number-of-visits groups as well as in poor versus good outcomes. (Supplementary Table S4). This limitation is thus rather minor. Our hospitalization-outcome categorization, based on length of stay and discharge dispositions groupings, can be argued as not a universally adopted classification metric. However, this categorization is designed by our clinical care team that include a senior neurologist with extensive years and depth of experience. Furthermore, although we achieved a good performance in predicting the low-risk hospitalization outcomes across the four groups of dementia patients, the predictive performance on the high-risk outcomes could be improved further.

5 | CONCLUSION

This study systematically integrated machine learning and big data to identify risk factors for hospitalization outcomes in geriatric patients with dementia and their ranked importance in order to generate a predictive model for early assessment. The results of this study are valuable to healthcare systems and clinicians as they can gain insight to what constitutes high-risk factors for undesirable hospitalization outcomes in this population early in the hospital admission process. Thus, they would be able to implement additional interventions into the clinical pathway of these more vulnerable patients in order to mitigate these factors, achieve more desirable outcomes, and improve patients’ quality of life.
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