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Abstract
As the volume and complexity of distributed online work increases, collaboration among people who have never worked together in the past is becoming increasingly necessary. Recent research has proposed algorithms to maximize the performance of online collaborations by grouping workers in a top-down fashion and according to a set of predefined decision criteria. This approach often means that workers have little say in the collaboration formation process. Depriving users of control over whom they will work with can stifle creativity and initiative-taking, increase psychological discomfort, and, overall, result in less-than-optimal collaboration results—especially when the task concerned is open-ended, creative, and complex. In this work, we propose an alternative model, called Self-Organizing Pairs (SOPs), which relies on the crowd of online workers themselves to organize into effective work dyads. Supported but not guided by an algorithm, SOPs are a new human-centered computational structure, which enables participants to control, correct, and guide the output of their collaboration as a collective. Experimental results, comparing SOPs to two benchmarks that do not allow user agency, and on an iterative task of fictional story writing, reveal that participants in the SOPs condition produce creative outcomes of higher quality, and report higher satisfaction with their collaboration. Finally, we find that similarly to machine learning-based self-organization, human SOPs exhibit emergent collective properties, including the presence of an objective function and the tendency to form more distinct clusters of compatible collaborators.
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**Significance Statement**

Working in online platforms, where employers hire groups of workers on demand, is becoming increasingly common. Algorithms play a central role in coordinating this new labor model. Current algorithms organize people without giving them a say in who they will work with, when, or how. Can we give workers control while maintaining quality? In this paper, we propose a new approach, namely Self-Organizing Pairs (SOPs), which incorporates self-organization in algorithmic collaboration management, by facilitating workers to self-organize into effective pairs while being supported—but not guided—by an algorithm. We compared SOPs with two baselines that do not allow user agency, on a creative task of fictional story writing. Our findings indicate that the SOPs approach leads to creative outputs of higher quality and to higher collaboration satisfaction. Our results have scientific, applied, and societal implications. At a scientific level, we contribute to the development of collaborative work systems that are human-centered, non-intrusive and make workers an integral part of the algorithmic decision-making processes. At an applied level, SOPs can help existing online work platforms integrate the element of collaboration more systematically into their structure. Finally, this work contributes to the broader societal discussion around the future of work and ethical AI. Our approach, offering an alternative yet practical way to ensure a balanced coexistence between human workers and collaboration management algorithms, can contribute towards creating a future of online work that is more respectful and better uses both human and algorithmic capabilities.

---

**Introduction**

As online work increases in complexity, crowdsourcing research and practice looks into collaboration. Examples of problems where large-scale online collaborative work has proven valuable include scientific research and article authoring (Vaish et al., 2017), designing software prototypes (Retelny et al., 2014), writing stories (Kim et al., 2014, 2017), and collaborative idea generation (Siangliulue et al., 2016). The scale of crowdsourcing and its online nature, means that algorithms are often involved when it comes to deciding which crowd participants will work with whom. This approach is in contrast to face-to-face settings, where a manager or an expert user usually decides the members of a work group based on knowledge of their skills or of their past history working together (Gorla and Lam 2004).

Algorithm-mediated methods for group formation attempt to do the same at scale, either before the task starts, by assigning workers to groups based on a set of pre-calculated profile features (Rahman et al., 2019), or during the task, by changing the initial group syntheses to improve collaboration elements such as viewpoint diversity (Salehi and Bernstein, 2018) or interpersonal compatibility (Lykourentzou et al., 2016). Broadly speaking, these algorithms belong to the category of crowdsourcing management algorithms, the objective of which is to match persons to other persons or persons to tasks, and in this way to optimize the speed or efficiency of crowdsourced task production.

The problem with existing algorithms is that they tend to manage crowd collaborations in a top-down fashion, giving workers little or no say in who they will work with, for how long or how. For algorithms that assign individuals to groups before the task starts, the algorithm deduces the quality of the individuals’ interactions based on pre-calculated profiling features, such as expected performance or personality. Unfortunately, these features are often incomplete and subject to noise, given the sparsity of data in regards to, for example, complex skills. Elements such as interpersonal compatibility, which are inevitably only revealed after the group members have worked together, are also not taken into account. If the collaboration does not go as expected, workers cannot signal so, or change the course of the interaction. For algorithms that do change the group composition during the task, these changes happen without explicitly asking the workers or requesting their feedback. Workers receive a message that they have been placed with one or more collaborators and they are obliged to consent. User control is absent, with repercussions that include psychological discomfort (Rasmussen and Jeppesen, 2006) and less-than-optimal collaboration results (De Dreu and West, 2001). Recent studies (Lawler III and Worley, 2006; Retelny et al., 2017) suggest that monitoring the workflows too closely, for example, specifying precisely and in advance how the job will be performed or by whom, can stifle worker creativity and initiative-taking; two features that are necessary for the quality of creative and complex collaborative work. Not actively involving workers in the group
formation process but rather making decisions in a top-down manner, can also create power asymmetries and leave a disproportionate number of workers vulnerable to algorithmic biases and errors. These asymmetries are linked with the lack of transparency for which existing crowd work platforms are being criticized (Salehi et al., 2015; Rani and Furrer 2021) and to the broader discussion around algorithmic ethics (Mittelstadt et al., 2016) and accountability (Martin 2019; Wood et al., 2019a; Kellogg et al., 2020).

In parallel, a substantial body of literature in organizational psychology, management, and group research indicates the positive effects of agency and self-determination on group performance and worker well-being (Rasmussen and Jeppesen 2006; Van Mierlo et al. 2005, 2006). Performance-wise (Becker et al., 1998), allowing workers to co-design the task workflow—which for collaborative work means co-deciding the task roles and who works with whom—permits them to adapt to the task particularities, make better use of their expertise, creativity (Gilson et al., 2005; Gilson and Shalley 2004), and higher-level thinking (Amabile 1998). Collaborative work has also proven decisive for solving complex problems with no evident solution (Costa et al., 2018; Costa 2003). Agency increases a team’s ability to innovate even in the presence of disagreements; in fact, it is a prerequisite for the positive association between minority dissent (where a few group members disagree with the group decisions) and innovation (De Dreu and West 2001). In terms of worker well-being, agency leads to increased feelings of empowerment, intrinsic motivation, personal meaning, and reduces stress; these properties lead to increased teamwork satisfaction, cohesion (Carless and De Paola 2000; Gard et al., 2003; Man and Lam 2003), and commitment (Haas and Mortensen 2016; Kurtessis et al., 2017; Hackman and Oldham 1976). Further, when group members have a high degree of autonomy, they develop a sense of ownership and control over their own work and ideas, stimulating their creativity (Pratt and Jeffcutt 2009; Andriopoulos 2001). These positive effects of agency occur specifically for tasks with high interdependence among collaborators (Gilson and Shalley 2004; Langfred 2000b, 2005), such as complex, open-ended, non-easily-decomposable tasks that we investigate.

A problem therefore arises: (how) can we balance the necessity for algorithm-mediated collaboration formation, which is necessary given the scale of crowdsourcing, with the need to give each individual online worker a say in who they will work with to best accomplish the task? In this work we explore a new concept: **algorithm-assisted self-organization in collaborative crowd work settings**; an approach designed to provide online workers with the opportunity to choose their collaborators, and thus “guide” the algorithmic process of forming a collaboration. Self-organization is a management principle that has often been used in other settings, such as Open Source Software communities and agile corporate teams (Beck et al., 2001). To our knowledge, it has never been used in an online collaboration setting that requires the parallel involvement of an algorithm. **Self-Organizing Pairs (SOPs)**, which are the result of our approach, can be better understood through a metaphor from the machine learning field. In a similar way that Self-Organized Maps (SOMs) gradually re-arrange their input data to form highly coherent clusters based on Euclidean distances, people in the SOPs concept gradually discover the best collaborator to work with, based on reputation and personal experience of working together as the task progresses. An algorithm assists this process, by using people’s explicit collaborator preferences to form work pairs that are dictated not by an assumption of which collaborations could work, but based on which matches the workers indicate that will work. The fact that the algorithm does not rely on pre-established assumptions, for example, regarding which worker features to use to form the pair collaborations means that SOPs can be applied on a variety of complex online work tasks without the need to design a new sophisticated workflow every time the complex task changes, which is a problem often encountered by clients interested in crowdsourcing complex work (Sieg et al., 2010).

Self-organization in crowdsourcing is a new research line, and many alternatives can be explored regarding its implementation. In this paper we work with a collaborative-competitive setting, where the task is accomplished in discrete steps, called rounds. The specific task that we work with is collaborative short story writing, chosen as it is a complex task that does not require specialized expertise, does not have one evident solution, and can highly benefit from co-creation (Dobao and Blum, 2013). During each round, workers collaborate in pairs (herein after also dyads) to continue a main story. Dyads were chosen for this study as the essential instance of social group (Levine, 2003) exhibiting key collaborative online work processes, like coalition formation, power dynamics, reciprocity, and performance (Williams, 2010; Wang et al., 2013), linked to collaboration formation agency (Fauing et al., 2013; Corderoy et al., 2010; Hoegl and Parboteeah, 2006; Langfred, 2000a), which is the focus of this study’s framework. Dyads also exhibit a unique one-to-one capability to share and exchange creative ideas with fewer inhibitors of larger groups, such as social loafing, groupthink or production bottlenecks (Brajovich, 2003; Knights and Murray, 1994). At the end of each round workers decide as a collective, on a single “winning” story continuation using peer review. Before the next round starts, they can opt to stay with the same collaborator or to change, and an algorithm accommodates this process based on their choices. Gradually, round by round, workers get to explore the “space” of candidate collaborators to discover those with whom they might work best to win. We juxtapose this setting with one where the dyads remain fixed throughout the process,
without any choice for self-organization or agency. Results shed light into how people select their collaborators and how they gradually form desirable collaboration “clusters,” the effect that self-organization has on their collaboration, but also on their self-perceived effectiveness, sense of control and in general on the way that they decide.

The rest of this paper is organized as follows. In the next section we present related literature, including the limitations of current algorithm-driven group formation. We also summarize related work insights about self-organization from other domains, and present the hypotheses of this study. Next, we go through the study design, including the self-organizing pair framework and its supporting SOP algorithm. Then we describe the experimental process and the main experimental results. Finally, we discuss the study findings, with special emphasis on future directions given the novelty of this approach, and conclude the paper.

Related work

Collaboration formation algorithms: A tendency for top-down decision-making

One may distinguish two types of algorithms guiding the crowd collaboration formation process: (i) algorithms selecting which worker will work with whom before the task begins and (ii) algorithms that manage the collaboration formation after the task has begun and throughout its duration. Both algorithm types tend to make their decisions in a centralized, top-down fashion. The first type of algorithms views crowd collaboration as a mathematical optimization problem. Assuming a large pool of workers with known profiles (e.g., skill level) and a large pool of tasks, the objective of the algorithm is to match each task with a set of workers to accomplish the task optimally within given constraints, such as deadline, upper budget, or minimum quality. In this line, Rahman et al. (2019) propose an algorithm that utilizes affinity and upper critical mass to recommend tasks to sets of online workers, taking into account the aggregated worker skills and cost of effort. In addition, Liu et al. (2015) propose a task pricing algorithm that attempts to assemble a group of crowd workers to complete a given task with the lowest cost. Both these works rely on predictive learning algorithms, which make their collaboration formation choices based on a limited set of pre-calculated worker profiling features, without worker feedback. The risk of relying on such algorithms is to reduce workers to a set of dimensions that do not account for the collaborators’ evolution, intentionality, and needs (Faraj et al., 2018; Ananny, 2016), and therefore risk creating rigid, incomplete, and less-than-optimal group structures.

The second type of algorithms manage the crowd collaboration structures during the task. In this research direction, Salehi and Bernstein (2018) propose Hive, an algorithm that rotates workers across teams based on viewpoint diversity, to improve the quality of a creative design task. Workers are not asked whether they would like to switch collaborators. Although the use of the rotation algorithm did produce higher quality task results, the authors acknowledge that forcing participants to work with specific people led to discomfort, and that participants actually wished to prevent algorithm rotation decisions. Zhou et al. (2018) propose an algorithm based on multi-armed bandits with temporal constraints, which explores different team structures and timings to apply these structures. The algorithm explores various exploration-exploitation trade-offs and chooses, from a finite set of possible structural changes, which change it should make and when. In this case too, the algorithm is the driver and principal decision-maker behind the team composition. On the analogous subject of crowd-led authored content, Kim et al. (2017)’s Mechanical Novel provides Amazon Mechanical Turk crowd workers the opportunity to create short fiction stories in loops of reflection and revision, and in a manner that decentralizes the decision-making process much more than past systems. Further in this research line, Valentine et al. (2017) and Retelny et al. (2014) propose Foundry, a crowd management system that relies on a top-down algorithm to “assemble” workers into role-based teams. Workers can request a change in the initial team structures, but the final decision is taken in a hierarchical manner by a small number of expert workers and the task requester. Eventually, workers are notified as to which team they pertain. Although this system does incorporate worker feedback, it does so in the form of worker suggestions and not decisions. Finally, Kim et al. (2014) propose Ensemble, a system to create stories through the crowd. Ensemble is also coordinated in a top-down manner, with teams that feature story “leaders” directing a higher-level story vision, and workers materializing this vision into concrete story pieces. Workers do not get to decide on the final story, and their contribution is limited to proposing drafts, comments, and votes, that is, assisting the leader.

Although these past works, and especially Salehi and Bernstein (2018) and Kim et al. (2017) touch on the subject of user agency, the present study explores collaborative behavior and outcomes in a setting that incorporates user control systematically, as the utmost prominent aspect of the system design. Finally, Salehi et al. (2017) and Lykourentzou et al. (2017) both propose systems of automated team formation, which take worker feedback into account regarding the quality of past collaborations. In both these systems, the workers evaluate their peers after having worked with them, and the system uses these ratings to calculate an overall benefit function that drives team formation on a new, self-contained task. Our study shares similarities with these works in that it also actively requests worker feedback regarding past collaborators. It differs in
that the objective function is not decided a priori, but it is generated on-the-fly by the self-organization decisions of the user collective.

Latest research (Retelny et al., 2017) acknowledges that externally, for example, by an algorithm, predefined planning of the way a group will work or its structure, is not optimal, especially for open-ended, complex tasks. The reason is that such planning can inhibit workers from adapting to the needs of the complex problem they need to solve, in real-time. The authors suggest that complex problems require approaches that enable open-ended adaptation. This work is in line with prior research on accountable governance work models, which showcases that creativity is fostered when individuals and groups have relatively high autonomy in their everyday work processes, and a sense of ownership and control over their own work and ideas (Andriopoulos, 2001; Amabile, 2018). Allowing independence around work processes also enables workers to resolve and adapt to problems thus better utilizing their expertise and creative thinking skills (Amabile, 1998).

Self-Organizing Pairs (SOPs) is an approach in this direction. In contrast to the centralized manner of organizing crowd work, the SOPs method enables workers to collectively decide, rather than suggest, on the best course of action as the task progresses, flexibly adapting both the involved worker pair structures and the output solution as the task unfolds.

Towards giving workers collaboration formation agency

User agency in online collaboration settings has been studied under at least two major approaches in the literature: as a product of direct user negotiation (or reciprocal agreement), and as a product of algorithmic mediation. The first approach demands mutual agreement among the workers before forming the collaborative structures. The second approach uses an algorithm to mediate this process and determine the work groups based on preferences. The problem of agency as the product of user negotiation has been investigated through agent-based modeling by research like the one by Guimera et al. (2005). Their work simulates the emergence of collaboration networks in creative enterprises based on the users’ propensity to collaborate under multiple constraints (team size, the fraction of newcomers in new productions, and incumbents’ tendency to repeat previous collaborations). The explicit intent to remain in a collaboration—ergo, their direct negotiation—is part of a study on self-assembled teams by Zhu et al. (2013). The study enabled online gamers to join or to leave virtual teams across some period. The players could only join teams sequentially, and their decision to remain in those was determined by whether (a) they played together synchronously, (b) the team did not change in size during the cooperation, and (c) the team became inactive for longer than 30 min (after which it was dismantled).

The study of Tacadao and Toledo (2015) observed the emergence of group self-assembly, under the different approach of algorithmic mediation. The model in Tacadao and Toledo (2015) is designed for collaborative learning scenarios where the cohorts produced are evaluated on the parameter constraints and the number of collaborator preferences they satisfy. Finally, the work of Meulbroek et al. (2019) studies algorithm-supported matchmaking in student teams, where the authors developed a system based on the CATME algorithm determining students ranking preferences. In our study, the algorithm supports the users’ choice whilst easing the complexity of the negotiation (e.g., cognitive overload, group size), which could slow down the task’s execution and deplete the users’ working memory resources. However, in contrast to the studies mentioned above that focus on simulations and non-work-related tasks, we propose a solution for self-organization with real users in an online collaborative work scenario.

On the particular area of online system design, research has only recently started exploring the perceptions of users when it comes to choosing their collaborator, if they are given the choice, (Gómez-Zará et al. 2019a) examine how people search for and how they choose who they would like to work with in online platforms. Their research indicates that users search for collaborators based on competence, common values, similarity in social skills and creativity levels, and prior familiarity. They also find that users eventually choose people who are well-connected, with many prior collaborators. Their study concludes that future systems should be hybrid, augmenting user agency with algorithms. In an educational setting, Jahanbakhsh et al. (2017) examine users’ perceptions regarding automated team formation. Their findings reveal that although users valued the rational basis of using an algorithm to form teams, they did identify mismatches between their preferred criteria and those of the algorithm, and expressed the need for having a say in the process. This study too recommends giving users more agency in the selection of their collaborators, and advocates for constrained self-formation, in line with earlier works in the educational domain (Bacon et al., 1999).

The notion of self-organization

Self-organization is a notion antithetical to centralization. It has been studied in various settings and from different perspectives, from complex systems (Heylighen 2008), agent-based simulations (Serugendo et al., 2003; Gustafsson and Sternad 2010), and machine learning (such as Self-Organized Maps) to the organization of human social networks and communities. Concerning online work, self-organization is often used to describe the governance of software development groups, within a company (Beck et al., 2001).
or in Open Source Software Development (Karatzogianni and Michaelides 2009), where it helps teams cope with the increased dynamism, resource control autonomy, and decentralization, which are inherent in today’s globalized environments (Di Marzo Serugendo et al., 2004).

Our previous work (Lykourentzou et al., 2016) explores the dynamic formation of crowd collaborations without prior knowledge of worker profiles, in an approach called team dating. The idea behind team dating is that task authors delegate team building to the crowd workers themselves and ask them to try out different candidate co-workers, evaluate them, indicate those that they like working with, and then make crowd teams based on these indications. Rokicki et al. (2015) also discuss the crowd’s self-organization, by studying various collaborative structures including balanced teams, self-organizing teams (built upon one worker as the first administrator, accepting/denyng the contribution of other members), and a combination of team and individual strategies. They find that teams outperform individuals at task annotation without impacting the end product’s quality. In this paper we explore the effects that self-organized dyadic collaboration formation has on the individual’s sense of entitlement, reward, and creative outreach, without the presence of a single-handed administrator to moderate and steer the group towards effectiveness.

Exploration-exploitation is another notion closely linked with self-organization, albeit with a different meaning than in this paper. Kamble et al. (2018) consider exploration-exploitation trade-offs in labor platforms where flash teams and on-demand tasks can be improved by the assistance of a matching algorithm modeled on a binary classification of the agents in a pairwise fashion. The exploration herein is defined as the learning performance of untested teams against the exploitation of repeating previously tested teams. The model relies on known and unknown features for near-optimal matching in consideration to the population distribution (a priori knowledge) and the payoff structure under the aggregated performance objective with the lowest regret. Unlike the aforementioned study, we present a self-organized collaboration formation framework which does not reduce the workers to specific terms (analogous to binomial label classification problems) and does not preclude existing knowledge of the collaborators’ performance prior to starting the work. More so, the intensification and diversification of the strategy is not led centrally by a coordinating algorithm, but defined by the worker’s initiative only, as we allow the collaborators to guide the systemic changes occurring across the work phases. Feng et al. (2019) work with a mathematical model of social team-building optimization (STBO) based on swarm intelligence theory. Here, the team-building phases lead to a converging point dependent on the exploration of new solutions and the exploitation of already visited neighborhoods considering the group’s energy and entropy. This algorithm greatly depends on a defined social hierarchy which is not a prerequisite in the model we propose, enabling the process of collaboration formation to functionally generate a hierarchy as a result. Finally, in Zhou et al. (2018) exploration-exploitation means changing or keeping the team structure, as decided by an algorithm based on a finite set of (five) decision elements. In our case it means changing one’s collaborator or staying with the same, as decided by the users based on an unknown set of decision elements, constrained only by the number of dynamics cues the users can process through their text-based interactions. Humans in this case take up the role of exploring the decision space, instead of an algorithm.

Lessons learned from the literature and contributions of this work

As we saw in the previous sections, current approaches in algorithm-mediated large-scale collaboration formation are primarily top-down. They afford workers little freedom regarding who they will work with, or concerning the group structures and the collective task outcome. Related literature highlights that top-down decision-making works satisfactorily for well-defined tasks with few knowledge interdependencies, which can be straightforwardly decomposed to microtask level. However, it is less appropriate for ill-defined, complex, and creative tasks, such as innovation generation or creative writing. Bottom-up approaches have been found to improve group performance in such tasks because they motivate workers to own and take responsibility for the creative process and its outcome, adapt to the task, and make better use of their expertise, creativity, and higher-level thinking. Aiming to address the above, in this work we will explore for the first time a new human-centered computational structure, namely, Self-Organizing Pairs (SOPs). The SOPs structure does not just give users agency over who they will work with or help them form these collaborations at scale using an algorithm. It also enables users to control, correct, and guide the task output solution as a collective by competitively filtering out weak candidate solutions and selecting the most promising one as the task progresses. Through the self-organization, supported but not guided by an algorithm, users gradually build a consensus-based and community-approved global solution.

Methodology

Reward

To motivate users to switch collaborators if needed, the workflow includes an element of competition in the form of a bonus payment (for paid workers) or an increase of the obtained score (for non-paid users). Every time a worker pair wins, its members gain an extra amount equal to the base pay (for paid participants) or the base score (for non-paid participants). In line with the latest recommendations
for academic requesters regarding fair payment, the base pay for Amazon Mechanical Turk (AMT) workers was 5 Euro for a total task time of approximately 30 min. Given the three rounds (three chances to win), worker remuneration could reach a maximum of 20 Euro. For non-paid participants, the monetary payment was transformed to a base score; these participants would get a base score of 5 points for participating in the task and 5 more points every time their pair won. As a further element of driving competition among non-paid participants, a leaderboard was shown at the end of the task, illustrating their placement relative to the other participants. As we discuss later in the results and in the Discussion section, the reward level may affect the collaborator selection decisions, and consequently the objective function of SOPs as a collective.

**Group formation requirements**

Group size is critical to performance for creative tasks. Research shows that the number of creative ideas per person increases as group size decreases (Bouchard Jr and Hare, 1970; Renzulli et al., 1974). Thornburg (1991) further shows that a group’s Creative Production Percent (the percent performance of a group compared to the performance of an individual) improves as group size decreases until it reaches its peak at group size of two, that is, dyads. The reason is that dyads have a unique one-to-one capability to share and exchange ideas. At the same time, the inhibitors that typically occur in larger groups, like social loafing, group-think, and production bottlenecks, are less likely to occur in these groups (Brajkovich, 2003; Knights and Murray, 1994).

Finally, dyad interactions permit observing key group processes like coalition formation, inclusion/exclusion, power balances and imbalances, leadership and followership, cohesiveness, and performance (Williams, 2010), linked with expressions of collaboration agency and autonomy in various collaborative settings (Fausing et al., 2013; Corderly et al., 2010; Hoegl and Parboteeah, 2006; Langfred, 2000a). For the above reasons, dyads have been extensively used in crowd and social network research (Miller et al., 2014; Chikersal et al., 2017; Ahmed et al., 2019; Lykourentzou et al., 2016, 2017; Huang and Fu, 2013; Rivera et al., 2010). Taking the above into account, in this study we work with dyads. Nevertheless, this design decision also limits the scope of the study to pair work interactions. In the Discussion section, we elaborate on these limitations and how our model can be extended to accommodate larger groups.

Another parameter to decide is the batch size, that is, how many people will be recruited for a single SOPs lifecycle. This needs to be an even number so that all participants find a pair to work with. The larger the batch size, the more options a participant has in selecting collaborators. However, too large a batch also means that people cannot process and compare all candidate collaborators effectively, due to short-term memory limitations and time restrictions. With the above in mind, we opted for batches of 6–12 people. This allows for an adequate number of different dyadic collaboration formations while keeping the cognitive load of processing multiple user profiles manageable (Knijnenburg et al., 2012; Bollen et al., 2010).

**Task description**

**Task requirements.** In defining the appropriate task for the study, we took into account a number of requirements. First, we needed a task that involves complex, open-ended work for which no single solution is evident, cannot be easily decomposed to fixed workflow structures, and requires workers to maintain the global context and full semantic overview of the problem while iteratively refining it (Altshuller, 1999; Majchrzak and Malhotra, 2013). Recent crowdsourcing literature refers to these tasks as macrotasks (Schmitz and Lykourentzou, 2018; Lykourentzou et al., 2019), distinguishing them from microtask-based work. Examples of candidate macrotasks included brainstorming (Chan et al., 2016), writing (Kim et al., 2014, 2017), prototyping (Valentine et al., 2017), product development, innovation development (Kittur et al., 2019), open research (Vaish et al., 2017), formulating an R&D approach, and so on. These macrotasks require the combination of the diverse knowledge, skills and creativity of multiple individuals (Lykourentzou et al., 2019). As such, these tasks can benefit the most from the SOPs structure, the purpose of which is precisely to enable the continuous ad-hoc adaptation of the solution output and work processes to the task needs. On the other hand, tasks that are close-ended, those with known knowledge and skill interdependencies (Argote, 1982), or tasks for which a specific work process can be determined a priori (Okhuysen and Bechky, 2009) would not be appropriate candidates, as these can be optimally solved through workflow management and crowd coordination algorithms, like the ones described in the Related Work section. Furthermore, the task needed to adhere to three key criteria for an online creative work setting, involving people working online together for the first time: no requirement of prior expertise, short duration, and ability to express creativity (Dow et al., 2011).

The task that was selected to fulfill the above criteria is a creative writing challenge, inspired by the exquisite corpse method (Brotchie and Gooding, 1995), where participant pairs co-create a fictional story by gradually building on each others’ contributions, across multiple rounds. Creative writing tasks of the above type, can be used for applications such as rapid game scenario design (e.g., to provide more truthfulness and content to online gaming AI) or to generate content for the creative industries (film making, advertisement, etc.). In line with the SOPs framework, the task
allows for cycles of collaboration, where the worker dyads work internally to produce candidate story continuations, and competition, where the dyads compete for the single best story continuation through peer review. The pre-authored story used as input to the creative writing task of this study is the following:

At a restaurant, Mary receives an SMS and reads the following message: “Your life is in danger. Say nothing to anyone. You must leave the city immediately and never return. Repeat: say nothing.” Mary thinks for a second and then …

**Timing.** The proposed framework is designed to work with an ongoing flow of users joining the task at slightly different times, as it is typically the case when working with commercial crowdsourcing platforms. The system is programmed to account for a minimum threshold of registrations (between 8 and 12, depending on the flow of the workers) and a maximum waiting time, after which it redirects the workers to unique batches of experiments. By monitoring and assessing the registration flow of the workers across multiple trial runs, we were able to determine the average batch size for the experiments without encountering critical levels of delays that could overtake a large portion of the task. Even though the job fitted some of the characteristics of micro-tasks (real-time, short-termed, and unique), to be able to hire workers from the Amazon Mechanical Turk platform, its core is designed to be executed as a macrotask (complex, collaborative, and open-ended).

**Study setting**

Mainstream crowdsourcing platforms do not encourage collaboration and disallow the worker allocation into self-organized groups. For this reason, we designed a tailor-made framework and its supporting platform. The proposed work has been designed with the intention to address the individual’s ability to leverage collaboration with a certain degree of freedom and given creative agency as structural part of the collaboration process.

**Overview of the proposed self-organizing framework**

Figure 1 illustrates the functionality of the proposed SOPs framework. SOPs are designed to function on the basis of a collaborative-competitive setting, completed across various rounds. During each round (collaboration phase) workers form pairs and work with their collaborators to progress a creative task, which in our case is the continuation of a—pre-authored and same for all worker pairs—short fictional story. At the end of each round (competition phase), users employ peer review to vote for their favorite story continuation, without the possibility to vote for their own pair’s story. The winning story is appended to the main story, the winning pair is announced and its members receive an award, which for paid crowd workers is monetary and for non-paid volunteer participants is in the form of a score. Then, before a new round starts, users decide whether they wish to continue with their previous collaborator, or change. The SOPs algorithm forms the worker pairs based on these choices, facilitating self-organization. The process repeats for three rounds.
formation decisions, forming new or old pairs and continuing the main story as it was formed in the previous round. At the end of the final round, users are presented with the outcome of their collective work in the form of a finalized main story. Users are also presented with a ranked list illustrating the number of times each user won in descending order. Finally, users fill in a questionnaire on their experience.

Task initialization: recruiting participants. Users register to our experimental platform in two ways. In the case of paid crowd workers, they enter with the credentials of the crowdsourcing platform used to hire them, in order to facilitate their automatic payment once the task finishes. In the case of volunteer participants, they register with a unique identification number. For each experiment of our study, once the desired batch of people has arrived, the experimental platform stops hiring people, and those registered are moved to the next step. From that step onward, the system is synchronized, meaning that all workers are moved from one step to the other after a specific amount of time has elapsed. Users are always shown the remaining time, the round that they are currently in and the amount they have won so far on the top of their screen.

Setting up: Instructions, demographics, and Individual creative work sample. Workers are presented with the task instructions, which briefly present the creative task, its goal and their reward upon completion. This stage takes just over a minute, and users are given the following instructions:

1. The task: Users are instructed to work in pairs to continue a short story in English. They are informed that the task has three rounds and that in each round the story that gets the most votes wins and is appended to the main story. This extended main story will be then shown as a prompt to all participants and a new round will begin.

2. The goal: Users are instructed that their goal is to be in the winning pair. They are informed that in each round the system will automatically match them with the same or with another collaborator. They are prompted to do their best so that their dyad’s story gets the most votes.

3. The reward: Users are explained that they get a [Base reward2] for participating in the task and an extra [Base reward] every time they are in a winning dyad (3 chances for this). They are also told that their maximum gain is [4 × Base reward].

Next, users are asked to fill in a short questionnaire about their demographic information, namely: (i) gender, (ii) age, (iii) ethnicity, (iv) education level, (v) employment status, (vi) prior experience in a creative task like the one they are about to work on, and (vii) self-perceived creativity levels. To assess the creative self-efficacy, we used the eight-item scale from Carmeli and Schaubroeck (2007) and Chen et al. (2001). In our experiments, this stage takes less than a minute for completion.

Creative writing: Sample story writing. Then, each user is presented with the start of a pre-authored fictional story (same for all users), and is asked to write a brief continuation for it. We use this input as a sample of the quality of the individual’s work (“writing sample”) in two ways. First, we add it to their profile, visible to all users of the batch, so that they can themselves determine that individual’s writing skills. Second, we also evaluate it separately, using an external crowd, for comparison purposes during our results’ analysis. Users have three minutes to complete the individual writing sample stage.

Self-organization decision: Collaborator selection. Next, users are moved to the collaborator selection step, illustrated in Figure 2. Here, they will select their preferred collaborator(s) from the full list of user profiles of the batch. Users can see each others’ profiles, where each profile contains the following information about them: (i) username, (ii) demographic information, and (iii) writing sample. They can also see the (iv) average rating each candidate collaborator has received by the people he/she previously worked with (“others’ rating”) and (v) rating the person looking at the profile page may have given to that particular candidate collaborator if they have already worked together in the past (i.e., “own rating”). Note that items (iv) and (v) are only shown from the second round onward after users have already worked together at least once (Figure 3).

In the collaborator selection stage, users will be asked whether they want to work with the same collaborator or not. Users are also asked to indicate up to two other candidate collaborators to work with. These latter choices are useful to the system for two reasons: (i) in case the user indicated that they do want to work with their previous collaborator, but that person is unavailable, or (ii) in case the user indicated that they no longer want to work with their previous collaborator. The SOPs algorithm will use these choices to construct a “preferences matrix” and form the worker pairs of the next round.

The collaborator selection stage is a critical step in self-organization. It demands users to quickly assess multiple sources of information across multiple users, and balance potentially conflicting candidate decisions: for example, the psychological safety of working with a person similar to them (McPherson et al., 2001), versus the choice of choosing a highly rated person with whom they might not have a lot in common. In the next rounds, when the information available to the users for making a choice increases, users will also need to individually assess their relative gain from continuing with the same collaborator.
lower communication overhead and potential presence of transactive memory (Hollingshead and Brandon, 2003), since the group has learned to work together) versus the risk of losing the chance to work with a new collaborator (for example, a previous round winner) who could potentially increase their chances of writing that round’s winning story. Users are given 2 minutes to choose their preferred collaborators.

Figure 2. Self-organization—Round 1. Self-organization takes place during the collaborator selection phase. Participants vote for their preferred collaborators based on the profiles of the latter (consisting of demographics, writing experience, creativity level and sample story), and the SOPs algorithm uses these votes to form the worker pairs. In the next rounds, participants also see the average rating of each person, as well as their own rating for that person (if that exists).

Figure 3. Participant profiles as seen by other users in our experimental platform interface—Collaborator selection phase, Round 1. In the next rounds, participants also have the choice to indicate if they wish to stay with their previous collaborator or not.
**Collaboration and internal evaluation phase.** As soon as the algorithm has placed users in work pairs based on their indicated preferences, each pair is moved to an online synchronous collaboration space, with a text writing area and capability to chat. The software Etherpad (Erdal and Seferoglu, 2017) was used to facilitate this kind of synchronous collaboration. The software automatically highlights each user’s input in a different color, so that the pairs can track who wrote what. The back-end of the system saves the chat and story progression. Figure 4 shows an example collaboration between two people, Kristy and Peter.

In the collaboration phase, each pair is instructed to continue the story so far (“main story”). In the first round, the main story is simply the initial pre-authored story presented to the users at the individual writing sample stage. In the next round, the main story will gradually increase, since after every round the winning pair’s story will be appended to it. The work pairs are free to discuss and collaborate to continue the main story, in any way that they like. This allows us to observe different group dynamics and interaction patterns, work and collaboration strategies, creativity patterns, etc. Each collaboration round lasts for four minutes. Thirty seconds before time is up, the workers can see which worker pair is leading the group. The story will gradually increase, since after every round the winning pair’s story will be appended to it. The work pairs are free to discuss and collaborate to continue the main story, in any way that they like. This allows us to observe different group dynamics and interaction patterns, work and collaboration strategies, creativity patterns, etc. Each collaboration round lasts for four minutes. Thirty seconds before time is up, the users also see a reminder to wrap up their story.

Once time is up, the worker pairs are asked to evaluate one another on three axes using a Likert scale of 1–5. (i) Skillfulness (“How skillful was [collaborator’s username] in continuing the story?”), (ii) Collaboration ability (“How good is [collaborator’s username] as a collaborator?”), and (iii) Helpfulness (“[collaborator’s username] comments were helpful”). Each group member is also asked to assess their own helpfulness level (“My ideas and comments were helpful”) on a Likert scale of 1–5. Finally, users are asked to assess the number of core competencies they noticed having in common with their collaborator (“[collaborator’s username] and I were similar in:"), with four possible options (multiple or none can apply): (i) task commitment (“Commitment to working hard on this task”), (ii) work strategy (“How we think the work should be done”), (iii) Skill similarity on task (“General abilities to do a task like this”), and (iv) Personal values (“Personal values”). These ratings are used to enrich the profile of each user, both in terms of the “other’s ratings” (average rating by previous collaborators) and in terms of the “own ratings” (of the person looking at that user’s profile), as explained earlier. The members of the worker pair have half a minute to complete their evaluation of one another.

We determined the timeline of the experiments after several experimental trials with multiple combinations of time slots. When adjusting these time slots we also took into consideration the AMT outsourcing model, which favors micro-tasks. Although extending the time for each phase of the task could have been beneficial to some workers, we noted that most were able to produce their judgment within the given time. Batch sizes did not differ greatly between experiments and the stories that needed to be voted on by each worker were no more than three at a time and considerably short in length. With batches significantly larger than what we used in this study, lengthier time slots would have been even more so applicable. We discuss further the scalability of the system in the Discussion section.

**Competition: Voting for best story and presenting the winning pair.** After evaluating their collaborator for that round, each individual user votes for their preferred story continuation, among the $S−1$ candidate continuations, $S$ being the total number of worker pairs from the previous round (users cannot see or vote for their own team’s continuation). In voting for the best story, users can see which worker pair (i.e., which two usernames) produced which story continuation. Users have one and a half minute to read and decide on their preferred continuation. Once the time is up, the story with the most votes (“winning story”) is presented to them, along with the usernames of the two members of the winning pair. The profile of winning pair members is updated so that the bonus amount for winning is added to their individual total earned reward. Presenting the winning story before users are asked to make a decision on their collaborator of the next round is important to give users an overview of their results so far, and reinforces the
competitive element of this phase of the framework. From a task point-of-view, the story peer assessment at this stage allows for a collective decision to emerge regarding the outcome of the task, that is, users collectively have full control over the task result. Peer review is also a proven way of incorporating quality assurance during the task (Whiting et al., 2017). Alternative ways of evaluating the team result after each collaboration round can be envisioned and they are relatively straightforward to incorporate, without affecting the core of the proposed system. These ways include assessment by an external crowd or by one person, such as the client who commissioned the task.

Next, and assuming the predetermined total number of rounds is not over, users return to the collaborator selection stage. As explained in the “Collaborator selection” section, here they must decide whether they want to continue with the same collaborator as in the previous round, or whether they want to change. In both cases, they are also asked to indicate up to two additional candidate collaborators, from the full candidate collaborator profile list, for the algorithm to use either in case it cannot accommodate their first choice (if they wanted to stay with their previous collaborator), or for the algorithm to use to match them with a suitable alternative collaborator (in case they wanted to change).

The cycle of self-organization-collaboration-competition continues, with the main story gradually increasing in length as more and more continuations are appended to it. After a number of rounds, which for the purposes of this study is set to three, users see the final story, the final user ranking (in a descending order based on the number of times a user has been a member of a winning pair), and a final questionnaire about their overall experience. Once they fill in this questionnaire, users are redirected to the crowdsourcing platform and receive their payment.

**Self-Organization algorithm**

The SOPs algorithm is one of the first to maximize user agency in algorithm-based crowd pair formation. Its aim is to assist but not dictate the self-coordination process, matching users with those collaborators that they mostly prefer working with. The algorithm receives as input the individual user profile ratings, encoded in a tabular form as follows. Assume user $A$ has worked with user $C$ in the previous round. If a user $A$ indicates that he/she wants to continue working with $C$ in the next round, then $A \rightarrow C = 3$. If user $A$ indicates that he/she does not want to continue working with $C$, then $A \rightarrow C = 0$. User $A$ can also select from the list of other candidate collaborators, with whom he/she has not worked in the previous round. Assume this list contains users $B$ and $D$, and assume the user indicates $B$ as a preferred collaborator for the next round, and does not indicate $D$. Then $A \rightarrow B = 2$ and $A \rightarrow D = 1$. In brief, a user’s preference is given the highest weight to those collaborators that the user has worked with and wants to continue working with, and the lowest weight is given to those that the user has worked with but does not want to continue working with. The aforementioned possible user-to-user values are summarized in Table 1.

Using a user rating vector per user (i.e., two per team) as shown in Figure 5(a), the algorithm then constructs a complete graph (“affinity graph”) with candidate pair members as nodes, and the average pairwise ratings between individual users as the edges (Figure 5(b)). Next, the algorithm identifies all possible candidate worker pairs, that is, all possible graph cuts of size two. Next, itanks the candidate worker pairs on a list based on their average pairwise rating (edge value) from the highest to the lowest (Figure 5(c)). In other words, the algorithm ranks the candidate worker pairs starting from those that want to work together again, continuing with those that have not worked together before but would like to, and ending with those that do not want to work together again. From this ranked list, the algorithm selects the first worker pair, and removes all other candidate pairs that contain the selected pair’s members (as one person can only be in one work pair at a time). Figure 5(d) shows the selected pair of $B$ and $C$ in green and removes gray nodes containing users $B$ or $D$ as options. The algorithm continues in this manner, until the list of candidate pairs is empty, and all users have been placed in a pair. In case of ties, the algorithm chooses randomly. The pseudo-code for this process is shown in Algorithm 1.

**Algorithm 1.** Self-organizing team formation algorithm. The algorithm creates the teams based on the ratings and preferences of the users regarding their candidate collaborators.

**Data:** Individual profile ratings  
**Result:** Final list $F$ of teams for next round

1. Create complete graph $G = (V, E)$: $V$: candidate team members, $E$: average pairwise ratings;
2. Find all possible graph cuts of size 2 (candidate teams), $→ C$;
3. Sort $C$ in descending order;
4. $F \leftarrow \emptyset$;
5. **While** $C \neq \emptyset$ **do**;
6. Pick first element $C_i = \langle x, y \rangle$ in $C$: $x, y \in V$;
7. $F = F \cup \{C_i\}$;
8. $C = C - C_i - \{C_i\}$: $x \in C_j$ | $y \in C_j$;
9. **return** $F$;

It must be noted at this point that the self-organizing algorithm described above is greedy, and although it is expected to perform sufficiently well for the scale of the experimental setting of the paper, it may not perform optimally in settings where the size of the candidate collaborator space is much larger and may include hundreds or even thousands...
of profiles. For these cases, one could examine the abstraction of the dyad matching problem to the maximum weight matching, stable matching or stable-roommate problems, and the subsequent adaptation of algorithms such as Edmonds (1965), Gale and Shapley (1962), or Irving (1985) to guide the pairings between the workers.

Next, we will describe the experimental conditions we designed to study our methods, which shed light on how dyadic self-organization affects quality of work and collaboration satisfaction.

**Experimental conditions**

For this study we work with three experimental conditions, examining the proposed approach and two benchmark conditions.

- **SOPs:** This condition stands for “Self-Organizing Pairs,” and studies the proposed approach of self-organization in online work pairs. People are given the choice to indicate their preferred collaborators, including the option to stay with the same person that they worked with in the previous round. The algorithm respects these choices and aims to place each person with the collaborator of their choice.

- **Placebo:** This is the first benchmark condition. This condition creates the illusion of agency, where participants believe that they can self-organize, but eventually they cannot do so. The workflow and experimental interface of this condition is identical to that of SOPs, that is, users do have access to the collaborator selection stage. The difference between the two conditions happens in the background, where participant choices at the collaborator selection phase are not taken into account by the algorithm. Instead, each participant is paired with a randomly allocated collaborator, and stay with them for the entire task.

- **No-Agency:** This is the second benchmark condition. It is made to resemble existing methods of placing people in ad-hoc online teams, where users lack agency over collaborator selection. It is also similar to the benchmarks used in the literature for testing online team formation from a worker crowd (see, for example, (Salehi et al., 2017)). In this condition, participants are paired randomly with one collaborator at the beginning of the task, and stay with them throughout the process, without the option to choose their collaborators (neither functional nor placebo). The difference with the Placebo condition is that the task workflow of the No-Agency condition skips the collaborator selection stage entirely. Since the teams do not break in either the Placebo or No-Agency conditions, these two benchmark conditions are also designed to capture collaboration continuity and transactive memory building benefits (Hollingshead and Brandon 2003) from staying with the same collaborator for longer periods of time.

**Participants.** A total of 140 people took part in a total of 18 experiments for this study. The study participants were recruited either as university students (68 participants) or as Amazon Mechanical Turk workers (72 participants), in batches of 4–12 people depending on availability. Eight of these dropped out due to Internet connection issues, resulting in a final total of 132 people who finished the experiment. The batches of participants belonging to these two different user groups (paid and volunteered) were managed in separate sessions and they were equally distributed between the conditions. The allocation of people to condition was made in a round robin manner to avoid biases due to participant type or batch size, resulting in six batches per condition. The total number of people who participated in
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**Figure 5.** Steps of the algorithm’s operation. Nodes represent the participants, edges represent participant collaborator preferences (values 0–3, higher values mean higher collaborator preference). The algorithm (a) first constructs a complete bidirected graph comprising all user preferences, and then (b) it constructs the affinity graph comprising the average pairwise ratings. Next (c) it ranks all possible worker pairs (i.e., graph cuts) in descending order of collaboration preference and (d) respectively forms the pairs.
the Placebo condition was 52 and those participating in the SOPs condition was 48, and those participating in the No-Agency condition was 32.

To further exclude the possibility of confounding factors, we conducted a series of post-hoc checks. First, using the demographics information filled in by the participants in the beginning of the experiment (the Methodology section), the sample was controlled for statistically significant differences across the conditions in terms of demographics, namely, gender, age, ethnicity, education, employment status, prior experience, and self-perceived creativity. An analysis of variance (ANOVA) showed no significant differences across any of the aforementioned axes (all at \( p > .1 \)). A similar analysis also excluded any statistically significant differences in terms of individual writing skills between the three conditions, as evaluated by the external crowd evaluators who rated each participant’s individual writing sample, again in the beginning of the experiment, on the axes of grammar and syntax, interest, originality, plot structure, and overall impression of the story sample (\( p > .4 \) across all evaluation axes). Further, a regression analysis controlling for participant type showed no significant effect of this variable on the study results. Finally, we controlled on whether there was any difference in user perceptions of the benefit of agency across the three conditions. An analysis of variance comparing perceived collaborator selection usefulness, from the final questionnaire answers, showed no statistically significant difference across the conditions (\( p > .6 \)). These are the same criteria that, as we will see later, were used to evaluate the stories produced by the worker pairs during the collaboration. Having a sufficiently balanced sample across the three conditions, we proceed with the analysis of our results.

**Results**

We organize our results as follows. First, we look into the quality of the produced work by different worker pairs in the three conditions to investigate the question, “Did the pairs formed under the SOPs condition produce stories of higher quality than those of the Placebo and No-Agency benchmark conditions?” Second, we look into the quality of the collaboration to investigate the question, “Did participating in the SOPs condition enable participants to collaborate better and be more satisfied with the process of collaboration, compared to participants in the Placebo and No-Agency benchmark conditions?” After answering these key questions we look deeper into the mechanics of self-organization, examining two emergent patterns of self-organization, namely the presence of an objective function driving the collective, and network clustering phenomena.

**Work outcome quality: SOPs write stories of higher quality**

A total of 196 unique story continuations were produced by the teams. The final winning stories were 18. To evaluate the quality of these stories, we employed a crowd of external judges, hired through AMT. Each story continuation was evaluated by 10 AMT workers, on a ten-point Likert scale.
(1-10), and on five quality criteria: grammar and syntax (“How grammatically and syntactically correct is the story?” ranging from “Not correct” to “Very correct”), interest (“How interesting is the story?” ranging from “Not interesting” to “Very interesting”), originality (“How original is the story?” ranging from “Not original” to “Very original”), plot structure (“How good is the story plot?” ranging from “It doesn’t make sense” to “It flows nicely”), and overall impression (“Overall how much did you like the story?” ranging from “Not at all” to “Very much”). These criteria were selected as they are among the most frequently used by professional short story evaluators (Boden, 2004), and because they represent a balanced mix of both objective (grammar, plot structure) and subjective (interest, originality, overall impression) axes (Díaz Suarez, 2015).

An analysis of variance indicated that SOPs participants create stories of significantly higher quality than the benchmark condition pairs, across all five quality criteria, albeit with slightly different absolute value differences between the conditions, with $F_{\text{grammar}}(2, 1957) = 41.835, p < .001, \eta^2 = 0.041$, $F_{\text{interest}}(2, 1957) = 78.742, p < .001, \eta^2 = 0.074$, $F_{\text{originality}}(2, 1957) = 84.198, p < .001, \eta^2 = 0.079$, $F_{\text{plot}}(2, 1957) = 41.835, p < .001, \eta^2 = 0.041$, and $F_{\text{overall}}(2, 1957) = 99.847, p < .001, \eta^2 = 0.093$. Figure 6 illustrates these results.

A Tukey post-hoc test per quality axis also revealed that SOPs groups differed significantly from the other two benchmark condition pairs, across all five quality criteria (at $p < .001$), while the Placebo and No-Agency conditions differed significantly in terms of interest ($p < .05$), originality ($p < .001$) and plot ($p < .05$). A regression analysis analyzing the story continuation data, with round as a random effect, showed that the round does not account for the relationship between the higher performance of the SOPs condition compared to the others.

Finally, a Pearson correlation analysis between ratings for attribute versus the other (like grammar and overall) showed that the rater’s evaluations were significantly correlated ($p < 0.01$) with each other, indicating the presence of the “halo effect,” which is well-documented in many social judgment settings. The Halo effect implies that a rater’s judgments of one quality dimension tends to influence others, even in the presence of sufficient information to allow for an independent assessment of them (Nisbett and Wilson 1977; Saal et al., 1980; Woehr and Huffcutt 1994).

See Table 2 in the Appendix for detailed values.

Overall, the external ratings on multiple factors show that stories produced in the SOPs condition were better quality compared to the benchmark conditions. Next, we will discuss the perceived quality of their collaboration by participants in different conditions. Further visualizations and analyses of the method of estimation graphics (Ho et al., 2019) can be found in subsection “Estimation graphics” and Figure 11 of the Annex.

**Collaboration quality**

One of the major goals of team formation is to form effective collaborations. While effectiveness can be studied using many methods, we first focus on the perceived collaboration according to the individuals.

**People in the SOPs condition evaluate one another higher in collaboration, helpfulness and skillfulness.** On average, the work pair members in the SOPs condition rated each other significantly higher as collaborators (on a scale of 1–5) and in terms of how helpful they were, compared to the pairs formed under the Placebo and No-Agency benchmark conditions, with $F(2,211)_{\text{collab}} = 21.364, p < .001, \eta^2 = .168$ and $F(2,211)_{\text{help}} = 20.239, p < .001, \eta^2 = .161$, for the metrics of collaboration ability and helpfulness levels respectively. For each of these results, a Tukey post-hoc test was also run, revealing the presence of statistically significant differences between the SOPs condition and each of the benchmark conditions, as well as between the two benchmark conditions. Specifically, for the metric of helpfulness, the groups formed under the SOPs condition evaluated one another significantly higher compared to the groups formed under the other two benchmark conditions ($p < .001$ for each comparison), while there was also a statistically significant difference between the Placebo and No-Agency benchmark conditions (with $p < .05$). For the metric of collaboration ability, the groups formed under the SOPs condition also evaluated one another significantly higher compared to each of the groups formed under the other two conditions ($p < .001$ for each comparison). Here too, the post-hoc test revealed that the Placebo groups perceived their co-workers as more collaborative than the groups formed under the No-Agency condition ($p < .05$).

We find that the perception of helpfulness within the collaboration went both ways. Not only SOP members perceived their collaborator’s contribution as more helpful, but through the collaboration they also perceived their own contributions to the dyad as significantly more helpful. In contrast, participants in both the two benchmark conditions found that their ideas and contributions were not as helpful for their dyad, with $F(2,211)_{\text{lowHelp}} = 8.089, p < 0.001, \eta^2 = .071$. A Tukey post-hoc test showed that the aforementioned results were only significant as to the difference of the SOPs groups with the benchmark groups (with $p < .05$ between the SOPs and Placebo condition and $p < .001$ between the SOPs and No-Agency condition). Interestingly however, there was no statistically significant difference between the Placebo and No-Agency groups ($p = 0.262$) in terms of how they perceived their own helpfulness, although as we saw before, the two conditions did differ in how their groups perceived the helpfulness of their collaborator (No-Agency was lower).

We also observe that SOP members perceived their collaborators as significantly more skillful compared to
the perception that the members of the two benchmark conditions have of their collaborators’ skills, with $F(2,211)_{\text{skill}} = 15.366, p < 0.001, \eta^2 = .127$. A Tukey post-hoc test revealed that these differences are significant among all three groups, with $p < 0.05$ between the SOPs and Placebo conditions, $p < 0.001$ between the SOPs and No-Agency condition and $p < 0.05$ between the Placebo and No-Agency condition. Interestingly the aforementioned higher perception of skillfulness is not because SOPs members are indeed more skillful; in fact, as also mentioned above, participants in the three conditions do not differ statistically in terms of skillfulness as evaluated by external evaluators on their individual writing samples. Previous research (Hansen et al., 2002) demonstrates that when people are more satisfied by their collaboration, then they tend to think more highly of their peer, thus being more prone to associate affective trust to positive expectation about belonging to that team. For similar reasons, group cohesiveness can positively affect the perception of satisfaction and group performance. We note that from the three conditions, the No-Agency benchmark condition, that is, the one where people were not given any (not even a placebo) option to choose their collaborator was the one with the lowest intra-team evaluations in terms of all four axes of collaboration, helpfulness and skillfulness. These results, summarized in Figure 7, indicate that the teams formed under the SOPs condition are more satisfied during their collaboration, and able to collaborate and help each other more, despite not being objectively more skillful than the individuals of the benchmark condition teams. Further visualizations and analyses of the collaboration quality data using the method of estimation graphics (Ho et al., 2019) can be found in subsection “Estimation graphics” and Figure 12 of the Annex.

**SOPs members are more aligned in personal values, skill similarity, and, how the work should be done.** During their peer evaluations, the participants of each work pair also indicated which, if any, competencies they had in common with their collaborator. As explained in detail in the “Collaboration and internal evaluation” section, they could report a common sense of commitment to the task, work strategy similarity, skill similarity, and/or common personal values. Figure 8 summarizes the percentages of common items reported by the groups across the three conditions. Further visualizations and analyses of the common competencies data using the method of estimation graphics (Ho et al., 2019) can be found in subsection “Estimation graphics” and Figure 13 of the Annex.

A chi-square test of independence was performed to examine the relation between condition and number of work style items that the teams reported having in common. The relation between these variables was significant, $\chi^2(8, 215) = 32.29, p < .001$, with SOPs members reporting to have more items in common with their collaborator compared to both benchmark condition pairs. Post-hoc tests also showed that the pairs differed significantly in how similar they reported to be in terms of their personal values ($\chi^2(2, 215) = 21.22, p < .001$), skill similarity ($\chi^2(2, 215) = 10.48, p < .05$), and work strategy ($\chi^2(2, 215) = 28.72, p < .001$), while they did not differ significantly in their commitment to the task.

This result indicates that when people’s choice of a collaborator (SOPs condition) is honored, then they tend to pair with collaborators with whom they share values, work practices and skills, confirming prior literature (Tenney et al., 2009).

**SOPs groups write shorter stories and make more equal contributions.** The collaborations assembled under the SOPs condition produced shorter story texts ($m_{\text{expad}} = 234$ characters, SE = 13), compared to both the Placebo ($m_{\text{expad}} = 320$ characters, SE = 16), and the No-Agency condition teams ($m_{\text{expad}} = 556$ characters, SE = 88), with $F(2,212) = 17.395, p < 0.001, \eta^2 = .141$.

A Tukey post-hoc test revealed that these differences were significant among all three conditions, with $p < 0.05$. One explanation for this could be that the benchmark condition collaborators know each other better, since they have worked together in the past rounds, whereas the same is not always true for SOPs collaborators, who may or may not have worked together in the past. If that is the case, then the chats between the three conditions could be expected to differ statistically in length, with the SOPs groups chatting more in an effort to establish a common ground in each round; therefore having less time to work on the actual task. However, the analysis of variance comparing the total chat length between the three conditions showed that there is no statistically significant difference.

Looking deeper into the process of story writing, we examine level of collaboration equality in the way that the participants of the three conditions produce their common story text. We start by measuring the metric of “turn-taking.” Turn-taking is a property of collaboration (Sacks et al., 1978) based on construction contributed which allows two or more entities to build a discourse from separate units. The metric was chosen for the evaluation of the given experiments as it considers the amount and the timing of the individual contribution towards the group work.

We measure turn-taking as follows. First we identify every text piece (every segment of text entered by the users) each pair member entered in the common text area, and the order in which this member entered this piece. This gives a sequenced order of contributions. For example, assume a pair consisting of person $A$ and person $B$ and a writing sequence of their collaboration to be $\langle ABABAAA \rangle$. We encode this sequence as $\langle -1,1,-2,2,-3,-4,-5 \rangle$, sum and
normalize it by the sequence length. The turn-taking was tracked by the back-end part of the system, which saved the final version of each story continuation when the writing phase ran out of time. The software used for hosting this kind of synchronous collaboration, called Etherpad (Erdal and Seferoglu, 2017), helped to automatically highlight the text in a different color for each user, meaning that user A could see his or her text in a different color than that of user B.

Every time the contribution of one pair member is followed ("matched") by the contribution of the other member, the value of this metric is equal to zero. The more person A dominates the writing process, the more negative values the metric receives. The more person B dominates the writing process, the more positive the metric becomes. Hence, values around zero indicate a balanced writing process in terms of turn-taking.

The analysis of the story writing processes for the two conditions, using a random allocation of pair members to position A and B of the metric, shows that the SOP groups have significantly more balanced text logs, in terms of turn-taking style ($m_{\text{turn}} = 0.01, \ SE = 0.051$) compared to the pairs of the Placebo ($m_{\text{turn}} = -0.22, \ SE = .054$) and No-Agency conditions ($m_{\text{turn}} = -0.50, \ SE = .091$), with $F(2, 212) = 14.515, p < 0.001, \eta^2 = 0.120$. A Tukey post-hoc test revealed that these mean differences were significant among all three conditions, at $p < .05$.

Another way to look into the degree of equality in the collaboration of the worker pairs is by using the Gini coefficient $G$. This metric, typically used to compare income (in)equality among countries, can also be used to examine the degree to which the collaborations are balanced or they tend to be dominated by a few individuals. The metric receives values between 0 and 1, with 0 corresponding to a fully balanced collaboration and 1 corresponding to a fully imbalanced one. As an example,
consider three users contributing 5, 5, and 10 text messages, respectively ($u_1 = 5$, $u_2 = 5$ and $u_3 = 10$). 50% of the messages are of size 5 and the rest 50% are of size 10. Ordering the text messages by size level $i$, we see that messages of the first level (size 5, $i = 5$) account for 50% of the total messages, and were contributed by 66% of the total user population (2 out of the 3 users). The next level (messages of size 10, $i = 10$) accounts for the other 50%, and was contributed by 33% of the user population. A score $s_i$ can then be calculated per message size level $i$ as follows: $s_i = f_i^* (f_u + 2*f_{u + Au})$, where $f_i$ is the fraction of the messages of size $i$ over the total number of messages, $f_u$ is the fraction of user population contributing messages of size level $i$, and $f_{u + Au}$ is the percentage of the user population contributing more messages than size level $i$. For the above example, $s_5 = 0.5^*(0.67 + 2*0.33) = 0.67$ and $s_{10} = 0.16$. Then the Gini coefficient is calculated as $G = 1 - \sum s_i$. In the above example, $G = 0.17$, which indicates a fairly balanced collaboration in terms of the number of messages contributed. In the case of one user contributing far more messages than the others, Gini increases (e.g., $G = 0.37$ for $u_1 = 5, u_2 = 10$ and $u_3 = 30$, and $G = 0.65$ for $u_1 = 1, u_2 = 1$ and $u_3 = 1000$). We measure the gini coefficient per condition and on the basis of the (a) number of text entries contributed by the participants in the Etherpad collaboration space ($G_N$), and (b) length of the participants’ Etherpad entries ($G_L$). In both cases the SOPs condition involves more balanced collaborations ($G_N = 0.43$, and $G_L = 0.24$) compared to the other two conditions, followed by the No-Agency ($G_N = 0.48$, and $G_L = 0.38$) and then the Placebo ($G_N = 0.53$ and $G_L = 0.42$) condition.

The above results, combined with the fact that SOPs members are more satisfied with their collaboration and have more common working styles than the benchmark condition groups, indicates that overall SOPs seem to collaborate more harmoniously in writing their common stories.

Looking deeper into the mechanics of self-organization

After examining how self-organization affects the work and collaboration quality of participating pairs across the conditions, we now take a deeper look into how this method affects more subtle behavioral elements of collaboration formation.

Strategic voting. So far, we have seen that SOPs members tend to collaborate better, feel more satisfied by their collaboration, and produce better work results. We now look into what motivates people to form the work pairs the way they do. For this, we compare the SOPs and Placebo conditions, since these are the only ones where people were given the option to select their collaborator (although this option is not honored in the Placebo condition). Since the participants of the Placebo condition do not eventually change their work group, we look at voting intention, as revealed during the collaborator selection stage of each condition. In this stage, which takes place after each collaboration session as explained in detail in the “Collaborator selection” section, participants get to indicate which collaborator they would like to work with in the next round. We first examine whether people tend to select previous winners as their preferred collaborators. Indeed, an Analysis of Variance shows that, regardless of condition, the winners of previous rounds gather significantly more profile votes on average ($m_{win} = 5.89, SE = 0.377$) compared to individuals who have never won in the past ($m_{non-win} = 4.04, SE = 0.377$), with $F(1, 98) = 11.431, p = 0.001, \eta^2 = 0.171$.

We also examine whether strategic voting took place in the story voting phase in the form of contender voting, that is, people deliberately downvoting the strongest pairs, that is, previous winners, to afford their own pair a higher chance of winning. Using data from all three conditions (since the voting phase was accessible to all participants) we find that persistent winning pairs (i.e., worker pairs that won a round and stayed together for at least one more time) were not significantly less likely to be downvoted in a subsequent round than one-time winners (those pairs that won previously and did not win in a subsequent round) (39% vs. 61% respectively). A chi-goodness of fit test confirms the above by failing to reject the null hypothesis of equal percentages, with $\chi^2(1, 28) = 1.286, p > .05$. The above results indicate that strategic voting occurred in the collaborator selection phase where people tried to pair with previous winners, but not in the story voting phase.

Winners choose collaborators based on winning potential, non-winners choose those whose profile they like the most.

The aforementioned strategic voting strategy seems to pay off. In the question “What mattered the most when choosing a collaborator?” at the end of the task, we observe that winning participants were twice as likely to report that they chose the person that would make them win (28% of winners, i.e., 22 out of 79) compared to non-winning participants (8 out of 55, i.e., 15% of non-winners). In contrast to winners, who seem to choose strategically their collaborator, non-winners were twice as likely to choose people whose profile information they liked the most (11% of non-winners versus only 4% of winners).

These two elements, that is, winners driven more by a “playing to win” strategy and non-winners driven more by their collaborator’s profile information, were the only answer items that distinguished winners and non-winners, as the rest of the participants’ reported answers to this question received relatively equal percentages of answers (Figure 9). We also note that from the other collaborator selection strategies, choosing based on skill, that is, a prospective collaborator’s individual writing sample, was the one preferred by most participants (almost 50% both in winners and non-winners
alike), but as we saw it did not, in the end, make a real difference as to winning probability.

**Pairs that change often are less likely to win.** Of the total 48 people who were part of the SOPs condition, 46% (22 users) stayed with the same collaborator across all three rounds of the experiment, 42% (20 users) stayed with the same collaborator for two rounds, and the rest 12.5% (6 users) changed collaborator in every round. At the worker pair level of analysis, the SOPs participants created 39 distinct worker pairs (out of the total 72 possible ones, since some pairs chose to stay together for two or even three rounds). 28% of these worker pairs (11 out of 39) stayed together across 3 rounds, 26% (10 out of 39) stayed together for two rounds and the remaining 46% (18 out of 39) of the pairs worked together only once across the three rounds. The worker pairs that stayed together for all three rounds won 55% of the times (10 victories across the total 18 rounds of the SOPs experiments), those that stayed together two times won 28% of the times (5 victories across the total 18 rounds) and those that stayed together only one round won 17% of the times (3 victories across the total 18 rounds). This benefit does not just come from working together more, as that case the benchmark conditions (where each user stays with the same teammate across all rounds) would surpass in quality the SOPs condition. Rather, this result indicates that the exploitation strategy may pay more off than exploration, once the workers have found a suitable collaborator for themselves.

**Network analysis:** SOP participants tend to form more distinct clusters of compatible collaborators. Finally, in a parallelism with machine learning and data-driven self-organization, we look for emergent patterns in the way that people “cluster” across the three rounds, in the two conditions of SOPs and Placebo (the option to self-organization does not apply in the No-Agency condition by default). To do so, we represent the experimental batches as bidirectional affinity graphs, with each affinity graph consisting of a set of users (nodes) and a set of dyadic ties (edges) among user pairs, as explained in the “Self-organization algorithm” section. Each edge between a pair of user nodes receives a value, which corresponds to their “pairwise affinity,” that is, the intent of these two people to collaborate with or avoid one another, as denoted by their voting preferences at the end of each collaboration round. We then apply social network analysis, which provides a set of methods for observing the emerging patterns of the collaborations.

In our analysis of the graphs, we take into account the process of change produced by the dynamic connectivity of the vertices, with every worker accumulating votes across the rounds. The set of \( V \) of vertices of the graph is fixed, whereas the set of \( E \) edges changes with time, in an incremental fashion. The calculation of the final graphs is the same as the sequential analysis technique used for cumulative sum. The networks formed by the partial sums of weights describe the overall interactions between actors across the phases of the experiments. Where a pair of users consistently voted to remain together, the ties between the two nodes shorten, indicating stronger attraction for collaboration. Greater distances between nodes can be formed by repulsion as either one or both the collaborators downvoted the other. The results from a preliminary analysis of the network topology show that the pairs that worked under the SOPs condition create on average more clusters or chains, unlike the benchmark condition, which display for the great majority of the graphs, isolated dyadic clustering. Both in-degree and out-degree weights are considered. Stronger ties between workers creating larger clusters mean the potential creation of channels for interpersonal communication, determined by the person’s choice of one or multiple collaborator/s. More so, social networks formed under the SOPs condition display stronger polarized attraction-repulsion mechanisms that are less detectable in the alternative condition.

Considering together, the above indicate a pattern in human collaboration behavior that is similar to machine learning-based self-organization: when given the agency to form their own virtual collaborations, and an “objective function” to maximize (which in this case is winning a reward), people do tend to actively explore their candidate collaborator space and to gradually form clusters of “compatible” sub-groups that are fairly distinct and separate one from the other. As we also explain in the Discussion section, further studies can be made in this very interesting direction, to examine whether other well-observed in machine learning can also be observed in online work settings, such as the gradual stabilization of the compatible self-formed pair clusters, and how many exploration rounds this would require.

**Discussion, limitations, and future work**

In this work, we make a first attempt to explore the phenomenon of self-organization for online work. Our results show that enabling participants to choose collaborator, and honoring this choice through an algorithm that aims to maximize intra-group preference, yields results of higher quality and worker pairs that are more satisfied by their collaboration. Below, we discuss a number of points that merit further exploration.

**Objective function of self-organized collaborations.** The collaborative/competitive setting of this study encouraged people to choose strategically whom they would pair up with, showing an explicit preference for previous winners. From a macroscopic point-of-view, the worker collective adapted their objective function (i.e., how they make their teaming decisions) to their environment (reward structure), contrary to machine learning-based self-organization, where the objective function is
determined a priori by the algorithm designer. The emergence of the objective function as a collective behavior pattern, is in line with prior work by Woolley and colleagues, who draw attention to a general collective intelligence factor to explain group performance (Woolley et al., 2010, 2015; Engel et al., 2015). In the future, it would be useful to explore how to affect the SOPs objective function in other ways, for instance by removing competitive incentives. This could encourage people to explore more diverse matchings and lead to different collaborative outputs (originality, plot structure, etc.). Another factor that can affect the objective function in a self-organized context is timing. In our study, participants saw the previous round’s winners directly before choosing their collaborators of the next round, which has likely influenced their preferences. Conversely, asking participants to first indicate their preferred collaborators before showing them the winners could have an effect on their choices, and therefore would be an interesting factor to explore as part of future work.

**Exploration-exploitation trade-offs.** During the collaborator selection stage, participants traded between exploration and exploitation. Opting for the former meant that workers increase their chances to find an optimal match, but this comes at the cost of a higher collaboration learning curve. Opting for the latter means that participants can work with an already familiar collaborator, but comes at the cost of missing out on potentially better matches. These trade-offs, which are driven by the behavioral tendencies of the particular batch, fundamentally affect the performance of the collaboration formation algorithm and consequently the performance of the worker collective. Specifically, the participants’ decisions shape the affinity matrix used by the SOPs algorithm to form the worker pairs. When most users opt for exploitation, meaning that they consistently vote to work with the same collaborators, the affinity matrix sparsity increases as less options are available for new pairings. One way to fix this is utilizing network analysis (i.e., Figure 10) to pair participants based on clustering, that is, recommending “collaborators of collaborators.” In the future it would be useful to explore whether such an approach, similar to collaborative filtering used in recommender systems, could help address cold-start problems while still ensuring user agency. An overall risk-averse batch of workers can also make the collaboration formation algorithm susceptible to local optima as people do not explore possibly better collaborators. Future studies could explore introducing randomness in the SOPs algorithm to enable exploration. In recommender systems, this is achieved through serendipity, and future work could introduce it at different degrees and time points of self-organized collaborative systems.

Second, the exploration and exploitation trade-off is affected by task design elements such as number of rounds and batch size. In our study we used three rounds, and most participants reported that this number was sufficient, irrespective of the condition. Nevertheless, we noted that participants were still changing their collaborator selection preferences at the end of the third round. In the future, it would be interesting to examine how many rounds it takes for an average batch to converge, that is, how many rounds it would take before the SOPs collective stops exploring and starts to fully exploiting its stabilized pair formations. Simulations could useful to explore this part of future work, as adding more rounds means lengthier and costlier tasks. Similarly, simulated scenarios could explore how the batch size affects convergence and the performance of the SOPs algorithm.

**Figure 9.** Participants’ self-reported strategies of selecting a collaborator. Winners, that is, people that had been in a winning team at least once, were twice as likely to purposefully select collaborators that would help them win. Non-winners were twice as likely to choose people whose profile information they liked the most. The rest of the teammate choice strategies received similar percentages by both winners and non-winners.
Game-theoretic perspective

As we saw in the previous section, the worker dynamics and—to a certain extent—the task and algorithm designers’ choices can impact the behavior and performance of the self-organized worker collective. In the future, it would be useful to examine this through the lens of cooperative game theory (Chalkiadakis et al., 2012; Branzei et al., 2008). Using this approach, mathematical models of strategic agents representing the online workers can be constructed, and a variety of scenarios can be simulated examining the effects of their interactions and collective tendencies in detail. Possible scenarios include examining the effect of incentives on the workers’ decision to switch collaborators, individual strategic voting scenarios where single workers attempt to retaliate the collaborators that rejected them, or try to increase their own pair’s possibility of winning by not voting high-quality opponent stories, as well as scenarios that predict the formation of strategic coalitions among worker pairs to increase the involved members’ expected profits.

Scaling, timing, and worker cognitive capacity

In our experimental setting, all task stages were time-bounded, which helped meet the requirements of collaboration synchronicity, time management, and attention retention. This technique is closely related to the concepts of timeboxing (Jalote et al., 2004) and iterative development, used in software design and pair programming (Larman and Basili 2003), and known for its benefit in reducing interruptions on focus and flow (Cirillo 2009). Combining time management, complex decision-making, and time-on-task attention depletion is one of the greatest challenges met by our framework. The complexity of this challenge increases with the pool size. For scalability purposes, we rely on concepts such as thin-slicing (Ambady and Rosenthal, 1992) and cognitive heuristics (Metzger and Flanagin 2013), reducing workers’ mental effort and confining the collaboration within fixed (ad-hoc) time slots. Testing other sample stories and topics, as well as different time slots could further the contribution of our research on collaboration formation for creative and complex projects, independently of the task.

Strategic changes in teaming mechanisms. Group dynamics such as changes in motivation and task coordination are part of a set of “synergetic effects” studied for their influences on collaboration and group composition (Larson 2010). While most teams’ early offsets (i.e., first impressions) tend to subsidize over time, short-lived online groups are more affected by short-term impressions and dynamics (Jung 2016), which may include interpersonal frictions (Barsade 2002) and perceived performance (Gully et al., 2002). Whiting et al. (2020)’s study on parallel worlds sees teams as products of elementary interactions molding the collaborators’ internal representations. By experimenting with multiple versions of the same team—hence parallel—Whiting et al. (2020) note the importance of first impressions at shaping team viability, that is, the team’s capacity to sustain collaboration reflecting on members’ willingness to remain (Hackman (1980)). In a similar manner, our SOPs framework offers collaborators first-hand opportunities to “reset” their viability, as users can decide at regular intervals whether they prefer to stay or leave the collaboration.

Competitive self-organization and peer review as built-in quality assurance mechanisms. A typical risk in online work settings is the low level of veracity in worker responses (e.g., concerning collaborator evaluation) as it is often difficult to distinguish good from low-performance workers (Gaikwad et al., 2016). Competitive self-organization on which the SOPs approach is based, is in line with the main idea of the aforementioned paper, in that it also incentivizes workers to select others based on actual performance and compatibility, as this would help them win. As a second built-in quality mechanism,
the SOPs framework uses peer assessment to identify winning stories; a powerful mechanism to enable collective feedback and emerging selectivity (Whiting et al., 2017). Competitive self-organisation and peer assessment complement the importance of agency within the SOPs framework. Relying on agency alone could stifle innovation as workers would not be necessarily interested in seeking the best collaborator in the pool, especially in the presence, for example, of social pressure. By adding the element of competition and peer assessment workers have a stronger motivation to seek others based on ability and performance. In the future, it would be interesting to investigate additional factors such as intrinsic motivators that could encourage truthful responses and high work quality.

**Extending to larger groups.** A long-term scholarly debate exists in small groups’ literature on whether dyads constitute teams, which inspires our following discussion on applying the proposed model to triads or even larger groups. On the one hand, scholars such as Moreland (2010) are of the opinion that the size of a team should be at least three, because dyads are more ephemeral than larger groups, and certain phenomena like majority/minority relations, coalition formation, and group socialization can only be observed in larger groups. Other researchers, such as Williams (2010), argue that two people can be considered to be a team, since some of the most interesting group processes, like inclusion/exclusion, power dynamics, leadership and followership, cohesiveness, social facilitation, and performance occur in dyads in the same manner that they do in larger groups, and that in most instances dyads operate under the same principles that explain group dynamics in teams of three or more. In the experimental part of this study we worked with dyads, as we are primarily interested in the collaborative processes that are linked to worker agency and autonomy, which are already present from the dyad setup (such as inclusion/exclusion, leadership/followership, or performance), and we are less interested in phenomena that occur exclusively in large groups (such as majority/minority relations). This choice was also motivated by the fact that in the particular domain of online collaboration, it is common to work with dyads as the essential foundations for studying collaborative phenomena, which can also have implications for larger groups (Miller et al., 2014; Chikersal et al., 2017; Ahmed et al., 2019; Lykourentzou et al., 2017; Huang and Fu 2013; Rivera et al., 2010). Nevertheless, using dyads is a design choice that limits the application scope of this study to pair work interactions. In the following, we elaborate on how our proposed algorithm and model can be adapted to facilitate larger collaborative structures.

The SOps algorithm first creates a complete graph with candidate group members as nodes and average pairwise ratings as edges, and then produces all possible graph cuts of a given size, which in our experiments was set to two. Next, the algorithm selects those cuts that maximize inter-group affinity, eliminating all alternative groups that the selected individuals could have participated into, until all individuals belong to a work group. The size of the cut is a parameter, and the algorithm can be adapted to compute all possible cuts of a given size, that is, team cardinality (naturally, depending on the specified cut size, the team formed last may have less members). The specific algorithm is greedy, as the problem of optimally partitioning a complete graph into subsets of equal cardinality falls under the NP-Hard complexity category (Feldmann and Foschini 2015). Other approaches, including heuristics and metaheuristics, can also be used to create teams efficiently, for example, the k-nearest neighbor algorithm. In case the number of teams is the goal, polynomial-time algorithms can also be adapted, like the one proposed to solve the Balanced Graph Partitioning problem (Andreev and Racke 2006).

Extending to larger groups may require further adaptations. Currently, the formation of a new work pair is subject to the mutual preference of two users, and the dissolution of an existing pair happens if at least one of the involved users desires to leave the collaboration. With groups of three or more users, adaptations would be required to these rules. Regarding team formation, one can envision two main strategies: team-led, where the majority of existing team members must agree for a new member to join, or worker-led, where a new team is a compilation of either a worker with an existing team or a set of “free workers” based on maximal preference similarity. Similarly, the dissolution of a larger team will be subject to an additional design choice, namely whether a team is considered dissolved even after the exit of a single collaborator (like in worker pairs), or whether there will be a lower minimum threshold of member cardinality before the team disbands. In both cases, the formation and dissolution rules can impact both the individual workers’ degree of agency and the formed teams’ stability, and therefore the performance of the collective.

**Generalizing to other tasks and settings.** In this study, we examined a particular task, that is, fictional story writing, and a particular task design, which is based on iterative cycles of collaboration and competition in real-time synchronous interactions. It is worth considering which other tasks and settings the proposed approach could be applied on, and which adaptations this would require. A real-world task where our approach could be directly applied today is online creative hackathons, for example, those dedicated to video game development. Participants in these settings form temporary groups, comprising artists, developers, and marketers, on a project- and personal preference basis. The same participant can pertain to multiple groups simultaneously. Finding the right group(s) to work with is crucial, especially for independent developers, given the jams’ size, and increasingly online and
deterritorialized character. Currently, creative workers undertake impossible workloads of networking, which undermines sustainable game production (Whitson et al., 2021). Given the inherent similarities of this task with our proposed approach (bottom-up, creativity-centric, and team-centric), we believe that the latter can benefit indie game development. Other tasks of the creative industry sector can also directly benefit from our approach. Collective cinematography and performance arts are, for example, well-suited to coalesce crowd synergies to generate inclusive and immersive participatory projects. Another example are localized cultural events, where online participants collaborate to preserve ethnographic diversity and intangible cultural heritage through local (e.g., culinary) knowledge. Aside the creative sector, other sectors and industries can also directly use our approach, especially those already involving participants in complex, open-ended, and creativity-dependent work. One example is citizen science and public political projects engaging crowd participants’ discussions and propositions in decision-making. Another example is innovation generation beyond idea contests, and “wicked” problem solving. Sustainability projects driven by participants’ ideas and collaboration in solutions for reducing waste and energy consumption belong to this category. A final example are industries using computer vision technologies, like the automotive industry, which could make use of the SOPs approach, engaging crowd workers in debates concerning the prediction, accuracy, and ethics of video surveillance systems, and facilitating human validation where AI still fails at responding to ambiguous inputs. Some of these scenarios could also work without competitive elements, in which case the workers’ satisfaction with their group would be the main drive for optimal collaboration. Naturally, competition could still be supported through incentives of quality, timing, and innovation.

In the future, it would also be useful to explore self-organization for tasks that are more frequently encountered in today’s online work settings, such as those requiring stricter workflows (for example, coordinating programming tasks (LaToza et al., 2015)), those with predefined team roles, tasks requiring expert skills (such as project management consultancy), or those that can be decomposed to smaller work units. Self-organization in those contexts could mean extending worker agency to not only choosing collaborators, but also splitting work responsibilities and delegating tasks among collaborators, in line with latest directions on crowd work reported in the literature (Wood et al., 2019b).

In our setting, workers interacted with one another in real-time. Real-time crowdsourcing has gained research interest in several domains, including audio transcription to support deaf and hard-of-hearing people on-the-go (Lasecki et al., 2012), GUI control (Lasecki et al., 2011), drawing assistance (Limpaecher et al., 2013), but also in collaborative settings where workers continuously correct their task output alleviating the client from the need to repackage results or generate tight feedback loops (Retelny et al., 2014). Real-time and synchronous interactions offer the possibility for quicker results, which is important when the creative task is time-bounded or when all participants are available at the same time, for example, in creative hackathons as we have already discussed. Adapting our approach to an asynchronous setting could help extend it to creative tasks that benefit from longer reflection periods. This adaptation would involve increasing the round duration to longer periods (days or weeks instead of minutes), and enabling an “open call for collaboration” structure where workers without a pair could find one another. Further, our approach is based on distinct iterative rounds of gradual task work and review, until task completion. Extending our approach to tasks or settings without the iterative work property, would require adaptations. One could envision a continuous self-organizing lifecycle, where workers can change collaborators at any given moment. Such an approach could improve the potential of self-organization in the sense that non-functional collaborations would dissolve faster, but it would also mean that a part of the workforce risks becoming temporarily inactive since certain workers may find themselves without work in case no other collaborator is available when they leave their existing group. It would therefore be useful to calculate the benefits over the costs (budget, performance, and worker well-being) of such an adaptation, and consider using methods such as explanations to support workers’ decisions in this context.

Finally, the proposed approach could find application in settings other than work, for example, in an educational context, where user agency (Jahanbakhsh et al., 2017; Bacon et al., 1999) as well as pair collaborations (Miller et al., 2014) have already proven useful. Learning could be a stronger objective in these settings than performance, and this could mean the necessity for certain changes in the task design compared to the design we used in the present study, shifting from a collaborative/competitive mode to purely collaborative. In this case, it might be beneficial to motivate learners to form groups with high skill diversity (expert–non-expert, mentor–trainee, etc.) to promote learning and ensure that no group or learner is left behind, or encourage collaboration formation based on the learning outcomes. Similarly, more diversified metrics could measure success, rather than best group quality. Such metrics could include average quality across all groups, but also group viability, risk of fracture, or sense of psychological safety.

**Theoretical and design implications for future system design.** A first implication concerns the desired level of...
algorithmic involvement in online collaborative systems. This is related to broader directions in mixed-initiative interaction (Allen et al., 1999) and collective intelligence (Malone and Bernstein 2015; Malone et al., 2010) research that studies the duality between AI and human interaction. Our work is driven by the need to mitigate the problems brought by the tight algorithmic supervision of current top-down group formation systems, ranging from inefficient collaboration to significant psychological discomfort. As we show in this paper, incorporating agency can improve collaboration and worker well-being. In the long run, giving workers more control can help create systems that empower and offer more opportunities for personal development.

Despite its many advantages, user agency also comes with ethical concerns and potential risks. Delegating collaboration formation fully to human participants means that some workers may be more sought after than others. This can prove beneficial (e.g., a person knowing that they can work better with a certain co-worker), but it may also be detrimental (e.g., exclusion of specific individuals due to demographic factors, similarity, or familiarity (Hinds et al., 2000)). Recent work (Gómez-Zára et al., 2019) shows that providing individuals with full control replicates systematic inequality, excludes people who do not “look like” ideal collaborators, and leads to segregated collaborations. To mitigate possible selection biases, our system can be designed to foster diversity. Inspired by traditional recommender systems (Kunaver and Požríl 2017), the SOPs algorithm could be parameterized to promote candidate collaborator profiles that the user has not seen or selected before based on feature dissimilarity. Alternatively, the system could be parameterized to reward (monetarily, or with more time, for example) workers for collaborating with people outside their “comfort zone.” Another potential risk is the exclusion of low-ranked users, such as those who received low scores in early evaluations, or newcomers (for versions of the system that allow this). To help those users recover and avoid segregation, the SOPs algorithm can be parameterized to include the element of serendipity, or to explicitly reward “mentorship,” that is, work matchings that mix low-ranked and high-ranked users. Finally, recommendation diversity and hierarchical clustering techniques can be useful to ensure system scalability. In our experiments, we used batches of up to 12 people; however, batches with more workers may be available or necessary for a particular task. To help workers efficiently process dozens or hundreds of profiles, one could envision extending the SOPs algorithm with hierarchical clustering recommendations, starting with suggestions of collaborator “types,” and then allowing users to explore clusters of collaborators similar to their preferred type. It is in such situations where algorithmic involvement can benefit the collaboration formation rather than blocking it.

Another concern is platform disintermediation where workers negotiate, collaborate, and transact with one another or with the client outside the platform boundaries. In such a scenario platforms risk a disruption of their services and economic loss (Srnicek 2017). Constrained self-organization, such as the one advocated by our proposed system, where an algorithm assists worker collaborator negotiations, has been conceptually proposed (Jarrahi et al., 2020) as the golden mean between safeguarding worker autonomy and protecting the digital platforms’ viability.

A fourth design implication relates to the form used by the system to grant worker agency, where one can distinguish two strategies: direct negotiations and mediated approaches. Direct agency negotiations happen when the system enables users to discuss with several other users on whether the latter want to collaborate or not, until all groups are formed (Guimera et al., 2005; Zhu et al., 2013). The advantage of this approach is that it allows workers to fully explore whether a collaboration should proceed and why. The disadvantage is that the negotiation process can be lengthy and the number of possible collaborations that can be explored is minimal due to human cognitive limitations and fatigue. Direct negotiations also risk exposing users’ personal opinions (preferences, rejections) directly to their collaborators. In popular person-to-person recommender systems (David and Cambre 2016) the user first states their intent at system level (e.g., dating apps permitting users to swipe left/right) before allowing the newly matched pair to establish unmediated communication. Mediated agency approaches, like the ones explored in Tacadao and Toledo (2015), (Manya et al., 2017) and (Meulbroek et al., 2019), elicit collaborator preferences using methods such as the maximum satisfiability problem (MaxSAT) (Hansen and Jaumard 1990), the comprehensive assessment for team-member effectiveness (CATME) (Barrick et al., 1998), and the Gale and Shapley (1962) algorithm. The advantage of this approach is that it allows workers to explore significantly more candidate collaborators since they only interact with collaborator profiles. The disadvantage is that it grants less time for reflection on a candidate collaborator’s suitability, and relies more on algorithmic involvement. The approach adopted in this paper fits more in the second category, that is, mediated agency, since the SOPs system uses the participants’ explicit stated (and not deduced) preferences about their collaborators, rather than the outcome of their in-between direct negotiations. This design choice is more appropriate for online and crowd work platforms, where the tasks are time-bounded, and there is a need to maintain scalability in the presence of dozens of candidate collaborator profiles. At the same time however, our system allows users to directly “negotiate” with
one another, in the sense that workers can try out different collaborators across the rounds by actually working with them. Future design frameworks could explore how direct negotiations could be better incorporated into large-scale online work systems without negatively impacting task completion. One possible solution could be combining direct and mediated negotiations and maintaining these in a database across tasks, thus enriching worker’s negotiation history over time.

Limitations. A first limitation of this study concerns the scope and degree of worker agency. Although this is one of the first studies exploring self-organization in an online crowd work context, it did restrict worker agency to teammate choice. Once the dyads were formed for a particular round, workers could not contest their placement for the round’s duration. The rest of the workflow settings, like activity timing, round cardinality, or worker batch size, were not up to the workers to decide, and this inevitably limits their self-management potential. Future work could explore adding a negotiation stage after pair formation, and weigh its benefits with the relative increase in task time, task cost, and worker effort. Future work could also explore giving workers agency over the entire workflow design, to better tailor their collective work strategy to the needs of the particular task.

A second limitation concerns the overheads in terms of task time and cost, and worker cognitive effort. Compared to top-down collaboration formation, where workers do not participate or participate only implicitly in the decision of who will work with whom, the proposed self-organized system increases the time people spend on rating their collaborators, reviewing the collective outcome, and selecting their preferred collaborators. These parts of the task, which can be referred to as self-coordination costs and are extraneous to the work performed on the task itself, make up for almost half the task time (four out of the total 8 minutes per round). These extra coordination costs render the SOPs approach more expensive than top-down approaches. This is a phenomenon that is inherent to self-organizing social collaborative systems, such as Wikipedia (Kittur et al., 2009). Adding even more worker agency, for example, full agency across all task workflow stages, could result in even higher costs. Task designers need therefore to carefully weigh the benefits of self-coordination in terms of creative task quality and worker well-being, compared to more traditional approaches that do not grant worker agency. It is likely that the SOPs approach will yield a higher return-on-investment for tasks that are collaboration-intensive, and where the creative workers’ perspective is important due to the ambiguous nature of the final outcome. Such tasks are most likely those of the creative industry sector, for example, video game development, or the generation of new forms of art. Other tasks that rely less on collaboration and open-ended creativity may not benefit from the proposed approach as much, due to the high coordination costs it involves.

Overheads may also refer to the additional cognitive effort workers need to dedicate to learn to work with a new group. Previous research examining team rotation on creative tasks show that membership change brings new perspectives, which is invaluable for open-ended work and increases its quality (Salehi and Bernstein, 2018). Yet, the same research also confirms that team shuffling can break task familiarity. Collaboration shuffling in self-organizing systems is controlled by the worker collective and not by a rotation algorithm. Future research using explanations as in recommender systems (Tintarev and Masthoff, 2007) could be useful to help workers make more informed collaboration formation decisions and assess whether the benefits of a possible collaborator change outweighs its limitations. Further, the experimental setting used in this study functioned with closed batches of workers, that is, a set of people who participated from the beginning until the end of the task. Given the volatility of crowd work environments it may be necessary to examine a fourth condition in the future, in which workers are paired randomly with a different collaborator at each round. This condition could capture the volatility of crowd workers and bring the proposed approach closer to the reality of current crowd work platforms. A fifth limitation is that in case of a tie in the story voting phase, the algorithm picks one story randomly. A design amelioration could be the use of story branches, similar to those used in software version control systems, where users could follow the story continuation they voted for, for a limited (e.g., one) number of rounds until consensus is reached.

Finally, the design of this study combines competition and collaboration; elements that are often seen in real-life crowdsourcing scenarios (e.g., Kaggle competitions). We retained the element of competition and its surrogate products of pair performance and user popularity as they are both secondary outcomes of rating users for their output. Users in our study can also see their peers’ expertise information, similarly to how people almost always become aware of the expertise of other collaborators in real-world team applications. In our setting, this meant that users tried to pair with previous winners in the collaborator selection phase. Nevertheless performance and popularity can also impact collaborator choice beyond the necessities of the task, and into selection biases. Contender voting, where people deliberately avoid voting for the best collective outcome, although not observed in our setting, could be a risk in settings with higher rewards at stake. To mitigate this, future systems could offer the option to reveal user performance, or any other popularity scores, as an opt-in system component.
Conclusion
This paper investigates the effects of a novel online pair formation framework, titled Self-Organizing Pairs (SOPs). SOPs place increased emphasis on user agency over collaboration formation and relies on the collective decisions of online workers to self-organize into effective pairs while being supported—but not guided—by an algorithm. We compared the SOPs framework with two baselines, where individuals are allocated the same collaborator throughout a creative online task, either with the illusion of user agency (placebo condition) or without it (no-agency condition). Our findings indicate that SOPs lead to a higher quality output, as measured by independent evaluators. Furthermore, we carried out a set of quantitative analyses of the workers’ perceptions of the collaboration, which showed that the pairs formed under SOPs are more satisfied during their common work time, and able to collaborate and help each other more. The purpose of this paper is to lay the ground for other more. The purpose of this paper is to lay the ground for models, which are inspired by bottom-up self-organization. It is our hope that this work will inspire more researchers to focus on the research, authorship, and/or publication of this article.
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Notes
1. https://wearedynamo.fandom.com/wiki/Guidelines_for_Academic_Requests
2. The Base reward can be either a Base pay or a Base score, depending on the type of participant batch (paid or volunteer); see Section “Reward” for details.
3. Creative self-efficacy is defined as individuals’ beliefs in their ability to produce creative ideas. Past work (Shin et al., 2012) has shown its positive relationship with creative outcome.
4. https://etherpad.org/
5. In the question “The game had three rounds. Ideally, how many rounds would you need to decide who is the best collaborator for you?” at the questionnaire at the end of the task, most participants reported a value close to 3, with no statistically significant difference between the two examined conditions.
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Appendix

External evaluator’s rating correlations

Table 2 illustrates the Pearson correlation results for the story quality ratings by the external evaluators. The story evaluations were significantly correlated at the 0.01 level (2-tailed).

Estimation graphics

As a companion to the statistical data analyses presented in the Results section of the paper, in this section we present a series of analyses and visualizations using the method of estimation graphics (Ho et al., 2019). The method, which focuses on effect sizes and their uncertainty rather than null-hypothesis significance testing, is useful to provide an additional understanding of the gathered data from a quantitative perspective. In the following three subsections, we present the estimation statistics analysis results on the (i) story quality, (ii) collaboration quality, and (iii) common competencies data. Each analysis includes a pairwise comparison among the three conditions of the experiment (SOPs, Placebo, and No-Agency) using a Cumming estimation plot (Cumming 2013), which is suitable for multiple pairwise comparisons between three or more data groups that typically employ analysis of variance (ANOVA) methods. The effect sizes and CIs are reported as: effect size [CI width x lower bound; upper bound]. 5000 bootstrap samples were taken; the confidence interval is bias-corrected and accelerated. The P value(s) reported are the likelihood(s) of observing the effect size(s), if the null hypothesis of zero difference is true. For each permutation P value, 5000 re-shuffles of the control and test labels were performed.

Story quality evaluations

Grammar. The unpaired mean difference between Placebo and SOPs is 1.18 [95.0% CI 0.916, 1.44]. The P value of the two-sided permutation t-test is 0.0. The unpaired mean difference between No-Agency and SOPs.1 is 0.89 [95.0% CI 0.599, 1.18]. The P value of the two-sided permutation t-test is 0.0. The unpaired mean difference between Placebo.1 and No-Agency.1 is 0.291 [95.0% CI –0.00821, 0.567]. The P value of the two-sided permutation t-test is 0.0572.

Interest. The unpaired mean difference between Placebo and SOPs is 1.27 [95.0% CI 1.02, 1.52]. The P value of the
two-sided permutation t-test is 0.0. The unpaired mean difference between No-Agency and SOPs is 0.162 [95.0% CI 1.32, 1.39]. The P value of the two-sided permutation t-test is 0.0. The unpaired mean difference between Placebo.1 and No-Agency.1 is −0.343 [95.0% CI −0.628, −0.0724]. The P value of the two-sided permutation t-test is 0.0154.

Table 2. The story quality ratings by the external evaluators were significantly correlated at the 0.01 level (2-tailed). N = 1960.

|                  | Grammar | Interest | Originality | Plot | Overall |
|------------------|---------|----------|-------------|------|---------|
| Grammar          | 1       | .537**   | .448**      | .559** | .589**  |
| Interest         | .537**  | 1        | .617**      | .753** | .809**  |
| Originality      | .448**  | .617**   | 1           | .550** | .601**  |
| Plot             | .559**  | .753**   | .550**      | 1     | .739**  |
| Overall          | .589**  | .809**   | .601**      | .739**| 1       |

**Originality.** The unpaired mean difference between Placebo and SOPs is 1.07 [95.0% CI 0.824, 1.312]. The P value of the two-sided permutation t-test is 0.0. The unpaired mean difference between No-Agency and SOPs is 1.82 [95.0% CI 1.54, 2.09]. The P value of the two-sided permutation t-test is 0.0. The unpaired mean difference between Placebo.1 and No-Agency.1 is −0.751 [95.0% CI −1.04, −0.472]. The P value of the two-sided permutation t-test is 0.0.

**Plot.** The unpaired mean difference between Placebo and SOPs is 0.917 [95.0% CI 0.672, 1.17]. The P value of the two-sided permutation t-test is 0.0. The unpaired mean difference between No-Agency and SOPs is 1.36 [95.0% CI 1.07, 1.63]. The P value of the two-sided permutation t-test is 0.0. The unpaired mean difference between Placebo.1 and No-Agency.1 is −0.442 [95.0% CI −0.723, −0.166]. The P value of the two-sided permutation t-test is 0.0022.

**Overall story quality.** The unpaired mean difference between Placebo and SOPs is 1.61 [95.0% CI 1.37, 1.85]. The P value of the two-sided permutation t-test is 0.0. The unpaired mean difference between No-Agency and SOPs is 1.59 [95.0% CI 1.3, 1.88]. The P value of the two-sided permutation t-test is 0.0. The unpaired mean difference between Placebo.1 and No-Agency.1 is 0.0188 [95.0% CI −0.259, 0.295]. The P value of the two-sided permutation t-test is 0.895.

**Collaboration evaluations**

**Co-worker collaboration quality.** The unpaired mean difference between Placebo and SOPs is 0.548 [95.0% CI 0.284, 0.824]. The P value of the two-sided permutation t-test is 0.0. The unpaired mean difference between No-Agency and SOPs is 0.949 [95.0% CI 0.651, 1.23]. The P value of the two-sided permutation t-test is 0.0. The unpaired mean difference between Placebo.1 and No-Agency.1 is −0.401 [95.0% CI −0.74, −0.0607]. The P value of the two-sided permutation t-test is 0.0204.

**Co-worker helpfulness.** The unpaired mean difference between Placebo and SOPs is 0.511 [95.0% CI 0.234, 0.777]. The P value of the two-sided permutation t-test is 0.0002. The unpaired mean difference between No-Agency and SOPs is 0.914 [95.0% CI 0.635, 1.17]. The P value of the two-sided permutation t-test is 0.0. The unpaired mean difference between Placebo.1 and No-Agency.1 is −0.403 [95.0% CI −0.711, −0.0747]. The P value of the two-sided permutation t-test is 0.0144.

**Own helpfulness.** The unpaired mean difference between Placebo and SOPs is 0.33 [95.0% CI 0.0651, 0.594]. The P value of the two-sided permutation t-test is 0.0134. The unpaired mean difference between No-Agency and SOPs is 0.581 [95.0% CI 0.276, 0.871]. The P value of the two-sided permutation t-test is 0.0002. The unpaired mean difference between Placebo.1 and No-Agency.1 is −0.251 [95.0% CI −0.562, 0.0711]. The P value of the two-sided permutation t-test is 0.12.

**Co-worker skillfulness.** The unpaired mean difference between Placebo and SOPs is 0.372 [95.0% CI 0.119, 0.634]. The P value of the two-sided permutation t-test is 0.0046. The unpaired mean difference between No-Agency and SOPs is 0.825 [95.0% CI 0.513, 1.11]. The P value of the two-sided permutation t-test is 0.0. The unpaired mean difference between Placebo.1 and No-Agency.1 is −0.454 [95.0% CI −0.772, −0.128]. The P value of the two-sided permutation t-test is 0.0046.

**Figure 11** illustrates the mean differences and confidence intervals of the story quality pairwise comparisons.

**Competencies in common**

**Personal values.** The unpaired mean difference between Placebo and SOPs is 0.213 [95.0% CI 0.126, 0.299]. The P value of the two-sided permutation t-test is 0.0. The unpaired mean difference between No-Agency and SOPs is 0.185 [95.0% CI 0.0711, 0.278]. The P value of the two-sided permutation t-test is 0.0036. The unpaired mean difference between Placebo.1 and No-Agency.1 is 0.0274 [95.0% CI −0.022, 0.104]. The P value of the two-sided permutation t-test is 0.267.

**Skill similarity.** The unpaired mean difference between Placebo and SOPs is 0.175 [95.0% CI 0.0395, 0.304]. The P
The unpaired mean difference between No-Agency and SOPs.1 is 0.215 [95.0% CI 0.0595, 0.339]. The P value of the two-sided permutation t-test is 0.0076. The unpaired mean difference between Placebo.1 and No-Agency.1 is 0.0399 [95.0% CI 0.101, 0.174]. The P value of the two-sided permutation t-test is 0.457.

**Figure 11.** The mean differences in story quality evaluations through pairwise comparisons of the SOPs, Placebo, and No-Agency conditions are shown in the above Cumming estimation graph. From left to right and top to bottom the figures display the story quality evaluation comparisons across the axes of (a) Grammar, (b) Interest, (c) Originality, (d) Plot, and (e) Overall. The raw data (measured in a ten-point Likert scale) is plotted on the upper axes; each mean difference is plotted on the lower axes as a bootstrap sampling distribution. Mean differences are depicted as dots; 95% confidence intervals are indicated by the ends of the vertical error bars.

**Work strategy.** The unpaired mean difference between Placebo and SOPs is 0.253 [95.0% CI 0.188, 0.320]. The P value of the two-sided permutation t-test is 0.0002. The unpaired mean difference between No-Agency and SOPs.1 is 0.442 [95.0% CI 0.286, 0.566]. The P value of the two-sided permutation t-test is 0.0. The unpaired mean difference between Placebo.1 and No-Agency.1 is −0.189 [95.0% CI −0.321, 0.052]. The P value of the two-sided permutation t-test is 0.139.
The P value of the two-sided permutation t-test is 0.0172.

Commitment. The unpaired mean difference between Placebo and SOPs is $-0.00344$ [95.0% CI $-0.156, 0.137$]. The P value of the two-sided permutation t-test is 0.873. The unpaired mean difference between No-Agency and SOPs.1 is $0.126$ [95.0% CI $0.0308, 0.289$]. The P value of the two-sided permutation t-test is 0.0728. The unpaired mean difference between Placebo.1 and No-Agency.1 is $-0.129$ [95.0% CI $-0.289, 0.0308$]. The P value of the two-sided permutation t-test is 0.0998.

Figure 13 illustrates the mean differences and confidence intervals of the pairwise comparisons of the common competencies data.
Figure 13. The mean differences in the competencies that the work pairs reported having in common through pairwise comparisons of the SOPs, Placebo, and No-Agency conditions are shown in the above Cumming estimation graph. From left to right and top to bottom the figures display the common items across the axes of: (a) Personal values, (b) Skill similarity, (c) Work strategy, and (d) Commitment.

The raw data (measured in a binary scale, 1 = both members of the worker pair reported having the competency in common, 0 = one or both members of the worker pair did not report having the competency in common) is plotted on the upper axes; each mean difference is plotted on the lower axes as a bootstrap sampling distribution. Mean differences are depicted as dots; 95% confidence intervals are indicated by the ends of the vertical error bars.