Transport and spectral properties of the XX+XXZ diode and stability to dephasing
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We study the transport and spectral property of a segmented diode formed by an XX + XXZ spin chain. This system has been shown to become an ideal rectifier for spin current for large enough anisotropy. Here we show numerical evidence that the system in reverse bias has signatures pointing towards the existence of three different transport regimes depending on the value of the anisotropy: ballistic, diffusive and insulating. In forward bias we observe two regimes, ballistic and diffusive. The system in forward and reverse bias shows significantly different spectral properties, with distribution of rapidities converging towards different functions. In the presence of dephasing the system becomes diffusive, rectification is significantly reduced, the relaxation gap increases and the spectral properties in forward and reverse bias tend to converge. For large dephasing the relaxation gap decreases again as a result of quantum Zeno physics.

I. INTRODUCTION

The study of transport at the nanoscale has raised interest both for fundamental and applied reasons [1–3]. In particular, thanks to many-body interactions a dissipatively boundary driven system can turn from ballistic to diffusive and even insulating, as shown for the XXZ chain [1, 2, 4, 5]. We note that spin chains with tunable interactions of lengths as large as 256 spins have been realized using quantum simulators [6] and that specifically the XXZ chain was implemented in [7]. Furthermore, different transport regimes of XXZ chain were also demonstrated using ultracold atoms of 7Li in [8]. Recently there has been particular interest in studying the phenomenon of rectification in strongly interacting spin chain, both for spin and heat currents [9–14]. A setup of particular interest is the XX + XXZ chain, composed, for half, of an XX, and the other half, of an XXZ (semi-)chain [15, 16]. With this setup, it was shown that one can achieve perfect rectification in the thermodynamic limit [11]. This has been explained by the emergence of an insulating phase for large enough anisotropy/interaction in reverse bias, while the system still allows transport in forward bias. Hence, the emergence of significantly different transport properties in this system can be linked to an out-of-equilibrium phase transition. Phase transitions in dissipative systems have been studied with greater effort in the past ten years [17–19] even with experimental setups [20]. In models described by master equations in Gorini-Kossakowski-Sudarshan-Lindblad (GKSL) form [21, 22], one can recognize the emergence of a dissipative phase transition by studying the rapidities, i.e. the rate of relaxation of the natural modes of the system. It has been shown that, at the transition, the relaxation gap closes, i.e. more than one mode has a vanishing relaxation rate [17, 18]. This however does not apply to systems for which the dissipation only acts at the boundaries, because in these systems the effects of the dissipation become a small perturbation in the thermodynamic limit [23]. In these cases, in the thermodynamic limit the relaxation gap always closes, but the scaling of the smallest rapidity with the system size varies, for example from algebraic to exponential, or between two different algebraic decays at the phase transition [23].

FIG. 1. The boundary driven segmented XXZ spin rectifier with anisotropy Δ only on the left half of the system. The diagram above represents the reverse bias scenario where the left bath tends to set the left most spin pointing down and the right bath tends to set the right most spin to a state which is an equal mixture of up and down spins.

In this work we achieve a deeper understanding of the transport and spectral properties of XX + XXZ spin diode depicted in Fig.1 and studied in [11]. Our studies are numerical and performed with exact diagonalization and tensor-networks based algorithms [24, 25]. With the parameters considered, both the approaches are limited in system size and this poses limitations to characterize the system in the thermodynamic limit. Our transport
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studies suggest that in forward bias the system is ballistic for lower interactions, and diffusive for larger ones. Furthermore, in reverse bias the system is ballistic, diffusive or insulating as one increases the interaction. Our spectral analysis shows that the rapidities tend to different distributions in forward and reverse bias. Moreover, a qualitative change in the scaling of the relaxation gap of the rapidities is seen across the different transport regimes. Last, we will also add to the boundary dissipation that drives the system, dephasing at each site, the distribution of the rapidities, and the dephasing of all spins. With very large dephasing, the relaxation gap decreases again due to the quantum Zeno effect.

This work is organized in the following manner. In Sec.II we describe the model. In Sec.III we consider the currents, in Sec.IV we describe the magnetization, and in Sec.V the spectral properties. Finally in Sec.VI we discuss the effect of dephasing and we give our conclusions in Sec.VII.

II. MODEL

In the following we consider an even number $L$ of spins in a bipartite spin-1/2 chain described by the Hamiltonian in [11] (pictorial representation in Fig.1)

$$\hat{H} = \sum_{n=1}^{L/2-1} \left[ J(\hat{\sigma}_x^n\hat{\sigma}_x^{n+1} + \hat{\sigma}_y^n\hat{\sigma}_y^{n+1} + \Delta \hat{\sigma}_z^n\hat{\sigma}_z^{n+1}) \right]$$

$$+ \sum_{n=L/2+1}^{L-1} \left[ J(\hat{\sigma}_x^n\hat{\sigma}_x^{n+1} + \hat{\sigma}_y^n\hat{\sigma}_y^{n+1}) \right]$$

$$+ J_m(\hat{\sigma}_L/2\hat{\sigma}_L/2+1 + \hat{\sigma}_L/2\hat{\sigma}_L/2+1). \tag{1}$$

$\hat{\sigma}_x^n, \hat{\sigma}_y^n$ and $\hat{\sigma}_z^n$ are the Pauli matrices for the $n$-th spin, $J$ is the tunnelling amplitude, $\Delta$ is the anisotropy in the left half of the system, and $J_m$ is the tunnelling amplitude between the two half chains. The left half chain thus follows the XXZ model and the right half of the chain follows the XX model.

The chain is coupled to two different spin baths at the boundaries and also subjected to bulk dephasing. We model the effect of the baths via the following master equation in GKSL form [21, 22]

$$\frac{d\hat{\rho}}{dt} = \mathcal{L}(\hat{\rho})$$

$$= -\frac{i}{\hbar}[\hat{H}, \hat{\rho}] + \sum_{n=1}^{4} B_n \hat{\rho} B_n^\dagger - \frac{1}{2} \sum_{n=1}^{4} \{B_n^\dagger B_n, \hat{\rho} \}$$

$$+ \sum_{n=1}^{L} D_n \hat{\rho} D_n^\dagger - \frac{1}{2} \sum_{n=1}^{L} \{D_n^\dagger D_n, \hat{\rho} \} \tag{2}$$

where the spin polarization processes at the boundaries are given by,

$$B_1 = \sqrt{\Gamma(1-\mu_l)\hat{\sigma}_L^+}, \quad B_2 = \sqrt{\Gamma(1-\mu_l)\hat{\sigma}_L^-}$$

$$B_3 = \sqrt{\Gamma\mu_r\hat{\sigma}_L^+}, \quad B_4 = \sqrt{\Gamma\mu_r\hat{\sigma}_L^-} \tag{3}$$

and the bulk dephasing of all spins,

$$D_n = \sqrt{\gamma_n\hat{\sigma}_n^z}, \quad n \in \{1, ..., L\} \tag{4}$$

$\gamma$ controls the rate of dephasing, $\Gamma$ is the magnitude of the boundary system-bath coupling and $\mu_l, \mu_r$ sets the spin magnetization imposed by the left (right) bath. Here we point out that, in the absence of dephasing, and for $\mu_l = 0$ and $\mu_r = 1$, an XX chain is always ballistic, while an XXZ chain would be ballistic for $\Delta < \Delta_{XXZ}$ and insulating for $\Delta > \Delta_{XXZ}$ where $\Delta_{XXZ} = 1$.

Here, we set $\mu_l$ and $\mu_r$ to be equal to 0 or 0.5. A spin current is induced when $\mu_l$ is different from $\mu_r$. When $\mu_l = 0.5 > \mu_r = 0$, the left bath tends to set the spins to be in an equal mixture of up and down spins $|\uparrow\rangle_n|\downarrow\rangle_n + |\downarrow\rangle_n|\uparrow\rangle_n)/2$ while the right bath tends to set the spins pointing down $|\downarrow\rangle_n|\downarrow\rangle_n$. Spin current thus flows from the left to right and we refer to this as the forward bias. The reverse bias corresponds to the spin current flowing from right to left ($\mu_l = 0 < \mu_r = 0.5$).

The spin current $J$ is calculated from the continuity equation for local observable $\hat{\sigma}_n^z$ and is given by

$$J = \text{Tr}(\hat{j}_n\hat{\rho}_{ss}), \tag{5}$$

where $\hat{\rho}_{ss}$ is the steady state such that $d\hat{\rho}_{ss}/dt = 0$ and

$$\hat{j}_n = \frac{2J}{\hbar}(\hat{\sigma}_n^z\hat{\sigma}_n^y - \hat{\sigma}_n^y\hat{\sigma}_n^z). \tag{6}$$

We note that the spin current $J$ is site independent in the steady state, and for this reason $J$ in Eq.(5) has no index $n$. For the rest of the paper, we work in units such that $J = \hbar = 1$.

The spin magnetization observable on site $n$ is given by

$$\langle \hat{\sigma}_n^z \rangle = \text{Tr}(\hat{\sigma}_n^z\hat{\rho}_{ss}), \tag{7}$$

and their profiles are discussed in Sec.IV.

To evaluate the performance of the system as a diode, we consider the measure $\mathcal{R}$ [11]

$$\mathcal{R} = -\frac{J_f}{J_r}, \tag{8}$$

where $J_f$ and $J_r$ are the currents in forward and reverse bias respectively. When there is no rectification, $J_f = -J_r$ and the measure $\mathcal{R} = 1$. For a perfect diode, $\mathcal{R} = \infty$ or 0 because either the forward or reverse current goes to zero. In [11] it was shown that the reverse bias system becomes an insulator for $\Delta > \Delta_R$ where $\Delta_R = 1 + \sqrt{2}$.

Here we would like to spend a few lines on how we compute the steady state and the spectrum of the GKSL
master equation. To obtain the entirety of the spectrum we write the right hand side of Eq.(2) as $\mathcal{L}(\hat{\rho})$ where $\mathcal{L}(\cdot)$ is a linear non-Hermitian superoperator which for our case, once written as a matrix, can be diagonalized. The eigenvalues are referred to as rapidities. These are, typically, complex numbers, whose real part describes the decay of the eigenmode, while the imaginary part its oscillations. For the master equation we consider, there exist a single steady state, which corresponds to a rapidity equal to zero. It becomes apparent that this procedure to compute all the rapidities can only be performed for small systems because the size of the Hilbert space grows approximately as $2^{2L}$ [26]. Another very important issue regards the accuracy of these calculations when $\Delta$ and $L$ are larger. In fact, in this case there are a number of rapidities which approach zero, thus making the diagonalization procedure less accurate. If we do not require to obtain the full spectrum, we can use two other approaches. The first one is to use iterative diagonalization routines that only return the eigenvalue with smallest modulus, which has modulus equal to zero and its eigenmode corresponds to the steady state. The other approach is to evolve the system in time, which we actually implement with a matrix product states algorithm [25]. However, even in these cases the problem of small rapidities still applies. For instance, one would need to know when to stop the time evolution. For this we measure the current at each bond and compute the variance. When the variance is small enough, we stop our calculations and study the steady state. However, when the steady state current is small, say of the order of $10^{-5}$ it is very difficult to have a small enough variance between the different bonds, especially with such small rapidities. In short this is to state that for the system and bath parameters considered, it is still challenging to study large systems. For this reason, in this work we do not go beyond systems of size $L = 20$.

III. SPIN CURRENTS

To characterize the transport properties, we begin by studying the finite size scaling of the spin current. In some scenarios, significantly large system sizes are required for the correct prediction of thermodynamic transport properties. As explained above, our studies are restricted to fairly small sizes. We will thus give our considerations from the sizes we observe and from our understanding of the systems, laying the foundation for future research on these systems.

Fig. 2 shows the steady state spin current versus system sizes for different anisotropies $\Delta$. In general, the current decays algebraically with the system size, i.e. $J \propto 1/L^n$. When $\alpha = 0$, the current is size independent and the transport is ballistic, while for $\alpha = 1$ the system is diffusive. However, different values of $\alpha$ are also possible, and the system is categorized as superdiffusive for $0 < \alpha < 1$ and subdiffusive for $\alpha > 1$. It is however important to note that the current may decay faster than algebraically with the system size, for example exponentially, in insulators. In Fig. 2(a) we plot the currents in forward bias and we see two regimes of transport. For $\Delta \lesssim \Delta_{XXZ}$ the system is ballistic, similar to [4, 27], while the system for $\Delta > \Delta_{XXZ}$ appears not to decay exponentially with the system size.

The reverse bias currents are plotted in Fig. 2(b), and they display a richer transport behavior with at least three clear regimes. The transport is ballistic for $\Delta < \Delta_{XXZ}$, whereas for $\Delta_{XXZ} < \Delta < \Delta_R$, the current appears to decay algebraically with the system size. Note that the magnitude of the current in reverse bias is significantly smaller compared to the forward bias case. Last, for $\Delta > \Delta_R$ the indication from our numerical calculations, and the insights developed in [11], indicate that the current decays exponentially with the system size. To help the reader differentiate the three regimes, in Fig. 2 we have used different colors for each one, specifically red for $\Delta \lesssim \Delta_{XXZ}$, green for $\Delta_{XXZ} < \Delta < \Delta_R$, and blue for $\Delta > \Delta_R$. Furthermore, within each region, darker shades correspond to smaller values.

To gain deeper insight, we complement the analysis of the currents with that of the magnetization in the next section.

IV. SPIN MAGNETIZATION

To establish the existence of distinct regimes seen in the transport in the previous section, we further investigate the spin magnetization in the two biases. First in Fig. 3, we analyze the system by studying its magnetization profile. We use a rescaled position $(n - 1)/(L - 1)$ so that for each system size the plot is between 0 and 1. In the left panels, i.e. Fig. 3(a,c,e), we show the profile for forward bias, while in the right panels, i.e. Fig. 3(b,d,f), we depict results from the reverse bias. In panels Fig. 3(a,b) we consider a small anisotropy $\Delta = 0.5$, Fig. 3(c,d) an intermediate value $\Delta = 2$ and in Fig. 3(e,f)
a larger $\Delta = 2.8$. In all scenarios we observe that the right portion of the chain, for $\frac{(n-1)}{(L-1)} > 0.5$ the profile is approximately constant, and this is due to the fact that there the system is an $XX$ chain which is non-interacting and ballistic. The magnetization profiles are significantly different in the left portion of the chain where the anisotropy is non-zero. For both biases when $\Delta < \Delta_{XXZ}$, we observe that the magnetization at the edges of the chain is significantly far from the one the baths are trying to impose (either $-1$ or 0), and most of the magnetization change occurs at the interface. In the left half of the chain we observe a gentle slope in the magnetization profile indicating possible diffusive or superdiffusive transport.

The magnetization profile differs significantly from the forward and reverse bias once we consider larger values of $\Delta$. In forward bias we observe that, for $\Delta > \Delta_{XXZ}$, Fig.3(c,e), there is a distinct linear profile for the magnetization which would be expected from the diffusive nature of the XXZ chain [2, 28, 29], although in these studies the bias from the baths was different. At the interface we also observe a significant jump in the magnetization, which is a typical signature of interface resistance. Similar results are seen for reverse bias with anisotropy $\Delta_{XXZ} < \Delta < \Delta_{R}$ as in Fig.3(d), for $\Delta = 2$, although the magnetization slope is not a clear straight line as for the forward bias, which could be a hint of subdiffusive behavior. For large values of the anisotropy, $\Delta > \Delta_{R}$, shown in Fig.3(f) a steep change of the reverse bias magnetization is seen which increases with the system size. Furthermore, the magnetization at the edge is extremely close to the values required by the baths. This is aligned with what we would expect for an insulator.

We further analyze the magnetization profiles in Fig.4, for two different sizes $L = 12$ and $L = 20$ for different values of the anisotropy $\Delta$. Specifically we use the values $\Delta = [0$ to $3$ in intervals of $0.2$, and $4]$ increasing in the direction of the arrows in Fig.4. To help differentiate the different regimes, we use the same coloring schemes as in Fig.2. The left panels of Fig.4 correspond to forward bias, while the right panels to the reverse bias. Focusing on the forward bias, in Fig.4(a,c), consistently with Fig.2(a) and Fig.3(a,c,e), there appears to be two main regimes: one for $\Delta < \Delta_{XXZ}$ for which the magnetization in the left chain is approximately constant, and for $\Delta > \Delta_{XXZ}$ for which the magnetization changes linearly until the interface. Furthermore, comparing the results for $L = 12$, Fig.4(a), and for $L = 20$, Fig.4(c), the two different regimes become more distinct, as the lines corresponding to different anisotropies becomes more clearly separated. In reverse bias, Fig.4(b,d), we also observe the three main regimes which also become more distinct as one compares the magnetization profile for $L = 12$, Fig.4(b), and for $L = 20$, Fig.4(d).

We then focus on a single site $n$, and plot in Fig.5 the magnetization $\langle \hat{\sigma}^z_n \rangle$ versus the anisotropy $\Delta$. In this figure, each line corresponds to a different site (the color becomes darker as the site number increases, i.e. the lightest line corresponds to $n = 1$, and the darkest one to $n = L$ as shown in the color bar). The forward bias case is considered in Fig.5(a,c) and reverse bias in Fig.5(b,d). In the reverse bias case we observe three different regions appearing at the values of $\Delta < \Delta_{XXZ}$, $\Delta_{XXZ} < \Delta < \Delta_{R}$ and $\Delta > \Delta_{R}$. The different behaviors in the different regions is much more marked for the larger system size $L = 20$. In contrast, for the forward bias no significant change seems to occur at $\Delta = \Delta_{R}$, while a qualitative change in the shape of the magnetization versus interaction occurs at $\Delta = \Delta_{XXZ}$. This reinforces the obser-
FIG. 5. Spin magnetization profiles $\langle \hat{\sigma}_n^z \rangle$ versus $\Delta$ for different sites $n$. The case for $L = 12$ is depicted in (a,b), and $L = 20$ in (c,d), while the forward bias is represented in (a,c) and the reverse bias in (b,d). Other parameters: $\Gamma = 1$, $J_m = 1$, $\gamma = 0$.

vation that there are two main transport regimes in the forward bias scenario.

Overall, our analysis of the current and of the magnetization profiles is consistent in pointing that there is a qualitative change in the properties of the system, in forward bias at $\Delta = \Delta_{\text{XXZ}}$, while in reverse bias there are two changes, one at $\Delta = \Delta_{\text{XXZ}}$ and one at $\Delta = \Delta_R$.

V. SPECTRUM OF RAPIDITIES

To investigate further the different properties of forward and reverse bias systems, we now turn our attention to the spectrum of the superoperator $\mathcal{L}$ from Eq.(2). In fact, the spectrum of the superoperator plays an important role in determining the relaxation dynamics as well as the steady state properties of the open quantum system. One of the relevant quantities in this context is the spectral gap defined as $|\text{Re}(\lambda_1)|$ where $\lambda_1$ is the first non-zero eigenvalue of $\mathcal{L}$. The inverse of the spectral gap, also called the asymptotic decay rate, determines the slowest relaxation time scale in the dynamics of the system. In a system with dissipation acting on an extensive number of sites, the dissipative phase transitions is characterized by the closing of the gap, which results in the divergence of relaxation times and emergence of multiple steady states in the thermodynamic limit [17, 18, 31, 32]. However, when the dissipation is at the boundaries only, as the case in our study, the gap always closes in the thermodynamic limit. Here, the phase transition is signalled by the change in the scaling of the gap [23].

In Fig.6 we analyze the spectrum by plotting the exponential of the rapidities $e^{\lambda_1}$, where the $\lambda_1$ are the rapidities in the complex plane. $e^{\lambda_1}$ is bound to be within the unit circle, with only one of them corresponding to the steady state with $\lambda = 0$, on the unit circle [30]. On the left panels, Fig.6(a,c,e), we show the exponential of the rapidities for the forward bias, while the right panels, Fig.6(b,d,f), depict the case of the reverse bias. We observe that for small $\Delta$ the rapidities are distributed similarly in the forward and reverse bias, but as $\Delta$ increases, in the reverse bias we see a number of rapidities approaching the unit circle closing the spectral gap, indicating the emergence of slowly decaying modes.

To gain further insights we study the radial distribution of the rapidities by plotting the number of rapidities within concentric circles of radius $r = 0.05$ denoted by $p(r)$. These are depicted in Fig.7. In the left panels we consider the forward bias case, while the right panel shows the reverse bias. In panels (a-h) we consider the system size $L = 4$ (black dotted), $L = 6$ (blue dashed) and $L = 8$ (red solid), and each panel for a different $\Delta$. For $L = 4$ there are strong finite size effects, but already for $L = 6$ and $L = 8$ we see convergence in the distributions. Interestingly, we find that the distribution differs significantly in forward and in reverse bias. To see this more clearly, in panels Fig.7(i,j) we plot the distribution for $L = 8$ for different anisotropies. For large values of anisotropy, forward and reverse bias distributions seem
to tend towards a different, yet well defined, function. And the probability of rapidities close to \( r = 1 \) is significantly larger for the reverse bias compared to the forward one, suggesting the presence of a significantly larger number of slow decaying modes, which is expected due to the much slower relaxation dynamics of the reverse bias system. The exact expression for these distributions can be a topic for future research.

Since the occurrence of an out-of-equilibrium phase transition is related to the difference in the scaling of rapidities which converge to zero in the thermodynamic limit \([23]\), we focus on the real part of the rapidities and plot it versus the anisotropy \( \Delta \), both for forward, Fig.8(b), and reverse bias, Fig.8(c). Furthermore, we supplement these panels with Fig.8(a) in which we plot the rectification \( \mathcal{R} \) versus \( \Delta \). We observe that for \( \Delta > \Delta_R \) (vertical dashed line), in reverse bias there is a significant number of rapidities which tends towards zero. Furthermore, in forward bias the rapidities tend towards zero, however their proximity to zero, and their density, is significantly smaller.

To have a more quantitative grasp of how the smallest rapidity approaches zero, in Fig.9 we plot the spectral gap versus the system size for different system lengths. In particular, in Fig.9(a) we show the forward bias case, while in Fig.9(b) the reverse bias one. For the smaller value of the anisotropy shown, and the system sizes which we could explore, the decay of the relaxation gap with the system size is consistent with an algebraic decay. For
large values of the anisotropy, e.g. \( \Delta = 2.4 \) and \( 3 \), for reverse bias the rapidity seems to decay faster than algebraically, consistent with an expected exponential decay for insulators, while in forward bias the relaxation is in agreement with an algebraic relaxation, although possibly with a different exponent. Though the system sizes we used are not large, a fairly abrupt change of transport properties are seen in Fig.5(b, d), and the fact that the relaxation gap possibly relaxes exponentially, hint to a possible first order phase transition in the reverse biased system at \( \Delta_R \).

VI. EFFECT OF DEPHASING

![Figure 10](image)

**FIG. 10.** Rectification \( \mathcal{R} \) (panel (a)), currents \( J_f \) and \( J_r \) (panel (b)) and difference in magnetisation at the interface \( \delta S_z \) (panel (c)) as a function of dephasing strength \( \gamma \) with \( \Delta = 5 \) (solid) and \( \Delta = 2 \) (dashed). Forward bias (\( \delta S_{zf}, J_f \)) are shown by red lines and reverse bias (\( \delta S_{zr}, J_r \)) with blue lines. Other parameters: \( J_m = 0.1, \Gamma = 1 \) and \( L = 8 \).

Until now we have considered only the boundary driving of XX + XXZ chain in which the baths are trying to impose the system to be in the \( |\uparrow\rangle \langle \uparrow| \) or \( |\downarrow\rangle \langle \downarrow| + |\uparrow\rangle \langle \uparrow| + |\downarrow\rangle \langle \downarrow| \)/2. For the case of baths which are not exactly trying to impose these states one can refer to [11], where it is shown that there is a significant decrease of the rectification. The effect of Hamiltonian perturbations inside the chain have been studied in [14], where it was shown that giant rectification can be obtained even in the presence of Hamiltonian perturbations, however there is no threshold value of anisotropy beyond which the system becomes a perfect rectifier in the thermodynamic limit. For thermal bath it was also shown that significant rectification can emerge, although not to the extent of having a perfect rectifier in the thermodynamic limit [33].

The nature of the dissipation, whether it acts in the bulk or only at the boundaries, may significantly change the transport as well as the spectral properties. It has been shown in a number of articles [34–36], that dephasing (bulk dissipation) leads to diffusive transport, independent of the value of \( \Delta \). Furthermore, the scaling of spectral gap can change from exponential to algebraic in a (not-segmented) XXZ chain in the presence of dephasing for \( \Delta > 1 \) [29]. Hence it is relevant to study how dephasing affects the properties that we have previously analyzed. For this, we add a dephasing term on each site as in Eq.(2) for \( \gamma \neq 0 \) in Eq.(4).

In Fig.10 we consider the rectification \( \mathcal{R} \), panel (a), the forward (red lines) and reverse (blue lines) bias currents, panel (b), and the magnetization jump at the interface between the XXZ and the XX parts of the chain, panel (c). It is clear from Fig.10(a) that even for values of \( \gamma \approx 10^{-3} \) there is a significant reduction of rectification for \( \Delta = 5 > \Delta_R \) whereas \( \mathcal{R} \) does not show a strong dependence on \( \gamma \) for a small \( \Delta = 2 < \Delta_R \), as there was no significant rectification for these values of the anisotropy.

These results can be understood from Fig.10(b) which depicts the forward and reverse bias current separately. We observe that when the current is significantly suppressed by the anisotropy, dephasing has first the effect of increasing the current (allowing transport which was impeded by energy constraint due to the large anisotropy). Then, after reaching a maximum, both currents decrease as dephasing increases because the dephasing destroys all coherences. In Fig.10(c) we study the dependence on \( \gamma \) of the magnetization jump at the interface, \( \delta S_z = |\hat{\sigma}_{L/2}^z - \hat{\sigma}_{L/2}^z| \). Since this value is contained between 0 and 1, in Fig.10(c) we plot \( 1 - \delta S_z \). When \( \Delta > \Delta_R \) the system is insulating in the reverse bias leading to a step magnetization profile with a maximal jump at the interface. Hence, a minimum value of \( 1 - \delta S_z \) is expected and is clearly seen in our studies. For small \( \Delta \) in the reverse bias as well as for all \( \Delta \)'s in the forward bias the system is diffusive and hence a continuous change of magnetization at the interface is seen resulting in a large value of \( 1 - \delta S_z \). However, we note that finite size effects lead to large jump at the interface for the system size we explore in these cases. Finally, as we increase \( \gamma \), \( \delta S_z \) becomes identical in forward and reverse bias.

Next, we analyze how dephasing affects the relaxation spectrum. In Fig.11 we plot \( e^{\lambda t} \), similarly to Fig.6, for forward (left panels) and reverse (right panels) bias. Fig.11(a,b) is for \( \gamma = 0 \) (absence of dephasing), and the lower panels have increasingly larger values of dephasing rate \( \gamma \), i.e. \( \gamma = 0.1 \) in Fig.11(c,d) and \( \gamma = 1 \) in Fig.11(e,f). In all panels we use a very large anisotropy \( \Delta = 18 \) to further emphasize the significant impact of the dephasing rate \( \gamma \). It is very apparent from Fig.11 that dephasing forces the rapidities to become real except in the surrounding of the origin, thus suppressing oscillatory dynamics. Dephasing also significantly reduces the number of rapidities with real part close to zero. Importantly, already for \( \gamma \approx 1 \) there is no apparent difference between
FIG. 11. Exponential of rapidities in complex plane for different dephasing rates $\gamma = 0$ (a,b), $\gamma = 0.1$ (c,d), $\gamma = 1$ (e,f). Left panels are for forward bias and right panels for reverse bias. Here, $L = 8$, $J = 0.1$, $\Gamma = 1$ and $\Delta = 18$.

We observe that for small dephasing rate the distribution is different in two biases. However, as the $\gamma$ increases the distribution becomes similar and is completely localized in the region around $r = 0$.

FIG. 12. Distribution of rapidities $p(r)$ against the radial direction $r$ in complex plane for $L = 8$, $J = 0.1$, $\Gamma = 1$ for different dephasing rates $\gamma$ in the forward direction (a) and reverse direction (b).

To have a better grasp of the distribution of the rapidities, we plot them in Fig.12. Fig.12(a) corresponds to the forward bias, while Fig.12(b) to the reverse bias. We observe that for small dephasing rate the distribution is different in two biases. However, as the $\gamma$ increases the distribution becomes similar and is completely localized in the region around $r = 0$.

FIG. 13. Rapidity $|Re(\lambda_i)|$ vs $\Delta$ for $\gamma = 0$ (a), $\gamma = 0.01$ (b), $\gamma = 0.1$ (c), $\gamma = 1$ (d). Rectification is shown by red dashed lines on the right axis. $R_{log}$ and $R_{lin}$ refers to $R$ plotted in logarithmic and linear scale respectively. Other parameters are $L = 8$, $J_m = 0.1$ and $\Gamma = 1$.

We then analyze more in detail the real part of the rapidity $|Re(\lambda_i)|$ versus $\Delta$ for different magnitudes of the dephasing in Fig.13, where we also show the rectification $R$ with a red-dashed line. Each panel corresponds to a different value of the dephasing rate $\gamma$, specifically Fig.13(a-d) correspond to $\gamma = 0$, 0.01, 0.1 and 1 respectively. Rapidities are plotted only for the reverse bias case as the rectification is significantly determined by reverse bias. From the figure we see that $R$ is significantly affected by dephasing and reaches the value of $R \approx 20$ for $\gamma = 0.01$ and of $R \approx 3$ for $\gamma = 0.1$. From studying the real part of the rapidities, we observe that the density of rapidities close to zero significantly reduces as $\gamma$ increases, indicating faster relaxation and it also corresponds to the disappearance of the insulating regime.

Last we focus only on the rapidity with the smallest real part different from zero, the relaxation gap. In Fig.14(a,b) we plot the relaxation gap versus $\Delta$ for different values of $\gamma$, panel (a), and versus $\Delta$ for different values of $\gamma$, panel (b). In Fig.14(a) we observe clearly that the relaxation gap increases for larger (but not too large) $\gamma$, and it acquires similar values in the forward (red lines) and reverse biases (blue lines). This is an example of dephasing-assisted tunneling (see for instance [37]). In Fig.14(b) we also observe how very large values of the dephasing rate $\gamma$ can lead to a smaller relaxation gap which is identical in forward or reverse bias. In particular, the relaxation gap scales as the inverse of the dephasing rate, thus corresponding to quantum Zeno physics [23, 38–40].
In this work we have studied the transport and spectral properties of the XX+XXZ diode. This diode consisting of a segmented chain coupled to magnetization baths trying to impose the spin down state on one side and an infinite temperature state on the other side has been shown to perform perfectly in the thermodynamic limit. Large rectification stems from the insulating behavior of the system in the reverse bias when anisotropy $\Delta > \Delta_R$. Here we have shown that this setup is even richer. Our analysis of the spin current and local magnetization point towards an understanding that in the forward bias, transport goes from ballistic to diffusive at $\Delta = \Delta_{XXZ}$. For larger anisotropies the spin current decreases significantly, and this is mainly due to an increase in the interface resistance between the two parts. However, because of the system sizes that can be reached, we are not able to conclude whether transport becomes sub-diffusive. At the same time, the analysis of the magnetization is still consistent with a diffusive behavior.

In reverse bias, the data indicates that there could be three different regimes: ballistic for $\Delta < \Delta_{XXZ}$, diffusive for $\Delta_{XXZ} < \Delta < \Delta_R$ and insulating for $\Delta > \Delta_R$. More studies are required to better characterize the intermediate region with $\Delta_{XXZ} < \Delta < \Delta_R$ as the magnetization profile, for the system sizes we could reach, does not show a clear linear slope as it does in forward bias.

We also focused our attention on the spectral properties of the system. We have seen that the rapidities tend to different distributions in the forward and reverse bias. In particular, in reverse bias the distributions have far more rapidities with real part close to zero (i.e. the exponential of the rapidity is near the unit circle in the complex plane). This is expected as the system relaxes much more slowly in this regime. In the future it could be interesting to derive an expression for such different distributions and its relation to different transport regimes.

We then focused on the relaxation gap. Unlike for systems with bulk dissipation, for systems in which dissipation only acts at the boundary, the spectral gap goes to zero with the system size. However, one would expect a change in the dependence of the spectral gap with the system size at a transition, and/or in different phases. We found that in reverse bias the spectral gap goes to zero much faster for $\Delta > \Delta_R$, in a manner consistent with an exponential decay. Furthermore, the density of rapidities close to zero is far more dense in reverse bias compared to forward bias.

We also investigate the effect of bulk dephasing on the performance of the XX+XXZ diode and its spectral properties. Our analysis shows that dephasing degrades significantly and rapidly the rectifying property of the diode. As for the spectral properties, dephasing results in the exponential of the rapidities to be centered in the origin of the unit circle, independent of whether the system is in forward or reverse bias. Furthermore, we are able to capture the emergence of a quantum Zeno regime in which the spectral gap becomes inversely proportional to the dephasing rate.

We stress that our insights are captured from small to medium-scale systems and could serve as a good starting point for more quantitative characterization of the intriguing properties of the system. For instance, a future research direction is how to obtain an accurate characterization of (almost) insulating boundary driven non-equilibrium steady states for which multiple rapidities are extremely close to zero. As mentioned in the introduction, XXZ chains can be realized in ultracold atoms experiments. We however note that reaching a large anisotropy may be challenging. For instance in [7] the largest anisotropy reached is $\Delta = 2$. However, another setup in which this physics can be tested is in superconducting circuits, as proposed in [9, 10].
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