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Abstract
We present the precision calibration of 35 Hamamatsu R11410-22 photomultiplier tubes (PMTs) with xenon scintillation light centred near 175 nm. This particular PMT variant was developed specifically for the LUX-ZEPLIN (LZ) dark matter experiment. A room-temperature xenon scintillation cell coupled to a vacuum cryostat was used to study the full-face PMT response at both room and low temperature (∼−100°C), in particular to determine the quantum efficiency (QE) and double photoelectron emission (DPE) probability in LZ operating conditions. For our sample with an average QE of (32.4±2.9)% at room temperature, we find a relative improvement of (17.9±5.2)% upon cooling (where uncertainty values refer to the sample standard deviation). The mean DPE probability in response to single vacuum ultraviolet (VUV) photons is (22.6±2.0)% at low temperature; the DPE increase relative to room temperature, measured here for the first time, was (12.2±3.9)%.

Useful correlations are established between these parameters and the QE as measured by the manufacturer. The single VUV photon response is also measured for one ETEL D730/9829QB, a PMT with a more standard bialkali photocathode used in the ZEPLIN-III experiment, for which we obtained a cold DPE fraction of (9.1±0.1)%. Hence, we confirm that this effect is not restricted to the low-temperature bialkali photocathode technology employed by Hamamatsu. This highlights the importance of considering this phenomenon in the interpretation of data from liquid xenon scintillation and electroluminescence detectors, and from many other optical measurements in this wavelength region.
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1. Introduction
 Despite recent advances in vacuum ultraviolet (VUV) silicon sensor technology, photomultiplier tubes (PMTs) with quartz windows remain the sensor of choice to detect the VUV scintillation light generated in xenon radiation detectors. Specific models developed for high radiological purity are employed in two-phase (liquid/gas) xenon time projection chambers (LXe-TPCs), which are a leading technology for dark matter searches [1]. In these detectors, a significant number of PMTs sense both the prompt scintillation and the electroluminescence signals emitted from the liquid and gaseous phases, respectively. The 3-inch Hamamatsu R11410 PMT is a popular model, offering high quantum efficiency (QE) to xenon VUV light, good low-temperature performance due to a low-resistivity bialkali photocathode (with added bismuth) [2], besides extremely low radiological background. Several studies related to its performance in xenon detectors can be found in the literature [3][4]. These are also the sensors adopted for the LUX-ZEPLIN (LZ) dark matter experiment [10], which motivated the study presented here—specifically, the ‘-22’ variant was developed for LZ.

We describe in this article the precision calibration of 35 Hamamatsu R11410-22 PMTs with xenon scintillation light, both in ambient conditions and at low temperature (approximately −100°C). We also measured a single unit of another PMT model: the ETEL D730/9829QB, used in the first science run of ZEPLIN-III [11][12]; significant characterisation data exist for this model also [13][14], and it is interesting to include in this study a different photocathode technology (standard bialkali) from another leading manufacturer. A full acceptance testing programme is being carried out in parallel by LZ collaborators to characterise all (494) R11410 LZ PMTs at room and low temperature using visible light (cf. Section 3.4.1 in Ref. [10]).

There are several technical motivations for this work. Firstly, Hamamatsu measure the VUV response of these phototubes only at room temperature, while the photocathode response for short wavelengths is known to improve upon cooling, and the same is true of the multiplication gain (see, e.g. Ref. [13], or Ref. [5] for this PMT model).

Secondly, the manufacturer’s VUV QE calibration is conducted with a small, 5-mm diameter spot size on the photocathode, with illumination provided by a deuterium lamp filtered through a monochromator to a central wavelength of 175 nm (and other relevant values), with a FWHM
of only 4 nm [15]; a systematic error of 10% is indicated for this calibration. The scintillation emission spectrum from liquid xenon is centred at 174.8 nm with a significantly larger FWHM of 10.2 nm [16]; the electroluminescence spectrum from gaseous xenon peaks at a somewhat shorter wavelength of 171 nm with a FWHM of 12 nm [17] (it is noted that this is a room temperature measurement). Therefore, a calibration is required that is more representative of the scintillation emitted by liquid and gaseous xenon incident over the whole photocathode.

Finally, and perhaps most importantly, it has been recognised recently that more than one ‘photoelectron’ can be emitted in response to a single VUV photon in some PMT models, including the R11410 [18]. Although this phenomenon has been known for decades [19, 20], the impact of this double photoelectron emission (DPE) in LXe-TPCs had not been fully appreciated until recently. Hamamatsu report a DC measurement, whereby the QE is determined by dividing the steady photocathode current by the incident VUV photon flux. This $\text{QE}_{\text{DC}}$ does not represent the probability that a VUV photon will produce a detectable response ($\text{QE}^*$). The latter is the quantity required in experiments which must estimate without bias the stochastic distribution of scintillation photons emitted in particle interaction events. Understanding and quantifying this phenomenon led to a significant improvement in response linearity and in energy resolution in the LUX experiment [21].

The response of these detectors to very low energy electronic and nuclear recoils cannot be correctly interpreted without this understanding. The single photon response for each PMT must be determined accurately, including the DPE emission fraction ($\sim 20\%$, as measured in Ref. [18]) and its temperature dependence, which has not been studied previously.

By testing to percent level a sufficient sample of the LZ phototubes, we aim to establish a good correlation between these response parameters and those specified by the manufacturer. Naturally this information will permit cross-calibration of all (494) units in the LZ TPC and it will be useful to other liquid xenon experiments and beyond. To this end we employed a xenon gas scintillation cell maintained at room temperature illuminating the PMT array through a large MgF$_2$ viewport on the inner vessel (IV) lid. The IV is cooled with liquid nitrogen vapour flowing along meandering channels formed on its external walls.

This paper is organised as follows: we introduce our PMT response model in Section 2; we describe the experimental methodology in Section 3; we then present the results for the single photon response and the response to the main scintillation pulse in Section 4 and we discuss our results in Section 5. Conclusions are presented in Section 6.

Figure 1: Solid model of the VUV cryostat. The xenon scintillation cell is attached to the outer vessel (OV) lid, illuminating the PMT array through a large MgF$_2$ viewport on the inner vessel (IV) lid. The IV is cooled with liquid nitrogen vapour flowing along meandering channels formed on its external walls.

2. PMT response model

When a photoelectron (phe) is produced by a photon incident on the PMT photocathode, it may diffuse to the surface of the sensitive layer and be emitted into the vacuum inside the PMT if it has sufficient energy to overcome the work function of the photosensitive layer. The probability that these three steps are successful is termed the quantum efficiency (QE) of the photocathode [22]. The emitted electron accelerates in the electric field created by the potential $V_{k-dy1}$ applied between the photocathode and the first dynode. The collection efficiency ($\eta$) represents the probability that the photoelectron reaches the first dynode and successfully multiplies through the dynode chain to produce a measurable electronic signal at the PMT anode. This efficiency $\eta$ depends on the electric field distribution and strength, the geometry and the materials of the electron multiplier, and in particular the design of the first stages of electron multiplication. Occasionally, for sufficiently short photon wavelengths, the primary photoelectron can lead to the emission of a second electron via
impact ionisation in the photocathode, which may result in DPE. In either case, each ‘photoelectron’ can contribute to the signal. The ratio between the charge collected at the anode and the input charge is the gain of the PMT, and it depends on the dynode voltage distribution and electrostatic design.

Various models have been proposed to describe the gain fluctuations experienced by a single photoelectron (SPE) emitted by the photocathode—characterised by the distribution of charge, $q$, measured at the PMT anode for a mean gain $g$ and standard deviation $\sigma$, $P(q;g,\sigma)$. This charge is often obtained by integrating a digitised waveform and given in pVs. For the Hamamatsu R11410 this distribution is generally found to be well described by a Gaussian function for a sufficiently high gain. In the case of the ETEL D730/9829QB, the SPE distribution is better described by a Polya function \[14\].

In DPE events the gain fluctuations are well modelled assuming that the multiplication of the two electrons is uncorrelated. Quite generally, the single photon response distribution can be described by

$$P(q) = (1 - f_{\text{DPE}}) P(q;g,\sigma) + f_{\text{DPE}} P(q;2g,\sqrt{2}\sigma) + c P(q;3g,\sqrt{3}\sigma)$$ (1)

for $q > 0$, where $f_{\text{DPE}}$ is the DPE fraction\(^2\) and $c$ accounts for the small fraction of events consistent with triple photoelectron emission (TPE). Neglecting the very small 3-photon contribution, the mean pulse area obtained in response to single VUV photons is

$$\mu = \langle P(q; c = 0) \rangle = \int_{0}^{\infty} q \cdot P(q; c = 0) \, dq,$$ (2)

which, in the case of a sizeable DPE fraction, will clearly differ from the mean SPE pulse area, $\mu_1$:

$$\mu_1 = \langle P(q; f = 0, c = 0) \rangle.$$ (3)

To measure the absolute photocathode QE a source of known photon flux and wavelength is necessary. The DC measurement provided by Hamamatsu ($QE_{\text{DC}}^h$) is subject to several systematic effects when applied to PMT operation in photon-counting mode, including that due to the presence of DPE emission, which generates twice the anode charge for a fraction of photons. This is unlikely to be important for applications where PMTs are used in DC mode, but it is a major effect in photon counting experiments, where the number of detected photons is estimated by explicitly counting the number of pulses in the waveforms. Thus, $QE_{\text{DC}}^h$ can only be used in combination with $\mu_1$ when calculating the number of photons incident on the photocathode. If the DPE fraction for the spectrum of incident light is known, $QE_{\text{DC}}^h$ can be used to derive the true photocathode QE for the photon-counting PMT response:

$$QE^p = \frac{\mu_1}{\mu} QE_{\text{DC}}^h,$$ (4)

which represents the probability that a photon striking the photocathode produces a detectable response.

Given a light pulse inducing a signal with pulse area $A$ at the PMT anode, the absolute number of photons, $N$, incident on the photocathode can then be estimated as

$$N = \frac{A}{\eta \mu QE^p} = \frac{A}{\eta \mu_1 QE_{\text{DC}}^h},$$ (5)

where $\eta$ depends on the DPE fraction. We also define the number of detected photons and the number of photoelectrons, respectively, as

$$n_{\text{phd}} = A/\mu,$$ (6)

$$n_{\text{phe}} = A/\mu_1.$$ (7)

3. Measurement procedures

3.1. Cryostat setup and operation

A vacuum cryostat was designed and built to cool down the PMTs and maintain their temperature at $-97.4^\circ\text{C}$, the LZ operating point—this is illustrated in Figure \[7\]. The cryostat consists of two stainless steel vessels: an Outer Vessel (OV) and an Inner Vessel (IV). A gaseous xenon scintillation cell, described below, is mounted onto the OV lid. The IV is supported within the OV by a Delrin\textsuperscript{®} structure chosen for its low outgassing and small thermal expansion coefficient. A DN100 indium-sealed, MgF\textsubscript{2} viewport is attached to the centre of the IV lid and aligned with the xenon cell. MgF\textsubscript{2} was also chosen for the xenon cell viewport as it provides a cut-off in transmission well below the wavelengths of interest. Seven upward-facing PMTs rest on a Delrin\textsuperscript{®} and PEEK frame. A reference PMT is located in the centre, and the measurement is made on the six off-axis units arranged hexagonally, all illuminated by the xenon cell. A set of 70-mm diameter optical apertures is located above the array. Smaller inserts can be employed to stop down the VUV light, but they were not used in this study; instead, the full 64 mm photocathode diameter was illuminated. The top of the aperture structure is coated with MetalVelvet\textsuperscript{™}, a high-performance UV-absorbing foil.

During operation, the cryostat OV is pumped down to a high vacuum as the xenon VUV radiation is easily absorbed by water vapour \[24\]. We ensure $< 10^{-5}$ mbar for an effect $\ll 0.1\%$ on the incident VUV flux. Prior to cooldown, the IV is filled with 1.5 bar(a) N\textsubscript{2} gas, which is purified through a SAES FT400-902 getter and serves as the thermal exchange medium. Negligible residual H\textsubscript{2}O condensation is expected on the PMT windows since the

---

\(^2\)The DPE fraction is thus defined in this study as the number of DPE events divided by the sum of SPE and DPE events. We exclude higher multiple emission from the ratio as it is expected to be very small; our definition of DPE is more readily applicable and has already been used in other experiments \[18\] \[21\] \[23\].
Figure 2: A typical cryostat cooldown curve. The reference temperature for the PMT windows is shown in red and the target temperature of $-97.4\,^\circ C$ is shown as a dashed black line. The cooling rate is shown in the lower panel as a dashed red line; it remains within the manufacturer specification $|dT/dt| < 1\,^\circ C/min$. The measurement is conducted in the final $\sim 1\,h$ of the stabilisation period, as shown in the inset. Temperatures nearer the cryostat walls are shown in blue and orange.

cooling power is delivered through the IV walls, where any condensation will preferentially occur.

Cooling is provided by LN$_2$ vapour delivered from a pressurised dewar. Meandering shapes were made by laser-welding a thin stainless steel sheet on the IV wall, and then hydroformed into channels to allow LN$_2$ vapour to flow. A PID algorithm operates a solenoid valve in the cooling circuit. A typical cooldown uses $<10$ litres of LN$_2$.

Eight calibrated Pt100 thermometers were used to monitor the temperature evolution and stability during the measurement. Five thermometers are located along the IV cooling channels and at the bottom IV plate. Another three monitor the inside of the IV: one thermometer is located between the central PMT and an off-axis PMT, and is our reference temperature for the PMT windows; another two are located at the periphery of the array, one at the top and one at the bottom. We ensure that the PMT cooling rate is lower than $1^\circ C/min$, as specified by the manufacturer. A typical cooldown curve is shown in Figure 2. The OV and the cell remain strictly at room temperature.

3.2. Xenon scintillation cell

In order to study the PMT response in realistic conditions a light source with a spectrum closely resembling that of xenon scintillation and electroluminescence is required. For this purpose a xenon cell was built consisting of a UHV-standard stainless steel chamber capped by a MgF$_2$ viewport. Gas feedthroughs allow for pumping, recirculation and filling of the volume with high purity gas. A SAES PS11-MC1 mini-getter is connected to the cell to allow purification once the system is isolated (in fact, the getter loop was not used for the duration of the PMT testing due to the very long lifetime of the cell).

In order to produce xenon scintillation light a 30 kBq $^{241}$Am radioactive source is placed in the gas, attached behind a narrow hole in a hemispherical aluminium reflector which also acts as a collimator for the $\alpha$ particles. The reflector shape was modelled so as to optimise the light distribution on the PMTs and the width of the observed spectrum. The collimator reduces the detected $\alpha$-particle count rate to approximately 500 s$^{-1}$ and narrows the scintillation spectrum for the 4.5 MeV mean $\alpha$-particle energy.

A typical scintillation event is shown in Figure 3. The decay of the singlet and triplet states of the Xe$_2^-$ dimer is observed during the first few hundreds of nanoseconds after the trigger. At later times only the electron-ion recombination luminescence persists. Its time constant is very dependent on the cell geometry, the gas density and purity, and the recombination tail can be very long in the gas phase—as much as hundreds of $\mu$s [25,27]; we measure $\tau_r \sim 28\,\mu$s in our cell. The flux from recombination photons constitutes approximately 26% of the total and it decays exponentially and eventually becomes low enough to be used to our advantage as a source of isolated VUV photons. The level of random coincidences and its effect on the DPE measurement are discussed in Section 4.

Published measurements of the liquid and gaseous xenon scintillation spectra are shown in Figure 3 together with the MgF$_2$ transmittance. The transmittance is practically flat at xenon scintillation wavelengths, but its energy dependence introduces a small distortion to the spectral shape and consequently a change in the PMT response.
The PMT response is estimated using the measurements provided by Hamamatsu at different wavelengths, with a FWHM = (4 ± 2) nm. Based on those data, the PMT response to the xenon cell is only 0.2% higher than that for the case of a constant transmittance (i.e. the true scintillation spectral shape), and around 2% lower than the response to liquid xenon scintillation. Given that some of the spectral measurements indicated here are several decades old—and possibly affected by DPE emission systems themselves—we do not correct for this effect in this study.

Once assembled, the cell was pumped to 4 · 10⁻⁹ mbar and ultra-high purity gaseous xenon was then circulated for 5 days through a heated SAES MC500 getter, before it was finally filled to 2.5 bar(a) of pure gas. The scintillation yield was monitored for two months with an ETEL D730/9829QB PMT setup. A half-life > 500 days was measured. Prior to starting the LZ PMT testing, the cell was refilled with clean xenon. During the testing the cell half-life was determined to be > 1000 days.

The mean number of VUV scintillation photons reaching the PMTs in the array was estimated using the QE measurements provided by Hamamatsu. The mean of the α-particle spectrum corresponds to ~2000 photons per decay incident on the central (reference) PMT, and ~1000 photons on the off-axis PMTs. More detail on this calibration is given below.

3.3. Data acquisition

The ZEPLIN-III data acquisition and analysis frameworks were used to acquire and analyse most data. The DAQ is based on 500 MS/s, 8-bit resolution DC265 Acqiris digitisers arranged in dual-gain configuration — High Sensitivity (HS) and Low Sensitivity (LS), coupled through 10× amplifiers (300 MHz Phillips 770). The combined frontend bandwidth is ~150 MHz. The trigger is derived from a pulse-shaped sum of all HS channels. All seven HS and LS channels were recorded per trigger, covering a ∼21 μs waveform duration (including a short pre-trigger region). The early part of this waveform contains the α-particle response, while the recombination photons recorded at the later times are used for the calibration of the single VUV photon response as described above.

3.4. Room temperature measurements

The room temperature measurements were performed in vacuum at a stable temperature of (23.0 ± 0.4)°C. Prior to each run the cryostat IV and OV were pumped for at least two days, until the pressure reached <10⁻⁵ mbar. At this pressure, we estimate the effect of any residual water pressure on the VUV measurement to be well below 1%, as described in Section 5.1.

The PMTs were biased to 5 · 10⁶ gain for at least two hours prior to any measurement using the voltages provided by the manufacturer (in the range 1.30 to 1.53 kV). The voltage divider bases used were those developed for LZ [10]. using the voltage distribution recommended by Hamamatsu. At least 6·10⁴ scintillation events were recorded
to determine the pulse area with a statistical uncertainty lower than 0.1%, triggering on the summed signal from the seven PMTs.

An LED pulser system was used to generate blue light pulses (435 nm) in order to perform two different measurements. The xenon cell cannot be blinded, but the LED system is externally triggered and these two measurements do not conflict. For the first LED dataset a \( \sim 100 \) ns long pulse with > 100 mV amplitude is generated in order to record PMT afterpulsing due to residual gas. This gas, when ionised by photoelectrons in the PMT vacuum, drifts back to the photocathode and generates a delayed signal (see e.g. [9, 31]). For the second LED measurement the width is < 5 ns (FWHM) and the amplitude is small enough so that each PMT records a signal only every \( \sim 10 \) events on average, in order to measure the SPE distribution with \( \lesssim 1\% \) 2-phe contamination.

The room temperature measurements (hereafter labelled warm) were performed in vacuum to prevent VUV absorption from water outgassing once the IV is filled with nitrogen gas. The VUV measurements were repeated within 20 min after the IV is pressurised to 1.5 bar(a) of N\(_2\), and no significant differences were found. Thus, no systematic is expected due to performing the cold measurement in N\(_2\) gas.

3.5. Low temperature measurements

The VUV and LED measurements were repeated once the system had stabilised within \( (\sim 97.4 \pm 0.1)^{\circ} \)C for at least two hours (typically preceded by another two hours within \( \sim 1\text{C} \) of the target temperature). Note that while the PMT envelope and window reach thermal equilibrium with the N\(_2\) gas quickly, it takes much longer to thermalise the internal multiplier structures. Therefore, we do not report absolute gain measurements in this study, but the cold measurements are accurate for the photocathode processes (QE and DPE). In some cases, another measurement is conducted after the system has fully recovered to room temperature, and it was found to be consistent with the initial measurement.

4. Results

4.1. Single-photon response calibration

4.1.1. Blue LED response

A dataset with events triggered by the fibre-coupled LED pulser is used to calibrate the PMT response in the absence of DPE, as only a very small DPE fraction is expected at 435 nm [18]. The LED is biased to deliver a mean of < 3 incident photons across the whole PMT array. A time delay histogram is built per PMT to identify the arrival time of the LED photons with respect to the trigger signal. The single photon pulse area distributions thus obtained are fitted and the mean response is extracted, both at room and at low temperature; one example using an R11410 PMT is depicted in Figure 5.

Two processes account for the small (\( \sim 3\% \)) fraction of 2-phe response observed in these data: i) the probability of random coincidences between blue photons and any other sources of SPE signals (from VUV photons or dark counts, for example) is determined from the off-trigger SPE pulse...
rate; and ii) the probability for double blue-photon detection is calculated from the frequency of no-response events in the trigger window assuming Poisson statistics.

As the PMT multipliers do not thermalise fully during the cold measurement, some gain drift is expected. These fits are used later on to check the consistency of the VUV results. They also allow us to ensure the validity of the model used to fit the single photon pulse area distribution in conditions where no significant double photoelectron emission is expected.

4.1.2. VUV photon response

We begin by selecting a population of scintillation events that provide a consistent optical stimulus. The 7-PMT summed pulse areas must be consistent with an α-particle interaction in the gaseous xenon and selected events are required to produce a reasonably uniform illumination of the PMT array. This is achieved by accepting events in which the lowest relative pulse area on a PMT is within three standard deviations of the mean summed response of all PMTs. Resulting spectra are shown in Figure 6.

Then we select single VUV photon candidate pulses. To minimize the probability of random coincidences, small pulses are selected in the range 10–20 µs after the main scintillation trigger. In a typical xenon scintillation event from the cell, the probability of two-photon coincidences in the outer PMTs becomes ≤0.1% after 10 µs. Pulses with a mean charge arrival time too large to be consistent with a detected photon (τ > 10 ns) are removed, as well as those consistent with electronic pick-up (τ < 3 ns, amplitude < 1 µV). A pulse-level anti-coincidence cut is applied across all PMTs to minimise contamination of the recombination photon population. PMT afterpulsing poses a particular challenge as this leads to small fast signals delayed from their optical stimulus. Well-defined afterpulse delay times allow the rejection of Ar⁺ and other species using a time window cut derived from the LED measurements—which we find to be in good agreement with those from Ref. [9]. (Most of the residual gas in the PMT vacuum is removed by internal getters, but species such as argon remain present.) The analysis was cross-checked with a 2-µs inhibit period before every candidate pulse to confirm that any residual afterpulsing at shorter time delays would not impact our results.

Typical fits of the warm and cold single detected photon pulse area distributions are shown in Figure 7 using the Gaussian model within Equation 1. It was expected that \( \sigma_{\text{DPE}} = \sqrt{2}\sigma_{\text{SPE}} \), but the fits yielded a sample standard deviation of \( \sigma_{\text{DPE}} = (0.90 \pm 0.06)\sqrt{2}\sigma_{\text{SPE}} \). This is likely due to a broadening of the SPE distribution due to secondary effects such as: elastic or inelastic back-scattering of electrons off the first dynode and other sources of imperfect multiplication; signals from VUV photon direct hits to the first dynode (see e.g. Ref. [32, 33] for studies of such effects); and photoelectrons skipping the first dynode [34, p. 170]. A small correlation between two DPE electrons may also contribute. Nonetheless, the fit quality is consistently high for the whole sample, as confirmed by the reduced \( \chi^2 \) distributions shown in inset of the same figure.

4.2. Double photoelectron emission fraction

The DPE fraction is extracted from the parameter \( f_{\text{DPE}} \) in Equation 1. We find that, at room temperature, the 35-PMT population mean and standard deviation are described by \( f_{\text{DPE}} = (20.2 \pm 2.0)\% \). Upon cooling, the average fraction increases to \((22.6 \pm 2.0)\%\)—see Figure 8. Interestingly, a non-zero TPE fraction is also found above the 3-phe background, averaging ~0.6% for all PMTs.

For each individual measurement, the relative uncertainty on \( f_{\text{DPE}} \) is 0.7% at the best fit point. Additionally, there are two leading sources of background that introduce a systematic uncertainty. We already described the contribution of random photon coincidences to the DPE peak in Section 4.1.1. We estimate a 0.1% fraction of VUV photon coincidences. Secondly, dark counts contribute additional fake SPEs. The expected dark rate [9] for these PMTs is shown in Table 1. The two phenomena have the opposite effect on the calculation of the DPE fraction; combined, they represent < 0.3% of \( f_{\text{DPE}} \), which we consider as a systematic uncertainty since we do not measure the dark rate individually. Muons interacting in the PMT windows and cryostat viewports generate multiple-photon events via Cherenkov emission, but less than 1 muon event per PMT is expected during each measurement, so the effect is negligible. The total relative uncertainty on \( f_{\text{DPE}} \) is thus 0.8%.

It should be noted that alternative SPE response models can yield different DPE fractions. Instead of the double-Gaussian model assumed above, there may be a physical motivation to choose the Polya distribution, generally.
4.3. Quantum efficiency calibration

4.3.1. PMT response to main scintillation pulse

In order to calculate the mean number of photons detected by a PMT due to an α-particle interaction in the xenon cell, the total event area is histogrammed and fitted. A Crystal Ball function with mean b and standard deviation σ was found to produce good agreement. The mean number of detected photons is then calculated in the asymmetric range \([b - 3\sigma, b + 2\sigma]\). Figure 8 shows three typical VUV spectra measured during the testing, with the main α-particle interaction plotted as a shaded area for the reference PMT. The area is then calibrated using the \(\mu\) value as defined in Section 2.

Determining the precise number of photons reaching the PMT photocathodes requires knowledge of their first-dynode collection efficiency, \(\eta\). We have not made a systematic measurement of this parameter, but there are several simulations and measurements in the literature [3, 9, 15]. In our tests the PMTs were operated at common gain, using the voltages specified by the manufacturer. However, the behaviour of \(\eta\) with respect to \(V_{k-dy1}\) has not been published for this PMT model, so we assumed that \(\eta\) was approximately equal for all the PMTs tested. For a distribution of \(\eta \simeq 0.85 \pm 0.05\), this introduces a 3% systematic error in the QE measurement later on (we return to this issue in Section 5).

The mean number of photons incident on the central (reference) PMT was calibrated as in Equation 5 with \(QE^{PEC}\) at 175 nm (4 nm FWHM). The evolution of the cell yield is shown in Figure 9 assuming \(\eta = 90\%\) (see Equation 8). An average of 1992 ± 9 photons per pulse was
found for the period of this study. This result agrees with the measurement of a second reference PMT placed in the central position. A variability of 1.5% was observed for the reference measurements. Several tests were carried out to determine its origin. The two reference PMTs were both tested under different magnetic field conditions by rotating the cryostat by 90° between consecutive datasets. The PMT gains were observed to change by +1.5% and −1.1%, respectively, and their QE changed by +1.4% and +0.4%. This is consistent with the results reported in Ref. 3 for a magnetic field of the same magnitude, confirming that the Earth’s field does affect the PMT response by a small but measurable amount. We were unable to control for this parameter in our study, but it is unlikely that this would explain all of the variability observed. Another test was performed in which the cell temperature was increased by a few degrees. We acquired datasets at 23.5°C and at 30.4°C and found a negligible difference of < 1 phd/°C. Being unable to correct this residual variability, the full 1.5% was taken as the systematic error on the mean number of VUV photons per pulse.

Likewise, the average flux arriving at the off-axis positions was calibrated using all the off-axis PMTs and then cross-checked with the two reference PMTs. A 1% correction for the thermal contraction of the PMT holder was estimated and applied to the cold measurements. Additionally, a ≲2% asymmetry on the light distribution over the array was found. Multiple effects can contribute to this which add up to a few percent systematic error, such as: cell collimator or reflector misalignment, IV misalignment or tilting, MgF₂ birefringence, PMT support tilting, and magnetic field effects. It was not possible to correct for these effects to a useful level of precision, so an additional 1% systematic uncertainty was applied to the number of detected photons on the off-axis PMTs.

The absolute photocathode QE is then estimated as $QE^P = n_{phd}/\eta N$ (see Equations 5 and 6), assuming $\eta$ is similar for all PMTs. Combining the systematic uncertainties arising from the VUV flux measurements, the small flux asymmetry and the $\eta$ ratio yields a total relative systematic error of 3.5% for the QE measurement. $QE^P$ is plotted on Figure 10 (left) as a function of $QE^{DC}$ for the warm and cold tests. A linear behaviour is found, with the equation indicated in the figure. Similarly, combining Equations 5 and 7 an estimate of $QE^{DC}$ can be made at low temperature. This calibration double-counts DPE pulses but, unlike the manufacturer’s DC measurement, it is an average over the whole photocathode. We find $QE^{DC} = (0.04 ± 0.01) + (1.04 ± 0.03)QE^{DC}$. The relative QE improvement upon cooling has a mean and standard deviation of (16.9 ± 3.9)%.

4.4. DPE fraction in the ETEL D730/9829QB PMT

The ETEL D730/9829QB was placed in the central cryostat position with the two reference R11410-22 PMTs also in the array. The same trigger settings and similar
5. Discussion

In the ensuing discussion we treat the photocathode response in the context of the simple three-step model for semiconductor crystals mentioned in Section 2.

5.1. Hamamatsu R11410-22

In our sample of 35 R11410-22 PMTs we find that $QE_{\text{DC}}$ provides a consistent measurement across the whole population, despite probing only a 5 mm spot size at the centre of the PMT window. We have confirmed that the PMT QE improves upon cooling, with results generally consistent with previous measurements for this model[5] and also consistent with the ZEPLIN-III PMT model[13].

We have measured the DPE fraction under VUV illumination at room temperature, obtaining values in agreement with Ref.[18]. We confirm that the effect is negligible under blue illumination (435 nm). We have also measured for the first time the increase in DPE fraction between room temperature and $\sim -100^\circ$C.

A very small TPE fraction of $\sim 0.6\%$ is observed in our data, and this is consistent with the impact ionisation explanation that also accounts for the DPE phenomenon. This behaviour has long been observed in bialkali photocathodes[19,20] and it lends a particular shape to the PMT spectral response. Under visible light illumination only single photoelectron signals are observed. For decreasing wavelengths the impact ionisation probability rises, but the QE will slowly decrease as neither electron in the pair may have enough energy to reach the vacuum. For sufficiently short wavelengths, a response can be measured even if impact ionisation has occurred (as now both electrons have higher energy) and the QE rises again; in some cases both electrons are emitted creating a DPE response. Further decreasing the wavelength leads to a similar oscillatory behaviour of the QE, a gentle decrease followed by an increase, and eventually to a sizeable TPE fraction, and so on. The initial reduction in QE observed in Refs.[19,20] for wavelengths just shorter than xenon scintillation is probably caused by an increase in impact ionisation, rather than by the spectral cut-off of the quartz window; this conclusion is supported by the presence of a small TPE fraction in our data and by the spectral behaviour of $QE_{\text{DC}}$ reported by the manufacturer—which decreases faster than expected for the synthetic silica transmission spectrum. A similar behaviour was observed in Ref.[19].

With respect to the PMT performance with temperature there is, as expected, a clear linear relationship between the room temperature QE and that at $-97.4^\circ$C. In turn, this translates into a very weak correlation between the relative increase in $QE_{\text{DC}}$ and its value at room temperature. The trend that lower QE PMTs improve the most upon cooling reported for the ZEPLIN-III PMTs in Ref.[13] is, on first inspection, much more pronounced than that measured here. However, we note that the more marked behaviour was seen for the lower QE PMTs, and our Hamamatsu sample has in general only high QE units. The two trends are in fact compatible if one considers only those PMTs with $QE_{\text{DC}} > 25\%$ in Ref.[13].

As shown in Figure 8, the DPE fraction in the R11410-22 model is correlated with $QE_{\text{DC}}$, which is a straightforward consequence of the DPE effect. The QE measurement performed by Hamamatsu involves the ratio between the DC photocurrent measured directly from the photocathode and the incident VUV flux from a filtered deuterium lamp[15] calibrated by a reference sensor. This ratio is directly affected by the fraction of DPE events, and $QE_{\text{DC}}$ is therefore expected to be equal to $(1+f_{\text{DPE}}) \cdot QE_{\text{N}}$.

The correlation is weaker, but still present, with respect to $QE_{\text{N}}$. In this instance we may infer the following explanation. A higher QE is both due to the probability of a photon interacting in the photocathode (e.g. due to its precise thickness) and the probabilities for the photoelectron to diffuse to the surface and to be emitted from the material. Drifting electrons scatter off phonons and lattice imperfections, and thus the photocathode QE is influenced by the quality of the sensitive layer and the temperature.

Figure 9: Temporal evolution of the VUV yield of the scintillation cell as measured by the reference PMT assuming $\eta \approx 90\%$ (red circles). Evolution of the mean recombination time for the cell is also shown (blue squares).
Thus, the two electrons in a DPE event are both more likely to be emitted given a higher $QE^p$ measurement.

Nonetheless, we also observe that the average relative increase in DPE fraction with cooling is lower than that experienced by $QE^p$. We suggest that this could be a consequence of the lower average energy of DPE electrons. The reduction of the electron-phonon scattering rate upon cooling increases the mean free path of all electrons, but the lower energy of DPE electrons means that often at least one of them will not diffuse to the surface of the photocathode or overcome the work function to make it into the vacuum. We conclude that the increase in impact ionisation in the VUV region can enhance $QE^p$ by making available two electrons with higher combined probability of escaping from the material relative to a single photoelectron.

We now turn to the issue of first dynode collection efficiency. Several measurements and simulations of this parameter have been made for this PMT model [3, 9, 15]. At our operating voltages, $\eta \approx 85\%$ is the value indicated by the manufacturer. To our knowledge, only visible light sources have been used to characterise $\eta$ for these PMTs, while a wavelength-dependent behaviour has been observed at least in some models—in particular, this parameter has been known to increase for UV wavelengths and the reason has not been understood previously [25]. We propose that this behaviour can be attributed to double photoelectron emission. In a DPE event, two electrons are available to overcome this inefficiency, and hence the collection efficiency specifically for DPE events, $\eta_{\text{DPE}}$, is expected to be very high, certainly higher than that measured when only one photoelectron is involved.

For a simple estimate of this effect we may assume that each DPE electron has a probability $\eta_{\text{SPE}}$ of being multiplied, increasing the average efficiency to 88% for VUV illumination. It should be noted that the use of the measured DPE fraction neglects some genuine DPE electrons emitted from the photocathode that do not overcome the collection efficiency. In this instance, an improved estimate for this parameter is

$$\eta_{\text{VUV}} = \eta_{\text{SPE}} + (1 - \eta_{\text{SPE}})(f_{\text{DPE}}/\eta_{\text{SPE}}^2)\eta_{\text{SPE}}. \quad (8)$$

Assuming $\eta_{\text{SPE}} \approx 0.85$ and $f_{\text{DPE}} \approx 0.23$, we estimate $\eta_{\text{VUV}} \approx 0.89$.

In both calculations we have made two assumptions: that the collection efficiency is independent of electron energy at emission from the photocathode, and that the efficiencies for the two DPE electrons are uncorrelated. While the latter assumption is at least partially true for some relevant parameters, namely the initial transverse momentum or the elastic (or partially elastic) reflections off the first dynode, others such as the emission location on the photocathode are certainly correlated. In any case, it is reasonable to expect a slight increase in collection efficiency at VUV wavelengths, as suggested by some studies, given a sizeable DPE fraction. A precise measurement of $\eta$ for the R11410 model is desirable to understand precisely the response to xenon scintillation light and other short-wavelength measurements.
5.2. ETEL D730/9829QB

The measurement of a non-zero DPE fraction in the ETEL D730/9829QB model used in ZEPLIN-III deserves some comment. This is, to our knowledge, the only model studied for this effect which was not manufactured by Hamamatsu. Two distributions are presented in Figure 2 of Ref. [36] for the (VUV) electroluminescence response caused by single electrons emitted from the liquid, obtained in ZEPLIN-III using these PMTs—including the actual unit tested in this work. The mean of the distribution reported using photon counting is 11% smaller than that obtained by pulse area integration normalised to the single photoelectron response calibrated from thermionic dark counts in the same dataset. This discrepancy is generally consistent with the DPE effect of (9.1 ± 0.1)% measured for the ETEL PMT. The effect is, in any case, noticeably smaller than that in the R11410 PMTs. We note that Hamamatsu employs a more recent bialkali photocathode technology optimised for low temperature operation [2], which is likely to differ in several respects (composition, thickness, and crystalline properties) from the bialkali employed by ETEL.

Clearly, different bialkali photocathode technologies impact the measurable DPE fraction. Another example is provided by the Hamamatsu R8778 PMTs used in the LUX experiment. LUX reports an ∼18% DPE fraction for an average $QE_{DC}^{P}$ ≈ 33% [18 37]. For these QE values, similar to those of our sample, the R11410 photocathode exhibits a higher DPE (Figure 8 right).

In ZEPLIN-III the calibration of the single photoelectron response relied on the method described in Ref. [14], which is unaffected by the DPE effect. This starts with the calculation of the mean number of detected photons from the frequency of zero response for small signals, leading to a linear plot for $\mu_1$ versus mean pulse area. In the presence of double emission with constant probability $f_{DPE}$, the mean area obtained in response to single VUV photons is thus $\mu_1(1 + f_{DPE})$, which confirms that this effect was correctly accounted for in the various ZEPLIN-III analyses in terms of mean response—if not in signal variance.

6. Conclusions

We have calibrated 35 R11410-22 photomultiplier tubes for the LZ experiment under VUV illumination provided by a xenon scintillation cell at room temperature and at −97.4°C. We have measured the double photoelectron emission fraction at both room and low temperature and found them to correlate linearly with the $QE_{DC}$ parameter measured by the manufacturer. The DPE effect has been studied as a function of temperature for the first time. The average DPE fractions were found to be (20.2 ± 2.0)% and (22.6 ± 2.0)% warm and cold, respectively (uncertainties correspond to the sample standard deviation). The average $QE^{sc}$ of this sample was 32.4%. We estimated an average improvement $\Delta QE^{sc} = (17.9 ± 5.2)%$ upon cooling, with a weak correlation with the room temperature value. We have estimated the response to the VUV xenon scintillation light and found $QE^{P}$ to be on average (26.5 ± 2.2)% (warm) and (30.9 ± 2.5)% (cold)—the latter is the relevant parameter needed for liquid xenon photon counting experiments such as LZ.

Thus, the presence of double photoelectron emission at VUV wavelengths—and the suggested increase in first


dynode collection efficiency—should be taken into account in the analysis of data from liquid and gaseous xenon detectors. It is also worth pointing out that these factors may have affected, to a small extent, various historical measurements of the optical properties of materials and devices at very short wavelengths.
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