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Abstract

We prove an abstract Fubini-type theorem in the context of monoidal and enriched category theory, and as a corollary we establish a Fubini theorem for integrals on arbitrary convergence spaces that generalizes (and entails) the classical Fubini theorem for Radon measures on compact Hausdorff spaces. Given a symmetric monoidal closed adjunction satisfying certain hypotheses, we show that an associated monad of natural distributions \( \mathbb{D} \) is commutative. Applying this result to the monoidal adjunction between convergence spaces and convergence vector spaces, the commutativity of \( \mathbb{D} \) amounts to a Fubini theorem for continuous linear functionals on the space of scalar functions on an arbitrary convergence space.

1 Introduction

The aim of this paper is to establish a vast generalization of the classical Fubini theorem of Bourbaki for Radon measures on compact Hausdorff spaces ([2], Ch. III, §5, proved also by Edwards [9]). We prove a Fubini-type theorem that applies to a much wider class of spaces, including not only all topological spaces but also arbitrary convergence spaces (see [1]). Further, we reason in an abstract context of monoidal and enriched category theory, thus proving an abstract result on symmetric monoidal adjunctions and commutative monads that is applicable, in particular, to the axiomatic or synthetic study of functional analysis in a closed category initiated by Lawvere [21, 22] and Kock [19]. Bourbaki's Fubini theorem for compact spaces is obtained as a corollary and so is proved by entirely new means.

By the Riesz representation theorem (which exemplifies the Riesz paradigm of Lawvere [23]), there is a bijective correspondence between \( R \)-valued Radon measures (for \( R = \mathbb{R} \) or \( \mathbb{C} \)) on a compact Hausdorff space \( X \) and continuous linear functionals \( [X, R] \to R \) on the Banach space \( [X, R] \) of continuous \( R \)-valued functions. Working with such functionals \( \mu : [X, R] \to R \) rather than their associated measures, we employ the notation \( \int f(x) \, d\mu \) or \( \int f \, d\mu \) for the value \( \mu(f) \) of \( \mu \) at \( f \in [X, R] \). Thus the classical Fubini theorem of Bourbaki [2], when restricted from locally compact to compact Hausdorff spaces \( X, Y \), may be stated as follows:
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1.1. Given continuous linear functionals \( \mu : [X, R] \to R \) and \( \nu : [Y, R] \to R \), there is a unique continuous linear functional \( \mu \otimes \nu : [X \times Y, R] \to R \) such that
\[
\int_y \int_x f(x, y) \, d\mu d\nu = \int f \, d(\mu \otimes \nu) = \int_x \int_y f(x, y) \, d\nu d\mu
\]
for all continuous functions \( f : X \times Y \to R \). In particular, each integrand is a continuous function.

This theorem has a natural interpretation in the language of cartesian closed categories. In particular, let us embed the category of topological spaces \( \text{Top} \) into the cartesian closed category \( \mathcal{C} = \text{Conv} \) of convergence spaces and continuous maps, so that we have for all objects \( X, Z \) of \( \mathcal{C} \) an exponential or function space \([X, Z]\). In the case that \( X \) is a compact Hausdorff space and \( Z = R \), the function space \([X, R]\) coincides with the classical space \([X, R]\) considered above, and we can rewrite the Fubini equation (1.1.1) in the notation of lambda calculus as
\[
\nu(\lambda y.\mu(\lambda x.f(x, y))) = (\mu \otimes \nu)(f) = \mu(\lambda x.\nu(\lambda y.f(x, y))).
\]
(1.1.2)

From this perspective, the continuity of the integrands in 1.1 is automatic, as is the uniqueness of \( \mu \otimes \nu \), and we have two natural candidates for \( \mu \otimes \nu \), given by the leftmost and rightmost expressions in (1.1.2), so that the Fubini theorem may be distilled to the statement that these are equal.

We prove the following:

**Theorem 1.2.** The Fubini theorem of 1.1 holds for arbitrary convergence spaces \( X \) and \( Y \), when \([X, R]\) and \([Y, R]\) are interpreted as the associated function spaces in the category of convergence spaces.

This theorem is obtained as a corollary to an abstract result concerning an arbitrary symmetric monoidal adjunction
\[
\mathcal{K} \xRightarrow{G} \mathcal{C} \xleftarrow{F} \mathcal{L}
\]
where \( \mathcal{K} \) and \( \mathcal{L} \) are symmetric monoidal closed categories. We let \( R \) denote the unit object of \( \mathcal{L} \). In our key example, where \( \mathcal{K} = \text{Conv} \), we take \( \mathcal{L} = \text{R-Vect}(\mathcal{K}) \) to be the category of \( R \)-vector-space objects in \( \mathcal{K} \) (or convergence vector spaces) and let \( G \) be the forgetful functor. Quite generally, the symmetric monoidal adjunction (1.2.1) automatically acquires the structure of an \( \mathcal{K} \)-enriched adjunction, with \( \mathcal{L} \) a cotensored \( \mathcal{K} \)-category. In our example, the function spaces \([X, R]\) serve as cotensors of \( R \) in this \( \mathcal{K} \)-enriched category. In the general setting, the cotensors \([X, R]\) in \( \mathcal{L} \) give rise to an \( \mathcal{K} \)-enriched monad \( D \) on \( \mathcal{K} \) whose underlying \( \mathcal{K} \)-enriched functor \( D : \mathcal{K} \to \mathcal{K} \) is given by \( DX = \mathcal{L}([X, R], R) \). In our example, \( DX \) is the canonical space of continuous linear functionals \( \mu : [X, R] \to R \). Referring to the elements of \( DX \) as natural distributions, we call \( D \) the natural distribution monad.

Kock has considered the monad \( D \), in a slightly different setting, under the name of the Schwartz double-dualization monad [19, 20]. Kock [20] has claimed that for
an arbitrary $\mathcal{X}$-monad $T$ on a cartesian closed category $\mathcal{X}$, the statement that $T$ is commutative \cite{17} is a form of Fubini’s Theorem. In the earlier paper \cite{19}, Kock had made this connection more explicit in the case of the Schwartz double-dualization monad on a ringed topos, with reference to the terms appearing in the Fubini equations \cite{1.1.1}, \cite{1.1.2}. We thus reduce our task of proving our Fubini theorem for convergence spaces \cite{1.2} to the problem of proving that the monad $D$ on $\text{Conv}$ is commutative.

However, inherent in Kock’s investigations was the general conclusion (for general $\mathcal{X}$) that $D$ “is not commutative” \cite{20}, pg. 97, whereas we show that the monad $D$ on $\mathcal{X} = \text{Conv}$ is commutative, by means of the following result in our general setting:

**Theorem 1.3.** Suppose given a symmetric monoidal adjunction as in \cite{1.2.1}, with $\mathcal{L}$ locally small and finitely well-complete. Suppose also that each cotensor $[X,R]$ in the $\mathcal{X}$-category $\mathcal{L}$ is reflexive. Then $D$ is commutative.

Here, the notion of finite well-completeness is a mild requirement of the existence of certain (inverse) limits in $\mathcal{L}$. The condition of reflexivity of an object $E$ of $\mathcal{L}$ is the natural one afforded by the symmetric monoidal closed structure on $\mathcal{L}$, namely that the canonical morphism $E \to E^{**}$ into the double dual $E^{**} = \mathcal{L}(\mathcal{L}(E,R),R)$ is an isomorphism, where $\mathcal{L}(-,-)$ here denotes the ‘internal-hom’ functor of $\mathcal{L}$. In our example, $E^* = \mathcal{L}(E,R)$ is called the continuous dual of the convergence vector space $E$, and indeed it was shown by Butzmann \cite{3} that the convergence vector spaces $[X,R]$ are reflexive in the given sense, so that the needed commutativity of $D$ in this context is obtained.

The proof of Theorem 1.3 is quite technical and yet relatively simple in its overall form, and so we now give an informal sketch. The first key observation is that since $[X,R] \cong \mathcal{L}(FX,R) = (FX)^*$, we have that $[X,R]^* \cong (FX)^{**}$. In our example, this means that the convergence vector space of natural distributions $[X,R]^*$ is isomorphic to the double dual of the free convergence vector space $FX$ on $X$. In the general setting, the double dualization endofunctor $H = (-)^{**}$ on $\mathcal{L}$ underlies an $\mathcal{L}$-enriched monad $\mathbb{H}$ on $\mathcal{L}$, and we find that, up to isomorphism, $D$ is induced by the composite $\mathcal{X}$-enriched adjunction

$$
\begin{array}{c}
\mathcal{X} & \overset{G}{\longrightarrow} & \mathcal{L} \overset{\mathbb{H}}{\longrightarrow} \mathcal{L}^R,
\end{array}
$$

in which the rightmost adjunction is the Eilenberg-Moore adjunction for the double-dualization monad $\mathbb{H}$.

Kock \cite{18} showed that, up to a bijection, commutative $\mathcal{X}$-enriched monads are the same as symmetric monoidal monads. But the leftmost adjunction $F \dashv G$ in (1.3.1) is symmetric monoidal, so our strategy is to replace the rightmost adjunction by one that is symmetric monoidal — without affecting the $\mathcal{X}$-enriched monad $D$ induced by the composite.

To this end, we apply the work of Day \cite{7} in order to factorize the $\mathcal{L}$-enriched Eilenberg-Moore adjunction $F^\mathbb{H} \dashv G^\mathbb{H}$ as a composite consisting of an $\mathcal{L}$-enriched reflection

$$
\mathcal{L} \overset{\tau}{\longrightarrow} \mathcal{L}
$$

(1.3.2)
followed by a conservative left adjoint. We call the objects of the reflective subcategory \( \mathcal{L} \) the *(functionally) complete* objects of \( \mathcal{L} \), and we call the induced idempotent monad \( \tilde{H} \) on \( \mathcal{L} \) the *(functional) completion monad*. Since \( \mathcal{L} \) is an \( \mathcal{L} \)-enriched reflective subcategory of \( \mathcal{L} \), \( \mathcal{L} \) is closed under cotensors in \( \mathcal{L} \), and so it follows from Day’s work on closed reflections [6] that \( \mathcal{L} \) is symmetric monoidal closed and that the adjunction \((1.3.2)\) is symmetric monoidal. Replacing the rightmost adjunction in the composite \((1.3.1)\) by this reflection, we thus obtain a composite \( \mathcal{X} \)-enriched adjunction

\[
\begin{array}{ccc}
\mathcal{X} & \xleftarrow{T} & \mathcal{L} \\
\downarrow{G} & & \downarrow{\mathcal{F}} \downarrow{\mathcal{G}} \\
\mathcal{L} & \xleftarrow{T} & \mathcal{L}
\end{array}
\]

whose factors’ underlying ordinary adjunctions are symmetric monoidal.

Now the key step is to show that the \( \mathcal{X} \)-monad induced by this composite \((1.3.3)\) is isomorphic to \( \mathcal{D} \). At the level of objects, this amounts to the statement that the space of natural distributions \([X,R]^* \cong (FX)^*\) is isomorphic to the completion \( \tilde{H}FX \) of the ‘free span’ \( FX \) of \( X \). It is at this stage that we make use of the hypothesis that the cotensors \([X,R]\) are reflexive.

Finally, we would like to reason that \( \mathcal{D} \) is induced (up to isomorphism) by the composite symmetric monoidal adjunction \((1.3.3)\) and so is a symmetric monoidal monad and therefore a commutative monad. In the interest of rigour, however, we must (in effect) verify that the resulting commutative \( \mathcal{X} \)-enriched structure on (the ordinary monad underlying) \( \mathcal{D} \) coincides with the given \( \mathcal{X} \)-enriched structure carried by \( \mathcal{D} \).

This paper is organized into two parts: Whereas Part II provides complete proofs of Theorems 1.2 and 1.3 along the above lines, Part I develops several topics in enriched and monoidal category theory that are needed for Part II but are of general applicability. In particular, in 3 and 4 we study the enriched structure canonically associated to an arbitrary symmetric monoidal adjunction of closed categories \((1.2.1)\): its relation to change-of-base for enriched categories, its properties with regard to composition of adjunctions, and, in 5 its relation to Kock’s bijection [18] between symmetric monoidal monads and commutative enriched monads. In 6 we recall a result of Day [6] on symmetric monoidal closed reflections and study its relation to the canonical enriched structure of 4. In 7 we study enriched notions of orthogonality, of factorization system, and of finite well-completeness in the sense of 4, showing that enriched finite well-completeness reduces to ordinary in the case of the base category \( \mathcal{V} \). This is followed in 8 by a treatment of enriched adjoint functor factorization that builds upon the work of Day [7]. Whereas Day’s explicit aim in [7] was to provide an approach for proving an enriched analogue of a factorization result of Applegate and Tierney, such a result is neither precisely stated nor proved there. Rather, Day proves key lemmas that allow a proof of such a result. We fill this gap by giving a statement and proof of the resulting adjoint factorization theorem (8.4).
2 Notation and 2-categorical preliminaries

Ordinary categories and functors, as well as monoidal such, are denoted by script letters and uppercase letters, respectively (e.g. $\mathcal{A}$, $F$), whereas $\mathcal{V}$-categories and $\mathcal{V}$-functors (for a monoidal category $\mathcal{V}$) are denoted by bold letters (e.g. $\mathbf{A}$, $\mathbf{F}$, respectively), with the underlying ordinary category or functor denoted by the corresponding non-bold letter.

Given a symmetric monoidal closed category $\mathcal{V}$, we denote by $\mathcal{V}$ the canonically associated $\mathcal{V}$-category whose underlying ordinary category is $\mathcal{V}$; in particular, the internal homs in $\mathcal{V}$ will therefore be denoted by $\mathcal{V}(V_1, V_2)$, whereas we reserve the square-bracket notation $[-,-]$ of $\mathcal{V}$ for cotensors in a general $\mathcal{V}$-category. The canonical ‘evaluation’ morphisms $V_1 \otimes \mathcal{V}(V_1, V_2) \to V_2$ are denoted by $\text{Ev}_{V_1 V_2}$, or simply $\text{Ev}$. We sometimes omit subscripts and names of morphisms when they are clear from the context.

We shall require the following basic results in the 2-categorical context:

**Proposition 2.1.** Let $f \eta | g : B \to A$ be an adjunction in a 2-category $\mathcal{K}$. Then there is an associated monoidal functor $[f, g] : \mathcal{K}(f, g) : \mathcal{K}(B, B) \to \mathcal{K}(A, A)$ with the following property: For any adjunction $f' \eta' | g' : C \to B$ with induced monad $\mathbb{T}$ on $B$, the monad $[f, g](\mathbb{T})$ on $A$ is equal to the monad induced by the composite adjunction

$$
A \xleftarrow{\eta \cap \epsilon} B \xleftarrow{\eta' \cap \epsilon'} C.
$$

**Proof.** The monoidal structure on the functor $[f, g]$ consists of the morphisms $ghehf : ghfgkf \to ghkf$ in $\mathcal{K}(A, A)$ (for all objects $h$, $k$ in $\mathcal{K}(B, B)$) and the morphism $\eta : 1_A \to g f$ in $\mathcal{K}(A, A)$. The verification is straightforward.

**2.2.** Given objects $A$, $B$ in a 2-category $\mathcal{K}$, there is a category $\text{Adj}_{\mathcal{K}}(A, B)$ whose objects are adjunctions $f \eta | g : B \to A$ in $\mathcal{K}$ and whose morphisms $(\phi, \psi) : (f \eta | g) \to (f' \eta' | g')$ consist of 2-cells $\phi : f \to f'$ and $\psi : g \to g'$ such that $(\psi \circ \phi) \cdot \eta = \eta'$ and $\epsilon' \cdot (\phi \circ \psi) = \epsilon$.

There is a category $\text{Mnd}_{\mathcal{K}}(A)$ whose objects are monads on $A$ and whose morphisms $\theta : (t, \eta, \mu) \to (t', \eta', \mu')$ consist of a 2-cell $\theta : t \to t'$ such that $\theta \cdot \eta = \eta'$ and $\mu' \cdot (\theta \circ \theta) = \theta \cdot \mu$. The identity monad $1_A$ is an initial object in $\text{Mnd}_{\mathcal{K}}(A)$, since for each monad $\mathbb{T} = (t, \eta, \mu)$ on $A$, the 2-cell $\eta$ is the unique monad morphism $\eta : 1_A \to \mathbb{T}$.

There is a functor $\text{Adj}_{\mathcal{K}}(A, B) \to \text{Mnd}_{\mathcal{K}}(A)$ sending an adjunction to its induced monad and a morphism $(\phi, \psi) : (f \eta | g) \to (f' \eta' | g')$ to the morphism $\psi \circ \phi : \mathbb{T} \to \mathbb{T'}$ between the induced monads. Hence, in particular, isomorphic adjunctions induce isomorphic monads.

**Proposition 2.3.** Let $f \eta | g$ and $f' \eta' | g$ be adjunctions, having the same right adjoint $g : B \to A$, in a 2-category $\mathcal{K}$. Then these adjunctions are isomorphic and hence induce isomorphic monads on $A$. 
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Proof. The 2-cell \( \phi := \epsilon f' \cdot f \eta' : f \to f' \) has inverse \( \epsilon' f \cdot f \eta \) ([13]), and one checks that \((\phi, 1_g)\) serves as the needed isomorphism of adjunctions.

\[\text{Proof.}\]

\[\text{Proposition 2.4.}\]

Let \( A \xleftarrow{\eta} B \xrightarrow{f} C \) be an adjunction, with induced monad \( T'' \), in a 2-category \( \mathcal{K} \). Let \( A \xleftarrow{\eta} B \xrightarrow{f} C \) be adjunctions with \( gg' = g'' \), and let \( T \) and \( T' \) be the respective induced monads. Then there is an associated monad morphism \( i : T \to T'' \).

Proof. Let \( f_\epsilon g_\eta' \) be the composite adjunction, and let \( T_\epsilon \) be its induced monad. By \[2.1\] we have that \( T_\epsilon = [f, g](T') \), whereas \( T = [f, g](1_A) \). By applying \([f, g]\) to the monad morphism \( g_\eta f = [f, g](\eta') : T = [f, g](1_A) \to [f, g](T') = T_\epsilon \).

Also, by \[2.3\] there is an isomorphism of monads \( \xi : T_\epsilon \to T'' \), and we obtain a composite morphism of monads

\[ i := (T \xrightarrow{g_\eta f} T_\epsilon \xrightarrow{\xi} T'') \tag{2.4.1} \]

\[\Box\]

3 Enriched functors arising from monoidal functors

\[\text{3.1.}\]

Cruttwell [5] defines a 2-functor \((-)_* : \mathcal{MCA}\rightarrow \mathcal{CAT} \), from the 2-category of monoidal categories to the 2-category of 2-categories, sending each monoidal functor \( M : \mathcal{V}\rightarrow \mathcal{W} \) to the change-of-base functor \( M_* : \mathcal{V}-\mathcal{CAT} \rightarrow \mathcal{W}-\mathcal{CAT} \). For a \( \mathcal{V} \)-category \( \mathcal{A} \), the \( \mathcal{W} \)-category \( M_* \mathcal{A} \) has objects those of \( \mathcal{A} \) and homs given by

\[(M_* \mathcal{A})(A_1, A_2) = M\mathcal{A}(A_1, A_2) \quad (A_1, A_2 \in \mathcal{A}).\]

Given a symmetric monoidal functor \( M : \mathcal{V}\rightarrow \mathcal{W} \) between closed symmetric monoidal categories, we also obtain a canonical \( \mathcal{W} \)-functor \( M_* : M_* \mathcal{V} \rightarrow \mathcal{W} \), given on objects just as \( M \), and with each

\[ M_{V_1V_2} : (M_* \mathcal{V})(V_1, V_2) = M\mathcal{V}(V_1, V_2) \rightarrow \mathcal{W}(MV_1, MV_2) \quad (V_1, V_2 \in \mathcal{V}) \]

gotten as the transpose of the composite

\[ MV_1 \otimes M\mathcal{V}(V_1, V_2) \rightarrow M(V_1 \otimes \mathcal{V}(V_1, V_2)) \xrightarrow{M(EV)} MV_2.\]

\[\text{3.2.}\]

Let \( \mathcal{SMCA} \) be the 2-category of symmetric monoidal categories, and let \( \mathcal{CSCMA} \) be the full sub-2-category of \( \mathcal{SMCA} \) of with objects all closed symmetric monoidal categories. Letting \( \mathcal{CICAT} \) be the 2-category of closed categories [11], there is a 2-functor \( c : \mathcal{SMCA} \rightarrow \mathcal{CICAT} \), sending a symmetric monoidal functor \( M : \mathcal{V}\rightarrow \mathcal{W} \) (with \( \mathcal{V} \)
and $\mathcal{W}$ closed symmetric monoidal categories) to the closed functor $cM : \mathcal{V} \to \mathcal{W}$ with the same underlying ordinary functor $M$ and the same unit morphism $I_\mathcal{W} \to MI_\mathcal{V}$, but with each structure morphism $M(V_1, V_2) \to \mathcal{W}(MV_1, MV_2)$ equal to the morphism $\ast_M(V_1, V_2)$ associated to the $\mathcal{W}$-functor $\ast_M : M_\ast \to \mathcal{W}$ of 3.1.

**Proposition 3.3.** Let $M : \mathcal{V} \to \mathcal{W}$, $N : \mathcal{V} \to \mathcal{W}$ be symmetric monoidal functors between closed symmetric monoidal categories. Then the $\mathcal{W}$-functor $\ast_{(NM)} : ((NM)_\ast) \to \mathcal{W}$ is equal to the composite

$$(NM)_\ast : (NM)_\ast \to \mathcal{W}.$$ 

**Proof.** Both $\mathcal{W}$-functors are given on objects just as $NM$. Letting $C$ be the given composite $\mathcal{W}$-functor, the structure morphisms $C(U_1, U_2)$ of $C$ (where $U_1, U_2$ are objects of $N_\ast M_\ast$, equivalently, of $\mathcal{V}$) are the composites

$$NM_\ast(U_1, U_2) \xrightarrow{N(MU_1, MU_2)} \mathcal{W}(NMU_1, NMU_2),$$

but by 3.2, we have that $\hat{M}_{U_1, U_2}$ and $\hat{N}_{MU_1, MU_2}$ are equally the structure morphisms of the closed functors $cM$ and $cN$, respectively, and so $C(U_1, U_2)$ is the structure morphism of the composite $(cN)(cM)$ of these closed functors. Since $(cN)(cM) = c(NM)$, $C(U_1, U_2)$ is therefore equally the structure morphism of the closed functor $c(NM)$ associated to $NM$, which by 3.2 is equal to

$$(NM)_\ast(U_1, U_2) : ((NM)_\ast) \to \mathcal{W}(NMU_1, NMU_2),$$

the structure morphism of the $\mathcal{W}$-functor $(NM)_\ast$. \qed

### 4 Enrichment of a symmetric monoidal closed adjunction

**4.1.** Let

$$\mathcal{X} \xleftarrow{\eta} \mathcal{Y} \xrightarrow{\epsilon} \mathcal{L}$$

be a symmetric monoidal adjunction, where $\mathcal{X}$ and $\mathcal{L}$ are closed symmetric monoidal categories. By applying $(-)_\ast$ (3.1) to this monoidal adjunction, we obtain an adjunction

$$\mathcal{X}_{-}\text{-CAT} \xleftarrow{\eta_\ast} \mathcal{L}_{-}\text{-CAT} \xrightarrow{\epsilon_\ast} \mathcal{L}_{-}\text{-CAT}$$

in $\text{Cat}$. We have an $\mathcal{X}$-functor $\hat{G} : G_\ast \mathcal{L} \to \mathcal{X}$ and an $\mathcal{L}$-functor $\hat{F} : F_\ast \mathcal{X} \to \mathcal{L}$ (3.1), and we obtain an $\mathcal{X}$-functor $\hat{F} : \mathcal{X} \to G_\ast \mathcal{L}$ as the the transpose of $\hat{F}$ under the preceding adjunction.


The following well-known results have the status of ‘folklore’; see, e.g., §4, Prop. 1 of [10] and, for a sketch of a proof, Theorem 3.7.10 of [27].

**Proposition 4.2.** Let $F \xRightarrow{\eta} G : \mathcal{L} \to \mathcal{X}$ be a symmetric monoidal adjunction between closed symmetric monoidal categories (as in [4.1]).

1. There is an $\mathcal{X}$-adjunction

$$\begin{array}{ccc} \mathcal{X} & \xleftarrow{\hat{\eta}} & \mathcal{G} \\ \downarrow \varepsilon & & \downarrow G \end{array}$$

whose underlying ordinary adjunction may be identified with $F \xRightarrow{\eta} G$.

2. The $\mathcal{X}$-category $G_*\mathcal{L}$ is cotensored. For all $X \in \mathcal{X}$ and $E \in \mathcal{L}$, a cotensor $[X,E]$ in $G_*\mathcal{L}$ may be gotten as the internal hom $\mathcal{L}(FX,E)$ in $\mathcal{L}$.

**4.3.** Further to 4.2, one may obtain the needed ‘hom-cotensor’ $\mathcal{X}$-adjunction

$$\begin{array}{ccc} \mathcal{X} & \xleftarrow{\hat{\eta}} & \mathcal{G}_*\mathcal{L} \\ \downarrow \varepsilon & & \downarrow G \end{array}$$

as exactly the following composite $\mathcal{X}$-adjunction

$$\begin{array}{ccc} \mathcal{X} & \xleftarrow{\hat{\eta}} & \mathcal{G}_*\mathcal{L} \\ \downarrow \varepsilon & & \downarrow G \end{array}$$

in which the rightmost adjunction is gotten by applying $G_* : \mathcal{L}\text{-CAT} \to \mathcal{X}\text{-CAT}$ to the $\mathcal{L}$-adjunction

$$\begin{array}{ccc} \mathcal{L} & \xleftarrow{\hat{\eta}} & \mathcal{G}_*\mathcal{L} \\ \downarrow \varepsilon & & \downarrow G \end{array}$$

**Example 4.4.** Our principal example of a situation as in 4.2 is provided by 9.2, where $\mathcal{X}$ and $\mathcal{L}$ are the categories of convergence spaces and convergence vector spaces, respectively.

**Proposition 4.5.** Let $\mathcal{W} \xleftarrow{T} \mathcal{V}$ and $\mathcal{V} \xleftarrow{R} \mathcal{U}$ be symmetric monoidal adjunctions between symmetric monoidal closed categories. Then the $\mathcal{W}$-adjunction

$$\begin{array}{ccc} \mathcal{W} & \xleftarrow{(GR)} & \mathcal{U} \\ \downarrow (LF) & & \downarrow (GR) \end{array}$$

associated to the composite symmetric monoidal adjunction $LF \dashv GR$ is isomorphic to the composite $\mathcal{W}$-adjunction

$$\begin{array}{ccc} \mathcal{W} & \xleftarrow{\hat{\eta}} & \mathcal{G}_*\mathcal{V} \xleftarrow{T} \mathcal{G}_*\mathcal{R}\mathcal{U} \\ \downarrow \varepsilon & & \downarrow \varepsilon \end{array}$$

**Proof.** By 3.3, we deduce that the right adjoints of these $\mathcal{W}$-adjunctions are equal, and the result follows by 2.3. \qed
5 Commutative monads and symmetric monoidal closed adjunctions

Let $\mathcal{X} = (\mathcal{X}, \otimes, I)$ be a closed symmetric monoidal category.

**Definition 5.1.** (Kock [17]) Let $\mathbb{T} = (T, \delta, \kappa)$ be an $\mathcal{X}$-monad on $\mathcal{X}$.

1. For objects $X, Y$ in $\mathcal{X}$, we define morphisms $t'_{XY} : TX \boxtimes Y \to T(X \boxtimes Y)$, $t''_{XY} : X \boxtimes TY \to T(X \boxtimes Y)$ as the transposes of the following composite morphisms

   $Y \to \mathcal{X}(X, X \boxtimes Y) \xrightarrow{T} \mathcal{X}(TX, T(X \boxtimes Y))$, \quad $X \to \mathcal{X}(Y, X \boxtimes Y) \xrightarrow{T} \mathcal{X}(TY, T(X \boxtimes Y))$.

2. We define morphisms $\otimes_{XY}, \check{\otimes}_{XY}$ as the following composites:

   $\otimes_{XY} := (TX \boxtimes TY \xrightarrow{t''_{XY}} T(X \boxtimes Y) \xrightarrow{T} T(X \boxtimes Y))$, \quad $\check{\otimes}_{XY} := (TX \boxtimes TY \xrightarrow{t'_{XY}} T(X \boxtimes TY) \xrightarrow{T} T(X \boxtimes Y))$.

3. $\mathbb{T}$ is commutative if $\otimes_{XY} = \check{\otimes}_{XY}$ for all objects $X, Y$ in $\mathcal{X}$.

**Remark 5.2.** Not surprisingly, the property of commutativity is invariant under isomorphism of $\mathcal{X}$-monads (2.2), as one readily checks.

**Theorem 5.3.** (Kock [18]) Let $\mathbb{T} = (T, \eta, \mu)$ be an ordinary monad on $\mathcal{X}$. Then there is a bijection between the following kinds of structure on $\mathbb{T}$:

1. $\mathcal{X}$-enrichments of $T$ making $T$ a commutative $\mathcal{X}$-monad on $\mathcal{X}$;
2. monoidal structures on $T$ making $T$ a symmetric monoidal monad.

In particular, if $\mathbb{T}$ is equipped with the structure of a symmetric monoidal monad, then the associated $\mathcal{X}$-enrichment of $T$ consists of the structure morphisms

$\mathcal{X}(X, Y) \to \mathcal{X}(TX, TY)$

gotenn as the transposes of the following composites:

$TX \boxtimes \mathcal{X}(X, Y) \xrightarrow{1 \boxtimes \eta} TX \boxtimes T \mathcal{X}(X, Y) \to T(X \boxtimes \mathcal{X}(X, Y)) \xrightarrow{T(\text{Ev})} TY$. \quad (5.3.1)

**Definition 5.4.** Given a symmetric monoidal monad $\mathbb{T} = (T, \eta, \mu)$ on $\mathcal{X}$, let $\mathbb{T}^c = (T^c, \eta, \mu)$ denote the associated commutative $\mathcal{X}$-monad on $\mathcal{X}$ (5.3).

**Proposition 5.5.** Given a symmetric monoidal monad $\mathbb{T} = (T, \eta, \mu)$ on $\mathcal{X}$, the associated $\mathcal{X}$-functor $T^c : \mathcal{X} \to \mathcal{X}$ is the composite

$\mathcal{X} \xrightarrow{(\eta_*)} T_\ast \mathcal{X} \xrightarrow{T} \mathcal{X}$,

where $\eta_* : 1_{\mathcal{X} \text{-CAT}} \to (1_{\mathcal{X}})_\ast \to T_\ast$ is gotten by applying $(-)_\ast$ (3.1) to the symmetric monoidal transformation $\eta$. 
Proof. $(\eta_*)_\mathcal{X}$ is identity-on-objects, and $\hat{T}$ acts as $T$ on objects, so both $T^c$ and the indicated composite are given as $T$ on objects. For all $X, Y \in \mathcal{P}$ the associated structure morphism of the composite $\mathcal{X}$-functor $\hat{T} \circ (\eta_*)_\mathcal{X}$ is the composite

$$\mathcal{P}(X, Y) \xrightarrow{\eta} T\mathcal{P}(X, Y) \xrightarrow{\hat{T}_{XY}} \mathcal{P}(TX, TY),$$

whose transpose $TX \boxtimes \mathcal{P}(X, Y) \to TY$ is (by the definition of $\hat{T}$, 3.1) exactly the composite (5.3.1) employed in defining $T^c$. \hfill \Box

Proposition 5.6. Let $\mathcal{X} \xleftarrow{\eta \vee \varepsilon} \mathcal{W}$ be a symmetric monoidal adjunction with $\mathcal{W}$ symmetric monoidal closed, and let $\mathcal{T}$ be the induced symmetric monoidal monad on $\mathcal{X}$. Then the associated commutative $\mathcal{X}$-monad $T^c$ on $\mathcal{X}$ coincides with the $\mathcal{X}$-monad $T'$ induced by the $\mathcal{X}$-adjunction $\mathcal{X} \xleftarrow{\eta \vee \varepsilon} \mathcal{W}$ gotten via 4.2. In particular, $T'$ is commutative.

Proof. Letting $\mathcal{T} = (T, \eta, \mu)$, we have that $\mathcal{T}^c = (T^c, \eta, \mu)$. By 4.2, the underlying ordinary adjunction of $\hat{F} \circ \eta \vee \varepsilon \circ \hat{G}$ is $F \eta \vee \varepsilon \circ G$, so the underlying ordinary monad of $\mathcal{T}'$ is equal to that of $\mathcal{T}$; hence $\mathcal{T}' = (\mathcal{T'}, \eta, \mu)$, where $\mathcal{T'} = \hat{G}\hat{F}$. Further, $\mathcal{T}' = \mathcal{T}^c$, since the following diagram commutes

\[
\begin{array}{ccc}
\mathcal{X} & \xrightarrow{T^c} & \mathcal{X} \\
\downarrow{(\eta_*)_{\mathcal{X}}} & & \downarrow{(\eta_*)_{\mathcal{X}}} \\
\mathcal{X} & \xrightarrow{(\hat{G} \hat{F})} & \mathcal{X}
\end{array}
\]

by 5.5, 3.3 and the definition of $\hat{F}$ (4.1). \hfill \Box

6 Symmetric monoidal closed reflections

Theorem 6.1. (Day [6]) Let $\mathcal{B}$ be a symmetric monoidal closed category, let $\mathcal{C}$ be a full, replete reflective subcategory of $\mathcal{B}$, with associated adjunction $K \xleftarrow{\rho} J : \mathcal{C} \hookrightarrow \mathcal{B}$, and suppose that

$$\forall B \in \mathcal{B}, C \in \mathcal{C} : \mathcal{B}(B, C) \in \mathcal{C}.$$ 

Then the given adjunction acquires the structure of a symmetric monoidal adjunction, with $\mathcal{C}$ a closed symmetric monoidal category.

Proof. This follows from [6], 1.2. Letting $s$ be the symmetry of $\mathcal{B}$, one checks that the property of symmetry of the monoidal functors $K, J$ defined in [6] follows immediately from the naturality of $s$ and $\rho$. \hfill \Box
Corollary 6.2. Let \( \mathcal{V} \) be a symmetric monoidal closed category, let \( K \overset{\varphi}{\to} J : \mathcal{C} \to \mathcal{V} \) be a \( \mathcal{V} \)-adjunction, where \( J \) is the inclusion of a full, replete sub-\( \mathcal{V} \)-category. Then the underlying ordinary adjunction \( K \overset{\varphi}{\to} J : \mathcal{C} \to \mathcal{V} \) acquires the structure of a symmetric monoidal adjunction, with \( \mathcal{C} \) a closed symmetric monoidal category. Further, the \( \mathcal{V} \)-monad on \( \mathcal{V} \) induced by \( K \overset{\varphi}{\to} J \) is isomorphic to the \( \mathcal{V} \)-monad induced by the \( \mathcal{V} \)-adjunction \( K \overset{\varphi}{\to} J : J_* (\mathcal{C}) \to \mathcal{V} \) (4.2).

Proof. \( \mathcal{C} \) is closed under \( \mathcal{V} \)-enriched weighted limits in \( \mathcal{V} \), so for all \( V \in \mathcal{V} \) and \( C \in \mathcal{C} \), since \( \mathcal{V}(V,C) \) is a cotensor \([V,C]\) in \( \mathcal{V} \), this object lies in \( \mathcal{C} \). Hence 6.1 applies.

Note that both \( \mathcal{V} \)-adjunctions in question have underlying ordinary adjunction \( K \overset{\varphi}{\to} J \). Since \( J \) is fully faithful, \( \sigma \) is an isomorphism. But \( \sigma \) serves as the counit of the \( \mathcal{V} \)-adjunction \( \overset{\varphi}{\to} J \), so \( \overset{\varphi}{\to} J \) is a fully faithful \( \mathcal{V} \)-functor (by, e.g., [16], 1.11). But \( \overset{\varphi}{\to} J \) has underlying ordinary functor \( J \), so \( \overset{\varphi}{\to} J \) is injective on objects and has image exactly \( \mathcal{C} \), and therefore \( \overset{\varphi}{\to} J \) factors through an isomorphism \( P \) such that

\[
\begin{array}{ccc}
J_* (\mathcal{C}) & \overset{P}{\sim} & \mathcal{C} \\
\downarrow j & & \downarrow J \\
\mathcal{V} & & \mathcal{V}
\end{array}
\]

commutes. It is now straightforward to obtain the needed isomorphism of \( \mathcal{V} \)-monads by using 2.3. \( \square \)

7 Enriched orthogonality and finite well-completeness

In Day’s paper [7] (whose results we shall employ in 8) enriched notions of orthogonality, factorization systems, and completeness are employed, and it is the purpose of this section to examine certain aspects of their relation to the corresponding ordinary notions. Let \( \mathcal{V} \) be a locally small symmetric monoidal closed category.

Definition 7.1. Let \( \mathcal{A} \) be a \( \mathcal{V} \)-category.

1. A morphism \( m : B_1 \to B_2 \) in \( \mathcal{A} \) (i.e., in \( \mathcal{A} \)) is a \( \mathcal{V} \)-mono if \( \mathcal{A}(A,m) : \mathcal{A}(A,B_1) \to \mathcal{A}(A,B_2) \) is a monomorphism in \( \mathcal{V} \) for every object \( A \) of \( \mathcal{A} \). A morphism \( e \) in \( \mathcal{A} \) is a \( \mathcal{V} \)-epi if \( f \) is a \( \mathcal{V} \)-mono in \( \mathcal{A}^{\text{op}} \).

2. \( \text{Mono}_\mathcal{V} \mathcal{A} \) and \( \text{Epi}_\mathcal{V} \mathcal{A} \) are the classes of all \( \mathcal{V} \)-monos and \( \mathcal{V} \)-epis, respectively, in \( \mathcal{A} \).

3. For morphisms \( e : A_1 \to A_2 \), \( m : B_1 \to B_2 \) in \( \mathcal{A} \) we say that \( e \) is \( \mathcal{V} \)-orthogonal to \( m \), written \( e \downarrow_\mathcal{V} m \), if the commutative square

\[
\begin{array}{ccc}
\mathcal{A}(A_2,B_1) & \overset{\mathcal{A}(A_2,m)}{\to} & \mathcal{A}(A_2,B_2) \\
\mathcal{A}(e,B_1) \downarrow & & \downarrow \mathcal{A}(e,B_2) \\
\mathcal{A}(A_1,B_1) & \overset{\mathcal{A}(A_1,m)}{\to} & \mathcal{A}(A_1,B_2)
\end{array}
\]

is a pullback in \( \mathcal{V} \).

4. Given classes \( \mathcal{E} \), \( \mathcal{M} \) of morphisms in \( \mathcal{A} \), we define

\[
\mathcal{E} \uparrow_\mathcal{V} := \{ m \in \text{mor} \mathcal{A} \mid \forall e \in \mathcal{E} : e \downarrow_\mathcal{V} m \},
\]

\[
\mathcal{M} \uparrow_\mathcal{V} := \{ e \in \text{mor} \mathcal{A} \mid \forall m \in \mathcal{E} : e \downarrow_\mathcal{V} m \}.
\]
5. A \( \mathcal{V} \)-prefactorization-system on \( \mathcal{A} \) is a pair \( (\mathcal{E}, \mathcal{M}) \) of classes of morphisms in \( \mathcal{A} \) such that \( \mathcal{E}^{\bot} = \mathcal{M} \) and \( \mathcal{M}^{\top} = \mathcal{E} \). A \( \mathcal{V} \)-factorization-system is a \( \mathcal{V} \)-prefactorization-system such that \( (\mathcal{E}, \mathcal{M}) \)-factorizations exist — i.e., every morphism in \( \mathcal{A} \) factors as a morphism in \( \mathcal{E} \) followed by a morphism in \( \mathcal{M} \). A \( \mathcal{V} \)-prefactorization system \( (\mathcal{E}, \mathcal{M}) \) is said to be \( \mathcal{V} \)-proper if \( \mathcal{E} \subseteq \operatorname{Epi}_{\mathcal{V}} \mathcal{A} \) and \( \mathcal{M} \subseteq \operatorname{Mono}_{\mathcal{V}} \mathcal{A} \).

6. The morphisms in the class \( \operatorname{StrMono}_{\mathcal{V}} \mathcal{A} := (\operatorname{Epi}_{\mathcal{V}} \mathcal{A})^{\bot} \cap \operatorname{Mono}_{\mathcal{V}} \mathcal{A} \) are called \( \mathcal{V} \)-strong-monomorphisms.

7. A \( \mathcal{V} \)-limit of an ordinary functor \( D : \mathcal{J} \to \mathcal{A} \) is a limit of \( D \) that is preserved by each ordinary functor \( \mathcal{A}(A, -) : \mathcal{A} \to \mathcal{V} \). As special cases of \( \mathcal{V} \)-limits we define \( \mathcal{V} \)-products, \( \mathcal{V} \)-pullbacks, \( \mathcal{V} \)-fiber-products, etc. \( \mathcal{V} \)-colimits are defined as \( \mathcal{V} \)-limits in \( \mathcal{A}^{\text{op}} \).

Remark 7.2. In the above definitions (7.1), one obtains the corresponding ordinary notion (for locally small categories) by taking \( \mathcal{V} := \mathbf{Set} \), and in this case we often omit the explicit indication of \( \mathcal{V} \).

\( \mathcal{V} \)-limits coincide with the conical limits of [16]. Note that \( \mathcal{V} \)-orthogonality in \( \mathcal{A} \) implies orthogonality in \( \mathcal{A} \), and every \( \mathcal{V} \)-mono (resp. \( \mathcal{V} \)-epi, \( \mathcal{V} \)-limit) in \( \mathcal{A} \) is a mono (resp. epi, limit) in \( \mathcal{A} \).

Proposition 7.3. Any ordinary mono (resp. epi, limit, colimit) in \( \mathcal{V} \) is a \( \mathcal{V} \)-mono (resp. \( \mathcal{V} \)-epi, \( \mathcal{V} \)-limit, \( \mathcal{V} \)-colimit). Hence \( \operatorname{Mono}_{\mathcal{V}} \mathcal{A} = \operatorname{Mono} \mathcal{V} \) and \( \operatorname{Epi}_{\mathcal{V}} \mathcal{A} = \operatorname{Epi} \mathcal{V} \).

Proof. Regarding limits and monos, each ordinary functor \( \mathcal{A}(V, -) : \mathcal{V} \to \mathcal{V} \) is right adjoint and hence preserves limits and monos. Regarding epis and colimits, each functor \( \mathcal{A}(V, -) \) is right adjoint (to \( \mathcal{A}(-, V) \)) and hence sends monos (resp. limits) in \( \mathcal{V}^{\text{op}} \) (i.e. epis, resp. colimits, in \( \mathcal{V} \)) to monos (resp. limits).

Proposition 7.4. Let \( \mathcal{E}, \mathcal{M} \) be classes of morphisms in a \( \mathcal{V} \)-category \( \mathcal{A} \). Suppose that (i) each of \( \mathcal{E} \) and \( \mathcal{M} \) is closed under composition and contains all isomorphisms, (ii) \( \mathcal{E} \subseteq \mathcal{M}^{\top} \), and (iii) \( (\mathcal{E}, \mathcal{M}) \)-factorizations exist. Then \( (\mathcal{E}, \mathcal{M}) \) is a \( \mathcal{V} \)-factorization system on \( \mathcal{A} \).

Proof. We have
\[ \mathcal{E} \subseteq \mathcal{M}^{\top} \subseteq \mathcal{M}^{\top}, \quad \mathcal{M} \subseteq \mathcal{E}^{\bot} \subseteq \mathcal{E}^{\bot}. \] (7.4.1)
Hence by [12] 2.2 (and 2.2.2 in particular), \( (\mathcal{E}, \mathcal{M}) \) is an ordinary factorization system on \( \mathcal{A} \), so \( \mathcal{E} = \mathcal{M}^{\top} \) and \( \mathcal{M} = \mathcal{E}^{\bot} \) and hence (by (7.4.1)) \( \mathcal{E} = \mathcal{M}^{\top} \) and \( \mathcal{M} = \mathcal{E}^{\bot} \).

Corollary 7.5. Every \( \mathcal{V} \)-factorization system \( (\mathcal{E}, \mathcal{M}) \) on \( \mathcal{A} \) is an ordinary factorization system on \( \mathcal{A} \).

Proof. Since \( \mathcal{E} \subseteq \mathcal{M}^{\top} \subseteq \mathcal{M}^{\top} \), we may invoke 7.4 with regard to the ordinary category \( \mathcal{A} \).

A statement of the following proposition appears in an entry on the collaborative web site Nlab, at [http://ncatlab.org/nlab/revision/enriched-factorization-system/2](http://ncatlab.org/nlab/revision/enriched-factorization-system/2).
Proposition 7.6. Let $\mathcal{E}$ be a class of morphisms in a $\mathcal{V}$-category $\mathcal{A}$. Suppose that $\mathcal{A}$ is tensored, and suppose that for each object $V$ in $\mathcal{V}$, $\mathcal{E}$ is stable under the application of $V \otimes (-) : \mathcal{A} \to \mathcal{A}$. Then $\mathcal{E}^{\perp \mathcal{V}} = \mathcal{E}^\perp$.

Proof. Enriched orthogonality implies ordinary, so it suffices to show that $\mathcal{E}^{\perp} \subseteq \mathcal{E}^{\perp \mathcal{V}}$. Letting $m : B_1 \to B_2$ lie in $\mathcal{E}^{\perp}$ and $e : A_1 \to A_2$ lie in $\mathcal{E}$, we must show that $e \downarrow_\mathcal{V} m$. It suffices to show that each functor $\mathcal{V}(V, -) : \mathcal{V} \to \text{Set}$ sends the square (7.1.1) to a pullback square in $\text{Set}$. Since $\mathcal{A}$ is tensored, we have in particular that

$$\mathcal{V}(V, \mathcal{A}(A, B)) \cong \mathcal{A}(V \otimes A, B)$$

naturally in $A, B \in \mathcal{A}$. The diagram of sets obtained by applying $\mathcal{V}(V, -)$ to the square (7.1.1) is therefore isomorphic to the following diagram

$$\begin{array}{ccc}
\mathcal{A}(V \otimes A_2, B_1) & \xrightarrow{\mathcal{A}(V \otimes A_2, m)} & \mathcal{A}(V \otimes A_2, B_2) \\
\downarrow & & \downarrow \\
\mathcal{A}(V \otimes A_1, B_1) & \xrightarrow{\mathcal{A}(V \otimes A_1, m)} & \mathcal{A}(V \otimes A_1, B_2)
\end{array}$$

which is a pullback in $\text{Set}$ since $V \otimes e \in \mathcal{E}$ and hence $V \otimes e \downarrow m$. □

Proposition 7.7. $\text{StrMono}_{\mathcal{V}} = \text{StrMono}_{\mathcal{V}^0}$.

Proof. Since epis in $\mathcal{V}$ are preserved by each left adjoint functor $V \otimes (-) : \mathcal{V} \to \mathcal{V}$, the class $\mathcal{E} := \text{Epi}_{\mathcal{V}}$ satisfies the hypotheses of 7.6, and we compute (also using 7.3) that

$$(\text{Epi}_{\mathcal{V}} \mathcal{V})^{\perp \mathcal{V}} = (\text{Epi}_{\mathcal{V}})^{\perp \mathcal{V}} = (\text{Epi}_{\mathcal{V}})^\perp$$

and hence $\text{StrMono}_{\mathcal{V}} \mathcal{V} = (\text{Epi}_{\mathcal{V}} \mathcal{V})^{\perp \mathcal{V}} \cap \text{Mono}_{\mathcal{V}} \mathcal{V} = (\text{Epi}_{\mathcal{V}})^\perp \cap \text{Mono} \mathcal{V} = \text{StrMono} \mathcal{V}$. □

The following notion is a $\mathcal{V}$-enriched generalization of the similarly named notion in [4]:

Definition 7.8. A $\mathcal{V}$-category $\mathcal{A}$ is $\mathcal{V}$-finitely-well-complete ($\mathcal{V}$-f.w.c.) if

1. $\mathcal{A}$ has all finite $\mathcal{V}$-limits, and
2. for every (class-indexed) family of $\mathcal{V}$-strong-monos $(M_i : A)_{i \in I}$ in $\mathcal{A}$ with common codomain, there is a $\mathcal{V}$-fiber-product $M \to A$ that is again a $\mathcal{V}$-strong-mono.

Remark 7.9. In the case that $\mathcal{V} = \text{Set}$, we say that the ordinary category $\mathcal{A}$ is finitely well-complete. Under the assumption of condition 1, we have by [4], pg. 292, that $(\text{Epi} \mathcal{A}, \text{StrMono} \mathcal{A})$ is a prefactorization system on $\mathcal{A}$, so by [12], 2.1.1, $\text{StrMono} \mathcal{A}$ is closed under fiber products in $\mathcal{A}$. Hence in this case we may replace 2. by

2'. every (class-indexed) family of strong monos in $\mathcal{A}$ has a fiber product in $\mathcal{A}$.

Proposition 7.10. Suppose $\mathcal{V}$ is finitely well-complete. Then $\mathcal{V}$ is $\mathcal{V}$-finitely-well-complete, and $(\text{Epi} \mathcal{V}, \text{StrMono} \mathcal{V}) = (\text{Epi} \mathcal{V}, \text{StrMono} \mathcal{V})$ is a $\mathcal{V}$-proper $\mathcal{V}$-factorization-system on $\mathcal{V}$. □
Proof. Since finite \( \mathcal{V} \)-limits, \( \mathcal{V} \)-fiber-products, \( \mathcal{V} \)-epis, and \( \mathcal{V} \)-strong-monomos in \( \mathcal{V} \) are the same as the corresponding ordinary notions in \( \mathcal{V} \) (by \[7.3\] and \[7.7\]), we find that \( \mathcal{V} \) is \( \mathcal{V} \)-f.w.c. and the two pairs given are equal. Also, by \[3.2\], \((\mathcal{E}, \mathcal{M}) := (\text{Epi}_{\mathcal{V}}, \text{StrMono}_{\mathcal{V}})\) is a factorization system on \( \mathcal{V} \). By the definition of \( \text{StrMono}_{\mathcal{V}} \), we have that \( \mathcal{M} \subseteq \mathcal{E} \perp \mathcal{V} \), and we thus have also that \( \mathcal{E} \subseteq \mathcal{M} \perp \mathcal{V} \). Further,
\[
\mathcal{E} \perp \mathcal{V} \subseteq \mathcal{E} \perp \mathcal{V} \subseteq \mathcal{M} \perp \mathcal{V} = \mathcal{E}
\]

since \((\mathcal{E}, \mathcal{M})\) is a prefactorization system. \(\square\)

8 Enriched adjoint functor factorization

Let \( \mathcal{V} \) be a symmetric monoidal closed category. The following is the basic lemma that enables one to factorize a \( \mathcal{V} \)-adjunction through a reflective sub-\( \mathcal{V} \)-category:

**Lemma 8.1.** Given a \( \mathcal{V} \)-adjunctions \( S \xrightarrow{\eta} T : \mathcal{C} \to \mathcal{B} \) and \( K \xleftarrow{\rho} J : \mathcal{B}' \to \mathcal{B} \), where \( J \) is the inclusion of a full sub-\( \mathcal{V} \)-category, let us suppose that the image of \( T \) lies in \( \mathcal{B}' \). Then there is a \( \mathcal{V} \)-adjunction \( S' \xrightarrow{\eta'} T' : \mathcal{C} \to \mathcal{B}' \) with \( JT' = T \), \( S' = SJ \), \( J\eta' = \eta J \), and \( \epsilon' = \epsilon \).

**Proof.** \( T' \) is just the corestriction of \( T \), the components of \( \eta' \) are just those of \( \eta \), and the triangular equations are readily verified. \(\square\)

**Definition 8.2.** 1. For a morphism \( f : A_1 \to A_2 \) in a \( \mathcal{V} \)-category \( \mathcal{A} \) and an object \( B \) in \( \mathcal{A} \), we say that \( f \) is \( \mathcal{V} \)-orthogonal to \( B \), written \( f \perp \mathcal{V} B \), if \( \mathcal{A}(f, B) : \mathcal{A}(A_2, B) \to \mathcal{A}(A_1, B) \) is an isomorphism in \( \mathcal{V} \). (If \( \mathcal{A} \) has a \( \mathcal{V} \)-terminal object \( 1 \), then it is easy to show that \( f \perp \mathcal{V} B \) iff \( f \downarrow \mathcal{V} ! B \), where \( !B : B \to 1 \).)

2. Given a class of morphisms \( \mathcal{I} \) in \( \mathcal{A} \), we let \( \mathcal{A}(\mathcal{I}) \) be the full sub-\( \mathcal{V} \)-category of \( \mathcal{A} \) determined by those objects of \( \mathcal{A} \) to which every morphism in \( \mathcal{I} \) is \( \mathcal{V} \)-orthogonal.

3. Given a functor \( S : \mathcal{C} \to \mathcal{D} \), let \( \Sigma_S \) denote the class of all morphisms in \( \mathcal{C} \) inverted by \( S \) (i.e. sent to an isomorphism in \( \mathcal{D} \)).

**Lemma 8.3.** Let \( \mathcal{A} \) be a \( \mathcal{V} \)-category and \( \mathcal{I} \) a class of morphism in \( \mathcal{A} \). Then for any morphisms \( e : A_1 \to A_2 \) in \( \mathcal{I} \) and \( m : B_1 \to B_2 \) in \( \mathcal{A}(\mathcal{I}) \), we have that \( e \downarrow \mathcal{V} m \) in \( \mathcal{A} \).

**Proof.** Since \( e \downarrow \mathcal{V} B_1 \) and \( e \downarrow \mathcal{V} B_2 \), the left and right sides of the commutative square \([7.1.1]\) are isomorphisms, so the square is a pullback. \(\square\)

We employ results of Day \([7]\) in proving the following:

**Theorem 8.4.** Let \( \mathcal{B} \xleftarrow{\eta} \mathcal{C} \xrightarrow{\epsilon} \mathcal{B} \) be a \( \mathcal{V} \)-adjunction, and assume that \( \mathcal{V} \) is locally small. Suppose that \((\mathcal{E}, \mathcal{M}) := (\text{Epi}_{\mathcal{V}} \mathcal{B}, \text{StrMono}_{\mathcal{V}} \mathcal{B})\) is a \( \mathcal{V} \)-proper \( \mathcal{V} \)-factorization-system on \( \mathcal{B} \). Suppose that \( \mathcal{B} \) is cotensored and has \( \mathcal{V} \)-equalizers, \( \mathcal{V} \)-pullbacks of \( \mathcal{M} \)-morphisms, and arbitrary \( \mathcal{V} \)-fiber-products of \( \mathcal{M} \)-morphisms. Then there are \( \mathcal{V} \)-adjunctions

\[
\mathcal{B} \xleftarrow{\rho} \mathcal{B}' \xrightarrow{\eta'} \mathcal{C}
\]
with \( JT'' = T', S'' = SJ' \), \( J \) a full sub-\( \mathcal{V} \)-category inclusion, and \( S'' \) conservative (i.e. \( S'' \) reflects isomorphisms). Further, each component of \( \eta'' \) lies in \( \mathcal{M} \), and \( \mathcal{B}'' = \mathcal{B}_{\Sigma_S} \).

Proof. By 7.5 \((\mathcal{E}, \mathcal{M})\) a proper (ordinary) factorization system on \( \mathcal{B} \), so by (the duals of) 12 2.1.1 and 2.1.3, \( \mathcal{M} \) is closed under pullback and under fiber products and contains all equalizers. Since every \( \mathcal{V} \)-limit is an ordinary limit, \( \mathcal{M} \) is closed under \( \mathcal{V} \)-pullback and under \( \mathcal{V} \)-fiber products and contains all \( \mathcal{V} \)-equalizers. Hence, in the terminology of 7, \( \mathcal{B} \) is \( \mathcal{M} \)-complete.

Let \( J' : \mathcal{B}' \rightarrow \mathcal{B} \) be inclusion of the full sub-\( \mathcal{V} \)-category of \( \mathcal{B} \) consisting of those objects \( B \) for which \( \eta_B \in \mathcal{M} \). It is shown in 7, 1.2, that there is a \( \mathcal{V} \)-adjunction \( K' \xrightarrow{\rho'} J' \) such that \( \rho' \) is inverted by \( \mathcal{S} \).

Observe that for each \( C \in \mathcal{E}, TC \) lies in \( \mathcal{B}' \), since \( \eta_TC \) is a split mono and hence an equalizer and therefore lies in \( \mathcal{M} \). Therefore we may use 8.1 to obtain a \( \mathcal{V} \)-adjunction \( S' \xrightarrow{\eta} T' : \mathcal{E} \rightarrow \mathcal{B}' \) with \( J'T' = T, S' = SJ' \) and \( J'\eta' = \eta J' \).

Let \( \mathcal{E}' \) and \( \mathcal{M}' \) be the intersections of mor \( \mathcal{B}' \) with \( \mathcal{E} \) and \( \mathcal{M} \), respectively. By 7 1.1, every \( \mathcal{M} \)-subobject of an object of \( \mathcal{B}' \) again lies in \( \mathcal{B}' \), so since \( \mathcal{B}' \) has \((\mathcal{E}, \mathcal{M})\)-factorizations, \( \mathcal{B}' \) has \((\mathcal{E}', \mathcal{M}')\)-factorizations. It follows that \((\mathcal{E}', \mathcal{M}')\) satisfies the hypotheses of 7.4 and hence is a \( \mathcal{V} \)-factorization-system on \( \mathcal{B}' \). Further, since \( \mathcal{B}' \) is a \( \mathcal{V} \)-reflective sub-\( \mathcal{V} \)-category of the cotensored \( \mathcal{M} \)-complete \( \mathcal{V} \)-category \( \mathcal{B} \), we deduce also that \( \mathcal{B}' \) is cotensored and \( \mathcal{M}' \)-complete.

Therefore the \( \mathcal{V} \)-adjunction \( S' \xrightarrow{\eta} T' \) satisfies the hypotheses of 2.3 of 7, whence we obtain a \( \mathcal{V} \)-adjunction \( K'' \xrightarrow{\rho''} J'' : \mathcal{B}'' \hookrightarrow \mathcal{B}' \), where \( J'' \) is the inclusion of the full sub-\( \mathcal{V} \)-category \( \mathcal{B}'' := \mathcal{B}_{\Sigma_S'} \) of \( \mathcal{B}' \).

For each \( C \in \mathcal{E} \), \( TC \) lies in \( \mathcal{B}'' \), since for each morphism \( h : B'_1 \rightarrow B'_2 \) in \( \Sigma_S \), we have a commutative square

\[
\begin{array}{c}
\mathcal{B}'(B'_2,T'C) \\
\downarrow
\end{array} \xrightarrow{\sim} \begin{array}{c}
\mathcal{B}'(h,T'C) \\
\downarrow
\end{array} \xrightarrow{\sim} \begin{array}{c}
\mathcal{B}'(B'_1,T'C) \\
\downarrow
\end{array}
\]

whose right, left, and bottom sides are isomorphisms, so that the top side is an isomorphism.

Hence we may again apply 8.1 to obtain a \( \mathcal{V} \)-adjunction \( S'' \xrightarrow{\eta''} T'' : \mathcal{E} \rightarrow \mathcal{B}'' \) with \( J''T'' = T', S'' = SJ'' \) and \( J''\eta'' = \eta J'' \).

Composing the \( \mathcal{V} \)-adjunctions \( K'' \dashv J'' \) and \( K' \dashv J' \), we obtain a \( \mathcal{V} \)-adjunction \( K \dashv J : \mathcal{B}'' \hookrightarrow \mathcal{B} \), and one checks that \( JT'' = T' \) and \( S'' = SJ'' \) as needed.

We now show that \( \mathcal{B}'' = \mathcal{B}_{\Sigma_S} \). First suppose that \( B \in \mathcal{B}_{\Sigma_S} \). Then since \( S \) inverts \( \rho_B \) we have that \( \rho'_B \bot \eta_B \), and hence \( \mathcal{B}(\rho'_B, B) : \mathcal{B}(J'K'B, B) \rightarrow \mathcal{B}(B, B) \) is a bijection. Hence \( I_B \) lies in the image of this map, so \( \rho'_B \) is a split mono and therefore lies in \( \mathcal{M} \). But in 7, 1.2, \( \rho'_B \) is obtained as the first factor of an \((\mathcal{E}, \mathcal{M})\)-factorization \( \eta_B = m \cdot \rho'_B \) of \( \eta_B \), where \( m \in \mathcal{M} \), whence \( \eta_B \in \mathcal{M} \), showing that \( B \in \mathcal{B}' \). Since \( B \in \mathcal{B}_{\Sigma_S} \), it now follows that \( B \in \mathcal{B}_{\Sigma_S} \).

Conversely, let \( B'' \in \mathcal{B}'' \). Suppose that \( f : B_1 \rightarrow B_2 \) lies in \( \Sigma_S \). We have a
whose right and left sides are isos. But \( K'f \in \Sigma_{S'} \), since we have a commutative square

\[
\begin{array}{ccc}
SB_1 & \xrightarrow{sf} & SB_2 \\
\sim & \searrow & \sim \\
SJ'K'B_1 & \xrightarrow{S'f} & SJ'K'B_2
\end{array}
\]

whose left, right, and top sides are isos, whence \( S'f \) is iso. Hence since \( B'' \in \mathcal{B}_{\Sigma_S} \), the bottom side of (8.4.1) is an iso, so the top side of (8.4.1) is an iso, whence \( f \perp \chi B'' \).

Remark 8.5. In [8.4], \( K \) inverts the same morphisms as \( S \) (i.e., \( \Sigma_K = \Sigma_S \)), since \( S \cong S''K \) and \( S'' \) is conservative.

Corollary 8.6. Suppose that \( \mathcal{V} \) is finitely well-complete and locally small. Then any \( \mathcal{V} \)-adjunction \( \mathcal{V} \xleftarrow{T} \mathcal{C} \xrightarrow{S} \mathcal{E} \) factors as in 8.4 (when we set \( \mathcal{B} := \mathcal{V} \)).

Proof. An invocation of 7.10 shows that the hypotheses of 8.4 are satisfied.

### Part II: Natural Distributions and Fubini

9 The natural distribution monad and Fubini

9.1. Throughout the sections that follow, we will consider a given symmetric monoidal adjunction \( F \xleftarrow{\eta} G : \mathcal{L} \to \mathcal{X} \), as in (4.1.1), where \( \mathcal{X} = (\mathcal{X}, \otimes, I) \) and \( \mathcal{L} = (\mathcal{L}, \otimes, R) \) are closed symmetric monoidal categories. By 4.2, there is an associated \( \mathcal{X} \)-enriched adjunction \( \hat{F} \xleftarrow{\eta} \hat{G} : \mathcal{L}, \mathcal{X} \to \mathcal{X} \) whose underlying ordinary adjunction coincides with that of \( F \xleftarrow{\eta} G \).

We are chiefly concerned with those cases in which \( \mathcal{X} \) is a cartesian closed category, whose objects are thought of as ‘spaces’ of some sort, and \( \mathcal{L} \) is the category of \( R \)-modules (or \( R \)-vector-space objects) in \( \mathcal{X} \) for some commutative ring object \( R \) in \( \mathcal{X} \).

In particular, our principal example is as follows:
Proposition 9.2. Let $\mathcal{X} := \text{Conv}$ and $\mathcal{L} := \text{R-Vect}(\mathcal{X})$ (where $R := \mathbb{R}$ or $\mathbb{C}$) be the categories of convergence spaces and convergence vector spaces, respectively. Then there is a symmetric monoidal adjunction $F \dashv G : \mathcal{L} \to \mathcal{X}$, with $\mathcal{X}$ cartesian closed and $\mathcal{L}$ symmetric monoidal closed, where $G$ is the forgetful functor and $\mathcal{L}$ has unit object $R$.

Proof. Firstly, $\mathcal{X}$ is cartesian closed; see, e.g., [1] 1.5.2. We may apply 4.6 of [28] in order to obtain an adjunction $F \dashv G : \mathcal{L} \to \mathcal{X}$ with $\mathcal{L} = (\mathcal{L}, \otimes, R)$ symmetric monoidal closed and $F$ a strong monoidal functor. Moreover, it is noted in [28] that for each $X \in \mathcal{X}$, the underlying $R$-module of $FX$ is simply the usual free $R$-module on the underlying set of $X$. Further, for all $E_1, E_2 \in \mathcal{L}$, the underlying $R$-module of the monoidal product $E_1 \otimes E_2$ in $\mathcal{L}$ is the usual tensor product of $R$-modules. Moreover, for all $X, Y \in \mathcal{X}$, the structure isomorphism $FX \otimes FY \to F(X \times Y)$ has as its inverse the unique linear map $F(X \times Y) \to FX \otimes FY$ given on generators $(x, y) \in X \times Y$ by $(x, y) \mapsto x \otimes y$. Further, each symmetry isomorphism $E_1 \otimes E_2 \to E_2 \otimes E_1$ is the unique linear map given on generators by $e_1 \otimes e_2 \mapsto e_2 \otimes e_1$. Using these facts, the symmetry law for the monoidal functor $F$ is immediately verified. Hence $F$ is a strong symmetric monoidal functor, and the needed symmetric monoidal adjunction is obtained by [15], 1.5.

Definition 9.3. Given data as in 9.1 the $\mathcal{X}$-category $\mathcal{L} = G_* \mathcal{L}$ is cotensored (by 4.2), so we have in particular an $\mathcal{X}$-adjunction

$$\mathcal{X} \xleftarrow{\delta \uplus \sigma} \mathcal{L}^{\text{op}}.$$ (9.3.1)

We call the $\mathcal{X}$-monad $D = (D, \delta, \kappa)$ on $\mathcal{X}$ induced by this $\mathcal{X}$-adjunction the natural distribution monad. Hence

$$DX = \mathcal{L}([X, R], R) \quad \mathcal{X}$$-naturally in $X \in \mathcal{X}$.

Example 9.4. In our principal example [9.2], we can form cotensors $[X, E]$ in $\mathcal{L}$ (where $X \in \mathcal{X}$ and $E \in \mathcal{L}$) by equipping the space $\mathcal{X}(X, GE)$ of continuous $E$-valued functions with the pointwise vector space structure. The associated cotensor unit morphism $\delta_X : X \to \mathcal{L}([X, E], E)$ sends each $x \in X$ to the Dirac functional $\lambda f.f(x)$. For $X \in \mathcal{X}$, $DX = \mathcal{L}([X, R], R)$ is the convergence vector space of continuous linear functionals $[X, R] \to R$. In the case that $X$ is a compact Hausdorff topological space, it is well-known that the convergence structure on $G[X, R] = \mathcal{X}(X, R)$ (namely, continuous convergence) coincides with uniform convergence (induced by the $\infty$-norm); see, e.g., [25] III.1. Hence the elements of $DX$ are the continuous linear functionals on the Banach space of $R$-valued continuous functions on $X$ — i.e. the $R$-valued Radon measures on $X$.

The following lemma reduces our task of proving our Fubini theorem for convergence spaces [1.2] to the problem of proving that the natural distribution monad on $\text{Conv}$ is commutative.
Lemma 9.5. The statement of \[1.2\] is equivalent to the statement that the natural distribution monad \(D\) on \(\text{Conv}\) \[9.4\] is commutative.

Proof. Let \(X, Y\) be convergence spaces. The morphisms \(t'_{XY} : DX \times Y \to D(X \times Y)\) and \(t''_{XY} : X \times DY \to D(X \times Y)\) \[5.1\] are given by
\[
t'_{XY}(\mu, y) = \lambda f.\mu(\lambda x.f(x,y)), \quad t''_{XY}(x, \nu) = \lambda f.\nu(\lambda y.f(x,y)).
\]
Next note that the components of the counit \(\sigma\) of the adjunction \([-,-]\) \(\Rightarrow \mathcal{L}([-,-],R)\) inducing \(D\) \[9.3\] are the morphisms \(\sigma_E : E \to \mathcal{L}(E,R)\) of \(\mathcal{L}\) given by \(\sigma_E(e) = \lambda \phi.\phi(e)\). Note also that for each \(X \in \mathcal{X}\),
\[
\kappa_X = \mathcal{L}(\sigma_{[X,R]}, R) : \mathcal{L}([DX,R], R) \to \mathcal{L}([X,R], R).
\]
Using these facts, it is straightforward to compute that the maps \(\otimes_{XY}, \tilde{\otimes}_{XY} : DX \times DY \to D(X \times Y)\) \[5.1\] send a pair \((\mu, \nu) \in DX \times DY\) to the functionals \(\otimes_{XY}(\mu, \nu), \tilde{\otimes}_{XY}(\mu, \nu)\) whose values at each \(f \in [X \times Y, R]\) are the left- and right-hand-sides (respectively) of the Fubini equation \([1.1.2]\) (equivalently, \([1.1.1]\)) \(\square\).

10 Statement of the abstract Fubini theorem

Definition 10.1. Given data as in \[9.1\] we make the following definitions:

1. We call the \(\mathcal{L}\)-adjunction
\[
\mathcal{L} \leftrightarrow \mathcal{L}^{\text{op}} \rightarrow \mathcal{L}(-,R)
\]
the dualization \(\mathcal{L}\)-adjunction and \((-)^* := \mathcal{L}(-,R)\) the dualization \(\mathcal{L}\)-functor.

2. The \(\mathcal{L}\)-monad \(H = (H, \partial, \gamma)\) on \(\mathcal{L}\) induced by the dualization \(\mathcal{L}\)-adjunction is called the double-dualization \(\mathcal{L}\)-monad.

3. An object \(E \in \mathcal{L}\) is said to be reflexive (in \(\mathcal{L}\)) if the morphism \(\partial_E : E \to HE = E^{**}\) is an isomorphism in \(\mathcal{L}\).

Example 10.2. In the setting of convergence vector spaces \([9.2]\), the following results of Butzmann \([3]\) show that reflexive objects are abundant:

1. For a locally convex topological vector space \(E\) (considered as an object of \(\mathcal{L}\)), the double-dual \(E^{**}\) (taken in \(\mathcal{L}\)) is the Cauchy-completion of \(E\), and \(E\) is reflexive in \(\mathcal{L}\) if and only if \(E\) is Cauchy-complete.

2. Every space \(\mathcal{K}(X, R)\) of continuous \(R\)-valued functions on a convergence space \(X \in \mathcal{X}\) is reflexive in \(\mathcal{L}\) when endowed with the pointwise \(R\)-vector-space structure. As noted in \([9.4]\), each such convergence vector space \(\mathcal{K}(X, R)\) is a cotensor \([X,R]\) in the \(\mathcal{X}\)-category \(\mathcal{L} = G_{\mathcal{L}}\).

We can now state our main abstract theorem, to be proved in the following sections:
Theorem 10.3. Let \( \mathcal{K} \xleftarrow{\eta} F G \xrightarrow{\epsilon} \mathcal{L} \) be a symmetric monoidal adjunction, with \( \mathcal{K} \) and \( \mathcal{L} \) symmetric monoidal closed and \( \mathcal{L} \) locally small and finitely well-complete (7.9). Suppose that each cotensor \( [X, R] \) in \( \mathcal{L} \) is reflexive, where \( X \in \mathcal{K} \) and \( R \) is the unit object of \( \mathcal{L} \). Then the natural distribution monad \( D \) is commutative.

Remark 10.4. The hypothesis in 10.3 that \( \mathcal{L} \) is finitely well-complete (f.w.c.) may be replaced by the hypotheses that \( \mathcal{K} \) is f.w.c. and that \( G \) creates limits (24), as we now show. Indeed, under these alternate hypotheses, \( \mathcal{L} \) is clearly finitely complete. Further, it is known (e.g. [29], 10.5) that right adjoints (such as \( G \)) preserve strong monomorphisms. It follows that since \( \mathcal{K} \) has arbitrary fiber products of strong monomorphisms and \( G \) creates fiber products, \( \mathcal{L} \) has arbitrary fiber products of strong monomorphisms. Hence, in view of 7.9 \( \mathcal{L} \) is f.w.c.

Remark 10.5. Further to 10.4, any small-complete category \( \mathcal{K} \) whose objects each have but a set of strong subobjects is f.w.c. Hence, in particular, every category \( \mathcal{K} \) topological over Set is f.w.c., since the strong monomorphisms in \( \mathcal{K} \) are exactly the embeddings or initial injections (e.g. by [29] 11.9), so that strong subobjects correspond bijectively to subset inclusions.

Corollary 10.6. The natural distribution monad \( D \) on the category \( \mathcal{K} = \text{Conv} \) of convergence spaces (9.4) is commutative.

Proof. \( D \) is the natural distribution monad associated to the symmetric monoidal adjunction of 9.2 which satisfies the hypotheses of 10.3 as follows. By 10.2 the cotensors \( [X, R] \) in \( G_* \mathcal{L} \) are reflexive in \( \mathcal{L} \). Further, \( G \) creates limits (by 14 2.9, since by [26], 4.4, \( G \) is a regular functor). Hence since \( \mathcal{K} \) is topological over \( \text{Set} \) and hence f.w.c., we deduce that \( \mathcal{L} \) is f.w.c. by 10.4 Also, \( \mathcal{L} \) is locally small. \( \square \)

Remark 10.7. In view of 9.5, our Fubini theorem for convergence spaces (1.2) follows from 10.6

11 Natural distributions via double-dualization

The first key observation on our way to the proof of our main theorem (10.3) is as follows. Again, we work with given data as in 9.1

Proposition 11.1. Suppose that \( \mathcal{L} \) has equalizers. Then, choosing the cotensors in \( G_* \mathcal{L} \) as in 4.2, 4.3 the following hold:

1. \( D \) is the \( \mathcal{K} \)-monad on \( \mathcal{K} \) induced by the composite \( \mathcal{K} \)-adjunction

\[
\begin{array}{c}
\mathcal{K} & \xleftarrow{\eta} & G_* \mathcal{L} & \xrightarrow{G_* (G^{(H)})} & G_* \mathcal{L}^H \n
\end{array}
\]

where the rightmost \( \mathcal{K} \)-adjunction is obtained by applying \( G_* : \mathcal{L} \text{-CAT} \rightarrow \mathcal{K} \text{-CAT} \) to the Eilenberg-Moore \( \mathcal{L} \)-adjunction \( F^H \rightarrow G^{(H)} \) for the double-dualization \( \mathcal{L} \)-monad \( H \) (10.1).
2. \( \mathcal{D} \) may be obtained from \( \mathcal{H} \) by first applying the 2-functor \( G_* : \mathcal{L}\text{-CAT} \to \mathcal{X}\text{-CAT} \) and then applying the monoidal functor \([ \hat{F}, \hat{G}] : \mathcal{X}\text{-CAT}(\mathcal{L}, \mathcal{L}) \to \mathcal{X}\text{-CAT}(\mathcal{L}, \mathcal{L}) \) (2.1), so that \( \mathcal{D} = [\hat{F}, \hat{G}](G_*(\mathcal{H})) \).

\[(11.1.2)\]

**Proof.** We can form \( \mathcal{L} \mathcal{H} \) since \( \mathcal{L} \) has equalizers (8 II.1). By definition, \( \mathcal{D} \) is induced by the ‘hom-cotensor’ \( \mathcal{X}\)-adjunction (9.3.1), and by 4.3 this \( \mathcal{X}\)-adjunction is equal to the composite

\[
\mathcal{X} \xleftarrow{\eta \circ \epsilon} \mathcal{G}_* \mathcal{L} \xrightarrow{G_*(\mathcal{L}(-, R))} \mathcal{G}_*(\mathcal{L}^{op}) ,
\]

in which the rightmost \( \mathcal{X}\)-adjunction is gotten by applying \( G_* \) to the dualization \( \mathcal{L}\)-adjunction \( \mathcal{L}(-, R) \dashv \mathcal{L}(-, R) \) (10.1). The \( \mathcal{L}\)-monad on \( \mathcal{L} \) induced by the latter \( \mathcal{L}\)-adjunction is \( \mathcal{H} \), so the \( \mathcal{X}\)-monad on \( \mathcal{G}_* \mathcal{L} \) induced by the rightmost \( \mathcal{X}\)-adjunction is \( \mathcal{G}_* \mathcal{H} \). Hence \( \mathcal{D} = [\hat{F}, \hat{G}](G_*(\mathcal{H})) \). But \( \mathcal{H} \) is equally the \( \mathcal{L}\)-monad induced by \( \mathcal{F}_H \dashv \mathcal{G}_H \), so \( \mathcal{G}_* \mathcal{H} \) is induced by \( \mathcal{G}_* (\mathcal{F}_H \dashv \mathcal{G}_H) \) and hence \( \mathcal{D} \) is induced by the composite (11.1.1). \( \square \)

12 Completeness and completion of \( \mathcal{L}\)-objects

12.1. Again working with data as given in 9.1, we now suppose that \( \mathcal{L} \) is locally small and finitely well-complete (7.9). Under these hypotheses, we may employ 8.6 in order to factorize the Eilenberg-Moore \( \mathcal{L}\)-adjunction \( \mathcal{L} \xleftarrow{\rho \circ \epsilon} \mathcal{F}_* \mathcal{L} \xrightarrow{\theta \circ \gamma} \mathcal{L}^{hil} \), yielding \( \mathcal{L}\)-adjunctions

\[
\mathcal{L} \xleftarrow{J} \tilde{\mathcal{L}} \xrightarrow{P} \mathcal{L}^{hil} \quad (12.1.1)
\]

with \( JP = \mathcal{G}_H \), \( Q = \mathcal{F}_H J \), \( J \) a full sub-\( \mathcal{L}\)-category inclusion, and \( Q \) conservative. Further, each component of \( \partial' \) is a strong monomorphism in \( \mathcal{L} \), and \( \tilde{\mathcal{L}} = \mathcal{L} \Sigma_{\mathcal{F}_H} \).

**Definition 12.2.** The leftmost \( \mathcal{L}\)-adjunction in (12.1.1) induces an idempotent \( \mathcal{L}\)-monad \( \mathcal{H} \) on \( \mathcal{L} \). As indicated in the Introduction (at (1.3.2)), \( \mathcal{L} \) and \( \mathcal{H} \) determine the notions of (functional) completeness and completion of \( \mathcal{L}\)-objects.

**Remark 12.3.** Since \( \mathcal{G}_H \) is conservative, we have by 8.5 that \( \Sigma_K = \Sigma_{\mathcal{F}_H} = \Sigma_{\mathcal{G}_H} = \Sigma_H \) in the notation of 8.2.3 — i.e. \( K \) inverts exactly the same morphisms as \( H \).

**Proposition 12.4.** There is a morphism of \( \mathcal{L}\)-monads \( i : \mathcal{H} \to \mathcal{H} \) whose components are strong monos. In particular, the diagram

\[
\begin{array}{ccc}
\mathcal{L} & \xrightarrow{\partial} & \mathcal{H} \\
\rho & \searrow & \nearrow \ i \\
\mathcal{H} & \end{array}
\]

commutes.
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Proof. The existence of the needed monad morphism \( i \) follows from \([2.4]\). In view of \([2.4.1]\), we have that the underlying \( \mathcal{L} \)-natural transformation of \( i \) is a composite
\[
\widetilde{H} = JK \xrightarrow{J\partial' K} JPQK \xrightarrow{\sim} G^H F^H = H
\]
whose second factor is an isomorphism. But by \([12.1]\) each component of \( J\partial' \) is a strong mono, so each component of \( J\partial K \) is a strong mono and hence the same is true of \( i \).

Proposition 12.5. The underlying ordinary adjunction \( K \xrightarrow{p} J : \widehat{\mathcal{L}} \to \mathcal{L} \) of \( K \xrightarrow{p} J \) carries the structure of a symmetric monoidal adjunction, with \( \widehat{\mathcal{L}} \) a closed symmetric monoidal category. The \( \mathcal{L} \)-monad on \( \mathcal{L} \) induced by the associated \( \mathcal{L} \)-adjunction \( \hat{\mathcal{L}} \xrightarrow{\xi} \mathcal{L} \) \((4.2)\) is isomorphic to \( \widetilde{H} \).

Proof. This follows from \([6.2]\). □

13 Distributions via completion

As in \([12]\) we work with data as given in \([9.1]\) again supposing that \( \mathcal{L} \) is locally small and finitely well-complete \([7.9]\).

13.1. Applying the 2-functor \( G_* : \mathcal{L}-\text{CAT} \to \mathcal{X}-\text{CAT} \) to the monad morphism \( i : \widetilde{H} \to H \) \([12.4]\), we obtain a monad morphism \( G_* (i) : G_* (\widetilde{H}) \to G_* (H) \) in \( \mathcal{X}-\text{CAT} \). Next, applying the monoidal functor \( [\hat{F}, \hat{G}] : \mathcal{X}-\text{CAT}(G_* \mathcal{L}, G_* \mathcal{L}) \to \mathcal{X}-\text{CAT}(\mathcal{X}, \mathcal{X}) \) \([2.1]\), we obtain a morphism of \( \mathcal{X} \)-monads
\[
\widetilde{D} := [\hat{F}, \hat{G}](G_* (\widetilde{H})) \xrightarrow{[\hat{F}, \hat{G}](i)=G_! \hat{F}} [\hat{F}, \hat{G}](G_* (H)) = D , \tag{13.1.1}
\]
where the rightmost equation holds by \([11.1.2]\). The underlying ordinary functor of the \( \mathcal{X} \)-monad \( \widetilde{D} \) thus defined is therefore \( D = GHF \), whereas \( D = GHF \). In contrast with \([11.1]\), \( \widetilde{D} \) is induced by the composite \( \mathcal{X} \)-adjunction
\[
\begin{array}{c}
\mathcal{X} \xleftarrow{\eta \uparrow \epsilon} \mathcal{L} \xrightarrow{\hat{G}, \hat{F}} G_* \mathcal{L} \xrightarrow{G_*(J)} G_* \mathcal{L} \cdot \\
\end{array} \tag{13.1.2}
\]

Proposition 13.2. The \( \mathcal{X} \)-monad \( \widetilde{D} \) is commutative.

Proof. Recall that the \( \mathcal{L} \)-monad \( \widetilde{H} \) is induced by an \( \mathcal{L} \)-adjunction \( K \xrightarrow{p} J : \widehat{\mathcal{L}} \to \mathcal{L} \) whose underlying ordinary adjunction \( K \xrightarrow{p} J : \widehat{\mathcal{L}} \to \mathcal{L} \) carries the structure of a symmetric monoidal adjunction, with \( \widehat{\mathcal{L}} \) closed \([12.5]\). This symmetric monoidal adjunction determines an \( \mathcal{L} \)-adjunction \( \hat{\mathcal{L}} \xrightarrow{\xi} \mathcal{L} \) whose induced \( \mathcal{L} \)-monad \( \widetilde{H}' \) is isomorphic to \( \widetilde{H} \) \([12.5]\). Hence we have that \( \widetilde{D} = [\hat{F}, \hat{G}](G_* (\widetilde{H})) \cong [\hat{F}, \hat{G}](G_* (\widetilde{H}')) =: \widetilde{D}' \), so it suffices (by \([5.2]\)) to show that \( \widetilde{D}' \) is commutative.
Now $\tilde{D}'$ is the $X$-monad induced by the composite $X$-adjunction
\[
\begin{array}{ccc}
X & \overset{\eta \downarrow \epsilon}{\underset{F}{\longrightarrow}} & G_*L \overset{\top}{\underset{G_*K}{\longrightarrow}} G_*J_*(\overline{L})
\end{array}
\]
which by 4.5 is isomorphic to the $X$-adjunction
\[
\begin{array}{ccc}
X & \overset{(\tilde{G}J)}{\underset{(KF)}{\longrightarrow}} & (GJ)_*\overline{L}
\end{array}
\]
(13.2.1)
associated to the composite symmetric monoidal adjunction
\[
\begin{array}{ccc}
X & \overset{G}{\underset{F}{\longrightarrow}} & L \overset{\rho \downarrow \epsilon}{\underset{K}{\longrightarrow}} \overline{L}
\end{array}
\]
(13.2.2)
Hence $\tilde{D}'$ is isomorphic to the $X$-monad $\tilde{D}''$ induced by (13.2.2) and by 5.6 $\tilde{D}''$ is commutative, so $\tilde{D}'$ is commutative.

**Lemma 13.3.** Suppose that the hypotheses of Theorem 10.3 hold. Then for each object $X$ of $X$, the morphism $\partial_{FX} : FX \to HFX = (FX)^{**}$ in $L$ is inverted by $H : L \to L$.

**Proof.** Having chosen the cotensors $[X, R]$ in $G_*L$ as in 4.2, we have that $[X, R] = L^*(FX, R) = (FX)^*$, so since $[X, R]$ is reflexive, the unit component $\partial_{(FX)^*} : (FX)^* \to H((FX)^*) = (FX)^{**}$ is an isomorphism.

But $\partial_{(FX)^*}$ has a retraction $\partial_{FX}^*$, as follows. Indeed, as $\partial_{(FX)^*} : (FX)^* \to L^*((FX)^*, R), R)$ is the transpose of $\text{Ev} : (FX)^* \otimes L^*((FX)^*, R) \to R$, we find that the composite

$$
(FX)^* \xrightarrow{\partial_{(FX)^*}} L^*((FX)^*, R), R) \xrightarrow{\partial^*_F = \frac{L^*(\partial_{FX}, R)}{L^*(FX, R)}} L^*(FX, R) = (FX)^*
$$

has transpose

$$
(FX)^* \otimes FX \xrightarrow{1 \otimes \partial_{FX}^*} (FX)^* \otimes L^*((FX)^*, R) \xrightarrow{\text{Ev}} R,
$$

which is equal to $\text{Ev} : L^*(FX, R) \otimes FX \to R$, so that $\partial_{FX}^* \cdot \partial_{(FX)^*} = 1_{(FX)^*}$ as needed.

Hence, since $\partial_{(FX)^*}$ is an isomorphism, its retraction $\partial^*_F : (FX)^{**} \to (FX)^*$ is an isomorphism. Applying $(-)^* : L^{\text{op}} \to L$, we obtain an isomorphism $H\partial_{FX} = \partial^*_{FX} : HFX = (FX)^{**} \to (FX)^{****} = HHFX$.

\[\Box\]
Proposition 13.4. Suppose that the hypotheses of Theorem 10.3 hold. Then the morphism of \( \mathcal{X} \)-monads \( \mathcal{G} : \mathcal{D} \rightarrow \mathcal{D} \) (13.1.1) is an isomorphism.

Proof. It suffices to show that the underlying ordinary natural transformation \( \mathcal{G} \mathcal{I} \mathcal{F} : \mathcal{G} \mathcal{H} \mathcal{F} \rightarrow \mathcal{D} \mathcal{H} \mathcal{F} \) is an isomorphism. Letting \( X \) be an object of \( \mathcal{X} \), it therefore suffices to show that \( i_{FX} : \mathcal{H}FX \rightarrow \mathcal{H}FX \) is an isomorphism in \( \mathcal{L} \). To this end, note that the periphery of the diagram

\[
\begin{array}{ccc}
FX & \xrightarrow{\rho_{FX}} & \mathcal{H}FX \\
\partial_{FX} & s & i_{FX} \\
\downarrow & \downarrow & \downarrow \\
\mathcal{H}FX & \xrightarrow{i_{FX}} & \mathcal{H}FX
\end{array}
\]

commutes since \( i \cdot \rho = \partial \) (12.4). By 13.3 \( \partial_{FX} \in \Sigma_{\mathcal{H}} \). Also, the morphism \( i_{FX} \) lies in \( \mathcal{L}_{\Sigma_{\mathcal{H}}} \), since both \( \mathcal{H}FX \) and \( \mathcal{H}FX \) lie in \( \mathcal{L} \) (the latter since \( \mathcal{H} \) factors through \( \mathcal{L} \) as \( \mathcal{H} = \mathcal{G} \mathcal{H} \mathcal{F} = \mathcal{J} \mathcal{P} \mathcal{F} \mathcal{H} \) (12.1)). Hence, by 8.3 we have that \( \partial_{FX} \downarrow i_{FX} \), so there is a unique morphism \( s \) in \( \mathcal{L} \) making the given diagram commute, whence in particular \( i_{FX} \cdot s = 1_{\mathcal{H}FX} \). But \( i_{FX} \) is a mono (12.4), so \( i_{FX} \) is an isomorphism.

Hence, under the hypotheses of Theorem 10.3 we have an isomorphism of \( \mathcal{X} \)-monads \( \mathcal{D} \cong \mathcal{D} \) with \( \mathcal{D} \) commutative (13.2), so \( \mathcal{D} \) is commutative (by 5.2), and Theorem 10.3 is proved.
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