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Abstract—In contrast to centralized model training that involves data collection, federated learning (FL) enables remote clients to collaboratively train a model without exposing their private data. However, model performance usually degrades in FL due to the heterogeneous data generated by clients of diverse characteristics. One promising strategy to maintain good performance is by limiting the local training from drifting far away from the global model. Previous studies accomplish this by regularizing the distance between the representations learned by the local and global models. However, they only consider representations from the early layers of a model or the layer preceding the output layer. In this study, we introduce FedIntR, which provides a more fine-grained regularization by integrating the representations of intermediate layers into the local training process. Specifically, FedIntR computes a regularization term that encourages the closeness between the intermediate layer representations of the local and global models. Additionally, FedIntR automatically determines the contribution of each layer’s representation to the regularization term based on the similarity between local and global representations. We conduct extensive experiments on various datasets to show that FedIntR can achieve equivalent or higher performance compared to the state-of-the-art approaches. Our code is available at https://github.com/YLTun/FedIntR.
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I. INTRODUCTION

The real world data essential for powering intelligent services is spread across numerous edge devices (e.g., IoT devices, personal smartphones, or data silos of different organizations). Although deep learning can benefit from large datasets produced by mass collection, rising security concerns and privacy regulations [1] may prohibit a server from acquiring the data from edge devices. Such limitations may render the centralized training of deep neural network models infeasible. Federated learning (FL) [2]–[4], which allows edge devices to collaboratively train a model without sharing their data with a central server, has come to light as a viable option to meet these requirements. In particular, the FedAvg [2] algorithm has emerged as the de facto approach for model training in distributed environments with data privacy concerns. FedAvg operates by having each edge device train a local model on its own data before sending the trained parameters to the server. The server aggregates the received parameters into a single global model that inherits the trained capabilities of the local models.

In practice, large data heterogeneity may arise in an FL system since the local data on each device varies depending on the nature and behavior of the device. Heterogeneous data has been found to be a major issue that causes slow convergence and suboptimal model performance in federated learning [5], [6]. To address this, previous studies have incorporated various forms of regularization into the local training loss to reduce the divergence of local models from the global model [5], [7]–[9]. The distance between local and global parameters
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Fig. 1: An Overview of federated learning with FedIntR. FedIntR incorporates regularization into the local training step (i.e., step2) of FedAvg.
Fig. 2: Local loss computation in FedIntR. Using the intermediate representations \( z \) from the local model \( w_t^i \), global model \( w_t^g \) and old local model \( w_t^{i-1} \), FedIntR computes a regularization term. Together, this regularization term and the cross entropy loss \( \ell_{sup} \) make up the local training loss.

...can be limited using \( \ell_2 \)-norm \([5]\) or control variates \([7]\). A recent popular approach is to use representations such as MOON \([8]\) and FedCKA \([9]\), which adopt contrastive loss \([10]\)–\([12]\) to promote the closeness between local and global representations. However, these studies only focus on a few specific layers of the model to extract the representations. In particular, MOON extracts representations from the layer prior to the output layer, whereas FedCKA extracts from the first two layers based on the assumption that naturally similar layers are the most critical to improving the performance. Nevertheless, we argue that utilizing representations from all intermediate layers while assigning a proper weight to each of their contributions can offer a more fine-grained regularization to the training process.

Hence, we explore the idea of using representations extracted from intermediate layers to overcome the performance degradation caused by non-IID data in FL. We propose FedIntR, which promotes the similarity between intermediate layer Representations of the local and global models. Specifically, FedIntR computes a regularization term based on the contrastive loss \([8]\), \([10]\) using local and global intermediate representations. Moreover, FedIntR automatically calculates layer-wise weights to determine each intermediate layer’s contribution to the regularization term. Analogous to the idea of FedCKA \([9]\), where similar layers are more important for improving the performance, FedIntR assigns a larger contribution weight to the layers with a higher global and local representation similarity. To demonstrate the effectiveness of FedIntR, we conduct extensive experiments in comparison with various state-of-the-art FL approaches. Moreover, we evaluate FedIntR in different FL settings with varying degrees of data heterogeneity, numbers of clients, and local training epochs to ensure that it can maintain good performance in these scenarios.

II. BACKGROUND AND RELATED WORK

A. Federated Learning

The FedAvg \([2]\) algorithm is the first federated learning framework that enables collaborative model training while preserving the privacy of user devices. Fig. 1 depicts the overview of a typical FL framework, which consists of four key steps at each training round \( t \): (i) the central server distributes the global model \( w_t^g \) to the clients; (ii) each client \( i \) trains its local model \( w_t^i \) on its private data \( D_i \); (iii) the trained local models are returned to the server; and (iv) the server aggregates the received local models into an updated global model \( w_t^{g+1} \). FedAvg \([2]\) also highlights the non-IID characteristics of an FL environment, and since then, improving the performance of an FL model under such constraints has been the subject of many studies.

B. Tackling Data Heterogeneity

Many FL studies rely on three distinct strategies for mitigating the performance degradation caused by heterogeneous data: (i) adding regularization to the local training, (ii) modifying the aggregation scheme, and (iii) fitting personalized models for the clients. We discuss each of these strategies as follows.

Local Training. FedProx \([5]\) includes a proximal term in the local training objective in order to restrict the Euclidean distance between the local and global models. MOON \([8]\) introduces model-contrastive loss which is inspired by the NT-Xent (Normalized Temperature-scaled Cross Entropy) loss \([13]\)–\([15]\) used in SimCLR \([10]\) for self-supervised representation learning. The NT-Xent loss is designed to minimize the distance between the representations of a positive pair (i.e., augmented views of the same sample) and maximize the distance between the representations of negative pairs (i.e., augmented views from different samples). Model-contrastive...
loss in MOON aims to minimize the distance between representations extracted by the global and local models while simultaneously maximizing the distance between representations from the current local model and the old local model. MOON is based on the idea that, since the global model has been trained on the entire dataset, its representations can effectively regularize the local training. SCAFFOLD [7] lowers the client-variance in the local updates by minimizing the difference between the local and global control variates. Similar to MOON, FedCKA [9] uses global and local model representations to regularize the local training and shows that using deeper layers for regularization can harm the performance. Centered kernel alignment (CKA) [16] is used in FedCKA to calculate the distance between the representations, and, therefore, only considers the early layers on the idea of minimizing the distance between similar layer representations into the FL process to enable a more effective personalized FL mechanism is to group diverse distributions of the clients’ data [22]–[25]. One simple and effective personalized FL mechanism is to group clients with similar characteristics into clusters, and cluster members can collectively train a personalized model. Many approaches [26]–[30] cluster the clients based on the similarity of local updates received at the server. Others [31]–[33] perform clustering on the client-side, where each client can choose their own personalized model from a set of available models based on performance.

Our proposed method, FedIntR, is one of the techniques that incorporates regularization into the local training process. A recent study [34] demonstrates that self-supervised learning with additional loss across intermediate layers can enhance the model’s performance in the downstream tasks. Inspired by [34], we explore the integration of intermediate representations into the FL process to enable a more effective regularization for data heterogeneity issues. In contrast to our approach, MOON [8] only uses the representations from the layer preceding the output layer, and FedCKA [9] is based on the idea of minimizing the distance between similar layer representations and, therefore, only considers the early layers (the first two layers) of the model. FedIntR can also be considered a more general approach where we don’t have to manually define which layers to include in the regularization term since it automatically determines the contribution of different intermediate layers to the regularization based on the similarities between their local and global representations.

### III. Method

#### A. Federated Learning Objective

The goal of a federated learning system is to train a global model \( w_g \) by solving:

\[
    w_g^* = \arg \min_{w_g} \sum_{i=1}^{N} \frac{|D_i|}{|D|} \mathcal{L}_i(w_g),
\]

where \( \mathcal{L}_i \) and \( D_i \) represent the local loss and the dataset of the \( i \)-th client, \( |D| = \sum_{i=1}^{N} |D_i| \) and \( N \) is the total number of clients. From Fig. 1, we can observe that FedIntR only modifies the local training process of vanilla FedAvg, similar to MOON and FedCKA. In addition to the cross entropy loss, FedIntR adds a regularization term computed with the help

---

**Algorithm 1 FedIntR**

1. **Input:** number of training rounds \( T \), number of local epochs \( E \), number of clients \( N \), number of intermediate layers \( K \), temperature \( \tau \), learning rate \( \eta \), weighting parameter \( \mu \)
2. **Output:** global model \( w_g^T \)
3. **Server executes:**
   4. initialize \( w_g^0 \)
5. for each round \( t = 0, 1, \ldots, T - 1 \) do
   6. for each client \( i = 1, 2, \ldots, N \) in parallel do
      7. \( w_i^t \leftarrow \text{LocalUpdate}(i, w_i^t) \)
      8. \( w_g^{t+1} \leftarrow \sum_{i=1}^{N} \frac{|D_i|}{|D|} w_i^t \)
   9. return \( w_g^T \)
10. **Server executes:** \( \text{LocalUpdate}(i, w_i^t) \)
11. \( w_i^{t-1} \leftarrow w_i^t \)
12. \( w_i^t \leftarrow w_g^{t} \)
13. for each epoch \( e = 0, 1, \ldots, E - 1 \) do
   14. for each batch \( \{x, y\} \in D_i \) do
      15. \( \hat{y}_i[k, k=1] \leftarrow w_i^{t}(x) \)
      16. \( [z_g^{k}]_{k=1}^{K} \leftarrow w_g^{t}(x) \)
      17. \( [z_p^{k}]_{k=1}^{K} \leftarrow w_i^{t-1}(x) \)
      18. \( \ell_{\text{sup}} \leftarrow \text{CrossEntropyLoss}(\hat{y}, y) \)
      19. for \( k = 1, 2, \ldots, K \) do
         20. \( \alpha_k \leftarrow \frac{\exp(\text{sim}(z_g^{k}, z_p^{k})/\tau)}{\sum_{k=1}^{K} \exp(\text{sim}(z_g^{k}, z_p^{k})/\tau)} \)
         21. \( \ell_k \leftarrow -\log \frac{\exp(\text{sim}(z_g^{k}, \hat{y}_i)/\tau)}{\sum_{k=1}^{K} \exp(\text{sim}(z_g^{k}, \hat{y}_i)/\tau)} \)
         22. \( \mathcal{L} \leftarrow \ell_{\text{sup}} + \mu \sum_{k=1}^{K} \alpha_k \ell_k \)
         23. \( w_i^{t} \leftarrow w_i^{t} - \eta \nabla \mathcal{L} \)
24. return \( w_i^{t} \)
of intermediate representations from the global model $w_g^t$ and the old local model $w_i^{t-1}$ from the previous round.

B. Local Training Process of FedIntR

Fig. 2 illustrates how the local training loss is calculated in our FedIntR framework, while Algorithm 1 describes the whole procedure in detail. The local training process begins with the $i$-th client receiving the global model $w_i^t$ from the central server. The client synchronizes the old local model $w_i^{t-1}$ with the current one $w_i^t$ (which we want to train), followed by synchronizing $w_i^t$ with $w_g^t$. Suppose that the deployed model structure contains a total of $K$ layers capable of extracting representations (e.g., convolutional or fully connected layers).

Given an input $x$, FedIntR extracts representations $z_i^k$, $z_p^k$, and $z_g^k$ from the $k$-th layer of the current local model $w_i^t$, old local model $w_i^{t-1}$, and global model $w_g^t$, respectively. (A representation is obtained by passing the layer output through a projection head $q_k$ as shown in Fig. 2.) Inspired by MOON, FedIntR computes the representation loss for $k$-th layer as

$$\ell_k = -\log \frac{\exp(\text{sim}(z_i^k, z_g^k)/\tau)}{\exp(\text{sim}(z_i^k, z_p^k)/\tau) + \exp(\text{sim}(z_i^k, z_g^k)/\tau)},$$

where $\tau$ is the temperature parameter and $\text{sim}(\cdot, \cdot)$ is the similarity function. We use the cosine similarity function, which is defined by

$$\text{sim}(z_i, z_j) = \frac{z_i \cdot z_j}{\|z_i\|_2 \cdot \|z_j\|_2}.$$  \hspace{1cm} (3)

The layer-wise representation loss $\ell_k$ encourages the local representation $z_i^k$ to be closer to global representation $z_g^k$ while moving further from $z_p^k$.

The layer-wise weight $\alpha_k$, representing the contribution of $\ell_k$ to the regularization term, is determined based on the similarity of $z_i^k$ and $z_g^k$ using the softmax function. Specifically, $\alpha_k$ is computed as follows:

$$\alpha_k = \frac{\exp(\text{sim}(z_i^k, z_g^k)/\tau)}{\sum_{k=1}^{K} \exp(\text{sim}(z_i^k, z_g^k)/\tau)},$$  \hspace{1cm} (4)

where $\sum_{k=1}^{K} \alpha_k = 1$. Equation (4) assigns a higher weight value to the layer $k$ with a higher degree of similarity between $z_i^k$ and $z_g^k$.

FedIntR computes $\alpha_k$ and $\ell_k$ for all layers $k \in [1, 2, \ldots, K]$. After that, we can incorporate $[\alpha_k]_{k=1}^{K}$ and $[\ell_k]_{k=1}^{K}$ into the local training loss as the regularization term. The local loss $L$ is defined as:

$$L = \ell_{sup} + \mu \sum_{k=1}^{K} \alpha_k \ell_k,$$

where $\ell_{sup}$ represents the cross-entropy loss, and the second component is the regularization term, with $\mu$ being the balancing parameter.

IV. EXPERIMENTS

In this section, we discuss various experimental setups and evaluation results used to verify the effectiveness of FedIntR relative to other baseline approaches.
Fig. 3: Client data distribution with different $\beta$ values for the CIFAR-10 dataset. A darker rectangle denotes a higher number of data samples for a specific class in a client.

TABLE III: Test accuracy (%) on CIFAR-10 and CIFAR-100 datasets with different $\beta$ values. We tune $\mu$ for each method and the best $\mu$ value is shown in brackets.

| Approach  | CIFAR-10       | CIFAR-100      |
|-----------|----------------|----------------|
|           | $\beta = 5$   | $\beta = 0.5$ | $\beta = 0.1$ | $\beta = 5$ | $\beta = 0.5$ | $\beta = 0.1$ |
| FedAvg    | 68.69 (0.01)  | 65.82 (0.1)   | 55.62 (0.1)   | 40.62 (10)  | 40.43 (10)   | 37.48 (10)    |
| FedCKA    | 68.62 (1)     | 66.55 (0.1)   | 55.64 (0.1)   | 40.40 (0.1) | 41.91 (10)   | 35.73 (10)    |
| FedProx   | 70.03 (0.01)  | 65.03 (0.01)  | 56.55 (0.01)  | 40.00 (0.001)| 39.91 (0.1)  | 37.38 (0.1)   |
| MOON      | 69.34 (1)     | 66.35 (5)     | 57.60 (1)     | 40.23 (1)   | 40.46 (0.1)  | 37.16 (5)     |
| FedIntR   | 70.66 (5)     | 67.23 (3)     | 58.32 (10)    | 40.06 (0.1) | 41.48 (10)   | 38.24 (0.5)   |

is obtained by evaluating the corresponding global models on the testing portions of the respective datasets. We report the median of test accuracy values attained by the global model over the course of last 10 training rounds. Unless otherwise stated, we use the same settings as above for FedIntR and all other baseline methods.

B. Accuracy on Different Datasets

Table I displays the top-1 test accuracy of different approaches on four datasets. The hyperparameter $\mu$ in FedIntR, MOON [8], FedProx [5], and FedCKA [9] can be tuned to control the regularization strength in the local training loss. For each approach, we tune the $\mu$ value and report the best results. For FedIntR and FedCKA, we tune $\mu$ from $[0.1, 1, 3, 5, 10]$ (which covers the range used by the original FedCKA paper). We tune $\mu$ from $[0.1, 1, 5, 10]$ for MOON and $[0.001, 0.01, 0.1, 1]$ for FedProx, according to their respective papers. In Table I, we report the corresponding best $\mu$ values in parentheses.

Our proposed FedIntR framework achieves superior performance in the SVHN and CIFAR-10 datasets compared to the baseline techniques. For the Fashion-MNIST dataset, both FedIntR and MOON achieve the best performance. FedCKA outperforms FedIntR on the CIFAR-100 dataset, but FedIntR still maintains a comparable performance. There are three plausible explanations for this. (i) For the CIFAR-100 dataset, we employ the ResNet-20 model, which contains fewer number of extraction points for intermediate representations than the CNN model. (ii) The superior performance of FedIntR can be observed more clearly with a higher degree of data heterogeneity, which will be discussed in Section IV-C, where we compare the performance of different techniques on varying degrees of data heterogeneity. (iii) FedIntR is more beneficial from longer training. By default, we set the number of communication rounds as 100, but as we will discuss in Section IV-D, FedIntR performs better with a higher number of training rounds. For reference, we also provide the performance of FedIntR from tuning $\mu$ in Table II.

Note that MOON paper [8] reported a higher accuracy across CIFAR-10 and CIFAR-100 datasets. As mentioned by the authors of FedCKA [9], MOON may have applied a variety of data augmentations to obtain higher performance. However, since MOON did not disclose their augmentation settings, we were unable to reproduce their results.

C. Degree of Data Heterogeneity

In this experiment, we investigate the impact of clients’ data heterogeneity on our proposed FedIntR framework. We adjust the $\beta$ parameter of the Dirichlet distribution to control the strength of data heterogeneity between the clients. Fig. 3 illustrates how different values of $\beta$ influence the local data distributions of the clients for the CIFAR-10 dataset.

Table III displays the test accuracy values attained by different approaches on the CIFAR-10 and CIFAR-100 datasets with $\beta$ values of 5, 0.5, and 0.1. Similar to Section IV-B, we tune the $\mu$ value for each approach (shown in parentheses...
TABLE IV: Test accuracy (%) at different rounds $T$ on CIFAR-10 dataset with different number of clients $N$.

![Graph showing test accuracy (%) on CIFAR-10 dataset with number of clients $N = 100$.](image)

in Table III) and report the best results. For the CIFAR-10 dataset, FedIntR exhibits superior performance over the baseline approaches in all data heterogeneity settings. FedProx has comparable performance to FedIntR when $\beta = 5$ (i.e., when the degree of data heterogeneity among the clients is low), but its performance diminishes with a smaller $\beta$ value. For the CIFAR-100 dataset, vanilla FedAvg outperforms all other approaches when $\beta = 5$. However, as the $\beta$ value decreases, incorporating a form of regularization into the local loss can outperform the vanilla FedAvg. With $\beta = 0.1$, our proposed FedIntR significantly outperforms the other approaches. We speculate that fine-grained regularization computed from intermediate representations and layer-wise contributions makes FedIntR more robust in FL environments with high degrees of data heterogeneity.

**D. Scalability**

To ensure that FedIntR is scalable in FL environments with a large number of clients, we conduct experiments on the CIFAR-10 dataset with 50 and 100 client settings (i.e., $N = 50$ and $N = 100$). For both settings, we use the Dirichlet distribution with $\beta = 0.5$ to partition the data, and 20% of the clients are chosen at random to participate in each training round. In particular, we uniformly sample 10 clients for $N = 50$ and 20 clients for $N = 100$ settings. For FedProx, $\mu$ value is set to 0.01, and for all other approaches, we experiment with both $\mu = 1$ and $\mu = 10$. We set the number of training rounds $T$ as 800 for $N = 50$ and 1000 for $N = 100$.

From Table IV, we can observe that vanilla FedAvg outperforms the majority of other approaches in the early training rounds (i.e., $T = 100$ and $T = 200$) for both $N = 50$ and $N = 100$ settings. This is due to the fact that the local training loss in FedAvg focuses only on performance improvement, whereas the other approaches include a regularization term with additional objectives. However, with a sufficient number of training rounds, FedIntR with $\mu = 10$ can significantly outperform all other approaches. In the $N = 50$ setting, FedIntR ($\mu = 10$) outperforms the second best approach, FedProx, by 1.19% at $T = 800$, and in the $N = 100$ setting, it outperforms MOON ($\mu = 10$) by 1.45% at $T = 1000$. Fig. 4 shows the test accuracy values of different methods in each round for the $N = 100$ setting.

**E. Number of Local Epochs**

Using the CIFAR-10 dataset, we also explore the effects of the number of local epochs $E$ on different approaches. The experiments are performed using 1, 5, 10 (default), 20, and 40 local epochs with 100 rounds of training. For each approach, we use the same $\mu$ values tuned with the CIFAR-10 dataset in Section IV-B and the results are shown in Fig. 5. Consistent with the findings in MOON, setting $E = 1$ results in poor accuracy for all approaches, while setting $E = 10$ enables them to achieve their best performance. Due to the drift towards the local data distribution, using a larger number of local epochs (i.e., 20 or 40) can decrease the performance for all approaches. Nonetheless, our proposed method, FedIntR, achieves the best performance in most settings except $E = 5$.

**F. Ablation on Layer-wise Weights**

FedIntR makes use of the layer-wise weight $\alpha_k$ that determines the contribution of each individual representation loss $\ell_k$ to the regularization term. To ensure that $\alpha_k$ is a crucial component of FedIntR for improving the performance, we conduct an ablation study by computing the regularization term in an alternative way. Instead of incorporating $\alpha_k$ into the regularization term, we use the average of $\ell_k^K_{k=1}$ as
the regularization term. Specifically, we apply the local loss function defined as follows:
\[
\mathcal{L} = \ell_{\text{sup}} + \frac{\mu}{K} \sum_{k=1}^{K} \ell_k.
\]

In Table V, we compare the performance of FedIntR with and without \(\alpha_k\) on four datasets. We can observe that calculating a layer-wise weight \(\alpha_k\) for its corresponding representation loss \(\ell_k\) can significantly improve the performance of the resulting global model. \(\alpha_k\) determines the contribution of individual \(\ell_k\) to the regularization term, enabling FedIntR to perform local training with fine-grained regularization.

In Table V, we compare the performance of FedIntR with and without \(\alpha_k\) for different datasets. We use the same \(\mu\) values tuned for each dataset as in Table I.

| \(\alpha_k\) | Fashion-MNIST | SVHN | CIFAR-10 | CIFAR-100 |
|-------------|----------------|------|----------|-----------|
| \(\alpha_k\) | 89.15          | 87.17| 67.23    | 41.48     |
| Average     | 89.03          | 85.62| 64.20    | 40.33     |

V. CONCLUSION

Nowadays, data valuable for powering intelligent services may be distributed over numerous personal edge devices. This renders data collection impractical due to privacy concerns, and hence the role of federated learning substantially grows. Client data heterogeneity in FL is one major shortcoming that is responsible for the poor performance of global model. To mitigate this, we propose FedIntR, which introduces a simple and effective regularization term to complement the local training process of FL. FedIntR uses intermediate layer representations to incorporate more information into the regularization process. Moreover, the layer-wise weights in FedIntR automatically determine each representation's contribution to the regularization term. This enables FedIntR to produce fine-grained regularization for the local training process, thus enhancing the global model performance. We conduct extensive experiments on various datasets and FL settings to examine the efficacy of FedIntR. Comparison between FedIntR and various state-of-the-art methods demonstrates that FedIntR achieves superior performance in most settings.
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