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ABSTRACT

While reinforcement learning (RL) has made great advances in scalability, exploration and partial observability are still active research topics. In contrast, Bayesian RL (BRL) provides a principled answer to both state estimation and the exploration-exploitation trade-off, but struggles to scale. To tackle this challenge, BRL frameworks with various prior assumptions have been proposed, with varied success. This work presents a representation-agnostic formulation of BRL under partially observability, unifying the previous models under one theoretical umbrella. To demonstrate its practical significance we also propose a novel derivation, Bayes-Adaptive Deep Dropout rl (BADDr), based on dropout networks. Under this parameterization, in contrast to previous work, the belief over the state and dynamics is a more scalable inference problem. We choose actions through Monte-Carlo tree search and empirically show that our method is competitive with state-of-the-art BRL methods on small domains while being able to solve much larger ones.
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1 INTRODUCTION: BAYESIAN RL

Reinforcement learning [46] with observable states has seen impressive advances with the breakthrough of deep RL [19, 36, 42]. These methods have been extended to partially observable environments [27] with recurrent layers [20, 48] and much attention has been paid to encode history into these models [22, 26, 28, 34].

Although successful for some domains, this progress has largely been driven by function approximation and fundamental questions are still left unanswered. The trade-off between between exploiting current knowledge and exploring for new information, is one such example [2, 3, 37]. Another is how to encode domain knowledge, often abundantly available and crucial for most real world problems (simulators, experts etc.). Although research is actively trying to solve these issues, applications of RL to a broad range of applications is limited without reliable solutions.

Interestingly, Bayesian RL (BRL) suffers from opposite challenges. BRL methods explicitly assume priors over, and maintain uncertainty estimates of, variables of interest. As a result, BRL is well-equipped to exploit expert knowledge and can intelligently explore to reduce uncertainty over (only the) important unknowns. Unfortunately these properties come at a price, and BRL is traditionally known to struggle scaling to larger problems. For example, the B-A-POMDP [29, 41] is a state-of-the-art Bayesian solution for RL in partially observable environments, but is limited to tabular domains. While factored models can help [30], such representations are not appropriate or may still suffer from scalability issues.

This work combines the principled Bayesian perspective with the scalability of neural networks. We first generalize previous work [15, 30, 41] with a Bayesian partial observable RL formulation without prior assumptions on parametrization. In particular, we define the general BA-POMDP (GBA-POMDP) which, given a parameterized prior and update function, converts the BRL problem into a POMDP with known dynamics. We show that, when the update function satisfies an intuitive criterion, this conversion is lossless and a planning solution to the GBA-POMDP results in optimal behavior for the original learning problem with respect to the prior. To show its practical significance we derive Bayes-adaptive deep dropout RL (BADDr) from the GBA-POMDP. BADDr utilizes dropout networks as approximate Bayesian estimates [13], allowing for an expressive and scalable approach. Additionally, the prior is straightforward to generate and requires fewer assumptions than previous BRL methods. The resulting planning problem is solved with new MCTS [4, 43] and particle filtering [47] algorithms.

We demonstrate BADDr is not only competitive with state-of-the-art BRL methods in traditional domains, but solves domains that are infeasible for said baselines. We also demonstrate the sample efficiency of BRL in a comparison with the (non-Bayesian) DPFRL [34] and provide ablation studies and belief analysis.

2 PRELIMINARIES

Partially observable MDPs. Sequential decision making with hidden state is typically modeled as a partially observable Markov decision process (POMDP) [27], which is described by the tuple \((S, A, O, D, R, \gamma, K, p_0)\). Here \(S, A\) and \(O\) are respectively the discrete state, action and observation space. \(K \in \mathbb{N}\) is the horizon (length) of the problem, while \(\gamma \in [0, 1]\) is the discount factor. The dynamics are described by \(D: (S \times A) \rightarrow \Delta(S \times O)\), which in practice separates into a transition and observation model. The reward function \(R: (S \times A \times S) \rightarrow \mathbb{R}\) maps transitions to a reward. Lastly, the prior \(p_0 \in \Delta S\) dictates the distribution over the initial state.

At every time step \(t\) the agent takes an action \(a\) and causes a transition to a new hidden state \(s'\), which results in some observation \(o\) and reward \(r\). We assume the objective is to maximize the
discounted accumulated reward \(\sum_t \gamma^t r_t\). To do so, the agent considers the observable history \(h_t = (a_{t-1}, o_t) = (a_0, a_1, \ldots, a_{t-1}, o_t)\). Because this grows indefinitely, it is instead common to use the belief \(b \in \Delta S\), a distribution over the current state and a sufficient statistic [27]. The belief update, \(\tau: (\Delta S \times A \times \mathcal{O}) \rightarrow \Delta S\), gives the new belief after an action and observation, and follows the Bayes’ rule:

\[
b'(s') = \tau(b, a, o)(s') \propto \sum_s \mathcal{D}(s', o|s, a)b(s) \quad (1)
\]

A policy then maps beliefs to action probabilities \(\pi: \Delta S \rightarrow \Delta A\).

In this work we will be concerned with solving large POMDPs in which exact belief updates and planning are no longer feasible. For efficient belief tracking we use particle filters [47], which approximate the belief with a collection of ‘particles’ (in this case states). For action selection we turn to online planners, since they can spend resources on only the beliefs that are relevant. In particular, this work builds on POMCP [43], an extension of Monte-Carlo tree search (MCTS) [4, 31] to POMDPs, that is compatible with particle filtering. More details follow in the method section (section 4.2).

**Dropout neural networks.** Dropout [13, 21, 32, 45] is a stochastic regularization technique that samples networks by randomly dropping nodes (setting their output to zero). A nice property is that it can be interpreted as performing approximate Bayesian inference. Specifically, Gal and Ghahramani [15] show that applying dropout to a (fully connected) layer \(i\) means that its \(K_i\) inputs \(j\) are active (or dropped) according to Bernoulli variables \(z_{i,j}\). This means that a (random) effective weight matrix for that layer randomly drops columns: it can be written as \(\tilde{W}_i = W_i \cdot \text{diag}(\{1_{j=1}\})\). We define \(w\) as the stacking of all such (effective) layer weights, and \(\tilde{w} \sim \text{dropout}(\cdot|w)\) as the distribution induced by dropout. Gal and Ghahramani show that the training objective of a dropout network minimizes the Kullback-Leibler divergence between \(\text{dropout}(w)\) and the posterior over weights of a deep Gaussian process (GP [7]), a very general powerful model for maintaining distributions over functions. A result of this is a relatively cheap method to compute posterior predictions using Monte-Carlo estimates:

\[
p(y|x) \approx \frac{1}{N} \sum_{n=0}^{N} p(y|x; \tilde{w}_n) \quad (2)
\]

### 3 BAYESIAN PARTIALLY OBSERVABLE RL

The strength of Bayesian RL is that it can exploit prior (expert) knowledge in the form of a probabilistic prior to better direct exploration and thus reduce sample complexity. However, to operationalize this idea, previous approaches make limiting assumptions on the form of the prior (such as assuming it is given as a collection of Dirichlet distributions), which limits their scalability.

Here we present the Bayesian perspective of the partially observable RL (PORL) problem without such assumptions. We first formalize precisely what we mean with PORL in section 3.1. Section 3.2 then describes the process of Bayesian belief tracking for PORL in terms of general densities over dynamics. This makes explicit how the belief can be interpreted as a weighted mixture of posteriors given the full history (something which we will exploit in section 4). Subsequently, in section 3.3 we state a parameter update criterion that provides sufficient conditions for a parameterized representation to give an exact solution to the original PORL problem. Finally, section 3.4 then describes how we can cast the PORL problem as a planning problem using arbitrary parameterized distributions in the proposed general BA-POMDP (GBA-POMDP).

The GBA-POMDP naturally generalizes over previous realizations (e.g. [30]), but also support low-dimensional or hierarchical representations of beliefs. We note that in some cases, such more compact belief representation have been used in experiments [41] even though they were not captured by the theory presented in the paper. Our paper in that way provides the, thus far still missing, theoretical underpinning for these experiment. Later in section 4 we will show its practical significance, where we derive a neural network based realization that is capable of modeling larger problems than current state-of-the-art Bayesian methods can.

#### 3.1 Bayesian PORL Definitions

Here we formalize the problem of partially observable RL (PORL) and the Bayesian perspective on it. In PORL the goal is to maximize some metric while being uncertain about which POMDP we act in:

**Definition 1 (Family of POMDPs).** Given a set of dynamics functions \(\mathcal{D}\), we say that \(\mathcal{F} = \{ (S, A, O, D, R, \gamma, K, p_o) \mid D \in \mathcal{D} \} \) is a family of POMDPs.

Note that we assume that only the dynamics function is unknown. In our formulation, the reward function is assumed to be known (even though that can be generalized, e.g., by absorbing the reward in the state), as well as the representation of hidden states. We assume that the goal is to maximize the expected cumulative (discounted) reward over a finite horizon, but other optimality criteria can be considered.

We now consider Bayesian learning in such families when a prior \(p_D\) over the (otherwise unknown) dynamics is available:

**Definition 2 (BPORL: Bayesian partial observable RL).** A BPORL model \(M_{\text{BPORL}} = (\mathcal{F}, p_D)\) is a family of POMDPs \(\mathcal{F}\) together with a prior over dynamics functions \(p_D \in \Delta \mathcal{D}\).
3.2 Belief Tracking in Bayesian PORL

Here we first derive the equations that describe belief tracking in a BPORL, not making any assumption on parametrization of these beliefs, but instead assuming arbitrary densities. The data available to the agent is the observable history \( h_t \), the previous actions and observations, as well as the priors \( p_{D_0} \) and \( p_{S_0} \) (fig. 1), which are implicitly assumed throughout and omitted in the equations. The quantity of interest is the belief over the current POMDP state and dynamics \( p(D, s_t | h_t) \). We consider how to compute the next belief \( p(D, s_{t+1} | h_{t+1}) \) from a current \( p(D, s_t | h_t) \) given a new action \( a_t \) and observation \( o_{t+1} \). Note the similarities to the POMDP belief update eq. (1) and how it unrolls over time steps.

\[
p(D, s_{t+1} | h_{t+1}) \propto \sum_{s_t} D(s_{t+1}, o_{t+1} | s_t, a_t) p(D, s_t | h_t) \tag{3}
\]

\[
\text{(unroll t)} \propto \sum_{s_t} p_{D_0}(s_0) \prod_{i=0}^{t} D(s_{i+1}, o_{i+1} | s_i, a_i) \tag{4}
\]

This assigns more weights to models that are more probable under the evidence and is fine in general from the Bayesian perspective. Unfortunately, the joint space of models and states is too large to do exact inference on and, in practice, we need to resort to approximations and consider only a limited number of models. The “true” model \( D \) will typically not be part of the tracked models, and merely updating their weights as in eq. (4) is inadequate: it will lead to degenerate beliefs where most weights approach zero. To address this, we rewrite eq. (3) such that it gives a different perspective, one which updates the models considered by the belief, and this opens the possibility for combinations with machine learning methods. We denote the history including a state sequence \( \tilde{s}_t \) with \( H_t = (\tilde{s}_t, h_t) = (s_0, a_0, s_1, a_1, \ldots, a_{t-1}, s_t, a_t) \) and apply the chain rule to formulate the belief as a weighted mixture of model posteriors (one for each state sequence \( \tilde{s}_t \)):

\[
p(D, s_{t+1} | h_{t+1}) = \sum_{\tilde{s}_t} p(\tilde{s}_{t+1} | h_{t+1}) p(D | H_{t+1}) \tag{5}
\]

The advantage is that it includes the term \( p(D | H_t) \) that can be interpreted as a posterior over the model given all the data \( H_t \). In the supplements we show that this belief can be computed recursively:

\[
(5) \propto \sum_{\tilde{s}_t} p(\tilde{s}_t | h_t) \sum_{\tilde{s}_{t+1}} p(\tilde{s}_{t+1} | \tilde{s}_t, a_t) p(D | H_{t+1}) \tag{6}
\]

Here the prior weight \( p(\tilde{s}_t | h_t) \) is the weight of one of the components in the belief at the previous time step (eq. (5)). The transition likelihood is not trivial and is an expectation over the dynamics:

\[
p(s_{t+1}, a_{t+1} | H_t, a_t) = \int_D p(D | H_t) D(s_{t+1}, o_{t+1} | s_t, a_t) \tag{7}
\]

Lastly, the component \( p(D | H_{t+1}) \) is the posterior over the model given all observable data plus a hypothetical state sequence. This term, and its computation, is explained in the next section.

3.3 Parameterized Representations

The last section described the belief in BPORL as a mixture where each component itself is a distribution over the dynamics (eq. (5)). It also provided the corresponding belief update (eq. (6)), but omitted the computation of the components. Here we show how a posterior \( p(D | H_{t+1}) \) can be derived from a prior component \( p(D | H_t) \).

In order to make the bridge to practical implementations, we consider the setting where these distributions are parameterized by \( \theta \in \Theta \), and denote the induced distribution as \( p(D | \theta | H_t) \). Thus we are now interested in a parameter update function that updates parameters given new transitions: \( \mathcal{U} : (\Theta \times \Sigma \times \mathcal{A} \times \Sigma \times \Theta) \rightarrow \Theta \). This of course raises the question of how such updates can capture the true evaluation of the posterior \( p(D | H_t) \). To address this, we formalize a parameter update criterion, which can be used to demonstrate that these dynamics are sufficiently captured.

**Definition 3 (Parameter update criterion).** We say that the parameter update criterion holds if it is true that, whenever for some \( t \) we have that all \( H_t = (s_0, a_0, s_1, a_1, \ldots, a_{t-1}, s_t, a_t) \) induce the same dynamics as their summary \( (\theta_H, s_t) \), for all \( s_{t+1}, a_{t+1} \)

\[
p(s_{t+1}, a_{t+1} | H_t, a_t) = p(s_{t+1}, a_{t+1} | \theta_H, s_t, a_t) \tag{8}
\]

then, for the corresponding transitions, and their induced \( H_{t+1} = (H_t, a_t, s_{t+1}, o_{t+1}) \) and \( \theta_{H_{t+1}} = \mathcal{U}(\theta_H, s_t, a_t, s_{t+1}, o_{t+1}) \), the next stage dynamics are also equal, for all \( s_{t+2}, a_{t+2} \): \( p(s_{t+2}, o_{t+2} | H_{t+1}, s_{t+1}, a_{t+1}) = p(s_{t+2}, o_{t+2} | \theta_{H_{t+1}}, s_{t+1}, a_{t+1}) \).

From this, we derive:

**Lemma 1.** If the parameter update criterion holds, and the initial parameter matches the prior over models:

\[
\int_D p_{\mathcal{D}^*}(D) D(s_1, a_1 | s_0, a_0) = p(s_1, a_1 | \theta_0, s_0, a_0) \tag{9}
\]

then we have that for all \( t, H_t, a_t, s_{t+1}, a_{t+1} \)

\[
p(s_{t+1}, a_{t+1} | H_t, a_t) = p(s_{t+1}, a_{t+1} | \theta_H, s_t, a_t) \tag{10}
\]

Thus, if the parameterization \( \theta \) can represent the prior over the dynamics \( p_{\mathcal{D}^*} \) and the parameter update criterion holds, then we can correctly represent and update the true posterior distribution.

**Proof.** The proof follows directly from induction. Base case for \( t = 0 \), in which case for \( H_0 = (s_0) \), holds due to the condition eq. (9)

\[
p(s_1, a_1 | \theta_0, s_0, a_0) = p(s_1, a_1 | \theta_0, s_0, a_0) \tag{9}
\]

\[
\int_D p(D | H_0) D(s_1, a_1 | s_0, a_0) \tag{9}
\]

\[
= p(s_1, a_1 | \theta_0, s_0, a_0) \tag{10}
\]

At this point we apply the update criterion as our induction hypothesis and conclude that the posteriors are identical for all \( H_t \). □

Hence, an update \( \mathcal{U} \) that satisfies the criterion computes (parameterized) posteriors \( p(D | H_{t+1}) \) from a prior component \( p(D | H_t) \).

The parameter update criterion captures for instance the updating of statistics for conjugate distributions, such as Dirichlet-multinomial distributions, but also situations where the uncertainty about the dynamics functions is captured by a low-dimensional statistic or where a more general a hierarchical representation of the dynamics function is appropriate. Approximate inference methods can also be used to construct parametrizations (of which BADDr will be one example) and Monte-Carlo simulation can be used if sufficient compute power is available.
3.4 General BA-POMDP

The previous sections showed how the belief in the BPORL is a mixture of components, parameterized over the dynamics, and how to compute them. We use this machinery to rewrite the belief update. Specifically, the belief as a mixture of components (one for each state sequence, eq. (5)) will be represented with weighted state-parameter tuples \((s, \theta)\), and the update (eq. (6)) will be reformulated as transitions between said tuples:

\[
p(\theta_{t+1}, s_{t+1} | h_{t+1}) = \sum_{s_t, \theta_t} p(\theta_{t+1}, s_{t+1}, o_{t+1} | \theta_t, s_t, a_t) p(\theta_t, s_t | h_t)
\]

where the transition \(p(\theta_{t+1}, s_{t+1}, o_{t+1} | \theta_t, s_t, a_t)\) factorizes into:

\[
p(\theta_{t+1} | \theta_t, s_t, a_t, s_{t+1}, o_{t+1}) \text{ prior update} \quad p(s_{t+1}, o_{t+1} | \theta_t, s_t, a_t) \text{ parameter update} \quad \text{transition likelihood of eq. (6)}
\]

where the parameter update is deterministic and reduces to the indicator function that returns 1 if \(\theta_{t+1}\) equals the result of \(U\):

\[
p(\theta_{t+1} | \theta_t, s_t, a_t, s_{t+1}, o_{t+1}) = 1(\theta_{t+1}, U(\theta_t, s_t, a_t, s_{t+1}, o_{t+1}))
\]

The last mental step interprets the tuples as belief/parameterized POMDP states, and the equations above as POMDP dynamics, which finally leads to the formulation of the General BA-POMDP:

**Definition 4 (General BA-POMDP).** Given a prior \(\theta_0\), and a parameter update function \(U\), then the general BA-POMDP is a POMDP, \(M_{\text{BA-POMDP}}(\theta_0, U) = (\mathcal{S}, \mathcal{A}, \mathcal{O}, \mathcal{D}, R, y, K, p_s)\) with augmented state space \(S = (S \times \Theta)\) and prior \(p_0 = (p_0, \theta_0)\). \(R\) applies the POMDP reward model \(R(s, a, s') = R(s, a)\). Lastly, the update function \(U\) determines the augmented dynamics model \(D\):

\[
D(\theta', s', o | s, \theta, a) \approx \frac{p(o | \theta', s, a, s', o) p(s', o | \theta, s, a)}{p(\theta' | \theta, s, a, s', o)} = 1(\theta', U(\theta, s, a, s', o)) p(s', o | \theta, s, a)
\]

As long as the conditions of lemma 1 hold, the GBA-POMDPs is a representation of a Bayesian POMDP problem. Specifically, any BPORL and its GBA-POMDP can be losslessly converted to identical ‘history MDPs’ — we will call them \(M_{\text{Hist-MDP}} \) and \(M_{\text{GBA-POMDP}} \) — in which the states correspond to action-observation histories \(h_t\).

**Theorem 1.** Given the POMDP \(M_{\text{BA-POMDP}} = (\theta_0, U)\) of a Bayesian POMDP problem \(M_{\text{BA-POMDP}} = (\mathcal{S}, \mathcal{A}, \mathcal{O}, D, R, y, K, p_s)\) and that the parameter update criterion (definition 3, specifically eqs. (8) and (9)) hold, then \(M_{\text{Hist-MDP}} \approx M_{\text{GBA-POMDP}} \).

**Proof.** The basic idea is that we can simply show that due to the matching dynamics of eq. (8), both the rewards \(R(h, a)\), as well as transition probabilities \(T(h' | h, a)\) are identical in the two models. Full proof is given in the supplement.

The upshot of this is that the GBA-POMDP represents the BPORL problem exactly, meaning that optimal solutions are preserved. In this way, it facilitates different, potentially more compact, parameterizations of BPORL problems without necessarily compromising the solution quality. Additionally, like its predecessors, it casts the learning problem as a planning problem, opening up the door of the vast body of POMDP solution methods. This also means that a solution to the GBA-POMDP is a principled answer to the exploration-exploitation trade-off which leads to optimal behavior (which respect to the prior). Lastly, because, unlike its predecessors, it places no assumptions on the prior, it opens the door to a variety of different machine learning methods, as we will see in section 4.

*Example realization: tabular-Dirichlet.* The BA-POMDP \([41]\) is the realization of the GBA-POMDP when choosing the prior parameterization \(\theta_0\) to be the set of Dirichlets. The Dirichlet is the conjugate prior to the categorical distribution and comes with a natural closed-form parameter update: \(U\) in BA-POMDP increments the parameter (‘count’) associated with the transition \((s, a, s', o)\).

4 BAYES-ADAPTIVE DEEP DROPOUT RL

The GBA-POMDP is a template for deriving effective BPORL algorithms, but it requires specifying the prior representation and parameter update function. Here we demonstrate how this perspective can lead to tangible benefits by deriving BADDr (Bayes-Adaptive Deep Dropout Reinforcement learning), a GBA-POMDP instantiation based on neural networks. BADDr combines the principled nature of the GBA-POMDP with the scalability of neural networks and Bayesian interpretation of dropout. While BADDr introduces some approximations, our empirical evaluation demonstrates scalability compared to existing BA-POMDP variants and sample efficiency relative to non-Bayes scalable methods.

Here we present BADDr as a (GBA-) POMDP, then section 4.2 describes the resulting solution method.

4.1 BADDr: GBA-POMDP using Dropout

Any GBA-POMDP is defined by its prior and update function. This section defines BADDr’s parameterization, dropout networks \(w_0\), and the parameter update function \(U\) which further trains these dropout networks, and conclude with the formal definition.

**BADDr (prior) parameterization.** We represent the dynamics prior with a transition and observation model. The transition model is a neural network parameterized by \(w_T\) that maps states and actions into a distribution over next states \(f_{w_T}: (S \times A) \rightarrow \Delta S\), and similarly another network \(w_O\) maps actions and next states into a distribution over observations \(f_{w_O}: (S \times A \times S) \rightarrow \Delta O\). For each state (observation) feature vector \(n\) we predict the probability of its values using softmax. In other words, we have an output (logits) \(n m\) for each value \(m\) that feature \(n\) can take. Both networks together \(w = (w_T, w_O)\) describe the dynamics. As discussed in section 2, we interpret dropout as an approximation of a posterior (recall eq. (2)):

\[
p(s', o | w, s, a) \approx \sum_{n=0}^N p(s', o | \tilde{w}_n, s, a) \tilde{w}_n \sim \text{dropout}(\cdot | w)\]

**BADDr parameter update.** We adopt the perspective of training with dropout as approximate Bayesian inference (section 2):

\[
p(s_{t+1}, a_{t+1} | H_t, a_t) \approx p(s_{t+1}, a_{t+1} | \tilde{w}_{H_t}, s_t, a_t).
\]
and unpractical. Instead we argue a reasonable approximation is to perform a single-step gradient descent step on the new data point. We denote a gradient step on parameters \( w \) given data point \((s, a, s', o)\) as \( \nabla \mathcal{L}(w; (s, a), (s', o)) \). The loss is defined as the cross-entropy between the predicted and true next state and observation.

\[
\mathcal{L}(w; (s, a), (s', o)) = -\log p(s', o|s, a; w)
\]

\[
\mathcal{U}(w, s, a, s', o) = w + \nabla \mathcal{L}(w; (s, a), (s', o))
\]  

(14)

Given the prior and update function, we can now define:

**Definition 5 (BADDr).** BADDr is a realization of GBA-POMDP \( M_{BADDr} = M_{GBA-POMDP}(w_0, \mathcal{U}) \) with dropout neural networks \( w_0 \) as prior parameterization and a single gradient descent step (eq. (14)) as parameter update \( \mathcal{U} \). The state space of the resulting POMDP is \( \mathcal{S} \times (\mathcal{S} \times \mathcal{W}) \), and its dynamics are described as:

\[
\hat{D}(\theta', s', o|s, \theta, a) \propto \bar{D}(\theta, \mathcal{U}(\theta, s, a, s', o)) p(s'|o|w, s, a)
\]

where \( p(s'|o|w, s, a) \) is computed according to eq. (12).

In this way, BADDr is a specific instantiation of the GBA-POMDP framework. In BADDr, the parameter update criterion (eq. (8)) does not hold exactly, since dropout networks only approximate Bayesian inference. This means that we have to rely on empirical evaluation to assess the overall performance, which is shown in section 5.

### 4.2 Online Planning for BADDr

Here we detail how we use an online planning approach to solve the BADDr model. We start with the construction of our initial belief, then describe (typically assumed) exhaustive priors, and/or simplified simulators for real world problems than it is to describe (typically assumed) exhaustive priors.

The prior specification hidden in \( \mathcal{M} \) is translated into a network ensemble \( \{w_0\} \) by training each member on a model sampled \( \mathcal{M} \sim \mathcal{M} \). The training entails supervised learning on \((s, a, s', o)\) samples with loss eq. (14), generated by sampling state-action pairs uniformly and simulating next-state-observation results (from \( \mathcal{M} \)). While this leads to an approximation due to the parametric representation, there is no a problem of data scarcity thanks to the possibility of sampling infinite data from the prior. Hence when using infinitely large neural networks, which are universal function approximators, we theoretically could capture the prior exactly.

Finally the initial particles (belief) is constructed by randomly pairing states \( s_0 \sim p_{s_0} \) with networks from the ensemble: \( \{(w_0, s_0)\}^n \). The prior belief for subsequent episodes is generated by substituting the POMDP states in the particle filter with initial states sampled from the prior (and hence maintaining the belief over the dynamics).

**Belief tracking.** Given the initial particle filter and BADDr’s dynamics eq. (15), we use rejection sampling [47] to track the belief. In rejection sampling (algorithm 1) the agent samples a particle \((s, w)\) from particle filter and simulates the execution of a given action \( a \). The resulting (simulated) new state \((s', w')\) is added to the new belief only if the (simulated) observation equals the true observation. Otherwise the sample is rejected. This process repeats until the new belief contains some predefined number of particles.

**Planning.** Ultimately we are interested in taking intelligent actions with respect to the belief — both over the state and the dynamics. As done in previous Bayes-adaptive frameworks [29, 30], we also utilize a POMCP [43] inspired algorithm. POMCP builds a lookahead tree of action-observation futures to evaluate the expected return of each action. This tree is built incrementally through simulations (algorithm 2), which each start by sampling a state from the belief. Our approach is different from regular POMCP in the dynamics being used during the simulations and is inspired by model root sampling in BA-POMCP [29]: When POMCP samples a state \((s, w)\)

---

### Algorithm 1 Rejection sampling

1. in: \( h \), particle filter (\( s, w \))
2. in: \( a \), taken action
3. in: \( o \), new observation
4. in: \( n \), desired number of particles in next belief
5. \( b' \leftarrow \emptyset \) // next belief, start empty
6. while size\((b') < n \) do
7. \((s, w) \sim b \) // propose sample: BADDr dynamics
8. \( \hat{w} \sim w \) // dropout sample
9. \((s', \hat{o}) \sim p(\cdot|s, a, \hat{w}) \)
10. \( w' = w + \nabla \mathcal{L}(w, (s_t, a_t), (s_{t+1}, o_{t+1})) \)
11. if \( \hat{o} = o \) then
12. Add \((s', w')\) to \( b' \) // correct sampled observation
13. end if
14. end while
15. return \( b' \)

---

### Algorithm 2 Simulate

1. in: \( s \), POMDP state
2. in: \( w \) (root-sampled) dynamics; \( \hat{w} \sim w \)
3. in: \( d \), tree depth
4. in: \( h \), action-observation history
5. if terminal\((h)\) or \( d \) is max depth then
6. return 0
7. end if
8. \( a \leftarrow \text{ucb}(h) \) // UCB [1] using statistics in node \( h \)
9. \( s', o \sim p(\cdot|s, a, \hat{w}) \) // use root sampled model as simulator
10. \( R \leftarrow R(s, a, s') \) // reward function is given
11. \( h' \leftarrow (h, a, o) \)
12. if \( h' \in \text{tree} \) then
13. \( r \leftarrow R + \gamma \times \text{simulate}((s', w), d+1, h') \)
14. else
15. \( \text{initialize_statistics_for_node}(h') \)
16. \( r \leftarrow R + \gamma \times \text{rollout}((s', w), d+1, h') \)
17. end if
18. \( N(h, a) \leftarrow N(h, a) + 1 \) // update statistics
19. \( Q(h, a) \leftarrow \frac{N(h, a)-1}{N(h, a)} Q(h, a) + \frac{1}{N(h, a)} r \)
20. return \( r \)
from the belief at the start of a simulation, we subsequently sample a model \( \tilde{w} \sim \text{dropout}(\cdot|\omega) \). This model is then used throughout the simulation as the dynamics. The computational advantage is two-fold: one, it avoids computing \( \mathbb{U} \) eq. (14) (which requires back-propagation) at each simulated step. Two, the models in the belief need not be copied during root sampling because they are never modified (e.g. if simulations were to update \( w \), the pair of networks must be copied to leave the belief untouched).

5 EXPERIMENTS

In our experiments we compare BADDr to both a state-of-the-art non-Bayesian approach and the (factored) BA-POMDP methods. We experiment on smaller well-known POMDP domains, as well as scale up to larger problems. Overall our evaluation shows that, one, BADDr is competitive on smaller problems on which current state-of-the-art BRL methods perform well; and two, BADDr scales to problems that previous methods cannot. Furthermore, qualitative analysis show that the agent’s belief converges around the correct model in tiger and that our method outperforms plain re-weighting of models. Lastly, the strength of Bayesian methods is demonstrated in an comparison with a non-Bayes model-based representative.

5.1 Experimental Setup

**Baselines.** We compare with (F)BA-POMCP [30] as the state-of-the-art BRL baseline. To ensure a fair comparison we use their prior as the generative process \( \mathbb{M} \) to sample POMDPs from when constructing our prior. Additionally, for all domains, the parameters shared among FBA-POMCP and BADDr (number of simulations \( \mathbb{S} \) and particles, the UCB constant, etc.) are the same. We also plot “POMCP” on the true models as an upper bound as dotted lines.

We also include discriminative particle filter reinforcement learning (DPFRL [34]) as a baseline in our experiments. DPFRL is a novel end-to-end deep RL architecture designed specifically for partial observable environments. We used the official implementation and fine-tuned by picking the best performing combination of the number of particles, learning rate and network sizes.

**Small domains & their priors.** The experiments on the tiger problem [27] function as a baseline comparison. This problem is well known for being tiny but otherwise highly stochastic and partially observable. The prior here is a single dropout network trained on the expected model of the prior used in (F)BA-POMCP.

In collision avoidance [33], the largest problem solved with FBA-POMCP [30], the agent is a plane flying from the right column of a grid to the left. The last column is occupied by a moving single-cell obstacle that is partially observable and must be avoided. This task is challenging in that both the observation and transition model are highly stochastic. Again we employ their prior — uncertainty over the behavior of the obstacle — to train our ensemble.

We designed the road racing problem, a variable-sized POMDP grid model of highway traffic, in which the agent moves between three lanes in an attempt to overtake other cars (one in each lane). The state is described by the distance of each of those cars in their respective lanes and the current occupied lane. During a step the distance of the other cars decrements with some probability. The speed, and thus the probability of a car coming closer, depends on the lane. The initial distance of all cars is 6, and when their position drops to -1, as the agent overtakes them, it resets. The observation is the distance of the car in the agent’s current lane, which also serves as the reward, penalizing the agent for closing in on cars. The prior over the observation model and the agent’s location transitions is correct. The speed that is associated with each lane, however, is unknown. A reasonable prior is to assume no difference, so we set the expected probability of advancing to 0.5 for all lanes.

**Large domains & their priors.** We run an additional larger experiment of the road racing problem with nine lanes. This significantly increases the size of the problem and, as will be mentioned in the results, makes previous frameworks intractable.

The last and largest domain is gridverse. Here the agent must navigate from one corner of a grid to the goal in the other, while observing only the cells in front (a beam of width 3 leading to up to 96 observation features). We run this on a grid of up to 32 by 32 cells. In this environment we assume the observation model is given and learn the transition model of the agent’s position and orientation. For our prior we learn on data generated by a simulator with the correct dynamics for “rotations”, but a noisy “forward” action. The challenge for the agent is to correctly infer the distance of this action (and thus its own location) online.

5.2 Bayesian RL Comparison

**Small domains.** The smaller domains are generally compactly modeled by the (F) BA-POMDP. As a result the baseline BRL methods are near optimal and we cannot expect to do much better. Rather these experiments test whether BADDr is sample efficient even when compared to optimal representations.

Figure 2a compares our method with (factored) BA-POMCP on tiger. Unsurprisingly, the tabular representation has a slight advantage initially thanks to the sample efficiency. After twice the amount of data, our method catches up and reaches the same performance. Although Tiger is widely considered a toy problem due to its size, the inference and resulting planning problem are hard: a slight difference in the belief over the model significantly alters the optimal policy. BADDr’s performance here showcases the ability to tackle highly stochastic and partially observable tasks.

We also investigate how well BADDr captures the posterior over the model. Figure 2b shows the belief over the probability of hearing the tiger behind the correct door in a particular run. Initially the prior is uncertain and its expectation is incorrect, but over 20 episodes the belief converges to the true value of 0.85.

Figure 2c shows BADDr performs nearly as well as FBA-POMCP on the collision avoidance problem. We hypothesize that the representational power of the Dirichlets, in contrast with an ensemble of dropout networks, explains the discrepancy. Specifically, the Dirichlet allows more control over the certainty of the prior: the agent prior over the observation model is confident (high number of counts), and is uncertain over the transition of the obstacle. Although Tiger is widely considered a toy problem due to its size, the inference and resulting planning problem are hard: a slight difference in the belief over the model significantly alters the optimal policy. BADDr’s performance here showcases the ability to tackle highly stochastic and partially observable tasks.

**Large domains.** We run an additional experiment on the road racing problem with nine lanes. This significantly increases the size of the problem and, as will be mentioned in the results, makes previous frameworks intractable.

The last and largest domain is gridverse. Here the agent must navigate from one corner of a grid to the goal in the other, while observing only the cells in front (a beam of width 3 leading to up to 96 observation features). We run this on a grid of up to 32 by 32 cells. In this environment we assume the observation model is given and learn the transition model of the agent’s position and orientation. For our prior we learn on data generated by a simulator with the correct dynamics for “rotations”, but a noisy “forward” action. The challenge for the agent is to correctly infer the distance of this action (and thus its own location) online.

5.2 Bayesian RL Comparison

**Small domains.** The smaller domains are generally compactly modeled by the (F) BA-POMDP. As a result the baseline BRL methods are near optimal and we cannot expect to do much better. Rather these experiments test whether BADDr is sample efficient even when compared to optimal representations.

Figure 2a compares our method with (factored) BA-POMCP on tiger. Unsurprisingly, the tabular representation has a slight advantage initially thanks to the sample efficiency. After twice the amount of data, our method catches up and reaches the same performance. Although Tiger is widely considered a toy problem due to its size, the inference and resulting planning problem are hard: a slight difference in the belief over the model significantly alters the optimal policy. BADDr’s performance here showcases the ability to tackle highly stochastic and partially observable tasks.

We also investigate how well BADDr captures the posterior over the model. Figure 2b shows the belief over the probability of hearing the tiger behind the correct door in a particular run. Initially the prior is uncertain and its expectation is incorrect, but over 20 episodes the belief converges to the true value of 0.85.

Figure 2c shows BADDr performs nearly as well as FBA-POMCP on the collision avoidance problem. We hypothesize that the representational power of the Dirichlets, in contrast with an ensemble of dropout networks, explains the discrepancy. Specifically, the Dirichlet allows more control over the certainty of the prior: the agent prior over the observation model is confident (high number of counts), and is uncertain over the transition of the obstacle. Admittedly, such a prior is difficult to capture in an ensemble (and thus in BADDr). We test this hypothesis by running FBA-POMCP with an equally uncertain prior, called ‘FBA-POMCP: uncertain prior’. Results show that BADDr performs somewhat in the middle of both. Hence in some occasions the prior representation of BADDr results in diminished performance, but BADDr shows higher potential when both methods are provided similar prior knowledge.
Figure 2: Our work (blue) is competitive with FBA-POMCP in small problems (a & b), and can scale to larger instances (d & g). Fig. (c) shows that BADDr struggles when prior certainty is crucial. Fig (e & f) compares with DPFRL, where BADDr shows both a better initial performance due to exploiting the prior and better sample efficiency. Dotted lines represent upper bound by running POMCP on the true POMDP. Fig. (h) demonstrates BADDr (solid) requires far fewer models than an ablation method that only re-weights models in its beliefs (dotted). Fig. (i) shows the belief in BADDr on tiger converges to the true value (0.85).

(as BADDr outperforms ‘FBA-POMCP: uncertain prior’). Note that FBA-POMCP is given the correct (sparse) graphical model, which is a strong assumption in practice that simplifies the learning task.

On the 3-lanes road racing domain (fig. 2b) the difference between our work and BA-POMCP is nonexistent. This again confirms that BADDr is competitive with state-of-the-art BRL methods on small problems which these methods are designed for and perform near optimal in. Unlike real applications, these problems are compactly represented by tables and improvements are unlikely. Larger domains. The advantage of our method becomes obvious in larger problems. In the 9 lanes problem (fig. 2d), for instance, even FBA-POMCP has $10^{13}$ entries, is unable represent this compactly, and runs out of memory. But a dropout network of 512 nodes can model the dynamics well enough: despite the increasing size of the problem, the learning curve is similar to the smaller problem (fig. 2b) and a similar amount of data is needed to nearly reach the performance of POMCP in the POMDP. This suggests that there is some pattern or generalization that BADDr is exploiting.
Figure 2g shows the performance on gridverse on a grid of size 8, 16 and 32. The agent learns to perform nearly as well as if given the true model, indicated by the dotted line (for all 3 sizes), with only a small visible effect of significantly increasing the size of the problem. Note again that for this domain tabular representations are infeasible: a single particle would need to specify up to $10^7$ parameters (roughly 40GB of memory for a 64bit system). Bayes networks (FBA-POMDP) is unable to exploit the structure of this domain, which does not show itself through independence between features. However, the dropout networks in the belief of BADDr can generalize to problems otherwise too large to represent.

Ablation study: re-weighting. Section 3.2 claimed that, while technically correct, solely re-weighting models in the belief (eq. (3)) leads to belief degeneracy as it relies on a correct (or good) model to be present in the initial belief. This experiments verifies that claim by assessing the performance of plain re-weighting, denoted with ‘filtering’. This is implemented by omitting the parameter update function $U$ (e.g. SGD step). Figure 2h shows that the performance of both filtering (dotted) and BADDr (solid) increases as a function of the number of models in the prior. However, BADDr is significantly more efficient: ‘filtering’ 128 models in the tiger problem performs similarly to BADDr with just 8. Hence, while theoretically possible, it requires too many models to be useful.

Run-time. BADDr is a little slower than FBA-POMCP, since calling (i.e. planning) and training neural networks (i.e belief update) is computationally more expensive than tables. In practice, however, we found this insignificant. In environments where tabular approaches are applicable and fit in memory the difference was at most a small factor. As a result, a single seed/run of any experiment finished within a day on a typical CPU-based Architecture.

5.3 Non-Bayesian RL Comparison
We also ran DPFRL on all domains to investigate the differences between Bayesian and non-Bayesian approaches. Results on tiger (fig. 2e) and both road race instances (fig. 2f) have been picked out as representative, but other results looked similar and have been included in the appendix. Note the performance of the Bayesian methods are identical to previous plots; only the x-axis is different.

While the eventual performance is similar, the difference in learning speed is immediately obvious. Where the BRL methods learn within tens to hundreds of episodes, DPFRL requires up to tens of thousands — a direct consequence of the sample-efficiency and exploration provided by the Bayesian perspective. In general we found when measuring the number of episodes necessary to reach similar performance, that BADDr was at least 40x (and up to 1200x) more sample efficient than DPFRL.

Another advantage of BRL is the exploitation of a prior, which is visualized by the discrepancy in the initial performance. In the tiger domain DPFRL starts from scratch with a return of ~40 by randomly opening doors. In real applications with real consequences, this can be a huge problem and the ability to encode domain knowledge is crucial. Random behavior is less problematic in the road race domain, yet also there it takes DPFRL thousands of episodes (of many time steps) to reach the performance BADDr has at the start.

6 RELATED WORK
Bayesian RL for discrete POMDPs typically adopts the Dirichlet prior approach taken in the BA-POMDP [15, 41]. For instance, before generalized to unknown structures with the FBA-POMDP [30], prior work represented the model posterior as Dirichlets over Bayes network parameters [38]. Other work circumvents the need for mixtures to represent the posterior by assuming access to an oracle to provide access to the underlying state [24, 25]. By exploiting this information, they approximate the belief with a MAP estimate of the counts. A notable exception to this line of work is the iPOMDP [11]. This work is more general in that knowledge of the state space is not assumed a-priori. Dropping this assumption means that it is impossible to sum over state sequences, and hence our formulation is not compatible. Bayesian methods for continuous POMDPs generally assume Gaussian dynamics and model the belief with a GP. The methods in the literature vary in their assumptions, such as restricting to a MAP estimate [6], simplifying the observation model to Gaussian noise around the state [35], full access to the state during learning [9]. More similar in spirit to our method is the BA-Continuous-POMDP [40], as it maintains a mixture of model posteriors, Normal-inverse-Wishart parameters, and presents a similar derivation to ours (specific to said parameterization).

In contrast, Bayesian model-free approaches maintain a distribution over the policy with, for example, ensembles [37] or Bayesian Q-networks [2]. While proven successful in their exploration-dependent domains, they have not been tested under partial observability.

Model-based RL for fully observable MDPs [5] is better understood and include “world models” [17, 18] and Dyna-Q based methods [23, 50]. Bayesian counterparts include ensemble methods [39], variational Bahes (variBad [51]), and GP-based models [8] (similar to us extended with a dropout network approximation of the dynamics [14]. Most relevant here is the work on the Bayes-adaptive MDP [12, 16, 44, 49]. MDPs, however, are strictly easier and these methods do not trivially extend to partial observability.

7 CONCLUSION
Bayesian RL for POMDPs provide an elegant and principled solution to key challenges of exploration, hidden state and unknown dynamics. While powerful, their scalability and thus applicability is often lacking. This paper presents a rigorous formulation of the General Bayes-adaptive POMDP, as well as a novel instantiation, BADDr, which improves scalability while maintaining sample efficient with dropout networks as a Bayesian estimate of the dynamics. The empirical evaluation shows our method performs competitively with state-of-the-art BRL on small problems, and solves problems that were previously out of reach. It also demonstrates the strengths of Bayesian methods, the ability to encode prior and guide exploration, through a comparison with the non-Bayesian DPFRL.
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A PROOFS

The paper defers two proofs: the derivation of equation (6) on page 3 and the theorem (1) on page 4. Here in appendix A.1 the equation is derived, and appendix A.2 proofs the lemma.

A.1 BRL Derivation

Here we derive the claim in that the belief can be computed by:

\[
\sum_{\tilde{s}_t} p(\tilde{s}_{t+1}|h_{t+1}) p(D|H_{t+1}) = \sum_{\tilde{s}_t} \sum_{o_{t+1}} p(\tilde{s}_t|h_t) p(s_{t+1}, o_{t+1}|H_t, a_t) p(D|H_{t+1})
\]

\[\text{(16)}\]

Figure 3: Graphical model of the BRL inference problem. The actions \(a\) and observations \(o\) depicted in gray are observable, meaning that the policy can be (is) dependent on them, while the states \(s\) and dynamics \(D\) are hidden. The priors \(p_D\) and \(p_o\) represent the a-priori knowledge. Time is indicated with subscripts and progresses to the right.

where we, again, denote the observable history, the previous actions and observations, with \(h_t = (\tilde{a}_{t-1}, \tilde{o}_t) = (a_0, o_1, a_1, \ldots a_{t-1}, o_t)\), as well as the priors \(p_D \in \Delta D\) and \(p_o \in \Delta o\) (fig. 3). We also continue to adopt the notation for a full history as the combination of the observable history \(h_t\) with a state sequence \(\tilde{s}_t = s_0, s_1 \ldots s_t\), as \(H_t = (s_0, a_0, s_1, a_1, \ldots a_{t-1}, s_t)\):

- belief = \(\sum_{\tilde{s}_t} p(\tilde{s}_{t+1}|h_{t+1}) p(D|H_{t+1})\)
- (split seq) = \(\sum_{\tilde{s}_t} p(\tilde{s}_t, s_{t+1}|h_t, a_t, o_{t+1}) p(D|H_{t+1})\)
- (cond.) = \(\sum_{\tilde{s}_t} p(\tilde{s}_t, s_{t+1}, o_{t+1}|h_t, a_t) p(D|H_{t+1})\)
- (chain) = \(\eta \sum_{\tilde{s}_t} p(\tilde{s}_t|h_t, o_t) p(s_{t+1}, o_{t+1}|h_t, \tilde{s}_t, a_t) p(D|H_{t+1})\)
- (d-sep) = \(\eta \sum_{\tilde{s}_t} p(\tilde{s}_t|h_t) p(s_{t+1}, o_{t+1}|H_t, a_t) p(D|H_{t+1})\)
- \((H_t = \tilde{s}_t, h_t) = \eta \sum_{\tilde{s}_t} p(\tilde{s}_t|h_t) p(s_{t+1}, o_{t+1}|H_t, a_t) p(D|H_{t+1})\)

The validity of the d-separation is shown in fig. 3. The influence of the action \(a_t\) on the previous state sequence \(\tilde{s}_t\) is blocked by the hidden observation \(o_{t+1}\) and state \(s_{t+1}\). Hence \(p(\tilde{s}_t|h_t, a_t) = p(\tilde{s}_t|h_t)\). \(\square\)
A.2 Equivalence of History MDPs

This section proves the equivalence between the history-MDP constructed from the Bayesian PORL \( M_{\text{Hist-MDP}}^{\text{BRL}} \) problem definition and the history-MDP constructed from the general BA-POMDP \( M_{\text{Hist-MDP}}^{\text{BRL-GBA-POMDP}} \) (theorem 1).

A.2.1 Bayesian partially observable RL. Recall that the BPORL problem is defined by (or assumes known) the state, action and observation space \((S, A, \mathcal{O})\) and a prior over the dynamics \(p_D\) and the initial state distribution \(p_0\). To consider optimizing reward, we additionally assume that the reward function \(R\), discount factor \(\gamma\), and horizon \(K\) is known. Lastly, we denote the history as the (past) observable action-observation sequence \(h_t = (\tilde{a}_{t-1}, \tilde{o}_t) = (a_0, a_1, \ldots, a_{t-1}, o_t)\), and a full (partially observable) history (including a state-sequence \(s_t\)), as \(H_t = (\tilde{s}_t, h_t) = (s_0, a_0, s_1, a_1 \ldots a_{t-1}, s_t, o_t)\), then at any point in time the belief over the dynamics and current state is defined as (eq 3 in the paper):

\[
b_{\text{BRL}}(s', D|h') \triangleq q_{\text{BRL}}(s', D|h, a, o) \propto \sum_s D(s', o|s, a) b_{\text{BRL}}(D, s|h) \tag{17}
\]

Note that it can also be defined as a (non-recursive) expectation over the complete past state sequence:

\[
b_{\text{BRL}}(s_{t+1}, D|h_{t+1}) = \sum_{s_t} p_{\text{BRL}}(s_{t+1}, D|h_{t+1}) \tag{18}
\]

**Definition 6 \( M_{\text{Hist-MDP}}^{\text{BRL}} \).** The history-MDP constructed from the BPORL problem can be defined by the following tuple \((S_{\text{BRL}}, A_{\text{BRL}}, \mathcal{T}_{\text{BRL}}, R_{\text{BRL}}, P_{\text{BRL}}, \gamma_{\text{BRL}}, K_{\text{BRL}})\), where:

- The action space, discount function and horizon is directly given by the BPORL formulation: \(A_{\text{BRL}} = A\), \(\gamma_{\text{BRL}} = \gamma\), \(K_{\text{BRL}} = K\)
- The state space is the set of histories \(S_{\text{BRL}} = \{h\}\)
- The initial history state is always the empty sequence:

\[
p_{\text{BRL}}^{h_0} = \begin{cases} 1 & \text{if } s = \emptyset \\ 0 & \text{otherwise} \end{cases} \tag{19}
\]

- The (history) reward function is an expectation over the given (state-) reward function:

\[
R_{\text{BRL}}(s_{\text{BRL}}, a_{\text{BRL}}) = \mathbb{E}_{R}(h, a) 
\]

\[
= \sum_s \int_D b_{\text{BRL}}(s, D|h) R(s, a) \tag{20}
\]

where the belief \(b_{\text{BRL}}\) is computed as in eq. (17)

- The (history) transition function is completely determined by the observation probability:

\[
\mathcal{T}_{\text{BRL}}(s_{\text{BRL}}, a_{\text{BRL}}, s_{\text{BRL}}') = \mathbb{E}_{\mathcal{T}}(h, a, h')
\]

\[
= p_{\text{BRL}}(h'|h, a) = \begin{cases} p_{\text{BRL}}(o|h, a), & \text{if } h' = \text{hao} \\ 0 & \text{otherwise} \end{cases} \tag{23}
\]

where the observation probability is, again, an expectation over the state:

\[
p_{\text{BRL}}(o|h, a) = \sum_s \sum_D b_{\text{BRL}}(D, s|h) D(s', o|s, a) \tag{24}
\]

A.2.2 The GBA-POMDP. On the other hand, let us assume some parameterization \(\theta \in \Theta\) of distributions over dynamics \(p(D; \theta)\), and an initial (prior) parameters \(\theta_0\) that match the dynamics priors:

\[
\int_{D} p_{D}(D) D(s_1, o_1|s_0, a_0) = p(s_1, o_1|\theta_0, s_0, a_0) \tag{25}
\]

and a parameter update function \(\mathcal{U}\) such that new parameters induce the same distribution over dynamics as the history would (the parameter update criterion holds):

**Definition 7 (Parameter update criterion).** \(\mathcal{U}\) is designed such that, if

\[
p_{\text{BRL}}(s_{t+1}, o_{t+1}|H_t, a_t) = p_{\text{GBA}}(s_{t+1}, o_{t+1}|\theta_{H_t}, s_t, a_t) \tag{26}
\]

then for \(\theta_{H_{t+1}} = \mathcal{U}(\theta_{H_t}, s_t, a_t, s_{t+1}, o_{t+1})\).
Then the belief in this POMDP (as given in eq 1 in the paper) is computed as follows:

\[ p^{\text{BRL}}(s_{t+2}, o_{t+2}|H_{t+1}, s_{t+1}, a_{t+1}) = p^{\text{GBA}}(s_{t+2}, o_{t+2}|\theta H_{t+1}, s_{t+1}, a_{t+1}) \]

Additionally, let us define the POMDP as a result of the definition of the GBA-POMDP: \( M_{\text{GBA-POMDP}}(\theta_0, U) = (\bar{S}, \bar{A}, \bar{O}, \bar{D}, \bar{R}, \gamma, \bar{K}, \bar{p}_0) \). Then the belief in this POMDP (as given in eq 1 in the paper) is computed as follows:

\[ \bar{b}^{\text{GBA}}(s' = (s', \theta')|h') \doteq p^{\text{GBA}}(s', \theta'|h, a, o) \propto \sum_s \bar{D}(s', \theta'|o)s, \theta, a)p^{\text{GBA}}(s, \theta|h) \]  

where

\[ \bar{D}(\theta', s', o|s, \theta, a) \doteq p(\theta'|\theta, s, a, s', o)p(s'|o|\theta, s, a) \]  

**Definition 8 (\( M_{\text{Hist-MDP}}^{\text{GBA-POMDP}} \)).** The history-MDP constructed from a GBA-POMDP definition can be defined by the following tuple \( (\bar{s}^{\text{GBA}}, \bar{A}^{\text{GBA}}, \bar{T}^{\text{GBA}}, \bar{R}^{\text{GBA}}, \bar{p}_0) \) where:

- The action space, discount function and horizon is directly given by the BPORL formulation: \( \bar{A}^{\text{GBA}} = A, \bar{\gamma}^{\text{GBA}} = \gamma, \bar{K}^{\text{GBA}} = K \)
- The state space is the set of histories \( \bar{S}^{\text{GBA}} = \{h\} \)
- The initial history state is always the empty sequence:
  \[ \bar{p}_0^{\text{GBA}} = \begin{cases} 1, & \text{if } \bar{s}^{\text{GBA}} = \emptyset \\ 0, \text{ otherwise} \end{cases} \]

- The (history) reward function is an expectation over the given (state-) reward function:
  \[ \bar{R}^{\text{GBA}}(s^{\text{GBA}}, a^{\text{GBA}}) = R^{\text{GBA}}(h, a) = \sum_s b^{\text{GBA}}(s, \theta|h)R(s, \theta, a) \]

where the belief \( b^{\text{GBA}} \) is computed as in eq. (27)

- The (history) transition function is completely determined by the observation probability:
  \[ \bar{T}^{\text{GBA}}(s^{\text{GBA}}, a^{\text{GBA}}, s^{\text{GBA}}) = T^{\text{GBA}}(h, a, h') = p^{\text{GBA}}(h'|h, a) = \begin{cases} p^{\text{GBA}}(a|h), & \text{if } h' = hao \\ 0, \text{ otherwise} \end{cases} \]

where the observation probability is, again, an expectation over the state:

\[ p^{\text{GBA}}(a|h, a) \doteq \sum_{s, \theta, s', \theta'} b^{\text{GBA}}(s, \theta|h)\bar{D}(\theta', s', o|s, \theta, a) \]  

**A.2.3 Trivial part of proof.** The proof consists of showing that each element of the belief-MDP tuples are identical. It is clear from the definition/construction that the state space, action space, state prior, discount factor and horizon are the same:

- \( \bar{s}^{\text{BRL}} = \bar{s}^{\text{GBA}} = \{h\} \)
- \( \bar{A}^{\text{BRL}} = \bar{A}^{\text{GBA}} = A \)
- \( \bar{p}_0^{\text{BRL}} = \bar{p}_0^{\text{GBA}} = \begin{cases} 1, & \text{if } s^{\text{BRL}} = \emptyset \\ 0, \text{ otherwise} \end{cases} \)
- \( \bar{\gamma}^{\text{BRL}} = \bar{\gamma}^{\text{GBA}} = \gamma \)
- \( \bar{K}^{\text{BRL}} = \bar{K}^{\text{GBA}} = K \)

All that is left to prove is the equivalence of the transition and reward function (i.e. eq. (21) equals eq. (32) and eq. (24) equals eq. (35)).

To prove that the reward and transition model of the two history-MDPs are the same we proof that for all histories \( h \) the distribution over the state sequence \( p(s_t|h_t) \) and observation \( p(o|h, a) \) is the same. The proof is via induction on both quantities.

Note that in these derivations \( p^{\text{BRL}} \) refers to quantities in the BPORL history-MDP \( M_{\text{BPORL}} \), and \( p^{\text{GBA}} \) analogously for the GBA-POMDP history-MDP \( M_{\text{GBA-POMDP}} \).
A.3 Proof State-Sequence Distribution Equality

To prove:

\[ p^{BRL}(\tilde{s}_{t+1} | h_{t+1}) = p^{GRA}(\tilde{s}_{t+1} | h_{t+1}) \]  

(36)

where

\[ p^{BRL}(\tilde{s}_{t+1} | h_{t+1}) = \int_D p^{BRL}(\tilde{s}_{t+1}, D | h_{t+1}) \]  

(37)

\[ p^{GRA}(\tilde{s}_{t+1} | h_{t+1}) = \int_D p^{GRA}(\tilde{s}_{t+1}, 0'' | h_{t+1}) \]  

(38)

A.3.1 Base case: \( t = 0 \). Holds as for both models the prior is defined by \( p_0 \):

\[ \int_D b^{BRL}(s_0, D | h_{t=1}) = \int_D b^{GRA}(s_0, D | h_{t=1}) \]  

(39)

\[ p_0 = p_{s_0} \]  

(40)

A.3.2 Induction case: \( t + 1 \) given it holds for \( t \). Here we derive the state sequence distribution for both sides for \( t + 1 \).

\textit{BPORL (lhs) term.} Note that the derivation of the first step is given in this appendix (appendix A.1).

\[ \int_D p(\tilde{s}_{t+2}, D | h_{t+1}) \]  

(A.1)  

(41)

\[ = \int_D p^{BRL}(\tilde{s}_{t+1} | h_{t+1}) p^{BRL}(s_{t+1}, o_{t+1} | H_t, a_t) p^{BRL}(D | h_{t+1}) \]  

(42)

\[ \text{(move } \int \text{) } = \int_D \frac{p^{BRL}(\tilde{s}_{t+1} | h_{t+1})}{p^{BRL}(s_{t+1}, o_{t+1} | H_t, a_t)} p^{BRL}(s_{t+1}, o_{t+1} | H_t, a_t) \int_D \frac{p^{BRL}(D | h_{t+1})}{p^{BRL}(s_{t+1}, o_{t+1} | H_t, a_t)} \]  

(43)

\[ \text{(tot prob) } = \int_D \frac{p^{BRL}(\tilde{s}_{t+1} | h_{t+1})}{p^{BRL}(s_{t+1}, o_{t+1} | H_t, a_t)} p^{BRL}(s_{t+1}, o_{t+1} | H_t, a_t) \]  

(44)

\textit{GBA-POMDP (rhs) term.} And we see that we can reach the same in the GBA-POMDP:

\[ \int_\theta p^{GRA}(\tilde{s}_{t+1}, 0'' | h_{t+1}) = \int_\theta p^{GRA}(\tilde{s}_{t+1}, \theta, 0'' | h_{t+1}, a_t, o_{t+1}) \]  

(45)

\[ \text{(cond) } = \int_\theta \frac{p^{GRA}(\tilde{s}_{t+1}, \theta, 0'' , o_{t+1} | h_{t+1}, a_t)}{p^{GRA}(o_{t+1} | h_{t+1}, a_t)} \]  

(46)

\[ \text{(chain) } = \int_\theta \frac{p^{GRA}(\tilde{s}_{t}, \theta | h_{t})}{p^{GRA}(o_{t+1} | h_{t}, a_t)} p^{GRA}(s_{t+1}, o_{t+1} , 0'' | \tilde{s}_{t}, \theta, a_t) \]  

(47)

\[ \text{(d-sep) } = \int_\theta \frac{p^{GRA}(\tilde{s}_{t}, \theta | h_{t})}{p^{GRA}(o_{t+1} | h_{t}, a_t)} \mathcal{D}(s_{t+1}, o_{t+1} , 0'' | s_t, 0, a_t) \]  

(48)

\[ = \int_\theta \frac{p^{GRA}(\tilde{s}_{t}, \theta | h_{t})}{p^{GRA}(o_{t+1} | h_{t}, a_t)} \mathcal{U}(\theta, s_t, a_t, s_{t+1}, o_{t+1})) p^{GRA}(s_{t+1}, o_{t+1} | \theta, s_t, a_t) \]  

(49)

\[ = \int_{\theta, 0''} p^{GRA}(\tilde{s}_{t}, \theta | h_{t}) \mathcal{S}(\theta, | h_{t}, \theta, h_{t+1}, s_{t+1}, a_t, o_{t+1}) \]  

(50)

The integrals disappear because all probability is concentrated on just one set of parameters \((\theta = \theta_{H_t}, 0'' = \theta_{H_{t+1}})\); there is only one parameter set associated with a particular history \((\int_\theta p^{GRA}(\tilde{s}_{t}, \theta | h_{t}) = 0 \text{ for all except } \theta_{H_t})\), and a deterministic update to \(\theta_{H_{t+1}}\).

Note that equations eqs. (44) and (50) are equal if

1. the parameter update criterion holds \( p^{BRL}(s_{t+1}, o_{t+1} | H_t, a_t) = p^{GRA}(s_{t+1}, o_{t+1} | \theta_{H_t}, s_t, a_t) \)
2. the state sequence probability at \( t \) is equal \( p^{BRL}(\tilde{s}_{t} | h_{t}) = p^{GRA}(\tilde{s}_{t} | h_{t}) \), and
3. the observation probability is equal \( p^{BRL}(o_{t+1} | h_{t}, a_t) = p^{GRA}(o_{t+1} | h_{t}, a_t) \)

Item 1 is assumed, item 2 is proven through induction, and item 3 is proven below (appendix A.4):
To prove: A.4 Proof Observation Probability Equality

We again first derive the lhs: BPORL (lhs) term.

\[ p^{\text{BRL}}(s_t+1|H_t, a_t) = \sum_{s,s', \theta, \theta'} b^{\text{BRL}}(s, \theta|H_t) \mathcal{D}(s', \theta', s, \theta, a) \]  

(54)

where, by definitions (eqs. (24) and (35)):

\[ p^{\text{BRL}}(s_t+1|H_t, a_t) = \sum_{s,s', \theta, \theta'} b^{\text{BRL}}(s, \theta|H_t) \mathcal{D}(s', \theta', s, \theta, a) \]  

(55)

BPORL (lhs) term. We again first derive the lhs:

\[ \sum_{s,s', \theta, \theta'} b^{\text{BRL}}(s, \theta|H_t) \mathcal{D}(s', \theta', s, \theta, a) \]  

(56)

\[ (18) = \sum_{s_t+1} \int_{\mathcal{D}} p^{\text{BRL}}(s_t, \mathcal{D}|H_t) \mathcal{D}(s_{t+1}, a_{t+1}|s_t, a_t) \]  

(57)

(chain) = \sum_{s_t+1} \int_{\mathcal{D}} p^{\text{BRL}}(s_t|H_t)p^{\text{BRL}}(\mathcal{D}|H_t) \mathcal{D}(s_{t+1}, a_{t+1}|s_t, a_t) \]  

(58)

(move) = \sum_{s_t+1} p^{\text{BRL}}(s_t|H_t) \int_{\mathcal{D}} p^{\text{BRL}}(\mathcal{D}|h_t) \mathcal{D}(s_{t+1}, a_{t+1}|s_t, a_t) \]  

(59)

\[ = \sum_{s_t+1} p^{\text{BRL}}(s_t|H_t)p^{\text{BRL}}(s_{t+1}, a_{t+1}|H_t, a_t) \]  

(60)

GBA-POMDP (rhs) term. And show we can reach the same equality with the rhs:

\[ \sum_{s, \theta, \theta', s'} b^{\text{GBA}}(s, \theta|H_t) \mathcal{D}(s', \theta', s, \theta, a) \]  

(61)

\[ (\text{tot prob}) = \sum_{s_{t+1}, \theta, \theta'} p^{\text{GBA}}(s_t, \theta|h_t) \mathcal{D}(s_t+1, \theta, s_{t+1}, a_{t+1}|s_t, \theta, a_t) \]  

(62)

\[ (28) = \sum_{s_{t+1}, \theta, \theta'} p^{\text{GBA}}(s_t, \theta|h_t) \mathcal{D}(s_t+1, \theta, s_{t+1}, a_{t+1}) p(s_{t+1}, a_{t+1}|\theta, s_t, a_t) \]  

(63)

\[ (7) = \sum_{s_{t+1}} p^{\text{GBA}}(s_t|h_t) p(s_{t+1}, a_{t+1}|s_t, \theta, H_t, a_t) \]  

(64)

where again the integrals disappear because all probability is concentrated on one set of parameters. Equality between eqs. (60) and (64) is ensured when the parameter update criterion is met and the state sequence distribution is the same (the same requirements as in the enumeration above). Since those have been proven above, this finishes the proof:

\[ \text{eq. (44)} = \text{eq. (50)} \]  

(51)

\[ p^{\text{BRL}}(s_t|H_t) p^{\text{BRL}}(s_{t+1}, a_t|H_t, a_t) = \sum_{s_{t+1}} p^{\text{GBA}}(s_t|h_t) p^{\text{GBA}}(s_{t+1}, a_t|s_t, \theta, H_t, a_t) \]  

(65)

\[ \square \]
B ROAD RACING DOMAIN

Most domains are taken directly from the literature (tiger [27] and collision avoidance [33]. Gridverse is an instantiation of the ‘empty’-domains created in https://github.com/abaisero/gym-gridverse. Road racing is a novel domain and thus deserves a little more detailed description.

In the road racing problem, a larger POMDP grid model of highway traffic, the agent moves between \( n \) lanes in an attempt to overtake other cars. The agent occupies one of the lanes, and can switch between them by going up, down or otherwise stay in the current. The agent shares the road with \( n \) other cars, one in each lane. The (partially hidden) state is described by the distance of each of those cars in their respective lanes (horizontally) and the current occupied lane. During a step the distance of the other cars decrements with some probability. If the agent either attempts to leave the grid or bumps against another car it receives a penalty (-1) and stays in its current lane instead. The agent observes only the distance to the car in its current lane, which is also the reward (plus potentially the penalty mentioned above). The speed, and thus the probability of a car coming closer depends on the lane, and is a linear interpolation over the lanes (probability of lane \( i \) is \( p_i = \frac{i+1}{n+1} \)). Lastly, the initial position of all cars is 6, and when the position of a car drops to -1, it resets. More specifically:

**Figure 4: Road racer domain with 3 lanes**

- The domain is parameterized by number of lanes \( n \) and max distance of cars \( l \), assumed to be 6 here
- State space \( S \) consists of the current lane of agent and position of cars in each lane: \( |S| = n \times l^n \)
- Action space \( A \) is \{up, stay, down\}, the action moves the agent deterministically to the adjacent lanes (up or down), or stays in place. If moving results in a collision with a car (or an attempt is made to go beyond the most extreme lanes on either side) then a penalty (-1) is incurred.
- Observation space \( O \) is \{0...\( l \)\}, the observation \( O \) deterministically the distance to the car in the current lane
- The reward function \( R \) returns the distance to the car in the current lane. A penalty of -1 is given if the agent either attempts to move into a car or out of bound
- The transition function \( T \) first updates the location of the car in each lane by decrementing their position (‘distance from the agent’) with some probability. Then the agent’s location is updated by moving it deterministically according to its action, but staying in place if a move (up or down) action fails due to collision or out of bound. Cars that were overtaken by the agent (i.e. their position dropped below 0) have their position updated by setting it to \( l \) (the next car appears).

Figure 5 shows, for arbitrary \( n \) number of lanes, the (smallest) Bayes-network that is able to model the road racer domain correctly.

C (HYPER) PARAMETERS

The (hyper) parameters of BADDr are conceptually separated into groups. First (appendix C.1) the networks that govern the architecture and learning of the neural networks in the particles. Second (appendix C.2) are the parameters of the planning solution methods MCTS and particle filtering. Lastly (appendix C.3) there are higher level parameters (such as horizon and discount factor) and environment parameters.

C.1 Neural Networks

Here, again, we identify two groups of parameters. First is regarding the general hierarchy (table 2), and the other is specifically for pre-training during the creation of the prior (table 1).
Figure 5: Bayes-network representing the road-racer domain. $l$ refers to the lane (row) that is occupied by the agent, $c_i$ is the (column) position of car $i$. The observation is the distance/position $dist$ of the car in the agent’s lane $l$.

Table 1: Parameters describing BADDr pre-training

| domain      | tiger  | collision avoidance | road racing      | gridverse |
|-------------|--------|---------------------|------------------|-----------|
| # batches   | 4096   | 8192                | 2048 ($n = 3$), 16384 ($n = 9$) | 512       |
| batch size  | 32     | 32                  | 64 ($n = 3$), 256 ($n = 9$)  | 32        |
| learning rate $\alpha$ | 0.1    | 0.05                | 0.005 ($n = 3$), 0.0025 ($n = 9$) | 0.0025    |
| optimizer   | SGD    | SGD                 | SGD              | Adam      |
| # pre-trained nets | 1, 4, or 8 | 1                   | 1                | 1         |

Table 2: Parameters describing BADDr neural networks

| domain      | tiger | collision avoidance | road racing      | gridverse |
|-------------|-------|---------------------|------------------|-----------|
| # layers    | 3     | 3                   | 3                | 3         |
| # nodes per layer | 32    | 64                  | 32 ($n = 3$), 256 ($n = 9$) | 256       |
| activation functions | $tanh$ | $tanh$             | $tanh$           | $tanh$    |
| online learning rate $\alpha$ | 0.005 | 0.0005              | 0.0001 ($n = 9$) | 0.0005    |
| dropout probability | 0.5   | 0.5                 | 0.1              | 0.1       |
C.2 Solution Methods

In our experience the method is robust to these parameters (table 3). For example, the method scales linearly both in complexity and performance with the number of simulations and particles. A notable exception is the exploration rate, which is set approximately to the range of returns that can be expected from an episode.

Table 3: Parameters used by the (planning) solution methods: MCTS and belief update

| domain          | tiger | collision avoidance | road racing | gridverse |
|-----------------|-------|---------------------|-------------|-----------|
| exploration constant $u$ | 100   | 1000                | 15          | 1         |
| belief update   | importance | importance | rejection   | rejection |
| IS resample size | 128   | 32                  | N/A         | N/A       |
| # of particles in filter | 1024  | 128                 | 1024        | 8         |
| # MCTS simulations | 4096  | 256                 | 128         | 8         |
| search depth    | $K$   | $K$                 | 3           | N/A       |

C.3 Experiment and Domain Parameters

These parameters (table 4) have little to do with the method, but defines the domain and experiment setup more generally.

Table 4: Parameters more general to the experiment setup

| domain          | tiger | collision avoidance | road racing | gridverse |
|-----------------|-------|---------------------|-------------|-----------|
| # episodes      | 400   | 500                 | 200 ($n = 3$) / 300 ($n = 9$) | 250       |
| # horizon $K$   | 30    | N/A                 | 20          | 30        |
| # discount factor $\gamma$ | 0.95  | 0.95                | 0.95        | 0.95      |
| # runs          | 7500  | 35000               | 1000 ($n = 3$), 300 ($n = 9$) | 50        |

D DPFRL DETAILS

DPFRL [34] uses a learned particle filter to summarize the observation-action history. Unlike a traditional filter, each particle is not a hypothesis of the true state but is a latent vector with no semantic meaning. The particle maintains a number of particles, which will then be summarized to create a summary vector acting as the current belief state. This belief state is used to learn an actor-critic agent using A2C. We use the official implementation code at https://github.com/Yusufma03/DPFRL. For Tiger, Road-Race, and Collision-Avoidance, where observations are single categorical values, we simply transform them into one-hot vectors and apply 2 FC layers to encode. For Grid-Verse where observations are 3D arrays of categorical values, we first apply a single Pytorch’s embedding layer and then use a CNN of 3 layers (32, 64, and 64 channels) to encode. In all domains, actions are encoded with a single FC(64) layer. For each domain, we perform hyper-parameter sweeps on the learning rates $\{1, 3, 10\} \times 10^{-4}$ and the number of particles $\{15, 30, 45\}$. The best performing learning rates and the number of particles are reported in Figure 6a, 6b, 7a, 7b; other hyper-parameters are listed in Table 5.

Table 5: Hyper-parameters (except for learning rates and the number of particles which are tuned for each domain) values used in DPFRL in all domains.

| Name                     | Value                  |
|--------------------------|------------------------|
| Number of actors         | 16                     |
| Sample length            | 5                      |
| Critic loss coefficient  | 0.5                    |
| Actor loss coefficient   | 1.0                    |
| Entropy loss coefficient | 0.01                   |
| Clipped gradient norm magnitude | 5                   |
| Optimizer                | RMSProp ($\epsilon = 1 \times 10^{-5}$) |

Table 6: Number of episodes that DPFRL and BADDR took to achieve the same performance.
(a) Return on Tiger (lr=1e-4, number of particles=30).
(b) Return on Collision-Avoidance (lr=1e-4, number of particles=30).

(a) Return on Road-Race: 3-lane (lr=1e-3, number of particles=15) and 9-lane (lr=3e-4, number of particles=15).
(b) Return on Grid-Verse of different sizes: 8x8 (lr=1e-3, number of particles=30), 16x16 (lr=1e-3, number of particles=30), 32x32 (lr=1e-3, number of particles=15).

| Domain                | # Episodes for DPFRL | # Episodes for BADDr | Return Achieved |
|-----------------------|----------------------|----------------------|-----------------|
| Tiger                 | 20k                  | 400                  | 2.2             |
| Collision-Avoidance   | 0.6M                 | 500                  | -102            |
| 3-lane Road-Race      | 20k                  | 200                  | 45.2            |
| 9-lane Road-Race      | 8k                   | 200                  | 52.3            |
| Grid-Verse (8x8)      | 5.95k                | 50                   | 0.8             |
| Grid-Verse (16x16)    | 13k                  | 50                   | 0.62            |
| Grid-Verse (32x32)    | N/A                  | 50                   | 0.62            |

Table 6: Comparison between the number of episodes needed for DPFRL and BADDr to achieve the same return.