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Abstract—Fisheye lens gains increasing applications in computational photography and assisted driving because of its wide field of view (FoV). However, the fisheye image generally contains invalid black regions induced by its imaging model. In this paper, we present a FisheyeEX method that extends the FoV of the fisheye lens by outpainting the invalid regions, improving the integrity of captured scenes. Compared with the rectangle and undistorted image, there are two challenges for fisheye image outpainting: irregular painting regions and distortion synthesis. Observing the radial symmetry of the fisheye image, we first propose a polar outpainting strategy to extrapolate the coherent semantics from the center to the outside region. Such an outpainting manner considers the distribution pattern of radial distortion and the circle boundary, boosting a more reasonable completion direction. For the distortion synthesis, we propose a spiral distortion-aware perception module, in which the learning path keeps consistent with the distortion prior of the fisheye image. Subsequently, a scene revision module rearranges the generated pixels with the estimated distortion to match the fisheye image, thus extending the FoV. In the experiment, we evaluate the proposed FisheyeEX on three popular outdoor datasets: Cityscapes, BDD100k, and KITTI, and one real-world fisheye image dataset. The results demonstrate that our approach significantly outperforms the state-of-the-art methods, gaining around 27% more content beyond the original fisheye image.

Index Terms—Fisheye Image, Image Outpainting, Radial Distortion, Polar Perspective

I. INTRODUCTION

FISHEYE lens has been widely used in computational photography and assisted driving since it can capture a larger field of view (FoV) than the conventional lens. This advantage enables the intelligence system to understand large-scale scenes and conduct timely decision-making. However, the fisheye lens has a special circular surface, leading to the captured scene displayed in a circle construction surrounded by invalid black regions. Having observed this fact, we actively seek a solution to extrapolate the fisheye image and generate a larger FoV than the original fisheye lens.

Outpainting, also dubbed image extrapolation, is to generate semantically consistent contents beyond the original boundaries given an image [1]–[3]. Compared with the inpainting [6]–[13], outpainting is more challenging due to the one-side constraint. Previous outpainting works usually consider the manual intervention case in which the original image is cropped to a sub-image, and thus it is difficult to apply them into practice. In this work, we extend the FoV of the fisheye lens in the polar domain and extrapolate the invalid regions by fully considering its distortion prior.

Particularly, we propose a FisheyeEX method as illustrated in Figure 1. Given a fisheye image, FisheyeEX extrapolates the semantically coherent content into the black invalid region, improving the integrity of captured scenes with a larger FoV. However, directly implementing the conventional outpainting in fisheye images is challenging: (i) Outpainting manner. In contrast to the straight boundary in previous methods, our FisheyeEX extrapolates the fisheye image from the circle boundary in irregular painting regions. In addition, the previous left-to-right completion direction ignores the spatial correlation between the generated content and the original content. (ii) Distortion synthesis. Unlike the natural image, the radial distortion exists in the fisheye image, which allows larger FoV for the captured scene. Therefore, besides the content generation, FisheyeEX needs to estimate and synthesize the radial distortion during the outpainting process.

To address the above challenges, we present a novel polar outpainting strategy and a feasible learning framework. Considering the radial symmetry of the fisheye image, we first transform the outpainting from the Cartesian domain into the polar domain. As a result, the boundary of the
fisheye image is converted from a circle into straight lines and the discrete irregular filling regions are gathered together. More importantly, the polar outpainting enables a more reasonable extrapolation direction, which generates the coherent semantics from the center to the boundary. For the distortion synthesis, a spiral distortion-aware perception module is used to estimate the original distortion, and then a scene revision module rearranges the generated content with the predicted radial distortion. In the experiment, we evaluated the proposed FisheyeEX on three popular datasets: Cityscapes, BDD100k, and KITTI, and one real-world fisheye image dataset. The results demonstrate that our approach significantly outperforms the state-of-the-art image completion methods, gaining around 27% more content beyond the original fisheye image.

In summary, our contributions can be listed as follows:

- We propose a practical FisheyeEX method to extend the FoV of fisheye lens, in which a polar outpainting strategy enables a reasonable completion direction based on the radial symmetry of the fisheye image.
- Besides the content generation, a spiral distortion-aware perception module and a scene revision module are designed to guide the distortion synthesis of the outpainting results.

The rest of this paper is organized as follows. We first introduce the related work in Section II. Subsequently, we present our polar outpainting framework in Section III. The experiments are provided in Section IV. Finally, we conclude this paper in Section V.

II. RELATED WORKS

In this section, we briefly review the previous works regarding to the image outpainting and distortion estimation for fisheye image.

Image Outpainting Due to the one-side constraint, image outpainting is more challenging than image inpainting, which can be fairly classified into traditional methods [14]–[16] and learning methods [1]–[5]. In analogy to inpainting, traditional outpainting methods [14]–[16] share a similar pipeline where the relevant patches are retrieved in the candidate set, and the matched patches are merged into the original input. Inspired by the powerful generation ability of the generative adversarial networks (GANs) [17], Sabini et al. [1] first realized the parametric outpainting with the three-phase training procedure. Teterwak et al. [2] conditioned the discriminator with pre-trained features, promoting the generated results to match the target image semantically. Wang et al. [3] introduced a feature expansion module and content prediction module to relieve the difficulty of one-pass outpainting. Yang et al. [4] explored a very long natural scenery image prediction by outpainting, and they extrapolated the natural scenery images horizontally in multi-steps. Motivated by humans’ perception fashion, Guo et al. [5] designed a novel slice-wise GAN to extrapolate the unseen content outside the boundary of the image.

Distortion Estimation In contrast to the natural image, the fisheye image contains radial distortion. This distortion changes the original geometry shape of objects, thus enabling a larger field of view for the captured scene. The farther pixel to the optical center, the stronger the distortion is, and vice versa. As for some computer vision tasks such as object detection, it is crucial to build an accurate distortion estimation for the fisheye image. For example, the traditional methods [18]–[22] estimated the distortion parameter of the distortion image based on the hand-crafted features and usually required manual intervention. To achieve more robust and flexible algorithms, the learning methods [23]–[28] rectified the distortion image in terms of the deep semantic features. In particular, Liao et al. [25] predicted a 2D distortion distribution map (DDM) to generate explicit guidance for networks. Similarly, Li et al. [27] constructed a 2D displacement flow using an encoder-decoder architecture to help the distortion rectification. [29] predicted the displacement flow and rectified the fisheye image in the polar coordinates, which shows superior rectification performance. In contrast to the above distortion rectification methods, our aim is to perceive an explicit distortion level and synthesize the radial distortion for more realistic fisheye image outpainting. However, most works omitted the fisheye image’s radial symmetry and directly leveraged the learning strategy from the natural image to extract the distortion features.

In this work, invalid black regions are required to be filled to enlarge the FoV of fisheye image. To keep the extrapolated regions matching the original fisheye image, we have to consider the distortion synthesis, which is challenging and different from the classical outpainting. By converting the fisheye image into the polar domain, we can achieve a spiral convolution manner to learn the accurate distribution of radial distortions and achieve the distortion synthesis during the outpainting.

III. OUR METHOD

We propose a novel polar outpainting strategy for the fisheye image as shown in Figure 2 transforming the outpainting reference system from the Cartesian domain into the polar domain. Given an input fisheye image \( I_f \in \mathbb{R}^{h \times w \times 3} \) and the filling mask \( M \in \mathbb{R}^{h \times w \times 1} \), the goal of our FisheyeEX is to extrapolate the original content and details to the outside black region, improving the integrity of captured scenes with the larger field of view (FoV).

To be specific, our FisheyeEX consists of three modules: the polar outpainting module, the spiral distortion-aware perception module, and the scene revision module.

A. Polar Outpainting Module

Polar Coordinates Transformation Due to the fisheye lens’s special circular surface, the captured scene is displaced in a circle construction, and the induced radial distortion exists in the fisheye image. In general, the radial distortion is considered centrally symmetric with the optical center. The distortion degree of a pixel is positive to its distance to the symmetric center. Having observed this fact, we transform the outpainting reference system from the conventional Cartesian domain into
the polar domain, reconstructing the geometry structure and the distortion distribution of the fisheye image.

In particular, we suppose that the point \( P_o = (x, y) \) and the point \( P_p = (\rho, \theta) \) locate at the Cartesian coordinates and the polar coordinates, respectively. First, we choose the optical center \( P_o = (x_o, y_o) \) as the polar point. Then, the polar coordinates can be established counterclockwise by rotating a ray of \( P_o \). The coordinates transformation relationship is expressed as:

\[
\begin{align*}
\rho &= \sqrt{(x - x_o)^2 + (y - y_o)^2} \\
\theta &= \arctan\left(\frac{y - y_o}{x - x_o}\right),
\end{align*}
\]

where \( \rho \) denotes the distance from the pixel to the optical center and \( \theta \) is the corresponding angle.

In the fisheye image outpainting case, we can offer the following advantages by transforming the outpainting from the Cartesian domain into the polar domain.

1. The extrapolation direction is more reasonable and effective. Previous outpainting methods directly use the completion manner in image inpainting. However, the plain left-to-right direction ignores the challenging spatial correlation of generated content in the outpainting case. Instead, by reconstructing the fisheye image to the polar domain, our approach can build an effective inside-to-outside direction for better outpainting, as illustrated in Fig. 1.

2. The circle boundary of the fisheye image and the discrete painting region are converted into a straight and continuous region, as shown in Fig. 2 (a). Thus, the simplified structure can relieve the outpainting’s difficulty and improve the extrapolation performance.

3. The distortion perception is more accurate and efficient. Different from the natural image, the fisheye image has radial distortion. As shown in Fig. 2 (b), in the polar domain, the radial distortion is rearranged, and the learning path of convolutional kernels keeps consistent with the new distortion distribution, facilitating more accurate distortion perception. Moreover, we only need to predict a 1D vector of distortion values while previous methods require a more computational network to predict 2D distortion maps [25, 27].

**Fisheye Image Extrapolation** After the domain transformation, the original fisheye image \( I_f \in \mathbb{R}^{h \times w \times 3} \) is transformed into the polar fisheye image \( I'_f \in \mathbb{R}^{h' \times w' \times 3} \). Then, we feed \( I'_f \) and mask into the outpainting module to conduct the content generation in the filling regions.

The outpainting module can be regarded as a classical fully convolutional encoder-decoder network. In the encoder, there are 3 hierarchies progressively extracting the semantic features of the polar fisheye image, where each hierarchy includes two convolutional layers with the LeakyReLU activation function. After each hierarchy except the last one, the resolution of the feature map is down-sampled. Subsequently, a residual con-
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Fig. 4. Visual comparison of the Cartesian distortion perception [25] and our polar distortion perception. For each result displayed in Cartesian domain, we show a pixel $P$ marked with $M_{hs}$, $M_{vs}$, and $M_{cs}$ for the radial symmetry evaluation. Compared with DDM [25], our method can estimate more accurate distortions of fisheye images and our distortion distributions follow the strict radial symmetry, where $M_{hs} = M_{vs} = M_{cs} = 0$.

B. Spiral Distortion-Aware Perception Module

Compared with the natural image, the fisheye image contains radial distortion to provide a large FoV. Therefore, besides the content generation, we need to synthesize the radial distortion in the fisheye image outputting task. The first step is to perceive and estimate the original distortion in fisheye image. Suppose that a pixel in the natural image is $P_o = (x_n, y_n)^T \in \mathbb{R}^{2 \times 1}$ and its corresponding pixel in the fisheye image is $P_f = (x_f, y_f)^T \in \mathbb{R}^{2 \times 1}$, then the transformation of coordinates can be described by

$$
\begin{align*}
x_f &= x_n(1 + k_1 r_f^2 + k_2 r_f^4 + k_3 r_f^6 + \cdots) \\
y_f &= y_n(1 + k_1 r_f^2 + k_2 r_f^4 + k_3 r_f^6 + \cdots),
\end{align*}
$$

(2)

where $[k_1, k_2, k_3, \cdots]$ are the radial distortion parameters and $r_f$ indicates the Euclidean distance between the distorted pixel and the distortion center $P_c = (x_c, y_c)^T \in \mathbb{R}^{2 \times 1}$ in the fisheye image. Like DDM [25], we offer an explicit learning representation: distortion level $D$, for the distortion perception, which shows more intuitive visual relations to the fisheye image than the distortion parameters. For a pixel $P_f$ in the fisheye image, its distortion level $D(x_f, y_f)$ can be computed by building a ratio equation based on the Eq. [2].

$$
D(x_f, y_f) = \frac{x_f}{x_n} = \frac{y_f}{y_n} = 1 + k_1 r_f^2 + k_2 r_f^4 + k_3 r_f^6 + \cdots.
$$

(3)

To be more specific, we design a spiral distortion-aware perception module consisting of an encoder network and a header network, to guide the distortion synthesis of outpainting results. The encoder network is to extract the general representation of the distortion context in the form of the high-level semantic features using stacked convolutional layers. During the feature extraction in polar domain, our approach enables a consistent convolutional learning path with the distortion distribution: the kernels at the same row learn the same distortion level. This learning manner is back-projected as a spiral convolution in the Cartesian domain, following the radial symmetry of the fisheye image. In contrast, the conventional convolution omits the crucial distribution rule in the fisheye image. The header network, composed of fully connected layers, combines the general representation of the distortion feature and constructs a 1D feature vector to estimate the distortion level. As a result, we can achieve more accurate distortion perception by learning the radial distortion in the polar domain. Moreover, our learning manner is more efficient since we only need to predict a 1D distortion vector rather than a 2D distortion map.

For the evaluation, besides the $L_1$ error between the estimated distortion value and the ground truth, we further present three evaluation metrics based on the radial symmetry of the fisheye image: central symmetry metric $M_{cs}$, horizontal symmetry metric $M_{hs}$, and vertical symmetry metric $M_{vs}$. Supposed $\hat{\delta}(x_i, y_i)$ is an estimated distortion level, then $M_{hs}$, $M_{vs}$, and $M_{cs}$ can be defined as follows.

$$
M_{hs} = \frac{1}{WH} \sum_{i=0}^{W-1} \sum_{j=0}^{H-1} ||\hat{\delta}(x_i, y_i) - \hat{\delta}(\frac{W}{2} - x_i + x_c, y_i)||_1,
$$

(4)

$$
M_{vs} = \frac{1}{WH} \sum_{i=0}^{W-1} \sum_{j=0}^{H-1} ||\hat{\delta}(x_i, y_i) - \hat{\delta}(x_i, \frac{H}{2} - y_i + y_c)||_1,
$$

$$
M_{cs} = \frac{1}{WH} \sum_{i=0}^{W-1} \sum_{j=0}^{H-1} ||\hat{\delta}(x_i, y_i) - \hat{\delta}(\frac{W}{2} - x_i + x_c, \frac{H}{2} - y_i + y_c)||_1,
$$

(5)

where $(x_c, y_c)$ indicates the optical center of the fisheye image. Figure 4 illustrates the visual comparison of the Cartesian distortion perception [25] and polar distortion perception results. The distortion map transformed by our polar perception result exhibits a clear and strict radial symmetry, while the result generated by DDM [25] shows a disordered and inaccurate distortion distribution. The quantitative evaluation and network complexity comparison will be demonstrated in Section IV-C.

C. Scene Revision Module

Since most images are shown in standard Cartesian coordinates, we need to recover the extrapolation results from the polar domain to the Cartesian domain. Moreover, the
outpainting results should follow the distribution of the radial distortion. After the distortion perception, the scene revision module takes the polar outpainting result and the estimated distortion as inputs to rearrange the generated pixel with the geometric distortions, shown in Figure 2. First, the transformed extrapolated image and distortion map are fed into a base feature aggregation group consisting of three convolutional layers with the LeakyReLU activation function. The last two convolutional layers are performed using stride 2. Then, a deep residual group takes the feature maps with the size of $h \times w \times 256$ as input, gradually extracting the high-level semantic features with nine residual blocks. Each residual block comprises a convolutional layer activated using the ReLU function and an instance normalization layer. Finally, two deconvolutional layers upsample the residual feature maps and generate the refine extrapolated results. To boost high-quality image generation, we introduce the adversarial learning strategy in the framework. In detail, a polar discriminator and a Cartesian discriminator are used to judge if the generated result is real or fake with the guidance of a polar mask and Cartesian mask, facilitating a region-aware competition with the generator network.

D. Training

Loss Function For the polar outpainting module, we train it using a perceptual reconstruction loss $L_{pr}$ and an adversarial loss $L_{ad}$. $L_{pr}$ computes the pixel-wise difference between generated outpainting fisheye image $I_{op}$ and ground truth $I_{p}$ on the feature maps $φ_{i,j}$, which are obtained from the $j$-th convolution (after activation) before the $i$-th maxpooling layer in the VGG19 network [30]:

$$L_{pr} = \frac{1}{W_{i,j}H_{i,j}} \sum_{y=1}^{H_{i,j}} \sum_{x=1}^{W_{i,j}} \|φ_{i,j}(I_{op})_{x,y} - φ_{i,j}(I_{p})_{x,y}\|_2.$$  \hspace{1cm} (6)

$L_{ad}$ indicates the wasserstein-GAN (WGAN) loss [31], it can improve the stability of adversarial training and the quality of generated images. The WGAN value function can be described by the Kantorovich-Rubinstein duality [32]:

$$\min_{G} \max_{C} \mathbb{E}_{C \sim \mathbb{P}_C}[C(x)] - \mathbb{E}_{\hat{x} \sim \mathbb{P}_x}[C(\hat{x})];$$ \hspace{1cm} (7)

where $G$ and $C$ are the generator network and critic network in WGAN, $C$ is the set of 1-Lipschitz functions, and $\mathbb{P}_y$ is once again the model distribution. Given an input $X$ to the generator network, the formulation of $L_{ad}$ is constructed as follows:

$$L_{ad} = - \sum_{n=1}^{N} C_{\theta_C}(G_{\theta_G}(X)).$$ \hspace{1cm} (8)

For the spiral distortion-aware perception module, we implement the $L_2$ loss to learn its parameters. Suppose the estimated distortion and ground truth are $D$ and $D$, respectively. Then, the loss function can be formed by

$$L_{sd} = \frac{1}{N} \sum_{i=1}^{N} \|D_i - \hat{D}_i\|_1.$$ \hspace{1cm} (9)

During the training process, we first jointly train the polar outpainting module and spiral distortion-aware perception module, the total loss $L_t$ can be represented by

$$L_t = L_{pr} + \lambda_{ad} L_{ad} + \lambda_{sd} L_{sd},$$ \hspace{1cm} (10)

where we empirically set $\lambda_{ad} = 0.05$ and $\lambda_{sd} = 0.1$. In analogy to the polar outpainting module, we then train the scene revision module with the perceptual reconstruction loss and the adversarial loss. The main difference is that we use the shallower feature maps in VGG19: $φ_{1,2}, φ_{2,2}, φ_{3,3}$, to boost a fine details enhancement.

Implementation Details We first train the polar outpainting module and spiral distortion-aware perception module to extrapolate the fisheye image and estimate its radial distortion, optimized using Adam [33] with the learning rate of $1 \times 10^{-3}$ and the parameters $β_1 = 0.5$ and $β_2 = 0.9$. Subsequently, we train the scene revision module using Adam with the learning rate of $5 \times 10^{-4}$, to rearrange the generated pixel with the estimated distortion distribution. All networks are trained on NVIDIA GeForce RTX 2080 Ti GPUs, and the mini-batch size is 4.

IV. EXPERIMENTS

In this section, we first describe the details of the fisheye image datasets including three synthesized datasets and one real-world dataset. Subsequently, the experimental results of our polar outpainting compared with the state-of-the-art methods are demonstrated, in quantitative measurement, visual qualitative appearance, and user study. Additionally, we discuss the benefits of the polar outpainting compared with the previous Cartesian outpainting. To demonstrate the effectiveness of each module in our framework, we conduct an ablation study to show the different performances.
A. Dataset

To evaluate the performance of our FisheyeEX, we conduct experiments on three popular outdoor datasets: Cityscapes [34], BDD100k [35], and KITTI [36]. Then, we construct the radial distortion for each image based on Eq. 2 following the principles of the parameter selection described in previous methods [25], [27]. To be specific, we leverage the fourth order polynomial model to synthesize the fisheye image, which is sufficient for the approximation of most application scenarios. Then, four distortion parameters are randomly generated from the following ranges: $k_1 \in [-1 \times 10^{-8}, -1 \times 10^{-8}]$, $k_2 \in [1 \times 10^{-12}, 1 \times 10^{-8}]$ or $\in [-1 \times 10^{-8}, -1 \times 10^{-12}]$, $k_3 \in [1 \times 10^{-16}, 1 \times 10^{-12}]$ or $\in [-1 \times 10^{-12}, -1 \times 10^{-16}]$, and $k_4 \in [1 \times 10^{-20}, 1 \times 10^{-16}]$ or $\in [-1 \times 10^{-16}, -1 \times 10^{-20}]$. Subsequently, we transform the fisheye image and outpainting ground truth into the polar domain. Thus, our dataset contains four types of data: fisheye image, extrapolated image, polar fisheye image, and polar extrapolated image. As illustrated in Figure 5, we show six samples of the established fisheye image dataset.

Moreover, we also validate the generalization ability of different methods on the real-world fisheye image dataset LMS [37], in which the Fujinon FE185C057HA-1 fisheye lens was used to capture various scenes. The details of datasets are listed in Table I.

B. Comparison Results

To comprehensively demonstrate the performance of our FisheyeEX method, we compare our method with the state-of-the-art image completion methods, including the image inpainting methods: RK [9], HiFill [8] and image outpainting methods: SRN [3] and Boundless [2]. However, we found that some previous outpainting methods are hard to be applied in the case of the fisheye image extrapolation. For example, Boundless [2] and SRN [3] require the filling region to be a regular rectangle, resulting in inferior and Seamless extrapolation results in fisheye images. To show a fair comparison, we retrain Boundless [2] and SRN [3] using our fisheye image dataset with a circle filling region. For the image inpainting methods, RK [9] and HiFill [8] can complete the image with irregular masks flexibly, and thus we directly use the pre-trained models to generate the extrapolated fisheye image.

Quantitative Evaluation: Following previous methods, we utilize the peak signal-to-noise ratio (PSNR), structural similarity index measure (SSIM), and Fréchet Inception Distance (FID) as metrics for evaluating the semantic consistency and visual realism of generated results. Note that the higher is better for PSNR and SSIM, lower is better for FID. All methods are used to conduct the image completion on three test datasets: Cityscapes, BDD100k, and KITTI. We compute PSNR and SSIM metrics using the pixel difference between each generated image and the ground truth image. For the FID, we measure a Wasserstein-2 distance between the feature space representations of generated and ground truth images using a pre-trained Inception-V3 model [38]. The evaluation results are listed in Table I, showing our method outperforms the state-of-the-art methods in all cases. These improvements are benefited from the proposed polar outpainting strategy, which enables a more reasonable extrapolation manner with a center-to-outside painting direction. Moreover, the designed spiral distortion-aware perception module provides a more accurate distortion distribution for the distortion synthesis.

User Study: Furthermore, we conduct a user study to compare the photorealism and faithfulness of generated results. Specifically, we randomly select 150 images from three synthesized datasets (50 from Cityscapes, 50 from BDD100k, 50 from KITTI) and select 50 images from the real-world fisheye image dataset LMS, which are further constructed into $\alpha$ group and $\beta$ group, respectively. Subsequently, we invite 20 volunteers with image processing expertise to rank the subjective visual qualities of generated results derived from all comparison methods (RK [9], HiFill [8], SRN [3], Boundless [2], and Ours). For each selected test image in the $\alpha$ group and $\beta$ group, its six generated results are displayed in random order. Each volunteer is asked to rank the results from the best to the worst, and the counts of the best vote for each method are shown in Figure 8. We can observe that we gain the most votes from 20 volunteers and our FisheyeEX performs better than other methods on both the synthesized and real-world fisheye image datasets.

C. Analysis of Polar Domain

Having observed that the radial symmetry of the fisheye image, we propose a novel polar outpainting strategy that...
transforms the outpainting from the Cartesian domain into the polar domain. Thus, we can reach a more reasonable and effective outpainting direction. Also, the learning path of convolutional kernels keeps consistent with the reconstructed distortion distribution in the polar domain. Such a spiral learning fashion boosts a more accurate and efficient distortion perception. To validate the above descriptions, we conduct two experiments in terms of the distortion perception and image extrapolation on different domains.

**Cartesian distortion perception vs. Polar distortion perception:** Previous methods learn the distortion of the fisheye image using an encoder-decoder network, estimating the 2D distortion map in the Cartesian domain [25], [27]. However, this manner omits the radial symmetry of the fisheye image. In contrast, we achieve more accurate distortion perception only using a lightweight encoder network in the polar domain. In experiment, we use the network in DDM [25] to conduct the distortion map estimation, and the network comparisons are listed in Table III.

As mentioned in Section III-B, besides the $L_1$ error, we present three new metrics for measuring the radial symmetry of the estimated distortion. Therefore, we can formulate a comprehensive metric $M_{rd}$ to evaluate the performance of radial distortion perception: $M_{rd} = L_1 + M_{hs} + M_{vs} + M_{cs}$. The performance comparison of the Cartesian distortion perception and polar distortion perception is shown in Table IV. We can observe that our polar perception method significantly outperforms the Cartesian perception method [25] in all evaluation metrics. Note that our method can recover the realistic radial symmetry of the fisheye image, realizing zero error in the horizontal, vertical, and central symmetry evaluations. Besides, due to the lightweight model and straightforward perception, we achieve more accurate estimation with almost 3× faster than DDM [25].

**Cartesian outpainting vs. Polar outpainting:** We also explore the effectiveness of the extrapolation manner for the outpainting performance. For a fair comparison, we only replace our polar outpainting with the conventional Cartesian outpainting, keeping the network configuration the same.
Fig. 7. More qualitative comparison results of different methods. For each comparison, we show the fisheye image, the results derived from RK [9], HiFill [8], SRN [3], Boundless [2], and Ours, from top to bottom.

Fig. 8. User study. We construct the $\alpha$ group including three synthesized dataset and $\beta$ group including a real-word dataset for 20 volunteers to rank different extrapolated images.

Figure 9 shows the visual comparison of the Cartesian and polar outpainting results. With the polar outpainting strategy, our method can reach a reasonable extrapolation direction that generates the plausible content from the center to the outside. By contrast, the outpainting in the Cartesian domain is difficult to hallucinate the semantically consistent details, leading to unsatisfactory outpainting parts, especially in the outside region. For example, at the 1st and 4th columns in Figure 9, the textures of the car and building are mistakenly borrowed to the outpainting region. Furthermore, to demonstrate the influence of different extrapolation manners...
on networks’ learning ability, we visualize the training loss curves of the Cartesian outpainting and polar outpainting. In Figure [10] the polar outpainting manner boosts better and faster convergences than the Cartesian outpainting on all types of datasets, verifying it is more suitable for the fisheye image extrapolation task.

### D. Ablation Study

To validate the effectiveness of different components in our method, we conduct an ablation study as reported in Table [V]. Specifically, we first implement a baseline without the polar outpainting strategy (PO), scene revision module (SR), and spiral distortion-aware perception module (SDP), which conducts the fisheye image extrapolation in the Cartesian domain. Then, we gradually add these removed components to show different performances. From Table [V] complete learning with all components equipped achieves the best quantitative evaluation. Additionally, the performance gains improvements as a new component is applied, which verifies the contribution of each component. For example, the polar outpainting strategy significantly improves the extrapolation performance since it enables a more reasonable completion direction, gradually reasoning and generating the coherent semantics from the image center to the outside. Different from the natural image, besides the content generation, the fisheye image extrapolation needs to synthesize the radial distortion. Thus, we achieve better outpainting results with the guidance of the scene revision module and spiral distortion-aware perception module.

### V. Conclusion

This paper introduces the image outpainting into the existing computational photography field, presenting a practical FisheyeEX approach to improve the integrity of captured scenes with larger FoV for the fisheye lens. A novel polar outpainting strategy is proposed to address the specific structure and distortion distribution of the fisheye image in our framework. In the transformed polar domain, we can reach a more effective extrapolation direction that reasons the original content and generates the semantically coherent details from the image center to the outside. Besides the content generation, a spiral distortion-aware perception module can guide accurate radial distortion synthesis. Extensive experiments show that our polar outpainting is superior to previous methods for extrapolating fisheye images.

However, our solution is difficult to be applied to more complicated cases due to the assumption of the fixed distortion center, it is also a challenging problem in the research field of the distortion rectification and camera calibration. Such a limitation may be addressed by a sequential estimation strategy, which is our future effort direction.
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