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Abstract

Let $K$ be a finite extension of $\mathbb{Q}$ and $\mathcal{O}_K$ be its ring of integers. Let $\mathcal{B}$ be a primitive collection of ideals in $\mathcal{O}_K$. We show that any $\mathcal{B}$-free system is essentially minimal. Moreover, the $\mathcal{B}$-free system is minimal if and only if the characteristic function of $\mathcal{B}$-free numbers is a Toeplitz sequence. Equivalently, there are no ideal $\mathfrak{d}$ and no infinite pairwise coprime collection of ideals $\mathcal{C}$ such that $\mathfrak{d}\mathcal{C} \subseteq \mathcal{B}$. Moreover, we find a periodic structure in the Toeplitz case. Last but not least, we describe the restrictions on the cosets of ideals contained in unions of ideals.
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1 Background and main results

Given a set $\mathcal{B}$ of natural numbers, we say that an integer $n$ is $\mathcal{B}$-free, if no number in $\mathcal{B}$ divides $n$. The set of $\mathcal{B}$-free integers is denoted by $\mathcal{F}_\mathcal{B}$ and its complement, which is
the corresponding set of multiplies, by $\mathcal{M}_\mathcal{B}$. These sets were studied intensively from the number theoretic viewpoint (see [12] and [13] for more references). Our approach is dynamical and it is the continuation of the line of research initiated by Sarnak. Let $\eta \in \{0,1\}^Z$ stand for the characteristic function of $\mathcal{F}_\mathcal{B}$ and let $X_\eta$ be the orbit closure of $\eta$ with respect to the left shift $\sigma$ on $\{0,1\}^Z$. The resulting subshift $(X_\eta, \sigma)$ is called a $\mathcal{B}$-free system. In 2010 Sarnak suggested to study the so-called square-free system, i.e. the $\mathcal{B}$-free system for $\mathcal{B}$ being the set of squares of all primes. The underlying motivation was to understand the random nature of the arithmetic Möbius function $\mu$ – note that $\mu^2$ is the characteristic function of the set of square-free integers.

As each set $b\mathbb{Z}$ is a subgroup of the additive group $\mathbb{Z}$ and also an ideal of the ring $\mathbb{Z}$, there are two natural ways of generalizing the notion of a $\mathcal{B}$-free system. In 2010 Sarnak suggested to study the so-called square-free system, i.e.

Moreover, $\eta$

Theorem B. Let $\mathcal{B}$ be a primitive collection of ideals in $\mathcal{O}_K$. The following are equivalent:

(i) $(X_\eta, (S_g)_{g \in \mathcal{O}_K})$ is minimal,

(ii) $\eta$ is an $\mathcal{O}_K$-Toeplitz array different from 0, where $0_g = 0$ for any $g \in \mathcal{O}_K$,

(iii) $\mathcal{D} = \emptyset$,

(iv) $X_\eta \subseteq Y$, where $Y = \{x \in \{0,1\}^{\mathcal{O}_K}; \ |\text{supp } x \mod b| = N(b) - 1 \text{ for any } b \in \mathcal{B}\}$. ($N(b)$ stands for the cardinality of the quotient $\mathcal{O}_K/b$).

\[\text{Theorem A (see [14], Corollary 5) for } \mathcal{O}_K = \mathbb{Z}. \text{ Let } \mathcal{B} \text{ be a primitive collection of ideals in } \mathcal{O}_K. \text{ Then } \eta^* \text{ is an } \mathcal{O}_K\text{-Toeplitz array and } X_{\eta^*} \text{ is a unique minimal subset of } X_{\eta}. \text{ Moreover, } \eta^* \subseteq \eta.\]

\[\text{Theorem B. Let } \mathcal{B} \text{ be a primitive collection of ideals in } \mathcal{O}_K. \text{ The following are equivalent:}

(i) $(X_{\eta}, (S_g)_{g \in \mathcal{O}_K})$ is minimal,

(ii) $\eta$ is an $\mathcal{O}_K$-Toeplitz array different from 0, where $0_g = 0$ for any $g \in \mathcal{O}_K$,

(iii) $\mathcal{D} = \emptyset$,

(iv) $X_{\eta} \subseteq Y$, where $Y = \{x \in \{0,1\}^{\mathcal{O}_K}; \ |\text{supp } x \mod b| = N(b) - 1 \text{ for any } b \in \mathcal{B}\}$.

Theorem C. Let $\mathcal{B}$ be a primitive collection of ideals in $\mathcal{O}_K$. The following are equivalent:

(i) $(X_{\eta}, (S_g)_{g \in \mathcal{O}_K})$ is minimal,

(ii) $\eta$ is an $\mathcal{O}_K$-Toeplitz array different from 0, where $0_g = 0$ for any $g \in \mathcal{O}_K$,

(iii) $\mathcal{D} = \emptyset$,

(iv) $X_{\eta} \subseteq Y$, where $Y = \{x \in \{0,1\}^{\mathcal{O}_K}; \ |\text{supp } x \mod b| = N(b) - 1 \text{ for any } b \in \mathcal{B}\}$. ($N(b)$ stands for the cardinality of the quotient $\mathcal{O}_K/b$).

Theorem D. Let $\mathcal{B}$ be a primitive collection of ideals in $\mathcal{O}_K$. The following are equivalent:

(i) $(X_{\eta}, (S_g)_{g \in \mathcal{O}_K})$ is minimal,

(ii) $\eta$ is an $\mathcal{O}_K$-Toeplitz array different from 0, where $0_g = 0$ for any $g \in \mathcal{O}_K$,

(iii) $\mathcal{D} = \emptyset$,

(iv) $X_{\eta} \subseteq Y$, where $Y = \{x \in \{0,1\}^{\mathcal{O}_K}; \ |\text{supp } x \mod b| = N(b) - 1 \text{ for any } b \in \mathcal{B}\}$.

\[\text{Corollary 1.4}.\]
Notice that even in the one-dimensional case this is a strengthening of the earlier results. Namely, our methods allow us to skip the technical (as it turns out) assumption that \( B \) is taut in order to deduce that \( \eta \) is a Toeplitz sequence whenever \((X_\eta, \sigma)\) is minimal. The proofs substantially differ from the earlier ones, even in the one-dimensional case.

The proof of Theorem A relies on the following result, which, in our opinion, catches the essence of what is happening in the Toeplitz case.

**Theorem C.** Let \( B \) be primitive. Then the following are equivalent:

(i) \( B = B^* \),

(ii) \( \mathcal{D} = \emptyset \),

(iii) \( \eta \) is a Toeplitz sequence different from 0.

Moreover, we have

\[
\mathcal{D}^* := \{ \mathcal{D} : \mathcal{D} \subseteq B^* \text{ for some infinite pairwise coprime set } \mathcal{C} \} = \emptyset,
\]

i.e. \( B^* = (B^*)^* \) and \( \eta^* \) is Toeplitz.

Let us now discuss the remaining important ingredients in more details. Clearly, what prevents \( \eta \) from being Toeplitz, is the presence of non-periodic positions. We provide a description of the set of such positions.

**Proposition D.** We have

\[
(2) \quad \mathcal{O}_K \setminus \bigcup_{s \subseteq \mathcal{O}_K} \text{Per}(\eta, s) = \mathcal{M}_\mathcal{D} \cap \mathcal{F}_B = \mathcal{O}_K \setminus \bigcup_{i \geq 1} \text{Per}(\eta, s_i),
\]

where \( \mathcal{D} \) is given by \( \mathcal{D} \), \((s_i)_{i \geq 1}\) is an ideal filtration of \( \mathcal{O}_K \) and summation is over all nonzero ideals \( s \subseteq \mathcal{O}_K \).

“As a bonus”, Proposition D allows us to find a periodic structure of \( \eta \) in the Toeplitz case.

**Theorem E.** Let \( B \) be a primitive collection of ideals in \( \mathcal{O}_K \). Suppose \( \mathcal{G}_1 \subset \mathcal{G}_2 \subset \cdots \subset B \) is a saturated filtration of \( B \) by finite collections of ideals in \( \mathcal{O}_K \). Assume that \( \eta \) is an \( \mathcal{O}_K \)-Toeplitz array. Then \((\bigcap_{b \in \mathcal{B}} b)_{i \geq 1}\) is a periodic structure of \( \eta \).

The last key ingredient of this paper is a result of arithmetic nature, on cosets of ideals (“arithmetic progressions”) contained in the set of multiples in case when \( \eta \) is Toeplitz.

**Theorem F** (see Proposition 3.14 and the preceding comments). Let \( B \) be a primitive collection of ideals in \( \mathcal{O}_K \) such that \( \mathcal{D} = \emptyset \). Let \( r \in \mathcal{O}_K \) and let \( a \subseteq \mathcal{O}_K \) be an ideal. If

\[
|\begin{align*}
r + a &\subseteq M_B, \\
(\gcd((r), a) = (r) + a \subseteq b.
\end{align*}
\]

**Structure of the paper** The relation between the results stated above and the location of their proofs in the paper is as follows (the arrow from “result 1” to “result 2” means that “result 1” is used in the proof of “result 2”):

Section 4.1 \( \rightarrow \) Section 4.2 \( \rightarrow \) Section 4.3

\( \text{Thm.} \ A \rightarrow \text{Prop.} \ D \rightarrow \text{Thm.} \ C \rightarrow \text{Prop.} \ D \rightarrow \text{Thm.} \ E \rightarrow \text{Thm.} \ F \rightarrow \text{Thm.} \ A \)
In Section 2 we introduce and recall the basic objects from the following areas: number fields and ideals, \(\mathcal{B}\)-free integers on number fields, Toeplitz sequences. A part of the subsection on Toeplitz sequences related to the notion of essential periods is new and may be of an independent interest. Then, in Section 3 we discuss one dimensional \(\mathcal{B}\)-free systems. Even though the results included there are a special case of their multidimensional counterparts covered in Section 4, we decided to keep it this way, as some readers may be interested in one-dimensional case only. Moreover, the multidimensional objects are much more technical and Section 4 may be quite hard to digest otherwise. The structure of Section 3 and Section 4 is similar, see the diagram above and the diagram in the beginning of Section 3. Finally, in Section 4 we discuss the setting of sets of multiples corresponding to lattices and provide a counterexample to a lattice version of Theorem 3.

2 Main objects

2.1 Number fields and ideals

Let \(K\) be an algebraic number field with degree \(d = [K : \mathbb{Q}]\), with the integer ring \(O_K\). As in every Dedekind domain, all proper non-zero ideals in \(O_K\) factor (uniquely, up to the order) into a product of prime ideals. We will denote ideals in \(O_K\) by \(a, b, c, \ldots\). We have

\[a + b = \{a + b : a \in a, b \in b\}, \quad ab = \{a_1b_1 + \cdots + a_kb_k : a_i \in a, b_i \in b, 1 \leq i \leq k\}.
\]

It is natural to set

\[\gcd(a, b) := a + b \text{ and } \operatorname{lcm}(a, b) := a \cap b\]

and speak of the greatest common divisor and the least common multiple, respectively. Note that the words “greatest” and “least” are a bit misleading here: \(\gcd(a, b)\) is the smallest ideal containing both, \(a\) and \(b\), while \(\operatorname{lcm}(a, b)\) is the largest ideal contained both in \(a\) and \(b\).

Proper ideals \(a, b\) are said to be coprime whenever \(a + b = O_K\). Equivalently, \(a, b\) do not share factors: there are no non-trivial ideals \(a', b', \ldots\) such that \(a = ca'\) and \(b = cb'\). If \(a\) and \(b\) are coprime then \(\operatorname{lcm}(a, b) = a \cap b = ab\).

The algebraic norm of an ideal \(c \neq \{0\}\) is defined as \(N(c) := |O_K / c| = |O_K : c|\).

Finally, recall that there is a natural isomorphism from \(O_K\) to a lattice in \(\mathbb{R}^d\), called the Minkowski embedding (see e.g. Chapter I, §5 in [24]). We refer the reader to [1, 24] for more background information on algebraic number theory.

2.2 \(\mathcal{B}\)-free integers in number fields

Let \(\mathcal{B}\) be a collection of non-zero ideals in \(O_K\).

**Definition 2.1.** We say that

(i) ideal \(c\) is \(\mathcal{B}\)-free, whenever \(c \not\subseteq b\) for all \(b \in \mathcal{B}\) (equivalently, \(c\) cannot be written as a product of \(b\) with another ideal);

(ii) integer \(g \in O_K\) is \(\mathcal{B}\)-free if the principal ideal \((g) := gO_K\) is \(\mathcal{B}\)-free.

We denote the set of \(\mathcal{B}\)-free integers in \(O_K\) by \(\mathcal{F}_\mathcal{B}\) and its complement by \(\mathcal{M}_\mathcal{B}\).

Since for any ideal \(b \subseteq O_K\) and \(g \in O_K\) we have \(g \not\in b \iff (g) \not\subseteq b\), it follows immediately that

\[\mathcal{F}_\mathcal{B} = O_K \setminus \bigcup_{b \in \mathcal{B}} b.
\]

The characteristic function of \(\mathcal{F}_\mathcal{B}\) will be denoted by \(\eta \in \{0, 1\}^{O_K}\):

\[\eta(g) = \begin{cases} 1 & \text{if } g \text{ is } \mathcal{B}\text{-free,} \\ 0 & \text{otherwise.} \end{cases}
\]
For a finite set \( S \subset B \) define
\[
\ell_S = \bigcap_{b \in S} b = \text{lcm}(S) \quad \text{and} \quad C_S = \{ b + \ell_S : b \in B \} = \{ \gcd(b, \text{lcm}(S)) : b \in B \}.
\]
(cf. \([13]\) below). We say that \( B \) is primitive whenever for any \( b, b' \in B \) if \( b \subseteq b' \) then \( b = b' \).

For any \( B \), there exists a unique primitive subset \( B^{\text{prim}} \subset B \) such that \( M_{B^{\text{prim}}} = M_B \):
\[
B^{\text{prim}} = B \setminus \{ b \in B : \text{there exists } b' \in B \text{ such that } b \not\subseteq b' \}.
\]

Without loss of generality we can therefore assume that \( B \) is primitive. Then \( S \) is a proper subset of \( C_S \). Let \( S \subseteq C_S' \subset B \). Then
\[
S \subseteq C_S' \subseteq C_{S'} \subseteq M_{C_S} \quad \text{so that} \quad M_S \subseteq M_{S'} \subseteq M_{C_{S'}} \subseteq M_{C_S}.
\]

A finite set \( S \subset B \) is saturated, if \( C_S \cap B = S \). In other words, the only elements of \( B \) that divide \( \text{lcm}(S) \) are precisely the elements of \( S \). Given any \( S \subset B \), the set \( S^{\text{sat}} := C_S \cap B \) is saturated. Moreover, if \( S_1 \subset S_2 \subset \cdots \uparrow B \) is a filtration, then, for some subsequence \((n_k)\),
\[
S_{n_1}^{\text{sat}} \subset S_{n_2}^{\text{sat}} \subset \cdots \uparrow B
\]
is a saturated filtration of \( B \), i.e. a filtration consisting of saturated sets (see \([8]\), Section 3 for the details in dimension one).

**Dynamical system outputting \( B \)-free integers** Given an abelian group \( G \) and a finite alphabet \( A \), there is a natural action on \( A^G \) by \( G \) by commuting translations:
\[
S_g((x_{g'})_{g' \in G}) = (x_{g' + g})_{g' \in G} \quad \text{for } g, g' \in G.
\]
In particular, on \( \{0,1\}^{O_K} \), we have
\[
S_g((x_{g'})_{g' \in O_K}) = (x_{g' + g})_{g' \in O_K}. \quad g \in O_K.
\]

To introduce a metric on \( \{0,1\}^{O_K} \), recall that \( (F_n)_{n \geq 1} \subseteq O_K \) is a Følner sequence if for any \( g \in O_K \),
\[
\lim_{n \to \infty} \frac{|(F_n + g) \cap F_n|}{|F_n|} = 1.
\]
If \( \bigcup_{n \geq 1} F_n = O_K \) and \( F_n \subseteq F_{n+1} \) for any \( n \geq 1 \), then \( (F_n)_{n \geq 1} \) is called nested \([11, 12]\).

Fix a nested Følner sequence \( (F_n)_{n \geq 1} \subseteq O_K \) (we can assume \( F_1 = \{1\} \)) and consider the metric given by the formula
\[
d(x, y) = \begin{cases} 
1, & \text{if } x_1 \neq y_1, \\
2^{-\max\{n \geq 1 : x_g = y_g \text{ for any } g \in F_n\}}, & \text{otherwise}.
\end{cases}
\]

The above metric induces the product topology on \( \{0,1\}^{O_K} \). If \( X \subseteq \{0,1\}^{O_K} \) is closed and \( (S_g)_{g \in O_K} \)-invariant, we say that \( X \) is a subshift. We will denote by \( X_\eta \subseteq \{0,1\}^{O_K} \) the smallest subshift containing \( \eta \). A subshift \( X \) is called minimal if for any \( x \in X \) its orbit \( \{ S_g x : g \in O_K \} \) is dense in \( X \). We say that \( x \in \{0,1\}^{O_K} \) is minimal, if its orbit closure is a minimal subshift. Let us recall one more notion, in a sense complementary to the minimality in the case of subshifts. We say that a pair \( (x, y) \in X \times X \) is proximal, if
\[
\lim_{y \to \infty} \inf_{g} d(S_g x, S_g y) = 0.
\]

By \( g_n \to \infty \) as \( n \to \infty \) we mean that for any finite \( A \subseteq O_K \), there exists \( n_0 \geq 1 \) such that \( g_n \not\in A \) for any \( n > n_0 \). If any pair of points in \( X \) is proximal, then subshift is called proximal. Usually the opposite notion to proximality is distality (a subshift \( X \) is called distal if \([4]\) is not satisfied for any \( x \neq y \in X \)). But for any subshift \( X \) its distality implies its equicontinuity, so the finiteness of \( X \), see \([10]\) Theorem 2.
Consider

\[ H_\mathcal{B} = \prod_{b \in \mathcal{B}} \mathcal{O}_K / b \]

with the coordinatewise addition. It is the product of finite groups \( \mathcal{O}_K / b \) and the Haar measure \( \mathbb{P}_\mathcal{B} \) on \( H_\mathcal{B} \) is the product of the corresponding counting measures. Moreover, there is a natural \( \mathcal{O}_K \)-action on \( H_\mathcal{B} \) by translations:

\[ T_g((h_b)_{b \in \mathcal{B}}) = (h_b + g)_{b \in \mathcal{B}}, \quad g \in \mathcal{O}_K. \]

Let

\[ H = \{ T_g(0) : g \in \mathcal{O}_K \}, \tag{5} \]

where 0 is the neutral element of \( H_\mathcal{B} \) and let \( \mathbb{P} \) be the Haar measure on \( H \).

Let \( \varphi : H \to \{0, 1\}^{\mathcal{O}_K} \) be defined as

\[ \varphi(h)(g) = \begin{cases} 1, & \text{if } h_b + g \neq 0 \text{ mod } b \text{ for each } b \in \mathcal{B}, \\ 0, & \text{otherwise}, \end{cases} \]

where \( h = (h_b)_{b \in \mathcal{B}} \). Notice that \( \varphi(0) = \eta = 1_{\mathcal{F}_\mathcal{B}} \). Moreover, \( \varphi = (1_C \circ T_g)_{g \in \mathcal{O}_K} \), where

\[ C = \{ g \in H : h_b \neq 0 \text{ mod } b \text{ for each } b \in \mathcal{B} \}. \]

In other words, \( \varphi \) is the coding of orbits of points under \( (T_g)_{g \in \mathcal{O}_K} \) with respect to the partition \( \{ C, G \setminus C \} \) of \( G \).

Finally, let \( \nu_\eta := \varphi_*(\mathbb{P}) \) be the pushforward of \( \mathbb{P} \) under \( \varphi \). We will call \( \nu_\eta \) the Mirsky measure.

**Remark 2.2.** All above objects are defined for \( \mathcal{B} \)-free numbers by putting \( \mathcal{O}_K = \mathbb{Z} \) and \( b = b\mathbb{Z} \) for any \( b \in \mathcal{B} \subset \mathbb{N} \).

**Remark 2.3.** In the case of \( \{p^k : p \in \mathcal{P}\} \)-free numbers, in particular in the square-free case, \( \nu_\eta \) was considered by Mirsky [21, 22] (cf. also [23]) who studied the frequencies of blocks on \( \eta \).

### 2.3 Toeplitz sequences

#### 2.3.1 Dimension one

Let \( \mathcal{A} \) be a finite alphabet. We say that \( \mathbf{x} = (x_n)_{n \in \mathbb{Z}} \in \mathcal{A}^\mathbb{Z} \) is a Toeplitz sequence [10], whenever for any \( n \in \mathbb{Z} \) there exists \( s_n \in \mathbb{N} \) such that \( x_{n+k}s_n = x_n \) for every \( k \in \mathbb{Z} \). In other words, any symbol appears on \( \mathbf{x} \) with some period. The orbit closure of any Toeplitz sequence is called a Toeplitz subshift. Given \( \mathbf{x} \in \mathcal{A}^\mathbb{Z} \), let

\[ \text{Per}(\mathbf{x}, s, a) := \{ n \in \mathbb{Z} : x_{n+s} = a \} \], where \( a \in \mathcal{A} \), \( s \in \mathbb{N} \)

and

\[ \text{Per}(\mathbf{x}, s) = \bigcup_{a \in \mathcal{A}} \text{Per}(\mathbf{x}, s, a). \]

It is easy to see that \( \mathbf{x} \in \mathcal{A}^\mathbb{Z} \) is a Toeplitz sequence if and only if there exists a sequence \( (p_n)_{n \geq 1} \) such that

\[ p_n \mid p_{n+1} \text{ and } \mathbb{Z} = \bigcup_{n \geq 1} \text{Per}(\mathbf{x}, p_n) \]

\footnote{Indeed, one can simply take any \( p_1 \) such that \( 0 \in \text{Per}(\mathbf{x}, p_1) \) and then proceed inductively. Suppose that we have chosen \( p_1 \mid p_2 \mid \ldots \mid p_{2n+1} \) such that \([-n, n] \subset \bigcup_{1 \leq k \leq 2n+1} \text{Per}(\mathbf{x}, p_k) \). There exist \( p_{2n+2}, p_{2n+3} \) such that \(-n-1 \in \text{Per}(\mathbf{x}, p_{2n+2}), n+1 \in \text{Per}(\mathbf{x}, p_{2n+3})\). Replacing \( p_{2n+2} \) with \( \text{lcm}(p_{2n+1}, p_{2n+2}) \) and then \( p_{2n+3} \) with \( \text{lcm}(p_{2n+2}, p_{2n+3}) \), we obtain \( p_{2n+1} \mid p_{2n+2} \mid p_{2n+3} \) and \([-n-1, n+1] \subset \bigcup_{1 \leq k \leq 2n+3} \text{Per}(\mathbf{x}, p_k) \).}
Finally, let ? be a fixed symbol that is not in \( A \), called a hole. For any \( s \geq 1 \) and a Toeplitz subshift \( X \) we define the skeleton map at scale \( s \) by \( M_s: X \to (A\cup\{?\})^\mathbb{Z} \), where

\[
(M_s(y))_n = \begin{cases} y_n, & n \in \text{Per}(y, s), \\ \?, & \text{otherwise} \end{cases}
\]

for any \( y \in X \). Moreover, if \( y \in X_x \), where \( x \) is Toeplitz then

\[
(M_s(y)) = \sigma^j M_s(x) = M_s(\sigma^j x)
\]

for some \( 0 \leq j \leq s - 1 \). Indeed, since \( y \in X_x \), it follows immediately that \( \text{Per}(y, s) \supset \text{Per}(x, s) - j \) for some \( 1 \leq j \leq s - 1 \). By the minimality of \( X_x \), we have \( x \in X_y \) and we can reverse the roles of \( x \) and \( y \) to obtain \( \text{Per}(y, s) = \text{Per}(x, s) - j \). Moreover, \( (6) \) also holds.

**Essential periods** Downarowicz, in his survey \( [5] \), defines essential periods for a given Toeplitz sequence \( x \in A^\mathbb{Z} \) in the following way:

**Definition 2.4** \( [5, \text{Definition 7.3}] \). Number \( s \in \mathbb{N} \) is said to be an essential period of \( x \in A^\mathbb{Z} \) if \( \text{Per}(x, s) \neq \emptyset \) and

\[
q < s \implies \text{Per}(x, s) \neq \text{Per}(x, q).
\]

Clearly, \( (7) \) is equivalent to

\[
\text{Per}(x, s) = \text{Per}(x, q) \implies q \geq s.
\]

Downarowicz gives a reference to a paper by Williams \( [25] \). However, she formulates the definition of an essential period differently.

**Definition 2.5** \( [25] \). Number \( s \in \mathbb{N} \) is said to be an essential period of \( x \in A^\mathbb{Z} \) if \( \text{Per}(x, s) \neq \emptyset \) and

\[
\text{Per}(x, s, a) = \text{Per}(x, s, a) - q \text{ for all } a \in A \implies s \mid q.
\]

We claim that the two above notions mean the same.

**Proposition 2.6.** Definitions \( 2.4 \) and \( 2.5 \) are equivalent. Moreover, in formula \( 8 \), condition \( q \geq s \) can be replaced by \( s \mid q \).

This can be proven directly (and it is not difficult), however, let us first prove the following result which will be useful when we pass to the multidimensional setting.

**Proposition 2.7.** Fix \( x \in A^\mathbb{Z} \) and \( s, q \in \mathbb{N} \). The following conditions are equivalent:

(a) \( \text{Per}(x, s, a) = \text{Per}(x, s, a) - q \text{ for all } a \in A \),

(b) \( \text{Per}(x, s, a) = \text{Per}(x, s, a) - qZ \text{ for all } a \in A \),

(c) \( \text{Per}(x, s, a) = \text{Per}(x, \gcd(s, q), a) \text{ for all } a \in A \),

(d) \( \text{Per}(x, s, a) \subseteq \text{Per}(x, q, a) \text{ for all } a \in A \),

(e) \( \text{Per}(x, s) \subseteq \text{Per}(x, q) \).

**Proof.** It is immediate that (a) and (b) are equivalent (to go from (a) to (b) we just apply (a) repeatedly and to go from (b) to (a) we just use that \( \text{Per}(x, s, a) - q \) is contained in \( \text{Per}(x, s, a) - qZ \) and both sides of (a) are unions of the same number of arithmetic progressions of the same difference \( s \)). The equivalence of (d) and (e) follows from the fact that \( \text{Per}(x, s) = \bigcup_{a \in A} \text{Per}(x, s, a), \text{Per}(x, q) = \bigcup_{a' \in A} \text{Per}(x, q, a') \), where

\[
\text{Per}(x, s, a) \cap \text{Per}(x, q, a') = \emptyset \text{ whenever } a \neq a'.
\]
If this intersection is nonempty then clearly \( a = x_n = a' \).

We prove now that (b) implies (c). Assume (b) and take \( n \in \text{Per}(x, s, a) \). We have \( n + s\mathbb{Z} \subset \text{Per}(x, s, a) \subset \text{Per}(x, q, a) \). Therefore, for each \( n \in \text{Per}(x, s, a) \), we have \( x|_{n+s\mathbb{Z}+q\mathbb{Z}} \equiv a \). However, this means that \( n \in \text{Per}(x, \gcd(s, q), a) \) since \( s\mathbb{Z}+q\mathbb{Z} = \gcd(s, q)\mathbb{Z} \). This gives \( \text{Per}(x, s, a) \subset \text{Per}(x, \gcd(s, q), a) \) for each \( a \in \mathcal{A} \). The opposite inclusion always takes place as \( \gcd(s, q) \mid q \). Notice also that (d) follows from (c) immediately as \( \gcd(s, q) \mid q \).

It remains to show that (d) implies (b). Take \( n \in \text{Per}(x, s, a) \). Then \( n + s\mathbb{Z} \subset \text{Per}(x, s, a) \subset \text{Per}(x, q, a) \). Therefore, \( n + s\mathbb{Z} + q\mathbb{Z} \subset \text{Per}(x, q, a) \). In particular, \( x|_{n+q\mathbb{Z}+s\mathbb{Z}} \equiv a \), which yields \( n + q\mathbb{Z} \subset \text{Per}(x, s, a) \). This completes the proof. \( \square \)

**Remark 2.8.** As an immediate consequence, we obtain that condition (9) from Definition 2.3 is equivalent to

\[
\text{(10)} \quad \text{Per}(x, s) \subset \text{Per}(x, q) \quad \Rightarrow \quad s \mid q.
\]

**Remark 2.9.** We claim that condition (7) from Definition 2.4 is equivalent to

\[
\text{(11)} \quad \text{Per}(x, s) = \text{Per}(x, q) \quad \Rightarrow \quad s \mid q.
\]

In fact, (8), (10) and (11) are all equivalent. Indeed, (10) implies (11) and (11) implies (8). It remains to show that (8) implies (10). Suppose that \( \text{Per}(x, s) \subset \text{Per}(x, q) \) and that (8) holds. It follows by Proposition 2.7 ((e) \( \Rightarrow \) (c)) that \( \text{Per}(x, s) = \text{Per}(x, \gcd(s, q)) \), so we can apply (8) to conclude that \( \gcd(s, q) \geq s \). The latter condition is however equivalent to \( s \mid q \).

**Proof of Proposition 2.7.** We combine Remark 2.8 and Remark 2.9. To complete the proof, it remains to use the implication (e) \( \Rightarrow \) (c) from Proposition 2.7. Indeed, if \( \text{Per}(x, s) \subset \text{Per}(x, q) \) then \( \text{Per}(x, s) = \text{Per}(x, \gcd(s, q)) \). Therefore, if (11) holds for \( s \) then \( s \mid \gcd(s, q) \), which is equivalent to \( s = \gcd(s, q) \), which, in turn, is the same as \( s \mid q \). \( \square \)

**Remark 2.10.** Notice that \( s \mid q \) is equivalent to \( q\mathbb{Z} \subset s\mathbb{Z} \). Moreover, for any \( k \in \mathbb{N} \), \( k\mathbb{Z} \subset \mathbb{Z} \) is a subgroup and an ideal of \( \mathbb{Z} \).

**Periodic structure.** A periodic structure \( \mathcal{A} \) of a Toeplitz sequence \( x \in \mathcal{A}^\mathbb{Z} \) is any sequence \( (p_k)_{k \in \mathbb{N}} \) of essential periods such that \( p_k \mid p_{k+1} \) for each \( k \in \mathbb{N} \) and \( \bigcup_{k \in \mathbb{N}} \text{Per}(x, p_k) = \mathbb{Z} \). Every Toeplitz sequence has a periodic structure.

### 2.3.2 Higher dimension (abelian discrete, finitely generated groups)

Let \( G \) be a discrete, finitely generated group and let \( \Gamma \subseteq G \) be a subgroup of finite index. We will be mostly interested in case \( G = \mathbb{Z}^d \) and therefore we restrict ourselves to abelian groups. For \( x = (x_g)_{g \in G} \in \mathcal{A}^G \) consider

\[
\text{Per}(x, \Gamma, a) = \{ g \in G; \ x_{g+\gamma} = a \text{ for any } \gamma \in \Gamma \}, \quad a \in \mathcal{A},
\]

\[
\text{Per}(x, \Gamma) = \bigcup_{a \in \mathcal{A}} \text{Per}(x, \Gamma, a).
\]

If \( \text{Per}(x, \Gamma) \neq \emptyset \), then we say that \( \Gamma \) is a group of periods of \( x \). We say that \( x \) is a \( G \)-Toeplitz array, if for all \( g \in G \) there exists a subgroup \( \Gamma \subseteq G \) of finite index such that \( g \in \text{Per}(x, \Gamma) \). The orbit closure of a \( G \)-Toeplitz array endowed with multidimensional shifts \( (S_g)_{g \in G} \) is called a \( G \)-Toeplitz system.

**Theorem 2.11** (4, Proposition 5), cf. (10) and Remark 2.10. Let \( x \in \mathcal{A}^G \). The following are equivalent:

1. \( x \) is a \( G \)-Toeplitz array,
(2) there exists a sequence \((\Gamma_n)_{n \geq 1}\) of groups with finite indices such that \(\Gamma_{n+1} \subset \Gamma_n\) for any \(n \geq 1\) and \(G = \bigcup_{n \geq 1} \text{Per}(x, \Gamma_n)\).

If \(G = \mathbb{Z}^d\) then conditions (1) and (2) from the above theorem are equivalent to the following one:

(3) there exists a sequence \((p_n)_{n \geq 1} \subset \mathbb{N}\) such that \(p_n \mid p_{n+1}\) and \(G = \bigcup_{n \geq 1} \text{Per}(x, p_n \mathbb{Z}^d)\).

Indeed, it suffices to see that for any subgroup \(\Gamma \subset \mathbb{Z}^d\) of finite index, there exists \(p_n \in \mathbb{N}\) with \(\Gamma_n \supset p_n \mathbb{Z}^d\) and proceed inductively, as in footnote 2 (for a detailed proof, see [2, Proposition 14]).

Remark 2.12. Take \(G = \mathcal{O}_K\) (as in Section 2.2). Since there is a group isomorphism between the additive structures of \(\mathcal{O}_K\) and \(\mathbb{Z}^d\) and it preserves the index of a subgroup, it follows immediately that for an \(\mathcal{O}_K\)-Toeplitz array \(x \in \mathcal{A}^{\mathcal{O}_K}\), there is a corresponding \(\mathbb{Z}^d\)-Toeplitz array \(y \in \mathcal{A}^{\mathbb{Z}^d}\). By condition (3) above, there exist a sequence of groups of periods \((p_n \mathbb{Z}^d)_{n \in \mathbb{N}}\) for \(y\) such that \(p_n \mid p_{n+1}\) and \(\bigcup_{n \geq 1} \text{Per}(y, p_n \mathbb{Z}^d) = \mathbb{Z}^d\). Any such group of periods \(p_n \mathbb{Z}^d\) for \(y\) corresponds to a group of periods for \(x\) which is a principal ideal.

As in dimension one, let \(g\) be a fixed symbol that is not in \(\mathcal{A}\), called a hole. For any subgroup \(\Gamma \subset G\) of finite index and a \(G\)-Toeplitz system \(X\), we define the skeleton map at scale \(\Gamma\) by \(M_\Gamma : X \to (\mathcal{A} \cup g)^G\), where

\[
(M_\Gamma(y))_n = \begin{cases} y_n, & n \in \text{Per}(y, \Gamma), \\ g, & \text{otherwise} \end{cases}
\]

for any \(y \in X\). Moreover, if \(y \in X_x\), where \(x\) is a \(G\)-Toeplitz array then

\[
(12) \quad M_\Gamma(y) = \sigma^j M_\Gamma(x) = M_\Gamma(\sigma^j x)
\]

for some \(j \in G\). The proof of (12) is the same as the proof of (6) in the one-dimensional case.

**Essential periods**

There are two definitions of essential periods in this setting present in the literature. The goal of this section is to show that they are equivalent.

Cortez, in her paper [2], defines the notion for \(G = \mathbb{Z}^d\) in the following way.

**Definition 2.13** ([2, Definition 15]). A group \(Z \subset \mathbb{Z}^d\) of periods of \(x \in \mathcal{A}^{\mathbb{Z}^d}\) is called a group generated by essential periods of \(x\) if \(\text{Per}(x, Z) \subseteq \text{Per}(x, Z')\) implies that \(Z' \subseteq Z\).

Cortez and Petite [2] define that notion for more general \(G\)-Toeplitz arrays differently (in their paper \(G\) is a discrete finitely generated group). We recall it in the abelian setting here.

**Definition 2.14** ([3, Definition 4]). A sytndetic group \(\Gamma \subset G\) is called an essential group of periods of \(x \in \mathcal{A}^G\) if \(\text{Per}(x, \Gamma, a) \subseteq \text{Per}(S_x, x, \Gamma, a)\) for every \(a \in \mathcal{A}\) implies that \(g \in \Gamma\).

**Remark 2.15.** Notice that since \(\text{Per}(x, \Gamma, a)\) is a finite union of sets in the form \(\Gamma + g, g \in G\), and for any \(a \in A\) one has \(\text{Per}(S_y x, \Gamma, a) = \text{Per}(x, \Gamma, a) - g\), the inclusion in Definition 2.14 implies \(\text{Per}(x, \Gamma, a) = \text{Per}(x, \Gamma, a) - g\). Hence it is clear that for \(G = \mathbb{Z}\) the two definitions are equivalent: \(x \in \mathcal{A}^\mathbb{Z}\), \(s \geq 1\) is an essential period if and only if \(s\mathbb{Z}\) is an essential group of periods.

**Remark 2.16.** Cortez and Petite remark that any essential group of periods of \(x \in \mathcal{A}^{\mathbb{Z}^d}\) is a group generated by essential periods of \(x\) ([3, Remark 2]). In fact, Definition 2.13 can be easily extended to a general finitely generated group \(G\). Lemma 6 in [3] shows that any essential group of periods of \(x \in \mathcal{A}^G\) is a group generated by essential periods of \(x\). We will show that also the opposite implication is true, see Corollary 2.18 below. In order to do this, we will use a multidimensional version of Proposition 2.7.
Proposition 2.17. Fix $g \in \mathbb{G}$ and let $\Gamma \subseteq \mathbb{G}$ be a subgroup. Let $\Gamma' = \langle \Gamma, g \rangle$. The following conditions are equivalent:

(a) $\text{Per}(x, \Gamma, a) = \text{Per}(x, \Gamma, a) - g$ for all $a \in \mathcal{A}$,

(b) $\text{Per}(x, \Gamma, a) = \text{Per}(x, \Gamma, a) - \Gamma'$ for all $a \in \mathcal{A}$,

(c) $\text{Per}(x, \Gamma, a) = \text{Per}(x, \Gamma', a)$ for all $a \in \mathcal{A}$,

(d) $\text{Per}(x, \Gamma, a) \subseteq \text{Per}(x, \Gamma', a)$ for all $a \in \mathcal{A}$,

(e) $\text{Per}(x, \Gamma) \subseteq \text{Per}(x, \Gamma')$.

Proof. Since $(\Gamma, g) = \{a\gamma + bg : a, b \in \mathbb{Z}, \gamma \in \Gamma\}$, to show that (a) implies (b), we use $\Gamma$-invariance of $\text{Per}(x, \Gamma, a)$ and just apply (a) repeatedly.

To go from (b) to (a) we just use that $\text{Per}(x, \Gamma, a) - g \subseteq \text{Per}(x, \Gamma, a) - \Gamma'$ and both sides of (a) are unions of the same number of sets in the form $\Gamma + g'$, $g' \in \mathbb{G}$.

The equivalence of (d) and (e) follows from the fact that $\text{Per}(x, \Gamma) = \bigcup_{a \in \mathcal{A}} \text{Per}(x, \Gamma, a)$, $\text{Per}(x, \Gamma') = \bigcup_{a' \in \mathcal{A}} \text{Per}(x, \Gamma', a')$, where

$$\text{Per}(x, \Gamma, a) \cap \text{Per}(x, \Gamma', a') = \emptyset$$ whenever $a \neq a'$

(if this intersection is nonempty then clearly $a = x_n = a'$).

We prove now that (b) implies (c). Assume (b) and take $\gamma \in \text{Per}(x, \Gamma, a)$. Then $x|_{\gamma + \Gamma'} \equiv a$. So $\gamma \in \text{Per}(x, \Gamma', a)$. This gives $\text{Per}(x, \Gamma, a) \subseteq \text{Per}(x, \Gamma', a)$ for each $a \in \mathcal{A}$. The opposite inclusion always takes place as $\Gamma \subseteq \Gamma'$. Notice also that (d) follows from (c) immediately.

It remains to show that (d) implies (a). Take $\gamma \in \text{Per}(x, \Gamma, a)$. Then by (d), $\gamma - g \in \Gamma + \Gamma' \subseteq \text{Per}(x, \Gamma', a)$. In particular, $x|_{\gamma - \gamma'} \equiv a$, which yields $x|_{\gamma - \gamma'} \equiv a$, so $\text{Per}(x, \Gamma, a) - g \subseteq \text{Per}(x, \Gamma, a) - g$. Since both sets are unions of the same number of sets in the form $\Gamma + g'$, $g' \in \mathbb{G}$, they are equal. This completes the proof. $\square$

Corollary 2.18 (cf. Remark 2.10). For any $x \in \mathcal{A}^\mathbb{G}$, the family of corresponding groups generated by essential periods is the same as the family of corresponding essential groups of periods.

Proof. Suppose that $\Gamma$ is a group generated by essential periods of $x$ and $\text{Per}(x, \Gamma, a) \subseteq \text{Per}(x, \Gamma, a) - g$ for every $a \in \mathcal{A}$ and for some $g \in \mathbb{G}$. Let $\Gamma' = \langle \Gamma, g \rangle$. By Proposition 2.17 (a)$\Rightarrow$(c), $\text{Per}(x, \Gamma) \subseteq \text{Per}(x, \Gamma')$. Since $\Gamma$ is a group generated by essential periods of $x$, $\Gamma' \subseteq \Gamma$. So $g \in \Gamma$. Hence $\Gamma$ is an essential group of periods.

Suppose now that $\Gamma$ is an essential group of periods of $x$ and $\text{Per}(x, \Gamma) \subseteq \text{Per}(x, \Gamma')$ for some $\Gamma'$ group of periods of $x$. Let $g \in \Gamma'$, $a \in \mathcal{A}$ and $\gamma \in \text{Per}(x, \Gamma, a)$. Then $x|_{\gamma + \Gamma'} \equiv a$, so $\gamma \in \text{Per}(x, \Gamma, a) - g$. Thus, $\text{Per}(x, \Gamma, a) \subseteq \text{Per}(x, \Gamma, a) - g$. Since $\Gamma$ is an essential group of periods of $x$, $g \in \Gamma$. Therefore $\Gamma' \subseteq \Gamma$, whence $\Gamma$ is a group generated by essential periods of $x$. $\square$

Recall also that essential groups of periods exist. In fact, the next lemma tells us that we have even more.

Lemma 2.19 (cf. Lemma 7). Let $x \in \mathcal{A}^\mathbb{G}$. If $\Gamma \subseteq \mathbb{G}$ is a group of periods of $x$, then there exists $K \subseteq \mathbb{G}$ an essential group of periods of $x$ such that

$$\text{Per}(x, \Gamma) \subseteq \text{Per}(x, K).$$

Periodic structure and maximal equicontinuous factor

Theorem 2.20 (cf. Corollary 6). Let $x \in \mathcal{A}^\mathbb{G}$ be a $\mathbb{G}$-Toeplitz array. Then there exists a sequence $(\Gamma_n)_{n \geq 1}$ of essential groups of periods of $x$ such that

$$\Gamma_{n+1} \subseteq \Gamma_n \text{ and } \bigcup_{n \geq 1} \text{Per}(x, \Gamma_n) = \mathbb{G}.$$
Sequence \((\Gamma_n)\) from the theorem above is called a \textit{periodic structure} of \(x\). It can be used to describe the maximal equicontinuous factor of a \(G\)-Toeplitz system.

\begin{theorem}[\cite{3}, Proposition 7] \label{thm:2.21}
Let \(x \in \mathcal{A}^G\) be a \(G\)-Toeplitz array. If \(\Gamma_n \geq 1\) is a periodic structure of \(x\), then \(\overline{\Gamma} = \lim_{n \to \infty} \mathcal{G}/\Gamma_n\) with addition of \((e_{\mathcal{G}}, e_{\mathcal{G}}, \ldots)\) is the maximal equicontinuous factor of \((X_x, (S_y)_{g \in \mathcal{G}})\).
\end{theorem}

We will also need the following related technical result (used in \cite{3} to prove Proposition 7 therein).

\begin{theorem}[\cite{3}, Proposition 6, Remark 2] \label{thm:2.22}
Let \(x \in \mathcal{A}^G\) be a \(G\)-Toeplitz array and \(y \in X_x\). If \(\Gamma_y \subseteq \mathcal{G}\) is an essential group of periods of \(y\), then
\[
C_{\Gamma_y}(y) := \{x' \in X_x : \text{Per}(x', \Gamma_y, a) = \text{Per}(y, \Gamma_y, a) \text{ for all } a \in \mathcal{A}\} = \{S_yy : g \in \Gamma_y\}
\]
and \(\{S_w(C_{\Gamma_y}(y))\}_{w \in \mathcal{G}/\Gamma_y}\) is a closed partition of \(X_x\).
\end{theorem}

\section{Minimality and periodic structure of \(\mathcal{B}\)-free systems}

\subsection{Background and main results}
Recall that any \(\mathcal{B}\)-free system is essentially minimal, i.e. it has exactly one minimal subset. In fact, we have the following.

\begin{theorem}[\cite{9}, Theorem A, “baby version” of Theorem A in dimension one] \label{thm:3.1}
For any \(\mathcal{B} \subseteq \mathbb{N}\), the subshift \((X_\mathcal{B}, \sigma)\) has a unique minimal subset, denoted by \(M\). Moreover, \(M\) is the orbit closure of a Toeplitz sequence.
\end{theorem}

Recall the notion of densities for subsets of integers. Given \(A \subseteq \mathbb{Z}\), let \(\delta(A)\) stand for the logarithmic density and \(d(A)\) stand for the natural density of \(A\), provided that these densities exist:

\[
\delta(A) = \lim_{N \to \infty} \frac{1}{\log N} \sum_{1 \leq n \leq N} \frac{1_A(n)}{n} \quad \text{and} \quad d(A) = \lim_{N \to \infty} \frac{1}{N} \sum_{1 \leq n \leq N} 1_A(n).
\]

Recall that for the sets of multiples the logarithmic density always exists, by the result of Davenport and Erdős [9]. We say that \(\mathcal{B}\) is \textit{Behrend}, whenever \(\delta(M_{\mathcal{B}}) = 1\) (which is equivalent to \(d(M_{\mathcal{B}}) = 1\)). Recall also that a set \(\mathcal{B}\) is called \textit{taut} when

\[
\delta(M_{\mathcal{B}}) > \delta(M_{\mathcal{B}\setminus\{b\}}) \text{ for any } b \in \mathcal{B}.
\]

It follows by \cite{13}, Corollary 0.19 that \(\mathcal{B}\) is taut precisely if it is primitive and

\[
d\mathcal{C} \nsubseteq \mathcal{B} \text{ for any } d \in \mathbb{N} \text{ and any Behrend set } \mathcal{C} \subseteq \mathbb{N}.
\]

Recall that \(\mathcal{B}\) is primitive if \(b \nmid b'\) for any \(b \neq b' \in \mathcal{B}\).

Kasjan, Keller and Lemańczyk described the minimality of \(\mathcal{B}\)-free systems in \cite{17}. Before we formulate their result, let us define some auxiliary objects. Given \(\mathcal{B}\), let

\begin{equation} \label{eq:3.2}
C_S := \{\gcd(b, \lcm(S)) : b \in \mathcal{B}\} \text{ for a finite subset } S \subseteq \mathcal{B},
\end{equation}

\[
C_\infty := \{n \in \mathbb{N} : \forall \text{ finite } S_1 \subseteq \mathcal{B}, \exists \text{ finite } S_2, S_1 \subseteq S_2 \subseteq \mathcal{B}, n \in C_{S_2} \setminus C_{S_1}\}.
\]

\begin{theorem}[\cite{17}, Theorem B] \label{thm:3.2}
Suppose that \(\mathcal{B}\) is primitive. Let \(W = \{h \in H : \ h_b \neq 0 \text{ for all } b \in \mathcal{B}\}\), where \(H\) is defined by \(\mathcal{O}_K = \mathbb{Z}\) and \(b = b \mathbb{Z} = b \mathbb{Z}\), \(b \in \mathcal{B}\), i.e.

\[
H = \{(n, n, n, \ldots) : n \in \mathbb{Z}\} \subset \prod_{b \in \mathcal{B}} \mathbb{Z}/b\mathbb{Z}.
\]

Consider the following list of properties:

The window \( W \) is topologically regular, i.e. \( \text{int}(W) = W \),

(2) \( \mathcal{F}_B = \bigcup_{\text{finite } S \subseteq \mathcal{B}} \mathcal{F}_S \),

(3) \( C_\infty = \emptyset \),

(4) there are no \( d \in \mathbb{N} \) and no infinite pairwise coprime set \( C \subseteq \mathbb{N} \setminus \{1\} \) such that \( dC \subseteq \mathcal{B} \),

(5) \( \eta = \varphi(0) \) is a Toeplitz sequence different from \( \ldots 0.00 \ldots \),

(6) \( 0 \in C_\varphi \) and \( \varphi(0) \neq \ldots 0.00 \ldots \), where \( C_\varphi \) is the set of continuity points of \( \varphi \),

(7) \( \eta \in M \) and \( \varphi(0) \neq \ldots 0.00 \ldots \), where \( M = \overline{C_\varphi} \),

(8) \( X_\eta \) is minimal, i.e. \( X_\eta = M \), and \( \text{card}(X_\eta) > 1 \),

(9) the dynamics on \( (X_\eta, \sigma) \) is a minimal almost 1-1 extension of \( (H, R_{\Delta(1)}) \), the rotation \( \Delta(1) \) on \( H \).

The relations between the above conditions are as follows:

\[
\begin{array}{cccccc}
\mathcal{B} \text{ is taut} & \iff & (1) & \iff & (2) & \iff (3) & \iff (4) & \iff (5) & \iff (6) \\
\downarrow & & (9) & \downarrow & & & & (7) & \iff (8) \\
\end{array}
\]

Moreover, if \( \Delta(\mathbb{Z}) \cap W = W \) (in particular if \( \mathcal{B} \) is taut), then \( (1) - (9) \) are all equivalent.

Keller in [18, Lemma 1] showed that

\( C_\infty = D := \{ d \in \mathbb{N} : dC \subseteq \mathcal{B} \text{ for some infinite pairwise coprime set } C \} \).

Moreover, he gave the following more detailed description of the unique minimal subset of \( \mathcal{B} \)-free systems than that in Theorem 3.1.

**Theorem 3.3** ([18, Corollary 5, Lemma 3, Theorem A in dimension one]). For any primitive \( \mathcal{B} \subseteq \mathbb{N} \) let

\[
\mathcal{B}^* := (\mathcal{B} \setminus \mathcal{M}_D) \cup \mathcal{C}^{\text{prim}}_\infty \text{ and } \eta^* = 1_{\mathcal{F}_{\mathcal{B}^*}}.
\]

Then \( \eta^* \leq \eta \) and it is a Toeplitz sequence. Moreover, \( X_{\eta^*} \) is a unique minimal subset of \( X_\eta \).

**Remark 3.4.** We have \( \mathcal{B}^* = (\mathcal{B} \cup D)^{\text{prim}} \). Indeed, we need to show that

\[
(\mathcal{B} \setminus \mathcal{M}_D) \cup D^{\text{prim}} = (\mathcal{B} \cup D)^{\text{prim}}.
\]

By [18, Lemma 3 a)], \( \mathcal{B}^* = (\mathcal{B} \setminus \mathcal{M}_D) \cup D^{\text{prim}} \) is primitive. Therefore, also \( \mathcal{B} \setminus \mathcal{M}_D \) is primitive (and disjoint with \( D^{\text{prim}} \)). Hence,

\[
(\mathcal{B} \cup D)^{\text{prim}} = ((\mathcal{B} \setminus \mathcal{M}_D) \cup D)^{\text{prim}} = (\mathcal{B} \setminus \mathcal{M}_D)^{\text{prim}} \cup D^{\text{prim}} = (\mathcal{B} \setminus \mathcal{M}_D) \cup D^{\text{prim}}.
\]

**Remark 3.5.** Notice that by the above remark, we may define \( \mathcal{B}^* \) also for \( \mathcal{B} \) that are not primitive, just by setting \( \mathcal{B}^* := (\mathcal{B} \cup D)^{\text{prim}} \) (or even skip the “prim” in the superscript in the above formula if we do not need that the resulting set \( \mathcal{B}^* \) is primitive).

Theorem 3.3 allows one to get rid of the technical assumption \( \Delta(\mathbb{Z}) \cap W = W \) in Theorem 3.2, see Theorem 3.7 and Corollary 3.8.

**Example 3.6.** It was shown in [17, Lemma 3.6] that \( \eta \in Y \) necessary for \( \Delta(\mathbb{Z}) \cap W = W \).
Let $\mathcal{B} = 2\mathcal{P}$. Then $\mathcal{B}$ is primitive and $|\text{supp} \eta \mod 4| = 2$, i.e. $\eta \not\in Y$. So, in this case we have $\Delta(\mathbb{Z}) \cap W \neq W$.

Choose $b \in \mathbb{N}$, $0 < r < b$ and take $\mathcal{B}$ such that $b \in \mathcal{B}$ and $(r + b\mathbb{N})^{\text{prim}} \subset \mathcal{B}$. Then, clearly, $|\text{supp} \eta \mod b| \leq b - 2$, which gives $\eta \not\in Y$ and, again, $\Delta(\mathbb{Z}) \cap W \neq W$.

One of our main goals was to give an alternative proof of Theorem 3.3 adaptable to the multidimensional case. Our proof is based on the study of a periodic structure for $\mathcal{B}$-free systems. Before we comment on the tools and the related results (often interesting on their own), let us first present the full one-dimensional version of Theorem B.

**Theorem 3.7** (Theorem B in dimension one). Let $\mathcal{B} \subseteq \{2, 3, \ldots\}$ be primitive. The following conditions are equivalent:

(a) $(X_\eta, \sigma)$ is minimal,

(b) $\eta$ is a Toeplitz sequence different from $\ldots 000\ldots$,

(c) $D = \emptyset$,

(d) $X_\eta \subseteq Y$, where $Y = \{x \in \{0, 1\}^\mathbb{Z}; \text{supp } x \mod b = b - 1 \text{ for any } b \in \mathcal{B}\}$.

As an immediate consequence, we obtain the following corollary.

**Corollary 3.8.** Let $\mathcal{B} \subseteq \{2, 3, \ldots\}$ be primitive. Conditions (1) to (10) from Theorem 3.7 are all equivalent to

(10) $X_\eta \subseteq Y$, where $Y = \{x \in \{0, 1\}^\mathbb{Z}; \text{supp } x \mod b = b - 1 \text{ for any } b \in \mathcal{B}\}$.

The proof of both, Theorem 3.3 and Theorem 3.7, rely on the following result that is, in fact, a part of Theorem 3.3 which we think that deserves to be formulated separately, with more details (see also Remark 3.22 below).

**Theorem 3.9** (Theorem C in dimension one). Let $\mathcal{B} \subset \{2, 3, \ldots\}$ be primitive. Then the following are equivalent:

(a) $\mathcal{B} = \mathcal{B}^*$

(b) $D = \emptyset$

(c) $\eta$ is a Toeplitz sequence different from $\ldots 000\ldots$.

Moreover, we have

$$D^* := \{d \in \mathbb{N}: d\mathcal{C} \subset \mathcal{B}^* \text{ for some infinite pairwise coprime set } \mathcal{C}\} = \emptyset,$$

i.e. $\mathcal{B}^* = (\mathcal{B}^*)^*$ and $\eta^*$ is Toeplitz.

Recall that conditions (11) and (12) from Theorem 3.7 is related to the tautness of $\mathcal{B}$. More precisely, we have the following two lemmas.

**Lemma 3.10** ([9, Proposition 5.3] and [17, Lemma 3.6]). Let $\mathcal{B} \subset \mathbb{N}$ be primitive. If $\eta$ is a Toeplitz sequence then $\mathcal{B}$ is taut.

**Lemma 3.11** ([9, Corollary 4.32]). If $\mathcal{B} \subset \mathbb{N}$ is taut then $\eta \in Y$.

**Remark 3.12.** It is not so hard to see that $Y$ may not be closed, so even if $\eta \in Y$ then $X_\eta \subseteq Y$ is not automatic. Indeed, let $\mathcal{B}$ be the set of squares of all primes. Then $X_\eta$ is hereditary and it is equal to the set of admissible sequences. Then $\eta \in Y$, so for any $b \in \mathcal{B}$, there exists $m$ such that that $|\text{supp}(\eta) \cap [-m, m] \mod b| = b - 1$. Moreover, each block that appears on $\eta$ is of positive Mirsky measure, so, in particular, it appears on $\eta$ infinitely often. This implies that $|\text{supp}(\eta \cdot \mathbb{I}_{\mathbb{Z}\backslash[-n,n]}) \mod b| = b - 1$ for any $n \geq 1$. In other words, $\eta \cdot \mathbb{I}_{\mathbb{Z}\backslash[-n,n]} \in Y$. Clearly, $\eta \cdot \mathbb{I}_{\mathbb{Z}\backslash[-n,n]}$ converges to the all-zero sequence as $n$ tends to infinity, which means that $Y$ is not closed.
In fact, it follows from Theorem 3.7 that $Y_\eta := Y \cap X_\eta$ is closed and non-empty precisely if $\eta$ is Toeplitz. Indeed, if $Y_\eta$ is closed and non-empty then necessarily $\eta \in Y_\eta$, which yields $Y_\eta = X_\eta$ and this is equivalent to $X_\eta \subset Y$, so, by Theorem 3.7, $\eta$ is Toeplitz. To obtain the implication in the other direction, notice that if $\eta$ is Toeplitz then $X_\eta = Y_\eta$ and it is immediate that $Y_\eta$ is closed and non-empty.

Thus, if we are thinking of “translating” Theorem 3.7 to the multidimensional case, we may need a proof of the implication (b) $\implies$ (c) that does not use the notion of tautness, which seems to lack a reasonable multidimensional analogue. If we look deeper in these proofs, we meet even more obstructions. Lemma 3.11 is a consequence of the following result.

**Lemma 3.13** ([9, Proposition 4.31], see also [8, Proposition 2.4]). Assume that $B \subset \mathbb{N}$ is taut, $d \in \mathbb{N}$, $1 \leq r \leq d$. If

$$r + d\mathbb{Z} \subseteq M_B,$$

then there exists $b \in B$ such that $b | \gcd(r, d)$.

Even if we “forget” about the problems related to the notion of tautness, the main tool in the proofs of Proposition 4.31 in [9] and Proposition 2.4 in [8] is the Dirichlet’s theorem on primes in arithmetic progressions – it has no multidimensional counterpart that could be useful for us. However, if we replace the tautness of $B$ by the stronger assumption that $\eta$ is a Toeplitz sequence, new tools become available and it turns out that this weaker result stated below is the right (and sufficient) way to see things in higher dimension.

**Theorem 3.14** (Theorem F in dimension one). Assume that $\eta$ is a Toeplitz sequence, $d \in \mathbb{N}$, $1 \leq r \leq d$. If

$$r + d\mathbb{Z} \subseteq M_B,$$

then there exists $b \in B$ such that $b | \gcd(r, d)$.

In fact, the above theorem has the following consequence (cf. Lemma 3.11).

**Corollary 3.15.** If $\eta$ is a Toeplitz sequence then $\eta \in Y$.

Clearly, what prevents $\eta$ from being a Toeplitz sequence is the presence of the non-periodic positions. We give the following description of the set of such positions on $\eta$.

**Proposition 3.16** (Proposition D in dimension one). Let $(S_i)_{i \geq 1}$ be a saturated filtration of a primitive set $B$ by finite sets. Then

$$Z \setminus \bigcup_{i \geq 1} \text{Per}(\eta, \text{lcm}(S_i)) = M_D \cap F_B = Z \setminus \bigcup_{s \in \mathbb{N}} \text{Per}(\eta, s),$$

where $D$ is as in (14).

The above proposition also allows us to find a periodic structure for $\eta$ in the Toeplitz case.

**Theorem 3.17** (Theorem E in dimension one). Let $B \subset \mathbb{N}$ be primitive. Suppose $S_1 \subset S_2 \subset \cdots \subset B$ is a saturated filtration of $B$ by finite sets. Assume that $\eta$ is a Toeplitz sequence. Then $(\text{lcm}(S_i))_{i \geq 1}$ is a periodic structure of $\eta$.

Here is a table including the above results and their multidimensional counterparts formulated in Section 1.

We complete this section with a map of Section 3.2 which includes the proofs of our dimension one results.
3.2 Proofs

3.2.1 Arithmetic progressions in $\mathcal{M}_\mathcal{B}$: proof of Theorem 3.14

The proof of Theorem 3.14 relies on two lemmas, whose proofs will be given in a moment.

Lemma 3.18. Let $d, r \in \mathbb{N}$. Then there exists an infinite pairwise coprime set $C$ such that

$$\gcd(r, d)C \subseteq r + d\mathbb{Z}.$$ 

Lemma 3.19. Suppose that $\mathcal{B}$ is such that $D = \emptyset$. If $dC \subseteq \mathcal{M}_\mathcal{B}$ for some $d \in \mathbb{N}$ and some infinite pairwise coprime set $C$ then $d \in \mathcal{M}_\mathcal{B}$.

Proof of Theorem 3.14 Suppose that $r + d\mathbb{Z} \subseteq \mathcal{M}_\mathcal{B}$. Then, by Lemma 3.18 we have

$$\gcd(r, d)C \subseteq r + d\mathbb{Z} \subseteq \mathcal{M}_\mathcal{B}$$

for some infinite pairwise coprime set $C$. Since $\eta$ is a Toeplitz sequence, it follows from Theorem 3.3 (3) that $D = \emptyset$. Therefore, by Lemma 3.19 we have $\gcd(r, d) \in \mathcal{M}_\mathcal{B}$, which completes the proof.

Proofs of lemmas

Proof of Lemma 3.18 It suffices to show that if $\gcd(r, d) = 1$ then $r + d\mathbb{Z}$ contains an infinite pairwise coprime set. Notice that for any finite subset of primes $P$, there exists $k \in \mathbb{Z}$ such that

$$\gcd(r + kd, \prod_{p \in P} p) = 1$$

(take, for example, $k = \prod_{p \in P, p \mid r} p$ or $k = 1$ if $\{p \in P, p \mid r\}$ is empty). Suppose now that $r + d\mathbb{Z}$ does not contain an infinite pairwise coprime set. Then there is a pairwise coprime set $K$ of the maximal cardinality contained in $r + d\mathbb{Z}$. Clearly, any element of $r + d\mathbb{Z}$ shares a factor with some element of this set. It remains to notice that (13) does not hold for $P$ being the set of all prime factors of elements of $K$ to obtain a contradiction. □
Proof of Lemma 3.17. Let $\mathcal{C} = \{c_i\}_{i \geq 1}$. Since $d\mathcal{C} \subseteq \mathcal{M}_{\mathcal{G}}$, for any $i \geq 1$ there exist $b_i \in \mathcal{G}$ and $k_i \in \mathbb{N}$ such that

$$dc_i = b_i k_i.$$ 

Suppose first that there exists $b \in \mathcal{G}$ such that

$$b_i = b \text{ for infinitely many } i \geq 1.$$ 

Then since $c_i$, $i \geq 1$, are pairwise coprime, $b \mid d$.

Suppose now that each $b \in \mathcal{G}$ appears among $b_i$’s at most a finite number of times. In particular, passing to a subsequence if necessary, we may assume that $b_i$’s are pairwise different (the corresponding $c_i$’s still form an infinite pairwise coprime set). Since $d$ has only finitely many factors, we can assume that $\gcd(d, k_i)$ is constant. Then

$$b_i = \frac{d}{\gcd(d, k_i)} \cdot \frac{c_i \cdot \gcd(d, k_i)}{k_i}.$$ 

Since $c_i$’s are pairwise coprime and $\frac{c_i \cdot \gcd(d, k_i)}{k_i} \mid c_i$, it follows immediately that also $\frac{c_i \cdot \gcd(d, k_i)}{k_i} \mid (i \geq 1)$ are pairwise coprime. This completes the proof. 

3.2.2 Non-periodic positions (proof of Proposition 3.16) and periodic structure (proof of Theorem 3.17)

The structure of this section is fairly simple, so we just proceed with the proofs.

Proof of Proposition 3.16. It suffices to show that

$$\mathbb{Z} \setminus \bigcup_{i \geq 1} \operatorname{Per}(\eta, \lcm(S_i)) \subseteq \mathcal{M}_{D} \cap \mathcal{F}_{\mathcal{G}} \subseteq \mathbb{Z} \setminus \bigcup_{s \in \mathbb{N}} \operatorname{Per}(\eta, s).$$

Clearly, $\mathbb{Z} \setminus \bigcup_{s \in \mathbb{N}} \operatorname{Per}(\eta, s) \subseteq \mathbb{Z} \setminus \bigcup_{i \geq 1} \operatorname{Per}(\eta, \lcm(S_i))$ and therefore the inclusions must be, in fact, equalities.

First inclusion. Take $n \notin \bigcup_{i \geq 1} \operatorname{Per}(\eta, \lcm(S_i))$. Then $n \in \mathcal{F}_{\mathcal{G}}$. Moreover, for any $k \geq 1$ there exists $t \in \mathbb{Z}$ such that $n + t\lcm(S_k) \in \mathcal{M}_{\mathcal{G}}$, so there exists $b_k$ such that

$$b_k \mid n + t\lcm(S_k).$$

Notice that $b_k \notin S_k$ (if $b_k \in S_k$ then $b_k \mid n$ which contradicts $n \in \mathcal{F}_{\mathcal{G}}$). Since $(S_k)_{k \geq 1}$ is saturated, $\gcd(b_k, \lcm(S_k)) < b_k$. Notice that $\gcd(b_k, \lcm(S_k)) \mid n$. Since $n$ has only finitely many divisors, there exists $d \in \mathbb{N}$ and a subsequence $(k_{\ell}) \subseteq \mathbb{N}$ such that $\gcd(b_{k_{\ell}}, \lcm(S_{k_{\ell}})) = d$ for some $d \in \mathbb{N}$ (and $d \mid n$).

Let $\ell_1 := 1$ be such that

$$b_{k_{\ell_1}} \in S_{k_{\ell_2}} \text{ (in particular, } b_{k_{\ell_1}} \mid \lcm(S_{k_{\ell_2}})).$$

By the choice of $(k_{\ell})$, we have $d \mid b_{k_{\ell_1}}, b_{k_{\ell_2}}$, so

$$d \mid \gcd(b_{k_{\ell_1}}, b_{k_{\ell_2}}).$$

On the other hand, using (18), we obtain

$$\gcd(b_{k_{\ell_1}}, b_{k_{\ell_2}}) \mid \gcd(\lcm(S_{k_{\ell_2}}), b_{k_{\ell_2}}) = d.$$ 

Thus, $\gcd(b_{k_{\ell_1}}, b_{k_{\ell_2}}) = d$.

Suppose that we have constructed $1 = \ell_1 < \ell_2 < \cdots < \ell_m$ such that

$$\gcd(b_{k_{\ell_i}}, b_{k_{\ell_{i'}}}) = d \text{ for any } 1 \leq i < i' \leq m.$$

Therefore, $\gcd(b_{k_{\ell_i}}, b_{k_{\ell_{i'}}}) = d$ for infinitely many $i, i'$. 
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There exists $\ell_{m+1} > \ell_m$ such that
\begin{equation}
(20) \quad b_{k_{\ell_1}}, b_{k_{\ell_2}}, \ldots, b_{k_{\ell_m}} \in S_{k_{\ell_{m+1}}}.
\end{equation}

It follows by the choice of $(k_i)$ that $d \mid b_{k_{\ell_i}}$ for $1 \leq i \leq m + 1$. This gives
\begin{equation*}
d \mid \gcd(b_{k_{\ell_i}}, b_{k_{\ell_j}}) \text{ for any } 1 \leq i < j \leq m + 1.
\end{equation*}

On the other hand, using (20), we obtain $\gcd(b_{k_{\ell_1}}, b_{k_{\ell_{m+1}}}) \mid \gcd(D_{k_{\ell_{m+1}}}, b_{k_{\ell_{m+1}}}) = d$.

Thus,
\begin{equation*}
\gcd(b_{k_{\ell_i}}, b_{k_{\ell_j}}) = d \text{ for any } 1 \leq i < j \leq m + 1
\end{equation*}
and the above inductive procedure therefore yields a sequence $1 = \ell_1 < \ell_2 < \ldots$ such that
\begin{equation*}
\gcd(b_{k_{\ell_i}}, b_{k_{\ell_j}}) = d \text{ for any } i \neq j;
\end{equation*}

Let $c_i := \frac{b_{k_{\ell_i}}}{b}$. It remains to notice that then $C = \{c_i : i \geq 1\}$ is pairwise coprime and we have $dC \subseteq \mathcal{B}$. Since $d \mid n_i$, it follows that $n \in \mathcal{M}_D$.

**Second inclusion.** Take $n \in \mathcal{M}_D \cap \mathcal{F}_{\mathcal{B}}$. There exists $d$ and an infinite pairwise coprime set $C$ such that
\begin{equation*}
d \mid n \text{ and } dC \subseteq \mathcal{B}.
\end{equation*}

Suppose that $n \in \text{Per}(\eta, s)$ for some $s \in \mathbb{N}$. In other words, we have $n + s\mathbb{Z} \subseteq \mathcal{F}_{\mathcal{B}}$. Since $d \mid n$, it follows that
\begin{equation}
(21) \quad d\mathbb{Z} \cap (n + s\mathbb{Z}) = n + \text{lcm}(s, d)\mathbb{Z} \subseteq n + s\mathbb{Z} \subseteq \mathcal{F}_{\mathcal{B}}.
\end{equation}

Take $c \in C$ coprime to $s$ and $d$. Then
\begin{equation*}
\emptyset \neq (n + \text{lcm}(s, d)\mathbb{Z}) \cap dc\mathbb{Z} \subseteq (n + \text{lcm}(s, d)\mathbb{Z}) \cap \mathcal{M}_B\n\end{equation*}
as $dc \subseteq \mathcal{B}$. This, however, contradicts (21).

**Proof of Theorem 3.17.** For $i \geq 1$ put $s_i := \text{lcm}(S_i)$. It follows from the equivalence (3) \iff (4) in Theorem 3.2 that $D = \emptyset$ and thus $\mathcal{M}_D \cap \mathcal{F}_{\mathcal{B}} = \emptyset$. Together with Proposition 3.16 this yields
\begin{equation*}
\bigcup_{i \geq 1} \text{Per}(\eta, s_i) = \mathbb{Z}.
\end{equation*}

Clearly, $s_i \mid s_{i+1}$, so it remains to show that $s_i$ is an essential period of $\eta$. Let $s < s_i$. Then there exists $b \in S_i$ such that
\begin{equation}
(22) \quad b \nmid s.
\end{equation}

We have $b \in \text{Per}(\eta, s_i)$. Suppose that $b \in \text{Per}(\eta, s)$, i.e.
\begin{equation*}
b + s\mathbb{Z} \subseteq \mathcal{M}_B
\end{equation*}
By Theorem 3.14 (for $d = s, r = b$), we get that for some $b' \in \mathcal{B}$,
\begin{equation*}
b' \mid \gcd(b, s) \mid b.
\end{equation*}

Since $\mathcal{B}$ is primitive, $b' = b$, so $b \mid s$. But this contradicts (22), which completes the proof.

**Example 3.20.** Let $\mathcal{B} = \{2^i c_i : i \geq 1\}$, where $c_i \geq 2$ for $i \geq 1$. In Example 3.1 in [8] it is shown that $\mathbb{Z} = \bigcup_{i \geq 1} \text{Per}(\eta, 2^i c_1, \ldots, c_i)$. Let $S_k = \{2^i c_i : 1 \leq i \leq k\}$. By Theorem 3.17 we have $\mathbb{Z} = \bigcup_{i \geq 1} \text{Per}(\eta, 2^i c_1, \ldots, c_i)$.
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Example 3.21. The first example of 0-1 non-periodic Toeplitz sequence comes from Garcia and Hedlund [13]. The sequence is given by the following rule: in each odd-numbered step we fill every second available position with 0, in each even-numbered step we fill every second available position with 1. The corresponding periodic structure is \((2^n)_{m \geq 1}\). On the other hand, it follows by Theorem 3.17 that \((2^n)_{m \geq 1}\) cannot be a periodic structure of any Toeplitz sequence given by some \(\eta^*\) (corresponding to \(\mathcal{B}^*\)). Since any two Toeplitz sequences from the same Toeplitz subshift have the same periodic structure, it follows that the Garcia-Hedlund sequence cannot be an element of a \(\mathcal{B}\)-free subshift. Indeed, by Theorem 3.3 it would be then an element of the corresponding \(\mathcal{B}^*\)-free subshift which yields a contradiction.

### 3.2.3 Minimality: proof of Theorems 3.3 and 3.7

We will prove first Theorem 3.9, necessary for the proof of Theorem 3.3. Then we make some comments on set \(\mathcal{B}^*\) and compare it to the taut set \(\mathcal{B}'\) from [9] giving the same Mirsky measure as \(\mathcal{B}\). Then we pass to the proof of Theorem 3.3. Finally, we prove Theorem 3.7, using both, Theorem 3.9 and Theorem 3.3.

Proof of Theorem 3.9. We will first show \((a) \iff (b)\). Clearly, if \(D = \emptyset\) then \(\mathcal{B} = \mathcal{B}^*\).

For the other direction, notice that \(\mathcal{B} = \mathcal{B}^* = (\mathcal{B} \setminus \mathcal{M}_D) \cup Dprim\) implies \(Dprim \subset \mathcal{B}\).

However, by the definition of \(D\), for any \(d \in D\), some non-trivial multiple of \(d\) is a member of \(\mathcal{B}\), as \(dC \subset \mathcal{B}\) where \(C\) is infinite and pairwise coprime. If \(D \neq \emptyset\) this contradicts the primitivity of \(\mathcal{B}\).

Let us show that \(D^* = \emptyset\) (i.e. \(\eta^*\) is Toeplitz, so \((a) \implies (c)\)). Suppose that there is some \(d \in \mathbb{N}\) and some infinite pairwise coprime set \(C\) such that \(dC \subset \mathcal{B}^* = (\mathcal{B} \setminus \mathcal{M}_D) \cup Dprim\).

Then, without loss of generality (taking a smaller but still infinite and pairwise coprime set \(C\)), one of the following holds:

(A) \(dC \subset \mathcal{B} \setminus \mathcal{M}_D\).

(B) \(dC \subset Dprim\).

If (A) holds then \(dC \subset \mathcal{B}\), so \(d \in D\) and we obtain

\[ dC \subset \mathcal{B} \setminus \mathcal{M}_D \subset \mathcal{B} \setminus d\mathbb{Z}, \]

which yields a contradiction. Suppose now that (B) holds. Let \(C = \{c_1, c_2, \ldots\}\) and let \(A_i\) for \(i \geq 1\) be infinite, pairwise coprime and such that \(dc_iA_i \subset \mathcal{B}\). We can choose \(a_i \in A_i\), \(i \geq 1\) so that \(c_ia_i : i \geq 1\) is infinite and pairwise coprime (we just use that each \(A_i\) is infinite and pairwise coprime). This gives again \(d \in D\). This contradicts (B) (by the primitivity of \(Dprim\)). We conclude that indeed \(D^* = \emptyset\).

Finally, we will show \((c) \implies (a)\). If \(\eta\) is Toeplitz then \(\mathcal{F}_\mathcal{B} \cap \mathcal{M}_D = \emptyset\) since (by Proposition 3.10) it is the set of non-periodic positions on \(\eta\). Therefore, \(\mathcal{M}_D \subset \mathcal{M}_\mathcal{B}\) and it follows immediately (see Remark 3.4) that \(\mathcal{M}_{\mathcal{B}^*} = \mathcal{M}_\mathcal{B}\). This yields \(\mathcal{B} = \mathcal{B}^*\) by the primitivity of \(\mathcal{B}\) and \(\mathcal{B}^*\).

Remark 3.22. In [9], a certain procedure was described to modify \(\mathcal{B}\) to \(\mathcal{B}'\), so that:

- \(\mathcal{B}'\) is taut,
- \(\eta' \leq \eta\) (where \(\eta' = 1_{\mathcal{F}_{\mathcal{B}^*}}\)),
- \(\nu_\eta = \nu_{\eta'}\).
The idea was very similar to the one used to produce $B^*$. We recall it here.

- Suppose that $B$ is not taut, let $c_1$ be the smallest natural number such that there exists a Behrend set $A_1$ such that $c_1 A_1 \subset B$. Replace $B$ with $B \setminus c_1 \mathbb{Z} \cup \{c_1\}$.
- If now $B$ is taut, we stop. If not, we take the smallest natural number $c_2$ such that there exists a Behrend set $A_2$ such that $c_2 A_2 \subset B$ and replace the original $B$ with $B \setminus (c_1 \mathbb{Z} \cup c_2 \mathbb{Z}) \cup \{c_1,c_2\}$.

Either the above procedure ends after a finite number of steps or we arrive at the modified $B$ of the form

$$B' = B \setminus \bigcup_{i \geq 1} c_i \mathbb{Z} \cup \{c_i : i \geq 1\},$$

where $A_i$, $i \geq 1$ are Behrend sets such that $c_i A_i \subset B \setminus \bigcup_{j=1}^{i-1} c_j \mathbb{Z} \cup \{c_1, c_2, \ldots, c_{i-1}\}$. It was shown in Lemma 4.10 in [9] that such $B'$ fulfills the requirements listed in the beginning of this remark. In particular, this means that one could equivalently define $B'$ as follows:

$$(23) \quad B'' := (B \setminus M_C) \cup C^{prim} = (B \cup C)^{prim},$$

where $C = \{c \in \mathbb{N} : \text{there exists a Behrend set } A \subset B \}$. Indeed, we need to show that $C^{prim} = \{c_i : i \geq 1\}$ (the proof of the second equality above goes along the same lines as in Remark [3,4]). The inclusion $C^{prim} \supset \{c_i : i \geq 1\}$ follows directly by the construction of $\{c_i : i \geq 1\}$. Suppose that we do not have an equality, i.e. there exists $c \in C^{prim}$ such that $c \neq c_i$ for all $i \geq 1$. Let $n \in \mathbb{N}$ be such that $c_{n-1} < c < c_n$. Then $cA \notin B \setminus \bigcup_{i=1}^{n-1} c_i \mathbb{Z}$ for any Behrend set $A$ but $A_c := \{b : b \in B, c \mid b\}$ is Behrend. Notice that

$$A_c = \left( A_c \cap \left\{ \frac{b}{c} : b \in B \setminus \bigcup_{i=1}^{n-1} c_i \mathbb{Z}, c \mid b \right\} \right) \cup \bigcup_{i=1}^{n-1} \left( A_c \cap \left\{ \frac{b}{c} : b \in B \cap c_i \mathbb{Z}, c \mid b \right\} \right).$$

By the above, the first set in the above sum is not Behrend. Recall that by [15, Corollary 0.14] a finite union of sets is Behrend, provided that at least one of them is Behrend. It follows immediately that there exists $1 \leq i \leq n - 1$ such that $A_c \cap \left\{ \frac{b}{c} : b \in c_i \mathbb{Z}, c \mid b \right\}$ is Behrend. However,

$$A_c \cap \left\{ \frac{b}{c} : b \in B \cap c_i \mathbb{Z}, c \mid b \right\} \subset \frac{c_i}{\gcd(c, c_i)} \mathbb{Z}.$$

Therefore,

$$1 = d \left( M_{A_c \cap \left\{ \frac{b}{c} : b \in c_i \mathbb{Z}, c \mid b \right\}} \right) \leq d \left( \frac{c_i}{\gcd(c, c_i)} \mathbb{Z} \right) = \frac{\gcd(c, c_i)}{c_i}.$$

Hence $\gcd(c, c_i) = c_i$, which contradicts $c \in C^{prim} \supset \{c_i : i \geq 1\}$.

Now, we claim that we have the following inclusions:

$$X_{\eta^*} \subset X_{\eta'} \subset X_\eta.$$

Indeed, for the second inclusion, see (27) in [13]. The first inclusion follows by the fact that $X_{\eta^*}$ is the unique minimal subset of $X_\eta$. So we must have $X_{\eta^*} = X_{\eta'} \cap X_\eta'$ and thus $X_{\eta^*} \subset X_{\eta'}$. This also implies that $(B^*)^* = B^*$. Indeed, $X_{\eta^*}$ is not only the unique minimal subset of $X_\eta$ but also of $X_{\eta'}$. Therefore, we have $X_{\eta^*} = X_{(\eta')^*}$. Both, $B^*$ and $(B^*)^*$ are taut and $(B^*)^* = B^*$ follows immediately by Corollary 4.36 in [6].

To sum up the above discussion, let us make the following observation. Up to applying “prim” at the end,

- the procedure that outputs $B^*$ means replacing the rescaled copies of infinite pairwise coprime subsets of $B$ with the set of scales (cf. Remark [3,4]).
the procedure that outputs $B'$ means replacing the rescaled copies of Behrend subsets of $B$ with the set of scales (cf. (23)).

Recall now that each Behrend set contains an infinite pairwise coprime subset as the corresponding $B'$-free subshift is proximal (see [8, Theorem 3.7]). This tells us immediately that $C \subset D$ so $\mathcal{M}_{B} \supseteq \mathcal{M}_{B'} \subseteq \mathcal{M}_{B'}$.

Proof of Theorem 3.3. Since, by Remark 3.4 $B^* = (B \cup D)_{\text{prim}}$, we have $\eta^* \leq \eta$. Moreover, $\eta^*$ is Toeplitz, by Theorem 3.3.

Now, we will prove that $\eta^* \in X_{\eta}$, i.e. that for any $N \geq 1$ the block $\eta^*|_{[-N,N]}$ appears on $\eta$. Fix $N \geq 1$ and let $i \geq 1$ be sufficiently large to ensure that

$$M_D \cap F_B \cap [-N,N] = (Z \setminus \text{Per}(\eta, \text{lcm}(S_i))) \cap [-N,N].$$

Recall that by Proposition 3.16 we have $M_D \cap F_B = Z \setminus \bigcup_{i \geq 1} \text{Per}(\eta, \text{lcm}(S_i))$, and $\text{Per}(\eta, \text{lcm}(S_i))$ grows, as $i$ grows. Moreover, by Proposition 3.16 $M_D \cap F_B \cap [-N,N]$ are all non-periodic positions on $\eta$ restricted to $[-N,N]$. Let $t_N$ be the cardinality of $M_D \cap F_B \cap [-N,N]$ and denote the elements of this set by $I_1, \ldots, I_{t_N}$. It follows by the definition of $D$ that for any $1 \leq j \leq t_N$, there exists $d_j \in \mathbb{N}$ and infinite pairwise coprime set $C_j \subset \mathbb{N}$ such that

$$d_j \mid I_j \text{ and } d_j C_j \subset B.$$

Let

$$L := \text{lcm}(\text{lcm}(S_i), d_1, \ldots, d_{t_N}).$$

Let $c_1 \in C_1$ be coprime to $L$ (such a number exists since $L$ has finitely many factors and $C_1$ is infinite pairwise coprime). Then $\gcd(L, d_1 c_1) = d_1 \mid I_1$ and therefore we can find $k_1 \in \mathbb{Z}$ such that

$$L k_1 + I_1 \equiv 0 \mod d_1 c_1.$$

Let $c_2 \in C_2$ be coprime to $L$ and $c_1$ (again, such a number exists because $L$ and $c_1$ have finitely many factors and $C_2$ is infinite pairwise coprime). Since $d_2 \mid L$ and $L$, $c_1$ and $c_2$ are pairwise coprime, we have $\gcd(L c_1, d_2 c_2) = d_2 \mid L k_1 + I_2$. Therefore, we can find $k_2 \in \mathbb{Z}$ such that

$$L c_1 k_2 + L k_1 + I_2 \equiv 0 \mod d_2 c_2.$$

Notice that since $d_1 \mid L$, we have

$$L c_1 k_2 + L k_1 + I_1 \equiv 0 \mod d_1 c_1.$$

Let $c_3 \in C_3$ be coprime to $L$, $c_1$ and $c_2$. Since $d_3 \mid L$ and $L$, $c_1$, $c_2$ and $c_3$ are pairwise coprime, we have $\text{lcm}(L c_2 c_1, d_3 c_3) = d_3 \mid L c_1 k_2 + L k_1 + I_3$. Therefore, we can find $k_3 \in \mathbb{Z}$ such that

$$L c_2 c_1 k_3 + L c_1 k_2 + L k_1 + I_3 \equiv 0 \mod d_3 c_3.$$

Notice that since $d_{e \ell} \mid L c_2 c_1$ for $\ell = 1, 2$, we have

$$L c_1 c_2 k_3 + L c_1 k_2 + L k_1 + I_\ell \equiv 0 \mod d_{e \ell} c_\ell \text{ for } \ell = 1, 2.$$

By repeating the above arguments, we obtain $k_j \in \mathbb{Z}$ for $j = 1, 2, \ldots, t_N$ such that

$$L c_{t_N-1} \ldots c_1 k_{t_N} + L c_{t_N-2} \ldots c_1 k_{t_{N-1}} + \ldots + L c_1 k_2 + L k_1 + I_j \equiv 0 \mod d_j c_j.$$

for $j = 1, 2, \ldots, t_N$. Put

$$M_N := L c_{t_N-1} \ldots c_1 k_{t_N} + L c_{t_N-2} \ldots c_1 k_{t_{N-1}} + \ldots + L c_1 k_2 + L k_1.$$

We will show that

$$\eta_{n+M_N} = \eta_n = \eta_n^* \text{ for } n \in \text{Per}(\eta, \text{lcm}(S_i)) \cap [-N,N].$$
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Take \( n \in \text{Per}(\eta, \text{lcm}(S_i)) \cap [-N, N] \). Since \( \text{lcm}(S_i) \mid L \mid M_N \), it follows that
\[
\eta_{n+M_N} = \eta_n \quad \text{for } n \in \text{Per}(\eta, \text{lcm}(S_i)) \cap [-N, N]
\]
and \( n + M_N \in \text{Per}(\eta, \text{lcm}(S_i)) \). It follows by Proposition \[3.10\] that \( n + M_N \not\in \mathcal{M}_D \cap \mathcal{F}_{\mathcal{B}} \) (the latter set is the set of all non-periodic positions on \( \eta \)). In other words,
\[
n, n + M_n \in \mathcal{F}_D \cup \mathcal{M}_{\mathcal{B}} = (\mathcal{F}_D \cap \mathcal{F}_{\mathcal{B}}) \cup \mathcal{M}_{\mathcal{B}}.
\]
Recall that by Remark \[3.4\] we have \( \mathcal{B}^* = (\mathcal{B} \cup D)^{\text{prim}} \), so \( \mathcal{M}_{\mathcal{B}^*} = \mathcal{M}_{\mathcal{B}} \cup \mathcal{M}_D \). Equivalently, \( \mathcal{F}_{\mathcal{B}^*} = \mathcal{F}_{\mathcal{B}} \cap \mathcal{F}_D \). Therefore,
\[
\begin{align*}
&\text{if } n \in \mathcal{F}_D \cap \mathcal{F}_{\mathcal{B}} \text{ then } n \in \mathcal{F}_{\mathcal{B}^*}, \\
&\text{if } n \in \mathcal{M}_{\mathcal{B}} \text{ then } n \in \mathcal{M}_{\mathcal{B}^*}.
\end{align*}
\]
Hence, (26) indeed holds.

Now, we will show that
\[
\eta_{n+M_N} = \eta_n^* \quad \text{for } n \in (\mathbb{Z} \setminus \text{Per}(\eta, \text{lcm}(S_i))) \cap [-N, N].
\]
Since \( d_j c_j \in \mathcal{B} \) and \( d_j c_j \mid I_j + M_N \), it follows by (25) that
\[
\eta_{I_j+M_N} = 0 \quad \text{for all } 1 \leq j \leq t_N.
\]
Moreover, it follows by \( I_j \in \mathcal{M}_D \subseteq \mathcal{M}_{\mathcal{B}^*} \) (recall again Remark \[3.4\]), that we also have
\[
\eta_{I_j}^* = 0 \quad \text{for all } 1 \leq j \leq t_N.
\]
Therefore, (28) indeed holds. Combining (26) and (28), we conclude that
\[
\eta[\cdot -N,N]+M_N = \eta^*[\cdot -N,N].
\]
Notice that in the above arguments we used only that
\[
L \mid M_N \text{ and } d_j c_j \mid M_N + I_j
\]
(to obtain (27) and (29), respectively). Thus, by (25),
\[
\eta[\cdot -N,N]+M_N = \eta[\cdot -N,N]+M_N+s \quad \text{for any } s \in L c_1 \ldots c_{t_N} Z.
\]
In particular, \( \{ s \in \mathbb{Z} : \eta[\cdot -N,N]+M_N = \eta[\cdot -N,N]+M_N+s \} \) is syndetic. Moreover, the blocks \( \{ \eta[\cdot -N,N]+M_N \}_{N \geq 1} \) have different lengths, so they are pairwise different. By \[\[3.11\]\] Corollary 2.17 (see Corollary \[4.11\]), \( X_{\eta} \) has a unique minimal subset.

**Proof of Theorem \[3.7\]**. Obviously, (3) \(\Rightarrow\) (1).

(3) \(\Rightarrow\) (2). It follows from (3) and from Theorem \[3.3\] that \( X_{\eta^*} = X_{\eta} \). Suppose that \( \eta^* > \eta \), i.e. there is \( n \in \mathbb{Z} \) such that \( 0 = \eta_n^* < \eta_n = 1 \). Let \( (p_k)_{k \in \mathbb{N}} \) be a periodic structure of \( \eta^* \) and let \( k \in \mathbb{N} \) be such that \( \eta^*[n+p_k] = 0 \). It follows from (3) that
\[
| \text{Per}(\eta^*, p_k, 0) \cap [0, p_k - 1]| = | \text{Per}(\eta, p_k, 0) \cap [0, p_k - 1]|
\]
as \( \eta \in X_{\eta^*} \). On the other hand, since \( \eta^* \leq \eta \), it follows immediately that
\[
\text{Per}(\eta^*, p_k, 0) \supset \text{Per}(\eta, p_k, 0).
\]
It remains to notice that \( n \in \text{Per}(\eta^*, p_k, 0) \setminus \text{Per}(\eta, p_k, 0) \), so
\[
| \text{Per}(\eta^*, p_k, 0) \cap [0, p_k - 1]| > | \text{Per}(\eta, p_k, 0) \cap [0, p_k - 1]|,
\]
which contradicts (31). This yields \( \eta = \eta^* \); i.e. \( \eta \) itself is a Toeplitz sequence (1) holds.
Suppose $\eta$ is a Toeplitz sequence. For any $b \in \mathcal{B}$ and $0 \leq s_b \leq b$ let

$$Y_{s_b}^b = \{ \mathbf{x} \in \{0,1\}^Z; |\text{supp } \mathbf{x} \mod b| \leq b - s_b \}$$

and

$$Y_{s_b}^b = \{ \mathbf{x} \in \{0,1\}^Z; |\text{supp } \mathbf{x} \mod b| = b - s_b \}.$$

Then $Y_{s_b}^b$ is closed and $\sigma$-invariant. By the minimality of $(X_\eta, \sigma)$, it follows that for any $0 \leq s_b \leq b$, $b \in \mathcal{B}$, we have

$$X_\eta \cap Y_{s_b}^b = X_\eta \text{ or } X_\eta \cap Y_{s_b}^b = \emptyset.$$

By Corollary 3.15, $\eta \in Y$, so for $s_b \geq 2$ we have

$$X_\eta \cap Y_{s_b}^b = \emptyset.$$

Since for any $b \in \mathcal{B}$ we have

$$X_\eta = X_\eta \cap \left( \bigcup_{1 \leq s_b \leq b} Y_{s_b}^b \right),$$

it follows immediately that $X_\eta = X_\eta \cap Y$.

(b) ⇒ (d) Suppose $X_\eta \subseteq Y$. By Theorem 3.3, we have $X_\eta^* \subseteq X_\eta$, so, in particular, $\eta^* \in X_\eta$ is an element of $Y$. Since $\eta^*$ is a Toeplitz sequence, it follows by Corollary 3.15 that

$$\eta^* \in Y^*,$$

where

$$Y^* = \{ \mathbf{x} \in \{0,1\}^Z; |\text{supp } \mathbf{x} \mod b^*| = b^* - 1 \text{ for any } b^* \in \mathcal{B}^* \}.$$

Suppose there exists $b \in \mathcal{B} \setminus \mathcal{B}^*$. Let $b^* \in \mathcal{B}$ be such that $b^* \mid b$. Then

$$|\text{supp } \eta^* \mod b^*| = b^* - 1$$

and we conclude that

$$|\text{supp } \eta^* \mod b| = \frac{b}{b^*} |\text{supp } \eta^* \mod b^*| = \frac{b}{b^*} (b^* - 1) < b - 1.$$

Thus, $\eta^* \notin Y$, which we know that is not true. It follows that $\mathcal{B} = \mathcal{B}^*$ and therefore $\eta = \eta^*$ is a Toeplitz sequence.

Proof of Corollary 3.15. Suppose that $\eta$ is a Toeplitz sequence and $r + b\mathbb{Z} \subseteq \mathcal{M}_{\mathcal{B}}$ for some $b \in \mathcal{B}$ and $1 \leq r \leq b$. Then by Theorem 3.14 (for $d = b$), there is $b' \in \mathcal{B}$ such that $b' \mid \gcd(r; b)$. Since $\mathcal{B}$ is primitive, $b = b'$. Hence $r = b$. So $\eta \in Y$.

Remark 3.23. Arguments used in the proof (b) ⇒ (d) of Theorem 3.7 comes from Example 3.16 in [9].

4 Minimality and periodic structure of $\mathcal{B}$-free systems

4.1 Arithmetic progressions

The main goal of this section is to prove Theorem 4. We will prove first its easier version, valid for principal ideals.
Theorem 4.1. Let $\mathcal{B}$ be a primitive collection of ideals in $\mathcal{O}_K$ such that $\mathcal{D} = \emptyset$, $r, g \in \mathcal{O}_K$. If
\begin{equation}
 r + (g) \subseteq M_{\mathcal{B}},
\end{equation}
then for some $b \in \mathcal{B}$
\begin{equation}
 \gcd((r), (g)) = (r) + (g) \subseteq b.
\end{equation}

Lemmas needed for the proof of Theorem 4.1 are used also in the proof of Theorem 11. We decided to keep both results to make the arguments easier to digest. The auxiliary lemmas that we present now are valid in any Dedekind ring $R$ but we phrase them here for $R = \mathcal{O}_K$. The proofs of the lemmas are contained in the next subsection.

Lemma 4.2. Let $a_1, \ldots, a_n, b \subseteq \mathcal{O}_K$ be pairwise coprime (proper) ideals and $x_1, \ldots, x_n \in \mathcal{O}_K$. Then
\begin{equation}
 b \not\subseteq \bigcup_{i=1}^n (x_i + a_i).
\end{equation}

Given an ideal $a$ and $y \in \mathcal{O}_K$, we set
\begin{equation}
 v_a(y) := \max\{t : y \in a^t\}.
\end{equation}

Lemma 4.3. Let $r, g \in \mathcal{O}_K$ and $(r, g) = p_1^{\alpha_1} \cdots p_m^{\alpha_m}$, where $p_i$, $1 \leq i \leq m$, are distinct prime ideals ordered in such a way that for some $0 \leq m' \leq m$ we have
\begin{equation}
 \nu_{p_i}(g) = \nu_{p_i}(r) \iff i > m'.
\end{equation}

Then for
\begin{equation}
 x \in p_{m'+1} \cdots p_m \setminus \bigcup_{i=1}^{m'} p_i,
\end{equation}
we have
\begin{equation}
 (r + xg) = (r, g)q_1 \cdots q_n,
\end{equation}
where $q_i$ are prime ideals and $q_i \neq p_j$ for all $1 \leq i \leq n$ and all $1 \leq j \leq m$.

We will need the following generalization of Lemma 4.3.

Lemma 4.4. Let $r, g \in \mathcal{O}_K$. Then there exists a sequence $x_1, x_2, \ldots \in \mathcal{O}_K$ such that
\begin{equation}
 (r + x_i g) = (r, g)q_1^{(i)} \cdots q_m^{(i)},
\end{equation}
where $q_k^{(i)}$ are prime ideals and $q_k^{(i)} \neq q_l^{(j)}$ for $i \neq j$, $1 \leq k \leq m_i$, $1 \leq l \leq m_j$ and $q_k^{(i)} \nmid (r, g)$ for $i \geq 1$. In particular, for $i \neq j$, we have
\begin{equation}
 (r + x_i g, r + x_j g) = (r, g).
\end{equation}

Note that Lemma 4.4 will play the same role in the proof of Theorem 4.1 as Lemma 3.18 in the proof of Theorem 3.14. To see that Lemma 4.4 is indeed a multidimensional version of Lemma 3.18 notice that we can rephrase Lemma 3.18

Lemma 4.5. Let $d, r \in \mathbb{N}$. Then there exists a sequence $(n_i)_{i \geq 1} \subseteq \mathbb{Z}$ and an infinite pairwise coprime set $\mathcal{C} = \{c_1, c_2, \ldots\}$ such that
\begin{equation}
 r + dn_i = \gcd(r, d)c_i \text{ for } i \geq 1.
\end{equation}
Proof of Theorem $4.4$. Let $x_1, x_2, \ldots \in \mathcal{O}_K$ be the sequence from Lemma $4.4$. For $i \geq 1$, let $b_i \in \mathfrak{B}$ be such that

$$r + x_i g \in b_i.$$ 

By Lemma $4.4$ we have

$$(r, g)q_1^{(i)} \cdots q_{m_i}^{(i)} = (r + x_i g) \subseteq b_i.$$ 

We claim that there exists $b \in \mathfrak{B}$ such that $b_i = b$ for infinitely many $i \geq 1$. Indeed, if this is not the case, then passing to a subsequence, we can assume that all $b_i$ are distinct. Moreover, since $\gcd(r, g)$ has finitely many factors, passing to a further subsequence if necessary, we have that $\gcd(b_i, (r, g)) = \mathfrak{d}$ for some ideal $\mathfrak{d}$. Now, $b_i = \gcd(b_i, (r, g))c_i'$, where $c_i | q_1^{(i)} \cdots q_{m_i}^{(i)}$. It follows that $\mathfrak{d} \in \mathfrak{D}$, which is a contradiction.

Consider the prime factorization of $b$:

$$b = q_1' \cdots q_n'$$

and take $i$ such that

(34) $$\{q_1^{(i)}, \ldots, q_{m_i}^{(i)}\} \cap \{q_1', \ldots, q_n'\} = \emptyset.$$ 

We claim that this yields $(r, a) \subseteq b$. Indeed,

$$r + x_i g \in b \iff b | (r + x_i g) = (r, g)q_1^{(i)} \cdots q_{m_i}^{(i)},$$

which, in view of (34), implies that $b | (r, g_1, \ldots, g_t)$, i.e. $(r, a) \subseteq b$. \hfill $\Box$

To prove Theorem $4.4$, we will need the following extension of Lemma $4.4$.

Lemma $4.6$. Let $r, g_1, \ldots, g_t \in \mathcal{O}_K$ and $(r, g_1, \ldots, g_t) = p_1 \cdots p_m$. Then there exists a sequence

$$\mathfrak{q}_1 = (x_{1,1}, \ldots, x_{1,t}), \mathfrak{q}_2 = (x_{2,1}, \ldots, x_{2,t}), \ldots \in \mathcal{O}_K^t$$

such that

$$(r + x_{i,1} g_1 + \cdots + x_{i,t} g_t) = (r, g_1, \ldots, g_t)q_1^{(i)} \cdots q_{m_i}^{(i)},$$

where $q_k^{(i)}$ are prime ideals and $q_k^{(i)} \neq q_l^{(j)}$ for $i \neq j$, $1 \leq k \leq m_i$, $1 \leq l \leq m_j$ and $q_k^{(i)} \nmid (r, a_1, \ldots, a_t)$ for $i \geq 1$.

Proof of Theorem $4.3$. Let $g_1, \ldots, g_t$ be a set of generators of $\mathfrak{a}$. Let $x_1, x_2, \ldots$ be as in Lemma $4.6$. Since $\mathfrak{B}$ does not contain a rescaled copy of an infinite pairwise coprime set, we have

$$r + x_{i,1} g_1 + \cdots + x_{i,t} g_t \in b$$

for infinitely many $i$'s for some $b \in \mathfrak{B}$. Consider the prime factorization of $b$:

$$b = q_1' \cdots q_n'$$

and take $i$ such that

(35) $$\{q_1^{(i)}, \ldots, q_{m_i}^{(i)}\} \cap \{q_1', \ldots, q_n'\} = \emptyset.$$ 

We claim that this yields $(r, a) \subseteq b$. Indeed,

$$r + x_{i,1} g_1 + \cdots + x_{i,t} g_t \in b \iff b | (r + x_{i,1} g_1 + \cdots + x_{i,t} g_t) = (r, g_1, \ldots, g_t)q_1^{(i)} \cdots q_{m_i}^{(i)},$$

which, in view of (35), implies that $b | (r, g_1, \ldots, g_t)$, i.e. $(r, a) \subseteq b$. \hfill $\Box$

\footnote{It is known that every ideal $\mathfrak{a}$ in a Dedekind ring is generated by 2 elements, so we could assume that $t \leq 2$. This, however, does not simplify the proofs substantially.}
Proofs of lemmas

Proof of Lemma 4.2. This is a simple consequence of the Chinese Remainder Theorem for rings. Indeed, for any choice of \( y_1, \ldots, y_n \in \mathcal{O}_K \), one can find \( x \in \mathcal{O}_K \) such that

\[
x \in \mathfrak{b} \quad \text{and} \quad x - y_i \in \mathfrak{a}_i \quad \text{for} \quad 1 \leq i \leq n.
\]

Now, it suffices to apply the above to any \( y_1, \ldots, y_n \) such that \( y_i - x_i \not\in \mathfrak{a}_i \) to conclude that

\[
\mathfrak{b} \cap \bigcap_{i=1}^{n} (x_i + \mathfrak{a}_i)^c \neq \emptyset.
\]

\[\Box\]

Proof of Lemma 4.3. For every \( 1 \leq i \leq m \), we will prove that \( v_{p_i}(r + xg) = \alpha_i \) for each \( 1 \leq i \leq m \). Consider first \( i > m' \). We have

\[
v_{p_i}(r) = v_{p_i}(g) = \alpha_i \quad \text{and} \quad v_{p_i}(x) = 1.
\]

It follows that, as \( v_{p_i}(r) = \alpha_i < v_{p_i}(xg) \), \( v_{p_i}(r + xg) = \alpha_i \).

Now, consider \( 1 \leq i \leq m' \). We have

\[
v_{p_i}(x) = 0, v_{p_i}(r) \geq \alpha_i, v_{p_i}(g) \geq \alpha_i
\]

and precisely one of the following:

\[
(36) \quad \text{either } v_{p_i}(r) > \alpha_i \text{ or } v_{p_i}(g) > \alpha_i.
\]

It follows that \( v_{p_i}(r) \neq v_{p_i}(xg) \), thus \( v_{p_i}(r + xg) = \min(v_{p_i}(r), v_{p_i}(xg)) = \alpha_i \).

This yields \( v_{p_i}(r + xg) = \alpha_i \) for each \( 1 \leq i \leq m \).

\[\Box\]

Proof of Lemma 4.4. Let \( p_1, \ldots, p_m, \alpha_1, \ldots, \alpha_m \) and \( m' \) be as in the assumptions of Lemma 4.3 and let

\[
x_1 \in p_{m'+1} \cdot \ldots \cdot p_{m} \setminus \left( \bigcup_{i=1}^{m'} p_i \right).
\]

Then

\[
(r + x_1g) = p_1^{\alpha_1} \cdot \ldots \cdot p_m^{\alpha_m} q_1^{(1)} \cdot \ldots \cdot q_m^{(1)}
\]

and \( q_k^{(1)} \not\in \{p_1, \ldots, p_m\} \) are prime ideals. Suppose that we have chosen \( x_1, \ldots, x_{i-1} \) and take

\[
x_i \in p_{m'+1} \cdot \ldots \cdot p_m \setminus \left( \bigcup_{j=1}^{m'} p_j \cup \bigcup_{j=1}^{i-1} \bigcup_{l=1}^{m} q_l^{(j)} + x_j \right)
\]

(Lemma 4.2 guarantees that such \( x_i \) exists). It follows by Lemma 4.3 that

\[
(r + x_i g) = p_1^{\alpha_1} \cdot \ldots \cdot p_m^{\alpha_m} q_1^{(k)} \cdot \ldots \cdot q_m^{(k)}
\]

where \( q_k^{(i)} \not\in \{p_1, \ldots, p_m\} \).

It remains to show that \( q_k^{(i)} \neq q_k^{(j)} \) whenever \( j \neq i \). Suppose otherwise, then

\[
(x_j - x_k)g \in q_k^{(j)}
\]

Now, \( x_j - x_i \not\in q_k^{(j)} \), as \( x_i \not\in q_k^{(j)} + x_j \). Thus, \( g \in q_k^{(j)} \) and, consequently, \( r = r + x_i g - x_i g \in q_k^{(j)} \). This is impossible, as \( q_k^{(j)} \neq p_i \) for all \( i \). The remaining statement follows easily.

\[\Box\]
Proof of Lemma 4.4. The proof is inductive. For \( t = 1 \) the assertion becomes the one of Lemma 4.3. Now, take \( \eta \) such that
\[
D = D^{(38)}
\]
where \( g \) and \( s \) are prime ideals that do not divide \( t \) and \( x' = (x'_{1}, \ldots, x'_{t}) \) such that
\[
(r + x'_{1}g_{1} + \cdots + x'_{t-1}g_{t-1}) = (r, g_{1}, \ldots, g_{t-1}) \cdot s_{1}^{(i)} \cdots s_{m'}^{(i)},
\]
where \( s_{k}^{(i)} \) are prime ideals such that \( s_{k}^{(i)} \neq s_{j}^{(i)} \), whenever \( i \neq j \). Fix \( x' = (x'_{1}, \ldots, x'_{t-1}) \) such that
\[
(r + x'_{1}g_{1} + \cdots + x'_{t-1}g_{t-1}) = (r, g_{1}, \ldots, g_{t-1})g_{t}
\]
and \( g_{t} \notin \bigcup_{j=1}^{m'} g_{j} \). By Lemma 4.3 (applied to \( r' = r + x'_{1}g_{1} + \cdots + x'_{t-1}g_{t-1} \) and \( g' = g_{t} \)), there exists a sequence \((x_{i})_{i \geq 1} \subseteq O_{K} \) such that, for every \( i \geq 1 \):
\[
(r' + x_{i}g') = (r', g')c_{1}^{(i)} \cdots c_{i}^{(i)},
\]
i.e.\[
(r + x'_{1}g_{1} + \cdots + x'_{t-1}g_{t-1} + x_{i}g_{t}) = (r + x'_{1}g_{1} + \cdots + x'_{t-1}g_{t-1}, g_{t})c_{1}^{(i)} \cdots c_{i}^{(i)},
\]
where \( c_{1}^{(i)}, \ldots, c_{i}^{(i)} \) are prime ideals that do not divide \( (r', g') \) and
\[
\{c_{1}^{(i)} \cdots c_{i}^{(i)} \} \cap \{c_{1}^{(j)} \cdots c_{j}^{(j)} \} = \emptyset \text{ whenever } i \neq j.
\]
Now,\[
(r', g') = (r + x'_{1}g_{1} + \cdots + x'_{t-1}g_{t-1}, g_{t}) = (r, g_{1}, \ldots, g_{t-1})s_{1} \cdots s_{m'} + (g_{t}).
\]
Clearly, \( (r', g') \subseteq (r, g_{1}, \ldots, g_{t}) \). On the other hand, since \( g_{t} \notin s_{1} \cup \ldots \cup s_{m'} \), it follows that \( 1 \in (g_{t}) + s_{1} \cdots s_{m'} \). Thus \( (r, g_{1}, \ldots, g_{t-1}) + (g_{t}) \subseteq (r, g_{1}, \ldots, g_{t-1})s_{1} \cdots s_{m'} + (g_{t}) \), and we get \( (r', g') = (r, g_{1}, \ldots, g_{t}) \). This equality, combined with (37), yields
\[
(r + x'_{1}g_{1} + \cdots + x'_{t-1}g_{t-1} + x_{i}g_{t}) = (r, g_{1}, \ldots, g_{t})c_{1}^{(i)} \cdots c_{i}^{(i)}.
\]
\( \square \)

### 4.2 Non-periodic positions and periodic structure

The first goal of this section is to give a description of non-periodic positions on \( \eta \), i.e. to prove Proposition 4.4.

We have
\[
\mathcal{F}_{\mathcal{B}^{+}} = \mathcal{F}_{\mathcal{B}} \cap \mathcal{F}_{\mathcal{D}},
\]
where \( \mathcal{D} \) is defined in (1). Equivalently, this equality can be rewritten as
\[
\eta^{*} = \begin{cases} 
\eta_{n}, & \text{if } n \notin \mathcal{M}_{\mathcal{D}}, \\
0, & \text{if } n \in \mathcal{M}_{\mathcal{D}},
\end{cases}
\]
\[
\eta^{*} = \left\{ \begin{array}{ll}
\eta_{n}, & \text{if } n \notin \mathcal{M}_{\mathcal{D}}, \\
0, & \text{if } n \in \mathcal{M}_{\mathcal{D}},
\end{array} \right.
\]
(38)
Recall that for any ideal $s \subseteq \mathcal{O}_K$ places which are $s$-periodic are denoted by
\[ \text{Per}(\eta, s) = \{ g \in \mathcal{O}_K : \eta^g = \eta^{s+g} \text{ for any } s \in s \}. \]

Let $(\mathcal{E}_i)_{i \geq 1}$ be a saturated filtration of $\mathfrak{B}$ by finite collections of ideals. For $i \geq 1$ put
\[ s_i := \bigcap_{b \in \mathcal{E}_i} b = \text{lcm}(\mathcal{E}_i). \]

**Lemma 4.7.** Let $g \in G$ and $\{ e_G \} \neq \mathbb{H}_1, \mathbb{H}_2 \subseteq G$ be subgroups. Then
\[ (\mathbb{H}_1 + g) \cap \mathbb{H}_2 \neq \emptyset \text{ if and only if } g \in \mathbb{H}_1 + \mathbb{H}_2. \]

The proof of the above lemma is straightforward, so we skip it.

**Lemma 4.8** (see i.e. [20, Chapter I, Proposition 2.2]). Let $\mathbb{H}_1, \mathbb{H}_2 \subseteq G$ be subgroups of finite index. Then $\mathbb{H}_1 \cap \mathbb{H}_2$ is also a subgroup of finite index in $G$ and
\[ [G : \mathbb{H}_1 \cap \mathbb{H}_2] = [G : \mathbb{H}_1] \cdot [\mathbb{H}_1 : \mathbb{H}_1 \cap \mathbb{H}_2]. \]

**Lemma 4.9** ([14, 24. s. 128]). If $G$ is a finitely generated group, then it contains finitely many (possibly 0) subgroups of a given index $n$.

**Proof of Proposition 4.7** It suffices to show that
\[ \mathcal{O}_K \setminus \bigcup_{i \geq 1} \text{Per}(\eta, s_i) \subseteq M_\mathcal{B} \cap \mathcal{F}_\mathcal{B} \subseteq \mathcal{O}_K \setminus \bigcup_{s \subseteq \mathcal{O}_K} \text{Per}(\eta, s). \]

Clearly, $\mathcal{O}_K \setminus \bigcup_{s \subseteq \mathcal{O}_K} \text{Per}(\eta, s) \subseteq \mathcal{O}_K \setminus \bigcup_{i \geq 1} \text{Per}(\eta, s_i)$ and therefore the inclusions must be, in fact, equalities.

**First inclusion.** Take $n \notin \bigcup_{i \geq 1} \text{Per}(\eta, s_i)$. Then $n \in \mathcal{F}_\mathcal{B}$. Moreover, $n + s_k \not\subseteq \mathcal{F}_\mathcal{B}$ for any $k \geq 1$. In other words, $(n + s_k) \cap M_\mathcal{B} \neq \emptyset$, so there exists $b_k$ such that $n \in b_k + s_k = \gcd(b_k, s_k)$, so that
\[ n\mathcal{O}_K \subseteq b_k + s_k = \gcd(b_k, s_k). \]

Notice that $b_k \not\in \mathcal{E}_k$ (if $b_k \in \mathcal{E}_k$ then $s_k \subseteq b_k$ and $n \in b_k + s_k \subseteq b_k$ which contradicts $n \in \mathcal{F}_\mathcal{B}$). It follows by Lemma 4.9 that the index of $b_k + s_k$ is divisible by the index of $n\mathcal{O}_K$, so by Lemma 4.9, there are only finitely many possibilities for $b_k + s_k$. In other words, there exists an ideal $d$ and a subsequence $(k_\ell) \subseteq \mathbb{N}$ such that $\gcd(b_{k_\ell}, s_{k_\ell}) = b_{k_\ell} + s_{k_\ell} = d$ (and $n \in d$, as $n \in b_k + s_k$ for each $k \geq 1$).

Let $\ell_2 > \ell_1 := 1$ be such that
\[ b_{k_{\ell_1}} \in \mathcal{E}_{k_{\ell_2}} \] (in particular, $s_{k_{\ell_2}} \subseteq b_{k_{\ell_1}}$).

By the choice of $(k_\ell)$, we have $b_{k_1}, b_{k_2} \subseteq d$, so
\[ b_{k_1} + b_{k_2} \subseteq d. \]

On the other hand, using (41), we obtain
\[ d = b_{k_{\ell_2}} + s_{k_{\ell_2}} = \gcd(b_{k_{\ell_2}}, s_{k_{\ell_2}}) \subseteq \gcd(b_{k_{\ell_2}}, b_{k_{\ell_1}}). \]

Thus, $\gcd(b_{k_{\ell_1}}, b_{k_{\ell_2}}) = b_{k_{\ell_1}} + b_{k_{\ell_2}} = d$.

Suppose that we have constructed $1 = \ell_1 < \ell_2 < \ldots < \ell_m$ such that
\[ \gcd(b_{k_{\ell_i}}, b_{k_{\ell_i'}}) = d \text{ for any } 1 \leq i < i' \leq m. \]

}\[
\text{gcd}(b_{k_{\ell_i}}, b_{k_{\ell_i'}}) = \text{gcd}(b_{k_{\ell_1}}, b_{k_{\ell_2}}) = d\
\text{gcd}(b_{k_{\ell_1}}, b_{k_{\ell_2}}) = b_{k_{\ell_1}} + b_{k_{\ell_2}} = d.\n\]
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There exists $\ell_{m+1} > \ell_m$ such that
\begin{equation}
\tag{43}
b_{k_{t_1}}, b_{k_{t_2}}, \ldots, b_{k_{t_m}} \in G_{k_{t_m+1}}.
\end{equation}
It follows by the choice of $(k_t)$ that $b_{k_{t_i}} \subseteq \mathfrak{d}$ for $1 \leq i \leq m + 1$. This gives
\[
\gcd(b_{k_{t_i}}, b_{k_{t_i}'}) = b_{k_{t_i}} + b_{k_{t_i}'} \subseteq \mathfrak{d}
\]
for any $1 \leq i < i' \leq m + 1$.

On the other hand, using (43), we obtain $\mathfrak{d} = \gcd(b_{k_{t_m+1}}, s_{k_{t_m+1}}) \subseteq \gcd(b_{k_{t_i}}, b_{k_{t_m+1}})$. Thus,
\[
\gcd(b_{k_{t_i}}, b_{k_{t_i}'}) = \mathfrak{d}
\]
for any $1 \leq i < i' \leq m + 1$ and the above inductive procedure therefore yields a sequence $1 = \ell_1 < \ell_2 < \ldots$ such that
\[
\gcd(b_{k_{t_i}}, b_{k_{t_i}'}) = \mathfrak{d}
\]
for any $i \neq i'$. Let $c_i$, for $i \geq 1$, be an ideal such that $c_i \mathfrak{d} = b_{k_{t_i}}$. It remains to show that $C := \{c_i : i \geq 1\}$ is pairwise coprime. However, we have
\[
\mathfrak{d} = \gcd(b_{k_{t_i}}, b_{k_{t_i}'}) = b_{k_{t_i}} + b_{k_{t_i}'} = (c_i + c_i') \mathfrak{d}
\]
and after dividing the above by $\mathfrak{d}$, we conclude that $c_i + c_i' = \mathcal{O}_K$ for $i \neq i'$. This tells us that $n \in \mathcal{M}_\mathcal{D}$.

**Second inclusion.** Take $n \in \mathcal{M}_\mathcal{D} \cap \mathcal{F}_\mathcal{B}$. There exists a non-zero ideal $\mathfrak{d}$ and an infinite pairwise coprime collection $\mathcal{C}$ of ideals such that
\[
n \in \mathfrak{d} \text{ and } \mathfrak{d} \mathcal{C} \subseteq \mathcal{B}.
\]
Suppose that $n \in \operatorname{Per}(\eta, s)$ for some non-zero ideal $s$. In other words, we have $n + s \subseteq \mathcal{F}_\mathcal{B}$. Since $n \in \mathfrak{d}$, it follows that
\begin{equation}
\tag{44}
\mathfrak{d} \cap (n + s) = n + \mathfrak{d} \cap s \subseteq \mathcal{F}_\mathcal{B}.
\end{equation}
Take $c \in \mathcal{C}$ coprime to $s$ and $\mathfrak{d}$. Then
\[
n \in \mathfrak{d} = \mathfrak{d} \cap (n + s) = \mathfrak{d} \cap s = \mathfrak{d} \cap s + \mathfrak{d} c.
\]
Therefore (by Lemma 4.7 for $G = \mathcal{O}_K$, $g = n$, $\mathbb{H}_1 = \mathfrak{d} \cap s$ and $\mathbb{H}_2 = \mathfrak{d} c$) we obtain
\[
(n + \mathfrak{d} \cap s) \cap \mathcal{M}_\mathcal{B} \supseteq (n + \mathfrak{d} \cap s) \cap \mathfrak{d} c \neq \emptyset,
\]
which contradicts (44).

**Proof of Theorem 2** For $i \geq 1$ put $s_i := \bigcap_{b \in \mathcal{S}_i} b = \operatorname{lcm}(\mathcal{S}_i)$. By Proposition D we get
\[
\bigcup_{i \geq 1} \operatorname{Per}(\eta, s_i) = \mathcal{O}_K.
\]
Clearly, $s_{i+1} \subseteq s_i$. Suppose that $s$ is such that
\[
\operatorname{Per}(\eta, s_i) \subseteq \operatorname{Per}(\eta, s).
\]
For any $b \in \mathcal{S}_i$, we have
\[
b \subseteq \operatorname{Per}(\eta, s_i) \subseteq \operatorname{Per}(\eta, s),
\]
whence
\[
b + s \subseteq \mathcal{M}_\mathcal{B}.
\]
Take $r \in s$. It follows by Theorem F (for $a = b$) that for some $b' \in \mathcal{B}$ we have
\[
(r) + b \subseteq b'.
\]
In particular, $b \subseteq b'$, which, by the primitivity of $\mathcal{B}$ implies $b' = b$. Thus,
\[
s \subseteq b,
\]
as $r \in s$ was arbitrary. Now, since $b \in \mathcal{S}_i$ was arbitrary, we obtain $s \subseteq s_i$ and we conclude that $s$ is an essential group of periods.

\[\square\]
4.3 Minimality

4.3.1 Tools

We begin this section with a multidimensional version of a result from [9] used therein to prove Theorem A (i.e. Theorem 3.1).

**Proposition 4.10** ([9, Proposition 2.15] for \( \mathbb{G} = \mathbb{Z} \)). Let \( \mathbb{G} \) be countable abelian group. Let \((X, (T_g)_{g \in \mathbb{G}})\) be a topological dynamical system with a transitive point \( x_0 \in X \). Then the following conditions are equivalent:

1. \((X, (T_g)_{g \in \mathbb{G}})\) has a unique minimal subset \( M \),
2. there exists a closed, \((T_g)_{g \in \mathbb{G}}\)-invariant subset \( M' \subseteq X \) such that for any \( x \in M' \) and \( y \in X \), there exists \((g_n)_{n \geq 1} \subseteq \mathbb{G} \) such that \( g_n \to \infty \) and \( T_{g_n} y \to x \) as \( n \to \infty \),
3. there exists \( x_M \in X \) such that for any \( y \in X \) there exists \((g_n)_{n \geq 1} \subseteq \mathbb{G} \) such that \( g_n \to \infty \) and \( T_{g_n} y \to x_M \),
4. there exists a closed, \((T_g)_{g \in \mathbb{G}}\)-invariant subset \( M'' \subseteq X \), such that \( \{ g \in \mathbb{G}; T_g x_0 \in U \} \) is syndetic for any open \( U \) with \( U \cap M'' \neq \emptyset \),
5. there exists a sequence of open sets \((U_n)_{n \geq 1} \subseteq X \) such that:
   - \( \text{diam}(U_n) \to 0 \) as \( n \to \infty \),
   - the set \( \{ g \in \mathbb{G}; T_g x_0 \in U_n \} \) is syndetic for each \( n \in \mathbb{N} \).

Furthermore, if any of the above hold, then \( M = M' = M'' \) and \( x_M \in M \).

**Proof.** 

\( \text{(a)} \Rightarrow \text{(b)} \) Let \( M \) be a unique minimal subset of \((X, (T_g)_{g \in \mathbb{G}})\). Let \( y \in X \). Since \( X \) is a compact space, so the set
\[
\omega(y) := \{ z \in X; \exists g_n \to \infty \text{ such that } T_{g_n} y \to z \}
\]
is closed, non-empty and \((T_g)_{g \in \mathbb{G}}\)-invariant. We will show that \( \bigcap_{y \in X} \omega(y) \) is minimal. Let \( x \in \bigcap_{y \in X} \omega(y) \). Then since \( \bigcap_{y \in X} \omega(y) \) is closed and \((T_g)_{g \in \mathbb{G}}\)-invariant, so \( X_x \subseteq \bigcap_{y \in X} \omega(y) \). Obviously, we have \( \omega(x) \subseteq X_x \) and \( \bigcap_{y \in X} \omega(y) \subseteq \omega(x) \). So \( \omega(x) = \bigcap_{y \in X} \omega(y) \). Hence \( \bigcap_{y \in X} \omega(y) \) is minimal. By (a), we get \( M = \bigcap_{y \in X} \omega(y) \). Notice that any set \( M' \) satisfying (b) is contained in the set \( \bigcap_{y \in X} \omega(y) \), so it also satisfies the equality \( M' = M \).

\( \text{(b)} \Rightarrow \text{(c)} \) Take any \( x_M \in M' \),

\( \text{(c)} \Rightarrow \text{(d)} \) Let \( x_M \) satisfy (c) and put \( M'' := X_{x_M} \). Let \( U \) be an open set such that \( U \cap M'' \neq \emptyset \). Let \( y \in U \cap M'' \). Then there exists \( g \in \mathbb{G} \) such that \( T_g x_M \in U \). Thus \( x_M \in V := T_{-g}(U) \). From that
\[
g + \{ h \in \mathbb{G}; T_h x_0 \in V \} = \{ h \in \mathbb{G}; T_h x_0 \in U \}.
\]
If \( \{ h \in \mathbb{G}; T_h x_0 \in V \} \) is not syndetic, then for any \( n \in \mathbb{N} \) we have \( \{ h \in \mathbb{G}; T_h x_0 \in V \} + F_n \neq \emptyset \). So for any \( n \in \mathbb{N} \) there exists \( k_n \in \mathbb{G} \) such that \( T_{k_n} x_0 \in X \setminus V \) for any \( f \in F_n \). Let \( T_{k_n} x_0 \to z \) and \( g \in \mathbb{G} \). Then \( g \in F_n \) for sufficiently large \( \ell \geq 1 \). Since
\[
T_{k_n} x_0 \in X \setminus V \text{ and } T_{k_n} x_0 \to T_{-g} z,
\]
so \( T_{-g} z \in X \setminus V \). So \( X_z \subseteq X \setminus V \), but then \( x_M \not\in X_z \), which contradicts (d).

\( \text{(d)} \Rightarrow \text{(e)} \) Let \( x \in M'' \). Take \( U_n := \{ y \in X; D(x, y) < \frac{1}{n} \} \).

\( \text{(e)} \Rightarrow \text{(a)} \) Assume that (e) holds and \( M_1, M_2 \subseteq X \) are disjoint minimal sets, so
\[
\min\{ D(x_1, x_2); x_i \in M_i, i = 1, 2 \} =: \varepsilon > 0.
\]
From \((U_n)_{n \geq 1}\) we take \( n \) such that \( \text{diam} U_n < \varepsilon/2 \). We may assume that \( U_n \cap M_2 = \emptyset \). Let \( V \supseteq M_2 \) be open such that \( V \cap U_n = \emptyset \). By syndeticity, we get there exists \( N \geq 1 \) such that
\[
\{ g \in \mathbb{G}; T_g x_0 \in U_n \} + F_N = \mathbb{G}.
\]
Since $M_2$ is $(T_g)_{g \in \mathbb{G}}$-invariant, there is an open set $W$ with $M_2 \subseteq W \subseteq V$ such that $T_g W \subseteq V$ for any $g \in F_N$. But the orbit of $x_0$ is dense in $X$; therefore there exists $g' \in \mathbb{G}$ with $T_{g'} x_0 \in W$. By (13), there exist $g \in \mathbb{G}$ and $f \in F_N$ such that $T_g x_0 \in U_n$ and $g' = g + f$. So

$$U_n \ni T_g x_0 = T_{g' - f} x_0 = T_{-f} (T_{g'} x_0) \in V,$$

contradicting $U_n \cap V = \emptyset$.

By uniqueness of $M''$ and by above we have $M \subseteq M' \subseteq M''$ and the reduction of $M'$ has no impact on (1), the equalities hold. To finish the proof note that $x_M$ is minimal, so $x_M, M \in M' = M''$.

**Corollary 4.11** ([9, Corollary 2.17] for $\mathbb{G} = \mathbb{Z}$). Let $(X, (S_g)_{g \in \mathbb{G}})$ be a subshift with a transitive point $x_0$. Then $(X, (S_g)_{g \in \mathbb{G}})$ is essentially minimal if and only if there exists an infinite family of pairwise distinct blocks $\{B_i\}_{i \geq 1}$ such that $\{g \in \mathbb{G}; x_0 |_{B_i} = x_0 |_{B_i + g}\}$ is syndetic for any $i \geq 1$.

**Proof.** It follows immediately from the equivalence (ii) and (iii) from Proposition 4.10. □

**4.3.2 Main part**

**Proof of Theorem C**. We will first show (i) $\iff$ (ii). Clearly, if $D = \emptyset$ then $B = B^*$. For the other direction, notice that

$$B = B^* = (B \setminus M_D) \cup D^{prim}$$

implies $D^{prim} \subseteq B$.

However, by the definition of $D$, for any $\mathfrak{d} \in D$, some (non-trivial) multiple of $\mathfrak{d}$ is a member of $B$, as $\mathfrak{d} \subseteq B$ where $\mathcal{C}$ is infinite (and pairwise coprime). If $D \neq \emptyset$ this contradicts the primitivity of $B$.

Let us show that $D^* = \emptyset$ (i.e. $\eta^*$ is Toeplitz, so (i) $\implies$ (iii)). Suppose that there is some $\mathfrak{d}$ and some infinite pairwise coprime set $\mathcal{C}$ such that

$$\mathfrak{d} \mathcal{C} \subseteq B^* = (B \setminus M_D) \cup D^{prim}.$$

Then, without loss of generality (taking a smaller but still infinite and pairwise coprime set $\mathcal{C}$), one of the following holds:

(A) $\mathfrak{d} \mathcal{C} \subseteq B \setminus M_D$,

(B) $\mathfrak{d} \mathcal{C} \subseteq D^{prim}$.

If (A) holds then $\mathfrak{d} \mathcal{C} \subseteq B$, so $\mathfrak{d} \in D$ and we obtain

$$\mathfrak{d} \mathcal{C} \subseteq B \setminus M_D \subseteq B \setminus \mathfrak{d},$$

which yields a contradiction. Suppose now that (B) holds. Let $\mathcal{C} = \{c_1, c_2, \ldots\}$ and let $A_i$ for $i \geq 1$ be infinite, pairwise coprime and such that $\mathfrak{d} c_i A_i \subseteq B$. We can choose $a_i \in A_i$, $i \geq 1$ so that $\{c_i a_i : i \geq 1\}$ is infinite and pairwise coprime (we just use that each $A_i$ is infinite and pairwise coprime). This gives again $\mathfrak{d} \in D$. This contradicts (B) (by the primitivity of $D^{prim}$). We conclude that indeed $D^* = \emptyset$.

Finally, we will show (iii) $\implies$ (i). If $\eta$ is Toeplitz then $F_B \cap M_D = \emptyset$ since (by Proposition 4.10) it is the set of non-periodic positions on $\eta$. Therefore, $M_D \subseteq M_B$ and it follows immediately (cf. Remark 4.1) that $M_{B^*} = M_B$. This yields $B = B^*$ by the primitivity of $B$ and $B^*$.

**Proof of Theorem C**. Since $B^* = (B \cup D)^{prim}$, we have $\eta^* \leq \eta$. Moreover, $\eta^*$ is Toeplitz, by Theorem C.

Now, we will prove that $\eta^* \in X_\eta$. Let $(F_k)_{k \geq 1}$ be a nested Følner sequence. We will show that for any $N \geq 1$, $\eta^* |_{F_N}$ appears on $\eta$. Fix $N \geq 1$ and let $i \geq 1$ be sufficiently large to ensure that

$$M_D \cap F_B \cap F_N = (O_K \setminus \text{Per}(\eta, s_i)) \cap F_N.$$
Recall that by Proposition \[ \text{we have } M_\Omega = O_K \setminus \bigcup_{j \geq 1} \text{Per}(\eta, s_i), \text{ and Per}(\eta, s_i) \text{ grows, as } i \text{ grows. Moreover, by Proposition } D \text{, } M_\Omega \cap \mathcal{F}_3 \cap F_N \text{ are all non-periodic positions on } \eta \text{ restricted to } F_N. \text{ Let } t_N \text{ be the cardinality of } M_\Omega \cap \mathcal{F}_3 \cap F_N \text{ and denote the elements of this set by } I_1, \ldots, I_{t_N}. \text{ It follows by the definition of } D \text{ that for any } 1 \leq j \leq t_N, \text{ there exists a non-zero ideal } \mathfrak{d}_j \text{ and an infinite pairwise coprime set } \mathcal{C}_j \text{ such that}

\[
I_j \in \mathfrak{d}_j \text{ and } \mathfrak{d}_j \mathcal{C}_j \subseteq \mathfrak{B}.
\]

Let

\[
\mathcal{L} := \text{lcm}(s_1, \mathfrak{d}_1, \ldots, \mathfrak{d}_{t_N}).
\]

Let \( c_1 \in \mathcal{C}_1 \) be coprime to \( \mathcal{L} \) (such an ideal exists since \( \mathcal{L} \) has finitely many factors and \( \mathcal{C}_1 \) is infinite pairwise coprime). Then \( I_1 \in \mathfrak{d}_1 = \mathcal{L} + \mathfrak{d}_1 c_1 = \gcd(\mathcal{L}, \mathfrak{d}_1 c_1) \) and therefore we can find \( k_1 \in \mathcal{L} \) such that

\[
k_1 + I_1 \in \mathfrak{d}_1 c_1.
\]

Let \( c_2 \in \mathcal{C}_2 \) be coprime to \( \mathcal{L} \) and \( c_1 \) (again, such an ideal exists because \( \mathcal{L} \) and \( c_1 \) have finitely many factors and \( \mathcal{C}_2 \) is infinite pairwise coprime). Since \( \mathcal{L} \subseteq \mathfrak{d}_2 \) and \( \mathcal{L}, c_1 \) and \( c_2 \) are coprime, we have

\[
k_1 + I_2 \in \mathcal{L} + \mathfrak{d}_2 = \mathfrak{d}_2.
\]

Moreover,

\[
\mathfrak{d}_2 = \gcd(\mathcal{L} c_1, \mathfrak{d}_2 c_2) = \gcd(\mathcal{L} \cap c_1, \mathfrak{d}_2 c_2) = \mathcal{L} \cap c_1 + \mathfrak{d}_2 c_2
\]

Therefore, \( k_1 + I_2 \in \mathcal{L} \cap c_1 + \mathfrak{d}_2 c_2 \) and thus, we can find \( k_2 \in \mathcal{L} \cap c_1 \) such that

\[
k_2 + k_1 + I_2 \in \mathfrak{d}_2 c_2.
\]

Notice that since \( k_2 \in \mathcal{L} \cap c_1 \subseteq \mathfrak{d}_1 c_1 \), we have

\[
k_2 + k_1 + I_1 \in \mathfrak{d}_1 c_1.
\]

Let \( c_3 \in \mathcal{C}_3 \) be coprime to \( \mathcal{L}, c_1 \) and \( c_2 \). Since \( \mathcal{L} \subseteq \mathfrak{d}_3 \) and \( \mathcal{L}, c_1, c_2 \) and \( c_3 \) are pairwise coprime, we have

\[
k_2 + k_1 + I_3 \in \mathcal{L} \cap c_1 + \mathcal{L} + \mathfrak{d}_3 = \mathfrak{d}_3
\]

Moreover,

\[
\mathfrak{d}_3 = \mathcal{L} \cap c_1 \cap c_2 + \mathfrak{d}_3 c_3.
\]

Therefore, \( k_2 + k_1 + I_3 \in \mathcal{L} \cap c_1 \cap c_2 + \mathfrak{d}_3 c_3 \) and thus, we can find \( k_3 \in \mathcal{L} \cap c_1 \cap c_2 \) such that

\[
k_3 + k_2 + k_1 + I_3 \in \mathfrak{d}_3 c_3.
\]

Notice that since \( k_3 \in \mathfrak{d}_\ell c_\ell \) for \( \ell = 1, 2 \), we have

\[
k_3 + k_2 + k_1 + I_\ell \in \mathfrak{d}_\ell c_\ell \text{ for } \ell = 1, 2.
\]

By repeating the above arguments, we obtain \( k_j \in \mathcal{L} \cap \bigcap_{i=1}^{j-1} c_i \) and \( c_j \in \mathcal{C}_j, j = 1, 2, \ldots, t_N, \) such that

\[
k_{t_N} + \ldots + k_2 + k_1 + I_k \in \mathfrak{d}_j c_j
\]

for \( j = 1, 2, \ldots t_N \). Put

\[
M_N := k_{t_N} + \ldots + k_2 + k_1 \in \mathcal{L}.
\]

We will show that

\[
\eta_{n+M_N} = \eta_n = \eta_n^* \text{ for } n \in \text{Per}(\eta, s_i) \cap F_N.
\]

Take \( n \in \text{Per}(\eta, s_i) \cap F_N \). Since \( M_N \in \mathcal{L} \subseteq s_i \), it follows that

\[
\eta_{n+M_N} = \eta_n \text{ for } n \in \text{Per}(\eta, s_i) \cap F_N
\]
and $n + M_N \in \text{Per}(\eta, s_i)$. It follows by Proposition 3 that $n, n + M_N \notin \mathcal{M}_D \cap \mathcal{F}_B$ (the latter set is the set of all non-periodic positions on $\eta$). In other words,

$$n, n + M_N \in \mathcal{F}_D \cup \mathcal{M}_B = (\mathcal{F}_D \cap \mathcal{F}_B) \cup \mathcal{M}_B.$$

Recall that we have $\mathcal{B}^* = (\mathcal{B} \cup \mathcal{D})^\text{prim}$, so $\mathcal{M}_{\mathcal{B}^*} = \mathcal{M}_B \cup \mathcal{M}_D$. Equivalently, $\mathcal{F}_{\mathcal{B}^*} = \mathcal{F}_B \cap \mathcal{F}_D$. Therefore,

- if $n \in \mathcal{F}_D \cap \mathcal{F}_B$ then $n \in \mathcal{F}_{\mathcal{B}^*}$,
- if $n \in \mathcal{M}_B$ then $n \in \mathcal{M}_{\mathcal{B}^*}$.

Hence, (48) indeed holds.

Now, we will show that

$$(50) \quad \eta_{n+M_N} = \eta_n^* \text{ for } n \in (\mathcal{O}_K \setminus \text{Per}(\eta, s_i)) \cap F_N.$$  

Since $\mathcal{d}_j \epsilon_j \in \mathcal{B}$ and $I_j + M_N \in \mathcal{d}_j \epsilon_j$, it follows by (47) that

$$(51) \quad \eta_{I_j+M_N} = 0 \text{ for all } 1 \leq j \leq t_N.$$  

Moreover, it follows by $I_j \in \mathcal{M}_D \subseteq \mathcal{M}_{\mathcal{B}^*}$ that we also have

$$\eta_{I_j}^* = 0 \text{ for all } 1 \leq j \leq t_N.$$  

Therefore, (50) indeed holds. Combining (48) and (50), we conclude that

$$(52) \quad \eta|_{F_N+M_N} = \eta^*|_{F_N}.$$  

Notice that in the above arguments we used only that $M_N \in \mathcal{L}$ and $M_N + I_j \in \mathcal{d}_j \epsilon_j$

(to obtain (49) and (51), respectively). Thus, by (47),

$$\eta|_{F_N+M_N} = \eta|_{F_N+M_N+s} \text{ for any } s \in \mathcal{L} \cap \bigcap_{j=1}^{s_N} \epsilon_j.$$  

By Lemma 3, $\mathcal{L} \cap \bigcap_{j=1}^{s_N} \epsilon_j$ has finite index, so $\{s \in \mathcal{O}_K; \eta|_{F_N+M_N} = \eta|_{F_N+M_N+s}\}$ is syndetic. Moreover, since $(F_k)_{k \geq 1}$ is increasing, so blocks $(\eta|_{F_N+M_N})_{N \geq 1}$ have different lengths, so they are pairwise different. By Corollary 4.11, $X_\eta$ has a unique minimal subset.

**Corollary 4.12.** The pair $(\eta, \eta^*)$ is proximal.

**Proof.** Let $N \geq 1$ and let $F_N$, $M_N$, $s_i$, $I_j$, $\mathcal{d}_j$, $\mathcal{L}$, $s_N$ be the same as in the proof of Theorem A. Then

$$(53) \quad \eta|_{F_N+M_N} = \eta^*|_{F_N+M_N}.$$  

Indeed, since $n + M_N \notin \mathcal{M}_D \cap \mathcal{F}_B$, we can show that $\eta_{n+M_N} = \eta_n^*$ for $n \in \text{Per}(\eta, s_i) \cap F_N$, using the same arguments as were used in the proof of Theorem A to show $\eta_n = \eta_n^*$ for $n \in \text{Per}(\eta, s_i) \cap F_N$.

so the same lines as we showed in the proof of Theorem A, $\eta_n = \eta_n^*$ for $n \in \text{Per}(\eta, s_i) \cap F_N$, one can show $\eta_{n+M_N} = \eta_n^*$ for $n \in \text{Per}(\eta, s_i) \cap F_N$. Since $I_j \in \mathcal{d}_j \subseteq \mathcal{M}_D$ and $I_j + M_N \in \mathcal{L} \subseteq \mathcal{d}_j \subseteq \mathcal{M}_D$, so $\eta_j^* = \eta_{I_j+M_N}$ for all $j \in \{1, \ldots, s_N\}$. By (53), $S_{M_N} \eta|_{F_N} = S_{M_N} \eta^*|_{F_N}$, so $d(S_{M_N} \eta, S_{M_N} \eta^*) \leq \frac{1}{2N}$. Hence $(\eta, \eta^*)$ is proximal.

To prove Theorem B, we will also need the following lemma.
Lemma 4.13. If \( \eta \) is an \( \mathcal{O}_K \)-Toeplitz array, then \( \eta \in Y \).

Proof of Theorem \( \mathbb{E} \). Obviously, \( \mathbb{F} \Rightarrow \mathbb{G} \).

\( \mathbb{F} \Rightarrow \mathbb{G} \). It follows from \( \mathbb{E} \) and from Theorem A that \( X_{\eta^*} = X_\eta \). Suppose that \( \eta^* < \eta \), i.e., there is \( n \in \mathcal{O}_K \) such that \( 0 = \eta^*_n < \eta_n = 1 \). Let \( p \) be such that \( \eta^*_n + p = 0 \). Notice that both, \( \text{Per}(\eta, p, 0) \) and \( \text{Per}(\eta^*, p, 0) \) are invariant under translations by the elements of \( p \), so it is natural to look at them as subsets of the finite quotient group \( \mathcal{O}_K/p \). It follows from (12) that

\[
| \text{Per}(\eta^*, p, 0) \mod p | = | \text{Per}(\eta, p, 0) \mod p |
\]

as \( \eta \in X_{\eta^*} \). On the other hand, since \( \eta^* \leq \eta \), it follows immediately that

\[
\text{Per}(\eta^*, p, 0) \supseteq \text{Per}(\eta, p, 0).
\]

It remains to notice that \( n \in \text{Per}(\eta^*, p, 0) \setminus \text{Per}(\eta, p, 0) \), which contradicts (54). This yields \( \eta = \eta^* \), i.e., \( \mathbb{F} \) holds.

\( \mathbb{G} \Rightarrow \mathbb{H} \) Suppose \( \eta \) is an \( \mathcal{O}_K \)-Toeplitz array. For any \( b \in \mathfrak{B} \) and \( 0 \leq s_b \leq N(b) \) let

\[
Y^b_{s_b} = \{ x \in \{0, 1\}^{\mathcal{O}_K} ; |\text{supp } x \mod b| \leq N(b) - s_b \}
\]

and

\[
Y^b_{s_b} = \{ x \in \{0, 1\}^{\mathcal{O}_K} ; |\text{supp } x \mod b| = N(b) - s_b \}.
\]

Then \( Y^b_{s_b} \) is closed and \( (S_y)_{y \in \mathcal{O}_K} \)-invariant. By the minimality of \( (X_\eta, (S_y)_{y \in \mathcal{O}_K}) \), it follows that for any \( 0 \leq s_b \leq N(b) \), \( b \in \mathfrak{B} \), we have

\[
X_\eta \cap Y^b_{s_b} = X_\eta \text{ or } X_\eta \cap Y^b_{s_b} = \emptyset.
\]

By Lemma 4.13 we have \( \eta \in Y \), so for \( s_b \geq 2 \) we have

\[
X_\eta \cap Y^b_{s_b} = \emptyset.
\]

Because for any \( b \in \mathfrak{B} \)

\[
X_\eta = X_\eta \cap \left( \bigcup_{1 \leq s_b \leq N(b)} Y^b_{s_b} \right),
\]

it follows immediately that \( X_\eta = X_\eta \cap Y \).

\( \mathbb{H} \Rightarrow \mathbb{I} \) Suppose \( X_\eta \subseteq Y \). By Theorem A we have \( X_{\eta^*} \subseteq X_\eta \), so, in particular, \( \eta^* \in X_\eta \) is an element of \( Y \). Since \( \eta^* \) is an \( \mathcal{O}_K \)-Toeplitz array, it follows by Lemma 4.13 that

\[
\eta^* \in Y^*,
\]

where

\[
Y^* = \{ x \in \{0, 1\}^{\mathcal{O}_K} ; |\text{supp } x \mod b^*| = N(b^*) - 1 \text{ for any } b^* \in \mathfrak{B}^* \}.
\]

Suppose there exists \( b \in \mathfrak{B} \setminus \mathfrak{B}^* \). Let \( b^* \in \mathfrak{B} \) be such that \( b \subseteq b^* \). Then

\[
|\text{supp } \eta^* \mod b^*| = N(b^*) - 1
\]

and we conclude that

\[
|\text{supp } \eta^* \mod b| = \frac{N(b)}{N(b^*)} |\text{supp } \eta^* \mod b^*| = \frac{N(b)}{N(b^*)} (N(b^*) - 1) < N(b) - 1.
\]

Thus, \( \eta^* \not\in Y \), which we know that is not true. It follows that \( \mathfrak{B} = \mathfrak{B}^* \) and therefore \( \eta = \eta^* \) is an \( \mathcal{O}_K \)-Toeplitz array.

\( \mathbb{I} \) Proof of Lemma 4.13. Assume that \( \eta \) is an \( \mathcal{O}_K \)-Toeplitz array. Suppose \( \eta \not\in Y \). Then for some \( b \in \mathfrak{B} \) and some \( r \not\in b \)

\[
r + b \subseteq M_{2b}.
\]

By Theorem \( \mathbb{E} \) there exists \( b' \in \mathfrak{B} \) such that

\[
(r) + b = b',
\]

which contradicts \( r \not\in b \).
5 Counterexample to Theorem B for lattices

We mentioned in the introduction that as the counterpart of the set of multiples $M_{\mathcal{B}}$, one can choose countable unions of sublattices of $\mathbb{Z}^m$. In this case the analogous result to Theorem B does not hold. Another example in [7] shows that the arithmetic characterization of proximality valid in the setting of ideals in integer rings also fails to hold in the lattice setting. These examples can be treated as a reason to work with integer rings in number fields and ideals rather than with lattices.

Let us state now two necessary results.

**Theorem 5.1** ([7, Proposition 3.17]). Let $m \geq 2$ and $\{\Lambda_i\}_{i \geq 1}$ be an infinite and pairwise coprime collection of lattices in $\mathbb{Z}^m$. Then $\{[\mathbb{Z}^m : \Lambda_i]\}_{i \geq 1}$ contains an infinite pairwise coprime subset.

**Lemma 5.2.** Let $\Lambda = (a, b)\mathbb{Z} + (0, d)\mathbb{Z}$ be a lattice in $\mathbb{Z}^2$. Then the maximal (with respect to the inclusion relation) lattice contained in $\Lambda$ equals

$$\frac{ad}{\gcd(b, d)}\mathbb{Z} \times d\mathbb{Z}.$$  

The proof of the above lemma is straightforward, so we skip it.

**Example 5.3.** Let $a_i, c_i \in \mathbb{N} \setminus \{1\}, i \geq 1$ be such that $\{a_i c_i\}_{i \geq 1}$ is an infinite and pairwise coprime set of odd numbers, $\{a_i\}_{i \geq 1}$ and $\{c_i\}_{i \geq 1}$ are infinite. Let

$$\Lambda_i = (a_i, 2^i)\mathbb{Z} + (0, 2^i c_i)\mathbb{Z}, i \geq 1$$

and

$$\mathcal{B} = \{\Lambda_i\}_{i \geq 1}.$$  

We claim that:

1) $\eta = 1_{\mathbb{Z}^2 \setminus \cup_{i \geq 1} \Lambda_i}$ is not a $\mathbb{Z}^2$-Toeplitz array,

2) $\mathcal{B}$ does not contain a scaled copy of infinite pairwise coprime collection of lattices $\{\Lambda'_i\}_{i \geq 1}$, i.e. $\{(a, b)\Lambda'_i\}_{i \geq 1} \not\subseteq \mathcal{B}$ for any $(a, b) \in \mathbb{Z}^2$, such that $a, b \neq 0$, where we consider the coordinatewise multiplication in $\mathbb{Z}^2$.

Indeed, by Lemma 5.2 (for $\Lambda = \Lambda_i, i \geq 1$), for $i \geq 1$

$$a_i c_i \mathbb{Z} \times 2^i c_i \mathbb{Z} \subseteq \Lambda_i.$$

Since $\{a_i c_i\}_{i \geq 1}$ is infinite and pairwise coprime, there are arbitrarily long blocks of consecutive zeros on $\eta_1 := (\eta(a, 0))_{n \in \mathbb{Z}}$. Since $a_i \geq 2, i \geq 1$, $\eta(1, 0) = 1$. Suppose that there is $\Lambda = (c, d)\mathbb{Z} + (0, f)\mathbb{Z}$ such that $$(1, 0) + \Lambda \subseteq \mathcal{F}_{\mathcal{B}}.$$  

By Lemma 5.2

$$\frac{cf}{\gcd(d, f)}\mathbb{Z} \times d\mathbb{Z} \subseteq \Lambda.$$  

Hence, for any $k \in \mathbb{Z}$,

$$\eta_1 \left(1 + \frac{cf}{\gcd(d, f)}k\right) = 1,$$  

but this contradicts that there are arbitrarily long blocks of consecutive zeros on $\eta_1$. Hence $\eta$ is not a $\mathbb{Z}^2$-Toeplitz array.

Suppose that for some infinite pairwise coprime collection of lattices $\{\Lambda'_i\}_{i \geq 1}$ and some $(a, b) \in \mathbb{Z}^2$ we have

$$\{(a, b)\Lambda'_i\}_{i \geq 1} \subseteq \mathcal{B}.$$  
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Since $(a, b)\Lambda'_i \in \mathfrak{B}$, there exists $j_i \geq 1$ such that

$$(55) \quad (a, b)\Lambda'_i = \Lambda_{j_i}.$$  

Let $\Lambda'_i = (d'_i, e'_i)\mathbb{Z} + (0, f'_i)\mathbb{Z}$, $i \geq 1$. Since $\{\Lambda'_i\}_{i \geq 1}$ is a collection of pairwise coprime lattices, by Theorem 5.1 we can assume $\{d'_i, f'_i\}_{i \geq 1}$ is infinite and pairwise coprime. Let $r_i = d'_i f'_i$, $i \geq 1$. Since $r_i = [\mathbb{Z}^2 : \Lambda'_i]$, we have $r_i \mathbb{Z}^2 \subseteq \Lambda'_i$ for any $i \geq 1$, so

$$ar_i \mathbb{Z} \times br_i \mathbb{Z} \subseteq \Lambda_{j_i}.$$  

By Lemma 5.2 the maximal lattice contained in $\Lambda_{j_i}$ equals

$$a_{j_i} c_{j_i} \mathbb{Z} \times 2^{j_i} c_{j_i} \mathbb{Z}.$$  

Hence

$$ar_i \mathbb{Z} \times br_i \mathbb{Z} \subseteq a_{j_i} c_{j_i} \mathbb{Z} \times 2^{j_i} c_{j_i} \mathbb{Z}, \quad i \geq 1.$$  

Thus,

$$2^{j_i} c_{j_i} \mid br_i, \quad i \geq 1.$$  

Since $r_i$, $i \geq 1$, are pairwise coprime, we can assume that all of them are odd. Hence

$$2^{j_i} \mid b,$$

but $\{\Lambda'_i\}_{i \geq 1}$ is infinite, so $2^{j_i} \to \infty$ as $i \to \infty$. It follows that $b = 0$, but then $(a, b)\Lambda'_i$ is of infinite index in $\mathbb{Z}^2$, which contradicts (55), as elements of $\mathfrak{B}$ have finite indices.
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