Activation mechanism of *Drosophila* cryptochrome through an allosteric switch
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Cryptochromes are signaling proteins activated by photoexcitation of the flavin adenine dinucleotide (FAD) cofactor. Although extensive research has been performed, the mechanism for this allosteric process is still unknown. We constructed three computational models, corresponding to different redox states of the FAD cofactor in *Drosophila* cryptochrome (dCRY). Analyses of the dynamics trajectories reveal that the activation process occurs in the semiquinone state FAD−●, resulting from excited-state electron transfer. The Arg³⁸¹-Asp⁴¹⁰ salt bridge acts as an allosteric switch, regulated by the change in the redox state of FAD. In turn, Asp⁴¹⁸ forms new hydrogen bonds, connecting allosteric networks of the amino-terminal and carboxyl-terminal domains initially separated in the resting state. The expansion to a global dynamic network leads to enhanced protein fluctuations, an increase in the radius of gyration, and the expulsion of the carboxyl-terminal tail. These structural features are in accord with mutations and spectroscopic experiments.

**INTRODUCTION**

Cryptochromes (CRYs) are flavoproteins that play essential roles in regulating blue light–dependent growth and development in plants and act either as the primary photoreceptor or as the photo-insensitive component of the circadian clock of insects and animals (1–3). CRYs share a common N-terminal domain closely related to DNA photolyses (PLs) (1, 4), called the PL homology region (PHR), which binds the flavin adenine dinucleotide (FAD) cofactor. The length of the C-terminal tail (CTT) extension (Fig. 1A) is variable, ranging from 20 residues in insects to about 200 residues in plants, regulating signaling propagation and specific functions (3, 5). The CRY in *Drosophila* (dCRY) is the primary circadian photoreceptor, and excitation of the flavin chromophore triggers dCRY conformational change, following dissociation of the 20–amino acid CTT from the PHR binding pocket (6, 7). The structural and dynamic perturbations induced by a sudden change of the local electrostatic environment resulting from light absorption highlight a vivid example of functional allostery of photoreceptor proteins. In dCRY, the allosteric order-to-disorder transition of the CTT promotes interactions between the core clock protein Timeless (TIM) and the E3 ubiquitin ligase Jetlag to mediate the subsequent proteolysis of TIM as well as ubiquitination and proteolysis of both TIM and dCRY itself (6, 8). Thus, the CTT-bound state plays a role of autoinhibition, preventing association of dCRY with its partner proteins (8). A critical question in understanding the photoactivation process of dCRY is the redox state of the FAD cofactor, and two competing mechanisms have been proposed. In the first mechanism (11, 16), the flavin cofactor is in the fully oxidized form (FAD)ox, which is reduced to (FAD−●) through electron transfer (ET) from a set of three conserved Trp residues, in both CRY and PL, called Trp “triad” (3), or a fourth Trp in the photo-reduction (17, 18). The ET reaction can also take place competitively from other sites, including the adenine (Ade) moiety of FAD and Trp₅₃⁶ in the CTT helix (19). In the second mechanism (6), the flavin is in the two-electron reduced dihydriquinone form (FADH−) in plants or the semiquinone state (FAD−●) in insects. Support to this view includes the findings that the photosensory and photoactivated magnetosensing functions were not affected in vivo with dCRY mutants that block ET from the Trp triad (12).

Molecular dynamics (MD) simulations of the full-length dCRY (14) in different oxidation states of the chromophore were carried out to elucidate the mechanism of allosteric regulation of the CTT conformational transition and the redox state of FAD in dCRY activation. Our results suggest that CTT dissociation takes place in two timescales, including a fast disruption of the hydrophobic contacts of CTT in the PHR binding pocket in microseconds and a slower order-to-disorder transition of the CTT in milliseconds. We found that a conserved salt bridge between Arg³⁸¹ and Asp⁴¹⁰ serves as an activation switch upon photoreduction, through which the sudden change of its electrostatic environment ignites dynamic fluctuations to trigger conformational transition throughout the entire protein.

**RESULTS**

To determine the photochemical environment capable of triggering dCRY activation, we designed three models, corresponding to different electronic states of the FAD cofactor: (i) the fully oxidized Flavin, denoted as (FAD)ox throughout the paper; (ii) the one-electron reduced semiquinone state (FAD−●); and (iii) an intra-FAD charge transfer (FAD−●). The light-activated signaling state is remarkably long-lived, similar to the constitutively active CTT-deleted mutant, to promote ubiquitination and proteolysis of both TIM and dCRY itself (6, 8).
The initial structures of all three models were constructed using the crystal structure 4GU5 (14), which corresponds to the resting state of purified dCRY in vitro; under these conditions, the flavin cofactor is fully oxidized (FADox). The second model (FAD−•) mimics the product of the primary photochemical ET reaction between the excited FAD and the Trp triad. The resulting cation radical of the Trp triad is assumed to have propagated into the solvent through a hole transfer path to the protein surface—a process well documented in PLs and in CRYs (3, 20).

Mutation studies show that photoreduction of FAD by the Trp triad is not essential in dCRY activation (6), indicating that alternative pathways are viable, but this is not the aim of this study. It is important to emphasize that because the (FAD−•) model was built using the oxidized flavin structure, it cannot be assumed to be the dark state of dCRY in the semiquinone form. Rather, the (FAD−•) model in the present study corresponds to the initial configuration resulting from the ultrafast (~10 ps) photochemical reaction of the oxidized dark state to trigger the longer timescale (microsecond-millisecond).

Fig. 1. Conformational plasticity of the CTT in dCRY at different electronic states of FAD. (A) Structural illustration of the full-length dCRY, which is divided into N-terminal (brown) and C-terminal (blue) domains of the PHR, along with the CTT (red). (B) Enlarged view of the FAD and CTT-binding pockets, and key residues as well as structural elements. (C) Three electronic states of the FAD cofactor used in MD simulations, including the oxidized configuration (FAD)ox, the reduced semiquinone form FAD−•, and the intramolecular ET state FAD/Ad−•. The fragment with an extra electron is indicated by oval shade. Histograms of (D) computed RMSDs of the CTT, (E) contact areas of residue Phe534 of the FFW motif with His378 and Trp422, and (F) contact areas of Trp536 with Pro257 and Arg298 in the (FAD)ox (magenta), FAD−• (blue), and FAD/Ad−• (green) states. Representative conformation fluctuations of Phe534 and Trp536 about their binding pockets in the (G) (FAD)ox, (H) FAD/Ad−•, and (I) FAD−• states. Both Phe534 and Trp536 engage in stable hydrophobic contacts in (FAD)ox, whereas Trp536 is dominantly flipped out in FAD/Ad−• and both residues are unbound in FAD−•.
conformational change in dCRY and the CTT release. It is possible that under reducing conditions, the protein could adopt a conformation corresponding to the reduced form of the cofactor FADH/ FAD**; however, there is currently no experimental structure for this state. The third configuration (FAD/Ade**) was designed to represent an alternative ET product from the reduced flavin FAD** to the adenine nucleotide (21), which could result either from the primary photochemical reduction of (FAD)ox (mechanism 1) or from a coherent FAD--- excitation and charge transfer if (FAD**) is present in the alternative (mechanism 2) dark state (Fig. 1C). It is important to note that FAD itself is in the oxidized state in the third model.

**CTT release is triggered by the primary photochemical reaction FAD → FAD**

Multiple microsecond-scale MD simulations have been performed to explore the conformational flexibility of CTT in dCRY corresponding to three electronic states (Fig. 1C). CTT is stabilized in the FAD pocket by hydrophobic and π-stacking interactions via the FFW motif of the CTT: (i) Phe534 is juxtaposed between His378 and Trp422 in the crystal structure; (ii) Phe535 is buried in a pocket by Val347, Val423, Val531, and Leu432; and (iii) Trp536 interacts with Pro257 and Arg298 through cation-π interactions (Fig. 1B). Mutation studies showed that substitution of the FFW motif to AAA decreases dCRY stability and promotes proteolysis in the dark (14), and F534A alone substantially destabilizes CTT binding (15), underpinning the key role of this motif. The root mean square deviation (RMSD) of the CTT fragment with respect to the crystal structures, the contact area of Phe534 with His378 and Trp422, and the contact area of Trp536 with Pro257 and Arg298 are shown in Fig. 1 (D to F). Of the three electronic states, (FAD**) has the greatest dynamic fluctuations (Fig. 1D) coupled with the least hydrophobic contacts (Fig. 1E), whereas (FAD)ox is the most stable. In the 1.2-μs trajectory, the CTT remains bound in the (FAD)ox state, where its hydrophobic contact with the FFW motif is fully preserved (Fig. 1G). For comparison, the hydrophobic packing of CTT in the FAD/Ade** computational model is partially disrupted, with a conformation flip of Trp536 (Fig. 1H), a motion also observed in a recent simulation study and in another MD simulation that showed the important roles of cofactor binding (22, 23). In contrast, in the (FAD**) state, the α helix of CTT quickly moved away from the binding pocket, along with the dissociation of both Phe534 and Trp536 (Fig. 1I), indicating the initial event of signaling activation of dCRY upon photoreduction.

**Protein conformational fluctuation is allosterically regulated by a conserved salt bridge**

We next investigated the underlying mechanism that governs CTT release from its binding pocket in dCRY upon FAD excitation and the change of its redox state. First, we compared the backbone flexibility expressed by the root mean square fluctuations (RMSFs) in the three charge states of the FAD cofactor. Figure 2A shows that the (FAD)ox state exhibits modest fluctuations primarily in the C-terminal domain, consistent with the finding that CTT is bound throughout in the dark state. In contrast, the (FAD**) model, which mimics the ultrafast photochemical reaction product of dCRY as a result of the (FAD)ox photoreexcitation, exhibits widespread fluctuations across the entire protein (Fig. 2B and fig. S1A), with the greatest variations taking place at the interface between the N-terminal domain and the C-terminal domain of PHR that include residues 40 to 60 (turn I), residues 200 to 220 (turn II), and residues 245 to 260 (turn III, also known as the phosphate-binding loop). We found that the salt bridge between Arg381 and Asp410 plays a role of conformation switch, whose change is responsible for the vastly different global protein fluctuations between the dark (FAD)ox state and the photoactivated (FAD**) state. Both residues are conserved in CRYs across different species, and either R381A or D410N single-site mutation results in the loss of light response (24). In the (FAD)ox state, Asp410 is kept in contact with the FAD cofactor, maintaining a salt bridge with Arg381 (Fig. 2C). In contrast, the salt bridge is disrupted in 400 ns after the charges of FAD are switched from the oxidized form to FAD** in the simulation of the (FAD**) state (Fig. 2E).

Figure 2 (D and E) shows that in concert with the dissociation of the Arg381-Asp410 ion pair, Asp410 forms new hydrogen bonds with Lys264 in the phosphate binding loop (turn III) and with Gln222 at turn II. Furthermore, the radius of gyration is increased by 0.4 Å (Fig. 2E), recapitulating the observation of a global expansion of dCRY upon signaling activation (11, 13).

The overall protein motions are correlated with the RMSD fluctuations of CTT. In particular, when the ensemble of structures from the MD trajectories is projected onto the vector of the lowest principal component (PC1), which is associated with concerted loop fluctuations throughout the protein (fig. S3A), we find that large CTT fluctuations are coupled with a broader distribution along the PC1 vector in the (FAD**) activated state than that in the (FAD)ox dark state (fig. S3B). Therefore, increased global protein conformational flexibility, expressed by the low-frequency, large-amplitude motions, favors a local disengagement of the CTT from the binding pocket.

How does the local structural rearrangement of a salt bridge affect the global protein conformational change? We have compared the allosteric networks of dCRY in the (FAD)ox state to that in the activated (FAD**) state. Specifically, we used structural alphabet to encode the conformation of all consecutive four-residue fragments into structural strings (25) and then computed the mutual information (26, 27) of these backbone fragments in both states. The computed structural correlation exhibits a marked increase throughout the protein in the (FAD**) configuration in comparison with the oxidized (FAD)ox state; the three flexible turns noted above show the most prominent enhancement (Fig. 3A). In the (FAD)ox state, communities of correlated residues (28) primarily highlight local flexible regions already depicted in Fig. 2A, and the N- and C-domains are separated by the Arg381-Asp410 salt bridge (Fig. 3B). On the other hand, correlated communities in the (FAD**) state expand to the entire protein, interconnected flexible loops, notably the three turns (Fig. 3C). Characteristic proteolytic sites are located in dynamically correlated communities (11). In particular, Arg179 and Arg247 are the only cleavage sites in the (FAD)ox dark state, which are exposed in the boundary of the allosteric network (Fig. 3D).

Upon illumination in the activated state, additional trypsin cleaving sites, including Arg354, Arg368, and Arg430, are observed experimentally (11), and they are now included in the expanded allosteric network surrounding the FAD binding pocket (Fig. 3E).

**Change in the oxidation state of FAD can alter the stability of Arg381-Asp410 ion pair**

Umbrella sampling simulations were used to quantify the free energy change for breaking the salt bridge between Arg381 and Asp410 in different redox states of FAD. Figure 2F shows that the free energy barrier is only ~2 kcal/mol in the photo-activated FAD** state, whereas
it is more than 17 kcal/mol in the (FAD)ox state. Internal ET to the nucleotide, the FAD/Ade−● state, also causes a reduction in the activation barrier to 2 kcal/mol for the Arg381-Asp410 ion-pair dissociation. We further probed the difference in salt-bridge stability between Arg381 and Asp410 by carrying out a series of steered MD simulations with a constant, gentle pulling force until its disruption. (29). The work required to break the Asp410-Arg381 ion pair in the (FAD)ox state is over 30 kcal/mol, three to five times greater than those in the other two states (Fig. 2G), which is consistent with umbrella sampling simulations. Therefore, the change of the local electrostatic environment of FAD and Ade directly affects the stability of the Arg381-Asp410 salt bridge, reducing the free energy barrier of ion-pair dissociation.

dCRY activation occurs in millisecond timescale as measured by CTT disengagement

The hallmark of dCRY activation is characterized by an order-to-disorder transition from α helix to random coil of the CTT. Analysis of the trajectories from a total of 10-μs MD simulations shows that the helical content (30) of CTT was not significantly changed both in the (FAD−●) state and in the (FAD)ox state (fig. S4C), despite the fact that the CTT helix is already disengaged and Phe534 is moved more than 10 Å away from the binding pocket in the (FAD−●) state (fig. S4B). This is because the order-to-disorder transition takes place at a longer timescale than the initial release of CTT from the binding pocket. To capture the helix-to-coil transition of the CTT in dCRY activation, activated dynamics simulations were performed using replica-exchange metadynamics (31). These calculations promote conformational transitions such that less than 20% of helical contents are retained in the (FAD−●) state (fig. S4C), whereas the CTT α helix remains intact in the binding pocket of the (FAD)ox state using the same biasing restraints. The free energy barrier and rate of CTT dissociation are then determined as a function of the helicity coordinate of the CTT (fig. S5A). In the (FAD−●) state, the conformation basin of the disordered coils is about 9 ± 2 kcal/mol higher in free energy than the α-helical structure, and the free energy barrier for the transition is about 14 ± 1 kcal/mol. Applying transition state theory, we estimate that the half-life time (τ1/2) of the CTT transition is about 0.3 to 11 ms, in accord with the recent observation of about 2.5 ms from time-resolved x-ray scattering experiments in solution (13). For comparison, the unfolding of a larger CTT in AtCRY takes about 400 ms (32).

Helix-to-coil transition of the CTT is coupled to the overall protein fluctuations

To illustrate the CTT helix order-to-disorder transition, we projected the structures generated by metadynamics simulations onto a helical coordinate. In the (FAD−●) state, the CTT α helix remains intact in the binding pocket of the (FAD)ox state using the same biasing restraints. The free energy barrier and rate of CTT dissociation are then determined as a function of the helicity coordinate of the CTT (fig. S5A). In the (FAD−●) state, the conformation basin of the disordered coils is about 9 ± 2 kcal/mol higher in free energy than the α-helical structure, and the free energy barrier for the transition is about 14 ± 1 kcal/mol. Applying transition state theory, we estimate that the half-life time (τ1/2) of the CTT transition is about 0.3 to 11 ms, in accord with the recent observation of about 2.5 ms from time-resolved x-ray scattering experiments in solution (13). For comparison, the unfolding of a larger CTT in AtCRY takes about 400 ms (32).
Effect of sudden ET on signaling activation

Our results suggest that photoreduction of (FAD)$_{ox}$ to FAD$^{-•}$ corresponds to the primary activation event to trigger CTT release from the autoinhibition state of dCRY. In the FAD/Ade$^{-•}$ model, the flexibility of CTT is only partially increased locally (Fig. 1 and fig. S1B), where the pivotal Arg$^{381}$-Asp$^{410}$ salt bridge remains intact (Fig. 2C). Recent biochemical studies suggested that ultrafast intramolecular ET may alter electrostatic interactions and induce conformational change (12). To test this hypothesis, we further probed the structural changes upon a sudden charge transfer at different states of the FAD cofactor. Specifically, we swapped the electronic state of the cofactor at an instantaneous snapshot in two simulations. In the first system, we started the MD simulation of the swapped state, sw-FAD/Ade$^{-•}$, by changing the charge distribution of the cofactor at the 600-ns frame in the trajectory of the FAD$^{-•}$ equilibrium state. This model mimics an ultrafast forward ET from FAD$^{-•}$ to the adenine nucleotide. In the second case, the simulation, denoted by sw-FAD$^{-•}$, was initiated by changing the charges of the FAD/Ade$^{-•}$ trajectory, also at the 600-ns step, to approximate the backward ET from Ade$^{-•}$ to Flavin.

After a sudden change of the electronic states, the Arg$^{381}$-Asp$^{410}$ salt bridge is more prone to disruption, and the CTT becomes more dynamical in both cases (fig. S7). The ion-pair interaction is quickly broken after the charge switch in the sw-FAD$^{-•}$ calculation, resulting in a stable average similar to that in the equilibrium FAD$^{-•}$ trajectory. In the sw-FAD$^{-•}$ trajectory, which is a continuation of the already disrupted ion-pair state of the initial FAD$^{-•}$ simulation, the distance between Arg$^{381}$ and Asp$^{410}$ saw even greater fluctuations first, but interestingly, the salt bridge is reformed in about 200 ns.
resembling the resting (dark) state (fig. S7A). Nevertheless, the CTT remains dissociated from the binding pocket as indicated by zero Phe 534 -binding contact areas at the present short time scale (fig. S7C). As a result, the sw-FAD/Ade −●  state still resembles a signaling state, revealing prominent backbone fluctuations (fig. S1C), increased RMSD fluctuations of CTT, an order-to-disorder transition (fig. S8), and an expansion of the global radius of gyration (fig. S9). Continuation of the sw-FAD −●  shows that CTT begins to emerge out of the binding pocket as indicated by F534 contact area (fig. S7C). The overall observations from different probes of MD trajectories show that the structural determinant for signaling activation is primarily the Arg 381 -Asp 410  salt bridge, which is weakened upon photoreduction and sudden charge transfer.

**DISCUSSION**

In the resting state, the photoreceptor CRY is autoinhibited by binding of its CTT in the PHR binding pocket. This is best illustrated by the crystal structure of dCRY (14), consisting of a CTT α helix of just 20 amino acids. It has been established that photoactivation leads to protein conformational change, accompanied by CTT release along with a helix-to-coil transition (37, 38). However, the molecular mechanism that regulates the protein dynamics in signal transduction following the ultrafast ET process due to photoexcitation is still unknown. There are also questions about the redox state of the FAD cofactor in the resting state, giving rise to two competing mechanisms (11, 16). Here, we designed three computation models aimed at understanding the underlying dynamic processes that are not directly available from experimental studies, including (i) the oxidized Flavin (FAD)ox  state, (ii) the semiquinone form (FAD −● ) that models the quick reduction of an excited (FAD)ox  following photoexcitation, and (iii) a charge relay configuration (FAD/Ade −● ) from an intramolecular ET within the cofactor.

First, MD simulations show that, of the three models, it is the semiquinone state (FAD −● ) that quickly leads to CTT disengagement from the binding pocket (fig. S4). The CTT complex is stable throughout the dynamic trajectory in the (FAD)ox model, in which the key binding residues Phe534 and Phe535 of the FFW motif are fully buried...
in the binding site (Figs. 1 and 4). In the (FAD/Ade\textsuperscript{−}) state, CTT exhibits greater flexibility, but it remains in the binding pocket. These findings are consistent with (FAD\textsubscript{ox}) as the resting state, and the dynamic trajectories of the (FAD\textsuperscript{−}) model can be associated with the activated state, resulting from an ultrafast ET to the excited flavin. Notably, analyses of the dynamic trajectories reveal that the dissociation of CTT is accompanied by the disruption of the Arg\textsuperscript{381}-Asp\textsuperscript{410} salt bridge in the (FAD\textsuperscript{−}) model, along with a concerted ion-pair formation between Lys\textsuperscript{264} and Asp\textsuperscript{410} as well as a hydrogen bond with Asn\textsuperscript{222} (Fig. 2). Furthermore, we found that the radius of gyration of the entire protein is also progressively increased by about 1 Å (Fig. 2E), suggesting that the local structural rearrangements directly affect the overall protein conformation and dynamic flexibility. For comparison, in both the (FAD\textsubscript{ox}) and (FAD/Ade\textsuperscript{−}) states where CTT is kept in the binding pocket, the Arg\textsuperscript{381}-Asp\textsuperscript{410} salt bridge remains intact. Therefore, the salt bridge between Arg\textsuperscript{381} and Asp\textsuperscript{410} acts as an allosteric switch, whose disruption leads to global protein conformational changes and CTT dissociation.

A previous computational study of dCRY found a Trp\textsuperscript{536} flip within 25 ns in the (FAD\textsubscript{ox}) state, proposed as the initial dCRY activation (22). We also observed the Trp\textsuperscript{536} fluctuation; however, it is the disruption of the hydrophobic packing of Phe\textsuperscript{334} and Phe\textsuperscript{335} that is the key to CTT release. This finding is consistent with mutation experiments, by which the F534A mutant promotes proteolysis in favor of the unbound state of CTT, but W536A has minimal effect on photoreception in comparison with WT dCRY. The latter experiments demonstrate that Trp\textsuperscript{536} is neither required for CTT binding nor photoactivation (11, 15).

How is the Arg\textsuperscript{381}-Asp\textsuperscript{410} salt bridge allosterically connected to the overall protein conformational change and CTT release from its binding pocket? First, Arg\textsuperscript{381} is situated in the histidine helix (Fig. 1B), which includes His\textsuperscript{378}. The key CTT-binding residue Phe\textsuperscript{334} is sandwiched by His\textsuperscript{378} and Trp\textsuperscript{422}. Thus, the disruption of the Arg\textsuperscript{381}-Asp\textsuperscript{410} salt bridge leads to a conformational shift of the histidine helix, weakening the His\textsuperscript{378}-Phe\textsuperscript{334} cation-π interaction. On the other hand, communication of Asp\textsuperscript{410}, located on the C-terminal lid (Fig. 1B), is extended to Trp\textsuperscript{422} and Val\textsuperscript{423} through an α helix, affecting hydrophobic interactions with Phe\textsuperscript{334} and Phe\textsuperscript{335} of the FFW motif, respectively. Both factors contribute to promoting CTT disengagement from the binding site. The formation of the two new hydrogen bonds with Asn\textsuperscript{222} and Lys\textsuperscript{264} requires migrations of these two side chains by about 10 Å compared with the crystal structure (Fig. 2D). These hydrogen bonds connect the allosteric networks within the individual N-terminal and C-terminal domains, initially separated by the Arg\textsuperscript{381}-Asp\textsuperscript{410} ion pair in the (FAD\textsubscript{ox}) state, to form a global network of the entire protein in (FAD\textsuperscript{−}) (Fig. 3). Consequently, both the radius of gyration (Figs. 2E and 5C) and the overall dynamic fluctuations of the protein (Fig. 2, A and B) are increased, consistent with small-angle x-ray scattering experiments, showing an extension of $R_g$ upon light exposure (11, 13). In addition, residues included in the allosteric network are found as the cleaving sites in proteolytic assay (Fig. 3, D and E) (6, 11).

A key finding of this study is that the sudden change of the local electrostatic surrounding of the flavin ring, induced by photoexcitation, directly influences the thermodynamic stability of the Arg\textsuperscript{381}-Asp\textsuperscript{410} salt bridge as well as the free energy barrier for ion-pair dissociation (Fig. 2, F and G). The free energy barrier for ion-pair dissociation is reduced from about 17 kcal/mol in the (FAD\textsubscript{ox}) state to about 2 kcal/mol in the (FAD\textsuperscript{−}) state, and the dissociated ion pair is significantly stabilized as well. The origin of this change is readily revealed by inspecting the structure of the FAD binding pocket, where the Arg\textsuperscript{381}-Asp\textsuperscript{410} salt bridge directly faces the Flavin ring (Fig. 2C). The sudden increase in an electron charge due to excited-state ET causes electrostatic repulsion with Asp\textsuperscript{410}, moving away from the edge of the flavin surface (Fig. 2D). In the present MD simulation, this process occurs spontaneously within 400 ns (Fig. 2E). The altered electrostatic environment further promotes the secondary structure transition from α helix to random coil of the disengaged CTT (Fig. 4). However, this order-to-disorder transition takes place at a much slower rate, estimated to be in the order of 10 ms according to transition state theory on the basis of the computed free energy barrier from metadynamics simulations (fig. S5A).

The present computational models were built on the basis of the crystal structure obtained under oxidizing conditions. Consequently, the FAD\textsuperscript{−} oxidation state and the FAD/Ade\textsuperscript{−} charge-transfer model correspond to the ultrafast ET products derived from excitation of the resting state (FAD\textsubscript{ox}). We found that the Arg\textsuperscript{381}-Asp\textsuperscript{410} salt bridge can be reversibly disrupted and reassociated (fig. S7) by propagating MD trajectories after a sudden change of the oxidation state of the cofactor FAD. This suggests that such a local structural rearrangement could also be achieved through photochemically induced ET transfer if the initial, resting state of dCRY is in the reduced semiquinone form. Thus, we anticipate that the redox state of the FAD cofactor is not a determining factor for photoreceptor of dCRY. However, we were not able to model this situation directly because there is currently no crystal structure of a CRY prepared with a reduced cofactor. The critical role of the Arg\textsuperscript{381}-Asp\textsuperscript{410} salt bridge as an allosteric switch is consistent with experimental findings: The R381A/D410N double mutation renders the protein non-responsive to light radiation (24). Intriguingly, R381A single mutation is constitutively active, whereas D410N is inactive. The differential roles of these two residues can be rationalized on the basis of the present allosteric network mechanism. Although there is a lack of ion pair in the R381A mutant, Asp\textsuperscript{410} can still engage in ion-pair and hydrogen bonding interactions with Lys\textsuperscript{264} and Gln\textsuperscript{220}, thereby enabling the formation of the allosteric network of the entire protein to retain dCRY’s photoactivity. On the other hand, the D410N mutant disrupts both ion-pair interactions with Asp\textsuperscript{381} and the network connection between the N-terminal and C-terminal structural domains. It is interesting to note that this salt bridge is also preserved in mammalian, light-insensitive CRYs (12, 16). In these systems, the D410N mutation severely impairs transcriptional repression, highlighting their functional roles under nonradiative conditions (24). Further, residues around the Arg\textsuperscript{381}-Asp\textsuperscript{410} salt bridge and those aligning the binding pocket of the FAD cofactor are highly conserved (fig. S2B), among which His\textsuperscript{378} has been proposed as a pH sensor upon the changes of the redox state of the FAD cofactor (22). The nearby Trp\textsuperscript{420} and Trp\textsuperscript{397} residues mediate the electron transportation as part of the Trp\textsuperscript{“tetrad”} (fig. S2C). The CTT, however, has large variations among different species to mediate different signaling functions (39, 40) and to orchestrate versatile biological responses, including photo-perception for circadian entrainment (10), redox sensing (41), and magnetic sensing (42).

In conclusion, the present computational studies paint a detailed mechanism for the signaling activation of type I CRY at the atomic level. The release of the autoinhibitory element, the CTT in the FAD binding pocket, is dictated by a conserved salt bridge that mediates dynamic allostery. The order-to-disorder transition of CTT is coupled
with large-scale conformational changes spreading across the entire PHR domain. Elucidation of the structural determinants and the details of conformational activation mechanism of CRY signaling could facilitate CRY engineering as a promising candidate for optogenetics (43, 44). The identification of allosteric networks in signaling proteins and enzymes on the basis of equilibrium and nonequilibrium MD simulations can provide further insights into the functional dynamics of biological systems as illustrated in recent studies (28, 45).

MATERIALS AND METHODS
Unbiased MD simulations
System setup
We used the crystal structure of the full-length Drosophila cryptochrome (Protein Data Bank ID: 4GU5) (14) as the template and changed the charge state of the FAD cofactor according to the three charge-state models. For the (FAD)$_{ox}$ and anionic semiquinone FAD$^{*}$ states, the force field parameters were adapted from the literature (46) and reparameterized with CGENFF to be compatible with the CHARMM36 force fields (47), whereas for the intramolecular charge transfer state of anionic semiquinone FAD/Ado$^{*}$, the negative charge distribution on the adenine moiety was obtained by electrostatic potential fitting at the MP2/6-31+G(d) level (table S1). The protein was solvated in a cubic solvent box of water molecules represented by the TIP3P (48) model, extending approximately 10 Å away from the surface of the proteins. Counter ions (K$^+$ and Cl$^-$) were added to ensure electrostatic neutrality corresponding to an ionic concentration of ~150 mM. In total, the system contains about 112,000 atoms. All covalent bonds associated with hydrogen were constrained with the LINCS algorithm, and long-range electrostatic interactions are treated by particle-mesh Ewald (50) with a real-space cutoff of 10 Å. All simulations were performed using GROMACS 4.6 (51) along with the CHARMM36 (47) force fields.

Simulation protocol
Each system was minimized using the steepest decent algorithm to remove the bad contacts and then gradually heated to 300 K at a constant volume over 1 ns using harmonic restraints with a force constant of 1000 kJ mol$^{-1}$ Å$^{-2}$ on heavy atoms of both proteins and the FAD cofactor. Over the following 12 ns of simulations at constant pressure (1 atm) and temperature (300 K), the restraints were gradually released. The systems were equilibrated for an additional 20 ns without positional restraints. The Parrinello-Rahman barostat (52) was used to keep the average pressure constant, while a V-rescale thermostat with a time step of 2 fs was used to maintain the temperature. Each system was simulated for 1.2 μs, with snapshots recorded every 20 ps.

Adaptive sampling
To access larger conformational space of the CTT, adaptive sampling (53) was started from the 100 microstates that were obtained by k-mean clustering of all snapshots of the 1.2-μs trajectories. A 100-ns simulation was initiated from each microstate, resulting in a total of 10-μs trajectories and 200,000 snapshots (50 ps per frame) for each form.

Bias-exchange metadynamics
The bias-exchange metadynamics (31) simulations were started from the random snapshots with 12 replicas. Four CVs are chosen to increase the conformational plasticity of the CTT and that of the protein backbone. They are (i) the AlphaBeta similarity (31) of the backbone dihedral angles of CTT, residues 516 to 539; (ii) the helical content (30) of CTT, residues 526 to 538; (iii) the AlphaBeta similarity of backbone dihedral angles of the whole protein; and (iv) the radius of gyration ($R_g$) calculated over all α-carbon atoms. The helical content (30) is defined as the number of residues adopting an ideal α-helical configuration in a six-consecutive residue segment, which is also used to quantify the order-to-disorder transition of CTT. Gaussian deposition rate was performed with an initial rate of 0.125 kJ mol$^{-1}$ ps$^{-1}$, where the σ values were set to 0.3, 0.03, 0.5, and 0.01 nm for the four CVs, respectively. Moreover, the bias factor was set to 10 to ensure a smoother convergence of bias. The RAM simulations were also carried out with GROMACS 4.6 in conjunction with PLUMED 2.1 (54) and continued for ~160 ns for each replica, with exchange trails every 0.5 ps. After about 100 ns, the sampling along all CVs reached convergence, allowing a reliable reconstruction of FES. The production run was continued for another 60 ns to sample enough conformations. Then, the deposited potential along each CV was obtained from the analysis module of METAGUI (55). Last, the free energy landscape was reweighted and represented in 2D projection along CV3 and CV4.

Sketch-map dimensional reduction analysis of CTT
Sketch-map is a nonlinear dimensionality reduction algorithm designed to best preserve the distance from the original high-dimension conformational space to a low-dimension projection. Specifically, we delineate a 2D configuration representation of the CTT conformation from the 28-dimension space formed by the φ and ψ Ramachandran angles of the backbone residues from residues 525 to 538. The histogram of the φ/ψ dihedral angles was computed using PLUMED 2.1 (54) for snapshots every 50 ps in the 60-ns production run. The workflow of sketch-map follows the recommended protocol (33, 34). In brief, the distribution of dihedral angles along each dimension was computed using dimdist, and the landmark points were selected using dimlandmark to define the proximity of the dataset. Then, the nonlinear sketch-map optimizations were performed iteratively until convergence of the low-dimensional projections. The final 2D configuration space was colored by the helical content of CTT.

Mutual information analysis and mapping of allosteric network
To monitor the allosteric effects between CTT and other domains of dCRY, GSATools (26, 27) was used to compute mutual information. GSATools is a set of GROMACS utilities that translate the ensemble of protein conformations into alignment of structural strings using a String Alphabet algorithm. The RMSF of local structures in the MD ensemble was computed and encoded into a set of aligned structural strings. Then, correlations of local motions are computed as the mutual information between the two columns of these structural strings and pruned at a cutoff of 0.05. These matrices of mutual information and their differences were further mapped onto the crystal structure with xPdyer (56) plugin for PYMOL. Graph analysis was applied to detect hubs in the networks and key allosteric communication pathways in dCRY. The community map (28) was obtained using Girvan-Newman algorithm that handles the mutual information matrix as a graph for clustering.

Estimation of the free energy of the Arg$^{381}$-Asp$^{410}$ salt bridge
For each set of umbrella sampling simulations, we used a total of 20 windows along the reaction coordinate of $R$(Asp$^{410}$-CG) − $R$(Arg$^{381}$-CZ)
from 3.8 to 7.6 Å, with the harmonic force constant of 60,000 J mol$^{-1}$ Å$^{-2}$, and each window was run for 50 ns after 10-ns equilibration. For steered MD sampling, we applied a spring constant of 50,000 J mol$^{-1}$ Å$^{-2}$ to gradually pull the distance between the atoms Asp$^{410}$-CG and Arg$^{381}$-CZ from 3.8 to 6.2 Å during 20 ps. All calculations are done using PLUMED 2.1 (54).

SUPPLEMENTARY MATERIALS

Supplementary material for this article is available at http://advances.sciencemag.org/cgi/content/full/7/25/eabg3815/DC1

View/request a protocol for this paper from Bio-protocol.
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