Adaptive finite difference for seismic wavefield modelling in acoustic media
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Efficient numerical seismic wavefield modelling is a key component of modern seismic imaging techniques, such as reverse-time migration and full-waveform inversion. Finite difference methods are perhaps the most widely used numerical approach for forward modelling, and here we introduce a novel scheme for implementing finite difference by introducing a time-to-space wavelet mapping. Finite difference coefficients are then computed by minimising the difference between the spatial derivatives of the mapped wavelet and the finite difference operator over all propagation angles. Since the coefficients vary adaptively with different velocities and source wavelet bandwidths, the method is capable to maximise the accuracy of the finite difference operator. Numerical examples demonstrate that this method is superior to standard finite difference methods, while comparable to Zhang’s optimised finite difference scheme.

The wave equation is a powerful mathematical tool for describing the propagation of seismic waves through the Earth. As such, seismic wavefield modelling based on the wave equation has evolved to become an essential component of advanced seismic imaging¹–⁵ and model building techniques, such as full waveform inversion⁶–⁸. The most popular modelling method is finite difference, mainly because it is simple to implement and highly efficient compared to other techniques, such as finite element⁹. A key limitation of finite difference methods however is their susceptibility to numerical dispersion, whereby waves of different frequency possess different artificial speeds¹⁰. For standard finite difference based on Taylor series expansion, the higher the frequency is, the stronger the dispersion it suffers.

To mitigate this numerical dispersion, optimisation strategies are often employed to find improved finite difference coefficients (FDCs) that cover a wider frequency bandwidth and wavenumber range, but with limited errors. One such strategy is to seek optimised FDCs for spatial derivatives that are able to decrease dispersion of the spatial terms and compensate somewhat for dispersion of the temporal terms, thereby reducing the overall dispersion errors¹¹–¹⁵. Whilst optimisations of this nature can achieve excellent compensation for one-dimensional (1D) models, the compensation deteriorates in the case of a 2D or 3D model due to the directional dependence of the apparent wavelength.

Another strategy is to find optimised FDCs that provide more accurate calculations for the spatial derivatives and therefore result in less spatial dispersion. With this strategy, the dispersion of the temporal term must be compensated for separately¹⁶,¹⁷. Windowing of the accurate differential operator in the space domain is one method for generating this kind of optimised FDCs which produce less dispersion than those of standard finite difference¹⁸–²⁰. Optimised coefficients can also be obtained by minimising an objective function that measures the mismatch between the finite difference operator and the accurate differential operator²¹–²³.

In this paper, we present a means to calculate optimal FDCs that reduce the dispersion of the spatial terms while adaptively varying with seismic velocity and wavelet bandwidth. In this manner we can hope to exploit the maximum potential of finite difference.

Theory

To demonstrate this method, we use the simple 2D acoustic wave equation with a source wavelet, s(t),

\[ \frac{1}{v^2} \frac{\partial^2 p}{\partial t^2} = \frac{\partial^2 p}{\partial x^2} + \frac{\partial^2 p}{\partial z^2} + s(t). \] (1)
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Solving equation (1) with finite difference methods entails the use of finite difference operators to numerically calculate the temporal and spatial second derivatives. Time-recursive schemes are usually employed to calculate wavefields explicitly from one time step to the next. In order to save computational memory, 2nd-order finite difference is commonly adopted for the temporal derivative. As a result, any improvement to accuracy and/or suppression of numerical dispersion relies on the selection of the finite difference operator for the spatial derivatives. A sensible choice is high-order finite difference, which can be written as

$$\frac{\partial^2 p}{\partial x^2} + \frac{\partial^2 p}{\partial z^2} \approx \sum_{i=-N}^{N} \frac{1}{\Delta x^2} c_x(i)p(x + i\Delta x, z, t) + \sum_{i=-N}^{N} \frac{1}{\Delta z^2} c_z(i)p(x, z + i\Delta z, t).$$

(2)

where \(c_x\) and \(c_z\) are the FDCs for the \(x\) and \(z\) derivatives, respectively, \(2N\) is the accuracy order of the finite difference operator, and \(\Delta x\) and \(\Delta z\) are horizontal and vertical sampling intervals, respectively. For waves propagating in any direction, the desired values of \(c_x\) and \(c_z\) make the right-hand side of equation (2) approximately equal to the terms of the left-hand side. Since the finite difference stencils for the \(x\) and \(z\) directions share the same form, \(c_x\) and \(c_z\) can therefore be calculated in the same way; for instance, \(c_x\) can be found for a waveform travelling in any direction by solving

$$\frac{\partial^2 p}{\partial x^2} \approx \sum_{i=-N}^{N} \frac{1}{\Delta x^2} c_x(i)p(x + i\Delta x, z, t).$$

(3)

Since seismic wavefields are band-limited, \(c_x\) only needs to cover this bandwidth, which can be determined from the known source wavelet, \(s(t)\). To solve for \(c_x\) in equation (3), \(p\) can be replaced with a waveform determined by \(s\). For a given velocity, the waveform of a plane wave formed by \(s(t)\) can be analytically or numerically calculated, assuming the form \(s(x)\). If considering the direction of propagation, \(\theta\), defined clockwise from \(x\) (Fig. 1), the apparent waveform of the plane wave along \(x\) is given by \(s(x, \theta)\). The wavelength of \(s(x, \theta)\) is equivalent to the wavelength of \(s(x)\) multiplied by \((\cos \theta)^{-1}\). As a result, the second derivative, \(b(x, \theta)\), of \(s(x, \theta)\) can also be calculated analytically or numerically. The pseudo-spectral method gives a precise numerical solution of \(b(x, \theta)\) up to the Nyquist frequency. Thus the only unknown in equation (3) is \(c_x\), which can be found by minimising the objective function

$$\phi = \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \int_{x=0}^{l'} b(x, \theta) - \sum_{i=-N}^{N} \frac{1}{\Delta x^2} s(x + i\Delta x, \theta)c_x(i) dx d\theta.$$

(4)

where \(\theta\) is the wave propagation angle and \(l'\) is the waveform duration. Since \(b(x, \theta)\) has a linear relationship with \(c_x\), the minimisation of equation (4) can be effectively and efficiently achieved with gradient-based optimisation methods, for example conjugate gradient.

A fixed-bandwidth wavelet will propagate with a wavelength that is dependent on the velocity of the media it is propagating through; as such the FDCs given by minimising equation (4) accordingly also change with velocity. For a heterogeneous velocity model, a lookup table of FDCs for different velocity values can be constructed prior to modelling. In practice, the coefficients only need to be calculated with a velocity interval of every few hundred metres per second. During modelling, the appropriate coefficients can then be quickly obtained as the table itself is small so can be efficiently held in cache. Wavelets with identical amplitude spectra will produce identical FDCs from equation (4). In an ideal scenario, the exact wavelet is used when computing FDCs. However, if the wavelet is unknown or difficult to determine accurately – for example during back-propagation of the adjoint source in full-waveform inversion – then we can measure the data’s frequency bandwidth and instead use a band-pass filtered spike as the wavelet in equation (4). Since the spike will have a flat frequency spectrum, the weighting for each frequency is equivalent during the minimisation of equation (4). Nonetheless, the frequency spectrum of the actual wavelet may not be flat, and as expected use of the actual wavelet produces more accurate modelling.

---

**Figure 1.** Schematic diagram of the mapping of a plane wave \(s(x)\), which has a duration of \(l\), to the axis \(x\). The waveform propagation direction is \(\theta\), defined clockwise from the axis \(x\). The apparent waveform along \(x\) is given by \(s(x, \theta)\), where its duration \(l'\) is equivalent to \((\cos \theta)^{-1}l\).
results. Numerical tests show however that this additional accuracy is relatively minor, and as such either the actual source wavelet or a band-limited spike are suitable wavelets for equation (4). Since our FDCs vary adaptively with wavelet bandwidth and velocity, this finite difference method is referred to here as adaptive finite difference (hereinafter abbreviated to AFD).

**Examples**

The first example we present here to demonstrate the performance of AFD uses a homogenous velocity model of 2000 m/s. A 13 Hz Ricker wavelet with 0.5 ms sampling interval is chosen as the source wavelet, which is located at the centre of the model. The grid size is 20 m in both the x and z directions. A band-pass filtered version of a spike with a bandwidth ranging from 0 to 32 Hz (the same frequency bandwidth as the Ricker wavelet) is chosen as the wavelet for equation (4), and hence used to calculate the FDCs. Every 4° of propagation angle – from 1° to 89° – is used when minimising equation (4). The FDCs are listed in Table 1. The errors of the 12th-order AFD operator, the 8th-, 12th-, 24th-, and 36th-order standard finite difference (SFD) operators, and 12th-order Zhang’s optimised finite difference (OFD) operator are all shown in Fig. 2. Figure 2b demonstrates that, in the region of error less than $\pm 1.5 \times 10^{-4}$, AFD and Zhang’s OFD both cover a wavenumber range much broader than those of 8th-, 12th-, or 24th-order SFD, with both providing a good approximation to 36th-order SFD. This demonstrates that optimised finite difference methods can employ a much shorter operator than SFD while achieving a similar degree of accuracy. The computational cost of optimised finite difference is therefore, in turn, less than its SFD counterparts.

The AFD synthetics have smaller errors at low wavenumbers compared to those of Zhang’s OFD, but have slightly larger errors at high wavenumbers. As a result, the AFD method is more accurate for computing low-wavenumber waves. This is particularly useful for events propagating with a large angle to the x- and z-axes. The SFD operator can also achieve good accuracy at low wavenumbers, but has considerable errors at high wavenumbers. To achieve their broader wavenumber coverage, OFD operators will often act to shift the large errors seen at high wavenumbers in SFD to lower wavenumbers, with the aim of achieving minimal errors in a least-squares sense. This is the reason why OFD methods often outperform SFD methods.

Figure 3 shows greyscale wavefield snapshots at 2.3 and 9.5 s, while Fig. 4 shows a profile through the 9.5 s snapshot of Fig. 3b. As can be seen in these Figs, SFD incurs much stronger numerical dispersion than either AFD or Zhang’s OFD. The pseudo-spectral method achieves the least dispersion, because it calculates precise spatial derivatives up to the Nyquist wavenumber. By using the pseudo-spectral result as a reference, the AFD produces the lowest total root mean square (RMS) error, which is a measure of the degree of deviation from the reference wavefield. Furthermore, since AFD calculates FDCs by minimising equation (4) for a range of propagation angles, AFD can achieve a more balanced distribution of dispersion error across these angles. To demonstrate this, the $\ell^2$-norm (square root of the sum of the squares) error for the wavefield at 2.3 s at different angles of propagation

| Method       | c(0)       | c(1)       | c(2)       | c(3)       | c(4)       | c(5)       | c(6)       |
|--------------|------------|------------|------------|------------|------------|------------|------------|
| SFD          | -2.98277778| 1.71428571 | -0.26785714| 0.05291005 | -0.00892857| 0.0103896  | -0.00056013|
| Zhang’s OFD  | -3.12108522| 1.87305070 | -0.35408741| 0.09988277 | -0.02817135| 0.00653900 | -0.00092547|
| AFD          | -3.11194944| 1.82881262 | -0.34750265| 0.09594466 | -0.02594817| 0.00568842 | -0.00073863|

Table 1. The coefficients of finite difference for example 1. Note that only c(0) to c(6) are shown because c(−i) = c(i).

Figure 2. (a) Error as a function of wavenumber content for the SFD, Zhang’s OFD, and AFD operators, and (b) zoomed window of (a). The model has a constant velocity of 2000 m/s; the source is a 13 Hz Ricker wavelet; and the temporal and spatial sampling intervals are 0.5 ms and 20 m, respectively. The red, blue and green curves represent the SFD, 12th-order AFD and 12th-order Zhang’s OFD operators, respectively. The solid and dashed magenta curves represent the spectra of the Ricker wavelet and the band-limited wavelet used for the AFD operator calculation, respectively, both of which have been mapped into the wavenumber domain.
is plotted in Fig. 5. As can be seen, the errors for AFD oscillate less than those for Zhang's OFD. By contrast, SFD has much larger errors along the axes (0°/180° and 90°) than both AFD and Zhang's OFD, but similar errors to AFD at intermediate orientations between the two axes (around 45° and 135°). This occurs because the apparent wavenumbers are highest along the direction of the axes, and SFD suffers from large errors at high wavenumbers (Fig. 2a).

The second example seeks to apply the same four modelling techniques to the Marmousi model (Fig. 6), discretised over a 15 m grid in both the x and z directions. A 13 Hz Ricker wavelet with 0.5 ms sampling interval is again used as the source wavelet. Different from the previous example, the Ricker wavelet, which has a frequency bandwidth of 0 to approximately 32 Hz, is used to calculate the adaptive FDCs for velocities ranging from 1500 to 4700 m/s over increments of 100 m/s. As a result, 33 sets of FDCs (Table 2) for 33 respective velocities are generated for use during modelling. Prior to modelling, an index for the FDC lookup table is pre-computed at each element of the model using the velocity of that element. Numerical tests suggest that using the velocity of each element results in less error than if taking an average velocity of neighbouring elements, even when at or in the close vicinity of velocity interfaces. The indices are stored in a single-byte array, meaning that the additional memory footprint of AFD is one quarter the size of the array that holds the model (assuming its format is single-precision floating point). The index array size is in this instance is about 288.4 kilobytes, where this extra memory cost is trivial for modern computers. By allowing the coefficients to vary with velocity in this manner, we can hope to

Figure 3. Wavefield snapshots at (a) 2.3 and (b) 9.5 s. As previously, the model has a constant velocity of 2000 m/s; the source is a 13 Hz Ricker wavelet; and the temporal and spatial sampling intervals are 0.5 ms and 20 m, respectively. The top-left quadrant is generated by the 12th-order SFD method; the bottom-left quadrant is given by 12th-order Zhang's OFD method; the bottom-right quadrant is produced by the 12th-order AFD method; and the top-right quadrant is generated by the pseudo-spectral method. The displays are clipped to 3% of the maximum amplitude. In both (a, b) the SFD operator can be seen to produce more pronounced dispersion than the other three methods.

Figure 4. (a) Comparison of the waveforms in Fig. 3b along the two vertical dotted red lines and (b) zoomed window of (a) indicated by the dotted box. The black curve represents the result of the pseudo-spectral method, while the other colours match those of the methods presented in Fig. 2. As can be seen, the AFD and Zhang's OFD methods produce waveforms with a closer match to the pseudo-spectral method than the SFD method.

is plotted in Fig. 5. As can be seen, the errors for AFD oscillate less than those for Zhang's OFD. By contrast, SFD has much larger errors along the axes (0°/180° and 90°) than both AFD and Zhang's OFD, but similar errors to AFD at intermediate orientations between the two axes (around 45° and 135°). This occurs because the apparent wavenumbers are highest along the direction of the axes, and SFD suffers from large errors at high wavenumbers (Fig. 2a).
exploit the maximum potential of the finite difference method when calculating the spatial derivatives of the wave equation.

In order to simulate fully a marine environment, a free surface is used during modelling and the source and receivers are positioned at 30 m below the free surface. Fig. 7 shows the synthetic shot record calculated using the AFD method. At this scale, synthetic shot records generated using the other two finite difference methods appear identical to Fig. 7. In order to examine the subtleties of these synthetics, we instead choose to compare individual traces. Figure 8a,b show two time windows of the trace located at a horizontal distance of 3.75 km in each synthetic gather. For comparison, we also show the synthetic record calculated using the pseudo-spectral method. In general the differences between the four synthetic records are minimal, in both the main arrival window (Fig. 8a) and the later arrival window (Fig. 8b).

Figure 5. Error as a function of propagation direction for the wavefield at 2.3 s shown in Fig. 3a. The horizontal axis is propagation angle $\theta$, which is defined graphically in Fig. 1. The angle has its origin at the shot position, which in this case is in the centre of the model. The vertical axis is error, determined for a single propagation angle using the $\ell^2$-norm of the wavefields produced from each finite difference method and the pseudo-spectral method. The red curve represents the 12th-order SFD method, the green curve 12th-order Zhang’s OFD method, and the blue curve the 12th-order AFD method. The errors of the SFD method are scaled by a factor of 0.5 for convenience.

Figure 6. The Marmousi model. The red star indicates the location of the source, while the dotted red line represents the receiver positions.
The improvement provided by AFD is 42% for both this trace and the whole snapshot. Compared to the RMS error for Zhang's OFD, the AFD provides the closest match to the pseudo-spectral benchmark. Compared to that of SFD, the RMS error for AFD is 61% lower for this profile and 66% lower for the whole snapshot. Compared to the RMS error for Zhang's OFD, the AFD result proves more accurate than Zhang's OFD (red) has large errors at around 1.8 s. The data in this region are dominated by shallow refracted arrivals, methods (SFD, Zhang's OFD and our AFD) and the pseudo-spectral method. It is now apparent that the SFD result (red) has large errors at around 1.8 s. The data in this region are dominated by shallow refracted arrivals, which have propagated through areas of low velocity. Low velocities correspond to high wavenumbers and, as demonstrated in Fig. 2b, the SFD method suffers from substantial error at large wavenumbers; consequently, the SFD result contains inaccuracies. In contrast, both the AFD and Zhang's OFD results have much-reduced errors for these arrivals (Fig. 8c). In areas of high velocity, however, the AFD result proves more accurate than Zhang's OFD result. This is because the wavenumber content of the wavefield decreases in these areas, AFD modifies the FDCs such that they cover a narrower wavenumber range than those of Zhang's OFD, which in turn results in reduced numerical dispersion. This is most noticeable for the later arrivals (Fig. 8d), which travel deeper and through regions of higher velocity.

Figure 9 shows a greyscale snapshot of the AFD wavefield at 1.45 s. As before, the wavefields calculated using the other two finite-difference methods look very similar to this, and as such are not shown. There is noticeable difference between these synthetic wavefields when inspected in fine detail however. Figure 10 shows a comparison of the wavefields generated by the three finite-difference methods and the pseudo-spectral method along a vertical profile located at a horizontal distance of 5.6 km. Figure 10b displays clearly that the AFD wavefield (blue) provides the closest match to the pseudo-spectral benchmark. Compared to that of SFD, the RMS error for AFD is 61% lower for this profile and 66% lower for the whole snapshot. Compared to the RMS error for Zhang's OFD, the improvement provided by AFD is 42% for both this trace and the whole snapshot.

We repeated the Marmousi experiment using SFD of varying order. The RMS errors for shot records (Fig. 7) produced using SFD, Zhang's OFD, and AFD are plotted in Fig. 11a, while the RMS errors for wavefield snapshots at 1.45 s (Fig. 9) are illustrated in Fig. 11b. As can be seen in Fig. 11, the errors decrease gradually and

Table 2. The coefficients of adaptive finite difference for example 2. Note that only \(c(0)\) to \(c(6)\) are shown because \(c(-1) = c(1)\).
monotonically with increasing finite difference order. Zhang’s OFD achieves almost the same accuracy as
22\textsuperscript{nd}-order SFD for the shot record and 18\textsuperscript{th}-order SFD for the wavefield snapshot. By contrast, AFD achieves
almost the same accuracy as 28\textsuperscript{th}-order SFD for the shot record and 26\textsuperscript{th}-order SFD for the wavefield snapshot.

Figure 12 shows the run times for this experiment. As expected, the run times of the finite difference methods
increase linearly with finite difference order. The run time of AFD was in this case approximately 8% longer than
that of 12\textsuperscript{th}-order SFD and Zhang’s OFD, but shorter than that of 14\textsuperscript{th}-order SFD. This extra computational cost
associated with AFD is incurred when accessing the FDC lookup table. Interestingly, thanks to the efficiency of
the fast discrete Fourier transform, the pseudo-spectral method had a shorter run time than 64\textsuperscript{th}-order SFD in
this case. However, the cost of the pseudo-spectral method is proportional to \( n \cdot \log n \), where \( n \) is the linear model

Figure 7. Shot record generated from the Marmousi model using the 12\textsuperscript{th}-order AFD method. The source is
located at a horizontal distance of 6.25 km and a depth of 30 m below a free surface. The receivers are positioned
at the same depth as the source and distributed horizontally across the entire model.

Figure 8. Comparison between individual traces located at a horizontal distance of 3.75 km. Panels (a,b)
window the main (1.5–4.0 s) and later (4.0–6.5 s) arrivals of each synthetic seismograms, respectively. The
seismograms are computed using the 12\textsuperscript{th}-order SFD, Zhang’s OFD, and AFD methods as well as the pseudo-
spectral method, and are plotted in red, green, blue, and black, respectively. Panels (c,d) contain the difference
between the trace of each finite difference method and that of the pseudo-spectral method; these are plotted
using the same colour scheme as in (a,b).
Figure 9. Snapshot of the AFD wavefield at 1.45 s.

Figure 10. Comparison between the wavefields of Fig. 9 along a vertical profile located at a horizontal distance of 5.6 km. Panel (a) contains the actual wavefields, produced by the 12th-order SFD, Zhang’s OFD, and AFD methods along with the pseudo-spectral method. Panel (b) contains the difference between the record of each finite difference method and that of the pseudo-spectral method. Note that the colours used in each subfigure relate to those of Fig. 8.

Figure 11. Quantification of the errors of (a) the shot records shown in Fig. 7 and (b) the wavefields at 1.45 s shown in Fig. 9. The horizontal axis is the order of finite difference, while the vertical axis is error, in this case RMS error/misfit between each finite difference result and the pseudo-spectral result. The red dots represent the RMS errors for SFD of varying order. The green and blue crosses represent 12th-order Zhang’s OFD and 12th-order AFD, respectively, where each is plotted at the corresponding order of SFD with equivalent RMS error.
dimension, whereas the cost for finite difference methods is proportional to $n$. As such, use of the pseudo-spectral method often becomes computationally unappealing as the size of the model increases.

We have conducted further numerical experiments to those presented here, and just as in the examples described above, the AFD synthetics always appear to have improved accuracy over those calculated with the two other operators. This is because AFD attempts to exploit the maximum potential of finite difference by adapting the coefficients to variations in velocity.

**Discussion and conclusion.** We have presented here an improved method for calculating finite difference coefficients. Since this new technique generates the coefficients in the space domain and in an adaptive manner relative to the medium velocity and bandwidth of the source wavelet, it can maximise the accuracy of a finite difference operator of given order. We have shown two examples that demonstrate that this method is a significant improvement over SFD methods, and is superior also to Zhang’s OFD method in certain circumstances. This approach to calculating finite difference coefficients can be easily applied to any order of derivative, including fractional orders, and used with irregularly spaced stencils. It is also possible to extend this technique to elastic media and to consider time-space dispersion.
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