Turbulent cascades, transfer, and scale interactions in magnetohydrodynamics
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\textbf{Abstract.} The nature of the interactions between different scales in magnetohydrodynamic (MHD) turbulence is important for the understanding of the behaviour of magnetized astrophysical, geophysical and industrial flows in a turbulent state. In this paper, we review some recent results in the study of locality of interactions in turbulent flows and we address some of the questions that arise. We examine the cascade of ideal invariants in turbulent MHD flows by examining the transfer functions. We show new results indicating that the nonlocal behaviour of the energy transfer in MHD is the result of a correlation between the velocity and magnetic fields. This nonlocality disappears if we randomize the phases of the two fields keeping the hydrodynamic and magnetic helicities fixed. The cascade of magnetic helicity is also investigated, with special focus on the fate of the small-scale helicity and its coupling with the large-scale flow. These results have implications for dynamo action, in particular for the commonly used distinction between large- and small-scale dynamos. The long-range interactions that exist in MHD flows also raise the question of the existence of universality in MHD, both in the kinematic dynamo regime as well as in the turbulent steady state.

\textsuperscript{3} Author to whom any correspondence should be addressed.
1. Introduction

Most of the barionic matter in the universe is in an ionized turbulent state coupled to magnetic fields strong enough to play a dynamical role in the involved processes; e.g. in solar and stellar winds, in accretion disks, and in the interstellar medium. Although in many cases a complete description requires a generalized Ohm’s law and the inclusion of kinetic plasma effects [1]–[3], in general the large scales can be properly described by the magnetohydrodynamic (MHD) approximation [4]. Moreover, the Reynolds numbers (the ratio of nonlinear to dissipation terms) in these systems are large and the flows are in a turbulent state. It is essential therefore to understand and quantify the statistical properties of MHD turbulence in order to understand and predict the physical evolution of many astrophysical and geophysical systems.

In the Kolmogorov description of hydrodynamic turbulence, the interactions of similar size eddies play the basic role of cascading the injected energy to smaller scales on a timescale \( \tau_l = l/u_l \), where \( l \) is the examined length scale and \( u_l \) the characteristic velocity at this scale. This procedure persists up to the dissipation length scale where energy is finally dissipated. Imposing a constant energy flux \( \epsilon = u^2_l / \tau_l \) at the inertial range leads to the well verified (up to intermittency corrections) scaling \( u^2_l \sim l^{2/3} \), or in spectral space \( E(k) \sim k^{-5/3} \). The role of the large-scale flow in this scenario is limited to just advecting the small size eddies without significantly distorting them. One then expects that the resulting structures in scales sufficiently small are independent of the way the system is forced in the large scales and have therefore a universal behaviour.

It has been shown however even for simple hydrodynamic flows in both experiments [5]–[8] and numerical simulations [9, 10] that the large-scale flow still plays an important role in the cascade of energy and the formation of structures in the small scales. In numerical simulations with Reynolds numbers as high as \( R_\lambda \sim 800 \), it was observed that 20% of the energy flux in the small scales is due to interactions with the large-scale flow. This represents a deviation from self-similarity, and the presence of nonlocal interactions can be associated with clustering of vortex tubes in regions of intense large-scale shear [10], the presence of long-time correlations in the small scales (compared with the eddy turnover time) [8], slower than expected recovery of isotropy [11], and intermittency [12] (which in turn implies corrections to the energy spectrum). Here, \( R_\lambda = U\lambda/\nu \) denotes the Reynolds number based on the Taylor lengthscale, defined in the simulations as \( \lambda = 2\pi(\int E(k)dk/\int E(k)k^2dk)^{1/2} \) (2\( \pi \) is the size of the computational domain), \( U = \langle u^2 \rangle^{1/2} \) is the r.m.s. velocity, and \( \nu \) the kinematic viscosity of the fluid.

In MHD flows, the role of the large-scale flow and large-scale magnetic structures is expected to be even more important since the effect of a large-scale magnetic field cannot be ‘taken away’
by a Galilean transformation as the velocity in both the hydrodynamic and MHD case. As a result, small scales can interact directly with the large scales and we cannot a priori follow the same arguments Kolmogorov used in hydrodynamic turbulence. So assumptions of locality of interactions are in question. Accordingly, some phenomenological models try to take into account the effect of nonlocal interactions assuming a small size eddy interacts strongly with the large-scale magnetic field and the energy cascades on a longer timescale \( \tau_l \sim B_0 l / u^2 l \), where \( B_0 \) is the characteristic amplitude of the magnetic field at the large scales. Assuming a constant flux \( \epsilon \sim u^2 l / \tau_l \) leads to the Iroshnikov–Kraichnan scaling \( u^2 l \sim l^{1/2} \) that results in the \( k^{-3/2} \) power law for the energy spectrum [13, 14]. Similar phenomenological models that take into account the anisotropy due to the large-scale magnetic field have also been investigated in the literature [15]–[19]. However, although these phenomenological descriptions assume that a large-scale field has the effect of reducing the energy cascade rate, the transfer of energy (and the cascade) still takes place between eddies of similar size, an assumption that needs to be tested.

Before proceeding any further we need to clarify what we mean by local and nonlocal interactions, local and nonlocal transfer, and local and nonlocal cascade of an ideal quadratic invariant. Because of the quadratic form of the nonlinear terms in the incompressible hydrodynamic and MHD equations, three wavenumbers are involved in any basic interaction, with the ideal invariant being transferred between two of the wavenumbers (say \( k \) and \( q \)) while the third wavenumber (say \( p \)) is responsible for the transfer [20, 21]. Because of the condition \( k + q + p = 0 \), at least two of the wavenumbers have to be of the same order, while the third can either be of the same order or much smaller than the other two. The interactions for which all three wavenumbers are of the same order are going to be called local, and nonlocal, if otherwise. If the two wavenumbers that exchange energy (\( k \) and \( q \)) are of the same order we will talk about local transfer, and nonlocal, if otherwise. Note that locality of interactions implies locality of transfer, but not the other way round. Finally, if in a given flow all interactions are present (both local and nonlocal), we will talk about a local cascade when most of the flux of the invariant is due to local interactions.

‘Kolmogorov-like’ phenomenological descriptions assume that most of the energy flux is due to local interactions. There are two possible deviations from this local cascade: (i) the transfer of an ideal invariant can be local (\( |k| \sim |q| \)) but due to nonlocal interactions (\( |p| \ll |k| \sim |q| \)), or (ii) the transfer itself can be nonlocal. In the results that we discuss in the following sections both forms of nonlocality are present, but we will focus on the study of the nonlocal transfer. Also, in many of the examined cases both local and nonlocal transfers give contributions to the fluxes. We will refer to both processes as ‘cascades’ as long as the total flux of the invariant is constant in a range of wavenumbers, to avoid introducing new terminology each time nonlocal transfers appear.

With these definitions in mind we recall some of the recently obtained results in MHD turbulence. Authors [21]–[23] have shown that the locality of energy transfer is in question in MHD flows. In particular, it was demonstrated from simulations that the transfer of energy in MHD has two components: a local one that shares similar properties with hydrodynamic turbulence, and a nonlocal component for which energy from the large scales is injected directly into the small scales without the intervention of the intermediate scales. In dynamo simulations, during the kinematic stage of exponential amplification of magnetic energy (in which the magnetic field is too weak to feedback and modify the flow through the Lorenz force and it is advected and stretched passively) this nonlocal behaviour appears to be even stronger [24, 25].
The nonlocal transfer appears to be even stronger when one investigates the cascade of magnetic helicity. Magnetic helicity is an ideal invariant in MHD that is known to cascade inversely (to the large scales) [26]–[30] in a turbulent flow. The generation of large-scale magnetic fields, for example in galaxies and other astrophysical bodies, is attributed to the inverse cascade of magnetic helicity. Nonlocal transfer of helicity has been observed [30] due to the ‘alpha’ effect [26, 31, 32], where magnetic energy and helicity are injected in the largest scale of the system directly from the forced scale. Furthermore, nonlocal transfer of helicity has also been observed between the largest scale of the flow and the smallest, even dissipative, scales. This latter process removes magnetic helicity from the large scales, and is attributed to reconnection events that allow the large-scale magnetic field to ‘unwind’, destroying in that way large-scale magnetic helicity.

Nonlocality appears to be an essential ingredient for a phenomenological understanding and description of MHD turbulence. The following questions then arise: what are the physical processes and structures that result in this nonlocal behaviour? What are the implications on the flow properties and for its modelling? Can we still pursue a unique universal theory that describes MHD turbulence?

In this paper, we review previous results and present a new analysis of the transfer of energy and magnetic helicity in MHD flows. Section 2 introduces the equations and notation, and discusses the transfer of energy in MHD. Evidence of a connection between correlations of the velocity and magnetic fields, and nonlocal transfer of energy is presented. Section 3 considers the transfer of magnetic helicity. The flux of magnetic helicity in Fourier space in mechanically forced simulations is studied in detail, and the coexistence of direct and inverse transfers of helicity in different scales is shown. Section 4 considers the implications of these results for dynamo simulations. In particular, a classification of small- and large-scale dynamos based on the transfer of energy is attempted. Finally, section 5 summarizes the results and discusses the implications for the notion of universality in turbulent MHD flows.

2. Energy transfer and structures in MHD turbulence

In the following sections we are going to investigate the incompressible MHD equations with Prandtl number \( P_M = 1 \) (expressing the ratio of kinematic viscosity \( \nu \) to magnetic diffusivity \( \eta \)). Some cases with \( P_M < 1 \) will be considered in section 4. The results that are going to be presented are based on direct numerical simulations (DNS) of the MHD equations solved by a dealiased pseudospectral method in triple periodic boxes. No uniform magnetic field is imposed in any of the simulations studied.

The equations that describe the dynamics of an incompressible conducting fluid coupled to a magnetic field in the MHD approximation are given by:

\[
\partial_t \mathbf{u} + \mathbf{u} \cdot \nabla \mathbf{u} = -\nabla p + \mathbf{b} \cdot \nabla \mathbf{b} + \nu \nabla^2 \mathbf{u} + \mathbf{f},
\]

\[
\partial_t \mathbf{b} + \mathbf{u} \cdot \nabla \mathbf{b} = \mathbf{b} \cdot \nabla \mathbf{u} + \eta \nabla^2 \mathbf{b},
\]

\[
\nabla \cdot \mathbf{u} = 0, \quad \nabla \cdot \mathbf{b} = 0,
\]

where \( \mathbf{u} \) is the velocity field, \( \mathbf{b} \) is the magnetic field, and \( p \) is the (total) pressure. Here, \( \mathbf{f} \) is the external force that drives the turbulence and the dynamo process that sustains magnetic field against Ohmic dissipation.
To investigate the transfer of energy among different scales in a turbulent flow we will introduce the shell filter decomposition of the two fields:

\[ u(x) = \sum_K u_K(x), \quad b(x) = \sum_K b_K(x), \]

where

\[ u_K(x) = \sum_{K < |k| \leq K+1} \tilde{u}(k)e^{ikx}, \quad \text{and} \quad b_K(x) = \sum_{K < |k| \leq K+1} \tilde{b}(k)e^{ikx}, \]

where \( \tilde{u}(k) \) and \( \tilde{b}(k) \) are the Fourier transforms of the two fields with wavenumber \( k \). The fields \( u_K \) and \( b_K \) are therefore defined as the part of the velocity and magnetic field respectively, whose Fourier transform contains only wavenumbers in the shell \((K, K + 1)\) (hereafter called the shell \( K \)). Alternatively, the shells can be defined in a logarithmic binning \((\gamma^n K_0, \gamma^{n+1} K_0]\) for some positive \( \gamma > 1 \) and integer \( n \). However, logarithmic binning cannot distinguish transfer between linearly neighbouring shells \((K \text{ to } K + 1)\) from the transfer between logarithmic neighbouring shells \((K \text{ to } \gamma K)\). If in MHD the energy cascade is the result of interactions with the large-scale field (e.g. at the forced scale \( k_f^{-1} \)), the energy in a shell \( K \gg k_f \) will be transferred into the shell \( K + k_f \) and logarithmic binning will not be able to distinguish this transfer from the transfer due to local interactions. For this reason, we use linear binning but we note that care needs to be taken when using the word ‘scale’ that implies in general a logarithmic division of the wavenumbers. The transfer among logarithmic shells can be reconstructed at any time later by summing over the linearly spaced shells.

The evolution of the kinetic energy in a shell \( K \), \( E_u(K) = \int u_K^2/2 \, dx^3 \) is given by:

\[ \partial_t E_u(K) = \sum_Q \left[ T_{uu}(Q, K) + T_{bu}(Q, K) \right] - v D_u(K) + F(K), \quad \text{(4)} \]

\[ \partial_t E_b(K) = \sum_Q \left[ T_{bb}(Q, K) + T_{ub}(Q, K) \right] - \eta D_b(K). \quad \text{(5)} \]

Here we have introduced the functions \( F(K), D_u(K), D_b(K) \) that express respectively the energy injection and dissipation in the shell \( K \), and the transfer functions \( T_{uu}(Q, K), T_{ub}(Q, K), T_{bb}(Q, K) \), and \( T_{bu}(Q, K) \), that express the energy transfer between different fields and shells:

\[ T_{uu}(Q, K) \equiv -\int u_K(u \cdot \nabla)u_Q \, dx^3, \quad T_{bu}(Q, K) \equiv \int u_K(b \cdot \nabla)b_Q \, dx^3, \quad \text{(6)} \]

\[ T_{bb}(Q, K) \equiv -\int b_K(u \cdot \nabla)b_Q \, dx^3, \quad T_{ub}(Q, K) \equiv \int b_K(b \cdot \nabla)u_Q \, dx^3. \quad \text{(7)} \]

The function \( T_{uu}(Q, K) \) expresses the transfer rate of kinetic energy lying in the shell \( Q \) to kinetic energy lying in the shell \( K \), due to the advection term in the momentum equation (1). Similarly, \( T_{bb}(Q, K) \) expresses the rate of energy transfer of magnetic energy lying in the shell \( Q \) to magnetic energy lying in the shell \( K \) due to the magnetic advection term. The Lorentz force is responsible for the transfer of energy from the magnetic field in shell \( Q \) to the velocity
field in the shell $K$, and the resulting transfer function is given by $T_{bu}(Q, K)$. Finally, the term responsible for the stretching of the magnetic field lines in the induction equation (2) results in the transfer of kinetic energy to magnetic energy, and is expressed by $T_{ub}(Q, K)$. These transfer functions satisfy

$$T_{uv}(Q, K) = -T_{wv}(K, Q). \tag{8}$$

(where $v, w$ can be either $u$ and/or $b$). This expression indicates that the rate at which the shell $Q$ gives energy to the shell $K$ is equal to the rate the shell $K$ receives energy from the shell $Q$.

The shell-to-shell energy transfer functions have been studied extensively for a variety of mechanically forced and decaying MHD flows in two and three dimensions, in the saturated turbulent regime and in the kinematic dynamo regime [20]–[22], [25, 33, 34]. Here we present a short summary of the results. In all cases examined in the literature the transfers $T_{bu}$ and $T_{ub}$ have a local behaviour: energy is transferred forward between nearby shells, from slightly smaller wavenumbers to slightly larger wavenumbers. This is similar to what is measured in hydrodynamic turbulence [9, 10], [35]–[38]. On the other hand, the transfers $T_{uu}$ and $T_{bb}$, that express the energy exchange between the two different fields, have a rather different behaviour. The magnetic field in a shell $K$ receives energy at the same rate from all wavenumbers smaller than $K$, and gives energy to shells with slightly larger wavenumbers. In addition, when the system is mechanically forced there is a strong input of magnetic energy directly from the forced scale to all shells [21, 23, 34]. This kind of transfer is absent in free decaying runs [22]. We note that in mechanically forced runs, the velocity field has to supply energy to the magnetic field all the time in order to sustain the magnetic field against Ohmic dissipation. This is not necessarily true for freely decaying runs where both fields are dissipated in time. As a result, some differences can be expected in the transfer function of mechanically forced dynamos, free decaying runs, and electrically forced flows (not examined here).

A natural question to ask is: why the transfer between two different fields (expressed by the functions $T_{bu}$ and $T_{ub}$) is so different than the transfers among the same field ($T_{uu}$ and $T_{bb}$)? The answer we will support in the present paper is that correlations between the velocity field and magnetic field make shells of widely separated wavenumbers efficient for the transfer of energy. To support this claim we compare the energy transfer of two different sets of velocity and magnetic fields $(u, b)$. The first set $(u_1, b_1)$ comes from a (numerical) solution of the MHD equations: a turbulent MHD flow resulting from a saturated dynamo simulation with ABC (helical) forcing acting at the wavenumber $k_l \approx 3$. The Reynolds numbers of the flow are $R_e = R_m \approx 820$ with $R_e = UL/\nu$ and $R_m = UL/\eta$ the mechanical and magnetic Reynolds numbers respectively, based on the integral scale of the flow $L = 2\pi(\int E(k)k^{-1}dk/\int E(k)dk)$. The simulation was done on a $256^3$ grid. The second set of fields $(u_2, b_2)$ was created by taking the first set and randomizing the phases of each Fourier coefficient under the procedure $\tilde{u}_2(k) = e^{i\phi_k}\tilde{u}_1(k)$ and $\tilde{b}_2(k) = e^{i\psi_k}\tilde{b}_1(k)$, where $\phi_k$ and $\psi_k$ are random numbers that depend only on the wavenumber $k$. In this way, incompressibility of each field, the kinetic and magnetic energy spectra, and the kinetic and magnetic helicities remain unchanged. However, the cross helicity of the two fields can change, which is a desired effect since we want to destroy correlations between the fields and their modes. In practice, five different realizations were used for the fields $(u_2, b_2)$. Each realization was obtained by applying a different sequence of random phases to the fields $(u_1, b_1)$. The transfers resulting from each realization were averaged at the end.

A cross-section of the $z$-component of the current density ($j_z$, with $j = \nabla \times b$) for the two sets is shown in figure 1. The thin filaments with strong current that appear in the right panel...
Figure 1. Cross-section showing the \( z \)-component of the current density on the \( x-y \) plane in the MHD simulation (left) and in the set after randomizing phases in Fourier space (right). Note that thin filaments in the cross-section, associated with current sheets in the 3D flow, have disappeared in the right panel.

Figure 2. Probability density function of the \( z \)-component of the current density for the magnetic field \( b_1 \) from the numerical simulation (left panel), and for the magnetic field \( b_2 \) after randomizing phases (right panel).

(new from the numerical solution of the MHD equations) are associated with cross-sections of current sheets in the three-dimensional (3D) box. The right panel shows the same cross-section for the randomized magnetic field. In this case the thin filaments have disappeared. Figure 2 shows the probability density function of \( j_z \) for the two sets. The stretched exponential distribution with strong tails denoting intermittency that results from the magnetic field \( b_1 \) stemming from the numerical simulation (left panel) transforms into a Gaussian distribution for the randomized field \( b_2 \) (right panel).

Using these two sets the transfer functions were calculated. Figure 3 shows \( T_{uu}(Q, K) \) and \( T_{ub}(Q, K) \) for a fixed value of \( K = 25 \). The solid line shows the transfer functions for the solution of the MHD equations \((u_1, b_1)\), and the dashed line shows the same transfers for the random phased fields \((u_2, b_2)\). Although the transfers for the random phased fields are noisier, the shape
Figure 3. Transfer functions $T_{uu}$ (left panel) and $T_{ub}$ (right panel) at a fixed value of $K = 25$ for the velocity and magnetic field stemming from a numerical simulation ($u_1, b_1$) (solid lines) and for the set with randomized phases ($u_2, b_2$) (dashed lines).

of the $T_{uu}$ transfer is similar to the ($u_1, b_1$) set: most of the transfer results from nearby shells. This is expressed in the solid and dashed lines in the left panel of figure 3 by the positive peak to the left of $Q = K = 25$, and by the negative peak to the right of $Q = K = 25$ in $T_{uu}(Q, K)$. The negative peak in $T_{uu}$ expresses kinetic energy is taken from wavenumbers $Q$ slightly smaller than $K = 25$, while the positive peak denotes kinetic energy is given to wavenumbers $Q$ slightly larger than $K = 25$. The transfer of kinetic energy due to the advection term in the momentum equation (1) is as a result local and direct, for both sets ($u_1, b_1$) and ($u_2, b_2$). The fact that the amplitude of the transfer functions is smaller for ($u_2, b_2$) probably reflects that the fields with randomized phases being less intermittent, third order quantities in the fields (as the energy flux and transfers) are smaller.

The transfer $T_{ub}$ behaves differently. For ($u_1, b_1$), $T_{ub}$ peaks at $Q \approx 3$, where mechanical energy is injected by the external forcing, and it is positive for all wavenumbers $0 < Q < K = 25$ (the ‘plateau’). This expresses the result previously discussed. In mechanically forced MHD flows, kinetic energy is transferred directly from the forced scale and all shells with wavenumbers $Q < K$ to magnetic energy at each shell $K$. The negative peak in $T_{ub}$ for $Q > K = 25$ indicates magnetic energy is transferred to kinetic energy at slightly larger wavenumbers. The function $T_{ub}(Q, K)$ is highly nonlocal for the set ($u_1, b_1$). However, for the set ($u_2, b_2$) the transfer of energy from the forced wavenumber $Q \approx 3$ to the examined shell $K = 25$ disappears, as well as the plateau. Most of the transfer is local but not clearly forward.

The difference in the transfer of the two fields can also be seen in figure 4 where a shadowgraph plot of $T_{ub}$ is shown. The nonlocal input of energy from the forced large-scale to the magnetic field at all scales, indicated by the horizontal red-green line (left panel) is absent in the case with randomized phases (right panel). Off-diagonal transfers also disappear in the ($u_2, b_2$) set, and for this set most of the $T_{uu}$ transfer is concentrated close to the diagonal in the $(Q, K)$ plane. Note this transfer function does not have to be antisymmetric with respect to $K$ and $Q$ (see equation (8)).

We conclude that phase correlations for each field as well as correlations between the two fields (velocity and magnetic fields) are important for the transfer, and a simple estimate of the amplitude of the velocity and magnetic field at different scales (i.e. as used in Kolmogorov phenomenology) is not sufficient to estimate the magnitude of the nonlinear terms. We note that
Figure 4. Transfer function $T_{ab}(Q, K)$ (from kinetic energy in the shell $Q$ to magnetic energy in the shell $K$) for the velocity and magnetic field stemming from a DNS $(u_1, b_1)$ (left panel) and for the set with randomized phases $(u_2, b_2)$ (right panel). The amplitude of both transfers was normalized to the maximum of $|T_{ab}(Q, K)|$.

the correlation between velocity and magnetic fields is also known to be of importance for the energy cascade when a strong guiding field is present [39].

3. Magnetic helicity cascade

Besides the evolution of the energy, the evolution of magnetic helicity can also play an important role in the dynamics of an MHD system. Early studies using mean-field theory [31, 32], discrete scale models [40, 41], and turbulent closure models [26, 42] have shown within the framework of the approximations made that magnetic helicity cascades inversely from small scales to large scales. DNS [27]–[29], [43, 44] have verified the inverse transfer and/or cascade of magnetic helicity, as well as the generation of large-scale magnetic fields from small-scale helical forcing. To this inverse cascade of helicity are attributed the large-scale magnetic fields observed in many astrophysical objects. Magnetic helicity is also observed in the solar photosphere in association with coronal mass ejections (CMEs) and sigmoids [45]–[49].

Typically, in numerical investigations of the inverse cascade of magnetic helicity, the flow is forced with a mechanical helical forcing at some intermediate scale, and after the system has reached a hydrodynamic turbulent steady state a small seed magnetic field is introduced (a ‘dynamo simulation’, as discussed in more detail in the next section). The stretching of the magnetic field lines by the helical flow amplifies the magnetic energy. The process also creates magnetic helicity of the same sign than the kinetic helicity in scales smaller than the forced scales, and magnetic helicity of the opposite sign in the larger scales. As the magnetic field grows stronger and the Lorentz force feeds back on to the flow, the magnetic helicity at the large scales cascades inversely to even larger scales until the largest scale of the system is reached. After this point the magnetic helicity and energy in the largest scale keeps growing possibly until magnetic diffusivity becomes important and saturates the growth [28].
The fate of the small-scale helicity has not been investigated as much. However, in large Reynolds number flows it is important to know if the small-scale magnetic helicity cascades also to larger scales (in which case it will pile up close to the forced scale or cancel some of the magnetic helicity of opposite sign in the large scales), or if it is transferred to smaller scales where it can be destroyed by the magnetic diffusivity. In the former case, no net generation of magnetic helicity exists in the limit of infinite magnetic Reynolds number since both signs of helicity cancel. In the latter case, the small-scale helicity is dissipated even in the limit of infinite magnetic Reynolds number, and the sign of the magnetic helicity in the large-scale prevails. To find the direction of the cascade of helicity one has to determine the sign of the helicity flux

$$\Pi_H(K) = \int \mathbf{b}_K < \cdot (\mathbf{u} \times \mathbf{b}) \, dx^3,$$

where $\mathbf{b}_K<$ is the magnetic field filtered so that only the wavenumbers in the range $0 < |k| < K$ are kept (not to be confused with the band-pass filtered $\mathbf{b}$ field $\mathbf{b}_K$ defined in the previous section). If the flux of helicity remains of the same sign for all wavenumbers the two signs of helicity cascade in opposite directions. If however both the small-scale positive helicity and the large-scale negative helicity cascade to large scales the flux of helicity will change sign close to the forcing scale.

A detailed examination of the cascading process of magnetic helicity in mechanically and electrically forced flows was investigated in [30], where its transfer rate among different scales was measured from DNS. In the examined runs with mechanical forcing, a positive helical forcing was applied at intermediate scales so that enough large scales were available for an inverse cascade of magnetic helicity to develop. This election naturally limits the Reynolds numbers that can be resolved, and as a result only moderate Reynolds numbers were considered and scales smaller than the forcing scale could not be considered as inertial range scales. In this work we re-examine the same run (with forcing at $k_f \approx 10$ and a spatial resolution of $256^3$ grid points) along with a run forced with the same (positive) sign of kinetic helicity but at larger scales ($k_f \approx 3$ and the same spatial resolution) to investigate the evolution of the magnetic helicity in the small scales with better scale separation. The corresponding Reynolds numbers are $R_e = R_m \approx 240$ in the run forced at $k_f \approx 10$, and $R_e = R_m \approx 820$ in the run forced at $k_f \approx 3$.

The magnetic helicity spectrum for the run forced at $k_f \approx 3$ is shown in figure 5 (left panel) along with the magnetic helicity flux (right panel) for several different times (the first time is before the magnetic helicity spectrum peaks at the largest scale, and the latter is after the spectrum peaks at the largest scale). For comparison we also show the magnetic helicity spectrum and flux for the run forced at $k_f \approx 10$ in figure 6. Clearly the flux remains of the same sign for all scales in both cases, even though the magnetic helicity changes sign at $k \sim k_f$. This implies a different cascade direction for the two signs of magnetic helicity, i.e. that negative helicity (mostly concentrated at the large scales) cascades to larger scales, or equivalently that positive helicity (mostly concentrated at scales smaller than the forcing scale) cascades to smaller scales. As a result, positive helicity cascading forward in scales smaller than the forcing scale, will dissipate when the dissipative scales are reached. At late times the negative magnetic helicity in the large scales will dominate.
Figure 5. Magnetic helicity spectrum (left panel) and flux (right panel) for the run forced at \( k_f \approx 3 \). Solid lines correspond to positive sign of helicity and flux, while dashed lines correspond to negative sign. The forcing wavenumber is indicated on the left by the arrow. Two different times are shown, before magnetic helicity peaks at \( k = 1 \) and after the helicity peaks at the largest available scale.

Figure 6. Magnetic helicity spectrum (left panel) and flux (right panel) for the run forced at \( k_f \approx 10 \). Same labels as in figure 5. On the left panel, two different times are shown, before magnetic helicity peaks at \( k = 1 \) and after the helicity peaks at the largest available scale. On the right panel, five curves indicating the evolution of the flux are shown, including at intermediate times.

The transfer rate of magnetic helicity at shell \( Q \) into magnetic helicity at shell \( K \) is defined as:

\[
T_h(Q, K) = \int b_K \cdot (u \times b_Q) \, dx^3.
\]  \hspace{1cm} (10)

The function \( T_h(Q, K) \) expresses the transfer rate of positive helicity from the shell \( Q \) to the shell \( K \), or equivalently the transfer rate of negative helicity from the shell \( K \) into the shell \( Q \). Positive values of \( T_h(Q, K) \) imply that positive magnetic helicity is transferred from the shell \( Q \) to the shell \( K \), while negative values imply the reverse transfer. The terms responsible for this transfer are conservative and do not generate or destroy total magnetic helicity. These terms are responsible only for the redistribution of magnetic helicity among different scales. This fact is expressed by the antisymmetric property of \( T_h(Q, K) \):

\[
T_h(K, Q) = -T_h(Q, K).
\]  \hspace{1cm} (11)
We stress that magnetic helicity (unlike energy) is not a positive definite quantity and care needs to be taken when results are interpreted. The analysis of the run forced at smaller scales \((k_f \approx 10)\) showed that the magnetic helicity cascade has (superposed to a local inverse transfer) a strongly nonlocal behaviour in two different ways. Firstly, there is a direct input of magnetic helicity from the forced scale directly into the largest scale of the system, that increases as a result of the absolute value of the magnetic helicity at the largest scales. Secondly, there is transfer of helicity from the large (negative) helical scales to the small ‘dissipative’ (positive) helical scales, destroying as a result both the large-scale positive helicity and the small-scale negative helicity. We note however that for this run the Reynolds number was small and the scales smaller than that of forcing were close to the viscous cut off.

For this reason, we examine here the run forced at larger scales \((k_f \approx 3)\). This run has only a few wavenumbers for the inverse cascade of magnetic helicity to develop, but allows us to examine in more detail the dynamics of the magnetic helicity in the small scales. In figure 7 the transfer function \(\mathcal{T}_h(Q, K)\) is shown for two different values of \(K\). The left panel shows transfer for \(K = 1\) (this shell is dominated by negative magnetic helicity, see the spectrum in figure 5). The figure demonstrates that the largest scale of the system receives negative helicity from the forced scale \(k_f \sim 3\) (note the negative peak of \(\mathcal{T}_h\) for \(Q \approx 3\)) while at the same time it is ‘losing’ negative magnetic helicity to the small scales (indicated by the positive values of \(\mathcal{T}_h\) for \(Q > 3\)). In the right panel we show the transfer of helicity for the shell \(K = 20\) (a shell with positive magnetic helicity). As it can be seen, there are two components in the transfer. Firstly, there is a local direct transfer of the positive magnetic helicity, i.e. the shell \(K = 20\) receives magnetic helicity from slightly smaller wavenumbers and gives magnetic helicity to slightly larger wavenumbers (note the two peaks close to \(Q \approx K = 20\)). Secondly, there is a negative transfer of magnetic helicity from the shell \(K = 20\) to the \(Q = 1\) shell. This transfer is highly nonlocal and it is of the same order of magnitude than the local component of the transfer. This nonlocal contribution is probably related to reconnection events that allow the large- and small-scale magnetic fields to unwind by a change of topology in the magnetic field lines.

What determines the saturation amplitude of the large-scale magnetic helicity? If the saturated large-scale field is the result of a balance between the magnetic diffusivity at the large scales \(L\) and the forcing \(F\) that injects helicity and energy at intermediate scales, the

---

**Figure 7.** Magnetic helicity transfer function \(\mathcal{T}_h(Q, K)\) for \(K = 1\) (left panel) and \(K = 20\) (right panel) in a simulation with helical mechanical forcing acting at \(k_f \approx 3\).
amplitude of the magnetic field at large-scale $B_0$ should scale like $B_0 \sim FL^2/\eta$ which is very large. If however the non-local transfer of magnetic helicity is efficient enough to destroy large-scale helicity, saturation can be reached for smaller amplitudes of $B_0$ (we note that in physical systems there is also expulsion of magnetic helicity from outflows that helps saturation of the large-scale magnetic field at smaller values). Of course an investigation of the saturation value of the magnetic field in helical flows and its scaling with the magnetic Reynolds and magnetic Prandtl numbers requires long (on the order of diffusive timescales) and high resolution runs, that are numerically too expensive to be investigated yet. It is likely however that the saturation amplitude of the large-scale magnetic field will depend on the way magnetic field lines reconnect in the small scales. It has been shown for example in [2] that the inclusion of the Hall effect (a term that acts on small scales) can increase substantially the saturation amplitude of the magnetic field in the large scales.

The observed direct transfer of magnetic helicity in scales smaller than the forcing scale has also implications for estimations of the diffusion time of the small-scale magnetic helicity [50], and numerical and theoretical studies of the saturation of the $\alpha$-effect in helical dynamos [28, 40, 41, 51]. Many models assume there is an inverse cascade of magnetic helicity at all scales, and as a result the small-scale magnetic helicity for very large magnetic Reynolds numbers should cancel part of the large-scale magnetic helicity. However when the small-scale magnetic helicity is transferred forward to small scales, it can be dissipated very fast (compared with the large-scale magnetic helicity). As a result, estimations of helicity production rates based on an inverse transfer at all scales should be revisited (see [30] for more details).

4. Large- and small-scale dynamos

The machinery to quantify transfer of ideal invariants between shells discussed in the previous sections can also be useful to determine what scales are involved in the amplification of the magnetic field during the kinematic stage of dynamos. Dynamos are often classified according to the scales in which magnetic energy is amplified: large- and small-scale dynamos, where large and small is often defined relative to the energy containing scale of the turbulent hydrodynamic flow [51, 52]. Large-scale dynamos are often associated to helical flows, or to anisotropic and inhomogeneous flows (e.g. with a large-scale shear) [26]–[29], [44]. In large-scale dynamos (e.g. in mean field dynamos [31, 32]) the growth rate of the magnetic energy is in general a function of the wavenumber. In the mean field dynamo description the generation of large-scale magnetic fields (see e.g. [52]) in a turbulent flow requires the existence of small-scale fields, since the sources of magnetic energy in the large scales depend on the properties of the small-scale fields if the transfer of $HM$ is nonlocal.

Small-scale dynamos, in which magnetic fields are correlated at scales smaller than the integral scale of the flow, are often studied for magnetic Prandtl numbers $P_M > 1$ as found in the interstellar medium; nonhelical flows, and delta-correlated in time mechanical forcing are generally assumed [21, 53, 54]. Since when $v > \eta$ velocity fluctuations are damped fast in the subviscous scales and the magnetic energy can grow during the kinematic dynamo regime in scales were velocity fluctuations are negligible, it is clear in this case that dynamo action in the subviscous scales takes place through a nonlocal process [24, 55, 56]. In the small mechanical Reynolds number case the velocity field in the large-scales amplifies directly the magnetic energy in all scales, and the magnetic fields at all wavenumbers grow with the same growth rate. The
magnetic energy spectrum at early times has a positive slope $\sim k^{3/2}$ [57] which precludes just a direct local transfer of magnetic energy to the small scales.

The classification of large- and small-scale dynamos is however not so straightforward for the $P_M \leq 1$ case, typical of liquid metals in the laboratory, in the Earth’s core, or in the solar convection zone. In that case, magnetic energy grows in scales that are larger than the energy containing scale (the large-scale dynamo) and/or scales closer to the resistive scale (the small-scale dynamo). For $R_m$ large enough, the resistive scale can be expected to be in the velocity field inertial range. In this case, ‘small scales’ for the magnetic fluctuations should be understood as scales smaller than the energy containing scale down to the magnetic diffusion scale. Since $P_M \leq 1$, velocity fluctuations can exist at scales much smaller than these scales.

Simulations with helical or nonhelical coherent forcing obtained dynamos [58]–[60] for small magnetic Prandtl numbers down to $P_M \approx 5 \times 10^{-3}$, using a combination of DNS and subgrid-scale modelling. For $P_M \leq 1$, the asymptotic value of the critical magnetic Reynolds number for the dynamo instability for nonhelical coherent forcing was found to be more than ten times larger than for helical large-scale dynamos [60], in agreement with theoretical arguments and mean-field models [61]. In all these simulations and for magnetic Reynolds numbers large enough ($R_m \approx 300$), a spectrum $\sim k^{3/2}$ for the magnetic energy at early times was observed, but at late times (i.e. after the nonlinear saturation of the small magnetic scales [62]) the magnetic energy grows at scales larger than the energy containing scale of the flow. However, for helical forcing and small magnetic Reynolds ($R_m \approx 40$) the magnetic energy spectrum peaks at the largest scale at all times. Simulations using delta-correlated in time mechanical forcing obtained a dynamo in the same limit very recently using hyper-viscosity [63, 64], and critical magnetic Reynolds numbers for this forcing were found to be even larger than for nonhelical coherent forcing (see [65, 66] for theoretical studies of the critical magnetic Reynolds number for delta-correlated in time velocity fields when $P_M < 1$).

The different behaviours reported for different forcing functions, and the different properties of the magnetic energy spectrum raise several questions. When is dynamo action in the $P_M < 1$ case of the large- or small-scale type? If both dynamos coexist, can they be distinguished? Or are the two intrinsically linked? What are the sources of the magnetic field: the velocity field in the large scales, the velocity fluctuations, or both? For $P_M \leq 1$, are magnetic fluctuations in the small scales sustained by dynamo action, by stretching of the large-scale magnetic field, or by the direct cascade of magnetic energy at the large scales?

The examination of the transfers functions $T_{ab}(Q, K)$ and $T_{ba}(Q, K)$ can be used to answer some of these questions. Indeed, these functions measure the amount of work the velocity field in shell $Q$ does to the magnetic field in the shell $K$ and vice versa. $Q$-shells with positive $T_{ab}(Q, K)$ stretch and amplify magnetic energy in shell $K$. On the other hand, the amount of magnetic energy in shell $K$ received from other shells $Q$ due to the direct cascade of energy is measured by the transfer $T_{bb}(Q, K)$. These transfer functions plus the magnetic dissipation function $D_b(K)$ (see equation (5)) can be used to define and compute the growth rate of each individual shell in dynamo simulations, as was done for helical and nonhelical forcings in [25] (see also [67]).

In this section we compare the transfers $T_{ab}$ and $T_{bb}$ for two 256$^3$ dynamo simulations with ABC forcing acting at $k_t \approx 3$, and with $R_m \approx 40$ and $R_m \approx 400$ respectively; $R_t \approx 820$ in both runs which therefore differ in their magnetic Prandtl number by a factor 10. Figure 8 (left panel) shows the transfer $T_{ab}$ for $K = 20$ for both runs. As previously noted, this function expresses the amount of work the velocity field in shells $Q$ does to the magnetic field in the shell $K$, and
Figure 8. Left panel: transfer function $T_{ub}(Q, K)$ for $K = 20$ in the dynamo simulations with $R_m \approx 400$ (solid) and $R_m \approx 40$ (dashed). The transfer function for this run is small and has been multiplied by a factor of 100 for visualization purposes. Right panel: ratios $R_{LS}(K)$ and $R_C(K)$ (see text) for the same runs, labels are as in the left panel.

is associated with the term in the induction equation responsible for the stretching of magnetic field lines. In the run with $R_m \approx 40$ there is no nonlocal transfer of kinetic to magnetic energy: the function $T_{ub}$ for large $K$ only shows a small local transfer between shells $Q \approx K$. Since $R_e \gg R_m \approx 40$ and $Q \approx K$, this can be understood as tangling of the large-scale magnetic field (in shells $P \ll Q \approx K$) by turbulent fluctuations in the shell $Q \approx K$ (see e.g. [68]). The magnetic energy injected into these sub-resistive scales is then rapidly dissipated. At small wavenumbers $Q < 5$, the magnetic field is mostly fed by the large-scale flow at $k_f$ (not shown). On the other hand, the run with $R_m \approx 400$ shows nonlocal transfer of kinetic energy from the forced scale to all magnetic scales (see the positive peak at $Q \approx k_f$) and the transfer from velocity fluctuations at all scales (the positive plateau) is also present. Both the peak at $Q \approx k_f$ and the portion of the plateau with $Q < K$ describe stretching of small-scale magnetic fields in shells $P \approx Q$, since the relation $k + p + q = 0$ indicates that only the velocity in the shell $Q \approx K$ can stretch large-scale magnetic field ($P \approx 1$) and transfer that energy to the magnetic shell $K$.

The relative importance of each transfer is further illustrated by the right panel in figure 8, which shows the ratios

$$\mathcal{R}_{LS}(K) = \sum_{Q=2.3.4} \frac{T_{ub}(Q, K)}{\sum_{Q} T_{ub}(Q, K)},$$

(12)

and

$$\mathcal{R}_C(K) = \sum_{Q=0}^{K} \frac{T_{bb}(Q, K)}{\sum_{Q} T_{ub}(Q, K)}.$$

(13)

Equation (12) is the ratio of energy a magnetic shell $K$ receives only from the large-scale flow (the peak at $Q \approx 3$ in the left panel of figure 8) to the total energy received by the shell $K$ from the velocity field at all shells. Equation (13) is the ratio of energy a magnetic shell $K$ receives
from the direct transfer of magnetic energy from larger scales to the total energy received in the same shell from the velocity field by stretching of field lines.

In the run with \( R_m \approx 40 \), the large-scale velocity field is the dominant source of magnetic energy for shells up to \( K \approx 5 \). For \( K \leq 5 \) the ratio \( R_C(K) \) turns rapidly of order one and stays there for all magnetically excited scales. As a result, the small-scale magnetic fluctuations in scales smaller than the energy containing scale of the flow are mostly due to the direct transfer of magnetic energy. As the magnetic Reynolds number is increased, these results change. In the run with \( R_m \approx 400 \), the large-scale magnetic field is still sustained by the large-scale flow. But for \( K \leq 5 \) the ratio \( R_C(K) \) grows more slowly than in the \( R_m \approx 40 \) run, and is smaller than one up to \( K \approx 10 \). In these intermediate scales, stretching of magnetic field lines by the large-scale flow and by the turbulent fluctuations is dominant over the direct transfer of magnetic energy.

While both runs sustain dynamo action, in the run with \( R_M \approx 40 \) only the large-scale magnetic field grows due to dynamo action. In the small-scales, magnetic energy is small and mostly fed by the direct cascade of energy. As the magnetic Reynolds number is increased, stretching of field lines in scales smaller than the energy containing scale turns to be dominant over the direct transfer of magnetic energy, and an intermediate range of scales appears where scales are excited by small-scale dynamo action. This effect is accompanied by the development of the magnetic energy spectrum \( \sim k^{3/2} \) at early times. It is worth noticing that in these simulations, the small-scale dynamo can be fed by two sources: the large-scale flow (which is unsteady, since fluctuations in a turbulent flow are present at all scales), and the velocity turbulent fluctuations at scales larger than the magnetic diffusion scale. The peak at \( Q \approx 3 \) for all \( K \) in \( T_{\text{up}}(Q, K) \) (the small-scale dynamo from the large-scale flow) also explains the development of the spectrum \( \sim k^{3/2} \) for small wavenumbers in the magnetic energy spectrum at early times. It is worth remarking that this analysis gives only information of what are the sources of magnetic energy in each shell, for a given flow and at a given magnetic Reynolds number; the analysis of the shell-to-shell transfers gives no information on why different flows have different critical magnetic Reynolds (see e.g. [61, 65, 66]).

5. Conclusions

The results mentioned in the previous sections suggest that there are much stronger interactions between widely separated scales in turbulent MHD flows than in hydrodynamic flows. For a basic understanding of the MHD cascade processes, a simple order of magnitude estimation of the amplitude of the velocity and magnetic fields at each scale as well as assumptions of locality of interactions are not sufficient to reproduce all the observed results. Cross helicity and magnetic helicity also seem to play a dynamic role in the evolution of turbulent MHD flows, as was shown on a different basis in [69].

As a result, subgrid models need to take into account the long-range interactions and the correlations between fields in order to accurately predict the evolution of an MHD system. A turbulent eddy viscosity, for example, should depend on the different helicities of the flow and on the amplitude of the large-scale fields. Subgrid models, such as the Lagrangian averaged MHD equations (LAMHD) [70, 71] and rapid distortion theory (RDT) [12, 72] are promising in that respect.

Finally we would like to comment on the last question we posed in the introduction section: can we still pursue the search for a unique universal theory that describes MHD turbulence? The
Evidence presented in this paper suggests that large-scale flows directly influence the small scales in MHD. During the kinematic regime of dynamo simulations this effect is even stronger [25], as was also known from theoretical studies [55] and numerical simulations [24] with magnetic Prandtl number larger than one. In section 3 it was also suggested that the saturation amplitude of the magnetic field in the large scales in helical flows can depend on the physical processes that control the reconnection events in the small scales. It is at least possible therefore that all turbulent MHD flows do not behave in the same way and one run does not span all possible statistical MHD turbulent configurations. An example of such behaviour is to be found in DNS of MHD turbulence in the presence of a uniform magnetic field [73].

However, we do not want to suggest that the only path is to perform separate high resolution numerical simulations for each MHD problem. On the contrary, we believe that there is a finite number of large-scale parameters (e.g. the helicity and cross helicity injection rates, the correlation time of the large-scale forcing, etc) and small-scale parameters (e.g. the Prandtl number) that control the behaviour of MHD turbulence in the inertial range and when kept fixed, universality classes can be unraveled, in much the same way as it was done for 2D Navier–Stokes turbulence [74]. These parameters and their effects however need yet to be fully determined. In that respect, different numerical simulations exploring parameter space will be of use.
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