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Abstract

We study the complexity for an open quantum system. Our system is a harmonic oscillator coupled to a one-dimensional massless scalar field, which acts as the bath. Specifically, we consider the reduced density matrix by tracing out the bath degrees of freedom for both regular and inverted oscillator and computed the complexity of purification (COP) and complexity by using the operator-state mapping. We found that when the oscillator is regular the COP saturates quickly for both underdamped and overdamped oscillators. Interestingly, when the oscillator is underdamped, we discover a kink like behaviour for the saturation value of COP with varying damping coefficient. For the inverted oscillator, we found a linear growth of COP with time for all values of bath-system interaction. However, when the interaction is increased the slope of the linear growth decreases, implying that the unstable nature of the system can be regulated by the bath.
1 Introduction

We consider the circuit complexity of an open quantum system, i.e. a system not in isolation but coupled to a “bath”. Motivation for such a system stems from the fact that most experimentally accessible systems are open quantum systems \([1, 2]\). Our model consists of a harmonic oscillator as the system, and a one dimensional bosonic (free) field theory as the bath \([3]\). This model is exactly solvable and provides a perfect setup to explore the effect of the bath on a quantum system. We will consider a new approach, namely, the complexity of purification, to study this influence. Apart from considering the system as a regular harmonic oscillator, we will also consider it as an inverted harmonic oscillator. An inverted harmonic oscillator has an unstable fixed point and is well known as the benchmark toy model to explore chaotic like behaviour \([4]\). For inverted oscillator, our goal is to understand how a bath can affect such a system’s unstable (chaotic like) behaviour.

Complexity, a tool of quantum information theory, measures the shortest distance between some reference states \(|\psi\rangle_R\) and a target state \(|\psi\rangle_T\). Operationally, it quantifies the minimal number of operations needed to manipulate \(|\psi\rangle_R\) to \(|\psi\rangle_T\). The flurry of recent work on circuit complexity in the field of quantum field theory in recent time \([5–34]\) has largely been spurred by black hole physics and, in particular, the conjecture that it resolves certain puzzles related to black holes \([37, 38]\).

In this paper, we will consider an open system represented by the reduced density matrix
obtained by tracing out the bath. Then we will purify the state and compute complexity of purification (COP) \cite{12,23,39,40}. We will also consider complexity by using the state operator mapping, which essentially picks out a particular purification and lacks the scanning for the minimum path. Interestingly, we will see that, for our open system, operator-state mapping is also less sensitive in terms of capturing the underlying dynamics of the system.

Indeed one might be tempted to compute operator complexity \cite{41} for the reduced density operator. However, it is not a unitary operator. For operator complexity, usually, one computes the optimal circuit, which connects identity with the corresponding operator. The optimal circuit that we construct is a unitary operator itself even when we consider wavefunctions. For instance, when one computes operator complexity, one typically deals with a time evolution operator (for this reason sometimes it is known as the Hamiltonian complexity), which is a unitary operator. In contrast, we do not have a unitary circuit that connects identity with the reduced density matrix since the reduced density matrix is not a unitary operator. Therefore, COP and the complexity by operator-state mapping are the most natural approaches for realizing complexity for the reduced density matrix.

One particular aspect of complexity that we are interested in is the effect of the bath on the system during the transition of the oscillator from underdamped to overdamped regime by changing the amount of damping. In addition, for inverted oscillator our interest is to check if complexity can be used to regulate the unstable (chaotic-like) behaviour. Previous works \cite{4,41-46} showed that complexity can detect the scrambling time and Lyapunov exponent that emerge from a single inverted harmonic oscillator. In this paper, we would like to explore how complexity behaves when the instability of the inverted harmonic oscillator is regulated by the bath, for which we will consider a string. At the operational level, we compute the complexity of purification of the reduced density matrix by tracing out the string. The interaction term, which plays the role of damping, will affect the evolution of the complexity of purification.

The paper is organized as follows. Section 2 has a quick review on the complexity of purification and the state operator mapping. Section 3 gives the details of our model. In section 4 we compute and discuss the results of the complexity of purification. In section 5 we discuss circuit complexity from the state operator mapping. In Section 6 we conclude with a discussion of our results and future directions.

2 Complexity for a Density Matrix

The density matrix for a mixed state $\hat{\rho}_{\text{mix}}$ on the Hilbert space $\mathcal{H}$, can be purified to a pure state $|\Psi\rangle$ in an enlarged Hilbert space $\mathcal{H}_{\text{pure}} = \mathcal{H} \otimes \mathcal{H}_{\text{anc}}$, where $\mathcal{H}_{\text{anc}}$ corresponds to an “ancillary” set of degrees of freedom. The key point of this purification is that the trace of the density matrix of $|\Psi\rangle$ over the ancillary degrees of freedom must generate the original mixed state $\text{Tr}_{\text{anc}} (|\Psi\rangle\langle\Psi|) = \hat{\rho}_{\text{mix}}$. Note that expectation values of operators acting in $\mathcal{H}$ are preserved under purification, $\langle \hat{O} \rangle = \text{Tr}_{\text{anc}} \left( |\Psi\rangle\langle\Psi| \hat{O} \right) = \text{Tr} \left( \hat{\rho}_{\text{mix}} \hat{O} \right)$, so that observables are preserved by
Due to the arbitrariness of the choice of the ancillary Hilbert space $H_{\text{anc}}$ the purification process is not unique. For example, there may be a set of pure states $\{|\Psi_{\alpha,\beta,\ldots}\rangle\}$, parameterized by $\alpha, \beta, \ldots$, all of which satisfy the purification requirement. By minimizing a quantity of interest, such as the entanglement entropy or complexity, with respect to the parameters it is possible to distinguish among different purifications. In this work, we are investigating the complexity of the mixed state, therefore, we will minimize the complexity of the set of purifications $\{|\Psi_{\alpha,\beta,\ldots}\rangle\}$ of $\hat{\rho}_{\text{mix}}$, obtaining the complexity of purification (COP) \cite{12,23,39,40},

$$C_\rho = \min_{\alpha,\beta,\ldots} C(\{|\Psi_{\alpha,\beta,\ldots}\rangle, |\psi_R\rangle\}),$$  \hspace{1cm} (1)

where we made explicit the dependence of the complexity of the pure state on the reference state $|\psi_R\rangle$.

An alternative approach to purify the reduced density matrix $\hat{\rho}_{\text{mix}}$ is by using the technique of operator-state mapping (also known as the channel-state mapping) \cite{47,48}. To implement this technique, one need to consider an operator on the Hilbert space $\mathcal{H}$ with representation $\hat{O} = \sum_{m,n} O_{mn}|n\rangle\langle m|$. In its simplest form, the mapping associates a state $|O\rangle$ to $\hat{O}$ by flipping the bra to a ket,$$
\hat{O} = \sum_{m,n} O_{mn}|n\rangle\langle m| \iff |O\rangle = \frac{1}{\sqrt{\text{Tr}[O^\dagger O]}} \sum_{m,n} O_{mn}|m\rangle \otimes |n\rangle_{\text{anc}}. \hspace{1cm} (2)
$$

The state $|O\rangle$ exists on the doubled Hilbert space $\mathcal{H} \otimes H_{\text{anc}}$. Once again we have denoted the extra copy of $\mathcal{H}$ as $H_{\text{anc}}$ to distinguish it from the original. In that sense, this process of operator-state mapping is a special case of the purification discussed above \cite{49}. The most important difference is that the state $|O\rangle$ in (2) associated to the operator $\hat{O}$ is unique, there are no free parameters introduced in the mapping. Hence, the complexity associated with the operator-state mapping does not require a minimization.

3 Our Model

The system we consider is a harmonic oscillator coupled to a one-dimensional bosonic (free) field theory \cite{3}. The Hamiltonian is

$$H = \int_0^L dx \left\{ \frac{1}{2} \left( \Pi^2 + (\partial_x \phi)^2 \right) + \delta(x) \left( \frac{1}{2} P^2 + \frac{\omega_0^2}{2} Q^2 + \lambda Q \partial_x \phi \right) \right\},$$ \hspace{1cm} (3)

where we are ultimately interested in the limit $L \to \infty$. In Eq. 3 $Q$ and $P$ are canonically conjugate variables describing the system, $[Q, P] = i$ and $\phi$ and $\Pi$ are canonically conjugate fields of the bath, $[\phi(x), \Pi(x')] = i\delta(x-x')$. Furthermore, we will consider that the field $\phi$

\footnote{We work in units where $\hbar = 1$. We have also set the string’s speed of sound to unity: $v = 1$.}
satisfies the Dirichlet boundary conditions:
\[
\phi(x = 0) = 0, \quad \phi(x = L) = 0 \tag{4}
\]

We consider a quench in the above model (Eq. 3) and we have the following quench protocol
\[
H = \begin{cases} 
H_< & \text{for } t < 0 \\
H_> & \text{for } t > 0
\end{cases} \tag{5}
\]

In what follows, we start the system in the ground state of \( H_< \); we evolve the system with \( H_> \). We take \( H_< \) to be the Hamiltonian when the system and bath are decoupled
\[
H_< = \int_0^L dx \left\{ \frac{1}{2} (\Pi^2 + (\partial_x \phi)^2) + \frac{1}{2} \left( P^2 + \Omega_n^2 Q^2 \right) \right\} \tag{6}
\]

We quench in the system-bath coupling \( \lambda \) and the system’s frequency so that \( H_> \) is given by Eq. 3. Now performing the following mode expansions for the system and the bath
\[
Q = \frac{1}{\sqrt{2\Omega_n}} (a_n + a_n^\dagger) \tag{7}
\]
\[
P = -i\sqrt{\frac{\Omega_n}{2}} (a_n - a_n^\dagger) \tag{8}
\]
\[
\phi(x) = \sqrt{\frac{2}{L}} \sum_{n=1}^\infty \sin \left( \frac{\pi n}{L} x \right) \frac{1}{\sqrt{2\Omega_n}} (a_n + a_n^\dagger) \tag{9}
\]
\[
\Pi(x) = -i\sqrt{\frac{2}{L}} \sum_{n=1}^\infty \sin \left( \frac{\pi n}{L} x \right) \sqrt{\frac{\Omega_n}{2}} (a_n - a_n^\dagger), \tag{10}
\]
one obtains the following decoupled Hamiltonian
\[
H_< = \sum_{n=1}^\infty \Omega_n \left( a_n^\dagger a_n + \frac{1}{2} \right) + \Omega_n \left( a_0^\dagger a_0 + \frac{1}{2} \right),
\]
where \( \Omega_n = \frac{\pi n}{L} \). Our initial state \(|\psi_0\rangle\) is annihilated by the \( \{a_i\} \); our final state is obtained by evolving \(|\psi_0\rangle\) with \( H_> \):
\[
a_i \, |\psi_0\rangle = 0 \quad \forall \, i ; \quad |\psi(t)\rangle = \exp(-iH_> t) \, |\psi_0\rangle. \tag{11}
\]

To proceed, we introduce the dual field \( \theta \) such that \( \Pi = -\partial_x \theta \) with
\[
[\phi(x), \theta(x')] = \frac{i}{2} \text{sgn}(x' - x). \tag{12}
\]

The bath part of the Hamiltonian takes the form
\[
H_B = \int_0^L dx \, \frac{1}{2} \left[ (\partial_x \theta)^2 + (\partial_x \phi)^2 \right].
\]
Then, we decompose $\phi$ and $\theta$ into right and left movers

$$\phi(x) = \phi_R(x) + \phi_L(x), \quad \theta(x) = \phi_R(x) - \phi_L(x), \quad (13a)$$

where $\phi_R$ and $\phi_L$ satisfy the following commutation relations

$$[\phi_R(x), \phi_R(x')] = \frac{i}{4} \text{sgn}(x - x'), \quad [\phi_L(x), \phi_L(x')] = -\frac{i}{4} \text{sgn}(x - x'), \quad [\phi_R(x), \phi_L(x')] = 0. \quad (13b)$$

In the Heisenberg picture, $\phi_R$ is a function of $(x - t)$, and $\phi_L$ is a function of $(x + t)$:

$$\phi_R(x, t) = \phi_R(x - t), \quad \phi_L(x, t) = \phi_L(x + t).$$

Using the Dirichlet boundary condition at $x = 0$ we have $\phi_L(x = 0, t) = -\phi_R(x = 0, t)$. This implies that $\phi_L$ can be regarded as the continuation of $\phi_R$ to $x < 0$:

$$\phi_L(x + t) = -\phi_R(-x - t), \quad (14a)$$

Similarly, using the boundary condition at $x = L$ we obtain

$$\phi_R(-L, t) = \phi_R(L, t), \quad (14b)$$

This implies that we can work with right-movers on the interval $-L < x < L$ satisfying periodic boundary conditions. Now we can rewrite the Hamiltonian solely in terms of right movers

$$H = \int_{-L}^{L} dx \left\{ (\partial_x \phi_R)^2 + \delta(x) \left[ \frac{1}{2} p^2 + \frac{\omega_0^2}{2} Q^2 + 2\lambda Q \partial_x \phi_R \right] \right\}; \quad (15)$$

From this Hamiltonian, we get the following (Heisenberg) equations of motion for the operators

$$\partial_t \phi_R = -\partial_x \phi_R - \delta(x) \lambda Q, \quad \frac{d^2 Q}{dt^2} = -\omega_0^2 Q - 2\lambda \partial_x \phi_R(0). \quad (16)$$

From the homogeneous part of the first equation in Eq. 16 it is evident that $\phi_R$ is a function of $(x - t)$. Using the fact that the “source” term acts only at $x = 0$ and integrating about a small region about $x = 0$, $-\epsilon < x < +\epsilon$, Eq. 16 becomes

$$0 = \phi_R^+(x = +\epsilon) - \phi_R^-(x = -\epsilon) \bigg|_{\epsilon \rightarrow 0} + \lambda Q,$$

$$\frac{d^2 Q}{dt^2} + \omega_0^2 Q = -\lambda \left[ \partial_x \phi_R^+(x = 0) + \partial_x \phi_R^-(x = 0) \right], \quad (17)$$

where we have introduced the notation $\phi_R^+(x) \equiv \phi_R(x > 0)$ and $\phi_R^-(x) \equiv \phi_R(x < 0)$.

To treat Eq. 17, we employ the scattering formalism — we take particles as incident from $x < 0$; they are scattered by the system (at $x = 0$), and are outgoing for $x > 0$. Practically
speaking, we solve for $Q$ and $\phi_R^+$ in terms of $\phi_R^-$. Finally we get

$$\frac{d^2Q}{dt^2} + \omega_0^2 Q + 2\Gamma \dot{Q} = 2\sqrt{2}\Gamma \dot{\phi}_R^-, \quad (18)$$

where $\Gamma = \lambda^2 / 2$. The solution for $Q(t)$ can be written as

$$Q(t) = Q_H(t) + Q_P(t), \quad (19)$$

where, $Q_H(t)$ and $Q_P(t)$ are the homogeneous and particular solutions respectively. The homogeneous solution turns out to be the following:

$$Q_H(t) = e^{-\Gamma t} \left\{ \cos \Omega t + \frac{\Gamma}{\Omega} \sin \Omega t \right\} Q(t = 0) + \frac{1}{\Omega} \sin \Omega t \dot{Q}_P(t = 0), \quad (20)$$

where $\Omega = \sqrt{\omega_0^2 - \Gamma^2}$. To find the particular solution we introduce the Fourier transforms:

$$\phi_R(x, t) = \int \frac{d\omega}{\sqrt{2\pi}} e^{-i\omega(t-x)} \phi_R(\omega), \quad Q(t) = \int \frac{d\omega}{\sqrt{2\pi}} e^{-i\omega t} Q(\omega), \quad (21)$$

and obtain

$$Q_P(\omega) = \left( \frac{i2\sqrt{2}\Gamma \omega}{\omega^2 + i2\Gamma \omega - \omega_0^2} \right) \phi_R(\omega), \quad \phi_R^+(\omega) = -\sqrt{2}\Gamma \left( \frac{\omega^2 - i2\Gamma \omega - \omega_0^2}{\omega^2 + i2\Gamma \omega - \omega_0^2} \right) \phi_R^-(\omega). \quad (22)$$

To execute calculations for the bath, one must understand $\phi_R(\omega)$ as

$$\phi_R(\omega) = \begin{cases} \frac{\alpha}{\sqrt{2} |\omega|} & \text{for } \omega > 0 \\ \frac{\alpha}{\sqrt{2} |\omega|} & \text{for } \omega < 0 \end{cases},$$

namely, that $\phi_R(\omega)$ is an annihilation operator for $\omega > 0$ and a creation operator for $\omega < 0$ (with a prefactor $1/\sqrt{2|\omega|}$). Interested readers are referred to Appendix A for more details.

**Reduced Density Matrix**

We will be interested in analyzing the reduced density matrix. To form the reduced density matrix, we partition the system into two subsystems, $A$ and $B$ and trace out subsystem-$B$. 

\footnote{At this point, we have taken $L \rightarrow \infty$.}
For our case, we trace out the bath (string) and get the reduced density matrix for the system (oscillator).

\[ \hat{\rho}_S = \text{Tr}_B[\hat{\rho}] , \]  

(23)

where\( \hat{\rho} \) is the density matrix of the entire system. The subscript \( S \) and \( B \) implies system and bath respectively.

In the position representation —

\[ \hat{\rho}_S = \int dx dx' \rho_S(x, x') |x\rangle\langle x'| , \]  

(24a)

where

\[ \rho_S(x, x') = \int \prod_i dq_i \rho(x, \{q_i\} | x', \{q_i\}) \]  

(24b)

with

\[ \rho(x, \{q_i\} | x', \{q_i'\}) = \psi(x, \{q_i\})\psi^*(x', \{q_i'\}) \]  

(24c)

As the initial density matrix is Gaussian and the Hamiltonian is quadratic, the density matrix remains Gaussian for all times; in the position representation, it has the structure

\[ \rho_S(x, x') = \sqrt{\frac{\gamma_1 - \eta}{\pi}} \exp \left\{ -\frac{\gamma_2}{2} x^2 - \frac{\gamma^*_2}{2} x'^2 + \eta x x' \right\} \]  

(25)

where \( \gamma (= \gamma_1 + i\gamma_2) \in \mathbb{C} \) and \( \eta \in \mathbb{R} \).

The parameters \( \{\gamma, \eta\} \) can be obtained from the system’s correlation functions. By definition, the reduced density matrix reproduces all correlators of the system; as the density matrix is Gaussian, it is fully characterized by its first and second moments. The details are given in Appendix [B]. By assumption, the initial wave function has \( \langle Q \rangle = 0 \) and \( \langle P \rangle = 0 \); due to the structure of the Hamiltonian, this is preserved for all times. We now introduce the following notation,

\[ \sigma_Q = \langle Q(t)Q(t) \rangle , \quad \sigma_P = \langle P(t)P(t) \rangle , \quad \sigma_{QP} = \frac{1}{2} \langle Q(t)P(t) + P(t)Q(t) \rangle \]  

(26a)

one readily obtains

\[ \gamma_1 = \sigma_P - \frac{1}{\sigma_Q} \left( \sigma_{QP}^2 - \frac{1}{4} \right) , \quad \gamma_2 = -\frac{\sigma_{QP}}{\sigma_Q} , \quad \eta = \sigma_P - \frac{1}{\sigma_Q} \left( \sigma_{QP}^2 + \frac{1}{4} \right) . \]  

(26b)

Again, the details of the computation of these correlators are given in Appendix [B] and [C].

4 Complexity of Purification

In this section, we will investigate the influence of the bath on the system by using the complexity of purification for the reduced density matrix, where the bath degrees of freedom are traced out.
The coupling $\lambda$ and hence the damping $\Gamma$ (since $\Gamma = \lambda^2/2$) dictates the influence of the bath on the system. A simple harmonic oscillator, with damping $\Gamma^2 > \omega_0^2$ behaves as an underdamped oscillator, whereas, for damping $\Gamma^2 < \omega_0^2$, the system is overdamped. On top of this we will consider the system as an inverted harmonic oscillator, which is obtained when the frequency $\omega_0$ is replaced by $i\omega_0$. The motivation for considering the inverted oscillator is to see how the bath can regulate the unstable nature of the inverted harmonic oscillator.

We start with the reduced density matrix defined in Eq. 25. We will choose the purification as in [23,51,52] where the authors considered the size of the the ancillary system is the same as the original system. In our case the original subsystem consists of just one oscillator. Hence the purified wavefunction can be parametrized in the following way,

$$\psi(x, x_{\text{anc}}) = N \exp \left\{ -\frac{1}{2} \left( \alpha x^2 + \beta x_{\text{anc}}^2 - 2 \tau xx_{\text{anc}} \right) \right\},$$  \hfill (27)

where $x_{\text{anc}}$ belongs to the ancillary Hilbert-space. $\alpha$, $\beta$ and $\tau$ are in general complex and yet to be determined. The corresponding reduced density matrix after tracing out the auxiliary Hilbert space is

$$\text{Tr}_{\text{anc}} \rho(x, x_{\text{anc}} | x', x'_{\text{anc}}) \hfill (28)$$

$$= \int_{-\infty}^{\infty} dx_{\text{anc}} \psi(x, x_{\text{anc}}) \psi^*(x', x_{\text{anc}}) \hfill (29)$$

$$= N^2 \exp \left\{ -\frac{1}{2} \left[ \left( \alpha - \frac{\tau^2}{2 \text{Re}(\beta)} \right) x^2 + \left( \alpha^* - \frac{(\tau^*)^2}{2 \text{Re}(\beta)} \right) x'^2 \right] + \left( \frac{|\tau|^2}{2 \text{Re}(\beta)} \right) xx' \right\},$$ \hfill (30)

Comparing with Eq. 25 and 26 we get the following,

$$\alpha - \frac{\tau^2}{2 \text{Re}(\beta)} = \sigma_P - \frac{4\sigma_{QP}^2 - 1 + 4i\sigma_{QP}}{4\sigma_Q},$$ \hfill (31)

$$\eta = \frac{|\tau|^2}{2 \text{Re}(\beta)}. \hfill (32)$$

Solving for $\alpha$, $\text{Re}(\beta)$ and $\tau$ we get

$$\alpha = \sigma_P, \quad \text{Re}(\beta) = 2\sigma_Q, \quad \tau^2 = 4\sigma_{QP}^2 - 1 + 4i\sigma_{QP} \hfill (33)$$

We have determined all the parameters in Eq. 27 in terms of the given parameters as in Eq. 31, except for $\text{Im}(\beta)$. Hence the minimization can be carried over $\text{Im}(\beta)$ and the minimum value will correspond to the complexity of purification. First, we compute the complexity corresponding to Eq. 27 with respect to a reference state $\psi_r \sim \exp \left\{ -\frac{1}{2} \omega_r (x^2 + x_{\text{anc}}^2) \right\}$ as follows:

$$C(\psi) = \frac{1}{2} \sum_{i=1}^{2} \ln \left( \frac{|\omega_i|}{\omega_r} \right)^2 + \tan^{-1} \left( -\frac{\text{Im}(\omega_i)}{\text{Re}(\omega_i)} \right)^2 \hfill (34)$$
where,
\[ \omega_1 = \frac{1}{2}(\alpha + \gamma + \sqrt{(\alpha - \beta)^2 + 4\tau^2}), \quad \omega_2 = \frac{1}{2}(\alpha + \beta - \sqrt{(\alpha - \beta)^2 + 4\tau^2}), \quad \omega_r = 1. \] (35)

Finally, the complexity of purification is
\[ C_\rho = \min_{\text{Im} \beta} \left( \frac{1}{2} \sum_{i=1}^{2} \left[ \ln \left( \frac{\omega_i}{\omega_r} \right)^2 + \tan^{-1} \left( \frac{\text{Im}(\omega_i)}{\text{Re}(\omega_i)} \right)^2 \right] \right). \] (36)

Since the reference state considered here is some convenient choice of pure Gaussian state, the complexity of purification will be non-vanishing at \( t = 0 \).

Below we will investigate the COP for both regular and inverted oscillators:
\[ \omega_0 = \begin{cases} \omega_0 > 0, & \text{regular oscillator}, \quad \Omega = \sqrt{\omega_0^2 - \Gamma^2} \\ i\omega_0, & \text{inverted oscillator}, \quad \Omega = i\sqrt{\omega_0^2 + \Gamma^2} \end{cases} \] (37)

When the oscillator is regular, by changing (increasing) the damping \( \Gamma \) we can trace the COP from underdamped (\( \Gamma^2 < \omega_0^2 \)) to overdamped (\( \Gamma^2 > \omega_0^2 \)) regime. Fig 1 displays the COP for a regular oscillator for different values of \( \Gamma \). When \( \Gamma^2 < \omega_0^2 \) the oscillator is underdamped and when \( \Gamma^2 > \omega_0^2 \) the oscillator is overdamped. The COP quickly saturates for both underdamped and overdamped cases.
Next we will investigate how the saturation value of the COP depends on the damping $\Gamma$. Fig. 2 displays the large time behavior (saturation value) of COP with damping for two different values of the oscillator frequencies, $\omega_0 = 1$ and $\omega_0 = 2$. To our surprise, we discover the presence of a kink for the saturation value of the COP in the underdamped regime at a particular value of the damping, which we will label as $\Gamma_k$. Although, the location of the kink changes with the oscillator frequency $\omega_0$, it always seems to appear at $\Gamma_k < \Gamma_c$. For $\Gamma > \Gamma_k$ the complexity keeps growing as $(a - be^{-\alpha})$, with $a = 1.5$ ($\omega_0 = 2$), $1.4$ ($\omega_0 = 1$), $b = e/2$ and $c = 1/2$. Note that the appearance of the kink does not depend on the choice of the reference frequency $\omega_r$. However, the location changes with the change of the reference frequency. The physical meaning of $\Gamma_k$ is not clear at this point. We would like to explore this further in the future.

Finally, we consider the harmonic oscillator is in the inverted regime. For that regime we do not get an underdamped case. The system frequency is imaginary for any value damping, hence the system is always overdamped. An inverted harmonic oscillator has an unstable fixed point and is a well-known toy model for studying quantum chaos. Recently, the complexity of an isolated inverted harmonic oscillator was studied [4, 44] and the complexity grows linearly, and the slope of the line plays the role of the Lyapunov exponent when compared with the out of time order correlators.

In our case the oscillator is not isolated and is connected to a bath. However, when the coupling is small one would expect to see a similar unstable behaviour (linear growth of complexity) for the COP. Fig. 3 illustrates how the COP changes with time for the inverted harmonic os-
left: COP vs time for the inverted harmonic oscillator with $\omega_0 = i$ and various values of damping $\Gamma = 0.2$ (red dotted), 0.4 (blue dotted), 0.6 (black dotted), 0.8 (yellow dotted), 1.2 (green dotted), 2.0 (cyan dotted) respectively;  right: Rate of change of slope of COP with $\Gamma$.

Figure 3: Left: COP vs time for the inverted harmonic oscillator with $\omega_0 = i$ and various values of damping $\Gamma = 0.2$ (red dotted), 0.4 (blue dotted), 0.6 (black dotted), 0.8 (yellow dotted), 1.2 (green dotted), 2.0 (cyan dotted) respectively; Right: Rate of change of slope of COP with $\Gamma$.

oscillator for different values of the damping. The instability of the oscillator is captured by the linear growth as expected. Moreover, we see that as the damping is growing the slope of the COP growth is decreasing, which implies that the instability of the oscillator can be regulated when the interaction between the system and the bath is large.

5 Complexity by Operator-State Mapping

In this section, we will investigate the circuit complexity for our open quantum system by applying operator-state mapping [49]. Considering explicitly the system’s density matrix (Eq. 24a), one can associate a state with $\rho_S$ as

$$\hat{\rho}_S = \int dxdx' \rho_S(x,x') |x\rangle\langle x'| \quad \longleftrightarrow \quad |\hat{\rho}_S\rangle = \int dxdx' \rho_\frac{1}{2}_S(x',x) |x\rangle_{in} \otimes |x\rangle_{out}$$

i.e. one has an effective wave function (in this doubled Hilbert space)

$$\psi(x,x') = \rho_\frac{1}{2}_S(x',x).$$

We will compute the complexity for this effective wave function (Eq. 38b). Using the explicit form of the system’s position space density matrix (Eq. 25), one obtains

$$\rho_S(x,x') = \sqrt{\frac{\gamma_1 - \eta}{\pi}} \exp \left[ -\frac{\gamma}{2} x^2 - \frac{\gamma^*}{2} x'^2 + \eta xx' \right] \quad \longleftrightarrow$$

$$\rho_\frac{1}{2}_S(x,x') = \left( \frac{\gamma_1 - \eta^2}{\pi^2} \right)^{\frac{1}{4}} \exp \left[ -\frac{1}{2}(\gamma + \eta)x^2 - \frac{1}{2}(\gamma^* + \eta)x'^2 + \sqrt{2\eta(\gamma_1 + \eta)xx'} \right].$$

To proceed, we diagonalize the argument of the exponential; we obtain the effective wave
Figure 4: Complexity vs time by operator-state mapping. **Left:** Regular oscillator with $\omega_0 = 1$ and damping: $\Gamma = 0.3$ (green), $1.2$ (red); **Right:** Inverted oscillator with $\omega_0 = i$ and damping: $\Gamma = 0.3$ (green), $1.2$ (red).

The function

$$\psi(x, x') = \left(\frac{\gamma_1^2 - \eta^2}{\pi^2}\right)^{\frac{1}{4}} \exp \left[ -\frac{1}{2}(\xi_1 + E)X^2 - \frac{1}{2}(\xi_1 - E)X'^2 \right],$$

where

$$\kappa^2 = 2\eta(\gamma_1 + \eta), \quad \xi_1 = \text{Re}[\gamma + \eta], \quad E^2 = \kappa^2 - \xi_2^2.$$ (40a)

The new basis $\{X, X'\}$ is related to the old one as follows

$$\begin{pmatrix} X \\ X' \end{pmatrix} = \begin{pmatrix} u & -v \\ v & u \end{pmatrix} \begin{pmatrix} x \\ x' \end{pmatrix},$$

where $u = \sqrt{\frac{1}{2} \left(1 + i\frac{\xi_1}{E}\right)}$, $v = -\sqrt{\frac{1}{2} \left(1 - i\frac{\xi_1}{E}\right)}$. Interestingly complexity from the state operator mapping for the inverted oscillator does not display any linear growth of complexity, hence insensitive to the unstable nature of the inverted oscillator. Moreover, for the regular oscillator we do not see the kink like behaviour as in the COP. The saturation value of the complexity from the operator-state mapping grows with the damping $\Gamma$. This insensitivity is due to the fact that the operator state mapping is only picking out a particular purification and lacks the tracing the minimization procedure as in the COP.

## 6 Discussion

In this work, we explored the complexity of an open quantum system. We considered the simplest open quantum system, namely a harmonic oscillator coupled to a one-dimensional (free) bosonic field theory, which served as the “bath”. The reduced density matrix that we get by integrating the bath degrees of freedom served as the target state of our quantum circuit. We applied two known approaches to investigate the complexity of the reduced density matrix, namely the complexity of purification and the complexity, by using the operator state mapping. We
considered the system both as regular and inverted oscillators.

For both regular and inverted cases, we obtained interesting behaviour for the COP. The COP for regular oscillator saturates for all values of the damping $\Gamma$. However, when we explore the behaviour of COP in the large time limit with varying damping $\Gamma$, we discover the presence of a kink for the COP for the underdamped oscillator. The kink appears irrespective of the choice of the reference. This kink represents a new critical value of the damping for open quantum system, which does not show up in any other known physical quantities. The physical meaning of this critical value is not clear at this point and we leave the investigation for a future work.

When the oscillator is inverted, we get a different story. An isolated inverted oscillator is an unstable system. Since our oscillator is connected with a bath, one would expect that the instability of the system will be regulated due to the interaction of the system and the bath. Hence, when the damping due to the bath (string) is low, we expect the system to be more unstable than when the damping is higher. In [4], authors showed that the complexity for an unstable system grows linearly with time and that is exactly what we have observed here; the system behaves more like an isolated inverted oscillator when the damping is low. On the other hand, when the system interacts with the bath strongly, the bath can regulate it. More specifically, when the system is in the low damping regime ($\Gamma^2 < \omega_0^2$), the COP grows linearly with a larger slope, whereas, when the system is in the high damping regime ($\Gamma^2 > \omega_0^2$), the COP still grows linearly but with much smaller slopes.

Complexity for the reduced density matrix obtained by using the operator-state mapping seems insensitive compared to COP and displays neither the kink for regular oscillator nor the linear growth for the inverted oscillator. It seems to saturation for both cases for all values of damping.

In our model, the field satisfies the Dirichlet boundary condition. It would be interesting to consider other boundary conditions (Neumann boundary condition) and the role of the the bath on the system. We leave this investigation for future work. Open quantum systems are more important experimentally, and our findings might be useful in simulating such systems [53].
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A Periodic Boundary Conditions

We consider the free boson Hamiltonian

$$H = \frac{1}{2} \int_0^L dx \left[ \Pi^2 + (\partial_x \phi)^2 \right],$$

(41)

where $\phi$ satisfies periodic boundary condition $\phi(x + L) = \phi(x)$. To proceed, one introduces the mode expansions

$$\phi(x) = \frac{1}{\sqrt{L}} \sum_k e^{ikx} \left( \frac{1}{\sqrt{2\Omega_k}} (a_k + a_{-k}^\dagger) \right), \quad \Pi(x) = -i \frac{1}{\sqrt{L}} \sum_k e^{ikx} \sqrt{\frac{\Omega_k}{2}} (a_k - a_{-k}^\dagger),$$

(42)

where $k = (2\pi/L)n$ with $n \in \mathbb{Z}$, and $\Omega_k = |k|$; this diagonalizes the Hamiltonian

$$H = \sum_k \Omega_k (a_n^\dagger a_n + 1/2).$$

(43)

One then introduces the dual field $\theta$ such that $\Pi = -\partial_x \theta$; $\theta$ has the mode expansion

$$\theta(x) = \frac{1}{\sqrt{L}} \sum_k e^{ikx} \frac{\text{sgn}(k)}{\sqrt{2\Omega_k}} (a_k - a_{-k}^\dagger).$$

(44)

Finally, one introduces the chiral fields $\phi_R$ and $\phi_L$, such that

$$\phi = \phi_R + \phi_L, \quad \theta = \phi_R - \phi_L;$$

(45)

using the mode expansions for $\phi$ and $\theta$, one obtains

$$\phi_R(x) = \frac{1}{\sqrt{L}} \sum_{k>0} \frac{1}{\sqrt{2\Omega_k}} \left( e^{ikx} a_k + e^{-ikx} a_{-k}^\dagger \right), \quad \phi_L(x) = \frac{1}{\sqrt{L}} \sum_{k>0} \sqrt{\frac{\Omega_k}{2}} \left( e^{-ikx} a_{-k} + e^{ikx} a_k^\dagger \right).$$

(46)

We are ultimately interested in $L \to \infty$ — Eq. 46 becomes

$$\phi_R(x) = \int_0^\infty \frac{d\omega}{\sqrt{2\pi}} \frac{1}{\sqrt{2\omega}} \left( e^{i\omega x} a_\omega + e^{-i\omega x} a_\omega^\dagger \right), \quad \phi_L(x) = \int_0^\infty \frac{d\omega}{\sqrt{2\pi}} \frac{1}{\sqrt{2\omega}} \left( e^{-i\omega x} a_{-\omega} + e^{i\omega x} a_{-\omega}^\dagger \right).$$

B Characteristic Function

Consider the following density matrix

$$\rho(Q, Q') = N \exp \left\{ -\frac{1}{2} \left( \alpha Q^2 + \alpha^* Q'^2 - cQQ' \right) \right\},$$

(47)
where $\alpha = (\alpha_1 + i\alpha_2) \in \mathbb{C}$ and $c \in \mathbb{R}$. By using this density matrix one can define the $l$'th moment for an arbitrary operator $\mathcal{O}$ as

$$\langle \mathcal{O}^l \rangle = \text{tr}(\rho \mathcal{O}^l) \quad (48)$$

Now one can define a moment generating (characteristic) function

$$\text{CF}(\epsilon, t) \equiv \text{tr}(\rho e^{-i\epsilon\mathcal{O}}), \quad (49)$$

where $\epsilon$ is a real parameter. Moments of all orders can be derived from this characteristic function

$$\langle \mathcal{O}^l(t) \rangle = \left. \frac{\partial^l}{\partial (i\epsilon)^l} \text{CF}(\epsilon, t) \right|_{\epsilon=0} \quad (50)$$

The generating function for the position and momentum operators can be written in terms of creation and annihilation operators $a$ and $a^\dagger$ as follows:

$$\text{CF}(\epsilon, t) \equiv \text{tr}(\rho e^{-i\eta(\epsilon a + \epsilon^* a^\dagger)}), \quad (51)$$

where $\epsilon \in \mathbb{C}$ and $\eta \in \mathbb{R}$. This is also known as the Wigner characteristic function. The creation and annihilation operators can be written as

$$a = \frac{1}{\sqrt{2\Omega}} (\Omega Q + iP), \quad a^\dagger = \frac{1}{\sqrt{2\Omega}} (\Omega Q - iP). \quad (52)$$

By using this we can write

$$\text{CF}(\lambda, \mu) \equiv \text{tr}(\rho e^{-i(\lambda Q + \mu P)}), \quad (53)$$

where $\lambda = \eta(\epsilon + \epsilon^*)\sqrt{\Omega}/2$ and $\mu = i\eta(\epsilon - \epsilon^*)/(\sqrt{2\Omega})$. By using the commutation relation ($[Q, P] = i$), the exponent in 53 can be expanded as

$$e^{-i(\lambda Q + \mu P)} = e^{-\frac{i}{2}\mu P} e^{-i\frac{1}{2}\mu^* P} e^{-i\lambda Q} e^{-\frac{1}{2}i\lambda^* P} e^{-\frac{i}{2}i\lambda^* P} e^{-\frac{1}{2}i\lambda^* P} e^{-\frac{i}{2}i\lambda^* P} e^{-\frac{i}{2}i\lambda^* P}$$

$$= e^{-\frac{i}{2}\mu P} e^{-i\lambda Q} e^{-\frac{1}{2}i\lambda^* P} e^{-\frac{i}{2}i\lambda^* P} e^{-\frac{i}{2}i\lambda^* P} \quad (54)$$

Now we will evaluate the trace in the position representation, where

$$Q|Q'\rangle = Q'|Q'\rangle \quad (55)$$

$$\langle Q'|Q''\rangle = \delta(Q' - Q'') \quad (56)$$

$$\int_{-\infty}^{\infty} dQ'|Q'\rangle\langle Q'| = 1 \quad (57)$$
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Furthermore,

\[
e^{\frac{1}{2}i\mu P}|Q'\rangle = |Q' - \frac{\mu}{2}\rangle \tag{58}
\]
\[
\langle Q'|e^{\frac{1}{2}i\mu P} = \langle Q' + \frac{\mu}{2}| \tag{59}
\]

Using these we get from [53]

\[
\text{CF}(\lambda, \mu) = \text{tr} e^{-\frac{1}{2}i\mu P} \rho e^{-\frac{1}{2}i\mu P} e^{-i\lambda Q} \tag{60}
\]
\[
= \int e^{-i\lambda Q'} |Q' - \frac{\mu}{2}| \rho |Q' + \frac{\mu}{2}\rangle dQ' \tag{61}
\]

Now plugging the density matrix (Eq. 47) in the above expression and performing the gaussian integrals we get

\[
\text{CF}(\lambda, \mu) = \exp \left\{ -\frac{A}{2} \lambda^2 - \frac{A'}{2} \mu^2 + B\mu\lambda \right\} \tag{62}
\]

where the parameters \( A, A' \) and \( B \) are

\[
A = \frac{1}{2(\alpha_1 - c)} \tag{63}
\]
\[
A' = \frac{|\alpha|^2 - c^2}{2(\alpha_1 - c)} \tag{64}
\]
\[
B = -\frac{\alpha_2}{2(\alpha_1 - c)}. \tag{65}
\]

These parameters are related to the correlators as follows:

\[
\langle QQ\rangle = -\frac{\partial^2}{\partial \lambda^2} \text{CF}(\lambda, \mu)\bigg|_{\mu = \lambda = 0} = A \tag{66}
\]
\[
\langle PP\rangle = -\frac{\partial^2}{\partial \mu^2} \text{CF}(\lambda, \mu)\bigg|_{\mu = \lambda = 0} = A' \tag{67}
\]
\[
\frac{1}{2}\langle QP + PQ\rangle = -\frac{\partial^2}{\partial \mu \partial \lambda} \text{CF}(\lambda, \mu)\bigg|_{\mu = \lambda = 0} = B \tag{68}
\]

### C Correlation Functions

The central objects are the system correlators \( \langle \hat{O}_\alpha(t_1)\hat{O}_\beta(t_2)\rangle \), where \( \hat{O}_{\alpha, \beta} = Q \) or \( P \). A key role is played by the \( Q_p \) correlator, \( \langle Q_p(t_1)Q_p(t_2)\rangle \). Explicitly,

\[
Q_p(t) = \int_0^\infty \frac{d\omega}{\sqrt{2\pi} \sqrt{2\omega}} \frac{1}{\sqrt{2\omega}} \left[ f(\omega) e^{-i\omega t} a_\omega + f(-\omega) e^{i\omega t} a_\omega^\dagger \right] \quad \text{with} \quad f(\omega) = \frac{i\omega 2\sqrt{2\Gamma}}{\omega^2 + i2\Gamma \omega - \omega_0^2}. \tag{69}
\]

Using that the bath is taken to be initially in its ground state, one obtains

\[
\langle Q_p(t_1)Q_p(t_2)\rangle = \frac{2\Gamma}{\pi} \int_0^\infty d\omega \ e^{-i\omega(t_1 - t_2)} \frac{\omega}{(\omega^2 - \omega_0^2)^2 + (2\Gamma \omega)^2}. \tag{69}
\]
Carrying out the integral(s), one obtains

\[
\langle Q_p(t_1)Q_p(t_2) \rangle = I_1 + iI_2
\]  

(70)

where

\[
I_1 = -\frac{1}{4\pi \sqrt{\Gamma^2 - \omega_0^2}} \left( 2 \left[ \sin(\tau \omega_+) \text{Si}(\tau \omega_+) - \sin(\tau \omega_+^*) \text{Si}(\tau \omega_+^*) \right]
+ \cos(\tau \omega_+) \left[ \text{Ci}(\tau \omega_+) + \text{Ci}(-\tau \omega_+) \right] - \cos(\tau \omega_+^*) \left[ \text{Ci}(\tau \omega_+^*) + \text{Ci}(-\tau \omega_+^*) \right] \right),
\]

\[
I_2 = \frac{1}{i(4\sqrt{\Gamma^2 - \omega_0^2})} \left( \sin(\omega_+ \tau) - \sin(\omega_+^* \tau) \right) .
\]  

(71)

In the above equation, \( \omega_+ = \sqrt{\omega_0^2 + 2\Gamma(-\Gamma + \sqrt{\Gamma^2 - \omega_0^2})} \), \( \omega_+^* = \sqrt{\omega_0^2 - 2\Gamma(-\Gamma + \sqrt{\Gamma^2 - \omega_0^2})} \), \( \tau = t_1 - t_2 \), and \( \text{Si}(z) \) (\( \text{Ci}(z) \)) is the sine-integral (cosine-integral) function [54]. We also compute the other correlators:

\[
\langle \dot{Q}_p(t_1)Q_p(t_2) \rangle = J_1 + iJ_2,
\]  

(72)

where

\[
J_1 = -\frac{1}{4\sqrt{2\pi} \sqrt{\Gamma^2 - \omega_0^2}} \left\{ 2 \left[ \omega_+ \cos(\tau \omega_+) \text{Si}(\tau \omega_+) - \omega_+^* \cos(\tau \omega_+^*) \text{Si}(\tau \omega_+^*) \right]
- \omega_+ \sin(\tau \omega_+) \left[ \text{Ci}(\tau \omega_+) + \text{Ci}(-\tau \omega_+) \right] + \omega_+^* \sin(\tau \omega_+^*) \left[ \text{Ci}(\tau \omega_+^*) + \text{Ci}(-\tau \omega_+^*) \right] \right\},
\]

\[
J_2 = \frac{1}{i(4\sqrt{\Gamma^2 - \omega_0^2})} \left( \omega_+ \cos(\omega_+ \tau) - \omega_+^* \cos(\omega_+^* \tau) \right).
\]  

(73)

Similarly we get

\[
\langle \dot{Q}_p(t_1)\dot{Q}_p(t_2) \rangle = K_1 + iK_2,
\]  

(74)

where

\[
K_1 = -\frac{1}{8\pi \sqrt{\Gamma^2 - \omega_0^2}} \left\{ 2 \left[ \omega_+^2 \sin(\tau \omega_+) \text{Si}(\tau \omega_+) - \omega_+^2 \sin(\tau \omega_+^*) \text{Si}(\tau \omega_+^*) \right]
+ \omega_+^2 \cos(\tau \omega_+) \left[ \text{Ci}(\tau \omega_+) + \text{Ci}(-\tau \omega_+) \right] - \omega_+^2 \cos(\tau \omega_+^*) \left[ \text{Ci}(\tau \omega_+^*) + \text{Ci}(-\tau \omega_+^*) \right] \right\},
\]

\[
K_2 = \frac{1}{i(4\sqrt{\Gamma^2 - \omega_0^2})} \left( \omega_+^2 \sin(\omega_+ \tau) - \omega_+^2 \sin(\omega_+^* \tau) \right).
\]  

(75)

All combinations of

\[
\langle Q(t_1)Q_p(t_2) \rangle = 0
\]  

(76)

and

\[
\langle QQ \rangle = \frac{1}{2\Omega}, \quad \langle \dot{Q}\dot{Q} \rangle = \frac{1}{2\Omega}.
\]  

(77)
Finally, note that to carry out the computations discussed in the paper, we need equal time correlators as mentioned in Eq. 26. But in the limit $t_1 \to t_2$, they are typically divergent. To regularize the integral, we have used a cutoff $\tau_c$.
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