Simulated Bars May Be Shorter but Are Not Slower Than Those Observed: TNG50 versus MaNGA
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Abstract

Galactic bars are prominent dynamical structures within disk galaxies whose size, formation time, strength, and pattern speed influence the dynamical evolution of their hosts\textsuperscript{5} galaxies. Yet, their formation and evolution in a cosmological context is not well understood, as cosmological simulation studies have been limited by the classic trade-off between simulation volume and resolution. Here we analyze barred disk galaxies in the cosmological magnetohydrodynamical simulation TNG50 and quantitatively compare the distributions of bar size and pattern speed to those from MaNGA observations at $z = 0$. TNG50 galaxies are selected to match the stellar mass and size distributions of observed galaxies, to account for observational selection effects. We find that the high resolution of TNG50 yields bars with a wide range of pattern speeds (including those with $\geq 40$ km s\textsuperscript{-1} kpc\textsuperscript{-1}) and a mean value of $\sim 36$ km s\textsuperscript{-1} kpc larger than those from observations by only 6 km s\textsuperscript{-1} kpc\textsuperscript{-1}, in contrast with previous lower-resolution cosmological simulations that produced bars that were too slow. We find, however, that the bars in TNG50 are on average $\sim 35\%$ shorter than observed, although this discrepancy may partly reflect the remaining inconsistencies in the simulation-data comparison. This leads to higher values of $R = R_{\text{corot}}/R_b$ in TNG50, but points to simulated bars being too short rather than too slow. After repeating the analysis on the lower-resolution run of the same simulation (with the same physical model), we qualitatively reproduce the results obtained in previous studies: this implies that, along with physical model variations, numerical resolution effects may explain the previously found slowness of simulated bars.

Unified Astronomy Thesaurus concepts: Barred spiral galaxies (136); Disk galaxies (391); Galaxies (573)

1. Introduction

Bars, linear features in the stellar surface brightness at the center of galaxies, are commonly observed in disk galaxies (e.g., Masters et al. 2011; Erwin 2018). They affect the appearance of their host galaxy, and how they dynamically evolve (e.g., Lynden-Bell & Kalnajs 1972; Weinberg 1985; Athanassoula 2003; Kormendy & Kennicutt 2004; Minchev & Famaey 2010; Sellwood 2014; Chiba et al. 2021; Garma-Oehmichen et al. 2021). Bars can form via various channels: (a) instabilities in self-gravitating stellar disks (e.g., Hohl 1971; Ostriker & Peebles 1973), (b) tidal perturbations by flyby perturbers such as satellite galaxies (Noguchi 1987; Miwa & Noguchi 1998; Peschken & Łokas 2019; Łokas 2021), or (c) a combination of the two (Miwa & Noguchi 1998). After their formation, they evolve by interacting with the rest of their host galaxy, both its stellar (Athanassoula 2003) and dark matter components (Tremaine & Weinberg 1984a). Bars are often assumed to form such that they fill their corotation radius $R_{\text{corot}}$, i.e., their size $R_b$ extends to the radius in the disk where stars on circular orbits orbit about the galactic center at the bar’s angular speed. Moreover, it is often assumed that the two main processes involved in their subsequent evolution are (a) dynamical friction, slowing down the bar with only modest growth—if any\textsuperscript{6} (Weinberg 1985; Debattista & Sellwood 2000), and (b) trapping disk stars, leading the bar to both grow and slow down (e.g., Athanassoula 2003).

In observations, we can only measure the detailed properties of the bars (size, pattern speed, strength) for external galaxies at $z \approx 0$ (Debattista et al. 2002; Corsini et al. 2003; Aguerri et al. 2009, 2015; Font et al. 2017; Guo et al. 2019; Williams et al. 2021) and for the Milky Way (Bovy et al. 2019; Sanders et al. 2019; Hinkel et al. 2020), i.e., after they have formed and evolved until their present-day state. To draw conclusions on their histories requires us to use strong assumptions and to work with distance-independent quantities, such as the ratio of the corotation radius to bar size $R = R_{\text{corot}}/R_b$ (Elmegreen et al. 1996). Assuming that bars form with $R_b = R_{\text{corot}}$ and that dynamical friction and bar growth are the only two processes affecting a bar, a large $R$ has been interpreted as a bar that slowed down a lot by dynamical friction, and a small $R$ has been interpreted as a faster bar (with the boundary at $R \approx 1.4$). Presuming dark matter absorbs angular momentum via dynamical friction, such reasoning has been typically used to draw conclusions on the inner dark matter content of barred galaxies. However, the uncertainties on $R_b$ and $R_{\text{corot}}$ can be large, and the definition of $R_b$ affects the resulting $R$ value, leading to controversial interpretations on whether some

\textsuperscript{6} The bar can adjust its shape in reaction to angular momentum loss (Weinberg & Tremaine 1983).
observed galaxies have “ultrafast”\(^7\) or “slow” bars (e.g., Cuomo et al. 2021). Therefore, the definition-dependent values taken by \(R\), in the absolute sense, give only limited insights on the evolution of barred galaxies. However, comparisons with simulations using the same bar size definition might help with understanding the processes of setting the bar properties.

The controlled simulations of improved realism have shown that the picture from the previous paragraph may be too simple. More than only two processes can affect the dynamics of bars: for instance, when galaxies contain gas (Berentzen et al. 1998, 2007; Villa-Vargas et al. 2010; Athanassoula et al. 2013; Bi et al. 2022), this could exchange angular momentum, or destabilize the bar (Hasan et al. 1993), the latter being unlikely in realistic systems (Shen & Sellwood 2004). The matter content of a galaxy (and its halo) is not the only important aspect setting bar properties, as their kinematic state also matters (Athanassoula 2003).

In a cosmological context, the properties of bars at formation are not well understood, and bars may not form, filling their corotation radius as commonly assumed (Bi et al. 2022). Mergers and satellites may also exchange angular momentum, energy, and mass, and hence may affect the bar properties (Gerin et al. 1990; Bortolas et al. 2020, 2021; Ghosh et al. 2021) in complex ways: by affecting the bar pattern speed (Miwa & Noguchi 1998; Martinez-Valpuesta et al. 2017), by enhancing its strength (e.g., at pericenter passage), or by destroying it (by bringing large mass of ex situ stars to the central part of the galaxy). These processes in turn can affect the bar fraction, which has been extensively used as a test for cosmological simulations (Algorry et al. 2017; Peschken & Łokas 2019; Rosas-Guevara et al. 2020, 2022; Zhao et al. 2020; Reddish et al. 2022; Zhou et al. 2020) such as EAGLE (Schaye et al. 2015), Illustris (Vogelsberger et al. 2014), TNG100 (Pillepich et al. 2018a; Marinacci et al. 2018; Naiman et al. 2018; Nelson et al. 2018; Springel et al. 2018), NewHorizon (Dubois et al. 2021), and TNG50 (Nelson et al. 2019a; Pillepich et al. 2019). However, fully cosmological simulations have so far been reported to produce galactic bars that are too slow\(^8\) (Algorry et al. 2017; Peschken & Łokas 2019; Roshan et al. 2021b), even though the observational and simulation galaxy samples put in comparison so far have different distributions of properties (mass, size, etc.), which could partly account for differences between observations and simulations. State-of-the-art zoom-in simulations such as AURIGA (Grand et al. 2017) and NIHAO (Buck et al. 2020) have more recently produced galaxies with bars that rotate with large pattern speeds and that extend to their corotation radii (Fragkoudi et al. 2021; Hilmi et al. 2020). This suggests that either the numerical resolution or the subgrid physics influences the pattern speed of bars, or both (Fragkoudi et al. 2021).

However, to match the observations and to truly see whether simulations produce realistic bar properties (and their distributions), one requires a large sample of simulated galaxies that are selected in a way similar to the observed galaxies. In an attempt to perform a fair comparison, here we use the TNG50 simulation (Nelson et al. 2019b; Pillepich et al. 2019) that reaches zoom-in-like resolution in a large volume (~50 Mpc simulation box). We contrast it to data from the SDSS (Albareti et al. 2017) MaNGA (Bundy et al. 2015) survey, where the galaxies targeted for spectroscopic observations have a simple selection function (Wake et al. 2017), and where galaxy properties were determined homogeneously (similar observational setup, unique pipeline, same analysis tools). The barred MaNGA galaxies were identified via visual inspection, and their strengths, pattern speeds, and sizes were estimated in Guo et al. (2019). In the following, we select galaxies in TNG50 that match the observational properties of the observed sample in the stellar mass—effective radius plane, and compare the distributions of the bar properties.

We present the observed and simulated galaxy data in Section 2. In Section 3, we compare the bar size, pattern speed, and \(R\) value distributions in the TNG50 simulation to those in the MaNGA observations. We repeat the analysis with the same simulated volume and physical model, but we run it at a lower resolution in Section 4. We discuss possible origins for (a) the matches and mismatches between TNG50 and observations, and (b) the previous mismatches in previous literature in Section 4; and then we summarize the results and give an outlook in Section 5. We include a series of appendices detailing the derivation of the pattern speeds (Appendix A), exploring more deeply the effects of both stellar mass estimates (Appendix B), and exploring more deeply the effects of numerical resolution (Appendix C).

2. Observed and Simulated Barred Galaxy Samples

To compare the distributions of bar properties in the simulations to those in the observations, we must choose an observed galaxy sample where the selection criteria and definitions of relevant quantities can be approximately matched in the simulations. Here we use the observed sample of Guo et al. (2019, hereafter G19) and the bar properties they derive, and we reproduce these observational measurements and selection with TNG50.

2.1. Barred External Galaxies: The MaNGA Sample

We use the sample of barred galaxies presented in G19, which consists of 53 barred galaxies in the thirteenth data release of SDSS-IV (Albareti et al. 2017; Blanton et al. 2017) MaNGA (Bundy et al. 2015) survey. The galaxies selected for MaNGA integral field unit (IFU) observations satisfy simple selection criteria: cuts in photometric estimates of stellar mass, and galaxy size requirements to match the IFU sizes (Wake et al. 2017).

The barred sample presented in G19 involves further selection steps (detailed in their Section 3.1), which we summarize here. In particular one of the selection steps involves a human action in the classification of “barred” and “unbarred” from galaxy images in Galaxy Zoo2 (Willett et al. 2013; yielding 234 galaxies), with subsequent additional filtering of the galaxies requiring strong bars to be detected in at least 2 SDSS bands (bringing the sample down to 168 galaxies), for which bar properties should be measurable by G19, which requires conditions on the bar orientation to be satisfied and good quality velocity maps (leading to a final sample of 53 galaxies). The total stellar mass–size distribution of these galaxies (barred and main sample) is displayed in the middle panel of Figure 1.

---

\(^7\) Term used when \(R < 1\).

\(^8\) In this work, we use slow and fast in the absolute sense, fully set by the pattern speed \(\Omega_b\), although the literature cited here mostly use slow for \(R > 1.4\).
The MaNGA sample of barred galaxies presented in Guo et al. (2019) has several spectro-photometric estimates of stellar mass ($M_*$) using different methods (e.g., Pace et al. 2019), sizes ($R_{e,SDSS}$) in the SDSS-r band, mass-weighted bar pattern speeds ($\Omega_p$), and bar sizes ($R_b$). We chose to work with the stellar mass estimate of Pace et al. (2019) in this work, but also show results with different estimates in the Appendix B. Pace et al. (2019) obtained stellar masses by modeling stellar populations in order to match the spatially resolved observed integrated spectra in the IFU aperture and the photometry of the observations. They use a large library of star formation histories and the associated optical spectra to fit the spectral energy distributions in the MaNGA galaxies. Pace et al. (2019) then derive (1) an estimate of the stellar mass within the IFU aperture, and (2) an estimate of the total stellar mass, correcting for the unseen mass outside of the IFU aperture. For illustrative purposes, we use the total mass (aperture-corrected) in the first two panels of Figure 1. However, for the quantitative work in Section 2.3 and the right panel of Figure 1, we use the mass inside of the IFU aperture as the fiducial choice.

G19 published pattern-speed and bar size values estimated via different methods. We choose to work with the mass-weighted pattern speed derived from the photometric position angle of the disk because G19 report systematically underestimated pattern speeds when using kinematically derived position angles.

These quantities inferred from observations come with observational uncertainties. Folding in the uncertainties in $\Omega_p \sin(i)$ and those of the inclination measurement in G19, one finds median uncertainties on the pattern speeds ($\Omega_p$) of $\sigma_{\Omega_p} \approx 22 \, \text{km s}^{-1} \text{kpc}^{-1}$. However, independent analyses of galaxies with a common subset to this sample report pattern-speed values different by $\sim 10 \, \text{km s}^{-1} \text{kpc}^{-1}$, implying the presence of systematic errors. These errors are most likely sensitive to the measurements of the position angle of the bars (Guo et al. 2019; Garma-Oehmichen et al. 2021).

After visually inspecting all the galaxies in this sample, we find that, for 4–7 galaxies, the bar size measurements appear counterintuitive: namely, the quoted bar size in Guo et al. (2019) seems inconsistent with an SDSS-r image of the galaxy, or the galaxy’s inclination measurement seems unrealistic. We chose to keep working with these data because we could not identify a clear procedure or algorithm to support discarding them nor a way to improve the measurement. However, because most of the ambiguous systems are those with high inclination measurements, we do plot the high-inclination systems’ ($i > 60^\circ$) contributions to the distributions of bar properties in a different color, so that they can still be separated when interpreting the resulting figures.

### 2.2. Barred Simulated Galaxies: The TNG50 Sample
#### 2.2.1. The TNG50 Simulation

The TNG50 simulation (Nelson et al. 2019b; Pillepich et al. 2019) is a high-resolution cosmological magnetohydrodynamical (MHD) simulation reaching a zoom-in resolution in a fully cosmological context. It includes the coupled effects of gravity, MHD, star formation, gas cooling and heating, and feedback from stars and supermassive black holes (Weinberger et al. 2017; Pillepich et al. 2018b). The latter were designed to reproduce global properties of galaxies and galaxy populations (e.g., the $z = 0$ galaxy stellar mass function and stellar-to-halo mass relation and the star formation rate density across time) but not the details of their inner content such as bar properties, which are then predictive (and that we set out to test here). Stellar feedback leads galactic outflows via star formation-driven kinetic, decoupled winds. The supermassive black hole feedback works in a thermal quasar (kinetic wind) mode at high (low) accretion rates. TNG50 reaches zoom-in numerical resolution with a baryonic (dark) mass of $\sim 8.5 \times 10^4 M_\odot$ ($4.5 \times 10^5 M_\odot$) and a cell size of 70–140 pc on average in star-forming regions. The simulation box is large enough ($L = 51.7$ Mpc with $h = 0.6774$) so that, at $z = 0$, over 130 galaxies in the stellar mass range $10^{10} M_\odot \lesssim M_* \lesssim 10^{11.5} M_\odot$ have a disk and bar, allowing a statistical study of the bars in the simulation.
2.2.2. Identifying TNG50 Barred Galaxies

We construct a sample of barred galaxies in the final snapshot (z = 0) of the TNG50 simulation by building on the methodology presented in Rosas-Guevara et al. (2020). We project each galaxy face on with the stellar angular momentum vector pointing to increasing the height above the disk midplane; we select disk galaxies, i.e., supported by rotation, by imposing that over 40% of the stars have circularities \( \geq 0.7 \) (Genel et al. 2015). We measure the strength of the Fourier modes of the stellar surface density \( A_m(R) \) for \( m = (0, 2, 4, 6) \) as a function of galactocentric radius, and define the \( m = 2 \) strength, \( A_{2, \max} \), as \( A_{2, \max} = \max(A_2(R)/A_0(R) \mid R < R_{\max, \text{def}}) \), where \( R_{\max, \text{def}} \) is a visually imposed maximum radius of the bar extent (this cut proved necessary to impose for some ambiguous cases like spiral galaxies). We consider the galaxies where \( A_{2, \max} > 0.2 \) to be barred, and utilize their present-day properties in the remainder of this work.

2.3. Selecting and Matching Galaxies for Comparisons

To quantitatively compare the simulations to the observations, it is crucial for the two data sets to undergo the same selection. This is particularly relevant when the selection depends (directly or indirectly) on the central mass distribution (in this context, the size and the mass inside the aperture), because it is made up by the central bar. As mentioned above, some selection criteria are approximately reproducible (stellar mass, size), but human decision cannot be reproduced (specifically the bar classification). To approximately bring the observed and simulated sample together, we match the TNG50 galaxies to the properties that enter the selection of the observed galaxies (i.e., only mass and size). For each observed barred galaxy \( J_{\text{bars}} \), we find the 5 nearest TNG50 barred galaxies in the stellar mass–effective radius plane, irrespective of whether they are central or satellite. We could employ a different matching method but find that this procedure reproduces sufficiently well the distributions in the mass–radius plane.

**Stellar mass.** To minimize the possible systematics in the model of the stellar mass outside of the IFU in Pace et al. (2019), we only use and measure the stellar mass inside of an aperture of the same size (IFU size) in TNG50 galaxies (and test two other stellar-mass matching procedures in Appendix B). The stellar mass enclosed in an IFU aperture \( R_{\text{IFU}} \) is as follows:

\[
M_{*, \text{IFU}} = \sum_i m_{*,b}(R_i),
\]

where the sum is taken over the masses of all stellar particles bound to the galaxy, and the binning function is such that

\[
b(R) = \begin{cases} 
1 & \text{if} \, 0 < R < R_{*, \text{IFU}}^b \\
0 & \text{otherwise}.
\end{cases}
\]

The IFU aperture is calculated in physical size for each observed galaxy from the number of fibers used to observed each galaxy, the fiber size, and the distance to each galaxy. The diameter of a single fiber is \( \approx 2'' \) (Dror et al. 2015). The diameter of the full aperture goes as \( \sqrt{N_{\text{fibers}}} \), where \( N_{\text{fibers}} \) is the number of fibers, and its relation to the total diameter of a field is a documented data product (Law et al. 2016). As observed galaxies can be at different distances and be observed with different apertures, the mass inside the IFU aperture is recalculated for each TNG50 barred galaxy every time a comparison with a new observed galaxy \( J_{\text{bars}} \) is made, such that a single TNG50 galaxy can have several different values for its mass inside IFU. The IFU apertures were designed to cover at least 1.5 and 2.5 Petrosian radii (Petrosian 1976) of (most) galaxies. Therefore, the difference between the total stellar mass of a galaxy and its mass inside the IFU aperture is very small.

**Stellar size.** To match observed and simulated galaxies based on stellar sizes, we use for TNG50 galaxies the circularized half-light radii in the SDSS–r band from face-on projections (Pillepich et al. 2019). The stellar light is forward modeled by summing the emission from single stellar populations of a given age, initial mass (assumed to come from a Chabrier distribution), and metallicity (Vogelsberger et al. 2013). Here the effects of dust are neglected for the matching, even though it could have nonnegligible effects in the determination of galaxy sizes (Nelson et al. 2018; de Graaff et al. 2021).

The matching procedure described above produces a sample of 79 unique simulated barred galaxies from TNG50 that have a similar mass–size distribution as the observed sample used to make the comparison of the bar properties; see Figure 1. This approach ensures such a comparison to be meaningful, or at least not to be affected by systematic trends of bar properties with other galaxy properties. A single TNG50 galaxy can be matched with several MANGA galaxies but this procedure does not induce a full degeneracy: matching parameters differ on observations (size of the IFU radius to calculate the mass enclosed within that radius) and distance, affecting both the selection and (later on) the bar size measurement. In the left panel of Figure 1, we circle in green the galaxies used in the main analysis. At a given size (mass), the greater mass (size) galaxies have a higher probability to be selected compared to the underlying distribution. If this trend is correct, this highlights the importance of matching galaxies before doing comparisons.

2.4. Defining and Quantifying Bar Properties

With the above match between observed external galaxies to those in TNG50, we define a set of properties of the bars that are measurable from the simulations and that are analogous to those in observations.

1. The bar strength, \( A_{2, \max} \), is defined in Section 2.2 as the maximum of the normalized \( m = 2 \) Fourier mode in the mass distribution, \( A_{2, \max} = \max(A_2(R)/A_0(R)) \).

2. The bar size, \( R_{\text{b}} \), follows G19’s definition for a straightforward comparison with observations. It is the radius where

\[
\frac{I_b(R_b)}{I_b(R_{\text{b}}^*)} = 0.5 \times \left[ \left( \frac{I_b}{I_b^*} \right)_{\text{max}} - \left( \frac{I_b}{I_b^*} \right)_{\text{min}} \right] + \left( \frac{I_b}{I_b^*} \right)_{\text{min}},
\]

where the bar amplitude is \( I_b = A_0 + A_2 + A_4 + A_6 \), and the inter-bar amplitude is \( I_{ib} = A_0 - A_2 + A_4 - A_6 \), where \( A_m \) is the Fourier amplitude of the \( m \) modes in the light distribution, detailed in Section 2.5.

3. The bar pattern speed, \( \Omega_p \), is the rate of change of the phase of the \( m = 2 \) Fourier mode. We obtain it from individual snapshots by using the continuity equation on the mass density and velocity field. This method is conceptually
3. The horizontal dashed lines show the bar extent derived from the mass and PSF-convolved light profiles respectively. The vertical lines represent the bar length as measured from the mass and PSF-convolved light profiles respectively.

4. The bar corotation radius, $R_{\text{corot}}$, is the radius at which a star on a circular orbit has the same angular velocity as the bar, i.e., the radius where $\Omega_p = \Omega_{\text{circ}}(R)$. We measure the circular velocity $v_{\text{circ}}(R) = \sqrt{GM(R)/R}$ from the spherically averaged total enclosed mass inside a radius $R$. This definition is different from that for the observed MaNGA galaxies, for which $v_{\text{circ}}$ was determined using Jeans anisotropic modeling and velocity maps obtained from the integrated field units spectra (Cappellari 2008). We have also measured the circular velocity curve from a fit of the midplane potential (with AGAMA; Vasiliev 2019) given the matter distribution in the simulation and find no significant difference in the main results of this work.

5. The $R$ value is the dimensionless ratio of the corotation radius to the bar extent, $R = R_{\text{corot}}/R_b$.

2.5. Light-weighted Bar Sizes

We obtain the light-weighted bar sizes anticipated in Section 2.4 after emulating SDSS-like synthetic face-on images of TNG50 galaxies following the methodology described in Rodriguez-Gomez et al. (2019). In summary, the old stellar particles are assumed to be coeval stellar populations with spectra given by Bruzual & Charlot (2003), and the young stellar particles are assumed to be star-forming regions with spectra models from Groves et al. (2008). The effects of dust attenuation and scattering are modeled with SKIRT (Baes et al. 2011; Camps & Baes 2015). Because there is no dust in the simulation, star-forming gas is used as a proxy for dust, assuming a dust-to-metals ratio of 0.3. Rodriguez-Gomez et al. (2019) found that the optical morphologies of IllustrisTNG galaxies are within one standard deviation of their observational counterpart in PanSTARRS. So, whereas the identification of TNG50 barred galaxies is made based on the stellar mass distribution, the bar sizes are measured from the simulated galaxy mock images. By placing the simulated galaxies at the redshift of the observed galaxies that they are matched with (of median $z = 0.032$ and spread 0.02), we convolve the images in the SDSS-$r$ band with a point-spread function (PSF) of $1.3 \, \text{FWHM}$. An example of an image is shown in the top right panel of Figure 2, where the top left panel is the equivalent in surface density maps. We have also measured the circular velocity curve from a fit of the midplane potential (with AGAMA; Vasiliev 2019) given the matter distribution in the simulation and find no significant difference in the main results of this work.

Because there is no dust in the simulation, star-forming gas is used as a proxy for dust, assuming a dust-to-metals ratio of 0.3. Rodriguez-Gomez et al. (2019) found that the optical morphologies of IllustrisTNG galaxies are within one standard deviation of their observational counterpart in PanSTARRS. So, whereas the identification of TNG50 barred galaxies is made based on the stellar mass distribution, the bar sizes are measured from the simulated galaxy mock images. By placing the simulated galaxies at the redshift of the observed galaxies that they are matched with (of median $z = 0.032$ and spread 0.02), we convolve the images in the SDSS-$r$ band with a point-spread function (PSF) of $1.3 \, \text{FWHM}$. An example of an image is shown in the top right panel of Figure 2, where the top left panel is the equivalent in surface density maps. We have also measured the circular velocity curve from a fit of the midplane potential (with AGAMA; Vasiliev 2019) given the matter distribution in the simulation and find no significant difference in the main results of this work.

Equation (3) can have multiple solutions, in particular for galaxies with strong spirals. For the purpose of a fair comparison with G19, we follow their procedure and visually inspect the galaxy images choosing the solution of the bar size that seems closest to the visual extent of the bar. As a result of the restriction to the $r$ band, the pixel size, PSF, and dust extinction, the difference between the mass-weighted and light-weighted $A_2$ profiles varies from galaxy to galaxy. On average, the light-weighted bar size estimate is larger by 15%–20% than the mass-weighted estimate, across the entire stellar mass range.

Figures 3 and 4 show the TNG50 barred galaxies used in this work and mocked as if observed in SDSS.

---

9 Private communication with Rui Guo clarifying the procedure used in G19.
Figure 3. SDSS $r$-band image stamps of the TNG50 simulated galaxies that are matched to MaNGA observed galaxies and are used in this analysis. They are seen face on and are annotated by their subhalo IDs and their log stellar mass per $M_\odot$. In the top left panel, a white horizontal segment gives the scale of 1 kpc.
3. Comparisons of Observed versus Simulated Bar Properties

We now have a sample of barred galaxies in TNG50 that have a similar distribution of the stellar mass and effective radius as the observed galaxies. We evaluate bar sizes, pattern speeds, and corotation radii as described in Section 2.4 and compare their distributions in TNG50 to those in MaNGA. This comparison is shown in Figure 5. To assess the importance of
the differences between the mean properties of bars in the simulations and in the observations, we compute the approximate statistical uncertainties on the mean properties of the bars. The uncertainties are evaluated by bootstrapping the same number of points 5000 times with replacement, recomputing the mean properties, and taking the standard deviation of these means.

The pattern speeds of TNG50 simulated galaxies cover the range of those observed well, including pattern speeds as large as \( \sim 40 \text{ km s}^{-1} \text{ kpc}^{-1} \). However, TNG50 pattern speeds are 15\% higher on average with \( \langle \Omega_p \rangle \approx 1.17 \langle \Omega_p^{\text{MaNGA}} \rangle \). We discuss in Section 5 how this agreement could be affected by the mass matching: the pattern speeds have a small correlation with stellar mass, so the histogram could be displaced left or right depending on the definition of stellar mass adopted for matching.

Similarly, the corotation radii seem to be drawn from similar distributions (see Figure 5, second panel). The better agreement between the corotation radii than that of the pattern speeds indicates that the inner mass profile in the simulations is different from that in the observations.

In fact, the bar sizes in the simulation are distinctly smaller than those in the observations by a factor of \( \sim 1.5 \) in the mean (Figure 5, third panel). This significant mismatch could have several origins. Either the detailed selection of galaxies as barred is inconsistent, as it uses different methods in simulations and observations (algorithmic in the simulation, human in the observations), or the simulation physics could overproduce short bars (see Section 5).

As an immediate consequence of the three previous comparisons, the \( R \) values are also larger in TNG50 than in MaNGA observations (Figure 5, rightmost panel). Qualitatively, this has been found for the EAGLE and Illustris simulations in previous studies (e.g., Algorry et al. 2017; Peschken & Łokas 2019). We also find qualitatively similar pattern speeds as Roshan et al. (2021b), who also analyzed barred galaxies in TNG50, even if with a different galaxy selection. But, compared to that work, we find larger bar size measurements, as these are affected by the galaxy selection, the conversion of mass to light, and the bar size definition. However and importantly, here we claim that the larger \( R \) values in TNG50 galaxies than in MaNGA arise not because the simulated bars are slower, but rather because they are smaller.

We note that the definition of the bar size strongly influences the values obtained for \( R \), and a definition of the bar size more closely related to bar orbits would need to be done to interpret the exact values of \( R \) in terms of bar evolution processes.

4. Effects of Numerical Resolution

To investigate whether the numerical resolution of the simulation plays a role in the distributions of the bar properties, we repeat the analysis with the lower-resolution run of the TNG50 simulation (TNG50-2): TNG50-2 has a mass (spatial) resolution worse than the high-resolution run TNG50 (aka TNG50-1) by a factor of \( 8 (2) \).

We repeat the matching and measurement procedure described in Section 2: we match TNG50-2 barred galaxies to the mass–size plane of the observed sample, produce SDSS-r band mock images, and measure the bar sizes and pattern speeds.

We find that, based on the same selection criteria, the pattern speeds of the bars in the lower-resolution run TNG50-2 are on average lower than those in the observed galaxies by a factor 2: see Figure 6. Moreover, the pattern speeds of the lower-resolution bars in TNG50-2 do not reach as high values as TNG50 and observed galaxies. The corotation radius distribution differs significantly from that of the observed galaxies. However, the bar sizes have a similar distribution to the MaNGA observations (excluding again the very long observed bars), and the average \( R \) value is higher in the simulation by a factor 2. Qualitatively similar conclusions would be derived if, instead of directly matching TNG50-2 galaxies to the observed MaNGA sample, we inspect the bar properties of the low-resolution counterparts of the TNG50 galaxies used throughout this analysis (see Section C.1).

Our results are qualitatively in line with previous literature results based on the previous generations of cosmological simulations, such as EAGLE and Illustris (e.g., Algorry et al. 2017; Peschken & Łokas 2019; Roshan et al. 2021b), which have a similar (or inferior) resolution compare to TNG50-2: at low resolution, bars are too slow, both in the physical sense (low pattern speed), and in the \( R \) sense (they do not fill their corotation radius).

However, the conclusion we come to here is that numerical resolution plays a central role in determining bar properties in \( z \sim 0 \) galaxies. Here, we (at least partly) attribute the \( R \)-value discrepancy between previous, low-resolution simulations and
observations to their numerical resolution being too low and, in fact, too low to fully hold the physical choices responsible, as instead previously claimed (Fragkoudi et al. 2021; Roshan et al. 2021b), in terms of either baryonic physics or the dark matter model.

Additional arguments in this direction and to the effects of numerical resolution on simulated bar properties are given in Appendix C: there, we show that a longer gravitational softening length decreases the forces (and so rotation) and may lead to underdense inner regions (Section C.3). We also show that, within the galaxy-formation model and resolution of TNG50, the dominance of baryons within the inner regions of galaxies is only mildly lower in the low-resolution run and correlates only weakly with $R$ (Section C.4). However, at least in the case of the physical and numerical model of TNG50, even though the bar properties may be converging, we cannot say to what degree they are (non)converged at the resolution of TNG50 (as we could do with galaxy properties more generally; Pillepich et al. 2019). This is not possible because an even higher-resolution run would be required, as the lower-resolution runs that are available (e.g., TNG50-3 and TNG50-4) are too coarse to even allow us to extract the bar properties. These issues complicate the ultimate assessment as to how the bar properties also depend on aspects of the physical models (Fragkoudi et al. 2021; Roshan et al. 2021a).

5. Discussion

5.1. Taking Observations and Simulations on the Same Ground

TNG50 is the first cosmological simulation reaching zoom-in resolutions with a volume that is large enough to allow us to quantitatively compare the distributions of simulated galactic bar properties with observations. In this study, we have worked toward a consistent data–model comparison in three ways. We have done the following: (1) sampled the distributions of galaxy properties that enter the selection functions of the surveys, to reduce the systematic biases between samples before comparing them; (2) emulated images of the simulated galaxies in the same observed band and at the same angular resolution as in the observations, for consistent bar size measurements; and (3) used the same bar size definition as in the observations. To our knowledge, this is the first time that these steps have been accounted for in a systematic manner for the comparison of simulated and observed bar properties. In fact, these three steps are important for a number of reasons. First, the face-value distributions of galaxy and bar properties in observed samples are, by construction, biased. For example, massive galaxies are brighter and might be over-represented in observations, whereas the stellar mass function in a cosmological simulation box contains more low-mass galaxies. Since, on average, low-mass galaxies host bars with lower pattern speeds, comparing simulations to observations without carefully accounting for this effect could lead to the conclusions that the simulations produce too slow bars on average, without it being necessarily the case. Second, in this paper, we have found that measuring the bar size from the mass versus light profiles affects the measurement by 15%, with the light measurements exceeding the mass measurements at all stellar masses. Not doing a fair comparison could lead to the (erroneous) conclusion that simulated bars are too short (and in turn too slow, in the $R$ sense) without it being necessarily the case. In this work, we have accounted for these effects and still find that bars are shorter in the simulation by a factor $\sim 1.5$. For example, for the TNG50 Subhalo 229935 at $z = 0$, Equation (3) applied on the mass distribution yields a bar size of 1.9 kpc, which is consistent with the value quoted in Roshan et al. (2021b), whereas Equation (3) applied on the mock image yields a bar size of $\sim 3$ kpc (depending on which galaxy exactly it is matched to and of its distance to us, at given the image resolution).

We find that TNG50 bars’ corotation radii distribution matches reasonably well to that of the galaxies in the MaNGA sample, suggesting that the bars rotate at physically plausible speeds. This is an important step in understanding the dynamical secular evolution of disk galaxies in a cosmological context, as the pattern speeds are crucial in determining the effects of dynamical resonances. This means that the resonances in simulated disk galaxies should be at plausible places in the galaxies, so we can now use them to study the dynamical evolution of TNG50 disk galaxies and expect their physical effects to be plausible. However, because we also find that, on average, TNG50 bars are smaller than those in observations, it could weaken the effects of resonances to the outer disk of galaxies. Possible factors that could lead to shorter bars in the simulations are discussed below.

5.2. Bar Size Disagreements with Observations

On average, the bar sizes in TNG50 are smaller than those in the observations by $\sim 35\%$, and this is what drives the $R$ values to be larger. If this difference is physical, it can serve as a strong constraint for the physical choices made in cosmological
simulations. Below, we first list possible inconsistencies in the data–model comparisons, which are expanded in Section 5.3, and then qualitatively discuss the possible physical origins of this discrepancy.

First, despite our efforts in making a fair comparison, we did not exactly reproduce the procedure undergone by the data in the observations. The observations do not provide a direct view onto the physical systems of interest. Forward modeling the physical systems all the way down to observed quantities relies on simplifying choices and modeling assumptions in the mass–to-light conversion. In particular, the following is true:

1. The classification of barred galaxies, which were made by humans on galaxy images for the observed sample, could be biased toward longer bars because long bars are easier to see or are less ambiguous on images, and are better resolved than shorter bars. Erwin (2018) showed that the bars shorter than ~2.5 kpc are not resolved in SDSS, whereas our selection in the simulation was purely based on the strength of the Fourier $m = 2$ mode. We show two examples of short bars in TNG50 that would probably not be detected with the observational methods in Figure 14 in Appendix D. If we exclude, a posteriori, from the TNG50 matched sample those galaxies whose bars are shorter than 2.5 kpc (and reweight the galaxy matches accordingly), the average values of the pattern speeds, corotation radii, bar sizes, and $R$ values would then agree with the observations within 8%, 2%, 23%, and 15% respectively, reducing the bar size discrepancy by a factor $\sim$1.5 and that in $R$ value by a factor 3 (see the summary in Table 1). Additionally, G19 report a correlation between bar strength and bar size (longer bars are stronger), which we also find in TNG50 (and show in Figure 7). Compared to observed galaxies, simulated ones are shifted to lower bar sizes and thus lower bar strengths, because TNG50 bars are shorter than those in this observed sample. If this correlation is also present at the lower end in nature (which is suggested by the TNG50 bars), and if strong bars are easier to detect, this could imply another bias toward longer bars in the observed sample. Similarly, at the strong bar end, TNG50 does not produce bars as strong as those observed, which could point to physical ingredient issues in the simulations or discrepancies in the bar size measurement.

2. We have not simulated images for galaxies with the same inclinations as the observed galaxies. First, the classification of an observed galaxy as barred may depend on its inclination, and the presence of dust can affect both the detectability of bars and their size measurement. We find that including dust in the radiative transfer model doubles the number of systems with bar $A_2 \leq 0.1$ by a factor of 2 (see a couple of examples in Appendix D), and we would expect this effect to be stronger in inclined systems. On average, we find this effect to be only slightly stronger on short bars. Second, the procedure of determining a galaxy’s inclination, position angle, and bar size in the inclined image is a complex procedure that can propagate errors and biases, possibly increasing the bar size measurement and the other properties of the galaxies. Since the observed systems with the highest inclination measurements did not seem robust (visually checking the presence of a bar or the bar size measurement), we highlighted their contributions to the distributions of observed bar properties in black in Figure 5. Excluding these systems would decrease the mean bar size of the observed sample, but also reduce the mean corotation radius significantly, bringing the pattern speeds, corotation radii, bar sizes, and $R$ values to differ from the simulations by 7%, 15%, 28%, and 75% respectively, increasing the discrepancy between the simulations and observations in $R$ values.

3. The modeling of the galaxies’ light profiles relies on many assumptions. The least robust aspects of the conversion from mass to light are the young stars and the dust, which are sensitive to resolution and model uncertainties, whereas the light produced by the old stellar populations is better known. Since the latter is the dominant component of the stellar bars, it seems unlikely that the discrepancy between the bar sizes in the simulation and those in the observations comes from the conversion from stellar particles to light. We have tested (although do not show) the dependence on the bar size measurement on the dust model (by producing

| Averages                  | MaNGA* | TNGb | TNG-longc | Low Resd |
|---------------------------|--------|------|-----------|----------|
| $\Omega_p$ (km s$^{-1}$ kpc$^{-1}$) | 31 ± 4 | 36 ± 1 | 33 ± 1 | 14.6 ± 0.4 |
| $R_{cor}$ (kpc)           | 8.3 ± 0.7 | 7.8 ± 0.2 | 8.1 ± 0.2 | 15.4 ± 0.3 |
| $R_b$ (kpc)               | 6.2 ± 0.4 | 4.1 ± 0.2 | 4.8 ± 0.2 | 5.1 ± 0.1 |
| $R$                       | 1.6 ± 0.2 | 2.4 ± 0.2 | 1.8 ± 0.1 | 3.3 ± 0.1 |

Notes.

* Observations from Guo et al. (2019).
* Simulation TNG50 matched with MaNGA.
* Simulation TNG50 matched with MaNGA, selected with long bars: $R_b \geq 2.5$ kpc.
* Simulation TNG50-2 run, matched with MaNGA, at lower resolution.

Figure 7. Distribution contours of simulated galaxies (green) and observed galaxies (orange) in the bar size–strength plane. For both simulated and observed galaxies, strong bars are also longer. But simulated bars are here systematically weaker and shorter than observed ones.
images without dust) and find that it would affect the mean bar size of TNG50 galaxies by ≤2% at most.

4. The measurement of the effective radius of galaxies, used for the sample matching, was performed differently in the simulation and in the observations (1D radius enclosing half of the light in a face-on projection versus 2D petrosian radius at any inclination). As the bar size can correlate with the galaxy size (Erwin 2018; Rosas-Guevara et al. 2020), this inconsistency in the matching procedure could lead to discrepancies in the final bar size comparison.

In the opposite direction, the bar size estimates in TNG50 could be biased toward smaller bars: this may arise because the galaxies with two bars generally have the strongest $A_2$ mode from the shorter bar, so we estimate the size of the shorter bar rather than that of the long one. Unfortunately it seems practically difficult to reconcile these effects quantitatively within the scope of this work as they involve much human intuition (even if this could in principle be quantified by introducing a Galaxy Zoo project on TNG50 or an algorithmic selection in the observations—see more on this in Section 5.3).

Therefore, based on the current information, we cannot tell with certainty whether TNG50 bars are too short or if this is only an effect of the two biases discussed above. Since the lower-resolution run produces, on average, longer bars than the high-resolution run (see Sections 4 and Appendix C), it seems implausible that the still limited numerical resolution of TNG50 is responsible for the residual shortness of its bars.

Physically, if TNG50 bars are indeed too short, this could arise from several effects that set the inner density profile or prevent bar growth. For example, at a fixed numerical resolution, the model for the active galactic nucleus (AGN) feedback can strongly influence the central stellar distribution of massive galaxies (Irodotou et al. 2022) and the bar fraction (Zhou et al. 2020). Feedback in general can affect the bar formation and properties in Milky Way–like galaxies (Zana et al. 2018, 2019). An AGN feedback that is too weak can increase the formation of stars at the center of galaxies, producing more compact density profiles and thus shorter, stronger bars. However, there are limitations in tuning the AGN feedback only since it also sets (together with other processes) the overall baryonic mass of galaxies (and it does change it by several factors in Irodotou et al. 2022). This may indicate that if any tuning in the AGN physics were required, then appropriate tuning of other covariant physics may be required too (e.g., star formation, stellar feedback, gas phases etc.). At a fixed numerical resolution, varying the physical model on a zoom-in galaxy from the AURIGA to the TNG50 model affects the bar properties (Fragkoudi et al. 2022, in preparation), with the TNG50 model producing a shorter bar. The details of these specific aspects are extremely complex and covariant and not the focus of the present study. However, comparing bar properties to those in the observations may be of help in the physical choices that enter the next generation simulations, and offer a new perspective to understand small-scale physics from large-scale galaxy properties.

The combination of shorter bars in TNG50 and pattern speeds, which are more similar to those in observed galaxies than those in previous cosmological simulations, implies that, on average, TNG50 still yields bars with large $R$ values. Several aspects affecting the formation and subsequent evolution of the bar could lead to this result and would require a more thorough analysis at higher redshifts.

A large $R$ has generally been interpreted that the bar slowed down too much due to dynamical friction, as opposed to growing by trapping stars. Such a mechanism could be produced, for example, if the dark matter model in the simulation does not reflect that in nature and leads to too much dynamical friction (Roshan et al. 2021a). However, if this were the scenario that leads to low $R$ values here, it would mean that the bars were initially born with pattern speeds larger than those in nature (since they reach the observed present-day pattern speeds).

A bar that is prevented from growing in size due to different mechanisms could also be found too short at $z = 0$. For example, keeping disk stars on resonances requires them to be on cold orbits. To achieve this in the simulation, a high resolution may be required (making the potential smoother). The presence of other agents such as gas could apply additional effects. Varying the model for the gas and its different phases has been shown to produce structures that clump on different spatial scales and form stars differently (Marinacci et al. 2019), which might affect the bar growth.

### 5.3. Limitations of the Simulation-data Comparison

In this work, we have made efforts toward a data–model comparison that is both rigorous and straightforward. Still, this comparison remains imperfect in a few respects, which we reiterate and summarize here.

First, we projected all simulated galaxies face on before calculating their observed properties. If there are biases due to inclination, and since the inclination distribution in the observed MaNGA sample is not uniform (there is an optimum inclination range to be able to measure both pattern speeds with the Tremaine–Weinberg method and bar sizes correctly), then we will not have reproduced this bias. This can be important in measuring galaxy sizes (3D extinction can change the size estimate). This limitation will be worthwhile exploring in future work with observations where the bar classification in the observed analysis will have less subjectivity.

Indeed, our selection of barred galaxies in the simulation differs from that in the observations. Our selection is purely algorithmic, selecting galaxies that have an $A_2$ strength greater than 0.2, whereas the selection in MaNGA was based on Galaxy Zoo results and further visual checks by G19. This limitation could be resolved in the future either with a Galaxy Zoo project with IllustrisTNG (such as in Dickinson et al. 2018) that would classify barred galaxies in the same way as SDSS observations or by adopting an algorithm for the classification of barred galaxies in the observations that can be reproduced straightforwardly with simulated data.

We estimated pattern speeds from the 2D velocity and 2D position, rather than being integrated over the line of sight in an arbitrary slit, for some inclination, at some position angle. However, the Tremaine–Weinberg method was tested and found robust in the observed sample by G19, which gives us confidence that the results should not be affected significantly.

We compared only to a single type of observations; this could be extended to, e.g., the CALIFA samples of barred galaxies, although the selection function in CALIFA is more complex than that in MaNGA, hence our original choice to consider galaxies from the MaNGA survey.

We would need an even-higher-resolution run to address the question of convergence. The TNG50 simulation suite has an even-lower-resolution run (TNG50-3) that could in principle be
used to see how the differences in bar properties diminish with improving the resolution. However, TNG50-3 has a softening length of the same order as typical bar sizes, so taking this approach would not be meaningful (at least for low-mass and small galaxies). Since convergence may also be a function of the physical model used, we also do not make comparisons with different simulations at higher resolutions, and leave this question to be addressed more thoroughly in the future.

In addition to the possible biases in the (nonreproducible) classification of barred galaxies, the face value of $R$ should itself not always be interpreted strictly. The theoretical arguments leading to $R > 1$ (e.g., Contopoulos & Papayannopoulos 1980) were considering the stability of orbits that align with the bar phase, whereas the $R$ values obtained from observations do, most of the time, measure bar lengths based on density profiles. Cuomo et al. (2021) recently showed how changing the bar size definition in observations (from the light profile analysis to the reconstruction of tangential to radial forces) could solve the “ultrafast bars” observed with $R < 1$: the bar sizes of these galaxies had been previously overestimated.

6. Conclusions

With the combination of high numerical resolution and sample size, the cosmological galaxy-formation simulation TNG50 permits a quantitative comparison of the bar property distributions to observations. In this paper, we have compared MaNGA barred galaxies to a selection of barred galaxies from the TNG50 simulation that are matched in galaxy stellar mass and size distributions. We have measured bar properties from the simulated galaxies as closely as possible to what is done with the observed data, including measuring bar sizes from $r$-band SDSS-mocked images. Our main results can be summarized as follows.

1. Bar pattern speeds cover similar ranges in the MaNGA observations and in the TNG50 simulation, differing in the mean by only 15%. Bars in the cosmologically simulated galaxies are not slow, as the analysis of previous (lower-resolution) simulations suggested. This now gives credence to the use of cosmological simulations when relating the observable properties of bars to the secular evolution of disk galaxies.

2. The $R = R_b/R_{cor}$ values of bars in TNG50 are larger in the average than those in the observed galaxies by 50%. However, we can now attribute this to bars being shorter, rather than slower. The bar lengths in TNG50 sample the range covered by MaNGA observations, apart from the very longest ones (that are almost exclusively observed in galaxies seen at inclination). Whether the absence of very short bars in MaNGA observed galaxies (classified as “barred”) is an observational classification bias remains to be quantified in our specific work; however, the issue is extensively discussed by Erwin (2018), who concludes that, in SDSS, bars of a size below the kiloparsec scale would typically not be resolved.

3. At a fixed physical model, we can qualitatively reproduce results of past literature based on previous-generation simulations (Algorry et al. 2017; Peschken & Łokas 2019) by analyzing the output of the same simulated volume of TNG50, but we run it at a lower resolution: this produces bars with larger $R$ values, lower pattern speeds, and observationally consistent bar sizes. This indicates that the differences between our TNG50-based finding and earlier works can plausibly be attributed to differences in the underlying numerical resolution (as suggested in Algorry et al. 2017), at least partially, i.e., not only because of differences in the underlying galaxy-formation model (as instead previously suggested by Fragkoudi et al. 2021, in AURIGA).

Bar pattern speeds and sizes at $z = 0$ can be powerful probes of both the physical processes dominating the evolution of the inner galaxies and of the structures that absorb their angular momentum, including dark matter. But as the present-day bar properties result from their formation properties and their subsequent evolution, it will be important in the future to understand the formation mechanisms of bars in a cosmological context, and use observational support at higher redshift from, e.g., JWST to constrain evolutionary models.
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Appendix A

Deriving the Instantaneous Pattern Speed

We specify how we extract the pattern speeds from individual snapshots in the TNG50 simulation. Because the output cadence between two consecutive snapshots is greater than the typical angular period of a bar by several factors (except for galaxies within subboxes; Nelson et al. 2019a, such as that used to verify our results), we have to use single snapshots from the simulation. The method makes use of the velocity field of stars in the bar region and uses the continuity
equation to derive the angular speed of the $m=2$ Fourier mode.

At the given radius $R$ (which, in practice, we bin logarithmically with a spacing of \sim 0.11 and \sim 0.29 for TNG50-1 and TNG50-2 respectively), we have the pattern speed of a structure being the time derivative of its Fourier phase $\phi$

$$\Omega = \dot{\phi}, \quad \text{(A1)}$$

where the phase is defined as

$$\phi = \frac{1}{m} \arctan(W_i/W_s), \quad \text{(A2)}$$

where $W_i$ and $W_s$ are respectively the real and imaginary components of the Fourier transform of the surface density $\int_{-\pi}^{\pi} \Sigma(R, \varphi)e^{im\varphi}d\varphi$, and its time derivative is (taking only partial derivatives)

$$\dot{\phi} = \frac{1}{m} \frac{W_i - W_t W_s}{W_s^2 + W_t^2}. \quad \text{(A3)}$$

The two azimuthal Fourier components $W_i$ and $W_t$ are the real and imaginary parts, and Monte Carlo integrating in logarithmically spaced radial bins (setting the surface element $dS \propto R^2 d\ln R$), we get

$$W_i = \int_{-\pi}^{\pi} \Sigma(R, \varphi) \cos(m\varphi) d\varphi \approx \sum_{i=1}^{N_i} \frac{m_i}{R_i d\ln R} \cos(m\varphi); \quad \text{(A4)}$$

$$W_t = \int_{-\pi}^{\pi} \Sigma(R, \varphi) \sin(m\varphi) d\varphi \approx \sum_{i=1}^{N_i} \frac{m_i}{R_i d\ln R} \sin(m\varphi). \quad \text{(A5)}$$

And their time derivatives are

$$\dot{W}_i = \int_{-\pi}^{\pi} \frac{\partial \Sigma}{\partial t}(R, \varphi) \cos(m\varphi) d\varphi; \quad \text{(A6)}$$

$$\dot{W}_t = \int_{-\pi}^{\pi} \frac{\partial \Sigma}{\partial t}(R, \varphi) \sin(m\varphi) d\varphi. \quad \text{(A7)}$$

But we cannot measure $\frac{\partial \Sigma}{\partial t}(R, \varphi)$ directly. However, we know the present-day positions and velocities of the particles, which determine the evolution of their spatial distribution (so the surface density). The continuity equation reads, in cylindrical coordinates,

$$\frac{\partial \Sigma}{\partial t}(R, \varphi) = -\frac{1}{R} \frac{\partial}{\partial R}(R \Sigma(R, \varphi) v_R) - \frac{1}{R} \frac{\partial}{\partial \varphi} (\Sigma(R, \varphi) v_\varphi), \quad \text{(A8)}$$

where the velocities here are the average velocities at the given position of the disk (represent the velocity field). We can plug this back in the above equation, and Monte Carlo integrate the term $\propto \Sigma(R, \varphi)$

$$\dot{W}_i \approx \int_{-\pi}^{\pi} \left[ \frac{1}{R} \frac{\partial}{\partial R} (R \Sigma(R, \varphi) v_R) - \frac{1}{R} \frac{\partial}{\partial \varphi} (\Sigma(R, \varphi) v_\varphi) \right] \cos(m\varphi) d\varphi; \quad \text{(A9)}$$

The azimuthal velocity of particles $\varphi$ can be obtained from their velocities: $\dot{\varphi} = \frac{1}{R} \frac{\partial}{\partial \varphi}$ in cylindrical coordinates.

The second term of $\dot{W}_t$ in the brackets (the one in $\frac{\partial}{\partial \varphi}$) can be integrated by parts and reduced to a Monte Carlo integral:

$$\int_{-\pi}^{\pi} \left[ -\frac{1}{R} \frac{\partial}{\partial \varphi} (\Sigma(R, \varphi) v_\varphi) \right] \cos(m\varphi) d\varphi$$

$$= \frac{\partial}{\partial \varphi} \bigg|_{-\pi}^{\pi} (\Sigma(R, \varphi) v_\varphi) \cos(m\varphi) - \int_{-\pi}^{1} \frac{1}{R} \Sigma(R, \varphi) v_\varphi m \sin(m\varphi) d\varphi$$

$$= -\int_{-\pi}^{\pi} \frac{1}{R} \Sigma(R, \varphi) v_\varphi m \sin(m\varphi) d\varphi$$

$$\approx -\sum_{i=1}^{N_i} \frac{m_i}{R_i^3 d\ln R} v_\varphi, m \cos(m\varphi). \quad \text{(A11)}$$

Similarly, the second term of $\dot{W}_t$ in the brackets (the one in $\frac{\partial}{\partial R}$) can be integrated by parts and reduced to a Monte Carlo integral:

$$\int_{-\pi}^{\pi} \left[ -\frac{1}{R} \frac{\partial}{\partial R} (\Sigma(R, \varphi) v_\varphi) \right] \sin(m\varphi) d\varphi$$

$$\approx \sum_{i=1}^{N_i} \frac{m_i}{R_i^3 d\ln R} v_\varphi, m \cos(m\varphi). \quad \text{(A12)}$$

The term in $\frac{\partial}{\partial \varphi}$ can be spelled out and Monte Carlo integrated to avoid azimuthal binning:

$$\int_{-\pi}^{\pi} \frac{1}{R} \frac{\partial}{\partial \varphi} (R \Sigma(R, \varphi) v_R) \cos(m\varphi) d\varphi$$

$$= -\int_{-\pi}^{\pi} \frac{1}{R} \Sigma(R, \varphi) v_R m \sin(m\varphi) d\varphi$$

$$- \frac{\partial}{\partial R} \int_{-\pi}^{\pi} \Sigma(R, \varphi) v_R m \cos(m\varphi) d\varphi$$

$$\approx -\sum_{i=1}^{N_i} \frac{m_i}{R_i^3 d\ln R} v_R, m \cos(m\varphi)$$

and same for the term in sine. The differential term, involving a radial velocity gradient, is the most noisy term. This is a trade-off between having a purely integral form as in Tremaine & Weinberg (1984b) but using only half of the available dimensions (one spatial position and one velocity component), or using them all but having to consider their gradients. We chose the latter.

We obtain a single value for the pattern speed with a weighted average of the radially varying pattern speed within $0.4 < R < 7$ kpc, where the weight is $A_2/A_0(R)$.

We have tested (although do not show) the single-snapshot measurement of bar pattern speeds on a system that is present in one of the high-cadence sub boxes of the simulation that has outputs every few Myr, and for which we can measure directly the bar pattern speed by differentiating the bar phase between
two snapshots. The output material for the TNG50 subboxes does not have as much post-processing information as the standard snapshots. Instead of directly loading the particles belonging to a given subhalo by their Subfind IDs, we first load all particles within a few kiloparsecs from our expectation of the center position in a given snapshot (informed by the outputs of the nearest snapshot in the main TNG50 box), and then refine the particle selection. The method presented above seems to return estimates of pattern speeds that are good to about 10% accuracy.

We also compare the pattern-speed value obtained for Subhalo 229935 to that obtained by Roshan et al. (2021b; who used the Tremaine–Weinberg method) and find that they differ by only 1.2 km s⁻¹ kpc⁻¹, i.e., 3%, which is less than the uncertainties quoted by both Roshan et al. (2021b) and us.

Appendix B
Matching Galaxies

To quantitatively compare the bar properties in the simulation and observations in Section 2, we approximate the effects of selection criteria on observations. In MaNGA (Bundy et al. 2015), galaxies were selected mostly based on (photometric) stellar mass estimates and galaxy size estimates (Wake et al. 2017). In Section 2, for each observed galaxy, we find the 5 nearest TNG50 galaxies in the stellar mass–size plane given the stellar mass estimate in Pace et al. (2019). To account for possible overestimates–underestimates of the stellar masses of galaxies, we test here three different stellar mass estimates for the (same) observed sample of barred galaxies: the estimated total stellar mass from photometry, the total mass from Pace et al. (2019), and the fiducial choice of the mass enclosed within the IFU aperture from Pace et al. (2019). We show how the choice of the stellar mass estimate would affect the main conclusion on the distribution of bar properties in Figure 8. The main results of this work (the pattern speeds in TNG50 cover the range of the observed pattern speeds, and short bars are overrepresented) are not affected, although matching the total mass in TNG50 to the photometric mass estimate in the observations produces the largest deviations.

Appendix C
Effects of Numerical Resolution

C.1. Matching Subhalos across Resolution

To isolate the effect of the resolution alone for a given simulation run with identical initial conditions and physical recipes, we match the subhalos of the TNG50-1-selected galaxies to the subhalos of the lower-resolution run TNG50-2. To this aim, we use the results from the subhalo matching Lagrangian algorithm (Lovell et al. 2014) and proceed to characterize the properties of the bars in the lower-resolution galaxies. 3 galaxies in the TNG50-1 run do not have a match in the TNG50-2, and 24 matched halos do not have a bar in the lower-resolution run, leading to a final sample reduced to 59 galaxies (from the original size of 79 galaxies matched to MaNGA in Section 2.3). Galaxies matched across runs of different resolutions have the same total halo mass (black line in the right panel of Figure 9). At a fixed total halo mass (here, total mass of particles bound to a halo—excluding those bounds to subhalos members of that halo, as per the “SubhaloMass” key of TNG50 data products), the same galaxies simulated at a lower resolution are smaller depending on their mass, have a lower stellar mass and longer and slower bars (Figure 9). At a fixed halo mass, the low-resolution galaxies have a smaller pattern speed, by a factor that is almost constant across the whole halo mass range. On average, the low-resolution bars are slower, longer, and stronger than the high-resolution ones.

This means that some aspects that are (at least indirectly) independent of the physical recipes, but that are directly linked to the numerical resolution at which a simulation is run, affect the bar properties in such a way that the resolution of the TNG50-2 run is too low to address the question of whether the bars have the right properties for a given physical model. The fact that the pattern speeds of the bars are too low in the TNG50-2 run is

Figure 8. Distributions of observed and simulated bar properties using 3 different mass estimates to match the TNG50 galaxies to the observed ones in MaNGA. Using the mass in IFU definition tends to select galaxies of higher mass. As the pattern speed correlates with stellar mass, it shifts the pattern-speeds histogram slightly to higher pattern speeds. On the other hand, using the $M_{\text{elpetro}}$ definition, which makes different modeling assumptions in the stellar mass measurements, lead to selecting TNG50 galaxies with lower stellar masses. Overall, different stellar mass definitions do not significantly affect our conclusions.

10 Note that on average, for a normal selection of star-forming galaxies, the lower-resolution run produces larger galaxies (as opposed to here, see Pillepich et al. 2019). This seemingly contradictory result comes from (1) a different selection of galaxies and (2) the fact that this selection lies in the mass range where the size difference in star-forming galaxies is smaller across resolutions (Pillepich et al. 2019; Appendix B).
qualitatively consistent with previous literature findings that bars are too slow in other simulations run at similar resolutions (e.g., Algorry et al. 2017; Peschken & Łokas 2019). However, differently than what we conclude from our analysis, this result has been so far generally interpreted as an overefficient dynamical friction by the dark matter component of the simulation.

C.2. Dimensional Rescaling of the Lower-resolution Run

Resolution affects the distribution of mass within galaxies. Since a different mass distribution may affect the dynamics of galactic systems, we run a qualitative experiment to check whether the bar pattern speeds in low- and high-resolution runs would agree if the mass distribution had been the same. We perform a dimensional rescaling of the lower-resolution run, changing the particle galactocentric radii by a factor $r$ and the masses by a factor $m$ such that, for each subhalo (subhalo matched between the two runs)

1. the bar size in TNG50-2 is the same as in TNG50-1, $r = R_{\text{bar}1}/R_{\text{bar}2}$;
2. the mass inside a fractional radius of the bar size $R = fR_{\text{b}}$ is the same in TNG50-2 and in TNG50-1, $m = M(<fR_{\text{b}1})/M(<fR_{\text{b}2})$.

This mass and spatial rescaling requires changing the time units as well, affecting the measurement of the pattern speeds obtained in the TNG50-2 run as $\Omega \propto \sqrt{m/r^3}$, where $m$ and $r$ are the rescaling factors of mass and position determined for each galaxy. After such rescaling, the pattern speeds of the TNG50-2 galaxies align with those of the TNG50-1 galaxies (although the scatter also increases); see Figure 10. To determine which spatial scales are most relevant in the differences between the TNG50-1 and the lower-resolution run TNG50-2, we optimize $f$, the fractional radius of the bar size within which to equate the stellar mass between the two runs. We find (by $\chi^2$ minimization) that $f \approx 0.25$, i.e., scales of a fourth of the bar size, bring pattern speeds to match best between the two runs. These dimensions, probing the inner regions of galaxies, are comparable to the softening lengths in the simulations.

Figure 9. Average relative difference of bar (left) and galaxy (right) properties between the high- and lower-resolution runs TNG50 and TNG50-2 between galaxies that started with the same initial conditions. On average and across the halo mass range explored here, bars in the lower-resolution run are slower (blue curve below 0 roughly by 40%–50%), larger (orange), and slightly stronger (green). The right panel shows that on average, matched galaxies in the lower-resolution run are smaller (see text) and contain less stellar mass in their half mass-radius (thick blue). The black line shows that across high- and lower-resolution runs, the halo mass is identical. In all panels, shades show the scatter around the mean relative differences between high- and lower-resolution runs.

Figure 10. A rescaling of the particles mass and galactocentric radii to homogenize the central stellar mass and bar size induces an alignment of pattern speeds between the lower- and high-resolution runs of the TNG50 simulation.
This result implies that at least some of the differences between the two runs purely come from the difference in the inner mass distribution (rather than from evolutionary factors, such as the amount of dark matter that would slow down bars by dynamical friction in different ways in the two runs).

The inner stellar mass content can, to the first order, be affected by a numerical effect such as the softening length, or the choices of physical recipes applied in the simulation, such as AGN feedback, star formation, stellar feedback, gas physics. As this work aims to focus on the output of such simulations at face value, we do not explore all these avenues in depth here, but briefly comment on them below.

C.3. Effects of the Gravitational Softening

The softening length of the stellar particles in the lower-resolution run of TNG50 nearly doubles compared to that in the high-resolution run, from 288 to 576 pc. Taking the softening as a density smoother (Barnes 2012), we smooth the density of the high-resolution TNG50-1 run with a kernel set with the softening length of the lower-resolution TNG50-2 run. In Newtonian gravity, this represents the density that generates the gravitational potential that the stars would feel if TNG50-1 had the softening length of TNG50-2. Taking the average of the simulated galaxy sample in 3 halo mass bins ($\log_{10}(M_h/M_\odot) < 11.3, 11.5 < \log_{10}(M_h/M_\odot) < 12, \log_{10}(M_h/M_\odot) > 12$), we find that this smoothing procedure matches the central density of the TNG50-2 run at all masses. See Figure 11 for a summary averaging on all galaxies in our sample. This means that, in the inner regions of the galaxies, the gravitational softening suppresses some of the self gravity, and the stellar particles cannot react to a dense and concentrated inner mass distribution. Their orbits and orbit distribution, which only feel the softened potential, then have a limited inner density. This central smoothing leads to density profiles that cannot host nor resolve short bars.

The bar properties (including its pattern speed) are sensitive to the gravitational force felt by the simulated particles. To test whether the difference in gravitational softening affects the particles’ motion by the same amount as the pattern speeds in Figure 10, we compare the values of the circular rotation speed $\Omega_{\text{circ}}(R_b/4)$ at the characteristic radius $R_b/4$ of the lower-resolution galaxies, which is shown to be an important scale in Section C.2. The circular rotation speeds are obtained by computing the spherically averaged effective mass enclosed within $R$, from the results obtained to produce Figure 11, for (1) the high-resolution run at face value, (2) the high-resolution run smoothed with a kernel with the softening length of the lower-resolution run, and (3) the lower-resolution run at face value. As shown in Figure 12, softening the high-resolution runs with the lower-resolution softening length brings the circular rotation speeds at $R_b/4$ onto the same scale.
Therefore, the force softening length could be indirectly responsible for a difference in the inner density profile, which itself can explain much of the differences between the bar properties in the TNG50-1 and TNG50-2 galaxies (Section C.2).

### C.4. Baryon Dominance

Fragkoudi et al. (2021) propose that the increased baryon dominance in the AURIGA zoom-in simulated galaxies compared to galaxies from previous simulations (EAGLE and Illustris) could be responsible for bars with lower $R$ and that the numerical resolution difference between these simulations is unlikely linked to the differences in $R$ across simulations. If bars form from gravitational instabilities due to self gravitation, galaxies with a higher baryon dominance should be more prone to bar formation. This should in turn affect (1) the bar fraction, (2) the bar formation time, and (3) the bar evolution. All this may occur because, a bar that formed earlier has more time to exchange angular momentum with other components of its host galaxy; after bar formation, if the dark matter fraction increases the efficiency of dynamical friction and slows down the bars, Fragkoudi et al. (2021) propose that galaxies that are more dominated by stars are also typically expected to remain faster than those containing more dark matter.

Now, we test this line of arguments within the fixed galaxy- formation model of TNG50. We plot $v_\phi/\dot{v}_{\text{rot}}$ as a function of radius in Figure 13, averaged over the simulated galaxies in our TNG50 sample, and find no strong trend between $R$ and the baryon dominance. However, the galaxies in the lower-resolution run TNG50-2 have a lower baryon fraction than the analogs in the high-resolution run (as already pointed out in Pillepich et al. 2019). The differences we find here with TNG50, at unique physical model, are less notable than those found in Fragkoudi et al. (2021) when comparing different simulations with different models. The increased scatter in such a relation could arise if the galaxies in our simulation have a greater variety in morphology, stellar mass, and accretion history. By construction here, additional components that may play an important role in the bar evolution have here more maneuvering room due to the wider selection.

### C.5. Stellar Populations in the Bars

The differences in stellar populations indicate that the scaling experiments in Section C.2 alone cannot explain all the differences between the lower-resolution run and TNG50-1. In star-forming galaxies, bars can grow via the star formation occurring at their ends, providing a set of young stars on cold orbits, more sensitive to nonaxisymmetric perturbations. We look for possible differences in the populations of stars that are located in the bar as a function of $R$ within, and across, simulation runs. We find that in the high-resolution run (TNG50) bars with low $R$ (dynamically almost filling their corotation radius) have a star formation history on average identical to that of the disk hosting them, implying that part of their formation (or evolution) was recent. Bars with large $R$ (dynamically short, smaller than their corotation radius) contains stars older than the disk hosting them (but it does not exclude a late bar formation from an old disk). In the lower-resolution run, bars tend to have the same star formation history similar to the rest of the disk in all $R$ bins. This suggests that bars have a different formation history in the high- and lower-resolution runs. Therefore, not all differences can be explained solely by the softening length rescaling at $z = 0$.

### Appendix D

#### Example Galaxies That Would Probably Not Be Classified as Barred

A few galaxies were classified as barred in our analysis from the mass profile, but they do not look as barred in the light image. If for example the bar is short and weak, it may not be straightforward to identify it in the SDSS-r image: see a couple of examples in Figure 14.
value of the simulated galaxies, whereas they contribute to increase the $R_{\text{b,obs}}/R_{\text{b,TNG50}}$ ratio, from an originally short bar that hardly seems identifiable in the image. In the bottom, we show a TNG50 galaxy with a bar nonvisible in the mock image. Most of such galaxies have small bars and contribute to increase the $R_{\text{b}}$ value of the simulated galaxies, whereas they would not show up in an observed sample.
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