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Abstract—This work evaluates three Fog Computing data placement algorithms via experiments carried out with the iFogSim simulator. The paper describes the three algorithms (Cloud-only, Mapping, Edge-ward) in the context of an Internet of Things scenario, which has been based on an e-Health system with variations in applications and network topology. Results achieved show that edge placement strategies are beneficial to assist cloud computing in lowering latency and cloud energy expenditure.

I. INTRODUCTION

Cloud computing flexibly organises distribution of network resources and data storage as well as processing. Fog Computing, also known as Edge Computing, is a set of paradigms that assist computation, networking, and storage between the edges of the network and the Cloud. The main goal of Fog Computing is to extend the Cloud capabilities to the edges of the network, thereby supporting real-time data processing and latency sensitive applications. In Fog Computing, resources are dynamically distributed across the Cloud and network elements based on Quality of Service (QoS) requirements. Fog computing can assist in lowering latency, by allowing data and computation of data to be placed closer to the end-user. The idea in this context is that Fog devices such as gateways, switches, routers, can store/serve application modules before they are sent to the Cloud. As computing requirements of several Internet services, such as Internet of Things (IoT), Augmented Reality, video streaming adaptation, keep on increasing, there are several challenges faced by Cloud computing. For instance, end-to-end QoS of video streaming in mobile networks has been improved by introducing in-network computation (QoS mapping and adaptation) at the network edges, aiming to map multimedia flows to the most suitable network service class across heterogeneous mobile networks, and to adapt the session to the current network conditions. However, management of processing and storage at the different hierarchical levels together with the varied user application classes and requirements, has become increasingly complex and calls for the use of data placement algorithms to assist in evaluating such distributed processing and storage capacities as well as application requirements for efficient data placement.

This work focuses on the evaluation of three data placement algorithms, namely, Cloud-only, Edge-ward, Mapping. The algorithms are described and evaluated via simulations carried out with the iFogSim simulator. The performance evaluation concerns execution time and energy consumption from a Cloud perspective.

The paper is structured as follows. Section II describes related work and the contributions of this work towards related literature. Section III provides background on Fog Computing. Section IV explains the selected data placement algorithms, while section V evaluates and validates the selected algorithms based on iFogSim. The paper concludes with section VI where directions for future work are also debated.

II. RELATED WORK

Prior research has shown that the selection of specific entities in operator networks, which are commonly used in large-scale distributed environments, has a significant impact on relevant performance metrics, such as network utilisation, or end-to-end latency. Therefore, with a bright future at hand to provide satisfactory computing performance due to the massive growth in IoT devices, together with boundless prospective IoT applications under next-generation aiming to contribute positively to real time processing of data at locations closer to the end user. There is an urgent need for collaboration among IoT devices, as they are constrained and the respective services require intensive computing capacity and persistent data processing abilities. IoT cloud-based services may not be able to propel the prospective applications envisioned.

So, as Fog nodes are distributed across the network edge, they can cooperate to support distributed processing and storage, in cooperation with the Cloud. However, Fog currently requires some type of resource broker to manage computing resources and also to effectively schedule computational functions across its hierarchical structure. Thus, scheduling of computational functions in Fog Computing requires mechanisms that combine features from Cloud computing with opportunistic networking. For instance, Olaniyan et al. describe the model for opportunistic edge computing, where available resources are more volatile, given that they are also based on end-user controlled devices.
Several related work analysed scheduling and task allocation performance aspects in Fog computing. Singh et al. propose a combination of virtual machine allocation and virtual machine selection to optimise the scheduling of tasks assigned to Cloud processes [12]. Rahbari et al. review scheduling strategies and parameters using the greedy knapsack-based scheduling (GKS) algorithm to seek efficient allocation of resource modules in fog networks [13].

The combination of the optimal placement of data blocks and task scheduling results in improved response time [14] as proposed by Li et al. Their method concerns the “popularity” of data blocks, the storage capacity of different devices, and server replacement ratios. In a subsequent work, Li et al. propose a parallel virtual queuing algorithm for buffering different tasks in Fog nodes [15]. The algorithm combines an adaptive queuing weight resource allocation policy with a task buffering and offloading policy.

A resource-aware algorithm for placement of data analytics platform in Fog computing is also proposed [16]. The platform is assumed to execute services on a virtual machine and expect to actively deploy the analytical platform to trigger where to optimally run a service on the Fog or the Cloud, thus reducing network costs and response time to user requests. From an operational perspective, there are several works focusing on initial evaluations of Fog Computing models. For instance, Bittencourt et al. evaluate scheduling for Fog computing specifically focusing on the challenge of mobility [6]. Gupta et al. provide iFogSim, a simulator intended to assist resource management evaluation in Internet of Things (IoT) scenarios [17]. In addition to describing the simulator their work exemplifies the simulation of different placement strategies on network parameters of delay, energy consumption and cost.

Our work considers these same placement strategies, providing a first evaluation for a specific case of more heterogeneous IoT environments derived from personal IoT, and having as performance parameters latency and energy consumption in the cloud.

III. BACKGROUND

A. Fog Computing Architecture

A Fog computing architecture is intended to improve both network management and storage and application processing [18] [19] [20]. For that purpose, Fog architectures integrate mechanisms that can better distribute resources across a specific infrastructure. Figure 1 illustrates such a networking architecture, where Layers represent Tier levels.

Tier 1 integrates IoT field-level devices, such as sensors and actuators. These are data sources, devices that capture and distribute data to other Tier devices, same Tier, or next Tier level. Tier 2 (FOG) integrates IoT devices coined as Fog nodes [21]. IoT hubs and gateways that gather data and process information fall into this category. Gateways are responsible for translating communication protocols and assist in data transmission to different network segments. The Tier 2 level includes also devices such as routers and Access Points (AP). Fog nodes are arranged in a hierarchical way and communication is only possible between a parent-child pair in the hierarchy. Given that these devices are in the edges of the network, often located in Customer Premises, Fog nodes often have limited resources.

Tier 3 (CLOUD) devices often have a significantly higher amount of resources. These are, for instance, virtual machines in data centers.

Data processing occurs in all of the three Tiers thus consuming network and computational resources such as energy, memory, CPU, network capacity. Data Placement algorithms are responsible for supporting the distribution of services, data, and applications to specific devices, and Fog layers. Different algorithms result in different execution placement and allocation of network resources.

IV. SELECTED DATA PLACEMENT ALGORITHMS

To evaluate the performance behavior of different data placement strategies, this work has considered three different algorithms. The selected Data Placement Algorithms are: Edge-ward, Cloud-only and Mapping.

A. Edge-ward Algorithm

Edge-ward [17] is based on a First Come-First Served (FCFS) strategy, and therefore results in placing data as close as possible to the edge of the network, on Fog nodes. This algorithm has been selected as it represents a placement strategy focused on the Edge only.

If a specific Fog node cannot serve the requirements of an application, Edge-ward selects additional Fog devices. The algorithm creates tuples of devices representing the paths via which “application modules” (services) are executed.

Application requests are answered based on the order in which they arrive until there are available computing resources at each hierarchical level. If the Fog device selected to run an application does not have available computational capacity, then the algorithm searches for a Fog device with capacity at the top layer of the network topology hierarchy.
In other words, application requests are answered based on the order in which they arrive until there are available computing resources at each hierarchical level. The algorithm was chosen because it presents better performance when planning resources at each hierarchical level. The algorithm was run in data centers. Therefore, this algorithm follows the traditional situation where sensors capture data; such data is processed on the cloud; the cloud sends information to actuators if required. Cloud-only placement is provided in Algorithm 2.

B. Cloud-only Algorithm

This algorithm is based on the traditional implementation executed in the Cloud and uses a delay priority strategy [17]. Cloud-only placement assumes that all application modules run in data centers. Therefore, this algorithm follows the traditional situation where sensors capture data; such data is processed on the cloud; the cloud sends information to actuators if required. Cloud-only placement is provided in Algorithm 2.

Algorithm 2 – Cloud-only

1: while $p \in$ PATHS do \(\triangleright\) Across all paths
2: placeList := {$}$ \(\triangleright\) device list
3: while Fog device $d \in p$ do {$}$ \(\triangleright\) leaf-to-root traversal
4: modulesToPlace := {$}$
5: while module $w \in$ app do \(\triangleright\) find modules ready for placement on device $d$
6: if all predec. of $w$ are in placedModules then
7: add $w$ to modulesToPlace
8: end if
9: end while
10: while module $\theta \in$ modulesToPlace do
11: if $d$ has instance of $\theta$ as $\theta'$ then
12: if CPU$\theta' \geq$ CPU$d$ then \(\triangleright\) device $d$
13: does not have CPU capacity to host $\theta$
14: $\theta'' := merge(\theta, \theta')$
15: $f := parent(d)$
16: while CPU$\theta'' \geq$ CPU$f$ do \(\triangleright\) find device north of $d$ for hosting $\theta$
17: $f := parent(f)$
18: end while
19: Place $\theta''$ on device $f$ \(\triangleright\) device $f$ can host $\theta$
20: add $\theta$ to placedModules
21: else if
22: Place $\theta$ on device $d$ \(\triangleright\) device $d$ can host $\theta$
23: add $\theta$ to placedModules then
24: end if
25: else if no device north (near the cloud) of $d$
26: has an instance $\theta$ then
27: if CPU$\theta \leq$ CPU$d$ then \(\triangleright\) if not, will be handled by subsequent iterations
28: Place $\theta$ on device $d$
29: add $\theta$ to placedModules
30: end if
31: end while
32: end while

C. Mapping Algorithm

The Mapping algorithm relies on a concurrent strategy. Application requests are mapped preferably to Fog devices, independently of their application capabilities and requirements [6]. Therefore, if the CPU capacity of the selected Fog device does not suffice to serve an application requirements, then Mapping forms a processing queue on the Fog node.

The algorithm receives as a parameter the lists of possible paths via which the application can be executed following a leaf-to-root traversal. The Mapping pseudo-code is provided in Algorithm 3.

Algorithm 3 – Mapping

1: while $p \in$ PATHS do \(\triangleright\) Across all paths
2: placeList := {$}$ \(\triangleright\) device list
3: while Fog device $d \in p$ do \(\triangleright\) way
4: while module $w \in$ app do
5: if all predec. of $w$ are placed then
6: add $w$ to placeList
7: end if
8: end while
9: while module $\theta \in$ placeList do
10: Place $\theta$ on device CLOUD
11: end while
12: end while
13: end while

Algorithm 1 – Edge-ward

1: while $p \in$ PATHS do \(\triangleright\) Across all paths
2: placeModules := {$}$ \(\triangleright\) device list
3: while Fog device $d \in p$ do {$}$ \(\triangleright\) leaf-to-root traversal
4: modulesToPlace := {$}$
5: while module $w \in$ app do \(\triangleright\) find modules ready for placement on device $d$
6: if all predec. of $w$ are in placedModules then
7: add $w$ to modulesToPlace
8: end if
9: end while
10: while module $\theta \in$ modulesToPlace do
11: if $d$ has instance of $\theta$ as $\theta'$ then
12: if CPU$\theta' \geq$ CPU$d$ then \(\triangleright\) device $d$
13: does not have CPU capacity to host $\theta$
14: $\theta'' := merge(\theta, \theta')$
15: $f := parent(d)$
16: while CPU$\theta'' \geq$ CPU$f$ do \(\triangleright\) find device north of $d$ for hosting $\theta$
17: $f := parent(f)$
18: end while
19: Place $\theta''$ on device $f$ \(\triangleright\) device $f$ can host $\theta$
20: add $\theta$ to placedModules
21: else if
22: Place $\theta$ on device $d$ \(\triangleright\) device $d$ can host $\theta$
23: add $\theta$ to placedModules then
24: end if
25: else if no device north (near the cloud) of $d$
26: has an instance $\theta$ then
27: if CPU$\theta \leq$ CPU$d$ then \(\triangleright\) if not, will be handled by subsequent iterations
28: Place $\theta$ on device $d$
29: add $\theta$ to placedModules
30: end if
31: end while
32: end while
V. PERFORMANCE EVALUATION

A. iFogSim IoT Simulator

The algorithms have been evaluated via simulations carried out with the iFogSim Simulator [17]. iFogSim enables the simulation of resource management and application scheduling policies. The simulator integrates different modules. IoT devices model field-level devices, and are defined based on specific parameters, such as CPU usage. IoT Applications build the data processing elements based on specific Application Models, which are objects that simulate tuples between sources and destinations. For the specific case of the selected scenario, each application corresponds to a Fog tuple, i.e., a session established to transmit data between sensors and cloud, or sensors and Fog Devices (e.g., IoT gateway, smartphone). Each tuple is characterized by the following attributes: i) CPU length, in millions of instructions per second (MIPS); ii) Network Length (NW Length), corresponding to the bandwidth occupied by the active application session; iii) average inter-arrival time.

Fog devices model Fog nodes, i.e., devices capable of hosting application modules. Resource management is a core component of IFogSim and is composed by Placement and Scheduler. This modular structure allows the deployment of different scenarios, as shall be explained in the next sections.

B. Underlying Experimental Scenario

To evaluate the different algorithms, this paper considers a scenario where a user relies on a personal IoT Smart Health kit. A representation of such a scenario is provided in Figure 2.

Fig. 2. IoT Smart Health Scenario.

Such a kit is composed of a smartphone with a specific application and multiple sensors installed in the Customer Premises. The end-user carries a smartphone with multiple sensors (e.g., accelerometer, GPS, Wi-Fi, heart rate). Additional sensors collecting data concern, for instance, temperature, power usage at home. Co-located with an AP is an IoT gateway, which provides support for communication to and from the cloud. Some of the data collected is regularly sent to the cloud, to a server on the clinic where the patient is being followed, with the purpose of raising awareness to possible health issues that may arise, e.g., a high heart rate.

The different sensors provide real-time data measurement both to the gateway and smartphone healthcare kit application. Such real-time data may be locally stored and filtered; depending on the type of data, whereabouts of the user [22], as well as other conditions (e.g., threshold alerts), the data can be kept on the smartphone, IoT gateway, or sent to the cloud for further processing. For instance, temperature sensors may rely upon a communication protocol such as the Advanced Message Queuing Protocol (AMQP) [23] or the Message Queuing Telemetry Transport (MQTT) [24] to send temperature updates periodically to the IoT gateway, where a broker resides. Such information is sent to the application on the smartphone (subscriber) and to the server-side application on the clinic (subscriber), as well as to relatives of the patient that have also the same smartphone application (subscribers). On the smartphone, the application captures data over multiple sensors to evaluate health aspects but also to raise awareness to other aspects that may indicate issues, e.g., isolation of the user, lack of movement [25].

C. Experimental Settings

The purpose of the evaluation is to compare the performance of the three selected data placement algorithms in terms of execution time, and energy consumption on the Cloud. To evaluate the algorithms, the iFogSim scenario selected is based on parameters that have been thought to fulfil the requirements of the scenario described.

The scenario integrates three different Fog topologies respectively represented by Figures 3, 4, 5. Topology (Top1), illustrated in Figure 3, consists of one cloud, two gateways, two Fog devices for each gateway, and one actuator and one sensor for each Fog device.

Fig. 3. Topology 1.

The second topology (Top2), illustrated in Figure 4 consists of one cloud-based server, three gateways, two Fog devices for each gateway, and one actuator and one sensor for each Fog device.

The third topology (Top3), illustrated in Figure 5 consists of one cloud, two gateways, three Fog devices for each gateway, and one actuator and one sensor for each Fog device.
The Fog devices attributes are described in Table I. There are three different types of devices in the proposed scenario: Cloud, Gateway, and SmartPhone. Each device is characterized by the capacity of CPU processing, RAM, upload and download bandwidth (UpBW and DownBW in KBytes), hierarchical level in the network, and also rate per MIPS (cost rate per MIPS used). The selected values have been based on related literature [17] [26] [27].

The gateway device simulates the use of the “intel core 2” processor and the smartphone simulates the use of a ”cortex-A53” processor and the RAM, CPU (GHz) and storage capacity values refer to these processor models. The processing capacity in MIPS is an approximate ratio to the value in GHz.

Moreover, the simulator allows also for the modelling of transmission delay between the different devices, as provided in Table II.

The simulation consists of extracting “runtime” (execution time) results, cloud CPU consumption and execution placement identification (Cloud, Gateway or Fog Device) in a number of runs. Each simulated scenario results from a combination of the three different scenarios with three different applications described next.

D. Application Characterization

The simulations developed count with three different iFogSim application models. Table III provides the attributes for each application, where CPU stands for CPU usage in MIPS; NW corresponds to the network capacity used by the application, in KBytes, and IA corresponds to inter-arrival time of the application tuples in milliseconds.

Application 1 corresponds to a low intensity application model. This can be, for instance, data periodically sent by environmental sensors to devices around (Fog and Cloud). It has been characterised as requiring 1000 MIPS of CPU, and a NW Length of 1 Kbyte. Inter-arrival time is long, having been set to 1 second (s).

Application 2 models a medium-intensity tuple, e.g., data being periodically sent from an app on a smartphone to devices around or to the Cloud. It has been characterised as consuming 5000 MIPS, a NW length of 1 MByte, and an average inter-arrival time of 50 ms.

Application 3 models a high intensity tuple, e.g., data being periodically sent from the application to a medical clinic. It has therefore been characterised as consuming 10000 MIPS and occupying a NW length of 7 MBytes. The inter-arrival time has been set to 20 ms.

E. Assumptions

The following assumptions have been considered in the simulations:

1) The number of applications are directly linked with the number of available sensors. One application always starts at a sensor. The data placement algorithm selects

---

**Table I**

| Attribute | Cloud | Gateway | Smartphone | Sensor |
|----------|-------|---------|------------|--------|
| CPU (MIPS) | 44800 | 2600 - 7000 | 1000 - 2800 | 0 |
| CPU (GHz) | 130 | 2.4 | 1.6 | 0 |
| RAM (GB) | 40 | 4 | 1 | 0 |
| UpBW (KBytes) | 100 | 10000 | 10000 | 1000 |
| DownBW (KBytes) | 10000 | 10000 | 10000 | 1000 |
| Level | 0 | 1 | 2 | 3 |
| Rate per MIPS | 0.01 | 0 | 0 | 0 |
| Storage (GB) | 12500 | 500 | 32 | 0 |

**Table II**

| Source | Destination | Link delay (ms) |
|--------|-------------|-----------------|
| Sensor | Smartphone | 2               |
| Sensor | Gateway    | 5               |
| Smartphone | Gateway | 20              |
| Smartphone | Cloud   | 50              |
| Gateway | Cloud     | 100             |

---

1 [http://www.roylongbottom.org.uk/cpuspeed.htm](http://www.roylongbottom.org.uk/cpuspeed.htm).
TABLE III
APPLICATION CHARACTERIZATION.

| Application | CPU (MIPS) | NW (KBytes) | IA (ms) |
|-------------|------------|-------------|---------|
| 1           | 1000       | 1           | 1000    |
| 2           | 5000       | 1000        | 50      |
| 3           | 10000      | 7000        | 20      |

where to perform the computation of such application and provides results to an actuator.

2) The StorageModule is always executed in the Cloud. The ClientModule is placed on devices according to the data placement algorithm used.

3) The "Execution Time" is the sum of the execution times of all modules of the executed applications. This includes the processing time of the placement algorithm and the latency between the devices used, from the output of the sensor to the return of the actuators.

F. Results

Figures 6, 7, 8 provide execution time results for the three applications.

In terms of application intensity, the three algorithms exhibit similar performance. Execution time increases for Application 3 as expected, given that this is an example of a highly intensive application.

1) Execution Time: Comparing the execution time of the different algorithms, the Cloud-only algorithm always results in a higher execution time. These results can be justified by the execution in the cloud, where it runs an execution path with greater latency (see Table III).

For low-intensity and average intensity applications, Edge-ward performs slightly worse than the Mapping algorithm. The execution time difference becomes significantly higher for high-intensity applications.

Edge-ward is more sensitive to changes in topology, given that the higher number of Fog devices results in a higher number of application executions. Once the application needs exceed the capacity of Fog Devices, Edge-ward runs the application modules in CLOUD devices, thus increasing latency when compared to the Mapping algorithm.

Overall, the Mapping algorithm results in the lowest execution times. This is due to the Mapping algorithm forming processing queues if Fog devices do not have enough resources to accommodate applications.

Independently of the selected application and of the selected algorithms, a common aspect is that an increase in Fog devices increases the amount of execution of the application modules thus increasing overall latency.

2) Cloud Energy Consumption: In this batch of experiments, the aim is to understand if, when compared with traditional cloud approaches, the selected data placement algorithms can provide a reduction in energy consumption, thus becoming even more relevant from a perspective of delegation of cloud functions. Figure 9 provides results obtained for energy consumption in Joules for each application, when running each of the three different selected algorithms. As has already been described in related literature [28]: the higher the processing in the cloud, the longer the resulting in terms of execution time.
A first observation to be made from the results obtained, is that from the three different algorithms, the one that has lower impact in terms of energy consumption in the cloud is the Mapping algorithm.

A second observation to be made is that storage is the module that affects the most the energy consumption in the cloud. This is relevant in particular for algorithms such as Mapping, which only recur to the cloud for storage.

A third observation is that the energy consumption with Cloud-only increases with an increase in the number of field-level devices. Application 3, which is an example of an intensive application, is accommodated in the Cloud for the cases of the Cloud-only and Edge-ward algorithms. While the Mapping algorithm incurs in a lower cloud energy consumption due to accommodating queuing in Fog devices.

VI. CONCLUSIONS AND NEXT STEPS

This paper describes and evaluates, via simulations, three different data placement algorithms for Fog environments: Cloud-only, Mapping, Edge-ward. The performance evaluation concerns overall execution time, and energy consumption on the Cloud, for low, average, high intensity applications. Three different Fog topologies are also considered.

Results obtained show that the Mapping algorithm consistently achieves the best performance in almost all of the executed simulations, in what concerns execution time. Still, under specific situations, the Edge-ward algorithm can outperform Mapping. This has been observed, for instance, in scenarios where selected Fog devices could not match the processing needs of specific applications, such as occurs with Application 3 (standing for a high intensity application).

The results of the paper can be used as a micro-benchmark for research related to the execution of IoT applications based on Fog computing.

As next step, we are developing novel algorithms that take into consideration context-awareness to provide a better selection of edges, based on a concurrent strategy, and taking into consideration opportunistic edge computing frameworks.
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