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X-ray diffraction (XRD) is commonly used to analyze systematic variations occurring in compounds to tune their material properties. Machine learning can be used to extract such significant systematics among a series of observed peak patterns. The feature space concept, in the context of autoencoders, can be the platform for performing such extractions, where each peak pattern is projected into a space to extract the systematics. Herein, an autoencoder is trained to learn to detect the systematics driven by atomic substitutions within a single phase without structural transitions. The feature space constructed by the trained autoencoder classifies the substitution compositions of XRD patterns satisfactorily. The compositions interpolated in the feature space are in good agreement with those of an XRD pattern projected to a point. Subsequently, the autoencoder generates a virtual XRD pattern from an interpolated point in the feature space. When the feature space is effectively optimized by enough training data, the autoencoder predicts an XRD pattern with a concentration, which is difficult to be described using the possible resolution of the supercell method of ab initio calculations.

1. Introduction

Materials informatics (MI) is becoming prevalent as an application of big data science for the discovery of materials.[1,2] Because XRD analysis is one of the commonly used methods in most material development fields, there have considerable efforts toward the application of machine learning for extracting significant characteristics from observed XRD peak patterns. One of the most common applications of XRD has been the automatic identification of the space group of a crystal structure through XRD peak patterns. The techniques used for this purpose include dynamical time warping (DTW),[3–6] non-negative matrix factorization (NMF),[7] stochastic neighbor embedding with t-distribution (t-SNE),[8] and agile combinatorial factor decomposition (AgileFD),[9,10] but majority of previous studies have used neural networks (NNs) and deep learning.[11–20] The targets range not only for space group identification but also for the identifications of mixtures,[21,22] chemical compositions within a single phase,[4] etc.

In this study, we target the identification within a single phase. There is a demand for tuning the properties of a crystal through atomic substitutions while maintaining its space group.[23] The compositional change of the doped elements leads to slight changes in XRD peak positions, which can be detected to identify the composition of dopants. Studies using DTW to detect the peak shifts have been conducted, showing successful results in clustering XRD patterns according to the composition.[4] Compared with the case of recognizing the peak pattern across phases, the detection of a slight peak-position shift within a single phase, producing almost the same pattern, is more challenging; however, it can be achieved through DTW.[4] It is important to know the peak that is responsible for these slight shifts. Owing to the atomic substitutions, the peaks corresponding to some bonding lengths cannot shift significantly, while others cannot be shifted entirely. Even with significant intensities, such peaks with slight shift in their positions would be irrelevant allowing compositional identification. We considered the possibility to extract such characteristics in peak shifts using feature spaces of machine learning.

An autoencoder is used to perform feature extraction using machine learning. The extraction is performed using dimensionality compression based on a neural-network framework. Such a framework has also been applied to noise reduction,[24] anomaly detection,[25] and novelty detection.[26]
relating to materials science, the identification of phase transitions in spin models using an autoencoder has been reported.\cite{27}

In addition to identification purposes, recent studies have actively used the information constructed in the feature space. For example, there are applications of assessing reconstruction loss as a measure of novelty prediction,\cite{28} or imaging the distribution in feature space with t-SNE and using it to switch between different dimensional representations (2D images to 1D spectra).\cite{29}

We are therefore interested in how the XRD peak relevancy explained above could be captured the feature space of autoencoders. The features are found to be captured well in a 2D feature space, from which we can reproduce the original data precisely. Distance on the space can be used to identify the composition of doped compounds. Surprisingly, the distance can also be used to identify relevant peaks for capturing the features. This is quite in contrast with the traditional approach employed by materials science researchers who interpret the patterns using crystallography where the features are captured using multiple concepts such as Bravais lattice estimations (e.g., Rietveld analysis),\cite{30} indexing of each diffraction peak, fitting of lattice constants (e.g., Vegard’s law),\cite{31,32}, and charge density estimations (e.g., MEM analysis).\cite{33–36} Though our result can be technically described as only a dimension compression from 11 900 original dimensions to two dimensions by an autoencoder, it is surprising that a target problem which is traditionally considered from multiple views by humans is now captured well in only two dimensions by machines.

2. Model and Methodology

We applied our framework to a data set of XRD patterns of magnetic alloys, [Sm\((1-x)\)Zr\(x\)]Fe\(_{12-y}\)Ti\(_y\), with different concentrations \(x\) and \(y\).\cite{4} A fixed concentration still includes multiple possibilities for the inequivalent locations of the crystalline sites.\cite{4} For the ten different concentrations considered here (Table 1), we have recorded 150 XRD patterns corresponding to inequivalent symmetries analyzed with the space-group clustering tool.\cite{37} There is a variation in the number of non-equivalent structures depending on concentration, which causes the imbalance in the training data. In fact, as we will see later in detail, for the case of SmZrFeTi, this imbalance results in low prediction accuracy for this composition as a special case. XRD analysis was performed by using VESTA (RIETAN-FP)\cite{38,39} for the structure relaxed by DFT. In this XRD pattern generation, we used 0.496 Å as the wavelength and isotropic atomic displacement parameter \(B\) of 1.00 Å.\cite{4} The Vienna ab initio simulation package (VASP) was used for DFT with the revised Perdew–Burke–Ernzerhof (RPBE) exchange-correlation functionals. The plane wave cutoff energy was chosen as 400 eV, and the k-points to 5×5×5 Monkhorst-Pack grids were used, which were large enough for energy convergence. The above-mentioned conditions have been found to cause an underestimation of the lattice constants in the present system.\cite{4} Accordingly, the DFT-XRD peak positions were shifted by \(\delta \Phi = 0.1^\circ\), in relation to those from experiments. Because we used a resolution of \(\delta \Phi = 0.01^\circ\) for the input of our NN autoencoder, the above corresponds to the shift with \(\approx 10\) grids in the input edge. If the experimental XRD were to be applied to the present framework, it would be necessary to estimate the above shift in advance and preprocess it with the grid shift by that amount. Alternatively, another NN can be prepared before the input of the current autoencoder, and it can be trained to fill the difference between the experiment and the simulation by using the transfer learning technique.

The data are inputted to a neural network as a 11 900-dimensional vector \(\{I(2\delta)\}_{\delta=0}^{120}\) \((2\delta \approx 0–120\,^\circ, \delta\delta = 0.01\,^\circ)\) at the input layer. Note that the range of \(2\delta\) in our case corresponds to the experimental setting using synchrotron radiation \((\lambda = 0.496\,\text{Å})\). As an autoencoder, the network encodes an input vector, compressing its dimension using hidden layers to two dimensions, and then decodes it out toward the output-layer with the same dimension as that of the input. The parameters in the network are optimized such that the output can identically reproduce the input. For implementation, we used PyTorch with activation functions ReLU\cite{41} for both the encoder and decoder hidden layers. At the final layer of the encoder and decoder, tanh (a nonlinear function) and a linear function are used as the activation function, respectively. Parameters are optimized by the Adam\cite{42} algorithm combined with mean squared error loss function (MSELoss) and L2-norm weight decay error estimations. For training, 90% of the data were used, and the rest were used for testing. We found that the error minimizing network construction (hyper-parameters), which required over ten samples for numerical stabilization, had three hidden layers, a minibatch of size 10, and 1000 epochs.

The network compresses the dimensions of the 11 900-dimensional data at the input into 128 → 64 → 12 dimensions via three hidden layers, and finally creates the 2D feature space at the last edge of the encoder (namely, at the middle of the whole autoencoder). Figure 1 shows the feature space, on which 150 XRD patterns are projected to each point. The initial distribution of the points (panel (a)) is scattered to form clusters as shown in panel (b) as the network learns. We observe that each cluster (as shown by circles in the panel (b)) is formed by patterns with the same concentration (corresponding to the same symbol) of substituents, and hence that the feature space can identify the compositions of the samples.

3. Results and Discussion

Figure 2 compares the input XRD pattern and that reproduced by the autoencoder. These agree with each other, showing that the autoencoder learnt the XRD patterns data correctly. In the

Table 1. Number of inequivalent structures (irreducible structures) in the sense of spatial symmetry for Sm\((1-x)\)Zr\(x\)Fe\(_{12-y}\)Ti\(_y\) to be considered. The numbers in brackets indicate the structures constructed from the \(2 \times 2 \times 2\) supercell (Sm/Zr), while the rest are constructed from the \(2 \times 2 \times 1\) supercell (Fe/Ti).

| \(y/x\) | 0.0 | 0.5 | 1.0 | 1.5 | 2.0 |
|-------|-----|-----|-----|-----|-----|
| 0.000 | 1   | 13  | 22  | 27  | 67  |
| 0.125 | -   | -   | (2) | -   | -   |
| 0.250 | -   | -   | (7) | -   | -   |
| 0.375 | -   | -   | (6) | -   | -   |
| 0.500 | -   | -   | (10) | -  | -   |
Figure 1. Distributions of 150 XRD patterns projected to the 2D feature space created by our autoencoder. Points with the same symbol have the same concentration of atomic substitutions but differ in their location since they are group theoretically inequivalent. As the parameters are optimized (i.e., the learning of the neural network is completed), the initial distribution [panel (a)] forms clusters as shown in panel (b) enclosed by circles.

Figure 2. Comparison of the input XRD pattern and that reproduced by our autoencoder. They coincide well with each other at the resolution of human eyes, demonstrating that the autoencoder learnt the data well. Note that the range of $2\theta$ in our case corresponds to the experimental setting using synchrotron radiation ($\lambda = 0.496\text{Å}$).

following discussions we provide several possible ideas on how to utilize the extracted features of XRD patterns: A) identifying doping concentrations for a given XRD pattern of unknown samples, B) clarifying the irrelevancy of each peak in a pattern in contributing to the features, C) generating artificial XRD patterns for a given concentration as the interpolation over XRD patterns to avoid expensive ab initio analysis, followed by D) a discussion justifying the chosen dimensions of the feature space.

3.1. Identification of Concentrations

Since in Figure 1b, samples that are close to each other on the feature space have a similar concentration, it is quite likely for samples with unknown concentrations to be projected to a location close to samples with similar concentrations. One could then estimate the unknown concentration using the distance on the feature space.

For such an identification, we paint the feature space as shown in Figure 4, where the color corresponds to the concentration. Based on the color, the location of a given sample that is projected can be determined and the concentration of the sample can be estimated. One would wonder whether the painting can be performed by a clustering technique (unsupervised machine-learning) such as the k-means method. However, we have concluded that the k-means method is never the appropriate choice for the painting: the method relies on the center of gravity of data that forms each cluster region. The data are sorted based on the distance from the center of gravity of each cluster. Such a concept would work well if each cluster forms a simply-connected region; otherwise, points closer to the center might be out of the region. As seen in the solid circled region in Figure 1b, our data can form clusters with the same feature that are not simply-connected (triangle symbols form two regions separate from each other). Rather than using global knowledge over the data such as the center of gravity, as concluded, it is better to use local information in the vicinity of the projected point.

As the simplest way to use such local information, we could use linear interpolation as explained in Figure 3. Suppose the target sample (an XRD pattern) with an unknown property
(concentration in this case) is projected to \( P \), in the vicinity of which we have three data points, \( A \), \( B \), and \( C \) with known properties, \( Q_1 \), etc. When the location of \( P \) is described as
\[
\vec{x}_{AP} = s \cdot \vec{x}_{AB} + t \cdot \vec{x}_{AC}
\]
the quantity for \( P \) is naively estimated using the same fractions as
\[
Q_P = Q_s + s \cdot (Q_B - Q_s) + t \cdot (Q_C - Q_s)
\]
To assign three known points in the vicinity of \( P \) into \( A \), \( B \), and \( C \) we would select them such that the inner products \( (\vec{x}_{AB} \cdot \vec{x}_{AP}) \) and \( (\vec{x}_{AC} \cdot \vec{x}_{AP}) \) are sufficiently large to obtain plausible interpolations (as is shown in Figure 3). This condition may be interpreted as follows: \( P \) should be located inside of the triangle formed by \( A \sim C \), which leads to the condition for the fractions, \( s, t > 0 \) and \( 1 > s + t > 0 \), as implemented the program. From this point of view, we chose three points which give minimum \( s^2 + t^2 \) from 12 points near \( P \).

By sweeping \( P \) over the entire feature space and identifying three of its nearest neighbors, we can estimate the concentration of any point on the space by using the above formalism, resulting in the painted map shown in Figure 4. By using this map, we can identify the concentration of a given sample that is projected to the space. Using test data points (for which the concentration is known), we can examine the performance of the maps predictions by comparing the known concentration to the estimated.

Table 2 lists the results in order of poorest performance measured using the error for the concentration of \( Sm_{x_1}Zr_{x_2}Fe_{x_3}Ti_{x_4} \) defined as
\[
\delta = \sum \left( c_i^{[\text{est}]} - c_i^{[\text{true}]} \right)^2.
\]
where \( A \) and \( E \) are the known concentration and estimate, respectively.

Table 2. [estimation] Estimation performance of test data sample concentrations using our linear estimation shown in order of the poorest performance measured using the error, which is defined in Equation (3) [the worst ten are shown]. The worst performance comes from the fact that there is little learning data for this case as explained in the main text.

| True composition | Estimated composition | Error |
|------------------|-----------------------|-------|
| Sm_{0.02}Zr_{0.02}Fe_{1.01}Ti_{1.00} | Sm_{0.02}Zr_{0.02}Fe_{1.73}Ti_{2.07} | 1.43 \times 10^{-1} |
| Sm_{0.02}Zr_{0.02}Fe_{1.01}Ti_{1.00} | Sm_{0.02}Zr_{0.02}Fe_{1.95}Ti_{1.04} | 3.59 \times 10^{-3} |
| Sm_{0.02}Zr_{0.02}Fe_{1.01}Ti_{1.00} | Sm_{0.02}Zr_{0.02}Fe_{1.52}Ti_{1.48} | 9.85 \times 10^{-4} |
| Sm_{0.02}Zr_{0.02}Fe_{1.01}Ti_{1.00} | Sm_{0.02}Zr_{0.02}Fe_{1.32}Ti_{0.97} | 9.31 \times 10^{-4} |
| Sm_{0.02}Zr_{0.02}Fe_{1.01}Ti_{1.00} | Sm_{0.02}Zr_{0.02}Fe_{1.22}Ti_{0.87} | 9.31 \times 10^{-4} |
| Sm_{0.02}Zr_{0.02}Fe_{1.01}Ti_{1.00} | Sm_{0.02}Zr_{0.02}Fe_{1.32}Ti_{0.97} | 9.85 \times 10^{-4} |
| Sm_{0.02}Zr_{0.02}Fe_{1.01}Ti_{1.00} | Sm_{0.02}Zr_{0.02}Fe_{1.49}Ti_{1.97} | 1.85 \times 10^{-4} |
| Sm_{0.02}Zr_{0.02}Fe_{1.01}Ti_{1.00} | Sm_{0.02}Zr_{0.02}Fe_{1.49}Ti_{1.00} | 7.39 \times 10^{-5} |
| Sm_{0.02}Zr_{0.02}Fe_{1.01}Ti_{1.00} | Sm_{0.02}Zr_{0.02}Fe_{1.49}Ti_{1.00} | 4.80 \times 10^{-5} |
| Sm_{0.02}Zr_{0.02}Fe_{1.01}Ti_{1.00} | Sm_{0.02}Zr_{0.02}Fe_{1.49}Ti_{1.00} | 1.03 \times 10^{-5} |
| Sm_{0.02}Zr_{0.02}Fe_{1.01}Ti_{1.00} | Sm_{0.02}Zr_{0.02}Fe_{1.49}Ti_{1.00} | 4.26 \times 10^{-6} |
| Sm_{0.02}Zr_{0.02}Fe_{1.01}Ti_{1.00} | Sm_{0.02}Zr_{0.02}Fe_{1.49}Ti_{1.00} | 1.20 \times 10^{-6} |

Figure 4. Estimations of the substitutional concentrations for any point on the feature space represented by the color map. By using such maps, we can identify the concentration of a given sample that is projected to the space.
The general consensus is that it is impossible to determine what the quantities on the vertical and horizontal axis are in a compressed 2D feature space. In this study, however, it may be possible to determine what they are to some extent in the following manner: The features in the present XRD case are those characterizing crystal structures tuned by the substituents, for example, the c/a ratio, etc. Generating variations that artificially capture such features through simulations is straightforward. By observing how the locations of the projected points on the feature space are affected by these structural changes, we can extract a trend of what the vertical and horizontal axis represents.

In some compositions, clusters are concentrated in a narrow region, while others are widely spread (e.g., Sm\textsubscript{1.0}Zr\textsubscript{0.0}Fe\textsubscript{0.0}Ti\textsubscript{2.0}). This reflects the variation in the number of irreducible structures\textsuperscript{[4,37]} for each composition, as described below. Even for the same composition, there are several inequivalent structures (irreducible structures) in terms of the space group, depending on which sites are substituted. In this study, XRD patterns are calculated for the relaxed structures obtained by applying DFT geometrical optimizations to each irreducible structure. Therefore, for the same composition, there are several different peak patterns corresponding to the number of irreducible structures with different relaxed geometries. As shown in Table 1, the number of irreducible structures is different for each composition. Therefore, a composition with more variations of irreducible structures gives a wider spread of its cluster in the feature space. Sm\textsubscript{1.0}Zr\textsubscript{0.0}Fe\textsubscript{0.0}Ti\textsubscript{2.0}, which is the most widely spread in the feature space, is the composition with the most variations of irreducible structures, as shown in Table 1. The structures at x = 1.0, 1.5, which have the second most variations also tend to be the most widely spread in the feature space.

In our results, the position in the feature space reflects the substitution composition because the atomic substitutions modulate the lattice constants, and they are reflected in the XRD peak shifts. Considering this mechanism, we notice that the possibility of using machine-learning recognition of XRD patterns to predict physical properties would be limited: It will be difficult to capture the properties in the feature space unless they are closely related to the lattice parameter modulation. If the objective is limited to composition identification from the beginning, it may be more convenient to construct a “composition-axis feature space.” Because the composition of all training data is known as the answer, it would be possible to construct a neural network (NN\textsubscript{\text{-}NN\textsubscript{\text{d}}}) with the XRD pattern (11900 dimensions) as the input, setting the output end to the 2D composition (x, y), and optimizing parameters to reproduce the composition of the answer. Combining its reversed NN\textsubscript{\text{d}} (a neural-network that reproduces the XRD pattern of the training data using the composition of the answer as a 2D input, where “\text{-}e” and “\text{-}d” stand for encoding and decoding, respectively) attached to the output edge of NN\textsubscript{\text{e}}, it would be possible to construct a NN performing the same function as our developed autoencoder. This “NN\textsubscript{\text{-}NN\textsubscript{\text{d}}}” provides the 2D projection space, on which we can easily identify the predicted composition for any given XRD pattern. The “NN\textsubscript{\text{-}NN\textsubscript{\text{d}}}” is, however, different from autoencoders in their purpose. Autoencoders usually learn parameters and extract features heuristically in a way that does not restrict the axis configuration of the feature space. Because our autoencoder heuristically confirmed that the feature space is well-linked to the composition space, it can be argued that the “NN\textsubscript{\text{-}NN\textsubscript{\text{d}}}” configuration can be used for composition identification.

3.2. Identifying Relevant Peaks

Whether all the peaks in an XRD pattern are required to characterize a crystal’s structure, or only a specific bandwidth of \(2\theta\) is sufficient would be a fundamental question in XRD. In this context, we would like to identify how much each peak is relevant incharacterizing the features of XRD. The naivest idea to measure this relevance would be to determine which peaks disappeared after the XRD pattern is reproduced by the autoencoder by comparing the input and output patterns. This approach unfortunately does not work because, as seen in Figure 2, the optimization of our neural network is so successful that the output reproduces the input pattern very well (none of the peaks disappeared).

We can instead use the idea that the relevance can be measured by how much the projected location on the feature space is affected when the considered peak is masked. Here, we define a mask vector \(M(2\theta)\) with the same dimensions as the XRD pattern, and its components become zero for \(2\theta \approx 2\theta + \Delta(\Delta = 0.03)\) and one otherwise. By using the mask vector, the masked XRD pattern can then be represented as \(XRD_{\text{m}}(2\theta) := M(2\theta) \circ XRD\), where the \(\circ\) is the Hadamard product. Suppose \(P[XRD]\) is the XRD pattern projected onto the feature space, the displacement on the feature space caused by masking can be evaluated as a normal distance on the feature space: \(\text{Dev}(2\theta) = \|P[XRD_{\text{m}}(2\theta)] - P[XRD]\|\). This would measure how much the masked peak at \(2\theta\) affects the XRD location on the feature space, and hence, corresponds to the “relevance intensity.” The plot of the intensity, \(\text{Dev}(2\theta)\), is shown in Figure 5, superimposed on the XRD pattern. This XRD pattern is for the test data; the composition is Sm\textsubscript{1.0}Zr\textsubscript{0.0}Fe\textsubscript{0.0}Ti\textsubscript{2.0}.

Both the original XRD and the relevance intensity are strongly correlated (namely, the relevance is larger when the XRD intensity gets larger), but at some peaks [e.g., at (a) in Figure 5], they are not correlated. Though the peak at (a) has significant intensity, its relevance is almost zero. One might suspect that this might be because the peak comes from a higher-order plane index, and thus, has some intensity but relevant information is already reflected in the lower-order plane index. We found, however, that the peak (a) has a fundamental of index, (0,0,1), which is not higher-order.

For the existence of peaks that are not relevant, although their peak intensities are large, it is important to recall here that the relevancy is defined by the training dataset. In this study, we trained our NN to detect how peak positions are affected when specific composition ratios such as Sm/Zr and Fe/Ti are modified. Even if the peak has a large intensity, if the peak position hardly changes with respect to the composition in question, then the relevancy will be classified as small. This explains why there are peaks with larger intensities but tiny relevancies.

In this study, the feature space was created to characterize slight differences among the patterns within the single phase, because the learning data belong to the same phase. If the training data is formed from the patterns of different phases, it is likely that minor differences in the patterns within a single phase are regarded as identical, and the autoencoder is trained to extract the differences across the different phases. In such a case, the evaluation criteria for the peak relevancy may change from that...
established in this study. More specifically, the peak indicated by arrow (a) in Figure 5 will have a large relevancy for interphase recognition, while the relevancy evaluated in this study is as small as the one that measures the composition dependence within a single phase.

This insight leads to a discussion on the generality of the method developed in this study. The core structure of the parameters learned in the developed autoencoder can be used as the initial set for any other autoencoder for recognizing an XRD pattern through transfer learning. In addition to the core structure, the collected training dataset would be different depending on the individual purpose of capturing the dependence of the peak patterns. Moreover, the resultant learned relevancy will be tailored to each purpose. Applying the masking strategy developed in this study to each relevancy provides a versatile framework as a tool that tells us which peaks to be focused on to capture the dependence for each purpose.

In this study, relevancy extraction is realized upon the dimensional reduction of the description space to get feature space. Therefore, it will be necessary to discuss whether other dimensional reduction methods such as t-SNE, UMAP (uniform manifold approximation and projection), and PCA (principal component analysis) can realize the same idea. The essence of the masking strategy in this study lies in the projected point deviation in the dimensional compressed projection space, and this idea does not depend on the way the projected space is constructed. If it does, the same idea can be realized by t-SNE/UMAP, which are other methods of providing the projected space. PCA is a method based on eliminating input information with little variation. In the context of PCA, a peak with a higher intensity and lower relevancy is regarded as such input information with a small variance over the training data. In other words, the information that was eliminated as a peak with low relevancy in this study can also be eliminated to the same extent through PCA. An insight into the mechanism of relevancy extraction developed by the current implementation of the autoencoder reveals that similar functions can be achieved by other methods, as discussed before.

We will discuss the contrast with conventional methods of XRD peak-pattern analysis. Conventional methods include “search-match” and “full profile analysis.” Practitioners usually apply the former first, such as comparing observed peak patterns with those existing on the database. The latter is used to identify the structure such that the assumed crystal structure is made to approach the observed XRD using Le Bail analysis [45] or Rietveld analysis. [46] To upgrade these methods, there have been preceding studies conducted to apply data scientific methods such as wavelets and PCA. [47] These preceding methods are used to relate the observed XRD pattern to a single crystal structure, and for this applications, data scientific methods are rapidly developed. In contrast to these, our method relates a series of XRD peak shifts to systematic structural changes triggered by compositional changes. By making the dynamic trend learn from the data, the analysis time is shortened. Even if the conventional one-point analysis has been accelerated by data science, there may be many cases in which a repetitive one-point analysis is not cost-effective for analyzing a dynamic trend. The proposed method can be effective in such cases.

3.3. XRD Patterns Generated by Autoencoder

XRD provides inferences not only of the lattice constants but also of other valuable information such as strains, crystalline sizes,
Figure 6. A comparison between XRDAE and XRDDFT. As the composition not used in the training, \((x, y) = (0.5, 0.5)\), was chosen. The range of \(2\theta = [1216]\) is shown enlarged (inset is the full range of \(2\theta = [1, 40]\)).

etc. Therefore, learning data that are compared with experimental XRD patterns have the finest composition resolution. Realizing such a fine resolution via ab initio simulations is, however, generally very difficult. The conventional treatment of atomic substitutions using the supercell model requires a very large supercell to represent a tiny percentage of substitutions, which is practically impossible to perform. Hence, we interpolated discrete points (50%, 25%, 12.5%, etc.) that can feasibly be obtained at a realistic cost using ab initio simulations. This can actually be realized through our feature space. Since a composition contour is constructed on the feature space as in Figure 4, we can interpolate to find a point corresponding to a desired composition on the contour. The output pattern generated by the autoencoder projected from the point on the feature space could be a plausible composition XRD pattern that is obtained without costly ab initio simulations. This approach can be applied not only to XRD but also to other spectrum and even to other physical quantities that are evaluated by ab initio simulations. The approach can also be regarded as another remedy for the long-standing difficulties in ab initio calculations, that is, the computational cost of treating small concentrations with large supercell models.

As a way to verify how successfully the interpolation described in is working, we investigated the quality between the virtual XRD pattern (XRDAE) generated by the autoencoder from the interpolated point. A useful technique using virtual data generated by autoencoders has become popular recently in the context of generative adversarial networks (GANs).\(^{48-51}\) For the composition corresponding to interpolation points, we can also generate XRD patterns using DFT (XRDDFT). If the compositional identification by interpolation described in is successful, then the XRDAE and XRDDFT would be expected to agree reasonably well. Figure 6 shows a comparison between XRDAE and XRDDFT for \((x, y) = (0.5, 0.5)\). Though the inset (whole range) gives us the impression that the coincidence is accurate, the main figure (enlarged range for \(2\theta\)) shows some differences to some extent, but the peak features are well captured. Because there are \(\approx 150\) training data points, the agreement will improve as the number of training data points increases.

Because the comparison of XRD depends on the quality of the training data, another convincing fact would be required to show that the interpolation is working properly. Denoting the composition as \(\bar{x} = (x, y)\), we consider the deviation between XRDAE(\(\bar{x}\)) and XRDDFT(\(\bar{x}_0\)).

\[
\Delta(\bar{x}) = \left| \text{XRDAE}(\bar{x}) - \text{XRDDFT}(\bar{x}_0) \right|
\]

where, the difference is defined by the squared summation of the difference of the intensity at each \(2\theta\)." If the interpolation is properly working, then \(\Delta(\bar{x})\) should behave as if it has a minimum at \(\bar{x} = \bar{x}_0\), and increases as \(\bar{x}\) moves away from \(\bar{x}_0\). A plot of \(\Delta(\bar{x})\) evaluated as \(\bar{x}_0 = (0.5, 0.5)\) is shown in Figure 7. The behavior is roughly as expected, supporting that the interpolation is working properly.

3.4. Dimension of the Feature Space

In this study, the original dimension of an XRD pattern is compressed into a 2D feature space. The feature space need not be 2D, but we will show that a 2D space is the optimal choice in the following analysis. Figure 8 shows the dependence of the estimation errors on the choice of the dimensions of the feature space. The error is measured as the squared deviation between the chemical composition of a sample and its prediction.
Figure 7. Log-plot of $\Delta(\vec{x})$ evaluated at the reference point $\vec{x}_0 = (0.5, 0.5)$.

Figure 8. Dependence of the estimation errors on the choice of the feature space dimensions. The error is defined as the squared deviation between the chemical composition of a sample and its prediction from the linear interpolation made in the feature space as explained in Figure 3. The distributions of the mean value of the error obtained by $k$-hold-out cross-validation method (the number of the subset = 10) are shown as box-and-whisker plots with logarithmic scale.

from the linear interpolation made in the feature space as explained in Figure 3. Data shown in Figure 8 are the distribution of the mean value of the error obtained using the $k$-hold-out cross-validation method (with subset = 10) shown as box-and-whisker plots. The plots clearly show that the choice of dimensions is optimal at two dimensions. As a general rule, the number of dimensions increases with the apparent accuracy, but generalizability is reduced by overlearning: a choice of optimal dimensions balances this trade-off. A plausible reason for the 2D space being optimal might be that the crystal structure has...
two degrees of freedom because of the constraints, $a = b$ and $\alpha = \beta = \gamma = 90^\circ$.

4. Conclusion

We developed an autoencoder to construct a feature space that describes XRD patterns. The framework was trained using XRD pattern data to identically reproduce the input peak patterns at the resolution of human eye. Each XRD pattern is projected to a point on the 2D feature space, forming clusters of samples with similar concentrations. The distance in the space can be used to estimate the concentration of any given sample by projecting its XRD pattern to the space. We drew a contour map on the space that describes the concentration by linearly interpolating between points produced from the training data. Using the test data to examine the prediction performance, we confirmed a percentage error less than 0.5% except for cases with little training data. We proposed two applications of the feature space: The first is determining the relevance of each peak in characterizing XRD features. This is done by observing the change in location of a point on the feature space when a peak from the original XRD pattern is masked. Using this method, we found a nontrivial case where a high intensity peak had a low relevance intensity; we could not make a reasonable account for the irrelevancy from the physics of XRD (e.g., higher-order reflections, etc.) The second is interpolating XRD patterns to avoid expensive ab initio simulations, with which it is difficult to simulate small changes in concentrations. The interpolation can be done on the feature space, and hence, the autoencoder can generate an artificial but plausible XRD pattern for the interpolated point with the desired composition. The approach would be regarded as a useful alternative to the computationally expensive ab initio simulations for fine resolutions of concentrations.
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