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Abstract

Learning-based image compression was shown to achieve a competitive performance with state-of-the-art transform-based codecs. This motivated the development of new learning-based visual compression standards such as JPEG-AI. Of particular interest to these emerging standards is the development of learning-based image compression systems targeting both humans and machines. This paper is concerned with learning-based compression schemes whose compressed-domain representations can be utilized to perform visual processing and computer vision tasks directly in the compressed domain. Such a characteristic has been incorporated as part of the scope and requirements of the new emerging JPEG-AI standard. In our work, we adopt the learning-based JPEG-AI framework for performing material and texture recognition using the compressed-domain latent representation at varying bit-rates. For comparison, performance results are presented using compressed but fully decoded images in the pixel domain as well as original uncompressed images. The obtained performance results show that even though decoded images can degrade the classification performance of the model trained with original images, retraining the model with decoded images will largely reduce the performance gap for the adopted texture dataset. It is also shown that the compressed-domain classification can yield a competitive performance in terms of Top-1 and Top-5 accuracy while using a smaller reduced-complexity classification model.

1. Introduction

Learning-based image coding algorithms have shown a competitive compression efficiency as compared to the conventional compression methods, by using advanced deep learning techniques. Specifically, when compared to JPEG/JPEG 2000 standard, learning-based codecs can produce higher compression quality in terms of some common perceptual objective quality metrics such as PSNR (peak signal-to-noise ratio) and SSIM (structural similarity) [13] / MS-SSIM (multi-scale structural similarity) [14] for some target compression bitrates [4, 11].

Furthermore, without fully decoding the images, learning-based codecs can be adapted to support image processing and computer vision tasks in the compressed-domain. This latter feature was incorporated as part of the emerging JPEG-AI standard [10]. Figure 1 shows an example for a compressed-domain classification task. Given an original input image \( x \), a learning-based codec can encode it and quantize it to form a compressed-domain latent representation \( \hat{y} \) (compressed representation). This compressed representation \( \hat{y} \) can be losslessly transformed into a bitstream via entropy encoding and then recovered back to the compressed-domain through an entropy decoding process. The decoded image \( \hat{x} \) needs to be reconstructed by inputting the compressed representation \( \hat{y} \) to the learning-based decoder, which can be abandoned when targeting a machine given that the compressed representation \( \hat{y} \) may contain useful information to perform image processing and computer vision tasks in the compressed domain [2].

One application of interest is compressed-domain classification. Recently, Torfason et al. [12] demonstrated that two computer vision tasks, image classification and semantic segmentation, can achieve comparable performance using compressed-domain representations as compared to the tasks performed using pixel-domain decompressed images. In this work, we adopt the JPEG-AI framework [2] for compressed-domain material and texture recognition. We first evaluate the effects of decoded images on recognition model performance. We then present a system for integrating compressed-domain material and texture recognition, an advanced learning-based image coding network [4]. The rest of our paper is organized as follows. Related works
about texture recognition and learning-based image coding algorithms are briefly discussed in Section 2. Section 3 describes the compressed-domain material and texture classification method. Performance results and comparison with pixel-domain classification are presented in Section 4, followed by a conclusion in Section 5.

2. Related Works

Many effective learning-based image coding architecture are based deep neural networks (DNNs). Theis et al. [11] defined a compressive autoencoder to learn the end-to-end trained encoder-decoder network for compression, with a joint rate-distortion loss function. With similar thoughts, Ballé et al. [3] described a DNN-based image compression architecture consisting of linear convolutional layers and nonlinear activation functions, and developed an end-to-end optimization framework via backpropagation for rate-distortion performance trade-off. Further improving the prior work, Ballé et al. [4] introduced a hyperprior network to learn and compress the spatial dependency information in the compressed-domain and adopted the MS-SSIM index into the objective function for better visual quality.

Recent texture recognition works turned to adaptive modifications of end-to-end DNN architectures such as the ResNet architecture [8]. By adopting ResNet as backbone, Zhang et al. [16] proposed a deep texture encoding network by inserting a residual encoding layer with learnable dictionary codewords before the decision layer. To improve on the method of Zhang et al. [16], Xue et al. [15] combined the global average pooling features with the encoding pooling features through a bilinear model [7] in their deep encoding pooling network, followed by a multi-level texture encoding and representation [9] to aggregate multi-stage features extracted using the DEP module.

3. Compressed-Domain Material and Texture Recognition

In our work, the texture classification task can be directly performed on the compressed-domain latent representation that is produced by a learning-based image codec. We adopt the variational image compression with a scale hyperprior [4] using the MS-SSIM quality metric in the loss function (HyperMS-SSIM). As shown in Figure 1, instead of using the fully decoded pixel-domain images to train/evaluate the classification model, the compressed-domain representation $\hat{y}$ is directly taken as the input of the classification model by assuming that it already contains useful information for classification. Given an input image of $H \times W \times 3$, the compressed representation will be $\frac{H}{16} \times \frac{W}{16} \times C$.

Although many ResNet variants have been proposed for texture recognition, a recent study shows that these modifications based on the ResNet backbone result in trivial improvements or even worse performances [6]. So in this paper we only consider ResNet-50. As shown in Table 1, we adopt cResNet-39 [12] as the compressed-domain classification model by removing the first 11 layers of ResNet-50 [8]. In addition, HyperMS-SSIM learns the standard deviation maps $\hat{\sigma}$ to help the entropy coding process. We find that $\hat{\sigma}$ can also improve the compressed-domain performance while it requires significantly less bits than the compressed-domain representations. Thus, we feed both $\hat{y}$ and $\hat{\sigma}$ into separate residual blocks and concatenate the outputs together as the input of the cResNet-39 model. Table 1 gives the details for both ResNet-50 and cResNet-39.

For performance comparison, we also define three different anchors. For all the three anchors, the original input images are encoded and fully decoded, then the classification is performed on the fully decoded images. The three considered anchors are described below:

- **Anchor 1** - Pixel-domain at decoder with pretrained classifier. The classification task is performed after the decoder, in the uncompressed pixel-domain, by applying a ResNet-50 model that is pretrained using the training images from the considered uncompressed texture dataset.

- **Anchor 2** – Pixel-domain at decoder with retrained classifier. The classification task is performed after the decoder, in the uncompressed pixel-domain, by applying a ResNet-50 model that is retrained using decoded images from the considered texture dataset.

- **Anchor 3** - Pixel-domain without further encoding. The classification task is performed directly using the original pixel-domain input image by applying a ResNet-50 model that is pretrained on the original uncompressed texture dataset.

Table 1. ResNet-50 and cResNet-39 model architectures used for texture classification.

| Layer | ResNet-50 | cResNet-39 |
|-------|-----------|------------|
| conv1 | $3 \times 3.64$ | None |
| | $3 \times 3.128$ | $1 \times 1.128$ |
| $3 \times 4$ maxpool | $5 \times 1.128$ | $1 \times 1.128$ |
| conv_2x | $1 \times 1.64$ | $1 \times 1.128$ |
| | $3 \times 3.64$ | $3 \times 3.32$ |
| | $1 \times 1.256$ | $1 \times 1.128$ |
| conv_3x | $1 \times 1.128$ | $1 \times 1.128$ |
| | $3 \times 3.128$ | $3 \times 3.32$ |
| | $1 \times 1.512$ | $1 \times 1.128$ |
| conv_4x | $1 \times 1.256$ | $1 \times 1.128$ |
| | $3 \times 3.256$ | $3 \times 3.32$ |
| | $1 \times 1.1024$ | $1 \times 1.128$ |
| conv_5x | $1 \times 1.512$ | $1 \times 1.128$ |
| | $3 \times 3.512$ | $3 \times 3.32$ |
| | $1 \times 1.2048$ | $1 \times 1.128$ |
| average pool, 23-d fc, softmax | |

$^1$This layer is different from the original ResNet-50 [8], which can improve the texture recognition performance according to [16].
4. Experimental Results

Our experiments for texture recognition were performed using the Materials in Context (MINC) Database [5]. Specifically, its subset MINC-2500 is adopted. MINC-2500 contains 57,500 images of 23 classes. Each class contains 2,500 images. We use the train-validation-test split 1 provided in the dataset, with 2125 training images, 125 validation images and 250 testing images for each class. We employ the HyperMS-SSIM tensorflow-compression implementation available in [1], which provides 8 trained models for HyperMS-SSIM corresponding to different quality levels, and thus rates, named as “bmshj2018-hyperprior-msssim-[1-8]” (1 for lowest quality/rate and 8 for highest quality/rate). The compression is done by applying the pretrained “bmshj2018-hyperprior-msssim-1” (HyperMS-SSIM-1), “bmshj2018-hyperprior-msssim-4” (HyperMS-SSIM-4) and “bmshj2018-hyperprior-msssim-8” (HyperMS-SSIM-8) models which correspond to the lowest, middle, and highest quality/rate, respectively, on all images in the MINC-2500 dataset.

Anchor training. The input images are resized to $256 \times 256$ and then randomly cropped to $224 \times 224$, followed by a random horizontal flipping. Standard color augmentation and PCA-based noise are used as in [16]. All anchor ResNet-50 classifiers are finetuned starting from the ImageNet-trained ResNet-50 model on either the original (Anchors 1&3) or the decoded (Anchor 2) MINC-2500 training set. The batch size is set to 32. A stochastic gradient descent (SGD) optimizer with momentum of 0.9 and weight decay of 0.0005 is used. The learning rate is initialized to 0.01 and divided by a factor of 10 after 10 and 20 epochs for a total of 30 epochs.

Compressed-domain training. The input compressed-domain representations are resized to $32 \times 32$ and then randomly cropped to $28 \times 28$, followed by a random horizontal flipping. The cResNet-39 classifier is trained using the compressed-domain representations of the MINC-2500 training images starting from the ImageNet-trained cResNet-39 network. The hyperparameter settings are similar to the Anchor training.

4.1. Classification Performances

Here we show the Top-1 and Top-5 accuracy results for the anchors and compressed-domain classification whose
images/representations are produced by HyperMS-SSIM-1, HyperMS-SSIM-4 and HyperMS-SSIM-8. For comparison, the resulting Top-1 and Top-5 classification accuracies are 81.50% and 97.58%, respectively.

From Table 2, it can be seen that, using the highest quality/rate compression model (HyperMS-SSIM-8) results in a negligible drop in classification performance when the decoded images (Anchor 1) are used in place of the original images (Anchor 3) as input to the classifier. At lower quality levels/bitrates (HyperMS-SSIM-1 and HyperMS-SSIM-4), there is a clear decrease in classification performance. Retraining the ResNet50 classifiers using lower quality decoded training images (Anchor 2) results in significant classification performance improvement as compared to using the original pre-trained ResNet50 classifier (Anchor 1). The compressed-domain classification using the finetuned cResNet39 yields a good but lower classification performance in terms of Top-1 and Top-5 accuracy as compared to Anchor 2. Although there still exists some performance gap between compressed-domain and Anchor 2 results, the compressed-domain classification can be more efficient given that it does not need full decoding for the inference process and that it is implemented using a shallower network (cResNet-39), as compared to Anchor 2.

Figure 2 shows some visual examples, illustrating the visual quality of decoded texture images that were compressed using HyperMS-SSIM-8, HyperMS-SSIM-4, HyperMS-SSIM-1, in addition to the corresponding original image. For each decoded image, the corresponding cumulative compressed-domain representation and standard deviation representation, which are obtained by summing up the representation over the channel dimension, are given.

4.2. Relation to Compression Quality

Figure 3 shows plots of the Top-1 (lower part in each plot) and Top-5 (upper part in each plot) accuracy results versus both objective (bit rate) and subjective (PSNR and SSIM) compression quality metrics for the three adopted learning-based compression models on the MINC-2500 test split. It can be seen that, the Top-1 and Top-5 accuracy results for the same model follow the similar trends. For Anchor 1, the accuracy results seem to increase faster at lower compression quality, while the opposite is observed for compressed-domain classification. By assuming that the performance of Anchor 2 is between those of Anchor 1 and 3, we can observe a roughly linear proportion between Anchor 2 accuracy and PSNR/SSIM.

5. Conclusion

Based on the MINC-2500 dataset, we examine the material and texture recognition task with a learning-based compression network HyperMS-SSIM. Specifically, we train/evaluate the ResNet-50 classification model using original/decoded images and the cResNet-39 model using compressed-domain representations. After retraining with the decoded images at middle rate/quality, the ResNet-50 model with decoded images can achieve Top-1 and Top-5 accuracy results that are close to the ones obtained when using original uncompressed images. Furthermore, the retrained ResNet-50 model results in significantly classification performance improvement for images coded at the lowest rate/quality (HyperMS-SSIM-1) as compared to uncompressed images. For compressed-domain classification, the cResNet-39 model provides a good but lower accuracy results yet with no decoding process and less model layers as compared to Anchor 2. Also, we show the relation between classification performance and compression quality by plotting the accuracy curves versus the bit rate and compression quality metrics, PSNR and SSIM.
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