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Abstract

Chinese discourse parsing, which aims to identify the hierarchical relationships of Chinese elementary discourse units, has not yet a consistent evaluation metric. Although Parseval is commonly used, variations of evaluation differ from three aspects: micro vs. macro F1 scores, binary vs. multiway ground truth, and left-heavy vs. right-heavy binarization. In this paper, we first propose a neural network model that unifies a pre-trained transformer and CKY-like algorithm, and then compare it with the previous models with different evaluation scenarios. The experimental results show that our model outperforms the previous systems. We conclude that (1) the pre-trained context embedding provides effective solutions to deal with implicit semantics in Chinese texts, and (2) using multiway ground truth is helpful since different binarization approaches lead to significant differences in performance.
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1. Introduction

As mentioned by Rhetorical Structure Theory (Mann and Thompson, 1988), a discourse is composed of elementary discourse units (EDUs), which can be formed into a hierarchical structure by relating each other with discourse relations. This kind of discourse parsing tree provides a deep understanding of an article and benefits downstream NLP tasks.

The majority of Chinese discourse relation is “implicit”, lacking obvious lexical cues to discriminate the relation type (Li et al., 2014b). It makes the task of Chinese discourse parsing more challenging as the parser has to catch the implicit meaning from the text instead of relying on lexical information.

According to the Connective-Driven Dependency Tree (CDT) scheme (Li et al., 2014b), there are four subtasks in Chinese discourse parsing: including EDU segmentation, tree structure construction, relation sense labeling, and relation center labeling. Figure 1 illustrates an example of Chinese discourse parsing tree. Note that a coordination relation may have more than two arguments while the other kinds of relations are always binary. Details of Chinese discourse parsing can be found in (Li et al., 2014b). The CDT annotates the hierarchical discourse structure of a given article, which is different from the PDTB-style scheme proposed by (Zhou and Xue, 2012).

Although the annotation of the Chinese Discourse TreeBank (CDTB) is well-defined, the evaluation is divergent. Generally, PARSEVAL (Black et al., 1991) is used to evaluate the quality of a predicted parsing tree. For a golden standard discourse tree, we have a set of non-leaf nodes \( N = \{ n_1, n_2, ..., n_k \} \). We also have a set of text spans \( T = \{ t_1, t_2, ..., t_k \} \) where \( n_i \) dominates \( t_i \) for all \( i \) (e.g., the node B in Figure 1 dominates the text spanning from EDU 1 to EDU 3, so if we use \( n_1 \) to represent node B, then \( t_1 \) should represent the text span from EDU 1 to 3). Similarly, for a predicted discourse parsing tree, we have non-leaf nodes \( N' = \{ n'_1, n'_2, ..., n'_k \} \) and text spans

![Figure 1: An example of Chinese discourse parsing tree from the Chinese Discourse Treebank (Li et al., 2014b)]
$T' = \{t'_1, t'_2, \ldots, t'_k\}$. Assuming that we do not consider the relation label of each node, the recall, precision and F1 score can thus be calculated following the PARSEVAL criteria.

\[
\text{Recall} = \frac{|\{i \mid i \in T, i \in T'\}|}{|T|} \quad (1)
\]
\[
\text{Precision} = \frac{|\{i \mid i \in T, i \in T'\}|}{|T'|} \quad (2)
\]
\[
F1 = 2 \cdot \frac{\text{Recall} \cdot \text{Precision}}{\text{Recall} + \text{Precision}} \quad (3)
\]

Based on this metric, there are the following evaluation scenarios:

**Micro vs. macro F1 scores:** a micro F1 is computed by taking each node across all test examples into account at once, while a macro F1 is simply the averaged F1 of all predicted parsing trees.

**Binary vs. multiway ground truth:** Since both transition-based and chart-based models often construct binary discourse parsing trees, we have to consider whether to use the original multiway golden standard tree or a binarized version for comparison. While only Coordination relation may have more than two arguments with equal weight, multinucleus relations may exist, e.g., about 9% in the experimental corpus of this paper. The choice of ground truth type may thus significantly affect the fairness of evaluation.

**Right-heavy vs. left-heavy binarization:** We need to choose the way of binarization even early in the preprocessing stage due to the same limitation for the models to learn and predict binary structures. When evaluating, we either binarize the multiway golden standard tree for comparison or try to reverse the predicted tree to a multiway tree. Therefore, the choice of binarization affects not only evaluation but also model training. Figure 2 illustrates the two ways of binarization. In the left-heavy version, the children of a multiway node $M$ are re-merged from left to right. The left two children are merged to form a new binary node recursively until $M$ also becomes binary. Right-heavy binarization is the reversed version of the left-heavy one where the children are re-merged from right to left.

Figure 2: left-heavy and right-heavy binarization.

In this work, we develop a neural network model with pre-trained context embedding to learn implicit semantics in Chinese discourse. Further, we directly compare our model to prior works with divergent evaluation scenarios. Our experiments lead to two main contributions:

1. Our model successfully utilizes the pretrained transformer to reach state-of-the-art performance.
2. We give suggestions for future researches based on our analysis of different scenarios.

## 2. Related work

Several benchmark datasets have been used to develop discourse parsers for English and Chinese respectively. For English, the most commonly used one is the Rhetorical Structure Theory Discourse Treebank (RST-DT) (Carlson et al., 2001). RST-DT follows the Rhetorical Structure Theory (RST) and is annotated from 385 Wall Street Journal articles. For Chinese, the Chinese discourse treebank (CDTB) (Li et al., 2014b) is a hierarchically annotated corpus. We will use this corpus to conduct our experiments. CDTB follows the CDT scheme, where 500 Xinhua newswire documents selected from Chinese Treebank are annotated.

Although many works have been done on RST-DT (Yu et al., 2013) (Heilman and Sagae, 2015) (Ji and Eisenstein, 2014) (Li et al., 2016) (Li et al., 2014a) (Joty et al., 2013), related researches focusing on Chinese are relatively fewer. Sun and Kong (2018) propose a transition based neural network model to construct a discourse parsing tree based on the given EDUs and their POS features. For the end-to-end system development, Kong and Zhou (2017) build a pipeline framework, with each stage utilizing sparse features. They use a greedy bottom-up approach to construct a parsing tree. Lin et al. (2018) propose a unified framework based on recursive neural network to jointly parse the EDUs and the discourse structure with a probabilistic CKY-like algorithm. All the three proposed models construct binary parsing trees and thus require either a de-binarization step or binarizing ground truth for comparison.

Morey et al. (2017) note that there is a discrepancy in evaluation among different works on RST-DT even though these works are also based on PARSEVAL. They thus reproduce these methods to make direct comparisons. For CDTB, there are two main branches of evaluation scenarios. Kong and Zhou (2017) and Lin et al. (2018) adopt micro F1 score, multiway gold parsing tree, and left-heavy binarization. In contrast, Sun and Kong (2018) use macro F1, binary gold tree, and right-heavy binarization. Recently, Devlin et al. (2018) introduce a neural language representation model called Bidirectional Encoder Representations from Transformers (BERT). It is designed to pre-train deep bidirectional representations from unlabeled text by jointly conditioning on both left and right context. BERT has been proved to perform prominently well on many NLP tasks such as language understanding, question answering, and commonsense inference (Devlin et al., 2018). The pre-trained model is also suitable for tasks that have to understand the in-depth meaning of language but with training data of small scale like RST-DT or CDTB.

## 3. Model Description

This work is improved from our previous work (Lin et al., 2018), and the resulting framework is shown in Figure 3. We modify the original RvNN-based CKY-like construction process to be a new CKY phase (the cycle in the middle of Figure 3). Our core motivation is to utilize the pretrained neural transformers in the discourse tree construction process while keeping the new model still compatible with the original training procedure. Besides, we test different versions of binarization and de-binarization for comparisons.
We discuss these two parts of our model in the following subsections.

### 3.1. CKY Phase

After segmenting by punctuation from a given paragraph, we have a series of text segments $S = \{s_1, s_2, ..., s_n\}$. Let $s_{i,j}$ denote the text span ranging from $s_i$ to $s_j$. In each iteration of the CKY phase, given $(i,j,k)$, $1 \leq i \leq j < k \leq n$, we apply the transformer to calculate the representation of text span $s_{i,j}$ and $s_{j+1,k}$:

$$r_{i,j} = \text{Transformer}(s_{i,j})$$

$$r_{j+1,k} = \text{Transformer}(s_{j+1,k})$$

(4)

Let $T_L$ denote the candidate tree derived from the text span $s_{i,j}$, $T_R$ denote the candidate tree derived from $s_{j+1,k}$, and $T_M$ denote the tree derived from merging $T_L$ and $T_R$. In other words, we relate the root nodes of $T_L$ and $T_R$ with a discourse relation to form a new tree $T_M$. $T_M$ is thus a candidate tree of $s_{i,k}$, and $T_L$ and $T_R$ are the left child and the right child of the root of $T_M$, respectively. We can calculate the probability of this candidate tree based on conditional probability:

$$P(T_M) = P(T_M|T_L, T_R) \cdot P(T_L, T_R)$$

$$= P(T_M|T_L, T_R) \cdot P(T_L) \cdot P(T_R)$$

(5)

where we assume $T_L$ and $T_R$ are independent since they correspond to disjoint text spans. $T_L, T_R, P(T_L)$, and $P(T_R)$ are stored in the CKY table for dynamic programming, so we just need to calculate the probability of merging $T_L$ and $T_R$ with our merge scorer:

$$P(T_M|T_L, T_R) = \text{MergeScorer}(r_{i,j}, r_{j+1,k})$$

(6)

In this way, our model can perform CKY-like dynamic programming on $(i,j,k)$ to find the candidate tree with the highest probability. The sense classifier and the center classifier are used to label discourse relations as well as EDU as in (Lin et al., 2018). We use BERT (Devlin et al., 2018) as the transformer, which is suitable for fine-tuning with rather uncomplicated neural networks. Note that the CKY phase is designed to simplify the original RvNN framework that calculates discourse representations recursively according to the tree structure. Therefore, BERT, along with its pre-trained linguistic knowledge, can learn the underlying discourse structure itself with raw text segments as inputs. We apply the implementation of (Wolf et al., 2019), which contains a Chinese version of pre-trained BERT.

### 3.2. Binarization and De-binarization

We adopt different binarization and de-binarization approaches for preprocessing before training and evaluation. We first need to perform binarization before generating training instances. After the CKY phase, we need either to de-binarize the output binary parsing tree or to binarize the multiway golden standard tree for comparison. Similar to binarization, de-binarization can be left-heavy or right-heavy. For left-heavy de-binarization, we traverse the binary tree from the root node. If we find a node $N$ labeled with discourse relation of coordination and with its arguments equally weighted, we check its left child $L$ to see whether the discourse relation of $L$ is labeled in the same way. If so, we merge $N$ and $L$ to be a new multiway node. We do it recursively until we cannot find such $L$. The right-heavy approach is the reverse version of the left-heavy one. The choice of left-heavy/right-heavy should be consistent between training and evaluation.

### 4. Experiments

#### 4.1. Settings

We conduct our experiments in CDTB and split the data into a training set and a test set following the policy of (Lin et al., 2018). We use cross-entropy loss function with 0.01 weighted L2 regularization for training. The learning rate is set to be $10^{-6}$, and the batch size is set to be 10.

#### 4.2. Results and Discussions

The performances of our model compared to the previous works on two main evaluation scenarios are shown in Table 1 and Table 2, respectively. While Table 1 stands for the evaluation scenario of macro F1 score, left-heavy binarization, and multiway ground truth, Table 2 corresponds to macro F1 score, right-heavy binarization, and binary ground truth. We denote the two variations of our models as Ours-L and Ours-R to represent the choice of left-heavy or right-heavy binarization while training. From both results, we can see that our model outperforms the previous works significantly. For comparing further the
scores with gold EDUs or under an end-to-end parsing scenario, we can know that the improvements mainly come from better structure prediction of discourse parsing trees. These results show the effectiveness of the pretrained context and its ability to learn underlying discourse structures without explicit cues. To fairly compare the binarization policy, we evaluate the performances of Our-L and Our-R under gold multiway ground truth. We can see from Table 3 that Ours-R outperforms Ours-L on almost all parts with micro or macro F1 scores. The gaps in macro scores are especially more significant than those on micro scores.

Table 1: Performance with micro F1 score, left-heavy binarization, and multiway ground truth. The upper rows show the results where gold EDUs are given. Span is the F1 score of structure prediction. +S is the F1 score of both structure and relation senses predicted correctly. +C measures the F1 score that both structure and relation centers are predicted correctly. Join corresponds to predictions that are correct for both structure, senses, and centers.

| Model | EDU  | Span | +S  | +C  | Join |
|-------|------|------|-----|-----|------|
| Zhou  | gold | 52.3 | 33.8| 23.9| 23.2 |
| Lin   |      | 64.6 | 42.7| 38.5| 35.0 |
| Ours-L|      | 76.5 | 50.8| 48.5| 43.1 |
| Zhou  | 93.8 | 46.4 | 28.8| 23.1| 22.0 |
| Lin   | 87.2 | 49.5 | 32.6| 28.8| 26.8 |
| Ours-L| 92.4 | 68.9 | 43.3| 42.0| 37.0 |

Table 2: Performance with macro F1 score, right-heavy binarization, and binarized ground truth.

| Model | mi/ma | EDU  | Span | +S  | +C  | Join |
|-------|-------|------|------|-----|-----|------|
| Sun   |       | gold | 84.0 | 53.9|     |      |
| Ours-R|       | 87.2 | 61.4| 60.1| 55.0|      |
| Sun   | 93.0  | 78.2 | 53.2|     |      |      |
| Ours-R| 93.5  | 81.3 | 56.9| 54.6| 50.0|      |

Table 3: Comparison between models trained with left-heavy and right-heavy binarization policies.

| Model | mi/ma | EDU  | Span | +S  | +C  | Join |
|-------|-------|------|------|-----|-----|------|
| Ours-L| micro |       | gold | 76.5| 50.8| 48.5| 43.1|
|       | macro |      | 83.9 | 54.8| 52.4| 45.5|
| Ours-R| micro |       | gold | 75.1| 51.5| 49.5| 44.8|
|       | macro |      | 82.8 | 57.3| 56.0| 50.7|
| Ours-L| micro | 92.4 | 68.9 | 43.3| 42.0| 37.0|
|       | macro |      | 76.6 | 48.3| 46.4| 40.6|
| Ours-R| micro | 93.5 | 69.3 | 45.9| 43.1| 38.6|
|       | macro |      | 77.8 | 53.3| 50.9| 46.1|

It is known that under micro F1 evaluation, different paragraphs are weighted in proportion to the number of their nodes in the discourse trees, while each paragraph is equally weighted under macro evaluation. Therefore, we can infer that Ours-R takes advantage of predicting local structures. This strength leads to higher performances in some paragraphs with small discourse trees. This explanation is supported by a better EDU score 93.5 of Ours-R compared to the 92.4 of Ours-L since EDUs, which are constructed from merging proper segments in the CKY-like process, can also be seen as local structures. Both Ours-L and Ours-R grasp the general structure of discourses, so the performance gap under macro evaluation is rather smaller. We further analyze the distribution of relation senses predicted by both models in Figure 4 and Figure 5. We find that Ours-R is less biased to the majority of relation sense, which is Coordination. This tendency occurs even before the de-binarization process. We can see from Figure 6 that Ours-R’s judgments lead to entirely higher performances on all relation senses.

Overall, our experiments show that the right-heavy binarization policy makes the model learn to parse more effectively. Since different binarization choices fundamentally affect how models learn the knowledge about discourse structures, we suggest that multiway ground truth is more suitable for evaluation in order to allow future researches to explore different polices of binarization as well as de-binarization.

5. Conclusion

In this work, we unify a pretrained neural context embedding and CKY-like construction algorithm to reach state-of-the-art performance on Chinese discourse parsing. Further, we point out that current evaluation scenarios on CDTB are
still divergent. By experimenting across different scenarios, we find that the choice of binarization is critical to the learning process. We thus suggest that multiway ground truth is more suitable for evaluation.

For future work, we will continue exploring how underlying mechanisms of Chinese discourse structure interact with different parsing policies, from left-heavy/right-heavy binarization choice to more fundamental transition-based/chart-based parsing approaches. We aim to conduct more extensive experiments to gain more insights into Chinese discourse parsing.
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