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Abstract

Existing research for argument representation learning mainly treats tokens in the sentence equally and ignores the implied structure information of argumentative context. In this paper, we propose to separate tokens into two groups, namely framing tokens and topic ones, to capture structural information of arguments. In addition, we consider high-level structure by incorporating paragraph-level position information. A novel structure-aware argument encoder is proposed for literature discourse analysis. Experimental results on both a self-constructed corpus and a public corpus show the effectiveness of our model. Resources are available at https://github.com/lemuria-wchen/SAE.

1 Introduction

With the growing amount of scientific literature, researchers pay increasing attention to developing computational methods for analyzing scientific literature (Kirschner et al., 2015; Stab and Gurevych, 2017; Green, 2018; Lauscher et al., 2018; Accuosto and Saggion, 2019), aiming to identify various components of arguments automatically (Abend et al., 2009; Judea and Strube, 2017; Lukin et al., 2017; Durmus and Cardie, 2018; Lugini and Litman, 2020). Existing research focuses on constructing annotated corpus and learning representation of sentences for literature discourse analysis. They tend to treat tokens in a sentence equally and ignore the implied structure information of argumentative context (Stab and Gurevych, 2014; Wachsmuth et al., 2016; Zhang et al., 2016; Lawrence and Reed, 2017).

Figure 1 shows two annotated abstracts of scientific literature, in which sentences are classified into four types, namely background, method, result and conclusion. We have some findings.
rate the structure of an argument for its representation learning; (2) we construct a large scale annotated corpus of scientific literature across different topics as a new benchmark.

2 CCSA Corpus

There are several public annotated corpora for scientific literature analysis (Liakata et al., 2010; Kirschner et al., 2015; Sateli and Witte, 2015; Ronzano and Saggion, 2015; Dasigi et al., 2017; Accuosto and Saggion, 2019; Achakulvisut et al., 2019), most of which focus on medicine and computer science. However, as a highly controversial research area, climate science is less explored. To bridge the gap, we create the Climate Change Scientific Argumentation (CCSA) corpus. Table 1 shows a comparison between the CCSA corpus and several annotated corpora for scientific literature, and our CCSA corpus has the advantages of corpus size and inter-annotator agreement.

Data Source We search for climate change in the ISI Web of Science† 2020 and collect all the retrieved papers published from 2000 to 2020 as the source. The domain of climate change covers a wide range of topics. In order to balance various sub-focus, we use Latent Dirichlet Allocation (LDA) (Blei et al., 2003) to cluster all papers into different topics and choose similar number of publications from each group for annotation. We set 40 topics in LDA, and selected 8 representative, data-rich ones with topic words such as Air Pollutants, Carbon Emission Policy, Global Warming and so on.

Annotation Scheme We treat each sentence in the abstract as an argument component and classify them into four types. C1) Background explains the motivation and background. C2) Method presents experimental procedures. C3) Result includes data, facts, and descriptions of outcomes, without any subjective speculations or judgements. C4) Conclusion gives opinions of the author. Invalid sentences, such as copyright information, are labeled as other types.

Annotation Process Undergraduate students are hired for the annotation, about half of them are majored in environmental sciences. We develop a web-based annotation platform and each abstract is annotated by three annotators. The inter-annotator agreement for argument type annotation is 0.68 in terms of Fleiss’s Kappa coefficient (Falotico and Quatto, 2015), which shows a moderate consistency. The final result is determined by majority votes. If there is a disagreement, the label will be determined by the annotator with the greatest confidence †. There were 2,018 abstracts and 18,832 valid argument components in CCSA corpus. Table 2 depicts the distribution of the argument type. Sentences of “other” type accounted for only about 0.5% in our corpus, so we ignore them.

3 Structure-aware Argument Encoder

In order to incorporate the structure information of an argument, we propose a novel structure for argument representation learning, named Structure-aware Argument Encoder (SAE). The main component of SAE is a transformer structure with multiple attention mechanisms to capture interactions between different groups of tokens. The overall architecture is shown in Figure 2.

Argument Structure In scientific discourse, some technical terms may introduce some noise to the identification of the argument structure. In SAE, we divide the tokens in each sentence into framing tokens and topic tokens. Framing Token contains the structural information in the argument component. Topic Token contains the topic information in the argument component, such as technical terms in the research field.

The sentence is tokenized and tagged with POS (Part-of-speech) using NLTK (Hardeniya et al., 2016). We regard Singular Noun (NN), Plural Noun (NNS), Singular Proper Noun (NNP) and Plural Proper Noun (NNPS) as topic tokens and others as framing tokens. Any method can be adopted for token division, not just POS tagging.

Argumentative Attention Mechanism To utilize the information of the token types, in addition to self-attention, our argumentative attention mechanism contains two extra attention patterns. Internal-attention takes effect among tokens of the same type, i.e., framing tokens attend to framing tokens, and so do topic tokens. Internal-attention is utilized to explore the internal influence of tokens of the same type. External-
Table 1: Comparison between the CCSA corpus and other human-annotated corpora for scientific literature. It is worth noting that the "size" columns are not all comparable due to different statistical calibers.

| Corpus Area | Content | Size | Type   | IAA     |
|-------------|---------|------|--------|---------|
| DiGAT (Kirschner et al., 2015) | Education | Full-text | 24 | - | 0.50 (F1) |
| Gold Standard (Satelli and Witte, 2015) | Computer Science | Full-text | 30 | 2 | - |
| Dr. Inventor (Ronzano and Saggion, 2015) | Computer Science | Full-text | 40 | 5 | 0.66 (Kappa) |
| PubMed-SciDT (Dasigi et al., 2017) | Medical | Experiment | 75 | 7 | - |
| Biomedical-Claims (Achakulvisut et al., 2019) | Medical | Abstract | 1,500 | 2 | 0.63 (Kappa) |
| CCSA (ours) | Climate Science | Abstract | 2,018 | 4 | 0.68 (Kappa) |

Table 2: Distribution of different argument component types. Bg., Meth., Res., Con. are the abbreviations of background, method, result and conclusion.

| Category | Number | Proportion |
|----------|--------|------------|
| Bg.      | 3,939  | 20.9%      |
| Meth.    | 4,306  | 22.9%      |
| Res.     | 5,962  | 31.7%      |
| Con.     | 4,625  | 24.5%      |

Figure 2: The overall architecture of our Structure-aware Argument Encoder (SAE).

Attention takes effect among tokens with different types, i.e., framing tokens attend to topic tokens, and topic tokens attend to framing tokens. External-attention is expected to explore the influence between tokens with different types.

**Argument Representation** Suppose the input $s$ is a sentence with $T$ tokens $s = [t_0, t_1, ..., t_{T-1}]$, the structure-aware argument encoder is first adopted to obtain the contextual token embeddings $E$ based on argumentative attention:

$$ E = [e^0, ..., e^{T-1}] = F(t_0, ..., t_{T-1}) $$ (1)

where $F(\cdot)$ is transformer encoder. We can obtain $E_{ia}$, $E_{ea}$ and $E_{sa}$ through $F_{ia}(\cdot)$, $F_{ea}(\cdot)$ and $F_{sa}(\cdot)$, which are transformer encoders with internal-attention, external-attention and self-attention. The parameters of the three transformer encoders are shared, but due to their different attention mechanisms, different features can be extracted. The token embeddings $E$ are then fed into a token-level bidirectional LSTM layer, and the last hidden states from both directions are concatenated as the sentence embedding $h$:

$$ [h^0_\rightarrow; h^0_\leftarrow; ...; h^{T-1}_\rightarrow; h^{T-1}_\leftarrow] = BiLSTM(E) $$ (2)

We obtain $h_{ia}$, $h_{ea}$ and $h_{sa}$ with $E_{ia}$, $E_{ea}$ and $E_{sa}$ respectively, and further use a max-pooling layer to extract the argument feature $Emb_s$ of sentence $s$:

$$ Emb_s = \text{max-pooling}(h_{ia}; h_{ea}; h_{sa}) $$ (3)

Argument components are sensitive to their positions and the position information is an important feature for its type. We use the standardized index of the sentence in the abstract as an additional position feature concatenated to argument feature as the final argument representation:

$$ x_s = [Emb_s; \text{Index}_s] $$ (4)

The predicted probability distribution $p(y|s)$ of argument categories is obtained after $x_s$ is fed into a multilayer perceptron (MLP) layer.

**4 Experiment**

**Experimental Setup** We focus on the task of argument component identification which aims to predict the argument type of argument component (sentences). We conduct experiments on our CCSA corpus. To demonstrate that our SAE is domain-independent, we also conduct experiments on another scientific publication abstract corpus biomedical-claims' (Achakulvisut et al.,

---

https://github.com/titipata/detecting-scientific-claim
It annotates whether a sentence is a claim, whose setting is similar to CCSA.

For CCSA corpus, we take the macro F1 as the evaluation metric of this multi-classification problem, and the F1 score of each sentence type on the test set is also reported. For biomedical-claims corpus, we report precision, recall and F1 score on the test set. The experiment configuration details are shown in A.1.

To prove our argumentative attention mechanism has the advantage of modeling topic tokens and framing tokens, we also implement a variant of our SAE model that utilizes token types in a simpler way, namely parameterized SAE (p-SAE). Specifically, we initialize a learnable embedding layer for framing tokens and topic tokens instead of argumentative attention mechanism, and add them to token embeddings as input, similar to the segment embedding in BERT. Compared with SAE, p-SAE models topic tokens and framing tokens by initializing a trainable parameterized embedding layer at model input.

**Overall Performance** For CCSA corpus, we compare our SAE and p-SAE with following baselines: BERT (Devlin et al., 2019), bidirectional LSTM (Bi-LSTM) (Graves et al., 2013) and Sentence Encoder (SE), which contains a BERT layer and on top of it, a Bi-LSTM layer. Compared with SAE and p-SAE, SE is a combination of BERT and Bi-LSTM without the information of token types. For biomedical-claims corpus, we present the state-of-the-art model based on transfer learning (TL-CRF) in the original paper as baseline (Achakulvisut et al., 2019).

Table 3 shows main results of CCSA corpus, which indicate that our SAE achieves competitive macro F1 score on the argument component identification task. It is worth noting that SAE improves the identification of conclusion part most, because the conclusion is the most argumentative part, which shows that our model has excellent effect in exploring argumentative structure. Similarly, results of scientific publication corpus are shown in Table 4 indicating that the model has better performance in identifying scientific claims.

**Ablation Study** Table 3 shows the results of ablation study. Internal-attention affects conclusion part most and external-attention affects method part most, which shows that argumentative texts, such as conclusion part focus more on the organization of structure. However, the structure of method part needs to be combined with some professional terms through external-attention. The macro F1 score of conclusion part drops down most without internal-attention, which shows the effectiveness of modeling topic tokens and framing tokens separately in argumentative structure.

**Domain Adaptation** We apply the model trained with CCSA on the test set of biomedical-claims corpus (Achakulvisut et al., 2019). TL-CRF is the SOTA result in the original paper.

![Table 3: Performance on test set of CCSA corpus. Bg., Meth., Res., Con. are the abbreviations of background, method, result and conclusion. Ia and Ea represents Internal-attention and External-attention.](image)

![Table 4: Performance on test set of biomedical-claims corpus.](image)
also illustrates the advantages of our proposed SAE in terms of domain adaptation.

5 Conclusion

In this paper, we propose a structure-aware argument encoder (SAE) that considers token types in the sentence and separate tokens into two groups, namely topic tokens and framing tokens. Multiple argumentative attention mechanisms are utilized to capture internal and external interactions among different groups of tokens. Experimental results on a self-constructed corpus and another publicly corpus of scientific literature show the effectiveness of our model.
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A Appendix

A.1 Experiment Details

We use BERT-base model (bert-base-uncased) to initialize the parameters of the transformer encoder, and the parameters of bidirectional LSTM (Bi-LSTM) are randomly initialized. All models are trained on 4 Nvidia GeForce RTX 2080 Ti GPUs with the same random seed. The batch size is 32, the dropout rate is 0.1, the learning rate is 1e-5, the hidden size for the Bi-LSTM layers is 200, the max length of a sentence is 100. We split our CCSA corpora and biomedical-claims corpus into training, validation and test sets with the proportion of $6:2:2$ respectively. The best performing model on the validation set are evaluated on the test set.