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Abstract

In this paper, a meshfree method using the deep neural network (DNN) approach is developed for solving two kinds of dynamic two-phase interface problems governed by different dynamic partial differential equations (PDEs) on either side of the stationary interface with the jump and high-contrast coefficients. The first type of two-phase interface problem to be studied is the fluid-fluid (two-phase flow) interface problem modeled by Navier-Stokes equations with high-contrast physical parameters across the interface. The second one belongs to fluid-structure interaction (FSI) problems modeled by Navier-Stokes equations on one side of the interface and the structural equation on the other side of the interface, both the fluid and the structure interact with each other via the kinematic- and the dynamic interface conditions across the interface, where the structural equation can be either the wave-type PDE with respect to the structural displacement or the parabolic-like PDE with respect to the structural velocity. The DNN/meshfree method is respectively developed for the above two-phase interface problems by representing solutions of PDEs using the DNNs’ structure and reformulating the dynamic interface problem as a least-squares minimization problem based upon a space-time sampling point set (as the training dataset). Mathematically, the presented two kinds of two-phase interface problems own significant differences in PDEs’ theories, resulting in distinct characteristics in their respective DNN/meshfree approaches whose approximation error analyses are also carried out for each kind of interface problem, which reveals an intrinsic strategy about how to efficiently build a sampling-point training dataset to obtain a more accurate DNNs’ approximation. In addition, compared with traditional discretization approaches (e.g., finite element/volume/difference methods), the proposed DNN/meshfree method and its error analysis technique can be smoothly extended to many other dynamic interface problems with fixed interfaces. Numerical experiments are conducted to illustrate the accuracies of the proposed DNN/meshfree method for the presented two-phase interface problems. Theoretical results are validated to some extent through three numerical examples.
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1. Introduction

Interface problems are ubiquitous in science and engineering applications. They model a variety of physical and chemical phenomena such as diffusion, electrostatics, heat transfer, fluid dynamics, elasticity, complex fluids, energy harvesting, and multi-phase flow in porous media (see, e.g., \cite{18, 28, 31, 42, 45, 59}). Interface problems usually involve interfaces of complex geometries and strong physical interactions between two or more phases (e.g., fluid-fluid, fluid-structure, or structure-structure). Due to the complex nature of interface problems, numerical simulations are often the only possible way for scientific discovery, and numerical methods for solving such interface problems must be able to...
handle interfaces, interactions between different phases, and singularities of solutions due to high-contrast coefficients across interfaces accurately and efficiently.

One major approach to solve interface problems is the mesh-based numerical method that includes interface-fitted mesh methods, e.g., classical finite element methods [2, 4, 10], discontinuous Galerkin methods [38, 7], virtual element methods [9], etc., and interface-unfitted mesh methods, e.g., immersed boundary methods [45], immersed interface methods [28, 29], immersed finite volume methods [43, 23], matched interface and boundary methods [59], ghost fluid methods [34], extended finite element methods [15], cut finite element methods [5], and immersed finite element methods [31]. The aforementioned methods have been extended to more complicated interface problems, e.g. [30, 25, 37]. Although mesh-based methods have been successful in solving interface problems to a certain extent, the implementation of those numerical schemes is not a straightforward task due to jump conditions on the interface. In practice, interface problems remain quite difficult because of the complicated geometry of interfaces that oftentimes are dynamically changing, as well as the singularities introduced by interface conditions and jump coefficients.

Another approach to solve interface problems is the so-called meshfree method. It is attractive due to its ability to circumvent costly management of the complex geometry of interfaces. Meshfree methods have been applied to computational solid mechanics [32], fracture mechanics [11], and fluid-structure interaction [39, 21, 22]. A comprehensive review of applications of meshfree methods can be found in [16]. Recently, a special type of meshfree method, which uses the deep neural networks (DNNs) for approximations, has drawn increasing attention for solving PDEs, especially those challenging ones which cannot be handled by existing numerical methods robustly and efficiently, e.g., [6, 12, 14, 17, 20, 47, 50, 52]. More recently, DNNs have been used to solve second-order elliptic interface problems, see [14, 6, 57, 19]. These methods are based on rewriting the second-order elliptic interface problem as a minimization problem. In particular, a specific type of least-squares (LS) formulation is used to define the total loss functional, and DNN structures are applied to approximate the solution of the interface problem in each subdomain separated by the interface.

In this work, motivated by the previous work [19], we consider studying general dynamic two-phase interface problems by developing corresponding DNN/meshfree methods. In contrast to the standard second-order elliptic interface problem, the interface problems to be studied in this paper involve different types of PDEs in each subdomain to describe interactions between different kinds of phases (e.g., fluid-fluid or fluid-structure). Thus various kinds of interface conditions are employed across the stationary interface. Following the idea from [19], we can use different NN structures in different subdomains to approximate solutions to two-phase interface problems. This approach provides flexibility to handle different types of PDEs in different subdomains and sophisticated interface conditions across interfaces that make different physical quantities interact with each other. In particular, we rewrite the dynamic interface problem into an LS formulation and then define a discrete LS problem via sampling points in the entire computational domain that is actually a space-time domain in $\mathbb{R}^{d+1}$ ($d = 2, 3$), where residuals of the PDEs defined in each $(d + 1)$-dimensional interior subdomain, of the boundary conditions defined on all $d$-dimensional boundaries, of the interface conditions defined on all $d$-dimensional interfaces, and of the initial conditions defined in each initial subdomain of dimension $d$, are reformulated respectively through the (discrete) LS formulation, then are added up to form a total (discrete) loss functional. Piecewise NN structures are used to approximate solutions of different PDEs in each subdomain. Finally, the discrete LS problem can be solved by the stochastic gradient descent (SGD) method [46] or its variants.

Following the recent theoretical results [41], we also provide an error analysis of the proposed DNN/meshfree method for each studied interface model problem. Our error estimates decompose the approximation error into two parts. One is the quadrature error since we replace all integral terms in the LS type loss functional by quadrature rules to derive the corresponding discrete LS problem. Another part is the optimization error caused by approximately solving the discrete LS problem in practice. According to our analysis, when the optimization error part is negligible, the overall approximation error is usually dominated by the quadrature errors coming from the LS formulations of boundary and initial conditions [41], as well as from the LS formulation of interface conditions which was previously ignored in the literature since sampling points on the interface are simply taken from their adherence to the interior sampling-point training set inside the space-time domain. Thus, much fewer sampling points regarding interface conditions are usually used to solve the discrete LS type loss functional for interface problems, leading to an error dominance in the DNN’s approximation. Our numerical experiments verify our theoretical findings by carrying out the proposed DNN/meshfree approach for the two-phase flow interface problem and the FSI problem in two different formulations, where we can observe that the DNN’s approximation errors decrease when we increase the number of sampling points on the interfaces, the boundaries, and in the initial subdomains while keeping the number of sampling points inside the space-time domain relatively large. Thus, the effectiveness and capability of the developed DNN/meshfree approach for solving complicated
interface problems are validated.

The rest of the paper is organized as follows. In Section 2 we introduce notations and definitions for a general model of dynamic interface problems to be studied and introduce two concrete examples: the two-phase flow interface problem and the FSI problem in two different formulations. The DNN/meshfree method for solving the presented interface problems is then introduced in Sections 3 and 4, where we also provide a framework for the error analysis of the proposed DNN/meshfree method for each studied dynamic interface problem. Finally, in Section 5, we present numerical experiments using three numerical examples to illustrate the effectiveness of the proposed DNN/meshfree method for solving two kinds of dynamic two-phase interface problems. Concluding remarks and a discussion of future work are given in Section 6.

2. Model description

2.1. Models of interface problems

In this paper, we start our studies on the DNN/meshfree method for general dynamic interface problems with fixed interfaces, which has wide applications in different areas, such as in material sciences and fluid dynamics, while discontinuous coefficients are encountered across the interface, or, more complicated than that, different types of governing equations are defined on either side of the interface interacting with each other through interface conditions. It happens when two distinct materials/phases (fluid or structure) involve different conductivities/densities/viscosities/diffusions. One typical example is the two-phase flow interface problem, which refers to an interactive flow of two distinct phases with common interfaces in a channel/container. Each phase represents a mass or volume of matter. An immiscible, incompressible two-phase flow interface problem without a phase change can be modeled by two sets of Navier-Stokes equations with the jump and high-contrast coefficients across the interface. Another example is the fluid-structure interaction problem that couples fluid dynamics with structural mechanics through interface conditions defined on interfaces between the fluid and the structure, which is modeled by Navier-Stokes equations and the elasticity equation on either side of the interfaces, respectively, while interactional effects between the fluid and the structure are described by the kinematic (continuity of velocity) and the dynamic (balance of force) interface conditions across the interface.

For the sake of generality, we consider the following abstract interface model problem, which couples two types of PDEs (possibly nonlinear) and whose differential operators are denoted by $\mathcal{L}_1$ and $\mathcal{L}_2$, respectively,

\[
\begin{align*}
\mathcal{L}_1(u_i) &= 0, & \text{in } \Omega_i \times (0, T], & i = 1, 2, \\
\mathcal{L}_2(u_1, u_2) &= 0, & \text{on } \Gamma \times [0, T], \\
\mathcal{B}_1(u_i) &= 0, & \text{on } \partial\Omega_i \backslash \Gamma \times [0, T], & i = 1, 2, \\
\mathcal{F}_i(u_i) &= 0, & \text{in } \Omega_i, & i = 1, 2,
\end{align*}
\]

(1)

where $\Omega$ is an open bounded domain in $\mathbb{R}^d$ ($d = 2, 3$) with a convex polygonal boundary $\partial\Omega$, and consists of two subdomains $\Omega_i \subset \Omega$ ($i = 1, 2$) separated by a stationary interface $\Gamma$, satisfying that $\Omega = \Omega_1 \cup \Omega_2$, $\Omega_1 \cap \Omega_2 = \emptyset$, $\Gamma = \partial\Omega_1 \cap \partial\Omega_2$. In addition, $\mathcal{L}_i$ represents the differential operator of abstract interface conditions on $\Gamma \times [0, T]$ which could be nonlinear, $\mathcal{B}_i$ and $\mathcal{F}_i$ denote differential operators of abstract boundary conditions on $\partial\Omega_i \backslash \Gamma \times [0, T]$ ($i = 1, 2$), and of abstract initial conditions in $\Omega_i$ ($i = 1, 2$) at $t = 0$, respectively. Possible configurations are illustrated in Figure 1.

![Figure 1: Two schematic domain decompositions divided by the interface $\Gamma$: the immersed case (left) and the back-to-back case (right).](image)

Although the abstract model (1) consists of two different PDEs that are respectively defined in two subdomains through interface conditions across one interface, we want to point out that our proposed numerical approach is flexible and can
be easily extended to the case where more than two PDEs in their respective subdomains are coupled together with linear or nonlinear interface conditions across multiple interfaces. Moreover, it is also possible to consider the case where PDEs are defined on different dimensions, i.e., mixed-dimensional interface problems. For the sake of simplicity, we just choose the simple abstract model (1) to propose the numerical methodology of our DNN/meshfree method in this paper.

In what follows, we use the standard notation for Sobolev spaces $W^{i,p}(\Psi) \ (0 \leq i < \infty, 1 \leq p \leq \infty)$ and their associated norms $\| \cdot \|_{W^{i,p}(\Psi)}$. For $p = 2$, we use the standard notation $W^{i,2}(\Psi) = H^i(\Psi)$. When $i = 0$, $H^0(\Psi)$ coincides with the standard $L^2$ space, i.e., $L^2(\Psi)$. Since we consider time-dependent problems, we also use the standard notation for the time-dependent Sobolev spaces $W^{m,p}([0,T];W^{i,p}(\Psi)) \ (0 \leq m < \infty, 1 \leq q \leq \infty)$. When $p = q = 2$, we use the standard notation $H^m([0,T];H^i(\Psi))$. Furthermore, if $m = 0$, we use the notation $L^2([0,T];H^i(\Psi))$. In addition, we also allow $\Psi$ to be a space-time domain $\mathcal{D}$ and the corresponding space-time Sobolev spaces’ notation follow the same convention. Finally, we also consider the space of the continuously differentiable functions defined in a space-time domain $\mathcal{D}$ and use the standard notation $C^k(\mathcal{D}) \ (0 \leq k \leq \infty)$ with the associated norm $\| \cdot \|_{C^k(\mathcal{D})}$.

2.2. Examples of interface problems

Now we present two concrete examples of interface problems described by the abstract model (1). The first example is the two-phase flow interface problem. In this case, two sets of Navier-Stokes equations in two subdomains with suitable interface conditions across the interface. The second example is the FSI problem that consists of Navier-Stokes equations on one side of the interface and the elasticity equation on the other side of the interface, and, both the fluid and the structure interact with each other through the kinematic and the dynamic interface conditions defined on the fluid-structure interface.

These two kinds of problems are typical examples of dynamic two-phase interface problems and have a wide range of applications in practice (see, e.g., [58, 51, 8, 13, 48, 35, 54, 53]).

2.2.1. The two-phase flow interface problem

The first example we consider is the two-phase flow interface problem. In this case, two sets of Navier-Stokes equations are coupled together through proper interface conditions with jump coefficients across the interface. More precisely, the positive, jump piecewise constants $\rho_{|\Omega_1} = \rho_1$, $\mu_{|\Omega_1} = \mu_1 \ (i = 1, 2)$ represent the density and the dynamic viscosity of two kinds of fluids, respectively, leading to different velocities, $v_i$, and different pressures, $p_i$, in $\Omega_i \ (i = 1, 2)$, respectively. The stress rate tensor of every kind of fluid is defined as follows,

$$\sigma_i := -p_i I + 2\mu D(v_i), \quad \text{where } D(v_i) := \frac{1}{2}\left(\nabla v_i + (\nabla v_i)^T\right) \quad \text{for } i = 1, 2.$$

Introduce $u_1 := (v_1, p_1)$ and $u_2 := (v_2, p_2)$. $\mathcal{L}_i \ (i = 1, 2)$, which represent differential operators of Navier-Stokes equations for each fluid phase in $\Omega_i \times [0,T] \ (i = 1, 2)$, are defined below,

$$\mathcal{L}_i(u_i) := \left(\rho_i \left(\frac{\partial v_i}{\partial t} + v_i \cdot \nabla v_i\right) - \nabla \cdot \sigma_i - f_i\right), \quad i = 1, 2.$$

The differential operator of interface conditions on $\Gamma \times [0,T]$, $\mathcal{L}_1$, is defined as

$$\mathcal{L}_1(u_1, u_2) := \left(\frac{v_1 - v_2 - g_1}{\sigma_1 n_1 + \sigma_2 n_2 - g_2}\right),$$

(2)

where $n_1 = -n_2$ is the unit outward normal vector on the interface $\Gamma$ pointing to $\Omega_2$ from $\Omega_1$ (see Figure 1). Here, the first component of $\mathcal{L}_1$, which comes from the kinematic interface condition, describes the continuity $(g_1 = 0)$ or the jump $(g_1 \neq 0)$ of velocities, and, the second component of $\mathcal{L}_1$, coming from the dynamic interface condition, describes the continuity $(g_2 = 0)$ or the jump $(g_2 \neq 0)$ of the flux across the interface $\Gamma$. In many realistic two-phase flow interface problems, we usually take $g_1 = g_2 = 0$ and then (2) becomes the so-called no-slip interface conditions. As for the slip-type interface conditions, they are defined as $g_1 = 0$ while $g_1 - (g_1 \cdot n_1) n_1 = 0$ and $g_2 = 0$, in general.

For the simplicity, we consider the standard Dirichlet boundary conditions on the rest boundaries $\partial \Omega_i \setminus (\Gamma \times [0,T]) \ (i = 1, 2)$, whose differential operator is defined as

$$\mathcal{B}_i(u_i) := v_i - v_i^b, \quad i = 1, 2,$$
and consider the standard initial condition in $\Omega_i$ ($i = 1, 2$) at $t = 0$, whose differential operator is defined as

$$\mathcal{F}_i(u_i) := v_i(x_i) - v_i^0(x_i), \quad i = 1, 2.$$  

Of course, other types of boundary conditions (such as Neumann/Robin conditions) could also be specified, depending on the realistic scenarios.

2.2.2. The fluid-structure interaction problem

The second example we consider is the FSI problem that usually models the interactions between a free viscous fluid flow and an elastic structure, giving rise to a wide variety of physical phenomena with applications in many fields of science and engineering, such as the vibration of rotating turbine blades impacted by the fluid flow, the response of bridges and tall buildings to winds, the floating parachute wafted by the air current, the blood flow through arteries, etc. FSI problems are challenging for numerical simulations because physical parameters across the interface might be discontinuous and high-contrast, governing equations from either side of the interface are completely different, and more difficultly, fluid-structure interfaces are usually moving (deforming/transporting/rotating) all the time. Nevertheless, as the first step of our study on the DNN/meshfree method for solving FSI problems, we assume the interface between the fluid and the structure is stationary only in this paper. As for the DNN/meshfree method for the FSI problem with a moving interface, it is more challenging since the undetermined moving interface breaks the connectivity of the sampling points set in each subdomain along the time, which introduces difficulties to the time difference scheme while DNN is used in the spatial approximation only. We will report our achievements on this topic in our subsequent work, comprehensively.

As illustrated in Figure 1, we let $\Omega_1 := \Omega_f$ and $\Omega_2 := \Omega_s$ denote the fluid subdomain and the structural subdomain, respectively. The open bounded domain $\Omega = \Omega_f \cup \Omega_s \subset \mathbb{R}^d$ ($d = 2, 3$) is equipped with a convex polygonal boundary $\partial \Omega$. Moreover, $\Omega_f \cap \Omega_s = \emptyset$, and their boundaries share the common interface $\Gamma := \partial \Omega_f \cap \partial \Omega_s$. In addition, we let $u_1 := u_f := (v_f, p_f)$ denote the fluid velocity and the fluid pressure defined in $\Omega_f$, and $u_2 := u_s$ denote the structural displacement defined in $\Omega_s$. Therefore, we introduce the following differential operator of the usual Navier-Stokes equations in $\Omega_f$,

$$\mathcal{L}_f(u_f) := \mathcal{L}_f^1(u_f) := \rho_f \left( \frac{\partial v_f}{\partial t} + v_f \cdot \nabla v_f \right) - \nabla \cdot \sigma_f - f_f,$$

where $f_f$ is the external force in $\Omega_f$, the fluid stress rate tensor, $\sigma_f$, is defined as

$$\sigma_f := - p_f I + 2 \mu_f D(v_f), \quad \text{and} \quad D(v_f) := \frac{1}{2} \left( \nabla v_f + (\nabla v_f)^T \right),$$

where positive constants $\rho_f$ and $\mu_f$ are the density and the dynamic viscosity of the fluid, respectively.

As for the structural equation, one possible choice is the following differential operator of wave equation with respect to the structural displacement $u_s$,

$$\mathcal{L}_s(u_s) := \mathcal{L}_s^2 = \rho_s \frac{\partial^2 u_s}{\partial t^2} - \nabla \cdot \sigma_s - f_s,$$

where $\rho_s$ is the structural density and $f_s$ the external force in $\Omega_s$. The structural (Cauchy) stress tensor, $\sigma_s$, is defined in terms of the structural displacement $u_s$, i.e.,

$$\sigma_s(u_s) := 2 \mu_s \varepsilon(u_s) + \lambda_s \text{tr}(\varepsilon(u_s)) I, \quad \text{and} \quad \varepsilon(u_s) := \frac{1}{2} \left( \nabla u_s + (\nabla u_s)^T \right),$$

where $\lambda_s$ and $\mu_s$ are Lamé’s first and second constants, and $\text{tr}(\varepsilon(u_s)) = \nabla \cdot u_s$.

In this case, the coupling of $\mathcal{L}_f$ and $\mathcal{L}_s$ essentially forms the differential operators of governing equations for a Navier-Stokes/wave interface problem. Therefore, the corresponding interface conditions’ differential operator can be defined as follows,

$$\mathcal{L}_I(u_1, u_2) := \begin{pmatrix} v_f - \frac{\partial u_f}{\partial t} - g_1 \\ \sigma_f n_f + \sigma_s n_s - g_2 \end{pmatrix}.$$  

Note that two components of $\mathcal{L}_I$ define the differential operator of the kinematic and dynamic interface conditions of FSI, respectively, which describe the continuity ($g_1 = 0$) or the jump ($g_1 \neq 0$) of fluid and structural velocities and the balance
(g_2 = 0) or the jump (g_2 \neq 0) of traction forces across the fluid-structure interface \( \Gamma \). In addition, differential operators of Dirichlet boundary conditions on the rest boundaries and of standard initial conditions in the initial subdomains are defined as follows,

\[
B_1(u_1) := B_f(u_f) := v_f - v_b^f, \quad \text{on } \partial \Omega_f \setminus \Gamma \times [0, T],
\]
\[
B_2(u_2) := B_s(u_s) := u_s - u_b^s, \quad \text{on } \partial \Omega_s \setminus \Gamma \times [0, T],
\]
\[
F_1(u_1) := F_f(u_f) := v_f(x_f, 0) - v_f^0, \quad \text{in } \Omega_f,
\]
\[
F_2(u_2) := F_s(u_s) := \begin{pmatrix} F_{s,u}(u_s) \\ F_{s,v}(v_s) \end{pmatrix} := \begin{pmatrix} u(x_s, 0) - u_s^0 \\ v_s(x_s, 0) - v_s^0 \end{pmatrix}, \quad \text{in } \Omega_s.
\]

On the other hand, instead of the structural displacement \( u_s \), it is also possible to use the structural velocity \( v_s \) as the primary unknown to define the FSI model. Note that \( v_s = \frac{\partial u_s}{\partial t} \) in \( \Omega_s \), we can reformulate the differential operator of structural equation, \( \mathcal{L}_s \), as follows using \( u_2 := (u_s, v_s) \),

\[
\mathcal{L}_s(u_2) := \mathcal{L}_s(u_2) := \begin{pmatrix} \frac{\partial v_s}{\partial t} - \nabla \cdot \sigma_s(u_s) - f_s \end{pmatrix}, \quad (4)
\]

In this case, the structural equation is actually a parabolic-like equation with respect to \( v_s \), where \( u_s = \int_0^t v_s(\tau) d\tau + u_b^s \) [58, 33]. Accordingly, the differential operators of interface conditions, boundary conditions, and initial conditions need to be rewritten as follows,

\[
\mathcal{L}_1(u_1, u_2) := \begin{pmatrix} v_f - v_s - g_1 \\ \sigma_f n_f + \sigma_s n_s - g_2 \end{pmatrix}, \quad \mathcal{R}_s(u_2) := \mathcal{R}_s(u_2) := v_s - v_b^s,
\]
\[
\mathcal{F}_2(u_2) := \mathcal{F}_s(u_s) := \begin{pmatrix} F_{s,u}(u_s) \\ F_{s,v}(v_s) \end{pmatrix} := \begin{pmatrix} u_s(x_s, 0) - u_s^0 \\ v_s(x_s, 0) - v_s^0 \end{pmatrix}.
\]

Thus, a Navier-Stokes/parabolic-like interface problem is formed. In this paper, we consider both the Navier-Stokes/wave-type and the Navier-Stokes/parabolic-like interface problem as FSI models, which are often used to describe FSI problems. And through these two FSI models, we demonstrate that our proposed DNN/meshfree method is flexible and can easily handle different formulations of the FSI model.

3. DNN/meshfree method for the interface problem

This section introduces a type of DNN method for solving the abstract interface problem (1). Similar to existing methods for solving PDEs via neural networks [24, 49], our method can be viewed as a meshfree approach with more flexibility to handle interface and interface conditions than the standard numerical methods for solving PDEs, such as finite element methods. Following our recent work [19], the main idea is to rewrite the interface problem as a minimization problem using LS formulation and use different DNN structures to approximate solutions in different subdomains. For the abstract interface problem (1), we use two DNN structures suitable for different interface problems with large jumps in their solutions and derivatives of their solutions. Our DNN/meshfree approach allows us to remove the computational mesh that turns out to be troublesome for both body-fitted and body-unfitted mesh methods in numerical simulations of interface problems and to easily handle complicated interfaces by adequately choosing the sampling points without the needs for an underlying mesh and an accurate representation of the interface respective to the mesh.

3.1. The least-squares formulation

To apply the DNN approach to the abstract interface problem (1), it is natural to rewrite PDEs as a minimization problem. There are different ways to do this; see [12, 3]. In this work, we adopt the least-squares (LS) formulation [12] which minimizes residuals of the abstract interface problems (1) by defining an LS functional that incorporates all equations introduced in (1) together. This approach has been widely used in physics-informed neural networks (PINN) [24] for various PDEs, including the elliptic interface problem [19].
In particular, considering the abstract model problem (1), we define a space-time LS formulation as follows,
\[
\mathcal{R}(\tilde{u}_1, \tilde{u}_2) := \int_0^T \left( \sum_{i=1}^{2} \omega_{\mathcal{J}_i} \| \mathcal{J}_i(\tilde{u}_i) \|_{\partial \Omega, \Omega}^2 + \omega_{\mathcal{T}} \| \mathcal{T}(\tilde{u}_1, \tilde{u}_2) \|_{\partial \Omega, \Omega}^2 \right) \, dt + \sum_{i=1}^{2} \omega_{\mathcal{J}_i} \| \mathcal{J}_i(\tilde{u}_i) \|_{\partial \Omega, \Omega}^2 ,
\]
where \( \omega_{\mathcal{J}_i}, \omega_{\mathcal{T}}, \omega_{\mathcal{J}_i}, \) and \( \omega_{\mathcal{J}_i} \) are prescribed weight coefficients of each corresponding term. Then, the LS solution associated with the LS functional (5) is to find \( u_1 \in V_1 \) and \( u_2 \in V_2 \) such that
\[
\mathcal{R}(u_1, u_2) = \min_{\tilde{u}_1 \in V_1, \tilde{u}_2 \in V_2} \mathcal{R}(\tilde{u}_1, \tilde{u}_2),
\]
where \( V_1 \) and \( V_2 \) are suitable spaces to which the LS solution belongs.

**Remark 3.1.** An optimal choice for all weight coefficients \( \omega_i \) in (5) can make the LS optimization process converge faster, i.e., accelerate the minimization of each LS term in (5) by letting it approach zero as quickly as possible. In practice, a possible way to choose each weight coefficient associated with its \( L^2 \)-inner product or LS term is the reciprocal of the maximum value of all parameters in this LS term, just like a normalization process. On the other hand, a unified dimension for all LS terms in the total LS functional is another important consideration for choosing these weight coefficients to accelerate the LS minimization for a coupled PDEs that bears high-contrast magnitudes for different variables. Overall, those weights play an essential role and can be predetermined or self-learned, see, e.g., [55, 56, 40].

3.2. The DNN/meshfree method

Our meshfree method adopts DNN structures to approximate the abstract interface problem (1) in each space-time subdomain and on boundaries/interfaces/initial subdomains without physically generating any mesh. More precisely, we employ fully connected DNN structures in a \((d + 1)\) dimensional space (in the space-time sense) to approximate primary variables (velocity, pressure, etc.) of the interface problem (1) and minimize the LS formulation (5) via sampling spatial and temporal points together in the computational space-time domain. Our approach follows the idea proposed in [19] and uses two neural networks to approximate solutions in two subdomains. This subsection briefly reviews the fully connected DNN structure and then introduces the discrete LS formulation for (1) based on DNN structures.

We use a simple DNN structure here which consists of multiple linear transformations and nonlinear activation functions. A linear transformation \( T^l : \mathbb{R}^{n_{l-1}} \rightarrow \mathbb{R}^{n_l} \) for the DNN structure (6), and define the following
\[
N^l(X^l) := \sigma(T^l(X^l)), \quad \text{for } l = 1, \ldots, L,
\]
where the nonlinear activation function \( \sigma \) is applied in a component-wise fashion. Then a general \( L \)-layer DNN is defined as
\[
\text{NN}(X; \Theta) := T^L \circ N^{L-1} \circ \cdots \circ N^2 \circ N^1(X),
\]
where \( X \in \mathbb{R}^{n_1} \) denotes the input (training set) of the neural network, \( \Theta \) stands for all the weights \( W^l \) and the bias \( b^l \) for all layers, i.e., \( \Theta := \{ W^l, b^l \}, l = 1, \ldots, L \). Thus, \( \Theta \in \mathbb{R}^N \), and \( N = \sum_{l=1}^{L} n_{l+1}(n_l + 1) \) for a fully connected DNN.

In our meshfree method for solving the interface problem (1), we use the fully connected DNN structure (6) to approximate solutions of PDEs. In particular, since we use a space-time LS formulation (5), the input of the neural network should be \( X := (x, t) \in \Omega \times [0, T] \subset \mathbb{R}^{d+1} \), thus we adopt \( n_1 = d + 1 \) for the DNN structure (6), and define the following DNN functions to approximate \( u_1 \) and \( u_2 \) in (1), respectively,
\[
u_1 \approx \mathcal{H}^1_{\text{NN}}(X^{(1)}; \Theta), \quad u_2 \approx \mathcal{H}^2_{\text{NN}}(X^{(2)}; \Theta),
\]
where \( X^{(i)} := (x_i, t) \in \Omega_i \times [0, T] \in \mathbb{R}^{d+1}, i = 1, 2, \) and \( X|_{\Omega_i \times [0, T]} = X^{(i)} \).
Naturally, based on the LS formulation (5) and the DNN approximation (7), a DNN/meshfree method is defined as to find \( \mathcal{U}_{\text{NN}}^1(X^{(1)}; \Theta) \) and \( \mathcal{U}_{\text{NN}}^2(X^{(2)}; \Theta) \) such that
\[
\min_{\Theta \in \Psi^N} \mathcal{R}(X; \Theta), \text{ where } \Psi^N := \{ \Theta : \Theta|_{\bar{\Omega} \times [0,T]} \in \mathbb{R}^N, \bar{\Omega}_1 \cup \bar{\Omega}_2 := \bar{\Omega} \},
\]
and the total loss functional, \( \mathcal{R}(X; \Theta) \), according to the LS functional (5), is defined as
\[
\mathcal{R}(X; \Theta) := \mathcal{R}(\mathcal{U}_{\text{NN}}^1(X; \Theta), \mathcal{U}_{\text{NN}}^2(X; \Theta)).
\]
Since the loss functional (9) contains the space-time integral and cannot be computed exactly, we approximate the space-time integral by its discrete counterpart based on a set of sampling points, i.e., by means of the Monte Carlo integration. More precisely, we introduce the following mean square error (MSE) formulations to approximate corresponding space-time integrals in (5),
\[
\mathcal{F}_{\mathcal{L}_i}(\Theta) := \frac{1}{M_{\mathcal{L}_i}} \sum_{k=1}^{M_{\mathcal{L}_i}} |\mathcal{L}_i(X_k; \Theta)|^2, \quad \mathcal{F}_{\mathcal{T}}(\Theta) := \frac{1}{M_{\mathcal{T}}} \sum_{k=1}^{M_{\mathcal{T}}} |\mathcal{T}(X_k; \Theta)|^2,
\]
\[
\mathcal{F}_{\mathcal{B}_i}(\Theta) := \frac{1}{M_{\mathcal{B}_i}} \sum_{k=1}^{M_{\mathcal{B}_i}} |\mathcal{B}_i(X_k; \Theta)|^2, \quad \mathcal{F}_{\mathcal{F}_i}(\Theta) := \frac{1}{M_{\mathcal{F}_i}} \sum_{k=1}^{M_{\mathcal{F}_i}} |\mathcal{F}_i(X_k; \Theta)|^2,
\]
where \( M_{\mathcal{L}_i}, M_{\mathcal{T}}, M_{\mathcal{B}_i}, \) and \( M_{\mathcal{F}_i} \) are the number of sampling points used for different parts of the total loss functional \( \mathcal{R}(X; \Theta) \), i.e., for the interior part, the interface part, the boundary part and the initial domain part of the space-time domain, \( \bar{\Omega} \times [0,T] \), respectively. If one of them equals to 0, then the corresponding loss functional or the MSE is dropped. \( M = \sum_{i=1}^{2} (M_{\mathcal{L}_i} + M_{\mathcal{B}_i} + M_{\mathcal{F}_i}) + M_T \) is the total size of the sampling point set. By trying not to abuse notations, here we use \( X_k \) (\( k = 1, 2, \cdots \)) to represent sampling points and drop the dependence of \( X \) on the discrete level. Thus, the total discrete loss functional is defined as follows,
\[
\mathcal{F}(\Theta) := \sum_{i=1}^{2} \left( \omega_{\mathcal{L}_i} \mathcal{F}_{\mathcal{L}_i}(\Theta) + \omega_{\mathcal{B}_i} \mathcal{F}_{\mathcal{B}_i}(\Theta) + \omega_{\mathcal{F}_i} \mathcal{F}_{\mathcal{F}_i}(\Theta) \right) + \omega_T \mathcal{F}_{\mathcal{T}}(\Theta),
\]
and our DNN/meshfree method for the interface problem (1) solves the following minimization problem,
\[
\min_{\Theta \in \Psi^N} \mathcal{F}(\Theta) = \min_{\Theta \in \Psi^N} \left[ \sum_{i=1}^{2} \left( \omega_{\mathcal{L}_i} \mathcal{F}_{\mathcal{L}_i}(\Theta) + \omega_{\mathcal{B}_i} \mathcal{F}_{\mathcal{B}_i}(\Theta) + \omega_{\mathcal{F}_i} \mathcal{F}_{\mathcal{F}_i}(\Theta) \right) + \omega_T \mathcal{F}_{\mathcal{T}}(\Theta) \right].
\]
To solve (11), we use standard optimization algorithms such as the SGD method [46]. Actually, we use a variant of SGD, so-called the adaptive moment estimation (ADAM) [26], in practice. The gradients used in the gradient descent method are computed via backward propagation as well as automatic differentiation. When the approximated minimizer \( \Theta^* \) is reached, we attain the desired DNN result, \( \left( \mathcal{U}_{\text{NN}}^1(X^{(1)}; \Theta^*), \mathcal{U}_{\text{NN}}^2(X^{(2)}; \Theta^*) \right) \), which is the numerical solution of the abstract interface problem (1).

3.3. Applications to two two-phase interface problems

In the previous subsection, we discuss the DNN/meshfree method for solving the general interface problem (1). In this subsection, we give concrete examples of applying the proposed DNN/meshfree method (11) to the two-phase flow interface problem and the FSI problems introduced in Section 2.2, respectively.
3.3.1. Example 1: The two-phase flow interface problem

To solve the two-phase flow interface problem using the proposed DNN/meshfree method, we propose the following total LS formulation with respect to \( \bar{u}_i := (\bar{v}_i, \bar{p}_i) \in H^1([0, T]; H^1(\Omega_i)) \), \( i = 1, 2 \),

\[
\mathcal{R}(\bar{u}_1, \bar{u}_2) := \sum_{i=1}^{2} \omega_{i,1} \int_{\Omega_i} \rho_i |v_i^0 - \bar{v}_i|^2 \, dx \\
+ \int_0^T \left[ \sum_{i=1}^{2} \omega_{i,1} \int_{\Omega_i} \rho_i \left( \frac{\partial \bar{v}_i}{\partial t} + \bar{v}_i \cdot \nabla \bar{v}_i \right) - \nabla \cdot \bar{\sigma}_i - f_i \right]^2 \, dx \\
+ \sum_{i=1}^{2} \omega_{i,1} \int_{\Omega_i} |v_i^0 - \bar{v}_i|^2 \, dx + \sum_{i=1}^{2} \omega_{i,1} \int_{\partial \Omega_i \setminus \Gamma} \left[ v_i^0 - \bar{v}_i \right]^2 \, dx \\
+ \omega_{i,1} \int_{\Gamma} |\bar{v}_1 - \bar{v}_2 - g_1|^2 \, ds + \omega_{i,1} \int_{\Gamma} |\bar{\sigma}_1 + \bar{\sigma}_2 - \bar{g}_2|^2 \, ds \right] \, dt.
\]  

(12)

So the LS formulation (5) becomes: find \( u_i := (v_i, p_i) \in H^1([0, T]; H^2(\Omega_i)) \) \( \times L^2([0, T]; H^1(\Omega_i)) \), \( i = 1, 2 \), such that

\[
\mathcal{R}(u_1, u_2) = \min_{u_i \in H^1([0, T]; H^2(\Omega_i)) \times L^2([0, T]; H^1(\Omega_i))} \mathcal{R}(\bar{u}_1, \bar{u}_2).
\]

Approximating \( \bar{v}_i \) and \( \bar{p}_i \) by their DNN functions \( \mathcal{Y}_{NN}^i(X; \Theta) \) and \( \mathcal{P}_{NN}^i(X; \Theta) \), \( i = 1, 2 \), as suggested in (7), respectively, i.e., letting \( \mathcal{Y}_{NN}^i(X; \Theta) := \mathcal{Y}_{NN}^i(X; \Theta), \mathcal{P}_{NN}^i(X; \Theta) \), \( i = 1, 2 \), \( n_1 = d + 1 \) and \( n_{L+1} = 2(d + 1) \) for the DNN structure (6), and replacing integrals in the LS formulation (12) by corresponding MSEs as suggested in (10), we obtain the following DNN/meshfree method for the two-phase flow interface problem, where we drop \( X \) in the formulation for the sake of simplicity,

\[
\min_{\Theta} \mathcal{F}(\Theta) = \min_{\Theta} \left[ \sum_{i=1}^{2} \left( \omega_{i,1} \mathcal{F}_{\mathcal{X}}^i(\Theta) + \omega_{i,1} \mathcal{F}_{\mathcal{X}}^i(\Theta) + \omega_{i,1} \mathcal{F}_{\mathcal{X}}^i(\Theta) + \omega_{i,1} \mathcal{F}_{\mathcal{X}}^i(\Theta) \right) + \omega_{i,1} \mathcal{F}_{\mathcal{X}}^i(\Theta) \right],
\]

where

\[
\mathcal{F}_{\mathcal{X}}^i(\Theta) := \frac{1}{M_{\mathcal{X}}} \sum_{k=1}^{M_{\mathcal{X}}} \rho_i \left| v_i^0(X_k) - \mathcal{Y}_{NN}^i(X_k; \Theta) \right|^2,
\]

\[
\mathcal{F}_{\mathcal{X}}^i(\Theta) := \frac{1}{M_{\mathcal{X}}} \sum_{k=1}^{M_{\mathcal{X}}} \rho_i \left( \frac{\partial \mathcal{Y}_{NN}^i(X_k; \Theta)}{\partial t} + \mathcal{Y}_{NN}^i(X_k; \Theta) \cdot \nabla \mathcal{Y}_{NN}^i(X_k; \Theta) \right)^2 - \nabla \cdot \mathcal{Y}_{NN}^i(X_k; \Theta) - f_i(X_k) \right|^2 + \frac{1}{M_{\mathcal{X}}} \sum_{k=1}^{M_{\mathcal{X}}} \left| \nabla \cdot \mathcal{Y}_{NN}^i(X_k; \Theta) \right|^2,
\]

\[
\mathcal{F}_{\mathcal{X}}^i(\Theta) := \frac{1}{M_{\mathcal{X}}} \sum_{k=1}^{M_{\mathcal{X}}} \left| v_i^0(X_k) - \mathcal{Y}_{NN}^i(X_k; \Theta) \right|^2,
\]

\[
\mathcal{F}_{\mathcal{G}}^i(\Theta) := \frac{1}{M_{\mathcal{G}}} \left| \sigma(\mathcal{Y}_{NN}^i(X_k; \Theta), \mathcal{P}_{NN}^i(X_k; \Theta)) n_1 + \sigma(\mathcal{Y}_{NN}^i(X_k; \Theta), \mathcal{P}_{NN}^i(X_k; \Theta)) n_2 - g_1(X_k) \right|^2.
\]

\[
\mathcal{F}_{\mathcal{G}}^i(\Theta) := \frac{1}{M_{\mathcal{G}}} \left| \sigma(\mathcal{Y}_{NN}^i(X_k; \Theta), \mathcal{P}_{NN}^i(X_k; \Theta)) n_1 + \sigma(\mathcal{Y}_{NN}^i(X_k; \Theta), \mathcal{P}_{NN}^i(X_k; \Theta)) n_2 - g_1(X_k) \right|^2.
\]
3.3.2. Example 2: The FSI problems

For the fluid-structure interaction problem with a wave-type structural equation, we propose the following total LS formulation, for $\tilde{\mathbf{u}}_1 := (\tilde{\mathbf{v}}_f, \tilde{p}_f) \in H^1([0, T]; H^2(\Omega_f)) \times L^2([0, T]; H^1(\Omega_f))$ and $\tilde{\mathbf{u}}_2 := \tilde{\mathbf{u}}_s \in H^2([0, T]; H^2(\Omega_s))$, define

$$
\mathcal{R}(\tilde{\mathbf{u}}_1, \tilde{\mathbf{u}}_2) := \omega_1 \int_{\Omega_f} \rho_f |\mathbf{v}_f^0 - \tilde{\mathbf{v}}_f|^2 \, dx + \omega_2 \int_{\Omega_s} \rho_s \left| \frac{\partial \mathbf{u}_s^0}{\partial t} - \frac{\partial \tilde{\mathbf{u}}_s}{\partial t} \right|^2 \, dx \\
+ \omega_3 \int_{\Omega_f} \left( 2 \mu |\varepsilon(\mathbf{u}_f^0 - \tilde{\mathbf{u}}_s)|^2 + \lambda_3 |\nabla \cdot (\mathbf{u}_f^0 - \tilde{\mathbf{u}}_s)|^2 \right) \, dx + \omega_4 \int_{\Omega_s} |\mathbf{u}_s^0 - \tilde{\mathbf{u}}_s|^2 \, dx \\
+ \int_0^T \left[ \omega_5 \int_{\Omega_f} \rho_f \left( \frac{\partial \tilde{\mathbf{v}}_f}{\partial t} + \nabla \tilde{\mathbf{v}}_f - \nabla \cdot \mathbf{f}_f \right)^2 \, dx + \omega_6 \int_{\Omega_f} |\nabla \cdot \tilde{\mathbf{v}}_f|^2 \, dx \\
+ \omega_7 \int_{\partial \Omega_s \setminus \Gamma} \left| \mathbf{u}_s^b - \tilde{\mathbf{u}}_s \right|^2 \, ds + \omega_8 \int_{\partial \Omega_s \setminus \Gamma} \left| \frac{\partial \mathbf{u}_s^b}{\partial t} - \frac{\partial \tilde{\mathbf{u}}_s}{\partial t} \right|^2 \, ds \right] \, dt.
$$

We want to point out that the third and the ninth integral term on the right-hand side of the above equation do not directly come from the wave-type structural equation introduced in Section 2.2.2. For the theoretical purpose, we add those two terms based on the error analysis in Section 4.2.2. Without those two terms, our DNN/meshfree can still be applied in practice. The overall LS optimization problem is to find $\mathbf{u}_1 \in H^1([0, T]; H^2(\Omega_f)) \times L^2([0, T]; H^1(\Omega_f))$ and $\mathbf{u}_2 \in H^2([0, T]; H^2(\Omega_s))$ such that

$$
\mathcal{R}(\mathbf{u}_1, \mathbf{u}_2) = \min_{\tilde{\mathbf{u}}_1 \in H^1([0, T]; H^2(\Omega_f)) \times L^2([0, T]; H^1(\Omega_f))} \mathcal{R}(\tilde{\mathbf{u}}_1, \tilde{\mathbf{u}}_2).
$$

By approximating solutions of FSI, $\mathbf{v}_f$, $p_f$ and $\mathbf{u}_s$, using their DNN functions, $\mathcal{F}_f(X; \Theta)$, $\mathcal{R}_f(X; \Theta)$ and $\mathcal{R}_s(X; \Theta)$ as suggested in (7), respectively, i.e., letting $\mathcal{F}_f(X; \Theta) := \mathcal{F}_f(X; \Theta)$, $\mathcal{R}_f(X; \Theta)$ and $\mathcal{R}_s(X; \Theta) := \mathcal{R}_s(X; \Theta)$, $n_1 = d + 1$ and $n_{L+1} = 2d + 1$ for the DNN structure (6), and replacing all integrals in the LS formulation (13) by MSEs as suggested in (10), we obtain the following DNN/meshfree method for the FSI problem,

$$
\min_{\Theta} \mathcal{F}(\Theta) = \min_{\Theta} \left[ \omega_1 \mathcal{F}_{\mathcal{F}_f}(\Theta) + \omega_2 \mathcal{F}_{\mathcal{R}_f}(\Theta) + \omega_3 \mathcal{F}_{\mathcal{R}_s}(\Theta) + \omega_4 \mathcal{F}_{\mathcal{F}_s}(\Theta) + \omega_5 \mathcal{F}_{\mathcal{R}_s}(\Theta) + \omega_6 \mathcal{F}_{\mathcal{T}_f}(\Theta) + \omega_7 \mathcal{F}_{\mathcal{T}_s}(\Theta) + \omega_8 \mathcal{F}_{\mathcal{T}_s}(\Theta) + \omega_9 \mathcal{F}_{\mathcal{T}_f}(\Theta) \right],
$$
where

\[
F_{f_j}(\Theta) := \frac{1}{M_{f_j}} \sum_{k=1}^{M_{f_j}} \rho_j \left| v_j^f(X_k) - \gamma_{NN}^f(X_k; \Theta) \right|^2,
\]

\[
F_{f_i}(\Theta) := \frac{1}{M_{f_i}} \sum_{k=1}^{M_{f_i}} \rho_i \left| \frac{\partial u_i^0(X_k)}{\partial t} - \frac{\partial \gamma_{NN}^i(X_k; \Theta)}{\partial t} \right|^2
+ \frac{1}{M_{f_i}} \sum_{k=1}^{M_{f_i}} 2\mu_i \left| \epsilon(u_i^0(X_k) - \gamma_{NN}^i(X_k; \Theta)) \right|^2 + \lambda_i \left| \nabla \cdot (u_i^0(X_k) - \gamma_{NN}^i(X_k; \Theta)) \right|^2
+ \frac{1}{M_{f_i}} \sum_{k=1}^{M_{f_i}} \left| u_i^0(X_k) - \gamma_{NN}^i(X_k; \Theta) \right|^2,
\]

\[
F_{\beta_j}(\Theta) := \frac{1}{M_{\beta_j}} \sum_{k=1}^{M_{\beta_j}} \rho_j \left( \frac{\partial^2 \gamma_{NN}^j(X_k; \Theta)}{\partial t^2} + \gamma_{NN}^j(X_k; \Theta) \cdot \nabla \gamma_{NN}^j(X_k; \Theta) \right)
- \nabla \cdot \sigma(\gamma_{NN}^j(X_k; \Theta), \gamma_{NN}^j(X_k; \Theta)) - f_j(X_k) \left| \frac{\partial \gamma_{NN}^j(X_k; \Theta)}{\partial t} \right|^2
+ \frac{1}{M_{\beta_j}} \sum_{k=1}^{M_{\beta_j}} \left| \nabla \cdot \gamma_{NN}^j(X_k; \Theta) \right|^2,
\]

\[
F_{\beta_i}(\Theta) := \frac{1}{M_{\beta_i}} \sum_{k=1}^{M_{\beta_i}} \left| \frac{\partial u_i^0(X_k)}{\partial t} - \frac{\partial \gamma_{NN}^i(X_k; \Theta)}{\partial t} \right|^2
+ \frac{1}{M_{\beta_i}} \sum_{k=1}^{M_{\beta_i}} \left| u_i^0(X_k) - \gamma_{NN}^i(X_k; \Theta) \right|^2,
\]

\[
F_{\Gamma}(\Theta) := \frac{1}{M_{\Gamma}} \sum_{k=1}^{M_{\Gamma}} \left| \gamma_{NN}^\Gamma(X_k; \Theta) - \frac{\partial \gamma_{NN}^\Gamma(X_k; \Theta)}{\partial t} - g_1(X_k) \right|^2
+ \frac{1}{M_{\Gamma}} \sum_{k=1}^{M_{\Gamma}} \left| \sigma(\gamma_{NN}^\Gamma(X_k; \Theta), \gamma_{NN}^\Gamma(X_k; \Theta)) n_f + \sigma(\gamma_{NN}^\Gamma(X_k; \Theta)) n_s - g_2(X_k) \right|^2.
\]

On the other hand, for the FSI model with a parabolic-like structural equation, we define the following LS formulation,
for $\tilde{u}_1 := (\tilde{v}_f, \tilde{b}_f) \in H^1([0, T]; H^2(\Omega_f)) \times L^2([0, T]; H^1(\Omega_f))$ and $\tilde{u}_2 := (\tilde{u}_s, \tilde{v}_s) \in H^1([0, T]; H^2(\Omega_s)) \times H^1([0, T]; H^1(\Omega_s))$,

$\mathcal{R}(\tilde{u}_1, \tilde{u}_2) := \omega_{f} \int_{\Omega_f} \rho_f |v_f - \tilde{v}_f|^2 \, dx + \omega_{s} \int_{\Omega_s} \rho_s |v_s - \tilde{v}_s|^2 \, dx$

$+ \omega_{f} \int_{\Omega_f} \left( 2 \mu_f \left( \varepsilon (u_f - \tilde{u}_f) \right)^T + \lambda_f \left| \nabla \cdot (u_f - \tilde{u}_f) \right|^2 \right) \, dx + \omega_{s} \int_{\Omega_s} |u_s - \tilde{u}_s|^2 \, dx$

$+ \int_{0}^{T} \left[ \omega_{f} \int_{\Omega_f} \left( \frac{\partial \tilde{v}_f}{\partial t} + \tilde{v}_f \cdot \nabla \tilde{v}_f - \tilde{\sigma}_f - f_f \right)^2 \, dx + \omega_{s} \int_{\Omega_s} \left| \nabla \cdot \tilde{v}_s \right|^2 \, dx \right. $

$+ \omega_{f} \int_{\Omega_f} \left( 2 \mu_f \left( \frac{\partial \tilde{u}_f}{\partial t} - \tilde{v}_s \right)^T \right. \left. + \lambda_f \left| \nabla \cdot \left( \frac{\partial \tilde{u}_f}{\partial t} - \tilde{v}_s \right) \right|^2 \right) \, dx$

$+ \omega_{s} \int_{\Omega_s} \left| \frac{\partial \tilde{u}_s}{\partial t} - \tilde{v}_s \right|^2 \, dx + \omega_{f} \int_{\partial \Omega_f \setminus \Gamma} \left| v_f - \tilde{v}_f \right|^2 \, ds + \omega_{s} \int_{\partial \Omega_s \setminus \Gamma} \left| v_s - \tilde{v}_s \right|^2 \, ds$

$+ \omega_{f} \int_{\Gamma} \left| \tilde{v}_f - \tilde{\sigma}_f + \tilde{\sigma}_f n_f + \tilde{\sigma}_s n_s - g_f \right|^2 \, ds \, dt.$

Again, the third and the eighth integral term on the right hand side of (14) are added based on the error analysis given in Section 4.2.2 for the theoretical purpose, they do not directly come from the parabolic-like structural equation introduced in Section 2.2.2. Without those two terms, our DNN/meshfree can still be used in practice. The overall LS optimization problem in this case becomes to find $u_1 \in H^1([0, T]; H^2(\Omega_f)) \times L^2([0, T]; H^1(\Omega_f))$ and $u_2 \in H^1([0, T]; H^2(\Omega_s)) \times H^1([0, T]; H^1(\Omega_s))$ such that

$\mathcal{R}(u_1, u_2) = \min_{u_1 \in H^1([0, T]; H^2(\Omega_f)) \times L^2([0, T]; H^1(\Omega_f)), u_2 \in H^1([0, T]; H^2(\Omega_s)) \times H^1([0, T]; H^1(\Omega_s))} \mathcal{R}(\tilde{u}_1, \tilde{u}_2).

By approximating solutions of FSI, $v_f$, $p_f$, $v_s$ and $u_s$, using their DNN functions, $\mathcal{Y}_N^f(X^f; \Theta)$, $\mathcal{P}_N^f(X^f; \Theta)$, $\mathcal{Y}_N^s(X^s; \Theta)$, and $\mathcal{P}_N^s(X^s; \Theta)$ as suggested in (7), respectively, i.e., letting $\mathcal{Y}_N^f(X^f; \Theta) := \left( \mathcal{Y}_N^f(X^f; \Theta), \mathcal{P}_N^f(X^f; \Theta) \right)$ and $\mathcal{Y}_N^s(X^s; \Theta) := \left( \mathcal{Y}_N^s(X^s; \Theta), \mathcal{P}_N^s(X^s; \Theta) \right)$, $n_1 = d + 1$ and $n_{L+1} = 3d + 1$ for the DNN structure (6), and replacing all integrals in the LS formulation (14) by MSEs as suggested in (10), we obtain the following DNN/meshfree method,

$\min_{\Theta} \mathcal{F}(\Theta) = \min_{\Theta} \left[ \omega_{f} \mathcal{F}_{f}(\Theta) + \omega_{s} \mathcal{F}_{s}(\Theta) + \omega_{f,s} \mathcal{F}_{f,s}(\Theta) + \omega_{f,s} \mathcal{F}_{f,s}(\Theta) + \omega_{f} \mathcal{F}_{f}(\Theta) + \omega_{s} \mathcal{F}_{s}(\Theta) + \omega_{f,s} \mathcal{F}_{f,s}(\Theta) + \omega_{s} \mathcal{F}_{s}(\Theta) + \omega_{f} \mathcal{F}_{f}(\Theta) + \omega_{s} \mathcal{F}_{s}(\Theta) \right].$
where

\[
\mathcal{F}_{\mathcal{F}_j}(\Theta) := \frac{1}{M_{\mathcal{F}_j}} \sum_{k=1}^{M_{\mathcal{F}_j}} \rho_j \left| u_j^0(X_k) - \mathcal{F}_{\mathcal{NN}}(X_k; \Theta) \right|^2,
\]

\[
\mathcal{F}_{\mathcal{G}_i}(\Theta) := \frac{1}{M_{\mathcal{G}_i}} \sum_{k=1}^{M_{\mathcal{G}_i}} \rho_i \left| v_i^0(X_k) - \mathcal{G}_{\mathcal{NN}}(X_k; \Theta) \right|^2
\]

\[
+ \frac{1}{M_{\mathcal{G}_i}} \sum_{k=1}^{M_{\mathcal{G}_i}} 2\mu_i \left| \varepsilon(u_i^0(X_k) - \mathcal{G}_{\mathcal{NN}}(X_k; \Theta)) \right|^2 + \lambda_i \left| \nabla \cdot (u_i^0(X_k) - \mathcal{G}_{\mathcal{NN}}(X_k; \Theta)) \right|^2
\]

\[
+ \frac{1}{M_{\mathcal{G}_i}} \sum_{k=1}^{M_{\mathcal{G}_i}} \left| u_i^0(X_k) - \mathcal{G}_{\mathcal{NN}}(X_k; \Theta) \right|^2,
\]

\[
\mathcal{F}_{\mathcal{G}_i}(\Theta) := \frac{1}{M_{\mathcal{G}_i}} \sum_{k=1}^{M_{\mathcal{G}_i}} \left| \rho_i \left( \frac{\partial \mathcal{G}_{\mathcal{NN}}(X_k; \Theta)}{\partial t} + \mathcal{G}_{\mathcal{NN}}(X_k; \Theta) \cdot \nabla \mathcal{G}_{\mathcal{NN}}(X_k; \Theta) \right) \right|^2
\]

\[
- \nabla \cdot \sigma \left( \mathcal{G}_{\mathcal{NN}}(X_k; \Theta), \mathcal{G}_{\mathcal{NN}}(X_k; \Theta) \right) - f_j(X_k) \right|^2
\]

\[
+ \frac{1}{M_{\mathcal{G}_i}} \sum_{k=1}^{M_{\mathcal{G}_i}} \left| \frac{\partial \mathcal{G}_{\mathcal{NN}}(X_k; \Theta)}{\partial t} - \mathcal{G}_{\mathcal{NN}}(X_k; \Theta) \right|^2
\]

\[
+ \frac{1}{M_{\mathcal{G}_i}} \sum_{k=1}^{M_{\mathcal{G}_i}} \left| \frac{\partial \mathcal{G}_{\mathcal{NN}}(X_k; \Theta)}{\partial t} - \mathcal{G}_{\mathcal{NN}}(X_k; \Theta) \right|^2
\]

\[
\mathcal{F}_{\mathcal{G}_i}(\Theta) := \frac{1}{M_{\mathcal{G}_i}} \sum_{k=1}^{M_{\mathcal{G}_i}} \left| v_i^0(X_k) - \mathcal{G}_{\mathcal{NN}}(X_k; \Theta) \right|^2,
\]

\[
\mathcal{F}_{\mathcal{T}}(\Theta) := \frac{1}{M_{\mathcal{T}}} \sum_{k=1}^{M_{\mathcal{T}}} \left| \mathcal{T}(X_k; \Theta) - \frac{\partial \mathcal{G}_{\mathcal{NN}}(X_k; \Theta)}{\partial t} - g_1(X_k) \right|^2
\]

\[
+ \frac{1}{M_{\mathcal{T}}} \sum_{k=1}^{M_{\mathcal{T}}} \left| \mathcal{T}(X_k; \Theta) - \frac{\partial \mathcal{G}_{\mathcal{NN}}(X_k; \Theta)}{\partial t} - g_2(X_k) \right|^2.
\]

4. Error analysis

In this section, based on the recent work [41], we analyze convergence properties of our proposed DNN/meshfree method. We first present an abstract framework of the error analysis for the abstract interface problem (1) solved by our DNN/meshfree method. Then we derive the specific error estimation of the developed DNN/meshfree method for each interface model problem presented in this paper, i.e., the two-phase flow interface problem and the FSI problem with two different types of structural equations. Here we use \(X(\Omega)\) to denote a general normed space defined in the space-time domain \(\Omega\) equipped with norms \(\| \cdot \|_{X(\Omega)}\).

4.1. Abstract framework

Following [41], our abstract framework of the error analysis for the proposed DNN/meshfree method is based on the following two major assumptions on the abstract interface model problem (1).
Assumption 4.1. For any \( u_i, v_i \in X(\Omega_i \times [0,T]) \), \( i = 1, 2 \), the differential operators in the abstract interface model problem (1) satisfies, for \( 0 < \beta_{\mathcal{L}_i}, \beta_{\partial\Omega_i}, \beta_{\mathcal{J}_i}, \beta_{\Gamma} \leq 1 \),

\[
\sum_{i=1}^{2} \| u_i - v_i \|_{X(\Omega_i \times [0,T])}^2 \leq C_{\text{pde}} \left\{ \sum_{i=1}^{2} \left[ \left( \| \mathcal{L}_i(u_i) - \mathcal{L}_i(v_i) \|_{L^2(\Omega_i \times [0,T])} \right)^{\beta_{\mathcal{L}_i}} + \left( \| \partial \mathcal{B}_i(u_i) - \partial \mathcal{B}_i(v_i) \|_{L^2(\partial\Omega_i \times [0,T])} \right)^{\beta_{\partial\Omega_i}} \right] \right. \\
+ \left. \left[ \| \mathcal{J}_i(u_i) - \mathcal{J}_i(v_i) \|_{L^2(\Omega_i)} \right)^{\beta_{\mathcal{J}_i}} + \left( \| \mathcal{T}_i(u_i, u_2) - \mathcal{T}_i(v_1, v_2) \|_{L^2(\Gamma \times [0,T])} \right)^{\beta_{\Gamma}} \right\},
\]

where the constant \( C_{\text{pde}} \) depends on \( \| u_i \|_{X(\Omega_i \times [0,T])} \) as well as the regularity property of the underlying interface model problem (1).

Assumption 4.2. Consider an integral \( I(g) := \int_{\mathcal{D}} g(x) \, dx \) and a quadrature rule using \( N \) quadrature points \( x_i \in \mathcal{D} \) \( 1 \leq i \leq N \) as follows,

\[
I_N(g) := \sum_{i=1}^{N} w_i g(x_i), \quad w_i \in \mathbb{R}^+, \quad 1 \leq i \leq N.
\]

We assume the quadrature error is

\[
| I(g) - I_N(g) | \leq C_{\text{quad}} N^{-\alpha}, \quad \alpha > 0,
\]

where the constant \( C_{\text{quad}} \) depends on the dimension of the domain and the property of the integrand \( g(x) \).

Based on the above two assumptions, we have the following framework of the error estimation for the proposed DNN/meshfree method (11).

Theorem 4.3. Let \( u_i \in X(\Omega_i \times [0,T]) \) be the unique solution of the general interface problem (1) and \( \mathcal{Y}_{NN}^{i,*} \) be the numerical approximation to \( u_i \) \( i = 1, 2 \) that is obtained by the DNN/meshfree method (11). Under Assumptions 4.1 and 4.2, we have the following estimation on the generalization error,

\[
\sum_{i=1}^{2} \| u_i - \mathcal{Y}_{NN}^{i,*} \|_{X(\Omega_i \times [0,T])}^2 \leq C_{\text{pde}} \left\{ \sum_{i=1}^{2} \left[ \left( \| \mathcal{L}_i(\mathcal{Y}_{NN}^{i,*}) \|_{L^2(\Omega_i \times [0,T])} \right)^{\beta_{\mathcal{L}_i}} + \left( \| \partial \mathcal{B}_i(\mathcal{Y}_{NN}^{i,*}) \|_{L^2(\partial\Omega_i \times [0,T])} \right)^{\beta_{\partial\Omega_i}} \right] \right. \\
+ \left. \left[ \| \mathcal{J}_i(\mathcal{Y}_{NN}^{i,*}) \|_{L^2(\Omega_i)} \right)^{\beta_{\mathcal{J}_i}} + \left( \| \mathcal{T}_i(\mathcal{Y}_{NN}^{i,*}, \mathcal{Y}_{NN}^{2,*}) \|_{L^2(\Gamma \times [0,T])} \right)^{\beta_{\Gamma}} \right\}.
\]

Proof. Consider the error \( u_i - \mathcal{Y}_{NN}^{i,*}, i = 1, 2 \), based on Assumption (4.1), we have

\[
\sum_{i=1}^{2} \| u_i - \mathcal{Y}_{NN}^{i,*} \|_{X(\Omega_i \times [0,T])}^2 \leq C_{\text{pde}} \left\{ \sum_{i=1}^{2} \left[ \left( \| \mathcal{L}_i(\mathcal{Y}_{NN}^{i,*}) \|_{L^2(\Omega_i \times [0,T])} \right)^{\beta_{\mathcal{L}_i}} + \left( \| \partial \mathcal{B}_i(\mathcal{Y}_{NN}^{i,*}) \|_{L^2(\partial\Omega_i \times [0,T])} \right)^{\beta_{\partial\Omega_i}} \right] \right. \\
+ \left. \left[ \| \mathcal{J}_i(\mathcal{Y}_{NN}^{i,*}) \|_{L^2(\Omega_i)} \right)^{\beta_{\mathcal{J}_i}} + \left( \| \mathcal{T}_i(\mathcal{Y}_{NN}^{i,*}, \mathcal{Y}_{NN}^{2,*}) \|_{L^2(\Gamma \times [0,T])} \right)^{\beta_{\Gamma}} \right\}.
\]

To further estimate the terms on the right hand side, we need to use Assumption 4.2. For example, for \( 0 < \beta_{\mathcal{L}_i} \leq 1 \), we have,

\[
\left( \| \mathcal{L}_i(\mathcal{Y}_{NN}^{i,*}) \|_{L^2(\Omega_i \times [0,T])} \right)^{\beta_{\mathcal{L}_i}} = \left( \int_{\Omega_i \times [0,T]} | \mathcal{L}_i(\mathcal{Y}_{NN}^{i,*}(X; \Theta))|^2 \, dX \right)^{\beta_{\mathcal{L}_i}} \leq \left( \mathcal{F}_i(\Theta) \right)^{\beta_{\mathcal{L}_i}} + C_{\text{quad}}^{\beta_{\mathcal{L}_i}} M_{\mathcal{L}_i}^{-\alpha_{\mathcal{L}_i}} \beta_{\mathcal{L}_i}.
\]
The other terms can be estimated in the similar fashion and we can obtain that

\[
\sum_{i=1}^{2} \left\| u_i - \mathcal{G}_{\mathbf{x}}^{\mathbf{w}}(\mathbf{x}, \cdot | [0, T]) \right\|_{L^2(\Omega_i \times [0, T])}^2 \leq C_{pde} \left\{ \sum_{i=1}^{2} \left( \mathcal{F}_{\mathcal{L}}(\mathbf{x}) \right)^{\beta_{\mathcal{S}}} + \left( \mathcal{F}_{\mathcal{L}}(\mathbf{x}) \right)^{\beta_{\mathcal{F}}} + \sum_{i=1}^{2} \left( \mathcal{F}_{\mathcal{R}}(\mathbf{x}) \right)^{\beta_{\mathcal{R}}} + \sum_{i=1}^{2} \left( \mathcal{F}_{\mathcal{S}}(\mathbf{x}) \right)^{\beta_{\mathcal{S}}} \right. \\
\left. + 2 \sum_{i=1}^{2} C_{quad}^{\mathcal{S}} M_{\mathcal{S}}^{\mathbf{x}} e_{\mathcal{S}}^{\mathbf{w}} + C_{quad}^{\mathbf{w}} M_{\mathbf{w}}^{\mathbf{x}} e_{\mathbf{w}}^{\mathbf{w}} + 2 \sum_{i=1}^{2} C_{quad}^{\mathcal{R}} M_{\mathcal{R}}^{\mathbf{x}} e_{\mathcal{R}}^{\mathbf{w}} + 2 \sum_{i=1}^{2} C_{quad}^{\mathcal{S}} M_{\mathcal{S}}^{\mathbf{x}} e_{\mathcal{S}}^{\mathbf{w}} \right\}.
\]

This completes the proof.

**Remark 4.4.** When the optimization problem is solved exactly or fairly accurately, the first four terms on the right-hand side of the error estimate (17) are negligible compared with the last four terms coming from the quadrature error. In this case, the error estimate (17) serves as a prior error estimation and provides convergence order with respect to the number of sampling points. On the other hand, when the optimization is not solved accurately enough, and its error dominates the quadrature errors, the error estimate (17) serves as a posteriori error estimation, and one can use the computed solution to estimate how large the error is. This theoretical observation can be used as a posteriori error estimator to design adaptive algorithms.

### 4.2. Error analysis of the DNN method for two interface problems

In this subsection, we apply the general error estimation, Theorem (4.3), to two interface model problems introduced in Section 2.2 and provide concrete convergence analysis for their DNN/meshfree methods developed in Section 3.3.

#### 4.2.1. Example 1: The two-phase flow interface problem

Consider the errors \( e_{i}^{p} := v_i - \mathcal{G}_{\mathbf{w}}^{i, x} \) and \( e_{i}^{p} := p_i - \mathcal{G}_{\mathbf{w}}^{i, x}, \; i = 1, 2 \). By a direct calculation, we have

\[
\rho_i \left( \frac{\partial e_{i}^{\mathbf{w}}}{\partial t} + (v_i \cdot \nabla) v_i - (\mathcal{G}_{\mathbf{w}}^{i, x} \cdot \nabla) \mathcal{G}_{\mathbf{w}}^{i, x} \right) - \nabla \cdot 2 \mu_i D(e_{i}^{\mathbf{w}}) + \nabla e_{i}^{p} = \mathcal{R}_{i}^{\mathbf{w}}, \quad \text{in} \; \Omega_i \times (0, T),
\]

\[
\nabla \cdot e_{i}^{\mathbf{w}} = \mathcal{R}_{i}^{\mathbf{w}}, \quad \text{in} \; \Omega_i \times (0, T),
\]

\[
e_{i}^{p} - e_{i}^{p} = \mathcal{R}_{i}^{p}, \quad \text{on} \; \Gamma \times [0, T],
\]

\[
\sigma_1(e_{i}^{p}, e_{i}^{p}) n_1 + \sigma_2(e_{i}^{p}, e_{i}^{p}) n_2 = \mathcal{R}_{i}^{\mathbf{w}}, \quad \text{on} \; \Gamma \times [0, T],
\]

\[
e_{i}^{p}(x, 0) = \mathcal{R}_{i}^{p}, \quad \text{in} \; \Omega_i,
\]

where

\[
\left( \begin{array}{c} \mathcal{R}_{i}^{\mathbf{w}} \\ \mathcal{R}_{i}^{p} \end{array} \right) := -\mathcal{L}(\mathcal{G}_{\mathbf{w}}^{i, x}), \quad \left( \begin{array}{c} \mathcal{R}_{i}^{\mathbf{w}} \\ \mathcal{R}_{i}^{p} \end{array} \right) := -\mathcal{F}(\mathcal{G}_{\mathbf{w}}^{i, x}, \mathcal{G}_{\mathbf{w}}^{j, 0} + \mathcal{G}_{\mathbf{w}}^{j, 0}), \quad \mathcal{R}_{i}^{\mathbf{w}} := -\mathcal{F}(\mathcal{G}_{\mathbf{w}}^{i, 0}), \quad \text{and} \quad \mathcal{R}_{i}^{p} := -\mathcal{F}(\mathcal{G}_{\mathbf{w}}^{i, 0}), \; i = 1, 2.
\]

Using \((v_i \cdot \nabla) v_i - (\mathcal{G}_{\mathbf{w}}^{i, x} \cdot \nabla) \mathcal{G}_{\mathbf{w}}^{i, x} = (v_i \cdot \nabla) e_{i}^{p} + (e_{i}^{p} \cdot \nabla) \mathcal{G}_{\mathbf{w}}^{i, x}\), multiplying (18) by \( e_{i}^{p} \), and integrating over \( \Omega_i, \; i = 1, 2 \), we have,

\[
d \int_{\Omega_i} \rho_i \frac{|e_{i}^{p}|^2}{2} dx + \int_{\Omega_i} \rho_i ((v_i \cdot \nabla) e_{i}^{p}) \cdot e_{i}^{p} dx + \int_{\Omega_i} \rho_i ((e_{i}^{p} \cdot \nabla) \mathcal{G}_{\mathbf{w}}^{i, x}) \cdot e_{i}^{p} dx + \int_{\Omega_i} \rho_i ((e_{i}^{p} \cdot \nabla) \mathcal{G}_{\mathbf{w}}^{i, x}) \cdot e_{i}^{p} dx \]

\[
- \int_{\Omega_i} (\nabla \cdot 2 \mu_i D(e_{i}^{p})) \cdot e_{i}^{p} dx + \int_{\Omega_i} (e_{i}^{p} \cdot \nabla) e_{i}^{p} e_{i}^{p} dx = \int_{\Omega_i} \mathcal{R}_{i}^{\mathbf{w}} \cdot e_{i}^{p} dx.
\]
Applying integration by parts and summing up \( i = 1, 2 \), we arrive at

\[
\frac{d}{dt} \left[ \sum_{i=1}^{2} \int_{\Omega_i} \rho_i \left( \frac{|e_i|^2}{2} \right) dx \right] = -\sum_{i=1}^{2} \int_{\Omega_i} \rho_i \left( (v \cdot \nabla) e_i \right) \cdot e_i^i dx - \sum_{i=1}^{2} \int_{\Omega_i} \rho_i \left( (e_i^i \cdot \nabla) \mathcal{Y}_{\text{NN}}^{i,s} \right) \cdot e_i^i dx + \sum_{i=1}^{2} \int_{\Omega_i} \mathcal{A}_i \cdot e_i^i dx
\]

\[
- \sum_{i=1}^{2} 2\mu_i \int_{\Omega_i} |D(e_i^i)|^2 dx + \sum_{i=1}^{2} \int_{\Omega_i} \mathcal{A}_{\mathcal{Y}} e_i^i \cdot e_i^i dx + \sum_{i=1}^{2} \int_{\partial\Omega_i \setminus \Gamma} \mathcal{A}_i \cdot \sigma_i(e_i^i, e_i^i) n_i dx
\]

\[
+ \int_{\Gamma} \mathcal{A}_i \cdot \left( \frac{\sigma_1(e_i^1, e_i^1) n_1 - \sigma_2(e_i^2, e_i^2) n_2}{2} \right) ds + \int_{\Gamma} \mathcal{A}_i \cdot \left( \frac{e_i^1 + e_i^2}{2} \right) ds,
\]

where we use the algebraic identity \( ac + bd = \frac{1}{4} [(a-b)(c-d) + (a+b)(c+d)] \).

To estimate the first term on the right hand side of (19), we use Cauchy-Schwarz inequality, Young’s inequality, and Korn’s inequality to get

\[
\left\| \sum_{i=1}^{2} \int_{\Omega_i} \rho_i \left( (v_i \cdot \nabla) e_i \right) \cdot e_i^i dx \right\| \leq \sum_{i=1}^{2} \left( \int_{\Omega_i} \rho_i |v_i \cdot \nabla e_i|^2 dx + \frac{1}{4\theta_i} \sum_{i=1}^{2} \int_{\Omega_i} \rho_i |e_i|^2 dx \right) \]

\[
\leq \sum_{i=2}^{2} C_d \rho_i \|v_i\|_{\infty}^2 \sum_{i=1}^{2} \left( \int_{\Omega_i} |\nabla e_i|^2 dx + \frac{1}{4\theta_i} \sum_{i=1}^{2} \int_{\Omega_i} \rho_i |e_i|^2 dx \right) \]

\[
\leq 2\mu_i \sum_{i=1}^{2} \int_{\Omega_i} |D(e_i^i)|^2 dx + \frac{C_d \rho_i \|v_i\|_{\infty}^2}{4\mu_i} \sum_{i=1}^{2} \int_{\Omega_i} \rho_i |e_i|^2 dx,
\]

where \( C_d \) is a positive constant, and we choose \( \theta_i = \frac{\mu_i}{C_d \rho_i \|v_i\|_{\infty}^2} \) in the last step. By bounding \( \nabla \mathcal{Y}_{\text{NN}}^{i,s} \) from above, we can estimate the second term on the right hand side of (19) as follows,

\[
\left\| \sum_{i=1}^{2} \int_{\Omega_i} \rho_i \left( (e_i^i \cdot \nabla) \mathcal{Y}_{\text{NN}}^{i,s} \right) \cdot e_i^i dx \right\| \leq \sum_{i=1}^{2} \left\| \nabla \mathcal{Y}_{\text{NN}}^{i,s} \right\|_{\infty} \int_{\Omega_i} \rho_i |e_i|^2 dx \leq \left( \max_{i=1,2} \|v_i\|_{\infty} \right) \int_{\Omega_i} \rho_i |e_i|^2 dx.
\]

The third term and the last four terms on the right hand side of (19) are handled by Cauchy-Schwarz inequality in the inner product space \( L^2 \), first, and then as a whole, in the Euclidean space \( \mathbb{R}^3 \), resulting in the following estimation,

\[
\frac{d}{dt} \left[ \sum_{i=1}^{2} \int_{\Omega_i} \rho_i \left( |e_i^i|^2 \right) dx \right] \leq C_1 \left[ \sum_{i=1}^{2} \int_{\Omega_i} |\mathcal{A}_i|^2 dx + \sum_{i=1}^{2} \int_{\Omega_i} |\mathcal{A}_{\mathcal{Y}}|^2 dx + \sum_{i=1}^{2} \int_{\partial\Omega_i \setminus \Gamma} |\mathcal{A}_i|^2 ds + \int_{\Gamma} |\mathcal{A}_i|^2 ds \right]^{\frac{1}{2}}
\]

\[
+ C_2 \left( \sum_{i=1}^{2} \int_{\Omega_i} \rho_i |e_i^i|^2 dx \right),
\]

where \( C_1 \) and \( C_2 \) are positive constants depending on \( \|v_i\|_{C^2([\Omega_i \times [0,T])}, \|p_i\|_{C^1([\Omega_i \times [0,T])}, \|\mathcal{Y}_{\text{NN}}^{i,s}\|_{C^2([\Omega_i \times [0,T])}, \|\mathcal{Y}_{\text{NN}}\|_{C^1([\Omega_i \times [0,T])}, \|\mathcal{A}_{\mathcal{Y}}\|_{C^1([\Omega_i \times [0,T])}, \|\mathcal{A}_i\|_{C^1([\Omega_i \times [0,T])} \),
\(\rho_i, \mu, \Omega_i (i = 1, 2), \) and \(d.\) For any \(0 \leq \tau \leq T,\) we integrate the above estimation over time to obtain
\[
\sum_{i=1}^{2} \int_{\Omega_i} \rho_i \| e_i^\tau(x_i, \tau) \|^2 dx \leq \sum_{i=1}^{2} \int_{\Omega_i} \rho_i \| \mathcal{R}_i \|^2 dx \\
+ C_1 T^{\frac{1}{2}} \left[ \int_0^T \left( \frac{2}{i=1} \int_{\Omega_i} \| \mathcal{R}_i \|^2 dx + \sum_{i=1}^{2} \int_{\Omega_i} \| \mathcal{R}_i \|^2 dx + \sum_{i=1}^{2} \int_{\partial \Omega_i \setminus \Gamma} \| \mathcal{R}_i \|^2 ds + \int_{\Gamma} \| \mathcal{R}_i \|^2 + \| \mathcal{R}_i \|^2 \right) ds \right]^{\frac{1}{2}} \\
+ C_2 \int_0^T \left( \sum_{i=1}^{2} \int_{\Omega_i} \rho_i \| e_i^\tau(x_i, t) \|^2 dx \right) dt \\
:= \mathcal{R} + C_2 \int_0^T \left( \sum_{i=1}^{2} \int_{\Omega_i} \rho_i \| e_i^\tau(x_i, t) \|^2 dx \right) dt.
\]
Now apply the Grönwall’s inequality, yields,
\[
\sum_{i=1}^{2} \int_{\Omega_i} \rho_i \| e_i^\tau(x_i, \tau) \|^2 dx \leq (1 + C_2 T e^{C_2 T}) \mathcal{R}.
\]
Integrate again over \([0, T],\) results in
\[
\int_0^T \sum_{i=1}^{2} \int_{\Omega_i} \rho_i \| e_i^\tau(x_i, t) \|^2 dx dt \leq (T + C_2 T^2 e^{C_2 T}) \mathcal{R}.
\]
(20)
By the definition of \(\mathcal{R},\) (20) essentially verifies Assumption 4.1 for this two-phase flow interface problem with \(\beta_{\mathcal{L}_i} = \beta_{\mathcal{R}_i} = \frac{1}{2}\) and \(\beta_{\mathcal{R}_i} = 1, i = 1, 2.\) Following the abstract analysis presented in Section 4.1 and using Assumption 4.2 to bound \(\mathcal{R}\) via quadrature errors, we have the following estimation on the generalization error for the presented two-phase flow interface problem.

**Theorem 4.5.** Let \(v_i \in C^2(\overline{\Omega_i} \times [0, T])\) and \(p_i \in C^1(\overline{\Omega_i} \times [0, T])\) be the classical solution of the two-phase flow interface problem (2), correspondingly, let \(\mathcal{Y}_{NN}^1 \in C^2(\overline{\Omega_i} \times [0, T])\) and \(\mathcal{R}_{NN}^i \in C^1(\overline{\Omega_i} \times [0, T])\) be the numerical approximations obtained by the DNN/meshfree method. We have the following generalization error estimation,
\[
\int_0^T \sum_{i=1}^{2} \int_{\Omega_i} \| e_i^\tau(x_i, t) \|^2 dx dt \leq C_1 T (1 + C_2 T e^{C_2 T}) \left[ \sum_{i=1}^{2} \mathcal{F}_{\mathcal{L}_i}(\Theta^*) + \sum_{i=1}^{2} C_{\text{quad}} M_i^{-\alpha_{\mathcal{L}_i}} \right] \\
+ C_1 T^{\frac{1}{2}} (1 + C_2 T e^{C_2 T}) \left[ \sum_{i=1}^{2} \mathcal{F}_{\mathcal{R}_i}(\Theta^*) + \sum_{i=1}^{2} \mathcal{F}_{\mathcal{R}_i}(\Theta^*) + \mathcal{F}_{\mathcal{T}}(\Theta^*) + \sum_{i=1}^{2} C_{\text{quad}} M_i^{-\alpha_{\mathcal{R}_i}} + \sum_{i=1}^{2} C_{\text{quad}} M_i^{-\alpha_{\mathcal{R}_i}} + \mathcal{F}_{\mathcal{T}}(\Theta^*) \right]^{\frac{1}{2}},
\]
where \(C_1\) and \(C_2\) are positive constants depending on \(\| v_i \|_{C^2(\overline{\Omega_i} \times [0, T])}, \| p_i \|_{C^1(\overline{\Omega_i} \times [0, T])}, \| \mathcal{Y}_{NN}^i \|_{C^2(\overline{\Omega_i} \times [0, T])}, \| \mathcal{R}_{NN}^i \|_{C^1(\overline{\Omega_i} \times [0, T])}, \rho_i, \mu, \Omega_i (i = 1, 2),\) and \(d.\)

**Proof.** Using Assumption 4.2, we have
\[
\mathcal{R} \leq \sum_{i=1}^{2} \rho_i \mathcal{F}_{\mathcal{L}_i}(\Theta^*) + \sum_{i=1}^{2} \rho_i C_{\text{quad}} M_i^{-\alpha_{\mathcal{L}_i}} \\
+ C_1 T^{\frac{1}{2}} \left[ \sum_{i=1}^{2} \mathcal{F}_{\mathcal{L}_i}(\Theta^*) + \sum_{i=1}^{2} C_{\text{quad}} M_i^{-\alpha_{\mathcal{L}_i}} \\
+ \sum_{i=1}^{2} \mathcal{F}_{\mathcal{R}_i}(\Theta^*) + \sum_{i=1}^{2} C_{\text{quad}} M_i^{-\alpha_{\mathcal{R}_i}} \\
+ \mathcal{F}_{\mathcal{T}}(\Theta^*) + C_{\text{quad}} M_i^{-\alpha_{\mathcal{R}_i}} \right]^{\frac{1}{2}}.
\]
Substituting the above estimation back into (20), we complete the proof. \(\square\)
4.2.2. Example 2: The FSI problems

Consider the errors \( e_f^v := v_f - \mathcal{V}_f^{I'} \), \( e_f^p := p_f - \mathcal{P}_f^{I'} \), and \( e_s^u := u_s - \mathcal{U}_s^{I'} \). By a direct calculation on the FSI model with a wave-type structural equation, we have

\[
\rho_f \frac{\partial e_f^v}{\partial t} + (v_f \cdot \nabla) v_f - (\mathcal{V}_f^{I'}) (v_f \cdot \nabla) \mathcal{V} = - \nabla \cdot 2\mu_f D(e_f^v) + \nabla e_f^p = \mathcal{R}^v_f, \quad \text{in } \Omega_f \times (0, T],
\]

\[
\nabla \cdot e_f^v = \mathcal{R}^v_f, \quad \text{in } \Omega_f \times (0, T],
\]

\[
\rho_s \left( \frac{\partial^2 e_s^u}{\partial t^2} \right) - \nabla \cdot \sigma_s(e_s^u) = \mathcal{R}^u_s, \quad \text{in } \Omega_s \times (0, T],
\]

\[
e_f^v - \frac{\partial e_f^u}{\partial t} = \mathcal{R}^v_f, \quad \text{on } \Gamma \times [0, T],
\]

\[
\sigma_f(e_f^v, e_f^p) n_f + \sigma_s(e_s^u) n_s = \mathcal{R}^s, \quad \text{on } \Gamma \times [0, T],
\]

\[
e_f^v(x_f, 0) = \mathcal{R}^v_f, \quad \text{in } \Omega_f,
\]

\[
e_s^u(x_s, 0) = \mathcal{R}^u_s, \quad \text{in } \Omega_s,
\]

\[
\frac{\partial e_s^u}{\partial t}(x_s, 0) = \mathcal{R}_s^{v, u}, \quad \text{in } \Omega_s,
\]

where \( \mathcal{U}_s^{I'} = (\mathcal{V}_f^{I'}, \mathcal{P}_f^{I'}, \mathcal{C}_f^{I'}, \mathcal{U}_s^{I'}) \), \( \mathcal{U}_s^{II} = \mathcal{U}_s^{I'}, \)

\[
\begin{bmatrix}
\mathcal{R}^v_f \\
\mathcal{R}^v_s
\end{bmatrix} := - \mathcal{L}_f(\mathcal{U}_s^{I'}), \quad \mathcal{R}^u_s := - \mathcal{L}_s(\mathcal{U}_s^{II}), \quad \begin{bmatrix}
\mathcal{R}^v_f \\
\mathcal{R}^v_s
\end{bmatrix} := - \mathcal{L}(\mathcal{U}_s^{I'}, \mathcal{U}_s^{II}),
\]

\[
\mathcal{R}^u_s := - \mathcal{L}_f(\mathcal{U}_s^{II}), \quad \mathcal{R}^u_s := - \mathcal{L}_s(\mathcal{U}_s^{I'}), \quad \begin{bmatrix}
\mathcal{R}^v_f \\
\mathcal{R}^u_s
\end{bmatrix} := - \mathcal{L}(\mathcal{U}_s^{I'}, \mathcal{U}_s^{II}), \quad \mathcal{R}^v_s := - \mathcal{L}(\mathcal{U}_s^{I'}, \mathcal{U}_s^{II}).
\]

For the fluid part, we follow a similar derivation for the two-phase flow interface problem and obtain,

\[
\frac{d}{dt} \int_{\Omega_f} \rho_f \frac{|e_f^v|^2}{2} dx + \int_{\Omega_f} \rho_f ((v_f \cdot \nabla) e_f^v) \cdot e_f^v dx + \int_{\Omega_f} \rho_f ((e_f^v \cdot \nabla) \mathcal{V}^s) \cdot e_f^v dx
\]

\[
- \int_{\Omega_f} \nabla \cdot 2\mu_f D(e_f^v) \cdot e_f^v dx + \int_{\Omega_f} (e_f^v \cdot \nabla) e_f^p dx = \int_{\Omega_f} \mathcal{R}^v_f \cdot e_f^v dx.
\]

For the structural part, we multiply (21) by \( \frac{\partial e_s^u}{\partial t} \), integrate over \( \Omega_s \) and conduct integration by parts to obtain,

\[
\frac{1}{2} \frac{d}{dt} \int_{\Omega_s} \rho_s \left( \frac{\partial e_s^u}{\partial t} \right)^2 dx + \frac{1}{2} \frac{d}{dt} \int_{\Omega_s} 2\mu_s |e(e_s^u)|^2 + \lambda_s |\nabla \cdot e_s^u|^2 dx = \int_{\Omega_s} \mathcal{R}^u_s \cdot \frac{\partial e_s^u}{\partial t} dx + \int_{\partial \Omega_s} \sigma(e_s^u) n_s \cdot \frac{\partial e_s^u}{\partial t} ds.
\]
Apply integration by parts to the fluid part as well, and sum up both the fluid and the structural parts, yield

\[
\frac{1}{2} \left[ \frac{d}{dt} \int_{\Omega_f} \rho_f |e^u|^2 \, dx + \frac{d}{dt} \int_{\Omega_s} |e^u|^2 \, dx + \frac{d}{dt} \int_{\Omega_s} \rho_s \frac{\partial e^u}{\partial t} \cdot (e^u) \, dx + \frac{d}{dt} \int_{\Omega_s} 2\mu_s |e^u|^2 + \lambda_s \nabla \cdot e^u|^2 \, dx \right] \\
= -\int_{\Omega_f} \rho_f ((v^f \cdot \nabla)e^y) \cdot e^y \, dx - \int_{\Omega_f} \rho_f ((e^y \cdot \nabla)\gamma^y_{NN}) \cdot e^y \, dx - 2\mu_f \int_{\Omega_f} |D(e^y)|^2 \, dx \\
+ \int_{\Omega_f} \mathcal{R}_f \cdot e^y \, dx + \int_{\Omega_f} \mathcal{R}^\gamma_f e^\gamma_f \, dx + \int_{\Omega_s} \mathcal{R}_s \cdot \frac{\partial e^u}{\partial t} \, dx \\
+ \int_{\partial \Omega_s \setminus \Gamma} \mathcal{R}_s \cdot \sigma_f(e^y, e^u) n_s \, ds + \int_{\partial \Omega_s \setminus \Gamma} \sigma(e^u)n_s \cdot \frac{\partial \mathcal{R}_s}{\partial t} \, ds \\
+ \int_{\Gamma} \mathcal{R}_r \left( \sigma_f(e^y, e^u) n_s - \sigma_s(e^u) n_s \right) \frac{1}{2} \, ds + \int_{\Gamma} \mathcal{R}_\sigma^\tau \left[ \frac{1}{2} \left( e^y + \frac{\partial e^u}{\partial t} \right) \right] \, ds. \tag{22}
\]

The first two terms on the right hand side of (22) can be estimated as before and other terms can be handled by Cauchy-Schwarz inequality and Young’s inequality. This, therefore, leads to the following error estimation,

\[
\left[ \frac{d}{dt} \int_{\Omega_f} \rho_f |e^y|^2 \, dx + \frac{d}{dt} \int_{\Omega_s} |e^y|^2 \, dx + \frac{d}{dt} \int_{\Omega_s} 2\mu_s |e^u|^2 + \lambda_s \nabla \cdot e^u|^2 \, dx \right] \\
\leq C_1 \left[ \int_{\Omega_f} |\mathcal{R}_f|^2 \, dx + \int_{\Omega_f} |\mathcal{R}^\gamma_f|^2 \, dx + \int_{\Omega_s} |\mathcal{R}_s|^2 \, dx + \int_{\partial \Omega_s \setminus \Gamma} |\mathcal{R}_s|^2 \, ds + \int_{\Gamma} \frac{\partial \mathcal{R}_s}{\partial t} \right]^2 \, ds + \int_{\Gamma} |\mathcal{R}_\sigma|^2 \, ds \tag{23}
\]

where \(C_1\) and \(C_2\) are positive constants depending on \(|v_f|_{C^2(\overline{\Omega_f} \times [0, T])}, |\rho_f|_{C^1(\overline{\Omega_f} \times [0, T])}, |\gamma^y_{NN}|_{C^2(\overline{\Omega_f} \times [0, T])}, |\mathcal{R}^\gamma_f|_{C^1(\overline{\Omega_f} \times [0, T])}, |\mathcal{R}_s|_{C^2(\overline{\Omega_s} \times [0, T])}, |\rho_s|, \rho_f, \rho_s, \mu_f, \mu_s, \lambda_s, \Omega_f, \) and \(\Omega_s\). For any \(0 \leq \tau \leq T\), we integrate (23) over time to obtain

\[
\int_{\Omega_f} \rho_f |e^y(x, \tau)|^2 \, dx + \int_{\Omega_s} \rho_s |e^u(x, \tau)|^2 \, dx + \int_{\Omega_s} 2\mu_s |e^u(x, \tau)|^2 + \lambda_s \nabla \cdot e^u(x, \tau)|^2 \, dx \\
\leq \int_{\Omega_f} \rho_f |\mathcal{R}_f|^2 \, dx + \int_{\Omega_f} |\mathcal{R}^\gamma_f|^2 \, dx + \int_{\Omega_s} 2\mu_s |\mathcal{R}_s|^2 + \lambda_s \nabla \cdot \mathcal{R}_s|^2 \, dx + \int_{\Omega_s} |\mathcal{R}_s|^2 \, dx \\
+ C_1 T^{\frac{1}{2}} \left[ \left( \int_0^T \left( \int_{\Omega_f} |\mathcal{R}_f|^2 \, dx + \int_{\Omega_f} |\mathcal{R}^\gamma_f|^2 \, dx + \int_{\Omega_s} |\mathcal{R}_s|^2 \, dx \right) \right] \right] \frac{1}{2} \\
+ C_1 \left[ \left( \int_{\partial \Omega_s \setminus \Gamma} |\mathcal{R}_s|^2 \, ds + \int_{\Gamma} \frac{\partial \mathcal{R}_s}{\partial t} \right) \right] \, ds + \int_{\Gamma} |\mathcal{R}_\sigma|^2 \, ds \, ds \tag{24}
\]

Note that the fourth and the tenth integral terms on the right-hand side of (24), i.e., \(\int_{\Omega_f} |\mathcal{R}_s|^2 \, dx\) and \(\int_{\partial \Omega_s \setminus \Gamma} |\mathcal{R}^\tau_s|^2 \, ds\), are not directly derived from the time integration. We add them based on our practical experiences since they provide better accuracy in our numerical experiments. On the other hand, these two terms also directly come from the LS formulation of the initial and the boundary condition of the structural equation, respectively. Without these two terms, then only the derivatives of \(\mathcal{R}_s^{N u}\) and \(\mathcal{R}_s^{\tau}\) (i.e., the third and the ninth integral terms on the right-hand side) are involved, which can
only be determined up to a constant. Adding the fourth and the tenth integral terms helps to determine the correct constants that match the given initial and boundary conditions of the structural part.

Now applying the Grönwall’s inequality and integrating again over $[0, T]$, we have

$$\int_0^T \left( \int_{\Omega_f} \rho_f |e^v_f(x_f,t)|^2 \, dx + \int_{\Omega_s} \rho_s |\partial e^u_s(x_s,t)\partial t|^2 \, dx + \int_{\Omega_i} 2 \mu_s |\varepsilon(e^u_s(x_s,t))|^2 + \lambda_s |\nabla \cdot e^u_s(x_s,t)|^2 \, dx \right) \, dt \leq (T + C_2 T^2 e^{C_2 T}) \mathcal{R}.$$  

Following the similar steps in the proof for Theorem 4.5, we can derive the following generalization error bound for the FSI problem with the wave-type structural equation.

**Theorem 4.6.** Let $v_f \in C^2(\overline{\Omega_f} \times [0,T])$, $p_f \in C^1(\overline{\Omega_f} \times [0,T])$, and $u_s \in C^2(\overline{\Omega_s} \times [0,T])$ be the classical solutions of the FSI problem with the wave-type structural equation, correspondingly, let $\mathcal{V}_{NN}^f \in C^2(\overline{\Omega_f} \times [0,T])$, $\mathcal{R}_{NN}^f \in C^1(\overline{\Omega_f} \times [0,T])$, and $\mathcal{Y}_{NN}^s \in C^2(\overline{\Omega_s} \times [0,T])$ be the numerical approximations obtained by the DNN/meshfree method. We have the following generalization error estimation,

$$\int_0^T \left( \int_{\Omega_f} \rho_f |e^v_f(x_f,s)|^2 \, dx + \int_{\Omega_s} \rho_s |\partial e^u_s(x_s,s)\partial t|^2 \, dx + \int_{\Omega_i} 2 \mu_s |\varepsilon(e^u_s(x_s,s))|^2 + \lambda_s |\nabla \cdot e^u_s(x_s,s)|^2 \, dx \right) \, dt \leq C_1 T (1 + \Theta_2 T e^{C_2 T}) \left[ \mathcal{N}_{f_s}(\Theta^*) + \mathcal{N}_{s_f}(\Theta^*) + C_{\text{quad}} f \mathcal{M}_{\text{quad}} - \alpha_{s_f} + C_{\text{quad}} s \mathcal{M}_{\text{quad}} - \alpha_{s_s} + C_{\text{quad}} f \mathcal{M}_{\text{quad}} - \alpha_{f_f} + C_{\text{quad}} s \mathcal{M}_{\text{quad}} - \alpha_{s_s} + C_{\text{quad}} f \mathcal{M}_{\text{quad}} - \alpha_{f_f} + C_{\text{quad}} s \mathcal{M}_{\text{quad}} - \alpha_{s_s} \right]^{\frac{1}{2}},$$

where $C_1$ and $C_2$ are positive constants depending on $\|v_f\|_{C^2(\overline{\Omega_f} \times [0,T])} \|p_f\|_{C^1(\overline{\Omega_f} \times [0,T])} \|u_s\|_{C^2(\overline{\Omega_s} \times [0,T])} \|\mathcal{N}_{f_s} \|_{C^2(\overline{\Omega_s} \times [0,T])} \|\mathcal{N}_{s_f} \|_{C^1(\overline{\Omega_s} \times [0,T])} \|\mathcal{Y}_{NN}^f \|_{C^2(\overline{\Omega_f} \times [0,T])} \|\mathcal{N}_{NN}^s \|_{C^1(\overline{\Omega_s} \times [0,T])} \|\mathcal{Y}_{NN}^s \|_{C^2(\overline{\Omega_s} \times [0,T])} \|\rho_f\| \|\rho_s\| \|\Omega_f\| \|\Omega_s\|$, and $d$.

**Proof.** The result is obtained by using the following bound on $\mathcal{R}$, which is a direct consequence of Assumption 4.2,

$$\mathcal{R} \leq C_1 \left( \mathcal{N}_{f_s}(\Theta^*) + C_{\text{quad}} f \mathcal{M}_{\text{quad}} - \alpha_{s_f} + \mathcal{N}_{s_f}(\Theta^*) + C_{\text{quad}} s \mathcal{M}_{\text{quad}} - \alpha_{s_s} \right)$$

$$+ C_1 T \left[ \mathcal{N}_{f_s}(\Theta^*) + C_{\text{quad}} f \mathcal{M}_{\text{quad}} - \alpha_{s_f} + \mathcal{N}_{s_f}(\Theta^*) + C_{\text{quad}} s \mathcal{M}_{\text{quad}} - \alpha_{s_s} + \mathcal{N}_{f_f}(\Theta^*) + C_{\text{quad}} f \mathcal{M}_{\text{quad}} - \alpha_{f_f} + \mathcal{N}_{s_s}(\Theta^*) + C_{\text{quad}} s \mathcal{M}_{\text{quad}} - \alpha_{s_s} \right]^{\frac{1}{2}}.$$  

**Remark 4.7.** The derivation above shows that two extra terms, i.e., the third and the ninth integral terms on the right-hand side of (13) that we added to our DNN/meshfree method for solving the FSI problem with a wave-type structural equation naturally arise from the time integration and integration by parts shown in (24). For the theory we developed here, those two terms are needed. We also use those two terms in our implementation to verify the theoretical results we developed to solve the FSI problem with a wave-type structural equation.

As discussed before, by bringing back the structural velocity $v_s$, we can reformulate the FSI problem using a parabolic-like structural equation. In this case, let us consider the errors $e^v_f := v_f - \mathcal{V}_{NN}^f$, $e^p_f := p_f - \mathcal{R}_{NN}^f$, $e^u_s := u_s - \mathcal{Y}_{NN}^s$, and...
\( e^v_s := v_s - \gamma^{\phi}_{NN} \). Then, we have
\[
\rho_f \left( \frac{\partial e^v_f}{\partial t} + (v_f \cdot \nabla)v_f - (\gamma^{\phi}_{NN} \cdot \nabla)\gamma^{\phi}_{NN} \right) - \nabla \cdot 2\mu \sigma + \nabla e^v_f = R^v_f, \quad \text{in} \ \Omega_f \times (0, T],
\]
\[
\nabla \cdot e^v_f = R^v_f, \quad \text{in} \ \Omega_f \times (0, T],
\]
\[
\rho_s \left( \frac{\partial e^v_s}{\partial t} \right) - \nabla \cdot \sigma_s(e^u_s) = R^v_s, \quad \text{in} \ \Omega_s \times (0, T],
\]
\[
\frac{\partial e^u_s - e^v_s}{\partial t} = R^u_s, \quad \text{in} \ \Omega_s \times (0, T],
\]
\[
e^v_s - e^s_s = R^v_s, \quad \text{on} \ \Gamma \times [0, T],
\]
\[
\sigma_f(e^v_f, e^v_f)n_f + \sigma_s(e^u_s)n_s = R^\sigma_f, \quad \text{on} \ \Gamma \times [0, T],
\]
\[
e^v_f(x_f, 0) = R^v_f, \quad \text{on} \ \partial \Omega_f \setminus \Gamma \times [0, T],
\]
\[
e^v_s(x_s, 0) = R^{\sigma, u}_{s}, \quad \text{in} \ \Omega_s,
\]
\[
e^v_s(x_s, 0) = R^{\sigma, v}_{s}, \quad \text{in} \ \Omega_s,
\]

where \( \mathcal{Y}_{NN}^{1,\phi} = (\gamma^{\phi}_{NN}, R^{\phi}_{NN}) \), \( \mathcal{Y}_{NN}^{2,\phi} = (\psi^{\phi}_{NN}, \chi^{\phi}_{NN}) \).

\[
\left( \begin{array}{c} R^v_f \\ R^v_s \\ R^u_s \\ R^\sigma_f \end{array} \right) := -\mathcal{L}_f(\mathcal{Y}_{NN}^{1,\phi}), \quad \left( \begin{array}{c} R^v_f \\ R^u_s \\ R^\sigma_f \end{array} \right) := -\mathcal{L}_s(\mathcal{Y}_{NN}^{2,\phi}),
\]
\[
\left( \begin{array}{c} R^v_f \\ R^u_s \end{array} \right) := -\mathcal{R}_f(\mathcal{Y}_{NN}^{1,\phi}), \quad \left( \begin{array}{c} R^u_s \end{array} \right) := -\mathcal{R}_s(\mathcal{Y}_{NN}^{2,\phi}), \quad \left( \begin{array}{c} R^\sigma_f \\ R^\sigma_{\sigma, u} \\ R^\sigma_{\sigma, v} \end{array} \right) := -\mathcal{I}(\mathcal{Y}_{NN}^{1,\phi}).
\]

For the fluid part, we handle it as before. For the structural part, we multiply \( e^v_s \) to (25) and integrate over \( \Omega_s \), leading to
\[
\frac{1}{2} \frac{d}{dt} \int_{\Omega_s} \rho_s |e^v_s|^2 dx = \int_{\Omega_s} (\nabla \cdot \sigma_s(e^u_s)) \cdot e^v_s dx + \int_{\Omega_s} R^\sigma_s \cdot e^v_s dx.
\]

Apply integration by parts, use the fact that \( e^v_s = \frac{\partial e^v_s}{\partial t} - R^u_s \), and sum up the fluid and the structural parts, yield
\[
\frac{1}{2} \left[ \frac{d}{dt} \int_{\Omega_s} \rho_f |e^v_f|^2 dx + \frac{d}{dt} \int_{\Omega_s} \rho_s |e^v_s|^2 dx + \frac{d}{dt} \int_{\Omega_s} 2\mu_s |e^u_s|^2 + \lambda_s |\nabla \cdot e^u_s|^2 dx \right]
\]
\[
= - \int_{\Omega_f} \rho_f ((v_f \cdot \nabla) e^v_f) \cdot e^v_f dx - \int_{\Omega_f} \rho_f ((v_f \cdot \nabla) \gamma^{\phi}_{NN}) \cdot e^v_f dx - 2\mu_f \int_{\Omega_f} |D(e^v_f)|^2 dx
\]
\[
+ \int_{\Omega_f} R^v_f \cdot e^v_f dx + \int_{\Omega_f} R^v_f \cdot e^v_f dx + \int_{\Omega_s} R^v_s \cdot e^v_s dx + \int_{\Omega_s} 2\mu_s |e^u_s|^2 + \lambda_s |\nabla \cdot e^u_s|^2 dx
\]
\[
+ \int_{\partial \Omega_f \setminus \Gamma} \mathcal{R}^f \cdot \sigma(e^v_f, e^v_f)n_f ds + \int_{\partial \Omega_s \setminus \Gamma} \mathcal{R}^s \cdot \sigma(e^u_s)n_s ds
\]
\[
+ \int_{\Gamma} \mathcal{R}^\sigma_f \left( \frac{\sigma_f(e^v_f, e^v_f)n_f - \sigma_s(e^u_s)n_s}{2} \right) ds + \int_{\Gamma} \mathcal{R}^\sigma_s \left( \frac{e^v_f + e^v_s}{2} \right) ds.
\]
Following the same estimation method we carried out before, we obtain

\[
\begin{align*}
&\left[ \frac{d}{dt} \int_{\Omega_f} \rho_f |e_j^y|^2 \, dx + \frac{d}{dt} \int_{\Omega_s} \rho_s |e_j^y|^2 \, dx + \frac{d}{dt} \int_{\Omega_t} 2 \mu_s |\varepsilon(e_s^u)|^2 + \lambda_s |\nabla \cdot e_s^u|^2 \, dx \right] \\
& \leq C_1 \left[ \int_{\Omega_f} |\mathcal{A}_{j, f}^y|^2 \, dx + \int_{\Omega_t} |\mathcal{A}_{j, t}^y|^2 \, dx + \int_{\Omega_s} |\mathcal{A}_{j, s}^y|^2 \, dx + \int_{\Omega_t} 2 \mu_s |\varepsilon(e_s^u)|^2 + \lambda_s |\nabla \cdot e_s^y|^2 \, dx \\
& + \int_{\partial \Omega_f \setminus \Gamma} |\mathcal{A}_{j, f}^y|^2 \, ds + \int_{\partial \Omega_s \setminus \Gamma} |\mathcal{A}_{j, s}^y|^2 \, ds + \int_{\Gamma} |\mathcal{A}_{j, t}^y|^2 \, ds \right]^{\frac{1}{2}} \\
& + C_2 \int_{\Omega_f} \rho_f |e_j^y|^2 \, dx,
\end{align*}
\]

(26)

where \( C_1 \) and \( C_2 \) are positive constants depending on \( \|v_j\|_{L^2(\Omega_f \times [0,T])}, \|p_j\|_{L^2(\Omega_f \times [0,T])}, \|\mathcal{V}_{NN}^{f,s}\|_{C^2(\Omega_f \times [0,T])}, \|\mathcal{V}_{NN}^{t}\|_{C^2(\Omega_f \times [0,T])}, \|u_j\|_{C^2(\varGamma \times [0,T])}, \|v_j\|_{C^1(\varGamma \times [0,T])}, \|\mathcal{V}_{NN}^{f,s}\|_{C^2(\varGamma \times [0,T])}, \|\mathcal{V}_{NN}^{t}\|_{C^1(\varGamma \times [0,T])}, d, \rho_j, \mu_j, \mu_s, \lambda_s, \Omega_f, \) and \( \Omega_s \). For any \( 0 \leq \tau \leq T \), we integrate (26) over time to obtain

\[
\begin{align*}
&\int_{\Omega_f} \rho_f |e_j^y(x, \tau)|^2 \, dx + \int_{\Omega_s} \rho_s \left| \frac{\partial e_j^y}{\partial t}(x, \tau) \right|^2 \, dx + \int_{\Omega_t} 2 \mu_s |\varepsilon(e_s^u(x, \tau))|^2 + \lambda_s |\nabla \cdot e_s^u(x, \tau)|^2 \, dx \\
& \leq \int_{\Omega_f} \rho_f |\mathcal{A}_{j, f}^y|^2 \, dx + \int_{\Omega_t} \rho_s |\mathcal{A}_{j, t}^y|^2 \, dx + \int_{\Omega_s} 2 \mu_s |\varepsilon(e_s^u)|^2 + \lambda_s |\nabla \cdot e_s^u|^2 \, dx + \int_{\Omega_f} \, |\mathcal{A}_{j, f}^y|^2 \, dx \\
& + C_1 T^{\frac{1}{2}} \left[ \int_0^T \left( \int_{\Omega_f} |\mathcal{A}_{j, f}^y|^2 \, dx + \int_{\Omega_t} |\mathcal{A}_{j, t}^y|^2 \, dx + \int_{\Omega_s} |\mathcal{A}_{j, s}^y|^2 \, dx + \int_{\Omega_t} 2 \mu_s |\varepsilon(e_s^u)|^2 + \lambda_s |\nabla \cdot e_s^u|^2 \, dx \\
& + \int_{\partial \Omega_f \setminus \Gamma} |\mathcal{A}_{j, f}^y|^2 \, ds + \int_{\partial \Omega_s \setminus \Gamma} |\mathcal{A}_{j, s}^y|^2 \, ds + \int_{\Gamma} |\mathcal{A}_{j, t}^y|^2 \, ds \right) \right]^{\frac{1}{2}} \\
& + C_2 \int_0^T \left( \int_{\Omega_f} \rho_f |e_j^y(x, \tau)|^2 \, dx \right) dt.
\end{align*}
\]

On the right-hand side of the above inequality, we add the fourth and ninth integral terms, i.e., \( \int_{\Omega_s} |\mathcal{A}_{j, s}^y|^2 \, dx \) and \( \int_{\Omega_f} |\mathcal{A}_{j, f}^y|^2 \, dx \), as two extra terms due to the same reason as shown for the case of FSI model with a wave-type structural equation. On the other hand, these two terms also directly come from the LS formulation of the parabolic-like structural equation defined in Section 2.2.2. Without those two terms, only the derivatives of \( \mathcal{A}_{j, f}^y \) and \( \mathcal{A}_{j, s}^y \) (i.e., the third and the eighth integral terms on the right-hand side) are involved, which can only be determined up to a constant. Adding the fourth and ninth integral terms helps to determine the correct constants. Applying the Gronwall’s inequality, integrating again over \([0,T]\), and employing Assumption (4.2) on the residuals, we can similarly derive the following generalization error bound for the FSI model with a parabolic-like structural equation.

**Theorem 4.8.** Let \( v_j \in C^2(\varOmega_f \times [0,T]) \), \( p_j \in C^1(\varOmega_f \times [0,T]) \), \( u_j \in C^2(\varOmega_s \times [0,T]) \), \( v_j \in C^1(\varGamma \times [0,T]) \) be the classical solutions of the FSI problem with a parabolic-like structural equation, correspondingly, let \( \mathcal{V}_{NN}^{f,s} \in C^2(\varOmega_f \times [0,T]) \), \( \mathcal{V}_{NN}^{t} \in C^2(\varOmega_f \times [0,T]) \), \( \mathcal{V}_{NN}^{f,s} \in C^2(\varOmega_s \times [0,T]) \), \( \mathcal{V}_{NN}^{t} \in C^1(\varGamma \times [0,T]) \) be the numerical approximations obtained
by the DNN/meshfree method. We have the following generalization error estimation,

\[ \int_0^T \left( \int_{\Omega} \rho_f |e_{f,x}(x_f,t)|^2 dx + \int_{\Omega} \rho_s |e_{s,x}(x_s,t)|^2 dx + \int_{\Omega_\varepsilon} 2\mu_s |\varepsilon(e_{s,x}(x_s,t))|^2 + \lambda_s |\nabla \cdot e_{s,x}(x_s,t)|^2 dx \right) dt \]

\[ \leq C_1 T (1 + C_2 T \varepsilon^2 T) \left( \mathcal{F}_{\mathcal{L},f}(\Theta^*) + \mathcal{F}_{\mathcal{L},s}(\Theta^*) + C_{\text{quad}}^{\mathcal{L},f} M_{s,f}^{-\alpha_{s,f}} + C_{\text{quad}}^{\mathcal{L},s} M_{s,s}^{-\alpha_{s,s}} \right) \]

\[ + C_1 T^2 (1 + C_2 T \varepsilon^2 T) \left( \mathcal{F}_{\mathcal{L},f}(\Theta^*) + \mathcal{F}_{\mathcal{L},s}(\Theta^*) + C_{\text{quad}}^{\mathcal{L},f} M_{s,f}^{-\alpha_{s,f}} + C_{\text{quad}}^{\mathcal{L},s} M_{s,s}^{-\alpha_{s,s}} \right) \]

\[ + C_{\text{quad}}^{\mathcal{L},f} M_{s,f}^{-\alpha_{s,f}} + C_{\text{quad}}^{\mathcal{L},s} M_{s,s}^{-\alpha_{s,s}} + C_{\text{quad}}^{\mathcal{L}} M_{\Gamma}^{-\alpha_{\Gamma}} \]

where \( C_1 \) and \( C_2 \) are positive constants depending on \( \|v_f\|_{C^2([\overline{\Omega}_f \times [0,T])]}, \|P_f\|_{C^1([\overline{\Omega}_f \times [0,T])]}, \|u_s\|_{C^1([\overline{\Omega}_s \times [0,T])]}, \|v_s\|_{C^1([\overline{\Omega}_s \times [0,T])}, \|v_{\text{NN}}\|_{C^2([\overline{\Omega}_f \times [0,T])}, \|v_{\text{NN}}\|_{C^1([\overline{\Omega}_f \times [0,T])}, \|v_{\text{NN}}\|_{C^1([\overline{\Omega}_s \times [0,T])}, \|v_{\text{NN}}\|_{C^2([\overline{\Omega}_s \times [0,T])}, \|\rho_f\|, \|\rho_s\|, \|\mu_s\|, \|\lambda_s\|, \|\Omega_f\|, \|\Omega_s\|, \text{and} \ |\Omega| \).

**Remark 4.9.** Similarly, from the derivation above, one can see that two extra terms, i.e., the third and the eighth integral term on the right-hand side of (14) that we added to our DNN/meshfree method for solving the FSI problem with a parabolic-like structural equation also come from the time integration and integration by parts. We also use those two terms in our implementation to verify the theoretical results we developed to solve the FSI problem with a parabolic-like structural equation.

5. Numerical experiments

In this section, we conduct numerical experiments for the two-phase flow interface problem and the FSI problem in two forms. The purpose is to demonstrate the effectiveness and the capacity of the proposed DNN/meshfree method and illustrate the theoretical convergence results obtained in the previous section.

All three numerical examples are implemented using DeepXDE [36] which is developed based on the methodology of PINN [24] and the platform of TensorFlow [1] and PyTorch [44]. The fully connected DNN structures used in our numerical experiments, otherwise specified, have 3 hidden layers and 50 neurons in each hidden layer, and tanh function is used as the activation function on each layer. As mentioned before, ADAM, a variant of the SGD method, is applied as the optimizer with an initial learning rate 0.001 and 50000 epochs performed to obtain numerical solutions of the developed DNN/meshfree method. The way to choose prescribed weight coefficients \( \omega_{\mathcal{L},f}, \omega_{\mathcal{L},s}, \omega_{\beta_f}, \) and \( \omega_{\beta_s} \) in the space-time LS formulation \( \mathcal{B}(\mathbf{u}_1, \mathbf{u}_2) \) is referred to Remark 3.1.

5.1. Example 1: The two-phase flow interface problem

We first consider the two-phase flow interface problem, i.e., the example introduced in Section 2.2.1. Here, we choose \( \Omega := [0,3] \times [0,3], \Omega_2 := \{(x,y) \in \mathbb{R}^2 | (x-1.5)^2 + (y-1.5)^2 < 1\} \) and \( \Omega_1 = \Omega \setminus \overline{\Omega}_2 \) as the computational domain, and \([0,1]\) as the time interval, which implies that the interface \( \Gamma \) is just a circle defined as \( \Gamma := \{(x,y) \in \mathbb{R}^2 | (x-1.5)^2 + (y-1.5)^2 = 1\} \). We appropriately choose \( f_i, g_i, v^i, p^i, i = 1,2 \), to make sure the following function \((v_1, p_1), (v_2, p_2), i = 1,2,\) are the exact solution to this example:

\[ v_1 = \left( \begin{array}{c} e^i \sin x \cos y \\ e^i \cos x \sin y \end{array} \right), \quad p_1 = e^i \sin x \sin y, \]

\[ v_2 = \left( \begin{array}{c} \cos x \cos y \\ \cos x \sin y \end{array} \right), \quad p_2 = \cos x \sin (x+y), \]

which induces \( g_i \neq 0, i = 1,2 \), leading to the jump-type interface conditions across \( \Gamma \). Furthermore, in our numerical experiments, we choose different densities \( \rho_i, (i = 1,2) \) and dynamic viscosities \( \mu_i, (i = 1,2) \) for the fluid, which presents two different fluid phases in this example to investigate numerical performances of the developed DNN/meshfree method for a two-phase flow interface problem with high-contrast coefficients and jump-type interface conditions.
Table 1: The two-phase flow interface problem: $\rho_1 = \rho_2 = 1$ and $\mu_1 = \mu_2 = 1$

| $M_{\mathcal{L}}$ | $M_{\mathcal{F}}$ | $M_{\Gamma}$ | $M_{\mathcal{I}}$ | Approx. Error | Loss Error |
|-------------------|-------------------|--------------|------------------|--------------|------------|
| $10 \times 10 \times 5$ | $4 \times 4 \times 5$ | $4 \times 4$ | $4 \times 4$ | $7.276e-02$ | $9.025e-06$ |
| $10 \times 10 \times 5$ | $8 \times 4 \times 5$ | $8 \times 5$ | $8 \times 8$ | $5.875e-02$ | $1.425e-05$ |
| $10 \times 10 \times 5$ | $16 \times 4 \times 5$ | $16 \times 5$ | $16 \times 16$ | $3.673e-02$ | $1.115e-05$ |
| $10 \times 10 \times 5$ | $32 \times 4 \times 5$ | $32 \times 5$ | $32 \times 32$ | $5.577e-02$ | $1.316e-05$ |
| $20 \times 20 \times 10$ | $4 \times 4 \times 10$ | $4 \times 10$ | $4 \times 4$ | $2.766e-02$ | $1.239e-05$ |
| $20 \times 20 \times 10$ | $8 \times 4 \times 10$ | $8 \times 10$ | $8 \times 8$ | $2.524e-02$ | $1.602e-05$ |
| $20 \times 20 \times 10$ | $16 \times 4 \times 10$ | $16 \times 10$ | $16 \times 16$ | $4.358e-02$ | $1.361e-05$ |
| $20 \times 20 \times 10$ | $32 \times 4 \times 10$ | $32 \times 10$ | $32 \times 32$ | $3.151e-02$ | $1.493e-05$ |
| $40 \times 40 \times 20$ | $4 \times 4 \times 20$ | $4 \times 20$ | $4 \times 4$ | $3.384e-02$ | $1.160e-05$ |
| $40 \times 40 \times 20$ | $8 \times 4 \times 20$ | $8 \times 20$ | $8 \times 8$ | $1.574e-02$ | $1.358e-05$ |
| $40 \times 40 \times 20$ | $16 \times 4 \times 20$ | $16 \times 20$ | $16 \times 16$ | $2.514e-02$ | $1.507e-05$ |
| $40 \times 40 \times 20$ | $32 \times 4 \times 20$ | $32 \times 20$ | $32 \times 32$ | $3.355e-02$ | $1.138e-05$ |

Figure 2: Approximation errors of the two-phase flow interface problem ($\rho_1 = \rho_2 = 1$ and $\mu_1 = \mu_2 = 1$).

Numerical error results are presented in Table 1 where we set the physical parameters to be $\rho_1 = \rho_2 = 1$ and $\mu_1 = \mu_2 = 1$. From the last two columns, we can see that errors of the loss function are much smaller than numerical approximation errors, which means we are at the region where the optimization problem is solved fairly accurately, and the quadrature error dominates the error. In this case, our error estimation derived in Section 4 mainly serves as a prior error estimation. Furthermore, we expect the quadrature errors coming from the interface, boundary, and initial condition terms to play a more important role than the quadrature errors of the interior space-time domain terms because dimensions of the interface, the boundary, and the initial subdomains are lower than that of the interior space-time subdomains. In our experiments, as shown in Table 1 and Figure 2, when we keep the number of interior sampling point $M_{\mathcal{L}}$ to be a constant and increase the number of sampling points on the interface, $M_{\mathcal{F}}$, on the boundaries, $M_{\mathcal{B}}$, and in the initial subdomains, $M_{\mathcal{I}}$, then the overall approximation errors decrease first as expected but then stagnate or even increase, which may indicate that the quadrature errors of the interior domain terms take over the dominance again when the number of sampling points on the interface/boundaries and in the initial subdomains are more than enough. In Figure 2, we also plot a reference line with
the absolute value of the slope equaling 0.25, which should be the expected convergence order since using sampling points is equivalent to using a Monte-Carlo type numerical quadrature rule. When approximation errors decrease, we notice that they roughly follow the expected convergence order. Those observations are consistent with our theoretical result.

In Tables 2, 3, and 4, we report numerical results along with increasing jumps of $\rho_1$ and $\rho_2$, and of $\mu_1$ and $\mu_2$, i.e., we gradually increase the value of physical parameters $\rho_2 = 10, 100, 1000$ and $\mu_2 = 10, 100, 1000$, respectively, while keeping $\rho_1 = \mu_1 = 1$, to represent a series of high-contrast coefficients. The last column of those tables shows that we
solve the optimization fairly accurately, so we can ignore the error caused by the optimization problem. We still see a similar convergence behavior comparing with the case $\rho_1 = 1$, $\rho_2 = 10$, $\mu_1 = 1$, and $\mu_2 = 10$.

### Table 2: The two-phase flow interface problem: $\rho_1 = 1$, $\rho_2 = 10$, $\mu_1 = 1$, and $\mu_2 = 10$

| $M_{x_1}$ | $M_{x_2}$ | $M_{y_1}$ | $M_{y_2}$ | $\approx$ Error | Loss Error |
|-----------|-----------|-----------|-----------|-----------------|------------|
| $10 \times 10 \times 5$ | $4 \times 4 \times 5$ | $4 \times 5$ | $4 \times 4$ | 1.577e-01 | 1.312e-05 |
| $10 \times 10 \times 5$ | $8 \times 4 \times 5$ | $8 \times 5$ | $8 \times 8$ | 7.793e-02 | 1.399e-05 |
| $10 \times 10 \times 5$ | $16 \times 4 \times 5$ | $16 \times 5$ | $16 \times 16$ | 6.548e-02 | 1.166e-05 |
| $10 \times 10 \times 5$ | $32 \times 4 \times 5$ | $32 \times 5$ | $32 \times 32$ | 8.312e-02 | 1.387e-05 |
| $20 \times 20 \times 10$ | $4 \times 4 \times 10$ | $4 \times 10$ | $4 \times 4$ | 1.181e-01 | 1.120e-05 |
| $20 \times 20 \times 10$ | $8 \times 4 \times 10$ | $8 \times 10$ | $8 \times 8$ | 7.081e-02 | 1.422e-05 |
| $20 \times 20 \times 10$ | $16 \times 4 \times 10$ | $16 \times 10$ | $16 \times 16$ | 5.197e-02 | 1.065e-05 |
| $20 \times 20 \times 10$ | $32 \times 4 \times 10$ | $32 \times 10$ | $32 \times 32$ | 7.916e-02 | 1.919e-05 |
| $40 \times 40 \times 20$ | $4 \times 4 \times 20$ | $4 \times 20$ | $4 \times 4$ | 8.072e-02 | 1.161e-05 |
| $40 \times 40 \times 20$ | $8 \times 4 \times 20$ | $8 \times 20$ | $8 \times 8$ | 4.400e-02 | 1.301e-05 |
| $40 \times 40 \times 20$ | $16 \times 4 \times 20$ | $16 \times 20$ | $16 \times 16$ | 4.776e-02 | 1.199e-05 |
| $40 \times 40 \times 20$ | $32 \times 4 \times 20$ | $32 \times 20$ | $32 \times 32$ | 4.426e-02 | 1.231e-05 |

### Table 3: The two-phase flow interface problem: $\rho_1 = 1$, $\rho_2 = 100$, $\mu_1 = 1$, and $\mu_2 = 100$

| $M_{x_1}$ | $M_{x_2}$ | $M_{y_1}$ | $M_{y_2}$ | $\approx$ Error | Loss Error |
|-----------|-----------|-----------|-----------|-----------------|------------|
| $10 \times 10 \times 5$ | $4 \times 4 \times 5$ | $4 \times 5$ | $4 \times 4$ | 4.662e-01 | 9.318e-05 |
| $10 \times 10 \times 5$ | $8 \times 4 \times 5$ | $8 \times 5$ | $8 \times 8$ | 1.599e-02 | 1.131e-05 |
| $10 \times 10 \times 5$ | $16 \times 4 \times 5$ | $16 \times 5$ | $16 \times 16$ | 2.971e-02 | 1.274e-05 |
| $10 \times 10 \times 5$ | $32 \times 4 \times 5$ | $32 \times 5$ | $32 \times 32$ | 2.082e-02 | 1.350e-05 |
| $20 \times 20 \times 10$ | $4 \times 4 \times 10$ | $4 \times 10$ | $4 \times 4$ | 3.704e-01 | 1.211e-05 |
| $20 \times 20 \times 10$ | $8 \times 4 \times 10$ | $8 \times 10$ | $8 \times 8$ | 3.651e-02 | 1.347e-05 |
| $20 \times 20 \times 10$ | $16 \times 4 \times 10$ | $16 \times 10$ | $16 \times 16$ | 8.521e-02 | 1.615e-05 |
| $20 \times 20 \times 10$ | $32 \times 4 \times 10$ | $32 \times 10$ | $32 \times 32$ | 2.236e-01 | 1.457e-05 |
| $40 \times 40 \times 20$ | $4 \times 4 \times 20$ | $4 \times 20$ | $4 \times 4$ | 3.933e-01 | 1.392e-05 |
| $40 \times 40 \times 20$ | $8 \times 4 \times 20$ | $8 \times 20$ | $8 \times 8$ | 3.455e-01 | 1.466e-05 |
| $40 \times 40 \times 20$ | $16 \times 4 \times 20$ | $16 \times 20$ | $16 \times 16$ | 1.537e-01 | 1.437e-05 |
| $40 \times 40 \times 20$ | $32 \times 4 \times 20$ | $32 \times 20$ | $32 \times 32$ | 1.010e-02 | 1.711e-05 |

### Table 4: The two-phase flow interface problem: $\rho_1 = 1$, $\rho_2 = 1000$, $\mu_1 = 1$, and $\mu_2 = 1000$

| $M_{x_1}$ | $M_{x_2}$ | $M_{y_1}$ | $M_{y_2}$ | $\approx$ Error | Loss Error |
|-----------|-----------|-----------|-----------|-----------------|------------|
| $10 \times 10 \times 5$ | $4 \times 4 \times 5$ | $4 \times 5$ | $4 \times 4$ | 3.606e00 | 1.068e-05 |
| $10 \times 10 \times 5$ | $8 \times 4 \times 5$ | $8 \times 5$ | $8 \times 8$ | 1.445e00 | 1.261e-05 |
| $10 \times 10 \times 5$ | $16 \times 4 \times 5$ | $16 \times 5$ | $16 \times 16$ | 1.525e00 | 1.125e-05 |
| $10 \times 10 \times 5$ | $32 \times 4 \times 5$ | $32 \times 5$ | $32 \times 32$ | 1.248e00 | 1.357e-05 |
| $20 \times 20 \times 10$ | $4 \times 4 \times 10$ | $4 \times 10$ | $4 \times 4$ | 3.461e00 | 1.250e-05 |
| $20 \times 20 \times 10$ | $8 \times 4 \times 10$ | $8 \times 10$ | $8 \times 8$ | 1.327e00 | 1.338e-05 |
| $20 \times 20 \times 10$ | $16 \times 4 \times 10$ | $16 \times 10$ | $16 \times 16$ | 6.171e-01 | 1.338e-05 |
| $20 \times 20 \times 10$ | $32 \times 4 \times 10$ | $32 \times 10$ | $32 \times 32$ | 9.599e-01 | 1.434e-05 |
| $40 \times 40 \times 20$ | $4 \times 4 \times 20$ | $4 \times 20$ | $4 \times 4$ | 1.976e00 | 1.038e-05 |
| $40 \times 40 \times 20$ | $8 \times 4 \times 20$ | $8 \times 20$ | $8 \times 8$ | 1.615e00 | 1.349e-05 |
| $40 \times 40 \times 20$ | $16 \times 4 \times 20$ | $16 \times 20$ | $16 \times 16$ | 8.797e-01 | 1.631e-05 |
| $40 \times 40 \times 20$ | $32 \times 4 \times 20$ | $32 \times 20$ | $32 \times 32$ | 2.320e-01 | 1.409e-05 |
implies that the quadrature error of the interior domain terms becomes dominating again when $M_{\beta i}$, $M_{\Gamma i}$, and $M_{\gamma i}$ are large enough. In addition, we also observe that the approximation errors get worse when the ratios $\frac{\rho_2}{\rho_1}$ and $\frac{\mu_2}{\mu_1}$ get larger. This is also expected since, with large jumps, the solution’s regularity gets worse, making the interface problem more difficult to be numerically solved accurately. In the recent work [27], how the regularity of the solutions affects the optimization problem has been studied for using PINN to solve PDEs. When the regularity worsens, the optimization problem becomes ill-conditioned, affecting the overall performance of the PINN method. As we can see from Figures 3...
and 4, approximation errors of the velocity mainly stay the same when we increase the ratios \( \rho_2/\rho_1 \) and \( \mu_2/\mu_1 \). But the pressure’s approximation error inside the circle \( \Omega_2 \) deteriorates significantly, likely due to a worse approximation of the dynamic interface condition when the jump coefficients turn out higher. In the traditional finite element or finite volume methods, weak formulations are usually formed for the studied interface problems, where the Neumann-type dynamic interface condition is handled naturally through integration by parts. In other words, it can be canceled out, and thus no more dynamic interface condition exists in the weak formulation of the interface problem. Therefore, a better way to treat the dynamic interface condition using DNN/meshfree method may be provided by the weak formulation of the two-phase flow interface problem, especially for the case of large jumps, where there is no dynamic interface condition to be dealt with by the DNN’s approximation. Hence, one promising approach to improving the pressure’s approximation is to develop a new DNN/meshfree method based on the weak formulation of the two-phase flow interface problem, which is our ongoing work now. But due to the page limitation here, we will report a detailed investigation of this new approach in our future publications. Instead, we adopt a simpler way to improve the pressure’s approximation for the developed DNN/meshfree approach in this paper, as shown below.

Table 5: The two-phase flow interface problem: \( \rho_1 = 1, \rho_2 = 1000, \mu_1 = 1, \) and \( \mu_2 = 1000 \) with 5 observation points

| \( M_{\rho_1} \) | \( M_{\rho_2} \) | \( M_\Gamma \) | \( M_{\mu} \) | Approx. Error | Loss Error |
|-----------------|-----------------|-----------------|-----------------|--------------|------------|
| 10 \times 10 \times 5 | 4 \times 4 \times 5 | 4 \times 5 | 4 \times 4 | 1.151e-01 | 3.443e-05 |
| 10 \times 10 \times 5 | 8 \times 4 \times 5 | 8 \times 5 | 8 \times 8 | 8.764e-02 | 5.086e-05 |
| 10 \times 10 \times 5 | 16 \times 4 \times 5 | 16 \times 5 | 16 \times 16 | 1.154e-01 | 5.135e-05 |
| 10 \times 10 \times 5 | 32 \times 4 \times 5 | 32 \times 5 | 32 \times 32 | 1.538e-01 | 5.111e-05 |
| 20 \times 20 \times 10 | 4 \times 4 \times 10 | 4 \times 10 | 4 \times 4 | 7.920e-02 | 4.550e-05 |
| 20 \times 20 \times 10 | 8 \times 4 \times 10 | 8 \times 10 | 8 \times 8 | 6.730e-02 | 5.554e-05 |
| 20 \times 20 \times 10 | 16 \times 4 \times 10 | 16 \times 10 | 16 \times 16 | 7.411e-01 | 5.660e-05 |
| 20 \times 20 \times 10 | 32 \times 4 \times 10 | 32 \times 10 | 32 \times 32 | 1.279e-01 | 6.769e-05 |
| 40 \times 40 \times 20 | 4 \times 4 \times 20 | 4 \times 20 | 4 \times 4 | 7.871e-02 | 5.016e-05 |
| 40 \times 40 \times 20 | 8 \times 4 \times 20 | 8 \times 20 | 8 \times 8 | 6.549e00 | 6.072e-05 |
| 40 \times 40 \times 20 | 16 \times 4 \times 20 | 16 \times 20 | 16 \times 16 | 1.225e-01 | 4.495e-05 |
| 40 \times 40 \times 20 | 32 \times 4 \times 20 | 32 \times 20 | 32 \times 32 | 8.506e-02 | 3.833e-05 |

In [27], the authors suggest some possible approaches to make the PINN method more robust. Here, we use a simple approach suggested in [24], i.e., adopt a few observation points in our experiments. In particular, we add 5 observation points to \( \Omega_2 \) that are symmetrically located at \((1.5 \pm 0.5 \cos 45^\circ, 1.5 \pm 0.5 \sin 45^\circ), (1.5 - 0.5 \cos 45^\circ, 1.5 + 0.5 \sin 45^\circ), (1.5 - 0.5 \cos 45^\circ, 1.5 - 0.5 \sin 45^\circ), (1.5 + 0.5 \cos 45^\circ, 1.5 - 0.5 \sin 45^\circ), \) and \((1.5, 1.5), \) considering that the approximation error of the pressure gets worse in \( \Omega_2 \). In other words, we add LS formulations of a pointwise Dirichlet condition to the total loss functional and then train them together with other LS formulations within the same DNN structures. Corresponding numerical results are presented in Table 5 and Figure 5. By adding those five observation points to the case of \( \rho_2/\rho_1 = \mu_2/\mu_1 = 1000, \) we can significantly reduce the pressure’s approximation errors, which overall decreases total approximation errors. In fact, the magnitude of those approximation errors are comparable with the no-jump case of \( \rho_1 = \rho_2 = 1 \) and \( \mu_1 = \mu_2 = 1. \) Figure 6 further illustrates the corresponding DNN’s approximation trends for four scenarios of jump coefficients based on different sampling points sets, where we clearly observe that the DNN’s approximation errors increase along with the increase of the jump coefficients’ ratios while decreasing along with the increasing of the sampling points sets’ sizes in the interior space-time domain. Additionally, the DNN’s approximation errors also closely respond to the increase in the number of sampling points on the interface, boundary, and initial subdomains by showing a decreasing trend, to some extent.

Since the main purpose of this work is to develop and investigate the DNN/meshfree method for solving two-phase flow interface problems in the initial stage, a more detailed study about how to make the method more robust, especially when the solution is singular, is the subject of our ongoing work and will be reported in the future.

5.2. Example 2: The FSI problems

Next, we investigate the numerical performance of our developed DNN/meshfree method for solving the FSI problems in two forms, i.e., the example introduced in Section 2.2.2. We use the same computational space-time domain as defined
Figure 5: Numerical solutions of the two-phase flow interface problem ($\rho_1 = 1, \rho_2 = 1000, \mu_1 = 1,$ and $\mu_2 = 1000$ with 5 observation points. Top left: the horizontal velocity; Top right: error of the horizontal velocity; Middle left: the vertical velocity; Middle right: error of the vertical velocity; Bottom left: the pressure; Bottom right: error of the pressure.

in Section 5.1. For the original form of the FSI problem, we properly choose $f_f, f_s, g_1, g_2, v^0_f, u^0_s, v^0_f, u^0_s$ and $v^0_s$ to
guarantee the following functions are exact solutions to both forms of the presented FSI problem,

\[ v_f = \begin{pmatrix} e^t \sin x \cos y \\ -e^t \cos x \sin y \end{pmatrix}, \quad p_f = e^t \sin x \sin y, \]

\[ u_s = \begin{pmatrix} \cos t \cos x \cos y \\ \sin t \sin x \sin y \end{pmatrix}. \]

In addition, for the FSI problem with a parabolic-like structural equation, beside the above exact solutions, the structural velocity is also needed, given by

\[ v_s = \begin{pmatrix} -\sin t \cos x \cos y \\ \cos t \sin x \sin y \end{pmatrix}, \]

which is the time derivative of \( u_s \). Again, the above exact solution leads to the jump-type kinematic- and dynamic interface conditions with \( g_i \neq 0, i = 1, 2 \). As for the physical parameters, we choose \( \rho_f = 1, \mu_f = 1, \rho_s = 10^3 \), Young’s modulus \( E = 10^6 \), and Poisson ratio \( \nu = 0.3 \) (thus, \( \mu_s = \frac{E}{2(1+\nu)}, \quad \lambda_s = \frac{E\nu}{(1+\nu)(1-2\nu)} \)), as an example to illustrate the performance of the developed DNN/meshfree method, which shows a high-contrast coefficients scenario.

### Table 6: The FSI problem with a wave-type structural equation

| \( M_{\mathcal{L}_i} \) | \( M_{\mathcal{R}_i} \) | \( M_{\Gamma} \) | \( M_{\mathcal{I}_i} \) | Approx. Error | Loss Error |
|-----------------|-----------------|---------------|-----------------|---------------|-------------|
| 10 \times 10 \times 5 | 4 \times 4 \times 5 | 4 \times 5 | 4 \times 4 | 2.009e-02 | 4.162e-05 |
| 10 \times 10 \times 5 | 8 \times 4 \times 5 | 8 \times 5 | 8 \times 8 | 1.159e-02 | 7.789e-05 |
| 10 \times 10 \times 5 | 16 \times 4 \times 5 | 16 \times 5 | 16 \times 16 | 9.136e-03 | 5.764e-05 |
| 10 \times 10 \times 5 | 32 \times 4 \times 5 | 32 \times 5 | 32 \times 32 | 1.187e-02 | 6.383e-05 |
| 20 \times 20 \times 10 | 4 \times 4 \times 10 | 4 \times 10 | 4 \times 4 | 1.347e-02 | 4.472e-05 |
| 20 \times 20 \times 10 | 8 \times 4 \times 10 | 8 \times 10 | 8 \times 8 | 1.647e-02 | 5.643e-05 |
| 20 \times 20 \times 10 | 16 \times 4 \times 10 | 16 \times 10 | 16 \times 16 | 1.097e-02 | 7.966e-05 |
| 20 \times 20 \times 10 | 32 \times 4 \times 10 | 32 \times 10 | 32 \times 32 | 9.871e-02 | 6.993e-05 |
| 40 \times 40 \times 20 | 4 \times 4 \times 20 | 4 \times 20 | 4 \times 4 | 1.611e-02 | 4.970e-05 |
| 40 \times 40 \times 20 | 8 \times 4 \times 20 | 8 \times 20 | 8 \times 8 | 1.355e-02 | 6.213e-05 |
| 40 \times 40 \times 20 | 16 \times 4 \times 20 | 16 \times 20 | 16 \times 16 | 1.028e-02 | 6.829e-05 |
| 40 \times 40 \times 20 | 32 \times 4 \times 20 | 32 \times 20 | 32 \times 32 | 1.079e-02 | 6.812e-05 |

In Tables 6 and 7, we report numerical results of the developed DNN/meshfree method for the FSI problem with a wave-type and a parabolic-like structural equation, respectively, where we still see a similar convergence behavior compared with that of the two-phase flow interface problem, i.e., the approximation error decreases first when we increase the number of sampling points, \( M_{\mathcal{L}_i}, M_{\mathcal{R}_i} \) and \( M_{\mathcal{I}_i} (i = f, s) \) that are associated with the interface, the boundaries, and the initial subdomains, respectively, while keeping the number of interior sampling points, \( M_{\mathcal{L}_i} (i = f, s) \), the same, then it
might stagnate or even increase, which implies that the quadrature error of the interior space-time domain terms retakes the dominance along with large enough $M_T$, $M_{\partial_i}$ and $M_{\partial_i}$ ($i = f, s$). In Figure 7 and Figure 9, we again plot the reference line with the absolute value of the slope equaling 0.25 to demonstrate the approximation errors roughly follow the expected convergence order for both cases based upon different sizes of the sampling points sets, where a decreasing trend of the DNN’s approximation errors is also observed, to some extent, along with the increasing number of sampling points on the interface, the boundary, and initial subdomains. Numerical solutions and corresponding approximation errors are plotted in Figures 8 and 10, respectively, where we can observe that numerical solutions are relatively accurate since the approximation errors are small. As expected, the largest part of approximation errors usually lies near the interface and the boundary, which is consistent with our theoretical results derived in Section 4, and an enrichment of sampling points on the interface and boundaries can reduce approximation errors significantly.
Figure 8: Numerical solutions of the FSI problem with a wave-type structural equation ($\rho_f = 1$, $\mu_f = 1$, $\rho_s = 10^3$, $E = 10^6$, and $\nu = 0.3$). Top left: the horizontal velocity; Top right: error of the horizontal velocity; Middle left: the vertical velocity; Middle right: error of the vertical velocity; Bottom left: the pressure; Bottom right: error of the pressure.

6. Conclusions

Overall, in this paper, we consider two kinds of dynamic two-phase interface problems that consist of two different dynamic PDEs with the jump and high-contrast coefficients: (1) two-phase flow interface problems and (2) fluid-structure interaction (FSI) problems with a wave-type and a parabolic-like structural equation, where both PDEs are defined on either side of the interface and are interacted with each other through interface conditions across a stationary interface. We develop a meshfree method using the deep neural networks (DNN) approach to tackle two kinds of dynamic interface
problems. Similar to the PINN method, we first reformulate the interface problem as a least-squares (LS) problem and approximate the solution functions via DNN functions, but for two-phase interface problems, in particular, we must adopt different DNN structures in different subdomains separated by interfaces. Sampling points are used to numerically compute integrals arising from LS formulations and replace the entire loss functional with its discrete counterpart. Then the gradient-based method is used to solve the discrete LS problem numerically. We first derive an error analysis for an abstract two-phase interface model problem, then for two kinds of two-phase interface problems. The developed approximation theory provides an interesting strategy for efficiently choosing the sampling points to improve the overall approximation accuracy of the developed DNN/meshfree method for solving the presented two-phase interface problems. That is, more data points shall be sampled on the interfaces, the boundaries, and in the initial subdomains besides the interior space-time domain in order to reduce the entire approximation error. Numerical experiments demonstrate the effectiveness of the developed DNN/meshfree methods for two kinds of two-phase interface problems, and their theoretical results are also verified to some extent.

In this work, we only consider two-phase interface problems with stationary interfaces as the first step in this field. Our new research on developing the DNN/meshfree method for solving moving interface problems such as the realistic FSI problems has been ongoing. In addition, to further improve the approximation accuracy of the DNN/meshfree approach for two-phase flow interface problems, we are considering to develop a new DNN/meshfree method based upon the weak formulation of the original interface problem so that the Neumann-type boundary- and interface conditions can be handled naturally. Finally, we are also considering to sample the data points adaptively in order to achieve more efficient and more accurate algorithms in practice, especially for low-regularity and large-scale simulations in our future work.
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Figure 10: Numerical solutions of the FSI problem with a parabolic-like structural equation ($\rho_f = 1$, $\mu_f = 1$, $\rho_s = 10^3$, $E = 10^6$, and $\nu = 0.3$). Top left: the horizontal velocity; Top right: error of the horizontal velocity; Middle left: the vertical velocity; Middle right: error of the vertical velocity; Bottom left: the pressure; Bottom right: error of the pressure.
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