The Role of Different Retinal Imaging Modalities in Predicting Progression of Diabetic Retinopathy: A Survey
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Abstract: Diabetic retinopathy (DR) is a devastating condition caused by progressive changes in the retinal microvasculature. It is a leading cause of retinal blindness in people with diabetes. Long periods of uncontrolled blood sugar levels result in endothelial damage, leading to macular edema, altered retinal permeability, retinal ischemia, and neovascularization. In order to facilitate rapid screening and diagnosing, as well as grading of DR, different retinal modalities are utilized. Typically, a computer-aided diagnostic system (CAD) uses retinal images to aid the ophthalmologists in the diagnosis process. These CAD systems use a combination of machine learning (ML) models (e.g., deep learning (DL) approaches) to speed up the diagnosis and grading of DR. In this way, this survey provides a comprehensive overview of different imaging modalities used with ML/DL approaches in the DR diagnosis process. The four imaging modalities that we focused on are fluorescein angiography, fundus photographs, optical coherence tomography (OCT), and OCT angiography (OCTA). In addition, we discuss limitations of the literature that utilizes such modalities for DR diagnosis. In addition, we introduce research gaps and provide suggested solutions for the researchers to resolve. Lastly, we provide a thorough discussion about the challenges and future directions of the current state-of-the-art DL/ML approaches. We also elaborate on how integrating different imaging modalities with the clinical information and demographic data will lead to promising results for the scientists when diagnosing and grading DR. As a result of this article’s comparative analysis and discussion, it remains necessary to use DL methods over existing ML models to detect DR in multiple modalities.
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1. Introduction

Diabetes mellitus affects millions of adults all over the world. It increases the risk for death and devastating complications related to end-organ damage from the disease. It may lead to nephropathy, neuropathy, retinopathy, and many other diseases such as dementia, non-alcoholic steatohepatitis, psoriasis, metabolic syndrome, cardiovascular disease, and cancer. Most of the diabetes-related complications are caused by overlapping pathophysiology [1,2].
Diabetic retinopathy (DR) is a common diabetic complication, which is the main cause of retinal blindness in the US [3]. DR is a potentially devastating, vision-threatening condition which is considered as an inflammatory, neurovascular complication. It is also associated with microvascular damage, preceded by neuronal injury/dysfunction preceding clinical microvascular damage. Clinical research has demonstrated the factors that predict the development of retinopathy in diabetic patients. The main predictors of retinopathy progression are duration of diabetes and hemoglobin A1c. According to The Diabetes Control and Complications Trial (DCCT), these factors explain 11% of the risk of developing retinopathy [4]. Similarly, the Wisconsin Epidemiologic Study of DR (WESDR), a large population-based study, studied the effect of hemoglobin A1c, cholesterol, and blood pressure. It was found that they all may contribute to retinopathy. The effect of these factors is not enough to explain the risk of progression of the DR. Therefore, many other factors may play a role in the development of DR [5].

Strong genetic factors have been studied in multiple family studies. These have been suggested as one of the factors affecting DR development in both DM Type 1 and Type 2 [6]. Other biochemical pathways are linked to complication development. Other studies have proposed that several biochemical pathways, such as oxidative stress and activation of protein kinase, are linked to hyperglycemia and microvascular complications. These pathological processes are affecting the disease process through effects on signaling, cellular metabolism, and growth factors [7–9]. To understand DR pathology, it is important to view it as a shared pathophysiologic process that damages the pancreatic beta-cell. In addition, the same pathophysiological process may cause cell and tissue damage, leading to organ dysfunction. Understanding the common pathophysiology is key to providing a broad range of treatment options for this common and critical complication [10].

It is also highlighted that it is vital to develop more precise and timely methods for detecting the early stages of the disease and predict its course of progression. This is important as it allows techniques that can discover any change in the retinal structure event before any signs or symptoms evolve clinically [10]. With the recent advances in the imaging modalities, clinicians have been using retinal imaging as a major component in grading and diagnosis of DR. Different imaging modalities have been used in the diagnosis and screening of DR. These include fluorescein angiography (FA), optical coherence tomography (OCT), fundus photographs (FP), and OCT angiography (OCTA) [11]. These imaging techniques provide large numbers of detailed images of the retina, which allows detection of small changes with high resolution level. However, the abundantly available images are hard to manually analyze during clinical practice. Moreover, the data related to retinal diseases are affected by increasing age. Therefore, the imaging data may change with the rising life expectancy.

Many earlier reviews have provided an extensive study of comprehensive retina assessment components and correlation with the levels of DR, as well as management for DR [12–15]. The current review discusses the classification of DR severity, and the role of the different imaging modalities in the management of the DR.

2. Clinical Staging of Diabetic Retinopathy Using Retinal Imaging

Evaluation of DR includes much information that raises the importance of a structured and well-studied framework to standardize terminology and the sharing of data among the healthcare providers who play a role in the management of diabetic patients. Therefore, simplified clinical disease severity scales were developed. The Early Treatment DR Study (ETDRS) and the WESDR are now the cornerstones for the clinical classification systems used internationally [16,17]. Both of these classifications have studied DR and diabetic macular edema (DME), focusing on the risk of progression and correlating each stage to certain level of risk. In addition, this assessment was very helpful in risk stratification and staging the DR findings in various clinical settings and accordingly led to evidence-based clinical recommendations for DR management.
ETDRS guidelines are currently considered the gold standard for staging DR. ETDRS employs data from color FP, intravenous fluorescein angiography (IVFA), and dilated fundus exam findings, and stratifies disease severity using quadrant analysis. Grading criteria consist of multiple findings. It includes cotton wool spots, exudates, microaneurysms, neovascularization, and retinal hemorrhages [18–20]. However, the complexity of the severity scale made it impractical in clinical settings. Therefore, the full ETDRS severity scale is not used by most physicians [21]. However, various other systems for grading DR are commonly employed, including the International Clinical DR (ICDR) scale, which is recognized in either clinical or CAD environments. For DME, there are four severity scores, while there are five for DR. This scale requires a smaller field of view for DR. We describe the ICDR levels below, which are also presented in Table 1. Figures 1 and 2 show the normal retina against four severity levels of DR based on FP and FA images (mild NPDR, moderate NPDR, severe NPDR, and PDR).

Table 1. Characteristics of the DR stages.

| Stage       | Characteristic                                                                 |
|-------------|-------------------------------------------------------------------------------|
| Normal      | No retinal disease.                                                           |
| Mild NPDR   | This stage contains a microaneurysms which are a small amount of fluid in the retinal blood vessels, causing the macula to swell. |
| Moderate NPDR | Retinal blood vessels become blocked due to their increased swelling, prohibiting the retina from being nourished. |
| Severe NPDR | Larger areas of retinal blood vessels are blocked, sending signals to the body to generate new blood vessels in the retina. |
| PDR         | New blood vessels are generated in the retina abnormally, often leading to fluid leakage due to their fragility, causing a reduced field of vision, blurring, or blindness. |

Figure 1. Grading in the fundus image. (A) No retinal disease. (B) Mild NPDR. (C) Moderate NPDR. There are some microaneurysms, dot and blot hemorrhages in the temporal macula, and a few flecks of lipid exudate, but no venous beading or other microvascular abnormalities. (D) Severe NPDR. There are abundant microaneurysms, dot and blot hemorrhages, extensive lipid exudates, and intraretinal microvascular abnormalities. (E) Active proliferative diabetic retinopathy, untreated, with neovascularization at the arcades and intraretinal lipid exudates and hemorrhages in the temporal macula.

IVFA is for primary assessment of the retinal vasculature. It makes it easy to identify variable vascular abnormalities such as neovascularization, capillary nonperfusion,
and disruption of the blood–retinal barrier [22–24]. However, histological images are still better than IVFA to examine the lower capillary density values and retinal capillary networks [25]. In conclusion, IVFA has many limitations. It is time-consuming, invasive, and occasionally causes nausea, pruritus, and even anaphylaxis. In addition, it is limited in its resolution [26–28].

Eyes with DR are classified according to international classification in different DR severity stages; non-proliferative (NPDR) and proliferative (PDR) stages, with and without macular edema [5]. There are multiple classification systems; however, the most clinically important are those assessing the risk for disease progression and vision loss due to DR. There are five grades of retinopathy classified according to the risk of progression. Eyes with severe NPDR are considered to be at high risk for developing PDR. A more simple clinical approach has been developed for assessing the severity of the DR to avoid the complexity of ETDRS [29].

Reviewing of ETDRS proposed that the 4:2:1 rule should be used as the main simplified method of classification of severe NPDR. Severe NPDR may include eyes with quadrants that have two quadrants containing definite venous beading (VB), extensive retinal hemorrhages (approximately 20/quadrant), or any quadrant containing definite intraretinal microvascular abnormalities (IRMA). Around 17% of eyes with NPDR will develop the high-risk proliferative disease within one year, while 44% will do in 3 years. Difficulty in recognizing IRMA and VB is a major concern. That is why more surrogate markers such as microaneurysms or retinal hemorrhages have been evaluated to be used as a marker for severe NPDR, as they are easy to recognize. Reevaluation of data from the WESDR showed that IRMA and VB are still more reliable in the prediction of the risk of progression to PDR. Microaneurysms and retinal hemorrhages lack the concordance; therefore, microaneurysms and retinal hemorrhages alone are not enough to predict the risk of progression. Moreover, hemorrhages alone were strongly related to risk of progression of

Figure 2. Fluorescien angiograms for varying levels of DR. (A) A normal angiogram in the early phase, where the arteries have filled with fluorescein dye but the veins have not. There is nothing in this eye. (B) Mild nonproliferative DR with a few scattered microaneurysms and a single pinpoint area of leakage inferotemporal to the fovea. (C) Moderate nonproliferative DR with multiple microaneurysms throughout the fundus, significant leakage of dye throughout the macula, and blockage in the periphery from intraretinal hemorrhages. (D) Severe nonproliferative DR with abundant microaneurysms and dark areas on the angiogram corresponding to capillary non-perfusion. (E) Active proliferative DR with leakage from the optic disc from neovascularization. The retinopathy has been treated with laser (dark spots in the periphery) but there remains some level of neovascular activity.
either IRMA or VB; however, they were not as strong in predicting the risk of progression to PDR.

Hard or soft exudates are not indicative of the presence of VB or IRMA. Therefore, specific identification of IRMA and VB is crucial and should not depend on exudates or H/MA alone to discriminate among moderate and severe NPDR. Therefore, a description of this clinical disease severity scheme should include photographs of IRMA and VB. Moderate NPDR has findings that are more than exclusively microaneurysm and more than the 4:2:1 rule.

The ICDR clinical disease severity scale is meant to be a practical and reliable method of grading the severity of DR and DME. This system is intended to allow all the healthcare providers dealing with DR to grade the severity of the disease. However, the implementation of this staging system is mainly affected by examiner skills and the available equipment. The more precise and appropriate the grading of the DR, the more effective the management of the cases and timely referrals to highly specialized treatment centers. It is important to know that this system is mainly for grading and not for the treatment of DR. It is recognized that a better staging system would be implemented in the treatment guidelines and protocols, similar to the ETDRS and DR study. However, the variable healthcare delivery systems, as well as specific practice pattern, may lead to different management recommendations. This staging system is mainly targeting experienced ophthalmologists and skilled healthcare teams. However, hopes are high to use this staging system to provide common knowledge that would allow a consistent means of communication between all healthcare providers dealing with patients with DR. Therefore, the success of this system relies mainly on the wide range of exposure to ophthalmologists, other retinal care providers, and all related specialties such as primary care physicians, endocrinologists, podiatrists, and diabetologists. All the healthcare providers dealing with patients with diabetes should be familiar with these scales. The common standards and evaluation structure would provide similar care in managing DR among different providers. Nonetheless, continuous review and evaluation of the usefulness and practicality of using this system should be implemented to adopt any changes that might be needed in certain cases or settings.

In April 2002, the Global DR Group developed a new severity scale for DR to avoid the disadvantages of using the ETDRS severity scale. ETDRS was not easy to use or practical because it may have levels higher than those required for clinical evaluation. Therefore, the assessment becomes more complicated and requires high levels of skills and experience. In addition, complicated data require a standard means of sharing information and common terminology, which was not available [30–32]. The new disease severity scale consists of five levels. These levels are arranged in an increasing manner according to the severity and the risk of progression of DR. If there is no apparent retinopathy, it is the first level. The second level is considered mild NPDR, and it includes ETDRS stage 20 (microaneurysms only). For the first and second levels, low risk for progression is expected. ETDRS levels are included in moderate NPDR, which is considered the third level. In this level, there is a significant risk of progression of the disease. Severe NPDR, which is the fourth level, has the highest risk for progression to PDR. The fifth level is proliferative DR. High risk with significant rate of progression indicates the fifth level. All eyes in this level have vitreous hemorrhage or neovascularization. Differentiating the diseased eyes into eyes with or without DME is a critical initial step. DME is an important structural complication of DR and the most common cause of blindness in DR. However, it has not traditionally been used to grade the overall level of retinopathy, as it can occur at any level of retinopathy. Nonetheless, it is important for clinicians to identify DME because of its effects on vision and our ability to treat it effectively. Two features in these eyes may help to lessen the variations in the examiner’s education and availability. In the first level, lipid in the posterior pole or apparent retinal thickening should be evaluated. In the second level, details of the retinal thickening and lipid from the fovea should be documented. If there is foveal involvement, this eye is considered to show severe DME. The eyes then can be classified according to the distance between the lesion and the macula. While it
is distant from the macula, this is considered mild DME. If it is close to the fovea, it is graded as moderate DME. This severity scale helps in appropriate management through proper grading of the severity, and accordingly leads to more consistent referrals to highly specialized treatment centers. The characteristics of DR stages are summarized in Table 1.

3. Imaging Modalities for Diabetic Retinopathy

Multiple imaging techniques have been used widely in ophthalmology evaluation. FA, OCT, OCTA, and FP imaging are recently widely implemented by the ophthalmologists. It is worth noting that the more data that are available, the harder it is becoming to analyze the data manually. Therefore, automated systems to analyze the huge amount of data have been developed. Ophthalmoscopy, both direct and indirect, has been used to evaluate the DR. In addition, colored FP, single-field photography, and FA have been widely used. In the next subsections, we provide individual overviews for each modality used in DR diagnosis/grading.

3.1. Fluorescein Angiography (FA)

FA has historically been an important imaging modality for the assessment of DR, and still remains so to this day. It was the gold standard for evaluating capillary non-perfusion, ischemia, and neovascularization (NV) in the retina. It is particularly sensitive for this last feature, identifying areas of NV that are not identified in clinical examinations. However, this modality is invasive, time-consuming, and unwieldy. It involves placing an intravenous line in a patient, infusing fluorescein, and taking multiple photos of the patient over 10–15 min. Patient cooperation must be high in order to take useful images, something that can be challenging in patients with multiple co-morbidities. Figure 2 shows FA images for varying levels of DR against healthy retina.

3.2. Optical Coherence Tomography (OCT)

OCT is one of the most common imaging modalities used to evaluate DR. It projects a pair of near-infrared light beams into the eye to provide images of the retina. The reflected images are mainly affected by the thickness and the reflectivity of the retinal structures. The emerging beams are reflected on the measuring system [33]. OCT provides cross-sectional images of the retina and allows the measurement of the thickness of the retina. Cross-sectional images allow quantitative assessment of the thickness of the retina, which is crucial in the evaluation of the DME [34]. Figure 3 shows the different grades of DR against healthy retina.

3.3. Optical Coherence Tomography Angiography (OCTA)

In addition to evaluating the DR using OCT, OCTA is another relatively fast and noninvasive way of doing this. Figure 4 shows different OCT angiograms across varying severities of DR against healthy retina. In addition, the foveal microvasculature can be examined using this imaging modality (Figure 5) [35–41]. An OCT imaging sequence is processed with OCTA’s motion contrast method. These images are proceeded for obtaining perfusion maps without requiring extrinsic dye injection. OCTA enables measurement of vascular metrics. These metrics are shown to be closely consistent with histology [42,43]. In addition, it is correlated with other in vivo imaging modalities [38,39,44,45]. Ophthalmologists use deep vascular plexus (DVP) and superficial vascular plexus (SVP) of OCTA, which are defined as between the inner border of the inner nuclear layer and internal limiting membrane, and between the inner border nuclear layer and the outer border of the outer plexiform layer, respectively, as shown in Figure 6; to detect and evaluate DR. One of the important observed findings in the DR is expansion of the foveal avascular zone (FAZ). Multiple studies have studied methods of measuring the foveal avascular zone (FAZ). The loss of capillaries from this region has been linked to substantial visual damage [46,47]. In addition, FAZ enlargement is noticed in sickle cell retinopathy and branch retinal vein occlusion [47–52]. Therefore, evaluation and visual assessment of FAZ
is essential to determining macular perfusion and the degree of retinal damage. OCTA and IVFA measurements for FAZ dimensions have been found to be different [49–51]. Many recent studies have evaluated the role of OCTA in evaluation of FAZ dimensions [36–39,41]. To measure FAZ dimensions, one additional step is required because axial length measurement is required to account for different retinal enlargement [53,54]. This step is important to ensure the accurate calculations and is not always available. With OCTA, several publications have measured metrics in healthy retina and DR without axial length correction. These studies calculated the acircularity index, a metric in conjunction with adaptive optics imaging for quantifying irregularities in the FAZ, as well as the axis ratio of the FAZ [55]. Methods such as these can be used as biomarkers to identify vascular changes before the development of funduscopically visible DR and may help determine the severity level of DR.

Figure 3. OCTs of different levels of diabetic retinopathy. (A) A normal OCT in a patient without diabetes. (B) OCT from a diabetic patient without DR by traditional historical criteria, but subtle changes in thickness and reflectivity of some of the retinal layers. (C) Mild NPDR with a small cystic space at the fovea. (D) Severe NPDR with diffuse diabetic macular edema extending into the subretinal space. (E) PDR with a large central cystic space and intraretinal hyperreflective spots temporally indicative of intraretinal lipid exudates. There is mild thinning of the temporal inner retina consistent with ischemia seen in PDR.

Figure 4. OCT angiograms across varying severities of diabetic retinopathy. (A) Normal OCTA. (B) Mild NPDR, showing mild loss of vessel density. (C) Moderate NPDR with lower vessel caliber and further loss of vessel density. (D) Severe NPDR, showing significant areas of capillary non-perfusion in the superficial and deep plexuses, as well as microaneurysms. (E) PDR, showing similar vascular changes to severe NPDR.
Figure 5. Optical coherence tomography angiography scans in a normal patient. (A) A horizontal slice of a conventional OCT scan showing normal macular anatomy. (B) The superficial vascular plexus of the inner retina. (C) The choriocapillaris. (D) The deep vascular plexus of the middle retina. (E) The outer retina is avascular, hence the absence of retinal vessels in a normal eye. (F) The deeper choroid.

Figure 6. OCT angiography of the normal retina images the two vascular plexuses. (A) The superficial vascular plexus supplies the inner retina, defined as between the internal limiting membrane and the inner border of the inner nuclear layer. (B) The deep vascular plexus supplies the middle retina, defined as between the inner border nuclear layer and the outer border of the outer plexiform layer. The outer retina is avascular and receives its blood supply from the choriocapillaris.

3.4. Color Fundus Photography

Color FP uses seven standard fields (SSFs) in grading of the DR disease severity [20]. The use of SSFs is reliable and accurate; however, it is considered impractical as it requires high labor, more specialized photographers, and photograph interpreters. In addition,
highly complicated photography equipment is needed. Although ophthalmoscopy is
the most commonly utilized approach for monitoring DR, it requires specialized eye care
providers to produce highly sensitive results. Therefore, using SSFs color photography is
generally considered more sensitive [56,57]. To analyze large volumes of available data,
multiple systems have been developed. These systems still may be impractical for screening
for DR as they are sophisticated and require highly skilled eye care providers and imaging
technicians. The first system is the Joslin vision network [58]. It was found that there is a
great agreement between three-field and digital-video color fundus photographs in the
determination of DR severity and the rate of referral to highly specialized ophthalmologists
for more clinical evaluation. In addition, results of Joslin vision network imaging have been
greatly matched by the eye examination by retina specialists [59]. The Inoveon DR system
recorded SSF color photography images on both 35 mm film and on proprietary systems [60].
The results were highly sensitive and specific. Although this system is highly accurate in DR
referral decisions, it requires pupillary dilation and is expensive, hence it is not commonly
used as a screening procedure. The DigiScope is a semiautomated system that evaluates
visual acuity, acquires fundus images, and transmits the data through telephone lines to
a remote reading center [61]. The results of recent studies are promising; however, more
studies are needed to evaluate the test's usefulness and accuracy. Diabetic patients were also
evaluated by single-field FP. An ophthalmologist evaluated images of single-field digital
monochromatic nonmydriatic photography (SNMDP) of both a non-pharmacologically
dilated pupil and a pharmacologically dilated one using ophthalmoscopy, and then 30°
color stereoscopic photographs were obtained in SSFs [62]. The results of both SNMDP and
SSFs showed excellent agreement regarding the degree of DR and the rate of referral. In
addition, the SNMDP compared with SSFs had a sensitivity of 78% and a specificity of 86%,
respectively. In comparison with SSFs, SNMDP outperformed ophthalmoscopy through
pharmacologically dilated pupils. The sensitivity and specificity for SNMDP are 100% and
71%, respectively, when compared with direct ophthalmoscopy. SNMDP diagnosed
all patients identified by ophthalmoscopy for referral. In multiple studies, SNMDP has
been shown to be superior to dilated ophthalmoscopy [63,64]. We need to highlight that
single-field photography cannot substitute the comprehensive ophthalmic examination.
However, there are many well-designed comparative studies that proposed that single-field
FP can be used initially for evaluation of DR by identifying patients with retinopathy before
referral to ophthalmic assessment and management.

It is effective and practical because it is easy to use, convenient, affordable, and capable
of detecting retinopathy, as one image is only required. Most importantly, it is impractical
to manually evaluate these biomarkers, even in a dedicated ophthalmic reading center,
because the sheer volume of imaging data exceeds capacities of human readers. Therefore,
the future of ophthalmology involves automation of image data evaluation as seen by the
large number of studies in this field on the automated segmentation in OCT [65–68] or
automated detection of signs of DR in color FP [66,69–71]. Other computational methods
using deep learning (DL) and artificial intelligence (AI) have been proposed by many of
the recent studies [65,70,72–74], which is the new future of the medicine dealing with these
diseases [75].

4. Literature on CAD Systems for DR Diagnosis and Grading

We provide in-depth analysis and present research and developments on identifying
and diagnosing DR using a comparative analysis of different imaging modalities. There
have been numerous tools and databases developed for the treatment of DR disease.
A review of the various image modalities used in CAD research and applications is part
of evaluating the work that uses images as data. Our objective is to present data from
research concerning DR disease using the different image modalities. Figure 7 introduces
an overview of the flow of a generic CAD system for DR classification. Typically, it starts
with image acquisition for different image modalities from retina device examination. Then,
the CAD system either works on applying different segmentation approaches to segment
different lesions related to DR disease and extracting the features using ML-based methods or works on applying DCNN convolutional layers and softmax to extract features and make the DR classification. Finally, by applying DL/ML approaches on these images, the system can decide and grade DR into one of the following grades: healthy retina, NPDR, mild NPDR, moderate NPDR, severe NPDR, and PDR.

Figure 7. A flow diagram for a generic computer-assisted diagnostic (CAD) for DR classification. Typically, it starts with the image acquisition for possible different retinal modalities (FP, OCT, and OCTA) (left panel). Then, it applies preprocessing and segmentation techniques on these modalities as well as applies ML methods and DL approaches (middle panel). Finally, the system makes a decision and diagnoses or grades DR based on the extracted features from different retinal modalities (right panel).

An examination of two publicly available databases, PubMed and IEEE Xplore, was conducted for this review. Choosing the databases was based on their accessibility, quality, and availability. Based on our literature review, we considered all relevant journal articles and conference papers up to February 2022. The published articles in the last eight years (from 2015 to 2022) on this topic reveal that AI-assisted DR diagnosis has progressed significantly.

The field of ocular imaging has made significant advances over the past century and it has emerged as a vital aspect of managing ocular disease and clinical management of patients in ophthalmology. A substantial amount of research and development has been conducted on CAD since the early 1980s, based on radiology images and medical images. In this review, we summarize the literature for early detection techniques for DR based on a combination of image processing, ML, and DL approaches, as seen in Table 2.
| Study | Methodology | # of Grades | System Performance | Dataset Info. |
|-------|-------------|-------------|--------------------|---------------|
| Welikala et al. [76], 2015 | Implemented a method that segments new vessels from FP images, then applied SVM on selected morphological features obtained from a genetic algorithm | Differentiated between normal and PDR | Sensitivity was 91.83% and specificity was 96%, while AUC was 96.93% | 60 FP images from MESSIDOR [77] and St, Thomas' Hospital ophthalmology department |
| Prasad et al. [78], 2015 | Developed a method that used a backpropagation neural network and PCA with extracted features from some morphological operations | Differentiated between normal and DR | Sensitivity and specificity were 97.8% and 97.5%, respectively; accuracy was 97.75% | Publicly available 89 FP images from DIARETDB1 [79] |
| Mahendran et al. [80], 2015 | Introduced an SVM with probabilistic neural network and neighborhood-based segmentation technique to automatically detect FP lesions exudates | Differentiated between normal, moderate NPDR, and severe NPDR | Overall accuracy of SVM and neural network were 97.8% and 94.7%, respectively. | Publicly available 1200 FP images from MESSIDOR dataset |
| Bhatkar et al. [81], 2015 | Introduced a multi-layer perception neural network with features extracted from discrete cosine transform | Differentiated between normal and DR | Overall accuracy was 100% | 130 FP images from DIARETDB0 dataset |
| Labhade et al. [82], 2016 | Applied different ML models (SVM, RF, gradient boost, and AdaBoost) on extracted CLCM features from FP images | Differentiated between normal, mild NPDR, severe NPDR, and PDR | Accuracy of SVM was 88.71%, RF was 83.34%, gradient boost was 83.34%, and AdaBoost was 54.3% | 1200 FP images from public Messidor dataset |
| Rahim et al. [83], 2016 | Introduced an ML algorithm (SVM with RBF kernel) and a combination of fuzzy fuzzy image processing techniques and circular Hough transform | Differentiated between no DR, mild NPDR, moderate NPDR, severe NPDR, and PDR | SVM with RBF kernel: accuracy was 93%, specificity was 93.62%, and sensitivity was 92.45% | 600 FP images from 300 patients collected at the Hospital Melaka, Malaysia |
| Bhatia et al. [84], 2016 | Applied different ML algorithms on extracted lesions from FP (microaneurysms and exudates) and calculation of the optic disk diameter | Differentiated between normal and different severity levels of DR | Overall accuracy was 94% and F1-score was 93% | 1200 FP images from public MESSIDOR dataset |
| Gulshan et al. [85], 2016 | Designed a DCNN for automated detection and diagnosis of DR and DME using three different datasets from FP images | Differentiated between normal, different levels of DR and DME | The AUC was 99.1% for EyePACS-1 and the AUC was 99% for Messidor-2 | 128,175 FP + 9963 FP from EyePACS-1 + 1748 from Messidor-2 |
| Colas et al. [86], 2016 | Designed a DCNN model to identify different lesions in FP images such as micro-aneurysms and hemorrhages | Grading based on ICDR severity scale | The AUC was 94.6%, sensitivity was 96.2%, and 66.6% specificity | 70,000 FP images for training + 15,000 FP images for testing |
| Ghosh et al. [87], 2017 | Designed an ML algorithm that used the bag of words model to identify some lesions in FP images | Differentiated between normal and DR | 95% accuracy for binary classification and 85% accuracy for 5-class classification | 88,702 FP images from EyePACS dataset |
| Islam et al. [88], 2017 | Designed an ML algorithm that used the bag of words model to identify some lesions in FP images | Differentiated between normal and DR | 94.4% accuracy, 94% precision, 94% F1-score, and 95% AUC | 180 FP images from four public dataset |
Table 2. Cont.

| Study                  | Methodology                                                                 | # of Grades             | System Performance                  | Dataset Info                                      |
|------------------------|------------------------------------------------------------------------------|-------------------------|-------------------------------------|--------------------------------------------------|
| Carrera et al. [89], 2017 | Implemented CAD system based on SVM model and extracted features from blood vessels, microaneurysms, and hard exudates | Differentiated between four grades from NPDR | Accuracy of SVM was 92.4%, specificity was 97.4%, AUC was 93.8% | 400 FP images from public Messidor dataset       |
| Somasundaram et al. [90], 2017 | Designed an ML bagging ensemble classifier and t-distributed stochastic neighbor embedding | Differentiated between NPDR and PDR | ML-BEC approach accomplishes accuracies of 40% and 49% for DR detection | 89 FP images from public dataset [91]            |
| Eltanboly et al. [92], 2017 | Implemented deep fusion classification network (DFCN) with extracted morphological features from segmented retina layers | Differentiated between normal and DR | Accuracy was 92%, specificity was 100%, sensitivity was 83% | 52 OCT images from University of Louisville, USA |
| Takahashi et al. [93], 2017 | Modified GoggleNet DCNN approach                                          | Differentiated between NPDR, severe NPDR, and PDR | The grading accuracy was 81% | 9939 FP images from Jichi Medical University     |
| Quellec et al. [94], 2017 | A DL approach depending on ConvNets and the backpropagation method          | Grading based on ICDR severity scale | Detection performance was 95.4% and 94.9% on two different datasets | 90,000 FP images from Public and private dataset |
| Ting et al. [95], 2017 | Designed a DCNN pretrained to diagnose and grade DR using FP images         | Differentiated between PDR, vision-threatening DR, glaucoma, and AMD | AUC for PDR was 0.93 and AUC for vision-threatening DR was 0.95 | 494,661 FP images from Singapore National DR Program |
| Wang et al. [96], 2017   | Designed a CNN called Zoom-in-Net to identify suspicious areas using the created attention maps | Grading based on ICDR severity scale | AUC for Messidor dataset was 0.95 and AUC for EyePACS dataset was 0.92 | 1200 FP images from Messidor + 89,000 FP images from EyePACS public dataset |
| Eladawi et al. [97], 2018 | Designed system used MGRF to segment blood vessels from SVP and DVP, then, used SVM with local features extracted | Differentiated between healthy eye and DR | Accuracy was 97.3%, specificity of 96.4%, sensitivity was 97.9%, and AUC was 97.2% | 105 OCTA images from the University of Louisville, USA |
| Dutta et al. [98], 2018  | Designed backpropagation NN, DNN, and CNN (VGGNet)                          | Differentiated between mild NPDR, moderate NPDR, severe NPDR, and PDR | 86.3% accuracy for DNN, 78.3% accuracy for VGGNet, 42% accuracy for backpropagation NN | 2000 FP images selected from public dataset       |
| Eltanboly et al. [99], 2018 | Introduced a stacked non-negativity constraint autoencoder and fed it with extracted features from the segmented retinal OCT layers | Differentiated between healthy, early DR, mild, or moderate DR | Using LOSO, accuracy of the first stage was 93%, and the second stage was 98% | 74 OCT images from the University of Louisville, USA |
| Zhang et al. [100], 2018 | Designed DCNN model called DR-Net with a new adaptive cross-entropy loss    | Grading based on ICDR severity scale | The overall accuracy was 82.10%, and kappa score was 66% | 88,702 FP images from EyePACS dataset             |
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| Costa et al. [101], 2018 | Developed an ML technique depending on new multiple instances learning for DR detection using FP images | Grading DR based on ICDR severity scale | Messidor: AUC was 90%, DR1: AUC was 93%, DR2: AUC was 96% | 1200 FP from Messidor dataset + 1077 FP from DR1 and DR2 dataset [102] |
| Chakrabarty et al. [103], 2018 | Designed a DL approach and applied it on enhanced high-resolution FP images | Differentiated between healthy eye and DR | Accuracy of 91.67%, sensitivity of 100%, and precision of 100% | 30 high-resolution FP images |
| Kwasigroch et al. [104], 2018 | Proposed a CAD system based on a DCNN approach called VGG-D | Grading based on ICDR severity scale | Accuracy was 81.7%, specificity was 50.5%, and sensitivity was 89.5% | Over 88,000 FP images from EyePACKS [105] |
| Li et al. [106], 2019 | Proposed a CAD system based on a deep transfer learning approach called Inception-v3 | Grading based on ICDR severity scale | Accuracy of 93.49%, sensitivity of 96.93%, specificity of 93.45%, and AUC of 0.99 | 19,233 FP images from public Messidor-2 dataset |
| Nagasawa et al. [107], 2019 | Proposed a CAD system based on a deep transfer learning approach called Inception-v3 | Differentiated between non-PDR and PDR | AUC of 96.9%, sensitivity of 94.7%, and specificity of 97.2% | 378 FP images from Tokushima University and Saneikai Tsukazaki Hospitals |
| Metan et al. [108], 2019 | Proposed a CAD system based on ResNet with shallow and deep skip connections | Grading based on ICDR severity scale | The performance accuracy of system was 81% | 88,702 FP images from EyePACKS [105] |
| Qummar et al. [109], 2019 | Designed five different DCNNs (Resnet50, Inceptionv3, Xception, Dense121, Dense169) | Grading based on ICDR severity scale | Accuracy of 80.80%, recall of 51.50%, specificity of 86.72%, and F1-score of 53.74% | 88,702 FP images from public EyePACKS [105] |
| Sayres et al. [110], 2019 | Trained the Inception V4 model on a large dataset from FP | Grading based on ICDR severity scale | The overall accuracy was 88.40% | 88,702 FP images from public EyePACKS [105] |
| Sengupta et al. [111], 2019 | Trained a DCNN called InceptionV3 model on a large dataset from FP | Grading based on ICDR severity scale | The overall accuracy was 90.40%, specificity of 91.94%, and sensitivity of 90% | 88,702 FP images from public EyePACKS [105], and MESSIDORI [77] |
| Hathwar et al. [112], 2019 | Designed pretrained CNN called Xception-TL to diagnose and grade DR using FP images | Grading DR based on ICDR severity scale | Quadratic weighted kappa score was 88% for grading DR; sensitivity of 94.3% for DR vs. No DR | 35,124 FP images from EyePACS and 413 FP from IDRIID dataset |
| Li et al. [113], 2019 | Developed and designed a DCNN model called OCTD_Net for early detection of DR | Differentiated between healthy eye, and grade 0 DR, and Grade 1 DR | Accuracy was 92%, specificity was 95%, and sensitivity was 92% | 4168 OCT images from Wenzhou Medical University |
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| Heisler et al. [114], 2020   | Designed DCNN models based on VGG19, ResNet50, and DenseNet and enssembled using majority soft voting and stacking techniques | Grading based on ICDR severity scale | The overall accuracy for VGG19 was 92% and 90% for the majority soft voting and stacking methods, respectively | 463 volumes from OCT and OCTA images from 380 eyes |
| Alam et al. [115], 2020      | Introduced an SVM model, which is fed with six different features extracted from OCTA images | Differentiated between normal and three stages from NPDR | Accuracy of 94.41% for control vs. DR; Accuracy of 92.96% for control vs. NPDR specificity | 120 OCTA images from 60 eyes                     |
| Zang et al. [116], 2020      | Introduced a DCNN called DcardNet with adaptive label smoothing to suppress overfitting using en-face OCT and OCTA images | Differentiated between healthy, mild NPDR, moderate NPDR, severe NPDR, and PDR | Accuracies of 95.7%, 85.0%, and 71% for three-level classification | 303 OCT and OCTA images from 250 participants     |
| Ghazal et al. [117], 2020    | Introduced a CAD system based on a novel seven-CNN model with SVM to early diagnose DR | Differentiated between healthy and DR | Accuracies of 94%, recall of 100%, and specificity of 88% | 52 OCT images from University of Louisville, USA  |
| Sandhu et al. [118], 2020    | Introduced a CAD system based on a random forest classifier and fed with extracted features from OCT and OCTA images in addition to clinical markers | Differentiated between healthy, mild NPDR, and moderate NPDR | Accuracy of 96%, sensitivity of 100%, specificity of 94.1%, and AUC of 0.96 | 111 volumes from OCT and OCTA images, University of Louisville, USA |
| Narayanan et al. [119], 2020 | Established a hybrid ML algorithm with CNN and PCA to detect and grade DR  | Grading DR based on ICDR severity scale | AUC was 98.5%, and the overall accuracy was 98.4% | 3662 FP images from APTOS 2019                   |
| Shankar et al. [120], 2020   | Introduced DL model to diagnose and grade DR by applying histogram-based segmentation to segment the ROI regions in FP images and then applying synergic DL model | Grading DR based on ICDR severity scale | Overall accuracy was 99.28%, sensitivity was 98%, and specificity was 99% | 3662 FP images from APTOS 2019                   |
| Ryu et al. [121], 2021       | Developed fully automated system based on CNN model called ResNet101 for early detection of DR using OCTA images | Grading based on ICDR severity scale | The range of AUC was 93% to 97% for detecting DR, while accuracy was 90% to 95%, and sensitivity was 91% to 98% | OCTA images from 496 eyes                         |
| He et al. [122], 2021        | Developed an attention module with global attention block (GAB) and with a backbone network to identify different lesions in different DR grades | Grading DR based on ICDR severity scale | Messidor: accuracy of 84.08% and 0.8723 kappa score | 1200 FP from Messidor + 13,673 FP from DDR DataSet [123] + 88,702 FP from EyePACS |
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| Saeed et al. [124], 2021 | Developed a CAD system based on two pretrained DCNN for DR grading using FP images | Grading DR based on ICDR severity scale | EyePACS: accuracy of 99.73% and AUC of 89% | 1200 FP from Messidor + 88,702 FP from EyePACS |
| Dong et al. [125], 2021 | Developed a CAD system based on two pretrained DCNN for DR grading using FP images | Grading DR based on ICDR severity scale | AUC of 94.3%, kappa score of 69.6%, and F1-score of 85.54% | 22,948 FP images from EyePACS and Peking Union Medical College Hospital |
| Liu et al. [126], 2021 | Introduced four ML algorithms (LR, LR-EN, SVM, and XGBoost) fed with extracted features from a discrete wavelet transform | Differentiated between healthy and DR | LR-EN and LR had the highest accuracy of 82% and AUC of 83% and 84%, respectively. | 246 OCTA images from 44 patients |
| Sharafeldeen et al. [127], 2021 | Introduced a CAD system based on a fused NN and SVM model and fed with extracted texture and morphological features from OCT retinal layers | Differentiated between healthy and NPDR | Using LOSO, accuracy of 97.69%, sensitivity of 96.15%, specificity of 99.23%, and F1-score of 97.66% | 260 OCT images from 130 patients |
| Hsieh et al. [128], 2021 | Designed a two-DCNN Inception v4 and ResNet, the first for distinguishing between DR and RDR and the second for PDR | Differentiated between DR, RDR, and PDR | The AUCs for DR, RDR, and PDR were 0.955, 0.955, and 0.984, respectively | 7524 FP and 31,612 FP images from EyePACS |
| Khan et al. [129], 2021 | Designed a DCNN called VGG-NiN model that is a stacked layers from spatial pyramid pooling layer and VGG16 layers | Differentiated between DR, RDR, and PDR | The average AUC was 83.8. The average recall was 55.6, and the average F1-score was 59.6 | 88,702 FP images from EyePACS |
| Wang et al. [130], 2021 | Analyzed OCTA images from SVP, DVP, and radial peripapillary capillary plexus images | Differentiated between DR, NPDR, and PDR | Sensitivity was 83.7%, and specificity was 78.3% | 150 OCTA images from 105 diabetic patients |
| Abdelsalam et al. [131], 2021 | Designed an ML method that used SVM with multifractal geometry and lacunarity parameters to diagnose early DR using OCTA images | Differentiated between normal and mild NPDR | Sensitivity was 100%, specificity was 97.3%, and precision was 96.8% | 113 OCTA used for training and 67 OCTA for testing |
| Gao et al. [132], 2022 | Designed three pretrained DCNN models called VGG16, ResNet50, and DenseNet for grading DR | Differentiated between DR, RDR, and PDR | The overall accuracies for VGG16, ResNet50, and DenseNet were 91.11%, 90.22%, and 90.87%, respectively | 11,214 FA images from Xian and Ningbo dataset |
| Elsharkawy et al. [133], 2022 | Introduced a CAD system based on an NN classifier and fed with extracted higher-order appearance features from OCT images | Differentiated between healthy and DR | Accuracies were 90.56%, 93.11%, and 96.88% using different k-folds cross validation | 188 volumes from OCT images |
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| Zia et al. [134], 2022| Introduced a hybrid system from DL (pretrained CNN, i.e., VGG VD-19 and Inception V3) and ML (cubic-SVM) to grade DR using FP images | Grading based on ICDR severity scale       | Cubic-SVM: AUC of 99.80%, sensitivity of 96.4%, and precision of 96.4% | 35,126 FP images from the Kaggle dataset          |
| Zang et al. [116], 2022| Developed a DCNN to grade the different severity levels of DR using FP images with applying custom weight loss to solve unbalanced problems found in the dataset | Differentiated between healthy, mild NPDR, moderate NPDR, severe NPDR, and PDR | Accuracy of 92.49%, kappa score of 94.5%, while weighted average F1-score was 93%, recall 92%, precision 93% | 5590 FP images from APTOS 2019! [135] |
| Tsai et al. [136], 2022| Designed three DCNNs to grade the different severity levels of DR using pretrained CNNs called ResNet101, DenseNet121, and Inception-v3 | Differentiated between healthy, mild NPDR, moderate NPDR, severe NPDR, and PDR | Inception-v3 gave the highest accuracies of 84.64% and 83.80 for Kaggle test and Taiwanese dataset, respectively | 88,702 FP images from EyePACS + local Taiwanese dataset of 4038 FP images |
| Das et al. [137], 2022| Built DCNN based on genetic algorithm based technique and used SVM for final classification | Differentiated between healthy, mild NPDR, severe NPDR, and PDR | Overall accuracy of 98.67% and AUC of 99.33% | 1200 FP images from public Messidor [77] |

4.1. CAD System Based on Machine Learning Techniques

In this review, there are some ML algorithms used to diagnose and grade DR. Some of these ML algorithms rely on extracting hand-crafted features from image modality (e.g., texture and shape features [138–145]), as well as employing feature reduction techniques (i.e., linear discriminant analysis (LDA)-based feature selection, minimum redundancy maximum relevance (MRMR) feature selection [146], and principal component analysis (PCA) [147]). In addition, some of the other ML algorithms used in the classification and the prediction of the disease (i.e., k-nearest neighbor (KNN), support vector machine (SVM), logistic regression (LR), gradient boosting tree (XGBoost), artificial neural network (ANN), random forest (RF), and decision trees (DT)). These ML methods can use different imaging techniques for eye examination (i.e., FA, FP, OCT, and OCTA) to detect and grade DR. For example, Liu et al. [126] developed a CAD system that differentiates between healthy eye and DR using OCTA images. They applied the discrete wavelet transform on SVP, DVP, and retinal vascular network (RVN) images to extract the texture features. Then, they fit four classification models, namely, LR, LR with the elastic net penalty (LR_EN), SVM, and XGBoost. They achieved 82% accuracy and AUC of 83%. Other ML-based CAD systems use FP images to detect or grade DR [76,78,80–84,88]. Most of them utilized the different ML classifier models fed with extracted features from FP images.

Several other ML-based methods have been designed to use the OCT and OCTA images to diagnose and grade DR, as proposed in [92,127,133,148–150]. Eltanboly et al. [92] designed a CAD method for DR diagnosis using OCT images. In this study, the CAD system started with segmenting twelve retinal layers from OCT images using an adaptive shape model based on Markov–Gibbs random field (MGRF) [151]. Then, they started working on extracting morphological and texture features from segmented layers. Finally, they applied an autoencoder classifier to classify the OCT images into normal and DR. Another study [133] introduced a CAD system to differentiate between DR cases and
healthy retina based on 3D-OCT images. This system starts by segmenting the OCT into twelve layers and then extracts novel texture features (i.e., MGRF) from these segmented layers. Lastly, an NN is applied at the end of the system with a majority-voting schema to obtain the final diagnosis of DR. Sandhu et al. [118] introduced a CAD system that utilized OCT and OCTA images in addition to clinical information to diagnose DR. This system worked on extracting morphological and texture features from OCT and OCTA images and integrating them with the clinical information. Then, these features were fed into a random forest classifier to obtain the final diagnosis of DR. An automated method to analyze OCT volumes was presented by researchers [152] for DR diagnosis. First, they filter the images properly using specialized masks, and after registering, they create anatomically identical ROIs from different OCT images. In a subsequent step, stochastic gradient descent optimization is used to compute efficient B-spline transformations. Based on 105 subjects’ experiments, they were able to detect DR.

4.2. CAD System Based on Deep Learning Techniques

Most of the literature nowadays uses the current-state-of-the-art DL techniques for diagnosing and grading DR using the different image modalities. Furthermore, DL demonstrated promising results in segmenting DR lesions in an automated fashion. In addition, DL can be applied on OCT images to extract the retinal layers and some related lesions to DR disease. For example, recently, Jancy et al. [153] worked on detecting the hard exudates from different retinal image modalities using DCNN. Holmberg et al. [154] used a pretrained DCNN (i.e., U-Net) to extract the retinal OCT layers to calculate the thickness of layers. Another system [155] used a DL technique, which was composed of a multi-scaled encoder–decoder neural network for segmenting the avascular zone area presented on the OCTA images for DR diagnosis. Quellec et al. [94] introduced a DL approach depending on ConvNets and the backpropagation method on two datasets from FP to detect four lesions in DR, namely, exudates, microaneurysms, hemorrhages, and cotton-wool spots. Sayres et al. [110] trained the Inception V4 model on a large dataset from FP to grade DR into five grades (healthy eye, NPDR, moderate NPDR, severe NPDR, and PDR). Hua et al. [156] used a DL approach to identify DR progression risk from FP images. For that, they designed a DCNN called Tri-SDN with a pretrained ResNet50 and applied it on baseline and follow-up information of FP images. Then, they applied ten-fold cross-validation to calculate the performance model on the extracted features from FP images and numerical risk factors. Abramoff et al. [65] used a public dataset sourced from FP images to diagnose DR. Their method applied the DL approach to identify DR, which achieved high efficiency and can be used as a predicting tool to reduce the risk of vision loss. Multiple other studies [93–96,98,100,103,104,106,109] used pretrained CNN approaches to diagnose and grade DR using FP images. Their approaches are called GoggleNet, AlexNet, ResNet50, ResNet 101, ConvNets, and VGG19. In addition, other studies applied DL approaches on OCT and OCTA images [113–116,121,131]. All pretrained CNN networks are dealt with as a blackbox, where the image of a given modality (i.e., FP, OCT, and OCTA) represents the input to the network architecture. Then, DL networks use the convolutional layers to extract different sizes of the feature maps. Then, a fully-connected layer with a softmax layer will work as a classifier to detect/diagnose or grade DR. Table 2 describes previous studies from 2015 to 2022 that used DL and ML methods for DR classification/grading.

5. Discussion and Future Directions

In this review, we have described, qualitatively and quantitatively, how ML/DL can be used for DR diagnosis and grading. It may be feasible to use a computer-aided automated DR assessment method in place of manual assessment, especially for rural and semi-urban populations without ready access to qualified ophthalmologists. To the best of our knowledge, this is the first review article that focuses on diagnosing and grading DR using different imaging modalities (i.e., FA, FP, OCT, and OCTA). We selected our reviewed publication articles based on the most visited databases (i.e., PubMed and IEEE Xplore).
Our study revealed that DL methods are increasingly popular today, as opposed to ML approaches. In addition, we found that FP images are more popular in diagnosing and grading DR than other imaging modalities, such as OCT and OCTA. This review article is intended to conclude the review of a variety of disciplines such as ML, DL, computer vision, medical image analysis, and different imaging modalities that converge in this field. The following subsection will discuss the future research areas, challenges, and research gaps. We also offer a suggested solution for the researchers to start resolving these gaps.

5.1. Future Research Areas and Challenges

Researchers have extensive possibilities to develop intelligent, automated early detection and grading systems for DR that could provide medical professionals with clinical decision support systems. Based on our in-depth review of existing works, we found some shortcomings that could be improved to enhance existing CAD-based systems for early DR diagnosis and grading. First, the retinal images may differ from one another in terms of image dimensions, contrast, illumination, light incidence angle, etc., due to various camera settings. Training and testing are typically performed on a single dataset. In order to work with data from a variety of imaging machines and patient demographics, it is necessary to build robust models and verify cross-data. Among the possibilities is the use of neural-style transfer models [157]. Second, in order to use CNN models with supervised DL and more complex architectures, it is necessary to have thousands of correctly labeled FP, OCT, OCTA, and FA images with annotations at both pixel and image levels. Obtaining such images is an expensive process, requiring the assistance of specialists. To solve this issue, researchers can use semi-supervised learning such as generative adversarial networks (GANs), which can learn from limited data. Third, currently, the majority of FP images used in existing publications are captured with expensive fundoscopy devices. Thus, the need to utilize portable, low-cost technologies such as smartphones that can capture FP images is highly recommended. Mobile-based early DR screening systems may have a strong potential, especially for the elderly. This could potentially lower costs and promote remote screening without requiring direct contact with patients. Fourth, the researchers can use different modalities of the eye, which will be helpful in the diagnosis and grading of DR. Therefore, the concatenation of the features extracted from each modality from the eye can be fed into any traditional ML or DL algorithm and produce promising results. Fifth, there are currently more studies in the literature that use only the imaging data for early diagnosis and grading DR. There has been little work carried out on the association between patient clinical data and imaging findings (e.g., age, blood sugar level, gender, and blood pressure). Hence, there is a need to explore different imaging modalities and correlate their findings with their clinical demographics in order to improve the accuracy of diagnosing and grading DR, as well as potentially to enhance other retinal conditions. Sixth, retina specialists have demonstrated heterogeneity in their diagnostic decision-making, which is a major problem. As a result, ophthalmic modalities images are interpreted by experts with varying degrees of precision, which may lead to bias during the model training. Lastly, most publicly available datasets have few annotated images because manual annotation is time-consuming. Therefore, the goal is to develop better methods to collect clinical annotations that can be applied to different image modalities, such as the localization of exudates and retinal hemorrhages.

5.2. Research Gap

Survey papers on diagnosing and grading DR are frequently limited to discussion of the ability of different modalities to distinguish between normal and different categories of DR [14,15,158]. These survey articles consider the use of ML/DL on one specific modality (e.g., FP) to grade DR, and failed to analyze other different modalities in recognizing DR and its grades. Thus, our survey article, to the best of our knowledge, is the first one to address and discuss the use of ML and DL approaches on different imaging modalities and their clinical and demographic data for DR grading. We investigate the promising results
for DR grading when applying the ML and DL approaches on OCT, OCTA, FP, and clinical information of the patients. As a result, a number of clinical studies have demonstrated the benefits and effectiveness of the application of DL and ML methodologies to retinal imaging assessment. Nevertheless, there are numerous shortcomings with DL approaches in addition to CAD systems, outlined as follows, along with possible improvements. First, for evaluating the performance of DL models, there are no standardized statistical measures. Most recent works have used only the different evaluation matrices such as accuracy, sensitivity, specificity, AUC, F1-score, and kappa score. Therefore, until now, the performance of DL for diagnosing diseases has been challenging to compare. Second, in the near future, it might be possible, and will be helpful for researchers, to include more public datasets that contain different imaging modalities, such as FP, OCT, and OCTA, in addition to clinical and demographic information to more precisely detect and diagnose DR in a more precise manner. Third, other related retina diseases may have different grades of DR characteristics based on the lesions detected in different image modalities. The goal then must be to build fully automated CAD systems based on distinguishing between DR disease and other non-DR diseases based on DL or ML approaches. Fourth, from the previous point, the segmentation-based DL approaches for detecting different lesions are a vital and essential step in the computer vision field. Therefore, testing should be conducted for the detection of many lesions present in FP, OCT, and OCTA images. Fifth, although this review article looks at a broad range of DR diseases, CAD systems are not considered for many other conditions that could be investigated in future studies. Lastly, several DL approaches are concerned with the computational complexity of identifying benchmark datasets when dealing with growing numbers of patients during the following years.

6. Conclusions

The purpose of the survey was to summarize the current developments in ML/DL algorithm models for diagnosing and grading diabetic retinal diseases by different imaging modalities. In this review article, we introduced, at the beginning, an overview of DR disease and its grading, including mild NPDR, moderate NPDR, severe NPDR, and PDR. Then, we discussed the different image modalities (i.e., FP, OCT, and OCTA) used in the diagnoses and grading of DR. In addition, a systematic review of the most recent publications on CAD-based methods for the detection and grading of DR was conducted, including traditional image processing as well as ML- to DL-based methods. We provided an overview of the methodology, number of DR grades identified, system performance, and database information for each work introduced in this survey. This paper’s most important contribution is the discussion of the advantages and challenges of existing methodologies for developing an automated and robust methodology for detecting and grading DR. After that, we discussed the future direction and research plans for how the most recent, state-of-the-art DL architectures work on detecting DR early. We identified the major obstacles associated with the development of DL-based approaches and introduced solutions for diagnosing DR based on integrating the four modalities ML features in addition to the clinical and demographic information for each patient. Finally, we also offered a future direction of using smartphone-based diagnosis of DR, which potentially lowers costs and promotes remote screening without the need for direct contact with the patients.
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