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Abstract. On the one hand, we prove that the Clifford torus in $\mathbb{C}^2$ is unstable for Lagrangian mean curvature flow under arbitrarily small Hamiltonian perturbations, even though it is Hamiltonian $F$-stable and locally area minimising under Hamiltonian variations. On the other hand, we show that the Clifford torus is rigid: it is locally unique as a self-shrinker for mean curvature flow, despite having infinitesimal deformations which do not arise from rigid motions. The proofs rely on analysing higher order phenomena: specifically, showing that the Clifford torus is not a local entropy minimiser even under Hamiltonian variations, and demonstrating that infinitesimal deformations which do not generate rigid motions are genuinely obstructed.

1. Introduction

The Clifford torus contained in the 3-sphere in $\mathbb{C}^2$ is an important example of a self-shrinker in mean curvature flow. Moreover, the Clifford torus is Lagrangian in $\mathbb{C}^2$ and has particular significance in Lagrangian mean curvature flow: it is the simplest known example of a compact Lagrangian self-shrinker in $\mathbb{C}^2$, as there are no self-shrinking Lagrangian spheres in $\mathbb{C}^2$ [18] (even allowing for branched immersed spheres [5]).

In the present article we study two related issues: stability of the Clifford torus under (Lagrangian) mean curvature flow, and rigidity of the Clifford torus as a (Lagrangian) self-shrinker. Knowing stability would imply rigidity, but the converse is not necessarily true, as will be the case here. Both issues are clearly crucial for understanding problems such as singularity formation and genericity of singularity models.

1.1. Hamiltonian instability. Given that the Clifford torus is the simplest example of a Lagrangian self-shrinker, Neves [13, Question 7.4] asked under what conditions on a Lagrangian torus would the rescaled Lagrangian mean curvature flow converge to the Clifford torus (up to translations and unitary transformations). It is known, for example by work in [10]...
and [11], that the Clifford torus is unstable under Lagrangian mean curvature flow, even at
the linear level (i.e. it is Lagrangian $F$-unstable). However, the variations used there to prove
instability are not Hamiltonian: they are the variations where one shrinks the size of one circle
generator in the Clifford torus relative to the other.

In fact, the Clifford torus is locally area-minimising under Hamiltonian variations, see
[15] as well as Theorem 4.3, and Oh conjectured that the Clifford torus is globally area-
minimising in its Hamiltonian isotopy class. Therefore, one would expect that it would be
stable for Lagrangian mean curvature flow under sufficiently small Hamiltonian perturbations.
This expectation is reinforced by the fact that the Clifford torus is Hamiltonian $F$-stable, see
[10, 11] as well as Lemma 4.2.

However, in spite of this, we show the following surprising phenomenon.

**Theorem 1.1.** The Clifford torus is unstable for Lagrangian mean curvature flow under
arbitrarily $C^k$-small Hamiltonian perturbations for any $k \geq 0$.

The precise statement can be found in Theorem 4.9. Our construction is explicit, and
shows the result holds even in the $U(1)$-equivariant setting: in this context, the statement is that
the circle is unstable for the $U(1)$-equivariant Lagrangian mean curvature flow under arbitrarily
small Hamiltonian deformations. By looking at the $U(1)$-equivariant flow, it was shown in [8,
12] that the Clifford torus was unstable under large Hamiltonian perturbations, and in [14]
that the Clifford torus is unstable under arbitrarily $C^0$-small Hamiltonian perturbations (but
this argument would never give $C^1$-small perturbations due to the nature of the construction).

Theorem 1.1 therefore improves these results in this particular setting.

We expect that for the unstable perturbations the Lagrangian mean curvature flow develops
a first finite-time singularity, which is Type II, whose Type I blow-up is a transverse pair of
special Lagrangian planes (with the same Lagrangian angle).

1.2. Hamiltonian stability. We observe by the work in [4] we have the following sta-
bility result (cf. Theorem 4.15).

**Theorem 1.2.** A compact embedded Lagrangian $L_0$ in the 3-sphere in $\mathbb{C}^2$ is Hamilton-
ian isotopic to the Clifford torus if and only if Lagrangian mean curvature flow starting at $L_0$,
after rescaling, converges to the Clifford torus (up to unitary transformation).

This is really a manifestation of the fact that a simple closed curve $\gamma_0$ in the standard
2-sphere is Hamiltonian isotopic to an equator if and only if curve shortening flow starting
at $\gamma_0$ exists for all time and converges to an equator.

1.3. Rigidity. Given that the Clifford torus is Hamiltonian $F$-stable, the instability result
Theorem 1.1 is only possible because there are infinitesimal (Hamiltonian) deforma-
tions of the Clifford torus as a self-shrinker which do not come from translations, dilations or
rotations. This means that, a priori, it is not clear whether the Clifford torus is locally isolated
in the space of self-shrinkers or not, and standard methods cannot determine the rigidity or
otherwise of the Clifford torus.

However, we use a novel approach to rigidity to show the Clifford torus indeed has
this property.
Theorem 1.3. The Clifford torus is locally unique as a self-shrinker for mean curvature flow.

The precise statement can be found in Theorem 5.6. The rigidity of the Clifford torus is perhaps expected given that it is a simple and natural example of a self-shrinker, but what is surprising is that the proof of this result does not, and cannot, proceed as one might expect. Indeed, we hope that the novel method we employ to prove Theorem 1.3 will be useful in other contexts.

1.4. Entropy. The proof of Theorem 1.1 relies on explicitly showing that the Clifford torus is not a local minimizer for the entropy [6] under Hamiltonian variations. Due to Hamiltonian $F$-stability, we know that this is not an issue that can be analysed at the “linear level”.

More precisely, any Hamiltonian variation of order $O(s)$ for which the entropy could go down must have an entropy value which agrees with that of the Clifford torus up to and including order $O(s^2)$. Therefore, one needs to look at “higher order” terms. It transpires that the first order at which the entropy could go down is $O(s^6)$, showing the delicate nature of the problem.

There is an additional issue that the entropy is defined as a supremum over all space-time points, so it is not practical to compute directly. We overcome this through an argument which allows us to restrict attention to the $F$-functional, which can be computed. Theorem 1.1 follows from monotonicity of the entropy under (rescaled) mean curvature flow.

1.5. Obstructions. Since we have infinitesimal deformations of the Clifford torus as a self-shrinker which do not come from rotations, we have to demonstrate that these infinitesimal deformations do not extend to genuine deformations. Therefore, again we have to go beyond the “linear level” in the analysis, and take a new approach to the study of local uniqueness.

More concretely, if the deformation is of order $O(s)$, we have to explicitly demonstrate that there are obstructions to extending it to a solution of the self-shrinker equation at order $O(s^k)$ for some $k \geq 2$. Here, we view the problem of solving a nonlinear equation in terms of its linearisation and an iterative fixed point/contraction mapping argument, as one uses in the Implicit Function Theorem. It turns out that obstructions do not appear at the first step (i.e. $k = 2$) but rather at $O(s^3)$. Again, this demonstrates the somewhat subtle nature of the problem.

1.6. Summary. We now briefly summarise the contents of the article.

In Section 2 we introduce the notation we shall use throughout for studying the Clifford torus and its deformations, as well as recalling basic facts from Lagrangian geometry and the definition of the entropy and $F$-functional. We describe some of the eigenspaces for low eigenvalues of the Laplacian on functions and on the normal bundle of the Clifford torus, since this plays a role in the second variation of $F$, which we derive.

In Section 3, we study the orbit of the Clifford torus under various relevant group actions and show that generators of these actions correspond to elements of the eigenspaces we described in Section 2.
In Section 4, after identifying the variations giving Hamiltonian $F$-stability, for one of these sufficiently small variations we compute the $F$-functional and the entropy. By showing it goes down, we prove Theorem 1.1. We also prove Theorem 1.2 in this section using work in [4] and some elementary observations, and additionally give an alternative proof of a weaker form of the stability result Theorem 1.2 which may have applications in other contexts.

Finally, in Section 5, we set-up the deformation problem for self-shrinkers in terms of zeros of a smooth map. After gauge-fixing for the action of rotations, we obtain a nonlinear elliptic operator acting on normal vector fields whose zeros characterise nearby self-shrinkers. We identify the (self-adjoint) linearisation of this operator, its kernel, and show that the nonlinear operator determines a non-trivial cubic map from the kernel to itself. From this, we prove Theorem 1.3.

2. Preliminaries

We define the Clifford torus in $S^3(2) \subseteq \mathbb{C}^2 = \mathbb{R}^4$ by

$$L = \{ \sqrt{2}(e^{i\theta_1}, e^{i\theta_2}) \in \mathbb{C}^2 : \theta_1, \theta_2 \in \mathbb{R} \}.$$ 

We then have that $L$ is Lagrangian and minimal in $S^3(2)$. Therefore, if $X$ denotes the position vector on $L$, we have that $X = X^\perp$, where $^\perp$ denotes projection onto the normal bundle $NL$. Moreover, the mean curvature vector $H$ of $L$ in $\mathbb{C}^2$ satisfies

$$H = -\frac{X^\perp}{2},$$

i.e. $L$ is a self-shrinker so that $L_t = \sqrt{1-t}L$ is a solution to (Lagrangian) mean curvature flow with $L_0 = L$. These facts are easy to check so we do it here, as the computations will be useful later.

Throughout we will use complex coordinates $z_1, z_2$ on $\mathbb{C}^2$ and corresponding real coordinates $(x_1, y_1, x_2, y_2)$ on $\mathbb{R}^4$ so that $z_1 = x_1 + iy_1$ and $z_2 = x_2 + iy_2$.

2.1. Basics. We let $S^1$ be the unit circle in $\mathbb{C}$. We also let $J$ and $\omega$ be the standard complex and symplectic structures on $\mathbb{C}^2$. We define the embedding $X : S^1 \times S^1 \rightarrow L \subseteq \mathbb{C}^2$ by

$$X(e^{i\theta_1}, e^{i\theta_2}) = \sqrt{2}(e^{i\theta_1}, e^{i\theta_2}).$$

We therefore have two tangent vector fields on $L$ given by

$$X_1 = X_*(\frac{\partial}{\partial \theta_1}) = \sqrt{2}(ie^{i\theta_1}, 0) \quad \text{and} \quad X_2 = X_*(\frac{\partial}{\partial \theta_2}) = \sqrt{2}(0, ie^{i\theta_2}).$$

It is immediate that

$$|X_1|^2 = |X_2|^2 = 2 \quad \text{and} \quad \langle X_1, X_2 \rangle = 0,$$

thus the induced metric on $L$ is

$$2d\theta_1^2 + 2d\theta_2^2,$$

which is flat.
It is clear by inspection that
\[ JX_1 = -\sqrt{2}(e^{i\theta_1}, 0) \quad \text{and} \quad JX_2 = -\sqrt{2}(0, e^{i\theta_2}) \]
are orthogonal normal vector fields on \( L \), and hence \( L \) is Lagrangian. Moreover,
\[ X = X^\perp = -JX_1 - JX_2. \]

We see that
\[ E_1 = (i e^{i\theta_1}, 0) = \frac{1}{\sqrt{2}} X_1 \quad \text{and} \quad E_2 = (0, i e^{i\theta_2}) = \frac{1}{\sqrt{2}} X_2 \]
are orthonormal tangent vector fields on \( L \), so we can compute the mean curvature vector field
\[ H = \nabla E_1 E_1 + \nabla E_2 E_2 = \frac{1}{2} \nabla X_1 X_1 + \frac{1}{2} \nabla X_2 X_2 \]
\[ = -\frac{\sqrt{2}}{2} (e^{i\theta_1}, 0) - \frac{\sqrt{2}}{2} (0, e^{i\theta_2}) = \frac{1}{2} (JX_1 + JX_2) = -\frac{X^\perp}{2}, \]
as claimed in (2.1).

Observe that if \( \Omega = dz_1 \wedge dz_2 \) is the standard holomorphic volume form on \( \mathbb{C}^2 \), then, since
\[ X^* dz_1 = \sqrt{2} i e^{i\theta_1} d\theta_1 \quad \text{and} \quad X^* dz_2 = \sqrt{2} i e^{i\theta_2} d\theta_2, \]
we have that
\[ X^* \Omega = -2 e^{i(\theta_1 + \theta_2)} d\theta_1 \wedge d\theta_2. \]
Since the volume form on \( L \) is
\[ (2.4) \quad \text{vol}_L = 2 d\theta_1 \wedge d\theta_2, \]
we see that the Lagrangian angle \( \theta \) of \( L \) satisfies
\[ e^{i\theta} = -e^{i(\theta_1 + \theta_2)} = e^{i(\theta_1 + \theta_2 + \pi)}. \]

We therefore verify that
\[ H = J \nabla \theta = J \nabla (\theta_1 + \theta_2 + \pi) = \frac{1}{2} (JX_1 + JX_2). \]
(Notice that the factor of \( \frac{1}{2} \) arises from (2.2).)

The Clifford torus is also an example of a (positive) monotone Lagrangian, i.e. if \( \lambda \) is the 1-form dual to \( JX^\perp \), then
\[ [d\theta] = \frac{c}{2} [\lambda] \in H^1(L) \]
for some constant \( c > 0 \). We know in fact that \( c = 1 \) for any Lagrangian self-shrinker satisfying (2.1). The monotone property is preserved under Hamiltonian isotopy, and any monotone Lagrangian can be rescaled so that \( c = 1 \).

### 2.2. Laplacians.

We shall see that to understand the stability properties of the Clifford torus as a self-shrinker, we will need to analyse the Laplacian on normal vector fields, and particularly the 1-eigenspace of the Laplacian.
Notice that (2.3) implies that the induced Laplacian on functions on $L$ is just

$$\Delta_L = \frac{1}{2} \Delta_0 = -\frac{1}{2} \left( \frac{\partial^2}{\partial \theta_1^2} + \frac{\partial^2}{\partial \theta_2^2} \right),$$

where $\Delta_0$ is just the standard Laplacian on $S^1 \times S^1$. In particular, we have the following elementary facts.

**Lemma 2.1.** For $\Delta_L$ given in (2.5) we have that the set of eigenvalues is

$$\left\{ \frac{1}{2} n : n \in \mathbb{N} \right\}.$$

Moreover, we have

- $\text{Span}\{1\} = \{ f : \Delta_L f = 0 \}$,
- $\text{Span}\{\cos \theta_1, \sin \theta_1, \cos \theta_2, \sin \theta_2\} = \{ f : \Delta_L f = \frac{1}{2} f \}$,
- $\text{Span}\{\cos(\theta_1 + \theta_2), \sin(\theta_1 + \theta_2), \cos(\theta_1 - \theta_2), \sin(\theta_1 - \theta_2)\} = \{ f : \Delta_L f = f \}$.

**Proof.** This is immediate from (2.5), the observation that

$$\Delta_0 \cos(\theta \pm \theta) = 2 \cos(\theta \pm \theta) \quad \text{and} \quad \Delta_0 \sin(\theta \pm \theta) = 2 \sin(\theta \pm \theta),$$

and the fact that $\cos \theta_i$, $\sin \theta_i$ are $1$-eigenfunctions of $\Delta_0$ for $i = 1, 2$. \qed

Moreover, as $L$ is Lagrangian and flat, and the normal bundle and tangent bundle are isometric, we have that the normal bundle of $L$ is flat. Thus the Laplacian on the normal bundle is given by the rough Laplacian

$$\Delta_L^\perp = -\nabla_{E_1}^\perp \nabla_{E_1}^\perp - \nabla_{E_2}^\perp \nabla_{E_2}^\perp.$$

It is easy to see that

$$\nabla_{X_1} X_1 = JX_1, \quad \nabla_{X_2} X_2 = JX_2, \quad \nabla_{X_1} X_2 = \nabla_{X_2} X_1 = 0.$$

Therefore, as the complex structure $J$ is parallel (or just by inspection),

$$\nabla_{X_1} (JX_1) = J \nabla_{X_1} X_1 = -X_1, \quad \nabla_{X_2} (JX_2) = J \nabla_{X_2} X_2 = -X_2,$$

$$\nabla_{X_1} (JX_2) = J \nabla_{X_1} X_2 = 0, \quad \nabla_{X_2} (JX_1) = J \nabla_{X_2} X_1 = 0.$$

We therefore see that

$$\nabla_{X_i}^\perp (JX_j) = 0$$

for all $i, j$. Hence, $JX_1$ and $JX_2$ are harmonic normal vector fields:

$$\Delta_L^\perp JX_i = 0.$$

Notice this implies that

$$\Delta_L^\perp H = 0 = \Delta_L^\perp X^\perp.$$

Since $JX_1$ and $JX_2$ span the normal vector fields on $L$, we can write any normal vector field $V$ on $L$ uniquely as

$$V = f_1 JX_1 + f_2 JX_2.$$
From (2.8) we have that

\[(2.9) \quad \Delta_{\mathcal{L}}^1 V = (\Delta_L f_1) JX_1 + (\Delta_L f_2) JX_2,\]

where \(\Delta_L\) is given in (2.5). This yields the following.

**Lemma 2.2.** For \(\Delta_{\mathcal{L}}^1\) given in (2.6) we have that the set of eigenvalues is

\[\left\{ \frac{1}{2} n : n \in \mathbb{N} \right\}.
\]

Moreover, we have

\[\text{Span}\{JX_1 + JX_2, JX_1 - JX_2\} = \{V : \Delta_{\mathcal{L}}^1 V = 0\},\]

\[\text{Span}\{(\cos \theta_j)JX_k, (\sin \theta_j)JX_k : j, k = 1, 2\} = \{V : \Delta_{\mathcal{L}}^1 V = \frac{1}{2} V\},\]

\[\text{Span}\{\cos(\theta_1 \pm \theta_2)(JX_1 \pm JX_2), \sin(\theta_1 \pm \theta_2)(JX_1 \pm JX_2)\} = \{V : \Delta_{\mathcal{L}}^1 V = V\}.
\]

**Proof.** This is immediate from Lemma 2.1 and (2.9).

Notice that the fact that there is a 2-dimensional space of harmonic normal vector fields is consistent with the fact that \(b^1(L) = 2\), and thus the space of harmonic 1-forms is 2-dimensional.

### 2.3. Entropy

The entropy of an immersion \(X : \Sigma^2 \to \mathbb{C}^2\), where \(\Sigma^2\) is compact, is defined as in [6] to be

\[\lambda(X) = \sup_{(x_0, t_0) \in \mathbb{C}^2 \times \mathbb{R}^+} \frac{1}{4\pi t_0} \int_{\Sigma} \exp \left( -\frac{|X - x_0|^2}{4t_0} \right) \operatorname{vol}_\Sigma,\]

where \(\operatorname{vol}_\Sigma\) is the volume form induced by \(X^*g\), and \(g\) is the Euclidean metric on \(\mathbb{C}^2\). It will also be useful to consider the \(F\)-functional

\[F(X, x_0, t_0) = \frac{1}{4\pi t_0} \int_{\Sigma} \exp \left( -\frac{|X - x_0|^2}{4t_0} \right) \operatorname{vol}_\Sigma,\]

so that

\[\lambda(X) = \sup_{(x_0, t_0) \in \mathbb{C}^2 \times \mathbb{R}^+} F(X, x_0, t_0).
\]

The important properties that the entropy has are summarised as follows (cf. [6]). By rescaled mean curvature flow, we mean the flow where we perform the standard Type I rescaling of mean curvature flow about some space-time point.

**Lemma 2.3.** The following statements hold:

(a) The entropy is invariant under translations, dilations and rotations.

(b) The entropy is non-increasing under mean curvature flow and rescaled mean curvature flow.

(c) The critical points of the entropy are the self-shrinkers satisfying

\[(2.10) \quad H = \frac{(X - x_0)^\perp}{2t_0},\]

for some \(x_0 \in \mathbb{C}^2\) and \(t_0 > 0\).
Notice that if one has a self-shrinker satisfying (2.10), then by applying a translation and
dilation one can ensure that the new shrinker satisfies (2.1).
For a self-shrinker $M$ satisfying (2.1) we have that
$$\lambda(X) = F(X, 0, 1).$$
It is therefore straightforward to compute the entropy of the Clifford torus.

**Lemma 2.4.** For the Clifford torus $X : L \to \mathbb{C}^2$, we have
$$\lambda(X) = \frac{2\pi}{e} = 2.311 \ldots .$$

**Proof.** We compute
$$\lambda(X) = \frac{1}{4\pi} \int_L \exp\left(-\frac{1}{4}|X|^2 \right) \text{vol}_L$$
$$= \frac{1}{4\pi} \int_0^{2\pi} \int_0^{2\pi} 2e^{-1} d\theta_1 d\theta_2 = \frac{4\pi^2}{2\pi e} = \frac{2\pi}{e},$$
where we used $|X|^2 = 4$ and (2.4).

**2.4. Second variation.** As we already stated, the first variation of $F$ at $(X, 0, 1)$ van-
ishes precisely at self-shrinkers satisfying (2.1). Therefore, to understand the stability (or oth-
erwise) of the Clifford torus we need to look at the second variation of $F$ at $(X, 0, 1)$. This is
computed by several authors, e.g. [1, 2, 10], and we specialise their formula to our situation.

**Lemma 2.5.** The second variation of $F$ at the Clifford torus $L$ at $(X, 0, 1)$ in a normal
direction $V = f_1 J X_1 + f_2 J X_2$ (so fixing $x_0 = 0$ and $t_0 = 1$) is given by
$$4\pi e \frac{\partial^2 F}{\partial s^2} \bigg|_{s=0} = \langle V, (\Delta_L^L - 1) V \rangle_{L^2}$$
$$= 2\langle f_1, (\Delta_L - 1) f_1 \rangle_{L^2} + 2\langle f_2, (\Delta_L - 1) f_2 \rangle_{L^2}.$$ 
More generally, the second variation of $F$ at $L$ at $(X, 0, 1)$ in a normal direction $V$ with
$$x_0 = 0, \quad \left. \frac{\partial x_0}{\partial s} \right|_{s=0} = \xi, \quad t_0 = 1, \quad \left. \frac{\partial t_0}{\partial s} \right|_{s=0} = \tau,$$
is given by
$$4\pi e \left. \frac{\partial^2 F}{\partial s^2} \right|_{s=0} = \langle V, (\Delta_L^L - 1) V + \xi + \tau X \rangle_{L^2} - \frac{1}{2} \|\xi_L^L\|^2_{L^2} - 8\pi^2 \tau^2.$$ 

**Proof.** It is shown in [10, Theorem 3], for example, that if $g^{ij}$ denotes the components of
the inverse of the induced metric and $A_{ij}$ denotes the components of the second fundamental
form on $L$, and we set
$$\mathcal{L} V = \Delta_L^L V - \langle A_{ij}, V \rangle g^{ki} g^{jl} A_{kl} - \frac{V}{2} + \frac{1}{2} \nabla^L X V,$$
then
$$(2.11) \ 4\pi e \left. \frac{\partial^2 F}{\partial s^2} \right|_{s=0} = \int_L \left( \langle V, \mathcal{L} V \rangle + \langle V, \xi \rangle - \frac{1}{2} \|\xi_L^L\|^2 - 2\tau \langle H, V \rangle - \tau^2 |H|^2 \right) e^{-\frac{|X|^2}{4}} \text{vol}_L.$$
For the Clifford torus, it is easy to see from (2.7) that the second fundamental form $A$ of $L$ with respect to the basis $X_1, X_2$ is given by

$$A_{11} = JX_1, \quad A_{12} = A_{21} = 0, \quad A_{22} = JX_2.$$ 

Therefore, using (2.3) we see that

$$\langle A_{ij}, V \rangle g^{ki} g^{jl} A_{kl} = \frac{1}{4} \langle JX_1, V \rangle JX_1 + \frac{1}{4} \langle JX_2, V \rangle JX_2 = \frac{1}{2} g^{ii} \langle JX_i, V \rangle JX_j = \frac{V}{2}.$$ 

The fact that $X = X^\perp$ implies that $X^\top = 0$. Moreover, $2H = -X$, $|X|^2 = 4$ and the volume of $L$ is $8\pi^2$. The result follows from (2.9) and (2.11).

Lemma 2.5 implies the linearisation of the self-shrinker condition (2.1) on $L$ is, up to an overall sign, given by $\Delta_L^\perp - 1$. We shall formalise this statement later, but what we mean is that if we consider a normal graph over $L$ which also satisfies (2.1), then to first order the normal vector defining the graph will lie in the kernel of $\Delta_L^\perp - 1$, which we have described in Lemma 2.2.

3. Group orbits

We look at the orbit of the Clifford torus $L$ under various groups, studying those which preserve the Lagrangian or self-shrinker condition, or otherwise. This will play a crucial role in our later study.

3.1. Dilations. Since $L$ is a self-shrinker, we know that dilations of $L$ are generated by $H$, or equivalently

$$U_1 = -X^\perp = JX_1 + JX_2.$$ 

Notice that this is a harmonic normal vector field and thus clearly not Hamiltonian.

We can choose another harmonic normal vector field orthogonal to $X^\perp$,

$$U_2 = JX_1 - JX_2,$$ 

and we observe the following from Lemma 2.2.

**Lemma 3.1.** For $\Delta_L^\perp$ given in (2.6) and $U_1, U_2$ given in (3.1)–(3.2), we have

$$\text{Span}(U_1, U_2) = \{ V : \Delta_L^\perp V = 0 \}.$$ 

If we define a one-parameter family $\{ L_{\delta_s} : s \in \mathbb{R} \}$ of Lagrangians by

$$L_{\delta_s} = \left\{ \sqrt{\frac{\sqrt{2}}{\cosh 2s}} (e^{-s+i\theta_1}, e^{s+i\theta_2}) : \theta_1, \theta_2 \in \mathbb{R} \right\},$$ 

we see that $L_{\delta_s} \subseteq \mathcal{S}^3(2)$ for all $s$, $L_{\delta_0} = L$ and we can calculate the variation vector field

$$\frac{\partial L_{\delta_s}}{\partial s} \bigg|_{s=0} = JX_1 - JX_2 = U_2.$$ 

We shall see that $L_{\delta_s}$ define Lagrangian variations for which the Clifford torus is unstable under the flow, but we know these lie in different Hamiltonian isotopy classes to $L$ for $s \neq 0$ as $U_2$ is not Hamiltonian.
3.2. Translations. Translations clearly preserve the class of self-shrinkers and preserve the Lagrangian condition. The translations on $\mathbb{C}^2$ are generated by the vectors

$\begin{align*}
(1, 0), & \quad (i, 0), \quad (0, 1), \quad (0, i).
\end{align*}$

We can restrict these vector fields to the Clifford torus $L$ and we may compute

$\begin{align*}
\langle (1, 0), JE_1 \rangle &= -\text{Re}(e^{-i\theta_1}) = -\cos \theta_1, & \langle (0, 1), JE_2 \rangle &= 0, \\
\langle (i, 0), JE_1 \rangle &= -\text{Re}(ie^{-i\theta_1}) = -\sin \theta_1, & \langle (i, 0), JE_2 \rangle &= 0, \\
\langle (0, 1), JE_1 \rangle &= 0, & \langle (0, 1), JE_2 \rangle &= -\text{Re}(e^{-i\theta_2}) = -\cos \theta_2, \\
\langle (0, i), JE_1 \rangle &= 0, & \langle (0, i), JE_2 \rangle &= -\text{Re}(ie^{-i\theta_2}) = -\sin \theta_2.
\end{align*}$

Therefore,

$\begin{align*}
(3.3) & \quad (1, 0) \perp = -\cos \theta_1 JE_1 = -\sqrt{2}J \nabla (\sin \theta_1), \\
& \quad (i, 0) \perp = -\sin \theta_1 JE_1 = \sqrt{2}J \nabla (\cos \theta_1), \\
(3.4) & \quad (0, 1) \perp = -\cos \theta_2 JE_2 = -\sqrt{2}J \nabla (\sin \theta_2), \\
& \quad (0, i) \perp = -\sin \theta_2 JE_2 = \sqrt{2}J \nabla (\cos \theta_2),
\end{align*}$

which are manifestly Hamiltonian. Moreover, we have the following.

Lemma 3.2. For $\Delta_L$ given in (2.5), we have

$\text{Span}\{(1, 0) \perp, (i, 0) \perp, (0, 1) \perp, (0, i) \perp\} = \{J \nabla f : \Delta_L f = \frac{1}{2} f\}.$

Proof. This is immediate from Lemma 2.1 and (3.3)–(3.4).  

3.3. Unitary transformations. We know that the unitary group $U(2)$ on $\mathbb{C}^2$ is the intersection of the rigid isometry group $SO(4)$ on $\mathbb{R}^4 = \mathbb{C}^2$ with the Hamiltonian diffeomorphism group on $\mathbb{C}^2$. Therefore, the orbit of $L$ under $U(2)$ consists of Lagrangian self-shrinkers satisfying (2.1), and the orbit of $L$ under $SO(4)$ consists of (not necessarily Lagrangian) self-shrinkers satisfying (2.1).

The orbit of $L$ under $U(2)$ is 2-dimensional and the orbit of $L$ under $SO(4)$ is 4-dimensional, since the stabilizer of $L$ in each case is the maximal torus in $U(2)$:

$\left\{ \begin{pmatrix} e^{i\phi_1} & 0 \\ 0 & e^{i\phi_2} \end{pmatrix} : \phi_1, \phi_2 \in \mathbb{R} \right\}.$

The maximal torus is generated by the matrices

$\begin{pmatrix} i & 0 \\ 0 & 0 \end{pmatrix}$ and $\begin{pmatrix} 0 & 0 \\ 0 & i \end{pmatrix},$

leading to vector fields on $\mathbb{C}^2$

$\begin{pmatrix} iz_1 \\ 0 \end{pmatrix}$ and $\begin{pmatrix} 0 \\ iz_2 \end{pmatrix},$

generating one-parameter subgroups in $U(2) \subseteq SO(4)$. Notice that these vector fields restricted to $L$ are just $X_1$ and $X_2$, so their projection to the normal space of $L$ is zero. (Here, and throughout, we will not distinguish row vectors and column vectors.)
We can find a complementary (in fact, orthogonal) subspace of the Lie algebra of $U(2)$ to the maximal torus, spanned by the matrices
\[
\begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \quad \text{and} \quad \begin{pmatrix} 0 & i \\ i & 0 \end{pmatrix}.
\]
The corresponding vector fields on $\mathbb{C}^2$ are
\[
(3.5) \quad \begin{pmatrix} -z_2 \\ z_1 \end{pmatrix} \quad \text{and} \quad \begin{pmatrix} iz_2 \\ z_1 \end{pmatrix},
\]
whose restrictions to $L$ are just
\[
Y_1 = \sqrt{2} ( -e^{i\theta_2}, e^{i\theta_1}) \quad \text{and} \quad Y_2 = \sqrt{2} (i e^{i\theta_2}, i e^{i\theta_1}).
\]
We quickly see that
\[
\langle Y_1, JE_1 \rangle = \Re(\sqrt{2} e^{i(\theta_2-\theta_1)}) = \sqrt{2} \cos(\theta_1 - \theta_2),
\]
\[
\langle Y_1, JE_2 \rangle = \Re(-\sqrt{2} e^{i(\theta_1-\theta_2)}) = -\sqrt{2} \cos(\theta_1 - \theta_2),
\]
\[
\langle Y_2, JE_1 \rangle = \Re(-\sqrt{2} i e^{i(\theta_2-\theta_1)}) = -\sqrt{2} \sin(\theta_1 - \theta_2),
\]
\[
\langle Y_2, JE_2 \rangle = \Re(-\sqrt{2} i e^{i(\theta_1-\theta_2)}) = \sqrt{2} \sin(\theta_1 - \theta_2).
\]
Hence,
\[
(3.6) \quad Y_{1\perp} = \cos(\theta_1 - \theta_2)(JX_1 - JX_2) = 2J \nabla (\sin(\theta_1 - \theta_2)),
\]
\[
(3.7) \quad Y_{2\perp} = -\sin(\theta_1 - \theta_2)(JX_1 - JX_2) = 2J \nabla (\cos(\theta_1 - \theta_2)),
\]
which are manifestly Hamiltonian.

If we consider the action of the matrix
\[
(3.8) \quad \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ -i & i \end{pmatrix} \in U(2)
\]
on $L$, we see that we obtain the Lagrangian self-shrinker
\[
(3.9) \quad L' = \{ (e^{i\theta_1} + e^{i\theta_2}, -i e^{i\theta_1} + i e^{i\theta_2}) : \theta_1, \theta_2 \in \mathbb{R} \}
\]
\[
= \{ (\cos(\theta_1 + \theta_2) + \sin(\theta_1 - \theta_2) = 2 \cos \frac{\theta_1 + \theta_2}{2} \cos \frac{\theta_1 - \theta_2}{2},
\]
\[
2 \cos \frac{\theta_1 + \theta_2}{2} \sin \frac{\theta_1 - \theta_2}{2} + 2i \sin \frac{(\theta_1 + \theta_2)}{2} \sin \frac{(\theta_1 - \theta_2)}{2} : \theta_1, \theta_2 \in \mathbb{R} \}
\]
\[
= \{ 2(e^{i\phi} \cos \rho, e^{i\phi} \sin \rho) : \phi, \rho \in \mathbb{R} \},
\]
where we set
\[
(3.10) \quad \phi = \frac{\theta_1 + \theta_2}{2} \quad \text{and} \quad \rho = \frac{\theta_1 - \theta_2}{2}.
\]
In this way, we can view the Clifford torus as an $S^1$-invariant Lagrangian of the form

$$\{\gamma(\phi)(\cos \rho, \sin \rho) : \phi, \rho \in \mathbb{R}\}$$

for a curve $\gamma$ in $\mathbb{C}$. In the case of the Clifford torus, the curve in $\mathbb{C}$ in question is just

$$\gamma(\phi) = 2e^{i\phi},$$

a circle of radius 2.

3.4. Hamiltonian group orbits. From the perspective in (3.9) it is clear that we can act by the linear Hamiltonian group on $\mathbb{C}^2 \otimes \mathbb{R}$, i.e. $\text{SL}(2, \mathbb{R})$, on the curve $\gamma(\phi) = 2e^{i\phi}$ to obtain Lagrangians Hamiltonian isotopic to $L'$, and thus $L$. The stabilizer of $\gamma$ in $\text{SL}(2, \mathbb{R})$ is $\text{SO}(2)$, so the orbit of $\gamma$ under $\text{SL}(2, \mathbb{R})$ is 2-dimensional. Moreover, if $\tilde{\gamma}$ is in the $\text{SL}(2, \mathbb{R})$ orbit of $\gamma$, then the corresponding Lagrangian

$$(3.11) \quad \tilde{L}' = \{\tilde{\gamma}(\phi)(\cos \rho, \sin \rho) : \phi, \rho \in \mathbb{R}\}$$

lies in the $\text{SO}(4, \mathbb{R})$ orbit of $L'$, and thus $L$, if and only if $\tilde{\gamma} = \gamma$ up to reparametrisation, which is if and only if $\tilde{L}' = L'$.

We can choose two one-parameter subgroups of $\text{SL}(2, \mathbb{R})$ which, together with $\text{SO}(2)$, enable us to generate $\text{SL}(2, \mathbb{R})$: for example, we can take

$$A_s = \begin{pmatrix} e^s & 0 \\ 0 & e^{-s} \end{pmatrix} \quad \text{and} \quad B_s = \begin{pmatrix} \cosh s & \sinh s \\ \sinh s & \cosh s \end{pmatrix}$$

for $s \in \mathbb{R}$, so that $\{A_s : s \in \mathbb{R}\}$ and $\{B_s : s \in \mathbb{R}\}$ are our one-parameter subgroups. We see that, identifying $\mathbb{R}^2 = \mathbb{C}$, we have

$$A_s \gamma(\phi) = 2e^s \cos \phi + 2i e^{-s} \sin \phi$$

and

$$B_s \gamma(\phi) = 2(\cosh s \cos \phi + \sinh s \sin \phi) + 2i (\sinh s \cos \phi + \cosh s \sin \phi)$$

$$= 2(\cosh s e^{i\phi} + i \sinh s e^{-i\phi}).$$

Taking $\tilde{\gamma} = A_s \gamma$ or $\tilde{\gamma} = B_s \gamma$ in (3.11) leads to the following Lagrangians Hamiltonian isotopic to $L'$ (and $L$) which only lie in the $\text{SO}(4)$-orbit of $L$ for $s = 0$:

$$L'_{A_s} = \{2(e^s \cos \phi + i e^{-s} \sin \phi)(\cos \rho, \sin \rho) : \phi, \rho \in \mathbb{R}\},$$

$$L'_{B_s} = \{2(\cosh s e^{i\phi} + i \sinh s e^{-i\phi})(\cos \rho, \sin \rho) : \phi, \rho \in \mathbb{R}\}.$$

(The statement about not lying in the $\text{SO}(4)$-orbit for $s \neq 0$, as well as being clear by inspection, also follows from (3.16) below.) Acting by the inverse of the unitary matrix in (3.8), namely

$$\frac{1}{\sqrt{2}} \begin{pmatrix} 1 & i \\ 1 & -i \end{pmatrix} \in \text{U}(2),$$

on $L'_{A_s}$ and $L'_{B_s}$, we obtain Lagrangians $L_{A_s}$ and $L_{B_s}$ Hamiltonian isotopic to $L$, which obviously still only lie in the $\text{SO}(4)$ orbit of $L$ for $s = 0$. Explicitly, we see that

$$L_{A_s} = \{\sqrt{2}(e^s \cos \phi + i e^{-s} \sin \phi)(e^{i\rho}, e^{-i\rho}) : \phi, \rho \in \mathbb{R}\},$$

$$L_{B_s} = \{\sqrt{2}(\cosh s e^{i\phi} + i \sinh s e^{-i\phi})(e^{i\rho}, e^{-i\rho}) : \phi, \rho \in \mathbb{R}\}.$$
Substituting back for $\phi$, $\rho$ in terms of $\theta_1, \theta_2$ via (3.10), we compute
\[
2(e^s \cos \phi + i e^{-s} \sin \phi)e^{i\rho} = e^s(\cos \theta_1 + \cos \theta_2) + e^{-s}(\cos \theta_1 - \cos \theta_2) + i e^s(\sin \theta_1 - \sin \theta_2) + i e^{-s}(\sin \theta_1 + \sin \theta_2)
\]
\[
= 2 \cosh se^{i\theta_1} + 2 \sinh se^{-i\theta_2},
\]
\[
2(e^s \cos \phi + i e^{-s} \sin \phi)e^{-i\rho} = e^s(\cos \theta_1 + \cos \theta_2) + e^{-s}(\cos \theta_2 - \cos \theta_1) + i e^s(\sin \theta_2 - \sin \theta_1) + i e^{-s}(\sin \theta_1 + \sin \theta_2)
\]
\[
= 2 \sinh se^{i\theta_1} + 2 \cosh se^{i\theta_2},
\]
\[
2(\cosh se^{i\phi} + i \sinh se^{-i\phi})e^{i\rho} = 2 \cosh se^{i\theta_1} + 2i \sinh se^{i\theta_2},
\]
\[
2(\cosh se^{i\phi} + i \sinh se^{-i\phi})e^{-i\rho} = 2i \sinh se^{i\theta_1} + 2 \cosh se^{i\theta_2}.
\]

We can thus rewrite
\[
(3.12) \quad L_{A_s} = \{ \sqrt{2}(\cosh se^{i\theta_1} + \sinh se^{-i\theta_2}, \sinh se^{-i\theta_1} + \cosh se^{i\theta_2}) : \theta_1, \theta_2 \in \mathbb{R} \},
\]
\[
(3.13) \quad L_{B_s} = \{ \sqrt{2}(\cosh se^{i\theta_1} + i \sinh se^{-i\theta_2}, i \sinh se^{-i\theta_1} + \cosh se^{i\theta_2}) : \theta_1, \theta_2 \in \mathbb{R} \}.
\]

Notice that the variation vector fields for $L_{A_s}$ and $L_{B_s}$ at $s = 0$ are given by
\[
V_A = \sqrt{2}(e^{-i\theta_2}, e^{-i\theta_1}) \quad \text{and} \quad V_B = \sqrt{2}(i e^{-i\theta_2}, i e^{-i\theta_1}).
\]

We may compute that
\[
\langle V_A, J E_1 \rangle = \Re(-\sqrt{2}e^{-i(\theta_2+\theta_1)}) = -\sqrt{2}\cos(\theta_1 + \theta_2),
\]
\[
\langle V_A, J E_2 \rangle = \Re(-\sqrt{2}e^{-i(\theta_1+\theta_2)}) = -\sqrt{2}\cos(\theta_1 + \theta_2),
\]
\[
\langle V_B, J E_1 \rangle = \Re(-\sqrt{2}i e^{-i(\theta_2+\theta_1)}) = -\sqrt{2}\sin(\theta_1 + \theta_2),
\]
\[
\langle V_B, J E_2 \rangle = \Re(-\sqrt{2}i e^{-i(\theta_1+\theta_2)}) = -\sqrt{2}\sin(\theta_1 + \theta_2).
\]

Hence,
\[
(3.14) \quad V_A = -\cos(\theta_1 + \theta_2)(JX_1 + JX_2) = -2J\nabla \sin(\theta_1 + \theta_2)),
\]
\[
(3.15) \quad V_B = -\sin(\theta_1 + \theta_2)(JX_1 + JX_2) = 2J\nabla \cos(\theta_1 + \theta_2)),
\]

which are both clearly Hamiltonian, as we knew.

It is worth noting the following, which follows immediately from Lemma 2.1.

**Lemma 3.3.** For the normal vector fields given in (3.6), (3.7), (3.14), (3.15), we have
\[
\text{Span}\{Y_1^\perp, Y_2^\perp, V_A^\perp, V_B^\perp\} = \{ J \nabla f : \Delta_L f = f \}.
\]

Observe that the matrices defining the vector fields on $\mathbb{R}^4 = \mathbb{C}^2$, which generate the one-parameter subgroups of transformations defining the families $L_{A_s}$ and $L_{B_s}$, are given by
\[
(\text{3.16}) \quad \begin{pmatrix}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & -1 \\
1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0
\end{pmatrix} \quad \text{and} \quad \begin{pmatrix}
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0
\end{pmatrix}.
\]

These matrices lie in $\mathfrak{sp}(4, \mathbb{R})$, the Lie algebra of the symplectic group on $\mathbb{R}^4$, but clearly do not lie in $\mathfrak{so}(4)$ (and thus do not lie in $\mathfrak{u}(2)$).
3.5. Rotations. We have so far focused on the Clifford torus $L$ as a Lagrangian self-shrinker, but we now want to understand its character just as a self-shrinker. For this, we first need to identify the rotations in $\text{SO}(4)$ which do not arise from $\text{U}(2)$. At the Lie algebra level (i.e. in $\mathfrak{so}(4)$), we can span this 2-dimensional space with the following matrices:

$$\begin{pmatrix} 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & 1 \\ 1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \end{pmatrix} \quad \text{and} \quad \begin{pmatrix} 0 & 0 & 0 & -1 \\ 0 & 0 & -1 & 0 \\ 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \end{pmatrix}.$$  

This yields corresponding vector fields on $\mathbb{R}^4 = \mathbb{C}^2$:

$$\begin{pmatrix} -x_2 \\ y_2 \\ x_1 \\ -y_1 \end{pmatrix} = \begin{pmatrix} -\overline{z_2} \\ \overline{z_1} \end{pmatrix} \quad \text{and} \quad \begin{pmatrix} -y_2 \\ -x_2 \\ y_1 \\ x_1 \end{pmatrix} = \begin{pmatrix} -i \overline{z_2} \\ -i \overline{z_1} \end{pmatrix},$$

generating one-parameter subgroups in $\text{SO}(4)$. Their restrictions to $L$ are

$$Y_3 = \sqrt{2}(-e^{-i\theta_2}, e^{-i\theta_1}) \quad \text{and} \quad Y_4 = \sqrt{2}(-ie^{-i\theta_2}, ie^{-i\theta_1}).$$

As before, we may compute

$$\langle Y_3, JE_1 \rangle = \text{Re}(\sqrt{2}e^{-i(\theta_2 + \theta_1)}) = \sqrt{2} \cos(\theta_1 + \theta_2),$$

$$\langle Y_3, JE_2 \rangle = \text{Re}(\sqrt{2}e^{-i(\theta_1 + \theta_2)}) = -\sqrt{2} \cos(\theta_1 + \theta_2),$$

$$\langle Y_4, JE_1 \rangle = \text{Re}(\sqrt{2}ie^{-i(\theta_2 + \theta_1)}) = \sqrt{2} \sin(\theta_1 + \theta_2),$$

$$\langle Y_4, JE_2 \rangle = \text{Re}(\sqrt{2}ie^{-i(\theta_1 + \theta_2)}) = -\sqrt{2} \sin(\theta_1 + \theta_2).$$

Thus, we have

$$(3.17) \quad Y_3^\perp = \cos(\theta_1 + \theta_2)(JX_1 - JX_2) \quad \text{and} \quad Y_4^\perp = \sin(\theta_1 + \theta_2)(JX_1 - JX_2).$$

Notice here that these vector fields are not Hamiltonian, again as we would expect.

3.6. Further group orbits. Finally, we consider the following $2 \times 2$ complex (in fact, Hermitian) matrices at the Lie algebra level (i.e. they lie in the Lie algebra of $\text{SL}(2, \mathbb{C})$):

$$\begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \quad \text{and} \quad \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix},$$

which are identified with the following real $4 \times 4$ matrices

$$\begin{pmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{pmatrix} \quad \text{and} \quad \begin{pmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & -1 & 0 \\ 0 & -1 & 0 & 0 \\ 1 & 0 & 0 & 0 \end{pmatrix},$$

that do not lie in $\mathfrak{so}(4)$ or in $\mathfrak{sp}(4, \mathbb{R})$. These matrices yield corresponding vector fields on $\mathbb{C}^2$:

$$\begin{pmatrix} z_2 \\ z_1 \end{pmatrix} \quad \text{and} \quad \begin{pmatrix} -iz_2 \\ iz_1 \end{pmatrix},$$
which one should compare to (3.5). These vector fields generate one-parameter groups given by \(\{C_s : s \in \mathbb{R}\}\) and \(\{D_s : s \in \mathbb{R}\}\), where

\[
C_s = \begin{pmatrix}
cosh s & \sinh s \\
\sinh s & \cosh s \\
\end{pmatrix} \quad \text{and} \quad D_s = \begin{pmatrix}
cosh s & -i \sinh s \\
i \sinh s & \cosh s \\
\end{pmatrix}.
\]

The orbits of \(L\) under the action of these one-parameter groups yield the following real surfaces in \(\mathbb{C}^2\), which lie in the \(\text{SO}(4)\)-orbit of \(L\) only for \(s = 0\):

\[
L_{C_s} = \{ \sqrt{2}(\cos s e^{i\theta_1} + \sinh s e^{i\theta_2}\sinh s e^{i\theta_1} + \cosh s e^{i\theta_2}) : \theta_1, \theta_2 \in \mathbb{R} \}, \quad L_{D_s} = \{ \sqrt{2}(\cos s e^{i\theta_1} - i \sinh s e^{i\theta_2} \sinh s e^{i\theta_1} + \cosh s e^{i\theta_2}) : \theta_1, \theta_2 \in \mathbb{R} \}.
\]

(These formulae should be compared to \(L_{A_s}\) and \(L_{B_s}\) in (3.12)–(3.13).)

The variation vector fields of \(L_{C_s}\) and \(L_{D_s}\) at \(s = 0\) are given by

\[
V_C = \sqrt{2}(e^{i\theta_2}, e^{i\theta_1}) \quad \text{and} \quad V_D = \sqrt{2}(-ie^{i\theta_2}, ie^{i\theta_1}).
\]

We may compute that

\[
\langle V_C, JE_1 \rangle = \text{Re}(\sqrt{2}e^{i(\theta_2 - \theta_1)}) = -\sqrt{2}\cos(\theta_1 - \theta_2), \\
\langle V_C, JE_2 \rangle = \text{Re}(\sqrt{2}e^{i(\theta_1 - \theta_2)}) = -\sqrt{2}\cos(\theta_1 - \theta_2), \\
\langle V_D, JE_1 \rangle = \text{Re}(\sqrt{2}ie^{i(\theta_2 - \theta_1)}) = \sqrt{2}\sin(\theta_1 - \theta_2), \\
\langle V_D, JE_2 \rangle = \text{Re}(\sqrt{2}ie^{i(\theta_1 - \theta_2)}) = \sqrt{2}\sin(\theta_1 - \theta_2).
\]

Hence,

\[
(3.18) \quad V_C^\perp = -\cos(\theta_1 - \theta_2)(JX_1 + JX_2), \\
V_D^\perp = \sin(\theta_1 - \theta_2)(JX_1 + JX_2),
\]

which should be compared to (3.14)–(3.15), and which are manifestly not Hamiltonian, as we would expect.

We now observe the following by Lemma 2.2.

**Lemma 3.4.** For the normal vector fields on \(L\) given in (3.6), (3.7), (3.14), (3.15), (3.17), (3.18), we have

\[
\text{Span}\{Y_1^\perp, Y_2^\perp, Y_3^\perp, Y_4^\perp, V_A^\perp, V_B^\perp, V_C^\perp, V_D^\perp\} = \{ V : \Delta_L V = V \}.
\]

### 4. Hamiltonian instability

It is known that the Clifford torus is \(F\)-unstable under Lagrangian variations [10, Theorem 8] but \(F\)-stable under Hamiltonian variations (this is claimed in [10, 11], even though [2, Main Theorem 6] seems erroneously to claim the contrary). We will verify these claims explicitly and show more: that the Clifford torus is entropy unstable under Hamiltonian variations.

From this we will prove that the Clifford torus is unstable under Lagrangian mean curvature flow under \(C^\infty\)-small Hamiltonian variations (even \(U(1)\)-equivariant and graphical).
4.1. Second variation. In this subsection, we first verify the Lagrangian instability result in [10, Theorem 8].

**Lemma 4.1.** In the direction of the Lagrangian variation $U_2 = JX_1 - JX_2$ of the Clifford torus $L$, the second variation of $F$ is strictly negative. Thus, the Clifford torus $L$ is Lagrangian $F$-unstable.

**Proof.** We have that $\Delta_L^{\frac{1}{2}} U_2 = 0$ by Lemma 2.2. We know that $U_2$ is orthogonal to $X = JX_1 + JX_2$ by (2.2), and $U_2$ is orthogonal to the restriction of any constant vector to $L$ by Lemmas 2.2 and 3.2. The result follows from taking $V = U_2$ in Lemma 2.5.

This Lagrangian variation corresponds to “squashing” one geodesic circle direction in the torus whilst “expanding” the orthogonal geodesic circle direction. We reiterate that this variation is not Hamiltonian.

We know, by Lemmas 2.2, 2.5 and 3.2, that the second variation of $F$ will be negative in the direction of any translation since they have eigenvalue $\frac{1}{2}$ for $\Delta_L^{\frac{1}{2}}$. These transformations are also Hamiltonian so they give unstable Hamiltonian directions for $F$. However, we now show that these are the only unstable directions, verifying the Hamiltonian $F$-stability claimed in [10, 11].

**Lemma 4.2.** In the direction of any Hamiltonian variation of the Clifford torus $L$ orthogonal to the translations, the second variation of $F$ is non-negative. Thus, $L$ is Hamiltonian $F$-stable.

**Proof.** If $J\nabla f$ is a Hamiltonian vector field orthogonal to the translations, then $f$ must lie in the span of the eigenspaces of $\Delta_L$ of eigenvalue greater than or equal to 1 by Lemmas 2.1 and 3.2. The result follows from Lemma 2.5.

This result fits well with the following [15].

**Theorem 4.3.** The Clifford torus $L$ is a local minimum for volume under Hamiltonian variations in $\mathbb{C}^2$.

We finally characterise the kernel of the second variation under Hamiltonian variations.

**Lemma 4.4.** The Hamiltonian vector fields $J\nabla f$ which give directions for which the second variation of $F$ at the Clifford torus $L$ is zero are those where $\Delta_L f = f$, described in Lemma 3.3.

By Lemma 3.3, two of these variations arise from unitary transformations and therefore are integrable directions, in the sense that the $F$-functional is constant under these transformations. However, we need to analyse further the other two directions, as we only currently know that the $F$-functional is non-decreasing in these directions to second order.

4.2. Entropy. We now return to the Lagrangians $L_{As}$ introduced in (3.12). By Lemmas 3.3 and 4.4, they are generated at $s = 0$ by a Hamiltonian vector field for which the second
variation at \( s = 0 \) is zero. If we let \( X(s) \) be the position vector of \( L_{A_s} \), we wish to compute the value of the \( F \)-functional at \( (X(s), 0, 1) \) for \( s \) near 0 to compare it to its value at \( (X, 0, 1) \) as \( X(0) = X \).

After that, we wish to estimate \( F \) at \( (X(s), x_0, t_0) \) for \( s \) near 0 and \( (x_0, t_0) \) near \( (0, 1) \). With this information, we wish to compare the value of the entropy \( \lambda(X(s)) \) relative to \( \lambda(X) \), computed in Lemma 2.4.

We begin by showing that the \( F \)-functional, centred at \( (x_0, t_0) = (0, 1) \) strictly decreases along the family \( L_{A_s} \) for \( s \) near 0.

**Proposition 4.5.** For \( s \) near 0, we have that

\[
F(X(s), 0, 1) - F(X(0), 0, 1) = -\frac{4\pi}{9e} s^6 + O(s^8).
\]

Hence \( F(X(s), 0, 1) \) has a strict local maximum at \( s = 0 \).

**Proof.** We start by recalling that

\[
X(s) = \sqrt{2}(\cosh se^{i\theta_1} + \sinh se^{-i\theta_2}, \sinh se^{-i\theta_1} + \cosh se^{i\theta_2}).
\]

Hence,

\[
|X(s)|^2 = 2(\cosh s \cos \theta_1 + \sinh s \cos \theta_2)^2 + (\cosh s \sin \theta_1 - \sinh s \sin \theta_2)^2
+ (\sinh s \cos \theta_1 + \cosh s \cos \theta_2)^2 + (\sinh s \sin \theta_1 + \cosh s \sin \theta_2)^2
= 2(2\cosh^2 s + \sinh^2 s + 4 \sinh s \cosh s \cos(\theta_1 + \theta_2))
= 4 \cosh 2s + 4 \sinh 2s \cos(\theta_1 + \theta_2).
\]

We have two tangent vector fields on \( L_{A_s} \):

\[
X_1(s) = \sqrt{2}(i \cosh se^{i\theta_1}, -i \sinh se^{-i\theta_1}),
X_2(s) = \sqrt{2}(-i \sinh se^{-i\theta_2}, i \cosh se^{i\theta_2}).
\]

We see that

\[
|X_1(s)|^2 = |X_2(s)|^2 = 2(\cosh^2 s + \sinh^2 s) = 2 \cosh 2s,
\]

\[
\langle X_1(s), X_2(s) \rangle = -2 \cosh s \sinh s \Re(e^{i(\theta_1 + \theta_2)} + e^{-i(\theta_1 + \theta_2)})
= -2 \sinh 2s \cos(\theta_1 + \theta_2),
\]

so the induced metric on \( L_{A_s} \) is

\[
2 \cosh 2s (d\theta_1^2 + d\theta_2^2) - 2 \sinh 2s \cos(\theta_1 + \theta_2) \, d\theta_1 \wedge d\theta_2.
\]

Therefore, the volume form on \( L_{A_s} \) is

\[
\text{vol}(s) = 2\sqrt{\cosh^2 2s - \sinh^2 2s \cos^2(\theta_1 + \theta_2)} \, d\theta_1 \wedge d\theta_2.
\]

Hence, we deduce that

\[
F(X(s), 0, 1) = \frac{1}{2\pi e^2} \int_0^{2\pi} \int_0^{2\pi} I(s) \, d\theta_1 \, d\theta_2,
\]

where

\[
I(s) = \sqrt{\cosh^2 2s - \sinh^2 2s \cos^2(\theta_1 + \theta_2)} e^{1-\cosh 2s-\sinh 2s \cos(\theta_1 + \theta_2)}.
\]
This is clearly a real analytic function of \(s\) and we may then compute its power series expansion about \(s = 0\). We see that since changing \(s\) to \(-s\) in (4.4) can be accounted for by translating \(\theta_1 + \theta_2\) to \(\theta_1 + \theta_2 + \pi\), the power series of (4.3) will be even in \(s\). Equivalently, we notice that the odd powers of \(s\) in the expansion of \(I(s)\) will be linear combinations of odd powers of \(\cos(\theta_1 + \theta_2)\) and so will integrate to 0 in (4.3). We see this explicitly when we compute the first terms of the power series, by calculating

\[
\begin{align*}
(4.5) \quad I(0) &= 1, \quad I'(0) = -2\cos(\theta_1 + \theta_2), \quad I''(0) = 0, \\
(4.6) \quad \frac{I^{(3)}(0)}{3!} &= -\frac{4}{3}\cos(\theta_1 + \theta_2) + \frac{8}{3}\cos^3(\theta_1 + \theta_2), \\
(4.7) \quad \frac{I^{(4)}(0)}{4!} &= -2 + 8\cos^2(\theta_1 + \theta_2) - \frac{16}{3}\cos^4(\theta_1 + \theta_2), \\
(4.8) \quad \frac{I^{(5)}(0)}{5!} &= \frac{56}{15}\cos(\theta_1 + \theta_2) - \frac{32}{3}\cos^3(\theta_1 + \theta_2) + \frac{32}{5}\cos^5(\theta_1 + \theta_2), \\
(4.9) \quad \frac{I^{(6)}(0)}{6!} &= \frac{4}{3} - \frac{32}{3}\cos^2(\theta_1 + \theta_2) + \frac{160}{9}\cos^4(\theta_1 + \theta_2) - \frac{416}{45}\cos^6(\theta_1 + \theta_2).
\end{align*}
\]

Notice that (4.5) implies that, for \(s\) near 0,

\[F(X(s), 0, 1) = \frac{2\pi}{e} + O(s^3) = F(X, 0, 1) + O(s^3),\]

which is consistent with the fact that \(X\) is a critical point for \(F\) and that the second variation is zero in the direction \(\frac{\partial X(s)}{\partial s}|_{s=0}\). As already observed, the terms in (4.6) and (4.8) integrate to 0. It is also elementary to see from (4.7) and (4.9) that

\[
\int_0^{2\pi} \int_0^{2\pi} \frac{I^{(4)}(0)}{4!} \, d\theta_1 \, d\theta_2 = 0 \quad \text{and} \quad \int_0^{2\pi} \int_0^{2\pi} \frac{I^{(6)}(0)}{6!} \, d\theta_1 \, d\theta_2 = -\frac{8}{9}\pi^2.
\]

The result now follows. \(\square\)

We now consider the value of the \(F\)-functional for \(L_{A_s}\) for space-time centres near \((0, 1)\).

**Proposition 4.6.** Let \(X(s)\) denote the position of \(L_{A_s}\) given in (3.12). Then there exist \(s_0 > 0\) and \(r_0 > 0\) such that whenever \((x_0, t_0)\) lies in the set

\[S = \{(x_0, t_0) \in \mathbb{C}^2 \times \mathbb{R}^+ : |x_0|^2 + 2|t_0 - 1| \leq r_0^2\},\]

and \(|s| \leq s_0\) we have

\[F(X(s), x_0, t_0) \leq F(X(0), 0, 1) = \frac{\pi}{4e}(|x_0|^2 + 2|t_0 - 1|) - \frac{2\pi}{9e}s^6.\]

**Proof.** We know from (4.2) that if \(x_0 \in \mathbb{C}^2\) and \(t_0 \in \mathbb{R}^+\), then

\[F(X(s), x_0, t_0) = \frac{1}{2\pi e} \int_0^{2\pi} \int_0^{2\pi} I(s, x_0, t_0) \, d\theta_1 \, d\theta_2,
\]

where

\[I(s, x_0, t_0) = \frac{1}{t_0} \sqrt{\cosh^2 2s - \sinh^2 2s \cos^2(\theta_1 + \theta_2)e^{-\frac{|X(s) - x_0|^2}{4t_0}}}.\]
Pick any \((\xi, \tau) \in \mathbb{C}^2 \times \mathbb{R}\) with \(|\xi|^2 + 2|\tau|^2 = 1\), and define
\[
f(r, s) = \int_0^{2\pi} \int_0^{2\pi} I(s, r\xi, 1 + r\tau) \, d\theta_1 \, d\theta_2.
\]
Performing a Taylor expansion using formula (4.1) (and with the help of Mathematica) around \((r, s) = (0, 0)\) yields
\[
f(r, s) = f(0, 0) - \pi^2(|\xi|^2 + 2\tau^2)r^2 - \frac{8}{9}\pi^2s^6 + O(r^3) + O(s^7)
\]
We can thus choose \(r_0, s_0 > 0\) sufficiently small such that for \(|r| \leq r_0\) and \(|s| \leq s_0\) we have
\[
f(r, s) \leq f(0, 0) - \frac{1}{2}\pi^2r^2 - \frac{4}{9}\pi^2s^6.
\]
Since this estimate is uniform in \((\xi, \tau)\), this yields the desired statement.

We can now combine Propositions 4.5 and 4.6 to give our first key result.

**Theorem 4.7.** For \(s\) near 0 we have that
\[
\lambda(X(s)) \leq \lambda(X(0)) - \frac{2\pi}{9e} s^6.
\]
Hence, the entropy \(\lambda(X(s))\) has a local maximum at \(s = 0\).

**Proof.** We first recall that Huisken’s monotonicity formula [9] implies that for a compact self-shrinker \(\Sigma\) satisfying (2.1), the entropy \(\lambda(\Sigma)\) is uniquely attained at \((0, 1)\): we consider the self-similar evolution of \(\Sigma\) given by \(\Sigma_t = \sqrt{-t} \cdot \Sigma\) for \(t \in (-\infty, 0)\). The first observation is that the monotonicity formula implies that the Gaussian density at minus infinity satisfies
\[
\Theta(\langle \Sigma_t \rangle_{t<0}, \infty) = \lambda(\Sigma).
\]
Since this flow is self-similar, this yields that
\[
\lambda(\Sigma) = F(\Sigma, 0, 1).
\]
Now assume that there is a point \((x_0, t_0) \neq (0, 1)\) such that \(\lambda(\Sigma) = F(\Sigma, x_0, t_0)\). The monotonicity formula then implies that \(\langle \Sigma_t \rangle_{t<0}\) is also self-similarly shrinking with respect to the point \((x_0, t_0 - 1)\). This already yields that \(t_0 = 1\). The monotonicity formula further implies that the entropy is attained on any point along the line containing \(x_0\) and \(0\), and thus \(\Sigma\) has to split as a product \(\Sigma' \times \mathbb{R}\). This contradicts the compactness of \(\Sigma\).

Now consider \(\Sigma'\) given as an exponential normal graph of \(U \in C^\infty(N\Sigma)\). We choose \(\varepsilon_0 > 0\) and assume
\[
(4.10) \quad \|U\|_{C^1} \leq \varepsilon \leq \varepsilon_0.
\]
Note that this implies that for \(\varepsilon_0 = \varepsilon_0(\Sigma) > 0\) sufficiently small, given any \(\eta_0 > 0\), there exists a constant \(\delta_0 = \delta_0(\Sigma, \eta_0) > 0\) such that
\[
(4.11) \quad F(\Sigma', x_0, t_0) \leq 1 + \eta_0
\]
for all \(x_0 \in \mathbb{C}^2\), \(0 < t_0 < \delta_0\). We can choose \(\eta_0 = \frac{1}{4}(\lambda(\Sigma) - 1) > 0\) (as \(\Sigma\) is not a plane). Since the entropy of \(\Sigma\) is uniquely attained at \((0, 1)\), given any \(r > 0\), there exists \(0 < \eta < \eta_0\) such that
\[
F(\Sigma, x_0, t_0) < \lambda(\Sigma) - 3\eta
\]
for all \(|x_0| > r\) and \((t_0 - 1)^2 > r\). Using (4.11), we see that we can thus choose \(\varepsilon\) sufficiently small in (4.10) such that
\[
F(\Sigma', x_0, t_0) < \lambda(\Sigma) - 2\eta
\]
for all \(|x_0| \geq r\) and \((t_0 - 1)^2 \geq r\) and
\[
F(\Sigma', 0, 1) \geq \lambda(\Sigma) - \eta.
\]
We deduce that the entropy of \(\Sigma'\) is attained in the set
\[
\{(x_0, t_0) \in \mathbb{C}^2 \times \mathbb{R}^+ : |x_0| \leq r, (t_0 - 1)^2 \leq r\}.
\]
Applying this to our set-up, we see that for \(s\) small, the entropy \(\lambda(X(s))\) is only attained at (possibly non-unique) points \((x_s, t_s)\) with the property \((x_s, t_s) \to (0, 1)\) as \(s \to 0\). The claimed result then follows directly from Proposition 4.6.

**Corollary 4.8.** The Clifford torus is not a local entropy minimiser, even under Hamiltonian variations.

Given that the Clifford torus is the simplest example of a compact Lagrangian self-shrinker in \(\mathbb{C}^2\), Corollary 4.8 naturally leads one to ask: which Lagrangian self-shrinkers in \(\mathbb{C}^2\) are local minimisers of the entropy under Hamiltonian variations?

**4.3. Flow instability.** With these results in hand, we can now prove our flow instability result.

**Theorem 4.9.** For every \(\varepsilon > 0\) and \(k \in \mathbb{N}\), there exists a compact embedded Lagrangian torus \(L'\), Hamiltonian isotopic and \(\varepsilon\)-close in \(C^k\) to the Clifford torus \(L\), such that Lagrangian mean curvature flow starting at \(L'\) develops a first finite-time singularity whose blow-up is not \(A \cdot L\) for any \(A \in U(2)\). Hence, the rescaled Lagrangian mean curvature flow starting at \(L'\) does not converge to the Clifford torus.

**Proof.** We can choose \(L' = L_{A_s}\) for some \(s\) sufficiently small to ensure it is \(\varepsilon\)-close in \(C^k\) to \(L\). The entropy \(\lambda(X(s))\) is strictly less than the entropy of \(L\) and the entropy is non-increasing under the Lagrangian mean curvature flow (or the rescaled flow) by Lemma 2.3. Hence, the rescaled flow cannot converge to any member of the \(U(2)\)-orbit of \(L\).

Theorem 4.9 yields the following interesting corollary, which is surprising given the local stability results in Lemma 4.2 and Theorem 4.3. In particular, even though the Clifford torus is locally volume minimizing under Hamiltonian variations, it is unstable under Lagrangian mean curvature flow under such perturbations. This is counter to one’s intuition concerning gradient flows, and points to a lack of the expected coercivity of the volume functional in this situation.
**Corollary 4.10.** The Clifford torus is Hamiltonian unstable for arbitrarily small deformations under Lagrangian mean curvature flow.

It is worth noting that the work in [14] implies that we can find $L'$ Hamiltonian isotopic to $L$ as in Theorem 4.9 which is arbitrarily $C^0$-close, but not $C^1$-close. The fact that $L'$ given in [14] is not $C^1$-close to $L$ is not a technicality, but rather an essential consequence of the construction of $L'$. Hence, Theorem 4.9 strengthens the results of [14] in this instance.

The family $L_{A_s}$ we chose in the proof of Theorem 4.9 is, up to unitary transformation, the same family considered in [8, Section 4] and [12, Theorem C]. The latter implies the following.

**Theorem 4.11.** For $s$ sufficiently large, Lagrangian mean curvature flow starting at $L_{A_s}$ will develop a first finite-time Type II singularity at the origin, whose blow-up is a transverse pair of special Lagrangian planes with the same Lagrangian angle.

This shows Hamiltonian instability of the Clifford torus for large deformations (i.e. large $s$), but we have now shown it is true for any sufficiently small deformation (so small $s$). It is reasonable to ask whether the same behaviour as in Theorem 4.11 occurs for Lagrangian mean curvature flow starting at $L_{A_s}$ for any $s \geq 0$. Since $L_{A_s}$ is monotone, by the theory in [12], it should be enough to show that the first singularity of the flow starting at $L_{A_s}$ is before time $\cosh 2s$. This is equivalent to saying that the flow starting at $\frac{1}{\cosh 2s} L_{A_s}$ becomes singular before time 1, which is when the Clifford torus (and any self-shrinker satisfying (2.1)) shrinks to a point.

**4.4. Stability.** In contrast to our instability results we can prove a stability result for the Clifford torus as follows, which utilises our local uniqueness result we shall prove later.

**Theorem 4.12.** Let $L'$ be a compact embedded Lagrangian in $S^3(2)$, Hamiltonian isotopic to the Clifford torus $L$. If $L'$ is sufficiently close to $L$, then $L'$ has a first finite-time Type I singularity at the origin at time 1 and the rescaled Lagrangian mean curvature flow starting at $L'$ converges to $L$, up to some unitary transformation.

**Proof.** For any Lagrangian $L'$ in $S^3(2)$ with position vector $X'$, we see that

$$4\pi e F(X', 0, 1) = \text{Vol}(L').$$

By Theorem 4.3, we therefore know that for any $L'$ as in the statement we have that

$$(4.12) \quad 4\pi e F(X', 0, 1) = \text{Vol}(L') \geq \text{Vol}(L) = 4\pi F(X, 0, 1).$$

We can also deduce this result directly from our own calculations.

By the work in [4], we know that $L'$ is a torus foliated by Hopf circles, so we can write

$$L' = \left\{ e^{i(\theta_1 + \theta_2)} \gamma(\theta_1 - \theta_2) : \theta_1, \theta_2 \in \mathbb{R} \right\}$$

for some curve $\gamma(\theta_1 - \theta_2)$ in $S^2(2)$. In the case of $L$, we have that

$$\gamma(\theta_1 - \theta_2) = \sqrt{2} \left( e^{i(\frac{\theta_1 - \theta_2}{2})}, e^{-i(\frac{\theta_1 - \theta_2}{2})} \right).$$

Therefore, the variation vector field of any Hamiltonian isotopy at $L$ is given by $J\nabla f$ where $f = f(\theta_1 - \theta_2)$. The Hamiltonian vector fields $V$ on $L$ for which $\langle V, (\Delta_L^1 - 1)V \rangle \leq 0$ are given in Lemmas 3.2 and 3.3. We see immediately that the only such $V$ of the form $J\nabla f$...
where \( f \) is a function of \( \theta_1 - \theta_2 \) are \( Y_1^\perp \) and \( Y_2^\perp \) which generate unitary transformations. Thus the second variation of \( F \) at \( (X, 0, 1) \) is non-negative for Hamiltonian variations within \( S^3(2) \) and the directions for which the second variation vanishes are given by unitary transformations, under which the \( F \)-functional is constant. We therefore have that (4.12) holds as claimed.

We now consider the maximal smooth evolution \((L'_t)_{0 \leq t < T}\) of \( L'_0 \) by (Lagrangian) mean curvature flow. We first recall that also for mean curvature flow of higher codimension, more precisely for mean curvature flow of \( k \)-dimensional surfaces in \( \mathbb{R}^n \), spheres with radius \( R(t) = \sqrt{R^2 - 2kt} \) act as barriers both from the inside and from the outside. Applied to the present set-up this implies that \( L'_t \subseteq S^3(2) \) for all \( 0 \leq t < T \). Note further that since Lagrangian mean curvature flow preserves the Maslov class \([d\theta']\) of \( L' \) and the class of the Liouville form of \( L'_t \) satisfies

\[
[\lambda_0'] = 2(1 - t)[d\theta']
\]

by [12, Lemma 2.1], we have that \( L'_t \) remains Hamiltonian isotopic to \( L_t \) where \((L_t)_{0 \leq t < 1}\) is the self-similar evolution of the Clifford torus.

We consider the rescaled flow

\[
\tilde{L}'_t = \frac{1}{\sqrt{1 - t}} L'_t \subseteq S^3(2),
\]

where \( \tau = -\log(1 - t) \), and let \( \tilde{X}'_t \) denotes its position vector in \( \mathbb{C}^2 \). Note that this rescaling yields \( \tilde{L}_\tau = L \). We now consider Huisken’s rescaled monotone quantity:

\[
\mathcal{E}(\tilde{L}'_t) = \frac{1}{4\pi} \int_{\tilde{L}'_t} \exp\left(-\frac{|\tilde{X}'_t|^2}{4}\right) \text{vol}\tilde{L}'_t = \frac{1}{4\pi e} \text{Vol}(\tilde{L}'_t),
\]

which is decreasing in \( \tau \). Furthermore, by (4.12), we have

\[
\mathcal{E}(\tilde{L}'_t) \geq \mathcal{E}(L) = \frac{2\pi}{e}.
\]

The remaining argument is now a direct application of the Łojasiewicz-Simon inequality as in [17], which we now outline.

We assume that \( L' \) can be written as a normal exponential graph over \( L \), given by \( V \in C^\infty(NL) \). Then we can write, at least for \( \tau \) sufficiently small, \( \tilde{L}'_t \) as normal exponential graphs over \( L \), given by \( V(\tau) \in C^\infty(NL) \).

Let \( 0 < \varepsilon < \frac{\sigma_0}{2} \) be chosen later, and assume that

\[
\|V(0)\|_{C^{2,\alpha}} < \varepsilon.
\]

We consider the set

\[
S := \{ \tau > 0 : \|V(s)\|_{C^{2,\alpha}} \leq \sigma_0 \text{ for all } s \in [0, \tau) \}.
\]

We aim to show that for \( \varepsilon \) sufficiently small and \( \sigma_0 \) chosen suitably \( S = [0, \infty) \).

Note that for \( \sigma_0 \) sufficiently small, since \( \varepsilon < \frac{\sigma_0}{2} \), there exists a \( \delta > 0 \), independent of \( \varepsilon \) such that \((0, 2\delta] \subseteq S \). By higher interior estimates, see for example [19], there exists \( C_0 > 0 \) such that for all \( \varepsilon \in (0, \frac{\sigma_0}{2}) \) we have

\[
\|V(\tau)\|_{C^{3,\alpha}} \leq C_0
\]

for all \( \tau \in S \) with \( \tau \geq \delta \).
We write $E(V(\tau)) = E(L')$ and $E(0) = E(L)$. For $\sigma_0$ sufficiently small, depending only on $L$, we have by [17, Lemma 3.1] that there exist $\theta \in (0, \frac{1}{2})$ and $C_1 = C_1(L)$ such that

$$(4.14) \quad \sup_{\tau \in [\tau_1, \tau_2]} \|V(\tau) - V(\tau_1)\|_{L^2} \leq C_1 (E(V(\tau_1)) - E(0))^\theta$$

for all $\tau_1, \tau_2 \in S$, $\tau_1 < \tau_2$. We now fix $\sigma_0$ accordingly so that estimate (4.14) holds. Note that $E(V(0)) \rightarrow E(0)$ as $\varepsilon \rightarrow 0$. This implies that

$$\|V(\tau)\|_{L^2} \leq \|V(0)\|_{L^2} + C_1 (E(V(0)) - E(0))^\theta$$

for all $\tau \in S$. Interpolating the $C^{3,\alpha}$-norm between the $L^2$-norm and the $C^{3,\alpha}$-norm and using (4.13), we see that for $\varepsilon$ sufficiently small we have

$$\|V(\tau)\|_{C^{2,\alpha}} \leq \frac{3}{4} \sigma_0$$

for all $\tau \in S$ with $\tau \geq \delta$, and thus $S = [0, \infty)$ as desired.

The monotonicity formula then implies that there is a sequence $\tau_i \rightarrow \infty$ such that $L'_{\tau_i}$ converges smoothly to a self-shrinker $L''$ which is a small $C^{2,\alpha}$ normal graph of, say, $V''$ over $L$.

By the Łojasievicz–Simon inequality we have that $E(L'') = E(L)$ and thus by the monotonicity of $E(V(\tau))$, $E(V(\tau)) \rightarrow E(0)$ as $\tau \rightarrow \infty$. Thus by (4.14) we have that $V(\tau)$ is a Cauchy sequence in $L^2(NL)$ and the sequence converges to $V''$.

By the local uniqueness of the Clifford torus, Theorem 5.6, we have that $L'' = A \cdot L$ for some $A \in U(2)$ and the whole sequence converges. As an alternative to using Theorem 5.6 below, we may observe that the argument thus far implies that $L''$ must be a minimal Lagrangian torus contained in $S^3(2)$, which is embedded as it is a small $C^{2,\alpha}$ graph over $L$. Hence, $L''$ is $L$ up to a unitary transformation by the proof of the Lawson Conjecture [3].

We should be clear that Theorem 4.12 actually holds without the additional assumption that $L'$ is close to $L$, as stated in Theorem 4.15 below. This follows from the work in [4], as we shall now explain. However, we wanted to illustrate here in the proof of Theorem 4.12 an alternative approach for obtaining an (albeit weaker) stability result for the Clifford torus, which may be applicable in other contexts where the special techniques implemented in [4] may not be valid.

To relate Theorem 4.12 to work in [4], we require the following result in curve shortening flow (cf. [4, 7]), which is interesting in its own right.

**Theorem 4.13.** Let $\gamma_0$ be a simple closed curve in $S^2$ and let $\gamma_t$ be the evolution of $\gamma_0$ under curve shortening flow in $S^2$. Then the following are equivalent:

(a) $\gamma_0$ is Hamiltonian isotopic to an equator in $S^2$.
(b) $\gamma_0$ divides $S^2$ into two regions of equal area.
(c) $\gamma_t$ divides $S^2$ into two regions of equal area for all $t$.
(d) $\gamma_t$ exists for all time and converges to an equator in $S^2$.

**Proof.** By definition, Hamiltonian isotopies in $S^2$ preserve area (as the symplectic form on $S^2$ is the area form), so if $\gamma_0$ is Hamiltonian isotopic to an equator, it divides $S^2$ into two regions of equal area. Therefore, (a) implies (b).
By [4, Lemma 3.2], $\gamma_0$ divides $S^2$ into two regions of equal area if and only if $\gamma_t$ does for each $t$. Therefore, (b) is equivalent to (c). Moreover, the proof of [4, Corollary 3.3] states that (b) is equivalent to (d). Therefore, we need only show that $\gamma_t$ is a Hamiltonian isotopy to show that (d) implies (a) and thus complete the proof.

At every time $t$, we know that $\gamma_t$ is a simple closed curve and divides $S^2$ into two regions of equal area (using here that $S^2$ has curvature 1 and so its area is $4\pi$). Choose one of these regions $\mathcal{U}_t$ for each $t$. By Gauss–Bonnet,

$$\int_{\mathcal{U}_t} dA + \int_{\gamma_t} \kappa_t = 2\pi \chi(\mathcal{U}_t),$$

where $\kappa_t$ is the curvature of $\gamma_t$. Since the area of $\mathcal{U}_t$ is $2\pi$ and the Euler characteristic $\chi(\mathcal{U}_t) = 1$ we have that

$$\int_{\gamma_t} \kappa_t = 0$$

for all $t$. Hence, $\kappa_t$ is exact for each $t$, and thus the curve shortening flow $\gamma_t$ is indeed a Hamiltonian isotopy as desired.

We now make the following observation.

**Lemma 4.14.** A compact embedded orientable Lagrangian $L'$ in $S^3(2)$ is Hamiltonian isotopic to the Clifford torus $L$ if and only if $L'$ divides $S^3(2)$ into two regions of equal volume.

**Proof.** In [4, Proposition 2.1], it is shown that any embedded Lagrangian torus in $S^3$ descends via the Hopf fibration $\pi: S^3 \rightarrow S^2$ to a simple closed curve on $S^2$. We review and extend this argument to show that we can translate the stated claim to one involving curves on $S^2$.

Let $L' = L_0$ and $L = L_1$ be Hamiltonian isotopic through Lagrangian tori $L_s \subset S^3(2)$, $s \in [0, 1]$, and let $\tilde{f}_s : L_s \rightarrow \mathbb{R}$ be smooth Hamiltonian functions generating the isotopy. Let $N$ denote the normal vector field to $S^3(2) \subset \mathbb{C}^2$. Since $L_s$ is Lagrangian, $JN$ is tangent to $L_s$. The integral curves of $JN$ are the Hopf circles, so $L_s$ must be foliated by such circles, and hence $\pi(L_s) = \gamma_s \subset S^2$ is a closed curve. We also see that $L_s$ is embedded if and only if $\gamma_s$ is simple. Furthermore, as $J \nabla \tilde{f}_s$ is tangent to $S^3(2)$, we have that

$$\langle \nabla \tilde{f}_s, JN \rangle = -(J \nabla \tilde{f}_s, N) = 0$$

and so $\tilde{f}_s$ is constant along the Hopf fibres. Thus, the $\tilde{f}_s$ descend to Hamiltonian functions $f_s : \gamma_s \rightarrow \mathbb{R}$. Conversely, given Hamiltonian functions $f_s$ generating an isotopy $\gamma_s$, we can lift $\gamma_s$ to a Hamiltonian isotopy $L_s$ by extending each $f_s$ to a function $\tilde{f}_s$ constant along each Hopf fibre. In conclusion, we have a one-to-one correspondence between Hamiltonian isotopies of Lagrangian tori in $S^3(2)$ and of closed curves in $S^2$.

Moreover, one may easily see, as in [4], that given any embedded Lagrangian torus $L'$ in $S^3(2)$, the ratio of the volumes of the two regions of $S^3(2)$ determined by $L'$ is equal to the ratio of the areas of the two regions of $S^2$ determined by the simple closed curve $\pi(L')$.

The result then follows from Theorem 4.13.

With this result in hand, we can re-cast the main results of [4] as follows, which thus shows that Theorem 4.12 is a special case of their work.
Theorem 4.15. Let $L'$ be a compact embedded orientable Lagrangian in $S^3(2)$.

(a) If $L'$ is Hamiltonian isotopic to the Clifford torus $L$, then Lagrangian mean curvature flow starting at $L'$ has a first finite-time Type I singularity at the origin, and the rescaled flow converges to $L$, up to a unitary transformation.

(b) If $L'$ is not Hamiltonian isotopic to $L$, then Lagrangian mean curvature flow starting at $L'$ has a first finite-time Type I singularity along a circle, and the rescaled flow converges to a cylinder $S^1 \times \mathbb{R}$ in some $\mathbb{R}^3 \subseteq \mathbb{C}^2$.

We should note that the rescaling in (b) considered in [4] is not the standard rescaling, but it is equivalent to the standard one and so the result holds as stated. It is perhaps interesting to observe that the entropy of the cylinder is

$$\lambda(S^1 \times \mathbb{R}) = \sqrt{\frac{2\pi}{e}} = 1.520 \ldots,$$

which is less than 2 (the entropy of two planes) and less than the entropy of the Clifford torus.

We also observe the following corollary, which is also known by Lemma 4.14 and the study of the isoperimetric problem in 3-dimensional space forms in [16], for example.

Corollary 4.16. The Clifford torus $L$ is the unique volume (and thus entropy) minimiser amongst Lagrangians in $S^3(2)$ Hamiltonian isotopic to $L$, up to unitary transformations.

Proof. By Theorem 4.15 any Lagrangian $L'$ Hamiltonian isotopic to the Clifford torus $L$ will under the rescaled mean curvature flow converge to $L$, up to some unitary transformation. Since the entropy is non-increasing along the flow, we know that $\lambda(X') \geq \lambda(X)$ (and hence $\text{Vol}(L') \geq \text{Vol}(L)$). We also know that the entropy is constant if and only if the flow is self-similar, but then $L'$ must be $L$ up to a unitary transformation. $\square$

5. Local uniqueness

We now wish to move away from the purely Lagrangian setting and discuss the local uniqueness of the Clifford torus as a self-shrinker for mean curvature flow. This is not straightforward since there is a kernel for the linearisation for the self-shrinker equation which is larger than we would expect: i.e. it does not just consist of infinitesimal rigid motions. Therefore, we must show the remaining infinitesimal deformations are genuinely obstructed to deduce local uniqueness.

5.1. The self-shrinker equation. We start by observing that any compact embedded submanifold which is a graph over the Clifford torus can be written as the image of an immersion

$$X_V = X + V : S^1 \times S^1 \to \mathbb{C}^2,$$

where $V$ is a normal vector field on the Clifford torus $L$, which is the image of $X$. Moreover, the graph of $V$ must lie in a $C^1$-neighbourhood $\mathcal{U}$ of the zero section in the normal bundle $NL$ (where we omit the inclusion of the pullback of this bundle to $S^1 \times S^1$ for simplicity). We therefore denote the image of $X_V$ by $L_V$ for $V \in C^1(\mathcal{U})$, where the notation means
$C^1$-sections of $NL$ whose graph lies in $U$, and we use similar notation for sections of other Banach spaces. We also let $T$ denote the tubular neighbourhood of $L$ given by applying the exponential map to $U$. We know that $L_V$ is a self-shrinker with space-time centre at $(x_0, t_0) = (0, 1) \in \mathbb{C}^2 \times \mathbb{R}^+$ if and only if (2.1) is satisfied. We can equivalently say that $C^1$-close self-shrinkers $L_V$ are characterised as zeros of the functional

$$S : C^{2, \alpha}(U) \to C^{0, \alpha}(NL),$$

$$S(V) = -X^*_V \left( H(X + V) + \frac{(X + V)^\perp}{2} \right)^\perp.$$  

Here, $H(X + V)$ is the mean curvature vector of $L_V$ and $^\perp$ denote the orthogonal projections on $NL_V$ and $NL$ (again abusing notation and omitting pullbacks). Since $L_V$ is a normal graph over $L$, the projection of the vector in brackets in (5.1) onto $NL$ will vanish if and only if the vector vanishes. Moreover, we need only consider $V$ in $C^{2, \alpha}$ since if the self-shrinker equation is satisfied then $V$ will necessarily be smooth.

5.2. Rotations. We know that the action of rotations preserves condition (2.1). To deal with this, recall the normal vector fields $Y_j^\perp$ on $L$ for $j = 1, 2, 3, 4$ given in (3.6), (3.7) and (3.17). Define

$$\pi_y : C^{2, \alpha}(NL) \to Y = \text{Span}\{Y_1^\perp, Y_2^\perp, Y_3^\perp, Y_4^\perp\}$$

(5.2) to be $L^2$-orthogonal projection.

Lemma 5.1. Making $U$ smaller if necessary, for any sufficiently $C^1$-close submanifold $L'$ to $L$ there exist $A \in \text{SO}(4)$ and $V \in C^1(U) \cap \text{Ker } \pi_y$ such that $A \cdot L' = L_V$. Moreover, $A$ is unique up to the action of $U(1)^2$ preserving $L$.

Proof. This is a direct application of the slice theorem for Lie group actions by diffeomorphisms.

This yields a description of self-shrinkers satisfying (2.1) which are close to $L$, modulo the action of rotations.

Lemma 5.2. Up to the action of rotations, sufficiently $C^1$-close self-shrinkers to $L$ are uniquely determined by zeros of the functional

$$S_0 : C^{2, \alpha}(U) \cap \text{Ker } \pi_y \to C^{0, \alpha}(NL),$$

$$S_0(V) = -X^*_V \left( H(X + V) + \frac{(X + V)^\perp}{2} \right)^\perp,$$

where $\pi_y$ is given in (5.2). The linearisation of $S_0$ at 0 is given by

$$\mathcal{L}_0 = \Delta_L^\perp - 1 : \text{Ker } \pi_y \to C^{0, \alpha}(NL).$$

Hence,

$$S_0(V) = (\Delta_L^\perp - 1)V + Q_0(V)$$

for some smooth functional $Q_0$ whose value and first derivatives at 0 vanish. Moreover, the
kernel of $\mathcal{L}_0$ is given by
\[ \mathcal{K} = \text{Ker } \mathcal{L}_0 = \text{Span}\{V^\perp_A, V^\perp_B, V^\perp_C, V^\perp_D\}, \]
using the notation of (3.14), (3.15) and (3.18).

**Proof.** If we are given a family $X(s)$ with
\[ X(0) = X, \quad \frac{\partial X(s)}{\partial s} = V(s), \]
then the first variation formula for $F = F(X(s), 0, 1)$ for any $s$ is ([10, Theorem 1])
\[ \frac{\partial F}{\partial s} = -\frac{1}{4\pi} \int_{L(s)} \left( V(s), H(s) + \frac{X(s)}{2} \right)e^{-\frac{|X(s)|^2}{4}} \text{vol}_{L(s)}, \]
where $L(s)$ is the image of $X(s)$, and the rest of the notation should be clear. Differentiating (5.4) with respect to $s$ and setting $s = 0$, we can compare the result to the second variation in Lemma 2.5 and deduce that
\[ \left. -\left( V(0), \frac{\partial}{\partial s} \left( H(s) + \frac{X(s)}{2} \right) \right) \right|_{s=0} = \langle V(0), (\Delta^\perp_L - 1)V(0) \rangle_{L^2}. \]
Thus the linearisation of $\delta_0$ at 0 is as given in (5.3) and the expression for $\delta_0(V)$ is as claimed.

The remainder of the result follows from the discussion at the start of this subsection, Lemmas 3.4 and 5.1. \qed

For convenience later, we let
\[ \pi_\mathcal{K} : C^{2,\alpha}(NL) \to \mathcal{K} = \text{Span}\{V^\perp_A, V^\perp_B, V^\perp_C, V^\perp_D\} \]
denote $L^2$-orthogonal projection onto $\mathcal{K}$.

**5.3. Obstructions.** We see that the linearisation (5.3) of the self-shrinking operator, modulo rotations, still has a kernel, so the Clifford torus does have non-trivial infinitesimal deformations as a self-shrinker. It is therefore not yet clear whether the Clifford torus is locally unique or not. To understand this, we must show that these infinitesimal deformations are obstructed; that is, there are no self-shrinkers generated by them.

Before continuing on, we make some elementary observations that shall be useful later.

**Lemma 5.3.** The following statements hold:

(a) There exists $c_\mathcal{L} > 0$ such that for all $V \in (\text{Ker } \mathcal{L}_0) \perp \subseteq C^{2,\alpha}(NL)$ we have
\[ \|V\|_{C^{2,\alpha}} \leq c_\mathcal{L}\|\mathcal{L}_0(V)\|_{C^{0,\alpha}}. \]

(b) There exists $c_\mathcal{Q} > 0$ such that for all $V, V' \in C^{2,\alpha}(\mathcal{U}_0)$ we have
\[ \|\mathcal{Q}_0(V) - \mathcal{Q}_0(V')\|_{C^{0,\alpha}} \leq c_\mathcal{Q}\|V - V'\|_{C^{2,\alpha}} + \|V\|_{C^{2,\alpha}} + \|V'\|_{C^{2,\alpha}}. \]

**Proof.** Item (a) follows from the ellipticity of $\mathcal{L}_0$. Item (b) is a consequence of the fact that the value and first derivatives of $\mathcal{Q}_0$ vanish at 0. \qed

We study the case of $V_A^\perp$ given in (3.14) in detail as the calculations for all of the other kernel elements is essentially the same. We show that the infinitesimal deformation $V_A^\perp$ is obstructed at cubic order.
Proposition 5.4. For all $s$ sufficiently small, we have that

$$\pi_\mathcal{K} \circ \delta_0(sV^\perp_A) = \frac{s^3}{8} V^\perp_A + O(s^4).$$

Moreover, there exists a constant $\delta > 0$ such that, given any $W \in \text{Ker} \pi_\mathcal{Y} \subseteq C^{2,\alpha}(NL)$ with $\|\pi_\mathcal{K}(W)\|_{C^{2,\alpha}} = O(s^2)$, we have that

$$\|\pi_\mathcal{K} \circ \delta_0(sV^\perp_A + W)\|_{C^{0,\alpha}} \geq \delta s^3.$$

Proof. It is an elementary explicit computation to show that

$$\delta_0(sV^\perp_A) = \mathcal{Q}_0(sV^\perp_A)
= \frac{2s^2(1 + 5 \cos(2\theta_1 + 2\theta_2))}{8} - 19s^3 \cos(3\theta_1 + 3\theta_2)(JX_1 + JX_2)
+ \frac{s^3}{8} V^\perp_A + O(s^4).$$

Therefore, (5.5) holds. For completeness, we briefly describe how we derived (5.7).

The position vector of the graph $L_{sV^\perp_A}$ of $sV^\perp_A$ over $L$ is given by

$$X(s) = X + sV^\perp_A = \sqrt{2}(1 + s \cos(\theta_1 + \theta_2))(e^{i\theta_1}, e^{i\theta_2}).$$

We therefore have tangent vectors

$$X_1(s) = X(s) \left( \frac{\partial}{\partial \theta_1} \right)
= \sqrt{2}(1 + s \cos(\theta_1 + \theta_2))(i e^{i\theta_1}, 0) - \sqrt{2} s \sin(\theta_1 + \theta_2)(e^{i\theta_1}, e^{i\theta_2}),$$

$$X_2(s) = X(s) \left( \frac{\partial}{\partial \theta_2} \right)
= \sqrt{2}(1 + s \cos(\theta_1 + \theta_2))(0, i e^{i\theta_2}) - \sqrt{2} s \sin(\theta_1 + \theta_2)(e^{i\theta_1}, e^{i\theta_2}).$$

Hence, the induced metric on $L_{sV^\perp_A}$ is

$$\left(2 + 3s^2 + 4s \cos(\theta_1 + \theta_2) - s^2 \cos(2\theta_1 + 2\theta_2)\right)(d\theta_1^2 + d\theta_2^2)$$
$$+ 2s^2(1 - \cos(2\theta_1 + 2\theta_2)) d\theta_1 d\theta_2.$$

From this data, it is straightforward to compute $\nabla_{X_1(s)} X_j(s)$ and its projection to the normal bundle of $L_{sV^\perp_A}$, and hence the mean curvature $H(s)$. Explicitly, we see that the determinant of the induced metric is

$$4 + 16s \cos(\theta_1 + \theta_2) + 4s^2(5 + \cos(2\theta_1 + 2\theta_2))$$
$$+ 4s^3(5 \cos(\theta_1 + \theta_2) - \cos(3\theta_1 + 3\theta_2)) + O(s^4),$$

and thus the inverse of the induced metric is

$$\left(\frac{1}{2} - s \cos(\theta_1 + \theta_2) + s^2 \frac{5 + \cos(2\theta_1 + 2\theta_2)}{4}
- s^3 \cos(\theta_1 + \theta_2) + \cos(3\theta_1 + 3\theta_2)\right)(d\theta_1^2 + d\theta_2^2)$$
$$+ \left(s^2 \cos(2\theta_1 + 2\theta_2) - 1 + s^3(\cos(\theta_1 + \theta_2) - \cos(3\theta_1 + 3\theta_2))\right) d\theta_1 d\theta_2 + O(s^4).$$
We also see that
\[
\nabla_{X_1(s)}X_1(s) = -\sqrt{2}(1 + 2s \cos(\theta_1 + \theta_2))e^{i\theta_1}, s \cos(\theta_1 + \theta_2)e^{i\theta_2})
- 2\sqrt{2}s \sin(\theta_1 + \theta_2)(i e^{i\theta_1}, 0),
\]
\[
\nabla_{X_1(s)}X_2(s) = -\sqrt{2}s \cos(\theta_1 + \theta_2)(e^{i\theta_1}, e^{i\theta_2}) - \sqrt{2}s \sin(\theta_1 + \theta_2)(i e^{i\theta_1}, i e^{i\theta_2})
= \nabla_{X_2(s)}X_1(s).
\]
\[
\nabla_{X_2(s)}X_2(s) = -\sqrt{2}(s \cos(\theta_1 + \theta_2)e^{i\theta_1}, (1 + 2s \cos(\theta_1 + \theta_2))e^{i\theta_2})
- 2\sqrt{2}s \sin(\theta_1 + \theta_2)(0, i e^{i\theta_2}).
\]

Therefore, in order to compute the normal projection, we may compute \(\langle \nabla_{X_1(s)}X_j(s), X_k(s) \rangle\), for example
\[
\langle \nabla_{X_1(s)}X_1(s), X_1(s) \rangle = -2s \sin(\theta_1 + \theta_2) + s^2 \sin(2\theta_1 + 2\theta_2),
\]
and thus find the mean curvature \(H(s)\) from the formula
\[
H(s) = g^{ij}(\nabla_{X_1(s)}X_j(s) - g^{kl}(\nabla_{X_1(s)}X_j(s), X_k(s))X_1(s))
= -\frac{\sqrt{2}}{2}(e^{i\theta_1}, e^{i\theta_2}) - \frac{\sqrt{2}^2}{2}((\cos(\theta_1 + \theta_2)(e^{i\theta_1}, e^{i\theta_2}) + 2 \sin(\theta_1 + \theta_2)(i e^{i\theta_1}, i e^{i\theta_2}))
+ \frac{\sqrt{2}^2}{4}(5 + \cos(2\theta_1 + 2\theta_2))(e^{i\theta_1}, e^{i\theta_2})
+ \frac{\sqrt{2}^2}{2}\left(-\frac{5}{4}(\cos(\theta_1 + \theta_2) + 3 \cos(3\theta_1 + 3\theta_2))(e^{i\theta_1}, e^{i\theta_2})
+ \frac{9}{2} \sin(\theta_1 + \theta_2) + \sin(3\theta_1 + 3\theta_2)(i e^{i\theta_1}, i e^{i\theta_2})\right) + O(s^4).
\]

We may also compute the projection of \(X(s)\) to the normal bundle of \(L_{sV_A^+}\), calculating that
\[
\frac{X(s) - g^{ij}(X(s), X_i(s))X_j(s)}{2} = \frac{1}{2}(X(s) - g^{ij}(X(s), X_i(s))X_j(s))
= \frac{\sqrt{2}}{2}(e^{i\theta_1}, e^{i\theta_2}) + \frac{\sqrt{2}^2}{2}((\cos(\theta_1 + \theta_2)(e^{i\theta_1}, e^{i\theta_2}) + 2 \sin(\theta_1 + \theta_2)(i e^{i\theta_1}, i e^{i\theta_2}))
+ \frac{\sqrt{2}^2}{4}(5 + \cos(2\theta_1 + 2\theta_2) - 1)(e^{i\theta_1}, e^{i\theta_2})
+ \frac{\sqrt{2}^2}{2}\left((-\cos(\theta_1 + \theta_2) - 3 \cos(3\theta_1 + 3\theta_2))(e^{i\theta_1}, e^{i\theta_2})
+ 2(\sin(3\theta_1 + 3\theta_2) - 3 \sin(\theta_1 + \theta_2))(i e^{i\theta_1}, i e^{i\theta_2})\right) + O(s^4).
\]

Hence, we have an explicit formula for \(H(s) + \frac{X(s) - g^{ij}(X(s), X_i(s))X_j(s)}{2}\), which we can then project to the normal bundle of \(L\) (after translation, which is elementary since we have written \(L_{sV_A^+}\) as an exponential normal graph). This gives us formula (5.7).

Now, given any \(W \in \text{Ker} \pi_0\) we can write it uniquely as \(W = U' + W'\), where \(U' \in \mathcal{K}\) and \(W' \in (\text{Ker} \mathcal{L}_0)^\perp\). We then have that
\[
\delta_0(sV_A^+ + W) = \mathcal{L}_0(W') + \mathcal{Q}_0(sV_A^+ + W)
= \mathcal{L}_0(W') + \mathcal{Q}_0(sV_A^+) + \mathcal{Q}_0(sV_A^+ + W) - \mathcal{Q}_0(sV_A^+).\]
We know by Lemma 5.3 that
\[
\|\mathcal{L}_0(W')\|_{C^{0,\alpha}} \geq \frac{1}{c_L} \|W'\|_{C^{2,\alpha}} ,
\]
\[
\|Q_0(sV_A^\perp + W) - Q_0(sV_A^\perp)\|_{C^{0,\alpha}} \leq cQ \|W\|_{C^{2,\alpha}} (\|sV_A^\perp + W\|_{C^{2,\alpha}} + \|sV_A^\perp\|_{C^{2,\alpha}}).
\]
We first assume that, given \(s_0 > 0\) and \(\epsilon_0 > 0\), we have \(\|W\|_{C^{2,\alpha}} \geq \epsilon_0 s\) for some 0 \(\leq |s| \leq s_0\). Since \(\|U'\|_{C^{2,\alpha}} = O(s^2)\) by assumption, we can make \(s_0\) and \(U_0\) smaller if necessary to conclude from (5.7) that
\[
\|\delta_0(sV_A^\perp + W)\|_{C^{0,\alpha}} \geq \delta s
\]
for some constant \(\delta = \delta(\epsilon_0) > 0\), and thus (5.6) holds.

We therefore now assume that \(\|W\|_{C^{2,\alpha}} \leq \epsilon_0 s\) and 0 \(\leq |s| \leq s_0\). This implies
\[
\|Q_0(sV_A^\perp + W) - Q_0(sV_A^\perp)\|_{C^{0,\alpha}} \leq C\epsilon_0 s^2 .
\]
As \(\mathcal{L}_0\) is self-adjoint, we know that \((\text{Im} \mathcal{L}_0)^\perp = \text{Ker} \mathcal{L}_0 = K\). Hence,
\[
\mathcal{L}_0(W') + Q_0(sV_A^\perp) - \pi_K \circ Q_0(sV_A^\perp)
\]
is orthogonal to \(K\) and, by (5.7), we know that
\[
\|\mathcal{L}_0(W') + Q_0(sV_A^\perp) - \pi_K \circ Q_0(sV_A^\perp)\|_{C^{0,\alpha}} \geq \delta' s^2
\]
for some \(\delta' = \delta'(\epsilon_0) > 0\), unless
\[
\|\mathcal{L}_0(W') + \frac{s^2}{4}(1 + 5 \cos(2\theta_1 + 2\theta_2))(JX_1 + JX_2)\|_{C^{0,\alpha}} \leq C\epsilon_0 s^2 ,
\]
which is equivalent to
\[
\|W' - \frac{s^2}{12}(3 - 5 \cos(2\theta_1 + 2\theta_2))(JX_1 + JX_2)\|_{C^{2,\alpha}} \leq C\epsilon_0 s^2 .
\]
Therefore, if (5.10) does not hold, we can deduce from (5.5), (5.8) and (5.9) that
\[
\|\delta_0(sV_A^\perp + W)\|_{C^{0,\alpha}} \geq \delta'' s^2
\]
for some constant \(\delta'' = \delta''(\epsilon_0) > 0\), and thus again (5.6) holds.

So, finally, we now assume that \(W'\) satisfies (5.10). With this choice of \(W'\) and writing
\[
U' = s^2(aV_A^\perp + bV_B^\perp + cV_C^\perp + dV_D^\perp) + o(s^2)
\]
for some \(a, b, c, d \in \mathbb{R}\), we can explicitly estimate
\[
\|\pi_K \circ \delta_0(sV_A^\perp + U' + W') - \pi_K \circ \delta_0(sV_A^\perp)\|_{C^{0,\alpha}} \leq C\epsilon_0 s^3 .
\]
Thus we can fix \(\epsilon_0\) sufficiently small such that (5.5) implies (5.6).

We now show that the analogue of Proposition 5.4 holds for any infinitesimal deformation of \(L\) as a self-shrinker which does not generate a rigid motion; i.e. it is obstructed at cubic order.

**Proposition 5.5.** There exists \(\delta > 0\) and \(s_0 > 0\) such that for all \(s \in (-s_0, s_0)\) the following holds. Given any \(U \in \text{Ker} \mathcal{L}_0\) with \(\|U\|_{C^{2,\alpha}} = 1\), and \(W \in \text{Ker} \pi_Y \subseteq C^{2,\alpha}(NL)\) with \(\|\pi_K(W)\|_{C^{2,\alpha}} = O(s^2)\) such that \(sU + W \in C^{2,\alpha}(U_0)\), we have
\[
\|\pi_K \circ \delta_0(sU + W)\|_{C^{0,\alpha}} \geq \delta s^3 .
\]
Proof. Let \( a, b, c, d \in \mathbb{R} \) and let
\[
U = aV_A^\perp + bV_B^\perp + cV_C^\perp + dV_D^\perp.
\]
We may then explicitly compute, as we did for \( V_A^\perp \) in the proof of Proposition 5.4 above (i.e. the case \((a, b, c, d) = (1, 0, 0, 0)\)) that
\[
\pi_K \circ \delta_0(sU) = \frac{s^3}{8}(a^2 + b^2 + 18c^2 + 18d^2)(aV_A^\perp + bV_B^\perp)
+ \frac{s^3}{8}(18a^2 + 18b^2 + c^2 + d^2)(cV_C^\perp + dV_D^\perp) + O(s^4).
\]
In particular, we see that if \( \|U\|_{C^{2,\alpha}} = 1 \), then there exists a constant \( \delta > 0 \) such that
\[
\|\pi_K \circ \delta_0(sU)\|_{C^{0,\alpha}} \geq \delta s^3
\]
for all \( s \) sufficiently small.

The rest of the proof now follows just as for Proposition 5.4. \( \square \)

5.4. Main result. We now have all of the ingredients necessary to prove our local uniqueness result for the Clifford torus. We consider here self-shrinkers with arbitrary space-time centres \((x_0, t_0) \in \mathbb{C}^2 \times \mathbb{R}^+\), i.e. satisfying (2.10).

Theorem 5.6. Any 2-dimensional compact embedded self-shrinker in \( \mathbb{C}^2 \) which is sufficiently \( C^{2,\alpha} \)-close to the Clifford torus \( L \) is, up to some translation, dilation and rotation, equal to \( L \).

Proof. Assume first that we have a sequence of self-shrinkers \( L^j \) with centers \((x^j_0, t^j_0)\) converging in \( C^{2,\alpha} \) to \( L \). Then \((x^j_0, t^j_0) \to (0, 1)\) and the shrinkers \( \bar{L}^j = (t^j_0)^{-\frac{1}{2}}(L^j - x^j_0) \) also converge in \( C^{2,\alpha} \) to \( L \). It is thus sufficient to replace the sequence \( L^j \) by the sequence of self-shrinkers \( \bar{L}^j \), which have centres at \((0, 1)\).

To show that for large enough \( j \), we have that up to a rotation \( L^j = L \), we know by Lemma 5.2 that we must show that the only solution to \( \delta_0(V) = 0 \) for \( \|V\|_{C^{2,\alpha}} \) sufficiently small is \( V = 0 \).

Any \( V \in C^{2,\alpha} (\mathcal{U}_0) \cap \text{Ker} \pi_Y \) can be written uniquely as \( V = U + W \), where \( U \in \text{Ker} \mathcal{L}_0 \) and \( W \in (\text{Ker} \mathcal{L}_0)^\perp \). We see from Proposition 5.5 that, potentially making \( \mathcal{U}_0 \) smaller if necessary, we have that for \( \delta_0(U + W) \) to vanish we must have \( U = 0 \), so \( V = W \in (\text{Ker} \mathcal{L}_0)^\perp \).

Now, \( \delta_0(V) = 0 \) is equivalent to
\[
(5.11) \quad \mathcal{L}_0(V) = -Q_0(V).
\]
By Lemma 5.3 we have that
\[
(5.12) \quad \|V\|_{C^{2,\alpha}} \leq c_L \|\mathcal{L}_0(V)\|_{C^{0,\alpha}} \quad \text{and} \quad \|Q_0(V)\|_{C^{0,\alpha}} \leq c_Q \|V\|_{C^{2,\alpha}}^2.
\]
Putting together (5.11) and (5.12) gives that
\[
(5.13) \quad \|V\|_{C^{2,\alpha}} \leq c_L c_Q \|V\|_{C^{2,\alpha}}^2.
\]
Hence, if
\[
\|V\|_{C^{2,\alpha}} < \frac{1}{c_L c_Q},
\]
we deduce from (5.13) that \( V = 0 \), from which the result follows. \( \square \)
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