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Abstract
Disaster responses are political. But can citizens make useful disaster decisions? Potential obstacles are that such decisions are complex, involve public goods, and often affect other people. Theories of political decision-making disagree on whether these problems can be overcome. We used experimental economic games that simulate disaster to test whether people are willing and able to prevent disasters for others. Groups of players face a complex task in which options that might help vary in their riskiness. Importantly, although all options are reasonable, which option is most useful depends on the experimental condition. We find that players will pay to help, can identify which option is most useful across experimental conditions, and will pay to learn how best to help. Thus, players were able to make useful and costly decisions to prevent others from experiencing disaster. This suggests that, in at least some situations, citizens may be able to make good disaster decisions.
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Preventing and mitigating disasters depends on choices made by citizens as individuals and through politics. Consider wearing face masks during the pandemic of the
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novel coronavirus causing COVID-19. First, it’s a complex question of when, where, and by whom masks are best worn (Sunjaya & Jenkins, 2020). Second, standard masks worn by the public are generally thought to mostly protect others (Sousa-Pinto et al., 2020). Third, mask wearing is a public good. If one individual abstains from mask wearing (for instance, to avoid the discomfort), the collective impacts are probably negligible; yet if everyone abstains, the virus will spread more easily (Zhang et al., 2020)—in a public good, individual rationality creates collective inefficiency.

This trio of complexity, affecting others, and being a public good is why, in part, disasters require politics to coordinate effective prevention efforts. But can citizens collectively make good disaster decisions? We complement existing observational work on disaster politics by using economic game experiments to study this question. Economic games allow us to simulate disaster prevention in a way that is fully controlled, transparent, and involves real monetary stakes. In our games, we test whether players can contribute effectively as a group to prevent a complex disaster that only affects others. If they fail to prevent the disaster, the other group loses all of their earnings. Importantly, the best way to help is not obvious, but requires choosing among multiple options, all of which are reasonable but only one of which is best. Will citizens collectively identify the best solution and be willing to pay to implement it?

The Political Nature of Disasters

A variety of disasters are characterized by complexity, public goods, or making decisions that affect others. Consider greenhouse gas emissions and climate change. One complexity is determining which approaches will sufficiently reduce emissions while minimizing negative effects on the global economy (e.g., perhaps some mixture of carbon pricing, carbon caps, and technological approaches) (IPCC, 2014). Another complexity is how to divide current responsibility between historically high and low emitters. Climate change is also a global social dilemma because any given country need do nothing if most others make significant sacrifices. Finally, the people making the decisions are not always those who will be most affected; rich countries and current generations will determine responses to climate change, but poor countries and future generations will be most affected.

Or consider disasters like hurricanes, wildfires, and coastal flooding, which open difficult questions about how to prepare and evacuate. Sometimes, preparing helps a person reduce their own risk of injury (FEMA, 2004; Paton, 2003). But sometimes preparing is a public good, providing benefits for others. When hurricanes approach the coast, at-risk communities are asked to evacuate, while others are encouraged to shelter in place. But if low-risk people “shadow” evacuate anyway, they increase traffic, slow down evacuation, and raise everyone’s risk (Stein et al., 2014). Shadow evacuations still occur because preparing to shelter in place is so complex: What supplies and food will you need? What will you do if the power goes out? People’s concerns about their own risks often drive preparedness and evacuation behavior (Drabek, 1983; Lindell & Perry, 2012; Mileti & Sorensen, 1987; Van Der Pligt,
1998). But this leaves open the question of whether people are also willing and able to make these decisions to help others.

**How Will People Decide for Others?**

Theories diverge on whether citizens will be motivated and able to make effective choices to help others. At least since the classic work of Downs (1957), some theories have assumed that people are self-interested and, for instance, will prefer policies that give them the most money or cost them least in taxes. It does not bode well for disaster politics if most citizens are self-interested. First, when a disaster affects others, unaffected citizens should not bother to gather or think about relevant information on how to help, nor sacrifice to put any decision into action. Second, complexity will exacerbate this problem; a self-interested citizen should be even less willing to pay the cognitive costs to unravel a complex problem. Third, even if a citizen has some personal stake in disaster prevention, if the disaster is a public good, it could still be individually reasonable for a self-interested citizen to do nothing. Self-interested citizens are unlikely to do a good job making costly and complex disaster decisions on behalf of others.

Other theories assume that for many people political activity is not instrumentally selfish, but motivated by social preferences or sociotropic goals (Fowler & Kam, 2007; Hamlin & Jennings, 2011; Kinder & Kiewiet, 1981). For instance, the *mere act of giving* might create a “warm glow” (Andreoni, 1995). Or, people might be motivated to be *seen* by themselves or others as making the ethical choice (Feddersen et al., 2009). Another possibility—which is our focus—is that people are motivated to be instrumentally beneficial, meaning they care whether their choices actually help others (Dawes et al., 2015; Del Ponte et al., 2021; Edlin et al., 2007; Fowler & Kam, 2007). If citizens care about how political and economic decisions affect others, their calculus changes (Bolsen et al., 2014; Edlin et al., 2007). Studies find that social preferences predict voting (Fowler, 2006), political activity (Dawes et al., 2015), helping or spiting political parties (Del Ponte et al., 2021), and supporting social welfare programs (Gilens & Thal, 2018). Further, people engage in more disaster preparedness when they are concerned about their community, not just themselves (Kim & Kang, 2010). This view predicts that people will be willing to sacrifice for others and will do so in a way that actually helps.

Theories of self-interest and of instrumental social preferences assume that people are broadly rational in considering their own interests or the interests of others. However, other theories suggest that, at least in politics, citizens may not be rational. They may be too blinded by a “partisan screen,” they may lack coherent political beliefs, or they may rely on inadequate heuristics to make decisions (Campbell et al., 1980; Converse, 1964; Kuklinski & Quirk, 2000). Citizens also are often uninformed about politics (Delli Carpini & Keeter, 1993). Many of these pathologies extend to the domain of disaster response: Individuals struggle to reason about how best to prepare themselves for disasters (Lindell & Perry, 2012), their responses and attributions of blame can be overly influenced by partisan considerations (Chen, 2013; Heersink et al., 2020; Malhotra & Kuo, 2008), and they may...
blame incumbents despite a broad and fair distribution of disaster aid (Heersink et al., 2017). In this view, even if citizens are willing to help, their decisions are likely random or ineffective.

Our games were designed to discriminate between these theories. Thus, we did not use voting games. Though they have proven useful in many applications, voting games cannot distinguish between self-interest and instrumental social preferences. Because a vote is unlikely to be decisive in a large electorate, in expectation there is no benefit to voting, so self-interested people are unlikely to vote (Downs, 1957). This is true even when the potential voter has personal benefits at stake in the election. Less obvious is that this same problem affects instrumental social preferences in the context of voting (Feddersen et al., 2009). It’s true that social preferences can sustain more voting than can self-interest (Edlin et al., 2007). But ultimately it is still a cost–benefit calculation: The costs of going to the polls or becoming informed might still outweigh the benefits to self and others once those benefits are discounted by the low probability one’s vote matters. Therefore, because the context of voting introduces this general problem of democratic decision making, not specific to disasters, we chose not to use a voting game. Instead, in our games, each person can realistically influence the outcome with their choices. This way we can study how people think about solving disasters collectively and, simultaneously, we can arbitrate between different theories about political decision-making.

Using Economic Games to Study Disaster Prevention

Many approaches are useful for studying disaster politics, including public opinion research, survey experiments, and laboratory studies (e.g., Bernauer & McGrath, 2016; Myers et al., 2013). One promising approach, which we use here, uses economic games to simulate disasters (e.g., Barrett & Dannenberg, 2012; Bynum et al., 2016; Dannenberg et al., 2015; Del Ponte et al., 2017; Dreber & Nowak, 2008; Jacquet et al., 2013; Milinski et al., 2008, 2016; Tavoni et al., 2011). Economic games allow researchers to create carefully controlled simulations of important political and economic situations (Morton & Williams, 2010; Wilson, 2011; Woon, 2012). Players are given clear rules about how they and others will earn real money. Although games are stylized, they have virtues that make them a valuable tool. Like real-world situations, games involve material incentives; unlike real-world situations, we can fully understand and control these incentives. Like survey experiments, games allow random assignment and thus generate strong causal inferences; unlike survey experiments, the clear material incentives allow us to compare the behavior of players to game theory predictions.

Games also have drawbacks. Game stakes cannot of course match the stakes of real disasters. Nonetheless, games are played similarly whether played for typical lab stakes (~$1–$20) or amounts worth about a month’s wage (Henrich et al., 2005). Also, because games are abstract, they may not activate partisanship or ideology as would a real-world problem. In some ways, this is a benefit. Real political decisions result from many interacting people, groups, laws, and institutions. Games allow us
to isolate a specific mechanism and study it carefully. Still, to help our players see our games as connected to the real world, we explicitly described them as simulating climate disaster. How games are framed affects players’ behavior (e.g., Delton et al., 2020; DeScioli & Krishna, 2013). By describing ours as disaster, we helped players’ choices map onto relevant real-world decisions.

Helping others avoid disaster involves generosity. Research on social preferences amply confirms that many people are generous, even with anonymous others (e.g., Andreoni, 1995; Charness & Rabin, 2002). The most common method used to study social preferences is the dictator game. In typical dictator games, from a pair of two anonymous players, one is randomly selected to play as the “dictator.” The dictator unilaterally decides how to divide a stake of real money (e.g., $10) between herself and her partner. Dictators often give substantial percentages of the stake, including splitting it evenly (e.g., Camerer, 2011). Although useful, the dictator game conflates many possible social preferences. Dictators might give because it feels good to give or to be seen doing good. Even if dictators are instrumentally concerned with their partner’s welfare, the game doesn’t discriminate between motives. Dictators might give because they dislike inequality or simply to improve the partner’s payoff. Notice also how straightforward the game is: The decision is unilateral; any dollar given away is definitely a dollar received. Although some past work has studied how groups behave in the dictator game and other simple games (with mixed results on whether groups are more or less generous than individuals: Bornstein & Yaniv, 1998; Cason & Mui, 1997), this doesn’t test how groups behave in complex decision environments.

The Disaster Game

Thus, although research with the dictator game and similar games confirms that people will be generous, it does not allow us to answer our question: Can people collectively make good disaster decisions when the problem is complex, affects others, and is a public good? To do this, we draw on and modify the disaster game (Andrews et al., 2018; Barrett & Dannenberg, 2012, 2014; Dannenberg et al., 2015; Del Ponte et al., 2017; Milinski et al., 2008, 2016).

A typical disaster game might proceed as follows. Four players in a group each start with a personal pot of real money denominated as 100 tokens (1 token = $0.20; $20 total). (Details vary; we draw from our studies.) When the game starts there is a 90% chance disaster wipes out everyone’s money. But the group can prevent disaster if they collectively contribute enough to a shared disaster “threshold” worth 120 tokens (an average of 30 tokens per player). Figure 1 illustrates this. But players can also defect, which makes the game a type of public good.¹ A player can keep their

¹ The disaster game differs from the standard (linear) public goods game. Standard public goods games involve a group creating a shared benefit; the disaster game involves preventing a shared loss, which is better for simulating disasters. Also, the disaster game is a threshold game: There is a sharp point at which the public good is attained. In game theory terms, this makes the disaster game a coordination game, not a pure social dilemma. In turn, this makes cooperation more likely than in standard public goods games (Jordan et al., 2017).
money and hope the others contribute enough. Nonetheless, people are good at solving the disaster game (see above cites).

We are interested in people preventing disaster for others. Thus, we modify the game such that a group’s contributions only help another, anonymous, randomly determined group, which we call a “beneficiary group.” A group’s contributions, while costly, cannot be used to help themselves at all. Importantly, groups are not reciprocally helping each other. See Fig. 2.

We also make contributing complex by modifying the game in three ways (following Andrews et al., 2018). First, players make a binary contribution of either 0 tokens or 20 tokens (i.e., a full 20% of their stake). Second, between groups we vary
the threshold to be 60, 80, 100, 120, or 140 tokens. Notice that only at the two lowest thresholds can contributions even add up to the threshold (at best, 4 players * 20 tokens = 80). This motivates our third change. Players have two ways to contribute: a direct or a risky contribution; see Fig. 3. A direct contribution simply gives 20 tokens to the beneficiary group. A risky contribution, however, has a 50% chance of being doubled to 40 tokens and a 50% chance of being lost entirely. With enough (successful) risky contributions, groups can meet the three highest thresholds.

To keep the game simple, most disaster games use, as ours will, a threshold known with certainty; however, players are also reasonably successful when the thresholds are uncertain (Barrett & Dannenberg, 2012). Also, for simplicity players cannot realistically disagree about their understanding of the problem: In the game, it’s clear that everyone will lose money if disaster is not averted and it’s clear how everyone’s actions affect the outcomes. For some real-world disasters (e.g., climate change), people disagree about whether there is a problem at all and whether their actions can make any difference.

Although we are interested in decision-making under complexity, if the problem is extraordinarily complex, solving it will be impossible. We sought a middle ground, which is why we selected a game involving thresholds and risky decisions. Humans and other animals are good at solving these kinds of problems with thresholds, at least when deciding individually and on their own behalf (e.g., Caraco et al., 1980; McDermott et al., 2008; Mishra et al., 2017; Rode et al., 1999). This ability shows up in politics (Arceneaux, 2012; McDermott et al., 2008; Osmundsen & Petersen, 2019) and there is some evidence for it in group decisions (Andrews et al., 2018). Our unique contribution is to ask whether people can make these kinds of complex decisions well for others.

What should a player do who wants to help their beneficiary group? The game is designed such that any choice is reasonable but, depending on experimental condition, some choices are better than others (for full details, see the Game Theory Supplement). At all thresholds, a player could reasonably defect. If the rest of their group decides not to help, a given player should also defect—players cannot unilaterally prevent disaster. But if a player does contribute, then either type of contribution is reasonable (see Game Theory). However, with one exception, there is always a single, best set of choices. As shown in Table 1, at the two lowest thresholds no players need make risky contributions; at the three highest thresholds, some players...
must make risky contributions. Table 1 also predicts a slight drop in risky contributions at the highest threshold. Although players in past work are not robustly sensitive to this subtle prediction, they are robustly sensitive to the need to make more risky contributions at the highest thresholds (Andrews et al., 2018). To be clear, as is typical in game experiments, we do not expect real players to always make the best choices. Instead, we look for changes in average behavior across conditions (Samuelson, 2005). Thus, we expect more risky contributions at the highest thresholds—if players are in fact willing and able to help prevent disaster for others.

### Summary of Research Goals

In sum, our basic question is whether people can make good decisions when preventing disaster for others. Theories in political science disagree about whether this is likely. We conducted three studies to find out. Empirically, we break the question into several pieces. First, we tested whether players would pay to prevent disaster for others. Although games like the dictator game reveal the basic fact that humans can be generous, it’s unclear whether people working in groups to solve a complex, public goods problem for others will be generous. We used two benchmarks: the prediction of zero contributions for self-interested people and the behavior of players in previously published work playing similar games on their own behalf.

Second, we tested whether players would make useful choices for others. Doing so requires evaluating a complex task and selecting the appropriate type of contribution. Specifically, we tested whether players make fewer risky contributions at the lowest thresholds and more at the highest thresholds.

Third, we tested whether players would pay for information on how best to help. We cannot, of course, directly observe whatever cognitive costs our players pay to arrive at a decision. So, in Studies 2 and 3, we made this partly external by allowing players to buy advice from us. Whether people will pay to find and think about

| Threshold | Most useful sets of choices to help beneficiary group | Average number of risky contributions in most useful sets |
|-----------|------------------------------------------------------|--------------------------------------------------------|
| 60        | 3 Certain contributions and 1 defection              | 0                                                      |
| 80        | 4 Certain contributions                              | 0                                                      |
| 100       | 3 Risky contributions and 1 certain contribution or 1 risky contribution and 3 certain contributions | 2                                                      |
| 120       | 4 Risky contributions                                | 4                                                      |
| 140       | 3 Risky contributions and 1 certain contribution      | 3                                                      |

Table 1 The most useful set of choices at each threshold. In game theory terms, these are the most efficient sets and represent payoff-dominant equilibria. For the 100 threshold, the minimum and maximum number of risky contributions in the best set are 1 and 3, respectively. Thus, the qualitative shape of the trend shown in the “Average Number” column would not change if the minima or maxima were substituted for the averages (for all other thresholds the minimum, maximum, and average are identical). See the supplemental information for full game theory model.
relevant information is a long-running question in political economy and political behavior (Downs, 1957). We can test whether real players want to buy advice; self-interested agents should never do so. Moreover, we can test whether, after buying information, players make better decisions for others.

**Study 1: Disaster Decisions for Others**

With Study 1 we used the disaster game to test whether players working as a group would be willing and able to make costly, complex decisions to prevent disaster for others.

**Method**

**Participants**

We recruited 498 players through Amazon Mechanical Turk (MTurk), recruiting only U.S. citizens with a 98% HIT approval rate. At no point in the study was deception used. Our methods and informed consent process were approved by Stony Brook University’s Human Subjects Institutional Review Board. Players earned 50¢ just for participating and could earn up to 100¢ in bonus from gameplay. These stakes are typical of this setting (Amir et al., 2012). Experimental games tend to be played similarly despite large changes in the size of the stakes (Amir et al., 2012). Although MTurk players are not a representative sample of US citizens or voters, they are more diverse than typical student samples (Berinsky et al., 2012; Buhrmester et al., 2011). Gameplay is similar between MTurk and in-person laboratory samples (Horton et al., 2011). The disaster game in particular is played similarly by workers on MTurk for $1 stakes and by students in the lab for $20 stakes (Andrews et al., 2018; Del Ponte et al., 2017). (Our Study 3 uses a high-stakes student sample.)

**The Disaster Game**

Players first read instructions and completed a series of comprehension questions (see the supplement). As with disaster games, we “framed” the game, describing the scenario as simulating climate change. After the instructions, players played a one-shot version of the disaster game: Each player simultaneously made a single decision and then the game ended. So, although we later matched players into groups to pay them, each player is statistically independent. Groups comprised four symmetric players. Each player had two pots of money (see below). Initially there was a 90% chance that disaster would destroy both pots. However, the group had a threshold, a monetary amount that if met would prevent the disaster (Fig. 1); thresholds were common knowledge. The threshold was randomly assigned between-subjects from 60¢, 80¢, 100¢, 120¢, and 140¢. (For simplicity, when we describe all our
experiments together, we refer to tokens. However, in the MTurk samples, gameplay was described directly in cents.)

Groups could not contribute to their own threshold, only to their beneficiary group’s. If a group contributed enough to meet or exceed their beneficiary group’s threshold, the beneficiary group kept any money they had remaining. Since all groups are identical, each player is simultaneously in a beneficiary group and giving to a beneficiary group. Groups were not reciprocally helping each other. For a given group, the group they could give to and the group they could receive from were independently and randomly determined (Fig. 2). Both the giving and receiving group had the same threshold. Of course, it’s not always the case that disaster decision-making involves this type of symmetry. But in a large nation such as the US, different constituencies will face unique risks of disasters and, simultaneously, contribute to the disaster responses for other constituencies.

An important feature of our game is that each player started with two distinct pots of money. One pot, the “endowment,” was worth 80¢. Endowments were lost if disaster occurred but could not be spent to prevent disaster. They represent fixed property or infrastructure (like homes or roads) that can be damaged by disasters but cannot easily fund prevention.

The other pot, the “personal account,” was worth 20¢. Players could choose whether and how to contribute their personal account to the beneficiary group (Fig. 3). Each player made this decision simultaneously and independently. This was an all or none decision: Players either contributed (spending all 20¢ on the beneficiary group) or defected (keeping all 20¢). Players who chose to contribute had two options: (1) a certain contribution, giving 20¢ directly to the beneficiary group’s threshold, or (2) a risky contribution, which had a 50% chance of doubling to 40¢ and a 50% chance of being lost entirely. Both options had identical expected values. No matter what, contributed money disappeared.

Predictions

See the supplement for our game theory analysis. To summarize: First, self-interested players should never contribute to their beneficiary group; such players will strictly prefer to keep their money. Second, players with instrumental social preferences may contribute to the beneficiary group. Third, when players contribute to the beneficiary group, they should tend to make certain contributions at the lower thresholds and risky contributions at the higher thresholds. Whether players would be sensitive the predicted curvilinear trend in risky contributions (see Table 1), we viewed as an open question.
Results

To test our hypotheses, we examined our players’ decisions about whether and how to contribute: the rates at which they defect, make certain contributions, and make risky contributions.

Will Players Pay to Help Others?

Although self-interested players should sacrifice nothing, the vast majority of our actual players, 82%, sacrificed for their beneficiary group (compared to 0%: \(t(497) = 46.84, p < 0.001\); all \(p\)-values two-tailed; Supplemental Figure 1). Previous work using the same game on the same population found that nearly the same number, 87%, contributed on their own behalf (Andrews et al., 2018). As discussed in the game theory model, it’s possible for a player with social preferences to not contribute. Taking contributions for oneself as the upper limit for the prevalence of social preferences, at most a small fraction, about 5% of our players, might have had unexpressed social preferences. We also find that the frequency of contributing in any form did not depend on the threshold (see Supplemental Table 1). 22% of groups escaped disaster.

Do Players Help in a Useful Way?

We tested whether players made more risky investments at the three highest thresholds (potentially with a downtick at the highest; see Table 1). Do people make more risky investments in the top three thresholds compared to the bottom two? As shown in Fig. 4, they do \((t(496) = 2.04, p = 0.04)\).

Second, we tested for curvilinear effects using a linear probability regression model where the threshold was entered as a predictor twice, once as a linear term and once as squared term. Both terms are significant, suggesting that, as the

![Fig. 4](image-url) The percent of subjects making risky contributions, certain contributions and defecting in Study 1 (Internet sample, n = 498). Error bars are standard errors of the mean.
threshold size increases, risky investments rise before falling again (Fig. 4 and Supplemental Table 2).

Third, as a robustness check we used an interrupted regression (Simonsohn 2018). Although squared terms are common, they may inflate Type II Errors by suggesting the trend fits a parabola when it merely flattens (Simonsohn 2018). We simultaneously estimated a linear model up to and including the 120¢ threshold and a linear model including the 120¢–140¢ thresholds; this is the breakpoint predicted by the game theory model. This analysis, too, finds that risky contributions rise over the first four thresholds (p = 0.09) and decline at the final threshold (p = 0.037; Supplemental Figure 3).

As shown in Fig. 4, there is little systematic variation by threshold in defecting (see also Supplemental Table 1). Thus, changes in contributions by threshold are mainly due to substitutions between risky and certain contributions.

Overall, this experiment confirms the predictions of instrumental social preferences: Many players sacrificed and did so in a useful way. This occurred despite the experiment involving collective decision-making in a complex environment.

Studies 2 and 3: Deciding for Others with the Opportunity to Buy Information

Making useful decisions for others requires more than action. It requires information. People want to donate to charity in order to help others. But charities vary in their effectiveness and people must spend time and energy to learn whether a particular charity will make good use of their donations (Caviola et al., 2020). Will people engage in a costly information search when that information can only help others? Study 1 indirectly suggests they will, since players generally helped others.

But we can also examine costly information search by assessing whether players are willing to pay for advice on what to choose. Although not all players with social preferences will buy advice (some may trust their own judgment), the number who do puts a lower-bound on costly information search. Thus, in Studies 2 and 3, players first decided whether and how to help. Then, they could buy information and change their choice in response to what they learned. We made communicating the most useful choice straightforward by using only two thresholds, 80 and 120. In both, the most useful set of strategies involves all players making the same choice; all certain contributions at 80 and all risky contributions at 120 (Table 1). Study 2 used an internet sample with stakes of $1. Study 3 used a student sample who played in our laboratory and who faced much larger stakes of $20.

To check robustness, we divided Study 2 into two subsamples. The first, like Study 1, had a 90% risk of disaster. The second subsample had only a 10% risk. (Study 3’s entire sample had 90% risk.) Perhaps in Study 1 the risk of disaster was so high players felt certain to lose their own money. If the money is definitely lost anyway, there is no practical difference between keeping it or helping others. In the 10% version, players are likely to keep their money even if disaster is not averted, which increases the expected cost of helping. If the results are similar in both subsamples, it would show the results are robust to this methods choice.
Method

Participants and Procedure

For Study 2, 201 MTurk players completed the version with a starting 90% risk of disaster and 208 players the version with 10% risk; other details were the same as Study 1. For Study 3, 213 undergraduate students completed the experiment in the laboratory at Stony Brook University’s Center for Behavioral Political Economy. Students played through networked computers at semi-private stations. Like other labs for economic games, no studies run in our lab use deception and we did not use any here. Our methods and informed consent process for the lab version were also approved by the university’s Human Subjects Institutional Review Board. Lab players completed the experiment in large sessions and did not know which other students were members of their own group or their beneficiary group. They received $7 merely for participating. They were informed at the outset that the game would be played for tokens and that each token was worth 20¢; 100 bonus tokens were at stake, or $20.

Studies 2 and 3 were identical to Study 1 with the following exceptions. After players made their initial choice of how and whether to contribute to the beneficiary group, they could pay 1 token to learn what choice would most help the beneficiary group. If they paid, they were allowed to make a new choice based on what they learned. In Study 2, if they paid for information, we assumed they wanted to contribute and only allowed them to choose between certain and risky contributions. In Study 3, we relaxed this and allowed players who bought information to defect after buying information.

We recognize that 1 token is a small amount. We assume there is some point at which few players will purchase information (say, if it cost their entire endowment). Our goal is not to find such a price point. Instead, we sought to test whether players will ever pay for information. Using a low price allows us to set an upper-bound on information purchasing. It also provides a critical test of theories that predict zero willingness to buy information.

Predictions

Self-interested players should neither contribute nor purchase information. Players with social preferences, however, might buy information if unsure how best to help. Because the price is small, it does not change the larger game dynamics by much.

Analysis Strategy

In Study 1, risky contributions differed between the 80- and 120-token thresholds by 14 percentage-points. In five studies where people played for themselves, the same differences were 3, 9, 9, 10, and 14 percentage-points, averaging nine points (Andrews et al., 2018). Thus, Study 1 is on the high end and we would not expect Studies 2 and 3 to have such large effects. To maximize power when we test for
differences by thresholds, we pool all the samples for a t-test (in the supplement we show the effect does not vary by subsample). Remember that our main goal with Studies 2 and 3 is to study purchasing information, which required using 80-token and 120-token thresholds for straightforward communication. If our goal was replicating Study 1 with just two thresholds, 60-token and 100-token thresholds would be the better choice; these showed the largest pairwise differences in past work.

Results

We again analyzed the rates at which players defected, made certain contributions, and made risky contributions. We also analyzed whether players bought information on how best to help and how they changed their contribution in response to this information.

Will Players Pay to Help Others?

Replicating Study 1, the overwhelming majority of players sacrificed for their beneficiary group, averaging 87% contributing in some fashion before players were given the option to buy information (87% Study 2–90% Risk; 87% Study 2–10% Risk; 86% Study 3; compared to 0%, all ts > 35, ps < 0.0001). This is identical to the 87% contributing found in past work on people deciding on their own behalf and of course is much larger than the 0% expected from self-interested players. However, only 12% of groups had their thresholds met (the comparable percentage for these thresholds in Study 1 was 30%).
Do Players Help in a Useful Way?

That is, are there more risky contributions at 120 compared to 80? Pooling all three samples (see Analysis Strategy above), people do make more risky contributions at the higher threshold (Fig. 5; $t(620) = 1.96, p = 0.05$; see also Supplemental Figure 2) and the effect does not vary between samples (Supplemental Table 3). On average, the difference in Studies 2 and 3 is 7 percentage-points. (These data are for decisions made before players were given the option to buy information.) Including Study 1, the average difference is 9 percentage-points, identical to the average when players decided for themselves in prior work (see Analysis Strategy).

Will Players Pay to Learn How Best to Help?

Self-interested players should not. In contrast to this expectation, 72% of players bought information. Figure 6 shows who bought information based on their initial contribution decision and their sample. Not surprisingly, players already willing to contribute were more likely to buy information than players who defected (testing each sample separately, $t_s > 3.5, p_s < 0.001$). For instance, in Study 3, 77% of players who helped also bought information, whereas only 40% of defectors did. Among players initially willing to contribute, risky contributors were more likely to buy information than certain contributors (all $t_s > 2.5, p_s < 0.005$). For instance, in Study 3, this difference is 84% versus 73% of such players buying information.
Did Buying Information Make Decisions More Useful?

Yes: Looking at players initially willing to contribute who bought information and were not initially making the most useful choice, on average 56% switched to the most useful choice (53%, Study 2–90% Risk; 51%, Study 2–10% Risk; 63%, Study 3). Although this was a majority of such players, it was not an overwhelming majority. Perhaps some players were motivated to be consistent or, despite our apparent expertise, believed their original decision was best. Nonetheless, many players wanted this costly information and a majority of them did switch their contribution decisions after buying this information. Notably, a much smaller percentage of players who bought information and initially did make the most useful choice then switched to a less useful choice, 10% on average (9%, 13%, and 7%, respectively).

Next, we tested whether the opportunity to buy information increased the aggregate number of people making the most useful choice. In these before-and-after comparisons, people who did not purchase information could not change their response; thus, their before and after choices were necessarily the same. As shown in Fig. 7, for both thresholds the samples were more likely to make useful contributions after the opportunity to buy information (80-token thresholds: Wilcoxon signed-rank test $z > 3$, $p < 0.002$; 120-token threshold: Wilcoxon signed-rank test $z > 2$, $p < 0.05$).

Did Players Understand the Game?

Our goal was to create a reasonably complex decision-making environment. Could a failure to understand the game somehow have led to the results we observe? It’s not clear how error could lead to the predicted pattern of risky contributions. Nonetheless, we provide extensive tests in the Supplemental Results that show for all three
studies that players’ useful decision making is not due to this alternative explanation. We included a series of comprehension checks to test players’ understanding and test if that predicted how they played the game (based on Berinsky et al., 2012). We find that whether players contributed in any form is generally unrelated to passing the comprehension questions. We also find that, if anything, decisions are more likely to be useful when made by players who initially understood the game better. The Supplemental Information also analyzes two additional subsamples collected with Study 2 that allow us to further test whether players understand the game; these supplemental results also suggest players did in fact understand it. Our results are not driven by misunderstanding.

Discussion

Can people make useful political decisions about disasters? When reasoning about disasters and politics alike, some researches argue people will not make useful decisions even when deciding for themselves (Downs, 1957). Indeed, people are often uninformed about politics (Delli Carpini & Keeter, 1993). However, there is evidence suggesting people can make effective decisions to prepare for oncoming disasters, even when how best to do so isn’t straightforward (Lindell & Perry, 2012). For example, people are sensitive to the details of disasters, and are more likely to evacuate in the face of more extreme events (Dash & Gladwin, 2007; Mileti & Fitzpatrick, 1992; Sorensen, 2000). Further, people can use information from trusted sources about oncoming disasters and how to best respond (Lindell & Perry, 2012).

We extend this work by asking whether citizens can, in principle, make useful disaster decisions for others. People are often asked to do so, for example when they decide whether to wear a mask during a pandemic (Zhang et al., 2020) or not to evacuate until those most at risk are able to do so (Stein et al., 2014). In a game simulating a complex disaster that was a public good, we showed that players were willing to spend money for others and did so in useful ways. Moreover, many purchased information about how to help, which then improved their decisions. This is consistent with theories of instrumental social preferences. Our novel contribution is to show that people help and do so usefully even in a complex decision-making environment where every choice is potentially reasonable. Our findings are inconsistent with theories of pure self-interest, which predict no helping. Although some of our players might have helped for non-instrumental reasons (e.g., the warm glow of helping), such preferences cannot be whole story given that players’ decisions changed in useful ways across conditions. Finally, our results are also inconsistent with the view that people are generally are irrational in the political arena, which would have predicted random helping.

Of course, real-world disaster politics are more complicated than our stripped-down game. The institutions and rules of play in our game were purposefully transparent to players, while real-world institutions are often anything but. Our game has an objective, most socially useful option that can be identified using basic game theory. Previous work has shown that people are good at identifying
this option on their own behalf (Andrews et al., 2018). While in our game players could buy information from experts, they could often make the best decision without help. In the real world, citizens depend on elites for political cues (Zaller, 1992) and information about how to respond to disasters (Lindell & Perry, 2012). Moreover, in our game, the interest of the beneficiary group is clear—to avoid disaster. In many real-world situations, what is in the best interests of others is often debatable and may raise concerns about paternalism (Thaler & Sunstein, 2009); our game avoids this. Overall, coming to a useful answer was easier in our game than in real environments.

Further, in our game players received straightforward advice from a single, unbiased source. In the real world, the best approach is nearly always debatable and contested, with multiple experts and media sources providing sharply conflicting advice. When citizens receive conflicting advice, they may reduce their political participation (Matsusaka, 1995). Information overload also allows people to focus on what is consistent with their preexisting opinions (Dilliplane, 2011) or to ignore information entirely (Prior, 2005). Political elites are also incentivized to exaggerate or misrepresent information in their favor (Miller & Hammond, 1994). Indeed, while our game was designed to tap into a heuristic, not all political problems can be easily solved with heuristics (Lau & Redlawsk, 2001).

In sum, our experiments show that citizens might be willing to make useful decisions for others. Our players paid to help and did so in useful ways. Further, they sought out costly information to improve their helping. Nonetheless, more research is needed to understand how this can scale up to more complex political and economic decision-making problems, including through the vote.
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