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Abstract

This primer describes the statistical uncertainty in mechanistic models and provides R code to quantify it. We begin with an overview of mechanistic models for infectious disease, and then describe the sources of statistical uncertainty in the context of a case study on SARS-CoV-2. We describe the statistical uncertainty as belonging to three categories: data uncertainty, stochastic uncertainty, and structural uncertainty. We demonstrate how to account for each of these via statistical uncertainty measures and sensitivity analyses broadly, as well as in a specific case study on estimating the basic reproductive number, $R_0$, for SARS-CoV-2.
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Abbreviations: SIR: Susceptible-Infectious-Recovered; SEIR: Susceptible-Exposed-Infectious-Recovered; ODE: ordinary differential equation; MCE: Monte Carlo error
BACKGROUND

Mechanistic models often refer to models based on a specific structure. While these are occasionally portrayed in opposition to statistical models, statistical uncertainty is an important aspect of interpreting mechanistic model results. With the current emphasis on using mechanistic models for the COVID-19 pandemic response, having a keen understanding of the uncertainties that underpin these models is particularly important, both for those creating models and those consuming results. Unfortunately, understanding the sources of uncertainty in infectious disease models has been shown to be difficult, even for experts. (1)

This short primer defines three main types of uncertainty that accompany mechanistic models: data uncertainty, stochastic uncertainty, and structural uncertainty. We begin with an overview of infectious disease mechanistic models, and then describe sources of uncertainty in the context of a case study on estimating the expected number of new infections from a single infectious individual, $R_0$, for SARS-CoV-2. We provide R code (R Core Team, 2020) to calculate each component we estimate. We note that mechanistic models are often used for one or both of two purposes: to draw inference about transmission dynamics, including estimating key parameters, and to predict disease transmission and outbreak trajectories. This primer focuses on estimating $R_0$ as an example, because it provides a straightforward demonstration of the uncertainty one may want to quantify, but we also highlight considerations for other use cases.

The goal of this primer is to provide the reader with the tools to:

(1) Understand sources of uncertainty in mechanistic models

(2) When consuming literature where mechanistic models are used, be able to identify which sources of uncertainty were accounted for in the intervals presented, and which were not.

(3) Calculate uncertainty parameters using the R code provided
This primer is intended to illustrate through a clear example how one may interrogate an estimate obtained from an infectious disease model to further understand the potential sources of uncertainty and how sensitive the estimate may be to them.

Mechanistic Modeling

The modeling of disease outbreak trajectories can take many forms, but mathematical mechanistic models are most common. These compartmental models simulate movement of populations or individuals through a series of mutually-exclusive and exhaustive health states over time. They require specification of at least three types of information: states to be modeled, cycle length, and parameters that govern the transition from some states to others. A state describes a distinct health status. States must be mutually exclusive and exhaustive but may be defined as broadly or as narrowly as necessary to answer the research question. A cycle is one time step. For fixed-time models, the model runs through a decision tree to determine the distribution of states at the next time point. Typical values for a cycle length are one day, one month, or one year. A transition occurs when an individual moves from one health state at the start of a given cycle to another health state at the end of that cycle. Transition parameters describe the cycle-length-specific probability of moving (transitioning) from one health state to another health state in a given cycle.

Infectious disease model definitions. Key terms used in infectious disease models can be categorized as regarding states or transition parameters. The most common states for directly-transmissible diseases are:

1. Susceptible (S)
2. Exposed (E)
3. Infectious (I)
(4) Recovered (R)

Individuals are assumed to occupy only one state at a time. Individuals in the susceptible state (S) are those that have the potential to contract the disease. Individuals in the exposed state (E) have been exposed to the disease but are not yet infectious. Individuals in the infectious state (I) have been infected and are infectious, and those in the recovered state (R) have recovered. Individuals in the recovered state are often assumed to remain there due to immunity, however there are model constructions that allow them to move back into the susceptible state once immunity wanes.

Transition parameters describe how individuals move from one state to the next. These include:

1. $\beta$: The transmission coefficient. This describes the rate at which individuals move out of the susceptible state.
2. $\sigma$: The rate of becoming infectious. This describes the rate at which individuals move out of the exposed state.
3. $\gamma$: The recovery rate. This describes the rate at which individuals move out of the infected state.

These parameters then correspond to the duration of each state:

1. $1/\sigma$: the duration of the latent period
2. $1/\gamma$: the duration of the infectious period

Two additional important definitions are:

1. $\lambda$: The growth rate of the epidemic
2. $R_0$: The expected number of new infections from a single infectious individual in a completely susceptible population, referred to as the basic reproductive number

The calculation of the growth rate of the epidemic, $\lambda$, and the basic reproductive number, $R_0$, depend on the chosen underlying structure of the infectious disease mechanistic model. The following sections describe three possible structures.
**SIR Models.** A common model to describe a disease outbreak is an SIR model (3) where individuals transition between three states: susceptible (S), infected (I), and recovered (R) (Figure 1).

In this basic formulation, two parameters, $\gamma$ and $\beta$, are specified, the rate at which the infectious recover, and the rate at which potentially infectious contacts are made, respectively. The transmission cycle is then solved via a set of ordinary differential equations (ODEs), differentiated with respect to time (Equation 1).

\[
S' = -\frac{\beta IS}{N} \\
I' = \frac{\beta IS}{N} - \gamma I \\
R' = \gamma I
\]

where $'$ indicates the derivative is taken with respect to time, as defined by the cycle length (Box 1), and $N$ is equal to $S + I + R$, the total number in the population at a given time. The duration of the infectious period is defined as $1/\gamma$. This basic model assumes no latent period for the disease and that the infectious period is exponentially distributed. The expected number of new infections from a single infectious individual is referred to as the basic reproductive number, $R_0$, is the ratio between $\beta$ and $\gamma$ (Equation 2).

\[
R_0 = \frac{\beta}{\gamma}
\]

This can also be parameterized from the expected exponential growth rate of the epidemic, $\lambda$ (Equation 3).
where $\lambda$ is the growth rate, $\lambda = \beta - \gamma$ (4).

This estimate of $R_0$ can be calculated using the function found in Web Appendix 1.

**SEIR Models.** The structure of the basic SIR model can be further updated, for example as an SEIR model, where individuals transition between four states: susceptible (S), exposed (E), infected (I), and recovered (R) (Figure 2).

The introduction of the additional state, exposed (E), adds a transition parameter $\sigma$ for the rate at which the exposed become infectious. To examine how individuals transition through these states over time, we solve an updated set of ODEs (Equation 4).

\[
\begin{align*}
S' &= -\frac{\beta IS}{N} \\
E' &= \frac{\beta IS}{N} - \sigma E \\
I' &= \sigma E - \gamma I \\
R' &= \gamma I
\end{align*}
\]

where $N$ is now equal to $S + E + I + R$, the total number in the population at a given time. In this formulation, the duration of the infectious period is still $1/\gamma$. Compared to the SIR model, the duration of the latent period is now non-zero, quantified as $1/\sigma$. Both the latent and infectious periods are assumed to be exponentially distributed. $R_0$ can be expressed the same as an SIR model (Equation 2), or with respect to the expected growth rate, $\lambda$ (Equation 5).
\[ R_0 = \left(1 + \frac{\lambda}{\gamma}\right) \left(1 + \frac{\lambda}{\sigma}\right) \]  

(5)

where \( \lambda \) is now defined as follows in Equation 6.

\[ \lambda = \frac{-(\sigma + \gamma) + \sqrt{(\sigma + \gamma)^2 + 4\sigma\beta}}{2} \]  

(6)

This estimate of \( R_0 \) can be calculated using the function found in Web Appendix 2.

**SEIR model with relaxed assumptions** One assumption of SEIR models is that the rate of leaving the exposed (E) or infectious (I) class is constant, regardless of how long an individual has been in that class, resulting in the assumption that the latent and infectious periods are exponentially distributed.\(^{(5,6)}\) This assumption can be relaxed by introducing additional parameters to estimate the latent and infectious periods using a more flexible gamma distribution. To do this, additional states are added; the exposed (E) state is broken into \( m \) substates and the infected (I) state is broken into \( n \) substates (Figure 3). The duration of the latent period is estimated using a gamma distribution with shape parameter \( m \) and scale parameter \( m\sigma \). The duration of the infectious period is estimated using a gamma distribution with shape parameter \( n \) and scale parameter \( n\gamma \). We refer to these as SE\(^mm\)nR models to indicate the \( m \) exposed states and \( n \) infected states.

This results in the ODEs specified in Equation 7.

\[ S' = -\frac{\beta \sum_{i=1}^{n} I_i S}{N} \]

\[ E'_1 = \frac{\beta \sum_{i=1}^{n} I_i S}{N} - m\sigma E_1 \]

\[ E'_i = m\sigma E_{i-1} - m\sigma E_i, \quad i = 2, \ldots, m \]

\[ I'_1 = m\sigma E_m - n\gamma I_1 \]  

(7)
\[ I'_i = n \gamma l_{i-1} - n \gamma l_i, i = 2, \ldots, n \]
\[ R' = n \gamma l_n \]

where \( N \) is now equal to \( S + \sum_{i=1}^{m} E + \sum_{i=1}^{n} I + R \). Note that in this formulation, rather than a single state for E, the exposed and I, infected, there are \( m \) exposed states and \( n \) infected states. Individuals pass through the exposed states at a rate of \( m \sigma \) and through the infected states at a rate of \( n \gamma \). The sum of \( m \) exponential distributions with a scale parameter of \( m \sigma \) results in a gamma distribution with a shape of \( m \) and a scale of \( m \sigma \). This form reduces to an SEIR model when \( m \) and \( n \) are both 1, indicating only one state, E, for the exposed and one state, I, for the infected. In the SE\(mn\)R formulation, \( R_0 \) is calculated as specified in Equation 8.(5,7,8)

\[ R_0 = \frac{\lambda \left( \frac{\lambda}{\sigma m} + 1 \right)^m}{\gamma \left[ 1 - \left( \frac{\lambda}{\gamma m} + 1 \right)^n \right]} \]

where \( \lambda \) is the initial growth rate of the epidemic. In this parameterization, the mean infectious period is \( 1/\gamma \) and the mean latent period is \( 1/\sigma \). This estimate of \( R_0 \) can be calculated using the function found in Web Appendix 3.

**Quantifying Uncertainty**

Mechanistic models, as used in infectious disease epidemiology, inherently have uncertainty that can be quantified using statistical methods. How this uncertainty is quantified depends on the exact use and desired output of the model. In some cases, the ordinary differential equations specified above can be used to derive closed form solutions for estimating a quantity of interest when other model parameters are fixed; in these situations, uncertainty in the fixed parameters can be incorporated numerically or via simulation. Often, multiple parameters are
estimated at once by fitting the model to data on outcomes (e.g., number of observed infections). These methods typically consider a possible distribution of observed outcomes in a likelihood function, though more sophisticated methods exist (9). Simulations are also critical when the goal is forecasting or predicting disease burden or outbreak trajectories, rather than point estimates of single quantities.

There are three commonly conceptualized categories of uncertainty to consider in the generation and interpretation of modeling results, which we discuss in more detail below:

1. data uncertainty: uncertainty in specified model parameters, estimated externally from data, or in data to which models are fit
2. stochastic uncertainty: uncertainty derived from the method of simulation; this stochasticity can be of inherent interest (e.g., process stochasticity in transmission events) or an artifact of statistical estimation
3. structural uncertainty: uncertainty in the optimal model structure, or derived from the use of more than one model structure for a given question

To illustrate these, we discuss their application to a recent report by Sanche et al. (10) The authors used an SE\(^m\)I\(^n\)R model, as specified in Figure 3. Under this model structure, they estimate multiple quantities, but we focus on their estimate of \(R_0\) of SARS-CoV-2 assuming a serial interval of 7-8 days, demonstrating how this estimate varies as uncertainty is introduced.

**DATA UNCERTAINTY**

Data uncertainty can generally arise in one of two ways: because a value itself arises from a distribution or from our incomplete knowledge or observation of the true value. For example, most transition parameters, including the latent period and duration of infectiousness, are assumed to naturally follow some distribution in the population; our ability to accurately estimate
this distribution, or even the mean or median of a given parameter, may be limited by the number or kinds of observations available.

This uncertainty is the most commonly reported uncertainty in infectious disease models. In the following section we describe how to quantify the data uncertainty in the context of the Sanche et al. report.

The transition parameters are an integral part of mechanistic models. These are often chosen using available data, and therefore inherently contain a level of uncertainty. This can be handled by assuming parameters arise from a distribution, sampling from the given distribution \( M \) times, and calculating a percentile confidence interval (CI) for estimates derived from this sampling procedure. For example, in the simple SIR model (Figure 1), to calculate \( R_0 \) from its closed form solution derived from the system of ODEs above, we require two parameters: \( \lambda \), the exponential growth rate of the epidemic, and \( 1/\gamma \), the infectious period. A Monte Carlo simulation consisting of \( M \) runs, generates \( M \) data samples, \( \mathbf{X} = \{X_1, X_2, \ldots, X_M\} \). Each data sample \( X_i \) consists of two estimates, \( \lambda \), sampled from its specified distribution \( \lambda \sim f \), and \( 1/\gamma \), sampled from its specified distribution \( 1/\gamma \sim g \). Here, the target quantity of interest, \( \phi \), is \( R_0 \) as specified in Equation 3, estimated as \( \hat{\phi}(\mathbf{X}) \). The 95% confidence interval is then calculated by ordering the \( M \) estimates, \( \hat{\phi}(X_1), \ldots, \hat{\phi}(X_M) \), and selecting the 2.5th percentile and 97.5th percentile. We can do this in R using the function specified in Web Appendix 1. Now, instead of assuming that \( \lambda \) and \( \gamma \) are fixed, as in the Web Appendix 1 example, we will assume they come from a distribution of values. There have been several estimates of these values in the literature, for example an analysis from Wuhan, China estimates the growth rate, \( \lambda \), to be 0.1 (95% CI: 0.05 - 0.16) (14). For the infectious period, rather than assuming the fixed 5 days, as was done in Web Appendix 1, we could consider a range of values, for example between 4 and 6 days. In the simplest construction, we can assume these come from a uniform distribution with...
a range from (0.05 - 0.16) for \( \lambda \) and (4 - 6) for \( 1/\gamma \). We can simulate this \( M = 10^6 \) times (Web Appendix 4).

If we estimated the initial growth rate was uniformly distributed between 0.05 and 0.16, and the duration of the infectious period was uniformly distributed between 4 and 5 days, we would estimate an \( R_0 \) value of 1.5 (95% CI: 1.2 - 1.9) under this SIR structure. While this example demonstrates how uncertainty can be incorporated in parameter estimation, it is a rather simplistic structure. For example, the assumption that the infectious period is uniformly distributed is likely untrue, and this simple structure does not account for an exposed compartment or latent period. Let’s turn to a more realistic example, using the Sanche et al. report with an SE\textsuperscript{m}IR structure.

The recent report by Sanche et al. estimates \( R_0 \) of SARS-CoV-2 assuming a serial interval of 7-8 days to be 5.8 (95% CI: 4.4 - 7.7). To do so, they use data to estimate the unknown quantities, drawing each from a uniform distribution. The SE\textsuperscript{m}IR model (Figure 3) used by the authors involves three unknown transition parameters: \( \lambda \), \( 1/\sigma \), and \( 1/\gamma \). They draw each of these parameters from uniform distributions as specified in Table 1.

Notably, while \( 1/\sigma \), the mean latent period, and \( 1/\gamma \), the mean infectious period, are drawn from uniform distributions, under this SE\textsuperscript{m}IR structure the overall duration of the latent and infectious periods are assumed to be gamma distributed with shape parameters \( m \) and \( n \) respectively and scale parameters \( m\sigma \) and \( n\gamma \). The specific values of these distributions were selected based on the literature and recent data.

Sanche et al. drew \( M = 10^4 \) values for each parameter and accepted those that fell in a serial interval within a range of interest, such that the latent period plus half the infectious period was between 7 and 8 days. The authors then estimate \( R_0 \) as specified in Equation 8, where \( m \) and \( n \) are 4.5 and 3. The median \( R_0 \) as well as a percentile confidence interval, are reported. We reproduced this result, resulting in a median \( R_0 \) of 5.8 (95% CI: 4.4 - 7.7, Web Appendix 5).
Even accounting for the uncertainty, the estimate of $R_0$ is highly sensitive to the range of the parameters selected. The Sanche et al. report assumed $\lambda$, the exponential growth, ranged from 0.21 to 0.30 per day (Table 1). Another analysis from Wuhan, China estimated the growth rate, $\lambda$, to be 0.1 (95% CI: 0.05 - 0.16) (14). If instead of using a uniform distribution between 0.21 and 0.30 per day for $\lambda$, we use 0.05 - 0.16, the resulting median $R_0$ is 2.3 (95% CI: 1.6 - 3.3, Web Appendix 6).

Refinements for Data Uncertainty

We have shown a simple illustrative example where a known distribution of two parameters can be incorporated into estimates of a third parameter, calculated using a single mathematical relationship between the parameters. Uncertainty in directly specified parameters can also be considered via sensitivity analyses, varying the parameters and examining how the resulting estimates change (6,12). This approach is particularly valuable when more than one seemingly reliable parameter estimate exists and when closed form solutions are not easily derived for the quantities of interest (e.g., when estimating outbreak trajectories).

Often, though, several quantities are to be estimated at once, and from data which do not directly contain information on the parameters of interest. For example, one may wish to estimate the transmission parameter, $\beta$, in multiple cities on the basis of their daily confirmed case rate, or to estimate the age-specific risk of infection from age-stratified prevalence data. In these situations, the model would be fit, or calibrated, to these data (15). There are several ways to evaluate model fit, but all generally involve some iterative process, whereby model results are generated under a given set of parameter values, the model results are compared to data, and the parameter values are updated to achieve a better fit, within some specification for what constitutes good fit (16). There are many statistical methods to quantify model fit, such as
weighted least squares (17), approximate Bayesian computation(18), and maximum likelihood-based approaches, including Bayesian MCMC and particle filtering approaches (19–21). In the latter set, the observed data is assumed to follow a distribution with some quantifiable variance, as specified by the likelihood function, in order to calculate uncertainty in the parameters of interest. These methods may also incorporate estimated parameter uncertainty (such as the assumed distribution of the latent period, as discussed above) as informative priors, in Bayesian methods, or as fixed parameters drawn from a known distribution.

Fitting models to data is a valuable tool, particularly for calibrating prediction models with the observed data and for simultaneous inference of multiple quantities. However, not all parameter values are identifiable, particularly when relying on limited or biased data. A key source of data uncertainty is in the observation or reporting process that generates the data available for model fitting. Though it is possible to directly incorporate reporting or observation in model fitting (e.g., as a binomial distribution of the assumed total infections and some reporting or observation probability (22)), this creates an additional parameter that may not be easily separate from, e.g., underlying population susceptibility or trends in transmission (23). Advanced model calibration techniques are helpful but cannot alone resolve inherent uncertainty or bias in data.

STOCHASTIC UNCERTAINTY

Stochasticity from Monte Carlo Inference

We consider two primary forms of stochasticity when using transmission models. The first, relevant to our calculation of $R_0$, involves the use of simulations to incorporate uncertainty from known, or estimated, distributions of fixed parameters. In this case, stochasticity in the simulation, or Monte Carlo, process causes variance between simulation runs and is the simplest source of uncertainty to quantify and to reduce (24–26). This Monte Carlo error (MCE)
can be accounted for by running a simulation process $M$ times and calculating an estimate of the component of model variance due to the Monte Carlo process. A given Monte Carlo simulation consisting of $M$ runs, generates $M$ data samples, $X = \{X_1, X_2, \ldots, X_M\}$. The target quantity of interest, $\phi$, is then estimated as $\hat{\phi}_M(X)$. The MCE is defined as the standard deviation of the Monte Carlo estimator, $\hat{\phi}_M$ (Equation 9).

$$MCE(\hat{\phi}_M) = \sqrt{Var(\hat{\phi}_M)}$$  \hspace{1cm} (9)

This can be estimated using a bootstrap, resampling from $X$ with replacement ($X^*$) and estimating $\hat{\phi}_M(X^*)$. This process can be repeated $B$ times, resulting in $\hat{\phi}_M(X^*_1), \ldots, \hat{\phi}_M(X^*_B)$. The MCE is then estimated as the standard deviation across bootstrapped samples (Equation 10). (26)

$$MCE_{\text{Boot}}(\hat{\phi}_M, B) = \sqrt{\frac{1}{B} \sum_{b=1}^{B} \left( \hat{\phi}_M(X^*_b) - \hat{\phi}_M(X^*) \right)^2}$$  \hspace{1cm} (10)

Since the MCE decreases with increasing sample size (24), in practice, the number of simulations is simply increased until this variance is negligible. The MCE is dependent on both the target quantity of interest, $\phi$, and the underlying data generating mechanism, therefore there is not a rule of thumb for a number of simulation runs, $M$, that is universally appropriate. (26)

In our example, Sanche et al. ran their simulation $10^4$ times. This results in a slight variability between runs. We can quantify this variability by bootstrapping this simulation $B = 1000$ times and examining the distribution of results. Applying this technique to the Sanche et al. estimate of $R_0$, running $10^4$ simulations results in an MCE of 0.035 (Table 2, Web Appendix 7). This can be diminished by increasing the number of simulations, $M$. For example, running this $10^6$ times
brings the MCE down to 0.004. Therefore, rather than reporting this type of uncertainty, for this class of mathematical models it is more useful to run a sufficient number of simulations to ensure the estimates are stable and report the number of runs.

Process Stochasticity in Disease Transmission

The form of stochasticity described above considers observation stochasticity, or the idea that available parameter values come from an observation of the true parameter. These incomplete observations of the truth produce uncertainty in the parameters used to estimate the quantity of interest but, through simulation, we can propagate this parameter uncertainty to estimate a distribution of the quantity of choice.

The second form of stochasticity, by contrast, considers the inherent process stochasticity of disease transmission. At any moment, whether a given transition event (e.g. infection) occurs is a factor both of the defined model quantities (e.g., the transmission coefficient, $\beta$, and the current prevalence of infectious individuals, $I$) and a series of complex, random processes (e.g., person-person or person-vector interactions; biological infection processes). Note that we consider these as random processes within the context of our model; while such processes may theoretically be quantifiable, the complexity required to model their occurrence far surpasses the scope of disease transmission models and most data.

These stochastic effects limit the potential accuracy of model forecasts, even when much is known about underlying dynamics and drivers of disease transmission, particularly at the beginning or end of an outbreak when the occurrence (or non-occurrence) of any single transition can have an outsized effect on outbreak trajectories (15). Thus, models seeking to predict outcomes, such as the final outbreak size, or the number of hospitalizations expected in a given time, must account for uncertainty generated by this stochasticity. In practice, this often takes the form of random, binomial draws at each time step, of size $\Delta t$, to determine the number
of individuals undergoing each transition. In an SEIR model, this includes the number newly infected \((X_t)\), newly infectious \((Y_t)\), and newly recovered \((Z_t)\) at each time step. The probability of each transition is derived from the system of ODEs, where the probability of a transition occurring is equal to \(1 - \exp(-\phi \cdot \Delta t)\), if \(\phi\) is the rate of leaving the originating compartment (Equation 11). Web Appendix 8 demonstrates how to perform this simulation; there are several R packages that can also be used for this purpose, including EpiModel, SimInf, and RLadyBug (27-29).

\[
\begin{align*}
X_t &\sim Binom(S_t, 1 - \exp(-\beta I_t \Delta t)) \\
Y_t &\sim Binom(E_t, 1 - \exp(-\sigma \Delta t)) \\
Z_t &\sim Binom(I_t, 1 - \exp(-\gamma \Delta t)) \\
S_{t+1} &= S_t - X_t \\
E_{t+1} &= E_t + X_t - Y_t \\
I_{t+1} &= I_t + Y_t - Z_t \\
R_{t+1} &= R_t + Z_t
\end{align*}
\]

Unlike the simulation stochasticity described above, in which a distribution of estimates is derived from a distribution of parameters, process stochasticity produces a distribution of estimates for a single parameter set. The goal here is not to reduce this uncertainty, but instead to consider a sufficient number of simulation results to properly characterize the range of possible model outcomes given randomness of disease transmission.

**STRUCTURAL UNCERTAINTY**

The final type of uncertainty is *structural uncertainty*. Structural uncertainty refers to uncertainty in the model choice (30,31). In Sanche et al, the model structure is assumed to be an SE\(^m\)inR model where latent and infectious time is gamma distributed. There are other potential
structures that could have been used to explain this relationship (though more complex models will generally introduce greater data uncertainty, as more parameters must be input or inferred (31)). Choice of structure is an important assumption in all modeling analyses, and these assumptions should be clearly grounded in the available evidence. Early in an outbreak of an emerging disease, there may be greater uncertainty in what constitutes an appropriate model; for example, whether there is a latent period or certain high-risk groups that should be modeled separately. As an outbreak progresses, though, it becomes more clear which features are most important for disease transmission and therefore which structures are appropriate. For example, for most applications for COVID-19, the SEIR model structure is preferable to SIR, as the SIR simplification underestimates the impact of this particular epidemic, specifically due to the lack of an “Exposed” compartment.

Uncertainty in this model choice is difficult to characterize, however some sensitivity analyses could be implemented. For example, we can estimate what $R_0$ would be under SIR or SEIR models, rather than the more flexible $\text{SE}^m\text{IR}$. Figure 4 demonstrates the different distribution of estimated $R_0$ values depending on the chosen structure SIR, SEIR, or $\text{SE}^m\text{IR}$ based on the parameters defined in Equation 1, Equation 4, and Equation 7 and a serial interval of 7-8 days (Web Appendix 9).

The SIR model results in a median $R_0$ of 2.8 (95% CI: 2.0 - 3.9), the SEIR model results in a median $R_0$ of 5.5 (95% CI: 4.3 - 7.1), and the $\text{SE}^m\text{IR}$ model assuming gamma distributions results in a median $R_0$ of 5.8 (95% CI: 4.4 - 7.8).

Another approach to characterizing structural uncertainty is to consider the underlying causal model represented by our mechanistic model. Ackley et al. provides a mathematical framework for mapping between these two representations. (32) By describing the mechanistic model in this
way, we can interrogate assumptions about sources of parameter values and relationships between modeled compartments.

In the directed acyclic graph, common causes of infectious contacts and disease progression provide a potential source of bias in the estimation of the relationship between infectious contact, infection, and recovery (Figure 5). If these potential confounders differ between the population from which parameter data were obtained (here, Wuhan, China) and the population for which inference is desired (here, USA) then the model inference can be biased (33) A full assessment of structural uncertainty thus requires consideration of the causal relationships between modeled variables within the model and in the populations of interest.

A final source of structural uncertainty arises from scenarios under which model results are obtained, when the mathematical model is being used to predict future disease trajectories. All outbreaks, but particularly the COVID-19 pandemic, are marked by frequent changes to available and implemented interventions. Assumptions about which interventions are in place at future timepoints in a transmission model impacts predictions tremendously. Moreover, assumptions about relationships between intervention variables and model components can lead to bias when attempting to infer intervention effectiveness. When assessment of an intervention is desired, use of directed acyclic graphs to assess the model structure is highly recommended.

DISCUSSION

Mechanistic models are an important tool for understanding complex systems, but use of mechanistic models for infectious disease transmission does not exempt us from the need to address statistical uncertainty. Any mechanistic model which reports only a single result should be viewed with the same skepticism as a statistical analysis which reports only the point
estimate without information on the variance. At minimum, mechanistic models should explicitly state potential sources and magnitudes of uncertainty, as described here. We have outlined both simple and more advanced techniques to do so.

It is worth noting that data used to inform transmission models, especially early in an epidemic, are likely to be biased. Among others, time-to-event distributions will likely be incompletely observed, and changes in reporting completeness may be indistinguishable from changes in transmission; these biases will propagate to other model estimates. Advanced techniques alone cannot resolve this issue, but during epidemics the direction of the bias may be predictable allowing for thoughtful implementation of sensitivity analyses (34). As an epidemic continues, the infectious disease modeling community often gains knowledge about the appropriate structure for the underlying model, and a better understanding of the quality of available data. The use of ensemble methods and standardized reporting guidelines can facilitate exploration of structural uncertainty and assumptions across multiple models (35,36).

Mechanistic models rely on our best current understanding of the system and results of models should be presented in the context of what is known and unknown at the time of modeling. It should be expected and desired that models will change in structure and parameterization over time, becoming better fit to the data as more data are available. As George Box famously noted, all models are wrong but some are useful.(1,37) Importantly, the usefulness of a model is strongly tied to how well the assumptions on which it rests have been explained and how clearly the uncertainty has been specified.
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| Transition | Parameter                                      | Assumed distribution                                      |
|------------|-----------------------------------------------|-----------------------------------------------------------|
| $\lambda$  | The growth rate of the epidemic               | Uniform distribution between 0.21 and 0.30 per day        |
| $1/\sigma$ | The mean latent period                        | Uniform distribution between 2.2 and 6 days               |
| $1/\gamma$ | The mean infectious period                    | Uniform distribution between 4 and 14 days                |

aData from Sanche et al. (10)
| Number of Simulations (M) | MCE of $R_0$ |
|---------------------------|--------------|
| $10^3$                    | 0.110        |
| $10^4$                    | 0.035        |
| $10^5$                    | 0.011        |
| $10^6$                    | 0.003        |

M: the number of simulations; MCE: Monte Carlo error

*Based on B = 1000 replications*
Figure 1. SIR model

Susceptible \( (S) \) \( \rightarrow \beta \) Infected \( (I) \) \( \rightarrow \gamma \) Recovered \( (R) \)
Figure 2. SEIR model
Figure 3. SE$m^1$R model
Figure 4. Estimated $R_0$ depending on the specified model structure.
Figure 5. One possible directed acyclic graph representation of the SEIR compartment model. $I_{t=0}$ represents infection status at baseline and is restricted to uninfected (0) individuals. Infectious contacts are required for infection status ($I_t$) to change over time, and infection status and time both determine recovery status.