Semi-analytical solutions of seismo-electromagnetic signals arising from the motional induction in 3-D multi-layered media: part I—theoretical formulations
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Abstract
Taking into account the motional induction effect, in which the Earth crust that has finite electrical conductivity vibrates in the ambient geomagnetic field resulting in motionally induced electric current, we derive semi-analytical solutions of seismo-electromagnetic signals generated by an earthquake source in 3-D multi-layered media, which consists of an air half-space and multiple solid layers. First, both the elastic and electromagnetic (EM) wave-fields involved in the governing equations, which have the form of Maxwell’s equations coupled with elastodynamic equations, are expanded by a set of vector basis functions in cylindrical coordinate system. Then, we reorganize the transformed governing equations expressed by expansion coefficients and obtain corresponding first-order ordinary differential equations for the wave-fields in air and solid media. The expansion of the motionally induced electric current and the reorganization of Maxwell’s equations are the most important part, and also the most complicated and tedious part of this work. Thereafter, we solve the first-order ordinary differential equations through the Luco–Apsel–Chen generalized reflection and transmission method gaining solutions of the expansion coefficients. Finally, we obtain the frequency-space-domain semi-analytical solutions written as integrations of corresponding expansion coefficients over wavenumber domain, which can be numerically calculated by the discrete wavenumber method. The time-domain solutions can be achieved by further applying the discrete inverse Fourier transform. To have a numerical stability at any high frequency, we adopt the analytical regularization approach in the derivation process by introducing two artificial interfaces with infinitely small distance from the source. On the basis of the semi-analytical solutions, we can tell that only EM fields of TM mode (in which magnetic fields are transversely polarized) will be induced by SH waves, whereas EM fields of both TE mode (in which magnetic fields are transversely polarized) and TM mode will be induced by P and SV waves. The derived semi-analytical solutions can be used to calculate seismo-electromagnetic signals either below or above the free surface.

Keywords: Semi-analytical solutions, Seismo-electromagnetic signals, Motional induction effect, Luco–Apsel–Chen generalized reflection and transmission method, Analytical regularization approach

Introduction
Temporal variation of electromagnetic (EM) fields observed before and during earthquake events has been reported by many researchers (e.g., Belov et al. 1974; Gokhberg et al. 1989; Farser-Smith et al. 1990; Takeuchi
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et al. 1997; Honkura et al. 2000, 2004; Nagao et al. 2000; Karakelian et al. 2002; Matsushima et al. 2002; Tang et al. 2010; Fujinawa et al. 2011; Han et al. 2011, 2014, 2015, 2016, 2017; Huang 2011a, b; Hattori et al. 2013; Xu et al. 2013; Fujinawa and Noda 2015). These EM signals have attracted many attentions from geophysical scientists, because they are obviously connected to earthquake and provide a new perspective to detect and study development of earthquake and occurrence processes, as well as the precursory anomaly of earthquake. Hence, many theoretical and experimental efforts have been made to reveal the physical mechanism of the earthquake-related EM signals. After decades of research, geophysical scientists have come up with several possible physical models that consider different seismo-electromagnetic coupling mechanisms to explain the earthquake-related EM signals. Nowadays, four kinds of mechanisms, i.e., electrokinetic effect (e.g., Mizutani et al. 1976; Pride 1994), piezoelectric effect (Ogawa and Utada 2000; Huang 2002), piezomagnetic effect (e.g., Okubo et al. 2011; Yamazaki 2016), and the motional induction effect (e.g., Gershenzon et al. 1993; Honkura et al. 2000, 2004), are widely accepted and frequently used for analyzing the earthquake-related EM signals. These four mechanisms are based on relatively independent physical hypotheses, and in fact, it is hard to explain all observed EM signals by just one of the mechanisms. The realistic earthquake-related EM signals may be governed by part or all of the four mechanisms, and hence, it is worthwhile to conduct extensive investigations to figure out the seismo-electromagnetic conversion characteristics of the four different mechanisms. For example, a technique extending the Luco–Apsel–Chen (LAC) generalized reflection and transmission (GRT) method (Luco and Apsel 1983; Chen 1993), which is a well-known and very useful method for the study of synthetic seismogram (Martin and Thompson 1997; Chen 2007; Ge and Chen 2008), was introduced to simulate seismic waves and EM signals by considering the electrokinetic effect (Ren et al. 2007, 2010a, b). Later, this technique was adopted to study the EM signals generated by earthquake sources (Ren 2009; Ren et al. 2012, 2015, 2016a, b, 2020; Zhang et al. 2013; Huang et al. 2015; Sun et al. 2019).

Motional induction effect is also known as seismo-dynamo effect (Honkura et al. 2000, 2009) or crustal dynamo effect (Iyemori et al. 1996). It is based on the physical idea that the seismic ground motion of Earth's conducting crust immersed in the ambient geomagnetic field can yield an electromagnetic force and a motional induction current, which causes temporal variations in EM fields. Gershenzon et al. (1993) investigated several seismo-electromagnetic coupling effects using a dipole model for the source of the earthquake-related EM signals to estimate the EM signals caused by motional induction, piezomagnetic and electrokinetic effects. Iyemori et al. (1996) adopted the motional induction effect to discuss coseismic EM signals of the 1995 Hyogoken-Nanbu M7.2 earthquake by considering an electrically conducting slab moving in geomagnetic field. Matsushima et al. (2002) recorded the coseismic EM signals of the 1999 M7.4 Izmit earthquake and its aftershock, and claimed that the seismo-dynamo effect is a plausible mechanism for the recorded EM signals. Ujihara et al. (2004) conducted magnetotelluric observations to record EM data for the aftershock of the 26 May 2003 M7.1 off Miyagi Perfecture earthquake, and they concluded that the seismo-dynamo effect is responsible for the EM signals associated with seismic waves. Tang et al. (2010) also proposed that the coseismic EM signals of the aftershocks of 2008 Wenchuan Ms8.0 earthquake were possibly caused by motional induction effect.

To get a fundamental insight into the motional induction effect, quantitative investigations were also conducted by researchers. Yamazaki (2012) developed a solution for motional induction effect in 3-D horizontally layered model with seismic waves approximated as plane waves. He showed that the amplitudes of magnetic field arising from a Rayleigh wave with displacement of 10 cm and a period of 30 s were as large as 0.1 nT. Gao et al. (2014) provided analytical solutions for motional induction effect in a homogeneous full-space model. Their analytical solutions also showed that the coseismic electric and magnetic signals corresponding to the seismic waves with the acceleration of 0.1 m/s² can be as large as 1 mV/km and 0.1 nT, respectively. Later, Gao et al. (2019) studied the EM responses to an earthquake source due to the motional induction effect in a 2-D horizontally layered model. These quantitative studies suggested that the motional induction effect possibly plays an important role in generated EM signals during earthquake. However, these studies have some limitations. The solutions of Yamazaki (2012) cannot apply for the near-field case, since the approximation of seismic plane wave was used. The analytical solutions (Gao et al. 2014) are only for a homogeneous full-space. The 2-D solutions of Gao et al. (2019) only account for a special situation, in which the fault plane is perpendicular to the plane of seismic wave propagation. Besides, Gao et al. (2019) claimed that it was difficult to derive the 3-D solutions by methods like the LAC GRT method, and that double space-to-wavenumber Fourier transforms must be applied to derive the 3-D solutions. However, they were wrong about this point.

In this study, we consider a 3-D multi-layered model, which is widely used in the study of seismology, and use the LAC GRT method to derive the semi-analytical solutions of seismo-electromagnetic signals generated by an
earthquake source due to the motional induction effect. The mathematical derivations are shown step by step to assure the credibility. The remainder of this paper is organized as follows. First, we summarize the governing equations that have the form of Maxwell’s equations coupled with elastodynamic equations, as well as boundary conditions for seismic waves and EM signals in a multi-layered model. Second, we give a brief introduction to a set of vector basis functions, which is expressed in cylindrical coordinates, and use it to obtain transformed governing equations. In this process, deriving the expansion coefficients of the cross product of seismic displacement to ambient geomagnetic field is complicated but a key step. Later, we show the mathematical derivation process for obtaining the general solutions of the transformed governing equations in the frequency domain. Finally, we utilize the LAC GRT method to determine the source terms and wave–amplitude vectors, and insert them into the general solutions obtaining the semi-analytical solutions in frequency–space domain. The time–space-domain solutions can be achieved by further applying the discrete inverse Fourier transform.

**Governing equations and boundary conditions for multi-layered media**

The multi-layered media concerned in the study are illustrated in Fig. 1. There are $N$ homogeneous solid layers below an air half-space, and each solid layer is bounded by horizontally flat interfaces, $z = z^{(j)}$ and $z = z^{(j+1)}$. The interface with the depth of $z = z^{(1)}$ is a free surface. The bottom layer ($N$-th solid layer) is a half-space and thus has a lower interface $z = z^{(N+1)} = +\infty$. A double couple point source is embedded in the $s$th solid layer and located at $(0, 0, z_s)$. To eliminate the exponential growth factors in the source term (see Source term section), the analytical regularization approach (Chen 1999; Ren et al. 2010b) is applied by inserting two artificial interfaces $z = z^{(s-)} = z_s - \triangle z$ and $z = z^{(s+)} = z_s + \triangle z$, where

![Fig. 1 A multi-layered media with a double couple point source in the s-th layer](image-url)
$\Delta z$ is positive and infinitely small quantity. When $\Delta z$ approaches to zero (i.e., $\Delta z \to 0$), the $t$th solid layer actually will be divided into two layers, $z^{(s)} \leq z \leq z^{(s-)}$ and $z^{(s+)} \leq z \leq z^{(s+1)}$.

The elastic and electrical properties of each solid layer are described by Lamé constant $\lambda^{(s)}$, shear modulus $G^{(s)}$, density $\rho^{(s)}$, magnetic permeability $\mu^{(s)}$, electrical permittivity $\varepsilon^{(s)}$, and conductivity $\sigma^{(s)}$. The two parameters $\mu^{(s)}$ and $\varepsilon^{(s)}$ can be related to $\mu_0$ (the vacuum magnetic permeability) and $\varepsilon_0$ (the vacuum electrical permittivity) by $\mu^{(s)} = \mu_0 \mu_s$ and $\varepsilon^{(s)} = \varepsilon_0 \varepsilon_s$, where $\mu_s$ and $\varepsilon_s$ represent the relative magnetic permeability and relative electrical permittivity, respectively. We will also derive the semi-analytical solutions of EM fields in the near-free-surface air (e.g., with altitude less than several kilometers), which is far away from ionosphere, and therefore presumably can be treated as non-conductive, i.e., $\sigma^{(s)} = 0$. For the air medium, we assume $\mu^{(0)} = \mu_0$ and $\varepsilon^{(0)} = \varepsilon_0$.

Assuming a time dependence of $e^{-i\omega t}$, one can find the governing equations of seismo-electromagnetic signals in the $j$th solid layer can be written as the following frequency-domain expressions:

$$-\omega^2 \rho^{(j)} \mathbf{u}^{(j)} = (\lambda^{(j)} + 2\mu^{(j)}) \nabla \cdot \mathbf{u}^{(j)} - G^{(j)} \nabla \times \nabla \times \mathbf{u}^{(j)} + \delta_{jA} \mathbf{F},$$

$$\mathbf{\tau}^{(j)} = \lambda^{(j)} (\nabla \cdot \mathbf{u}^{(j)}) \mathbf{e}_z + G^{(j)} \left[ \frac{\partial \mathbf{u}^{(j)}}{\partial z} + \mathbf{e}_z \times (\nabla \times \mathbf{u}^{(j)}) \right],$$

$$\nabla \times \mathbf{H}^{(j)} = -io\varepsilon^{(j)} \mathbf{E}^{(j)} - io\sigma^{(j)} \mathbf{u}^{(j)} \times \mathbf{B}^a,$$

$$\nabla \times \mathbf{E}^{(j)} = io\mu^{(j)} \mathbf{H}^{(j)},$$

where $j = 1, 2, \ldots, N; \tilde{\varepsilon}^{(j)} = \varepsilon^{(j)} + \frac{1}{i\omega} \sigma^{(j)}; \omega$ represents the circular frequency; $\mathbf{u}$ is the seismic displacement (meaning $-i\omega \mathbf{u}$ represents the seismic vibration velocity); $\mathbf{F}$ indicates the body force density; $\delta_{jA}$ is Kronecker delta function; $\mathbf{\tau}$ is the traction acting on a horizontal plane below the air half-space; $\mathbf{e}_z$ represents the unit vector along $z$-direction; $\mathbf{E}$ and $\mathbf{H}$ are the electric and magnetic fields, respectively; $\mathbf{B}^a$ indicates the ambient geomagnetic field. The seismic waves are independent of EM signals. The second term in the right side of Eq. (3) represents the induction electric current generated by the vibration of conductive media in geomagnetic field. It acts as the source of EM fields. This study considers time and spatial scales up to several minutes and several hundred kilometers, respectively. Although the ambient geomagnetic field $\mathbf{B}^a$ varies over these scales, the amplitudes of these temporal–spatial variations are significantly smaller than the temporal–spatial average. Therefore, temporal–spatial variations in $\mathbf{B}^a$ should cause only minor changes on the resultant EM variations. For this reason, $\mathbf{B}^a$ is considered as a uniform vector over the area and period of interest (Yamazaki 2012).

Equation (2) is derived from $\mathbf{\tau}^{(j)} = \mathbf{\Gamma}^{(j)} \cdot \mathbf{e}_z$, where $\mathbf{\Gamma}^{(j)}$ is the stress tensor given by:

$$\mathbf{\Gamma}^{(j)} = \lambda^{(j)} (\nabla \cdot \mathbf{u}^{(j)}) \mathbf{I} + G^{(j)} [\nabla \mathbf{u}^{(j)} + (\nabla \mathbf{u}^{(j)})^T],$$

where $\mathbf{I}$ is the identity matrix and the superscript 'T' represents the transpose of the matrix. The boundary conditions that should be taken into consideration in deriving the semi-analytical solutions are the reason of using $\mathbf{\tau}$ instead of $\mathbf{\Gamma}^{(j)}$.

The detailed boundary conditions are as follows

i. Traction free on the free surface, that is:

$$\mathbf{\tau}^{(1)} \bigg|_{z=0} = 0;$$

ii. Continuities of seismic displacement and traction fields at subsurface interfaces, that is:

$$\begin{bmatrix} \mathbf{u}^{(j-1)} \\ \mathbf{\tau}^{(j-1)} \end{bmatrix} \bigg|_{z=z^{(j)}} = \begin{bmatrix} \mathbf{u}^{(j)} \\ \mathbf{\tau}^{(j)} \end{bmatrix} \bigg|_{z=z^{(j)}}, \quad (j = 2, 3, \ldots, N);$$

iii. Continuities of horizontal components of EM fields at each interface, that is:

$$\begin{bmatrix} \mathbf{e}_z \times \mathbf{H}^{(j-1)} \\ \mathbf{e}_z \times \mathbf{E}^{(j-1)} \end{bmatrix} \bigg|_{z=z^{(j)}} = \begin{bmatrix} \mathbf{e}_z \times \mathbf{H}^{(j)} \\ \mathbf{e}_z \times \mathbf{E}^{(j)} \end{bmatrix} \bigg|_{z=z^{(j)}}, \quad (j = 1, 2, \ldots, N);$$

iv. Radiation condition at infinity ($z = \pm \infty$), that is:

$$\begin{bmatrix} \mathbf{u}^{(N)} \\ \mathbf{\tau}^{(N)} \\ \mathbf{H}^{(N)} \\ \mathbf{E}^{(N)} \end{bmatrix} \bigg|_{z=\pm \infty} = 0,$$

where $\mathbf{H}^{(0)}$ and $\mathbf{H}^{(0)}$ indicate the EM fields in the air.

**Transformed governing equations**

In this section, we adopt a classic method that has been widely used as a pretreatment before deriving semi-analytical solutions of wave-fields in 3D multi-layered media (e.g., Aki and Richards 1980; Chen 1999; Ren et al. 2007, 2009, 2010a, b, 2012). This pretreatment leads to transformed governing equations. The details are introduced below.
The involved wave-field vectors are expanded using a set of vector basis functions:

\[
\begin{align*}
T^{m}_k(r, \theta) &= k^{-1}\nabla \times [e_z Y^{m}_m(r, \theta)], \\
S^{m}_k(r, \theta) &= k^{-1}\nabla Y^m_k(r, \theta), \\
R^{m}_k(r, \theta) &= -e_z Y^m_k(r, \theta),
\end{align*}
\]

where \(Y^m_m(r, \theta) = j^m m \delta(m = 0, \pm 1, \pm 2, \ldots)\) is the cylindrical harmonic function. The orthogonality and completeness of this set of vector basis functions, which have been proven in previous studies (Aki and Richards 1980; Chen 1999), can be found in Appendix A.

An arbitrary vector, for example, \(C(r, \theta, z)\), can be expressed in terms of this set of function basis as:

\[
C(r, \theta, z) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} \int_{0}^{2\pi} \int_{0}^{\infty} \left\{ C_{T,m}(z, k) T^{m}_k(r, \theta) \\
+ C_{S,m}(z, k) S^{m}_k(r, \theta) \right\} dk dr d\theta,
\]

where \(C_{T,m}(z, k), C_{S,m}(z, k),\) and \(C_{R,m}(z, k)\) are the expansion coefficients given by:

\[
\begin{align*}
C_{T,m}(z, k) &= \int_{0}^{2\pi} \int_{0}^{\infty} C(r, \theta, z) \cdot [T^{m}_k(r, \theta)]^* dr d\theta, \\
C_{S,m}(z, k) &= \int_{0}^{2\pi} \int_{0}^{\infty} C(r, \theta, z) \cdot [S^{m}_k(r, \theta)]^* dr d\theta, \\
C_{R,m}(z, k) &= \int_{0}^{2\pi} \int_{0}^{\infty} C(r, \theta, z) \cdot [R^{m}_k(r, \theta)]^* dr d\theta,
\end{align*}
\]

where the symbol \(^*\) indicates the complex conjugate.

**Transformed governing equations of elastic waves**

For the double couple point source concerned in this study, the body force density \(F\) can be mathematically expressed as:

\[
F(r, \theta, z) = -\mathbf{M}(\omega) \cdot \nabla [\delta(r - r_s) \delta(z - z_s)],
\]

where \(r\) is the horizontal space variable, i.e., \(r = (r, \theta) = (x, y)\); \(r_s\) denotes the horizontal space variable of source point; \(z_s\) indicates the source depth; \(\delta\) is the delta function; \(\mathbf{M}(\omega)\) represents the spectrum of the source moment tensor. There is a trick in evaluating expansion coefficients of the source according to Eqs. (13)–(15): if an arbitrary cylindrical coordinate system is chosen, the order ‘\(m\)’ will theoretically go to infinity. However, if a ‘source-center’ cylindrical coordinate system, in which the point source is located on \(z\)-axis, is chosen, the order ‘\(m\)’ will be limited as \(|m| \leq 2\). Therefore, we choose a source-center coordinate system for 3D problem (see Fig. 1). Then, the expansion coefficients of the double couple point source can be written as:

\[
\begin{align*}
F_{T,m}(z, k) &= \sum_{n=1,2} \phi^{SH}_{m,n} f_{T,n}, \\
F_{S,m}(z, k) &= \sum_{n=0,1,2} \phi^{PSV}_{m,n} \left[ f_{S,n} \right], \\
F_{R,m}(z, k) &= \sum_{n=0,1,2} \phi^{PSV}_{m,n} \left[ f_{R,n} \right],
\end{align*}
\]

where:

\[
\begin{align*}
f_{T,1} &= f_{S,1} = \delta'(z - z_s), \\
f_{T,2} &= f_{S,2} = \delta(z - z_s), \\
f_{S,0} &= -\frac{k}{2} \left[ M_{zz}(\omega) + M_{yy}(\omega) \right] \delta(z - z_s), \\
f_{R,0} &= M_{zz}(\omega) \delta'(z - z_s), \\
f_{R,1} &= k \delta(z - z_s), \\
f_{R,2} &= 0,
\end{align*}
\]

\[
\begin{align*}
\phi^{SH}_{m,1} &= \frac{1}{2} \left[ M_{yz}(\omega) + i M_{xz}(\omega) \right] \delta_{m,1} - \frac{1}{2} \left[ M_{yz}(\omega) - i M_{xz}(\omega) \right] \delta_{m,-1}, \\
\phi^{SH}_{m,2} &= \frac{k}{4} \left\{ i [ M_{yy}(\omega) - M_{xx}(\omega) ] - 2 M_{xy}(\omega) \right\} \delta_{m,2} \\
&- \frac{k}{4} \left\{ i [ M_{yy}(\omega) - M_{xx}(\omega) ] + 2 M_{xy}(\omega) \right\} \delta_{m,-2}, \\
\phi^{PSV}_{m,0} &= \delta_{m,0}, \\
\phi^{PSV}_{m,1} &= \frac{1}{2} \left[ i M_{yz}(\omega) - M_{xz}(\omega) \right] \delta_{m,1} + \frac{1}{2} \left[ i M_{yz}(\omega) + M_{xz}(\omega) \right] \delta_{m,-1}, \\
\phi^{PSV}_{m,2} &= \frac{k}{4} \left[ M_{xx}(\omega) - M_{yy}(\omega) - 2 i M_{xy}(\omega) \right] \delta_{m,2} \\
&+ \frac{k}{4} \left[ M_{xx}(\omega) - M_{yy}(\omega) + 2 i M_{xy}(\omega) \right] \delta_{m,-2}.
\end{align*}
\]
$M_{xx}(ω), M_{xy}(ω), M_{xz}(ω), M_{yy}(ω), M_{yz}(ω),$ and $M_{zz}(ω)$ are the corresponding elements of the source moment tensor $\mathbf{M}(ω)$. In this work, we take into account double couple point source representing a fault without tension (i.e., the displacement discontinuity across the fault is parallel to fault plane). For such kind of source, Eqs. (3.21) and (3.23) in Chapter 3 of Aki and Richards (1980) tell us that the source moment tensor is a symmetric tensor (Chen 1999).

The elastic wave-fields involved in Eqs. (1) and (2) can be rewritten in terms of expansion coefficients. Using the orthogonality of the vector basis functions (see Appendix A) and noticing Eqs. (17) and (18), we find that the expansion coefficients of $\mathbf{u}$ and $\tau$ satisfy the following linear superposition:

$$\begin{bmatrix} u_{T,m}^{(j)}(z,k) \\ \tau_{T,m}^{(j)}(z,k) \end{bmatrix} = \sum_{n=1,2} \phi_{mn}^{SH} \begin{bmatrix} \tilde{u}_{T,m}^{(j)}(z,k) \\ \tilde{\tau}_{T,m}^{(j)}(z,k) \end{bmatrix},$$

with $n = 0, 1, 2, s_p^{(j)} = \sqrt{\rho^{(j)}/(\lambda^{(j)} + 2G^{(j)})}$.

We can see, the two expansion coefficients associated with SH waves, $u_{T,m}^{(j)}(z,k)$ and $\tau_{T,m}^{(j)}(z,k)$, are independent of those associated with P and SV waves, $u_{S,m}^{(j)}(z,k)$, $u_{R,m}^{(j)}(z,k)$, $\tau_{S,m}^{(j)}(z,k)$, and $\tau_{R,m}^{(j)}(z,k)$. This fact leads to two uncoupled modes of elastic wave-fields; that is, SH mode governed by Eqs. (21)–(23) and PSV mode governed by Eqs. (24)–(28).

### Expansion coefficients of the cross product $\mathbf{u} \times \mathbf{B}^a$

The induction electric current $-i\omega \sigma \mathbf{u} \times \mathbf{B}^a$ acts as a source of EM fields. Determining the expansion coefficients of $\mathbf{u} \times \mathbf{B}^a$ is the key of transforming Eq. (3) and solving EM fields. For 3-D case, the intersection angle between propagation direction of seismic wave and orientation of the ambient geomagnetic field varies for different azimuth angle. This makes the expansion of the vector $\mathbf{u} \times \mathbf{B}^a$ and the derivation of EM field solutions in 3-D case more complicated and tedious than the 2-D case.

Now, let us define:

$$\mathbf{C}(r, θ, z) = \mathbf{u}(r, θ, z) \times \mathbf{B}^a.$$  (29)

Note that seismic displacement can be expressed by expansion coefficients as:

$$\mathbf{u}(r, θ, z) = \frac{1}{2\pi} \sum_{m=-∞}^{+∞} \int_{0}^{+∞} \{ u_{T,m}(z,k) \mathbf{T}^m_k(r, θ)$$

$$+ u_{S,m}(z,k) \mathbf{S}^m_k(r, θ) + u_{R,m}(z,k) \mathbf{R}^m_k(r, θ) \}kd\kappa, \quad (30)$$

and Eq. (11) can be rewritten as:

$$\begin{align*}
\mathbf{T}_k^m(r, θ) &= \frac{i m}{k r} J_m(kr) e^{im\phi} \mathbf{e}_r - J_m(kr) e^{im\phi} \mathbf{e}_θ, \\
\mathbf{S}_k^m(r, θ) &= J'_m(kr) e^{im\phi} \mathbf{e}_r + \frac{i m}{k r} J_m(kr) e^{im\phi} \mathbf{e}_θ, \\
\mathbf{R}_k^m(r, θ) &= - J_m(kr) e^{im\phi} \mathbf{e}_z,
\end{align*}$$  (31)

where $\mathbf{e}_r$ and $\mathbf{e}_θ$ are the two horizontal unit vectors of cylindrical coordinate system.

Assuming the $x$-, $y$- and $z$-components of $\mathbf{B}^a$ are $B_x^a$, $B_y^a$, and $B_z^a$, respectively, we can obtain the expression of $\mathbf{B}^a$ in cylindrical coordinate system as:

$$\mathbf{B}^a = (B_x^a \cos θ + B_y^a \sin θ) \mathbf{e}_r + (-B_x^a \sin θ + B_y^a \cos θ) \mathbf{e}_θ + B_z^a \mathbf{e}_z.$$  (32)

Substitution of Eqs. (29) and (30) into Eqs. (13)–(15) yields:

$$C_{ξ,m}(z,k') = C_{ξ,m}^{part1}(z,k') + C_{ξ,m}^{part2}(z,k') + C_{ξ,m}^{part3}(z,k'),$$  (33)

where, $ξ = T, S, R$; and
\[ C^{\text{part1}}_{T,m}(z, k') = \frac{1}{2\pi} \sum_{m=-\infty}^{\infty} \int_{0}^{2\pi} \int_{0}^{+\infty} \left\{ \int_{0}^{+\infty} \left[ u_{T,m}(z, k) T^{m}_{k}(r, \theta) \times B^{3} \right] k dk \right\} \cdot \left[ T^{m}_{k}(r, \theta) \right]^* r d\theta d\phi, \] (34)

\[ C^{\text{part2}}_{T,m}(z, k') = \frac{1}{2\pi} \sum_{m=-\infty}^{\infty} \int_{0}^{2\pi} \int_{0}^{+\infty} \left\{ \int_{0}^{+\infty} \left[ u_{S,m}(z, k) S^{m}_{k}(r, \theta) \times B^{3} \right] k dk \right\} \cdot \left[ S^{m}_{k}(r, \theta) \right]^* r d\theta d\phi, \] (35)

\[ C^{\text{part3}}_{T,m}(z, k') = \frac{1}{2\pi} \sum_{m=-\infty}^{\infty} \int_{0}^{2\pi} \int_{0}^{+\infty} \left\{ \int_{0}^{+\infty} \left[ u_{R,m}(z, k) R^{m}_{k}(r, \theta) \times B^{3} \right] k dk \right\} \cdot \left[ R^{m}_{k}(r, \theta) \right]^* r d\theta d\phi, \] (36)

\[ C^{\text{part1}}_{S,m}(z, k') = \frac{1}{2\pi} \sum_{m=-\infty}^{\infty} \int_{0}^{2\pi} \int_{0}^{+\infty} \left\{ \int_{0}^{+\infty} \left[ u_{T,m}(z, k) T^{m}_{k}(r, \theta) \times B^{3} \right] k dk \right\} \cdot \left[ S^{m}_{k}(r, \theta) \right]^* r d\theta d\phi, \] (37)

\[ C^{\text{part2}}_{S,m}(z, k') = \frac{1}{2\pi} \sum_{m=-\infty}^{\infty} \int_{0}^{2\pi} \int_{0}^{+\infty} \left\{ \int_{0}^{+\infty} \left[ u_{S,m}(z, k) S^{m}_{k}(r, \theta) \times B^{3} \right] k dk \right\} \cdot \left[ S^{m}_{k}(r, \theta) \right]^* r d\theta d\phi, \] (38)

\[ C^{\text{part3}}_{S,m}(z, k') = \frac{1}{2\pi} \sum_{m=-\infty}^{\infty} \int_{0}^{2\pi} \int_{0}^{+\infty} \left\{ \int_{0}^{+\infty} \left[ u_{R,m}(z, k) R^{m}_{k}(r, \theta) \times B^{3} \right] k dk \right\} \cdot \left[ R^{m}_{k}(r, \theta) \right]^* r d\theta d\phi, \] (39)

\[ C^{\text{part1}}_{r,m}(z, k') = \frac{1}{2\pi} \sum_{m=-\infty}^{\infty} \int_{0}^{2\pi} \int_{0}^{+\infty} \left\{ \int_{0}^{+\infty} \left[ u_{T,m}(z, k) T^{m}_{k}(r, \theta) \times B^{3} \right] k dk \right\} \cdot \left[ R^{m}_{k}(r, \theta) \right]^* r d\theta d\phi, \] (40)
$$C_{r,m'}^{\text{part1}}(z,k') =$$
$$\frac{1}{2\pi} \sum_{m=-\infty}^{\infty} \int_{0}^{2\pi} \int_{0}^{\infty} \left\{ \int_{0}^{+\infty} u_{s,m}(z,k)S_{m}^{m}(r,\theta) \times B^{a} \right\} \cdot \left[ R_{k}^{m}(r,\theta) \right]^{*} r dr d\theta,$$

(41)

$$C_{r,m'}^{\text{part2}}(z,k') =$$
$$\frac{1}{2\pi} \sum_{m=-\infty}^{\infty} \int_{0}^{2\pi} \int_{0}^{\infty} \left\{ \int_{0}^{+\infty} u_{r,m}(z,k)R_{m}(r,\theta) \times B^{a} \right\} \cdot \left[ R_{k}^{m}(r,\theta) \right]^{*} r dr d\theta.$$  

(42)

For the above nine integration formulas, we need to find out their explicit expressions one by one. For Eq. (34), we can replace $T_{k}^{m}(r,\theta)$, $T_{k}^{m'}(r,\theta)$, and $B^{a}$ with their expressions in cylindrical coordinate system. Utilizing Eqs. (31) and (32), we derive:

$$\left[ T_{k}^{m}(r,\theta) \times B^{a} \right] \cdot \left[ T_{k}^{m'}(r,\theta) \right]^{*} =$$
$$B_{z}^{a} e^{i(m-m')\theta} \left[ \frac{im'}{kr} J_{m'}(k' \rho) J_{m}(kr) + \frac{im}{kr} J_{m'}'(k' \rho) J_{m}'(kr) \right].$$  

(43)

Then, we substitute Eq. (43) into Eq. (34) and use the relation $\frac{1}{2\pi} \int_{0}^{2\pi} e^{i(m-m')\theta} d\theta = \delta_{m,m'}$ to gain:

$$C_{r,m'}^{\text{part1}}(z,k') =$$
$$\int_{0}^{+\infty} \left\{ \int_{0}^{+\infty} \left[ \frac{im'}{kr} J_{m'}(k' \rho) J_{m}(kr) + \frac{im}{kr} J_{m'}'(k' \rho) J_{m}'(kr) \right] r dr \right\} \cdot u_{s,m}(z,k)B_{z}^{a} dr dk.$$  

(44)

Utilizing the following property of Bessel function

$$\int_{0}^{+\infty} \left[ \frac{m'}{kr} J_{m'}(k' \rho) J_{m}(kr) + \frac{m}{kr} J_{m'}'(k' \rho) J_{m}'(kr) \right] r dr = 0,$$  

(45)

we find:

$$\left[ R_{k}^{m}(r,\theta) \times B^{a} \right] \cdot \left[ T_{k}^{m'}(r,\theta) \right]^{*} =$$
$$- \frac{im'}{kr} J_{m'}(k' \rho) J_{m}(kr) e^{i(m-m')\theta} \left[ - \frac{B_{z}^{a}}{2} (e^{-i\theta} - e^{i\theta}) + \frac{B_{z}^{a}}{2} (e^{-i\theta} + e^{i\theta}) \right]$$
$$+ \frac{im}{kr} J_{m'}'(k' \rho) J_{m}'(kr) e^{i(m-m')\theta} \left[ \frac{B_{z}^{a}}{2} (e^{-i\theta} + e^{i\theta}) + \frac{B_{z}^{a}}{2} (e^{-i\theta} - e^{i\theta}) \right].$$  

(51)

Combination of Eqs. (31) and (32) also gives:

$$\left[ S_{m}^{m}(r,\theta) \times B^{a} \right] \cdot \left[ T_{k}^{m'}(r,\theta) \right]^{*} =$$
$$B_{z}^{a} e^{i(m-m')\theta} \left[ \frac{m'}{kr} J_{m'}(k' \rho) J_{m}(kr) + \frac{m}{kr} J_{m'}'(k' \rho) J_{m}'(kr) \right].$$  

(47)

Substituting the above formula into Eq. (35) results in:

$$C_{r,m'}^{\text{part2}}(z,k') =$$
$$\int_{0}^{+\infty} \left\{ \int_{0}^{+\infty} \left[ \frac{(m')^{2}}{kk'} I_{m'}(k' \rho) I_{m}(kr) + J_{m'}'(k' \rho) J_{m}'(kr) \right] r dr \right\} \cdot u_{s,m}(z,k)B_{z}^{a} dr dk.$$  

(48)

Notice another property of Bessel function

$$\int_{0}^{+\infty} \left[ \frac{(m')^{2}}{kk'} I_{m'}(k' \rho) I_{m}(kr) + J_{m'}'(k' \rho) J_{m}'(kr) \right] r dr =$$
$$\frac{1}{\sqrt{kk'}} \delta(k - k');$$  

(49)

we gain:

$$C_{r,m'}^{\text{part2}}(z,k') = u_{s,m}(z,k') B_{z}^{a}.$$  

(50)

From Eqs. (31) and (32), we can also obtain:
Further combining the equation \( \frac{1}{2\pi} \int_{0}^{2\pi} e^{i(m-m'\pm 1)\theta} d\theta = \delta_{m,m'\pm 1} \) and the following recurrence relations of Bessel function:

\[
\begin{align*}
\frac{j_m'(k'r) - m'}{k'r} j_m(k'r) &= -j_{m+1}(k'r), \\
\frac{j_m'(k'r) + m'}{k'r} j_m(k'r) &= j_{m-1}(k'r),
\end{align*}
\]

we can rewrite Eq. (36) as:

\[
C_{T,m'}^{\text{part}3}(z,k') = \int_{0}^{+\infty} \left\{ \int_{0}^{+\infty} j_{m'+1}(k'r) j_{m+1}(kr) r dr \right\} u_{R,m'+1}(z,k') k dk.
\]

Taking into account the following orthogonality of Bessel function:

\[
\int_{0}^{+\infty} r dr j_m(k'r) j_m(kr) = \frac{1}{\sqrt{k'k}} \delta(k - k'),
\]

we have:

\[
C_{T,m'}^{\text{part}3}(z,k') = -u_{R,m'+1}(z,k') \frac{B_x^2 + iB_y^2}{2} + u_{R,m'-1}(z,k') \frac{B_x^2 - iB_y^2}{2}.
\]

Combining Eqs. (33), (46), (50), and (55) and replacing \( k' \) with \( k \), we finally obtain.

\[
C_{T,m}(z,k) = u_{S,m}(z,k) B_x^2 - u_{R,m'+1}(z,k) \frac{B_x^2 + iB_y^2}{2} + u_{R,m'-1}(z,k) \frac{B_x^2 - iB_y^2}{2}.
\]

In a similar way, utilizing Eqs. (31)–(33), (37)–(42) and some properties of Bessel function, such as Eqs. (45), (49), (52), and (54), we gain:

\[
C_{S,m'}(z,k) = -u_{T,m'}(z,k) B_x^2 + u_{R,m'+1}(z,k) \frac{iB_x^2 - B_y^2}{2} + u_{R,m'-1}(z,k) \frac{iB_x^2 + B_y^2}{2}.
\]

Based on Eqs. (12) and (56)–(58), we find \( C(r, \theta, z) \) can be divided into three parts, which are related with seismic displacement expansion coefficients of \( m' \), \( m' + 1 \), and \( m' - 1 \) orders, respectively. For these three parts, we use \( m \) to replace \( m' \), \( m' + 1 \) and \( m' - 1 \), respectively, to make the seismic displacement expansion coefficients have a uniform order; that is, \( u_{T,S}(z, k) \) \( (\xi = T, S) \). Since the expansion coefficients of \( u_{T,S}(z, k) \) and \( r_{T,S}(z, k) \) (which correspond to SH waves) are not coupled with those of \( u_{S}(z, k) \), \( u_{R}(z, k) \), \( r_{S}(z, k) \), and \( r_{R}(z, k) \) (which correspond to P and SV waves), the SH and PSV modes will be solved separately. Correspondingly, we separate the induction electric current induced by SH waves from those induced by P and SV waves. Finally, \( C(r, \theta, z) \) can be divided into six parts as:

\[
C(r, \theta, z) = \sum_{\xi = SH, PSV} C^{(0,\xi)}(r, \theta, z) + C^{1,\xi}(r, \theta, z) + C^{-1,\xi}(r, \theta, z).
\]
Each part can be expressed in terms of expansion coefficients as:

\[
C^{p,\xi}(r, \theta, z) = \frac{1}{2\pi} \sum_{m=-\infty}^{+\infty} \int_{0}^{+\infty} \left\{ C^{p,\xi}_{T,m+p}(z,k) T_k^{m+p}(r,\theta) + C^{p,\xi}_{S,m+p}(z,\omega) S_k^{m+p}(r,\theta) + C^{p,\xi}_{R,m+p}(z,k) R_k^{m+p}(r,\theta) \right\} dk,
\]

where, \( p = 0, +1, -1; \xi = SH, PSV \).

The EM fields in solid media (i.e., \( j = 1, 2, \ldots, N \)) satisfy:

\[
\nabla \times H^{p,\xi}(j) = -i\omega \varepsilon^{(j)} E^{p,\xi}(j) - i\omega \sigma^{(j)} C^{p,\xi}(j),
\]

\[
\nabla \times E^{p,\xi}(j) = i\omega \mu^{(j)} H^{p,\xi}(j).
\]

Rewriting the above two equations in terms of expansion coefficients and utilizing the orthogonality of the vector basis functions (see Appendix A), we obtain the general form of transformed governing equations of EM fields in solid (see Appendix B). Equations (170)–(172) involve the EM fields of TM mode (in which magnetic fields are transversely polarized), whereas Eqs. (173)–(175) involve the EM fields of TE mode (in which electric fields are transversely polarized).

Taking into account the specific expansion coefficients of \( C^{p,\xi}(r, \theta, z) \), i.e., Eqs. (60)–(64), we find that SH waves will not generate EM fields of TE mode, that is:

\[
\begin{bmatrix}
H_{S,m+p}^{p,SH}(j,z,k) \\
E_{S,m+p}^{p,SH}(j,z,k) \\
H_{R,m+p}^{p,SH}(j,z,k)
\end{bmatrix}
= 0,
\]

for \( p = 0, +1, -1 \).

However, SH waves will generate EM fields of TM mode. The expansion coefficients of these TM-mode EM fields are actually determined by \( u_{T,m}(z,k) \). Further considering the linear superposition of \( u_{T,m}(z,k) \), i.e., Eq. (21), we obtain:

\[
\begin{bmatrix}
H_{S,m+p}^{p,SH}(j,z,k) \\
E_{S,m+p}^{p,SH}(j,z,k) \\
H_{R,m+p}^{p,SH}(j,z,k)
\end{bmatrix}
= \sum_{n=1,2} \sum_{m,n} \phi_{m,n} \begin{bmatrix}
H_{T,m}^{0,SH}(j,z,k) \\
E_{S,m}^{0,SH}(j,z,k) \\
E_{R,m}^{0,SH}(j,z,k)
\end{bmatrix},
\]

for \( j = 0, 1, 2, \ldots, N \).

Each part of EM fields can be expressed by expansion coefficients as:

\[
\begin{bmatrix}
E^{p,\xi}(j,r,\theta,z) \\
H^{p,\xi}(j,r,\theta,z)
\end{bmatrix}
= \frac{1}{2\pi} \sum_{m=-\infty}^{+\infty} \int_{0}^{+\infty} \left\{ \begin{bmatrix}
E^{p,\xi}_{T,m+p}(z,k) \\
H^{p,\xi}_{T,m+p}(z,k)
\end{bmatrix} T_k^{m+p}(r,\theta) \\
+ \begin{bmatrix}
E^{p,\xi}_{S,m+p}(z,\omega) \\
H^{p,\xi}_{S,m+p}(z,\omega)
\end{bmatrix} S_k^{m+p}(r,\theta) + \begin{bmatrix}
E^{p,\xi}_{R,m+p}(z,k) \\
H^{p,\xi}_{R,m+p}(z,k)
\end{bmatrix} R_k^{m+p}(r,\theta) \right\} dk,
\]
where $j = 1, 2, \ldots, N$. Considering SH waves with the case of $p = 0$, we find $(\tilde{H}_{T,n}^{0,SH(j)}, \tilde{E}_{S,n}^{0,SH(j)}, \tilde{E}_{R,n}^{0,SH(j)})$ with $n = 1, 2$ (that is, partial TM-mode EM fields) which satisfy the following equations:

$$
\begin{aligned}
\left[ \begin{array}{c}
\tilde{H}_{T,n}^{\pm 1,SH(j)}(z, k) \\
\tilde{E}_{S,n}^{\pm 1,SH(j)}(z, k) \\
\tilde{E}_{R,n}^{\pm 1,SH(j)}(z, k)
\end{array} \right] = a^{\pm 1} \sum_{n=1,2} \varphi_{m,n}^{SH} \left[ \begin{array}{c}
\tilde{H}_{T,n}^{1,SH(j)}(z, k) \\
\tilde{E}_{S,n}^{1,SH(j)}(z, k) \\
\tilde{E}_{R,n}^{1,SH(j)}(z, k)
\end{array} \right],
\end{aligned}
$$

(72)

where $j = 1, 2, \ldots, N$.

Moreover, another two parts of induction electric current, $-i\omega C^{0,PSV}$, will induce TM-mode EM fields. The expansion coefficients of these EM fields are related to $u_{S,m}(z, k)$ and $u_{R,m}(z, k)$. Further considering the linear superposition of these two seismic-displacement expansion coefficients, i.e., Eq. (24), we obtain:

$$
\begin{aligned}
\left[ \begin{array}{c}
\tilde{H}_{T,n}^{0,PSV(j)}(z, k) \\
\tilde{E}_{S,n}^{0,PSV(j)}(z, k) \\
\tilde{E}_{R,n}^{0,PSV(j)}(z, k)
\end{array} \right] = 0.
\end{aligned}
$$

(75)

However, another two parts of induction electric current, $-i\omega C^{1,PSV}$, will induce TM-mode EM fields. The expansion coefficients of these EM fields are related to $u_{S,m}(z, k)$ and $u_{R,m}(z, k)$. Further considering the linear superposition of these two seismic-displacement expansion coefficients, i.e., Eq. (24), we obtain:

$$
\begin{aligned}
\left[ \begin{array}{c}
\tilde{H}_{T,n}^{1,PSV(j)}(z, k) \\
\tilde{E}_{S,n}^{1,PSV(j)}(z, k) \\
\tilde{E}_{R,n}^{1,PSV(j)}(z, k)
\end{array} \right] = \beta^{\pm 1} \sum_{n=0,1,2} \varphi_{m,n}^{PSV} \left[ \begin{array}{c}
\tilde{H}_{T,n}^{1,PSV(j)}(z, k) \\
\tilde{E}_{S,n}^{1,PSV(j)}(z, k) \\
\tilde{E}_{R,n}^{1,PSV(j)}(z, k)
\end{array} \right],
\end{aligned}
$$

(76)

where $j = 1, 2, \ldots, N$.

PSV-mode seismic waves with the case of $p = +1, -1$

$$
\begin{aligned}
\left[ \begin{array}{c}
\tilde{H}_{T,n}^{1,PSV(j)}(z, k) \\
\tilde{E}_{S,n}^{1,PSV(j)}(z, k) \\
\tilde{E}_{R,n}^{1,PSV(j)}(z, k)
\end{array} \right] = k \frac{\tilde{H}_{T,n}^{1,SH(j)}(z, k)}{\tilde{E}_{S,n}^{1,SH(j)}(z, k) - \frac{\sigma(j)}{C(j)} \tilde{u}_{T,n}(z, k)},
\end{aligned}
$$

(74)

We learn from Eqs. (170)-(172) that partial induction electric current $-i\omega C^{0,PSV}$ does not generate EM fields give rise to another partial TM-mode EM fields, i.e., $(\tilde{H}_{T,n}^{1,PSV(j)}, \tilde{E}_{S,n}^{1,PSV(j)}, \tilde{E}_{R,n}^{1,PSV(j)})$ with $n = 0, 1, 2$:

$$
\begin{aligned}
\left[ \begin{array}{c}
\tilde{H}_{T,n}^{1,PSV(j)}(z, k) \\
\tilde{E}_{S,n}^{1,PSV(j)}(z, k) \\
\tilde{E}_{R,n}^{1,PSV(j)}(z, k)
\end{array} \right] = k \frac{\sigma(j)}{C(j)} \tilde{u}_{T,n}(z, k) - \frac{\sigma(j)}{\tilde{E}(j)} \tilde{u}_{S,n}(z, k).
\end{aligned}
$$

(77)

of TM mode, because of the fact $C^{0,PSV}_{S,n} = C^{0,PSV}_{R,n} = 0$. Thus, we have:

Equations (173)–(175) tell us that PSV-mode seismic waves will also induce TE-mode EM fields because of the three non-zero expansion coefficients, $C^{0,PSV}_{T,n}(z, k)$.
fields’ horizontal components at free surface. Using a similar way of deriving Eqs. (71)–(81), we can obtain the transformed governing equations of EM fields in air (see Appendix C).

**Transformed governing equations written in matrix**

SH waves are independent of P and SV waves for layered media considered in this study. Consequently, the transformed governing equations of displacement–stress–EM-wave-fields in solid media can be written as two sets of first-order ordinary differential equations associated with SH-mode and PSV-mode seismic waves, respectively. Although these two equation sets are different in dimension, they are identical in form:

$$\begin{align*}
\frac{d}{dz} & \begin{bmatrix}
\tilde{H}_{S,n}^0(z,k) \\
\tilde{E}_{T,n}^0(z,k) \\
\tilde{H}_{R,n}^0(z,k)
\end{bmatrix} = \textbf{a}^{TE}(j) \begin{bmatrix}
\tilde{H}_{S,n}^1(z,k) \\
\tilde{E}_{T,n}^1(z,k) \\
\tilde{H}_{R,n}^1(z,k)
\end{bmatrix} + \begin{bmatrix}
\iota \omega \sigma \, B_{2,n}^0(\tilde{u}_{S,n}^0(z,k)) \\
0
\end{bmatrix}, \\
\frac{d}{dz} & \begin{bmatrix}
\tilde{H}_{S,n}^1(z,k) \\
\tilde{E}_{T,n}^1(z,k) \\
\tilde{H}_{R,n}^1(z,k)
\end{bmatrix} = \textbf{a}^{TE}(j) \begin{bmatrix}
\tilde{H}_{S,n}^0(z,k) \\
\tilde{E}_{T,n}^0(z,k) \\
\tilde{H}_{R,n}^0(z,k)
\end{bmatrix} + \begin{bmatrix}
\iota \omega \sigma \, \tilde{u}_{R,n}^0(z,k) \\
0
\end{bmatrix},
\end{align*}$$

where $j = 1, 2, \ldots, N$.

An alternative way to generate partial TE-mode EM fields with $n = 0, 1, 2$ for PSV-mode seismic waves with the case of $p = 0$ determine partial TE-mode EM fields, i.e., $(\tilde{E}_{T,n}^0(\tilde{u}_{T,n}^0(z,k)), \tilde{H}_{S,n}^0(z,k), \tilde{H}_{R,n}^0(z,k))$ with $n = 0, 1, 2$ as:

$$\begin{align*}
\frac{d}{dz} & \begin{bmatrix}
\tilde{E}_{T,n}^0(z,k) \\
\tilde{H}_{S,n}^0(z,k) \\
\tilde{H}_{R,n}^0(z,k)
\end{bmatrix} = \textbf{a}^{TE}(j) \begin{bmatrix}
\tilde{E}_{T,n}^1(z,k) \\
\tilde{H}_{S,n}^1(z,k) \\
\tilde{H}_{R,n}^1(z,k)
\end{bmatrix} + \begin{bmatrix}
\iota \omega \sigma \, \tilde{u}_{S,n}^0(z,k) \\
0
\end{bmatrix}, \\
\frac{d}{dz} & \begin{bmatrix}
\tilde{H}_{R,n}^0(z,k)
\end{bmatrix} = -\frac{k}{\iota \omega \sigma} \begin{bmatrix}
\tilde{E}_{T,n}^0(z,k)
\end{bmatrix},
\end{align*}$$

As the air (above the free surface) is treated as non-conductive, i.e., $\sigma^{(0)} = 0$, we do not consider any induction electric current in the air. The generation of EM fields in air actually results from the discontinuities of EM

$$\begin{align*}
\frac{d}{dz} & \begin{bmatrix}
\tilde{E}_{T,n}^0(z,k) \\
\tilde{H}_{S,n}^0(z,k) \\
\tilde{H}_{R,n}^0(z,k)
\end{bmatrix} = \textbf{a}^{TE}(j) \begin{bmatrix}
\tilde{E}_{T,n}^1(z,k) \\
\tilde{H}_{S,n}^1(z,k) \\
\tilde{H}_{R,n}^1(z,k)
\end{bmatrix} + \begin{bmatrix}
\iota \omega \sigma \, \tilde{u}_{R,n}^0(z,k) \\
0
\end{bmatrix},
\end{align*}$$

where $\zeta = SH, PSV; j = 1, 2, \ldots, N$. For SH waves and corresponding TM-mode EM fields in solid media, we have:

$$\begin{align*}
\frac{d}{dz} & \begin{bmatrix}
\tilde{E}_{T,n}^0(z,k) \\
\tilde{H}_{S,n}^0(z,k) \\
\tilde{H}_{R,n}^0(z,k)
\end{bmatrix} = \textbf{a}^{TE}(j) \begin{bmatrix}
\tilde{E}_{T,n}^1(z,k) \\
\tilde{H}_{S,n}^1(z,k) \\
\tilde{H}_{R,n}^1(z,k)
\end{bmatrix} + \begin{bmatrix}
\iota \omega \sigma \, \tilde{u}_{R,n}^0(z,k) \\
0
\end{bmatrix},
\end{align*}$$

Since the air (above the free surface) is treated as non-conductive, i.e., $\sigma^{(0)} = 0$, we do not consider any induction electric current in the air. The generation of EM fields in air actually results from the discontinuities of EM

$$\begin{align*}
\frac{d}{dz} & \begin{bmatrix}
\tilde{E}_{T,n}^0(z,k) \\
\tilde{H}_{S,n}^0(z,k) \\
\tilde{H}_{R,n}^0(z,k)
\end{bmatrix} = \textbf{a}^{TE}(j) \begin{bmatrix}
\tilde{E}_{T,n}^1(z,k) \\
\tilde{H}_{S,n}^1(z,k) \\
\tilde{H}_{R,n}^1(z,k)
\end{bmatrix} + \begin{bmatrix}
\iota \omega \sigma \, \tilde{u}_{R,n}^0(z,k) \\
0
\end{bmatrix},
\end{align*}$$

where $\zeta = SH, PSV; j = 1, 2, \ldots, N$. For SH waves and corresponding TM-mode EM fields in solid media, we have:
\[ \mathbf{D}^{SH}(z) = \begin{bmatrix} \mathbf{D}^{SH}(z) \\ \mathbf{D}_2^{SH}(z) \end{bmatrix}, \quad (84) \]

\[ \mathbf{D}^{SH}_1(z) = \begin{bmatrix} 0, & 0 \\ -f_{T,1}, & -f_{T,2} \end{bmatrix}, \quad \mathbf{D}_2^{SH}(z) = 0, \quad (85) \]

\[ \mathbf{A}^{SH}(j) = \begin{bmatrix} \mathbf{a}_{11}^{SH}(j), & 0, & 0 \\ \mathbf{a}_{12}^{SH}(j), & \mathbf{a}_{21}^{TM}(j), & 0 \\ \mathbf{a}_{13}^{SH}(j), & 0, & \mathbf{a}_{31}^{TM}(j) \end{bmatrix}, \quad (86) \]

where \( j = 1, 2, \ldots, N. \)

For P and SV waves and corresponding EM fields in solid media, we have:

\[ \begin{align*}
\mathbf{y}^{PSV}(j)(z) &= \begin{bmatrix}
\tilde{u}_0^{PSV}(j)(z,k), & \tilde{u}_1^{PSV}(j)(z,k), & \tilde{u}_2^{PSV}(j)(z,k), \\
\tilde{u}_3^{PSV}(j)(z,k), & \tilde{u}_4^{PSV}(j)(z,k), & \tilde{u}_5^{PSV}(j)(z,k), \\
\tilde{u}_7^{PSV}(j)(z,k), & \tilde{u}_8^{PSV}(j)(z,k), & \tilde{u}_9^{PSV}(j)(z,k), \\
\tilde{E}_0^{PSV}(j)(z,k), & \tilde{E}_1^{PSV}(j)(z,k), & \tilde{E}_2^{PSV}(j)(z,k), \\
\tilde{E}_3^{PSV}(j)(z,k), & \tilde{E}_4^{PSV}(j)(z,k), & \tilde{E}_5^{PSV}(j)(z,k), \\
\tilde{E}_7^{PSV}(j)(z,k), & \tilde{E}_8^{PSV}(j)(z,k), & \tilde{E}_9^{PSV}(j)(z,k) \\
\end{bmatrix}, \\
\mathbf{D}^{PSV}(z) &= \begin{bmatrix} \mathbf{D}^{PSV}(z) \\ \mathbf{D}_2^{PSV}(z) \end{bmatrix}, \quad (88) \]

\[ \mathbf{A}^{PSV}(7 : 8, 1 : 2) = \begin{bmatrix} 0, & i\omega a^{SP}(j) \end{bmatrix}, \quad (93) \]

\[ \mathbf{A}^{PSV}(9 : 10, 1 : 2) = \begin{bmatrix} 0, & k\sigma /\tilde{e}^{SP}(j), & -i\omega a^{SP}(j) \end{bmatrix}, \quad (94) \]

\[ \mathbf{A}^{PSV}(5 : 6, 5 : 6) = \mathbf{A}^{PSV}(7 : 8, 7 : 8) = \mathbf{a}^{TE(j)}, \quad (95) \]

\[ \mathbf{A}^{PSV}(9 : 10, 9 : 10) = \mathbf{a}^{TM(j)}, \quad (96) \]
\[
\begin{align*}
\mathbf{A}^{PSV(1)}(1:4,5:10) &= \mathbf{0}, \\
\mathbf{A}^{PSV(1)}(5:6,3:4) &= \mathbf{0}, \\
\mathbf{A}^{PSV(1)}(5:6,7:10) &= \mathbf{0}, \\
\mathbf{A}^{PSV(1)}(7:8,3:6) &= \mathbf{0}, \\
\mathbf{A}^{PSV(1)}(7:8,9:10) &= \mathbf{0}, \\
\mathbf{A}^{PSV(1)}(9:10,3:8) &= \mathbf{0}, \\
\end{align*}
\]

and (103), are done in the same manner.

From Appendix C, we can see the transformed governing equations of EM fields in air can also be written as two sets of first-order ordinary differential equations:

\[
\frac{d}{dz} \mathbf{y}^{(0)}(z) = \mathbf{A}^{(0)} \mathbf{y}^{(0)}(z),
\]

where \( j = 1, 2, \ldots, N \). \( \mathbf{A}^{PSV(1)}(1:4,1:4) \) represents a sub-matrix of \( \mathbf{A}^{PSV(1)} \) including the elements in the rows from first to fourth and also in the columns from first to fourth. Other analogous matrices in the context, such as those in Eqs. (92)–(97), (123)–(125), (136), (137), (153), and (155), are done in the same manner.

With the constraints of boundary conditions, all the expansion coefficients contained in vector \( \mathbf{y}^{(0)}(z) \) (\( j = 0, 1, 2, \ldots, N \)) can be determined by solving Eqs. (82) and (98). The expansion coefficients of EM fields' vertical components, i.e., \( \mathbf{E}^{(0)}(z, k) \) and \( \mathbf{H}^{(0)}(z, k) \), are not contained in vector \( \mathbf{y}^{(0)}(z) \). However, they can be calculated by the bottom rows of Eqs. (73), (74), (77), (80), (81), (182), (185), and (188), that is:

\[
\begin{align*}
\mathbf{E}_{SH}^{(0)}(z, k) &= \frac{k}{i\omega \varepsilon_0} \mathbf{H}_{SH}^{(0)}(z, k), & (j = 0, 1, 2, \ldots, N), \\
\mathbf{E}_{SH}^{(1)}(z, k) &= \frac{k}{i\omega \varepsilon_0} \mathbf{H}_{SH}^{(1)}(z, k) - \frac{\sigma^{(j)}}{\varepsilon_0} \tilde{u}_{T,n}^{(j)}(z, k), & (j = 1, 2, \ldots, N), \\
\mathbf{E}_{SH}^{(2)}(z, k) &= \frac{k}{i\omega \varepsilon_0} \mathbf{H}_{SH}^{(2)}(z, k),
\end{align*}
\]
for \( n = 1, 2; \) and

\[
\begin{align*}
\tilde{E}_{R,n}^{1,PSV}(z,k) &= \frac{k}{\iota_0\epsilon_0} \tilde{E}_{T,n}^{1,PSV}(z,k), \\
\tilde{E}_{S,n}^{1,PSV}(z,k) &= \frac{k}{\iota_0\epsilon_0} \tilde{E}_{T,n}^{1,PSV}(z,k) - \frac{\sigma^{(j)}}{\epsilon_0} \tilde{E}_{S,n}(z,k), & (j = 1, 2, \cdots, N), \\
\tilde{H}_{R,n}^{q,PSV}(z,k) &= -\frac{k}{\iota_0\mu_0} \tilde{E}_{S,n}^{q,PSV}(z,k), & (q = 0, 1, \ (j = 0, 1, 2, \cdots, N),
\end{align*}
\]

(105)

for \( n = 0, 1, 2.\)

Once \( \tilde{u}_{T,n}(z,k), \tilde{u}_{S,n}(z,k), \tilde{H}_{T,n}^{q,\zeta}(z,k), \) and \( \tilde{E}_{T,n}^{q,\zeta}(z,k) \) \((q = 0, 1, \zeta = SH, PSV)\) are determined, the above two equations can be used to calculate the expansion coefficients of EM fields’ vertical components. Now, the key problem is to solve the first-order ordinary differential equations [Eqs. (82) and (98)].

**General solutions**

According to the general theory of ordinary differential equations, fundamental differential equation set (82) can be solved as:

\[
\begin{align*}
A_d^{SH(j)}(z) &= \text{diag}\left\{ e^{-\gamma_0(z-z^{(0)})}, e^{-\gamma_0(z-z^{(0)})}, e^{-\gamma_0(z-z^{(0)})} \right\}, \\
A_n^{SH(j)}(z) &= \text{diag}\left\{ e^{-\gamma_0(z^{(1)}-z)}, e^{-\gamma_0(z^{(1)}-z)}, e^{-\gamma_0(z^{(1)}-z)} \right\},
\end{align*}
\]

(108)

with \( j = 1, 2, \cdots, N; \) and

\[
\begin{align*}
A_d^{SH(j(+)}(z) &= \text{diag}\left\{ e^{-\gamma_0(z-z^{(s+)})}, e^{-\gamma_0(z-z^{(s+)})}, e^{-\gamma_0(z-z^{(s+)})} \right\}, \\
A_n^{SH(j(-)}(z) &= \text{diag}\left\{ e^{-\gamma_0(z^{(s-)}-z)}, e^{-\gamma_0(z^{(s-)}-z)}, e^{-\gamma_0(z^{(s-)}-z)} \right\},
\end{align*}
\]

(109)

\[
y^{(j)}(z) = \Theta^{(j)} A^{(j)}(z) b^{(j)}, \quad (106)
\]

for \( j = 1, 2, \cdots, s - 1 \) or \( j = s + 1, s + 2, \cdots, N; \) and

\[
\begin{align*}
\zeta^{(s)}(z) &= \Theta^{(s)} A^{(s-)}(z) b^{(s-)}, & (z_{(s)}) \leq z \leq z_{(s-)}, \\
y^{(s)}(z) &= \Theta^{(s)} A^{(s+)}(z) b^{(s+)}(z_{(s+)} \leq z \leq z_{(s+)}), \\
y^{(s)}(z) &= \Theta^{(s)} (b^{(s)} + \tilde{s}), \quad (z_{(s-)} \leq z \leq z_{(s+)}).
\end{align*}
\]

(107)

Here, \( \zeta = SH, PSV, \) \( b^{(j)} \) is the wave-amplitude vector to be determined by boundary conditions, and \( \tilde{s}^{(j)} \) is the source term determined by \( \Theta^{(j)} \) and \( D^{(j)}(z) \) (see Source term section). In obtaining the third row of Eq. (107), we have utilized the fact \( \Delta z \rightarrow 0 \) which means that \( z_{(s-)} \rightarrow z_s - 0 \) and \( z_{(s+)} \rightarrow z_s + 0.\)

Matrices \( \Theta^{(j)} \) and \( A^{(j)}(z) \) are related with the eigen-decomposition of matrix \( A^{(j)} \). The eigenvalues of \( A^{(j)} \) actually have physical meanings: they are merely \( i \) times the vertical wavenumbers for down-going and up-going wave-fields (Aki and Richards 1980). In the following context, we use subscripts ‘d’ and ‘u’ to indicate the matrices (or vectors) associated with down-going and up-going wave-fields, respectively.

For the case \( \zeta = SH, \) we define:

Then, we have \( \Lambda^{SH}(z) \) written as:

\[
\Lambda^{SH(j)}(z) = \begin{bmatrix} A_d^{SH(j)}(z), & 0 \\ 0, & A_n^{SH(j)}(z) \end{bmatrix},
\]

(110)

for \( j = 1, 2, \cdots, s - 1 \) or \( j = s + 1, s + 2, \cdots, N; \) and

\[
\begin{align*}
\Lambda^{SH(s-)}(z) &= \begin{bmatrix} A_d^{SH(s-)}(z), & 0 \\ 0, & A_n^{SH(s-)}(z) \end{bmatrix}, \\
\Lambda^{SH(s+)}(z) &= \begin{bmatrix} A_d^{SH(s+)}(z), & 0 \\ 0, & A_n^{SH(s+)}(z) \end{bmatrix}.
\end{align*}
\]

(111)

The matrix \( \Theta^{SH(j)}(j = 1, 2, \cdots, N) \) is given by:

\[
\Theta^{SH(j)} = \begin{bmatrix} \Theta_{d,SH}^{SH(j)}, \Theta_{d,TM}^{SH(j)}, \Theta_{d,TM}^{SH(j)}, \Theta_{n,SH}^{SH(j)}, \Theta_{n,TM}^{SH(j)}, \Theta_{u,SH}^{SH(j)}, \Theta_{u,TM}^{SH(j)} \end{bmatrix},
\]

(112)
\[ \Theta_{d,SH} = \begin{bmatrix} 1 & -\gamma_s(j) \Delta_s & \frac{1}{\omega} \gamma_s(j) \Delta_s \\ -\gamma_s(j) \Delta_s & \frac{1}{\omega} \gamma_s(j) \Delta_s & \gamma_s(j) \Delta_s \\ \frac{1}{\omega} \gamma_s(j) \Delta_s & \gamma_s(j) \Delta_s & \gamma_s(j) \Delta_s \end{bmatrix}, \quad \Theta_{u,SH} = \begin{bmatrix} 1 & \gamma_s(j) \Delta_s & -\frac{1}{\omega} \gamma_s(j) \Delta_s \\ \gamma_s(j) \Delta_s & \gamma_s(j) \Delta_s & \frac{1}{\omega} \gamma_s(j) \Delta_s \\ -\frac{1}{\omega} \gamma_s(j) \Delta_s & \frac{1}{\omega} \gamma_s(j) \Delta_s & \frac{1}{\omega^2} \gamma_s(j)^2 \Delta_s \end{bmatrix} \]

where, \( \Delta_s(j) = \frac{\sigma_{ej}(j)^2}{(\omega^j)^2 + \mu_{ej}(j)^2} \), \( \gamma_s(j) = \sqrt{k^2 - (\omega_{ej}(j)^2)^2} \), and \( \gamma_{em} = \sqrt{k^2 - (\omega_{ej}(j)^2)^2} \). We define \( \text{Re}\{ \gamma_s(j) \} > 0 \) and \( \text{Re}\{ \gamma_{em} \} > 0 \) so that \( A_{d,SH}(j) \) and \( A_{u,SH}(j) \) are related with down-going and up-going wave-fields, respectively. \( \pm \gamma_s(j) \) and \( \pm \gamma_{em} \) are just the eigenvalues of \( A_{SH}(j) \) and \( \lambda_{\text{em}} \) are double eigenvalues. The six column vectors of \( \Theta_{\text{SH}(j)} \) are the eigenvectors of \( A_{\text{SH}(j)} \).

For the case \( \zeta = \text{PSV} \), we define:

\[
\begin{align*}
A_{d,PSV}(j)(z) &= \text{diag}\left\{ e^{-\gamma_s(j) (z - z(j))}, e^{-\gamma_s(j) (z - z(j))}, e^{-\gamma_s(j) (z - z(j))} \right\}, \\
A_{u,PSV}(j)(z) &= \text{diag}\left\{ e^{-\gamma_{em}(j) (z - z(j))}, e^{-\gamma_{em}(j) (z - z(j))}, e^{-\gamma_{em}(j) (z - z(j))} \right\},
\end{align*}
\]

with \( j = 1, 2, \ldots, N \); and

\[
\begin{align*}
A_{d,PSV(s+)}(j)(z) &= \text{diag}\left\{ e^{-\gamma_s(j) (z - z(j))}, e^{-\gamma_s(j) (z - z(j))}, e^{-\gamma_s(j) (z - z(j))} \right\}, \\
A_{u,PSV(s-)}(j)(z) &= \text{diag}\left\{ e^{-\gamma_{em}(j) (z - z(j))}, e^{-\gamma_{em}(j) (z - z(j))}, e^{-\gamma_{em}(j) (z - z(j))} \right\}.
\end{align*}
\]

Then, we have \( A_{PSV}(z) \) written as:

\[
A_{PSV}(j)(z) = \left[ \begin{array}{ccc} A_{d,PSV}(j)(z) & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & A_{u,PSV}(j)(z) & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & A_{d,PSV}(j)(z) \end{array} \right],
\]

for \( j = 1, 2, \ldots, s - 1 \) or \( j = s + 1, s + 2, \ldots, N \); and

\[
\begin{align*}
A_{PSV(s+)}(j)(z) &= \left[ \begin{array}{ccc} A_{d,PSV(s+)}(j)(z) & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & A_{u,PSV(s+)}(j)(z) & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & A_{d,PSV(s+)}(j)(z) \end{array} \right], \\
A_{PSV(s-)}(j)(z) &= \left[ \begin{array}{ccc} A_{d,PSV(s-)}(j)(z) & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & A_{u,PSV(s-)}(j)(z) & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & A_{d,PSV(s-)}(j)(z) \end{array} \right].
\end{align*}
\]

The matrix \( \Theta_{PSV(j)}(j) = 1, 2, \ldots, N \) is given by:

\[
\Theta_{PSV(i)} = \left[ \begin{array}{c}
\Theta_{PSV} \left( d, SV \right), \Theta_{PSV} \left( d, P \right), \Theta_{PSV} \left( u, TE \right), \Theta_{PSV} \left( u, TE \right), \Theta_{PSV} \left( d, TM \right), \\
\Theta_{PSV} \left( u, SV \right), \Theta_{PSV} \left( u, P \right), \Theta_{PSV} \left( u, TE \right), \Theta_{PSV} \left( u, TE \right), \Theta_{PSV} \left( u, TM \right) \end{array} \right],
\]
\[
\Theta_{d,SV}^{PSV(j)} = \begin{bmatrix}
-\gamma_s^{(j)} & -k \\
G^{(j)}[k^2 + (\gamma_s^{(j)})^2] & 2G^{(j)}ky_s^{(j)} \\
\frac{B_s^2(y_s^{(j)})^2}{\text{io}}\Delta_s^{(j)} & -\mu(y_s^{(j)})^2\Delta_s^{(j)} \\
-\mu(y_s^{(j)})k\Delta_s^{(j)} & 0 \\
\sigma(\gamma_s^{(j)})^2 & \frac{\sigma(\gamma_s^{(j)})}{\Delta_s^{(j)}}
\end{bmatrix}, \quad \Theta_{u,SV}^{PSV(j)} = \begin{bmatrix}
\gamma_s^{(j)} & -k \\
G^{(j)}[k^2 + (\gamma_s^{(j)})^2] & -2G^{(j)}ky_s^{(j)} \\
\frac{B_s^2(y_s^{(j)})^2}{\text{io}}\Delta_s^{(j)} & \mu(y_s^{(j)})^2\Delta_s^{(j)} \\
\gamma_s^{(j)} & -\mu(y_s^{(j)})k\Delta_s^{(j)} & 0 \\
\sigma(\gamma_s^{(j)})^2 & \frac{\sigma(\gamma_s^{(j)})}{\Delta_s^{(j)}}
\end{bmatrix},
\]

(121)

\[
\Theta_{d,P}^{PSV(j)} = \begin{bmatrix}
k & \gamma_p^{(j)} \\
-2G^{(j)}ky_p^{(j)} & -G^{(j)}[k^2 + (\gamma_p^{(j)})^2] \\
-\frac{kB_s^2(y_p^{(j)})^2}{\text{io}}\Delta_p^{(j)} & \frac{\mu(y_p^{(j)})B_s^2\Delta_p^{(j)}}{\text{io}} \\
-\mu(y_p^{(j)})B_s^2\Delta_p^{(j)} & \frac{\mu(y_p^{(j)})\gamma_p^{(j)}\Delta_p^{(j)}}{\text{io}} \\
\frac{\gamma_p^{(j)}}{\mu(y_p^{(j)})} & \frac{\gamma_p^{(j)}}{\mu(y_p^{(j)})} \\
\frac{\gamma_p^{(j)}}{\mu(y_p^{(j)})} & \frac{\gamma_p^{(j)}}{\mu(y_p^{(j)})}
\end{bmatrix}, \quad \Theta_{u,P}^{PSV(j)} = \begin{bmatrix}
k & -\gamma_p^{(j)} \\
2G^{(j)}ky_p^{(j)} & -G^{(j)}[k^2 + (\gamma_p^{(j)})^2] \\
\frac{kB_s^2(y_p^{(j)})^2}{\text{io}}\Delta_p^{(j)} & \frac{\mu(y_p^{(j)})B_s^2\Delta_p^{(j)}}{\text{io}} \\
\gamma_p^{(j)} & \frac{\gamma_p^{(j)}}{\mu(y_p^{(j)})} \\
\gamma_p^{(j)} & \frac{\gamma_p^{(j)}}{\mu(y_p^{(j)})}
\end{bmatrix},
\]

(122)

\[
\left\{\begin{array}{l}
\Theta_{d,TE}^{PSV(j)} (1 : 4, 1) = 0, \\
\Theta_{d,TE}^{PSV(j)} (5 : 6, 1) = \begin{bmatrix}
-\gamma_{em}^{(j)} \\
\text{io}\mu(y_p^{(j)})
\end{bmatrix}, \\
\Theta_{d,TE}^{PSV(j)} (7 : 10, 1) = 0,
\end{array} \right. \quad 
\left\{\begin{array}{l}
\Theta_{u,TE}^{PSV(j)} (1 : 4, 1) = 0, \\
\Theta_{u,TE}^{PSV(j)} (5 : 6, 1) = \begin{bmatrix}
\gamma_{em}^{(j)} \\
\text{io}\mu(y_p^{(j)})
\end{bmatrix}, \\
\Theta_{u,TE}^{PSV(j)} (7 : 10, 1) = 0,
\end{array} \right.
\]

(123)

\[
\left\{\begin{array}{l}
\Theta_{d,TE}^{PSV(j)} (1 : 6, 1) = 0, \\
\Theta_{d,TE}^{PSV(j)} (7 : 8, 1) = \begin{bmatrix}
-\gamma_{em}^{(j)} \\
\text{io}\mu(y_p^{(j)})
\end{bmatrix}, \\
\Theta_{d,TE}^{PSV(j)} (9 : 10, 1) = 0,
\end{array} \right. \quad 
\left\{\begin{array}{l}
\Theta_{u,TE}^{PSV(j)} (1 : 6, 1) = 0, \\
\Theta_{u,TE}^{PSV(j)} (7 : 8, 1) = \begin{bmatrix}
\gamma_{em}^{(j)} \\
\text{io}\mu(y_p^{(j)})
\end{bmatrix}, \\
\Theta_{u,TE}^{PSV(j)} (9 : 10, 1) = 0,
\end{array} \right.
\]

(124)

\[
\left\{\begin{array}{l}
\Theta_{d,TM}^{PSV(j)} (1 : 8, 1) = 0, \\
\Theta_{d,TM}^{PSV(j)} (9 : 10, 1) = \begin{bmatrix}
\text{io}\gamma_{em}^{(j)} \\
\gamma_{em}^{(j)}
\end{bmatrix}, \\
\Theta_{d,TM}^{PSV(j)} (1 : 8, 1) = 0,
\end{array} \right. \quad 
\left\{\begin{array}{l}
\Theta_{u,TM}^{PSV(j)} (1 : 8, 1) = 0, \\
\Theta_{u,TM}^{PSV(j)} (9 : 10, 1) = \begin{bmatrix}
\text{io}\gamma_{em}^{(j)} \\
-\gamma_{em}^{(j)}
\end{bmatrix}, \\
\Theta_{u,TM}^{PSV(j)} (1 : 8, 1) = 0,
\end{array} \right.
\]

(125)
where,  
\[ \Delta_p^{(j)} = \frac{\omega_0^{(j)}}{(k_p^{(j)})^2 - \mu_0^{(j)} \eta_0^{(j)}}, \quad \gamma_p^{(j)} = \sqrt{k^2 - (\omega S_p^{(j)})^2}, \]
Re\{\gamma_p^{(j)}\} > 0.

In this study, the air medium is treated as a homogeneous half-space. Thus, there are only up-going waves in the air. Taking into account this fact, we find the general solution of Eq. (98) can be written as:
\[ \mathbf{y}^{(0)}(z) = \mathbf{\Theta}^{(0)}(z) \mathbf{A}^{(0)}(z) \mathbf{b}^{(0)}, \]  
(126)
where \( \zeta = SH, PSV; b_n^{(0)} \) is the unknown EM-wave–amplitude vector in the air; matrices \( \mathbf{\Theta}^{(0)}(z) \) and \( \mathbf{A}^{(0)}(z) \) are related with the eigen-decomposition of matrix \( \mathbf{A}^{(0)}(z) \) and they are given by:
\[ \mathbf{A}^{(0)}(z) = \text{diag}\left\{ e^{-\gamma_{em}^{(0)}(z^{1+})}, e^{-\gamma_{em}^{(0)}(z^{1-})} \right\}, \]  
(127)
\[ \mathbf{\Theta}^{(0)}(z) = \begin{bmatrix} i \omega_0^{(0)}, & 0 \\ -\gamma_{em}^{(0)}, & i \omega_0^{(0)} \\ 0, & -\gamma_{em}^{(0)} \end{bmatrix}, \]  
(128)
\[ \mathbf{A}^{PSV(0)}(z) = \text{diag}\left\{ e^{-\gamma_{em}^{(0)}(z^{1+})}, e^{-\gamma_{em}^{(0)}(z^{1-})}, e^{-\gamma_{em}^{(0)}(z^{2+})}, e^{-\gamma_{em}^{(0)}(z^{2-})} \right\}, \]  
(129)
\[ \mathbf{\Theta}^{PSV(0)}(z) = \begin{bmatrix} \gamma_{em}^{(0)}, & 0, & 0 \\ i \omega_0^{(0)}, & 0, & 0 \\ 0, & \gamma_{em}^{(0)}, & 0 \\ 0, & i \omega_0^{(0)}, & 0 \end{bmatrix}, \]  
(130)
where, \( \gamma_{em}^{(0)} = \sqrt{k^2 - \omega^2 \mu_0 \epsilon_0}, \text{Re}\{\gamma_{em}^{(0)}\} > 0. \)

It should be mentioned that, in Eqs. (108), (109), (116), (117), and (127), the introduction of extra exponential factors like \( e^{-\nu z^{(0)}} \) and \( e^{-\nu z^{(1)}} \) (in which \( \nu = \gamma^{(0)}_u, \gamma^{(0)}_p \) or \( \gamma^{(0)}_em \)) is an important pretreatment of the LAC GRT method. It guarantees all diagonal elements in matrix \( \mathbf{A}^{(0)}(z) \) are exponential decaying factors, which will provide a good stability in numerical calculation. The introduction of these extra exponential factors affects the vectors \( \mathbf{b}^{(0)}(z) \) and \( \mathbf{b}^{(0)}(z) + \tilde{\mathbf{s}} \), which will further affect the LAC GRT coefficients defined in Eqs. (140) and (141).

### Determining the semi-analytical solutions

To determine \( \mathbf{y}^{(j)}(z) (j = 0, 1, 2, \ldots, N) \) through Eqs. (106), (107), and (126), we have to obtain the source term \( \tilde{\mathbf{s}} \) as well as the wave-amplitude vectors \( \mathbf{b}^{(j)}(z) \) \((j = 1, 2, \ldots, N \text{ or } j = s^-, s^+) \) and \( \mathbf{b}_0^{(0)} \).

#### Source term

After inserting the two artificial interfaces \( z = z^{(s-)} = z_s - \triangle z \) and \( z = z^{(s+)} = z_s + \triangle z \), the source term \( \tilde{\mathbf{s}} \) is given by (Chen 1999; Ren et al. 2010b):
\[ \tilde{\mathbf{s}} = \begin{bmatrix} \tilde{s}_0 \\ \tilde{s}_n \end{bmatrix}, \]  
(131)
\[ \tilde{\mathbf{s}}_d = \int_{z^{(s-)}}^{z^{(s+)}} \mathbf{D}_d(\eta) \left\{ \psi_{11}^\xi(\eta) + \psi_{12}^\xi(\eta) \right\} \eta \, d\eta, \]  
\[ \tilde{\mathbf{s}}_a = -\int_{z^{(s-)}}^{z^{(s+)}} \mathbf{D}_a(\eta) \left\{ \psi_{21}^\xi(\eta) + \psi_{22}^\xi(\eta) \right\} \eta \, d\eta, \]  
(132)
where \( \xi = SH, PSV; \psi_{11}^\xi, \psi_{12}^\xi, \psi_{21}^\xi \) and \( \psi_{22}^\xi \) are the four sub-matrices of \( \mathbf{\Psi}^\xi \), which is determined by:
\[ \mathbf{\Psi}^\xi = \left( \mathbf{\Theta}^\xi(0) \right)^{-1}; \]  
(133)
\( \tilde{\Lambda}^\xi(\eta) \) and \( \tilde{\Lambda}_d^\xi(\eta) \) are diagonal matrices given by:
\[ \tilde{\Lambda}^\xi(\eta) = \text{diag}\left\{ e^{-\gamma^{(0)}_u(\eta - z^{(s-)}_p)}, e^{-\gamma^{(0)}_u(\eta - z^{(s-)}_p)}, e^{-\gamma^{(0)}_u(\eta - z^{(s-)}_p)} \right\}, \]  
(134)
If the two artificial interfaces are excluded, the integration limits in Eq. (132), i.e., \( z(\cdot) \) and \( z(\cdot + 1) \), will be replaced by \( z(\cdot) \) and \( z(\cdot + 1) \), respectively. Besides, the two terms \( \Lambda_d^{(\xi)}(\eta) \) and \( \Lambda_u^{(\xi)}(\eta) \) will be replaced by \( \Lambda_d^{(i)}(\eta) \) and \( \Lambda_u^{(i)}(\eta) \). That will make the source term contain exponential growth factors, such as \( e^{z(\cdot)} \) and \( e^{z(\cdot + 1)} \), leading to high-frequency instability problem (i.e., numerical overflow for high frequency) in the numerical calculation of the source term (Chen 1999; Ren et al. 2010b). The introduction of the two artificial interfaces \( z = z(\cdot) \rightarrow z_0 - 0 \) and \( z = z(\cdot + 1) \rightarrow z_0 + 0 \) (as \( \Delta z \rightarrow 0 \)) eliminates the exponential growth factors and therefore helps to solve the high-frequency instability problem without sacrificing any computational efficiency (Chen 1999; Ren et al. 2010b).

According to Eq. (132), \( \Lambda_d^{(s)} \) and \( \Lambda_u^{(s)} \) are \( 3 \times 2 \) matrices while \( \Lambda_d^{(i)} \) and \( \Lambda_u^{(i)} \) are \( 5 \times 3 \) matrices. Combination of Eqs. (19), (85), (90), and (132) leads to the following explicit expressions of the source term:

\[
\begin{align*}
\left[ \begin{array}{c}
\Lambda_d^{(s)}(\eta) \\
\Lambda_u^{(s)}(\eta)
\end{array} \right] &= \begin{array}{c}
\Lambda_d^{(i)}(\eta) \\
\Lambda_u^{(i)}(\eta)
\end{array}
\end{align*}
\]

(135)\N

\[
\begin{align*}
\Phi^{SH} &= \text{diag}\{\gamma_1^{(s)}, \gamma_1^{(s)}, \gamma_1^{(s)}, \gamma_1^{(s)}, \gamma_1^{(s)}\}, \\
\Phi^{PSV} &= \text{diag}\{\gamma_1^{(s)}, \gamma_1^{(s)}, \gamma_1^{(s)}, \gamma_1^{(s)}, \gamma_1^{(s)}\}.
\end{align*}
\]

(138)\N

LAC GRT coefficients

Now, we apply the LAC GRT method (Luco and Aspil 1983; Chen 1993, 1999; Martin and Thomson 1997; Ge and Chen 2008; Ren et al. 2007, 2010a, b, 2012) to determine the wave-amplitude vectors \( b^{(j)}(j = 1, 2, \ldots, N \text{ or } j = s-, s+) \) can be divided into two sub-vectors,

\[
\begin{align*}
b^{(j)} &= \begin{bmatrix} b_d^{(j)} \\ b_u^{(j)} \end{bmatrix},
\end{align*}
\]

(139)\N

where \( b_d^{(j)} \) and \( b_u^{(j)} \) represent the amplitudes of the down-going and up-going wave-fields, respectively.

For each interface above the source, we define a generalized up-going transmission coefficient and a generalized up–down reflection coefficient, \( T_d^{(j)} \) and \( R_d^{(j)}(j = 1, 2, \ldots, s \text{ or } j = s-) \). Meanwhile, for each interface below the source, we define a generalized down-going transmission coefficient and a generalized down–up reflection coefficient, \( T_u^{(j)} \) and \( R_u^{(j)}(j = s+ \text{ or } j = s+1, s+2, \ldots, N+1) \). The definitions are as follows:

\[
\begin{align*}
\left[ \begin{array}{c}
\Lambda_d^{(s)}(1:5,1) \\
\Lambda_u^{(s)}(1:5,1)
\end{array} \right] &= \frac{k}{2} \left[ M_{xx}(\omega) + M_{yy}(\omega) \right] \begin{bmatrix}
\psi^{PSV}(1:5,3) \\
\psi^{PSV}(6:10,3)
\end{bmatrix}, \\
+ & M_{zz}(\omega) \begin{bmatrix}
\Phi^{PSV} \psi^{PSV}(1:5,3) \\
\Phi^{PSV} \psi^{PSV}(6:10,4)
\end{bmatrix},
\end{align*}
\]

(137)\N

where
The LAC GRT coefficients, $T_{u}^{(j)}$, $R_{ud}^{(j)}$, $T_{d}^{(j)}$, and $R_{du}^{(j)}$, describe the overall effects of multiple reflection and transmission due to the existence of interfaces (see Fig. 2). For the case of $\zeta = SH$ and PSV, they are $3 \times 3$ and $5 \times 5$ matrices, respectively, except that $T_{u}^{(2H)}$ and $T_{u}^{PSV}$ are $2 \times 3$ and $3 \times 5$ matrices, respectively.

In deriving Eqs. (142) and (143), we have used the constraints $z^{(s-)} \to z_{s} - 0$ and $z^{(s+)} \to z_{s} + 0$, which result from the fact $\Delta z \to 0$. Obviously, Eqs. (142) and (143) suggest that:

\[
T_{u}^{(s-)} = T_{d}^{(s+)} = I, \quad R_{ud}^{(s-)} = R_{du}^{(s+)} = \Lambda_{u}^{(s)}(z_{s})R_{ud}^{(s)}.
\]

For $j = 2, 3, \ldots, s$, we use the continuity boundary conditions to obtain:

\[
\begin{bmatrix}
T_{d}^{(j)} \\
R_{du}^{(j)}
\end{bmatrix}\begin{bmatrix}
T_{u}^{(j-1)} \\
R_{ud}^{(j-1)}
\end{bmatrix} + \begin{bmatrix}
\Lambda_{d}^{(j-1)} & q_{d}^{(j-1)} \\
-\Lambda_{d}^{(j-1)} & -q_{d}^{(j-1)}
\end{bmatrix} = \begin{bmatrix}
\Lambda_{u}^{(j)} & q_{u}^{(j)} \\
-\Lambda_{u}^{(j)} & -q_{u}^{(j)}
\end{bmatrix},
\]

\[
\begin{bmatrix}
T_{d}^{(j+1)} \\
R_{du}^{(j+1)}
\end{bmatrix} = \begin{bmatrix}
T_{d}^{(j)} \\
R_{du}^{(j)}
\end{bmatrix} + \begin{bmatrix}
\Lambda_{d}^{(j)} & q_{d}^{(j)} \\
-\Lambda_{d}^{(j)} & -q_{d}^{(j)}
\end{bmatrix},
\]

\[
\begin{bmatrix}
T_{u}^{(j+1)} \\
R_{ud}^{(j+1)}
\end{bmatrix} = \begin{bmatrix}
T_{u}^{(j)} \\
R_{ud}^{(j)}
\end{bmatrix} + \begin{bmatrix}
\Lambda_{u}^{(j)} & q_{u}^{(j)} \\
-\Lambda_{u}^{(j)} & -q_{u}^{(j)}
\end{bmatrix},
\]

\[
\begin{bmatrix}
T_{d}^{(j)} \\
R_{du}^{(j)}
\end{bmatrix} = \begin{bmatrix}
T_{d}^{(j-1)} \\
R_{du}^{(j-1)}
\end{bmatrix} + \begin{bmatrix}
\Lambda_{d}^{(j-1)} & q_{d}^{(j-1)} \\
-\Lambda_{d}^{(j-1)} & -q_{d}^{(j-1)}
\end{bmatrix},
\]

\[
\begin{bmatrix}
T_{u}^{(j-1)} \\
R_{ud}^{(j-1)}
\end{bmatrix} = \begin{bmatrix}
T_{u}^{(j)} \\
R_{ud}^{(j)}
\end{bmatrix} + \begin{bmatrix}
\Lambda_{u}^{(j)} & q_{u}^{(j)} \\
-\Lambda_{u}^{(j)} & -q_{u}^{(j)}
\end{bmatrix}.
\]

The continuity boundary conditions, i.e., Eqs. (7) and (8), at subsurface interfaces help achieve the direct evaluation equations of the generalized reflection and transmission coefficients.

For the two artificial interfaces $z = z^{(s-)}$ and $z = z^{(s+)}$, the continuity boundary conditions yield:

\[
\begin{bmatrix}
\Theta_{11}^{(s)} & \Theta_{12}^{(s)} \\
\Theta_{21}^{(s)} & \Theta_{22}^{(s)}
\end{bmatrix} = \begin{bmatrix}
\Lambda^{(s)}(z_{s})R_{ud}^{(s-)}T_{a}^{(s-)} - R_{ud}^{(s-)} \\
T_{a}^{(s-)} - I
\end{bmatrix} = 0,
\]

\[
\begin{bmatrix}
\Theta_{11}^{(s)} & \Theta_{12}^{(s)} \\
\Theta_{21}^{(s)} & \Theta_{22}^{(s)}
\end{bmatrix} = \begin{bmatrix}
\Lambda^{(s)}(z_{s})R_{du}^{(s+)}T_{d}^{(s+) - I} \\
T_{d}^{(s+)} - R_{du}^{(s+)}
\end{bmatrix} = 0,
\]

where $\Theta_{11}^{(s)}$, $\Theta_{12}^{(s)}$, $\Theta_{21}^{(s)}$, and $\Theta_{22}^{(s)}$ (with $\zeta = SH, PSV$) are the four sub-matrices of $\Theta^{(s)}$, that is:

\[
\begin{bmatrix}
\Theta_{11}^{(s)} \\
\Theta_{12}^{(s)} \\
\Theta_{21}^{(s)} \\
\Theta_{22}^{(s)}
\end{bmatrix} = \begin{bmatrix}
\Theta_{11}^{(s)} & \Theta_{12}^{(s)} \\
\Theta_{21}^{(s)} & \Theta_{22}^{(s)}
\end{bmatrix} = \begin{bmatrix}
\Theta_{11}^{(s)} & \Theta_{12}^{(s)} \\
\Theta_{21}^{(s)} & \Theta_{22}^{(s)}
\end{bmatrix}.
\]
Fig. 2  Schematic diagram of the LAC GRT coefficients defined for different interfaces. a–c Coefficients defined for the real interfaces $z = z^{(1)}, z^{(2)}, \ldots, z^{(N)}$, while (d) accounts for those defined for the two artificial interfaces $z = z^{(s-)}$ and $z = z^{(s+)}$. 

(a) $\phi^{(j-1)}$-th layer

$\phi^{(j)}$-th layer

when $j = 1, 2, \ldots, s - 1$

(b) $\phi^{(s-1)}$-th layer

$s$-th layer

when $j = s + 2, s + 3, \ldots, N + 1$
Since the \( N \text{th} \) layer (bottom layer) is a half-space, the radiation boundary condition at \( z = z^{(N+1)} = +\infty \), i.e., Eq. (9), gives:
\[
\mathbf{R}_{du}^{(N+1)} = 0. \tag{151}
\]

On the free surface, the elastic wave-fields satisfy the traction-free condition, whereas the horizontal components of EM fields satisfy the continuity boundary condition. The combination of these two conditions leads to:
\[
\begin{bmatrix}
\mathbf{T}_d^{(1)}
\mathbf{R}_d^{(1)}
\end{bmatrix} = \begin{pmatrix}
\mathbf{N}_1^{1}
\mathbf{N}_2^{1}
\end{pmatrix}^{-1} \mathbf{N}_2^{1} \mathbf{Q}_u^{(1)}.
\tag{152}
\]

For the case of \( \zeta = \text{SH} \), \( \mathbf{N}_1^{SH} \) and \( \mathbf{N}_2^{SH} \), respectively, are 5 x 5 and 5 x 3 matrices given by:
\[
\begin{aligned}
\mathbf{b}_d^{(j)} &= \mathbf{T}_d^{(j)} \mathbf{T}_d^{(j-1)} \cdots \mathbf{T}_d^{(1)} \left[ \mathbf{b}_d^{(0)} + \mathbf{s}_d^{(0)} \right], \\
\mathbf{b}_u^{(j)} &= \mathbf{R}_d^{(j)} \mathbf{b}_d^{(j)},
\end{aligned}
\text{where } j = s + 1, s + 2, \ldots, N, \tag{159}
\]
\[
\begin{aligned}
\mathbf{N}_1^{SH}(1, 1 : 2) &= \mathbf{0}, & \mathbf{N}_1^{SH}(2 : 5, 1 : 2) &= \mathbf{\Theta}_{u}^{SH(0)}, \\
\mathbf{N}_2^{SH}(1, 5 : 3) &= \mathbf{-\Theta}_{u}^{SH(1)}(2 : 6, 1 : 3), & \mathbf{N}_2^{SH} &= \mathbf{\Theta}_{u}^{SH(1)}(2 : 6, 4 : 6),
\end{aligned}
\tag{153}
\]

and \( \mathbf{Q}_u^{SH(1)} \) is a 3 x 3 diagonal matrix determined by:
\[
\mathbf{Q}_u^{SH(1)} = \text{diag}\left\{ e^{-\gamma_1 h_1}, e^{-\gamma_2 h_1}, e^{-\gamma_3 h_1}, e^{-\gamma_4 h_1}, e^{-\gamma_5 h_1} \right\},
\tag{154}
\]

where \( h_1 = \min(\gamma_2, z_1) - z^{(1)} \).

For the case of \( \zeta = \text{PSV} \), \( \mathbf{N}_1^{PSV} \) and \( \mathbf{N}_2^{PSV} \) respectively are 8 x 8 and 8 x 5 matrices given by:
\[
\begin{aligned}
\mathbf{b}_d^{(s)} &= \mathbf{T}_d^{(s)} \mathbf{T}_d^{(s-1)} \cdots \mathbf{T}_d^{(1)} \left[ \mathbf{b}_d^{(s-1)} + \mathbf{s}_d^{(s-1)} \right], \\
\mathbf{b}_u^{(s)} &= \mathbf{R}_d^{(s)} \mathbf{b}_d^{(s)},
\end{aligned}
\text{where } s = 1, 2, \ldots, s - 1, \tag{162}
\]
\[
\begin{aligned}
\mathbf{N}_1^{PSV}(1, 2 : 1) &= \mathbf{0}, & \mathbf{N}_1^{PSV}(3 : 8, 1 : 3) &= \mathbf{\Theta}_{u}^{PSV(0)}, \\
\mathbf{N}_2^{PSV}(1, 8 : 4) &= \mathbf{-\Theta}_{u}^{PSV(1)}(3 : 10, 1 : 5), & \mathbf{N}_2^{PSV} &= \mathbf{\Theta}_{u}^{PSV(1)}(3 : 10, 6 : 10),
\end{aligned}
\tag{155}
\]

and \( \mathbf{Q}_u^{PSV(1)} \) is a 5 x 5 diagonal matrix determined by:
\[
\mathbf{Q}_u^{PSV(1)} = \text{diag}\left\{ e^{-\gamma_1 h_1}, e^{-\gamma_2 h_1}, e^{-\gamma_3 h_1}, e^{-\gamma_4 h_1}, e^{-\gamma_5 h_1} \right\}.
\tag{156}
\]

Now, the LAC GRT coefficients for all interfaces (including the two artificial interfaces) can be computed by successively using Eqs. (152), (151), (147), (149), and (146).

The final solutions

After determining the source term and all the LAC GRT coefficients, we can calculate \( \mathbf{b}_d^{(s)} + \mathbf{s}_d^{(s)} \), \( \mathbf{b}_u^{(s)} + \mathbf{s}_u^{(s)} \), \( \mathbf{b}_d^{(j)} \) and \( \mathbf{b}_u^{(j)} \) \((j = 0, 1, \ldots, s - 1) \text{ or } j = s, s + 1, s + 2, \ldots, N\) through following equations:
\[
\begin{aligned}
\mathbf{b}_d^{(s)} + \mathbf{s}_d^{(s)} &= \left[ \mathbf{I} - \mathbf{A}^{(s)}_d(z_1) \mathbf{R}^{(s)}_{du} \mathbf{A}^{(s)}_u(z_1) \mathbf{R}^{(s)}_{du} \right]^{-1} \\
&\quad \left[ \mathbf{b}_d^{(s)} + \mathbf{s}_d^{(s)} \right], \\
\mathbf{b}_u^{(s)} &= \mathbf{R}^{(s)}_{du} \mathbf{b}_d^{(s)}, \\
\mathbf{b}_d^{(s)} &= \mathbf{R}^{(s)}_{du} \mathbf{b}_u^{(s)}.
\end{aligned}
\tag{157}
\]

Now, the vector \( \mathbf{y}^{(s)}(\zeta) \), which contains the expansion coefficients of elastic wave-fields and EM fields' horizontal components, can be computed for a receiver at any
depth by substituting the above six equations into Eqs. (106), (107), or (126). Then, the expansion coefficients of EM fields' vertical components can be calculated through Eqs. (104) and (105). Thereafter, combining Eqs. (70)–(72), (75), (76), (78), (79), (179)–(181), (183), (184), (187), and (188) with Eqs. (66) and (67), we obtain the semi-analytical solutions of EM fields in the frequency–space domain. Similarly, the combination of Eqs. (21), (24), and (30) yields the semi-analytical solutions of seismic waves in the frequency–space domain. The wavenumber integration in Eqs. (30) and (67) can be numerically computed using the well-known discrete wavenumber method (Bouchon and Aki 1977; Bouchon 1981, 2003). The final transformation back to the time domain can be performed by the discrete inverse Fourier transform.

It should be mentioned, if the source and receiver are located at close or same depths, it will be extremely time-consuming to numerically calculate the semi-analytical solutions without applying any other technique, because the convergence of wavenumber integration will become very slow. The peak-trough averaging method (Zhang et al. 2001, 2003), which is mathematically simple and easy to implement in practice, has been proven an effective and efficient method to overcome this slow convergence problem. Application of the peak-trough averaging method in our derived semi-analytical solutions will make it possible to efficiently calculate both seismic and EM signals generated by an earthquake with a shallow focus.

Conclusions
Using a set of vector basis functions in cylindrical coordinate system (Aki and Richards 1980; Chen 1993) to expand the involved wave-fields and solving the expansion coefficients through the LAC GRT method (Luco and Apsel 1983; Chen 1993, 1999; Ge and Chen 2008; Ren et al. 2007, 2010a, b, 2012), we derive the semi-analytical solutions of seismo-electromagnetic signals arising from the motional induction in 3-D multi-layered media due to a double couple point source, as which an earthquake source can be treated under far-field condition (Aki and Richards 1980). The determination of the EM fields excited by the induction electric current in the 3-D case, which is the most complicated and tedious part of this work, is accomplished carefully and patiently.

The LAC GRT method adopted in the derivation has been proven numerically efficient and stable in previous studies (Martin and Thomson 1997; Chen 1999; Ge and Chen 2008). The analytical regularization approach (Chen 1999; Ren et al. 2010b), which introduces two artificial interfaces with distance $\Delta z$ from the source and considers a limiting process of $\Delta z \to 0$, is adopted in an effort to solve the high-frequency instability problem that exists in the numerical computation. Therefore, the derived semi-analytical solutions should have advantage of higher efficiency and stability in numerical computation. Besides, we propose using the peak-trough averaging method (Zhang et al. 2001, 2003) to overcome another computational problem, that is, the slow convergence problem which occurs when the source and receiver are located at close or same depths.

The derived semi-analytical solutions account for not only the seismo-electromagnetic signals in the solid but also those in the air. They indicate that SH waves only induce EM fields of TM mode, whereas P and SV waves induce EM fields of both TE and TM modes. On the basis of the semi-analytical solutions, expected characteristics of the seismo-electromagnetic signals arising from the motional induction in 3-D multi-layered media will be numerically investigated in a companion paper.
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Appendix A: Orthogonality and completeness of the vector basis functions
The orthogonality is as follows:
\[ \int_{0}^{2\pi} \int_{0}^{+\infty} \left\{ T^{m}_{m'}(r, \theta) \cdot \left[ T^{m'}_{m'}(r, \theta) \right]^* \right\} \frac{r dr d\theta}{r^2} = 2\pi \delta_{m,m'} \frac{\delta(k - k')}{\sqrt{k'^2 k^2}}, \]  
(163)

\[ \int_{0}^{2\pi} \int_{0}^{+\infty} \left\{ S_{m}^{m}(r, \theta) \cdot \left[ S_{m}^{m'}(r, \theta) \right]^* \right\} \frac{r dr d\theta}{r^2} = 2\pi \delta_{m,m'} \frac{\delta(k - k')}{\sqrt{k'^2 k^2}}, \]  
(164)

\[ \int_{0}^{2\pi} \int_{0}^{+\infty} \left\{ R_{m}^{m}(r, \theta) \cdot \left[ R_{m}^{m'}(r, \theta) \right]^* \right\} \frac{r dr d\theta}{r^2} = 2\pi \delta_{m,m'} \frac{\delta(k - k')}{\sqrt{k'^2 k^2}}, \]  
(165)

\[ \int_{0}^{2\pi} \int_{0}^{+\infty} \left\{ S_{m}^{m}(r, \theta) \cdot \left[ R_{m}^{m}(r, \theta) \right]^* \right\} \frac{r dr d\theta}{r^2} = 0, \]  
(166)

\[ \int_{0}^{2\pi} \int_{0}^{+\infty} \left\{ T_{m}^{m}(r, \theta) \cdot \left[ R_{m}^{m}(r, \theta) \right]^* \right\} \frac{r dr d\theta}{r^2} = 0, \]  
(167)

\[ \int_{0}^{2\pi} \int_{0}^{+\infty} \left\{ T_{m}^{m}(r, \theta) \cdot \left[ S_{m}^{m}(r, \theta) \right]^* \right\} \frac{r dr d\theta}{r^2} = 0, \]  
(168)

and the completeness is determined by:

\[ \frac{1}{2\pi} \sum_{m=-\infty}^{+\infty} \int_{0}^{+\infty} \left\{ T_{m}^{m}(r, \theta) \left[ T_{m'}^{m'}(r', \theta') \right]^* + \delta(k - k') \right\} dk = \Im(\mathbf{r} - \mathbf{r'}), \]  
(169)

where \( \delta(\mathbf{r} - \mathbf{r'}) = \frac{1}{r r'} \delta(\theta - \theta') \delta(r - r') \); \( \mathbf{r} \) and \( \mathbf{r'} \) are horizontal coordinate vectors; \( \mathbf{1} \) is the identity matrix.

**Appendix B: General form of transformed governing equations of EM fields in solid**

\[ \frac{d}{dz} H_{T, m+p}^{p, \xi}(z, k) = -io\omega \mu^{(i)} H_{S, m+p}^{p, \xi}(z, k) - io\omega \nu^{(i)} C_{S, m+p}^{p, \xi}(z, k), \]  
(170)

\[ \frac{d}{dz} E_{S, m+p}^{p, \xi}(z, k) = \frac{(\gamma_{0m})^2}{io\nu^{(i)}} H_{T, m+p}^{p, \xi}(z, k) + \sigma^{(i)} R_{S, m+p}^{p, \xi}(z, k), \]  
(171)

\[ E_{R, m+p}^{p, \xi}(z, k) = \frac{k}{io\nu^{(i)}} H_{T, m+p}^{p, \xi}(z, k) - \frac{\sigma^{(i)}}{io\nu^{(i)}} C_{R, m+p}^{p, \xi}(z, k), \]  
(172)

\[ \frac{d}{dz} H_{S, m+p}^{p, \xi}(z, k) = \frac{(\gamma_{0m})^2}{io\nu^{(i)}} E_{T, m+p}^{p, \xi}(z, k) + io\omega \nu^{(i)} C_{T, m+p}^{p, \xi}(z, k), \]  
(173)

\[ \frac{d}{dz} E_{T, m+p}^{p, \xi}(z, k) = io\omega \mu^{(i)} H_{S, m+p}^{p, \xi}(z, k), \]  
(174)

\[ H_{R, m+p}^{p, \xi}(z, k) = \frac{-k}{io\omega \mu^{(i)}} E_{T, m+p}^{p, \xi}(z, k), \]  
(175)

where \( p = 0, +1, -1 \); \( \xi = SH, PSV \); \( j = 1, 2, \cdots, N \); and \( (\gamma_{0m})^2 = k^2 - \omega^2 \mu^{(i)} \nu^{(i)} \).

**Appendix C: Detailed form of transformed governing equations of EM fields in air**

The EM fields in air satisfy:

\[ \nabla \times \mathbf{H}^{p, \xi}(0) = -io\nu_{0} \mathbf{E}^{p, \xi}(0), \]  
(176)

\[ \nabla \times \mathbf{E}^{p, \xi}(0) = io\nu_{0} \mathbf{H}^{p, \xi}(0), \]  
(177)

\[ \begin{align*} 
& \left[ \mathbf{E}^{p, \xi}(0)(r, \theta, z) \right] \\
& \left[ \mathbf{H}^{p, \xi}(0)(r, \theta, z) \right] \\
& \frac{1}{2\pi} \sum_{m=-\infty}^{+\infty} \int_{0}^{+\infty} \left\{ \begin{array}{c} E_{T, m+p}^{p, \xi}(z, k) \\
H_{S, m+p}^{p, \xi}(z, k) \\
H_{R, m+p}^{p, \xi}(z, k) \\
S_{k}^{m+p}(r, \theta) \\
R_{k}^{m+p}(r, \theta) \\
\end{array} \right\} dk, \end{align*} \]  
(178)

where \( p = 0, +1, -1 \); and \( \xi = SH, PSV \). The purpose of using Eq. (178) is to provide convenience for applying the continuity condition of EM fields’ horizontal components at free surface.

The expansion coefficients of EM fields (in air) associated with SH waves are governed by:

\[ \begin{pmatrix} 
H_{S, m+p}^{0, \xi}(z, k) \\
E_{S, m+p}^{0, \xi}(z, k) \\
E_{R, m+p}^{0, \xi}(z, k) \\
\end{pmatrix} = \sum_{n=1,2} \varphi_{m,n} \begin{pmatrix} 
F_{T, n}^{0, \xi}(z, k) \\
F_{S, n}^{0, \xi}(z, k) \\
F_{R, n}^{0, \xi}(z, k) \\
\end{pmatrix}, \]  
(180)

\[ \begin{pmatrix} 
H_{S, m+p}^{\pm1, \xi}(z, k) \\
F_{S, m+p}^{\pm1, \xi}(z, k) \\
E_{R, m+p}^{\pm1, \xi}(z, k) \\
\end{pmatrix} = \alpha^{\pm1} \sum_{n=1,2} \varphi_{m,n} \begin{pmatrix} 
F_{T, n}^{\pm1, \xi}(z, k) \\
F_{S, n}^{\pm1, \xi}(z, k) \\
F_{R, n}^{\pm1, \xi}(z, k) \\
\end{pmatrix}, \]  
(181)
\[
\begin{align*}
\begin{cases}
\frac{d}{dz} \left[ \tilde{H}_{T,n}^{q,PSV}(z, k) \right] = a_{TM}(0) \left[ \tilde{H}_{T,n}^{q,SH}(z, k) \right], \\
\tilde{E}_{R,n}^{q,SH}(z, k) = \frac{k}{i \omega \mu_0} \tilde{H}_{T,n}^{q,SH}(z, k),
\end{cases}
\end{align*}
\]

where \( q = 0, 1; \) \( n = 1, 2; \) \( a_{TM}(0) = \begin{bmatrix} 0 & -i \omega \mu_0 \end{bmatrix} \)

and \( \gamma_{em}^{(0)} = \sqrt{k^2 - \omega^2 \mu_0 e_0} \) with \( \Re(\gamma_{em}^{(0)}) > 0. \)

The expansion coefficients of EM fields (in air) associated with P and SV waves are governed by:

\[
\begin{align*}
\begin{cases}
H_{s,m}^{0,PSV}(z, k) & = 0, \\
E_{S,m}^{0,PSV}(z, k) & = 0, \\
E_{R,m+1}^{0,PSV}(z, k) & = 0,
\end{cases}
\end{align*}
\]

(183)

\[
\begin{align*}
\begin{cases}
H_{s,m}^{L,PSV}(z, k) & = \beta_{m,n}^{+1} \sum_{n=0,1,2} \phi_{m,n} \left[ H_{s,m}^{L,PSV}(z, k) \right], \\
E_{S,m}^{L,PSV}(z, k) & = \beta_{m,n}^{+1} \sum_{n=0,1,2} \phi_{m,n} \left[ E_{S,m}^{L,PSV}(z, k) \right], \\
E_{R,m+1}^{L,PSV}(z, k) & = \beta_{m,n}^{+1} \sum_{n=0,1,2} \phi_{m,n} \left[ E_{R,m+1}^{L,PSV}(z, k) \right],
\end{cases}
\end{align*}
\]

(184)

\[
\begin{align*}
\begin{cases}
\frac{d}{dz} \left[ \tilde{E}_{T,n}^{L,PSV}(z, k) \right] = a_{TM}(0) \left[ \tilde{H}_{T,n}^{L,PSV}(z, k) \right], \\
\tilde{E}_{R,n}^{L,PSV}(z, k) = \frac{k}{i \omega \mu_0} \tilde{H}_{T,n}^{L,PSV}(z, k),
\end{cases}
\end{align*}
\]

(185)

where \( n = 0, 1, 2; \) and

\[
\begin{align*}
\begin{cases}
H_{s,m}^{0,PSV}(z, k) & = \sum_{n=0,1,2} \phi_{m,n} \left[ H_{s,m}^{0,PSV}(z, k) \right], \\
E_{S,m}^{0,PSV}(z, k) & = \sum_{n=0,1,2} \phi_{m,n} \left[ E_{S,m}^{0,PSV}(z, k) \right], \\
E_{R,m+1}^{0,PSV}(z, k) & = \sum_{n=0,1,2} \phi_{m,n} \left[ E_{R,m+1}^{0,PSV}(z, k) \right],
\end{cases}
\end{align*}
\]

(186)

\[
\begin{align*}
\begin{cases}
H_{s,m}^{L,PSV}(z, k) & = \alpha_{m,n}^{+1} \sum_{n=0,1,2} \phi_{m,n} \left[ H_{s,m}^{L,PSV}(z, k) \right], \\
E_{S,m}^{L,PSV}(z, k) & = \alpha_{m,n}^{+1} \sum_{n=0,1,2} \phi_{m,n} \left[ E_{S,m}^{L,PSV}(z, k) \right], \\
E_{R,m+1}^{L,PSV}(z, k) & = \alpha_{m,n}^{+1} \sum_{n=0,1,2} \phi_{m,n} \left[ E_{R,m+1}^{L,PSV}(z, k) \right],
\end{cases}
\end{align*}
\]

(187)

\[
\begin{align*}
\begin{cases}
\frac{d}{dz} \left[ \tilde{E}_{T,n}^{L,PSV}(z, k) \right] = a_{TE}(0) \left[ \tilde{H}_{T,n}^{L,PSV}(z, k) \right], \\
\tilde{H}_{R,n}^{L,PSV}(z, k) = \frac{-k}{i \omega \mu_0} \tilde{E}_{T,n}^{L,PSV}(z, k),
\end{cases}
\end{align*}
\]

(188)

where \( q = 0, 1; \) \( n = 0, 1, 2; \) and

\[ a_{TE}(0) = \begin{bmatrix} 0 & 0 \\ \gamma_{em}^{(0)} & 0 \end{bmatrix} \]

Derivation of Eqs. (179) and (183) has taken into account Eqs. (70) and (75) as well as the continuity condition of EM fields’ horizontal components at free surface.
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