Abstract: This work proposes the Integral Homotopy Expansive Method (IHEM) in order to find both analytical approximate and exact solutions for linear and nonlinear differential equations. The proposal consists of providing a versatile method able to provide analytical expressions that adequately describe the scientific phenomena considered. In this analysis, it is observed that the proposed solutions are compact and easy to evaluate, which is ideal for practical applications. The method expresses a differential equation as an integral equation and expresses the integrand of the equation in terms of a homotopy. As a matter of fact, IHEM will take advantage of the homotopy flexibility in order to introduce adjusting parameters and convenient functions with the purpose of acquiring better results. In a sequence, another advantage of IHEM is the chance to distribute one or more of the initial conditions in the different iterations of the proposed method. This scheme is employed in order to introduce some additional adjusting parameters with the purpose of acquiring accurate analytical approximate solutions.
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1. Introduction

Modeling natural processes in the mathematical realm is certainly a complex task. Most of these processes are nonlinear; thus, there is a need to use complicated mathematical calculations to acquire an approximate value, which is not always the desired result. The use of differential equations has proven to be useful in order to find meaningful results. Natural processes give rise to scientific problems and to the proposal of new methods in order to reach exact and approximate solutions to the differential equations that govern said nonlinear problems; however, the search for such solutions is not an easy task and justifies all the research efforts carried out on this topic. As is well known, solving linear differential equations is a field dominated by certain ideas—in particular, by the theory of ordinary differential equations (ODES), which provides exact solutions and the methods of finding solutions are found in texts of differential equations [1]. Unlike linear ODES, in the case of nonlinear differential equations, an exact solution to a given nonlinear problem can rarely be obtained [2], although this work will show the potentiality of the proposed method finding both exact and approximate solutions. The diversity of nonlinear problems has led to the proposal of several methods as alternatives to classical methods, with the aim to produce various types of nonlinear differential equations.
Numerical methods are a part of the analysis that provide algorithms to acquire approximations of differential equations. Unlike symbolic computation, numerical methods handle numbers [3–5]. On the other hand, the use of analytical methods in order to acquire exact and analytical approximate solutions to solve nonlinear ordinary differential equations is well known. Next, we provide a list with some of the most employed methods in accordance with the literature: variational approaches [6–8], the tanh method [9], the exp-function [10,11], Adomian’s decomposition method [12–17], parameter expansion [18], the homotopy perturbation method (HPM) [8,17,19–34], perturbation method [35–38], modified Taylor series method [39], Picard method [40], PSEM method [41–44], Homotopy Analysis Method [45–48], the variational iteration method [49], the Hirota bilinear formulation [50–52], the continuum-cancelation Leal method [53], Leal Polynomials [54], among many others.

This work introduces the Novel Integral Homotopy Expansive Method (IHEM), which as we will see employs the concept of homotopy. In the same way, we will show that the IHEM method is relatively easy to use and provides both exact and approximate solutions. Another useful method based on the concept of homotopy is the Homotopy Analysis Method (HAM), which has been employed to solve nonlinear differential equations and integral equations in science and engineering [45–48]. Unlike the proposed method, HAM is a nonperturbative analytical method that offers the possibility to adjust and control the convergence of its solutions by using the so-called convergence control parameter. On the other hand, the IHEM method starts expressing a differential equation as an integral equation. We will see that in order to guarantee the accuracy of the obtained solutions, IHEM provides the possibility of adequately adjusting certain parameters of the method with the aim to increase the precision of the obtained solutions. IHEM proposes at least two possibilities: the first is based on the Least Square Method LSM [55], which is a well established method. The second possibility calculates the above mentioned parameters using the numerical solution of the problem to solve. Next, we will summarize the IHEM method as follows. Given an ordinary differential equation, the method expresses it as an integral equation, for which it solves for the \( y \) somehow. In this point we express the integrand of the equation in terms of a homotopy and assume that the incognita function \( y \) is expressed as a power series of homotopy parameter \( p \) [24,26] in such a way that after equating identical powers of \( p \) terms, in both sides of the integral equation there can be found values for a sequence of unknown functions which determine the IHEM solution. The precision of the obtained results will show the potentiality of the proposed method for applications.

The rest of this work is as follows. Section 2 introduces the formulation of the IHEM method. Additionally, Section 3 presents the application of the proposed method, in the search for exact and approximate solutions for some relevant scientific problems. Section 4 offers a whole discussion about the proposed solutions for three case studies as well as the advantages of using IHEM. Finally, a brief conclusion of the relevant aspects of this work is given in Section 5.

2. IHEM Method

To understand how IHEM works, consider a general nonlinear differential equation, which can be expressed as follows [24,26]

\[
L(u) + N(u) - f(r) = 0, \quad r \in \Omega,
\]  

with the following boundary conditions

\[
B(u, \partial u / \partial n) = 0, \quad r \in \Gamma.
\]  

Above, \( B \) symbolizes a boundary operator, \( f(r) \) is a given analytical function and \( \Gamma \) is the domain boundary for \( \Omega \), while \( L \) and \( N \) are, respectively, linear and nonlinear operators.
In accordance with the proposed method, from (1) we solve for \( u \) in terms of the following integral equation:

\[
\begin{align*}
\frac{\partial u}{\partial r} &= a + br + \int_{r_0}^{r} \int_{r_0}^{r'} \left( f(r) - N(u(r)) \right) dr dr', \\
\end{align*}
\]

where we have supposed that \( L \) is a second order linear operator. Of course, there exist many different ways to solve for \( u(r) \).

Next, we introduced a homotopy into the integral (3) and at the same time we assume that incognita function \( u \) is expressed as a power series of homotopy parameter \( p \):

\[
\begin{align*}
u(r) &= v_0(r) + v_1(r)p + v_2(r)p^2 + \ldots
\end{align*}
\]

so that we get

\[
\sum_{n=0}^{\infty} p^n v_n = a + br + \int_{r_0}^{r} \int_{r_0}^{r'} \left[ (1 - p) w(r) + p \left( f(r) - N \left( \sum_{n=0}^{\infty} p^n v_n \right) \right) \right] dr dr',
\]

where \( p \) is the homotopy parameter, whose values belong to the interval \([0,1]\) and \( w(r) \) is a function that is introduced that takes advantage of the flexibility of the homotopy technique (it is frequently introduced as an adjusting parameter \( K \)).

Next, equating identical powers of \( p \) terms, there can be found values for the sequence \( v_0, v_1, v_2, \ldots \), after solving in a systematic way the integrals that emerge from the different orders.

\[
\begin{align*}
v_0 &= a + br + \int_{r_0}^{r} \int_{r_0}^{r'} w(r) dr dr', \\
v_1 &= \int_{r_0}^{r} \int_{r_0}^{r'} \left[ (-w(r)) + (f(r) - N(v_0)) \right] dr dr, \\
v_2 &= - \int_{r_0}^{r} \int_{r_0}^{r'} N(v_0, v_1) dr dr', \\
v_3 &= - \int_{r_0}^{r} \int_{r_0}^{r'} N(v_0, v_1, v_2) dr dr', \\
&\quad \ldots \\
v_j &= - \int_{r_0}^{r} \int_{r_0}^{r'} N(v_0, v_1, v_2, \ldots, v_{j-1}) dr dr' \\
&\quad \ldots
\end{align*}
\]

Thus, in order to acquire an approximate or exact solution for (1), we substituted the results from (6) into (4), taking the limit \( p \to 1 \), which led to a solution as follows [24,26].

\[
U(x) = v_0(x) + v_1(x) + v_2(x) + v_3(x) + \ldots
\]

Another advantage of IHEM is the chance to easily distribute one or more of the initial conditions in the different iterations of the proposed method. This is employed in order to introduce adjusting parameters with the purpose to obtain a better solution for (1).

In this case, (5) would assume the form:

\[
\sum_{n=0}^{\infty} p^n v_n = A_0 + A_1 p + A_2 p^2 + \ldots + br + \int_{r_0}^{r} \int_{r_0}^{r'} \left[ (1 - p) w(r) + p \left( f(r) - N \left( \sum_{n=0}^{\infty} p^n v_n \right) \right) \right] dr dr',
\]
assuming that we propose to distribute the initial conditions and of course fulfilled the limit

$$\lim_{p \to 1} \left( A_0 + A_1 p + A_2 p^2 + \ldots \right) = a.$$ (9)

Although Equation (1) is in principle general, it is possible to provide nonlinear examples from the physical point of view. For the common case of a second order linear operator, the equation of motion for an undamped pendulum of length $l$, whose bob has mass $m$, is given by

$$\frac{d^2 x}{dt^2} + \left( \frac{g}{l} \right) \sin x = 0;$$

where $x$ is the angle of deviation. In this case,

$$L = \frac{d^2 x}{dt^2},$$

$$N = \left( \frac{g}{l} \right) \sin x,$$

$$f = 0.$$

For the case where exist a damping force proportional to the velocity of the bob, then

$$\frac{d^2 x}{dt^2} + \frac{c}{m} \frac{dx}{dt} + \left( \frac{g}{l} \right) \sin x = 0;$$

in this equation

$$L = \frac{d^2 x}{dt^2} + \frac{c}{m} \frac{dx}{dt},$$

$$N = \left( \frac{g}{l} \right) \sin x,$$

$$f = 0.$$

In the theory of the vacuum tube, the Van der Pool equation is given by

$$\frac{d^2 x}{dt^2} + \mu (x^2 - 1) \frac{dx}{dt} + x = 0;$$

where

$$L = \frac{d^2 x}{dt^2} - \mu \frac{dx}{dt} + x,$$

$$N = \mu x^2 \frac{dx}{dt},$$

$$f = 0.$$

Other important particular case of the Equation (1) is the damped and driven Duffing equation, which is expressed as

$$\frac{d^2 x}{dt^2} + A \frac{dx}{dt} + Bx + Cx^3 = D \cos(wt),$$

in this equation

$$L = \frac{d^2 x}{dt^2} + A \frac{dx}{dt} + B,$$

$$N = Cx^3,$$

$$f = D \cos(wt).$$
3. Case Studies

This section will study three case studies in order to show the potentiality of IHEM.

3.1. Case Study 1

Next, we will find an analytical approximate solution for the second order nonlinear differential equation:

\[ y''(x) + \varepsilon (y(x)y''(x) + y'^2(x)) = 0, \]  
\[ y(0) = 1, \quad y(1) = 0, \quad 0 \leq x \leq 1. \]

This equation describes the steady state one-dimensional conduction of heat in an insulated slab with the thermal conductivity linearly dependent on the temperature. In this equation, \( y(x) \) is a dimensionless quantity that depends, in a proportional way, on the temperature \( y = \frac{T - T_2}{T_1 - T_2} \), where \( T \) is the temperature of the system and \( T_1 \) and \( T_2 \) are the fixed temperatures of the two opposite faces of the slab where it is assumed that \( T_2 < T_1 \), \( x \) is a dimensionless quantity proportional at the distance measured from the front of the slab, and inversely proportional to the total length of the slab, while parameter \( \varepsilon \) is proportional to the difference of temperatures of the two opposite faces of the slab [20,55]; as a matter of fact, this example considers a value of one for this parameter.

First, we express (10) as an integral equation as follows

\[ y(x) = 1 + \alpha x - \int_0^x \int_0^x (y''y + y'^2) \, dx \, dx', \]  

In accordance with (5), we obtained the following homotopy equation from (12)

\[ \sum_{n=0}^{\infty} p^n y_n = 1 + \alpha x \]

\[ - \int_0^x \int_0^x \left[ (1 - p)w(x) + p \left( \left( \sum_{n=0}^{\infty} p^n y_n \right) \left( \sum_{m=0}^{\infty} p^m y''_m \right) + \left( \sum_{s=0}^{\infty} p^s y'_s \right)^2 \right) \right] \, dx \, dx'. \]

This first case study proposes to obtain a solution without using the possible advantage of the additional function \( w(x) \); therefore, by choosing \( w(x) = 0 \), Equation (13) is reduced to

\[ \sum_{n=0}^{\infty} p^n y_n = 1 + \alpha x - \int_0^x \int_0^x \left[ \left( \sum_{n=0}^{\infty} p^n y_n \right) \left( \sum_{m=0}^{\infty} p^m y''_m \right) + \left( \sum_{s=0}^{\infty} p^s y'_s \right)^2 \right] \, dx \, dx'. \]

After equating identical powers of \( p \) terms, there can be found the following integrals that emerge from the different orders

\[ y_0(x) = 1 + \alpha x, \]  
\[ y_1(x) = - \int_0^x \int_0^x (\alpha^2) \, dx \, dx', \]  
\[ y_2(x) = - \int_0^x \int_0^x (y_0 y''_1 + y_1 y''_0 + 2y_0 y'_1) \, dx \, dx', \]  
\[ y_3(x) = - \int_0^x \int_0^x (y_0 y'_2 + y_1 y'_1 + y_2 y'_0 + 2y_0 y'_2 + y'_1^2) \, dx \, dx', \]  

\[ \ldots \]

After resolving recursively the integrals (15)–(18), we obtained the following results:
\begin{align*}
y_0(x) &= 1 + \alpha x, \quad (19) \\
y_1(x) &= -\frac{\alpha^2 x^2}{2}, \quad (20) \\
y_2(x) &= \frac{\alpha^2 x^2}{2} + \frac{\alpha^3 x^3}{2}, \quad (21) \\
y_3(x) &= -\frac{\alpha^2 x^2}{2} - \frac{\alpha^3 x^3}{2} - \frac{5\alpha^4 x^4}{8}, \quad (22) \\
\ldots
\end{align*}

Assuming that the third order approximation is sufficient, and after substituting the results of Equations (19) and (20)–(22) into (7), we obtained the following simple fourth order polynomial.

\begin{equation}
y(x) = 1 + \alpha x - \frac{\alpha^2 x^2}{2} - \frac{\alpha^3 x^3}{2} - \frac{5\alpha^4 x^4}{8}. \quad (23)
\end{equation}

In order to determine the value of the parameter, we followed the expected way to obtain an equation for the condition \( y(1) = 0 \), applied to (23):

\begin{equation}
1 + \alpha - \frac{\alpha^2}{2} - \frac{\alpha^3}{2} - \frac{5\alpha^4}{8} = 0. \quad (24)
\end{equation}

The solution for (24) is given by

\begin{equation}
\alpha = -0.740722. \quad (25)
\end{equation}

After substituting (25) into (23), we obtained the following approximation for the proposed problem:

\begin{equation}
y(x) = 1 - 0.740722 x - 0.274334 x^2 + 0.203205 x^3 - 0.188148 x^4. \quad (26)
\end{equation}

Essentially, IHEM expressed the nonlinear problems (10) and (11) in terms of the solution of the algebraic Equation (24) for this case.

Although (26) was obtained only to exemplify the method without the objective of achieving precision, the following table of values for the relative error, committed by using (26), shows that the above polynomial has good accuracy. With the exception of \( x = 0.9 \), all the obtained \( y \)-values report relative errors between 0.0392% and 1.11%. On the other hand, in order to compare (26) with some approximation of the literature, Table 1 shows the comparison between the IHEM solution (26) with the corresponding solution obtained by the Modified Homotopy Perturbation Method coupled with Laplace Transform (MHPMLT) [20] for the same problem. We noted that both are precise, although (26) is better. Additionally, IHEM is easier to use as it is based on elementary integrals, unlike the MHPMLT method, which requires commanding the Laplace transform and its properties, making the MHPMLT algorithm complicated to implement.
Table 1. Relative errors for (26) and MHPMLT [20].

| x   | y(x) (26) | Relative Error Using (26) | MHPMLT [20] | Relative Error Using MHPMLT [20] |
|-----|-----------|--------------------------|-------------|----------------------------------|
| 0   | 1         | 0 %                      | 1           | 0 %                              |
| 0.1 | 0.9233688 | 0.399%                   | 0.8999999   | 2.9226%                          |
| 0.2 | 0.8422068 | 0.7989%                  | 0.8439883   | 0.5901%                          |
| 0.3 | 0.7570558 | 1.10%                    | 0.7625396   | 0.3855%                          |
| 0.4 | 0.6680062 | 1.22%                    | 0.6769718   | 0.0970%                          |
| 0.5 | 0.5746978 | 1.11%                    | 0.5859061   | 0.8149%                          |
| 0.6 | 0.4763148 | 0.7042%                  | 0.4879678   | 1.7249%                          |
| 0.7 | 0.371595  | 0.0392%                  | 0.3817826   | 2.7815%                          |
| 0.8 | 0.258824  | 1.11%                    | 0.2659759   | 3.9355%                          |
| 0.9 | 0.135832  | 2.60%                    | 0.1391731   | 5.1314%                          |
| 1   | 0         | 0%                       | 0           | 0%                               |

3.2. Case Study 2

We will employ IHEM in order to calculate exact solutions for two second order nonlinear differential equations:

\[ y''(x) + \frac{2}{x} y'(x) + y^n(x) = 0, \]  
\[ y(0) = 1, \quad y'(0) = 0, \]  

where \( n \) represents the called index of (27).

Equation (27) is denominated the Lane–Emden singular equation, its importance lies in that it is related to a great deal of phenomena in physics, such as stellar structure, thermal history of spherical cloud of gas, and thermionic currents, among others.

For the case of application of (27) to stellar structure, \( y(x) \) is a variable related to the density of a star [20,56] and \( x \) is a quantity proportional at the distance measured from the center of the star. The values of \( n \) are relevant to the following cases: the value \( n = 0 \), corresponds to the case where the density as a function of the radius is constant, \( n = 1 \) adequately approximates a fully convective star and \( n = 3 \) corresponds to a fully radiative star, which represents a useful approximation for the sun. Other important results for Lane–Emden equation emerge from the fact that it possesses an exact solution for the cases: \( n = 0, n = 1 \) and \( n = 5 \). We employed IHEM in order to calculate exact solutions for the cases \( n = 0 \) and \( n = 1 \), with the solutions:

\[ n = 0, \quad y(x) = 1 - \frac{x^2}{6}; \quad n = 1, \quad y(x) = \frac{\sin x}{x}. \]  

First, we will express (27) in terms of an integral equation from the first two terms. Let it be the substitution:

\[ U = y', \]  
then, (27) can be expressed as

\[ U'(x) + \frac{2}{x} U = -y^n(x). \]  

After multiplying (31) for the integrating factor:

\[ \mu = e^{\int \frac{2}{x} dx} = x^2 \]
\[
\frac{d(ux^2)}{dx} = -x^2y''(x). \tag{33}
\]

or
\[
U = cx^{-2} - x^{-2} \int_0^x x^2y''dx. \tag{34}
\]

After using (30), it is possible to rewrite (34) as follows
\[
y(x) = d - cx^{-1} - \int_0^x x^{-2} \int_0^x x^2y''dx'dx', \tag{35}
\]
from the first initial condition of (28), (35) is expressed as
\[
y(x) = 1 - \int_0^x x^{-2} \int_0^x x^2y''dx'dx'. \tag{36}
\]

For the case \(n = 1\), (36) is reduced to
\[
y(x) = 1 - \int_0^x x^{-2} \int_0^x x^2ydxdx'. \tag{37}
\]

Next, we introduced the following homotopy in accordance with IHEM:
\[
\sum_{n=0}^{\infty} p^ny_n = 1 - \int_0^x x^{-2} \int_0^x \left((1 - p)x^2 + px^2 \left(\sum_{n=0}^{\infty} p^ny_n\right)\right)dx'dx, \tag{38}
\]
after we have chosen \(w(x) = x^2\) (see (5)).

After equating identical powers of \(p\) terms, the following integrals can be found.
\[
y_0(x) = 1 - \int_0^x x^{-2} \int_0^x x^2dxdx', \tag{39}
\]
\[
y_1(x) = -\int x^{-2} \int (-x^2 + x^2y_0)dxdx', \tag{40}
\]
\[
y_2(x) = -\int x^{-2} \int (x^2y_1)dxdx', \tag{41}
\]
\[
y_3(x) = -\int x^{-2} \int (x^2y_2)dxdx', \tag{42}
\]
\[
\ldots
\]

After recursively resolving the above integrals (39)–(42), we obtained the following results:
\[
y_0(x) = 1 - \frac{x^2}{6}, \tag{43}
\]
\[
y_1(x) = \frac{x^4}{120}, \tag{44}
\]
\[
y_2(x) = -\frac{x^6}{5040}, \tag{45}
\]
\[
y_3(x) = \frac{x^8}{362880}, \tag{46}
\]
\[
\ldots
\]

Maintaining the third order approximation, and then substituting Equations (43)–(46) into (7), we obtain
\[
y(x) = 1 - \frac{x^2}{6} + \frac{x^4}{120} - \frac{x^6}{5040} + \frac{x^8}{362880} - \ldots \tag{47}
\]
From the Taylor series for $\sin(x)$, we rewrite (47) as:

$$y(x) = \frac{\sin x}{x},$$  \hspace{1cm} (48)$$

see (29).

IHEM provides an exact solution. We note that a function is defined in the more general form through its power series; as a matter of fact, in this case it is complicated to obtain (48) in a different way.

With the aim to compare the performance of IHEM, next we provide the solution obtained from the third order standard HPM [24,26] for the same problem by using the initial function $y_0(x) = 1$, which is the first approximation for the solution of (27) ($n = 1$), which satisfies the initial conditions.

$$y(x) = 1 - \frac{3x^2}{2} - \frac{5x^4}{72} - \frac{x^6}{720} + \ldots$$  \hspace{1cm} (49)$$

From the comparison of (47) (the correct series) and (49), it is clear that third order standard HPM solution is not close to the right solution as, when comparing identical powers of $x$, the coefficients are totally different; therefore, the convergence of HPM approximation is slow, or (49) is a bad approximation considering that HPM was unable to adequately handle the singular point $x = 0$.

For the case $n = 0$, (36) is expressed as

$$y_0(x) = 1 - \frac{1}{3}x^2,$$  \hspace{1cm} (50)$$

and for the other orders.

$$y_1(x) = y_2(x) = y_3(x) = \ldots = 0.$$  \hspace{1cm} (53)$$

After integrating (52) (or (50)), we obtained

$$y_0(x) = 1 - \frac{x^2}{6},$$  \hspace{1cm} (54)$$

essentially, Equation (54) is the exact solution for the proposed problem.

3.3. Case Study 3

We employed IHEM with the purpose to find an analytical approximate solution for the first order nonlinear differential equation:

$$y'(x) + \epsilon y(x)y'(x) + y(x) = 0,$$  \hspace{1cm} (55)$$

$$y(0) = 1, \quad x \in [0, \infty).$$  \hspace{1cm} (56)$$

Equation (55) with initial condition (56) describes the important problem of cooling of a lumped system, volume $V$, surface area $A$, density $\rho$, and a variable specific heat $c$, which depends linearly of temperature and exposed to a convective environment at a fixed temperature $T_a$ [38,55]. In a sequence, $y(x)$ is a dimensionless quantity that is expressed as a linear function of the temperature of the system $y = \frac{T - T_i}{T_a - T_i}$, where $T$ is the temperature of the system and $T_i$ is its initial temperature ($T_a < T_i$), $x$ is a variable that is
directly proportional to time, and the parameter \( \epsilon \) is an important quantity, directly related to the difference between the system’s initial temperature and the fixed environment’s temperature \( T_a \) \[38,55].

We expressed the problems (55) and (56), defined originally in a semi-infinite interval, in an equivalent problem defined in the finite interval \([0, 1]\). Then, IHEM was used with the purpose to find an analytical approximate solution for the proposed problem.

To achieve this goal, let

\[
X = 1 - e^{-x},
\]

(57)

We note that when \( x = 0 \), then \( X = 0 \), and \( x = \infty \) implies \( X = 1 \).

By using the chain rule, the following transformation between derivatives is clear:

\[
y'(x) = (1 - X)y'(X).
\]

(58)

Therefore, substituting (58) into (55), we obtained the equivalent system.

\[
y'(X)(1 - X) + \epsilon y(X)y'(X)(1 - X) + y(X) = 0,
\]

(59)

\[
y(0) = 1, \quad X \in [0, 1].
\]

(60)

Next, (59) is rewritten as the integral equation:

\[
y(X) = 1 + \int_0^X \left( Xy'(X) - \epsilon y(X)y'(X)(1 - X) - y(X) \right) dX.
\]

(61)

We solved (59) and (60), using the form (8), distributing the initial condition in the different iterations with the aim to obtain adjusting parameters.

Thus, in accordance with (8), we expressed (61) in terms of the following homotopy.

\[
\sum_{n=0}^{\infty} p^n v_n = A_0 + A_1 p + A_2 p^2 + \ldots
\]

\[
+ \int_0^X \left[ (1 - p)D + p \left( \sum_{n=0}^{\infty} p^n v_n \right) - \epsilon \left( \sum_{n=0}^{\infty} p^n v_n \right) \left( \sum_{m=0}^{\infty} p^m v_m \right) (1 - X) - \left( \sum_{n=0}^{\infty} p^n v_n \right) \right] dX.
\]

(62)

where \( D \) is an unknown parameter introduced taking advantage of the flexibility of the proposed method and it will be determined later.

As usual, after equating identical powers of \( p \) terms, we obtained:

\[
y_0(X) = A_0 + \int_0^X DdX,
\]

(63)

\[
y_1(X) = A_1 + \int_0^X (-D + Xy'_0 - \epsilon y_0 y'_0 + \epsilon X y_0 y'_0 - y_0) dX,
\]

(64)

\[
y_2 = \int_0^X (Xy'_1 - \epsilon (y_0 y'_1 + y_1 y'_0) + \epsilon X (y_0 y'_1 + y_1 y'_0 - y_1)) dX,
\]

(65)

\[
\ldots
\]

After resolving the above integrals, we obtained the following results:
\[ y_0(X) = A + DX, \] (66)
\[ y_1(X) = A_1 - (A_0 + D + \varepsilon A_0 D)X - \left(\frac{\varepsilon D^2}{2} - \frac{\varepsilon A_0 D}{2}\right)X^2 + \frac{\varepsilon D^2}{3}X^3, \] (67)
\[ y_2(X) = A_2 + (-A_1 + \varepsilon A_0 k_1 - \varepsilon A_1 D)X + \left(\frac{\varepsilon A_1 D}{2} + \varepsilon A_0 k_2 - \frac{\varepsilon A_0 D}{2}\right)X^2 \\
\quad + \left(-\frac{k_2}{3} + \varepsilon Dk_2 - \frac{\varepsilon D^3}{3} - \frac{\varepsilon^2 D^2 A_0}{3} - \frac{2}{3}\varepsilon Dk_1 - \frac{2\varepsilon A_0 k_2}{3}\right)X^3 \\
\quad + \left(-\frac{\varepsilon D^2}{6} - \frac{\varepsilon^2 D^3}{4} - \frac{3\varepsilon Dk_2}{4} + \frac{\varepsilon^2 D^2 A_0}{4}\right)X^4 \\
\quad + \frac{4}{15}\varepsilon^2 D^3 X^5, \] (68)
where:
\[ k_1 = A_0 + D + \varepsilon A_0 D; \quad k_2 = \frac{\varepsilon D^2}{2} - \frac{\varepsilon A_0 D}{2}. \] (69)

By substituting (66)–(68) into (7), we obtained an analytical approximate solution:
\[ y(X) = \sum_{n=0}^{2} y_n(X), \] (70)
where from (9) we employed the limit value:
\[ \lim_{p \to 1} (A_0 + A_1 p + A_2 p^2 + \ldots) = 1. \] (71)

With the purpose to show the pertinence of IHEM solution (70), we calculated the unknown quantities \( A_0, A_1, \) and \( D \) by using the numeric solution with the aim to provide three points for the case \( \varepsilon = 0.5 \) (see Discussion section for another possibility).

\[(0.25, 0.8204473), \quad (0.75, 0.3465973), \quad \text{and} \quad (1, 0). \] (72)

After substituting (72) into (70), we obtained an algebraic system of three equations with the three unknown quantities \( A_0, A_1, \) and \( D. \)

The solution of this system is given by
\[ A_0 = -0.6140207, \quad A_1 = 0.8189641, \quad D = 2.0087588. \] (73)

The substitution of (73) into (70) yields a fifth order polynomial.
\[ y(X) = 1 - 0.64964702X - 0.409364053X^2 + 0.836007110X^3 \\
\quad - 1.317367186X^4 + 0.540371149X^5. \] (74)

This approximation is defined in the interval \([0, 1]\). On the other hand, the direct substitution of (57) into (74) results in an approximate solution for the original problems (55) and (56), but for the interval \( x \in [0, \infty) \).
\[ y(x) = 1 - 0.64964702(1 - e^{-x}) - 0.409364053(1 - e^{-x})^2 + 0.836007110(1 - e^{-x})^3 \\
\quad - 1.317367186(1 - e^{-x})^4 + 0.540371149(1 - e^{-x})^5, \] (75)

Figures 1 and 2 show the precision of (74) and (75) (see Discussion).
4. Discussion

Next, we will present the main results obtained for this work. In particular we will emphasize the advantages of applying IHEM in order to obtain exact or approximate solutions both for nonlinear and linear differential equations. Such as we showed in this work, the IHEM algorithm possesses versatility in order to face different difficulties arising from the diversity of ODES. As a matter of fact, the case studies proposed for IHEM were chosen not only for their scientific interest, but in order to expose the performance of the proposed method in various situations.

In general terms, Section 2 exposed the fundaments of IHEM. One advantage of the method in relation to other iterative methods (for example, HPM [24,26]) is that due to the way IHEM presents the different iterations, it requires only integrations that are, most of the time, elementary, which occurred with the discussed case studies, while methods such as HPM and PM have to solve a set of coupled differential equations for each iteration.
Given the flexibility of the homotopy technique, the method allows to introduce adjusting parameters or even functions, with the purpose to improve the results of the proposed method. In formulations (5) and (8), we note the presence of a function \( w(x) \), which turns out to be of paramount importance, as was exhibited in the solved examples. On the other hand, (8) showed the ease with which the initial conditions of a given problem can be distributed in the different iterations of the proposed IHEM method. This was employed in order to introduce adjusting parameters with the purpose to obtain a better solution for a differential equation.

Next, we provide a brief explanation about the relevant role played by the IHEM method in the solution of the proposed problems. Case study 1 is a relevant problem that describes the steady state one-dimensional conduction of heat in an insulated slab, with thermal conductivity linearly dependent on the temperature. We expressed this problem in terms of the homotopy Equation ((5)) and selected the function \( w(x) = 0 \) that is, without using the possible advantage of the additional function \( w(x) \); therefore, we kept only one unknown quantity to determine—the initial value of the derivative. With the aim to determine the value of the above mentioned parameter, we followed the common method to obtain an equation for the unknown from the condition \( y(1) = 0 \). In addition to the handiness of the proposed solution (26), Table 1 for the relative error committed shows that it has good accuracy. We emphasize the ease with which this result can be obtained.

In order to compare (26) with some approximation from the literature, Table 1 showed the comparison between IHEM (26) and MHPMLT [20] for the same problem. In addition to (26) being better, IHEM is easier to use as it is based on elementary integrals, unlike MHPMLT, which needs to command the Laplace transform, its properties, as well as the MHPMLT algorithm.

From Table 1, we note that the proposed approximate solution (26) monotonically decreased from 1 to 0; this behaviour is physically expected as the distribution of temperatures under steady conditions does not depend explicitly on time and we assumed that \( T_2 < T_1 \), where \( T_1 \) and \( T_2 \) are the fixed temperatures of the two opposite faces of the slab. The temperature along the slab has to be independent of the time and varies continuously from 1 to 0. The reliability of the results obtained for (26) was deduced from the same table, where we found that (26) has good precision.

Case 2 is concerned with the denominated Lane–Emden singular equation; its importance lies in the fact that it is related to a great deal of phenomena in physics, such as stellar structure, thermal history of spherical clouds of gas, and thermionic currents, among others. We employed IHEM in order to calculate exact solutions for the values \( n = 0 \) and \( n = 1 \). In fact, Lane–Emden equations for these cases are expressed as linear differential equations with variable coefficients. For \( n = 1 \), we expressed the problem in terms of the homotopy Equation (5) and selected the function \( w(x) = x^2 \). The reason behind this election was with the aim to obtain an exact solution and for this reason we did not introduce unknown parameters as they are rather related to the search for approximate solutions. As a matter of fact, other choices of \( w(x) \) would have led to possible different approximate solutions for the proposed problem, which shows the richness of the IHEM method.

With the aim to compare the performance of IHEM, we provided the solution obtained from the third order standard HPM for the same problem by using the initial function \( y_0(x) = 1 \); the marked difference between the HPM solution (49) and the exact solution (48) implies that HPM series shows poor convergence for this case. In contrast, the proposed method, IHEM, provided the exact solution with relatively little effort by using a methodology based on elementary integrations. Additionally, the homotopy perturbation method with Laplace transform (LT-HPM) [34] provided a solution for the Lane–Emden equation for \( n = 1 \). The fourth order iteration from this method was obtained in order to deduce the exact solution (48). This method obtained the same result but the effort employed is considerably greater than the one employed by IHEM, which obtained its solution by means of a straightforward procedure based on elementary integrals.
As a matter of fact, the case of \( n = 0 \) would not even be required to express the integral Equation (50) as a homotopy equation to obtain the exact solution (54).

Case 3 is related to the important problem of cooling of a lumped system, volume \( V \), surface area \( A \), density \( \rho \), and variable specific heat \( c \), which depends linearly of temperature and exposure to a convective environment at a fixed temperature. Since (55) and (56) are defined in a semi-infinite interval, we proposed, through transformation of (57), to express the original problem in another equivalent one but that was defined in the finite interval \([0, 1]\). Then, IHEM was used with the purpose to obtain an analytical approximate solution for the proposed problem. In fact, the strategy yields a good approximation.

With this purpose, we expressed the transformed differential equation in terms of the homotopy equation (8), that is, we took advantage of distributing one of the initial conditions in the different iterations of the proposed method. This advice was employed in order to introduce adjusting parameters with the purpose to obtain good approximations for (59) and (60). In accordance with (62), we introduced four unknowns in total—three from the distribution of one initial condition and the other \( D \), taking advantage of the flexibility of IHEM \( w(x) = D \). It was found that three of these parameters were adjusted in order to obtain a good approximation (we proposed the case study \( \varepsilon = 0.5 \) with the aim to exemplify this), while the other was available to adjust (71), given that we obtained the values \( A_0 = -0.6140207, A_1 = 0.8189641, \) then resulted \( A_2 = 0.7950566, \) in order to satisfy \( \lim_{p \to 1} (A_0 + A_1 p + A_2 p^2 + \ldots ) = 1. \)

This case assumed the numerical solution of the proposed problem was known; from it, we calculated three unknown parameters and yielded the solution for this problem (in a sequence the substitution of (57) into (74) supplied an approximate solution to the original problem).

Although we resorted to a numerical solution to calculate the needed parameters, we could have employed the least square method (LSM) [55]. In accordance with LSM, we would have to substitute the approximate solution (70) into the left hand side of Equation (59) in order to obtain the residual \( R \). Once \( R \) was calculated, we applied LSM with the purpose to minimize the square residual error, which is defined in accordance with the following integral that depends, in general, on adjusting parameters \( I(\alpha, \beta, \delta \ldots) = \int_{X_0}^{X_1} R^2(x, \alpha, \beta, \delta \ldots) dx \). LSM identifies the parameters \( \alpha, \beta, \delta \ldots \) from the algebraic system that results from derivatives \( \partial I/\partial \alpha = 0, \partial I/\partial \beta = 0, \partial I/\partial \delta = 0, \ldots \)

From Figure 1, we note that \( y(0) = 1 \); this corresponds to the fact that initially the system starts of at \( T = T_i \) and, as the time goes on \( (x \) increases), there is a heat transference from the system to the environment so that the system cools and, given that asymptotically \( T \to T_o \), it implies that \( y \to 0 \), such as it is shown in the same Figure.

On the other hand, Figure 2 refers to the same problem but transferred to the finite interval \([0, 1]\); the transformation (58) was employed for this purpose. Initially \( x = 0 \), implying that \( X = 0 \); thus, the asymptotic behaviour corresponding to \( x \to \infty \), where the heat transference from the system to the environment corresponds to \( X \to 1 \), and \( y \to 0 \).

Although Figure 1 clearly shows the precision of a fifth order polynomial (74), it is possible to determine its accuracy from analytic bases, calculating its square residual error S.R.E [33,55]. The S.R.E is a positive number related to the total error from using (74).

The S.R.E of (74) is defined as follows: \( \int_{X_0}^{X_1} R^2(y(X))dX \), where the residue \( R(y(X)) \) is obtained by substituting approximate solution (70) into the left hand side of Equation (59) and the integrations limits are: \( X_0 = 0, X_1 = 1 \). The obtained result is \( 0.000090425 \), which shows the precision of (74) (as a matter of fact, S.R.E is zero only if \( Y(X) \) is the exact solution of the problem).

From the procedure explained in Section 2, we note that the IHEM algorithm is applicable to a large number of nonlinear problems, whereby it is to be expected that it is applied to many branches of science given that many scientific problems are modeled in terms of nonlinear ordinary differential equations (ODEs). The proposed method is potentially useful, for example, to model biology processes of various levels, fluid mechanics, economics, heat transfer problems, industry applications, etc.
5. Conclusions

This work introduces the novel integral homotopy expansive method (IHEM), which showed potential in order to find both approximate and exact solutions for ordinary differential equations. A relevant difference with other methods is the versatility of the proposed method. This potential was shown in three relevant cases study. One advantage of the method over other iterative methods (for example, HPM) is that, due to the way IHEM presents the different iterations, it requires only integrations that are elementary most of the time, such as those that occurred with the discussed case studies, while methods as HPM and PM have to solve a set of coupled differential equations for the different iterations. In the same way, from the formulations (5) and (8), we noted the presence of a weight function $w(x)$, which turns out to be of paramount importance, as exhibited in the case studies. In particular the election $w(x) = x^2$ for the second case study yielded in the exact solution for a case of a Lane–Emden equation. On the other hand, (8) showed the ease with which the initial conditions of a problem can be distributed in the different iterations of IHEM. This device is employed in order to introduce additional adjusting parameters with the purpose to obtain an accurate solution for a proposed differential equation. In accordance with the proposed method, these parameters can be evaluated in two ways. The first is based on the Least Square Method (LSM) and the second calculates the above mentioned parameters using the numerical solution of the problem to solve. As a matter of fact, this procedure was successfully employed in the third case study where we distributed the initial condition of the problem and employed the numerical solution in order to evaluate the adjusting parameters of the problem. Additionally, this work emphasized the capability of IHEM in order to obtain exact or approximate solutions both for nonlinear and linear differential equations, which demonstrate the potential of IHEM for future applications.

In brief, from the discussions in this work, we found the following advantages of the proposed method.

Unlike other methods in the literature, IHEM is potentially useful in obtaining exact or approximated solutions by means of a straightforward procedure based on elementary integrals with relatively little effort. Given the flexibility of the homotopy technique, the proposed method allows to introduce adjusting parameters or functions, with the purpose to obtain precise results. This advantage of IHEM was widely employed in this paper. Unlike other methods such as HPM, the IHEM method has the potential to handle singular problems, as was shown for the Lane–Emden singular equation. Thus, from the evidence discussed, it is expected that this work will break the paradigm that an effective method has to be necessarily long and cumbersome, as in the cases of HAM and Adomian decomposition methods, among others. IHEM is an effective method that is both precise and easy to use for a wide range of differential equations.
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