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The effect of varying temperatures is one of the most important challenges of vibration-based damage identification due to its bigger effects on the structural response than the damage itself. This study presents a methodology incorporating the autoregressive (AR) time series model with two-step artificial neural networks (ANNs) to identify damage under temperature variations. AR coefficients, which are extracted by fitting the AR models to acceleration responses, are however sensitive to temperature changes, resulting in false diagnoses. Thus, two-step ANN models with the inputs of difference in AR coefficients are utilized to compensate the detrimental temperature variations. Finite element (FE) models of a steel-braced frame structure, simulating several damage scenarios with different damage locations and severities at fluctuating temperatures, are used to verify the effectiveness and reliability of this approach. Numerical results indicate that the proposed approach could successfully recognize, locate, and quantify damage by using output-only vibration and temperature data regardless of varying temperatures and noise perturbations.

1. Introduction

Structural health monitoring (SHM) has become a very important research area for evaluating the performance of critical civil infrastructure systems [1]. Damage identification is regarded as a crucial component of SHM; enormous techniques including localized methods and global methods have been developed and applied to large complex structures. Among them, vibration-based methods, which track the dynamic features of bridges to monitor the condition and assess damage of structures by using sensors, have been widely utilized for a few decades [2]. The changes of modal parameters or other damage-sensitive features based on the dynamic characteristics of civil structures can be used to indicate the existence, location, and severity of damage. However, the fact that environmental effects (such as temperature, humidity, and wind) on the measurement data may be bigger than structural damage, greatly limiting the efficiency and accuracy of the identification results [3]. In particular, temperature is considered as one of the most significant and influential environmental effects on civil structures [3]. The shifts of damage-sensitive features induced by temperature fluctuation are usually of the same order as those caused by acceptable levels of damage. Consequently, false diagnoses will occur if the temperature effects cannot be appropriately considered in the process of damage identification [4, 5]. Hence, how to eliminate the detrimental effects of variable temperatures on damage identification is vital to reliable damage identification and requires further investigation.

Currently, two categories of vibration-based methods, signal-based methods and modal-based methods, have been extensively studied. The former group of methods relies on measured response data, while the latter one on modal parameters and their derivatives, such as frequencies, mode shapes, modal strain energy, and modal flexibility [1, 2, 6]. There are certain drawbacks in modal-based methods, and it is impossible to excite high modes at ambient conditions without high energy [6]. Errors in modal parameter identification and noise may inevitably make the change in
damage-sensitive features indistinguishable as well. Therefore, modal-based methods usually have been proved to be inaccurate and unreliable for damage identification in real-life scenarios. The signal-based methods, depending on data from the measurements only, have been widely adopted in the literature for damage identification. To extract damage-sensitive features from response data, time series analysis techniques have been widely utilized [1]. AR time series model-based approaches, in which damage indices such as Mahalanobis distance, residual error, and features are extracted from AR coefficients, have been used for damage diagnosis [7, 8]. Furthermore, ANN, one of the artificial intelligence and machine learning techniques, has been widely reported to eliminate operational and environmental effects in the process of damage diagnosis [8–10]. In recent years, combining the AR time series model and ANN methods for structural damage identification has garnered significant interests [7–9]. However, identifying damage locations and severities simultaneously is such a complex and time-consuming process such that it remains an enormous challenge under temperature variations so far.

In this paper, a damage identification approach, based on time series analysis in conjunction with two-step ANN models using acceleration responses under temperature variations, is explored. Aiming to compensate temperature effects, this two-step damage identification approach strives to accurately estimate a range of damage information such as damage location and severity simultaneously. Firstly, AR time series models are used to model the acceleration response data from the structure with and without damage at different temperatures. In addition, the damage-sensitive features are formulated based on AR coefficients. Then, two series of backpropagation neural network (BPNN) models, which utilize the combination of damage features and temperature variables as input data, are constructed to locate and subsequently quantify damage. Finally, numerical experiments of a four-story, steel-braced frame structure with different damage scenarios and temperatures are conducted to investigate the effectiveness and robustness of the proposed approach.

2. Temperature Effects and Damage Identification

2.1. Damage Identification under Varying Temperature Effects. In recent decades, research on robust damage identification techniques for civil structures under varying temperature conditions has gained momentum [11–16]. More recently, numerous machine learning techniques, such as support vector machine (SVM) [17], genetic algorithm (GA) [18], particle swarm optimization (PSO) [19], cuckoo search (CS) [20], and artificial neural network (ANN) [21–23], have been explored to eliminate temperature effects on vibration-based damage identification. Of these, ANN-based damage identification methods are the most extensively applied methods and have been increasingly receiving attention. Both Gu et al. [21] and Zhou et al. [24] proposed neural network-based damage identification approaches, which utilize modal frequencies as damage-sensitive features, to alleviate temperature effects for structural damage identification. However, these ANN-based methods are usually plagued by drawbacks of complex ANN structures, large samples, and slow convergence rates. To achieve good generalization capability, hybrid ANN [25], ANN ensemble [9], and two-step ANN have been explored and adopted to recognize, locate, and quantify damage under temperature variations. Zhou et al. [24] successfully applied a two-step BPNN-ANN approach to identify damage for the Ting Kau Bridge by using the long-term monitoring data; frequencies were first normalized to eliminate the temperature effects by using backpropagation neural network (BPNN) models, and damage was successfully identified by using the AANN model. The two-step ANN does not have the aforementioned issues. Nevertheless, two-step ANN methods mostly utilize modal parameters as the damage-sensitive features. Considering that modal parameter extraction and modal truncation inevitably yield accumulation of errors, minor damage will go undetected. Consequently, the efficiency and accuracy of these methods may be questionable for practical applications.

Time series analysis, which uses sequence of data points with uniform time intervals to create systems, can be applied to feature extraction, damage diagnosis, and damage classification without modal parameter identification in SHM [3]. Various time series models, such as AR [7, 8, 26], ARX (autoregressive model with exogenous input) [27], and ARMA (autoregressive-moving average) [28], have been extensively explored, whose features based on their coefficients have been extracted as damage indices by the SHM community. Das et al. [1] conducted a comparative study of the effectiveness of different vibration-based damage identification methods and proved that time series analysis outperformed other methods in damage identification with the presence of operational or environmental nuisances. Furthermore, they have been successfully incorporated with SVM [29], hidden Markov model (HMM) [30], and ANNs [7, 22, 23, 31] to identify damage. To avoid false diagnoses, an approach combining sensor-clustering-based time-series analysis with the ANN, which was proposed by Kostić and GÜl [22], could successfully determine the existence, location, and relative severity of damage for a footbridge finite-element model under temperature variations.

As indicated above, a variety of ANNs and time series models can be employed to identify damage under varying temperature variations. Each method experiences some limitations. Some ANN-based methods need large samples and complex computation, while such problems do not exist when two-step ANN-based methods are applied. However, the effectiveness and accuracy of a majority of ANN-based methods may deteriorate due to modal identification errors. Although methods incorporating the time series model and ANNs show enormous potential for reliable damage identification, assessment of damage locations and severities simultaneously is difficult in the previous studies. Moreover, temperature data, which can be tracked reliably and easily nowadays, are usually neglected. Therefore, to reliably identify damage locations and severities simultaneously under varying temperature variations, the integration of
time series analysis with two-step ANN models warrants further investigation.

3. Methodologies

3.1. The Autoregressive Time Series Model. Owing to its high sensitivity to damage features, the autoregressive (AR) time series method is extensively used to extract the damage-sensitive features [8]. In a health monitoring system, a series of original response data can be obtained from sensors placed on various locations of structures with a certain sampling frequency. These data constitute the time series [7]. Assuming these observed time series data \( \{x_t, (t = 1, 2, 3, \ldots, p) \} \) is a stationary, zero-mean stochastic process, another time series data \( \{x_t\} \), which is a white noise sequence with a zero-mean value and a \( \sigma^2 \) variance, is given by

\[
x_t - \phi_1 x_{t-1} - \phi_2 x_{t-2} - \cdots - \phi_p x_{t-p} = \alpha_t,
\]

where \( \phi_j (j = 1, 2, 3, \ldots, p) \) and \( p \) are referred to as the \( j \)th autoregressive coefficients and the order of the AR model, respectively. \( \phi_i x_{t-1} \) denotes the contribution (or influence) of the previous value at time \( t - i \) to the current value at time \( t \), and \( \phi_i \) is the degree of such contribution (or influence); \( \{x_t\} \), shown as equation (1), is the regression of its own past values, so it is termed as the autoregressive (AR) model.

In order to improve the modeling reliability, the initial observed data should be preprocessed. In this paper, after removing the abnormal data, the mean, and the trend, the normality and independence of those vibration data are checked. Subsequently, the attempts on order determination and parameter estimation should be made to define AR models for different sensor locations. Given that determining the optimal order is crucial for the establishment of time series models, Akaike’s information criterion (AIC) is employed to determine the model order initially. Despite a higher-order model that can fit the dataset with high accuracy, it cannot be usually generalized to other datasets. On the contrary, a lower-order model cannot adequately characterize the dataset [8]. AIC, completely objective, is not influenced by subjective factors. Moreover, the optimal model with the smallest AIC value could be definitely chosen via this criterion, and AIC can be defined as follows:

\[
\text{AIC} = N \log \sigma_a^2 + 2(p + 1),
\]

where \( N \) is the number of samples, \( \sigma_a^2 \) is the variance of the residual, and \( p \) is the order of the model.

Secondly, parameter estimation of the AR model should be carried out. In recent years, two categories of methods, the direct estimation method and the recursive estimation method [32], have been employed. The former group of methods estimates the parameters by using the observed data or their statistical characteristics directly, such as the least square estimation method [33], least square estimation method based on autocorrelation coefficients, Yule–Walker solution method [34], and Ulrych–Clayton method [35]. The latter one mainly includes the parameter recursive estimation method, matrix recursive estimation method, and real-time recursive estimation method. The least square method, which is widely used among the direct methods, is employed in this paper due to its high accuracy and less computation, especially for linear models.

Finally, damage features, which are referred to as the most sensitive parameters varying with structural condition or other damage indicators, should be extracted. In this paper, the difference in the first three-order AR coefficients of the structure with and without damage is used as the damage feature, which can be written as

\[
\text{DS}_i = \phi_{id} - \phi_{id},
\]

where \( \text{DS}_i \) is the damage feature of the \( i \)th observed point, \( \phi_{id} \) is the vector of the first three-order AR coefficients of the undamaged structure, and \( \phi_{id} \) is the vector of the first three-order AR coefficients of the damaged structure.

3.2. Backpropagation Neural Network. As a powerful tool of pattern recognition and classification [9], artificial neural network has increasingly received attention from structural dynamics researchers in the past. BPNN, a multilayer feedforward neural network, consists of an input layer, a hidden layer, and an output layer, as shown in Figure 1.

In essence, BPNN is a formulation used to operate the nonlinear principal component analysis (NLPCA) algorithm. After feeding two datasets \( X \) and \( Y \) with sufficient large data capacity into a BPNN model, dependencies among the two datasets will be extracted, and a nonlinear transformation mapping \( X \) into \( Y \) with minimum loss of information will be achieved. In the training phase, \( X = \{ x_1, x_2, \ldots, x_n \}^{T} \) is fed into the input layer with arbitrary small weight values firstly. Secondly, the outputs \( \tilde{Y} \) will be obtained in the output layer, which are calculated using the following formula:

\[
y_k = h_2 \left( \sum_{j=1}^{N_i} W_{kj}^2 h_1 \left( \sum_{i=1}^{N_i} W_{ij}^1 x_i + b_1 \right) + b_j \right),
\]

where \( y_k \) and \( x_i \) are the \( i \)th components of \( \tilde{Y} \) and \( X \), respectively, \( W_{kj}^2 \) is the weight connecting the \( i \)th node in the \( k \)th layer to the \( j \)th node in the successive layer, \( b_j \) is a node bias, \( N_i \) is the number of nodes in each layer, and \( h(x) \) is referred to as the transfer function, often a sigmoid transfer function in the hidden layer and linear transfer function in the output layer.

Finally, the error between the predicted outputs \( \tilde{Y} \) and the target outputs \( Y \) is propagated in the inverse direction, and the weights and biases of each layer are adjusted. By iterating the aforementioned process until the error reaches a tolerable error, an appropriate BPNN model with good generalization capability, which can extract nonlinear correlations embedded in the two patterns, could be gained.

3.3. Damage Identification Flowchart under Varying Temperatures. Considering that temperature information of civil structures could be reliably and easily acquired recently, a BPNN-based damage identification approach using AR
coefficients in conjunction with temperature variations is developed in this paper.

Figure 2 illustrates the procedure of this novel approach, which is described as follows:

1. Obtain the acceleration responses of an undamaged structure excited by the Gauss white noise under temperature $T$.
2. Fit the AR models to the acceleration signals using the method introduced, and acquire the first three-order AR coefficients $\phi_{1,df}, \phi_{2,df}$, and $\phi_{3,df}$.
3. To inflict damage on the structure by reducing the elastic modulus of elements, the severity of damage is defined as equation (5). In addition, to change the elastic modulus of the whole structure is to simulate temperature variations and extract the acceleration responses of the structure with different damage scenarios under temperature $T$.

$$a_j = \left[1 - \frac{(E)^d_j}{(E)^i_j}\right],$$

where $(E)^d_j$ and $(E)^i_j$ are referred to as the elastic modulus of elements in damaged and intact states, respectively.
4. Extract damage features $DS_{1,j}$, $DS_{2,j}$, and $DS_{3,j}$ by using equation (3) after acquiring the AR model coefficients of the damaged structures $\phi_{1,df}, \phi_{2,df}$, and $\phi_{3,df}$ by using the method introduced in Steps (1) and (2).
5. Identify the damage location and severity under temperature variations based on two-step BPNN models. Initially, combine the damage feature extracted in Step (4) and temperature data as the new efficient input data of BPNN models, as shown in equation (6). BPNN models with the output vector including 0 and 1, which denotes intact and damaged elements or damage patterns of the structure, are formulated to identify damage locations firstly. Then, another BPNN model with the output vector comprising the damage severity of the damaged elements, defined as equation (5), is built to quantify damage. In order to compensate detrimental temperature variations, datasets acquired from the structure in damaged and undamaged states under different temperatures are utilized to train these BPNN models.

$$\text{Input} = \{T, DS_{1,1}, DS_{2,1}, DS_{3,1}, DS_{1,2}, DS_{2,2},$$

$$DS_{3,2}, \ldots, DS_{1,3}, DS_{2,3}, DS_{3,3}\},$$

where $T$ represents the structural temperature, $\{DS_{1,j}, DS_{2,j}, DS_{3,j}\}$ are referred to as the damage features at the $i$th node.

### 4. Simulation Experiment of a Frame Structure and Temperature Effect Analysis

In order to verify the effectiveness and reliability of this damage identification approach in the presence of temperature variations, numerical impact experiments of a four-story, two-bay $\times$ two-bay steel-braced frame, which is constructed by the ASCE (American Association of Civil Engineers) [36], are conducted.

#### 4.1. ASCE Benchmark Structure and Numerical Simulation

As illustrated in Figure 3(a), the ASCE benchmark structure comprises 9 columns, 30 beams, and 24 braces, whose cross sections are $B100 \times 9$, $S75 \times 11$, and $L25 \times 25 \times 3$, respectively. 16 floor slabs are uniformly distributed upon the beams, configuring a doubly symmetric four-story frame structure, 2.5 m long by 2.5 m wide [36]. Note that the weight of each slab placed on the first three-order floors is 1000 kg, while that of the fourth floor is 750 kg. Additionally, the connections between beams and columns are fixed, and the ends of diagonal braces are hinged [37]. A precise finite element (FE) model, as shown in Figure 3(b), is established to simulate the benchmark structure using SAP2000, and time history analyses are conducted. A nonlinear temperature-dependent elasticity modulus for steel, proposed by Yan et al. [38] and as illustrated in Figure 4, is defined to calculate the thermal effects. Additionally, damage is simulated by elastic modulus reduction of certain elements, resulting in a loss of stiffness. Acceleration-time histories of each node can be extracted via time history analyses. It should be noted that only braces of $Y$-plane 1, as shown in Figure 5, are inflicted on the aforementioned damage.

The ASCE benchmark structure is excited at 15 and 29 nodes in the $Y$ direction by using the Gauss white noise with a frequency of 1000 Hz and a sampling time of 50 s. Acceleration signals from nodes 5, 8, and 11 are collected for time-series modelling. The sampling frequency and duration of the datasets are 500 Hz and 20 s, respectively. For conciseness, only the typical acceleration signal during the first 10 seconds from node 5 of the undamaged structure at 20°C is recorded. 5,000 consecutive data points from the 5th second to the 15th second are selected from each node to fit the AR models.
4.2. Analysis of the Time Series Model. Once the preprocessing of the initial acceleration data is completed, the optimal AR model orders and their coefficients are estimated for nodes 5, 8, and 11 by using the method introduced. AIC and the least square algorithm are employed to obtain the most suitable AR model by choosing the AR model order and estimating the coefficients. For the acceleration data obtained from node 5 of the undamaged ASCE benchmark structure at 20°C, the relationship between AIC value and model order \( p \) is illustrated in Figure 6. It is clearly shown that the AIC value decreases gradually with the increase of the order of the AR model and is negligible for AR order 10 and above. It can be seen that the optimal order is 47 with the minimal AIC value. Moreover, the AR (47) model yields a final prediction error (FPE) of \( 6.118 \times 10^{-6} \) and a mean square error (MSE) of \( 6.005 \times 10^{-6} \), indicating that the AR (47) model is suitable. Figure 7 shows the comparison of time histories of the input responses corresponding to the AR (47) model. It can be observed that the predicted response of the AR (47) model almost coincides with the input response, verifying the aforementioned conclusion again. In addition, the details of the most suitable AR models for each observed node of the undamaged ASCE benchmark structure at 20°C and 30°C are listed in Table 1.

4.3. Damage and Temperature Effects on AR Model Coefficients (Feature Selection). The FE model established in the previous section is used to simulate structural damage and

---

**Figure 2:** Flowchart of the proposed damage identification approach.

**Figure 3:** ASCE benchmark model: (a) steel-frame scale structure; (b) SAP2000 finite element model.
analyse the temperature effects on AR model coefficients. Damage is simulated by reducing the elastic modulus of brace 1, and $a_j$ (see equation (5)) is 40%. The temperature of the whole structure varies from $-10^\circ$C to $40^\circ$C, which is simulated by changing the elasticity modulus of steel according to Figure 4. After a series of time history analyses, the most suitable AR models are established to fit the response data from the three observed nodes.

Then, the first three-order AR coefficients for nodes 5, 8, and 11 are extracted, whose distribution is shown in Figure 8 when the temperature changes from $-15^\circ$C to $40^\circ$C. It is clearly shown that the first three-order AR coefficients

![Figure 4: The relationship between elastic modulus of steel and temperature [38].](image1)

![Figure 5: Diagram of the element and node number.](image2)
almost remain stable under varying temperatures, while the third-order AR coefficients occur steady, visible change. Among them, the third-order coefficient for node 5 yields the maximum variance ratio, which reaches 5.48%.

By contrast, the other scenarios are investigated, the temperature of the whole structure remains 20°C, and \(a_j\) of brace 1, which denotes damage severity, varies from 0 to 100% with an interval of 10%. Figure 9 shows the distribution of the first three-order AR coefficients for nodes 5, 8, and 11 of the damaged structure with different severities. It is seen that each coefficient for all the observed nodes shows considerable shifts, and the maximum variance ratio is up to 60.06%. With increasing of damage severity, the first three-order AR coefficients for node 5 present down, up, and down trends, respectively. The variation law of those coefficients for node 11 is the same, while that for node 8 is inverse. Furthermore, local minor damage causes obvious shifts of AR coefficients for the structure with constant temperature, indicating high sensitivity of those AR coefficients to structural damage.

In summary, the first three-order AR coefficients are more sensitive to damage occurring in structures than temperature fluctuations. Thus, they can be adopted as damage-sensitive features for damage identification. However, owing to the existence of unavoidable cases, the changes caused by temperature fluctuations can even mask those induced by damage. Therefore, if temperature variations are not taken into account for damage identification based on time series models, false diagnosis will occur.

5. Damage Identification

In this section, the proposed method, which integrates the time series model with the BPNN, is employed to identify damage of the ASCE steel-braced frame structure under varying temperatures. After fitting the AR time series models to the response data, the difference between the first three-order AR coefficients from damaged and undamaged structures is extracted as damage features, which are fed into BPNN ensemble with the corresponding temperature values \((T)\) to identify the locations and severities of damage. In this process, the robustness of this novel approach is tested in order to avoid false diagnosis. Furthermore, its effectiveness is also examined by considering noise.

### 5.1. Damage Identification under Varying Temperatures

To test the robustness of the proposed method, damage scenarios are assumed and listed in Table 2. Two kinds of damage, single and multiple damage, are inflicted on braces 1, 4, and 5 by reducing their elastic modulus, constructing 6 damage cases. Moreover, the \(a_j\) value, defined in equation (5) to quantify damage severity, is 40%, 50%, 60%, 70%, or 80%, and the value of temperature \((T)\) is 20°C or 30°C. As a result, 60 FE models are created for the 6 aforementioned damage cases. After the time history analysis, the acceleration signals obtained from nodes 5, 8, and 11 are modelled as AR time series. The differences between the first three-order AR coefficients of those nodes from the damaged and undamaged structures are extracted as damage features. The integration of these damage features with temperature values is used as the input data of BPNN models. To identify the location and severity of structural damages, a neural network ensemble, which combines two individual BPNN models, is formulated by using the same inputs. The output vector of one BPNN model is the indictor of damaged braces or damage patterns, of which the other BPNN model is the
indicator of damage extent consisting of the $a_j$ values of braces.

In this paper, the dataset from all the aforementioned damage scenarios, which comprises 60 observations, is divided into two parts, a training set containing 36 observations and a testing set containing 24 observations; and the data from single and multiple damage states account for half of each set. More specifically, data from the steel-braced frame structure with the 40%, 60%, and 80% $a_j$ values comprise the training set, and the remaining data comprise the testing set.

The number of neurons of input layers represents the number of damage features as input data, and the number of neurons for hidden layers is determined via trial training. The output layer of each network consists of nodes indicating the damage locations or damage severities of damaged braces denoted by $a_j$ in equation (5). The optimal number of hidden layer nodes of the two BPNN models is 14 by trial and error. Thus, a 10-14-3 BPNN model is formulated to identify damage locations, while a 10-14-1 or 10-14-2 BPNN model is configured to identify severities of single or multiple damage states in this paper. For the first BPNN model,
both transfer functions of the hidden layer and output layer are tan-sigmoid. For the second BPNN model, their transfer functions are tan-sigmoid and pureline, respectively.

After adequate training using the LM (Levenberg–Marquardt) algorithm with different random initializations, the testing data are fed into the trained BPNN models to test the effects of the proposed approach. The identification results of damage locations and severities for the single damage cases are listed in Tables 3 and 4, respectively. It should be noted that the three output nodes of the first BPNN model indicate the status of braces 1, 4, and 5. Additionally, 0 denotes undamaged, and 1 denotes damaged. For conciseness, the results of the training set are omitted in those tables. As presented in Table 3, the outputs of the first BPNN model are almost identical with the target outputs, indicating that the proposed approach can accurately identify the damaged brace for the single damage case.
regardless of varying temperatures. From Table 4, the relative error of the damage severities between the BPNN model outputs and the target outputs is mainly within 6%. Only a few relative errors exceed 6% with a maximum value of 11.31%. However, this error is allowable for damage diagnosis.

The two-step BPNN models are sufficiently trained by using the training data, and the target outputs of the first BPNN model represent damage patterns of multiple damage cases listed in Table 5. Tables 6 and 7 show the identification results produced by the trained BPNN models. Likewise, damage locations (output nodes of the first BPNN model) can be identified, and their severities (output nodes of the second BPNN model) are predicted accurately for all multiple damage cases (DC 4, DC 5, and DC 6) even though the maximum value of the relative error of damage severities between the BPNN model outputs and the target outputs reaches 12.33%. From these results, it is found that the two-step BPNN-based damage identification is efficient and accurate for assessing damages under varying temperatures.

5.2. Damage Identification with Noise-Contaminated Data.

In the real-life scenario, various factors, such as environmental noise and measurement errors, inevitably contaminate the measured data. It is believed that the presence of noise may interfere with the damage identification data, hence causing false diagnoses [4]. To check the robustness of the proposed method, noises should be added to the acceleration signal to simulate the real situation. In this paper, the noise-contaminated acceleration data are defined as

$$a_i = a_i + a_{i_{\text{max}}} \cdot \text{randn} \cdot n_s,$$

where $a_i$ and $a_{i_{\text{max}}}$ are referred to as noise-free acceleration data and noise-contaminated acceleration data from the measuring point $i$, respectively, randn denotes the white Gaussian noise with zero mean and 1 standard deviation, and $n_s$ is the noise intensity.

Different noise contamination levels (from 1% to 6%) are added to the noise-free acceleration data from the undamaged ASCE benchmark structure at 20°C, and AR models are built.

To compare the first three-order AR coefficients of these noise-corrupted data and the noise-free data from

| Damage scenarios | $a_i$ (%) | $T$ (°C) | Output nodes | Third |
|------------------|----------|---------|--------------|-------|
|                 |          |         | First        | Second |       |
| DC 1             | 50       | 20      | 0.999999 (1) | 3.61 $\times 10^{-7}$ (0) | 7.28 $\times 10^{-5}$ (0) |
|                  | 30       | 1 (1)   | 1.53 $\times 10^{-7}$ (0) | 8.54 $\times 10^{-8}$ (0) |
|                  | 70       | 20      | 0.999639 (1) | 5.62 $\times 10^{-6}$ (0) | 1.29 $\times 10^{-5}$ (0) |
|                  | 30       | 1 (1)   | 2.51 $\times 10^{-7}$ (0) | 1.15 $\times 10^{-8}$ (0) |
| DC 2             | 50       | 20      | 8.25 $\times 10^{-6}$ (0) | 0.999891 (1) | 6.41 $\times 10^{-7}$ (0) |
|                  | 30       | 1.12 $\times 10^{-7}$ (0) | 0.999431 (1) | 8.18 $\times 10^{-5}$ (0) |
|                  | 70       | 20      | 1.11 $\times 10^{-5}$ (0) | 0.999787 (1) | 1.22 $\times 10^{-5}$ (0) |
|                  | 30       | 8.05 $\times 10^{-5}$ (0) | 6.69 $\times 10^{-6}$ (0) | 0.999779 (1) |
| DC 3             | 50       | 20      | 8.82 $\times 10^{-5}$ (0) | 1.21 $\times 10^{-6}$ (0) | 0.999833 (1) |
|                  | 30       | 3.34 $\times 10^{-5}$ (0) | 5.95 $\times 10^{-6}$ (0) | 0.99993 (1) |

The target results of networks are shown in parentheses.

| Damaged brace | $a_i$ (%) | $T$ (°C) | Target output | Actual output | Relative error (%) |
|---------------|-----------|---------|---------------|---------------|-------------------|
| 1             | 50        | 20      | 0.5           | 0.485         | −2.99             |
|               | 30        | 0.5     | 0.507         | 1.46          |
| 70            | 20        | 0.7     | 0.728         | 3.99          |
|               | 30        | 0.7     | 0.757         | 8.11          |
| 4             | 50        | 20      | 0.5           | 0.500         | 0.09              |
|               | 30        | 0.5     | 0.519         | 3.89          |
| 70            | 20        | 0.7     | 0.742         | 6.04          |
|               | 30        | 0.7     | 0.779         | 11.31         |
| 5             | 50        | 20      | 0.5           | 0.455         | −8.91             |
|               | 30        | 0.5     | 0.457         | −8.63         |
| 70            | 20        | 0.7     | 0.734         | 4.87          |
|               | 30        | 0.7     | 0.718         | 2.57          |

Table 3: The identification results of damage locations when one brace is damaged.

Table 4: The identification results of damage severities when one brace is damaged.

Table 5: Target outputs of the first BPNN model and the corresponding damage patterns for multiple damage cases.
### Table 6: The identification results of damage locations when two braces are damaged.

| Damage scenarios | \( a_j \) (%) | \( T \) (°C) | Output nodes | First | Second | Third |
|------------------|----------------|--------------|--------------|-------|--------|-------|
| \( DC_4 \)       | 50             | 20           | 1 (1)        | 3.66 \times 10^{-5} (0) | 8.99 \times 10^{-9} (0) |
|                  | 30             | 1 (1)        | 1.32 \times 10^{-8} (0) | 4.68 \times 10^{-10} (0) |
|                  | 70             | 20           | 7.08 \times 10^{-7} (0) | 4.58 \times 10^{-9} (0) |
|                  | 30             | 1 (1)        | 3.51 \times 10^{-7} (0) | 1.04 \times 10^{-8} (0) |
| \( DC_5 \)       | 50             | 20           | 1.03 \times 10^{-5} (0) | 0.99857 (1) | 1.93 \times 10^{-5} (0) |
|                  | 70             | 20           | 5.61 \times 10^{-7} (0) | 0.9816 (1) | 0.010006 (0) |
| \( DC_6 \)       | 50             | 20           | 3.84 \times 10^{-8} (0) | 1 (1) | 1.25 \times 10^{-6} (0) |
|                  | 70             | 20           | 3.02 \times 10^{-7} (0) | 1 (1) | 1.35 \times 10^{-6} (0) |

The target results of networks are shown in the parentheses.

### Table 7: The identification results of damage severities when two braces are damaged.

| Damaged braces | \( a_j \) (%) | \( T \) (°C) | Target output | Actual output | Relative error (%) |
|----------------|----------------|--------------|---------------|---------------|-------------------|
| 1, 4           | 50             | 20           | 0.5           | 0.47851       | 4.30              |
|                | 30             | 0.47236      | 4.6795        | 5.53          | 6.41              |
|                | 70             | 0.75088      | 0.75377       | -7.27         | -7.68             |
| 1, 5           | 50             | 20           | 0.7           | 0.43922       | 12.16             |
|                | 30             | 0.76326      | 0.74383       | 9.85          | -6.77             |
| 4, 5           | 50             | 20           | 0.7           | 0.76629       | -9.47             |
|                | 30             | 0.74215      | 0.74138       | -6.02         | -5.91             |
|                | 70             | 20           | 0.7           | 0.77159       | -10.23            |
|                | 30             | 0.7           | 0.76966       | 0.76332       | -9.95             |

### Figure 10: Continued.
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Figure 10: Comparison of the first three-order AR coefficients of noise-corrupted data and noise-free data: (a) first-order AR coefficients; (b) second-order AR coefficients; (c) third-order AR coefficients.

Table 8: The identification results of damage locations when one brace is damaged with noises.

| Damage scenarios | Damage severities | Output nodes |
|------------------|-------------------|--------------|
|                  |                   | First (%)     | Second (%)   | Third (%)     | First (%)     | Second (%)   | Third (%)     |
| DC 1             | 50                | 20           | 0.999984 (1) | 1.28 × 10^{-5} (0) | 3.41 × 10^{-6} (0) | 1 (1)        | 2.93 × 10^{-7} (0) | 1.69 × 10^{-9} (0) |
|                  | 70                | 20           | 0.999994 (1) | 5.19 × 10^{-6} (0) | 2.11 × 10^{-6} (0) | 1 (1)        | 1.50 × 10^{-7} (0) | 1.15 × 10^{-12} (0) |
| DC 2             | 50                | 20           | 1.79 × 10^{-5} (0) | 1 (1)        | 8.00 × 10^{-7} (0) | 2.02 × 10^{-6} (0) | 0.999999 (1) | 0.10 × 10^{-6} (0) |
|                  | 70                | 20           | 4.59 × 10^{-5} (0) | 0.999999 (1) | 3.82 × 10^{-7} (0) | 4.20 × 10^{-6} (0) | 1 (1)        | 1.40 × 10^{-6} (0) |
| DC 3             | 50                | 20           | 2.22 × 10^{-5} (0) | 1.34 × 10^{-5} (0) | 0.999981 (1) | 1.56 × 10^{-6} (0) | 4.04 × 10^{-7} (0) | 0.999997 (1) |
|                  | 70                | 20           | 5.42 × 10^{-5} (0) | 4.16 × 10^{-5} (0) | 0.999994 (1) | 8.70 × 10^{-7} (0) | 1.10 × 10^{-6} (0) | 0.999998 (1) |

The target results of networks are shown in the parentheses.

observation nodes 5, 8, and 11, the relation curves of the first three-order AR coefficients and noise intensity are obtained, as shown in Figure 10. It is evident that the noise interference results in notable changes to all AR coefficients. Moreover, there is a tendency for those AR coefficient variations to increase with the intensity of noise. Therefore, it is necessary to investigate the antinoise ability of the damage identification method based on time series and neural network under varying temperatures.

Two different noise contamination levels (1% and 3%) are applied to acceleration data from the ASCE benchmark structure in the healthy state, and all damage scenarios are illustrated in Table 2. Damage features are extracted, and the training and testing datasets are acquired by using the same process expounded in former discussion. Then, two-step BPNN models are formulated, trained, and tested with those noise-corrupted data. For the sake of brevity, only the identification results for the testing data are given. As observed from Table 8, the output of the first BPNN model for single damaged brace is close to 1 and that of other braces is close to 0. Table 9 shows that the accuracy of damage identification decreases as the noise level increases, and the maximum value of the relative error is up to 16.94% for a noise level of 3%. Nevertheless, the average relative errors of all the single damage cases are 5.26% and 7.32% corresponding to 1% and 3% noise pollution levels, which indicate that the second BPNN model is capable of identifying the severities of all single damage cases with high accuracy.

For the multiple damage scenarios, damage identification results are depicted in Tables 10 and 11. The outcomes of damage localization listed in Table 10 for 1% and 3% noise levels are precise for all damage scenarios. As it is observed...
from Table 11, the maximum values of relative error for 1% and 3% noise levels are 21.70% and 16.27%, respectively. However, the average values of relative errors for all cases are less than 8.5%, and the majority of relative errors is less than 10%, which implies that the proposed approach can identify the multiple damage severities with reasonable accuracy for the noise with high level. As a consequence, the proposed approach can still produce a robust diagnosis regardless of 3% noise pollution level, identifying damage locations and severities with reasonable accuracy even when temperature variations and noise contamination are both considered.
6. Conclusion

In this paper, a novel two-step damage identification strategy is proposed to compensate adverse temperature effects by using only acceleration responses and temperature data. Differences in the first three-order coefficients of the AR time series modeling vibration data are extracted as the damage features. In the first step, BPNN models, which output the damage locations or patterns after feeding those damage features and temperatures, are formulated to localize damage. In the second step, another BPNN model, fed into the same inputs, is established to identify damage severities. It is proven that, for the steel-braced frame FE model, this approach can successfully identify the locations and severities in single and multiple damage cases with reasonable accuracy under varying temperature conditions. Temperature effects are effectively compensated for all damage scenarios even when the noise intensity is up to 3%. Furthermore, this method not only requires small sample data but also fulfills more reliable damage identifications without false diagnoses. Therefore, the propose method using output-only vibration data has great potential for practical applications, as it is so robust, reliable, and precise in identifying damage in the presence of temperature variations and noise interference. In reality, changing environmental and operation conditions such as loading, boundary conditions, and moisture also inevitably affects measured signals of structures, resulting in inability of the proposed method. Additionally, the training dataset should be collected over a wide range of temperature conditions to eschew false diagnosis. Further research based on experimental tests from real structures with multitype structural damage cases should be conducted to make the introduced identification approach more applicable for practical engineering.
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