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ABSTRACT
Finding the shortest path through open spaces is a well-known challenge for pedestrian routing engines. A common solution is routing on the open space boundary, which causes in most cases an unnecessarily long route. A possible alternative is to create a subgraph within the open space. This paper assesses this approach and investigates its implications for routing engines. A number of algorithms (Grid, Spider-Grid, Visibility, Delaunay, Voronoi, Skeleton) have been evaluated by four different criteria: (i) number of additional created graph edges, (ii) additional graph creation time, (iii) route computation time, (iv) routing quality. We show that each algorithm has advantages and disadvantages depending on the use case. We identify the algorithms Visibility with a reduced number of edges in the subgraph and Spider-Grid with a large grid size to be a good compromise in many scenarios.

1. Introduction
Nowadays, there are many available web services that offer various kinds of routing (e.g. car, bicycle, pedestrian). All the underlying routing engines work similarly: they convert a geographic data-set into a routing graph consisting of nodes and edges (Caldwell 1961). This works well for motorized vehicles (e.g. car, bus, truck, . . .), because they are restricted to move on linear features like paths, ways, roads, or streets. However, pedestrians and cyclists are also able to move on areal features.

We call these features open spaces. They can be squares, plazas, parks, or even beaches. Integrating these features into the routing graph requires sophisticated algorithms. Most of the routing engines use the quite trivial approach to integrate only the boundary of the open space into the routing graph. This can cause unnecessarily long routes with an unrealistic shape (Dzafic et al. 2015). A possible solution for this problem is to precompute subgraphs (virtual ways) within the open space (Dzafic et al. 2015; Graser 2016). This paper compares different algorithms that create these virtual ways. They are assessed by four different criteria: (i) additional number of edges in the graph, (ii) additional graph creation time, (iii) route computation time, (iv) route quality (average length of the produced routes). We focus our examinations to scenarios where the graph is optimized using contraction hierarchies (CH) (Geisberger et al. 2008) and the shortest way is computed using the Dijkstra algorithm (Dijkstra 1959).

2. Related work
Finding the shortest way through an open space with obstacles is a common problem in robotics. Masehian and Amin-Naseri (2004) described a method which is based on Visibility graphs and Voronoi diagrams.

Walter et al. (2006) presented a raster based approach for pedestrian routing. They generalized open spaces using a Skeleton algorithm. This enables routing through them. Elias (2007) also used a Skeleton algorithm but applied it to vector data. Haunert and Sester (2008) used a Skeleton algorithm for geographic generalization of roads which are modeled as areas. Their approach also makes it possible to do routing on open spaces. Similarly, Van Toll et al. (2011) presented an approach to create routing subgraphs using the Medial-Axis algorithm.

Krisp et al. (2010) compared two versions of the Visibility algorithm: Visibility graph and the Visibility polygon. In contrast to the algorithm tested in this paper, they used an areal representation of the street network as input data (no linear features). Hence, their findings have limited relevance for our research question.

Bauer et al. (2014) do not create a subgraph, but they find a route through an open space by postprocessing: if a computed route leads along an open space, the route will be changed in a way that it crosses the open space. Dzafic et al. (2015) proved that this approach can fail under certain circumstances: they showed that avoiding the open space may turn out to be shorter...
than moving along its boundary. Hence, the computed route does not touch the open space. Consequently, it is not possible anymore to compute a shortcut through the open space. Dzafic et al. (2015) proposed to solve this problem by adding a Spider Grid subgraph within the open space. This guarantees that the routing engine initially finds routes through open spaces.

Andreev et al. (2015) investigated possibilities for pedestrian routing in general: they added sidewalks to streets and enabled routing through open spaces with obstacles. Their approach makes it possible to start or end a route on an open space. They use an improved Visibility algorithm that avoids creating unnecessary edges (i.e. edges that are never part of any routing scenario that crosses the open space). Their approach produces less than 30% additional edges.

Graser (2016) examined four open space algorithms (Medial Axis, Straight Skeleton, Grid, and Visibility). She concluded that Visibility is best suitable for open space routing because it finds the most realistic route. Like Andreev et al. (2015) she suggested an improved version of this algorithm. Olbracht (2016) also proposed a Visibility algorithm. He estimated that a routing graph would grow by around 20% if additional edges in open spaces are integrated. Indoor navigation also faces the problem of integrating open spaces. Liu and Zlatanova (2015) used a visibility graph, Xu et al. (2016) chose a Delaunay-based approach for routing within buildings.

In summary, we find, that most of the mentioned work focuses only on describing different algorithms. However, just a few (Andreev et al. 2015; Olbracht 2016) have investigated how a routing engine is affected by the implementation of these algorithms. This paper aims to fill this research gap.

3. Method

We implemented a couple of open space algorithms into the routing engine GraphHopper (www.graphhopper.com) and tested them with three different study sites.

3.1. Open space algorithms

We chose the algorithms Grid, Spider-Grid, Visibility, Delaunay, Voronoi, and Skeleton for our analysis. Figure 1 shows an example of each algorithm. The Exterior Edge algorithm corresponds to the method to only integrate the boundaries of the open space. Grid and Spider are created with 5 and 10 m grid size, respectively. We chose two versions of the Visibility algorithm: the “Visibility All” algorithm connects all nodes of the surrounding polygon if there is direct a line-of-sight between them. This approach can lead to a lot of additional connections if the polygon has many nodes. Visibility Graph Connection Points (GCP) connects only the points of the surrounding polygon which have a node degree higher than two. Like in “Visibility All,” a connection is only created if a direct connection without obstacle is possible. The advantage of “Visibility GCP” is that it only connects nodes that are actually linked to other parts of the routing networks e.g. nodes that connect the open space with a road.

3.2. Study sites

For this analysis, we used the OpenStreetMap (OSM) data (date: 01 August 2016) from Austria, Baden-Württemberg (Germany) and Bavaria (Germany). These areas are comparably well mapped in OSM, and have a diverse landscape consisting of both big cities and rural areas. A study by Neis et al. (2012) shows that the OSM road data-set has a similar quality as a comparable commercial data-set. Hence, the tested data-sets should serve well as a model for other/bigger regions including e.g. whole Europe. Table 1 shows some statistical information about the study sites.

The analysis uses the pedestrian profile of GraphHopper. It excludes some open spaces that do not have the required tagging (e.g. access = no). Only open spaces stored as ways (closed linestrings) are considered. Open spaces that are stored as relations (multipolygons) are not considered because they are more difficult to process. Nevertheless, the analysis is still representative, since approximately 90% of the open spaces are stored as ways (shown by the OSM data-set statistics in Table 1).

3.3. Evaluation criteria

In order to evaluate the algorithms, we examined them according to the four criteria mentioned in the introduction.

The additional size of the graph and the graph creation time were both measured in the same experiment. We ran each algorithm for each study sites and measured the time and the count of created edges. These results were compared with the Exterior Edge algorithm that served as a base line. We measured the average route computation time for each algorithm using 18 route samples through urban areas in Baden-Württemberg. Each route has a linear distance of 10 km. The route samples do not necessary lead through an open space. However, the subgraphs in the open spaces still influence the routing performance, since the additional edges increase the size of the routing graph in the memory, which in turn increases the computation time of the routes. We measured the route quality by comparing the average length of the routing results through open spaces. We used 25 sample routes through open spaces (with different shapes) in Baden-Württemberg.
Figure 1. Routing examples using different algorithms (location: Weisenhausplatz, Pforzheim in Germany).
Notes: The gray lines within the open space show the subgraph of the respective algorithm. The black dotted line shows the shortest path from the top-left to the lower-right.
Like stated earlier, we focus our examinations to scenarios where the graph is optimized using contraction hierarchies (CH). This technique optimizes the routing graph by adding shortcuts to the underlying road network. The consequence is that routing requests can be handled much faster. Nevertheless creating CH requires additional time and storage (Geisberger et al. 2008). In order to better compare our results, we also computed the graph without the usage of CH.

4. Results

4.1. Graph size

Figure 2 shows the results if CH are used in the graph generation process. The diagram of Austria is ordered by additional edge count. For better comparability, the diagrams of the two other regions have the same order. The increase in the number of edges has a similar pattern among the three study sites. In Baden-Württemberg, the edge increase is higher than in Austria and Bavaria because it has a higher share of open spaces (cf. Table 1). We observed that even single open spaces may increase the graph size significantly. The edge count of Grid and Spider is dependent on the area – the edge count of the remaining algorithms is dependent on the node count of the input polygon. Hence, open spaces with large area or high node count have a big impact on the total edge count.

Table 2 shows the share of open spaces where the creation of the subgraphs has failed. In most cases, the reason is not an error in the respective implementation, but a normal consequence of the input parameters, e.g. the high “failure” number of Visibility GCP can easily be explained. Often there is no possibility that the existing GCPs of the input polygon can be connected with each other. This may happen if there is just one GCP or the existing GCPs are situated on the same line or there is no direct line-of-sight connection between the existing GCPs in the case of concave polygons. The failures of the Visibility All algorithm have the same reasons. It simply happens less likely. The failures of Delaunay happen if the input polygon has just three corners. The Voronoi algorithm always succeeds. The reasons for the failures of Grid are that the underlying polygon is smaller than the grid size of the algorithm. The Spider algorithm does not have this problem because it is always possible to fit the diagonals inside the input polygon. Malformed polygons (e.g. self-intersecting polygons, . . . ) are the reasons for the few failures of the Spider algorithms. The few failures of the Skeleton algorithm are caused by the applied implementation (www.github.com/kendzi/kendzi-math/) and the properties (complexity, size, . . . ) of the input polygons.

4.2. Graph creation time

The gray bars in Figures 2 and 3 show the additional computation time compared to the Exterior Edge algorithm. The usage of CH influences the result a lot. Consequently, two diagrams per region are displayed. The first trivial observation is that higher edge count causes higher computation time. However, there is no linear dependency. The total computation time consists of both creating the graph edges and the CH post-processing. Figure 4 shows the absolute computation time with and without the computation of CH. This diagram visualizes how much more computation time is caused by the computation of CH.

Without the usage of CH (cf. Figure 3) the increase in computation time looks similar for the three test regions. The values of Baden-Württemberg are however higher because it has a higher share of open spaces. In contrast, the increase in computation time shows some differences if CH is used (cf. Figure 2). The increase in Visibility All in Austria and the increase in Spider 5 m in Baden-Württemberg is comparably high. We assume these effects are caused by the different characteristics (shape, complexity, size) of open spaces in each study site.

4.3. Routing performance

Figure 5(a) shows the average route computation time per algorithm. The ordering of the algorithms is the same as in the diagrams for the additional edge count and creation time of the graph (cf. Figure 2). In order to gain a reliable result, we computed each route 1000 times and used the average routing time. As expected, the computation with the use of CH is much faster than without.

The computation time within the algorithms varies a lot. Figure 5(b) shows the relative increase in computation time compared the common Exterior Edge algorithm which serves as a baseline. We observed that Visibility GCP may even be slightly faster than Exterior Edges when CH are used. A possible explanation for this behavior might be the characteristics of the Contraction Hierarchies algorithm. The relative increase in the computation time without the usage of CH is about two times higher than with CH.
Table 1. Information about study site.

| Criterion of comparison | Austria | Baden-Württemberg | Bavaria |
|-------------------------|---------|-------------------|---------|
| Open spaces             |         |                   |         |
| Total                   | 3267    | 5916              | 5362    |
| Ways                    | 2922    | 5409              | 4917    |
| Relations               | 345     | 507               | 445     |
| Processed ways          | 1889    | 4654              | 3372    |
| OSM ways [million]      | 1.44    | 1.47              | 1.90    |
| Created edges [million] | 2.46    | 2.70              | 3.44    |
| Share                   | 0.23%   | 0.4%              | 0.28%   |

Notes: The top three rows show the total count of open spaces and how many of them are modeled as ways (closed linestrings) and relations (multipolygons). Row four shows the count of the open spaces that were actually processed in the analysis (using the pedestrian profile from GraphHopper). Rows five and six shows the count of ways tagged as “highway” and the count of resulting routing edges without the use of any open space algorithm. The last row shows the share of open spaces on the total count of “highway” ways.

Table 2. Share (%) of failed open space algorithms per test area.

| Algorithm          | Austria | Baden-Württemberg | Bavaria |
|--------------------|---------|-------------------|---------|
| Visibility GCP     | 26      | 25                | 31      |
| Visibility All     | 1       | 1                 | 1       |
| Delaunay           | 1       | 1                 | 1       |
| Voronoi            | 0       | 0                 | 0       |
| Grid 5 m           | 1       | 1                 | 1       |
| Grid 10 m          | 4       | 4                 | <0.1    |
| Spider 5 m         | 0       | 0                 | <0.1    |
| Spider 10 m        | <0.1    | <0.1              | <0.1    |
| Skeleton           | 1       | 1                 | 1       |

Figure 2. Additional edge count and computation duration with usage of CH.

Figure 6 shows that there is a linear dependence (cf. Pearson correlation coefficients inside the diagram) between the edge count and the routing performance. This may be explained by the fact that the larger the network is, the longer it takes to find the shortest path in it.

Overall, the increased computation time is still within an acceptable range. A normal user of a routing service will probably not notice if the computation time takes some milliseconds more. In contrast, a service provider who has to handle millions of requests per day might actually notice an increased resource consumption of the operating hardware.

4.4. Routing quality

This analysis measures the quality of the algorithms by measuring its average length through 25 open spaces in Baden-Württemberg. Figure 1 gives a visual impression of the computed routes of one open space. Figure 7 shows how much longer the routes of each algorithm are compared to Visibility All. Visibility All delivers the shortest possible routes and serves as a reference for this statistics.

The Exterior Edges algorithm is around 50% longer. This is explained by the characteristic of this algorithm to not cross the open space at all but to always return
Figure 3. Additional edge count and computation duration without the usage of CH. Notes: (a) Austria, (b) Bavaria, (c) Baden-Württemberg

Figure 4. Comparison of graph generation times. Notes: The percentage value on top of the green bars shows the share of the computation time without CH compared to the computation time with CH. (The computations have been run on a Quad-Core with 2.4 GHz).

routes along the boundary of the polygon. The average length of Visibility GCP is close to Visibility All. It generally shows good results, if the open space is convex because then a lot of connections can be created. If the open space has a rather concave shape, Visibility GCP has problems to create edges because often the direct line of sight is blocked. Both Spider algorithms deliver satisfying results in all cases. Please note that routes created with Spider 10 m are in average not much longer than routes produced with Spider 5 m. Delaunay delivers sufficient results. However, the results are varying. It is dependent on the configuration of the edges. Sometimes Delaunay even takes the optimal path, whereas it also happens that a very long path is chosen because the necessary routing edges are not available.

Both Grid algorithms produce routes that are around 20% longer than routes produced with Visibility All. Like the in the case of the Spider algorithms, it is remarkable that routes created with Grid 10 m are just slightly longer than routes created with Grid 5 m. The quality of the Grid algorithms depends on the orientation of the route. A roughly north–south or east–west oriented route leads to a satisfying routing quality. In contrast, other orientations (e.g. diagonal) usually deliver bad results.
Voronoi mostly finds suitable routes. They, however, have many unnecessary curves, which causes a longer way. Moreover, this causes a strange shape of the routes. Another observation is that the Voronoi subgraph has never a direct connection to the original nodes of the open space geometry. It always connects to the middle of an edge. Therefore the resulting route always needs to go along the boundary of the open space before it can actually enter the open space. Routes computed with the Skeleton algorithm can be very chaotic, due to shortcomings in the applied straight skeleton algorithm. The underlying routing graph sometimes has gaps which prevent a sufficient routing result. Therefore in some cases, it is shorter to stay on the boundary of the open space instead of using the Skeleton subgraph. Moreover – similar to Voronoi – many routes of Skeleton have a lot of unnecessary curves.

5. Comparison of algorithms

Table 3 summarizes our findings. Both the minimum and the maximum values of the results of the study sites are used. The colors (green, yellow, and red represent a good, medium, and bad result, respectively) indicate a rough qualitative assessment of the results depending on the “worst” result.

Spider and Grid are the only algorithms that properly handle routes which start or end inside of an open space. The biggest downside of the Grid algorithm is that it delivers poor results if the route is not north-south or east-west oriented. This effect may even not be solved by rotating the grid: a 45° rotated grid would, in turn, deliver bad results for north-south or east-west oriented routes. In contrast, the Spider algorithm always delivers good results, however, the graph size and the creation time might be very high.

The routing quality of Delaunay is varying: it is mostly good but produces sometimes poor results. However, according to the other criteria, Delaunay performs well. Voronoi delivers constant medium routing results. Additionally, the creation of the graph might take quite long as well. Therefore, it should be discouraged to use it in the current state. However, Voronoi might serve as a basis for developing a more advanced algorithm.

Our implementation of the Skeleton algorithm often delivers a subgraph that is not fully self-connected (i.e. gaps within the graph). Nevertheless, a few computed routes look quite promising. The routes’ shapes look similar to the route that would be assumed to be chosen by humans crossing the square. Overall, the Skeleton algorithm in its current state has limited use for open space routing. There are however approaches how to improve it e.g. (Haunert and Sester 2008).

Visibility All performs perfectly in terms of the length of the resulting route. Nevertheless, it has the big downside, that the computation of the graph and particularly the post-processing of the CH might take very long. This is caused by the existence of nodes with high node degree, i.e. many connections to other nodes. In contrast, Visibility GCP can be computed quite fast. Its routing quality is mostly good, but sometimes (especially on concave open spaces) a few important connections are missing.

6. Discussion

Our investigations are based on a modified version of the routing engine GraphHopper. Readers are reminded that this choice may have implications on the presented research findings. Furthermore, all our results are based on prototype versions of the described algorithms that may be subject to further optimization efforts. Therefore, the presented figures should be interpreted as a rough guideline for comparing the characteristics of the investigated algorithms.
Table 3. Algorithm comparison – usage of CH is considered.

| Algorithm       | Graph size min/max | Graph creation time min/max | Routing performance (%) | Routing quality                      |
|-----------------|--------------------|-----------------------------|-------------------------|--------------------------------------|
| Exterior edges  | Optimal            | Optimal                     | +0                      | +48% takes route along boundary      |
| Grid 5 m        | +12/26%            | +40/98%                     | +13                     | +20% not sufficient for diagonal routes |
| Grid 10 m       | +3/76%             | +10/24%                     | +7                      | +22% not sufficient for diagonal routes |
| Spider 5 m      | +25/53%            | +95/16%                     | +33                     | +45% good results                    |
| Spider 10 m     | +9/19%             | +30/70%                     | +10                     | +7% good results                     |
| Delaunay        | +2/4%              | +1/4%                       | +4                      | +9% mostly good but varying results  |
| Voronoi         | +5/10 %            | +2/40%                      | +6                      | +23% mediocre results               |
| Skeleton        | +3/5%              | +3/24%                      | +5                      | +22% mediocre results               |
| Visibility all  | +7/17%             | +17/173%                    | +7                      | Optimal results                      |
| Visibility GCP  | +2/3%              | +1/4%                       | -1                      | +6% mostly good, bad on concave open spaces |

Figure 6. Edge count versus average routing time.

Figure 7. Increased route length compared to Visibility All.

In the following section, we want to critically assess some shortcomings of the chosen method and its results in detail:

We integrated only open spaces that are modeled as closed linestrings (OSM ways). As stated already it would have been more complex to consider multipolygons (OSM relations) as well, because of their possibly complex data structure. The inclusion of multipolygons would cause a higher count of (more complex) open spaces. This would increase the edge count of the routing graph and graph creation time. However, since the vast majority of the open spaces are modeled as closed linestrings (cf. Table 1), the respective increase would probably not be too high. In contrast, the presented open space algorithms could show a different performance (graph creation time and route computation time), if they have to handle more complex geometries of the multipolygon open spaces.

Sometimes, it happens that there are adjacent open spaces. The current approach computes a subgraph for each of these adjacent polygons. These subgraphs might not properly be connected to adjacent subgraphs. Olbricht (2016) suggests to solve this problem by merging adjacent open spaces. Hence, only one subgraph (instead of many subgraphs) would be computed. The additional implementation of this approach would probably cause different results for the examined research questions. Nevertheless, since adjacent open spaces are rare, we would expect only a slight change of the results.

As described in this paper, there are a couple of different possible algorithms for creating subgraphs in open spaces. Moreover, each of these algorithms can be modified (e.g. Visibility All and Visibility GCP), improved (e.g. Spider is an improved Grid algorithm) or can have different parameters (e.g. different grid size of Spider and Grid). This results in a very high number of possible open space algorithms. In this paper, we have only tested a few of them.

Some of our implementations of the algorithms suffer from (minor) shortcomings, e.g. handling of adjacent open spaces, unexpected holes in skeleton algorithm. Nevertheless, the basic versions of the most common open space algorithms were examined. The results provide an overview of the basic characteristics of each type of open space algorithm. Thus the findings of this paper can be transferred to similar open space algorithms and can furthermore contribute to the improvement of existing open space algorithms.

The quality assessment of the algorithms only takes the length of the computed algorithms into account. However, also other factors could be considered. The
count of turns needed to cross the open space could be used: fewer turns would lead to simpler routing instructions. Moreover, the routing quality could be examined by the similarity to routes chosen by humans.

For the scope of this paper, we have used Austria, Baden-Württemberg and Bavaria as study sites. These regions are well mapped and have a diverse landscape and the results should, therefore, be transferable to other and also bigger regions (e.g. continents, global). In order to validate this, it would be necessary to rerun the whole analysis with a larger test area (e.g. Europe).

7. Conclusions and outlook

We have presented a comparison of different open space algorithms with regard to different optimization parameters. While none of the examined algorithms is an optimal solution for all considered parameters, each of them has advantages and disadvantages depending on the scenario. According to our results, the Visibility algorithms and the Spider algorithm seem to be most promising, however, they still require some optimization.

Visibility All creates too many unnecessary edges, while Visibility GCP misses edges that would actually be required for the optimal solution. Thus, a compromise between these algorithms would be desired: the result would be a visibility-based algorithm that has fewer edges than Visibility All and more edges than Visibility GCP. Graser (2016) and Andreev et al. (2015) suggest a possible solution for this purpose.

The Spider algorithm delivers routes that are close to the shortest route for many different cases. A big advantage is that this algorithm also interpolates nodes within the open space making it possible to define start and end points also in the open space. However, this comes at the cost of long graph creation times and a considerable increase in the graph size. In order to keep the graph size low, the subgraph of big open spaces could be computed with a bigger grid size. The choice of the grid size of the Spider algorithm is a trade-off between graph size and graph generation time and the possible routing quality.

Besides the choice of the algorithm, there are also other potential optimizations possible: the creation of a subgraph can be costly if the open space has many nodes. Therefore, it might be useful to perform a generalization of the polygon in order to simplify the computation of the (sub-)graph.

Recently, a Visibility algorithm has been implemented into a new version of the route planning service OpenRouteService (www.openrouteservice.org) (Schmitz et al. 2008), since this optimization is particularly useful for the pedestrian and wheelchair route planning profiles (Neis and Zielstra 2014; Neis 2015; Zipf et al. 2016; Hahmann et al. 2016). Another possible use case of open space algorithms could also be to enhance a road data-set itself with additional edges, which would be an option to easily integrate the presented approach into a variety of different routing engines, without the need for re-implementation of the algorithms in each engine.

Integrating open spaces into a routing engine may also contribute to the improvement of the quality of the OSM data-set: it is easier to evaluate if an open space is properly connected to the street network by looking at the resulting routes through the open spaces. Moreover, OSM contains a lot of virtual paths within open spaces. Their only purpose is to help routing engines to find better routes through open spaces. The availability of an open space aware routing engine would make these paths obsolete. Hence, they could then be removed.
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