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**STRUCTURAL DERIVATIVES ON TIME SCALES**

BENAOUMEUR BAYOUR AND DELFIM F. M. TORRES

**ABSTRACT.** We introduce the notion of structural derivative on time scales. The new operator of differentiation unifies the concepts of fractal and fractional order derivative and is motivated by lack of classical differentiability of some self-similar functions. Some properties of the new operator are proved and illustrated with examples.

1. **Introduction**

In the past few years, several operators of differentiation have been investigated by researchers, from almost all branches of sciences, technology, and engineering, due to their capabilities of better modeling and predict complex systems [8] [12] [13]. In [5], the concept of Hausdorff derivative of a function $f(t)$ with respect to a fractal measure of $t$ is introduced:

$$
\frac{df(t)}{dt^\alpha} = \lim_{s \to t} \frac{f(t) - f(s)}{t^\alpha - s^\alpha}.
$$

(1)

In order to describe a rather large number of experimental results in Biomedicine, related to the structure of the diffusion of magnetic resonance imaging signals in human brain regions, the structural derivative is defined in [13] as

$$
\frac{df(t)}{dp_t} = \lim_{s \to t} \frac{f(t) - f(s)}{p(t) - p(s)}.
$$

(2)

where $p(\cdot)$ is the structural function. When $p(t) = t^\alpha$, the structural derivative (2) coincides with the *fractal derivative* (1), as called in [1]. It is important to emphasize that the structural function $p(t)$ is not necessarily a power function. Examples in the literature can be found where $p(t)$ is the inverse Mittag–Leffler function, the probability density function, or the stretched exponential function [5]. Compared with classical nonlinear models, structural differential equations require...
fewer parameters and lower computational costs in detecting causal relationships between mesoscopic time-space structures and certain physical behaviors [6].

Here we generalize the important notion of structural derivative to an arbitrary time scale $T$. As particular cases, we get the fractional order derivative [7] and the fractional derivative on time scales recently introduced in [2]. Moreover, we claim that the new structural derivative on time scales is more than a mathematical generalization, allowing to deal with important concepts that may appear in complex systems, such as self-similarity and non-differentiability (see Example 15).

The need for the structural derivative notion, on different time scales than the set of real numbers, appears naturally in complex coarse-grainine structures, for instance, in anomalous radiation absorption where a tumor tissue interacts with the media and the radiation [11]. In such coarse-grained spaces, a point is not infinitely thin, and this feature is better modeled by means of our time-scale structural derivative. Indeed, in our approach we include a scale in time, allowing to consider the effects of internal times on the systems. For examples on the usefulness of structural derivatives on the quantum time scale, to model complex systems on life, medical, and biological sciences, see also [10]. Our structural derivative on time scales allows to unify different structural derivatives found in the literature in specific time scales, as in the continuous, the discrete, and the quantum scales.

The paper is organized as follows. In Section 2 we briefly recall the necessary concepts from the time-scale calculus. Then, in Section 3 we introduce the new structural derivative on time scales and prove its main proprieties. Illustrative examples are given along the text. In Section 4 we remark that a function can be structural differentiable on a general time scale without being differentiable. We end with Section 5 of conclusions and possible future work.

2. Preliminaries

A time scale $T$ is an arbitrary nonempty closed subset of the real numbers $\mathbb{R}$. For $t \in T$, we define the forward jump operator $\sigma : T \rightarrow T$ by $\sigma(t) = \inf\{s \in T : s > t\}$ and the backward jump operator $\rho : T \rightarrow T$ by $\rho(t) := \sup\{s \in T : s < t\}$. Then, one defines the graininess function $\mu : T \rightarrow [0, +\infty]$ by $\mu(t) = \sigma(t) - t$. If $\sigma(t) > t$, then we say that $t$ is right-scattered; if $\rho(t) < t$, then $t$ is left-scattered. Moreover, if $t < \sup T$ and $\sigma(t) = t$, then $t$ is called right-dense; if $t > \inf T$ and $\rho(t) = t$, then $t$ is called left-dense. If $T$ has a left-scattered maximum $m$, then we define $T^c = T \setminus \{m\}$; otherwise $T^c = T$. If $f : T \rightarrow \mathbb{R}$, then $f^\sigma : T \rightarrow \mathbb{R}$ is given by $f^\sigma(t) = f(\sigma(t))$ for all $t \in T$.

**Definition 1** (The Hilger derivative [4]). Let $f : T \rightarrow \mathbb{R}$ and $t \in T$. We define $f^\Delta(t)$ to be the number, provided it exists, with the property that given any $\varepsilon > 0$ there is a neighborhood $U$ of $t$ (i.e., $U = (t-\delta, t+\delta) \cap T$ for some $\delta > 0$) such that

$$|f(\sigma(t)) - f(s) - f^\Delta(t)(\sigma(t) - s)| \leq \varepsilon|\sigma(t) - s|$$

for all $s \in U$. We call $f^\Delta(t)$ the Hilger (or the time-scale) derivative of $f$ at $t$. 

For more on the calculus on time scales, we refer the reader to the books [3, 4].

3. Structural derivatives on time scales

We introduce the definition of structural derivative on time scales. Here we follow the delta/forward approach. However, it should be mentioned that such choice is not fundamental for our structural derivative notion on time scales. In particular, the nabla/backward approach is also possible, with the properties we prove here for the delta derivative calculus being easily mimicked to the nabla case, where instead of using the forward \( \sigma (t) \) operator we use the backward \( \rho (t) \) operator of time scales.

Definition 2 (The time-scale structural derivative). Assume \( f, p : T \to \mathbb{R} \) with \( T \) a time scale. Let \( t \in T^{\kappa} \) and \( \lambda > 0 \). We define \( f^{\Delta \lambda}_{p}(t) \) to be the number, provided it exists, with the property that given any \( \epsilon > 0 \) there is a neighborhood \( U \) of \( t \) (i.e., \( U = (t - \delta, t + \delta) \cap T \) for some \( \delta > 0 \)) such that

\[
\left| \frac{f^{\lambda}(\sigma(t)) - f^{\lambda}(s)}{p(\sigma(t)) - p(s)} - f^{\Delta \lambda}_{p}(t) \right| \leq \epsilon \left| p(\sigma(t)) - p(s) \right|
\]

for all \( s \in U \). We call \( f^{\Delta \lambda}_{p}(t) \) the structural derivative of \( f \) at \( t \) (associated with \( \lambda \) and \( p(\cdot) \)). Moreover, we say that \( f \) is structural differentiable on \( T^{\kappa} \) (or \( \Delta^{\lambda}_{p} \)-differentiable), provided \( f^{\Delta \lambda}_{p}(t) \) exists for all \( t \in T^{\kappa} \).

It is clear that if \( \lambda = 1 \) and \( p(t) = t \), then the new derivative coincides with the standard Hilger derivative (i.e., Definition 2 reduces to Definition 1). Our first result shows, in particular, that for \( T = \mathbb{R} \) and \( \lambda = 1 \), we obtain from Definition 2 the structural derivative [2].

Theorem 3. Assume \( f, p : T \to \mathbb{R} \) with \( T \) a time scale. Let \( t \in T^{\kappa} \) and \( \lambda \in \mathbb{R} \), \( \lambda > 0 \). Then the following properties hold:

1. If \( f \) is continuous at \( t \) and \( t \) is right-scattered, then \( f \) is \( \Delta^{\lambda}_{p} \)-differentiable at \( t \) with

\[
f^{\Delta^{\lambda}_{p}}(t) = \frac{f^{\lambda}(\sigma(t)) - f^{\lambda}(t)}{p(\sigma(t)) - p(t)}.
\]

2. If \( t \) is right-dense, then \( f \) is structural differentiable at \( t \) if and only if the limit

\[
\lim_{s \to t} \frac{f^{\lambda}(t) - f^{\lambda}(s)}{p(t) - p(s)}
\]

exists as a finite number. In this case,

\[
f^{\Delta^{\lambda}_{p}}(t) = \lim_{s \to t} \frac{f^{\lambda}(t) - f^{\lambda}(s)}{p(t) - p(s)}.
\]

3. If \( f \) is structural differentiable at \( t \), then

\[
f^{\lambda}(\sigma(t)) = f^{\lambda}(t) + (p(\sigma(t)) - p(t))f^{\Delta^{\lambda}_{p}}(t).
\]
Proof. (1) Assume \( f \) is continuous at \( t \) with \( t \) right-scattered. By continuity,

\[
\lim_{s \to t} \frac{f^\lambda(s) - f^\lambda(t)}{p(s) - p(t)} = \frac{f^\lambda(t)}{p(t) - p(t)}.
\]

Hence, given \( \epsilon > 0 \), there is a neighborhood \( U \) of \( t \) such that

\[
\left| \frac{f^\lambda(s) - f^\lambda(t)}{p(s) - p(t)} - \frac{f^\lambda(t)}{p(t) - p(t)} \right| \leq \epsilon
\]

for all \( s \in U \). It follows that

\[
\left| f^\lambda(s) - f^\lambda(t) \right| \leq \epsilon \left| p(s) - p(t) \right|
\]

for all \( s \in U \). Hence, we get the desired equality (3).

(2) Assume \( f \) is structural differentiable at \( t \) and \( t \) is right-dense. Let \( \epsilon > 0 \) be given. Since \( f \) is differentiable at \( t \), there is a neighborhood \( U \) of \( t \) such that

\[
\left| f^\lambda(t) - f^\lambda(s) - f^\Delta^\lambda(t) [p(s) - p(t)] \right| \leq \epsilon \left| p(s) - p(t) \right|
\]

for all \( s \in U \). Moreover, because \( \sigma(t) = t \), we have that

\[
\left| f^\lambda(t) - f^\lambda(s) - f^\Delta^\lambda(t) [p(t) - p(s)] \right| \leq \epsilon \left| p(t) - p(s) \right|
\]

for all \( s \in U \). It follows that

\[
\left| f^\lambda(t) - f^\lambda(s) - f^\Delta^\lambda(t) \right| \leq \epsilon \left| t \right| \text{ for all } s \in U, s \neq t, \text{ and we get equality (4).}
\]

Assume \( \lim_{s \to t} \frac{f^\lambda(t) - f^\lambda(s)}{p(t) - p(s)} \) exists and is equal to \( \lambda \) and \( \sigma(t) = t \).

Let \( \epsilon > 0 \). Then there is a neighborhood \( U \) of \( t \) such that

\[
\left| f^\lambda(s) - f^\lambda(t) \right| \leq \epsilon \left| p(s) - p(t) \right|
\]

for all \( s \in U \). Because

\[
\left| f^\lambda(s) - f^\lambda(t) - \xi (p(t) - p(s)) \right| \leq \epsilon \left| p(t) - p(s) \right|
\]

for all \( s \in U \).

(3) If \( \sigma(t) = t \), then \( p(\sigma(t)) - p(t) = 0 \) and

\[
f^\lambda(\sigma(t)) = f^\lambda(t) = f^\lambda(t) + (p(\sigma(t)) - p(t)) f^\Delta^\lambda(t).
\]

On the other hand, if \( \sigma(t) > t \), then by item (1)

\[
f^\lambda(\sigma(t)) = f^\lambda(t) + (p(\sigma(t)) - p(t)) \frac{f^\lambda(\sigma(t)) - f^\lambda(t)}{p(\sigma(t)) - p(t)}
\]

\[
= f^\lambda(t) + (p(\sigma(t)) - p(t)) f^\Delta^\lambda(t)
\]

and the proof is complete. \( \Box \)
Example 4. If $\mathbb{T} = \mathbb{R}$ and $p(t) = t^\alpha$, then it follows from Theorem 3 that our structural derivative on time scales reduces to the generalized fractal-fractional derivative of $f$ of order $\alpha$ in $[1]$

\[ f_\Delta^\lambda(t) = \lim_{s \to t} \frac{f^\lambda(t) - f^\lambda(s)}{t^\alpha - s^\alpha}. \]

Example 5. If $\mathbb{T} = \mathbb{R}$, $p(t) = t^\alpha$, and $\lambda = \alpha$, then item 2 of Theorem 3 yields that $f : \mathbb{R} \to \mathbb{R}$ is structural differentiable at $t \in \mathbb{R}$ if, and only if,

\[ f_\Delta^\lambda(t) = \lim_{s \to t} \frac{f^\alpha(t) - f^\alpha(s)}{t^\alpha - s^\alpha} \]

exists. In this case, we get the fractional order derivative $f^{(\alpha)}$ of $[7]$.

Example 6. If $\mathbb{T} = \mathbb{Z}$, then item 1 of Theorem 3 yields that $f : \mathbb{Z} \to \mathbb{R}$ is structural differentiable at $t \in \mathbb{Z}$ with

\[ f_\Delta^\lambda(t) = f^\lambda(\sigma(t)) - f^\lambda(t) \]

\[ = \frac{f^\lambda(t + 1) - f^\lambda(t)}{p(\sigma(t)) - p(t)}. \]

Example 7. If $f : \mathbb{T} \to \mathbb{R}$ is defined by $f(t) \equiv \gamma \in \mathbb{R}$, then $f_\Delta^\lambda(t) \equiv 0$. Indeed, if $t$ is right-scattered, then by item 1 of Theorem 3 we get

\[ f_\Delta^\lambda(t) = \lim_{s \to t} \frac{\gamma^\lambda - \gamma^\lambda}{p(\sigma(t)) - p(t)} = 0; \]

if $t$ is right-dense, then by 11 we get

\[ f_\Delta^\lambda(t) = \lim_{s \to t} \frac{\gamma^\lambda - \gamma^\lambda}{p(t) - p(s)} = 0. \]

Example 8. If $f : \mathbb{T} \to \mathbb{R}$ is given by $f(t) = t$, then $f_\Delta^\lambda(t) \neq 1$ because if $\sigma(t) > t$ (i.e., $t$ is right-scattered), then

\[ f_\Delta^\lambda(t) = \frac{f^\lambda(\sigma(t)) - f^\lambda(t)}{p(\sigma(t)) - p(t)} = \frac{\sigma^\lambda(t) - t^\lambda}{p(\sigma(t)) - p(t)} \neq 1; \]

if $\sigma(t) = t$ (i.e., $t$ is right-dense), then

\[ f_\Delta^\lambda(t) = \lim_{s \to t} \frac{f^\lambda(t) - f^\lambda(s)}{p(t) - p(s)} = \lim_{s \to t} \frac{t^\lambda - s^\lambda}{p(t) - p(s)} \neq 1. \]

Example 9. Let $g : \mathbb{T} \to \mathbb{R}$ be given by $g(t) = t$. We have

\[ g_\Delta^\lambda(t) = \frac{-(t)^\Delta^\lambda}{(\sigma(t))^\lambda}. \]

Indeed, if $\sigma(t) = t$, then $g_\Delta^\lambda(t) = -\frac{(t)^\Delta^\lambda}{(\sigma(t))^\lambda}$; if $\sigma(t) > t$, then

\[ g_\Delta^\lambda(t) = \frac{g^\lambda(\sigma(t)) - g^\lambda(t)}{p(\sigma(t)) - p(t)} \]

\[ = \frac{(1)^\lambda - (\frac{1}{t})^\lambda}{p(\sigma(t)) - p(t)} = \frac{t^\lambda - s^\lambda}{t^\lambda - \sigma^\lambda(t)} = -(t)^\Delta^\lambda. \]
Example 10. Let $h : \mathbb{T} \to \mathbb{R}$ be defined by $h(t) = t^2$. We have
\[ h^\Delta_{\rho} (t) = (t)^{\Delta_{\rho}} (\sigma(t) + t). \]
Indeed, if $t$ is right-dense, then $h^\Delta_{\rho} (t) = \lim_{s \to t} \frac{t^{\Delta_{\rho}} (\sigma(t) + s)}{p(t) - p(s)} = (t)^{\Delta_{\rho}} (\sigma(t) + t)$; if $t$ is right-scattered, then
\[ h^\Delta_{\rho} (t) = \frac{h^\lambda (\sigma(t)) - h^\lambda (t)}{p(\sigma(t)) - p(t)} = \frac{a^{2\lambda} (t) - t^{2\lambda}}{p(\sigma(t)) - p(t)} = (t)^{\Delta_{\rho}} (\sigma(t) + t). \]

Example 11. Consider the time scale $\mathbb{T} = h\mathbb{Z}$, $h > 0$. Let $f$ be the function defined by $f : h\mathbb{Z} \to \mathbb{R}$, $t \mapsto (t - c)^2$, $c \in \mathbb{R}$. The time-scale structural derivative of $f$ at $t$ is
\[ f^{\Delta_{\rho}} (t) = \frac{f^\lambda (\sigma(t)) - f^\lambda (t)}{p(\sigma(t)) - p(t)} = \frac{((\sigma(t) - c)^2) - ((t - c)^2)^\lambda}{p(\sigma(t)) - p(t)} = \frac{(t + h - c)^{2\lambda} - (t - c)^{2\lambda}}{p(t + h) - p(t)}. \]

Remark 12. Our examples show that, in general, $f^{\Delta_{\rho}} (t)$ is a complex number (for instance, choose $\lambda = \frac{1}{2}$ and $t < 0$).

Our second theorem shows that it is possible to develop a calculus for the time-scale structural derivative.

Theorem 13. Assume $f, g : T \to \mathbb{R}$ are continuous and structural differentiable at $t \in T^n$. Then the following properties hold:

1. For any constant $\gamma$, function $\gamma f : T \to \mathbb{R}$ is structural differentiable at $t$ with $(\gamma f)^{\Delta_{\rho}} (t) = \gamma^\Delta f^{\Delta_{\rho}} (t)$.
2. The product $fg : T \to \mathbb{R}$ is structural differentiable at $t$ with
   \[ (fg)^{\Delta_{\rho}} (t) = f^{\Delta_{\rho}} (t)g^\lambda (t) + f^\lambda (\sigma(t))g^{\Delta_{\rho}} (t) = f^{\Delta_{\rho}} (t)g^\lambda (\sigma(t)) + f^\lambda (t)g^{\Delta_{\rho}} (t). \]
3. If $f(t)f(\sigma(t)) \neq 0$, then $\frac{1}{f}$ is structural differentiable at $t$ with
   \[ \left( \frac{1}{f} \right)^{\Delta_{\rho}} (t) = -\frac{f^{\Delta_{\rho}} (t)}{f^\lambda (\sigma(t))f^\lambda (t)}. \]
4. If $g(t)g(\sigma(t)) \neq 0$, then $\frac{f}{g}$ is structural differentiable at $t$ with
   \[ \left( \frac{f}{g} \right)^{\Delta_{\rho}} (t) = \frac{f^{\Delta_{\rho}} (t)g^\lambda (t) - f^\lambda (t)g^{\Delta_{\rho}} (t)}{g^\lambda (\sigma(t))g^\lambda (t)}. \]

Proof. (1) Let $\epsilon \in (0, 1)$. Define $\epsilon^* = \frac{\epsilon}{|\gamma|} \in (0, 1)$. Then there exists a neighborhood $U$ of $t$ such that
\[ |f^\lambda (\sigma(t)) - f^\lambda (s) - f^{\Delta_{\rho}} (t)(p(\sigma(t)) - p(s))| \leq \epsilon^*|p(\sigma(t)) - p(s)| \]
for all $s \in U$. It follows that
\[
|\gamma f^\lambda (\sigma(t)) - \gamma f^\lambda (s) - \gamma f^\Delta s \lambda (t)(p(\sigma(t)) - p(s))| \\
= |\gamma | f^\lambda (\sigma(t)) - f^\lambda (s) - f^\Delta s \lambda (t)(p(\sigma(t)) - p(s)) | \\
\leq \epsilon |\gamma | | p(\sigma(t)) - p(s) | \\
\leq \epsilon |\gamma | | p(\sigma(t)) - p(s) | \\
= \epsilon |p(\sigma(t)) - p(s) |
\]
for all $s \in U$. Thus, $(\gamma f)^\Delta s \lambda (t) = \gamma f^\Delta s \lambda (t)$ holds.

(2) Let $\epsilon \in (0,1)$. Define
\[
\epsilon^* = \epsilon \left[ 1 + |f^\lambda (t)| + |g^\lambda (\sigma(t))| + |g^\Delta s \lambda (\sigma(t))| \right]^{-1}.
\]
Then $\epsilon^* \in (0,1)$ and there exist neighborhoods $U_1$, $U_2$ and $U_3$ of $t$ such that
\[
|f^\lambda (\sigma(t)) - f^\lambda (s) - f^\Delta s \lambda (t)(p(\sigma(t)) - p(s))| \leq \epsilon^* |p(\sigma(t)) - p(s) |
\]
for all $s \in U_1$,
\[
|g^\lambda (\sigma(t)) - g^\lambda (s) - g^\Delta s \lambda (t)(p(\sigma(t)) - p(s))| \leq \epsilon^* |p(\sigma(t)) - p(s) |
\]
for all $s \in U_2$, and $(f$ is continuous) $|f(t) - f(s)| \leq \epsilon^* $ for all $s \in U_3$. Define $U = U_1 \cap U_2 \cap U_3$ and let $s \in U$. It follows that
\[
| (fg)^\lambda (\sigma(t)) - (fg)^\lambda (s) - [g^\Delta s \lambda (t) f^\lambda (t) + g^\lambda (\sigma(t)) f^\Delta s \lambda (t) ] [p(\sigma(t)) - p(s) ] | \\
= |[f^\lambda (\sigma(t)) - f^\lambda (s) - f^\Delta s \lambda (t)(p(\sigma(t)) - p(s)) ] (g^\Delta s \lambda (t) + g^\lambda (\sigma(t)) f^\lambda (s) \\
+ g^\lambda (\sigma(t)) f^\Delta s \lambda (t)(p(\sigma(t)) - p(s)) - f^\lambda (s) g^\lambda (s) ) \\
- [g^\Delta s \lambda (t) f^\lambda (t) + g^\lambda (\sigma(t)) f^\Delta s \lambda (t) ] [p(\sigma(t)) - p(s) ] | \\
= |[f^\lambda (\sigma(t)) - f^\lambda (s) - f^\Delta s \lambda (t)(p(\sigma(t)) - p(s)) ](g^\lambda (\sigma(t))) \\
+ [g^\lambda (\sigma(t)) - g^\lambda (s) - g^\Delta s \lambda (t)(p(\sigma(t)) - p(s)) ] f^\lambda (t) \\
+ [g^\lambda (\sigma(t)) - g^\lambda (s) - g^\Delta s \lambda (t)(p(\sigma(t)) - p(s)) ] (f^\lambda (s) - f^\Delta s \lambda (t) ) + f^\lambda (s) g^\lambda (s) \\
+ g^\Delta s \lambda (t) f^\lambda (s)(p(\sigma(t)) - p(s)) + g^\lambda (\sigma(t)) f^\Delta s \lambda (t)(p(\sigma(t)) - p(s)) - g^\lambda (s)f^\lambda (s) \\
+ g^\Delta s \lambda (t) f^\lambda (s)(p(\sigma(t)) - p(s)) + g^\lambda (\sigma(t)) f^\Delta s \lambda (t)(p(\sigma(t)) - p(s)) - f^\lambda (s) g^\lambda (s) \\
- [g^\Delta s \lambda (t) f^\lambda (t) + g^\lambda (\sigma(t)) f^\Delta s \lambda (t) ] [p(\sigma(t)) - p(s) ] | \\
\leq |f^\lambda (\sigma(t)) - f^\lambda (s) - f^\Delta s \lambda (t)(p(\sigma(t)) - p(s)) | |g^\lambda (\sigma(t))| \\
+ |g^\lambda (\sigma(t)) - g^\lambda (s) - g^\Delta s \lambda (t)(p(\sigma(t)) - p(s)) | |f^\lambda (t)|
follows from this last equality by interchanging functions \(f\) and \(g\).

Thus (it follows from item 2 that

\[
\lambda \Delta^\lambda g \big( \lambda \Delta^\lambda (t) \big) = f \lambda(t) g \lambda(t) + f \Delta^\lambda(t) g \lambda(t) \big( \lambda \Delta^\lambda \big) \big( \lambda \Delta^\lambda \big) = 0.
\]

Because we are assuming \(f(t) f(\sigma(t)) \neq 0\), one has

\[
\lambda \Delta^\lambda \big( \lambda \Delta^\lambda t) = \frac{-f \Delta^\lambda(t) \sigma(t)}{f(t)}
\]

(4) For the quotient formula we use items 2 and 3 to compute

\[
\lambda \Delta^\lambda \left( \frac{f}{g} \right) = \left( f \cdot \frac{1}{g} \right) \lambda \Delta^\lambda (t)
\]

\[
= f(t) \left( \frac{1}{g} \right) \lambda \Delta^\lambda (t) + f \Delta^\lambda(t) \frac{1}{g(t)} \frac{1}{g(t)}
\]

\[
= \frac{f \lambda(t) g \lambda(t) - f \lambda(t) g \lambda(t)}{g \lambda(t) g \lambda(t)}
\]

This concludes the proof. \(\square\)

**Remark 14.** The structural derivative of the sum \(f + g : \mathbb{T} \to \mathbb{R}\) does not satisfy the usual property, that is, in general \((f + g) \Delta^\lambda(t) \neq f \Delta^\lambda(t) + g \Delta^\lambda(t)\). For instance,
let $\mathbb{T}$ be an arbitrary time scale and $f, g : \mathbb{T} \to \mathbb{R}$ be functions defined by $f(t) = t$ and $g(t) = 2t$. One can easily find that
\[
(f + g)^{\Delta^\lambda_p}(t) = 3^\lambda \left(\frac{\sigma^\lambda(t) - t^\lambda}{p(\sigma(t)) - p(t)}\right) \neq f^{\Delta^\lambda_p}(t) + g^{\Delta^\lambda_p}(t) = (1 + 2^\lambda) \frac{\sigma^\lambda(t) - t^\lambda}{p(\sigma(t)) - p(t)}.
\]

4. A remark on self-similarity and nondifferentiability

In this section, we provide an example where it is natural to define structural derivatives on time scales. Precisely, we consider a function that is structural differentiable on a general time scale without being differentiable in the classical sense. This possibility, to differentiate nonsmooth functions, is very important in real world applications, e.g., to deal with models of hydrodynamics continuum flows in fractal coarse-grained (fractal porous) spaces, which are discontinuous in the embedding Euclidean space [9].

A self-similar function is a function that exhibits similar patterns when one changes the scale of observation: the patterns generated by $f(t)$ and $f(at)$, $a > 0$, looks the same. Formally, $f$ is a self-similar function of order $\beta$ if it satisfies
\[
f(at) = a^\beta f(t), \quad a > 0, \quad \beta > 0,
\]
which is interpreted as saying that in the vicinity of $t$ and $at$ the function looks the same. A self-similar function $f$ obviously satisfies $f(0) = 0$ and, furthermore,
\[
f(t) = ct^\beta, \quad c = f(1).
\]
Let $0 < \beta < 1$. Then $f(t)$ is clearly not differentiable at $t = 0$. Example 15 shows, however, that $f(t)$ can be structurally differentiable at $t = 0$, in the sense of our Definition 2 on a general time scale.

Example 15. Let $0 < \beta < 1$, $\lambda > 0$, and $\alpha < \beta \lambda$. Let $\mathbb{T}$ be any time scale containing the origin, i.e., $0 \in \mathbb{T}$; $f : \mathbb{T} \to \mathbb{R}$ be the self-similar function $f(t) = ct^\beta$; and choose the structural function $p : \mathbb{T} \to \mathbb{R}$ to be $p(t) = t^\alpha$. It follows from Theorem 3 that if point $t = 0$ is right-dense, then
\[
f^{\Delta^\lambda_p}(0) = \lim_{t \to 0} \frac{f^\lambda(t) - f^\lambda(0)}{p(t) - p(0)} = \lim_{t \to 0} \left[ c^\lambda t^{\beta \lambda - \alpha} \right] = 0;
\]
if point $t = 0$ is right-scattered, then
\[
f^{\Delta^\lambda_p}(0) = \frac{f^\lambda(\sigma(0)) - f^\lambda(0)}{p(\sigma(0)) - p(0)} = c^\lambda \sigma(0)^{\beta \lambda - \alpha}.
\]
We conclude that $f$ is always $\Delta^\lambda_p$-differentiable at $t = 0$.\]
5. Conclusion

We introduced, for the first time, the notion of structural derivative on time scales. The developed calculus allows to unify and extend several decay models found in the literature. A nice mathematical example, showing the necessity to define structural derivatives on time scales, was given with respect to self-similar functions in Section 4. We claim that the new results here obtained may serve as key tools to model complex systems, for example in physics, life, and biological sciences. As future work, one shall develop such real world models, clearly showing the usefulness of the structural derivative on time scales. From the theoretical side, we can proceed with structural measures and structural Lebesgue integration.
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