Dynamical Quantum Phase Transition Without An Order Parameter
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Short-time dynamics of many-body systems may exhibit non-analytical behavior of the systems’ properties at particular times, thus dubbed dynamical quantum phase transition. Simulations showed that in the presence of disorder new critical times appear in the quench evolution of the Ising model. We study the physics behind these new critical times. We discuss the spectral features of the Ising model responsible for the disorder-induced phase transitions. We found the critical value of the disorder sufficient to induce the dynamical phase transition as a function of the number of spins. Most importantly, we argue that this dynamical phase transition while non-topological lacks a local order parameter.

I. INTRODUCTION

Despite huge progress in recent years, out-of-equilibrium collective phenomena are far worse understood than equilibrium phenomena [1]. Even the definitions of a ‘phase’ and ‘phase transition’ are not yet quite clear. Dynamical Quantum Phase Transitions (DQPT) [2, 3] are one of the more established and elaborated attempts to build such an understanding. Equilibrium phase transitions occur when a system substantially and sharply changes its properties as some parameter is varied. For example, it could be temperature or concentration. The dynamical quantum phase transition is a sharp change of systems’ properties, happening as the time progresses. Let us consider the analogy more closely.

Equilibrium phase transitions are accompanied by singularities in thermodynamic potentials [4]. Suppose, a varied parameter is temperature and we are trying to find a critical point \( T_c = 1/\beta_c \). In canonical ensemble we should look at the points of singularity of the free energy per particle \( f(\beta) \) as a function of the inverse temperature \( \beta = 1/T \):

\[
Z(\beta) = \text{Tr} e^{-\beta H} = \sum_i \langle \psi_i | e^{-\beta H} | \psi_i \rangle
\]

\[
f(\beta) = -N^{-1} \ln Z(\beta).
\]

Here \( |\psi_i\rangle \) stands for any basis, \( N \) is the number of particles in the system and \( Z(\beta) \) is partition function. In finite systems partition function is a finite sum of exponents, therefore it is entire as a function of the complex temperature \( z \). Therefore, derivatives of the free energy \( f(z) \)

\[
\frac{df(z)}{dz} = -N^{-1} \frac{dZ(z)}{Z \frac{dz}{dz}},
\]

can diverge only at the zeros of the partition function \( Z(z) \). In a finite system, \( z \) coordinate of a partition function zero, called Fisher zero, must have an imaginary part. Otherwise the partition function is a sum of positive numbers and can not be zero. However, a Fisher zero can approach the real inverse-temperature line in the thermodynamic limit [5-7].

Thereby there appears a singularity in the free-energy and a phase transition at a real temperature \( T_c = 1/\beta_c \) in the thermodynamic limit.

The theory of DQPTs is built in close formal analogy to the theory of equilibrium phase transitions [2]. Let us for simplicity consider the case of quench dynamics. Suppose that a system is prepared in the ground state \( |\psi_0\rangle \) of the Hamiltonian \( H_0 \). Then the system is evolved by a different Hamiltonian \( H \). The key observation, leading to the concept of DQPT, is that the Loschmidt amplitude \( G(t) \) is formally similar to a partition function of an equilibrium system at an imaginary temperature:

\[
G(t) = \langle \psi_0 | e^{-itH} | \psi_0 \rangle \leftrightarrow Z(\beta) = \sum_i \langle \psi_i | e^{-\beta H} | \psi_i \rangle.
\]

It is more convenient to work with the probability \( \mathcal{L}(t) = |G(t)|^2 \) called Loschmidt Echo (LE) rather than with the amplitude \( G(t) \).

As \( G(t) \) is interpreted as a dynamical partition function, the rate function \( \lambda(t) = -N^{-1} \log \mathcal{L}(t) \) can be considered analogous to the free-energy per particle, with the time being interpreted as a complex inverse temperature:

\[
\lambda(t) = -N^{-1} \ln \mathcal{L}(t) \leftrightarrow f(\beta) = -N^{-1} \ln Z(\beta).
\]

Equilibrium phases are separated by the points in parameter space, where free energy per particle \( f(\beta) \) has a singularity. The correspondence in Eq. (4) suggests to inspect closely the points where the rate function is non-analytic, or equivalently \( z_{LE} \) - the zeros of the LE. The Loschmidt echo is a measure of probability to find a system in the state it was prepared in. When LE is equal to zero, an instantaneous state is orthogonal to the initial state. So, intuitively, the critical times, when LE is zero, correspond to substantial changes in the system’s state.

It was demonstrated [2] that these critical times might indeed correspond to an interesting dynamical process, dubbed the dynamical quantum phase transition. Later works have shown that the similarities between equilibrium

\[1\] Note that the definition of Loschmidt amplitude is not consistent in the literature. We follow here that of the Ref. [3]. While it is used frequently in literature on DQPT, in more general context a different convention \( G'(t) = \langle \psi_0 | e^{-itH_0} e^{-itH} | \psi_0 \rangle \) is more typical. The definitions agree up to a phase factor \( e^{i\lambda(t)} \).
and dynamical quantum phase transitions can be pushed much further the formal analogy. In many cases (with some exceptions [8]) DQPT occurs during a quench across an underlying equilibrium phase transition [2, 3, 9–11]. That is, when initial and post-quench Hamiltonians correspond to different equilibrium phases. An analog of first-order phase transitions was suggested in Ref.[12]. Topological phase transitions [13] have a non-equilibrium counterpart as well [10, 11, 14]. At least some of the DQPT obey the dynamical scaling defined by a corresponding out-of-equilibrium analog of the universality class [15, 16].

Having these similarities to the equilibrium phase transition, a natural question is whether any kind of order parameter exists that can signal DQPT. In the case of the first observed DQPT in the transverse-field Ising model [17], the answer is positive. In Ref. [2] the Ising chain was quenched through an underlying phase transition between ferromagnetic and paramagnetic phases. In this case, the longitudinal magnetization oscillates precisely with the period corresponding to the critical time. More generally, a similar conclusion can be drawn for systems that undergo a DQPT across a symmetry-breaking phase transition [3, 18].

Another interesting idea in this direction is to introduce a localized version of the free energy [19]. Topological dynamical quantum phase transitions were shown to have a non-local order parameter [14]. Whether a local order parameter exists for non-topological phase transitions have been an open question [3].

In the present manuscript we study a disorder-induced dynamical quantum phase transition in the Transverse Field Ising Model (TFIM), first numerically observed in Ref. [20] and possible local order parameters for the transition. We argue that this phase transition is local in $k$-space and can be attributed to a singularity in a Bardeen-Cooper-Schrieffer (BCS) wave-function of the corresponding fermionic model. We find a lower bound for the disorder amplitude required to cause the transition as a function of the number of spins in the system. Furthermore, we demonstrate that a large class of local order parameters can not be used to witness the phase transition. As we shall see, the phase transition is also not a topological one, therefore the phase transition does not fit into the usual equilibrium categories.

The article is organized as follows: in Section II we describe the model we are working with and techniques for the calculation of LE and spin-spin correlators in TFIM. In Section III we summarize our main results: the appearance of the second series of DQPTs and the lack of their influence on the observables in the system. In Section IV we derive disorder-induced corrections for Fisher zeros and obtain conditions on the disorder necessary for the emergence of the new DQPTs. In Section V we derive theoretical bounds on the influence of observables and show that the dynamics of correlators near the time-critical point may be influenced by Fisher zeros arbitrarily far from the critical point. Finally, in Section VI we discuss how our findings might influence the general framework of DQPT.

II. SYSTEM AND METHOD

We look at the following transverse field Ising model with periodic boundary conditions:

$$\mathcal{H}(\{h_i\}) = -J \sum_{i=1}^{N} \sigma_i^x \sigma_{i+1}^x + \sum_{i=1}^{N} h_i \sigma_i^z. \quad (5)$$

Here $N \gg 1$ is the number of spins, $i$ denotes the position of a spin and the coupling constant is set to $J = 1$ from now on. Initially, the system is prepared in the ground state of the Hamiltonian Eq. (5) with zero magnetic field on all the sites $\forall i h_i^0 = 0$. Thus, the system is prepared in the ferromagnetic phase. At time $t = 0$ the on-site magnetic fields are suddenly changed:

$$\mathcal{H}_0(\{h_i^0\}) \rightarrow \mathcal{H}_1(\{h_i^1\}) \quad (6)$$

The after-quench Hamiltonian has random fields distributed around a value exceeding the critical field in the Ising model:

$$\forall i h_i^1 = h^1 + \delta_i, \quad \delta_i \in \mathcal{U}_{[-D,D]}; \quad h^1 > h_{\text{crit}} = 1, \quad (7)$$

where $\mathcal{U}_{[-D,D]}$ describes a uniform random distribution.

For such a quench two series of critical times are observed [20]. The first is the prototypical DQPT timescale connected to the ferromagnetic-paramagnetic phase transition. Secondly, there is a new series of critical times induced by disorder [20]. The new DQPT is in the focus of the present study.

For the Ising model one can exactly calculate all the necessary quantities: the Loschmidt echo, the position of the Fisher zeros, and the average values of observables. This is possible due to the mapping [21] of the spins to free fermions with the Hamiltonian:

$$\mathcal{H}(\{h_i\}) = - \sum_{i=1}^{N} c_i^\dagger c_{i+1} + c_i^\dagger c_{i+1} + h.c. - 2h_i c_i^\dagger c_i \quad (8)$$

Hamiltonian of this form can be diagonalized in terms of Bogoliubov quasi-particles $\eta_\alpha$ [22, 23], which are related to the $c$-operators by a unitary transformation, mixing creation and annihilation operators. For both the initial $\mathcal{H}_0$ and the post-quench Hamiltonian $\mathcal{H}_1$ we can write:

$$\mathcal{H}_0 = \sum_{\alpha=1}^{N} E_\alpha \eta_\alpha \eta_\alpha^\dagger \quad \mathcal{H}_1 = \sum_{i=\alpha}^{N} E_\alpha \eta_i \eta_i^\dagger \quad (9)$$

Here, the operators without a varying index denote the sets of creation and annihilation operators. For example in case of $c$-operators the notation should read: $c_i^\dagger = \{c_1^\dagger, ..., c_N^\dagger\}$ and $c = \{c_1, ..., c_N\}$. Thereafter, the same convention for operators without a varying index is used. The matrices $U$ and $U_0$ are assumed to be unitary to keep the canonical commutation relations among the operators $\eta$. The energies $E_\alpha$ and $E_\alpha^0$ are chosen to be positive. Thus, the ground states of the Hamiltonians are the vacuum states $|\text{vac}\rangle_{\text{eq}}$ and $|\text{vac}\rangle_{\text{eq}0}$ annihilated by all the $\eta_\alpha$ and $\eta_\alpha^0$ operators correspondingly.
The initial state is the ground state of the Hamiltonian \( \mathcal{H}_0 \) with all the \( h_i \) set to zero. We will work in the sector with the even number of fermions. Such fermionic initial state corresponds to the fully polarized ‘Schrodinger cat’ spin state [23]:

\[
|\psi(0)\rangle = \frac{|\leftarrow\rangle + |\rightarrow\rangle}{\sqrt{2}},
\]

where we denote by \(|\leftarrow\rangle\) and \(|\rightarrow\rangle\) two degenerate lowest energy eigenstates in which all spins are polarized along the \( x \) axis to the left and to the right respectively.

Now let us consider the evolution of the state Eq. (10). The operators \( \eta_i \) have a very simple dynamics \( \eta_i(t) = \exp(-iE_\alpha t)\eta_\alpha(t) \). Therefore, we can readily obtain the instantaneous state, once the initial state \(|\text{vac}\rangle_\eta^\phi\) is expressed in terms of operators \( \eta_\alpha \). This is possible due to an extension of the Thouless theorem [24], see Appendix E3 of Ref. [25]. It tells that there exists an antisymmetric matrix \( G_{\alpha\beta} \), such that the initial state \(|\text{vac}\rangle_\eta^\phi\) can be related to the vacuum of \(|\text{vac}\rangle_\eta\) as follows:

\[
|\text{vac}\rangle_\eta^\phi = \frac{1}{N} \exp \left( \sum_{\alpha\beta} \eta_\alpha(t) G_{\alpha\beta} \eta_\beta^\dagger(t) \right) |\text{vac}\rangle_\eta,
\]

where \( N \) is a normalization coefficient. Thus, the post-quench state assumes the following form:

\[
|\psi(t)\rangle = \frac{1}{N} \exp \left( \sum_{\alpha\beta} \eta_\alpha(t) G_{\alpha\beta} \eta_\beta^\dagger(t) \right) |\text{vac}\rangle_\eta.
\]

The state \(|\psi(t)\rangle\) has a form of the famous Bardeen-Cooper-Schrieffer wave function, which is a coherent bosonic state, with bosons formed by pairs of fermions. In Eq. (12) the \((\alpha, \beta)\) element of the matrix \( G \) indicates the presence of a Cooper pair formed by \( \eta_\alpha \) and \( \eta_\beta \) modes. We will call the matrix \( G \) the BCS matrix, therefore. The matrix \( G \) can be found from the condition that Eq. (12) is the ground state matrix

\[
G_{\alpha\beta} |\psi_0\rangle = 1
\]

\( \eta \)

where \( \eta \) is a form of the famous Bardeen-Cooper-Schrieffer wave function, which is a coherent bosonic state, with bosons formed by pairs of fermions. In Eq. (12) the \((\alpha, \beta)\) element of the matrix \( G \) indicates the presence of a Cooper pair formed by \( \eta_\alpha \) and \( \eta_\beta \) modes. We will call the matrix \( G \) the BCS matrix, therefore. The matrix \( G \) can be found from the condition that Eq. (12) is the ground state matrix

\[
G_{\alpha\beta} |\psi_0\rangle = 1
\]

with

\[
(S^{mn})_{ij} = \langle (c_i^\dagger - c_i)(c_j^\dagger - c_j) \rangle + \delta_{ij}, l \leq i, j \leq m - 1
\]

\[
(Q^{mn})_{ij} = \langle (c_i^\dagger + c_i)(c_j^\dagger + c_j) \rangle - \delta_{ij}, l + 1 \leq i, j \leq m
\]

\[
(G^{mn})_{ij} = \langle (c_j^\dagger - c_i)(c_i^\dagger + c_j) \rangle, l \leq i \leq m - 1,
\]

\[
l + 1 \leq j \leq m.
\]

For correlators along the \( x \)-axis, the size of the matrices \( S, Q, G \) is \([m - n] \). For the \( z \)-component correlators \( \langle \sigma^z_m \sigma^z_n \rangle \), the formula is similar to Eq. (18), but the \( S, Q, G \) matrices’ size is always \( 2 \) independently of \( m \) and \( n \).

Thus, for spins at a distance \(|m - n| = d\) from each other, the calculation of \( x \)-oriented correlators is reduced to the calculation of the pfaffian of a \( 2d \times 2d \) matrix. Such an operation has time asymptotics \( O(d^4) \). For arbitrarily separated spins this comes to \( O(N^3) \). Calculation of \( z \)-oriented correlators always requires calculation of pfaffians of \( 4 \times 4 \) matrices. Hence, it has only \( O(1) \) asymptotics.

To calculate these correlators at an arbitrary time we need to find \( c_i(t) \). To do so, we first we find the evolution of the eigenmodes \( \eta_\alpha(t) = \eta_\alpha(0)e^{-itE_\alpha} \) and use Eq. (9) to find \( c_i(t) \).

### III. MAIN RESULTS

In the weak disorder limit, the rate function develops periodically appearing kinks corresponding to two series of the DQPT as shown in Fig. 1a. The first, \( t_1 = (\frac{1}{2} + n)\frac{2}{\phi} \) can be attributed to the ferromagnetic-paramagnetic equilibrium phase transition, as highlighted by the behavior of spin-spin correlators approaching zero at these times. The second, \( t_2 = (\frac{1}{2} + n)\frac{2}{\phi} \), corresponding through the Eq. (15) to the lowest energies \( E_{\text{min}}^{-1} \) of \( \mathcal{H}_1 \) is more mysterious.
These DQPTs do not correspond to an equilibrium phase transition in the disordered Ising chain \[28\]. As we can see in Fig. 1 it does not alter the spin-spin correlators, reflecting that the transition is not connected to the order-disorder phase transition. As we shall see, it is difficult for almost all observables to trace this new phase transition.

Another important insight from the behavior of spin-spin correlators is that the disorder-induced phase transition is not a topological one. The spin-spin correlators are mapped to the string order parameter for the corresponding Kitaev chain \[29\]. As we can see, the topological order parameter is not affected by the presence of the disorder.

To explain these phenomena, we analytically obtained the corrections to the matrix \( G_{\alpha\beta} \) from Eq. (12), and therefore for the post quench wave-function:

\[
|\psi(t)\rangle_D = \frac{1}{N} \exp \left( \sum_{\alpha\beta} \eta_{\alpha}^\dagger(t) (G_{\alpha\beta} + \Delta G_{\alpha\beta}) \eta_{\beta}^\dagger(t) \right) |\text{vac}\rangle_\eta \tag{19}
\]

Only the lowest energy part of the matrix \( G \) is extremely sensitive to disorder, with the rest of the terms being insensitive:

\[
D = \Theta(N^{-3}) \text{ leads to } \Delta G_{\alpha\beta} = \Theta(1) \quad \text{at } |E_\alpha - E_{\text{min}}|, |E_\beta - E_{\text{min}}| = \mathcal{O}(N^{-2}) \tag{20}
\]

Physically, Eq. (20) might be interpreted as a substantial change in the BCS wave function for pairs formed by low-energy excitations when a very weak disorder is introduced. This sensitivity leads to the appearance of the \( t_2 \) series of the DQPT at the disorder strength \( D = \Theta(N^{-3}) \). For disorder strength \( D = o(N^{-3}) \) there is no second series of DQPTs. Thus, we shall concentrate our attention on the threshold regime \( D = \Theta(N^{-3}) \) in most cases. Numerical results suggest that our analytical results are still valid for larger disorder amplitudes see Appendix D.

Next, we shall prove the lower bound for the change in fermionic correlators of the form:

\[
\Delta \langle c_i c_{i+n} \rangle = \mathcal{O}(N^{-1}). \tag{21}
\]
In Section V, we shall see that this means that the short-range spin-spin correlators $|i - j| < N$ follow the bound
$$\Delta(\sigma_i^x \sigma_j^x) = O(N^{-1}).$$
and more generally, for $n$-spin correlators:
$$\Delta(\sigma_i^x \sigma_j^x \ldots \sigma_m^x) = O(N^{-1}),$$
but only as long as the maximal distance $d_{\text{max}}$ between any two spins in the correlator is independent of $N$ and $d_{\text{max}} \ll N$. Same is true for for $z$-oriented correlators. Thus, all local spin correlators change negligibly in the $N \to \infty$ limit.

This leaves open the question as to whether the long-range spin-spin correlations might be used to witness the phase transition. In a large yet finite system, the long-range correlations can build up in finite time $N/v_{\text{LR}}$, where $v_{\text{LR}}$ is the Lieb-Robinson velocity [30] of the system. Numerically we observe that the long-range spin-spin correlations are also insensitive to the disorder-induced DQPTs, see Fig. 1. Although we do not give a rigorous proof, an intuitive argument can be given.

In a homogeneous system the density of excitations in the post-quench state can be expressed in terms of the matrix $G$ in momentum basis and is given by [31]:
$$\langle \psi | \eta_k^{\dagger} \eta_k | \psi \rangle = \frac{|G_{k,-k}|^2}{1 + |G_{k,-k}|^2}. \tag{25}$$
Here index $k$ denotes quasi-momentum of an excitation. As shown in Fig. 3, $|G_{k,-q}|^2$ rapidly decreases from $\Theta(N^2)$ at the lowest energies, to the values close to zero at all the other energies. This means that the low-energy modes $\langle \eta_k^{\dagger} \eta_k \rangle \approx 1, |k| \approx \pi, E_k \approx E_{\text{min}}$ are most populated by the quench, while the other modes are not $\langle \eta_k^{\dagger} \eta_k \rangle \approx 0, |k| \not\approx \pi$.

Suppose, we introduce a weak perturbation, which couples $k$ modes separated by a momentum $q$. The coupling is suppressed by the inverse energy difference as is usual in first-order perturbation theory. This means that energy levels set far apart (separated by large $q$) are coupled more weakly compared to closely lying energy levels.

Roughly speaking, we have only the lowest energy levels filled and they are mostly coupled only to each other by the perturbation. Thus, $\langle \eta_k^{\dagger} \eta_{k+q} \rangle$ (and correspondingly $G_{k,-k+q}$) change significantly only for $|k| \sim \pi, |q| \ll 1$. In the next subsection, we make this argument quantitative and conclude how it affects the positions of new Fisher zeros.

### IV. THEORETICAL EXPLANATION

#### A. Physical picture

In Section III we explained the observed changes in the Loschmidt echo and correlators by the proliferation of low-energy excitations. Now we qualitatively show why disorder in the transverse field is very effective in producing specifically the low-energy excitations. We shall start by sketching out the physical picture, and then explain the mathematical details in the later sections.

In a homogeneous system the density of excitations in the post-quench state can be expressed in terms of the matrix $G$ in momentum basis and is given by [31]:
$$\langle \psi | \eta_k^{\dagger} \eta_k | \psi \rangle = \frac{|G_{k,-k}|^2}{1 + |G_{k,-k}|^2}. \tag{25}$$
Here index $k$ denotes quasi-momentum of an excitation. As shown in Fig. 3, $|G_{k,-q}|^2$ rapidly decreases from $\Theta(N^2)$ at the lowest energies, to the values close to zero at all the other energies. This means that the low-energy modes $\langle \eta_k^{\dagger} \eta_k \rangle \approx 1, |k| \approx \pi, E_k \approx E_{\text{min}}$ are most populated by the quench, while the other modes are not $\langle \eta_k^{\dagger} \eta_k \rangle \approx 0, |k| \not\approx \pi$.

Suppose, we introduce a weak perturbation, which couples $k$ modes separated by a momentum $q$. The coupling is suppressed by the inverse energy difference as is usual in first-order perturbation theory. This means that energy levels set far apart (separated by large $q$) are coupled more weakly compared to closely lying energy levels.

Roughly speaking, we have only the lowest energy levels filled and they are mostly coupled only to each other by the perturbation. Thus, $\langle \eta_k^{\dagger} \eta_{k+q} \rangle$ (and correspondingly $G_{k,-k+q}$) change significantly only for $|k| \sim \pi, |q| \ll 1$. In the next subsection, we make this argument quantitative and conclude how it affects the positions of new Fisher zeros.

#### B. General explanation

In this section, we focus only on the case of weak disorder in the post-quench Hamiltonian and compare it to the case
FIG. 3: Dependence of the non-zero elements of the BCS matrix $G$ on the corresponding energy, for a homogeneous external field; logarithmic scale. As explained in Appendix A, in the homogeneous case the only non-zero elements of matrix $G$ are $G_{\alpha,\alpha+1} = -G_{\alpha+1,\alpha}$. These correspond to Cooper pairs of excitations $\eta$ with the same energy and opposite momenta. The dependency rapidly decreases with the energy. The number of pairs surges for the energy $E_\alpha$ close to the lowest energy in the spectrum $E_{\min}$. For $|E_\alpha - E_{\min}| = \mathcal{O}(N^{-2})$, we get $G_{\alpha,\alpha+1} = \Theta(N)$ - see Eq. (28').

of homogeneous fields. Weak disorder causes additional non-analytic peaks in the Loschmidt echo. These are the direct consequence of an additional crossing of the imaginary line by Fisher zeros. In Fig. 1 we see that compared to the homogeneous case, the imaginary line is now crossed by a horizontal line of zeroes positioned above all other zeros. Remembering Eq. (15) for the coordinates of the Fisher zeros,

$$z_{\alpha}(\alpha, \beta) = \frac{1}{E_{\alpha} + E_{\beta}} \left( \ln |G_{\alpha\beta}|^2 + i(2n + 1)\pi \right),$$

one can see that since this additional line of zeros is at the very top; it corresponds to the lowest energies. Here and throughout the article we use energy ordered indices, that is $E_\alpha \leq E_\beta \Leftrightarrow \alpha \geq \beta$. Since this line begins on the very left and intersects the imaginary line, real parts of the corresponding zeros must change from a large negative value ($-\infty$ in thermodynamic limit) to at least 0. Looking at Eq. (15), we can see that $|G_{\alpha\beta}|$ changes from almost zero (0 in thermodynamic limit) to at least 1. This observation and those made in Section IV B leads us to the following theorem:

**Theorem 1.** Suppose the post-quench Hamiltonian contains disorder with the amplitude vanishing as fast as $D = \Theta(N^{-3})$. Then

1. The change in spectrum $E_\alpha$ is vanishingly small in the limit $N \rightarrow \infty$.

2. $G_{\alpha\beta}$ changes in the following way. New entries appear with absolute values up to and inclusive $\approx 1$; changes in the old entries vanish in the limit $N \rightarrow \infty$. These new entries correspond to energies $E_\alpha$ at the bottom of the spectrum, they are in the bottom-right corner of the matrix $G$.

If we add weak disorder to the driving Hamiltonian $\mathcal{H}_1$

(see Eqs. (6) and (7))

$$\mathcal{H}_1 \rightarrow \tilde{\mathcal{H}}_1 = \mathcal{H}_1 + \mathcal{V}, \quad \frac{\|\mathcal{V}\|}{\|\mathcal{H}_1\|} = \nu = \Theta(N^{-3}) \ll 1,$$

it leads to corrections to the Fisher zeros’ coordinates through the corrections in $G_{\alpha\beta}$ and $E_\alpha$. Using perturbation theory we write

$$\Delta G_{\alpha\beta} = \mathcal{D}(G)_{\alpha\beta\gamma\delta} V_{\gamma\delta} + \mathcal{O}(\nu^2),$$

$$\Delta E_\alpha = \mathcal{D}(E)_{\alpha\beta\gamma\delta} V_{\gamma\delta} + \mathcal{O}(\nu^2).$$

Here, at first glance it may seem that at vanishingly small $\nu$, corrections to the coordinates of Fisher zeros in Eq. (15) would also be vanishingly small. That is, even in the presence of disorder there would still be one line of zeros, as in the absence of disorder in Fig. 1 (a). We know this is not the case: see Fig. 1 (b), demonstrating the actual Fisher zeros in the presence of weak disorder. This seeming contradiction is explained by the fact that some of the Fisher zeros in the presence of weak disorder. This seeming contradiction is explained by the fact that some of the coefficients $\mathcal{D}(G)_{\alpha\beta\gamma\delta}$ in Eq. (27) diverge with the system size $N$.

As we shall see below, the reason for this divergence is the singular behavior of $G_{\alpha\beta}$, shown in Fig. 3. In the homogeneous case, the only non-zero terms of $G$ are $G_{k,-k}$ (here we enumerate $G$ with quasi-momenta instead of the energy-indices). Moreover, as we demonstrate in Equations (56) to (59)

$$|G_{k,-k}| = \Theta(N), \quad |k \pm \pi| = \mathcal{O}(N^{-1});$$

$$|G_{k,-k}| = \mathcal{O}(1), \quad \text{other } k.$$ (28)

With $k$ moving away from $\pi$, $G_{k,-k}$ decreases as $\frac{1}{k-\pi}$. In our usual convention with $G$ indexed in the energy basis, this reads:

$$|G_{\alpha+1,\alpha}| = |G_{\alpha,\alpha+1}| = \Theta(N), \quad E_\alpha - E_{\min} = \mathcal{O}(N^{-2})$$

$$|G_{\alpha+1,\alpha}| = |G_{\alpha,\alpha+1}| = \mathcal{O}(1), \quad \text{for other } E_\alpha.$$ (28')

**C. Proof of the Theorem 1**

We do not attempt to compute all the coefficients $\mathcal{D}(G)_{\alpha\beta\gamma\delta}, \mathcal{D}(E)_{\alpha\gamma\delta}$. Instead, we focus on those that are divergent. Moreover, they should diverge fast enough to compensate for $\nu = \Theta(N^{-3})$. Thus, we will disregard all the coefficients less than $\Theta(N^3)$, as they will account for vanishing corrections in the $N \rightarrow \infty$ limit.

In the following, we obtain explicit expressions for $\Delta E_\alpha$ (Eq. (32)) and for $\Delta G_{\alpha\beta}$ (Eq. (48)) and show that $\mathcal{D}(E)_{\alpha\gamma\delta}$ are never divergent, while $\mathcal{D}(G)_{\alpha\beta\gamma\delta}$ are divergent as $\Theta(N^{-3})$ for the indices $\alpha, \beta$ corresponding to the lowest energies.

**Proof.** The Bogolyubov operators $\eta$ corresponding to the Hamiltonian $\mathcal{H}_1$ without disorder can be rewritten in terms of $\tilde{\eta}$, which are the Bogolyubov operators corresponding to the disordered Hamiltonian, $\tilde{\mathcal{H}}_1 = (\mathcal{H}_1 + \mathcal{V})$. Thus, we equate the Hamiltonians written in terms of $\tilde{\eta}$ and $\eta$:

$$\left( \begin{array}{c} \tilde{\eta} \\ \eta \end{array} \right) \left( \begin{array}{c} \tilde{\eta} \\ \eta \end{array} \right) = \left( \begin{array}{c} \frac{1}{2} E & 0 \\ 0 & -E \end{array} \right) + V \left( \begin{array}{c} \eta \\ \tilde{\eta} \end{array} \right) \left( \begin{array}{c} \eta \\ \tilde{\eta} \end{array} \right).$$
where \( E, \tilde{E} \) are diagonal matrices with energies of \( \mathcal{H}_1, \tilde{\mathcal{H}} \) on their diagonals: \( E_{\alpha \alpha} = E_\alpha, \tilde{E}_{\alpha \alpha} = \tilde{E}_\alpha \).

Sets of Bogolyubov operators for different Hamiltonians are connected by a unitary transform \( A \):

\[
\begin{pmatrix}
\tilde{\eta} \\
\eta
\end{pmatrix} = A \begin{pmatrix}
\eta
\end{pmatrix},
\]

(29)

From this we deduce:

\[
\begin{pmatrix}
E \\
0
\end{pmatrix} + 2V = A^\dagger \begin{pmatrix}
\tilde{E} & 0 \\
0 & 0
\end{pmatrix} A.
\]

(30)

In Eq. (30) \( V \) represents a weak perturbation. Thus, \( A = 1 + a \) and \( \tilde{E} = E + \Delta E \), where \( a \) and \( \Delta E \) have norms of the order of \( V \). Linearizing Eq. (30) we obtain:

\[
2V - \begin{pmatrix}
0 & -\Delta E \\
\Delta E & 0
\end{pmatrix} = a^\dagger \begin{pmatrix}
E & 0 \\
0 & -E
\end{pmatrix} a.
\]

(31)

In the linear approximation, using the unitarity of \( A \), one can show that \( a^\dagger \approx -a \). Denoting the diagonal components of the disorder potential as \( V_d \) and its non-diagonal components as \( V_{nd} \), we derive:

\[
2V_d = \begin{pmatrix}
\Delta E & 0 \\
0 & -\Delta E
\end{pmatrix},
\]

(32)

which implies that:

\[
\mathcal{D}(E)_{\alpha \gamma \delta} = 2\delta_{\alpha \gamma} \delta_{\gamma \delta}.
\]

(32')

For the off-diagonal terms we obtain:

\[
2V_{nd} = \left[ \begin{pmatrix} E & 0 \\ 0 & -E \end{pmatrix}, a \right].
\]

(33)

We rewrite \( V_{nd} \) and \( a \) in a block-matrix form, using the hermiticity of \( V \) and the symmetries of \( a \) inherited from Eq. (29):

\[
a = \begin{pmatrix}
a_1 & a_2 \\
* & a_1^\dagger
\end{pmatrix}, \quad 2V_{nd} = 2 \begin{pmatrix} V_1 & V_2 \\ -V_2^\dagger & -V_1^\dagger \end{pmatrix}.
\]

(34)

Then Eq. (33) is equivalent to the system:

\[
\begin{pmatrix} E, a_1 \end{pmatrix} = V_1, \quad \begin{pmatrix} E, a_2 \end{pmatrix} = V_2.
\]

(35)

Using the fact that \( E \) is diagonal we come to:

\[
(1)_{\alpha \beta} = \frac{2(V_1)_{\alpha \beta}}{E_\alpha - E_\beta} \quad \text{for} \quad \alpha \neq \beta,
\]

\[
(2)_{\alpha \beta} = \frac{2(V_2)_{\alpha \beta}}{E_\alpha + E_\beta}.
\]

(36)

From Eq. (26) \( (V_1)_{\alpha \beta} \), \( (V_2)_{\alpha \beta} = \Theta(N^{-3}) \). The spectrum is gapped, thus \( E_\alpha + E_\beta = \Theta(1) \). For close energy levels with \( |\alpha - \beta| \sim 1 \), their difference \( E_\alpha - E_\beta = \Theta(N^{-1}) \) if the spectrum has a non-zero derivative at \( E_\alpha \approx E_\beta \) as a function of momentum. If only the second derivative is non-zero, then \( E_\alpha - E_\beta = \Theta(N^{-2}) \) – this is the case at \( E_\alpha, E_\beta \approx E_{\min} = E_N \), as we shall see (c.f. Eq. (61)). Consequently, from Eq. (36) we find asymptotics for the maximal values of corresponding matrices:

\[
\max_{\alpha \beta} (1)_{\alpha \beta} = \Theta(N^{-1}), \quad \text{achieved at} \quad \alpha, \beta \approx N,
\]

\[
\max_{\alpha \beta} (2)_{\alpha \beta} = \Theta(N^{-3}).
\]

(37)

The initial state of the fermionic system can be written in terms of the modes and the vacuum state corresponding to both the Hamiltonian without disorder and with it. That is:

\[
\exp(\hat{\eta}^\dagger \tilde{G}_{\alpha \beta} \eta^\dagger) |\text{vac}\rangle_{\tilde{\eta}} = \exp(\hat{\eta}^\dagger \tilde{G}_{\alpha \beta} \eta^\dagger) |\text{vac}\rangle_{\eta}.
\]

(38)

The matrix \( T \) transforming one vacuum to the other can be written as:

\[
\exp(\hat{\eta}^\dagger T_{\alpha \beta} \eta^\dagger) |\text{vac}\rangle_{\tilde{\eta}} = |\text{vac}\rangle_{\eta}
\]

(39)

Below we use the following notation:

\[
T = \tilde{\eta}^\dagger T_{\alpha \beta} \eta^\dagger, \quad \mathcal{G} = \tilde{\eta}^\dagger \tilde{G}_{\alpha \beta} \eta^\dagger, \quad \mathcal{G}_0 = \tilde{\eta}^\dagger \tilde{G}_{\alpha \beta} \eta^\dagger,
\]

(40)

which allows us to rewrite Eq. (38) as:

\[
\exp(\mathcal{G}_1) = \exp(\mathcal{G}) \exp(T).
\]

(41)

Our task as to find the change in \( \mathcal{G} \):

\[
\Delta \mathcal{G} = \mathcal{G}_1 - \mathcal{G}_0.
\]

(42)

Expressing the right hand side of Eq. (38) in terms of the \( \tilde{\eta} \) operators we obtain:

\[
\eta^\dagger a \eta \mathcal{G}_{\alpha \beta} \eta^\dagger = \left( \eta^\dagger \eta \right) \eta^\dagger \left( a_{\alpha 1} + a_{\beta 1} \right) \left( \eta^\dagger \eta \right) \eta^\dagger.
\]

(43)

Remembering Eqs. (37) and (28'), we extract the only part of Eq. (43) that is non-vanishing with \( N \rightarrow \infty \):

\[
\mathcal{G} = \tilde{\eta}^\dagger \tilde{G}_{\alpha \beta} \eta^\dagger = \tilde{\eta}^\dagger \tilde{G}_{\alpha \beta} \eta^\dagger + \tilde{\eta}^\dagger \tilde{G}(-a_{\alpha 1}^* \eta^\dagger + a_{\beta 1} \eta^\dagger) + \tilde{\eta}^\dagger \tilde{G}(-a_{\beta 1}^* \eta^\dagger + a_{\alpha 1} \eta^\dagger) + \tilde{\eta}^\dagger \tilde{G}(-a_{\alpha 1}^* \eta^\dagger + a_{\beta 1} \eta^\dagger) + \tilde{\eta}^\dagger \tilde{G}(-a_{\beta 1}^* \eta^\dagger + a_{\alpha 1} \eta^\dagger)
\]

(44)

Using the Baker–Campbell–Hausdorff formula on the RHS of Eq. (38), we obtain in the exponent:

\[
\mathcal{G} + \left( T + \frac{1}{2} \left[ \left[ \mathcal{G}, T \right] \right] + \frac{1}{12} \left[ \left[ \mathcal{G}, \left[ \mathcal{G}, T \right] \right] \right] - \frac{1}{12} \left( T + \left[ \mathcal{G}, T \right] \right) + \cdots \right)
\]

(45)

In Appendix B we show that the sum of the commutator series in brackets in Eq. (45) scales as \( N^{-3} \), so now we neglect it. Then, substituting the approximation for \( \mathcal{G} \) from Eq. (44) into Eq. (45), we arrive at:

\[
\exp(\mathcal{G}_1) |\text{vac}\rangle_{\tilde{\eta}} \approx \exp(\tilde{\mathcal{G}_0} + \tilde{\eta}^\dagger \mathcal{G}(-a_{\alpha 1}^* \eta^\dagger + a_{\beta 1} \eta^\dagger) \eta^\dagger) |\text{vac}\rangle_{\tilde{\eta}}.
\]

(46)

Comparing coefficients in front of the two-particle states in Eq. (46), we obtain:

\[
\Delta \mathcal{G} = \tilde{\eta}^\dagger \mathcal{G}(-a_{\alpha 1}^* \eta^\dagger + a_{\beta 1} \eta^\dagger) + O(N^{-2}),
\]

(47)

or in the matrix form:

\[
\Delta \mathcal{G}_{\alpha \beta} = \tilde{G}_{\alpha \beta} - G_{\alpha \beta} = (a_1 G - G a_1^*)_{\alpha \beta} + O(N^{-2}).
\]

(48)
From Eq. (37) we remember \((a_1)_{\alpha\beta} = \Theta(N^{-1})\) and from Eq. (28) \(|G_{\alpha,\alpha+1}| = \Theta(N)\), both at the lowest energies \((\alpha, \beta \approx N)\). Thus, \(\Delta G_{\alpha,\beta} = \Theta(1)\) at the lowest energies. This means that for an infinitesimal change in the Hamiltonian \(V\) we obtained a finite change in \(G_{\alpha,\beta}\) for \(\alpha, \beta \approx N\). Additionally, in the second statement of Theorem 1 we claimed that the initially non-zero entries of \(G\) do not change in the thermodynamic limit. This follows from Eq. (48) and the absence of diagonal entries in matrix \(a_1\). The latter is a consequence of Eq. (36) and the definition of \(V_1\) as the block of off-diagonal part of the perturbation \(V\). Thus, the second statement of Theorem 1 is proved.

Finally, from Eq. (32) and the asymptotics we chose for \(V\) in Eq. (26), it follows that the change in the eigenenergies vanishes in the \(N \to \infty\) limit. This proves the first statement of Theorem 1 and finishes the proof. \(\square\)

D. Application of Theorem 1 to Harmonic Perturbation

In Section IVB we gave a qualitative picture of the change in Fisher zeros for any weak perturbation \(V\). In this section, we work with a specially chosen \(V\) to obtain some quantitative results. We consider a perturbation of the form:

\[
V = \sum_{j\in[-N/2,\ldots,N/2]} \sum_{q\in BZ, \varphi=0} b_q \cos(qj) \sigma^j_j, \quad (49)
\]

where we chose to sum only over small momenta in the Brillouin zone. This is equivalent to the following perturbation in the fermionic model:

\[
V = \sum_{j,q} 2b_q \cos(qj)c^j_j c^\dagger_j, \quad (50)
\]

The Fourier transform of a single mode is:

\[
\mathcal{V}_q = b_q \sum_k c^\dagger_k c^\dagger_{k+q} + c^\dagger_{k+q} c^\dagger_k = \sum_k V_{k,q}, \quad (51)
\]

or in terms of the Bogolyubov operators:

\[
c_k = \cos(\theta_k/2) n_k + i \sin(\theta_k/2) n^\dagger_{-k}, \quad (52)
\]

which upon substitution to Eq. (51) give us:

\[
\frac{V_{k,q}}{b_q} = (\cos(\theta_k/2) n^\dagger_k - i \sin(\theta_k/2) n_{-k})(\cos(\theta_{k+q}/2) n_{k+q} - i \sin(\theta_{k+q}/2) n_{-k+q}) + (\cos(\theta_k/2) n^\dagger_k + i \sin(\theta_k/2) n_{-k})(\cos(\theta_{k+q}/2) n_{k+q} - i \sin(\theta_{k+q}/2) n_{-k+q}) \times (\cos(\theta_{k+q}/2) n_{-k+q} + i \sin(\theta_{k+q}/2) n_{k+q}) \ldotp (53)
\]

The matrix elements of the perturbation in the energy basis \(V_{\alpha,\beta}\) are non-zero only for energies separated by a momentum \(q\). Also, we require that \(q = \mathcal{O}(N^{-1})\), therefore our perturbation fulfills the scaling for \(a_1\) from the Eq. (37). Thus, we may use the approximate expression for corrections to \(G\) shown in Eq. (48):

\[
\Delta G \approx G(-a_1)^* + a_1 G. \quad (54)
\]

Using Eq. (36) and the structure of \(G\) in the eigenbasis of \(H_1\):

\[
\Delta G_{\alpha,\beta} \approx G_{\alpha,\alpha+1}(a_1)^* \langle (a_1)_{\beta} G_{\beta,\beta+1} = 2 (V_1)_{\alpha,\beta} G_{\beta,\beta+1} - (V_1)^*_{\alpha,\beta} G_{\alpha,\alpha+1}, \quad (55)
\]

where \(G_{\alpha,\alpha+1}\) denotes \(G_{\alpha,\alpha+1}\) if \(i\) is odd and \(G_{\alpha,\alpha-1}\) if \(i\) is even (see Appendix A). Now we will derive the explicit form of the asymptotics of the Eq. (55) for \(k \to \pi\) and the initial field \(h^0 = 0\) and post-quench field with a mean value \(h^1 = h\):

\[
|G_{k,-k}|^2 = \frac{1 - \cos(\theta_k - \hat{\theta}_k)}{1 + \cos(\theta_k - \hat{\theta}_k)}, \tan \theta_k = \frac{\sin k}{h + \cos k}, \quad (56)
\]

\[
\theta_k \approx \frac{k - \pi}{h}, \theta_k - \hat{\theta}_k \approx \pi + (k - \pi) \frac{h}{h - 1}, \quad (57)
\]

\[
|G_{k,-k}|^2 \approx \frac{1 + \cos((k - \pi) \frac{h}{h - 1})}{1 - \cos((k - \pi) \frac{h}{h - 1})} \approx \frac{4}{((k - \pi) \frac{h}{h - 1})}, \quad (58)
\]

For \(h > 1\) and \(k < \pi\) this gives:

\[
|G_{\alpha,\alpha+1}| = |G_{\alpha,\alpha+1}| = 2\frac{h^1 - h}{h - k} = \mathcal{O}(N), \quad (59)
\]

where since \(k\) is close to \(\pi\) we have introduced \(q_\alpha = \pi - k\) of an order of several steps in the Brillouin zone, that is \(q_\alpha = \mathcal{O}(N^{-1})\). Similarly, we put \(q_\beta = \pi + k\) of \(\mathcal{O}(N^{-1})\) and let \(E_i = E(k_\beta), E_\beta = E(k_\beta)\), then we can expand

\[
E(k) = \sqrt{h^2 + 2h \cos(k)} + 1 \quad (60)
\]

near \(\pi, -\pi\) and use it to calculate the energy difference.

We expand to the second order because the first derivative at \(\pi, -\pi\) is zero:

\[
E_\alpha - E_\beta = \frac{h}{2(h-1)} (q_\alpha^2 - q_\beta^2) = \mathcal{O}(N^{-2}). \quad (61)
\]

Here we took \(h > 1\). From Eq. (53) we derive:

\[
(V_1)_{\alpha,\beta} = (V_1)^*_{\alpha,\beta} = 2hq_\alpha \cos(\frac{\theta_{k_\alpha}}{2}) \cos(\frac{\theta_{k_\beta}}{2}) \approx 2b_q. \quad (62)
\]

Substituting Eqs. (59), (61) and (62) into Eq. (55), we finally obtain:

\[
\Delta G_{\alpha,\beta} \approx 2(2b_q) \left(\frac{h^1 - h}{h}\right)^2 \left(\frac{1}{q_\alpha^2} - \frac{1}{q_\beta^2}\right) (q_\alpha^2 - q_\beta^2) \quad (63)
\]

With perturbation wave vector \(q = q_\beta - q_\alpha\). In the derivation we used several assumptions:

1. Thermodynamic limit \(N \gg 1\)
2. \(k_\alpha, k_\beta\) are close to \(\pi, -\pi\) respectively; or equivalently, the energies \(E_\alpha, E_\beta\) are close to the lowest end of the spectrum
3. The potential $\mathcal{V}$ has a single mode $q$ (see Eq. (53)) connecting energies $E_\alpha$, $E_\beta$. In the case of several such modes $q_s$, there will be a $\sum b_q$, in the numerator of $\alpha$ Eq. (63).

4. The potential has critical scaling ($\nu = \Theta(N^{-3})$, see Eq. (26)).

Note, that only for $\alpha = \beta \pm 1$ (+ for $\alpha$ odd, − for $\alpha$ even) $G_{\alpha\beta} \neq 0$ (see Appendix A). Therefore, for all the other elements $\Delta G_{\alpha\beta} = G_{\alpha\beta}$. The possible range of momentum values is $k = \frac{2\pi}{N} p$, $p \in (-\frac{N-2}{2}, \ldots, 0, \ldots, \frac{N}{2})$. We designate $k_\alpha = \pi - \frac{2\pi}{N} p_\alpha$, $k_\beta = -\pi + \frac{2\pi}{N} p_\beta$ and obtain:

$$\hat{G}_{\alpha\beta} = \hat{G}_{k, -k + q} \approx \omega' N^3 \frac{1}{(p_\alpha + p_\beta)p_\alpha p_\beta},$$

where $p_\alpha$, $p_\beta$ are arbitrary integers such that $p_\alpha, p_\beta \ll N$, and $\omega' = -\frac{4\hbar}{(2\pi)^3} \left(\frac{2(h-1)}{h}\right)^2$. Consequently, for the maximal entry of the matrix $\Delta G$ in the momentum basis we have to choose $p_\alpha = 1$, $p_\beta = 2$, $q = 2\pi/N$ and obtain:

$$\log \max_{k_1, k_2} |\Delta G_{k_1, k_2}| = 3 \log(N) + \log(b_q) + \text{const.} \quad (65)$$

From Eq. (65) follows the condition on the minimal modulation amplitude necessary to cause a dynamical quantum phase transition. Namely, for the perturbation-induced zeros to cross the imaginary axis, the maximal perturbation-induced element of matrix $G$ must satisfy

$$\log \max_{k_1 \neq k_2} |\Delta G_{k_1, k_2}| \geq 0, \quad (66)$$

see Eq. (15). Taking the borderline case we obtain:

$$\log(b_q)_{\text{min}} = -3 \log(N) + \text{const}$$

$$\log(b_q)_{\text{min}} \geq 3(2\pi)^3 \left(\frac{h}{h-1}\right)^2 \frac{1}{N^3}. \quad (67)$$

In the position basis the coefficient in front of $\log(N)$ in Eq. (65) will change to $2.5$ due to the $1/\sqrt{N}$ normalization of the Fourier transform. Additionally, if we choose a random perturbation instead of a sinusoidal one, higher modes will become non-zero. This will lead to Fisher zero points being scattered around the line described in Eq. (65) - see Fig. 4 and Appendix F for the details of the corresponding numerical calculation.

V. INFLUENCE OF DISORDER ON THE FERMIONIC CORRELATORS

In Section III we gave an intuitive explanation for the insensitivity of correlators to disorder-induced DQPTs. Now we make a precise statement. The proof operates only with the BCS matrix $G$.

**Theorem 2.** Suppose the following holds:

1. We introduce perturbations with only long-wavelength $(q = \mathcal{O}(N^{-1}))$ Fourier components of order $V_q = \mathcal{O}(N^{-3})$ and all other Fourier components zero. Note, that in Section IV we showed that this is sufficient to induce a second series of DQPTs.

2. We consider two spins at a distance $|i - j| = d \ll N$ which is fixed and independent of the total number of spins $N$.

Then for these two spins correlators in the $x$-direction change, compared to the homogeneous case, as:

$$\Delta \langle \sigma_i^x \sigma_j^x \rangle = \mathcal{O}(N^{-1}). \quad (22)$$

Only the first condition suffices to ensure that $z$ correlators vanish:

$$\Delta \langle \sigma_i^z \sigma_j^z \rangle = \mathcal{O}(N^{-1}). \quad (68)$$
Notes:

- Though formally we only proved scaling $O(N^{-1})$ for the change in arbitrary fermionic correlators and only short-range spin-spin correlators, numerical simulations show that the same is also true for long-range spin-spin correlators – see Figs. 1 and 5, where correlators shown are for spins separated by half the chain’s length.

- The proof relies on the calculations from Appendix C, which utilize the fact that $|G_{\alpha,\alpha+1}|, |G_{\beta,\beta+1}| \gg |\Delta G_{\alpha,\beta}|$. Because the $G$-matrix determines the coordinates of the Fisher zeros, we can say that the behavior of spin-spin correlators, unlike the behavior of Loschmidt echo, is not determined by the local properties of Fisher zeros near the crossing of the imaginary axis. Instead, to calculate the effect of DQPTs on correlators we need information about all the Fisher zeros.

This theorem can be generalized to $L$-spin correlators. The only non-zero spin correlators along the $x$-axis are those with an even number of spins. Indeed, the Jordan-Wigner transform turns all $\sigma^z_j$ into an odd number of spin operators, thus correlators of an odd number of spins result in correlators of an odd number of fermions. These are all zero, because we started with a state with an even number of fermions, and evolved it with a parity-preserving Hamiltonian.

Suppose that in an $L$-chain of spin operators $\sigma^z_j$ is the leftmost spin, $\sigma^z_r$ is the rightmost spin. Also suppose $|r-l| \ll N$ and $L \ll N$ and both are independent of $N$. Then we can similarly apply the Jordan-Wigner transformation to each spin operator in the chain:

$$\sigma^z_i = c_i^\dagger \exp \left( -i\pi \sum_{j=1}^{i-1} n_j \right) + c_i \exp \left( i\pi \sum_{j=1}^{i-1} n_j \right),$$

where $n_j = c_j^+ c_j$ is the number of excitations on $j$-th site.

All the contributions to the phase $\exp(i\pi n_j)$ with $j < r$ (where $r > l$) commute with all the other operators and can be pulled from each $\sigma^z_j$ to the very left (to the very right) of the operator chain respectively. For an even number of spin operators $L$, each such phase contribution $\exp(i\pi n_j)$ has an even power and thus is canceled. We are left with $L$ operators of the form $c_i^\dagger c_i$ and at most $|r-l|$ operators of the form $\exp(i\pi n_k)$. This is a sum of $2^L$ chains of at most $m=L+2|r-l|$ fermionic operators, and to each chain we can apply Wick’s theorem. Since $m \ll N$ and independent of $N$ we can place an upper bound on the change of each chain as in Eq. (21) with $O(N^{-1})$. Finally, we use that $L$ is independent of $N$ and additionally suppose that $2^L \ll N$ to say that the sum of all the chains can be bound with $2^L O(N^{-1})$. The final result is Eq. (23):

$$\Delta \left( \sigma^z_{11} \sigma^z_{12} \ldots \sigma^z_{1L} \right) = O(N^{-1})$$

For $z$-spin correlators the generalization from two spin case to $n$ spin case is even more direct, because $\sigma^z_i = 1-2n_i$ and $n_i$ all commute with each other.

VI. CONCLUSION

We demonstrated that the disorder-induced dynamical quantum phase transition in the Ising model is an example of a non-topological dynamical quantum phase transition without a local order parameter. A series of critical times universally appears for any vanishing perturbation with Fourier components at the lowest momentum of order $1/N^3$. This could be considered a dynamical counterpart of the Anderson orthogonality catastrophe [32]. That is, a vanishingly small perturbation causes a large deviation in the many-body wave function, while the observables remain intact. In our setting, it is the Loschmidt echo that changes drastically.

Several intriguing questions can be addressed in future studies. As we have an example of the DQPT where no order parameter can be found, a natural question is whether this phase transition belongs to a larger class with the same property. Vice versa: what class of the DQPTs can be endowed with an order parameter?
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Appendix A: Shape of BCS-matrix $G$ without disorder

With homogeneous external field BCS-matrix $G$, determining wave function as in Eq. (12), has the following form in the eigenbasis of $H_1$:

$$
\begin{pmatrix}
\vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & 0 \\
G_{N-2,N-3} & 0 & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & G_{N,N-1}
\end{pmatrix}
$$

In a homogeneous external field modes with momenta differing by sign ($k$ and $-k$ for all $k$) have the same energy. This leads to the degeneracy $E_\alpha = E_{\bar{\alpha}^{-1}}$ for even indices $\alpha$. This means that in this homogeneous case matrix $G$ only pairs excitations of the same energy. That is, we have only Cooper pairs with both components of the energy and with a row titled with a type $B$ is a type of $[A,B]$-element. Elements of such chains in $G$ only pairs excitations of the same energy. That is, we have only Cooper pairs with both components of the energy and with a row titled with a type $B$ is a type of $[A,B]$-element.

### Appendix B: Asymptotics of commutator series

Here we prove that the sum of commutators (henceforth $S_c$) in the second brackets of Eq. (45) has asymptotics $O(N^{-3})$ for $N \to \infty$ and thus vanishes in thermodynamic limit. First, we look at a chain of commutators of length $k$:

$$
\left[ \frac{[G, [\ldots [G, T, [G, T]]]]}{k \text{ commutators}} \right]
$$

There are $2^k$ of such chains in $S_c$ (some are zero). Also, each one enters $S_c$ with a coefficient whose absolute value is less than 1. Therefore, we can bound the sum of length-$k$ chains of commutators with $2^k M$, where $M$ is the upper bound for one such chain. To obtain $M$ we will group all elements of $G$ and $T$ by types: $\eta_\alpha$ will stand for $\eta_{\alpha\beta}^\dagger$ with any $\alpha, \beta$, $\eta_\alpha^\dagger \eta^\dagger$ - for $\eta_{\alpha\beta}^\dagger$ and $\eta_\alpha^\dagger \eta^\dagger$ - for both $\eta_{\alpha\beta}^\dagger$ or $\eta_{\alpha\beta}$. Note that a commutator of elements of two types again belongs to one of the types (or is 0), as shown in Table I (for a detailed derivation see Table IV). We will track how the scalar prefactor in front of indices of each type and with each pair of indices changes as we consecutively compute all $k$ correlators in a chain. We start with $T$, whose all elements are of $\eta_\alpha^\dagger \eta^\dagger$ type. With any pair of indices $\alpha, \beta$ elements $\eta_{\alpha\beta}^\dagger$ in $T$ have a prefactor scaling as $O(N^{-3})$. Further, we analyze Eq. (44), to understand, what types enter in $G$ and how their prefactors scale. First, matrix $G$ elements scale at most as $O(N)$ (see Eq. (59)). Second, each element of $a_1$ scales at most as $O(N^{-1})$; each element of $a_2$ scales at most as $O(N^{-3})$ - see Eq. (37). Now we can bound from above the scaling of products of $G, a_1, a_2$. Elements of $G, a_1$ scale at most as $O(N) \cdot O(N^{-1}) = O(1)$ and $a_2, G, a_2$ as $O(N) \cdot O(N^{-3}) = O(N^{-2})$, because $G$ has only one element per each row/column so that each element of $a_1 G, a_1$ is just a product of one element of $G$ and one element of $a_1$ (similarly for $a_2$). On the contrary, to bound from above scaling of matrices $a_1 G_1, a_2 G_2, a_1, a_1 G_1, a_1 G_2$ we need to multiply scaling functions of corresponding matrices and additionally multiply the result by $N$ because $G$ is a product of two generic matrices. To do this, we have scalings $a_1 G_1 - O(1); a_2 G_2, a_1 G_1 - O(N^{-2}); a_2 G_2 - O(N^{-4})$. To sum up, $G$ consists of summands of:

1. **Type $\eta^\dagger \eta^\dagger$** - special (one element per row/column) matrix $G$, scaling as $O(N)$ and generic matrices $G_{a_1}, a_1 G_1, a_1 G_1$ scaling as $O(1)$

2. **Type $\eta^\dagger \eta$** - generic matrices $G_{a_2}, a_2 G_2, a_1 G_2, a_1 G_2$ scaling as $O(N^{-2})$

3. **Type $\eta \eta$** - generic matrix $a_2 G_2$ scaling as $O(N^{-4})$

From Table IV we see that for two pairs of fermionic operators to have a non-zero commutator they must have at least one element with a common index. Thus, for example, bound on asymptotics of $[A_{\alpha\beta}(a, b), B_{\beta\gamma}(b, c)]$ is a product of asymptotics of elements of matrices $A$ times asymptotics of elements of the matrix $B$ and times $O(N)$ (for each element $A_{\alpha\beta}(a, b)$ there are $O(N)$ elements of $A_{\alpha\beta}(a, b)$ with at least one common index). The same reasoning applies to other types, except when $A$ or $B$ is $G$, which is diagonal. In that case bound on asymptotics of $[A_{\alpha\beta}(a, b), B_{\beta\gamma}(b, c)]$ is just a product of asymptotics of elements of $A$ times asymptotics of elements of $B$.

Combining all of the above we come to:

$$
\begin{align*}
&\frac{[G, [\ldots [G, T, [G, T]]]]}{k \text{ commutators}} \\
&\begin{cases}
\eta^\dagger \eta^\dagger \leftrightarrow 0 \\
\eta^\dagger \eta \leftrightarrow 0 \\
\eta \leftrightarrow 0
\end{cases}
\end{align*}
$$

On the left side of an arrow we have a type with which we start, under the arrow we have a type with which we commute the first type, above the arrow - a scalar prefactor we gain after the commutation, and on the right side of the arrow - the type resulting from the commutation. To illustrate the use of Eq. (B2), suppose after $k$ commutations we have $A_{\alpha\beta}(a, b)^\dagger \eta_{\alpha\beta}^\dagger$ and for all $\alpha, \beta$ $A_{\alpha\beta} \in O(N^p)$. After the next commutation with $G$ we obtain

$$
A_{\alpha\beta}(a, b)^\dagger \eta_{\alpha\beta}^\dagger \leftrightarrow B_{\alpha\beta}(a, b)^\dagger \eta_{\alpha\beta}^\dagger + C_{\alpha\beta} \eta_{\alpha\beta}^\dagger
$$

where for all $\alpha, \beta$ $B_{\alpha\beta} \in O(N^{p-1})$ and $C_{\alpha\beta} \in O(N^{p-3})$. This information can be presented in the form of a finite state machine:

| $\eta\eta^\dagger$ | $\eta^\dagger \eta$ | $\eta \eta^\dagger$ |
|------------------|------------------|------------------|
| $\eta\eta^\dagger$ | $\eta \eta^\dagger$ | $\eta \eta^\dagger$ |
Here we start with the topmost state $\eta^\dagger \eta$ scaling as $O(N^{-3})$ (these are elements of $T$). The machine has one arrow cycles, changing asymptotics by $O(N^{-1})$, two arrow cycles, changing asymptotics by $O(N^{-2})$ and their combinations. Therefore, after $k$ steps we either come to 0 or acquire prefactor at most $O(N^{-3}) \cdot O(N^{-k})$. Hence, contribution of each one length-$k$ chain to a coefficient in front of $\eta^\dagger \eta$, with type and indices $i,j$ fixed, is of order $O(N^{-k-3})$. After each commutation calculation may split into 2 or 3 branches (see Eqs. (B2) and (B3)), and overall there are $2^k$ chains (see Eq. (B1)). Therefore, contribution of all length-$k$ chains Eq. (B1) to $S_c$ is of order $6^k O(N^{-k-3})$. Summing over chain lengths from 0 to $\infty$ we bound scaling of $S_c$ with $O(N^{-3})$, which is what we wanted.

Appendix C: Bounds on change of fermionic correlators

First, we will prove that introduction of disorder in the transverse fields changes all pairwise fermionic correlators in the energy basis very little, that is:

$$\forall \alpha, \beta \Delta \langle \eta_\alpha \eta_\beta \rangle, \Delta \langle \eta_\alpha^\dagger \eta_\beta \rangle, \Delta \langle \eta_\alpha \eta_\beta^\dagger \rangle = O(N^{-1}).$$

(C1)

We will do that, expressing them through BCS-matrix $G$ and employing our results for $\Delta G_{\alpha \beta}$. After that, as a corollary, we will obtain similar scaling results for change in correlators in position basis. These are used in the proof of Theorem 2.

1. Fermions in energy basis

We define:

$$\Gamma = \begin{pmatrix} \Gamma_1 & \Gamma_2 \\ \Gamma_3 & \Gamma_4 \end{pmatrix},$$

(C2)

where $\Gamma_{\alpha \beta}$ are fermionic correlators, whose expressions through $G$ are derived in [33]:

$$\begin{align*}
(\Gamma_1)_{\alpha \beta} &= (1 + \tilde{G}^\dagger \tilde{G})_{\alpha \beta}^{-1} = \langle \eta_\alpha \eta_\beta \rangle \\
(\Gamma_2)_{\alpha \beta} &= \tilde{G}_{\alpha \gamma}(1 + \tilde{G}^\dagger \tilde{G})_{\gamma \beta}^{-1} = \langle \eta_\alpha \eta_\beta \rangle \\
(\Gamma_3)_{\alpha \beta} &= (1 + \tilde{G}^\dagger \tilde{G})_{\alpha \gamma} \tilde{G}^\dagger_{\gamma \beta} = \langle \eta_\alpha \eta_\beta \rangle \\
(\Gamma_4)_{\alpha \beta} &= \tilde{G}_{\alpha \gamma}(1 + \tilde{G}^\dagger \tilde{G})_{\gamma \beta}^{-1} \tilde{G}^\dagger_{\beta \delta} = \langle \eta_\alpha \eta_\beta \rangle
\end{align*}$$

(C3)

Now, using Eq. (48) for the change of BCS-matrix $G$ we aim to find scaling of $\Delta \Gamma_{\alpha \beta}$. Designating the perturbed matrix $G$ as $\tilde{G} = G + \Delta G$ we can obtain for the corrections to $\Gamma_1, \Gamma_2, \Gamma_3, \Gamma_4$:

$$(1 + \tilde{G}^\dagger \tilde{G})^{-1} = (1 + G^\dagger G + G^\dagger \Delta G + \Delta G^\dagger G)^{-1}. \quad (C4)$$

Now we designate:

$$A = 1 + G^\dagger G, \Delta A = G^\dagger \Delta G + \Delta G^\dagger G \quad (C5)$$

and rewrite

$$(A + \Delta A)^{-1} = \left( \sum_{n=0}^{\infty} (-A^{-1} \Delta A)^n \right) A^{-1}. \quad (C6)$$

We can designate:

$$S = \sum_{n=1}^{\infty} (-A^{-1} \Delta A)^n \quad (C7)$$

and obtain:

$$(1 + \tilde{G}^\dagger \tilde{G})^{-1} - (1 + G^\dagger G)^{-1} = \left( \sum_{n=1}^{\infty} (-A^{-1} \Delta A)^n \right) A^{-1} = SA^{-1}. \quad (C8)$$

Using this result we arrive at:

$$\Delta \Gamma_1 = SA^{-1}, \quad \Delta \Gamma_4 = \Delta GA^{-1}G^\dagger + GA^{-1} \Delta G^\dagger + GSA^{-1}G^\dagger, \quad (C9)$$

$$\Delta \Gamma_2 = \Delta GA^{-1} + GSA^{-1}, \quad (C10)$$

$$\Delta \Gamma_3 = A^{-1} \Delta G^\dagger + SA^{-1}G^\dagger. \quad (C11)$$

In Eqs. (C6) and (C8) we used the inverse of $A$, which exists since $A$ is positive-definite. To ensure that the series $S$ converges, we also used the fact that:

$$\|A^{-1} \Delta A\| < 1. \quad (C12)$$

The letter follows from:

$$\|A^{-1} \Delta A\| \leq \|A^{-1} G^\dagger \Delta G\| + \|A^{-1} \Delta G^\dagger G\|. \quad (C13)$$

To obtain bounds on both terms, we need to bound each of the matrices in the equations. Their scaling behavior is presented in Table II. In this and the next table by $\alpha, \beta \approx N$ we mean $|\alpha - N|, |\beta - N| = O(1)$.

**TABLE II: Matrix asymptotics**

| $|V_{\alpha \beta}|$ | $E_\alpha - E_\beta$ | $G_{\alpha \alpha+1} A_{\alpha+1 \beta}$ | $\Delta G_{\alpha \beta}$ | $S_{\alpha \beta}$ |
|------------------|---------------------|---------------------------------|-----------------|----------------|
| $\alpha, \beta \approx N$ | $N^{-3}$ | $N^{-2}$ | $N$ | $N^{-2}$ | $1$ | $N^{-1}$ |
| other $\alpha, \beta$ | $0$ | $N^{-1}$ or $1$ | $1$ | $N^{-2}$ | $N^{-2}$ |

The first column is just our choice of $V$. The second column reflects the following: when $|\alpha - \beta| = \Theta(N)$, then
\[ |E_\alpha - E_\beta| = \Theta(E_{\text{max}} - E_{\text{min}}) = O(1); \text{ when } |\alpha - \beta| \ll N \text{ and both indices are far from } N, \text{ then } |E_\alpha - E_\beta| \approx E_\alpha(k) \text{ dk} = \Theta(N^{-1}). \] Finally, when |\alpha - N|, |\beta - N| = O(1), then |E_\alpha - E_\beta| = O(E_\alpha^2(\pi) \text{ dk}^2) = O(N^{-2}).

The third column follows from Eq. (28').

### Appendix D: Finite disorder

Our theory operates with perturbations of order \( \nu = \Theta(N^{-3}) \). For such amplitudes we have theoretically established that new DQPTS already emerge but the change in fermionic and spin-spin correlators remains suppressed in the thermodynamic limit. In practice for \( N = 1000 \) it means perturbation amplitude \( \nu \sim 10^{-4} - 10^{-5} \) - see Fig. 4. Our theoretical bounds on change in correlators are not tight, because simulations show that correlators remain unchanged at much stronger perturbations, up to \( \nu \sim 10^{-2} \) - see Fig. 5. At these amplitudes of random perturbations, correlators rapidly change their oscillation frequency to a new one, which does not correspond to any Fisher zero crossing we had before.

### Appendix E: Perturbations of different wavelength

In this section, we want to numerically study the effect of perturbations periodic in space with different wavelengths. It illustrates a statement made in the main text and, in particular, in Section IV A, that at a sufficiently low amplitude of the field modulation, it is only effective at changing Fisher zeros (and Loschmidt echo), if it has large wavelength components. In Fig. 6 we see, that when field modulation has Fourier components with small wave vectors, there are new Fisher zeros close to the imaginary axis. On the contrary, when modulation has only large wave vector components, no new Fisher zeros appear close to the imaginary axis. In the latter case, Fisher zeros far from the imaginary axis do not produce any new non-analyticities in the Loschmidt echo.

---

### TABLE III: Matrix asymptotics

| \( \alpha, \beta \approx N \) | \( N^{-1} \) | \( N^{-2} \) | \( N^{-2} \) | \( N^{-2} \) |
| \( \alpha, \beta \) | \( N^{-1} \) | \( N^{-2} \) | \( N^{-2} \) | \( N^{-2} \) |

### 2. Fermions in the position basis

Fermionic operators in the position basis and the energy basis are connected through a unitary transform. Therefore, for pairs of fermionic correlators we can write:

\[ \Delta \mathcal{C} = U \Delta \Gamma U^\dagger, \]  

where

\[ \mathcal{C} = \begin{pmatrix} C_1 & C_2 \\ C_3 & C_4 \end{pmatrix}, \quad \begin{cases} (C_1)_{ij} = \langle c_i c_j \rangle \\
(C_2)_{ij} = \langle c_i c_j \rangle \\
(C_3)_{ij} = \langle c_i c_j \rangle \\
(C_4)_{ij} = \langle c_i c_j \rangle \end{cases} \]  

Since \( \Delta \Gamma \) is a hermitian matrix, it is diagonalizable. Further, \( U \) is unitary, so we can bound the maximal entry of \( \Delta \mathcal{C} \) with the maximal eigenvalue of \( (\Delta \Gamma)_{ij} \):

\[ \max_{ij} |(U \Delta \Gamma U^\dagger)_{ij}| \leq \max_{\|w\|=1} \|U^\dagger (\Delta \Gamma) w\| = |\lambda_{\text{max}}|. \]

In its turn, the maximal eigenvalue can be bounded as:

\[ \lambda_{\text{max}} \leq \max_j \sum_i |(\Delta \Gamma)_{ij}|. \]

There are \( O(N) \) entries in each row with the values scaling as \( O(N^{-2}) \) and \( O(1) \) entries with the values \( O(N^{-1}) \) - see Table III. Therefore, for any column of \( \Delta \Gamma \) the sum has asymptotics:

\[ \sum_i |(\Delta \Gamma)_{ij}| = O(N)O(N^{-2}) + O(1)O(N^{-1}) = O(N^{-1}). \]
FIG. 6: Fisher zeros for a quench with initial fields $h_0 = 0$ and post-quench magnetic fields with the mean value $h_1 = 1.5$ and with a weak harmonic or random perturbation $\Delta h_n$, where $n$ is a spin coordinate. Perturbation amplitude is $D = 0.001$. (a) Perturbation with a small wave vector: $\Delta h_1 = D \cos(qn)$, $q = \frac{2\pi}{N}$ (b) Perturbation with a large wave vector $\Delta h_1 = D \cos(qn)$, $q \approx \frac{\pi}{2}$ (c) Single site perturbation $\Delta h_n = D$, $\Delta h_n \neq n = 0$ (d) Perturbation by a disordered potential $\Delta h_n \in U[-D,D]$.

TABLE IV: At the intersection of a column titled with an operator $A$ and a row titled with an operator $B$ is $[A,B]$

| $\eta_\alpha \eta_\beta$ | $\eta^\dagger_\alpha \eta^\dagger_\beta$ | $\eta_\alpha \eta^\dagger_\beta$ | $\eta^\dagger_\alpha \eta^\dagger_\beta$ |
|--------------------------|---------------------------------|---------------------------------|---------------------------------|
| $\eta_\gamma \eta_\delta$ | 0                               | $\eta_\gamma \eta_\delta \delta_\gamma - \eta_\gamma \eta_\delta \delta_\beta$ | $\eta_\gamma \eta_\delta \delta_\gamma - \eta_\gamma \eta_\delta \delta_\beta + \eta_\gamma \eta_\delta \delta_\gamma - \eta_\gamma \eta_\delta \delta_\beta$ |
| $\eta_\alpha \eta_\beta$  | $\eta_\alpha \eta_\beta \delta_\gamma + \eta_\alpha \eta_\beta \delta_\beta$ | $\eta_\alpha \eta_\beta \delta_\gamma - \eta_\alpha \eta_\beta \delta_\beta$ | $\eta_\alpha \eta_\beta \delta_\gamma - \eta_\alpha \eta_\beta \delta_\beta + \eta_\alpha \eta_\beta \delta_\gamma - \eta_\alpha \eta_\beta \delta_\beta$ |
| $\eta^\dagger_\alpha \eta^\dagger_\beta$ | $-\eta^\dagger_\alpha \eta^\dagger_\beta \delta_\gamma - \eta^\dagger_\alpha \eta^\dagger_\beta \delta_\beta$ | $-\eta^\dagger_\alpha \eta^\dagger_\beta \delta_\gamma - \eta^\dagger_\alpha \eta^\dagger_\beta \delta_\beta$ | $-\eta^\dagger_\alpha \eta^\dagger_\beta \delta_\gamma - \eta^\dagger_\alpha \eta^\dagger_\beta \delta_\beta$ |
| $\eta^\dagger_\gamma \eta^\dagger_\delta$ | $\eta^\dagger_\gamma \eta^\dagger_\delta \delta_\gamma - \eta^\dagger_\gamma \eta^\dagger_\delta \delta_\beta$ | $\eta^\dagger_\gamma \eta^\dagger_\delta \delta_\gamma - \eta^\dagger_\gamma \eta^\dagger_\delta \delta_\beta$ | $\eta^\dagger_\gamma \eta^\dagger_\delta \delta_\gamma + \eta^\dagger_\gamma \eta^\dagger_\delta \delta_\beta$ |

Appendix F: Low energy part of BCS-matrix, numerical test

In this subsection, we want to numerically test Eq. (64). We fix average post-quench field at $h = 1.5$ and choose $p_\alpha = 1$, $p_\beta = 2$, so that $G_{\alpha \beta}$ is maximal. Next, we put $b_q = \frac{D}{\sqrt{N}}$, where $\sqrt{N}$ is just a Fourier-normalization factor. Substituting these to Eq. (64), we obtain:

$$\log \left( \max_{\alpha \beta} |G_{\alpha \beta}| \right) = 2.5 \log N + \log D + C,$$  \hspace{1cm} (F1)