Action minimizers under topological constraints in the planar equal-mass four-body problem
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Abstract

It is shown that in the planar equal-mass four-body problem, there exist two sets of action minimizers connecting two planar boundary configurations with fixed symmetry axes and specific order constraints: a double isosceles configuration (Fig. 2) and an isosceles trapezoid configuration (Fig. 3). By applying the level estimate method, these minimizers are shown to be collision-free and they can be extended to two sets of periodic or quasi-periodic orbits.

1 Introduction

After the celebrated work of the figure-eight orbit [2], variational method with topological constraints has been applied to show the existence of many new periodic orbits in the N-body problem. One of the main difficulties is to show that an action minimizer under topological constraints is collision-free. In the last two decades, much progress [2–10, 12–14, 22–24, 26] has been made in this direction. There are mainly two methods in excluding possible collisions in an action minimizer under topological constraints. The first is called the local deformation method [4, 8–10, 22, 23], in which one introduces a small deformation near an isolated collision, such that the deformed path has a smaller action value than the one with collision. This method can be applied to show the existence of many periodic orbits, such as the Hip-Hop orbit in the spatial four-body problem [4, 9], the planar choreographies in the N-body problem [2, 9, 23], etc. The second is called
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the level estimate method. Basically, after obtaining a lower bound estimate of the action functional among all the collision paths in the admissible set, one can define a test path within the admissible set such that its action value is strictly less than the previous lower bound estimate. When applying this method, the main challenges are to find a good lower bound of action of collision paths and to define an appropriate test path with action value smaller than the lower bound. Crucial contributions have been made in [5–7, 25] and references therein. In [7], Chen introduced a braid group constraint [14] and successfully showed the existence of retrograde and prograde orbits in the planar three-body problem. He introduced a binary decomposition method [6], such that the standard action functional can be decomposed to the sum of several Keplerian action functionals. A nice lower bound of action of all collision paths can be obtained by applying an estimate of the Keplerian action functionals [5, 7]. Indeed, this binary decomposition method works not only for the three-body problem, but for all the N-body problems.

In this paper, we apply the level estimate method and the binary decomposition method to show the existence of two sets of minimizers under topological constraints in the planar equal-mass four-body problem. In fact, after the work of the figure-eight orbit [2], many new orbits [1, 15, 17, 18, 20, 21] have been found numerically by searching for possible local action minimizers in appropriate loop spaces. Some of them can be characterized as local action minimizers connecting two given configurations. For example, Broucke [1] found an interesting set of choreographic solutions, which are so far the only known stable nontrivial choreographies other than the figure-eight orbit. In this set, there are basically two types of orbits: retrograde choreographic orbit and prograde choreographic orbit. Sample pictures are shown in Fig. 1. The highlighted paths in Fig. 1 (a) and (b) are the paths for $t \in [0, 1]$ and both of them connect a double isosceles configuration (in dots) and an isosceles trapezoid configuration (in crosses) with fixed symmetry axes. Furthermore, the highlighted path in Fig. 1 (a) has a smaller action value than the highlighted path in Fig. 1 (b). In other words, the orbits in Fig. 1 (b) can be characterized as a local action minimizer connecting a double isosceles configuration and an isosceles trapezoid configuration with fixed symmetry axes. The existence of retrograde choreographic solutions has been shown in [15]. However, the existence of the prograde choreographies as Fig. 1 (b) is still open.

Instead of studying the set of the prograde choreographies, we consider a wider set of orbits in the planar equal-mass four-body problem: action minimizers starting at a double isosceles configuration in (1.1) and ending at one of the two isosceles trapezoid configurations in (1.2), while order constraints of the four bodies are introduced on both boundary configurations. Let the masses be $M = [m_1, m_2, m_3, m_4] = [1, 1, 1, 1]$. Let $q_i(t) = (q_{ix}(t), q_{iy}(t))$ be the position coord-
Figure 1: A retrograde choreography is shown in (a) and a prograde choreography is shown in (b). The four dots represent the starting configuration: a double isosceles configuration, while the four crosses represent an isosceles trapezoid configuration. Both orbits can be found by searching local action minimizers connecting a double isosceles configuration and an isosceles trapezoid configuration with fixed symmetry axes.

The center of mass is set to be at the origin. That is $q \in \chi$, where

$$\chi = \left\{ q \in \mathbb{R}^{4 \times 2} \mid \sum_{i=1}^{4} m_i q_i = 0 \right\}.$$  

At $t = 0$, the starting configuration $Q_s$ is defined as follows:

$$Q_s = \begin{bmatrix} -a_1 - c_1 & 0 \\ -a_1 & 0 \\ (2a_1 + c_1)/2 & b_1 \\ (2a_1 + c_1)/2 & -b_1 \end{bmatrix}, \quad (1.1)$$

where $a_1 \in \mathbb{R}$, $b_1 \geq 0$ and $c_1 \geq 0$. The configuration $Q_s$ is referred to as a double isosceles configuration with order constraints. In fact, as in Fig. 2, at $t = 0$, $q_1$ and $q_2$ are on the $x$-axis with an order constraint $q_{1x}(0) \leq q_{2x}(0)$, while $q_3$ and $q_4$ are on a vertical line with another order constraint $q_{3y}(0) \geq q_{4y}(0)$. Since there is no
restriction on $a_1$, the vertical line connecting $q_3$ and $q_4$ could be on the left of body 1, on the right of body 2 or inbetween bodies 1 and 2. In Fig. 2, a sample picture shows the case when this vertical line is on the right of body 2.

![Figure 2: A possible shape of the configuration $Q_s$ is shown, where the red dot represents $q_1$, the blue dot represents $q_2$, the green dot represents $q_3$ and the black dot represents $q_4$.](image)

Figure 2: A possible shape of the configuration $Q_s$ is shown, where the red dot represents $q_1$, the blue dot represents $q_2$, the green dot represents $q_3$ and the black dot represents $q_4$. In $Q_s$, $q_1$ and $q_2$ are on the x-axis with an order constraint $q_{1x} \leq q_{2x}$, while $q_3$ and $q_4$ are on a vertical line with another order constraint $q_{3y} \geq q_{4y}$.

At $t=1$, the other boundary configuration $Q_e$ is defined in two different ways. The definitions of configurations $Q_{e_1}$ and $Q_{e_2}$ are as follows:

$$Q_{e_1} = \begin{bmatrix} -b_2 & -a_2 \\ -c_2 & a_2 \\ c_2 & a_2 \\ b_2 & -a_2 \end{bmatrix} R(\theta), \quad Q_{e_2} = \begin{bmatrix} -a_2 & -b_2 \\ -a_2 & b_2 \\ -a_2 & b_2 \\ a_2 & c_2 \\ a_2 & -c_2 \end{bmatrix} R(\theta), \quad (1.2)$$

where $a_2 \in \mathbb{R}$, $b_2 \geq 0$, $c_2 \geq 0$ and $R(\theta) = \begin{bmatrix} \cos(\theta) & \sin(\theta) \\ -\sin(\theta) & \cos(\theta) \end{bmatrix}$. Sample pictures of the two configurations are shown in Fig. 3, where one can see the geometric meaning of the order constraints in $Q_{e_i} (i=1,2)$. The isosceles trapezoid configuration $Q_{e_1} \cdot R(-\theta)$ satisfies the following order constraints: $q_1$ and $q_4$ are on a horizontal line with $q_1$ on the left of $q_4$, while $q_2$ and $q_3$ are on another horizontal line with $q_2$ on the left of $q_3$. The isosceles trapezoid configuration $Q_{e_2} \cdot R(-\theta)$ satisfies that $q_1$ and $q_2$ are on a vertical line with $q_2$ above $q_1$, while $q_3$ and $q_4$ are on another vertical line with $q_3$ above $q_4$. Similar to the graph of $Q_s$, Fig. 3 only shows one possible shape of the two isosceles trapezoids.

The topological constraints in $Q_s$, $Q_{e_1}$ and $Q_{e_2}$ have their own advantages. First, they have simple geometric meanings. The topological constraints are only related to the shapes and orders of the four bodies on the boundaries. Their geometric meanings can be easily seen from their matrix definitions. Second, these constraints are very helpful in obtaining a lower bound estimate of actions of all paths with boundary collisions in the admissible set. A detailed explanation can be found in Section 3.

We start our analysis by showing the existence of action minimizers under the topological constraints. For each given $\theta$, we denote $Q_S$ and $Q_{E_i} (i = 1, 2)$ to be the
Figure 3: One possible shape of the configurations $Q_{e1} \cdot R(-\theta)$ and $Q_{e2} \cdot R(-\theta)$ is shown, in which $q_1$ is the red dot, $q_2$ is the blue dot, $q_3$ is the green dot and $q_4$ is the black dot. In $Q_{e1} \cdot R(-\theta)$, the positions satisfy $q_{4x} \geq q_{1x}$ and $q_{3x} \geq q_{2x}$. While in $Q_{e2} \cdot R(-\theta)$, the positions satisfy $q_{2y} \geq q_{1y}$ and $q_{3y} \geq q_{4y}$.

boundary configuration sets:

$$Q_S = \left\{ Q_e \mid a_1 \in \mathbb{R}, b_1 \geq 0, c_1 \geq 0 \right\}, \quad (1.3)$$

$$Q_{E_i} = \left\{ Q_e \mid a_2 \in \mathbb{R}, b_2 \geq 0, c_2 \geq 0 \right\}, \quad (1.4)$$

where $Q_e$ and $Q_{e_i}$ ($i = 1, 2$) are defined in (1.1) and (1.2). We set $P(Q_S, Q_{E_i})$ ($i = 1, 2$) to be the set of paths in $H^1([0, 1], \chi)$ which have boundaries in $Q_S$ and $Q_{E_i}$:

$$P(Q_S, Q_{E_i}) := \left\{ q(t) \in H^1([0, 1], \chi) \mid q(0) \in Q_S, q(1) \in Q_{E_i} \right\}, \quad (i = 1, 2).$$

For each given $\theta \in \left(0, \frac{\pi}{4}\right)$, a standard variational argument implies that there exist action minimizers $P_{Q_i} = P_{Q_i}([0, 1])$ ($i = 1, 2$), such that

$$\mathcal{A}(P_{Q_i}) = \inf_{q(t) \in P(Q_S, Q_{E_i})} A,$$  

where $\mathcal{A} = \mathcal{A}(q) = \int_0^1 [K(q(t)) + U(q(t))] \, dt$ is the standard Lagrange action functional. The main difficulty is to exclude possible boundary collisions in $P_{Q_i} = P_{Q_i}([0, 1])$ ($i = 1, 2$). A binary decomposition method [5–7] is introduced to obtain a lower bound of action for all paths with boundary collisions in each case. Then we are left to find appropriate test paths such that the level estimate method works. Our idea is to use a linear approximation of the minimizer $P_{Q_i}$, which should have an action value close to the infimum $\mathcal{A}(P_{Q_i})$, ($i = 1, 2$). It turns out that for small angle $\theta$, we can eliminate collisions in the minimizer $P_{Q_i}$ ($i = 1, 2$). The main results of the paper are as follows.
Theorem 1.1. When $\theta \in (0, 0.0539\pi]$, the action minimizer $P_Q_1 = P_{Q_1}([0,1])$, which connects the two boundary configuration sets $Q_S$ and $Q_{E_1}$, is collision-free and it can be extended to a periodic or quasi-periodic orbit.

The proof of Theorem 1.1 can be found in Theorem 5.1 of Section 5. Pictures of the minimizer $P_{Q_1} = P_{Q_1}([0,1])$ with $\theta = \frac{\pi}{20}$ and its periodic extension are given in Fig. 4.

Figure 4: When $\theta = \frac{\pi}{20}$, the trajectories of the action minimizer $P_{Q_i} = P_{Q_i}([0,1])$ and its periodic extension are shown. The configuration $Q_S$ is in dots and the configuration $Q_{E_1}$ is in crosses.

Theorem 1.2. When $\theta \in (0, 0.0664\pi]$, the action minimizer $P_Q_2 = P_{Q_2}([0,1])$, which connects the two boundary configuration sets $Q_S$ and $Q_{E_2}$, is collision-free and it can be extended to a periodic or quasi-periodic orbit.

The proof of Theorem 1.2 can be found in Theorem 5.2 of Section 5. Pictures of the minimizer $P_{Q_2} = P_{Q_2}([0,1])$ with $\theta = \frac{\pi}{20}$ and its periodic extension are presented in Fig. 5.

Remark 1. The action minimizers $P_{Q_i}$ ($i = 1, 2$) are called as local action minimizers in the following sense. If we consider the minimizing problem with all six variables in $\mathbb{R}$:

$$\mathcal{A}_{i,\inf} = \inf_{\{a_j, b_j, c_j \in \mathbb{R} (j=1,2)\}} \{q(0) = Q_S, q(1) = Q_{E_j}, q(t) \in H^1([0,1], \chi)\} \mathcal{A},$$

the corresponding action minimizer is not $P_{Q_i}$ ($i = 1, 2$). In fact, numerical results imply that for given $\theta \in (0, \pi/10]$, $\mathcal{A}_{i,\inf} < \mathcal{A}(P_{Q_i})$ ($i = 1, 2$).
Figure 5: When $\theta = \frac{\pi}{20}$, the trajectories of the action minimizer $P_{Q_2} = P_{Q_2}([0, 1])$ and its periodic extension are shown. The configuration $Q_s$ is in dots and the configuration $Q_e$ is in crosses.

The paper is organized as follows. Section 2 introduces the existence of action minimizers $P_{Q_i} = P_{Q_i}([0, 1]) \in H^1([0, 1], \chi) (i = 1, 2)$. Section 3 estimates the lower bound of action of paths with boundary collisions in each case. Section 4 defines the test paths with actions smaller than the lower bounds of action in Section 3. It implies that both action minimizers $P_{Q_i} = P_{Q_i}([0, 1]) (i = 1, 2)$ are collision-free. In the end, Section 5 extends the minimizing paths to periodic or quasi-periodic orbits.

2 Coercivity and possible extensions

A general coercivity result (Theorem 2.1) of the Lagrangian action functional $\mathcal{A}$ is introduced in this section. Let $\chi = \left\{ q \in \mathbb{R}^{N \times d} \mid \sum_{i=1}^{N} m_i q_i = 0 \right\}$. We set

$$Q_s = \begin{bmatrix} q_1(a_1, \ldots, a_k) \\ \vdots \\ q_N(a_1, \ldots, a_k) \end{bmatrix}, \quad Q_e = \begin{bmatrix} q_1(b_1, \ldots, b_s) \\ \vdots \\ q_N(b_1, \ldots, b_s) \end{bmatrix},$$

where $q_i \in \mathbb{R}^d (i = 1, 2, \ldots, N, d = 1, 2, \text{or } 3)$ are row vectors, and $Q_s, Q_e \in \chi$. Our variational argument is a two-step minimizing procedure. First, we consider a fixed-end boundary value problem, which is also known as the Bolza problem. For given values of $a_1, \ldots, a_k$ and $b_1, \ldots, b_s$, the two matrices $Q_s$ and $Q_e$ are fixed. There
exists an action minimizer $\mathcal{P}$, such that

$$
\mathcal{A}(\mathcal{P}) = \inf_{\{q(t) \in P(Q_s, Q_e)\}} \mathcal{A} = \inf_{\{q(t) \in P(Q_s, Q_e)\}} \int_0^1 [K(q(t)) + U(q(t))] dt,
$$

where $P(Q_s, Q_e)$ is defined as follows:

$$
P(Q_s, Q_e) := \{q(t) \in H^1([0, 1], \chi) \mid q(0) = Q_s, q(1) = Q_e\}.
$$

If one wants $\mathcal{P}$ to be a part of a periodic solution, the boundaries must be special and they should satisfy certain structural prescribed boundary conditions. Hence, we introduce a second minimizing procedure. Instead of fixing the boundaries, we free several parameters on the boundaries $q(0) = Q_s$ and $q(1) = Q_e$. The Lagrangian action functional is then minimized over these parameters. A general coercivity theorem [16] is introduced here to show the existence of minimizers connecting the two free boundaries. A proof of Theorem 2.1 is given in [16]. Actually, similar coercivity results can also be found in [5, 10].

**Theorem 2.1.** Let

$$
Q_s = \begin{bmatrix} q_1(a_1, \ldots, a_k) \\ \vdots \\ q_N(a_1, \ldots, a_k) \end{bmatrix}, \quad Q_e = \begin{bmatrix} q_1(b_1, \ldots, b_s) \\ \vdots \\ q_N(b_1, \ldots, b_s) \end{bmatrix},
$$

(2.1)

where $Q_s, Q_e \in \chi$, $q_i \in \mathbb{R}^d$, $i = 1, \ldots, N)$ and $a_1, \ldots, a_k, b_1, \ldots, b_s$ are independent variables. Assume that $Q_s$ is linear with respect to $a_i$ ($1 \leq i \leq k$) and $Q_e$ is linear with respect to $b_j$ ($1 \leq j \leq s$). Let $(a_1, \ldots, a_k) \in S_1, (b_1, \ldots, b_s) \in S_2$, where $S_1 \subseteq \mathbb{R}^d$ and $S_2 \subseteq \mathbb{R}^s$ are closed subsets. $S_1 \cup S_2 = S$. The intersection of the following two linear spaces satisfies:

$$
\left\{ Q_s \mid (a_1, \ldots, a_k) \in \mathbb{R}^d \right\} \cap \left\{ Q_e \mid (b_1, \ldots, b_s) \in \mathbb{R}^s \right\} = \{0\}.
$$

Then there exist a path sequence $\{\mathcal{P}_{n_i}\}$ and a minimizer $\mathcal{P}_0$ in $H^1([0, 1], \chi)$, such that for each $n_i$,

$$
\mathcal{A}(\mathcal{P}_{n_i}) = \inf_{\{q(0) = Q_s, q(1) = Q_e, q(t) \in H^1([0, 1], \chi), a_i = a_{i_{n_i}}, b_j = b_{j_{n_i}}(i = 1, \ldots, k; j = 1, \ldots, s)\}} \mathcal{A},
$$

$$
\mathcal{A}(\mathcal{P}_0) = \inf_{\{(a_1, \ldots, a_k, b_1, \ldots, b_s) \in S\}} \inf_{\{q(0) = Q_s, q(1) = Q_e, q(t) \in H^1([0, 1], \chi)\}} \mathcal{A}
$$

$$
= \inf_{\{(q(0) = Q_s, q(1) = Q_e, q(t) \in H^1([0, 1], \chi), a_i = a_{i_0}, b_j = b_{j_0} (i = 1, \ldots, k; j = 1, \ldots, s)\}} \mathcal{A}.
$$

For $t \in [0, 1]$, $\mathcal{P}_{n_i}(t)$ converges to $\mathcal{P}_0(t)$ uniformly. In particular,

$$
\lim_{n_i \to \infty} a_{i_{n_i}} = a_{i_0}, \quad \lim_{n_i \to \infty} b_{j_{n_i}} = b_{j_0}, \quad i = 1, \ldots, k; j = 1, \ldots, s.
$$
As its applications, we consider the following free boundary value problems. The starting configuration \( Q_s \) is defined as follows, which is a double-isosceles with order constraints. A sample picture of it can be found in Fig. 2.

\[
Q_s = \begin{bmatrix}
-a_1 - c_1 & 0 \\
-a_1 & 0 \\
(2a_1 + c_1)/2 & b_1 \\
(2a_1 + c_1)/2 & -b_1
\end{bmatrix}, \quad a_1 \in \mathbb{R}, \ b_1 \geq 0, \ c_1 \geq 0. \tag{2.2}
\]

The two ending configurations \( Q_{e_1} \) and \( Q_{e_2} \) are defined by

\[
Q_{e_1} = \begin{bmatrix}
-b_2 & -a_2 \\
-c_2 & a_2 \\
b_2 & a_2 \\
-c_2 & -a_2
\end{bmatrix} R(\theta), \quad Q_{e_2} = \begin{bmatrix}
-a_2 & -b_2 \\
-a_2 & b_2 \\
a_2 & c_2 \\
a_2 & -c_2
\end{bmatrix} R(\theta), \tag{2.3}
\]

where \( a_2 \in \mathbb{R}, \ b_2 \geq 0, \ c_2 \geq 0 \) and \( R(\theta) = \begin{bmatrix} \cos(\theta) & \sin(\theta) \\ -\sin(\theta) & \cos(\theta) \end{bmatrix} \). Sample pictures of them are given in Fig. 3. For \( \theta \in (0, \pi/4) \), it is clear that

\[
\{Q_s \mid a_1, b_1, c_1 \in \mathbb{R}\} \cap \{Q_{e_i} \mid a_2, b_2, c_2 \in \mathbb{R}\} = \{0\}, \quad (i = 1, 2).
\]

By Theorem 2.1, there exist two action minimizers \( P_{Q_1} \) and \( P_{Q_2} \), such that

\[
\mathcal{A}(P_{Q_i}) = \inf_{(a_j \in \mathbb{R}, b_j \geq 0, c_j \geq 0 (j=1,2))} \inf_{\{q(0)=Q_i, q(1)=Q_{e_i}, q(t) \in H([0,1], \mathbb{R})\}} \mathcal{A}, \quad (i = 1, 2). \tag{2.4}
\]

For each given \( \theta \), we denote \( Q_S \) and \( Q_{E_i} (i = 1, 2) \) to be the boundary configuration sets:

\[
Q_S = \left\{ Q_s \mid a_1 \in \mathbb{R}, \ b_1 \geq 0, \ c_1 \geq 0 \right\}, \tag{2.5}
\]

\[
Q_{E_i} = \left\{ Q_{e_i} \mid a_2 \in \mathbb{R}, \ b_2 \geq 0, \ c_2 \geq 0 \right\}. \tag{2.6}
\]

Where \( Q_s \) is defined by (2.2), and \( Q_{e_i} (i = 1, 2) \) are defined by (2.3). By the celebrated results of Marchal [13] and Chenciner [3], it is known that \( P_{Q_1} \) and \( P_{Q_2} \) are free of collision when \( t \in (0, 1) \). However, the two action minimizers could have boundary collisions in the sets \( Q_S \) or \( Q_{E_i} (i = 1, 2) \). If \( P_{Q_1} \) and \( P_{Q_2} \) are free of collision in the boundary configuration sets \( Q_S \) or \( Q_{E_i} (i = 1, 2) \), we show that they can be extended.

**Lemma 2.2.** If \( P_{Q_i} = P_{Q_i}([0, 1]) (i = 1, 2) \) has no collision at \( t = 0 \), then the path \( P_{Q_i}([0, 1]) (i = 1, 2) \) can be smoothly extended to \( P_{Q_i}([-1, 1]) \).
Proof. We only show the extension for $\mathcal{P}_Q$ here. The extension for $\mathcal{P}_Q$, follows by the same argument. The proof is based on the first variation formulas. Let

$$Q_s = \begin{bmatrix}
-a_{11} - c_{11} & 0 \\
-a_{11} & 0 \\
(2a_{11} + c_{11})/2 & b_{11} \\
(2a_{11} + c_{11})/2 & -b_{11}
\end{bmatrix}$$

be the position matrix at $t = 0$ in the minimizing path $\mathcal{P}_{Q_1}([0,1])$. Let

$$q(t) = \begin{bmatrix} q_1(t) \\ q_2(t) \\ q_3(t) \\ q_4(t) \end{bmatrix} = \begin{bmatrix} q_{1x}(t) & q_{1y}(t) \\ q_{2x}(t) & q_{2y}(t) \\ q_{3x}(t) & q_{3y}(t) \\ q_{4x}(t) & q_{4y}(t) \end{bmatrix}$$

be the position matrix path of $\mathcal{P}_Q([0,1])$. By assumption, $q(0) = Q_s$ has no collision. It implies that $b_{11} > 0$ and $c_{11} > 0$. By applying the first variation formulas to $a_{11}$, $b_{11}$ and $c_{11}$, we have

$$-\dot{q}_{1x}(0) - \dot{q}_{2x}(0) + \dot{q}_{3x}(0) + \dot{q}_{4x}(0) = 0,$$

$$\dot{q}_{3y}(0) - \dot{q}_{4y}(0) = 0, \quad (2.7)$$

$$-\dot{q}_{1x}(0) + \frac{1}{2} \dot{q}_{3x}(0) + \frac{1}{2} \dot{q}_{4x}(0) = 0.$$

Note that $q(t) \in \mathcal{X}$, it follows that

$$\sum_{i=1}^{4} \dot{q}_{ix}(0) = \sum_{i=1}^{4} \dot{q}_{iy}(0) = 0. \quad (2.8)$$

Then identities (2.7) and (2.8) imply that

$$\dot{q}_{1x}(0) = \dot{q}_{2x}(0) = 0, \quad \dot{q}_{3x}(0) = -\dot{q}_{4x}(0), \quad \dot{q}_{3y}(0) = \dot{q}_{4y}(0). \quad (2.9)$$

The definition of a path $\mathcal{P}_{Q_1}([-1,0])$ is given as follows.

$$q_1(t) = (q_{1x}(-t), -q_{1y}(-t)), \quad t \in [-1,0],$$

$$q_2(t) = (q_{2x}(-t), -q_{2y}(-t)), \quad t \in [-1,0],$$

$$q_3(t) = (q_{3x}(-t), -q_{3y}(-t)), \quad t \in [-1,0], \quad (2.10)$$

$$q_4(t) = (q_{4x}(-t), -q_{4y}(-t)), \quad t \in [-1,0].$$

By (2.9), it is easy to check that $\mathcal{P}_{Q_1}([-1,0])$ and $\mathcal{P}_{Q_1}([0,1])$ is $C^1$ smooth at $t = 0$. Note that for $t \in [0,1)$, $\mathcal{P}_{Q_1}$ satisfies the Newtonian equations. Hence, by the uniqueness of solution of ODE system, $\mathcal{P}_{Q_1}([-1,0])$ and $\mathcal{P}_{Q_1}([0,1])$ is smoothly connected at $t = 0$. The proof is complete. \qed
Corollary 2.3. If $P_{Q_1} \equiv P_{Q_1}([0, 1])$ has no collision at $t = 1$, then the path $P_{Q_2}([0, 1])$ can be smoothly extended to $P_{Q_2}([0, 2]), (i = 1, 2)$.

Proof. Similar to the proof in Lemma 2.2, we only show the extension for $P_{Q_1}([0, 1])$. The formulas of extension for $P_{Q_2}([0, 1])$ will be given at the end of the proof.

In $P_{Q_1}([0, 1])$, we assume the position matrix to be

$$q(t) = \begin{bmatrix} q_1(t) \\ q_2(t) \\ q_3(t) \\ q_4(t) \end{bmatrix} = \begin{bmatrix} q_{1x}(t) & q_{1y}(t) \\ q_{2x}(t) & q_{2y}(t) \\ q_{3x}(t) & q_{3y}(t) \\ q_{4x}(t) & q_{4y}(t) \end{bmatrix}.$$ 

Let the matrix $q(1) = Q_{e_1}$ in $P_{Q_1}([0, 1])$ be

$$R(\theta), \text{ where } \theta \in (0, \pi/4).$$

By assumption, $q(1) = Q_{e_1}$ has no collision. It implies that $b_{21} > 0$ and $c_{21} > 0$. By applying the first variation formulas to the boundary at $t = 1$ and noting that

$$\sum_{i=1}^{4} \dot{q}_{ix}(1) = \sum_{i=1}^{4} \dot{q}_{iy}(1) = 0,$$

we have

\begin{align*}
\dot{q}_{1x}(1) \sin \theta - \dot{q}_{1y}(1) \cos \theta &= -\dot{q}_{4x}(1) \sin \theta + \dot{q}_{4y}(1) \cos \theta, \\
\dot{q}_{2x}(1) \sin \theta - \dot{q}_{2y}(1) \cos \theta &= -\dot{q}_{3x}(1) \sin \theta + \dot{q}_{3y}(1) \cos \theta, \\
\dot{q}_{1x}(1) \cos \theta + \dot{q}_{1y}(1) \sin \theta &= \dot{q}_{4x}(1) \cos \theta + \dot{q}_{4y}(1) \sin \theta, \\
\dot{q}_{2x}(1) \cos \theta + \dot{q}_{2y}(1) \sin \theta &= \dot{q}_{3x}(1) \cos \theta + \dot{q}_{3y}(1) \sin \theta.
\end{align*} \tag{2.11}

The matrix form of identities (2.11) is

$$\dot{q}_1(1) = \dot{q}_4(1)BR(2\theta), \quad \dot{q}_2(1) = \dot{q}_3(1)BR(2\theta),$$ \tag{2.12}

where $B = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}$ and $R(2\theta) = \begin{bmatrix} \cos(2\theta) & \sin(2\theta) \\ -\sin(2\theta) & \cos(2\theta) \end{bmatrix}$. Hence, we can define the extended path $P_{Q_1}([1, 2])$ as follows

\begin{align*}
q_1(t) &= -q_4(2-t)BR(2\theta), & q_2(t) &= -q_3(2-t)BR(2\theta), \\
q_3(t) &= -q_2(2-t)BR(2\theta), & q_4(t) &= -q_1(2-t)BR(2\theta), \\
t &\in [1, 2]. \tag{2.13}
\end{align*}

It is easy to check that the path $P_{Q_1}([1, 2])$ is smoothly connected with the path $P_{Q_1}([0, 1])$ at $t = 1$.

Similarly, for the path $P_{Q_2}([0, 1])$, the smoothly extended path $P_{Q_2}([1, 2])$ is defined as follows

\begin{align*}
\ddot{q}_1(t) &= \ddot{q}_2(2-t)BR(2\theta), & \ddot{q}_2(t) &= \ddot{q}_1(2-t)BR(2\theta), \\
\ddot{q}_3(t) &= \ddot{q}_4(2-t)BR(2\theta), & \ddot{q}_4(t) &= \ddot{q}_3(2-t)BR(2\theta), \\
t &\in [1, 2]. \tag{2.14}
\end{align*}
where \( \tilde{q}(t) = \begin{bmatrix} \tilde{q}_1(t) \\ \tilde{q}_2(t) \\ \tilde{q}_3(t) \\ \tilde{q}_4(t) \end{bmatrix} = \begin{bmatrix} \tilde{q}_1(t) & \tilde{q}_2(t) \\ \tilde{q}_2(t) & \tilde{q}_3(t) \\ \tilde{q}_3(t) & \tilde{q}_4(t) \\ \tilde{q}_4(t) & \tilde{q}_1(t) \end{bmatrix} \) is the position matrix path of \( \mathcal{P}_{Q_2}([0, 1]) \).

The proof is complete. \( \square \)

### 3 Lower bounds of action of paths with boundary collisions

In this section, we obtain lower bounds of actions when \( \mathcal{P}_{Q_i}([0, 1]) \) \((i = 1, 2)\) have boundary collisions. We first introduce a theorem of Chen [5, 7, 11] which estimates the Keplerian action functional.

Given \( \theta \in (0, \pi) \), \( T > 0 \), consider the following path spaces:

\[
\Gamma_{T, \theta} := \{ \tilde{r} \in H^1([0, T], \mathbb{R}^2) : \langle \tilde{r}(0), \tilde{r}(T) \rangle = |\tilde{r}(0)||\tilde{r}(T)|\cos \theta \},
\]

\[
\Gamma^+_{T, \theta} := \{ \tilde{r} \in \Gamma_{T, \theta} : |\tilde{r}(t)| = 0 \text{ for some } t \in [0, T] \}.
\]

The symbol \( \langle \cdot, \cdot \rangle \) stands for the standard scalar product in \( \mathbb{R}^2 \) and \( |\cdot| \) represents the standard norm in \( \mathbb{R}^2 \). Define the Keplerian action functional \( I_{\mu, \alpha, T} : H^1([0, T], \mathbb{R}^2) \to \mathbb{R} \cup \{ +\infty \} \) by

\[
I_{\mu, \alpha, T}(\tilde{r}) := \int_0^T \frac{\mu}{2} |\dot{r}|^2 + \frac{\alpha}{|r|} \, dt.
\]

**Theorem 3.1.** Let \( \theta \in (0, \pi), T > 0, \mu > 0, \alpha > 0 \) be constants. Then

\[
\inf_{\tilde{r} \in \Gamma_{T, \theta}} I_{\mu, \alpha, T}(\tilde{r}) = \frac{3}{2} \left( \mu \alpha^2 \theta^2 T \right)^{\frac{1}{3}}, \quad (3.1)
\]

\[
\inf_{\tilde{r} \in \Gamma^+_{T, \theta}} I_{\mu, \alpha, T}(\tilde{r}) = \frac{3}{2} \left( \mu \alpha^2 \pi^2 T \right)^{\frac{1}{3}}. \quad (3.2)
\]

Recall that the masses of the four bodies are \( M = [1, 1, 1, 1] \) and the position matrix path is denoted by \( q(t) = \begin{bmatrix} q_1(t) \\ q_2(t) \\ q_3(t) \\ q_4(t) \end{bmatrix} \). The action functional \( \mathcal{A} : H^1([0, 1], \chi) \to \mathbb{R} \cup \{ +\infty \} \) is defined by

\[
\mathcal{A} = \mathcal{A}(q) := \int_0^1 K(\dot{q}) + U(q) \, dt,
\]

where \( K(q) = \frac{1}{2} q^T \mathbf{M} q \) is the kinetic energy functional, and \( U(q) \) is the potential energy functional. The standard norm in \( \mathbb{R}^4 \) is denoted by \( \langle q, q \rangle = \sum_{i,j = 1}^4 q_i q_j \).

The proof of Theorem 3.1 follows from the following lemma.
where
\[ K(\dot{q}) = \frac{1}{2} (|\dot{q}_1|^2 + |\dot{q}_2|^2 + |\dot{q}_3|^2 + |\dot{q}_4|^2) \]
is the kinetic energy and
\[ U(q) = \frac{1}{|q_1 - q_2|} + \frac{1}{|q_1 - q_3|} + \frac{1}{|q_1 - q_4|} + \frac{1}{|q_2 - q_3|} + \frac{1}{|q_2 - q_4|} + \frac{1}{|q_3 - q_4|} \]
is the potential energy. The action functional \( A(q) \) can be written as
\[ A(q) = \frac{1}{4} \sum_{1 \leq i < j \leq 4} \int_0^1 \frac{1}{2} |\dot{q}_i - \dot{q}_j|^2 + \frac{4}{|q_i - q_j|} dt. \] (3.3)
Let \( A_{ij} := \int_0^1 \frac{1}{2} |\dot{q}_i - \dot{q}_j|^2 + \frac{4}{|q_i - q_j|} dt \). It follows that
\[ A = A(q) = \frac{1}{4} \sum_{1 \leq i < j \leq 4} A_{ij}. \] (3.4)
Actually, if \( \mathcal{P}_{Q_i}([0,1]) \) has a total collision at \( t = 0 \) or \( t = 1 \), by Theorem 3.1, we have
\[ A \geq \frac{6}{4} \cdot \frac{3}{2} (16\pi^2)^{\frac{1}{4}} \geq 12.16. \] (3.5)
In the following two subsections, we discuss the lower bounds of action for all paths connecting \( Q_S \) and \( Q_{E_i} (i = 1, 2) \) with boundary collisions. These estimates are mainly based on Theorem 3.1 [5, 7] and the topological constraints in \( Q_S \) and \( Q_{E_i} (i = 1, 2) \).

### 3.1 Lower bound of action of \( \mathcal{P}_{Q_1} \) with boundary collisions

In the minimizing path \( \mathcal{P}_{Q_1} = \mathcal{P}_{Q_1}([0,1]) \), the two boundary configurations are
\[ q(0) = \begin{bmatrix} -a_{11} - c_{11} & 0 \\ -a_{11} & 0 \\ (2a_{11} + c_{11})/2 & b_{11} \\ (2a_{11} + c_{11})/2 & -b_{11} \end{bmatrix}, \quad q(1) = \begin{bmatrix} -b_{21} & -a_{21} \\ -c_{21} & a_{21} \\ c_{21} & a_{21} \\ b_{21} & -a_{21} \end{bmatrix} R(\theta), \] (3.6)

where \( q(t) = \begin{bmatrix} q_1(t) \\ q_2(t) \\ q_3(t) \\ q_4(t) \end{bmatrix} \) is the position matrix path of \( \mathcal{P}_{Q_1}([0,1]), a_{11}, a_{21} \in \mathbb{R} \) and the other four constants \( b_{11}, b_{21}, c_{11}, c_{21} \geq 0 \). In this subsection, we show that
Lemma 3.2. Let $\theta \in (0, \pi/10]$. If the minimizing path $\mathcal{P}_{Q_1}([0, 1])$ has a boundary collision, then its action $\mathcal{A}$ satisfies
\[
\mathcal{A} = \mathcal{A}(q) \geq \frac{3}{8} 16^{\frac{1}{3}} \left( (2\pi^2)^{\frac{1}{3}} + 2(2\theta)^{\frac{1}{3}} \right).
\] (3.7)

Proof. According to the results of Marchal [13] and Chenciner [3], the only possible collisions in $\mathcal{P}_{Q_1}([0, 1])$ are on the boundaries: $q(0)$ and $q(1)$. By the definitions of the boundary configuration sets $Q_S$ and $Q_{E_1}$ in (2.5) and (2.6), the possible boundary collisions could be the following:

1. At $t = 0$: 
   \[ q_1 = q_2; \quad q_3 = q_4; \quad q_2 = q_3 = q_4; \quad q_1 = q_3 = q_4; \quad q_1 = q_2 = q_3 = q_4; \]

2. At $t = 1$: 
   \[ q_2 = q_3; \quad q_1 = q_4; \quad q_1 = q_2 = q_3 = q_4. \]

We will discuss them case by case under the assumption: $\theta \in (0, \pi/10]$. The analysis only considers possible binary collisions since triple collisions and total collisions can be treated as several binary collisions happening simultaneously in the action functional $\mathcal{A}_{ij} (1 \leq i < j \leq 4)$. Five different cases are studied as follows.

**Case 1**: $q_2$ and $q_3$ collide at $t = 1$ ($q_2(1) = q_3(1)$) and there is no collision at $t = 0$ in $\mathcal{P}_{Q_1}([0, 1])$.

By Lemma 2.2, the path $\mathcal{P}_{Q_1}([0, 1])$ can be extended to $\mathcal{P}_{Q_1}([-1, 1])$. The binary collision $q_2(1) = q_3(1)$ implies another binary collision at $t = -1$: $q_2(-1) = q_4(-1)$. Then by Theorem 3.1,
\[
2(\mathcal{A}_{23} + \mathcal{A}_{24}) = \int_{-1}^{1} \frac{1}{2} |q_2 - q_3|^2 + \frac{4}{|q_2 - q_3|} dt + \int_{-1}^{1} \frac{1}{2} |q_2 - q_4|^2 + \frac{4}{|q_2 - q_4|} dt \geq 3 \left( 32\pi^2 \right)^{\frac{1}{3}}.
\]

It follows that
\[
\mathcal{A}_{23} + \mathcal{A}_{24} \geq \frac{3}{2} \left( 32\pi^2 \right)^{\frac{1}{3}}.
\] (3.8)

Let $\beta_1 \in [0, \pi]$ be the polar angle of the vector $\overrightarrow{q_1q_3}$ at $t = 0$. Let $\beta_2 \in [0, \pi]$ be the polar angle of the vector $\overrightarrow{q_3q_4}$ at $t = 0$. Let $\alpha \in [-\pi/2, \pi/2]$ be the angle from the vector $\overrightarrow{q_1q_4}$ at $t = 1$ rotating counterclockwisely to the vector $\overrightarrow{q_1q_2}$ at $t = 1$. 
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Note that $\theta \in (0, \pi/10]$ and $q_2(1) = q_3(1)$. When $\frac{\pi}{2} - \alpha + \theta \leq \pi$, $\theta + \beta_1 \leq \pi$ and $\beta_1 - \alpha - \theta \leq \pi$, the following inequalities hold:

$$A_{12} \geq \frac{3}{2} 16^{\frac{1}{2}} (\alpha + \theta)^{\frac{3}{4}}, \quad A_{34} \geq \frac{3}{2} 16^{\frac{1}{2}} \left(\frac{\pi}{2} - \alpha + \theta\right)^{\frac{3}{4}},$$

$$A_{13} \geq \frac{3}{2} 16^{\frac{1}{2}} (\beta_1 - \alpha - \theta)^{\frac{3}{4}}, \quad A_{14} \geq \frac{3}{2} 16^{\frac{1}{2}} (\theta + \beta_1)^{\frac{3}{4}}.$$

The function $f(x) = x^{\frac{3}{4}}$ is concave. It implies that for any $a, b \in \mathbb{R}$, we have

$$a^{\frac{3}{4}} + b^{\frac{3}{4}} \geq \left(\frac{|a| + |b|}{2}\right)^{\frac{3}{4}} \geq \max \left\{ (a + b)^{\frac{3}{4}}, (a - b)^{\frac{3}{4}} \right\}.$$  

Hence,

$$A_{13} + A_{14} \geq \frac{3}{2} 16^{\frac{1}{2}} (\alpha + 2\theta)^{\frac{3}{4}}, \quad (3.9)$$

$$A_{12} + A_{13} + A_{14} \geq \frac{3}{2} 16^{\frac{1}{2}} \theta^{\frac{3}{4}}, \quad (3.10)$$

$$A_{34} + A_{13} + A_{14} \geq \frac{3}{2} 16^{\frac{1}{2}} \left(\frac{\pi}{2} + 3\theta\right)^{\frac{3}{4}}, \quad (3.11)$$

$$A_{12} + A_{34} \geq \frac{3}{2} 16^{\frac{1}{2}} \left(\frac{\pi}{2} + 2\theta\right)^{\frac{3}{4}}. \quad (3.12)$$

It follows that when $\frac{\pi}{2} - \alpha + \theta \leq \pi$, $\theta + \beta_1 \leq \pi$ and $\beta_1 - \alpha - \theta \leq \pi$,

$$A_{12} + A_{34} + A_{13} + A_{14} \geq \frac{3}{2} 16^{\frac{1}{2}} \left[ \left(\frac{\pi}{2} + 2\theta\right)^{\frac{3}{4}} + \left(\frac{\pi}{2} + 3\theta\right)^{\frac{3}{4}} + \theta^{\frac{3}{4}} \right]. \quad (3.13)$$

If $\frac{\pi}{2} - \alpha + \theta \geq \pi$, note that $\theta \in (0, \pi/10]$, it follows that

$$A_{34} \geq \frac{3}{2} 16^{\frac{1}{2}} \left(\frac{3}{2} \pi + \alpha - \theta\right)^{\frac{3}{4}} \geq \frac{3}{2} 16^{\frac{1}{2}} \left(\frac{9}{10}\pi\right)^{\frac{3}{4}}. \quad (3.14)$$

Similarly, if $\theta + \beta_1 \geq \pi$,

$$A_{14} \geq \frac{3}{2} 16^{\frac{1}{2}} \left(\frac{9}{10}\pi\right)^{\frac{3}{4}}. \quad (3.15)$$

If $\beta_1 - \alpha - \theta \geq \pi$ and $\theta + \beta_1 < \pi$, then

$$A_{13} \geq \frac{3}{2} 16^{\frac{1}{2}} (2\pi + \alpha + \theta - \beta_1)^{\frac{3}{4}}.$$

In this case,

$$A_{13} + A_{14} \geq \frac{3}{2} 16^{\frac{1}{2}} (2\pi + \alpha + 2\theta)^{\frac{3}{4}} \geq \frac{3}{2} 16^{\frac{1}{2}} (\alpha + 2\theta)^{\frac{3}{4}}.$$

$$\text{(3.16)}$$
If $\beta_1 - \alpha - \theta \geq \pi$ and $\theta + \beta_1 \geq \pi$, then
\[
A_{13} \geq \frac{3}{2} 16^{\frac{1}{2}} (2\pi + \alpha + \theta - \beta_1), \quad A_{14} \geq \frac{3}{2} 16^{\frac{1}{2}} (2\pi - \theta - \beta_1).
\]
It implies that
\[
A_{13} + A_{14} \geq \frac{3}{2} 16^{\frac{1}{2}} (\alpha + 2\theta).
\]  
(3.17)

By the estimates in (3.14), (3.15), (3.16) and (3.17), if $\pi - \alpha + \theta > \pi$, or $\theta + \beta_1 > \pi$, or $\beta_1 - \alpha - \theta > \pi$, (3.10), (3.11) and (3.12) still hold. Hence, the estimate (3.13) holds.

Therefore, (3.4), (3.8) and (3.13) imply that
\[
A \geq \frac{3}{16} 16^{\frac{1}{2}} \left[ 2 (2\pi^2)^{\frac{1}{4}} + \left( \frac{\pi}{2} + 2\theta \right)^{\frac{1}{2}} + \left( \frac{\pi}{2} + 3\theta \right)^{\frac{1}{2}} + \theta^2 \right].
\]  
(3.18)

**Case 2:** $q_1$ and $q_4$ collide at $t = 1$ ($q_1(1) = q_4(1)$) and there is no collision at $t = 0$ in $P_{Q_1}([0,1])$.

By Lemma 2.2, the path $P_{Q_1}([0,1])$ can be extended to $P_{Q_1}([-1,1])$. The binary collision $q_1(1) = q_4(1)$ implies another binary collision at $t = -1$: $q_1(-1) = q_3(-1)$. Then by Theorem 3.1,
\[
2 (A_{13} + A_{14}) = \int_{-1}^{1} \frac{1}{2} |\dot{q}_1 - \dot{q}_3|^2 + \frac{4}{|q_1 - q_3|} dt + \int_{-1}^{1} \frac{1}{2} |\dot{q}_1 - \dot{q}_4|^2 + \frac{4}{|q_1 - q_4|} dt
\]
\[
\geq 3 (32\pi^2)^{\frac{1}{4}}.
\]

It implies that
\[
A_{13} + A_{14} \geq \frac{3}{2} (32\pi^2)^{\frac{1}{4}}.
\]  
(3.19)

Let $\beta_2 \in [0, \pi]$ be the polar angle of the vector $\overrightarrow{q_2q_3}$ at $t = 0$. Let $\alpha \in [-\pi/2, \pi/2]$ be the angle from the vector $\overrightarrow{q_2q_3}$ at $t = 1$ rotating counterclockwisely to the vector $\overrightarrow{q_1q_3}$ at $t = 1$. Similar to the argument in **Case 1**, if $\pi - \alpha + \theta \leq \pi$ and $\theta - \alpha + \beta_2 \leq \pi$, we have
\[
A_{12} \geq \frac{3}{2} 16^{\frac{1}{2}} (\pi - \alpha + \theta), \quad A_{34} \geq \frac{3}{2} 16^{\frac{1}{2}} (\pi - \alpha - \theta),
\]
\[
A_{23} \geq \frac{3}{2} 16^{\frac{1}{2}} (\theta - \beta_2), \quad A_{24} \geq \frac{3}{2} 16^{\frac{1}{2}} (\theta - \alpha + \beta_2).
\]
It follows that

\[ A_{12} + A_{34} + A_{23} + A_{24} \geq \frac{3}{2} 16^\frac{1}{3} \left[ (\pi - \alpha + \theta)^\frac{2}{3} + \left( \frac{\pi}{2} - \alpha - \theta \right)^\frac{2}{3} + (\theta - \alpha + \beta_2)^\frac{2}{3} \right] \]

\[ \geq \frac{3}{2} 16^\frac{1}{3} \left[ (\pi - \alpha + \theta)^\frac{2}{3} + \left( \frac{\pi}{2} - \alpha - \theta \right)^\frac{2}{3} + (2\theta - \alpha)^\frac{2}{3} \right] \]

\[ \geq \frac{3}{4} 16^\frac{1}{3} \left[ \left( \frac{\pi}{2} + 2\theta \right)^\frac{2}{3} + \left( \frac{\pi}{2} - 3\theta \right)^\frac{2}{3} + (\pi - \theta)^\frac{2}{3} \right]. \] (3.20)

If \( \pi - \alpha + \theta > \pi \), then

\[ A_{12} \geq \frac{3}{2} 16^\frac{1}{3} (\pi + \alpha - \theta)^\frac{2}{3}. \] (3.21)

If \( \theta - \alpha + \beta_2 > \pi \), then

\[ A_{24} \geq \frac{3}{2} 16^\frac{1}{3} (2\pi - \theta - \alpha - \beta_2)^\frac{2}{3}. \] (3.22)

Note that \( \theta \in (0, \pi/10] \). It implies that

\[ A_{23} + A_{24} \geq (2\pi - 2\theta + \alpha)^\frac{2}{3} > (2\theta - \alpha)^\frac{2}{3}. \] (3.23)

If \( \pi - \alpha + \theta \leq \pi \) and \( \theta - \alpha + \beta_2 > \pi \), by (3.23), the inequality (3.20) holds. If \( \pi - \alpha + \theta > \pi \) and \( \theta - \alpha + \beta_2 > \pi \), by (3.21) and (3.23), the inequality (3.20) becomes

\[ A_{12} + A_{34} + A_{23} + A_{24} \geq \frac{3}{2} 16^\frac{1}{3} \left[ \left( \frac{3\pi}{2} - 2\theta \right)^\frac{2}{3} + \left( \frac{\pi}{2} - 3\theta \right)^\frac{2}{3} + (\pi + \theta)^\frac{2}{3} \right] \]

\[ \geq \frac{3}{4} 16^\frac{1}{3} \left[ \left( \frac{\pi}{2} + 2\theta \right)^\frac{2}{3} + \left( \frac{\pi}{2} - 3\theta \right)^\frac{2}{3} + (\pi - \theta)^\frac{2}{3} \right]. \]

Hence, if \( \theta \in (0, \pi/10] \), inequality (3.20) always holds for all values of \( \alpha \in [-\pi/2, \pi/2] \) and \( \beta_2 \in [0, \pi] \). Then, inequalities (3.19) and (3.20) imply that

\[ A \geq \frac{3}{16} 16^\frac{1}{3} \left[ 2(2\pi^2)^\frac{2}{3} + \left( \frac{\pi}{2} + 2\theta \right)^\frac{2}{3} + \left( \frac{\pi}{2} - 3\theta \right)^\frac{2}{3} + (\pi - \theta)^\frac{2}{3} \right]. \] (3.24)
**Case 3:** $q_1$ and $q_2$ collide at $t = 0$ ($q_1(0) = q_2(0)$) and there is no collision at $t = 1$ in $P_{Q_1}([0, 1]).$

By Corollary 2.3, the path $P_{Q_1}([0, 1])$ can be extended to $P_{Q_1}([0, 2])$. The binary collision $q_1(0) = q_2(0)$ implies another binary collision at $t = 2$: $q_3(2) = q_4(2)$. By Theorem 3.1,

$$2(A_{12} + A_{34}) = \int_{-1}^{1} \frac{1}{2} |\dot{q}_1 - \dot{q}_2|^2 + \frac{4}{|q_1 - q_2|} dt + \int_{-1}^{1} \frac{1}{2} |\dot{q}_3 - \dot{q}_4|^2 + \frac{4}{|q_3 - q_4|} dt \geq 3 \left(32\pi^2\right)^{\frac{1}{3}}.$$

It follows that

$$A_{12} + A_{34} \geq \frac{3}{2} \left(32\pi^2\right)^{\frac{1}{3}}. \quad (3.25)$$

Let $\beta \in [0, \pi]$ be the polar angle of the vector $\overrightarrow{q_2q_3}$ at $t = 0$. Let $\alpha \in (-\pi/2, \pi/2)$ be the angle from the vector $\overrightarrow{q_1q_4}$ at $t = 1$ rotating counterclockwisely to the vector $\overrightarrow{q_1q_3}$ at $t = 1$. By Theorem 3.1, if $\beta - \alpha - \theta \leq \pi$, $\beta + \theta - \alpha \leq \pi$ and $\theta + \beta \leq \pi$, we have

$$A_{13} \geq \frac{3}{2} \left(2\pi - 2\theta\right)^{\frac{1}{2}}, \quad A_{24} \geq \frac{3}{2} \left(2\theta\right)^{\frac{1}{2}},
\quad A_{14} \geq \frac{3}{2} \left(2\pi - 2\theta\right)^{\frac{1}{2}}, \quad A_{23} \geq \frac{3}{2} \left(2\theta\right)^{\frac{1}{2}}.$$

It follows that if $\beta - \alpha - \theta \leq \pi$, $\beta + \theta - \alpha \leq \pi$ and $\theta + \beta \leq \pi$,

$$A_{13} + A_{24} + A_{14} + A_{23} \geq 3(16)^{\frac{1}{2}}(2\theta)^{\frac{1}{2}}. \quad (3.26)$$

Note that $\beta - \alpha - \theta < \beta - \alpha + \theta$. If $\beta - \alpha - \theta > \pi$ or $\beta + \theta - \alpha > \pi$, we have

$$A_{13} + A_{24} \geq \min \left\{ \frac{3}{2} \left(2\pi - 2\theta\right)^{\frac{1}{2}}, \frac{3}{2} \left(2\theta\right)^{\frac{1}{2}} \right\} = \frac{3}{2} \left(2\pi\right)^{\frac{1}{2}}.$$

If $\theta + \beta > \pi$, we have

$$A_{14} + A_{23} \geq \frac{3}{2} \left(2\pi - 2\theta\right)^{\frac{1}{2}} > \frac{3}{2} \left(2\theta\right)^{\frac{1}{2}}.$$

Hence, inequality (3.26) always holds. By (3.4), (3.25) and (3.26), it follows that

$$A \geq \frac{3}{8} \left(2\pi^2\right)^{\frac{1}{2}} + 2(2\theta)^{\frac{1}{2}}. \quad (3.27)$$
**Case 4:** $q_3$ and $q_4$ collide at $t = 0$ ($q_3(0) = q_4(0)$) and there is no collision at $t = 1$ in $P_{Q_1}([0, 1])$.

By Corollary 2.3, the path $P_{Q_1}([0, 1])$ can be extended to $P_{Q_1}([0, 2])$. The binary collision $q_3(0) = q_4(0)$ implies another binary collision at $t = 2$: $q_1(2) = q_2(2)$. By Theorem 3.1,

$$2(A_{12} + A_{34}) = \int_{-1}^{1} \frac{1}{2} |q_1 - q_2|^2 + \frac{4}{|q_1 - q_2|} dt + \int_{-1}^{1} \frac{1}{2} |q_3 - q_4|^2 + \frac{4}{|q_3 - q_4|} dt$$

$$\geq 3 \left(32\pi^2\right)^{\frac{1}{4}}.$$ 

It follows that

$$A_{12} + A_{34} \geq \frac{3}{2} \left(32\pi^2\right)^{\frac{1}{4}}. \quad (3.28)$$

Let $\alpha \in (-\pi/2, \pi/2)$ be the angle from the vector $\vec{q_1q_4}$ at $t = 1$ rotating counterclockwise to the vector $\vec{q_1q_3}$ at $t = 1$. By Theorem 3.1, the following estimates hold if the collision point at $t = 0$ satisfies $q_{3x}(0) = q_{4x}(0) \geq q_{2x}(0)$:

$$A_{13} \geq \frac{3}{2} 16^{\frac{1}{2}} (\alpha + \theta) \frac{1}{2}, \quad A_{24} \geq \frac{3}{2} 16^{\frac{1}{2}} (\theta - \alpha) \frac{1}{2},$$

$$A_{14} \geq \frac{3}{2} 16^{\frac{1}{2}} \theta \frac{1}{2}, \quad A_{23} \geq \frac{3}{2} 16^{\frac{1}{2}} \theta \frac{1}{2}.$$

It follows that

$$A_{13} + A_{24} + A_{14} + A_{23} \geq \frac{3}{2} 16^{\frac{1}{2}} \left[2(\theta) \frac{1}{2} + (2\theta) \frac{1}{2}\right]. \quad (3.29)$$

If the collision point at $t = 0$ satisfies $q_{1x}(0) \leq q_{3x}(0) = q_{4x}(0) < q_{2x}(0)$, by Theorem 3.1, we have

$$A_{13} \geq \frac{3}{2} 16^{\frac{1}{2}} (\alpha + \theta) \frac{1}{2}, \quad A_{24} \geq \frac{3}{2} 16^{\frac{1}{2}} (\pi - \theta + \alpha) \frac{1}{2},$$

$$A_{14} \geq \frac{3}{2} 16^{\frac{1}{2}} (\theta) \frac{1}{2}, \quad A_{23} \geq \frac{3}{2} 16^{\frac{1}{2}} (\pi - \theta) \frac{1}{2}.$$ 

It is easy to check that inequality (3.29) holds for $\theta \in (0, \pi/10]$.

If the collision point at $t = 0$ satisfies $q_{3x}(0) = q_{4x}(0) < q_{1x}(0)$, by Theorem 3.1, we have

$$A_{13} \geq \frac{3}{2} 16^{\frac{1}{2}} (\pi - \alpha - \theta) \frac{1}{2}, \quad A_{24} \geq \frac{3}{2} 16^{\frac{1}{2}} (\pi - \theta + \alpha) \frac{1}{2},$$

$$A_{14} \geq \frac{3}{2} 16^{\frac{1}{2}} (\pi - \theta) \frac{1}{2}, \quad A_{23} \geq \frac{3}{2} 16^{\frac{1}{2}} (\pi - \theta) \frac{1}{2}.$$
It is clear that inequality (3.29) holds for \( \theta \in (0, \pi/10] \). Therefore, inequalities (3.28) and (3.29) imply that
\[
A \geq \frac{3}{8} 16^{\frac{1}{2}} \left[ (2\pi^2)^{\frac{1}{4}} + 2(\theta)^{\frac{1}{4}} + (2\theta)^{\frac{1}{4}} \right].
\] (3.30)

**Case 5:** collisions happen on both ends of \( P_2([0, 1]) \).

Note that at \( t = 0 \), there are two possible binary collisions: \( q_1(0) = q_2(0) \) and \( q_3(0) = q_4(0) \). Triple collisions and total collision at \( t = 0 \) will cause at least one of the two binary collisions. Similarly, at \( t = 1 \), we need to consider the other two binary collisions: \( q_1(1) = q_4(1) \) and \( q_2(1) = q_3(1) \). It implies that there are at least two different pairs of binary collisions in \([0, 1]\). By Theorem 3.1, the action \( A \) satisfies
\[
A \geq \frac{3}{4} 16^{\frac{1}{2}} (\pi)^{\frac{1}{2}}.
\] (3.31)

Therefore, for \( \theta \in (0, \pi/10] \), the estimates in the 5 cases ((3.18), (3.24), (3.27), (3.30), (3.31)) imply that
\[
A \geq \frac{3}{8} 16^{\frac{1}{2}} \left[ (2\pi^2)^{\frac{1}{4}} + 2(\theta)^{\frac{1}{4}} \right].
\] (3.32)

The proof is complete. \( \square \)

### 3.2 Lower bound of action of \( P_2 \) with boundary collisions

Let \( \tilde{q}(t) = \begin{bmatrix} \tilde{q}_1(t) \\ \tilde{q}_2(t) \\ \tilde{q}_3(t) \\ \tilde{q}_4(t) \end{bmatrix} \) be the position matrix path of the minimizer \( P_2 = P_2([0, 1]) \).

We assume the two boundary configurations in \( P_2 = P_2([0, 1]) \) to be
\[
\tilde{q}(0) = \begin{bmatrix} -a_{12} - c_{12} & 0 \\ -a_{12} & 0 \\ (2a_{12} + c_{12})/2 & b_{12} \\ (2a_{12} + c_{12})/2 & -b_{12} \end{bmatrix}, \quad \tilde{q}(1) = \begin{bmatrix} -a_{22} & -b_{22} \\ -a_{22} & b_{22} \\ a_{22} & c_{22} \\ a_{22} & -c_{22} \end{bmatrix} R(\theta),
\] (3.33)

where \( a_{12}, a_{22} \in \mathbb{R} \) and \( b_{12}, b_{22}, c_{12}, c_{22} \geq 0 \). In this subsection, we show that

**Lemma 3.3.** Let \( \theta \in (0, \pi/10] \). If the minimizing path \( P_2([0, 1]) \) has a boundary collision, then its action \( A \) satisfies
\[
A = A(\tilde{q}) \geq \frac{3}{8} 16^{\frac{1}{2}} \left[ \pi^2 + \theta^2 + 2(\theta)^2 \right].
\] (3.34)
Proof. According to the results of Marchal [13] and Chenciner [3], the only possible collisions in \( P_{Q_2}(0,1) \) are on the boundaries: \( \tilde{q}(0) \) and \( \tilde{q}(1) \). By the definitions of the two configuration sets \( Q_2 \) and \( Q_{E_2} \) in (2.5) and (2.6), the possible boundary collisions could be the following:

1. At \( t = 0 \):
   \[ q_1 = q_2; \quad q_3 = q_4; \quad q_2 = q_3 = q_4; \quad q_1 = q_3 = q_4, \quad q_1 = q_2 = q_3 = q_4; \]

2. At \( t = 1 \):
   \[ q_1 = q_2; \quad q_3 = q_4; \quad q_1 = q_2 = q_3 = q_4. \]

Note that when estimating the action \( A_i \) (1 \( \leq i \leq 4 \)), the triple collisions and total collisions can be treated as several binary collisions happening simultaneously. Hence, we only need to discuss the four possible binary collisions case by case.

**Case 1:** \( \tilde{q}_1(1) = \tilde{q}_2(1) \) in \( P_{Q_2}(0,1) \).

By Theorem 3.1, we have
\[
A_{12} \geq \frac{3}{2} (16\pi^2)^{\frac{1}{3}}. \tag{3.35}
\]

Let \( \beta_1 \in [0, \pi] \) be the polar angle of the vector \( \overrightarrow{q_1q_3} \) at \( t = 0 \). Let \( \beta_2 \in [0, \pi] \) be the polar angle of the vector \( \overrightarrow{q_2q_3} \) at \( t = 0 \). In the configuration \( \tilde{q}(1)R(-\theta) \), let \( \alpha \in [0, \pi] \) be the polar angle of the vector \( \overrightarrow{q_1q_3} \) at \( t = 1 \). By Theorem 3.1, if \( \alpha + \theta - \beta_1 \leq \pi, \theta - \alpha + \beta_1 \leq \pi, \theta + \alpha - \beta_2 \leq \pi \) and \( \theta - \alpha + \beta_2 \leq \pi \), we have
\[
A_{13} \geq \frac{3}{2} 16^{\frac{1}{3}} (\alpha + \theta - \beta_1)^{\frac{4}{3}}, \quad A_{14} \geq \frac{3}{2} 16^{\frac{1}{3}} (\theta - \alpha + \beta_1)^{\frac{4}{3}},
\]
\[
A_{23} \geq \frac{3}{2} 16^{\frac{1}{3}} (\theta + \alpha - \beta_2)^{\frac{4}{3}}, \quad A_{24} \geq \frac{3}{2} 16^{\frac{1}{3}} (\theta - \alpha + \beta_2)^{\frac{4}{3}},
\]
\[
A_{34} \geq \frac{3}{2} 16^{\frac{1}{3}} \theta^{\frac{4}{3}}.
\]

It follows that
\[
A_{13} + A_{14} + A_{23} + A_{24} + A_{34} \geq \frac{3}{2} 16^{\frac{1}{3}} \left[ (\alpha + \theta - \beta_1)^{\frac{4}{3}} + (\theta - \alpha + \beta_1)^{\frac{4}{3}} + (\theta + \alpha - \beta_2)^{\frac{4}{3}} + (\theta - \alpha + \beta_2)^{\frac{4}{3}} + \theta^{\frac{4}{3}} \right]
\]
\[
\geq \frac{3}{2} 16^{\frac{1}{3}} \left[ \theta^{\frac{4}{3}} + 2 (2\theta)^{\frac{2}{3}} \right]. \tag{3.36}
\]

Note that \( \theta \in (0, \pi/10] \). If \( \alpha + \theta - \beta_1 > \pi \) or \( \theta - \alpha + \beta_1 > \pi \),
\[
A_{13} + A_{14} \geq \min \left\{ \frac{3}{2} 16^{\frac{1}{3}} (2\theta)^{\frac{2}{3}}, \frac{3}{2} 16^{\frac{1}{3}} (2\pi - 2\theta)^{\frac{2}{3}}, \frac{3}{2} 16^{\frac{1}{3}} (4\pi - 2\theta)^{\frac{2}{3}} \right\} = \frac{3}{2} 16^{\frac{1}{3}} (2\theta)^{\frac{2}{3}}.
\]
Similarly, if $\alpha + \theta - \beta_2 > \pi$ or $\theta - \alpha + \beta_2 > \pi$,

$$\mathcal{A}_{23} + \mathcal{A}_{24} \geq \min \left\{ \frac{3}{2} \, 16^{\frac{1}{2}} (2\theta)^{\frac{3}{2}}, \frac{3}{2} \, 16^{\frac{1}{2}} (2\pi - 2\theta)^{\frac{3}{2}}, \frac{3}{2} \, 16^{\frac{1}{2}} (4\pi - 2\theta)^{\frac{3}{2}} \right\} = \frac{3}{2} \, 16^{\frac{1}{2}} (2\theta)^{\frac{3}{2}}. $$

It follows that inequality (3.36) holds for all $\alpha, \beta_1, \beta_2 \in [0, \pi]$. Hence, by (3.4), (3.35) and (3.36), the action $\mathcal{A}$ satisfies

$$\mathcal{A} \geq \frac{3}{8} \, 16^{\frac{1}{2}} \left[ \pi^{\frac{3}{2}} + \theta^{\frac{3}{2}} + 2 (2\theta)^{\frac{3}{2}} \right]. \quad (3.37)$$

**Case 2:** $\tilde{q}_3(1) = \tilde{q}_4(1)$ in $\mathcal{P}_{2\pi}([0, 1])$.

By Theorem 3.1, we have

$$\mathcal{A}_{34} \geq \frac{3}{2} \, (16\pi^2)^{\frac{1}{2}}. \quad (3.38)$$

Let $\beta_1 \in [0, \pi]$ be the polar angle of the vector $\vec{q}_1 \vec{q}_3$ at $t = 0$. Let $\beta_2 \in [0, \pi]$ be the polar angle of the vector $\vec{q}_2 \vec{q}_4$ at $t = 0$. In the configuration $\vec{q}(1)R(-\theta)$, let $\alpha \in [0, \pi]$ be the polar angle of the vector $\vec{q}_1 \vec{q}_4$ at $t = 1$. By Theorem 3.1, if $\alpha + \theta - \beta_1 \leq \pi$, $\alpha + \theta + \beta_1 \leq \pi$, $\alpha - \theta + \beta_2 \leq \pi$ and $\alpha - \theta - \beta_2 \leq \pi$, we have

$$\mathcal{A}_{13} \geq \frac{3}{2} \, 16^{\frac{1}{2}} (\alpha + \theta - \beta_1)^{\frac{3}{2}}, \quad \mathcal{A}_{14} \geq \frac{3}{2} \, 16^{\frac{1}{2}} (\alpha + \theta + \beta_1)^{\frac{3}{2}},$$

$$\mathcal{A}_{23} \geq \frac{3}{2} \, 16^{\frac{1}{2}} (\alpha - \theta + \beta_2)^{\frac{3}{2}}, \quad \mathcal{A}_{24} \geq \frac{3}{2} \, 16^{\frac{1}{2}} (\alpha - \theta - \beta_2)^{\frac{3}{2}},$$

$$\mathcal{A}_{12} \geq \frac{3}{2} \, 16^{\frac{1}{2}} \left( \frac{\pi}{2} + \theta \right)^{\frac{3}{2}}. $$

It follows that if $\alpha + \theta - \beta_1 \leq \pi$, $\alpha + \theta + \beta_1 \leq \pi$, $\alpha - \theta + \beta_2 \leq \pi$ and $\alpha - \theta - \beta_2 \leq \pi$, the following inequality holds:

$$\mathcal{A}_{13} + \mathcal{A}_{14} + \mathcal{A}_{23} + \mathcal{A}_{24} \geq \frac{3}{2} \, 16^{\frac{1}{2}} \left[ (\alpha + \theta - \beta_1)^{\frac{3}{2}} + (\alpha + \theta + \beta_1)^{\frac{3}{2}} + (\alpha - \theta + \beta_2)^{\frac{3}{2}} + (\alpha - \theta - \beta_2)^{\frac{3}{2}} \right]$$

$$\geq \frac{3}{2} \, 16^{\frac{1}{2}} \left[ (2\theta + 2\alpha)^{\frac{3}{2}} + (2\alpha - 2\theta)^{\frac{3}{2}} \right]$$

$$\geq \frac{3}{2} \, 16^{\frac{1}{2}} (4\theta)^{\frac{3}{2}}. \quad (3.39)$$

If $\alpha + \theta - \beta_1 > \pi$ or $\alpha + \theta + \beta_1 > \pi$,

$$\mathcal{A}_{13} + \mathcal{A}_{14} \geq \min \left\{ \frac{3}{2} \, 16^{\frac{1}{2}} (2\theta + 2\alpha)^{\frac{3}{2}}, \frac{3}{2} \, 16^{\frac{1}{2}} (2\pi - 2\alpha)^{\frac{3}{2}} \right\}. $$
If \( \alpha - \theta + \beta_2 > \pi \) or \( \alpha - \theta - \beta_2 > \pi \),
\[
A_{23} + A_{24} \geq \min \left\{ \frac{3}{2} 16^{\frac{1}{4}} (2\alpha - 2\theta)^{\frac{1}{2}}, \frac{3}{2} 16^{\frac{1}{4}} (2\pi + 2\alpha)^{\frac{1}{2}} \right\}.
\]

Note that \( \theta \in (0, \pi/10] \). It follows that
\[
A_{13} + A_{14} + A_{23} + A_{24} \\
\geq \min \left\{ \frac{3}{2} 16^{\frac{1}{4}} (4\theta)^{\frac{1}{2}}, \frac{3}{2} 16^{\frac{1}{4}} (2\pi - 4\theta)^{\frac{1}{2}}, \frac{3}{2} 16^{\frac{1}{4}} (2\pi + 4\theta)^{\frac{1}{2}} \right\} \\
= \frac{3}{2} 16^{\frac{1}{4}} (4\theta)^{\frac{1}{2}}.
\]

Hence, the action \( A \) satisfies
\[
A = \frac{1}{4} \left[ A_{13} + A_{14} + A_{23} + A_{24} + A_{12} + A_{34} \right] \\
\geq \frac{3}{2} 16^{\frac{1}{4}} \left[ (4\theta)^{\frac{1}{2}} + \left( \frac{\pi}{2} + \theta \right)^{\frac{1}{2}} + \pi^{\frac{1}{2}} \right].
\]

**Case 3:** \( \tilde{q}_1(0) = \tilde{q}_2(0) \) in \( P_{Q_1}([0,1]) \).

By Theorem 3.1, we have
\[
A_{12} \geq \frac{3}{2} (16\pi^{4})^{\frac{1}{2}}.
\]

Let \( \beta \in [0, \pi] \) be the polar angle of the vector \( \tilde{q}_1 q_3^2 \) at \( t = 0 \). In the configuration \( \tilde{q}(1) R(\theta) \), let \( \alpha_1 \in [0, \pi] \) be the polar angle of the vector \( \tilde{q}_1 q_3^2 \) at \( t = 1 \) and let \( \alpha_2 \in [0, 2\pi) \) be the polar angle of the vector \( \tilde{q}_2 q_3^2 \) at \( t = 1 \). By Theorem 3.1, if \( \alpha_1 + \theta - \beta \leq \pi, \alpha_1 - \theta - \beta \leq \pi, \alpha_2 + \theta - \beta \leq \pi \) and \( \alpha_2 - \theta - \beta \leq \pi \), we have
\[
A_{13} \geq \frac{3}{2} 16^{\frac{1}{4}} (\alpha_1 + \theta - \beta)^{\frac{1}{2}}, \\
A_{23} \geq \frac{3}{2} 16^{\frac{1}{4}} (\alpha_2 + \theta - \beta)^{\frac{1}{2}}, \\
A_{34} \geq \frac{3}{2} 16^{\frac{1}{4}} (\alpha_2 - \theta - \beta)^{\frac{1}{2}}, \\
A_{14} \geq \frac{3}{2} 16^{\frac{1}{4}} (\alpha_1 - \theta - \beta)^{\frac{1}{2}}.
\]

It follows that, if \( \alpha_1 + \theta - \beta \leq \pi, |\alpha_1 - \theta - \beta| \leq \pi, \alpha_2 + \theta - \beta \leq \pi \) and \( |\alpha_2 - \theta - \beta| \leq \pi \), the following inequality holds:
\[
A_{13} + A_{14} + A_{23} + A_{24} \\
\geq \frac{3}{2} 16^{\frac{1}{4}} \left[ (\alpha_1 + \theta - \beta)^{\frac{1}{2}} + (\alpha_1 - \theta - \beta)^{\frac{1}{2}} + (\alpha_2 + \theta - \beta)^{\frac{1}{2}} + (\alpha_2 - \theta - \beta)^{\frac{1}{2}} \right] \\
\geq 3(16)^{\frac{1}{4}} (2\theta)^{\frac{1}{2}}.
\]
If \( \alpha_1 + \theta - \beta > \pi \) or \( |\alpha_1 - \theta - \beta| > \pi \), we have
\[
A_{13} + A_{24} \geq \min \left\{ \frac{3}{2} \left( \frac{16}{7} (2\theta) \right), \frac{3}{2} \left( \frac{16}{7} (2\pi - 2\theta) \right), \frac{3}{2} \left( \frac{16}{7} (2\pi + 2\theta) \right) \right\}
\]
\[
= \frac{3}{2} \left( \frac{16}{7} (2\theta) \right).
\]
Similarly, if \( \alpha_2 + \theta - \beta > \pi \) or \( |\alpha_2 - \theta - \beta| > \pi \),
\[
A_{23} + A_{14} \geq \min \left\{ \frac{3}{2} \left( \frac{16}{7} (2\theta) \right), \frac{3}{2} \left( \frac{16}{7} (2\pi - 2\theta) \right), \frac{3}{2} \left( \frac{16}{7} (2\pi + 2\theta) \right) \right\}
\]
\[
= \frac{3}{2} \left( \frac{16}{7} (2\theta) \right).
\]
Hence, inequality (3.42) holds for all values of \( \beta, \alpha_1 \in [0, \pi] \) and \( \alpha_2 \in [0, 2\pi) \). Therefore, the action \( \mathcal{A} \) satisfies
\[
\mathcal{A} \geq \frac{3}{8} \left( \frac{16}{7} \pi + \frac{1}{2} + 2 (2\theta) \right). \tag{3.43}
\]

**Case 4:** \( \bar{q}_3(0) = \bar{q}_4(0) \) in \( \mathcal{P}_{Q_1}([0, 1]) \).

By Theorem 3.1, we have
\[
\mathcal{A}_{34} \geq \frac{3}{2} \left( 16\pi^2 \right) \frac{1}{7}. \tag{3.44}
\]
Note that the vector \( \bar{q}_1 \bar{q}_2 \) rotates an angle \( \pi/2 + \theta \). It implies that
\[
\mathcal{A}_{12} \geq \frac{3}{2} \left( \frac{16}{7} \left( \frac{\pi}{2} + \theta \right) \right). \tag{3.45}
\]
In the configuration \( \bar{q}(1)R(-\theta) \), let \( \alpha_1 \) be the polar angle of the vector \( \bar{q}_1 \bar{q}_3 \) at \( t = 1 \), and let \( \alpha_2 \) be the polar angle of the vector \( \bar{q}_2 \bar{q}_3 \) at \( t = 1 \). By the definition of the configurations \( Q_1 \) and \( Q_e \), it implies that \( \alpha_1 \in [0, \pi] \) and \( \alpha_2 \in [0, 2\pi) \). In the configuration \( \bar{q}(0) \), all the four bodies are on the x-axis. There are basically three subcases:

(i): the collision pair \( \bar{q}_3(0) = \bar{q}_4(0) \) is on the right hand side of \( \bar{q}_2(0) \). By Theorem 3.1, if \( \alpha_1 + \theta \leq \pi \), \( \alpha_2 + \theta \leq \pi \) and \( \alpha_2 - \theta \leq \pi \), we have
\[
\mathcal{A}_{13} \geq \frac{3}{2} \left( \frac{16}{7} \left( \alpha_1 + \theta \right) \right), \quad \mathcal{A}_{24} \geq \frac{3}{2} \left( \frac{16}{7} \left( \alpha_1 - \theta \right) \right),
\]
\[
\mathcal{A}_{23} \geq \frac{3}{2} \left( \frac{16}{7} \left( \alpha_2 + \theta \right) \right), \quad \mathcal{A}_{14} \geq \frac{3}{2} \left( \frac{16}{7} \left( \alpha_2 - \theta \right) \right).
\]
It follows that if \( \alpha_1 + \theta \leq \pi \), \( \alpha_2 + \theta \leq \pi \) and \( \alpha_2 - \theta \leq \pi \), the following inequality holds:

\[
A_{13} + A_{14} + A_{23} + A_{24} \\
\geq \frac{3}{2} 16^\frac{1}{4} \left[ (\alpha_1 + \theta)^\frac{2}{3} + (\alpha_1 - \theta)^\frac{2}{3} + (\alpha_2 + \theta)^\frac{2}{3} + (\alpha_2 - \theta)^\frac{2}{3} \right] \\
\geq 3(16)^{\frac{1}{4}} (2\theta)^{\frac{1}{3}}. \tag{3.46}
\]

If \( \alpha_1 + \theta > \pi \),

\[
A_{13} + A_{24} \geq \frac{3}{2} 16^\frac{1}{4} (2\pi - 2\theta)^{\frac{1}{3}} > \frac{3}{2} 16^\frac{1}{4} (2\theta)^{\frac{1}{3}}.
\]

If \( \alpha_2 + \theta > \pi \) or \( \alpha_2 - \theta > \pi \),

\[
A_{23} + A_{14} \geq \min \left\{ \frac{3}{2} 16^\frac{1}{4} (2\pi - 2\theta)^{\frac{1}{3}}, \frac{3}{2} 16^\frac{1}{4} (2\theta)^{\frac{1}{3}} \right\} = \frac{3}{2} 16^\frac{1}{4} (2\theta)^{\frac{1}{3}}.
\]

It follows that inequality (3.46) holds for any \( \alpha_1 \in [0, \pi] \) and \( \alpha_2 \in [0, 2\pi] \).

(ii): The collision pair is in the middle of body 1 and 2:

\[
\bar{q}_1(0) \leq \bar{q}_3(0) = \bar{q}_4(0) \leq \bar{q}_2(0).
\]

By Theorem 3.1, if \( \alpha_1 + \theta \leq \pi \), \( \pi - \alpha_1 + \theta \leq \pi \), \( \alpha_2 + \theta - \pi \leq \pi \) and \( \alpha_2 - \theta \leq \pi \), we have

\[
A_{13} \geq \frac{3}{2} 16^\frac{1}{4} (\alpha_1 + \theta)^{\frac{2}{3}}, \quad A_{24} \geq \frac{3}{2} 16^\frac{1}{4} (\pi - \alpha_1 + \theta)^{\frac{2}{3}}, \\
A_{23} \geq \frac{3}{2} 16^\frac{1}{4} (\alpha_2 + \theta - \pi)^{\frac{2}{3}}, \quad A_{14} \geq \frac{3}{2} 16^\frac{1}{4} (\alpha_2 - \theta)^{\frac{2}{3}}.
\]

It follows that

\[
A_{13} + A_{14} + A_{23} + A_{24} \\
\geq \frac{3}{2} 16^\frac{1}{4} \left[ (\alpha_1 + \theta)^\frac{2}{3} + (\pi - \alpha_1 + \theta)^\frac{2}{3} + (\alpha_2 + \theta - \pi)^\frac{2}{3} + (\alpha_2 - \theta)^\frac{2}{3} \right] \\
\geq \frac{3}{2} (16)^{\frac{1}{4}} \left[ (\pi + 2\theta)^\frac{2}{3} + (\pi - 2\theta)^\frac{2}{3} \right] \\
> 3(16)^{\frac{1}{4}} (2\theta)^{\frac{1}{3}}. \tag{3.47}
\]

If \( \alpha_1 + \theta > \pi \) or \( \pi - \alpha_1 + \theta > \pi \),

\[
A_{13} + A_{24} \geq \min \left\{ \frac{3}{2} (16)^{\frac{1}{4}} (\pi + 2\theta)^{\frac{2}{3}}, \frac{3}{2} (16)^{\frac{1}{4}} (\pi - 2\theta)^{\frac{2}{3}} \right\} > \frac{3}{2} (16)^{\frac{1}{4}} (2\theta)^{\frac{1}{3}}.
\]
If \( \alpha_2 + \theta - \pi > \pi \) or \( \alpha_2 - \theta > \pi \),

\[
A_{23} + A_{14} \geq \min \left\{ \frac{3}{2} (16)^{\frac{1}{2}} (\pi + 2\theta)^{\frac{3}{2}}, \frac{3}{2} (16)^{\frac{1}{2}} (\pi - 2\theta)^{\frac{3}{2}} \right\} > \frac{3}{2} (16)^{\frac{1}{2}} (2\theta)^{\frac{3}{2}}.
\]

Hence, inequality (3.47) holds for any \( \alpha_1 \in [0, \pi] \) and \( \alpha_2 \in [0, 2\pi) \).

(iii): the collision pair \( q_3(0) = q_4(0) \) is on the left hand side of \( q_1(0) \). By Theorem 3.1, if \( \pi - \alpha_1 + \theta \leq \pi, \alpha_2 + \theta - \pi \leq \pi \) and \( \pi - \alpha_2 + \theta \leq \pi \),

\[
A_{13} \geq \frac{3}{2} 16^{\frac{1}{2}} (\alpha_1 + \theta - \pi)^{\frac{3}{2}}, \quad A_{24} \geq \frac{3}{2} 16^{\frac{1}{2}} (\pi - \alpha_1 + \theta)^{\frac{3}{2}},
\]

\[
A_{23} \geq \frac{3}{2} 16^{\frac{1}{2}} (\alpha_2 + \theta - \pi)^{\frac{3}{2}}, \quad A_{14} \geq \frac{3}{2} 16^{\frac{1}{2}} (\pi - \alpha_2 + \theta)^{\frac{3}{2}}.
\]

It follows that

\[
A_{13} + A_{14} + A_{23} + A_{24} \geq 3 (16)^{\frac{1}{2}} (2\theta)^{\frac{3}{2}}.
\]

(3.48)

If \( \pi - \alpha_1 + \theta > \pi \),

\[
A_{13} + A_{24} \geq \frac{3}{2} (16)^{\frac{1}{2}} (\pi - 2\theta)^{\frac{3}{2}} > \frac{3}{2} (16)^{\frac{1}{2}} (2\theta)^{\frac{3}{2}}.
\]

If \( \alpha_2 + \theta - \pi > \pi \) or \( \pi - \alpha_2 + \theta > \pi \),

\[
A_{23} + A_{14} \geq \frac{3}{2} (16)^{\frac{1}{2}} (\pi - 2\theta)^{\frac{3}{2}} > \frac{3}{2} (16)^{\frac{1}{2}} (2\theta)^{\frac{3}{2}}.
\]

Hence, inequality (3.48) holds for any \( \alpha_1 \in [0, \pi] \) and \( \alpha_2 \in [0, 2\pi) \).

By the analysis in the three subcases ((i) to (iii)), it follows that

\[
A_{13} + A_{14} + A_{23} + A_{24} \geq 3 (16)^{\frac{1}{2}} (2\theta)^{\frac{3}{2}}.
\]

(3.49)

Therefore, by inequalities (3.45), (3.44) and (3.49), the action \( A \) satisfies

\[
A \geq \frac{3}{8} 16^{\frac{1}{2}} \left[ \pi^{\frac{4}{3}} + \left( \frac{\pi}{2} + \theta \right)^{\frac{3}{2}} + 2 (2\theta)^{\frac{3}{2}} \right].
\]

(3.50)

By the discussions above, for \( \theta \in (0, \frac{\pi}{10}] \), if the minimizing path \( p\Omega_2([0,1]) \) has boundary collisions, the estimates in the 4 cases ((3.37), (3.40), (3.43), (3.50)) imply that

\[
A \geq \frac{3}{8} 16^{\frac{1}{2}} \left[ \pi^{\frac{4}{3}} + \theta^{\frac{3}{2}} + 2 (2\theta)^{\frac{3}{2}} \right].
\]

(3.51)

The proof is complete. \( \Box \)
4 Definition of test paths

In this section, we define new test paths connecting $Q_S$ and $Q_E_i (i = 1, 2)$. In order to apply the level estimate method, we need to find test paths which have action values strictly less than the lower bound of action in Lemma 3.2 or Lemma 3.3. The main idea is to use piecewise smooth linear functions which are linear approximations of the action minimizers $P_{Q_1}$ and $P_{Q_2}$. The test paths are introduced in the following subsections.

4.1 test paths connecting $Q_S$ and $Q_{E_1}$

Note that

$$Q_s = \begin{bmatrix} -a_1 - c_1 & 0 \\ -a_1 & 0 \\ (2a_1 + c_1)/2 & b_1 \\ (2a_1 + c_1)/2 & -b_1 \end{bmatrix}, \quad Q_{e_1} = \begin{bmatrix} -b_2 & -a_2 \\ -c_2 & a_2 \\ c_2 & a_2 \\ b_2 & -a_2 \end{bmatrix} R(\theta), \quad (4.1)$$

where $a_1, a_2 \in \mathbb{R}$ and $b_1, b_2, c_1, c_2 \geq 0$. Recall that for each given $\theta \in (0, \pi/10]$, $Q_S$ and $Q_{E_1}$ are defined to be the boundary configuration sets:

$$Q_S = \left\{ Q_s \mid a_1 \in \mathbb{R}, b_1 \geq 0, c_1 \geq 0 \right\}, \quad (4.2)$$

$$Q_{E_1} = \left\{ Q_{e_1} \mid a_2 \in \mathbb{R}, b_2 \geq 0, c_2 \geq 0 \right\}, \quad (4.3)$$

where $Q_s$ and $Q_{e_1}$ are defined in (4.1). We set $P(Q_S, Q_{E_1})$ to be the set of paths in $H^1([0, 1], \chi)$ which have boundaries in $Q_S$ and $Q_{E_1}$:

$$P(Q_S, Q_{E_1}) := \left\{ q(t) \in H^1([0, 1], \chi) \mid q(0) \in Q_S, q(1) \in Q_{E_1} \right\}.$$

For given $\theta \in (0, \pi/10]$, our goal is to define some test path $P_{\text{test}} \in P(Q_S, Q_{E_1})$, such that its action $\mathcal{A}_{\text{test}} = \mathcal{A}(P_{\text{test}})$ is strictly less than the lower bound (3.7) in Lemma 3.2:

$$\mathcal{A}_{\text{col}} \geq \frac{3}{8} 16^{\frac{1}{12}} \left( 2\pi^2 \right)^{\frac{1}{4}} + 2(2\theta)^{\frac{1}{2}} > \mathcal{A}(P_{\text{test}}),$$

where $\mathcal{A}_{\text{col}}$ denotes the action of the minimizing path $P_{Q_i}$ with boundary collisions. For convenience, we set

$$g_1(\theta) = \frac{3}{8} 16^{\frac{1}{12}} \left( 2\pi^2 \right)^{\frac{1}{4}} + 2(2\theta)^{\frac{1}{2}}. \quad (4.4)$$

The following lemma holds for small $\theta$:
Lemma 4.1. For each $\theta \in (0, 0.0539\pi]$, there exists a test path $P_{\text{test}} \in P(Q_S, Q_{E_1})$, such that its action $A_{\text{test}} = A(P_{\text{test}})$ satisfies

$$A_{\text{test}} = A(P_{\text{test}}) < g_1(\theta).$$

Proof. Let $\bar{q}(t)$ ($t \in [0, 1]$) be the position matrix path of $P_{\text{test}}$. The test path $P_{\text{test}}$ is defined in two steps.

First, we define a test path for a fixed angle $\theta = \theta_0$. At time $t = t_j = \frac{j}{10}$ ($j = 0, 1, 2, \ldots, 10$), we can find the position matrices $q(\frac{j}{10})$ in the minimizer $P_{Q_1} \equiv P_{Q_1, \theta_0}$. In $P_{\text{test}}$, we set

$$\bar{q}(t) = q(j) = q(j).$$

For $t \in [t_j, t_{j+1}]$, the path will be the linear connection between $\bar{q}(t_j)$ and $\bar{q}(t_{j+1})$ ($j = 0, 1, 2, \ldots, 9$). Furthermore, we assume the linear connection between the position matrices $q(t_j)$ and $q(t_{j+1})$ ($j = 0, 1, 2, \ldots, 10$) are given, the action value $A_{\text{test}} = A(P_{\text{test}})$ can be calculated. By its definition, $A_{\text{test}}$ should be close to the minimum action $A(P_{Q_1})$. Note that in (4.4), $g_1(\theta)$ is the lower bound of action of the minimizer $P_{Q_1}$ with boundary collisions. If

$$A_{\text{test}} < g_1(\theta),$$

it follows that the minimizer $P_{Q_1} = P_{Q_1, \theta_0}$ has no collision singularity.

The next step is to define a test path for an interval of $\theta_0$. Assume at $\theta = \theta_0$, the test path defined in the first step satisfies $A_{\text{test}} < g_1(\theta_0)$. Then it is reasonable to expect in a small interval of $\theta_0$, one can perturb the test path $P_{\text{test}} = P_{\text{test}, \theta_0}$ defined for $\theta = \theta_0$, such that the inequality $A_{\text{test}} < g_1(\theta)$ still holds. In this paper, the perturbed path is defined as follows.

We fix $P_{\text{test}}(t \in [0, \frac{9}{10}])$. For $t \in \left[\frac{9}{10}, 1\right]$, we perturb the last point $\bar{q}(t_{10}) = \bar{q}(1)$ in $P_{\text{test}} = P_{\text{test}, \theta_0}$ such that it satisfies the boundary condition

$$\bar{q}(1) \in Q_{E_1} = \left\{ Q_{ei} \mid a_2 \in \mathbb{R}, b_2 \geq 0, c_2 \geq 0 \right\}.$$

Then we connect $\bar{q}(1)$ with $\bar{q}(t_0) = \bar{q}(\frac{9}{10}) = q(\frac{9}{10})$ by straight lines. We set $\bar{q}(1) =$
At given $\theta = \theta_0$, and $\theta$ is in a small interval of $\theta_0$. It is clear that for each $\theta$, $\tilde{q}(1) \in Q_{E_i}$. The perturbed path will have action smaller than $g_1(\theta)$ in a small interval of $\theta_0$. Actually, this process can be repeated for different values of $\theta_0$ and eventually we can define test paths for all possible $\theta$. In what follows, we explain how to calculate the action of a test path $A_{\text{test}} = A(P_{\text{test}})$.

Let $A_{j+1}$ be the action of the linear path connecting $\tilde{q}(\frac{j}{10})$ and $\tilde{q}(\frac{j+1}{10})$, $(j = 0, 1, 2, \ldots, 9)$. Then the action $A_{\text{test}} = A(P_{\text{test}})$ satisfies

$$A_{\text{test}} = A(P_{\text{test}}) = \sum_{j=0}^{9} A_{j+1}.$$ 

Indeed, one can directly calculate each action $A_{j+1}$ \(j = 0, 1, 2, \ldots, 9\), which are determined by the given 11 position matrices $\tilde{q}(t_k) (k = 0, 1, 2, \ldots, 10)$. For $t \in \left[\frac{j}{10}, \frac{j+1}{10}\right]$, let $K_{j+1}$ be the corresponding kinetic energy and $U_{j+1}$ be the potential energy. It follows that

$$A_{j+1} = \int_{\frac{j}{10}}^{\frac{j+1}{10}} K_{j+1} dt + \int_{\frac{j}{10}}^{\frac{j+1}{10}} U_{j+1} dt, \quad j = 0, 1, 2, \ldots, 9.$$ 

Note that the linear path has a constant velocity in the time $t \in \left[\frac{j}{10}, \frac{j+1}{10}\right]$. By (4.5), it follows that the kinetic energy is

$$K_{j+1} = \frac{1}{2} \sum_{i=1}^{4} |\tilde{q}_i(t)|^2 = 50 \sum_{i=1}^{4} |\tilde{q}_{i,j+1} - \tilde{q}_{i,j}|^2.$$ 
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It implies that

$$\int_0^{t+1} K_{j+1} \, dt = 5 \sum_{i=1}^{4} |\bar{q}_{i,(j+1)} - \bar{q}_{i,j}|^2, \quad j = 0, 1, 2, \ldots, 9.$$ \hspace{1cm} (4.6)

The potential energy is

$$U_{j+1} = \sum_{1 \leq i < k \leq 4} \frac{1}{|\bar{q}_i(t) - \bar{q}_k(t)|^s}, \quad t \in \left[ \frac{j}{10}, \frac{j+1}{10} \right], \quad j = 0, 1, 2, \ldots, 9.$$ \hspace{1cm} (4.7)

where $\bar{q}_i(t) (i = 1, 2, 3, 4)$ is defined by (4.5). Let $u = 10(t - \frac{j}{10})$. Then

$$\int_0^{t+1} \frac{1}{|\bar{q}_i(t) - \bar{q}_k(t)|} \, dt = \frac{1}{10} \int_0^1 \frac{1}{|\bar{q}_{i,j} - \bar{q}_{k,j} + u(\bar{q}_{i,(j+1)} - \bar{q}_{i,j} + \bar{q}_{k,j} - \bar{q}_{k,j+1})|} \, du.$$ \hspace{1cm} (4.8)

Note that the integral in (4.7) always has the form $\int_0^1 \frac{du}{\sqrt{(a + bu)^2 + (c + du)^2}}$ and it can be integrated as follows:

$$\int_0^1 \frac{1}{\sqrt{(a + bu)^2 + (c + du)^2}} \, du = \frac{1}{\sqrt{b^2 + d^2}} \ln \left[ \frac{ab + cd}{b^2 + d^2} + u + \sqrt{\frac{(a + bu)^2 + (c + du)^2}{b^2 + d^2}} \right]_0^1.$$ \hspace{1cm} (4.9)

Hence, by (4.6), (4.7) and (4.8), once the coordinates of $\bar{q}_{i,j} = \bar{q}_i(\frac{j}{10}) (i = 1, 2, 3, 4; j = 0, 1, 2, \ldots, 10)$ are given, we can find the exact value of $A_{j+1} (j = 0, 1, 2, \ldots, 9)$.

Therefore, the action $A(P_{\text{test}}) = \sum_{j=0}^9 A_{j+1}$ can be calculated accurately. It is clear that $A(P_{\text{test}})$ will be a function of $\theta$ and to exclude possible collisions in $P_{Q_1}$, we need to prove that for $\theta$ in a certain interval of $\theta_0$, the following inequality holds:

$$A(P_{\text{test}}) < g_1(\theta) = \frac{3}{8} 16^{\frac{3}{2}} \left[ (2\pi^2)^{\frac{3}{2}} + 2(20)^{\frac{3}{2}} \right].$$ \hspace{1cm} (4.9)

In order to make inequality (4.9) true, we will choose 7 different values of $\theta_0$ and define the test paths in each interval of $\theta_0$. For given $\theta_0$, test paths $P_{\text{test}} =$
\( P_{\text{test}, \theta, \theta_0} \) can be determined by the values of \( q(t_j) = q(\frac{j}{10}) \) \( (j = 0, 1, 2, \ldots, 10) \) in the minimizing path \( P_Q \), corresponding to \( \theta_0 \). It is clear that

\[
\tilde{q}(0) = \begin{bmatrix} \tilde{q}_1(0) \\ \tilde{q}_2(0) \\ \tilde{q}_3(0) \\ \tilde{q}_4(0) \end{bmatrix} \in Q_S = \left\{ \begin{bmatrix} a_1 \end{bmatrix} \mid a_1 \in \mathbb{R}, b_1 \geq 0, c_1 \geq 0 \right\},
\]

\[
\tilde{q}(1) = \begin{bmatrix} \tilde{q}_1(1) \\ \tilde{q}_2(1) \\ \tilde{q}_3(1) \\ \tilde{q}_4(1) \end{bmatrix} \in Q_{E_1} = \left\{ \begin{bmatrix} a_2 \end{bmatrix} \mid a_2 \in \mathbb{R}, b_2 \geq 0, c_2 \geq 0 \right\},
\]

where \( Q_S \) and \( Q_{E_1} \) are defined by (4.1).

In the following tables (from Table 1 to Table 7), the position coordinates of \( \tilde{q}_{i,j} = \tilde{q}(\frac{j}{10}) \) \( (i = 1, 2, 3; j = 0, 1, 2, \ldots, 10) \) of \( P_{\text{test}} = P_{\text{test}, \theta, \theta_0} \) are given, where the position \( \tilde{q}_{4,j} \) \( (j = 0, 1, 2, \ldots, 10) \) satisfies

\[ \tilde{q}_{4,j} = -\tilde{q}_{1,j} - \tilde{q}_{2,j} - \tilde{q}_{3,j}. \]

To cover the interval \( \theta \in (0, 0.0539\pi] \), we take 7 different values of \( \theta_0 \). For each interval of \( \theta_0 \), we define test paths \( P_{\text{test}, \theta, \theta_0} \) by linear connections of the adjacent points \( \tilde{q}_{i,j} \) and \( \tilde{q}_{i,(j+1)} \) \( (i = 1, 2, 3, 4; j = 0, 1, 2, \ldots, 9) \) in each table (from Table 1 to Table 7) with constant speeds.

(i) \( \theta_0 = 0.0539\pi \): it works for \( \theta \in [0.052\pi, 0.0539\pi] \), in which \( \tilde{q}_{i,j} \) \( (i = 1, 2, 3; j = 0, 1, 2, \ldots, 10) \) of the test paths are given by Table 1;

| \( i \) | \( \tilde{q}_1 \) | \( \tilde{q}_2 \) | \( \tilde{q}_3 \) | \( \tilde{q}_4 \) |
|-----|-----|-----|-----|-----|
| 0   | [ 3 \pi/51 ] | [ 3 \pi/51 ] | [ 3 \pi/51 ] | [ 3 \pi/51 ] |
| 0.1 | [ 3 \pi/51 ] | [ 3 \pi/51 ] | [ 3 \pi/51 ] | [ 3 \pi/51 ] |
| 0.2 | [ 3 \pi/51 ] | [ 3 \pi/51 ] | [ 3 \pi/51 ] | [ 3 \pi/51 ] |
| 0.3 | [ 3 \pi/51 ] | [ 3 \pi/51 ] | [ 3 \pi/51 ] | [ 3 \pi/51 ] |
| 0.4 | [ 3 \pi/51 ] | [ 3 \pi/51 ] | [ 3 \pi/51 ] | [ 3 \pi/51 ] |
| 0.5 | [ 3 \pi/51 ] | [ 3 \pi/51 ] | [ 3 \pi/51 ] | [ 3 \pi/51 ] |
| 0.6 | [ 3 \pi/51 ] | [ 3 \pi/51 ] | [ 3 \pi/51 ] | [ 3 \pi/51 ] |
| 0.7 | [ 3 \pi/51 ] | [ 3 \pi/51 ] | [ 3 \pi/51 ] | [ 3 \pi/51 ] |
| 0.8 | [ 3 \pi/51 ] | [ 3 \pi/51 ] | [ 3 \pi/51 ] | [ 3 \pi/51 ] |
| 0.9 | [ 3 \pi/51 ] | [ 3 \pi/51 ] | [ 3 \pi/51 ] | [ 3 \pi/51 ] |
| 1   | [ 3 \pi/51 ] | [ 3 \pi/51 ] | [ 3 \pi/51 ] | [ 3 \pi/51 ] |

Table 1: The positions of \( \tilde{q}_{i,j} = \tilde{q}(\frac{j}{10}) \) \( (i = 1, 2, 3; j = 0, 1, 2, \ldots, 10) \) in the path \( P_{\text{test}} = P_{\text{test}, \theta, \theta_0} \) corresponding to \( \theta \in [0.052\pi, 0.0539\pi] \).

(ii) \( \theta_0 = 0.05\pi \): it works for \( \theta \in [0.0425\pi, 0.052\pi] \), in which \( \tilde{q}_{i,j} \) \( (i = 1, 2, 3; j = 0, 1, 2, \ldots, 10) \) of the test paths are given by Table 2;
Table 3: The positions of $\bar{q}_i = \tilde{q}_i(\frac{1}{10}) (i = 1, 2, 3, j = 0, 1, 2, \ldots, 10)$ in the path $P_{\text{test}} = P_{\text{test}, \theta_0}$ corresponding to $\theta \in \{0.032\pi, 0.0425\pi\}$.

| $i$ | $\bar{q}_i$ | $\theta_0 = 0.032\pi$ | $0 \in [0.032\pi, 0.0425\pi]$ |
|-----|-------------|------------------------|---------------------------------|
| 0   | (-3.3198, 0) | (-2.5208, 0)           | (3.1994, 0.0797)               |
| 0.1 | (-3.3198, 0) | (-2.5208, 0)           | (3.1994, 0.0797)               |
| 0.2 | (-3.3198, 0) | (-2.5208, 0)           | (3.1994, 0.0797)               |
| 0.3 | (-3.3198, 0) | (-2.5208, 0)           | (3.1994, 0.0797)               |
| 0.4 | (-3.3198, 0) | (-2.5208, 0)           | (3.1994, 0.0797)               |
| 0.5 | (-3.3198, 0) | (-2.5208, 0)           | (3.1994, 0.0797)               |
| 0.6 | (-3.3198, 0) | (-2.5208, 0)           | (3.1994, 0.0797)               |
| 0.7 | (-3.3198, 0) | (-2.5208, 0)           | (3.1994, 0.0797)               |
| 0.8 | (-3.3198, 0) | (-2.5208, 0)           | (3.1994, 0.0797)               |
| 0.9 | (-3.3198, 0) | (-2.5208, 0)           | (3.1994, 0.0797)               |
| 1   | (-3.3198, 0) | (-2.5208, 0)           | (3.1994, 0.0797)               |

Table 2: The positions of $\bar{q}_i = \tilde{q}_i(\frac{1}{10}) (i = 1, 2, 3, j = 0, 1, 2, \ldots, 10)$ in the path $P_{\text{test}} = P_{\text{test}, \theta_0}$ corresponding to $\theta \in \{0.0425\pi, 0.052\pi\}$.

| $i$ | $\bar{q}_i$ | $\theta_0 = 0.052\pi$ | $0 \in [0.0425\pi, 0.052\pi]$ |
|-----|-------------|------------------------|---------------------------------|
| 0   | (-3.3198, 0) | (-2.5208, 0)           | (3.1994, 0.0797)               |
| 0.1 | (-3.3198, 0) | (-2.5208, 0)           | (3.1994, 0.0797)               |
| 0.2 | (-3.3198, 0) | (-2.5208, 0)           | (3.1994, 0.0797)               |
| 0.3 | (-3.3198, 0) | (-2.5208, 0)           | (3.1994, 0.0797)               |
| 0.4 | (-3.3198, 0) | (-2.5208, 0)           | (3.1994, 0.0797)               |
| 0.5 | (-3.3198, 0) | (-2.5208, 0)           | (3.1994, 0.0797)               |
| 0.6 | (-3.3198, 0) | (-2.5208, 0)           | (3.1994, 0.0797)               |
| 0.7 | (-3.3198, 0) | (-2.5208, 0)           | (3.1994, 0.0797)               |
| 0.8 | (-3.3198, 0) | (-2.5208, 0)           | (3.1994, 0.0797)               |
| 0.9 | (-3.3198, 0) | (-2.5208, 0)           | (3.1994, 0.0797)               |
| 1   | (-3.3198, 0) | (-2.5208, 0)           | (3.1994, 0.0797)               |
(iii) $\theta_0 = 0.04\pi$: it works for $\theta \in [0.032\pi, 0.0425\pi]$, in which $q_{i,j} (i = 1, 2, 3; j = 0, 1, 2, \ldots, 10)$ of the test paths are given by Table 3;

(iv) $\theta_0 = 0.03\pi$: it works for $\theta \in [0.021\pi, 0.032\pi]$, in which $q_{i,j} (i = 1, 2, 3; j = 0, 1, 2, \ldots, 10)$ of the test paths are given by Table 4;

| $\theta_0 = 0.03\pi$ | $\theta_0 = 0.021\pi$ |
|----------------------|----------------------|
| $q_1$ | $q_2$ | $q_3$ |
| (0.04, 0.05, 0.06) | (0.05, 0.06, 0.07) | (0.06, 0.07, 0.08) |

Table 4: The positions of $\bar{q}_{i,j} = \bar{q}_i(\theta_0) (i = 1, 2, 3, j = 0, 1, 2, \ldots, 10)$ in the path $P_{\text{test}} = P_{\text{test}, \theta_0}$ corresponding to $\theta \in [0.021\pi, 0.032\pi]$.

(v) $\theta_0 = 0.015\pi$: it works for $\theta \in [0.008\pi, 0.021\pi]$, in which $q_{i,j} (i = 1, 2, 3; j = 0, 1, 2, \ldots, 10)$ of the test paths are given by Table 5;

| $\theta_0 = 0.015\pi$ | $\theta_0 = 0.008\pi$, $0.021\pi$ |
|----------------------|----------------------|
| $q_1$ | $q_2$ | $q_3$ |
| (0.04, 0.05, 0.06) | (0.05, 0.06, 0.07) | (0.06, 0.07, 0.08) |

Table 5: The positions of $\bar{q}_{i,j} = \bar{q}_i(\theta_0) (i = 1, 2, 3, j = 0, 1, 2, \ldots, 10)$ in the path $P_{\text{test}} = P_{\text{test}, \theta_0}$ corresponding to $\theta \in [0.008\pi, 0.021\pi]$.

(vi) $\theta_0 = 0.006\pi$: it works for $\theta \in [0.002\pi, 0.008\pi]$, in which $q_{i,j} (i = 1, 2, 3; j = 0, 1, 2, \ldots, 10)$ of the test paths are given by Table 6;

(vii) $\theta_0 = 0.002\pi$: it works for $\theta \in (0, 0.002\pi]$, in which $q_{i,j} (i = 1, 2, 3; j = 0, 1, 2, \ldots, 10)$ of the test paths are given by Table 7.

Seven different figures (Fig. 6, Fig. 7) are given to show that the following inequality

$$A_{\text{test}} = A(P_{\text{test}}) < g_1(\theta)$$
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\[ P = \begin{array}{c|c|c}
\theta_0 & 0.002\pi & 0 \in (0.002\pi, 0.008\pi) \\
\hline
0 & (-11.79537, 0.5152087780) & (-10.67826, 0.5152087780) \\
0.1 & (-11.935525, 0.0796757151) & (-10.480635, 0.0374167576) \\
0.3 & (-11.934117, 0.13897450) & (-10.495524, 0.04454696) \\
0.5 & (-11.918636, 0.21714615) & (-10.458541, 0.10757709) \\
0.7 & (-11.903211, 0.31453179) & (-10.51553, 0.14889344) \\
0.9 & (-11.862955, 0.40855571) & (-10.522019, 0.19555866) \\
1 & (-11.817907, 0.51628297) & (-10.555959, 0.24101157) \\
0 & (-11.7752981, 0.5152087780) & (-10.67826, 0.5152087780) \\
0.1 & (-11.935525, 0.0796757151) & (-10.480635, 0.0374167576) \\
0.3 & (-11.934117, 0.13897450) & (-10.495524, 0.04454696) \\
0.5 & (-11.918636, 0.21714615) & (-10.458541, 0.10757709) \\
0.7 & (-11.903211, 0.31453179) & (-10.51553, 0.14889344) \\
0.9 & (-11.862955, 0.40855571) & (-10.522019, 0.19555866) \\
1 & (-11.817907, 0.51628297) & (-10.555959, 0.24101157) \\
\end{array} \]

Table 6: The positions of \( \tilde{q}_i, j = \tilde{q}_i(\theta_0) (i = 1, 2, 3, j = 0, 1, 2, \ldots, 10) \) in the path \( P_{\text{test}} = P_{\text{test}, \theta_0} \) corresponding to \( \theta \in [0.002\pi, 0.008\pi] \).

\[ P = \begin{array}{c|c|c}
\theta_0 & 0.002\pi & 0 \in (0.002\pi, 0) \\
\hline
0 & (-22.191384, 0.0703835616) & (-20.676274, 0.043432618) \\
0.1 & (-22.115192, 0.1014950) & (-20.668333, 0.050956491) \\
0.3 & (-22.11717, 0.20943905) & (-20.708578, 0.12902615) \\
0.5 & (-22.118106, 0.31582593) & (-20.716827, 0.21305801) \\
0.7 & (-22.119914, 0.41383578) & (-20.730339, 0.26919377) \\
0.9 & (-22.121550, 0.515208778) & (-20.722841, 0.35077201) \\
1 & (-22.123110, 0.610795974) & (-20.822324, 0.43227371) \\
\end{array} \]

Table 7: The positions of \( \tilde{q}_i, j = \tilde{q}_i(\theta_0) (i = 1, 2, 3, j = 0, 1, 2, \ldots, 10) \) in the path \( P_{\text{test}} = P_{\text{test}, \theta_0} \) corresponding to \( \theta \in (0, 0.002\pi] \).
holds for every $\theta \in (0, 0.0539\pi]$. It follows that when $\theta \in (0, 0.0539\pi]$, the action minimizer $P_{Q_1}$ connecting $Q_S$ and $Q_{E_1}$ is free of collision. The proof is complete.

![Graph showing action value and collision lower bound](image)

**Figure 6:** In the figure, the horizontal axis is $\theta/\pi$, and the vertical axis is the action value $A$. When $\theta \in [0.052\pi, 0.0539\pi]$, the red curve is the graph of $g_1(\theta)$, the lower bound of action of paths with boundary collisions; while the purple curve is the graph of $A(P_{\text{test}})$, action of the test path $P_{\text{test}}$.

\[\square\]

### 4.2 test paths connecting $Q_S$ and $Q_{E_2}$

Recall that

\[Q_s = \begin{bmatrix} -a_1 - c_1 & 0 \\ -a_1 & 0 \\ (2a_1 + c_1)/2 & b_1 \\ (2a_1 + c_1)/2 & -b_1 \end{bmatrix}, \quad Q_{e_2} = \begin{bmatrix} -a_2 & -b_2 \\ -a_2 & b_2 \\ a_2 & c_2 \\ a_2 & -c_2 \end{bmatrix} R(\theta), \tag{4.10}\]

where $a_1, a_2 \in \mathbb{R}, b_1, b_2, c_1, c_2 \geq 0$. For each given $\theta$, $Q_S$ and $Q_{E_2}$ are set to be the boundary configuration sets:

\[Q_S = \left\{ Q_s \mid a_1 \in \mathbb{R}, b_1 \geq 0, c_1 \geq 0 \right\}, \tag{4.11}\]

\[Q_{E_2} = \left\{ Q_{e_2} \mid a_2 \in \mathbb{R}, b_2 \geq 0, c_2 \geq 0 \right\}. \tag{4.12}\]
Figure 7: In each subfigure, the horizontal axis is $\theta/\pi$, and the vertical axis is the action value $A$. The graphs of $g_1(\theta)$ (lower bound of action of paths with boundary collisions) and the graphs of $A(P_{test})$ (action of the test path $P_{test}$) are shown for different intervals of $\theta$. For each $\theta \in (0, 0.052\pi]$, the test path $P_{test}$ is defined as a piecewise smooth linear function, whose nodal points are given by the tables (from Table 2 to Table 7).
where \( Q_s \) and \( Q_{E_2} \) are defined in (4.10). We set \( P(Q_S, Q_{E_2}) \) to be the set of paths in \( H^1([0,1], \chi) \) which have boundaries in \( Q_S \) and \( Q_{E_2} \):
\[
P(Q_S, Q_{E_2}) := \left\{ q(t) \in H^1([0,1], \chi) \mid q(0) \in Q_S, q(1) \in Q_{E_2} \right\}.
\]

Let \( \tilde{q}(t) = \begin{bmatrix} \tilde{q}_1(t) \\ \tilde{q}_2(t) \\ \tilde{q}_3(t) \\ \tilde{q}_4(t) \end{bmatrix} \) be the position matrix path of the action minimizer \( P_{Q_s}([0,1]) \).

By Lemma 3.3, if \( P_{Q_s}([0,1]) \) has boundary collisions, its action \( A_{col} \) has a lower bound
\[
A_{col} \geq 3 \frac{16}{8} \left[ \pi^2 + \theta^2 + 2 (2 \theta)^2 \right].
\]

Let
\[
g_2(\theta) = 3 \frac{16}{8} \left[ \pi^2 + \theta^2 + 2 (2 \theta)^2 \right].
\]

For small \( \theta \), the following lemma holds:

**Lemma 4.2.** For any given \( \theta \in (0, 0.0664\pi] \), there exists a test path \( P_{\text{test}2} \in P(Q_S, Q_{E_2}) \), such that its action \( A_{\text{test}2} = A(P_{\text{test}2}) \) satisfies
\[
A_{\text{test}2} = A(P_{\text{test}2}) < g_2(\theta).
\]

**Proof.** The proof of Lemma 4.2 follows by a similar argument of Lemma 4.1. The only difference is to choose a new set of \( \theta_0 \) and to define the corresponding test paths \( P_{\text{test}2} = P_{\text{test}2, \theta_0} \) by piecewise smooth linear functions, which satisfy
\[
P_{\text{test}2} \in P(Q_S, Q_{E_2})
\]
and its action \( A(P_{\text{test}2}) < g_2(\theta) \) for each \( \theta \).

Let \( \hat{q}(t) \) be the position matrix path of \( P_{\text{test}2} \). Once the 11 nodal points \( \hat{q}_{i, j} = \hat{q}_i(t_{10}) (i = 1, 2, 3, 4, j = 0, 1, 2, \ldots, 10) \) are given, the test path \( P_{\text{test}2} = P_{\text{test}2, \theta_0} \) can then be defined by
\[
\hat{q}(t) = \hat{q}(t_j) + 10 \left( t - \frac{j}{10} \right) [\hat{q}(t_{j+1}) - \hat{q}(t_j)], \quad t \in \left[ \frac{j}{10}, \frac{j + 1}{10} \right].
\]

(4.13)

Nine different \( \theta_0 \) are chosen and the coordinates of \( \hat{q}_{i, j} = \hat{q}_i(t_{10}) (i = 1, 2, 3, j = 0, 1, 2, \ldots, 10) \) of \( P_{\text{test}2} = P_{\text{test}2, \theta_0} \) are given in the following tables (from Table 8 to Table 16), while \( \hat{q}_{A, j} \) satisfies
\[
\hat{q}_{A, j} = -\hat{q}_{1, j} - \hat{q}_{2, j} - \hat{q}_{3, j}, \quad j = 0, 1, 2, \ldots, 10.
\]
Table 8: The positions of \( \hat{q}_{i,j} = \hat{q}_i(\frac{i}{10}) \) (\( i = 1, 2, 3, j = 0, 1, 2, \ldots, 10 \)) in the path \( \mathcal{P}_{test2} = \mathcal{P}_{test2, \theta_0} \) corresponding to each \( \theta \in [0.0647\pi, 0.0664\pi] \).

(i) \( \theta_0 = 0.066\pi \): it works for \( \theta \in [0.0647\pi, 0.066\pi] \), in which \( \hat{q}_{i,j} (i = 1, 2, 3; j = 0, 1, 2, \ldots, 10) \) of the test paths are given by Table 8;

(ii) \( \theta_0 = 0.0625\pi \): it works for \( \theta \in [0.057\pi, 0.0647\pi] \), in which \( \hat{q}_{i,j} (i = 1, 2, 3; j = 0, 1, 2, \ldots, 10) \) of the test paths are given by Table 9;

Table 9: The positions of \( \hat{q}_{i,j} = \hat{q}_i(\frac{j}{10}) \) (\( i = 1, 2, 3, j = 0, 1, 2, \ldots, 10 \)) in the path \( \mathcal{P}_{test2} = \mathcal{P}_{test2, \theta_0} \) corresponding to each \( \theta \in [0.057\pi, 0.0647\pi] \).

(iii) \( \theta_0 = 0.053\pi \): it works for \( \theta \in [0.046\pi, 0.057\pi] \), in which \( \hat{q}_{i,j} (i = 1, 2, 3; j = 0, 1, 2, \ldots, 10) \) of the test paths are given by Table 10;

(iv) \( \theta_0 = 0.04\pi \): it works for \( \theta \in [0.032\pi, 0.046\pi] \), in which \( \hat{q}_{i,j} (i = 1, 2, 3; j = 0, 1, 2, \ldots, 10) \) of the test paths are given by Table 11;

(v) \( \theta_0 = 0.03\pi \): it works for \( \theta \in [0.025\pi, 0.032\pi] \), in which \( \hat{q}_{i,j} (i = 1, 2, 3; j = 0, 1, 2, \ldots, 10) \) of the test paths are given by Table 12;

(vi) \( \theta_0 = 0.02\pi \): it works for \( \theta \in [0.014\pi, 0.025\pi] \), in which \( \hat{q}_{i,j} (i = 1, 2, 3; j = 0, 1, 2, \ldots, 10) \) of the test paths are given by Table 13;

(vii) \( \theta_0 = 0.01\pi \): it works for \( \theta \in [0.0055\pi, 0.014\pi] \), in which \( \hat{q}_{i,j} (i = 1, 2, 3; j = 0, 1, 2, \ldots, 10) \) of the test paths are given by Table 14;
Table 10: The positions of $\hat{q}_{i,j} = \hat{q}_i(\frac{j}{10})$ ($i = 1, 2, 3$, $j = 0, 1, 2, \ldots, 10$) in the path $P_{\text{test2}} = P_{\text{test2}, \theta_0}$ corresponding to each $\theta \in [0.046\pi, 0.057\pi]$.

| $i$ | $\hat{q}_1$ | $\hat{q}_2$ | $\hat{q}_3$ |
|-----|--------|--------|--------|
| 0   | (-2, 0.990, 0) | (-1, 0.819, 0) | (2, 2.557, 2.6219) |
| 0.1 | (-2.0301019, -0.1150699) | (-1.841652, 0.037774686) | (2.231951, 2.594903) |
| 0.2 | (-2.0521355, -0.25490652) | (-1.860554, 0.107522383) | (2.181908, 2.0969144) |
| 0.3 | (-2.0649024, -0.3150442) | (-1.897068, 0.104312886) | (2.142240, 2.7252326) |
| 0.4 | (-2.0605658, -0.4153004) | (-1.930061, 0.12858522) | (2.096854, 2.6750361) |
| 0.5 | (-2.0473910, -0.5229821) | (-1.985872, 0.14450728) | (2.050891, 2.9019275) |
| 0.6 | (-2.0254557, -0.6833583) | (-2.019258, 0.155038595) | (1.998152, 2.8359091) |
| 0.7 | (-2.4108548, -0.6722330) | (-2.1108153, 0.14494898) | (1.953645, 2.8686544) |
| 0.8 | (-2.3126531, -0.7111796) | (-2.178547, 0.12757224) | (1.907573, 2.9007567) |
| 0.9 | (-2.2575133, -0.7624382) | (-2.2393312, 0.1990581683) | (1.838797, 2.9352998) |
| 1   | (-2.275251, -0.43647159) | (0.275205, 0.43647159) | (2.275205, 2.426937) |

Table 11: The positions of $\hat{q}_{i,j} = \hat{q}_i(\frac{j}{10})$ ($i = 1, 2, 3$, $j = 0, 1, 2, \ldots, 10$) in the path $P_{\text{test2}} = P_{\text{test2}, \theta_0}$ corresponding to each $\theta \in [0.032\pi, 0.046\pi]$.

| $i$ | $\hat{q}_1$ | $\hat{q}_2$ | $\hat{q}_3$ |
|-----|--------|--------|--------|
| 0   | (-1.77813, -0.1094535) | (-1.008300, 0.104867752) | (2.037755, 2.371721) |
| 0.2 | (-1.501998, -0.2168701) | (-1.326622, 0.013787121) | (2.063378, 2.3084449) |
| 0.4 | (-1.27233, -0.1964291) | (-1.355255, 0.11281423) | (2.622577, 2.5464833) |
| 0.6 | (-1.3086587, -0.4162553) | (-1.390555, 0.14062697) | (2.581358, 2.3965472) |
| 0.8 | (-0.528580, -0.5394875) | (-1.469917, 0.16042641) | (2.539271, 2.328934) |
| 1   | (-2.595146, -0.65215563) | (-2.506313, 0.1398141) | (2.452250, 2.3186135) |
| 1.5 | (-2.926773, -0.7984503) | (-0.639721, 0.1571713) | (2.412253, 2.3452305) |
| 2   | (-2.732851, -0.4325999) | (-2.593255, 0.12285591) | (2.360196, 2.3502622) |
| 2.5 | (-2.743032, -0.4429797) | (-1.743032, 0.44297971) | (2.743032, 1.628789) |

Table 12: The positions of $\hat{q}_{i,j} = \hat{q}_i(\frac{j}{10})$ ($i = 1, 2, 3$, $j = 0, 1, 2, \ldots, 10$) in the path $P_{\text{test2}} = P_{\text{test2}, \theta_0}$ corresponding to each $\theta \in [0.025\pi, 0.032\pi]$.

| $i$ | $\hat{q}_1$ | $\hat{q}_2$ | $\hat{q}_3$ |
|-----|--------|--------|--------|
| 0   | (-3.7634455, -0.1072303) | (-2.8802589, 0.034103997) | (2.857526, 2.5627383) |
| 0.2 | (-3.7445556, -0.2093807) | (-2.8982818, 0.084843820) | (3.2492192, 2.8935312) |
| 0.4 | (-3.7116662, -0.3089405) | (-2.9275911, 0.12114148) | (3.2133103, 2.5297562) |
| 0.6 | (-3.6155697, -0.40255666) | (-2.967711, 0.15225848) | (3.175263, 2.584009) |
| 0.8 | (-3.6195403, -0.484366) | (-3.017714, 0.17545800) | (3.1378599, 2.68383115) |
| 1   | (-3.5580885, -0.5551555) | (-3.036648, 0.19089314) | (2.941184, 3.0152486) |
| 1.2 | (-3.4090905, -0.6182979) | (-3.138546, 0.19331694) | (1.602212, 4.0628138) |
| 1.4 | (-3.4181032, -0.6681390) | (-3.209939, 0.18583941) | (0.623960, 4.709243) |
| 1.6 | (-3.3420190, -0.7201164) | (-3.279032, 0.1659259) | (2.986591, 4.9992163) |
| 1.8 | (-3.2171241, -0.4450087) | (-3.2171241, 0.4450087) | (3.217124, 3.8354863) |
Table 13: The positions of \( \hat{q}_{i,j} = \hat{q}_i(\frac{j}{10}) \) (\( i = 1,2,3, \) \( j = 0,1,2,\ldots,10 \)) in the path \( P_{\text{test2}} = P_{\text{test2,}\theta,\theta_0} \) corresponding to each \( \theta \in [0.014\pi, 0.025\pi] \).

| \( i \) | \( \hat{q}_1 \) | \( \hat{q}_2 \) | \( \hat{q}_3 \) |
|--------|-------|-------|-------|
| 0 | (-4.3953, 0) | (-3.9194, 0) | (4.3551, 3.6338) |
| 0.1 | (-4.798632, -0.102392) | (-3.9331647, 0.346559631) | (4.3195742, 5.048103) |
| 0.2 | (-4.8061418, -0.2058474) | (-3.910197, 0.399147728) | (4.2871777, 5.6756803) |
| 0.3 | (-4.8156131, -0.2985881) | (-3.9015199, 0.318429983) | (4.2558105, 5.6191189) |
| 0.4 | (-4.8249726, -0.3855556) | (-3.893041, 0.166840844) | (4.2236748, 5.128566) |
| 0.5 | (-4.8342171, -0.4672431) | (-3.8845714, 0.104491092) | (4.1913715, 5.154967) |
| 0.6 | (-4.8432581, -0.5412788) | (-3.8760235, 0.223224105) | (4.1588917, 5.3183259) |
| 0.7 | (-4.852096, -0.6060557) | (-3.8674586, 0.22203278) | (4.1260679, 5.3205266) |
| 0.8 | (-4.8614948, -0.6570094) | (-3.8588714, 0.41975851) | (4.0934888, 5.2308681) |
| 0.9 | (-4.8704228, -0.6976582) | (-3.850351, 0.203849595) | (4.0605981, 5.2588838) |
| 1 | (-4.8788632, -0.7303756) | (-3.850183, 0.439735602) | (4.350183, 6.0207891) |

Table 14: The positions of \( \hat{q}_{i,j} = \hat{q}_i(\frac{j}{10}) \) (\( i = 1,2,3, \) \( j = 0,1,2,\ldots,10 \)) in the path \( P_{\text{test2}} = P_{\text{test2,}\theta,\theta_0} \) corresponding to each \( \theta \in [0.0055\pi, 0.014\pi] \).

| \( i \) | \( \hat{q}_1 \) | \( \hat{q}_2 \) | \( \hat{q}_3 \) |
|--------|-------|-------|-------|
| 0 | (-7.91917, 0) | (-6.47192, 0) | (6.09397, 7.8589) |
| 0.1 | (-7.918725, -0.0520347832) | (-6.4817591, 0.0516048857) | (6.9131258, 7.886003) |
| 0.2 | (-7.9183419, -0.15539902) | (-6.5011811, -0.10252538) | (6.8838237, 7.9025310) |
| 0.3 | (-7.9179458, -0.25115252) | (-6.5203072, 0.143732824) | (6.8633272, 7.9234149) |
| 0.4 | (-7.9175492, -0.342297197) | (-6.539539, -0.18969841) | (6.8382887, 7.9458628) |
| 0.5 | (-7.9171513, -0.4339623) | (-6.558567, 0.2240542) | (6.8134242, 7.9669355) |
| 0.6 | (-7.9167529, -0.5263255) | (-6.5773914, 0.24644841) | (6.7882248, 7.9882639) |
| 0.7 | (-7.9163516, -0.6190033) | (-6.6318502, -0.26182551) | (6.7630354, 8.0091548) |
| 0.8 | (-7.9159513, -0.7124909) | (-6.6464114, -0.26558442) | (6.7375101, 8.0609149) |
| 0.9 | (-7.915551, -0.8063216) | (-6.660169, -0.266044986) | (6.7124932, 8.1051813) |
| 1 | (-7.9151488, -0.896437146) | (-6.6740181, 0.26004476) | (6.6872355, 8.158867788) |
(viii) $\theta_0 = 0.005\pi$: it works for $\theta \in [0.0024\pi, 0.0055\pi]$, in which $\hat{q}_{i,j}$ ($i = 1, 2, 3; j = 0, 1, 2, \ldots, 10$) of the test paths are given by Table 15:

| $\theta$ | $\hat{q}_1$ | $\hat{q}_2$ | $\hat{q}_3$ |
|----------|-------------|-------------|-------------|
| 0        | -9.7211(0)  | -9.7211(0)  | 9.2288(15)  |
| 0.1      | -9.803282(0) | -9.803282(0) | 9.2288(15)  |
| 0.2      | -9.803282(0) | -9.803282(0) | 9.2288(15)  |
| 0.3      | -9.803282(0) | -9.803282(0) | 9.2288(15)  |
| 0.4      | -9.803282(0) | -9.803282(0) | 9.2288(15)  |

Table 15: The positions of $\hat{q}_{i,j} = \hat{q}_i(\pi)$ ($i = 1, 2, 3$, $j = 0, 1, 2, \ldots, 10$) in the path $P_{test} = P_{test2,\theta,\theta_0}$ corresponding to each $\theta \in [0.0024\pi, 0.0055\pi]$.

(ix) $\theta_0 = 0.0012\pi$: it works for $\theta \in (0, 0.0024\pi]$, in which $\hat{q}_{i,j}$ ($i = 1, 2, 3; j = 0, 1, 2, \ldots, 10$) of the test paths are given by Table 16:

| $\theta$ | $\hat{q}_1$ | $\hat{q}_2$ | $\hat{q}_3$ |
|----------|-------------|-------------|-------------|
| 0.1      | -28.234034(0) | -28.234034(0) | 23.7456(15) |
| 0.2      | -28.234034(0) | -28.234034(0) | 23.7456(15) |
| 0.3      | -28.234034(0) | -28.234034(0) | 23.7456(15) |
| 0.4      | -28.234034(0) | -28.234034(0) | 23.7456(15) |
| 0.5      | -28.234034(0) | -28.234034(0) | 23.7456(15) |
| 0.6      | -28.234034(0) | -28.234034(0) | 23.7456(15) |
| 0.7      | -28.234034(0) | -28.234034(0) | 23.7456(15) |
| 0.8      | -28.234034(0) | -28.234034(0) | 23.7456(15) |
| 0.9      | -28.234034(0) | -28.234034(0) | 23.7456(15) |

Table 16: The positions of $\hat{q}_{i,j} = \hat{q}_i(\pi)$ ($i = 1, 2, 3$, $j = 0, 1, 2, \ldots, 10$) in the path $P_{test} = P_{test2,\theta,\theta_0}$ corresponding to each $\theta \in (0, 0.0024\pi]$.

9 different figures (Fig. 8, Fig. 9) are given to show that the following inequality

$$A_{test2} = A(P_{test2}) < g_2(\theta)$$

holds for every $\theta \in (0, 0.0664\pi]$. It follows that when $\theta \in (0, 0.0664\pi]$, the action minimizer $P_{\theta_i}$ connecting $Q_S$ and $Q_{E_2}$ is free of collision. The proof is complete.

□

5 Existence of two sets of periodic or quasi-periodic orbits

Recall that the action minimizers $P_{\theta_i} = P_{\theta_i}([0, 1])$ ($i = 1, 2$) satisfy

$$A(P_{\theta_i}) = \inf_{\{a_i,b_i\geq 0,c_j\geq 0|j=1,2\}} \{q(0) = Q_s,q(1) = Q_{E_2},q(t) \in H^1([0,1];\mathcal{C})\}$$

A, $i = 1, 2$, (5.1)
Figure 8: In the figure, the horizontal axis is $\theta/\pi$, and the vertical axis is the action value $A$. When $\theta \in [0.0647\pi, 0.0664\pi]$, the red curve is the graph of $g_2(\theta)$, the lower bound of action of boundary collision paths; while the purple curve is the graph of $A(P_{test2})$, action of the test path $P_{test2}$.

where

\[
Q_s = \begin{bmatrix}
-a_1 - c_1 & 0 \\
-a_1 & 0 \\
(2a_1 + c_1)/2 & b_1 \\
(2a_1 + c_1)/2 & -b_1
\end{bmatrix}, \quad a_1 \in \mathbb{R}, b_1 \geq 0, c_1 \geq 0,
\]

(5.2)

and the two ending configurations $Q_{e_i}$ and $Q_{e_2}$ are defined by

\[
Q_{e_1} = \begin{bmatrix}
-b_2 & -a_2 \\
-c_2 & a_2 \\
b_2 & -a_2
\end{bmatrix} R(\theta), \quad Q_{e_2} = \begin{bmatrix}
-a_2 & -b_2 \\
-a_2 & b_2 \\
a_2 & c_2 \\
a_2 & -c_2
\end{bmatrix} R(\theta),
\]

(5.3)

where $a_2 \in \mathbb{R}, b_2 \geq 0, c_2 \geq 0$ and $R(\theta) = \begin{bmatrix}
\cos(\theta) & \sin(\theta) \\
-\sin(\theta) & \cos(\theta)
\end{bmatrix}$. Let

\[
Q_S = \left\{ Q_s \ \middle| a_1 \in \mathbb{R}, b_1 \geq 0, c_1 \geq 0 \right\},
\]

(5.4)

\[
Q_{E_i} = \left\{ Q_{e_i} \ \middle| a_2 \in \mathbb{R}, b_2 \geq 0, c_2 \geq 0 \right\}, \quad (i = 1, 2).
\]

(5.5)
Figure 9: In each subfigure, the horizontal axis is $\theta/\pi$, and the vertical axis is the action value $A$. The graphs of $g_2(\theta)$ (the lower bound of action of paths with boundary collisions) and the graphs of $A(P_{test2})$ (action of the test paths) are shown for different intervals of $\theta$. 
By Lemma 3.2 in Section 3 and Lemma 4.1 in Section 4, the action minimizer $\mathcal{P}_{Q_1} = \mathcal{P}_{Q_1}([0, 1])$ connecting $Q_S$ and $Q_{E_1}$ is free of collision when $\theta \in (0, 0.0539\pi]$. Meanwhile, by Lemma 3.3 in Section 3 and Lemma 4.2 in Section 4, the action minimizer $\mathcal{P}_{Q_2} = \mathcal{P}_{Q_2}([0, 1])$ connecting $Q_S$ and $Q_{E_2}$ is free of collision when $\theta \in (0, 0.0664\pi]$. In this section, we show that if the two minimizers are free of collision, they can be extended to periodic or quasi-periodic orbits.

**Theorem 5.1.** When $\theta \in (0, 0.0539\pi]$, the action minimizer $\mathcal{P}_{Q_1} = \mathcal{P}_{Q_1}([0, 1])$, which connects the two boundary configuration sets $Q_S$ and $Q_{E_1}$, is collision-free and it can be extended to a periodic or quasi-periodic orbit.

**Proof.** We set $q(t) = \begin{bmatrix} q_1(t) \\ q_2(t) \\ q_3(t) \\ q_4(t) \end{bmatrix}$ to be the position matrix path of $\mathcal{P}_{Q_1} = \mathcal{P}_{Q_1}([0, 1])$.

Since $q(0) \in Q_S$ and $q(1) \in Q_{E_1}$, we can assume

$$q(0) = \begin{bmatrix} -a_{11} - c_{11} & 0 \\ -a_{11} & 0 \\ (2a_{11} + c_{11})/2 & b_{11} \\ (2a_{11} + c_{11})/2 & -b_{11} \end{bmatrix}, \quad q(1) = \begin{bmatrix} -b_{21} & -a_{21} \\ -c_{21} & a_{21} \\ a_{21} & a_{21} \\ b_{21} & -a_{21} \end{bmatrix} R(\theta),$$

(5.6)

where $a_{11}, a_{21} \in \mathbb{R}$ and the other four constants $b_{11}, b_{21}, c_{11}, c_{21}$ are nonnegative. Note that when $\theta \in (0, 0.0539\pi]$, the action minimizer $\mathcal{P}_{Q_1} = \mathcal{P}_{Q_1}([0, 1])$ is collision-free. By Lemma 2.2 and Corollary 2.3, the path $\mathcal{P}_{Q_1} = \mathcal{P}_{Q_1}([0, 1])$ can be extended to $\mathcal{P}_{Q_1}([-1, 2])$. In general, the extension formula can be defined as follows:

$$q(t) = \begin{cases} (q_1^T(t), q_2^T(t), q_3^T(t), q_4^T(t))^T, & t \in [0, 1], \\
(-q_4^T(2-t), -q_3^T(2-t), -q_2^T(2-t), -q_1^T(2-t))^T BR(2\theta), & t \in [1, 2], \\
(-q_3^T(t-2), -q_4^T(t-2), -q_2^T(t-2), -q_1^T(t-2))^T R(2\theta), & t \in [2, 4], \\
(q_2^T(t-4), q_1^T(t-4), q_4^T(t-4), q_3^T(t-4))^T R(4\theta), & t \in [4, 8], \\
q(t - 8k) R(8k\theta), & t \in [8k, 8k + 8], \end{cases}$$

(5.7)

where $B = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}$ and $k \in \mathbb{Z}$. Indeed, at $t = 8$,

$$q_i(8) = q_i(0) R(8\theta), \quad \dot{q}_i(8) = \dot{q}_i(0) R(8\theta), \quad i = 1, 2, 3, 4.$$
It implies that
\[ q(t + 8) = q(t)R(8\theta), \quad t \in \mathbb{R}. \]

To show that \( q(t) \) in (5.7) is a classical solution of the Newtonian equation, we only need to show that \( q(t) \) is \( C^1 \). It is easy to check that \( q(t) \) is continuous. Note that
\[ \begin{align*}
q_{1x}(0) &= q_{2x}(0) = 0, \\
q_{3x}(0) &= -q_{4x}(0), \\
q_{3y}(0) &= q_{4y}(0), \\
q_1(1) &= q_4(1)BR(2\theta), \\
q_2(1) &= q_3(1)BR(2\theta).
\end{align*} \tag{5.8} \]

A direct calculation implies that \( q(t) \) is \( C^1 \). If \( \theta/\pi \in (0, 0.0539] \) is rational, we set
\[ \frac{\theta}{\pi} = \frac{k_1}{l_1}, \]
where integers \( k_1, l_1 \) are relatively prime. It follows that \( q(t + 8l_1) = q(t) \).
Hence, \( q(t) \) is periodic. If \( \theta \in (0, 0.0539\pi] \) is irrational, then \( q(t) \) is a quasi-periodic orbit. The proof is complete. \( \square \)

**Theorem 5.2.** When \( \theta \in (0, 0.0664\pi] \), the action minimizer \( P_{Q_1} = P_{Q_2}([0,1]) \),
which connects the two boundary configuration sets \( Q_S \) and \( Q_E \), is collision-free
and it can be extended to a periodic or quasi-periodic orbit.

**Proof.** The proof follows by Lemma 2.2 and Corollary 2.3. Let \( \tilde{q}(t) = \begin{bmatrix} \tilde{q}_1(t) \\ \tilde{q}_2(t) \\ \tilde{q}_3(t) \\ \tilde{q}_4(t) \end{bmatrix} \) be
the position matrix path of the action minimizer \( P_{Q_1} = P_{Q_2}([0,1]) \) connecting \( Q_S \)
and \( Q_E \). Since \( \tilde{q}(0) \) and \( \tilde{q}(1) \) in \( P_{Q_2} \) satisfy the boundary configurations, we can assume
\[ \tilde{q}(0) = \begin{bmatrix} -a_{12} - c_{12} & 0 \\ -a_{12} & 0 \\ (2a_{12} + c_{12})/2 & b_{12} \\ (2a_{12} + c_{12})/2 & -b_{12} \end{bmatrix}, \quad \tilde{q}(1) = \begin{bmatrix} -a_{22} & -b_{22} \\ -a_{22} & b_{22} \\ a_{22} & c_{22} \\ a_{22} & -c_{22} \end{bmatrix}R(\theta), \tag{5.9} \]
where \( a_{12}, a_{22} \in \mathbb{R} \) and the other four constants \( b_{12}, b_{22}, c_{12}, c_{22} \) are nonnegative.
When \( \theta \in (0, 0.0664\pi] \), Lemma 3.3 and Lemma 4.2 imply that \( P_{Q_1} = P_{Q_2}([0,1]) \) is
collision-free. A general extension formula of \( \tilde{q}(t) \) can be defined as follows.
\[ \tilde{q}(t) = \begin{cases} (\tilde{q}_1(t), \tilde{q}_2(t), \tilde{q}_3(t), \tilde{q}_4(t))^T, & t \in [0, 1], \\
(\tilde{q}_2(2-t), \tilde{q}_1(2-t), \tilde{q}_3(2-t), \tilde{q}_4(2-t))^T BR(2\theta), & t \in [1, 2], \\
(\tilde{q}_2(t-2), \tilde{q}_1(t-2), \tilde{q}_3(t-2), \tilde{q}_4(t-2))^T R(2\theta), & t \in [2, 4], \\
q(t-4k)R(4k\theta), & t \in [4k, 4k+4]. \tag{5.10} \end{cases} \]
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where $B = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}$ and $k \in \mathbb{Z}$. Note that at $t = 4$, 

$$\tilde{q}_i(4) = \tilde{q}_i(0)R(4\theta), \quad \dot{\tilde{q}}_i(4) = \dot{\tilde{q}}_i(0)R(4\theta), \quad i = 1, 2, 3, 4.$$ 

It follows that

$$q(t + 4) = q(t)R(4\theta), \quad t \in \mathbb{R}.$$ 

By Lemma 2.2 and Corollary 2.3, the velocities $\dot{q}$ at $t = 0$ and $t = 1$ satisfy

$$\dot{q}_{1x}(0) = \dot{q}_{2x}(0) = 0, \quad \dot{q}_{3x}(0) = -\dot{q}_{4x}(0), \quad \dot{q}_{3y}(0) = \dot{q}_{4y}(0),$$

$$\dot{q}_1(1) = -\dot{q}_2(1)BR(2\theta), \quad \dot{q}_3(1) = -\dot{q}_4(1)BR(2\theta). \quad (5.11)$$

Similar to Theorem 5.1, a direct computation implies that $\tilde{q}(t)$ is $C^1$ for all $t \in \mathbb{R}$. It follows that $\tilde{q}(t)$ in (5.10) is a classical solution of the Newtonian equation. If $\theta/\pi \in (0, 0.0664]$ is rational, we set $\theta/\pi = k_2/l_2$, where integers $k_2, l_2$ are relatively prime. It follows that $\tilde{q}(t + 4l_2) = \tilde{q}(t)$. Hence, $\tilde{q}(t)$ is periodic. If $\theta \in (0, 0.0664\pi]$ is irrational, then $\tilde{q}(t)$ is a quasi-periodic orbit. The proof is complete.
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