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Abstract. We develop a simple formalism of biased tracers that we dub Monkey bias. In this formalism, a biased tracer field is constructed directly in terms of the linear matter fluctuation field and the set of derivative operators acting on it. Such bias expansion is first organized based on the general structure of non-linear dynamical equations for the biased tracers. Further physical conditions, like the equivalence principle, are imposed on tree-level correlators utilising the consistency relations. We obtain the bias expansion up to the third-order in linear matter fluctuation in the generalized \( \Lambda \)CDM background, which reproduces the previous results in the limit of the EdS universe. This algorithmic construction of our bias operator basis is well suited for extensions towards higher-order bias fields. Moreover, this formalism reveals that biased tracer dynamics in generalized \( \Lambda \)CDM background is not entirely degenerate with the rest of bias parameters, thus opening a possibility of testing the background cosmology through the observations of biased tracers.
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1 Introduction

Distribution of galaxies and clusters of galaxies is the baseline observable when describing the large-scale structure of the Universe, which gives us the key insights into its evolution and composition and would allow us to understand the nature of dark matter, dark energy [1–6]. Galaxies can be observed on very large scales and can be used to map the structures in the observable Universe. The galaxy clustering thus offers a fascinating opportunity in providing us with the next step insights into the early-Universe physics which complement those obtained from the CMB experiments [7–9]. In particular, galaxy clustering has a potential to provide tests of General Relativity on large scales [10–12] as well as provide hints of departures from Gaussian initial conditions which can leave distinct imprints in the distribution of galaxies on large-scale (see e.g. [13] for a review). To extract useful information and address these fundamental problems, however, we need to establish connections between possible observables and the fluctuation of the matter. The relation between galaxies, and other observable tracers of large-scale structure (like voids, quasars, the Lyman-α forest, 21cm hydrogen hyperfine structure transition lines, and others), and the underlying matter is called the large-scale structure biasing. The biasing constitutes the main framework how we describe these connections and is a main topic of this paper.
On large scales, where the density fluctuations are small and in a quasi-linear regime, perturbation theory (PT) can be used to describe the distributions and statistics of these tracers. In this picture the small scale physics of the biased tracers is encoded into the finite set of bias coefficients and scale dependent operators in perturbation theory which are collected and organized order by order. These coefficients can then be treated either as the free parameters of the theory that can depend on the cosmic evolution but independent of physical scales, or can alternatively be modeled by some small scale physical models (peaks, excursion sets etc). The former approach is adopted in this paper. For the detailed overview of this field (in Eulerian setting) we refer the reader to the some of the selected references [14–22] and the recent review [23].

The key component of the bias expansion is the concept of the scale separation, where small and large scale fluctuations are separated in the sense of effective field theories. The fluctuation on large scales are then decomposed in the perturbative operator basis encompassing all leading local gravitational observables, which include the matter density, but also tidal fields and their time derivatives. Moreover, the physical processes that govern these expansion can be treated as quasi-local in space, but are non-local in the time domain (the time scale is of order Hubble for all the relevant physical processes). This fact has been recently formalized in [21, 22]. Furthermore, over the recent developments it has become clearer that these robust perturbative descriptions of biased tracer field rest on the assumptions of equivalence principle and Gaussian, and adiabatic initial conditions [24–31].

However, despite these successes, the utilisation of cosmological information from galaxy surveys is still in an early stage. Results are abundant for the two point function (power spectrum) at one-loop (next to leading order), and tree-level (leading order) three-point function. However, going beyond these result requires significantly more effort given the increasing number of free operators which quickly complexifies the perturbative expansion.

In this paper we present the alternative bias expansion formalism dubbed “Monkey bias”. The main characteristics of this approach is the direct algorithmic construction of the perturbative basis for the biased tracers, without the need of perturbative evaluation of the dark matter field. This approach relies on the explicit implementation of the consistency relations for large scale structure to impose the validity of the equivalence principle in the observables. The formalism is formally equivalent to the existing biasing frameworks at least up to the third order in the Einstein-de Sitter (EdS) universe. Nevertheless, our formalism exhibits, as we argue, several advantageous features. One of these is precisely the explicit construction, relying only on the baseline physical principles like equivalence principle and scale separation of different physical processes. Therefore, the extensions to the background cosmology beyond the EdS universe, as well as the higher orders in perturbation theory are straightforward.

This paper is organised as follows. In section 2, we summarise the standard perturbative approach to description of biased tracers and introduce the several canonical bias expansion basis present in the literature. We introduce a new, symmetry based, Monkey bias formalism in section 3. In section 4, we compare Monkey formalism to the existing approaches and contrast the comparative advantages. We conclude and summarise our finding in section 5. Paper also consists of three complementary appendices. The bias expansion for the generalised ΛCDM universe is presented in appendix A. Alternative use of one-loop power spectrum statistics for constraining the Monkey formalism is shown in appendix B. Finally, appendix C gives explicit expressions for the one-loop power spectrum and three-level bispectrum in Monkey formalism. We work under the assumptions of adiabatic Gaussian
perturbations and General Relativity. Our notation and most important quantities in this paper are summarized in table 1.

2 Canonical perturbative approach to biased tracers

The role of biasing is to connect the underlying dynamics of gravitational evolution and structure formation of dark matter to the distribution of biased tracers, like galaxies. This procedure thus requires the understanding and description of the distribution of dark matter, itself governed by gravity, and subject to the initial perturbations set by early universe physics (see [32] for a review).

Formation and evolution of galaxies is a complex process, however on large cosmological scales where perturbation theory applies, all the complex small-scale dynamics can be organised into a finite number of bias parameters. This is possible since the scale of gravitational interaction is much larger than the physical scale associated with the small-scale physics, which allows us to integrate out (marginalise) over the unknown dynamics of the galaxy formation. This process thus enables us to robustly extract cosmological information from the large scales in the galaxy surveys.

Canonically, this connection can be achieved either in the so called Eulerian or Lagrangian perturbative scheme. In Eulerian perturbative schemes [14–17, 19–22] dark matter dynamics is treated as an effective fluid on the large scales governed by the continuity and the Euler equations with small scales providing backreaction in terms of the unknown source terms that can be organised perturbatively on large scales. Connection of dark matter to halos is, in this picture, achieved by writing, order by order in dark matter fields, the most general functional form allowed by the covariance under coordinate transformations. Thus, the Eulerian perturbative description of galaxy clustering, valid on quasi-linear scales, is based on two step procedure:

\[
\begin{array}{|c|c|}
\hline
\int p \equiv \int \frac{d^3 p}{(2\pi)^3} & \text{Momentum integral} \\
\delta_{ij} & \text{Kronecker symbol} \\
\delta^D(x) & \text{Dirac delta function} \\
k_{1 \cdots n} \equiv k_1 + \cdots + k_n & \text{Sum notation} \\
D(\tau) & \text{Linear growth rate} \\
f(k) \equiv \int d^3 x \; f(x) e^{-i k \cdot x} & \text{Fourier transformation conventions} \\
\langle O(k_1) \cdots O(k_n) \rangle & \text{Ansamble averaged } n\text{-point correlator} \\
\langle O(k_1) \cdots O(k_n) \rangle' & \text{ } n\text{-point correlator without momentum conservation} \\
\hline
\end{array}
\]

Table 1. List of notation and most important quantities used in this paper.
Figure 1. A schematic depiction of the current approaches in describing the galaxy statistics. Lagrangian-PT or Eulerian-PT is usually employed to describe the statistics of biased tracers and relate it to the nonlinear dynamics of dark matter. On the left, in the Lagrangian scheme, the biased tracer field is constructed in Lagrangian coordinates and evolved to the final (Eulerian) coordinates. On the right, in the Eulerian scheme, biased tracers are constructed in final (Eulerian) coordinates out of the nonlinear dark matter field, evolved from the initial conditions. The central line depicts the Monkey approach that bypasses the two-step procedure and features a direct construction of the biased tracer field.

- bias expansion of the tracer field in terms of the non-linear matter operators (density field, shear etc.).
- Eulerian perturbation theory expansion of these non-linear matter operators.

This, two step procedure, is schematically shown on the right hand side of the figure 1. The Eulerian based biasing schemes is currently most often used for the description of bias tracer statistics, and even though various different set ups are employed [15, 21, 22] these are all mathematically equivalent, differing only on the level of the choice of the basis of operators (i.e. isomorphic). However, in all of these frameworks, only low order expansions in the EdS universe have been investigated (up to the third order in the biased field), and extension to the higher orders (see however [33] for the one-loop bispectrum investigation) or to the more generic background universe still remains somewhat undetermined. The construction of a basis at the \( n \)-th perturbative order is not streamlined and relies somewhat on the ingenuity and ability of the investigator, without apparent means to ensure that the obtained bias operator basis is complete. This is not to say that the higher-order biasing basis can not be constructed, but rather that these approaches do not allow for a streamlined, algorithmic and programable procedure, and thus have to resort to the 'by hand' constructions. Monkey bias basis, among other things, is constructed in particular to remedy these worries and to streamline the biasing basis construction order by order in the generic background universe, based solely on the physical principles and resulting constraints.

\[ \delta_h^{(n)} = \sum b^{(n)} \mathcal{O}^{(n)} \] is first expanded by in operator basis of the non-linear matter field \( \delta_m \) as \( \delta_h^{(n)} = \sum b^{(n)} \mathcal{O}^{(n)} \) where each operator in the sum is of order \( \delta_m \), i.e. \( \mathcal{O}^{(n)} = \mathcal{O}(\delta_m) \). Once this step is done, each operator needs to be further expanded with respect to the linear density field \( \delta_T \), as \( \mathcal{O}^{(n)} = \sum c^{(n)} \tilde{\mathcal{O}}^{(n)} \) where \( \tilde{\mathcal{O}}^{(n)} = \mathcal{O}(\delta_T) \). The last step is nothing but the perturbation theory computation of the given nonlinear operator \( \mathcal{O}^{(n)} \).
The Lagrangian schemes [34–43] revert the two steps above. Here one starts by writing the biasing expansion for the so-called proto-halo field in some initial time-slice based on the same covariance principle. The second step relies on using the Lagrangian perturbation theory of dark matter displacements to advect this field to the final, Eulerian position. The Lagrangian perturbative description of galaxy clustering, again constructed to be valid on quasi-linear scales, thus reverts these previous (Eulerian) steps:

- bias expansion of the (proto-)tracer field is done in terms of the initial (linear) density distribution that is set up for evolution to the final time.
- Lagrangian perturbation theory expansion of displacement field is used to evolve the biased tracer field.

These two schemes are shown in figure 1 and can represent all of the currently existing approaches to describing the connection of dark matter dynamics and the evolution of biased tracers. Crucially, the general bias expansion in either frame is mathematically equivalent, order by order in perturbation theory, if we assume the same physical conditions. The key feature of both of these schemes is the two-step procedure, where the nonlinear dynamics and the description of biased tracer fields undergo similar but seemingly unrelated perturbative expansion. One of the goals of the next section is to unify this into a single-step procedure, thus allowing us to optimize our description and computation.

In general, the idea of the description of biased tracers statistics on the large scales relies on the assumption of scale separation. On large enough scales, larger than $R^*$, gravity is dominant and responsible for driving the dynamics of biased tracers. Below $R^*$, a variety of small scale physics, characteristic to a given tracer, is also active, while due to the scale separation, its impact on the large scales is suppressed. Galaxies can be considered as such tracers given the separation of scale criteria from above, despite the complex nature of galaxy formation and its nonlinear dynamics.

The continuity equation for biased tracer is often assumed, which, of course, implies the number density of the biased tracer should be conserved. In reality, this assumption is not entirely accurate for realistic bias tracers, since galaxies can undergo complex formation and merger dynamics that change their total number. Formally, we can represent these processes by adding source terms to the continuity equation. Similar considerations hold for the momentum balance, i.e., Euler equation, where, e.g., AGN outflows and feedbacks can affect the momentum balance of tracers. Therefore, we can write

$$\partial_\tau \delta_h(x, \tau) + \nabla \cdot ([1 + \delta_h] u_h)(x, \tau) = S_\delta(x, \tau),$$
$$\partial_\tau u_h(x, \tau) + \mathcal{H}(\tau) u_h(x, \tau) + u_h(x, \tau) \cdot \nabla u_h(x, \tau) = -\nabla \phi(x, \tau) + S_u(x, \tau),$$

where the source terms $S_\delta, S_u$ encapsulate the small scale physics feedback on the large scale tracer density and velocity. The gravitational potential $\phi$ in the Euler equation is given by the Poisson equation in the Newtonian limit. Given that the gravitational interaction is dominant on large scales, a suitable model assumes that only density fields of cold dark

---

2In canonical constructions of bias basis, this equation is used to motivate the construction of the biasing operators along the lines of the standard perturbation theory (SPT). Once this procedure is done, one can relax the number density conservation requirement, by implicitly stating that an arbitrary source term in the continuity equation can also be expanded, order by order, in the same operator bases.
matter and baryons contribute to the Poisson equation:

\[ \nabla^2 \phi(x, \tau) = \frac{3}{2} \frac{H(\tau)^2}{\Omega_m(\tau)} \left( \Omega_c(\tau) \delta_c(x, \tau) + \Omega_b(\tau) \delta_b(x, \tau) \right) \]

where \( x \) is the comoving position, \( \tau \) is the conformal time and \( \Omega_c \) and \( \Omega_b \) are the energy fraction of cold dark matter and baryons, respectively. We also have introduced the total matter fraction \( \Omega_m = \Omega_c + \Omega_b \) and overdensity \( \delta_m = (\Omega_c \delta_c + \Omega_b \delta_b)/\Omega_m \), while the isocurvature perturbation is neglected. The set of coupled equations is closed by continuity and Euler equation for the dark matter fluctuation \( \delta_m \) which are the usual EFT equations for the long modes sourced by the small scale physics [44–46].

The source terms for biased tracers, \( S_{\delta}, S_u \), can depend on their own field \( \delta_h \) and velocity \( u_h \), the long fields of dark matter \( \delta_m \) that drive the dynamics on large scales as well as on the small scale physics that is characterized by some typical \( R^* \) scale. Moreover, the processes can occur non-locally in time [21–23], given that the galactic processes and dynamics occur on roughly Hubble time scales. Thus, we can formally write the source terms as

\[ S_{\delta,u}(x, \tau) = \int_{\tau}^{\tau'} d\tau'' s_{\delta,u} [\delta_h, u_h, \delta_m, \ldots, R^*] (x_{\text{fl}}, \tau'') , \]

where \( x_{\text{fl}} \) is the flow coordinate that can be expressed in terms of the Eulerian coordinate as \( x_{\text{fl}}(x, \tau, \tau') = x - \int_i^{\tau'} d\tau'' u_h(x_{\text{fl}}(x, \tau, \tau''), \tau'') \). Note that at this level of description we need not invoke the conventional notions that galaxies reside in massive dark matter dominated halos. In cases when this holds, this fact is reflected in the values of the bias coefficients indicating the level of correlation of dense dark matter region and the tracers at hand.

3 Monkey approach to description of biased tracers

In this section, we present a novel approach to constructing the perturbative operator basis for biased tracers that we call the Monkey theory. Instead of following the existing approaches of first building the list of allowed (and nonlinear) bias operators, which subsequently have to be further expanded in PT, we first construct the superset bases at a given PT order, which is then trimmed down to the final basis. The latter step is achieved by imposing the equivalence principle via consistency relations.

3.1 General idea

Our goal is to find a general expression for the density contrast of a biased tracer \( \delta_h \) in terms of the linear density contrast of dark matter \( \delta_c \). In other words, we are interested in constructing the following perturbative expansion of the functional \( F \):

\[ \delta_h(x, \tau) = F[\delta_c(x, \tau)] . \]

Footnote:

3The name Monkey bias theory coagulated out of the numerous discussions amongst authors during which various renderings of the infinite monkey theorem [47] were invoked. Moreover, the algorithmic structure of the Monkey bias theory resembles the monkey software testing technique [48] used for user tests in software applications.
Here, we adopt $\delta_{\ell}(x)$ as the most fundamental building block, simply because it is the unique perturbative quantity whose property is robustly known. The above functional may be decomposed into the linear part and non-linear part,

$$\delta_h = a_1 \delta_\ell + \mathcal{F}_{\text{NL}}[\delta_\ell],$$

where $a_1$ is the coefficient of the linear operator $\delta_\ell$, and $\mathcal{F}_{\text{NL}}$ includes all the non-linear operators.

The monkey theory consists of the following three steps in constructing the bias expansion $\mathcal{F}_{\text{NL}}[\delta_\ell]$ up to given order:

- **Step 1** Specifying all non-linear terms relevant to the evolution of the biased tracer.
- **Step 2** Writing down all possible operators generated by these non-linear terms.
- **Step 3** Relating the coefficients of these operators by imposing physical requirements.

In the following subsections, we will explain each step and derive the bias expansion up to the third order. We drop the higher derivative and stochastic terms, represented in the source terms of eq. (2.1), however the procedure we outline below can be extended in order to include also these operators, as discussed in section 3.6.

### 3.2 Step 1: specifying non-linear terms

The monkey theory requires non-linear terms in the dynamical equation for the biased tracer as input. In other words, the monkey theory is a formalism which gives a general bias expansion for a given set of non-linear terms for the biased tracer. Here, as a working example, we assume that the evolution equation for the biased tracer has the non-linear terms of the continuity equation and Euler equation (as in eq. (2.1)).

Continuity eq.:

$$\partial_\tau \delta + \text{(linear terms)} = -\delta \theta - \partial_\ell \delta \partial \theta,$$  

(3.3)

Euler eq.:

$$\partial_\tau \theta + \text{(linear terms)} = -\partial_i \partial_j \theta \partial^i \partial^j \theta,$$

(3.4)

where $\theta$ is the divergence of the velocity field, $\theta \equiv \nabla \cdot v$ and its curl component is ignored, $v_i = (\partial_i / \partial^2) \theta$. In the above equations, “(linear terms)” represents some linear terms of $\theta$ or $\delta$ which are irrelevant in the monkey theory. Note that we do not necessarily assume that our biased tracer, $\delta_h$ and $\theta_h$, satisfies the above equation. Instead, our assumption is that the nonlinear dynamics of the biased tracers is sourced by three non-linear terms,

$$\text{(evolution eqs. for } \delta_h) \supset \Delta_h^2, \partial_i \Delta_h \partial^i \Delta_h, \partial_i \partial_j \Delta_h \partial^i \partial^j \Delta_h,$$

(3.5)

where $\Delta_h$ is either $\delta_h$ or $\theta_h$.\(^4\) Here we ignore the difference between $\delta_h$ and $\theta_h$, because it will not change the resultant bias expansion and we would like to keep the non-linear terms as general as possible. We do not try to determine the coefficients of these non-linear terms, because the coefficients of operators will be left as free parameters at the end in

\(^4\)Note that, motivated by the structure of nonlinear terms in eq. (3.3) and eq. (3.4), we consider here only quadratic couplings. One might wonder if extending the couplings with cubic and higher-order terms would generate new operators in the biasing basis. We explicitly checked that, up to the third order in perturbation theory used here, this is indeed not the case, i.e. adding such couplings produces only degenerate operators.
the bias expansion approach. We note that the second generator \( \partial_i \Delta_h \frac{\partial}{\partial x^i} \Delta_h \) is related to displacements, and as such it should be constructed from the matter density field. This is obviously a consequence of the equivalence principle and the fact that at the large-scale displacement field of matter and biased tracer should be the same. However we do not need to impose these requirements since this is precisely the content of the consistency relations, and thus these constraints will naturally follow by imposing them in Step 3.

Now we take a further step towards abstraction and focus only on the mathematical structure of eq. (3.5),
\[
\left\{ XY, \partial_i X \partial^i Y, \frac{\partial_i \partial_j}{\partial^2} X \partial^i \partial^j Y \right\},
\]
(3.6)
where \( X \) and \( Y \) are arbitrary operators. The point of eq. (3.6) is that when we perturbatively solve the biased tracer evolution and obtain the \((n+1)\)-th order solution, such a solution must be generated from the \(n\)-th order solution which are substituted into the non-linear source term in eq. (3.5). For instance, since we know \( \delta_h \propto \delta_\ell \) at the first order (see eq. (3.2)), the second order solution which is generated through the non-linear terms in eq. (3.5) should be a linear combination of the following three operators,
\[
\delta_\ell \delta_\ell, \quad \partial_i \delta_\ell \partial^i \delta_\ell, \quad \frac{\partial_i \partial_j}{\partial^2} \delta_\ell \frac{\partial_i \partial_j}{\partial^2} \delta_\ell.
\]
(3.7)
We can continue to construct the bias basis at higher orders in this way as we see below. Since \( \delta_\ell(x, \tau) \) has its time and spatial dependence in a separable form, these operators satisfy the same property and we can focus on their spatial dependence, because the time dependence will be inevitably degenerated with that of the bias parameters.

Before finishing the step 1, let us stress again that the list of the non-linear terms in eq. (3.5) is an input for the monkey theory. Even if the list changes, our formalism still works and provides another bias expansion. Since the matter fluctuation \( \delta_m \) itself can be regarded as a biased tracer (be it a trivial one), we assumed dark matter also satisfies requirement in (3.5) but it is the only assumption on the matter dynamics so far. However, unlike the other formalisms assuming a concrete matter evolution (e.g. SPT), our theory is agnostic on the details of its evolution as long as it conforms to the structure posed in eq. (3.5).

### 3.3 Step 2: writing down all possible operators

Provided that we only have the three non-linear terms with structures of eq. (3.6) in the dynamics of biased tracer, any non-linear operators which appear in the bias functional \( F_{\text{NL}}[\delta_\ell] \) should be generated through eq. (3.6). Therefore, we find the following generating rule of operators:
\[
O^{(n)} = \left\{ O^{(m)} O^{(n-m)}, \partial_i O^{(m)} \frac{\partial_i}{\partial^2} O^{(n-m)}, \frac{\partial_i \partial_j}{\partial^2} O^{(m)} \frac{\partial_i \partial_j}{\partial^2} O^{(n-m)} \right\}, \quad m = 1, \ldots, n - 1 \quad (3.8)
\]
\[
O^{(1)} = \delta_\ell, \quad (3.9)
\]
where \( O^{(n)} \) denotes an operator at \( n \)-th order of the perturbation. One should exhaust all possible operators at \( n \)-th order by substituting all the combinations of \( O^{(m)} \) and \( O^{(n-m)} \) for \( m = 1, 2, \ldots, n - 1 \). From this rule, we easily obtain all the second and third order operators. Assigning independent free coefficients to them, the tentative bias expansion up to the third
order is written as\(^5\)

\[
\delta_h = a_1 \delta_t
\]  

(3.10)

\[+ b_1 \delta_t^2 + b_2 \partial_t \delta_t \partial_t \delta_t + b_3 \frac{\partial_b \partial_j \partial_j \partial_j \delta_t}{\partial t^2} \delta_t + c_1 \delta_t^2 + c_2 \partial_t \delta_t \partial_t \delta_t + c_3 \delta_t^3 \delta_t + d_3 \partial_t \delta_t \partial_t \delta_t \partial_t \delta_t \delta_t + d_5 \partial_t \delta_t \partial_t \delta_t \partial_t \delta_t \delta_t + e_3 \partial_t \delta_t \partial_t \delta_t \partial_t \delta_t \delta_t \delta_t \delta_t + f_3 \frac{\partial_t \partial_t \partial_t \delta_t \partial_t \delta_t \partial_t \delta_t \delta_t}{\partial t^2} \delta_t \delta_t \delta_t \delta_t \delta_t \delta_t \delta_t \delta_t \delta_t ,
\]

where \(a_1, b_1, b_2, \ldots, f_3\) are coefficients and \(\delta_t\) scales with the linear growth rate \(D(\tau)\) (proportional to the scaling factor \(a(\tau)\) in the EdS). Here, we suppressed the higher derivative terms and the stochastic terms, while they will be discussed in section 3.6. Note that the \(c_2\) term and \(e_1\) term are equivalent and we eliminate the \(e_1\) term henceforth. At this point we have 15 operators, and thus apparently have as many as 15 free parameters. However, as we see in the next subsection, by requiring physical conditions one finds that 8 parameters out of these 15 are not free.

From its construction it is obvious that any perturbative formalisms whose non-linear terms fall into the expression of eq. (3.5) give solutions in the above form. For instance, the SPT solution in EdS universe for the dark matter density contrast \(\delta_m\) is given by

\[
a^{(m)}_1 = 1, \quad b^{(m)}_1 = \frac{5}{7}, \quad b^{(m)}_2 = 1, \quad b^{(m)}_3 = \frac{2}{7}, \quad c^{(m)}_1 = \frac{4}{9}, \quad d^{(m)}_1 = \frac{3}{14}, \quad d^{(m)}_2 = \frac{1}{2}, \quad d^{(m)}_3 = \frac{2}{7}, \quad e^{(m)}_1 = \frac{1}{2}, \quad e^{(m)}_3 = \frac{11}{63}, \quad f^{(m)}_1 = \frac{2}{21}, \quad f^{(m)}_2 = \frac{2}{9}, \quad f^{(m)}_3 = \frac{8}{63}.
\]  

(3.11)

The case of the \(ΛCDM\) universe can be also found in appendix A. Note that \(a^{(m)}_1\) is always unity by definition.

### 3.4 Step 3: relating the coefficients

So far, we did not solve any physical evolution but used only the mathematical structure of the non-linear terms in eq. (3.5). Thus, our bias expansion, given in eq. (3.10), is too general, and it includes unphysical solutions. In order to constrain the parameter space into the physical one, we now impose conditions, namely the consistency relations of large scale structure, which are derived from the equivalence principle and adiabatic perturbation [24–28, 31]. Since, in this paper, we are interested in the bias expansion up to the third order, we consider 3-point and 4-point correlators at tree-level (as well as power spectrum at the one-loop level in appendix B).

\(^5\)Here it is understood that the second order terms in bias expansion are subtracted by their expectation values (e.g. \(\delta^2 \rightarrow \delta^2 - \langle \delta^2 \rangle\)) in order to ensure \(\langle \delta_h \rangle = 0\). Ignoring primordial non-gaussianity, we assume that \(\delta_t\) is a gaussian random field.
### 3.4.1 3-point function

According to the consistency relations, the unequal-time correlator between \( n \) biased tracers \( \delta_{h_i}(k_i, \tau_i) \) \( (i = 1, \cdots, n) \) and one matter fluctuation \( \delta_m(q, \tau) \) with a soft momentum \( q \ll k_i \) has a leading contribution of \( \mathcal{O}(q^{-1}) \),

\[
\lim_{q \to 0} \langle \delta_m(q, \tau) \delta_{h_1}(k_1, \tau_1) \delta_{h_2}(k_2, \tau_2) \cdots \delta_{h_n}(k_n, \tau_n) \rangle' \\
\approx -P_m(q, \tau) \left( \sum_{i=1}^{n} \frac{D(\tau_i)}{D(\tau)} \frac{k_i \cdot q}{q^2} \right) \langle \delta_{h_1}(k_1, \tau_1) \delta_{h_2}(k_2, \tau_2) \cdots \delta_{h_n}(k_n, \tau_n) \rangle',
\]

(3.12)

where \( h_i \) can be all different species of biased tracers, and \( P_m \) is the power spectrum of the long mode \( \delta_m(q, \tau) \). In the equal time limit, \( \tau_1 = \tau_2 = \cdots = \tau_n \), the summation over the momenta \( k_i \) cancels out due to the momentum conservation and the leading contribution of \( \mathcal{O}(q^{-1}) \) vanishes. Therefore, the consistency relation requires the equal-time correlator to be free from IR-divergence

\[
\lim_{q \to 0} P_m(q, \tau) \langle \delta_{h_1}(k_1, \tau_1) \delta_{h_2}(k_2, \tau_2) \cdots \delta_{h_n}(k_n, \tau_n) \rangle' \neq \mathcal{O}(q^{-1}).
\]

(3.13)

Henceforth, we shall suppress time arguments when we consider equal-time correlators.

Let us apply this requirement to our bias expansion. Tree-level 3-point correlator between two different bias tracers \( h_\alpha \) and \( h_\beta \) and matter fluctuation in the soft limit is computed as

\[
\lim_{q \to 0} \langle \delta_m(q) \delta_{h_\alpha}(k_1) \delta_{h_\beta}(k_2) \rangle'_\text{tree} = \left( a_1^{(\alpha)} b_2^{(\beta)} - a_1^{(\beta)} b_2^{(\alpha)} \right) \frac{q \cdot k_1}{2q^2} P_t(q) P_t(k_1) + \mathcal{O}(q^0).
\]

(3.14)

The first term in the right hand side is IR-divergent \( \mathcal{O}(q^{-1}) \). Hence the consistency relations generally impose \( a_1^{(\alpha)} b_2^{(\beta)} - a_1^{(\beta)} b_2^{(\alpha)} = 0 \) for arbitrary biased tracers \( \alpha \) and \( \beta \). This condition implies that any biased tracer satisfies the following equation with an universal coefficient \( C_b \),

\[
\frac{b_2^{(\alpha)}}{a_1^{(\alpha)}} = \frac{b_2^{(\beta)}}{a_1^{(\beta)}} = C_b.
\]

(3.15)

We label the coefficient \( C_b \) is “universal” in the sense of being independent of the tracer species and in general just a function of time. It can be fixed by imposing concrete equations of motion for some tracer, specifically, the usual SPT solution for dark matter. Indeed, assuming the SPT solution for dark matter in the EdS universe, one finds \( C_b = 1 \).

The above constraint thus imply that the coefficient of the operator \( \partial_\ell \delta_\ell \frac{\partial}{\partial \ell} \delta_\ell \) is not free, but linked to the coefficient of the linear term \( \delta_\ell \) for any tracer. This is, of course, a known result saying that the displacement of the fields does not change the linear bias parameter.

This constraint is, by construction, also present in the other formalisms which we will discuss in section 4 \[15, 21, 22\]. In our case, it follows purely as a requirement of the consistency relation. Up to the second order in the tracer field we thus end up with just two independent operators \( \delta_\ell^3 \) and \( \frac{\partial}{\partial \ell} \delta_\ell ^2 \frac{\partial}{\partial \ell} \delta_\ell ^2 \) with free bias coefficients, \( b_1 \) and \( b_3 \) respectively.

### 3.4.2 4-point function

In a similar way, tree-level 4-point correlator between three different bias tracers, \( \alpha, \beta, \gamma \), and matter fluctuation in the soft limit, \( \lim_{q \to 0} \langle \delta_m(q) \delta_{h_\alpha}(k_1) \delta_{h_\beta}(k_2) \delta_{h_\gamma}(k_3) \rangle'_\text{tree} \), should not
include IR-divergent terms $\mathcal{O}(q^{-1})P_l(q)\langle \delta_{h_a}(k_1)\delta_{h_b}(k_2)\delta_{h_c}(k_3)\rangle'_\text{tree}$. One can show that the required conditions are
\begin{align}
c_2^{(h)} &= 2C_h b_1^{(h)}, \
d_2^{(h)} &= c_2^{(h)} = \frac{1}{2}C_h a_1^{(h)} , \
f_2^{(h)} &= 2c_3^{(h)} = 2C_h b_3^{(h)},
\end{align}
where $C_h$ is the universal coefficient introduced in eq. (3.15). This gives us four new constraints, fixing four third order bias coefficients. In addition, 4-point correlator allows us to take other two kinds of soft limits. One is double soft limit of external momenta. 4-point correlator with two soft legs should satisfy
\begin{equation}
\lim_{q_1,q_2 \rightarrow 0} \frac{\langle \delta_{m}(q_1)\delta_{m}(q_2)\delta_{h_a}(k_1)\delta_{h_b}(k_2)\rangle'}{P_m(q_1)P_m(q_2)\langle \delta_{h_a}(k_1)\delta_{h_b}(k_2)\rangle} \neq \mathcal{O}(q_1^{-1},q_2^{-1}).
\end{equation}
It can be shown that this correlator at tree-level with our bias expansion yields terms with $\mathcal{O}(q^{-2})$ and $\mathcal{O}(q^{-1})$ where $q \sim q_1, q_2$. The condition to vanish the $\mathcal{O}(q^{-1})$ terms is
\begin{equation}
b_2^{(\alpha)}b_2^{(\beta)} - a_1^{(\alpha)}c_2^{(\beta)} - a_1^{(\beta)}c_2^{(\alpha)} = 0,
\end{equation}
which always holds with the second condition in eq. (3.16), and thus it does not provide us with the additional constraints on the third order bias coefficients. On the other hand, the condition to erase the $\mathcal{O}(q^{-1})$ terms provides new relations, $d_1^{(\alpha)/a_1^{(\alpha)}} = d_1^{(\beta)/a_1^{(\beta)}}$ and $d_3^{(\alpha)/a_1^{(\alpha)}} = d_3^{(\beta)/a_1^{(\beta)}}$. Therefore, we introduce two, third order, universal coefficient
\begin{equation}
\frac{d_1^{(h)}}{a_1^{(h)}} = \tilde{C}_d, \quad \frac{d_3^{(h)}}{a_1^{(h)}} = \hat{C}_d.
\end{equation}
As in case of the second order universal coefficient $C_h$, the third order universal coefficients $\tilde{C}_d$ and $\hat{C}_d$, are independent of the bias species and they again link the third order displacements to the linear bias coefficient of the linear operator. As we did for the second order coefficient, we can again specify the matter dynamics by the SPT solutions which provides values of the $\tilde{C}_d$ and $\hat{C}_d$. Assuming the EdS universe we get $\tilde{C}_d = 3/14$ and $\hat{C}_d = 2/7$.

The last soft limit of 4-point correlator at tree-level is so-called collapsed limit in which the sum of two external momenta becomes very small. Its consistency relation is written as
\begin{equation}
\lim_{q_1,q_2 \rightarrow 0} \frac{\langle \delta_{h_a}(k_1)\delta_{h_b}(q_1 - k_1)\delta_{h_c}(k_2)\delta_{h_d}(q_2 - k_2)\rangle'}{P_m(q_1)\langle \delta_{h_a}(k_1)\delta_{h_b}(-k_1)\rangle\langle \delta_{h_c}(k_2)\delta_{h_d}(-k_2)\rangle} \neq \mathcal{O}(q_1^{-1},q_2^{-1}).
\end{equation}
This time, both $\mathcal{O}(q^{-2})$ and $\mathcal{O}(q^{-1})$ terms automatically vanish under the conditions obtained so far. Nevertheless, we find that the dependence on the soft momentum $q$ remains at $\mathcal{O}(q^0)$ order,
\begin{equation}
\lim_{q \rightarrow 0} \langle \delta_{h_a}(k_1)\delta_{h_b}(q - k_1)\delta_{h_c}(k_2)\delta_{h_d}(-q - k_2)\rangle' = 2a_1^{(\gamma)}a_1^{(\delta)} \left[ a_1^{(\beta)}\left( f_1^{(\alpha)} - f_2^{(\alpha)} + f_3^{(\alpha)} \right) + a_1^{(\beta)}\left( f_1^{(\beta)} - f_2^{(\beta)} + f_3^{(\beta)} \right) + a_1^{(\beta)}\left( f_1^{(\gamma)} - f_2^{(\gamma)} + f_3^{(\gamma)} \right) + a_1^{(\beta)}\left( f_1^{(\delta)} - f_2^{(\delta)} + f_3^{(\delta)} \right) \right] P_l(k_1)P^2_l(k_2)(\hat{k}_1 \cdot \hat{q})^2 + 2a_1^{(\alpha)}a_1^{(\gamma)}a_1^{(\delta)} \left[ a_1^{(\beta)}\left( f_1^{(\alpha)} - f_2^{(\alpha)} + f_3^{(\alpha)} \right) + a_1^{(\beta)}\left( f_1^{(\beta)} - f_2^{(\beta)} + f_3^{(\beta)} \right) + a_1^{(\beta)}\left( f_1^{(\gamma)} - f_2^{(\gamma)} + f_3^{(\gamma)} \right) + a_1^{(\beta)}\left( f_1^{(\delta)} - f_2^{(\delta)} + f_3^{(\delta)} \right) \right] P_l(k_1)P^2_l(k_2)(\hat{k}_2 \cdot \hat{q})^2 + a_1^{(\alpha)}a_1^{(\beta)}a_1^{(\gamma)}a_1^{(\delta)} \left[ c_0^2 - 2(\tilde{C}_d + \hat{C}_d) \right] (k_1P^2_l(k_1)P^2_l(k_2)(\hat{k}_1 \cdot \hat{q})^2 + k_2P^2_l(k_1)P^2_l(k_2)(\hat{k}_2 \cdot \hat{q})^2) + \cdots ,
\end{equation}
where \( P_\ell(k) \) and \( P'_\ell(k) \) are the linear matter power spectrum and its derivative, and the suppressed terms in \( \cdots \) do not depend on \( \hat{q} \). Requiring this \( \hat{q} \) dependence to vanish leads to

\[
    f_1^{(h)} - f_2^{(h)} + f_3^{(h)} = 0, \quad C_b^2 - 2(C_d + \bar{C}_d) = 0.
\]

(3.22)

As shown in appendix B, the same conditions are derived by 1-loop power spectrum (see eq. (B.4)). First constraint above reduces the number of free bias parameters, locking the three bias operators in the last line of eq. (3.10). On the other hand, the second constraint above, gives us the relation amongst the second and third order universal coefficients \( C_b, C_d \) and \( \bar{C}_d \). Using this constraint we can thus eliminate one of the third order coefficients. Note that for their values in the case with the SPT solution in the EdS quoted above, this condition is automatically satisfied (also in the generalized ΛCDM case, see eq. (A.1)).

It is important to stress that these two conditions do not follow directly from the current form of the consistency conditions [24–28, 31] and thus constitute, at this stage, a separate and independent condition. However, it is evident that such contributions are unphysical and thus are most likely related to some additional symmetry or physical principle. These should then also be imposed on our system in addition to the equivalence principle. One can also consider these from the other perspective. In e.g. [49–51] (see also the references therein) one writes trispectrum contributions that are relevant for determining the power spectrum covariance as

\[
    \lim_{q \to 0} T(k_1, -k_1+q, k_2, -k_2-q) = T^{NG}_c(k_1, -k_1, k_2, -k_2) + T^{SSC}(k_1, -k_1, k_2, -k_2; q),
\]

(3.23)

where \( T^{NG}_c \) is the connected non-Gaussian part of the trispectrum depending only on the hard momenta \( k_1 \) and \( k_2 \). \( T^{SSC} \) is so-called super-sample covariance arising due to large-scale correlations of the modes with soft momentum \( q \), and is proportional to \( P_\ell(q) \). In our expression eq. (3.21), we see that the presented terms do not conform to this structure and hence are required to vanish. However, we caution the reader that this requirement is basically equivalent to the one we made above. It still requires the link to some underlying physical principle, as is done with the previous consistency conditions. We shall return to this issue in more detail in the followup work.

Finally, we note that the constraints obtained from the two- and three-point functions are consistent with imposing the consistency relations on the one-loop power spectrum. This comparison is done in appendix B. This is to be expected, given that the momenta configurations entering the kernels at one-loop power spectrum are the subset of contributions considered when exploring the limits of two- and three-point functions. This reasoning can be extended to the higher-order functions and higher loops. Therefore, extracting the constraints from tree-level statistics order by order is sufficient to ensure the IR safety of all the relevant loop contributions.

3.5 Result

Collecting all the constraints we are able to reduce number of bias parameters by one at the second order and by seven at the third order. Putting it all together, we obtain our physical Monkey bias expansion,

\[
    \delta_h = a_1 \left[ \delta_\ell + \frac{C_b^2}{2} \frac{\partial_i}{\partial^2} \delta_\ell \left( \partial_j \delta_i \frac{\partial_j}{\partial^2} \delta_\ell \right) \right]
\]

(3.24)
\[
+ \partial_t \partial_\ell \frac{\partial}{\partial \ell^2} \left\{ C_b \delta_\ell + C_d \delta_\ell^2 + \frac{C_k^2}{2} \partial_j \delta_\ell \frac{\partial_j}{\partial \ell^2} \delta_\ell + \left( \frac{C_k^2}{2} - C_d \right) \frac{\partial_j \partial_k}{\partial \ell^2} \delta_\ell \partial_j \partial_k \delta_\ell \right\}
\]
\[
+ b_1 \delta_\ell \left[ 1 + 2 C_b \partial_\ell \frac{\partial}{\partial \ell^2} \right] \delta_\ell + b_3 \left[ 1 + C_k \frac{\partial_k}{\partial \ell^2} \delta_\ell \partial_k \right] \left( \frac{\partial_\ell \partial_\ell}{\partial \ell^2} \right)
\]
\[
+ c_1 \delta_\ell^3 + c_3 \left( \frac{\partial_j}{\partial \ell^2} \right) \delta_\ell \left( \frac{\partial_j}{\partial \ell^2} \right) \delta_\ell + f_1 \left( \frac{\partial_j}{\partial \ell^2} \right) \delta_\ell \left( \frac{\partial_j}{\partial \ell^2} \right) \delta_\ell \left( \frac{\partial_j}{\partial \ell^2} \right) \delta_\ell
\]
\[
+ f_2 \left[ \frac{\partial_j \partial_\ell}{\partial \ell^2} \partial_j \partial_\ell \left( \frac{\partial_k}{\partial \ell^2} \right) \delta_\ell + \frac{\partial_k \partial_\ell}{\partial \ell^2} \partial_k \partial_\ell \left( \frac{\partial_j}{\partial \ell^2} \right) \delta_\ell \right] - \frac{1}{2} \frac{\partial_\ell}{\partial \ell^2} \partial_\ell \partial_\ell \left( \frac{\partial_j \partial_\ell}{\partial \ell^2} \right) \delta_\ell \left( \frac{\partial_j \partial_\ell}{\partial \ell^2} \right) \delta_\ell \left( \frac{\partial_j \partial_\ell}{\partial \ell^2} \right) \delta_\ell
\]

where we omit the superscript \((h)\) of the coefficients. The bias parameters and the universal coefficients are highlighted by red and blue color, respectively. Consequently, the bias expansion of \(\delta_h\) has one, two and four free parameters at first, second and third perturbative order, respectively,

7 free parameters: \([1st \; order] \quad a_1, \quad [2nd \; order] \quad b_1, b_3, \quad [3rd \; order] \quad c_1, c_3, f_1, f_2.\]

We remind the reader that these are only the ‘deterministic’ and the lowest-order derivative bias operators and that one should add to these appropriate stochastic and higher derivative operators in order to obtain the full expansion of the biased field. We return to these in the subsection below.

Besides the bias parameters in our Monkey bias basis in eq. (3.24), we also have \(C_b\) and \(C_d\), which were introduced as universal coefficients in eqs. (3.15) and (3.19) (and after using eq. (3.22)), respectively. If one assumes to know the non-linear dynamics of the matter fluctuation (or any other biased tracer), these coefficients can be fixed using the relations \(C_b = b_2^{(m)}/a_1^{(m)}\) and \(C_d = d_1^{(m)}/a_1^{(m)}\) obtained by imposing the consistency relations. If matter dynamics can be described by the SPT in the EdS universe, for instance, \(C_b = 1\) and \(C_d = 3/14\) are true for all biased tracers. Thus, \(C_b\) and \(C_d\) are not counted as bias parameters, given that they do not depend on the characteristics of a specific tracer. In the \(\Lambda\)CDM universe, the coefficients are no longer constant but have some fixed time-dependence. Using the results given in appendix A, we get \(C_b = 1\) and \(C_d = (3\lambda_1 - 12\lambda_2 + 3\nu_3 - 2)/8\), where \(\lambda_n\) and \(\nu_n\) are time dependent functions encapsulating the influence of the cosmic expansion on the structure formation [52, 53].

Measuring the \(n\)-point correlators within reach of the expansion given in eq. (3.24) (up to the four-point function) allows us to measure, in principle, the \(C_b\) and \(C_d\) directly from the statistics of biased tracers. Moreover, as done for the other bias parameters, near-optimal estimators can also be constructed for these coefficients. Measuring the deviations form the \(\Lambda\)CDM values could provide tests of GR and could indicate the presence of new physics (e.g., a new degree of freedom). For example, in simplified models where quintessence fluctuations are present [54, 55], these universal coefficients are sensitive to the deviation from the \(\Lambda\)CDM universe as \(C_b = 1 - \epsilon_1\) and \(C_d = (3\lambda_1 - 12\lambda_2 + 3\nu_3 - 2 + 2\epsilon_2)/8\) where the \(\epsilon_1\) and \(\epsilon_2\) parameters represent the deviation (see appendix A for the definitions of \(\epsilon_n\)). Thus, they provide a potentially clean signal beyond GR, which is non-degenerate with the rest of the bias coefficients. Note that these particular models satisfy the consistency relations [53, 56–58], even though the time evolution of the displacement operators is modified. Constructing near-optimal and optimal estimators along the lines of [59–62], could be a promising path in obtaining the constraints on the time evolution of the coefficients and its possible modifications.
3.6 Inclusion of the higher derivatives and stochastic contributions

As noted above, so far, we have restricted our analysis in considering only deterministic and the lowest-order derivative terms of the bias operators. This restriction is not necessary and can be lifted relatively easily by extending the Monkey basis in eq. (3.10) to include appropriate stochastic and derivative operators. However, in order to include these additional operators, we need to choose the corresponding power counting. It is usual practice to add the stochastic operators already at the linear level, as is appropriate, while the leading derivative operator, $R^2 \partial^2 \delta$, suppressed by some scale $R$, starts to contribute at the third field order.

In eq. (3.1), we have assumed that the biased tracer $\delta_h(x, \tau)$ depends only on the linear matter fluctuation $\delta(x, \tau)$. In reality, however, the biased tracer $\delta_h(x, \tau)$ is not entirely determined by $\delta(x, \tau)$ on large scales, given that it also depends on the small scale dynamical modes of dark matter as well as baryonic physics also present at small scales. Due to our limited knowledge of the small scale dynamics, the biased tracers have an undeterministic component on top of the biased expansion with respect to $\delta(x, \tau)$ in eq. (3.10). In order to make up this gap, one can introduce a new stochastic field $\epsilon(x, \tau)$ which is uncorrelated with $\delta(x, \tau)$. With this stochastic field, the starting point of our discussion in section 3 is extended as

$$\delta_h = F[\delta, \epsilon] = a_1 \delta + a_\epsilon \epsilon + F_{NL}[\delta, \epsilon],$$

(3.25)

where $a_\epsilon$ is the linear bias coefficient of the stochastic term. It is straightforward to start over from the Step 1 (subsection 3.2) to obtain the nonlinear bias expansion $F_{NL}[\delta, \epsilon]$ by allowing the $X$ and $Y$ variables in eq. (3.6) to take values of the new stochastic field $\epsilon(x, \tau)$. The new stochastic field $\epsilon$ can be characterized, as usual, by having only constant Fourier space correlators and no cross-correlations with any of the deterministic operators.

In principle, higher-order operators containing combinations of deterministic and stochastic operators do not depend only on one and the same stochastic field $\epsilon$ but can each have a new degree of freedom in terms of the new stochastic fields $\epsilon_O$ (see, e.g. [22, 23, 63]). This is, in principle, simple to incorporate in the algorithm above by attaching an additional label to the stochastic field at each iteration step, in effect proclaiming it a new, independent, stochastic field. In this way, the full freedom of stochastic contributions can be covered. However, note that much of this is already captured in the current form given in eq. (3.25). Given that we have no a priori knowledge of the distribution nor dynamics of the stochastic field, for every correlator $\langle \epsilon \epsilon \rangle$, $\langle \epsilon \epsilon \epsilon \rangle$, etc., we require new functional freedom. This alone results in functional freedom in the structure of correlators of the stochastic field that would be quite degenerate with the form obtain if multiple stochastic fields would be used, as suggested above.

The higher derivative terms can be added by extending the equation of motion for the biased tracer, eq. (3.5). As discussed around eq. (2.1), the equations of motion for $\delta_h$ include the source terms eq. (2.3) brought up by the small scale physics feedback on the large scale tracer. Using the Taylor expansion, one finds that the leading order contribution from the source terms is approximately given by

$$S_{\delta,u}(x, \tau) \sim R^2 \partial^2 \delta(x, \tau).$$

(3.26)

Since this derivative term is suppressed by the small scale parameter $R$, it should be treated as a perturbative correction to the equation of motion in the same way as the non-linear
terms. Therefore, it leads to an additional term to the list of non-linear terms in eq. (3.6),

\[
\left\{ XY, \partial_i X \frac{\partial}{\partial^2} Y, \frac{\partial_i \partial_j}{\partial^2} X \frac{\partial_i \partial_j}{\partial^2} Y, R^2 k^2 \right\},
\]

(3.27)

where we keep \( R^2 k^2 \) as a bookkeeping parameter indicating \( R^2 k^2 = \mathcal{O}(\delta^2) \) with \( k \) being the wavenumber of the Fourier mode in interest. This leading derivative term would be activated only at the third iteration of eq. (3.6), giving the nontrivial contributions at the fourth-order, which is out of the scope of this paper where given that we are limiting our analysis to the third order expansion in the biased tracer fields. Contrary to the case of stochastic field, the higher derivative operators are allowed to correlate with any of the other deterministic operators. Note that any higher derivative operators including \( (R^2 k^2)^n \delta_i \) can then be added in an analogous way by allowing them to contribute in the construction of the basis via eq. (3.6) at the appropriate field order.

Once Step 1 (subsection 3.2) and Step 2 (subsection 3.3) are completed, giving rise to the extended Monkey basis, Step 3 (subsection 3.4) proceed in the same way as done before, giving additional constraints for the new bias parameters.

4 Comparison to previous works

In this section, we compare our result with three previous works; (i) McDonald & Roy [15], (ii) Mirbabayi, Schmidt & Zaldarriaga [22] (iii) EFT of LSS [21]. There are many other papers featuring comparable bias expansion (see, e.g. [16, 19, 20, 33]), but given that these should all be equivalent (at least up to the third-order) to the frameworks chosen above, we restrict our comparative study to these three. Note that in these previous formalisms, one needs to know the non-linear dynamics of matter fluctuation to derive bias expansions, and their results were presented with the use of the SPT in the EdS Universe, whereas our monkey framework relaxes this assumption. Hence, \( c_b = 1 \) and \( c_d = 3/14 \) are implicitly adopted in these previous works, as we shall see below. All these previous works have seven free bias parameters and corresponding bias operator basis, making them equivalent to our monkey framework.

4.1 McDonald & Roy (2009)

McDonald and Roy [15], have found their basis expansion up to the third-order by fully exploiting the SPT result for the matter fluctuation \( \delta_m \). They introduced the following bias operators

\[
\psi \equiv \eta - \frac{2}{7} s^2 + \frac{4}{21} \delta_m^2, \quad s_{ij} \equiv \left( \frac{\partial_i \partial_j}{\partial^2} - \frac{1}{3} \delta_{ij} \right) \delta_m, \quad t_{ij} \equiv \left( \frac{\partial_i \partial_j}{\partial^2} - \frac{1}{3} \delta_{ij} \right) \eta, \quad \eta \equiv \theta_m - \delta_m. \quad (4.1)
\]

Then, for instance, they chose \( \psi \) as an independent operator at the third order, because the SPT in the EdS universe shows \( \eta = 2s^2/7 - 4\delta_m^2/21 \) up to the second order and \( \psi \) becomes non-zero from the third order. Through such arguments, the expansion for the bias trace field up to the third-order is obtained

\[
\delta_h^{\text{MR}} = c_5 \delta_m + c_6 \delta_m^2 + c_{s2} s^2 + c_{s3} \delta_m s^2 + c_{st} t + c_{s3} s^3 + c_4 \psi,
\]

(4.2)

where \( s^2 \equiv s_{ij} s_{ij}, s^3 \equiv s_{ij} s_{ij} s_{ij} \) and \( st \equiv s_{ij} t_{ij} \). In order to show that this basis is, order by order, equivalent to the one obtained in the Monkey framework we compare it to the
\( \delta_{\text{MR}} \) can be re-expressed in terms of the Monkey formalism by using the simple bias coefficient redefinition

\[
\begin{align*}
  a_1 &= c_5, & b_1 &= \frac{5}{7} c_5 + c_3 - \frac{1}{3} c_{s2}, & b_2 &= c_5, & b_3 &= \frac{2}{7} c_5 + c_{s2}, \\
  c_1 &= \frac{4}{9} c_5 + \frac{10}{7} c_{s2} - \frac{10}{21} c_{s3} + \frac{68}{21} c_{st} + \frac{2}{9} c_{s3}, \\
  c_2 &= \frac{10}{7} c_5 + 2 c_{s2} - \frac{2}{3} c_{s3}, & c_3 &= \frac{1}{3} c_5 + \frac{4}{21} c_{s2} - \frac{4}{21} c_{s3} + c_{s2} - \frac{4}{147} c_{s3} - \frac{2}{21} c_{st} - c_{s3}, \\
  d_1 &= \frac{3}{14} c_5, & d_2 &= \frac{1}{2} c_5, & d_3 &= \frac{2}{7} c_5, & e_2 &= \frac{1}{2} c_5, & e_3 &= \frac{11}{63} c_5 + \frac{4}{63} c_{s2} - \frac{1}{2} c_{s3}, \\
  f_1 &= \frac{2}{21} c_5 + \frac{10}{7} c_{s2} - \frac{32}{147} c_{s3} - \frac{2}{7} c_{st}, & f_2 &= \frac{2}{9} c_5 + 2 c_{s2} - \frac{8}{63} c_{s3} + c_{s3}, \\
  f_3 &= \frac{8}{63} c_5 + \frac{4}{7} c_{s2} + \frac{40}{441} c_{s3} + \frac{2}{7} c_{st} + c_{s3}.
\end{align*}
\]

It is straightforward to confirm that the above expressions satisfy all the conditions on the monkey coefficients, \( a_1, b_1, \ldots, f_3 \), derived in the previous section irrespective of McDonald and Roy’s coefficients, \( c_5, c_{s2}, \ldots, c_{s3} \). Therefore, this bias expansion is a particular example of the Monkey formalism under the additional assumption of the SPT and the EdS universe. As is known, five bias parameters at third order in eq. (4.2) implies that one third order operator (and its coefficient) out of five can be eliminated as a degenerate operator.

### 4.2 Mirbabayi, Schmidt & Zaldarriaga(2014)

The authors of [22] adopted the second spacial derivative of gravitational potential \( \Phi \) as a fundamental building block for bias expansion,

\[
\Pi_{ij}^{[1]} = \frac{2}{3 \Omega_m H^2} \partial_i \partial_j \Phi = \frac{1}{3} \delta_{ij}^\nu \delta_m + s_{ij},
\]

where Poisson equation is used and an operator \( \Pi_{ij}^{[n]} \) includes \( n \)-th and higher order contributions in perturbation. Contrary to the somewhat heuristic argument of McDonald and Roy, they provided a systematic scheme to find higher order bias terms from \( \Pi_{ij}^{[1]} \). Since the time dependence of a \( n \)-th order operator is always \( D^n(\tau) \) in the SPT in the EdS-like universe, taking its logarithmic derivative w.r.t. the growth factor \( d/d \ln D = (\mathcal{H} f)^{-1} d/d \tau \) and multiplying it by \( n \) are equivalent at the leading order. Thus their difference is \( (n + 1) \)-th order and this fact leads to the following generating rule:

\[
\Pi_{ij}^{[n+1]} = \frac{1}{n!} \left[ (\mathcal{H} f)^{-1} \frac{D}{D \tau} - n \right] \Pi_{ij}^{[n]},
\]

where the convective (or Lagrangian) time derivative \( D/D \tau \equiv \partial / \partial \tau + v^i \partial / \partial x^i \) is also introduced to take into account the past trajectory \( x_\tau \) (see section 2). The bias basis, at a given order, is then constructed out of all possible scalar quantities made from \( \Pi_{ij}^{[n]} \). In terms of
operators of McDonald and Roy basis it can be re-expressed as

1st order: \( \text{Tr}[\Pi[1]] = \delta_m \),

2nd order: \((\text{Tr}[\Pi[1]])^2 = \delta_m^2, \quad \text{Tr}[(\Pi[1])^2] = s^2 + \frac{1}{3}\delta_m^2\),

3rd order: \((\text{Tr}[\Pi[1]])^3 = \delta_3^3, \quad \text{Tr}[(\Pi[1])^2] = s^2 + \frac{1}{3}\delta_m^2, \quad \text{Tr}[(\Pi[1])^3] = \frac{1}{9}\delta_m^3 + \frac{5}{2}st\).

Thus MSZ bias expansion can again, up to third order, be expressed as another linear combination of operators in eq. (4.2) (while \(\psi\) is eliminated due to the degeneracy). One can find the corresponding monkey coefficient by remapping eq. (4.3) in accordance with eq. (4.6).

### 4.3 EFT of LSS

The bias expansion of the EFT of LSS \([21, 63, 64]\) was derived by adding a physical component of “non-locality in time” to McDonald and Roy’s operator basis \(O_{MR}\). The fact that biased tracers could be affected by the physics that happened on their past trajectory can be taken into account by dressing the operators in time integrals with time-dependent kernels. We thus have

\[
\delta_{h}^{\text{EFT}}(t, \mathbf{x}) = \sum_{O_i \in O_{MR}} \int_{t'}^t dt' H(t') c_i(t, t') O_i(t', \mathbf{x}_{\|}), \tag{4.7}
\]

where \(\mathbf{x}_{\|}(t, t', \mathbf{x}) \equiv \mathbf{x} - \int_{t'}^t dt'' v(t'', \mathbf{x}_{\|}(t, t'', \mathbf{x}))\) is the past trajectory of biased tracer \(\delta_h(t, \mathbf{x})\) along which an operator \(O_i\) has affected the formation of \(\delta_h\) with unknown weighting factor \(c_i\). By perturbatively expanding the above expression, one apparently obtains much more bias operators than McDonald and Roy. However, after resolving degeneracies between operators, it turned out that the bias expansion is isomorphic (i.e., equivalent) to McDonald and Roy’s one.\(^6\) Therefore, it has been shown that non-locality in time eq. (4.7) does not bring in any new bias operator up to third order in the EdS universe, compared to other approaches. In this context, our formalism clarifies that non-locality in time never introduces new operators in any background universe (at least up to third order), given that the monkey theory does not acquire a new operator unless new non-linear terms are added to eq. (3.6) or the consistency relations are broken.

The bias expansion of the EFT of LSS is given by

\[
\delta_h = \tilde{c}_{\delta,1} \left( C_{\delta,1}^{(1)} + C_{\delta,1}^{(2)} + C_{\delta,1}^{(3)} \right) + \tilde{c}_{\delta,2} \left( C_{\delta,2}^{(2)} + C_{\delta,2}^{(3)} \right) + \tilde{c}_{\delta,3} \left( C_{\delta,3}^{(3)} \right) + \tilde{c}_{s,1} \left( C_{s,1}^{(2)} + C_{s,1}^{(3)} \right) + \tilde{c}_{s,2} \left( C_{s,2}^{(2)} + C_{s,2}^{(3)} \right) + \tilde{c}_{s,3} \left( C_{s,3}^{(3)} \right) + \tilde{c}_{s,4} \left( C_{s,4}^{(3)} \right), \tag{4.8}
\]

where \(\tilde{c}_X\) are free bias parameters and \(C_X^{(n)}\) are operators at \(n\)-th order whose definitions can be found in \([63, 64]\). We again suppressed stochastic, higher derivative and counter terms in

---

\(^6\)In the first \([21]\) and second paper \([63]\), new operators apparently appeared because of errors in calculations which were fixed in the third paper \([64]\).
the above equation. The mapping of the coefficients is given by

\begin{align}
    a_1 &= \tilde{c}_{\delta,1}, \quad b_1 = \frac{5}{7} \tilde{c}_{\delta,2} + \tilde{c}_{\delta,1}, \quad b_2 = \tilde{c}_{\delta,1}, \quad b_3 = \frac{2}{7} \tilde{c}_{\delta,2}, \\
    c_1 &= \frac{4}{9} \tilde{c}_{\delta,3} + \frac{10}{7} \tilde{c}_{\delta,1} + \tilde{c}_{\delta,2} - \frac{10}{21} \tilde{c}_{s,2}, \quad c_2 = \frac{10}{7} \tilde{c}_{\delta,2} + 2 \tilde{c}_{\delta,1}, \quad c_3 = \frac{1}{3} \tilde{c}_{\delta,3} + \frac{4}{7} \tilde{c}_{s,2} - \frac{4}{21} \tilde{c}_{s,2}, \\
    d_1 &= \frac{3}{14} \tilde{c}_{\delta,1}, \quad d_2 = \frac{1}{2} \tilde{c}_{\delta,1} \quad d_3 = \frac{2}{7} \tilde{c}_{\delta,1}, \quad e_2 = \frac{1}{2} \tilde{c}_{\delta,1}, \quad e_3 = \frac{2}{7} \tilde{c}_{\delta,2} - \frac{1}{9} \tilde{c}_{\delta,3} - \tilde{c}_{s,2}, \\
    f_1 &= \frac{2}{21} \tilde{c}_{\delta,3} + \frac{10}{7} \tilde{c}_{s,2}, \quad f_2 = \frac{2}{9} \tilde{c}_{\delta,3} + 2 \tilde{c}_{s,2}, \quad f_3 = \frac{8}{63} \tilde{c}_{\delta,3} + \frac{4}{7} \tilde{c}_{s,2}.
\end{align}

It can be easily confirmed that all the conditions on the monkey coefficients are always satisfied for arbitrary EFT bias parameters \( \tilde{c}_X \).

5 Summary and discussion

Both Eulerian and Lagrangian biasing schemes employ the two-step procedure wherein bias expansion is introduced in the one-step, and perturbation theory is used to describe dark matter dynamics in the second step. This requires the computational tasks where order by order similar perturbative expansions are done repeatedly, increasing the complexity of the description in either scheme. Moreover, in both schemes, the former step relies on a somewhat arbitrary way of how the bias expansion basis is chosen at each perturbative order.

In this paper, we have developed the new formalism for constructing the biased tracer field (such as galaxies, 21cm lines, clusters, etc.), which we dub the Monkey bias theory. The motivation for such an approach was to avoid the redundancy in the basic construction present in all other approaches and to provide a self-consistent basis construction algorithm based on physical principles. We summarize below several key features of this approach.

- Monkey bias expansion is a direct expansion of the biased tracer field, which originally includes all possible bias terms at given perturbative order and then gets constrained into the physical basis by consistency relation of large scale structure derived from the equivalence principle and adiabatic perturbations.

- In addition to the direct utilization of consistency relations, additional spurious dependence on the direction of soft modes remains that is not killed by the consistency conditions alone. Disregarding such contributions, in principle, constitutes an additional physical requirement, separate from the current form of consistency relations, and thus prompts further investigation that shall be addressed in future work.

- These physical constraints are imposed on the tree-level statistics where the computational effort is minimal, which automatically guarantees the loop contributions are also physical. Thus our formalism ensures the completeness and IR safety of the generated bias basis. As a consequence of this construction method, we also do not need to worry if an operator is missed in our bias expansion.

- Construction of the Monkey bias basis for a given perturbative order is formulated as a three-step algorithmic procedure that yields itself to automatized computer implementation. It can be especially useful to construct the basis at higher orders in perturbation theory where a fully automated approach would guarantee consistency and completeness in the “no operator left behind” sense. This feature, in particular,
we see as an advantage compared to all the current bias tracer frameworks, where the construction of the higher orders can become a cumbersome endeavor.

- Applying this construction procedure, we obtain explicit results of the bias tracer field up to the third order in the perturbative expansion (counting by numbers of linear fields $\delta_I$ involved) as given in eq. (3.24). If the EdS universe is additionally assumed, our Monkey bias expansion is equivalent to the ones in the literature. We explicitly compare the results in [15, 21, 22] to ours, and give explicit linear mappings of bias coefficients.

- For the first time, we include the exact time evolution effects in the generalized background universe beyond the EdS universe in the bias expansion. These emerge as the universal coefficients, $C_b$ and $C_d$, in our main result eq. (3.24). Even though their deviation from the standard EdS-like evolution is not likely to be dramatic, they are not degenerate with the bias parameters, contrary to the standard lore. This is because the coefficients of the bulk displacements operators are protected by the equivalence principle, but at third-order the bias expansion can exhibit the nonlinear displacement effects whose coefficients depend on the background evolution in the $\Lambda$CDM universe. These time evolution effects can appear even at the second-order and become diversified in the beyond $\Lambda$CDM theories (see, e.g., [52, 54, 55, 58]). Isolating this contribution can serve as a clean test of $\Lambda$CDM dynamics. As a simplest observable of these evolution effects, we suggest the near-optimal bispectrum estimators for the displacement contributions as is proposed in, e.g., [59] for other bias coefficients.

In the paper, we focused primarily on obtaining the results for so-called deterministic bias operators. However, we also discuss the extension of the Monkey framework to include the stochastic bias contributions, as well as higher derivative operators. Both of these extensions can be relatively easily added to the framework, modifying just the first step of the proposed algorithm, while the application of the consistency conditions remains unchanged.

As a potential benefit and application of the approach, we envisage it in a more straightforward construction of the higher-order contributions such as one-loop bispectrum or two-loop power spectrum of biased tracers, as well as in the determining and exploiting the approximate degeneracies and marginal operators. The latter is of particular interest given that the number of free parameters in constructed observables can become quite large, and thus, it is of interest to reduce the number of degrees of freedom to the relevant ones. Furthermore, the extension of the formalism to incorporate the redshift space distortions, as well as the expansion of bias tensor fields (see e.g. [65] for a recent treatment) should be of interest and charts some of the future developments. Finally, we note that, in our opinion, presented Monkey formalism for the perturbative construction of the generic bias tracer fields utilizes one of the simplest and yet most explicit applications of the consistency relations of large scale structure so far.
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A SPT result in the generalized $\Lambda$CDM universe

In this section, we show that Monkey basis given in eq. (3.10) is sufficient to capture the exact time dependence of the perturbative dark matter solutions in the $\Lambda$CDM universe and its simple quintessence extensions.

The usual practice in the field of perturbative LSS is to rely on so-called EdS-like approximation where the perturbative kernels ($F_n$ and $G_n$ in SPT) are assumed to be time-independent, and each perturbative order is scaled by the linear growth rate $D(\tau)^n$. For the $\Lambda$CDM universe, this turns out to be a good approximation yielding a $\sim 1\%$ accuracy [52, 53, 66]. However, one can exactly solve the SPT in the $\Lambda$CDM universe with the time-dependent perturbative kernels (see, e.g., [52]). The exact solution for the density fluctuation $\delta_m$ in the extended $\Lambda$CDM universe can be written in our bias expansion basis as

$$
a_1^{(m)} = 1, \quad b_1^{(m)} = \frac{1}{4}(3 \nu_2 - 2 + 2 \epsilon_1), \quad b_2^{(m)} = 1 - \epsilon_1, \quad b_3^{(m)} = \frac{3}{2} \left(1 - \frac{1}{2} \nu_2 - \epsilon_1\right),
$$

$$
\epsilon_1^{(m)} = \frac{1}{8}(-9 \lambda_1 + 12 \lambda_2 + 3 \nu_3 - 6 \nu_2 + 2 + 6 \nu_2 \epsilon_1 - 2 \epsilon_2), \quad c_2^{(m)} = \frac{1}{2}(3 \nu_2 - 2 - 3 \nu_2 \epsilon_1 + 2 \epsilon_2),
$$

$$
c_3^{(m)} = -\frac{3}{8}(-13 \lambda_1 + 12 \lambda_2 + 3 \nu_3 - 6 \nu_2 + 2 + 6 \nu_2 \epsilon_1 - 2 \epsilon_2),
$$

$$
d_1^{(m)} = \frac{1}{8}(3 \lambda_1 - 12 \lambda_2 + 3 \nu_3 - 2 + 2 \epsilon_2), \quad d_2^{(m)} = \frac{1}{2}(1 - \epsilon_2), \quad d_3^{(m)} = -\frac{3}{8}(\lambda_1 - 4 \lambda_2 + \nu_3 - 2 + 2 \epsilon_2),
$$

$$
\epsilon_2^{(m)} = \frac{1}{2}(1 - \epsilon_2), \quad \epsilon_3^{(m)} = -\frac{3}{8}(-5 \lambda_1 + 4 \lambda_2 + \nu_3 - 2 + 2 \epsilon_2),
$$

$$
f_1^{(m)} = -\frac{3}{8}(\lambda_1 + 4 \lambda_2 - \nu_3 - 2 \nu_2 + 2 + 6 \nu_2 \epsilon_1 - 2 \epsilon_2),
$$

$$
f_2^{(m)} = \frac{3}{4}(-5 \lambda_1 + 4 \lambda_2 + \nu_3 - 2 \nu_2 + 2 + 6 \nu_2 \epsilon_1 - 2 \epsilon_2),
$$

$$
f_3^{(m)} = \frac{3}{8}(-9 \lambda_1 + 12 \lambda_2 + \nu_3 - 6 \nu_2 + 6 + 6 \nu_2 \epsilon_1 - 6 \epsilon_2),
$$

where $\nu_2(\tau)$, $\nu_3(\tau)$, $\lambda_1(\tau)$, $\lambda_2(\tau)$ represent the influence of the cosmic expansion on the structure formation, and $\epsilon_1(\tau)$, $\epsilon_2(\tau)$ encode the effect of quintessence fluctuation which satisfy $(1 - \epsilon_1)^2 = 1 - \epsilon_2$ (see e.g. [53, 54]). In the limit of the standard $\Lambda$CDM universe, $\epsilon_1$ and $\epsilon_2$ vanish. One can explicitly check that all the conditions found in subsection 3.4 hold irrespective of these functions of time. It can be also confirmed that the above results are reduced into eq. (3.11) in the EdS limit.

B One-loop power spectrum

In section 3 we have obtained the explicit field expansion up to the third order in the Monkey basis. Besides the tree-level statistics up to the trispectrum, this also allows us to compute the one-loop power spectrum with soft loop momentum. The consistency relations show that the leading $O(q^{-2})$ term in the integrand in the unequal-time correlator should vanish in the equal-time limit [28],

$$
\langle \delta h_a(k, \tau_1) \delta h_b(-k, \tau_2) \rangle'_{1\text{-softloop}} = -\frac{1}{2} \langle \delta h_a(k, \tau_1) \delta h_b(-k, \tau_2) \rangle_{\text{tree}}^e \int_{\Delta} \frac{d^3q}{(2\pi)^3} \left[D(\tau_1) - D(\tau_2)\right]^2 \left(\frac{q \cdot k}{q^2}\right)^2 P_s(q),
$$

where
where $\Lambda$ denotes a UV cutoff which restricts the loop momentum to be much less than the external one, $q \leq \Lambda \ll k$. The cross-correlation one-loop power spectrum for biased tracers $h_\alpha$ and $h_\beta$ can be written as

$$P_{h_\alpha h_\beta}^{1\text{loop}}(k) = 2 \int_q K_2^{(\alpha)}(k-q,q)K_2^{(\beta)}(k-q,q)P_\ell(q)P_\ell(|k-q|) + 3P_\ell(k) \int_q \left[a_1^{(\alpha)}K_3^{(\beta)}(k,-q,q) + a_1^{(\beta)}K_3^{(\alpha)}(k,-q,q)\right]P_\ell(q), \tag{B.2}$$

where $\int_q \equiv \int d^3q/(2\pi)^3$, and $K_2$ and $K_3$ include the contributions from the second and third order operators whose expressions are written in eq. (C.1). Before taking the soft limit, we consider the limit when the two momenta in the $K_3^{(h)}$ kernel are of the same magnitude and direction, but of the opposite orientation. We thus consider a limit $k_1 \rightarrow k$, $k_2 \rightarrow -q$ and $k_3 \rightarrow q$ using a probe $\epsilon$ field of vanishing magnitude. We have

$$K_3^{(h)}(k,\epsilon - q, q) = \left(d_1^{(h)} - d_2^{(h)} + d_3^{(h)}\right) \frac{k \cdot \epsilon}{3\epsilon^2} + \left(f_1^{(h)} - f_2^{(h)} + f_3^{(h)}\right) \frac{(k \cdot \epsilon)^2}{3k^2\epsilon^2} + \cdots, \tag{B.3}$$

The field $\epsilon$ is thus introduced as a regulator and the kernel should be free of divergencies and orientation dependence of $\epsilon$, in the limit $\epsilon \rightarrow 0$. This imposes the two constraints

$$d_1^{(h)} - d_2^{(h)} + d_3^{(h)} = 0, \quad f_1^{(h)} - f_2^{(h)} + f_3^{(h)} = 0, \tag{B.4}$$

which are already satisfied by the constraints obtained from the trispectrum consideration in eqs. (3.16), (3.19), and (3.22). This is, of course, expected given that the $K_3^{(h)}$ kernel configuration entering the one-loop power spectrum is a simplification of the more general trispectrum case. Using the Monkey bias expansion in eq. (3.10), the leading soft one-loop contribution is then given by

$$P_{h_\alpha h_\beta}^{1\text{loop}}(k) \bigg|_{\text{softloop}} \approx \left[b_2^{(\alpha)}b_2^{(\beta)} - a_1^{(\alpha)}e_2^{(\beta)} - a_1^{(\beta)}e_2^{(\alpha)}\right] \frac{1}{3}P_\ell(k) \int_q \frac{k^2}{q^2}P_\ell(q). \tag{B.5}$$

The soft-loop consistency condition expressed in eq. (B.1) requires that the pre-factor above vanishes. However, this condition is the same as the trispectrum condition given in eq. (3.18). Therefore, as was to be expected, the one-loop power spectrum does not require any new conditions and obtains the required IR safe form by inheriting the constraints obtained from imposing the consistency condition on the three-level statistics. The expectation is that the same trend, shown here at the level of the one-loop power spectrum, extends to the higher loops and higher-order statistics. For example, that the one-loop bispectrum and two-loop power spectrum are fully IR safe and regular, once the consistency conditions are imposed on the corresponding higher-order tree-level spectra.

## C Expressions for observables

In this section, we summarise expressions for the observable statistics used in the paper. Namely, we relay on the one-loop power spectrum, three-level bispectrum, and three-level trispectrum. This constitutes all the statistics that are “unlocked” by considering the field expansion up to the third-order. The un-symmetrized kernels at the second-order $K_2(q_1,q_2)$
and the third-order $K_2(q_1, q_2, q_3)$ can be obtained by Fourier transforming the final Monkey basis given in eq. (3.24). We have

\begin{align}
K_2 &= C_0 a_1 \frac{q_1 \cdot q_2}{q_2^3} + b_1 + b_3 \frac{(q_1 \cdot q_2)^2}{q_1^2 q_2^3}, \\
K_3 &= C_0 \frac{q_2 \cdot q_3}{q_3^3} \left[ 2b_1 + b_3 \frac{q_1 \cdot (q_2 + q_3)}{q_1^2} \left( \frac{q_2 \cdot q_3}{q_2^2} \right) \right] + C_d a_1 \frac{q_1 \cdot (q_2 + q_3)}{q_2 + q_3} \left[ 1 - \left( \frac{q_2 \cdot q_3}{q_2^2 q_3^2} \right)^2 \right] \\
&+ \frac{1}{2} C^2 d a_1 \left[ \frac{(q_2 \cdot q_3)^2}{q_2^2 q_3^2} \right] + C_0 \frac{q_2 \cdot q_3}{q_3^3} \left[ \frac{q_1 \cdot (q_2 + q_3)}{q_1^2} \right] + \frac{1}{2} C_d a_1 \frac{q_1 \cdot (q_2 + q_3)}{q_2 + q_3} \left\{ 1 + \frac{(q_2 \cdot q_3)}{q_2^2} \right\} \\
&+ f_1 \left( \frac{(q_2 \cdot q_3)^2}{q_2^2 q_3^2} \right) + f_2 \left( \frac{(q_2 \cdot q_3)^2}{q_2^2 q_3^2} \right) \left\{ 1 + \frac{(q_2 \cdot q_3)}{q_2^2} \right\} - \frac{1}{2} \frac{(q_2 \cdot q_3)}{q_2^2 q_3^2} \right\},
\end{align}

where we employ the same color scheme for the bias parameters and the universal coefficients as in eq. (3.24). For the reader’s convenience, let us quote the characteristic universal coefficient values again. If the matter dynamics is described by the SPT-like equations (including its EFT extensions) in the ΛCDM universe, assuming the EdS-like approximation of the time dependence, we can use $C_b = 1$ and $C_d = 3/14$.

Once the kernel functions are symmetrized, we can write explicit expressions for the one-loop power spectrum, bispectrum, and trispectrum. The power spectrum is given by

\begin{align}
P^\text{1loop}_{\alpha \beta \gamma}(k) &= a_1^{(\alpha)} a_1^{(\beta)} P_\ell(k) \\
&+ 2 \int_q K_2^{(\gamma)}(k - q, q) K_2^{(\beta)}(k - q, q) P_\ell(q) P_\ell(|k - q|) \\
&+ 3 P_\ell(k) \int_q \left[ a_1^{(\alpha)} K_3^{(\beta)}(k, q, q) + a_1^{(\beta)} K_3^{(\alpha)}(k, q, q) \right] P_\ell(q).
\end{align}

The power spectrum is the only statistics that exhibits the loop contributions at the field order we work at (third-order in the fields). The constraints obtained from the consistency conditions ensure that the power spectrum exhibits all the expected IR-safe behavior.

Tree-level bispectrum is given by

\begin{align}
B_{\alpha \beta \gamma \delta \epsilon \zeta}(k_1, k_2, k_3) &= 2 a_1^{(\alpha)} a_1^{(\beta)} K_2^{(\gamma)}(k_1, k_2) P_\ell(k_1) P_\ell(k_2) + 2 \text{perm},
\end{align}

where only second order fields contribute.

Finally, the tree-level bispectrum is given by

\begin{align}
T_{\alpha \beta \gamma \delta \epsilon \zeta}(k_1, k_2, k_3, k_4) &= 6 a_1^{(\alpha)} a_1^{(\beta)} K_3^{(\gamma)}(k_1, k_2, k_3) P_\ell(k_1) P_\ell(k_2) P_\ell(k_3) + 3 \text{perm} \\
&+ 4 \left[ a_1^{(\alpha)} a_1^{(\beta)} P_\ell(k_1) P_\ell(k_2) \left\{ P_\ell(|k_2 + k_3|) K_2^{(\gamma)}(-k_1, k_1 + k_3) \right\} \times K_2^{(\delta)}(k_2, k_2 + k_4 + (k_1 \leftrightarrow k_2)) + 5 \text{perm} \right],
\end{align}

where again all three kernels contribute.
References

[1] N. Kaiser, Clustering in real space and in redshift space, Mon. Not. Roy. Astron. Soc. 227 (1987) 1 [inSPIRE].

[2] A.J.S. Hamilton, Measuring Omega and the real correlation function from the redshift correlation function, Astrophys. J. Lett. 385 (1992) L5 [inSPIRE].

[3] D.H. Weinberg, M.J. Mortonson, D.J. Eisenstein, C. Hirata, A.G. Riess and E. Rozo, Observational probes of cosmic acceleration, Phys. Rept. 530 (2013) 87 [arXiv:1201.2434] [inSPIRE].

[4] Euclid Theory Working Group collaboration, Cosmology and fundamental physics with the Euclid satellite, Living Rev. Rel. 16 (2013) 6 [arXiv:1206.1225] [inSPIRE].

[5] DESI collaboration, The DESI experiment part I: science, targeting, and survey design, arXiv:1611.00036 [inSPIRE].

[6] Particle Data Group collaboration, Review of Particle Physics, Phys. Rev. D 98 (2018) 030001 [inSPIRE].

[7] Planck collaboration, Planck 2018 results. I. Overview and the cosmological legacy of Planck, Astron. Astrophys. 641 (2020) A1 [arXiv:1807.06205] [inSPIRE].

[8] CMB-S4 collaboration, CMB-S4 science book, first edition, arXiv:1610.02743 [inSPIRE].

[9] C. Howlett, L. Staveley-Smith and C. Blake, Cosmological forecasts for combined and next generation peculiar velocity surveys, Mon. Not. Roy. Astron. Soc. 464 (2017) 2517 [arXiv:1609.08247] [inSPIRE].

[10] B. Jain and J. Khoury, Cosmological tests of gravity, Annals Phys. 325 (2010) 1479 [arXiv:1004.3294] [inSPIRE].

[11] A. Joyce, B. Jain, J. Khoury and M. Trodden, Beyond the cosmological standard model, Phys. Rept. 568 (2015) 1 [arXiv:1407.0059] [inSPIRE].

[12] M. Ishak, Testing general relativity in cosmology, Living Rev. Rel. 22 (2019) 1 [arXiv:1806.10122] [inSPIRE].

[13] M. Alvarez et al., Testing inflation with large scale structure: connecting hopes with reality, arXiv:1412.4671 [inSPIRE].

[14] P. McDonald, Clustering of dark matter tracers: renormalizing the bias parameters, Phys. Rev. D 74 (2006) 103512 [Erratum ibid. 74 (2006) 129901] [astro-ph/0609413] [inSPIRE].

[15] P. McDonald and A. Roy, Clustering of dark matter tracers: generalizing bias for the coming era of precision LSS, JCAP 08 (2009) 020 [arXiv:0902.0991] [inSPIRE].

[16] K.C. Chan, R. Scocimarro and R.K. Sheth, Gravity and large-scale non-local bias, Phys. Rev. D 85 (2012) 083509 [arXiv:1201.3614] [inSPIRE].

[17] T. Baldauf, U. Seljak, V. Desjacques and P. McDonald, Evidence for quadratic tidal tensor bias from the halo bispectrum, Phys. Rev. D 86 (2012) 083540 [arXiv:1201.4827] [inSPIRE].

[18] Z. Vlah, U. Seljak, T. Okumura and V. Desjacques, Distribution function approach to redshift space distortions. Part V: perturbation theory applied to dark matter halos, JCAP 10 (2013) 053 [arXiv:1308.6294] [inSPIRE].

[19] S. Saito, T. Baldauf, Z. Vlah, U. Seljak, T. Okumura and P. McDonald, Understanding higher-order nonlocal halo bias at large scales by combining the power spectrum with the bispectrum, Phys. Rev. D 90 (2014) 123522 [arXiv:1405.1447] [inSPIRE].

[20] V. Assassi, D. Baumann, D. Green and M. Zaldarriaga, Renormalized halo bias, JCAP 08 (2014) 056 [arXiv:1402.5916] [inSPIRE].
[21] L. Senatore, *Bias in the effective field theory of large scale structures*, *JCAP* 11 (2015) 007 [arXiv:1406.7843] [inSPIRE].

[22] M. Mirbabayi, F. Schmidt and M. Zaldarriaga, *Biased tracers and time evolution*, *JCAP* 07 (2015) 030 [arXiv:1412.5169] [inSPIRE].

[23] V. Desjacques, D. Jeong and F. Schmidt, *Large-scale galaxy bias*, *Phys. Rept.* 733 (2018) 1 [arXiv:1611.09787] [inSPIRE].

[24] M. Peloso and M. Pietroni, *Galilean invariance and the consistency relation for the nonlinear squeezed bispectrum of large scale structure*, *JCAP* 05 (2013) 031 [arXiv:1302.0223] [inSPIRE].

[25] M. Peloso and M. Pietroni, *Ward identities and consistency relations for the large scale structure with multiple species*, *JCAP* 04 (2014) 011 [arXiv:1310.7915] [inSPIRE].

[26] P. Creminelli, J. Noreña, M. Simonović and F. Vernizzi, *Single-field consistency relations of large scale structure*, *JCAP* 12 (2013) 025 [arXiv:1309.3557] [inSPIRE].

[27] M. Peloso and M. Pietroni, *Large scale structure of the universe and cosmological perturbation theory*, *Phys. Rept.* 367 (2002) 1 [astro-ph/0112551] [inSPIRE].

[28] T. Matsubara, *Nonlinear perturbation theory with halo bias and redshift-space distortions via the Lagrangian picture*, *Phys. Rev. D* 78 (2008) 083519 [Erratum ibid. 78 (2008) 109901] [arXiv:0807.1733] [inSPIRE].

[29] T. Matsubara, *Nonlinear perturbation theory integrated with nonlocal bias, redshift-space distortions, and primordial non-gaussianity*, *Phys. Rev. D* 83 (2011) 083518 [arXiv:1102.4619] [inSPIRE].

[30] J. Carlson, B. Reid and M. White, *Convolution Lagrangian perturbation theory for biased tracers*, *Mon. Not. Roy. Astron. Soc.* 429 (2013) 1674 [arXiv:1209.0780] [inSPIRE].

[31] T. Matsubara, *Integrated perturbation theory and one-loop power spectra of biased tracers*, *Phys. Rev. D* 90 (2014) 043537 [arXiv:1304.4226] [inSPIRE].

[32] Z. Vlah, M. White and A. Aviles, *A Lagrangian effective field theory*, *JCAP* 09 (2015) 014 [arXiv:1506.05264] [inSPIRE].

[33] Z. Vlah, E. Castorina and M. White, *The Gaussian streaming model and convolution Lagrangian effective field theory*, *JCAP* 12 (2016) 007 [arXiv:1609.02908] [inSPIRE].

[34] A. Aviles, *Renormalization of Lagrangian bias via spectral parameters*, *Phys. Rev. D* 98 (2018) 083541 [arXiv:1805.05304] [inSPIRE].
[41] Z. Vlah and M. White, Exploring redshift-space distortions in large-scale structure, *JCAP* 03 (2019) 007 [arXiv:1812.02775] [InSPIRE].

[42] S.-F. Chen, Z. Vlah and M. White, Consistent Modeling of Velocity Statistics and Redshift-Space Distortions in One-Loop Perturbation Theory, *JCAP* 07 (2020) 062 [arXiv:2005.00523] [InSPIRE].

[43] S.-F. Chen, Z. Vlah and M. White, Modeling features in the redshift-space halo power spectrum with perturbation theory, arXiv:2007.00704 [InSPIRE].

[44] D. Baumann, A. Nicolis, L. Senatore and M. Zaldarriaga, Cosmological non-linearities as an effective fluid, *JCAP* 07 (2012) 051 [arXiv:1004.2488] [InSPIRE].

[45] J.J.M. Carrasco, M.P. Hertzberg and L. Senatore, The effective field theory of cosmological large scale structures, *JHEP* 09 (2012) 082 [arXiv:1206.2926] [InSPIRE].

[46] S.M. Carroll, S. Leichenauer and J. Pollack, Consistent effective theory of long-wavelength cosmological perturbations, *Phys. Rev. D* 90 (2014) 023518 [arXiv:1310.2920] [InSPIRE].

[47] Wikipedia contributors, Infinite monkey theorem — Wikipedia, The Free Encyclopedia (2020).

[48] Wikipedia contributors, Monkey software testing — Wikipedia, The Free Encyclopedia (2020).

[49] M. Takada and W. Hu, Power spectrum super-sample covariance, *Phys. Rev. D* 87 (2013) 123504 [arXiv:1302.6994] [InSPIRE].

[50] K. Akitsu, M. Takada and Y. Li, Large-scale tidal effect on redshift-space power spectrum in a finite-volume survey, *JCAP* 08 (2017) 083522 [arXiv:1611.04723] [InSPIRE].

[51] A. Barreira, E. Krause and F. Schmidt, Complete super-sample lensing covariance in the response approach, *JCAP* 06 (2018) 015 [arXiv:1711.07467] [InSPIRE].

[52] M. Fasiello and Z. Vlah, Nonlinear fields in generalized cosmologies, *Phys. Rev. D* 94 (2016) 063516 [arXiv:1604.04612] [InSPIRE].

[53] M. Fasiello and Z. Vlah, On observables in a dark matter-clustering quintessence system, *JCAP* 05 (2019) 033 [arXiv:1611.00542] [InSPIRE].

[54] E. Sefusatti and F. Vernizzi, Cosmological structure formation with clustering quintessence, *JCAP* 03 (2011) 047 [arXiv:1101.1026] [InSPIRE].

[55] S. Anselmi, G. Ballesteros and M. Pietroni, Non-linear dark energy clustering, *JCAP* 11 (2011) 014 [arXiv:1106.0834] [InSPIRE].

[56] M. Lewandowski and L. Senatore, IR-safe and UV-safe integrands in the EFTofLSS with exact time dependence, *JCAP* 08 (2017) 037 [arXiv:1701.07012] [InSPIRE].

[57] M. Lewandowski, Violation of the consistency relations for large-scale structure with dark energy, *JCAP* 08 (2020) 044 [arXiv:1912.12292] [InSPIRE].

[58] M. Schmittfull and L. Senatore, Near optimal bispectrum estimators for large-scale structure, *Phys. Rev. D* 91 (2015) 043530 [arXiv:1411.6595] [InSPIRE].

[59] T. Lazeyras and F. Schmidt, Beyond LIMD bias: a measurement of the complete set of third-order halo bias parameters, *JCAP* 09 (2018) 008 [arXiv:1712.07531] [InSPIRE].

[60] M.M. Abidi and T. Baldauf, Cubic halo bias in Eulerian and Lagrangian space, *JCAP* 07 (2018) 029 [arXiv:1802.07622] [InSPIRE].

[61] A. Moradinezhad Dizgah, H. Lee, M. Schmittfull and C. Dvorkin, Capturing non-Gaussianity of the large-scale structure with weighted skew-spectra, *JCAP* 04 (2020) 011 [arXiv:1911.05763] [InSPIRE].
[63] R. Angulo, M. Fasiello, L. Senatore and Z. Vlah, *On the statistics of biased tracers in the effective field theory of large scale structures*, *JCAP* **09** (2015) 029 [arXiv:1503.08826] [insPIRE].

[64] T. Fujita, V. Mauerhofer, L. Senatore, Z. Vlah and R. Angulo, *Very massive tracers and higher derivative biases*, *JCAP* **01** (2020) 009 [arXiv:1609.00717] [insPIRE].

[65] Z. Vlah, N.E. Chisari and F. Schmidt, *An EFT description of galaxy intrinsic alignments*, *JCAP* **01** (2020) 025 [arXiv:1910.08085] [insPIRE].

[66] R. Takahashi, *Third order density perturbation and one-loop power spectrum in a dark energy dominated universe*, *Prog. Theor. Phys.* **120** (2008) 549 [arXiv:0806.1437] [insPIRE].