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Abstract

We obtain rapidly convergent series expansions of resolvents of operators taking the form $A = \Gamma_1 B \Gamma_1$ where $\Gamma_1(k)$ is a projection that acts locally in Fourier space and $B(x)$ is an operator that acts locally in real space. Such resolvents arise naturally when one wants to solve any of the large class of linear physical equations surveyed in Parts I, II, III, and IV that can be reformulated as problems in the extended abstract theory of composites. We show how the information about the spectrum of $A$ can be used to greatly improve the convergence rate.

1 Introduction

In Parts I, II, III, and IV \cite{10\,13} we established that an avalanche of equations in science can be rewritten in the form

$$J(x, t) = L(x, t)E(x, t) - s(x, t), \quad \Gamma_1 E = E, \quad \Gamma_2 J = 0,$$

(1.1)

as encountered in the extended abstract theory of composites, $\Gamma_1 = \Gamma(k)$ is a projection operator that acts locally in Fourier space, and $s(x)$ is the source term. In Part V \cite{14} we established the connection between solving these equations and computing resolvents of operators of the form $A = \Gamma_1 B \Gamma_1$ where $B = B(x)$ acts locally in real space.

Here in Part VI we are concerned with using rapidly converging series expansion for the solution of (1.1) to obtain rapidly converging series expansions for resolvents of the form

$$R_0 = (z_0 I - A)^{-1} = z_0 (I - A/z_0)^{-1},$$

(1.2)

where the operator $A$ takes the form $A = \Gamma_1 B \Gamma_1$, in which $B = B(x)$ acts locally in real space and typically has an inverse, and one that is easily computed. Thus if $\Gamma_1$ or $B$ act on a field $F$ to produce a field $G$ then we have, respectively, that $G(x) = B(x)F(x)$ or $\hat{G}(k) = \Gamma_1 (k) \hat{F}(k)$, in which $\hat{G}(k)$ and $\hat{F}(k)$ are the Fourier components of $G$ and $F$.

As in the previous parts we define the inner product of two fields $P_1(x)$ and $P_2(x)$ to be

$$(P_1, P_2) = \int_{\mathbb{R}^4} (P_1(x), P_2(x))_T \, dx,$$

(1.3)

where $(\cdot, \cdot)_T$ is a suitable inner product on the space $T$ such that the projection $\Gamma_1$ is self-adjoint with respect to this inner product, and thus the space $E$ onto which $\Gamma_1$ projects is orthogonal to the space $J$ onto which $\Gamma_2 = I - \Gamma_1$ projects. We define the norm of a field $P$ to be $|P| = (P, P)^{1/2}$, and given any operator $O$ we define its norm to be

$$\|O\| = \sup_{P, |P|=1} |OP|.$$

(1.4)

When we have periodic fields in periodic media the integral in (1.3) should be taken over the unit cell $\Omega$ of periodicity. If the fields depend on time $t$ then we should set $x_4 = t$ take the integral over $\mathbb{R}^4$ with the integral over the spatial variables restricted to $\Omega$ if the material and fields are spatially periodic.

The goal of this paper is to review iterative methods that have been developed to accelerate the solution of problems in the extended theory of composites, and to transfer this knowledge to develop rapidly convergent iterative
schemes for the calculation of resolvents, where \( \mathbf{A} = \Gamma_1 \mathbf{B} \Gamma_1 \). These iterative methods automatically apply to calculating the action of the inverse of a matrix \( \mathbf{B} \) on a vector subspace, when the inverse of \( \mathbf{B} \) on the whole vector space is easily computed. They were first introduced by Moulinec and Suquet [19] in the context of calculating the fields and effective moduli in the theory of composites, and subsequently accelerated algorithms were discovered: see [16] Chapter 8 of [16]. They have been the subject of increasing attention: see [23] and references therein.

The work presented is largely based on the articles [1, 9, 19, 20] and Chapter 8 of [16], but develops some of the ideas further.

Specifically, the convergence of the expansions that we develop is best illustrated if we further assume that

\[
\chi_i(x) = \begin{cases} 
1 & \text{in phase } i \\
0 & \text{elsewhere,} 
\end{cases} 
\]

satisfying \( \chi_1(x) + \chi_2(x) = 1 \), while \( \mathbf{L}_1 \) and \( \mathbf{L}_2 \) are the tensors of the two phases, representing their material properties, and the “reference parameter” \( z_0 \) can be freely chosen. This family will serve as model problems for our analysis. Specifically, the convergence of the expansions that we develop is best illustrated if we further assume that

\[
\mathbf{B}(x) = z_0 \mathbf{I} - z_1 \mathbf{L}_1 \chi_1(x) - z_2 \mathbf{L}_2 \chi_2(x) = (z_0 - z_2) \mathbf{I} - (z_1 - z_2) \mathbf{I} \chi_1(x), 
\]

where \( \mathbf{A} = \Gamma_1 (\mathbf{B} \Gamma_1) \). These iterative methods automatically apply to calculating the action of the inverse of a matrix \( \mathbf{B} \) on a vector subspace, when the inverse of \( \mathbf{B} \) on the whole vector space is easily computed. They were first introduced by Moulinec and Suquet [19] in the context of calculating the fields and effective moduli in the theory of composites, and subsequently accelerated algorithms were discovered: see [16] Chapter 8 of [16]. They have been the subject of increasing attention: see [23] and references therein.

The work presented is largely based on the articles [1, 9, 19, 20] and Chapter 8 of [16], but develops some of the ideas further.

Specifically, the convergence of the expansions that we develop is best illustrated if we further assume that

\[
\chi_i(x) = \begin{cases} 
1 & \text{in phase } i \\
0 & \text{elsewhere,} 
\end{cases} 
\]

satisfying \( \chi_1(x) + \chi_2(x) = 1 \), while \( \mathbf{L}_1 \) and \( \mathbf{L}_2 \) are the tensors of the two phases, representing their material properties, and the “reference parameter” \( z_0 \) can be freely chosen. This family will serve as model problems for our analysis. Specifically, the convergence of the expansions that we develop is best illustrated if we further assume that

\[
\mathbf{B}(x) = z_0 \mathbf{I} - z_1 \mathbf{L}_1 \chi_1(x) - z_2 \mathbf{L}_2 \chi_2(x) = (z_0 - z_2) \mathbf{I} - (z_1 - z_2) \mathbf{I} \chi_1(x), 
\]
where now, for example, \( z_1 \) and \( z_2 \) may represent the conductivities of the two phases and \( z_0 \) a reference conductivity. With the particular choice \( z_0 = z_2 \) the expression (1.2) reduces to
\[
R = z_2^{-1}\{I - (1 - z_1/z_2)\Gamma_1\chi_1\Gamma_1\}^{-1},
\]
which is now again a problem directly of the form (1.2) with \( B \) and \( z_0 \) now being identified as
\[
B = \chi_1I, \quad z_0 = z_2/(z_2 - z_1).
\]

We will assume that \( z_0, \Gamma_1 \) and \( B \) are fixed and known. So the analysis in this paper is really just about computing the inverse of operators of the form \( I - \Gamma_1 B \Gamma_1/z_0 \). The parameter \( z_0 \), even if fixed, is helpful as the rates of convergence of the series we investigate are conveniently expressed in terms of \( z_0 \).

### 2 Some elementary series expansions

We start by assuming that \( B \) is real and that we know some bounds on it:
\[
b^-I \leq B \leq b^+I, \quad \text{implying} \quad b^-\Gamma_1 \leq A \leq b^+\Gamma_1,
\]
where the last identity follows by projecting the first inequality on the subspace \( \mathcal{E} \). We may sometimes know tighter bounds on \( A \):
\[
a^-I \leq A \leq a^+\Gamma_1, \quad \text{where} \quad a^- \geq b^-, \quad a^+ \leq b^+.
\]

Some approaches to deriving such bounds have been given in Section 3 of [14].

One well known expansion of the resolvent is the Laurent series:
\[
R(z_0)/z_0 = (I - A/z_0)^{-1} = \sum_{n=0}^{\infty} (A/z_0)^n,
\]
better known as the Neumann expansion or Born expansion in the context of operators \( A \), which holds provided the series converges and this is the case if the matrix or operator \( A/z_0 \) has norm less than 1. From the bounds (2.2) it follows that
\[
|A/z_0| \leq r_0, \quad \text{where} \quad r_0 = \frac{\max\{a^+, a^-\}}{|z_0|} \leq \frac{\max\{b^+, b^-\}}{|z_0|},
\]
and convergence of the expansion is assured if \( r_0 < 1 \), i.e. for \( |z_0| > \max\{a^+, a^-\} \). With \( B \) and \( z_0 \) being given by (1.13) we can take \( b^- = 0 \) and \( b^+ = 1 \) and (2.3) naturally reduces to
\[
R = z_2 \sum_{n=0}^{\infty} (1 - z_1/z_2)^n (\Gamma_1 \chi_1)^n.
\]

As shown for example in Section 2 of [14] of Part V, the solution of (1.1) is \( E = Rs \) where \( R \) can be expressed in various equivalent forms including
\[
R = [\Gamma_1 L \Gamma_1]^{-1} = [I - \Gamma B]^{-1}\Gamma = L^{-1} - L^{-1}[I - \tilde{\Gamma} B]^{-1}\tilde{\Gamma} L^{-1}
\]
where
\[
B(x) = L_0 - L(x), \quad \tilde{B}(x) = M_0 - L^{-1}(x)
\]
are operators that are local in real space, in which \( L_0 \) and \( M_0 \) are constant reference tensors, and where
\[
\Gamma = \Gamma_1 (\Gamma_1 L_0 \Gamma_1)^{-1}\Gamma_1, \quad \tilde{\Gamma} = \Gamma_2 (\Gamma_2 M_0 \Gamma_2)^{-1}\Gamma_2
\]
act locally in Fourier space, the inverses being respectively on the spaces \( \mathcal{E} \) and \( \mathcal{J} \) onto which \( \Gamma_1 \) and \( \Gamma_2 = I - \Gamma_1 \) project. With \( L_0 = z_0 I \), we have that \( \Gamma = \Gamma_1/z_0 \) and then it is apparent that with \( A = \Gamma_1 B \Gamma_1 \) where \( B = z_0 I - L \), \( R \) given by (2.6) is in fact the resolvent (1.5) when we consider \( B \) to be fixed and \( L \) to be a function of \( z_0 \). Conversely, if we are interested in computing the resolvent in (1.2) or equivalently (1.5), then we can recast it as a problem in
the theory of composites with $L = z_0I - B$. Having established this connection with the resolvent we can now apply all the theory developed in extended abstract theory of composites to resolvents of the required form, and conversely.

For sufficiently small $B$ we get the series expansion

$$R = [\Gamma_1L\Gamma_1]^{-1} = [I - \Gamma B]^{-1}\Gamma = \sum_{n=0}^{\infty} [\Gamma B]^n\Gamma = \sum_{n=0}^{\infty} [\Gamma (L_0 - L)]^n\Gamma. \tag{2.9}$$

Although for fixed $L$ each term in this series depends on $L_0$ the sum is independent of $L_0$ when the series converges. The choice of $L_0$ influences the rate of convergence, and indeed whether the series converges or not. The series expansion \[2.9\] is well known in the theory of composites: see, for example Chapter 14 of \[8\], \[21\], and references therein.

Alternatively, if $\tilde{B}$ is sufficiently small we have the expansion

$$[I - \tilde{\Gamma} \tilde{B}]^{-1}\tilde{\Gamma} = \sum_{n=0}^{\infty} [\tilde{\Gamma} \tilde{B}]^n\tilde{\Gamma}, \tag{2.10}$$

which may be inserted in \[2.6\] to get a different series expansion for $R$.

For the special case of a two phase medium where $B(x)$ takes the form \[1.9\] we may take $L_0 = L_2$ giving $B(x) = \chi(x)(L_1 - L_1)$ and obtain the expansion

$$R = [I - \Gamma\chi(L_2 - L_1)]^{-1}\Gamma = \sum_{n=0}^{\infty} [\Gamma\chi(L_2 - L_1)]^n\Gamma, \tag{2.11}$$

that is convergent for $L_1$ that is sufficiently close to $L_2$. More precisely, if $L_2$ is real and positive definite, then using that $\chi$ and $(L_2)^{1/2}\Gamma(L_2)^{1/2}$ are selfadjoint projections, we have

$$\|\Gamma\chi(L_2 - L_1)\| = \|(L_2)^{1/2}\Gamma(L_2)^{1/2}\chi[I - (L_2)^{-1/2}L_1(L_2)^{-1/2}]\| \leq \|I - (L_2)^{-1/2}L_1(L_2)^{-1/2}\|, \tag{2.12}$$

so the series converges if $\|I - (L_2)^{-1/2}L_1(L_2)^{-1/2}\| < 1$.

We can now take rapidly converging iterative methods for the solution of \[1.1\] and apply them to obtain rapidly convergent series expansions for the resolvent. These expansions, that will be a major focus of the paper, give the action of the resolvent on a source field $s$ in the form

$$Rs = C_0 \sum_{j=0}^{\infty} W^j s, \tag{2.13}$$

for suitable operators $C_0$ and $W_j$ whose action is relatively easy to compute (typically just requiring two fast Fourier transforms: to Fourier space and back). The iterative procedure of obtaining the fields

$$q_{i+1} = W q_i + s, \quad q_0 = s, \tag{2.14}$$

gives $C_0 q_{n}$ as a good approximation to $Rs$ for large enough $n$. There is no need to keep the $q_j$, for $j \leq i$ once one has computed $q_{i+1}$. If one has a series expansion of the form

$$Rs = C_0 \sum_{j=0}^{\infty} c^j W^j s, \tag{2.15}$$

and one is interested in $Rs$ as a function of $c$ (which may in turn be a function of another variable of interest, such as $z_0$), then one can replace the iterative procedure in \[2.14\] with

$$q_{i+1} = W q_i, \quad q_0 = s, \tag{2.16}$$

storing the $q_i$ as one goes along. Then if the series converges rapidly, the approximation

$$Rs \approx C_0 \sum_{j=0}^{n} c^j q_j \tag{2.17}$$

holds for relatively small values of $n$. Of course as $c$ is increased the series converges more slowly, or perhaps not at all, and then the approximation becomes poor for small values of $n$. 

4
3 Improvements to the Neumann or Born Series

We start by reviewing a well known route for improving the convergence rate of the Neumann or Born Series, thus we note that $A$ can be split as $A = (A - cI) + cI$ and the resolvent can be re-expressed as

$$
R_0 = [(z_0 - c)I - (A - cI)]^{-1} = (z_0 - c)^{-1}[I - [(A - cI)/(z_0 - c)]]^{-1},
$$

(3.1)

where $c$ can be chosen to make the associated expansion

$$
R = (z_0 - c)^{-1}\sum_{n=0}^{\infty}(A - cI)^n/(z_0 - c)^n
$$

(3.2)

converge more rapidly than the expansion with $c = 0$: the basic idea here is to choose $c$ to shift $A$ to decrease the spectral radius. Such splittings are well known for accelerating convergence, the best known being the Jacobi and Gauss-Seidel splittings $^2$. The expansion can clearly be calculated iteratively. If $B$ satisfies the bound (2.1) then a natural choice of $c$ is

$$
c = \frac{1}{2}(b^+ + b^-),
$$

(3.3)

giving

$$
|A - c\Gamma_1| \leq \alpha, \quad \text{where} \quad \alpha = \frac{1}{2}(b^- - b^-),
$$

(3.4)

and the series (3.2) is guaranteed to converge if

$$
|(A - cI)/(z_0 - c)| \leq |(B - c\Gamma_1)/(z_0 - c)| \leq r_1,
$$

(3.5)

where

$$
r_1 = \left|\frac{b^+ - b^-}{b^+ + b^- - 2z_0}\right| = \left|\frac{(b^+ - z_0) - (b^- - z_0)}{(b^+ - z_0) + (b^- - z_0)}\right| = \left|\frac{q - 1}{q + 1}\right|
$$

in which $q = (z_0 - b^+)/(z_0 - b^-).$

(3.6)

Improved convergence can be obtained if we have bounds on $A$ itself that are tighter than the bounds (2.1).

We now draw upon rapidly converging iterative methods for the solution of (1.1) in the extended theory of composites and apply them to obtain rapidly convergent series expansions for the resolvent. This will be the focus of the rest of the paper.

In particular, as (2.6) holds for any choice of $L_0$ we can transform to an equivalent problem where $B$ is replaced with

$$
B' = L_0' - L = B - L_0 + L_0',
$$

(3.7)

and we have the identity

$$
[I - \Gamma B]^{-1} = [I - \Gamma' B']^{-1} \Gamma' \quad \text{with} \quad \Gamma' = \Gamma_1(\Gamma_1 L_0' \Gamma_1)^{-1}\Gamma_1,
$$

(3.8)

and $\Gamma$ being given by (2.8). The associated series expansion when $L_0 = z_0 I$ is

$$
[I - \Gamma B/z_0]^{-1} = \sum_{n=0}^{\infty}[\Gamma' (B - z_0 I + L_0')]^n \Gamma'.
$$

(3.9)

Let us suppose that $B$ is Hermitian and satisfies the bound (2.1). We take $L_0' = z_0' I$ with

$$
z_0' = z_0 - c, \quad \text{where} \quad c = \frac{1}{2}(b^+ + b^-),
$$

(3.10)

so that $B' = B - cI$ satisfies

$$
-\frac{1}{2}(b^+ - b^-) \leq B' \leq \frac{1}{2}(b^+ - b^-).
$$

(3.11)

This implies $|B'/z_0'| \leq r_1$ where

$$
r_1 = \left|\frac{b^+ - b^-}{b^+ + b^- - 2z_0}\right| = \left|\frac{(b^+ - z_0) - (b^- - z_0)}{(b^+ - z_0) + (b^- - z_0)}\right| = \left|\frac{q - 1}{q + 1}\right|
$$

in which $q = (z_0 - b^+)/(z_0 - b^-).$

(3.12)
and the series expansion

\[
[I - \Gamma B]^{-1} \Gamma = [I - \Gamma' B']^{-1} \Gamma' = \sum_{j=0}^{\infty} [\Gamma' B']^j \Gamma' = \sum_{n=0}^{\infty} [\Gamma_1 B'/z_0^n] \Gamma_1/z_0^n
\]  

(3.13)

will converge provided \( r_1 < 1 \), i.e. provided \( z_0 < b^- \) or \( z_0 > b^+ \). Moreover \( r_1 \) determines the minimum rate of convergence. In the field of composites the series expansion (2.9) and the independence of the resulting sum on \( L_0 \) (assuming the sum of the series converges) is well known. Moulinec and Suquet [19] realized that the series could be easily computed by an iterative process as in (2.14). The action of \( B \) (or \( B' \)) can be computed in real space while the action of \( \Gamma \) (or \( \Gamma' \)) can be computed in Fourier space and Fast Fourier transforms can be used to transform between real space and Fourier space. The choice (3.10) is motivated by their choice of a “reference medium”. Moreover, and importantly, their approach is easily extended to nonlinear media [19], and has successfully been used for studying elastoplasticity, elastoviscoplasticity, dislocations, shape memory polycrystals, and crack prediction in brittle materials: See [23] and references therein, where Zhou and Bhattacharya use a related augmented Lagrangian method, also introduced in the accelerated scheme of Michel, Moulinec, and Suquet [6], to study bifurcations and liquid crystal elastomers.

By substituting the formula \( B' = B - cI \) in (3.13) with \( c = \frac{1}{2}(b^+ + b^-) \) we obtain

\[
[I - \Gamma B]^{-1} \Gamma = \sum_{n=0}^{\infty} [\Gamma_1 B'/z_0^n] \Gamma_1 = \sum_{n=0}^{\infty} \frac{(A - cI)^n}{(z_0 - c)n} \Gamma_1,
\]

(3.14)

which is exactly the same expansion as in (3.2) in view of the identity (1.5). The advantage of the expansion (3.9) is that it allows more general choices of \( L_0 \) not necessarily proportional to \( I \).

In particular, for the resolvent (1.12) with \( B \) and \( z_0 \) being given by (1.13) so that \( b^+ = 1, b^- = 0 \) and \( c = 1/2 \) we obtain \( z_0' = \frac{1}{2}(z_2 + z_1)/(z_2 - z_1) \) and the expansion (3.13) becomes

\[
R = \frac{1}{2} \sum_{n=0}^{\infty} \Gamma_1 [(\chi_1 - \frac{1}{2} I)n/(z_0^n)] = \frac{1}{2} \sum_{n=0}^{\infty} r^n [\Gamma_1 (2\chi_1 - I)]^n, \quad \text{where} \quad r = \frac{z_2 - z_1}{z_2 + z_1}
\]

(3.15)

Comparing this with (2.5) we now have an expansion where \( \chi_1 \) is replaced by \( \chi_1 - \frac{1}{2} I \) which has half the spectral radius.

The expansion still converges for an appropriate value of \( z_0' \) when \( B \) is not Hermitian, but, for some \( z_0 \), \( L = L_0 - B = z_0 I - B \) is bounded and coercive in the sense that there is some \( \alpha > 0 \) and \( \beta > 0 \) such that

\[
\beta > \|L\|, \quad \text{Re}(LP, P) > \alpha|P|^2, \quad \text{for all} \quad P.
\]

Then, as proved in Section 2.4 of [16], with \( z_0' = \beta^2/\alpha \) one gets the bound

\[
\|B'/z_0'\| = \|I - L/z_0'\| \leq \sqrt{1 - (\alpha/\beta)^2} < 1,
\]

(3.17)

which ensures convergence of the series (3.13).

4 An accelerated convergence method

To obtain, in most cases, accelerated convergence we use the identity

\[
[I - \Gamma_1 B/z_0]^{-1} = [I - \Gamma'(L_0 - L)]^{-1} = [I + M(L - L_0) - (M - \Gamma')(L - L_0)]^{-1} = [I + M(L - L_0)]^{-1}[I - (M - \Gamma')(L - L_0)]^{-1}[I + M(L - L_0)]^{-1}
\]

(4.1)

where

\[
K = (L - L_0)[I + M(L - L_0)]^{-1}, \quad \Psi = M - \Gamma'.
\]

(4.2)

This identity had its genesis in formulae for the fields and effective tensors in laminated materials [7], later independently arrived at in [22]. Then it was further employed in representations for the effective conductivity of a
composite as a function of the component conductivities: see equation (5.20) in [15]. It was used in [1] to develop the fast numerical schemes that we generalize here (see also sections 14.9, 14.10, and 14.11 in [8]). It also has proved invaluable for the development of the theory of exact relations in composites [3, 5] (see also Chapter 17 in [8] and the book [4]), and in the affiliated development of exact identities satisfied by the Green’s function (fundamental solution) in certain classes of inhomogeneous media (not necessarily with microstructure) and the associated discovery of a wealth of new conservation laws, called boundary field equalities [9].

The rate of convergence of the series is enhanced when \( \mathbf{M} \) is chosen to make the norm of \( \mathbf{\Psi} \) small. When \( \mathbf{L}_0 \) is positive definite we have that \( \mathbf{\Gamma} \leq \mathbf{L}_0^{-1} \) and so a natural choice is \( \mathbf{M} = \frac{1}{2} \mathbf{L}_0^{-1} \). In this case

\[
\mathbf{K} = 2(\mathbf{L} - \mathbf{L}_0')(\mathbf{L} + \mathbf{L}_0')^{-1} \mathbf{L}_0', \quad \mathbf{\Psi} = (\mathbf{L}_0')^{-1}(\mathbf{I} - 2\mathbf{\Gamma}'\mathbf{L}_0')/2.
\] (4.3)

Further let us suppose that \( \mathbf{L}_0' = z_0'\mathbf{I} \). Then we obtain

\[
|\mathbf{L} - \mathbf{L}_0'(\mathbf{L} + \mathbf{L}_0')^{-1}| = |(\mathbf{L} - z_0'\mathbf{I})(\mathbf{L} + z_0'\mathbf{I})^{-1}| \leq r_2,
\] (4.4)

where

\[
r_2 = \max \left\{ \frac{|z_0 - b^+ - z_0'|}{|z_0 - b^+ + z_0'|}, \frac{|z_0 - b^- - z_0'|}{|z_0 - b^- + z_0'|} \right\}.
\] (4.5)

We choose

\[
z_0' = \sqrt{(z_0 - b^+)(z_0 - b^-)}
\] (4.6)

to minimize \( r_2 \), giving

\[
r_2 = \frac{\sqrt{q} - 1}{\sqrt{q} + 1},
\] (4.7)

where \( q = (z_0 - b^+)/(z_0 - b^-) \) is the same as that given in (3.12). The value of \( q \) is always greater than 1 when the series converges, i.e. provided \( z_0 < b^- \) or \( z_0 > b^+ \). Comparing this with the expression for \( r_1 \), we see that we get faster convergence since \( \sqrt{q} \) is smaller than \( q \) and significantly smaller when \( q \) is large.

Consider the case, relevant to two phase conducting composites, where \( \mathbf{L} = z_1\chi_1(\mathbf{x})\mathbf{I} + z_2\chi_2(\mathbf{x})\mathbf{I} \). With the choice \( z_0' = \sqrt{z_1z_2} \) one has

\[
\mathbf{K} = 2(\mathbf{L} - z_0'\mathbf{I})(\mathbf{L} + z_0'\mathbf{I})^{-1} \mathbf{L}_0' = 2z_0'\sqrt{z_1z_2} - 1 \sqrt{z_1z_2} + 1 (\chi_1 - \chi_2)\mathbf{I},
\] (4.8)

so that the expansion of (4.1) becomes

\[
\mathbf{R} = [\mathbf{I} - \mathbf{\Gamma}_1\mathbf{B}/z_0]^{-1} = (\mathbf{L} - \mathbf{L}_0')^{-1} \mathbf{K}(\mathbf{I} - \mathbf{\Psi}\mathbf{K})^{-1} = (\mathbf{L} - \mathbf{L}_0')^{-1} \mathbf{K} \sum_{n=0}^{\infty} (\mathbf{\Psi}\mathbf{K})^n
\]

\[
= 2\sqrt{z_1z_2}(\mathbf{L} + \mathbf{I}\sqrt{z_1z_2})^{-1} \sum_{n=0}^{\infty} [(2\chi_1 - 1)(\mathbf{I} - 2\mathbf{\Gamma}_1)]^n \left[ \frac{\sqrt{z_1z_2} - 1}{\sqrt{z_1z_2} + 1} \right]^n.
\] (4.9)

Comparing this with (2.5) we now have an expansion where effectively \( \chi_1 \) and \( \mathbf{\Gamma}_1 \) are replaced by \((\chi_1 - \frac{1}{2})\mathbf{I} \) and \( \mathbf{\Gamma}_1 - \frac{1}{2}\mathbf{I} \) thus having the spectral radius of both. Due to the appearance of the terms \( \sqrt{z_1z_2} \) in this expansion it is best suited to the case where \( \mathbf{B} \) and hence \( \mathbf{A} \) are Hermitian. However, the expansion still works if they are not self adjoint. For the case where \( \mathbf{B}(\mathbf{x}) \) takes the form

\[
\mathbf{B} = z_0\mathbf{I} - z_1\mathbf{P} - z_2\mathbf{I} - \mathbf{P},
\] (4.10)

where \( \mathbf{P} \) is a projection, but not a Hermitian one and not necessarily local in real space, one still has the expansion (4.9) but \( \mathbf{I} - 2\mathbf{\Gamma}_1 \) no longer has norm 1. Such expansions will be used in Section 5.

Note that we always have the freedom to rescale a selfadjoint bounded \( \mathbf{B} \) so that it is replaced by a positive semidefinite operator of norm less than 1. To do this we rewrite the formula for \( \mathbf{R} \) appearing at the end of the first line in (1.5) by

\[
\mathbf{R} = [\bar{z}_0\mathbf{\Gamma}_1 - \bar{\mathbf{B}}\mathbf{\Gamma}_1]^{-1}/\alpha, \quad \text{where} \quad \bar{z}_0 = (z_0 - c)/\alpha, \quad \bar{\mathbf{B}} = (\mathbf{B} - c\mathbf{\Gamma}_1)/\alpha,
\] (4.11)

in which we are free to choose \( c \) and \( \alpha \). Taking

\[
c = \frac{1}{2}(b^+ + b^-) \quad \text{and} \quad \alpha = \frac{1}{2}(b^+ - b^-)
\] (4.12)
then guarantees that the spectrum of $\tilde{B}$ is between 0 and 1.

We remark that this method does not always converge more rapidly than Moulinec and Suquet’s method. Generally it does, with a large factor of improvement. However, it depends on the spectrum of $A$, which we will consider in the next section. For example, for the conductivity of composites of two isotropic phases having conductivities $\sigma_1$ and $\sigma_2$, Moulinec and Suquet’s method can sometimes converge for negative ratios of $\sigma_1/\sigma_2$, this is never the case for the “accelerated” method, as the square roots in (4.8) induce singularities that prevent convergence when $\sigma_1/\sigma_2 < 0$. This is explored in more detail in [20]: see Figure 1.

![Figure 1: Rates of convergence in the $z_1/z_2$-plane and in the $r$-plane for the original Moulinec-Suquet scheme [19,20] where $r = (z_2 - z_1)/(z_2 + z_1)$. The intervals of possible singularities are marked by red lines. As concluded in [20], even without knowledge of $\alpha$ and $\beta$ (that are $\alpha = 0.35$ and $\beta = 0.8$ in this example) their scheme can converge for negative values of $z_1/z_2$ and outperform the “Eyre-Milton” scheme in certain regions of the complex $z_1/z_2$-plane. The convergence rates for the “Eyre-Milton” scheme, correspond to those in the $z_1/z_2$-plane in Figure 3. The contours reflect the number of iterations $m$ needed for convergence to a tolerance $\epsilon$. In the $r$-plane, for small enough $\epsilon$, one needs at radius $r$ for $m$ to be such that $c(r/r_0)^m \approx \epsilon$ for some constant $c$ where $r_0 > 1$ is the radius of convergence, i.e., $m \approx \log(\epsilon/c)/\log(r/r_0)$ so we have plotted the contours of $-1/\log(r/r_0)$ and their preimages in the $z_1/z_2$-plane.]

Other accelerated schemes that do not use information about the spectrum of $A$ include those of Michel, Moulinec, and Suquet [6] and Monchiet and Bonnet [17]. All three accelerated schemes are compared in [18].

5 Getting even faster convergence when we have bounds on the spectrum of $A$

So far in developing our expansions we have used bounds on the operator $B$, but using the tools presented in Section 3 of [14], or otherwise, we may have bounds on the spectrum of the operator $A = \Gamma_1 B \Gamma_1$ in the subspace $E$ and, as we will see now, this information can be used to obtain faster convergence. The route explored here is by no means obvious but has its foundations in the theory of superfunctions, including the ideas of nonorthogonal subspace collections, as developed in Chapter 7 of [16], and the idea of substituting of one subspace collection into another subspace collection (first introduced in Section 29.1 of [8]). The analysis here closely parallels that in Chapter 8 of [16], which also outlines the reasoning for following the steps here.

To start we consider the following linear algebra problem: given $h, s, p_1, p_2, p_3$ and $E_1$, solve the matrix equation,

$$
\begin{pmatrix}
J & 0 \\
0 & J_2
\end{pmatrix}
\begin{pmatrix}
E \\
E_1
\end{pmatrix} = z_0
\begin{pmatrix}
E \\
E_1
\end{pmatrix} - s
\begin{pmatrix}
p_1^2 & p_1 p_2 & p_1 p_3 \\
p_2 p_1 & p_2^2 & p_2 p_3 \\
p_3 p_1 & p_3 p_2 & p_3^2
\end{pmatrix}
\begin{pmatrix}
E \\
E_1 \\
0
\end{pmatrix} - \begin{pmatrix}
h \\
0 \\
0
\end{pmatrix},
$$

(5.1)
for \( J \) in terms of \( E \). We will ultimately allow for \( p_1, p_2 \) and \( p_3 \), that are either real or purely imaginary, chosen with
\[
p_3^2 = 1 - p_1^2 + p_2^2, \tag{5.2}
\]
to ensure that \( P \) is a projection matrix, though not selfadjoint in our application. The significance of (5.1) is that it corresponds to a problem in the abstract theory of composites: define \( \mathcal{U}, \mathcal{E}, \) and \( \mathcal{J} \) to be the three subspaces spanned by the three unit vectors
\[
w_0 = \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix}, \quad w_1 = \begin{pmatrix} 0 \\ 1 \\ 0 \end{pmatrix}, \quad w_2 = \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix}, \tag{5.3}
\]
respectively, so that \( \Gamma_i = w_i \otimes w_i, \ i = 1, 2, 3 \), are the projections onto \( \mathcal{U}, \mathcal{E}, \) and \( \mathcal{J} \) respectively. The associated projections are
\[
\Gamma_0 = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad \Gamma_1 = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad \Gamma_2 = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix}. \tag{5.4}
\]

Then (5.1) reduces to
\[
Jw_0 + J_2w_1 = \mathbf{L}(Ew_0 + E_1w_1) - hw_0, \quad \mathbf{L} = z_0\mathbf{I} - sP = (z_0 - s)P + z_0(I - P), \tag{5.5}
\]
which is a problem in the abstract theory of composites, that more generally takes the form: given \( E_0 \in \mathcal{U} \), and a source term \( \mathbf{h} \) in \( \mathcal{H} = \mathcal{U} \oplus \mathcal{E} \oplus \mathcal{J} \), and an operator \( \mathbf{L} \) mapping \( \mathcal{H} \) to \( \mathcal{H} \), find \( \mathbf{J}_0 \in \mathcal{U}, \mathbf{E} \in \mathcal{E} \) and \( \mathbf{J} \in \mathcal{J} \) such that
\[
\mathbf{J}_0 + \mathbf{J} = \mathbf{L}(\mathbf{E}_0 + \mathbf{E}) - \mathbf{h}. \tag{5.6}
\]

In our case, the subspaces \( \mathcal{U}, \mathcal{E}, \) and \( \mathcal{J} \) are clearly orthogonal, but \( P \) and \( \mathbf{I} - P \) do not generally project onto orthogonal subspaces: we have a nonorthogonal subspace collection when \( p_1, p_2 \) and \( p_3 \) are not all real.

The motivation for considering this problem is that the abstract theory of composites applies to resistor networks with say resistors having resistances \( R_1 \) and \( R_0 \). We have the freedom to replace every resistor in the network having resistance \( R_1 \) by a circuit just containing two weighted resistances \( R_0 \) and \( R_2(R_1) \), where \( R_2(R_1) \) is chosen so the net resistance (effective resistance) of the circuit equals \( R_1 \) and, say, \( R_2(1) = 1 \). Then the resistance \( R_0(R_1, R_0) \) of the entire network as a function of \( R_1 \) and \( R_0 \) will be the same as the resistance \( R_0(R_2, R_0) \) of the new network, having resistances \( R_0 \) and \( R_2 \) when \( R_2 = R_2(R_1) \). In particular, we can take the circuit to consist of a weighted resistance \( q_1R_0 \) in series with weighted resistances \( q_2R_2/t_2 \) and \( q_2R_0/t_0 \) in parallel, where \( q_1 + q_2 = 1 \) and \( t_0 + t_2 = 1 \), giving
\[
R_1 = q_1R_0 + \frac{q_2}{t_0/R_0 + t_2/R_2}. \tag{5.7}
\]

Mathematically, this step of replacing every resistor in the network having resistance \( R_1 \) by a circuit containing the resistances \( R_2(R_1) \) and \( R_0 \) is an example of substitution in subspace collections. The linear algebra problem (5.1) is nothing other than the equations one solves to arrive at (5.7), allowing for a source term \( s \). A field is a three dimensional vector. The projection \( P \) is nothing other than the projection onto the one dimensional space of fields in the resistor \( R_2 \); \( \mathcal{U} \oplus \mathcal{E} \) is the two dimensional space of fields corresponding to electrical currents, meeting the Kirchoff condition that the net currents flowing into a node equates with the net currents flowing out of that node, \( \mathcal{U} \oplus \mathcal{J} \) is the two dimensional space of fields resulting from potential drops, \( \mathcal{U} \) is the one dimensional space of fields that arise in the circuit when \( R_0 = R_2 = 1 \). (The spaces \( \mathcal{E} \) and \( \mathcal{J} \) are perhaps the reverse of what one first expects, but that is because we have resistances rather than conductances).

To find the norm of \( P \) we consider its action on a possibly complex vector \( a \). We have
\[
|Pa| = |p(p \cdot a)| \leq |p|^2|a|, \tag{5.8}
\]
with equality when \( a = p \). Thus \( P \) has norm
\[
|P|^2 = |p_1|^2 + |p_2|^2 + |p_3|^2, \tag{5.9}
\]
and this will surely be greater than or equal to 1 if (5.2) holds and \( p_1, p_2 \) and \( p_3 \) are either real or purely imaginary. For example, if \( p_1 \) is purely imaginary while \( p_2 \) and \( p_3 \) are purely real then (5.9) implies
\[
1 = -|p_1|^2 + |p_2|^2 + |p_3|^2 = |P|^2 - 2|p_1|^2, \tag{5.10}
\]
Figure 2: The substitution of orthogonal subspace collections parallels that of substituting in a two resistor network (a), chosen to have four terminals, the subnetwork (b), to obtain the new network (c). If $R_2$ is chosen so the net resistance of the subnetwork is $R_1$ then the response of the four terminal network (c) will be the same as the four terminal network (a). Our substitution of nonorthogonal subspace collections corresponds to taking $t_0$ negative. This has a physical interpretation if we replace all resistors with positive resistance by capacitors and all resistors with negative resistance by inductors and subject the network to voltages oscillating with a given frequency $\omega$. Adapted from Figure 7.7 in [16].

which forces $|P|^2$ to be greater than or equal to 1.

The matrix equation (5.1) is clearly satisfied with

$$E_1 = \frac{sp_1p_2}{z_0 - sp_2} E,$$

$$J = (z_0 - sp_2^2)E - sp_1p_2E_1 - h = \left( z_0 - p_1^2s - \frac{s^2p_1^2p_2^2}{z_0 - sp_2^2} \right) E - h$$

$$= \left( z_0 - \frac{p_1^2z_0s}{z_0 - sp_2^2} \right) E - h = (z_0 - b)E - h,$$

(5.11)

where

$$b = \frac{p_1^2z_0}{z_0/s - p_2^2}.$$  

(5.12)

A correspondence with (5.7) can be made by making the substitutions:

$$s = z_0 - z_2, \quad b = z_0 - z_1, \quad p_2^2 = t_0 = 1 - t_2, \quad p_1^2 = q_2t_2.$$  

(5.13)

Solving (5.12) for $s$ in terms of $b$ gives

$$s = \frac{b_2z_0}{p_1^2z_0 + bp_2^2}.$$  

(5.14)

Suppose now that in the extended abstract theory of composites we are interested in solving the equations

$$J(x) = [z_0I - B(x)]E(x) - s(x), \quad \text{with} \quad \Gamma_1E = E, \quad \Gamma_1J = 0,$$  

(5.15)

or equivalently in finding the resolvent [1.2] with $A = \Gamma_1B\Gamma_1$. Setting

$$S(x) = z_0B(x)[p_1^2z_0I + p_2^2B(x)]^{-1},$$  

(5.16)
our preliminary linear algebra problem shows this is equivalent to solving

\[
\begin{pmatrix}
J(x) \\
0 \\
J_2(x)
\end{pmatrix} = \begin{pmatrix}
z_0 I - \begin{pmatrix}
p_1^2 I & p_1 p_2 I & p_1 p_3 I \\
p_1 p_2 I & p_2^2 I & p_2 p_3 I \\
p_1 p_3 I & p_2 p_3 I & p_3^2 I
\end{pmatrix} & S(x) & 0 & 0 \\
0 & S(x) & 0 & 0
\end{pmatrix}
\begin{pmatrix}
E(x) \\
0 \\
E_2(x) \\
E_3(x)
\end{pmatrix} - \begin{pmatrix}
0 \\
0 \\
0 \\
0
\end{pmatrix},
\]

(5.17)

with \( \Gamma_1 E = E \) and \( \Gamma_1 J \). We are back at an equivalent problem in the extended abstract theory of composites as both \( J \) and \( E \) lie in orthogonal spaces. Specifically, we have

\[
J(x) = L(x)E(x) - s(x), \quad \Gamma_1 E = E, \quad \Gamma_1 J = 0 \quad \text{with} \quad L(x) = z_0 I - B(x), \quad \Gamma_1 = \begin{pmatrix}
\Gamma_1 & 0 & 0 \\
0 & I & 0 \\
0 & 0 & 0
\end{pmatrix}.
\]

(5.18)

To see how this can improve convergence, let us consider the case where \( B(x) \) and \( z_0 \) are given by (5.13). Then

\[
S(x) = \frac{z_0 \chi(x)}{p_1^2 z_0 + p_2^2} = -\frac{z_0 \chi(x)(z_1 - z_2)}{p_1^2 z_2 - p_2^2(z_1 - z_2)},
\]

(5.19)

and associated with (5.17) is the resolvent

\[
[z_0 I - \Gamma_1 B]^{-1} = z_0^{-1} \{I - [(z_2 - z_1)/z_2] \Gamma_1 A\}^{-1},
\]

(5.20)

where

\[
\Lambda(x) = \chi(x)p \otimes p, \quad z_2 = 1, \quad z_1 = 1 + \frac{z_0(z_1 - z_2)}{p_1^2 z_2 - p_2^2(z_1 - z_2)}.
\]

(5.21)

Note that \( \Lambda \) is a projection operator because both \( p \) and \( \chi \) are projections and thus the operator inverse in (5.20) has exactly the same form as in (5.12) with \( z_1, z_2 \) and \( \chi_1 \) being replaced by \( \tilde{z}_1, \tilde{z}_2 \), and \( \Lambda \). Thus (5.20) can be thought of as the resolvent associated with some sort of “two phase composite” with moduli \( \tilde{z}_1 \) and \( \tilde{z}_2 \). Also \( \tilde{z}_1 \) can be re-expressed in the form

\[
\tilde{z}_1 = 1 + \frac{(z_1 - z_2)(\beta - \alpha)}{(z_1 + \beta z_2)(1 + \alpha)} = \frac{(z_1 + \alpha z_2)(1 + \beta)}{(z_1 + \beta z_2)(1 + \alpha)},
\]

(5.22)

with

\[
\alpha = -1 - \frac{p_1^2}{p_2^2}, \quad \beta = -1 - \frac{p_1^2}{p_2^2}.
\]

(5.23)

Note that \( -\alpha \) (respectively \( -\beta \)) is obtained by substituting \( t = 0 \) (respectively \( t = \infty \)) in (5.21). Given real \( \beta > \alpha > 0 \) we need to choose \( p_1 \) and \( p_2 \) so that these equations are satisfied. This will necessitate complex solutions for \( p_2 \) since otherwise \( \beta \) will be negative. Explicitly we have

\[
p_1^2 = \left[ \frac{1}{1 + \alpha} - \frac{1}{1 + \beta} \right]^{-1}, \quad p_2^2 = \left[ 1 - \frac{1 + \beta}{1 + \alpha} \right]^{-1}.
\]

(5.24)

With \( p_1 \) being real and \( p_2 \) being purely imaginary, and so \( \Lambda \) is no longer Hermitian, even though it is a projection. This translates to a problem in the extended abstract theory of composites with a nonorthogonal subspace collection, as introduced in Chapter 8 of [10].

Next, we follow the steps outlined in the previous section, though now \( \Lambda \) does not have norm 1. We end up with an expansion

\[
[I - \Gamma_1 B/z_0]^{-1} = (L - L_0)^{-1}K[I - \Psi K]^{-1} = (L - L_0)^{-1}K \sum_{n=0}^{\infty} (\Psi K)^n
\]

\[
= 2\sqrt{z_1 z_2}(L + I\sqrt{z_1 z_2})^{-1} \sum_{n=0}^{\infty} [(2\chi_1 - I)(I - 2\Gamma_1)]^n \left[ \frac{\sqrt{z_1/z_2} - 1}{\sqrt{z_1/z_2} + 1} \right]^n
\]

\[
= \sum_{n=0}^{\infty} n^n C_n
\]

\[
= \sum_{n=0}^{\infty} C_n \left( \frac{\sqrt{z_1/z_2} - 1}{\sqrt{z_1/z_2} + 1} \right)^n = \sum_{n=0}^{\infty} C_n \left( \frac{\sqrt{(z_1 + \alpha z_2)(1 + \beta)}}{(z_1 + \beta z_2)(1 + \alpha)} - 1 \right)^n,
\]

(5.25)
where
\[ C_n = 2\sqrt{\frac{1}{\alpha^2} + 1} (L + 1) \sum_{n=0}^{\infty} \left| 2\Lambda - I \right| \left( I - 2\Gamma_1 \right)^n, \tag{5.26} \]
and
\[ v = \frac{w - 1}{w + 1}, \quad w = \sqrt{\frac{z_1}{z_2}}, \quad \hat{z}_1 \hat{z}_2 = \frac{(z_1/z_2 + \alpha)(1 + \beta)}{(z_1/z_2 + \beta)(1 + \alpha)}. \tag{5.27} \]

We now obtain lower bounds on the rate of convergence of the series using bounds on the spectrum of A. We suppose that the spectrum of A = \( \Gamma_1 \chi_1 \) on the subspace E lies inside the interval between \( a^- \) and \( a^+ \) (i.e. A satisfies (2.2)) and we let \( \alpha = (1/a^-) - 1 \) and \( \beta = (1/a^+) - 1 \) so that the singularities of \( \Gamma_1 L \Gamma_1 \) lie between \( z_1/z_2 = -\alpha \) and \( z_1/z_2 = -\beta \). Now v is obtained from \( z_1/z_2 \) through a series of transformations \( z_1/z_2 \rightarrow \hat{z}_1/\hat{z}_2 \rightarrow w \rightarrow v \) as indicated in Figure 3, which also shows how the possible singularities of A transform under these changes of variable. The mappings transform the singularities between \( z_1/z_2 = -\alpha \) and \( z_1/z_2 = -\beta \) in the \( z_1/z_2 \)-plane to singularities around the edge of the unit disk in the v-plane. The radius of convergence of the series is dictated by the resolvent’s nearest singularity to the origin in the v-plane. By construction, all singularities lie outside the unit disk in the v-plane and the mapping from \( \hat{z}_1/\hat{z}_2 \) to \( w = \sqrt{\frac{z_1}{z_2}} \) will create a singularity at the origin in the w-plane corresponding to a singularity on the unit disk. Consequently we deduce that
\[ \| (2\Lambda - I)(I - 2\Gamma_1) \| = 1. \tag{5.28} \]

This is by no means obvious as A, like P in (5.1), has norm exceeding 1.

It is to be emphasized that \( a^+ \) and \( a^- \) can be replaced by estimates of \( a^+ \) and \( a^- \), such as obtained by Rayleigh Ritz methods, or by the power method as reviewed at the beginning of Section 3 in [14]. One can still apply the same transformations only now \( (2\Lambda - I)(I - 2\Gamma_1) \) will have norm greater than 1.

If B is selfadjoint but not a projection operator, it is not unclear how to choose \( \alpha \) and \( \beta \) and it is also unclear how to bound the norm of the operator \( \Psi K \). However, after normalizing B as in (4.11) and (4.12) to ensure its spectrum is between 0 and 1, then it would be natural to choose \( \alpha \) and \( \beta \) so that the spectrum of \( A \) lies inside the interval between \( 1/(1 + \alpha) \) and \( 1/(1 + \beta) \). To determine the success of such an approach requires further analysis and/or numerical investigations.
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