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Abstract—Reconfigurable intelligent surface (RIS) is a disruptive technology to enhance the performance of physical-layer key generation (PKG) thanks to its ability to smartly customize the radio environments. Existing RIS-assisted PKG methods are mainly based on the idealistic assumption of an independent and identically distributed (i.i.d.) channel model at both the base station (BS) and the RIS. However, the i.i.d. model is inaccurate for a typical RIS in an isotropic scattering environment and neglecting the existence of channel spatial correlation would possibly degrade the PKG performance. In this paper, we establish a general spatially correlated channel model and propose a new channel probing framework based on the transmit and the reflective beamforming. We derive a closed-form key generation rate (KGR) expression and formulate an optimization problem, which is solved by using the low-complexity Block Successive Upper-bound Minimization (BSUM) with Mirror-Prox method. Simulation results show that compared to the existing methods based on the i.i.d. fading model, our proposed method achieves about 5 dB transmit power gain when the spacing between two neighboring RIS elements is a quarter of the wavelength. Also, the KGR increases significantly with the number of RIS elements while that increases marginally with the number of BS and user antennas.
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I. INTRODUCTION

IN THE last decades, the throughput of wireless communication systems has achieved a 1000-fold capacity increase [2]. At the same time, an enormous amount of confidential information, including financial information and trade secrets, has been exchanged via wireless channels. However, the broadcast property of wireless medium makes wireless transmissions vulnerable to security breaches, such as passive and active attacks by potential eavesdroppers. Traditionally, security communication is guaranteed by the public key cryptography techniques adopted in the application layer. However, the public key in those traditional methods needs to be distributed to the involved legitimate ends in advance, which is difficult to realize in mobile and ad-hoc wireless networks. Alternatively, physical-layer key generation (PKG) is recognized as a promising paradigm to tackle this problem [3]. By leveraging the inherent random and reciprocal nature of wireless channels, PKG naturally establishes symmetric keys between the legitimate parties [4]. Also, due to its potential to achieve information-theoretic security cost-effectively, PKG has been applied to practical systems, such as WiFi, LoRa, and Zigbee [5], [6].

The general PKG procedures can be divided into four consecutive stages: channel sounding, quantization, information reconciliation, and privacy amplification [7]. Specifically, for the channel probing stage, Alice and Bob alternatingly exchange pilots and perform channel estimations in a coherence time slot to extract correlated channel features. These features are converted into binary bits in the quantization stage. Then, in the information reconciliation stage, the mismatched bits between Alice and Bob are corrected via error-correcting codes. At last, during the privacy amplification stage, Alice and Bob discard the bits that could be potentially leaked in the previous stages. It can be observed that the feasibility of the PKG is strongly associated with the properties of wireless channels. Moreover, the existence of rich-scattering and dynamically varying channels is the essential premise to ensure the security level offered by the generated secret key [5], [8].

Unfortunately, the above condition can hardly be satisfied in some harsh propagation scenarios, such as shadowed environments [9]. As such, various previous works aim to enhance the
PKG performance in these propagation scenarios to a certain extent by utilizing cooperative relaying [10]. However, the relay-based PKG approaches admit two main demerits. First, the key rate has limited growth unless the relay node keeps moving all the time to introduce randomness to the secret key [11]. Second, deploying active relays incurs high hardware costs and energy consumption [12]. As a result, a new cost-effective and energy-effective paradigm that is capable of controlling the propagation environment is needed to facilitate PKG.

As a remedy, reconfigurable intelligent surface (RIS) was proposed to address this emerging need. In particular, RIS is a programmable and reconfigurable metasurface consisting of a large number of low-cost passive elements, e.g., printed dipoles and phase shifters [13], [14]. These elements are controlled collaboratively to alter the signal propagation environment. Therefore, RIS can be deployed to manipulate the wireless channels to improve the transmission rate [15] or the secrecy rate [16]. Also, in the context of PKG, RIS provides a cost-effective mean to enable the customization of favorable wireless propagation environments for key generation while avoiding the deployment of power-hungry and expensive cooperative relays [9]. However, to fully unleash the potential of RIS for effective key generation rate (KGR) provisioning, the reflection coefficients of RIS elements have to be appropriately optimized. Inspired by this, several works have been proposed on the optimization design of RIS-assisted PKG systems, such as [17], [18], and [19], starting from single-user systems to multi-user systems. In particular, the authors of [17] considered a simple scenario with a single-user and independent eavesdropping channels. They derived the expression of the KGR capacity and optimized the switch states of RIS units globally when the number of available RIS units is limited. Furthermore, RIS-assisted PKG systems comprising multiple eavesdroppers with correlated eavesdropping channels were investigated in [18], where the authors designed a semidefinite relaxation (SDR) and successive convex approximation (SCA)-based algorithm to maximize the lower bound of the secret key capacity. Despite the fruitful research in the literature, most of the above works considered only the single-user case, e.g., [17], [18], and their results are not applicable to practical cases having multiple users. On the other hand, in [19], the authors introduced a RIS-assisted multiuser key generation scheme and optimized the RIS phase shifts in the presence of independent and correlated eavesdropping channels. Nevertheless, all of these works are based on the independent and identically distributed (i.i.d.) Rayleigh fading model for the RIS-related channels. In practice, the non-negligible spatial correlations naturally exist among RIS elements due to their sub-wavelength sizes and distributions. More importantly, these correlations may jeopardize the PKG performance if they are not taken into account in the system design [20]. In addition, only a single-antenna BS was considered in these works, e.g., [17], [18], [19], and it is not straightforward to extend these existing results to the case of multi-antenna, which has a more complicated model and the reflective beamforming at RIS and transmit beamforming at the BS need to be jointly optimized. Indeed, the design of RIS-assisted PKG methods in multi-antenna spatially correlated channels is of utmost importance but it has not been studied in the existing works, yet.

To address the above issues, this paper investigates the RIS-assisted PKG in a multiple-input multiple-output multiple-eavesdropper (MIMOME) system, with the consideration of the spatial correlation at both the BS and the RIS. The main contributions of this paper are as follows.

- We propose a transmit and reflective beamforming-based RIS-assisted PKG framework in multi-antenna spatially correlated channels. We derive the closed-form KGR expression as a function of the reflective beamforming at the RIS and the transmit beamforming at the BS. We formulate the design of beamforming as an optimization problem to maximize the minimum KGR for the worst-case eavesdropper channel. Furthermore, our analysis shows that the beamforming designed for the correlated model outperforms that for the i.i.d. model while the KGR gain increases with the channel correlation with the proposed design.

- To tackle the resulting non-convex optimization problem, we present an effective Block Successive Upper-bound Minimization (BSUM)-based algorithm. We prove that the BSUM algorithm yields a non-decreasing convergence over iterations. Then, to solve the non-smooth convex problem in each iteration of the BSUM algorithm in a complexity-effective manner, we reformulate it as an equivalent convex-concave saddle point problem and employ the Mirror-Prox method to solve it with closed-form updates.

- Simulation results show that compared to existing methods based on the i.i.d. fading model, the proposed design achieves about 5 dB transmit power gain when the spacing between two neighbouring RIS elements is a quarter of the wavelength and the BS antenna correlation $\rho$ is 0.2. Also, the KGR gain increases with the spatial correlation at the BS, user, and the RIS. Moreover, the computational time of the proposed algorithm is reduced approximately by two orders of magnitude compared to that of the commonly adopted algorithms, e.g., alternating optimization, semidefinite relaxation, successive convex approximation with Gaussian randomization (ASSG), while achieving a similar KGR performance.

Note that in the conference version of this paper [1], we considered the case where the eavesdropping channels are independent of the legitimate channels and derived the optimal beamforming to maximize the KGR. In this paper, we generalize it by taking into account the channel correlation between Eve and the legitimate parties. We provide a general KGR expression and formulate an optimization problem, which can be solved by the proposed low-complexity BSUM algorithm.

notations: In this paper, matrices and vectors are denoted by boldface upper-case and boldface lower-case. $\mathbb{C}^{A \times B}$ denotes the space of complex matrices of size $A \times B$. $\mathbb{R}(\cdot)$ and $\mathbb{I}(\cdot)$ stand for the real and imaginary parts of a complex number. The imaginary unit of a complex number is denoted by $j = \sqrt{-1}$. $(\cdot)^*$, $(\cdot)^\dagger$, and $(\cdot)^H$ denote the conjugate, transpose, and conjugate transpose, respectively. $\text{diag}(\mathbf{x})$ is a matrix whose
main diagonal elements are the entries of \( x \). \( \text{vec}(X) \) denotes the vectorization of the matrix \( X \). The Kronecker product, Hadamard product, and Khatri-Rao product are represented by \( \otimes \), \( \circ \), and \( \odot \), respectively. \( \mathcal{I}(X, Y) \) and \( \mathcal{H}(X, Y) \) are the mutual information and joint entropy of random variables \( X \) and \( Y \), respectively. \( \det(\cdot) \) is the matrix determinant. \( ||x||_1 \), \( ||x||_2 \), and \( ||x||_\infty \) are the \( \ell_1 \), \( \ell_2 \), and \( \ell_\infty \) norms of vector \( x \). \( \|X\|_F \) is the Frobenius norm of matrix \( X \). \( \mathbb{E}\{\cdot\} \) represents statistical expectation. \( \lambda_{\text{max}}(X) \) is the maximum eigenvalue of matrix \( X \). \( O(\cdot) \) is the big-O notation. \( X \succeq 0 \) means \( X \) is a positive semidefinite matrix. \( \nabla f(\cdot) \) and \( \partial f / \partial x \) are the gradient operators of function \( f \). \( I \) denotes the identity matrix. \( b \sim \mathcal{CN}(0, \Sigma) \) denotes that \( b \) is a circularly symmetric complex Gaussian (CSCG) vector with zero mean and covariance matrix \( \Sigma \).

II. SYSTEM MODEL

As shown in Fig. 1, we study a RIS-assisted PKG method in a MIMOME system. Assuming the time-division duplexing (TDD) protocol is adopted, a multi-antenna base station (BS), Alice, and a multi-antenna user, Bob, aim to generate the reciprocal channel estimation. The process of channel probing is described as follows.

Step 1: Downlink channel sounding. Alice sends the public known downlink pilot \( s_d \in \mathbb{C} \) with \( |s_d|^2 = 1 \) and the signals received at Bob and Eve are

\[
y^d = (G^T_a \Phi G_r + H^T_{ab})w_{sd} + z^d, 1 \in \{a, e\},
\]

respectively, where \( \Phi = \text{diag}\{\nu\} \) with each element \( |\nu| \leq 1, \forall \nu \in \{1, \cdots, N\} \), is the reflection coefficients matrix of the RIS.\(^2\) Also, \( w \in \mathbb{C}^{M \times 1} \) is the transmit beamforming vector at Alice that satisfies \( ||w||_2^2 \leq P_A \) with \( P_A \) being her maximum transmit power. The variables, \( w \) and \( \Phi \), are designed by the BS via the proposed optimization algorithm, which will be elaborated in Sections V and VI. \( z^d \) is the additive Gaussian noise with \( z^d \sim \mathcal{CN}(0, \sigma^2 I) \). Then, in order to improve the received SNR, Bob combines the received signal as

\[
y^d = m^T y^d = (h^T_{rb} \Phi G_r + h^T_{ab})w_{sd} + z^d = m^T z^d,
\]

where the combined vector is \( m = \frac{1}{\sqrt{P_A}}[1, \cdots, 1]^T \) due to the limited computational capability of user devices.\(^3\) Also, \( h_{ab} = H_{ab, m}, h_{rb} = H_{rb, m}, \) and \( z^d = m^T z^d \). Then, Bob and Eve perform a standard least-squares (LS) channel estimation \[18\], \[19\] as

\[
\hat{h}_b \triangleq s_d^T y^d = (h^T_{rb} \Phi G_r + h^T_{ab})w + z_b,
\]

\[
\hat{h}_e \triangleq s_d^T y^d = (G^T_{re} \Phi G_r + H^T_{ae})w + z_e,
\]

\(^1\)The case studied in this paper can be directly extended to multi-users scenarios, since the pilots used by different users are orthogonal to each other in a single-cell system \[21\] and thus their PKG processes can be handled independently.

\(^2\)In this paper, we employ the reflective RIS, which is commonly adopted in existing works, e.g., \[12\], \[14\], \[22\], \[24\], and \[25\].

\(^3\)The LS is adopted since it has been widely used in practical systems. \[27\].

Fig. 1. The model of RIS-assisted secret key generation in MIMOME systems.
respectively, where the noises are $\tilde{z}_u^d = s_d^a z_u^d$ and $\tilde{z}_u^e = s_d^e z_u^e$, respectively, and $\hat{h}_u^d = [\hat{h}_{u_1}^d, \ldots, \hat{h}_{u_k}^d]^T$.

Step 2: Uplink channel sounding. Bob transmits the publicly known pilot $s_u \in \mathbb{C}$ with $|s_u|^2 = 1$. Then, the signals received at Alice and Eve are expressed as

$$y_i^u = \sqrt{P_B} (G_{r_i} \Phi h_{r_i} + H_{h_i}) m_{s_u} + z_i,$$

respectively, where $P_B$ is the transmit power of Bob. The noise follows the circularly symmetric complex Gaussian distribution, i.e., $z_i \sim \mathcal{CN}(0, \sigma_z^2 I)$, with $\sigma_z^2$ being the corresponding noise variances. After the LS estimation, Alice and Eve obtain the channel estimates as

$$\hat{h}_u^d \triangleq s_d^a y_i^u = \sqrt{P_B} \left(G_{u} \Phi h_{r_i} + h_{u_i} \right) + \tilde{z}_u^d, \quad l \in \{a, e\},$$

respecively, where the estimation noise is $\tilde{z}_u^d = s_d^a z_u^d$ and $\hat{h}_u^e = [\hat{h}_{u_1}^e, \ldots, \hat{h}_{u_k}^e]^T$.

Step 3: Reciprocal components acquisition. Since the estimations obtained by Alice and Bob, as shown in (6) and (3), are quite different in terms of both the dimensions and values, we multiply Alice’s channel estimation $\hat{h}_u^d$ by $w$ to obtain the combined reciprocal channel gain as

$$\hat{h}_a \triangleq w^T \hat{h}_u^d = \sqrt{P_B} \left(G_{u} \Phi h_{r_i} + h_{ab} \right) + z_a,$$

where the noise is $z_a = \sqrt{P_B} \tilde{z}_u^a$.

Consequently, Alice’s combined channel gain, $\hat{h}_a$, and Bob’s channel gains, $h_{ab}$, are highly correlated in general. After following the procedures of the PKG, i.e., quantization, information reconciliation, and privacy amplification, the channel gains are finally converted into secret keys [28]. Since these steps are similar to those adopted in existing PKG methods, such as [5] and [7], in this paper, we focus on the channel probing step, where the transmit and reflective beamforming are jointly optimized to maximize the KGR.

III. PROBLEM FORMULATION AND TRANSFORMATION

In this section, based on the channel estimation acquired in Sec. II, we derive the closed-form KGR expression and formulate an optimization problem regarding the variables $w$ and $v$ to improve the system performance.

We first formulate the KGR given Eve’s $k$-th antenna’s channel estimation and maximize the minimal KGR\textsuperscript{4} [18]. Specifically, the KGR for Eve’s $k$-th antenna is defined as the conditional mutual information of the legitimate parties’ channel estimations given the observation of Eve’s $k$-th antenna [7], i.e., $R_k = I \left( h_a; h_c^k \mid h_{ab}^k, h_{um}^k \right)$. Since Eve is located close to Bob but locates far away from Alice, the channel estimated by Eve in the uplink channel sounding is statistically independent with the legitimate parties’ channel estimations [29]. Thus, we have $I \left( h_a; h_c^k \mid h_{ab}^k, h_{um}^k \right) = I \left( h_a; h_c^k \right)$. Therefore, the KGR given Eve’s $k$-th antenna is given by [30] and [31]

$$R_k = \log_2 \det \left( R_{u_k} \right) - \log_2 \det \left( R_{ab_k} \right) \cdot \text{tr} \left( R_{e_u e_k} \right),$$

where the covariances matrices are denoted as

$$R_{u_k} = \begin{bmatrix} R_{uu} & R_{ue} \\ R_{eu} & R_{ee} \end{bmatrix}, \quad u \in \{a, b\},$$

and

$$R_{ab_k} = \begin{bmatrix} R_{aa} & R_{ab} \\ R_{ba} & R_{bb} \end{bmatrix}, \quad \text{respectively.}$$

Substituting the channel estimations into (8) and assuming $\sigma_{u_k}^2 = \sigma_{b_k}^2 = \sigma^2_k, k \in \{1, \ldots, K\}$ for simplicity [18], [19], we provide the following lemma to characterize the KGR.

Lemma 1: The KGR between Alice and Bob, given the channel estimation at the $k$-th antenna of Eve, is expressed as (9), shown at the bottom of the next page, where $g_u = a_{tb} (w^T R_s w) (v^T R_s v + \beta_{ab})$, $g_{ab} = \sqrt{\alpha_b} \beta_{ab} \sqrt{\alpha_a} \beta_{ab} \sqrt{\alpha_b} \beta_{ab}$, $g_{e_k} = (w^T R_s w) (v^T R_s v + \beta_{ab})$, $R_{bk} = \begin{bmatrix} R_{bk}^T \\ R_{bk}^T \end{bmatrix}$, and $\hat{R}_{bk} = R_{bk} + (R_{bk}^T)^T$.

Proof: See Appendix A.

Remark 1: From the KGR expression in (9), we can observe that the KGR is only related to the beamforming vectors and statistical channel information, i.e., the covariance matrices. Since the covariance matrices alter slowly in dense scattering environments [23], we assume that these matrices have been obtained from the previous several time slots by using existing methods, such as the general maximum-likelihood estimation in [32], and we focus on the beamforming optimization to improve the PKG performance.

Remark 2: From (9), we can analyze the impact of channel correlation at the user on KGR performance. Specifically, by denoting $R_k = \log_2 f_k$, we have $\partial f_k / \partial \alpha_{ab} = \left( \frac{\alpha_b \alpha_a (\sqrt{\alpha_a} \beta_{ab} \sqrt{\alpha_b} \beta_{ab})}{(\alpha_b \alpha_a) (\sqrt{\alpha_a} \beta_{ab} \sqrt{\alpha_b} \beta_{ab})} \right) > 0$, where $x_0 = g_{ab} - \frac{|\gamma_{ab}|^2}{\gamma_{ab}^2 + \sigma^2_k} > 0$. Thus, $R_k$ increases with $\alpha_{ab} = \sum_{l=1}^L \sum_{j=1}^L \left( R_{lk} \right)_{i,j}$, which means the KGR increases with the spatial correlation coefficient at the user side. The reason behind this is that when Bob combines the received signals of different antennas, the channel correlation among these antennas enhances the power of the desired signal, thus improving the received SNR. Specifically, the SNR in Bob’s channel estimation is calculated as $\left( \beta_{ab} w^T R_s w + \beta_{ab} w^T R_s w^* \right) \alpha_{ab} / \sigma_v^2$, which increases with $\alpha_{ab} / \sigma_v^2$. In addition, when the spatial correlation is modeled as a Toeplitz matrix with each element $R_{lk_{ij}} = R_{lk_{ji}} (-j)$, where $0 \leq \rho_{lk} \leq 1$ is the correlation index among the antennas [33], we have $\alpha_{ab} \rightarrow \frac{1 + \rho_{lk} \rho_{ab}}{2}$ when $L \rightarrow \infty$. Hence, the KGR is bounded by above when the number of user’s antennas is sufficiently large due to channel hardening.

Remark 3: If the existing i.i.d. channel model assumptions are adopted to optimize the RIS reflection coefficients, the spatial correlation matrices $R_S$ and $R_I$ will be the identity.
matrices. Hence, the $\mathbf{w}^T \mathbf{R}_S \mathbf{w}$ and $\mathbf{v}^H \mathbf{R}_I \mathbf{v}$ in (9), shown at the bottom of the page, are calculated as $P_A$ and $N$, respectively. For the case of $\mathbf{R}_{bk} = \rho_b \mathbf{I}_{N \times N}$ and $\mathbf{R}_{ab} = \rho_a \mathbf{I}_{M \times M}$, where $\rho_b$ is the channel correlation between Eve and Bob, the beamforming design is considered to be independent of the KGR. This observation highlights the importance of taking into account the spatial correlation.

Thus, the beamforming design for spatially correlated channel models could be formulated as

$$
\begin{align*}
\max_{\mathbf{w}, \mathbf{v}} & \min_k \left\{ J \left( \bar{h}_a, \bar{h}_b \mid \bar{h}_{nk} \right) \right\} \\
\text{s.t.} & \quad \text{C1: } ||\mathbf{w}||_2^2 \leq P_A, \\
& \quad \text{C2: } ||\mathbf{v}||_2 \leq 1, \forall n \in \{1, \ldots, N\},
\end{align*}
$$

(10)

where C1 indicates the transmit beamforming is constrained by the maximum transmit power budget at the BS, while C2 represents the modulus constraint of each RIS reflection coefficient.

It could be found that in problem (10), the variables $\mathbf{w}$ and $\mathbf{v}$ are in high-order and coupled in the objective function. To tackle this problem, we first simplify the optimization problem by using the following lemma.

**Lemma 2:** The original problem (10) is equivalent to the following problem:

$$
\begin{align*}
\max_{\bar{\mathbf{w}}, \bar{\mathbf{v}}} & \min_k \left\{ f_k(\bar{\mathbf{w}}, \bar{\mathbf{v}}) \right\} \\
\text{s.t.} & \quad \text{C1, C2},
\end{align*}
$$

(11)

where $f_k(\bar{\mathbf{w}}, \bar{\mathbf{v}}) = \bar{\mathbf{w}}^H \mathbf{R}_S \bar{\mathbf{w}} \bar{\mathbf{v}}^H \mathbf{R}_I \mathbf{v} - \frac{1}{2} \left( \bar{\mathbf{w}}^H \mathbf{R}_b \bar{\mathbf{v}}^H \mathbf{R}_b \bar{\mathbf{w}} + \bar{\mathbf{w}}^H \mathbf{R}_a \mathbf{v} \right)^2$, $R_a = \beta_a R_{ab} + R_I + \frac{\beta_b}{\beta_a} \mathbf{I}$, $R_{ab} = \sqrt{\beta_a \beta_b} R_{ab}$, $\bar{R}_b = \beta_b R_{ab} + R_I + \frac{\beta_b}{\beta_a} \mathbf{I}$, and the variable is defined as $\bar{\mathbf{w}} = \frac{\mathbf{w}}{||\mathbf{w}||_2}$ for the sake of notational simplicity.

**Proof:** It can be proved by using Appendix B in [1] and defining $x = f_k(\bar{\mathbf{w}}, \bar{\mathbf{v}})$.

An intuitive solution to tackle problem (11) is to apply the existing ASSG algorithm. Specifically, the ASSG algorithm can be applied to alternatingly solve for $\mathbf{w}$ and $\mathbf{v}$ while fixing the other variable, yielding two subproblems with respect to $\mathbf{w}$ and $\mathbf{v}$, respectively. In each subproblem, SDR-SCA with Gaussian randomization in [18] can be then leveraged to convexify the problem. However, in the ASSG algorithm, a series of SDP problems generated by the SCA method need to be solved at each alternating iteration. In fact, the number of optimization variables in each SDP problem is the square of the number of RIS elements or the BS antennas, contributing to a high-dimensional optimization problem [34]. At the same time, in RIS-assisted wireless communication systems, the RIS is often equipped with a large number of elements [35]. The required computational effort may be unaffordable when ASSG is applied to solve Problem (11), which motivates us to develop a new low-complexity algorithm for RIS-assisted PKG systems.

**IV. IMPACT OF DIFFERENT BEAMFORMING METHODS ON PKG PERFORMANCE**

Before solving Problem (11), in this section, we aim to compare the PKG performance under the existing assumptions of the i.i.d. channel model [17], [18], [19] and the spatially correlated model when Eve experiences independent fading channels.

**Lemma 3:** In the case where the eavesdropping channels are independent of the legitimate channels, the KGR increases monotonically with $\bar{\mathbf{w}}^H \mathbf{R}_S \bar{\mathbf{w}}(\beta_a \mathbf{v}^H \mathbf{R}_I \mathbf{v} + \beta_{ab})$.

**Proof:** See Lemma 1 in [1].

**Remark 4:** We first note that the channel correlation between the uplink and downlink channels is $\mathbf{R}_{ab} = \sqrt{T_g} \bar{\mathbf{w}}^H \mathbf{R}_S \bar{\mathbf{w}}(\beta_a \mathbf{v}^H \mathbf{R}_I \mathbf{v} + \beta_{ab})$. Thus, when optimizing the KGR, the overall channel correlations is increased with the assistance of RIS. In addition, since $\bar{\mathbf{w}}^H \mathbf{R}_S \bar{\mathbf{w}}$ and $\beta_a \mathbf{v}^H \mathbf{R}_I \mathbf{v} + \beta_{ab}$ are both non-negative, solving Problem (11) is equivalent to maximize these two terms separately. Thus, the optimal solution to Problem (11) is $\bar{\mathbf{w}}_{\text{opt}} = \sqrt{T_g} \mathbf{u}_{max}$ and $\mathbf{v} = e^{\beta_n}$ with $\theta_n = \theta$, $\forall n \in \{1, \ldots, N\}$, where $\mathbf{u}_{max}$ is the dominant eigenvector of the matrix $\mathbf{R}_S$ corresponding to its maximum eigenvalue $\lambda_{max}$ and $\theta$ could take any value in the interval $[0, 2\pi]$.

**A. KGR Under Different Assumptions of Channel Model at BS**

As shown in Lemma 3, the KGR is proportional to $\bar{\mathbf{w}}^H \mathbf{R}_S \bar{\mathbf{w}}$. Under the assumption of the i.i.d. model, the spatial correlation matrix $\mathbf{R}_S$ is the identity matrix. In this case, the design of transmit beamforming is independent of KGR. As such, random beamforming $\bar{\mathbf{w}} = \sqrt{T_g} \bar{\mathbf{w}}_{0} / ||\bar{\mathbf{w}}_{0}||_2$ is applied without loss of generality and optimality, where the entries in $\bar{\mathbf{w}}_{0}$ are i.i.d. random variables with zero mean. Then, the expectation of $\bar{\mathbf{w}}^H \mathbf{R}_S \bar{\mathbf{w}}$ can be calculated as $\mathbb{E}(\bar{\mathbf{w}}^H \mathbf{R}_S \bar{\mathbf{w}}) = P_A$, which is independent of the antenna number and the spatial correlation at the BS. To investigate the performance loss caused by the design based on the i.i.d. channel assumption, we focus on a typical implementation model of multiple antennas for massive multiple-input multiple-output (MIMO). We consider a general uniform planar array (UPA) model, where the spatial correlation matrix can be approximated as $\mathbf{R}_S \approx \mathbf{R}_h \otimes \mathbf{R}_v$ [33], where $\mathbf{R}_h \succeq 0$ and $\mathbf{R}_v \succeq 0$ are the covariance matrices of the horizontal and the vertical uniform linear array (ULA), respectively. The ULA spatial correlation is modeled as a Toeplitz matrix with each element $[\mathbf{R}_v]_{i,j} = \rho^{i-j} |1 \in \{h, v\}$. Given the optimal transmit beamforming $\bar{\mathbf{w}}_{\text{opt}}$, we further characterize $\bar{\mathbf{w}}_{\text{opt}}^H \mathbf{R}_S \bar{\mathbf{w}}_{\text{opt}}$ via the following lemma.

$$
R_k = \log_2 \left( \frac{(P_B g_a g_c^k + (P_B g_a + g_c^k)||\mathbf{w}||_2^2)\sigma^2 + ||\mathbf{w}||_2^2 \sigma^4 - P_B |g_{ae}^k|^2 (g_a g_c^k + (g_a + g_c^k)\sigma^2 + \sigma^4 - |g_{ae}^k|^2)}{(P_B + ||\mathbf{w}||^2_2) (g_a g_c^k + (g_a + g_c^k)\sigma^2 + \sigma^4 - |g_{ae}^k|^2)} \right). 
$$

(9)
Lemma 4: For a UPA model, the upper and lower bounds for \( \bar{w}^{\text{opt}}_w R^w w_{\text{opt}} \) are given by

\[
f_I(N^w_H, N^w_V, \rho) \leq \bar{w}^{\text{opt}}_w R^w w_{\text{opt}} \leq f_I(N^w_H, N^w_V, \rho),
\]
where \( f_I(N^w_H, N^w_V, \rho) = P_A \left( \frac{N^w_H(1-\rho^2)-\rho(1-\rho^{N^w}N^w_V)}{N^w_H N^w_V(1-\rho^2)} \right) \times \left( N^w_V (1-\rho^2) - 2(1-\rho^{N^w}N^w_V) \right) \) and \( f_I(N^w_H, N^w_V, \rho) = P_A \left( \frac{(1-\rho^2)(1-\rho^{N^w_H-N^w_V})}{(1-\rho^2)} \right) \). Here, \( N^w_H \) and \( N^w_V \) are the number of antennas at horizontal and vertical domains, respectively.

Proof: See Lemma 3 in the conference version of this paper [1].

This lemma shows that both the upper and lower bounds increase monotonically with the correlation coefficients \( \rho \), the number of antennas \( N^w_H \) and \( N^w_V \). This is because the SNR of the combined channel gain increases with the spatial correlation. Specifically, when \( \rho = 0 \), the bounds are \( f_I = f_0 = P_A \), which means the optimal transmit beamforming and random beamforming achieve the same PKG performance in the i.i.d. fading channels. In addition, it can be observed that both the upper and lower bounds converge to \( P_A \frac{1}{2} \) as \( N^w_H \to \infty \) and \( N^w_V \to \infty \). This means that when the BS is equipped with a large number of antennas, the KGR depends only on the correlations among the antennas of the BS for a given power. Also, the KGR increases monotonically with the correlation coefficient \( \rho \). The limit of \( \bar{w}^{\text{opt}}_w R^w w_{\text{opt}} \) for \( \rho = 1 \) is \( P_A N^w_H N^w_V \), which is bounded by the transmit power and the antenna numbers at the BS.

B. KGR Under Different Assumptions of Channel Model at RIS

In Lemma 3, the KGR is proportional to \( v^H \bar{R}_v v \). Under the assumption of the i.i.d. channel model adopted in existing works, e.g., [15], [16], and [17], the spatial correlation matrix is \( \bar{R}_v = I \). By employing random reflection, the expectation of \( v^H \bar{R}_v v \) is \( E(v^H \bar{R}_v v) = N \), where each phase in \( v \) can be drawn from the uniform distribution, i.e., \( \theta_i \sim U[0, 2\pi) \), \( i \in \{1, \ldots, N\} \).

Taking the spatial correlation model into account, the maximum value of \( v^H \bar{R}_v v \) is \( ||R_v||^2_F \). In isotropic scattering environments, the spatial correlation of RIS is expressed as [20]

\[
||R_v||_{n,m} = \sin \frac{2 ||u_n - u_m||_2}{\lambda}, \quad \forall n, m \in \{1, \ldots , N\},
\]
where \( ||u_n - u_m||_2 \) denotes the distance between the \( n \)-th RIS element and the \( m \)-th RIS element, \( \lambda \) is the wavelength. Since the sinc function \( \sin(x)/x \) is monotonically decreasing in interval \([0, 1]\), the entries in \( R_v \) is larger as the inter-element spacing becomes smaller, when the distance between each element pair fulfills \( ||u_n - u_m||_2 \leq \frac{\lambda}{2} \). Moreover, the optimal value of \( v^H \bar{R}_v v \) satisfies \( ||R_v||_F^2 > N \) because the correlation between the elements always exists in practical RIS systems [20]. Hence, the KGR performance of the proposed reflective beamforming is better than the counterpart adopting the assumption of the i.i.d. channel model.

C. Security Analysis

In the above analysis, we assume the channels between Bob and Eve are independent. However, in reality, Eve may experience correlated channels w.r.t. Bob if Eve’s antennas are close to Bob [28]. Therefore, we first analyze the information leakage to Eve if the correlation between eavesdropping channels and legitimate channels is not considered when optimizing \( w \) and \( v \). To this end, we have the following Lemma.

Lemma 5: Assume that \( \rho_k \) is the cross channel correlation between Bob and Eve [28], i.e., \( R_{h_k} = \rho_k I_{N \times N} \) and \( R_{e_k} = \rho_k I_{M \times M} \). Given the \( \bar{w}_{\text{opt}} \) and \( v_{\text{opt}} \) in Remark 4, the amount of information leaked to Eve increases with the spatial correlation at the BS and the RIS grows.

Proof: Given the \( \bar{w}_{\text{opt}} \) and \( v_{\text{opt}} \), the second term in (11) is denoted as

\[
f_k^e = \rho_k^2 (\lambda_{\max}(R_S))^2 \frac{\left( ||R_v||_2^2 \sqrt{\beta_{22} \beta_{22}^T} + \sqrt{\beta_{2k} \beta_{2k}^T} \right)^2}{\lambda_{\max}(R_S) (||R_v||_2^2 + \beta_{22}) + \sigma^2 - 2},
\]

Since \( \frac{\partial f_k^e}{\partial ||R_v||_2^2} \geq 0 \) and \( \frac{\partial f_k^e}{\partial \beta_{2k}} \geq 0 \), the amount of information leaked to Eve is monotonically increasing for \( \lambda_{\max}(R_S) \) and \( ||R_v||_2^2 \). Also, \( \lambda_{\max}(R_S) \) and \( ||R_v||_2^2 \) increase with the spatial correlation at the BS and the RIS, respectively. This completes the proof.

Lemma 5 states the connections between spatial correlation and security when the correlation between Bob and Eve’s channels is ignored. In the following section, we will consider a more general case, i.e., Problem (11), and propose an effective algorithm to tackle it.

V. BSUM ALGORITHM FOR MAXIMUM KEY GENERATION RATE

In this section, we propose a BSUM-based algorithm to tackle Problem (11). We decompose the optimization variables, i.e., \( w \) and \( v \), into independent blocks and update the blocks by successively maximizing a sequence of approximations of the objective function in (11).

A. The BSUM Algorithm for Problem (11)

For the simplicity of algorithm design, we first convert Problem (11) from the complex domain to the real domain.

By defining \( \hat{v} = [\Re\{v\}, \Im\{v\}]^T \in \mathbb{R}^{2N} \) and \( \hat{w} = [\Re\{w\}, \Im\{w\}]^T \in \mathbb{R}^{2N} \), the optimization problem (11) is equivalent to

\[
\max_{\hat{w}, \hat{v}} \min_k \left\{ \hat{f}_k(\hat{w}, \hat{v}) \right\}
\]
subject to

\[
\begin{align*}
\text{C1:} \quad ||\hat{w}||_2^2 &\leq P_A, \\
\text{C2:} \quad \hat{v}_n^2 + \hat{v}_{n+N}^2 &\leq 1, \forall n \in \{1, \ldots , N\}.
\end{align*}
\]

where

\[
\hat{f}_k(\hat{w}, \hat{v}) = \frac{(\hat{w}^H \hat{R} \hat{w} + \hat{v}^H \hat{Q} \hat{v})^2}{\hat{w}^H \hat{R} \hat{w} + \hat{v}^H \hat{Q} \hat{v} + \sigma^2},
\]

\[
\hat{R} = R_S \hat{w} \hat{w}^H \hat{R} \hat{v} \hat{v}^H R_S,
\]

We transform the problem into the real domain since the modulus operator of complex number in (11) makes the problem intractable.
\[ \tilde{Q}_k = \begin{bmatrix} \mathbb{R} \{ R_{ik} + R_{ki}^{(r)} \} - \mathbb{R} \{ R_{ik} + R_{ki}^{(d)} \} \\
\mathbb{R} \{ R_{ik} - R_{ki}^{(r)} \} - \mathbb{R} \{ R_{ik} - R_{ki}^{(d)} \} \end{bmatrix}, \quad \tilde{P}_k = \begin{bmatrix} \mathbb{R} \{ R_{ik} + R_{ki}^{(r)} \} - \mathbb{R} \{ R_{ik} - R_{ki}^{(d)} \} \\
\mathbb{R} \{ R_{ik} - R_{ki}^{(r)} \} - \mathbb{R} \{ R_{ik} + R_{ki}^{(d)} \} \end{bmatrix}, \quad l \in \{ r, d \}, \]
\[
\tilde{A} = \begin{bmatrix} \mathbb{R} \{ A \} - \mathbb{R} \{ A \} \\
\mathbb{R} \{ A \} - \mathbb{R} \{ A \} \end{bmatrix}, \quad \tilde{A} \in \{ \tilde{R}_k, \tilde{R}_k, \tilde{R}_k \}.
\]

Then, since \( \tilde{w} \) and \( \tilde{v} \) are coupled in Problem (15), we utilize the BSUM algorithm [36] to decompose them into independent blocks. Specifically, in each iteration, the BSUM algorithm updates a single block of variables by solving an approximate problem of the original problem. If each approximated problem fulfills some conditions as in [37], the sequence of the objective values converges and first-order optimality holds upon convergence. Specifically, according to Sec. III-C in [37], given \( \tilde{w}^{(i)} \) in the \( i \)-th iteration of BSUM, we could construct a lower bound of \( f_k(\tilde{w}^{(i)}, \tilde{v}) \) as
\[
\tilde{f}_k(\tilde{w}^{(i)}, \tilde{v}) \geq \tilde{f}_k(\tilde{w}^{(i)} + \tilde{v}^{(i)}),
\]
\[
+ \left( \nabla \tilde{f}_k(\tilde{w}^{(i)}, \tilde{v}^{(i)}) \right)^T (\tilde{v} - \tilde{v}^{(i)})
\]
\[
= -\frac{1}{2} (\tilde{v} - \tilde{v}^{(i)})^T M_k^{(i)} (\tilde{v} - \tilde{v}^{(i)})
\]
\[
= -\frac{1}{2} \tilde{v}^T M_k^{(i)} \tilde{v} + (P_k^{(i)})^T \tilde{v} + q_k,
\]
where \( M_k^{(i)} = -\nabla^2 \tilde{f}_k(\tilde{w}^{(i)}, \tilde{v}), \) and \( \tilde{L}_k \) is calculated as
\[
\tilde{L}_k = \frac{N}{\sigma^2} \left( (\tilde{q}_w + N\lambda_{\max}(Q_k^{(i)}))^2 + (\tilde{p}_w + N\lambda_{\max}(P_k^{(i)}))^2 \right)
\]
\[
\times \left( 4(m_w \tilde{v})^2 N\lambda_{\max}(R_k R_k) \right)
\]
\[
+ 2N \left( \lambda_{\max}(Q_k^{(i)} (Q_k^{(i)} + (Q_k^{(i)}))^T) + \lambda_{\max}(P_k^{(i)} (P_k^{(i)} + (P_k^{(i)}))^T) \right)
\]
\[
+ \left( \tilde{q}_w + N\lambda_{\max}(Q_k^{(i)}) \right) \lambda_{\max}(Q_k^{(i)} + (Q_k^{(i)})^T)
\]
\[
+ \left( \tilde{p}_w + N\lambda_{\max}(P_k^{(i)}) \right) \lambda_{\max}(P_k^{(i)} + (P_k^{(i)})^T),
\]
where \( m_w (\tilde{w}^{(i)}) = (\tilde{w}^{(i)})^T R \tilde{w}^{(i)}, \) \( \tilde{q}_w = (\tilde{w}^{(i)})^T Q \tilde{w}^{(i)}, \) \( \tilde{p}_w = (\tilde{w}^{(i)})^T P \tilde{w}^{(i)}, \) \( Q_k^{(i)} = m_w Q_k, \) \( P_k^{(i)} = m_w P_k. \) In addition, \( P_k^{(i)} = \left( \nabla \tilde{f}_k(\tilde{w}^{(i)}, \tilde{v}^{(i)}) \right)^T \tilde{v}^{(i)} + \tilde{L}_k^{(i)} \tilde{v}^{(i)}, \) and \( q_k^{(i)} = \tilde{f}_k(\tilde{w}^{(i)}, \tilde{v}^{(i)}) - \left( \nabla \tilde{f}_k(\tilde{w}^{(i)}, \tilde{v}^{(i)}) \right)^T \tilde{v}^{(i)} - \tilde{L}_k^{(i)}(\tilde{v}^{(i)})^T \tilde{v}^{(i)}. \)

As a result, we have
\[
\min_k \left\{ \tilde{f}_k(\tilde{w}, \tilde{v}) \right\} \geq \min_k \left\{ -\frac{1}{2} \tilde{v}^T M_k^{(i)} \tilde{v} + (P_k^{(i)})^T \tilde{v} + q_k \right\},
\]
and the optimal solution \( \tilde{v}^{(i+1)} \) can be obtained by solving the nonsmooth convex problem
\[
\max \min_{\tilde{v}} \left\{ -\frac{1}{2} \tilde{v}^T M_k^{(i)} \tilde{v} + (P_k^{(i)})^T \tilde{v} + q_k \right\}
\]
s.t. \( \mathbb{C} \).

B. Convergence Analysis

The overall BSUM algorithm for solving Problem (15) is summarized as Algorithm 1. After obtaining the optimized vectors \( \tilde{v} \) and \( \tilde{w} \), we convert them to the complex domain. The convergence analysis of the BSUM algorithm is shown as the following lemma.

Lemma 6: The objective values of Problem (15) achieved by the iteration sequence \( \{ \tilde{v}^{(i)}, \tilde{w}^{(i)} \}_{i=0}^{\infty} \) are non-decreasing and convergence.

Proof: See Appendix B.

C. Computational Complexity

In the proposed BSUM algorithm, solving the non-smooth convex problems in (19) and (22) in each iteration contributes to the most computational cost. The standard method to solve
Algorithm 1 The BSUM Algorithm for Problem (15)

Require: Threshold \( \varepsilon_0 \) and covariance matrices \( R_k, R_k^*, Q_k, Q_k^*, P_k, P_k^*, k \in \{1, \ldots, K\} \).

1: Set: \( i = 0 \).
2: Initial: \( \hat{v}^{(0)} \) and \( \hat{w}^{(0)} \).
3: repeat
4: Update \( \hat{v}^{(i+1)} \) by solving Problem (19).
5: Update \( \hat{w}^{(i+1)} \) by solving Problem (22).
6: Calculate the objective value of Problem (15) as
\[
R^{(i+1)} = \min_k f_k(\hat{w}^{(i+1)}, \hat{v}^{(i+1)}).
\]
7: \( i \leftarrow i + 1 \).
8: until \( |R^{(i)} - R^{(i-1)}| \leq \varepsilon_0 \).

Algorithm 2 Mirror-Prox Method for Solving Convex-Concave Saddle Point Problem (19)

Require: Threshold \( \epsilon \), stepsize \( \alpha = \frac{1}{2L_v} \), and operator \( \psi(i)(\cdot) \).

1: Set: \( l = 0 \).
2: Initial: \( z_0 = [\tilde{v}_0, y_0]^T \).
3: repeat
4: \( \nabla \phi(r_{l+1}) = \nabla \phi(z_l) - \alpha \psi(i)(z_l) \).
5: \( r_{l+1} = \nabla \phi^{-1}(\nabla \phi(z_l) - \alpha \psi(i)(z_l)) \).
6: \( z_{l+1} = \arg \min_z D_\phi(z, r_{l+1}) \).
7: \( \nabla \phi(z_{l+1}) = \nabla \phi(z_l) - \alpha \psi(i)(r_{l+1}) \).
8: \( z_{l+1} = \arg \min_z D_\phi(z, z_{l+1}) \).
9: \( z_{l+1} = \arg \min_z D_\phi(z, z_{l+1}) \).
10: Set: \( l \leftarrow l + 1 \).
11: until \( D(z_l, z_{l+1}) \leq \epsilon \).
12: Set: \( z_{opt} = \frac{1}{l} \sum_{l=1}^L z_l \).

non-smooth max-min convex problems is to introduce an auxiliary variable \( r \) that yields the problem
\[
\max_{\tilde{v}} \quad r
\text{s.t.} \quad C2, C9: -\frac{1}{2} \tilde{v}^T M_k^{(i)} \tilde{v} + (p_k^{(i)})^T \tilde{v} + q_k^{(i)} \geq r. \tag{24}
\]
Problem (24) is a convex QCQP problem that can be solved by the standard interior-point method [38]. However, the computational complexity of interior-point method to obtain an \( \epsilon \)-optimal solution is \( O\left((2N^3 + K N^2)\left(\sqrt{N + K} \log \frac{2(N + K)^{3/2}}{\epsilon}\right)^\frac{1}{3}\right) \). Thus, the overall computational cost to solve the original problem is still expensive, especially in the case of large \( N, M, \) or \( K \).

Another algorithm to solve the problems in (19) and (22) is the projected sub-gradient methods [39], [40]. Although these methods have low complexity in each iteration, they suffer from a slow convergence rate in general. Specifically, the required iterations to attain an \( \epsilon \)-optimal solution is no less than \( O\left(\frac{1}{\epsilon}\right) \). To address these issues, we further propose a computationally efficient algorithm with a fast convergence rate to solve the problems in (19) and (22).

VI. MIRROR-PROX METHOD FOR SOLVING PROBLEMS (19) AND (22)

In this section, we transform the problems in (19) and (22) to convex-concave saddle point problems and apply the Mirror-Prox method [41] to solve the resulting problems more efficiently.

A. Mirror-Prox Method for Problems (19) and (22)

First, we can transform the non-smooth max-min problem in (19) into the following equivalent smooth min-max problem by using the primal-dual transformation [42]
\[
\min_{\tilde{v}} \max_{y} \psi^{(i)}(\tilde{v}, y) = \Delta \left( \nabla^{(i)} \|\tilde{v}\|^2 + P^{(i)} \tilde{v} + q^{(i)} \right)^T y
\text{s.t.} \quad C2, C10: y_k \geq 0, \sum_{k=1}^{K} y_k = 1, y \in R^{K \times 1}, \tag{25}
\]
where \( \nabla^{(i)} = \frac{1}{2} [r^{(i)}, 1, \ldots, L_k^{(i)}]^T \) and the objective function \( \psi^{(i)}(\tilde{v}, y) \) is convex in \( \tilde{v} \) and concave in \( y \). Then, the optimal solution \( \tilde{v}_{opt} \) and \( y_{opt} \) corresponds to the saddle point of objective function \( \psi^{(i)}(\tilde{v}, y) \) [43]. By defining \( z = [\tilde{v}^T, y^T]^T \) and \( \psi^{(i)}(z) = [\nabla_{\tilde{v}} \psi^{(i)}(\tilde{v})^T, -\nabla_{\tilde{v}} \psi^{(i)}(y)^T]^T \), the problem (25) is equivalent to solving the following variational inequality problem
\[
\text{Find } z_{opt} \quad \text{s.t.} \quad \psi^{(i)}(z_{opt})^T (z - z_{opt}) \geq 0. \tag{26}
\]
By analyzing the saddle-point operator \( \psi^{(i)}(z) \), we have the following Lemma.

Lemma 7: The operator \( \psi^{(i)}(z) \) is monotone and \( L_v \)-Lipschitz continuous, where the Lipschitz parameter is \( L_v = 2\sqrt{N \|\nabla^{(i)}\|_2 + \max_k \|p_k^{(i)}\|_2} \).

Proof: See Appendix C.

Now, we apply the Mirror-Prox method to solve the Problem (26). The Mirror-Prox method solves the variational inequality problem optimally with \( O\left(\frac{1}{\epsilon}\right) \) convergence rate. We now briefly outline the Mirror-Prox method and the details of this algorithm could be found in [41].

The Mirror-Prox algorithm is a variant of the mirror descent algorithm [42], [44]. By denoting \( \alpha = \frac{1}{2L_v} \), the overall Mirror-Prox algorithm is composed of two iterations of Mirror Descent. As shown in Algorithm 2, steps 4-6 correspond to the first mirror descent step, which starts from \( \tilde{z}_l \) to \( r_{l+1} \). Then, steps 7-9 follow the similar procedures and start from \( \tilde{z}_l \) to \( z_{l+1} \), using an operator evaluation at \( r_{l+1} \). In each mirror descent, the projection is done by the Bregman distance \( D_\phi(z, z') \), which is to monitor the local geometry of the constraints to improve the algorithm performance [45]. The Bregman distance is defined as
\[
D_\phi(z, z') = \phi(z) - \phi(z') - \nabla \phi(z')^T (z - z'), \tag{27}
\]
where \( \phi(z) \) is the mapping function. According to the structure of \( \nabla^{(i)} \) and \( C10 \), we select the mapping function as \( \phi(z) = \frac{1}{2} \|\tilde{v}\|^2 + \sum_{k=1}^{K} y_k \ln y_k \) [46], where the first term is the mirror map for the Euclidean space \( C2 \), and the second term denotes the mirror map for the simplex space \( C10 \). Thus the \( \nabla \phi(z) \) and \( \nabla^{-1} \phi(z) \) is expressed as \( \nabla \phi(z) = [\tilde{v}, \ln y_1 + 1, \ldots, \ln y_K + 1]^T \), and
Specifically, the closed-form solution of $\tilde{v}$ and the optimal solution of step 6 is expressed as

$$\tilde{v} = \left[ \tilde{v}_1, \exp(y_1 - 1), \cdots, \exp(y_K - 1) \right]^T.$$  

Hence, the Bregman distance in (27) can be expressed as

$$D_{\phi}(z, z') = \frac{1}{2} ||\tilde{v} - \tilde{v}'||^2 + \sum_{k=1}^K y_k \ln\frac{y_k}{\tilde{y}_k} - \sum_{k=1}^K (y_k - \tilde{y}_k).$$  

(28)

Based on (28), the non-Euclidean projection problem in step 6 can be solved by minimizing the first term in (28) with respect to $\tilde{v}$ and the others terms in (28) with respect to $y$ separately. Specifically, the closed-form solution of $\tilde{v}$ to the problem in step 6 is expressed as

$$\tilde{v}_i = \left\{ \begin{array}{ll}
\frac{\tilde{v}_i}{(\tilde{v}_i^2 + (\tilde{v}_i')^2)^{\frac{1}{2}}}, & u_i^2 + u_{N+i}^2 \geq 1, \\
\tilde{v}_i', & \text{otherwise},
\end{array} \right. \quad (29)$$

and the optimal solution of $y$ is $y_{opt} = \frac{y}{\|y\|^2}$ [47]. The above implementation details can be applied to steps 7-9 in Algorithm 2 directly.

Similarly to the above steps that tackle the problem in (19), we can apply Algorithm 2 to tackle the problem in (22) by replacing $M_k^{(i)}$, $p_k^{(i)}$, and $q_k^{(i)}$ with $L_k^{(i)}$, $\alpha_k^{(i)}$, and $b_k^{(i)}$, respectively.

### B. Computational Complexity

For Algorithm 2, the mirror projections are all closed-form operations. The computation cost to solve problem (19) is dominated by the computation of $\Psi(i)(\cdot)$, where the complexity is $O(NK)$. Also, the complexity to tackle problem (22) is $O(MK)$. In Sec. VII, we will present the specific running time comparison to verify the effectiveness of our proposed algorithm.

### VII. Simulation Results

In this section, we provide simulation results to illustrate the PKG performance of the proposed method and the impact of spatial correlation on KGR.

#### A. Simulation Settings

We consider a three-dimensional coordinate system where the central point of Alice, Bob, and RIS are located at (5 m, 0 m, 20 m), (3 m, 100 m, 0 m), and (0 m, 60 m, 2 m), respectively [18]. We assume that Alice is equipped with a UPA located in the $z$-$z$ plane, Bob has a ULA located in the $x$-$y$ plane, and the RIS is equipped with a uniform rectangular array (URA) located in the $y$-$z$ plane. The UPA at the BS has $N_d^H = 5$ antennas per row and $N_d^V = M/5$ antennas per column. The RIS has $N_d^H = 5$ elements per row and $N_d^V = N/5$ elements per column. The antennas of Eve are randomly distributed within a circle of radius $R$ centered at Bob and the channel correlation coefficient is $\rho_k = [J_0(2\pi d/\lambda)]^2$, where $d$ is the distance and $J_0$ is the first-kind of Bessel function [18]. The channel between Alice and Bob is generated by the Kronecker correlation model and the large-scale path loss $\beta_{ba} = \sqrt{\zeta_0 d_{ba}^{\alpha_{ba}}}$, where $d_{ba}$, $\zeta_0$, and $\alpha_{ba}$ are the distance, path loss at 1 m, and the path loss exponent, respectively. The simulation settings are $\alpha_{ba} = \alpha_{e_k} = 4$, $\alpha_{ar} = 3.5$, $\alpha_{br} = \alpha_{e_k} = 2$, $\zeta_0 = -30$ dB, $\sigma^2 = -80$ dBm, and $\epsilon = 10^{-4}$ [18]. The results in the following subsections were averaged over 1000 random channel realizations.

#### B. Convergence of the Proposed Algorithms

First, we evaluate the convergence behavior of the proposed BSUM with Mirror-Prox algorithm. Fig. 2 depicts the average minimum KGR versus the number of iterations for various RIS elements, i.e., for $N = 20, 40,$ and 60. It can be observed that having more RIS elements leads to a slightly slower convergence speed. As more optimization variables are involved, more iterations are required for convergence due to the enlarged solution space. However, for different values of $N$, the proposed algorithm converges within 15 iterations on average, which illustrates the practicality of the proposed algorithm.

#### C. KGR Versus the Transmit Power

In Fig. 3, the average minimum KGR versus the transmit power under different algorithms and channel assumptions is plotted. First, it can be observed that the KGR at all the settings increases with the transmit power, since the...
negative impacts of noises in the channel estimation and key generation are reduced. For comparison, some benchmarks are provided: (1) the ASSG algorithm based on different channel models; (2) the case without RIS. It is noted that the proposed design outperforms these benchmarks. In particular, the BSUM with Mirror-Prox and ASSG algorithms under correlated channel model assumption lead to a higher KGR than the benchmarks under i.i.d. channel model assumptions. Specifically, when $P \geq 30$ dBm, the proposed setting achieves about 5 dB and 6 dB transmit power gain compared to the beamforming scheme under the i.i.d. channel assumption and the optimal transmit beamforming without RIS, respectively. This is because when correlations exist between the BS antennas and the RIS elements, the i.i.d. model fails in capturing this important characteristic which degrades the KGR performance. In contrast, the proposed scheme can effectively exploit the properties of the channels to perform a more precise beamforming. It can also be observed that the beamforming design under the i.i.d. assumption at the RIS achieves a higher KGR gain than that under the i.i.d. assumption at the BS. This is because when $\rho = 0.2$ and the neighbouring RIS element spacing is $\lambda/4$, having the optimal $w$ is more effective than that of $\nu$ in combating the noises in $R_k$. Finally, we observe that in spatially correlated channels, the BSUM with Mirror-Prox algorithm and ASSG algorithm achieve almost the same KGR under different transmit powers, since both algorithms guarantee to converge to a stationary point. However, Gaussian randomization is applied in ASSG algorithm to obtain a rank-1 solution, which results in slight KGR degradation on average.

D. Computation Time Comparision

In Fig. 4, we present the ratio of the average computation time of the BSUM algorithm to the ASSG algorithm when $P_A = P_B = 20$ dBm, $K = 4$, the spacing of two neighbouring RIS elements is $\lambda/2$, $L = 1$, and $\rho = 0.3$.

$M^2$ or $N^2$, in the ASSG algorithm, while the BSUM algorithm optimizes the $M$ or $N$-dimensional vector directly. The above results verify the computational effectiveness of the proposed algorithm.

E. The Impact of RIS Element Number and Size

Fig. 5 shows the KGR of different RIS neighbour elements spacing versus the number of RIS elements adopting the proposed algorithm. As can be observed, the KGR of all of these cases increases with the number of RIS elements. This is because with more RIS elements in place, the proposed design becomes more flexible to create pencil-like energy focusing beams at the RIS to realize better KGR performance. In addition, it is noted that with the RIS elements spacing becoming smaller, the minimum KGR increases significantly. The reason behind this is that with smaller elements spacing, the values of the spatial correlation $R_{\nu}$ are larger, e.g., (13), contributing to a higher KGR. Finally, it is found that even with $\lambda/2$ RIS element spacing, the KGR of the proposed method is still slightly superior than that adopting the i.i.d. channel assumption. In fact, the correlation among the RIS elements is weak in $\lambda/2$ spacing, although it always exists if $N^\nu_H > 1$ or $N^\nu_V > 1$, which can be exploited by the proposed method.

F. The Impact of BS Antenna Number and Correlation

Fig. 6 shows the KGR versus the number of the antennas at the BS. The beamforming vectors are optimized by the proposed BSUM with Mirror-Prox algorithm. As can be observed, the KGR of the design method based on the i.i.d. fading model is identical to that of the proposed design when $\rho = 0$, which is independent of the antenna numbers at the BS. For the cases of $\rho > 0$, the proposed method can always achieve higher KGR gain, since the upper and lower bounds of the KGR both increase with the spatial correlation between antennas. Moreover, with the number of antennas increases, the KGR increases with diminishing returns. This is due to channel hardening [20] and the limited transmit power at the BS. Indeed, the greater correlation coefficient $\rho$ contributes to a higher converged value, which is consistent with Lemma 4.
Fig. 6. Average minimum KGR versus different $M$ when $P_A = 30$ dBm, $P_B = 20$ dBm, $K = 5$, $L = 1$, and the spacing of two neighbouring RIS elements is $\lambda/2$.

Fig. 7. Average minimum KGR versus different $L$ when $P_A = 30$ dBm, $P_B = 20$ dBm, $K = 5$, $M = 15$, $N = 30$, and the spacing of two neighbouring RIS elements is $\lambda/2$.

G. The Impact of User Antenna Number and Correlation

Fig. 7 shows the achievable KGR of the proposed method versus the number of user antennas, which demonstrates similar trends as the case of increasing the number of BS antennas. Specifically, when $\rho_b = 0$, the KGR is independent of the number of user antennas. In contrast, when $\rho_b > 0$, the KGR increases with the antenna numbers. This is because the spatial correlation among user’s antennas improves the SNR and contributes to a higher KGR. This observation is consistent with the theoretical analysis presented in Remark 2.

H. The Impact of Eve Antenna Number and Location

In Fig. 8, the average minimum KGR versus the number and the location of the eavesdropper’s antennas is plotted. First, the KGR decreases when there are more antennas for Eve. This is due to the fact that more antennas at Eve create better quality in the eavesdropping channels. In addition, Fig. 8 also reports that the radius of Eve’s antennas location, $R$, has a significant impact on the KGR. With a larger radius of Eve’s distribution, the average minimum correlation between Eve’s antennas and Bob decreases, that contributes to higher KGR. Finally, as expected, the KGR of the proposed algorithm outperforms those benchmarks that adopt the i.i.d. channel assumption.

Fig. 8. Comparison of the average KGR for different channel assumptions versus the Eve’s distribution radius $R$ when $P_A = P_B = 30$ dBm, $N = 60$, $M = 20$, $\rho = 0.4$, $L = 1$, and the spacing of two neighbouring RIS elements is $\lambda/4$.

I. BDR Comparison and Randomness Evaluation

After the channel probing stage, Alice and Bob quantize their combined channel gains into raw key bits. The bit disagreement ratio (BDR) denotes the ratio of the number of disagreement bits to the number of total quantized bits. When the BDR becomes higher, the legitimate ends have to consume a larger signaling overhead to correct these inconsistent bits. Fig. 9 presents the BDR performance under different channel assumptions using the proposed algorithm and the 1-bit Cumulative Distribution Function (CDF)-based quantization method [48] under $10^6$ times channel probings. As shown in Fig. 9, the algorithm that designed under the spatially correlated channel model achieves lower BDR than that under the benchmarks. Indeed, the optimized beamforming design improves the ratio of the power of the combined reciprocal component to the noise.

Fig. 9. Comparison of the average BDRs for different channel assumptions versus the transmit power $P$.

Finally, we conduct the National Institute of Standards and Technology (NIST) randomness test [49] on the quantized bits to verify the randomness of the obtained bit sequences for cryptographic applications. The output of the NIST is called $p$-value and the tested bits pass the NIST test if the $p$-value is greater than the threshold 0.01. In the simulation, we perform
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9 kinds of NIST tests for 10,000 trials. The test results are shown in Table I, where the pass ratio denotes the ratio of the number of passed trials to the number of all trials. From this table, the pass ratio of 9 NIST tests is higher than 0.9 and the average p-value is greater than 0.01. These results indicate the excellent randomness of the bits generated by the proposed method.

### VIII. Conclusion

In this paper, we introduced a transmit and reflective beamforming-based RIS-assisted PKG framework in multi-antenna spatially correlated channels. Based on this framework, we derived the general closed-form KGR expression and formulated an optimization problem to maximize the minimum KGR. We designed a BSUM with a Mirror-Prox algorithm to tackle the non-convex optimization problem. Our analysis proved that the KGR increases with the spatial correlation between the BS antennas and RIS elements. In particular, the KGR can be improved significantly with the increase of RIS elements, while it increases with diminishing returns when the number of BS antennas is sufficiently large. Numerical results showed that our method achieves higher KGR and lower BDR compared to the benchmarks in the same eavesdropping condition.

### Appendix

#### A. Proof of Lemma 1

First, we calculate the covariance of channel estimation \( \hat{h}_a \) as

\[
R_{aa} = P_B w^T \mathbb{E}\{G_a \Phi h_{trb} h_r h_{rr} \Phi^H G_{ar}^H\} w^* + P_B w^T \mathbb{E}\{h_{arb} h_{arb}^H\} w^* + ||w||^2 \sigma_a^2. \tag{30}
\]

By exploiting the channel correlation matrices, the first term in (30) is given by

\[
\mathbb{E}\{G_a \Phi h_{trb} h_r h_{rr} \Phi^H G_{ar}^H\} = \beta_a R_b \mathbb{E}\{h_{arb}^H R_{arb}^\dagger \Phi^H R_{arb}^\dagger h_{arb}^H \Phi^H R_{arb}^\dagger \Phi^H R_{arb}^\dagger \} \tag{31}
\]

\[
= \beta_a R_b \mathbb{E}\{h_{arb}^H R_{arb}^\dagger \Phi^H R_{arb}^\dagger \} \times \mathbb{E}\{h_{arb}^H R_{arb}^\dagger \Phi^H R_{arb}^\dagger \} \tag{32}
\]

\[
= \beta_a R_b \mathbb{E}\{h_{arb}^H (R_{arb}^\dagger)^T (R_{arb}^\dagger)^T \} \tag{33}
\]

\[
= \beta_a R_b \mathbb{E}\{ (R_{arb}^\dagger)^T \} \tag{34}
\]

\[
= \beta_a R_b \mathbb{E}\{ (R_{arb}^\dagger)^T \} \tag{35}
\]

(a) follows from vec(ABC) = (C^T \otimes A)vec(B) and vec(Adiag(d)C) = (C^T \otimes A)d. Then, the second term of the right-hand side of (30) is calculated as \( \mathbb{E}\{h_{arb} h_{arb}^H\} = \sigma_a^2 R_b \).

Similarly, we have

\[
R_{bb} = a_B \beta_b w^T R_b w^* v^H R_t v + a_B \beta_b w^T R_b w^* + \sigma_b. \tag{36}
\]

\[
R_{ab} = a_B \beta_b w^T R_b w^* v^H R_t v + a_B \beta_b w^T R_b w^* + \sigma_b. \tag{37}
\]

\[
R_{eab} = \sqrt{a_B \beta_b w^T R_b w^* + \sigma_b.} \tag{38}
\]

\[
R_{eab} = \sqrt{a_B \beta_b w^T R_b w^* + \sigma_b.} \tag{39}
\]

Then, we can calculate the two determinants in (8) and obtain the KGR as (9).

#### B. Proof of Lemma 6

We denote the objective value of Problem (15) as \( \varphi(\hat{w}, \tilde{v}) = min_k f_k(\hat{w}, \tilde{v}) \). By denoting the objective value of the subproblem in (19) and the subproblem in (22) as \( \varphi(\hat{w}, \tilde{v}) \) and \( \varphi(\hat{w}, \tilde{v}) \), respectively, we have \( \varphi(\hat{w}^{(i+1)}, \tilde{v}^{(i+1)}) \geq \varphi(\hat{w}^{(i+1)}, \tilde{v}^{(i+1)}) \geq \varphi(\hat{w}^{(i)}, \tilde{v}^{(i)}) \), where inequality (b) holds because \( \varphi(\hat{w}, \tilde{v}) \) is a lower bound of \( \varphi(\hat{w}, \tilde{v}) \), inequality (c) holds since \( \varphi(\hat{w}, \tilde{v}) \) is a local approximation of \( \varphi(\hat{w}, \tilde{v}) \) at the point \( (\hat{w}^{(i+1)}, \tilde{v}^{(i+1)}) \). The inequality (d) holds since \( \hat{w}^{(i+1)} = \arg\max_{w} \psi(\hat{w}, \tilde{v}) \). Similarly, we have \( \varphi(\hat{w}^{(i)}, \tilde{v}^{(i)}) \geq \varphi(\hat{w}^{(i)}, \tilde{v}^{(i)}) \geq \varphi(\hat{w}^{(i)}, \tilde{v}^{(i)}) \), where (e) holds since \( \varphi(\hat{w}, \tilde{v}^{(i+1)}) \) is an lower bound of \( \varphi(\hat{w}, \tilde{v}^{(i+1)}) \), (f) holds because \( \tilde{v}^{(i+1)} = \arg\max_{\tilde{v}} \varphi(\hat{w}, \tilde{v}) \), and (g) holds since \( \varphi(\hat{w}, \tilde{v}) \) is a local approximation of \( \varphi(\hat{w}, \tilde{v}) \) at the point \( (\hat{w}^{(i)}, \tilde{v}^{(i)}) \). Therefore, we have proved the equality \( \varphi(\hat{w}^{(i+1)}, \tilde{v}^{(i+1)}) = \varphi(\hat{w}^{(i)}), \tilde{v}^{(i)}) \), i.e., the sequence \( \{\varphi(\hat{w}^{(i)}, \tilde{v}^{(i)})\}_{i=0}^{\infty} \) is non-increasing over iterations. In addition, assuming the channel gain is finite and the transmit power \( P_A \) and \( P_B \) is limited, the solution set is compact and the KGR has an upper bound. Consequently, the objective values of Problem (15) are non-increasing and convergence.
inequality. Then, the equality in (41) holds since
\[ \nabla \psi^{(i)}(\tilde{v}, y) = \nabla \psi^{(i)}(\tilde{v}, y') = \tilde{\tau}^{(i)} \tilde{v} + P^{(i)} \tilde{v} + \psi^{(i)}, \]
which is irrelevant to the variable \( y \). In addition, the inequality in (42) holds due to
\[
\begin{align*}
\left\| \nabla \psi^{(i)}(\tilde{v}, y) - \nabla \psi^{(i)}(\tilde{v}, y') \right\|_2 & \leq 2 \left\| (\tilde{\tau}^{(i)})^T y - (\tilde{\tau}^{(i)})^T y' \right\|_2 + \left\| P^T y - P^T y' \right\|_2 \\
& \leq 2 \left( \left\| (\tilde{\tau}^{(i)})^T \right\|_2 \sqrt{N} + \max_{k} \left\{ \left\| P_k^{(i)} \right\|_2 \right\} \right) \left\| y - y' \right\|_1 \\
& = L \left\| y - y' \right\|_1,
\end{align*}
\]
where (45) follows the triangle inequality. At last, the inequality (43) holds as
\[
\begin{align*}
\left\| \nabla \psi^{(i)}(\tilde{v}, y) - \nabla \psi^{(i)}(\tilde{v}', y') \right\|_\infty & \leq \left\| (\tilde{\tau}^{(i)})^T \tilde{v} - (\tilde{\tau}^{(i)})^T \tilde{v}' \right\|_\infty + \left\| P^{(i)} \tilde{v} - P^{(i)} \tilde{v}' \right\|_\infty \\
& \leq \left\| (\tilde{\tau}^{(i)})^T \right\|_2 \left( \left\| \tilde{v} \right\|_\infty + \left\| \tilde{v}' \right\|_\infty \right) + \max_{k} \left\{ \left\| P_k^{(i)} \right\|_2 \right\} \left( \left\| \tilde{v} - \tilde{v}' \right\|_2 \right) \\
& \times \left\| \tilde{v} - \tilde{v}' \right\|_2 \\
& = L \left\| \tilde{v} - \tilde{v}' \right\|_2.
\end{align*}
\]
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