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Abstract: Object detection is closely related with video and image analysis. Under computer vision technology, object detection model training with image-level labels only is challenging research area. Researchers have not yet discovered an accurate model for Weakly Supervised Object Detection (WSOD). WSOD is used for detecting and localizing the objects under the supervision of image level annotations only. The proposed work uses a self-paced approach which is applied on region proposal network of Faster R-CNN architecture which gives better solution from previous weakly-supervised object detectors and it can be applied for computer vision applications in near future.
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I. INTRODUCTION

Object detection is a computer vision technique that is used to identify and locate objects within an image or video. Specifically, object detection draws bounding boxes around detected objects, which allows locating said objects (or how they move through) in an input image or scene. It has many applications such as self-driving cars, event detection, remote sensing, medical image analysis, etc.

The state-of-the-art fully supervised object detector’s training is totally based on the accurate bounding box annotations. However, the task of manual annotation is very tedious process. Due to this reason, enhancing detection algorithm is now in demand.

In this paper, we have presented a self-paced approach to train the weakly supervised object detection (WSOD) model using image-level annotations. WSOD mitigates the problem of accurate bounding box annotation for each instance. This particular framework requires fewer efforts compared fully supervised object detection. However, image-level supervision for object detection remains a challenging task and continues to struggle with small objects, especially those bunched together with partial occlusions. Real-time detection classification and localization accuracy again remains challenging. Till date the methods available for object detection from images and video lack in correctly identifying type of object and localization accuracy.

The instance learning like Multiple Instance Learning (MIL) in which instead of labeling individual instances, it works with a set of instances called as bags and labeling is provided only for entire set. If all the instances are negative then the particular bag is labeled as negative and the positive bag contains at least one positive instance.

If an image has a label of class X which contains bounding boxes and at least one bounding box is positive for the class X and other boxes are belong to other classes.

However the problem with MIL is if the initial classifier is not robust enough, then it can’t predict the accurate target class. If the classifier predicted false positive for an instance i.e. bounding box on the background which makes inaccurate prediction of target class. The crowded background causes ambiguity between the target object and background so that it affects on the localization accuracy.

To overcome the problem of cluttered background, decoupled attention-based object representation model is used which has important advantages: The attention map diminishes the impact from crowded backgrounds, and generates region-based object representation more particular. The extracted attention maps gives idea about different image annotation [1].

Self-paced learning, used in research and it is similar to curriculum learning [2] and it is nothing but learning the simplest concepts first and gradually learns difficult concepts as per our human learning process. A self-paced learning approach is used for handling ambiguity related to localization of the objects in the training images in a weakly supervised detection method. “Simpler” bounding boxes (without clutter) is interpreted as “more positive or accurate” localization. Self-paced learning based on gradual learning which is basically used to reduce the noise while training deep networks [3].

II. RELATED WORK

Marc-André Carbonneau proposed Multiple Instance Learning (MIL) is a kind of weakly supervised learning where training data is arranged into sets called as bags and label is given to bag. Due to this gaining interest in various problem solutions which works on weakly labeled data.

The MIL assumption states that all negative instances are contained in negative bags, and at least one positive instance should contain in the positive bags. Let P be the label of a bag Q, defined as a set of feature vectors \( Q = \{ q_1, q_2, q_N \} \). Each instance (i.e. feature vector) \( q_i \) corresponds to a label \( p_i \). The label of the bag is given by:

\[
P = \begin{cases} 
+1 & \text{if } \exists p_i: p_i = +1; \\
-1 & \text{if } \forall p_i: p_i = -1. 
\end{cases}
\] (1)
Under the MIL assumption, when the witness is present in a bag it is considered as a positive label and remaining labels of instances are neglected. In such a case, classification accuracy does not depend on false positives and false negatives. In the case of negative bags, misclassification will be possible if it contains a single false positive. The green circles represent positive bags, while the blue circle represents negative bags. Both dotted lines decision boundaries are best for bag and instance classification as shown in Fig. 1. However, only one purple boundary achieves perfect instance classification. So MIL uses bag accuracy is an optimization criteria.

RamazanGokberCinbisproposedMultifold MIL. It contains two detectors. The first detector uses a multi-fold procedure to train the detector, similar to cross-validation, within the MIL iterations. This technique divides the positive training images into K disjoint folds and it uses a trained detector for re-localizing the images from positive images. In the next step, the second detector is trained using all selected windows. This detector is used for mining on negative training which acts as the final detector. In this approach, the number of folds plays a very important role. It has pros and cons too 1) Re-localization accuracy increases when the number of training samples per fold increases. 2) But more folds increase the computational cost too. The drawback of the multifold MIL procedure is eliminated with the help of the window refinement method. It is used for improving the localization accuracy.

YunhangShen, RrongrongJi proposed Object specific pixel gradient method. It focuses on the input of the neural network rather than the output of the neural network. The input of the neural network is given in terms of objects and its localization. A CNN based region proposal uses selective search and RCNN is still relatively slow so novel methods are required for improving the localization accuracy.

Another technique uses selective search for extracting region of interest as per the best classification score. In contrast, this technique masks the original images as per the pixel contribution to the output object class. In these two classifiers are used for classification and localization task. For fine-tuning it requires more iteration. It also requires additional forward and backward propagation for testing.

Wenhui Jiang & Zhicheng Zhao proposed the framework of Attention based object detection. It takes input as an image and a set of regions that are extracted with the help of selective search. This framework has convolution layers that are used for extracting the features from input image. These are given as input to the object representation block. The main task of object representation block is to find attention maps with the help of fully convolution network. Attention pooling layer plays important role for object localization task. Here only the image level labels are used for learning. This attention based object detection method enhances occlusions by mitigating noisy backgrounds per.

As surveyed from literature, it is observed that Object detection is a major and essential task yet to be deciphered in computer vision. Remarkable results have been achieved on large-scale detection benchmarks by fully-supervised object detection (FSOD) methods, especially with the convenience of deep convolutional neural networks (CNNs), whose success mainly benefits from the flexibility of deep learning models and an abundance of instance-level annotations in extensive datasets. However, annotating such large scale datasets is expensive and time-consuming. More importantly, the performance of FSOD is profoundly affected by the quality of these annotations. For imperfect bounding box annotations or missing annotations of objects in training images can have a drastic impact on FSOD performance as stated in [9].

It is also observed that with the advancement of deep learning, many CNN based methods have been proposed to solve the FSOD problem, such as Fast RCNN, Faster RCNN [10], SSD, YOLO2, and many of their variants. Faster RCNN is a typical proposal based detection CNN, which balances both detection performance and computational efficiency but the performance of FSOD detectors is largely affected by the number of missing annotations and this can be solved by WSOD.

IV. PROPOSED METHOD

Existing methods for object detection from image or video has low detection rate to identify the type of object and its localization. A CNN based region proposal uses bounding box annotations to train a proposal network, where sliding window style method is used to identify the object location and it comes under fully supervised approach.

The detection time of region proposal method using selective search and RCNN is still relatively slow so novel region proposal network of Faster RCNN requires 3 to 10 ms time to detect an object in an image. The accuracy of the network is fully dependent on the region proposal network of Faster RCNN.

We propose a self-paced learning algorithm for training a region proposal network for WSOD which is computationally powerful. This approach will be able to boost model training by pseudo-labeling which helps to enhance detection performance without manual annotations.

Fig. 2. Shows the architecture of a weakly supervised object detector using Faster RCNN. It is divided into two networks i.e. Fast RCNN and Region Proposal Network (RPN).
1) Training the RPN network effectively is very important because the accuracy of this proposed architecture depends on the RPN network (upper part of Figure 2) so instead of traditional approach of training, we propose self-paced approach to fine tune the RPN network.

2) Train the Fast RCNN (lower part of Figure 2) using another convolution network, it passes feature maps to a fully connected layer of softmax and a linear regression layer. It predicts the accurate localization of the identified object.

3) Classification and regression loss is back propagated to minimize the loss.

4) We apply our method on KITTI contains 7481 training images and Cityspaces dataset contains 2945 training images.

V. ALGORITHM

The institution behind self-paced learning comes from human learning which is useful for vision problems. In this, learning starts with easy examples and then gradually learns hard examples[11].

Simultaneously estimates easiness of example and learn the parameters. Easiness is the property of datasets, not single instance.

Self-Paced Learning Algorithm steps.

1. Start with Initial estimate $W_0$
2. Update $h = \max_{h \in H} W^T \Psi (x_i, y_i, h)$
3. Set the indicative variables $V_i \in \{0, 1\}$
4. Update $w_{i+1}$ by solving a convex problem
   $\text{Min } ||W||^2 + C \sum_{i} V_i \sum_{h} W^T \Psi (x_i, y_i, h) \geq \Delta (y_i, y, h) - \xi_i$
5. Choose next value of $K$ for next set of images.
6. Repeat step 2 to 4 till it converge
7. Stop

In this $h$ is latent variable, $(x_i, y_i, h_i)$ is feature vector of input image and $(x_i, y, h)$ is predicted output.

At the initial step keep $K$ that is self-paced learning rate at maximum value and keep on decreasing it as per iteration. First $V_i$ set contains easy samples, train the model for the same and repeat the steps 2 to 4 for another set of sample hard images till it converge.

The self-paced iteration will use for selecting subset of easy classes as well as easy samples of these classes. This approach is applied to region proposal network as weakly supervised network of Faster R-CNN without using selective search, which made the algorithm much faster.
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III. RESULTS

Studies of the literature in the form of parameters such as detection paradigms used, mAP/WR, Datasets used and its limitations are given in Table 1.

| Algorithm | Detection Paradigms | Mean Average Precision(mAP)/Witness Rate(WR) | Datasets | Backbone Architecture | Limitation |
|-----------|---------------------|---------------------------------------------|----------|-----------------------|------------|
| Multiple Instance Learning | Saliency Detector | 25.5% (WR) | SILVAL | NA | 1) Accuracy of object detector depends on the initial classifier. 2) The crowded background causes ambiguity between target object and background |
| Multifold Multiple Instance Learning | Fisher Vector + CNN | 47.3% mAP (training) 27.4 % mAP(Testing) | PASCAL VOC 2007 | -- | More folds increases the computational cost too |
| Object Specific Pixel Gradient | OPG+FRCNN | 44.5% mAP | PASCAL VOC 2007 | AlexNet | For fine tuning of both the classifiers (classification and localization) requires more no of iterations. |
| Attention based object detection | FCNN | 30.6 to 32.9% mAP (training) 32.9 % mAP (Testing) | PASCAL VOC 2007 | AlexNet | 1) Gradual learning due to selective search algorithm so it requires high computation time. 2) Enhances occlusions by eliminating noisy background. |
| | | 31.0% mAP | PASCAL VOC 2010 | | |
| | | 31.3 % mAP | PADCAL VOC 2012 | | |

VI. CONCLUSION

Object detector training with image-level labels only is an essential task in a range of applications like Self driving cars, Security: video surveillance, Retail, etc. The traditional weakly supervised object detection approaches wrongly predicting and localizing the target class. To eliminate this problem, Self-paced learning based approach for region proposal network of Faster RCNN in a WSOD scenario is proposed. This self-paced learning paradigm train easiest samples first and gradually train hard samples, so it is a powerful mechanism to reduce noise while training so as to get an accurate result. Finally, it uses Softmax and linear regression layer of Faster-RCNN predicting the bounding boxes for the identified objects.
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