Experimental Validation of Predictive Current Control for DFIG: FPGA Implementation

Manale Bouderbala 1,*, Badre Bossoufi 1, Olivier Deblecker 2, Hala Alami Aroussi 3, Mohammed Taoussi 1, Ahmed Lagrioui 4, Saad Motahhir 5, Mehedi Masud 6 and Fahad A. Alraddady 7

1 Faculty of Sciences Dhar El Mahraz, Sidi Mohammed Ben Abdellah University, Fez 30000, Morocco; Badre.bossoufi@usmba.ac.ma (B.B.); mohammed.taoussi2@usmba.ac.ma (M.T.)
2 EPEU Unit, Polytech of Mons, 7000 Mons, Belgium; olivier.deblecker@umons.ac.be
3 LGEM Laboratory, Ecole Supérieure de Technologie, Mohamed Premier University, Oujda 60000, Morocco; alami.aroussi.ahala@gmail.com
4 The Higher National School of Arts and Trades, Moulay Ismail University, Meknes 50050, Morocco; lagrioui71@gmail.com
5 Engineering, Systems, and Applications Laboratory, ENSA, Sidi Mohammed Ben Abdellah University, Fez 30000, Morocco; saad.motahhir@usmba.ac.ma
6 Department of Computer Science, College of Computers and Information Technology, Taif University, P.O. Box 11099, Taif 21944, Saudi Arabia; mmasud@tu.edu.sa
7 Department of Computer Engineering, College of Computers and Information Technology, Taif University, P.O. Box 11099, Taif 21944, Saudi Arabia; alraddady@tu.edu.sa
* Correspondence: manale.bouderbala@usmba.ac.ma

Abstract: The purpose of this study is to design a real-time current predictive control for a wind energy conversion system (WECS) using a doubly-fed induction generator (DFIG). A wind emulator and a test bench for assessing control strategies were conceptualized. The DSPACE DS1104 board served as the foundation for the design of a wind emulation system. While power is indirectly regulated via currents, the latter is controlled directly by current predictive control. Using discrete time, the control suggests the appropriate voltages to the converter for each sample period to attain the specified set points and control the power. The field-oriented control is employed to ensure that the two components, axes d and q, are decoupled. The present predictive control was established to regulate a DFIG's active and reactive capabilities. To begin, a thorough examination of the WECS is discussed. Following that, a comprehensive description of predictive control laws based on reference frame orientation is offered. As a result, a simulation was done using Matlab/Simulink environments to assess the performance and resilience of the proposed control model. The predictive current control was then experimentally validated on a test bench to demonstrate its efficacy. The observed results reveal an astonishing correlation between simulations and experiments.
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1. Introduction

The doubly-fed induction generator (DFIG) is one of the most widely used wind energy conversion system (WECS) technologies. The literature highlights the development history of this technology, its importance, and its unique characteristics. Its main advantage is its operation under different conditions, depending on wind speed [1,2]. In generator mode, the stator power flows from the stator to the network. As a result, the DFIG can operate below the synchronous speed (hypo-synchronous mode) and above the synchronous speed (hyper-synchronous mode), allowing an operational speed range of approximately 30% around the synchronous speed.

In this regard, the advancement of power electronics is critical for developing future sustainable energy scenarios as it enables the efficient and flexible conversion and conditioning of electrical energy [3]. The last few decades have seen a proliferation of control
techniques in scientific literature and industry [4]. Power converters have extensively used traditional linear control approaches; however, numerous other control strategies have been proposed and successfully tested in the literature; each method has its own set of advantages and disadvantages.

Typically, these control concerns are solved using a vector control technique. Within the reference frame d–q, these graphic frames divide the DFIG’s rotor current into active and reactive power components. Thus, the active and reactive power of the rotor is determined by adding the rotor’s power components. Thus, active and reactive power control of the DFIG can be performed by utilizing a rotor current regulator, which regulates the rotor currents disconnected at the rotor side converter (RSC) [5].

Although the linear proportional integral (PI) with vector control is usually the most well-known [6–9], it has several disadvantages, not the least of which is its lack of robustness when rejecting internal and external perturbations.

Numerous advanced control strategies for DFIG have been proposed to circumvent these limits. Researchers are now concentrating on intelligent control techniques such as fuzzy logic, neural networks, and genetic algorithms [10,11]. While these approaches are highly resilient and prosperous, they are not easy to implement; they demand a high degree of skill and high-speed and robust calculation engines. Several of these control techniques produce very complicated control laws and have rather high computations. Moreover, these calculations usually depend on system states and several model parameters that decrease the control robustness. According to [12], an adaptive controller based on fuzzy logic and PI is proposed for a DFIG-based wind energy system; however, these controllers frequently introduce chattering phenomena and require previous knowledge of wind speed. The authors in [13] presented the Ziegler–Nichols (ZN) method employed in a proportional integral derivative (PID) controller design to control the speed of the DFIG; the system was observed to be insufficient for both uniform and variable inputs.

Non-linear control methods based on Lyapunov’s study [14], such as sliding mode control (SMC) [15] and backstepping [16], remain simple to implement and have robust compromise; on the other side, they provide some stability drawbacks or chattering phenomena [17]. In practice, the use of the SMC has been limited by the complicated online calculations and chattering problems related to the commutations of the control, which can be disturbing for the actuators. These drawbacks significantly discount their anticipated control performance for practical implementations [18].

In [19–21], the authors presented a direct power control based on hysteresis comparators. These comparators may have advantages such as robust, easy implementation, and fast response, but they suffer from some drawbacks as variable switching frequency, large active and reactive power ripple bands, and high total harmonic distortion (THD) of the generated currents due to the hysteresis comparators.

One of the strategies that have garnered the most interest is predictive control [22]. In fact, predictive control has been studied for over three decades. Originally developed for the process industry, a pioneering study proposed its usage in power electronics as a possible option for controlling power converters and drives.

Numerous methods fall under the predictive control umbrella, all of which share several characteristics, including the explicit use of an approximate process model to forecast the effect of a particular action on the system, the definition of a set of operational objectives to quantify the system’s performance, and a strategy that shifts the prediction horizon into the future [23]. Predictive control has received considerable attention due to its straightforward principle, rapid dynamic response, multivariable control, and immediate consideration of non-linear constraints, especially without PI controllers, modulation stage, hysteresis controllers, and look-up tables. In addition, predictive control has been widely applied in the industry due to its intuitiveness and versatility, as evidenced by the large number of industrial applications that has been reviewed [24].

The main contribution of this paper is to develop a predictive current control to calculate the trajectory of a future variable that is adjusted to maximize the output’s future
behavior. The optimization is performed in a time-limited frame by supplying information about the system at the initial temporary instant. Predictive control utilizes the system model to forecast future process behavior and then takes the appropriate action based on established optimization criteria. Furthermore, this method determines which control variables should be used to cancel out the error between the control and reference inputs.

This approach enables current reference tracking and power tracking by eliminating errors throughout each sampling period. As a result, a better energy quality can be ensured (total harmonic distortion (THD) minimal). Furthermore, this paper proposes a novel predictive current control that can achieve the same performance as the other model predictive controls, whilst there is no requirement to evaluate the switching state or voltage level, calculate the cost function, or select the weighting factor. This paper provides a full explanation of the test bench that was constructed using an FPGA board. Automatic and rapid conversion of the proposed method control, developed in Matlab/Simulink to HDL code, is possible. This enables easy integration of the FPGA board.

Compared to prior work, this article contributes to creating a novel wind emulator and implementing current predictive control on an FPGA development board for DFIG-based WECS.

As this paper is only interested in rotor control, only the hypo-synchronous mode is analyzed and tested experimentally. In future work, the authors will focus on power injection into the grid by analyzing in more detail the hyper-synchronous mode.

The following sections compose this paper: The topology is described and modeled in Section 2. In Section 3, vector control of the DFIG is investigated. Section 4 elaborates on and expands the concept of current prescriptive control. Section 5 details the test bench and the FPGA implementation technique. Finally, Section 6 summarizes and compares theoretical and empirical data, followed by a conclusion.

2. Topology Description and Modeling

As illustrated in Figure 1, the essential elements of a WECS based on a DFIG are a turbine, a speed box, a DFIG, and a back-to-back converter. The stator is fundamentally connected to the network in WECS applications, whereas the rotor is connected to the back-to-back converter [25].

![Figure 1. WECS system.](image)

Two voltage converters are connected via a DC bus to form the back-to-back structure. The structure depicted in the figure describes a two-level pulse width modulation (PWM) converter. The sinusoidal pulse width modulation (SPWM) (voltage references compared to a triangular carrier at switching frequencies) controls the switching of two-level three-phase back-to-back converters. The PWM generates the gate pulses for inverter switches to get inverter output voltage [26,27].

The literature is replete with descriptions of wind generator modeling. The model is given as a means of simulating the wind turbine’s behavior. The aerodynamic power
taken from the turbine and transmitted to the rotor may be represented in the following way (Equation (1)) [28]:

\[ P_{air} = \frac{1}{2} C_p(\lambda, \beta) \cdot \pi \cdot R^2 \cdot \rho \cdot V^3 \]  

Aerodynamic power is dependent on many factors, including \( C_p \), the turbine’s power coefficient, the air density (1.22 kg/m\(^2\)), \( R \), the blades’ radius in meters, and \( V \), the wind speed in meters per second. In addition, as seen in Equation (2), the power coefficient is dependent on pitch angle \( \beta \) and tip speed ratio \( \lambda \).

\[ C_p(\lambda, \beta) = (0.5 - 0.0167 \cdot (\beta - 2)) \cdot \sin\left(\frac{\pi \cdot (\lambda + 0.1)}{18 - 0.3(\beta - 2)}\right) - 0.00184 \cdot (\lambda - 3) \cdot (\beta - 2) \]  

The tip speed ratio is described by Equation (3).

\[ \lambda = \frac{\omega_t \cdot R}{V} \]  

The generator shaft is attached to a gearbox that acts as a driver to establish the desired generator shaft speed range. Wind turbine torque and shaft speed are expressed by Equation (4).

\[ G = \frac{T_l}{I_g} = \frac{\omega_{mec}}{\omega_t} \]  

Several papers have described in detail the DFIG’s static and dynamic modeling. It is designed using a Park dq frame model of the machine. Set Equations (5)–(8) define the voltages, fluxes, powers, and electromagnetic equations of the DFIG [29].

\[
\begin{align*}
V_{s(d,q)} &= R_s I_{s(d,q)} + \frac{d\varphi_{s(d,q)}}{dt} + \varphi_{s(q,d)} \cdot \omega_s \\
V_{r(d,q)} &= R_r I_{r(d,q)} + \frac{d\varphi_{r(d,q)}}{dt} + \varphi_{r(q,d)} \cdot \omega_r
\end{align*}
\]  

\[
\begin{align*}
\varphi_{s(d,q)} &= L_s I_{s(d,q)} + L_M I_{r(d,q)} \\
\varphi_{r(d,q)} &= L_r I_{r(d,q)} + L_M I_{s(d,q)}
\end{align*}
\]  

\[
\begin{align*}
P_s &= V_{sd} I_{sd} + V_{sq} I_{sq} \\
Q_s &= V_{sq} I_{sd} - V_{sd} I_{sq}
\end{align*}
\]  

\[ T_{em} = p (\varphi_{sd} \cdot I_{sq} - \varphi_{sq} \cdot I_{sd}) \]  

\( V_{s(d,q)}, V_{r(d,q)} \) are the stator and rotor voltages in the dq Park frame, respectively;
\( \varphi_{s(d,q)}, \varphi_{r(d,q)} \) are the stator and rotor flux in the dq Park frame, respectively;
\( I_{s(d,q)}, I_{r(d,q)} \) are the stator and rotor currents in the dq Park frame, respectively.

The parameters of the machine are the stator and rotor resistances (\( R_s \) and \( R_r \), respectively) and the stator, rotor, and mutual inductances (\( L_s, L_r, \) and \( L_M \), respectively).

3. Design of Predictive Current Control

To regulate the DFIG’s output power, regulating the rotor’s currents via a side rotor converter is necessary. The controller is designed using a machine model within the Park dq framework. The stator and rotor variables are defined within the context of the stator flux reference park.

3.1. Field Orientation Strategy

When the machine is represented in a synchronous reference frame (dq), it can independently control the active and reactive stator power using direct and quadrature currents. To provide this decoupled control, it is critical to align the dq reference frame properly. The stator component \( d \) is equal to the total flux, whereas the stator component \( q \) is null. This approach enables the separation of the stator’s active and reactive power. As a result, by referring to the chosen frame, the equations describing the machine’s stator’s active
and reactive power as well as the rotor voltages are determined by Equations (9) and (10), respectively.

\[
P_s = -\frac{3}{2} \frac{L_M}{L_S} V_s I_{rq} \\
Q_s = -\frac{3}{2} V_s \left( \frac{\varphi_s}{L_S} - \frac{L_M}{L_S} I_{rd} \right) \\
V_{rd} = R_r I_{rd} - L_r \omega_r I_{rd} + \sigma \frac{dI_{rd}}{dt} - L_M \omega_r I_{sq}
\]

\[
V_{rq} = R_r I_{rq} - L_r \omega_r I_{rd} + \sigma \frac{dI_{rq}}{dt} + L_M \omega_r I_{sd}
\]

3.2. Discrete-Time Presentation

A discrete-time (DT) illustration of the system is required to understand the system’s behavior. For this reason, it is necessary to convert the system’s continuous-time (CT) representation, presented in Equation (11), to the DT representation presented in Equation (12). This discretization is accomplished through the application of the transformation shown in Set Equation (13) [30–33].

\[
\begin{align*}
\dot{x}(t) &= \tilde{A}x(t) + \tilde{B}u(t) + \tilde{G}w(t) \\
y(t) &= Cx(t)
\end{align*}
\]

\[
x_{k+1} = \tilde{A}x(k) + \tilde{B}u(k) + \tilde{G}w(k)
\]

\[
\tilde{A} = e^{AT} = I + AT \\
\tilde{B} = \int_0^T e^{AT}B \, d\tau = BT \\
\tilde{G} = \int_0^T e^{AT}G \, d\tau = GT
\]

3.3. Predictive Current Control

The overall goal of predictive model-based control is to calculate the trajectory of a future variable, manipulated to optimize the future behavior of the output. The optimization is carried out in a time-limited window by providing information about the system at the start of the temporary window. For a specific control variable, predictive control uses the system model to anticipate future process behavior; then, it achieves optimal action based on predefined optimization criteria. This strategy identifies the appropriate control variables that cancel the error between the control and reference inputs. To ensure that, the reference \( x_{ref} \) is set equal to the next sampling instant \( x_{k+1} \); additionally, the input corrector can be written as (14):

\[
u(k) = F(x_{k+1} - \bar{x})
\]

where \( F \) is the gain matrix.

Using the above equation and Equation (12), Equation (15) is used to determine the required input.

\[
u(k) = \bar{B}^{-1} \tilde{A}^{-1} \left[ \tilde{A}^{-1} x_{ref} - \bar{x}(k) \right] - \bar{B}^{-1} \tilde{G} \bar{w}_d(k)
\]

As previously mentioned, the DFIG control must allow for independent control of the machine’s active and reactive power extraction. The inverter coupled to the rotor is responsible for ensuring this type of control.

The DFIG’s control scheme is depicted in a figure and consists of two loops. The internal loop regulates \( I_{dr} \) and \( I_{qr} \) by employing predictive current controllers to track the reference determined by the external power regulation loop.
Using Equation (13), the CT representation of the system is given by Equation (16).

\[
\begin{bmatrix}
\frac{dl_{rd}}{dt} \\
\frac{dl_{rq}}{dt}
\end{bmatrix} = \left[ \begin{array}{cc}
\frac{-R_r}{\sigma L_r} & \frac{\omega_r}{\sigma L_r} \\
\frac{-\omega_r L_M}{\sigma L_r} & \frac{-R_r}{\sigma L_r}
\end{array} \right] \times \begin{bmatrix}
l_{rd} \\
l_{rq}
\end{bmatrix} + \left[ \begin{array}{cc}
\frac{1}{\sigma L_r} & 0 \\
0 & \frac{1}{\sigma L_r}
\end{array} \right] \times \begin{bmatrix}
V_{rd} \\
V_{rq}
\end{bmatrix} + \left[ \begin{array}{cc}
\frac{0}{\sigma L_r} & \frac{\omega_r L_M}{\sigma L_r} \\
-\frac{\omega_r L_M}{\sigma L_r} & \frac{0}{\sigma L_r}
\end{array} \right] \times \begin{bmatrix}
l_{sd} \\
l_{sq}
\end{bmatrix}
\]

(16)

with \( \sigma = 1 - \frac{1}{T_{s} L_r} \).

After carrying out the required transformations to discretize the CT model, the DT model is given by Equation (17), providing the rotor voltages:

\[
\begin{align}
V_{rd}(k) & = \sigma L_r \left( I_{rd}(k+1) - I_{rd}(k) \right) + R_r I_{rd}(k) - L_r \omega_r I_{rq}(k) - L_M \omega_r I_{sd}(k) \\
V_{rq}(k) & = \sigma L_r \left( I_{rq}(k+1) - I_{rq}(k) \right) + R_r I_{rq}(k) + L_r \omega_r I_{rd}(k) + L_M \omega_r I_{sd}(k)
\end{align}
\]

(17)

With \( \tilde{A}_r = \begin{bmatrix} 1 - \frac{R_r T}{\sigma L_r} & \frac{\omega_r T}{\sigma L_r} \\ \frac{-\omega_r T}{\sigma L_r} & \frac{-R_r T}{\sigma L_r} \end{bmatrix} \), \( \tilde{B}_r = \begin{bmatrix} \frac{T}{\sigma L_r} & 0 \\ \frac{0}{\sigma L_r} & \frac{T}{\sigma L_r} \end{bmatrix} \), \( \tilde{G}_r = \begin{bmatrix} 0 & \frac{\omega_r L_M T}{\sigma L_r} \\ -\frac{\omega_r L_M T}{\sigma L_r} & 0 \end{bmatrix} \).

Considering the assumption that the reference is set equal to the next sampling instant, the current references (\( I_{rd\_ref} \) and \( I_{rq\_ref} \)) are set equal to the currents at the next sampling time, \( I_{rd}(k+1) \) and \( I_{rq}(k+1) \), respectively. Given that the rotor quadrature and direct currents are proportional to the active and reactive power of the stator, respectively, the \( I_{rq\_ref} \) and \( I_{rd\_ref} \) are expressed as follows:

\[
I_{rq\_ref} = -\frac{2}{3} \frac{P_{ref} L_M}{V_s L_s} I_{rd\_ref} = -\frac{2}{3} \frac{Q_{ref} L_s}{V_s L_M} + \frac{\phi_s}{L_M}
\]

(18)

4. TESTBENCH Description

The hardware consists of a 1.5 kW doubly-fed induction generator, a 1.5 kW squirrel cage induction machine (SCIM), a Danfoss variable speed drive, a Semikron IGBT inverter, a Dspace 1104R&D, and an FPGA Nexys3 board. After designing the wind emulator, the control algorithm is applied to the DFIG rotor via the inverter. Figure 2 describes the test bench synopsis, while Figure 3 shows the actual realized test bench in the laboratory.

![Figure 2. Test bench synopsis.](image-url)
using the appropriate measurement instruments and transferred to the FPGA via an analog to digital converter (ADC).

Figure 3. Test bench.

4. Results and Discussions

To assess the impact of the control on the system, evaluate the active and reactive power controls’ efficiency and robustness, and verify the quality of the energy produced, the wind power system was subjected to a series of simulation tests under MATLAB/SIMULINK software. In addition, experimental validation on a test bench of the predictive approach was carried out to demonstrate its efficiency.

First, a step wind profile with a zero reactive power setpoint is applied to the system. Figure 4 shows the wind profile used. The wind is considered to be constant, with step variations at $t = 30\, s$, $t = 50\, s$, and $t = 90\, s$, while Figure 5 shows the active and reactive stator power. It can be seen that the decoupling is assured between these two powers. The active power has inversely the same shape as the wind profile, which follows its reference. The active power’s negative value is explained by the fact that the machine is in generator mode. The reactive power also follows its reference. Figure 6 shows both direct and quadrature rotor current. The quadrature rotor current has the inverse of the active power shape. This result is an exception since $P_s$ varies linearly with $I_{rq}$ through the negative coefficient described in Equation (18). The direct rotor current has a constant value of approximately $5\, A$ since $Q_{ref}$ is set equal to zero, and the remaining constant ratio $\phi_s/L_m$ in Equation (18) is equal to $5\, A$.

4.1. Wind Emulator

The wind emulator is designed using a Dspace 1104 R&D board. It is an interface board that can convert Simulink blocks into machine code run on a DSP-based system. The prototyping starts with the control system’s construction using Simulink blocks, simulating the system, then running the model in real-time through the Ds1104 board. The emulator is realized through the Danfoss drive (variable speed drive) by applying the desired wind profile using the Dspace1104 board. Then this drive commands the SCIM, coupled with the DFIG, to obtain a mechanical speed that corresponds to the wind profile applied.

4.2. FPGA Implementation of Predictive Current Control

FPGAs are programmable semiconductor devices comprised of a matrix of programmable logic units connected by programmable interconnections. They are capable of implementing virtually any type of digital circuit or system. It is composed of configurable logic blocks (CLBs), which are the primary digital processing units configured to perform both combinational and sequential operations, a programmable interconnection (PI) network, configurable I/O blocks (IOBs), block RAM memories (BRAMs), digital clock management (DCM) blocks, and digital signal processor (DSP) blocks. Additionally, it includes LookUp tables (LUTs) for combinational operations and D-Flip-Flops for sequential operations. Otherwise, DSP blocks enable sophisticated arithmetic operations, while BRAM resources can be leveraged to speed up processing. The Xilinx System Generator is a toolbox for FPGA programming linked with MATLAB/Simulink that eliminates the problems associated with VHDL or Verilog programming [34]. These programming languages, which are regarded as typical methods for the implementation of FPGA-based circuits, suffer from a lack of flexibility and productivity, which is why the XSG tool was developed. One of the most significant advantages of the Xilinx system generator is the graphical user interface and the ease with which digital signal processing (DSP) algorithms may be rapidly targeted to an FPGA. This method is used to produce VHDL from a graphically constructed design [35,36].
The experimental test begins with the WECS model command being implemented via the FPGA card. After modeling the control in Matlab/Simulink, the algorithm is verified by the HDL workflow advisor to ensure that the Simulink blocks and the hardware are compatible. The HDL coder is the principal toolbox in the Simulink environment for automatically and rapidly converting the MATLAB design to equivalent HDL code for implementing the system control on the FPGA board.

Following that, control signals from the FPGA are transmitted to the inverter’s insulated gate bipolar transistor (IGBT) via an amplification card to ensure voltage adaptation (3.3–15 V). Finally, the necessary control data (voltage, current, and speed) is acquired using the appropriate measurement instruments and transferred to the FPGA via an analog to digital converter (ADC).

5. Results and Discussions

To assess the impact of the control on the system, evaluate the active and reactive power controls’ efficiency and robustness, and verify the quality of the energy produced, the wind power system was subjected to a series of simulation tests under MATLAB/SIMULINK software. In addition, experimental validation on a test bench of the predictive approach was carried out to demonstrate its efficiency.

First, a step wind profile with a zero reactive power setpoint is applied to the system. Figure 4 shows the wind profile used. The wind is considered to be constant, with step variations at t = 30 s, t = 50 s, and t = 90 s, while Figure 5 shows the active and reactive stator power. It can be seen that the decoupling is assured between these two powers. The active power has inversely the same shape as the wind profile, which follows its reference. The active power’s negative value is explained by the fact that the machine is in generator mode. The reactive power also follows its reference. Figure 6 shows both direct and quadrature rotor current. The quadrature rotor current has the inverse of the active power shape. This result is an exception since \( P_s \) varies linearly with \( I_{rq} \) through the negative coefficient described in Equation (18). The direct rotor current has a constant value of approximately 5 A since \( Q_{ref} \) is set equal to zero, and the remaining constant ratio \( \phi_s/L_m \) in Equation (18) is equal to 5 A.

![Figure 4. Wind step profile.](image-url)
Figure 4. Wind step profile.

Figure 7 shows the stator currents' inverse shape to be identical to the wind profile, as the current image is similar to the power image. While the profile varies, the currents keep a sinusoidal shape with a period of 0.02 s, which provides 50 Hz as a frequency similar to the grid frequency. To have good quality power, the normalized value of THD needs to be less than 5%. In this study case, the THD did not exceed 0.49% (Figure 8), which testifies to excellent power quality. Regarding the rotor currents, Figure 9 shows that the profile varies sinusoidally.

Figure 5. Active and reactive power.

Figure 6. Direct and quadrature rotor current.

Figure 7 shows the stator currents’ inverse shape to be identical to the wind profile, as the current image is similar to the power image. While the profile varies, the currents keep a sinusoidal shape with a period of 0.02 s, which provides 50 Hz as a frequency similar to the grid frequency. To have good quality power, the normalized value of THD needs to be less than 5%. In this study case, the THD did not exceed 0.49% (Figure 8), which testifies to excellent power quality. Regarding the rotor currents, Figure 9 shows that the profile varies sinusoidally.
To illustrate the predictive control approach’s efficiency, identical condition tests are considered on the test bench. It demonstrates the system’s robustness to a step wind profile and the tracking efficiency. The figures below highlight the disparate experimental findings for a test exported from the FPGA Board.

Figure 10 shows the practical results obtained from the active and reactive power of the system between 0 and 100 s. The results appear to be consistent with those simulated. Indeed, just after starting, Qs stabilizes around zero. The power unit factor is, therefore, assured. The Ps also follows its reference inversely, as was explained in the simulation part.
To illustrate the predictive control approach’s efficiency, identical condition tests are considered on the test bench. It demonstrates the system’s robustness to a step wind profile and the tracking efficiency. The figures below highlight the disparate experimental findings for a test exported from the FPGA Board. Figure 10 shows the practical results obtained from the active and reactive power of the system between 0 and 100 s. The results appear to be consistent with those simulated. Indeed, just after starting, Qs stabilizes around zero. The power unit factor is, therefore, assured. The Ps also follows its reference inversely, as was explained in the simulation part.

Figure 11 shows the practical results of direct and quadrature rotor current. These results are similar to those simulated: the quadrature rotor current has the inverse shape of the active power, and the direct rotor current is constant. As an exception, Irq varies linearly with Ps through the negative coefficient described in Equation (18), and Ird is found to be equal to 5 A.

As illustrated in Figure 12, the stator currents are sinusoidal with a constant period of 0.02 s and a frequency of 50 Hz. Regarding the rotor, currents are also sinusoidal (Figure 13). The MLI control signals applied to the converter are depicted in Figure 14. Finally, Figure 15 describes the voltage and current of a single-phase; they are in opposition, sinusoidal, and have a frequency of 50 Hz, stated in time units of 0.02 s, ensuring a unit power factor.
linearly with $P_s$ through the negative coefficient described in Eq. (18), and $I_{rd}$ is found to be equal to 5 A.

As illustrated in Figure 12, the stator currents are sinusoidal with a constant period of 0.02 s and a frequency of 50 Hz. Regarding the rotor, currents are also sinusoidal (Figure 13). The MLI control signals applied to the converter are depicted in Figure 14. Finally, Figure 15 describes the voltage and current of a single-phase; they are in opposition, sinusoidal, and have a frequency of 50 Hz, stated in time units of 0.02 s, ensuring a unit power factor.

Figure 10. Active and reactive power.

Figure 11. Direct and quadrature rotor current.

Figure 12. Stator current.

Figure 13. Rotor current.

Figure 14. MLI signals.

Figure 15. Stator and rotor current.
Figure 14. MLI signals.

Figure 15. Voltage and current of a phase.

6. Conclusions

This study evaluated the performance of current predictive control on a DFIG-based wind energy conversion system. Initially, the WECS and DFIG models were developed. The control was then reviewed to ensure that the WECS was performing optimally. Then, a simulation was run in the Matlab/Simulink environments to determine the performance and durability of the proposed control. A DSPACE board was used to conceptualize a wind emulator, and an FPGA board was used to create a test bench for assessing control strategies. The simulation results demonstrate that the suggested control approach can track active and reactive power references via quadrature and direct rotor current control, demonstrating the wind energy conversion system’s performance. The experimental results indicate that the system is stable and has excellent tracking performance, implying that the controller is resilient and efficient. Indeed, the experimental results appear to agree with the simulated ones. Indeed, the reactive power stabilizes around zero shortly after starting. As a result, the power unit factor is guaranteed. As was simulated, the active power similarly follows its reference inversely. The quadrature rotor current was found to be inversely proportional to the active power, whereas the direct rotor current was found to be constant. The voltage and current obtained from a single-phase were in opposition, sinusoidal, and had a frequency of 50 Hz, expressed in time units of 0.02 s.
Due to the paper’s focus on rotor control, only the hypo-synchronous mode was investigated and experimentally validated. In future research, the authors intend to go back to power injection into the grid by delving more into the hyper-synchronous mode.
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