Direct visualization of electronic transport in a quantum anomalous Hall insulator
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A quantum anomalous Hall (QAH) insulator is characterized by quantized Hall and vanishing longitudinal resistances at zero magnetic field that are protected against local perturbations and independent of sample details. This insensitivity makes the microscopic details of the local current distribution inaccessible to global transport measurements. Accordingly, the current distributions that give rise to transport quantization are unknown. Here we use magnetic imaging to directly visualize the transport current in the QAH regime. As we tune through the QAH plateau by electrostatic gating, we clearly identify a regime in which the sample transports current primarily in the bulk rather than along the edges. Furthermore, we image the local response of equilibrium magnetization to electrostatic gating. Combined, these measurements suggest that the current flows through incompressible regions whose spatial structure can change throughout the QAH regime. Identification of the appropriate microscopic picture of electronic transport in QAH insulators and other topologically non-trivial states of matter is a crucial step towards realizing their potential in next-generation quantum devices.

The quantization of electronic transport in quantum Hall insulators can be explained by a variety of microscopic models that predict markedly different local current distributions and potential landscapes. For example, some models emphasize the role of chiral edge states, which conduct along the sample perimeter. Other work highlights the role of bulk currents driven by the Hall electric field. Although most experiments are interpreted in terms of one of these microscopic models, an interplay between local band filling and external bias ultimately determines local current distribution. For the integer quantum Hall effect, imaging experiments have demonstrated the role of local Landau level filling in determination of both local sample properties and global transport coefficients. In the context of the quantum anomalous Hall (QAH) effect, imaging experiments have focused on local magnetic order and local conductivity. However, direct measurements of transport current distribution have not been reported for the QAH effect or in any other quantum Hall system.

Here we use magnetic imaging to visualize current distribution in a QAH insulator. As schematically shown in Fig. 1a, we scan the pickup loop of a superconducting quantum interference device (SQUID) ~1 μm above the surface of a lithographically defined Hall bar fabricated from a magnetically doped topological insulator. The out-of-plane component of the stray magnetic field generated by the sample couples magnetic flux into the SQUID pickup loop, which we image with a spatial resolution of a few micrometres (Supplementary Section 1). We report the SQUID signal in units of the magnetic flux quantum Φ0.

We measure magnetic signals from the static magnetization, applied transport currents and magnetic response of the sample to changes in the applied top-gate voltage. To disentangle static magnetization from the latter two signals we modulate the voltage applied to the sample contacts or gate, respectively, at a finite frequency and detect the associated flux signal with a lockin amplifier.

Our measurements were carried out on a six-terminal Hall bar (device A) fabricated from a Cr-doped (Bi,Sb)2Te3 (BST) heterostructure...
grown on a SrTiO₃ (STO) substrate (Fig. 1b). The drain contact and its two adjacent voltage probes are shorted on-chip (Extended Data Fig. 1). Gating through the STO substrate allows us to tune the chemical potential through the gap. When the sample is magnetized, the transport coefficients reach a plateau with quantized values for a range of back-gate voltage, $V_{BG}$ (Fig. 1c,d), indicating the QAH regime. Gate sweeps through a STO substrate often display history-dependent behaviour that probably arises from a charging effect in the STO device (2). For device A (Extended Data Fig. 2). For device C (Supplementary Section 3) we found that the current distribution was in the interior of the sample and remained uniform throughout the QAH regime.

Within the QAH literature the quantization of transport coefficients is typically explained by dissipationless chiral edge states that transport current along the sample’s perimeter. In our measurements most of the reconstructed current density profiles (Fig. 2e) are consistent with the current flowing in a narrow channel along sample edges. To reinforce this point using raw flux data, we consider three model current distributions (Fig. 2f) and convolve them with the imaging kernel of our SQUID to simulate the corresponding flux signal, $\Phi_{model}$ (Fig. 2h). The imaging kernel accounts for the Biot–Savart law and the geometry of the SQUID pickup loop (Methods). $\Phi_{model}$ can be directly compared with experimental $\Phi$ in Fig. 2d. Figure 2h–j shows that any edge conduction will appear as a sharp dip followed by a shallow peak in $\Phi$ near the sample edge. These signatures are absent in Fig. 2d, acquired on the low-$V_{BG}$ side of the transport plateau. In Fig. 2g we compare $\Phi$, measured across one of the gold leads of the Hall bar with that observed in the QAH regime. $\Phi$ across the lead quantitatively agrees with a simulated flux profile assuming a uniform current density in the 75-μm-wide lead. In the QAH regime, $\Phi$ resembles the signal from the gold lead and is in quantitative agreement with a simulated flux profile for a uniform current density in a 40-μm-wide strip in the interior of the channel. This confirms that current is carried in the bulk of the sample at the corresponding back-gate voltage within the QAH regime.

**Gate dependence of magnetization**

Next we imaged the equilibrium magnetization of the sample, which we found showed how local band filling depends on back-gate voltage. Figure 3a shows an image of magnetic flux, $\Phi_{axial}$, produced by static magnetization with the sample magnetized at $-0.4$ T. From $\Phi_{axial}$ across the edges we estimate magnetization of about $10 \mu_B$ as the Bohr magneton. This is within a factor of 2 of magnetization estimated from bulk measurements of 100-QL-thick films of Cr-doped BST.

To acquire the image shown in Fig. 3b we applied a small oscillating voltage, $V_{ac}$, to the top gate (Fig. 3c) and observed magnetization response. From images of $\Phi_{axial}$ we reconstructed the corresponding change in magnetization, $dM/dV_{TG}$ (Methods) for three back-gate voltages (Fig. 3d–f), which opposes the static magnetization of the sample. The signal was largely spatially uniform at $V_{BG} = 55$ V (Fig. 3d), whereas at $V_{BG} = 110$ V (Fig. 3e) we observed a substantial depression in $dM/dV_{TG}$ in the channel interior and stronger signal near the sample edges. At $V_{BG} = 150$ V (Fig. 3f), $dM/dV_{TG}$ was again spatially uniform but with a reduced amplitude compared with lower back-gate voltages. The total change across the back-gate voltage range was approximately 15% of magnetization at $V_{BG} = 0$ V and was also noticeable in our d.c. measurements.

**Current distribution in the QAH regime**

To image transport currents we apply a bias voltage that oscillates between 0 and $V_{ac}$ at a frequency of 140 MHz to the source contact with the drain contact grounded (Fig. 2c). The current flowing through the sample produces a stray magnetic field, which couples flux $\Phi$ into the SQUID pickup loop. Figure 2a shows an image of $\Phi$ with current $I_{ac} = 20$ nA flowing through the channel at $V_{BG} = 105$ V. Here we define $I_{ac} = I_{ac} \sqrt{2}$ where $I_{ac}$ is the amplitude of the sinusoidal part of the excitation (Methods). A lock-in amplifier records the root mean squared (r.m.s.) value of the SQUID signal oscillating at 140 MHz in response to the applied current. Figure 2b shows the reconstructed current density (see Methods for details of the current reconstruction). Surprisingly, we found current flowing in the interior of the sample even though it was gated into the QAH regime.

In Fig. 2d,e we present line-cuts of $\Phi$ and the reconstructed $x$-component of current density, $J_x$, as a function of back-gate voltage for 15 nA through the sample. We focus on back-gate voltages at which transport is quantized and nearly dissipationless (Fig. 2f). We use a bias current of 25 nA or below, at which the QAH plateau is observed in transport and our measurements correspond to the linear response of the sample (Extended Data Figs. 3 and 4). Later in the paper we discuss measurements performed outside the dissipationless regime. The current distribution in device A depends on the back-gate voltage. At the lowest back-gate voltage, $V_{BG} = 96$ V, current density is located in a single strip within the Hall bar channel. As back-gate voltage is increased, this current density develops a depression in the centre of the channel and bifurcates into two separate strips of current. These strips move smoothly towards the edges of the channel as back-gate voltage increases. Simultaneously recorded measurements of $R_{xx}$ and $R_{xy}$ (Fig. 2f) show that the sample is tuned through the QAH regime as current density changes. We observed the same qualitative behaviour of current density in device B fabricated from the same thick film as device A (Extended Data Fig. 2). For device C (Supplementary Section 3) we found that the current distribution was in the interior of the sample and remained uniform throughout the QAH regime.

**Fig. 1 | Magnetic imaging of a QAH effect sample.** a. Schematic of a SQUID pickup loop imaging stray magnetic fields above a Hall bar sample of dimensions 200 × 75 μm². b. Cross-section of the sample. A four-figure layer (QL) of undoped BST is sandwiched between two three-QLs of Cr-doped BST. A gold layer insulated from the thin film by 40 nm of Al₂O₃ is used as a top gate extending beyond the Hall bar, as shown in a. $V_{BG}$ is applied through the STO substrate. c. Hall resistance versus magnetic field at $V_{BG} = 110$ V showing a hysteresis loop. d. Hall resistance ($R_{xx}$, blue) and two-terminal resistance ($R_{xy}$, red) versus $V_{BG}$ at zero magnetic field with the sample magnetized at +0.4 T.
The gate dependence of $dM/dV_{\text{TG}}$ is strongly correlated with both electrical transport measurements and transport current distribution. To capture how $dM/dV_{\text{TG}}$ changes in detail we measured line traces over the width of the sample as a function back-gate voltage. The reconstructed $dM/dV_{\text{TG}}$ is shown in Fig. 3h. Starting at around $V_{\text{BG}} = 75$ V, $dM/dV_{\text{TG}}$ showed a shallow local minimum near the centre of the channel followed by a gradual increase (Fig. 3d). With increasing back-gate voltage this structure spread towards the edges of the sample, giving rise to the wedge-shaped feature seen in Fig. 3h. $R_{\text{xy}}$ and two-terminal resistance $R_{\text{xx}}$ exhibited a plateau of $h/e^2$ which is Planck’s constant and $e$ is the elementary charge) throughout the back-gate voltage range in which this feature appeared (Fig. 3i). The bifurcation in transport current distribution (Fig. 2e) began at a voltage similar to the wedge-shaped region in $dM/dV_{\text{TG}}$, and transport current appeared to flow roughly in regions in which $dM/dV_{\text{TG}}$ changed. Taken together, these observations suggest that the gate-dependent behaviour of $dM/dV_{\text{TG}}$, $R_{\text{xy}}$ and $j_x$ can be traced to a common microscopic origin. Furthermore, the transport data indicate that the common magnetic potential $\mu$ is in the valence band at $V_{\text{BG}} < 75$ V and in the conduction band at $V_{\text{BG}} > 150$ V. At these back-gate voltages, $dM/dV_{\text{TG}}$ is largely uniform but the amplitude is dependent on whether $\mu$ is in the valence or conduction band. Based on this, we use $dM/dV_{\text{TG}}$ in Fig. 3h as a spatially resolved indicator of local band filling.

We now briefly discuss the potential origins of the observed $dM/dV_{\text{TG}}$. First, an orbital contribution, $M_{\text{orb}}$, to magnetization depends on band filling and the distribution of Berry curvature and is predicted to be $\alpha_{\text{orb}} \times \partial \mu / \partial (eV_{\text{TG}})$ (refs. 23–25). The maximum observed amplitude is approximately $2\%$ of $\alpha_{\text{orb}} = e^2/h$, which could be due to localized mid-gap states limiting $\partial \mu / \partial (eV_{\text{TG}})$, which is how efficiently the top gate modulates chemical potential. Quantitative estimation of $dM_{\text{orb}}/dV_{\text{TG}}$ when $\mu$ is either in the conduction or valence band, requires detailed knowledge of Berry curvature and $\partial \mu / \partial (eV_{\text{TG}})$. Second, magnetization of Cr-dopants may depend on charge carrier density. A substantial Van Vleck spin susceptibility was previously proposed to mediate ferromagnetic coupling between magnetic dopants. More recent studies, however, suggest that additional mechanisms may contribute to coupling, including a hole-mediated RKKY interaction and magnetic exchange interactions mediated by dopant impurity bands.

Figure 2 | Bulk-dominated transport within the QAH regime. a–c, Images of magnetic flux $\Phi$ (a) and reconstructed current density $j$ (b) with $I_{\text{AC}} = 20$ nA applied in the channel by oscillating the source contact between $0$ V and $V_{\text{AC}}$ at a frequency of $140.5$ Hz; shown schematically in c. Scale bar, $15$ μm. a, Black dashed lines indicate the edges of the device. Data were acquired at $V_{\text{AC}} = 105$ V. b, Colour depth and arrows represent the magnitude and direction, respectively, of current density. d, Traces of $\Phi$ along the dashed red line in e for $I_{\text{AC}} = 15$ nA as the sample is tuned through the QAH regime with the back gate. Traces are offset by $1.25\mu\Phi_0$. Markers at the top indicate sample edges with $w$ as the sample width. e, $X$-component of current density $j_x$, reconstructed from d. Traces are offset by $3 \times 10^{-4}$ A m$^{-1}$. f, $R_{\text{xy}}$ and two-terminal resistance $R_{\text{xx}}$ versus $V_{\text{BG}}$, recorded simultaneously with each trace in d, g, $\Phi$, across a gold contact (purple, position indicated by leftmost line in e) and across the channel in the QAH regime with $R_{\text{xx}} = 0.998$ e$^2$/h at $V_{\text{BG}} = 110$ V (red). The QAH plateau has shifted by approximately $15$ V compared with that shown in d–f. Traces are scaled by the applied current and offset for clarity. Grey curves are simulations of a $75$- and $40$-μm-wide uniform current profile for the Au and QAH effect trace, respectively. We note that the position of the QAH plateau has shifted by approximately $15$ V between measurements in d and g (Supplementary Section 2). h, Simulated magnetic flux profiles, $\Phi_{\text{model}}$, for three simple model current distributions. i, Model densities corresponding to flux profiles in h,j. Schematic depiction of the three model current distributions.
Microscopic model

Our observations are consistent with a model of electronic transport developed for the integer quantum Hall effect in which dissipationless transport current is driven by transverse electric fields in insulating, incompressible regions of the sample. The spatial structure of the incompressible regions is primarily dictated by electrostatics: interplay between intrinsic carrier density, confining potential, trapped charges, gate voltages and screening properties of the charge carriers determines local carrier density and band filling within the sample. In particular, when the electronic spectrum is gapped some electrostatic energy may be saved through the formation of incompressible regions in the sample interior in which the chemical potential remains in the gap. In the context of the integer quantum Hall effect, the relevant energy gap is Landau level splitting. In the QAH effect the size of the gap is determined by the magnetization of the sample and details of band structure. When \( \sigma_m \) vanishes and \( \sigma_x \) is quantized, the Hall electric field drives a dissipationless current in these incompressible strips. In this scenario the position and geometry of the incompressible strips play a central role in local potential and current distribution within the sample.

To compare this scenario with our results we replotted \( dM/dV_{BG} \) in Fig. 4a over a range of \( V_{BG} \) centred around the gap. Incompressible strips are expected to form in regions where the chemical potential transitions from the valence band minimum and conduction band maximum. We therefore identified the transition region between the strong \( dM/dV_{BG} \) signal from the valence band and the weaker \( dM/dV_{BG} \) signal from the conduction band as the range of positions and \( V_{BG} \) where the sample is incompressible. We mark this region with a dashed line in Fig. 4a. In Fig. 4c we show a normalized current density, \( \bar{j}_M = j_M/(\max(j_x^\text{val}) - \min(j_x^\text{val})) \), for each \( V_{BG} \) to highlight where the sample supports a finite current density. We first focus on the range of back-gate voltages above the black marker seen in Fig. 4c, where dissipation in the sample is low, before returning to lower back-gate voltages below. In Fig. 4a,c we plot the data as a function of \( V_{BG} - V_{\text{off}} \) to account for a shift in the position of the QAH plateau between the two measurements. \( V_{BG} \) is the back-gate voltage that maximizes \( R_{xx} \) for each measurement (Extended Data Fig. 6). We found that regions with a finite current density closely tracked the geometry of the regions identified as incompressible from \( dM/dV_{BG} \). This suggests that the transverse electric field drives a dissipationless Hall current in the incompressible regions in our sample. In Fig. 4b we show a schematic corresponding to local band filling as a function of \( V_{BG} \), inferred from our data. In Fig. 4d,e we show corresponding real-space diagrams of local band filling for two different back-gate voltages.

Within this model it is the anomalous velocity of carriers in the topologically non-trivial valence band, rather than edge states, that supports quantized transport. Although bulk transport dominates in our samples, in general both edge states and bulk may contribute to transport in quantum Hall insulators, with the details determined by the electrostatic configuration of the sample. In our experiments we cannot definitively exclude a small fraction of the current flowing along the sample edge. Similarly, we cannot rule out a long, narrow conducting pathway that winds through the bulk substantially below our spatial resolution (see Supplementary Section 6 for discussion of these scenarios). A complete understanding of transport in QAH insulators will require investigations spanning several different materials systems, device geometries and experimental techniques. For example, direct comparison between local electrostatic properties such as local compressibility, transport current distributions and global electrical transport coefficients measured on the same sample could directly clarify the relationship between current density and incompressible regions in the sample.

Imaging outside the dissipationless regime

Finally we discuss the currents in Fig. 4c that appear to be circulating the sample at back-gate voltages for which transport is not quantized (Extended Data Fig. 3). The associated flux signals exceed the signal expected from the transport current by approximately one order of magnitude, do not invert with the sign of the applied bias and are nonlinear (Extended Data Fig. 7 and Supplementary Section 5). This suggests that the signals originate from bias-induced heating and not directly from magnetic fields produced by the transport current. Similarly, the counterflowing current visible in Figs. 2e and 4b has a nonlinear dependence on bias current and merges with heating-induced signals as the back-gate voltage tunes the sample out of the QAH regime, suggesting that these signals are likewise due to heating. The spatial structure, sign and amplitude of the signals outside the QAH regime are consistent with bias-induced heating causing demagnetization in the order of 0.1%. Substantial heating of the electron system is expected outside the QAH regime, where a finite \( \sigma_n \) causes non-zero power dissipation in the sample (Fig. 4f). At millikelvin temperatures, where electron–phonon coupling is weak, small currents can generate

---

**Fig. 3 | Identification of local band filling through gate-induced magnetic response.** a, Image of static magnetic flux, \( \Phi_{FL} \), with the sample magnetized at -0.4 T. Scale bar, 10 µm. b, Image taken from the same area of magnetic response, \( \Phi_{FL} \), for modulation of top-gate voltage, \( V_{TG} \), with \( V_{BG} = 240 \) mV at 140.5 Hz while both source and drain contacts are grounded. c, Diagram of system used. d, Response of magnetization, \( dM/dV_{BG} \), reconstructed from \( \Phi_{FL} \) in b, e, f, \( dM/dV_{BG} \) at additional \( V_{BG} \). g, \( dM/dV_{BG} \) versus \( V_{BG} \), at the \( y \) positions indicated in h. h, Line traces of \( dM/dV_{BG} \) versus \( V_{BG} \), with the sample magnetized at +0.4 T. i, corresponding Hall and two-terminal resistances, \( R_{xx} \) and \( R_{xy} \), respectively.
large differences between electron and lattice temperatures. We observed these signals, which we attribute to current-induced heating for $V_{BG}$ below and above (Extended Data Fig. 8) the QAH regime, as well as at bias currents exceeding 30 nA throughout the whole back-gate voltage range, and in a Hall bar (device D) fabricated from a Cr-doped Sb$_2$Te$_3$ thin film that does not exhibit the QAH effect. This indicates that demagnetization is linked to dissipation rather than to the QAH effect. Coupling between magnetization and electron temperature may also be important in previous studies of magnetically doped topological insulators, where dissipation influenced the dynamics of magnetization. A detailed characterization of flux signals and electronic transport as a function of bias current for devices A, C and D is provided in the Extended Data and Supplementary Information.

Local measurements of dissipation in the integer quantum Hall effect reveal so-called hot spots in the corner of contacts at which the current is assumed to enter the device. If local heating reduced magnetization in our sample, hot spots should also have been visible in magnetic imaging when we imaged the contact area of the Hall bar. We indeed saw signals consistent with local demagnetization near the corner of the source contact when the sample was in the QAH regime. When magnetization was reversed this hot spot moved to the opposite corner, consistent with the motion of hot spots in the quantum Hall effect when magnetic field is reversed.

**Outlook**

Macroscopic transport measurements can average over the sample volume in unexpected ways. In quantum Hall systems this problem is compounded by strong real-space variations in the conductivity tensor. Here we provide an example in which currents in the sample bulk can give rise to the QAH effect. In addition, we observed variations between samples indicating that current distributions in the QAH regime are not universal. Our results underscore the importance of local probes in the development of microscopic models of conduction in topologically non-trivial systems. We note that the current distributions observed here bear a striking resemblance to those inferred from local measurements of Hall potential in the integer quantum Hall effect. Taken together, these local imaging experiments are consistent with a unified picture for conduction in quantum Hall systems. Further support for this scenario is found in detailed analysis of electrical transport data on QAH samples. Developing an accurate microscopic picture of transport in these topological materials is another step towards a detailed understanding of the breakdown of transport quantization and the integration of the materials into quantum devices with novel functionality.
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Any methods, additional references, Nature Portfolio reporting summaries, source data, extended data, supplementary information, acknowledgements, peer review information; details of author contributions and competing interests; and statements of data and code availability are available at https://doi.org/10.1038/s41563-023-01622-0.
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The SQUID is coupled to a SQUID-array amplifier mounted on the mixing chamber plate of the dilution refrigerator. We used a home-built piezoelectric scanner to scan the SQUID -1 μm above the sample surface. To measure the flux signal produced by current flowing through the sample, we excited one of the sample contacts with an a.c. voltage to source a current between 10 and 50 nA at a frequency f = 140.5 Hz. We measured our devices under a variety of bias conditions and, in general, sourced a current I = (I + φNM sin 2πft)/4 through the sample. Throughout the manuscript we denote the peak amplitude of the oscillating current as I0 and define I = I0/v. The SQUID signal was then detected by a lockin amplifier that detects the RMS value of the flux at the first and second harmonic of the excitation frequency. As the two-terminal resistance of the sample changes with back-gate voltage, we adjusted voltage bias amplitude to maintain a constant current bias. To image dM/dV, a 140.5 Hz sinusoidal oscillation with RMS ranging between 0.20 and 0.25 V was applied to the top gate with the source and drain contacts grounded. The SQUID signal was then detected with a lockin amplifier. For DC magnetic images, the SQUID signal was low-pass filtered and directly recorded.

Current and magnetization reconstruction
Because sample thickness was more than one order of magnitude smaller than both SQUID pickup loop radius and scan height, we treated both current density and magnetization as two-dimensional. The magnetic flux, \( \Psi(x, y) \), at lateral position \( x, y \) at height \( z \) above the sample detected by SQUID was then given by convolution of the SQUID point spread function, \( K_{PSF} \), and the appropriate Biot–Savart kernel, \( K_{BS} \).

\[
\Phi(x, y) = K_{PSF}(x, y) * K_{BS}(y, x) * g(x, y).
\]

Here * denotes a convolution,

\[
f(x, y) = h(x, y) = \int dx' dy' f(x', y') h(x - x', y - y).
\]

The scalar function \( g(x, y) \) can be interpreted as either magnetic dipole density, when reconstructing magnetization, or current stream function, which determines the two-dimensional current density through

\[
\mathbf{j}(x, y) = \nabla \times \mathbf{g}(x, y) \hat{z}.
\]

In two dimensions, \( K_{BS} \) is given by

\[
K_{BS} = \frac{\mu_0}{2\pi} \frac{2x^2 - y^2}{(x^2 + y^2 + z^2)^{3/2}}.
\]

We extracted \( K_{PSF} \) (shown in Extended Data Fig. 9) from images of superconducting vortices acquired using a nominally identical SQUID. Reconstruction of \( g(x, y) \) from a measured image \( \Phi(x, y) \) with the inclusion of experimental noise is a deconvolution problem that requires regularization to avoid amplification of high spatial frequency noise. Here we write the problem as a linear system of equations that determines the two-dimensional current density through

\[
\mathbf{j}(x, y) = \nabla \times \mathbf{g}(x, y) \hat{z}.
\]

Scanning SQUID microscopy
The SQUID microsensor has the same gradiometric layout as that described in ref. 15, with a pickup loop of 1.5 μm inner diameter.
$M^\dagger$ and $\Gamma^\dagger$ are the pseudo-inverse of $M$ and $\Gamma$, respectively. In practice we do not directly calculate the elements of $M$ but instead calculate the convolution $Mg$ using fast Fourier transforms. Furthermore, we approximate $M^\dagger$ using the Wiener filter and choose the discrete Laplace operator as our regularization operator $\Gamma$.

For the one-dimensional line-cut data we utilize the same methods described above in one dimension. In this case, the SQUID point spread function and Biot–Savart kernel are integrated along one axis to form an effective one-dimensional point spread function.

Data availability
The data supporting the plots and findings of this paper are available at Zenodo: https://doi.org/10.5281/zenodo.8037337
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Extended Data Fig. 1 | Transport measurement configurations. Schematics showing the configurations to measure (a) $R_{yx}$, (c) $R_{2T}$, and (b,d) the combinations needed to obtain $R_{xx}$, interchanging current and voltage probes. (e) Hall resistance ($R_{yx}$, blue) as shown in Fig. 1d and longitudinal resistance ($R_{xx}$, red) measured as described in (b,d).
Extended Data Fig. 2 | Current imaging on the two-terminal sample. Imaging the current density on a two-terminal sample fabricated from the same thin film. (a) $R_{2T}$ co-recorded with magnetic imaging versus $V_{BG}$. 300 Ω of wire resistance is subtracted. Color-coded points correspond to the colored traces. (b) SQUID flux, $\Phi_0$, with $I_{ac} = 25$ nA and $I_{dc} = 0$. The film is magnetized out of the plane.

(c) Reconstructed current density from (b). (e) Reconstructed current density for $V_{BG}$ range in which the two-terminal resistance is near quantization. (f-i) Same as (a-e) with a different sample configuration. The film is magnetized into the plane. We source $I_{ac} = 25$ nA with a positive $I_{dc} = I_{dc}^+ = 35.3$ nA.
Extended Data Fig. 3 | Current reconstruction at different bias levels.
Reconstructed current density normalized by $I_{a.c.}$ for different bias levels. The Hall bar is biased with a positive DC offset such that $I_{a.c.}^D = I_{a.c.}$. Traces are color-coded and offset vertically by the back-gate voltage for comparison. (a) $I_{a.c.} = \text{10 nA}$, (b) $I_{a.c.} = \text{15 nA}$, reproduced from figure 2. (c) $I_{a.c.} = \text{20 nA}$. (d) $I_{a.c.} = \text{30 nA}$. (e-h) same as (a-d) with, zoomed in on the $V_{BG}$ corresponding to the QAH regime.
Extended Data Fig. 4 | Comparing data acquired at low bias currents. Same data as in Extended Data Fig. 3 but focusing on only low bias currents. Traces are color-coded and offset for clarity to indicate the back gate voltage. (a) $I_{ac} = 10$ nA. (b) $I_{ac} = 15$ nA. The $V_{bg}$ corresponding to the center of the QAH regime is shifted by approximately 15 V between the two data sets (see Supplementary Section 2 for details).
Extended Data Fig. 5 | Current bias dependence of the Hall resistance. Dependence of the Hall resistance on $I_{ac}$ current bias. Overlaid contours indicate the deviation from the quantized value as $V_{sc}$ and bias current are adjusted.
Extended Data Fig. 6 | Registration of different gate sweeps. (a) $dM/dV_\text{BG}$ data with co-recorded measurements of $R_y$ versus $V_{\text{BG}}$. Blue points mark the minimum in $dM/dV_\text{BG}$ for each position $y$ along the channel. Blue curve is a 5th order polynomial fit to the points. (b) Same as (a) with for the $dM/dV_\text{BG}$ data presented in Fig. 3 and 4a for which $R_y$ was not co-recorded. (c) Comparison of the polynomial fits in (a) and (b). Based on the alignment of the polynomial fits, we use the same $V_0$ for both $dM/dV$ datasets. (d) Comparison of $R_y$ co-recorded with (a) and the current imaging data in Fig. 2b. $R_y$ measured with $I_{\text{ac}} = 15\,\text{nA}$ and co-recorded with magnetic imaging data (green) compared to $R_y$ measured with $I_{\text{ac}} = 2.5\,\text{nA}$ measured at each back gate voltage in the $dM/dV$ data in figure (a) (blue). Vertical lines denote the gate voltages $V_{\text{Off}}$ where $R_y$ is maximized. A difference of 11.2 V is observed between the two data sets. The two values $V_{\text{Off}}$ are used for comparing data in Fig. 4a,b.
Extended Data Fig. 7 | Hot-spots and bias-induced heating. (a) Flux signal produced with \( I_{ac} = 20 \text{ nA} \) from contacts 1 to 2 (as indicated in (d)) with the sample gated into the quantized regime and the sample magnetized out of the plane. A strong signal is observed at the corners of the contacts. (b) Same as (a) with the static magnetization reversed. The location of the hot-spots changes and the sign of the signal is inverted. This is consistent with local demagnetization at the sample corners when the sample is gated into the quantum anomalous Hall regime. (c) Same as (a) with the sample gated away from the quantized regime. Signs of demagnetization are observed throughout the sample. (d) Same as (c) with the magnetization reversed. (e-f) Flux linecuts over the two terminal device gated far away from the quantum anomalous Hall regime with \( I_{ac} = 25 \text{ nA bias current} \) and \( I_{dc} = I_{ac} \) with the sample magnetized out of the plane (e), and with the sample magnetized into the plane (f). The signals change sign with the magnetization direction and have a weak dependence on DC bias direction, indicating that they arise from a partial demagnetization of the sample rather than the transport current density.
Extended Data Fig. 8 | Extended back gate voltage range for data shown in Fig. 2d and Fig. 4b. (a) Integral of the reconstructed current density, $j_x$, over width of the Hall bar along $y$. Colors indicate line trace where the Hall resistance is closest to the quantized value. Red line indicated $15 \text{nA}$, which is the bias current. Outside the quantized regime, we find deviations between the total reconstructed current and the applied current due to heating-induced signals as discussed in the main text. (b) $R_x$ and (c) $R_y$ versus $V_{BG}$ co-recorded with the imaging. (d) SQUID flux detected over the channel as a function of back gate voltage. Color-coded traces correspond to data displayed in Fig 2. Traces in black are dominated by a partial demagnetization of the due to bias-induced heating. (e) Reconstructed current density for the traces in (c). (f) Color-coded traces from (e) re-plotted on a new $y$-scale.
Extended Data Fig. 9 | SQUID point spread function. Image of the SQUID point spread function, $K_{PSF}$ extracted from imaging a superconducting vortex. The SQUID pickup loop has an inner diameter of 1.5 $\mu$m, giving few-micrometer scale spatial resolution for magnetic imaging.