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Abstract

Proper quantification and propagation of uncertainties in computational simulations are of critical importance. This issue is especially challenging for computational fluid dynamics (CFD) applications. A particular obstacle for uncertainty quantifications in CFD problems is the large model discrepancies associated with the CFD models (e.g., Reynolds averaged Navier–Stokes equations) used for uncertainty propagation. Neglecting or improperly representing the model discrepancies leads to inaccurate and distorted uncertainty distribution for the Quantities of Interest. High-fidelity models, being accurate yet expensive, can accommodate only a small ensemble of simulations and thus lead to large interpolation errors and/or sampling errors; low-fidelity models can propagate a large ensemble, but can introduce large modeling errors. In this work, we propose a multi-model strategy to account for the influences of model discrepancies in uncertainty propagation and to reduce their impact on the predictions. Specifically, we take advantage of CFD models of multiple fidelities to estimate the model discrepancies associated with the lower-fidelity model in the parameter space. A Gaussian process is adopted to construct the model discrepancy function, and a Bayesian approach is used to infer the discrepancies and corresponding uncertainties in the regions of the parameter space where the high-fidelity simulations are not performed. The proposed multi-model strategy combines information from models with different fidelities and computational costs, and is of particular relevance for CFD applications, where a hierarchy of models with a wide range of complexities exists. Several examples of relevance to CFD applications are performed to demonstrate the merits of the proposed strategy. Simulation results suggest that, by combining low- and high-fidelity models, the proposed approach produces better results than what either model can achieve individually.
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1. Introduction

Computational simulations, particularly those based on numerical solutions of Partial Differential Equations, have become an indispensable tool for decision-makers by providing predictions of system responses with quantified uncertainties. It is important yet challenging to quantify these uncertainties for the models to provide reliable guidance for decision-making processes.

1.1. Propagation of Input Uncertainty in Complex Physical Systems

When a physical system is simulated by using a model, errors may result from various sources, which can be broadly classified into data errors and model errors \cite{1}. Data errors are due to intrinsic variations of the system itself or inexact characterizations thereof, including operation scenarios, initial and boundary conditions, geometry, and material properties, among others. As such, they are also known as model input uncertainties or parametric uncertainties. Model error or model discrepancy, on the other hand, refers to the differences between the mathematical model and the physical reality, and is often called “mathematical modeling error”, which is the main focus of the present work. Other errors associated with the numerical model including parameter calibration errors and discretization errors are not of particular concern here and are not considered. All the uncertainties propagate into the final predictions, causing difficulties in uncertainty quantification by distorting the output uncertainty distribution. It is important to quantify these uncertainties for the models to provide reliable guidance for decision-making processes. An overview given by Oberkampf et al. \cite{2} highlighted these often under-appreciated challenges. A comprehensive framework has been developed by Roy and Oberkampf \cite{3} for quantifying all major sources of uncertainties in the context of PDE-based numerical simulations.

Interpolation errors are another type of error in uncertainty propagations that result not directly from the numerical models *per se*, but from the limited number of simulations that are conducted by these models. In these cases, simulations used in uncertainty propagation are too expensive to allow for a statistically meaningful number of samples to be propagated. Hence, a small number of simulations are first performed, and then the results are used to build a surrogate model or a response surface. Subsequently, a large number of samples can be propagated by evaluating the surrogate model, which incurs only negligible computational
costs compared to the original model evaluations. The discrepancy between the original expensive model output and the relatively cheap surrogate model output is referred to as interpolation error.

Throughout this paper we use the flow past an airfoil as example, which is a classical problem in Computational Fluid Dynamics (CFD). Despite its simplicity, this prototype problem is of critical importance for fixed-wing aircraft, rotorcraft, pumps, marine and aircraft propellers, and various (gas, wind, tidal and hydraulic) turbines. In this example, data errors include (1) operation conditions such as angle of attack (AoA), Reynolds number, and Mach number, (2) initial and boundary conditions of the flow field, (3) geometry of the airfoil, and (4) material properties (e.g., roughness of the airfoil surface), among others. Characterizing input uncertainties is a delicate issue and a research field by itself [see e.g., 4], but it is beyond the scope of this work. An important assumption is that all input uncertainties are purely probabilistic and characterized with precise probability distributions. Imprecise probabilities, in contrast, are much more challenging to handle [5], and are not pursued in this work. We further assume that the input uncertainties have already been adequately characterized and quantitatively represented with known probability distributions. The quantified input uncertainties are then propagated into predictions of the quantities of interest (QoI) through the complex dynamics of the physical system (e.g., turbulent flow in the example above), leading to uncertainties in the output QoI. Typical QoIs may be integral quantities such as lift and drag coefficients or more detailed field information such as pressure along the airfoil surface and velocity distributions in the wake.

Techniques to propagate uncertainties can be classified into two categories: spectral methods [1] and Monte Carlo (MC) methods [6]. The term “MC methods” in this paper shall refer to all non-deterministic sampling-based techniques, without assuming any particular sampling method, e.g., random sampling or Latin hypercube sampling [7]. Spectral methods exploit the global structure of the solution space to enable a mode-based representation. Hence, their effectiveness depends on the smoothness of the prior uncertainties and the input–output response surface [8]. In MC methods each obtained solution carries local information of the solution space, and thus non-smooth response surfaces do not pose a special challenge, although the number of samples required to obtain accurate solution may be increased moderately. Consequently, it is more suitable for turbulent flow problems [9], and thus we will focus on MC methods in this work. However, the framework proposed in this work is equally applicable to other methods (e.g., non-intrusive polynomial chaos [8]).

In MC methods, with a given representation of input uncertainties, the uncertainty quan-
Identification process consists of the following major steps: (1) representation of input uncertainty via a collection of samples (referred to as “ensemble”) in the input parameter space, (2) propagation of the ensemble via model evaluations, and (3) reconstruction of the output uncertainties from the propagated ensemble. The second step, i.e., the propagation of the input ensemble, is of particular concern to the present work. If a numerical model that perfectly represents the physical system under investigation were available and computationally affordable (even for a large number of evaluations), this step would be trivial. However, perfect models are rarely available or affordable for any nontrivial physical systems such as turbulent flows, and the discrepancies between model predictions and physical system responses are often appreciable. These model discrepancies distort the output uncertainties and complicate the uncertainty propagation processes. High-fidelity models of turbulent flows, being accurate (if used properly) yet expensive, can accommodate only a small ensemble of simulations and thus lead to large interpolation errors and/or sampling errors; low-fidelity models can propagate a large ensemble, but can introduce large modeling errors (e.g., when Reynolds-Averaged Navier–Stokes (RANS) model is used on flows with massive separation or strong pressure gradient). Therefore, multiple models with different fidelities are employed in this work in a complementary way to address this difficulty. Admittedly, high-fidelity models such as Large Eddy Simulations (LES) or Direct Numerical Simulations are not guaranteed to yield more accurate solutions than their low-fidelity counterparts, since they require much more information (e.g., boundary and/or initial conditions), which are often difficult to obtain or specify accurately; on the other hand, low-fidelity models such as RANS can be very accurate when used on the cases they are applicable to, e.g., attached zero-pressure-gradient boundary layers. These cases are not particularly interesting from the perspective of uncertainty propagation, since one can simply use the low-fidelity models to perform a large number of simulations to obtain the QoI uncertainty distribution. Therefore, in this work we are mainly concerned with cases that are challenging for the cheap, low-fidelity model but amiable for the expensive, high-fidelity model (e.g., free-shear flows, for which LES often have improved predictions over RANS).

1.2. Multi-Model Strategies for Uncertainty Propagation

The benefits of utilizing computational models of multiple fidelities have long been recognized by the science, engineering, and statistics communities. Various statistical frameworks have been proposed to incorporate information from multiple models. Here we review several categories of methods that are most closely related to the present work.
Bayesian Model Averaging (BMA) method [10] and its dynamic variant [11] compute the distributions of the prediction by averaging the posterior distribution under each of the models considered, weighted by their posterior model probability. However, the fundamental assumption in BMA is that the models of concern are all plausible, competitive explanations or fitting of the observed data. There is no hierarchy among these models. While this context may be relevant for certain applications (e.g., correlation of health factors related to a disease), in engineering we often have a well-defined hierarchy of models from cheap, low-fidelity models to expensive, high-fidelity models, and thus BMA methods are not of particular interest in the context of uncertainty quantification in CFD concerned in this study.

In contrast to BMA methods, for which a model hierarchy does not exist, Multi-Level Monte Carlo (MLMC) methods create and utilize such a hierarchy to facilitate uncertainty propagation by running the same simulator on a series of successively refined meshes, leading to a sequence of multi-level models. By optimizing the number of simulations conducted on each level, significant speedup compared to the standard MC method has been obtained [12, 13]. MLMC methods have been used successfully on stochastic PDE-based path simulations in financial engineering [14], on ground-water flows [12], and more recently on inviscid compressible flows [15]. A recent extension of MLMC by Mueller et al. [16] from multiple meshes to multiple models is noteworthy. However, essentially the MLMC method is a control variate based variance reduction technique with two critical assumptions [14]: (1) the ensembles computed on different levels are all unbiased estimators of the QoI, and (2) the variance of the estimator decreases as the mesh is refined. These assumptions are also applicable to the multi-model extension [16]. Therefore, model discrepancies are not accounted for in MLMC methods. In turbulent flows applications, however, model discrepancies play a pivotal role, and thus the MLMC method is likely to be not applicable, since the assumptions above cannot be fully justified.

Data assimilation represents another approach of combining multiple sources of information. It is a method widely used in geosciences, particularly in the operational weather forecasting community for assimilating numerical model predictions and observation data. Recently, Narayan et al. [17] proposed a framework to assimilate multiple models and observations, which expresses the assimilated state as a general linear functional of the models and the data, allowing different sections of the state vector to have different weights. In general, model discrepancies are not explicitly considered in data assimilation methods, although the available data may implicitly correct any biases in the model predictions in the filtering
operations. Similar to MLMC methods, the filtering operations in data assimilations aim to reduce variances of the overall estimation from several unbiased sources. Narayan et al. [18] proposed a multi-fidelity approach for stochastic collocation methods, and Zhu et al. [19] tested the method on non-trivial PDEs.

Gaussian process (GP) modeling is a promising approach to account for model discrepancies. The basic assumption is that the quantities of interest at different design points obey multivariate joint Gaussian distributions. With this assumed correlation, Bayesian updating can be used to infer the distribution of the QoI in the entire field from the data available at certain locations (in the parameter space or the physical space, depending on the application). Results obtained from the Bayesian inference can be viewed as a probabilistic response surface, i.e., mean predictions with quantified uncertainties or confidence intervals (CI). Often referred to as “kriging”, Gaussian processes are used in geostatistics applications to reconstruct permeability fields from drilling data at a limited number of locations, which are expensive to obtain and thus are often sparse [20]. In engineering design optimization it is used to build surrogate models based on simulations performed at a small number of points in the parameter space [21].

Kennedy and O’Hagan [22] developed the first multi-model prediction framework accounting for model discrepancies by using Gaussian process and Bayesian inference. An important assumption of their framework is that the predictions from different levels are auto-regressive. That is, the higher-level model prediction $z^H$ is related to the lower level model prediction $z^L$ by a regressive coefficient $\rho$ and a discrepancy $\delta$, i.e., $z^L = \rho z^L + \delta$, where $\delta$ is described by a GP. Another assumption is that the priors for the prediction of each model can be described by stationary GP. Simulation data obtained from all models are then used to infer the predictions of the highest-fidelity model. More than a decade after being proposed, this elegant and powerful framework has yet to find widespread use in the engineering community, particularly in CFD applications. Recent applications in the statistics community include Refs. [23] and [24]. A major obstacle for its application in engineering systems with complex physics is the GP assumption on priors of model predictions. As response surfaces in engineering and particularly in fluid dynamics are often highly complex and regime-dependent, this assumption should be revisited.

1.3. Objective and Summary of This Work

The objective of this work is to account for model discrepancy in uncertainty quantification for CFD applications based on information from models of various fidelities.
Taking the airfoil problem again for example, one is often interested in the relation between the lift coefficient (i.e., normalized lift force) and the angle of attack (AoA, defined as the angle between the airfoil chord and the incoming flow). The prediction can be obtained by a low-fidelity model such as the panel method based on potential flow assumption [25], a medium-fidelity model such as Reynolds-Averaged Navier-Stokes (RANS) equation solver [26], and a high-fidelity model such as Large Eddy Simulation (LES) [27]. The above-mentioned devices such as airfoils and turbine blades normally operate at small AoA with attached flow, a regime where all three models predict the lift quite well. As the AoA increases, mild flow separation occurs. In this regime the low-fidelity model (panel method) fails to capture majority of the flow physics. While the performance of the medium fidelity model (RANS) also deteriorates, it captures the general trend well. At very high AoA (approximately 12°–16° for a typical airfoil [28]), massive flow separation occurs, leading to dramatically decreased lift and sharply increased drag, a regime referred to as “stall” [29]. This condition is to be avoided in most operations, but may occur at off-design conditions or extreme operation conditions (e.g., fighter jet maneuvering). Only the highest fidelity model (LES) can give reliable predictions in this regime. The model discrepancy of a RANS solver would have general trends as shown in Fig. 1, which shows good prediction skill for attached flows, slightly deteriorated performance for mildly separated flows, and catastrophic failure near stall. The three regimes are demarcated in Fig. 1. Model discrepancies for other models would be different but have similar regime-dependent features.

Figure 1: A schematic representation of the model discrepancy $\delta$ for a RANS model at different angle of attack $\alpha$, highlighting the regime-dependence feature of $\delta$. The three different flow regimes are demarcated with dash–dotted lines.

From the example above, we make a few general observations about the specific features
1. Stationary Gaussian processes are likely to be inadequate in describing the model discrepancies, and non-stationary GPs are more appropriate. However, non-stationary GPs have more degrees of freedom (e.g., parameters), and inferences of these parameters would be challenging, particularly when the available data are sparse (i.e., when very few high-fidelity simulations can be afforded).

2. The low-fidelity models (e.g., panel methods or even empirical models) are relatively cheap computationally, with each evaluation taking only seconds or minutes. Consequently, the input parameter space can be sampled sufficiently when performing low-fidelity simulations, and thus Gaussian process modeling of the interpolation errors for the low-fidelity predictions as conducted in Kennedy and O’Hagan [22] is largely unnecessary.

3. Correlations among predictions given by models of different types (e.g., panel method, RANS, and LES) are weak and can be regime-dependent. This is in stark contrast to the scenarios assumed in Kennedy and O’Hagan [22], where different model levels correspond to the same code running at different mesh resolutions (as in MLMC methods).

In light of these observations, we propose a simpler method based on the classical Bayesian approach. Specifically, we describe only the model discrepancy $\delta$ between the low- and high-fidelity models ($z^L$ and $z^H$, respectively) with Gaussian processes without assuming the responses themselves to have a certain distribution. By running low- and high-fidelity simulations on a small number of selected samples in a small ensemble $D^H$, a Gaussian process $\mathcal{GP}$ is fitted for the discrepancy $\delta$. We propagate a large ensemble $D^L$ by using a low-fidelity model $z^L$, and then use realizations of model discrepancies (i.e., random draws from the fitted Gaussian process $\mathcal{GP}$) to correct $z^L$. With this strategy the distortion caused by low-fidelity model deficiency on the output uncertainty distribution can be reduced with the information provided by the high-fidelity simulations. In addition to the obvious yet essential fact that Kennedy and O’Hagan’s work [22] focused on prediction while our work is concerned with uncertainty propagation, the most notable differences between this work and their approach of utilizing multi-model predictions are as follow:

1. No assumptions are made on the model predictions themselves. Hence, prior beliefs on model predictions are not needed. Interpolation errors on the low-fidelity model level
are thus avoided.

2. The auto-regressive relation among the models is not assumed. Consequently, no attempts are made to infer the regression coefficient, and the high-fidelity simulations are used only to fit the Gaussian process for the model discrepancy. This is a more efficient use of data from the expensive, high-fidelity model $z^H$.

3. Instead of inferring the output of the highest model level conditional on all levels of simulations as in [22], we propagate MC samples directly with the low-fidelity model $z^L$, and then use the inferred model discrepancies to correct the output ensemble.

In this work we perform a proof-of-concept investigation on the feasibility of the multi-model method for CFD applications by using two model levels, i.e., a low-fidelity model $z^L$ and a high-fidelity model $z^H$. A stationary GP is used to fit the simulation data of model discrepancy $\delta = z^H - z^L$. Future extensions will be made by using more than two model levels and by modeling the discrepancy $\delta$ with non-stationary Gaussian processes.

Previous authors have used GPs and multi-model framework to improve predictions [e.g., 23, 24] and to serve as surrogate models in design optimizations [21, 30]. However, to the authors’ knowledge, the use of GPs and multi-fidelity models to account for model discrepancies and to perform implicit model calibrations in uncertainty propagation is a relatively novel development, particularly in a context relevant to complex physical system such as those in CFD applications. A unique issue of using GP-based probabilistic response surface for uncertainty propagation that is not present in using it for predictions or optimizations is the coupling between the model uncertainties and the input uncertainties. This issue will be discussed in the paper (see Section 4.2).

The rest of the paper is organized as follows. The methodology and algorithm of the proposed multi-model uncertainty propagation scheme based on Gaussian process modeling of discrepancies are presented in Section 2. Four test cases are investigated to demonstrate the proposed method, and the results are presented in Section 3. The comparison of the multi-model strategy with traditional single-model approaches, as well as a general reflection of the proposed method is discussed in Section 4. Finally, Section 5 concludes the paper.

2. Methodology

An essential part of the proposed method is to use the high-fidelity simulations performed on a small ensemble (along with the low-fidelity simulations on the same ensemble) to construct a probabilistic response surface for the model discrepancy $\delta$. Random draws from the
probabilistic response surface are then used to correct the low-fidelity simulations, which are performed on an ensemble as large as required. The correction of the low-fidelity results by using data from the high-fidelity simulations can be considered as an implicit form of model calibration. In this section, we first introduce Gaussian process modeling and Bayesian inference of model discrepancy in Section 2.1. The overall algorithm of the multi-model uncertainty propagation and model calibration method is then presented in Section 2.2.

2.1. Gaussian Process Modeling and Bayesian Inference of Model Discrepancy

Referring to the airfoil example again, the model discrepancy \( \delta \) is approximated by the difference between the lift coefficients predicted by the low- and high-fidelity models, and its magnitude depends on the AoA, denoted as input variable \( x \). Since it is prohibitively expensive to perform high-fidelity simulations of the flow over an airfoil for a large number of AoA, the discrepancy \( \delta \) is effectively an unknown function of \( x \). To facilitate modeling, we assume (1) that the discrepancy \( \delta(x_i) \) at any location \( x_i \) is a random variable obeying a Gaussian distribution and (2) that the discrepancies \( \delta(x_i) \), where \( i = 1, \ldots, n \), at any number of \( n \) locations have a joint Gaussian distribution. Consequently, the unknown function \( \delta(x) \) is a Gaussian process, which is denoted as \[31\]:

\[
\delta(x) \sim \mathcal{GP}(m, k),
\]

where the mean function \( m(x) \) is the expectation of \( \delta(x) \); the covariance or kernel function \( k(x, x') \) dictates the covariance between the values of function \( \delta \) at two locations \( x \) and \( x' \).

In this work it is assumed that the low-fidelity model is explicitly calibrated beforehand with best available information (but not against high-fidelity simulation results) to eliminate any bias over the entire input parameter domain, and thus a zero mean function \( m(x) = 0 \) is used. Assuming \( \delta(x) \) is a smooth function over most part of the parameter domain, the following kernel function is chosen, i.e.,

\[
k(x, x') = \sigma_f^2 \exp \left( -\frac{|x - x'|^2}{2l^2} \right)
\]

where \( |\cdot| \) denotes Euclidean norm, \( \sigma_f \) determines the overall magnitude of the variance, and \( l \) is the length scale. \( \sigma_f \) and \( l \) are referred to as hyperparameters. This kernel function is stationary in that the covariance between two points only depends on their distances and not on their specific locations, i.e., \( k(x - x') = k(|x - x'|) \). While this may not be a good assumption in some cases as pointed out in Section 1.3, it can be a reasonable choice when only a small amount of data is available, and it is thus adopted in the proof-of-concept study.
More sophisticated kernel functions are possible [31–34], but this issue is beyond the scope of this work. Investigations of using non-stationary kernel functions are in progress and will be published separately.

If at certain locations \( x_0 = [x_{o1}^0, \ldots, x_{onobs}^0]^T \) in the parameter space the values of the discrepancy are found to be \( y_0 = [\delta_{o1}^0, \ldots, \delta_{onobs}^0] \), the objective is to predict the values \( y_p \) of the function \( \delta \) at some other locations \( x_p = [x_{p1}^p, \ldots, x_{npred}^p]^T \). Subscripts \( o \) and \( p \) indicate “observations” and “predictions”, respectively. Observations in this work refer the process of performing low- and high-fidelity simulations to “observe” the values of the discrepancy function at locations \( x_0 \).

Following Arendt et al. [35], a modular approach is adopted here, i.e., the hyperparameters are first inferred from observation \( y_0 \) via Maximum Likelihood Estimation (MLE) [36] before the predictions \( y_p \) are inferred. Specifically, the hyperparameter pair \( \sigma_f \) and \( l \) that maximizes the likelihood of obtaining observation \( y_o \) is chosen. In practice, the logarithm of the likelihood \( p \) of \( y_o \) conditioned on hyperparameters, i.e.,

\[
\log p(y_o|x_o, \sigma_f, l) = -\frac{1}{2} y_o^T K_o y_o - \frac{1}{2} \log \det(K_o) - \frac{n_{obs}}{2} \log(2\pi) \tag{3}
\]

is maximized, where “\( | \)“ means conditional upon and \( \det(K_o) \) is the determinant of matrix \( K_o \). The optimization is performed with standard gradient-based procedure [31]. Once chosen, the hyperparameters are considered fixed in subsequent inference of \( y_p \).

Before the values of \( y_o \) are known, the elements in the stacked vector \( [y_o, y_p]^T \) have a joint Gaussian distribution according to the definition of a GP,

\[
\begin{bmatrix} y_o \\ y_p \end{bmatrix} \sim \mathcal{N} \left( \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \begin{bmatrix} K_o & K_{op} \\ K_{op}^T & K_p \end{bmatrix} \right) \tag{4}
\]

where \( \mathcal{N} \) denotes normal (Gaussian) distribution. The mean vector \( [0, 0]^T \) is the value of mean function \( m(x) \), chosen to be zero, evaluated at \( [x_o, x_p]^T \). The covariance matrix \( K \) is obtained in a similar way by evaluating the kernel function \( k \), and is partitioned to sub-matrices \( K_o \), \( K_p \) and \( K_{op} \), corresponding to the auto-variances of \( y_o \) and \( y_p \), and their cross-covariance, respectively. When \( y_o \) is known, the distribution of \( y_p \) conditional on \( y_o \) is still joint Gaussian, which can be obtained with standard Bayesian inference procedure as the following [31]:

\[
y_p|y_o, \sigma_f, l \sim \mathcal{N}(K_{op}^T K_o^{-1} y_o, K_p - K_{op}^T K_o^{-1} K_{op}), \tag{5}
\]

which is called the posterior distribution of \( y_p \). In contrast, Eq. (4) specifies the prior distribution of \( y_p \). That is, the distribution of \( y_p \) can be extracted from Eq. (4) as \( y_p \sim \mathcal{N}(0, K_p) \).
These are illustrated in Fig. 2, which will be further discussed later in Section 3.2.1. The prior distribution of $\delta$, which is specified as a Gaussian process with a zero mean and a stationary kernel, is shown in Fig. 2a. The posterior distribution of $\delta$ given observation data at five points, which is still a Gaussian process [31], is shown in Fig. 2b. The mean functions and 95% confidence intervals in both the prior and the posterior distributions are indicated. The changes in the mean and the covariance of the posterior distribution compared to those in the prior reflect the new information provided by the observations $y_o$.

Figure 2: (a) The prior distribution of the model discrepancy function $\delta$ is represented as a Gaussian process (GP) with a zero mean function and a stationary kernel. (b) The posterior GP of $\delta$ given observation data at five input locations. In both the prior and the posterior GPs, the mean functions, 95% confidence intervals, and several random realizations from the GPs are indicated.

2.2. Multi-Model Uncertainty Quantification Method

After detailing the procedure of constructing a probabilistic response surface for the model discrepancy above, which is at the core of the proposed multi-model method, we outline below the overall algorithm of the uncertainty propagation referring to the airfoil example above.

Given the joint uncertainty distribution of input $x$, e.g., the operation conditions (AoA and Reynolds number), the objective is to find the uncertainty distribution of the QoI, e.g., the lift coefficient. Assuming, again, that the input uncertainties have been characterized...
with known probabilities, a traditional MC uncertainty propagation procedure consists of
the following three steps:

**Sampling:** Sample the input uncertainty with a space filling method (e.g., the Latin Hypercube sampling [7]) to obtain an ensemble $D^L = \{x_j\}_{j=1}^{N^L}$, where $j = 1, \cdots, N^L$, and $N^L$ is the number of samples in $D^L$.

The notation $\{\phi_j\}_{j=1}^n$ indicates a set with $n$ elements $\phi_1, \cdots, \phi_n$. This notation is used to indicate sets and ensembles throughout the paper.

**Propagation:** Propagate each sample $x_j$ in $D^L$ with a model $z^L$, i.e., $f_j = z^L(x_j)$, leading to an output ensemble $F^L = \{f_j\}_{j=1}^{N^L}$.

**Aggregation:** Aggregate the output ensemble $F^L$ to obtain the output uncertainty distribution of the QoI.

If the responses given by the numerical model $z^L$ differ from the true response, the obtained QoI uncertainty distribution would be distorted. Without introducing further independent information, it is difficult, if not impossible, to quantify the nature of this distortion or to correct it. Increasing the fidelity of the model used in the propagation step above would generally reduce the model discrepancy and thus decrease the distortion in the output uncertainty. However, high-fidelity models have high computational costs and would reduce the number of samples that can be afforded, leading to increased sampling errors. Note that increasing the number $N^L$ of samples in the input ensemble $D$ alone would reduce the sampling error, but this does not influence the modeling error. With given computational resources, increasing the number of samples and increasing the model fidelity contradict each other by competing for resources.

In view of these difficulties, in the proposed method we perform high-fidelity simulations on a small number $N^H$ of samples in $D^H$ to obtain an ensemble $F^H$. Assuming a GP for the prior of the model discrepancy $\delta$ as in Eq. (4), the simulation results in ensemble $F^H$ are then used to obtain the posterior distribution according to Eq. (5). A number $N_c$ of realizations of the discrepancy function are drawn from the posterior distribution to correct the output ensemble $F^L$ given by the low-fidelity model, with each realization corresponding a corrected ensemble. The corrections lead to a set of $N_c$ ensembles, which is denoted as $\{\hat{F}_k^L\}_{k=1}^{N_c}$. In this case each element in the set is an ensemble $F_k^L$, where $k = 1, \cdots, N_c$. These ensembles are then aggregated to obtain the output uncertainty for the QoI. The proposed procedure is illustrated with schematic shown in Fig. 3. In comparison,
the modules enclosed in the dashed box indicate the procedures of the traditional MC method as outlined above. As mentioned briefly in the beginning of this section, the multi-model strategy for uncertainty quantification uses data from high-fidelity simulations to construct model discrepancy functions to correct low-fidelity model results. This procedure, which is not present in traditional MC methods with single-model approaches, can be considered as an implicit form of model calibration. This calibration differs from traditional calibration procedures in two major aspects: (1) it takes into account the errors of calibration data themselves (i.e., the high-fidelity simulation), and (2) it is probabilistic and not deterministic, giving a confidence interval on the model discrepancy based on GP assumptions.

![Schematic of the proposed multi-model strategy for uncertainty propagation with implicit model calibration.](image)

Figure 3: Schematic of the proposed multi-model strategy for uncertainty propagation with implicit model calibration. A computationally cheap, low-fidelity model is used to propagate a large number of samples. Computationally expensive, high-fidelity simulations are used to obtain observations of the model discrepancy, based on which a probabilistic response surface for the discrepancy is constructed by using Gaussian prior assumption and Bayesian inferences. Realizations of the model discrepancy are drawn from the constructed probabilistic response surface to correct the low-fidelity model predictions and to obtain corrected ensembles. This correction procedure is considered as an implicit calibration of the low-fidelity model by using the high-fidelity model results.

The overall algorithm is summarized as follows:

1. **(Sampling)** Generate ensemble \( \mathcal{D}^L = \{x_j^L\}_{j=1}^{N_L} \) from given input uncertainty distribu-
2. (Propagation) Propagate each sample in \( \mathcal{D}^L \) through low-fidelity model \( z^L \) to obtain output ensemble \( \mathcal{F}^L = \{ f^L_i \}_{i=1}^{N_L} \), where \( f^L_i = z^L(x^L_i) \).

3. Generate input ensemble \( \mathcal{D}^H = \{ x^H_j \}_{j=1}^{N_H} \) for discrepancy observation.

4. Propagate ensemble \( \mathcal{D}^H \) with both low- and high-fidelity models \( z^L \) and \( z^H \) to obtain observations for model discrepancy, obtaining ensemble \( \mathcal{F}^H = \{ \delta_i \}_{i=1}^{N_H} \) with \( \delta_i = z^H(x^H_i) - z^L(x^H_i) \).

5. Compute hyperparameters \( \sigma_f \) and \( l \) by maximizing log \( p \) in Eq. (3).

6. Construct posterior distribution \( \mathcal{GP}(m, k) \) for model discrepancy function \( \delta(x) \) from observations \( \mathcal{F}^H = \{ \delta_i \}_{i=1}^{N_H} \) and hyperparameters \( \sigma_f \) and \( l \) according to Eq. (5), and sample \( N_c \) realizations \( \{ \delta_k(x) \}_{k=1}^{N_c} \) from the posterior.

7. Correct output ensemble \( \mathcal{F}^L \) by each realization \( \delta_k \) to obtain corrected ensembles \( \hat{\mathcal{F}}^L_k \) where \( k = 1, \ldots, N_c \).

8. (Aggregation) Aggregate all corrected ensembles \( \{ \hat{\mathcal{F}}^L_k \}_{k=1}^{N_c} \) to obtain the output uncertainty distribution of the QoI.

Steps 1, 2, and 8 correspond to the same steps in the traditional Monte Carlo method described above. Other steps are unique to the multi-model method and are used to account for model discrepancies.

Three sampling procedures are required in the multi-model uncertainty propagation method outlined above. The first one, which is used to obtain design set \( \mathcal{D}^L \) in Step 1, is the same as in traditional MC methods and does not need further discussion. In this work we used Latin hypercube sampling to perform this sampling. Another sampling is required to obtain design set \( \mathcal{D}^H \). Since points in this ensemble are used to construct Gaussian processes, we use a deterministic, uniform sampling on the range of parameter domain to minimize the largest possible distance between an arbitrarily chosen point in the domain to the nearest sampled points. More sophisticated sampling schemes are possible \([37]\), which will be pursued in future studies. Finally, Step 5 involves sampling a function (with infinite number of degrees of freedom) from the prior GP as described in Eq. (5). In practical implementations, only the values of the function at the parameter locations corresponding to the samples in the ensemble \( \mathcal{D}^L \) are needed. Therefore, we only sample \( N^L \) random numbers with joint
Gaussian distribution $\mathcal{N}(\mathbf{0}, K)$, where $K$ is the blocked kernel matrix in Eq. (5). This is performed with standard procedures [31], i.e., a vector $\tilde{x}$ consisting of $N^L$ independent and identically distributed (i.i.d) random numbers is generated first, and then a transformation $\mathbf{x} = L\mathbf{\tilde{x}}$ is performed to obtain a random vector with desired covariance $K$, where $LL^T = K$. Eigenvalue decomposition is used to obtain $L$ from $K$, whose computational cost scales as $O(N^3)$ with $N$ being the size of the random vector $\mathbf{x}$. This can be expensive when $N$ is large. However, it is worth pointing out that the sample does not involve numerical model evaluations. Various standard techniques are available to reduce the computational expense of this operation, e.g., by partitioning the parameter space via treed schemes [32].

3. Numerical Simulations

In this section we evaluate the method proposed in Section 2 on a few synthetic cases that are simple yet of relevance to CFD applications. Four cases with a wide range of complexities are chosen to illustrate the proposed multi-model uncertainty propagation method.

3.1. Test Cases and Parameters

3.1.1. Choice of Synthetic Test Cases

When choosing test cases, we have the typical problem of airfoil lift coefficient prediction in mind. In line with the example given above, one is interested in the uncertainty distribution of the lift coefficient $C_L$ when the operation conditions (i.e., input variables such as AoA $\alpha$ and Reynolds number $Re$) conform to known distributions. The uncertainty propagation involves performing numerical simulations on a number of samples from the input $x = (\alpha, Re)$ space to obtain samples in the output $C_L$ space. The simulations can be conducted by using a cheap, low-fidelity model such as panel method, or an expensive, high-fidelity model, or any models with computational costs and fidelities in between. The $C_L(\alpha, Re)$ response surface for a much studied classical airfoil, NACA-0015, is shown in Fig. 4, which are fitted from experimental data [28]. A notable feature of this response surface is the smooth, monotonic increase of $C_L$ with respect to AoA $\alpha$ in most regions and a sharp decrease at certain AoA, corresponding to stall. The flow physics and regime changes are dominated by the AoA, but note that the Reynolds number provides modulations as it influences the angle at which the stall occurs.

It is possible to use the response surface as presented in Fig. 4 as the ground truth, and use a numerical models with a hierarchy of fidelities (e.g., panel method and LES) to perform the uncertainty propagation. However, several difficulties exist with this approach. The true
response surface is not complete due to the sparseness of the available experimental data. Moreover, high-fidelity simulations are expensive to perform and involve many complexities of their own, which are not essential to the present study of uncertainty propagation. Therefore, for the purpose of evaluating the proposed method, we use a few synthetic response surfaces and numerical models, which closely mirror the features of the actual response surfaces and models in the airfoil example and in other CFD applications.

Two response surfaces with different complexities are used, both of which have two input variables, corresponding to two-dimensional input parameter spaces. They were originally used by Helton and Davis [7] to evaluate and compare the performances of different sampling methods for MC simulations. The first response surface has the following expression:

\[ f_1(x_1, x_2) = x_1 + x_2 + x_1 x_2 + x_1^2 + x_2^2 + x_1 \min(\exp(3x_2), 10). \]  

which is a monotonically increasing function with a change of characteristics near plane \( x_2 = 0.7 \), as plotted in Fig. 5. The specific locations of the characteristics change depend on the value \( x_1 \). In this mapping, \( x_2 \) dominates the feature of the response surface, and \( x_1 \) provides minor modulations, which is reminiscent of the roles of \( \alpha \) and \( Re \) in the airfoil example. One can compare Fig. 5b with Fig. 4 to appreciate this analogy.

Being a monotonic mapping, the synthetic response surface in Eq. (6) is slightly less challenging for uncertainty quantifications than the actual \( C_L \) response surface. Hence, a
Figure 5: Plots of the monotonic mapping \( f(x_1, x_2) \) in Eq. (6) showing (a) the three-dimensional elevated surface with contour and (b) the cross-sections at several values \( x_1 \).

A more challenging response surface with non-monotonic application and high-wave-number oscillations is adopted as well to evaluate the proposed method [7]:

\[
f_2(x_1, x_2) = x_1 + x_2 + x_1 x_2 + x_1^2 + x_2^2 + x_1 g(x_2) \tag{7}
\]

where

\[
g(x_2) = \begin{cases} 
10 & \text{if } h(x_2) \geq 10 \\
h(x_2) & \text{if } |h(x_2)| < 10 \\
-10 & \text{if } h(x_2) \leq -10 
\end{cases}
\]

and

\[
h(x_2) = (x_2 - 11/43)^{-1} + (x_2 - 22/43)^{-1} + (x_2 - 33/43)^{-1}
\]

The non-monotonic function is plotted in Fig. 6 in the same way as for the monotonic mapping.

The two cases above both have two input variables. To facilitate graphical presentations and to help understand the basic properties of the proposed method, we first test two one-dimensional response surfaces, which are obtained by setting the less important variable \( x_1 \) to a fixed value \( x_1 = 1.25 \) in the two mapping functions in Eqs. (6) and (7) above. This simplification reduces the complexity of the response surface while retaining its essential features. The 1D monotonic and non-monotonic response surfaces obtained in this way resemble one of the lines in Figs. 5(b) and 6(b), respectively.
Figure 6: Plots of the non-monotonic mapping $f(x_1, x_2)$ in Eq. (7) showing (a) the three-dimensional elevated surface with contour and (b) the cross-sections at several values $x_1$.

In summary, four synthetic response surfaces of relevance to CFD applications are used in this work to test the proposed uncertainty quantification method:

**Case 1:** Monotonic 1D mapping as in Eq. (6) with $x_1 = 1.25$,

**Case 2:** Non-monotonic 1D mapping as in Eq. (7) with $x_1 = 1.25$,

**Case 3:** Monotonic 2D mapping as in Eq. (6), and

**Case 4:** Non-monotonic 2D mapping as in Eq. (7).

3.1.2. Low- and High-Fidelity Models

To mimic the behaviors of low-fidelity models (e.g., panel method or RANS solvers) and high-fidelity models (e.g., LES) in CFD applications, the low-fidelity model used in this proof-of-concept study is constructed by adding a discrepancy function $\delta(x)$ to the true response $f(x)$, with the discrepancy consisting of a constant $B$ and a part that is proportional to $f$, i.e.,

$$z^L(x) = f(x) + \delta(x) \quad \text{with} \quad \delta(x) = \nu f(x) + B$$

where $\nu$ is the proportionality constant. Larger values of $\nu$ and $B$ correspond to more inaccurate low-fidelities models. In all cases investigated below, $\nu = 0.2$ and $B = 2$ are used.
On the other hand, the high-fidelity model is constructed by adding an i.i.d. noise to the true value, i.e.,

\[ z^H(x) = f(x) + \varepsilon(x), \]  

(9)

where \( \varepsilon(x) \) is a white noise process. That is, its values for any \( x' \) values are i.i.d. Gaussian random variables with zero mean and variance \( \sigma_n^2 \), i.e., \( \varepsilon(x') \sim \mathcal{N}(0, \sigma_n^2) \). The variance \( \sigma_n^2 \) is chosen to be 0.01, which is much smaller than the low-fidelity model discrepancy \( \delta \) in Eq. (8). One may also consider \( \varepsilon(x) \) as a Gaussian process that has a zero mean and a kernel with infinitely small correlation length scale \( l \) (see Eq. (2)). This assumption for the high-fidelity model is motivated by the fact that they are generally very accurate, with much smaller model discrepancies compared with their low-fidelity counterparts. For example, in the case of properly resolved LES with properly specified initial and boundary conditions, the simulation errors mainly come from finite time averaging, i.e., the procedure used to obtain integral or steady-state quantities from unsteady solutions. If the random uncertainty in the high-fidelity model becomes larger, the model discrepancy would no longer go to zero at the high-fidelity data points. Therefore, the assumptions adopted here neglect model bias, but the random model error mimics the statistical convergence of the unsteady simulations to a mean value. In practical CFD applications, under-resolved or otherwise improperly conducted LES may also lead to large errors, for which case a synthetic model similar to Eq. (8) can be used as well. This scenario is not pursued in this study.

3.1.3. Choice of Parameters

In all four test cases the uncertainty distributions for the input parameters are assumed to be Gaussian. In the one-dimensional cases (1 and 2), the input variable has a distribution \( x \sim \mathcal{N}(0.5, 0.25) \). In the two-dimensional cases (3 and 4), the two input variables \( x_1 \) and \( x_2 \) are assumed to be independent, both having a normal distribution \( \mathcal{N}(0.5, 0.25) \).

To obtain the ensemble \( \mathcal{D}^L \) for the low-fidelity model, the Latin hypercube sampling method is used to generate \( N^L = 500 \) samples, which is confirmed to sufficiently represent the input uncertainty. The histogram of the samples is shown in Fig. [7]. The number of samples required in ensemble \( \mathcal{D}^H \), on which high-fidelity simulations are performed to obtain data for the construction of GPs for model discrepancies, varies depending on the dimension of input parameter space and the complexity of input–output the response surfaces. The choices for the four cases are presented in Table [1]. Finally, the number \( N_c \) of realizations drawn from the posterior Gaussian process for the model discrepancy \( \delta \), as shown in Eq. (5), is chosen to be 30 for all cases. This choice is found to give statistically converged results. The parameters
Figure 7: Histogram of the generated samples in the ensemble $D^L$ for low-fidelity model with comparison to the probability density function of the specified input uncertainty distribution $x \sim \mathcal{N}(0.5, 0.25)$.

that are common to all four cases presented below are summarized in Table 2

| case number | 1   | 2   | 3   | 4   |
|-------------|-----|-----|-----|-----|
| $N^H$       | 5, 2| 5, 10, 20 | 10, 20 | 20, 40 |

Table 1: The number $N^H$ of samples in the high-fidelity simulation ensemble $D^H$ for the four cases investigated. The number of samples required in the high-fidelity simulation depends on the dimension of the input parameter space and the complexity of the input–output the response surfaces. Various numbers are investigated for each case to demonstrate the effects of $N^H$.

3.2. Numerical Results

3.2.1. Case 1: Monotonic 1D Response Surface

In this case, the monotonic 1D response surface as described in Eq. (6) with $x_1 = 1.25$ is adopted as the truth, a comparison of which with the low-fidelity model results is shown in Fig. 8. The proposed multi-model method is performed to propagate the input uncertainty while also accounting for the model discrepancy. The response surface of model discrepancy is first constructed with a GP model. With the high-fidelity model evaluations, the assumed prior of the model discrepancy is updated with Bayesian inference to obtain the posterior GP. The prior and the posterior are presented in Fig. 2a and 2b, respectively.
Table 2: Common model parameters and the number of samples used in all cases. $\nu$ and $B$ are the proportionality constant and fixed constant, respectively, in the low-fidelity model discrepancy in Eq. (8); $N^L$ is the number of samples in the low-fidelity simulation ensemble $D^L$; $N_c$ is the number of realizations drawn from the posterior Gaussian process as shown in Eq. (5).

| parameter | $\nu$ | $B$ | $N^L$ | $N_c$ |
|-----------|-------|-----|-------|-------|
| value     | 0.2   | 2   | 500   | 30    |

Figure 8: Response surface of monotonic mapping $f_1(x_2)$ compared with low-fidelity model results $z^L(x_2)$ with $x_1$ being fixed as 1.25. Red dots represent high-fidelity model results.
Figure 2a shows an uninformative prior with relatively large confidence intervals due to the lack of information. Given the “observed” model discrepancy data calculated from the high-fidelity model results at the parameters in ensemble $D^H$, the confidence interval of the posterior GP as shown in Fig. 2b is significantly reduced and the bias error has also been corrected. It is noteworthy that the confidence interval is small (but not zero) close to the observation points and increases further away from these points. In most part of the domain, the confidence interval covers the truth, but it fails between $x_2 = -0.5$ and 0.8, where the inferred distribution of $\delta$ becomes slightly over-confident. This is due to the fact that the observation data are too sparse to capture the change of characteristics at around $x_2 = 0.7$. Moreover, the modular Bayesian approach, in which the hyperparameters are determined by the MLE method, only accounts for the most likely hyperparameter pair and ignores the other less likely possibilities. This inevitably leads to overconfidence, particularly in the cases where available data for inferences are sparse, and thus many possibilities are equally likely. However, for this trivial case the prediction error caused by the over-confidence is relatively minor compared to the absolute values of the model discrepancy functions, and thus its influences on the output uncertainty distributions are negligible. With this constructed model discrepancy GP, correction to the ensemble of low-fidelity model results can be conducted by $N_c$ realizations from the GP.

![Corrected propagated uncertainty](image)

**Figure 9:** Corrected propagated uncertainty (blue bold solid line) based on the multi-model method compared with original results (red solid line) from the low-fidelity model.

The output ensembles after the correction are aggregated, and their Probability Density
Functions (PDF) are plotted in Fig. 9 with comparison to the truth and that obtained with the low-fidelity model alone. Rigorous, quantitative assessment and comparison of predicted distributions (in the form of PDFs or CDFs) are not straightforward and can be challenging. In this proof-of-concept study we only conduct approximate comparison via visual observations, which can be inadequate when the quality of two predicted distributions are not obvious. In those cases, more advanced metrics for comparing probability distributions are required, e.g., Area Validation Metric [38] and its modified variant [39]. Figure 9 shows that the normally distributed input uncertainty is mapped to a bi-modal distribution in the output uncertainty distribution. Comparing results in this figure, it is clear that the PDF of the corrected ensemble almost coincides with the corresponding truth, which indicates that the nonlinear model discrepancy has been reconstructed and corrected reasonably well with only five data points from high-fidelity simulations. A minor difference on the left peak and the valley of the PDF is due to the slight overconfidence of the inferred posterior GP as discussed above. This simple case demonstrates that the proposed multi-model scheme can effectively combine the results of models with multiple fidelities to improve uncertainty propagation process.

Figure 10: GP Modeling for model discrepancy with only two observations.

To investigate the influence of the amount of available data on the propagated uncertainty, we consider a relatively extreme case where the high-fidelity model is very expensive, and thus only two simulations can be afforded. Figure 10 shows that only two model discrepancy observations are obtained at the two ends of the input parameter interval. It can be seen that the confidence interval of posterior GP between the two observation points is much larger than that of the previous case with five observations. This increased uncertainty is due to
the smaller amount of available information (i.e., the observation data from the high-fidelity simulations).

Figure 11: Propagated uncertainty based on the proposed framework compared with the results from the low-fidelity model. (a) Individual CDFs of QoI corrected obtained by using 30 realizations of the GP (before aggregation), as well as the aggregated CDF of the corrected QoI ensemble. (b) Aggregated PDF of the corrected QoI ensemble compared with the low-fidelity results. PDFs corresponding to the individual realizations (i.e., counterpart of the CDFs in panel (a)) are omitted to avoid cluttering the figure.

Figure 11 shows the distribution of the QoI ensemble corrected by using two observations. In Fig. 11a, a group of CDFs of QoI ensembles corrected by individual GP realizations before the aggregation are shown as green thin lines. It can be seen that the ensemble of corrected CDFs corresponding to different realizations in the posterior GP cover a probability region. The region covered by scattered CDF ensemble covers the truth, and corrects the model bias compared with that of the original low-fidelity model results. Note that we use a large number of individual realizations to conduct many corrections, instead of using the predicted mean of GP to perform one deterministic correction. Hence, an ensemble of corrected CDFs is obtained instead of a single CDF, which explicitly accounts for the uncertainties introduced by model discrepancy and the lack of high-fidelity simulation data. Figure 11b presents the PDF of the corrected QoI ensemble after aggregation. We can see that the PDF of corrected QoI agrees better with the truth than do the low-fidelity model results. Compared with Fig. 9 it is clear that the PDF corrected by two observations covers a larger region of output.
values than that of the previous case with five observation data points. Meanwhile, the
distribution is flattened slightly compared to the truth. This means the output uncertainty
is enlarged, or stated differently, the entropy of information decreases \[40\]. This increase of
uncertainty is referred to as uncertainty inflation in this work. For example, the transition
from a Gaussian distribution to a uniform distribution over a similar range represents an
uncertainty inflation, since the variance of the distribution increases in the transition and the
information entropy decreases. The uncertainty inflation in Fig. 11b compared to the truth is
introduced during the reconstruction of the model discrepancy GP, which is due to the limited
number of high-fidelity simulations available for the GP reconstruction. In the proposed
multi-model strategy, the uncertainties introduced in the reconstruction of discrepancies are
obtained based on GP assumptions, and they almost always inflate the propagated input
uncertainty. This inflation can be reduced by using more information obtained from high-
fidelity simulations. However, it is important to note that the shape distortions of the CDF
or PDF of the corrected results compared with the truth are not only due to the uncertainty
inflation mentioned above. The errors caused by the overestimation or underestimation of
model uncertainty as well as the errors in the mean discrepancy function also contribute to
mis-characterization of the propagated uncertainty distribution. Since the stationary kernel
function and a rather small number of observation points from the high-fidelity simulations
are used, the change of characteristics of the discrepancy function over the parameter space
are difficult to capture. Therefore, realizations from the posterior GP of model discrepancy
are mostly smooth. In contrast, the two-regime feature that is clearly visible in the true
discrepancy function. These errors are propagated to the output uncertainty distribution
along with the quantified model uncertainty. Identifying and distinguishing the factors that
distort the propagated uncertainty are far from trivial, and thus they will be further discussed
in Section 4.2.

3.2.2. Case 2: Non-monotonic 1D Response Surface

A non-monotonic 1D mapping with more complex model discrepancy is considered. Its
response surface compared with the low-fidelity model result is shown in Fig. 12, where the
high-fidelity simulation data are plotted as well. It can be seen that the accuracy of the low-
fidelity model results varies dramatically at different input locations, which poses a serious
challenge for the reconstruction of model discrepancies.

Figure 13 shows the GP posterior of the model discrepancy. The prior GP is similar to
that in Fig. 2a and it is thus omitted here. Not unexpectedly, most of model bias has been
corrected based on only five observations compared with the initial guess of discrepancy, i.e.,
Figure 12: Response surface of the non-monotonic mapping $f_2(x_2)$ compared with low-fidelity model results $z^H(x_2)$ with $x_1$ being fixed as 1.25.

Figure 13: Posterior GP of the model discrepancy $\delta$ obtained from Bayesian inference based on five observations from the high-fidelity model.
zero mean function. However, it is noted that the fluctuations between $x = 0$ and 1 are not captured in the posterior mean. Furthermore, the confidence interval does not cover the truth in this region. The GP model constructed with the five data points is overconfident in this region. The reason is that it is very difficult to infer such a complex response surface of the model discrepancy with so little information, i.e., only five data points from high-fidelity model simulations. As pointed out in [41], the GP-based approach is a Bayesian framework to combine information available and to quantify the uncertainty, but it cannot create new information. As mentioned above, this is also due to the modular Bayesian approach, where an intrinsic feature of the MLE is the tendency to be overconfident [36]. Moreover, for this non-stationary problem, where the smoothness of the model discrepancy response surface is not homogenous on the entire input parameter domain, a GP with a stationary kernel function as adopted here is not suitable, since it tends to compromise between the smooth and the fluctuating regions.

![PDF and CDF comparison](image)

Figure 14: Propagated uncertainty based on the multi-model method compared with the results from the low-fidelity model. (a) Comparison of probability density functions. (b) Comparison of cumulative distribution functions.

Figure 14 presents the PDF and CDF of the corrected QoI uncertainty distribution after aggregation. Comparing the PDF of the low-fidelity model results with the truth in Fig. 14a, we can see that the shape of the PDF obtained with the low-fidelity model alone is also
different from the truth. In contrast, for the PDF obtained with the multi-model method, it is clear that the distribution at high QoI region \((f_2 > 0)\) is improved significantly, but the distribution at low QoI region \((f_2 < 0)\) actually deteriorated compared with the low-fidelity results. The unsatisfactory prediction of the QoI uncertainty distribution near the left peak is due to the overconfidence in the fluctuation region shown in Fig. 12. This can be improved by adopting a non-stationary GP model or adding more information, e.g., more data from high-fidelity simulations. Despite the unsatisfactory agreement with the truth in the lower QoI region, the bias in the mean value of \(f_2\) has been improved, which is shown in Fig. 14. A horizontal dash-dotted line is used to indicate the cumulative probability equaling to 0.5. The value of \(f_2\) at which this line intersects with a CDF function is the median of this distribution. From Fig. 14b, it can be seen that the median of corrected QoI is improved compared with that of the low-fidelity model results, although the median of corrected QoI is over-corrected to some extent, which is due to the over-confidence of constructed model discrepancy. Moreover, it can be seen from the CDF that, beside the mis-characterization caused by over-confidence, uncertainty inflation of corrected results also occurs, which is due to the uncertainty in the construction of model discrepancy function.

To further investigate the uncertainty inflation caused by data insufficiency, we studied
this case with a series of high-fidelity ensembles of different sizes. Because of space limitations, only the results with 10 and 30 high-fidelity simulations are presented in Fig. 15, and the other results that are omitted here had the same trend. Comparing Figs. 15a and 15b with Fig. 14a, it can be seen that increasing the number of high-fidelity simulations improves the predicted output uncertainty PDF, which is demonstrated by the decreased discrepancy with the truth. The propagated uncertainty after correction is inflated (the PDF curve is slightly flatter and wider), but all of the inflated uncertain regions can cover that of the truth, and this uncertain inflation can be reduced by adding more high-fidelity model results. It demonstrates that the GP-based Bayesian inference method does not create information, but it can effectively combine the information available; if more information comes in, the results can be improved.

3.2.3. Case 3: Monotonic 2D Response Surface

Uncertainty propagation with multiple input variables is much more difficult than problems with a 1D input parameter space. Because it takes many more samples to fill up a higher-dimensional space, the fact that is commonly referred to as “curse of dimensionality”, multiple dimensional problems need more information for Bayesian inference. This is a challenge for the proposed multi-model method. Figure 16 shows model discrepancy re-

Figure 16: Model discrepancy for the low-fidelity model (see Eq. (8)) for the Case 3, the response surface of which is shown in Eq. (5).
response surface of the low-fidelity model for the monotonic 2D case. Compared to the model
discrepancy in the corresponding 1D response surface of Case 1, the response surface and
the model discrepancy in this case exhibit monotonic dependence on $x_1$ in addition to the
nonlinear dependence on $x_2$.

![PDFs of the corrected QoI $f_1(x_1, x_2)$ ensemble from the current multi-model
method with (a) 10 high-fidelity simulations and (b) 20 high-fidelity simulations.](image)

Figure 17: PDFs of the corrected QoI $f_1(x_1, x_2)$ ensemble from the current multi-model
method with (a) 10 high-fidelity simulations and (b) 20 high-fidelity simulations.

After the propagation process with the proposed multi-model method, PDFs of the prop-
agated QoI ensembles are presented in Figs. 17a and 17b, showing multi-model results with
10 and 20 high-fidelity simulations, respectively. From Fig. 17a, it can be seen that the
PDF of the low-fidelity model output ensemble is distorted by model discrepancy compared
with that of the truth. With the correction obtained from 10 high-fidelity model results, the
PDF of the corrected ensemble agrees well with the truth. We can see that the PDF of the
corrected ensemble covers a slightly larger uncertainty region than the truth does, in line
with previous findings in Cases 1 and 2. This uncertainty inflation is caused by insufficient
information from the high-fidelity simulations. After increasing the high-fidelity simulations
to 20, the uncertainty inflation is reduced and the new result agrees with the truth better.
This can be clearly seen in Fig. 17b, where multi-model results are almost identical to the
truth.
3.2.4. Case 4: Non-monotonic 2D Response Surface

Since the model discrepancy of the low fidelity model as assumed in Eq. (8) has a term \( \nu f \), which is linearly proportional to the output quantity \( f \), the response surface of the model discrepancy for this non-monotonic 2D case is also very complex with strong fluctuations and nonlinearity, which can be seen in Fig. 18. We applied the same multi-model approach, and the propagated output uncertainties are presented in Fig. 19, where the results obtained by using 20 and 40 high-fidelity simulations are shown.

![Figure 18: Response surface of model discrepancy for low-fidelity model.](image)

It can be seen from Fig. 19a that with 20 high-fidelity model results, the PDF of the QoI ensemble is corrected to be closer to the truth, and especially the mean value agrees well with the truth. However, the uncertainty of corrected ensemble is larger than that of the truth, as is evident from the flatter and wider PDF of the corrected results, indicating uncertainty inflation. Compared with the results of the monotonic case, the uncertainty inflation and mis-characterization here are more significant. This is because the response surface for model discrepancy is much more complex than that of the monotonic case. Consequently, more information is needed to reconstruct this complicated surface. The lack of information is reflected as model uncertainty, which is quantified by the GP model and subsequently inflates the propagated uncertainty in the QoI. Meanwhile, the lack of high-fidelity model data also causes the reconstruction procedure to miss some important feature of response surface, which then leads to mis-characterizing the propagated uncertainty. This can be
Figure 19: PDFs of corrected QoI $f_2(x_1, x_2)$ ensemble from current multi-model method with (a) 20 high-fidelity samples and (b) 40 high-fidelity samples.

illustrated by comparing Figs. 19a and 19b, which show the PDFs of corrected ensembles with 20 and 40 observations, respectively, of the model discrepancy. It is clear that with more high-fidelity simulations the agreement between the predicted QoI uncertainty and the truth improves, and the corresponding uncertainty inflation decreases. However, the improvements are not significant. In this non-monotonic 2D case, even with 40 high-fidelity simulations the distribution of the corrected QoI ensemble still is not identical to the truth, and the uncertainty inflation cannot be completely eliminated as in the monotonic case. This can be attributed to the fact that the GP model with a stationary kernel function cannot adequately handle problems with very different characteristics in different regions of the input parameter space. Specifically, with a stationary kernel, identification of whose hyperparameters is based on MLE, the GP construction tends to compromise between regions of different characteristics, leading to mis-characterizations of propagated QoI uncertainty. Although the inflation can be reduced by increasing the number of high-fidelity simulations, the mis-characterization becomes a dominant factor that deteriorates the propagated QoI uncertainty. A non-stationary kernel with a careful design of observation locations can be used to improve the results in these situations.
4. Discussion

4.1. Advantage Over Single-Model Approaches

When evaluating the merits of the proposed multi-model approach, there are two legitimate questions to ask before the proposed method can be justified. (1) What benefits does the high-fidelity model offer? Or in other words, would it be better to simply allocate all computational resources to low-fidelity simulations? (2) What benefits does the low-fidelity model offer? Or in other words, would it be better to allocate all computational sources to high-fidelity simulations? Inevitably, answers to these questions are not straightforward, and ultimately they depend on the relative merits and costs of the respective models. Consequently, investigations of these issues can only be based on specific low-fidelity and high-fidelity models. In the following we will discuss the two issues above based on the models assumed in Eqs. (8) and (9). The first question above on the benefits of the high-fidelity model has been answered clearly in Section 3.2. When the low-fidelity model alone is used in the uncertainty propagation, the obtained output uncertainties (PDFs and CDFs) show significant bias, which are due to the prediction bias of the low-fidelity models. In contrast, when data from high-fidelity simulations are incorporated into the uncertainty propagation process, even though the amount of available data is very limited (e.g., only two data points in Case 1 (Fig. 10)), the improvements on the output uncertainty are clearly visible. This observation effectively demonstrates the value of the high-fidelity model, without which the correct output uncertainty cannot be obtained, no matter how many samples are used in the low-fidelity model evaluations. This is illustrated in Fig. 20 where the PDF obtained by using the low-fidelity model alone shows a significant bias even with a very large ensemble with 500 samples. The second question is closely related to the investigations conducted by Higdon et al. [23] regarding the usefulness of numerical simulations in a prediction method combining numerical simulations and experimental data. They concluded that the numerical simulations have significant contributions in reducing the prediction uncertainties, and thus the combined simulation–data based framework is superior to the pure experimental data-driven approach. In this work we carry out a similar investigation in the context of uncertainty propagation by comparing the multi-model results with those obtained by utilizing high-fidelity simulations alone. That is, in this alternative approach, data obtained from high-fidelity simulations are used to fit a GP, from which samples are drawn to propagate the input uncertainties. The low-fidelity-mode is not used in this alternative approach.

Results from Case 1, i.e., the simplest monotonic 1D response surface case discussed above in Sec. 3.2.1 are presented below to illustrate the benefit of the low-fidelity model.
For this comparison, five high-fidelity model results are adopted for both methods and the same parameters as above are used. The PDF of the QoI uncertainty distribution obtained by using the multi-model approach and that obtained by using the high-fidelity model alone are shown in Fig. 20. From this figure, one can see that the multi-model results agree with the truth extremely well. In contrast, the results from the high-fidelity model alone deviate significantly from the truth. Although the high-fidelity model based approach indeed corrected the obvious bias that is present in the pure low-fidelity model results, it fails to capture the bi-modal feature of output uncertainty distribution, which is an essential feature present in the true QoI distribution. Overall, the multi-model method gives much better results for the QoI uncertainty than the single-model approach based on the high-fidelity model alone.

In summary, the comparison above suggests that, by combining the low- and high-fidelity models, the proposed approach produces better results than either model can yield alone.

Figure 20: Propagated uncertainty distribution obtained by using the proposed multi-model method compared with those obtained by using the single-model approaches, i.e., with either high-fidelity model or the low-fidelity model alone.

4.2. Analysis of Uncertainty Distortion in the Multi-model Strategy

From the results of the four test cases presented in Section 3, we can see that the propagated QoI uncertainty distributions are often distorted in the low-fidelity model results, which is due to the discrepancy of the model used in the uncertainty propagation. As mentioned in
Section 1.3, the coupling between the input uncertainty and the model-form uncertainty is very complex, which jointly determines the obtained QoI uncertainty distribution. When the proposed multi-model strategy is used for uncertainty quantification, some of the model-form uncertainties are removed, but interpolation errors due to the limited number of high-fidelity simulations are introduced in, which further complicate the situation. It is thus helpful to discuss the distortions of the propagated QoI uncertainty both in the single-model approach and in the multi-model approach.

To facilitate discussion, a simple linear response surface is used as example. However, despite its simplicity, the linear response surface example is representative in that it can be considered as an approximation of a generic, nonlinear response surface in a small (or infinitesimal) region of the input parameter space.

Although the interaction between the model-form uncertainty and the input uncertainty can lead to complex distortions on the QoI uncertainty distribution, we propose to decompose the distortions caused by the model discrepancy into three basic forms: bias, inflation, and deflation, which are illustrated in Figs. 21a–c, respectively. In Fig. 21a, the model used for uncertainty propagation has a constant bias compared with the true response surface, which leads to a bias of the same amount in the PDF of the QoI uncertainty. In Fig. 21b the model response surface has a steeper slope than that of the truth, which leads to a flatter and wider PDF compared with that of the true QoI uncertainty. This is referred to as “inflation”. Figure 21c shows an opposite scenario, where the modeled response surface has a milder slope than that of the truth, leading to a QoI uncertainty distribution with “deflation”, indicated by the PDF that is more concentrated than the true QoI uncertainty PDF. Of course, in general the model response surface can have different slopes and biases in different regions, leading to a QoI uncertainty distribution with a combination of all three forms of distortion compared with the truth. This generic case is illustrated in Fig. 21d.

The proposed multi-model method aims to remove the above-mentioned distortions caused by the discrepancy of the low-fidelity model through the use of high-fidelity simulation data, or more precisely, though a GP of the model discrepancy constructed from the data. Conceptually, the proposed method can be considered as consisting of two steps as follows, although the distinction between the two steps is not made in actual implementation:

1. Model calibration: First, the low-fidelity model results are corrected with the posterior mean of the model discrepancy GP. The correction in this step is purely deterministic, and can be considered as implicit way of calibrating or correcting the low-fidelity model simulation results with the high-fidelity simulation data. Ideally, if the amount
Figure 21: Three basic forms of distortions on the QoI uncertainty distribution caused by the discrepancy of the model used in the uncertainty propagation: (a) bias, (b) inflation and (c) deflation. Uncertainty distortion in a generic case often has a combination of these three basic forms, which is shown in panel (d).

of high-fidelity simulation data were sufficient and the constructed GP could accurately represent the true model discrepancy, this step would eliminate the distortions caused by the low-fidelity model. In practice, we indeed expect and have observed in Section 3.2 that most of the distortions caused by the low-fidelity models were removed as illustrated in Fig. 22 (see the QoI uncertainty PDF annotated with “mean
correction”). Inevitably, however, in most cases high-fidelity model data are limited due to the associated high computational costs, and consequently the posterior mean of the discrepancy GP cannot capture all the small-scale features of the true response surface. As a result, the PDF with posterior mean correction still has distortions (bias, inflation, deflation, or a combination thereof), which is illustrated by the difference between the true PDF and the PDF with mean correction. In some cases, e.g., when the high-fidelity simulation data are very sparse and grossly misrepresent some features in the discrepancy function, it can even introduce more distortion than what is present in the low-fidelity results. Therefore, it is important to explicitly quantify the amount of uncertainty introduced by the sparseness of the high-fidelity simulation data, i.e., the interpolation uncertainties.

2. Uncertainty quantification: In the second step, the interpolation uncertainties are explicitly quantified based on the assumptions in GP. Hence, it can be seen that the confidence intervals as shown in Figs. 2 and 3 are merely a reflection of the data sparseness, and are not a true representation of the model-form uncertainty. This uncertainty almost always flattens the QoI distribution PDF obtained with mean correction, leading to uncertainty inflation. One can see this clearly by comparing the PDF after “mean correction” and that with “aggregated correction” in Fig. 22. This is because a number of realizations from the GP accounting for various possibilities of the discrepancy are used to correct the low-fidelity results, which is in contrast to the PDF with mean correction, where only one possible discrepancy function (the posterior mean) is used for correction. In the cases where the posterior mean of the discrepancy GP misses some small-scale, minor features of the true discrepancy, the inflation introduced by the aggregation tends to reduce the over-confidence in the PDF with only mean correction, and thus this is indeed a faithful inflation of the QoI uncertainty.

Ideally, the constructed discrepancy GP only misses small-scale, insignificant features of the truth and is indeed able to capture all large-scale, important features. However, if the response surface of model discrepancy is very complex, possibly with regime-dependent characteristics and strong fluctuations (see Fig. 6), the constructed GP can miss critical features of the truth. In such cases some distortions caused by the low-fidelity model, which can be bias, inflation, deflation, or a combination thereof, would remain even after the GP-based corrections. We can refer to these inaccuracies as residual distortions due to the errors in the construction of the model discrepancy GP. Even though the interpolation uncertainties
Figure 22: Schematic illustration of a two-step conceptual model of the proposed multi-model strategy for model calibration and uncertainty quantification. (1) Calibration: the QoI uncertainty distribution obtained with the low-fidelity model is corrected with the posterior mean of discrepancy GP, via which most of the distortions caused by low-fidelity model are removed. (2) Uncertainty quantification: the interpolation uncertainties associated with the sparseness of the high-fidelity simulation data are explicitly accounted for based on GP assumptions, which causes the PDF with “mean correction” to flatten and widen, leading to the PDF with “aggregated correction”.
caused by the sparseness of the high-fidelity simulation data tend to inflate the QoI uncertainty (i.e., from the PDF with “mean correction” to that with “aggregated correction”, see Fig. 22), the final QoI uncertainty distribution is not necessarily inflated compared with the truth, as the residual distortion can be a strong deflation and can dominate the final QoI uncertainty.

Figure 23 shows an extreme situation where the proposed multi-model strategy with a stationary GP model may fail. It can be seen that in the small region where the input uncertainty PDF concentrates, the true response surface has a sharp, abnormal bump. If there is no observation data in this region, which is very likely due to the small area the bump covers, the constructed GP will miss this important feature and become over-confident. Consequently, the propagated QoI uncertainty with the over-confident GP (green line in Figure 23) will be severely distorted compared to the truth (dashed line). Several strategies can be used to improve the results in this situation. First, increasing the amount of high-fidelity simulation data makes it more likely to successfully capture the complex features of the response surface. When the amount of data is constrained by practical considerations (e.g., computational expenses), experimental design methods [37] can be helpful in determining the locations of data points. Moreover, using physical insights or engineering intuition can also help improving the allocation of observation data in the parameter space. For example, more efficient use of high-fidelity simulation data can be achieved by placing more observation points in regions of the parameter space where a regime change is likely to occur (e.g., due to flow separation or laminar-to-turbulent flow transition) or small-scale features may be present (e.g., drastic change of lift coefficients due to stall; see Fig. 1). Finally, using a non-stationary GP that incorporates prior physical knowledge can be useful in avoiding the problem highlighted in Fig. 23 since stationary kernels tend to be over-confident for non-stationary response surfaces.

5. Conclusions

Model uncertainties play an important role in computational fluid dynamics and particularly in turbulent flow applications, where first-principle-based direct simulations are prohibitively expensive and thus are not affordable in most practical applications. In CFD applications, when propagating input uncertainties to output uncertainty distributions, uncertainties due to the numerical model used in the uncertainty propagation can distort the obtained output uncertainty. The effects of the model uncertainties on the results should be properly identified, while, at the same time, sufficient samples should be used to avoid
Figure 23: An extreme situation where correction with model discrepancy constructed with a stationary GP can cause severe distortion in the QoI uncertainty. A sharp, abnormal bump in the response surface is present in the region of the input parameter space where input uncertainty has high probability. The observations are too sparse to capture this feature, leading to over-confidence in the constructed GP and distortion in the QoI uncertainty.
sampling errors. In this work we propose a multi-model uncertainty propagation strategy, where model uncertainties are accounted for by using numerical models of different fidelities. Specifically, a computationally cheap, low-fidelity model is used to propagate a large ensemble of the input uncertainty distribution, while a computationally expensive, high-fidelity model is used to propagate a small number samples. The data obtained from the high-fidelity simulations are used to construct a probabilistic response surface of the model discrepancy. The construction is performed using a Bayesian framework and by assuming that the model discrepancy can be described by a Gaussian process. Samples from the constructed probabilistic response surface are used to correct the output ensemble propagated by the low-fidelity model and thus correcting the associated biases and distortions. This response surface is the posterior distribution of the model discrepancy and is also a Gaussian process. Compared to previous work, the proposed method is based on a smaller number of assumptions. In particular, Gaussian processes are not assumed for the low- and high-fidelity models themselves and only for the model discrepancy. We argue that this assumption is more realistic for practical CFD applications. Moreover, while previous authors used the GP based multi-model framework mostly for predictions, in this work, the multi-model framework is used for uncertainty propagation problems of relevance to CFD applications.

Four synthetic test cases with assumed input–output response surfaces and low- and high-fidelity models that are qualitatively similar to those in CFD applications are used to demonstrate the merits of the proposed method. Simulation results indicate that biases and distortions of the propagated output uncertainty, which are caused by the inaccuracy of the low-fidelity model or by the low number of samples available from high-fidelity model, can be significantly reduced by incorporating data from the high-fidelity simulations through the multi-model framework. Inflation in the propagated output uncertainty associated with the model uncertainty is quantified. By incorporating more data from the high-fidelity simulations, the uncertainty inflation due to the model uncertainty can be reduced. Overall, the results clearly demonstrate that, by combining the low- and high-fidelity models, the proposed multi-model uncertainty propagation strategy leads to significantly improved results compared with what either model can achieve individually. The proposed multi-model strategy can be extended to problems of multiple spatial and/or parametric dimensions, and thus it is a promising method for uncertainty propagation in CFD applications.
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