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1. Introduction

Hydraulic fracturing is commonplace in the geo-industry, whether designed or unintended; e.g., stimulation of hydrocarbons reservoirs [1, 2], disposal of waste water [3], waterflooding operations [4], enhanced oil recovery by injection of CO2 [5], and preconditioning of rock mass in the mining industry [6, 7]. Nonetheless, modeling of hydraulic fracturing usually relies on oversimplified assumptions [1, 8]; in particular, fluid leak-off is often studied within Carter’s model [9] that assumes that the transport of the filtrate and the porous fluid through the porous medium is one-dimensional. While this assumption is quite reasonable in the case of short treatments such as hydraulic fracturing of a hydrocarbons reservoir [2], it is unlikely to be applicable for injection operations over long periods of time.

This study is part of an ongoing effort to rigorously introduce large-scale 3D diffusion in a model of hydraulic fracture. The increase of pore pressure around the fracture caused by fluid leak-off from the fracture leads to an expansion of the porous medium. This expansion can be accounted for by the introduction of the so-called backstress [10, 11]. By definition, the backstress would be the stress induced across the fracture plane if the fracture were closed. Here we restrict our investigation to the toughness-dominated regime of propagation, for which the viscosity of the fluid is negligible. In other words we assume that the energy spent for hydraulic fracturing is mainly due to the rock damage rather than due to dissipation associated with viscous flow of the fracturing fluid. Setting the fracturing fluid viscosity to be equal to zero implies that the fluid pressure inside the fracture is uniform.

Previous works on the toughness-dominated regimes with leak-off include a detailed examination of the case of the Carter’s leak-off model by means of scaling and asymptotic analyses [12] and an analysis of a “stationary” 3D leak-off under conditions of very slow fracture propagation, when the pore pressure around the fracture is always in equilibrium [13]. A model for the plane strain propagation of a natural fracture through a porous medium was proposed by [14], who introduced an efficient approach to calculate of the fluid exchange...
volume between the fracture and the medium. This approach relies on decomposing the evolving pressure loading inside the growing fracture into a series of pressure impulses and then on representing the actual fluid exchange volume by the superposition of fluid exchanges induced by a single impulse [11]. Despite algebraic errors in the main expression for the fluid exchange volume (equation (7) of [14]), the idea introduced by these authors is at the core of the approach summarized in this paper and described in more details in [15].

In this paper we build a general model of a penny-shaped hydraulic fracture driven by a zero viscosity fluid through a poroelastic medium. The model accounts for the backstress effect, which was not considered in earlier efforts [12–14]. This work makes use of the response of a poroelastic medium to an impulse of pore pressure applied to a penny-shaped domain; namely, \( u(r,t) \), the component of the fluid displacement, normal to the disc, and \( S_b(r,t) \), the normal stress component [15]. The main restrictive assumptions of this analysis is the absence of a low permeability cake build-up and the neglect of the poroelastic solid-to-fluid coupling. The later assumption was studied by [11], who have concluded that in the case of hydraulic boundary conditions when the pore pressure is prescribed, the fluid exchange between the fracture and the medium calculated via poroelastic theory is nearly identical to that computed by uncoupled diffusion equation. Throughout this work we intensively use scaling and asymptotic analyses; in particular, we show that the parametric space is a prism. In this parametric space, the case of the Carter’s leak-off model [12] occupies one edge of this prism, whereas the pseudo steady-state model [13] covers one face.

The main objective of the analysis is to solve for the evolution of the fracture radius \( R(t) \), the fracturing fluid pressure \( p_{in}(t) \), and the efficiency of the hydraulic fracturing \( \mathcal{E}(t) \equiv V_{crack}/V_{inj} \), where \( V_{crack} \) is the volume of the fracture and \( V_{inj} \) is the volume of the injected fracturing fluid.

2. Mathematical model

2.1. Problem definition

We consider a penny-shaped fracture driven by injection of an incompressible fluid, at a constant rate \( Q_0 \) (see Fig. 1). The crack propagates through an infinite, homogeneous, brittle, poroelastic rock saturated by a fluid which has the same physical properties as the filtrate, i.e., these fluids are physically indistinguishable inside the porous medium. The medium is characterized by Young’s modulus \( E \), Poisson’s ratio \( \nu \), fracture toughness \( K_{Ic} \), intrinsic permeability \( \kappa \), storage coefficient \( S \), Biot coefficient \( \alpha \). Prior to the injection of fluid, the pore pressure field \( p_0 \) is uniform. Also there exists a far-field compressive stress \( \sigma_0 \), perpendicular to the fracture plane.

2.2. Dimensional formulation

We start from the global fluid balance equation

\[
V_{inj}(t) = V_{crack}(t) + V_{leak}(t). \tag{1}
\]
The quantity $V_{\text{inject}}(t) = Q_0 t$ denotes the volume of injected fracturing fluid, while $V_{\text{crack}}(t)$ is the fracture volume

$$V_{\text{crack}}(t) = 2\pi R^2(t) \int_0^1 w[R(t)s,t] \, ds.$$  \hspace{1cm} (2)

In the above $R(t)$ is the fracture radius, and $w(r,t)$ is the fracture opening.

The elasticity integral equation [16, 17]

$$w(r,t) = \frac{8}{\pi E'} \int_0^1 \{p(t) + \sigma_b[R(t)s,t] - \sigma_0\} G\left[\frac{r}{R(t)},s\right] \, ds,$$  \hspace{1cm} (3)

links the fracture aperture $w(r,t)$ to the fracturing fluid pressure $p(t)$ and the backstress, $\sigma_b(r,t)$. In (3), $E' \equiv E/(1 - \nu^2)$ denotes the plane strain modulus. The elasticity kernel $G(\xi,s)$ is given by

$$G(\xi,s) = \begin{cases} \frac{1}{2}F\left(\arcsin\sqrt{\frac{1 - \xi^2}{1 - s^2}},\frac{\xi}{s}\right), & \xi > s \\ \frac{1}{2}F\left(\arcsin\sqrt{\frac{1 - s^2}{1 - \xi^2}},\frac{s}{\xi}\right), & \xi < s \end{cases}$$ \hspace{1cm} (4)

with $F(\phi,m)$ denoting the incomplete elliptic integral of the first kind [18].

Substitution of the elasticity equation (3) into (2) yields

$$V_{\text{crack}}(t) = \frac{16}{3} \frac{R^3(t)}{E'} \left\{ p(t) - \sigma_0 + 3 \int_0^1 \sigma_b[R(t)s,t] \sqrt{1 - s^2} \, ds \right\}.$$ \hspace{1cm} (5)

As indicated earlier, we can represent the continuous evolution of the fluid pressure inside the crack by a sum of spatially uniform time impulses of pressure. Then, the leaked-off volume $V_{\text{leak}}$ and the backstress $\sigma_b$ can be written as

$$V_{\text{leak}}(t) = \int_0^t U[R(s),t-s] [p(s) - p_0] \, ds,$$ \hspace{1cm} (6)
\[
\sigma_b (r, t) = \int_0^t S_b [R (s), r, t - s] \left[ p (s) - p_0 \right] ds,
\]

where \( U (R, t) \) is the volume of the fracturing fluid that has escaped from a fracture of radius \( R \) at an elapsed time \( t \) after a uniform unit impulse of pressure has been applied, and \( S_b (R, r, t) \) is the generated backstress. In the following we refer to \( U (R, t) \) as the leak-off Green function, and to \( S_b (R, r, t) \) as the backstress Green function.

Simple scaling analysis reveals the following relations between these dimensional Green functions \( U (R, t), S_b (R, r, t) \) and the dimensionless ones \( \Psi (\tau), \Xi (\xi, \tau) \) [15]

\[
U (R, t) = \frac{SR^3}{TR^2} \Psi \left( \frac{t}{TR} \right), \quad S_b (R, r, t) = \frac{\eta}{TR} \Xi \left( \frac{r}{R' TR} \right), \quad TR = \frac{R^2}{4c},
\]

where \( c = \kappa / S \) is the diffusion coefficient, \( \eta = \alpha (1 - 2\nu) / 2 (1 - \nu) \) is the poroelastic stress coefficient.

We close the formulation of the problem with the propagation criterion

\[
K_{lc} = \frac{2}{\sqrt{\pi}} R^{1/2} \left( t \right) \int_0^1 \frac{p \left[sR (t), t\right] + \sigma_b \left[sR (t), t\right] - 0}{\sqrt{1 - s^2}} ds,
\]

The model has thus only two unknowns: the fracturing fluid pressure \( p (t) \) and the fracture radius \( R (t) \).

### 2.3. Dimensionless formulation

The problem depends on seven dimensional parameters: \( K_{lc}, E', Q_0, c, S, \sigma_0, \) and \( p_0 \), and one dimensionless parameter \( \eta \). It is possible to reduce this set of parameters to five dimensionless quantities. Inspired by earlier works on hydraulic fracture [19], we introduce the scaling

\[
r = R (t) \xi, \quad R (t) = L (t) \rho (t), \quad p (t) - \sigma_0 = \frac{K_{lc}}{L^{1/2} (t)} \Pi (t), \quad \sigma_b (r, t) = \frac{K_{lc}}{L^{1/2} (t)} \Sigma (\xi, t).
\]

where \( \rho (t) \sim 1 \) is the dimensionless radius, \( \Pi (t) \sim 1 \) is the dimensionless net pressure, \( \Sigma (\xi, t) \) is the dimensionless back stress, and \( L (t) \sim R (t) \) is the characteristic size of the fracture. This scaling is thus time-dependent. Moreover we have not yet defined the parameter \( L (t) \). Below we show that the parameter \( L (t) \) can be defined for different propagation regimes in such a way that the dimensionless quantities \( \rho, \Pi, \) and \( \Sigma \) do not depend on time.

In the scaling (10) the governing equations transform as follows.
• Backstress equation (7) after substitution of (8)

\[
\Sigma (\xi, t) = 4\eta G_d (t) \int_0^1 \frac{L^2 (t)}{L^2 (ts)} \frac{1}{\rho^2 (ts)} \sum \left[ 4 G_d (t) \frac{L^2 (t)}{L^2 (ts)} \frac{1-s}{L (ts) \rho (ts)} \right] \times
\]

\[
\times \left[ G_c (t) + \sqrt{\frac{L (t)}{L (ts)}} \Pi (ts) \right] ds,
\]

(11)

• Propagation criterion (9) combined with (11)

\[
1 = \frac{2}{\sqrt{\pi}} \rho^{1/2} (t) \Pi (t) + K_{bs} (t),
\]

(12)

• Volume balance equation (1), where we substituted (5), (6), (8), and (12)

\[
1 = \frac{8\sqrt{\pi}}{3} G_c (t) \rho^{5/2} (t) \left[ 1 + V_{bs} (t) - K_{bs} (t) \right] +
\]

\[
+ 4G_c (t) \int_0^1 \frac{L (ts)}{L (t)} \rho (ts) \Psi \left[ 4G_d (t) \frac{L^2 (t)}{L^2 (ts)} \frac{1-s}{L (ts) \rho^2 (ts)} \right] \left[ G_c (t) + \sqrt{\frac{L (t)}{L (ts)}} \Pi (ts) \right] ds.
\]

(13)

Here \( K_{bs} (t) \) is the change of the stress intensity factor due to the backstress

\[
K_{bs} (t) = \frac{4\eta G_d (t)}{\rho^{1/2} (t)} \int_0^1 \frac{L (t)}{L (ts)} \frac{1}{\rho (ts)} K_{bs} \left[ \frac{L (t) \rho (t)}{L (ts) \rho (ts)} \right] \times
\]

\[
\left[ G_c (t) + \sqrt{\frac{L (t)}{L (ts)}} \Pi (ts) \right] ds,
\]

(14)

and \( V_{bs} (t) \) is the change of the fracture volume due to the backstress

\[
V_{bs} (t) = \frac{4\eta G_d (t)}{\rho^{5/2} (t)} \int_0^1 \rho (ts) \frac{L (ts)}{L (t)} V_{bs} \left[ \frac{L (t) \rho (t)}{L (ts) \rho (ts)} \right] \times
\]

\[
\left[ G_c (t) + \sqrt{\frac{L (t)}{L (ts)}} \Pi (ts) \right] ds,
\]

(15)

where
The above governing equations thus depend on four time-dependent dimensionless groups:

- **Storage group**
  \[ G_v (t) = \frac{K_{lc} L^{5/2} (t)}{Q_0 E' t}, \]
  which is proportional to the fraction of the injected fluid volume stored in the fracture;

- **Leak-off group**
  \[ G_c (t) = \frac{c S K_{lc} L^{1/2} (t)}{Q_0}, \]
  which characterizes the amount of the fluid that has leaked into the formation;

- **Diffusion group**
  \[ G_d = \frac{c t}{L^2 (t)}, \]
  which is related to the diffusion process with \( \sqrt{G_d} \) proportional to the ratio of the diffusion length scale to the fracture size. Thus this dimensionless group is small, \( G_d \ll 1 \), in the case of 1D diffusion and large in the case of 3D diffusion, \( G_d \gg 1 \);

- **Pressure group**
  \[ G_\sigma (t) = \frac{c_0 - p_0}{K_{lc} L^{1/2} (t)} \sim \frac{c_0 - p_0}{p - \sigma_0}, \]
  which describes the effect of the material toughness on the net fluid pressure \( p - \sigma_0 \) compared to \( c_0 - p_0 \). Indeed, in the case of small toughness when \( K_{lc} \to 0 \) and \( G_\sigma \to \infty \), the fracturing fluid pressure \( p \) can be assumed to be equal to the confining stress \( \sigma_0 \) from a diffusion point of view, i.e., \( p \approx \sigma_0 \). Whereas in the case of large toughness when \( K_{lc} \to \infty \) and \( G_\sigma \to 0 \), the net fluid pressure \( p - \sigma_0 \) is large compared to \( c_0 - p_0 \). 

The only unknown here are the fracture radius \( \rho (\tau) \) and fracturing fluid pressure \( \Pi (\tau) \).

### 3. Propagation regimes

The problem under study has six propagation regimes. Therefore it is convenient to represent the fracture propagation by a trajectory line lying inside the prismatic parametric space shown in Fig. 2. The vertices of this prism represent the different propagation regimes; namely,
• the $K_0$-vertex represents the storage-dominated regime with 1D diffusion, during which most of the injected fluid is stored inside the fracture;

• the $\tilde{K}_\kappa_0$-vertex is related to the leak-off-dominated regime with 1D diffusion, when the net fluid pressure $p - \sigma_0$ is large compared to $\sigma_0 - p_0$;

• the $\tilde{K}_\sigma_0$-vertex is another leak-off-dominated regime with slow 1D diffusion, where from a diffusion point of view the fracturing fluid pressure $p$ is approximately equal to the confining stress $\sigma_0$;

• the $K_\infty$-vertex is the storage-dominated regime with pseudo steady-state 3D diffusion;

• the $\tilde{K}_\kappa_\infty$-vertex is the pseudo steady-state (3D) diffusion version of the $\tilde{K}_\kappa_0$-vertex;

• the $\tilde{K}_\sigma_\infty$-vertex is the pseudo steady-state (3D) diffusion version of the $\tilde{K}_\sigma_0$-vertex.

Figure 2. Parametric space

In the transition from one regime to another, the dominance of one physical process is displaced by the dominance of another one. For example the transition $K_\infty \tilde{K}_\kappa_\infty$ is governed by $G_c/G_\sigma$, such that $G_c/G_\sigma = 0$ for the $K_\infty$-vertex, and $G_c/G_\sigma = \infty$ for the $\tilde{K}_\kappa_\infty$-vertex. In another example, the transition from 1D to 3D diffusion is governed by $G_d$, such that $G_d = 0$ for 1D diffusion, and $G_d = \infty$ for 3D diffusion.

Usually, each propagation regime is studied in an intrinsic time-dependent scaling, such that the propagation of a fracture in a given propagation regime does not depend on time in this scaling. In other words, each propagation regime is characterized by a self-similar solution. This intrinsic scaling is introduced in such a way that all dimensionless groups corresponding to the dominant physical processes are equal to 1, whereas all the other groups are small compared to 1. These small dimensionless groups are still time-dependent, therefore it is easy to estimate when a given propagation regime is valid. Also using these small time-dependent groups we can easily calculate the characteristic transition times between different propagation regimes. For example, in order to calculate the characteristic transition time $t_{AB}$ between the two propagation regimes $A$ and $B$, one should follow the following procedure: first, introduce a scaling intrinsic to the propagation regime $A$; second, obtain in
### Table 1. Propagation regimes and corresponding scalings

| $\text{vertex}$ | $G_d$ | $G_c$ | $G_v/G_c$ | $L(t)$ | $\rho$ |
|----------------|-------|-------|-----------|---------|--------|
| $K_0$          | $\ll 1$ | $-\gg G_d^{-1/2}$ | max $[1, G_v]$ | $G_v = 1$ | $(Q_0 E^4 t)^{2/5} K_{ic}^{1/5}$ |
| $\tilde{K}_{x0}$ | $\ll 1$ | $\ll 1$ | $G_d^{-1/2}$ | $G_c^{(1D)} = 1$ | $(Q_0 T^{-1/3} E^4)^{2/3} (c t)^{2/3}$ |
| $\tilde{K}_{v0}$ | $\ll 1$ | $\gg 1$ | $G_d^{-1/2} G_v$ | $G_c^{(1D)} G_v = 1$ | $(Q_0 T^{-1/3} E^4)^{1/2} (c t)^{1/2}$ |
| $K_\infty$     | $\gg 1$ | $-\gg \max [1, G_v]$ | $G_v = 1$ | $(Q_0 E^4 t)^{2/5} K_{ic}^{1/5}$ |
| $\tilde{K}_{x\infty}$ | $\gg 1$ | $\ll 1$ | $1$ | $G_c = 1$ | $(Q_0 c)^2 (1-\eta^2)^2 16\pi$ |
| $\tilde{K}_{v\infty}$ | $\gg 1$ | $\gg 1$ | $G_v$ | $G_c G_v = 1$ | $(Q_0 c)^2 (1-\eta^2)^2 16\pi$ |

Here $G_c^{(1D)} \equiv \frac{G_c}{G_d^{1/2}} (1 - \frac{4\eta}{E^4 S})$ and $I \equiv 1 - \frac{4\eta}{E^4 S}$.

Terms of this intrinsic scaling an expression for the dimensionless group $G_B^{(A)}(t)$, which is dominant in the regime $B$, whereas it is small in the regime $A$; and third, solve the equation $G_B^{(A)}(t_{AB}) = 1$ to obtain the characteristic transition time $t_{AB}$.

Different scalings can be introduced by defining the length scale $L(t)$, see (21)-(18). We define different propagation regimes in terms of the dimensionless groups (21)-(18) in Table 1, where we also introduce the scalings intrinsic to each of these propagation regimes. The transition times between different propagation regimes are given by

- **$K_0 K_\infty$- edge**
  \[ t_{K_0 K_\infty} = \frac{Q_0^2 E^4}{c^3 K_{ic}^2} ; \]

- **$K_0 \tilde{K}_{x0}$- edge**
  \[ t_{K_0 \tilde{K}_{x0}} = \left[ c^{1/2} \frac{K_{ic}^2 E^4}{Q_0^2} \right]^{1/5} \left( 1 - \frac{4\eta}{E^4 S} \right)^{-10} ; \]

- **$K_0 \tilde{K}_{v0}$- edge**
  \[ t_{K_0 \tilde{K}_{v0}} = \left[ c^{1/2} \frac{E^4}{Q_0 K_{ic}^4} \right]^{1/5} \left( 1 - \frac{4\eta}{E^4 S} \right)^{-10/3} ; \]

- **$\tilde{K}_{x0} \tilde{K}_{v0}$- edge**
  \[ t_{\tilde{K}_{x0} \tilde{K}_{v0}} = \left[ c^{1/2} \frac{SK_{ic}^4}{(c_0 - p_0)^3 Q_0} \left( 1 - \frac{4\eta}{E^4 S} \right) \right]^{2} ; \]
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\[ t_{K_0 K_\infty} = \frac{Q_0^4}{c^5 S^4 K_0^4 I_c^c} \]

\[ t_{K_\sigma_0 K_\sigma_\infty} = \frac{Q_0^2}{c^3 S^2 \sigma_0 (\sigma_0 - p_0)^2} \]

\[ t_{K_\infty K_\infty} = \frac{Q_0^4}{c^5 S^5 E' K_0^4 I_c^c} \]

\[ t_{K_\infty K_\sigma_\infty} = \sqrt{\frac{Q_0^2}{c^5 S^5 E'^2 (\sigma_0 - p_0)^5}}. \]

- \( K_\infty K_\sigma_\infty \)-edge is self-similar, i.e., the transition along this edge is impossible. Moreover all trajectory lines of the fracture propagation begin at the \( K_0 \)-vertex and end at some point of the \( K_\infty K_\infty \)-edge.

The case of the Carter’s leak-off model studied in [12] corresponds to the \( K_0 K_\sigma_0 \)-edge, whereas the pseudo steady-state model introduced in [13] corresponds to the \( K_\infty K_\infty \)-face with \( \eta = 0 \).

Interestingly the fracture radius \( \rho \) is the same in the two different storage-dominated regimes \( K_0 \) and \( K_\infty \) (see Table 1), while the fracturing fluid pressure is different [15]. Therefore the poroelastic effects split the storage dominated regime (denoted previously as the \( K \)-vertex [12, 17]) into two sub-regimes: the \( K_0 \)-vertex (1D diffusion) which is similar to the former \( K \)-vertex, and the \( K_\infty \)-vertex (pseudo steady-state diffusion) characterized by a higher pressure. The essence of the difference between these two regimes is illustrated in Fig. 3. Initially the fracture front propagates faster than the diffusion front, therefore the diffusion length scale is small compared to the size of the fracture and the diffusion is one dimensional. As time goes on, the diffusion front catches up and then passes the fracture front, making the diffusion length scale to be larger than the fracture size, and, as a result, switching the propagation regime from the 1D diffusion to the pseudo steady-state (3D) diffusion.

4. Methodology

Inclusion of diffusion and poroelastic effects into the model of penny-shaped hydraulic fracture model propagation in the toughness-dominated regime thus requires evaluating the convolution type integrals [see (11), (13)-(15)]. Indeed, calculation of the fracturing fluid volume which has leaked into the formation requires a “convolution” on \( \Psi (\tau) \) [see (13)], whereas evaluation of the backstress \( \Sigma (\xi, t) \) and the related fracture volume \( V_{bs} (t) \) and stress intensity factor \( K_{bs} (t) \) changes requires “convolutions” on \( \Xi (\xi, \tau) \). These “convolutions”
involves both arguments of $\Xi(\xi, \tau)$ and are much more complicated than the “convolution” on the single argument $\Psi(\tau)$ [see (11), (14), and (15)].

To simplify the calculations of $V_{bs}(t)$ and $K_{bs}(t)$, we introduce two additional functions $v_{bs}(R, \tau)$ and $k_{bs}(R, \tau)$, such that “convolutions” on these functions yield $V_{bs}(t)$ and $K_{bs}(t)$ [see (14)-(17)]. Physically the function $v_{bs}(R, \tau)$ can be interpreted as the volume change of a fracture of radius $R > 1$ at an elapsed time $\tau$ due to the backstress generated by a unit impulse of the pore pressure applied at time $\tau = 0$ along the part of the fracture $R$ located inside the unit circle $\xi < 1$. The function $k_{bs}(R, \tau)$ is the corresponding change in the stress intensity factor. Note that there is a simple connection between $k_{bs}(R, \tau)$ and $v_{bs}(R, \tau)$ [see (16), (17)]

$$k_{bs}(R, \tau) = \frac{2}{3} \frac{\partial v_{bs}(R, \tau)}{\partial R^2}. \quad (22)$$

**Small-time asymptotes of $k_{bs}(R, \tau)$ and $v_{bs}(R, \tau)$**

The small-time asymptote of $\Xi(\xi, \tau)$ is given by [15]

$$\Xi_0(\xi, \tau) = -\frac{1}{\pi^{3/2} \Gamma(1/2)} \left\{ (1 - \xi)^{-1} E \left[ \frac{4\xi}{(1 + \xi)^2} \right] + (1 + \xi)^{-1} K \left[ \frac{4\xi}{(1 + \xi)^2} \right] \right\}, \quad (23)$$

where $K(x)$ and $E(x)$ are the complete elliptic integrals of the first and second kinds respectively [18]. This asymptote has a strong singularity $1/(1 - \xi)$, which causes significant problems in numerical simulations. Also one can observe a separation of variables, which simplifies the evaluation of $k_{bs}(R, \tau)$ and $v_{bs}(R, \tau)$ at small time.

Substitution of this small-time asymptote $\Xi_0(\xi, \tau)$ into the expression for $k_{bs}(R, \tau)$ (16) yields

$$k_{bs}(R, \tau) = 0. \quad (24)$$
Therefore, \( v_{bs}(R, \tau) \) depends only on time [see (22)], and in order to define \( v_{bs}(R, \tau) \) we can evaluate it at any convenient point, e.g., \( R = 1 \). The expression for the stress distribution, given by (23), can be simplified by means of (20)

\[
E \left[ \frac{4x}{(1+x)^2} \right] = (1+x) \left[ 2E \left( x^2 \right) - \left( 1 - x^2 \right) K \left( x^2 \right) \right], \quad x \leq 1,
\]

such that

\[
K \left[ \frac{4x}{(1+x)^2} \right] = (1+x) K \left( x^2 \right), \quad x \leq 1,
\]

such that

\[
\Xi_0 (\xi, \tau) = -\frac{2}{\pi^{3/2} \tau^{1/2}} \frac{E \left( \xi^2 \right)}{1 - \xi^2}, \quad \xi \leq 1.
\] (25)

Now, using the integral representation of the elliptic integral

\[
E (x) = \int_0^1 \frac{1 - xt^2}{1 - t^2} dt,
\]

one can calculate \( v_{bs}(R, \tau) \) [see (17)]

\[
v_{bs}(R, \tau) = -\frac{3}{2} \tau^{-1/2}.
\] (26)

**Large-time asymptotes of \( k_{bs}(R, \tau) \) and \( v_{bs}(R, \tau) \)**

The large-time asymptote of \( \Xi (\xi, \tau) \) is given by (15)

\[
\Xi_\infty (\xi, \tau) = -\Pi_\infty^{(0)} (\xi) \left[ \delta (\tau) - 2 (\pi \tau)^{-3/2} \right] - \frac{8}{3} (\pi \tau)^{-3/2},
\] (27)

where \( \delta (\tau) \) is the Dirac delta function and

\[
\Pi_\infty^{(0)} (\xi) = \begin{cases} 
1, & \xi \leq 1 \\
\frac{2}{\pi} \arctan \left( \frac{1}{\sqrt{\xi^2 - 1}} \right), & \xi > 1.
\end{cases}
\]

Note that in the leading order we have separation of variables.

Substitution of this large-time asymptote \( \Xi_\infty (\xi, \tau) \) into the definitions of \( k_{bs}(R, \tau) \) and \( v_{bs}(R, \tau) \), given by (16) and (17), leads to
\[ k_{bs}(R, \tau) = -\frac{2\delta(\tau)}{\sqrt{\pi}} + \mathcal{O}(\tau^{-3/2}), \quad (28) \]
\[ v_{bs}(R, \tau) = -\frac{3R^2 - 1}{\sqrt{\pi}} \delta(\tau) + \mathcal{O}(\tau^{-3/2}). \quad (29) \]

5. Asymptotic solutions

Details on the derivation of the asymptotic solutions, corresponding to each of the vertices of the parametric space, can be found in [15]. Here we simply list the solutions for the \( K_0 \)-, \( \tilde{K}_\kappa \)-, and \( \tilde{K}_\sigma \)-vertices, as well as for the self-similar \( \tilde{K}_\infty \| \tilde{K}_\infty \)-edge. These solutions are actually expressed in the same time-independent scaling that corresponds to \( G_\sigma = 1 \). In other words, all the solutions are given in terms of the scaled radius \( \rho(\tau) \) function of the dimensionless time \( \tau \)

\[ \rho(\tau) = \frac{R(t)}{L_{tr}}, \quad \tau = \frac{t}{T}, \quad (30) \]

where

\[ L_{tr} = \left( \frac{K_{lc}}{\sigma_0 - p_0} \right)^2, \quad T = \frac{L_{tr}^2}{4c}. \quad (31) \]

Besides the asymptotic expressions for \( \rho(\tau), K_{bs}(\tau), V_{bs}(\tau), \Pi(\tau) \), we have also provided expressions for the hydraulic fracturing efficiency \( \mathcal{E} \), defined as \( \mathcal{E} = \frac{V_{crack}}{V_{inject}} \).

- \( K_0 \)-vertex

\[ \rho_0(\tau) = \frac{3}{8\sqrt{\pi}G_v} \frac{2}{\rho_0^{1/2}(\tau)} \tau^{2/5}, \quad K_{bs0}(\tau) = 0, \]
\[ V_{bs0}(\tau) = -\frac{3}{2\eta} \frac{\pi^{1/2}\tau^{1/2}}{\rho_0^{1/2}(\tau)} \left[ \frac{\Gamma(9/5)}{\Gamma(23/10)} + \frac{\pi^{1/2}}{2\rho_0^{1/2}(\tau)} \frac{\Gamma(8/5)}{\Gamma(21/10)} \right], \]
\[ \Pi_0(\tau) = \frac{\pi^{1/2}}{2} \rho_0^{-1/2}(\tau), \quad \mathcal{E}_0(\tau) = \frac{8\sqrt{\pi}}{3} \frac{G_v}{\rho_0^{5/2}(\tau)} \left[ 1 + V_{bs0}(\tau) \right] \]

- \( \tilde{K}_\kappa \)-vertex

\[ \rho_\kappa(\tau) = \frac{\pi^{-4/3}G_c^{-2/3}}{\left( 1 - \frac{\eta G_v}{G_c} \right)^{-2/3}} \tau^{1/3}, \quad K_{bs\kappa}(\tau) = 0, \]
\[ V_{bs\kappa} (\tau) = - \frac{3}{2} \eta \frac{\pi^{1/2} \tau^{1/2}}{\rho^{1/2}_\kappa (\tau)} \left[ \frac{\Gamma (5/3)}{\Gamma (13/6)} + \frac{\pi}{4 \rho^{1/2}_\kappa (\tau)} \right], \]

\[ \Pi_\kappa (\tau) = \frac{\pi^{1/2}}{2} \rho^{1/2}_\kappa (\tau), \quad \mathcal{E}_\kappa (\tau) = \frac{8\sqrt{\pi}}{3} \kappa^{5/2} \rho^{5/2}_\kappa (\tau) \left[ 1 + V_{bs\kappa} (\tau) \right]; \]

- \( \tilde{K}_{\kappa 0}\)-vertex

\[ \rho_{\sigma} (\tau) = 2^{-1/2} \pi^{-3/4} G_c^{-1/2} \left( 1 - \frac{\eta G_v}{G_c} \right)^{-1/2} \tau^{1/4}, \quad K_{b\sigma} (\tau) = 0, \]

\[ V_{b\sigma} (\tau) = - \frac{3}{4} \eta \frac{\pi^{1/2}}{\rho^{1/2}_{\sigma} (\tau)} \left[ 1 + \frac{1}{\rho^{1/2}_{\sigma} (\tau)} \frac{\Gamma (11/8)}{\Gamma (15/8)} \right], \]

\[ \Pi_\sigma (\tau) = \frac{\pi^{1/2}}{2} \rho^{1/2}_{\sigma} (\tau), \quad \mathcal{E}_\sigma (\tau) = \frac{8\sqrt{\pi}}{3} \rho^{5/2}_{\sigma} (\tau) \left[ 1 + V_{b\sigma} (\tau) \right]; \]

- \( \tilde{K}_{\kappa \infty}\tilde{K}_{\sigma \infty}\)-edge

\[ \rho_{\infty} (\tau) = \frac{\sqrt{\pi + 2 (1 - \eta) / G_c - \sqrt{\pi}}}{4}, \quad \Pi_{\infty} (\tau) = \frac{\pi^{1/2}}{2} \rho^{1/2}_{\infty} (\tau) \left[ 1 - \eta \right] + \frac{\eta}{1 - \eta}, \]

\[ V_{b\infty} (\tau) = K_{b\infty} (\tau) = - \frac{2}{\sqrt{\pi}} \eta \rho^{1/2}_{\infty} (\tau) \left[ 1 + \Pi_{\infty} (\tau) \right], \quad \mathcal{E}_{\infty} (\tau) = \frac{8\sqrt{\pi}}{3} \rho^{5/2}_{\infty} (\tau) \frac{\tau}{\pi}. \]

6. Transient solution

To obtain a general trajectory of the system starting at the \( K_0 \)-vertex and ending at the \( \tilde{K}_{\kappa \infty}\tilde{K}_{\sigma \infty}\)-edge, an implicit numerical algorithm to solve the set of governing equations (12)-(17) has been developed [15].

The results of the numerical simulations for different values of the parameters \( G_i \) are presented in Figs 4-7. Depending on the values of the parameters \( G_v \), the system can travel through different vertices, although the journey always has to start at the \( K_0 \)-vertex and terminate on the \( \tilde{K}_{\kappa \infty}\tilde{K}_{\sigma \infty}\)-edge.

In some cases the propagation of the fracture terminates before it arrives to the \( \tilde{K}_{\kappa \infty}\tilde{K}_{\sigma \infty}\)-edge (see Figs 6-7). In these cases, the system, going through a diffusion-dominated vertices, arrives to a point when the dilation of the poroelastic medium \( \sim V_{bs} \) is very large, such that
the volume of the fracture becomes equal to zero. The fracture closure time can easily be estimated by substituting the above analytical expressions for \( V_{bs} \) and \( K_{bs} \) into \( V_{crack} (\tau) \sim 1 + V_{bs} (\tau) - K_{bs} (\tau) = 0 \), and solving it with respect to time \( \tau \). Note that this estimate is based only on the total volume of fracture and does not address the issue as to when and where the two faces of the fracture first become into contact. In fact, the fracture will first evolve towards a viscosity-dominated propagation regime then close. In other words, a decrease of fracture opening leads to an increase of the pressure gradient of the viscous fracturing fluid, which in turn leads to an increase of the viscous dissipation and eventually to the violation of the zero viscosity assumption for the fracturing fluid. Moreover the fluid pressure profile inside the fracture becomes to be strongly nonuniform, and thus one cannot use the results of the auxiliary problem to model the poroelastic effects. More sophisticated models are needed to study this situation.

7. Discussion

Let us consider the results from an application point of view. Table 2 list the parameters for a re-injection of production water [21]. The values for \( S \) and \( c \) were estimated on the assumption that \( K_f / E \ll 1 \) [22].

To characterize the propagation of a fracture, the transition times were calculated using the expressions found in Section 3, see Table 3. In this example, all time scales are well separated. As a result, the fracture follows the edges with the shortest transition time starting at the \( K_0 \)-vertex, passing through the \( K_{\sigma 0} \)-vertex, and ending up at the \( K_{\sigma \infty} \)-vertex. Moreover the transition time from the \( K_0 \)-vertex into the \( K_{\sigma \infty} \)-vertex is very small compared to the treatment time. This means that the treatment design can be based on a constant radius model. This analysis relies only on general results of the scaling analysis and does not involve any explicit asymptotic solutions.

|                      | low porosity reservoir (LPR) | mean porosity reservoir (MPR) |
|----------------------|-----------------------------|-------------------------------|
| porosity \( \phi \) (%) | 10                          | 20                            |
| permeability \( k \) (md) | 10                          | 100                           |
| Young’s modulus \( E \) (GPa) | 30                          | 15                            |
| Poisson’s ratio \( \nu \) | 0.2                         | 0.25                          |
| rock toughness \( K_{fc} \) (MPa \cdot m^{1/2}) | 1.0                         |                               |
| water bulk modulus \( K_f \) (GPa) | 2.2                         |                               |
| water viscosity \( \mu \) (mPa \cdot s) | 1.0                         |                               |
| Biot coefficient \( a \) | 0.6                         |                               |
| diffusion coefficient \( c \) (m²/s) | 0.212                       | 1.04                          |
| storage coefficient \( S \) (Pa⁻¹) | 4.65 \times 10⁻¹¹          | 9.49 \times 10⁻¹¹             |
| poroelastic stress modulus \( \eta \) | 0.225                       | 0.2                           |
| reservoir thickness \( H \) (m) | 50                          | 5                             |
| confining stress \( \sigma_0 \) (MPa) | 55                          |                               |
| initial pore pressure \( p_0 \) (MPa) | 30                          |                               |
| injection rate \( Q_0 \) (m³/day) | 750                         |                               |
| treatment time \( T \) (days) | 100                         |                               |

Table 2. Characteristic parameters during production water re-injection [21]
Figure 4. General case $G_v = G_c = 1, \eta = 0.0, 0.25, 0.5$
Figure 5. Case $G_v = 10^{-5}$, $G_c = 10$, $\eta = 0.0, 0.25, 0.5$. Here the fracture goes through the $\tilde{K}_\kappa$-vertex.
Figure 6. Case $G_v = 10^{-15}$, $G_c = 3 \times 10^{-11}$, $\eta = 0.0, 0.5$. Here the fracture goes through the $\tilde{K}\sigma_0$-vertex.
Figure 7. Case $G_c = 10^{-10}$, $\eta = 0.0, 0.5$. Here the fracture goes through the $\tilde{K}\kappa_0$- and $\tilde{K}\sigma_0$-vertices.
Table 3. Crack propagation

| current vertex | possible transitions | vertex transition time | vertex choice |
|----------------|----------------------|------------------------|---------------|
|                |                      | LPR, sec | MPR, sec |
| $K_0$          | $K_\infty$          | $1.2 \times 10^{13}$ | $3.1 \times 10^8$ |
| $K_{\sigma 0}$ | $K_{\sigma \infty}$ | $4.6 \times 10^{16}$ | $8.3 \times 10^9$ |
| $K_{\sigma 0}$ | $K_{\sigma \infty}$ | $0.087$   | $1.7 \times 10^{-3}$ |

At the $K_{\sigma \infty}$-vertex the fracture radius is equal to $R \approx 3.4$ m and the net pressure is $p - \sigma_0 \approx 7.4$ MPa in the LPR case, whereas $R \approx 0.35$ m and $p - \sigma_0 \approx 7.2$ MPa for the MPR case. If one does not take into account the poroelastic effect, the fracture would grow to $R \approx 4.4$ m and $p - \sigma_0 \approx 0.071$ MPa in the LPR case, while $R \approx 0.44$ m and $p - \sigma_0 \approx 0.71$ MPa in the MPR case. Thus the ultimate fracture radius decrease due to the poroelastic effects is not so significant. On the other hand, the net pressure increase is significant (about 100- and 10-fold increase in the LPR and MPR case, respectively).

In the above analysis we have assumed that the fracture propagates in the toughness-dominated regime (fracturing fluid of zero viscosity). To check this assumption, the value of the following dimensionless group (known as the dimensionless viscosity [17]) has to be assessed

$$G_m(t) = \frac{\mu' Q_0 E' \sqrt{\pi}}{K_{lr}^3 L(t)}$$

where $L(t)$ is the characteristic fracture size. If the fracture propagates in a viscosity-dominated regime, then $G_m(t) \gg 1$. In the toughness-dominated regime, $G_m(t) \ll 1$. Using the above data one can find that at the $K_{\sigma \infty}$-vertex this dimensionless group is equal to $G_m \approx 90$ for the LPR and $G_m \approx 121$ for the MPR. Thus fracturing fluid viscosity should be taken into account. Nevertheless, the above example illustrates the importance of the poroelastic effects. In fact a rigorous analysis of the viscosity-dominated regimes predicts similar values for the fracture size and the net pressure [15].

The numerical simulations reported in Figs 4-7 sweep huge time ranges. This is a consequence of the small-time asymptote ($K_0$-vertex) as the initial condition combined with the need to start from a physically correct initial condition to construct accurate numerical solutions. In practice, however, a correct assessment of the relevant part of the parametric space can dramatically simplify the situation. Knowing this information one can use the analytical vertex asymptotes for preliminary estimation, and then optimize a numerical algorithm. For example Figs 5-7 illustrate that one can use the asymptotic solution of an intermediate vertex as the initial condition provided that the transition time from the $K_0$-vertex into this vertex is small compared to the treatment time. In the above example of production water reinjection, we have shown that the fracture propagation arrests within a very short period of time compared to the characteristic treatment time. Thus from a practical point of view in this case one can simply use the analytical large-time asymptote to design the treatment.
8. Conclusions

This paper has described a detailed study of a penny-shaped fracture driven by a zero viscosity fluid through a poroelastic medium. The main contribution of this study is the consideration of large scale 3D diffusion and the related poroelastic effect (backstress). We have shown that the problem under consideration has six self-similar propagation regimes (see Section 3). In particular we have demonstrated the existence of a regime ($K_{κ∞} \tilde{K}_{σ∞} -$edge) where the fracture stops propagating. In this regime the fracturing fluid injection is balanced by the 3D fluid leak-off. This stationary solution in the case of zero backstress, $η = 0$, was originally obtained by [13].

Numerical simulations illustrate that poroelastic effects could have a significant influence on the propagation of a hydraulic fracture. Namely in the case of 3D diffusion, the backstress effect leads to a decrease of the fracture radius (see Figs 4a and 5a) accompanied by an increase of the fracturing fluid pressure (see Figs 4b and 5b). Moreover, the poroelastic effects can lead to premature closure of a fracture propagating in a leak-off dominating regime with 1D diffusion.

The technique developed in this paper could be also applied to the problem of in situ stress determination by hydraulic fracture [23]. In this application the in situ stress determination relies on the interpretation of the fracture breakdown and reopening fluid pressure as well as of the fracture closure pressure during the shut-in phase of experiment. It is obvious that the poroelastic effects could lead to a significant corrections into the stress measurements.
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