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Abstract—In educational institutions, E-learning has been known as a successful technology for enhancing performance, concentration, and thus providing higher academic success. Nevertheless, the conventional system for executing research work and selecting courses is a time-consuming and unexciting practice, that not only directly impacts the students’ academic achievement, but also impacts the learning experience of students. In addition to that, there is an enormous number of various kinds of data in the E-Learning domain both structured and unstructured, and the academic establishments attempt to manage and understand big complicated data sets. To fix this problem, this paper proposes a model of an E-learning recommendation system that will suggest and encourage the learner in choosing the courses according to their needs. This system used big data tools such as Hadoop and Spark in order to enhance data collection, storage, analysis, processing, optimization, and visualization, further based on cloud computing infrastructure and especially Google cloud services.
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1 Introduction

E-learning represents a meaningful role in helping large educational institutions meet their learning and training requirements. Presently education is increasingly correlated with ICT (Information and communication technology), so educational institutions have a high interest in servers, storage, and software [1]. Furthermore, they need access to the necessary resources to enhance the performance and reduced the cost of production education for their learners [2]. In addition, most educational institutions utilize big amounts of information in both structured and unstructured types. These large amounts of data cannot be treated by traditional learning management systems. Therefore, the processing and use of these data utilizing big data technology are necessary.

Big data is defined as databases that are very large in volume. It can be defined in terms of data processing problems that cannot be handled with conventional databases owing to increasing volume, velocity, and variety of data. Data mining is one of the methods in the pipeline of Big Data. Data mining is a set of techniques that extract
information from massive datasets [3]. They must help to make decisions. In recently, Educational Data Mining (EDM) is an autonomous research area with a set of machine and behavioral methods and analysis techniques to help understand learners and their teaching methods [4]; EDM develops strategies and applies techniques from machine learning, statistics, and data processing [5] to improve the quality of education. To enhance the level of learning, EDM builds solutions and implements approaches from machine learning and data analysis.

Recommender systems are increasingly common as a research and application field, with a range of relevant application areas including e-commerce, movies, and several others. The recommendation system has recently received attention in the educational sector, as well as generating different types of suggestions for learners, instructors, universities, etc.

This research is concentrated on the recommendation system approaches for big data, produced from educational institutions. The approach considered in this section utilizes Hadoop and Spark big data techniques, to produce suggestions for learners to select courses, and based on cloud computing that can be merged to enhance the efficiency of any e-learning system, facilitate content access, and customize students.

The rest of the paper is structured as follows: Section 2 outlines the associated work; Section 3 gives an overview of recommendation systems and techniques of recommendation. Section 4 introduces the relevant big data tools and techniques. The architecture of the proposed model is explained in section 5. Conclusion and future work are presented in section 6.

2 Related works

Surabhi et al. [6] used collaborative filtering-based proposal approaches to propose facultative courses to understudies, contingent on their evaluation focuses obtained in various topics. Similarity Log-likelihood is applied to find patterns between grades and topics. Within this study, they specified the importance of the recommender system for the enormous quantity of informative information.

Simović [7] suggested a big data smart library that can enhance the continuing learning operation by recommendations and increase user service. He also created a method for gathering, analyzing and handling big data from different sources.

Dahdouh et al. [8] applied association rules mining in the recommendation system to resolve student activities. The Parallel FP-growth algorithm of the MLlib machine learning library was applied to create a recommendation system. For effectiveness, the system can process massive of data and scalable compute capacity.

Otoo-Arthur et al. [9] proposed a framework that employed both batch and streaming dataset of learners online activities on moodle LMSs. Their method utilizes a distributed computing ecosystem and gives a flexible conventional system to enhance the data acquisition, storage, processing and analysis, for e-learning systems. BiDel system execution presents advanced data integration and data governance.

Most of the relevant literature discussed for this research does not present an intelligible model for the correspondence and combination of big data in the recommenda-
tions system. Because the volume of information produced by the new educational institutions is massive, we will use big data technologies to provide learners recommendations to enhance data collection, storage, analysis, processing, optimization, and visualization, furthermore based on cloud computing infrastructure and especially Google cloud services.

3 Recommender system

Recommender Systems (RSs) are automated tools and strategies that allow recommendations to users about items that may be of importance to them. For Schein et al. [10] Recommender systems indicate users’ items of interest depending on their direct and indirect interests, other users’ interests, and user and item features. Any of the practical implementations that use such devices may involve (recommending books, products, videos, jobs, music).

3.1 Recommender system approaches

Recommendation approaches are widely studied and largely divided into three sections: content-based, collaborative filtering (CF)-based, and knowledge-based.

Content-Based: in which items identical to those that the learner has previously chosen are suggested. In most cases, the items are described by a common set of attributes. The interests of the student are estimated by looking at the correlation of the item ratings with the corresponding item features. Consequently, without support from other students, students may obtain useful suggestions.

Collaborative Filtering: in which the user is recommender courses that learner with equivalent interests and behaviors desired in the past. Although it is the oldest recommendation approach, this approach is also very helpful and does not need to include the description of the entity that the systems can understand quickly.

If item 1 read by both learners if learner A read item 2. Therefore, there is a high chance that learner B may like item 2 because, from the first two statements, we knew that learner A and learner B read item 1.

Fig. 1. Content-based filtering

Fig. 2. Collaborative filtering
The secret to effective collaborative recommendations is the capacity to establish significant interactions between learners and their items choices to support the end learner in prospective dealings.

Although there are numerous collaborative filtering techniques, they can essentially be divided into two main categories:

a) Memory-based Approaches: The memory-based approach uses user-rating data to calculate the resemblance between learners or items. Such techniques have two main steps: calculation of similarities between user and items using rating information and predicting the unknown rating and thus providing either a single value or a list of top n items that the person may additionally like.

b) Model-Based Approaches: In this methodology, models are created utilizing various data mining, Machine-learning calculations to foresee users' evaluating of unrated items.

Knowledge-Based: Knowledge recommender systems are particular types of recommender systems based on clear knowledge of the range of items, consumer interests, and parameters for a recommendation. In these approaches, the similarity function measures the degree to which the user's requirements (problem description) complement the recommendations (solutions of the problem). Here it is important to clearly view the similarity score as the effectiveness of the consumer recommendation [11].

Hybrid Recommender system: A hybrid recommendation that blends the attributes of two or more different types of recommendation to profit from the advantages of each method and enhance efficiency [12]. The hybrid recommendation approach is really helpful and much of the difficulties identified by the independent recommendation methods can be solved [13].

There are various forms of hybridization [14]:

1. Implementing CF and CB separately and combine their predictions.
2. Integrating some content-based characteristics into a collaborative approach.
3. Integrating some collaborative characteristics into a content-based approach.
4. Creation of a general unifying paradigm that combines both content-based and collaborative characteristics.

### 3.2 Recommendation system applied in education

E-Learning is a general term that represents learning conducted on a computer, usually linked to a network allowing us the ability to learn almost anywhere, anytime [15]. E-learning is also an innovative means of delivering long-term education, in contrast with conventional face-to-face teaching and learning [16]. Besides, the e-learning system enables learners to manage time and offer additional information to facilitate student learning. However, the conventional method for doing study work and selecting courses is time-consuming and uninteresting, affecting not only the academic success of students but also the learning environment of learners. In reality, students could have various preferences; although sharing similar interests, they may
have varying degrees of competence and thus cannot be handled uniformly. It is essential that a personalized system is developed that can automatically respond to students' preferences and levels.

Systems that regain and filter the data by content and comparable profiles are known as recommendation systems (RS) [17]. These systems are very common in the research and application field, with several good application areas such as e-commerce, game, social media and others. Nevertheless, its use has expanded to include domains such as movie and music recommendations and education. Today, the research about recommender systems in an educational context has significantly advanced [18].

According to [17], various educational fields covered by RS:

- Supply advice to learners on their educational options. This includes suggesting learners a place to study that could be a college, school, and institute.
- Promoting learning by RS. Studies like [19] suggested a recommender system implemented in E-learning in order to be smart to present personalized courses.
- Applied RS to improve educational achievement.
- Employ recommender systems to recommend online courses from various vendors.
- Develop a suggested design for a recommendation system for scholarship’s purpose [20].

### 3.3 Advantages of e-learning during pandemic situation

The pandemic of COVID-19 made various institutions and universities remain temporarily locked. This closing tested the preparation of colleges to deal with a crisis that needs the assistance of advanced technology to allow efficient E-learning. This closing spurred the increase of E-learning activities so that there would be no delay to study. E-Learning provides learners with the opportunity to study at any place and at any time, including their requirements excellently. It presents online programs and learning resources following different classes such as Data Science, Design and HealthCare. For example, edX is an online learning platform. It hosts and offers valuable free online university-level courses and resources from around the world.

Faced with several courses and resources, it is tricky for students in the e-learning environment to determine associated learning resources. Besides, due to the diversity in the background; various students have various learning demands [2]. Accordingly, it is essential to improve recommender systems to assist learners in choosing courses, resources, or learning materials in E-learning [21]. E-learning has earned popularity due to the COVID-19 pandemic. It also encourages its advancement to deal with difficulties and gives them a more agreeable user experience.

In this part, we present some benefits of E-learning in the pandemic Covid-19 situation:

- E-learning aided assure distance learning, it was flexible, and learners could handle arrive teachers and educational materials.
- E-learning is also adaptable for individual learner’s demands and level of knowledge.
Enabling e-learning could support introverted students. Through e-learning, they could be more sure to share their opinions and engage in their classroom debate [22].

4 Big data platforms

4.1 Definition and features of big data

Big data is a vast and complicated selection of data sets that could not be perceived, acquired, handled, and analyzed using conventional data analysis applications and on-hand information systems software within a tolerable time. Besides the mass of data, several other characteristics define the distinction between "massive data" and "very big data".

In reality, a selection of meanings for big data is available in the literature:

SAS Company describes Big Data as follows: “Big data is a concept that represents the vast amount of data that floods a company on a day-to-day basis, including structured and unstructured. However, it is not the quantity of data that is essential. It is what companies are doing with the data that counts” [23].

In 2011, McKinsey Global Institute described big data as “Big data refers to data which volume is outside the capacity of traditional database analysis tools to collect, process, organize, and evaluate” [24]. Two meanings are included in this definition: first, the sizes of the database that correspond to the big data norm are developing and can increase with time or through technological progress; Second, the sizes of the database that correspond to the big data norm vary from each other in varied uses [25].

In order to understand Big Data, we are trying to discuss 4Vs. The Big Data solution should handle the "4Vs" of the big data:

1. Volume represents the size of the Terabytes (TB) to Petabytes (PB) data and associated large data structures, include documents, transfers, folders, and tables.
2. Velocity relates to techniques of transmitting big data, like batch, near time real-time, and stream data. Velocity also requires the pacing and delay features of data processing. Data can be analyzed, interpreted, saved, and handled rapidly.
3. Variety of big data extends to and incorporates various data types, including structured, unstructured, semi-structured data. The data format can be in the form of records, e-mails, text messages, audio, photographs, video, graphics, etc.
4. Value relates to advantages/value earned.

4.2 Big data preprocessing

Owing to the large range of data sources, the datasets obtained differ widely in noise, redundancy, accuracy, etc., which is definitely a waste to archive insignificant data. In contrast, some analytical methods include specific data coherence criteria [25]. Data preprocessing will then adjust the data to the criteria within each DM algo-
rithm, allowing the handling that would otherwise be unworkable [26]. Data preprocessing aims to cleaning and improving input data so that an ML process may be later implemented easier and more effectively.

Difference between Batch Processing and Stream Processing:

— Batch processing:
  • Processing of data blocks already stored by a given period.
  • This data contains millions of records for each day that can be stored as text files (CSV), or records stored in HDFS, SQL DBMS, NoSQL, etc.

— Stream processing:
  Contrary to batch processing where data is linked with a start and an end in a process that ends after finished data processing, stream processing is for processing endless data streams arriving in real-time continuously for days, months, years, and forever. It allows data to be introduced into analysis tools as soon as they are generated and to obtain instant analysis results.

Two approaches to setting up a streaming framework:
  • Native Streaming (Real-Time processing): Each incoming record is processed as it arrives, without waiting for the others. For example, Storm, Flink, Kafka streams, Samza.
  • Micro Batch Processing (Micro Batching): Incoming records every few seconds are batched, then processed in a single mini-batch with a delay of a few seconds. For example: Spark Streaming, Storm-Trident.

Data mining is simply part of the mechanism of knowledge discovery in Fig. 3. The concept of data mining is now used in a vast range of applications of all forms in the medical fields and security, financial data collection, media, and in particular, education [4]. For example, in the education field, the establishment can have the information required to take decisions before certain learners may drop out, or accurately select resources with a reliable estimation of how many learners may attend a specific course.

![Fig. 3. Knowledge Discovery in Databases Process][26]
The most critical point to note is that no single technique or collection of techniques is uniformly available. For any given query, the design of the data would have an impact on the technique we select. As a result, we would need a number of techniques and technology to identify the best available model.

In this section, we provide a summary of the major data mining methods used in the recommender systems field.

Classification: In the classification problem, the features are classified into two parts: a multiplicity of feature space and a label space [27], where the features reflect the characteristics of the items to be categorized and the labels reflect the categories [28].

Clustering: In the clustering challenge, we organize related files together in a large database of multidimensional files. This produces data fragments that are identical inside a set of points. Relying upon the application, per of these features may be handled differently [27].

Association Rule Mining: The most useful question when interacting with more than one data kind is what is the sense of the relationship between the two data types: is it powerful, feeble, or is there no correlation at all? The aim is to determine constraints that will indicate the probability of an element based on the occurrences of other elements in a transaction [28].

4.3 Big data technologies

Big Data technologies are a modern evolution of technologies and architectures developed to allow high-speed collection, exploration, and analysis to efficiently derive value from extremely large quantities of a wide range of data. Technologies for big data involve:
a) Batch type treatments
b) Real-time processing (streaming)
c) NoSQL databases
d) Data mining tools and techniques
e) Cloud computing platforms

4.4 Big data layered architecture

As suggested in [29], a big data structure can be described using a layered structure. The layered structure can be divided into three layers, i.e. the infrastructure layer, the computing layer, and the application layer.

The infrastructure layer is composed of a collection of processing and storage resources that can be managed into a Cloud computing infrastructure and made accessible through virtualization technologies. They would satisfy the need for big data in terms of optimizing device usage and resource capacity.

The computing layer produced numerous data techniques into a middleware layer that works via raw ICT resources. Typical technologies provide data integration, data management, and programming models:

a) Data integration involves the collection of data from various sources and the incorporation of the data set into a single collection with the requisite data pre-processing activities.
b) Data management relates to processes and techniques that offer continuous data storage and highly effective control, including distributed file systems and SQL or NoSQL data storage.

The programming model applies conceptual application logic and enables data analysis software.

The application layer provides programming model interfaces for the implementation of different data analysis operations, such as statistical analysis, clustering, classification, data mining, etc., and for the development of different big data applications.

4.5 Big data software

On various platforms, it is possible to manage big data. Two widely used frameworks are Hadoop and Spark. Apache Spark is commonly used to handle large volumes of data and to provide control for real-time analytics.

a) Hadoop Platform: Apache Hadoop is a software application utilized for distributed file system and the processing of big data. It handles datasets of large data in the context of the MapReduce framework. The following are the key constituents of Hadoop: [6]
b) Hadoop HDFS - Hadoop Distributed File System (HDFS) is the storage unit of Hadoop.
c) Hadoop YARN is Hadoop's Resource Control Module.
d) Hadoop MapReduce is based on YARN system, is the Hadoop treatment unit.
e) Hadoop Common supports the other Hadoop modules.
The Hadoop Distributed File System (HDFS): is a distributed file system built to operate on devices. HDFS is extremely fault-tolerant and is built to be used on low-cost devices. HDFS offers superior throughput access to server data and is ideal for systems with large amounts of data. HDFS is now a sub-project of Apache Hadoop.

Spark Platform: is a unified analytics engine for large-scale data processing. It is a computational platform, which provides superior efficiency for both batch and interactive handling [30]. Spark enables a collection of libraries like SQL and DataFrames, MLlib for machine learning, GraphX, and Spark Streaming. In the same framework, you can merge several libraries perfectly. Spark Core is the most primary building block of Spark as presented in Fig. 5. Spark Core facilitates the in-memory computations that drive the parallel and distributed processing of data [31].

Spark Streaming: This element deals with processing the real-time streaming data in a scalable and fault-tolerant way. It utilizes micro batching to read and treat incoming streams of data.

Spark MLlib: is the fundamental Machine Learning API for Spark. The conventional method of building ML models utilizing Python’s scikit learn library fronts much of difficulties when data size is enormous whereas MLlib is created in a way that gives feature engineering and machine learning at scale [31]. ML Algorithms constitute the center of MLlib. These involve common learning algorithms such as regression, clustering, recommendation system, and natural language processing.

Spark GraphX: This element surpasses in graph analytics and graph parallel execution.

---

**Fig. 5. Apache Spark Framework**
4.6 Cloud computing importance in big data

Dependable hardware infrastructures are essential to ensuring reliable computing in the big data model. The hardware architecture requires a mass of Flexible Distributed Information and Communication Technology (ICT) tools. Cloud computing refers to the distribution and utilization of the IT infrastructure, i.e. the procurement of the required services on-demand or in an adjustable manner over the Internet [25]. These services may be linked to the web and applications, or other services.

Big data is intimately associated with cloud computing. Big data is the purpose of the process of computation and demands a cloud server's processing power and computing ability. The key goal of cloud computing is to use immense computational resources and processing capabilities into focused control in order to supply granularity for information storage applications and to provide computing ability for big data technologies [25].

5 The Design of Recommender System using Big Data technologies based on Cloud computing

5.1 The recommendation process

First, from the diverse, multi-source, and irrelevant data, we collect student information, item information, and interest information to create the model of students and items through data ETL. Then create multiple separate recommendation systems by employing various algorithms. The method can be described in Fig. 6.

---

**Fig. 6.** Recommendation process
5.2 The proposed architecture of big data for e-learning recommendation system based on cloud

This part explains the overall architecture of our E-learning recommendation system using big data tools based on Google Cloud Platform depicted in Fig. 7, which can be separated into six module: Data sources, Data storage, Data preprocessing layer, Data query layer, Data analytics, the Application layer.

Fig. 7. Proposed architecture for e-learning recommender system
Data sources include all those fabulous sources from which the data extraction process is made, and thus this can be considered the initial step for the big data process. Datastores of platforms such as relational databases. Files are generated by a variety of platforms and are mostly part of static file systems.

Ingestion Layer: This layer is the first phase for the data arriving from variable sources to begin its travel. This layer is accountable for merging the unstructured, multi-structured, and multi-sources data, and collecting users’ features and items’ features through API or other such as Apache Flume (unstructured data), Apache Sqoop (structured data), which can aid immensely to enhance the efficacy of the recommender system.

Data storage: This layer concentrates on “where to keep such big data effectively”. Raw data storage system stocks available information fully, safely, and continuously for potential data mining and analysis purposes.

Data preprocessing layer: In this preliminary layer, a computing system is used to process large raw data with the aim to extract useful information. We can say that the information we obtained in the preceding layer is being handled in this layer. We can use a Dataproc service: it makes it possible to process Open Source data analysis (Apache Hadoop, Apache Spark, Kafka etc.) in the cloud quickly, easily, and more securely within the Google Cloud Platform ecosystem. It is a service that is completely devoted to processing and improving data in stream mode.

Data query layer: This is the layer where the analytical handling is involved. The preliminary objective here is to collect the value of the data to make it more usable for the following layer.

Data analytics: In this module, we begin with a data-mining algorithm or machine learning in an attempt to discover an appropriate model for data.

Application layer: This layer is an interface between students and the device, like setup, control, feedback, and display. It enables the modification of variables and indicators of hybrid recommendation systems to ensure the efficiency of the framework.

5.3 Setting up the Environment Configuration

a) Launching Instance

In order to give a proposal for implementing our design displayed in Fig.7 we create a Linux virtual machine instance in Compute Engine using the Google Cloud Console.

- Operating system: Ubuntu 20.04 LTS.
- 2 vCPU With an allocation of 4GB main memory

b) Data Science Environment Set Up

When we launch a Google Compute Engine instance, it is started from the Google Compute Engine page. This console is used to set up the data science environment, using Dataproc, we create Hadoop and Spark cluster. For cluster type, we choose a standard multi-node cluster. The configuration could yet, be scaled up from single machines to multiple machines. We created our environment big data
utilizing for storage: Hadoop Distributed File System (HDFS) Apache Hadoop 3.2.2 version, and for processing data, we utilize Apache Spark 3.0.1 version.

This form is a trial implementation for combining big data tools and techniques in E-learning. Our future works will present more details on the processes of implementation, algorithms, and results.

6 Conclusion and future works

The main aim of the current work was to design a model of a recommender system for finding obtain higher-quality resources and achieving the learning objective. The development of big educational data is similar to the development of e-learning and associated systems. Therefore, the principal contribution of this article is the recently suggested model design for handling big educational data produced by the Moodle system using big data technologies. At the same time, advanced cloud computing technologies will allow academic institutions to enhance their services to satisfy their requirements and facilitate the management of data and educational resources. Our next work will involve more details on the processes of implementation, algorithms, and results and adapting it to the education of our university.
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