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Abstract

One of the fundamental concerns in the operation of modern power systems is the assessment of their frequency stability in case of inertia-reduction induced by the large share of power electronic interfaced resources. Within this context, the paper proposes a framework that, by making use of linear models of the frequency response of different types of power plants, including also grid–forming and grid–following converters, is capable to infer a numerically tractable dynamical model to be used in frequency stability assessment. Furthermore, the proposed framework makes use of models defined in a way such that their parameters can be inferred from real-time measurements feeding a classical least squares estimator. The paper validates the proposed framework using a full-replica of the dynamical model of the IEEE 39 bus system simulated in a real–time platform.
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1. Introduction

The recent technical literature has acknowledged the fact that modern and future power systems may experience reduction of their inertia due to the large-share of resources interfaced via power electronics. In this respect, system operators are, and will, facing new challenges to operate their grids safely, since phenomena that used to be uncommon in traditional power grids, such as large frequency modulations and rapid frequency variations, are more likely to be experienced. In this context, the co-existence of conventional generation units with renewable resources needs to be included in the grid regulation schemes \cite{1, 2, 3, 4}.

The classical literature has clustered the global problem of power system stability in three main sub-categories: rotor angle stability, frequency stability and voltage stability \cite{5}. Recent works have discussed the effects of the integration of power electronic converters for each of these sub-categories, \textit{e.g.} small–signal stability of converter’s controls \cite{6, 7, 8}, current and voltage control loops and Phase Locked Loop (PLL) \cite{9, 10, 11, 12}; transient stability evaluations \cite{13, 14}; voltage stability under several fault conditions \cite{11, 15, 16, 17}.

Furthermore, frequency stability studies accounting for the presence of power electronic interfaces are mainly related to the influence of the active and reactive power control loops, which can be
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suitably designed to make the converter able to reproduce the behaviour of a synchronous machines \[18, 19, 20\].

In this respect, depending on their operation, power converters can be classified into *grid-following* and *grid-forming*.\[2\] The former is based on a power converter whose injected currents are controlled with a specific phase displacement with respect to the grid voltage at the point of connection. As a consequence, the knowledge of the fundamental frequency phasor of the grid voltage at the point of connection is needed at any time for the correct calculation of the converter reference currents, whose amplitude and angle with respect to the grid voltage phasor are properly modified by outer control loops so as to inject the required amount of active and reactive power. The converter might entail additional outer loops modifying active and reactive current set-points, in order to provide regulation of grid frequency and grid voltage at the point of connection. This type of control does require the grid to be energised \[21\].

A grid–forming converter controls both frequency and voltage amplitude at its connection point providing either an a-static or droop-controlled frequency regulation. The grid-forming unit behaves always as a voltage source behind an impedance. As a consequence, the knowledge of the fundamental frequency phasor of the grid voltage at the point of connection is not needed. Since the current provided by the power converter is not necessary controlled, its output impedance can be modified according to the operating conditions in order to satisfy the current limitations of the converter and prevent from hardware damages. The classical literature has named these converters as Voltage Source Converter (VSC). In view of the above, this type of converters does not require, in general, the use of a PLLs \[21, 24\].

Most of the existing literature has addressed the problem of system stability usually considering converters operating in parallel with other similar devices \[8, 23, 26, 27\] or connected to an infinite busbar \[7, 8, 28\]. Many studies are focused on the determination of the system stability using impedance-based criteria \[29, 30\]. Frequency stability studies are usually related to microgrids or isolated networks \[14, 31\], and power converters are represented with simplified models (e.g. a simple delay) \[32, 33\], especially when the regulation is provided by a mixture of converter-based units and traditional generation. The mix of traditional units and power converters, operated with different control strategies such as grid–forming or grid–following, all cooperating to the frequency control, is not usually considered in literature, even if it represents the most probable scenario for the next future.

In this paper, we consider the problem of frequency stability in a scenario that involves the presence of traditional and converter–based units both providing frequency control. The purpose is to define a numerically-tractable multi-area equivalent linear model of the original dynamical system, suitable to be used in frequency stability studies. The end–user of such a model is the system operator, who has availability of field measurements and desires to investigate frequency stability of his grid, using time-domain simulation and equivalent modeling in order to study new control strategies. Specifically, the defined multi-area linear model can be used for tuning and testing regulation strategies (e.g. primary, secondary loops, Power System Stabilizers (PSS), $H_\infty$ robust control \[34\]), or for the definition of simpler model based on reduction techniques \[35\]. The proposed formulation integrates an algorithm to infer the model’s parameter from the field measurements suitably coupled with a classical least squares estimator.

The flowchart in Figure 1 summarises the proposed approach. Specifically, the aim is to develop a linear model for each system control area which is potentially composed by both traditional thermal and/or hydroelectric units and converter based units. Classical models of generating units are
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adapted form classical literature and identified with a Least Squares Optimisation (LSO) performed using power, $P(t)$ and frequency measurements, $f(t)$, as inputs. The converter based units models are obtained through the linearization of the system model and control loops. Models are tuned by using known control and system parameters. When not available, converters parameters can be optionally identified using LSO. Load flow results (such as active and reactive powers, $P_0$ and $Q_0$, voltages $V_0$, currents $I_0$ and angles $\theta_0$), define the initial operating point.

The area equivalent model is tuned performing a second LSO which defines equivalent inertia $H_i$ and damping coefficients $D_i$. Finally, the proposed approach is validated by means of a comparison with the results obtained by a full-replica dynamical model of the IEEE 39 bus system implemented into a real–time simulator.

The contributions of the paper are: (i) development of an equivalent linear model for grid–following converters, (ii) introduction of a rigorous approach to include grid–following and grid–forming units into linear models to be used in traditional frequency stability studies; (iii) definition of a strategy to identify the parameters of these equivalent models based on the knowledge of power and frequency measurements and the initial system equilibrium point. As mentioned, an original contribution of this paper is the integration of the equivalent linear model of grid–forming converters proposed in [26] with a suitably developed equivalent linear model of grid–following converters. This model is obtained through a rigorous linearization process, considering the full–replica of the original nonlinear model and applying usual hypothesis adopted in classical frequency stability studies (e.g. constant voltage). The motivation behind the development of an equivalent linear model is to allow for its parameter identification, which can be carried out using standard LSO techniques designed for linear models.

We finally validate the approach with comparison with a non–linear dynamical model implemented on a real–time simulator. The validation and the numerical results also show the practical implementation of the procedure also for online identification of the linear models and online frequency stability assessment.
Section 2: Models for frequency stability studies

The primary frequency control schemes, typically divide the power system into groups of generators and loads named control areas. A multi-area power system consists of a set of areas interconnected by tie-lines. Two classical hypotheses are adopted:

1. frequency is equal within a control area [34];
2. voltage phenomena are faster than the frequency dynamics and thus they can be neglected.

In this paper, we consider the representation of a multi-area power system as illustrated by Fig. 2. Specifically, the $i$-th area is composed by $n_{j,i}$ hydroelectric units, $n_{k,i}$ thermoelectric units, $n_{r,i}$ grid–forming units and $n_{z,i}$ grid–following units each one modelled by one or more transfer functions. The area power system, and the associated inter–area connections, are also included. The details of each control block are provided in the following subsections.

2.1. Converter–based power plants

Figure 3 shows the schemes of the two classes of power converters considered in this paper: grid–following and grid–forming. In general, power converters can be divided into three main components: switching devices, grid coupling filter and controls. Switching devices and grid coupling filters constitute the physical part of the converter and they are the same both for grid–following and grid–forming configurations. Control and filtering have a significant effect on the system performance [22]. The filtering action is usually provided by a third-order LCL filter, composed by the summation of the LC converter’s filter and the coupling transformer or the coupling line inductance [22].

The control that can operate the converter as a grid–following or a grid–forming unit, presents an inner and an outer loop. The inner control loop, usually similar for both the converter types,
Figure 3: (a) Grid–following and (b) grid–forming converter both operating in grid-supporting mode.
is the \(-dq\) current Proportional–Integral (PI) controller, which defines the reference signal for the Pulse Width Modulation (PWM). Moreover, the performance of this control loop are improved by the inclusion of the grid voltage feed–forward and the decoupling network term [26].

The outer controllers are, instead, different for the grid–following and grid–forming converters. Indeed, the outer control of grid–following converters defines the current reference provided to the current loop from active and reactive power set–points (these last can be provided by higher–level controllers such as Maximum Power Point Tracking (MPPT), dispatch or energy management systems). When the grid–following operates in grid–supporting mode, the power set–points present additional terms proportional to the frequency deviation and to the voltage deviation, respectively (Fig. 3(a)). The frequency measurement, as well as the angle reference for the \(-dq\) transformation, are given by the SFR–PLL.

The current references for the grid–forming converter are set by a voltage PI control loop. Even in this case, a current feed–forward could be used to improve the control’s performance. The voltage \(-dq\) reference is given to the controller externally as well as the frequency reference which is also used to set the angle reference for the \(-dq\) transformation. The grid–forming converter can also operate in grid–supporting mode by setting the voltage reference through a virtual impedance controller used to emulate the behaviour of synchronous machine (Fig. 3(b)). Specifically, as in the simplified scheme of a synchronous generator, the converter voltage is linked to the grid with an impedance [21, 26]. Moreover, the frequency reference is set by the summation of the nominal value and a term proportional to the power deviation in the so called reverse droop control. Additional filters can be added to this droop controller in order to improve stability and performance [26].

### 2.1.1. Physical component model

Let us consider the coupling transformer between the converter and the grid shown in Fig. 3. The physical part of the converter is modelled by the following equations, expressed in per unit (pu) and in \(dq\) coordinates:

\[
\frac{L_c \, di_{gd}}{\omega_b \, dt} = e_{gd} - v_{gd} - R_c i_{gd} + \omega_g L_c i_{gq} \tag{1}
\]

\[
\frac{L_c \, di_{gq}}{\omega_b \, dt} = e_{gq} - v_{gq} - R_c i_{gq} - \omega_g L_c i_{gd}. \tag{2}
\]

where \(L_c\) and \(R_c\) are in pu of the transformer’s basis and \(\omega_g = 1\) pu is the nominal system frequency. The system base values assumed in this paper are: \(S_b = 100\, \text{MW}, \, V_{b1} = 22\, \text{kV}, \, V_{b2} = 345\, \text{kV}, \, Z_{bi} = V_{b1}^2 / S_b, \, Y_{bi} = 1 / Y_{bi}, \, f_b = 50\, \text{Hz}, \, \omega_b = 2\pi f_b\, \text{rad} s^{-1}\). Additionally, in model (1–2), the voltage phasors result to be \(v_g = V_g e^{j\varphi} = v_{gd} + jv_{gq}\) and \(e_g = E_g e^{j\delta} = e_{gd} + je_{gq}\). Moreover, a fixed grid voltage \(v_{g0} = V_{g0} e^{j\varphi_0} = v_{g0d} + jv_{g0q}\) is assumed.

Model (1–2) is linearized to obtain the following multi-input multi-output (MIMO) transfer function:

\[
\begin{bmatrix}
\Delta i_{gd}(s)
\Delta i_{gq}(s)
\end{bmatrix}
= \begin{bmatrix}
G_{i_{gd},\delta}(s) & G_{i_{gd},E_g}(s)
G_{i_{gq},\delta}(s) & G_{i_{gq},E_g}(s)
\end{bmatrix}
\cdot
\begin{bmatrix}
\Delta \delta(s)
\Delta E_g(s)
\end{bmatrix}
\tag{3}
\]

Moreover, the converter active and reactive power at the Grid Coupling Point (GCP) expressed for the \(dq\) frame are, \(P = i_{gd}e_{gd} + i_{gq}e_{gq}\) and \(Q = i_{gq}e_{gd} - i_{gd}e_{gq}\). The linearisation of these equations returns the following MIMO transfer function:

\[
\begin{bmatrix}
\Delta P(s)
\Delta Q(s)
\end{bmatrix}
= \begin{bmatrix}
T_{P,\delta}(s) & T_{P,E_g}(s)
T_{Q,\delta}(s) & T_{Q,E_g}(s)
\end{bmatrix}
\cdot
\begin{bmatrix}
\Delta \delta(s)
\Delta E_g(s)
\end{bmatrix}
\tag{4}
\]
The expressions of the transfer functions in (3) and (4), listed in the following, are computed using the linearizations

\[ e_{gd} \approx E_{g0} \cos \delta_0 - E_{g0} \sin \delta_0 \Delta \delta + \cos \delta_0 \Delta E_g, \quad (5) \]

\[ e_{gq} \approx E_{g0} \sin \delta_0 + E_{g0} \cos \delta_0 \Delta \delta + \sin \delta_0 \Delta E_g \quad (6) \]

and the relations

\[ v_{gd} = V_{g0} \cos \delta_0, \quad (7) \]

\[ v_{gq} = V_{g0} \sin \delta_0, \quad (8) \]

where the subscript 0 indicates the operating points.

For the MIMO transfer function (3), we have:

\[ G_{i_d, \delta}(s) = \frac{-\sin \delta_0 \left( \frac{L_c}{\omega_b} \right) s + R_c}{\omega_c L_c} \frac{E_{g0}}{\omega_0}, \quad (9) \]

\[ G_{i_q, \delta}(s) = \frac{\cos \delta_0 \left( \frac{L_c}{\omega_b} \right) s + R_c}{\omega_c L_c} \frac{E_{g0}}{\omega_0}, \quad (10) \]

\[ G_{i_d, E_g}(s) = \frac{\cos \delta_0 \left( \frac{L_c}{\omega_b} \right) s + R_c}{\omega_c L_c} \frac{E_{g0}}{\omega_0}, \quad (11) \]

\[ G_{i_q, E_g}(s) = \frac{\sin \delta_0 \left( \frac{L_c}{\omega_b} \right) s + R_c}{\omega_c L_c} \frac{E_{g0}}{\omega_0}, \quad (12) \]

The MIMO transfer function (4), is obtained substituting \((9)-(12)\) in the linearization of the powers at GCP,

\[ T_{P, \delta}(s) = \frac{\beta_{2, P \delta} s^2 + \beta_{1, P \delta} s + \beta_{0, P \delta}}{\left( \frac{L_c^2}{\omega_b^2} \right) s^2 + \left( \frac{2R_c L_c}{\omega_b} \right) s + \left( \frac{R_c^2 + \omega_g^2 L_c^2}{\omega_b^2} \right)}, \quad (13) \]

\[ \beta_{2, P \delta} = \frac{Q_1 L_c^2}{\omega_b^2}, \quad \beta_{1, P \delta} = \frac{2Q_0 R_c L_c}{\omega_b}, \quad \beta_{0, P \delta} = Q_0 \left( R_c^2 + \omega_g L_c^2 \right) + E_{g0}^2 \omega_g L_c, \]

\[ T_{Q, \delta}(s) = \frac{\beta_{2, Q \delta} s^2 + \beta_{1, Q \delta} s + \beta_{0, Q \delta}}{\left( \frac{L_c^2}{\omega_b^2} \right) s^2 + \left( \frac{2R_c L_c}{\omega_b} \right) s + \left( \frac{R_c^2 + \omega_g^2 L_c^2}{\omega_b^2} \right)}, \quad (14) \]

\[ \beta_{2, Q \delta} = -\frac{P_0 L_c^2}{\omega_b^2}, \quad \beta_{1, Q \delta} = \frac{E_{g0}^2 L_c}{\omega_b} s - \frac{2P_0 L_c R_c}{\omega_b}, \quad \beta_{0, Q \delta} = E_{g0}^2 R_c - P_0 \left( R_c^2 + \omega_g^2 L_c^2 \right). \]
2.1.2. Grid–forming converter

As discussed above, the grid–forming converter can be considered as an ideal voltage source with a low–output impedance, setting the voltage amplitude and frequency of the grid by using a proper control loop and, in general, it does not require the usage of PLLs [21].

The grid–supporting mode can be applied to a grid–forming converter as presented in the MIGRATE EU project and depicted in Fig. 4 [26]. Note that the equivalent model considers only the active power control loop since in the grid–forming converter there is a separation of the control channels (this is not true for the grid–following converter). Parameter \( m_p \) is defined as the inverse of the droop, \( \omega_c \) is the cut–off frequency of the low pass filter added to increase the control performance by avoiding fast frequency variations. \( T_1 \) and \( T_2 \) are the time constants of the feedback function on the power measurements. Such a function adds a lead–lag action which improve the stability of the control [26]. As in [26], from Fig. 4, the system transfer function can be computed
as follows:

$$\Delta P_r = G_{P_r,P_r^*} \Delta P_r^* + G_{P_r,\omega_r^*} \Delta \omega_r^* + G_{P_r,\omega_g} \Delta \omega_g,$$

$$G_{P_r,P_r^*} = \frac{\Delta P_r}{\Delta P_r^*} = \frac{m_p G_1 T_p}{1 + m_p G_1 T_p G_2},$$

$$G_{P_r,\omega_r^*} = \frac{\Delta P_r}{\Delta \omega_r^*} = \frac{G_1 T_p}{1 + G_1 T_p m_p G_2},$$

$$G_{P_r,\omega_g} = \frac{\Delta P_r}{\Delta \omega_g} = -\frac{T_p \omega_b}{s} + \frac{G_1 T_p}{1 + G_1 T_p m_p G_2}.$$

(17)

2.1.3. Grid–following converter

It behaves as an ideal current source connected to the grid. The current phasor is synchronized with the AC voltage through the PLL. The phase tracking is realised when the rotating frame angle $\vartheta_{pll}$ set by the PI controller is such that the $q$-axis voltage results to be null [13].

The grid coupling can be represented in terms of phasors and in the rotating frame of the PLL, as follows:

$$E_g e^{j\delta - \vartheta_{pll}} = I_g Z_g e^{j\varphi + \vartheta_z} + V_g e^{j\vartheta_g - \vartheta_{pll}},$$

(18)

where $z_g = Z_g e^{j\vartheta_z}$ is the transformer impedance (see appendix Appendix A, Fig. A.12-a). The $q$ component can be expressed as

$$e_{gq} = E_g \sin (\delta - \vartheta_{pll}),$$

$$e_{gq} = I_g Z_g \sin (\varphi + \vartheta_z) + V_g \sin (\vartheta_g - \vartheta_{pll}).$$

(19)

(20)

Equation (20) can be linearized as

$$\Delta e_{gq} \approx V_g (\Delta \vartheta_g - \Delta \vartheta_{pll}),$$

(21)

since $I_g Z_g \sin (\varphi + \vartheta_z)$ can be assumed as constant. Then considering what described in Fig. 3 a and that $\Delta \vartheta_{pl} = 1/s \omega_g$, $\Delta \vartheta_{pl} = 1/s \omega_{pl}$ and $\Delta \omega_{pl} = P I_{pl}(s) \Delta e_{gq}$ it is can be verified that the PLL behaviour can be reproduced by the block diagram in Fig. 5. Details can be found in appendix Appendix A. In particular, the PLL behaviour can be represented with the following transfer functions:

$$\Delta \vartheta = \frac{1}{s + P I_{pl} V_g 0} \Delta \omega_g = G_{\delta,\omega_g} \Delta \omega_g,$$

(22)

$$\Delta \omega_{pl} = L P F_{pl} \frac{1}{s + P I_{pl} V_g 0} \Delta \omega_g = G_{\omega_{pl},\omega_g} \Delta \omega_g.$$

(23)

where, $P I_{pl}(s) = K_{p,x} + K_{i,x}/s$, and $L P F_{pl}(s)$ is the low pass filter transfer function. In this case we consider a second order filter with damping ratio $\varsigma$ and natural frequency or cut-off frequency $\omega_{pl,f}$.

The control scheme of a grid–following converter does not exhibit the separation of active and reactive power control loops, therefore both channels should be considered in the model. The
current loop transfer function can be obtained, considering the block diagram in Fig. 5 as:

\[
\Delta i_{gd} = \frac{P_i G_{i_{d},E_g}}{1 + P_i G_{i_{d},E_g}} \Delta i^\text{ref}_{gd} + \frac{G_{i_{d},\delta}}{1 + P_i G_{i_{d},E_g}} \Delta \delta,
\]

(24)

\[
\Delta i_{gq} = \frac{P_i G_{i_{q},E_g}}{1 + P_i G_{i_{q},E_g}} \Delta i^\text{ref}_{gq} + \frac{G_{i_{q},\delta}}{1 + P_i G_{i_{q},E_g}} \Delta \delta.
\]

(25)

Note that since this is a variation model, the feed–forward control has been neglected. The current reference are:

\[
\Delta i^\text{ref}_{gd} = \frac{1}{e_{gd0}} \Delta P^* + \frac{1}{e_{gd0}} \frac{G_{i_{d},\omega_{g}}}{R_{p} e_{gd0}} \omega_{g,\omega_{g}} \Delta \omega_{g},
\]

(26)

\[
\Delta i^\text{ref}_{gq} = \frac{1}{e_{gd0}} \Delta Q^*.
\]

Thus, combining equations (24)–(26) we derive:

\[
\Delta i_{gd} = \frac{P_i G_{i_{d},E_g}}{1 + P_i G_{i_{d},E_g}} \frac{1}{e_{gd0}} \Delta P^* + \frac{G_{i_{d},\delta}}{1 + P_i G_{i_{d},E_g}} \omega_{g,\omega_{g}} \Delta \omega_{g},
\]

(27)

\[
\Delta i_{gq} = \frac{P_i G_{i_{q},E_g}}{1 + P_i G_{i_{q},E_g}} \frac{1}{e_{gd0}} \Delta Q^* + \frac{G_{i_{q},\delta}}{1 + P_i G_{i_{q},E_g}} \omega_{g,\omega_{g}} \Delta \omega_{g}.
\]

(28)
Finally, the active power variation can be computed as \( \Delta P_z = \Delta i_{gd} e_{gd0} + \Delta i_{gq} e_{gq0} \), therefore,

\[
\Delta P_z = G_{P_z,P_z^*} \Delta P_z^* + G_{Q_z,Q_z^*} \Delta Q_z^* + G_{P_z,\omega_g} \Delta \omega_g, \quad (29)
\]

\[
G_{P_z,P_z^*} = \frac{PI_c G_{id,E_g}}{1 + PI_c G_{id,E_g}} \quad G_{Q_z,Q_z^*} = \frac{PI_c G_{id,E_g}}{1 - PI_c G_{id,E_g} e_{gq0}} \quad G_{P_z,\omega_g} = \frac{(G_{id,\delta e_{gd0}} + G_{id,\delta e_{gq0}}) G_{\delta,\omega_g}}{1 + PI_c G_{id,E_g}} - \frac{PI_c G_{id,E_g} G_{\omega_p,\omega_g}}{1 + PI_c G_{id,E_g} R_p}.
\]

2.2. Hydroelectric power plant

The hydroelectric unit can be represented by the following transfer function which considers the governor, with transient droop compensation modelled by the first two transfer functions, and the hydraulic turbine \[37, 38\]:

\[
G_j(s) = \frac{\Delta P_j(s)}{\Delta P_j^*(s) + \Delta \omega_g(s)/R_j} \quad G_j(s) = \frac{K_{g,j}}{T_{g,j} s + 1} \cdot \frac{T_{r,j} s + 1}{T_{r,j} s + 1} \cdot \frac{\alpha_2,j T_{w,j} s + 1}{\alpha_1,j T_{w,j} s + 1}
\]

where \( T_{g,h} \) is the governor time constant; \( R_t \) and \( T_r \) are the temporary droop and the reset time, respectively; \( T_w \) is the water time constant, also said water starting time.

Coefficients \( \alpha_1, \alpha_2, \alpha_3 \) are related to the nonlinearity of the physical mode. In the literature there are several definitions mainly related on the hypothesis made to linearize the model, e.g. in \[38\] it is said that the first two are proportional to the opening grade of the valve and therefore proportional to the initial active power while the third one is set equal to one, thus, \( \alpha_1 = \alpha_2 = kP_0 \), \( \alpha_3 = 1 \), with \( k = 1/g_{max} - g_{min} \), namely, the maximum and the minimum opening of the control valve.

2.3. Thermoelectric power plant

The thermoelectric power plant considered in this paper consists of a steam turbine of common use \[37\]. The system is composed by high pressure (HP) section, reheater and low pressure (LP) sections. The system controller acts on a control valve which modulates the steam in the flow in the HP section, this is modelled by the time constant \( T_{ch} \). The flow which goes out of the HP section pass through an intercept valve which is ahead of the reheater. The time constant associated to the reheater is \( T_{rh} \). The power generated by the turbine is the sum of the power in each sections \( F_{hp} \) and \( F_{lp} \) indicate the per unit fraction of the power generated by the turbine sections when the valve is fully open and the turbine is generating the nominal power, therefore \( F_{hp} + F_{lp} = 1 \). \[37\]. \( T_{g,t} \) is the governor time constant. The complete transfer function is,

\[
G_k(s) = \frac{\Delta P_k(s)}{\Delta P_k^*(s) + \Delta \omega_g(s)/R_k} \quad G_k(s) = k_{g,k} T_{g,k} s + 1 \cdot \beta_3 \frac{F_{hp,k} \beta_1 T_{rh,k} s + 1}{(\beta_2 T_{rh,k} s + 1) (T_{ch,k} s + 1)}.
\]

As for the hydro units, \( \beta_1, \beta_2, \beta_3 \) are parameters related to the linearization hypothesis. In this paper, we assume the definition reported in \[37\], which is \( \beta_1 = \beta_2 = 1, \beta_3 = kP_0 \).
2.4. Control area power system

The control area power system can be approximated with a single bus–bar element whose response is approximated by a first order transfer function as shown in Fig. 2, in which \( H_i \) is the summation of all the inertia constant of the machine in the \( i \)-th area, and \( D_i \) is the damping coefficient. The interaction between the areas, can be modelled thought the tie–lines synchronising coefficients \( T_{i,j} \), computed from the load flow results, e.g. for a generic tie–line from area 1 to 2 \([34]\): \( T_{12} = (|V_1||V_2|)/X_{12}\cos(\delta_0^1 - \delta_0^2) \), where \( X_{12} \) is the line reactance, \( V_1, V_2 \) are the voltages amplitude and \( \delta_0^1, \delta_0^2 \) are the initial angles.

3. Parameters identification

The parameters of the models presented in Section 2 are inferred by performing a system identification fed by measurements supposed to be available to the system operator from a distributed sensing infrastructure composed, for instance, by Phasor Measurement Units (PMU). Additionally, the identification problem requires the knowledge of the system initial condition also supposed to be available from the load flow calculation or a state estimation process. More specifically, the measurements required for the algorithm consists of powers and frequency recorded at the occurrence of some events in the grid e.g. load connections or disconnections, variations of generator set-points.

Parameters of hydro and thermal units are generally unknown since they derive from the simplification and the linearization of complex physical systems. However, in the existing literature, some indications regarding the range of values for the parameters of equations (30) and (31) can be found in \([37, 39, 38]\). These intervals can be used to constrain the identification problem.

Differently, the parameters required to determine the converters transfer functions can be derived using the values of gains and time constants, precisely defined in the devices design, and load flow results. In this work, we first assume the availability of such converters design parameters. However, in some cases, the system operator, which is the end–user of the proposed model, cannot have access to the values of these parameters. Therefore, an identification procedure is proposed both for hydro and thermal units and for converter–based units.

The identification is realised in two steps: first step: the unit transfer functions are identified by considering the single unit alone; second step: the grid transfer function is obtained by considering all the pre-identified models together.

3.1. Step 1: Single unit function identification

3.1.1. Hydro and thermal units

The machine parameters identification is performed by solving the following LSO problem for each \( j \)-th hydro unit and \( k \)-th thermal unit. The solution space is box-constrained by literature–based range values.

\[
\begin{align*}
\min_{\vec{x}_{h,j}(t,k)} & \sum_{t_s} (P_{h,j,(t,k)}(t_s) - \hat{P}_{h,j,(t,k)}(t_s))^2 \\
\vec{x}_{h,j} &= [T_{g,j} \quad T_{r,j} \quad R_{t,j}] \\
\vec{x}_{t,k} &= [T_{g1,k} \quad T_{g2,k} \quad T_{rh,k} \quad T_{ch,k} \quad T_{hp,k}] \\
LB_{h,j,(t,k)} &\leq \vec{x}_{h,j,(t,k)} \leq UB_{h,j,(t,k)} \\
P_{h,j,(t,k)}(t_s) &= |\text{sim}\left(G_{h,j,(t,k)}(s), \hat{u}_{h,j,(t,k)}(t_s)\right)|
\end{align*}
\]
The optimization variables are $\bar{x}_{h,j}$ for the hydro case and $\bar{x}_{z,m}$ for the thermal one. $UB_{h,j,(t,k)}$ and $LB_{h,j,(t,k)}$ are the upper and lower bound which delimited the space of $\bar{x}$. $t_s$ is the sampling time. Moreover, the function $lsim(\text{transfer function, input})$ indicates the results of the simulation of the the given transfer function $G_{h,j,(t,k)}(s)$ parametrized with the $\bar{x}_{h,j,(t,k)}$, for a given input. Specifically, in this context the input corresponds to the regulating signal provided to the units, $\Delta P^*_{h,j,(t,k)}(t_s) + \Delta \omega(y(t_s))/R_{j,(k)} = \bar{u}_{h,j,(t,k)}(t)$ and the measured active power corresponding to the same input signal, $\bar{P}_{h,j,(t,k)}(t)$. Problem (33)- (37) is nonlinear and non-convex and, in order to detect the best results, we adopted a brute-force approach where several LSO have been solved starting from different initial conditions, $\bar{x}^0_{h,j,(t,k)}$, randomly defined within the solution space. Thus, the best solution is the one that ensures the best fitting between the real $\bar{P}_{h,j,(t,k)}(t_s)$ and the measured power $P_{h,j,(t,k)}(t_s)$.

3.1.2. Converter-based units

For converter–based units, the parameter identification is performed by solving the following LSO problem for each $l$-th grid–following and $m$-th grid–forming converter–based unit.

$$\min_{\bar{x}_{r,l,(z,m)}, t_s} \sum_{t_s}(P_{r,l,(z,m)}(t_s) - \bar{P}_{r,l,(z,m)}(t_s))^2$$

(38)

$$\bar{x}_{r,l} = [\omega_{c,r,l} \ T_{1,r,l} \ T_{2,r,l}]$$

(39)

$$\bar{x}_{z,m} = [k_{i,p} \ k_{p,p} \ k_{i,i} \ \omega_{pf}]$$

(40)

$$LB_{r,l,(z,m)} \leq \bar{x}_{r,l,(z,m)} \leq UB_{r,l,(z,m)}$$

(41)

$$P_{r,l,(z,m)}(t_s) = lsim (G_{r,l,(z,m)}(s), \bar{u}_{r,l,(z,m)}(t_s))$$

(42)

where $G_{r,l}(s), G_{z,m}(s)$ and $\bar{u}_{r,l}(t_s), \bar{u}_{z,m}(t_s)$, are the transfer functions and the input vectors of the multi-input models (17) and (19), defined as follows:

$$G_{r,l}(s) = [GP_{r,l,P_{r,l}} \ GP_{r,l,\omega_{r,l}} \ GP_{r,l,\omega_g}]$$

(43)

$$G_{z,m}(s) = [GP_{z,m,P_{z,m}} \ GP_{z,m,Q_{z,m}} \ GP_{z,m,\omega_g}]$$

(44)

$$\bar{u}_{r,l}(t_s) = [\Delta P^*_{r,l}(t_s) \ \Delta \omega^*_{r,l}(t_s) \ \Delta \omega_g(t_s)]^T$$

(45)

$$\bar{u}_{z,m}(t_s) = [\Delta P^*_{z,m}(t_s) \ \Delta Q^*_{z,m}(t_s) \ \Delta \omega_g(t_s)]^T$$

(46)

The optimization variables are $\bar{x}_{r,l}$, for grid–following converters and $\bar{x}_{z,m}$, for grid–forming converters. Note that these vectors collect only subsets of the parameters required by the two transfer functions. Indeed, they are the only ones that might be unknown by the system operator since the other parameters, $Lc$ and $Rc$, should be known in order to solve the load flow. Initial powers, currents and angles at the coupling point are provided by a load flow solution; and active and reactive power set points are assumed to be known by the system operator.

3.2. Step 2: Grid transfer function identification

The grid transfer function is identified by means of the following LSO problem:

$$\min_{\bar{x}_g} \sum_{t}^{N} (\omega_{g,i}(t) - \bar{\omega}_{g,i}(t))^2$$

(47)

$$\bar{x}_g = [H_i \ D_i]$$

(48)

$$LB_g \leq \bar{x}_g \leq UB_g$$

(49)

$$\omega_{g,i}(t) = lsim (SYS(s), \bar{u}_{g,i}(t)).$$

(50)
where $\vec{x}_g$ is a vector composed by the inertia constants and the damping coefficients of all the areas; $\hat{\omega}_{g,i}(t)$ is the frequency of the centre of inertia provided by the real–time measurements; $SY_{S}(s)$ is the complete multi–area system transfer function; $\vec{L}_B_g$ and $\vec{U}_B_g$ are the upper and lower bound that define the solution space. Specifically, for the inertia the limits are imposed by considering a variation of ±20% from the theoretical value. For the damping coefficients, the limits are imposed by considering the type of load i.e. commercial, industrial and residential [37]. Let us consider the following load model and its linearization in respect to $\Delta \omega_g$:

$$P_l = P_{l0} \left( \frac{V_g}{V_{n}} \right) k_{pv} (1 + k_{pf} \omega_g)$$

$$\Delta P_l = P_{l0} \left( \frac{V_{g0}}{V_{n}} \right) k_{pv} k_{pf} \Delta \omega_g = K \Delta \omega_g,$$

it can be demonstrated that the summation of all the terms $K$ for all the load in the area is equal to $D_i$. Therefore, by knowing the range of variation for $k_{pv} \in [k_{pv}^{\min}, k_{pv}^{\max}]$ and $k_{pf} \in [k_{pf}^{\min}, k_{pf}^{\max}]$ [37] and the load flow results for $V_{g0}$, it is possible to define a range $D_i \in [D_i^{\min}, D_i^{\max}]$.

4. Simulation setup

The equivalent models and the identification procedure, introduced in the previous sections, are validated by using a real—time simulation setup which implements a modified version of the IEEE 39 bus benchmark system, Fig. 6 [40]. Details on the parameters of lines, loads, machines and load flow can be found in [40, 41, 42] and the grid model is available in open source at [43]. The main variations form the benchmark system are listed here below:

- synchronous machine nominal power is 1000 MVA except for generator 1 (G1) which is rated 3000 MVA;
- in the study case configuration (Fig. 6) G1 is steam power plant, G7 and G10 are a grid–following and grid–forming converter–based units, respectively. All the other generators are driven by hydro units;
- the base case configuration, considers G1 steam power plant and all the others hydro units;
- nominal frequency is 50 Hz, therefore the impedances and reactances are recomputed from the original 60 Hz system [40].

The system is modelled in Matlab/Simulink and deployed on the Opal–RT platform. Load flow calculations are performed with the Matpower toolbox. Hydro units prime mover is realised with a nonlinear model under the assumption of non–elastic water column [38]. The reheated steam turbine model includes the speed governing system with proportional regulator, speed relay, and servomotor and the four-stage steam turbine each one modelled by a first-order transfer function [37]. Synchronous generator and transformer models have been taken from the standard SimPowerSystems block-set. The loads are implemented as a static model with exponential dependency from voltage and proportional to frequency [37]. The converter units are modelled as presented in Fig. 3. The DC part consists of a voltage source in series with a resistance and in parallel with a

---

3 For this specific application the use of a real–time simulator is required in view of its high computational power. Indeed, the simulations performed on the Opal–RT platform are much faster than on a normal PC.
capacitance and a controlled current source whose value is defined by the DC voltage controller of the DC bus. The main parameters of the converter units are reported in Appendix B.

Figure 7 shows a transient in the base case (grey lines), and in the study case (coloured lines). Specifically, it consists of a step load change at bus 29, from the initial point of 283.50 MW and 26.90 MVar, the active power consumption is increased up to 783.50 MW.

5. Results

Four different grid transients, recorded with the study case configuration, have been considered:

(a) load increase at bus 29, from 283.9 MW to 783.5 MW,
(b) large load disconnection (628 MW, 103 MVar) at bus 20,
(c) grid-following converter set-point variation from 560 MW to 750 MW,
(d) grid-forming converter set-point variation from 250 MW to 100 MW.

To validate the approach, the accuracy of the single machines transfer functions identification (step 1) is quantified by comparing the power real-time measurements with the outputs of the identified models. Then, the full linear system is derived by applying step 2 of the identification procedure, and using the equivalent models of converters. The accuracy of this model is assessed by comparing its outputs –frequencies and powers– with the simulated real-time measurements.

To evaluate the precision on the identification of the single machine parameters, we introduce the coefficient of determination $R^2$, defined as $R^2 = 1 - \frac{RSS}{TSS}$. $RSS = \sum_i (y_i - \hat{y}_i)^2$ is the so-called residual sum of squares, $TSS = \sum_i (y_i - \bar{y})^2$ is the total sum of squares, $\bar{y}_i$ are the observed data, $\bar{y}$ is the mean value of the observed data and $y_i$ are the data estimated by the model.
Figure 7: Real-time simulation of load change in bus 29, (from 283.9 MW to 783.5 MW).

Figure 8-left shows the result of the identification (step 1) performed for the hydro units only, in the case of transient (a). Figure 8-right shows the coefficient of determination $R^2$ for all identified generators, for the same transient event. We can observe that $R^2$ is always close to the unitary value, which indicates a high level of fitting. Similar results have been obtained with the other three transients.

The results of the full linear system, obtained for all the four transient events, (a) to (d), are depicted in Fig. 9. For all of them, the top plot shows the frequencies measured from the detailed real-time simulation of machines and converters (coloured lines), compared with the frequencies returned from the three-area equivalent linear model (grey lines). The bottom plots reports the generated active power of the different resources divided per area; here, solid coloured lines are the real-time measurements, while grey dashed lines are related to the equivalent model. We can observe that the outputs of the equivalent linear model are accurate since the area frequencies are close to the measured ones. A high accuracy can be also detected on the power profiles. In particular, Fig. 9-b, -c and -d highlight the power outputs of the converter models, deduced from theirs nominal parameters, which also shows a good fitting with the measurements.

The LSO problems, defined for the system identification, are, in principle, non-convex; therefore, the optimisation algorithm may not determine the global minimum of the objective function (entailing the identification of the most likelihood values of the parameters). Nevertheless, a non-convex problem may result to be convex within the solution space given by the constraints. Although we do not have a formal proof of this property, it seems to be the case for the presented problems. Indeed, Fig. 10 shows the results of 500 optimisation problems, specifically Fig. 10-a presents on the left the initial points of each identification problem for the thermoelectric unit and on the right the optimal solution. As it can be seen for each initial point, selected randomly within the
Figure 8: Machine parameters identification results for a load change at bus 29 (from 283.50 MW to 783.50 MW), in the study case configuration.

Table 1: Grid transfer function identification. Where \( H_i \) is the inertia constant defined as \( H_i = J_i \omega_0^2 / S_{bus} \), and \( D \) is the damping coefficient [37].

| Variable | Case (a) | Case (b) | Case (c) | Case (d) |
|----------|----------|----------|----------|----------|
| \( H_1 \) [s] | 7.0560 | 7.0560 | 7.0560 | 7.0560 |
| \( D_1 \) [pu] | 14.1662 | 10.3428 | 14.9381 | 10.3428 |
| \( H_2 \) [s] | 10.7280 | 10.7280 | 10.7280 | 10.7280 |
| \( D_2 \) [pu] | 17.1244 | 21.7686 | 16.1552 | 16.1856 |
| \( H_3 \) [s] | 27.9320 | 27.9320 | 27.9320 | 24.7406 |
| \( D_3 \) [pu] | 14.8095 | 14.8095 | 15.9328 | 15.1430 |

upper and lower bound, the algorithm converges to the same solution. The same happens for the hydroelectric units, Fig. 10–b, and for the power grid identification, Fig. 10–c.

Considering the practical implementation of the proposed framework, once the event is recorded, the whole model tuning is performed in almost 175 s. The first LSO takes almost 25 s to perform the parameters identification of the 8 traditional units, while the second LSO computes the area control model in almost 150 s. Once the model is computed, each simulation of the linear model takes less than 1 s to be executed\(^4\). Table 1 shows the numerical results of the grid transfer function identification. Most of the values, computed for the different simulations, are similar each other. Therefore, it could be reasonable not to evaluate at each identification the grid transfer function parameters. A dynamic identification can then be done by using the full procedure only one time, and then performing the model updating using only the identification of the machines’ transfer functions.

Based on these considerations, the model update for a large power system can be operated with a rate in the order of minutes. For example, the update can be carried out every time there is a change in the network operating conditions (e.g. each hour for many real power systems) and every time a significant frequency variation is detected.

A further scenario with unknown converters parameters, identified through the procedure de-
Figure 9: Comparison of the outputs of the equivalent full linear model with the measurements of the real-time simulation: (a) load change in bus 29 (from 283.9 MW to 783.9 MW), (b) load 20 disconnection (628 MW 103 MVar) (c) G7 set–point (from 560 MW to 750 MW) and (d) G10 set–point (from 250 MW to 100 MW).
Figure 10: Transfer functions identification, 500 iterations, case: load change in bus 29, (from 283.50 MW to 783.50 MW) (a) Thermoelectric, (b) Hydroelectric power plant and (c) power grid.
Figure 11: Linear and non linear model results comparison (a) root mean square error and (b) coefficient of determination.
scribed in subsection 3.1.2, has been considered. Figure 11 shows the Root Mean Square (RMS) and the coefficient of determination $R^2$ both computed on the difference between frequencies and powers obtained with the identified linear model and with the reference nonlinear model. Results with the ‘o’ symbol refer to the case where the identification is performed only for traditional units; results with the ‘x’ symbol refer to the case where also converters parameters are identified. It can be noted that results obtained with and without the availability of the converter parameters are very close each other. This proves the effectiveness of the approach also when the system operator has no information about the converter–based units parameters.

6. Conclusions

The paper has proposed simplified linear models of grid–forming and grid–following converters, coupled with a least-square-optimisation-based method capable to identify the parameters of the proposed models. The objective is to obtain an equivalent linear model able to represent the power-frequency dynamical behaviour of a power system in which both traditional and converter-based units are involved in the control scheme. The approach has been validated thought comparisons with a full-replica model of the IEEE 39 bus system deployed on the Opal–RT simulation platform. The proposed equivalent models have proved their capability to track the original system dynamics with high fidelity for all the considered scenarios. Moreover, the paper shown the identifiability of the parameters characterising the proposed simplified linear models. First, the consistency of the machines parameter estimates has been certified by observing coefficients of determinations close the unitary value. Moreover, the non convex identification problem has been numerically verified to be locally convex by limiting the identified parameters with bounds inspired by the technical literature.

Future studies will focus on the experimental validation of the approach using real-field measurements. Moreover, the application of the equivalent linear model for extended system frequency stability studies will be studied.

Appendix A. Phasor transient analysis

Let us consider the phasor representation in Fig. A.12-b. The initial condition (grey vectors) is described by the following equation:

$$E_{g0}e^{j\delta_0} = I_{g0}Z_{g0}e^{j(\delta_{pl0}+\phi+\theta_z)} + V_{g0}e^{j\theta_{pl0}}.$$  \hfill (A.1)

When the grid goes through a transient, the voltage phasor $\hat{V}_g$ is shifted by an angle $\Delta \theta_g$. The converter current phasor remains constant, since it is synchronised with the PLL reference frame (blue vectors):

$$E_{g1}e^{j(\delta_0+\Delta \delta)} = I_{g0}Z_{g0}e^{j(\delta_{pl0}+\phi+\theta_z)} + V_{g0}e^{j(\theta_{pl0}+\Delta \theta_g)},$$  \hfill (A.2)

After a while, the PLL performs the new synchronisation (red vectors),

$$E_{g2}e^{j(\delta_0+\Delta \delta+\Delta \theta_{pl})} = I_{g0}Z_{g0}e^{j(\delta_{pl0}+\Delta \delta_{pl}+\phi+\theta_z)} + V_{g0}e^{j(\theta_{pl0}+\Delta \theta_g)},$$  \hfill (A.3)

After the transient, when the frequency is restored, the controller of the converter will act in order to realise its power set-points, as it was before the transient. Therefore, the red phasor diagram should be equal to the grey one, but rotated by $\Delta \theta_g$. It can be demonstrated that this is true only if $E_{g0} = E_{g2}$ and $\Delta \delta = \Delta \theta_g - \Delta \theta_{pl}$. Please note that this is true with the hypothesis of $V_g$ constant, the same that allows the decoupling between $P-f$ and $v-Q$ regulation.
Figure A.12: Phasor representation (a) and diagram (b) of the interface between the converter and the grid. Example of vector movements during a grid transient.

Table B.2: Power converter ratings.

| Description         | Value            |
|---------------------|------------------|
| **Converter ratings** |                  |
| $P_n$ Nominal Power  | 1000 MW          |
| $\cos \phi_n$ Nominal power factor | 0.95 |
| $V_n$ Nominal Voltage AC | 22 kV          |
| $V_{n,dc}$ Nominal Voltage DC | 44 kV          |
| $C_{dc}$ DC capacitance | 453.17 $\mu$F |
| $f_n$ Nominal frequency | 50 Hz          |
| $f_s$ Switching frequency | 1.35 kHz         |
| $R_f$ LC filter resistance | 0.005 pu      |
| $L_f$ LC filter inductance | 0.200 pu     |
| $C_f$ LC filter capacitance | 0.066 pu     |

Appendix B. Parameters of the real–time model

The converter parameters used for both the real–time model and the linear ones are reported in table B.2 and B.3.
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