Application of the Mattis-Bardeen theory in strongly disordered superconductors
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The low-energy optical conductivity of conventional superconductors is usually well described by Mattis-Bardeen (MB) theory, which predicts the onset of absorption above an energy corresponding to twice the superconducting (SC) gap parameter \( \Delta \). Recent experiments on strongly disordered superconductors have challenged the application of the MB formulas due to the occurrence of additional spectral weight at low energies below \( 2\Delta \). Here we identify three crucial items that have to be included in the analysis of optical-conductivity data for these systems: (a) the correct identification of the optical threshold in the Mattis-Bardeen theory and its relation with the gap value extracted from the measured density of states, (b) the gauge-invariant evaluation of the current-current response function needed to account for the optical absorption by SC collective modes, and (c) the inclusion into the MB formula of the energy dependence of the density of states present already above \( T_c \). By computing the optical conductivity in the disordered attractive Hubbard model, we analyze the relevance of all these items, and we provide a compelling scheme for the analysis and interpretation of the optical data in real materials.
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I. INTRODUCTION

The Bardeen-Cooper-Schrieffer (BCS) theory of superconductivity [1] is probably one of the most successful examples in condensed matter of a microscopic approach able to describe a phase transition via the modification of the quasiparticle spectrum. In particular, the opening of a superconducting (SC) gap \( \Delta \) below \( T_c \), along with the emergence of a purely dymagnetic response (Meissner effect), are the basic ingredients required to interpret the thermodynamic and transport properties of conventional superconductors. However, to understand the finite-frequency optical response in the superconducting state, additional effects due to the presence of disorder must be included as well. The straightforward extension of BCS theory in the presence of nonmagnetic impurities was indeed developed soon after by Mattis and Bardeen (MB) [2] and independently by Abrikosov and Gorkov [3]. In this case the single-particle excitations are modified not only by the pairing, but also by the broadening \( \Gamma \) of the energy levels due to scattering by impurities, which is present already above \( T_c \). The consequences for the optical absorption below \( T_c \), i.e., the real part of the optical conductivity \( \sigma_1(\omega) \), have been worked out explicitly in the milestone MB work [2]. While in the clean case all carriers (density \( n \)) contribute to the superfluid \( \delta \)-like response at zero frequency, in the dirty limit only a fraction \( n_s \sim n(\Delta/\Gamma) \) of the carriers condenses in the superfluid state. By sum-rule conservation the reduction of \( n_s \) has a direct counterpart in the emergence of a finite-frequency optical absorption. Indeed, the MB model predicts the onset of absorption at \( T = 0 \) above the superconducting gap \( 2\Delta \), while for finite temperatures \( T < T_c \) an additional quasiparticle contribution appears also below \( 2\Delta \). In the intermediate disorder regime \( \Gamma \sim \Delta \) the analytical MB formula does not apply, but a finite-frequency absorption above \( 2\Delta \) still survives [4].

The MB theory successfully explains the microwave data in moderately disordered superconductors, as early experiments in indium and tin films demonstrated [5,6]. Later on it has been proven that the MB scheme can be extended to include also strong-coupling effects [7], as observed, e.g., in lead [8], or a temperature-dependent scattering rate of the residual (normal) quasiparticle excitations below \( T_c \), as noticed in the analysis of Al films [9]. Only recently, studies on strongly disordered films of conventional superconductors [10–16], granular superconductors [17,18], and even cuprate superconductors [19] have revealed systematic deviations from the MB paradigm in the form of an extra subgap absorption, that fairly exceeds the quasiparticle contribution of the MB theory. In the case of homogeneously disordered films [10–15], the identification of this subgap contribution also relies on the simultaneous estimate of the pairing energy scale from the tunneling spectra, which by itself is a nontrivial issue. Indeed, tunneling measurements performed by several groups [20–27] revealed that in strongly disordered films of NbN, InO\(_x\), and TiN, where disorder induces a direct superconductor-to-insulator transition (SIT), the density of states (DOS) shows significant deviations from the usual BCS form, as summarized in Figs. 1(a) and 1(b). More specifically, while BCS theory at \( T \ll T_c \) predicts a square-root divergence of the DOS at \( \pm \Delta \), and the total suppression of the available states below the gap, the measurements reveal strongly suppressed coherence peaks at an energy \( E_{\text{peak}} \) and a finite DOS below it, with tails extending up to a somehow lower energy \( E_{\text{gap}} \). In addition, the local density of states probed by means of scanning tunneling spectroscopy (STS) shows that these features vary on the nanometer scale, leading to an inhomogeneous pattern of the local SC properties even in the presence of structurally homogeneous disorder [21,25,26]. This emergent granularity bears also nontrivial space correlations [21,25,28], with glassy features and quantum-percolation effects that have been interpreted theoretically as an outcome of the competition between pair hopping and localization at the verge of the SIT [28–35]. In this scenario, as the SIT is approached the pairing scale, \( E_{\text{gap}} \), stays finite even when the average SC order parameter \( \Delta \sim T_c \) softens, in agreement with tunneling observation [21,22,25]. All these features, which cannot be
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The typical SC coherence peaks are strongly suppressed in intensity,
as found numerically (see Fig. 2 below) and experimentally [20–27]. (b) Sketch of the typical average tunneling DOS,
as fluctuations of the coherence-peak height in the local DOS probed
This distinction relies on the usual diagrammatic expansion
to account for the modification of the electronic single-particle spectrum and the presence of
anomalous electronic averages in the SC state, leading to all
the well-known predictions of the BCS theory for the transport
properties [37]. On the other hand, below $T_c$ also collective
excitations are possible, connected to the amplitude and
phase fluctuations of the SC order parameter around the BCS
mean-field equilibrium value. The former one is a massive
mode, also referred to as Higgs mode due to the analogy with
the particle of the standard model [38], while the second one is
massless at long wavelength, since it represents the Goldstone
mode of the U(1) gauge symmetry breaking in the SC state
[39]. The effect of collective modes can be included within
a gauge-invariant (GI) random-phase-approximation (RPA)
by computing the vertex corrections to the current-current
correlation function, that corresponds to account for all the
intermediate processes between the particle-hole pairs excited
by the e.m. field before than they recombine; see Fig. 1(c).
In the clean case and for transverse fields both the Higgs
and phase modes are decoupled from the current at long
wavelength, even though the phase modes are crucial to restore
the full gauge invariance of the longitudinal response function
[37,40–42]. Thus, as long as one focuses on the transverse e.m.
response the BCS approximation successfully explains the
physics of conventional clean superconductors, even though
it is not gauge invariant.

In the presence of disorder the computation of the SC
e.m. response is more complicated. First, disorder affects
the single-particle excitations. This effect is already present at
the level of the bare-bubble approximation, and it is described by
the MB theory with some additional approximations, as, e.g.,
a constant DOS of the electrons in the normal state and a clean
BCS-like DOS in the SC state. As we mentioned before, this is
not always the case in disordered films, where the DOS at the
Fermi level is usually suppressed already above $T_c$ [14,21,22]
and the BCS coherence peaks at $E_{\text{peak}}$ are smeared out in the SC
state, with tails below it [20–22,25–27]. Such a modification of
the DOS can be reproduced by strong on-site disorder [29,32],
but also, e.g., within the Larkin-Ovchinnikov model [43],
which implements a spatially varying depairing mechanism,
via a position-dependent coupling constant (for a review cf.,
e.g., Ref. [44]). The latter case is similar to what happens
for magnetic impurities [45–47], which create in-gap bound
states down to a scale $E_{\text{gap}}$ slightly below $E_{\text{peak}}$. In contrast
the nonmagnetic impurities, considered in this manuscript,
do not break time-reversal symmetry and therefore do not
create bound states, but alter the SC gap parameter in their
vicinity. How these modifications of the DOS reflect in the
optical spectrum is still a quite unexplored issue. For the case
of magnetic impurities it has been shown [45,46] that the
optical spectrum is well reproduced by the usual MB theory,
expect for a tail which develops below $2E_{\text{peak}}$ due to in-gap
states. Recently, a similar result has been obtained in Ref. [14],
where the MB theory has been modified with a DOS adopted

captured with simple phenomenological models, as, e.g., the
Dynes formula [36], raise the nontrivial issue of the correct
identification from the DOS of the energy scale to be compared
with the measured optical absorption threshold.

From the theoretical point of view, the failure of the MB
theory at strong disorder is not unexpected, since the MB
theory describes only the effect of disorder on the quasiparticle
response, but it neglects the contribution of collective modes.
This distinction relies on the usual diagrammatic expansion
of the current-current correlation function $\chi_{ij}$, which enters the
electromagnetic (e.m.) kernel within the Kubo formalism
(see Sec. II below for further details). At leading order, $\chi_{ij}$ is given by a bubble diagram which represents the
excitation of a particle-hole pair by the incoming e.m. field; see
Fig. 1(c). At BCS level one just computes this “bare
bubble” diagram by taking into account the modification of
the local SC order parameter

\[
\chi_{ij} = \sum_{\omega n} \langle j(\omega n) i(\omega n) \rangle \delta(\omega)
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from the Larkin-Ovchinnikov model [43]. In this view the MB response is argued to have still an optical threshold at $2E_{\text{peak}}$, with absorption tails below it due to the existence of in-gap states down to $2E_{\text{gap}}$. However, this analysis does not provide a good fit of the data, since it appears to underestimate the absorption in a large-frequency range starting right above the optical threshold.

In addition to the single-particle effects, disorder affects also the optical observability of the collective modes, making them possible candidates to explain the experimental anomalies. So far, two main proposals have been put forward. From one side, it has been emphasized [48] that disorder mixes the response at finite and zero momentum, making the contribution of the RPA vertex corrections finite even for the physical transverse response functions. While it has been clearly proven [48] that collective modes can then lead to additional absorption with respect to the BCS result, it has not been clarified yet where this extra dissipation occurs with respect to the typical energies scale $E_{\text{gap}}$, $E_{\text{peak}}$ identified by STM. A second proposal, put recently forward by Refs. [13,49], focuses instead on the possibility that the amplitude Higgs mode contributes to the extra absorption via optical processes beyond RPA level, present in principle already for the clean system [49,50]. In this case the crucial role of disorder should be to change the nature itself of the mode, moving the Higgs resonance below the quasiparticle continuum at $2E_{\text{gap}}$, restoring thus its relativistic dynamics [51,52]. However, this interpretation has been recently questioned in Ref. [52], where it has been shown that a strong overdamping of the Higgs mode persists even at strong disorder.

In this paper we present a detailed investigation of the optical properties of disordered superconductors with the aim to clarify all the possible mechanisms leading to significant deviations from the MB paradigm, including the variation of the DOS on the scale of the SC gap and the relevance of collective modes at low frequencies. Moreover, we aim to provide a general scheme to interpret current experiments in terms of an extended MB formula. We model the system by means of the attractive Hubbard model with on-site disorder, which has been already shown [28–30,32–35,52] to reproduce many of the unconventional features observed experimentally in strongly disordered thin films as, e.g., the granular structure of the SC state. In this context we refer to Refs. [53,54] for a review on experimental and theoretical aspects of disordered superconductors that also include systems where the transition down to $2T_c$.

II. MODEL AND FORMALISM

Our considerations are based on the attractive Hubbard model ($U < 0$) with local disorder,

$$
H = \sum_{ij\sigma} t_{ij} c_{i\sigma}^\dagger c_{j\sigma} + U \sum_i n_{i\uparrow}n_{i\downarrow} + \sum_{i\sigma} V_i n_{i\sigma},
$$

where $t_{ij}$ are the hopping integrals, $c_{i\sigma}$ the quasiparticle operators, and $n_{i\sigma} = c_{i\sigma}^\dagger c_{i\sigma}$ the single-particle density operators at site $i$ and spin index $\sigma$. The attractive Hubbard model $U < 0$ incorporates the strong disorder through an effective repulsion $-U$, and for mean-field calculations we extend this model by adding the RPA vertex corrections. The computation of the BCS response allows us to investigate how the inhomogeneity of the SC properties triggered by strong disorder modifies the mean-field response with respect to the predictions of the MB theory, and to identify the relevant energy scales for the optical absorption. In particular, we investigate the role of two separate effects observed in the quasiparticle DOS: (i) the smearing of the SC peak due to inhomogeneity of the local SC order parameter $\Delta_i$; (ii) the persistence of a low-energy suppression of the DOS (pseudogap) above $T_c$. As far as item (i) is concerned, we show that inhomogeneity not only smears out the coherence peak at $E_{\text{peak}}$, but it also induces low-energy tails down to a quasiparticle gap $E_{\text{gap}}$ smaller than $E_{\text{peak}}$. On the other hand, the BCS optical response still displays a sharp optical absorption clearly located at $2E_{\text{gap}}$, and not at $2E_{\text{peak}}$. This result has to be contrasted with the case of magnetic impurities [45,46] or spatially varying coupling constant [14], where the optical spectrum develops a tail below $2E_{\text{peak}}$, due to the fact that the separation between $E_{\text{peak}}$ and $E_{\text{gap}}$ is due to in-gap bound states induced by a pair-breaking mechanism. For what concerns item (ii), i.e., the presence of a suppression in the normal-state DOS, we show that it can lead to observable deviations from the usual MB theory, which assumes a constant DOS. To account for this latter effect we propose a modification of the MB formula that compares very well with the explicit theoretical calculations of the BCS response and with the experimental data of Ref. [14] at intermediate disorder. Finally, when we add the contribution of collective modes, we observe that the modifications to the BCS response manifest mainly as an extra spectral weight below $2E_{\text{gap}}$. While at intermediate disorder this extra absorption appears as a smearing of the BCS threshold at $2E_{\text{gap}}$, at strong disorder the response of the collective modes resembles a peak at low frequency, which removes a considerable amount of spectral weight from the superfluid response [33].

The plan of the paper is the following. In Sec. II we introduce the model and the basic definitions. In Sec. III we analyze the DOS of the system in the presence of disorder. With respect to previous work [29,32], we clarify how disorder induces the formation of low-energy tails below the peak energy scale $E_{\text{peak}}$, leading to a lower value for the quasiparticle excitation threshold $E_{\text{gap}}$. In Sec. IV we report the results for the optical conductivity, and we demonstrate that while the BCS response still displays a hard threshold at $2E_{\text{gap}}$, the collective modes induce additional low energy spectral weight. In Sec. IV we analyze quantitatively the BCS response by providing a generalization of the Mattis-Bardeen theory to reproduce the shape of the normal-state DOS, which is strongly frequency-dependent on the scale of the gap energy. We first demonstrate the validity of this generalization in the framework of the Hubbard model and then we show in Sec. VI that the theory gives also an excellent description of experimental data at intermediate disorder as exemplified by the optical measurements from Ref. [14]. Finally, we compare our GI calculations with the experimental results on the most disordered films, where a substantial subgap absorption has been reported. Section VII contains our summary and the concluding remarks.

II. MODEL AND FORMALISM

Our considerations are based on the attractive Hubbard model ($U < 0$) with local disorder,
which we solve in mean-field using the BdG transformation,

\[ c_{\sigma} = \sum_k \left[ u_k(k) \gamma_{k,\sigma} - \sigma v_{\sigma}^*(k) \gamma_{-k,-\sigma}^\dagger \right], \tag{2} \]

where the \( u_k(k) \) and \( v_\sigma(k) \) variables are solution of the equations

\[ \omega_k u_k(k) = \sum_j t_{ij} u_j(k) + \left[ V_i - \frac{|U|}{2} |n_i| - \mu \right] u_i(k) + \Delta_i v_i(k), \tag{3} \]

\[ \omega_k v_k(k) = -\sum_j t_{ij}^* v_j(k) - \left[ V_i - \frac{|U|}{2} |n_i| - \mu \right] u_i(k) + \Delta_i^* u_i(k). \tag{4} \]

Here \( \Delta_i \) and \( \langle n_i \rangle \) represent the local SC order parameter and the local density, respectively, defined by the self-consistent equations

\[ \Delta_i = |U| \sum_k u_k(k) v_{\sigma}^*(k), \tag{5} \]

\[ \langle n_i \rangle = 2 \sum_k |v_{\sigma}(k)|^2. \tag{6} \]

The full sets of Eqs. (3)–(6) are solved self-consistently giving the configuration of the mean-field ground state in the presence of disorder. For simplicity only nearest-neighbor hopping \( t_{ij} = -t \) is considered in this work. The disorder variables \( V_i \) are taken from a flat, normalized distribution ranging from \(-V_0\) to \(+V_0\). Moreover, we will take units \( \hbar = c = 1 \) in all the paper, unless explicitly stated.

For \( V_0 = 0 \) and values of \( |U|/t \leq 2 \), which are considered in the present paper, the system is a standard BCS superconductor. However, upon including a sizable \( V_0/t \) it has been shown in several works before [28–30,32–35] that the model Eq. (1) describes already at mean-field level many features observed experimentally in thin films of conventional SC near the SIT. In particular, the local SC order parameter \( \Delta_i \) is strongly suppressed with increasing \( V_0/t \), while the quasiparticle gap \( E_{\text{gap}} \) (i.e., the minimum value of the quasiparticle energies \( \omega_k \)) saturates, indicating the formation of local, incoherent pairs. In addition, \( \Delta_i \) segregates spontaneously by forming good SC regions embedded in a poorly SC background. Here we investigate in detail how the modifications introduced by this anomalous SC landscape in the DOS affect the optical conductivity, with the aim to understand how the emergence of several energy scales reflects in the quasiparticle dynamics probed by optical spectroscopy.

To compute fluctuations on top of the (inhomogeneous) BdG ground state, we evaluate dynamical correlation functions,

\[ \chi_{ij}(\hat{A}, \hat{B}) = -i \int dt e^{i\omega t} \langle T \hat{A}_i(t) \hat{B}_j(0) \rangle, \tag{7} \]

where in the following \( \hat{A}, \hat{B} \) correspond to either pair fluctuations, charge fluctuations, or current operators, i.e.,

\[ \delta A_i \equiv c_{i\uparrow} c_{i\downarrow} - \langle c_{i\uparrow} c_{i\downarrow} \rangle, \]

\[ \delta A_i^\dagger \equiv c_{i\uparrow}^\dagger c_{i\downarrow}^\dagger - \langle c_{i\uparrow}^\dagger c_{i\downarrow}^\dagger \rangle, \]

\[ j_i^\sigma \equiv -i t \sum_{\alpha} [c_{i\alpha} c_{i+\alpha,\sigma} - c_{i+\alpha,\sigma}^\dagger c_{i\alpha}^\dagger]. \]

and expectation values are evaluated with the BdG ground state. To compute the optical conductivity one needs in particular the current-current correlation function. For a given disorder configuration the optical conductivity is given by

\[ \sigma_{xx}(\omega) = -e^2 \frac{1}{N} \sum_{ij} \frac{\delta n_i^\dagger \delta n_j - \chi_{ij}(\hat{j}_x, \hat{J}_x)}{i(\omega + i\delta)}, \tag{8} \]

where \( t_i^* \) is the kinetic energy between sites \( R_i \) and \( R_{i+x} \). For definiteness we evaluate the response along the \( x \) direction. The results shown in the following are then obtained by averaging over different disorder realizations. Note that we restrict here to the limit of zero temperature. While static thermal fluctuations within the BdG scheme have been investigated in Ref. [30], the additional inclusion of quantum fluctuations at finite temperature is technically challenging and will not be considered here.

As we discussed in the Introduction, the optical conductivity depends crucially on the level of approximation used to compute \( \chi_{ij}(\hat{j}_x, \hat{J}_x) \). When the current response is evaluated at the level of the bare bubble we obtain the optical conductivity in the BCS approximation, with the inclusion of the effect of disorder on the quasiparticle excitations, described via the BdG transformation Eq. (2). The average over disorder restores the translational invariance of the system, but adds finite lifetimes to the energy levels in momentum space, in agreement with the general reasoning of the approach followed by Mattis and Bardeen [2], with the difference that we do not make any further assumption on the DOS in the normal or SC state. Once the vertex corrections are included all the contributions of the collective modes to the optical response are taken explicitly into account at RPA level, and the gauge-invariance of the theory is restored, as required for the \( f \)-sum rule to be fulfilled [37]. Further technical details can be found in Refs. [35,48].

### III. DENSITY OF STATES

Even though the overall behavior of the SC DOS for the model Eq. (1) has been already discussed previously [29,32], here we want to show more specifically how disorder modifies its fundamental shape both in the normal and SC state with respect to the homogeneous case. As we mentioned in the Introduction, tunneling experiments on disordered superconductors deviate in several respects from the usual BCS paradigm. First, a Altshuler-Aronov (AA) type correction to the DOS [55] is found, in the form of an extended dip around the Fermi level already at high temperatures [22,24]. Second, a pseudogap occurring at the energy scale of the SC gap survives above \( T_c \), in a range of temperatures that increases for increasing disorder [21–25]. Figure 2 reveals a similar pseudogap feature in the normal state DOS, shown with a blue dashed line. In the present case, this gap is mainly caused by the unconstrained variation of the densities in the presence of an attractive onsite interaction. In fact, the local chemical potential at site \( R_i \) is given by \( E_i = V_i + U n_i/2 \) so
that sites with $E_\text{i}$ just below (above) the Fermi energy tend to increase (lower) the local density to lower the total energy. This redistribution of charge is limited by the concomitant loss in kinetic energy and leads to the pseudogap in the normal state.

The black thick line in the main panel of Fig. 2 shows the DOS in the superconducting state, obtained as an average over 10 disorder configurations for large systems with $52 \times 52$ sites. The black thin dashed line is the DOS for a particular disorder realization. As can be seen both curves agree in the evolution of spectral weight from inside the gap toward the maximum DOS located at $E_{\text{peak}}$, which resemble coherence peak features. The eigenvalues of the BdG matrix (corresponding to the black dashed DOS) are shown as bars on the frequency axis. Clearly, the main features are similar to those of the main panel, namely a large set of eigenvalues that determines the smooth evolution of the DOS between the hard gap and the coherence peaks. However, as we shall see in the next section, the effects on the optical spectrum are completely different in the two classes of models. Indeed, when the separation between $E_{\text{peak}}$ and $E_{\text{gap}}$ is induced by in-gap bound states, as it happens for magnetic impurities or for inhomogeneous coupling constants, the BCS optical spectrum is only modified with respect to the MB one by the appearance of a tail below $2E_{\text{peak}}$ [14,45,46]. In contrast, for nonmagnetic impurities we find that the BCS response is only sensible to the scale $E_{\text{gap}}$, with an optical spectrum that resembles closely the MB one provided that the optical threshold is shifted down to $2E_{\text{gap}}$.

IV. OPTICAL CONDUCTIVITY

Once the modifications of the DOS in the normal and SC state due to an inhomogeneous SC ground state have been established, let us now investigate how disorder affects the optical conductivity. Denoting by $\chi_{1,2}(\omega)$ the real and imaginary parts of the disorder average of $1/N \sum_{n,m} \chi_{nm}(j_x,j_y)$ (i.e., the $q = 0$ component), and by $(t_i)$ the disorder average of the mean kinetic energy along the $x$ direction, one finds for the real and imaginary parts of $\sigma(\omega)$

$$\sigma_1(\omega) = \pi D_s \delta(\omega) - e^2 \frac{\chi(\omega)}{\omega},$$

$$\sigma_2(\omega) = e^2 \frac{t_i}{\omega} + \chi(\omega),$$

where the superfluid stiffness $D_s$ is given by $D_s = e^2[-(t_i) + \chi(0)]$. Note that Fig. 3 only shows the regular part of $\sigma_1(\omega)$, i.e., without the superfluid $\delta$-like contribution of Eq. (9). It can be seen from Eq. (10) that the stiffness is also obtained as the limit $D_s = \lim_{\omega \to 0} \omega \sigma_2(\omega)$.

In a perfectly clean system the RPA current-current correlation function at finite frequency vanishes, so that $D_s$ equals the so-called diamagnetic term $D_d \equiv -e^2(t_i)$, which coincides with $ne^2/m$ in a system with parabolic band dispersion. In this case, $\sigma_1(\omega) = \pi D_d \delta(\omega)$ and $\sigma_2(\omega) = D_d/\omega$ [57]. Disorder changes this picture in two ways. First, similar to what happens in the normal state, single-particle excitations acquire a finite lifetime broadening $\Gamma$ in momentum space, making finite-frequency absorption possible, as encoded in a finite value of $\chi(\omega)$ in Eq. (9). Since by Kramer-Kronig $\chi(0) = \int d\omega \chi(\omega)/\omega$ the finite-frequency absorption results in a reduction of the stiffness $D_s$ with respect to the diamagnetic term $D_d$. When $\chi(\omega)$ is computed at BCS level one obtains the suppression of $D_s$ due to MB theory of the order of $D_s \sim D_d(D/\Gamma)$. Notice that the optical sum rule is always satisfied, since the total integrated spectral weight,

$$\int_0^\infty d\omega \sigma_1(\omega) = \pi D_d,$$
FIG. 3. Optical conductivity at $V_0/t = 1$ (panels a, b) and at $V_0/t = 2$ (right panels c, d). The remaining parameters are: $U/t = 2$, $n = 0.875$, $24 \times 24$ lattice. Panels (a) and (c) show the real (solid, black) and imaginary (dotted, maroon) part of the optical conductivity in the SC state and $\sigma_1$ in the normal state (dashed, blue) evaluated as an average over 50 disorder configurations within the gauge-invariant RPA approach. For comparison, the real part of the conductivity in the SC state within the BCS approximation is also shown by the red solid line. The vertical green and red lines denote $2E_{\text{peak}}$ and $2E_{\text{gap}}$ respectively, as extracted from the DOS. The DOS for the case $V_0/t = 2$ is the one shown in Fig. (2), while the one for $V_0/t = 1$ is shown explicitly as an inset of panel (a). Panels (b) and (d) show the ratio between the real part of the optical conductivity computed in the SC and normal state. The red curve reports the corresponding result in the BCS limit and the dashed line is the Mattis-Bardeen fit done using $2E_{\text{gap}}$ as the optical threshold. For comparison, panel (d) also shows experimental data from Ref. [14] for the most disordered sample ($T_\text{c} = 3.8K$) and we have scaled the energy by $t = 0.8$ THz. Notice that for the BCS case also $\sigma_{1,n}$ has been computed at the bare-bubble level, leading to a normal-state conductivity slightly different from the gauge-invariant result reported in the upper panels.

still scales with $D_{ct}$. Second, once that collective modes are included via the vertex corrections one expects a further reduction of $D_s$, as it has been pointed out already in Ref. [33] by direct computation of the stiffness within a gauge-invariant approach. In particular, it turned out that $D_s$ can be reduced by orders of magnitude with respect to its BCS counterpart in the presence of strong disorder. As a consequence the imaginary part of $\sigma(\omega)$ can even become negative at small energies, a feature that is also observed experimentally [14] for the strongly disordered samples. In addition, the suppression of the stiffness will be compensated, due to the optical sum rule, by an extra absorption with respect to the BCS or MB bare-bubble estimate.

All these features are correctly captured by the BCS and the full gauge-invariant RPA calculations of the optical conductivity shown in Fig. 3 for two values of disorder. In the upper panels we report the absolute values of $\sigma_1$ and $\sigma_2$ in the SC state, along with $\sigma_1$ in the normal state. As one can see, already at intermediate disorder $\sigma_1(\omega)$ shows a suppression at low-energy in the normal state, that is specular to the analogous suppression of the DOS discussed in Fig. 2 (see also the DOS at $V_0/t = 1$ shown in the inset of Fig. 3). When one enters the SC state $\sigma_1(\omega)$ is further suppressed due to the opening of a full SC gap. The optical spectral weight is then transferred to the delta peak at zero frequency (not shown), and manifests in a finite imaginary response $\sigma_2(\omega)$ that diverges as $D_s/\omega$ at low frequencies.

To establish a closer connection with the usual MB results we report in the lower panels of Fig. 3 the ratio between $\sigma_{1,s,n}$ in the SC and normal state, in the case of a BCS (red line) or full gauge invariant (black line) calculation. Notice that despite the strong inhomogeneity of the underlying SC state [29,32,35] the BCS ratio $\sigma_{1,s}/\sigma_{1,n}$ shows a hard threshold developing at twice the quasiparticle excitation gap $E_{\text{gap}}$, and not at twice the coherence-peak scale $E_{\text{peak}}$, as it has been sometimes argued in the analysis of the experimental data [13]. This is particularly evident in Fig. 3(d) where the separation between the two scales is larger. The persistence of a hard gap in the BCS response suggests to compare the BCS calculations with the outcomes of the standard MB formula, with $\Delta$ replaced by $E_{\text{gap}}$. As can be seen in Figs. 3(b) and 3(d) the overall trend of the BCS result is captured by the standard MB formula.
even though the MB fit overestimates the absorption close to the onset, whereas for large ω it stays slightly below the BCS curve. As we will discuss in more details in the next section, these discrepancies can be attributed to the assumption of a constant normal-state DOS, implicit in the MB approach.

When the contribution of the collective modes is considered the extra optical absorption becomes finite even below 2Δ, with an intensity and shape which depend on the disorder level. At intermediate disorder, Fig. 3(b), the collective modes are responsible for the emergence of a tail below the quasiparticle optical gap, that strongly resembles the recent measurements of Ref. [14]. In this respect, our results share analogies and differences with respect to the interpretation proposed recently in Ref. [14]. Here the authors argue that the existence of quasiparticle states between the true optical gap, i.e., 2Δ, and the scale 2Epeak identified by the maximum in the DOS, can be captured by means of an inhomogeneity-induced smearing of the conventional MB response starting at 2Epeak. The inhomogeneous MB fit in Ref. [14] is derived from a distribution of the coupling constant [43] so that 2Epeak is still a meaningful scale related to the average SC gap. Our results, which instead are derived from local on-site disorder, confirm the identification of the optical gap with 2Δ, but they also show that the scale 2Epeak does not play any role in the BCS response, which displays a MB-like sharp optical onset at 2Δ.

The extra absorption below the 2Δ threshold (which from an experimental perspective hampers the identification of this energy scale [14]) is due instead to collective modes, whose contribution can even become visible well above it at stronger disorder; see Fig. 3(d). As we shall see below, our view is further supported by the direct comparison of the BCS calculations with experimental data in samples at intermediate disorder, that can be very well reproduced within a modified MB scheme with the only exception of a small subgap tail.

V. EFFECT OF A PSEUDOGAP IN THE MATTIS-BARDEEN FORMULA

The MB theory [2] starts from the Pippard’s expression describing the nonlocal relation between the current density $j(r, \tau)$ found in response to an applied frequency dependent vector potential $A(r, \omega)$. To account for disorder, the idea is to multiply the BCS kernel $K(r - r', \omega)$, relating these two quantities, with a factor $e^{-|r - r'|/(2l)}$, where $l$ is the mean-free path. For strong disorder and in the Pippard’s limit $\lambda \ll \xi_0$, this simplifies the integration over $r'$, leading to a rather simple expression for the complex optical conductivity. Later on it has been shown by Nam [7] that the same result holds also in the London limit ($\lambda \gg \xi_0$) as far as the impurity scattering is weakly frequency dependent. Nonetheless, in both cases one assumes that the DOS in the normal state is constant over the energy scale of the SC gap, giving a constant $\sigma_1$ above $T_c$. However, as discussed in the previous sections, the DOS of a strongly disordered superconductor is expected to develop a pseudogap already in the normal state. This feature, that is reproduced by our results already at the level of the BCS approximation, has been also observed in the tunneling spectra of several systems [22,24–26]. More specifically, a systematic investigation of NbN samples [24] has shown a normal-state V-shaped background in the DOS that extends up to high bias. This nearly temperature-independent broad background persists up to temperatures well above $T_c$ and it has been attributed to Altschuler-Aronov-type electron-electron interactions. In addition to this smooth suppression the samples of higher disorder level show also a SC-like pseudogap, identified by its occurrence on the range of energy where the SC gap develops below $T_c$ and up to temperatures $T^* \sim 8 K$. This is the same disorder level where a pseudogaplike behavior has been recently reported in the conductivity[14], as a suppression of $\sigma(\omega)$ on the scale of the SC gap which is already visible above $T_c$.

To reproduce the pseudogap features of our BCS results and of the experimental data we rederived the MB formula by explicitly keeping any energy dependence of the normal-state DOS $N(\omega)$ on the scale of the SC gap. In the following, we will also assume a DOS symmetric around the chemical potential $N(\omega) = N(-\omega)$, while the general result is given by Eq. (A1) in Appendix A. For the symmetric case, one finds

$$\frac{\sigma(\omega)}{\sigma(0)} = \frac{I(\omega)}{\Gamma(\omega)}, \quad I(\omega) = \frac{2}{\omega} \int_{-\omega}^{\omega} d\epsilon E[f(E) - f(E + \omega)]\frac{e^{-|\epsilon|/\xi_1}}{\epsilon_1\epsilon_2}, \quad \Gamma(\omega) = \frac{2}{\omega} \int_{-\omega}^{\omega} d\epsilon E[f(E) - f(E + \omega)]\frac{e^{-|\epsilon|/\xi_1}}{\epsilon_1\epsilon_2},$$

where the functions $\Gamma(\omega)$ and $I(\omega)$ correspond, up to a constant, to the conductivities in the normal and SC state, respectively. In fact, $\Gamma(\omega)$ approaches a constant for a constant DOS $N(\omega) = \text{const.}$, as it is the case for the normal-state conductivity in the standard MB theory, where the broadening of the Drude peak occurs on the scale of a scattering rate much larger than $\Delta$. We emphasize once more that the modifications of the usual MB formula encoded in Eq. (12)–(16) are completely different with respect to the ones discussed in previous work [14,45,46]. Indeed, the goal of Refs. [14,45,46] is to modify the superconducting DOS appearing in the MB formula to reproduce the emergence of the two energy scales $E_{\text{peak}}$ and $E_{\text{gap}}$. In contrast, our goal is to investigate how the anomalies of the normal-state DOS reflect on the BCS response, which has been already shown in the previous section to be sensitive only to the scale set in by $E_{\text{gap}}$.

Concerning the imaginary part of $\sigma(\omega)$ the “standard” way in deriving this quantity is via a continuation of the square-root functions in the complex plane, i.e., in the quantity $\xi_2$ in Eq. (16). However, this procedure in the present case is quite cumbersome since $\xi_2$ also appears in the frequency-dependent DOS. Thus, we find it more convenient to calculate $\sigma_2(\omega)$ via a Kramers-Kronig transformation of $\sigma_1(\omega)$ as given by Eq. (12). To account also for the $\delta$ peak of $\sigma_1(\omega)$ at zero frequency.
used a linear extrapolation at large energies. As one can see, accounting properly for the energy dependence of the normal-state excitations yields an excellent description of the BCS results within the modified MB scheme Eq. (12). First, the DOS suppression near the Fermi level allows us to correctly capture the onset of absorption close to the hard gap of the DOS, which is overestimated within the standard MB formula. At larger frequency the linear trend observed in the DOS reflects in a saturation of the BCS result faster than the standard MB prediction at \( \omega/t \approx 1 \), which is again well captured by our modified MB scheme.

VI. COMPARISON WITH THE EXPERIMENTS

Once clarified, the role of the inhomogeneous SC background and of the pseudogap on the BCS and full GI optical conductivity let us now compare our results with the experimental data from Ref. [14], where a systematic investigation of the role of disorder in several NbN samples has been provided. We first focus on a sample in the intermediate disorder regime \( (T_c = 6.2 \, K) \), where one finds a pseudogap behavior in the normal state, evidenced by a depression of \( \sigma_n \) at low frequencies [see Fig. 5(a)], but without the emergence of significant subgap features. According to the previous discussion, we expect that in this regime the optical conductivity can be well reproduced by the BCS calculation. To account also for the effects of an energy-dependent DOS we then apply the modified MB formula Eq. (12). We determine the parameters entering the DOS Eq. (20) by minimizing the differences between experimental and theoretical \( \sigma_1(\omega) \) [from Eq. (12)] in the normal and superconducting state, respectively. The resulting DOS is reported in the lower right inset to Fig. 5(a), with a depletion at the chemical potential of \( \beta/(\alpha + \beta) = 22\% \) and width \( \Omega = 0.58 \, THz \). Figure 5 demonstrates that for the real part of \( \sigma(\omega) \) this approach leads to an excellent agreement with experimental data both in the superconducting \( (T_c = 1.45 \, K) \) and normal \( (T = 7 \, K) \) state, respectively. On the other hand, standard Mattis-Bardeen theory with a constant DOS (dashed line in Fig. 5) overestimates the recovery of spectral weight in the superconducting state and would of course predict a constant \( \sigma_n \) in the normal state.

The fit for the imaginary part \( \sigma_2(\omega) \) is shown in Fig. 5(b). Below \( T_c \) the contribution arising from the \( 1/\omega \) part, calculated from Eq. (19), depends sensitively on the value of the DOS at the chemical potential \( N(0) \). Since the experiment strongly loses signal below \( \sim 0.3 \, THz \), it is difficult to estimate this value from the optical data. Despite this uncertainty the fit from our extended Mattis-Bardeen theory gives a good account of the data, both below \( T_c \) and in the normal state. In Figs. 5(a) and 5(b), we also show the effect of taking the ratio \( \sigma_{1s}/\sigma_{1n} \) in analyzing the data. As one can see, while for the real part the errors in the standard MB formula cancel out each other in the fit of \( \sigma_{1s}/\sigma_{1n} \), for the imaginary part the usual MB approach fails completely to recover the frequency dependence of \( \sigma_{2s}/\sigma_{1n} \) above the optical gap. The analysis for a second, less disordered, sample is reported in Appendix B.

At stronger disorder the microwave absorption deviates substantially from the MB, and even our modified MB scheme cannot reproduce the experiments, since the effect of collective modes should be included. In this regime our model system Eq. (1) does not have enough flexibility to reproduce separately both the normal-state pseudogap of the DOS and the anomalous subgap absorption below \( T_c \). Nonetheless, by
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tuning only the value of the hopping, which fixes the energy units in the Hubbard model, we can give a good account for the behavior of \( \sigma_{11}/\sigma_{1n} \), as shown in Fig. 3(d). This result is particularly striking, considering the lack of long-range repulsive Coulomb interactions in our model which may modify the low frequency part of the spectrum. Indeed, as it has been discussed in Ref. [48], the extra spectral weight at strong disorder is due mainly to the contribution of phase fluctuations, which become optically active due to the presence of disorder [48,50,58]. Since in our model the phase mode is a sound, the extra absorption manifests mainly at low frequencies. In real systems one could expect that long-range Coulomb interactions push at least in part this extra absorption to higher energy [59]. However, the surprisingly good qualitative and quantitative agreement between our full GI calculations and the experiments shown in Fig. 3 suggests that this effect is not so severe. We expect that this is due both to the small value of the stiffness and to the strong inhomogeneity induced by disorder, that makes the optically-active phase modes rather local and therefore less sensitive to the Coulomb interaction.

VII. CONCLUSIONS

In this work we analyzed several key aspects which must be taken into account to correctly interpret the optical measurements in disordered SC films from weak to strong disorder, to account for significant deviations from the conventional MB theory. As we discussed in detail, in general the optical response can be computed in the bare-bubble or BCS approximation, that corresponds to include only the effects of quasiparticle excitations, or beyond that by adding the effect of collective modes via vertex corrections. The MB theory corresponds to the BCS approximation in the presence of disorder, included via the introduction of a finite length
scale setting the correlation between two plane-wave states. As a consequence, within the MB approach disorder does not influence the DOS, which is a constant in the normal state and reduces to the usual clean BCS form in the SC state, with two sharp coherence peaks at the gap value and zero available state below it. In our paper we have critically analyzed these assumptions by evaluating the optical response for systems where disorder is implemented by a random on-site potential, and the optical response is computed both in the BCS approximation and by including vertex corrections at RPA level.

We first analyzed the BCS optical response, by making a direct connection with the average DOS of our disordered system, which shows itself significant deviations with respect to the clean case. Indeed, the self-organized formation of SC islands induced by disorder suppresses considerably the optical absorption at $2E_{\text{gap}}$. This effect was already known to occur for inhomogeneities in the SC coupling parameter[43,56]. However, our model of disorder seems more appropriate to describe the experimental observation[25] that the formation of nanoscale SC islands in the disordered films is not related to the atomic scale inhomogeneity, which would also induce a related “atomic scale” modulation of the coupling constant. Despite the existence of two separate energy scales $E_{\text{gap}} < E_{\text{peak}}$ in the DOS, the BCS response still displays a hard optical absorption at $2E_{\text{gap}}$. This effect can be well captured by the MB formula provided that this energy scale, and not $2E_{\text{peak}}$ as usually assumed [13,14], is identified with the parameter $2\Delta$ in the MB formula. We have shown (cf. Figs. 5 and 6) that this identification strongly improves the analysis of the optical data for less disordered samples within MB theory. Further improvement can be achieved by implementing the presence of a pseudogap feature in the normal-state DOS, i.e., a DOS frequency-dependent on the scale of $E_{\text{peak}}$ (cf. Figs. 5 and 6). We have shown that this effect can be included within the MB scheme via the formulas Eqs. (12)–(16), that could be helpful for experimental data analysis, allowing for a consistent fit of both $\sigma_{2\Delta}$ and $\sigma_{2\Delta}$ separately. In fact, as shown in Fig. 6, a MB fit of $\sigma_{2\Delta}/\sigma_{2\Delta}$ alone can artificially yield a reasonable fit although $\sigma_{2\Delta}$ displays strong variations at low energy. The consistent procedure suggested by our analysis would be to first extract the frequency-dependent DOS via a fit of the normal-state optical conductivity and then to implement it in the fit of optical data in the SC state, which then provides the value of $2E_{\text{gap}}$.

While at weak disorder the BCS-based MB theory correctly describes the optical conductivity of the system, this approximation fails at stronger disorder, i.e., sizable $V_0/t$ in the model Eq. (1), since collective modes become optically active. We have shown that their inclusion within a gauge-invariant RPA scheme removes the sharp onset of absorption at $2E_{\text{gap}}$, building up additional spectral weight below the quasiparticle contribution. From an experimental point of view this hampers the determination of $2E_{\text{gap}}$ which in some cases may be still extracted from an extrapolation of an extended MB fit [Eqs. (12)–(16)] and a concomitant analysis of the tunneling data. As discussed in Ref. [48], the largest contribution below the spectral gap is due to the absorption of phase modes, with an admixture of amplitude and charge excitations. Thus, one would expect that exact shape and strength of the extra absorption could be affected by the inclusion of long-range Coulomb forces. Nonetheless, the main trends of the experiments are already captured by our calculations, see Fig. 3, suggesting that screening effects are probably not so dramatic in real systems. If this is just a consequence of the low value of the plasma mode, due to the low superfluid density, or it is an inherent effect of the local character of the screened phase modes at strong disorder is an interesting open question that we leave for future investigation.
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APPENDIX A: MATTIS-BARDEEN FORMULA FOR FREQUENCY DEPENDENT DOS

The formula Eq. (12) for the regular part $\sigma_1(\omega)$ given in the main text is valid for a symmetric DOS $N(\omega)$ around the chemical potential. The general formula reads

$$I(\omega) = \frac{1}{2\omega} \int_{-\Delta}^{\Delta} dE \frac{f(E) - f(E + \omega)}{\epsilon_1\epsilon_2} \left[ \frac{[E(E + \omega) + \epsilon_1\epsilon_2 + \Delta^2][N(\epsilon_1)N(\epsilon_2) + N(-\epsilon_1)N(-\epsilon_2)] + [E(E + \omega) - \epsilon_1\epsilon_2 + \Delta^2][N(\epsilon_1)N(-\epsilon_2) + N(-\epsilon_1)N(\epsilon_2)]}{\epsilon_1\epsilon_2} \right]$$

$$- \frac{1}{4\omega} \int_{-\Delta}^{\Delta} dE \frac{1 - 2f(E + \omega)}{\epsilon_1\epsilon_2} \left[ \frac{[E(E + \omega) + \epsilon_1\epsilon_2 + \Delta^2][N(\epsilon_1)N(\epsilon_2) + N(-\epsilon_1)N(-\epsilon_2)] + [E(E + \omega) - \epsilon_1\epsilon_2 + \Delta^2][N(\epsilon_1)N(-\epsilon_2) + N(-\epsilon_1)N(\epsilon_2)]}{\epsilon_1\epsilon_2} \right].$$

(A1)
As one can immediately see, when \( N(\omega) = N_0 = \text{const.} \), one recovers back the standard MB formula. In particular in the limit \( T \to 0 \) one recovers from Eq. (13) that \( \Gamma(\omega) = N_0^2 \). By computing also \( I(\omega) \), one finds

\[
\frac{\sigma_{\text{tr}}}{\sigma_{\text{in}}} = \frac{2}{\omega} \int_{-\Delta}^{\infty} dE \left[ f(E) - f(E + \Delta) \right] \frac{[E(E + \omega) + \Delta^2]}{\sqrt{E^2 - \Delta^2(E + \omega)^2 - \Delta^2}} - \frac{\Theta(\omega - 2\Delta)}{\omega} \int_{-\Delta}^{\Delta} dE \left[ 1 - 2f(E + \omega) \right] \frac{[E(E + \omega) + \Delta^2]}{\sqrt{E^2 - \Delta^2(E + \omega)^2 - \Delta^2}},
\]

(A2)

\[
\frac{\sigma_{\text{tr}}}{\sigma_{\text{in}}} = \frac{2}{\omega} \int_{-\Delta}^{\infty} dE \left[ 1 - 2f(E + \omega) \right] \frac{[E(E + \omega) + \Delta^2]}{\sqrt{\Delta^2 - E^2(E + \omega)^2 - \Delta^2}},
\]

(A3)

where together with the real part we also wrote explicitly the imaginary part of the conductivity for the standard MB case. In the expression for \( \sigma_2 \) the lower limit of integration is taken as the largest between the two values \( -\Delta \) and \( \Delta - \omega \).

**APPENDIX B: ANALYSIS OF \( T_c = 9.2 \text{ K} \) DATA**

Figure 6 shows the fits from extended Mattis-Bardeen theory for a disordered \( T_c = 9.2 \text{ K} \) sample. The analysis of the data is given in Sec. V of the main text.
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