Spread and erase – How electron hydrodynamics can eliminate the Landauer-Sharvin resistance
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It has long been realized that even a perfectly clean electronic system harbors a Landauer-Sharvin resistance, inversely proportional to the number of its conduction channels. This resistance is usually associated with voltage drops on the system’s contacts to an external circuit. Recent theories have shown that hydrodynamic effects can reduce this resistance, raising the question of the lower bound of resistance of hydrodynamic electrons. Here we show that by a proper choice of device geometry, it is possible to spread the Landauer-Sharvin resistance throughout the bulk of the system, allowing its complete elimination by electron hydrodynamics. We trace the effect to the dynamics of electrons flowing in channels that terminate within the sample. For ballistic systems this termination leads to back-reflection of the electrons and creates resistance. Hydrodynamically, the scattering of these electrons off other electrons allows them to transfer to transmitted channels and avoid the resistance. Counter-intuitively, we find that in contrast to the ohmic regime, for hydrodynamic electrons the resistance of a device with a given width can decrease with its length, suggesting that a long enough device may have an arbitrarily small total resistance.

Introduction
The electronic resistivity to the flow of current is a fundamental quantity in condensed matter physics. Frequently, its minimization is desired. The Drude model, dating back to 1900, suggests that the resistivity originates mostly from momentum loss to impurities. However, it was realized that even in the ballistic limit, in which impurities and phonons are absent, the interface between the electronic system and the metallic contacts to which it is coupled carries another fundamental source of resistance - the Landauer-Sharvin (LS) resistance[1–4]. This resistance is inversely proportional to the number of quantum mechanical channels that are transmitted through the system. More recently, another regime of transport was discovered, in which electrons behave like a viscous fluid due to strong momentum-conserving electron-electron scattering. [5–50]. Somewhat counter-intuitively, it was shown that the resistance in this hydrodynamical regime may be lower than the ballistic one, suggesting the term “super-ballistic”[29, 30, 51–53]. Furthermore, conditions in which field-free current flow may locally exist were suggested[42].

In this work, using a combination of Landauer and Boltzmann analyses we demonstrate a mechanism by which electron hydrodynamics can eliminate the LS resistance, and find the minimal value that this resistance may attain. Our study is semi-classical and focuses on two dimensional systems. We describe an electronic system in terms of its conduction channels, and show that when the number of channels varies along the direction of the current flow, the Landauer-Sharvin resistance detaches from the contacts and spreads over the bulk of the electronic system. When the length scale of this spreading is larger than the electron-electron scattering mean free path, $l_{ee}$, the resistance is dramatically suppressed.

Microscopically, this suppression results from the scattering of electrons whose channels are being terminated due to a narrowing of the system’s cross-section or a decrease of its carrier density. In a ballistic system, these electrons are reflected back and do not contribute to the current, thereby generating LS resistance in the sample’s bulk. In contrast, in the hydrodynamic regime electron-electron scattering transfers these electrons into transmitted channels, thus avoiding their reflection and the corresponding resistance.

Equipped with this analysis, we can ask the question of the minimal resistance of hydrodynamic electrons flowing through a constriction. In the ballistic case, for a sample of length L and a minimal cross section $2\pi r_{min}$,
the LS resistance is given by \( \frac{\hbar}{2\pi k_{F} r_{\text{min}}} \) (\( k_{F} \) is the Fermi momentum, and we consider a single spin species). In the hydrodynamic case, previous works\cite{29, 30, 42} reported a reduction of the LS resistance by a factor of \( \ell_{ee}/r_{\text{min}} \) due to electron hydrodynamics. We find a further reduction of the resistance by an additional factor of \( r_{\text{min}}/L \) if the constriction’s width varies over a scale \( L \gg r_{\text{min}} \). In contrast to the familiar ohmic regime, in which resistance increases with \( L \), the resistance in the hydrodynamic regime decreases with \( L \). This implies that a system with a given \( r_{\text{min}} \) and a large enough \( L \) may have an arbitrarily small total resistance.

**Wormhole geometry** In order to study the resistance of hydrodynamic electrons in a generic expanding geometry while avoiding boundary effects, we use a “wormhole” geometry (Fig. (1)). This geometry is a two-dimensional surface of revolution embedded in three dimensions, with azimuthal symmetry (toward the end of the paper we consider also a Corbino disk and a bar with varying electronic density). In cylindrical coordinates the wormhole is defined by \( r = r(z) \), with its minimum radius, \( r_{\text{min}} \), occurring at \( z = 0 \), and maximum radius, \( r_{\text{max}} \), occurring at the contacts positioned at \( z = \pm L/2 \). For simplicity we assume \( r(z) = r(-z) \). A current \( I \) driven through the wormhole in the \( z \)-direction leads to a potential \( V(z = \pm L/2) = \pm \frac{\hbar \sqrt{2}}{2} \) at its contacts. On the manifold, we define a local Cartesian system of coordinates tangent to the manifold, in which \( \hat{y} \) is the unit vector in the azimuthal direction, and \( \hat{x} = \frac{1}{\sqrt{1+r'^{2}}} (r', 0, 1) \) is the unit vector in the direction along the manifold. For brevity, we set \( \hbar = e = 1 \).

**Boltzmann description** Time-independent transport in a wormhole geometry may be described by a Boltzmann equation. In the absence of a driving force, the magnitude of the electron’s momentum is constant, but its direction varies. Consequently, the equation reads:

\[
\cos \theta \partial_{z} f - \frac{v'}{r} \sin \theta \partial_{\theta} f = \sqrt{1 + r'^{2}} I[f]
\]

(1)

where \( f(\mathbf{r}, \mathbf{p}) \) is the number of the density of electrons in a position \( \mathbf{r} \) with momentum \( \mathbf{p} \) from its equilibrium value, \( \theta \) is the angle of the momentum with respect to the locally defined \( x \)-direction, \( r' \equiv dr/dz \), and \( I[f] \) is the scattering integral, elaborated below. As explained in the Appendix, this equation is derived in two steps. First, we solve for the trajectories of free particles constrained to the manifold. Second, we equate the variation of \( f \) along these trajectories with the scattering integral \( I[f] \).

It is common to substitute the ansatz

\[
f(\mathbf{p}, \mathbf{r}) = \delta(\epsilon_{F} - \epsilon(\mathbf{p})) h(\mathbf{p}, \mathbf{r})
\]

(2)

in (1), and integrate both sides over the magnitude of the momentum \( \int \frac{dp_{p}}{4\pi} \), with \( p = |\mathbf{p}| \). This integration fixes \( |\mathbf{p}| = p_{F} \) such that \( h \) becomes a function of \( \mathbf{r} \) and \( \theta \), which describes the non-equilibrium angular shape of the Fermi surface. The integration replaces the \( \delta \)-function in (2) by a density of states at the Fermi energy and angle \( \theta \), \( \nu(\epsilon_{F}, \theta) = \nu_{F}/2\pi \) (here \( \nu_{F} \) is the density of states at the Fermi energy). The Boltzmann equation becomes an equation for \( \nu_{F} h(\theta, \mathbf{r})/2\pi \). The azimuthal symmetry reduces the dependence on \( \mathbf{r} \) to a dependence on \( z \) only.

**Landauer description** In the Landauer picture, the system is composed of \( 2j_{\max} + 1 \) channels, enumerated by their angular momentum \( j = -j_{\max} \ldots j_{\max} \), with \( j_{\max} = k_{F} r_{\text{max}} \). The angular momentum \( j \) is \( p_{y}(z)r(z) \), with \( p_{y} \) the momentum in the azimuthal direction. Each channel is characterized by transmission and reflection probabilities \( T_{j}, R_{j} \) satisfying \( T_{j} + R_{j} = 1 \). We assume \( r(z) \) to vary slowly on the scale of the Fermi wavelength, such that in the absence of interactions, channels with \( |j| < k_{F} r_{\text{min}} \) are fully transmitted, and all other channels are fully reflected. The reflection takes place at the classical turning point \( r(z) = |j|/k_{F} \). The current flowing through the wormhole is \( J = \frac{k_{F} r_{\text{max}}}{V_{0}} \), leading to a dimensionless LS resistance \( R_{\text{Landau}} = \pi/2k_{F} r_{\text{min}} \).

“Landauerizing” Boltzmann We reformulate the Boltzmann equation to elucidate its relation to the Landauer picture. To that end, we express the shape of the Fermi surface in terms of different variables - the channel angular momentum \( j \), the direction of motion, right (R) or left (L), and the position, \( z \). Semi-classically the angular momentum is a real number, which is quantized to an integer in Landauer’s quantum mechanical analysis. Here, we think about it semi-classically.

Two steps are needed to transform the Boltzmann equation from an equation for \( h(\theta, z) \) to an equation for the occupation in terms of \( j, z \) and direction of motion, which we denote by \( h_{R,L}^{j}(z) \). First, we change the variables in Eq. (1). Second, the integral \( \int \frac{dp_{p}}{4\pi} \) should be replaced by an integral over the \( x \)-component of the momentum, namely \( p_{F} \int \frac{dp_{x}}{4\pi} \), where the limits are given by \( p_{x} = 0 \) and \( p_{x} = \pm \infty \), for R,L respectively. The \( \delta \)-function in (2) is then replaced by a density of states at the Fermi level at a fixed \( j = p_{y}r(z) \).

\[
\nu^{j} = \frac{\nu_{F}}{\sqrt{1 - \frac{j^{2}}{k_{F} r(z)^{2}}}} \Theta(k_{F} r(z) - |j|)
\]

(3)

This density of states is inversely proportional to the \( x \)-component of the velocity, as familiar from Landauer’s analysis. The details of the transformation are given in the Appendix, but the outcome is quite expected from the conservation of angular momentum:

\[
\pm \nu_{F} \partial_{z} h_{R,L}^{j}(z) = \sqrt{1 + r'^{2}} I[h_{R,L}^{j}(z)]
\]

(4)

where the \( \pm \) refers to right and left moving electrons, and \( I \) is the scattering term expressed as a functional of \( h_{R,L}^{j}(z) \), derived below.

The electronic density \( \rho(z) \), current density \( J_{x}(z) \) and
potential $V(z)$ are,
\[
\rho(z) = \int \frac{dp}{4\pi^2} f(p, z) = \frac{1}{2\pi k_{FR}(z)} \int dz \nu^j(z) \left[ h_R^j + h_L^j \right]
\]
\[
J_x(z) = \int \frac{dp}{4\pi^2 m} f(p, z) = \frac{1}{4\pi r(z)} \int dz \left[ h_R^j - h_L^j \right]
\]
\[
V(z) = \rho(z)/\nu_F
\]  
(5)

where the limits of integration are over all angular momenta for which $\nu^j \neq 0$, i.e. from $-J_{max}$ to $J_{max} = k_F r_{max}$.

**Ballistic regime.** In the absence of collisions ($\tilde{I} = 0$), Eq. (4) implies that $h_{R,L}^j$ is independent of $z$ and is such that $h_R^j = h_L^j$ at the classical turning point, where $j = k_{FR}(z)$. The solution states that there is no inter-channel scattering along the wormhole, which is a consequence of angular momentum conservation. As for intra-channel back-scattering, two situations may exist: fully transmitted channels are those with $j < k_F r_{min}$. For these channels, each of the two non-equilibrium occupations $h_{R,L}^j(z)$ is determined by the contact from which it emanates, and is independent of $z$. In contrast, if there is a point $z_0$ for which $j = k_{FR}(z_0)$, at this point the momentum has no $x$-component, $h_R = h_L$ and the channel is fully reflected. Then, on one side of $z_0$ where the channel exists we have $h_R = h_L$, with the value being determined by the contact from which the channel emanates and to which it is back-reflected. Both occupations vanish at the other side of $z_0$, in which the channel does not exist. Figure (2a,b) presents $h_R^j \mp h_L^j$ for a particular example of a ballistic wormhole, showing the non-equilibrium channel-dependent contributions to the local potential and current density.

Each contact feeds into the wormhole all channels below its potential, $\pm V_0/2$ for the left and right contacts respectively, thus specifying the boundary conditions. By Landauer’s formula, $V_0 = \pi I/k_{FR_{min}}$. With these boundary conditions, we can solve for $h_{R,L}^j(z)$ and use the solution to calculate the potential as a function of $z$. We find the potential to be,
\[
V_{ballistic}(z) = -\text{sgn}(z) V_0 \int_{k_{FR_{min}}}^{k_{FR}(z)} \frac{dj}{\sqrt{(k_{FR}(z))^2 - j^2}}
\]
\[
= -\text{sgn} z V_0 \left[ 1 - \frac{2}{\pi} \arcsin \frac{r_{min}}{r(z)} \right]
\]  
(6)

Interestingly, although there are no collisions, we see that there is a potential drop, and thus resistance, in the bulk of the wormhole. Eq. (6) shows that the potential close to the edges of the wormhole ($z = \pm L/2$) is smaller than that in the contacts by $\frac{V_0}{2} \arcsin \frac{r_{min}}{r(z)}$. This difference is the LS contact resistance. In the limit $r_{max} \gg r_{min}$ this contact resistance becomes negligible, and practically all the LS resistance drops in the bulk. From Eq. (6) we see that voltage drops in the bulk when the upper limit of the integral varies with $z$.

Hence, the bulk LS resistance appears whenever the number of conduction channels varies in the bulk. As we show below, electron-electron scattering can dramatically suppress the bulk potential drop, allowing the system to conduct much better than the fundamental LS limit.

**Electron-electron scattering and the hydrodynamic regime.** We now turn to consider the effect of momentum conserving electron-electron interactions on the wormhole resistance. Within the relaxation time approximation, taking conservation laws into account [11, 54], we have
\[
I[f(p, r)] = -\frac{1}{\ell_{ee}} \left[ f - \delta(\epsilon_F - \epsilon(p)) \right] \frac{\rho(r) + 2J_x(r) \cos \theta}{\nu_F}
\]
\[
\text{The second and third terms on the right hand side guarantee charge and momentum conservation, respectively. We obtain } I[h^j]\text{ using the same ansatz we used before,}
\]
\[
\tilde{I}[h_{R,L}^j] = \frac{\nu^j}{\ell_{ee}} \left[ h_{R,L}^j(z) - \frac{\rho(z)}{\nu_F} \pm \frac{4\pi J_x(z)}{k_F} \sqrt{1 - \left( \frac{j}{k_{FR}(z)} \right)^2} \right]
\]  
(8)

The $\nu^j/\ell_{ee}$ factor makes the mean free path $j$-dependent and shortens it from $\ell_{ee}$ to $\ell_{ee} \sqrt{1 - \left( \frac{j}{k_{FR}(z)} \right)^2}$. This
may be understood by noting that for $j/r(z)$ large, $p_x$ is small and a shorter distance is traversed in the $z$-direction between two scattering events. In particular, the scattering length vanishes when the channel is about to be terminated, opening a way for the electrons to avoid back-scattering by being scattered to a transmitted channel. Furthermore, in contrast to the case of impurity scattering, in which in Eq. (8) $\ell_{ee}$ is replaced by a momentum-relaxing mean free path and the third term is absent, here the presence of the third term allows for a Galilean boost of the Fermi surface $h^2_{R,L}(z) = \pm \frac{4\pi I_j(z)}{\kappa_F} \sqrt{1 - \left(\frac{j}{\kappa_F r(z)}\right)^2}$ to be carried out without developing a resistance.

We find the solution to a leading order in $\ell_{ee}$ (the calculation is given in the Appendix),

$$h^2_{R,L}(z) = \pm \frac{2I}{\kappa_F r(z)} \left[ 1 - \left(\frac{j}{\kappa_F r(z)}\right)^2 \right] + \frac{2I \ell_{ee} \sin \xi(z)}{\kappa_F r^2(z)} [1 - 2(j/\kappa_F r(z)]^2 - \int_0^z \frac{I \ell_{ee}}{\kappa_F r^2(z')} \cos \xi(z') \frac{d\xi}{dz'} (z')dz' \tag{9}$$

where $\xi(z)$ is the local angle between $z$-axis and the manifold, i.e. $r(z)' = \tan \xi(z)$. This solution is valid in the bulk, away from the contacts. We comment on the role of the contacts below, with details in the Appendix.

The first term in Eq. (9) is a rigidly shifted Fermi surface. It is the solution expected for $r' = 0$ far away from the contacts, after all deformations of the Fermi surface are suppressed by the scattering term. The second and third terms are smaller than the first by a factor of $\ell_{ee}/r(z)$, and originate from the breaking of Galilean invariance. The second term makes the shifted Fermi surface acquire an elongated shape, with more electrons in the head-on direction (small $j$), and less in the $j \approx \kappa_F r(z)$ channels. The third term is independent of $j$. It carries an electronic density, and leads to a potential drop and resistivity. Note that while the second term exists when $\sin \xi \neq 0$, the third term requires $\frac{2 \sin \xi}{dx} \neq 0$. Stated differently, in contrast to ballistic electrons for which local resistance appears when the number of conduction channels varies with $z$, i.e., when $r' \neq 0$, for hydrodynamic electrons resistance is generated only when this function has a non-zero curvature, $r'' \neq 0$.

The potential originating from the third term of Eq. (9) may be written also as:

$$V_{\text{hydro}}(z) = I \int_0^\xi \frac{\ell_{ee}}{4\pi \kappa_F r^2(\xi)} \cos \xi \, d\xi \tag{10}$$

The resistance scale may be estimated from Eq. (10). The $r^2$ in the denominator suggests that the wormhole resistance is characterized by a “super-ballistic” scale $\frac{2\pi \ell_{ee}}{\kappa_F r_{\text{min}}}$, smaller by $2\ell_{ee}/r_{\text{min}}$ than the ballistic LS resistance. However, Eq. (10) opens the way for a much smaller scale, $\frac{\ell_{ee}}{4\pi \kappa_F r_{\text{min}}^2} \sin \xi_0$, where $\xi_0$ is the angle at which $r$ becomes much larger than $r_{\text{min}}$. If $r$ grows slowly, $\sin \xi_0$ may be much smaller than one, with the resistance becoming much smaller than the super-ballistic scale. Consequently, for a fixed $r_{\text{max}} \gg r_{\text{min}}$ the resistance generally decreases with increasing $L$, opposite to the familiar Ohmic dependence.

To illustrate the two hydrodynamic scales, consider an example where

$$r(z) = r_0 \cosh z/a \tag{11}$$

In this wormhole $r_{\text{min}} = r_0$ and $r_{\text{max}} \gg r_{\text{min}}$ for $L \gg a$. Under the latter condition, the contribution to the resistance decays fast with $|z| \gg a$, and we can take $L \to \infty$. Then, using Eq. (10),

$$R_{\text{cosh}} = \frac{\ell_{ee}}{2\pi \kappa_F} \left[ \frac{1}{r_0^2 - a^2} - \frac{a^2 \arctanh \sqrt{\frac{r_0^2 - a^2}{r_0}}}{r_0(r_0^2 - a^2)^{3/2}} \right] \tag{12}$$

In the limit $a \to 0$ the resistance tends to $\frac{\ell_{ee}}{4\pi \kappa_F r_{\text{min}}^2}$, but when $a \gg r_0$ it decreases to become of order $\frac{\ell_{ee}}{4\pi \kappa_F r_0^2}$. As can be seen in Eq. (10), most of the resistance originates from the product of the minimum radius $r_{\text{min}}$ and the change in angle $\Delta \xi$ over which the radius becomes significantly larger than $r_0$. When $a \gg r_0$ the change in angle is $\Delta \xi \sim r_0/a$ and hence the decrease in resistance. Fig. (2c,d) show the calculated $h_L - h_R$ and $h_L + h_R$ for hydrodynamic flow in the wormhole in Eq. (11). These quantities contribute to the current density and potential, respectively (Eq. (5)). Fig. (3) shows potential drop in this wormhole as a function of $z$, in the ballistic case and in the hydrodynamic cases for two values of $a/r_0$. The hydrodynamic suppression of the resistance with increasing $a$ is evident. Note that when $r(z)$ is constant the resistance in the bulk vanishes, since the bulk is
Galilean invariant. However, the LS voltage drop occurs then sharply at the contacts, and is not suppressed by electron-electron scattering. To suppress the resistance by electron-electron scattering \( r(z) \) should vary slowly from \( r_{\text{min}} \) to \( r_{\text{max}} \gg r_{\text{min}} \).

Our analysis elucidates this suppression of the resistance: a potential drop results from reflection of electrons. In the ballistic regime the contact sends into the sample electrons in channels for which \( j \) is too large to be transmitted. Those electrons are reflected, leading to a voltage drop (Eq. (6)). In contrast, in the hydrodynamic regime electrons of high \( j \) are scattered to channels of smaller \( j \), and largely end up being transmitted, without generating a potential drop. Note that our entire analysis assumes \( \ell_{ee} \ll a \) and \( \ell_{ee} \ll r_0 \), in contrast to the sharp constriction case, studied, e.g., in \( 29 \), leading to a rather different evolution of \( R \) with \( \ell_{ee} \).

Eqs. (10) and (11) show that the bulk resistance of a Corbino disk vanishes, as a consequence of the lack of variation of \( \xi \). With the limitation of \( z \) to a proper range, and with the limit \( a \to 0 \), Eq. (11) may be used to describe a Corbino disk. The resulting bulk resistance vanishes in that limit. Indeed, in a Corbino disk the number of channels grows linearly with the radial coordinate, its second derivative vanishes, and so does the hydrodynamic resistance. Importantly, this vanishing bulk resistance is in series with a contact resistance which in this case is \( \pi/(2k_F r_{\text{min}}) \), where \( r_{\text{min}} \) is the inner radius of the disk.

The elimination of the LS resistance in a Corbino disk was experimentally confirmed, as reported in a companion article\([55]\). In that article, we generalized the present calculations to include momentum relaxation due to phonon and impurity scattering, and showed that it leads to a simple additive contribution to the resistance.

Finally, although the wormhole is illuminating theoretically, it is a rather exotic geometry for real-life transistor devices. Those typically have a long rectangular bar geometry, in which the density varies along the \( x \)-axis and is maximal near the contacts. In a bar geometry, previous work (e.g. \( 27 \)) has focused on a viscous contribution arising from the no-slip boundary condition. Here, we neglect this contribution by assuming specular boundary scattering, or a wide bar. By carrying out an analysis similar to that of the wormhole (see Appendix), we find the resistance

\[
R_{\text{bar}} = \int_{-\infty}^{\infty} dx \left( \frac{k_F^2 \ell_{ee}'}{2k_F^2 r} \right),
\]

Here we account also for the possibility that \( \ell_{ee} \) varies with the variation of \( k_F \). Assuming that the change in \( k_F \) is much larger than its minimal value, we can estimate \( R \sim \ell_{ee}/k_F r a \), where \( a \) is the scale over which \( k_F \) and \( \ell_{ee} \) become much larger than their minimal value.

In summary, we showed here that when the LS resistance of an electronic system is spread into its bulk, rather than being localized at the interface with the contacts, it may be significantly reduced by electron-electron scattering, in principle all the way down to zero.
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Supplemental material to “Spread and erase – How electron hydrodynamics can eliminate the Landauer-Sharvin resistance”

In this supplemental material, we give (A) the derivation of the Boltzmann equation in the wormhole geometry, (B) the solution of the Boltzmann equation in the hydrodynamic regime for a wormhole, (C) the solution of the Boltzmann equation in the hydrodynamic regime for a bar with a density variation, and (D) a discussion of the contact resistance.

Appendix A: Derivation of Boltzmann equation for the wormhole

The wormhole is a surface of revolution defined, in a cylindrical system of coordinates, by \( r(z) \). In Cartesian components it is defined \((r(z) \cos(\phi), r(z) \sin(\phi), z)\). The kinetic energy of a particle (which is also the Lagrangian) is given by

\[
|v_F|^2 = (\dot{r})^2 + z^2 (1 + r'^2)
\]

and is conserved. Since the norm of the velocity is conserved, we only need to keep track of its angle \( \theta \), measured with respect to an arbitrary axis. We define \( \theta \) by:

\[
\dot{r} \phi = v_F \sin(\theta) \\
\sqrt{1 + r'^2} \dot{z} = v_F \cos(\theta)
\]

The equations of motion are given by:

\[
\ddot{\phi} = -\frac{2 r' \dot{z}}{r} \phi \\
\ddot{z} = \frac{r r'}{1 + r'^2} \dot{\phi}^2 - \frac{r r''}{1 + r'^2} \dot{z}^2
\]

We start from the initial 2D problem with 2 coordinates and 2 velocities. Time independent distribution of electrons will necessarily be rotational invariant, and hence independent of \( \phi \). Furthermore, in the absence of a driving force the magnitudes of the momentum and the velocity are conserved, such that their dynamical variable is the he angle \( \theta \), measured with respect to the x-axis. The Boltzmann equation is then an equation for two coordinates - the radial coordinate \( r \) and the direction of the velocity \( \theta \). The equations of motion for \( r, \theta \):

\[
\dot{r} = r' \dot{z} = \frac{r'}{\sqrt{1 + r'^2}} v_F \cos(\theta) \\
\dot{\theta} = -\frac{r'}{r} \frac{1}{\sqrt{1 + r'^2}} v_F \sin(\theta)
\]

We can now write the Boltzmann equation for \( f(r, \theta) \) as:

\[
\frac{df}{dt} = \partial_r(f) \dot{r} + \partial_\theta(f) \dot{\theta} = v_F I[f]
\]

with \( I[f] \) the scattering integral given in the main text. This leads to

\[
\partial_r(f) \frac{r'}{\sqrt{1 + r'^2}} \cos(\theta) - \partial_\theta(f) \frac{r'}{r} \frac{1}{\sqrt{1 + r'^2}} \sin(\theta) = I[f]
\]

This can be rewritten as

\[
\partial_r(f) \cos(\theta) - \partial_\theta(f) \frac{1}{r} \sin(\theta) = \frac{\sqrt{1 + r'^2}}{r'} I[f]
\]

The left hand side is independent of \( z \), which means in the ballistic regime, all surfaces are equivalent once expressed in terms of \( r \). In the non-ballistic case, the only difference between surfaces is that the scattering rate acquires a dependence on \( r' \) through the factor \( \sqrt{1 + r'^2}/r' \). Multiplying Eq. (A7) by \( r' \), and using \( r' \partial_r = \partial_z \), we obtain Eq. (1).
Appendix B: Wormhole and Corbino disk - solution of the Boltzmann equation in the hydrodynamic regime

The equation describing the non-equilibrium current distribution is obtained from Eq. (A7) by setting \( f(p,z) = \delta(\epsilon_F - \epsilon(p))h(y(p_y)) \) and integrating \( p_F \int \frac{dp_y}{2\pi} \). We get,

\[
\pm \left[ \nu_F \partial_z h^y_{R,L} - \nu_F \frac{r'}{r} p_y \partial_p_y h^y_{R,L} \right] = \sqrt{1 + r'^2} \tilde{I}[h^y] \tag{B1}
\]

with,

\[
\tilde{I}[h^y_{R,L}(p,r)] = \frac{\nu^y}{\ell_{ee}} \left[ h^y_{R,L} - \frac{\rho(r)}{2\nu_F} + \frac{4\pi j_x(r)}{k_F} \sqrt{1 - (p_y/k_F)^2} \right] \tag{B2}
\]

The transformation of this equation to an equation for \( h^j \) is explained below.

### 1. Deriving the Boltzmann equation for \( h^j \)

To get the Boltzmann equation that appears in Eq. (4) of the main text, we start from Eq. (B1) and change the variables \( z, p_y \rightarrow z, j \). Since \( j = p_y r(z) \) we must treat the dependence between the coordinates carefully. It is easy to confirm that the second term in the LHS of (B1) becomes \( j \frac{r'}{r} \partial_j h_{R,L} \), however, the first term also changes because it is a total derivative, \( \partial_z h_{R,L} \rightarrow \partial_z h_{R,L} + \frac{\partial j}{\partial z} \partial_j h_{R,L} \). Using \( \frac{\partial j}{\partial z} = p_y r' \) we get that

\[
\frac{\partial j}{\partial z} \partial_j h_{R,L} - j \frac{r'}{r} \partial_j h_{R,L} = 0,
\]

thus obtaining Eq. (4).

### 2. Solving the Boltzmann equation to linear order in \( \ell_{ee} \)

In this subsection we solve the equation for \( h^j \) up to first order in \( \ell_{ee} r'/r \).

Assuming that \( r(z) \) varies slowly on a scale of \( \ell_{ee} \) we try as a first attempt the \( z \)-independent solution of a uniform \( r \), adjusted at each point to the local \( r(z) \), i.e., \( \pm \frac{2I}{k_F r(z)} \sqrt{1 - \left( \frac{j}{k_F r(z)} \right)^2} \). This attempted solution conserves current.

Substituting it into Eq. (4) we find on the LHS a remainder term \( \frac{-2I}{k_F r^2} \left( 1 - 2 \left( \frac{j}{k_F r(z)} \right)^2 \right) \). It is linear in \( r' \), as expected.

To compensate for this term, we modify our solution, making it

\[
h^j_{R,L}(z) = \pm \frac{2I}{k_F r(z)} \sqrt{1 - \left( \frac{j}{k_F r(z)} \right)^2} + \frac{2I \ell_{ee} r'}{k_F r^2(z) \sqrt{1 + r'^2}} \left[ 1 - 2 \left( \frac{j}{k_F r(z)} \right)^2 \right]
\]

\[
= \pm \frac{2I}{k_F r(z)} \sqrt{1 - \left( \frac{j}{k_F r(z)} \right)^2} + \frac{2I \ell_{ee} \sin \xi(z)}{k_F r^2(z)} \left[ 1 - 2 \left( \frac{j}{k_F r(z)} \right)^2 \right] \tag{B3}
\]

The term we added to \( h \) is linear in \( \ell_{ee} \), such that when substituted into the RHS, it balances the remainder term on the LHS, which is \( \ell_{ee} \)-independent. However, it generates a new remainder term on the LHS, which is linear in \( \ell_{ee} \).

Specifically, this term is,

\[
\pm \frac{2I \ell_{ee}}{k_F} \frac{r' \ell' \cos \xi \left( 1 - 2 \left( \frac{j}{k_F r(z)} \right)^2 \right) + 2r' \sin \xi \left( 4 \left( \frac{j}{k_F r(z)} \right)^2 - 1 \right)}{r^3} \tag{B4}
\]

Naively, we should balance this term by adding a term \( \delta h \propto \ell_{ee}^3 \) to our solution, thereby generating a term \( \delta h \nu j / \ell_{ee} \) on the RHS to cancel the contribution (B4) on the LHS. We should note, however, that the RHS cannot cancel parts of \( \delta h \) that carry a current or a density. Furthermore, we cannot add to \( h \) a term that carries current, because we
assume a fixed driven current. As it turns out, the second term in (B4) can be cancelled by the RHS, but the first term requires more care. We write it as

$$\pm \frac{I_{\ell ee}}{k_F r^2} \xi' \cos \xi \pm \frac{I_{\ell ee}}{k_F r^2} \xi' \cos \frac{1}{2} \left( \frac{j}{k_F r} \right)^2$$  \hspace{1cm} (B5)$$

and cancel the first, \(j\)-independent, term by subtracting a \(j\)-independent, density carrying, term,

$$\int d\tilde{z}' \frac{I_{\ell ee}}{k_F r^2} \xi' \cos \xi$$  \hspace{1cm} (B6)$$

When divided by \(\nu_F\), this term gives the local electrochemical potential.

Appendix C: Bar with a density variation - solution of the Boltzmann equation for the hydrodynamic regime

We consider an infinite bar parallel to the \(z\)-axis, in which the equilibrium density, and hence \(k_F\) vary with \(z\). Furthermore, with a variation of density comes also a variation of \(\ell_{ee}\). When the walls of the bar are specular, we can view it as a cylinder, and we denote the circumference by \(2\pi r\). With these assumptions, Boltzmann equation (4) and the collision term (8) remain the same as they were for a wormhole, with \(r' = 0\):

$$\pm \frac{\nu_F}{v_j} \partial_z h_{R,L} = -\frac{1}{\ell_{ee}} \left[ h_{R,L} - \rho \frac{4\pi j_z}{2\nu_F} \sqrt{1 - \left( \frac{j}{k_F r} \right)^2} \right]$$  \hspace{1cm} (C1)$$

For the limit of small \(\ell_{ee}\), we first try as a naive \(\ell_{ee}\)-independent solution the locally Galilean boosted Fermi sphere:

$$h_{R,L} = \pm \frac{2I}{k_F r} \sqrt{1 - \left( \frac{j}{k_F r} \right)^2}$$

and we aim to find all corrections of order \(\ell_{ee}\) to this term. Any amendment we do to the naive solution should not carry current, since the current is fixed to \(I\). When the naive solution is substituted in (C1) the right hand side vanishes since \(I = 2\pi r j_x\) and \(\rho = 0\). However we get an extra term of \(-\frac{2I k_{\ell ee} k_F'}{k_F r} \left( 1 - 2 \left( \frac{j}{k_F r} \right)^2 \right)\) on the LHS. We can balance this term by adding to our solution \(\frac{2I \ell_{ee} k_F'}{k_F r} \left( 1 - 2 \left( \frac{j}{k_F r} \right)^2 \right)\).

This amended solution solves (C1), up to a remainder term on the LHS:

$$\sqrt{1 - \left( \frac{j}{k_F r} \right)^2} \partial_z \left[ \frac{2I \ell_{ee} k_F'}{k_F r} \left( 1 - 2 \left( \frac{j}{k_F r} \right)^2 \right) \right]$$  \hspace{1cm} (C2)$$

This remainder term is of the order \(\ell_{ee}\) and we need to amend our solution further to eliminate it. In principle, there are two ways to do that. The part of (C2) that does not carry density or current can be eliminated by an addition of a term of order \(\ell_{ee}^2\) to \(h\). Such a term will yield an order \(\ell_{ee}\) term on the RHS. However, being a contribution to \(h\) that is of order \(\ell_{ee}^2\), it is beyond our scope. The part of (C2) that carries density of current, on the other hand, should be canceled by adding a term of order \(\ell_{ee}\) to \(h\), that is purely a density term. Such a term will not affect the RHS, and its substitution in the LHS will cancel the terms in (C2). It is this term we are after. An inspection of (C1) and (C2) allows us to find it and write the full expression of \(h\) to linear order in \(\ell_{ee}\) as

$$h_{R,L}^j = \pm \frac{2I}{k_F r} \sqrt{1 - \left( \frac{j}{k_F r} \right)^2}$$

$$+ \frac{2I \ell_{ee} k_F'}{k_F r} \left( 1 - 2 \left( \frac{j}{k_F r} \right)^2 \right)$$

$$- I \int \tilde{z} \frac{(k_F' \ell_{ee})'}{2k_F r}$$  \hspace{1cm} (C3)$$

where in the integrand in the last term \(k_F, \ell_{ee}\) are both functions of \(\tilde{z}\).
Appendix D: Contact resistance

At the contact the density variation is fast. As a consequence the full solution of the Boltzmann equation becomes hard to obtain, but we can still estimate the voltage drop on the contact region. For the simplest case of a ballistic cylinder ($\xi = 0$), or a ballistic rectangular-shaped conductor with specular walls, the entire potential drop is on the two contacts. By symmetry, at the center of the wormhole cylinder ($h_{R}^j = -h_{L}^j = \frac{L}{2\nu_F}$) and consequently $V = 0$. In fact, these values of $h_{R}^j$, $h_{L}^j$ hold anywhere within the sample, at $|z| < L/2$. In the contacts ($z = \pm (L/2 + \epsilon)$) themselves $h_{R}^j = h_{L}^j$, and their value is determined by the local potential. Thus, there is a jump in the value of $h_{L}^j$ at $z = -L/2$ and of $h_{R}^j$ at $z = L/2$, and this jump leads to the expected jump of the potentials at the contacts.

Next, we think of the cylindrical geometry with electron-electron scattering. Far from the contacts (a distance much larger than $\ell_{ee}$) our main-text analysis holds, leading to $h_{R}^j = -h_{L}^j = \frac{2\pi J_z}{k_F} \sqrt{1 - (j/k_F)^2}$ and $V = 0$. At the two contacts $h_{R}^j = h_{L}^j = \pm V(J)/2$, and it is $V(I)$ that we estimate now. For clarity we focus on the left contact, at $z = -L/2$.

The equations satisfied by $h_{R,L}^j$ are of the form

$$\pm \nu_F \partial_z h_{R,L}^j(j, z) = -\frac{\nu_j}{\ell_{ee}} \left[ h_{R,L}^j - \frac{\rho(z)}{\nu_F} + \frac{4\pi J_z}{k_F} \sqrt{1 - \left(\frac{j}{k_F}\right)^2} \right]$$ (D1)

These equations are equivalent to,

$$h_{R,L}^j = h_{R,L}^j(\pm L/2) e^{\pm (\pm L/2) \nu_j} - \int_{z_i}^{z} dz' \nu_j \frac{\nu_j}{\nu_F \ell_{ee}} \left[ -\frac{\rho(z')}{\nu_F} + \frac{4\pi J_z}{k_F} \right] e^{\pm (z' - z_i) \nu_j}$$ (D2)

Here, $h_{R,L}^j(\pm L/2)$ are the boundary conditions for the right- and left-moving electrons at the points where they enter the sample. The dependence of the distribution functions $h_{R,L}^j$ on $z$ near the left contact is very different for the left- and right-moving electrons. For the left-moving electrons the entry point is very far from the contact we look at, and therefore the initial condition is long forgotten. In the bulk, the distribution of the left moving electrons does not vary in space, and since the second term in Eq. (D2) averages over a scale of $\ell_{ee}$, we expect the variation of $h_{L}^j$ to be slow even close to the contact.

For the right-moving electrons, in contrast, near the contact the solution is dominated by initial conditions. The distribution function, that starts as a constant $h_{R}^j = \pi^2 J_z/k_F$, decays into $h_{R}^j = \frac{4\pi J_z}{k_F} \sqrt{1 - (j/k_F)^2}$, at a distance $\ell_{ee}/\nu_j$ from the contact.

Motivated by these considerations, we make the ansatz,

$$h_{L}^j \approx -\frac{4\pi J_z}{k_F} \sqrt{1 - (j/k_F)^2}$$

$$h_{R}^j = \frac{\pi^2 J_z}{k_F} e^{-(z+L/2) \nu_j} e^{\nu_j \ell_{ee}} + (1 - e^{-(z+L/2) \nu_j} e^{\nu_j \ell_{ee}}) \frac{4\pi J_z}{k_F} \sqrt{1 - (j/k_F)^2}$$ (D3)

Within this ansatz, the voltage difference between the contact itself and the bulk is the same as it is in the ballistic case, namely half of the Landauer-Sharvin voltage drop falls on each contact. The effect of the scattering term is limited to distributing this voltage drop from being at the interface itself to being spread on a scale of $\ell_{ee}$.