Magnetoplasmons bound to short-range impurities in graphene: Symmetries and optics
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We consider a graphene sheet in the presence of a strong perpendicular magnetic field with a single short-range δ-impurity situated at one of the carbon sites. We study the neutral inter-Landau level collective excitations, magnetoplasmons, which become localized on the impurity. Some of these excitations involve a pseudospin flip (intervalley transitions), since the impurity can scatter electrons between the two valleys. We propose a classification of states of the excitations in graphene and introduce the appropriate quantum numbers. The energies and optical strengths of collective excitations are calculated for a range of integer filling factors and impurity strengths. We establish a set of symmetries matching the energies and absorption strengths of collective excitations for different sublattice locations of the impurity, filling factors, circular light polarizations and signs of the impurity potential.
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I. INTRODUCTION

At first glance, the electronic structure of graphene is simple: due to the $sp^2$ bonding of the single-atom-thick two-dimensional (2D) carbon layer, it is easily modeled by a non-interacting tight-binding approach.1–4 For the 2D honeycomb lattice, this results in low energies in two non-equivalent Dirac cones at the $K$ and $K'$ points. And indeed much of the tremendous progress in understanding graphene’s electronic properties in 2004 has been due to the exploitation of this fact. However, electron-electron ($e-e$) interactions also play an important role in graphene, particularly in the high magnetic field regime.5–7 As well as the transport properties, $e-e$ interactions affect the optical excitations of the system. Previous studies have calculated the dispersion relation for particle-hole excitations for the case of clean graphene with integer Landau level (LL) filling.8,9 This has been done for the bilayer system too.9,10 Furthermore, charged collective excitations have been predicted to exist as discrete states outside the continuum.11

In this work, we investigate the effect of short-ranged disorder on the collective excitations (CEs) of the mono-layer system in the presence of a strong perpendicular magnetic field. Specifically, we calculate the energies and optical properties of CEs that become localized on a δ-function scatterer situated at one of the graphene lattice sites. We shall refer to this scatterer as an impurity, but it can represent a vacancy as well.12–15 We explore how the bound states are influenced by the filling factor $\nu$, the sublattice containing the impurity, the light polarization and the impurity strength. The results are notably different from those for a long-range Coulomb impurity potential, studied previously.16 In particular, the choice of a sublattice position for the impurity breaks the equivalence between $K$ and $K'$ points and thus the SU(4) symmetry. Furthermore, the short-range character of the impurity allows for significant inter-valley scattering. Nevertheless, we will show that due to particle-hole symmetry at the Dirac point, the resulting optical excitations obey another form of sublattice symmetry between attractive and repulsive impurities. Our results show a symmetry structure which allows us to distinguish between long- and short-ranged impurities in the optical excitations of graphene.

II. THEORETICAL APPROACH

A. Single particle problem

Let us consider a single electron in graphene in a perpendicular magnetic field with a δ-function impurity located at the origin. For the case when the origin is at a $\mu = A,B$ sublattice site, the Hamiltonian has the form

$$\hat{H}_\mu = \hat{H}_0 + \hat{V}_\mu,$$

where $\hat{H}_0$ is the Hamiltonian for a free electron in graphene in a uniform magnetic field,17

$$\hat{H}_0 = v_F \begin{pmatrix} 0 & \Pi_- & 0 & 0 \\ \Pi_+ & 0 & 0 & 0 \\ 0 & 0 & 0 & \Pi_- \\ 0 & 0 & \Pi_+ & 0 \end{pmatrix}.$$  \(1\)

Here $v_F$ is the Fermi velocity and $\Pi_{\pm} = \Pi_x \pm i \Pi_y$, with $\Pi = p + \frac{3}{2} A$, the kinematic momentum operator. Note that the $\langle AK, BK, AK', BK' \rangle$ ordering is used and that $\hat{H}_0$ is diagonal with respect to the valley index. The
contribution to the Hamiltonian from the short-range $V(r) = V \delta(r)$ impurity is

$$\tilde{V}_A = V \delta(r) \begin{pmatrix} 1 & 0 & 1 \\ 0 & 0 & 0 \\ 1 & 0 & 1 \end{pmatrix},$$  \hspace{1cm} (2)

for an impurity located on an $A$ site at the origin and

$$\tilde{V}_B = V \delta(r) \begin{pmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \alpha^* \\ 0 & 0 & 0 \end{pmatrix},$$  \hspace{1cm} (3)

for an impurity located on a $B$ site at the origin. Here $\alpha = e^{2i\pi/3}$ and $V = \sqrt{3}W a^2/2$, where $W$ is the onsite energy associated with the impurity, see Eq. (A1); $a$ is the distance between atoms on the same sublattice, see Fig. 1. The off-diagonal terms in Eqs. (2) and (3) describe scattering between the valleys; such terms can be neglected for long-range potentials. Note that in both cases $\mu = A, B$ the origin is chosen at the impurity. The derivation of Eqs. (1–3) is given in Appendix A; see also Ref. 22. The eigenstates of the Hamiltonian $H_0$ in the symmetric gauge $\mathbf{A} = \frac{e}{cB} \times \mathbf{r}$ for an electron in, e.g., the $K$ valley (pseudospin $\tau = \uparrow$), are

$$\Psi_{n\tau|m}(r) = (r|_{n\tau|m}^\dagger 0) \chi_s,$$

where $n$ is the integer LL number, $\phi_{|n|m}(r)$ is a 2D Electron Gas (2DEG) wavefunction with oscillator quantum number $m = 0, 1, \ldots, a_n = 2^{\frac{j_0}{2}} n! n! m!$, $\phi_{|n|m}(r)$ (where $S_0 = 0$) and $\chi_s$ is the spin part for the two spin projections $s = \uparrow, \downarrow$. The corresponding wavefunction in the $K'$ valley ($\tau = \downarrow$) is obtained by reversing the order of the spinor components. There is the Landau degeneracy in quantum number $m$, so that defining the composite index $\mathcal{N} = \{n s \tau\}$, the single particle energy is

$$\epsilon_{\mathcal{N}} = S_n \hbar \omega_c \sqrt{|n| + \hbar \omega_s s_z} + \hbar \omega_0 \tau_z.$$  \hspace{1cm} (5)

Here $\hbar \omega_c = \sqrt{2} \hbar v_F / \ell_B$ is the cyclotron energy in graphene, $\ell_B = \sqrt{\hbar / e B}$ is the magnetic length and $\hbar \omega_s, \hbar \omega_0$ the phenomenological spin and valley splittings, respectively. We assume $\hbar \omega_s > \hbar \omega_c$ and that these splittings are small in comparison with the cyclotron energy, $\hbar \omega_s, \hbar \omega_0 \ll \hbar \omega_c$; we set them equal to zero for the purposes of numerical calculations. Note that the wavefunctions $\Psi_{\mathcal{N}m}(r)$ are not eigenfunctions of the orbital angular momentum projection operator $\hat{l}_z = r \times \hat{p}$. Instead, the generalized angular momentum operator gives $\hat{j}_z \Psi_{\mathcal{N}m}(r) = j_z \Psi_{\mathcal{N}m}(r)$, with the half-integer eigenvalue $j_z = l_z - \frac{1}{2}$ and the integer orbital part $l_z = |n| - m$.

The calculation of impurity matrix elements involving $\hat{V}_\mu$ is straightforward, since

$$V_{\mu N'm'} = \int \! dr \Psi_{\mu N'm'}^\dagger(r) \hat{V}_\mu \Psi_{\mu N'm}(r)$$

$$= \delta_{s, s'} \Psi_{\mu N'm'}^\dagger \hat{\rho}_{s'} \Psi_{\mu N'm}(0) \hat{\rho}_{lm}(0),$$

where $l \in \{|n|, |n| - 1\}$ and $k \in \{|n|m', |n|m' - 1\}$, with exact values set by pseudospins (valley indices) $\tau$ and $\tau'$. In addition, $\phi_{nm}(0) \sim \delta_{nm}$, imposing the selection rule determining which states are affected by the $\delta$-impurity. Indeed, only the $s$-orbitals with $l_z = |n| - m = 0$ have non-vanishing probability amplitudes at the origin, where the $\delta$-impurity is located. Note that this selection rule allows mixing of states with different generalized angular momentum projections $j_z$. This is in contrast to a Coulomb potential, where $j_z$ is strictly conserved. In Appendix B we discuss when higher order corrections to the energies $\epsilon_{\mathcal{N}}$ due to the impurity interaction are small and may be ignored.

### B. Collective excitations

We consider excitations in which an electron is promoted from one of the uppermost filled LLs, $N_2$ in the Dirac sea, to an empty higher lying LL $N_1$, leaving behind a hole. The creation operator for such an excitation is

$$Q_{1N_12N_2j_z} = \sum_{m_1, m_2=0}^{\infty} A_{N_1N_2j_z}(m_1, m_2) c_{N_1m_1}^\dagger d_{N_2m_2}^\dagger,$$

where the hole representation, $c_{N_1m} \rightarrow d_{N_1m}^\dagger$ and $c_{N_2m}^\dagger \rightarrow a_{N_2m}$, is used for all filled levels. The excitation operator $Q_{1N_12N_2j_z}$ acts on the ground state, denoted by $|\nu\rangle$, for a system with filling factor $\nu$. The expansion coefficients satisfy $A_{N_1N_2j_z}(m_1, m_2) \sim \delta_{j_z, |n_1| - m_1 - |n_2| + m_2}$. 

---

**FIG. 1:** (a) Real space graphene lattice with nearest neighbor vectors defined for the two cases of having an $A$ or $B$ sublattice site at the origin. (b) Reciprocal lattice with the first Brillouin zone indicated by shading and definitions of $\mathbf{K}$, $\mathbf{K}'$ points.
The quantum number $J_z$ is the total generalized angular momentum projection given by summing over the $j_z$ values for individual particles $i$, $j_z = l_z - \frac{1}{2}$, with $l_z = |n_i| - m_i$. In second quantized form,

$$J_z = \sum_{N_1,m_1} j_1 c_{N_1,m_1}^\dagger c_{N_1,m_1} - \sum_{N_2,m_2} j_2 d_{N_2,m_2}^\dagger d_{N_2,m_2}. \quad (8)$$

We have $J_0 Q_{N_1 N_2} |\nu\rangle = J_0 Q_{N_1 N_2} |\nu\rangle$. Note that for the neutral particle-hole excitations $J_z = l_z - l_z = |n_1| - m_1 - |m_2| + m_2$ only contains an orbital part, in contrast to the single particle states and charged collective excitations\cite{48} in graphene.

The total Hamiltonian, $\hat{H}_\mu = \hat{H}_{\text{el}} + \hat{H}_{\text{int}}$, including the free energies, the interaction with the impurity on the $\mu = A, B$ site, and the electron-hole ($e-h$) interaction is

$$\begin{align*}
\hat{H}_\mu &= \sum_{N_1,m_1} \left( \delta_{N_1,m_1} \delta_{m_1,m_1'} \hat{e}_{N_1} + V_{\mu,N_1,m_1} \right) c_{N_1,m_1}^\dagger c_{N_1,m_1} \\
&- \sum_{N_2,m_1,m_2} \left( \delta_{N_2,m_2} \delta_{m_2,m_2'} \hat{e}_{N_2} + V_{\mu,N_2,m_2} \right) d_{N_2,m_2}^\dagger d_{N_2,m_2} \\
&+ \sum_{N_1,m_1,m_2} \sum_{N_2,m_2} \mathcal{W}_{N_1,m_1 N_2,m_2} c_{N_1,m_1}^\dagger d_{N_2,m_2}^\dagger d_{N_2,m_2} c_{N_1,m_1}. \quad (9)
\end{align*}$$

The $\hat{e}_N$ are the single particle energies, which are renormalized due to the exchange interaction with other electrons in the Dirac sea (see Appendix C). The last term gives the dynamical part of the $e-h$ Coulomb interaction, following from the pairwise Coulomb potential of $e-e$ interactions in graphene, $U(|r_1 - r_2|) = \frac{\varepsilon^2}{|r_1 - r_2|^2}$. Here $\varepsilon$ is an effective dielectric constant, which depends for graphene on its environment. The dynamical $e-h$ interaction is made up of the $e$-direct attraction and the $e-h$ exchange repulsion $H_{\text{int}} = H_{\text{ex}}^D + H_{\text{ex}}^R$ with the total vertex given by

$$\mathcal{W}_{N_1,m_1 N_2,m_2} = -U_{N_1,m_1 N_2,m_2} + U_{N_1,m_1 N_2,m_2}, \quad (10)$$

see Fig. 3. The matrix element $\mathcal{U}$ is defined in the electron representation by

$$\mathcal{U}_{N_1,m_1 N_2,m_2} = \delta_{s_1,s_1'} \delta_{s_2,s_2'} \int d\mathbf{r}_1 \int d\mathbf{r}_2 \Phi_{n_1\tau_1,m_1}^\dagger (\mathbf{r}_1) \otimes \Phi_{n_2\tau_2,m_2}^\dagger (\mathbf{r}_2) U (|\mathbf{r}_1 - \mathbf{r}_2|) \Phi_{n_1\tau_1,m_1} (\mathbf{r}_1) \otimes \Phi_{n_2\tau_2,m_2} (\mathbf{r}_2), \quad (11)$$

where $\otimes$ denotes the direct (Kronecker) product. Note that $\mathcal{U}$ may be expressed in terms of the corresponding matrix elements for the 2DEG\cite{24} and conserves spin, pseudospin (no intervalley scattering), and the generalized angular momentum:

$$\mathcal{U}_{N_1,m_1 N_2,m_2} \sim \delta_{s_1,s_1'} \delta_{s_2,s_2'} \delta_{\tau_1,\tau_1'} \delta_{\tau_2,\tau_2'} \delta_{J_1,J_1'}. \quad (12)$$

It also possesses the SU(4) symmetry\cite{4,18,24} as described below.

C. Symmetry properties of the Hamiltonian

In the absence of an impurity ($V = 0$), the Hamiltonian $\hat{H} = H_0 + H_{\text{int}}$ has several symmetries. Firstly, there is the generalized axial symmetry\cite{21,22} $[J_z, \hat{H}] = 0$. This symmetry is broken in the presence of a $\delta$-impurity, which scatters particles between the valleys. Specifically for
V \neq 0,

\begin{equation}
[j_z, \hat{H}_\mu] = \sum_{N_1, N_1'} \sum_{m_1, m_1'} \sum_{\nu} \nu_{\nu, N_1, m_1} \left( j_z \hat{c}_{N_1, m_1}^{\dagger} \hat{c}_{N_1', m_1'} \right) \left( j_z \hat{c}_{N_1, m_1} - j_z \hat{c}_{N_1', m_1'} \right) + \sum_{N_2, N_2'} \sum_{m_2} \sum_{\nu} \frac{1}{2} \delta_{N_2, N_2'} \left( j_z \hat{c}_{N_2, m_2}^{\dagger} \hat{c}_{N_2', m_2'} - j_z \hat{c}_{N_2, m_2} - j_z \hat{c}_{N_2', m_2'} \right) \equiv 0,
\end{equation}

with \( j_z - j_z \equiv |n'_s - m'_s - n_s| = m_s \). This results in excitations with different \( J_z \) quantum numbers being mixed by the impurity, which we shall discuss in Sec. II E. Therefore, \( J_z \) ceases to be an exact quantum number. We will still use it for classification of states to indicate their origin and predominant character.

Another kind of symmetry present in clean graphene with long-range Coulomb interactions is the SU(4) symmetry, due to the equivalence of the four possible pseudospin-flavor states, \( \uparrow \uparrow, \uparrow \downarrow, \downarrow \uparrow, \downarrow \downarrow \). The generators of the SU(4) group are the dipole approximation, the linear momentum transferred to the electron by a photon is negligible; accordingly, no intervalley transitions can be induced. Besides, the electric field is not coupled directly to the electron spin, so that \( \delta H_\pm \) conserves spin, i.e., no spin flips occur in electric dipole optical transitions. In addition, one can show that

\[ \langle N' m' | \delta H_\pm | N m \rangle \sim \delta_{n'|\mp 1,|n|} \delta_{m,m'}, \]

where \( |N m\rangle \equiv c_{N m}^{\dagger} |0\rangle \). The single particle selection rules are thus \( |n'| - |n| = \pm 1, m = m', \tau = \tau' \) and \( s = s' \), for the \( \sigma^\pm \) polarizations, where the unprimed quantum numbers describe the initial state of the electron and the primed quantum numbers its final state, see Refs. 21, 26, 27 and references therein.

In the second quantization form and in the \( e-h \) representation, the interaction with the circularly \( \sigma^\pm \) polarized light is

\begin{equation}
\delta H_\pm = \sum_{N, N'} \langle n' | \delta H_\pm | n \rangle \sum_m c_{N' m}^{\dagger} d_{N m} \cdot (16)
\end{equation}

Here we made use of the fact that the matrix element \( \langle N' m | \delta H_\pm | N m \rangle \equiv \delta_{s',s} \delta_{\tau',\tau} \delta_{m',m} \langle n' | \delta H_\pm | n \rangle \) is diagonal in \( s, \tau, m \) and, besides, it does not depend on these quantum numbers. The operator emerging in Eq. (16),

\[ \frac{1}{\sqrt{N_0}} \sum_m c_{N' m} d_{N m} = Q_{N' N = 0} \]

is proportional to the composite boson creation operator \( Q_{N' N = 0} \), describing a magnetoexciton of zero magnetic momentum \( \kappa = 0 \) with electron (hole) in the \( N' \) (\( N \)) LL in graphene. \( N_0 = S/2\pi e^2 \) is the LL degeneracy with \( S \) the area of the graphene sheet and the operator of
magnetic translations is $\mathbf{q} = \sum_i (\mathbf{K}_i - \frac{2\pi}{a} \mathbf{r}_i \times \mathbf{B})$. Moreover, the electron-photon interaction is SU(4)-symmetric, $[\mathbf{\hat{H}}_{\pm}, \mathbf{C}_{jk}] = 0$; it does not change the flavor of an electron and has matrix elements which are flavor independent. This leads to the coupling of the electric dipole photon only to the flavor-boson in the given LLs. $Q^n_{\nu,m} \equiv \sum_{\tau} Q^n_{\nu,\sigma_{\nu,\tau} \tau_{\nu,\tau \kappa} = 0}$. In the presence of an impurity, the magnetic momentum $\mathbf{\kappa}$ is no longer conserved, $[\mathbf{H}_\mu, \mathbf{\kappa}] \neq 0$. In addition, a short-range impurity induces the intervalley scattering and breaks the SU(4) symmetry, further relaxing the selection rules.

Let $d \equiv \langle N_1^c N_2^c J_z \delta \mathbf{H}_{\pm} | \nu \rangle$ denote the optical dipole transition matrix element from the ground state $| \nu \rangle$ with filling factor $\nu$, to the final state with one excitation

$$Q^n_{N_1, N_2, J_z} | \nu \rangle \equiv | N_1^c N_2^c J_z \rangle. \quad (18)$$

The transition matrix element squared $|d|^2$ is proportional to the absorption intensity or oscillator strength for that state. It can be shown that

$$\langle N_1^c N_2^c J_z \delta \mathbf{H}_{\pm} | \nu \rangle \sim \delta_{J_z, \pm 1}, \quad (19)$$

so the optical selection rule for a CE is $J_z = \pm 1$. Besides, only the excitations with the total spin and pseudospin projections $S_z = s_z + 2 \rightarrow 0$, $T_z = \tau_1 - \tau_2 = 0$ are optically active. The latter selection rule is strict. For equal spin (pseudospin) filling of a given $\nu$th LL, the CE states can additionally be classified by a total spin $S = 0, 1$ (pseudospin $T = 0, 1$). Among those states only the spin $S = 0$ and pseudospin $T = 0$ singlets have non-zero projections onto the state $Q^n_{\nu,m}$, which is directly coupled to photons. Therefore, only the singlets $S = 0$, $T = 0$ are optically active, while all the triplet $S = 1$ and $T = 1$ states are optically dark.

### E. Mixing of excitations

The long range nature of the Coulomb potential means it cannot provide a large enough change in momentum $|\Delta \mathbf{k}| \approx |\mathbf{K} - \mathbf{K}'| \sim 1/a$ to scatter between the valleys. It also only mixes excitations with the same angular momentum projection $J_z = |n_1| - |n_2| + m_2$. In addition, Eqs. (10) and (12) restrict the possible spin and pseudospin states of transitions of the Coulomb interaction. Generally, two excitations, $|N_1^c N_2^c J_z \rangle$ and $|N_1^c N_2^c J_z \rangle$, are mixed by (i) the direct interaction if $s_1 = s_1$, $\tau_1 = \tau_1$, $s_2 = s_2$ and $\tau_2 = \tau_2$ (see Fig. 3) and (ii) the exchange interaction if $s_1 = s_2$, $\tau_1 = \tau_2$, $s_1 = s_2$ and $\tau_1 = \tau_2$ (see Fig. 3). Figure 2 shows the possible excitations for filling factor $\nu = -1$. The four excitations with no spin or pseudospin flips contained within the dashed box are mixed by the exchange interaction. Pairs of excitations connected by a dashed line are mixed by the direct interaction. The remaining excitations are unmixed by the $e$-$h$ Coulomb interparticle interactions.

In our calculations we assume all LLs with $n < 0$ are filled, all LLs with $n > 0$ are empty and that the sublevels of the zeroth LL become successively completely filled ($\nu = -1, 0, 1, 2$). We have seen that infinitely many excitations $|N_1^c N_2^c J_z \rangle$ with the same $J_z$ and particular spin and pseudospin quantum numbers are mixed by the $e$-$h$ Coulomb interaction. However, we may truncate the basis so as to obtain a tractable finite-size matrix representation of Hamiltonian $\mathbf{H}_\mu$, Eq. (9). To this end we only consider excitations, which are either in resonance (have some energies) or are very close to resonance. In particular, we are interested in the lowest energy $\sim \hbar \omega_c$ inter-LL excitations for the chosen filling factors. Therefore, we need to consider the mixing of $0 \rightarrow 1$ and $-1 \rightarrow 0$ excitations. Neglecting the mixing of non-resonant excitations amounts to ignoring terms with amplitudes, which depend on the “fine structure constant” for graphene, $\alpha = e^2/\hbar v_F c$.

But even with this simplification, the Hamiltonian matrix remains infinite because of the macroscopic degeneracy of each LL in the oscillator quantum number $m$. However, as long as we are interested in the states localized on the impurity, we may truncate the summation over $m$ in Eq. (7) at a finite sufficiently large value $m_{\text{max}}$. This is justified because the distance from the origin (impurity) of single-particle orbitals in LLs increases with $m$ as

$$\langle r^2 \rangle = \langle 2|n| + 2m + 1 + \delta_{n,0}\rangle_r^2. \quad (20)$$

As a result, for $e$-$h$ states localized on the impurity we have a fast convergence with $m_{\text{max}}$. In our numerical calculations we choose $m_{\text{max}} = 30$; the total number of states involved ranges from 180 to 240, depending on $\nu$, the sublattice of the impurity and which light polarization the excitation is bright in.

We are primarily interested in optically active excitations, although these will always be mixed by the $\delta$-impurity potential to some which are nominally dark. This leads to the redistribution of the oscillator strength so that a number of states instead of being strictly dark become “faint”. In the previous Sec. [11] we saw that bright states had no spin or pseudospin flips and $J_z = \pm 1$ for the $\sigma^\|$ polarizations. The four excitations with no spin or pseudospin flips are always mixed by the exchange $e$-$h$ Coulomb interaction, although how many of them are bright depends on the filling factor and light polarization. Two or four additional excitations with pseudospin flips will be mixed to these by the $\delta$-impurity; generally, for a given $J_z$, the admixtures will have $J_z$ and $J_z \pm 1$ values. Thus the full CE comprises of six or eight excitations with different spin/pseudospin characters and $J_z$ values. As an example, Fig. 2 indicates the six (red) excitations which should be taken into account for $\nu = -1$, the $\sigma^\parallel$ light polarization and an impurity on the A sublattice.
III. RESULTS AND DISCUSSION

A. Energies and optical strengths

A representative selection of results are displayed in Figs. 4–7. In the absence of an impurity, all CEs have extended wavefunctions and fill a band (indicated by the shaded regions) of width determined by the characteristic Coulomb energy

$$E_0 = \sqrt{\frac{\pi e^2}{2 \varepsilon B}} \sim \sqrt{B}. \quad (21)$$

More precisely, the band has width $E_0$ for odd filling factors $\nu = -1, 1$ and width 0.75$E_0$ for even filling factors $\nu = 0, 2$. The difference occurs because excitations which are mixed by the direct interaction, such as the pair in Fig. 2 with $J_z = 0$, partake in the CE for odd filling factors, but not for even ones (see Appendix C). Upon introducing an impurity, discrete localized CEs with energies $E$ appear both below and above the band of continuum states. We plot the dimensionless energy $\mathcal{E}$ as a function of the dimensionless impurity coupling constant $g$

$$\mathcal{E} = \frac{E}{E_0}, \quad g = \frac{V}{E_0 \ell_B} = \frac{\sqrt{3} W}{2 E_0} \left( \frac{a}{\ell_B} \right)^2 \sim W \sqrt{B}. \quad (22)$$

Thus the impurity strength $W$ and magnetic field $B$ may be simultaneously tuned so that the quantity $g$ is left unchanged. Note that in this case the dimensionless energies $\mathcal{E}$ remain unchanged, indicating a scaling property of our theory.

Note that all the plotted energies have been renormalized: The lower continuum edge corresponds to the observable lowest cyclotron mode, $\hbar \omega_c = \hbar \omega_c + \delta \hbar \omega_c$, which has been set to the zero energy reference level. Here $\delta \hbar \omega_c = \Delta_{0\uparrow \uparrow} + \Gamma_{0\downarrow \uparrow} \approx 0.7E_0$ is the $e$-$e$ correction to the bare cyclotron energy, with $\Delta_{0\uparrow \uparrow} \approx 1.43E_0$ the total self energy correction and $\Gamma_{0\uparrow \uparrow} = -0.75E_0$ the “excitonic” or vertex correction (see Appendix C and Ref. [21]).

The results indicate critical $\mathcal{E}$ values for the formation of localized excitations, although within our approach it is difficult to resolve what may be a barely bound low-energy state from the lower continuum edge. The critical value for which bound states appear varies slightly depending on the filling factor $\nu$, light polarization $\sigma^\pm$, and the sublattice position $A, B$ of the impurity. For example, for a system with filling factor $\nu = -1$ illuminated by $\sigma^+$ circularly polarized light with an impurity on an A sublattice such a system will henceforth be denoted by $(A, \sigma^+, \nu = -1)$, there are no bound states for $-2.3 < g < 7.4$. If we then take $B = 15$ T and $\varepsilon = 5$ for example, this corresponds to an impurity strength of approximately $-100 \text{eV} < W < 340 \text{eV}$. Notice that short range potentials with rather large amplitudes correspond to vacancies.\[21\] It takes a very strong $\delta$-function...
impurity potential to localize excitations, since the impurity only couples to basis states where one of the particles has $m = 0, 1$. Strictly speaking, such energies are larger than the width of the $\pi$ band, where the electrons can be reasonably treated as massless Dirac fermions. For such high values of the impurity potential, our results have only a qualitative nature.

In all cases, larger magnitudes of $g$ are required to push the states above the band than to pull them below. This is because the states below the band form when either the electron or hole is nearer to the impurity and attracted to it; in this case the additional $e$-$h$ attraction also lowers the energy. States above the band form when one particle is held nearer to the impurity due to magnetic confinement, but is repelled by it, whilst the other particle is further away. In this case the $e$-$h$ attraction works against this, trying to lower the energy, so that a larger impurity strength is required to overcome this.

The bound states move further from the band as the impurity coupling constant $g$ increases, as expected. An interesting question is what happens to the bound states when they approach the band. One possibility is they cease to exist, merging with the two-particle continuum. The alternative is that some continue to exist against this, trying to lower the energy, so that a larger impurity strength is required to overcome this.

In most cases for large enough $|g|$ values, bound states may be found both above and below the band for both $g > 0$ and $g < 0$. One exception (see Fig. 4) is the $(A, \sigma^-, \nu = -1)$ system. In this case the impurity selection rule forbids the hole to interact with the impurity, so that all diagonal matrix elements have the same sign as $g$. As a result, the states above the band are only seen for large enough positive $g$ and states below the band are only for large enough negative $g$. This behavior is mimicked by the “conjugate”-symmetric (see Sec. III B below) system $(B, \sigma^-, \nu = 1)$ except that the electron is forbidden to interact with the impurity. As a result, states above the band only appear for large enough negative values $g < 0$ and states below the band only for large enough positive $g > 0$ values. The other exception is the pair of “sublattice” symmetric systems $(A, \sigma^-, \nu = 2)$ and $(B, \sigma^-, \nu = 2)$, where in both cases only the hole interacts with the impurity so that states above (below) the band only exist for large enough negative (positive) values of $g$. These are in turn “conjugate”-symmetric to the systems $(B, \sigma^+, \nu = -2)$ and $(A, \sigma^+, \nu = -2)$ respectively. The number of branches due to the electron-impurity and the number of branches due to the hole-impurity interaction can be correctly predicted by studying the transitions involved and the impurity selection rules.

B. Symmetries of the spectra

The above results indicate that the CEs possess a high level of symmetry. Moving the impurity from one sublattice to the other, $A \leftrightarrow B$, yields the same energies and oscillator strengths for filling factors $\nu = 0, 2$ (see Fig. 5). However, the results are qualitatively different for filling factors $\nu = \pm 1$ (compare Figs. 4 and 6).
is because for odd filling factors such as $\nu = \pm 1$, the valleys and thus sublattices are inequivalent. This follows from the phenomenologically introduced valley splitting energy $h\omega_{v}\tau_{z}$ [see Eq. (5)], which leads to unequal occupancies of the two valleys. However, for even filling factors $\nu = 0, 2, \ldots$, the occupancies are the same and effectively there is no valley splitting. For the cases when the sublattices may be considered equivalent, the $A \leftrightarrow B$ correspondence of the energies and oscillator strengths is understood formally by observing that the Hamiltonians $\hat{H}_A$ and $\hat{H}_B$ are connected by a unitary transformation $\hat{H}_B = U\hat{H}_AU^\dagger$. This transformation interchanges both valley and sublattice indices and is given by

$$\hat{U} = \begin{pmatrix} 0 & 0 & 0 & \alpha \\ 0 & 0 & \alpha & 0 \\ 0 & -\alpha^* & 0 & 0 \\ -\alpha^* & 0 & 0 & 0 \end{pmatrix},$$

with $\alpha = e^{2\pi i/3}$.

Upon moving the impurity between the sublattices $A \leftrightarrow B$, symmetry may be restored also for odd filling factors. This requires the valleys to be interchanged, which can be achieved by reflecting about $n = 0$. This entails flipping the spin and pseudospin quantum numbers and transforming electrons into holes and vice versa ($n \rightarrow -n$), which means that $\nu \leftrightarrow -\nu$ and the sign of the impurity potential and also the light polarization should be changed. Note that the LL structure in graphene, as well as its upper- and lower-cone dispersion in the absence of a magnetic field, is electron-hole symmetric. As a result, the energies and oscillator strengths of CEs induced by circularly polarized light in a system with filling factor $\nu$ and an impurity on the $A$ sublattice of strength $V$, correspond exactly to those of excitations induced by light circularly polarized in the opposite direction in a system with filling factor $-\nu$ and an impurity on the $B$ sublattice of strength $-V$. This symmetry may be expressed symbolically as

$$A, \nu, V, \sigma^\pm \leftrightarrow B, -\nu, -V, \sigma^\mp.$$  

An example is shown in Fig. 4. The above symmetry can be seen formally as follows. Switching the filling factor $\nu \rightarrow -\nu$ changes a pair excitation $|N_1m_1,N_2m_2;\nu\rangle \equiv c_{N_1m_1}^\dagger d_{N_2m_2}^\dagger |\nu\rangle$ according to

$$|N_1m_1,N_2m_2;\nu\rangle \rightarrow |\tilde{N}_2m_2,\tilde{N}_1m_1;-\nu\rangle,$$

where $\tilde{N} \equiv \{n, s, \tau\}$ and the conjugate $\tilde{N}$ with $\tilde{s}, \tilde{\tau}$ representing flipped spin and pseudospin. From this it follows that $J_z \rightarrow -J_z$. From the $\epsilon$-$h$ symmetry,

$$\langle -\nu;\tilde{N}_2m'_2,\tilde{N}_1m'_1|\hat{H}_{\text{int}}|\tilde{N}_2m_2,\tilde{N}_1m_1;-\nu\rangle = \langle \nu;N_2m'_2,N_1m'_1|\hat{H}_{\text{int}}|N_1m_1,N_2m_2;\nu\rangle^*.$$  

Hence the two matrices have the same energy eigenvalues and conjugate eigenvectors leading to the same values of the dipole transition matrix elements $|d|^2$.

**IV. CONCLUSIONS**

We have considered binding of neutral collective excitations on a short-range impurity in graphene in strong magnetic fields. The considered excitations are formed when an electron is promoted to one of the empty Landau levels leaving behind a hole in a lower filled level. This kind of problem requires treatment of interparticle (electron-hole) Coulomb, electron-impurity, and hole-impurity interactions all on equal footing. The scheme developed in this paper treats the impurity in the continuous approximation, can be applied to arbitrary integer LL filling factors $\nu$ and gives the energies and optical strengths of excitations localized on the impurity in graphene. The concrete results we have presented and discussed here are for the $n = 0$ Landau level filling factors $\nu = -1, 0, 1, 2$.

A separate study using the same approach has shown that the $\delta$-impurity localized states do not seem to evolve smoothly as a function of filling factor $\nu$ in contrast to the case of the Coulomb impurity. This is perhaps because for the Coulomb impurity there are always four transitions with the same $J_z$ value for any filling factor $\nu$, whereas for the short-range impurity, where the intervalley scattering is significant, changing $\nu$ may change (i) the number of transitions that are mixed and (ii) their $J_z$ values. This apparently affects the number of branches of bound states that are formed. Another difference between the $\delta$-function and Coulomb impurities is that there are degenerate states for the Coulomb impurity but not for the $\delta$-function. This is because the Coulomb impurity is sublattice symmetric, whereas the $\delta$-function impurity introduces an asymmetry between sublattices and hence valleys, thus breaking the SU(4) symmetry. Notice also, that the intervalley excitations $K \equiv K' (\|\equiv \downarrow)$ are admixed by a short range potential.
to optically-active intravalley excitations opening a possibility to introduce pseudospin flips by dipole photons. We believe that the application of the continuous description to an extremely short-range $\delta$-impurity systematically underestimates the impurity effect. Indeed, only a few impurity interaction channels are open in a given LL in graphene as discussed above. Therefore, our predictions for the energies of bound states are mostly of a qualitative nature. It would be interesting to compare these with results of the tight-binding approach incorporating both the impurity and the Coulomb interactions; this may be a subject of a separate study. We wish to stress that, on the other hand, the symmetries of the excitonic states and the optical selection rules leading to dark and bright states established in this paper should remain valid in other schemes. We believe that these qualitative predictions can be tested well in experiments.

A companion approach to studying the effect of short-range impurities would be the study of finite-range impurities, e.g., those which arise due to a disorder potential of Gaussian shape. Then the tuning of the height and width of the Gaussian would allow a continuous study of the transition from finite- to zero-range. Furthermore, one might then be able to quantitatively describe impurities induced by the presence of a suitably chosen substrate. We emphasize that the theoretical approach outlined in this work is equally applicable to such Gaussian disorder.

Appendix A: Derivation of single particle Hamiltonian

The Hamiltonians, $\hat{H}_\mu$, for a single electron in the presence of a $\delta$-function impurity on a sublattice, are derived below within the tight binding and continuum approximations. The approach follows that used in Ref. 2 to derive the free electron Hamiltonian, $\hat{H}_0$. The results are in agreement with the expressions obtained in Ref. 22 using a different approach. For an impurity at the origin and on the $A$ sublattice, the tight binding Hamiltonian is

$$\hat{H}_A = t \sum_{\mathbf{R}_i, \tau_j} \left( a_{\mathbf{R}_i}^\dagger b_{\mathbf{R}_i + \tau_j} + b_{\mathbf{R}_i + \tau_j}^\dagger a_{\mathbf{R}_i} \right) + W a_{\mathbf{R}_i}^\dagger a_{\mathbf{R}_i}, \quad (A1)$$

$$\hat{H}_A \equiv \hat{H}_0 + \hat{V}_A. \quad \text{Here } t \text{ is the nearest neighbors hopping energy, } \mathbf{R}_i \text{ the real space lattice vectors, } \tau_j \text{ the nearest neighbor vectors as indicated in Fig. I and } a^\dagger(b) \text{ the operator which creates an electron on the } A(B) \text{ sublattice.}$$

The Fourier transforms of the annihilation operators are

$$\hat{a}_{\mathbf{R}_{i}} = \frac{1}{\sqrt{N_c}} \sum_{k} \exp(ik \cdot \mathbf{R}_i) a(\mathbf{k}), \quad (A2)$$

$$\hat{b}_{\mathbf{R}_{i} + \tau_m} = \frac{1}{\sqrt{N_c}} \sum_{k} \exp[i(k \cdot (\mathbf{R}_i + \tau_m))] b(\mathbf{k}), \quad (A3)$$

where $N_c$ is the number of unit cells in the crystal. Substituting these into Eq. (A1) and expanding about the $K$, $K'$ minima (the continuum approximation) yields

$$\hat{H}_0 = t \sum_{q, \tau_j} \left[ e^{i(K+q) \cdot \tau_j} a_{K}^\dagger(\mathbf{q}) a_{K}(\mathbf{q}) + \text{h.c.} \right] \quad (A4)$$

$$+ \left( e^{i(K+q) \cdot \tau_j} a_{K}^\dagger(\mathbf{q}) b_{K}(\mathbf{q}) + \text{h.c.} \right], \quad (A5)$$

where, e.g., $a_K(\mathbf{q}) \equiv a(\mathbf{K} + \mathbf{q})$. Since $|q| \ll 1/a$, we can expand in $(A4)$ to linear order in $|q|$. The summation over $\tau_j$ is then performed using for graphene $\sum_j e^{i\mathbf{K} \cdot \tau_j} = \sum_j e^{i\mathbf{K} \cdot \tau_j} = 0$ and $\sum_j e^{i\mathbf{K} \cdot \tau_j} = -\sqrt{3} i a a^*(i, 1)$, $\sum_j e^{i\mathbf{K} \cdot \tau_j} = \frac{2\sqrt{3}}{a}(i, -1)$. This gives

$$\hat{H}_0 = \frac{\sqrt{3}}{2} t a \sum_{q} \left[ (aq^i b_{K}^\dagger(\mathbf{q}) a_{K}(\mathbf{q}) + \text{h.c.} \right) \quad (A6)$$

$$- (q + a_{K'}^\dagger(\mathbf{q}) b_{K'}(\mathbf{q}) + \text{h.c.}) \right], \quad (A7)$$

where $q_{\pm} = q_x \pm i q_y$ and $a = e^{2\pi i/3}$. To return to real space, we define the field operator $\Psi_{AK}(\mathbf{r})$ according to

$$\Psi_{AK}(\mathbf{q}) = \int d\mathbf{r} e^{-i(\mathbf{K}+\mathbf{q}) \cdot \mathbf{r}} \Psi_{AK}(\mathbf{r}) \quad (A7)$$

and $\Psi_{AK}(\mathbf{r}), \Psi_{BK}(\mathbf{r}), \Psi_{BK'}(\mathbf{r})$ similarly. Substituting these expressions into Eqs. (A5) and (A6) and converting the sum over $\mathbf{q}$ into an integral gives
\[
\mathcal{H}_0 = \hbar v_F \int \frac{S \, dq \, (2\pi)^2}{(2\pi)^2} \int dq' \left[ \left(\alpha q + e^{i(K+q)}(r-r')\right) \Psi_{BK}(r) \Psi_{AK}(r') + \text{H.c.} \right] + \left\{ q + e^{i(K+q)}(r-r') \Psi_{BK}(r) \Psi_{AK}(r') + \text{H.c.} \right\},
\]
\[
V_A = \frac{W}{N_c} \int \frac{S \, dq \, (2\pi)^2}{(2\pi)^2} \int dq' \left[ \int dq \left[ e^{i(K+q)}(r-r') \Psi_{BK}(r) \Psi_{AK}(r') + \{ K \rightarrow K' \} \right] + \left( e^{i(K+q)}(r-r') \Psi_{BK}(r) \Psi_{AK}(r') + \{ K \rightarrow K' \} \right) \right],
\]

where \( S \) is the area of the graphene sheet and \( v_F = \sqrt{3at/(2\hbar)} \), the Fermi velocity. The momentum operators are introduced by observing \( q_{\pm} e^{i\mathbf{q} \cdot \mathbf{r}} = \frac{1}{2p_{\pm} e^{i\mathbf{q} \cdot \mathbf{r}}} \) and replacing in the continuous approximation the canonical momentum \( \mathbf{p} = -i\hbar \nabla \) by the kinematic momentum \( \mathbf{\Pi} = \mathbf{p} + \frac{e}{c} \mathbf{A} \) for the case of a magnetic field. The result may be expressed as
\[
\mathcal{H}_A = \int dr \begin{pmatrix} \Psi_{AK}^{\dagger}(r) \\ \alpha \Psi_{BK}^{\dagger}(r) \\ \Phi_{BK}^{\dagger}(r) \\ -\Phi_{BK}^{\dagger}(r) \end{pmatrix}^T \begin{pmatrix} V_0(r) & v_F \Pi_+ & V_0(r) \\ v_F \Pi_+ & 0 & 0 \\ V_0(r) & 0 & 0 \\ 0 & 0 & -\alpha V_0(r) \end{pmatrix} \begin{pmatrix} \Psi_{AK}(r) \\ \alpha \Psi_{BK}(r) \\ \Phi_{BK}(r) \\ -\Phi_{BK}(r) \end{pmatrix},
\]
(A10)

which gives Eqs. (1) and (2). In Eq. (A10), \( V = \sqrt{3W}/2 \) and the superscript \( T \) denotes transposition. Analogous derivation may be repeated for the case when the impurity is on the \( B \) sublattice chosen to be at the origin again, so the nearest neighbor vectors are given by the \( \delta_j \) indicated in Fig. 1 whilst the valley definitions remain the same. This yields [cf. Eq. (3)]
\[
\mathcal{H}_B = \int dr \begin{pmatrix} \Phi_{AK}^{\dagger}(r) \\ \alpha \Phi_{BK}^{\dagger}(r) \\ \Psi_{BK}^{\dagger}(r) \\ -\Psi_{BK}^{\dagger}(r) \end{pmatrix}^T \begin{pmatrix} 0 & 0 & 0 & 0 \\ v_F \Pi_+ & V_0(r) & 0 & \alpha^* V_0(r) \\ 0 & 0 & v_F \Pi_+ & V_0(r) \\ 0 & -\alpha V_0(r) & v_F \Pi_+ & \alpha^* V_0(r) \end{pmatrix} \begin{pmatrix} \Phi_{AK}(r) \\ \alpha \Phi_{BK}(r) \\ \Psi_{BK}(r) \\ -\Psi_{BK}(r) \end{pmatrix}.
\]
(A11)

Note that different bases are used in Eqs. (A10) and (A11) due to the translation; they are related through \( \Psi(r) = \Phi(r - \tau_j) \).

Appendix B: Higher order terms

Here we estimate the relative magnitudes of higher-order energy corrections coming from the interaction with the \( \delta \)-impurity. Suppose we have an electrically neutral system so that the lower cone is completely filled and the upper cone is completely empty. Let’s denote a single electron state by \( |n_{s\tau m}\rangle = c_{n_{s\tau m}}^{\dagger} |0\rangle \). As an example, we will suppose the impurity is on the \( B \) sublattice and calculate the ratio of the first and second order corrections to the single particle energy of an electron in the \( n = 0 \) LL with, say, spin, pseudospin equal to \( \downarrow, \uparrow \). As indicated by the form of the impurity matrix element in Eq. (10), an electron in the \( n = 0 \) LL will only interact with the impurity if \( m = 0 \). Hence we consider the state \( |0_{\downarrow} \uparrow 0 \rangle \). The results are qualitatively the same for other scenarios. The first order correction is \( E^{(1)} = V_{B_{01} 0} = V/2\pi^2 = B \). The second order correction is
\[
E^{(2)} = \frac{n}{\sum_{n=1}^{\infty} \frac{|V_{B_{01} 0}|^2 + |V_{B_{01} 0}|^2}{\epsilon_{n_{\uparrow \downarrow}} - \epsilon_{n_{\downarrow \uparrow}}} .
\]
(B1)

This represents virtual processes where an electron spontaneously hops to a higher LL and then decays back to its original state. The sum over the LL index \( n_c \) which corresponds to the energy limit of where the linear dispersion relation ceases to hold. Using \( V_{B_{01} 0} = \delta n_{\uparrow \downarrow} \frac{(-1)^m V}{2\sqrt{2\pi\tau n}} \) and \( V_{B_{01} 0} = -\alpha \delta n_{\uparrow \downarrow} \frac{(-1)^m V}{2\sqrt{2\pi\tau n}} \), we obtain for Eq. (B1)
\[
E^{(2)} = -\frac{V^2}{4\sqrt{2\pi}^2} \frac{1}{\sum_{n=1}^{\infty} \frac{1}{\sqrt{n}}}. \]
(B2)

This gives the ratio of the first and second order terms as
\[
\frac{E^{(2)}}{E^{(1)}} = -\frac{V}{2\sqrt{2\pi}} \frac{1}{\sum_{n=1}^{\infty} \frac{1}{\sqrt{n}}}. \]
(B3)

It can be shown that the ratio for the \( M^{th} \) order correction behaves as \( \frac{E^{(M)}}{E^{(1)}} \sim \frac{V}{\hbar V F B^{M-1}} \sim V^{M-1} B^{(M-1)/2} \).
so that the perturbation theory is applicable when the dimensionless parameter $V/h\nu_F eB \ll 1$. Note that in graphene this parameter increases with magnetic field $B$ making the formal limit $B \to \infty$ singular; this is unlike the situation in the 2DEG, where the corresponding parameter is independent of $B$. In order to obtain a numerical value for Eq. (13), we need to estimate $n_c$. Since the linear dispersion relation holds provided $|q| \ll 1/a$, $n_c$ is defined according to $h\omega_c/\sqrt{n_c} = h\nu_F /a$. This yields $n_c \approx 360$ for $B = 15$ T. Using these parameters and taking $W = 1$ eV for the impurity potential, we estimate $|E^{(2)}|/|E^{(1)}| \approx 0.05$. This shows that second and higher order terms in the perturbation expansion can be ignored for not too strong impurities and not in too strong fields $B$.

Appendix C: Self-energy corrections

Kohn’s theorem\cite{Kohn1965} states that for electron systems with parabolic dispersion $E(p) = p^2/2m$, the observed cyclotron resonance energy is independent of the e-e interactions and is equal to the bare non-interacting value $\hbar\omega_c = eBj/mc$. The theorem does not hold in graphene with massless electrons. Formally, in conventional systems with a constant charge-to-mass ratio, irrespective of dimensionality (2D or 3D), (i) the Coulomb vertex correction $\Gamma < 0$ to the energy (the e-h “exciton” lowering of energy analogous to Eq. (10)) is precisely compensated by (ii) the positive difference between the self-energy corrections $\Delta > 0$ to the final electron and initial hole states; the latter are due to the exchange with electrons in filled states. In graphene, the single particle energies also have self energy corrections, since each electron (hole) interacts via the exchange attractive (repulsive) interaction with all other electrons in the Dirac sea with same spin and pseudospin. However, this difference is not compensated by the excitonic effects in graphene, $\Delta + \Gamma > 0$, leading to the Coulomb renormalization of the bare cyclotron resonance energy $\hbar\omega_c \to \hbar\omega_c + \delta\hbar\omega_c$ with $\delta\hbar\omega_c = \Delta + \Gamma \approx 0.7\hbar\nu_0$, which may be absorbed in the renormalization of the Fermi velocity.\cite{Ezawa2009, Essin2008}

Here we provide some details about the self-energy Coulomb correction to single-particle energies in graphene. The situation is represented schematically in Fig. 8. Such corrections are negative, of the order of $E_0$ and decrease in magnitude as the LL number of the state in question increases. Specifically, the exchange interaction energy for an electron in state $N_1m_1$ and a hole in state $N_2m_2$ is given by the matrix element $U_{N_1m_1,N_2m_2}$, as seen in Eq. (10). Analogously, the interaction energy due to exchange between two electrons in states, $N'm'$ and $N'm$, is given by $-U_{N'mm'N'm}$, where the sign change is due to switching $\hbar \to e$. Hence the correction to the energy of an electron in the LL $n$ with spin $s$, pseudospin $\tau$ and oscillator quantum number $m$ due to exchange with electrons in the LL $n'$, which has a fully filled same $s, \tau$ sublevel, is

$$\delta\epsilon (n, n') = -\frac{1}{2} \sum_{m'} U_{n's\tau m'n's\tau m} \epsilon_{n'} - \epsilon_n,$$  \hspace{1cm} (C1)

which may be written in terms of 2DEG matrix elements.\cite{RMP} We remark that this expression is independent of the values of $m$, $s$ and $\tau$. The complete self-energy correction for an electron in the LL $n$ is given by $\delta\epsilon_n = \sum_{n'} \delta\epsilon(n, n')$, where the range over which $n'$ is summed depends on the filling factor and the values of $s, \tau$. The renormalised single particle energies in Eq. (9) are then given by $\epsilon_n = \epsilon_n' + \delta\epsilon_n'$.

As a means of illustration, we shall give the self-energy corrections to the energies of those excitations mixed for the ($A, \sigma^+, \nu = -1$) system, shown in bold (red) in Fig. 2. Let $\Delta_n^{01}$ denote the self energy correction to the bare cyclotron resonance for an excitation with a hole in state $N$ and an electron in state $N'$. The four excitations with no spin or pseudospin flip have the same corrections. Specifically for $s\tau = \uparrow\downarrow, \downarrow\uparrow, \downarrow\downarrow, \uparrow\uparrow$

$$\Delta_n^{01} = \Delta_n^{0\sigma = \uparrow, \tau = \sigma, \nu = -1'}, \hspace{1cm} (C2)$$

$$\Delta_n^{-1\sigma = \uparrow, \tau = \sigma, \nu = -1'} \equiv \delta\epsilon_{0\sigma = -1, \tau = -1\sigma, \nu = -1'} = \sum_{n=1}^{n_c} \left[ \delta\epsilon(0, -n) - \delta\epsilon(-1, -n) \right] = \frac{E_0}{8\sqrt{\pi}} \sum_{n=1}^{n_c} \frac{\Gamma \left( \frac{n + \frac{1}{2}}{2} \right)}{n!} \frac{4\sqrt{n} + 3}{2n - 1},$$

where $\Gamma$ is the $\Gamma$-function and $n_c$ is the cutoff value for the LL index, as described in Appendix B. One may show that $\Delta_n^{01} \sim n_c$ so that for large enough values of $n_c$, the result hardly changes for small alterations in $n_c$. For $B = 15$ T, $n_c \approx 360$ as before and $\Delta_n^{01} \approx 1.43E_0$. For the two excitations with a pseudospin flip,
\[
\Delta_{0\uparrow\uparrow}^{1\uparrow\downarrow} = \Delta_{-1\downarrow\downarrow}^{1\uparrow\downarrow} = \Delta_{0\uparrow\uparrow}^{1\uparrow\downarrow} + 0.25E_0.
\]
This difference in self-energy corrections means that for excitations containing i. excitons with no spin/pseudospin flip and ii. pairs of excitons mixed by the direct interaction, the band width is greater by 0.25\(E_0\), than for excitations containing only one of these types of excitons. This leads to different band widths for different filling factors \(\nu = 0, 2\) and \(\nu = -1, 1\) (see beginning of Sec. IIIA).
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