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Consider a weighted branching process generated by a point process on [0,1], whose atoms sum up to one. Then the weights of all individuals in any given generation sum up to one, as well. We define a nested occupancy scheme in random environment as the sequence of balls-in-boxes schemes (with random probabilities) in which boxes of the \( j \)th level, \( j = 1, 2, \ldots \) are identified with the \( j \)th generation individuals and the hitting probabilities of boxes are identified with the corresponding weights. The collection of balls is the same for all generations, and each ball starts at the root and moves along the tree of the weighted branching process according to the following rule: transition from a mother box to a daughter box occurs with probability given by the ratio of the daughter and mother weights.

Assuming that there are \( n \) balls, we give a full classification of regimes of the a.s. convergence for the number of occupied (ever hit) boxes in the \( j \)th level, properly normalized, as \( n \) and \( j = j_n \) grow to \( \infty \). Here, \( (j_n)_{n \in \mathbb{N}} \) is a sequence of positive numbers growing proportionally to \( \log n \). We call such levels late, for the nested occupancy scheme gets extinct in the levels which grow super-logarithmically in \( n \) in the sense that each occupied box contains one ball. Also, in some regimes we prove the strong laws of large numbers (a) for the number of the \( j \)th level boxes which contain at least \( k \) balls, \( k \geq 2 \) and (b) under the assumption that the mean number of the first level boxes is finite, for the number of empty boxes in the \( j \)th level.
1 Introduction

1.1 Definition of the model

Let $P_1, P_2, \ldots$ be nonnegative random variables with an arbitrary joint distribution satisfying $\sum_{k \geq 1} P_k = 1$ almost surely (a.s.). We interpret the sequence $(P_k)_{k \in \mathbb{N}}$ as a random environment. In the occupancy scheme in random environment, conditionally on $(P_k)_{k \in \mathbb{N}}$, balls are thrown independently into an array of boxes $1, 2, \ldots$ with probability $P_k$ of hitting box $k$. To exclude the trivial occupancy scheme with one ball, we always assume that the mean number of positive (nonzero) probabilities is larger than one.

We call the model infinite occupancy scheme in random environment provided that the number of positive probabilities is infinite a.s. When the random probabilities $(P_k)_{k \in \mathbb{N}}$ follow a residual allocation model

$$P_r := W_1 W_2 \cdots W_{r-1}(1 - W_r), \quad r \in \mathbb{N},$$

(1.1)

where $W_1, W_2, \ldots$ are independent copies of a random variable $W$ taking values in $(0, 1)$, the corresponding infinite occupancy scheme is called Bernoulli sieve. This scheme was introduced in [7] and further investigated in many articles. See [9] and [11] for the surveys and [1, 6, 12, 17] for recent contributions. A list of other popular random environments can be found in [8].

A nested occupancy scheme in random environment is a sequence of occupancy schemes in random environments constructed as a successive refinement of the partition of balls. The model was introduced in [2]. The other contributions that we are aware of are [4, 8, 13, 14]. Following [2] and [8], we now provide the definition of the nested scheme. An important ingredient of the construction is a weighted branching process with positive weights which is nothing else but a multiplicative counterpart of a branching random walk.

Let $\mathcal{V} = \bigcup_{n \in \mathbb{N}_0} \mathbb{N}^n$ be the set of all possible individuals of some population, encoded with the Ulam-Harris notation, where $\mathbb{N}_0 := \mathbb{N} \cup \{0\}$. The ancestor is identified with the empty word $\emptyset$ and its weight is $P(\emptyset) = 1$. On some probability space $(\Omega, \mathcal{F}, \mathbb{P})$ let $((P_k(u))_{k \in \mathbb{N}})_{u \in \mathcal{V}}$ be a family of independent copies of $(P_k)_{k \in \mathbb{N}}$. An individual $u = u_1 \ldots u_j$ of the $j$th generation whose weight is denoted by $P(u)$ produces an infinite number of offspring residing in the $(j+1)$th generation. The offspring of the individual $u$ are enumerated by $uk = u_1 \ldots u_j k$, where $k \in \mathbb{N}$, and the weights of the offspring are denoted by $P(uk)$. It is postulated that $P(uk) = P(u)P_k(u)$. Observe that, for each $j \in \mathbb{N}$, $\sum_{|u|=j} P(u) = 1$ a.s., where, by convention, $|u| = j$ means that the sum is taken over all individuals of the $j$th generation. For $j \in \mathbb{N}$, denote by $\mathcal{F}_j$ the $\sigma$-algebra generated by the weights $(P(u))_{|u| \leq j}$. 
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The nested occupancy scheme in random environment is then constructed as follows. For each \( j \in \mathbb{N} \), the set of the \( j \)th level boxes is identified with the set \( \{ u \in \mathbb{V} : |u| = j \} \) of individuals in the \( j \)th generation, and the weight of box \( u \) is given by \( P(u) \). The collection of balls is the same for all levels. The balls are allocated, conditionally on \( (P(u))_{u \in \mathbb{V}} \), in the following fashion. At each time \( n \in \mathbb{N} \), a new ball arrives and falls, independently on the \( n - 1 \) previous balls, into box \( u \) of the first level with probability \( P(u) \). Simultaneously, it falls into the box \( up \) of the second level with probability \( P(up)/P(u) \), into the box \( upq \) with probability \( P(upq)/P(up) \), and so on indefinitely. A box is deemed occupied at time \( n \) provided it was hit by a ball on its way over the levels. Observe that restricting attention to one arbitrary level we obtain the occupancy scheme in the random environment.

This process can be explicitly constructed as follows. For each \( j \in \mathbb{N} \), associated to \( u \in \mathbb{N}^j \) is the interval

\[
I_u = \left[ \sum_{|v| = j, v \prec u} P(v), \sum_{|v| = j, v \preceq u} P(v) \right],
\]

where \( \prec \) is the alphabetical ordering\(^1\) on \( \mathbb{N}^j \), and \( u \preceq v \) means that either \( u \prec v \) or \( u = v \). Note that, for each \( u \in \mathbb{V} \), the interval \( I_u \) has length \( P(u) \) and \( (I_{uk})_{k \in \mathbb{N}} \) forms a partition of \( I_u \). More generally, \( ([I_u]|u| = j)_{j \in \mathbb{N}} \) forms a nested sequence of partitions of \([0, 1)\).

![Figure 1: Construction of the first three levels of a nested occupancy scheme in random environment. The first ball hits boxes 3, 31 and 312, the second one hits boxes 1, 11 and 113.](image)

Let \( (U_j)_{j \in \mathbb{N}} \) be independent random variables with the uniform distribution on \([0, 1]\), which are independent of \( (P(u))_{u \in \mathbb{V}} \). For each \( n \in \mathbb{N} \), \( U_n \) is associated to the

\(^{1}\)That is, \((a_1, \ldots a_j) \prec (b_1, \ldots b_j)\) if there exists \( i \leq j \) such that \( a_i < b_i \) and \( a_r = b_r \) for all \( r < i \).
ball $n$, which falls simultaneously in all boxes $u$ such that $U_n \in I_u$. Observe that, for all $n \in \mathbb{N}$, the number of balls hitting box $u$ can be written as $\sum_{i=1}^{n} 1_{\{U_i \in I_u\}}$. For $j, n \in \mathbb{N}$, put

$$K_n^{(j)}(k) := \sum_{|u|=j} 1 \{\sum_{i=1}^{n} 1_{\{U_i \in I_u\}} \geq k\}, \quad k \in \mathbb{N}. \quad (1.2)$$

In words, $K_n^{(j)}(k)$ is the number of the $j$th level boxes that were hit by at least $k$ balls before time $n$. In particular, $K_n^{(j)} := K_n^{(j)}(1)$ represents the number of occupied boxes that is, those containing at least one ball in the $j$th level.

Observe that the random variables $K_n^{(j)}(k)$ are constructed consistently for all positive integer $k, j$ and $n$. In particular, an immediate consequence of (1.2) is that, with $n$ fixed, the sequence $(K_n^{(j)}(k))_{j \in \mathbb{N}}$ is a.s. nondecreasing, and with $j$ and $k$ fixed, the sequence $(K_n^{(j)}(k))_{n \in \mathbb{N}}$ is a.s. nondecreasing, too.

The process introduced above may be called a deterministic version of the nested occupancy scheme in random environment. Let $(N_t)_{t \geq 0}$ be a Poisson process of unit intensity with the arrival times $S_1, S_2, \ldots$, so that $N_t = \#\{k \in \mathbb{N} : S_k \leq t\}, \quad t \geq 0.$

Furthermore, we assume that the Poisson process is independent of both $(P(u))_{u \in \mathcal{V}}$ and the sampling. As in much of the previous research on occupancy models, we shall also work with a Poissonized version in which balls arrive at random times $S_1, S_2, \ldots$ rather than $1, 2, \ldots$. A key observation is that in the Poissonized nested occupancy scheme at time $t$, conditionally given $(P(u))_{u \in \mathcal{V}}$, the number of balls in box $u$ is given by a Poisson random variable of mean $tP(u)$ which is independent of the number of balls in all boxes $v$ such that $I_u \cap I_v = \emptyset$. Similarly to the deterministic version, we set

$$K_t^{(j)}(k) := K_{N_t}^{(j)}(k), \quad t \geq 0, \quad k, j \in \mathbb{N}. \quad (1.3)$$

The so defined random variable represents the number of boxes at time $t$ in the $j$th level of the Poissonized version containing at least $k$ balls. In particular, $K_t^{(j)} := K_t^{(j)}(1)$ represents the number of occupied boxes at time $t$ in the $j$th level of the Poissonized version.

Following [13], we call the $j$th level early, intermediate or late depending on whether $j$ is fixed, $j = j_n \to \infty$ and $j_n = o(\log n)$ as $n \to \infty$, or $j$ is of order $\log n$. The asymptotic behavior of $K_n^{(j)}(k)$ in certain late levels was investigated in [2] and [14]. An extension of some results obtained in these two papers to a multitype version of the nested occupancy scheme in random environment can be found in [5]. According to Theorem 1 in [14], the nested occupancy schemes in random environment get extinct in a level $j_*(n)$ of order $a_* \log n$. This means that
in the level $j \geq j_\ast(n)$ every ball is in a distinct box, that is, $K_j(n) = n$. This shows that as far as analysis of the random variables $K_j(n)(k)$ is concerned, the aforementioned classification of the levels is complete.

Our purpose is to provide a complete description of regimes of the a.s. convergence for $K_j(n)$, properly normalized, in the late levels. Our findings complement the results obtained in [2], in which the a.s. behavior of $K_j(n)(k)$ was analyzed under the assumption $j_n = a \log n + b + o(1)$ for $a < a_\ast$ and $b \in \mathbb{R}$. Additionally, assuming that the mean number of the first level boxes is finite we derive the asymptotic behavior of the number of empty boxes, in the regime when this number is small with respect to the total number of boxes. Last but not least, we investigate the a.s. convergence of $K_j(n)(k)$, $k \geq 2$ in some late levels $j$. Our main technical tools are Biggins’ local limit type estimate for the Gibbs measure of the branching random walk (Lemma 3.1) and its consequences (Propositions 3.2 and 3.4).

### 1.2 Standing assumptions

Throughout the rest of the paper, we prefer to work with the (additive) branching random walk (BRW, for short) associated to the (multiplicative) weighted branching process $(P(u))_{u \in \mathbb{V}}$ defined in Section 1.1. For $u \in \mathbb{V}$, put $V(u) := -\log P(u)$. By convention, $V(u) = \infty$ if $P(u) = 0$. The process $V := (V(u))_{u \in \mathbb{V}}$ is a BRW, that is, in this process the daughters of each individual are positioned according to independent copies of a point process, centred around the position of that individual. The value $\infty$ is treated as a cemetery state. Individuals at that position only give birth to particles at $\infty$, and sums over $|u| = j$ ignore individuals with $V(u) = \infty$.

Note that the standing assumptions $\sum_{k \geq 1} P_k = 1$ a.s. and $\mathbb{E} \# \{k \in \mathbb{N} : P_k > 0\} > 1$ are equivalent to

$$\sum_{|u| = 1} e^{-V(u)} = 1 \quad \text{a.s. and} \quad \mathbb{E} \left( \sum_{|u| = 1} 1 \right) > 1. \quad (1.4)$$

We additionally impose a nonlattice assumption, namely, for all $a > 0$ and $b \in \mathbb{R}$,

$$\mathbb{P}(V(u) \in a \mathbb{Z} + b \quad \text{for all} \ u \ \text{with} \ |u| = 1) < 1. \quad (1.5)$$

For any $\theta \in \mathbb{R}$, define

$$L(\theta) := \mathbb{E} \left( \sum_{|u| = 1} e^{-\theta V(u)} \right) \quad \text{and} \quad \lambda(\theta) := \log L(\theta)$$

($\lambda$ takes values in $(-\infty, \infty)$) and then put

$$\hat{\theta} := \inf \{\theta \in \mathbb{R} : \lambda(\theta) < \infty\}.$$
The function \( \lambda \) is strictly convex and decreasing on its domain, which particularly contains the interval \([1, \infty)\) because \( \lambda(1) = 0 \).

The speed of BRW is defined by \( v := -\inf_{\theta>0} \frac{\lambda(\theta)}{\theta} \). The term is justified by the limit relation
\[
\lim_{j \to \infty} \frac{1}{j} \min_{|u|=j} V(u) = v \quad \text{a.s.,}
\]
see, for instance, Theorem 1.3 on p. 6 in [19]. We assume the existence of \( \theta^* \) such that
\[
\theta^* \lambda'(\theta^*) - \lambda(\theta^*) = 0. \tag{1.6}
\]
Under (1.6), the minimum of \( \frac{\lambda(\theta)}{\theta} \) is attained at point \( \theta^* \), that is,
\[
v = -\frac{\lambda(\theta^*)}{\theta^*} = -\lambda'(\theta^*).
\]
Observe that \( \lambda'(1) = -E \sum_{|u|=1} V(u)e^{-V(u)} = E P(u) \log P(u) \in (-\infty, 0) \), using that \( P(u) \in [0, 1] \) a.s. for all \( |u|=1 \) and \( P(P(u) = 1) < 1 \). As \( \lambda(1) = 0 \), we infer that
\[
\theta \leq 1 < \theta^* \quad \text{and} \quad -\lambda'(1) > v > 0.
\]
Here, we have also used the fact that \( \theta \in [1, \infty) \mapsto -\lambda'(\theta) \) is strictly decreasing and positive, as \( \lambda \) is strictly convex and decreasing.

Put
\[
\lambda^*(a) := \sup_{\theta \in \mathbb{R}} (-\theta a - \lambda(\theta)) = -\inf_{\theta>0} (\theta a + \lambda(\theta)), \quad a > 0
\]
and note that \( \lambda^* \) is the Legendre transform of \( \theta \mapsto \lambda(-\theta) \). In particular, \( \lambda^* \) is a convex function. It is a classical observation that, if there exists \( \theta > \underline{\theta} \) such that \(-\lambda'(\theta) = a \) for some \( a > 0 \), then
\[
\lambda^*(a) = -(\theta a + \lambda(\theta)) = \theta \lambda'(\theta) - \lambda(\theta). \tag{1.7}
\]
In particular, \( \lambda^*(v) = 0 \), with \( (\lambda^*)'(v) = -\theta^* \). More generally,
\[
\lambda'(\theta) = -a \iff (\lambda^*)'(a) = -\theta.
\]

When \( \underline{\theta} < 0 \), define a counterpart of \( \theta^* \) on the negative halfline by
\[
\theta_* := \inf \{ \theta \in (\underline{\theta}, 0) : \theta \lambda'(\theta) - \lambda(\theta) < 0 \} \tag{1.8}
\]
and put \( \bar{\theta}_- := \lim_{\theta \to \theta_*^+} (-\lambda'(\theta)) \). Two other (mutually exclusive) properties of \( \lambda^* \) which we use later on are the following.

**Property A.** Under the assumption \( \lambda(0) = \infty \), \( \lambda^* \) is a strictly decreasing function. In this situation, we put \( \theta_* = \underline{\theta} \).
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PROPERTY B. Under the assumption $\theta < 0$, $\lambda^*$ attains its minimum at point $-\lambda'(0)$. Furthermore, $\lambda^*$ is negative on $(-\lambda'(0), \pi_-)$.

For $\theta > \theta_0$, put

$$W_j(\theta) = \sum_{|u|=j} e^{-\theta V(u) - \lambda(\theta)j} \quad \text{and} \quad W(\theta) = \lim_{j \to \infty} W_j(\theta) \quad \text{a.s.}$$

Observe that $(W_j(\theta), \mathcal{F}_j)_{j \geq 0}$ is a nonnegative martingale, so that the limit random variable $W(\theta)$ is well-defined and non-negative almost surely.

Let $\gamma > 1$. Using the convexity of $x \mapsto x^\gamma$ on $R^+ := [0, \infty)$ we obtain, for $\theta > \theta_0$,

$$\left( \sum_{|u|=1} e^{-\theta V(u)} \right)^\gamma = \left( \sum_{|u|=1} e^{-V(u)} e^{-(\theta-1)V(u)} \right)^\gamma \leq \sum_{|u|=1} e^{-((\theta-1)\gamma+1)V(u)} \quad \text{a.s.}$$

Choosing $\gamma > 1$ sufficiently close to 1 that satisfies $\gamma(\theta - 1) + 1 > \theta$, so that particularly $L(\gamma(\theta - 1) + 1) < \infty$, we infer $E(W_1(\theta)^\gamma) < \infty$. Hence, irrespective of whether $\theta < 0$ or $\lambda(0) = \infty$, we conclude with the help of Theorem 1 in [3] that

$$W(\theta) > 0 \quad \text{a.s. for all } \theta \in (\theta^*, \theta^*) \quad \text{and} \quad W(\theta) = 0 \quad \text{a.s. for all } \theta > \theta^*.$$  

Recall that $\theta^* = \theta_0$ if $\lambda(0) = \infty$.

2 Main results

We formulate in this section our main results which are concerned with the almost sure asymptotic behaviour of $K_{n}^{(j)} := K_{n}^{(j)}(1)$ the number of occupied boxes in the late levels $j$ when $n$ balls have been thrown. More precisely, we investigate a regime in which $j = j_n$ satisfies

$$\log n \sim a j, \quad n \to \infty$$

for some $a > 0$. It turns out that the asymptotic behavior of $K_{n}^{(j)}$ depends heavily upon the value of $a$, which can be partially explained by the fact that $K_{n}^{(j)} \approx K_{[e^{aj}]}^{(j)}$, in this setting, is an increasing function in $a$. We call the parameter $a$ the density of balls in the $j$th level. We expect that in the levels of low density most balls fall into distinct boxes, whereas in the levels of higher density more and more balls fall into the same box, so that the total number of occupied boxes do not increase any longer proportionally to the number of balls.

Put $\Phi(x) := (2\pi)^{-1} \int_{-\infty}^{x} \exp(-y^2/2)dy$ for $x \in \mathbb{R}$, so that $\Phi$ is the standard normal distribution function. Put

$$a_* := \begin{cases} \frac{-\lambda(2)}{2} & \text{if } \theta^* > 2, \\ \frac{-\lambda(\theta^* \gamma)}{\theta^*} & \text{if } \theta^* \leq 2. \end{cases}$$

Our first main result is Theorem 2.1.
Theorem 2.1. Let \(a > 0, b \in \mathbb{R}\) and fix \(\theta > 0\) such that \(a = -\lambda'(\theta)\). Also, let \((j_n)_{n \in \mathbb{N}}\) be a sequence of positive integers.

(I) If \(a < a_*\) and \(\lim_{n \to \infty} (\log n/j_n) = a\), then \(K_n^{(j_n)} = n\) a.s. for \(n\) large enough.

(II) Let \(a_* < a < a_c := -\lambda'(1)\).
   (A) If \(a < -\lambda'(2)\) and \(j_n = a^{-1} \log n + O((\log n)^{1/2})\) as \(n \to \infty\), then
   \[
   K_n^{(j_n)} = n - \frac{W(2)}{2} n^2 e^{\lambda(2)j_n} (1 + o(1)) \quad \text{a.s. as } n \to \infty. \tag{2.2}
   \]
   (B) If \(a = -\lambda'(2)\) and
   \[
   \lim_{n \to \infty} \frac{\log n - aj_n}{(\log n)^{1/2}} = b,
   \tag{2.3}
   \]
   then as \(n \to \infty,
   \[
   K_n^{(j_n)} = n - \frac{\Phi(-b(a/\lambda'(2))^{1/2})}{2} W(2) n^2 e^{\lambda(2)j_n} (1 + o(1)) \quad \text{a.s.} \tag{2.4}
   \]
   (C) If \(a > -\lambda'(2)\) and the sequence \((j_n)_{n \in \mathbb{N}}\) satisfies (2.3), then as \(n \to \infty,
   \[
   K_n^{(j_n)} = n - \frac{\Gamma(2 - \theta)}{\theta(\theta - 1)(2\pi \lambda''(\theta))^{1/2}} e^{-ab^2/(2\lambda''(\theta))} W(\theta) n^\theta e^{\lambda(\theta)j_n} j_n^{1/2} (1 + o(1)) \quad \text{a.s.} \tag{2.5}
   \]

(III) If \(a = a_c\) and the sequence \((j_n)_{n \in \mathbb{N}}\) satisfies (2.3), then
   \[
   K_n^{(j_n)} = \Phi(-b(a/\lambda(1))^{1/2}) n(1 + o(1)) \quad \text{a.s. as } n \to \infty.
   \]

(IV) If \(a_* < a < \bar{a} := \lim_{\theta \to \max(\theta, 0)} (-\lambda'(\theta))\) and the sequence \((j_n)_{n \in \mathbb{N}}\) satisfies (2.3), then
   \[
   K_n^{(j_n)} = \frac{\Gamma(1 - \theta)}{\theta(2\pi \lambda''(\theta))^{1/2}} e^{-ab^2/(2\lambda''(\theta))} W(\theta) n^\theta e^{\lambda(\theta)j_n} j_n^{1/2} (1 + o(1)) \quad \text{a.s. as } n \to \infty.
   \]

Remark 2.2. We intend to show that in the settings of cases (II) and (IV) of Theorem 2.1, the a.s. growth of \(n - K_n^{(j_n)}\) and \(K_n^{(j_n)}\), respectively, is sublinear, the principal contribution being \(n^{\alpha(a) + o(1)}\) for some \(\alpha(a) \in (0, 1)\).

Let \(a > 0\), we fix \(\theta > 0\) such that \(a = -\lambda'(\theta)\). Let \((j_n)_{n \in \mathbb{N}}\) be a sequence of positive integers satisfying \(j_n \sim \log n/a\) as \(n \to \infty\). Then
   \[
   n^\theta e^{\lambda(\theta)j_n} = n^{-\frac{\lambda'(a)}{a} + o(1)}, \quad n \to \infty,
   \]
   which implies that \(\alpha\) is given by
   \[
   \alpha(a) := \begin{cases}
   -\frac{\lambda'(a)}{a} & \text{if } a > -\lambda'(2), \\
   2 - \lambda(2)/a & \text{if } a \leq -\lambda'(2),
   \end{cases} \quad a \in (a_*, \bar{a}).
   \]
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Further, in view of (1.7),

\[- \frac{\lambda^*(a)}{a} = \frac{\theta \lambda'(\theta) - \lambda(\theta)}{\lambda'(\theta)},\]

and the function \( g : \theta \in (\theta, \infty) \mapsto \theta \lambda'(\theta) - \lambda(\theta) - \lambda'(\theta) \) satisfies \( g(1) = 0 \) and \( g'(\theta) = (\theta - 1)\lambda''(\theta) \). This in conjunction with the strict convexity of \( \lambda \) implies that, for \( \theta \neq 1 \), \( g(\theta) > 0 \) or equivalently

\[ \theta \lambda'(\theta) - \lambda(\theta) > \lambda'(\theta). \]

Thus \( \sup_{a>0} \alpha(a) = 1 \), with the supremum being attained at \( a = -\lambda'(1) \).

**Remark 2.3.** In case (II) of Theorem 2.1, the limit of the martingale appearing in the asymptotic expansion of \( K_{j_n}^{(j)} \) is always positive almost surely. Let \( a > a_* \) and \( \theta \) be such that \( a = -\lambda'(\theta) \). By convexity of \( \lambda \), there is the following dichotomy.

- If \( \theta^* > 2 \) (in particular \( W(2) > 0 \) a.s.), then \( a_* = -\frac{\lambda(2)}{2} < v < -\lambda'(2) \). In this situation, the cases \( \theta > 2, \theta = 2 \) and \( \theta < 2 \) corresponds to cases (IIA), (IIB) and (IIC) of Theorem 2.1, respectively.

- If \( \theta^* \leq 2 \), then \( a_* = v \leq -\frac{\lambda(2)}{2} \leq -\lambda'(2) \). In this situation, \( \theta < \theta^* \leq 2 \), so that the assumptions of case (IIC) hold.

Theorem 2.1 provides the strong laws of large numbers (SLLNs, for short) for \( K_{j_n}^{(j)} \) in all late levels \( j = j_n \) of order \( \log n \). In particular, case (I) \( a < a_* \) corresponds to the levels of the very low density, in which balls fall into distinct boxes with overwhelming probability. According to the terminology of the already mentioned article [14], the nested occupancy scheme gets extinct in these levels. Case (I) is treated in Section 4.1. Case (II) corresponds to the levels of the low density that we call presaturation levels. The terminology stems from the fact that in these levels most balls fall into distinct boxes, but some of them may share the same box. Therefore, the SLLN for the number of occupied boxes is mainly driven by the number of available balls. Case (II) is further divided into three subcases (IIA), (IIB) and (IIC), in which \( K_{j_n}^{(j)} \) exhibits different asymptotics. Case (II) is analyzed in Section 4.2.

Case (IV) \( a_c < a < \bar{a} \) corresponds to the levels of the high density that we call postsaturation levels. The motivation for this term is that in these levels most balls fall into the same collection of boxes, so that the number of occupied boxes in these levels is small with respect to the number of balls. It is explained in Remark on p. 1595 of [2] that the a.s. asymptotic behavior of \( K_{j_n}^{(j)} \) is mainly driven by the number of the \( j \)th level boxes whose hitting probabilities are of order \( e^{-j/a} \sim 1/n \). Case (IV) which is mostly a generalization of Theorem 1
in [2] is treated in Section 4.4. Case (III) \( a = a_c \) corresponds to the levels of the moderate density that we call saturation levels. The a.s. growth rate of the number of occupied boxes in these levels is of order \( cn \) for some \( c \in (0,1) \). Case (III) is treated in Section 4.3.

Let \( k \in \mathbb{N} \). Next, we discuss the a.s. asymptotic behavior of \( K_n^{(j_n)}(k) \) the number of boxes in the late levels \( j_n \) which contain at least \( k \) balls. Note that in low levels \( j_n \), most balls cluster together. As a result, \( K_n^{(j_n)}(k) \) and \( K_n^{(j_n)}(1) \) are of the same order of magnitude. We focus here on the levels \( j_n = \log n / (-\lambda'(k)) \), in which a phase transition occurs for the asymptotic behavior of \( K_n^{(j_n)}(k) \). Below that level, the behavior of \( K_n^{(j_n)}(k) \) is driven by the asymptotic behavior of the number of ‘large’ boxes (and was studied in [2]), whereas above that level, it is driven by the number of available balls. In some sense, Theorem 2.4 is a generalisation to \( k \in \mathbb{N} \) of part (III) of Theorem 2.1 dealing with the \( k = 1 \) case.

**Theorem 2.4.** Let \( b \in \mathbb{R} \), \( k \in \mathbb{N} \) be such that \( k \in (\theta, \theta^*) \) and \( (j_n)_{n \in \mathbb{N}} \) a sequence of positive integers satisfying

\[
\lim_{n \to \infty} \frac{\log n + \lambda'(k)j_n}{(\log n)^{1/2}} = b.
\]

Then, as \( n \to \infty \),

\[
K_n^{(j_n)}(k) = \frac{1}{k!} W(k) \Phi \left( -b \left( \frac{-\lambda'(k)}{\lambda''(k)} \right)^{1/2} \right) n^k e^{\lambda(k)j_n} e^{-(k-1)(\lambda'(k)j_n + \log n)(1 + o(1))} \text{ a.s.}
\]

The proof of Theorem 2.4 is given in Section 4.3.

Assume that \( \lambda(0) < \infty \), that is, the mean number of the first level boxes is finite. Then all boxes in low enough levels are occupied with high probability. We refer to this situation as freezing. For \( j \in \mathbb{N} \), denote by \( Z_j := \# \{ |u| = j : P(u) \neq 0 \} \) the number of available boxes in the \( j \)th level. Then \( L_n^{(j)} := Z_j - K_n^{(j)} \) is the number of empty boxes in the \( j \)th level. Theorem 2.5 is a strong law of large numbers for \( L_n^{(j)} \) for the levels \( j \) in which freezing occurs. Recall that the quantity \( \theta_* \) is defined in (1.8).

**Theorem 2.5.** Assume that \( \theta < 0 \). Let \( -\lambda'(0) < a < \bar{a}_* = \lim_{\theta \to \theta_*} (-\lambda'(\theta)) \), \( b \in \mathbb{R} \) and pick \( \theta \in (\theta_*,0) \) satisfying \( a = -\lambda'(\theta) \). Also, let \( (j_n)_{n \in \mathbb{N}} \) be a sequence of positive integers such that

\[
\lim_{n \to \infty} \frac{\log n - aj_n}{(\log n)^{1/2}} = b.
\]

Then

\[
L_n^{(j_n)} = \frac{\Gamma(-\theta)}{(2\pi \lambda''(\theta))^{1/2}} e^{-ab^2/(2\lambda''(\theta))} W(\theta) n^\theta e^{\lambda(\theta)j_n} j_n^{1/2} (1 + o(1)) \text{ a.s. as } n \to \infty.
\]
Theorem 2.5 tells us that $L_{jn}^{(j_n)}$ diverges to $\infty$ sublinearly a.s., with the rate of divergence being smaller than $e^{\lambda(0)j_n}$, the growth rate of $Z_{jn}$. The former claim follows by the same reasoning as given in Remark 2.2. To justify the latter claim, write $n^\theta e^{\lambda(\theta)j_n} = e^{-\lambda^*(a)j_n(1+o(1))}$ and note that by Property B in Section 1.2, $-\lambda^*(a) < \lambda(0)$ whenever $a \in (-\lambda'(0), \pi_\ast)$. As a consequence, the a.s. growth rates of $K_{jn}^{(j_n)}$ and $Z_{jn}$ are of the same order $e^{\lambda(0)j_n}$. This demonstrates that the theorem does indeed treat the levels $j_n$ in which freezing occurs. The proof of Theorem 2.5 is given in Section 4.5.

3 Branching random walk estimates

Throughout this section we work with the BRW $V$ as given in Section 1.2. In particular, we always assume that conditions (1.4) and (1.5) hold. For all $\theta \in (\theta_\ast, \theta^*)$ and $j \in \mathbb{N}$, define the random measure $Z_{\theta}^{(j)} := \sum_{|u|=j} e^{-\theta V(u) - \lambda(\theta)j} \delta_{V(u)}.$

Note that the total mass of $Z_{\theta}^{(j)}$ is $W_j(\theta)$, and that $Z_{\theta}^{(j)} := Z_{\theta}^{(j)}/W_j(\theta)$ is a random probability measure on $\mathbb{R}$ which is called the Gibbs measure of the BRW with inverse temperature $\theta$. Choosing a point according to the law $Z_{\theta}^{(j)}$ can be thought of as sampling the position of an individual $u$ in the $j$th generation of the BRW with probability proportional to $e^{\theta V(u)}$. The asymptotic behavior of $Z_{\theta}^{(j)}$ for $\theta \geq \theta^*$ has been explored in [15, 16]. In the present work we need some uniform estimates on $Z_{\theta}^{(j)}$ for $\theta \in (\theta_\ast, \theta^*)$. These are presented in Propositions 3.2 and 3.4 and Corollary 3.5 below.

For $\theta > \theta_\ast$, put $g_{\theta}(y) := \frac{1}{(2\pi \lambda''(\theta) )^{1/2}} \exp \left( - \frac{y^2}{2\lambda''(\theta)} \right), \quad y \in \mathbb{R},$

so that $g_{\theta}$ is the density of centered normal distribution with variance $\lambda''(\theta)$. For $\theta \in (\theta_\ast, \theta^*)$, Biggins [3] showed that the random measure $Z_{\theta}^{(j)}$, properly scaled, converges a.s. to the normal distribution with density $g_{\theta}$. Specifically, we recall the case $p = 1$ of Theorem 4 in [3], in the form presented by Bertoin in Lemma 4 of [2] (for a BRW satisfying (1.4)). The result is a local limit theorem for the random measure $Z_{\theta}^{(j)}$ as $j \to \infty$.

**Lemma 3.1.** The limit relation

$$\lim_{j \to \infty} \left| j^{1/2} \mathbb{E} \left[ Z_{\theta}^{(j)}((x - \lambda'(\theta)j - h, x - \lambda'(\theta)j + h)) - 2h W(\theta) g_{\theta}(j^{-1/2}x) \right] \right| = 0 \quad \text{a.s.}$$

(3.1)
holds uniformly in $x \in \mathbb{R}$, in $h$ in bounded sets, and in $\theta$ in compact subsets of $(\theta_*, \theta^*)$.

Recall that a function $f : \mathbb{R} \rightarrow \mathbb{R}^+$ is called directly Riemann integrable (dRi) on $\mathbb{R}$, if

(a) $\sum_{n \in \mathbb{Z}} \sup_{(n-1)h \leq y < nh} f(y) < \infty$ for each $h > 0$ and

(b) $\lim_{h \rightarrow 0+} h \sum_{n \in \mathbb{Z}} \left( \sup_{(n-1)h \leq y < nh} f(y) - \inf_{(n-1)h \leq y < nh} f(y) \right) = 0$.

In this article we need the following extension of Lemma 3.1.

**Proposition 3.2.** Let $\theta \in (\theta_*, \theta^*)$ and $f : \mathbb{R} \rightarrow \mathbb{R}^+$ be a directly Riemann integrable function on $\mathbb{R}$. Then

$$\lim_{j \rightarrow \infty} \sup_{y \in \mathbb{R}} \left| j^{1/2} \sum_{|u| = j} e^{-\theta V(u) - \lambda(\theta) j} f(-\lambda'(\theta) j + y - V(u)) - W(\theta) g_\theta(yj^{-1/2}) \int_{\mathbb{R}} f(x) dx \right| = 0 \text{ a.s. (3.2)}$$

**Remark 3.3.** Proposition 3.2 is an extension of Corollary 4 in [3] and Corollary 1 in [2]. The former result only treats dRi functions of compact support. The latter result is concerned with a subclass of dRi functions having a prescribed rate of decay at $\pm \infty$ and investigates the sums of the form

$$\sum_{|u| = j} e^{-\theta V(u) - \lambda(\theta) j} f(-\lambda'(\theta) j + c_j - V(u))$$

for sequences $(c_j)$ converging to a finite limit. Last but not least, unlike in the cited results, the convergence dealt with here is uniform in $y$.

Proposition 3.4 given next is an a.s. central limit theorem for the random measure $Z_\theta^{(j)}$ as $j \rightarrow \infty$. We recall that ‘a.e.’ is a shorthand for ‘almost everywhere’.

**Proposition 3.4.** Let $\theta \in (\theta_*, \theta^*)$ and $f : \mathbb{R} \rightarrow \mathbb{R}$ be a bounded, a.e. continuous function. Then, for any $C > 0$, a.s.,

$$\lim_{j \rightarrow \infty} \sup_{|y| \leq C} \left| \sum_{|u| = j} e^{-\theta V(u) - \lambda(\theta) j} f\left(\frac{-\lambda'(\theta) j - V(u)}{j^{1/2}} + y\right) - W(\theta) \int_{\mathbb{R}} f(y-x) g_\theta(x) dx \right| = 0.$$
Corollary 3.5. Let $\theta \in (\theta^*, \theta^*)$ and $\delta \in (0, -\lambda'(\theta))$. Then, for any $C > 0$,

$$\lim_{j \to \infty} \sup_{|y| \leq C j^{1/2}} \left| \sum_{|u|=j} e^{-\theta V(u) - \lambda(\theta) j} \mathbb{1}_{\{V(u) \geq \delta j + y\}} - W(\theta) \right| = 0 \quad \text{a.s.}$$

The proofs of Propositions 3.2 and 3.4 and of Corollary 3.5 are given in Appendix A.

4 Results for the Poissonized version. Proof of Theorem 2.1

All the statements of Theorem 2.1 will be proved along similar lines, with the help of a Poissonization method, that we now describe. We shall work with the random variables $K^{(j)}(t)$, $t \geq 0$, $k, j \in \mathbb{N}$ defined in formula (1.3). In other words, we shall investigate a nested occupancy scheme in random environment in which the number of balls has a Poisson distribution with mean $t$. By the thinning property of Poisson processes, conditionally on the BRW $\mathcal{V}$, the numbers of balls in different boxes of the given level are independent, and the number of balls in the box $u$ has a Poisson distribution of mean $te^{-V(u)}$.

We shall write $\mathbb{P}(\cdot) := \mathbb{P}(\cdot | \mathcal{V})$ for the conditional law given $\mathcal{V}$ and $\mathbb{E}$ and $\mathbb{V}ar$ for the corresponding (conditional) mean and variance, respectively. It can be checked that

$$\mathbb{E}K^{(j)}(t) = \sum_{|u|=j} \phi_k(te^{-V(u)})$$

and

$$\mathbb{V}ar K^{(j)}(t) = \sum_{|u|=j} \phi_k(te^{-V(u)})(1 - \phi_k(te^{-V(u)})), \quad (4.1)$$

where $\phi_k(z) = e^{-z} \sum_{i=k}^{\infty} z^i i^k = e^{-z} \left( e^z - \sum_{i=0}^{k-1} z^i i^k \right)$. Invoking the results of Section 3 we shall provide the a.s. asymptotic behavior of these quantities as $t \to \infty$. Then, using the Bienaymé-Tchebychev inequality and the Borel-Cantelli lemma, we shall prove SLLNs for $K^{(j)}(t)$. At the last step called depoissonization, we shall get back to the original deterministic scheme and deduce the claimed SLLNs for $K^{(j)}_n$ from the already proved SLLNs for $K^{(j)}(t)$. The main technical tools for this final step is the SLLN for the Poisson process $N_t \sim t$ a.s. as $t \to \infty$ and the monotonicity properties of nested occupancy schemes.

4.1 Levels of the very low density. Proof of Theorem 2.1(I)

We consider in this section the number of occupied boxes in the levels of the very low density.
Lemma 4.1. Let \( \varepsilon > 0 \) and \( t_j := e^{a_j - \varepsilon j^{1/2}} \) for \( j \in \mathbb{N} \). Then
\[
\lim_{j \to \infty} \mathcal{K}_{t_j}^{(j)}(2) = 0 \quad \text{a.s.}
\]

Proof. By (4.1),
\[
\mathbb{E}\mathcal{K}_{t_j}^{(j)}(2) = \sum_{|u| = j} \phi_2(e^{a_j - \varepsilon j^{1/2}} - V(u)), \quad j \in \mathbb{N},
\]
where \( \phi_2(x) = 1 - e^{-x} - xe^{-x} \) for \( x \geq 0 \). The inequality \( 1 - e^{-x} \leq x, \ x \geq 0 \) implies that \( \phi_2(x) \leq x^2, \ x \geq 0 \).

We first assume that \( \theta^* \geq 2 \). Then \( 2a_\ast = -\lambda(2) \) and, as a consequence,
\[
\mathbb{E}\mathcal{K}_{t_j}^{(j)}(2) \leq \sum_{|u| = j} e^{2a_j - 2\varepsilon j^{1/2} - 2V(u)} = e^{-2\varepsilon j^{1/2}} W_j(2), \quad j \in \mathbb{N}.
\]
Recall that \((W_j(2), \mathcal{F}_j)_{j \geq 0}\) is a nonnegative martingale. Hence, \( W_j(2) \) converges a.s. as \( j \to \infty \). This entails
\[
\sum_{j \geq 1} \mathbb{E}\mathcal{K}_{t_j}^{(j)}(2) < \infty \quad \text{a.s.}
\]
and thereupon
\[
\lim_{j \to \infty} \mathcal{K}_{t_j}^{(j)}(2) = 0 \quad \text{a.s.}
\]
by the Markov inequality and the Borel-Cantelli lemma.

We now assume that \( \theta^* < 2 \), in which case \( a_\ast = v \) and
\[
\mathbb{E}\mathcal{K}_{t_j}^{(j)}(2) \leq e^{-2\varepsilon j^{1/2}} \sum_{|u| = j} e^{2(vj - V(u))}, \quad j \in \mathbb{N}.
\]
By Lemma 3.1 in [19] applied to the BRW \( (V(u) - v|u|)_{u \in \mathcal{V}}, \ \min_{|u| = j} V(u) \geq vj \) a.s. for all \( j \) large enough. Using it in combination with \( \theta^* < 2 \) and \( v = -\lambda(\theta^*)/\theta^* \) we conclude that
\[
\mathbb{E}\mathcal{K}_{t_j}^{(j)}(2) \leq e^{-2\varepsilon j^{1/2}} W_j(\theta^*) \quad \text{a.s. for all } j \text{ large enough.}
\]
As \( W_j(\theta^*) \) converges a.s. as \( j \to \infty \), we deduce once again that \( \sum_{j \geq 1} \mathbb{E}\mathcal{K}_{t_j}^{(j)}(2) < \infty \) a.s. Finally, another application of the Markov inequality and the Borel-Cantelli lemma yields
\[
\lim_{j \to \infty} \mathcal{K}_{t_j}^{(j)}(2) = 0 \quad \text{a.s.} \quad \square
\]

Using Lemma 4.1 we now prove that a.s. no two balls fall into the same box in the low density regime.
Proof of Theorem 2.1(I). Let \((j_n)_{n \in \mathbb{N}}\) be a sequence of positive integers satisfying 
\(\lim_{n \to \infty} (\log n / j_n) = a\) with \(a \in (0, a_\ast)\). Also, let \((t_j)_{j \in \mathbb{N}}\) be the sequence defined in Lemma 4.1. Then \(\lim_{n \to \infty} (t_{j_n} / n) = \infty\), so that \(N_{t_{j_n}} \geq n\) a.s. for \(n\) large enough, by the SLLN for Poisson processes. Since, for each \(j \in \mathbb{N}\), the sequence \((K_n^{(j)}(2))_{n \in \mathbb{N}}\) is a.s. nondecreasing, we obtain a.s. for \(n\) large enough, 
\[
K_n^{(j_n)}(2) \leq K_{N_{t_{j_n}}}^{(j_n)}(2) = K_{t_{j_n}}^{(j_n)}(2).
\]
Invoking now Lemma 4.1 we infer \(\lim_{n \to \infty} K_n^{(j_n)}(2) = 0\) a.s. and thereupon \(K_n^{(j_n)}(2) = 0\) a.s. for large enough \(n\) because, for each \(n \in \mathbb{N}\), the random variable \(K_n^{(j_n)}(2)\) takes nonnegative integer values. Since, for each \(n \in \mathbb{N}\), the sequence \((K_n^{(j_n)}(k))_{k \in \mathbb{N}}\) is a.s. nonincreasing, we infer that, for all \(k \geq 2\), \(K_n^{(j_n)}(k) = 0\) a.s. for \(n\) large enough. This in combination with the equality \(\sum_{k \geq 1} K_n^{(j_n)}(k) = n\) a.s. which holds for each \(n\) leads to the desired conclusion \(K_n^{(j_n)}(1) = n\) a.s. for \(n\) large enough.

\[\square\]

4.2 Presaturation levels. Proof of Theorem 2.1(II)

We consider in this section the number of occupied boxes in the presaturation levels. Since in these levels most balls fall into distinct boxes, it is natural to investigate the asymptotic behavior of the difference between the number of balls and the number of occupied boxes.

Lemma 4.2. Let \(a \in (a_\ast, -\lambda'(1))\) and \(t_j(y) = e^{ay+y}\) for \(j \in \mathbb{N}\) and \(y \in \mathbb{R}\). Pick \(\theta > 1\) satisfying \(a = -\lambda'(\theta)\).

(1) If \(a < -\lambda'(2)\) (equivalently \(\theta > 2\)), then, for any \(C > 0\),
\[
\lim_{j \to \infty} \sup_{|y| \leq Cj^{1/2}} \left| (t_j(y))^{-2} e^{-\lambda(2)y} \mathbb{E} \left( N_{t_j(y)} - K_{t_j(y)}^{(j)} \right) - \frac{1}{2} W(2) \right| = 0 \text{ a.s.,}
\]
\[
\lim_{j \to \infty} \sup_{|y| \leq Cj^{1/2}} \left| (t_j(y))^{-2} e^{-\lambda(2)y} \mathbb{V} \mathbb{a} \mathbb{r} \left( N_{t_j(y)} - K_{t_j(y)}^{(j)} \right) - \frac{1}{2} W(2) \right| = 0 \text{ a.s.}
\]
and \(N_{t_j(y)} - K_{t_j(y)}^{(j)} = \frac{W(2)}{2} (t_j(y))^2 e^{\lambda(2)y} (1 + o(1))\) a.s. as \(j \to \infty\),
uniformly in \(y\) satisfying \(|y| \leq Cj^{1/2}\).

(2) If \(a = -\lambda'(2)\) (equivalently \(\theta = 2\)), then, for any \(C > 0\),
\[
\lim_{j \to \infty} \sup_{|y| \leq Cj^{1/2}} \left| (t_j(y))^{-2} e^{-\lambda(2)y} \mathbb{E} \left( N_{t_j(y)} - K_{t_j(y)}^{(j)} \right) \right.
\[
- \left. \frac{1}{2} W(2) \Phi \left( -y(\lambda''(2))^{-1/2} \right) \right| = 0 \text{ a.s.,}
\]
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\[
\lim_{j \to \infty} \sup_{|y| \leq Cj^{1/2}} \left| (t_j(y))^{-2} e^{-\lambda j} \mathbb{V} \mathbb{A} \mathbb{R} \left( N_{t_j(y)} - \mathcal{K}_{t_j(y)}^{(j)} \right) \right| - \frac{1}{2} \mathbb{W}(2) \Phi \left( -y (\lambda')^{1/2} \right) = 0 \text{ a.s.}
\]

and \( N_{t_j(y)} - \mathcal{K}_{t_j(y)}^{(j)} = \frac{W(2)}{2} \Phi \left( -y (\lambda')^{1/2} \right) (t_j(y))^{2} e^{\lambda (2j)} (1 + o(1)) \) a.s. as \( j \to \infty \), uniformly in \( y \) satisfying \( |y| \leq Cj^{1/2} \).

(3) If \( a > -\lambda' (2) \) (equivalently \( \theta < 2 \)), then

\[
\lim_{j \to \infty} \sup_{y \in \mathbb{R}} \left| j^{1/2} (t_j(y))^{-\theta} e^{-\lambda(j)} \mathbb{E} \left( N_{t_j(y)} - \mathcal{K}_{t_j(y)}^{(j)} \right) \right| - \frac{\Gamma(2 - \theta)}{\theta (\theta - 1)} W(\theta) g_\theta (y^{j-1/2}) = 0 \text{ a.s.,}
\]

\[
\lim_{j \to \infty} \sup_{y \in \mathbb{R}} \left| j^{1/2} (t_j(y))^{-\theta} e^{-\lambda(j)} \mathbb{V} \mathbb{A} \mathbb{R} \left( N_{t_j(y)} - \mathcal{K}_{t_j(y)}^{(j)} \right) \right| - (2\theta - 2^\theta + 1) \frac{\Gamma(2 - \theta)}{\theta (\theta - 1)} W(\theta) g_\theta (y^{j-1/2}) = 0 \text{ a.s.,}
\]

and \( N_{t_j(y)} - \mathcal{K}_{t_j(y)}^{(j)} = \frac{\Gamma(2 - \theta)}{\theta (\theta - 1)} W(\theta) g_\theta (y^{j-1/2}) (t_j(y))^{\theta} e^{\lambda(j)} (1 + o(1)) \) a.s. as \( j \to \infty \), uniformly in \( y \) satisfying \( |y| \leq Cj^{1/2} \), for any \( C > 0 \).

**Proof.** Let \( \eta_\lambda \) be a random variable with the Poisson distribution of mean \( \lambda > 0 \). Then

\[
\mathbb{E}(\eta_\lambda - 1_{\{\eta_\lambda \geq 1\}}) = m(\lambda) \quad \text{and} \quad \mathbb{V} \mathbb{A} \mathbb{R}(\eta_\lambda - 1_{\{\eta_\lambda \geq 1\}}) = v(\lambda),
\]

where \( m(x) := x - 1 + e^{-x} \) and \( v(x) := x + e^{-x} - e^{-2x} - 2xe^{-x} \) for \( x \geq 0 \). In view of these formulas, for \( j \in \mathbb{N} \) and \( y \in \mathbb{R} \),

\[
\mathbb{E} \left( N_{t_j(y)} - \mathcal{K}_{t_j(y)}^{(j)} \right) = \sum_{|u| = j} m \left( e^{\alpha_j+y-V(u)} \right) \tag{4.2}
\]

and

\[
\mathbb{V} \mathbb{A} \mathbb{R} \left( N_{t_j(y)} - \mathcal{K}_{t_j(y)}^{(j)} \right) = \sum_{|u| = j} v \left( e^{\alpha_j+y-V(u)} \right). \tag{4.3}
\]

**CASE** \( \theta \geq 2 \). For typographical ease, we write \( \vartheta \) for the integer part of \( \theta \). We start with

\[
\mathbb{E} \left( N_{t_j(y)} - \mathcal{K}_{t_j(y)}^{(j)} \right) = \sum_{i=2}^{\vartheta-1} \sum_{|u| = j} \frac{(-1)^i e^{(\alpha_j+y-V(u))}}{i!} + \sum_{|u| = j} m_\vartheta \left( e^{\alpha_j+y-V(u)} \right)
\]

\[
= \sum_{i=2}^{\vartheta-1} \frac{(-1)^i}{i!} e^{(\alpha_j+y)+(\vartheta-i)j} W(i) + \sum_{|u| = j} m_\vartheta \left( e^{\alpha_j+y-V(u)} \right), \tag{4.4}
\]
where \( \mathcal{m}_\vartheta(x) := e^{-x - \sum_{i=0}^{\vartheta-1} \frac{(x)_i}{i!}} \) for \( x \geq 0 \). By convention, the empty sum \( \sum_{i=2}^{1} \) is equal to 0, if \( \vartheta \in (2, 3) \). Further,

\[
\sum_{|u|=j} \mathcal{m}_\vartheta(e^{aj+y-V(u)}) = \frac{(1)^\vartheta}{\vartheta!} e^{\vartheta(aj+y)+\lambda(\vartheta)j} \sum_{|u|=j} e^{-\vartheta V(u)-\lambda(\vartheta)j} \mathbb{1}_{\{V(u)\geq aj+y\}} \\
+ e^{\vartheta(aj+y)+\lambda(\vartheta)j} \sum_{|u|=j} e^{-\vartheta V(u)-\lambda(\vartheta)j} \mathcal{m}_\vartheta(e^{aj+y-V(u)}),
\]

where \( \mathcal{m}_\vartheta(x) := x^{-\vartheta} \left( e^{-x - \sum_{i=0}^{\vartheta-1} \frac{(x)_i}{i!}} - \vartheta \right) \mathbb{1}_{[0,1]}(x) \) for \( x > 0 \). The function \( x \mapsto \mathcal{m}_\vartheta(e^x) \) is Lebesgue integrable on \( \mathbb{R} \). For instance,

\[
0 \leq \int_{-\infty}^{0} (-1)^{\vartheta+1} \mathcal{m}_\vartheta(e^x) dx = \int_{0}^{1} \frac{1}{(\vartheta + 1)!x^{\vartheta}} dx < \infty
\]

because

\[
(-1)^{\vartheta+1} x^{-\vartheta-1} \left( e^{-x} - \sum_{i=0}^{\vartheta} \frac{(-x)_i}{i!} \right) \sim \frac{1}{(\vartheta + 1)!x^{\vartheta}}, \quad x \to 0+,
\]

where \{\vartheta\} is the fractional part of \( \vartheta \). Further, the function \( x \mapsto (-1)^{\vartheta} e^{\vartheta x} \mathcal{m}_\vartheta(e^x) \) is nonnegative and increasing on \([0, \infty)\), and the function \( x \mapsto (-1)^{\vartheta+1} e^{\vartheta x} \mathcal{m}_\vartheta(e^x) \) is nonnegative and increasing on \((-\infty, 0]\). Hence, we conclude with the help of Lemma 9.1 in [10] that the functions \( x \mapsto (-1)^{\vartheta} \mathcal{m}_\vartheta(e^x) \) and \( x \mapsto (-1)^{\vartheta+1} \mathcal{m}_\vartheta(e^x) \) are \( d\mathcal{R}_i \) on \([0, \infty)\) and \((-\infty, 0]\), respectively. An application of Proposition 3.2 with \( f(x) = (-1)^{\vartheta} \mathcal{m}_\vartheta(e^x) \mathbb{1}_{[0,\infty)}(x) \) and then with \( f(x) = (-1)^{\vartheta+1} \mathcal{m}_\vartheta(e^x) \mathbb{1}_{(-\infty,0)}(x) \) yields

\[
\lim_{j \to \infty} \sup_{y \in \mathbb{R}} \left| j^{1/2} \sum_{|u|=j} e^{-\vartheta V(u)-\lambda(\vartheta)j} \mathcal{m}_\vartheta(e^{aj+y-V(u)}) \right. \\
- W(\vartheta) g_\vartheta(y) \int_{0}^{\infty} \mathcal{m}_\vartheta(e^{-x}) dx \bigg| = 0 \quad \text{a.s. (4.5)}
\]

Assume that \( \vartheta \) is integer, so that \( \vartheta = \vartheta \). Then, by Proposition 3.4 applied to \( f(x) = \mathbb{1}_{(-\infty,0]}(x) \), \( x \in \mathbb{R} \), for any \( C > 0 \),

\[
\lim_{j \to \infty} \sup_{|y| \leq C j^{1/2}} \left| \sum_{|u|=j} e^{-\vartheta V(u)-\lambda(\vartheta)j} \mathbb{1}_{\{V(u)\geq aj+y\}} - W(\vartheta) \Phi \left( -y (\lambda'(\vartheta))^{-1/2} \right) \right| = 0 \quad \text{a.s. (4.6)}
\]

Assume now that \( \vartheta \) is not integer, so that \( \vartheta < \vartheta \) and thereupon \( -\lambda'(\vartheta) > -\lambda'(\vartheta) = a > 0 \). Here, the left-hand inequality is justified by the fact that \(-\lambda'\) is a decreasing
function on \((\theta, \infty)\). Invoking Corollary 3.5 with \(\delta = a = -\lambda'(\theta) \in (0, -\lambda'(\vartheta))\) we obtain, for any \(C > 0\),

\[
\lim_{j \to \infty} \sup_{|y| \leq Cj^{1/2}} \left| \sum_{|u|=j} e^{-\vartheta V(u) - \lambda(\vartheta)j} \mathbb{I}_{(V(u) \geq aj+y)} - W(\vartheta) \right| = 0 \text{ a.s.} \quad (4.7)
\]

Combining (4.5) and (4.6) we obtain in the case of integer \(\vartheta = \theta\)

\[
\lim_{j \to \infty} \sup_{|y| \leq Cj^{1/2}} \left| e^{-\vartheta (aj+y) - \lambda(\vartheta)j} \sum_{|u|=j} \overline{m}_\vartheta(e^{aj+y-V(u)}) - \frac{(-1)^\vartheta}{\vartheta!} W(\vartheta) \Phi \left( -y(\lambda''(\vartheta) j)^{-1/2} \right) \right| = 0 \text{ a.s.} \quad (4.8)
\]

If \(\theta\) is not integer, we conclude with the help of (4.5) and (4.7) that

\[
\lim_{j \to \infty} \sup_{|y| \leq Cj^{1/2}} \left| e^{-\vartheta (aj+y) - \lambda(\vartheta)j} \sum_{|u|=j} \overline{m}_\vartheta(e^{aj+y-V(u)}) - \frac{(-1)^\vartheta}{\vartheta!} W(\vartheta) \right| = 0 \text{ a.s.} \quad (4.9)
\]

having utilized the fact that the function \(s \mapsto as + \lambda(s)\) is decreasing on \([2, \theta]\).

Getting back to (4.4) we first analyze the case \(\theta = 2\) in which the first summand on the right-hand side of (4.4) vanishes. Appealing to (4.8) with \(\vartheta = 2\) we obtain

\[
\lim_{j \to \infty} \sup_{|y| \leq Cj^{1/2}} \left| e^{-2(aj+y) - \lambda(\vartheta)j} \sum_{|u|=j} \overline{m}_\vartheta(e^{aj+y-V(u)}) - \frac{(-1)^2}{2!} W(2) \Phi \left( -y(\lambda''(2) j)^{-1/2} \right) \right| = 0 \text{ a.s.}
\]

Assume now that \(\theta \in (2, 3)\) in which case the first summand on the right-hand side of (4.4) still vanishes. Invoking (4.9) with \(\vartheta = 2\) we arrive at

\[
\lim_{j \to \infty} \sup_{|y| \leq Cj^{1/2}} \left| e^{-2(aj+y) - \lambda(\vartheta)j} \sum_{|u|=j} \overline{m}_\vartheta(e^{aj+y-V(u)}) - \frac{(-1)^2}{2!} W(2) \right| = 0 \text{ a.s.} \quad (4.10)
\]

Finally, if \(\theta \geq 3\), then the first summand on the right-hand side of (4.4) is nonzero. Furthermore, in view of the already mentioned monotonicity of \(s \mapsto as + \lambda(s)\) on \([2, \theta]\), its first term which corresponds to \(i = 2\) dominates. As a consequence, relation (4.10) holds but the driving forces behind this convergence are different from those in the case \(\theta \in (2, 3)\).

Passing to the analysis of the variance we write \(v(x) = m(x) + w(x)\), where \(w(x) := 1 - e^{-2x} - 2xe^{-x}\) for \(x \geq 0\). Using now (4.2) and (4.3) we conclude that

\[
\text{Var} \left( N_{t_j(y)} - K_{t_j(y)}^{(j)} \right) = \mathbb{E} \left( N_{t_j(y)} - K_{t_j(y)}^{(j)} \right) + \sum_{|u|=j} w(e^{aj+y-V(u)}).
\]
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Hence, in order to show that the variance exhibits (uniformly) the same asymptotics as the mean it is enough to check that, for any \( C > 0 \),

\[
\lim_{j \to \infty} \sup_{|y| \leq Cj^{1/2}} e^{-2(\alpha j + y) - \lambda(2)j} \sum_{|u|=j} w(e^{\alpha j + y - V(u)}) = 0 \quad \text{a.s.}
\] (4.11)

Since, as \( x \to 0^+ \), \( m(x) \sim x^2/2 \) and \( w(x) \sim x^3/3 \), we infer

\[
\lim_{x \to 0^+} (w(x)/m(x)) = 0.
\]

Thus, given \( \varepsilon > 0 \) there exists \( x_0 \in \mathbb{R} \) such that \( w(e^x) \leq \varepsilon m(e^x) \) whenever \( x \leq x_0 \). Using this \( x_0 \) we write

\[
\sum_{|u|=j} w(e^{\alpha j + y - V(u)}) = \sum_{|u|=j} w(e^{\alpha j + y - V(u)}) 1_{\{\alpha j + y - V(u) \leq x_0\}} + \sum_{|u|=j} w(e^{\alpha j + y - V(u)}) 1_{\{\alpha j + y - V(u) > x_0\}}.
\]

We shall investigate the summands separately:

\[
\sum_{|u|=j} w(e^{\alpha j + y - V(u)}) 1_{\{\alpha j + y - V(u) \leq x_0\}} \leq \varepsilon \sum_{|u|=j} m(e^{\alpha j + y - V(u)})
\]

\[
\sim \varepsilon W(2)c_j e^{2(\alpha j + y) + \lambda(2)j}, \quad j \to \infty, \quad (4.12)
\]

uniformly in \( |y| \leq Cj^{1/2} \), for any \( C > 0 \). Here, \( c_j = 1/2 \) if \( \theta = 2 \) and \( c_j = \Phi(-y/(\lambda(2)j)^{-1/2})/2 \) if \( \theta = 2 \), and the last limit relation follows from the already proved part for the mean. To analyze the second summand, put \( \hat{w}(x) := x^{-\theta}w(x) 1_{(x_0, \infty)}(x) \) for \( x > 0 \). The function \( x \mapsto \hat{w}(e^x) \) is nonnegative. Further, since \( \hat{w}(e^x) \sim e^{-\theta x} \) as \( x \to \infty \), it is Lebesgue integrable on \( \mathbb{R} \). As \( x \mapsto e^{\theta x} \hat{w}(e^x) \) is increasing on \( \mathbb{R} \), using again Lemma 9.1 in [10], we conclude that \( x \mapsto \hat{w}(e^x) \) is \( \text{dRi} \) on \( \mathbb{R} \). Noting that

\[
\sum_{|u|=j} w(e^{\alpha j + y - V(u)}) 1_{\{\alpha j + y - V(u) > x_0\}} = e^{\theta(\alpha j + y) + \lambda(\theta)j} \sum_{|u|=j} \hat{w}(e^{\alpha j + y - V(u)}),
\]

an application of Proposition 3.2 with \( f(x) = \hat{w}(e^x) \) yields

\[
\lim_{j \to \infty} \sup_{y \in \mathbb{R}} \left| \int_{y}^{yj^{1/2}} e^{-\theta(\alpha j + y) - \lambda(\theta)j} \sum_{|u|=j} w(e^{\alpha j + y - V(u)}) 1_{\{\alpha j + y - V(u) > x_0\}} \right| - W(\theta)g_{\theta}(y_j^{1/2}) \int_{\mathbb{R}} \hat{w}(e^x) \, dx = 0 \quad \text{a.s.}
\]
Recalling that the function $s \mapsto as + \lambda(s)$ is decreasing on $[2, \theta]$ we conclude that
\[
\limsup_{j \to \infty} \sup_{y \in \mathbb{R}} e^{-2(a_j+y) - \lambda(2)j} \sum_{|u| = j} w(e^{a_j+y-V(u)}) 1_{\{a_j+y-V(u) > x_0\}} = 0 \quad \text{a.s.}
\]
This in combination with (4.12) proves (4.11).

CASE $\theta \in (1, 2)$. We use a representation
\[
\sum_{|u| = j} m (e^{a_j+y-V(u)}) = e^{\theta(a_j+y) + \lambda(\theta)j} \sum_{|u| = j} e^{\theta V(u) - \lambda(\theta)j} \frac{m (e^{a_j+y-V(u)})}{e^{\theta(a_j+y-V(u))}}.
\]
Observe that the function $x \mapsto e^{-\theta x}m(e^{x})$ is nonnegative and that
\[
\int_{\mathbb{R}} e^{-\theta x}m(e^{x})dx = \int_{0}^{\infty} x^{-\theta -1} (x - 1 + e^{-x})dx = \frac{\Gamma(2 - \theta)}{\theta (\theta - 1)}
\]
which can be checked by repeated integration by parts. Since $x \mapsto m(e^{x})$ is an increasing function on $\mathbb{R}$, we conclude that the function $x \mapsto e^{-\theta x}m(e^{x})$ is dRI on $\mathbb{R}$ by Lemma 9.1 in [10]. Invoking Proposition 3.2 with $f(x) = e^{-\theta x}m(e^{x})$ we obtain, a.s.
\[
\limsup_{j \to \infty} y \in \mathbb{R} \left| j^{1/2} \sum_{|u| = j} e^{-\theta V(u) - \lambda(\theta)j} \frac{m (e^{a_j+y-V(u)})}{e^{\theta(a_j+y-V(u))}} - W(\theta)g_{\theta}(y^{j-1/2}) \int_{\mathbb{R}} \frac{m(e^{x})}{e^{\theta x}} dx \right| = 0
\]
and thereupon, a.s.
\[
\limsup_{j \to \infty} y \in \mathbb{R} \left| j^{1/2} e^{-\theta(a_j+y) - \lambda(\theta)j} \mathbb{E} \left( N_{t_j(y)} - K_{t_j(y)}^{(j)} \right) - \frac{\Gamma(2 - \theta)}{\theta (\theta - 1)} W(\theta)g_{\theta}(y^{j-1/2}) \right| = 0.
\]
Recalling the representation $v(x) = m(x) + w(x)$ for $x \geq 0$ and noting that the function $x \mapsto e^{-\theta x}w(x)$ is dRI on $\mathbb{R}$ with
\[
\int_{\mathbb{R}} e^{-\theta x}w(e^{x})dx = \int_{0}^{\infty} x^{-\theta -1} (1 - e^{-2x} - 2xe^{-x})dx = 2 \int_{0}^{\infty} x^{-\theta} (1 - e^{-x})dx
\]
\[
= \int_{0}^{\infty} x^{-\theta -1} (2x - 1 + e^{-2x})dx = (2\theta - 2^\theta) \frac{\Gamma(2 - \theta)}{\theta (\theta - 1)}
\]
another appeal to Proposition 3.2 yields
\[
\limsup_{j \to \infty} y \in \mathbb{R} \left| j^{1/2} e^{-\theta(a_j+y) - \lambda(\theta)j} \mathbb{V} a r \left( N_{t_j(y)} - K_{t_j(y)}^{(j)} \right) - W(\theta)g_{\theta}(y^{j-1/2}) \right| \int_{\mathbb{R}} e^{-\theta x} (m(e^{x}) + w(e^{x})) dx \right| = 0 \quad \text{a.s.}
\]
It remains to prove the SLLNs. To this end, we treat the three cases simultaneously and write, for any $\varrho > 0$ and $y$ satisfying $|y| \leq C'j^{1/2}$, for any fixed $C > 0$ when $\theta \geq 2$ and $y = y_j \in \mathbb{R}$ when $\theta \in (1, 2),$

$$\mathbb{P}\left\{ \left| N_{t_j(y)} - K^{(j)}_{t_j(y)} - \mathbb{E}\left(N_{t_j(y)} - K^{(j)}_{t_j(y)}\right) \right| > \varrho \mathbb{E}\left(N_{t_j(y)} - K^{(j)}_{t_j(y)}\right) \right\} \leq \frac{\text{Var}(N_{t_j(y)} - K^{(j)}_{t_j(y)}))}{\varrho^2(\mathbb{E}(N_{t_j(y)} - K^{(j)}_{t_j(y)}))^2} \sim \frac{C_\theta}{\varrho^2(\mathbb{E}(N_{t_j(y)} - K^{(j)}_{t_j(y)}))^2}, \quad j \to \infty. \quad (4.13)$$

We have used the Bienaymé-Chebyshev inequality and then the already proved asymptotics of the (conditional) mean and variance. Here, $C_\theta = 1$ when $\theta \geq 2$ and $C_\theta = 2\theta - 2^\theta + 1$ when $\theta \in (1, 2)$. Invoking once again the already proved part of the lemma we conclude that in either of the three cases the right-hand side in (4.13) is the general term of a convergent series in $j$. Hence, by the Borel-Cantelli lemma, the strong laws of large numbers hold conditionally on the BRW $\mathcal{V}$, hence also unconditionally.

The SLLNs for the Poissonized version given in Lemma 4.2 will now be used to prove the SLLNs for the number of occupied boxes in the presaturation levels of the nested occupancy scheme with $n$ balls.

**Proof of Theorem 2.1(II).** Let $a \in (a_\ast, \lambda'(1))$, $b \in \mathbb{R}$. Fix $\delta > 0$ and note that, for each $j \in \mathbb{N}$, the sequence $(n - K^{(j)}_n)_{n \in \mathbb{N}}$ is a.s. nondecreasing. Moreover, by the SLLN for Poisson processes, $N_{(1-\delta)n} \leq n \leq N_{(1+\delta)n}$ a.s. for $n$ large enough. As a consequence, a.s. for $n$ large enough,

$$N_{(1-\delta)n} - K^{(j_n)}_{(1-\delta)n} \leq n - K^{(j_n)}_n \leq N_{(1+\delta)n} - K^{(j_n)}_{(1+\delta)n}. \quad (4.14)$$

From now on, we investigate the three cases separately. Fix any $\gamma > 0$.

**CASE $a < -\lambda'(2)$**. We shall apply the SLLN from part (1) of Lemma 4.2 with $j = j_n = a^{-1} \log n + O((\log n)^{1/2})$ and $y = \log \gamma - (j_n - a^{-1} \log n)$. The so defined $y$ satisfies $|y| \leq C'j_n^{1/2}$ for some $C > 0$ and large $n$ and $t_{j_n}(y) = \gamma n$. Thus,

$$\lim_{n \to \infty} \frac{N_{\gamma n} - K^{(j_n)}_{\gamma n}}{n^2 e^{\lambda'(2)j_n}} = \frac{\gamma^2}{2} W(2) \quad \text{a.s.}$$

Using this in combination with (4.14) we arrive at (2.2).

**CASE $a = -\lambda'(2)$**. We shall apply the SLLN from part (2) of Lemma 4.2 with

$$j = j_n = a^{-1} \log n + a^{-1} b(\log n)^{1/2} + o((\log n)^{1/2})$$

and

$$y = \log \gamma + b(\log n)^{1/2} - (j_n - a^{-1} \log n - a^{-1} b(\log n)^{1/2}).$$
The so defined $y = y_n$ satisfies $|y| \leq C_j n^{1/2}$ for some $C > b$ and large $n$ and $t_j(y) = \gamma n$. Furthermore, $\lim_{n \to \infty} (y_n j_n^{-1/2}) = a^{1/2} b$. Hence,

$$\lim_{n \to \infty} \frac{N_{\gamma n} - K_{\gamma n}^{(jn)}}{n^2 e^{-\lambda(2) \gamma n}} = \frac{\gamma^2}{2} W(2) \Phi(-b(a/\lambda'(2))^{1/2}) \text{ a.s.}$$

This together with (4.14) proves (2.4).

**CASE $a > -\lambda'(2)$.** Using (4.14) in combination with the SLLN from part (3) of Lemma 4.2 with the same $j$ and $y$ as in the previous case yields (2.5). $\square$

### 4.3 Saturation levels. Proof of Theorem 2.1(III)

We investigate in this section the a.s. asymptotic behavior of the number of occupied boxes in the saturation levels. More precisely, the number $n$ of balls thrown and the levels $j = j_n$ satisfy $\log n \sim -\lambda'(1) j_n$ as $n \to \infty$. In this case, a positive fraction of balls share the same box, and the variables $K_{\gamma n}^{(jn)}$ are no longer proportional to $n$. Levels around the saturation levels of order $\log n/(-\lambda'(1))$ form a transition for the nested occupancy scheme, between the sparse phases (I) and (II) and the dense phase (IV).

Let $k \in \mathbb{N}$, $k \geq 2$ and assume that $\lambda'(k)$ is finite. More generally, a similar transition occurs in the levels of order $n/(-\lambda'(k))$ for the number of boxes containing at least $k$ balls. The precise statement is given in Theorem 2.4.

For $\theta \in (\underline{\theta}, \theta^*)$, put $\varphi(\theta) := \lambda(\theta) - \theta \lambda'(\theta)$. Recall that the covariance of square integrable random variables $X$ and $Y$ is given by $\text{Cov} (X, Y) = \mathbb{E} XY - \mathbb{E} X \mathbb{E} Y$. We write $\mathbb{C}ov$ for the conditional covariance given the BRW $\mathcal{V}$. Formula (4.16) which describes the a.s. asymptotic behavior of the conditional covariance is not used in the present paper. It is given for completeness.

**Lemma 4.3.** Let $k \in \mathbb{N}$ such that $k \in (\underline{\theta}, \theta^*)$ and put $t^{(k)}_j(y) = -\lambda'(k) j + y$. Then, for any $C > 0$,

$$\lim_{j \to \infty} \sup_{|y| \leq C_j^{1/2}} \left| e^{-\varphi(k) y + y} \mathbb{E} K^{(j)}_{t^{(k)}_j}(y) (k) - (k!)^{-1} \Phi \left( -y j \lambda''(k)^{-1/2} \right) W(k) \right| = 0 \text{ a.s.,}$$

$$\lim_{j \to \infty} \sup_{|y| \leq C_j^{1/2}} \left| e^{-\varphi(k) y + y} \mathbb{V}ar K^{(j)}_{t^{(k)}_j}(y) (k) - (k!)^{-1} \Phi \left( -y j \lambda''(k)^{-1/2} \right) W(k) \right| = 0 \text{ a.s.}$$

and

$$K^{(j)}_{t^{(k)}_j}(y) = (k!)^{-1} W(k) \Phi \left( -y j \lambda''(k)^{-1/2} \right) e^{\varphi(k) y} (1 + o(1)) \text{ a.s. as } j \to \infty$$

uniformly in $y$ satisfying $|y| \leq C_j^{1/2}$. 

(4.15)
Let positive integers \( \ell < k \) be such that \( \ell, k \in (\theta_*, \theta^*) \). Then, for any \( C > 0 \),
\[
\lim_{j \to \infty} \sup_{|y| \leq Cj^{1/2}} \left| e^{-(\varphi(k)j+y)} \text{Cov}(K^{(j)}_{\ell}(y), K^{(j)}_{k}(y)) \right| - (k!)^{-1} \Phi( - y(j\lambda''(k))^{-1/2} ) W(k) = 0 \quad \text{a.s.} \quad (4.16)
\]

Proof. Recall that, for \( k \in \mathbb{N} \),
\[
\phi_k(x) = 1 - e^{-x} \sum_{i=0}^{k-1} \frac{x^i}{i!}, \quad x \geq 0
\]
and put \( h_k(x) := e^{-kx} \phi_k(e^x) \) for \( x \in \mathbb{R} \).

While dealing with the mean we always assume that integer \( k \in (\theta, \theta^*) \). Invoking (4.1) we obtain
\[
\mathbb{E} K^{(j)}_{\ell}(y)(k) = \sum_{|u|=j} \phi_k(e^{-\lambda'(k)+y-V(u)}) = e^{\varphi(k)j+y}
\times \left( \sum_{|u|=j} e^{-kV(u)-\lambda(k)} h_k(-\lambda'(k) + y - V(u)) \mathbb{I}_{\{V(u) \leq -\lambda'(k)+y\}} \right.
\left. - \sum_{|u|=j} e^{-kV(u)-\lambda(k)j} \left( \frac{1}{k!} - h_k(-\lambda'(k) + y - V(u)) \right) \mathbb{I}_{\{V(u) > -\lambda'(k)+y\}} \right)
\]
\[
+ \frac{1}{k!} \sum_{|u|=j} e^{-kV(u)-\lambda(k)j} \mathbb{I}_{\{V(u) > -\lambda'(k)+y\}}
\]
The function \( h_k \) is nonincreasing on \( \mathbb{R} \) because \( h_k(\log x) = (k-1)! \int_0^1 e^{-xy} y^{k-1} dy \) for \( x > 0 \). Since \( h_k(x) \sim e^{-kx} \) as \( x \to \infty \), it is Lebesgue integrable on \( \mathbb{R}^+ \), hence \( \text{dRi} \) on \( \mathbb{R}^+ \). An application of Proposition 3.2 with \( f(x) = h_k(x) \mathbb{I}_{\{0,\infty\}}(x) \) yields
\[
\lim_{j \to \infty} \sup_{y \in \mathbb{R}} \left| j^{1/2} \sum_{|u|=j} e^{-kV(u)-\lambda(k)j} h_k(-\lambda'(k)+y - V(u)) \mathbb{I}_{\{V(u) \leq -\lambda'(k)+y\}} \right.
\left. - W(k) g_k(yj^{-1/2}) \int_0^\infty h_k(x) dx \right| = 0 \quad \text{a.s.}
\]
Further, the function \( (k!)^{-1} - h_k \) is nonnegative and nondecreasing on \( (-\infty, 0) \). In view of \( (k!)^{-1} - h_k(x) \sim ((k-1)!(k+1))^{-1} e^x \) as \( x \to -\infty \), it is Lebesgue integrable on \( (-\infty, 0) \), hence \( \text{dRi} \) on \( (-\infty, 0) \). By another appeal to Proposition 3.2, this time with \( f(x) = ((k!)^{-1} - h_k(x)) \mathbb{I}_{(-\infty,0)}(x) \),
\[
\lim_{j \to \infty} \sup_{y \in \mathbb{R}} \left| j^{1/2} \sum_{|u|=j} e^{-kV(u)-\lambda(k)j} ((k!)^{-1} - h_k(-\lambda'(k)+y - V(u)) \mathbb{I}_{\{V(u) > -\lambda'(k)+y\}} \right.
\left. - W(k) g_k(yj^{-1/2}) \int_{-\infty}^0 ((k!)^{-1} - h_k(x)) dx \right| = 0 \quad \text{a.s.}
\]
Finally, by Proposition 3.4 with \( f(x) = 1_{[0,\infty)}(x) \), for any \( C > 0 \), a.s.

\[
\lim_{j \to \infty} \sup_{|y| \leq C j^{1/2}} \left| \sum_{|u|=j} e^{-kv(u) - \lambda(k)j} 1_{\{V(u) > -\lambda'(k)j + y\}} - W(k) \Phi \left(-y(\lambda''(k))^{-1/2}\right) \right| = 0.
\]

Combining fragments together we arrive at the claimed asymptotic relation for \( \mathbb{E}K^{(j)}_{\ell,k}(y)(k) \).

For positive integer \( \ell \leq k \), put

\[
\psi_{\ell,k}(x) := \phi_k(x)(1 - \phi_\ell(x)), \quad x \geq 0 \quad \text{and} \quad m_{\ell,k}(x) := e^{-kx}\psi_{\ell,k}(e^x), \quad x \in \mathbb{R}.
\]

Passing to the analysis of the covariance (and the variance) we assume that there exist positive integer \( \ell \leq k \) such that \( \ell, k \in (\theta_*, \theta^*) \). We start with

\[
\text{Cov} (K^{(j)}_{\ell,k}(y)(\ell), K^{(j)}_{\ell,k}(y)(k)) = \sum_{|u|=j} \psi_{\ell,k}(e^{-\lambda(k)j + y - V(u)})
\]

\[
= e^{\lambda(k)j + y} \times \left( \sum_{|u|=j} e^{-kv(u) - \lambda(k)j} m_{\ell,k}(-\lambda'j + y - V(u)) 1_{\{V(u) \leq -\lambda'(k)j + y\}} 
\]

\[
- \sum_{|u|=j} e^{-kv(u) - \lambda(k)j} \left( \frac{1}{k!} - m_{\ell,k}(-\lambda'(k)j + y - V(u)) \right) 1_{\{V(u) > -\lambda'(k)j + y\}}
\]

\[
+ \frac{1}{k!} \sum_{|u|=j} e^{-kv(u) - \lambda(k)j} 1_{\{V(u) > -\lambda'(k)j + y\}} \right).
\]

Note that \( m_{\ell,k}(x) = h_k(x)(1 - \phi_\ell(e^x)) \) for \( x \in \mathbb{R} \). We already know that \( h_k \) is nonnegative and nonincreasing on \( \mathbb{R} \). Since \( \phi_\ell \) is the distribution function of a gamma distribution with parameters \( \ell \) and 1 (a.k.a. Erlang’s distribution) we conclude that \( x \mapsto 1 - \phi_\ell(e^x) \) is nonnegative and nondecreasing on \( \mathbb{R} \), too. Hence, \( m_{\ell,k} \) is a nonincreasing function on \( \mathbb{R} \). Since

\[
m_{\ell,k}(x) \sim ((k - 1)!)^{-1} \exp(-(k - \ell + 1)x + e^x)), \quad x \to \infty,
\]

it is Lebesgue integrable on \( \mathbb{R}^+ \), hence dRi on \( \mathbb{R}^+ \). By Proposition 3.2 with \( f(x) = m_{\ell,k}(x) 1_{[0,\infty)}(x) \),

\[
\lim_{j \to \infty} \sup_{y \in \mathbb{R}} \left| \frac{1}{2} \sum_{|u|=j} e^{-kv(u) - \lambda(k)j} m_{\ell,k}(-\lambda'j + y - V(u)) 1_{\{V(u) \leq -\lambda'(k)j + y\}} 
\]

\[
- W(k) g_k(yj^{-1/2}) \int_0^\infty m_{\ell,k}(x) dx \right| = 0 \quad \text{a.s.}
\]

The function \( (k!)^{-1} - m_{\ell,k} \) is nonnegative and nondecreasing on \( (-\infty, 0) \). In view of \( (k!)^{-1} - m_{\ell,k}(x) \sim c_{\ell,k}e^x \) as \( x \to -\infty \), where \( c_{\ell,k} = (2k + 1)((k + 1)!)^{-1} \) and
\( c_{\ell,k} = ((k-1)!(k+1))^{-1} \) for \( \ell \geq 2 \), it is Lebesgue integrable on \((-\infty, 0)\), hence \( \text{dRi on } (-\infty, 0) \). Invoking Proposition 3.2 once again (with \( f(x) = ((k!))^{-1} - m_{\ell,k}(x) \) \( \mathbf{1}_{(-\infty,0)}(x) \)) we infer

\[
\limsup_{j \to \infty} \sup_{y \in \mathbb{R}} \left| \sum_{|u|=j}^{1/2} e^{-kV(u)-\lambda kj}((k!)^{-1} - m_{\ell,k}(-\lambda'(k)j+y-V(u))) \mathbf{1}_{\{V(u) \leq -\lambda'(k)j+y\}} - W(k)g_k(yj^{-1/2}) \int_{-\infty}^{0} ((k!)^{-1} - m_{\ell,k}(x))dx \right| = 0 \quad \text{a.s.}
\]

Finally, by Proposition 3.4 with \( f(x) = \mathbf{1}_{[0,\infty)}(x) \), for any \( C > 0 \), a.s.

\[
\limsup_{j \to \infty} \sup_{|y| \leq Cj^{1/2}} \left| \sum_{|u|=-j}^{1} \mathbf{1}_{\{V(u) > -\lambda'(k)j+y\}} e^{-kV(u)-\lambda kj} - W(k)\Phi\left(-y(j\lambda''(k))^{-1/2}\right) \right| = 0.
\]

Combining fragments together we obtain the claimed formula for the covariance when \( \ell < k \) and that for the variance when \( \ell = k \).

Formula (4.15) is an immediate consequence of the already proved asymptotics of \( \mathbb{E}K_{\ell,\gamma}^{(j)}(y)(k) \) and \( \mathbb{V}ar K_{\ell,\gamma}^{(j)}(y)(k) \), the Bienaymé-Chebyshev inequality and the Borel-Cantelli lemma in conjunction with the a.s. convergence of the series \( \sum_{j \geq 1}(\mathbb{E}K_{\ell,\gamma}^{(j)}(y)(k))^{-1} \).

With Lemma 4.3 at hand, we are ready to prove Theorem 2.4.

**Proof of Theorem 2.4.** Let \( b \in \mathbb{R} \) and \( (j_n)_{n \in \mathbb{N}} \) be a sequence of positive integers satisfying, as \( n \to \infty \), \( j_n = (-\lambda'(k))^{-1} \log n - b(\log n)^{1/2} + O((\log n)^{1/2}) \). For each \( j \in \mathbb{N} \) and each \( \ell \in \mathbb{N} \), the sequence \( (K_{\ell}^{(j)}(\gamma))_{n \in \mathbb{N}} \) is nondecreasing. Fix \( \delta > 0 \). Invoking the SLLN for Poisson processes and the aforementioned monotonicity we conclude that a.s. for \( n \) large enough,

\[
K_{\ell,\gamma_n}^{(j_n)}(k) \leq K_{\ell}^{(j_n)}(k) \leq K_{\ell,\gamma_n}^{(j_n+\delta)}(k).
\]

Fix \( \gamma > 0 \). We intend to apply formula (4.15) with \( j = j_n = (-\lambda'(k))^{-1} \log n + (-\lambda'(k))^{-1}b(\log n)^{1/2} + o((\log n)^{1/2}) \) and \( y \) such that \( t_{\gamma_n}^{(j)}(y) = \gamma n \). The so defined \( y = y_n \) satisfies \( |y| \leq Cj_n^{1/2} \) for some \( C > b \) and large \( n \). Also, \( \lim_{n \to \infty} (y_nj_n^{-1/2}) = (-\lambda'(k))^{1/2}b \). Hence, by (4.15), as \( n \to \infty \),

\[
K_{\gamma_n}^{(j)}(k) = (\gamma k!)^{-1}W(k)\Phi\left(-b((-\lambda'(k)/\lambda')^{1/2}) + (\lambda(k) - (k-1)\lambda'(k))j_n(1+o(1)) \right) \quad \text{a.s.}
\]

This in combination with (4.17) proves Theorem 2.4.

Part (III) of Theorem 2.1 is a particular case of Theorem 2.4 with \( k = 1 \). Note that \( \lambda(1) = 0 \) and \( W(1) = 1 \) a.s.
4.4 Postsaturation levels. Proof of Theorem 2.1(IV)

We now turn to the investigation of the number of occupied boxes $K_n^{(j)}$ in the postsaturation levels $j$. In this setting, the a.s. asymptotics of $K_n^{(j)}$ is driven, for the most part, by the number of 'large' enough boxes. More precisely, assuming that $n$ balls are being thrown, there are $j$th level boxes of three types: (a) boxes with sizes (hitting probabilities) of order smaller than $1/n$ contain 0 or 1 ball with high probability; (b) boxes with sizes of order $1/n$ contain a Poisson number of balls with high probability; and (c) boxes with sizes of order larger than $1/n$. In the levels of low density, most boxes are of size $o(1/n)$, whence $K_n^{(j_n)} \approx n$. In the postsaturation levels, the sum of sizes of the aforementioned boxes is asymptotically very small, and most boxes are of large sizes. As a result, most balls fall into the same collection of boxes, and the number of occupied boxes is small with respect to $n$.

The results obtained in this section are an extension of Theorem 1 in [2], in which the case $a_j = \log n + b + o(1)$ is analyzed. We shall treat a more general case $a_j = \log n + b(\log n)^{1/2}(1 + o(1))$, with $-\lambda'(1) < a < \pi$.

**Lemma 4.4.** Let $a \in (a_c, \bar{a})$ and $t_j(y) = e^{aj+y}$ for $j \in \mathbb{N}$ and $y \in \mathbb{R}$. Pick $\theta \in (0,1)$ satisfying $a = -\lambda'(\theta)$. The following asymptotic relations hold a.s.

$$
\lim_{j \to \infty} \sup_{y \in \mathbb{R}} \left| j^{1/2}(t_j(y))^{-\theta} e^{-\lambda(\theta)j} \mathbb{E} \mathcal{K}^{(j)}_{t_j(y)} - \frac{\Gamma(1-\theta)}{\theta} W(\theta) g_\theta(yj^{-1/2}) \right| = 0
$$

$$
\lim_{j \to \infty} \sup_{y \in \mathbb{R}} \left| j^{1/2}(t_j(y))^{-\theta} e^{-\lambda(\theta)j} \text{Var} \mathcal{K}^{(j)}_{t_j(y)} - \frac{(2^\theta - 1)\Gamma(1-\theta)}{\theta} W(\theta) g_\theta(yj^{-1/2}) \right| = 0
$$

and

$$
\mathcal{K}^{(j)}_{t_j(y)} = \frac{\Gamma(1-\theta)}{\theta} W(\theta) g_\theta(yj^{-1/2}) j^{-1/2}(t_j(y))^{-\theta} e^{\lambda(\theta)j(1 + o(1))} \quad (4.18)
$$

as $j \to \infty$, uniformly in $y$ satisfying $|y| \leq Cj^{1/2}$, for any $C > 0$.

**Proof.** We start by noting that, for $j \in \mathbb{N}$ and $y \in \mathbb{R}$,

$$
\mathbb{E} \mathcal{K}^{(j)}_{t_j(y)} = \sum_{|u|=j} \left( 1 - e^{-t_j(y)e^{-V(u)}} \right).
$$

We intend to apply Proposition 3.2. To this end, we use an alternative representation

$$
\mathbb{E} \mathcal{K}^{(j)}_{t_j(y)}(1) = e^{\lambda(\theta)j} e^{\theta aj + y} \sum_{|u|=j} e^{-\theta V(u) - \lambda(\theta)j} m\left(aj + y - V(u)\right),
$$

where $m(x) := (1 - e^{-x})e^{-\theta x}$ for $x \in \mathbb{R}$. Integration by parts yields

$$
\int_{\mathbb{R}} m(x) dx = \int_{0}^{\infty} x^{-\theta-1}(1 - e^{-x}) dx = \frac{\Gamma(1-\theta)}{\theta},
$$
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where the assumption $\theta \in (0,1)$ has to be recalled. Since the function $x \mapsto e^{\theta x}m(x)$ is increasing on $\mathbb{R}$, we conclude with the help of Lemma 9.1 in [10] that $m$ is dRi on $\mathbb{R}$. Hence, by Proposition 3.2 with $f = m$, the asymptotic formula for $\mathbb{E}K^{(j)}_{t_j(y)}$ holds.

The argument for the variance is similar. We start with

$$
\text{Var } K^{(j)}_{t_j(y)} = \sum_{|u|=j} \left(1 - e^{-t_j(y)e^{-V(u)}}\right) e^{-t_j(y)e^{-V(u)}} = e^{\lambda(j)} e^{\theta(j+y)} \sum_{|u|=j} e^{-\theta V(u) - \lambda(j)u} (aj + y - V(u)),
$$

where $v(x) := e^{-\theta}(1 - e^{-\theta})e^{-\theta x}$ for $x \in \mathbb{R}$. Write $v = v_1 - v_2$, where $v_1(x) := (1 - e^{-2\theta})e^{-\theta x}$ and $v_2(x) := (1 - e^{-\theta})e^{-\theta x}$ for $x \in \mathbb{R}$. According to the previous part of the proof the functions $v_1$ and $v_2$ are dRi on $\mathbb{R}$. Furthermore,

$$
\int_{\mathbb{R}} v(x) \, dx = \int_{\mathbb{R}} (v_1(x) - v_2(x)) \, dx = \frac{(2\theta - 1)\Gamma(1 - \theta)}{\theta}.
$$

Another application of Proposition 3.2 to $f = v_1$ and then $f = v_2$ enables us to conclude that the asymptotic formula for $\text{Var } K^{(j)}_{t_j(y)}$ holds.

SLLN (4.18) follows by the same reasoning as given in the proof of Lemma 4.3. We only state explicitly that $\sum_{j \geq 1}(\mathbb{E}K^{(j)}_{t_j(y)})^{-1} < \infty$ a.s. which is the most important ingredient of the proof.

We are ready to prove part (IV) of Theorem 2.1.

**Proof of Theorem 2.1(IV).** Let $a \in (a_c, \overline{a})$ and $b \in \mathbb{R}$. Fix $\gamma > 0$. We shall use relation (4.18) with $j = j_n = a^{-1}\log n + a^{-1}b(\log n)^{1/2} + o((\log n)^{1/2})$ and $y = \log \gamma + b(\log n)^{1/2} - o((\log n)^{1/2})$. Then $t_j(y) = \gamma n$ and $\lim_{n \to \infty}(y_nj_n^{-1/2}) = a^{1/2}b$.

Hence, by (4.18), as $n \to \infty$,

$$
K^{(j)}_{\gamma_n}(k) = \gamma^\theta \frac{\Gamma(1 - \theta)}{\theta} W(\theta) g_\theta(a^{1/2}b) j_n^{-1/2} n^\theta e^{\lambda(j)n}(1 + o(1)) \quad \text{a.s.}
$$

This in combination with the $k = 1$ version of (4.17) proves part (IV) of Theorem 2.4.

4.5 Number of empty boxes at freezing

We assume in this section that $\lambda(0) < \infty$, that is, the mean number of boxes in the first level is finite. As a consequence, $\mathbb{E} Z_j = e^{\lambda(0)j}$ for $j \in \mathbb{N}$. Furthermore,

$$
W_j(0) = e^{-\lambda(0)j} Z_j \to W(0), \quad j \to \infty \quad \text{a.s.}
$$
If the number of balls thrown is \( n = e^{a_j + y} \) with \( a > -\lambda(0) \), then most available boxes in the \( j \)th level will be occupied. Hence, to obtain a tight estimate on the number of occupied boxes in the \( j \)th level, one has to investigate the asymptotic behavior of \( L_n^{(j)} \) the number of empty boxes in the \( j \)th level. Put \( L_t^{(j)} := L_{N_t}^{(j)} \), where \( (N_t)_{t \geq 0} \) is the same Poisson process as before.

**Lemma 4.5.** Let \( a \in (-\lambda'(0), \pi_-) \) and \( t_j(y) = e^{a_j + y} \) for \( j \in \mathbb{N} \) and \( y \in \mathbb{R} \). Pick \( \theta \in (\theta_*, 0) \) satisfying \( a = -\lambda'(\theta) \). Then

\[
\lim_{j \to \infty} \sup_{y \in \mathbb{R}} \left| j^{1/2}(t_j(y))^{-\theta} e^{-\lambda(\theta)j} \mathbb{E}L_t^{(j)} - \Gamma(\theta) \tilde{W}(\theta) g_\theta(y_j^{-1/2}) \right| = 0 \quad \text{a.s.,}
\]

\[
\lim_{j \to \infty} \sup_{y \in \mathbb{R}} \left| j^{1/2}(t_j(y))^{-\theta} e^{-\lambda(\theta)j} \text{Var} L_t^{(j)} - (1 - 2^\theta) \Gamma(-\theta) \tilde{W}(\theta) g_\theta(y_j^{-1/2}) \right| = 0 \quad \text{a.s.}
\]

and

\[
L_t^{(j)} = \Gamma(\theta) \tilde{W}(\theta) g_\theta(y_j^{-1/2}) j^{-1/2}(t_j(y))^{\theta} e^{\lambda(\theta)j}(1 + o(1)) \quad \text{a.s.}
\]
as \( j \to \infty \), uniformly in \( y \) satisfying \( |y| \leq C j^{1/2} \), for any \( C > 0 \).

**Proof.** Observe that, for \( j \in \mathbb{N} \) and \( y \in \mathbb{R} \),

\[
\mathbb{E}L_t^{(j)} = \sum_{|u|=j} \exp \left(-e^{a_j + y - V(u)}\right) \quad \text{and}
\]

\[
\text{Var} L_t^{(j)} = \sum_{|u|=j} \exp \left(-e^{a_j + y - V(u)}\right) \left(1 - \exp \left(-e^{a_j + y - V(u)}\right)\right).
\]

We represent the mean in an equivalent form

\[
\mathbb{E}L_t^{(j)} = e^{\theta(a_j + y) + \lambda(\theta)j} \sum_{|u|=j} e^{-\theta V(u) - \lambda(\theta)j} m(a_j + y - V(u)),
\]

where \( m(x) = e^{-e^x} e^{-\theta x} \) for \( x \in \mathbb{R} \). The function \( x \mapsto e^{\theta x} m(x) \) is decreasing on \( \mathbb{R} \) and

\[
\int_{\mathbb{R}} m(x) \, dx = \int_{\mathbb{R}} e^{-e^x} e^{-\theta x} \, dx = \int_{0}^{\infty} x^{-\theta - 1} e^{-x} \, dx = \Gamma(-\theta) < \infty.
\]

Recalling that \( \theta < 0 \) we conclude that \( m \) is dRi on \( \mathbb{R} \) by Lemma 9.1 in [10]. Using Proposition 3.2 with \( f = m \) yields

\[
\lim_{j \to \infty} \sup_{y \in \mathbb{R}} \left| j^{1/2}(t_j(y))^{-\theta} e^{-\lambda(\theta)j} \mathbb{E}L_t^{(j)} - \tilde{W}(\theta) g_\theta(y_j^{-1/2}) \int_{\mathbb{R}} m(x) \, dx \right| = 0 \quad \text{a.s.,}
\]

thereby proving the claim concerning the (conditional) mean. As far as the (quenched) variance is concerned, we write

\[
\text{Var} L_t^{(j)} = e^{\theta(a_j + y) + \lambda(\theta)j} \sum_{|u|=j} e^{-\theta V(u) - \lambda(\theta)j} v(a_j + y - V(u)),
\]
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where \( v(x) = e^{-e^x}(1 - e^{-e^x})e^{-\theta x} \) for \( x \in \mathbb{R} \). The function \( v \) is dRi on \( \mathbb{R} \) as the difference of two dRi functions and
\[
\int_{\mathbb{R}} v(x)dx = (1 - 2^\theta)\Gamma(-\theta) < \infty.
\]

Hence, by Proposition 3.2 with \( f = v \),
\[
\lim_{j \to \infty} \sup_{y \in \mathbb{R}} |\gamma^{1/2}(t_j(y))^{-\theta}e^{-\lambda(\theta)j} \mathbb{E} \ell_{t_j(y)}^{(j)} - W(\theta)g_\theta(yj^{-1/2})\int_{\mathbb{R}} v(x)dx| = 0 \quad \text{a.s.}
\]

The SLLN for \( \ell_{t_j(y)}^{(j)} \) is secured by the already proved uniform asymptotic estimates for the (conditional) mean and variance of \( \ell_{t_j(y)}^{(j)} \). See the proof of Lemma 4.2 for details.

Theorem 2.5 will now be proved with the help of Lemma 4.5.

**Proof of Theorem 2.5.** Let \( a \in (-\lambda(0), \pi_-) \) and \( b \in \mathbb{R} \). Fix \( \delta > 0 \) and note that, for each \( j \in \mathbb{N} \), the sequence \( (L_j^{(j)})_{n \in \mathbb{N}} \) is a.s. nonincreasing. By the SLLN for Poisson processes, \( N_{(1-\delta)n} \leq n \leq N_{(1+\delta)n} \) a.s. for \( n \) large enough. Hence, a.s. for \( n \) large enough,
\[
L_{(1+\delta)n}^{(j)} \leq L_n^{(j)} \leq L_{(1-\delta)n}^{(j)},
\]
(4.19)

Fix any \( \gamma > 0 \). We shall apply the SLLN for \( L_{t_j(y)}^{(j)} \) from Lemma 4.5 with \( j = j_n = a^{-1}\log n + a^{-1}b(\log n)^{1/2} + o((\log n)^{1/2}) \) and \( y = \log \gamma + b(\log n)^{1/2} - o((\log n)^{1/2}) \). The so defined \( y = y_n \) satisfies \( |y| \leq Cj_n^{1/2} \) for some \( C > b \) and large \( n \) and \( t_j(y) = \gamma n \). Also, \( \lim_{n \to \infty} (y_nj_n^{-1/2}) = a^{1/2}b \). Hence, as \( n \to \infty \),
\[
L_{\gamma n}^{(j)} = \gamma^\theta \Gamma(-\theta)W(\theta)g_\theta(a^{1/2}b)\delta_{\lambda(\theta)j_n}(1 + o(1)) \quad \text{a.s.}
\]

This in combination with (4.19) completes the proof of the theorem.

**A Appendix: proofs of Propositions 3.2 and 3.4 and Corollary 3.5**

We prove in this section a uniform central limit theorem and a uniform local limit theorem for the sequence of random measures \( (Z_{\theta}^{(j)})_{j \in \mathbb{N}} \) defined, for \( \theta \in (\theta_*, \theta^*) \), by
\[
Z_{\theta}^{(j)} = \sum_{|u| = j} e^{-\theta V(u)}e^{-\lambda(\theta)j}\delta_{V(u)}, \quad j \in \mathbb{N}.
\]
A.1 Proof of Proposition 3.2

For \( j \in \mathbb{N}, \theta \in (\theta_*, \theta^*) \) and \( y \in \mathbb{R} \), we write \( \beta_j(\theta, y) := -\lambda'(\theta)j + y \), so that
\[
 j^{1/2} \sum_{|u| = j} e^{-\theta V(u) - \lambda(\theta)j} f(-\lambda'(\theta)j + y - V(u)) = j^{1/2} \int_{\mathbb{R}^+} f(\beta_j(\theta, y) - x) Z^{(j)}_{\theta}(dx).
\]

Our argument is similar to the proof of the key renewal theorem as given on pp. 241–242 in [18]. We proceed via three steps, complicating successively the structure of \( f \).

**STEP 1.** Suppose first that, for fixed integer \( n \) and fixed \( h > 0 \),
\[
f(t) = 1_{[(n-1)h, nh)}(t), \quad t \in \mathbb{R}.
\]
Then \( f(\beta_j(\theta, y) - x) = 1 \) if, and only if, \( x \in (\beta_j(\theta, y) - nh, \beta_j(\theta, y) - (n - 1)h] \) which entails, for large \( j \),
\[
j^{1/2} \int_{\mathbb{R}^+} f(\beta_j(\theta, b) - x) Z^{(j)}_{\theta}(dx) = j^{1/2} Z^{(j)}_{\theta}(\beta_j(\theta, y) - nh, \beta_j(\theta, y) - (n - 1)h]) = 0 \quad \text{a.s.}
\]
Replacing in (3.1) \( h \) with \( h/2 \), then putting \( x = y - nh + h/2 \) and exploiting the uniform continuity of \( g_\theta \) we conclude that, according to Lemma 3.1,
\[
\lim_{j \to \infty} \sup_{y \in \mathbb{R}} \left| j^{1/2} \int_{\mathbb{R}^+} f(\beta_j(\theta, y) - x) Z^{(j)}_{\theta}(dx) - W(\theta)g_\theta(j^{-1/2}y)h \right| = 0 \quad \text{a.s.}
\]
Since \( \int_{\mathbb{R}} f(x)dx = h \), we have proved that
\[
\lim_{j \to \infty} \sup_{y \in \mathbb{R}} \left| j^{1/2} \int_{\mathbb{R}^+} f(\beta_j(\theta, y) - x) Z^{(j)}_{\theta}(dx) - W(\theta)g_\theta(j^{-1/2}y) \int_{\mathbb{R}} f(x)dx \right| = 0 \quad \text{a.s.}
\]

**STEP 2.** Suppose now that
\[
f(t) = \sum_{n \in \mathbb{Z}} c_n 1_{[(n-1)h, nh)}(t), \quad t \in \mathbb{R},
\]
where \((c_n)_{n \in \mathbb{Z}}\) is a sequence of nonnegative numbers satisfying \( \sum_{n \in \mathbb{Z}} c_n < \infty \). Then
\[
j^{1/2} \int_{\mathbb{R}^+} f(\beta_j(\theta, y) - x) Z^{(j)}_{\theta}(dx) = j^{1/2} \sum_{n \leq \beta_j(\theta, y)/h} c_n Z^{(j)}_{\theta}(\beta_j(\theta, y) - nh, \beta_j(\theta, y) - (n - 1)h]).
\]
Combining the conclusion of Step 1 and the triangular inequality we obtain, for each \( m \in \mathbb{N} \),
\[
\lim_{j \to \infty} \sup_{y \in \mathbb{R}} \left| j^{1/2} \sum_{n = -m}^{m} c_n Z^{(j)}_{\theta}(\beta_j(\theta, y) - nh, \beta_j(\theta, y) - (n - 1)h]) - W(\theta)g_\theta(j^{-1/2}y) \int_{-(m+1)h}^{mh} f(x)dx \right| = 0 \quad \text{a.s.}
\]
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Given $\varepsilon > 0$ choose $m \in \mathbb{N}$ so large that $\sum_{|n|>m} c_n \leq \varepsilon$. Using this together with the previous limit relation yields

$$\limsup_{j \to \infty} \sup_{y \in \mathbb{R}} \left| j^{1/2} \sum_{n=-m}^{m} c_n Z^{(j)}_{\theta}((\beta_j(\theta, y) - nh, \beta_j(\theta, y) - (n-1)h)) \right. - W(\theta) g_\theta(y j^{-1/2} \theta(\nabla(\theta, \beta_j(\theta, y) - nr, \beta_j(\theta, y) - (n-1)r))) \left. \int_{\mathbb{R}} f(x) dx \right| \leq \varepsilon W(\theta) g_\theta(0) \quad \text{a.s. (A.1)}$$

Invoking Lemma 3.1 with the same $h$ and $x$ as at Step 1 we conclude that a.s. there exists $j_0(\varepsilon) \in \mathbb{N}$ such that, for all $j \geq j_0(\varepsilon)$ and $n \in \mathbb{N},$

$$j^{1/2} Z^{(j)}_{\theta}((\beta_j(\theta, y) - nh, \beta_j(\theta, y) - (n-1)h)) \leq h W(\theta) g_\theta(0) + \varepsilon.$$  

As a consequence,

$$\limsup_{j \to \infty} \sup_{y \in \mathbb{R}} \sum_{|n|>m} c_n Z^{(j)}_{\theta}((\beta_j(\theta, y) - nh, \beta_j(\theta, y) - (n-1)h)) \leq \sum_{|n|>m} c_n (h W(\theta) g_\theta(0) + \varepsilon) \leq \varepsilon (h W(\theta) g_\theta(0) + \varepsilon) \quad \text{a.s. (A.2)}$$

Letting in (A.1) and (A.2) $\varepsilon \to 0+$ we arrive at (3.2), with $f$ considered at this step.

**Step 3.** Let now $f$ be an arbitrary nonnegative dRi function on $\mathbb{R}$. For each $h > 0$, put

$$\overline{T}_h(t) := \sum_{n \in \mathbb{Z}} \sup_{(n-1)h \leq y < nh} f(y) \mathbb{1}_{(n-1)h, nh}(t), \quad t \in \mathbb{R}$$

and

$$\underline{T}_h(t) := \sum_{n \in \mathbb{Z}} \inf_{(n-1)h \leq y < nh} f(y) \mathbb{1}_{(n-1)h, nh}(t), \quad t \in \mathbb{R}.$$  

By the definition of direct Riemann integrability,

$$\sum_{n \in \mathbb{Z}} \sup_{(n-1)h \leq y < nh} f(y) < \infty \quad \text{and} \quad \sum_{n \in \mathbb{Z}} \inf_{(n-1)h \leq y < nh} f(y) < \infty$$

for each $h > 0$. Thus, the functions $\overline{T}_h$ and $\underline{T}_h$ have the same structure as the functions discussed in Step 2. According to the result of Step 2, for $h > 0$,

$$\limsup_{j \to \infty} \sup_{y \in \mathbb{R}} \left| \int_{\mathbb{R}^+} \overline{T}_h((\beta_j(\theta, y) - x)Z^{(j)}_{\theta} \mathbb{1}_{(\beta_j(\theta, y) - x)Z^{(j)}_{\theta} \mathbb{1}_{(\beta_j(\theta, y) - x)Z^{(j)}_{\theta}}(dx) - W(\theta) g_\theta(y j^{-1/2} \theta(\nabla(\theta, \beta_j(\theta, y) - nr, \beta_j(\theta, y) - (n-1)r))) \left. \int_{\mathbb{R}} f(x) dx \right| = 0 \quad \text{a.s.}$$

and

$$\limsup_{j \to \infty} \sup_{y \in \mathbb{R}} \left| \int_{\mathbb{R}^+} \underline{T}_h((\beta_j(\theta, y) - x)Z^{(j)}_{\theta} \mathbb{1}_{(\beta_j(\theta, y) - x)Z^{(j)}_{\theta} \mathbb{1}_{(\beta_j(\theta, y) - x)Z^{(j)}_{\theta}}(dx) - W(\theta) g_\theta(y j^{-1/2} \theta(\nabla(\theta, \beta_j(\theta, y) - nr, \beta_j(\theta, y) - (n-1)r))) \left. \int_{\mathbb{R}} f(x) dx \right| = 0 \quad \text{a.s.}$$
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Now (3.2) follows from these limit relations and the inequality

\[
\int_{\mathbb{R}^+} f(\beta_j(\theta, y) - x) Z_\theta^{(j)}(dx) \\
\leq \int_{\mathbb{R}^+} f(\beta_j(\theta, y) - x) Z_\theta^{(j)}(dx) \leq \int_{\mathbb{R}^+} \mathcal{I}(\beta_j(\theta, y) - x) Z_\theta^{(j)}(dx),
\]

after noting that

\[
\int_{\mathbb{R}} f h(x) dx = \sum_{n \in \mathbb{Z}} \sup_{(n-1)h \leq y < nh} f(y) \to \int_{\mathbb{R}} f(x) dx, \quad h \to 0^+.
\]

and

\[
\int_{\mathbb{R}} f h(x) dx = \sum_{n \in \mathbb{Z}} \inf_{(n-1)h \leq y < nh} f(y) \to \int_{\mathbb{R}} f(x) dx, \quad h \to 0^+.
\]

**A.2 Proof of Proposition 3.4**

The proof will be divided into three steps. First, we treat indicator functions, second, Riemann integrable functions of compact supports and third, general bounded, a.e. continuous functions.

**Step 1.** Assume that \(f(t) = \mathbb{1}_{[a,b]}(t), \quad t \in \mathbb{R}\) for fixed \(a, b \in \mathbb{R}, \quad a < b\). We intend to show that

\[
\lim_{j \to \infty} \sum_{[u]=j} e^{-\theta V(u) - \lambda(\theta)j} f\left(-\frac{-\lambda(\theta)j - V(u)}{j^{1/2}} + y\right) = W(\theta) \int_{[0]}^{b-a} g_\theta(y - a - x) dx
\]

\[
= W(\theta) \int_{\mathbb{R}} f(y - x) g_\theta(x) dx \quad \text{a.s. (A.3)}
\]

uniformly in \(y \in \mathbb{R}\).

Note that

\[
\sum_{[u]=j} e^{-\theta V(u) - \lambda(\theta)j} f\left(-\frac{-\lambda(\theta)j - V(u)}{j^{1/2}} + y\right) = \int_{\mathbb{R}} f\left(-\frac{-\lambda(\theta)j - x}{j^{1/2}} + y\right) Z_\theta^{(j)}(dx).
\]

We shall work with the integral on the right-hand side of this equality and start with a representation

\[
\int_{\mathbb{R}} f\left(-\frac{-\lambda(\theta)j - x}{j^{1/2}} + y\right) Z_\theta^{(j)}(dx)
\]

\[
= \sum_{n=1}^{[(b-a)j^{1/2}]} Z_\theta^{(j)}\left((-\lambda(\theta)j + yj^{1/2}) - t_n^{(j)}; (-\lambda(\theta)j + yj^{1/2} - t_n^{(j)}) \right),
\]

32
where \( t_n^{(j)} := aj^{1/2} + n \frac{(b-a)j^{1/2}}{[b-a]j^{1/2}} \) for \( n \in \mathbb{N}_0 \). Using Lemma 3.1 with \( x = yj^{1/2} - (t_n^{(j)} + t_{n-1}^{(j)})/2 \) and \( h = (t_n^{(j)} - t_{n-1}^{(j)})/2 \) in combination with uniform continuity of \( g_\theta \) and noting that

\[
2h = t_n^{(j)} - t_{n-1}^{(j)} = \frac{(b-a)j^{1/2}}{[b-a]j^{1/2}} \to 1, \quad j \to \infty
\]

we infer

\[
\limsup_{j \to \infty} \sup_{y \in \mathbb{R}} \left| \int_{R} f \left( \frac{-X'(\theta)j - x}{j^{1/2}} + y \right) Z_\theta^{(j)}(dx) \right| \leq \epsilon (b - a) + W(\theta)j^{-1/2} \sum_{n=1}^{[b-a]j^{1/2}} g_\theta \left( y - a - \frac{n(b-a)}{((b-a)j^{1/2})} \right).
\]

Plainly, by the definition of the Riemann integral,

\[
\lim_{j \to \infty} \int_{R} f \left( \frac{-X'(\theta)j - x}{j^{1/2}} + y \right) Z_\theta^{(j)}(dx) = 0 \quad \text{a.s.}
\]

Therefore, given \( \epsilon > 0 \) there exists an a.s. finite \( j_0 \) such that, for all \( j \geq j_0 \) and all \( y \in \mathbb{R} \),

\[
\int_{R} f \left( \frac{-X'(\theta)j - x}{j^{1/2}} + y \right) Z_\theta^{(j)}(dx) \leq \epsilon (b - a) + W(\theta)j^{-1/2} \sum_{n=1}^{[b-a]j^{1/2}} g_\theta \left( y - a - \frac{n(b-a)}{((b-a)j^{1/2})} \right). \quad (A.4)
\]

However, we still have to prove the uniformity. To this end, we exploit uniform continuity of \( g_\theta \). Putting, for \( \delta > 0 \), \( \omega(\delta) := \sup_{x,y \in \mathbb{R}, |x-y| \leq \delta} |g_\theta(x) - g_\theta(y)| \), we write

\[
\sup_{y \in \mathbb{R}} \left| \int_{0}^{b-a} g_\theta(y - a - x)dx - j^{-1/2} \sum_{n=1}^{[b-a]j^{1/2}} g_\theta \left( y - a - \frac{n(b-a)}{((b-a)j^{1/2})} \right) \right|
\]

\[
= \sup_{y \in \mathbb{R}} \left| \sum_{n=1}^{[b-a]j^{1/2}} \left( \int_{n(b-a)}^{(n+1)(b-a)} g_\theta(y - a - x)dx - j^{-1/2}g_\theta \left( y - a - \frac{n(b-a)}{((b-a)j^{1/2})} \right) \right) \right|
\]

\[
= \sup_{y \in \mathbb{R}} \left| \sum_{n=1}^{[b-a]j^{1/2}} \left( \int_{n(b-a)}^{(n+1)(b-a)} \left( g_\theta(y - a - x) - g_\theta \left( y - a - \frac{n(b-a)}{((b-a)j^{1/2})} \right) \right)dx + \left( \frac{b-a}{((b-a)j^{1/2})} - \frac{1}{j^{1/2}} \right)g_\theta \left( y - a - \frac{n(b-a)}{((b-a)j^{1/2})} \right) \right) \right|
\]

\[
\leq (b-a)\omega \left( \frac{b-a}{((b-a)j^{1/2})} \right) + \left( \frac{b-a}{((b-a)j^{1/2})} - \frac{1}{j^{1/2}} \right) \sup_{x \in \mathbb{R}} g_\theta(x) \to 0, \quad j \to \infty.
\]
This in combination with (A.4) yields
\[
\limsup_{j \to \infty} \int_{\mathbb{R}} f\left(\frac{-X(\theta)j - x}{j^{1/2}} + y\right)Z_{\theta}^{(j)}(dx) \leq W(\theta) \int_{0}^{b-a} g_\theta(y - a - x)dx \quad \text{a.s.}
\]
uniformly in \(y \in \mathbb{R}\). An analogous argument proves the converse inequality for the limit inferior, whence (A.3).

**STEP 2.** Assume that \(f\) is a Riemann integrable function on \([a, b]\) which is equal to 0 outside \([a, b]\). We claim that relation (A.3) also holds for such \(f\).

To prove this, we note that given \(a < x_0 < x_1 < \ldots < x_n = b\) such that
\[
\left|\sum_{i=1}^{n} \max_{x_{i-1} \leq z \leq x_i} f(z) 1_{[x_{i-1}, x_i]}(x) \right| = \left|\sum_{i=1}^{n} \min_{x_{i-1} \leq z \leq x_i} f(z) 1_{[x_{i-1}, x_i]}(x) \right|
\]
According to the result of Step 1, uniformly in \(y \in \mathbb{R}\),
\[
\lim_{j \to \infty} \left|\sum_{|u|=j} e^{-\theta V(u) - \lambda(\theta)j} f(-\frac{X(\theta)j - V(u)}{j^{1/2}} + y) - W(\theta) \int_{\mathbb{R}} f_n(x) g_\theta(y - x)dx\right| = 0 \quad \text{a.s.}
\]
and
\[
\lim_{j \to \infty} \left|\sum_{|u|=j} e^{-\theta V(u) - \lambda(\theta)j} f(-\frac{X(\theta)j - V(u)}{j^{1/2}} - y) - W(\theta) \int_{\mathbb{R}} f_n(x) g_\theta(y - x)dx\right| = 0 \quad \text{a.s.}
\]
Using
\[
\sum_{|u|=j} e^{-\theta V(u) - \lambda(\theta)j} f(-\frac{X(\theta)j - V(u)}{j^{1/2}} + y) \leq \sum_{|u|=j} e^{-\theta V(u) - \lambda(\theta)j} f(-\frac{X(\theta)j - V(u)}{j^{1/2}} + y)
\]
we infer
\[
\left|\sum_{|u|=j} e^{-\theta V(u) - \lambda(\theta)j} f(-\frac{X(\theta)j - V(u)}{j^{1/2}} + y) - W(\theta) \int_{\mathbb{R}} f(x) g_\theta(y - x)dx\right|
\]
\[
\leq \left|\sum_{|u|=j} e^{-\theta V(u) - \lambda(\theta)j} f(-\frac{X(\theta)j - V(u)}{j^{1/2}} - y) - W(\theta) \int_{\mathbb{R}} f_n(x) g_\theta(y - x)dx\right| + \sum_{|u|=j} e^{-\theta V(u) - \lambda(\theta)j} f(-\frac{X(\theta)j - V(u)}{j^{1/2}} - y) - W(\theta) \int_{\mathbb{R}} f_n(x) g_\theta(y - x)dx
\]
\[
+ \int_{\mathbb{R}} (f_n(x) - f(x)) g_\theta(y - x)dx + \int_{\mathbb{R}} (f(x) - f_n(x)) g_\theta(y - x)dx. \quad \text{(A.6)}
\]
Observe that \((A.5)\) entails
\[
\int_{\mathbb{R}} (\overline{f}_n(x) - f(x)) g_\theta(y-x) \, dx \leq g_\theta(0) \varepsilon \quad \text{and} \quad \int_{\mathbb{R}} (f(x) - \overline{f}_n(x)) g_\theta(y-x) \, dx \leq g_\theta(0) \varepsilon.
\]

With this at hand, letting in \((A.6)\) \(j \to \infty\) and then \(\varepsilon \to 0^+\) we arrive at \((A.3)\) with the present \(f\).

**STEP 3.** To treat arbitrary bounded, a.e. continuous functions \(f\), we fix \(A > 0\), \(C \in (0, A)\) and put, for \(x \in \mathbb{R}\),
\[
f_A(x) := f(x) \mathbb{1}_{[-A, A]}(x) \quad \text{and} \quad \overline{f}_A(x) := f(x) - f_A(x) = f(x) \mathbb{1}_{\mathbb{R} \setminus [-A, A]}(x).
\]
According to the result of Step 2,
\[
\limsup_{j \to \infty} \sup_{y \in \mathbb{R}} \left| \sum_{|u| = j} e^{-\theta V(u) - \lambda(u) j} f_A \left( \frac{-\lambda(u) j - V(u)}{j^{1/2}} - y \right) - W(\theta) \int_{\mathbb{R}} f_A(y-x) g_\theta(x) \, dx \right| = 0 \quad \text{a.s.}
\]
Since
\[
\int_{\mathbb{R}} f_A(y-x) g_\theta(x) \, dx = \int_{y-A}^{y+A} f(y-x) g_\theta(x) \, dx \to \int_{\mathbb{R}} f(y-x) g_\theta(x) \, dx, \quad A \to \infty,
\]
and the last integral is convergent, it suffices to show that
\[
\lim_{A \to \infty} \limsup_{j \to \infty} \sup_{y \leq C} \left| \sum_{|u| = j} e^{-\theta V(u) - \lambda(u) j} \overline{f}_A \left( \frac{-\lambda(u) j - V(u)}{j^{1/2}} - y \right) \right| = 0 \quad \text{a.s.} \quad (A.7)
\]
Observe that, for \(y \in [-C, C]\),
\[
\left| \overline{f}_A \left( \frac{-\lambda(u) j - V(u)}{j^{1/2}} - y \right) \right| \leq \sup_{x \in \mathbb{R}} |f(x)| \mathbb{1}_{\{|-\lambda(u) j - V(u)| > |y j^{1/2}| \}} \leq \sup_{x \in \mathbb{R}} |f(x)| \mathbb{1}_{\{|-\lambda(u) j - V(u)| > (A-C) j^{1/2}| \}}. \quad (A.8)
\]
Further, since \((W_j(\theta), \overline{f}_j)_{j \in \mathbb{N}_0}\) is a nonnegative martingale,
\[
\sum_{|u| = j} e^{-\theta V(u) - j \lambda(\theta)} = W_j(\theta) \to W(\theta), \quad j \to \infty \quad \text{a.s.}
\]
Also, according to the result of Step 1,
\[
\lim_{j \to \infty} \sum_{|u| = j} \mathbb{1}_{\{|-\lambda(u) j - V(u)| \leq (A-C) j^{1/2}| \}} = W(\theta) P\{|N_\theta| \leq A - C\} \quad \text{a.s.,}
\]
where \(N_\theta\) is a random variable with density \(g_\theta\). Hence,
\[
\lim_{j \to \infty} \sum_{|u| = j} e^{-\theta V(u) - \lambda(u) j} \mathbb{1}_{\{|-\lambda(u) j - V(u)| > (A-C) j^{1/2}| \}} = W(\theta) P\{|N_\theta| > A - C\} \quad \text{a.s.}
\]
This in combination with \((A.8)\) proves \((A.7)\).
A.3 Proof of Corollary 3.5

On the one hand,

\[
\sum_{|u|=j} e^{-\vartheta V(u) - \lambda(\vartheta) j} \mathbb{1}_{\{V(u) \geq \delta_j + y j^{1/2}\}} \leq \sum_{|u|=j} e^{-\vartheta V(u) - \lambda(\vartheta) j} \\
= W_j(\vartheta) \to W(\vartheta), \quad j \to \infty \quad \text{a.s.}
\]

uniformly in \( y \in \mathbb{R} \). On the other hand, given \( A > 0 \), for \( j \geq (A/(\lambda'(\vartheta) - \delta))^2 \), we infer

\[
\sum_{|u|=j} e^{-\vartheta V(u) - \lambda(\vartheta) j} \mathbb{1}_{\{V(u) \geq -\lambda'(\vartheta) j + (y - A) j^{1/2}\}} \\
\to W(\vartheta) \int_{y-A}^{\infty} g_\vartheta(x) dx, \quad j \to \infty \quad \text{a.s.}
\]

uniformly in \( |y| \leq C \) for any \( C > 0 \). The last limit relation is ensured by Proposition 3.4 with \( f(x) = \mathbb{1}_{(-\infty, 0]}(x), \ x \in \mathbb{R} \). It remains to send \( A \) to \( \infty \).

Acknowledgements. B.M. is partially supported by the ANR grant MALIN (ANR-16-CE93-0003) and by LABEX MME-DII.

References

[1] G. Alsmeyer, A. Iksanov and A. Marynych, Functional limit theorems for the number of occupied boxes in the Bernoulli sieve. Stoch. Proc. Appl. 127 (2017), 995–1017.

[2] J. Bertoin, Asymptotic regimes for the occupancy scheme of multiplicative cascades. Stoch. Proc. Appl. 118 (2008), 1586–1605.

[3] J. D. Biggins, Uniform convergence of martingales in the branching random walk. Ann. Probab. 20 (1992), 137–151.

[4] D. Buraczewski, B. Dovgay and A. Iksanov, On intermediate levels of nested occupancy scheme in random environment generated by stick-breaking I. Electron. J. Probab. 25 (2020), paper no. 123, 24 pp.

[5] S. Businger, Asymptotics of the occupancy scheme in a random environment and its applications to tries. Discrete Mathematics and Theoretical Computer Science. 19 (2017), #22.

36
[6] J.-J. Duchamps, J. Pitman and W. Tang, *Renewal sequences and record chains related to multiple zeta sums*. Trans. Amer. Math. Soc. **371** (2019), 5731–5755.

[7] A. V. Gnedin, *The Bernoulli sieve*. Bernoulli **10** (2004), 79–96.

[8] A. Gnedin and A. Iksanov, *On nested infinite occupancy scheme in random environment*. Probab. Theory Relat. Fields. **177** (2020), 855–890.

[9] A. Gnedin, A. Iksanov and A. Marynych, *The Bernoulli sieve: an overview*. In Proceedings of the 21st International Meeting on Probabilistic, Combinatorial, and Asymptotic Methods in the Analysis of Algorithms (AofA-2010), Discrete Math. Theor. Comput. Sci. **AM** (2010), 329–341.

[10] C. M. Goldie, *Implicit renewal theory and tails of solutions of random equations*. Ann. Appl. Probab. **1** (1991), 126–166.

[11] A. Iksanov, *Renewal theory for perturbed random walks and similar processes*. Birkhäuser, 2016.

[12] A. Iksanov, W. Jedidi and F. Bouzeffour, *A law of the iterated logarithm for the number of occupied boxes in the Bernoulli sieve*. Statist. Probab. Letters. **126** (2017), 244–252.

[13] A. Iksanov, A. Marynych and I. Samoilenko, *On intermediate levels of nested occupancy scheme in random environment generated by stick-breaking II*. Preprint (2020) available at https://arxiv.org/abs/2011.12231

[14] A. Joseph, *A phase transition for the heights of a fragmentation tree*. Random Struct. Alg. **39** (2011), 247–274.

[15] T. Madaule, *Convergence in law for the branching random walk seen from its tip*. Stochastic Process Appl. **126** (2016), 470–502.

[16] M. Pain, *The near-critical Gibbs measure of the branching random walk*. Ann. Inst. H. Poincaré Probab. Statist. **54** (2018), 1622–1666.

[17] J. Pitman and W. Tang, *Regenerative random permutations of integers*. Ann. Probab. **47** (2019), 1378–1416.

[18] S. I. Resnick, *Adventures in stochastic processes*. 3rd printing, Birkhäuser, 2002.

[19] Z. Shi, *Branching random walks*. Springer, 2015.