Exploring Hilbert space on a budget: Novel benchmark set and performance metric for testing electronic structure methods in the regime of strong correlation
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This work explores the ability of classical electronic structure methods to efficiently represent (compress) the information content of full configuration interaction (FCI) wave functions. We introduce a benchmark set of four hydrogen model systems of different dimensionality and distinctive electronic structures: a 1D chain, a 1D ring, a 2D triangular lattice, and a 3D close-packed pyramid. To assess the ability of a computational method to produce accurate and compact wave functions, we introduce the accuracy volume, a metric that measures the number of variational parameters necessary to achieve a target energy error. Using this metric and the hydrogen models, we examine the performance of three classical deterministic methods: i) selected configuration interaction (sCI) realized both via an \textit{a posteriori} and variational selection of the most important determinants, ii) rank-reduced FCI, obtained by an \textit{a posteriori} singular value decomposition of the FCI tensor (SVD-FCI), and iii) the matrix product state representation obtained via the density matrix renormalization group (DMRG). We find that DMRG generally gives the most efficient wave function representation for all systems, particularly in the 1D chain with a localized basis. For the 2D and 3D systems, all methods perform best with a delocalized basis, and the efficiency of sCI is closer to that of DMRG, with the former having and accuracy volume approximately twice as large in the strong correlation regime. Compared to sCI, the SVD-FCI scheme is generally found to require a slightly larger number of parameters to achieve the same energy accuracy.

I. INTRODUCTION

An outstanding challenge in modern electronic structure theory is solving the many-body Schrödinger equation for strongly correlated electrons. The availability of accurate computational methods for strongly correlated systems is imperative to study a myriad of important phenomena such as bond breaking and photochemical processes,\textsuperscript{1,2} molecular magnetism,\textsuperscript{3} high-temperature superconductivity,\textsuperscript{4} and many others.\textsuperscript{5–8} In brief, strong correlation arises when the cost of promoting electrons to higher energy orbitals is small in comparison to the electron pairing energy (Coulombic repulsion). Consequently, strongly correlated electrons cannot be qualitatively described by a mean-field picture because the wave function may contain nontrivial contributions from many Slater determinants.\textsuperscript{9,10} In this situation, electronic structure methods that build upon a mean-field reference cannot effectively approximate the wave function with a polynomial number of parameters and, therefore, often yield inaccurate energies and molecular properties.

The full configuration interaction (FCI) expansion captures all correlation effects for \(N\) electrons in \(L\) spatial orbitals. Restricting FCI to a complete active space (CAS), with (CASSCF)\textsuperscript{11} or without (CASSCF) orbital optimization is also a common strategy when strong correlation effects are limited to few orbitals. However, the size of the FCI (or CASSCF) determinant space scales like a binomial coefficient in \(N\) and \(L\), making these methods intractable for most systems of chemical interest\textsuperscript{12} containing more than approximately 18 electrons in 18 orbitals (18e,18o)—although massively-parallel computations have recently managed to push this figure to (22e,22o).\textsuperscript{13} Fortunately, for many ground and low-lying states, the complexity of the wave function is reduced by symmetry restrictions, sparsity bread by non-interacting determinants, and regular structure resulting from the local nature of Coulombic correlation. \textcolor{red}{Much work has thus been devoted to the development of methods that can exploit sparsity or use decomposition techniques to compactly approximate the wave function. However, it is not generally known what approaches are the most efficient (i.e., which ones can reach a target accuracy using the fewest parameters) given the physical dimension of the system, the degree of correlation strength, and choice of molecular orbitals.}

Understanding the degree to which different wave functions may be compressed is important to guide future development of both classical and quantum computational methods.\textsuperscript{14} In particular, there is a growing need for benchmark sets that may be used to compare classical and new quantum algorithms in various regimes of electron correlation. Since many classes of emerging quantum algorithms—such as variational quantum eigensolvers\textsuperscript{15–18} and quantum subspace diagonalization techniques\textsuperscript{19–22}—use parameterized ansätze, one way to compare them to classical algorithms is to quantify their efficiency in terms of classical resources needed to achieve a target energy accuracy. Such characterization is also useful in answering whether or not a quantum algorithm has an advantage over a purely classical approach.

The goal of this work is to examine how to best compress the FCI wave function of strongly correlated systems using classical methods. To this end, we introduce a benchmark set and a simple metric to analyze the performance of a method. We consider three families of deterministic methods that systematically approach FCI in a near-continuous fashion: i) selected CI (sCI),\textsuperscript{23–26} ii) rank-reduced FCI (RR-FCI),\textsuperscript{27,28} and iii) the density matrix renormalization group (DMRG).\textsuperscript{29} These exemplify different strategies to approximate the exact wave
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function; however, they all converge to the exact energy in the limit of no truncation, and their accuracy can be controlled by a single parameter.

Selected CI schemes approximate the FCI solution using a subset of the full determinant space. Therefore, they are most efficient when the exact wave function has a sparse structure. Contrary to other forms of truncated CI, selected CI methods identify an optimal determinant basis using an iterative selection procedure that gradually expands the determinant space. Although selected CI has been proposed decades ago, in recent years it has received renewed attention with new deterministic, stochastic, and semistochastic variants being proposed. The closely related family of determinant-based Monte Carlo methods has also been explored.

One of the most straightforward applications of tensor factorization to electronic wave functions is the rank-reduced FCI method. This approach was first proposed by Koch, and was recently extended by Fules and co-workers to active spaces containing up to 30 electrons in 30 orbitals. RR-FCI is based on a polar decomposition of the FCI wave function written in terms of strings of configurations of $\alpha$ and $\beta$ electrons. This wave function decomposition is naturally suggested by the way the FCI state is represented in string-based CI algorithms (as a matrix). However, it does not reflect a symmetry or a physical principle, although a variant of RR-FCI that exploits locality has been proposed (see Ref. 60). The polar decomposition employed in RR-FCI is formally related to the singular value decomposition, a technique that finds use in several other areas of quantum chemistry.

Tensor network states (TNSs) represent a broad family of methods that approximate the FCI coefficients (viewed as a tensor) with a collection of tensors connected by contractions. The simplest type of TSN is a matrix product state (MPS), the underlying ansatz of the density matrix renormalization group (DMRG). MPSs are able to maximally exploit local orbital entanglement, that is, for states that satisfy an area law for the entanglement entropy, MPSs can yield near-exact results in 1D and quasi-1D systems. The generalization of the MPS ansatz to two- (2D) and three-dimensional (3D) TNS using high-order tensor factorizations is also an active area of research.

In practice, the variational optimization of TNSs suffers from very high scaling and is less efficient relative to MPSs. DMRG (as applied to quantum chemistry), has been tremendously successful in describing the ground states of quasi-linear molecular systems. For example, DMRG has enabled the investigation of long hydrogen chains, oligoacenes, and large biochemically-relevant transition metal complexes with up to 100 orbitals.

To test the performance of electronic structure theories in the strongly correlated regime, we have introduced a benchmark set of one, two, and three-dimensional (3D) hydrogen systems. These systems model strongly correlated electrons in significantly different regimes and dimensionalities, and allow us to explore the physics of Mott insulators and spin frustrated systems in 2- and 3D. 1D hydrogen systems have recently been the subject of comprehensive benchmark studies aimed at treating strong correlation in real materials. Hydrogen lattices with localized spins are also related to the more fundamental Heisenberg and Hubbard models, exhibiting similar spin correlation patterns and band structures. Our benchmark set contains four hydrogen models: the well-investigated 1D chain and ring, as well as a 2D triangular lattice (referred to as “sheet” throughout the paper), and a 3D close-packed pyramid. For each model, we consider both the effect of the H–H distance on the strength of correlation, and the use of different molecular orbital bases (delocalized/localized). We characterize these models by computing various metrics of correlation, including the norm of the two-body cumulant, the total quantum information, and spin-spin correlation functions. Additionally, to investigate the compression efficiency as a function of system size, we also consider analogs of the four models.

It is important to point out that since we only consider zero-temperature quantum chemistry approaches, we focus in particular on regimes of electron correlation that range from weak to medium/strong. We intentionally avoid the limit of infinite H–H separation, because all the models considered here develop a massively degenerate ground state containing states. At large separation, it is ludicrous to characterize a ground state, and one should instead seek to compute thermal averages employing a finite-temperature approach.

To compare the performance of each method, we evaluate the error in the energy and the two-body density cumulant as a function of the number of variational parameters. These errors measure how well electronic correlation effects are preserved in the compression, and therefore can indicate the quality of an approximate wave function and its properties. From this information, we extract a single metric, the accuracy volume, which measures the number of variational parameters necessary to achieve a target energy error. Although the accuracy volume does not take into account the actual cost of a computation, this metric serves as a proxy for the computational resources required by each method, independently of implementation details. We also compare the energy errors produced with Hartree–Fock theory, second-order Möller–Plesset many-body perturbation theory (MP2), coupled cluster theory with singles and doubles (CCSD), CCSD with perturbative triples (CCSD(T), and the variational two-particle reduced density matrix (V2RDM) method. We have collected the data generated in this study in an online repository in the hope that it will be useful in future studies.

The remainder of this article is organized as follows: Sec. II defines the accuracy volume, summarizes the three methods compared in this study, and defines the metrics used to assess correlation strength in the hydrogen model systems. Section III provides the computational details of our study. Numerical results are reported in Sec. IV, and Sec. V summarizes our findings and discusses their relevance in the context of classical and quantum algorithms for strongly correlated systems.

II. THEORY

A. Definition of the accuracy volume

For a systematically improvable method $X$ we indicate the energy computed using $N_{\text{par}}$ parameters as $E_X(N_{\text{par}})$. We then
define the accuracy volume, $\mathcal{V}_X(\alpha)$, to be the smallest number of parameters such that the error with respect to the FCI energy ($E_{\text{FCI}}$) is less than or equal to $10^{-\alpha}$:

$$\mathcal{V}_X(\alpha) = N_{\text{par}} : |E_X(N_{\text{par}}) - E_{\text{FCI}}| \leq 10^{-\alpha} E_n. \quad (1)$$

For convenience, in the rest of the paper we always assume the target energy error to be $1 \text{ mE}_h$ ($\alpha = 3$) and use the more compact symbol $\mathcal{V}_X$ instead. For methods that exploit the sparsity of the FCI wave function (e.g., selected CI), the accuracy volume is a direct measure of the volume of Hilbert space necessary to achieve a $1 \text{ mE}_h$ error. This literal interpretation of the accuracy volume does not extend to approximation schemes based on tensor decomposition, in which case it only reflects the total number of parameters employed. We intend the accuracy volume to be used as a performance metric of schemes based on tensor decomposition, in which case it only represents an ordered list of indices ($\{n_I\}$) is less than or equal to $|\mathcal{H}_N|$.

The first approach we consider consists of an \textit{a posteriori} selected CI (ap-sCI) compression of the exact FCI wave function. This compressed representation is obtained by sorting the determinants according to their weight $w_I = |C_I|^2$, and discarding elements with the smallest weight while satisfying the condition

$$\sum_{I \in M} |C_I|^2 < \tau_{\text{sCI}}. \quad (5)$$

The compressed ap-sCI vector $\tilde{C}_I$ is then normalized and the energy is computed as the expectation value of the Hamiltonian. Even though this compression scheme does not yield a variationally optimal solution, the error in the ap-sCI energy is quadratic in the wave function error. Still, this ideal (albeit impractical) version of selected CI is useful in assessing the error introduced by the different selection schemes used in practical sCI approaches.

The second approach we consider, the adaptive configuration interaction (ACI), identifies the space $M$ via an iterative procedure that seeks to control the energy error. ACI is unique in the regime of selected CI methods as it aims to approximate the FCI energy within a user-specified error tolerance $\sigma$

$$E_{\text{ACI}}(\sigma) - E_{\text{FCI}} \approx \sigma. \quad (6)$$

where the sum over all occupation vectors ($\{n_I\}$) is restricted to $N$-electron determinants ($\sum_i n_I = N$) of given spin and spatial symmetry.

1. Selected CI

Selected CI methods approximate the FCI wave function using a subset $M$ (model space) of the full determinant space

$$|\Psi_{\text{sCI}}\rangle = \sum_{I \in M} C_I |\Phi_I\rangle. \quad (4)$$

All flavors of selected CI aim to approximate the FCI vector with the smallest number of elements and differ primarily in the way they determine the set $M$. For sCI methods, we report $N_{\text{par}}$ as the size of the space $M$ (or equivalently, the size of the vector $C_I$).

In contrast, a comparison based on the fraction of Hilbert space exploited symmetries for the orbitals that are chosen (e.g. symmetry adapted delocalized vs. localized orbitals) making comparisons of different computations less indicative of actual computational resources.
Optionally, additional determinants are included in $M$ at each iteration to ensure spin completeness.

After adding these determinants, the Hamiltonian is diagonalized and a new $P$ space is formed by coarse graining $M$ according to their weight using a cumulative metric similar to Eq. (7). The coarse graining step increases the overall efficiency of the procedure and reduces the dependency of the final solution on the initial guess (usually the HF determinant or a small CASCI).

The final ACI energy is computed by diagonalization of the Hamiltonian in the model space basis. However, during the selection process it is possible to accumulate the estimate of the energy contributions from the discarded determinants ($E_{P\text{TF2}}$) and this quantity can be added to the ACI energy to obtain an improved energy ($E_{\text{ACI+PT2}}$).

2. Rank-Reduced FCI

In this work we consider an a posteriori version of the rank-reduced FCI approach,\textsuperscript{27,28} which we deem singular value decomposition FCI (SVD-FCI). SVD-FCI starts from a string-based representation of the FCI wave function,\textsuperscript{105} in which each determinant is labeled by separate multi-indices (strings) for alpha and beta electrons ($I_{\alpha}$ and $I_{\beta}$), and the determinant $|\Phi_I\rangle = |\Phi_{I_{\alpha}}\Phi_{I_{\beta}}\rangle$ factorizes into products of alpha ($\Phi_{I_{\alpha}}$) and beta ($\Phi_{I_{\beta}}$) spin orbitals. Consequently, the FCI vector $C_I$ is represented as a matrix indexed by string configurations ($I_{\alpha}/I_{\beta}$), $(C)_{I_{\alpha}I_{\beta}} = C_{I_{\alpha}I_{\beta}}$, and the wave function is written as

$$|\Psi_{\text{FCI}}\rangle = \sum_{I_{\alpha}} \sum_{I_{\beta}} C_{I_{\alpha}I_{\beta}} |\Phi_{I_{\alpha}}\Phi_{I_{\beta}}\rangle,$$

where $N_{\alpha}$ and $N_{\beta}$ are the number of alpha and beta strings, respectively. While the original RR-FCI algorithm is based on variational minimization of the energy, in this work we consider only an a posteriori compression. To this end we perform the singular value decomposition of the FCI coefficient matrix, $C = USV$, where we assume that the entries of $C$ are real. To find the most compact reduced-rank approximations of $C$ we reconstruct an approximate matrix $C^{\text{SVD}}$ defined as

$$C^{\text{SVD}} = \tilde{S}USV,$$

where $\tilde{S}$ is a truncated version of $S$. Assuming the singular values $s_1 = S_{ii}$ are sorted in decreasing order, we keep in $\tilde{S}$ the diagonals $s_1, \ldots, s_R$ such that the sum of the square of the elements excluded is less than a user-provided threshold ($\tau_{\text{SVD}}$)

$$\sum_{i=R+1} \sigma_i^2 < \tau_{\text{SVD}}.$$

Therefore, $R$ represents the rank of $C^{\text{SVD}}$ and the error in the FCI wave function is given by

$$||C - C^{\text{SVD}}||_F < \sqrt{\tau_{\text{SVD}}},$$

where $|| \cdot ||_F$ is the Frobenius norm. The SVD-FCI energy is computed as

$$E^{\text{SVD-FCI}} = (C^{\text{SVD}})^\dagger HC^{\text{SVD}},$$

and although it does not correspond to the optimal energy for a wave function of rank $R$, this estimate deviates from the variational energy by a quadratic term. For SVD-FCI, we calculate the number of parameters as $N_{\text{par}} = R(N_{\alpha} + N_{\beta})$, where we have assumed that the singular values $\tilde{S}$ are folded into either $U$ or $V$. Note that with no truncation, the SVD-FCI requires twice the number of parameters as the size of the Hilbert space. We also point out that since the FCI wave function is invariant with respect to unitary rotations of the orbitals, the rank $R$ SVD approximation yields the same approximate wave function in any orbital basis. However, the number of parameters may differ from one orbital basis to another if symmetry is employed and the SVD is applied only to the non-zero blocks of $C$.

3. Density-matrix renormalization group

The matrix product state representation at the basis of the DMRG is a conceptually different form of compression that aims to exploit the local character of entanglement. A MPS decomposition of the FCI tensor in the occupation number representation is given by

$$C_{n_1 \ldots n_K} \approx C^{\text{DMRG}}_{n_1 \ldots n_K} = A^n_1 A^n_2 \cdots A^n_K,$$

where, for a given value of the occupation number $n_j$, a generic term $A^n_j$ is a $M \times M$ matrix, except for the first and last terms which are a row and a column vector of size $M$, respectively. Given an occupation number pattern (n), the corresponding tensor element $C_{n_1 \ldots n_K}$ is approximated by the product of all the $A^n_j$ matrices. Quantum chemistry implementations of DMRG exploit the symmetry group of the Hamiltonian (particle number, spin, point group) to induce a block-sparse structure in the MPS tensors $A^n_j$, with consequent reduction in computational and storage costs. We calculate $N_{\text{par}}$ for DMRG as the sum of the number of parameters in each site tensor $A^n_j$ in the converged MPS, taking into account the block structure induced by symmetries (assuming at most abelian point groups).

Formally, the MPS representation can be derived by performing a series of successive SVDs on the FCI tensor (appropriately reshaped), at each step retaining only $M$ terms. Therefore, it is exact in the limit of $M \rightarrow N_{\text{f}}$. In practice, the DMRG method directly builds the MPS representations via a sweep algorithm using a fixed value of $M$ specified by the user. For chemical applications, the quality of the MPS as a function of $M$ is controlled by two choices: the type (localized vs. delocalized) and ordering of the orbitals. These aspects present a challenge for practical calculations since different orbital types and orderings can dramatically affect the final outcome of a calculation. Although there are rules of thumb for specific cases—such as choosing localized orbitals ordered to be spatially adjacent for elongated molecules—\textsuperscript{106} the choice of these parameters is generally a non-trivial problem beyond 1D. Various approaches to ordering delocalized orbitals have also been explored.\textsuperscript{107–110}
C. Metrics of strong electronic correlation

1. Metrics based on mean-field and coupled cluster wave functions

In computational quantum chemistry, the prevailing measure of electronic correlation is the correlation energy. This metric dates back to the work of Löwdin\textsuperscript{111} and is defined as the difference between the FCI and mean-field ($E_{\text{MF}}$) energy

$$ E_{\text{corr}} = E_{\text{FCI}} - E_{\text{MF}}. $$

(14)
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One can similarly estimate correlation effects from the magnitude of the overlap of the Hartree–Fock determinant with the normalized FCI wave function, $|C_{\text{HF}}| = |\langle \Phi_{\text{HF}} | \Psi \rangle|$. This metric has been discussed as a diagnostic tool for determining the quality of single-reference electron correlation methods.\textsuperscript{114}

However, for infinite systems $|C_{\text{HF}}| \to 0$, so this metric is probably suited only for comparing systems with the same number of electrons.

In the context of coupled cluster theory, several diagnostics have been introduced. The $D_1$ diagnostic captures deficiencies in the reference, and is defined as the 2-norm of the matrix of singles cluster amplitudes ($T_{ia} = t_{ia}^a$, where the indices $i$ and $a$ span the occupied and virtual orbitals, respectively. This metric is defined as

$$ D_1 = ||T||_2 = \sqrt{\lambda_{\text{max}}(TT^T)} $$

(15)

where $\lambda_{\text{max}}(TT^T)$ indicates the largest eigenvalue of the matrix $TT^T$. The $D_2$ diagnostic is a measure of correlation, and it is similarly defined using doubles amplitudes ($t_{ij}^{ab}$) with the above equation modified to make this metric orbital invariant.\textsuperscript{115}

2. Measures based on the two-body density cumulant

The norm of the two-body cumulant ($\lambda_2$) has become a well established metric of correlation.\textsuperscript{116–120} This quantity is the portion of the two-body density matrix $\gamma_2$ that is not separable into one-body contributions, and it is defined as

$$ \lambda_{pq}^T = \gamma_{pq}^T - \gamma_p^T \gamma_q^T + \gamma_p^T \gamma_q^T. $$

(16)

where $\gamma_p^T$ and $\gamma_{pq}^T$ are the one- and two-body reduced density matrices:

$$ \gamma_p^T = \langle \Psi | a_p^\dagger a_p | \Psi \rangle, \quad \gamma_{pq}^T = \langle \Psi | a_p^\dagger a_q^\dagger a_q a_p | \Psi \rangle. $$

(17)

The information contained in $\lambda_2$ can be distilled down to a single value metric via its Frobenius norm:

$$ ||\lambda_2||_F = \sqrt{\sum_{pqrs} |\lambda_{pq}^T|^2}, $$

(18)

which captures both spin entanglement and Coulombic correlation effects.\textsuperscript{118,120} and is null for a single determinant.

The two-body density cumulant also has a direct connection to the number of effectively unpaired electrons, which itself has been used as a metric of correlation.\textsuperscript{121–123} For two non-interacting fragments A and B with no interfragment spin entanglement, the square Frobenius norm is additive,\textsuperscript{118,120} that is $||\lambda_2(a)\|^2_F + ||\lambda_2(b)\|^2_F = ||\lambda_2(A \cdot B)\|^2_F$, where “$A \cdot B$” indicates A and B at infinite separation. Therefore, in our comparison of the models we report the square Frobenius norm.

Moreover, the two body cumulant is directly related to the definition of the intrinsic correlation energy (ICE) proposed by Kutzelnigg.\textsuperscript{10} By expressing the energy in terms of 1- and 2-RDMs and expanding the latter in terms of the two-body cumulants, one may rewrite the two-body contribution to the total energy as a sum of Coulombic, exchange, and correlation contributions, $E_z = E_{\text{Coul}} + E_{\text{ex}} + E_{\text{ICE}}$. Here, $E_{\text{ICE}}$ is a pure two-body potential energy term which may be expressed using the two-body cumulant represented in coordinate space $[\lambda_2(1,2;1,2)]$ as

$$ E_{\text{ICE}} = \frac{1}{4} \sum_{pqrs} \lambda_{pq}^T(r||pq) = \frac{1}{2} \int \frac{\lambda_2(1,2;1,2)}{r_{12}} d\tau_1 d\tau_2. $$

(19)

This intrinsic correlation energy has the advantage of being defined irrespective of a reference mean-field wave function.

3. Spin correlation metrics

We also characterize electronic states using various metrics based on the spin-spin correlation function as they are helpful in diagnosing spin frustration. The spin-spin correlation function ($A_{ij}$), defined as

$$ A_{ij} = \langle \hat{S}_i \cdot \hat{S}_j \rangle - \langle \hat{S}_i \rangle \cdot \langle \hat{S}_j \rangle, $$

(20)

measures the irreducible correlation of total spin ($\hat{S}_i$) for two localized spatial orbitals $\phi_i$ and $\phi_j$. In this work we employ Pipek–Mezey localized orbitals\textsuperscript{124} to define spin-spin correlation metrics. We also compute the spin-spin correlation density $A_i(r)$, which can be used to graphically represent the spatial correlations of spin with respect to a localized orbital $\phi_i$. For well localized atomic orbitals, $A_i(r)$ can be approximated as

$$ A_i(r) = \langle \hat{S}_i \cdot \hat{S}(r) \rangle - \langle \hat{S}_i \rangle \cdot \langle \hat{S}(r) \rangle \approx \sum_j A_{ij} |\phi_j(r)|^2, $$

(21)

where $\hat{S}(r)$ is the total spin operator in real space, $|\phi_j(r)|^2$ is the spatial density of the $j$-th orbital, and $A_{ij}$ are elements of the spin-spin correlation function.

Additionally, we consider three scalar metrics introduced in previous molecular spin frustration studies: i) the sum of the absolute value of the spin-spin correlations $\langle S^z \rangle_{abs}$,\textsuperscript{125}

$$ \langle S^z \rangle_{abs} = \sum_{ij} |\langle \hat{S}_i \cdot \hat{S}_j \rangle|, $$

(22)

ii) the sum of the absolute value of the long range spin-spin correlations $\langle S^z \rangle_{abs,lr}$,

$$ \langle S^z \rangle_{abs,lr} = \langle S^z \rangle_{abs} - \sum_i |\langle \hat{S}_i \cdot \hat{S}_i \rangle| - 2 \sum_{(kl)} |\langle \hat{S}_k \cdot \hat{S}_l \rangle|. $$

(23)
and ii) the sum of the nearest-neighbor spin-spin interactions $\langle S^2 \rangle_\text{nn}$,
\begin{equation}
\langle S^2 \rangle_\text{nn} = \sum_{\{kl\}} (\mathbf{S}_k \cdot \mathbf{S}_l),
\end{equation}

where $i$ and $j$ index all orbital sites, and $\langle kl \rangle$ is a double sum over nearest neighbor orbital sites.

4. Metrics based on quantum information theory

Metrics inspired by quantum information theory have also been recently used to investigate various phenomena related to strong correlation and entanglement,\textsuperscript{126} and find several applications in computational chemistry.\textsuperscript{109,110,127–129}

We consider two quantities, the single-orbital entanglement entropy (SOEE) and the total quantum information ($I_{\text{tot}}$), both of which can be derived from the 1- and 2-RDMs. The SOEE describes the entanglement of a spatial orbital $\phi_i$ with the remaining bath orbitals. For a given spatial orbital $\phi_i$, we can write four occupation patterns for the corresponding $\alpha$ and $\beta$ spin orbitals, $|p\rangle \equiv \{n_\alpha, n_\beta\} \in \{(00), (01), (10), (11)\}$, which we label with the index $p = 1, 2, 3, 4$. The reduced density matrix $\rho_{pq} = \text{Tr}_{\text{bath}}[|p\rangle\langle q|\Psi]\rangle$ is computed by projecting the wave function onto single-orbital configurations $|q\rangle$ and $|p\rangle$ of orbital $\phi_i$ and tracing out all other degrees of freedom. For states with fixed number of electrons, this matrix is diagonal with elements given by
\begin{align}
\rho_{11} &= 1 - \gamma_\alpha^\alpha - \gamma_\beta^\beta + \gamma_\alpha^\beta \gamma_\beta^\alpha, \\
\rho_{22} &= \gamma_\alpha^\alpha - \gamma_\beta^\beta, \\
\rho_{33} &= \gamma_\alpha^\beta - \gamma_\beta^\alpha, \\
\rho_{44} &= \gamma_\alpha^\alpha \gamma_\beta^\beta.
\end{align}

The SOEE of orbital $\phi_i$ is then computed as the Shannon entropy with respect to the four occupations
\begin{equation}
S_i = -\sum_{p=1}^{4} \rho_{pp}^i \ln(\rho_{pp}^i). \tag{29}
\end{equation}

The total quantum information ($I_{\text{tot}}$) is given as the sum of the SOEEs for all spatial orbitals
\begin{equation}
I_{\text{tot}} = \sum_{i=1}^L S_i. \tag{30}
\end{equation}

Large values of $I_{\text{tot}}$ indicate departure from integer orbital occupations and are associated with strong correlation effects.\textsuperscript{130} We note, however, that the value of $I_{\text{tot}}$ is not invariant with respect to unitary rotations of the orbitals, and therefore, will depend on the type of orbital basis employed in a computation.

III. COMPUTATIONAL DETAILS

The ground-state singlet energies and two-body density cumulants of the model systems were calculated using FCI, ACI, and DMRG. The ap-sCI and SVD-FCI wave functions were obtained from FCI wave functions as described in Secs. II B 1 and II B 2, respectively. All computations employed self-consistent field (SCF) orbitals obtained with the open-source quantum chemistry package Psit\textsuperscript{31,132} and used a STO-6G basis set.\textsuperscript{133} Canonical (delocalized) orbitals were computed using restricted Hartree–Fock (RHF). Localized orbitals were obtained by first performing a restricted open-shell Hartree–Fock (ROHF) computation using maximum multiplicity (e.g., $S = 5$ for $H_{10}$) and then localizing the orbitals with the Pipek–Mezey (PM)\textsuperscript{124} procedure (allowing rotations among all orbitals).

Computations based on canonical RHF orbitals were run in $D_{2h}$ symmetry for the $H_{10}$ chain, ring, and sheet and in $C_{2v}$ symmetry for the $H_{20}$ pyramid. The $H_{12}$ and $H_{14}$ analogs of the four systems were run with the same symmetry as their $H_{10}$ counterparts with the exception of the $H_{14}$ pyramid, which used $D_{2h}$ symmetry. All computations using localized orbitals were performed in $C_1$ symmetry. The ranges of threshold parameters used for each method are given in the Supplementary Material.

MP2, CCSD, and CCSD(T) computations were performed using the Psit, while V2RDM calculations employed the open source v2rdm-CASSCF plugin.\textsuperscript{103} FCI and ACI computations were performed using our open-source code Forte.\textsuperscript{134} All ACI computations included additional determinants to ensure spin completeness of the $P$ and $Q$ spaces. The rank-reduction procedure used for SVD-FCI and the a posteriori determinant screening procedure for ap-sCI were implemented in a development version of Forte.

Density matrix renormalization group calculations were performed with CheMPS2.\textsuperscript{135} DMRG calculations associated with a particular final value of $M$ were preceded by three preliminary computations with smaller bond dimension and added noise. This procedure has been shown to make the overall DMRG calculation converge more rapidly and produce more accurate results.\textsuperscript{77,136} In the first two preliminary computations $M$ is set to 150, 500, and 500 (for $H_{10}$, $H_{12}$, and $H_{14}$ respectively) to build an initialization for the last two instructions with a larger value of $M$. In cases where the final value of $M$ is less than the values specified above, the same value of $M$ is used for the three preliminary calculations and for the final calculation. As mentioned already, due to the block structure of the DMRG tensors induced by symmetries, the final MPS in general does not correspond to a set of dense matrices of dimension $M^2$. For DMRG calculations using a localized basis, orbitals for the 1D chain and ring were ordered to be spatially consecutive. Localized orbitals for the 2D sheet and 3D pyramid systems, were ordered to follow a serpentine pattern through the lattice. Plots of the localized orbitals and the site orderings are reported in the Supplementary Material. For canonical MOs, orbitals were grouped into blocks by irreducible representation and (within each irreducible representation) ordered energetically. For calculations using $D_{2h}$ symmetry, the irreducible representation blocks were ordered as $A_g$, $B_{1u}$, $B_{2u}$, $B_{3g}$, $B_{2g}$, $B_{3u}$, $B_{1g}$, $A_u$ such that blocks corresponding to bonding and anti-bonding orbitals were adjacent on the DMRG lattice. This strategy has been shown to be successful for several DMRG studies\textsuperscript{80,137–139} and is rationalized by quantum information principles.\textsuperscript{110} For calculations using
symmetries other than $D_{2h}$, the ordering of the irreducible representations followed Cotton’s ordering.

IV. RESULTS

In this section we analyze the results of our study for the $H_{10}$ models and the larger analogs of these systems containing up to 14 hydrogens. Fig. 1 shows the structure of the four $H_{10}$ model systems. The geometry of each model is controlled by a parameter $r$ which determines the nearest neighbor H–H distance (in Å). The geometries of all models, raw data for the potential energy curves, and energy errors are collected in a GitHub repository.$^{104}$

The $r$ values considered here (0.75–2.0 Å) cover both the weak and strong electron correlation regimes of each model. This point can be quantified by estimating the $U/t$ ratio of the Hubbard Hamiltonian:

$$\hat{H} = -t \sum_{i,\sigma} \left( \hat{a}_{i,\sigma}^\dagger \hat{a}_{i+1,\sigma} + \hat{a}_{i+1,\sigma}^\dagger \hat{a}_{i,\sigma} \right) + U \sum_i \hat{n}_{i\uparrow} \hat{n}_{i\downarrow},$$

(31)

where $t$ and $U$ are obtained by fitting the excitations energies (for singlet and triplet states) of the Hubbard dimer to those of the $H_2$ molecule with bond length $r$. Using this approach, we find that $U/t$ ranges from about 0.94 at $r = 0.75$ Å to 8.55 at $r = 2.0$ Å.

A. Ground and low-lying electronic states

We have found a variety of interesting characteristics in the ground and low lying excited states of the $H_{10}$ model systems. Metrics of correlation for the ground state of the four $H_{10}$ systems as a function of the $r$ are reported in Tab. I. As expected, the numbers show an increase in correlation as $r$ increases across all four systems. However, when comparing different systems, there are interesting discrepancies between the metrics. For example, at $r = 1.5$ Å the 1D chain has the second largest absolute value of $E_{\text{corr}}$ (0.4038 $E_h$), the largest absolute value of intrinsic correlation energy (1.066 $E_h$), a high $||\Delta_2||_F^2$ value (6.11), and the largest $D_2$ value (0.70); however, this system unexpectedly displays a relatively large weight of the Hartree–Fock determinant ($|C_{HF}| = 0.67$). A comparison of the ring with the chain, shows that the former is slightly less correlated than the latter. In the case of the 2D sheet at $r = 1.5$ Å, all metrics of correlation indicate that this system has the smallest degree of electron correlation. In contrast, the 3D pyramid displays the strongest correlation effects, yielding the largest absolute value of $E_{\text{corr}}$ (0.4051 $E_h$), a large intrinsic correlation energy (0.9765 $E_h$), and the smallest HF determinant weight ($|C_{HF}| = 0.62$). However, strong correlation in the 3D system is not reflected in the value of $||\Delta_2||_F^2$ (3.54), which is smaller than that of both 1D systems ($\approx 6$). The quantum information metric (in a delocalized basis) $P_{\text{tot}}$ paints a similar picture: the pyramid total information lies in between that of the 1D systems and the less correlated 2D system. However, in a localized basis, the same metric $P_{\text{tot}}$ decreases for all systems as a function of $r$. This behavior is interesting as it suggests that quantum information metrics could potentially be useful for choosing orbitals to use with various approximate methods. As discussed in more detail in Sec. IV B, the low value of $||\Delta_2||_F^2$ observed for the 3D pyramid is likely a consequence of spin frustration, which results in a rapid decay of spin correlation functions. We also note that after $r = 1.5$ Å the ground state of the 3D pyramid crosses several low-lying singlet states and by $r = 2.0$ Å it corresponds to the third excited state of $A_g$ symmetry. See the Supplementary Material for a plot of the low-lying states of the 3D pyramid in the range $r = 1.5–2.0$ Å.

The small discrepancies observed in the various metrics can be owed to the fact that they measure different aspects of correlation. While $E_{\text{corr}}$ and $|C_{HF}|$ quantify the deficiency of the mean-field treatment (measured in both energetic and wave function terms), quantities like $||\Delta_2||_F^2$ and $I_{\text{tot}}$ capture only statistical aspects of correlation. The intrinsic correlation energy ($E_{\text{ICE}}$) appears to offer a good compromise between the mean-field and statical measures of correlation; nevertheless, its value is significantly larger than the $E_{\text{corr}}$ values and captures contributions due to Coulomb repulsion (i.e., absent Coulomb repulsion, $E_{\text{ICE}}$ is zero even for a correlated state). The $D_1$ and $D_2$ metrics measure the importance of orbital rotations ($D_1$) and correlation effects ($D_2$) in the CCSD wave function. In particular, since $D_1$ is not directly related to electron correlation, its behavior is very different from that of $D_2$, with the latter growing with $r$ in all models. In contrast, $D_1$ decreases in the 1D chain, it is identically zero in the 1D ring due to the different symmetry of singly excited determinants, and it grows with $r$ in the 2D and 3D models.

Another common approach to diagnose the onset of strong correlation is symmetry breaking of the Hartree–Fock solution. The Coulson–Fischer point (here defined in terms of the restricted → unrestricted symmetry breaking) of the chain and ring models is found at $r = 0.85$ Å and 1.05 Å, respectively. Consistent with the lower degree of correlation in the 2D sheet, the corresponding UHF solution exhibits spin-contamination at a point farther out in the dissociation curve (1.35 Å). Instead, the 3D pyramid exhibits symmetry breaking at the smallest
TABLE I. Ground-state of the four \( H_n \) systems at different values of the \( \text{H–H} \) distance (\( r \)). Summary of correlation metrics: correlation energy (\( E_{\text{corr}} \)), the squared Frobenius norm of the two-body density cumulant (\( ||\lambda^2||_2 \)), coupled-cluster amplitude diagnostics (\( D_1 \) and \( D_2 \)), magnitude of the Hartree Fock coefficient in the normalized FCI expansion (\( \langle |\Phi| \rangle \)), and total quantum information in a RHF canonical basis (\( l^2 \)) and a localized basis (\( l^2_{\text{tot}} \)). For the \( H_{10} \) pyramid at \( r = 2.0 \) Å, the data reported correspond to an excited state adiabatically connected to the ground state at smaller values of \( r \). See Supplemental Material for details.

| System            | \( r / \text{Å} \) | \( E_{\text{FCC}} \) / \( E_h \) | \( E_{\text{corr}} / E_h \) | \( E_{\text{corr}} / E_h \) | \( ||\lambda^2||_2 \) | \( D_1 \) | \( D_2 \) | \( C_{\text{HF}} \) | \( l^2 \) | \( l^2_{\text{tot}} \) |
|-------------------|-------------------|-----------------------------|-----------------------------|-----------------------------|------------------------|--------|--------|----------------|--------|----------------|
| \( H_{10} \) 1D Chain | 0.75              | −5.228560                   | −0.1082                     | −0.2628                     | 0.63                   | 0.018  | 0.202  | 0.96        | 1.24   | 13.74       |
|                   | 1.00              | −5.415393                   | −0.1678                     | −0.4315                     | 1.46                   | 0.015  | 0.302  | 0.91        | 2.57   | 13.52       |
|                   | 1.50              | −5.036293                   | −0.4038                     | −1.0662                     | 6.11                   | 0.010  | 0.696  | 0.67        | 7.42   | 11.99       |
|                   | 2.00              | −4.790989                   | −0.7912                     | −1.6754                     | 13.27                  |        |        |             | 0.37   | 11.78       |
| \( H_{10} \) 1D Ring | 0.75              | −5.151378                   | −0.1026                     | −0.2323                     | 0.43                   | 0.000  | 0.122  | 0.97        | 1.01   | 13.81       |
|                   | 1.00              | −5.422958                   | −0.1475                     | −0.3650                     | 1.02                   | 0.000  | 0.189  | 0.94        | 2.05   | 13.67       |
|                   | 1.50              | −5.048052                   | −0.3616                     | −1.0197                     | 5.96                   | 0.000  | 0.643  | 0.67        | 7.28   | 12.24       |
|                   | 2.00              | −4.794398                   | −0.7678                     | −1.6659                     | 13.64                  |        |        |             | 0.32   | 11.87       |
| \( H_{10} \) 2D Sheet | 0.75              | −3.917633                   | −0.1040                     | −0.2325                     | 0.35                   | 0.008  | 0.107  | 0.98        | 0.85   | 13.65       |
|                   | 1.00              | −4.891538                   | −0.1393                     | −0.3262                     | 0.71                   | 0.014  | 0.159  | 0.95        | 1.58   | 13.56       |
|                   | 1.50              | −4.903192                   | −0.2868                     | −0.7820                     | 2.85                   | 0.038  | 0.337  | 0.79        | 5.47   | 12.92       |
|                   | 2.00              | −4.792335                   | −0.6886                     | −1.6949                     | 9.22                   |        |        |             | 0.21   | 12.36       |
| \( H_{10} \) 3D Pyramid | 0.75              | −2.853673                   | −0.1737                     | −0.4151                     | 1.13                   | 0.015  | 0.320  | 0.93        | 1.77   | 13.54       |
|                   | 1.00              | −4.269379                   | −0.2397                     | −0.5811                     | 2.28                   | 0.031  | 0.486  | 0.84        | 3.13   | 13.40       |
|                   | 1.50              | −4.733459                   | −0.4051                     | −0.9765                     | 3.54                   | 0.067  | 0.635  | 0.62        | 6.88   | 12.67       |
|                   | 2.00*             | −4.694062                   | −0.7480                     | −1.7252                     | 3.59                   | 0.093  | 0.685  | 0.25        | 12.62  | 9.48        |

distance (0.70 Å) compared to the other three systems.

**FIG. 2.** Excitation energy spectrum in the range 0–0.5 \( E_h \) computed from the 50 lowest singlet, triplet, and quintet states of the \( H_{10} \) systems at an \( \text{H–H} \) distance (\( A \)) \( r = 1.0 \) Å (A) and \( r = 1.5 \) Å (B). Excitation energies computed with FCI were convoluted with a Gaussian function of exponent equal to \( 10^5 E_h^{-2} \).

Lastly, we characterize the strength of correlations by computing the density of states. Figure 2 shows the energy spectra in the range 0–0.5 \( E_h \) (0–13.6 eV) relative to the ground state from computations of the lowest 50 singlet, triplet, and quintet states of the \( H_{10} \) systems. At shorter bond lengths (\( r = 1.0 \) Å), the 1D and 2D systems show large gaps between the ground state and the lowest triplet state. However, this gap closes significantly in the 3D pyramid to ca. 0.044 \( E_h \). At longer bond lengths (\( r = 1.5 \) Å), the singlet-triplet gap decreases for all systems. Interestingly, the 3D pyramid shows an almost zero gap (ca. 0.007 \( E_h \)) and several singlet near-degenerate states accumulate near the ground state.

**B. Spin correlation and frustration**

We have found that there are signs of spin frustration in the 2D sheet and 3D pyramid models. Frustration is indicated by the inability to satisfy antiferromagnetic interactions—a condition which is not mathematically rigorous but that has, nonetheless, been used to define systems as spin frustrated—and the lack of long range antiferromagnetic ordering beyond nearest-neighbor interactions.

The spin-spin correlation densities shown in Fig. 3 A and B indicate clear antiferromagnetic ordering beyond nearest neighbors in the 1D chain and ring. Each localized spin is anti-correlated with its nearest neighbor, as depicted by the adjacent red and blue shading. Fig. 3 C shows spin-spin correlation density for the four symmetry unique sites in the 2D sheet. In contrast to the 1D models, it can be seen that there is no way to simultaneously satisfy all antiferromagnetic interactions for the 2D sheet, and consequently, spin correlations decay more rapidly. This is also the case for the 3D pyramid (see Fig. 3 D), for which each site is anti-correlated with all other sites, suggesting no antiferromagnetic ordering beyond nearest neighbors. Tab. II summarizes spin correlation properties for the \( H_{10} \), \( H_{12} \), and \( H_{14} \) systems at \( r = 1.5 \) Å. As is the case with the 2-body cumulant norm, the \( H_{10} \) 1D chain and ring systems have larger absolute spin correlation \( \langle S^2 \rangle_{\text{abs}} \) (17.42 and 18.66, respectively) than the 2D or 3D systems (11.55 and 10.86, respectively). The short-range nature of spin correlation of the 2D and 3D \( H_{10} \) systems is also indicated by their smaller value of \( \langle S^2 \rangle_{\text{abs}} \) (2.46 and 3.04), compared to the 1D systems (5.25 and 6.51, for the chain and ring respectively). These results are consistent with the spin interactions—a condition which is not mathematically rigor-
correlation density analysis in Figs. 3. We note that the scaling of $\langle S^2 \rangle_{\text{abs}}$ and $\langle S^2 \rangle_{\text{abs,lr}}$ with $n$ for the sheet and pyramid systems is (in most cases) linear or super-linear, which is not expected for systems absent of long range spin ordering. However, this is likely because the lattice sizes considered are still relatively small, and the addition of two hydrogens at a time does not extend the lattices in a completely uniform manner, thus altering (possibly greatly) the frustrated character. It is also possible to observe a lack of long-range correlation and ordering for the 2D sheet and 3D pyramid by considering the radial distribution of spin-spin correlations and absolute spin-spin correlations reported in the Supplementary Material.

It is evident from the various metrics of correlation, the DOS plots, and our analysis of spin correlation, that the H_{10} lattices display a broad range of correlation regimes. Therefore, we believe it is important to consider the 2D and 3D models in future benchmarks of electronic structure methods because they capture some aspect of the physics of spin frustration that are not displayed by 1D hydrogen models.

### C. Performance of sCI, SVD-FCI, and DMRG

Having characterized the nature of the ground state of the H_{10} models we now proceed to analyze the efficiency with which sCI, SVD-FCI, and DMRG approximate the wave functions of these systems.

In Fig. 4 we plot the energy error $[E_X(N_{\text{par}}) - E_{\text{FCI}}]$ as a function of the number of variational parameters for the H_{10} systems in the regime of strong electron correlation ($r = 1.5 \text{ Å}$). The accuracy volume may be obtained from these plots by finding the number of parameters corresponding to a 1 mE_{h} error. When using canonical orbitals, we see that DMRG affords the most compact representation, although $V_{\text{ap-sCI}}$ and $V_{\text{ACI+PT2}}$ are within a factor of two of $V_{\text{DMRG}}$. ACI without the PT2 correction always requires more variational parameters to match the accuracy of ap-sCI and ACI+PT2, and $V_{\text{ACI}}$ is 2–3 times $V_{\text{DMRG}}$. For all four H_{10} systems, SVD-FCI exhibits the worst efficiency, although only by a small margin, such that $V_{\text{SVD-FCI}}$ is 2–4 times greater than $V_{\text{ap-sCI}}$. Note that we include two sets of results for DMRG: the lowest energy eigenvalue found during all DMRG sweep optimizations (labeled DMRG, see Ref. 135 for details), and the energy obtained from the reduced density matrices of the final MPS (indicated with DMRG*). When a large bond number $M$ is used, the two energy values are nearly identical, but for smaller values of $M$, the DMRG* value may be slightly higher than the DMRG one.

When using localized orbitals, we see that DMRG again produces the most compact representation and by a much larger margin for all four H_{10} systems. In particular, for the 1D chain $V_{\text{DMRG}}$ is two orders of magnitude lower than all other methods. Comparing the accuracy volume of DMRG with different orbital bases, one notices that the localized basis is more efficient in the 1D systems, while the delocalized basis leads to smaller $V_{\text{DMRG}}$ for the 2D and 3D models. When comparing results across canonical and localized orbitals for the other methods, we find that the accuracy volume is always smaller in the delocalized basis, so there is no advantage to orbital localization. This is in agreement with past observations that localization is beneficial for sCI methods only after a certain system size is reached. It is interesting to observe that the accuracy volume for DMRG and sCI mirrors the behavior of the total quantum information for both delocalized and localized bases (see Tab. I), suggesting that this metric may be useful for

![FIG. 3. Spin correlation density $A_i(r)$ of the H_{10} models at an H–H distance $r = 1.25 \text{ Å}$ plotted for (A) the edge and central localized MO sites of the hydrogen chain, (B) the symmetry unique site of the hydrogen ring, (C) the four symmetry unique sites of the H_{10} sheet, and (D) the two symmetry unique sites of the H_{10} pyramid. Positive and negative values of $A_i(r)$ are indicated in red and blue, respectively, and in each plot the localized orbital $\phi_i$ is denoted by an asterisk.](image)
determining the best orbital basis to use at a given geometry.

We note that for the sheet and pyramid, there are a few values of \( \sigma \) for which the ACI results do not converge monotonically and lead to small bumps. We have also encountered cases where the iterative ACI algorithm finds the first excited state due to near-degeneracies, an issue that may be resolved using a state-averaged version of the method.\(^\text{41}\) These incorrect energies were not included in Fig. 4.

Fig. 5 shows plots of \( N_{\text{par}} \) vs. the two-body cumulant error \( \|\Delta \mathbf{A}_2\|_F \) for the four \( H_{10} \) systems at \( r = 1.5 \) Å. These plots do not include ACI+PT2 results since second-order corrections to the ACI 1- and 2-RDMs were not available. We find similar trends for the efficiency to represent \( \mathbf{A}_2 \) as we do for the energy, with the caveat that in a canonical basis, ap-sCI generally gives the best compression efficiency. It can be seen that with canonical orbitals, ap-sCI actually preserves the accuracy of the two-body density cumulant after compression better than DMRG does for the 1D chain, and similarly to DMRG for the other three systems. There is also a larger disparity in the performance of ap-sCI and ACI for cumulant compression performance, which can be attributed to two reasons. First, ACI adds additional determinants at each itera-
For comparison, we have also included the size of the FCI accuracy volume vs. the number of hydrogens at smaller values of \( r \). The method is not able to take advantage of local correlation. As \( r \) becomes larger, such that all methods require a larger number of parameters to achieve chemical accuracy. In a localized basis, we note that for small values of \( r \) the ACI+PT2 values with \( \sigma \) sign indicate that the energy error with the reported number of parameters is significantly lower than 1.0 m\( E_h \). Finding more precise values of \( V_X \) for ACI+PT2 is challenging as the energy error is not monotonic as a function of \( \sigma \).

As shown in Tab. I of Sec. IV A, the degree of correlation for all models increases as the \( H-H \) distance \( r \) becomes larger. In Tab. III we can see that in a delocalized basis the complexity of the wave function, as gauged by \( \mathcal{N} \), also increases as \( r \) becomes larger, such that all methods require a larger number of parameters to achieve chemical accuracy. In a localized basis \( \mathcal{V}_{\text{DMRG}}, \mathcal{V}_{\text{ap-sCI}}, \) and \( \mathcal{V}_{\text{ACI}} \) decrease with increasing \( r \), suggesting that these methods can exploit the local character of correlation, although in most cases not enough to outweigh the benefits of symmetry-adapted delocalized orbitals. In a delocalized basis, we note that for small values of \( r \) the ACI+PT2 produces very accurate results with very few parameters, outperforming DMRG using just a few hundred determinants. It is interesting to note that compression efficiency for SVD-FCI decreases dramatically as \( r \) increases, suggesting that the method is not able to take advantage of local correlation. Additionally, it can be seen that at more contracted geometries (smaller values of \( r \)), there is less of a disparity between the compression performance of the various approaches.

A final discussion salient to this work is the scaling with system size of the accuracy volume. In Fig. 6, we plot the accuracy volume vs. the number of hydrogens at \( r = 1.5 \) Å. For comparison, we have also included the size of the FCI space (in \( C_1 \) symmetry) and a curve with \( n^4 \) scaling, which is proportional to the number of Hamiltonian matrix elements. We note that for the \( H_2 \) ring the ground state at \( r = 1.5 \) Å has a symmetry (\( B_1g \)) different from that of the \( H_{10} \) and \( H_{14} \) systems (\( A_g \)). It can be seen that DMRG again provides the best compression of the wave function as measured by the accuracy of the energy for different systems sizes. In a localized basis, a polynomial fit of \( \mathcal{V}_{\text{DMRG}} \) as a function of the number of hydrogens (\( n \)) gives a scaling proportional to \( n^{-2.1} \) for the chain and \( n^{-3.1} \) for the ring, demonstrating the advantage of this methods for one-dimensional systems. For all the other methods, \( \mathcal{V}_X \) in a delocalized basis appears to scale exponentially with a prefactor smaller than that of FCI.

### D. Comparison with other electronic structure methods

It is interesting to use the \( H_{10} \) models to benchmark the robustness and accuracy of conventional methods that employ a fixed number of parameters. Fig. 7 compares the energy errors relative to FCI for RHF, MP2, CCSD, CCSD(T), V2RDM with the two-body positive-semidefinite \( P, Q, \) and \( G \) conditions (V2RDM-PQG), and V2RDM-PQG with additional three-body positive semidefinite \( T_2 \) conditions (V2RDM-PQGT2). RHG deviates significantly from FCI for all four systems, even near the \( H_2 \) equilibrium geometry (\( r_e = 0.74 \) Å), where it gives errors of approximately 80–100 m\( E_h \). MP2 reduces the energy error near \( r_e \) to about 10 m\( E_h \). While the RHF and MP2 energies do not diverge, they do not capture the dissociation of the \( H_{10} \) systems even qualitatively, giving energy errors well over 100–200 m\( E_h \) for \( r \geq 1.6 \) Å.

Both CCSD and CCSD(T) achieve chemical accuracy for the 1D chain and ring systems for \( r \leq 1.0 \) Å, and diverge beginning around \( r \geq 1.5 \) Å, past the Coulson–Fisher point. Performance for CCSD and CCSD(T) is slightly worse for the
FIG. 6. Accuracy volume (\(V_X\)) for various approximate methods as a function of the number of hydrogen atoms (\(n\)) for the four H\(_n\) models. For comparison we also report the number of FCI determinants (in \(C_1\) symmetry) and the curve \(n^4\). The 12 and 14 hydrogen chains, rings, sheets, and pyramids are extensions of the H\(_{10}\) models in that the additional hydrogens are placed within the same lattice structure. Unless otherwise noted, all results employ canonical RHF orbitals.

2D sheet and 3D pyramid, where chemical accuracy is only achieved for \(r \leq 0.75\) Å, and divergence is seen once again at larger values of \(r\). For all four systems, when \(r > 1.25\) Å, the magnitude of the HF coefficient \(|C_{HF}|\) in the FCI wave function is less (or significantly less) than 0.9. It is worth mentioning here, however, that a handful of hydrogen systems have been investigated with variants of CC that provide stable results relative to the examples in Fig. 7. Namely, the paired coupled cluster doubles (pCCD\(^{142}\)) and the singlet pCCD (CCDo\(^{143}\)).

The V2RDM approach achieves the best descriptions of the potential energy surfaces compared to the other methods used in this section. Enforcing the PQG conditions during the optimization gives a good qualitative description of the dissociations, but still produces large quantitative errors in the range of 10–50 m\(E_h\) for the 1D chain and ring systems and 50–200 m\(E_h\) errors for the 2D sheet and 3D pyramid. Enforcing the additional T2 condition improves the V2RDM results significantly, such that energy errors for the chain and ring systems at \(r = 1.50\) Å are 3.0 m\(E_h\) and 7.4 m\(E_h\), respectively. It can be seen, however, that for the 2D sheet and 3D pyramid, V2RDM-PQGT2 fails to produce chemically accurate results by a large margin, with errors of the order of 10–50 m\(E_h\) at stretched geometries. Interestingly, the performance of V2RDM is far less sensitive to \(r\) than RHF, MP2, or CC as indicated by smaller values of nonparallelism error (the maximum error minus the minimum error over the entire range of \(r\)). Additionally, the error for V2RDM has a maximum in the re-coupling region (\(r \approx 1.5\) Å), while all other methods generally decrease in accuracy with increasing \(r\).
V. CONCLUSIONS AND FUTURE WORK

This work accomplishes two main goals. Firstly, we propose a series of benchmark hydrogen models with a tunable degree of correlation that cover a wide range of electronic structures. These include 1D hydrogen chains and rings with antiferromagnetic ground states, a 2D triangular lattice (sheet) with spin frustrated interactions, and a 3D pyramid system that displays both spin frustration and a vanishing energy gap (dense manifold of near-degenerate states). We analyze these systems with various correlation metrics and by computing their low-energy spectra and spin-spin correlation functions. The models are found to have drastically different electronic structures depending on the physical dimension. In particular, since 2D and 3D systems exhibit some of the fingerprints of spin frustration and they are not efficiently approximated with MPS, they nicely complement benchmark sets based on 1D lattices. Our comparison of different metrics of correlation also highlights the importance of using multiple descriptors to characterize electronic states, as our results clearly show that they measure different aspects of correlation.

Secondly, using the hydrogen models, we compare the performance of selected CI, rank-reduced FCI, and DMRG in various regimes of strong electron correlation. We focus in particular on determining the ability of each method to efficiently compress the information content of the FCI wave function. To quantify this property, we introduce a new metric, the accuracy volume ($V_X$), which corresponds to the minimum number of variational parameters necessary to achieve a target energy error (in our case, defined as $1\text{m}E_h$). As expected, DMRG affords the most efficient representation for the 1D $H_{10}$ chain and ring, using at least an order of magnitude fewer parameters to achieve the same level of energy or two-body cumulant accuracy compared to the other methods. Nevertheless, this efficiency is gradually lost when going from 1D to higher-dimensional systems. In contrast, all flavors of sCI perform best in a delocalized basis but are generally less efficient than DMRG. The SVD-FCI, which we use as a proxy for rank-reduced FCI, is generally found to be the most inefficient approach to approximate the $H_{10}$ wave functions. We have similarly analyzed the ability of each method to accurately represent electron distributions, namely the cumulant of the two-body density matrix. In this case, the trends are similar to those observed for the energy, with the difference that sCI shows better performance for the 2D and 3D systems in a delocalized basis.

In analyzing the compressibility of the wave functions for $H_{12}$ and $H_{14}$ analogs of the four $H_{10}$ models, we have determined that DMRG consistently shows the smallest accuracy volume, and that the performance of rank reduction is more on par with that of ideal selected CI for the larger systems, suggesting that future developments of methods such as those in Refs. 27 and 28 are certainly worthwhile, especially for systems larger than those considered in this study. Despite the significant reduction in the number of parameters relative to the FCI wave function afforded by selected CI, rank reduction, and DMRG, none of these methods bring a reduction in scaling from exponential to polynomial in the general case. Alternative methods, such as quantum computational algorithms, may be required to circumvent storage cost of an exponentially scaling wave function.

We note that while the accuracy volume is a generally applicable metric for determining the performance of a method, the benchmark set considered here uses a minimal basis, is restricted to small systems amenable to FCI computations, and does not include atoms with more complex electronic structures. Therefore, one should be cautious in extrapolating the relative performance of the methods in the case of more complex systems. In addition, our work has focused only two tensor decomposition methods. It would be interesting to examine the accuracy volume of projected entangled-pair states, the multi-scale entanglement renormalization ansatz, tree tensor network states, and other more general tensor network states. With appropriate modifications, the accuracy volume is also applicable to stochastic methods, both in real and determinant space, and could provide a way to compare these approaches to deterministic methods like the ones considered in this work.

Our work does raise a few important questions as we (potentially) approach an era of quantum advantage for molecular computations. Although quantum computational algorithms are able to avoid the explicit storage of the wave function, they still suffer from non-trivial classical computational overhead. For example, the quantum phase estimation (QPE) algorithm relies on time evolution of the Hamiltonian, which implies a computational scaling and storage costs at least proportional to $K^4$ in a delocalized basis, although more efficient representations have been recently proposed. For the purpose of comparing the resource cost of classical and quantum algorithms, in Fig. 6 we have also reported an estimate of the resources needed by quantum algorithms computed as $n^4$, where $n$ is the number of hydrogen atoms (equal to the number of spatial orbitals). This plot shows that classical compression approaches use more than $n^4$ parameters even with systems as small as 12 electrons. While this prefatory comparison highlights the importance of quantum algorithm development even for modestly sized systems, it also suggests a threshold for the maximum number of classical parameters a quantum algorithm should employ. In other words, a successful quantum algorithm should achieve a $V_X$ smaller (and with lower $n$-scaling) than state-of-the-art classical methods such as selected CI and DMRG for a given level of accuracy. The competitiveness of any quantum algorithm could be tested for various regimes of correlation by comparing the computational resources (classical variational parameters) required to achieve a $1 \text{m}E_h$ energy error with those reported in Table III.

In summary, this study has explored the limits of classical state-of-the-art electronic structure methodologies as applied to strongly correlated electrons. The hydrogen benchmark set and the accuracy volume metric are two new tools that will be useful in guiding the development of the next generation of classical and hybrid quantum-classical methods for strongly correlated systems. An important open problem in electronic structure theory is identifying the practical limits of classical methods and knowing under what circumstances quantum algorithms can overcome these limits. This work approaches
this problem from a computational perspective and sheds some light on the first aspect; in future work we plan to investigate the ability of various quantum algorithms to go beyond the limits of classical methods.
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