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Abstract

We consider the setting of vector valued non-linear dynamical systems $X_{t+1} = \phi(A^*X_t) + \eta_t$, where $\eta_t$ is unbiased noise and $\phi: \mathbb{R} \to \mathbb{R}$ is a known link function that satisfies certain expansivity property. The goal is to learn $A^*$ from a single trajectory $X_1, \cdots, X_T$ of dependent or correlated samples. While the problem is well-studied in the linear case, where $\phi$ is identity, with optimal error rates even for non-mixing systems, existing results in the non-linear case hold only for mixing systems. In this work, we improve existing results for learning nonlinear systems in a number of ways: a) we provide the first offline algorithm that can learn non-linear dynamical systems without the mixing assumption, b) we significantly improve upon the sample complexity of existing results for mixing systems, c) in the much harder one-pass, streaming setting we study a SGD with Reverse Experience Replay (SGD − RER) method, and demonstrate that for mixing systems, it achieves the same sample complexity as our offline algorithm, d) we justify the expansivity assumption by showing that for the popular ReLU link function — a non-expansive but easy to learn link function with i.i.d. samples — any method would require exponentially many samples (with respect to dimension of $X_t$) from the dynamical system. We validate our results via simulations and demonstrate that a naive application of SGD can be highly sub-optimal. Indeed, our work demonstrates that for correlated data, specialized methods designed for the dependency structure in data can significantly outperform standard SGD based methods.

1 Introduction

Non-linear dynamical systems (NLDS) are commonly used to model the data in a variety of domains like control theory, time-series analysis, and reinforcement learning (RL) [1,4]. Standard NLDS models the data points $(X_0, X_1, \ldots, X_T)$ as:

\[ X_{t+1} = \phi(A^*X_t) + \eta_t, \]

where $X_t \in \mathbb{R}^d$ are the states, $\eta_t \in \mathbb{R}^d$ are i.i.d. noise vectors, $A^* \in \mathbb{R}^{d \times d}$ and $\phi: \mathbb{R} \to \mathbb{R}$ is an increasing function called the ‘link function’. Here, $\phi$ is supposed to act component wise over $\mathbb{R}^d$.

System identification problem is a foundational problem for NLDS, i.e., given $(X_0, X_1, \ldots, X_T)$ generated from [1], the goal is to estimate $A^*$ accurately from a single trajectory $(X_0, X_1, \ldots, X_T)$. The system identification problem is heavily studied in control theory [5,8] as well as time-series...
We analyze SGD-Reverse Experience Replay (SGD-RER) method, we provide the first streaming
independent (Assumption 1). The main highlight of our results is that the error rates are
sub-optimal by a factor of \( \tau \text{mix} \).

Interestingly, for the special case of linear systems, i.e., when \( \phi(x) = x \), the results are significantly stronger. For example, \([11, 12]\) showed that the matrix \( A^* \) can be estimated with an error \( O(1/T) \) even when the mixing time \( \tau_{\text{mix}} > T \). But these results rely on the fact that for linear systems, the estimation problem reduces to an ordinary least squares (OLS) problem for which a closed form expression is available and can be analyzed effectively.

On the other hand, NLDS do not admit such closed form expressions. In fact the existing techniques mostly rely on mixing time arguments to induce i.i.d. behavior in a subset of the points which leads to sub-optimal rates by \( \tau_{\text{mix}} \). Similarly, a direct application of uniform convergence results \([13]\) to show that the minimizer of the empirical risk is close to the population minimizer still gives sub-optimal rates as off-the-shelf concentration inequalities (cf. \([14]\)) incur an additional factor of mixing time. Finally, existing results are mostly focused on offline setting, and do not apply to the case where the data points are streaming which is critical in several practical problems like reinforcement learning (RL) and control theory.

In this work, we provide algorithms and their corresponding error rates for the NLDS system identification problem in both offline and online setting, assuming the link function to be expansive (Assumption 1). The main highlight of our results is that the error rates are independent of the mixing time \( \tau_{\text{mix}} \), which to the best of our knowledge is first such result for any non-linear system identification in any setting. In fact, for offline setting, our analysis holds even for systems which do not mix within time \( T \) and even for marginally stable systems which do not mix at all. Furthermore, we analyze SGD-Reverse Experience Replay (SGD-RER) method, we provide the first streaming method for NLDS identification with error rate that is independent of \( \tau_{\text{mix}} \) (in the leading order term) while still ensuring small space and time complexity. This algorithm was first discovered in the experimental RL setting in \([15]\) based on Hippocampal reverse replay observed in biological networks \([16, 18]\). It was introduced independently in \([19]\) for the case of linear systems and efficiently unravels the complex dependency structure present in the problem. Finally, through a lower bound for ReLU—a non-expansive function—we provide strong justification for why expansivity might be necessary for a non-trivial result.

Instead of mixing time arguments, our proofs for learning NLDS without mixing use a natural exponential martingale of the kind considered in the analysis of self normalized process \([20, 21]\). For streaming setting, while we do use mixing time arguments (proof of Theorems 2 and 3), we combine them with a delicate stability analysis of the specific algorithm and the machinery developed in \([19]\) to obtain strong error bounds. See Section 6 for a description of these techniques.

**Our Contributions.** Key contributions of the paper are summarized below:

1. Assuming expansive and monotonic link function \( \phi \) and sub-Gaussian noise, we show that the offline Quasi Newton Method (Algorithm 1) estimates the parameter \( A^* \) with near optimal errors of the order \( O(1/T) \), even when the dynamics does not mix within time \( T \).

2. Assuming mixing NLDS, finite fourth moment on the noise, and expansive monotonic link function, we show that offline Quasi Newton Method again estimates the parameter \( A^* \) with near-optimal error of \( O(1/T) \), independent of mixing time \( \tau_{\text{mix}} \).

3. We give a one-pass, streaming algorithm inspired by SGD – RER method by \([19]\), and show that it achieves near-optimal error rates under the assumption of sub-Gaussian noise, NLDS stability (see section 2.1 for the definition), uniform expansivity and second differentiability of the link function.

4. We then show that learning with ReLU link function, which is non-expansive but is known to be easy to learn with if data points are all i.i.d. \([22]\), requires exponential (in \( d \)) many samples.
We believe that the techniques developed in this work can be extended to provide efficient algorithms for learning with dependent data in more general settings.

**Related Works.** NLDS has been studied in a variety of domains like time-series and recurrent neural networks (RNN). [9] studies specific NLDS models from a time series perspective and establishes non-asymptotic convergence bounds for natural estimators; their error rates suffer from mixing time factor $\tau_{mix}$. [32] considers asymptotic learning of NLDS via neural networks trained using SGD, whereas [24] shows that overparametrized LSTMs trained with SGD learn to memorize the given data. [25,27] consider learning dynamical systems of the form $h_{t+1} = \phi(A^* h_t + B^* u_t)$ for states $h_t$ and inputs $u_t$; this setting is different from standard NLDS model we study. [28] considers the non linear dynamical systems of the form $x_{t+1} = A\phi(x_t, u_t) + \eta_t$ which $\phi$ is a known non-linearity and matrix $A$ is to be estimated. [29,30] consider essentially linear dynamics but allow for certain non-linearities that can be modeled as process noise. All these again differ from the model we consider.

Standard NLDS identification [1] has received a lot of attention recently, with results by [31,32] being the most relevant. [31] uses uniform convergence results via. mixing time arguments to obtain parameter estimation error for offline SGD. [32] obtains similar bounds via. the analysis of the GLMtron algorithm. However, both these works suffer from sub-optimal dependence on the mixing time. We refer to Table 1 for a comparison of the results. [34], which appeared after the initial manuscript of this work, considers the question from a perspective of time series forecasting. This work considers sparsity in $A^*$ and an unknown link function which is estimated with isotonic regression. Their recovery guarantees eschew the mixing time dependence. However, the setting, assumptions and the error rates are incomparable to our setting.

[32] also obtains within sample prediction error in the case when $\phi$ is not uniformly expansive along with parameter recovery bounds when $\phi$ is the ReLU function and the driving noise is Gaussian. However, the parameter estimation bounds for ReLU suffer from an exponential dependence on the dimension $d$ and mixing time $\tau_{mix}$. In Theorem 4 we establish that indeed we cannot improve the exponential dependence in the dimension $d$ for the case of parameter estimation. We note that the exponential dependence arises due to the dynamics present in the system since ReLU regression with isotropic i.i.d. data in well specified case has only a polynomial dependence in $d$ [22].

Linear system identification (LSI) literature has been well studied with strong minimax optimal bounds [11,35,56]. These results primarily consider the (convex) empirical square loss which has a closed form solution. However, the square loss in the non-linear case is non-convex. Under the assumption that the link function is increasing, we consider a convex proxy loss which is widely used in generalized linear regression literature [22,33,37]. Similarly, GLMtron algorithm for learning NLDS in [32] (see Equation (5)) also considers a similar proxy loss. In [38], the authors consider a family of GLMtron-like algorithms call Reflectron under the i.i.d. data setting. But they compare the performance of these algorithms experimentally on an NLDS similar to one considered in this work under low rank assumption on the system matrix.

Finally, streaming setting for LSI has been recently studied in different model settings [19,39]. These methods observe that by exploiting techniques like experience replay [30] along with squared loss error, one can obtain strong error rates. SGD – RER method studied in this work is inspired by a similar method by [19] which was primarily studied for the linear case.

## 2 Problem Statement

Let $\phi : \mathbb{R} \rightarrow \mathbb{R}$ be an increasing, 1-Lipschitz function such that $\phi(0) = 0$. Suppose $X_0 \in \mathbb{R}^d$ is a random variable and $A^* \in \mathbb{R}^{d \times d}$. We consider the following non-linear dynamical system (NLDS):

$$X_{t+1} = \phi(A^* X_t) + \eta_t,$$

where the noise sequence $\eta_0, \ldots, \eta_T$ is i.i.d random vectors independent of $X_0$. The noise $\eta_t$ is such that $\mathbb{E}[\eta_t] = 0, \mathbb{E}[\eta_t \eta_t^\top] = \sigma^2 I$ for some $\sigma > 0$. We will also assume that $M_t := \mathbb{E}[\|\eta_t\|^2] < \infty$. Let $\mu$ be the law of noise $\eta$. We denote the model above as NLDS($A^*, \mu, \phi$). Whenever a stationary distribution exists for the process, we will denote it by $\pi(A^*, \mu, \phi)$ or just $\pi$ when the process is clear from context. We will call the trajectory $X_0, X_1, \ldots, X_T$ ‘stationary’ if $X_0$ is distributed according to the measure $\pi(A^*, \mu, \phi)$. Unless specified otherwise, we take $X_0 = 0$ almost surely.
We now state the assumptions below and use only a subset of the assumptions for each result. When the model is clear from context and the stationary distribution exists, we will denote the second moment matrix under the stationary distribution by \( \hat{\mathbf{G}} \). Also, the empirical second moment matrix is denoted by \( \hat{\mathbf{G}} \).

### Assumptions

**Assumption 1 (Lipschitzness and Uniform Expansivity)**. \( \phi \) is 1-Lipschitz and \( |\phi(x) - \phi(y)| \geq \zeta|x - y| \), for some \( \zeta > 0 \).

Note that when \( \phi \) is only weakly differentiable but satisfy Assumption 1 with a slight abuse of notation, we will write down \( \phi(x) - \phi(y) = \phi'(\beta)(x - y) \) for some \( \phi'(\beta) \in [\zeta, 1] \).

**Assumption 2 (Bounded 2nd Derivative)**. \( \phi \) is twice continuously differentiable and \( |\phi''| \) is bounded.

**Assumption 3 (Noise Sub-Gaussianity)**. For any unit norm vector \( x \in \mathbb{R}^d \), we have \( \langle \eta_t, x \rangle \) to be sub-Gaussian with variance proxy \( C_\eta \sigma^2 \).

Next, we extend the definition of exponential stability in [31] to ‘exponential regularity’ to allow unstable systems.

**Assumption 4 (Exponential Regularity)**. Let \( X_T = h_{T-1}(X_0, \eta_0, \ldots, \eta_T) \) be the function representation of \( X_T \). We say that NLDS \((A^*, \mu, \phi)\) is \((C_\rho, \rho)\) exponentially regular if for any choice of \( T \in \mathbb{N} \) and \( X_0, X'_0, \eta_0, \ldots, \eta_T \in \mathbb{R}^d \):

\[
\|h_T(X_0, \eta_0, \ldots, \eta_T) - h_T(X'_0, \eta_0, \ldots, \eta_T)\|_2 \leq C_\rho \rho^{T-1} \|X_0 - X'_0\|_2.
\]

When \( \rho < 1 \), we will call the system stable. When \( \rho = 1 \) we will call it ‘possibly marginally stable’ and when \( \rho > 1 \), we will call it ‘possibly unstable’.
Then, the output $A_m$ of Algorithm 1, after $m$ iterations and $\lambda_{\min}(\hat{G})$ satisfy with probability at-least $\geq 1 - \delta$:

$$\|A_m - A^*\|_F^2 \leq \frac{C_2 \sigma^2}{T \zeta^2 \lambda_{\min}(\hat{G})} \left[ d^2 \log \left( \frac{C_3}{\sigma^2} \right) + d \log \left( \frac{2d}{\delta} \right) \right],$$

$$\lambda_{\min}(\hat{G}) \geq \frac{\sigma^2}{2}.$$ 

Note that as $\lambda_{\min}(\hat{G}) \geq \sigma^2$, the error rate scales as $\approx d^2/T$, independent of $\tau_{\text{mix}} \approx 1/(1 - \rho)$. The theorem also holds for non-mixing or possibly unstable systems as long as $\rho < 1 + \frac{C}{T}$. Furthermore, the error bound above is similar to the minimax optimal bound by [11] for the linear setting, i.e., when
\( \phi(x) = x \). As the link function \( \phi \) tends to decrease the information in \( x \), intuitively lower bound for linear setting should apply for NLDS as well, which would imply our error rate to be optimal; we leave further investigation into lower bound of NLDS identification for future work. Interestingly, in the linear case whenever the smallest singular value \( \sigma_{\min}(A^*) > 1 + \epsilon \), it can be show than \( \lambda_{\min}(G) \) grows exponentially with \( T \), leading to an exponentially small error. It is not clear how to arrive at such a growth lower bound in the non-linear case.

The computational complexity of the algorithm scales as \( m \cdot T \) which depends only logarithmically on \( \tau_{\text{mix}} \). Interestingly, the algorithm is almost hyperparameter free, and does not require knowledge of parameters \( \sigma, \tau_{\min}, \zeta \).

Also note that the stationary points of Algorithm [1] and GLMtron (32) are the same. So, the stronger Theorem 2 (Learning with Heavy Tail Noise). Suppose Assumptions 1 and 2 hold. In Assumption 2 let \( \rho < 1 \). Let \( X_0, \ldots, X_T \) be a stationary trajectory drawn from \( \text{NLDS}(A^*, \mu, \phi) \) and \( A_m \) be the \( m \)-th iterate of Algorithm 1. For some universal constants \( C, C_1, C_0 > 0 \), whenever \( \delta \in (0, \frac{1}{2}) \),

\[
R^* := \frac{4d^2C^2\sigma^2}{(1-\rho)^2\delta} \quad \text{and}
\]

1. \( T \geq Cd \log\left( \frac{1}{\delta} \right) \log\left( \frac{R^*}{\delta^2} \right) \max \left( \frac{4C_0^2M_4}{(1-\rho)^4(1-\rho^2)\sigma^4}, \frac{\log\left( \frac{R^*C_1C_0}{\sigma^2}\right)}{\log\left( \frac{1}{\delta} \right)} \right) \)

2. Step size \( \gamma = \frac{1}{4} \)

3. \( m \geq \frac{10}{\zeta} \cdot \log\left( \frac{\|A_0 - A^*\|_2^2TR^*}{\sigma d\delta} \right) \)

There exists an event \( \mathcal{W} \in \sigma(X_0, \eta_0, \ldots, \eta_{T-1}) \) with \( \mathbb{P}(\mathcal{W}) \geq 1 - \delta \) and :

\[
\mathbb{E} \left[ \left\| A_m - A^* \right\|_2^2 \mathbb{I}(\mathcal{W}) \right] \leq \frac{Cd^2\sigma^2}{\zeta^2T\lambda_{\min}(G)}.
\]

Obtaining High Probability Bounds: The bound above shows that the expectation of the error restricted to a high probability set is small. This, along with Markov inequality, shows that we can have an error of at most \( \frac{Cd^2\sigma^2}{\zeta^2T\lambda_{\min}(G)} \) with probability at-least \( \frac{2}{3} \). This can be boosted to a high probability bound by splitting the horizon \( T \) into \( K \) contiguous segments with a gap of \( O(\tau_{\min}(G) \log(T)) \) to maintain approximate independence (see Section C.2). We then run the Quasi Newton method on each of these ‘split’ data sets to obtain nearly independent estimates \( \hat{A}_1, \ldots, \hat{A}_K \), which each have error at-most \( \frac{Cd^2\sigma^2K}{\zeta^2T\lambda_{\min}(G)} \) with probability at least \( \frac{2}{3} \). Using a standard high-dimensional median of means estimator (see [41] Algorithm 3)) for \( \hat{A}_1, \ldots, \hat{A}_K \), we obtain error bounds of the order \( \frac{Cd^2\sigma^2K}{\zeta^2T\lambda_{\min}(G)} \) with probability at least \( 1 - e^{-\Omega(K)} \).

We refer to Section 6 for a high-level exposition of the key ideas in the analysis and Section 8 for the full proof of Theorems 1 and 2.

4 Streaming Learning with SGD-RER

In this section, we consider the one-pass, streaming setting, where the data points are presented in a streaming fashion. The goal is to continuously produce better estimates of \( A^* \) while also ensuring that the space and the time complexity of the algorithm is small. This disallows approaches that would just store all the observed points and then apply offline Algorithm 1 to produce strong estimation error. Such one-pass streaming algorithms are critical in a variety of settings like large-scale and online time-series analysis [42, 43], TD learning in RL [44], econometrics.
begin
Total buffer size: $S \leftarrow B + u$, Number of buffers: $N \leftarrow T/S$

for $t \leftarrow 1$ to $N$

Form buffer $\text{Buf}^{t-1} = \{X^{t-1}_0, \ldots, X^{t-1}_{S-1}\}$, where, $X^{t-1}_i \leftarrow X_{(t-1)S+i}$

If $\exists i, \text{ s.t., } \|X^{t-1}_i\|^2 > R$, then return $\hat{A}_{t_0,t} = 0$

for $i \leftarrow 0$ to $B-1$

$A^{i+1}_{t-1} \leftarrow A^{i-1} - 2\gamma [\phi(A^{i-1}X^{i-1}_{S-1}) - X^{i-1}_{S-1}]X^{i-1}_{S-1}^\top$

$A^0_B = A^1_{B}$

If $t \geq t_0 + 1$, then $\hat{A}_{t_0,t} \leftarrow \frac{1}{t-t_0} \sum_{r=t_0+1}^t A^{r-1}$

To address this problem, we consider SGD – RER (Algorithm 2) which was introduced in [19] in the context of linear system identification (LSI). We apply the method for NLDS identification as well. SGD – RER uses SGD like updates, but the data is processed in a different order than it is received from the dynamical system. This algorithm is based on the observation made in [19] that for LSI, when SGD is run on the least squares loss in the forward order, there are spurious correlations which prevent the algorithm’s convergence to the optimum parameter $A^*$. Surprisingly, considering the data in the reverse order exactly unravels these correlations to resolve the problem. Reverse order traversal of data, even though one pass, does not give a streaming algorithm. Hence, we divide the data into multiple buffers of size $B$ and leave of size $u$ between the buffers (See Figure 1). The data within each buffer is processed in the reverse order whereas the buffers themselves are processed in the order received. See Figure 1 for an illustration of the processing order. The gaps $u$ are set large enough so that the buffers behave approximately independently. Setting $B \geq 10u$ we note that this simple strategy improves the sample efficiency compared to naive data dropping since we use most of the samples for estimating $A^*$. We now present the main result for streaming setting.

Theorem 3 (Streaming Algorithm). Suppose Assumptions 7, 2, 3 and 6 hold and that the data points are stationary. Set $\alpha = 100$, $R = \frac{16(\alpha+2)\|C\|\sigma^2 \log T}{1-p}$, $u \geq \frac{2\alpha \log T}{\log(\frac{1}{\beta})}$, $B \geq \left(\frac{C_1}{1-p}\right) \log \left(\frac{d}{1-p}\right)$, $10u$ for a global constant $C_1$ dependent only $C_q$ and $\alpha$. Let $N = T/(B + u)$ be the number of buffers. Finally, set step-size $\gamma = \frac{C}{T^\nu}$ where $\nu = 6.5/7$ and let $T$ be large enough such that $\gamma \leq \min \left(\frac{1}{30\log(1+7)}, \frac{1}{30}\right)$. If $N/2 > t_0 > c_1 \frac{\log T}{\log(\frac{1}{\beta})} = \Theta(T^\nu \log T)$ for some large enough constant $c_1 > 0$, then output $\hat{A}_{t_0,N}$ of Algorithm 2 satisfies:

$$E \left[\|\hat{A}_{t_0,N} - A^*\|^2\right] \leq C \frac{d^2\sigma^2 \log T}{T \lambda_{\min}(G)} \xi^2 + \text{Lower Order Terms}$$

(5)

where $C$ is a constant dependent on $C_q$, $\alpha$.

Remark 1. The lower order terms are of the order $\text{Poly}(R, B, \beta, 1/\xi, 1/\lambda_{\min}, \|\phi''\|) \gamma^{7/2} T^2 + \gamma^2 R \sigma^2 d \frac{1}{T^{\nu+2/3}} + \|A_0 - A^*\|^2 \left[\frac{e^{-2\xi \beta \lambda_{\min} \alpha}}{T^{1/2}}\right]$. We refer to the proof in Section C.13 for details.
Where we prove the theorem above using the two point method. We find a family of we only observe noise in the last co-ordinate and hence do not obtain any information regarding the worse than the obvious lower bound of $O(\frac{d}{\rho})$.

The previous results showed that we can efficiently recover the matrix $A^*$ given that the link function is uniformly expansive. We now consider non-expansive functions and show that parameter recovery is hard in this case. In particular, we show that even for the case of $\phi = \text{ReLU}$, the noise being $\mathcal{N}(0, I)$, and $\|A^*\| \leq \frac{1}{2}$, the error has an information theoretic lower bound which is exponential in the dimension. We note that this is consistent with Theorem 3 in [32] which too has an exponential dependence on the dimension (since the matrix $K \succeq I$).

Before stating the results, we introduce some notation. Consider any algorithm $A$, with accepts input $(X_0, \ldots, X_T)$ and outputs an estimate $\hat{A} \in \mathbb{R}^{d \times d}$. For simplicity of calculation, we will assume that $X_0 = 0$ and $X_{t+1} = \text{ReLU}(A^*X_t) + \eta_t$. Since the mixing time is $O(1)$, similar results should hold for stationary sequences. We define the loss $L(A, T, A^*) = \mathbb{E}\|\hat{A} - A^*\|^2_2$, where the expectation is over the randomness in the data and the algorithm. By $\Theta(\frac{1}{2})$, we denote all the the elements of $B \in \mathbb{R}^{d \times d}$ such that $\|B\| \leq \frac{1}{2}$. The minimax loss is defined as:

$$L(\Theta(\frac{1}{2}), T) := \inf_{A^* \in \Theta(\frac{1}{2})} \sup_{A \in \mathcal{A}} L(A, T, A^*).$$

**Theorem 4 (ReLU Lower Bound).** For universal constants $c_0, c_1 > 0$, we have:

$$L(\Theta(\frac{1}{2}), T) \geq c_0 \min \left(1, \frac{\exp(c_1 d)}{T}\right).$$

We prove the theorem above using the two point method. We find a family of $A^*$ in $\Theta(\frac{1}{2}, T)$ such that $(X_t, \epsilon_d) = (\eta_{t-1}, \epsilon_d)$ with probability at-least $1 - \exp(-\Omega(d))$. Therefore, with a large probability, we only observe noise in the last co-ordinate and hence do not obtain any information regarding the last row of $A^*$ (i.e., $a^*_d$). We refer to Section C for a full proof.

**6 Proof Sketch**

**Quasi Newton Method.** Let $a^*_i$ be the $i$-th row of $A^*$ and $a_i(l)$ be the $i$-th row of $A_l$ both in column vector form. The proofs of Theorems 1 and 2 follow once we consider the lyapunov function $\Delta_{t,i} = \|G^{1/2}(a_i(l) - a^*_i)\|$ and show that

$$\Delta_{t+1,i} \leq (1 - 2\gamma\zeta)\Delta_t + \gamma\|\hat{G}^{1/2}\hat{N}_i\|$$

Where $\hat{N}_i := \frac{1}{T} \sum_{t=0}^{T-1} \langle \epsilon_i, \eta_t \rangle X_t$. In the case of Theorem 3, we use the sub-Gaussianity of the noise sequence and a martingale argument to obtain a high probability upper bound on $\sum_{i=1}^d \|\hat{G}^{1/2}\hat{N}_i\|^2$.
In the heavy tailed case considered in Theorem 2, we use mixing time arguments along with Payley-Zygmund inequality to show the high probability lower isometry $G \succeq c_0 G$ for some universal constant $c_0$ (see Lemma 3). Using this lower isometry, we can replace $G$ in Equation (4) with $G$. The upper bounds follow once we note that $\mathbb{E}N_i G^{-1}N_i = \frac{\sigma^2 d}{t}$.

**SGD-RER.** Due to the observations made in Section 4 we can split the analysis into the following parts, which are explained in detail below.

1. Analyze the reverse order SGD within the buffers.
2. Treat successive buffer as independent samples.
3. Give a bias-variance decomposition similar to the case of linear regression.
4. Use algorithmic stability to control ‘spurious’ coupling introduced by non-linearity in the bias-variance decomposition.

**Coupled Process.** We deal with the dependence between buffers using a fictitious coupled process, constructed just for the sake of analysis (see Definition 2). Leveraging the gap $u$, this process $(\tilde{X}_r)$ is constructed such that $\tilde{X}_r \approx X_r$ with high probability and the ‘coupled buffers’ containing data $\tilde{X}$ instead of $X$ are exactly independent. Since $\tilde{X}_r \approx X_r$, the output of SGD – RER run with the fictitious coupled process should be close output of SGD – RER run with the actual data points. We then use the strategy outlined above to analyze SGD – RER with the coupled process. In the analysis given for SGD – RER, all the quantities with $\tilde{X}$ involve the coupled process $\tilde{X}$ instead of the real process $X$.

**Non-Linear Bias Variance Decomposition.** We use the mean value theorem to linearize the non-linear problem. This works effectively when the step size $\gamma$ is a vanishing function of the horizon $T$. Observe that the single SGD/SGD – RER step for a single row can be written as:

$$a_i^* - a_i^* = a_i - a_i^* - 2\gamma(\phi((a_i, X_r)) - \phi((a_i^*, X_r)))X_r + 2\gamma\langle \eta_r, e_i \rangle X_r$$

$$= (I - 2\gamma\phi'(\beta_r)X_rX_r^\top)(a_i - a_i^*) + 2\gamma\langle \eta_r, e_i \rangle X_r$$

In the second step, we have used the mean value theorem. Equation (7) can be interpreted as follows: the matrix $(I - 2\gamma\phi'(\beta_r)X_rX_r^\top)$ ‘contracts’ the distance between $a_i$ and $a_i^*$ whereas the noise $2\gamma\langle \eta_r, e_i \rangle X_r$ is due to the inherent uncertainty. This gives us a bias-variance decomposition similar to the case of SGD with linear regression. We refer to Section C.5 for details on unrolling the recursion in Equation (7) to obtain the exact bias-variance decomposition.

**Algorithmic Stability:** Unfortunately, non-linearity results in a ‘coupling’ between the contraction matrices through the iterates via the first derivative $\phi'(\beta_r)$ due to reverse order traversal. This is an important issue since unrolling the recursion in (7), we encounter terms such as $\langle \eta_r, e_i \rangle (I - 2\gamma\phi'(\beta_{r-1})X_{r-1}X_{r-1}^\top)X_r$, which have zero mean in the linear case. However, in the non-linear case, $\beta_{r-1}$ depends on $\eta_r$ due to reverse order traversal. We show that such dependencies are ‘weak’ using the idea of algorithmic stability (45 46). In particular, we establish that the output of the algorithm is not affected too much if we re-sample the entire data trajectory by independently re-sampling a single noise co-ordinate $\langle \eta_r, e_i \rangle$ becomes $\eta_r^*$ and $\beta_{r-1}$ becomes $\beta_{r-1}^*$ when the step size $\gamma$ is small enough (in other words, the output is stable under small perturbations). Via second derivative arguments, we show that $\beta_{r-1} \approx \beta_{r-1}^*$.

Now observe that resampling noise $\eta_r$ does not affect the past value of data i.e, $X_r, X_{r-1}$ and is independent of $\beta_{r-1}^*$ by construction. Therefore

$$0 = \mathbb{E}\langle \eta_r, e_i \rangle (I - 2\gamma\phi'(\beta_{r-1})X_{r-1}X_{r-1}^\top)X_r \approx \mathbb{E}\langle \eta_r, e_i \rangle (I - 2\gamma\phi'(\beta_{r-1})X_{r-1}X_{r-1}^\top)X_r$$

Such a resampling procedure is also explored in [47] for the analysis of SGD with random reshuffling.

We put together all the ingredients above in order to prove the error bounds given in Theorem 3.

7 **Experiments**

In this section, we compare performance of our methods SGD – RER and Quasi Newton method on synthetic data against the performance of standard baselines SGD (called ‘Forward SGD’ here),
GLMtron, along with the SGD – ER method that applies standard experience replay technique i.e., the points from a buffer are sampled randomly instead of the reverse order. Since GLMtron and Quasi Newton Method are offline and SGD – RER, SGD and SGD – ER are streaming, we compare the algorithms by plotting parameter error measured by the Frobenius norm with respect to the compute time. We also compare error vs. number of iterations for the streaming algorithms. We show the results of additional experiments by considering various buffer sizes and heavy tailed noise in Section A.

**Synthetic data:** We sample data from NLDS($A^*$, $\mu$, $\phi$) where $\mu \sim \mathcal{N}(0, \sigma^2 I)$ and $A^* \in \mathbb{R}^{d \times d}$ is generated from the "RandBiMod" distribution. That is, $A^* = U\Lambda U^\top$ with random orthogonal $U$, and $\Lambda$ is diagonal with $(d/2)$ entries on diagonal being $\rho$ and the remaining diagonal entries are set to $\rho/3$. $\phi$ is the leaky ReLU function given by $\phi(x) = 0.5x1(x < 0) + x1(x \geq 0)$. We set $d = 5$, $\rho = 0.98$ and $\sigma^2 = 1$. We set a horizon of $T = 10^5$.

**Algorithm Parameters** We set $B = 240$ and $u = 10$ for the buffer size and gap size respectively for both SGD – RER and SGD – ER and use full averaging (i.e, $\theta = 0$ in Algorithm 2). We set the step size $\gamma = \frac{5 \log T}{T}$ for SGD, SGD – RER, and SGD – ER and $\gamma_{\text{newton}} = 0.2$ and $\gamma_{\text{GLMtron}} = 0.017$.

From Figure 2 observe that SGD – ER and SGD obtain sub-optimal results compared SGD – RER, Quasi Newton Method and GLMtron. After a single pass, the performance of SGD – RER almost matches that of the offline algorithms. The step sizes for GLMtron have to be chosen to be small in-order to ensure that the algorithm does not diverge as noted in Section 3, which slows down its convergence time compared to the Quasi Newton method. We set the step size to be as large as possible without obtaining divergence to infinity.

**8 Conclusion**

In this work, we studied the problem of learning non-linear dynamical systems of the form (1) from a single trajectory and analyzed offline and online algorithms to obtain near-optimal error guarantees. In particular we showed that mixing time based arguments are not necessary for learning certain classes of non-linear dynamical systems. Even though we show that one cannot hope for efficient parameter recovery with non-expansive link functions like ReLU, we do not deal with the problem of minimizing the ‘prediction’ error - where we output a good predictor based on samples, without parameter recovery. We believe that this problem would require significantly different set of techniques than the ones established in this work and hope to investigate this in future work. Presently our work only deals with specific kinds of Markovian time evolution. It would also be interesting to understand in general, the kind of structures which allow for learning without mixing based arguments. Another related direction is to design simple and efficient algorithms like SGD – RER for learning with various models of dependent data by unraveling the dependency structure present in the data.
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A Additional Experiments

Based on the feedback from reviewers, we perform the following additional experiments which explore the robustness of the choice of buffer size in SGD−RER, choice of step sizes for GLMtron and the behavior of the said algorithms with heavy tailed noise with a similar setup as in Section 7.

We first do an experimental study about the robustness of SGD−RER to the choice of buffer size in Figure 3a. Notice that the performance remains the same for a large range of buffer sizes (100 to 2000). However, the performance degrades when the buffer size is too large (≈10000). We believe this is the case since the number of buffers decreases as the buffer size increases and the output is averaged over too few number of iterates (In the case of B = 10000, the final output is just an average of 10 iterates).

Next, we consider the range of step sizes which allow GLMtron to converge in Figure 3b in order to supplement the discussion in Sections 7 and 3 regarding GLMtron requiring smaller step sizes. In smooth convex optimization, it is typically the case that the iterates diverge to infinity if the step size is chosen to be too large. Theoretically, this largest step-size is $\frac{2}{L}$ where $L$ is the largest eigenvalue of the Hessian. In the case of GLMtron, it was experimentally observed that if the step size was chosen to be about 1.5 times the step size reported in Section 7, the iterates diverged. Quasi Newton method essentially normalizes the gradient with the inverse of the Hessian (or rather an approximation of the Hessian) in order to let it converge faster with large step sizes.

In Figure 4, we consider the same system but with heavy tailed noise given by the student t distribution (scale $\nu = 4.1$) so that the 4-th moment exists but higher moments do not. The typical behavior of Forward SGD, SGD-ER, SGD-RER and Quasi Newton methods seems to be similar to that observed in the Sub-Gaussian noise case. However, GLMtron requires much smaller step sizes to ensure convergence and hence it takes much longer. We believe that the reason for this is related to the explanation given above for GLMtron step sizes. The largest eigenvalue of the Hessian depends on the quantity $X_iX_i^\top$, which can be much larger than in the sub-gaussian case and hence we need to pick much smaller step sizes. However, further research is needed to confirm this phenomenon.
also note that we did not provide theoretical guarantees for SGD-RER in the heavy tailed noise case. But it is still seen to typically perform very well.

## B Analysis of the Quasi Newton Method

In this Section, we give the proofs of Theorems 1 and 2. Let $e_1, \ldots, e_d$ be the standard basis vectors for $\mathbb{R}^d$. We will analyze the Quasi Newton method row by row.

**Definition 1.** Given a matrix $A = [a_1, a_2, \ldots, a_d]^T$, let $\mathcal{R}(A) = \{a_1, \ldots, a_d\}$ denote the set of vectors that are (transposes of) rows of the matrix $A$. We use $a^i$ to represent a generic row of $A$.

Follow Definition 1, we will consider the estimation of the $i$-th row $a^i_t$. Consider the gradient $\nabla L^{(i)}_{\text{prox}} : \mathbb{R}^d \rightarrow \mathbb{R}^d$ given by:

$$
\nabla L^{(i)}_{\text{prox}}(a) := \frac{1}{T} \sum_{t=0}^{T-1} (\phi(\langle a, X_t \rangle) - \langle \eta_t, e_i \rangle X_t).
$$

We can write

$$
\nabla L^{(i)}_{\text{prox}}(a) = \frac{1}{T} \sum_{t=0}^{T-1} (\phi(\langle a, X_t \rangle) - \phi(\langle a^i_t, X_t \rangle)) X_t - (\eta_t, e_i) X_t
$$

$$
= \frac{1}{T} \sum_{t=0}^{T-1} \phi'(\beta_t)(a - a^i_t) X_t - (\eta_t, e_i) X_t
$$

$$
= \hat{K}_{a,i}(a - a^i_t) - \hat{N}_t
$$

Where $\beta_t$ exist because of the mean value theorem. We can make sense of $\beta_t$ even when $\phi$ is only weakly differentiable and check that the proof below still follows. Here, $\hat{K}_{a,i} := \frac{1}{T} \sum_{t=0}^{T-1} \phi'(\beta_t) X_t X_t^\top$ and $\hat{N}_t := \frac{1}{T} \sum_{t=0}^{T-1} (\eta_t, e_i) X_t$. In the first step we have used the dynamics in Equation (1) to write down $X_{t+1}$ in terms of $X_t$ and $\eta_t$.

We now define $\hat{G} \in \mathbb{R}^{d \times d}$ by $\hat{G} := \frac{1}{T} \sum_{t=0}^{T-1} X_t X_t^\top$. From the fact that $\zeta \leq \phi'(\beta_t) \leq 1$, we note that for every $a \in \mathbb{R}^d$:

$$
\hat{G} \succeq \hat{K}_{a,i} \succeq \zeta \hat{G}
$$

Now consider the Quasi Newton Step given in Algorithm 1

$$
a_i(l+1) = a_i(l) - 2\gamma \hat{G}^{-1} \nabla L^{(i)}_{\text{prox}}(a_i(l))
$$

Denoting $\hat{K}_{a_i(l),i}$ by $\hat{K}_{l,i}$ we use Equation (8) to conclude:

$$
a_i(l+1) - a^i_t = a_i(l) - a^i_t - 2\gamma \hat{G}^{-1} \hat{K}_{l,i} (a_i(l+1) - a^i_t) + 2\gamma \hat{G}^{-1} \hat{N}_i
$$

$$
\implies \sqrt{\hat{G}}(a_i(l+1) - a^i_t) = (I - 2\gamma \hat{G}^{-1/2} \hat{K}_{l,i} \hat{G}^{-1/2}) \sqrt{\hat{G}}(a_i(l) - a^i_t) + 2\gamma \hat{G}^{-1/2} \hat{N}_i
$$

Picking $\gamma < \frac{1}{2}$, we conclude from Equation (9) that:

$$
(1 - 2\gamma)I \preceq I - 2\gamma \hat{G}^{-1/2} \hat{K}_{l,i} \hat{G}^{-1/2} \preceq (1 - 2\gamma)I
$$

We use the equation above in Equation (10) along with triangle inequality to conclude:

$$
\|\sqrt{\hat{G}}(a_i(l+1) - a^i_t)\| \leq (1 - 2\gamma \zeta)\|\sqrt{\hat{G}}(a_i(l) - a^i_t)\| + 2\gamma \|\hat{G}^{-1/2} \hat{N}_i\|
$$

Unrolling the recursion above, we obtain that:

$$
\|\sqrt{\hat{G}}(a_i(m) - a^i_t)\| \leq (1 - 2\gamma \zeta)^m \|\sqrt{\hat{G}}(a_i(0) - a^i_t)\| + \sum_{l=0}^{m-1} 2\gamma (1 - 2\gamma \zeta)^l \|\hat{G}^{-1/2} \hat{N}_i\|
$$

$$
\leq (1 - 2\gamma \zeta)^m \|\sqrt{\hat{G}}(a_i(0) - a^i_t)\| + \frac{1}{\zeta} \|\hat{G}^{-1/2} \hat{N}_i\|
$$
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Letting $A_m$ be the matrix with rows $a_i(m)$, we conclude:

$$
\|A_m - A^*\|_F^2 \leq 2 \frac{\lambda_{\max}(G)}{\lambda_{\min}(G)} (1 - 2\gamma \zeta)^{2m} \|A_0 - A^*\|_F^2 + \frac{2}{\zeta^2 \lambda_{\min}(G)} \sum_{i=1}^d \|\hat{G}^{-1/2} \hat{N}_i\|^2
$$

(11)

Proof of Theorems 1 and 2 follow once we provide high probability bounds for various terms in Equation (11). We will first define some notation. Let $S(\rho, T) := \sum_{t=0}^T \rho^{T-t}$. For $R, \kappa > 0$, we define the following events

1. $D_T(R) := \{ \sup_{0 \leq t \leq T} \|X_t\|^2 \leq R \}$
2. $E_T(\kappa) := \{ \hat{G} \geq \frac{\sigma^2}{R} \}$
3. $D_T(R, \kappa) := D_T(R) \cap E_T(\kappa)$

**Lemma 1.** Under the Assumptions of Theorem 1 suppose $\delta \in (0, 1/2)$ and take $R = C_\rho C_\eta S(\rho, T)^2 d\sigma^2 \log\left(\frac{2T}{\delta}\right)$, $\kappa = 2$, and $T \geq C_3 \left( d \log\left(\frac{R}{\sigma^2}\right) + \log\left(\frac{1}{\delta}\right) \right)$

$$
\mathbb{P}\left( \sum_{i=1}^d \|\hat{G}^{-1/2} \hat{N}_i\|^2 \leq \frac{C_\eta \sigma^2}{T} \left[ d^2 \log(1 + \frac{R}{\sigma^2}) + d \log\left(\frac{1}{\delta}\right) \right] \cap D_T(R, \kappa) \right) \geq 1 - 2d\delta
$$

Where $C, C_3$ are constants depending only on $C_\eta$.

We refer to Section H for the proof.

**Lemma 2.** Suppose the Assumptions of Theorem 2 hold. There exist universal constants $C, C_1, c_0 > 0$ such that whenever $\delta \in (0, 1/2)$, $R := \frac{4T^2 C_3 \sigma^2}{(1-\rho)^2 \delta}$ and $T \geq C d \log\left(\frac{1}{\delta}\right) \log\left(\frac{R}{\sigma^2}\right) \max\left( \frac{4C_\eta^6 M_4}{(1-\rho)^2 \sigma^2}, \frac{\log\left(\frac{RC_1 C_3}{\sigma^2}\right)}{\log\left(\frac{2}{\rho}\right)} \right)$, we have with probability at-least $1 - \delta$:

1. $\hat{G} \geq c_0 G$
2. $\lambda_{\max}(\hat{G}) \leq R$

Where $G := \mathbb{E}X_t X_t^\top$

We give the proof of this lemma in Section H.

### B.1 Proof of Theorem 1

**Proof.** Note that $R$ in Lemma 1 is the same as $R^*$ in the statement of Theorem 1. We combine the result of Lemma 1 with the Equation (11). Under the event $D_T(R^*, \kappa)$, we have $rac{\lambda_{\max}(\hat{G})}{\lambda_{\min}(\hat{G})} \leq \frac{2R}{\sigma^2}$ almost surely. Hence the result follows.

### B.2 Proof of Theorem 2

**Proof.** We again begin with Equation (11).

$$
\|A_m - A^*\|_F^2 \leq 2 \frac{\lambda_{\max}(G)}{\lambda_{\min}(G)} (1 - 2\gamma \zeta)^{2m} \|A_0 - A^*\|_F^2 + \frac{2}{\zeta^2 \lambda_{\min}(G)} \sum_{i=1}^d \|\hat{G}^{-1/2} \hat{N}_i\|^2
$$
Let the event described in Lemma 2 be \( \mathcal{W} \). Under this event, \( \lambda_{\min} \left( \hat{G} \right) \geq c_0 \lambda_{\min} (G) \), \( \lambda_{\max} (G) \leq R \) and \( \hat{G}^{-1} \leq \frac{1}{c_0} G^{-1} \). Therefore, we conclude:

\[
\|A_m - A^*\|_F^2 \leq 2 \frac{R}{c_0 \lambda_{\min}(G)} (1 - 2 \gamma \zeta)^{2m} \|A_0 - A^*\|_F^2 + \frac{2}{\zeta c_0 \lambda_{\min}(G)} \sum_{i=1}^d \hat{N}_i^T G^{-1} \hat{N}_i
\]

Now, consider \( \mathbb{E}\|A_m - A^*\|_F^2 \mathbb{I}(\mathcal{W}) \). To conclude the result of the Theorem, we will show that \( \mathbb{E}N_i^T G^{-1}N_i \mathbb{I}(\mathcal{W}) \leq \frac{d \sigma^2}{T} \). Indeed:

\[
\mathbb{E}\hat{N}_i^T G^{-1} \hat{N}_i \mathbb{I}(\mathcal{W}) \leq \mathbb{E}\hat{N}_i^T G^{-1} \hat{N}_i = \frac{1}{T^2} \sum_{t,s=0}^{T-1} \mathbb{E}\langle \eta_t, e_i \rangle \langle \eta_s, e_i \rangle X_i^T G^{-1} X_s
\]

(12)

Observe that whenever \( t > s \), \( \eta_t \) has mean zero and is independent of \( X_t, X_s \) and \( \eta_s \). Therefore, \( \mathbb{E}\langle \eta_t, e_i \rangle \langle \eta_s, e_i \rangle X_i^T G^{-1} X_s = 0 \). When \( t = s \), we conclude using the fact that \( \mathbb{E}X_t X_i^T = G \) that \( \mathbb{E}\langle \eta_t, e_i \rangle^2 X_i^T G^{-1} X_i = d \sigma^2 \). Using the calculations above and Equation (12), we conclude that:

\[
\mathbb{E}\|A_m - A^*\|_F^2 \mathbb{I}(\mathcal{W}) \leq \frac{2d^2 \sigma^2}{c_0^2 T \lambda_{\min}(G)} + 2 \frac{R}{c_0 \lambda_{\min}(G)} (1 - 2 \gamma \zeta)^{2m} \|A_0 - A^*\|_F^2
\]

\[\square\]

### C Analysis of SGD-RER

In this section we consider the following \((X_0, X_1, \ldots, X_T)\) to be a stationary sequence from NLDS\((A^*, \mu, \phi)\). We make Assumptions 1, 2, 3 and 5. We aim to analyze Algorithm 2 and then prove Theorem 3.

The data is divided into buffers of size \( B \) and the buffers have a gap of size \( u \) in between them. Let \( S = B + u \). The algorithm runs SGD with respect to the proxy loss \( L_{\text{prox}} \) in the order described in Section 6. Formally, let \( X_j^t \equiv X_{t + j} \) denote the the \( j \)-th sample in buffer \( t \). We denote, for \( 0 \leq i \leq B - 1, X_{t+1}^i \equiv X_{(s-1)i+j}^t \) i.e., the \( i \)-th processed sample in buffer \( t \). We use similar notation for noise samples i.e., \( \eta_j^t \equiv \eta_{s+j} \) and \( \eta_{j}^{t-1} \equiv \eta_{(s-1)j}^t \).

The algorithm iterates are denoted by the sequence \((A^t_i : 0 \leq t \leq N - 1, 0 \leq i \leq B - 1)\) where \( A^t_i \) denotes the iterate obtained after processing \( i \)-th (reversed) sample in buffer \( t \) and \( N = T/S \) is the total number of buffers. Note that we enumerate buffers from 0, 1, \( \cdots \), \( N - 1 \). Formally

\[
A_{t+1} = A_{t} - 2 \gamma \left( \phi(A_{t} X_{t+1} - X_{t+1}^{i-1}) X_{t+1}^{i-1} \right)
\]

for \( 1 \leq t \leq N, 0 \leq i \leq B - 1 \) and we set \( A_0^t = A_{B}^t \) with \( A_0^0 = A_0 \).

The algorithm outputs the tail-averaged iterate at the end of each buffer \( t \):

\[
\hat{A}_{t_0,t} = \frac{1}{t-t_0} \sum_{t=t_0}^t A_{t-1}^t \text{ where } 1 \leq t \leq N \text{ and } 0 \leq t_0 \leq t - 1.
\]

### C.1 Proof Strategy

The proof of Theorem 3 involves many intricate steps. Therefore, we give a detailed overview about the proof below.

1. In Section C.2, we first construct a fictitious coupled process \( \bar{X}_t \) such that for every data point within a buffer \( t, \| \bar{X}_t - X_t \| \leq \frac{1}{\sqrt{t}} \) for some fixed \( \alpha > 0 \) chosen arbitrarily beforehand. We then show that the iterates \( A^t_i \) which are generated with SGD — RER is run with the coupled process \( \bar{X}_t \) is very close to the actual iterate \( A^t_i \). The coupled process has the advantage that the data in the successive buffers are independent. We then only deal with the coupled iterates \( \bar{A}^t_i \) and appeal to Lemma 4 to obtain bounds for \( A^t_i \).
2. In Section C.3 we give the bias variance decomposition as is standard in the linear regression literature. We extend it to the non-linear case using the mean value theorem and treat the buffers as independent data samples. Here, the matrices $H^n_{0,B}^{-1}$ defined on the data in buffer $s$ ‘contracts’ the norm of $A_i^* - A^*$ giving the ‘bias term’ whereas the noise $\eta_i^*$ presents the ‘variance’ term which is due to the inherent uncertainly in the estimation problem.

3. We refer to Section [2] where we develop the contraction properties of the matrices $\prod_{s=0}^t H^n_{0,B}^{-1}$ where we show that $\| \prod_{s=0}^t H^n_{0,B}^{-1} \| \lesssim (1 - \zeta \gamma B \lambda_{\min}(G))^t$ in Theorem 10 after developing some probabilistic results regarding NLDS($A^*$, $\mu$, $\phi$). This allows us show exponential decay of the bias.

4. We then turn to the squared variance term in Section C.6. We decompose it into ‘diagonal terms’ with non-zero expectation and ‘cross terms’ with a vanishing expectation. Bounding the diagonal term is straightforward using standard recursive arguments and we give the bound in Claim I.

5. The ‘cross terms’ which vanish in expectation in the linear case, do not because of the coupling introduced by the non-linearities through the iterates (see Section 6 for a short description). However, we establish ‘algorithmic stability’ in Section C.7 where we show that the iterates depend only weakly on each of the noise vectors and hence the cross terms have expectation very close to zero. More specifically, we use the novel idea of re-sampling the whole trajectory ($\hat{X}_t$) by re-sampling one noise vector only and show that the iterates of SGD – RER are not affected much.

6. We use the ‘algorithmic stability’ bounds to bound the cross terms in Sections C.8. We then combine the bounds to obtain the bound on the ‘variance term’.

7. Finally, we analyze the tail averaged output in Sections C.10 C.11 and C.12 and then combine these ingredients to prove Theorem 3.

C.2 Basic Notations and Coupled Process

Definition 2 (Coupled process). Given the co-variates $\{X_t : \tau = 0, 1, \ldots, T\}$ and noise $\{\eta_t : \tau = 1, \ldots, T\}$, we define $\{\hat{X}_t : \tau = 0, 1, \ldots, T\}$ as follows:

1. For each buffer $t$ generate, independently of everything else, $\hat{X}_0^t \sim \pi$, the stationary distribution of the NLDS($A^*$, $\mu$, $\phi$) model.

2. Then, each buffer has the same recursion as eq [1]:

$$\hat{X}^t_{i+1} = \phi(A^* \hat{X}^t_i) + \eta^t_i, \ i = 0, 1, \ldots, S - 1,$$

where the noise vectors as same as in the actual process $\{X_t\}$.

Lemma 3 (Coupling Lemma). Under Assumption 4 for any buffer $t$, we have

$$\|X^t_i - \hat{X}^t_i\| \leq C \rho^t \|X^t_0 - \hat{X}^t_0\|,$$

a.s. Hence

$$\|X^t_i X^t_i - \hat{X}^t_i \hat{X}^t_i\| \leq 2(\sup_{\tau \leq T} \|X_\tau\|) \|X^t_i - \hat{X}^t_i\| \leq 4 \sup_{\tau \leq T} \|X_\tau\|^2 C \rho^t \tag{15}$$

With the above notation, we can write (13) in terms of a generic row (say row $r$) $a^{t-1}_{i+1}$ of $A^{t-1}$ as follows. Let $\epsilon^{t-1}_i$ denote the element of $\eta^{t-1}_i$ in row $r$. Similarly let $a^{t-1} = (a^*)^T$ denote the row $r$ of $A^*$. Then

$$a^{t-1}_{i+1} = a^{t-1}_i - 2\gamma(\phi(X^{t-1}_i a^{t-1}_i) - \phi(X^{t-1}_i a^*))X^{t-1}_i + 2\gamma \epsilon^{t-1}_i X^{t-1}_i \tag{16}$$

Now, by the mean value theorem we can write

$$\phi(X^{t-1}_i a^{t-1}_i) - \phi(X^{t-1}_i a^*) = \phi'(\xi^{t-1}_i)(a^{t-1}_i - a^*)^T X^{t-1}_i \tag{17}$$

where $\xi^{t-1}_i$ lies between $X^{t-1}_i a^{t-1}_i$ and $X^{t-1}_i a^*$. Hence we obtain

$$(a^{t-1}_{i+1} - a^*)^T = (a^{t-1}_i - a^*)^T (I - 2\gamma \phi'(\xi^{t-1}_i)X^{t-1}_i X^{t-1}_i) + 2\gamma \epsilon^{t-1}_i X^{t-1}_i \tag{18}$$
We make Assumptions 1, 2, 3 and 5 throughout. We set the parameters for SGD – RER iterates run with the coupled process \( \tilde{X}^t \) as follows:

\[
\tilde{A}_0^0 = A_0^0
\]

\[
\tilde{A}_{i+1}^{t-1} = \tilde{A}_i^{t-1} - 2\gamma \left( \phi(\tilde{A}_i^{t-1} \tilde{X}_i^{t-1}) - \tilde{X}_i^{t-1} \right) \tilde{X}_i^{t-1,T}
\]

(19)

Using Lemma 3 we can show that \( \tilde{A}_i^t \approx A_i^t \). Note that successive buffers for the iterates \( \tilde{A}_i^t \) are actually independent. We state the following lemma which shows that we can indeed just analyze \( \tilde{A}_i^t \) and then from this obtain error bounds for \( A_i^t \). We refer to Section 3 for the the proof.

Lemma 4. Suppose \( \gamma < \frac{1}{2R_{\max}} \), we have for every \( t \in [N] \) and \( i \in [B] \).

\[
\|a_i^t - \tilde{a}_i^t\| \leq (16\gamma R_{\max}^2 T^2 + 8\gamma R_{\max} T)^{\rho^t}
\]

We note that we can just analyze the iterates \( \tilde{A}_i^t \) and then use Lemma 4 to infer error bounds for \( A_i^t \). Henceforth, we will only consider \( \tilde{A}_i^t \).

Before proceeding, we will set up some notation.

C.3 Notations and Events

We define the following notations. Let \( R > 0 \) to be decided later.

\[
X_i^t = X_{(S-1)-i}^t, \quad 0 \leq i \leq S - 1,
\]

\[
\phi'(\tilde{\xi}_i^t) = \frac{\phi(\tilde{a}_i^{t,T} \tilde{X}_i^t) - \phi(a_i^{*,T} \tilde{X}_i^t)}{(\tilde{a}_i^t - a_i^*) \tilde{X}_i^T}
\]

\[
\tilde{P}_i^t = \left(I - 2\gamma \phi'(\tilde{\xi}_i^t) \tilde{X}_i^t \tilde{X}_i^{t,T}\right), \quad \tilde{H}_{i,j} = \left\{ \prod_{s=1}^t \tilde{P}_s^{i,j} i \leq j \right\}
\]

\[
\tilde{\gamma} = 4\gamma (1 - \gamma R), \quad C_i^{t,j} = \left\{ \|X_i^t - \| \leq R \right\}, \quad \tilde{C}_i^{t,j} = \left\{ \|X_i^t \| \leq R \right\}
\]

\[
\mathcal{D}_i^{j} = \left\{ \|X_i^t \|^2 \leq R : j \leq i \leq B - 1 \right\} = \bigcap_{i=1}^{B-1} C_i^{t,j},
\]

\[
\mathcal{D}_{s,t} = \left\{ \bigcap_{r=s}^t \mathcal{D}_i^{r} \big| \bigcap_{s=t} \mathcal{D}_i^{s} \big| \bigcap_{s=t} \mathcal{D}_i^{s,t} \right\}
\]

To execute algorithmic stability arguments, we will need to independently resample individual noise co-ordinates. To that end, define \( (\tilde{\eta}_t)_{r} \) drawn i.i.d from the noise distribution \( \mu \) and independent of everything else defined so far. We denote their generic rows by \( \tilde{\xi} \). We use the following events which correspond to a generic row

\[
\mathcal{E}_{i,j}^{t} = \left\{ \|\tilde{\xi}_i^t - \| \leq \beta, \|\tilde{\xi}_i^t - \| \leq \beta : i \leq k \leq j \right\}
\]

C.4 Setting the Parameter Values:

We make Assumptions 1, 2, 3 and 5 throughout. We set the parameters for SGD – RER as follows for the rest of the analysis. We note that some of these parameter values were set in Section 3.

1. \( \alpha \geq 10 \)
2. \( \beta = 4C_d\sigma^2(\alpha + 2) \log 2T \)
3. \( R \geq \frac{16(\alpha + 2)Cd^2\sigma^2 \log T}{1 - \rho} \)
Then, on the event \( \hat{\beta} \), we call the above the Lemma 5.

We have the following simple lemma on bias-variance decomposition.

\[
\left( \hat{a}^t - a^* \right) = (a_0 - a^*) \prod_{s=0}^{t-1} \hat{H}^s_{0,B-1} + 2\gamma \sum_{r=1}^{t} \sum_{j=0}^{B-1} \xi_{-j}^t X_{-j}^t \hat{H}^t_{j+1,B-1} \prod_{s=r-1}^{1} \hat{H}^t_{0,B-1}
\]

We call the above the bias-variance decomposition where

\[
\left( \hat{a}^{t-1,b} - a^* \right) = (a_0 - a^*) \prod_{s=0}^{t-1} \hat{H}^s_{0,B-1}
\]

is the bias, and

\[
\left( \hat{a}^{t-1,v} \right) = 2\gamma \sum_{r=1}^{t} \sum_{j=0}^{B-1} \xi_{-j}^t X_{-j}^t \hat{H}^t_{j+1,B-1} \prod_{s=r-1}^{1} \hat{H}^t_{0,B-1}
\]

is the variance. We have the following simple lemma on bias-variance decomposition.

**Lemma 5.**

\[
\| \hat{a}^t - a^* \|^2 \leq 2 \left( \| \hat{a}^{t-1,b} - a^* \|^2 + \| \hat{a}^{t-1,v} \|^2 \right)
\]

### C.6 Variance of last iterate - Diagonal Terms

In this section our goal is to decompose \( \| \hat{a}^{t-1,v} \|^2 \) into diagonal terms and cross terms. We will then proceed to bound the diagonal terms. First, we have a preliminary lemma, which can be shown via a simple recursion.

**Lemma 6.** For \( k \leq t \) define \( S_k^t \) as

\[
S_k^t = \sum_{r=k}^{t} \sum_{j=0}^{B-1} \phi_j (\xi_{-j}^r) \left( \prod_{s=1}^{r-1} \hat{H}^s_{0,B-1} \right) \hat{H}^{t-r} \hat{X}^{t-r}_{-j} \hat{H}_{j+1,B-1}^{t-r} \prod_{s=r-1}^{1} \hat{H}^t_{0,B-1}
\]

Then, on the event \( \hat{\beta} \), we have

\[
S_k^t \leq \frac{1}{\hat{\gamma}} \left( I - \left( \prod_{s=1}^{t} \hat{H}^s_{0,B-1} \right) \left( \prod_{s=t}^{1} \hat{H}^t_{0,B-1} \right) \right)
\]

where \( \hat{\gamma} = 4\gamma(1 - \gamma R) \)
Proof. The proof is similar to that of [19, Claim 1]. \hfill \Box

Next, we write \( \|z_{B-1}^{t-r}v\|^2 \) as
\[
\|z_{B-1}^{t-r}v\|^2 = \sum_{r=1}^{t} \sum_{j=0}^{B-1} Dg(t, r, j) + \sum_{r_1, r_2, j_1, j_2} Cr(t, r_1, r_2, j_1, j_2)
\]
where the second sum is over \((r_1, j_1) \neq (r_2, j_2)\) and
\[
Dg(t, r, j) = 4\gamma^2 (\varepsilon_{t-r,j}^2 + \hat{X}_{t-r,j}^T \hat{H}_{j+1, B-1}^{t-r} \left( \prod_{s=r-1}^{r-1} \hat{H}_{0, B-1}^{t-s} \right) \hat{H}_{j+1, B-1}^{t-r} \hat{X}_{t-r,j})
\]
and
\[
Cr(t, r_1, r_2, j_1, j_2) = 4\gamma^2 (\varepsilon_{t-r_1,j_1}^2 + \hat{X}_{t-r_1,j_1}^T \hat{H}_{j+1, B-1}^{t-r_2} \left( \prod_{s=r_2-1}^{r_2-1} \hat{H}_{0, B-1}^{t-s} \right) \hat{H}_{j+1, B-1}^{t-r_2} \hat{X}_{t-r_1,j_1}^T \varepsilon_{t-r_1,j_1}^2)
\]
Finally, we bound the diagonal term:

Claim 1.
\[
E \left[ \sum_{r=1}^{t} \sum_{j=0}^{B-1} Dg(t, r, j) \right] \leq \frac{\gamma d}{\zeta(1 - \gamma R)} \beta + 16C_0 \sigma^2 \gamma^2 \beta RT \frac{1}{T^\alpha/2}
\]
Proof. Notice that we can write
\[
Dg(t, r, j) \leq 4\gamma^2 (\beta + |\varepsilon_{t-r,j}^2| |\varepsilon_{t-r,j}^2| > \beta)
\]
\[
\hat{X}_{t-r,j}^T \hat{H}_{j+1, B-1}^{t-r} \left( \prod_{s=r-1}^{r-1} \hat{H}_{0, B-1}^{t-s} \right) \hat{H}_{j+1, B-1}^{t-r} \hat{X}_{t-r,j}
\]
Further
\[
\hat{X}_{t-r,j}^T \hat{H}_{j+1, B-1}^{t-r} \left( \prod_{s=r-1}^{r-1} \hat{H}_{0, B-1}^{t-s} \right) \hat{H}_{j+1, B-1}^{t-r} \hat{X}_{t-r,j} \leq R
\]
Combining the above two we obtain
\[
\sum_{r=1}^{t} \sum_{j=0}^{B-1} Dg(t, r, j) \left\| \hat{D}^{0,t-1} \right\| \leq 4\gamma^2 \beta \frac{\text{Tr} S^1_t}{\zeta} + R \sum_{r=1}^{t} \sum_{j=0}^{B-1} |\varepsilon_{t-r,j}^2| |\varepsilon_{t-r,j}^2| > \beta
\]
where \( S^1_t \) is defined in (25). Now taking expectation, and using lemma 6 and Cauchy-Schwarz inequality for the first and second terms, respectively, in (33) we obtain the claim. Here we use the fact that \( E \left| |\varepsilon_{t-r,j}^2| \right| \leq 16C_0 \sigma^2 \text{ from [43, Theorem 2.1]} \) \hfill \Box

C.7 Algorithmic stability

In order to bound the cross terms in the variance, we need the notion of algorithmic stability. Here the idea is that if \( \phi \) was identity, then \( E \left[ Cr(t, r_1, r_2, j_1, j_2) \right] \) would vanish. But in the non-linear setting, this does not happen due to dependencies between \( \varepsilon_{t-r,j}^2 \) and \( \hat{H}_{j+1, B-1}^{t-r_2} \left( \prod_{s=r_2-1}^{r_2-1} \hat{H}_{0, B-1}^{t-s} \right) \) through the algorithmic iterates. We can still show that \( E \left[ Cr(t, r_1, r_2, j_1, j_2) \right] \approx 0 \) by showing that the iterates depend very weakly on each of the noise co-ordinates \( \varepsilon_{t-r,j}^2 \). So our idea is to use algorithmic stability: we re-sample the whole trajectory of \( X \) by re-sampling a single noise co-ordinate independently. We
then show that the iterates are not affected much by such a re-sampling, which shows that the iterates are only weakly coupled to each individual noise vector.

To that end, we need some additional notation. We have the data \((X_r)\) and the coupled process \((\bar{X}_r)\). Let the corresponding (coupled) algorithmic iterates be \((\bar{a}_s^r : 0 \leq s \leq N - 1, \ 0 \leq i \leq B - 1)\). Now \(\bar{a}_s^r\) are functions of \(X_0\) and noise vectors \(\{\eta_s^r : 0 \leq s \leq N - 1, 0 \leq i \leq S - 1\}\). Suppose we re-sample the noise \(\eta_{s,j}^r\) independently of everything else to get \(\bar{\eta}_{s,j}^r\). So the new noise samples are:

\[
\left(\eta_{0,0}^0, \eta_{1,0}^1, \ldots, \eta_{0,s-1}^0, \ldots, \eta_{0,r-1}^0, \eta_{r-1,s-1}^{S-1}, \eta_{S-1,s}^{S-1} - (j+1), \eta_{S-1,s}^{S-1} - j, \eta_{S-1,s}^{S-1} - (j-1), \ldots \right).
\]

We then run the dynamics in Equation (1) with the new noise samples to obtain \((\bar{X}_r)\) and the new coupled process \((\bar{\bar{X}}_r)\) obtained through the new noise sequence (but same stationary renewal given in Definition 2), and they satisfy the following:

\[
\bar{X}_{s,i}^r = \left\{ \begin{array}{ll}
X_{s,i}^r & s < r, 0 \leq i \leq S - 1 \\
X_{r,i}^r & s = r, j \leq i \leq S - 1
\end{array} \right.
\]

\[
\bar{\bar{X}}_{s,i}^r = \left\{ \begin{array}{ll}
\bar{X}_{s,i}^r & s \in \{1, \ldots, r - 1, r + 1, \ldots, N - 1\}, 0 \leq i \leq S - 1 \\
\bar{X}_{r,i}^r & s = r, j \leq i \leq S - 1
\end{array} \right.
\]

We obtain the iterates \(\bar{a}_s^r\) by running the update Equation (13) with the data \(\bar{X}_r\) instead of \(X_r\). Accordingly, the algorithmic iterates change to \((\bar{\bar{a}}_s^r : 0 \leq s \leq N - 1, 0 \leq i \leq B - 1)\) that satisfy

\[
\bar{\bar{a}}_s^r = \bar{a}_s^r \quad \text{for } s < r, 0 \leq i \leq B - 1
\]

This is because, resampling \(\eta_r\) does not change the value of data \(\bar{X}_r\) for \(r' \leq r\). Under the setting we have the following lemma:

**Lemma 7.** Let \(A^{-1}\) be the following event

\[
A^{-1} = \bigcap_{r=0}^{t-1} \bigcap_{j=0}^{B-1} \left\{ \||\bar{a}_j^r - a^r|| \leq ||a_0 - a^r|| + \bar{C}_r \sqrt{R^3} / \zeta \lambda_{\text{min}} \right\}
\]

For some constant \(\bar{C}\) depending only on \(C_\eta\), we have for any \(1 \leq t \leq N\)

\[
\mathbb{P} \left[ \hat{D}^{0,N-1} \cap A^{N-1} \cap \bigcap_{r=0}^{N-1} \hat{C}_r \right] \geq 1 - \frac{1}{T^\alpha}
\]

Further more, on the event \(\bar{C}_r \cap \hat{D}^{r,N-1} \cap A^r\) we have:

\[
\bar{a}_s^r = \bar{a}_s^r, \quad 0 \leq s < r, 0 \leq i \leq B - 1
\]

\[
\bar{a}^r_0 = \bar{a}_0^r
\]

and for \(s \geq r\) we have

\[
\||\bar{a}_s^r - a_s^r|| \leq \bar{C}_2 \gamma R B \sqrt{R^3} / \zeta \lambda_{\text{min}} + 8 \gamma R B \|a_0 - a^r\| \leq \bar{C}_2 \gamma R B \sqrt{R^3} / \zeta \lambda_{\text{min}}
\]

We give the proof in Section 1.

**Remark 3.** In expression (38), we have suppressed the dependence of \(\|a_0 - a^r\|\) for the ease of exposition with the rationale being that since \(a_0 = 0\), it could be lower order compared to \(\sqrt{R^3}\).

Hence we see from the above lemma that changing a particular noise sample in a particular buffer perturbs the algorithmic iterates by \(O(\gamma \text{poly}(RB))\).

Let \(\mathcal{R}_{s,j}^r\) denote the re-sampling operator corresponding to re-sampling \(\eta_{s,j}^r\). That is, for any function \(f((a_r), (X_r), (\bar{X}_r))\) we have

\[
\mathcal{R}_{s,j}^r \left( f((a_r), (\bar{a}_r), (X_r), (\bar{X}_r)) \right) = f((\bar{a}_r), (\bar{a}_r), (X_r), (\bar{X}_r))
\]

We will drop the subscripts and superscripts on \(\mathcal{R}\) when there is no ambiguity on which noise is re-sampled. First we will prove a lemma that bounds the effect of re-sampling.
Lemma 8. On the event $\mathcal{E}_{0,j} \cap \bar{D}^{0,t-1} \cap A^{t-1}$, for some constant $C$ depending only on $C_{\eta}$:

$$
\left\| \tilde{H}_{j+1,B-1}^{t-r} - \tilde{H}_{j+1,B-1}^{t-s} + \mathcal{R}_{t-r}^{t-s} \tilde{H}_{j+1,B-1}^{t-s} \right\| \\
\leq C B t \| \phi'' \| \gamma^2 R^3 \sqrt{3} \zeta \lambda_{\min} 
$$

(40)

Proof. First, note that since we are re-sampling $\eta_{j-r}^{t-r}$, the only difference between $\mathcal{R}_{t-r}^{t-s} \tilde{H}_{j+1,B-1}^{t-r} \left( \prod_{s=r-1}^{1} \mathcal{R}_{s-r}^{t-r} \tilde{H}_{0,B-1}^{t-s} \right)$ and $\tilde{H}_{j+1,B-1}^{t-r} \left( \prod_{s=r-1}^{1} \mathcal{R}_{s-r}^{t-s} \tilde{H}_{0,B-1}^{t-s} \right)$ is that the algorithmic iterates $\hat{a}_j$ that appear in the latter (through $\phi' (\cdot)$) are replaced by $\tilde{a}_j$ in the former, but the covariates remain the same in both.

Now, the matrix $\tilde{H}_{j+1,B-1}^{t-r} \left( \prod_{s=r-1}^{1} \mathcal{R}_{s-r}^{t-s} \tilde{H}_{0,B-1}^{t-s} \right)$ is of the form $\prod_{l=1}^{k} A_l$ where $\|A_l\| \leq 1$ under the conditioned events and is of the form $I - 2 \gamma \phi'(\tilde{\xi}^{t-s}_i) \tilde{X}_i^{t-s} \tilde{X}_i^{t-s,\top}$. Similarly, we write:

$$
\mathcal{R}_{t-r}^{t-s} \tilde{H}_{j+1,B-1}^{t-r} \left( \prod_{s=r-1}^{1} \mathcal{R}_{s-r}^{t-s} \tilde{H}_{0,B-1}^{t-s} \right) = \prod_{l=1}^{k} A_l \text{ where } A_l = \mathcal{R}_{t-r}^{t-s} A_l. 
$$

Now consider the simple inequality under the condition that $\|A_l\|, \|\tilde{A}_l\| \leq 1$

$$
\left\| \prod_{l=1}^{k} A_l - \prod_{l=1}^{k} \tilde{A}_l \right\| \leq \sum_{l=1}^{k} \|A_l - \tilde{A}_l\| 
$$

(41)

Therefore, we will just bound each of the component differences $\|A_l - \tilde{A}_l\|$. To this end, consider a typical term $I - 2 \gamma \phi'(\tilde{\xi}^{t-s}_i) \tilde{X}_i^{t-s} \tilde{X}_i^{t-s,\top}$. We have

$$
(I - 2 \gamma \phi'(\tilde{\xi}^{t-s}_i) \tilde{X}_i^{t-s} \tilde{X}_i^{t-s,\top}) - \mathcal{R}_{t-r}^{t-r} \left( I - 2 \gamma \phi'(\tilde{\xi}^{t-s}_i) \tilde{X}_i^{t-s} \tilde{X}_i^{t-s,\top} \right) = 2 \gamma \phi'(\tilde{\xi}^{t-s}_i) - \mathcal{R}_{t-r}^{t-r} \phi'(\tilde{\xi}^{t-s}_i)) \tilde{X}_i^{t-s} \tilde{X}_i^{t-s,\top} 
$$

(42)

Now

$$
\phi'(\tilde{\xi}^{t-s}_i) - \mathcal{R}_{t-r}^{t-r} \phi'(\tilde{\xi}^{t-s}_i) = \frac{\phi(\tilde{a}_{r-s,i}^{t-s,\top} \tilde{X}_i^{t-s}) - \phi(a_{s-i}^{t-s,\top} \tilde{X}_i^{t-s})}{(\tilde{a}_{r-s,i}^{t-s} - a_{r-s,i})^\top \tilde{X}_i^{t-s}} - \frac{\phi(\tilde{a}_{r-s,i}^{t-s,\top} \tilde{X}_i^{t-s}) - \phi(a_{s-i}^{t-s,\top} \tilde{X}_i^{t-s})}{(\tilde{a}_{r-s,i}^{t-s} - a_{r-s,i})^\top \tilde{X}_i^{t-s}} 
$$

(43)

Now we can use the following simple result from calculus. Suppose $f$ is a real valued twice continuously differentiable function with bounded second derivative (denoted by $\|f''\|$). Fix $x_0 \in \mathbb{R}$. Let $g(x) = \frac{f(x) - f(x_0)}{x - x_0}$. By the mean value theorem, there exists $\xi$ such that:

$$
g'(x) = \frac{f(x_0) - f(x) + (x_0 - x)f'(x)}{(x - x_0)^2} = \frac{1}{2} f''(\xi) 
$$

Now for any $x, y$, we have

$$
|g(x) - g(y)| = |g'(\xi_1)(x - y)| \leq \frac{1}{2} \|f''\| |x - y|
$$

for some $\xi_1$ between $x$ and $y$. Here again we use the mean value theorem in the equality above. Now we will apply this result to $\phi$ with $x = \tilde{a}_{r-s,i}^{t-s,\top} \tilde{X}_i^{t-s}$, $y = \tilde{a}_{r-s,i}^{t-s,\top} \tilde{X}_i^{t-s}$ and $x_0 = a_{s-i}^{t-s,\top} \tilde{X}_i^{t-s}$ to get

$$
\left| \phi'(\tilde{\xi}^{t-s}_i) - \mathcal{R}_{t-r}^{t-r} \phi'(\tilde{\xi}^{t-s}_i) \right| \leq \frac{1}{2} \|\phi''\| \|\tilde{a}_{r-s,i}^{t-s} - \tilde{a}_{r-s,i}^{t-s}\| \left\| \tilde{X}_i^{t-s} \right\| 
$$

(44)
Now we appeal to lemma 7. In particular, using equation (38) we see that, on the event \( \mathcal{E}_{0,j} \cap \tilde{D}_{0,t-1} \cap A_{t-1} \),
\[
\phi'(\hat{\xi}_{t-s}^T) - \mathcal{R}^{t-r}_{-j} \phi'(\hat{\xi}_{t-s}^T) \leq \frac{1}{2} \left\Vert \phi'' \right\Vert 128C \gamma R B \sqrt{\frac{\beta}{\zeta_{\text{min}}}} \sqrt{R} \\
= 64C \left\Vert \phi'' \right\Vert \gamma R^2 B \sqrt{\frac{\beta}{\zeta_{\text{min}}}} \quad (45)
\]
\[
\Rightarrow \left\Vert 2\gamma(\phi'(\hat{\xi}_{t-s}^T) - \mathcal{R}^{t-r}_{-j} \phi'(\hat{\xi}_{t-s}^T)) \hat{X}_{t-i}^T \hat{X}_{t-s}^T \right\Vert \leq 128C \left\Vert \phi'' \right\Vert \gamma^2 R^3 B \sqrt{\frac{\beta}{\zeta_{\text{min}}}} \quad (46)
\]
We now use Equation (41) with \( k \leq Bt \) along with Equation (46) to conclude the statement of the lemma.

\[ \square \]

**C.8 Bound** \( \mathcal{C}_{r}(t, r_1, r_2, j_1, j_2) \)

Next we will bound \( \sum_r \sum_{j_1 \neq j_2} \mathcal{C}_{r}(t, r, j_1, j_2) \)

**Claim 2.**

\[
\mathbb{E} \left[ \sum_{r=1}^{t} \sum_{j_1 \neq j_2} \mathcal{C}_{r}(t, r, j_1, j_2) \mathbb{1} \left[ \tilde{D}_{0,t-1} \right] \right] \leq \tilde{C} \left[ \frac{\sigma^2 \gamma^2 R B}{T^{n/2-1}} + \left\Vert \phi'' \right\Vert \frac{\gamma^4 T^2 R^2 B^2 \sigma^2 \sqrt{\beta}}{\zeta_{\text{min}}} \right] \quad (47)
\]

Where \( \tilde{C} \) is a constant depending only on \( C_{\eta} \)

**Proof.** Let \( j_1 < j_2 \). We will suppress the arguments of \( \mathcal{C}_{r} \) for brevity. First, we re-sample the noise which is ahead in the time, i.e., \( \eta_{t-j_1} \) (and hence the entry \( \varepsilon_{t-j_1} \), in the row under consideration).

Let \( \mathcal{C}_{r}' \) denote the resampled version of \( \mathcal{C}_{r} \) as defined below

\[
\mathcal{C}_{r}'(t, r, j_1, j_2) := 4\gamma^2 \varepsilon_{t-j_1} \varepsilon_{t-j_2}^T \mathcal{R}^{t-r}_{-j_1} \hat{X}_{t-j_1}^T \left( \prod_{s=r-1}^{t-1} \hat{H}_{s,B-1}^r \right)
\]

\[
\left( \prod_{s=1}^{t-1} \hat{H}_{0,B-1}^r \right) \hat{H}_{j_1+1,B-1}^{t-r} \hat{X}_{t-j_1}^T
\]

\[
= 4\gamma^2 \varepsilon_{t-j_1} \varepsilon_{t-j_2}^T \hat{X}_{t-j_1}^T \mathcal{R}^{t-r}_{-j_1} \hat{H}_{j_1+1,B-1}^{t-r} \left( \prod_{s=r-1}^{t-1} \hat{H}_{s,B-1}^r \right) \mathcal{R}^{t-r}_{-j_1} \hat{H}_{j_1+1,B-1}^{t-r} \hat{X}_{t-j_1}^T
\]

where we have used the fact that \( \mathcal{R}^{t-r}_{-j_1} \) has no effect on the items from the process \( \hat{X}_{t-r}^T \) that appear in the expression above. Note the this is not \( \mathcal{R}^{t-r}_{-j_1} \). \( \mathcal{C}_{r} \), since in \( \mathcal{R}^{t-r}_{-j_1} \) \( \mathcal{C}_{r} \) we would have \( \hat{\varepsilon}_{t-j_1}^r \) instead.

Now, since the new algorithmic iterates \( \hat{\alpha}_t \) depend on \( \hat{\eta}_{t-j_1} \) but not on \( \eta_{t-j_1} \), it is immediate that

\[
\mathbb{E} \left[ \mathcal{C}_{r}'(t, r, j_1, j_2) \right] = 0
\]

For convenience, we introduce some notation which is only used in this proof. \( \mathcal{C}_{r}'(t, r, j_1, j_2) \) can be written in the form \( 4\gamma^2 \varepsilon_{t-j_1} \varepsilon_{t-j_2}^T K_1 \) for some random variable \( K_1 \) independent of \( \varepsilon_{t-j_1} \). Under the event \( \tilde{D}_{0,t-1} \), we can easily show that \( \left| K_1 \right| \leq R \) almost surely. Let \( \mathcal{F}_k = \sigma(K_1, \varepsilon_{t-j_1}^T) \). Let \( \mathcal{M} := \{ |K_1| \leq R \} \). Clearly, \( \tilde{D}_{0,t-1} \subseteq \mathcal{M} \) and \( \varepsilon_{t-j_1}^T \perp \mathcal{F}_K \). We conclude:

\[
\mathbb{E} \left[ \mathcal{C}_{r}' 1 \left[ \tilde{D}_{0,t-1} \right] \right] = \mathbb{E} \left[ \mathcal{C}_{r}' 1 \left[ \tilde{D}_{0,t-1} \right] 1 \left[ \mathcal{M} \right] \right]
\]

\[
= 4\gamma^2 \mathbb{E} \left[ \mathcal{F}_k \right] \mathbb{E} \left[ \varepsilon_{t-j_1}^T 1 \left[ \tilde{D}_{0,t-1} \right] 1 \left[ \mathcal{F}_k \right] \right] K_1 \varepsilon_{t-j_1}^T 1 \left[ \mathcal{M} \right] \]

\[
\leq 4\gamma^2 \mathbb{E} \left[ \varepsilon_{t-j_1}^T 1 \left[ \tilde{D}_{0,t-1} \right] 1 \left[ \mathcal{F}_k \right] \right] \cdot \left| K_1 \right| \cdot \left| \varepsilon_{t-j_1}^T \right| 1 \left[ \mathcal{M} \right]
\]

(49)
We refer to Section H for the proof. We note that over the event $E\sigma^2\sqrt{P \left( \hat{D}_0, t-1 \right)} | \mathcal{F}_K |$. Using this in Equation (49), and that under event $\mathcal{M}$, $|K_1| \leq R$ we apply Cauchy-Schwarz inequality again to conclude:

$$\left| \mathbb{E} \left[ \psi' 1 \left[ \hat{D}_0, t-1 \right] \right] \right| \leq 4\gamma^2 \sigma^2 R \sqrt{P(\hat{D}_0, t-1)} \leq 4\gamma^2 \sigma^2 R \sqrt{T/2} \tag{50}$$

Using similar technique as lemma 8, we have that on the event $E\sigma^2\sqrt{P \left( \hat{D}_0, t-1 \right)} | \mathcal{F}_K |$, we have the following:

$$\left| \mathbb{E} \left[ \psi' 1 \left[ \hat{D}_0, t-1 \right] \right] \right| \leq \gamma \sqrt{R} \sum_{s=r-1}^{r-1} \mathbb{E} \left[ \psi'' | \mathcal{F}_K \right] \right| \leq \gamma \sqrt{R} \sum_{s=r-1}^{r-1} \mathbb{E} \left[ \psi'' \right] \leq \frac{\gamma^2 \sqrt{R} \sum_{s=r-1}^{r-1} \mathbb{E} \left[ \psi'' \right]}{\sqrt{T/2}} \tag{51}$$

Therefore, on the event $E\sigma^2\sqrt{P \left( \hat{D}_0, t-1 \right)} | \mathcal{F}_K |$, we have

$$\left| \mathbb{E} \left[ \psi' 1 \left[ \hat{D}_0, t-1 \right] \right] \right| \leq \gamma \sqrt{R} \sum_{s=r-1}^{r-1} \mathbb{E} \left[ \psi'' \right] \leq \frac{\gamma^2 \sqrt{R} \sum_{s=r-1}^{r-1} \mathbb{E} \left[ \psi'' \right]}{\sqrt{T/2}} \tag{52}$$

We note that over the event $E\sigma^2\sqrt{P \left( \hat{D}_0, t-1 \right)} | \mathcal{F}_K |$, we have the following:

$$\left| \mathbb{E} \left[ \psi' 1 \left[ \hat{D}_0, t-1 \right] \right] \right| \leq \gamma \sqrt{R} \sum_{s=r-1}^{r-1} \mathbb{E} \left[ \psi'' \right] \leq \frac{\gamma^2 \sqrt{R} \sum_{s=r-1}^{r-1} \mathbb{E} \left[ \psi'' \right]}{\sqrt{T/2}} \tag{53}$$

Hence combining (50) and (53), we conclude the statement of the claim.

Next we want to bound $\mathbb{E} \left[ \psi'' 1 \left[ \hat{D}_0, t-1 \right] \right]$ for $r_2 > r_1$ and arbitrary $j_1$ and $j_2$. Recall the definition of $\tilde{a}_{B, v}^{t, t-1}$ from (23). Via simple rearrangement of summation, we can express $\sum_{r_2 > r_1} \sum_{j_1, j_2} \mathbb{E} \left[ \psi'' 1 \left[ \hat{D}_0, t-1 \right] \right]$ in terms of $\tilde{a}_{B, v}^{t, t-1}$ as follows.

**Lemma 9.**

$$\sum_{r_2 > r_1} \sum_{j_1, j_2} \mathbb{E} \left[ \psi'' 1 \left[ \hat{D}_0, t-1 \right] \right] = 2\gamma \sum_{r_1 = 1}^{t-1} \sum_{j_1 = 0}^{B-1} \left( \tilde{a}_{B, v}^{t, t-1, v} \right) \left( \prod_{s=0}^{r_1-1} \hat{H}_{0, B-1}^{t-s} \right) \left( \prod_{s=1}^{r_1-1} \hat{H}_{0, B-1}^{t-s} \right) \hat{H}_{j_2+1, B-1}^{t-r_1} \hat{H}_{j_1}^{t-r_1} \tag{54}$$

**Claim 3.**

$$\left| \mathbb{E} \left[ \sum_{r_1 \neq r_2} \sum_{j_1, j_2} \mathbb{E} \left[ \psi'' 1 \left[ \hat{D}_0, t-1 \right] \right] \right] \right| \leq \frac{\gamma^2 \sqrt{R} \sum_{s=r-1}^{r-1} \mathbb{E} \left[ \psi'' \right]}{\sqrt{T/2}} \tag{55}$$

The proof of the claim essentially proceeds similar to that of Claim 2 but with additional complications. We refer to Section H for the proof.

Combining everything in this section we have the following proposition.
Proposition 1. Let
\[ \hat{v}_{t-1} = E \left[ \left\| \tilde{a}_{B}^{t-1,v} \right\|^2 1 \left[ \tilde{D}^{0,t-1} \right] \right] \] (56)

Then for some constant \( \tilde{C} \) which depends only on \( C \):
\[ \sup_{s \leq N-1} \hat{v}_s \leq \frac{2\gamma d}{\zeta(1 - \gamma R)} \beta + C \| \theta'' \| \gamma^4 T^2 R^4 B^2 \frac{\sigma^2 \beta}{\zeta \lambda_{\min}} + \tilde{C} \sigma^2 R^2 T^2 \frac{1}{T^{\alpha/2}} + \]
\[ \tilde{C} R \sigma^2 \left( \| \theta'' \| \gamma^4 T^2 R^4 B^2 \frac{\beta}{\zeta^2 \lambda_{\min}} + \gamma^4 T^2 R^2 B^2 \right) \] (57)

Proof. In the whole proof, we will denote any large enough constant depending on \( C \) by \( \tilde{C} \). From claims 1, 2 and 3 along with equation (27) we have
\[ E \left[ \left\| \tilde{a}_{B}^{t-1,v} \right\|^2 1 \left[ \tilde{D}^{0,t-1} \right] \right] \leq \frac{\gamma}{\zeta(1 - \gamma R)} \beta + C \| \theta'' \| \gamma^4 T^2 R^4 B^2 \frac{\sigma^2 \beta}{\zeta \lambda_{\min}} + \tilde{C} \sigma^2 R^2 T^2 \frac{1}{T^{\alpha/2}} (1 + B + T) + \]
\[ \left( \tilde{C} \| \theta'' \| \gamma^4 T^2 R^4 B^2 \frac{\beta}{\zeta \lambda_{\min}} + \gamma^2 T R B \right) \sqrt{R \sigma^2} \sup_{s \leq N-1} E \left[ \left\| \tilde{a}_{B}^{s,v} \right\|^2 1 \left[ \tilde{D}^{0,s} \right] \right] \] (58)

Thus
\[ \sup_{s \leq N-1} \hat{v}_s \leq \frac{\gamma}{\zeta(1 - \gamma R)} \beta + \tilde{C} \| \theta'' \| \gamma^4 T^2 R^4 B^2 \frac{\sigma^2 \beta}{\zeta \lambda_{\min}} + \tilde{C} \sigma^2 R^2 T^2 \frac{1}{T^{\alpha/2}} + \]
\[ \tilde{C} \left( \| \theta'' \| \gamma^4 T^2 R^4 B^2 \frac{\beta}{\zeta \lambda_{\min}} + \gamma^2 T R B \right) \sqrt{R \sigma^2} \sup_{s \leq N-1} \hat{v}_s \] (59)

Finally, we need to solve the above recursive relation. We note a simple fact: Let \( c_1, c_2 > 0 \) be constants and let \( x > 0 \) satisfy
\[ x^2 \leq c_1 + c_2 x \] (60)
then
\[ x^2 \leq \frac{1}{4} \left( c_2 + \sqrt{c_2^2 + 4c_1} \right) \leq c_2^2 + 2c_1 \] (61)
where in the last inequality above we used the fact that \((a + b)^2 \leq 2(a^2 + b^2)\).
Thus,
\[ \sup_{s \leq N-1} \hat{v}_s \leq \frac{2\gamma d}{\zeta(1 - \gamma R)} \beta + \tilde{C} \| \theta'' \| \gamma^4 T^2 R^4 B^2 \frac{\sigma^2 \beta}{\zeta \lambda_{\min}} + \tilde{C} \sigma^2 R^2 T^2 \frac{1}{T^{\alpha/2}} + \]
\[ \tilde{C} R \sigma^2 \left( \| \theta'' \| \gamma^6 T^4 R^6 B^2 \frac{\beta}{\zeta^2 \lambda_{\min}} + \gamma^4 T^2 R^2 B^2 \right) \] (62)

□

C.9 Bias of last iterate

In this part, we will bound the expectation of the bias term \( \left\| \tilde{a}_{B}^{t-1,b} - a^* \right\|^2 \).

Theorem 5. For some universal constant \( c_0 \):
\[ E \left[ \left\| \tilde{a}_{B}^{t-1,b} - a^* \right\|^2 1 \left[ \tilde{D}^{0,t-1} \right] \right] \leq \| a_0 - a^* \|^2 \left( 1 - c_0 \zeta B \lambda_{\min} \right)^t \] (63)
where \( \tilde{a}_{B}^{t-1,b} - a^* \) is defined in (22).
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Proof. Define \( x_v = \prod_{s=0}^{v-1} \tilde{H}_{0,B}^{s,T} (a_0 - a^*) \). Here, we consider the event \( \mathcal{G}_v \) considered in Claim 6 in the proof of Theorem \([10]\) and show that for some universal constant \( q_0 > 0 \),
\[
\mathbb{P}(\| \tilde{H}_{0,B}^{v,T} x_v \|^2 \geq (1 - \zeta \gamma \lambda_{\min}(G)) \|x_v\|^2 | \tilde{D}^{0,t-1}, x_v) \geq q_0
\]  
(64)

From Theorem \([10]\) we also note that conditioned on \( \tilde{D}^{0,t-1} \), almost surely:
\[
\| \tilde{H}_{0,B}^{v,T} x_v \|^2 \leq 1
\]

We let \( \mathcal{G}_v \) be the event lower bounded in Equation (64).

\[
\mathbb{E} \left[ \|x_{v+1}\|^2 | \tilde{D}^{0,t-1} \right] = \mathbb{E} \left[ \| \tilde{H}_{0,B}^{v,T} x_v \|^2 | \tilde{D}^{0,t-1} \right]
\]
\[
= \mathbb{E} \left[ \| \tilde{H}_{0,B}^{v,T} x_v \|^2 1[\mathcal{G}_v] + \| \tilde{H}_{0,B}^{v,T} x_v \|^2 1[\mathcal{G'}_v] \| \tilde{D}^{0,t-1} \right]
\]
\[
\leq \mathbb{E} \left[ (1 - \zeta \gamma \lambda_{\min}(G)) \|x_v\|^2 1[\mathcal{G}_v] + \|x_v\|^2 1[\mathcal{G'}_v] \| \tilde{D}^{0,t-1} \right]
\]
\[
= \mathbb{E} \left[ \|x_v\|^2 \left[ 1 - \zeta \gamma \lambda_{\min}(G) \mathbb{P}(\mathcal{G}_v | \tilde{D}^{0,t-1}, x_v) \right] \| \tilde{D}^{0,t-1} \right]
\]
\[
\leq \mathbb{E} \left[ \|x_v\|^2 \left[ 1 - \zeta \gamma \lambda_{\min}(G) q_0 \right] \| \tilde{D}^{0,t-1} \right]
\]  
(65)

Unrolling the recursion given by Equation (65), and noting that \( \tilde{a}_t^{t-1,b} - a^* = x_t \), we conclude
\[
\mathbb{E} \left[ \left\| \tilde{a}_t^{t-1,b} - a^* \right\|^2 1 \left[ \tilde{D}^{0,t-1} \right] \right] \leq (1 - c_0 \gamma B \lambda_{\min} \zeta)^t.
\]

Hence we have the theorem.

C.10 Average iterate: bias-variance decomposition

In the part, we will consider the tail-averaged iterate where a generic row is given by
\[
\hat{a}_{t_0,N} = \frac{1}{N - t_0} \sum_{t = t_0+1}^{N} \tilde{a}_t^{t-1}
\]  
(66)

where \( t_0 \in \{0, 1, \cdots , N - 1\} \).

Thus we can write \( \hat{a}_{t_0,N} - a^* \) as
\[
\hat{a}_{t_0,N} - a^* = (\hat{a}_v^{t_0,N}) + (\hat{a}_b^{t_0,N} - a^*)
\]  
(67)

where
\[
\hat{a}_v^{t_0,N} = \frac{1}{N - t_0} \sum_{t = t_0+1}^{N} (\tilde{a}_t^{t-1,v})
\]  
(68)
\[
\hat{a}_b^{t_0,N} - a^* = \frac{1}{N - t_0} \sum_{t = t_0+1}^{N} (\tilde{a}_t^{t-1,b} - a^*)
\]  
(69)

C.11 Variance of average iterate

Remark 4. From now on we will use the following notation:
\[
\sum_{t} \equiv \sum_{t = t_0+1}^{N}
\]
\[
\begin{align*}
\sum_{t_1, t_2} & = \sum_{t_1, t_2 = t_0 + 1}^N \\
\sum_{t_1 \neq t_2} & = \sum_{t_1, t_2 = t_0 + 1}^N \\
\sum_{t_2 > t_1} & = \sum_{t_1 = t_0 + 1}^N \sum_{t_2 = t_1 + 1}^N \\
\end{align*}
\]

Next we expand \( \| \tilde{a} v_{t_0, N} \|^2 \)

\[
\| \tilde{a} v_{t_0, N} \|^2 = \frac{1}{(N - t_0)^2} \sum_t \| \tilde{a} t_{t-1, v} \|^2 + \frac{1}{(N - t_0)^2} \sum_{t_1 \neq t_2} (\tilde{a} t_{t-1, v} B) (\tilde{a} t_{t-1, v} B) (70)
\]

**Claim 4.** For \( t_2 > t_1 \)

\[
\left| \mathbb{E} \left[ (\tilde{a} t_{t-1, v})^\top (\tilde{a} t_{t-1, v}) \right. \left. - \left( \prod_{x=t_2-t_1} \hat{H} x_{0, B-1} \right) (\tilde{a} t_{t-1, v}) \right] \right| 1 \left[ D^{0, N-1} \right] \leq C_1 \text{Poly}(R, B, \beta, 1/\zeta, 1/\lambda_{\text{min}}, \| \phi' \|) \left( \gamma^{7/2} T^2 + \gamma^5 T^3 + \gamma^6 T^4 \right) (71)
\]

**Proof.** From (23) we can write

\[
(\tilde{a} t_{t-1, v}) = (\tilde{a} t_{t-1, v})^\top \left( \prod_{s=x-t_2} \hat{H} x_{0, B-1} \right) 2 \gamma \sum_{r=1}^{t_2-t_1} \sum_{j=0}^{r-1} \hat{X} t_{t-1, v}^\top \hat{H} x_{j+B-1} B (\prod_{s=x-r} \hat{H} x_{0, B-1}) (72)
\]

Hence

\[
(\tilde{a} t_{t-1, v}) (\tilde{a} t_{t-1, v})^\top \left( \prod_{s=x-t_2} \hat{H} x_{0, B-1} \right) 2 \gamma \sum_{r=1}^{t_2-t_1} \sum_{j=0}^{r-1} \hat{X} t_{t-1, v}^\top \hat{H} x_{j+B-1} B (\prod_{s=x-r} \hat{H} x_{0, B-1}) (73)
\]

Now recall the noise re-sampling operator \( \mathcal{R} t_{t_2-r \downarrow} \) from (39). It is easy to see that

\[
\mathbb{E} \left[ 2 \gamma \sum_{r=1}^{t_2-t_1} \sum_{j=0}^{r-1} \tilde{X} t_{t-1, v}^\top \mathcal{R} t_{t_2-r \downarrow} \left( \hat{X} t_{t-1, v}^\top \hat{H} x_{j+B-1} B (\prod_{s=x-r} \hat{H} x_{0, B-1}) (\tilde{a} t_{t-1, v}) \right) \right] = 0 (74)
\]

(Note that \( \mathcal{R} t_{t_2-r \downarrow} \hat{X} t_{t-1, v}^\top = \hat{X} t_{t-1, v}^\top \)

Thus, using the decomposition

\[
\bar{D}^{0, N-1} = \bar{D}^{0, t_2-r-1} \cap \bar{D}^{t_2-r+1, N-1} \cap \bar{D}^{t_2-r} \cap \cap_{i=0}^{t-1} \mathcal{C} t_{2-r}
\]

28
we get

\[
\begin{align*}
\mathbb{E} \left[ 2 \gamma \sum_{r=1}^{t_2-t_1} \sum_{j=0}^{B-1} \varepsilon_{t_2-r}^j \tilde{X}_{t_2-r,j}^r, \top \right] \\
R_c^{t_2-r} \left[ H_{t_2-r}^{t_2-r} \left( \prod_{s=r-1}^{t_1} \hat{H}_{0,B-1}^{t_2-s} \right) \left( \tilde{a}_1^{t_1-1},v \right) \right] 1 \left[ D^{0,N-1} \right] \\
\leq 4 \gamma^2 R(B(t_1)(B(t_2 - t_1))C_\eta \sigma^2 \frac{1}{T^{\alpha/2}} \\
\leq 4 \gamma^2 R C_\eta \sigma^2 T^2 \frac{1}{T^{\alpha/2}} \\
\end{align*}
\]

(75)

Next we need to bound the effect due to noise re-sampling. On the event \( D^{0,N-1} \cap A^{N-1} \cap \cap_{r=0}^{N-1} \tilde{e}_r \), we have

\[
\begin{align*}
\left\| \hat{H}^{t_2-r}_{j+1,B-1} \left( \prod_{s=r-1}^{t_1} \hat{H}^{t_2-s}_{0,B-1} \right) - R^{t_2-r}_{j} \left[ \tilde{H}_{j+1,B-1}^{t_2-r} \left( \prod_{s=r-1}^{t_1} \hat{H}^{t_2-s}_{0,B-1} \right) \right] \left( \tilde{a}_1^{t_1-1},v \right) \right\| \\
\leq C \| \phi'' \| \gamma^2 T R^3 B \frac{\sqrt{\beta}}{\zeta_{\min}} \\
\end{align*}
\]

(76)

Thus

\[
\begin{align*}
2 \gamma \left\| \mathbb{E} \sum_{r=1}^{t_2-t_1} \sum_{j=0}^{B-1} \varepsilon_{t_2-r}^j \tilde{X}_{t_2-r,j}^r, \top 1 \left[ D^{0,N-1} \right] \right\| \\
\left( \hat{H}^{t_2-r}_{j+1,B-1} \left( \prod_{s=r-1}^{t_1} \hat{H}^{t_2-s}_{0,B-1} \right) - R^{t_2-r}_{j} \left[ \tilde{H}_{j+1,B-1}^{t_2-r} \left( \prod_{s=r-1}^{t_1} \hat{H}^{t_2-s}_{0,B-1} \right) \right] \left( \tilde{a}_1^{t_1-1},v \right) \right) \\
\leq \tilde{C} \gamma \left( \| \phi'' \| \gamma^2 T R^3 B \frac{\sqrt{\beta}}{\zeta_{\min}} \right) B(t_2 - t_1) \sqrt{R} \sigma^2 \mathbb{E} \left[ \| \tilde{a}_1^{t_1-1},v \| \right] \left[ D^{0,t_2-1} \right] \\
+ \tilde{C} \gamma^2 (2R) \sigma^2 (B(t_1)(B(t_2 - t_1)) \frac{1}{T^{\alpha/2}} \\
\end{align*}
\]

(77)

Now from proposition\[\text{[1]}\] there is a constant \( C_1 \) such that

\[
\left( \mathbb{E} \left[ \| \tilde{a}_1^{t_1-1},v \| \right] \left[ D^{0,t_1-1} \right] \right)^2 \leq
C_1 \left( \frac{\gamma d}{\zeta (1 - \gamma R)} \beta + \| \phi'' \| \gamma^4 T R^4 B^2 \frac{\sigma^2 \sqrt{\beta}}{\zeta_{\min}} + \sigma^2 \gamma^2 R T^2 \frac{1}{T^{\alpha/2}} + \\
R \sigma^2 \left( \| \phi'' \|^2 \gamma^6 T^4 R^6 B^2 \frac{\beta}{\zeta^2 \zeta_{\min}^2} + \gamma^4 T^2 R^2 B^2 \right) \right)
\]

(78)

So

\[
\begin{align*}
2 \gamma \left\| \mathbb{E} \sum_{r=1}^{t_2-t_1} \sum_{j=0}^{B-1} \varepsilon_{t_2-r}^j \tilde{X}_{t_2-r,j}^r, \top 1 \left[ D^{0,N-1} \right] \right\| \\
\left( \hat{H}^{t_2-r}_{j+1,B-1} \left( \prod_{s=r-1}^{t_1} \hat{H}^{t_2-s}_{0,B-1} \right) - R^{t_2-r}_{j} \left[ \tilde{H}_{j+1,B-1}^{t_2-r} \left( \prod_{s=r-1}^{t_1} \hat{H}^{t_2-s}_{0,B-1} \right) \right] \left( \tilde{a}_1^{t_1-1},v \right) \right) \\
\leq \text{Poly}(R, B, \beta, 1/\zeta, 1/\zeta_{\min}, \| \phi'' \|) \left( \gamma^{7/2} T^2 + \gamma^5 T^3 + \gamma^6 T^4 \right) \\
\end{align*}
\]

(79)

where we absorbed terms involving \( \frac{1}{T^{\alpha/2}} \) since \( \alpha \) is taken to be large.

\[\square\]
Claim 5.

\[
\left| \mathbb{E} \left[ (\hat{a}^t_{B,1,v})^\top \sum_{t_2 > t_1} \left( \prod_{s=t_2 - t_1}^{t_2-1} \hat{H}^{t_2-s}_{0,B-1} \right) (\hat{a}^{t_1-1,v}_{B}) \mathbb{1} \left[ \tilde{\mathcal{D}}^{0,N-1} \right] \right] \right| \\
\leq \mathcal{V}_{t_1-1} \frac{C}{\zeta B \lambda_{\min}} + 16(N - t_1)^2 R C_\eta \sigma^2 T^2 \frac{1}{T^{\alpha/2}}
\]  \hfill (80)

where \( \mathcal{V}_{t_1-1} \) is defined in (56).

Proof. Note that

\[
\prod_{s=t_2 - t_1}^{t_2-1} \hat{H}^{t_2-s}_{0,B-1} = \prod_{s=t_1}^{t_2-1} \hat{H}^s_{0,B-1}
\]

From theorem 11 there is a universal constant \( C \) such that with \( \delta = \frac{1}{2T^{\alpha}} \) we have

\[
\mathbb{P} \left[ \left| \sum_{t_2 > t_1} \prod_{s=t_1}^{t_2-1} \hat{H}^s_{0,B-1} \right| > C \left( d + \log \frac{N}{\delta} + \frac{1}{\zeta B \lambda_{\min}} \right) \tilde{\mathcal{D}}^{t_1,N-1} \right] \leq \frac{1}{2T^{\alpha}}
\]  \hfill (81)

Since \( \mathbb{P} \left[ \tilde{\mathcal{D}}^{t_1,N-1} \right] \leq \frac{1}{2T^{\alpha}} \) we obtain

\[
\mathbb{P} \left[ \left| \sum_{t_2 > t_1} \prod_{s=t_1}^{t_2-1} \hat{H}^s_{0,B-1} \right| > C \left( d + \log \frac{N}{\delta} + \frac{1}{\zeta B \lambda_{\min}} \right) \right] \leq \frac{1}{T^{\alpha}}
\]  \hfill (82)

Choosing \( \gamma \) such that

\[
d + \log \frac{N}{\delta} \leq \frac{1}{\zeta B \lambda_{\min}}
\]

we get

\[
\mathbb{P} \left[ \left| \sum_{t_2 > t_1} \prod_{s=t_1}^{t_2-1} \hat{H}^s_{0,B-1} \right| > \frac{C}{\zeta B \lambda_{\min}} \right] \leq \frac{1}{T^{\alpha}}
\]  \hfill (83)

Thus conditioning on the event

\[
\left| \sum_{t_2 > t_1} \prod_{s=t_1}^{t_2-1} \hat{H}^s_{0,B-1} \right| \leq \frac{C}{\zeta B \lambda_{\min}}
\]

we obtain

\[
\left| \mathbb{E} \left[ (\hat{a}^t_{B,1,v})^\top \sum_{t_2 > t_1} \left( \prod_{s=t_2 - t_1}^{t_2-1} \hat{H}^{t_2-s}_{0,B-1} \right) (\hat{a}^{t_1-1,v}_{B}) \mathbb{1} \left[ \tilde{\mathcal{D}}^{0,N-1} \right] \right] \right| \\
\leq \mathcal{V}_{t_1-1} \frac{C}{\zeta B \lambda_{\min}} + 16(N - t_1)^2 R C_\eta \sigma^2 T^2 \frac{1}{T^{\alpha/2}}
\]  \hfill (84)

Thus combining everything we have the following theorem

Theorem 6. Suppose \( \gamma \geq \frac{1}{T} \). Then

\[
\mathbb{E} \left[ \left\| \hat{a}^{t,N}_{0,N} \right\|^2 \mathbb{1} \left[ \tilde{\mathcal{D}}^{0,N-1} \right] \right] \leq C_1 \frac{d\beta}{\zeta^2 \lambda_{\min} B(N - t_0)} + \bar{P} \cdot \left( \gamma^{7/2} T^2 + \gamma^6 T^4 \right)
\]  \hfill (85)

\( \bar{P} = \text{Poly}(R, B, \beta, 1/\zeta, 1/\lambda_{\min}, \| \phi'' \|, C_\eta) \) and \( C_1 > 0 \) is some constant.
C.12 Bias of average iterate

**Theorem 7.** There are constants $C, c_1, c_2$ such that:

$$\mathbb{E} \left[ \left\| \hat{a}_{t_0,N} - a^* \right\|_2^2 1 \left[ \hat{\mathcal{D}}^{0,N-1} \right] \right] \leq C \left\| a_0 - a \right\|_2^2 \left\{ \frac{1}{(N-t_0)\zeta^2} \right\}$$

The proof follows from an application of Theorem 5.

C.13 Proof of Theorem 3

**Proof.** Let $\bar{P}$ denote the polynomial in Theorem 6. Theorems 7 and 6 imply for every row of the coupled iterate:

$$\mathbb{E} \left[ \left\| \hat{a}_{t_0,N} - a^* \right\|_2^2 1 \left[ \hat{\mathcal{D}}^{0,N-1} \right] \right] \leq C_2 \zeta^2 \lambda_{\min}(G) \mathcal{B}(N-t_0) + \bar{P} \left( \gamma^{7/2} T^2 + \gamma^6 T^4 \right) + C \left\| a_0 - a \right\|_2^2 \left\{ \frac{1}{(N-t_0)\zeta^2} \right\}$$

Thus for the actual process we can use the following decomposition

$$\mathbb{E} \left[ \left\| \hat{a}_{t_0,N} - a^* \right\|_2^2 1 \left[ \hat{\mathcal{D}}^{0,N-1} \right] \right] \leq \mathbb{E} \left[ \left\| \hat{a}_{t_0,N} - a^* \right\|_2^2 1 \left[ \hat{\mathcal{D}}^{0,N-1} \right] \right] + C \gamma^2 T^2 \mathcal{R} \sigma^2 \frac{1}{T^{\alpha/2}}$$

where we used the fact on the event $\hat{\mathcal{D}}^{0,N-1}$

$$\left\| \hat{a}_{t_0,N} - a^* \right\|_2^2 \leq \frac{1}{N} \sum_{t=t_0+1}^N \left( 2 \left\| a_0 - a^* \right\|_2^2 + 2(Bt)(A^2 R \sum_{r=1}^t \sum_{j=0}^{B-1} |c_{t-j}|^2) \right)$$

and then used Cauchy-Schwarz inequality for the expectation over $\hat{\mathcal{D}}^{0,N-1,C}$.

Now using lemma 3 we get

$$\mathbb{E} \left[ \left\| \hat{a}_{t_0,N} - a^* \right\|_2^2 1 \left[ \hat{\mathcal{D}}^{0,N-1} \right] \right] \leq \mathbb{E} \left[ \left\| \hat{a}_{t_0,N} - a^* \right\|_2^2 1 \left[ \hat{\mathcal{D}}^{0,N-1} \right] \right] + C \gamma^2 T^2 \mathcal{R} \sigma^2 \frac{1}{T^{\alpha/2}}$$

since we are choosing $u$ such that $\rho^u \leq \frac{1}{T^{\alpha}}$. Using $\hat{\mathcal{D}}^{0,N-1} \subset \hat{\mathcal{D}}_0, N-1$ we get

$$\mathbb{E} \left[ \left\| \hat{a}_{t_0,N} - a^* \right\|_2^2 1 \left[ \hat{\mathcal{D}}^{0,N-1} \right] \right] \leq \mathbb{E} \left[ \left\| \hat{a}_{t_0,N} - a^* \right\|_2^2 1 \left[ \hat{\mathcal{D}}^{0,N-1} \right] \right] + C \gamma^2 \mathcal{R} \sigma^2 \frac{1}{T^{\alpha/2-2}}$$

where we absorbed all terms of order $\frac{1}{T^{\alpha}}$ (including those depending on $\|a_0 - a^*\|$) to the last term in the above display.

Thus

$$\mathbb{E} \left[ \left\| \hat{a}_{t_0,N} - a^* \right\|_2^2 1 \left[ \hat{\mathcal{D}}^{0,N-1} \right] \right] \leq C_1 \frac{d^3}{\zeta^2 \lambda_{\min}(G) \mathcal{B}(N-t_0)} + \bar{P} \left( \gamma^{7/2} T^2 + \gamma^6 T^4 \right)$$

$$+ C_2 \left\| a_0 - a \right\|_2^2 \left\{ \frac{1}{(N-t_0)\zeta^2} \right\}$$

$$+ C_3 \gamma^2 \mathcal{R} \sigma^2 \frac{1}{T^{\alpha/2-2}}$$
We refer Section H for the proof. Now, consider the random variable $Z$. We will first consider the process with $X = X_t$. The result follows from a technique similar to the one used for Proposition \[49\] by considering the

Therefore:

$$\mathbb{E} \left[ \| \hat{A}_{t_0,N} - A^* \|_F^2 \right] \leq \frac{1}{T^\alpha}.$$ (92)

Summing over all the rows we get a bound on the Frobenius norm. Lastly if the event $D^{0,N-1}$ does not occur, the $A_{t_0,N}$ is the zero matrix and hence

$$\mathbb{E} \left[ \| \hat{A}_{t_0,N} - A^* \|_F^2 \right] \leq \| A^* \|^2 \frac{1}{T^\alpha}.$$ (93)

\[\square\]

D Concentration Under Stationary Measure

In this section, we will consider the process NLDS($A^*, \mu, \phi$) and the concentration of measure under its stationary distribution. In what follows, we will use the fact that $\phi$ is 1-Lipschitz as in the definition of NLDS, even when we don’t explicitly use Assumption \[1\]

Proposition 2. Under Assumption \[2\] with $\rho < 1$, the process is exponentially Ergodic and has a stationary distribution $\pi$. Suppose $X \sim \pi$ then $\mathbb{E} \| X \|^4 < \infty$.

The result follows from a technique similar to the one used for Proposition \[49\] by considering the process in the space of measures endowed with the Wasserstein metric.

D.1 Sub-Gaussian Case: Stable Systems

We will first consider the process with $X_0 = 0$ and prove concentration for $X_t$ for arbitrary $t$, and then use distributional convergence results to prove the concentration results at stationarity. First, we prove some preparatory lemmas.

Lemma 10. Suppose $Y$ is a $\nu^2$ sub-Gaussian random variable with zero mean. Then, for any $\lambda \leq \frac{1}{\pi^2}$, we have:

$$\mathbb{E} \exp(\lambda Y^2) \leq 1 + 8\lambda \nu^2.$$  

We refer Section \[3\] for the proof. Now, consider the random variable $Z_{t+1} = \| X_{t+1} \|^2 - \sum_{s=0}^{t} \rho^{t-s} \| \eta_s \|^2$. By assumption, we have $X_0 = 0$. Therefore we must have $Z_0 = 0$. We have the following lemma:

Lemma 11. Suppose that Assumptions \[3\] and \[5\] hold and $\rho$ be as given in Assumption \[5\] For any $\lambda$ such that $0 \leq \lambda \leq \frac{1-\rho}{2\pi\nu^2}$, we have:

$$\mathbb{E} \exp(\lambda Z_{t+1}) \leq 1.$$  

Proof. First by mean value theorem, we must have: $\phi(A^* X_t) = \phi(A^* X_t) - \phi(0) = DA^* X_t$ for some diagonal matrix $D$ with entries lying in $[0,1]$. Therefore, $\| DA^* X_t \| \leq \| D \| \| A^* \| \| X_t \| \leq \rho \| X_t \|$. Using this in Equation \[1\], we conclude:

$$\| X_{t+1} \|^2 - \| \eta_t \|^2 = \| \phi(A^* X_t) \|^2 + 2 \langle \eta_t, \phi(A^* X_t) \rangle$$

$$\leq \rho^2 \| X_t \|^2 + 2 \langle \eta_t, \phi(A^* X_t) \rangle$$  

(94)

Let $\mathcal{F}_s = \sigma(X_0, \eta_0, \ldots, \eta_s)$. It is clear that $X_s \in \mathcal{F}_{s-1}$. Using Equation \[94\], we conclude:
\[ \mathbb{E} [\exp(\lambda Z_{t+1}) | \mathcal{F}_{t-1}] = \mathbb{E} [\exp (\lambda \|X_{t+1}\|^2 - \lambda \|\eta_t\|^2) | \mathcal{F}_{t-1}] \exp \left( -\lambda \sum_{s=0}^{t-1} \rho^{t-s} \|\eta_s\|^2 \right) \]
\[ \leq \mathbb{E} [\exp (\lambda \rho^2 \|X_t\|^2 + 2\lambda \|\eta_t, \phi(A^* X_t)\|) | \mathcal{F}_{t-1}] \exp \left( -\lambda \sum_{s=0}^{t-1} \rho^{t-s} \|\eta_s\|^2 \right) \]
\[ \leq \exp (\lambda \rho^2 \|X_t\|^2 + 2\lambda^2 C_\eta \sigma^2 \|\phi(A^* X_t)\|^2) \exp \left( -\lambda \sum_{s=0}^{t-1} \rho^{t-s} \|\eta_s\|^2 \right) \]
\[ \leq \exp (\lambda \rho \|X_t\|^2) \exp \left( -\lambda \sum_{s=0}^{t-1} \rho^{t-s} \|\eta_s\|^2 \right) \]
\[ = \exp (\lambda \rho Z_t) \] (95)

In the fourth step, we have used the fact that \( \|\phi(A^* X_t)\| \leq \rho \|X_t\| \). In the fifth step we have used the assumption that \( \lambda \leq \frac{1}{2dC_\eta \sigma^2} \) to show \( \lambda \rho^2 + 2\lambda^2 \rho^2 C_\eta \sigma^2 \leq \rho \lambda \). In the last step, we have used the definition of \( Z_t \). We iterate over Equation (95) and use the fact that \( Z_0 = 0 \) almost surely to conclude that whenever \( \lambda \leq \frac{1}{2dC_\eta \sigma^2} \), we must have:

\[ \mathbb{E} \exp(\lambda Z_{t+1}) \leq \mathbb{E} \exp(\lambda Z_0) = 1. \]

Now, let \( Y_{t+1} = \sum_{s=0}^{t} \rho^{t-s} \|\eta_t\|^2 \). We will now use Lemma 10 to bound \( \mathbb{E} \exp(\lambda Y_{t+1}) \) for \( \lambda > 0 \) small enough.

**Lemma 12.** Suppose that Assumptions 3 and 5 hold and \( \rho \) be as given in Assumption 5. For any \( \lambda \) such that \( 0 \leq \lambda \leq \frac{1}{4dC_\eta \sigma^2} \), we have:

\[ \mathbb{E} \exp(\lambda Y_{t+1}) \leq \exp \left( \frac{8\lambda dC_\eta \sigma^2}{1-\rho} \right) \]

**Proof.** Let \( N(\beta) := \mathbb{E} \exp(\beta \|\eta_s\|^2) \) By independence of the noise sequence, we have:

\[ \mathbb{E} \exp(\lambda Y_{t+1}) = \prod_{s=0}^{t} N(\rho^{t-s} \lambda) \] (96)

For \( \beta \leq \frac{1}{4dC_\eta \sigma^2} \)

\[ N(\beta) = \mathbb{E} \exp(\beta \|\eta_s\|^2) = \mathbb{E} \exp(\beta \sum_{i=1}^{d} \langle e_i, \eta_s \rangle^2) \]
\[ \leq \frac{1}{d} \sum_{i=1}^{d} \mathbb{E} \exp(\beta d \langle e_i, \eta_s \rangle^2) \leq 1 + 8\beta d C_\eta \sigma^2 \] (97)

In the last step, we have used Jensen’s inequality for the function \( x \rightarrow \exp(x) \) and then invoked the Lemma. Plugging this into Equation (96), we conclude:

\[ \mathbb{E} \exp(\lambda Y_{t+1}) \leq \prod_{s=0}^{t} \left( 1 + 8\lambda d \rho^{t-s} C_\eta \sigma^2 \right) \leq \exp(\sum_{s=0}^{t} 8\lambda d \rho^{t-s} C_\eta \sigma^2) \]
\[ \leq \exp \left( \frac{8\lambda dC_\eta \sigma^2}{1-\rho} \right) \] (98)
Based on Lemmas 12 and 11, we will now state the following concentration inequality:

**Theorem 8.** Suppose Assumptions 3 and 5 hold and $\rho$ be as given in Assumption 5. Let $X$ be distributed according $\pi$, the stationary distribution of NLDS$(A^*, \mu, \phi)$. Then, for any $0 < \lambda \leq \lambda^* := \min\left(\frac{1}{8dC_\eta\sigma^2}, \frac{1-\rho}{4\rho C_\eta\sigma^2}\right)$, we have:

$$E \exp \left(\lambda \|X\|^2\right) \leq \exp\left(\frac{8\lambda dC_\eta\sigma^2}{1-\rho}\right).$$

We conclude:

1. Applying Chernoff bound with $\lambda = \lambda^*$, we conclude:

$$P \left(\|X\|^2 > \frac{8dC_\eta\sigma^2}{1-\rho} + \beta\right) \leq \exp(-\lambda^* \beta).$$

2.

$$E\|X\|^2 \leq \frac{8dC_\eta\sigma^2}{1-\rho}.$$

The conclusions still hold when $X$ is replaced by $X_t$ for any $t \in \mathbb{N}$ for the process started at 0.

**Proof.** We first note that $\|X_{t+1}\|^2 = Z_{t+1} + Y_{t+1}$. Therefore, by Cauchy-Schwarz inequality, we must have:

$$E \exp \left(\lambda \|X_{t+1}\|^2\right) = E \exp \left(\lambda (Z_{t+1} + Y_{t+1})\right) \leq \sqrt{E \exp(2\lambda Z_{t+1})} \sqrt{E \exp(2\lambda Y_{t+1})} \leq \exp\left(\frac{8\lambda dC_\eta\sigma^2}{1-\rho}\right).$$

(99)

Here we have used Lemmas 12 and 11 and the appropriate bounds on $\lambda$. Recall that we started the chain $(X_t)$ with $X_0 = 0$. Denote the law of $X_t$ by $\pi_t$. By proposition 2, we show that $\pi_t$ converges weakly to the stationary distribution $\pi$. We invoke Skorokhod representation theorem to show that there exist random variables $\bar{X}_t \sim \pi_t$ and $X_t \sim \pi$ for $t \in \mathbb{N}$, defined on a common probability space such that $\bar{X}_t \to X$ almost surely. Now, we have shown that:

$$E \exp \left(\lambda \|\bar{X}_{t+1}\|^2\right) \leq \exp\left(\frac{8\lambda dC_\eta\sigma^2}{1-\rho}\right).$$

Now, applying Fatou’s Lemma to the equation above as $t \to \infty$, we conclude:

$$E \exp \left(\lambda \|X\|^2\right) \leq \exp\left(\frac{8\lambda dC_\eta\sigma^2}{1-\rho}\right).$$

(100)

The concentration inequality follows from an application of Chernoff bound and the second moment bound follows from Jensen’s inequality to Equation (100) (i.e, $E \exp(Y) \geq \exp(EY)$).

---

**D.2 Sub-Gaussian Case: Possibly Unstable Systems**

We consider the case with $(C_\rho, \rho)$ regularity, but we allow $\rho > 1$.

**Lemma 13.** Under Assumption 4 we have:

$$\|X_t\| \leq C_\rho \sum_{s=0}^{t-1} \rho^{t-s-1} \|\eta_s\|. \quad (101)$$

No suppose Assumption 3 also holds. Let $\delta \in (0, 1/2)$. Then with probability atleast $1 - \delta$, we must have:

$$\sup_{0 \leq t \leq T} \|X_t\| \leq CC_\rho \sqrt{C_\eta S(\rho, T)} \sqrt{d \log \left(\frac{\rho}{\delta}\right)}.$$

Where $S(\rho, T) := \sum_{t=0}^{T-1} \rho^{T-t-1}$ and $C$ is some universal constant.
**Proof.** We consider the notations established in Assumption 4. We will define the process $X_t^{(s)}$ by $X_t^{(s)} = \cdots = X_s^{(s)} = 0$ and $X_{t+1}^{(s)} = \phi(A^s X_t^{(s)}) + \eta_t$ for $t \geq s$, where $\eta_t$ is the same noise sequence driving the process $X_0, X_1, \ldots, X_T$. Note that $X_t^{(s)} = h_{t-s}(0, \eta_s, \eta_{s+1}, \ldots, \eta_{t-1})$. 

$$X_t - 0 = X_t - X_t^{(1)} + X_t^{(1)} - X_t^{(2)} + \cdots + X_t^{(t)} - 0 \Rightarrow \|X_t\| \leq \sum_{s=0}^{t-1} \|X_s^{(s)} - X_s^{(s+1)}\|$$

$$= \sum_{s=0}^{t-1} \|h_{t-s-1}(\eta_s, \ldots, \eta_{t-1}) - h_{t-s-1}(0, \eta_{s+1}, \ldots, \eta_{t-1})\|$$

$$\leq \sum_{s=0}^{t-1} C_\rho \beta^{t-s-1} \|\eta_s\|$$

(102)

In the last step, we have used Assumption 4. To prove the high probability bound, we note that $\mathbb{P}(\sup_{0 \leq s \leq T-1} \|\eta_s\| > C \sqrt{\sigma \log(\frac{T}{\delta})}) \leq \delta$ for some universal constant $C$. \qed

### D.3 Heavy Tailed Case: Stable Systems

**Theorem 9.** Suppose Assumption 4 holds with $\rho < 1$. Suppose that $X$ is distributed as the stationary distribution $\pi$ of the system NLDS$(A^s, \mu, \phi)$. Then, we have:

1. $$\mathbb{E}\|X\|^4 \leq \frac{C_4^4 M_4}{(1-\rho)^2}.$$

Where we recall $M_4 = \mathbb{E}\|\eta_t\|^4$.

2. $$\mathbb{E}\|X\|^2 \leq \frac{C_6^2 d \sigma^2}{(1-\rho)^2}.$$

**Proof.** We use Equation (101) to conclude the desired bound for $X_T$ when the process is started with $X_0 = 0$. We then use Fatou’s lemma along with Skhorokhod Representation theorem like in Theorem 8 to conclude the bound at stationarity. \qed

### E Well Conditioned Second Moment Matrices

In this section we will consider a stationary sequence $X_0, \ldots, X_T$ derived from the process NLDS$(A^s, \mu, \phi)$, with the corresponding noise sequence $\eta_0, \ldots, \eta_T$. We want to show that the matrix $\frac{1}{T} \sum_{t=0}^{T-1} X_t X_t^\top$ behaves similar to $G := \mathbb{E}X_t X_t^\top$. To do this, we will first to control the quantity: $\mathbb{E}(X_t, x)^2(x, x)^2$ for arbitrary fixed vector $x \in \mathbb{R}^d$. Clearly, $\mathbb{E}(X_t, x)^2 = x^\top G x$.

**Lemma 14.** Without loss of generality, we suppose that $t > s$. Suppose $X_0, \ldots, X_T$ be a stationary sequence from NLDS$(A^s, \mu, \phi)$.

1. Suppose Assumptions 3 and 5 hold. Then we have:

$$\mathbb{E}(X_t, x)^2(x, x)^2 \leq 2(x^\top G x)^2 + \bar{C}_1 \rho^{2(t-s)} \frac{d \sigma^2}{1-\rho} x^\top G x \log \left(\frac{d}{1-\rho}\right)$$

Where $\bar{C}_1$ depends only on $C_\eta$.

2. Suppose Assumption 4 holds with $\rho < 1$. Recall that $M_4 = \mathbb{E}\|\eta_t\|^2$. We have:

$$\mathbb{E}(X_t, x)^2(x, x)^2 \leq 2(x^\top G x)^2 + 8\|x\|^2 C_6^6 \rho^{2(t-s)} \frac{M_4}{(1-\rho)^2}$$
We will give the proof of this lemma in Section H. Now, consider the random matrix \( \hat{G}_B := \frac{1}{p} \sum_{t=0}^{B-1} X_t X_t^\top \). Clearly, \( \hat{G}_B \succeq 0 \) and because of stationarity, \( \mathbb{E}\hat{G}_B = G \). We write down the following lemma:

**Lemma 15.** Suppose \( X_0, \ldots, X_T \) be a stationary sequence from NLDS(\( A^*, \mu, \phi \)).

1. Suppose Assumptions 2 and 3 hold. Let \( \bar{C}_1 \) be as in Lemma 14. Suppose \( B \geq \bar{C}_1 \frac{d}{(1-\rho)(1-\rho^2)} \log \left( \frac{d}{1-\rho} \right) \). Then, for any fixed vector \( x \in \mathbb{R}^d \),

\[
\mathbb{P} \left( x^\top \hat{G}_B x \geq \frac{1}{2} x^\top G x \right) \geq p_0 > 0.
\]

Where \( p_0 \) is a universal constant which can be taken to be \( \frac{1}{16} \). Furthermore, for any event \( A \) such that \( \mathbb{P}(A) > 1 - p_0 \), we must have:

\[
\mathbb{P} \left( x^\top \hat{G}_B x \geq \frac{1}{2} x^\top G x \left| A \right. \right) \geq q_0 := \frac{\mathbb{P}(A^c)}{\mathbb{P}(A)} > 0.
\]

2. Suppose Assumption 4 holds with \( \rho < 1 \). Whenever \( B \geq \frac{8C_6^6 M_4}{(1-\rho^2)((1-\rho)^2)\sigma^2} \)

\[
\mathbb{P} \left( x^\top \hat{G}_B x \geq \frac{1}{2} x^\top G x \right) \geq p_0 > 0.
\]

**Proof.** Without loss of generality, take \( \|x\| = 1 \). We start with the Paley-Zygmund inequality. Let \( Z \) be any random variable such that \( Z \geq 0 \) almost surely and \( \mathbb{E}Z^2 < \infty \). For any \( \theta \in [0, 1] \) we must have:

\[
\mathbb{P}(Z \geq \theta \mathbb{E}Z) \geq (1 - \theta)^2 \frac{(\mathbb{E}Z)^2}{\mathbb{E}Z^2}.
\]

Now consider \( Z = x^\top \hat{G}_B x \) and \( \theta = \frac{1}{2} \).

1. The simple calculation shows that:

\[
\mathbb{P} \left( x^\top \hat{G}_B x \geq \frac{1}{2} x^\top G x \right) \geq \frac{1}{4} \frac{B^2(x^\top G x)^2}{\sum_{s,t=0}^{B-1} \mathbb{E}(X_t, x)^2(x_s, x)^2}
\[
\geq \frac{1}{4} \frac{B^2(x^\top G x)^2}{2B^2(x^\top G x)^2 + \sum_{s,t=0}^{B-1} \bar{C}_1 \rho^{2(t-s)} \frac{d}{1-\rho} x^\top G x \log \left( \frac{d}{1-\rho} \right) \frac{d}{1-\rho}}
\]

\[
\geq \frac{1}{4} \frac{B^2(x^\top G x)^2}{2B^2(x^\top G x)^2 + 2 \sum_{t=0}^{B-1} \bar{C}_1 \frac{d}{(1-\rho)(1-\rho^2)} \frac{d}{1-\rho} x^\top G x \log \left( \frac{d}{1-\rho} \right) \frac{d}{1-\rho}}
\]

\[
= \frac{1}{8} \frac{1}{1 + \tau_B}
\]

Here, \( \tau_B := \frac{\bar{C}_1}{x^\top G x} \frac{d}{(1-\rho)(1-\rho^2)} \log \left( \frac{d}{1-\rho} \right) \). In the second step we have used item 1 of Lemma 14. In the third step, we have summed the infinite series \( \sum_{s \geq t} \rho^{2(t-s)} \). Using the hypothesis that \( B \geq \bar{C}_1 \frac{d}{(1-\rho)(1-\rho^2)} \log \left( \frac{d}{1-\rho} \right) \) and \( G \succeq \sigma^2 I \), we conclude the result.

2. We proceed similarly as above, but use item 2 in Lemma 14 instead.

\[ \square \]
We will now follow the method used to prove \([19]\) Lemma 31. We now consider the matrix \(\hat{H}_{0,B-1}^s\) under the event \(\mathcal{D}_{s,0}^\epsilon\) in order to prove Theorem 10 where the terms are as defined in Section C.3 For the sake of clarity, we will drop the superscript \(s\).

**Remark 5.** We prove the results below for \(\hat{H}_{0,B-1}^s\) but they hold unchanged when the matrices are all replaced with \(\hat{H}_{0,B-1}^{s,T}\) given that we reverse the order of taking products whenever they are encountered.

**Lemma 16.** Suppose Assumption \([3]\) holds. Suppose that \(\gamma BR < \frac{1}{4}\). Then, for any buffer \(s\), under the event \(\mathcal{D}_{s,0}^\epsilon\), we have:

\[
I - 4\gamma \left( 1 + \frac{2\gamma BR}{1 - \frac{2\gamma BR}{4}} \right) \sum_{i=0}^{B-1} \hat{X}_{i}^{s} \hat{X}_{i}^{s,T} \leq \hat{H}_{0,B-1}^s \hat{H}_{0,B-1}^{s,T} \leq I - 4\gamma \left( \frac{1}{1 - \frac{2\gamma BR}{4}} \right) \sum_{i=0}^{B-1} \hat{X}_{-i}^{s} \hat{X}_{-i}^{s,T}
\]

In particular, whenever we have \(\gamma BR \leq \frac{\xi}{4(1+\zeta)}\), we must have:

\[
I - 4\gamma \left( 1 + \frac{\xi}{2} \right) \sum_{i=0}^{B-1} \hat{X}_{i}^{s} \hat{X}_{i}^{s,T} \leq \hat{H}_{0,B-1}^s \hat{H}_{0,B-1}^{s,T} \leq I - 2\gamma \zeta \sum_{i=0}^{B-1} \hat{X}_{-i}^{s} \hat{X}_{-i}^{s,T}
\]

**Proof.** The proof follows from the proof of \([19]\) Lemma 28 with minor modifications to account for the fact that \(\phi'(\beta) \in [\zeta, 1]\). □

Combining Lemma 16 with Lemma 14, we will show that \(\hat{H}_{0,B-1}^s\) contracts any given vector with probability at-least \(p_0 > 0\).

**Theorem 10.** Suppose Assumptions \([1, 2, 3, 4, 5]\) hold. Assume that \(B\) and \(\gamma\) are such that: \(B \geq \tilde{C}_1 \frac{d}{(1-\rho)(1-\rho^2)} \log \left( \frac{d}{1-\rho} \right)\) and \(\gamma BR \leq \frac{\xi}{4(1+\zeta)}\) where \(\tilde{C}_1\) is as given in Lemma 15. We also assume that \(\mathbb{P}(\bar{D}^b,a) > \max(\frac{1}{2}, 1 - \frac{p_0}{2})\), where \(p_0\) is as given in Lemma 15. Let \(\alpha \geq b\). Let \(\lambda_{\min}(G)\) denote the smallest eigenvalue of \(G\). Conditioned on the event \(\bar{D}^b,a\),

1. \(\| \prod_{s=a}^{b} \hat{H}_{0,B-1}^{s,T} \| \leq 1\) almost surely

2. Whenever \(b - a + 1\) is larger than some universal constant \(C_0\),

\[
\mathbb{P} \left( \| \prod_{s=a}^{b} \hat{H}_{0,B-1}^{s,T} \| \geq 2(1 - \gamma B \lambda_{\min}(G))^{c_4(a-b+1)} \left| \bar{D}^b,a \right. \right) \leq \exp(-c_3(a-b+1) + c_5d)
\]

Where \(c_3, c_4\) and \(c_5\) are universal constants.

**Proof.** The proof of (1) above follows from an application of Lemma 16. So we will just prove (2). We will prove this with an \(\epsilon\) net argument over the unit \(\ell^2\) sphere in \(\mathbb{R}^d\).

Suppose we have arbitrary \(x \in \mathbb{R}^d\) such that \(\|x\| = 1\). Let \(K_v := \prod_{s=a}^{b} \hat{H}_{0,B-1}^{s,T}\). When \(v \leq b\), we take this product to be identity. Now, define \(\tilde{G}_v' := \frac{1}{B} \sum_{j=0}^{B-1} X_{v}^{s} X_{j}^{s,T}\).

Consider the class of events indexed by \(v\): \(\mathcal{G}_v := \{ \| \hat{H}_{0,B-1}^{s,T} K_{v-1} x \|^2 \leq \| K_{v-1} x \|^2 (1 - \gamma B \lambda_{\min}(G)) \}.\) From Lemma 15 we will prove the following claim:

**Claim 6.** Whenever \(v \in [b, a] \cap \mathbb{Z}\):

\[
\mathbb{P}(\mathcal{G}_v \cap \bar{D}^b,a, \hat{H}_{0,B-1}^{s,T} : s < v) \leq 1 - q_0
\]

Where \(q_0 > 0\) is as given in Lemma 15 and can be taken to be a universal constant under the present hypotheses.
Proof. We will denote \(K_{v-1}x\) by \(x_v\) for the sake of convenience. We note that when conditioned on \(\bar{H}_{0,B-1}^{s,T}\) for \(s < v\), \(x_v\) is fixed. Using Lemma 16, we note that:

\[\mathbb{P}(G_v^c \mid \hat{D}_{B}^{h,a}, \bar{H}_{0,B-1}^{s,T} : s < v) \leq \mathbb{P}(x_v G_v^c x_v \mid \hat{D}_{B}^{h,a}, \bar{H}_{0,B-1}^{s,T} : s < v)\]

We note that \(G_v^c\) is independent of \(\bar{H}_{0,B-1}^{s,T}\) for \(s \leq v\) (eventhough \(\bar{H}_{0,B-1}^{s,T}\) is not necessarily). Now we also note that \(G_v^c\) is independent of \(\hat{D}^s\) for \(s \neq v\). Therefore, we can apply Lemma 15 to conclude the claim.

Let \(D \subseteq \{b,\ldots,a\}\) such that \(|D| = r\). It is also clear from item 1 and the definitions above that whenever the event \(\cap_{v \in D} G_v^c\) holds, we have:

\[\| \prod_{s=a}^{b} \hat{H}_{0,B-1}^{s,T} \| \leq (1 - \gamma B \lambda_{\min}(G))^\frac{r}{2}.\]

Therefore, whenever Equation (105) is violated, we must have a set \(D^c \subseteq \{b,\ldots,a\}\) such that \(|D^c| \geq b - a - r\) and the event \(\cap_{v \in D} G_v^c\) holds. We will union bound all such events indexed by \(D^c\) to obtain an upper bound on the probability that Equation (105) is violated. Therefore, using Equation (104) along with the union bound, we have:

\[\mathbb{P}\left( \| \prod_{s=a}^{b} \hat{H}_{0,B-1}^{s,T} \| \geq (1 - \gamma B \lambda_{\min}(G))^\frac{r}{2} \mid \hat{D}_{B}^{h,a} \right) \leq \left( \frac{a - b + 1}{a - b - r} \right) (1 - q_0)^{a-b-r}\]

Whenever \(a - b + 1\) is larger than some universal constant, we can pick \(r = c_2(b - a + 1)\) for some constant \(c_2 > 0\) small enough such that:

\[\mathbb{P}\left( \| \prod_{s=a}^{b} \hat{H}_{0,B-1}^{s,T} \| \geq (1 - \gamma B \lambda_{\min}(G))^\frac{r}{2} \mid \hat{D}_{B}^{h,a} \right) \leq \exp(-c_3(b - a + 1))\]

Now, let \(\mathcal{N}\) be a 1/2-net of the sphere \(S^{d-1}\). Using Corollary 4.2.13 in [50], we can choose \(|\mathcal{N}| \leq 6^d\). By Lemma 4.4.1 in [50] we show that:

\[\| \prod_{s=a}^{b} \hat{H}_{0,B-1}^{s,T} \| \leq 2 \sup_{x \in \mathcal{N}} \| \prod_{s=a}^{b} \hat{H}_{0,B-1}^{s,T} \|\]

By union bounding Equation (106) for every \(x \in \mathcal{N}\), we conclude that:

\[\mathbb{P}\left( \| \prod_{s=a}^{b} \hat{H}_{0,B-1}^{s,T} \| \geq 2(1 - \zeta B \lambda_{\min}(G))^{c_4(b-a+1)} \mid \hat{D}_{B}^{h,a} \right) \leq |\mathcal{N}| \exp(-c_3(b - a + 1))\]

\[= \exp(-c_3(a - b + 1) + c_5 d)\]

We will now state the equivalent of [19] Lemma 32. The proof proceeds similarly, but using Theorem 10 instead. Consider the following operator:

\[F_{a,N} := \sum_{t=\ell}^{N-1} \prod_{s=t}^{a+1} \hat{H}_{0,B-1}^{s,T}\]

Here we choose the convention that whenever \(s > t\), then in any product involving \(\hat{H}_{0,B-1}^{s,T}\) and \(\hat{H}_{0,B-1}^{t,T}\), \(s\) appears to the right of \(t\). Hence, we use the take \(\prod_{s=t}^{a+1} \hat{H}_{0,B-1}^{s,T} = I\)

**Theorem 11.** Suppose all the conditions in Theorem 10 hold. Then, for any \(\delta \in (0,1)\), we have:

\[\mathbb{P}\left( \|F_{a,N}\| \geq C \left( d + \log \frac{N}{\delta} + \frac{1}{\zeta \gamma B \lambda_{\min}(G)} \right) \mid \hat{D}_{0,N}^{h,a} \right) \leq \delta\]

Where \(C\) is a universal constant.
F Self Normalized Noise Concentration

We recall the events defined in Section B:

1. \( \mathcal{D}_T(R) := \{ \sup_{0 \leq t \leq T} \| X_t \| \leq R \} \)
2. \( \mathcal{E}_T(\kappa) := \{ \hat{G} \geq \frac{\sigma^2}{\kappa} \} \)
3. \( \mathcal{D}_T(R, \kappa) := \mathcal{D}_T(R) \cap \mathcal{E}_T(\kappa) \)

From Lemma 13, we conclude that taking \( R \geq C^2_\rho C_\eta(S(\rho, T))^2 \sigma^2 \log(\frac{2T}{\delta}) \) ensures that \( \mathbb{P}(\mathcal{D}_T(R)) \geq 1 - \frac{\delta}{2} \). Only in this section, we define the following:

1. \( \hat{X}_t := \phi(A^* X_t) \)
2. \( \hat{K}_X := \frac{1}{T} \sum_{t=0}^{T-1} X_t \eta_t^\top + \eta_t \bar{X}_t^\top \)
3. \( \hat{G} := \frac{1}{T} \sum_{t=0}^{T-2} \bar{X}_t \bar{X}_t^\top \)
4. \( \hat{K}_\eta := \frac{1}{T} \sum_{t=0}^{T-2} \eta_t \eta_t^\top \)

**Lemma 17.** Let \( \delta \in (0, \frac{1}{2}) \) take \( R = C^2_\rho C_\eta(S(\rho, T))^2 \sigma^2 \log(\frac{2T}{\delta}) \), \( \kappa = 2 \) and suppose \( T \geq C_3 (d \log \left( \frac{d}{\sigma^2} \right) + \log \frac{1}{\delta}) \) for some constant \( C_3 \) depending only on \( C_\eta \). Then, we have:

\[
\mathbb{P}(\mathcal{D}_T(R, \kappa)) \geq 1 - \delta
\]

**Proof.** Consider \( \hat{G} = \frac{1}{T} \sum_{t=0}^{T-2} \bar{X}_t \bar{X}_t^\top = \frac{1}{T} \sum_{t=0}^{T-2} \bar{X}_t \bar{X}_t^\top + \bar{X}_t \eta_t^\top + \eta_t \bar{X}_t^\top + \eta_t \eta_t^\top \). For this proof only, we will define, To show the result, we will prove that \( \hat{K}_X \) is not too negative with high probability and that \( \hat{K}_\eta \) dominates identity with high probability. Let \( x \in S^{d-1} \) and \( \lambda \in \mathbb{R} \). Note that due to the sub-Gaussianity of \( \eta_t \) and the definition of the process,

\[
M_s := \exp \left( \sum_{s=0}^{t} \lambda(x, \eta_s) \langle x, \bar{X}_s \rangle - \frac{C_\eta \sigma^2 \lambda^2}{2} \langle \bar{X}_s, x \rangle^2 \right)
\]

is a super martingale with respect to the filtration \( \mathcal{F}_t := \sigma(X_0, \eta_0, ..., \eta_t) \), we conclude that \( \mathbb{E} M_{T-1} \leq 1 \). An application of Chernoff bound shows that for every \( \lambda, \beta > 0 \), we must have:

\[
\mathbb{P} \left( |\langle x, \bar{K}_X x \rangle| \geq 2C_\eta \sigma^2 \lambda x \bar{K}_X x + \frac{\beta}{T}, \mathcal{D}_T(R) \right) \leq \frac{2}{1-\delta} \exp(-\lambda \beta)
\]

We will now invoke Theorem 5.39 in [51] to conclude that for some constant \( \tilde{C}_2 \) which depends only on \( C_\eta \):

\[
\mathbb{P} \left( \frac{\hat{K}_\eta}{1 - \tilde{C}_2 \left( \sqrt{\frac{d}{T}} + \sqrt{\frac{\log \frac{1}{\delta}}{T}} \right) \sigma^2 I, \mathcal{D}_T(R) \right) \leq \frac{\delta}{4}
\]

Consider any \( \epsilon \) net \( \mathcal{N}_\epsilon \) over \( S^{d-1} \). By Corollary 4.2.13 in [51], we can take \( |\mathcal{N}_\epsilon| \leq \left( 1 + \frac{3}{2} \right)^d \). From Equations (109) and (110), we conclude that conditioned on \( \mathcal{D}_T(R) \), with probability at-least \( 1 - \frac{\delta}{4} - |\mathcal{N}_\epsilon| \exp(-\lambda \beta)\) we have:

\[
\inf_{x \in S^{d-1}} x^\top \hat{G} x \geq \inf_{y \in \mathcal{N}_\epsilon} y^\top \hat{G} y - 2\| \hat{G} \| \epsilon
\]

\[
\geq \inf_{y \in \mathcal{N}_\epsilon} y^\top \hat{G} y - |y^\top \hat{K}_X y| + y^\top \hat{K}_\eta y - 2\| \hat{G} \| \epsilon
\]

\[
\geq \inf_{y \in \mathcal{N}_\epsilon} y^\top \hat{G} y - |y^\top \hat{K}_X y| + y^\top \hat{K}_\eta y - 2\epsilon
\]

\[
\geq \inf_{y \in \mathcal{N}_\epsilon} y^\top \hat{G} y (1 - 2\lambda \sigma^2 C_\eta) - \frac{\beta}{T} + \sigma^2 \left( 1 - \tilde{C}_2 \left( \sqrt{\frac{d}{T}} + \sqrt{\frac{\log \frac{1}{\delta}}{T}} \right) \right) - 2\epsilon
\]

(111)
We will consider $D_T(R)$, $\|\hat{G}\| \leq R$. Take $\lambda = \frac{1}{2\sigma^2 C_n}$ and $\epsilon = \frac{1}{2R\sigma^2}$ and $\beta = 2\sigma^2 d C_n \log(16\frac{R}{\sigma^2} + 1) + 2\sigma^2 C_n \log \frac{8}{\delta}$. We conclude that whenever $T \geq C_3 (d \log \left(\frac{R}{\sigma^2}\right) + \log \frac{1}{\delta})$ for some constant $C_3$ depending only on $C_n$, with probability at-least $1 - \delta$ conditioned on $D_T(R)$, we have: $\hat{G} \succeq \frac{\sigma^2}{2} I$. In the definition of $E_T(\kappa)$, we take $\kappa = 2$. Therefore, we must have:

$$\mathbb{P}(E_T(\kappa) \cap D_T(R)) = \mathbb{P}(E_T(\kappa)|D_T(R)) \mathbb{P}(D_T(R)) \geq (1 - \frac{\delta}{2})^2 \geq 1 - \delta.$$ 

We conclude the result from the equation above. \qed

We now give the proof of Lemma 1.

F.1 Proof of Lemma 1

Proof. We invoke Theorem 1 in [20] with $S_t = T \hat{N}_t$, $V = T \sigma^2 I$, $\hat{V}_t = V + T \hat{G}$. We know that $(\eta_t, \epsilon_t)$ is $C_n \sigma^2$ sub-Gaussian. So, we take ‘$R$’ in the reference to be $C_n \sigma^2$. Therefore, we conclude that with probability at least $1 - \delta$:

$$\hat{N}_t \hat{V}_t^{-1} \hat{N}_i \leq \frac{2C_n \sigma^2}{T^2} \log \left( \frac{\det(\hat{V}_t)^{1/2} \det(V)^{-1/2}}{\delta} \right). \quad (112)$$

Under the event $D_T(R, \kappa)$, we must have: $\hat{V}_t \leq \sigma^2 T I + T R I$. This implies:

$$\det(\hat{V}_t)^{1/2} \det(V)^{-1/2} \leq (1 + \frac{R}{\sigma^2})^\frac{d}{2} \quad (113)$$

Now, observe that under the event $D_T(R, \kappa)$, $\hat{G} \succeq \frac{\sigma^2}{2} I$. Therefore, $\hat{V}_t \leq 3T \hat{G}$. This implies:

$$\frac{1}{3T} \hat{N}_t \hat{G}^{-1} \hat{N}_i \leq \hat{N}_t \hat{V}_t^{-1} \hat{N}_i \quad (114)$$

Combining Equations (112), (113) and (114) and using Lemma 17 we conclude that with probability at-least $1 - 2\delta$, we have:

$$\hat{N}_t \hat{G}^{-1} \hat{N}_i \leq \frac{6C_n \sigma^2}{T} \left[ d \log(1 + \frac{R}{\sigma^2}) + \log \frac{1}{\delta} \right]$$

Using union bound, we conclude the result. \qed

G Parameter Recovery Lower Bounds for ReLU-AR Model

We will show that in the case of non-expansive activation functions, parameter recovery can be hard information theoretically. More specifically, even when $\phi = \text{ReLU}$ and $\eta_t \sim \mathcal{N}(0, I)$, and $\|A^*\|_2 = \rho < 1$, we will need exponentially many samples with respect to $d$ in order estimate $A^*$ up to any vanishing accuracy. We do this via the two point method. Henceforth, we will assume that $d \geq 2$. Given $\epsilon > 0$, define with matrix $A(\epsilon) \in \mathbb{R}^{d \times d}$ as:

$$A_{ij}(\epsilon) = \begin{cases} \frac{1}{4} & \text{if } i = j; i \leq d - 1 \\ 0 & \text{if } i \neq j; i \leq d - 1 \\ \frac{\epsilon}{\sqrt{2}} & \text{if } i \neq j; i = d \\ 0 & \text{if } i = j = d \end{cases} \quad (115)$$

We will consider NLDS$(A(\epsilon), \mathcal{N}(0, I), \text{ReLU})$ and NLDS$(A(0), \mathcal{N}(0, I), \text{ReLU})$ as the two points in the two point method. As usual, we will consider $X_0 = 0$ almost surely for the sake of convenience. But it will be shown that this process is rapidly mixing since we intend to pick $\epsilon$ such that $\|A(\epsilon)\| < \frac{1}{2}$, so all the results should easily extend to stationary sequences. We collect some useful results in the following lemma:

Lemma 18. \quad I. $\|A(\epsilon)\| = \sqrt{\frac{1}{16} + \epsilon^2}$
2. Suppose \( \epsilon \) is small enough such that \( \| A(\epsilon) \| < 1 \). Let \( X_0, X_1, \ldots, X_T \sim \text{NLDS}(A(\epsilon), \mathcal{N}(0, I), \text{ReLU}) \) with \( X_0 = 0 \). For some universal constant \( p_1 > 0 \), we have for every \( i \leq d, t \geq 0 \):

\[
P \left( \langle X_{t+1}, e_i \rangle \geq \frac{1}{2} \left\| X_t \right\| \right) \geq p_1
\]

**Proof.**

1. Proof follows from elementary calculations.

2. \( X_{t+1} = \text{ReLU}(A(\epsilon)X_t) + \eta_t \). Therefore, for every \( i \leq d - 1 \), must have: \( \langle X_{t+1}, e_i \rangle \geq \langle \eta_t, e_i \rangle \). Therefore, we conclude that

\[
P \left( \langle X_{t+1}, e_i \rangle \geq \frac{1}{2} \left\| X_t \right\| \right) \geq p_1 > 0.
\]

We will now show that the last co-ordinate \( \langle X_{t+1}, e_d \rangle \) is just noise with a large probability and hence, we cannot estimate the last row of \( A(\epsilon) \) even with a large number of samples. Note that the event \( \langle X_{t+1}, e_d \rangle \neq \langle \eta_t, e_d \rangle \) is that same as the event \( \langle a_d(\epsilon), X_t \rangle > 0 \). Let \( a_d(\epsilon) \) denote the last row of \( A(\epsilon) \), in the form of a column vector.

**Lemma 19.** Suppose \( t \geq 2 \). Then, for some universal constants \( C_0, C_1 > 0 \),

\[
P \left( \langle a_d(\epsilon), X_t \rangle > 0 \right) \leq C_0 \exp(-C_1 d).
\]

**Proof.** \( \langle a_d, X_t \rangle > 0 \) if and only if \( \langle a_d, \text{ReLU}(A(\epsilon)X_{t-1}) \rangle + \langle a_d, \eta_{t-1} \rangle > 0 \). We first note that the first \( d-1 \) rows of \( X_{t-1} \) are i.i.d. by the definition of \( A(\epsilon) \). Therefore, we conclude using Lemma 18 that:

\[
P \left( \langle a_d, \text{ReLU}(A(\epsilon)X_{t-1}) \rangle \geq -c_0 \epsilon \sqrt{d} \right) \leq \exp(-c_1 d).
\]

for some universal constants \( c_0, c_1 \). Now, \( \langle a_d, \eta_{t-1} \rangle \) is distributed as \( \mathcal{N}(0, c^2) \) and is independent of \( X_{t-1} \). Therefore, with a large probability, \( \langle a_d, \text{ReLU}(A(\epsilon)X_{t-1}) \rangle \) takes a large negative value and by Gaussian concentration, \( \langle a_d, \eta_{t-1} \rangle \) concentrates near 0. Therefore, using elementary calculations we conclude the result.

In what follows, by \( X_T^\epsilon := (X_T^\epsilon, \ldots, X_T^\epsilon) \) we denote the process such that \( X_0^\epsilon = 0 \) and \( (X_T^\epsilon, \ldots, X_T^\epsilon) \sim \text{NLDS}(A(\epsilon), \mathcal{N}(0, I), \text{ReLU}) \).

**Lemma 20.** When \( \epsilon < \frac{1}{4} \), for some universal constants \( c_0, c_1 > 0 \), we have:

\[
\text{TV}(X_T^\epsilon, X_0^\epsilon) \leq c_0 \left( \epsilon + \epsilon \sqrt{T} \exp(-c_1 d) \right).
\]

**Proof.** Following the proof of Lemma 36 in [19], we conclude that:

\[
\text{KL}(X_T^\epsilon || X_0^\epsilon) = \frac{1}{2} \sum_{t=0}^{T-1} \mathbb{E} \left\| \text{ReLU}(A(\epsilon)X_t^\epsilon) - \text{ReLU}(A(0)X_t^\epsilon) \right\|^2 \tag{116}
\]

Note here that the expectation is with respect to the randomness in the trajectory \( X_T^\epsilon \). Applying the definition of \( A(\epsilon) \) and \( \text{ReLU} \) to Equation (116), we further simplify to show that:

\[
\text{KL}(X_T^\epsilon || X_0^\epsilon) = \frac{1}{2} \sum_{t=0}^{T-1} \mathbb{E} \left| \text{ReLU}(\langle a_d(\epsilon), X_t^\epsilon \rangle) \right|^2 = \frac{1}{2} \sum_{t=1}^{T-1} \mathbb{E} \left| \text{ReLU}(\langle a_d(\epsilon), X_t^\epsilon \rangle) \right|^2 \tag{117}
\]

In the equation above, we have used the fact that \( X_0^\epsilon = 0 \) almost surely. Now, when \( t = 1 \), we have \( X_1^\epsilon = \eta_1 \sim \mathcal{N}(0, I) \) almost surely. Therefore, \( \mathbb{E} \left| \text{ReLU}(\langle a_d(\epsilon), X_1^\epsilon \rangle) \right|^2 = \frac{\epsilon^2}{2} \). For \( t \geq 2 \), we will use Lemma 19 and Theorem 8. In this proof only, define \( \mathcal{P}_2 \) to be the event \( \{ \langle a_d, X_t \rangle > 0 \} \). Therefore, we conclude that:
\[
\mathbb{E}[\text{ReLU}(\langle a_d(\epsilon), X^*_T \rangle)]^2 = \mathbb{E}[\mathcal{I}(\mathcal{P}_t)|\langle a_d(\epsilon), X^*_T \rangle]^2 \\
\leq \mathbb{E}[\mathcal{I}(\mathcal{P}_t)||a_d(\epsilon)||^2||X^*_T||^2] \\
= \mathbb{E}[\mathcal{I}(\mathcal{P}_t)\epsilon^2||X^*_T||^2] \\
\leq \epsilon^2 \sqrt{\mathbb{P}(\mathcal{P}_t)} \sqrt{\mathbb{E}[||X_t||^4]} 
\]  

(118)

From Lemma 19 we conclude that \( \mathbb{P}(\mathcal{P}_t) \leq C_0 \exp(-C_1d) \) and from Theorem 8 it is clear that the concentration inequalities hold we show that \( \sqrt{\mathbb{E}[||X_t||^4]} \leq C_2d \) for some universal constant \( C_2 \). Combining the results above with Equation (117), we obtain that for universal constants \( C_0, C_1 \):

\[
\text{KL}(X^*_T||X^0_T) \leq C_0 \left( \epsilon^2dT \exp(-C_1d) + \epsilon^2 \right) 
\]  

(119)

We then use Pinsker’s inequality to conclude the result.

### G.1 Proof of Theorem 4

**Proof.** Let the notations below be as defined in the statement of the theorem. Since the minimax loss upper bounds any Bayesian loss, we will consider the uniform prior over \{NLDS(\( A(\epsilon), \mathcal{N}(0, I), \text{ReLU} \)), NLDS(\( A(0), \mathcal{N}(0, I), \text{ReLU} \)) \}. For any estimator \( \mathcal{A} \) with input \( X_0, \ldots, X_T \), we denote \( \mathcal{A}(X) \) as its output. We use the notation \( X^\epsilon \) and \( X^0 \) as defined in Lemma 20. Therefore, we have:

\[
\mathcal{L}(\Theta(\frac{1}{2}), T) \geq \inf_{\mathcal{A}} \frac{1}{2} \mathcal{L}(\mathcal{A}, T, A(0)) + \frac{1}{2} \mathcal{L}(\mathcal{A}, T, A(\epsilon)) \\
= \frac{1}{2} \inf_{\mathcal{A}} \mathbb{E}[||\mathcal{A}(X^0) - A(0)||^2_T + \mathbb{E}[||\mathcal{A}(X^\epsilon) - A(\epsilon)||^2_T] 
\]  

(120)

Where the expectation is over the respective trajectories \( X^\epsilon \) and \( X^0 \). Now, from Lemma 20 and the coupling calculation of TV distance, we can define the trajectories \( X^\epsilon \) and \( X^0 \) on a common probability space such that \( \mathbb{P}(X^0 \neq X^\epsilon) \leq TV(X^0, X^\epsilon) \). Picking \( \epsilon \) to be small enough such that \( TV(X^0, X^\epsilon) \leq \frac{1}{2} \) (which is true for a choice of \( \epsilon^2 = c_0 \min(\frac{\exp(c_1d)}{T}, 1) \) for universal constants \( c_0, c_1 \)). Define the event \( \mathcal{S}_T := \{X^0 = X^\epsilon\} \), we conclude from Equation (120) that:

\[
\mathcal{L}(\Theta(\frac{1}{2}), T) \geq \frac{1}{2} \inf_{\mathcal{A}} \mathbb{E}[||\mathcal{A}(X^0) - A(0)||^2_T + \mathbb{E}[||\mathcal{I}(\mathcal{S}_T)||\mathcal{A}(X^\epsilon) - A(\epsilon)||^2_T] 
\]  

(121)

Note that over the event \( \mathcal{S}_T \), we must have \( \mathcal{A}(X^\epsilon) = \mathcal{A}(X^0) \) in the case of a deterministic estimator. In case of a random estimator, the proof is same once we observe that their distribution is same and hence can be coupled almost surely. By convexity, we must have: \( ||a - b||^2 + ||b - c||^2 \geq \frac{1}{2}||a - c||^2 \). Combining these considerations into the equation above, we have:

\[
\mathcal{L}(\Theta(\frac{1}{2}), T) \geq \frac{\mathbb{P}(\mathcal{S}_T)}{4} ||A(\epsilon) - A(0)||^2_F \\
\geq \frac{\epsilon^2}{8}. 
\]  

(122)

From the choice of \( \epsilon^2 \) above, we conclude the result.
H Proofs of Technical Lemmas

H.1 Proof of Lemma 10

Proof. The proof follows from integrating the tails. Let \( Z := \exp(\lambda Y^2) \). For any \( \gamma \in \mathbb{R}^+ \), we have from the definition of sub-Gaussianity.

\[
P(Z \geq \gamma) = \begin{cases} 
1 & \text{if } \gamma \leq 1 \\
\mathbb{P}(|Y| \geq \sqrt{\frac{\log(\gamma)}{\lambda}}) & \text{if } \gamma > 1
\end{cases} \tag{123}
\]

Now,

\[
E Z = \int_{0}^{\infty} P(Z \geq \gamma) d\gamma \\
= \int_{0}^{1} d\gamma + \int_{1}^{\infty} P(|Y| \geq \sqrt{\frac{\log(\gamma)}{\lambda}}) d\gamma \\
\leq 1 + \int_{1}^{\infty} 2 \exp\left(-\frac{\log(\gamma)}{2\nu^2 \lambda}\right) d\gamma \\
= 1 + 2 \int_{1}^{\infty} \gamma^{-\frac{1}{2\nu^2 \lambda}} d\gamma \\
= 1 + \frac{4\nu^2 \lambda}{1 - 2\nu^2 \lambda} \\
\leq 1 + 8\lambda\nu^2 \tag{124}
\]

H.2 Proof of Lemma 14

Proof. We draw \( \tilde{X}_s \sim \pi \), independent of \( X_s \). We obtain \( \tilde{X}_{s+k} \) by running the markov chain with the same noise sequence. i.e., \( \tilde{X}_{s+k+1} = \phi(A^* \tilde{X}_{s+k}) + \eta_{s+k} \). We then obtain \( \tilde{X}_t \). Then, it is clear that:

\[
\langle X_t, x \rangle^2 \langle X_s, x \rangle^2 = \langle X_t - \tilde{X}_t + \tilde{X}_t, x \rangle^2 \langle X_s, x \rangle^2 \\
\leq 2\langle \tilde{X}_t, x \rangle^2 \langle X_s, x \rangle^2 + 2\langle X_t - \tilde{X}_t, x \rangle^2 \langle X_s, x \rangle^2 
\]

Taking expectation on both sides and noting that \( \tilde{X}_t \) is independent of \( X_s \), we conclude:

\[
E\langle X_t, x \rangle^2 \langle X_s, x \rangle^2 \leq 2(x^\top Gx)^2 + 2E\langle X_t - \tilde{X}_t, x \rangle^2 \langle X_s, x \rangle^2 \tag{125}
\]

By Assumption \( 4 \) we have: \( \|X_t - \tilde{X}_t\|^2 \leq C_\rho^2 \rho^{2(t-s)} \|X_s - \tilde{X}_s\|^2 \). Plugging this into Equation \( 125 \), we conclude:

\[
E\langle X_t, x \rangle^2 \langle X_s, x \rangle^2 \leq 2(x^\top Gx)^2 + 2E\|x\|^2 C_\rho^2 \rho^{2(t-s)} \|X_s - \tilde{X}_s\|^2 \langle X_s, x \rangle^2 \\
\leq 2(x^\top Gx)^2 + 4\|x\|^2 C_\rho^2 \rho^{2(t-s)} \mathbb{E}\left(\|X_s\|^2 + \|\tilde{X}_s\|^2\right) \langle X_s, x \rangle^2 \\
= 2(x^\top Gx)^2 + 4\|x\|^2 C_\rho^2 \rho^{2(t-s)} \left[\mathbb{E}\|X_s\|^2 \langle X_s, x \rangle^2 + x^\top G\mathbb{E}\tilde{X}_s \right] \tag{126}
\]

We can evaluate \( E\|\tilde{X}_s\|^2 \) from Theorems \( 8 \) and \( 9 \).

1. First we consider the Sub-Gaussian setting with \( \|A^*\| = \rho < 1 \) and \( C_\rho = 1 \). Fix \( R > 0 \). We will use the notation from Theorem \( 9 \) below. We can then write,
\[ E\|X_s\|^2(X_s, x)^2 = E\|X_s\|^2(X_s, x)^2 \mathbb{1}(\|X_s\|^2 \leq R) + E\|X_s\|^2(X_s, x)^2 \mathbb{1}(\|X_s\|^2 > R) \]
\[ \leq ER(X_s, x)^2 \mathbb{1}(\|X_s\|^2 \leq R) + E\|X_s\|^4 \mathbb{1}(\|X_s\|^2 > R) \]
\[ \leq Rx^\top Gx + E\|X_s\|^4 \mathbb{1}(\|X_s\|^2 > R) \]
\[ \leq Rx^\top Gx + \sqrt{E\|X_s\|^8} \sqrt{P(\|X_s\|^2 > R)} \]  
(127)

From Theorem 8 and Proposition 2.7.1 in [50], we show that \( E\|X_s\|^8 \leq C \left( \frac{d\sigma_2\sigma}{\rho} \right)^4 \) for some universal constant \( C \). Again, taking \( R = \frac{8d\sigma_2\sigma^2}{1-\rho} + \frac{2\log \frac{1}{\delta}}{\rho} \leq \frac{24d\sigma_2\sigma^2 \log(\frac{1}{\delta})}{1-\rho} \), we have:
\[ \sqrt{P(\|X_s\|^2 > R)} \leq \delta. \]
We plug this into Equation (127), take \( \delta = \frac{(1-\rho)x^\top Gx}{d\sigma_2} \) after noting that \( x^\top Gx \geq \sigma^2\|x\|^2 \) to show that:
\[ E\|X_s\|^2(X_s, x)^2 \leq \bar{C} \frac{d\sigma_2}{1-\rho} x^\top Gx \log \left( \frac{d}{1-\rho} \right) \]  
(128)
Where \( \bar{C} \) is a constant which depends only on \( C_n \). Using Equation (128) in Equation (126), we conclude that:
\[ E(X_t, x)^2(X_s, x)^2 \leq 2(x^\top Gx)^2 + \bar{C}_1 C_\rho^2 \rho^{2(t-s)} d\sigma_2 \frac{1}{1-\rho} x^\top Gx \log \left( \frac{d}{1-\rho} \right) \]  
(129)

2. From Equation (126), we directly conclude via Cauchy Schwarz inequality that:
\[ E(X_t, x)^2(X_s, x)^2 \leq 2(x^\top Gx)^2 + 8\|x\|^2 C_\rho^2 \rho^{2(t-s)} E\|X_s\|^4 \]
We then use the bound on \( E\|X_s\|^4 \) given in Theorem 9 to conclude the result.

\[ \square \]

### H.3 Proof of Lemma 2

**Proof.** Consider \( \hat{G} = \frac{1}{B} \sum_{t=0}^{T-1} X_t X_t^\top \) and consider the coupled process as in Definition 2. We will divide the times into buffers of size \( B \), with gaps of size \( u \) and also consider related notation as given in Section \( \text{[C]} \). Now, \( \hat{G} \geq \frac{B}{N^2} \sum_{i=1}^{N} \hat{G}^{(i)} \), where \( \hat{G}^{(i)} \) is the empirical second moment matrix of the buffer \( i \) given by \( \hat{G}^{(i)} := \frac{1}{B} \sum_{t=0}^{B-1} X_t^i X_t^i \). Now, consider the coupled second moment matrix defined on buffer \( i \) given by \( \bar{G}^{(i)} := \frac{1}{B} \sum_{t=0}^{B-1} X_t^i X_t^i \). By Lemma 3, we know that \( \|\bar{G}^{(i)} - \hat{G}^{(i)}\| \leq 4N^* C_\rho \rho^u \). Where \( M^* = \sup_{t \leq T} \max \left( \|X_t\|^2, \|\hat{X}_t\|^2 \right) \). Now, observe that by definition of the coupling, we have that \( \hat{G}_i \) are i.i.d. Combining the considerations above, and letting \( B \geq u \) to conclude \( \frac{B}{u} \geq 1 \):
\[ \hat{G} \geq \frac{B}{SN} \sum_{i=1}^{N} \hat{G}^{(i)} \geq \frac{1}{2N} \sum_{i=1}^{N} \hat{G}^{(i)} - 4M^* C_\rho \rho^u I \]  
(130)

Before proceeding further, we will give a high probability bound on \( M^* \). By Markov’s inequality, and Theorem 9:
\[ \mathbb{P}(M^* > R) \leq \frac{2TE\|X_s\|^2}{R} \leq \frac{2TC^2 d\sigma_2}{(1-\rho)^2} \alpha. \]
Consider the event \( \mathcal{D}_T(R) = \{M^* \leq R\} \). Letting \( R = \frac{4TC^2 d\sigma^2}{(1-\rho)^2} \) only in this proof, we conclude that:
\[ \mathbb{P}(\mathcal{D}_T(R)) \geq 1 - \frac{\delta}{2} \]
Recall that \( G = \mathbb{E}X_T X_T^\top \). Now, as shown by item 2 in Lemma 15 we have whenever \( B \geq \frac{4C_\rho M_4}{(1-\rho)^4 \sigma^2} \):
\[ \mathbb{P} \left( x^\top \hat{G}^{(i)} x \geq \frac{1}{2} x^\top G x \right) \geq p_0 > 0. \]  
(131)
Now, consider any arbitrary, fixed vector $x \in \mathbb{R}^d$. Using independence of $\tilde{G}^{(t)}$ and Equation \ref{eq:131}, we conclude that for some universal constants $c_0, c_1$, we must have:

\[
P\left( \frac{1}{N} \sum_{t=1}^{N} x^\top \tilde{G}^{(t)} x \leq c_0 x^\top G x \right) \leq \exp(-c_1 N). \tag{132}
\]

Rewriting the equation above by taking $x = G^{-1/2} y$, we have:

\[
P\left( \frac{1}{N} \sum_{t=1}^{N} y^\top G^{-1/2} \tilde{G}^{(t)} G^{-1/2} y \leq c_0 \|y\|^2 \right) \leq \exp(-c_1 N). \tag{133}
\]

For simplicity of exposition, we will take $J := \frac{1}{N} \sum_{t=1}^{N} G^{-1/2} \tilde{G}^{(t)} G^{-1/2}$ in the calculations below. Before proceeding with a bound on the operator norm, we will give a bound on $\|J\|$. Since $G \succeq \sigma^2 I$, we must have: $\|J\| \leq \frac{M}{\sigma^2}$.

Now, we will apply an epsilon net argument. Let $\mathcal{N}_\epsilon$ be an $\epsilon$-net over $S^{d-1}$. We can take $|\mathcal{N}_\epsilon| \leq (1 + \frac{1}{\epsilon})^d$.

\[
\inf_{y \in S^{d-1}} y^\top J y \geq \inf_{y \in \mathcal{N}_\epsilon} y^\top J y - 2\|J\| \epsilon.
\]

We let $\epsilon = \frac{c_0^2}{2N}$ for some constant $c > 0$ small enough and $R$ as defined earlier in this proof. By union bound over $\mathcal{D}^c_\epsilon(R)$ and the event given in Equation \ref{eq:133}, we conclude that for some universal constant $c_2 > 0$ small enough:

\[
P\left( \inf_{y \in S^{d-1}} y^\top J y > c_2, M \leq R \right) \geq 1 - \exp(C d \log(\frac{R}{\sigma^2}) - c_1 N) - \frac{\delta}{2} \tag{134}
\]

Now, using Equation \ref{eq:130}, we conclude that:

\[
G^{-1/2} \tilde{G} G^{-1/2} \succeq J \geq \frac{J}{2} - 4M^* C_\rho \rho^u G^{-1}
\]

Using the fact that $G^{-1} \succeq \frac{1}{\sigma^2}$ and using Equation \ref{eq:134}, we conclude that whenever $T \geq Cd \log(\frac{1}{2}) B \log(R/\sigma^2)$, $B \geq u$, $B \geq \frac{4C_\rho u M_4}{(1 - \rho)^3 (1 - \rho^2) \sigma^2}$ and $u \geq \frac{\log\left(\frac{RC_\rho C_k}{\sigma^2}\right)}{\log\left(\frac{2}{\epsilon}\right)}$, we conclude that for some constant $c_0 > 0$ small enough, with probability at least $1 - \delta$, we have:

\[
\tilde{G} \succeq c_0 G.
\]

\[\square\]

**H.4 Proof of Lemma \ref{lem:7}**

First, we will obtain a crude upper bound on $\|\tilde{a}^{t-1}_j - a^*\|$ using Theorem \ref{thm:10}. That is, we want to show that $\|\tilde{a}^{t-1}_j - a^*\|$ does not grow too large with high probability.

**Proposition 3.** Let $\lambda_{\min} = \lambda_{\min}(G)$. Conditional on $\hat{D}^{0, t-1} \cap \cap_{r=0}^{t-1} \mathcal{E}_{r,J}$, with probability at least $1 - N \delta$, for all $1 \leq t \leq N$, all $1 \leq j \leq B$ we have

\[
\|\tilde{a}^{t-1}_j - a^*\| \leq \|a_0 - a^*\| + 2\gamma B \sqrt{R \beta C \left( d + \log \frac{N}{\delta} + \frac{1}{\zeta \gamma B \lambda_{\min}} \right)} \tag{135}
\]

where $C$ is constant depending only on $C_\eta$.

45
We will work on the event \( \tilde{D}^{0,t-1} \cap \cap_{r=0}^{t-1} \mathcal{E}_r \). It is clear from Equation (136) that:

\[
\| \hat{a}_j^{t-1} - a^* \| \leq \| a_0 - a^* \| + 2\gamma B \sqrt{R\beta} \left( d + \log \frac{N}{\delta} + \frac{1}{\zeta \gamma B \lambda_{\min}} \right)
\]

Thus taking union bound we get that conditional on \( \tilde{D}^{0,t-1} \cap \cap_{r=0}^{t-1} \mathcal{E}_r \), for fixed \( t \), with probability at least \( 1 - \delta \), for all \( 1 \leq j \leq B \)

\[
\| \hat{a}_j^{t-1} - a^* \| \leq \| a_0 - a^* \| + 2\gamma B \sqrt{R\beta} \left( d + \log \frac{N}{\delta} + \frac{1}{\zeta \gamma B \lambda_{\min}} \right)
\]

Proof of Lemma 7: On the event \( \mathcal{E}_{0,j} \cap \tilde{D}^{r,N-1} \), we note the following inequalities

\[
\tilde{a}_i^s = \hat{a}_i^s, 0 \leq s < r, 0 \leq i \leq B - 1
\]

\[
\tilde{a}_i^r = \hat{a}_i^r
\]

\[
\| \tilde{a}_i^s - \hat{a}_i^s \| \leq \begin{cases} 4i \gamma \sqrt{R\beta} + \sum_{k=0}^{i-1} 4\gamma R \| \tilde{a}_k^r - a^* \|, & s = r, 1 \leq i \leq j \\ 4(j+1) \gamma \sqrt{R\beta} + \sum_{k=0}^{j-1} 4\gamma R \| \tilde{a}_k^r - a^* \|, & s = r, \ j + 1 \leq i \leq B - 1 \\ 4(j+1) \gamma \sqrt{R\beta} + \sum_{k=0}^{j-1} 4\gamma R \| \hat{a}_k^a - a^* \|, & r < s, \ 0 \leq i \leq B - 1 \end{cases}
\]

The result then follows from an application of Proposition 3 with \( \delta \) chosen as in C.4

H.5 Proof of Lemma 4

We first state and prove the following result:

**Lemma 21.** Let \( R_{\text{max}} := \sup_{t \leq T} (\| X_t \|^2, \| X_t \|^2) \) and suppose \( \gamma \leq \frac{1}{2R_{\text{max}}} \). For every \( t \in [N] \) and \( i \in [B] \) we have:

\[
\| a_i^t \| \leq 2\gamma R_{\text{max}} T.
\]

**Proof.** Let the row under consideration be the \( k \)-th row and \( e_k \) be the standard basis vector. Consider the SGD – RER iteration:

\[
a_{i+1}^t = a_i^t - 2\gamma \left( \phi(a_i^t, X_i^t) - X_i^t, e_k \right) X_i^t
\]

\[
= (I - 2\gamma \langle \phi(a_i^t, X_i^t, e_k), e_k \rangle) a_i^t + 2\gamma \langle X_i^t, e_k \rangle X_i^t
\]

(140)
Where \( \zeta_{t,i} := \frac{\phi((a_i^t, X_i^T))}{(a_i^t, X_i^T)} \in [\zeta, 1] \) exists in a weak sense due to our assumptions on \( \phi \). Observe that for our choice of \( \gamma \), we have \( \| (I - 2\zeta_{t,i} X_i^T X_i^{-T}) \| \leq 1 \) and \( \| (X_{t-(i-1)}, e_k) X_{t-i}^{-T} \| \leq R_{\max} \). Therefore, triangle inequality implies:
\[
\| a_{t+1}^f \| \leq \| a_t^f \| + 2\gamma R_{\max}
\]
We conclude the bound in the Lemma.
\( \square \)

Proof of Lemma: Let the row under consideration be the \( k \)-th row and \( e_k \) be the standard basis vector.
\[
a_{t+1}^f = a_t^f - 2\gamma (\langle a_t^f, X_i^T \rangle - \langle e_k, X_i^T \rangle) X_i^T
\]
\[
= a_t^f - 2\gamma (\langle a_t^f, \tilde{X}_i^T \rangle - \langle e_k, \tilde{X}_i^T \rangle) \tilde{X}_i^T + \Delta_{t,i}
\]
(141)

Where \( \Delta_{t,i} := 2\gamma \left( \phi((a_t^f, \tilde{X}_i^T)) \tilde{X}_i^T - \phi((a_t^f, X_i^T)) X_i^T \right) + 2\gamma \left( \langle X_{t-(i-1)}, e_k \rangle \tilde{X}_i^T - \langle X_{t-(i-1)}, e_k \rangle \tilde{X}_i^T \right) \).

Using Lemmas [21] and [3] we conclude that:
\[
\| \Delta_{t,i} \| \leq (16\gamma^2 R_{\max}^2 + 8\gamma R_{\max}) \rho^u
\]
Using the recursion for \( \tilde{a}_t^f \), we conclude:
\[
a_{t+1}^f - \tilde{a}_{t+1}^f = (I - 2\gamma \tilde{\zeta}_{t,i} \tilde{X}_i^T \tilde{X}_i^T) (a_t^f - \tilde{a}_t^f) + \Delta_{t,i}
\]
\[
\implies \| a_{t+1}^f - \tilde{a}_{t+1}^f \| \leq \| a_t^f - \tilde{a}_t^f \| \| (I - 2\gamma \tilde{\zeta}_{t,i} \tilde{X}_i^T \tilde{X}_i^T) \| + (16\gamma^2 R_{\max}^2 + 8\gamma R_{\max}) \rho^u
\]
\[
\implies \| a_{t+1}^f - \tilde{a}_{t+1}^f \| \leq \| a_t^f - \tilde{a}_t^f \| + (16\gamma^2 R_{\max}^2 + 8\gamma R_{\max}) \rho^u
\]
(142)

In the first step, \( \tilde{\zeta}_{t,i} := \frac{\phi((a_t^f, \tilde{X}_i^T)) - \phi((a_t^f, X_i^T))}{(a_t^f, X_i^T) - (a_t^f, \tilde{X}_i^T)} \in [\zeta, 1] \). In the last step we have used the fact that under the conditions on \( \gamma \), we must have \( \| (I - 2\gamma \tilde{\zeta}_{t,i} \tilde{X}_i^T \tilde{X}_i^T) \| \leq 1 \). We conclude the statement of the lemma from Equation (142).
\( \square \)

H.6 Proof of Claim

Proof. Let \( r_2 > r_1 \). As in proof of Claim 2, let \( C_{t} \) denote the resampled version of \( C_{r} \) obtained by re-sampling \( \eta_{r-j} \), i.e.,
\[
C_{t} (t, r_1, r_2, j_1, j_2) := 4\gamma \epsilon_{r_j}^{-r_j} \epsilon_{r_j}^{-r_j} R_{r_j}^{t-r_j} t_{j_1} \left( \hat{X}_j^{-r_2-j_2, T} H_{j_2+1, B-1}^{-r_2-j_2} \left( \prod_{s=r_2-1}^{r_1} \hat{H}_{0, B-1}^{-s} \right) \right) \left( \prod_{s=1}^{r_1-1} \hat{H}_{0, B-1}^{-s} \right)
\]
\[
\times \hat{H}_{0, B-1}^{-r_1-j_1, T} H_{j_1+1, B-1}^{-r_1-j_1} \hat{X}_j^{-r_1-j_1}
\]
\[
= 4\gamma \epsilon_{r_j}^{-r_j} \epsilon_{r_j}^{-r_j} \hat{X}_j^{-r_2-j_2, T} \left( \hat{H}_{j_2+1, B-1}^{-r_2-j_2} \left( \prod_{s=r_2-1}^{r_1+1} \hat{H}_{0, B-1}^{-s} \right) \right)
\]
\[
\times \hat{R}_{r_j}^{t-r_j} t_{j_1} \left( \prod_{s=r_1}^{1} \hat{H}_{0, B-1}^{-s} \right) \hat{R}_{r_j}^{t-r_j} t_{j_1} \left( \prod_{s=1}^{r_1-1} \hat{H}_{0, B-1}^{-s} \right) \hat{R}_{r_j}^{t-r_j} t_{j_1} \left( \hat{H}_{j_1+1, B-1}^{-r_1-j_1} \hat{X}_j^{-r_1-j_1} \right)
\]
(143)

Here we have used the fact that \( \hat{R}_{r_j}^{t-r_j} \) does not affect the buffers up to \( t - r_1 - 1 \) and only \( \hat{X} \)'s that are affected are in the term \( \hat{H}_{0, j_1-1}^{-t-r_1} \). Like in Claim 2, notice that
\[
\mathbb{E} \left[ \sum_{r_2 > r_1} \sum_{j_1, j_2} C_{t} (t, r_1, r_2, j_1, j_2) \right] = 0
\]
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Applying Lemma 9, we conclude that:
\[
\sum_{r_2 > r_1, j_1, j_2} \sum_{r_2 > r_1} C r(t, r_1, r_2, j_1, j_2) = 2 \gamma \sum_{r_1=1, j_1=0} \sum_{r_1=1} (\tilde{a}_B^{t-r_1})^T \mathcal{R}_t^{-r_1} \left( \bar{H}_{0,B-1}^{t-r_1} \right) \mathcal{R}_t^{-r_1} \left( \prod_{s=1}^{r_1} \tilde{H}_{0,B-1}^{t-s} \right).
\]

We cannot continue our analysis like in Claim 2 because due to resampling of \( \tilde{X}_j^{-r} \), \( \tilde{H}_{0,B-1}^{t-r_1} \) changes not just because of the iterates \( \tilde{a}_i^{t-r_1} \) but also due to \( \tilde{X} \to \tilde{X} \).

Further
\[
\mathbb{E} \left[ \sum_{r_2 > r_1, j_1, j_2} \sum_{r_2 > r_1} C r(t, r_1, r_2, j_1, j_2) 1 \left[ \tilde{D}_0^{t-r_1} - 1 \right] 1 \left[ \tilde{D}_t^{t-r_1} \right] \right] = 0 \quad (145)
\]

Next we have simple lemma

**Lemma 22.** Consider for each \( (r_1, j_1) \), the resampling operator \( \mathcal{R}_t^{-r_1} \)

\[
\mathbb{E} \left[ \sum_{r_2 > r_1, j_1, j_2} \sum_{r_2 > r_1} C r(t, r_1, r_2, j_1, j_2) 1 \left[ \tilde{D}_0^{t-r_1} \right] \right] \leq 4 \gamma^2 R \left( \frac{(Bt)^2}{2} C \sigma^2 \right) \frac{1}{T^{\alpha/2}} + \]

\[
\mathbb{E} \left[ \sum_{r_2 > r_1, j_1, j_2} \sum_{r_2 > r_1} C r(t, r_1, r_2, j_1, j_2) 1 \left[ \tilde{D}_0^{t-r_1} \right] \mathcal{R}_t^{-r_1} 1 \left[ \tilde{D}_t^{t-r_1} \right] \right] \quad (146)
\]

**Proof.** We have
\[
1 \left[ \tilde{D}_0^{t-1} \right] = 1 \left[ \tilde{D}_0^{t-1} \right] \mathcal{R}_t^{-r_1} 1 \left[ \tilde{D}_t^{t-r_1} \right] + 1 \left[ \tilde{D}_0^{t-1} \right] \mathcal{R}_t^{-r_1} 1 \left[ \tilde{D}_0^{t-r_1} \right] \quad (147)
\]

Hence
\[
\mathbb{E} \left[ \sum_{r_2 > r_1, j_1, j_2} \sum_{r_2 > r_1} C r(t, r_1, r_2, j_1, j_2) 1 \left[ \tilde{D}_0^{t-1} \right] \right] \leq 4 \gamma^2 R \left( \frac{(Bt)^2}{2} C \sigma^2 \right) \frac{1}{T^{\alpha/2}} + \]

\[
\mathbb{E} \left[ \sum_{r_2 > r_1, j_1, j_2} \sum_{r_2 > r_1} C r(t, r_1, r_2, j_1, j_2) 1 \left[ \tilde{D}_0^{t-1} \right] \mathcal{R}_t^{-r_1} 1 \left[ \tilde{D}_t^{t-r_1} \right] \right] \quad (148)
\]

where we used \( \mathcal{R}_t^{-r_1} 1 \left[ \tilde{D}_0^{t-r_1} \right] \) is identically distributed as \( 1 \left[ \tilde{D}_0^{t-r_1} \right] \) and hence
\[
\mathbb{E} \left[ \mathcal{R}_t^{-r_1} 1 \left[ \tilde{D}_0^{t-r_1} \right] \right] \leq \frac{1}{T^{\alpha/2}}
\]

So, based on the above lemma, we focus on bounding
\[
\mathbb{E} \left[ \sum_{r_2 > r_1, j_1, j_2} \sum_{r_2 > r_1} C r(t, r_1, r_2, j_1, j_2) 1 \left[ \tilde{D}_0^{t-r_1} \right] \mathcal{R}_t^{-r_1} 1 \left[ \tilde{D}_0^{t-r_1} \right] \right]
\]
Thus have \( \gamma_R \)

Now notice that

\[
\begin{align*}
\mathbb{E} \left[ \sum_{r_2 > r_1} \sum_{j_1, j_2} C_{r'}(t, r_1, r_2, j_1, j_2) \mathbb{1} \left[ \tilde{D}^{0,t-r_1-1} \right] \mathbb{1} \left[ \tilde{D}^{t-r_1+1,t-1} \right] \mathbb{1} \left[ \tilde{D}^{t-r_1}_{-j_1} \right] \mathbb{1} \left[ \tilde{D}^{t-r_1}_{-0} \right] \right] \\
= 0
\end{align*}
\]

(149)

Hence

\[
\begin{align*}
\mathbb{E} \left[ \sum_{r_2 > r_1} \sum_{j_1, j_2} C_{r'}(t, r_1, r_2, j_1, j_2) \mathbb{1} \left[ \tilde{D}^{0,t-r_1-1} \right] \mathbb{1} \left[ \tilde{D}^{t-r_1}_{-j_1} \right] \mathbb{1} \left[ \tilde{D}^{t-r_1}_{-0} \right] \right] \\
= 0 - \\
\mathbb{E} \left[ \sum_{r_2 > r_1} \sum_{j_1, j_2} C_{r'}(t, r_1, r_2, j_1, j_2) \mathbb{1} \left[ \tilde{D}^{0,t-r_1-1} \right] \mathbb{1} \left[ \tilde{D}^{t-r_1}_{-j_1} \right] \mathbb{1} \left[ \tilde{D}^{t-r_1}_{-0} \right] \right]
\end{align*}
\]

(150)

Thus

\[
\left\| \mathbb{E} \left[ \sum_{r_2 > r_1} \sum_{j_1, j_2} C_{r'}(t, r_1, r_2, j_1, j_2) \mathbb{1} \left[ \tilde{D}^{0,t-r_1-1} \right] \mathbb{1} \left[ \tilde{D}^{t-r_1}_{-j_1} \right] \mathbb{1} \left[ \tilde{D}^{t-r_1}_{-0} \right] \right] \right\| \leq 2 \gamma^2 R \frac{(Bt)^2}{2} C_0 \sigma^2 \frac{1}{T^{\alpha/2}}
\]

(151)

Now, similar to lemma 8 on the event \( \mathcal{E}^{r_1}_{0,j_1} \cap \tilde{D}^{0,t-1} \cap \mathcal{A}^{t-1} \) we have:

\[
\left\| \left( \prod_{s=r_1-1}^{1} \tilde{H}^{t-s}_{0,B-1} \right) - \mathbb{R}^{t-r_1}_{-j_1} \left( \prod_{s=r_1-1}^{1} \tilde{H}^{t-s}_{0,B-1} \right) \right\| \leq C \mathbb{B} \| \phi'' \| \gamma^2 R^2 B \frac{\sqrt{\beta}}{\zeta \lambda_{\min}}
\]

(152)

Next, similar to lemma 8 for \( \gamma R \leq \frac{1}{2} \), on the event \( \tilde{D}^{t-r_1}_{-0} \cap \bigcap_{i=0}^{B-1} \left\{ \| \mathbb{R}^{t-r_1}_{-j_1} \tilde{X}^{t-r_1}_{-j} \| \leq R \right\} \) we have

\[
\left\| \tilde{H}^{t-r_1}_{0,B-1} - \mathbb{R}^{t-r_1}_{-j_1} \left( \tilde{H}^{t-r_1}_{0,B-1} \right) \right\| \leq 4 \gamma R B
\]

(153)

Finally we can bound the norm of the expected difference of sums of \( C_r \) and \( C_{r'} \) using lemma 9 and (144) as

\[
\begin{align*}
\mathbb{E} \left[ \sum_{r_2 > r_1} \sum_{j_1, j_2} (C_r - C_{r'}) \mathbb{1} \left[ \tilde{D}^{0,t-r_1-1} \right] \mathbb{1} \left[ \tilde{D}^{t-r_1}_{-j_1} \right] \mathbb{1} \left[ \tilde{D}^{t-r_1}_{-0} \right] \right] \\
\leq 2 \gamma \mathbb{E} \left[ \sum_{r_1}^{r-1} \sum_{j_1} \sqrt{R} |\epsilon^{t-r_1}_{j_1}| \left\| \| \tilde{a}^{t-r_1-1}_{j_1} \| \right\| \left[ \tilde{D}^{0,t-r_1-1} \right] \right] \\
= \left( C \| \phi'' \| \gamma^2 T R^2 B \frac{\sqrt{\beta}}{\zeta \lambda_{\min}} + C \gamma R B \right) \\
\leq \left( C \| \phi'' \| \gamma^3 T^2 R^3 B \frac{\sqrt{\beta}}{\zeta \lambda_{\min}} + C \gamma^2 T R B \right) \sqrt{R} C_0 \sigma^2 \sqrt{\sup_{s \leq N-1} \mathbb{E} \left[ \| \tilde{a}^{s,v} \| \right] \left[ \tilde{D}^{0,s} \right]}
\end{align*}
\]

(154)
Thus

\[
E \left[ \sum_{r_2 > r_1} \sum_{j_1, j_2} (C_r - C_r')^1 \left[ \tilde{D}^{0, t-1}_{-r_1} \right] R_{-j_1} \left[ \tilde{D}^t_{r_1} \right] \right] \\
\leq C \left( \|\varphi''\| \gamma^3 T^2 R^3 B \frac{\sqrt{\beta}}{\zeta \lambda_{min}} + \gamma^2 T R B \right) \sqrt{RC_n \sigma^2} \sup_{s \leq N-1} E \left[ \|\tilde{a}_{s, t}^n\|^2 \left[ \tilde{D}^{0, s}_t \right] \right] \\
+ C (Bt)^2 \left[ \gamma^2 R C_n \sigma^2 \left( \sqrt{P \left[ \bigcup_{s=0}^{N-1} \bigcup_{i=0}^{B-1} \mathbb{E}_{s, i}^* \right]} + \sqrt{P \left[ A^{t-1, C} \right]} \right) \right] \\
\leq C \left( \|\varphi''\| \gamma^3 T^2 R^3 B \frac{\sqrt{\beta}}{\zeta \lambda_{min}} + \gamma^2 T R B \right) \sqrt{RC_n \sigma^2} \sup_{s \leq N-1} E \left[ \|\tilde{a}_{s, t}^n\|^2 \left[ \tilde{D}^{0, s}_t \right] \right] \\
+ C (Bt)^2 \gamma^2 R C_n \sigma^2 \frac{1}{T^{\alpha/2}} \\
\tag{155}
\]

Combining everything we conclude the claim.