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**Abstract:** In this paper, the CONFIG algorithm, a simple and provably efficient constrained global optimization algorithm, is applied to optimize the closed-loop control performance of an unknown system with unmodeled constraints. Existing Gaussian process based closed-loop optimization methods, either can only guarantee local convergence (e.g., SafeOPT), or have no known optimality guarantee (e.g., constrained expected improvement) at all, whereas the recently introduced CONFIG algorithm has been proven to enjoy a theoretical global optimality guarantee. In this study, we demonstrate the effectiveness of CONFIG algorithm in the applications. The algorithm is first applied to an artificial numerical benchmark problem to corroborate its effectiveness. It is then applied to a classical constrained steady-state optimization problem of a continuous stirred-tank reactor. Simulation results show that our CONFIG algorithm can achieve performance competitive with the popular CEI (Constrained Expected Improvement) algorithm, which has no known optimality guarantee. As such, the CONFIG algorithm offers a new tool, with both a provable global optimality guarantee and competitive empirical performance, to optimize the closed-loop control performance for a system with soft unmodeled constraints. Last, but not least, the open-source code is available as a python package to facilitate future applications.
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1. INTRODUCTION

The performance of closed-loop systems can typically be optimized by tuning control parameters (e.g., gains or set-points) under the guidance of the operational data. Manual tuning of these parameters often takes significant human effort and domain-specific engineering expertise, which may make controller tuning economically infeasible, since the personnel cost may outweigh the benefit from optimized performance. Therefore, algorithms that can automatically adjust these control parameters, without human effort, to optimize closed-loop performance are of great practical interest.

Closed-loop performance of a control system can typically be defined as functions that take inputs and outputs measured from the closed-loop system as the arguments. For example, in building thermal control, discomfort can be defined as the integration of temperature deviation from a comfort range. While how performance is determined by inputs and outputs is typically clearly understood, the map from control parameters, which are actually tuned, to the closed-loop performance is largely unknown and behaves like a black-box. It is either because an identified system model is unavailable during parameter tuning or the models are so complicated that it is almost impossible to directly construct the explicit mapping from controller parameters to closed-loop performance.

Therefore, data-driven tuning methods, where the control parameters-to-performance map is considered as a black-box function that can be learned with closed-loop operational data, are receiving more and more research attention. To get closed-loop operation data, we can perform experiments or simulate a model. However, since both experimentation and high-fidelity software simulations are expensive in terms of hardware use or very long computation time. Therefore, it is desired that the tuning algorithms are able to identify a near-optimal set of control parameters with as few experiments/simulations as possible.

Due to the above reasons, efficient global optimization1 Jones et al. (1998) has been widely applied to the closed-loop controller tuning problem, thanks to its black-
To handle these unknown black-box constraints, a variety of efficient global optimization methods with constraints have been developed. We can roughly classify them into different groups based on whether constraint violations are allowed during the optimization process. For the setting where no constraint violations are tolerated, a group of safe Bayesian optimization methods have been developed Sui et al. (2015, 2018); Turchetta et al. (2020). However, due to hard safety-critical constraints, these algorithms may get stuck at a local minimum. For another setting where constraint violations are allowed and incur no harm, there exist generic constrained Bayesian optimization methods. For example, a group of popular methods Gardner et al. (2014); Gelbart et al. (2014) encode the constraint information into the acquisition function (e.g., constrained Expected Improvement). However, there are no known theoretical guarantees on the optimality, constraint violations or convergence rate for this set of methods.

More recently, a third group of approaches is receiving more attention (e.g., Xu et al. (2022c); Zhou and Ji (2022)), where constraint violations are allowed, but need to be managed well. In this setting, two more recent works adopt a penalty-function approach Lu and Paulson (2022) and a primal-dual approach Zhou and Ji (2022) to solve the constrained efficient global optimization problem. The common idea of the two works is the addition of a penalizing term of the constraint violation in the objective and transforming the constrained problem into an unconstrained one. However, both these methods require one to choose values for some critical parameters (e.g., penalty coefficient Lu and Paulson (2022) and dual update step size Zhou and Ji (2022)). The performance of these methods may be impacted heavily by the chosen parameters, but no clear guideline on how to select those critical parameters are known for implementation. Furthermore, the work of Lu and Paulson (2022) only analyzes the penalty-based regret, which is defined as the suboptimality plus penalized constraint violations, but does not derive separate bounds for cumulative regret (suboptimality) and violations. In practice, improper choice of penalty parameter may lead to the convergence to suboptimal or infeasible solution. Additionally, the cumulative violations considered in Zhou and Ji (2022) are the violations of the cumulative constraint values, not the real total violations. Such a weak form of cumulative violation bounds can not rule out the case of constraint oscillation, where points with severe violations and small constraint values are alternatingly sampled, keeping a low cumulative constraint value. Besides these works with theoretical guarantees, Priem et al. (2020) also utilizes upper trust bound to approximate the feasible set and maximize some acquisition function inside this approximate feasible set. However, Priem et al. (2020) neither gives systematic design of upper trust bound and acquisition function nor provides any theoretical feasibility and optimality guarantees.

In this paper, we apply the recently introduced con-fig (CONstrained efFicient Global optimization) algorithm Xu et al. (2022a), a simple and provably efficient global optimization algorithm, to optimize the closed-loop control performance of an unknown system with unmod-elled constraints. In sharp contrast to existing popular Gaussian process based closed-loop optimization methods,

---

**Fig. 1.** Constrained efficient global optimization based auto-tuner optimizes the performance of a dynamical system controlled by a controller parameterized by \( \theta \). By conducting software simulation or physical experiments, we can collect input-output trajectories \( \{(u, y)\} \) and derive the values of the objective \( J(\theta) \) and the constraints \( g(\theta) \). On top of the closed-loop dynamical system, we apply our constrained efficient global optimization method to guide the search of optimal feasible parameters \( \theta \).
which either can only guarantee local convergence (e.g., SafeOPT), or have no known optimality guarantee (e.g., constrained expected improvement), CONFIG algorithm has been proven to enjoy a theoretical global optimality guarantee Xu et al. (2022a). Tab. 1 summarizes the comparison of this method to existing state-of-the-art constrained efficient global optimization methods. In this study, the algorithm is first applied to artificial numerical problems to indicate its effectiveness. It is then applied to a classical constrained steady-state optimization problem of a continuous stirred-tank reactor. Simulation results show that CONFIG algorithm can achieve a performance competitive with the popular CEI (Constrained Expected Improvement) algorithm, which has no known optimality guarantee. Our algorithm offers a new tool, with a provable global optimality guarantee, to optimize the closed-loop control performance for a system with non-safety critical unmodeled constraints. Last but not least, the open-source code is available as a python package to facilitate future applications.

The contributions of the paper include:

1. A recent variant of the constrained efficient global optimization method, CONFIG, which achieves provable global optimality, is proposed to do closed-loop control system optimization with unmodeled constraints.
2. The effectiveness and superior performance of the algorithm on artificial problem instances is demonstrated.
3. The method is applied to a constrained steady-state optimization problem of a continuous stirred-tank reactor. Simulation results show that this new method achieves performance competitive with the popular state-of-the-art methods that operate without known global optimality guarantees.
4. An open source python implementation of CONFIG is provided.²

2. PROBLEM STATEMENT

We consider controlled closed-loop systems of the form

\[ x^+ = F(x, \theta), \]

where \( x, x^+ \in \mathbb{R}^m \) denote the system state and its update respectively, \( \theta \in \Theta \subseteq \mathbb{R}^n \) are the control parameters (e.g., set-points) to be tuned, and \( F(\cdot, \cdot) \) the closed-loop dynamics with some initial state \( x_0 \).

To determine the system performance, we define a continuous cost function \( J(\theta) : \mathbb{R}^n \to \mathbb{R} \) to be minimized, which is an unknown/unmodeled black-box function of the parameters \( \theta \). We also define \( N \) unmodeled constraints on the system outputs that require management during tuning. The \( i \)-th such constraint is \( g_i(\theta) : \mathbb{R}^n \to \mathbb{R} \), \( i \in [N] \), where the notation \([N] \triangleq \{ i \in \mathbb{N} | 1 \leq i \leq N \} \).

Remark 1. Our formulation can capture two typical application scenarios.

- Steady state optimization. In steady state optimization (e.g., in Xu et al. (2022c)), we assume the state converges to a steady state \( x^\infty(\theta) \), which is a function of \( \theta \). In this case, the cost function \( J(\theta) \) is given as a cost function of the steady state

\[ J(\theta) \triangleq \ell(x^\infty(\theta)). \]

and the constraints are also defined accordingly.

- Batch performance optimization. In batch performance optimization, we optimize batch processes over finite time-horizons, say \( T_h \). Specifically, we define the objective over a batch trajectory as the integration of a stage cost,

\[ J(\theta) \triangleq \frac{1}{T_h} \int_0^{T_h} \ell(x(\tau), \theta) \, d\tau. \]

Constraints over the period can also be defined similarly. For example, in room temperature controller tuning Fiducioso et al. (2019), the aim is to minimize energy consumption, which is the integration of power, subject to constraints including integration of temperature reference tracking error.

We formulate the control parameter tuning problem as a black-box constrained optimization problem in Eq. (2).

\[
\min_{\theta \in \Theta} J(\theta) \quad (2a)
\]

subject to: \( g_i(\theta) \leq 0, \quad \forall i \in [N]. \) \quad (2b)

Our objective is to solve the constrained optimization problem (2) while managing constraint violations during the optimization process.

3. METHODOLOGY

In this section, we introduce the preliminaries of using Gaussian process to model the black box functions \( J(\theta) \) and \( g_i(\theta), i \in [N] \), before introducing the algorithm.

3.1 Primer on Gaussian process regression

As in existing efficient global optimization based controller tuning works (e.g., Xu et al. (2022c)), we use Gaussian process surrogate models to learn the unknown functions \( J(\theta) \) and \( g_i(\theta) \). As in Chowdhury and Gopalan (2017), we artificially introduce a Gaussian process \( GP(0, k(\cdot, \cdot)), i \in [N] \) for the surrogate modelling of the unknown black-box functions \( J \) and \( g_i \). We also adopt an i.i.d Gaussian zero-mean noise model with noise variance \( \lambda \). We use \( y_{0,t} \) to denote the measurement of the tuning objective \( J \) at step \( t \) with the sample \( \theta_t \), which is corrupted by independently distributed \( \sigma_0 \) sub-Gaussian noise. Similarly, we use \( y_{i,t} \) to denote the noisy measurement of the tuning constraint \( g_i \) at step \( t \) with the sample \( \theta_t \). We use \( \Theta_t \) to denote the sample sequence \( \{ \theta_1, \theta_2, \cdots, \theta_t \} \). We introduce the following functions of \( \theta, \theta' \),

\[
\mu_{0,t}(\theta) = k_0(\theta_{1:t}, \theta)^\top (K_{0,t} + \lambda I)^{-1} y_{0,1:t}, \quad (3a)
\]

\[
k_{0,t}(\theta, \theta') = k_0(\theta, \theta') \]

\[
- k_0(\theta_{1:t}, \theta)^\top (K_{0,t} + \lambda I)^{-1} k_0(\theta_{1:t}, \theta'), \quad (3b)
\]

\[
\sigma^2_{0,t}(\theta) = k_0(\theta, \theta), \quad (3c)
\]

where \( k_0(\theta_{1:t}, \theta) = [k_0(\theta_1, \theta), k_0(\theta_2, \theta), \cdots, k_0(\theta_t, \theta)]^\top \).\[K_{0,t} = (k_0(\theta, \theta'))_{\theta, \theta' \in \Theta_t} \text{ and } y_{0,1:t} = [y_{0,1}, y_{0,2}, \cdots, y_{0,t}]^\top.\]

Similarly, we can get \( \mu_{i,t}(\cdot), k_{i,t}(\cdot, \cdot), \sigma_{i,t}(\cdot), \forall i \in [N] \) for the
We now give the global optimality guarantee of the Alg. 1.

**Theorem 1.** (Xu et al. (2022a), Theorem 4.2) Let the same assumptions of Theorem 4.2 in Xu et al. (2022a) hold. Then we have, with probability at least \(1 - \delta, \forall \delta \in (0,1)\), there exists \(\hat{\theta}_T \in \{\theta_1, \theta_2, \ldots, \theta_T\}\), such that,

\[
J(\hat{\theta}_T) - J^* \leq O\left(\sum_{i=0}^{N} \gamma_i I \sqrt{T} \right),
\]

(5a)

\[
[g_i(\hat{\theta}_T)]^+ \leq O\left(\sum_{i=0}^{N} \gamma_i I \sqrt{T} \right), \quad \forall i \in [N],
\]

(5b)

where \(J^*\) is the optimal value of the problem (2).

In the case that the original problem is infeasible, (Xu et al., 2022a, Theorem 5.1) also gives a guarantee that infeasibility is declared in finite steps with high probability.

### 4. EXPERIMENTS

In this section, we will first demonstrate the effectiveness of our algorithm on an artificial numerical problem. We then apply it to a classical constrained steady-state optimization problem of a continuous stirred-tank reactor.

#### 4.1 Artificial numerical problem

We consider the constrained global optimization problem,

\[
\min_{(\theta_1, \theta_2) \in [-10,10]^2} \cos(2\theta_1) \cos(\theta_2) + \sin(\theta_1),
\]

(6a)

subject to \(\cos(\theta_1 + \theta_2) - g_{\text{thr}} \leq 0\),

(6b)

where \(g_{\text{thr}} \in (-1,1)\). To measure the convergence performance of different algorithms, we introduce the concept of constrained regret as

\[
\min_{t \in [T]} \left[ J(\theta_t) - J^* \right]^+ + \sum_{i=1}^{N} [g_i(\theta_t)]^+,
\]

which is essentially the sum of the positive part of sub-optimality and the constraint violations. Fig. 2 shows the performance of different algorithms in terms of constrained regret, when running on the problem (6) with \(g_{\text{thr}} = -0.6\) and 30 different feasible starting points. Our method can identify the global optimal solution within 20 steps in this particular example with all the 30 feasible starting points. In sharp contrast, SafeOPT and the primal-dual method can get stuck at a local minimum or infeasible solution, and suffer from a strictly positive average constrained regret. The popular CEI method is less efficient and can fail to give an almost optimal solution within 30 steps.

As for EPBO method Lu and Paulson (2022), the penalty can be tricky to tune since we do not have information on the gradient of the black-box functions. Randomly selecting a penalty may lead to a suboptimal or infeasible solution if it is not large enough. For example, as shown in Fig. 2, EPBO with penalty 0.2 converges to a strictly positive constrained regret, which means it can fail to...
find the global optimal feasible solution. On the other hand, too large penalty may also lead to numerical issues. Essentially, CONFIG method avoids the tuning effort of the penalty parameter and recovers the behavior of EPBO with sufficiently large penalty.

4.2 Steady state optimization: Williams-Otto problem

In this section, we consider the classical Williams-Otto benchmark problem del Rio Chanona et al. (2021). In this problem, a continuous stirred-tank reactor (CSTR) is fed with two pure components A and B. The reactor operates at steady state under the temperature \( T \). During the reaction, a byproduct G is also produced. We use \( X_A \) and \( X_G \) to denote the residual mass fractions of A and G at the reactor outlet, which need to be managed during the operation. See (del Rio Chanona et al., 2021, Sec. 4.1) for more details. Our goal is to tune the feedrate \( F_B \) of the component B and the reaction temperature \( T_r \), so as to maximize the economic profit from the reaction. Our problem can then be formulated as,

\[
\min_{F_B, T_r} J(F_B, T_r)
\]

subject to CSTR model Mendoza et al. (2016)

\[
g_1(F_B, T_r) \overset{\text{def}}{=} X_A(F_B, T_r) - 0.12 \leq 0 \tag{7}
\]

\[
g_2(F_B, T_r) \overset{\text{def}}{=} X_G(F_B, T_r) - 0.08 \leq 0,
\]

\[
F_B \in [4, 7], T_r \in [70, 100]
\]

where \( J(F_B, T_r) \) is the minimization objective that is opposite to the economic profit, \( g_1(F_B, T_r) \) and \( g_2(F_B, T_r) \) are threshold constraints on the residual mass fractions at the reactor outlet. To measure the quality of a solution \( \theta = (F_B, T_r) \), we use the normalized positive regret plus normalized violations as shown in

\[
\frac{[J(\theta) - J^*]^+}{\sigma_J} + \frac{[g_1(\theta)]^+}{\sigma_{g_1}} + \frac{[g_2(\theta)]^+}{\sigma_{g_2}}, \tag{8}
\]

where \( \sigma_J, \sigma_{g_1} \) and \( \sigma_{g_2} \) are standard deviations of \( J, g_1, g_2 \) over a set of sampled points.

5. COMPUTATIONAL TOOLBOX

To facilitate the future use of CONFIG in other applications, we build an open-source \texttt{python package}, \texttt{config}, which implements not only the \texttt{CONFIG} algorithm but also other popular constrained Bayesian optimization methods, to allow more flexibility in the choice of algorithms.

Fig. 4 shows an overview of the major components for our toolbox to work. Users need to specify the black-box optimization problems, where the objective and constraints can be explicit mathematical expressions, software simulator or hardware experiment. The users also need to specify the choices of some hyperparameters, including kernel functions and evaluation budget. If the user can not provide the parameters in the kernel functions based on domain knowledge, our toolbox also includes simple procedures to estimate the parameters in the kernel functions. The toolbox is extensible, and users can define their own acquisition policies easily using the interface provided.

6. CONCLUSION

In this paper, we have presented the application of the \texttt{CONFIG} algorithm, a simple and provably efficient constrained global optimization algorithm, to the optimiza-
tion of the closed-loop control performance of an unknown system with unmodeled constraints. In sharp contrast to currently popular Gaussian process based closed-loop optimization methods, our CONFIG algorithm enjoys a theoretical global optimality guarantee. Simulation results on an artificial numerical problem and a classical constrained steady-state optimization problem of a continuous stirred-tank reactor both demonstrate that our CONFIG algorithm can achieve performance competitive with the popular CEI (Constrained Expected Improvement) algorithm, which has no known optimality guarantee. Our algorithm offers a new tool, with a provable global optimality guarantee, to optimize the closed-loop control performance for a system with non-safety critical unmodeled constraints. Last but not least, the open-source code is available as a python package to facilitate future applications.
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