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Supplementary

1 Related Work

Figure S1. Problems in concordance and variety of input data used to predict a broad spectrum of endpoints across the in vitro, in vivo and clinical platforms with both single-task and multi-task models. Multi-class models [1–3] have predicted multiple toxic endpoints mutually exclusively per chemical. Multi-label models [4–6] have further generalized allowing mutually inclusive prediction of multiple endpoints for each chemical. Multi-task models [7–9] have learned from multiple tasks simultaneously and predict multiple or single endpoints across different tasks. The multi-label and multi-task models applied thus far are specific to tested platform (in vivo, in vitro or clinically). References: Liu et al. 2015 [10], Liu et al. 2017 [11], Gadaleta et al. 2019 [1], Li et al. 2014 [2], Chen et al. 2013 [4], Jiang et al. 2015 [5], Raies et al. 2018 [6], Sosnin et al. 2019 [8], Xu et al. 2017 [9], Wu et al. 2018 [7], Abdelaziz et al. 2016 [12], Idakwo et al. 2019 [3], Mayr et al. 2016 [13], Wu et al. 2017 [14], Toledano et al. 2019 [15], Munoz et al. 2019 [16], Wadhwa et al. 2018 [17]
1.1 Related Work on Molecular Toxicity Explanation

Explainable AI (XAI) in the Drug Discovery field is constantly expanding, particularly for molecular predictions [18]. Traditionally the focus has been on interpreting QSAR (Quantitative Structure-Activity Relationship) models [19], e.g., by compositional elemental/fragment or statistical analysis. Sharma et al. [20] explained differences between predicted toxic and nontoxic chemicals elementally, while Rasmussen et al. [21] and Polishchuk et al. [22] developed methods to examine fragment contributions to various molecular predictions. Sharma et al. also statistically determined significantly discriminating input features for toxicity predictions, such as solubility of chemicals [20].

Deep learning models for Drug Discovery applications have been explained by feature attribution, instance-based, graph convolutional based, self-explaining and uncertainty estimation methods [18]. Here we will discuss methods used to explain molecular predictions. Feature attribution methods explain by placing relevance on input features to a given prediction [18]. Within feature attribution methods, gradient-based and surrogate models have been used for molecular predictions. Gradient-based methods use the gradient of the model to determine feature importance, such as toxicophores being extracted from the DNN layers of DeepTox for \textit{in vitro} toxicity predictions [13]. Graph-based neural nets have also been explained by gradient-based feature attribution methods, \textit{for in vitro} toxicity predictions [23, 24] and for other molecular predictions [25]. Surrogate feature attribution models create a surrogate interpretable model which approximates the original model. Ramsundar et al. [26] applied the surrogate model, LIME (local interpretable model-agnostic explanations) [27], to extract toxicophores correlating to \textit{in vitro} toxicity predictions. An extension to LIME, SHAP (Shapley additive explanations) [28], was applied to locate relevant substructures to compound activity predictions [29] or to rank different molecular descriptors [30]. Graph convolutional based XAI methods explain by identifying subgraphs within a molecular graph input correlating to a prediction. GNNExplainer, a model agnostic method extracted subgraphs (or toxicophores) for a specific \textit{in vitro} toxic prediction that agreed with known mutagenic substructures [31]. Using the filters within a graph convolutional model, toxicophores were also extracted to explain \textit{in vitro} toxicity predictions [32].
2 Full AUC-ROC comparison with baseline MoleculeNet

Figure S2. Test AUC-ROC values for ClinTox, Tox21, and RTECS predictions, comparing multi-task models to single-task and baseline MoleculeNet models, with SMILES embeddings and Morgan fingerprints as inputs.
3 Label Distribution

Figure S3. Label distribution across *in vitro*, *in vivo* and clinical platforms. Toxic and nontoxic label distribution for endpoints in (A) Tox21 (*in vitro*), (B) RTECS (*in vivo*), and (C) ClinTox (clinical).
4 Confusion matrices comparison

Figure S4. Confusion matrices for single-task DNN with Morgan fingerprints vs. SMILES embeddings as input, for ClinTox, Tox21 and RTECS tasks. Each quadrant of the confusion matrix provides: (1) total number of chemicals, (2) normalized fraction of, true negative (TN), false positive (FP), false negative (FN) and true positive (TP) chemicals for predictions on the test dataset for separate single-task DNNs on ClinTox, Tox21 and RTECS. Given only confusion matrix results, single-task DNN performance is better for ClinTox with SMILES embedding, for Tox21 with Morgan fingerprints and for RTECS with SMILES embeddings. At seed of 122.
Figure S5. Confusion matrices for multi-task DNN with Morgan fingerprints vs. SMILES embeddings as input, for ClinTox, Tox21 and RTECS tasks. Models are trained on the specified datasets under the “MTDNN” label. Each quadrant of the confusion matrix provides: (1) total number of chemicals, (2) normalized fraction of, true negative (TN), false positive (FP), false negative (FN) and true positive (TP) chemicals for predictions in the specified multi-task DNN (MTDNN) tested on (a) ClinTox, (b) Tox21 and (c) RTECS. At seed of 122.
5 Cross-Confusion Matrix Comparison

Figure S6. Distribution of true/false positives/negatives comparing ground truths *in vitro, in vivo* and clinically. True positive (tp), true negative (tn), false positive (fp), and false negative (fn) comparison across predictions made for Tox21 (*in vitro*), RTECS (*in vivo*) and ClinTox (clinical), using ground truths across these platforms. For instance, predictions on ClinTox are compared with ground truths given by Tox21 and RTECS datasets.
Figure S7. Top 10 most common PP and PN substructures of correctly predicted toxic molecules for Tox21, and RTECS endpoints. ClinTox only had 1-2 examples of toxic molecules in the test set, and was thus excluded.
Figure S8. Top 10 most common PP and PN substructures of correctly predicted nontoxic molecules for Tox21, ClinTox and RTECS endpoints.
Figure S9. Features selected by the genetic algorithm that matched to the top 10 most frequent pertinent features selected by the CEM for toxic molecules. Genetic algorithm (GA) selects features to best predict an endpoint. Provided here are the features selected by the GA that were within the top 10 most frequent pertinent features of toxic molecules identified by the CEM.
**Figure S10.** Features selected by the genetic algorithm that matched to the top 10 most frequent pertinent features selected by the CEM for nontoxic molecules. Genetic algorithm (GA) selects features to best predict an endpoint. Provided here are the features selected by the GA that were within the top 10 most frequent pertinent features of nontoxic molecules identified by the CEM.
8 Full list of Matched Toxicophores

| PP : Toxic          | Mutagenic | Reactive | PP : Non-toxic | Mutagenic | Reactive | # |
|---------------------|-----------|----------|----------------|-----------|----------|----|
|                     | experimental | computational | # |                     | experimental | computational | # |                      |
| **Clinical ClinTox**|            |           |                |            |           |    |
| Aromatic Amines     |            |           |                |            |           |    |
| Unsubstituted       | 20        | Aromatic Amines | 20 | Michael acceptors | 12         | Aromatic Amines | 2393 |          |
| heteroatom-         |            |           |                |            |           |    |
| heteroatom          |            |           |                |            |           |    |
| Aliphatic Halide    |            |           |                |            |           |    |
| Unsubstituted       | 2         | Aromatic Amines | 13 | Thioesters     | 1         | Unsubstituted | 1075 |          |
| heteroatom-heteroatom|          |           |                |            |           |    |
| Aromatic Amines - C |            |           |                |            |           |    |
| Reactive cyanides   |            |           |                |            |           |    |
|                     |            |           |                |            |           |    |
| **In Vitro Fox21**  |            |           |                |            |           |    |
| Aromatic Amines     |            |           |                |            |           |    |
| Unsubstituted       | 28        | Aromatic Amines | 825 | Michael Acceptors | 172       | Aromatic Amines | 68  |
| heteroatom-heteroatom|          |           |                |            |           |    |
| Aromatic Amines - C |            |           |                |            |           |    |
| Unsubstituted       | 357       | Aromatic Amines | 385 | 1,2-Dicarboxyls | 24        | 1,2-Dicarboxyls | 68  |
| heteroatom-heteroatom|          |           |                |            |           |    |
| Aliphatic Halide    |            |           |                |            |           |    |
| Unsubstituted       | 334       | Heteroatom-Heteroatom | 357 | Michael Acceptors | 14       | 1,2-Dicarboxyls | 14  |
| heteroatom-heteroatom|          |           |                |            |           |    |

**Figure S11. Matched Toxicophores.** Top three (ClinTox, RTECS) or top five (Tox21) matched known toxicophores to toxicophores collected from the CEM as PP of toxic molecules and PN of nontoxic molecules. For Tox21, the top five most frequent matches were examined due to the large number of matches. Three types of known toxicophores were matched: experimental [33] and computational [34] mutagenic toxicophores, and reactive substructures [35] commonly used to filter molecules.
9 Count of Matched Toxicophores Vs. Non-Toxicophores

Figure S12. Count of toxicophores vs. nontoxic substructures obtained from the CEM that were matched to known toxicophores. All PP and PN substructures from correct predictions were matched to known toxicophores. Out of the PP and PN substructures matched to known toxicophores, the count of substructures correlating to toxic predictions (toxicophores) was compared to the count of substructures correlating to nontoxic predictions (nontoxic substructures). Kde-plot with mean lines, and box-plot of the counts is displayed.
## 10 Applicability Domain

| Endpoint   | Maximum Variance |
|------------|------------------|
| In vitro   |                  |
| Tox21      |                  |
| NR-AR      | 0.25             |
| NR-Aromatase | 0.27         |
| NR-PPAR-gamma | 0.22       |
| SR-HSE     | 0.25             |
| NR-AR-LBD  | 0.20             |
| NR-ER      | 0.19             |
| SR-ARE     | 0.29             |
| SR-MMP     | 0.30             |
| NR-AhR     | 0.27             |
| NR-ER-LBD  | 0.19             |
| SR-ATAD5   | 0.16             |
| SR-p53     | 0.18             |
| In vivo    |                  |
| RTECS      | 0.28             |
| Clinical   |                  |
| ClinTox    | 0.21             |

**Figure S13.** Maximum variance for each endpoint defining Applicability Domain of the MTDNN-FP trained on all three platforms. Maximum variance of the predictive probabilities on the training chemicals over five randomly initialized MTDNN-FP model trained on all three platforms. Seed values of 122, 123, 124, 125, and 126 were used for each respective model. Applicability domain is defined by having a variance on a new chemical less than the provided maximum variance.
### 11 Model Architecture

**Figure S14.** **Model architecture.** (a) Multi-task Deep Neural Network (MTDNN) base architecture. Input layer of chemical fingerprints is passed through two shared layers, and two further layers for each task. Each layer undergoes batch normalization and is activated by Leaky ReLU. The model combines prediction on Tox21 (*in vitro*), ClinTox (clinical) and RTECS (*in vivo*) endpoints. (b) Hyperparameters used.
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