Engineering Dynamical Sweet Spots to Protect Qubits from 1/f Noise
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Protecting superconducting qubits from low-frequency noise is essential for advancing superconducting quantum computation. We here introduce a protocol for engineering dynamical sweet spots which reduce the susceptibility of a qubit to low-frequency noise. Based on the application of periodic drives, the location of the dynamical sweet spots can be obtained analytically in the framework of Floquet theory. In particular, for the example of fluxonium biased slightly away from half a flux quantum, we predict an enhancement of pure-dephasing by three orders of magnitude. Employing the Floquet eigenstates as the computational basis, we show that high-fidelity single-qubit gates can be implemented while maintaining dynamical sweet-spot operation. We further confirm that qubit readout can be performed by adiabatically mapping the Floquet states back to the static qubit states, and subsequently applying standard measurement techniques. Our work provides an intuitive tool to encode quantum information in robust, time-dependent states, and may be extended to alternative architectures for quantum information processing.

I. INTRODUCTION

Low-frequency noise has been a limiting factor for dephasing times of many solid-state based qubits [1–23]. Superconducting qubits especially suffer from 1/f charge and flux noise [1–17]. A conventional way to improve dephasing times is to operate the qubit at so-called sweet spots [5–8]. These sweet spots correspond to extrema of the qubit’s transition frequency [5], see Fig. 1(a) for an example. Another established method for improving dephasing times is dynamical-decoupling (DD) [17, 24–28], which is well-known in the context of NMR echo sequences [29–31], and has been successfully applied to superconducting qubits [17, 25].

In this paper, we propose a qubit protection protocol based on dynamical sweet spots [32–34]. Inspired by static sweet-spot operation and dynamical decoupling, this protocol employs a periodic drive to mitigate the dephasing usually induced by 1/f noise. Utilizing Floquet theory, we show that dynamical sweet spots represent extrema in the qubit’s quasi-energy difference, and thus generalize the concept of static sweet spots [Fig. 1(b)]. Notably, dynamical sweet spots are generally not isolated points, but rather form extended sweet-spot manifolds in parameter space. The multi-dimensional nature of dynamical sweet spots provides additional freedom to tune qubit properties such as the transition frequency while maintaining dynamical protection. We show that dynamical sweet-spot operation can simultaneously yield both long depolarization (\(T_1\)) and pure-dephasing times (\(T_{\text{ac}}\)).

This protection scheme can also be interpreted as a continuous version of DD [35]. Here, the sequences of ultra-short pulses widely used in many DD experiments are replaced by a periodic drive on the qubit, which is much easier to realize experimentally. In addition to earlier explorations in this direction [36–38], we here provide a systematic framework for locating dynamical sweet-spot manifolds in the relevant parameter space. This framework is general enough to cover a variety of qubit systems, and can be adapted to different types of coupling to external drives, as well as noise environments.

The theoretical approach we develop allows us not only to predict the improvement of pure-dephasing times, but also to assess how dynamical depolarization times are affected by the driving. We further show that the protection scheme is compatible with concurrent gate operations, thus making it suitable for both quantum information storage and processing.

The paper is structured as follows. Throughout this paper, we consider the superconducting fluxonium qubit [7, 8, 11, 12, 39] a platform for illustrating the dynamical-protection protocol. We begin in Section II, with a description of this qubit and discuss its static coherence times in the absence of external driving. In Section III, we employ Floquet theory to derive expressions for the dynamical coherence times of the driven qubit. We then evaluate these expressions numerically in Section IV, and discuss the nature of the observed dynamical sweet spots at different dc flux values, as opposed to only one in the static case.
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cal sweet spots associated with increases in coherence times. We illustrate how to perform gate operations and readout on such a driven qubit (Floquet qubit) in Section V, and finally present our conclusions in Section VI.

II. TWO-LEVEL SYSTEM SUBJECT TO 1/f NOISE

For concreteness, we discuss the application of the protection scheme to the fluxonium qubit [7, 8, 11, 12, 39], though the general theoretical framework is not limited to this choice. When the external flux bias in the circuit loop is tuned to the sweet spot at half a flux quantum, the fluxonium circuit exhibits long coherence times exceeding 100 µs and is strongly anharmonic [7, 8]. However, this sweet spot that is defined by the vanishing flux derivative of the qubit energy is point-like, and the qubit regains sensitivity to 1/f noise when the external flux is tuned slightly away from half a flux quantum [7, 8, 11, 12]. It is thus desirable to find versatile ways of protection from 1/f noise, and further improve coherence times.

Our protection scheme is based on introducing a modulation of the external flux close to the static sweet spot, i.e., \( \phi_{\text{ext}}(t) = \phi_{\text{ac}} \cos(\omega_d t) + \phi_{\text{dc}} \). Here, \( \phi_{\text{ext}} = 2\pi \Phi_{\text{ext}} / \Phi_0 \) denotes the reduced external flux, \( \phi_0 \) is the flux quantum, and \( \phi_{\text{ac}}, \phi_{\text{dc}} \) are its ac modulation amplitude and dc offset, respectively. Upon truncation to two levels, the effective Hamiltonian of the driven fluxonium circuit is given by

\[
H_q(t) = \frac{\Delta}{2} \sigma_z + \left( A \cos(\omega_d t) + B \right) \sigma_z, \tag{1}
\]

see Appendix A for details. Here, \( \Delta \) denotes the qubit splitting at \( \phi_{\text{dc}} = \pi \), and \( A \propto \phi_{\text{ac}} \) and \( B \propto \delta \phi_{\text{dc}} = \phi_{\text{dc}} - \pi \) are the effective drive amplitude and dc bias away from the static sweet spot. Note that we also set \( h = 1 \) in this expression. The resulting eigenenergies of the static qubit (\( \phi_{\text{ac}} = 0 \)) are plotted in Fig. 1(a) as a function of \( \phi_{\text{dc}} \). The full Hamiltonian including the qubit-bath coupling is given by \( H = H_q(t) + H_B + H_{\text{int}} \), where \( H_B \) and \( H_{\text{int}} \) denote the Hamiltonians of the bath and the qubit-bath interaction. We consider two major noise sources that often limit fluxonium coherence times: 1/f noise and dielectric loss [7, 8, 12–15]. The corresponding interaction Hamiltonian thus takes the form \( H_{\text{int}} = (\eta_t + \eta_d) \sigma_z \), where \( \eta_t \) and \( \eta_d \) are the bath operators through which 1/f noise flux and dielectric loss are induced. The noise spectra characterizing these channels are given by \( S_l(\omega) = A_l^2 / \omega^2 \pi^{-1} \) and \( S_{\Omega}(\omega) = \alpha(\omega, T) A_{\Omega}(\omega / 2\pi)^2 \) [40]. Here, \( \alpha(\omega, T) = |\text{coth}(\omega / 2k_B T) + 1 / 2| \) is a thermal factor, \( k_B \) and \( T \) denote the Boltzmann constant and temperature, and \( A_l \) and \( A_{\Omega} \) denote the noise amplitudes.

As reference for our discussion of dynamical coherence times in Secs. III and IV, we first briefly review the static coherence times of the undriven qubit. The decoherence rates depend on the matrix elements of the qubit operator coupling to the noise as well as the noise spectra. For a non-singular noise spectrum \( S(\omega) \), the rates for relaxation, excitation and pure dephasing are

\[
\gamma_\tau = |\sigma_{\tau e}^e|^2 S(\pm \Omega_{ge}), \tag{2}
\]

\[
\gamma_\phi = |\sigma_{\phi e}^e - \sigma_{\phi g}^g|^2 S(0)/2. \tag{3}
\]

Here, \( |\tau \rangle \) and \( |e \rangle \) denote the qubit ground and first excited state, \( \Omega_{ge} = \sqrt{\Delta^2 + B^2} \) the corresponding eigenenergy difference, and \( \sigma_{\tau e}^e \equiv \langle \tau | \sigma_\tau | e \rangle \) (\( l, l' = g, e \)) the relevant matrix elements. (Since these matrix elements will appear rather frequently, we choose to introduce this slightly more compact notation.) The quantity \( |\sigma_{\phi e}^e - \sigma_{\phi g}^g| \) governing the pure-dephasing rate \( \gamma_\phi \) turns out to be proportional to the flux dispersion of the eigenenergy difference \( \partial \Omega_{ge} / \partial \phi_{\text{dc}} \), in agreement with the well-known proportionality \( \gamma_\phi \propto (\partial \Omega_{ge} / \partial \phi_{\text{dc}})^2 \) [5, 6]. For the realistic noise spectrum \( S(\omega) = S_d(\omega) + S_t(\omega) \), however, there is a divergence at \( \omega = 0 \) from the 1/f noise flux. In this case, our evaluation of dephasing times includes careful consideration of frequency cutoffs, see Refs. [5, 6, 32, 41].

The resulting coherence times differ characteristically according to the flux bias. Away from the flux sweet spot, the qubit has wavefunctions with disjoint support [insets of Fig. 1(a)]. This leads to a suppression of the coefficient \( |\sigma_{\tau e}^e|^2 \) relevant for relaxation and excitation, and hence to a relatively long depolarization time of \( T_1 = 770 \mu s \) (see Table I caption for our specific choice of parameters). The pure-dephasing time of \( T_\phi = 0.88 \mu s \) is rather short, on the other hand, since the flux dispersion \( \partial \Omega_{ge} / \partial \phi_{\text{dc}} \) is significant away from the flux sweet spot. At the flux sweet spot, the situation changes: disjointness of eigenfunctions is lost and depolarization times are correspondingly shorter, \( T_1 = 300 \mu s \). Since the flux dispersion \( \partial \Omega_{ge} / \partial \phi_{\text{dc}} \) vanishes at the sweet spot, the qubit is less sensitive to 1/f noise, resulting in a pure-dephasing time exceeding 10 ms [7, 42], limited only by second-order contributions from 1/f flux noise. In realistic settings, the pure-dephasing times will be limited by other sources including photon shot noise, critical current noise, etc.

III. DYNAMICAL COHERENCE TIMES OF THE DRIVEN QUBIT

The analysis of coherence times must be modified when including a periodic drive acting on the qubit. Based on an open-system Floquet theory [43, 44], the coherence times are most conveniently characterized in the basis formed by the qubit’s Floquet states. The quasi-energies \( \epsilon_j \) and time-periodic Floquet states \( |w_j(t)\rangle \) of the driven qubit, labeled by index \( j \), are the counterparts of the ordinary eigenstates and eigenenergies in the undriven case [44–47]. They are obtained as solutions of the Floquet equation

\[
[H_q(t) - i \frac{\partial}{\partial t}] |w_j(t)\rangle = \epsilon_j |w_j(t)\rangle. \tag{4}
\]

In the absence of noise, the evolution operator \( U_\epsilon(t, 0) = \sum_{j=0,1} |w_j(t)\rangle \langle w_j(0)| \exp(-i\epsilon_j t) \) governs the evolution of the driven qubit. As a result, the population in each Floquet
state remains invariant, while the relative phase accumulates at a rate given by the quasi-energy difference \( \epsilon_{01} \equiv \epsilon_1 - \epsilon_0 \).

The matrix elements and noise frequencies relevant for the decoherence of the driven qubit crucially differ from the undriven case. By casting the expression for the decoherence rates into the form

\[
\gamma_{\mu} = \int_{-\infty}^{\infty} F_{\mu}(\omega) S(\omega) d\omega,
\]

these differences are conveniently captured as a change in the filter function \( F_{\mu}(\omega) \) \([14, 48]\). Here, \( \mu = \mp, \phi \) denotes the different noise channels corresponding to relaxation, excitation and pure dephasing.

For the undriven qubit, \( F_{\mu}(\omega) \) is strongly peaked at the filter frequencies \( \omega = \pm \Omega_{ge} \) and \( \omega = 0 \). The integrated peak areas, referred to as weights, are given by the quantities \( |\sigma_{\mp}^g|^2 \), \( |\sigma_{\phi}^g|^2 \) and \( |\sigma_{\mp}^e - \sigma_{\phi}^g|^2 / 2 \) associated with the three noise channels. By contrast, for the driven qubit, \( F_{\mu}(\omega) \sim \sum_k |g_{k,\mu}|^2 \delta(\omega - \omega_{k,\mu}) \) develops additional sideband peaks, resulting in filter frequencies \( \omega_{k,\mp} = \epsilon_{01} - k\omega_d \) and \( \omega_{k,\phi} = -k\omega_d (k \in \mathbb{Z}) \). The corresponding weights are \( |g_{k,\mp}|^2 \) and \( 2|g_{k,\phi}|^2 \), where

\[
g_{k,\mp} = \frac{\omega_d^2}{2\pi} \int_0^{2\pi/\omega_d} dt e^{ik\omega_d t} \text{Tr} (\sigma_3 |w_1(t)\rangle \langle w_0(t)|),
\]

and similar expressions hold for \( g_{k,-} \) and \( g_{k,\phi} \) (see Appendix B). Expressed in terms of these weights, the decoherence rates are given by

\[
\gamma_\mp = \sum_{k \in \mathbb{Z}} |g_{k,\mp}|^2 S(\omega_d + \epsilon_{01}),
\]

\[
\gamma_\phi = A_f |2g_{0,\phi}| \sqrt{\ln \omega_d t_m} + \sum_{k \neq 0} 2|g_{k,\phi}|^2 S(\omega_d)
\]

where the infrared cutoff \( \omega_d \) and a finite measurement time \( t_m \) are introduced to regularize the singular behavior of the \( 1/f \) noise spectrum (see Appendix C). We see Eqs. (7) and (8) are based on the rotating-wave approximation described in Appendix B. Further, it is instructive to mention that the expressions for the dynamical rates \([\text{Eqs. (7) and (8)}] \) reduce to the rates obtained for the static case when the drive is switched off \( (A = 0) \). To see this, note that the Floquet states are time-independent for \( A = 0 \). As a result, the filter weights vanish for \( k \neq 0 \) [see, for example, Eq. (6)]. The remaining quantities to be identified are simply: \( \pm \Omega_{ge} \leftrightarrow \omega_{0,\mp}, 0 \leftrightarrow \omega_{0,\phi}, \) and \( |\sigma_{\mp}^g|^2, |\sigma_{\phi}^g|^2, |\sigma_{\mp}^e - \sigma_{\phi}^g|^2 / 2 \leftrightarrow |g_{0,\mp}|^2 \) and \( 2|g_{0,\phi}|^2 \).

IV. DYNAMICAL SWEET SPOTS

We numerically calculate the dynamical coherence times as a function of drive frequency and amplitude, for a flux bias fixed close to the half-integer point. Results of pure-dephasing times are presented in Fig. 2(a), and show broad regions where \( T_\phi = \gamma_\phi^{-1} \) remains close to the value of the undriven qubit, but also exhibit well-defined maxima where pure-dephasing times exceed 1 ms. (This value is based on the noise sources included in our analysis, but may ultimately be limited by other noise channels.) Fig. 2(b) shows the corresponding depolarization times \( T_1 = (\gamma_+ + \gamma_-)^{-1} \). While there are point-like dropouts of \( T_1 \) for certain drive parameters, the majority of the predicted \( T_1 \)'s are well over 100 \( \mu \)s. Table I summarizes the coherence times for two example working points \( \mathcal{A} \) and \( \mathcal{A}_0 \) aligned with local maxima of \( T_\phi \). The pure-dephasing times for both points exceed 1 ms, much longer than those of the undriven qubit. The depolarization times at those two points are around 500 \( \mu \)s, which are favorable compared to the static sweet-spot value.

### Table I. Calculated coherence times for four operating points.

| Working points          | \( T_1 (\mu \)s) | \( T_\phi (\mu \)s) |
|-------------------------|-----------------|---------------------|
| Away from the static sweet spot | 770             | 0.88                |
| Dynamical sweet spot \( \mathcal{A} \) | 590             | 1200                |
| Dynamical sweet spot \( \mathcal{A}_0 \) | 490             | 1750                |
| Static sweet spot       | 360             | > 10^4              |

#### A. Asymptotic behavior of sweet manifolds for weak and strong drive

The regions where \( T_\phi \) becomes maximal, form curves in the plane spanned by the drive frequency and amplitude, with distinct behavior in the two regimes of weak driving, \( A \ll \Omega_{ge} \) [bottom of Fig. 2(a)], and strong driving, \( A \gg \Omega_{ge} \) [top of Fig. 2(a)]. These curves are the cross-sections of the sweet-spot manifolds at a fixed dc flux value \( \delta \phi_{dc} \), see Fig. 2(c). The curves of maximal pure-dephasing times show simple asymptotic behavior in these two limits, where they approach fixed-frequency intercepts in the \( A - \omega_d \) plane. In the strong-drive limit, these curves are interrupted by cuts (see white arrows) where the width of the peak in \( T_\phi(\omega_d)|_{A=\text{const.}} \) goes to zero. No such cuts are present in the weak-drive regime; rather, the peak width gradually decreases as drive amplitude \( A \) is lowered.

This behavior of pure-dephasing times of the driven qubit can be explained and approximated analytically using Floquet theory. Away from dynamical sweet manifolds, \( T_\phi \) is limited by contributions from the (regularized) pole of the \( 1/f \) spectrum, see the first term on the right-hand side of Eq. (8). Thus, \( \gamma_\phi \propto |g_{0,\phi}| \) which in turn can be shown to be propor-
FIG. 2. (a) Dynamical pure-dephasing time $T_\phi$ (color-coded) as a function of drive frequency $\omega_d$ (horizontal axis) and drive amplitude $A$ (vertical axis). Results are calculated via Eq. (8) for flux $\delta \phi_{dc}/2\pi = 0.02$. The curves visible by their bright-yellow coloring are the dynamical sweet spots characterized by large $T_\phi$. In the weak ($A \ll \Omega_{ge}$) and strong drive limit ($A \gg \Omega_{ge}$) these curves asymptotically line up with $\omega_d = \Omega_{ge}/m$ and $\omega_d = B/m$ (black arrows). The curves formed by the dynamical sweet spots are interrupted by cuts marked by white arrows. The overlaid white dotted curves depict the ac dynamical sweet spots corresponding to $\partial \epsilon_{\Omega_{ge}} / \partial \delta \phi_{ac} = 0$. (b) Depolarization time $T_1$ calculated by Eq. (7). The majority of the obtained $T_1$ values are at the order of 500 $\mu$s, except for point-like dropouts shown by the dark-blue coloring. The red star and triangle specify the dynamical sweet spots $1$ and $2$. The noise parameters used for the calculation are given in the caption of Table 1. (c) Sweet-spot manifolds embedded in the 3d parameter space, with axes corresponding to $\omega_d$, $\delta \phi_{dc}$, and $\phi_{ac}$. The semi-transparent plane given by $\delta \phi_{dc}/2\pi = 0.02$, intersects the manifolds and thus yields the sweet-spot curves shown in (a) as cross sections (bright-yellow coloring).
Depending on the magnitude of this ac noise, we expect such doubly-sweet spots correspond to intersection points of the terms $S_{|\cdot|}$ and $\gamma$ positions of filter frequencies and the associated filter weights decreasing flux noise. Therefore, the T$_{1}$ times at the sweet spots (both static and dynamical) are significantly longer than the one at the non-sweet spot. Compared with T$_{\phi}$ at the static sweet spot, the dynamical sweet spots exhibit somewhat lower values of T$_{\phi}$. This is related to the small but nonzero pure-dephasing weights at filter frequencies $\bar{\omega}_{k,\mu}$, absent for static sweet spots. Figure 3(c) illustrates this for the working point $\overline{1}$, where the relevant weights resulting in the dynamical T$_{\phi} \approx 1$ ms are marked by single-headed arrows. (The same reasoning applies to the other working point $\overline{2}$.)

The behavior of depolarization times T$_{1}$ at and away from sweet spots is reversed relative to that of T$_{\phi}$. Specifically, T$_{1}$ is longest at the static non-sweet spot, where disjoint support of wave functions leads to the strongly suppressed weights marked by double-headed arrows in Fig. 3(b). By contrast, depolarization weights for sweet spots [both static and dynamical, Figs. 3(a),c], are not subject to this suppression and produce correspondingly lower T$_{1}$. [The T$_{1}$ trend obtained from the analysis of weight suppression is partially offset by the fact that S(\omega) is filtered at different frequencies in the sweet-spot vs. non-sweet-spot case.] Next, the comparison shows that the static depolarization time at the sweet spot is smaller than the dynamical T$_{1}$. The reason for this can be traced to the difference in filter frequencies and corresponding magnitudes of the noise power spectrum, see Fig. 3(a) vs. (c). In the static case, the filter frequencies for depolarization are $\pm \Omega_{ge}$, and S($\pm \Omega_{ge}$) is relatively large compared to the dynamical case in 3(c) where the dominant contributions arise from S(\omega$_{0} \pm$). Indeed, these latter contributions closely match the minima of the noise power spectrum – a situation which can be established simply by tuning the drive parameters.

Inspection of Tab. I reveals a trend of T$_{1}$ and T$_{\phi}$ times in the sweet manifolds do not exceed the maximal values at the two static working points (see Table I), they are well above the corresponding static minimal values. To understand this behavior, it is instructive to interpret the decoherence rates in terms of the sampling of the noise spectrum by the filter function [Eq. (5)]. For that purpose, Fig. 3 shows the noise spectrum S(\omega) along with information characterizing the filter function F$_{\mu}(\omega)$ in terms of the relevant filter frequencies and weights. The noise spectrum (black curve) is peaked at $\omega = 0$ due to the $1/\omega$ flux noise; away from that peak, dielectric loss dominates. For each filter frequency, the value of the corresponding filter weight is shown and marked by symbols distinguishing between depolarization and pure-dephasing channels. While there are only three filter frequencies in the static case, the dynamical case in principle produces an infinite number of filter frequencies $\bar{\omega}_{k,\mu}$.

We first interpret the behavior of pure-dephasing times. The weight related to filter frequency \omega$_{k,\mu}$ is suppressed to zero for both static and dynamical sweet spots [see Fig. 3(a),(c),(d)], but is large for the working point away from sweet spot [see Fig. 2(b)]. This weight reflects the qubit’s sensitivity to $1/\omega$ flux noise. Therefore, the T$_{\phi}$ times at the sweet spots (both static and dynamical) are significantly longer than the one at the non-sweet spot. Compared with T$_{\phi}$ at the static sweet spot, the dynamical sweet spots exhibit somewhat lower values of T$_{\phi}$. This is related to the small but nonzero pure-dephasing weights at filter frequencies $\bar{\omega}_{k,\mu}$, absent for static sweet spots. Figure 3(c) illustrates this for the working point $\overline{1}$, where the relevant weights resulting in the dynamical T$_{\phi} \approx 1$ ms are marked by single-headed arrows. (The same reasoning applies to the other working point $\overline{2}$.)

The behavior of depolarization times T$_{1}$ at and away from sweet spots is reversed relative to that of T$_{\phi}$. Specifically, T$_{1}$ is longest at the static non-sweet spot, where disjoint support of wave functions leads to the strongly suppressed weights marked by double-headed arrows in Fig. 3(b). By contrast, depolarization weights for sweet spots [both static and dynamical, Figs. 3(a),c] are not subject to this suppression and produce correspondingly lower T$_{1}$. [The T$_{1}$ trend obtained from the analysis of weight suppression is partially offset by the fact that S(\omega) is filtered at different frequencies in the sweet-spot vs. non-sweet-spot case.] Next, the comparison shows that the static depolarization time at the sweet spot is smaller than the dynamical T$_{1}$. The reason for this can be traced to the difference in filter frequencies and corresponding magnitudes of the noise power spectrum, see Fig. 3(a) vs. (c). In the static case, the filter frequencies for depolarization are $\pm \Omega_{ge}$, and S($\pm \Omega_{ge}$) is relatively large compared to the dynamical case in 3(c) where the dominant contributions arise from S(\omega$_{0} \pm$). Indeed, these latter contributions closely match the minima of the noise power spectrum – a situation which can be established simply by tuning the drive parameters.

B. Interpretation of coherence times in terms of filter functions

We observe that, although the obtained dynamical T$_{1}$ and T$_{\phi}$ times in the sweet manifolds do not exceed the maximal values at the two static working points (see Table I), they are well above the corresponding static minimal values. To understand this behavior, it is instructive to interpret the decoherence rates in terms of the sampling of the noise spectrum by the filter function [Eq. (5)]. For that purpose, Fig. 3 shows the noise spectrum S(\omega) along with information characterizing the filter function F$_{\mu}(\omega)$ in terms of the relevant filter frequencies and weights. The noise spectrum (black curve) is peaked at $\omega = 0$ due to the $1/\omega$ flux noise; away from that peak, dielectric loss dominates. For each filter frequency, the value of the corresponding filter weight is shown and marked by symbols distinguishing between depolarization and pure-dephasing channels. While there are only three filter frequencies in the static case, the dynamical case in principle produces an infinite number of filter frequencies $\bar{\omega}_{k,\mu}$.

We first interpret the behavior of pure-dephasing times. The weight related to filter frequency \omega$_{k,\mu}$ is suppressed to zero for both static and dynamical sweet spots [see Fig. 3(a),(c),(d)], but is large for the working point away from sweet spot [see Fig. 2(b)]. This weight reflects the qubit’s sensitivity to $1/\omega$ flux noise. Therefore, the T$_{\phi}$ times at the sweet spots (both static and dynamical) are significantly longer than the one at the non-sweet spot. Compared with T$_{\phi}$ at the static sweet spot, the dynamical sweet spots exhibit somewhat lower values of T$_{\phi}$. This is related to the small but nonzero pure-dephasing weights at filter frequencies $\bar{\omega}_{k,\mu}$, absent for static sweet spots. Figure 3(c) illustrates this for the working point $\overline{1}$, where the relevant weights resulting in the dynamical T$_{\phi} \approx 1$ ms are marked by single-headed arrows. (The same reasoning applies to the other working point $\overline{2}$.)

The behavior of depolarization times T$_{1}$ at and away from sweet spots is reversed relative to that of T$_{\phi}$. Specifically, T$_{1}$ is longest at the static non-sweet spot, where disjoint support of wave functions leads to the strongly suppressed weights marked by double-headed arrows in Fig. 3(b). By contrast, depolarization weights for sweet spots [both static and dynamical, Figs. 3(a),c] are not subject to this suppression and produce correspondingly lower T$_{1}$. [The T$_{1}$ trend obtained from the analysis of weight suppression is partially offset by the fact that S(\omega) is filtered at different frequencies in the sweet-spot vs. non-sweet-spot case.] Next, the comparison shows that the static depolarization time at the sweet spot is smaller than the dynamical T$_{1}$. The reason for this can be traced to the difference in filter frequencies and corresponding magnitudes of the noise power spectrum, see Fig. 3(a) vs. (c). In the static case, the filter frequencies for depolarization are $\pm \Omega_{ge}$, and S($\pm \Omega_{ge}$) is relatively large compared to the dynamical case in 3(c) where the dominant contributions arise from S(\omega$_{0} \pm$). Indeed, these latter contributions closely match the minima of the noise power spectrum – a situation which can be established simply by tuning the drive parameters.

Inspection of Tab. I reveals a trend of T$_{1}$ and T$_{\phi}$ times in the sweet manifolds do not exceed the maximal values at the two static working points (see Table I), they are well above the corresponding static minimal values. To understand this behavior, it is instructive to interpret the decoherence rates in terms of the sampling of the noise spectrum by the filter function [Eq. (5)]. For that purpose, Fig. 3 shows the noise spectrum S(\omega) along with information characterizing the filter function F$_{\mu}(\omega)$ in terms of the relevant filter frequencies and weights. The noise spectrum (black curve) is peaked at $\omega = 0$ due to the $1/\omega$ flux noise; away from that peak, dielectric loss dominates. For each filter frequency, the value of the corresponding filter weight is shown and marked by symbols distinguishing between depolarization and pure-dephasing channels. While there are only three filter frequencies in the static case, the dynamical case in principle produces an infinite number of filter frequencies $\bar{\omega}_{k,\mu}$.
the cumulative filter weight,

\[(W_+ + W_-) + W_\phi = 2,\]  

where \(W_\pm = \sum_k |g_{k,\pm}|^2\) governs depolarization and \(W_\phi = \sum_k 2|g_{k,\phi}|^2\) pure dephasing. (A proof of this conservation law is given in Appendix C.) Increases in depolarization weights thus go along with decreases in the pure-dephasing weight, creating a tendency for trade-off between depolarization and dephasing which is exact only in the special case of white noise. This conservation rule is analogous to the sum rule that emerges in the context of dynamical decoupling \([17, 26]\). It is crucial that the conservation rule applies to filter weights rather than the rates. This enables one to manipulate the distribution of weights and filter frequencies to our advantage, putting the largest weights at or near minima in the noise spectrum.

\section{V. QUBIT GATES AND READOUT}

The above results suggest that use of the driven Floquet states as computational qubit states can be advantageous due to the long coherence times reached at the dynamical sweet spots. We refer to this dynamically protected qubit as the Floquet qubit. In the following, we show that such Floquet qubits are not only well-suited for quantum information storage, but can easily be integrated into gate and readout protocols necessary for quantum-information processing.

\subsection{A. Gate operations}

We show that we can realize direct single-qubit gates on the Floquet qubit. For example, \(X\) and \(\sqrt{X}\) gates can be realized by inducing Rabi oscillations among Floquet eigenstates. This is accomplished by applying an additional pulse with carrier frequency \(\omega_d' \approx \epsilon_{01}\), duration \(\tau_{\text{Rabi}}\), and maximal amplitude \(d_{\text{Rabi}}\), see inset of Fig. 4(a). We verify the presence of Rabi oscillations numerically by simulating the time evolution for the working point \(\otimes\). For a fixed initial state \(|w_0(t)\rangle\), the final population of \(|w_1(t)\rangle\) shows oscillatory behavior as a function of \(\tau_{\text{Rabi}}\) and \(\omega_d'\), see Fig. 4(a). Full Rabi cycles only occur when \(\omega_d'\) matches \(\epsilon_{01}\). Computation of the gate fidelities for the examples of \(X\) and \(\sqrt{X}\) gates yields a value of 99.99\% in both cases.

Single-qubit phase gate can be implemented by modulating the quasi-energy difference \(\epsilon_{01}\) through a temporary increase \(\delta A\) of the drive amplitude [see inset of Fig. 4(b)]. This modifies the dynamical phase acquired over the gate duration \(\tau_{\text{phase}}\), enabling \(S\) and \(T\) gates, for example. For numerical verification, we initialize the qubit in one of the Floquet superposition states \(|\psi_{\pm}(t)\rangle = [\pm |w_0(t)\rangle \pm |w_1(t)\rangle e^{-i\epsilon_{01}t}] / \sqrt{2}\) (equator of the Bloch sphere) and monitor the population in the orthogonal state as a function of \(\tau_{\text{phase}}\) and \(\delta A\). The observed oscillations [Fig. 4(b)] in this population indicates that the computational states accumulate a relative phase as expected. The computed fidelity for \(S(\pi/2)\) and \(T(\pi/4)\) gates realized both exceed 99.99\%.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig4}
\caption{Concurrent gates for the Floquet qubit and adiabatic mapping protocol for readout. (a) Adding a secondary pulse (inset) to the Floquet drive induces Rabi oscillations, which are sufficient for implementing X gate operations. The plot shows the final population in Floquet eigenstate \(|w_1(t)\rangle\) as a function of pulse duration \(\tau_{\text{Rabi}}\) and carrier frequency \(\omega_d'\), for the initial state \(|w_0(t)\rangle\). Full Rabi oscillations are observed when the secondary drive frequency matches the quasi-energy difference \(\epsilon_{01}\) (dashed line) (b) Phase gates can be realized by a temporary increase in the Floquet drive strength (inset). The change in drive strength modulates the quasi-energy and thus enables phase gates such as \(S(\pi/2)\) and \(T(\pi/4)\). The plot shows the final population in \(|\psi_{\pm}(t)\rangle\), as a function of the pulse duration \(\tau_{\text{phase}}\) and the drive amplitude variation \(\delta A\), with the qubit initialized in \(|\psi_\pm(t)\rangle\) (see main text for definition for \(|\psi_\pm(t)\rangle\)). (c) shows the quasi-energy spectrum as a function of \(A\) (from 0 to \(A_\|\)) with Floquet drive frequency fixed at \(\omega_d'\). \(A_\otimes\) and \(\omega_d'\) are the drive parameters at working point \(\otimes\). Red and blue star symbols mark the two Floquet states at point \(\otimes\), whereas dots of the same color represent the states \(|g\rangle\) and \(|c\rangle\) of the undriven fluxonium. An adiabatic mapping from Floquet states to static qubit eigenstates can by realized with a sufficiently slow switch-off of the drive from \(A_\|\) to 0, given the nonzero gap between the quasi-energies. (d) Simulation of the adiabatic mapping achieved by continuously switching off the drive (ramp-down in inset). The final population in \(|g\rangle\) is plotted as a function of the ramp time \(t_{\text{ramp}}\), with the qubit initiated in \(|w_0(t)\rangle\) (blue) or \(|w_1(t)\rangle\) (green). The results confirm the feasibility of an adiabatic mapping with high fidelity, thus enabling readout of the Floquet states.}
\end{figure}

\subsection{B. Readout}

Floquet states can be adiabatically mapped \([51]\) to the eigenstates of the driven qubit by slowly ramping down the flux modulation, provided that gaps in the quasi-energy spec-
trum are sufficiently large. For 1, Fig. 4(c) shows that quasi-
energy gaps do not close as A is decreased to 0, thus enabling
the adiabatic state transfer. We verify this mapping numeri-
cally by simulating the closed-system evolution with either
of the driven Floquet qubit eigenstates \(|\psi_{0(1)}(t)\rangle\) as the ini-
tial state and a smooth ramp-down of duration \(t_{\text{ramp}}\). Fig. 4(d)
shows the calculated population in the undriven qubit eigen-
states \(|g(e)\rangle\) as a function of time. The resulting state-transfer
fidelity is high for ramp times of the order of tens of ns,
(99.6% for \(t_{\text{ramp}} = 30\) ns). Conventional dispersive read-
out techniques, applicable to fluxonium qubits [7, 11–13], can
then be employed subsequently in order to infer the original
dynamical state.

VI. CONCLUSIONS

Operation of superconducting qubits at static sweet spots
is a well-established means to reducing 1/f noise sensitiv-
ity. However, one limitation is the abrupt symmetry-induced
change in the nature of wavefunctions at the sweet spot,
which can negatively impact depolarization times at the sweet
spot. We have presented a protocol for engineering dynam-
ical sweet spots which partially overcome this limitation. In
contrast to static sweet-spot operation, the Floquet scheme can
yield long dynamical \(T_{o}\) and \(T_{1}\) simultaneously. The possi-
ibility to directly perform gate operations and readout on Floquet
qubits makes them promising for both quantum information
storage and processing. Future work will demonstrate how to
realize multi-qubit gates on Floquet qubits while maintaining
the dynamical sweet-spot protection.
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Appendix A: Effective model for fluxonium, and coupling to
noise sources

The Hamiltonian describing a flux-modulated fluxonium is
given by [52]

\[
H_{q,\text{full}}(t) = 4E_{C}\hat{n}^{2} + \frac{1}{2}E_{L}[\hat{\varphi} + \phi_{\text{ext}}(t)]^{2} - E_{J}\cos \hat{\varphi},
\]

(A1)

where \(E_{C}\), \(E_{L}\) and \(E_{J}\) represent the capacitive, inductive and
Josephson energies of the fluxonium qubit, and \(\phi_{\text{ext}}(t) = \phi_{\text{dc}} + \phi_{\text{ac}}\cos(\omega_{d}t)\). We use \(\hat{\varphi}\) and \(\hat{n}\) to denote the flux and
conjugate charge operator of the qubit, respectively.

The static eigenenergies \(\Omega_{l}\) and corresponding eigenstates
\(|l\rangle (l = g, e, f, \cdots)\) are obtained by diagonalizing \(H_{q,\text{full}}\), and
depend on the dc flux component \(\phi_{\text{dc}}\). We will refer to the
specific solutions at the static sweet spot \(\phi_{\text{dc}} = \pi\) by \(\Omega_{l}\) and
\(|\tilde{l}\rangle\). These eigenstates, expressed in the phase basis, have alter-
ning parities (for example, \(|\tilde{g}\rangle\) and \(|\tilde{e}\rangle\) have even and odd parities respectively).

To avoid leakage into higher fluxonium states under flux
modulation, we choose fluxonium parameters resulting in a
large anharmonicity at half-integer flux, \(\Omega_{f} - \Omega_{c} \gg \Omega_{c} - \Omega_{g}\).
If we limit the external flux \(\phi_{\text{ext}}(t)\) to values in the vicinity
of \(\phi_{\text{dc}} = \pi\), and avoid resonance with the \(e - f\) transition,
\(\omega_{d} \ll \Omega_{f} - \Omega_{c}\), then Eq. (A1) can be approximated by the
effective two-level Hamiltonian (1).

This appendix sketches the derivation of the Floquet mas-
ter equation [43, 44, 47] which we use in the subsequent ap-
pendix to calculate the dynamical decoherence rates. The full
Hamiltonian is given by \(H(t) = H_{q}(t) + H_{B} + H_{\text{int}}\) with
time-periodic qubit Hamiltonian, and time-independent bath
interaction Hamiltonian. The latter is taken to be of the
form \(H_{\text{int}} = \sigma \hat{\eta}\), where \(\sigma\) and \(\hat{\eta}\) are qubit and bath operators,
respectively.

We start from the Redfield equation of the driven qubit

\[
\frac{d\rho_{\text{q}}(t)}{dt} = -\int_{0}^{t} d\tau Tr_{\text{B}} \left[ H_{\text{int}}(t), \left[ H_{\text{int}}(t - \tau), \rho_{\text{q}}(t) \otimes \rho_{\text{B}} \right] \right],
\]

(B1)

which describes the evolution of the qubit density ma-
trix \(\rho_{\text{q}}\) (in the interaction picture). Here, \(Tr_{\text{B}}\) denotes a
partial trace on the bath degrees of freedom, and \(\rho_{\text{B}}\) is
the density matrix of the bath in the interaction picture,
which is assumed to stay in thermal equilibrium. The term
\(H_{\text{int}}(t) = U_{0}(t)^{\dagger} H_{\text{int}} U_{0}(t)\) is the qubit-bath coupling ex-
pressed in the interaction picture, where \(U_{0}(t) = U_{\text{q}}(t) U_{\text{B}}(t),
U_{\text{q}}(t) = \sum_{j=0,1} |w_{j}(t)\rangle\langle w_{j}(0)| \exp(-i\epsilon_{j}t),\) and \(U_{\text{B}}(t) = \langle A\rangle \exp(Bt)\).
The interaction term can be further expressed as $\hat{H}_{\text{int}}(t) = \hat{\sigma}(t)\hat{\eta}(t)$, where $\hat{\sigma}(t) = U_{q}^{\dagger}(t)\hat{\sigma}U_{q}(t)$ and $\hat{\eta}(t) = U_{B}^{\dagger}(t)\hat{\eta}U_{B}(t)$. 

Eq. (B1) is an integro-differential equation, and not convenient for reading off decoherence rates. To derive expressions for $\gamma_{\mu}$ ($\mu = \pm, \phi$), we first simplify this equation by employing the rotating-wave approximation. In order to identify the fast-rotating terms, we decompose $\hat{\sigma}(t)$ into different frequency components,

$$\hat{\sigma}(t) = \sum_{k,\mu = \pm, \phi} g_{k,\mu} \hat{c}_{\mu}(0) \exp(i\omega_{k,\mu}t), \quad (B2)$$

Here, we define the Floquet counterparts of the Pauli matrices by

$$\hat{c}_{+}(t) = |w_{1}(t)\rangle\langle w_{0}(t)|, \quad \hat{c}_{-}(t) = |w_{0}(t)\rangle\langle w_{1}(t)|, \quad \hat{c}_{\phi}(t) = |w_{1}(t)\rangle\langle w_{1}(t)| - |w_{0}(t)\rangle\langle w_{0}(t)|. \quad (B3)$$

The frequencies $\omega_{k,\mu}$ appearing in Eq. (B2) are the filter frequencies defined in the Section III, namely $\omega_{k,\pm} = \mp\epsilon_{01} - k\omega_{d}$ and $\omega_{k,\phi} = -k\omega_{d}$. Furthermore, the Fourier-transformed coupling matrix elements are given by

$$g_{k,\pm} = \frac{\omega_{d}}{2\pi} \int_{0}^{2\pi/\omega_{d}} dt e^{i\omega_{d}t} \text{Tr}_{q}[\hat{\sigma}\hat{c}_{\pm}(t)], \quad (B4)$$

$$g_{k,\phi} = \frac{\omega_{d}}{4\pi} \int_{0}^{2\pi/\omega_{d}} dt e^{i\omega_{d}t} \text{Tr}_{q}[\hat{\sigma}\hat{c}_{\phi}(t)],$$

where $\text{Tr}_{q}$ is the partial trace over the qubit degrees of freedom.

The qubit interaction operator $\hat{\sigma}(t)$, expanded in this way, is substituted into Eq. (B1) resulting in a sum terms each involving the coefficient $\exp[i(\omega_{k,\mu' \neq k,\mu}(t)$. Under certain conditions, every term with $\omega_{k,\mu} \neq 0$ can be treated as fast-rotating and be neglected. This strategy is appropriate if both the minimal quasi-energy difference and the drive frequency $\omega_{d}$ are much larger than the inverse of the relevant time scale, i.e., the coherence time. With this Eq. (B1) is cast into the simplified form

$$\frac{d\hat{\rho}_{q}(t)}{dt} = \sum_{\mu = \pm, \phi} \zeta_{\mu} \int_{-\infty}^{\infty} d\omega F_{\mu}(\omega,t) S(\omega)[\hat{c}_{\mu}]\hat{\rho}_{q}(t), \quad (B5)$$

where

$$F_{\mu}(\omega,t) = \zeta_{\mu}^{-1} \sum_{k} \pi^{-1} \text{sinc}[\omega - \omega_{k,\mu}] |g_{k,\mu}|^{2} \quad (B6)$$

denotes the filter functions from Section III, $\mathbb{D}[L]\hat{\rho}_{q} = L\hat{\rho}_{q}L^{\dagger} - (L^{\dagger}L\hat{\rho}_{q} + \rho_{q}L^{\dagger}L)/2$ is the usual damping superoperator, and $S(\omega) = \int_{-\infty}^{\infty} dt e^{i\omega t} \text{Tr}_{q}[\hat{\sigma}(t)\hat{\eta}(t)\hat{\rho}_{q}]$ is the noise spectrum. We have further introduced the abbreviations $\zeta_{\pm} \equiv 1$ and $\zeta_{\phi} \equiv 1/2$, and used $\hat{c}_{\mu}(0) \rightarrow \hat{c}_{\mu}$. [We note that terms contributing to the Lamb shift have been omitted in Eq. (B5).]

The simplified Redfield equation (B5) is reminiscent of the Lindblad form, and includes three distinct terms $\mu = \pm$ and $\mu = \phi$ that describe relaxation, excitation and pure dephasing of the Floquet qubit. However, in place of fixed rates associated with the individual jump terms, Eq. (B5) still involves time-dependent rate coefficients given by

$$K_{\mu}(t) = \int_{-\infty}^{\infty} d\omega F_{\mu}(\omega,t) S(\omega). \quad (B7)$$

We discuss in the subsequent appendix how to evaluate these rate coefficients for concrete choices of the noise spectrum $S(\omega)$. 

Appendix C: Evaluation of decoherence rates

This appendix discusses the evaluation of the decoherence rate coefficients associated with the simplified Redfield equation (B5), focusing on the specific noise spectrum $S(\omega)$ adopted in the main text. To simplify the integral $K_{\mu}(t)$, we first inspect the structure of the filter functions $F_{\mu}(\omega,t)$ defined in Eq. (B6). These functions are peaked at the filter frequencies $\omega_{k,\mu}$, with the peak width given by $2\pi t^{-1}$. We distinguish two separate scenarios: (1) the case of noise spectra which can be approximated as constant within each peak width, and (2) the case of noise spectra, such as $1/f$ spectra, where this approximation does not hold for all peaks.

Case (1).—If the spectrum $S(\omega)$ is sufficiently flat within each peak-width frequency range, we can approximate $(t/\pi) \text{sinc}(\omega t) = \delta(\omega)$ in Eq. (B6), and arrive at the Markovian Floquet master equation

$$\frac{d\hat{\rho}_{q}(t)}{dt} = \sum_{k,\mu = \pm, \phi} |g_{k,\mu}|^{2} S(\omega_{k,\mu}) \mathbb{D}[\hat{c}_{\mu}]\hat{\rho}_{q}(t). \quad (C1)$$

This form allows one to directly read off the resulting rates which are given by $\gamma_{\pm} = \sum_{k} |g_{k,\mu}|^{2} S(\omega_{k,\pm})$ and $\gamma_{\phi} = \sum_{k} 2|g_{k,\phi}|^{2} S(\omega_{k,\phi})$.

Case (2).—On the other hand, the noise spectrum $S(\omega)$ at depolarization filter frequencies $\omega_{k,\pm}$ is considered flat, therefore the resulting expressions of $\gamma_{k,\pm}$ is the same as shown in Case (1). Finally, we arrive at the results shown in Eqs. (7) and (8) in the main text.

Whenever the noise spectrum varies significantly across one filter-function peak width, the above approximation fails. This is, in particular, the case for $1/f$ noise near $\omega = 0$ where $S(\omega)$ is purely dominated by the contribution $S(\omega) \sim \frac{1}{\omega^{2}}$. For filter frequencies away from $\omega = 0$, we continue treating $S(\omega)$ as sufficiently flat. Zero and nonzero filter frequencies hence play distinct roles. For depolarization, relevant filter frequencies $\omega_{k,\pm}$ are non-zero and the discussion of Case (1) carries over, yielding Eq. (7) for the depolarization rates.

The appearance of a zero filter frequency for dephasing motivates us to separate the integral $K_{\phi}(t)$ [Eq. (B7)] into a low-frequency and a high-frequency part. We focus on the low-
frequency part first, which is given by

\[
I(t) = 2 |g_{0,φ}|^2 \int_{-π/t}^{π/t} \frac{dw}{π} \frac{t}{ω} \text{sinc}(ωt)S_{1}(ω),
\]

where the integration range is set by the peak width 2π/t. To regularize the logarithmic divergence of this integral, we employ infrared cutoffs ±ω_m [5, 16, 32, 41]. The cutoff is of the order of 1 Hz [16], much smaller than the inverse of the measurement time. In this case, the integral can be approximated by

\[
I(t) \approx 8A_q^2 t |ln(ω_{t})| |g_{0,φ}|^2.
\]

For the integral over the remaining high-frequency range, the δ-function approximation we made in Case (1) is again valid. After combining the low and high-frequency contributions, the approximated K_φ(t) is a time-dependent function, given by

\[
K_φ(t) \approx I(t) + 2 \sum_{k \neq 0} |g_{k,φ}|^2 S(ω_{k,φ}).
\]

According to this, K_φ(t) is reminiscent of a time-dependent rate for pure dephasing that grows linearly in time (up to logarithmic corrections). Consequently, the off-diagonal elements of the density matrix do not follow an exponential decay. Instead, the decay is given by

\[
\hat{ρ}_{q,01} \sim \exp \left[ -4 A_q^2 |g_{0,φ}|^2 t^2 |ln(ω_{t})| \right] - \sum_{k \neq 0} 2 |g_{k,φ}|^2 S(ω_{k,φ}),
\]

which is a product of a Gaussian (again, up to logarithmic corrections) and pure exponential. (Note that to estimate the pure-dephasing rate, the contribution of depolarization to the decay of \(\hat{ρ}_{q,01}\) is excluded in the expression above.) Based on the 1/e decay time, we obtain

\[
\gamma _φ \simeq A_q |g_{0,φ}| \sqrt{|ln(ω_{t})| t_m} + \sum_{k \neq 0} 2 |g_{k,φ}|^2 S(ω_{k,φ}),
\]

as a simple approximation bounding the pure-dephasing rate from above. Here, t_m is the characteristic measurement time; a representative value of the factor \(\sqrt{|ln(ω_{t})| t_m}\) found in a recent experiment [16] is close to 4.

As discussed in Section IV.B, there exists an interrelation constraining the depolarization and pure-dephasing rates. This constraint originates from the conservation rule (9) for the filter weights which we prove in the following. Without loss of generality, we take the qubit coupling operator \(\hat{σ}\) in \(H_{INT} = \hat{σ}\) to be traceless with eigenvalues ±1. (Any trace contribution renormalizes the bath Hamiltonian, and the scale factor rendering the eigenvalues ±1 can be absorbed into \(\hat{η}\).) Employing the decomposition of the identity in terms of the Floquet states, \(\mathbb{I} = \sum_{j=0,1} |w_j(t)\rangle \langle w_j(t)|\), and making use of Eqs. (B3) and (B4), we find

\[
\text{Tr}_q(\hat{σ}^2) = \text{Tr}_q(\hat{σ}\mathbb{I}\hat{σ}) = \sum_{j,j'=0,1} |\langle w_j(t)|\hat{σ}|w_j'(t)\rangle|^2
= \frac{1}{2} |\text{Tr}_q(\hat{σ}\hat{c}_z(t))|^2 + \sum_{μ=±} |\text{Tr}_q(\hat{σ}\hat{c}_±(t))|^2
= \sum_{μ=±,φ} \zeta_μ^{-1} \sum_{k \in \mathbb{Z}} g_{k,μ} e^{-iκω_k t}|^2 = 2.
\]

Time averaging this expression over one drive period 2π/ω_d finally yields the claimed conservation rule

\[
W_+ + W_- + W_0 = \sum_{k \in \mathbb{Z}} (|g_{k,+}|^2 + |g_{k,-}|^2 + 2|g_{k,φ}|^2) = 2.
\]

We further note that Eq. (C8) also imposes a constraint on the filter functions, namely

\[
\sum_{μ=±,φ} \int_{-∞}^{∞} dw F_μ(ω,t) = 2.
\]

Appendix D: Analytical approach for solving Floquet equations

In this appendix, we first introduce a framework useful for solving the Floquet equation, and later employ this framework to derive several results discussed in Sections III and IV.

Solutions \(|w_j(t)\rangle\) of the Floquet equation (4) are required to be time-periodic in 2π/ω_d. Each such wavefunction can be considered an element in the vector space \(\mathcal{F}\) of 2π/ω_d-periodic functions of the type \(f : \mathbb{R} \to \mathbb{C}^2\). We choose the basis vectors of \(\mathcal{F}\) to be \(|f_{σ,k}(t)\rangle = |σ\rangle \exp(-iκω_k t)\), where \(|σ = z^±\rangle\) are the eigenvectors of the operator \(\hat{σ}_z\) and \(k \in \mathbb{Z}\). In this basis, the Floquet state \(|w_j(t)\rangle\) has the decomposition

\[
|w_j(t)\rangle = \sum_{k \in \mathbb{Z}} u_{jσk} |σ\rangle e^{-iκω_k t},
\]

which is the Fourier expansion of \(|w_j(t)\rangle\) with \(u_{jσk}\) as Fourier coefficients. It is useful to define an inner product for elements of \(\mathcal{F}\) via the time average of their product over one drive period. Based on this definition, the basis \(|f_{σ,k}(t)\rangle\) is orthonormal, since

\[
\frac{ω_d}{2π} \int_{0}^{2π/ω_d} dt \langle f_{σ,k}(t)| f_{σ',k'}(t)\rangle = δ_{σσ'}δ_{kk'}.
\]

The decomposition (D1) maps the periodic function \(|w_j(t)\rangle\) in \(\mathcal{F}\) to a vector \(\tilde{w}_j \in \mathcal{V} = \mathbb{C}^2 \otimes \mathbb{C}^\infty\). Here, the basis vectors \(|f_{σ,k}(t)\rangle\) of \(\mathcal{F}\) are mapped to the canonical unit vectors \((\tilde{u})_{σ',k'} = δ_{σσ'}δ_{kk'}\) which we also denote by \(|σ,k\rangle\). Following this basis change, the Floquet state Eq. (D1) is now represented as a vector in \(\mathcal{V}\),

\[
|\tilde{w}_j\rangle = \sum_{σ = z^±} \sum_{k \in \mathbb{Z}} u_{jσk} |σ,k\rangle.
\]
Applying the basis change to the Floquet equation, one finds that it converts to an ordinary eigenvalue problem. To carry out this step, we consider the two operators $H_0(t)$ and $-i\partial/\partial t$ acting on $|w_j(t)\rangle$ on the left-hand side of Eq. (4). Both of them map basis functions $|f_{\sigma,k}(t)\rangle$ to other time-periodic functions in $\mathcal{F}$, and hence correspond to matrices acting on elements in $\mathcal{V}$. Specifically, we have

$$H_{0}(t)|f_{\sigma,k}(t)\rangle = \sum_{\sigma',z'=\pm} \sum_{k'=\mathbb{Z}} h_{\sigma',\sigma k'}|f_{\sigma',k+k'}(t)\rangle,$$

$$-i\frac{\partial}{\partial t}|f_{\sigma,k}(t)\rangle = -k_{\omega_{d}}|f_{\sigma,k}(t)\rangle,$$  \hspace{1cm} (D4)

where

$$h_{\sigma',\sigma k'} = \frac{\omega_{d}}{2\pi} \int_{0}^{2\pi/\omega_{d}} dt e^{ik'\omega_{d}t}\langle\sigma' | H_0(t) | \sigma \rangle.$$  \hspace{1cm} (D5)

Using Eq. (D4), we can easily express the matrices representing $H_0(t)$ and $-i\partial/\partial t$ as

$$H_{\sigma} = \sum_{\sigma,\sigma' =\pm} \sum_{k,k'\in\mathbb{Z}} h_{\sigma,\sigma' k'}|\sigma',k+k'\rangle\langle \sigma,k|,$$

$$\tilde{\Lambda} = -\sum_{\sigma\in\mathbb{Z}} \sum_{k\in\mathbb{Z}} k_{\omega_{d}}|\sigma,k\rangle\langle \sigma,k|.$$  \hspace{1cm} (D6)

With this the Floquet equation takes on the form

$$\tilde{H}|\tilde{w}_{j}\rangle = \epsilon_{j}|\tilde{w}_{j}\rangle,$$  \hspace{1cm} (D7)

where $\tilde{H} = H_0 + \tilde{\Lambda}$.

Solving this eigenvalue equation yields an infinite number of eigenvectors and corresponding eigenvalues (quasienergies). The structure of this equation is such that any given eigenpair $|\tilde{w}_{j}\rangle$, $\epsilon_{j}$ generates an infinite set of solutions defined via

$$|\tilde{w}_{j,n}\rangle = \sum_{\sigma\in\mathbb{Z}} \sum_{k\in\mathbb{Z}} u_{j\sigma,k}|\sigma,k-n\rangle,$$

$\epsilon_{j,n} = \epsilon_{j} + n\omega_{d}$ ($n \in \mathbb{Z}$).  \hspace{1cm} (D8)

Reverting back to the function space $\mathcal{F}$, the above states have the form $|w_{j,n}(t)\rangle = |w_{j}(t)\rangle \exp(-in\omega_{d}t)$. Accordingly, at the level of the underlying Hilbert space of quantum states, only two of these states ($j = 0, 1$) are linearly independent.

In the following, we employ this Floquet framework to the specific Hamiltonian (1). For this analysis, it is useful to provide explicit expressions for the transformed $H_{\sigma}$ from $H_{0}(t)$. $H_{\sigma}(t)$ involves three distinct operations: $\tilde{\sigma}_x$, $\tilde{\sigma}_z$, and $\tilde{\sigma}_z \cos \omega_{d} t$ which are all valid linear operators on the function space $\mathcal{F}$. Applying again the basis transformation that led from Eq. (D4) to Eq. (D5), these operators are transformed to the following matrices in the $|\sigma,k\rangle$ basis:

$$\tilde{\sigma}_x = \sum_{k\in\mathbb{Z}} |z^{+},k\rangle\langle z^{-},k| + |z^{-},k\rangle\langle z^{+},k|,$$

$$\tilde{\sigma}_z = \sum_{k\in\mathbb{Z}} |z^{+},k\rangle\langle z^{+},k| - |z^{-},k\rangle\langle z^{-},k|,$$

$$\tilde{\sigma}_z,d = \frac{1}{2} \sum_{k' = \pm 1} \sum_{k\in\mathbb{Z}} |z^{+},k+k'\rangle\langle z^{+},k| - |z^{-},k+k'\rangle\langle z^{-},k|.$$  \hspace{1cm} (D9)

The resulting $\tilde{H}_{\sigma}$ can then be compactly written as

$$\tilde{H}_{\sigma} = \frac{\Delta}{2}\tilde{\sigma}_x + \left(A\tilde{\sigma}_z + \frac{B}{2}\tilde{\sigma}_z,d\right).$$  \hspace{1cm} (D10)

1. Relating $\partial \epsilon_{01}/\partial B$ to $g_{k,\mu}$

Here, we establish the relation between the derivative $\partial \epsilon_{01}/\partial B \sim \partial \epsilon_{01}/\partial \phi_{dc}$ and the coefficients $g_{k,\mu}$. We consider a small perturbation affecting the Floquet Hamiltonian (D9) of the type $\tilde{H}_{\sigma} \rightarrow \tilde{H}_{\sigma} + \delta B \delta_{z}/2$. The first-order correction to the quasi-energy difference $\epsilon_{01}$ is given by

$$\delta \epsilon_{01} = \frac{\delta B}{2} \left(\langle \tilde{w}_{1}|\tilde{\sigma}_{z}\tilde{w}_{1}\rangle - \langle \tilde{w}_{0}|\tilde{\sigma}_{z}\tilde{w}_{0}\rangle\right).$$  \hspace{1cm} (D11)

Making use of the definition of $\tilde{\sigma}_{z}$ in Eq. (D8) and the inner product, we find

$$\langle \tilde{w}_{j}|\tilde{\sigma}_{z}|\tilde{w}_{j'}\rangle = \frac{\omega_{d}}{2\pi} \int_{0}^{2\pi/\omega_{d}} dt \langle \tilde{w}_{j}(t)|\tilde{\sigma}_{z}|\tilde{w}_{j'}(t)\rangle,$$  \hspace{1cm} (D12)

and thus arrive at the identity

$$\delta \epsilon_{01} = \frac{\delta B}{2} \times \frac{\omega_{d}}{2\pi} \int_{0}^{2\pi/\omega_{d}} dt \text{Tr}_{q} \tilde{\sigma}_{z} \tilde{e}_{z}(t) = \delta B g_{0,\phi},$$  \hspace{1cm} (D13)

where the last step uses the definition of $g_{0,\phi}$ from Eq. (B4). We thus conclude that $\partial \epsilon_{01}/\partial B = g_{0,\phi}$.

2. Avoided crossings in the strong-drive limit

In this and the following subsections, we employ perturbation theory to estimate the gap sizes of avoided crossings, in the strong-drive ($A \gg \Omega_{ge}$) and weak-drive ($A \ll \Omega_{ge}$) limit. In the strong-drive limit, we treat the first term $V = \Delta \tilde{\sigma}_x/2$ in (D9) perturbatively while $\tilde{H}_0 = \tilde{H} - \tilde{V}$ acts as the unperturbed Hamiltonian. The exact eigenstates and eigenvalues of $\tilde{H}_0$ are [45, 46]

$$|\tilde{w}_{\pm,n}\rangle = \sum_{k\in\mathbb{Z}} J_{k}\left(\frac{\pm A}{\omega_{d}}\right) |z^{\pm},k-n\rangle,$$

$$\epsilon_{\pm,n} = \pm B/2 + n\omega_{d}.$$  \hspace{1cm} (D14)

Here, we have chosen to adjuster notation according to $j = 0, 1 \rightarrow \pm$ which helps keep expressions in the following more compact, but should not be confused with the notation $z^{\pm}$.

Whenever the drive frequency matches $\omega_{d} = B/m (m \in \mathbb{N})$, one finds that the unperturbed quasi-energies $\epsilon_{-n+m}$ become $\epsilon_{-n+m}$ degenerate. This degeneracy is lifted when including corrections of first order in $\Delta$. Perturbation theory yields

$$\Delta_{m}^{(1)} = 2\left|\langle \tilde{w}_{+,m}^{(0)}|V|\tilde{w}_{-,m}^{(0)}\rangle\right| = \Delta\left|\langle \tilde{w}_{+,m}^{(0)}|\tilde{\sigma}_{z}|\tilde{w}_{-,m}^{(0)}\rangle\right|.$$  \hspace{1cm} (D15)

To proceed, we convert the Floquet states back into the time domain via

$$|w_{\pm,n}(t)\rangle = \exp \left(\mp i\frac{A}{\omega_{d}} \sin \omega_{d} t + in\omega_{d} t\right) |z^{\pm}\rangle.$$  \hspace{1cm} (D16)
(Note that Eqs. (D13) and (D14) are related through the Jacobi-Anger expansion.) This enables the evaluation of the leading-order gap size:

\[
\Delta^{(1)}_m = \Delta \left| \frac{\omega_{\text{d}}}{2\pi} \int_0^{2\pi/\omega_{\text{d}}} dt \langle w^{(0)}_{+,0}(t) | \sigma_x | w^{(0)}_{-,m}(t) \rangle \right| = \Delta \left| J_m \left( \frac{2A}{\omega_{\text{d}}} \right) \right|. \tag{D15}
\]

3. Avoided crossings in the weak-drive limit

In the weak-drive limit \(A \ll \Omega_{\text{ge}}\), we instead treat the drive-related term \(\tilde{V} = A \sigma_x \) perturbatively. The unperturbed eigenvalues and eigenstates of \(H_0 = \tilde{H} - \tilde{V}\) are given by

\[
|w^{(0)}_{\pm,n}\rangle = \cos \frac{\theta}{2} |z^\pm, -n\rangle \pm \sin \frac{\theta}{2} |z^\mp, -n\rangle, \tag{D16}
\]

\[
\epsilon_{\pm,n} = \pm \Omega_{\text{ge}}/2 + n\omega_{\text{d}}. \tag{D17}
\]

These are closely related to the eigenstates and eigenvalues of the undriven qubit. Here, we employ the definitions \(\theta = \tan^{-1}(\Delta/B)\), and \(\Omega_{\text{ge}} = \sqrt{\Delta^2 + B^2}\).

Whenever the drive frequency obeys \(\omega_{\text{d}} = \Omega_{\text{ge}}/m\) \((m \in \mathbb{N})\), the quasi-energies \(\epsilon_{+,n} = \epsilon_{-,n+m}\) become degenerate. Again, this degeneracy is lifted by the perturbation \(\tilde{V}\). For \(m = 1\), the calculation resembles the one for the strong-drive limit and results in a leading-order gap size of

\[
\Delta^{(1)}_m = 2|\langle \tilde{w}^{(0)}_{+,0} | \tilde{V} | \tilde{w}^{(0)}_{-,0} \rangle| = A|\sin \theta|. \tag{D18}
\]

The calculation of the gap sizes for \(m > 1\) requires higher-order degenerate perturbation theory, which we perform using Brillouin-Wigner expansion. This approach converts Eq. (D6) into a reduced equation that only involves the degenerate eigenvector pair \(|\tilde{w}^{(0)}_{+,0}\rangle\) and \(|\tilde{w}^{(0)}_{-,m}\rangle\).

To facilitate the derivation of the reduced equation, we define the projection operators

\[
\tilde{P} = |\tilde{w}^{(0)}_{+,0}\rangle \langle \tilde{w}^{(0)}_{+,0}| + |\tilde{w}^{(0)}_{-,m}\rangle \langle \tilde{w}^{(0)}_{-,m}| \quad \text{and} \quad \tilde{Q} = \mathbb{I} - \tilde{P},
\]

which project vectors in \(\mathcal{V}\) onto the degenerate subspace, and onto the subspace orthogonal to it, respectively. Here, \(\mathbb{I}\) is the identity operator on \(\mathcal{V}\). According to Brillouin-Wigner theory, the two exact eigenvectors \(|\tilde{w}_j\rangle\) with quasi-energy \(\epsilon_j\) obey the equation

\[
\tilde{H}_{\text{deg}} |\tilde{w}_j\rangle = \epsilon_j |\tilde{w}_j\rangle, \tag{D19}
\]

where

\[
\tilde{H}_{\text{deg}} = \tilde{P}(\tilde{V} + \tilde{V} \tilde{T} \tilde{V} + \tilde{V}\tilde{T} \tilde{V} \tilde{T} + \cdots) \tilde{P}, \tag{D20}
\]

and

\[
\tilde{T} = \frac{\tilde{Q}}{\epsilon_j - \tilde{H}_0}. \tag{D21}
\]

Note that despite its appearance, Eq. (D19) is not an ordinary eigenvalue problem, since both sides contain the eigenvalue \(\epsilon_j\). It is possible to find a solution for the eigenvalues iteratively. To avoid excessive notation, we focus on the \(j = 0\) eigenvalue and omit unnecessary subscripts in the following.

In the first iteration, we insert the unperturbed quasi-energy \(\epsilon^{(0)}_0 = \epsilon_{+,0}\) into the left-hand side of Eq. (D19), and solve for \(\epsilon^{(1)}\) on the right-hand side. Using the new quasi-energy approximation, we then repeat these steps to include higher-order corrections. With this procedure, we find that, in leading order in \(A\), the gap size is given by

\[
\Delta_m \approx \left| \sin \theta \cos^{m-1} \theta \right| \frac{A^m}{(m-1)! \omega_{\text{d}}^{m-1}}. \tag{D22}
\]

4. Gap size and the width of \(T_\delta\) peaks surrounding sweet-spot manifolds

In this subsection, we establish the relation between the gap size \(\Delta_m\) and the width of the \(T_\delta\) peaks along the drive-frequency axis surrounding sweet-spot manifolds. We derive this relation only for the strong-drive limit; the derivation for the weak-drive limit is analogous.

Generically, the pure-dephasing rate of a Floquet qubit is likely to be dominated by the \(1/f\) noise contributions away from sweet spots. In our case, that noise correspond to flux noise which limits the system, whenever the derivative of the quasi-energy difference with respect to flux is nonzero, \(\partial\epsilon_{01}/\partial B \neq 0\). Under these conditions, Eq. (8) implies that \(T_\delta\) is inversely proportional to \(|\partial\epsilon_{01}/\partial B|\). Therefore, to find the drive-frequency width of the \(T_\delta\) peaks, it is useful to first explore how \(|\partial\epsilon_{01}/\partial B|\) depends on \(\omega_{\text{d}}\).

For a dynamical sweet spot in the strong-drive limit, \(A_0 \gg \Omega_{\text{ge}}\), the drive parameters satisfy \(\omega_{\text{d},m} = B_0/m\). At the sweet spot, the quasi-energy derivative vanishes, \(\partial\epsilon_{01}/\partial B = 0\). Let us consider values \(B\) and \(\omega_{\text{d}}\) in the vicinity of the sweet-spot point given by \(B_0\) and \(\omega_{\text{d},m}\). Using Eq. (D13), we see that the Hamiltonian in the relevant subspace is

\[
\tilde{H} = \tilde{H}_0 + \tilde{V} = \epsilon_{+,0} |\tilde{w}^{(0)}_{+,0}\rangle \langle \tilde{w}^{(0)}_{+,0}| + \epsilon_{-,m} |\tilde{w}^{(0)}_{-,m}\rangle \langle \tilde{w}^{(0)}_{-,m}| + \Delta \sigma_x/2, \tag{D23}
\]

which results in the quasi-energy difference

\[
\epsilon_{01} \approx \sqrt{\Delta^2 + (B - m\omega_{\text{d}})^2}. \tag{D24}
\]

The derivative of \(\epsilon_{01}\) with respect to \(B\) is thus

\[
\frac{\partial\epsilon_{01}}{\partial B} \approx \frac{B - m\omega_{\text{d}}}{\epsilon_{01}}. \tag{D25}
\]

Since we are interested in the width of the sweet manifold along the \(\omega_{\text{d}}\)-axis, we set \(B = B_0\), and consider variations of \(\omega_{\text{d}}\) around \(\omega_{\text{d},m}\). As a function of \(\omega_{\text{d}}\), the derivative \(|\partial\epsilon_{01}/\partial B|\) takes on its minimum value of zero at \(\omega_{\text{d}} = \omega_{\text{d},m}\). Away from this sweet spot, \(|\partial\epsilon_{01}/\partial B|\) has an upper bound of 1, which is reached asymptotically in the limit \(m|\omega_{\text{d}} - \omega_{\text{d},m}| \gg \Delta_m\). Based on this, we can use the full
width at half minimum (FWHM) of $|\partial \epsilon_0 / \partial B|$ as an estimate of the peak width of $T_\phi$. The condition $|\partial \epsilon_0 / \partial B| = 1/2$ for reaching the half-minimum value, results in the equation

$$m|\omega_d - \omega_{d,m}| / \sqrt{\Delta_m^2 + m^2 (\omega_d - \omega_{d,m})^2} = 1/2.$$

The corresponding two solutions $\omega_d^{(1,2)}$ yield the FWHM $[\omega_d^{(2)} - \omega_d^{(1)}]$. Due the dependence of $\Delta_m$ on $\omega_d$ involving a Bessel function [Eq. (D15)], the above equation (D26) is transcendental. We can obtain analytical approximations as follows. We rewrite Eq. (D26) in the form $\sqrt{3}m|\omega_d - \omega_{d,m}| = \Delta_m$, and expanding the latter in $\omega_d$ around $\omega_{d,m}$. The result of this is another transcendental equation, in which the problematic Bessel function term can, however, be neglected if $\partial \Delta_m / \partial \omega_d \ll \sqrt{3}m$ holds. We have verified the validity of this inequality for our parameters numerically, and this way finally obtain the approximate FWHM

$$\Delta_{\text{FWHM}} = 2\Delta_{m,0}/\sqrt{3}m,$$

where $\Delta_{m,0} = \Delta |J_m(2A_0/\omega_{d,m})|$.
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