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Abstract. For an (imaginary) hyperelliptic curve $H$ of genus $g$, we determine a
basis of the Riemann-Roch space $L(D)$, where $D$ is a divisor with positive degree
$n$, linearly equivalent to $P_1 + \cdots + P_j + (n-j)\Omega$, with $0 \leq j \leq g$, where $\Omega$ is a
Weierstrass point, taken as the point at infinity. As an application, we determine
a generator matrix of a Goppa code for $j = g = 3$ and $n = 4$.
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1. Introduction

Let $\chi$ be an algebraic curve defined over a finite field $\text{GF}(q)$, and let $D$ be an $\text{GF}(q)$-rational divisor on $\chi$. The computation of a basis of the Riemann-Roch space $L(D)$ associated to $D$ is an essential tool in Coding Theory and Cryptography, since it allows both to explicitly construct Goppa codes and to give addition formulas in the divisor class group of $\chi$. The general problem has been attacked by several researchers. The first algorithm is due to von Brill and Noether [5]. Since then, many researchers have worked on the problem to make the computation of such a basis more effective ([12]), in the equivalent scenario of function fields (cf. [28], Remark 2.3.15). In particular, in [11] an arithmetic approach to the Riemann-Roch problem is taken, which provides an algorithm, polynomial in the input size. Nonetheless, further algorithms were developed in order to simplify the computation, each under particular assumptions.

In this paper the class of hyperelliptic curves is considered. Many papers have been devoted to the study of arithmetic in these curves, among others we mention in particular [6], [17] and [18]. The interest on the subject does not seem to decline, as witnessed by more recent publications (cf. [29], [20]). A significant literature has
also been produced in order to consider codes over hyperelliptic curves \([2], [4], [19], [25]\).

Goppa codes were introduced in [10] several decades ago. These codes turned out not only to be interesting in Coding Theory, but also to be applicable in Cryptography, e.g. in public-key cryptographic systems [24], [13], [22]. Cryptographic systems using Goppa codes with suitable parameters are considered as secure (see in particular [1], [8]). Hyperelliptic curves in Cryptography have been investigated in [14], [17], [26]. Goppa codes over the Hermitian curve, as well as over maximal curves, have been extendedly studied in [15], [16], [7], [9].

The aim of the current paper is to give an explicit way for determining a basis of the Riemann-Roch space over an imaginary hyperelliptic curve \(H\). Using this basis, we can construct a generator matrix of a Goppa code over a hyperelliptic curve defined over a Galois field of characteristic \(p \geq 2\). We make this for some MDS codes in Section 4. In particular we consider an imaginary hyperelliptic curve \(H\) of genus \(g\), described as the set of points satisfying the equation

\[
Y^2T^{d-2} + Yh(X,T) = f(X,T)
\]

where \(f\) is a homogeneous polynomial of degree \(d = 2g + 1\) (and \(h = 0\), if \(p \neq 2\)). Using standard methods we construct an explicit basis of the Riemann-Roch space \(\mathcal{L}(D)\), where \(D\) is a divisor of positive degree \(n\) in (its unique) reduced form \(P_1 + \cdots + P_j + (n-j)\Omega\). Here \(P_1, \ldots, P_j\) are \(j\) points in \(H\) distinct from the point \(\Omega\) of infinity and \(j \leq g\). We remark that the reduction of \(D\) to its reduced form might be a difficult task, because one has to solve algebraic equations of degree greater than \(g + 1\), possibly by applying the Cantor algorithm. This difficulty does not occur in the construction of Goppa codes, because in that case one can directly take \(D = P_1 + P_2 + \cdots + P_j + (n-j)\Omega\) (cf. [6]).

It turns out that our computation for a basis of the Riemann-Roch space \(\mathcal{L}(D)\) provides another proof of the results of Lemma 2.1 in [4], which deal with the dimension of the space \(\mathcal{L}(D)\). We give the sequence of \(\dim \mathcal{L}(D)\) in Example 1 for the case that \(H\) has genus \(g = 5\).

2. Notations and definitions

Let \(p\) be a prime number and \(t \in \mathbb{N}\). Let \(H\) be a hyperelliptic curve over \(\text{GF}(p^t)\) with a rational Weierstrass point \(\Omega\), so that there exists a coordinate system of the projective plane such that the non-singular curve \(H\) is described as the set of points \(P = [X : Y : T]\) such that

\[
Y^2T^{d-2} + Yh(X,T) = f(X,T)
\]

where \(f\) is a homogeneous polynomial of degree \(d = 2g + 1\), \(h\) is a homogeneous polynomial of degree at most \(g\), and \(\Omega = [0 : 1 : 0]\) is the point at infinity of \(H\) ([21],
Prop. 1.2). If \( p \) is odd, the transformation \( Y \mapsto Y - h(X, T)/2 \) changes the above equation into

\[
Y^2 T^{d-2} = f(X, T),
\]

whereas, if \( p = 2 \), then in general it is not possible to reduce \( h \) to zero.

Let \( \mathcal{H} \) be the algebraic closure of \( GF(p^t) \), and let \( \mathcal{L}(D) \) be the Riemann-Roch space associated to any divisor \( D \), that is, the vector space of rational functions

\[
\mathcal{L}(D) = \{ F \in \mathcal{H}(\mathcal{H}) : \text{div}(F) + D \geq 0 \} \cup \{0\},
\]

thus \( \mathcal{L}(D) \) is trivial both in the cases where \( D \) has negative degree, and where \( D \) has degree zero and \( D \not\in \text{Princ(\mathcal{H})} \), whereas \( \mathcal{L}(D) = \langle F_0^{-1} \rangle \) in the case where \( D = \text{div}(F_0) \). For this reason, we may restrict ourselves to the case where \( D \) has positive degree.

If \( D \) is a divisor of positive degree \( n \), then

\[
D = P_1 + P_2 + \cdots + P_j + (n - j)\Omega + \text{div}(\psi)
\]

for \( j \) points \( P_1, \ldots, P_j \) in \( \mathcal{H} \) distinct from \( \Omega \), with \( j \leq g \), and a suitable \( \psi \in \mathcal{H}(\mathcal{H}) \), that is, any divisor class \( D + \text{Princ(\mathcal{H})} \in \text{Div(\mathcal{H})}/\text{Princ(\mathcal{H})} \) can be reduced to the form \( P_1 + \cdots + P_j + (n - j)\Omega \).

Up to the isomorphism

\[
\Phi : \mathcal{L}(D) \mapsto \mathcal{L}(P_1 + \cdots + P_j + (n - j)\Omega),
\]

mapping \( F \) onto the product \( \psi F \), we will directly assume that \( D \) is reduced to \( P_1 + \cdots + P_j + (n - j)\Omega, n \geq 0 \).

3. Main theorem

Let \( \mathcal{H} \) be the hyperelliptic curve introduced in Section 2. Let \( D = P_1 + \cdots + P_j + (n - j)\Omega \) be a divisor of degree \( n \) of \( \mathcal{H} \).

If \( P_i = [a_i : b_i : 1] \), then let \( Q_i = [a_i : -b_i - h(a_i, 1) : 1] \in \mathcal{H} \), and let

\[
\Psi = \frac{T^{j-\delta-1}}{(X - a_1 T) \cdots (X - a_j T)},
\]

where \( \kappa \) is the curve \( YT^{\delta-1} - k(X, T) \) of smallest degree \( \delta \) in \( X \) passing through the points \( Q_1, \ldots, Q_j \) with their possible multiplicity (note, in particular, that for \( j = 1 \) the curve \( \kappa \) is the line \( Y - (b_1 + h(a_1, 1))T \), and recall that \( h(X, T) = 0 \), if \( p > 2 \)).

Furthermore, we define \( \Psi = \frac{1}{T} \) for \( j = 0 \).

Since \( \delta < j \leq g = \frac{d-1}{2} \), there are \( d \) intersection points of \( \kappa \) and \( \mathcal{H} \) in the affine plane, say \( Q_1, \ldots, Q_j \) and \( W_1, \ldots, W_{2g-j+1} \) (in the case where \( j = 0 \), these being the \( d \) intersections of \( \mathcal{H} \) with the \( x \)-axis), and \( d \cdot (\delta - 1) \) further intersection points coinciding with \( \Omega \), hence

\[
\text{div}(\Psi) = (W_1 + \cdots + W_{2g-j+1}) - (P_1 + \cdots + P_j) - (2g - 2j + 1)\Omega.
\]
Remark 1. Note that \( \Psi \in \mathcal{L}(D) \) if and only if \( n - j \geq 2(g - j) + 1 \).

Theorem 1. Let \( D = P_1 + \cdots + P_j + (n - j)\Omega \) be a divisor of degree \( n \) on the hyperelliptic curve \( \mathcal{H} \) defined in Section 2, and let \( \Psi \) be as in (1). If \( n - j \geq 2(g - j) + 1 \), then a basis of \( \mathcal{L}(D) \) is provided by the set
\[
\left\{ \left( \frac{X}{T} \right)^h, \Psi \left( \frac{X}{T} \right)^k : 0 \leq h \leq \frac{n - j}{2} \text{ and } 0 \leq k \leq \frac{(n - j) - 2(g - j) - 1}{2} \right\}.
\]

If \( n - j < 2(g - j) + 1 \), then a basis of \( \mathcal{L}(D) \) is provided by the set
\[
\left\{ \left( \frac{X}{T} \right)^h : 0 \leq h \leq \frac{n - j}{2} \right\}.
\]

Proof. Let \( B_1 \) and \( B_2 \) be the intersection points of \( \mathcal{H} \) and the y-axis, so
\[
\text{div} \left( \frac{X}{T} \right) = (B_1 + B_2) - 2\Omega.
\]

1) Let \( n - j \geq 2(g - j) + 1 \), thus \( \Psi \in \mathcal{L}(D) \). First we consider the cases where either \( j = 0 \) (hence \( n \geq 2g + 1 \)), or \( j = 1 \) (hence \( n \geq 2g \)), or \( j \geq 2 \) and \( n \geq 2g - 1 \), as in these cases we know that, by the theorem of Riemann-Roch, the dimension of \( \mathcal{L}(D) \) is \( n - g + 1 \). We claim that
\[
\mathcal{L}(D) = \left\langle \left( \frac{X}{T} \right)^h, \Psi \left( \frac{X}{T} \right)^k \right\rangle, \quad \text{where}
\]
\[
0 \leq h \leq \frac{n - j}{2} \text{ and } 0 \leq k \leq \frac{(n - j) - 2(g - j) - 1}{2}.
\]

In fact, for each of those values of the parameters \( h \) and \( k \), the functions belong to \( \mathcal{L}(D) \), because
\[
D + \text{div} \left( \frac{X}{T} \right)^h = (P_1 + \cdots + P_j) + (n - j)\Omega + h(B_1 + B_2) - 2h\Omega,
\]
as well as
\[
D + \text{div} \Psi \left( \frac{X}{T} \right)^k = (P_1 + \cdots + P_j) + (n - j)\Omega + k(B_1 + B_2) - 2k\Omega +
\]
\[
+ (W_1 + \cdots + W_{2g-j+1}) - (P_1 + \cdots + P_j) - (2g - 2j + 1)\Omega
\]
\[
= k(B_1 + B_2) + (W_1 + \cdots + W_{2g-j+1}) - (2k - (n - j) + 2(g - j) + 1)\Omega,
\]
are effective divisors. Since \( 0 \leq h \leq \frac{n - j}{2} \) and \( 0 \leq k \leq \frac{(n - j) - 2(g - j) - 1}{2} \), if \( n - j \) is even, then the number of those functions is
\[
1 + \frac{n - j}{2} + 1 + \frac{(n - j) - 2(g - j) - 2}{2} = n - g + 1,
\]
and, if \( (n - j) \) is odd, then their number is

\[
1 + \frac{n - j - 1}{2} + 1 + \frac{(n - j) - 2(g - j) - 1}{2} = n - g + 1,
\]
as well, and the claim follows from dimensional reasons.

Secondly, we consider the case where \( 2g - j + 1 \leq n < 2g - 1 \) (note that this case can occur only if \( j \geq 3 \)). In this case, the dimension of \( \mathcal{L}(D) \) is not necessarily \( n - g + 1 \), but still \( \Psi \in \mathcal{L}(D) \), and again we claim that

\[
\mathcal{L}(D) = \left\langle \left( \frac{X}{T} \right)^h, \Psi \left( \frac{X}{T} \right)^k \right\rangle,
\]
where \( 0 \leq h \leq \frac{n-j}{2} \) and \( 0 \leq k \leq \frac{(n-j)-2(g-j)-1}{2} \).

In fact, let \( n = 2g - 1 - \epsilon \) with \( 0 \leq \epsilon \leq \frac{j}{2} - 1 \), and put, for short,

\[
\mathcal{L}_{\epsilon} := \mathcal{L}(P_1 + \cdots + P_j + (n - j)\Omega),
\]

hence we have from the first case above that

\[
\mathcal{L}_0 = \left\langle \left( \frac{X}{T} \right)^h, \Psi \left( \frac{X}{T} \right)^k \right\rangle,
\]
where \( 0 \leq h \leq \frac{n-j}{2} \) and \( 0 \leq k \leq \frac{(n-j)-2(g-j)-1}{2} \). Since

\[
\mathcal{L}_{\epsilon+1} \leq \mathcal{L}_{\epsilon},
\]
it follows recursively, by step by step inspection of \( \mathcal{L}_{\epsilon} \), that the claim holds as in the first case.

2) Let \( j = 0 \) and \( n = 2g - 1, 2g \), or \( j = 1 \) and \( n = 2g - 1 \) (hence, by Remark \[ \Psi \not\in \mathcal{L}(D) \]). Again by the theorem of Riemann-Roch, the dimension of \( \mathcal{L}(D) \) is \( n - g + 1 \) and we have, by dimensional reason, that \( \mathcal{L}(D) = \left\langle \left( \frac{X}{T} \right)^k \right\rangle \), where \( 0 \leq h \leq \frac{n}{2} \), respectively \( 0 \leq h \leq \frac{n-1}{2} \).

3) Finally, let either \( j = 0, 1 \) and \( n < 2g - 1 \), or \( 2 \leq j \leq n < 2g - j + 1 \). In either of these cases, we claim that \( \mathcal{L}(D) = \left\langle \left( \frac{X}{T} \right)^h \right\rangle \), where \( 0 \leq h \leq \frac{n-j}{2} \). Let \( n = 2g - j + 1 - \epsilon \) with \( 0 \leq \epsilon \leq 2g - 2j + 1 \), and again put, for short,

\[
\mathcal{L}_{\epsilon} := \mathcal{L}(P_1 + \cdots + P_j + (n - j)\Omega),
\]
hence we have from the first two cases above that

\[
\mathcal{L}_0 = \left\langle \left( \frac{X}{T} \right)^h, \Psi \right\rangle.
where \(0 \leq h \leq \frac{n-j}{2}\), because for \(n = 2g - j + 1\) we get \(k = 0\). Since, again,

\[\mathcal{L}_{e+1} \leq \mathcal{L}_e,\]

and since, by Remark \(\square\) \(\Psi \not\in \mathcal{L}_e\) as soon as \(\epsilon > 0\), it follows recursively, by step by step inspection of \(\mathcal{L}_e\), that the claim holds as in the first case. \(\Box\)

**Corollary 1.** Let \(\mathcal{H}\) be the hyperelliptic curve of genus \(g\) defined in Section \(\Box\). If the divisor \(D\) of degree \(n\) is linearly equivalent to \(P_1 + \cdots + P_j + (n - j)\Omega\), then

\[\dim \mathcal{L}(D) = n - g + 1,\]

for \(n \geq 2g - j\),

\[\dim \mathcal{L}(D) = \left\lfloor \frac{n-j}{2} \right\rfloor + 1,\]

for \(j \leq n < 2g - j\).

In particular, if \(j = g\), then \(\dim \mathcal{L}(D) = n - g + 1\).

The above results on the dimension of the Riemann-Roch space \(\mathcal{L}(D)\) appeared first in \([4]\), Lemma 2.1.

**Remark 2.** A point \(P\) of the curve \(\mathcal{H}\) is a non-Weierstrass point if the sequence \(\dim \mathcal{L}(nP)\) for \(n \geq 1\) is

\[1,1,\ldots,1,2,3,4,\ldots,g-1,g,g+1,\ldots\]

\[\underbrace{g}_{g}\]

In any other case, \(P\) is a Weierstrass point. Recall that \(\Omega\) was a given Weierstrass point of the curve \(\mathcal{H}\), and in fact \(\mathcal{L}((2g - 2\epsilon)\Omega) = \mathcal{L}((2(g - \epsilon) + 1)\Omega)\) have both dimension \(g - \epsilon + 1\). The sequence \(\dim \mathcal{L}(n\Omega)\), where \(n \geq 0\), is therefore:

\[1,1,2,3,3,\ldots,g-1,g-1,g,g,g+1,g+2,g+3\ldots\]

Thus the sequence of gaps one has to fill from the first entry to any increasing entry is

\[1,3,5,\ldots,2g-1,\]

and the numerical semigroup of non-gaps is therefore that of the natural numbers without the odd numbers smaller than \(2g\).

**Example 1.** Assume that \(\mathcal{H}\) has genus \(g = 5\).

If \(j = 0\), then \(n - j \geq 2(g - j) + 1\) if and only if \(n \geq 2g + 1\). Hence the sequence of \(\dim \mathcal{L}(D)\) is

\[1,1,2,2,3,3,4,4,5,5,6,7,\ldots\]

\[\underbrace{0 \leq n < 2g-1}_{n \geq 2g-1}\]

If \(j = 1\), then \(n - j \geq 2(g - j) + 1\) if and only if \(n \geq 2g\). Hence the sequence of \(\dim \mathcal{L}(D)\) is

\[1,1,2,2,3,3,4,4,5,5,6,7,\ldots\]

\[\underbrace{1 \leq n < 2g-1}_{n \geq 2g-1}\]
If $j = 2$, then $n - j \geq 2(g - j) + 1$ if and only if $n \geq 2g - 1$. Hence the sequence of $\dim \mathcal{L}(D)$ is

$$\underbrace{1, 1, 2, 2, 3, 3, 4, 5, 6, 7, \ldots}_{2 \leq n < 2g - 1 \quad \underbrace{n \geq 2g - 1}}.$$ 

If $j = 3$, then $n - j \geq 2(g - j) + 1$ if and only if $n \geq 2g - 2$. Hence the sequence of $\dim \mathcal{L}(D)$ is

$$\underbrace{1, 1, 2, 2, 3, 4, 5, 6, 7, \ldots}_{3 \leq n < 2g - 2 \quad \underbrace{n \geq 2g - 1}}.$$ 

If $j = 4$, then $n - j \geq 2(g - j) + 1$ if and only if $n \geq 2g - 3$. Hence the sequence of $\dim \mathcal{L}(D)$ is

$$\underbrace{1, 1, 2}_{4 \leq n < 2g - j + 1 \quad 2g - j + 1 \leq n < 2g - 1} \quad 3, 4 \quad \underbrace{5, 6, 7, \ldots}_{n \geq 2g - 1}.$$ 

If $j = 5$, then $n - j \geq 2(g - j) + 1$ if and only if $n \geq 2g - 4$. Hence the sequence of $\dim \mathcal{L}(D)$ is

$$\underbrace{1,}_{5 \leq n < 2g - j + 1} \quad \underbrace{2, 3, 4,}_{2g - j + 1 \leq n < 2g - 1} \quad \underbrace{5, 6, 7, \ldots}_{n \geq 2g - 1}.$$ 

**Remark 3.** Note that we do not need to know the equation of $\mathcal{H}$ of genus $g$ in order to get the basis of $\mathcal{L}(D)$.

### 4. Examples of MDS Goppa codes

We take $j = 3$, therefore $g = 3$ and $n = 4$ for an example where $2g - j + 1 \leq n < 2g - 1$. Choose, for instance, $D = [0 : 0 : 1] + 2[1 : 0 : 1] + \Omega$ over the Galois field $GF(31)$, where we intentionally took the point $[1 : 0 : 1]$ twice. With the notation in the proof of Theorem 1, put

$$Q_1 \equiv [0 : 0 : 1]; \quad Q_2 \equiv [1 : 0 : 1]; \quad Q_3 = Q_2.$$ 

As $Q_3 = Q_2$, we give the parabola $\kappa$ in the form

$$(y - 0) = a_1(x - 1) + a_2(x - 1)^2,$$

and because it passes through $Q_1$, we obtain $a_2 = a_1$, so take $y = (x - 1) + (x - 1)^2$.

Putting $\Psi = \frac{X^2 - T(T(X - T) + (X - T)^2)}{X(X - T)^2}$, from Theorem 1 we obtain

$$\mathcal{L}(D) = \langle 1, \Psi \rangle.$$ 

We want to construct the $(m, 2, \delta)$-Goppa code (where $m - 4 \leq \delta \leq m - 1$). Therefore we need the equation of $\mathcal{H}$, so that we can take $m$ points on $\mathcal{H}$. Thus we choose four further points $W_1, \ldots, W_4$ on the parabola $\kappa$, and a fifth point $C$ not belonging to $\kappa$.

---

1The minimal distance of a Goppa code is $\delta \geq m - \deg(D)$. 

If we take, for instance, the abscissa of \( W_i \) from 3 to 6, then we obtain the following points on \( \kappa \):

\[
W_1 \equiv [3 : 6 : 1] \\
W_2 \equiv [4 : 12 : 1] \\
W_3 \equiv [5 : 20 : 1] \\
W_4 \equiv [6 : 30 : 1].
\]

Since the point on the parabola with abscissa \( x = 7 \) is \( [7 : 11 : 1] \), we take \( C = [7 : 12 : 1] \).

Thereafter, in order to have the equation of \( H \) in the form

\[
y^2 = a_2(x - 1)^2 + \cdots + a_7(x - 1)^7,
\]

we construct the \( 6 \times 6 \) Vandermonde matrix \( V = ((x_i - 1)^{1+j}) \) of the abscissae \( x_i \) of the points \( Q_1, W_1, \ldots, W_4, C \), and its inverse, that is,

\[
V = \begin{pmatrix}
1 & 30 & 1 & 30 & 1 & 30 \\
4 & 8 & 16 & 1 & 2 & 4 \\
9 & 27 & 19 & 26 & 16 & 17 \\
16 & 2 & 8 & 1 & 4 & 16 \\
25 & 1 & 5 & 25 & 1 & 5 \\
5 & 30 & 25 & 26 & 1 & 6
\end{pmatrix},
V^{-1} = \begin{pmatrix}
18 & 9 & 23 & 18 & 11 & 9 \\
8 & 2 & 3 & 15 & 5 & 10 \\
30 & 20 & 22 & 3 & 7 & 24 \\
0 & 25 & 25 & 28 & 19 & 0 \\
16 & 5 & 15 & 14 & 14 & 6 \\
24 & 7 & 1 & 28 & 30 & 21
\end{pmatrix}.
\]

Since \( V^{-1}[0^2, 6^2, 12^2, 20^2, 30^2, 12^2]' = [22, 10, 26, 3, 14, 18]' \), the hyperelliptic curve \( \mathcal{H} \) is defined by the equation

\[
y^2 = 22(x - 1)^2 + 10(x - 1)^3 + 26(x - 1)^4 + 3(x - 1)^5 + 14(x - 1)^6 + 18(x - 1)^7.
\]

With respect to the divisor \( G = [3 : 25 : 1] + [4 : 19 : 1] + [5 : 11 : 1] + [6 : 1 : 1] \in \mathcal{H} \), not in the support of \( D \), the generator matrix of the \((4, 2)_{31}\)-Goppa code is \( C_L(D, G) = \begin{pmatrix} 1 & 1 & 1 & 1 \\
30 & 20 & 15 & 12 \end{pmatrix} \). Hence, the parity-check matrix is \( H = \begin{pmatrix} 16 & 14 & 1 & 0 \\
7 & 23 & 0 & 1 \end{pmatrix} \), and one sees that two columns in \( H \) are always independent, thus the minimum distance \( d \) is 3, i.e. the code is MDS.

**Remark 4.** Note that, for \( p \leq \frac{n-j}{2} \), the polynomials \( X/T \) and \((X/T)^p \) take the same values in the field \( \text{GF}(p) \), thus one does not obtain linearly independent row vectors in the generator matrix.

Now we compute the generator matrices of some MDS Goppa codes of dimension 3 arising from hyperelliptic curves of genus \( g = 2 \) and constructing by de Boer in [3], Section 2.

**Example 2.** According to Example 2.3.21 in [3] we take the hyperelliptic curve \( \mathcal{H} : Y^2T^3 = X^5 + 4XT^4 + T^5 \) over the field \( \text{GF}(5) \) and we choose the divisor \( D = [0 : 1 : 1] + [1 : 4 : 1] + 2\Omega \). With the notation in Section [3] we put

\[
Q_1 \equiv [0 : 4 : 1]; \quad Q_2 \equiv [1 : 1 : 1].
\]
The line $\kappa$ passing through $Q_1$ and $Q_2$ has the form $y = 2x + 4$. We have $j = 2$ and $n = 4$. Putting $\Psi = \frac{t(y + 3x + T)}{x(x - T)}$ from Theorem 1 we obtain

$$L(D) = \left\langle 1, \frac{X}{T}, \Psi \right\rangle.$$ 

With respect to the divisor $G = [2 : 1 : 1] + [2 : 4 : 1] + [3 : 1 : 1] + [3 : 4 : 1] + [4 : 1 : 1] + [4 : 4 : 1] \in \mathcal{H}$, not in the support of $D$, the generator matrix of the $(6, 3, 4)_{5}$-MDS code is $C_{L}(D, G) = \begin{pmatrix} 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 2 & 2 & 3 & 3 & 4 & 4 & 4 & 4 & 4 & 4 & 4 & 4 \\ 4 & 3 & 1 & 4 & 2 & 1 \\ \end{pmatrix}$.

Example 3. According to Example 2.3.23 in [3] we take the hyperelliptic curve $\mathcal{H} : Y^2T^3 = X^5 + 4X^3T^2 + 9XT^4$ over the field $GF(13)$ and we choose the divisor $D = [0 : 0 : 1] + 3\Omega$. With the notation in Section 3 we have $Q \equiv [0 : 0 : 1]$ and $\kappa$ has the form $Y$ because of $j = 1$. Putting $\Psi = Y$ and taking into account that $n = 4$ Theorem 1 yields that $L(D) = \left\langle 1, \frac{X}{T}, \Psi \right\rangle$. With respect to the divisor $G = [1 : 1 : 1] + [1 : 12 : 1] + [3 : 1 : 1] + [3 : 12 : 1] + [6 : 6 : 1] + [6 : 7 : 1] + [7 : 4 : 1] + [7 : 9 : 1] + [9 : 6 : 1] + [9 : 7 : 1] \in \mathcal{H}$, not in the support of $D$, the generator matrix of the $(10, 3, 8)_{13}$-MDS code is $C_{L}(D, G) = \begin{pmatrix} 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 0 & 0 & 1 & 1 & 3 & 3 & 5 & 5 & 9 & 9 & 15 & 15 \\ 14 & 3 & 14 & 3 & 12 & 5 & 11 & 6 & 1 & 16 & 1 & 16 \\ \end{pmatrix}$.
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