Particle Swarm Optimization Based Approach for Estimation of Costs and Duration of Construction Projects
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Abstract

Cost and duration estimation is essential for the success of construction projects. The importance of decision making in cost and duration estimation for building design processes points to a need for an estimation tool for both designers and project managers. Particle swarm optimization (PSO), as the tools of soft computing techniques, offer significant potential in this field. This study presents the proposal of an approach to the estimation of construction costs and duration of construction projects, which is based on PSO approach. The general applicability of PSO in the formulated problem with cost and duration estimation is examined. A series of 60 projects collected from constructed government projects were utilized to build the proposed models. Eight input parameters, such as volume of bricks, the volume of concrete, footing type, elevators number, total floors area, area of the ground floor, floors number, and security status are used in building the proposed model. The results displayed that the PSO models can be an alternative approach to evaluate the cost and duration of construction projects. The developed model provides high prediction accuracy, with a low mean (0.97 and 0.99) and CoV (10.87% and 4.94%) values. A comparison of the models’ results indicated that predicting with PSO was importantly more precise.
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1. Introduction

The cost and duration prediction is considered an essential issue in construction projects. Underestimation and overestimation of costs may result from the failure of a construction project. The utilize of various approaches in the entire project lifetime should supply information on costs to the contributors to the project and support a complicated decision-making process [1, 2]. Cost and duration evaluating is a vital task for costing and tender preparation for any construction project before they are built. Cost and duration estimation in the early steps of construction projects comprises a considerable doubt. Hence, there is a high request to construct an active approach to minimize uncertainty in cost and duration prediction. One traditional technique for predicting the cost and duration values is the utilize of several specialists. Nevertheless, continuous contact with these specialists is not always an easy choice, producing to improve the alternative method to predict the cost and duration of construction projects. It is preferred to construct the new method according to datasets created from the preceding similar projects. Furthermore, utilizing the traditional technique is difficult and complicated. Hence, utilizing a soft-computing method is a noticeably, more effective way to address nonlinear problems. The best solutions for any system can be defined as the viable solutions with fitness values,
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as well as the values of any other sustainable solutions; these solutions are achieved by selecting values for the set of parameters that satisfy all constraint solutions [3]. Furthermore, optimization approaches are utilized widely in numerous areas, such as engineering and computer science. Study in the optimization area is very active, and new optimization approaches are being developed frequently [4]. The main goal of optimization methods is to find values for a set of parameters that maximize or minimize objective functions that are subject to certain constraints [5]. Through the last decades, numerous researches have been achieved to develop optimization approaches that apply evolutionary programming methods.

A relationship between completed construction cost and the time taken to complete a construction project was first mathematically established by Bromilow (1974) [6]. A regression analysis was utilized by Carr (1979) [7] to organize the duration and cost preparation of industrial buildings. Based on the neural network technique, Wang et al. (2013) [8] proposed a cost estimator model. The learning steps of their neural network were accomplished using a particle swarm optimization (PSO) method. In 2014, a hybrid model PSO-BPNN was proposed by Hong et al. (2014) [9] to assess the cost of construction projects. The PSO technique in the network has optimized the ANN weights. In 2015, Zima (2015) [10] presented a CBR model to predict the construction elements unit price. The CBR method shows a knowledge base that supports the cost prediction at the initial step of a construction project. A hybrid model ANN-ACO and ANN model for determining the amount and cost of construction waste in the early stage of construction were developed by Lee et al. (2016) [11] using “ant colony optimization” ACO algorithm to optimize the ANN weights and ANN model. In 2018, a proposed model for predicting the construction costs of sports areas was presented by Juszczyk et al. (2018) [12]. Hybrid DES-PSO model that includes discrete event simulation (DES) and particle swarm optimization (PSO) algorithms were developed by Hegazy et al. (1994) [13] construction through a set of iterations in networks utilized, that significantly reduces efforts in search optimization scenarios.

The main target of the current research is to propose and investigate models of cost and duration estimating for the construction projects in the initial planning stage using particle swarm optimization (PSO) technique. The proposed PSO models can assist the engineers in making informed decisions in the initial stages of the design steps. With these models, it is probable to acquire a precise estimation, even when suitable information is not obtainable in the initial phases. These approaches encourage a feedback procedure that may support designers to attain the best solution. Moreover, the proposed models considered some category parameters, such as the security status that has been happened in Iraq in the last decade.

2. Research Methodology

Soft-computing methods are utilized to overcome complicated numerical optimization problems as non-linear systems. The current study tries to propose PSO models for predicting the cost and duration of construction projects accurately. The primary purpose of this study is to adopt and propose new models for the duration/cost assessment of construction projects utilizing the PSO algorithm. The proposed models were developed according to numerous, affecting input parameters, as presented below. The definition of the input parameters is listed in Table 1.

\[ \text{Cost/Duration} = f(C, B, EN, FT, AGF, TFA, FN, SS) \]  

Table 1. Definition of the input parameters

| Parameter | Definition |
|-----------|------------|
| C         | The concrete volume: The concrete works comprise lean concrete, screed concrete, foundation, columns, beams, and slabs. |
| B         | The brick volume. |
| EN        | The number of elevators in the buildings. |
| FT        | Types of footing: 1- Raft footing and 2- Separated footing. |
| AGF       | The area of the ground floor. |
| TFA       | The total area of floors. |
| FN        | The floors number. |
| SS        | The security status: 1- Safe, 2- Moderate and 3- Not safe |

Optimization is required to produce optimal cost and or duration values for a construction project. Of three key points must be taken in its progress:

(a) The objective function must be formulated.
(b) A clear approach is required to solve the optimization problem.
(c) The convergence criterion should be specified.

These detailed items will be discussed in the subsequent sections.
2.1. Objective Function of PSO Models

The primary objective of PSO is to optimize the cost and-or duration values and exploration for an optimum set of unknown coefficients, as illustrated in the proposed model section from within the solution space. The actual and forecast values of the duration and cost amount were detected to have minimal differences when using the final form of the optimized model. The proposed models are simulated utilizing MATLAB to optimize the duration and cost amount model for the construction projects. The objective function used in this study is the root mean square error (RMSE). This objective function can be accounted for utilizing the following expression [14-17]:

$$\text{RMSE} = \frac{1}{n} \sum_{i=1}^{n} |y - y'|$$

Where $y'$ refers to the forecasted value, $y$ refers to the actual value, and $n$ denotes to the number of dataset samples.

2.2. Optimization Method of PSO Models

As a result of its global convergence ability, easy implementation, and adoption, PSO is considered one of the best optimization approaches. PSO is an evolutionary computation approach developed by Eberhart et al. (2001) [18], which was inspired by the social behavior of bird (particle) flocking. The PSO algorithm is generally accepted and used in solving different optimization problems. During the entire search process, the position and velocity of each particle can be updated according to Equations 3 and 4.

$$V_i(t + 1) = wV_i(t) + c_1 Rand(\cdot)|pbest_i - X_i(t)| + c_2 Rand(\cdot)|gbest_i - X_i(t)|$$

$$X_i(t + 1) = X_i(t) + V_i(t + 1)$$

Where $V_i$ and $X_i$ are the velocity and position of the particles, respectively; $Rand(\cdot)$ and $Rand(\cdot)$ are random numbers that are uniformly distributed between 0 and 1; $pbest$ denotes the best position of each particle in space, and $gbest$ represents the globally best position of all the particles. Acceleration coefficients $c_1$ and $c_2$ describe the ‘trust’ settings that mention the degree of confidence in the optimal solution found by an individual particle ($c_1$ -cognitive parameter) and by the whole swarm ($c_2$-social parameter). The term $w$ in Equation 3 refers to the inertial weight that was presented to improve the convergence of the iteration procedure. This weight is a scaling factor utilized to control the search capabilities of the swarm, which scales the current velocity value that affects the updated velocity vector. Later, Shi and Eberhart (1998) [19] developed the original PSO algorithm by adding the inertial weight; thus, this weight was not a portion of the original one.

![Figure 1. Pictorial view of particle behavior showing position and velocity update [20]](image)

Figure 1. Pictorial view of particle behavior showing position and velocity update [20]
Figure 1 displays the updated particle position and velocity of the 2D parameter space. The first vector refers to the momentum velocity of the particles in the previous stage. The second vector refers to the particle memory components that get the best position as a result of iteration. This speed component attracted the particle to the best position in the solution space. So, the last vector is called a social component or swarm. The particle in this component is attracted to the best position in the swarm [20].

2.3. Convergence Criteria

Convergence criteria must be applied to end the process of optimization during the repeated search [21, 22]. The maximum number of iterations and minimum error requirements are the convergence criteria adopted in the PSO algorithm. The complexity of the optimization problem determines the maximum number of iterations. Previous knowledge of the optimal global error value determines the minimum error of the algorithm, which is possible to test or adjust the algorithm in mathematical problems when optimization is known a priori. Table 2 lists the main PSO parameters. Table 3 illustrate the convergence parameters of the PSO utilized in the current study [23].

| Description                                      | Details                                                                 |
|--------------------------------------------------|-------------------------------------------------------------------------|
| Number of particles, $NP$                       | A typical range is 10–40. For some difficult or special problems, the number can be increased to 50–100 |
| The dimension of particles, $n$                 | It is determined by the problem to be optimized.                        |
| Inertia weight, $w$                             | Usually is set to a value less than 1, and for faster convergence, $w=0.7$ is considered. |
| Vectors containing the lower and upper bounds of the $n$ design variables, respectively, $x^L$, $x^U$ | They are determined by the problem to be optimized. Different ranges for different dimensions of particles can be applied in general |
| Cognitive and social parameters, $c_1$ and $c_2$ | Usually $c_1 = c_2 = 1.494$. Other values can also be used, provided that $0 < c_1 + c_2 < 4$. |

Table 3. PSO convergence parameters [23]

| Description                                      | Details                                                                 |
|--------------------------------------------------|-------------------------------------------------------------------------|
| Maximum number of iterations ($t_{max}$) for the termination criterion | Determined by the complexity of the problem to be optimized, in conjunction with other PSO parameters ($n$, $NP$) |
| Number of iterations ($k_f$) for which the relative improvement of the objective function satisfies the convergence check | If the relative improvement of the objective function over the last $k_f$ iterations (including the current iteration) is less or equal to $fm$, convergence has been achieved |
| Minimum relative improvement ($fm$) of the value of the objective function |                                                                                                      |

2.4. Proposed PSO Model

Figure 2 displays the flow chart of the proposed PSO model utilized in the current study. The correct choice of the PSO parameters has a remarkable effect on the performance of the algorithm. These parameters are namely: swarm size, coefficient of inertia, and acceleration coefficient. The neighborhood size is also needed for the local best algorithm.
The optimization procedure typically uses a gradient-based algorithm appropriate for local exploration. Consequently, to be successful, the optimization procedure needs an initial point gotten from a global exploration. A strong training process requires both the initialization and optimization procedures. The following highlights how the PSO algorithm can be implemented to search for the optimum duration and cost amount of the construction projects.

- Create a swarm initialization by assigning a random location for each particle in the hyperspace problem.
- Evaluate the objective function of the proposed model for each particle.
- Compare the objective function value of each particle with pbest. If the current value is better than the pbest value, this value is set as pbest, and the position of the current particle, Xi, is set to pbest.
- Identify particles with the best objective function value. The value of its target function is determined to be gbest, and its location is gbest.
- Update the velocity and the position of all particles based on Equations 3 and 4.
- Repeat steps 2-5 until the convergence criteria are met (the maximum number of iterations or a sufficient objective function value is obtained).

The proposed model was formulated utilizing MATLAB software to optimize the cost amount and duration models of construction projects. The proposed models to be optimized are as follows:

\[
Cost = F_1 + F_2 \cdot SS + F_3 \cdot FN + F_4 \cdot C + F_5 \cdot B + F_6 \cdot EN + F_7 \cdot TA + F_8 \cdot AG + F_9 \cdot FT
\] (5)
\[ \text{Duration} = K_1 + K_2 \cdot SS + K_3 \cdot FN + K_4 \cdot C + K_5 \cdot B + K_6 \cdot EN + K_7 \cdot TA + K_8 \cdot AG + K_9 \cdot FT \] (6)

Where \( F_1 \) to \( F_9 \) and \( K_1 \) to \( K_9 \) are the unknown coefficients.

The main goal of utilizing PSO to optimize the cost amount and duration models is to examine for an optimum set of unknown coefficients. Hence, the difference between the actual cost amount of construction projects and that predicted utilizing the final form of the optimized expressions is minimal.

### 2.5. Description of Dataset

A total of 60 construction projects constructed by government contractors between 2008 and 2016 from different places in Iraq were collected. The selected projects (samples) represent about 80% of the projects implemented in Iraq in terms of implementation method, materials used, and architectural style. Eight input variables \((C, B, EN, FT, AGF, TFA, FN, SS)\) and two output variables (cost amount or duration), as displayed in Table 4.

Models inferred using optimization tools have the capability to estimate within the data range obtainable and are applied for additional development. Thus, the size of the dataset utilized for the modeling process is essential, as it impacts the accuracy of the final models. The behavior of any model modified using this data is influenced by the sample size and its variable distributions. Therefore, the data is graphically illustrated in Figure 3 as histograms. Figure 3 depicts the statistics of the samples utilized in constructing the proposed model.

For high accuracy, the ratio of the number of dataset records to the number of input parameters should not be less than three, as proposed by Frank and Todeschini (1994) [24], and they recommended to be higher than five. For the present case study, this ratio was \( 60/8 = 7.5 \), which exceed the recommended criteria. From the 60 samples (projects), 48 samples (80 \%) were considered for building the proposed models, while 12 samples (20 \%) were utilized to validate the proposed models. The descriptive statistics of the dataset utilized in this study are given in Table 5.

| Item Description                          | Project ID       | SS  | FN | C  | B  | EN | FT  | AGF | GFA | Cost    | Duration |
|-------------------------------------------|------------------|-----|----|----|----|----|-----|-----|-----|---------|----------|
| Building of Hajj and Umrah/ Anah/Anbar    | 1                | 3   | 2  | 440| 465| 0  | 1   | 498 | 815 | 565.167 | 203      |
| Event hall of the Ebad al-Rahman mosque/  | 2                | 1   | 1  | 155| 108| 0  | 1   | 402 | 320 | 177.765 | 95       |
| Yusufiya / Baghdad                        |                  | 1   | 2  | 632| 550| 0  | 1   | 936 | 1610| 844.313 | 204      |
| Secondary Sadiq Amin/ Muqdadiya/ Diyala   | 3                | 1   | 2  | 563| 412| 0  | 1   | 716 | 1210| 665.824 | 186      |
| Secondary Amjad Al Zahawi/ Baquba/ Diyala | 4                | 1   | 2  | 612| 638| 0  | 1   | 833 | 1424| 842.628 | 235      |
| Secondary Prince Ali/ Tarniyah/ suburb     | 5                | 3   | 2  | 612| 638| 0  | 1   | 833 | 1424| 842.628 | 235      |
| of Baghdad                                 |                  | 1   | 2  | 481| 508| 0  | 1   | 661 | 1110| 581.117 | 182      |
| Secondary of the last prophets/            | 6                | 3   | 2  | 705| 735| 0  | 1   | 958 | 1650| 1058.018| 247      |
| Yusufiya/Baghdad                          |                  | 1   | 2  | 815| 850| 0  | 1   | 1095| 1900| 1032.063| 217      |
| School of Habib Ben Khedi/ Nineveh         | 7                | 3   | 2  | 285| 297| 0  | 1   | 415 | 664 | 439.354 | 195      |
| Abi Dardaa School/Kirkuk                   | 8                | 3   | 2  | 285| 297| 0  | 1   | 415 | 664 | 439.354 | 195      |
| Falluja Islamic High School/Fallujah/Anbar | 9                | 2   | 2  | 571| 590| 0  | 1   | 782 | 1330| 811.354 | 211      |
| Abu Ghraib secondary school/Abu Ghraib/sub | 10               | 3   | 1  | 312| 220| 0  | 1   | 765 | 650 | 495.48  | 134      |
| suburb of Baghdad                          |                  | 2   | 2  | 571| 590| 0  | 1   | 782 | 1330| 811.354 | 211      |
| Apartments for health staff/Ramadi/Anbar   | 11               | 3   | 2  | 653| 615| 0  | 1   | 1095| 1900| 662.535 | 261      |
| Secondary Al-Moataseem/ Samarra/ Salah      | 12               | 3   | 2  | 98 | 140| 0  | 1   | 239 | 344 | 237.018 | 177      |
| al-Din                                    |                  | 13  | 3  | 2  | 89 | 140| 0  | 1   | 239 | 344    | 237.018  |
| No. | Description                                                                 | Code | Quantity | Area | Cost (in Baht) | Finishing (in Baht) | Total (in Baht) |
|-----|------------------------------------------------------------------------------|------|----------|------|---------------|---------------------|-----------------|
| 14  | Local Council Building/Wasit                                                 | 1    | 2        | 429  | 444           | 1                   | 556             |
| 15  | Information Building for Local Council / Wasit                               | 1    | 1        | 20.5 | 28            | 0                   | 116             |
| 16  | Halls for the pilgrims/Nukhayb/Anbar                                        | 3    | 1        | 256  | 235           | 0                   | 545             |
| 17  | Directorate of AL-Awqaf/Kut /Wasit                                          | 1    | 2        | 831  | 490           | 0                   | 743             |
| 18  | Directorate of AL-Awqaf /Ishaqi/Salah Eddin                                 | 2    | 2        | 330  | 345           | 0                   | 578             |
| 19  | Directorate of AL-Awqaf/ Haditha/Anbar                                       | 3    | 2        | 345  | 340           | 0                   | 578             |
| 20  | College of Languages / University of Baghdad / Baghdad                       | 2    | 2        | 6900 | 1550          | 0                   | 4450            |
| 21  | Expanding the building of the Faculty of Engineering /University of Baghdad /Baghdad | 1    | 2        | 723  | 996           | 0                   | 930             |
| 22  | Internal departments for students of Baghdad University/Baghdad              | 2    | 1        | 295  | 220           | 0                   | 765             |
| 23  | Administrative Building / Ministry of Electricity/Baghdad                    | 1    | 2        | 460  | 385           | 1                   | 765             |
| 24  | Administrative Building /Council of Governors Baghdad/Baghdad                | 1    | 7        | 8283 | 2528          | 4                   | 1590            |
| 25  | Medina High School/ Taji Beach/Baghdad                                       | 1    | 2        | 863  | 533           | 0                   | 985             |
| 26  | Administrative building /Council of Governors AL-Anbar/AL-Anbar             | 3    | 4        | 1620 | 1036          | 2                   | 930             |
| 27  | Administrative building/Council of Governors Nineveh /Nineveh               | 3    | 3        | 1359 | 766           | 2                   | 985             |
| 28  | Administrative building/Council of Governors Salah Eddin/ Salah Eddin        | 3    | 5        | 6321 | 1805          | 4                   | 1777            |
| 29  | Administrative Building /Ministry of Oil /Baghdad                            | 1    | 6        | 7109 | 2185          | 4                   | 1489            |
| 30  | Directorate of AL-Awqaf Nineveh/Nineveh                                      | 3    | 5        | 1149 | 1077          | 4                   | 1777            |
| 31  | Administrative Building/Ministry of Municipalities/Baghdad                   | 1    | 7        | 1575 | 1487          | 3                   | 1284            |
| 32  | Administrative building for the University of Basra/Basra                   | 1    | 4        | 987  | 872           | 2                   | 2209            |
| 33  | An educational building in the Faculty of Medicine of Al-Kindi Baghdad/Baghdad | 1    | 3        | 1513 | 610           | 1                   | 892             |
| 34  | Internal departments for students of Diyala University/ Diyala               | 2    | 6        | 2885 | 1217          | 2                   | 892             |
| 35  | Administrative building of Babylon University / Babylon                      | 1    | 5        | 1865 | 1016          | 2                   | 837             |
| 36  | Services building for the Ministry of Oil/Baghdad                            | 1    | 2        | 413  | 385           | 1                   | 578             |
| No. | Building Name                                                                 | Rows | Columns | Area (m²) | Rent (USD) | Id. |
|-----|-------------------------------------------------------------------------------|------|---------|-----------|------------|-----|
| 37  | Administrative building of the Ministry of Oil/Wasit                         | 2    | 6       | 1209      | 1088       | 2   |
| 38  | Administrative building for the Ministry of Labor and Social Affairs/Wasit    | 2    | 5       | 1068      | 915        | 1   |
| 39  | Administrative building of the Ministry of Oil/ Salah Eddin                   | 3    | 4       | 928       | 717        | 1   |
| 40  | Residential units for doctors/Baghdan                                         | 1    | 3       | 1235      | 1117       | 2   |
| 41  | Immigration and Displaced Building/ Wasit                                    | 2    | 4       | 1068      | 1140       | 2   |
| 42  | Internal departments for students of Baghdad University/Baghdad               | 1    | 5       | 1268      | 1415       | 2   |
| 43  | Administrative building of the Ministry of Oil /Nineveh                      | 3    | 2       | 1038      | 1196       | 1   |
| 44  | Directorate of AL-Awqaf /AL-Anbar                                            | 3    | 5       | 1828      | 2116       | 3   |
| 45  | Internal departments for students of University of Karbala/Karbala            | 2    | 4       | 1605      | 1709       | 1   |
| 46  | Fatima Al - Zahra Secondary School/Waset                                      | 2    | 2       | 241       | 243        | 0   |
| 47  | Directorate of AL-Awqaf / Baghdad                                           | 1    | 5       | 1279      | 1140       | 1   |
| 48  | Administrative building of the Ministry of Finance/Baghdad                    | 1    | 4       | 1479      | 1360       | 2   |
| 49  | Administrative building of the Ministry of Interior                           | 3    | 4       | 2440      | 2244       | 3   |
| 50  | Internal sections for officers and security associates/Ministry of Interior / Baghdad | 1    | 2       | 1687      | 1701       | 0   |
| 51  | Abdullah bin Rawahah School/Baghdan                                          | 1    | 2       | 326       | 230        | 0   |
| 52  | Administrative building of the Ministry of Interior/Baghdad                   | 1    | 4       | 1087      | 689        | 1   |
| 53  | Administrative building of the Ministry of Interior/Kirkuk                    | 2    | 5       | 1321      | 850        | 1   |
| 54  | Administrative building of the Ministry of Municipalities/ Salah Eddin        | 3    | 4       | 1848      | 1396       | 2   |
| 55  | Administrative building of the Ministry of Municipalities/AL-Anbar            | 3    | 6       | 2255      | 1433       | 2   |
| 56  | Administrative building of the Ministry of Municipalities/Najaf               | 1    | 6       | 2217      | 1305       | 2   |
| 57  | Administrative building of the Ministry of Municipalities/Babylon              | 2    | 5       | 2947      | 1950       | 2   |
| 58  | Administrative building of the Ministry of Municipalities / Ninava             | 3    | 5       | 5652      | 3315       | 4   |
| 59  | Administrative building of the Ministry of Municipalities/ Wasit              | 2    | 4       | 720       | 480        | 1   |
| 60  | Administrative building of the Ministry of Interior/Baghdad                   | 1    | 5       | 1350      | 910        | 1   |
Figure 3. Histograms of independent input variables
Table 5. Descriptive statistics of the variables used in the model development

| Description | Mean | Standard Deviation | Range | Min. | Max. |
|-------------|------|--------------------|-------|------|------|
| SS          | 1.88 | 0.885              | 2     | 1    | 3    |
| FN          | 3.35 | 1.686              | 6     | 1    | 7    |
| C           | 1515.83 | 1773.455        | 8262.5 | 20.5 | 8283 |
| B           | 955.62 | 669.247            | 3287  | 28   | 3315 |
| NOE         | 1.167 | 1.2645             | 4     | 0    | 4    |
| FT          | 1.5  | 0.504              | 1     | 1    | 2    |
| AGF         | 941.27 | 631.60             | 4334  | 116  | 4450 |
| GFA         | 2869.47 | 2419.052         | 9740  | 60   | 9800 |

| Output | Total-Cost | Total cost/duration of construction projects |

3. Results and Discussion

The PSO technique was utilized to optimize the construction projects cost and/or duration amount. Models have been proposed to examine the influences of swarm size on the outcomes. The main job of the objective function in a PSO approach is to reduce the difference between the predicted and actual cost and/or duration amount. PSO offers models that can assess the cost and/or duration and finding results as close as possible to the measured results. The PSO technique updates its process until either a proper global best (gbest) or the maximum epochs (iterations) is achieved, as presented in the methodology. Table 6 shows the parameters used in the PSO model.

Table 6. Parameters of the PSO

| Parameters | Values |
|-----------|--------|
| Swarm size | 10, 20, 30, 40, and 50 |
| Target error | 1e-05 |
| Iteration | 10000 |
| C₁ | 1.495 |
| C₂ | 1.495 |
| w | 0.7 |

Statistical methods, namely: the coefficient of variation (CoV), correlation coefficient (R), and Bland–Altman (2007) [25] analysis, were used in this study to evaluate and examine the ability of the proposed models. The root mean square error (RMSE) was used as an objective function to choose unknown coefficients. Additionally, five swarm sizes (10, 20, 30, 40, and 50) were used and evaluated. In this study, the iterations number fixed to 1000 because of the differences in the objective functions are stabilized after 700 iterations, as shown in Figure 4 for both cost and duration models. Numerous swarm sizes were tested to evaluate which swarms could minimize the error.

Figure 4. Objective function (RMSE) versus iteration.
The Bland–Altman (2007) [25] approach was applied to check the agreement between the actual (A) and predicted (B) cost/duration. The difference between the actual and estimated cost/duration (A−B) is plotted against their mean value ((A+B)/2), as presented in Figure 5. The Bland–Altman plot exposes the variances in the results and presentations the systematic and random variances. The average value (m) of +1.96 and standard deviation (SD) of −1.96 are displayed in the diagram. These values are called the “limits of agreement”. Such limits of agreement specify whether the limits are large or small concerning the overall values, where values outside these ranges show low accuracy.

![Bland–Altman plots for different swarm sizes](image)

### Bland–Altman Plots

**10 Swarms**

- Difference vs. Mean
- 0 to 600,000 on the y-axis
- 0 to 8000 on the x-axis

**20 Swarms**

- Difference vs. Mean
- 0 to 600,000 on the y-axis
- 0 to 8000 on the x-axis

**30 Swarms**

- Difference vs. Mean
- 0 to 600,000 on the y-axis
- 0 to 8000 on the x-axis

**40 Swarms**

- Difference vs. Mean
- 0 to 800,000 on the y-axis
- 0 to 8000 on the x-axis

**50 Swarms**

- Difference vs. Mean
- 0 to 600,000 on the y-axis
- 0 to 8000 on the x-axis

### a) Cost model
b) Duration model

Figure 5. Bland–Altman plot of the relationship between actual and predicted cost and duration values for 50 swarms

As previously determined, Bland-Altman analysis predicts the level of difference. Monitoring scattered values can help to find agreement between actual and predicted values. As shown in Figure 5, a reasonable agreement between the test methods was presented. This figure shows that the data is distributed within the limits of the agreement, indicating the appropriate accuracy of the proposed models. Figure 4 illustrates that 50 swarms provided a better solution for the PSO because, they accomplished the minimum objective functions with 95.83% and 97.92% accuracy, for cost and duration, respectively. With respect to the other swarm sizes, 10 swarms produced significant errors. The results show that the 50 swarms displayed a higher accuracy for the actual values for both models, namely: cost and duration.
According to the CoV and $R$ values, the proposed models accomplish minimum error, as presented in Table 7. The best solution for the PSO algorithm because it accomplishes a minimum coefficient of variation, CoV, and maximum value of correlation coefficient ($R$), as presented in Table 7. Smith (1986) [26] recommended a rational hypothesis to judge the performance of the model by the following criteria:

- If a model gives $|R| > 0.8$, a strong correlation occurs between the forecast and actual values;
- If a model gives $0.2 < |R| < 0.8$, a good correlation occurs between the forecast and actual values;
- If a model gives $|R| < 0.2$, a weak correlation occurs between the forecast and actual values.

Figure 6 displays that the proposed PSO models had an adequate R-values (0.9441 and 0.9940 for cost and duration) and assessed the target values with adequate accuracy. Moreover, the coefficients ($F_1$ to $F_9$) and ($K_1$ to $K_9$) obtained from the optimization results will be substituted in Eqs. 5 and 6 of the proposed models, as presented in the following final expressions.

$$\begin{align*}
\text{Cost} &= -611.346 + 156.283 \cdot SS + 83.98399 \cdot FN + 0.610803 \cdot C + 0.567313 \cdot B + 92.57055 \cdot EN - 0.16582 \\
& \quad \cdot TA + 0.610803 \cdot AG + 0.567313 \cdot FT \\
\text{Duration} &= 2.903068 + 25.6335 \cdot SS + 54.38925 \cdot FN - 0.00249 \cdot C + 0.009338 \cdot B + 13.94593 \cdot EN \\
& \quad + 0.036325 \cdot TA + 0.00249 \cdot AG + 0.009338 \cdot FT
\end{align*}$$

| Table 7. Factors used in the PSO-Cost and PSO-duration models setting |
|-------------------------|-------------------------|
| Factor | PSO-Cost | Factor | PSO-Duration |
| | 50 Swarm | | 50 Swarm |
| F 1 | -611.346 | K 1 | 2.903068 |
| F 2 | 156.283 | K 2 | 25.6335 |
| F 3 | 83.98399 | K 3 | 54.38925 |
| F 4 | 0.610803 | K 4 | -0.00249 |
| F 5 | 0.567313 | K 5 | 0.009338 |
| F 6 | 92.57055 | K 6 | 13.94593 |
| F 7 | -0.16582 | K 7 | 0.036325 |
| F 8 | 0.610803 | K 8 | -0.00249 |
| F 9 | 0.567313 | K 9 | 0.009338 |
| M | 0.988 | | 0.981 |
| SD | 0.174 | | 0.058 |
| COV % | 17.6 | | 9.0 |
| R | 0.9441 | | 0.9940 |

Figure 6. Predicted vs. actual cost and duration values using the proposed model
4. The Validity of the Proposed Models

A dataset comprising of 12 construction projects (20% of the total dataset) was utilized to examine and validate the proposed models. These samples were not utilized in the construction stage of the proposed models. Table 8 shows that the cost and duration assessed by the proposed models are reliable and consistent based on the results. The results recorded values of the mean close to 1.0 (0.97 and 0.99 for cost and duration); this reflected the accuracy of the proposed model, as presented in Table 8.

Pimentel-Gomes (2000) [27] specified that the value of a CoV reflects the accuracy of the relationship between the inputs and the output, where CoV values of less than 10%, 20–30%, and above 30% mean high accuracy, low accuracy, and low precision, respectively. For the proposed model, the COVs for cost and duration models were 10.86% and 4.93%, representing high accuracy. Moreover, the R-values of 0.9914 and 0.9940 (as presented in Table 8) reflect a good agreement between the actual and forecast cost and duration values. It can be stated based on these results that the proposed models efficiently assess the cost and duration of the construction projects.

Table 8. Actual database and values predicted using the PSO model

| Item | Project ID | Cost actual | Duration actual | PSO-Cost | Cost Actual/predicted | PSO Duration | Duration Actual/predicted |
|------|------------|-------------|----------------|----------|-----------------------|--------------|--------------------------|
| 1    | Event hall of the Ebad al-Rahman mosque / Yusufiya / Baghdad | 177.765 | 95 | 207.6 | 0.86 | 94.2 | 1.01 |
| 2    | School of Habib Ben Khedi/ Nineveh | 1058.018 | 247 | 1185.2 | 0.89 | 251.3 | 0.98 |
| 3    | Residential Units for Employees/ Nukhayb / Anbar | 237.018 | 177 | 254.3 | 0.93 | 201.6 | 0.88 |
| 4    | Directorate of AL-Awqaf/Kut/ Wasit | 768.365 | 189 | 743.9 | 1.03 | 183.8 | 1.03 |
| 5    | Expanding the building of the Faculty of Engineering/University of Baghdad / Baghdad | 907.072 | 204 | 1022.9 | 0.89 | 200.6 | 1.02 |
| 6    | Administrative building/Council of Governors AL-Anbar /AL-Anbar | 2454.04215 | 456 | 2238.2 | 1 | 452.0 | 1.01 |
| 7    | Administrative building of Babylon University/Babylon | 2254.33425 | 439 | 2015.1 | 1.12 | 461.0 | 0.95 |
| 8    | Administrative building for the Ministry of Labor and Social Affair /Wasit | 1495.8027 | 422 | 1493.6 | 1.01 | 424.6 | 0.99 |
| 9    | Administrative building of the Ministry of oil/ Nineveh | 1715.766 | 287 | 1955.4 | 0.88 | 294.9 | 0.97 |
| 10   | Directorate of AL-Awqaf / Baghdad | 1554.1911 | 395 | 1591.8 | 0.98 | 410.2 | 0.96 |
| 11   | Internal sections for officers and security associates/Ministry of Interior / Baghdad | 1956.013 | 287 | 2327.8 | 0.84 | 269.8 | 1.06 |
| 12   | Administrative Building of the Ministry of Municipalities/AL-Anbar | 3177.9678 | 621 | 2806 | 1.13 | 594.1 | 1.05 |

|   | M | 0.97 | 0.99 |
|---|---|------|------|
|   | SD | 0.105 | 0.049 |
|   | CoV % | 10.86 | 4.93 |
|   | R | 0.9914 | 0.9940 |

The criteria suggested by Golbraikh et al. (2002) [28] were checked for the external verification of the proposed models on the testing datasets. It seems that at least one slope of regression lines (k or k') through the origin should be close to 1.0. Roy and Roy (2008) [29] introduced a confirmative indicator of the external predictability of models ($R_m$). For $R_m > 0.5$, the condition is satisfied. The squared correlation coefficient (through the origin) between predicted and experimental values ($R^2_m$) should be close to 1.

The considered validation criteria and the relevant results obtained by the model are presented in Table 9. As can be seen, the proposed models satisfy the required conditions. The external validation criteria result for the models are presented in Table 9.
Table 9. Statistical parameters of the PSO models for external validation

| Item | Formula | Condition | Cost model | Duration model |
|------|---------|-----------|------------|---------------|
| 1    | $R = \frac{\sum_{i=1}^{n}(E_{Ai} - \bar{E}_{A}) (E_{Ei} - \bar{E}_{E})}{\sqrt{\sum_{i=1}^{n}(E_{Ai} - \bar{E}_{A})^2 \sum_{i=1}^{n}(E_{Ei} - \bar{E}_{E})^2}}$ | $R > 0.8$ | 0.9914 | 0.9940 |
| 2    | $k = \frac{\sum_{i=1}^{n}(E_{Ai} \times E_{Ei})}{E_{A}^2}$ | $0.85 < k < 1.15$ | 1.0592 | 1.0340 |
| 3    | $k1 = \frac{\sum_{i=1}^{n}(E_{Ai} \times E_{Ei})}{E_{E}^2}$ | $0.85 < k1 < 1.15$ | 0.9441 | 0.9671 |
| 4    | $R_m = R^2 \times (1 - \sqrt{|R^2 - R_o^2|})$ | $R_m > 0.5$ | 0.8690 | 0.7858 |

where $R_o^2 = 1 - \frac{\sum_{i=1}^{n}(E_{Ei} - \bar{E}_{A})^2}{(E_{E} - \bar{E}_{E})^2}$, $E_{A} = k \times E_{Ei}$

The cost and duration values estimation achieved by the proposed models are illustrated in Figures 7 and 8. The models have acceptable estimation accuracy when the ratio of the actual to estimated values is close to one. As can be presented from Figure 7, the ratio distribution of the actual to estimate values for the proposed PSO model in duration have better estimation accuracy than the PSO model in cost.

For further statistical analysis for the mentioned models, a comparison between the actual and assessed cost and duration values has been illustrated in Figure 8. This Figure shows that the proposed PSO model in the duration is closer to the actual duration of projects than the proposed PSO model in cost.

5. Screening and Parametric Analyses

After constructing the proposed model, various phases were considered: (i) deriving the final models based on collected datasets; (ii) computing several external validation criteria to verify the models; and (iii) conducting a parametric study based on engineering principles and the physics of the problem. The first two steps are purely statistical;
however, the third step is based on engineering principles and should be performed by an engineer who understands the problem being modeled. The first and second steps were achieved here for this type of problem. Therefore, for further verification of the developed model of cost and duration value, a parametric analysis was performed.

This study primarily seeks to assess the effect of individual parameters on cost and duration values. Figure 9 demonstrates the forecast values of the cost and duration accomplished by the proposed models as a function of each parameter. Figure 9 (a) and (b) show the proposed models as a function of the $(C, B, EN, FT, AGF, TFA, FN, SS)$ parameters. Figure 9 (a) and (b) display that increases in the amounts of $C, B, EN, FT, AGF, TFA, FN, SS$ up to a certain level lead to increases in the cost and duration values, indicating that the proposed models can be utilized as a guide to choose the suitable parameters correctly. Moreover, Figure 9 displays that the parameters SS, C, and GFA are the most effect parameters on the cost and duration values.

![Pareto Chart of the Effects](image)

Figure 9 Parametric analysis of the cost and duration values using the proposed models
6. Conclusions and Recommendations

The main objective of this study was to develop mathematical models that will be applied to forecast the cost and duration of the construction projects. In this study, sixty construction projects were utilized to build the proposed models at early-stage design. The main conclusions are drawn according to the models’ outcomes, as follows:

- The contractors can utilize the proposed model to assess the construction cost and/or duration, and compare them with that specified by the client at the bid phase, to know if the cost and/or duration will be reasonable for the given project and its budget. This modeling technique based on historical datasets collected from existing projects. Thus, it is more practical, consistent, and reliable than currently utilized subjective methods based on intuitive assessments by designers.
- The statistical analysis demonstrates that the CoV, mean, and \( R \) display good accuracy and reliability for the predicted values. With low mean (0.97 and 0.99) and CoV (10.87% and 4.94%) values, the proposed PSO models (for both cost and duration) provide a proper assessment of the construction projects. Hence, this model can be utilized as a design indicator of cost and duration estimations at the early-stage design.
- The outcomes display that the PSO technique is proper for evaluating project management problems and can be utilized as a useful tool to search the optimal solutions with differs parameters.
- The proposed model supplies a guide for choosing the suitable parameters that influence the cost and duration parameters, such as security status, total area, area of the ground floor, floors number, the brick and concrete volume, and elevators number.

In this study, the dataset for only sixty construction projects was utilized to build the model. Nevertheless, more case studies with similar kinds of projects will supply more consistent results.

- Further construction projects should be conducted to examine and modify the proposed model and to investigate a wide range of parameters.
- Future research could be considered to build a model for cost and/or duration estimation for green buildings.
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