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Abstract
In this paper, we define a class of braces that we call module braces or \( R \)-braces, which are braces for which the additive group has also a module structure over a ring \( R \), and for which the values of the gamma functions are automorphisms of \( R \)-modules. This class of braces has already been considered in the literature in the case where the ring \( R \) is a field; we generalise the definition to any ring \( R \), reinterpreting it in terms of the so-called gamma function associated with the brace, and prove that this class of braces enjoys all the natural properties one can require. We exhibit explicit example of \( R \)-braces, and we study the splitting of a module braces in relation to the splitting of the ring \( R \), generalising thereby Byott’s result on the splitting of a brace with nilpotent multiplicative group as a sum of its Sylow subgroups. The core of the paper is in the last two sections, in which, using methods from commutative algebra and number theory, we study the relations between the additive and the multiplicative groups of an \( R \)-brace showing that if a certain decomposition of the additive group is small (in some sense which depends on \( R \)), then the additive and the multiplicative groups have the same number of elements of each order. In some cases, this result considerably broadens the range of applications of the results already known on this issue.
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1 Introduction

A brace is an algebraic structure introduced by Rump in [37] as a generalisation of a radical ring. On a radical ring \( N \), besides the usual additive group structure, one can define another
group operation, called the adjoint operation, giving on \( N \) an additional group structure; the two operations on \( N \) are linked by the “compatibility relation”

\[
x \circ (y + z) = (x \circ y) - x + (x \circ z),
\]

for \( x, y, z \in N \).

A (left) brace is an abelian group \((N, +)\), together with an additional group structure \((N, \circ)\) such that the two operations are linked by the same compatibility relation as that of the radical rings.

In the paper [30], the authors further generalised this concept by defining a skew (left) brace as a brace without the requirement on the first group to be abelian. For the skew brace \((N, +, \circ)\), the notation of braces is kept: \((N, +)\) is called the additive group, and \((N, \circ)\) the multiplicative group.

With the paper [30], a systematic study was begun of the properties of these structures, which turn out to be very interesting since they naturally appear in many mathematical contexts.

First of all, we recall that skew braces can be described in terms of regular subgroups of the holomorph. In fact, for a fixed group \((N, +)\), the skew braces with additive group \((N, +)\) correspond to the regular subgroups of \(\text{Hol}(N)\). As shown in [30, Theorem 4.2] (see also [15–17]), the regular subgroup of the holomorph are in turn in one-to-one correspondence with the functions

\[
\gamma : N \to \text{Aut}(N)
\]

classified by the functional equation

\[
\gamma(x + \gamma_x(y)) = \gamma_x \gamma_y.
\]

We call these functions gamma functions; in the literature, they are usually referred to as \(\lambda\)-functions.

The study of the Yang–Baxter equation has been the motivation for the definition and for the study of skew braces. In fact, braces were introduced by Rump to study non-degenerate involutive set-theoretic solutions of the Yang–Baxter equation, and in [30], skew braces are introduced to include the non-involutive case.

The study of skew braces is strictly related also to that of the Hopf–Galois structures on a finite Galois extension \(L/K\). The work of Greither and Pareigis in [29] and that of Childs [18] and Byott [5] showed that if \(\Gamma = \text{Gal}(L/K)\), to each Hopf–Galois structure on \(L/K\), one can associate a group \((G, +)\) with the same cardinality as \(\Gamma\) and such that the holomorph \(\text{Hol}(G)\) of \((G, +)\) contains a regular subgroup isomorphic to \(\Gamma\). Since classifying the regular subgroups of \(\text{Hol}(G)\) is equivalent to determining the operations “\(\circ\)” on \(G\) such that \((G, +, \circ)\) is a (left) skew brace, the Hopf–Galois structures on an extension with Galois group isomorphic to a group \(\Gamma\) correspond bijectively to the skew braces \((G, +, \circ)\) with \((G, \circ) \cong \Gamma\). This connection was first observed by Bachiller in [4, §2], and it is described in detail in the appendix to [43] by Byott and Vendramin (see also [42] for a slightly different point of view).

In recent years, these different approaches concurred to construct a rich theory. A number of papers are devoted to the enumeration of the skew braces (or, equivalently, the Hopf–Galois structures) whose cardinality has a particular form, and their isomorphism classes [1–3, 5, 6, 10, 11, 19, 32, 35].

Part of the literature is devoted to understanding how properties of \((G, +)\) influence those of \((G, \circ)\) and vice versa, when \((G, +, \circ)\) is a skew brace [4, 7, 8, 14, 27, 34, 44, 45]. Another
part concerns the study of skew braces of a particular type, e.g., nilpotent skew braces (see [23, 40]), bi-skew braces (see [9, 20, 41]).

In this paper, we address the latter two aspects. We define a class of braces, that we call module braces or $R$-braces, which are braces for which the additive group has also a module structure over a ring $R$ and for which the values of the gamma function are automorphisms of $R$-modules (see Definition 2). The class of $\mathbb{Z}$-braces is the class of braces defined by Rump.

$R$-brace has already been considered in the literature in the case where the ring $R$ is a field (see [12, 13, 39, 40], where also some applications of this structure are provided). We generalise the definition given there to any ring $R$, reinterpreting it in terms of the gamma function associated with the brace. This class turns out to be very natural; in fact, it enjoys many of the natural properties one can expect, and their properties can be handily described via gamma functions.

In some cases, this more general context ($R$-brace instead of $\mathbb{Z}$-brace) allows a more conceptual view of classical results on braces, and formulations more suitable for generalisations.

This is the case of Proposition 3.7 in which we study the splitting of a module braces in relation to the splitting of the ring $R$, generalising the splitting of a brace with nilpotent multiplicative group as a sum of its Sylow subgroups (see Remark 3.9), which is the central point of [7, Theorem 1] (see also [23, Corollary 4.3] and [10, Subs. 2.4]).

We also study the relations between the additive and the multiplicative groups of an $R$-brace, in the case when the additive group is small, in the sense of [27, Theorem 1] and [4, Theorem 2.5]. By introducing tools from commutative algebra and number theory, we are able to obtain, in Theorem 4.1 and its corollaries, a complete generalisation of that results.

The paper is organised as follows.

In Sect. 2, we introduce all the notation and main results on skew braces we will need, restating the definitions and some basic results in terms of the gamma function associated with a skew braces. Although we will apply the machinery in the more specific context of braces, we develop it in full generality, as it could have an independent interest. Moreover, the general treatment requires hardly more effort and helps to place our results within the general theory.

In Sect. 3, we define module braces and prove that substructures can be naturally defined and have a good behaviour with respect to the usual operations. We also construct explicit example of $R$-braces and show that the brace associated with any radical ring with an $R$-algebra structure, over a commutative ring $R$, is always an $R$-brace.

As we already mentioned, in Proposition 3.7, we study the splitting of an $R$-brace in relation to the splitting of the (commutative) ring $R$, showing that, in some cases, to this decomposition corresponds a splitting of an $R$-brace. The condition we have on $R$-braces when specified for $R = \mathbb{Z}$ corresponds to the nilpotence of the multiplicative group of the brace and its splitting to that given in [7, Theorem 1] as a sum of the Sylow subgroups.

Section 4 is the core of the paper. At the beginning of the section, we state, in Theorem 4.1, the following generalisation of [27, Theorem 1] and [4, Theorem 2.5], which is proved in Sect. 5.

**Theorem** Let $p$ be a prime number, and let $D$ be a PID such that $p$ is a prime in $D$. Let $(N, +, \circ)$ be a $D$-brace of order a power of $p$.

Assume that the number of cyclic factors of the decomposition of $N$ as a sum of cyclic $D$-module is $< p - 1$.

Then, $(N, +)$ and $(N, \circ)$ have the same number of elements of each order. In particular, if $(N, \circ)$ is abelian, then $(N, +) \cong (N, \circ)$. 
For $D = \mathbb{Z}$, the previous theorem is [4, Theorem 2.5]. A family of rings $D$ fulfilling the assumption of the previous theorem is given by the rings of integers of unramified extensions of $\mathbb{Q}_p$, the field of $p$-adic numbers. In Sect. 4, after introducing the necessary tools of number theory and commutative algebra, we show that these rings of integers play a fundamental role in this context, since every $R$-brace of order a power of $p$ is also naturally a module over one of such rings (see Proposition 4.10), showing that the assumption on the ring $D$ in the theorem is less restrictive than it might appear. This section also contains some corollaries that apply the theorem to specific cases.

The advantage of appealing to Theorem 4.1, instead of to [4, Theorem 2.5], when dealing with $D$-braces, is that the condition of having few cyclic factors in the $D$-module decomposition can be much weaker than the condition of having few cyclic factors in the $\mathbb{Z}$-module decomposition (see Lemma 4.5). Therefore, in some cases, the use of Theorem 4.1, instead of its classic form, considerably broadens the range of application.

In a forthcoming paper, we will show how Theorem 4.1 and its corollaries can be used to make some progress in the study of Fuchs’ question on the group of units of a ring (see Remark 4.14).

2 Skew braces and the nilpotency series

In this section, we briefly recall the basic of the skew braces language introduced in [30] with a particular emphasis on gamma functions (see [10, 15]). We also introduce the right series of a skew left brace, following the notation given in [31].

2.1 Skew braces and ideals

Let $N$ be a set, and let “$+$” and “$\circ$” be two group operations on $N$.

$(N, +, \circ)$ is a skew left brace if the following brace axiom holds for $x, y, z \in N$

$$x \circ (y + z) = (x \circ y) - x + (x \circ z). \quad (1)$$

Analogously, we say that $(N, +, \circ)$, is skew right brace if, for $x, y, z \in N$,

$$(x + y) \circ z = (x \circ z) - z + (y \circ z). \quad (2)$$

In the following, we will simply call skew brace a skew left brace, and we refer to $(N, +)$ as the additive group and to $(N, \circ)$ as the multiplicative group of the skew brace.

From the brace axiom, it follows that the two group structures of a skew brace have the same unit element, which we will denote by 0.

Starting from any group $(N, +)$ and doubling the operation, we get a (left and right) skew brace $(N, +, +)$ called the trivial skew brace.

For a skew brace $(N, +, \circ)$, Eq. (1) can be rewritten as

$$-x + x \circ (y + z) = -x + (x \circ y) - x + (x \circ z). \quad (3)$$

If $(N, +, \circ)$ is a skew brace, then (3) and the fact that $(N, \circ)$ is a group yield that for all $x \in N$ the maps $N \to N$ given by

$$\gamma_x : y \mapsto -x + x \circ y$$
are automorphisms of \((N, +)\), and that \(\gamma : (N, \circ) \to \text{Aut}(N, +)\) defined by \(\gamma(x) = \gamma_x\) is a homomorphism, namely
\[
\gamma(x \circ y) = \gamma(x)\gamma(y)
\]
for all \(x, y \in N\).

Conversely, given a group \((N, +)\), we say that a map \(\gamma : N \to \text{Aut}(N, +)\) is a \textit{gamma function} if it verifies the following gamma functional equation
\[
\gamma(x + \gamma_x(y)) = \gamma(x)\gamma(y)
\]
(4)
for each \(x, y \in N\).

For a given gamma function on \((N, +)\), we can define an operation on \(N\) by
\[
x \circ y = x + \gamma(y),
\]
(5)
for \(x, y \in N\).

It is easy to check that given the gamma function \(\gamma\) the operation \(\circ\) as in (5) gives a group structure on \(N\) and that (1) holds, so and \((N, +, \circ)\) is a skew brace. (See [10, after Theorem 2.2] for the explicit correspondence between the properties of \(\gamma\) and those of \(\circ\). Notice that there the case is considered of right skew braces.)

We also recall that a skew brace structure can be defined also starting from a group \((N, +)\) with an additional binary operation usually, denoted by \(\star\) such that
\[
x \star (y + z) = x \star y + y + x \star z - y
\]
(6)
for all \(x, y, z \in N\), with the additional condition that the operation \(\circ\) defined by
\[
x \circ y = x + x \star y + y
\]
(7)
defines on \(N\) a group structure (see [23, Theorem 1.4]).

In terms of the gamma function associated with the skew brace, we have
\[
x \star y = \gamma_x(y) - y.
\]
(8)
Vice versa, given a (left) skew brace \((N, +, \circ)\), then
\[
x \star y = -x + x \circ y - y
\]
verifies (6). The construction of a skew brace via the \(\star\) operation generalises that made by Rump for braces.

A left (right) \textit{brace} is a skew left (right) brace with abelian additive group and was introduced in [37] as a generalisation of radical rings. In fact, if \((N, +, \cdot)\) is a radical ring, taking \(\star\) to be the product of the ring, and the operation \(\circ\) as in (7), we get that \((N, +, \circ)\) is two-sided brace, namely a brace for which both (1) and (2) hold. In this case, we will refer to the operation \(\circ\) as the adjoint operation, and to \((N, \circ)\) as to the adjoint group of the radical ring.

On the contrary, if \((N, +, \circ)\) is a two-sided brace, then defining
\[
x \cdot y = -x + x \circ y - y,
\]
we have that \((N, +, \cdot)\) is a radical ring (see [36] or [21, Prop. 1]). In this case, \((1 + N, \cdot)\) and \((N, \circ)\) are isomorphic groups via the map \(1 + x \to x\).

As for the gamma function associated with the brace \((N, +, \circ)\) arising from a radical ring, we have
\[
\gamma_x(y) = -x + x \circ y = (x + 1)y.
\]
Definition 1 A subset $A$ of a skew brace $(N, +, \circ)$ is called
- a subskew brace if it is a subgroup both of $(N, +)$ and $(N, \circ)$;
- a left ideal if it is $\gamma(N)$ invariant, namely $\gamma_x(A) \subseteq A$ for each $x \in N$, and it is a subgroup for any (and hence for both) group structures;
- an ideal if it is $\gamma(N)$ invariant and it is a normal subgroup of both $(N, +)$ and $(N, \circ)$.

Clearly any ideal is a left ideal, and any left ideal is a subskew brace. The converse does not hold in general.

Notice that the gamma function of a subskew brace is the restriction of the gamma function of the skew brace.

We also recall that if $I$ is an ideal of the skew brace $N$, then $N/I$ has a structure of quotient group for both the operations, so it is a skew brace.

Two skew braces $N$ and $M$ are called isomorphic if there exists a map $f : N \rightarrow M$ which is an isomorphism for both the additive and the multiplicative structures.

Lemma 2.1 Let $(M, +, \circ)$ and $(N, +', \circ')$ be isomorphic skew braces. Let $\gamma$ and $\gamma'$ be the gamma functions attached to $M$ and $N$, respectively. Then, for each skew brace isomorphism $f : M \rightarrow N$, and for each $x \in M$, the following holds:

$$f \gamma_x = \gamma'_{f(x)} f.$$  \hfill (9)

Proof Let $x, y \in M$. Then,

$$f \gamma_x(y) = f(-x + x \circ y) = -' f(x) +' f(x) \circ' f(y) = \gamma_{f(x)}(f(y)).$$

The following corollary is an obvious consequence of the analogue result for groups and the previous lemma.

Corollary 2.2 An isomorphism between two skew braces $M$ and $N$ induces a one-to-one correspondence between the subskew braces, the left ideals and the ideals of $M$ and $N$.

2.2 Splitting of skew braces

The direct product of two skew braces $L$ and $M$ is the skew brace on the set $L \times M$ with additive (resp. multiplicative) group given by the direct product of the additive (resp. multiplicative) groups of $L$ and $M$.

If $\gamma_L$ and $\gamma_M$ are the gamma function associated with $L$ and $M$, respectively, then the gamma function associated with $L \times M$ is the map which associates with $(l, m) \in L \times M$ the automorphism $((\gamma_L)_l, (\gamma_M)_m)$.

If a skew brace $N$ is isomorphic to $L \times M$, then $L$ and $M$ are (isomorphic to) ideals of $N$.

[7, Theorem 1] is proven that if both groups of a finite skew brace $N$ are nilpotent, then $N$ is the direct product of skew braces of prime power order. The same has been also reobtained in [10, Theorem 2.6] using the gamma functions. The argument given there can be generalised to obtain the following.

Proposition 2.3 Let $N$ be a skew brace with associated gamma function $\gamma$. Assume that the additive group of $N$ is a direct sum of subgroups $N = \bigoplus_{j=1}^t I_j$, and for all $n \in N$, use the notation $n = \sum_{j=1}^t n_j$ with $n_j \in I_j$.

The following facts are equivalent.
(i) The map \( f : N \to I_1 \times \cdots \times I_t \) defined by \( f(\sum_{j=1}^t x_j) = (x_1, \ldots, x_t) \) is a skew brace isomorphism.

(ii) \( I_1, \ldots, I_t \) are ideals of \( N \).

(iii) For all \( x, y \in N \)

\[ \gamma_x(y) = \sum_{j=1}^t \gamma_{x_j}(y_j). \]

(iv) For all \( x, y \in N \)

\[ x \star y = \sum_{j=1}^t x_j \star y_j. \]

Proof (i) \( \Rightarrow \) (ii) is clear, and (ii) \( \Rightarrow \) (i) is [23, Theorem 4.2].

(i) \( \Rightarrow \) (iii) follows by recalling that the gamma functions associated to the ideals \( I_j \) are the restrictions of \( \gamma \), so, denoting by \( \gamma' \) the gamma function associated with their direct product, we have

\[ \gamma'_{(x_1, \ldots, x_t)} = (\gamma_{x_1}, \ldots, \gamma_{x_t}). \]

Therefore, using (9), we compute

\[ \gamma_x(y) = f^{-1}\gamma'_f(y) = f^{-1}\gamma'_{(x_1, \ldots, x_t)}(y_1, \ldots, y_t) = \sum_{j=1}^t \gamma_{x_j}(y_j). \]

As for the converse, we have to prove that the map \( f \), which is known to be an isomorphism of additive groups, is also a morphism of multiplicative groups, namely

\[ f(x \circ y) = f(x) \circ' f(y) \]

where \( \circ' \) denotes the product in \( I_1 \times \cdots \times I_t \). Now,

\[ f(x \circ y) = f(x + \gamma_x(y)) = f\left(\sum_{j=1}^t x_j + \sum_{j=1}^t \gamma_{x_j}(y_j)\right) = \sum_{j=1}^t (x_1 + \gamma_{x_1}(y_1), \ldots, x_t + \gamma_{x_t}(y_t)) = (x_1 \circ y_1, \ldots, x_t \circ y_t) = f(x) \circ' f(y). \]

Finally, the equivalence from (iii) and (iv) easily follows from (8).

\[ \square \]

2.3 Nilpotency and solubility of a skew brace

The operation \( \star \) associated with a skew brace \((N, +, \circ)\) is a commutator in \( \text{Hol}(N) = \text{Aut}(N) \rtimes N \), namely

\[ x \star y = \gamma_x(y) - y = [\gamma_x, y], \tag{10} \]

and it is a measure of the difference between the two operations.

For \( X, Y \) non-empty subsets of a skew brace \( N \), we let \( X \star Y \) be the additive subgroup of \((N, +)\) generated by the elements \( x \star y \) for \( x \in X \) and \( y \in Y \). Again, we can describe this set in terms of commutators in \( \text{Hol}(N) \), namely

\[ X \star Y = [\gamma(X), Y]. \]
We define \( N^{(1)} = N^1 = N_{(1)} = N \) and inductively
\[
N^{(k)} = N^{(k-1)} \ast N, \quad N^k = N \ast N^{k-1}, \quad N_{(k)} = N_{(k-1)} \ast N_{(k-1)}
\] (11)
for all \( k \geq 2 \). Also for \( k = 2 \), we have the equalities \( N^{(2)} = N^2 = N_{(2)} \).

2.3.1 The right series

All the elements of the series \( N^{(k)} \) are ideals of the skew brace (see [23, Proposition 2.1]), and therefore, the chain
\[
N = N^{(1)} \supseteq N^{(2)} \supseteq N^{(3)} \supseteq \cdots ,
\] (12)
is a filtration for the skew brace \( N \), and is called the right series of the skew brace.

The filtration of the right series is particularly interesting since it is has the property that the skew brace structure induced on the quotients of the filtration is the trivial one. So, this series makes it clear that there are important links between the additive and the multiplicative structure of a skew brace.

A skew brace \( N \) is called right nilpotent of class \( m \) if \( N^{(m)} \supseteq N^{(m+1)} = 0 \) for some \( m \geq 1 \).

The following lemma is [23, Proposition 2.3].

Lemma 2.4 \( N^{(2)} \) is the smallest ideal of \( N \) such that \( N/N^{(2)} \) is a trivial skew brace.

Remark 2.5 In the case, when \( N^{(2)} \) is a trivial brace, Lemma 2.4 says that both \((N, +)\) and \((N, \circ)\) are extensions of \( N/N^{(2)} \) by \( N^{(2)} \).

2.3.2 The left series

All the elements of the series \( N^k \) are left ideals of the skew brace (see [23, Proposition 2.2]), and therefore, the chain
\[
N = N^1 \supseteq N^2 \supseteq N^3 \supseteq \cdots ,
\] (13)
is a filtration for both the additive and the multiplicative group of the skew brace \( N \). This series is called the left series of the skew brace. As we noticed before, \( x \ast y \) is the commutator in \( \text{Hol}(N) \) of \( \gamma_x \) and \( y \), therefore
\[
N^k = [\underbrace{\gamma(N), \ldots, \gamma(N)}_{k-1}, N]
\]
is an iterated commutator.

A skew brace \( N \) is called left nilpotent of class \( m \) if \( N^m \supseteq N^{m+1} = 0 \) for some \( m \geq 1 \).

The characterisation of \( N^k \) as an iterated commutator immediately gives the following (see also [23, proposition 4.4])

Proposition 2.6 Let \( p \) be a prime and \( N \) be a skew brace of cardinality \( p^m \). Then, \( N \) is left nilpotent of class \( \leq m \).

3 Module braces

In this section, we restrict our study to braces, namely to skew braces with an abelian additive group, whose additive groups have an additional structure of modules over a ring \( R \).
**Definition 2** Let \((N, +, \circ)\) be a brace with gamma function \(\gamma : N \to \text{Aut}(N)\). Assume that \((N, +)\) has a structure of left (right) module over some ring \(R\).

We say that \((N, +, \circ)\) is a \((\text{left/right}) R\)-module brace (an \(R\)-brace for short) if \(\gamma_x\) is a \(R\)-module automorphism of \(N\), for each \(x \in N\), namely if \(\gamma(N) \subseteq \text{Aut}_R(N)\).

This notion clearly generalises the classic notion of braces, which we are now calling \(\mathbb{Z}\)-braces. This also extend the notion of \(F\)-brace, where \(F\) is a field, given in [13, Definition 2]. In fact, following the definition given there, a brace \(N\) is an \(R\)-brace if

\[-rx + r(x \circ y) = -x + x \circ (ry),\]

for all \(x, y \in N\) and \(r \in R\), which in terms of the gamma function is

\[r\gamma_x(y) = \gamma(x)(ry),\]

namely it is equivalent to \(\gamma \in \text{Aut}_R(N)\). The same condition, in terms of the \(\star\) operation, becomes

\[r(xy) = x\star ry.\]

(See also [39, 40] where the case when \(R\) is a field is considered.)

We recall that when \(R\) is commutative, each left \(R\)-module is also a right \(R\)-module and vice versa.

**Example 1** An \(R\)-module \(N\) with the trivial brace structure is always an \(R\)-brace, since in this case, the corresponding gamma function is the trivial map \(x \mapsto \gamma_x = \text{id}\) for all \(x \in N\).

**Example 2** Let \(N = (N, +, \cdot)\) be a radical ring and let \(\circ\) the adjoint operation on \(N\). If \((N, +)\) has a right \(R\)-module structure, we have that \((N, +, \circ)\) is an \(R\)-module brace. In fact the gamma function associated with this brace is given by \(\gamma_x(y) = -x + x + y + xy = (1 + x)y\), for all \(x, y \in N\), so \(\gamma_x \in \text{Aut}_R(N)\) for all \(x\).

**Example 3** Let \(R = \mathbb{Z}[i]\) be the ring of Gaussian integers, and let \(N\) be the additive group \(\mathbb{Z}[i] \times \mathbb{Z}[i]\). Consider on \(N\) the operation \(\circ\) defined by

\[(\alpha_1, \beta_1) \circ (\alpha_2, \beta_2) = (\alpha_1 + (-1)^{\Re(\alpha_1)}\alpha_2, \beta_1 + (-1)^{\Re(\alpha_1)}\beta_2)\]

(14)

for all \((\alpha_1, \beta_1), (\alpha_2, \beta_2) \in \mathbb{Z}[i] \times \mathbb{Z}[i]\) (here \(\Re(\alpha_1)\) denotes the real part of \(\alpha_1\)). We claim that \((N, +, \circ)\) is an \(R\)-brace. An easy way to prove this is to show that the map

\[\gamma : N \to \text{Aut}_R(N)\]

defined by \((\alpha, \beta) \mapsto \gamma(\alpha, \beta) = (-1)^{\Re(\alpha)}\text{id}\) is well-defined and verifies the gamma functional equation (4). Clearly, \(\gamma(\alpha, \beta) = \pm id \in \text{Aut}_R(N)\); moreover,

\[
\gamma((\alpha_1, \beta_1) + \gamma(\alpha_1, \beta_1)(\alpha_2, \beta_2)) = \gamma((\alpha_1, \beta_1) + (-1)^{\Re(\alpha_1)}(\alpha_2, \beta_2))
\]

\[
= \gamma((\alpha_1 + (-1)^{\Re(\alpha_1)}\alpha_2, \beta_1 + (-1)^{\Re(\alpha_1)}\beta_2))
\]

\[
= (-1)^{\Re(\alpha_1)} + (-1)^{\Re(\alpha_1)}\Re(\alpha_2)
\]

\[
= (-1)^{\Re(\alpha_1)}(-1)^{\Re(\alpha_2)}
\]

\[
= \gamma((\alpha_1, \beta_1))\gamma((\alpha_2, \beta_2)).
\]

Finally, it is immediate to see that the \(\circ\) operation associated with \(\gamma\) is (14).

This example has been constructed by using the general result of [10, Proposition 2.14].
Lemma 3.1 Let M and N be R-braces; then, their direct product $M \times N$, with the R-module structure given by the direct product of R-modules, is an R-brace.

Proof The lemma follows by noticing that if $\gamma$ and $\gamma'$ are the gamma functions associated with $M$ and $N$, respectively, then the $\gamma$-function associated with $M \times N$ is the map

$$\gamma \times \gamma' : M \times N \to \text{Aut}_R(M) \times \text{Aut}_R(N) \subseteq \text{Aut}_R(M \times N).$$

⊓⊔

The following example shows that not all braces $N$ for which the additive group has also an $R$-module structure are $R$-braces.

Example 4 Let $N = \mathbb{Z}[i]$ considered as a $\mathbb{Z}[i]$-module, and let $\gamma : \mathbb{Z}[i] \to \text{Aut}(\mathbb{Z}[i])$ be the map defined by

$$\gamma(a+ib)(x+iy) = ((-1)^a x + iy).$$

It is easy to verify that $\gamma$ is a gamma function, so $(N, +, \circ)$ is a brace. However, $N$ is not a $\mathbb{Z}[i]$-brace, since $\gamma(a+ib) \notin \text{Aut}_{\mathbb{Z}[i]}(\mathbb{Z}[i])$ for $a$ odd.

The next easy lemma (which will be useful in the following) shows that the restriction of scalars preserves the module brace structure.

Lemma 3.2 Let S and T be rings and let $f : T \to S$ be a ring homomorphism. Then, each $S$-brace $M$ has a natural $T$-brace structure via $f$.

Proof It is well-known that $M$ is a $T$-module via $f$. On the other hand, if $\varphi \in \text{Aut}_S(M)$, then $t \cdot \varphi(m) = f(t)\varphi(m) = \varphi(f(t)m) = \varphi(t \cdot m)$ for all $t \in T$ and $m \in M$, so $\varphi \in \text{Aut}_T(M)$ and $M$ is a $T$-brace. □

In the notation of the previous lemma, we say that $M$ is a $T$-brace by restriction of scalars (via $f$).

Most of the definitions one can give for braces have an analog for $R$-braces. Two $R$-braces $N$ and $M$ are isomorphic if there exists a braces isomorphism $\varphi : N \to M$ such that $\varphi$ is also an $R$-module isomorphism.

An $R$-subbrace of an $R$-brace $N$ is a subbrace which is also an $R$-submodule, this definition is justified by the following lemma.

Lemma 3.3 Let $N$ be an $R$-brace and let $M$ be a subbrace and an $R$-submodule of $N$. Then, $M$ with the induced operations is an $R$-brace.

Proof A subbrace is a brace with the induced operations. So, if $\gamma : N \to \text{Aut}_R(N)$ is the gamma function associated with the $R$-brace $N$, then the gamma function associated with the brace $M$ is the restriction of $\gamma$ to $M$, more precisely the map

$$\gamma_M : M \to \text{Aut}(M)$$

sending $m \mapsto \gamma_M (m) : (\gamma_M (m))_M : (this map is well-defined since $M$ is a subbrace of $N$, so $\gamma_M (m') = -m + m \circ m' \in M$ for all $m, m' \in M$). On the other hand, since $\gamma_M$ is an $R$-module automorphism for all $m$, then also its restriction to the $R$-submodule $M$ is such, so $(\gamma_M)_M \in \text{Aut}_R(M)$.
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A left ideal $I$ of an $R$-brace $N$ is called left $R$-ideal if $I$ is also an $R$-submodule of $N$. Equivalently, a left $R$-ideal of $N$ is an $R$-subbrace of $N$ which is $\gamma(N)$-invariant. (In [12], an analogous definition is given for the case when $R$ is a field.) In the same way, an $R$-ideal of an $R$-brace $N$ is an ideal of $N$ which is also an $R$-submodule of $N$.

**Lemma 3.4** Let $(N, +, \circ)$ be an $R$-brace, and let $I$ be an $R$-ideal of $N$. Then, the quotient brace $N/I$ is an $R$-brace.

**Proof** We already know that $N/I$ is a brace and an $R$-module. Now, if $\gamma$ is the gamma function associated with $N$, then the gamma function $\overline{\gamma}$ associated with the quotient structure on $N/I$ is the map defined by $\overline{\gamma}_x + I = \pi \gamma_x$, where $\pi : N \to N/I$ denotes the projection, whose values are in $Aut_R(N/I)$.

**Lemma 3.5** Let $(N, +, \circ)$ be an $R$-brace. Then for each $k \geq 1$, the following hold.

(i) $N^{(k)}$ is an $R$-ideal of $N$;
(ii) $N^k$ is a left $R$-ideal of $N$;
(iii) $N(k)$ is an $R$-ideal of $N(k-1)$ and an $R$-subbrace of $N$.

**Proof** (i) By [23, Proposition 2.1], $N^{(k)}$ is an ideal of the brace $N$; moreover, $N^{(k)}$ is closed under multiplication by elements of $R$ since, for $x \in N^{(k-1)}$, $y \in N$ and $r \in R$,

$$r(x \star y) = r(\gamma_x(y) - y) = r\gamma_x(y) - ry = \gamma_x(ry) - ry = x \star ry \in N^{(k)}$$

being $\gamma_x$ an $R$-module morphism.

(ii) By [23, Proposition 2.1], $N^k$ a left ideal of the brace $N$ and the equality $r(x \star y) = x \star ry$ together with an inductive argument shows that $N^k$ is an $R$-module.

(iii) $N(k) = N(k-1) \star N(k-1)$, so it is an $R$-ideal of $N(k-1)$ by part (i), and therefore it is an $R$-subbrace of $N$. 

### 3.1 Splitting of module braces

The following easy lemma is well-known (see [22, §6A]).

**Lemma 3.6** Let $R$ be a commutative ring with 1, and let

$$R = \bigoplus_{i=1}^t R_i$$

be a direct sum decomposition of $R$ into ideals.

Set $1 = e_1 + \cdots + e_t$ with $e_i \in R_i$. Then, $e_1, \ldots, e_t$ are pairwise orthogonal idempotents, and $R_i = e_i R$, for each $i$.

The elements $e_1, \ldots, e_t$ of the previous lemma are called the orthogonal idempotents of the decomposition (15).

The following proposition can be seen as a generalisation of [7, Theorem 1].

**Proposition 3.7** Let $R$ be a commutative ring with 1, with a decomposition as in (15), and orthogonal idempotents $e_1, \ldots, e_t$.

Let $(N, +)$ be an abelian group which is also an $R$-module. Then, $N$ can be written in the form

$$N = \bigoplus_{i=1}^t N_i,$$
where each $N_i = e_i N$ is an $R$-module, which is annihilated by $R_j$ for all $j \neq i$.

If, in addition, $(N, +)$ has also a structure $(N, +, \circ)$ of $R$-brace, then, $N_i$ is a left $R$-ideal of $N$, for each $i$.

Moreover, all the $N_i$’s are normal in $(N, \circ)$, or, equivalently, are ideals of $N$, if and only if the decomposition in (16) is an $R$-braces decomposition.

**Proof** Each element $x \in N$ can be written as $x = 1x = e_1 x + \cdots + e_t x$. Further, the decomposition of $x$ into a sum of elements of the $N_i$’s is unique since if $x = e_1 y_1 + \cdots + e_t y_t$, by multiplying by $e_i$, we get $e_i x = e_i (e_1 y_1 + \cdots + e_t y_t) = e_i y_i$. This proves the equality in (16).

Moreover, let $j \neq i$; for all $r_j \in R_j$ and $x \in N$, we have $r_j e_i x = r_j e_j e_i x = 0$, so $N_i$ is annihilated by $R_j$.

We also notice that $N_i = e_i N$ is invariant under the action of $\text{Aut}_R(N)$, for all $i$. Therefore, if $(N, +)$ has also a structure $(N, +, \circ)$ of $R$-brace, then all $N_i$’s are left ideals of $N$, and the last part of the statement follows from Proposition 2.3.

In view of Example 2, as a particular case of the previous proposition, we get the following.

**Corollary 3.8** Let $R$ be a commutative ring with unit $1$, with a decomposition as in (15), and orthogonal idempotents $e_1, \ldots, e_t$.

Let $(N, +, \cdot)$ be a radical ring, and assume that it has also an $R$-algebra structure, then

$$N = \bigoplus_{i=1}^{t} e_i N$$

(17)

as $R$-braces, namely

$$1 + N = \bigoplus_{i=1}^{t} (1 + e_i N).$$

**Proof** In Example 2, we showed that in this case, the brace associated with the radical ring $N$ is an $R$-brace, so, by Proposition 3.7, the equality in (17) is a brace decomposition if and only if the left ideals $e_1 N, \ldots, e_t N$ are ideals of $N$.

In view of Proposition 2.3, this is equivalent to showing that

$$x \cdot y = \sum_{i=1}^{t} e_i x \cdot e_i y,$$

for all $x, y \in N$ (recall that the $\star$ operation of a radical ring is just the product of the ring), and this easily follows from the orthogonality of the $e_i$’s.

**Remark 3.9** If $R = \mathbb{Z}$ and $(N, +, \circ)$ is a finite brace, then the action of $\mathbb{Z}$ on $N$ cannot be faithful, so $N$ is a $\mathbb{Z}/d\mathbb{Z}$-module for some $d$.

Let $d = p_1^{a_1} \cdots p_t^{a_t}$, where the $p_i$’s are pairwise distinct primes, then

$$\mathbb{Z}/d\mathbb{Z} \cong \bigoplus_{i=1}^{t} \mathbb{Z}/p_i^{a_i} \mathbb{Z}$$

and, with the notation of Proposition 3.7, $N_i$ is the Sylow $p_i$-subgroup of $(N, +)$, and it is also a Sylow $p_i$-subgroup of $(N, \circ)$. Therefore, if $(N, \circ)$ is nilpotent, we recover the core of [7, Theorem 1] (see also [23, Corollary 4.3] and [10, Subs. 2.4]).
4 R-braces of small rank

In this section, we present our result on the relations between the additive and the multiplicative groups of a $R$-brace. In [27, Theorem 1] and its generalisation in [4, Theorem 2.5], these relations are studied for $(\mathbb{Z})$-braces. Building upon these results, in Theorem 4.1, we prove that in the case $D$-braces, where $D$ is a principal ideal domain with some additional assumptions, the connections between the additive and the multiplicative groups can be much tighter, depending on $D$.

(In a different direction, [4, Theorem 2.5] has been recently generalised in [14].)

Theorem 4.1 gives results for module braces on rings of a particular type. In the remainder of the section, after introducing some basic on $p$-adic fields, we show that this theorem can be applied to module braces on certain $p$-adic rings; then, in Lemma 4.5 and Corollary 4.6, we quantify the advantage that in this case, one can obtain by applying Theorem 4.1 instead of [4, Theorem 2.5]. Next, we show, with an argument traceable to Hensel’s Lemma, how Theorem 4.1 can be applied to modules on local rings (see Lemma 4.8). Finally, we show how to apply the results obtained in these cases to get information on $R$-braces, with $R$ any commutative ring.

Let $D$ be a principal ideal domain (PID), and let $M$ be a torsion $D$-module. $M$ has a unique decomposition as a sum of indecomposable cyclic $D$-modules. We call $D$-rank of $M$ the number of cyclic factors of this decomposition and denote it as rank$_D M$.

**Theorem 4.1** Let $p$ be a prime number, and let $D$ be a PID such that $p$ is a prime in $D$. Let $(N, +, \circ)$ be a $D$-brace of order a power of $p$.

Assume that $r = \text{rank}_D N < p - 1$.

Then, $(N, +)$ and $(N, \circ)$ have the same number of elements of each order. In particular, if $(N, \circ)$ is abelian, then $(N, +) \cong (N, \circ)$.

Sometimes we will say generically that a $D$-brace $N$ as in the theorem has “small” $D$-rank.

**Remark 4.2** [4, Theorem 2.5] gives the same result of Theorem 4.1 for $D = \mathbb{Z}$. Further examples of rings $D$ as in the theorem are given by the ring of integers of unramified extensions of the field of the $p$-adic numbers $\mathbb{Q}_p$.

Theorem 4.1 will be proved in Sect. 5. The next corollary makes it explicit for radical rings with a $D$-algebra structure.

**Corollary 4.3** Let $(N, +, \cdot)$ be a nilpotent commutative ring of order a power of a prime $p$. Let $D$ be a PID in which $p$ is prime. If $N$ is a $D$-module of $\text{rank}_D N < p - 1$, then $1 + N \cong N$.

**Proof** The brace associated with $N$ is a $D$-brace (see Example 2); therefore, since for a nilpotent ring $(1 + N, \cdot) \cong (N, \circ)$, Theorem 4.1 applies. $\square$

In the following, we show that the assumption on the ring $D$ in Theorem 4.1 is not so restrictive, since in many cases it can be satisfied with $D \neq \mathbb{Z}$.

### 4.1 Module braces over $p$-adic rings

As we noted above, the rings of integers of unramified extensions of the field $\mathbb{Q}_p$ enjoy the properties prescribed for the ring $D$ in Theorem 4.1. We now recall the definition and some of their properties, which can be found for example in [33, Ch. II, §4], [38, Ch. III, §5].
Let \( p \) be a prime. A finite extension \( K/\mathbb{Q}_p \) is called \textit{unramified} if the ideal generated by \( p \) is prime in the ring of integer \( \mathcal{O}_K \) of \( K \). Since \( \mathcal{O}_K \) is a discrete valuation ring, the only ideals of \( \mathcal{O}_K \) are the powers of the maximal ideal that in this case is \( p\mathcal{O}_K \).

**Proposition 4.4** Let \( \overline{\mathbb{Q}}_p \) be a fixed algebraic closure of \( \mathbb{Q}_p \). For each \( \lambda \geq 1 \), there exists a unique unramified extension of \( \mathbb{Q}_p \) of degree \( \lambda \) contained in \( \overline{\mathbb{Q}}_p \). This extension is a Galois extension of \( \mathbb{Q}_p \). Its ring of integers is a discrete valuation ring with maximal ideal \( (p) \), and it is generated over \( \mathbb{Z}_p \) by any root of any monic polynomial of \( \mathbb{Z}_p[x] \) of degree \( \lambda \), whose reduction modulo \( p \) is irreducible.

For each prime \( p \) and for each positive integer \( \lambda \), we will denote by \( \mathbb{Q}_p(\lambda) \) the unique unramified extension of \( \mathbb{Q}_p \) of degree \( \lambda \) contained in \( \overline{\mathbb{Q}}_p \), and by \( \mathbb{Z}_p(\lambda) \) its ring of integers.

The following lemma and the next corollary quantify the gain we have by appealing to Theorem 4.1 instead of [4, Theorem 1] when dealing with a \( \mathbb{Z}_p(\lambda) \)-brace.

**Lemma 4.5** Let \( M \) be a finite \( \mathbb{Z}_p(\lambda) \)-module. Then,

\[
\text{rank}_\mathbb{Z}(M) = \lambda \cdot \text{rank}_{\mathbb{Z}_p(\lambda)}(M).
\]

**Proof** Consider the decomposition of \( M \) as a sum of cyclic \( \mathbb{Z}_p(\lambda) \)-modules

\[
M \cong \bigoplus_{i=1}^{r} \frac{\mathbb{Z}_p(\lambda)}{p^i \mathbb{Z}_p(\lambda)}.
\]

Recalling that \( \mathbb{Z}_p(\lambda) \) is a free \( \mathbb{Z}_p \)-module of rank \( \lambda \), we get the following chain of isomorphisms of \( \mathbb{Z} \)-modules

\[
M \cong \bigoplus_{i=1}^{r} \frac{\mathbb{Z}_p(\lambda)}{p^i \mathbb{Z}_p(\lambda)} \cong \bigoplus_{i=1}^{r} \left( \frac{\mathbb{Z}_p}{p^i \mathbb{Z}_p} \right)^{\lambda} \cong \bigoplus_{i=1}^{r} \left( \frac{\mathbb{Z}}{p^i \mathbb{Z}} \right)^{\lambda},
\]

namely, if \( \text{rank}_{\mathbb{Z}_p(\lambda)}(M) = r \), then \( \text{rank}_\mathbb{Z}(M) = \lambda \cdot r \).

Theorem 4.1 and the previous lemma immediately give the following.

**Corollary 4.6** Let \( (N, +, \circ) \) be a \( \mathbb{Z}_p(\lambda) \)-brace of order a power of \( p \), and assume that \( \text{rank}_\mathbb{Z}N < \lambda(p - 1) \). Then, \( (N, +) \) and \( (N, \circ) \) have the same number of elements of each order. In particular, if \( (N, \circ) \) is abelian, then \( (N, +) \cong (N, \circ) \).

**Remark 4.7** Let \( K \) be a finite extension of \( \mathbb{Q}_p \). Denote by \( \mathcal{O}_K \) its ring of integers and let \( P_K \) be its maximal ideal. If \( [\mathcal{O}_K/P_K : \mathbb{F}_p] = \lambda \), then \( \mathbb{Z}_p(\lambda) \subseteq \mathcal{O}_K \) (this is a classical fact and an easy consequence of [33, Proposition 10]), so every \( \mathcal{O}_K \)-brace is also a \( \mathbb{Z}_p(\lambda) \)-brace by restriction of the action (see Lemma 3.2); therefore, we can apply the previous corollary to those having a “small” \( \mathbb{Z}_p(\lambda) \)-rank.

In the next subsection, we will discuss a generalisation of this argument to module braces over a general local ring.

### 4.2 Module braces over local rings

In the following, for a local ring \( S \), with finite residue field, we will use the notation \( (S, m, \mathbb{F}_{p^r}) \) to encode the information on the ring \( S \), namely to intend that \( m \) is its maximal ideal and that its residue field \( S/m \) is isomorphic to \( \mathbb{F}_{p^r} \). In this case, if \( S \) is finite its characteristic is a power of \( p \).
Lemma 4.8 Let $(S, m, \mathbb{F}_p^\times)$ be a finite local ring. Then, every $S$-brace is also a $\mathbb{Z}_p(\lambda)$-braces, by restriction of scalars.

Proof By Lemma 3.2, we are reduced to show that there exists a ring homomorphism $\mathbb{Z}_p(\lambda) \to S$.

Let $\text{char}(S) = p^\ell$. The residue field $S/m$ is of the form $\mathbb{F}_p(\xi)$, for some $\xi \in S^*$, with $\xi$ of degree $\lambda$ over $\mathbb{F}_p$. (Here, $\xi$ denotes the class of $\xi$ modulo $m$).

Let $\tilde{g}(x) \in \mathbb{F}_p[x]$ be the minimal polynomial of $\xi$ over $\mathbb{F}_p$, and let $g(x) \in \frac{\mathbb{Z}}{p\mathbb{Z}}[x]$ be a monic lifting of $\tilde{g}(x)$.

Up to changing $\xi$ with another element in the same class modulo $m$, we can assume that $g(\xi) = 0$. This can be easily shown by arguing as in the classical proof of the Hensel’s Lemma (see for example [38, Section 2.2]). In fact, $g(\xi) = 0$ means that $g(\xi) \in m$. On the other hand, $g'(\xi) \notin m$ since $\tilde{g}(x) \in \mathbb{F}_p[x]$ is irreducible and $\mathbb{F}_p$ is a perfect field, so its derivative $g'(x)$ is not zero, hence it does not vanish in $\xi$. Therefore, $g'(\xi)$ is invertible in $S$, and, denoting by $u$ its inverse, we have that $\xi_1 = \xi - g(\xi)u \in S$ and is in the same class of $\xi$ modulo $m$. Now,

$$g(\xi_1) = g(\xi - g(\xi)u) \equiv g(\xi) - g(\xi)ug'(\xi) \equiv 0 \pmod{g(\xi)^2},$$

so $g(\xi_1) \equiv m^2$. Since $m$ is nilpotent, by iterating this construction, in a finite number of steps, we get what claimed.

Consider the composition map

$$\psi: \mathbb{Z}_p[x] \to \frac{\mathbb{Z}}{p^\ell \mathbb{Z}}[x] \to S$$

where the first map is the reduction modulo $p^\ell$ and the second is the evaluation homomorphism $x \mapsto \xi$. Let $\tilde{g}(x)\mathbb{Z}_p[x]$ be any monic lifting of $g(x)$. Clearly, $\psi(\tilde{g}(x)) = g(\xi) = 0$, so $\psi$ induces a homomorphism $\psi': \mathbb{Z}_p[x]/(\tilde{g}(x)) \to S$. Finally, by Proposition 4.4, $\mathbb{Z}_p[x]/(\tilde{g}(x)) \cong \mathbb{Z}_p(\lambda)$ and this concludes the proof. □

Corollary 4.6 and the previous lemma immediately give the following.

Corollary 4.9 Let $(S, m, \mathbb{F}_p^\times)$ be a local ring, and let $(N, +, \circ)$ be a $S$-brace of order a power of $p$. If rank$_\mathbb{Z}N < \lambda(p - 1)$, then $(N, +)$ and $(N, \circ)$ have the same number of elements of each order. In particular, if $(N, \circ)$ is abelian, then $(N, +) \cong (N, \circ)$.

Proof First of all, we notice that, being $N$ finite, up to changing $S$ with its quotient by the annihilator of $N$, we can assume that $N$ is a faithful module and therefore also that $S$ is finite. Clearly this does not change its property of being local or its residue field. Therefore, by Lemma 4.8, $N$ has naturally a $\mathbb{Z}_p(\lambda)$-structure, and we can apply Corollary 4.6. □

4.3 Finite module brace over a general ring

We now show that the results obtained for module braces over a local ring can be applied to finite any $R$-brace $N$, where $R$ is any commutative ring.

Let $\text{Ann}_R(N)$ be the annihilator of $N$ in $R$, and put $A = R/\text{Ann}_R(N)$. Then, $N$ is a faithful $A$-module with the induced structure, and being $N$ finite, the ring $A$ is finite, and therefore artinian. By the structure theorem of artinian rings, we have

$$A = \bigoplus_{i=1}^t A_i \quad (18)$$
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where the \( A_i \)'s are local artinian (in this case finite) rings, of characteristic a power of a prime \( p_i \), say. We fix the notation \( (A_i, m_i, \mathbb{F}_{p_i}^\lambda_i) \).

Let \( e_1, \ldots, e_t \) be the orthogonal idempotents of \( A \) such that \( e_1 + \cdots + e_t = 1 \) and \( A_i = e_i A \). By Proposition 3.7, letting \( N_i = e_i N \), we have

\[
N = \bigoplus_{i=1}^{t} N_i, \tag{19}
\]

where this equality holds for \( (N, +) \), and for \( N \) as an \( A \)-module brace in the case when \( N_1, \ldots, N_t \) are ideals of \( N \). In any case, since \( N_1, \ldots, N_t \) are always left ideals, some information on the \( A \)-brace \((R\text{-brace}) \) \( N \) can be derived from the study of its subbraces \( N_1, \ldots, N_t \), which are module braces over finite local rings.

We can then apply the results obtained above to this general case, getting the following.

**Proposition 4.10** Let \( R \) be a commutative ring and let \((N, +, \circ)\) be a finite \( R \)-brace.

Let \( A = R/\text{Ann}_R(N) \), and consider the decomposition of \( A \) into a sum of finite local rings \((A_i, m_i, \mathbb{F}_{p_i}^\lambda_i)\) as in (18), and the decomposition of \( N \) given in (19). The followings hold.

1. For each \( i = 1, \ldots, t \), the subbrace \( N_i \) has cardinality a power of \( p_i \) and is a \( \mathbb{Z}_{p_i}(\lambda_i) \)-brace.
2. If \( N \) has order a power of a prime \( p \), then \( p_i = p \) for all \( i \), and \( N \) is a \( \mathbb{Z}_p(\lambda) \)-brace where \( \lambda = \gcd(\lambda_i \mid i = 1, \ldots, t) \).

**Proof** By Lemma 4.8, the \( A_i \)-brace \( N_i \) is a \( \mathbb{Z}_{p_i}(\lambda_i) \)-brace. Therefore, \( N_i \) is a direct sum of cyclic and finite \( \mathbb{Z}_{p_i}(\lambda_i) \)-modules, so it is a \( p_i \)-group, proving (1).

As for (2), we notice that since \( N \) is a \( p \)-group and a faithful \( A \)-module, then the characteristic of \( A \) is a power of \( p \). Therefore, the same is true for \( A_1, \ldots, A_t \), and part (1) ensures that \( N_i \) is a \( \mathbb{Z}_p(\lambda_i) \)-brace. Now, since \( \lambda_i \mid \lambda_i \) for all \( i \), then \( \mathbb{Z}_p(\lambda) \subseteq \mathbb{Z}_p(\lambda_i) \), and \( N_i \) is a \( \mathbb{Z}_p(\lambda) \)-brace by restriction of the action, and so, by Lemma 3.1 also \( N = \bigoplus_{i=1}^{t} N_i \) is a \( \mathbb{Z}_p(\lambda) \)-brace.

**Corollary 4.11** In the notation of Proposition 4.10, assume that \( N \) has order the power of a prime \( p \) and that the \( \mathbb{Z} \)-rank of \((N, +)\) is \( < \lambda(p - 1) \). Then, \((N, +)\) and \((N, \circ)\) have the same number of elements of each order, and if \((N, \circ)\) is abelian, then \((N, +) \cong (N, \circ)\).

**Proof** By Proposition 4.10, \( N \) is a \( \mathbb{Z}_p(\lambda) \)-module, so we can apply Corollary 4.6.

**Corollary 4.12** In the notation of Proposition 4.10, assume that for some \( i \in \{1, \ldots, t\} \)

\[
\text{rank}_\mathbb{Z}(N_i) < \lambda_i(p_i - 1). \tag{20}
\]

Then, \((N_i, +)\) and \((N_i, \circ)\) have the same number of elements of each order, and if \((N_i, \circ)\) is abelian, then \((N_i, +) \cong (N_i, \circ)\).

If, in addition, \( N_1, \ldots, N_t \) are ideals of the brace \( N \), and (20) holds for all \( i \), then \((N, +)\) and \((N, \circ)\) have the same number of elements of each order, and if \((N, \circ)\) is abelian, then \((N, +) \cong (N, \circ)\).

**Proof** By Proposition 4.10, \( N_i \) has cardinality a power of \( p_i \), so the first part follows from Corollary 4.9.

For the last part, we recall that if \( N_1, \ldots, N_t \) are ideals then, by Proposition 3.7, \( N = \bigoplus_{i=1}^{t} N_i \) as a brace, and since \((N_i, +)\) and \((N_i, \circ)\) have the same number of elements of each order, for each \( i \), the same is true for their direct products. Finally, if also \((N, \circ)\) is abelian, then necessarily \((N, \circ) \cong (N, +)\).
Remark 4.13 As we saw in the previous corollaries, interesting information on an $R$-brace can also be obtained with the application of Theorem 4.1, or its corollaries, to its subbraces, even in the case when it can not be applied to the whole brace.

Consider the case of an $R$-brace $N$, with an $R$-ideal $I$: we have the following exact sequence of $R$-braces

$$0 \to I \to N \to N/I \to 0.$$  

The exactness of this sequence of $R$-braces means that both the additive group of $(N, +)$ is an extension of $(N/I, +)$ by $(I, +)$, and the multiplicative group $(N, \circ)$ is an extension of $(N/I, \circ)$ by $(I, \circ)$. If we can somehow control the differences between the additive and the multiplicative structure of $I$ and $N/I$ (for example by applying to them Theorem 4.1, or its corollaries), we can deduce information on the relation between the additive and the multiplicative group of the brace $N$.

In particular, when $I$ and $N/I$ are trivial braces, then both the additive and the multiplicative group of $N$ are extension of $N/I$ by $I$ (see also Lemma 2.4 and Remark 2.5).

Remark 4.14 The result of this section can be fruitfully applied for example in the study of Fuchs’ question on the classification of the abelian groups that can be realised as group of units of a commutative ring. This is an old question that originally appears in [28, Problem 72], which is far from being completely solved.

In [24, 25], R.Dvornicich and the author considered the case of finite abelian group, and in [26], the author studied the case of finitely generated abelian groups. From [24, Proposition 2.2], we know that a lot of information on the group of units of a ring $R$ is contained into the group $1 + \mathfrak{N}$, where $\mathfrak{N}$ is the nilradical of $R$, (see also [24, Theorem 3.1] and [25, Subsection 5.3]). Therefore, the results of this section can be be applied to the nilpotent commutative ring $\mathfrak{N}$ and to the $R$-brace associated with it, whenever $\mathfrak{N}$ has “small” $R$-rank.

In a forthcoming paper, we will study Fuchs’ question further, by introducing the current point of view of module braces, and applying the results of this section. This will prove fruitful and allow us to make progress.

5 Proof of Theorem 4.1

The proof of Theorem 4.1 is inspired from that of [27, Theorem 1]. We first establish the preliminary results.

Remark 5.1 We notice that under the assumption of the theorem $D/pD$ is a finite field. In fact, if $N$ is a non-trivial $D$-module of cardinality a power of $p$, then the annihilator $I$ of $N$ in $D$ is contained in $pD$. Now, $N$ is finite and is faithful over $D/I$, so that $D/I$, and therefore also $D/pD$, must be finite.

The following lemma refines Proposition 2.6.

Lemma 5.2 Let $K$ be a finite field of characteristic $p$ and let $(M, +, \circ)$ be a $K$-module brace of dimension $r$. Then, $M^{r+1} = 0$.

Proof $M$ is a $p$-group, so, by Proposition 2.6, $M$ is left nilpotent, namely $M^k = 0$ for some $k > 0$. This implies that the left series of $M$ is strictly decreasing to 0

$$M \supseteq M^2 \supseteq \cdots \supseteq \{0\}. \tag{21}$$
Now, in (21), we have a strictly decreasing chain of $K$-vector spaces (see Lemma 3.5), so $\dim_K M^{(i)} \leq r - i + 1$, and therefore, $M^{r+1} = 0$.  

We use the notation $m_\circ a = a \circ a \circ \cdots \circ a (m \text{ factors})$. We can easily obtain the following formula (see also [14, (3.2)])

$$p_\circ a = (\gamma_a^{p-1} + \cdots + \gamma_a + 1)(a) = (p + \binom{p}{2})\delta_a + \cdots + \left(\frac{p}{p-1}\right)\gamma_a^{p-2}\delta_a^{p-2} + \delta_a^{p-1}(a)$$  \hfill (22)

where we are using the notation $\delta_a = \gamma_a - \text{id}$.

The following proposition is the analogue of [27, Proposition 4].

**Proposition 5.3** Let $K$ be a finite field of characteristic $p$. Let $(M, +, \circ)$ be a $K$-brace of dimension $r < p - 1$. Then, all the nonzero elements of $(M, \circ)$ have order $p$.

In particular, if $(M, \circ)$ is abelian $(M, \circ)$ and $(M, +)$ are isomorphic groups.

**Proof** Let $K = \mathbb{F}_{p^n}$, then $K$ as a group is isomorphic to $(\mathbb{Z}/p\mathbb{Z})^\lambda$, so that $M$, which is isomorphic to $K'$ as a $K$-vector space, is an elementary abelian $p$-group.

Our goal is to prove that all non-trivial elements of $(M, \circ)$ have order $p$.

Now, $\delta_a^{p-1}(a) \in M^p$ and by Lemma 5.2 $M^p = 0$, so Equation (22) reduces to

$$p_\circ a = (p + \binom{p}{2})\delta_a + \cdots + \left(\frac{p}{p-1}\right)\gamma_a^{p-2}\delta_a^{p-2} + \delta_a^{p-1}(a),$$

which gives $p_\circ a = 0$ for all $a \in M$.  \hfill \Box

The next easy lemma is a generalisation of [4, Lemma 2.7].

**Lemma 5.4** Let $p$ be a prime number and let $D$ be a PID in which $pD$ is prime. Let $N$ be a $D$-module of cardinality a power of $p$ and $D$-rank $r$. Then, for each $f \in \text{Aut}_D(N)$ of order a power of $p$, $(f - \text{id})^r(N) \subseteq pN$.

**Proof** $pN$ is a characteristic subgroup (and a $D$-submodule) of $N$, so, $f$ induces an automorphism $\tilde{f}$ of $N/pN$. Since $N/pN$ is a vector space over $K = D/pD$ of dimension $d$, with $d \leq r$, then the automorphism $\tilde{f}$ can be identified with a matrix $F \in \text{GL}_d(K)$. As $F$ has order a power of $p$ and the characteristic of $K$ is $p$, then $F$ is conjugated to an upper triangular matrix $d \times d$ whose diagonal entries are $1$. Therefore, $(F - \text{Id})^d = 0$, so $(f - \text{id})^r(N) \subseteq pN$.  \hfill \Box

For a finite abelian $p$-group $(G, \times)$, and $i \geq 0$, we will denote by $\Omega_i(G, \times)$ the set of elements of $(G, \times)$ of order dividing $p^i$. Clearly, if $(G, \times)$ is abelian, then $\Omega_i(G, \times)$ a subgroup of $(G, \times)$.

The key point for proving the theorem is the following lemma.

**Lemma 5.5** Let everything be as in the statement of Theorem 4.1. Then,

$$\Omega_{i+1}(N, +) \setminus \Omega_i(N, +) \subseteq \Omega_{i+1}(N, \circ) \setminus \Omega_i(N, \circ),$$ \hfill (23)

for each $i \geq 0$.  \hfill \Box
Proof First of all, we notice that for each $i$, $\Omega_i(N, +)$ is a characteristic subgroup of $(N, +)$, and therefore, it is also a left $D$-ideal of the $D$-brace $(N, +, \circ)$; in particular, $\Omega_i(N, +)$ is a $D$-brace.

We start by proving that for each $i > 0$

$$\Omega_i(N, +) \subseteq \Omega_i(N, o). \tag{24}$$

We first consider the case $i = 1$.

As a $D$-module, $\Omega_1(N, +)$ is annihilated by $pD$, therefore it is a $K$-vector space of dimension $< p - 1$, where $K = D/pD$ is a finite field (see Remark 5.1). Proposition 5.3 applies, giving $\Omega_1(N, +) \subseteq \Omega_1(N, o)$.

Let $i > 0$ and assume by induction that

$$\Omega_i(N, +) \subseteq \Omega_i(N, o).$$

Let $a \in \Omega_{i+1}(N, +)$. Then, $pa^j \in \Omega_i(N, +)$ for all $j \geq 1$, so from Eq. (22), we get that $p_a(a) = (\gamma_a - id)^{p-1}(a)$ (mod $\Omega_i(N, +)$). Since the rank of $\Omega_{i+1}(N, +)$ is $< p - 1$, by Lemma 5.4, we get $\delta_{\Omega_{i+1}}^p(a) \in p\Omega_{i+1}(N, +) \subseteq \Omega_i(N, +)$, so $p_a(a) \in \Omega_i(N, +) \subseteq \Omega_i(N, o)$. Therefore, $a \in \Omega_{i+1}(N, o)$, proving the first statement.

We turn now to proving (23). Let $i > 0$ and assume by induction that

$$\Omega_i(N, +) \setminus \Omega_{i-1}(N, +) \subseteq \Omega_i(N, o) \setminus \Omega_{i-1}(N, o).$$

We have to show that

$$\Omega_{i+1}(N, +) \setminus \Omega_i(N, +) \subseteq \Omega_{i+1}(N, o) \setminus \Omega_i(N, o).$$

Let $a \in \Omega_{i+1}(N, +) \setminus \Omega_i(N, +)$. We have already seen that $a \in \Omega_{i+1}(N, o)$, so we are left to prove that $a$ is not in $\Omega_i(N, o)$. This can be reduced to showing that $p_a(a) \notin \Omega_{i-1}(N, +)$. In fact, this implies $p_a(a) \in \Omega_i(N, +) \setminus \Omega_{i-1}(N, +) \subseteq \Omega_i(N, o) \setminus \Omega_{i-1}(N, o)$, and this ensures that $a$ is not in $\Omega_i(N, o)$.

To show that $p_a(a)$ is not in $\Omega_{i-1}(N, +)$, we will prove that its class is not $0$ in the quotient $\Omega_{i+1}(N, +)/\Omega_{i-1}(N, +)$.

Denote by $\delta_{\Omega}(a)$ the class of $\delta_{\Omega}(a)$ in the $D$-module $\Omega_{i+1}(N, +)/\Omega_{i-1}(N, +)$. Define $S$ to be the $D$-submodule of $\Omega_{i+1}(N, +)/\Omega_{i-1}(N, +)$ generated by $\{\delta_{\Omega}(a)\}_{j \geq 0}$, and, for each $i \geq 1$,

$$S_i = \langle \delta_{\Omega}(a) \mid j \geq i - 1 \rangle_D.$$ 

We get the strictly decreasing chain

$$S = S_1 \supseteq S_2 \supseteq \cdots \supseteq S_t \supseteq \{0\}$$

for some $t$. In fact, clearly $\delta_{\Omega}(S_1) = S_{i+1} \subseteq S_i$; moreover, $S_n \equiv 0$ for $n$ sufficiently large, since using Lemma 5.4, we get that if $p^t N = 0$, then $\delta_{\Omega}^p(a) \in p^t N = 0$, so $S_{i+1} = 0$.

Finally, if $S_{i+1} = S_i$, then $S_{i+k} = S_i$ for all $k \geq 0$; therefore, this can only happen if $S_i = 0$.

By Eq. (22),

$$p_a(a) = (p + \left(\frac{p}{2}\right) \delta_{\Omega} + \cdots + \left(\frac{p}{p-1}\right) \delta_{\Omega}^{p-2}(a)) + \delta_{\Omega}^{p-1}(a).$$

If $p_a(a)$ is not in $S_2$, then $p_a(a) = p_a(a) + s_2$, with $s_2 \in S_2$, is not $0$, so $p_a(a) \notin \Omega_{i-1}(N, +)$.

Let $p_a(a) \in S_2$. Since $a$ has order $p^2$, then $p_a(a)$ is nonzero, and it belongs to $S_k \setminus S_{k+1}$ for some $k \geq 2$. This implies that the $D$-module $S/S_k$ is annihilated by $p$ so it is a $K$-module and its dimension is $< p - 1$.
On the other hand, using the notation $[s]$ for the class of $s$ in the quotient $S/S_k$, we claim
that $[\bar{a}], [\delta_{\alpha}(a)], \ldots, [\delta_{\alpha}^{k-2}(a)]$ is a $K$-basis of $S/S_k$. In fact, it is clear that they are a set of
generators; if they were linearly dependent, then we would have $\sum_{i=0}^{k-2} \lambda_i [\delta_{\alpha}^i(a)] = 0$ for
some $\lambda_i \in K$ and $\lambda_{i_0} \neq 0$, so, by applying $\delta_{\alpha}^{-1}(a)$ to the previous equality, we would get
$[\delta_{\alpha}^{k-2}(a)] = 0$, and therefore, $S_k = S_{k-1}$, a contradiction.

This proves that the dimension over $K$ of $S/S_k$ is $k-1$, so $k-1 < p-1$, hence $p-1 \geq k$ and
$\delta_{\alpha}^{k-1}(a) \in S_{k+1}$.

Finally, taking into account that $p\bar{a} \in S_k$ implies $p\delta_{\alpha}^i(\bar{a}) \in S_{k+1}$ for all $i \geq 1$, from
the previous equation, we get $p_o a \equiv pa \neq 0 \pmod{S_{k+1}}$; therefore, it is not zero in the
quotient $\Omega_{i+1}(N, +)/\Omega_{i-1}(N, +)$. This proves that $p_o a \notin \Omega_{i-1}(N, +)$.

**Proof of Theorem 4.1** Consider the two partitions of $N$

$$N = \bigcup_{i \geq 0} \Omega_{i+1}(N, +) \setminus \Omega_i(N, +) = \bigcup_{i \geq 0} \Omega_{i+1}(N, o) \setminus \Omega_i(N, o).$$

The last equality together with (23) gives, for each $i \geq 0$,

$$\Omega_{i+1}(N, +) \setminus \Omega_i(N, +) = \Omega_{i+1}(N, o) \setminus \Omega_i(N, o),$$

showing that in this case the order of each element is the same in $(N, +)$ and $(N, o)$.

In particular, if $(N, +)$ and $(N, o)$ are both abelian, they must be isomorphic.
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