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Abstract. The data describing a process of echo-image formation in bottlenose dolphin sonar perception were accumulated in our experimental explorations. These data were formalized mathematically and used in the computational model, comparative testing of which in echo-discrimination tasks revealed no less capabilities then those of bottlenose dolphins.
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1. Introduction

The main goal with which about 30 years ago we have begun exploration of the sonar system of bottlenose dolphins was creation of its technical analogue for the effective solution of the well known real-world problems in the sea. Thereby our attention was focused mostly on the mechanisms of echo-image formation in bottlenose dolphin sonar perception, – the problem of crucial significance in bio-sonar modeling. Our approach to the problem was rather technical then biological, i.e. we were not interested in the constructive peculiarities of a dolphin’s sonar analyzer, considering a sonar system of that animal as a “black box”. Therefore, saying in advance, the computational model that we have created on the gained data is not an attempt of constructive duplication of bottlenose dolphin sonar or its separate blocks but is its general functional analog.

Intermittently, we were conducting experiments with bottlenose dolphins at the Sevastopol Naval Base, – in total more then 20 experiments, in which dolphins (six different ones in total) were trained to differentiate in passive mode echo-like impulses synthesized by shock excitation of spherical piezoceramic transducer by diverse electrical rectangular pulses, and echoes reflected from different targets.

We used a simple way for mathematical formalization of our experimental findings, just to verify the level of efficiency of the feature-extracting method discovered in our tests.

Considerable part of the data, offered in this paper, was presented at the 151st Annual Meeting of the Acoustical Society of America [15].

2. The data on echo-processing mechanisms revealed in our experiments

In the experiments with synthetic echoes, we took advantage of the opportunity to make precise monitoring of dolphins’ specific reactions to any of physical components combined in these stimuli. It was reached due to a possibility of creation of any desirable composition of components with any combinations of values of these components in simulated signals, – practically unsatisfiable task for a case of actual echoes.

First we re-estimated the size of temporal integration window or the Critical Interval of Time (CIT) of the bottlenose dolphins’ sonar, – the maximal time interval, within which echo-highlights are still transformed into a merged echo-image in animal perception of
echolocation signals. We used two quite different methods and have obtained in both cases about 200 µs, less than 265 µs declared in [1, 6, and 10].

To study the functional role of echo’s different physical components in the process of echo-image formation within the CIT, we developed a series of logically interrelated tests (16 in total), which were conducted with bottlenose dolphins. The following results were revealed by instrumentality of these tests [2-4, 11-14].

It was shown that dolphins cannot assess echoes’ polarity. We can assume thereby that the power spectrum density (PSD) of an echo is the basic source of information determining echo-descriptive features (or dimensions) of bottlenose dolphins’ sonar perception. The subsequent experiments revealed a string of three hierarchically organized, independent descriptive features, which are defined by different scales of spectral density oscillation of an echo and by its power. Namely, the first, dominant feature in hierarchy depends on coarse-scale oscillations of echo’s PSD with the periods exceeding ~10 kHz frequency bandwidth (feature MaPS – Macrostructure of a Power Spectrum). The second or middle in the triad is a feature MiPS (Microstructure of a Power Spectrum) being defined by small-scale oscillations of echo’s PSD with the periods of the interval ~5-13 kHz. (The partial overlapping of the domains of definition of the MaPS and MiPS features within the interval ~10-13 kHz is a natural thing for bio-systems.) The last in hierarchy, the minor feature P (Power) depends on the echo’s overall energy within the CIT.

The hierarchy between the descriptive features became apparent in the process of differentiation of stimuli by dolphins. In order to distinguish signals, dolphins compared successively their features’ values from senior to minor, terminating the process at the feature, which contained detectable differences in presented stimuli (the distinctive feature). I.e. the features of less meaning in hierarchy then the distinctive one were always disregarded by dolphins.

The rigidity of hierarchy between ascertained features has been confirmed also during subsequent identification by dolphins of the signals having been stated in the previous signal-discrimination tests as the reference stimuli, or the stimuli, dolphins’ swim responses to which were accompanied by food reinforcement. Analyzing for that purpose probe signals, dolphins verified not only coincidence in the values of the feature being chosen by animals as the distinctive in the previous task but, first of all, coincidence in the values of features of higher position in hierarchy then the distinctive one. Otherwise such probe signals were rejected by animals. I.e. the values of features of higher meaning then the distinctive one have been yet verifying by dolphins during the process of identification of the reference stimuli despite of their uselessness in the previous signal-discrimination tasks because of equality of their values in compared stimuli.

All in all, the rules describing the procedures of echoes discrimination and their identification in bottlenose dolphins can be formulated as follows. – A bottlenose dolphin, when distinguishing signals, compares successively their descriptive features’ values from senior to minor, terminating the process at the feature, which contains detectable differences in compared stimuli (the distinctive feature). Herewith if a dolphin utilizes some feature as the distinctive one in a previous signal-discrimination task, then in order to preserve the image of the reference signal in the animal’s perception, it is necessary and sufficient to preserve the same values of the distinctive feature and all higher ones in order of hierarchy.

Fig. 1 gives graphical interpretation of the procedures described above.
The initial set of echoes (filled circles in the top ellipse) is parted on the first step in accordance with their MaPS values. Obtained subsets can contain one or more echoes (single circles or ellipses of the MaPS-row). The process of differentiation is ended for echoes of one-element subsets (circles). The identifiers for those echoes will be the MaPS values of appropriate nodes of the MaPS-row. The multielement subsets of that row (ellipses) are parted on the second step by comparison of echoes' MiPS values (independently for each subset). The subsets obtained as a result are represented by the MiPS-row of the graph. As earlier, differentiation is ended for echoes of one-element subsets; however the identifiers for separated echoes will be the pairs of MaPS-MiPS values of the nodes of trajectories appropriate to those echoes. On the third step, each of the multielement subsets of the MiPS-row are parted independently by comparison of P values of echoes. The identifiers for echoes of one-element subsets of P-row will be the triads of MaPS-MiPS-P values of the nodes of trajectories appropriate to those echoes. The echoes grouped in multielement subsets of P-row (ellipses) will be attributed as the indistinguishable/coincident ones.

In the experiments with actual echoes, dolphins were trained to discriminate echoes from actual targets beforehand recorded onto magnetic tape (within 5-200 kHz bandwidth), separately off animals [11]. The test targets were sounded by signals simulating bottlenose dolphin’s on-axis emitted echolocation clicks, with repetition rate of 20-80 Hz.

We used ultrasonic tape-recorder and passive mode in echo-discrimination tests with dolphins because by such way we could conduct thorough comparative analysis of echoes being distinguished and inaccessible to be distinguished by animals and make well-defined conclusions without any doubts caused by a number of factors, hardly traceable otherwise.

Registration of test echoes reflected from various types of mines and their dummies, as well as from moving skin-diver in four different aspect angles was fulfilled at a distance of 10-15 m from targets in natural noise conditions of a bay coastal zone that have provoked huge spectral fluctuations in recorded signals, especially in the echoes from moving skin-diver. Despite of that, majority of trains of those echoes were distinguished by dolphins with about 90-100% of correct responses.

This suggested the idea on the mechanism of averaging by dolphins the features values over a series of echoes. – Appropriate comparative calculations have confirmed the validity of that hypothesis. We assume this is rather significant mechanism that provides bottlenose dolphins with exclusively high level of noise immunity.
3. The model of echo-processing

We used a simple way for mathematical formalization of the represented above data just to verify the level of efficiency of the feature-extracting method discovered in our experiments.

The first in hierarchy, senior feature $MaPS$. – In accordance with above stated definition, the feature $MaPS$ must be described by the function, sensitive towards the coarse-scale oscillations of echo’s $PSD$ (with the periods exceeding 10 kHz) and invariant relatively smaller-scale oscillations of echo’s $PSD$ and its energy. The role of such function fulfills a 16-dimensional vector, which components are calculated by integration of the echo’s normalized $PSD$ within 10 kHz sub-intervals across the range of dolphin’s sonar frequency perception (30-190 kHz); in total 16 subintervals (components) covering this range (1):

$$
mac_j = \frac{\int_{f_0}^{f_j} |F\{x(t)\}|^2 \, df}{\int_{f_0}^{f_{16}} |F\{x(t)\}|^2 \, df}
$$

where:
- $F$ – an operator of Forward Fourier Transformation;
- $f_0 = 30$ kHz – the bottom boundary of sonar frequency perception;
- $f_{16} = 190$ kHz – the upper boundary of sonar frequency perception;
- $f_j - f_{j-1} = 10$ kHz – intervals of integration.

The second in hierarchy feature $MiPS$. – The small-scale oscillations of echo’s $PSD$ within the frequency range of 5-13 kHz (see definition given above) correspond in temporal expression to echo’s cepstral shape in the range of ~75-200 µs (the reciprocals of the frequency boundaries). Therefore, for calculation of the value of feature $MiPS$, we integrate the echo’s normalized cepstral function within 5% sub-intervals (in accordance with bottlenose dolphin’s difference liman for time delays [9]) across the range of 75-200 µs. As a result, we obtain 19-dimensional vector, the components of which are calculated by the formula 2:

$$
mic_j = \frac{1}{[1 + 0.05(j-1)]^{\frac{1}{\tau_{10}}}} \int_{\tau_{j-1}}^{\tau_j} \left[ F^{-1} \left\{ \ln \left[ \frac{\int_{f_0}^{f_{10}} |F\{x(t)\}|^2 \, df}{\int_{f_0}^{f_{16}} |F\{x(t)\}|^2 \, df} \right] + 1 \right\} \right]^2 \, d\tau
$$

where:
- $F^{-1}$ – an operator of Inverse Fourier Transformation;
- $\tau_0 = 75$ µs – the bottom boundary of feature $MiPS$ domain of definition;
- $\tau_{10} = 200$ µs – the upper boundary of feature $MiPS$ domain of definition;
- $\tau_j - \tau_{j-1} = 0.05 \, \tau_{j-1}$ – intervals of integration.

Fig. 2 gives an example of two signals and their $MaPS$ and $MiPS$ histogram images calculated in accordance with the formulas 1, 2.
The last in hierarchy, the minor feature $P$ we calculate simply integrating echo’s PSD over the diapason of sonar frequency perception 30-190 kHz (3):

$$P = \int_{f_0}^{f_0} |F\{x(t)\}|^2 df$$

The feature-averaging mechanism is applied in our model as follows. We assume that each target to be recognized is represented by a sufficiently great number of echoes registered in adequate natural conditions. The standard echolocation click ought to be utilized for sounding of the targets. First, the average values for all features ($MaPS$, $MiPS$ and $P$) are calculated on a sufficiently great number $N$ of echoes, – the feature standards of the given target. The same operation is carried out on a sufficiently great number $M$ of various subsets of the target echoes, each of which includes $n$ echoes. Thus we obtain $M$ average values for each feature ($MaPS$, $MiPS$ and $P$), – the training averages. Next, the distances between features’ standards and appropriate training averages are calculated ($M$ distances for each feature) and the confidence intervals determining the range of dispersion of the training averages relatively the appropriate standards are calculated for each feature. Finally the set of these six parameters (three feature standards and three confidence intervals appropriate to them) are stored in model’s database as the image of the given target. Such easy way of accumulation of the targets data (independently, i.e. without any mathematical operations between targets’ data themselves) allows updating the database by simple adding to it any new images (the sets of six parameters mentioned above).

The values of $N$, $M$ and $n$ determine the level of noise immunity and accuracy of the model. It is clear that in a definite practical task these parameters must be determined experimentally, in adequate natural conditions. Currently, these parameters are changeable in the model, and we used their diverse values in the measurements presented below, depending on the complexity of particular tasks.

The process of identification of targets in the model is running similarly to that of dolphins. The average value for each feature ($MaPS$, $MiPS$ and $P$) is calculated over a set of $n$ echoes (the same $n$ as in the training subsets) from a target liable to identification (the target have to be sounded by the standard echolocation clicks), – three probe averages. These averages are comparing one after another (from senior to minor) with the appropriate feature standards stored in the database. First, the model compares the $MaPS$ probe average with each of $MaPS$ standards. The following variants are possible:

1. The $MaPS$ probe average does not meet the limits of $MaPS$ confidence intervals stored in the database. – The target is admitted as unknown;

2. The $MaPS$ probe average meets the confidence interval of a certain $MaPS$ standard stored in the database. – The identification is made. The name of a target having this $MaPS$ standard is attributed to interrogated target;

3. The $MaPS$ probe average meets the confidence intervals of $MaPS$ standards of the subset of targets stored in the database. – The process of recognition is continuing within this subset of targets, although the $MaPS$ feature is replaced by the second in hierarchy feature $MiPS$.

The possible outcomes of the second step of recognition and their interpretation are the same as above. In the case of the second variant, identification comes to an end, and the name of a certain target coinciding now with the interrogated one in the values of features
MaPS and MiPS simultaneously is attributed to the interrogated target. As well as earlier, the process of identification is continuing only in the third case, when the MiPS probe average meets the confidence intervals of the MiPS standards of several targets from the subset grouped on the first step of identification. The process of recognition is continuing now within this new subset of targets (coinciding with interrogated one in the values of features MaPS and MiPS simultaneously), and the last step of comparison is carried out now in the values of the feature \( P \). Again, the model uses the same logic for the outcomes of the third step. In case of success (the second variant) interrogated target is considered as identified, but already with the help of all three features now.

4. Performance of the model

To study the model’s performance, we used two-highlight synthetic echoes simulated in a computer in accordance with the formulas:

\[
x(t) = f(t) + af(t - d), \quad \text{where} \quad f(t) = \begin{cases} 0, & \text{if } t < 0 \\ e^{-0.1t} \cdot \sin 0.875t, & \text{if } t \geq 0 \end{cases}
\]

By this way, we simulated signals similar to those, which were used in the experiments with bottlenose dolphins [9]. However we have additionally complicated the discrimination tasks for the model, randomizing the time delay of the second highlight (the coefficient \( d \) could be varied randomly within desirable range under the bell-shaped distribution of probabilities) and mixing signals with white noise of definite intensity.

Difference liman of the model (\( DLT \)) for time delays (\( \Delta T \)) of the second highlights was assessed in the first measurement. The coefficient \( a \) was equal to 1. Time delays (\( d \)) of the second highlights in compared signals were varied randomly around the center \( \Delta T \) values within the intervals \([\Delta T-0.2\Delta T, \Delta T+0.2\Delta T]\). In conducted measurements, the share of intersection of the variability intervals in discriminated signals was changed from 50% up to about 95% along with the \( \Delta T \) increasing (Fig. 2).

Fig. 2. Example of two signals having been discriminated by the model (left column) and their MaPS and MiPS features’ averaged histogram images (next to them). The center delays of these signals \( \Delta T \) are equal to 160 and 163 \( \mu \)s, i.e. the DLT of the model in this case is 3 \( \mu \)s (filled circle in Fig. 3). The limits of random variation of delays for the top signal are 128-192 \( \mu \)s and 131-195 \( \mu \)s for the bottom one (right plot). Thus the share of intersection of the intervals of variation takes here about 95%.
Parameters $N$ and $n$, determining the sensitivity of the model, were installed accordingly to a complexity of a task. In the given case the number of echoes averaged in the feature standard calculation ($N$) was equal to 100 ones, the number of echoes utilized for training and probe average calculation ($n$) was equal to 50 ones. Despite of random distribution of the delays in our measurement, the results (Fig. 3, circles) look better, then those of dolphins [9].

We used the same synthetic echoes in the next measurement, adding to them white noise. The signal-to-noise ratio was equal to 12 dB. Here we increased $N$ up to 200 echoes, and $n$ – up to 100 ones. Adding noise has caused deterioration of the thresholds for $\Delta T > 40 \mu s$ (Fig. 3, triangles) in comparison with the previous data (circles). Nevertheless, conducted measurements yet demonstrate definite advantage of the model in discrimination of time intervals. It is presumable as well to expect better sensitivity of the model within the area 0-40 $\mu s$, limited here by 1 $\mu s$. The point is that it could be caused by the rate of digitization, which is equal to 1 $\mu s$ in our system, and we simply could not check up the values of less meaning. In any case, obtained data are already better then those of dolphins, taking additionally into account the noise and stochastic character of distribution of delays.

Under the definition given above, feature MiPS must “start working” from 75 $\mu s$; however, in conducted above measurements this feature “took up initiative” from $\Delta T > 50 \mu s$. It can be explained by penetration of the information into the definitional domain of the MiPS feature (75-200 $\mu s$) because of random distribution of the starting positions of second highlights and definite duration of these highlights themselves.

In the next measurements, we utilized the data represented in [5]. Two-highlight synthetic echoes, having differences in the center frequencies of the second, low-amplitude highlights, were used in that work for investigation of the mechanisms of echo-processing in bottlenose dolphins. The energy ratio between the first and second highlights ($\Delta dB$) and the timing relationship ($\Delta T$) between the first and second highlights were manipulated. An iso-sensitivity function, demonstrating the ability of animal to discriminate such type of stimuli, was derived (Fig. 5, stars).
To compare the model’s performance with the data obtained in above mentioned work, we used signals, in which low-amplitude second highlights were synthesized by summation of the second and third components of the formula 5, distanced alternatively by 7 or 10 µs relatively each other:

$$x(t) = f(t) + af(t - d_1) + af(t - d_2)$$

(5)

where the time delay between second and third components \(d_2 - d_1\) was equal to 7 or 10 µs in discriminated signals. Resulted second highlights were about 40 µs in duration and differed in their waveforms and PSD (Fig. 4).

The coefficient \(a\) was manipulated within the interval \([0.003, 0.06]\). Measurements were conducted on a background of white noise of –40 dB relatively the first highlight, as well as it was made in experiments with a dolphin [5]; parameter \(N\) was equal to 100 units, parameter \(n\) – to 50 ones.

![Example of two-highlight synthetic echoes and their PSD](image)

\(d_2 - d_1 = 7\) µs \(\quad d_2 - d_1 = 10\) µs

Fig. 4. Example of two-highlight synthetic echoes (A, C) and their PSD ((B, D), simulated in a computer. The time delay \(\Delta T\) of the second highlights is equal to 60 µs in the given case. To make visible the differences in PSD of compared signals and in waveforms of the second highlights in demonstrated pictures, we excluded noise and made the coefficient \(a\) equal to 0.1.

Obtained in this study results demonstrate advantage of the model over the dolphin (Fig. 5, stars for the dolphin’s performance, circles and triangles for the model’s performance).

It was suggested in the paper above mentioned that dolphins processed multiple echo highlights as separable analyzable features in the discrimination task, perhaps perceived through differences in spectral rippling across the duration of the echoes.

In our case the model operates both of features MaPS and MiPS, which alternately show excellent performance (-40 dB and even less within \(\Delta T = 0-5\) µs, ellipse in Fig. 4), each in its own definitional domain. The MaPS thresholds increased at \(\Delta T = 70\) µs, remaining roughly constant (between -30 and -25 dB) up to 190 µs (Fig. 4, circles). It is happening because the difference in coarse scale structure of PSD within the range of 100-190 µs (i.e. outside the definitional domain of feature MaPS) is contributed only by a difference in the waveforms of low amplitude secondary highlights (due to equality in waveforms of the first highlights). Therefore, the difference in waveforms of the secondary highlights remains invariable along this range.

In turn, the feature MiPS provided perfect distinction of signals (-40 dB) in the range of 70-190 µs (Fig. 4, triangles). Difference in the MiPS values of compared signals within this interval is provided by the difference in delays of their third components relative to the first one (formula 3). This difference is equal to 3 µs, and remains constant within all the range of \(\Delta T\) variation. This explains the constancy of the MiPS thresholds of the model across the range of definition of this feature.
Fig. 5. Iso-sensitivity function demonstrating the model’s performance in discrimination of signals with low-amplitude second highlights (circles for the MaPS feature and triangles for the MiPS). Stars demonstrate performance revealed in the experiments with dolphins [5].

We tested the model on echoes from actual targets in collaboration with Dr. Patrick W. Moore (SPAWARSYSCEN, San Diego, CA, USA). We used echoes that were captured and digitized at 500 kHz during a matching-to-sample task performed by dolphin [7, 8]. The targets utilized for the matching tasks were fuel bottles containing different fluids. All targets were identical in their outer form, differing only in their internal constituents.

In our measurements, the model distinguished echoes reflected from bottles filled by fresh water, salty water, glycerol, kerosene, and air. Confident identification of echoes from the bottles filled by air, kerosene, and glycerol was reached by the model when the number of echoes forming the features standards ($N$) was increased up to 10 units, and the number of echoes forming the probe and training averages ($n$) – up to 5 units. The identification of echoes from the bottles filled by water and salty water had required increasing these parameters: $N$ – up to 25 units, and $n$ – up to 15 ones. Herewith the model used only the feature MaPS in all cases for solving the tasks.

5. Conclusion

To study the mechanisms of echo-image formation, we used in signal-discrimination tests with bottlenose dolphins echo-like simulated stimuli. By instrumentality of this, in the series of logically interrelated experiments (16 in total), we have managed to discover the total set of independent descriptive features (dimensions) forming the echo’s image in dolphin’s sonar perception, have proved existence of hierarchy between these features, and have displayed the structure of this hierarchy. The detailed description of the procedure of echo-discrimination and the decision rule describing the process of echo-identification in bottlenose dolphins have been established in these experiments as well.

However we could miss some of the specific echo-processing mechanisms, using in the tests echo-like impulses only. This lack was balanced somehow in the experiments with actual echoes registered beforehand in a tape-recorder and having been presented to animals afterwards from the tape-recorder. By such way, we could conduct comprehensive comparative analysis of the test echoes and revealed as a result the mechanism of statistical processing of echo-series by dolphins. Thus, in aggregate with the data of the experiments
with echo-like stimuli, we have obtained practically all qualitative and quantitative parameters needed for starting the sonar-modeling process.

The computational model represented in this work is only the first step made just for the purpose of verifying the level of efficiency of the feature-extracting method discovered in our experiments. It is clear that the next testing phase will require more developed approach. Nevertheless, our model already demonstrates even better performance then that of bottlenose dolphins (at least, upon the set of signals utilized in above presented measurements). Herewith we should also have in view that the level of accuracy and noise stability of the model demonstrated above is only a particular effect of the values of parameters determining this level in the model and installed definitely for the given cases. We could reach more efficient results, having altered these parameters properly.

As well important is that such high level of efficiency of the model is ensured by very simple and time-saving computational algorithms providing the real-time echolocation, – the necessary requirement to any sonar system.
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