Velocity Measurement of Coherent Doppler Sonar Assisted by Frequency Shift, Kalman Filter and Linear Prediction
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Abstract: Velocity is vital information for navigation and oceanic engineering. Coherent Doppler sonar is an accurate tool for velocity measurement, but its use is limited due to velocity ambiguity. Velocity measured by frequency shift has no velocity ambiguity, yet its measurement error is larger than that of coherent Doppler sonar. Therefore, coherent Doppler sonar assisted by frequency shift is used to accurately measure velocity without velocity ambiguity. However, the velocity measured by coherent Doppler sonar assisted by frequency shift is affected by impulsive noise. To decrease the impulsive noise, Kalman filter and linear prediction are proposed to improve the velocity sensing accuracy. In this method, the Kalman filter is used to decrease measurement error of velocity measured by frequency shift, and linear prediction is used to remove the impulsive noise generated by a wrong estimate of the integer ambiguity. Lab-based experiments were carried, and the results have shown that coherent Doppler sonar assisted by frequency shift, Kalman filter and linear prediction can provide accurate and precise velocity with short time delay in a large range of signal to noise ratio.
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1. Introduction

Velocity is vital information for ships and underwater vehicles, playing an important role in navigation and oceanic engineering. At the 2000 International Convention for the Safety of Life at Sea (SOLAS), vessels more than 50,000 gross tons were recommended to be equipped with two axes speed and distance measurement equipment (SDME) to provide velocity information [1]. In addition, there are also many benefits for navigators on the vessels less than 50,000 gross tons to use the precise velocity information. With precise velocity information, a decrease in the probability of collisions with other ships or piers and improvement of the workload safety is possible. Normally, electro-magnetic (EM) log, inertial navigation system (INS), Global Positioning System (GPS) and Doppler sonar systems are used to measure the velocity of moving vessels at sea. The EM log can only provide the velocity through water. The velocity measured by EM log is also limited to the area around the sensor. The handbook of the EM log (EML 500) indicates its accuracy as 0.1 m/s [2]. The velocity information GPS (VI-GPS) system can provide accurate velocity information relative to the earth with an accuracy of 0.01 m/s [3–6]. Unfortunately, GPS signal cannot be transmitted into water, so the VI-GPS is limited to the surface and above where it can receive the GPS signal. It also has an intrinsic disadvantage in that one of the VI-GPS sensors has to be installed on the shore of harbor. INS can also provide the velocity if the initial velocity is known, but the accumulative error seriously affects the final results. The accuracy of the INS of the Seaborne Navigation system for velocity is 0.91 m/s [7]. The Doppler sonar system can measure the velocity of objects both on the sea surface and in the water. Both the velocities relative to ground and water can be provided by the Doppler sonar system.
Conventional Doppler sonar measured velocity using frequency shift has been wildly used as a basic device installed on vessels to provide velocity information. However, the valuable reading of velocity by frequency shift in low signal to noise ratio (SNR) has a few seconds time lag [4], which is not adequate for tasks that require high velocity accuracy. Pulse-to-pulse coherent Doppler sonar (CHDS) has been developed to explore the characters of fluids, such as turbulence and wave characteristics in the ocean [8,9]. The velocity measured by CHDS is accurate over a short time lag [10,11], but the appearance of “range–velocity” ambiguity limits wider applications of CHDS. Multiple pulse repetition frequencies [12,13] and carrier frequencies [14,15] are used to enlarge the maximum measurable speed, but still the results are unsatisfactory. CHDS assisted by frequency shift (CHDSF) [16,17] was proposed to provide an accurate velocity without velocity ambiguity. However, impulsive noise was generated by wrong estimation of the integer ambiguity.

As mentioned above, there is a lack of a method that can provide accurate and precise velocity with short time lag. In this paper, a CHDS assisted by frequency shift, Kalman filter and linear prediction is proposed to provide accurate and precise velocity. Section 2 will lay out the basic concepts of CHDS and CHDSF. Then error analysis of CHDSF will be discussed. To decrease the impulsive noise in CHDSF, a data processing method using the Kalman filter and linear prediction is introduced. In Section 3, experimentation of velocity measured by CHDSF using the Kalman filter and linear prediction is described. Section 4 shows the experiment results, and a comparison with median and mean filters will be presented and analyzed. Section 5 is the conclusion.

2. Methods
2.1. Coherent Doppler Sonar

Velocity of CHDS is calculated by phase change of successive received signals. If the time interval between two received signals is sufficiently short, the received successive signals are considered as correlated. Then, the radial velocity is proportional to the change in phase of adjacent received signals. Hence, the velocity can be calculated as below [18]:

\[ v = \frac{\varphi c}{4\pi f_c \tau}, \]  

(1)

where
- \( \varphi \) is the phase change of the adjacent received signals;
- \( c \) is the speed of sound in water;
- \( \tau \) is the time interval between adjacent pulses;
- \( f_c \) is the carrier frequency.

\( \varphi \) can be obtained as follows:

\[ \varphi = \tan^{-1}\left[ \frac{Q(t)I(t + \tau) - I(t)Q(t + \tau)}{I(t)I(t + \tau) + Q(t)Q(t + \tau)} \right], \]  

(2)

where
- \( I(t) \) is the in-phase component of the received signal;
- \( Q(t) \) is the quadrature component of the received signal.

Equation (2) indicates that the detected phase change is limited from \(-\pi\) to \(\pi\), which determines the maximum measurable speed of

\[ \Delta v = \frac{c}{4f_c \tau}. \]  

(3)

The maximum achievable range is determined by pulse repetition time, which is expressed as:

\[ \Delta Ran = \frac{c\tau}{2}. \]  

(4)
The product of $\Delta v$ and $\Delta Ran$ leads to the “range-velocity” ambiguity

$$\Delta Ran\Delta v = \frac{c\lambda}{8},$$

where $\lambda$ is the wave-length of the system, that is $\lambda = \frac{c}{f_c}$. In the measurement, $c$ and $\lambda$ are known as fixed value. Therefore, $\Delta v$ is inversely proportional to $\Delta Ran$, which means both $\Delta Ran$ and $\Delta v$ cannot be large values simultaneously.

If the radial velocity $v$ is larger than the maximum measurable speed $\Delta v$, the measured phase $\phi$ will be affected by the integer ambiguity $(n)$. In this situation, the relationship between $v$ and velocity measured by CHDS without noise ($v_n$) can be expressed as:

$$v = 2n\Delta v + v_h.$$  

The CHDS can provide precise velocity information by phase measurement, but velocity ambiguity prevents it from being used in more contexts. Therefore, frequency shift is introduced to eliminate velocity ambiguity in CHDS.

2.2. Coherent Doppler Sonar Assisted by Frequency Shift (CHDSF)

To calculate the integer ambiguity $n$, estimation of frequency shift is used. The frequency shift ($f_d$) between received and transmitted signals can be calculated as [19]:

$$f_d = \arg\max_{f_e \in [0, F]} \int_0^F S^*(f - f_e)R(f)df,$$

where

- $f_e$ is the shift frequency;
- $S(f)$ is the Fourier transform of transmitted signal;
- $S^*(f)$ is the conjugate of $S(f)$;
- $R(f)$ is the Fourier transform of received signal;
- $F$ is the frequency range of the Fourier transform;
- $\arg\max(x)$ is the function to return the value of argument when $x$ gets the maximum.

Based on Equation (7), velocity can be obtained by each pair of transmitted and received pulses by Doppler effect, and the calculated range of velocity has no limitation.

Assisted by frequency shift information, the process of velocity measurement is shown in Figure 1. Doppler shift is calculated by each pair of transmitted and received signals according to Equation (7), and a coarse velocity ($v_{fm}$) with error ($\epsilon_f$) can be obtained. Meanwhile, phase changes between adjacent received signals are measured based on Equation (2) in CHDS, and precise velocity ($v_{hm}$) with error ($\epsilon_h$) is obtained by Equation (1). To remove the interference of velocity ambiguity, $v_{fm}$ and $v_{hm}$ are used to estimate the integer ambiguity $n$. In the end, the velocity measured by CHDSF ($v_m$) is calculated by Equation (6) with $v_{hm}$ and $n$.

![Figure 1](image_url). The process of velocity measured by coherent Doppler sonar assisted by frequency shift (CHDSF).

The core algorithm in CHDSF is to calculate the integer ambiguity $n$. As shown in Figure 1, the velocity measured by frequency shift without noise is equal to the velocity cal-
culated by phase change without noise and the integer ambiguity, which can be expressed as below:
\[ v_{fm} - \varepsilon_f = v_{hm} - \varepsilon_h + 2n\Delta v . \]  
(8)

where
- \( v_{fm} \) is the velocity measured by Doppler shift;
- \( \varepsilon_f \) is the measurement error of \( v_{fm} \);
- \( v_{hm} \) is the velocity measured by CHDS;
- \( \varepsilon_h \) is the measurement error of \( v_{hm} \).

According to Equation (8), the integer ambiguity \( n \) can be obtained as:
\[ n = \frac{v_{fm} - v_{hm}}{2\Delta v} + \varepsilon_n, \]  
(9)

where
\[ \varepsilon_n = \frac{\varepsilon_h - \varepsilon_f}{2\Delta v}. \]  
(10)

If the value \( \varepsilon_n \) is larger than \(-0.5 \) and less than \(0.5 \), \( n \) can be calculated as
\[ n = \text{round} \left( \frac{v_{fm} - v_{hm}}{2\Delta v} \right), \]  
(11)

where the function \( \text{round}(\cdot) \) is to obtain the nearest integer value.

2.3. Error Analysis

Due to the Gaussian white noise effect, the measurement errors \( \varepsilon_f \) and \( \varepsilon_h \) follow the Gaussian distribution \([12]\), which are:
\[ p(\varepsilon_f) \sim N\left(0, \sigma_f^2\right), \]
(12)
\[ p(\varepsilon_h) \sim N\left(0, \sigma_h^2\right). \]
(13)

Then, the probability density function of error \( \varepsilon_n \) is
\[ p(\varepsilon_n) \sim N\left(0, \sigma_n^2\right), \]  
(14)

where
\[ \sigma_n^2 = \frac{\sigma_h^2 + \sigma_f^2}{4\Delta v^2}. \]  
(15)

Suppose the calculation of the integer ambiguity \( n \) contains an integer error \( (n_c) \), it occurs when
\[ n_c - 0.5 < \varepsilon_n < n_c + 0.5. \]  
(16)

According to Equations (14) and (16), the probability of \( n_c \) occurring can be expressed as
\[ P(n_c) = \int_{n_c-0.5}^{n_c+0.5} \frac{1}{\sqrt{2\pi\sigma_n}} e^{-\frac{\varepsilon_n^2}{2\sigma_n^2}} d\varepsilon_n. \]  
(17)

Based on Equation (6), (13) and (17), the measurement error of velocity measured by CHDSF can be deduced, and the standard deviation \( (\sigma_m) \) is
\[ \sigma_m = \sqrt{\sigma_h^2 + \sum_{n_c \in \mathbb{Z}} P(n_c) (2n_c\Delta v)^2}. \]  
(18)

In Equation (18), the measurement error \( \sigma_m \) is affected by the measurement error \( \sigma_h \) and the integer ambiguity error \( n_c \). \( \sigma_h \) is small and difficult to be improved. The occurrence
of $n_c$ directs impulsive noise, which influences $\sigma_m$ significantly. To reduce the measurement error, the Kalman filter and linear prediction are introduced.

2.4. Kalman Filter and Linear Prediction

As shown in Equation (11), $n$ is estimated by $v_{\text{fin}}, v_{\text{lim}}$ and $\Delta v$. Therefore, the value of $n_c$ depends on $\epsilon_f, \epsilon_h$ and $\Delta v$. $\Delta v$ is the denominator of Equation (10), which means that a large $\Delta v$ directs a small value of $\epsilon_n$. A small value of $\epsilon_n$ will decrease the value of $n_c$. However, $\Delta v$ is limited by “range-velocity” ambiguity. Although multiple time intervals [12,13] and carrier frequencies [14,15] were used to enlarge the value of $\Delta v$, the maximum measurable speed is still limited. Compared with $\epsilon_h$, $\epsilon_f$ is larger and contributes more in $n_c$. In consequence, decreasing $\epsilon_f$ will reduce $n_c$ and then improve the accuracy of measured velocity. Averaging is normally used to decreasing $\epsilon_f$ [4], but it generates a time delay for the system. To reduce $\epsilon_f$ without time delay, Kalman filter is introduced.

The Kalman filter was first developed in 1960 to solve the discrete data linear filtering problem [20]. It has been wildly used since, especially in the area of autonomous [21,22] or assisted navigation [23]. The Kalman filter can support estimations of past, present, and even future states, even when the precise nature of the modeled system is unknown.

The Kalman filter is constructed by time update equations and measurement update equations. The state $x$ of a discrete-time controlled process expressed by difference equation is shown as below:

$$ x_{k+1} = A_k x_k + B u_k + w_k, \quad (19) $$

where

- $u$ is the input;
- $A$ is the matrix relating the state at time step $k$ to $k+1$;
- $B$ is the matrix relating the control input $u$ to the state $x$;
- $w$ is the process noise, following normal probability distribution:

$$ p(w) \sim \mathcal{N}(0, Q). \quad (20) $$

Then, the equations for the time update are presented below:

$$ \hat{x}_{k+1}^- = A_k \hat{x}_k + B u_k, E_{k+1}^- = A_k E_k A_k^T + Q_k, \quad (21) $$

where

- $\hat{x}^-$ is a priori state estimate;
- $\hat{x}$ is a posteriori state estimate;
- $E^-$ is a priori estimate error covariance;
- $E$ is a posteriori estimate error covariance.

The measurement $z$ can be expressed as:

$$ z_k = H_k x_k + l_k, \quad (22) $$

where

- $H$ is the matrix relating the state $x$ to the measurement $z$;
- $l$ is the process noise, following normal probability distribution:

$$ p(l) \sim \mathcal{N}(0, R). \quad (23) $$

The equations for the measurement update are presented below:

$$ K_k = E_k H_k^T (H_k E_k H_k^T + R_k)^{-1}, $$

$$ \hat{x}_k = \hat{x}_k^- + K_k (z_k - H_k \hat{x}_k^-), $$

$$ E_k = (I - K_k H_k) E_k^- \quad (24) $$
where $K$ is the gain or blending factor that minimizes the posteriori error covariance.

After calculating time and measurement updates at some time, the process will repeat with the previous and posteriori estimates to predict the new a priori estimates. This recursive nature of the Kalman filter provides the benefit to decrease the measurement error during measurement without time delay.

Although the Kalman filter can deduce the measurement error of velocity calculated by frequency shift, it cannot clear the error generated by wrong estimation of $n$. When the integer ambiguity error $n_e$ is non-zero, impulsive noise will appear. Hence, linear prediction [24] is introduced to deduce the impulsive noise. The prediction velocity of the $N$th measured velocity ($v_p$) can be expressed as

$$v_p(N) = \sum_{i=1}^{M} h_i(N)v_m(N - i), \quad (25)$$

where $M$ is the number of taps and $h_i$ is the prediction coefficient.

The difference between the predict velocity $v_p$ and measured velocity $v_m$ is defined as $e_p$, which is

$$e_p = v_m - v_p. \quad (26)$$

If the impulsive noise exists, $n_e$ can be estimated as

$$n_e = \text{round}\left(\frac{e_p}{2\Delta v}\right). \quad (27)$$

Based on the estimated $n_e$, the measured velocity of CHDSF using the Kalman filter and linear prediction is

$$v_{me} = v_m - 2n_e\Delta v. \quad (28)$$

The flow chart of the whole data processing in CHDSF using the Kalman filter and linear prediction is shown in Figure 2.

**Figure 2.** Data processing of CHDSF using the Kalman filter and linear prediction.

3. Experiments

The structure of the experiment system is shown in Figure 3. A square pulse is generated by the waveform generator. Then, the generated pulse is amplified by an amplifier and transmitted by a projector in a water tank. The transmitted signal is received by a hydrophone and the received signal is amplified by another amplifier. Both the transmitted and received signals are sampled by an acquisition card. In the experiment, the hydrophone is moved towards projector forward and backward by a 3D moving device. The equipment used in our system are shown in Table 1. The experiment system is shown in Figure 4. The parameters used in the experiments are shown in Table 2.
The equipment used in our system are shown in Table 1. The experiment system is shown in Figure 4. The parameters used in the experiments are shown in Table 2.

![Structure of experiment system.](image)

**Figure 3.** Structure of experiment system.

**Table 1.** Equipment information.

| Equipment          | Type   | Producer               | Address                           |
|--------------------|--------|------------------------|-----------------------------------|
| Waveform Generator | WF1973 | NF Corporation         | Yokohama, Japan                   |
| Amplifier 1        | HAS4011|                        |                                   |
| Amplifier 2        | 5307   |                        |                                   |
| Projector          | TC2111 | Teledyne RESON Inc.    | New York, NY, USA                 |
| Hydrophone         | TC4034 |                        |                                   |
| Data Acquisition Card | NI Pxie-5122 | National Instruments Co. | Tokyo, Japan (Branch Office) |
| 3D Moving Device   | Super FA | THK Co.               | Tokyo, Japan                      |

![Experiment system: (a) signal generator and receiver, including wave generator, two amplifiers and data acquisition card; (b) moving system, including moving device, projector and hydrophone.](image)

**Figure 4.** Experiment system: (a) signal generator and receiver, including wave generator, two amplifiers and data acquisition card; (b) moving system, including moving device, projector and hydrophone.
Table 2. Equipment parameters.

| Pulse Envelop         | Square |
|-----------------------|--------|
| Pulse Length          | 0.6 ms |
| Water Tank Size       | 1.5 m × 0.7 m × 0.7 m |
| Moving Accuracy       | 1 mm/s |
| Carrier Frequency     | 200 KHz |
| Pulse Interval        | 0.02 s |
| Velocity              | 0.300 m/s |
| Depth of Hydrophone and Projector | 0.20 m |
| Temperature           | 10.8 °C |
| Sound Speed           | 1450 m/s |

4. Results and Discussion

Based on the parameters in the experiment, the maximum velocity of CHDS is 0.181 m/s, which is less than the moving velocity. Therefore, CHDS cannot provide correct measurement results. The measured velocity by CHDS, frequency shift and CHDSF under the SNR of 2.5 dB is shown in Figure 5. Figure 5a is the velocity measured by CHDS, which is precise, but contains velocity drift. Velocity measured by frequency shift in Figure 5b is around true value, but noisy. The measurement error of frequency shift directs impulsive noise in the velocity measurement of CHDSF, making the measured velocity unacceptable. The measured velocity by CHDSF is shown in Figure 5c, and the comparison of the three methods is shown in Figure 5d.

Figure 5. Measured speed of 0.300 m/s (black dash line) by CHDS, frequency shift and CHDSF: (a) velocity measured by CHDS; (b) velocity measured by frequency shift; (c) velocity measured by CHDSF; (d) comparison of velocities measured by 3 methods.

The impulsive noise in CHDSF seriously disturbs the velocity measurement. Therefore, the Kalman filter and linear prediction are introduced; the measured velocity is shown in Figure 6. The parameters used in the Kalman filter and linear prediction are shown in Table 3. The velocity measured by CHDSF using the Kalman filter and linear prediction is accurate and precise. Impulsive noise is reduced significantly.
Figure 6. Velocity measured by CHDSF using the Kalman filter and linear prediction.

Table 3. Parameters used in the Kalman filter and linear prediction.

| Parameters | Kalman Filter | Linear Prediction |
|------------|---------------|------------------|
| A          | \[
|           | \begin{bmatrix} 1 & 0.1 \\ 0 & 1 \end{bmatrix} | M \quad 3 |
| B          | \[
|           | \begin{bmatrix} 0.005 \\ 0.1 \end{bmatrix} | h \quad \left[ \begin{array}{ccc} 1/3 \\ 1/3 \\ 1/3 \end{array} \right] |
| H          | \[
|           | \begin{bmatrix} 1 \\ 0 \end{bmatrix} |

A median filter is adopted to erase impulsive noise [25]. The filtered results by median filter with 0.5 s are shown in Figure 7b. Generally, measured velocity by median filter performs well in the process of smooth moving, but it generates a significant bias when the moving velocity is changing. A mean filter is normally used in sonar systems to improve the accuracy of the measured velocity. With 0.5 s averaging, the measured velocity by CHDSF is shown in Figure 7c. The averaged velocity of CHDSF erases the impulsive noise, but it loses detail moving information and the accuracy is worse than the other two filters. The comparison of the three filters is shown in Figure 7d.

The velocities measured by CHDSF with the 3 filters at the SNR of −3.6 dB and 7.7 dB are shown in Figure 8. CHDSF using the Kalman filter and linear prediction can provide accurate and precise velocity both in Figure 8a,b. CHDSF using the median filter cannot clear the impulsive noise in low SNR as shown in Figure 8a. Mean filter can reduce impulsive noise, but it has a larger bias compared with the other two filters. Both median and mean filters generate time delay, while the method using the Kalman filter and linear prediction does not.

The standard deviation (STD) of measured velocity by CHDSF and CHDSF using three filters is shown in Figure 9. The detail data are shown in Table 4. The process of movement includes acceleration, deceleration and uniform velocity. The STD is calculated in the process that the hydrophone moves with a uniform velocity. As shown in Figure 9, the STD of CHDSF using filters decrease the measurement error significantly. In high SNR (>3 dB), the Kalman filter and linear prediction method can provide velocity measurement with small
error, which is better than the mean filter. In low SNR (<−3 dB), the Kalman filter and linear prediction method still can measure the velocity accurately and precisely, but the measurement errors of median and mean filters are large. Thus, CHDSF using the Kalman filter and linear prediction can provide small measurement error in a large range of SNR.

![Figure 7](image_url) Velocity measured by CHDSF using the Kalman filter and linear prediction, median filter and mean filter: (a) velocity measured by CHDSF using the Kalman filter and linear prediction; (b) velocity measured by CHDSF using median filter; (c) velocity measured by CHDSF using mean filter; (d) comparison of velocities measured by CHDSF using 3 filters.

![Figure 8](image_url) Velocity measured by CHDSF using the Kalman filter and linear prediction method, median filter and mean filter in different SNRs: (a) SNR = −3.6 dB; (b) SNR = 7.7 dB.

**Table 4.** Standard deviation of measured velocity by CHDSF and CHDSF using 3 filters.

| SNR (dB) | Kalman Filter and Linear Prediction | Median Filter | Mean Filter | Without Filter |
|----------|-----------------------------------|---------------|-------------|----------------|
| 10.9     | 0.0056                            | 0.0089        | 0.05        | 0.1711         |
| 7.7      | 0.0055                            | 0.0031        | 0.059       | 0.1982         |
| 2.5      | 0.0061                            | 0.0075        | 0.0723      | 0.1994         |
| 0.4      | 0.0063                            | 0.0324        | 0.0839      | 0.229          |
| −3.6     | 0.0096                            | 0.0999        | 0.0882      | 0.2378         |
| −7.9     | 0.0117                            | 0.1298        | 0.1372      | 0.4459         |
Kalman filter and linear prediction can provide small measurement error in a large range of SNR.

Figure 9. Standard deviation of velocity measured by CHDSF and CHDSF using 3 filters.

Table 4. Standard deviation of measured velocity by CHDSF and CHDSF using 3 filters.

| SNR (dB) | STD (m/s) | Kalman Filter | Linear Prediction | Median Filter | Mean Filter | Without Filter |
|---|---|---|---|---|---|---|
| 10.9 | 0.0056 | 0.0089 | 0.05 | 0.1711 |
| 7.7 | 0.0055 | 0.0031 | 0.059 | 0.1982 |
| 2.5 | 0.0061 | 0.0075 | 0.0723 | 0.1994 |
| 0.4 | 0.0063 | 0.0324 | 0.0839 | 0.229 |
| -3.6 | 0.0096 | 0.0999 | 0.0982 | 0.2378 |
| -7.9 | 0.0117 | 0.1298 | 0.1372 | 0.4459 |

5. Conclusions

CHDSF is proposed to take both advantages of CHDS and velocity measured by frequency shift, namely, measuring velocity without velocity ambiguity. However, the wrong estimation of the integer ambiguity generates impulsive noise. Therefore, the Kalman filter and linear prediction are introduced in CHDSF to remove the impulsive noise. First, the Kalman filter is used in the velocity measured by frequency shift to decrease the measurement error. Then the difference between the predicted velocity by linear prediction and the measured velocity by CHDSF is used to remove the impulsive noise. Experiments were carried out to evaluate the performance of CHDSF using the Kalman filter and linear prediction. A comparison of CHDSF using the Kalman filter and linear prediction method, median filter and mean filter was presented. The experiment and comparison results showed that CHDSF using the Kalman filter and linear prediction can provide accurate and precise velocity without velocity ambiguity. Compared with CHDSF using median and mean filter, the velocity measured by the proposed method had small standard deviation and a short time lag in a large range of SNR. Consequently, coherent Doppler sonar assisted by frequency shift, Kalman filter and linear prediction can provide accurate and precise velocity with short time lag, which could bring benefits for docking, navigation and oceanic engineering.
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