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Abstract
Given a level set $E$ of an arbitrary multiplicative function $f$, we establish, by building on the fundamental work of Frantzikinakis and Host [15, 14], a structure theorem which gives a decomposition of $1_E$ into an almost periodic and a pseudo-random part. Using this structure theorem together with the technique developed by the authors in [3], we obtain the following result pertaining to polynomial multiple recurrence.

Theorem. Let $E = \{n_1 < n_2 < \ldots \}$ be a level set of an arbitrary multiplicative function with positive density. Then the following are equivalent:

• $E$ is divisible, i.e. the upper density of the set $E \cap u \mathbb{N}$ is positive for all $u \in \mathbb{N}$;
• $E$ is an averaging set of polynomial multiple recurrence, i.e. for all measure preserving systems $(X, B, \mu, T)$, all $A \in B$ with $\mu(A) > 0$, all $\ell \geq 1$ and all polynomials $p_i \in \mathbb{Z}[x]$, $i = 1, \ldots, \ell$, with $p_i(0) = 0$ we have

$$\lim_{N \to \infty} \frac{1}{N} \sum_{j=1}^{N} \mu(A \cap T^{-p_1(n_j)} A \cap \ldots \cap T^{-p_\ell(n_j)} A) > 0.$$ 

We also show that if a level set $E$ of a multiplicative function has positive upper density, then any self-shift $E - r$, $r \in E$, is a set of averaging polynomial multiple recurrence. This in turn leads to the following refinement of the polynomial Szemerédi theorem (cf. [4]).

Theorem. Let $E$ be a level set of an arbitrary multiplicative function, suppose $E$ has positive upper density and let $r \in E$. Then for any set $D \subset \mathbb{N}$ with positive upper density and any polynomials $p_i \in \mathbb{Q}[t]$, $i = 1, \ldots, \ell$, which satisfy $p_i(\mathbb{Z}) \subset \mathbb{Z}$ and $p_i(0) = 0$ for all $i \in \{1, \ldots, \ell\}$, there exists $\beta > 0$ such that the set

$$\left\{ n \in E - r : D \cap (D - p_1(n)) \cap \ldots \cap (D - p_\ell(n)) > \beta \right\}$$

has positive lower density.
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1. Introduction

In this paper we utilize facts, techniques and ideology coming from multiplicative number theory to obtain refinements and enhancements of some classical results in the theory of multiple recurrence.

An arithmetic function \( f: \mathbb{N} = \{1, 2, \ldots \} \to \mathbb{C} \) is called multiplicative if \( f(1) = 1 \) and \( f(mn) = f(m) \cdot f(n) \) for all relatively prime \( m, n \in \mathbb{N} \) and it is called completely multiplicative if \( f(1) = 1 \) and \( f(mn) = f(m) \cdot f(n) \) for all \( m, n \in \mathbb{N} \). Let \( M \) denote the set of all multiplicative functions bounded in modulus by 1. To motivate our results, we start by formulating a dichotomy theorem for the class \( M_0 \) of all multiplicative functions \( f \in M \) with the property that \( \lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} f(qn + r) \) exists for all \( q, r \in \mathbb{N} \). This dichotomy theorem for \( M_0 \) follows quickly by combining the work of Daboussi and Delange [7, 8, 9], Frantzikinakis and Host [14] and Bellow and Losert [1] and is closely related to [14, Theorem 1.1]. It asserts that any function in \( M_0 \) is either ‘highly structured’ or exhibits (pseudo-)random behavior.

To formulate this theorem we first have to introduce Besicovitch rationally almost periodic functions, which epitomize ‘structure’, and Gowers’ notion of uniformity, which epitomizes (pseudo-)randomness.

The Besicovitch seminorm \( \| f \|_B \) for a bounded function \( f: \mathbb{N} \to \mathbb{C} \) is defined as

\[
\| f \|_B := \limsup_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} |f(n)|.
\]

Definition 1.1 ([6, 1, 3]). Let \( f: \mathbb{N} \to \mathbb{C} \) be a bounded arithmetic function.

- \( f \) is called Besicovitch almost periodic if for every \( \varepsilon > 0 \) there exists a trigonometric polynomial \( P(n) = \sum_{j=1}^{k} c_j e(n\theta_j) \) with \( c_1, \ldots, c_k \in \mathbb{C} \) and \( \theta_1, \ldots, \theta_k \in \mathbb{R} \) such that \( \| f - P \|_B < \varepsilon \).
- Following [3], we call \( f: \mathbb{N} \to \mathbb{C} \) Besicovitch rationally almost periodic if for every \( \varepsilon > 0 \) there exists a periodic function \( P: \mathbb{N} \to \mathbb{C} \) (or, equivalently, a trigonometric polynomial \( P(n) = \sum_{j=1}^{k} c_j e(n\theta_j) \) with \( c_1, \ldots, c_k \in \mathbb{C} \) and \( \theta_1, \ldots, \theta_k \in \mathbb{Q} \)) such that \( \| f - P \|_B < \varepsilon \).

Many multiplicative functions are Besicovitch rationally almost periodic. For instance, any bounded multiplicative function taking values in \([0, \infty)\) is Besicovitch rationally almost periodic (as is shown in Remark 2.12 below).

Next, we give the definition of the Gowers uniformity seminorms and of uniform functions. These notions play a central role in additive combinatorics and have useful applications to ergodic theory.

Given \( N \in \mathbb{N} \) we write \([N]\) for the interval \( \{1, 2, \ldots, N\} \).
Definition 1.2 (Gowers uniformity seminorms, [17, 21]). Let \( N \in \mathbb{N} \) and let \( \mathbb{Z}/N\mathbb{Z} \) denote the finite cyclic group with \( N \) elements. For \( h \in \mathbb{Z}/N\mathbb{Z} \) and \( f: \mathbb{Z}/N\mathbb{Z} \to \mathbb{C} \) we define \( \Delta_h f: \mathbb{Z}/N\mathbb{Z} \to \mathbb{Z} \) as \( \Delta_h f(n) = f(n + h) - f(n) \) for all \( n \in \mathbb{Z}/N\mathbb{Z} \). Given \( s \in \mathbb{N} \), the Gowers uniformity norm \( \| f \|_{U^s_\mathbb{Z}/N\mathbb{Z}} \) on \( \mathbb{Z}/N\mathbb{Z} \) is defined as

\[
\| f \|_{U^s_\mathbb{Z}/N\mathbb{Z}} := \left( \frac{1}{N^{s+1}} \sum_{n,h_1,\ldots,h_s \in \mathbb{Z}/N\mathbb{Z}} \Delta_{h_1} \cdots \Delta_{h_s} f(n) \right)^{1/2^s}.
\]

To define the Gowers uniformity seminorm \( \| \cdot \|_{U^s_{\mathbb{N}}} \) for a function \( f: \mathbb{N} \to \mathbb{C} \), set \( \tilde{N} := 2^s N \), define a function \( f_N: \mathbb{Z}/\tilde{N}\mathbb{Z} \to \mathbb{C} \) as \( f_N(n) = f(n) \) for \( n \in [N] \) and \( f_N(n) = 0 \) for \( n \in [\tilde{N} \setminus [N] \) (where we identify \( \mathbb{Z}/\tilde{N}\mathbb{Z} \) with the interval \([\tilde{N}]\)), let \( 1_{[N]} \) be the indicator function of the interval \([N]\), and define\(^1\)

\[
\| f \|_{U^s_{\mathbb{N}}} := \| f_N \|_{U^s_{\mathbb{Z}/\tilde{N}\mathbb{Z}}} / \| 1_{[N]} \|_{U^s_{\mathbb{Z}/\tilde{N}\mathbb{Z}}}.
\]

A bounded function \( f: \mathbb{N} \to \mathbb{C} \) is called \( U^s \)-uniform if \( \| f \|_{U^s_{\mathbb{N}}} \) converges to zero as \( N \to \infty \). A function \( f \) is called uniform if it is \( U^s \)-uniform for every \( s \geq 1 \).

It follows from [20] and [21] that the Möbius function \( \mu \) and the Liouville function \( \lambda \) are uniform multiplicative functions.

We can state now the dichotomy theorem for \( M_0 \).

Theorem 1.3 (Dichotomy theorem for \( M_0 \)). Let \( f \in M_0 \). Then either

(i) \( f \) is Besicovitch rationally almost periodic,

or

(ii) \( f \) is uniform.

Given a multiplicative function \( f: \mathbb{N} \to \mathbb{C} \) and a point \( z \in \mathbb{C} \) let \( E(f, z) \) denote the set of solutions to the equation \( f(n) = z \), i.e.,

\[
E(f, z) := \{ n \in \mathbb{N} : f(n) = z \}.
\]

We will refer to \( E(f, z) \) as a level set of \( f \) and we use \( \mathcal{D} \) to denote the collection of all sets of the form \( E(f, z) \), where \( f \) ranges over all multiplicative functions and \( z \) ranges over all complex numbers.

Example 1.4. Examples of sets belonging to \( \mathcal{D} \) include many classical sets of number-theoretical origin, such as: the squarefree numbers \( Q := \{ n \in \mathbb{N} : p^2 \nmid n \text{ for all primes } p \} \), the multiplicatively even numbers \( \mathcal{E} := \{ n \in \mathbb{N} : \Omega(n) \text{ is even} \} \) and the multiplicatively odd numbers \( \mathcal{O} := \{ n \in \mathbb{N} : \Omega(n) \text{ is odd} \} \), where \( \Omega(n) \) denotes the number of prime factors of \( n \) counted with multiplicities. In Subsection 2.1 we provide more examples of sets in \( \mathcal{D} \) (see Example 2.3 below).

Our main result is a structure theorem for sets belonging to \( \mathcal{D} \) in the spirit of Theorem 1.3. To formulate this theorem we first need to introduce set-theoretic analogues of uniform functions and of Besicovitch rationally almost periodic functions.

Definition 1.5 (Uniform sets and relative uniformity). Let us call a set \( A \subset \mathbb{N} \) uniform if

\(^1\)We remark that there are different ways of introducing the Gowers uniformity seminorms \( \| \cdot \|_{U^s_{\mathbb{N}}} \), but they all lead to equivalent notions of uniformity. Also, for \( s \geq 2 \) and when viewed on the space of all functions \( f: [N] \to \mathbb{C} \), the seminorm \( \| \cdot \|_{U^s_{[N]}} \) is in fact a norm. It will, however, be more convenient for us to view \( \| \cdot \|_{U^s_{[N]}} \) as a seminorm on the space of all bounded functions \( f: \mathbb{N} \to \mathbb{C} \). For a comprehensive discussion of this topic see subsections A.1 and A.2 of Appendix A in [14] or see Appendix B in [19].
The multiplicatively even numbers $E$ and the multiplicatively odd numbers $O$ are examples of sets that are uniform (i.e. uniform relative to $\mathbb{N}$). As an example of a set $E$ that is uniform relative to a set $R \subseteq \mathbb{N}$, one can take $E := E(\mu, 1) = \{n \in \mathbb{N} : \mu(n) = 1\}$ and $R$ to be the set $Q$ of squarefree integers. Indeed, the function $d(R)1_E - d(E)1_R$ is a scalar multiple of the Möbius function $\mu$, which is a uniform function.

The structure theorem for $\mathcal{D}$, which we will presently formulate, is motivated by Example 1.6 and asserts that any set $E \in \mathcal{D}$ is uniform relative to a “structured” superset $R$. In this context, “structured” sets are elements of the family $\mathcal{D}_{\text{rat}}$, which is introduced in the following definition.

**Definition 1.7.**

(i) A set $A \subset \mathbb{N}$ is called rational if for every $\varepsilon > 0$ there exists a set $B$, that is a union of finitely many arithmetic progression, such that $\overline{d}(A \Delta B) < \varepsilon$ (see [5, Definition 2.1] and [3]). Equivalently, a set $A$ is rational if and only if its indicator function is Besicovitch rationally almost periodic.

(ii) Let $\mathcal{D}_{\text{rat}}$ be the collection of all level sets $E(f, z)$, where $f$ is a Besicovitch rationally almost periodic multiplicative function and $z$ is an arbitrary complex number. We show in Subsection 5.1 that any set in $\mathcal{D}_{\text{rat}}$ is, in particular, a rational set.

Before we state our main result we remark that the density of any rational set exists, which follows quickly from the definition of rationality, and the density of any set in $\mathcal{D}$ also exists, which is a result established in [22] (cf. Corollary 2.15 below).

**Theorem A (Structure theorem for $\mathcal{D}$).** For any set $E \in \mathcal{D}$ with positive density there exists $R \in \mathcal{D}_{\text{rat}}$ such that $E$ is uniform relative to $R$. If $d(E) \neq 1$ then $R \in \mathcal{D}_{\text{rat}}$ with this property is unique.

Theorem A allows us to study multiple ergodic averages along level sets of multiplicative functions, such as

$$\frac{1}{N} \sum_{n=1}^{N} 1_{E(n)} T^{-p_1(n)} f_1 \cdots T^{-p_\ell(n)} f_\ell,$$

where $T$ is an invertible measure preserving transformation on a probability space $(X, \mathcal{B}, \mu)$, $f_1, \ldots, f_\ell \in L^\infty(X, \mathcal{B}, \mu)$, $p_1, \ldots, p_\ell$ are polynomials with integer coefficients and $E$ belongs to $\mathcal{D}$.

**Definition 1.8.** Let $E = \{n_1 < n_2 < \ldots \}$ be a subset of $\mathbb{N}$. We say that $E$ is an averaging set of recurrence if for all invertible measure preserving systems $(X, \mathcal{B}, \mu, T)$ and all $A \in \mathcal{B}$ with $\mu(A) > 0$,

$$\lim_{N \to \infty} \frac{1}{N} \sum_{j=1}^{N} \mu(A \cap T^{-n_j} A) > 0.$$ 

We say that $E$ is an averaging set of polynomial multiple recurrence if for all invertible measure preserving systems $(X, \mathcal{B}, \mu, T)$, all $A \in \mathcal{B}$ with $\mu(A) > 0$, all $\ell \geq 1$ and all polynomials
\( p_i \in \mathbb{Z}[x], i = 1, \ldots, \ell, \) with \( p_i(0) = 0, \) we have
\[
\lim_{N \to \infty} \frac{1}{N} \sum_{j=1}^{N} \mu(A \cap T^{-p_1(n_j)}A \cap \ldots \cap T^{-p_{\ell}(n_j)}A) > 0. \tag{3}
\]

If \( E \) is an averaging set of recurrence whose density \( d(E) \) exists and is positive then it follows – by considering cyclic rotations on finitely many points – that the density of \( E \cap u\mathbb{N} \) also exists and is positive for any positive integer \( u \). This divisibility property is a rather trivial but necessary condition for a positive density set to be “good” for averaging recurrence. This leads to the following definition.

**Definition 1.9.** Let \( E \subseteq \mathbb{N} \). We say that \( E \) is divisible if \( d(E \cap u\mathbb{N}) \) exists and is positive for all \( u \in \mathbb{N} \).

Expressions similar to (2) have also been studied by Frantzikinakis and Host in [15], where among other things they obtained the following result.

**Theorem 1.10** ([15, Theorem 1.2, part (i)]). Let \( k \in \mathbb{N} \) and let \( f \) be a multiplicative function taking values in the set of \( k \)-th roots of unity. Suppose \( f^j \) is aperiodic for all \( j \in \{1, \ldots, k - 1\} \) (i.e. \( \lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} f^j(qn + r) = 0 \) for all \( q \in \mathbb{N} \) and \( r \in \mathbb{N} \cup \{0\} \)) and \( z \) is a point in the image of \( f \). Then \( E(f, z) = \{ n \in \mathbb{N} : f(n) = z \} \) is an averaging set of polynomial multiple recurrence.

It is straightforward to verify that if \( f \) and \( z \) are as in Theorem 1.10 then the level set \( E(f, z) \) is divisible\(^2\). In light of this fact, the next result, which is obtained by combining Theorem A with the results obtained by the authors in [3], can be viewed as a generalization of Theorem 1.10.

**Corollary B.** Let \( E \in \mathcal{D} \) have positive density and let \( r \in \mathbb{N} \cup \{0\} \). Then the following are equivalent:
- \( E - r \) is divisible;
- \( E - r \) is an averaging set of recurrence;
- \( E - r \) is an averaging set of polynomial multiple recurrence.

In view of Corollary B, it is of interest to determine for which integers \( r \) the set \( E - r \) is divisible.

**Example 1.11.** Consider the sets \( E := E(\mu, 1) = \{ n \in \mathbb{N} : \mu(n) = 1 \} \) and \( R := Q \) from Example 1.6. One can show that \( E - r \) is divisible if and only if \( r \in Q \). An analogous fact is true for the level set \( E(\mu, -1) = \{ n \in \mathbb{N} : \mu(n) = -1 \} \).

The next proposition asserts that a phenomenon very similar to the one showcased in Example 1.11 holds for any \( E \in \mathcal{D} \) of positive density.

**Proposition 1.12.** Suppose \( E \in \mathcal{D} \) has positive density. Let \( R \in \mathcal{D}_{\text{rat}} \) be as guaranteed by Theorem A. Then for all \( r \in R \) the set \( E - r \) is divisible.

**Remark 1.13.** Note that in Example 1.11 one has that if \( r \notin Q \) then \( E - r \) is not divisible. It is therefore natural to ask whether for any \( E \in \mathcal{D} \) and \( r \notin R \) (where \( R \in \mathcal{D}_{\text{rat}} \) is as guaranteed by Theorem A) the shift \( E - r \) is not divisible. The answer, however, is negative (see Example 5.9 below).

In [5], it was proven by the first author and Ruzsa that every self-shift of the set of squarefree numbers \( Q \) (i.e. any set of the form \( Q - r \) for \( r \in Q \)) is good for polynomial multiple recurrence. Combining Corollary B and Proposition 1.12 yields a result of similar nature for all sets of squarefree numbers\(^3\).

\(^{2}\)Indeed, if \( f \) takes values in the \( k \)-th roots of unity \( \{1, \zeta, \zeta^2, \ldots, \zeta^{k-1}\} \) then \( 1_{E(\zeta^j, \zeta^{ij})}(n) = \frac{1}{\zeta^i} \sum_{j=0}^{k-1} f^j(n)\zeta^{-ij} \) and therefore, using the fact that \( f^j \) is aperiodic for \( j \in \{1, \ldots, k - 1\} \), we get that \( d(E, \zeta^j) \cap u\mathbb{N}) = \lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} f^j(n)\zeta^{-ij}1_{\mathbb{N}}(n) = \frac{1}{\zeta^i} \).
positive density belonging to $\mathcal{D}$.

**Corollary C.** Suppose $E \in \mathcal{D}$ has positive density. Then every self-shift of $E$ is an averaging set of polynomial multiple recurrence.

Corollary C, in turn, implies – via Furstenberg’s correspondence principle (see [2, Theorem 1.1]) – the following combinatorial result (cf. [4] and [3, Proposition 4.2]).

**Corollary D.** Let $E$ be a set that belongs to $\mathcal{D}$ and suppose $E$ has positive density. Then for any set $D \subset \mathbb{N}$ with positive upper density, any polynomials $p_i \in \mathbb{Q}[t]$, $i = 1, \ldots, \ell$, which satisfy $p_i(\mathbb{Z}) \subset \mathbb{Z}$ and $p_i(0) = 0$ for all $i \in \{1, \ldots, \ell\}$, and any $r \in E$ there exists $\beta > 0$ such that the set

$$\left\{ n \in E - r : \overline{d}\left(D \cap (D - p_1(n)) \cap \ldots \cap (D - p_\ell(n)) \right) > \beta\right\}$$

has positive lower density.

**Structure of the paper:**

In Section 2 we review basic results and facts regarding multiplicative functions, almost periodic functions and the Gowers uniformity seminorms, which are needed in the subsequent sections.

In Section 3 we discuss the dichotomy between structure and randomness for multiplicative functions belonging to the class $\mathcal{M}_0$ and provide a proof of Theorem 1.3.

In Section 4 we discuss in detail the notion of relative uniformity and prove Theorem A.

Finally, Section 5 contains applications of our main results to the theory of multiple recurrence. In particular, we provide proofs for Corollary B and Proposition 1.12.

**Acknowledgements:** We thank the anonymous referee for valuable remarks and suggestions. We also thank Viktor Losert for providing several helpful comments and additional references regarding Theorem 2.7 in Subsection 2.3.

## 2. Preliminaries

In this section we present some basic results and ideas, which will be used in the subsequent sections. In certain instances the classical results are presented in a slightly modified form and in those cases proofs are provided.

### 2.1. Multiplicative functions

Recall that $\mathcal{M}$ denotes the set of all multiplicative functions $f : \mathbb{N} \to \mathbb{C}$ with $|f(n)| \leq 1$ for all $n \in \mathbb{N}$. The set $\mathcal{M}$ can be endowed with a “distance” function $\mathcal{D} : \mathcal{M} \times \mathcal{M} \to [0, \infty]$, which serves as a useful tool for cataloging the class of multiplicative functions bounded in modulus by 1. Let $\mathbb{P}$ denote the set of prime numbers. For $f, g \in \mathcal{M}$ define

$$\mathcal{D}(f, g) := \sqrt{\sum_{p \in \mathbb{P}} \frac{1}{p} \left(1 - \text{Re}(f(p)\overline{g(p)})\right)}.$$

**Remark 2.1.** Let us list some important properties of $\mathcal{D}$. For more details and proofs the reader is referred to the book of Granville and Soundararajan [18].

1. $\mathcal{D}(f, g) = \mathcal{D}(g, f) = \mathcal{D}(f, \overline{f})$;
2. $\mathcal{D}$ satisfies the triangle inequality, $\mathcal{D}(f, g) \leq \mathcal{D}(f, h) + \mathcal{D}(h, g)$;
3. $m \mathcal{D}(f, g) \geq \mathcal{D}(f^m, g^m)$ for all $m \in \mathbb{N}$;
4. $\mathcal{D}(f, g) < \infty$ implies $\mathcal{D}(|f|, |g|) < \infty$.  
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When $\mathbb{D}(f,g) < \infty$ then, borrowing the terminology from [18], we say that $f$ pretends to be $g$. In this case, many properties of $f$ are shared by $g$ and vice versa. For instance, we will see later that if $f$ pretends to be $g$, then $f$ is aperiodic if and only if $g$ is aperiodic (see Definition 2.19 and Remark 2.22 below).

In Subsections 2.2, 2.3 and 2.5 below we will see that one can often determine whether a multiplicative function $f \in \mathcal{M}$:
- has a mean value,
- is Besicovitch almost periodic,
- is aperiodic, or
- is uniform
by measuring the $\mathbb{D}$-distance between $f$ and Archimedean characters and Dirichlet characters. An Archimedean character is a function of the form $n \mapsto n^i = e^{it\log n}$ with $t \in \mathbb{R}$. Any Archimedean character is a completely multiplicative element of $\mathcal{M}$. An arithmetic function $\chi$ is called a Dirichlet character if there exists a number $d \in \mathbb{N}$, called a modulus of $\chi$, such that:

1. $\chi(n + d) = \chi(n)$ for all $n \in \mathbb{N}$;
2. $\chi(n) = 0$ whenever $\gcd(d, n) > 1$, and $\chi(n)$ is a $\varphi(d)$-th root of unity whenever $\gcd(d, n) = 1$, where $\varphi$ denotes Euler’s totient function;
3. $\chi(nm) = \chi(n)\chi(m)$ for all $n, m \in \mathbb{N}$.

Any Dirichlet character is periodic and completely multiplicative. We also remark that $\chi : \mathbb{N} \rightarrow \mathbb{C}$ is a Dirichlet character of modulus $k$ if and only if there exists a group character $\tilde{\chi}$ of the multiplicative group $(\mathbb{Z}/k\mathbb{Z})^*$ such that $\chi(n) = \tilde{\chi}(n \mod k)$ for all $n \in \mathbb{N}$. The Dirichlet character determined by the trivial (constant equal to 1) character of $(\mathbb{Z}/k\mathbb{Z})^*$ is called the principal character of modulus $k$. It is denoted by $\chi_1$. Note that if $d|k$ and $\chi$ is a Dirichlet character of modulus $d$ then

$$\chi' := \chi \cdot \chi_1$$

(4)
is a Dirichlet character of modulus $k$. Throughout this paper we reserve the letter $\chi$ to denote Dirichlet characters.

**Lemma 2.2** (cf. [18, Lemma 4.6] and [12, Remark after Lemma 2.2]). For every $t \neq 0$ and every Dirichlet character $\chi$ we have $\mathbb{D}(\chi, n^it) = \infty$. In particular, for $t \neq 0$ one has $\mathbb{D}(1, n^it) = \infty$.

We end this subsection with a list containing examples of multiplicative functions belonging to $\mathcal{M}$ and examples of sets in $\mathcal{D}$ that can be obtained from functions in $\mathcal{M}$.

**Example 2.3.**

1. The Liouville function $\lambda$ is defined as $\lambda(n) := (-1)^{\Omega(n)}$ and is completely multiplicative (for the definition of $\Omega(n)$ see Example 1.4). The non-trivial level sets of $\lambda$ are exactly the multiplicatively even and odd numbers $E$ and $O$ defined in Example 1.4.
2. The Möbius function $\mu$ is defined as $\mu(n) := \lambda(n)1_Q(n)$. Note that $\mu$ is multiplicative but not completely multiplicative.
3. Throughout this paper we identify the torus $\mathbb{T} := \mathbb{R}/\mathbb{Z}$ with the unit interval $[0, 1]$ mod 1 or, when convenient, with the unit circle in the complex plane. Also, we introduce the notation $e(x) := e^{2\pi ix}$ for all $x \in \mathbb{R}$. Given $\xi \in \mathbb{T}$, define the multiplicative functions $\lambda_\xi$, $\mu_\xi$ and $\kappa_\xi$ as

$$\lambda_\xi(n) := e(\xi \Omega(n)), \quad \mu_\xi(n) := \lambda_\xi(n)1_Q(n),$$

---

The converse of this statement is also true: Any periodic and completely multiplicative function is a Dirichlet character.
\[ \kappa_{\xi}(n) := e(\xi \omega(n)), \]

where \( \omega(n) \) denotes the number of distinct prime divisors of \( n \) (counted without multiplicities). It is clear that \( \kappa_{\xi}, \lambda_{\xi}, \mu_{\xi} \in \mathcal{M} \). Observe that \( \lambda_{\frac{1}{2}} = \lambda \) and \( \mu_{\frac{1}{2}} = \mu \).

The following examples of sets belong to \( \mathcal{D} \) because they can be viewed as level sets of the functions \( \kappa_{\xi}, \lambda_{\xi}, \) and \( \mu_{\xi}, \) respectively, where \( \xi \) is any primitive \( b \)-th root of unity:

\[
\begin{align*}
S_{\omega,b,r} &:= \{n \in \mathbb{N} : \omega(n) \equiv r \mod b\}, \\
S_{\Omega,b,r} &:= \{n \in \mathbb{N} : \Omega(n) \equiv r \mod b\}, \\
U_{b,r} &:= \{n \in \mathbb{N} : n \text{ is squarefree and } \Omega(n) \equiv r \mod b\}.
\end{align*}
\]

Note that \( \mathcal{E} = S_{\Omega,2,0} \) and \( \mathcal{O} = S_{\Omega,2,1} \).

(4) If \( f : \mathbb{N} \to \mathbb{N} \) is multiplicative and \( b \) is either 2, 4, or 2p, where \( p \) stands for an odd prime number, then for any \( r \in \{0, 1, \ldots, b - 1\} \) with \( \gcd(b, r) = 1 \) the set

\[ V_{f,b,r} := \{n \in \mathbb{N} : f(n) \equiv r \mod b\} \]

is an element of \( \mathcal{D} \). This is because for any such \( b \) the multiplicative group of integers mod \( b \) is cyclic and hence there exists a Dirichlet character \( \chi \) which spans \((\mathbb{Z}/b\mathbb{Z})^*\). Therefore \( V_{b,r} \) can be realized as a level set of the multiplicative function \( \chi \circ f \), which belongs to \( \mathcal{M} \). In particular, the set

\[ S_{\tau,b,r} := \{n \in \mathbb{N} : \tau(n) \equiv r \mod b\} \]

belongs to \( \mathcal{D} \), where \( \tau(n) := \sum_{d|n} 1 \) is the number of divisors function.

### 2.2. MEAN VALUE THEOREMS OF WIRSING AND HALÁSZ

We say a function \( f \in \mathcal{M} \) has a mean value, and denote it by \( M(f) \), if the limit

\[ M(f) := \lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} f(n) \]  

exists. In general, the mean value of a multiplicative function \( f \in \mathcal{M} \) does not exist; for example, if \( t \neq 0 \) then the mean of \( n^{it} \) does not exist, cf. [18, Section 4.3].

Two classical theorems in multiplicative number theory are Wirsing’s celebrated mean value theorem regarding real-valued multiplicative functions bounded in modulus by 1, and Halász’s generalization of Wirsing’s theorem to all functions in \( \mathcal{M} \).

**Theorem 2.4** (Wirsing; see [24] and [11, Theorem 6.4]). For any real-valued \( g \in \mathcal{M} \) the mean value \( M(g) \) exists.

**Theorem 2.5** (Halász; see [11, Theorem 6.3]). Let \( g \in \mathcal{M} \). Then the mean value \( M(g) \) exists if and only if one of the following mutually exclusive conditions is satisfied:

(i) there is at least one positive integer \( k \) so that \( g(2^k) \neq -1 \) and, additionally, the series \( \sum_{p \in \mathcal{P}} \frac{1}{p}(1 - g(p)) \) converges;
(ii) there is a real number \( t \) such that \( D(g, n^t) < \infty \) and, moreover, for each positive integer \( k \) we have \( g(2^k) = -2^{it} \);
(iii) \( D(g, n^t) = \infty \) for each \( t \in \mathbb{R} \).

When condition (i) is satisfied then \( M(g) \) is non-zero and can be computed explicitly using
Let independent over $\mathbb{Q}$.

Proof. The following proof was kindly provided to the authors by Viktor Losert.

For any Besicovitch almost periodic function $f: \mathbb{N} \to \mathbb{C}$ and any $\theta \in (0,1)$ the limit

$$\hat{f}(\theta) := \lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} f(n)e(-n\theta)$$

exists; moreover, $\hat{f}(\theta)$ differs from 0 for at most countably many values of $\theta$ (cf. [6, pp. 104–105]). The set $\sigma(f) := \{\theta \in [0,1] : \hat{f}(\theta) \neq 0\}$ is called the spectrum of $f$. See [1, 6] for more information on the Fourier analysis of almost periodic functions.

We say that a Besicovitch almost periodic function $f: \mathbb{N} \to \mathbb{C}$ has rational spectrum if $\sigma(f)$ is a subset of $\mathbb{Q} \cap [0,1)$. Note that if $f$ is periodic then its spectrum is rational. Note also that each Besicovitch almost periodic function $f$ has a mean given by $\hat{f}(0)$. It easily follows that there are $f \in \mathcal{M}$ that are not Besicovitch almost periodic (indeed, take any $f \in \mathcal{M}$ which has no mean). However, it follows from the next theorem, which is due to Daboussi, that whenever $f \in \mathcal{M}$ is Besicovitch almost periodic then its spectrum has to be rational (this fact is used later, cf. Corollary 2.11 part (i) and (ii)).

**Theorem 2.6** (cf. [8, Theorem 1]). Let $f \in \mathcal{M}$. Then for all irrational $\theta$,

$$\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} f(n)e(\theta n) = 0.$$

In Corollary 2.8 below we show that a Besicovitch almost periodic function is Besicovitch rationally almost periodic if and only if it has rational spectrum. We will derive this as a corollary from the following theorem.

**Theorem 2.7** (cf. [6, Theorem II.8.20(page 105)] and [1, Lemma 3.11]). Let $f: \mathbb{N} \to \mathbb{C}$ be a Besicovitch almost periodic function with spectrum $\sigma(f)$. Then for every $\varepsilon > 0$ there exists a trigonometric polynomial $P(n) = \sum_{i=1}^{k} c_i e(\theta_i n)$ with $c_1, \ldots, c_k \in \mathbb{C}$ and $\theta_1, \ldots, \theta_k \in \sigma(f)$ such that $\|f - P\|_B \leq \varepsilon$. This includes the case $\sigma(f) = \emptyset$, where one can take $P \equiv 0$ for all $\varepsilon > 0$ (i.e., $f$ has empty spectrum if and only if $\|f\|_B = 0$).

**Proof.** The following proof was kindly provided to the authors by Viktor Losert.

Given $n_0, n_1, \ldots, n_s \in \mathbb{N}$ and $\beta_1, \beta_2, \ldots, \beta_s \in \mathbb{R}$ such that the set $\{2\pi \beta_1, \beta_2, \ldots, \beta_s\}$ is linearly independent over $\mathbb{Q}$, the discrete Bochner-Fejér kernel with parameter $B = (\frac{n_0}{2\pi \beta_1} \ldots \frac{n_s}{\beta_s})$ is

$$M(g) = \prod_{p \in P} \left(1 - \frac{1}{p}\right) \left(1 + \sum_{m=1}^{\infty} p^{-m} g(p^m)\right).$$

In the case when $g$ satisfies either (ii) or (iii) then the mean value $M(g)$ equals zero.

**2.3. Besicovitch almost periodic functions**

The Besicovitch seminorm $\| \cdot \|_B$ and Besicovitch almost periodic and Besicovitch rationally almost periodic functions were introduced in Section 1 (see equation (1) and Definition 1.1).

Any periodic function is clearly Besicovitch rationally almost periodic. In particular, any Dirichlet character $\chi$ is Besicovitch rationally almost periodic. There are, however, many other natural examples of multiplicative functions that are Besicovitch rationally almost periodic. For instance, $\mu^2$ and $\varphi(n)$ are such. More generally, it will be shown at the end of this subsection (see Remark 2.12 below) that any bounded multiplicative function with values in $[0, \infty)$ is Besicovitch rationally almost periodic.

For any Besicovitch almost periodic function $f: \mathbb{N} \to \mathbb{C}$ and any $\theta \in [0,1)$ the limit

$$\hat{f}(\theta) := \lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} f(n)e(-n\theta)$$

exists; moreover, $\hat{f}(\theta)$ differs from 0 for at most countably many values of $\theta$ (cf. [6, pp. 104–105]). The set $\sigma(f) := \{\theta \in [0,1) : \hat{f}(\theta) \neq 0\}$ is called the spectrum of $f$. See [1, 6] for more information on the Fourier analysis of almost periodic functions.

We say that a Besicovitch almost periodic function $f: \mathbb{N} \to \mathbb{C}$ has rational spectrum if $\sigma(f)$ is a subset of $\mathbb{Q} \cap [0,1)$. Note that if $f$ is periodic then its spectrum is rational. Note also that each Besicovitch almost periodic function $f$ has a mean given by $\hat{f}(0)$. It easily follows that there are $f \in \mathcal{M}$ that are not Besicovitch almost periodic (indeed, take any $f \in \mathcal{M}$ which has no mean). However, it follows from the next theorem, which is due to Daboussi, that whenever $f \in \mathcal{M}$ is Besicovitch almost periodic then its spectrum has to be rational (this fact is used later, cf. Corollary 2.11 part (i) and (ii)).

**Theorem 2.6** (cf. [8, Theorem 1]). Let $f \in \mathcal{M}$. Then for all irrational $\theta$,

$$\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} f(n)e(\theta n) = 0.$$

In Corollary 2.8 below we show that a Besicovitch almost periodic function is Besicovitch rationally almost periodic if and only if it has rational spectrum. We will derive this as a corollary from the following theorem.

**Theorem 2.7** (cf. [6, Theorem II.8.20(page 105)] and [1, Lemma 3.11]). Let $f: \mathbb{N} \to \mathbb{C}$ be a Besicovitch almost periodic function with spectrum $\sigma(f)$. Then for every $\varepsilon > 0$ there exists a trigonometric polynomial $P(n) = \sum_{i=1}^{k} c_i e(\theta i n)$ with $c_1, \ldots, c_k \in \mathbb{C}$ and $\theta_1, \ldots, \theta_k \in \sigma(f)$ such that $\|f - P\|_B \leq \varepsilon$. This includes the case $\sigma(f) = \emptyset$, where one can take $P \equiv 0$ for all $\varepsilon > 0$ (i.e., $f$ has empty spectrum if and only if $\|f\|_B = 0$).

**Proof.** The following proof was kindly provided to the authors by Viktor Losert.

Given $n_0, n_1, \ldots, n_s \in \mathbb{N}$ and $\beta_1, \beta_2, \ldots, \beta_s \in \mathbb{R}$ such that the set $\{2\pi \beta_1, \beta_2, \ldots, \beta_s\}$ is linearly independent over $\mathbb{Q}$, the discrete Bochner-Fejér kernel with parameter $B = (\frac{n_0}{2\pi \beta_1} \ldots \frac{n_s}{\beta_s})$ is

$$M(g) = \prod_{p \in P} \left(1 - \frac{1}{p}\right) \left(1 + \sum_{m=1}^{\infty} p^{-m} g(p^m)\right).$$

In the case when $g$ satisfies either (ii) or (iii) then the mean value $M(g)$ equals zero.
defined as

\[ K_B(k) := \sum \left( 1 - \frac{|\nu_1|}{n_1} \right) \cdots \left( 1 - \frac{|\nu_s|}{n_s} \right) e^{-i(m_0 2\pi + \nu_1 \beta_1 + \cdots + \nu_s \beta_s)k}, \]

where the sum ranges over \( \nu_0 = 1, \ldots, n_0, |\nu_1| < n_1, \ldots, |\nu_s| < n_s \). The corresponding discrete Bochner-Fejér polynomial is

\[ \sigma_B^f(n) := \lim_{N \to \infty} \frac{1}{N} \sum_{k=1}^{N} f(n+k) K_B(k). \]

It is shown in [1, Lemma 3.11] (also cf. [6, Theorem II.8.2(0) (page 105)]) that there exists a sequence of Bochner-Fejér polynomials \( \sigma_{B_m}^f, m \in \mathbb{N} \), such that \( \|f - \sigma_{B_m}^f\|_B \to 0 \) as \( m \to \infty \). It is not hard to see that

\[ \sigma_{B_m}^f(\theta) = \hat{f}(\theta) \cdot \hat{K}_{B_m}(1 - \theta) = \hat{f}(\theta) \cdot \hat{K}_{B_m}(\theta) \]

and hence \( \sigma(\sigma_{B_m}^f) \subset \sigma(f) \). This finishes the proof.

From Theorem 2.7 we obtain the following corollary.

**Corollary 2.8.** Let \( f: \mathbb{N} \to \mathbb{C} \) be Besicovitch almost periodic. Then \( f \) is Besicovitch rationally almost periodic if and only if \( f \) has rational spectrum.

**Proof.** First assume \( f \) has rational spectrum. By Theorem 2.7, \( f \) can be approximated in the seminorm \( \| \cdot \|_B \) by trigonometric polynomials of the form \( P(n) = \sum_{i=1}^{k} c_i e(\theta_i n) \) with \( c_1, \ldots, c_k \in \mathbb{C} \) and \( \theta_1, \ldots, \theta_k \in \sigma(f) \subset \mathbb{Q} \). Since \( \theta_1, \ldots, \theta_k \) are rational numbers, the functions \( P(n) \) is periodic. In other words, \( f \) satisfies the definition of Besicovitch rationally almost periodic functions.

Next, let \( f \) be Besicovitch rationally almost periodic and let \( \theta \) be an irrational number. We will show that \( \hat{f}(\theta) = 0 \). Let \( \varepsilon > 0 \) be arbitrary and let \( P: \mathbb{N} \to \mathbb{C} \) be a periodic function with \( \|f - P\|_B \leq \varepsilon \). Then

\[ |\hat{f}(\theta)| = \lim_{N \to \infty} \left| \frac{1}{N} \sum_{n=1}^{N} f(n) e(-\theta n) \right| \leq \lim_{N \to \infty} \left| \frac{1}{N} \sum_{n=1}^{N} P(n) e(-\theta n) \right| + \varepsilon = \varepsilon. \]

Since \( \varepsilon > 0 \) was chosen arbitrarily, we conclude that \( \hat{f}(\theta) = 0 \). This shows that no irrational number \( \theta \) belongs to \( \sigma(f) \). \( \square \)

The next lemma is a consequence of Theorem 2.5 and establishes a connection between the distance function \( \mathbb{D} \), defined in Subsection 2.1, and the Besicovitch seminorm \( \| \cdot \|_B \).

**Lemma 2.9.** Suppose \( f \in \mathcal{M} \). Then \( \|f\|_B = 0 \) if and only if \( \mathbb{D}(|f|, 1) = \infty \).

**Proof.** First, observe that \( \|f\|_B = 0 \) if and only if the mean value of the multiplicative function \( |f| \) is zero, i.e., \( M(|f|) = 0 \). In view of Theorem 2.5, the mean value of \( |f| \) is zero if and only if \( |f| \) satisfies either condition (ii) or condition (iii) of the theorem. Since

\[ 1 - |f(p)| \cos(\log(p)) \geq \min(1, 1 - \cos(\log(p))), \quad \forall p \in \mathbb{P}, \]

and \( \mathbb{D}(1, n^t) = \infty \) for all \( t \neq 0 \) (cf. Lemma 2.2), it follows that \( \mathbb{D}(|f|, n^t) = \infty \) for all \( t \neq 0 \). Therefore \( |f| \) cannot satisfy condition (ii) of Theorem 2.5. Hence \( M(|f|) = 0 \) if and only if \( f \)
satisfies condition (iii) of Theorem 2.5. Finally, observe that $|f|$ satisfies condition (iii) if and only if $\|f, 1\| = 0$.

In [8, 7] Daboussi and Delange give necessary and sufficient conditions for a bounded multiplicative function to be Besicovitch almost periodic:

**Theorem 2.10** ([8, Theorem 6]). A function $f \in \mathcal{M}$ is Besicovitch almost periodic if and only if either $\|f\|_B = 0$ or there exists a Dirichlet character $\chi$ such that $\sum_{p \in \mathbb{P}} \frac{1}{p}(1 - f(p)\chi(p))$ converges.\footnote{Actually, Daboussi and Delange prove their theorem for the larger class of multiplicative functions satisfying $\sum_{n \leq x} |f(n)|^2 = O(x)$.}

From Theorem 2.10 we obtain the following corollary.

**Corollary 2.11.** Let $f \in \mathcal{M}$. The following are equivalent:

(i) $f$ is Besicovitch almost periodic;

(ii) $f$ is Besicovitch rationally almost periodic;

(iii) either $\|f\|_B = 0$ or there exists a Dirichlet character $\chi$ such that $\sum_{p \in \mathbb{P}} \frac{1}{p}(1 - f(p)\chi(p))$ converges.

**Proof.** The equivalence of (ii) and (iii) is given by Theorem 2.10. Also, the fact that (ii) implies (i) is obvious. It thus remains to show that (i) implies (ii). However, from Theorem 2.6 we deduce that any multiplicative function $f$ has rational spectrum, which, in view of Corollary 2.8, implies that $f$ is Besicovitch rationally almost periodic.

**Remark 2.12.** We claim that any bounded multiplicative function $f$ taking values in $[0, \infty)$ is Besicovitch rationally almost periodic.

Let us first prove the claim for the special case when $0 \leq f(n) \leq 1$ for all $n \in \mathbb{N}$. If $\|f\|_B = 0$ then $f$ is Besicovitch rationally almost periodic for trivial reasons; it thus suffices to verify the claim for $f$ with $\|f\|_B > 0$. In view of Lemma 2.9 it follows from $\|f\|_B > 0$ that $\mathbb{D}(f, 1) < \infty$. Since $f$ only takes values in the interval $[0, 1]$, the assertion $\mathbb{D}(f, 1) < \infty$ is equivalent to the fact that the series $\sum_{p \in \mathbb{P}} \frac{1}{p}(1 - f(p))$ converges. Therefore, using (iii) $\Rightarrow$ (ii) of Corollary 2.11, we conclude that $f$ is Besicovitch rationally almost periodic.

Next, assume $f$ takes values in $[0, b)$ for some $b \geq 1$. Define two new multiplicative functions $g$ and $h$ via

$$
g(p^k) := \begin{cases} f(p^k), & \text{if } f(p^k) \leq 1 \\ 1, & \text{if } f(p^k) > 1 \end{cases} \quad \text{and} \quad h(p^k) := \begin{cases} 1, & \text{if } f(p^k) \leq 1 \\ f(p^k), & \text{if } f(p^k) > 1. \end{cases}
$$

Clearly, $f(n) = g(n)h(n)$ for all $n \in \mathbb{N}$. Moreover, $g$ and $\frac{1}{n}$ are multiplicative functions taking values in $[0, 1]$. It follows from the previous paragraph that both $g$ and $\frac{1}{n}$ are Besicovitch rationally almost periodic. Since $\frac{1}{n}$ is Besicovitch rationally almost periodic, for every $\varepsilon > 0$ there exists a periodic function $P$ with $\|\frac{1}{n} - P\|_B \leq \varepsilon$. Since $\frac{1}{n} \leq \frac{1}{n(n)} \leq 1$, we can assume without loss of generality that $\frac{1}{n} \leq P(n) \leq 1$. It is then straightforward to show that $\|h - \frac{1}{P}\|_B \leq b^2\varepsilon$, which proves that $h$ is also Besicovitch rationally almost periodic. Finally, observe that $f$, as a product of two Besicovitch rationally almost periodic functions, is itself Besicovitch rationally almost periodic.

### 2.4. Ruzsa’s Theorem and Some of its Corollaries

In this short section we formulate a theorem of Ruzsa that shows that the density of a level set of a multiplicative function always exists and which gives necessary and sufficient conditions...
for this density to be positive. We also derive additional corollaries from this theorem which will be used in the latter sections of this paper.

Let \( r \in \mathbb{N} \). A function \( \tilde{f} = (f_1, \ldots, f_r) : \mathbb{N} \to \mathbb{C}^r \) is called \textit{multiplicative} if each of its coordinate components \( f_i : \mathbb{N} \to \mathbb{C} \) is a multiplicative function. We say that a point \( \tilde{z} \in \mathbb{C}^r \) is a \textit{concentration point} for a multiplicative function \( \tilde{f} : \mathbb{N} \to \mathbb{C}^r \) if the set \( P := \{ p \in \mathbb{P} : \tilde{f}(p) = \tilde{z} \} \) satisfies \( \sum_{p \in P} \frac{1}{p} = \infty \). In the following, we denote by \( \text{im}(\tilde{f}) \) the image of \( \tilde{f} \) and, for \( \tilde{z} \in \text{im}(\tilde{f}) \), we use \( E(\tilde{f}, \tilde{z}) := \{ n \in \mathbb{N} : \tilde{f}(n) = \tilde{z} \} \) to denote level sets of \( \tilde{f} \).

**Definition 2.13** (cf. [22, Definition 3.8]). Assume that a multiplicative function \( \tilde{f} : \mathbb{N} \to (\mathbb{C}\setminus\{0\})^r \) possesses at least one concentration point \( \tilde{z} = (z_1, \ldots, z_r) \). The subgroup \( G \) of the multiplicative group \( ((\mathbb{C}\setminus\{0\})^r, \cdot) \) generated by all concentration points of \( \tilde{f} \) is called the \textit{concentration group} of \( \tilde{f} \).

**Theorem 2.14** (cf. [22, Theorem 3.10]). Let \( \tilde{f} : \mathbb{N} \to (\mathbb{C}\setminus\{0\})^r \) be a multiplicative function.

1. Assume that \( \tilde{f} \) satisfies the following three conditions:
   \( \begin{align*}
   & (a) \ \tilde{f} \text{ has at least one concentration point}, \\
   & (b) \ \text{the concentration group } G \text{ of } \tilde{f} \text{ is finite, and} \\
   & (c) \ \sum_{p \in P, p \notin G} \frac{1}{p} < \infty.
   \end{align*} \)

   Then \( d(E(\tilde{f}, \tilde{z})) \) exists and is strictly positive for all \( \tilde{z} \in \text{im}(\tilde{f}) \). Moreover,

   \[ \sum_{\tilde{z} \in \text{im}(\tilde{f})} d(E(\tilde{f}, \tilde{z})) = 1. \]

2. If \( \tilde{f} \) does not satisfy (at least) one of the conditions (a), (b) or (c) in part (1), then \( d(E(\tilde{f}, \tilde{z})) = 0 \) for all \( \tilde{z} \in \text{im}(\tilde{f}) \).

Although we formulated Theorem 2.14 for arbitrary \( r \in \mathbb{N} \), we will mostly deal with the special case \( r = 1 \); the only exception is the proof of Lemma 4.8 below, where we also need the case \( r = 2 \).

**Corollary 2.15** (cf. [22, Corollary 1.6 and the subsequent remark]). For any multiplicative function \( f : \mathbb{N} \to \mathbb{C} \) and any \( z \in \mathbb{C} \) the density of \( E(f, z) \) exists.

**Definition 2.16** (cf. [22, Definition 3.9]). A multiplicative function \( \tilde{f} : \mathbb{N} \to (\mathbb{C}\setminus\{0\})^r \) is called \textit{concentrated} if it satisfies conditions (a), (b) and (c) in part (1) of Theorem 2.14.

**Corollary 2.17.** Let \( f : \mathbb{N} \to \mathbb{C} \) be a multiplicative function and \( z \in \mathbb{C}\setminus\{0\} \). If \( d(E(f, z)) > 0 \) then there exists a concentrated multiplicative function \( g : \mathbb{N} \to \mathbb{C}\setminus\{0\} \) such that

\[ E(f, z) = E(g, z). \]

Moreover, the set \( P := \{ p \in \mathbb{P} : f(p) \neq g(p) \} \) satisfies \( \sum_{p \in P} \frac{1}{p} < \infty \).

**Proof.** Define \( J := \text{im}(f)\setminus\{0\} \). Since \( J \) is a countable subset of \( \mathbb{C}\setminus\{0\} \), there exists \( y \in \mathbb{C}\setminus\{0\} \) such that \( (y^n \cdot J) \cap J = \emptyset \) for all \( n \in \mathbb{N} \). We define a new multiplicative function \( g \) as

\[ g(p^k) := \begin{cases} f(p^k), & \text{if } f(p^k) \neq 0, \\ y, & \text{if } f(p^k) = 0, \end{cases} \quad \forall k \in \mathbb{N}, \forall p \in \mathbb{P}. \]

It follows from \( (y^n \cdot J) \cap J = \emptyset \) that \( E(f, z') = E(g, z') \) for all \( z' \in J \), so, in particular \( E(f, z) = E(g, z) \). Since \( g(n) \neq 0 \) for all \( n \in \mathbb{N} \), we can apply Theorem 2.14 and deduce that \( g \) must satisfy conditions (a), (b) and (c) in part (1) of Theorem 2.14.

Note that \( ||f||_B > 0 \), because \( z \neq 0 \) and \( d(E(f, z)) > 0 \). Therefore, by Lemma 2.9, we conclude that \( P' = \{ p \in \mathbb{P} : f(p) = 0 \} \) satisfies \( \sum_{p \in P'} \frac{1}{p} < \infty \). Finally, note that \( f(p) \neq g(p) \)
Remark 2.18. Consider \( \tilde{f} : N \rightarrow (\mathbb{C}\setminus\{0\})^r \). Notice that, by Theorem 2.14, if \( \tilde{f} \) is concentrated then \( d(E(\tilde{f}, \tilde{1})) > 0 \), because \( \tilde{1} \in \text{im}(\tilde{f}) \). Moreover, \( \tilde{f} \) is concentrated if and only if each of its coordinates \( f_i \) is concentrated.

2.5. Uniform functions

It follows from the work of Green and Tao \([20]\) and Green, Tao and Ziegler \([21]\) that the classical Möbius function \( \mu \) is a uniform function (see Definition 1.2). A more general result was obtained by Frantzikinakis and Host in \([14]\). In order to state their theorem, we need the following definition.

Definition 2.19. We call a multiplicative function \( f \) aperiodic if for all \( b \in \mathbb{N} \) and all \( r \in \{0,1,\ldots,b-1\} \) we have

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} f(bn+r) = 0.
\]

Theorem 2.20 (Theorem 2.4, \([14]\]). A multiplicative function \( f \in \mathcal{M} \) is uniform if and only if it is aperiodic.

In \([9,10]\), Delange gives a full characterization of all aperiodic functions in \( \mathcal{M} \):

Proposition 2.21. Let \( f \in \mathcal{M} \). Then \( f \) is aperiodic if and only if \( \mathbb{D}(f, \chi \cdot n^t) = \infty \) for each Dirichlet character \( \chi \) and \( t \in \mathbb{R} \).

Remark 2.22. It follows immediately from Proposition 2.21 and from the triangle inequality for \( \mathbb{D} \) (see Remark 2.1) that if \( f, g \in \mathcal{M} \) satisfy \( \mathbb{D}(f, g) < \infty \) then \( f \) is aperiodic if and only if \( g \) is aperiodic. Using Theorem 2.20 we can replace “aperiodic” with “uniform”. Hence, we get that if \( f, g \in \mathcal{M} \) satisfy \( \mathbb{D}(f, g) < \infty \) then \( f \) is uniform if and only if \( g \) is uniform.

Proposition 2.23. Suppose \( f : N \to \mathbb{C} \) is bounded.

(a) If \( f_n \) is uniform and \( f_n \to f \) in \( \| \cdot \|_B \), then \( f \) is uniform.

(b) If \( f \) is uniform, \( q \in \mathbb{N} \) and \( r \in \{0,1,\ldots,q-1\} \) then \( f \cdot 1_q n+r \) is uniform.

(c) If \( f \) is uniform and if \( g \) is Besicovitch rationally almost periodic, then \( h := f \cdot g \) is uniform.

(d) If \( f \) is uniform and \( t \in \mathbb{N} \) then \( h(n) := f(tn) \) is uniform.

Proof. To prove part (a) it suffices to show that for all \( f : N \to \mathbb{C} \) bounded in modulus by 1 we have

\[
\|f_N\|_{U^{s+1}[N]}^{2s+1} \leq \frac{1}{N} \sum_{n=1}^{N} |f(n)|. \tag{7}
\]

We prove (7) by induction on \( s \). For \( s = 1 \) the inequality in (7) follows immediately from the definition of the \( U^1 \)-norm (see Definition 1.2). Thus, assume (7) has already been proven for \( s \geq 1 \). Then,

\[
\|f\|_{U^{s+1}[N]}^{2s+1} = \frac{1}{N} \sum_{h=1}^{N} \left\| f_N T^h \right\|_{U^s[N]}^{2^s} \leq \frac{1}{N} \sum_{h=1}^{N} \frac{1}{N} \sum_{n=1}^{N} |f_N(n)f_N(n+h)| \leq \frac{1}{N} \sum_{n=1}^{N} |f_N(n)|.
\]

Part (b) follows directly from the inverse conjecture for the Gowers seminorms (see \([21]\) or \([23\text{, Theorem 1.6.12 and Theorem 1.6.14}]\)).
For the proof of part (c) observe that it follows from part (b) and the triangle inequality for $\| \cdot \|_{U^*(N)}$ that for any uniform $f$ and any $g$ that is a finite linear combination of functions of the form $1_{qN+r}$, $q \in \mathbb{N}$ and $r \in \{0, 1, \ldots, q - 1\}$, the product $f \cdot g$ is uniform. Since any Besicovitch rationally almost periodic function can be approximated in the $\| \cdot \|_B$-seminorm by finite linear combinations of functions of the form $1_{qN+r}$, it follows from part (a) that for any uniform $f$ and any Besicovitch rationally almost periodic $g$ the function $h = f \cdot g$ is uniform.

Finally, for part (d), one can easily show by induction that

$$\|f(tn)\|_{U^*[N]}^{2+1} \leq t^{2+1} \|f \cdot 1_{Nt}\|_{U^*[N]}^{2+1} + o(N)$$

and hence the claim follows from part (b).

\[\square\]

3. The Dichotomy Theorem for $\mathcal{M}_0$

In this section we discuss some equivalent characterizations of $\mathcal{M}_0$ and give a proof of Theorem 1.3.

3.1. Equivalent Characterizations of $\mathcal{M}_0$

The following subclass of $\mathcal{M}$ was introduced in Section 1:

$$\mathcal{M}_0 = \left\{ f \in \mathcal{M} : \lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} f(qn + r) \text{ exists for all } q, r \in \mathbb{N} \right\}.$$ 

The next proposition offers an alternative characterizations of functions in $\mathcal{M}_0$. The result must be well-known to aficionados; we provide an elementary proof in the Appendix.

**Proposition 3.1.** Let $f \in \mathcal{M}$. Then $f \in \mathcal{M}_0$ if and only if for all Dirichlet characters $\chi$ the mean value $M(\chi \cdot f)$ exists.

**Remark 3.2.** Let $f \in \mathcal{M}_0$ and let $\chi$ be a Dirichlet character. We claim the series $\sum_{p \in \mathbb{P}} \frac{1}{p} (1 - f(p)\chi(p))$ converges if and only if $\mathbb{D}(f, \chi) < \infty$. To prove this claim it suffices to prove that $\mathbb{D}(f, \chi) < \infty$ implies $\sum_{p \in \mathbb{P}} \frac{1}{p} (1 - f(p)\chi(p))$ converges, as the other direction is obvious. Let $q$ denote a modulus of $\chi$. If $q$ is even, then we set $\chi' := \chi$ and if $q$ is odd then we set $\chi' := \chi \cdot \chi_1$, where $\chi_1$ denotes the principal character of modulus $2q$ (cf. (4)). Since $f \in \mathcal{M}_0$, by Proposition 3.1, the function $f \cdot \chi'$ has a mean. Therefore $f \cdot \chi'$ satisfies either (i), (ii) or (iii) of Theorem 2.5. However, $f \cdot \chi'$ cannot satisfy (ii) because $\chi'$ has even modulus and hence $\chi'(2^k) = 0$ for all $k$. Also, $\chi'(p) = \chi(p)$ for all but finitely many primes $p$ and therefore $\mathbb{D}(f, \chi) < \infty$ implies $\mathbb{D}(f, \chi') < \infty$. This implies that $f \cdot \chi'$ cannot satisfy (iii), because $\mathbb{D}(f, \chi', 1) = \mathbb{D}(f, \chi') < \infty$. Therefore $f \cdot \chi'$ must satisfy (i) of Theorem 2.5, from which it follows that $\sum_{p \in \mathbb{P}} \frac{1}{p} (1 - f(p)\chi(p))$ converges.

Using the above observation we can now replace condition (iii) in Corollary 2.11 for functions $f \in \mathcal{M}_0$ with a slightly simpler condition (see (iii)$'$ below):

**Corollary 3.3.** Let $f \in \mathcal{M}_0$. Then the following conditions are equivalent:

(i) $f$ is Besicovitch almost periodic;
(ii) $f$ is Besicovitch rationally almost periodic;
(iii)$'$ either $\|f\|_B = 0$ or there exists a Dirichlet character $\chi$ such that $\mathbb{D}(f, \chi) < \infty$ (in other words, $f$ pretends to be a Dirichlet character).

**Proposition 3.4.** Let $f, g \in \mathcal{M}_0$ and suppose $\mathbb{D}(f, g) < \infty$. Then $f$ is Besicovitch rationally almost periodic if and only if $g$ is.
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Proof. Suppose \( f \) is Besicovitch rationally almost periodic. We distinguish two cases, the case \( \|f\|_B = 0 \) and the case \( \|f\|_B > 0 \).

If \( \|f\|_B = 0 \) then, by Lemma 2.9, we have \( \mathbb{D}(|f|, 1) = \infty \). It follows from part (4) of Remark 2.1 that \( \mathbb{D}(|f|, |g|) < \infty \) and therefore, using the triangle inequality for \( \mathbb{D}(. , .) \), we get \( \mathbb{D}(|g|, 1) = \infty \). Another application of Lemma 2.9 shows that \( \|g\|_B = 0 \). Since any function with \( \|g\|_B = 0 \) is trivially Besicovitch rationally almost periodic, this concludes the first case.

Now assume \( \|f\|_B > 0 \). Then, by Theorem 2.10, there exists a Dirichlet character \( \chi \) such that \( \sum_{p \in P} \frac{1}{p} (1 - f(p)\chi(p)) \) converges. This implies that \( \mathbb{D}(f, \chi) < \infty \) and, combined with \( \mathbb{D}(g, \chi) < \infty \) and the triangle inequality for \( \mathbb{D}(., .) \), we obtain \( \mathbb{D}(g, \chi) < \infty \). Since \( g \in M_0 \), we can now use (iii) from Corollary 3.3 to deduce that \( g \) is Besicovitch almost periodic. \( \square \)

### 3.2. Proof of Theorem 1.3

In this subsection we provide a proof of the dichotomy theorem for \( M_0 \). The proof is rather short and follows from the results established in the previous subsection and in [7, 8, 9, 14] (see Theorem 2.20 and Proposition 2.21).

**Lemma 3.5.** Suppose \( f \in M_0 \). Then for any Dirichlet character \( \chi \) and any \( t \in \mathbb{R} \setminus \{0\} \) one has \( \mathbb{D}(f, \chi \cdot n^{it}) = \infty \).

**Proof.** Suppose there exist a Dirichlet character \( \chi \) and some \( t \in \mathbb{R} \setminus \{0\} \) such that \( \mathbb{D}(f, \chi \cdot n^{it}) < \infty \). Let \( q \) denote a modulus of \( \chi \). If \( q \) is even, then we set \( \chi' := \chi \) and if \( q \) is odd then we set \( \chi' := \chi \cdot \chi_1 \), where \( \chi_1 \) denotes the principal character of modulus \( 2q \).

We now use an argument that has already appeared in Remark 3.2. Since \( f \in M_0 \), by Proposition 3.1, the mean of the function \( f \cdot \chi' \) exists. This means that \( f \cdot \chi' \) satisfies either (i), (ii) or (iii) of Theorem 2.5. However, \( f \cdot \chi' \) cannot satisfy (ii) because \( \chi' \) has even modulus and hence \( \chi'(2^k) = 0 \) for all \( k \). Since \( \chi'(p) = \chi(p) \) for all but finitely many primes \( p \), we deduce from \( \mathbb{D}(f, \chi \cdot n^{it}) < \infty \) that \( \mathbb{D}(f \cdot \chi', n^{it}) < \infty \). It follows that \( f \cdot \chi' \) cannot satisfy (iii). Finally, \( \mathbb{D}(f \cdot \chi', 1) = \infty \) and therefore \( f \cdot \chi' \) cannot satisfy (i) of Theorem 2.5; we have arrived at a contradiction. \( \square \)

**Proof of Theorem 1.3.** Let \( f \in M_0 \) be arbitrary. If \( \mathbb{D}(f, \chi \cdot n^{it}) = \infty \) for all \( t \in \mathbb{R} \) and all Dirichlet characters \( \chi \) then we deduce from Proposition 2.21 that \( f \) is aperiodic and therefore, in view of Theorem 2.20, \( f \) is a uniform function. If, on the other hand, \( \mathbb{D}(f, \chi \cdot n^{it}) < \infty \) for some \( t \in \mathbb{R} \) and some Dirichlet characters \( \chi \), then we first apply Lemma 3.5 to deduce that \( t = 0 \) and hence \( \mathbb{D}(f, \chi) < \infty \) and thereafter, using Proposition 3.4, we conclude that \( f \) is Besicovitch rationally almost periodic because \( \chi \) is periodic. \( \square \)

### 4. The Structure Theorem for \( \mathcal{D} \)

The goal of this section is to give a proof of Theorem A. In Subsection 4.1 we discuss in some detail relatively uniform sets. Subsection 4.2 is devoted to the proof of Theorem A for the special case of level sets of concentrated multiplicative functions. Finally, in Subsection 4.3 we establish Theorem A in full generality by reducing it to the special case established in Subsection 4.2.

#### 4.1. Relative uniformity

In this subsection we provide additional examples of relatively uniform sets and prove a technical lemma which will be needed in the subsequent subsections.
We start with recalling the definition of relative uniformity of sets. Given sets $E, R \subset \mathbb{N}$ we say $E$ is uniform relative to $R$ if $E \subset R$, $d(E)$ and $d(R)$ exist and the function $d(R)1_E - d(E)1_R$ is uniform, i.e. $\|d(R)1_E - d(E)1_R\|_{U(\mathbb{N})}$ goes to zero as $N \to \infty$ for all $s \geq 1$.

In Example 1.6 we have already seen a natural example of sets $E$ and $R$ such that $E$ is uniform relative to $R$, namely $E = \{n \in \mathbb{N} : \mu(n) = 1\}$ and $R = Q$ (where $Q$ denotes the set of squarefree numbers). We list below some additional examples illustrating relative uniformity.

**Example 4.1.**

Ex.4.1.1: Let $R \subset \mathbb{N}$ be an arbitrary set whose density $d(R)$ exists and is positive. Let $(X_n)_{n \in R}$ be a sequence of $\{0,1\}$-valued independently and identically distributed random variables such that $X_n$ takes on the value 1 with probability $\frac{1}{2}$ and the value 0 with probability $\frac{1}{2}$. It is then straightforward to show (using Hoeffding’s inequality) that almost surely the set $E := \{n \in R : X_n = 1\}$ is uniform relative to $R$.

Ex.4.1.2: Let $\xi \in [0,1)$ and let $J$ be a Jordan measurable subset of the circle $S^1 := \{w \in \mathbb{C} : |w| = 1\}$. It was shown in [15] that the set $\{n \in \mathbb{N} : \lambda_\xi(n) \in J\}$ is uniform. It thus follows from Lemma 4.2 below that the set $E = \{n \in \mathbb{N} : \mu_\xi(n) \in J\}$ is uniform relative to the squarefree numbers $Q$, because $Q$ is a rational set and $E = \{n \in \mathbb{N} : \lambda_\xi(n) \in J\} \cap Q$.

One can show that if sets $E, R, V \subset \mathbb{N}$ are such that $V$ is rational (see Definition 1.7) and $E$ is uniform relative to $R$ then $E \cap V$ is uniform relative to $R \cap V$; in fact we have the following slightly stronger result.

**Lemma 4.2.** Suppose $E \subset R \subset \mathbb{N}$ are sets such that $d(E)$ and $d(R)$ exist and suppose $d(R)1_E - d(E)1_R$ is uniform. Let $t \in \mathbb{N}$, let $V \subset \mathbb{N}$ be any rational set and define $E' := tE \cap V$ and $R' := tR \cap V$. If $d(R')$ exists, then $d(E')$ exists and satisfies the equation

$$d(E)d(R') = d(R)d(E')$$

and the function $d(R')1_{E'} - d(E')1_{R'}$ is uniform.

**Proof.** If $d(R) = 0$ then $d(E) = d(E') = d(R') = 0$ and hence there is nothing to show. Let us therefore assume that $d(R) > 0$. Since $d(R)1_E - d(E)1_R$ is uniform, it follows from Proposition 2.23 part (d) that the function $d(R)1_E - d(E)1_R$ is uniform. Then, using Proposition 2.23 part (c), it follows that $(d(R)1_E - d(E)1_R) \cdot 1_V = d(R)1_E - d(E)1_R$ is uniform as well. By definition, any uniform function has zero mean. From this we immediately obtain the identity $d(E)d(R') = d(R)d(E')$ whenever $d(R')$ exists. Using this identity and multiplying the function $d(R)1_{E'} - d(E)1_{R'}$ by the constant $d(R')/d(R)$ we obtain the function $d(R')1_{E'} - d(E')1_{R'}$. This shows that $d(R')1_{E'} - d(E')1_{R'}$ is also uniform.

### 4.2. A PROOF OF THEOREM A FOR THE SPECIAL CASE OF CONCENTRATED MULTIPLICATIVE FUNCTIONS

Let $f : \mathbb{N} \to \mathbb{C}\{0\}$ be a concentrated multiplicative function (see Definition 2.16) and let $G$ denote its concentration group. Clearly, $z^{|G|} = 1$ for all $z \in G$. Let us consider all pairs $(k, \chi)$, where $k \in \mathbb{N}$ and $\chi$ is a Dirichlet character, such that

$$\mathbb{D}(f^k, \chi) < \infty.$$  

(9)

There is at least one such pair $(k, \chi)$, because we can pick $k = |G|$ and $\chi$ to be the principal character of modulus 1 (i.e. $\chi(n) = 1$ for all $n \in \mathbb{N}$). This leads to the following definition.

**Definition 4.3.** Given a concentrated multiplicative function $f$ with concentration group $G$
let \( k_G \) denote the smallest positive integer such that for some Dirichlet character \( \chi_G \) equation (9) is satisfied.

The next theorem is a version of Theorem A for concentrated multiplicative functions and constitutes the main result of this subsection. In Subsection 4.3 we will show how Theorem A can be derived in its full generality from this special case.

**Theorem 4.4.** Let \( g \) be a concentrated multiplicative function with concentration group \( G \) and let \( k_G \) be as in Definition 4.3. Then \( g^{k_G} \) is Besicovitch rationally almost periodic and for every \( z \in \mathbb{C}\setminus\{0\} \) the set \( E_g := E(g, z) \) is uniform relative to \( R_g := E(g^{k_G}, z^{k_G}) \).

For the proof of Theorem 4.4 we need three lemmas.

**Lemma 4.5.** Let \( p \in \mathbb{P} \) and let \( k, m \in \mathbb{N} \) and let \( c \geq 1 \). Let \( f \) and \( g \) be multiplicative functions and suppose \( f(q^f) = g(q^f) \) for all pairs \( (q, f) \in \mathbb{P} \times \mathbb{N} \) with \( (q, f) \neq (p, k) \). Assume \( f^{m} \) is Besicovitch rationally almost periodic and for every \( z \in \mathbb{C}\setminus\{0\} \) the set \( E_f := E(f, z) \) is uniform relative to \( R_f := E(f^{m}, z^{m}) \) and \( cd(E_f) = d(R_f) \). Then \( g^{m} \) is Besicovitch rationally almost periodic and for every \( z \in \mathbb{C}\setminus\{0\} \) the set \( E_g := E(g, z) \) is uniform relative to \( R_g := E(g^{m}, z^{m}) \) and \( cd(E_g) = d(R_g) \).

**Proof.** Let \( z \in \mathbb{C}\setminus\{0\} \) be arbitrary. Let

\[
T := \{n \in \mathbb{N} : n = s \cdot p^k \text{ for some } s \in \mathbb{N} \text{ with } \gcd(s, p) = 1\}
\]

\[
= \bigcup_{a=1}^{p-1} p^k((p^{\mathbb{N}} \cup \{0\}) + a)
\]

and

\[
S := \mathbb{N}\setminus T.
\]

Note that \( S \) is a multiplicative set. Clearly,

\[
E_g \cap S = E_f \cap S \quad \text{and} \quad R_g \cap S = R_f \cap S.
\]

Define

\[
E_f' := \begin{cases} 
\{n \in \mathbb{N} : f(n) = \frac{z f(p^k)}{g(p^k)}\}, & \text{if } g(p^k) \neq 0; \\
\emptyset, & \text{if } g(p^k) = 0
\end{cases}
\]

and

\[
R_f' := \begin{cases} 
\{n \in \mathbb{N} : f^{m}(n) = \left(\frac{z f(p^k)}{g(p^k)}\right)^m\}, & \text{if } g(p^k) \neq 0; \\
\emptyset, & \text{if } g(p^k) = 0
\end{cases}
\]

If \( g(p^k) \neq 0 \) then, by assumption, \( E_f' \) is uniform relative to \( R_f' \) and \( cd(E_f') = d(R_f') \). On the other hand, if \( g(p^k) = 0 \) then \( E_f' = R_f' = \emptyset \) and hence it is trivially satisfied that \( E_f' \) is uniform relative to \( R_f' \) and \( cd(E_f') = d(R_f') \).

Let \( n \in T \) be arbitrary and write \( n = s \cdot p^k \) with \( \gcd(p, s) = 1 \). If \( g(p^k) \neq 0 \) then

\[
g(n) = z \iff g(s) = \frac{z}{g(p^k)} \iff f(s) = \frac{z}{g(p^k)} \iff f(n) = \frac{z f(p^k)}{g(p^k)}.
\]

If \( g(p^k) = 0 \) then \( g(n) = z \) holds for no \( n \in T \), because \( z \neq 0 \). This proves that

\[
E_g \cap T = E_f' \cap T.
\]
An analogous calculation shows that

\[ R_g \cap T = R'_f \cap T. \]  \hspace{1cm} (14)

Combining (12), (13) and (14) we obtain

\[ E_g = \left( E_f \cap S \right) \cup \left( E'_f \cap T \right), \]  \hspace{1cm} (15)
\[ R_g = \left( R_f \cap S \right) \cup \left( R'_f \cap T \right). \]  \hspace{1cm} (16)

Our goal is to show that the function \( d(R_g)1_{E_g} - d(E_g)1_{R_g} \) is uniform. It follows from Corollary 2.15 that the density of \( R_g \) exists. If \( d(R_g) = 0 \) then the \( \| \cdot \|_B \)-norm of \( d(R_g)1_{E_g} - d(E_g)1_{R_g} \) equals 0 and hence this function is uniform for trivial reasons. We can therefore assume without loss of generality that \( d(R_g) > 0 \).

Since \( 1_S \) is a \( \{0,1\} \)-valued multiplicative function, we deduce from Remark 2.12 that \( S \) is a rational set. Moreover, \( R_f \cap S = \{ n \in \mathbb{N} : f^{\text{tr}}(n)1_S(n) = z^m \} \) and therefore the density \( d(R_f \cap S) \) exists by Corollary 2.15. Similarly \( d(E_f \cap S) \) exists. Now, by (12) and Lemma 4.2 (applied to \( E_f \subset R_f \) and \( S \)), we obtain that the function

\[ d(R_g \cap S)1_{E_f \cap S} - d(E_g \cap S)1_{R_g \cap S} = \frac{d(R_g \cap S)}{d(R_g)} \left( d(R_g)1_{E_f \cap S} - d(E_g)1_{R_g \cap S} \right) \]

is uniform. From this we conclude that

\[ \left( d(R_g)1_{E_f} - d(E_g)1_{R_f} \right) \cdot 1_S \]  \hspace{1cm} (17)

is also uniform. Also, from (8) and \( d(R_f) = cd(E_f) \) we get \( d(R_f \cap S) = cd(E_f \cap S) \).

Analogous to the way we proved that \( d(R_f \cap S) \) exists, one can show that \( d(R'_f \cap S) \) exists. It follows that \( d(R'_f \cap T) = d(R'_f \setminus (R'_f \cap S)) = d(R'_f) - d(R'_f \setminus S) \) also exists. Additionally, since \( S \) is rational, the set \( \mathbb{N} \setminus S = T \) is rational. Using the fact that \( E'_f \) is uniform relative to \( R'_f \) together with (13), (14) and Lemma 4.2 (applied to \( E'_f \subset R'_f \) and \( T \)) we deduce that \( d(E'_f \cap T) \) exists and that

\[ \left( d(R_g)1_{E'_f} - d(E_g)1_{R'_f} \right) \cdot 1_T \]  \hspace{1cm} (18)

is uniform. From (8) and \( d(R'_f) = cd(E'_f) \) we obtain \( d(R'_f \cap T) = cd(E'_f \cap T) \).

Since the sum of two uniform functions remains uniform (due to the triangle inequality for \( \| \cdot \|_{U_{\text{tr}}} \)), we conclude by taking the sum of (17) and (18) and utilizing (15) and (16) that \( d(R_g)1_{E_g} - d(E_g)1_{R_g} \) is uniform. Moreover, combining \( d(R'_f \cap T) = cd(E'_f \cap T) \) and \( d(R_f \cap S) = cd(E_f \cap S) \) with (15) and (16) we obtain \( cd(E_g) = d(R_g) \).

It is straightforward to show that if \( h \) is a Besicovitch rationally almost periodic function then for any \( q \in \mathbb{N} \) so is

\[ h_0(n) := \begin{cases} h \left( \frac{n}{q} \right), & \text{if } q \mid n \\ 0, & \text{otherwise.} \end{cases} \]

In particular, the function

\[ h_1(n) := \begin{cases} f^m \left( \frac{n}{p^k} \right), & \text{if } p^k \mid n \\ 0, & \text{otherwise} \end{cases} \]

is Besicovitch rationally almost periodic. Since \( S \) and \( T \) are rational sets, it follows that the
functions $f^m \cdot 1_S$ and $h_1 \cdot 1_T$ are Besicovitch rationally almost periodic. Note that any $n \in T$ satisfies $p^k | n$. Hence,

$$h_3(n) := g^m(p^k)h_1 \cdot 1_T = \begin{cases} g^m(p^k)f^m\left(\frac{n}{p^k}\right), & \text{if } n \in T; \\ 0, & \text{otherwise}, \end{cases}$$

is Besicovitch rationally almost periodic. Therefore $g^m = f^m \cdot 1_S + h_3$ is Besicovitch rationally almost periodic. □

**Lemma 4.6.** Let $P \subset \mathbb{P}$ with $\sum_{p \in \mathbb{P}} \frac{1}{p} < \infty$ and let $m \in \mathbb{N}$ and $c \geq 1$. Let $f$ and $g$ be multiplicative functions and suppose $f(p) = g(p)$ for all $p \in \mathbb{P} \setminus P$. Assume $f^m$ is Besicovitch rationally almost periodic and for every $z \in \mathbb{C} \setminus \{0\}$ the set $E_f := E(f, z)$ is uniform relative to $R_f := E(f^m, z^m)$ and $\text{cd}(E_f) = d(R_f)$. Then $g^m$ is Besicovitch rationally almost periodic and for every $z \in \mathbb{C} \setminus \{0\}$ the set $E_g := E(g, z)$ is uniform relative to $R_g := E(g^m, z^m)$.

**Proof.** Let $\Omega := \{(p, k) \in \mathbb{P} \times \mathbb{N} : f(p^k) \not\equiv g(p^k)\}$. Note that $\Omega$ can be turned into a linearly ordered set $(\Omega, \prec)$ using the relation

$$(p, k) \prec (q, \ell) \iff p^k < q^\ell.$$ 

Let $(p_1, k_1) \prec (p_2, k_2) \prec \ldots$ be an enumeration of $\Omega$.

We now define inductively a sequences of multiplicative functions $f_0, f_1, f_2, \ldots$ as follows. First, we let $f_0 := f$; then we define

$$f_{i+1}(p^k) := \begin{cases} f_i(p^k), & \text{if } (p, k) \not\in (p_{i+1}, k_{i+1}); \\ g(p^k), & \text{otherwise}. \end{cases}$$

Note that for a fixed $n \in \mathbb{N}$ there exists $i_n$ such that $f_i(n) = g(n)$ for all $i \geq i_n$.

Since $\sum_{p \in \mathbb{P}} \frac{1}{p} < \infty$, it follows that

$$\sum_{(p, k) \in \Omega} \frac{1}{p} < \infty.$$

Also,

$$\bar{d}\left(\{n \in \mathbb{N} : g^m(n) \not\equiv f_i^m(n)\}\right) \leq \bar{d}\left(\{n \in \mathbb{N} : g(n) \not\equiv f_i(n)\}\right) \leq \bar{d}\left(\bigcup_{(p, k) \in \Omega} p^k\mathbb{N}\right) \leq \sum_{(p, k) \in \Omega} \frac{1}{p}. \tag{19}$$

It follows that $\lim_{i \to \infty} \|g - f_i\|_B = 0$ and $\lim_{i \to \infty} \|g^m - f_i^m\|_B = 0$.

Let $z \in \mathbb{C} \setminus \{0\}$ be arbitrary. Recall that, by assumption, $E_f$ is uniform relative to $R_f$. Define $E_{f_i} := E(f_i, z)$ and $R_{f_i} := E(f_i^m, z^m)$. It clearly follows from Lemma 4.5 and induction on $i$ that $f_i^m$ is Besicovitch almost periodic, $E_{f_i}$ is uniform relative to $R_{f_i}$ and $\text{cd}(E_{f_i}) = d(R_{f_i})$. Therefore, $g^m$ is Besicovitch almost periodic, because $\lim_{i \to \infty} \|g^m - f_i^m\|_B = 0$. We deduce from (19) that

$$\lim_{i \to \infty} \bar{d}(E_g \triangle E_{f_i}) = 0$$

and

$$\lim_{i \to \infty} \bar{d}(R_g \triangle R_{f_i}) = 0, \tag{20}$$

where $E_g := E(g, z)$ and $R_g := E(g^m, z^m)$. Hence

$$\left\|\left(d(R_g)1_{E_g} - d(E_g)1_{R_g}\right) - \left(d(R_{f_i})1_{E_{f_i}} - d(E_{f_i})1_{R_{f_i}}\right)\right\|_B \xrightarrow{i \to \infty} 0.$$
Finally, using part (a) of Proposition 2.23 we deduce that \( E_g \) is uniform relative to \( R_g \). This finishes the proof.

**Lemma 4.7.** Let \( m \in \mathbb{N} \), \( f \) a multiplicative function and \( \chi \) a Dirichlet character. Assume that \( f^j \) is aperiodic for all \( j \in \{1, 2, \ldots, m - 1\} \) and that \( f^m = \chi \). Let \( z \in \mathbb{C} \) and set \( E := E(f, z) \) and \( R := E(\chi, z^m) \). Then \( E \) is uniform relative to \( R \) and \( md(E) = d(R) \).

**Proof.** First, using Theorem 2.20, we deduce that for all \( j \in \{1, 2, \ldots, m - 1\} \) the function \( f^j \) is uniform. Also, note that the density of \( E \) and \( R \) exists, due to Corollary 2.15. It remains to show that the function

\[
    d(R) \frac{1}{E} - d(E) \frac{1}{R}
\]

is uniform.

If \( z = 0 \) then \( R = E \) (because \( f^m = \chi \)) and so the function \( d(R) \frac{1}{E} - d(E) \frac{1}{R} \) is constant 0 and hence uniform. We can therefore assume without loss of generality that \( z \neq 0 \).

By assumption, for any \( n \in R \) we have \( f^m(n) = \chi(n) = z^m \). Therefore, the number \( z^{-1}f(n) \) is an \( m \)-th root of unity for any \( n \in R \). It follows that for all \( n \in R \),

\[
    \frac{1}{m} \sum_{j=0}^{m-1} z^{-j}f^j(n) = \begin{cases} 
    1, & \text{if } f(n) = z; \\
    0, & \text{otherwise}.
\end{cases}
\]

So,

\[
    1_E = 1_R \cdot \left( \frac{1}{m} \sum_{j=0}^{m-1} z^{-j}f^j \right)
\]

and after rearranging we get

\[
    1_E - \frac{1}{m} 1_R = 1_R \cdot \left( \frac{1}{m} \sum_{j=1}^{m-1} z^{-j}f^j \right). \tag{22}
\]

Since \( 1_R \) is Besicovitch rationally almost periodic and \( f^j \) is uniform for \( j = 1, \ldots, m - 1 \), by Proposition 2.23 (c), we deduce that the right hand side of (22) is uniform. This implies that

\[
    1_E - \frac{1}{m} 1_R \tag{23}
\]

is uniform as well. Since any uniform function has zero mean, it follows that \( d(E)m = d(R) \) and so the function in (21) is a constant multiple of the function in (23) and hence also uniform.

**Proof of Theorem 4.4.** Let \( G \) denote the concentration group of \( g \) and let \( k_G \) and \( \chi_G \) be as in Definition 4.3. Define \( \Omega_G := \{(p, k) \in \mathbb{P} \times \mathbb{N} : g(p^k) \in G, \ g^{k_G}(p^k) = \chi_G(p^k)\} \). Since the pair \((k_G, \chi_G)\) satisfies (9), we have that \( \sum_{(p, k) \notin \Omega_G} \frac{1}{p} < \infty \).

Given \( (p, k) \notin \Omega_G \) let \( \xi_{(p,k)} \) be any complex number that satisfies \( \xi_{(p,k)}k_G(p^k) = \chi_G(p^k) \). Define a new multiplicative function \( f \) via

\[
    f(p^k) := \begin{cases} 
    g(p^k), & \text{if } (p, k) \in \Omega_G; \\
    \xi_{(p,k)}, & \text{otherwise}.
\end{cases}
\]
Note that $f$ satisfies the functional equation
\[ f^{kG} = \chi G. \]  
(24)

We claim that $\mathbb{D}(f^j, \chi \cdot n^{it}) = \infty$ for all $j \in \{1, 2, \ldots, k_G - 1\}$, for all $t \in \mathbb{R}$ and for all Dirichlet characters $\chi$. To verify this claim we have to distinguish between the case $t = 0$ and the case $t \in \mathbb{R} \setminus \{0\}$.

The case $t = 0$ follows from the minimality assumption on $k_G$: $\mathbb{D}(g^j, \chi) = \infty$ for each $j = 1, \ldots, k_G - 1$ and each Dirichlet character $\chi$. Since $\sum_{j \in \mathbb{P}} \frac{1}{p} < \infty$, it follows from the triangle inequality for $\mathbb{D}$ that $\mathbb{D}(f^j, \chi) = \infty$ for each $j = 1, \ldots, k_G - 1$ and each Dirichlet character $\chi$.

For the case $t \neq 0$ we give a proof by contradiction. Let us assume that there are $j \in \{1, \ldots, k_G\}$, a Dirichlet character $\chi$ and a number $t \in \mathbb{R} \setminus \{0\}$ such that $\mathbb{D}(f^j, \chi \cdot n^{it}) < \infty$. Using part (3) of Remark 2.1 it follows that also $\mathbb{D}(f^j|G|, \chi|G| \cdot n^{it|G|}) < \infty$. However, for all primes $p$ with $g(p) \in G$ we have that $g^j|G|(p) = f^j|G|(p) = 1$. Hence, $\mathbb{D}(f^j|G|, \chi|G| \cdot n^{it|G|}) < \infty$ implies $\mathbb{D}(\chi|G| \cdot n^{it|G|}) < \infty$. This contradicts the statement of Lemma 2.2.

Since $\mathbb{D}(f^j, \chi \cdot n^{it}) = \infty$ for all $j \in \{1, 2, \ldots, k_G - 1\}$, all $t \in \mathbb{R}$ and all Dirichlet characters $\chi$, it follows from Proposition 2.21 that $f^j$ is periodic. It therefore follows from Lemma 4.7 that for all $z \in \mathbb{C} \setminus \{0\}$ the set $E_f := E(f, z)$ is uniform relative to $R_f := E(\chi G, z^{kG})$ and $k_G dz(f) = d(R_f)$.

Finally, observe that $f$ and $g$ are two multiplicative functions that satisfy the conditions of Lemma 4.6 (with $c = m = k_G$), from which we conclude that $g^{k_G}$ is Besicovitch rationally almost periodic and for every $z \in \mathbb{C} \setminus \{0\}$ the set $E_g := E(g, z)$ is uniform relative to $R_g := E(g^{k_G}, z^{k_G})$.

\[ \square \]

### 4.3. A proof of Theorem A

In this subsection we give a proof of Theorem A. The proof is based on the idea that any multiplicative function $f$ either behaves like a concentrated multiplicative function, in which case Theorem A can be derived from Theorem 4.4, or all sets of the form $E := \{n \in \mathbb{N} : f(n) = z\}$ with $z \neq 0$ have zero density. This only leaves the case $z = 0$, which can be taken care of by using the characteristic of Besicovitch rationally almost periodic multiplicative functions due to Daboussi and Delange discussed in Subsection 2.3.

We will need the following lemma.

**Lemma 4.8.** Suppose $E_1, E_2 \in \mathcal{D}$ and $0 < d(E_1), d(E_2) < 1$. Then $d(E_1 \triangle E_2) = 0$ if and only if $E_1 = E_2$.

**Proof.** Clearly $E_1 = E_2$ implies $d(E_1 \triangle E_2) = 0$. To prove the other direction we assume that there exists $n_0 \in E_1$ with $n_0 \notin E_2$ and show that this leads to a contradiction with $d(E_1 \triangle E_2) = 0$.

By definition of $\mathcal{D}$ there exist multiplicative functions $f_1, f_2 : \mathbb{N} \to \mathbb{C}$ and numbers $z_1, z_2 \in \mathbb{C}$ such that $E_1 = E(f_1, z_1)$ and $E_2 = E(f_2, z_2)$. We have to distinguish three cases, the case $z_1 = z_2 = 0$, the case $z_1 \neq 0$ and $z_2 \neq 0$ and finally the case $z_1 = 0$ and $z_2 = 0$. We remark that this case $z_1 \neq 0$ and $z_2 = 0$ is analogous to the case $z_1 = 0$ and $z_2 \neq 0$ and is therefore omitted.

If $z_1 = z_2 = 0$ then for $i \in \{1, 2\}$ we define $g_i(n) = 0$ if $f_i(n) = 0$ and $g_i(n) = 1$ if $f_i(n) \neq 0$. It is clear that $g_1 = 1_{\mathbb{N}\setminus E_1}$ and $E_1 = E(g_1, 0)$. Since $d(E_1) < 1$, we have that $\|g_1\|_B > 0$ and hence, in view of Lemma 2.9, the sets $P_i := \{p \in \mathbb{P} : g_i(p) = 1\}$ satisfy $\sum_{p \in P_i} \frac{1}{p} < \infty$. Let

\[ \text{Note that if } d(E_1) = d(E_2) = 0 \text{ or } d(E_1) = d(E_2) = 1 \text{ then } d(E_1 \triangle E_2) = 0 \text{ does not necessarily imply } E_1 = E_2. \text{ Take for instance } E_1 = \{1, 2\} \text{ and } E_2 = \{1, 3\} \text{ or } E_1 = \mathbb{N} \setminus \{1, 2\} \text{ and } E_2 = \mathbb{N} \setminus \{1, 3\}, \text{ which are sets belonging to } \mathcal{D} \text{ because the functions } 1_{\{1,2\}} \text{ and } 1_{\{1,3\}} \text{ are multiplicative.} \]
Let $E$ denote the set of all primes that belong to both $P_1$ and $P_2$ and that do not divide $n_0$. Let $S_P \subset \mathbb{N}$ be defined as

$$S_P := \{n \in \mathbb{N} : \text{there exist distinct } p_1, \ldots, p_t \in P \text{ such that } n = p_1 \cdots p_t\}.$$  \hfill (25)

Then by Lemma 2.9 we have $d(S_P) > 0$. Since $n_0 \in E_1$ but $n_0 \notin E_2$ and $n_0$ is coprime to all numbers in $S_P$, it follows that $E_1 \setminus E_2$ contains the set $n_0 S_P$. In particular, $d(E_1 \setminus E_2) \geq d(n_0 S_P) > 0$. This, however, contradicts $d(E_1 \triangle E_2) = 0$.

Next, assume $z_1 \neq 0$ and $z_2 \neq 0$. Using Corollary 2.17 we can find two concentrated multiplicative functions $g_1, g_2 : \mathbb{N} \rightarrow \mathbb{C}\setminus\{0\}$ such that $E_1 = E(g_1, z_1)$ and $E_2 = E(g_2, z_2)$. Define $\tilde{g} := (g_1, g_2)$ and let $\text{im}(\tilde{g}) \subset (\mathbb{C}\setminus\{0\})^2$ denote the image of $\tilde{g}$. Since $g_1$ and $g_2$ are concentrated multiplicative functions, also $\tilde{g}$ is concentrated, see Remark 2.18. We now use an argument similar to the one used in the proof of Corollary 2.17. Choose $\tilde{y} \in (\mathbb{C}\setminus\{0\})^2$ such that $(\tilde{y}^{n_0} \cdot \text{im}(\tilde{g})) \cap \text{im}(\tilde{g}) = \emptyset$ for all $n \in \mathbb{N}$. We define a new multiplicative function $\tilde{h} = (h_1, h_2)$ via

$$\tilde{h}(p^k) := \begin{cases} \tilde{g}(p^k), & \text{if } p \nmid n_0 \\ \tilde{y}^k, & \text{if } p | n_0, \forall k \in \mathbb{N}, \forall p \in \mathbb{P}. \end{cases}$$

It is straightforward to verify that $\tilde{g}(n) = \tilde{h}(n)$ if and only if $\gcd(n, n_0) = 1$ and $\tilde{h}(n) \notin \text{im}(\tilde{g}(n))$ for all $n$ with $\gcd(n, n_0) > 1$. Since $\tilde{g}$ satisfies (a), (b) and (c) of Theorem 2.14, also $\tilde{h}$ satisfies them because the number of primes $p$ for which $\tilde{g}(p) \neq \tilde{h}(p)$ is finite. Thus, $\tilde{h}$ is concentrated, whence the set $E(\tilde{h}, (1,1)) = \{n \in \mathbb{N} : h_1(n) = 1 \text{ and } h_2(n) = 1\}$ has positive density by Remark 2.18. Note that $\tilde{h}(n) = (1, 1)$ if and only if $\tilde{g}(n) = (1, 1)$ and $\gcd(n, n_0) = 1$. Hence

$$E(\tilde{h}, (1,1)) = \{n \in \mathbb{N} : g_1(n) = 1, g_2(n) = 1, \gcd(n, n_0) = 1\}.$$  

We obtain that $g_1(n_0 m) = g_1(n_0)$ and $g_2(n_0 m) = g_2(n_0)$ for all $m \in E(\tilde{h}, (1,1))$. In particular $n_0 E(\tilde{h}, (1,1)) \subset E_1 \setminus E_2$, which contradicts $d(E_1 \triangle E_2) = 0$.

Finally, we deal with the case $z_1 = 0$ and $z_2 \neq 0$. Let $g$ denote the multiplicative function defined as $g_1(n) = 0$ if $f_1(n) = 0$ and $g_1(n) = 1$ if $f_1(n) \neq 0$. Let $P := \{p \in \mathbb{P} : p \nmid n_0, g_1(p) = 1\}$ and let $S_P \subset \mathbb{N}$ be defined as in (25). Arguing as in the case $z_1 = z_2 = 0$ above one can show that $d(S_P) > 0$. Next, using Corollary 2.17, we can find a concentrated multiplicative function $g_2 : \mathbb{N} \rightarrow \mathbb{C}\setminus\{0\}$ such that $E_2 = E(g_2, z_2)$. Then, using arguments similar to the ones utilized in the previous paragraph, we first find $y \in \mathbb{C}\setminus\{0\}$ such that $(y^{n_0} \cdot \text{im}(g_2)) \cap \text{im}(g_2) = \emptyset$ for all $n \in \mathbb{N}$ and then define a multiplicative function $h : \mathbb{N} \rightarrow \mathbb{C}\setminus\{0\}$ via

$$h(p^k) := \begin{cases} g_2(p), & \text{if } p \in P \text{ and } k = 1 \\ \tilde{y}^k, & \text{if either } p \notin P \text{ or } k \geq 2, \forall k \in \mathbb{N}, \forall p \in \mathbb{P}. \end{cases}$$

It is straightforward to verify that $g_2(n) = h(n)$ if and only if $n \in S_P$ and $h(n) \notin \text{im}(g_2(n))$ for all $n$ which are either not squarefree or satisfy $p \mid n$ for some $p \in \mathbb{P}\setminus P$. Since $g_2$ is concentrated and $\sum_{p \in \mathbb{P}\setminus P} \frac{1}{p} < \infty$, $h$ is concentrated too. It follows from Theorem 2.14 that $E(h, 1)$ has positive density. Since $h(n) = 1$ if and only if $g(n) = 1$ and $n \in S_P$, we obtain that $g_1(n_0 m) = g_1(n_0)$ and $g_2(n_0 m) = g_2(n_0)$ for all $m \in E(h, 1) \subset S_P$. In particular, $n_0 E(h, 1) \subset E_1 \setminus E_2$, which again contradicts $d(E_1 \triangle E_2) = 0$.

Proof of Theorem A. Let $E \in \mathcal{D}$ and suppose $d(E) > 0$. By definition there exists a multiplicative function $f$ such that $E = E(f, z)$. Our goal is to find a set $R \in \mathcal{D}_{\text{rat}}$ such that $E$ is uniform relative to $R$. We distinguish two cases, $z = 0$ and $z \neq 0$.

If $z = 0$ then let $g$ be the multiplicative function defined as $g(n) = 0$ if $f(n) = 0$ and
$g(n) = 1$ if $f(n) \neq 0$. In view of Remark 2.12, $g$ is Besicovitch rationally almost periodic. Also, $E = E(f, z) = E(g, z)$, which proves that the set $E$ belongs to $\mathcal{D}_\text{rat}$. Since any set is uniform relative to itself, we can simply pick $E = R$ and are done.

Now assume $z \neq 0$. Using Corollary 2.17 we can find a concentrated multiplicative function $g : \mathbb{N} \to \mathbb{C} \setminus \{0\}$ such that $E = E(f, z) = E(g, z)$. According to Theorem 4.4 there exist a Besicovitch rationally almost periodic multiplicative function $h$ and $y \in \mathbb{C} \setminus \{0\}$ such that $E$ is uniform relative to $R := E(h, y)$ (namely $h = g^{\text{rat}}$ and $y = z^{\text{rat}}$). Clearly, the set $R$ belongs to $\mathcal{D}_\text{rat}$. This proves the claim.

Finally, we have to show that if $0 < d(E) < 1$ then the set $R \in \mathcal{D}_\text{rat}$ such that $E$ is uniform relative to $R$ is unique. Suppose $R' \in \mathcal{D}_\text{rat}$ is another set such that $E$ is uniform relative to $R'$. Since $1_{R'}$ is Besicovitch rationally almost periodic and $d(R) 1_E - d(E) 1_R$ is uniform, it follows from part (c) of Proposition 2.23 that the function

$$
(d(R) 1_E - d(E) 1_R) \cdot 1_{R'} = d(R) 1_E - d(E) 1_{R \cap R'}
$$

is uniform. Since any uniform function has zero mean, we have that

$$
\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} d(R) 1_E(n) - d(E) 1_{R' \setminus R'}(n) = 0,
$$

which shows that $d(R) = d(R \cap R')$. By symmetry, it follows that $d(R) = d(R \cap R') = d(R')$ and hence $d(R \triangle R') = 0$. In view of Lemma 4.8, this proves that $R = R'$.

**Remark 4.9.** It is natural to wonder if Theorem A extends to the sets of the form \{ $n \in \mathbb{N} : f \in I$\}, where $f$ is a multiplicative function taking values in the unit circle and $I$ is an arc. However, the density of such sets need not exist (take for instance $f(n) = n^t$ for some $t \in \mathbb{R} \setminus \{0\}$ and $I$ to be any arc that is not the full circle). To avoid dealing with issues of this kind one can switch to working with the somewhat weaker but universal notion of logarithmic density. But one still faces the problem that no analogue of Theorem 2.14 seems to exists in this set-up. Thus formulating and proving an appropriate analogue of Theorem A for this wider class of sets appears to be a non-trivial task.

## 5. Applications to Ergodic Theory and Combinatorics

In this section we provide proofs of Corollary B and Proposition 1.12.

### 5.1. The Class $\mathcal{D}_\text{rat}$

In this subsection we prove some basic facts about elements in $\mathcal{D}_\text{rat}$ (see Definition 1.7); these properties will be needed for the proofs of Corollary B and Proposition 1.12 in the next subsection.

Given a set $E \subset \mathbb{N}$ consider the following two conditions:

(A) $E$ is a rational set;

(B) for all $q \in \mathbb{N}$ and all $r \in \{0, 1, \ldots, q-1\}$ either $E \cap (q\mathbb{N} - r) = \emptyset$ or $d(E \cap (q\mathbb{N} - r))$ exists and is positive.

**Lemma 5.1.** If $f : \mathbb{N} \to \mathbb{C}$ is a multiplicative function and $0$ lies in the image of $f$, then the level set $T := E(f, 0)$ satisfies conditions (A) and (B).

**Proof.** Let $g(n)$ be the multiplicative function defined as $g(n) = 0$ if $f(n) = 0$ and $g(n) = 1$ if $f(n) \neq 0$. Then $T = E(g, 0)$. However, using Lemma 2.9, we either have $\|g\|_B = 0$ or
$\mathbb{D}(g,1) < \infty$. If $\|g\|_B = 0$, then $d(T) = 1$, which implies that $T$ is rational. On the other hand, if $\mathbb{D}(g,1) < \infty$ then $d(T) = 1 = \sum_{p \in \mathbb{P}} \frac{1}{p} \left( 1 - g(p) \right) < \infty$ and therefore, using Corollary 2.11, we deduce that $g$ is Besicovitch rationally almost periodic, which implies that $T$ is rational. This shows that $T$ satisfies (A).

Next, let $q \in \mathbb{N}$ and $r \in \{0, 1, \ldots, q-1\}$. Since $T$ is a rational set, the density $d(T \cap (qN-r))$ exists. It remains to show that if $T \cap (qN-r) \neq \emptyset$ then $d(T \cap (qN-r))$ is positive. Suppose $x \in T \cap (qN-r)$. Let $S := \{n \in \mathbb{N} : \text{gcd}(x,n) = 1\}$. Then $xS \subset T$. Also, $xS$ is a finite union of infinite arithmetic progressions and hence $xS \cap (qN-r)$ is a non-empty finite union of infinite arithmetic progressions. This shows that $d(xS \cap (qN-r))$ exists and is positive, which, in turn, proves that $T$ satisfies (B). \hfill \Box

**Proposition 5.2.** Suppose $R \in \mathcal{D}_{\text{rat}}$ and $d(R) > 0$. Then $R$ satisfies conditions (A) and (B).

**Remark 5.3.** Proposition 5.2 implies that any level set of a Besicovitch almost periodic multiplicative function is rational. This fails to be true for general (not necessarily multiplicative) Besicovitch rationally almost periodic functions. Indeed, let $D \subset \mathbb{N}$ be arbitrary and consider the function $f : \mathbb{N} \to \mathbb{C}$ defined as $f(n) = 0$ if $n \in D$ and $f(n) = \frac{1}{n}$ if $n \notin D$. Then $f$ is Besicovitch almost periodic, because $\|f\|_B = 0$, and $E(f,0) = D$. This shows that any set whatsoever, and in particular any non-rational set, can be realized as a level set of a Besicovitch almost periodic function.

Before proving Proposition 5.2 we recall the definition of inner regular sets.

**Definition 5.4** (see [5, Definition 2.3] and [3]). A subset $R \subset \mathbb{N}$ is called inner regular if for each $\varepsilon > 0$ there exists $m \in \mathbb{N}$ such that for each $s \in \{0, 1, \ldots, m-1\}$ the intersection $R \cap (mN-s)$ is either empty or has lower density $\geq \frac{1}{m}$. 

**Remark 5.5.** It follows immediately from Definition 5.4 that any inner regular set satisfies condition (A). We claim that inner regular sets also satisfy condition (B). To prove this claim, let $q \in \mathbb{N}$ and $r \in \{0, 1, \ldots, q-1\}$ be arbitrary and assume $R \cap (qN-r) \neq \emptyset$. Fix any $x \in R \cap (qN-r)$. Let $0 < \varepsilon < \frac{1}{q}$ and choose $m \in \mathbb{N}$ such that for each $s \in \{0, 1, \ldots, m-1\}$ the intersection $R \cap (mN+s)$ is either empty or has lower density $> \frac{1}{m}$. Take $s \in \{0, 1, \ldots, m-1\}$ such that $s \equiv x \mod m$. Since $x \in R$ and $x \in mN+s$, the intersection $R \cap (mN+s)$ is non-empty and hence $d(R \cap (mN+s)) > \frac{1}{m}$. On the other hand, $d((qN+r) \cap (mN+s)) \geq \frac{1}{m}$. It follows that $d(R \cap (mN+s) \cap (qN+r)) > \frac{1}{m} (\frac{1}{q} - \varepsilon) > 0$. This finishes the proof of the claim.

We need two lemmas for the proof of Proposition 5.2 which we state next.

**Lemma 5.6** (see [5, Lemma 2.7]) applied to $B = \{p^2 : p \in P\} \cup (\mathbb{P}\setminus P)$). Let $P \subset \mathbb{P}$ with $\sum_{p \in \mathbb{P}\setminus P} \frac{1}{p} < \infty$, and let $S_P$ be the set defined in formula (25). Then $S_P$ is inner regular. In particular, according to Remark 5.5, $S_P$ satisfies conditions (A) and (B).

**Lemma 5.7.** Let $P \subset \mathbb{P}$ with $\sum_{p \in \mathbb{P}\setminus P} \frac{1}{p} < \infty$, let $f$ be multiplicative function. Let $S_P$ be the set defined in formula (25) and for $t \in \mathbb{N}$ let $S^{(t)}_P := \{s \in S_P : \text{gcd}(s,t) = 1\}$. If for all $t \in \mathbb{N}$ and $z \in \mathbb{C}$ the set $E(f,z) \cap S^{(t)}_P$ satisfies (A) and (B) then for all $z \in \mathbb{C}$ the set $E(f,z)$ satisfies (A) and (B).

**Proof.** Let $T_P$ be defined as

$$T_P := \{ n \in \mathbb{N} : \text{for all } p \in P \text{ if } p \mid n \text{ then } p^2 \mid n \}.$$ 

Since any natural number $n$ can be written uniquely as $st$, where $s \in S_P$, $t \in T_P$ and $\text{gcd}(s,t) = 1$, $\mathbb{N}$ can be partitioned into

$$\mathbb{N} = \bigcup_{t \in T_P} tS^{(t)}_P.$$  

(28)
Note that \(d(S_P) = M(1_{S_P})\) exists (due to Theorem 2.4) and \(d(S_P) > 0\) because \(\sum_{p \in \mathbb{P}} \frac{1}{P/p} < \infty\) and therefore \(\sum_{p \in \mathbb{P}} \frac{1}{P/p} (1 - 1_{S_P}(p)) < \infty\) (cf. Lemma 2.9). Likewise, \(1_{S(t)}\) is a multiplicative function and hence \(d(S(t)) = M(1_{S_P})\) exists (again due to Theorem 2.4) and is positive (also by Lemma 2.9). Using (28) and the fact that \(d(tS(t)) = t^{-1}d(S(t))\) we obtain

\[
\sum_{\ell \in T_P} \frac{d(S(t))}{\ell} = \sum_{\ell \in T_P} d(tS(t)) \leq d \left( \bigcup_{\ell \in T_P} tS(t) \right) = d(\mathbb{N}) = 1. \tag{29}
\]

For \(t \in T_P\) let \(u_t := f(t)\) and define

\[
E_t := \begin{cases} 
E(f, \frac{z}{u_t}), & \text{if } u_t \neq 0; \\
0, & \text{if } u_t = 0 \text{ and } z \neq 0; \\
\mathbb{N}, & \text{if } u_t = 0 \text{ and } z = 0.
\end{cases} \tag{30}
\]

It is easy to check that \(E(f, z) \cap tS(t) = t(E_t \cap S(t))\). Observe that if \(E_t = E(f, \frac{z}{u_t})\) then \(E_t \cap S(t)\) satisfies (A) and (B) due to the assumptions stipulated in the statement of Lemma 5.7. Also, if \(E_t = 0\) then \(E_t \cap S(t) = \emptyset\) obviously satisfies (A) and (B). In light of Lemma 5.6, if \(E_t = \mathbb{N}\) then \(E_t \cap S(t) = S(t)\) satisfies (A) and (B). We see that for each of the three cases comprising the definition of \(E_t\) in (30), the set \(E_t \cap S(t)\) satisfies (A) and (B).

Since \(E_t \cap S(t)\) satisfies (A) and (B) and \(E(f, z) \cap tS(t) = t(E_t \cap S(t))\), it follows that \(E(f, z) \cap tS(t)\) satisfies (A) and (B).

Note that any finite union of sets satisfying (A) and (B) also satisfies (A) and (B). Therefore, for every \(M \geq 1\), the set

\[
B_M := \bigcup_{t \in T_P} \left( E(f, z) \cap tS(t) \right)
\]

satisfies (A) and (B). Finally, since \(d(E(f, z) \setminus B_M) = 0\) as \(M \to \infty\) (see equation (29)), we conclude that \(E(f, z)\) satisfies (A). Since \(B_1 \subset B_2 \subset \ldots\) and \(E(f, z) = \bigcup_{M \geq 1} B_M\), we conclude that \(E(f, z)\) satisfies (B). This finishes the proof. \(\Box\)

**Proof of Proposition 5.2.** Let \(R \in \mathcal{D}_{\text{rat}}\) with \(d(R) > 0\) be given. Then there exist a Besicovitch rationally almost periodic multiplicative function \(f\) and a complex number \(z\) such that \(R = E(f, z)\). Note that if \(z = 0\) then it follows from Lemma 5.1 that \(R\) satisfies (A) and (B). We can therefore assume without loss of generality that \(z \neq 0\).

We now apply Corollary 2.17 to find a concentrated multiplicative function \(g: \mathbb{N} \to \mathbb{C}\setminus\{0\}\) such that the set \(P' := \{ p \in \mathbb{P} : f(p) \neq g(p) \}\) satisfies \(\sum_{p \in \mathbb{P}} \frac{1}{P/p} < \infty\). Since \(f\) is Besicovitch rationally almost periodic, it follows from Corollary 2.11 that there exists a Dirichlet character \(\chi\) such that \(\sum_{p \in \mathbb{P}} \frac{1}{P/p} (1 - f(p)\overline{\chi(p)})\) converges. In particular, \(\mathfrak{D}(f, \chi) < \infty\).

The function \(g\) is a concentrated multiplicative function and therefore its concentration group \(\mathcal{G}\) is a finite set of roots of unity and we have \(\sum_{p \in \mathbb{P}, \, g(p) \neq \chi(p)} \frac{1}{P/p} < \infty\). Define

\[
P'' := \{ p \in \mathbb{P} : f(p) \neq \chi(p) \}
\]
and let ρ := \min\{1 - \Re(xy) : x \in \mathbf{G}, y \in \im(\chi), x \neq y\}. Note that ρ > 0 and

\[
\sum_{p \in P^\infty} \frac{1}{p} \leq \sum_{p \in P, g(p) \notin \mathbf{G}} \frac{1}{p} + \sum_{p \in P, f(p) \neq \chi(p), g(p) \in \mathbf{G}} \frac{1}{p} + \sum_{p \in P, g(p) = f(p)} \frac{1}{p} \\
\leq \sum_{p \in P, f(p) \notin \mathbf{G}} \frac{1}{p} + \sum_{p \in P, p \neq f(p)} \frac{1}{p} + \frac{1}{\rho} D(f, \chi) < \infty.
\]

Let \( P' := \mathbb{P} \setminus P^\infty \), let \( S_P \) be the set defined in formula (25) and, for \( t \in \mathbb{N} \), let \( S_P(t) := \{ s \in S_P : \gcd(s, t) = 1 \} \). Since \( f(p) = \chi(p) \) for all \( p \in P \), we conclude that \( E(f, z) \cap S_P(t) = E(\chi, z) \cap S_P(t) \). Recall that all Dirichlet characters are periodic functions. Therefore the set \( E(\chi, z) \) is either empty or a finite union of infinite arithmetic progressions. In view of Lemma 5.6, the set \( S_P(t) \) is inner regular. Hence \( E(\chi, z) \cap S_P(t) \) is an inner regular set. Therefore, by Remark 5.5, for all \( t \in \mathbb{N} \) the set \( E(f, z) \cap S_P(t) = E(\chi, z) \cap S_P(t) \) satisfies (A) and (B). Finally, we can apply Lemma 5.7 and conclude that \( E(f, z) \) satisfies (A) and (B).

Proposition 5.2 immediately gives the following corollary.

**Corollary 5.8.** Let \( R \in \mathcal{D}_{\text{rat}} \) with \( d(R) > 0 \). Then for all \( r \in R \) the set \( R - r \) is divisible (cf. Definition 1.9).

### 5.2. Proofs of Corollary B and Proposition 1.12

**Proof of Proposition 1.12.** Suppose \( E \in \mathcal{D} \) has positive density, \( R \in \mathcal{D}_{\text{rat}} \) and \( E \) is uniform relative to \( R \). Our goal is to show that for all \( r \in R \) the set \( E - r \) is divisible.

It follows from Proposition 5.2 and Corollary 5.8 that for all \( r \in R \) and \( q \in \mathbb{N} \) the density \( d((R - r) \cap q\mathbb{N}) = d(R \cap (q\mathbb{N} + r)) \) exists and is positive. However, since the function \( d(R) 1_E - d(E) 1_R \) is uniform, it follows from Proposition 2.23, part (b), that \( d(R) 1_{E \cap (q\mathbb{N} + r)} - d(E) 1_{R \cap (q\mathbb{N} + r)} \) is uniform. Since all uniform functions have zero mean, we deduce that \( d(E \cap (q\mathbb{N} + r)) \) also exists and that

\[
d(R) d(E \cap (q\mathbb{N} + r)) - d(E) d(R \cap (q\mathbb{N} + r)) = 0.
\]

Thus, it follows from \( d(R \cap (q\mathbb{N} + r)) > 0 \) that \( d(E \cap (q\mathbb{N} + r)) > 0 \). This proves that \( E - r \) is divisible.

**Example 5.9.** Consider the multiplicative function

\[
f(n) := \begin{cases} 
1 & \text{if } n = 2^k m, \text{ where } k \in \{0, 2, 4, 6, \ldots\} \text{ and } 2 \nmid m, \\
0 & \text{otherwise}.
\end{cases}
\]

Clearly, \( f \) is rationally Besicovitch almost periodic (see Corollary 2.11) and therefore the level set \( E = E(f, 1) = \{ n \in \mathbb{N} : f(n) = 1 \} \) belongs to \( \mathcal{D}_{\text{rat}} \).

Note that \( E - r \) is divisible for all \( r \in \mathbb{N} \cup \{0\} \). This should be juxtaposed with the fact that for the set of squarefree numbers \( Q \) one has that \( Q - r \) is divisible if and only if \( r \in Q \).

Next, we embark on the proof of Corollary B. We will need the following two results.

**Theorem 5.10 ([3]).** Let \( R \subset \mathbb{N} \) be rational and let \( r \in \mathbb{N} \cup \{0\} \). Then the following are equivalent:

- \( R - r \) is divisible;
• $R - r$ is an averaging set of recurrence;
• $R - r$ is an averaging set of polynomial multiple recurrence.

**Lemma 5.11 (Lemma 3.5, [16]).** Let $(X, B, \mu, T)$ be an invertible measure preserving system, \(k \in \mathbb{N}, p_1, \ldots, p_\ell \in \mathbb{Z}[x], f_1, \ldots, f_\ell \in L^\infty(X, B, \mu)\) bounded by 1 and let \(F : \mathbb{N} \to \mathbb{C}\) be bounded by 1 as well. Then there exists an integer \(s \in \mathbb{N}\), that only depends on \(k\) and the maximal degree of the polynomials \(p_1, \ldots, p_\ell\), such that

$$\left\| \frac{1}{N} \sum_{n=1}^{N} F(n) T^{p_1(n)} f_1 \cdots T^{p_\ell(n)} f_\ell \right\|_{L^2(X, B, \mu)} = O\left(\|F\|_{U^s_R}\right) + o(1).$$

**Proof of Corollary B.** Let \(E \in D\) and \(r \in \mathbb{N} \cup \{0\}\). It suffices to show that if \(E - r\) is divisible then \(E - r\) is an averaging set of polynomial multiple recurrence, since all the other implications formulated in Corollary B are obvious.

Thus, assume \(E - r\) is divisible. Note that by Theorem A there exists \(R \in \mathcal{D}_{\text{rat}}\) such that \(E\) is uniform relative to \(R\). According to Proposition 5.2, the set \(R\) is rational. Moreover, it follows from \(E - r \subset R - r\) that \(R - r\) is divisible.

Let \((X, B, \mu, T)\) be an arbitrary invertible measure preserving system, let \(A \in B\) with \(\mu(A) > 0\) and let \(p_i \in \mathbb{Z}[x], i = 1, \ldots, \ell\) with \(p_i(0) = 0\) be given. Using Lemma 5.11 and the fact that \(d(R) 1_E - d(E) 1_R\) is uniform, we get that the limit

$$\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} 1_{E - r}(n) \mu\left( A \cap T^{-p_1(n)} A \cap \cdots \cap T^{-p_\ell(n)} A \right)$$

is the same as the limit

$$\frac{d(E)}{d(R)} \lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} 1_{R - r}(n) \mu\left( A \cap T^{-p_1(n)} A \cap \cdots \cap T^{-p_\ell(n)} A \right),$$

(meaning that the limit in (31) exists if and only if the limit in (32) exists and then they are equal). Using Theorem 5.10 and the fact that \(R\) is rational and \(R - r\) is divisible, we conclude that the limit in (32) exists and is positive. It follows that the limit in (31) exists and is positive. Hence \(E - r\) is an averaging set of polynomial multiple recurrence. \(\square\)

**Remark 5.12.** It is natural to ask whether Corollary B can be extended to a more general setting involving several commuting measure preserving transformations. The methods used in this section to derive a proof Corollary B are general enough to also work in this more general set-up, except one missing ingredient, which is a version of Theorem 5.10 for several commuting transformations. This extension of Theorem 5.10 is stated as an open problem (Question 2.10) in [3]. Informally, the problem boils down to removing the \(\varepsilon\) in Theorem 1.1 in [13].

### 5.3. Level Sets of Multiplicative Functions Are Good For Averaging Convergence

A set \(E \subset \mathbb{N}\) is an *averaging set of polynomial multiple convergence* if for all invertible measure preserving systems \((X, B, \mu, T)\), all \(\ell \geq 1\), all \(f_1, \ldots, f_\ell \in L^\infty(X, B, \mu)\) and all polynomials \(p_i \in \mathbb{Z}[x], i = 1, \ldots, \ell\), the limit

$$\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} 1_E(n) T^{p_1(n)} f_1 \cdots T^{p_\ell(n)} f_\ell$$
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exists in \( L^2(X,\mathcal{B},\mu) \).

In this subsection we give a proof of the following theorem.

**Theorem 5.13.** Suppose \( E \in \mathcal{D} \) has positive density. Then \( E \) is an averaging set of polynomial multiple convergence.

**Proof.** Let \((X,\mathcal{B},\mu,T)\) be an arbitrary invertible measure preserving system, \( \ell \geq 1, f_1, \ldots, f_\ell \in L^\infty(X,\mathcal{B},\mu) \) and \( p_1, \ldots, p_\ell \in \mathbb{Z}[x] \).

By Theorem A we can find \( R \in \mathcal{D}_{\mathrm{rat}} \) such that \( E \) is uniform relative to \( R \). Then, in light of Lemma 5.11 and the fact that \( d(R)1_E - d(E)1_R \) is uniform, we have

\[
\lim_{N \to \infty} \left\| \frac{1}{N} \sum_{n=1}^{N} 1_E(n)T^{p_1(n)}f_1 \cdots T^{p_\ell(n)}f_\ell - \frac{d(E)}{d(R)} \frac{1}{N} \sum_{n=1}^{N} 1_R(n)T^{p_1(n)}f_1 \cdots T^{p_\ell(n)}f_\ell \right\|_{L^2(X,\mathcal{B},\mu)} = 0.
\]

It was shown in [3, Section 2] that any rational set of positive density is an averaging set of polynomial multiple convergence. Therefore

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} 1_E(n)T^{p_1(n)}f_1 \cdots T^{p_\ell(n)}f_\ell
\]

exists in \( L^2(X,\mathcal{B},\mu) \). This proves that

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} 1_R(n)T^{p_1(n)}f_1 \cdots T^{p_\ell(n)}f_\ell
\]

exists and hence \( E \) is an averaging set of polynomial multiple convergence. \( \square \)

### A. Appendix

**Proof of Proposition 3.1.** For \( f \in \mathcal{M}_0 \) and for any periodic function \( g: \mathbb{N} \to \mathbb{C} \), say of period \( q \), the mean \( M(f \cdot g) \) exists, because

\[
M(f \cdot g) = \sum_{r=0}^{q-1} g(r) \lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} f(qn + r).
\]

Since any Dirichlet character \( \chi \) is periodic, we conclude that \( M(\chi \cdot f) \) always exists.

It thus remains to show that for any multiplicative function \( f \) bounded by 1 for which \( M(\chi \cdot f) \) exists for all Dirichlet characters \( \chi \), we have

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} f(qn + r) \quad \text{exists for all } q, r \in \mathbb{N}.
\] (33)

This is equivalent to the assertion that

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} 1_{q\mathbb{Z}+r}(n)f(n) \quad \text{exists for all } q, r \in \mathbb{N}.
\] (34)

We prove (33) by induction on \( d = \gcd(q,r) \). The beginning of the induction is given by \( d = 1 \). In this case the numbers \( q \) and \( r \) are coprime, which implies that the function \( 1_{q\mathbb{Z}+r} \) can be written as a finite linear combination of Dirichlet characters in the following way:

\[
1_{q\mathbb{Z}+r}(n) = \frac{1}{\varphi(q)} \sum_{\chi \mod q} \chi(r)\chi(n),
\]
where $\sum_{\chi \mod q}$ denotes the sum over all Dirichlet characters of modulus $q$. Therefore,

$$\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} 1_{q \leq r}(n) f(n) = \frac{1}{\varphi(q)} \sum_{\chi \mod q} \overline{\chi}(r) \lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} f(n) \chi(n).$$

From this (34), and therefore also (33), follows immediately.

Next, we prove the inductive step. Let $d_0 > 1$ and assume that (33) has already been proven for all pairs $q$ and $r$ with $\gcd(q, r) < d_0$. We will show (33) for all pairs $q$ and $r$ with $\gcd(q, r) = d_0$.

In the following, for a set $D \subset \mathbb{C}$ of complex numbers we will use $\text{acc} D$ to denote the set of accumulation points of $D$. Note that for a bounded sequence $(x_N)_{N \in \mathbb{N}}$ of complex numbers the limit $\lim_{N \to \infty} x_N$ exists if and only if $\text{diam} (\text{acc} \{ x_N : N \in \mathbb{N} \}) = 0$.

We make the following claim:

**Claim:** Let $p \in \mathbb{P}$ be an arbitrary prime number and let $d \in \mathbb{N}$ be a natural number satisfying $p \nmid d$ and $d < d_0$. Then for all pairs $Q, R \in \mathbb{N}$ for which $\gcd(Q, R) = dp$ for some $k \in \mathbb{N}$, one of two possibilities holds:

(a) Either

$$\text{diam} \left( \text{acc} \left\{ \frac{1}{N} \sum_{n=1}^{N} f(Qn + R) : N \in \mathbb{N} \right\} \right) = 0,$$

and

(b) or there exist $Q', R' \in \mathbb{N}$ such that $\gcd(Q', R') = dp^{k+1}$ and

$$\text{diam} \left( \text{acc} \left\{ \frac{1}{N} \sum_{n=1}^{N} f(Q'n + R') : N \in \mathbb{N} \right\} \right) \leq \frac{1}{p} \text{diam} \left( \text{acc} \left\{ \frac{1}{N} \sum_{n=1}^{N} f(Qn + R) : N \in \mathbb{N} \right\} \right).$$

Before we proceed to prove this claim, let us see how we can use it to finish the proof of the inductive step. Hence, let $q, r \in \mathbb{N}$ with $\gcd(q, r) = d_0$. Since $d_0 > 1$, we can find $p \in \mathbb{P}$ and $k \in \mathbb{N}$ such that $d_0 = dp$ and $\gcd(d, p) = 1$. Observe that $d < d_0$. To prove that the limit of $\frac{1}{N} \sum_{n=1}^{N} f(qn + r)$ exists as $N \to \infty$, it suffices to show that for all $\varepsilon > 0$ one has

$$\text{diam} \left( \text{acc} \left\{ \frac{1}{N} \sum_{n=1}^{N} f(qn + r) : N \in \mathbb{N} \right\} \right) < \varepsilon.$$ 

(37)

Thus, let $\varepsilon > 0$ be arbitrary. We apply the above claim and find ourselves either in case (a) or in case (b). If we end up in case (a) then (37) holds and we are done. If we are in case (b) then we obtain a new pair of numbers $q', r' \in \mathbb{N}$ with $\gcd(q', r') = dp^{k+1}$. We then apply the claim again to this new pair of numbers $q'$ and $r'$. We continue this procedure and, after $j$-many applications of the claim, it follows either from (35) that

$$\text{diam} \left( \text{acc} \left\{ \frac{1}{N} \sum_{n=1}^{N} f(qn + r) : N \in \mathbb{N} \right\} \right) = 0,$$

and therefore also (33), follows immediately.
or from (36) that
\[
\text{diam} \left( \text{acc} \left\{ \frac{1}{N} \sum_{n=1}^{N} f(qn + r) : N \in \mathbb{N} \right\} \right) \leq \frac{1}{p^j}.
\]

If \( j \) is sufficiently large, then \( \frac{1}{p^j} < \varepsilon \) and hence (37) is proven.

It remains to prove the above claim. Let \( p \in \mathbb{P} \). Assume that \( k, d \in \mathbb{N} \) with \( p \nmid d \) and \( d < d_0 \) and let \( Q, R \in \mathbb{N} \) satisfy \( \gcd(Q, R) = dp^k \). Define \( Q_0 := Qp^{-k} \) and \( R_0 := Rp^{-k} \). We now distinguish two cases, the case \( p \nmid Q_0 \) (which will correspond to part (a) of the claim) and the case \( p \nmid Q_0 \) (which will correspond to part (b) of the claim). In the first case we have \( p \nmid R_0 \), because otherwise we have \( p^{k+1} \mid \gcd(Q, R) \) which contradicts \( p \nmid d \). Therefore the equation

\[
Q_0 x + R_0 \equiv 0 \mod p
\]

has no solutions in \( x \). This implies that for any \( n \in \mathbb{N} \) the number \( Q_0 n + R_0 \) is coprime to \( p^k \). Hence

\[
\frac{1}{N} \sum_{n=1}^{N} f(Qn + R) = f(p^k) \left( \frac{1}{N} \sum_{n=1}^{N} f(Q_0n + R_0) \right).
\]

However, we have that \( \gcd(Q_0, R_0) = d \) and \( d < d_0 \). Therefore, by the induction hypothesis, the limit of (39) as \( N \to \infty \) exists and so (35) is satisfied.

Next, assume \( p \nmid Q_0 \). In this case equation (38) possesses exactly one solution for \( x \in \{0, \ldots, p-1\} \) which we denote by \( x_0 \). We deduce that \( p^k \) is coprime to \( Q_0 n + R_0 \) if and only if \( n \not\equiv x_0 \mod p \). In particular, we have that \( f(Qn + R) = f(p^k) f(Q_0n + R_0) \) for all \( n \in \mathbb{N} \) with \( n \not\equiv x_0 \mod p \). Define \( Q' := pQ \) and \( R' := Qx_0 + R \). We obtain

\[
\frac{1}{pN} \sum_{n=1}^{pN} f(Qn + R) = \frac{1}{pN} \sum_{n=1}^{pN} f(p^k(Q_0n + R_0))
\]

\[
= \frac{1}{pN} \sum_{n=1}^{pN} f(p^k(Q_0(pn + x) + R_0))
\]

\[
= \sum_{x \in \{0, \ldots, p-1\} \setminus \{x_0\}} f(p^k) \left( \frac{1}{N} \sum_{n=1}^{N} f(Q_0 pn + Q_0 x + R_0) \right)
\]

\[
+ \frac{1}{p} \left( \frac{1}{N} \sum_{n=1}^{N} f(Q'n + R') \right).
\]

Define \( Q_1 := Q_0 p \) and \( R_x := Q_0 x + R_0 \). Then,

\[
\frac{1}{N} \sum_{n=1}^{N} f(Q_0 pn + Q_0 x + R_0) = \frac{1}{N} \sum_{n=1}^{N} f(Q_1 n + R_x).
\]

Furthermore, for \( x \not\equiv x_0 \), we have \( \gcd(Q_0, Q_0 x + R_0) = \gcd(Q_0, R_0) = d \) and therefore \( \gcd(Q_1, R_x) \) is either equal to \( d \) or to \( dp \). However, \( \gcd(Q_1, R_x) \) cannot be equal to \( dp \) because \( R_x \not\equiv 0 \mod p \) for \( x \not\equiv x_0 \). Hence \( \gcd(Q_1, R_x) = d \). Since \( d < d_0 \), we can use the induction hypothesis to deduce that the limit of \( \frac{1}{N} \sum_{n=1}^{N} f(Q_1 n + R_x) \) exists as \( N \to \infty \) for all \( x \not\equiv x_0 \).
Therefore,
\[
\text{diam} \left( \text{acc}\left\{ \frac{1}{N} \sum_{n=1}^{N} f(Qn + R) : N \in \mathbb{N} \right\} \right) \\
= \text{diam} \left( \text{acc}\left\{ \frac{1}{pN} \sum_{n=1}^{pN} f(Qn + R) : N \in \mathbb{N} \right\} \right) \\
= \text{diam} \left( \text{acc}\left\{ \frac{1}{pN} \sum_{n=1}^{N} f(Q'n + R') : N \in \mathbb{N} \right\} \right) \\
= \frac{1}{p} \text{diam} \left( \text{acc}\left\{ \frac{1}{N} \sum_{n=1}^{N} f(Q'n + R') : N \in \mathbb{N} \right\} \right).
\]

Moreover, since \(\gcd(Q_0, Q_0x_0 + R_0) = \gcd(Q_0, R_0) = d\) and since \(Q_0x_0 + R_0 \equiv 0 \mod p\), we have that \(\gcd(Q', R') = dp^{k+1}\). This shows that we are in case (b) of the claim. \(\square\)
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