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Abstract
Recent advances in generative models and adversarial training have enabled artificially generating artworks in various artistic styles. It is highly desirable to gain more control over the generated style in practice. However, artistic styles are unlike object categories—there are a continuous spectrum of styles distinguished by subtle differences. Few works have been explored to capture the continuous spectrum of styles and apply it to a style generation task. In this paper, we propose to achieve this by embedding original artwork examples into a continuous style space. The style vectors are fed to the generator and discriminator to achieve fine-grained control. Our method can be used with common generative adversarial networks (such as StyleGAN). Experiments show that our method not only precisely controls the fine-grained artistic style but also improves image quality over vanilla StyleGAN as measured by FID.

Introduction
Image generation in various forms has been a long quest in the vision community, not only for its practical use and aesthetic value, but also for assessing our model’s ability to disentangle and exploit different aspects of image variability. Separating content and style in image generation dates back to the seminar work of Tenenbaum and Freeman (Tenenbaum and Freeman 1997) more than twenty years ago. Since then, resorting to a hierarchical architecture has enabled us to generate images of more structured objects such as human faces (Lee et al. 2009; Kingma and Welling 2014). More recently, adversarial training (Goodfellow et al. 2014) and improved model architecture design (Karras et al. 2020b) have brought the quality of computer-generated images to a level that is oftentimes indistinguishable from real images to our eyes. Besides generating photo-realistic images, we can also generate images of various artistic styles by learning from artwork examples (Gatys, Ecker, and Bethge 2016; Zhu et al. 2017; Liu, Breuel, and Kautz 2017).

Our goal in this paper is to gain fine-grained control of the artistic style in generating human portraits. Compared to generating other types of artwork, human portrait generation poses a greater challenge in image quality, because our perception system is highly sensitive to human face details. Precisely controlling the artistic style of generated images is often desirable in practical applications. For example, in the data preparation stage of distilling highly efficient mobile-friendly models for style transfer, it is essential for the result images to have very uniform artistic style to ensure the stability of subsequent model distilling steps.

The target artistic style is usually given by artwork examples. However, the uniformity of style is extremely difficult to guarantee in real applications—even the same artist would often show subtle style variations in different works. Moreover, as we try to collect more data—which we all know would tremendously benefit most learning algorithm—we inevitably bring in data of slightly different artistic styles (e.g., Fig. 1 1st column). As a result, learning without accounting for their differences would result in a model representing a mixture of artistic styles that we have no control over (e.g., Fig. 1 2nd column).

On the other hand, one may attempt to ensure the exact artistic style by learning from a single example. Because of limited information, we have to settle for a low-capacity representation of style (Gatys, Ecker, and Bethge 2016; Huang and Belongie 2017). As a result, we can only generate images of rough artistic styles that are rather unconstrained in details. For example, style transfer (Huang and Belongie 2017) from each individual example (Fig. 1 3rd column) cannot achieve satisfactory visual quality.

Therefore it becomes a key factor whether our algorithm can effectively make use of many examples that are too relevant to abandon but also has non-negligible differences. To tackle this, we introduce a framework that effectively learns from many examples of slightly varying artistic style while providing fine-grained control over the style of the generated images. Our method consists of three major components: 1) a continuous embedding space of training examples; 2) a style augmented generator architecture; and 3) a projection discriminator (Miyato and Koyama 2018) extended to account for the style embedding. Combining these components we are able to precisely control the style of generated images to match that of each single training example (e.g., Fig. 1 4th to 6th column) or to interpolate between them (e.g., Fig. 1 7th column).

Our framework is general in the sense that the components can be used with different existing image generation or
Figure 1: Overview. **1st column:** Examples of training images (from 1,336) ([Karras et al. 2020a]) of varied artistic style. **2nd column:** Generated images of mixed style by learning from all training examples ([Karras, Laine, and Aila 2019]). **3rd column:** Attempting to perform style control by transferring ([Huang and Belongie 2017]) from each individual example in the 1st column does not provide satisfactory results. **4th-6th column:** Our results with precise style control. Each column renders the same person in different styles; each row represents the style of the corresponding image in the 1st column. **7th column:** New artistic styles created by interpolating between the style of that row (as represented by the 1st column images) and the next row, wrapping around at the 4th row.

Our main contributions are summarized in the following aspects.

1) We propose to embed original artwork examples into a continuous style space by using the Gram matrix of extracted feature vectors. The space captures the continuously varying artistic style of images. Using the Gram matrix-based embedding also makes our approach **unsupervised,** which gives it great potential to exploit a larger set of artworks on the Internet.

2) We propose a style augmented generator architecture that incorporates the style vector into the model. Together with the extended projection discriminator, our model can be trained by accounting for the fine-grained artistic style differences within the training data. As a result we can offer fine-grained control of artistic styles in image generation by providing a specific style vector at test time.

3) To the best of our knowledge, we first address the fine-grained artistic style control problem. And our approach can be easily injected to state-of-art GANs to provide fine-grained artistic style control. We incorporate our framework into StyleGAN and CycleGAN (in supplementary materials), and verify them on two public datasets as well as our own game-figure dataset. Our method offers much better results than the state-of-the-art ([Shoshan et al. 2021]) for pure image generation.

**Related Work**

**Generative Adversarial Networks.** Generative Adversarial Networks ([Goodfellow et al. 2014]) have achieved impressive performance in lots of computer vision tasks ([Zhu et al. 2017]; [Miyato et al. 2018]; [Isola et al. 2017]; [Choi et al. 2018]; [Brock, Donahue, and Simonyan 2018]; [Choi et al. 2018]).
Figure 2: Overview of the proposed framework. First, all collected images are embedded in a continuous space by using Gram matrix (Gatys, Ecker, and Bethge 2016) and PCA. Spatial proximity of the embedded style vectors well reflects the visual style similarity of the original images. Style vector is sampled and passed through the mapping network. It is used as affine parameters to modulate the image generator’s AdaIN modules. A projection discriminator is used to take into account the style vector and supervise the generator. Combining these components we are able to precisely control the style of the generated images to match that of each single training example or to interpolate between them using their corresponding style vectors.

2020; Chen, Lai, and Liu 2018; Wang et al. 2018). StyleGAN (Karras, Laine, and Aila 2019) proposed an alternative generator architecture for generative adversarial networks, borrowing from style transfer literature. StyleGAN and other state-of-the-art works (Brock, Donahue, and Simonyan 2018; Karras et al. 2017) can generate high quality synthetic images which are almost indistinguishable from real images. (Karras et al. 2020a) significantly stabilizes training in limited data regimes by an adaptive discriminator augmentation mechanism. (Karras et al. 2020a) also proposes an artistic styles dataset and they show good image generation result on it by only using limited training data. But the learning process doesn’t account for the differences between training examples which can’t provide fine-grained style control. Unlike the unconditional (original) GAN, conditional GANs use conditional information for the generator and discriminator. GAN-based techniques have also been widely explored in the image-to-image translation task. For supervised training, Pix2Pix (Isola et al. 2017) uses L1 loss with a cGAN framework to learn the mapping network from source domain images to target domain images. For unsupervised training, in order to get rid of the dependency on paired data, a cycle-consistency loss was proposed by CycleGAN (Zhu et al. 2017). We show our framework is general in the sense that the components can be used in either image synthesis framework (StyleGAN) or image-to-image translation framework (CycleGAN). Unlike the unconditional (original) GAN, conditional GANs use conditional information for the generator and discriminator. Instead of naively concatenating conditional information to the input and feeding them to discriminators, (Miyato and Koyama 2018) proposed a novel, projection based method to incorporate the conditional information into GAN discriminators.

Control for image generation. Many approaches (Jahanian, Chai, and Isola 2019; Yang, Shen, and Zhou 2021) were proposed to control face image generation explicitly. However, they are only applicable to the controls parameterized by a 3D face model. (Shosha et al. 2021) uses contrastive learning to obtain GANs with an explicitly disentangled latent space. In the face domain, they can control over pose, age, identity, etc. In the painted portrait domain, they can also control the style. But similar to (Deng et al. 2020; Kowalski et al. 2020; Tewari et al. 2020), there is a deterioration in FID when control is introduced (Shosha et al. 2021). Compared with these methods, our method improves the quality of the generated images over the original non-control version without the need of 3D face rendering framework and we embed original artwork examples into a continuous so we can interpolate between them (moving in the style space) at test time. There are some works designed for neural style transfer. (Huang and Belongie 2017) aligns the mean and variance of the content features with those of the style features by adaptive instance normalization (AdaIN). They use an encoder to embed all style images in a continuous space and can achieve style transfer by interpolating between arbitrary styles. However this kind of methods can’t generate high quality facial images by transferring the style from training artistic styles examples, because it’s more
likely to transfer the texture styles to the target image. Compared with it, our method incorporates the projection discriminator to make the generator output images which close to the distribution of real style images and provide the fine-grained style control.

### Proposed approach

**Overview.** We start by creating an embedding of the training images that reflects their continuously varying artistic style. Vectors in the style embedding space (that we call style vectors) are subsequently used in the image generator and the extended projection discriminator that we use to help training. To be more specific we introduce these components in the context of StyleGAN (Karras, Laine, and Aila 2019; Karras et al. 2020b). Our modules can be used with image translation frameworks as well such as CycleGAN (see supplementary materials).

**Style embedding**

We hope to embed original artwork examples into a continuous style space which reflects their slightly varying artistic style. The Gram matrix has been widely used to extract style information from images (Gatys, Ecker, and Bethge 2015; 2016), it consists of the correlations between different filter responses. We use VGG-19 CNN architecture pre-trained for the ImageNet (Deng et al. 2009) classification task to extract Gram matrix features as described in the following. With an artwork image as input, we compute the activations for each convolution layer of the network.

Consider $N$ feature maps corresponding to $N$ distinct filters in a convolution layer $l$, each with size $M_l = H_l \times W_l$, where $H_l$ and $W_l$ are the height and width of the feature map in layer $l$, respectively. We use a matrix $F_l$ to store the activations in layer $l$, where $F_{i,x,y}^l$ is the activation of the $i$th filter at position $(x, y)$ in layer $l$. Gram matrix is defined as:

$$G_{i,j}^l = \sum_{x,y} F_{i,x,y}^l F_{j,x,y}^l$$

In order to obtain a multi-scale representation for the input image, we include the Gram matrices on five layers of VGG-19 network, namely conv1-1, conv2-1, conv3-1, conv4-1, conv5-1 as shown in Fig. 3.

The resulted Gram matrices are flattened and concatenated into a very high dimensional (~610,000) vector. In order to make the computation more efficient, Principal Component Analysis (PCA) is applied to reduce its dimensional-

![Figure 3: Gram matrix is calculated by the features from 5 layers of VGG-19 network.](Image)

![Figure 4: Visualization of style vectors on MetFaces by using PCA (left). The style vectors corresponding to the right images are those red points in the left plot.](Image)
The AdaIN module is widely used in many generative architectures including StyleGAN (Karras et al. 2020b). Our generator extends (Karras et al. 2020b) with the style vector incorporated to modulate the generation process. Specifically, StyleGAN (Karras et al. 2020b) uses an eight-layer nonlinear mapping network to map from a Gaussian-distributed vector $z$ to $w$, which is subsequently used to construct the AdaIN transform parameters. So the generator can control different attributes at each convolution layer based on the latent code. The intermediate latent space is allowed to be disentangled. We add another eight-layer nonlinear mapping network that maps our style vector $v$ to $u$. Then we use $u$ and $w$ together ($u$ for last 4 feature maps that are close to output, $w$ for other feature maps) to construct the AdaIN modules of StyleGAN. In StyleGAN, varying $z$ changes various attributes (i.e. face identity) of the generated image. In our extended generator, the style vector control the style attributes (i.e. texture, color), so varying the style vector $v$ (therefore $u$) while keeping $z$ (therefore $w$) fixed would generate different artistic styles of the same person. Similarly, varying $z$ with a fixed $v$ would generate different images of the same artistic style. Using the Gram matrix-based embedding also makes our approach unsupervised, which gives it great potential to exploit a larger set of artworks on the Internet.

Details on how to adapt this generator design to StyleGAN (Karras et al. 2020b) will be given in the experiment section.

Extended projection discriminator with the style vector

In order to generate the images condition on the style vector, we need to feed the style vector $v$ to the generator and discriminator during training. A projection based discriminator to incorporate the conditional information into GANs was proposed in (Miyato and Koyama 2018). In contrast with most methods using the conditional information by concatenating the (embedded) conditional vector to the feature vector or input, the projection discriminator takes an inner product between the embedded condition vector and the feature vector. It was proved to be able to significantly improve the quality of class conditional image generation. In our framework, $D(\cdot, v)$ uses the style vector $v$ as the conditional information, so the inner product is between the style vector and the feature vector before feeding into the last classification layer of the discriminator.

Experiments and Results

In this section, we first describe implementation details and datasets. Then we show the experimental results for style-controlled versions of StyleGAN. We also analyze the style space and conduct ablation study.

Training

The training setup for StyleGAN in this paper is transfer learning which means the StyleGAN was first trained on FFHQ (Karras, Laine, and Aila 2019), then we finetune it in the style domain. Therefore, we reuse the pretrained

![Figure 5: Controlling fine-grained artistic style on different datasets: Selfie2anime (top), Metfaces (middle), Game figure (bottom). The left-most image in each row is a training example; other columns are images generated using its style vector.](image)
Table 1: FID scores (lower is better) of our proposed fine-grained control (FGC) StyleGAN compared with the original StyleGAN on different datasets.

| Method                        | MetFaces | Selfie2anime | Game Figure |
|-------------------------------|----------|--------------|-------------|
| StyleGAN                      | 29.73    | 18.62        | 66.57       |
| FGC StyleGAN                  | 20.39    | 14.24        | 63.64       |

Table 2: FID scores (lower is better) for different methods on MetFaces. With our method the controlled StyleGAN has a better FID score than the vanilla version. In contrast, GAN-control in (Shoshan et al. 2021) deteriorates the FID score. Due to different data-preprocessing settings, the FID scores are not comparable between columns.

| GAN Version       | Ours       | (Shoshan et al. 2021) |
|-------------------|------------|-----------------------|
| Vanilla           | 29.73      | 26.60                 |
| Controlled        | 20.39 (↓)  | 28.56 (↑)             |

Results

Table 1 shows FID scores of different methods on three datasets. The FID score for our controlled version StyleGAN is calculated by random sampling latent codes style vectors. By using our proposed fine-grained control module, StyleGAN always achieves better FID score than the vanilla version. We can see that our method and the Vanilla version have the largest gap on MetFaces. Because MetFaces is an artistic faces collected Metropolitan Museum of Art, slightly different artistic styles are inevitably brought in data when collect artwork examples in real application. And compared with other two datasets, the artwork examples in MetFaces dataset have fine-grained difference not only in texture but also in color. It can prove that our model has the ability to account for the fine-grained artistic style differences within the training data and offer control during testing.

Table 3: FID scores (lower is better) on MetaFaces of FGC StyleGAN with embedded style space versus random style space, compared to vanilla StyleGAN.

| Method                                      | FID   |
|---------------------------------------------|-------|
| FGC StyleGAN with embedded style space      | 20.39 |
| FGC StyleGAN with random style space        | 29.12 |
| Vanilla StyleGAN                            | 29.73 |

Figure 6: Results for random vectors version StyleGAN on MetFaces. The selected training style images (left) with random assigned vectors can’t provide useful artistic style information for output images (right).

which is the most closely related method. They assign discrete labels to images and use contrastive learning to train the model. Our method embed artwork examples into a continuous style space and train our model in unsupervised setting. When control is introduced, previous explicit control methods usually get a deterioration in FID (Deng et al. 2020; Kowalski et al. 2020; Shoshan et al. 2021). For example, in (Shoshan et al. 2021) the FID increases from 26.60 of the vanilla StyleGAN to 28.56 of the controlled version (Table 2). Unlike existing approaches, our method not only provides fine-grained control but also improves FID and image quality. Note that the FID scores are not directly comparable between different columns in Table 2—although they use the same MetFaces dataset—due to different data-preprocessing steps, image resolutions and number of generated images in calculating FID. We are instead emphasizing the different directions of FID changes from the vanilla version to the controlled version in our work and (Shoshan et al. 2021).

Fig 5 shows our generated images with fine-grained controlled StyleGAN. In each row, the left image is a query image selected from the training set. The style vector \( \mathbf{v} \) is extracted from that image to control the artistic styles of the output images. The remaining images in each row are generated by our model by fixing the style vector \( \mathbf{v} \) and varying the person identity vector \( \mathbf{z} \). We can see that the artistic style of the generated images are precisely controlled by the style vector \( \mathbf{v} \). Especially on the game-figure dataset, we can achieve high quality image generation with style control given only 78 training images.
Table 4: FID scores (lower is better) on Metafaces of FGC StyleGAN with projection discriminator versus concatenating discriminator, compared to vanilla StyleGAN.

| Method                                      | FID  |
|---------------------------------------------|------|
| FGC StyleGAN with projection discriminator   | 20.39|  
| FGC StyleGAN with concatenating discriminator| 25.34|  
| Vanilla StyleGAN                            | 29.73|  

Ablation Study of the Embedded Style Space

We first conduct an ablation study to verify the benefit of constructing the style space using training image embeddings. We create a control setup by assigning each image a fake style vector by randomly sample from Gaussian distribution with the same dimensionality as the style vector space. We train the random-style-vector version StyleGAN on Metfaces and compared the FID scores (Table 3). We can see that the FID score for FGC StyleGAN with random style space deteriorates to almost the same as vanilla StyleGAN. This has showed that the extracted fine-grained style vectors can help the network to better exploit the varying artistic style in training images, thereby better capture the data distribution in the learned generative model.

In Fig 6 we show the images generated by the FGC StyleGAN with random style vectors. The first column of each row is the selected training image that provides a style vector \( v \), the other columns are the generated images from \( v \) (each row uses the same \( v \)). We can see that this approach does not provide the artistic control as we have seen in FGC StyleGAN. This has further verified the importance of Gram matrix-based style space construction in our method.

Ablation Study of the Projection Discriminator

We then conduct an ablation study to verify the benefit of using the projection discriminator. We create a setup by substitute the projection discriminator with a concatenating discriminator. Specifically, the style vector pass a fully connected layer first and then after reshaping we get a feature map has the same shape as the input image. The concatenating discriminator use the conditional information by concatenating that feature map to the input image. We compared the FID scores (Table 4) by using different discriminators and the Vanilla version. We can see that compared to concatenating discriminator, the projection discriminator improve the results by 4.95 in FID.

Artistic Style Creation by Interpolation

As mentioned before, our style space is continuous, so we can move in this space to generate different (and consistent) artistic styles that does not exist in the training set.

One easy way to verify this is by interpolating between existing artistic styles. Consider style vectors \( v_1 \) and \( v_2 \) corresponding to two training images. We generate a mixed style vector \( v_3 = \lambda \cdot v_1 + (1 - \lambda) \cdot v_2 \). Fig 7 shows the generated images by using this strategy with different \( \lambda \) values (0.8, 0.6, 0.4, 0.2). The first and last column are generated images by style vector \( v_1 \) and \( v_2 \) respectively. Other columns are generated from \( v_3 \). Even the generator has never seen the mixed style vector \( v_3 \) during training, it still generates high quality images. The image generated from \( v_3 \) reflects a natural mixture of artistic styles from \( v_1 \) and \( v_2 \). Similarly, as shown in Fig 8 we can mix three style vectors by \( v_4 = \frac{1}{3} v_1 + \frac{1}{3} v_2 + \frac{1}{3} v_3 \) and still generate high quality images.

Conclusions

In this paper, to the best of our knowledge, we first address the fine-grained artistic style control problem. We presented an unsupervised approach to fine-grained control of artistic style in generating human portrays. Our method not only provides precise control of the style but also improves image quality as measured by FID. The continuous style space we constructed from image feature Gram matrix embedding shows desirable properties such as allowing the creation of new artistic styles by interpolating between existing ones. The ability to generate high quality images with precise style control from a very small number of training images (e.g. 78 images from our game figure dataset) has great potential in online social entertainment applications such as real-time style transfer of selfies on a mobile phone.
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