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Abstract

Graphs are widely used to model execution dependencies in applications. In particular, the NP-complete problem of partitioning a graph under constraints receives enormous attention by researchers because of its applicability in multiprocessor scheduling. We identified the additional constraint of acyclic dependencies between blocks when mapping computer vision and imaging applications to a heterogeneous embedded multiprocessor. Existing algorithms and heuristics do not address this requirement and deliver results that are not applicable for our use-case. In this work, we show that this more constrained version of the graph partitioning problem is NP-complete and present heuristics that achieve a close approximation of the optimal solution found by an exhaustive search for small problem instances and much better scalability for larger instances. In addition, we can show a positive impact on the schedule of a real imaging application that improves communication volume and execution time.
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1 Practical Motivation

The context of this research is the development of computer vision and imaging applications at Intel Corporation. These applications have high demands for computational power but often need to run on embedded devices with severely limited compute resources and a tight thermal budget. Our target platform is a heterogeneous multiprocessor for advanced imaging and computer vision and is currently used in Intel processors. It is designed for low power and has small local program and data memories. To cope with the memory constraints, the application developer currently has to manually break the application, which is given as a directed graph, into smaller blocks that are executed one after another. The quality of this partitioning has a strong impact on communication volume and performance. However, for large graphs this is a non-trivial task that requires detailed knowledge of the hardware. Hence, the task should be handled by a well-designed algorithm instead.

There are many existing heuristics for partitioning graphs into blocks of nodes of roughly equal size. However, our platform has the requirement that there must not be a cycle in the dependencies between the blocks because they have to be executed one after another.

The contributions of this work are the identification of a new variation of the graph partitioning problem, proofs it is NP-complete and hard to approximate, as well as the implementation and evaluation of heuristics that address this problem. First, we present all necessary background information on the application graph and hardware and explain our additional constraint in Section 2. We then continue to briefly introduce all basic concepts and related work in Section 3. We have not been able to identify works that address the aforementioned constraint of our problem variant, which originates from the hardware platform and disallows cycles between blocks. The proofs are found in Section 4 and the proposed heuristic algorithms in Section 5. We perform a number of experiments in
2 Background

Computer vision and imaging applications can often be expressed as graphs where nodes represent imaging functions and edges denote data dependencies. The widely-accepted industry standard OpenVX [11] released in 2014 by the Khronos group uses a graph-based execution model. With the OpenVX API the developer can specify the data flow of the application as a graph independent of hardware constraints. The hardware vendor on the other hand can provide an API implementation that uses advanced optimizations [21] like specialized hardware, parallelized and pipelined node execution, overlapped computation and data transfers and aggregated data transfers to avoid a round trip to external memory.

The application is specified as a Directed Acyclic Graph (DAG) in OpenVX. The nodes of the DAG are either kernels (small, self-contained functions) or data objects. Edges denote data dependencies and always connect exactly one kernel with one data object. No cycles or feedback loops are allowed [11]. The need of some imaging algorithms to access previous data (e.g. video stabilization) is addressed by special OpenVX delay objects that hold data of previous graph executions. Our existing tool flow converts the OpenVX graph in linear time into a Synchronous Dataflow (SDF) graph. SDF is a model of computation that abstracts from functionality and enables several prevalent analysis and scheduling techniques [15]. In this representation, nodes represent processing and the directed edges represent FIFO buffers. The SDF nodes are annotated with the program size for each kernel in the OpenVX graph. If two kernels are linked by a data object in the OpenVX graph, the SDF nodes are connected by a directed edge annotated with the size of the data object. The resulting graph is a DAG. An example of this conversion is shown in Figure 1a and 1b.

In this work, we address a graph partitioning problem that arises when mapping the nodes of a DAG to the processing elements of a heterogeneous embedded multiprocessor. The processing elements (PEs) of this platform have a private local data memory and a separate
program memory. A direct memory access controller is used to transfer data between the local memories and the external DDR memory of the system. The data memories have a size in the order of hundreds of kilobytes and can thus only store a small portion of the image. Therefore the input image is divided into tiles. The mode of operation of this hardware usually is that the nodes in the application graph are assigned to PEs and process the tiles one after the other. In most cases this can be pipelined such that while the PEs process the current tile, the direct memory access controller concurrently loads the next tile to the local memories and writes the processed tile from the previous iteration back to main memory.

However, this is only possible if the program memory size of the PEs is sufficient to store all kernel implementations. For the hardware platform under consideration it was found that this is not the case for more complex applications such as a Local Laplacian filter [18]. Therefore a gang scheduling [7] approach is used where the kernels are divided into groups of kernels (referred to as gangs) that do not violate memory constraints. Gangs are executed one after another on the target platform. After each execution, the kernels of the next gang are loaded. At no time any two kernels of different gangs are loaded in the program memories of the processors at the same time. Thus all intermediate data that is produced by the current gang but is needed by a kernel in a later gang needs to be transferred to external memory.

Since memory transfers, especially to external memories, are expensive in terms of power, the assignment of nodes to gangs is crucially important. There are many graph partitioning algorithms for the problem of dividing a graph into blocks of nodes under certain conditions [5]. However, in this case we require a strict ordering of gangs. Data objects may only be consumed in the same gang where they were produced and in gangs that are scheduled later. If this does not hold, there is no valid order in which the gangs can be executed on the platform. A valid order is a topological ordering of the graph that represents data dependencies between gangs. This graph can be created by taking the original DAG of the application and contracting all nodes that are assigned to the same gang into a single node. In order for a valid gang execution order to exist, the resulting graph therefore must be a DAG itself. An example for an incorrect assignment is shown in Figure 1c and a correct assignment in Figure 1d.

3 Preliminaries

In this section, we introduce the mathematical notation used throughout this paper, give the formal definition of the graph partitioning problem and show its relation to multiprocessor scheduling as a whole.

3.1 Basic Concepts

Let $G = (V = \{0, \ldots, n-1\}, E, c, \omega)$ be an directed graph with edge weights $\omega : E \rightarrow \mathbb{R}_{>0}$, node weights $c : V \rightarrow \mathbb{R}_{\geq 0}$, $n = |V|$, and $m = |E|$. We extend $c$ and $\omega$ to sets, i.e., $c(V') := \sum_{v \in V'} c(v)$ and $\omega(E') := \sum_{e \in E'} \omega(e)$. We are looking for blocks of nodes $V_1, \ldots, V_k$ that partition $V$, i.e., $V_1 \cup \cdots \cup V_k = V$ and $V_i \cap V_j = \emptyset$ for $i \neq j$. We call a block $V_i$ underloaded [overloaded] if $c(V_i) < L_{\text{max}}$ [if $c(V_i) > L_{\text{max}}$]. If a node $v$ has a neighbor in a block different of its own block then both nodes are called boundary nodes. An abstract view of the partitioned graph is the so-called quotient graph, in which nodes represent blocks and edges are induced by connectivity between blocks. The weighted version of the quotient graph has node weights which are set to the weight of the corresponding block and edge weights which are equal to the weight of the edges that run between the respective blocks.
3.2 Problem Definition

The partitions that we are looking for have to satisfy two constraints: a balancing constraint and an acyclicity constraint. The balancing constraint demands that for some imbalance parameter \( \epsilon \geq 0 \), the acyclicity constraint mandates that the quotient graph is acyclic. The objective is to minimize the total cut 
\[
\sum_{i,j} w(E_{ij}) \quad \text{where} \quad E_{ij} := \{(u, v) \in E : u \in V_i, v \in V_j\}.
\]

3.3 Relation to Scheduling

The balancing constraint ensures that the size of the programs in a scheduling gang does not exceed the program memory size of the platform and thus is an important constraint for scheduling. Reducing the edge cut reduces the amount of data transfers between gangs and thus improves the memory bandwidth requirements of the application. Note that an application is either compute-limited (processors are always occupied) or bandwidth-limited (processors wait for data). Thus a minimization of transfers does not guarantee an optimal schedule. However, especially in embedded systems, the memory bandwidth is often the bottleneck and a schedule requiring a large amount of transfers will neither yield a good throughput nor good energy efficiency [17]. Therefore, we address the problem of minimizing the edge cut under the given constraints in isolation and do not solve a scheduling problem in this work. We provide linear-time heuristics that can later be employed as subroutines in broader scheduling algorithms to reduce data transfers.

3.4 Related Work

There has been a vast amount of research on graph partitioning so that we refer the reader to [23, 4, 5] for most of the material. Here, we focus on issues closely related to our main contributions. All general-purpose methods that are able to obtain good partitions for large real-world graphs are based on the multilevel principle. The basic idea can be traced back to multigrid solvers for systems of linear equations [24] but more recent practical methods are based on mostly graph theoretical aspects, in particular edge contraction and local search. There are many ways to create graph hierarchies such as matching-based schemes [27, 14, 19] or variations thereof [1] and techniques similar to algebraic multigrid, e.g. [16]. We refer the interested reader to the respective papers for more details. Well-known software packages based on this approach include Jostle [27], KaHIP [22], Metis [14] and Scotch [6]. However, none of these tools can partition directed graphs under the constraint that the quotient graph is a DAG. We are not aware of any related work that is able to satisfy this constraint.

Gang scheduling was originally introduced to efficiently schedule parallel programs with fine-grained interactions [7]. In recent work, this concept has been applied to schedule parallel applications on virtual machines in cloud computing [25] and extended to include hard real-time tasks [10]. An important difference to our work is that in gang scheduling all tasks that exchange data with each other are assigned to the same gang, thus there is no communication between gangs. In our work, the limited program memory of embedded platforms does not allow to assign all kernels to the same gang. Therefore, there is communication between gangs which we aim to minimize by employing graph partitioning methods.
4 Hardness Results

In this section, we show that the problem under consideration is NP-complete when restricted to the case \( k = 2 \) and \( \epsilon = 0 \), and also hard to approximate with a finite approximation factor for \( k \geq 3 \). A given solution for an instance of DGPAQ can be verified in linear time by constructing the quotient graph \( Q \), checking the balance constraint and checking \( Q \) for acyclicity. The last task can be done in linear time in the size of \( Q \) using Kahn’s algorithm \[13\]. We now reduce the subset sum problem to our problem. The proof is inspired by the reduction used in \[20\] which shows that the most balanced minimum cut problem is NP-complete.

▶ Theorem 1. The DGPAQ problem is NP-complete for the bi-partitioning case with \( \epsilon = 0 \).

Proof. We reduce the NP-complete \[9\] subset sum problem to DGPAQ. The decision version of the subset problem is stated as follows: Given a set of integers \( \{a_1, \ldots, a_n\} \), is there a non-empty subset \( I \subseteq \{1, \ldots, n\} \) such that \( \sum_{i \in I} a_i = \sum_{i \notin I} a_i \)? The construction of an equivalent instance of DGPAQ is as follows: We construct a DAG \( G = (V, E, c) \) with nodes \( s, t \in V \) as well as a node \( v_i \in V \) for each \( i \in \{1, \ldots, n\} \). Then we set \( A := \sum_i 2a_i \) and define the node weights as \( c(s) = A, c(t) := A, c(v_i) := 2a_i \). Afterwards, we insert edges \((s, v_i) \forall i\) and \((v_i, t) \forall i\). The graph is a DAG – an example topological ordering puts first, \( t \) last and the remaining nodes at arbitrary positions in between. Figure 2 illustrates the construction.

By definition, \( L_{\text{max}} = 3A/2 \) for this instance of DGPAQ. Note that by construction \( A \) is divisible by 2. The construction can be done in polynomial time. Note that all balanced partitions \( (S, V \setminus S) \) cut \( n \) edges, and due to the balance constraint \( s \) and \( t \) can never be in the same block. This ensures that there cannot be any edge \((u, v)\) with \( u \in V \setminus S \) and \( v \in S \) and hence the quotient graph is acyclic. If the subset sum instance is a yes instance, then there is perfectly balanced bipartition and vice versa.

The following theorem shows that it is not possible to find a finite factor approximation algorithm for our general problem where \( k \) is not a constant. The proof is a modification of the proof by Andreev and Räcke \[2\] which shows this for the classical graph partitioning problem, i.e. no acyclicity constraint and for undirected inputs. Hence, we follow the proof of \[2\] closely with the difference being that the inputs that we construct are DAGs.

▶ Theorem 2. The directed graph partitioning problem with acyclic quotient graph has no polynomial time approximation algorithm with a finite approximation factor for \( \epsilon = 0, k \geq 3 \) unless \( P = NP \).

Proof. The 3-Partition problem is defined as follows. Given \( n = 3k \) integers \( a_1, \ldots, a_n \) and a threshold \( A \) such that \( A/4 < a_i < A/2 \) and \( \sum_i a_i = kA \), decide whether the numbers can be partitioned into triples such that each triple adds up to \( A \). This problem is strongly NP-complete \[3\], i.e. the problem remains NP-complete if all numbers \( a_i \) and \( A \) are polynomially bounded.

Now suppose we have an approximation algorithm for the directed graph partitioning problem with acyclic quotient graph for \( \epsilon = 0 \). We can use this algorithm to decide the
3-Partition problem with polynomially bounded numbers. To do so, we construct a graph \( G \) that contains \( n \) subgraphs. Subgraph \( i \) has \( a_i \) nodes. All weights are set to 1. We make each of the subgraphs a directed clique, i.e. all edges \((u, v)\) with \( u < v \) are inserted into the subgraph. By construction \( G \) is a DAG. This is the main difference to [2] in which the subgraphs are undirected cliques. Also since all numbers are polynomially bounded, the construction takes polynomial time.

Now, if the 3-Partition instance can be solved, the \( k \)-DGPAQ problem in \( G \) can be solved without cutting any edge. Note that this solution also fulfills the acyclicity constraint. If the 3-Partition instance cannot be solved, then the optimum solution to the \( k \)-DGPAQ problem will cut at least one edge. An approximation algorithm with finite approximation factor has to differentiate between these two cases. Hence, it can solve the 3-Partition problem.

5 Heuristic Algorithms

In this section we present simple yet effective construction and local search heuristics to tackle the problem. Our general approach is as follows: First create an initial solution based on a topological ordering of the input graph and then apply a local search strategy to improve the objective of the solution while maintaining both constraints. We start the section with the construction algorithm and then present different local search heuristics.

5.1 Construction Algorithm

All of our local search heuristics start with an initial partitioning that fulfills both constraints, i.e. the quotient graph is acyclic and the balance constraint is satisfied. Our algorithm does this by computing a random topological ordering of the nodes using a modified version of Kahn’s algorithm with randomized tie-breaking. More precisely, the algorithm initializes a list \( S \) with all nodes that have indegree zero and an empty list \( T \). It then repeats the following steps until the list \( S \) is empty: Select a node from \( S \) uniformly at random and remove it from the list. Add the node to the tail of \( T \). Remove all outgoing edges of the node. If this reduces the indegree of another node to zero, add it to \( S \). When the algorithm terminates, the list \( T \) is a topological ordering of all nodes unless the graph has a cycle. Using list \( T \), we can now derive initial solutions by dividing the graph into blocks of consecutive nodes w.r.t to the ordering. Due to the properties of the topological ordering there is no node in a block \( V_j \) that has an outgoing edge ending in a block \( V_i \) with \( i < j \). Hence, the quotient graph of our solution is cycle-free. In addition, the blocks are chosen such that the balance constraint is fulfilled. There is obviously a large number of possible divisions. Our algorithm generates a balanced initial partitioning by dividing the ordering into blocks of size \( \lceil \frac{\omega(V)}{k} \rceil \) or \( \lceil \frac{\omega(V)}{k} \rceil \) uniformly at random. Since the construction algorithm is randomized, we run the heuristics \( \ell \) times with different initial partitionings and pick the best solution afterwards.

5.2 Local Search Algorithms

Our local search heuristics take a given initial solution and move nodes between the blocks in order to decrease the edge cut. The reduction of the edge cut after a move is called the gain of the move. To compute the gain when moving node \( v \), we define two functions:

\[
C_{\text{in}}(v, i) := \omega(\{(u, v) \in E : u \in V_i\})
\]

\[
C_{\text{out}}(v, i) := \omega(\{(v, u) \in E : u \in V_i\})
\]
Roughly speaking, $C_{in}$ is the combined weight for all edges that start in nodes of block $V_i$ and end in $v$. Analogously, $C_{out}$ is the combined weight of all edges that start in $v$ and connect to nodes in the block $V_j$. If $v \in V_j$, these costs are the weights of internal edges. These edges will become external edges and increase the objective if we move $v$ to a different block. If $v \in V_j, j \neq i$, then these costs are weights of external edges, which will become internal and thus reduce the edge cut if $v$ is moved to $V_i$. Figure 3 shows an example of internal and external edges.

We have multiple local search heuristics that differ in the size of the local search neighborhood: Simple Moves, Advanced Moves, Global Moves as well as FM moves. We found that the heuristics can often yield better results with a different initial partitioning. In order to compare the different heuristics, we will give each heuristic the same time budget and will restart the heuristics for different initial partitionings until it is exhausted.

**Simple Moves (SM)**

Simple moves start by picking a node $v$ and moving it to a different block if this does not violate the constraints and improves the objective. Our simple move heuristic only considers to move a node $v \in V_i$ to adjacent blocks $V_{i-1}$ and $V_{i+1}$. This is because there is a fast algorithm to check the acyclicity constraint. Assuming that the given solution is feasible with respect to both constraints, it is sufficient to check whether $C_{out}(v, i) = 0$ in the case that we want to move $v$ to $V_{i+1}$ and $C_{in}(v, i) = 0$ in the case that we want to move $v$ to $V_{i-1}$. The gain of a node movement depends on the block and is calculated as:

\[
\begin{align*}
C_{in}(v, i - 1) - C_{out}(v, i) & \quad \text{when moving } v \text{ to } V_{i-1} \\
C_{out}(v, i + 1) - C_{in}(v, i) & \quad \text{when moving } v \text{ to } V_{i+1}.
\end{align*}
\]

A block is eligible if the move does not create a cycle and does not overload the block. In addition, the gain has to be positive or zero but the balance of the partitioning is improved. If there is such a block, we move $v$ to it. In the case that both blocks are eligible for the move and have the same gain, the heuristic selects one uniformly at random.

We repeat the process for all nodes. Our heuristic stops if there is no node with positive gain or balance cannot be improved. Hence, our heuristic terminates when a local minimum is found with respect to the local search neighborhood defined above. Note that even though the edge cut is not strictly monotonically decreasing, the combination of edge cut and difference in block weight is. In one pass, the heuristic considers the in- and outgoing edges of all nodes. Thus, each edge is considered exactly twice to calculate the gain for all nodes and the complexity of the heuristic is $O(m)$ per round.

**Advanced Moves (AM)**

This algorithm increases the local search neighborhood of the Simple Moves algorithm by considering more target blocks for a move. For the node $v \in V_i$ under consideration, all incoming edges are checked to find the node $u \in V_A$ where $A$ is maximal. Also all outgoing edges are checked to find the node $w \in V_B$ where $B$ is minimal. Since the original partition
was obtained from a topological ordering, $A \leq i \leq B$ must hold, otherwise there would be back edges in the ordering and thus it would not be a topological ordering. If $A = i = B$, then the node $v$ has in- and outgoing edges in its own block and cannot be moved. If $A < i$, then the node can be moved to blocks preceding $V_i$ up to and including $V_A$ in the topological ordering without creating a cycle. This is because all incoming edges of the node will either be internal to block $V_A$ or are forward edges starting from blocks preceding $V_A$. Therefore it is still a topological ordering. However, when the node is moved to a block preceding $V_A$, the edge starting in this block becomes a back edge and the ordering is not a topological ordering anymore. Similar, if $i < B$, the node can be moved to blocks succeeding $V_i$ up to and including $V_B$. Thus moving the node to $V_j$ with $j \in \{A, \ldots, B\} \setminus \{i\}$ will preserve the topological ordering of blocks. This is a sufficient condition to ensure the acyclicity constraint and is not computationally expensive to check. However, since it is not a necessary condition, it might prevent the heuristic from testing some possible moves. The Global Moves heuristic does not have this limitation, but has a higher computational complexity.

The gain of the moves to all allowed $V_j$ is computed with the cost functions described in the previous section as $C_{in}(v,j) - C_{out}(v,i) + C_{out}(v,j) - C_{in}(v,i)$. In each iteration, the move with the largest gain such that the constraints are maintained is selected. Tie-breaking and gains of zero are handled in the same way as in Simple Moves.

This heuristic considers each edge exactly twice in order to calculate the gain when moving the node to any other block. Afterwards, a block yielding maximal gain is selected, which can be done in time proportional to the degree of a node. Thus, the complexity of this heuristic is $O(m)$.

**Global Moves (GM)**

With this algorithm, we increase the local search neighborhood even further by considering all other blocks. Starting from the initial partition, the algorithm computes the adjacency lists of the quotient graph. Throughout the algorithm the quotient graph is kept up-to-date. When moving a node we update the adjacency information of the quotient graph and record whether a new edge has been created. If this is the case we check the quotient graph for acyclicity by using Kahn’s algorithm and undo the last movement if it created a cycle.

The calculation of the gain values can be done in $O(m)$ as for the other heuristics. For a node, the heuristic needs to check the acyclicity constraint for all considered moves/blocks in the worst case. Since Kahn’s algorithm checks the quotient graph for acyclicity, the total complexity of this heuristic is $O(m(m_Q + k))$ where $m_Q$ is the number of edges in the quotient graph. If the quotient graph is sparse, i.e. $m_Q$ is $O(k)$, we get a complexity of $O(km)$.

**FM Moves (FM)**

This heuristic combines the quick check for acyclicity of the Advanced Moves heuristic with an adapted Fiduccia-Mattheyses algorithm [8] which gives the heuristic the ability to climb out of a local minimum. The initial partitioning is improved by exchanging nodes between a pair of blocks even if the gain is negative. The partition with the best objective that was seen during the pass will be returned. A pass starts with two blocks $A$ and $B$, where $A$ precedes $B$ in the topological ordering of blocks. The algorithm will then calculate the gain for moving enabled boundary nodes to the other block. Using the same criterion to guarantee acyclicity as the Advanced Moves heuristic, we say that a boundary node is enabled if it is in $A$ and does not have outgoing edges to nodes that precede $B$ or it is in $B$ and does not have incoming edges from nodes that follow $A$. The candidate moves, consisting of a gain
and a node identifier, are inserted into a priority queue. The queue is a binary heap where the total order on the elements is implemented by comparing the gain of the moves and, if the gain is the same, a random number that is generating upon insertion.

In a loop that runs until the priority queue is depleted, the first move is extracted from the queue. If the selected move would overload the target block or is not enabled because it was disabled in a previous loop iteration, the heuristic continues with the next iteration. Otherwise, the move will be committed even if the gain is negative. The node is then locked, i.e. it cannot be moved again during this pass. This prevents thrashing and guarantees the termination of the algorithm. Unlike the Fiduccia-Mattheyses algorithm, a move in this scenario does not change the gain, it disables and enables other moves. For example, if a node \( w \) is moved from \( A \) to \( B \), the heuristic will disable all nodes \( v \) in block \( B \) with \((w,v) \in E\) since they do not fulfill the condition for acyclicity anymore and moving any of them to \( A \) would introduce a back edge in the topological ordering of blocks. This does not necessarily mean that the quotient graph would become cyclic, however, assuring this would require a more expensive check like Kahn’s algorithm. Note that the gain of the moves does not need to be re-calculated since \( w \) was locked and thus all nodes \( v \) will not be enabled again in this pass. On the other hand, moving \( w \) enables nodes in \( A \) if they are connected with an outgoing edge to \( w \) and if after the move they do not have other outgoing edges to blocks preceding \( B \). The heuristic will calculate the gain for these nodes, enable and insert them into the priority queue. A move from \( B \) to \( A \) will enable and disable moves correspondingly. The loop will continue to move nodes between the blocks until the priority queue is depleted, which occurs when all nodes are either disabled or locked. Since the number of loop iterations is hard to predict due to the reinsertion of moves, it is limited to \( 2n/k \) which did not have a measurable impact on the quality of obtained partitionings. The best objective that was achieved in the pass is recorded. In the final step, the last moves are undone if required to reach the corresponding partitioning. This terminates the inner pass of the heuristic.

The outer pass of the heuristic will repeat the inner pass for randomly chosen pairs of blocks. At least one of these blocks has to be “active”. Initially, all blocks are marked as “active”. If and only if the inner pass results in movement of nodes, the two blocks will be marked as active for the next iteration. The heuristic stops if there are no more active blocks.

The overall time to compute gain values is \( O(m) \). We now analyse the running time for a pair of blocks. In the worst case, all nodes of both blocks are enabled in the beginning and initializing the priority queue with \( 2n/k \) nodes requires \( O\left(\frac{n}{k}\right) \) time. Note that we cannot use a bucket priority queue, since the weights associated with the edges can be more or less arbitrarily distributed. Removing a node with the best gain from the queue takes \( O\left(\log\frac{n}{k}\right) \) time. If a move is committed in an iteration, the heuristic needs to calculate the gain of adjacent nodes. However, the heuristic will never calculate the gain of a move twice during a pass. Thus the total complexity of the inner pass is \( O\left(\frac{n}{k}\log\frac{n}{k}\right) \). Note that the inner pass needs to be performed for all pairs of blocks which yields overall time \( O(m + m\sqrt{\frac{n}{k}}\log\frac{n}{k}) \) per round of the algorithm, or \( O(m + n\log\frac{n}{k}) \) if the quotient graph is sparse.

6 Experimental Evaluation

In this section we evaluate the performance of our algorithms. We start by presenting methodology and the systems we use for the evaluation. Then we evaluate the solution quality on small instances by comparing with the optimal solutions and evaluate our algorithms on complex imaging filters. We finish with testing the scalability of our algorithms.
Methodology. We have implemented the algorithms described above using C++. All programs have been compiled using g++ 4.8.0 and 32 bit index data types. The system we use is equipped with two Intel Xeon X5670 Hexa-Core processors (Westmere) running at a clock speed of 2.93 GHz. The machine has 128GB main memory, 12MB L3-Cache and 6×256KB L2-Cache. All instances described in this section will be made available on request.

Comparison with Optimal Solutions. This section compares the results of our heuristics against the optimal solution obtained by a non-polynomial time algorithm that performs an exhaustive search. We create a set of random graphs that are close to instances from typical applications. Our generation algorithm works by consecutively adding new graph levels with a random number of nodes. Each of the new nodes is connected to a random number of nodes in previous levels. Because the application domain of this work is imaging, we use a small number of input and output nodes (between one and three) which is typically the case for imaging and vision kernels (compare library of OpenVX vision functions [12]). Since the weight of nodes is representing the program size, we select a random value between the size of the smallest and the largest kernel in an implementation of the Local Laplacian filter for our target platform. The weight of edges is uniformly chosen between 1 and 100 to account for different sizes for intermediate buffers between the functions.

Because the following parameters have a major impact on the structure of the graph, we use two different values for each and generate 25 graphs for each of the eight resulting parameter combinations:

- The maximum size of a graph level is either set to a high value (√n) which results in a graph that can in extreme cases have √n levels with about √n nodes each, meaning that there is a high amount of data parallelism, and low values (√n) such that the graph resembles more a long chain of nodes and thus represents the classical imaging pipeline with low data parallelism on kernel level.
- The maximum number of edges is either set to the lowest number that ensures that inner nodes have at least one incoming and one outgoing edge and that the graph is connected or to √n per node such that the number of edges scales with the problem size. This reflects applications with few and many data dependencies between functions.
- The maximum distance in terms of node indices, over which new nodes are connected to preceding nodes in the graph, is either set to a low value that results in a graph where nodes only have incoming edges from the closest preceding levels or it is set to n which means that there is no restriction on where edges can start. The first case models application where data is short-lived and only needed for the next step in a pipeline while the second case represents scenarios with a long data lifetime.

These 200 different problems instances were generated for problem sizes in the range of \( n \in \{10, \ldots, 20\} \) nodes each. Table 1 shows the averaged approximation factor of the four heuristics when using a time budget of 10 milliseconds. Running times of the exhaustive

| \( k \) | \( \epsilon \) | SM | AM | GM | FM |
|---|---|---|---|---|---|
| 20 % | 1.89 % | 1.02 % | 0.78 % | 0.71 % |
| 40 % | 5.09 % | 3.65 % | 3.69 % | 0.44 % |
| 50 % | 6.50 % | 4.04 % | 4.19 % | 0.31 % |

Table 1 Each cell shows the averaged result of the heuristic for the current combination of block count \( k \) and imbalance \( \epsilon \). The value is the increase in cost compared to the optimal solution.
search algorithm vary between a couple of seconds for the small instances and a couple of
days for the large instances. The results show a good approximation of the optimal result
that improves further with increasing size of the search by the different heuristics. The
quality of SM, AM and GM degrades with large $\epsilon$ since they can get trapped in a local
minimum, FM moves on the other hand shows a close and consistent approximation.

**Local Laplacian Filter.** The Local Laplacian filter is an edge-aware image processing fil-
ter. A detailed description of the algorithm and theoretical background is given in [18].
The algorithm uses concepts of

Gaussian pyramids and Laplacian

pyramids as well as a point-wise

remapping function in order to en-
hance image details without cre-
ating artifacts. We model the
data flow of the filter as a DAG
where nodes represent simple func-
tion primitives, e.g. upsampling,
downsampling and gaussian filter-
ing for both image dimensions for
each level of the pyramid generation. If there is a direct data dependency between two nodes,
they are connected by an edge with a weight of the number of pixels of the corresponding
buffer. The node weight is set to the program memory used by the primitive. The DAG
has 72 nodes and 93 edges in total in our configuration. In an existing implementation, the
primitives were grouped in a functional way (e.g. pyramid generation) by the developer into
programs and then assigned to a total of five scheduling gangs. To evaluate the heuristics,
we use a first pass with $L_{\text{max}}$ set to the size of the program memory to find a good compo-
sition of function primitives into programs. The resulting quotient graph is then used in a
second pass where $L_{\text{max}}$ is set to the total number of PEs in order to find scheduling gangs
that minimize external memory transfers. In this second step the acyclicity constraint is
crucially important. In both passes, empty blocks were explicitly permitted to allow the
heuristics to reduce the number of gangs. The time budget given to each heuristic is one
minute. We also found that due to (desired) compiler optimizations, the final program
memory size of a program can be smaller than the sum of its primitives. Since the entire
process of partitioning, code generation and compilation is automated, we took advantage
of this by slowly increasing $\epsilon$ until the programs became too large. The results are shown in
Table 2. The 1-level edge cut shows the amount of communication between programs, the
2-level edge cut between gangs, both in megapixels. The cycle count was obtained with a
cycle-true compiled simulator of the hardware platform. Since gangs are executed one after
another, the longest execution time of a program in a gang limits the throughput. The table
shows the summed execution of each limiting program relative to the manual implementa-
tion, not taking bandwidth limitations into account in order to see when a schedule will
be compute-limited. All heuristics improve the edge cut by at least 30%, thus the schedule
will be superior on all platforms where the manual implementation is bandwidth-limited. In
addition, by reducing edge cut, the AM and GM heuristics find partitionings that require
fewer gangs. For AM, this improves execution time, so the schedule will be superior even
if bandwidth is not the limiting factor. For GM, the heuristic makes an additional choice
that reduces edge cut even further, but does not balance compute-intensive programs well
and thus schedule time is not improved. This is not addressed in our graph partitioning
heuristic and should be considered in a scheduling algorithm.

|                  | man. | SM | AM | GM | FM |
|------------------|------|----|----|----|----|
| number programs  | 20   | 22 | 16 | 16 | 17 |
| number gangs     | 5    | 7  | 4  | 4  | 6  |
| 1-level edge cut | 11.4 | 10.9 | 8.8 | 8.9 | 10.4 |
| 2-level edge cut | 8.9  | 6.2 | 5.0 | 4.7 | 6.1 |
| rel. execution time | 1.00 | 1.09 | 0.89 | 1.04 | 1.31 |

Table 2: Table comparing the results of the manual implementation with the solution found by the heuristic
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Random Geometric Graphs. We now look at the scalability of our heuristics. We do this on random geometric graphs where nodes represent random points in the unit square and edges connect nodes whose Euclidean distance is below $0.55 \sqrt{\ln n/n}$. This threshold was chosen in order to ensure that the graph is almost connected. These graphs were taken from [3] and were initially undirected. We convert them into DAGs by directing edges from smaller to larger node ids. The graph $\text{rgg}_X$ has $2^X$ nodes. We vary $X \in [15, \ldots, 22]$. The allowed imbalance was set to 3% since this is one of the values used in [26]. Figure 4 shows the averaged time required for 100 passes of each heuristic and the relative improvement in edge cut that was found for $k = 8$ by the more advanced heuristics in comparison to the Simple Moves heuristic. The figure shows a linear growth of our heuristics respective to number of nodes. The worst case complexity of FM moves was shown to be superlinear since it had to be assumed that all nodes are boundary nodes, which is not the case here. We conclude that our algorithms scale well to large problems.

7 Conclusion

In this work we designed, implemented and evaluated new heuristics that partition application graphs under constraints that are important for multiprocessor scheduling. It was shown that the constrained problem is NP-complete and that the heuristics yield good approximations of the optimal solution for small problem instances and have a linear growth for larger instances. In a simulation we could show the positive impact on communication volume of a real application for all heuristics and in one case even a reduction of execution time when bandwidth is not the limiting factor due to a reduction in number of scheduling gangs. The running time of the heuristics w.r.t. problem size is sufficient for this application domain, especially since the algorithms only need to run at compile-time. Also the communication volume was reduced by an extent that suggests that for future work it will be more rewarding to introduce additional objectives that help to improve gang execution time by better balancing compute-intensive kernels.
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