I. INTRODUCTION

Standard thermodynamics successfully describes equilibrium systems consisting of a sufficiently large number of degrees of freedom, either isolated or in contact with a large enough environment or reservoir. However, finite systems have gained interest because of their potential technological applications, and in them the fluctuations of quantities such as energy, volume and number of particles cannot be neglected. Remarkably, even when the idea of fluctuations of intensive quantities such as temperature has generated controversy since several decades ago [1–3] the atomistic simulation community keeps working within such a paradigm and has brought interesting insights [4, 5].

Recently the formalism of superstatistics [6], originally conceived in the context of nonequilibrium steady states of complex, long-range interacting systems, has been proposed as the foundation for the thermodynamics of small systems, mostly in the context of physical chemistry [7]. However, the identification of the parameter $\beta$ in superstatistics with a fluctuating inverse temperature is not free of conceptual difficulties [8, 9].

In this work we present a study of the statistical distributions that describe two parts of a finite, isolated system, providing some general results. Most interesting is the fact that, although under certain conditions the target system cannot be described by superstatistics, we can nevertheless construct the probability distribution of the so-called inverse temperature which, we argue, has a physical interpretation and generalizes the temperature, as the parameter $\beta$ in the canonical ensemble.

II. TEMPERATURE IN GENERALIZED ENSEMBLES

Thermodynamics defines the temperature $T$ using two different routes. On the one hand, in terms of the changes in entropy as

$$\frac{1}{T} = \frac{\partial S}{\partial E},$$  

and on the other hand, through the parameter

$$\beta := \frac{1}{k_B T}$$

appearing in the probability density of microstates $x$ at thermal equilibrium,

$$P(x|\beta) = \exp(-\beta H(x)) / Z(\beta),$$

known as the canonical ensemble, where $H(x)$ is the Hamiltonian of the system and $Z(\beta)$ the partition function. We will now extend the definitions in (1) and (2) to the general case of a generalized ensemble, i.e. a nonequilibrium steady state of the form

$$P(x) = \rho(H(x))$$

for some non-negative function $\rho(E)$, which we will call the ensemble function. These generalized ensembles were first studied due to their practical use in computer simulation of proteins [10, 11], but they are in fact also relevant in the study of complex nonequilibrium systems in steady states using frameworks such as nonextensive statistical mechanics [12, 13] and superstatistics.

The definition of temperature in (1) gives rise to the microcanonical inverse temperature $\beta_\Omega(E)$, a function of the energy defined by

$$\beta_\Omega(E) := \frac{1}{k_B} \frac{\partial S(E)}{\partial E} = \frac{\partial}{\partial E} \ln \Omega_H(E)$$

where $S(E) := k_B \ln \Omega_H(E)$ is the microcanonical (Boltzmann) entropy and

$$\Omega_H(E) := \int dx \delta(H(x) - E)$$

is the density of states. The second definition of temperature, as the parameter $\beta$ in the canonical ensemble,
gives rise to the fundamental inverse temperature $\beta_F(E)$, which is also a function of the energy and is defined by \cite{14,15}

$$\beta_F(E; S) := - \frac{\partial}{\partial E} \ln \rho(E; S). \quad (5)$$

Using this definition is straightforward to check that, in the particular case of the canonical ensemble, we have

$$\beta_F(E; \beta_0) = \beta_0,$$

that is, the fundamental inverse temperature is a constant function.

In a generalized ensemble described by a function $\rho(E; S)$ the probability distribution of the energy is

$$P(E|S) = \int dx P(x|S) \delta(H(x) - E) = \rho(E) \Omega_H(E), \quad (6)$$

and the most probable energy $E^*$ is therefore given by the extremum condition

$$\frac{\partial}{\partial E} \ln P(E|S) \bigg|_{E=E^*} = 0,$$

equivalent to the equality of the fundamental and microcanonical (inverse) temperatures, $\beta_F(E^*; S) = \beta_\Omega(E^*)$.

An alternative argument in favor of $\beta_F$ as the natural generalization of inverse temperature in generalized states comes from expanding the entropy around the most probable energy $E^*$. We have, to first-order, that

$$S := -k_B \int dx P(x|S) \ln P(x|S)$$

$$= -k_B \langle \ln \rho(E) \rangle_S$$

can be approximated by

$$S \approx -k_B \ln \rho(E^*) + \beta_F(E^*) \left[ \langle E \rangle_S - E^* \right]$$

so the macroscopic definition of temperature gives

$$\frac{1}{k_B} \left( \frac{\partial S}{\partial \langle E \rangle_S} \right) \approx \beta_F(E^*). \quad (9)$$

By making use of the conjugate variables theorem \cite{16,17} for a probability density $p(x)$ with compact support, namely the identity

$$\langle \frac{\partial \omega(x)}{\partial x} \rangle_p + \langle \omega(x) \frac{\partial}{\partial x} \ln p(x) \rangle_p = 0,$$

where $\omega(x)$ is an arbitrary, differentiable function of $x$, we have for the case of $P(E|S)$ given by (6) that

$$\langle \frac{\partial \omega}{\partial E} \rangle_S = \langle \omega(\beta_F - \beta_\Omega) \rangle_S, \quad (11)$$

from which it follows, choosing $\omega = 1$, that

$$\langle \beta_F \rangle_S = \langle \beta_\Omega \rangle_S$$

that is, the expectation values of both inverse temperatures are equal. We will therefore define the inverse temperature of a generalized ensemble without ambiguity as

$$\beta_S := \langle \beta_F \rangle_S = \langle \beta_\Omega \rangle_S. \quad (13)$$

### III. SUPERSTATISTICS

Among several frameworks and theories developed with the original aim of describing the generalized ensembles useful for nonequilibrium systems such as plasmas \cite{18–20}, fluids \cite{21,22}, self-gravitating systems \cite{23} and other complex systems \cite{24, 25}, superstatistics \cite{6,26} is particularly elegant and compact.

The superstatistical framework can be recovered from the single assumption that the inverse temperature $\beta$ in (2) is promoted to a random variable with a probability density $P(\beta|S)$, and a direct consequence of this assumption is that there is a joint probability distribution function of the microstate and the inverse temperature, that we can write as

$$P(x, \beta|S) = \left[ \exp(-\beta H(x)) \right] \frac{1}{Z(\beta)} P(\beta|S). \quad (14)$$

Consequently, if we want to determine the marginal probability density of the microstates, one needs to integrate out the parameter $\beta$, obtaining

$$P(x|S) = \int_0^\infty d\beta P(x, \beta|S)$$

$$= \int_0^\infty d\beta \left[ \exp(-\beta H(x)) \right] \frac{1}{Z(\beta)} P(\beta|S). \quad (15)$$

The ensemble in (15) is a generalized ensemble according to (3), with

$$\rho(E; S) = \int_0^\infty d\beta f(\beta) \exp(-\beta E) \quad (16)$$

that is, $\rho(E; S)$ is the Laplace transform of a non-negative function $f(\beta) := P(\beta|S)/Z(\beta)$.

Now we will briefly review some conditions that any superstatistical model must fulfill, using the language of microcanonical and fundamental inverse temperatures. From the well-known canonical distribution of energies

$$P(E|\beta) = \frac{\exp(-\beta E)}{Z(\beta)} \Omega_H(E)$$

we can write the joint distribution of energy and inverse temperature for superstatistics as

$$P(E, \beta|S) = P(E|\beta) P(\beta|S)$$

$$= \exp(-\beta E) f(\beta) \Omega_H(E), \quad (17)$$

in which 

$$\begin{align*}
\langle \beta_F \rangle_S & = \langle \beta_\Omega \rangle_S \\
\langle \beta_S \rangle_S & = \langle \beta_F \rangle_S = \langle \beta_\Omega \rangle_S.
\end{align*}$$

\right.$$
and by again using the conjugate variables theorem, this time with respect to $E$ in $P(E,\beta|S)$, we obtain
\[
\left\langle \frac{\partial \omega}{\partial E} \right\rangle_S = \left\langle \omega (\beta - \beta_\Omega) \right\rangle_S
\]
so that the choice $\omega = 1$ gives us
\[
\left\langle \beta \right\rangle_S = \left\langle \beta_\Omega \right\rangle_S = \beta_S.
\]

This confirms that our definition of inverse temperature $\beta_S$ agrees with the superstatistical mean inverse temperature. Moreover, using $\omega = \beta_\Omega$ in (18) yields
\[
\left\langle \frac{\partial \beta_\Omega}{\partial E} \right\rangle_S = \left\langle \beta_\Omega \right\rangle_S - \left\langle \left( \beta_\Omega \right)^2 \right\rangle_S
\]
while using $\omega = \beta$ produces
\[
\left\langle \beta^2 \right\rangle_S = \left\langle \beta \beta_\Omega \right\rangle_S.
\]

By adding and subtracting $(\beta_S)^2$ on both sides and using (21) we have
\[
\left\langle (\delta \beta)^2 \right\rangle_S = \left\langle (\delta \beta_\Omega)^2 \right\rangle_S + \left\langle \frac{\partial \beta_\Omega}{\partial E} \right\rangle_S,
\]
a relation which connects the variance of the superstatistical $\beta$ with the variance of $\beta_\Omega$. Note that the formula (22) was already hinted at in Ref. [27] (Eq. (38)) for a particular case of superstatistics, now it is shown to be a general feature of the theory. In fact, a direct consequence of (22) is that an ensemble where
\[
\left\langle \beta \right\rangle_S = 1 \text{ gives } \left\langle \beta \beta_\Omega \right\rangle_S = \left\langle \beta_\Omega \right\rangle_S = \beta_S.
\]

This confirms that our definition of inverse temperature $\beta_S$ agrees with the superstatistical mean inverse temperature. Moreover, using $\omega = \beta_\Omega$ in (18) yields
\[
\left\langle \frac{\partial \beta_\Omega}{\partial E} \right\rangle_S = \left\langle \beta_\Omega \right\rangle_S - \left\langle \left( \beta_\Omega \right)^2 \right\rangle_S
\]
while using $\omega = \beta$ produces
\[
\left\langle \beta^2 \right\rangle_S = \left\langle \beta \beta_\Omega \right\rangle_S.
\]

By adding and subtracting $(\beta_S)^2$ on both sides and using (21) we have
\[
\left\langle (\delta \beta)^2 \right\rangle_S = \left\langle (\delta \beta_\Omega)^2 \right\rangle_S + \frac{1}{\rho} \frac{\partial \rho}{\partial E^n} = (-1)^n \int_0^\infty dE \left[ \frac{f(\beta) \exp(-\beta E)}{\rho(E;S)} \right] \beta^n
\]
and using (17) together with using Bayes’ theorem [28] we recognize the quantity in square brackets as
\[
P(\beta|E, S) = \frac{P(E, \beta|S)}{P(E|S)} = \frac{\exp(-\beta E) f(\beta)}{\rho(E; S)},
\]
so the $n$-th moment of $\beta$ conditional on the value of $E$ is
\[
\left\langle \beta^n \right\rangle_{E,S} = (-1)^n \frac{\partial^n \rho}{\partial E^n}.
\]

Setting $n = 1$ gives
\[
\left\langle \beta \right\rangle_{E,S} = -\frac{\partial}{\partial E} \ln \rho(E; S) = \beta_F(E)
\]
and this allows us to interpret the fundamental inverse temperature as the mean superstatistical inverse temperature at fixed $E$. On the other hand, $n = 2$ yields
\[
\left\langle \beta^2 \right\rangle_{E,S} = \frac{1}{\rho} \frac{\partial^2 \rho}{\partial E^2}
\]
and together with (27) we can construct the conditional variance of $\beta$ given $E$ as
\[
\left\langle (\delta \beta)^2 \right\rangle_{E,S} = \left\langle \beta^2 \right\rangle_{E,S} - \left\langle \beta \right\rangle_{E,S}^2
\]
\[
= \frac{1}{\rho} \frac{\partial^2 \rho}{\partial E^2} - \left( \frac{\partial}{\partial E} \ln \rho \right)^2
\]
\[
= \frac{\partial^2 \rho}{\partial E^2} \ln \rho = -\frac{\partial \beta_F(E)}{\partial E}.
\]

Therefore for superstatistics it must hold that
\[
\frac{\partial \beta_F(E)}{\partial E} \leq 0,
\]
an important result that we will use later on. If we use $\omega = \beta_F$ and $\omega = \beta_\Omega$ in (11) we obtain
\[
\left\langle \frac{\partial \beta_F}{\partial E} \right\rangle_S = \left\langle \beta_F^2 \right\rangle_S - \left\langle \beta_F \beta_\Omega \right\rangle_S,
\]
\[
\left\langle \frac{\partial \beta_\Omega}{\partial E} \right\rangle_S = -\left\langle \beta_\Omega^2 \right\rangle_S + \left\langle \beta_F \beta_\Omega \right\rangle_S
\]
respectively. Adding both and using (12) we can write $U$ in terms of $\beta_F$ as
\[
U = \left\langle (\delta \beta_F)^2 \right\rangle_S - \left\langle \frac{\partial \beta_F}{\partial E} \right\rangle_S
\]
which again, due to (30), confirms $U \geq 0$ for superstatistics, with equality corresponding to the canonical ensemble. If a system is stable in the canonical ensemble at inverse temperature $\beta$ then, using $U = 0$ in (23) we have
\[
\left\langle \frac{\partial \beta_F}{\partial E} \right\rangle_S = -\left\langle (\delta \beta_F)^2 \right\rangle_S \leq 0
\]
which is the condition of positive heat capacity, as we will see in the following sections. For the same system in a general superstatistical state $S$, because of (22) it must hold that $\left\langle (\delta \beta)^2 \right\rangle_S \leq \left\langle (\delta \beta_\Omega)^2 \right\rangle_S$, and because (32) implies $\left\langle (\delta \beta)^2 \right\rangle_S \geq \left\langle (\delta \beta_F)^2 \right\rangle_S$, it also follows that
\[
\left\langle (\delta \beta_\Omega)^2 \right\rangle_S \geq \left\langle (\delta \beta_F)^2 \right\rangle_S.
\]

\textbf{IV. A COMPOSITE SYSTEM IN THE MICROCANONICAL ENSEMBLE}

Consider two systems in contact, forming a composite system which is isolated from the rest of the universe. We will focus on one of the systems, the target, with degrees of freedom $x$ while the other will be the environment with degrees of freedom $y$, as depicted in Fig. 1. The (fixed) energy of the composite system is given by the sum
\[
\mathcal{H}(x, y) = H(x) + G(y) = E_0,
\]
and the joint probability density of $x$ and $y$ is given by the microcanonical ensemble
\[
P(x, y|E_0) = \frac{1}{\Omega(H(E_0))} \delta(H(x) + G(y) - E_0).
\]
Taking the derivative of (38) with respect to $\beta$ is the density of states of the environment. We see that

$$\rho(E; E_0) = \frac{\Omega_G(E_0 - E)}{\Omega_H(E_0)}$$

(37)

and fundamental inverse temperature given by

$$\beta_F(E; E_0) = -\frac{1}{E} \ln \Omega_G(E_0 - E) = \beta_{\Omega}^{(y)}(E_0 - E).$$

(38)

Here we see that the functional form of the fundamental inverse temperature, and therefore of the ensemble function $\rho$ itself, is completely determined by the functional form of the microcanonical inverse temperature of the environment. Please note also that, because

$$\left\langle \beta_{F}^{(x)} \right\rangle_S = \int dE P(E|S) \beta_{F}^{(x)}(E; E_0)$$

$$\quad = \int dE P(E|S) \bar{\beta}_{\Omega}^{(y)}(E_0 - E)$$

$$\quad = \int dG P(G|S) \bar{\beta}_{\Omega}^{(y)}(G) = \left\langle \bar{\beta}_{\Omega}^{(y)} \right\rangle_S$$

and using (12) and (13) it must hold that $\beta_{F}^{(x)} = \beta_{\Omega}^{(y)}$. Taking the derivative of (38) with respect to $E$ we have

$$\frac{\partial \beta_{F}^{(x)}}{\partial E} = -\frac{1}{\partial \beta_{\Omega}^{(y)} G=E_0-E},$$

(39)

and using the relation [30]

$$\frac{\partial \beta(E)}{\partial E} = \frac{1}{k_B} \frac{\partial}{\partial E} \left( \frac{1}{T(E)} \right) = -\frac{\beta(E)^2}{C_V(E)}$$

(40)

we can write

$$\frac{\partial \beta_{F}^{(x)}}{\partial E} = \frac{(\bar{\beta}_{\Omega}^{(y)})^2}{C_V^{(y)}}$$

(41)

where $C_V = (\partial E/\partial T)_V$ is the microcanonical heat capacity in units of $k_B$. Because superstatistics requires (30) for all energies, it follows from (41) that a target system cannot be described by superstatistics if it is enclosed together with an environment with positive heat capacity, forming an isolated system of target plus environment.

V. THE MICROCANONICAL DISTRIBUTION OF CONFIGURATIONS

A simple but illustrative example of this last result occurs for the microcanonical distribution of configurations [31, 32]

$$P(R|E_0) = \frac{\omega_0}{\Omega_H(E_0)} [E_0 - \Phi(R)]^{\frac{3N}{2} - 1}$$

(42)

for a system of classical particles with Hamiltonian

$$\mathcal{H}(R, P) = K(P) + \Phi(R)$$

kept at total energy $E_0$, where $K(P)$ is the nonrelativistic kinetic energy

$$K(P) = \sum_{i=1}^{N} \frac{P_i^2}{2m_i}$$

and $\Phi(R)$ is the interaction energy.

This is a particular case of our result of Section IV, given that we can interpret (42) as the distribution of a “purely configurational” target system placed in contact with an “ideal gas” environment with density of states $\Omega_K(k) = \omega_0 k^{3N-1}$ in such a manner that the composite system of target plus environment is isolated.

As noted by Naudts and Baeten [33], the result in (42) is a case of the Tsallis $q$-exponential distribution

$$P(x|\beta_0, q) \propto \left[ 1 + (q - 1) \beta_0 H(x) \right]^{\frac{1}{1-q}}$$

(43)

with entropic index $q = 1 - \frac{2}{N^2}$, $0 \leq 1$. The fundamental inverse temperature corresponding to (43) is [15, 34]

$$\beta_F(E; \beta_0, q) = \frac{\beta_0}{1 + (q - 1) \beta_0 E},$$

(44)

with derivative

$$\frac{\partial \beta_F(E; \beta_0, q)}{\partial E} = (1 - q) \beta_F(E; \beta_0, E)^2$$
which is positive for $q < 1$, hence $P(R|E_0)$ in (42) cannot be described by superstatistics, unless $q = 1$ which is the canonical ensemble, situation that only occurs in the thermodynamic limit $N \to \infty$. That is, no function $f(\beta)$ exists such that
\[
\int_0^\infty d\beta f(\beta) \exp(-\beta \Phi(R)) = \frac{\omega_0}{\Omega_H} \left[ E_0 - \Phi(R) \right]^{\frac{3N}{2} - 1} (45)
\]
for finite $N$, and in fact, the inverse Laplace transform of the right-hand side would yield
\[
f(\beta) = -\frac{\omega_0 \exp(\beta E_0)(-\beta)^{1-\frac{3N}{2}}}{\Omega_H(E_0) \Gamma(1-\frac{3N}{2})} (46)
\]
but this is undefined for $N \geq 1$ because of the $\Gamma$-function with negative argument. We might be tempted to conclude that there is no fluctuating temperature in the microcanonical ensemble, however we still have the definitions of $\beta_1$ in (4) and $\beta_F$ in (5). In particular, for $R$ the later is given by
\[
\beta_F(R) = \frac{3N - 2}{2(E_0 - \Phi(R))} (47)
\]
with a clear interpretation related to the equipartition theorem,
\[
E_0 = \Phi(R) + \left(\frac{3N-2}{2}\right) k_B T_F(R) (48)
\]
where $k_B T_F = 1/\beta_F$. This suggests considering the instantaneous value of the (inverse) fundamental temperature as a consistent definition of fluctuating temperature outside superstatistics.

**VI. SOME RESULTS FOR A FIXED RATIO BETWEEN TARGET AND ENVIRONMENT**

In this section we will consider a setup of target and environment with $N + N_e$ particles, $N$ forming the target and $N_e$ the environment, with a fixed ratio $\gamma := N/N_e$. This condition allows us to take the thermodynamic limit $N_e(1+\gamma) \to \infty$ for the composite system without making the environment infinitely larger than the target, thus avoiding the canonical ensemble.

We will assume an environment $y$ with energy $G(y)$ undergoing small fluctuations around a value $G_0$. We can then approximate the logarithm of the density of states to second order as
\[
\ln \Omega_G(G) \approx \ln \Omega_G(G_0) + \beta_e(G-G_0) - \frac{B}{2} (G-G_0)^2 (49)
\]
with
\[
\beta_e := \frac{\partial}{\partial G_0} \ln \Omega_G(G_0), \quad (50a)
\]
\[
B := -\frac{\partial^2}{\partial G_0^2} \ln \Omega_G(G_0), \quad (50b)
\]

Note that $\beta_e$ is the microcanonical inverse temperature of the environment at $G_0$ and $B$ is connected to the heat capacity $C$ at $G_0$ according to (40) by $C := (\beta_e)^2B$. After completing the square we have
\[
\Omega_G(G) = \omega_1 \exp \left(-A \left(1 - \frac{G}{G_{max}}\right)^2\right) (51)
\]
where we have defined
\[
G_{max} := G_0 + \frac{C}{\beta_e}, \quad (52a)
\]
\[
A := \frac{(\beta_e G_{max})^2}{2C}, \quad (52b)
\]
\[
\ln \omega_1 := \ln \Omega_G(G_0) + \frac{C}{2} \quad (52c)
\]
with $C > 0$. With these choices and defining $g := G/G_{max}$ the density of states is monotonically increasing because
\[
\beta_{1y}(G) = \frac{2A}{(G_{max})^2} (G_{max} - G) \geq 0 (53)
\]
and concave because
\[
\frac{\partial \beta_{1y}(G)}{\partial G} = -\frac{(\beta_e)^2}{C} \leq 0, \quad (54)
\]
as expected of a well-behaved thermodynamic system away from a phase transition. We must also ensure that the approximation preserves the extensivity property of the entropy. This imposes that
\[
\lim_{N_e \to \infty} S = s
\]
with $s$ independent of $N$ [35]. Given that $\beta_e$ is intensive and both $C$ and $G_{max}$ are extensive, it follows that $A$ is extensive and we define
\[
a := \frac{A}{N_e} = \frac{(\beta_e \gamma c_0)^2}{2 c'} (55)
\]
where $c' := C/N_e$. The heat capacity of the environment is given by (40) as
\[
\frac{1}{C_{1y}} = -\frac{1}{(\beta_{1y})^2} \frac{\partial \beta_{1y}(G)}{\partial G} \quad (56)
\]
therefore
\[
C_{1y} = 2a N_e (1 - g)^2 \geq 0, \quad (56)
\]
which is extensive, as expected. The entropy per particle is
\[
\frac{S_2}{N_e k_B} = \frac{1}{N_e} \ln \Omega_G(G) \approx \frac{1}{N_e} \ln \Omega_G(G_0) + \frac{c'}{2} - a (1 - g)^2 (57)
\]
thus for it to be extensive it is required that

\[ s_G := \lim_{N_e \to \infty} \frac{1}{N_e} \ln \Omega_G(G_0) \]

(58)
is finite. Thus we see that this approximation to the density of states of the environment preserves its properties relevant to stability and extensivity.

However, it follows from (39), (54) and (30) that the resulting target distribution \( P(x|E_0) \) induced by contact with this environment cannot be described by superstatistics. We will now explore the features of this induced ensemble.

If we set the minimum value of \( H(x) \) as zero, we are forced to set \( G_{\text{max}} = E_0 \) and we obtain the induced ensemble for the target system as

\[ P(x|S) = \frac{\Omega_G(E_0 - E)}{\Omega_H(E_0)} = \frac{\omega_1}{\Omega_H(E_0)} \exp \left( -A \frac{H(x)}{E_0} \right) \]

(59)

with \( 0 \leq H(x) \leq E_0 \) and where \( S := (E_0, A) \) is a shortcut that encodes the ensemble parameters. Defining the normalization constant

\[ Z := \frac{\Omega_H(E_0)}{\omega_1} = \int dx \exp \left( -A \frac{H(x)}{E_0} \right) \]

(60)

we can write the ensemble function associated to (59) as

\[ \rho(E; S) = \frac{\exp(-A(E/E_0)^2)}{Z} \]

(61)

which is a particular case of the Gaussian ensemble [36, 37]. This is almost the same expansion as discussed by Ramshaw [38], except in our case we fix beforehand the ratio \( \gamma \) between sizes of target and environment, thus (61) can no longer be reduced to the canonical ensemble.

In order to compute the thermodynamic properties of the target system, we need knowledge of its Hamiltonian, or equivalently, its density of states. For that purpose we will consider the target system as composed of \( N \) particles, with with density of states of the form

\[ \Omega_H(E) = \omega(N)E^{N-1} \]

with \( \omega(N) := \frac{(N\zeta)^N}{N!\Gamma(cN)} \)

(62)

and where \( c > 0 \) and \( \zeta > 0 \) are constants, independent of \( N \). The partition function is

\[ Z(\beta) = \omega(N) \int_0^\infty dE \exp(-\beta E)E^{cN-1} \]

(63)

\[ = \frac{(N\zeta\beta^{-c})^N}{N!} \]

which gives a canonical caloric curve

\[ \langle E \rangle_\beta = -\frac{\partial}{\partial \beta} \ln Z(\beta) = \frac{cN}{\beta} \]

(64)
hence this choice of \( \Omega_H(E) \) encompasses all systems with constant, positive heat capacity \( C_{V}(\beta) = cNk_B \). The microcanonical entropy is extensive, and its value per particle is equal to

\[ S(E) := \lim_{N \to \infty} \frac{1}{N} \ln \Omega_H(E) \]

(65)

\[ = 1 + \ln \zeta + c \left( 1 + \ln \frac{\varepsilon}{c} \right) \]

where \( \varepsilon := E/N \) is the energy per particle. The energy distribution is readily obtained by (6) which in this case gives

\[ P(E|S) = \frac{\omega(N)}{Z} \exp(-A(E/E_0)^2)E^{cN-1} \]

(66)

with

\[ Z = \omega(N) \int_0^{E_0} dE \exp(-A(E/E_0)^2)E^{cN-1} \]

(67)

\[ = \frac{\omega(N)}{2} \left( \frac{E_0}{\sqrt{A}} \right)^{cN} \Gamma \left( \frac{cN}{2}; 0 \to A \right) \]

where

\[ \Gamma(z; a \to b) := \int_a^b dt \exp(-t)t^{z-1} \]

is the incomplete \( \Gamma \)-function. Here we will make the simplifying assumption that \( P(E = E_0|S) \approx 0 \) in order to take \( E \in [0, \infty) \), and this can always be achieved for large enough system size. In fact,

\[ P(E = E_0|S) \]

(68)
as $N \to \infty$. Therefore, for large enough $N$ we can replace (67) by

$$Z = \omega(N) \int_0^\infty dE \exp(-A(E/E_0)^2)E^{cN-1} = \omega(N) \frac{E_0}{2} \left( \frac{E_0}{\sqrt{A}} \right)^{cN} \frac{\Gamma(cN)}{\Gamma(cN/2)}$$

and replacing (68) into (66) we can write the full, properly normalized energy distribution as

$$P(E|S) = \frac{2(\sqrt{A})^{cN}}{E_0 \Gamma(cN/2)} \exp\left(-A\left(\frac{E}{E_0}\right)^2\right) \left(\frac{E}{E_0}\right)^{cN-1}.$$  \hfill (69)

The most probable energy $E^*$ is given by the extremum condition in (7), and in this case we obtain

$$E^* = E_0 \sqrt{\frac{c \gamma}{2a}}.$$ \hfill (70)

Now, because $E^* \leq E_0$, we must have $\gamma \leq 2a/c$. We can write the probability density of the energy per particle only in terms of $N$ and intensive quantities, as

$$P(\varepsilon|S) = \frac{2\beta_c}{\beta_c} \exp\left(-\frac{N \gamma}{2c} (\beta_c \varepsilon)^2\right) (\beta_c \varepsilon)^{cN-1} \frac{\Gamma(cN)}{\Gamma(cN/2)}$$

with most probable value

$$\varepsilon^* = \frac{1}{\beta_c} \sqrt{\frac{c'(cN-1)}{N \gamma}} \approx \frac{1}{\beta_c} \sqrt{\frac{c e'}{\gamma}}.$$ \hfill (72)

In the Gaussian approximation for large enough $N$, the distribution in (71) has a variance equal to

$$\langle (\Delta \varepsilon)^2 \rangle = \frac{(\varepsilon^*)^2}{2(cN-1)} \approx \frac{(\varepsilon^*)^2}{2cN}$$ \hfill (73)

so that $\Delta \varepsilon \to 0$ when $N \to \infty$ and in this way we have

$$\lim_{N \to \infty} P(\varepsilon|S) = \delta(\varepsilon - \varepsilon^*).$$ \hfill (74)

It is convenient to define a scale of inverse temperature through the constant

$$\beta_0 := \frac{\sqrt{A}}{E_0} = \beta_c \sqrt{\frac{\gamma}{2cN}}$$ \hfill (75)

which allows us to write (69) as

$$P(E|S) = \frac{2\beta_0}{\Gamma(cN/2)} \exp(-\beta_0 E^2) (\beta_0 E)^{cN-1},$$ \hfill (76)

noting that $1/\beta_0$ acts as a scale parameter for the energy. The mean value of the energy is

$$\langle E \rangle_S = \int_0^\infty dEP(E|S)E = \frac{1}{\beta_0} \frac{\Gamma(cN+1)}{\Gamma(cN/2)},$$ \hfill (77)

and instead of computing the rest of the moments of $E$ from the integrals using $P(E|S)$, we will use the technique recently developed in Ref. [34]. For this, we first take the conjugate variables theorem (11) and replace $\beta_E$ and $\beta_0$, obtaining

$$\frac{\partial \omega}{\partial E} = \langle \omega \left(2(\beta_0)^2 - \frac{cN-1}{E}ight) \rangle_S,$$ \hfill (78)

where using the choice $\omega(E) = E^{n+1}$ we can write the recurrence relation

$$\langle E^{n+2} \rangle_S = \left(\frac{n+cN}{2(\beta_0)^2}\right) \langle E^n \rangle_S.$$ \hfill (79)

for the moments of $E$. Using $n = 0$, $n = -2$ and $n = -1$ we can readily obtain

$$\langle E^2 \rangle_S = \frac{cN}{2} (\beta_0)^2,$$ \hfill (80a)

$$\langle E^{-2} \rangle_S = \frac{2(\beta_0)^2}{cN-2},$$ \hfill (80b)

$$\langle E^{-1} \rangle_S = \langle E \rangle_S \cdot \frac{2(\beta_0)^2}{cN-1}.$$ \hfill (80c)

From (80c) and (77) we directly read

$$\langle E^{-1} \rangle_S = \frac{2\beta_0}{cN-1} \frac{\Gamma(cN+1/2)}{\Gamma(cN/2)} = \beta_0 \frac{\Gamma(cN-1/2)}{\Gamma(cN/2)}.$$ \hfill (81)

and we now have all that is required to determine the mean and variance of energy and inverse temperature. A general expression for the $n$-th moment is

$$\langle E^n \rangle_S = (\beta_0)^{-n} \left(\frac{g_n}{g_0}\right),$$ \hfill (82)

where we have defined for convenience the set of functions

$$g_n := \frac{\Gamma(cN+n/2)}{\Gamma(cN/2)}.$$ \hfill (83)
Noting that, for \( N \) equal to (53), while the microcanonical inverse temperature is and we can verify that it matches \( \beta_{\Omega} \) (\( E_0 - E \)) according to (53), while the microcanonical inverse temperature is equal to

\[
\beta_{\Omega}(E) = \frac{cN - 1}{E} \approx \frac{c}{E}
\]

We can obtain the inverse temperature \( \beta_S \) of the target system through the expectation of either \( \beta_{\Omega} \) or \( \beta_F \). The former yields

\[
\langle \beta_{\Omega} \rangle_S = \left\langle \frac{cN - 1}{E} \right\rangle_S = (cN - 1)\beta_0 \left( \frac{g_1}{g_0} \right)
\]

while the later is given by

\[
\langle \beta_F \rangle_S = 2(\beta_0)^2 \left\langle E \right\rangle_S = (cN - 1)\beta_0 \left( \frac{g_1}{g_0} \right)
\]

which have the property

\[
g_{n+2} = g_n \cdot \frac{cN + n}{2}.
\]

In order for (74) and (82) to be consistent, it must hold that, for \( N \to \infty \),

\[
\left( \frac{g_n}{g_0} \right) \approx (N\varepsilon^* \beta_0)^n = \left( \sqrt{\frac{cN}{2}} \right)^n
\]

which can also be proven by use of the Stirling approximation for \( g_n \). Finally, we can write the energy and its relative variance as

\[
\left\langle E \right\rangle_S = \frac{1}{\beta_0} \frac{g_1}{g_0}, \quad \frac{\langle \delta E \rangle_S^2}{\left\langle E \right\rangle_S^2} = \frac{g_0 \cdot g_2}{(g_1)^2} - 1,
\]

noting that

\[
\frac{\langle \delta E \rangle_S^2}{\left\langle E \right\rangle_S^2} \to 0
\]

as \( N \to \infty \). The fundamental inverse temperature can be written in terms of \( \beta_0 \) as

\[
\beta_F(E; S) = 2(\beta_0)^2 E = \frac{\gamma(\beta_0)^2}{c'} \varepsilon
\]

and we can verify that it matches \( \beta_{\Omega}^{(y)} \) (\( E_0 - E \)) according to (53), while the microcanonical inverse temperature is

\[
\beta_{\Omega}(E) = \frac{cN - 1}{E} \approx \frac{c}{\varepsilon}
\]
FIG. 5. The observable $U$ defined by (23) as a function of target system size $N$. This quantity is never positive, as opposed to what is expected in superstatistics.

$$P(\beta = \beta | S) = \frac{2(cN - 1)^{cN}}{\beta_0 \Gamma(cN/2)} \exp \left(-\frac{1}{4} \left(\frac{\beta}{\beta_0}\right)^2 \right) \left(\frac{\beta}{\beta_0}\right)^{cN-1}$$

for probability densities, so that for $\beta_F$ we obtain

$$P(\beta_F = \beta | S) = \frac{\exp \left(-\frac{1}{4} \left(\frac{\beta}{\beta_0}\right)^2 \right) \left(\frac{\beta}{\beta_0}\right)^{cN-1}}{2^{cN-1} \beta_0 \Gamma(cN/2)}$$

and the most probable value of the fundamental inverse temperature is

$$\beta_F^* = \beta_0 \sqrt{2(cN - 1)},$$

going in the limit $N \to \infty$ towards $\beta^*$ in (90). Using the Gaussian approximation of (94) for large $N$ we obtain

$$(\Delta \beta_F)^2 = \frac{(\beta_0)^2}{2(cN - 1)} \approx \frac{(\beta^*)^2}{2cN},$$

a complete analog of (73). On the other hand, the probability density of $\beta_\Omega$ can be computed as

$$P(\beta_\Omega = \beta | S) = \frac{2(cN - 1)^{cN}}{\beta_0 \Gamma(cN/2)} \exp \left(-\frac{1}{4} \left(\frac{\beta}{\beta_0}\right)^2 \right) \left(\frac{\beta}{\beta_0}\right)^{cN+1}$$

with its most probable microcanonical inverse temperature given by

$$\beta_\Omega^* = \beta_0 (cN - 1) \sqrt{\frac{2}{cN + 1}} = \beta_F^* \sqrt{\frac{cN - 1}{cN + 1}},$$

matching the most probable value of $\beta_F$ in (95) in the limit $N \to \infty$. The variance of $\beta_\Omega$ in the Gaussian approximation is

$$(\Delta \beta_\Omega)^2 = (\beta_0)^2 \left(\frac{cN - 1}{cN + 1}\right)^2 = (\beta_0)^2 \left(\frac{\beta_\Omega^*}{\beta_F^*}\right)^2,$$

that is,

$$(\Delta \beta_\Omega)^2 \frac{(\beta_\Omega^*)^2}{(\beta_F^*)^2} = (\Delta \beta_F)^2 \frac{(\beta_F^*)^2}{(\beta_F^*)^2}.$$  (98)

For large enough $N$ we can describe the system using symmetric confidence intervals. For instance, with 95.45% confidence (2$\sigma$), using (72), (73), (90) and (96) we can write

$$\varepsilon = \frac{1}{\beta_\Omega} \sqrt{\frac{cc'}{\gamma}} \left(1 \pm \sqrt{\frac{2}{cN}}\right),$$

$$\beta = \beta_\varepsilon \sqrt{\frac{cc'}{c'}} \left(1 \pm \sqrt{\frac{2}{cN}}\right).$$

In this way, for a target system with $c = 3$ and $N=267$ we have an uncertainty of 5% in both energy and inverse temperature, while for $N=6667$ we reduce the uncertainty to 1%.

FIG. 6. Probability density for $\beta_F$ and $\beta_\Omega$ with $a = 1$, $\gamma = 1/10$, $c = 3$ and $\varepsilon_0 = 1$, for $N = 3$.

VII. DEVIATIONS FROM CANONICAL AND MICROCANONICAL THERMODYNAMICS

We can construct the caloric curve by writing $\langle E \rangle_S$ as a function of $\beta_S$, and we obtain

$$\langle E \rangle_S = \left[\frac{g_1 g_{-1} (cN - 1)}{g_0^2}\right] k_B T_S$$

$$= 2 \left(\frac{g_1}{g_0}\right)^2 k_B T_S$$

(100)
FIG. 7. Probability density for $\beta_F$ and $\beta_\Omega$ with $a = 1$, $\gamma = 1/10$, $c = 3$ and $\varepsilon_0 = 1$, for $N = 20$.

FIG. 8. Size-dependent ensemble heat capacity per particle $C_S(N)/N$ as defined in (101) for $c = 3$.

and this allows us to define an ensemble heat capacity

$$C_S(N) := \frac{\partial \langle E \rangle_S}{\partial T_S} = 2 \left( \frac{g_1}{g_0} \right)^2 k_B$$

(101)

which only depends on $c$ and $N$, and is such that

$$\lim_{N \to \infty} \frac{C_S(N)}{N} = c k_B,$$

thus recovering the heat capacity of the isolated target in the thermodynamic limit, as shown in Fig. 8.

The entropy of the target system, defined by (8) is, using (61), directly given by

$$S_1 = k_B \ln Z + k_B \langle (\beta_0 E)^2 \rangle_S$$

$$ = S_0(N) + c N k_B \ln \langle E \rangle_S$$

(102)

where

$$S_0(N) := \frac{c N k_B}{2} + k_B \ln \left[ \frac{\omega(N) g_0}{2 \sqrt{\frac{g_0}{g_1}}} \right]$$

is a constant contribution. This entropy is extensive, as is the case for the microcanonical entropy $k_B \ln \Omega_H(E)$, and is given by

$$S_1 = N k_B \left\{ 1 + \ln \zeta + c \left[ \frac{1}{2} + \ln \left( \frac{\varepsilon_*}{c} \right) \right] \right\},$$

(103)

in fact smaller by $c N/2$ than the value in (65) for $\varepsilon = \varepsilon_*$. The entropy of the composite system is also extensive, and given by

$$S_{12} = k_B \ln \Omega_H(E_0)$$

$$ = S_1 + N_c k_B \left( s_G + \frac{c'}{2} \right)$$

(104)

where the term $N_c (s_G + c'/2)$ with $s_G$ given by (58) is the contribution from the entropy of the environment at $G = E_0$.

An interesting feature of this ensemble is the analog of the fluctuation-dissipation formula for the canonical ensemble, which can be obtained from (86b), (88) and (101) as

$$(\beta S)^2 \langle (\delta E)^2 \rangle_S = c N \left( \frac{C_S(N)}{k_B} \right)^2 - \left( \frac{C_S(N)}{k_B} \right)^2,$$

(105)

and is such that in the limit $N \to \infty$ the right-hand side grows as $c N/2$. This is consistent with the variance $(\Delta \varepsilon)^2$ of the energy per particle in the Gaussian approximation according to (73), that we can write as

$$(\beta^*)^2 (\Delta \varepsilon)^2 = \frac{c}{2N}.$$

VIII. CONCLUDING REMARKS

We have presented an approximation to the thermal statistics of an isolated system, conceptually divided into a target and an environment. We have shown that when the environment has positive microcanonical heat capacity, the induced ensemble on the target cannot be described using superstatistics, but can have well-defined distributions of energy and temperature. Interestingly, although the fluctuations in both energy per particle and inverse temperature decrease with system size $N$ as $1/\sqrt{N}$, there are some signatures different from the canonical ensemble in the thermodynamic limit, such as the connection between the variance of energy and the heat capacity, and also the value of the target entropy per particle.
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