1. Introduction

The public service system design problem is a challenging task for both system designer and operational researcher. As the first one searches for a tool which enables to obtain service center deployment satisfying future demands of system users, the second one faces the necessity of completing the associated solving tool. The family of public service systems includes medical emergency system, public administration system and many others where the quality criterion of the design takes into account some evaluation of users’ discomfort [1], [2], [3] and [4]. Thus designing of a public service system includes determination of limited number of center locations from which the service is distributed to all users. The associated objective in the standard formulation is to minimize some form of disutility which is proportional to the distance between served users and the nearest service centers [5] and [6]. This paper is focused on such methods of the public service system design where the generalized disutility is considered instead of common distance. It follows the idea of random occurrence of the demand for service and limited capacity of the service centers in real emergency rescue systems [6] and [7]. At the time of the current demand for service, the nearest service center may be occupied by some other user for which this service center is also the nearest one. When such situation occurs, the current demand is usually served from the second nearest center or from the third nearest center if the second one is also occupied. Thus we assume that the service is generally provided from more located service centers and the individual contributions from relevant centers may be weighted by reduction coefficients depending on a center order [6] and [8]. This approach constitutes an extension of previously developed methods where only one nearest center was taken as a source of individual user’s disutility. Furthermore, we pay attention to the quality criterion of the design. On the contrary to our previous research where the average user’s disutility was minimized, here we focus on the fair-optimal public service system design.

Fairness in general emerges whenever limited resources are to be fairly distributed among participants [9], [10], [11] and [12]. The strongest scheme is so-called lexicographic min-max criterion. Applying this scheme, the disutility perceived by the worst situated user is minimized first, and then the disutility of better located users is optimized under the condition that the disutility of the worst situated users does not worsen. This approach is applied step by step for the remaining users [13].

Complexity of previously described problems has led to searching for a suitable algorithm which complies with the task. It was found that the radial formulation of the problem can considerably accelerate the associated solving process [14]. Simultaneously with the above mentioned research, an attention was paid to so-called approximate approaches which make use of commercial IP-solvers and the radial formulation with homogenous system of radii concerning individual users [15] and
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2. Generalized disutility and min-max criterion in public service system

2.1. Generalized system disutility

To formulate a mathematical model of the min-max optimal public service system design problem, we denote the set of user locations by \( J \) and the set of possible service center locations will be denoted by \( I \). The basic decisions in any solving process of the problem concern location of given number \( p \) of centers at the possible locations from the set \( I \). The system disutility for the user located at \( j \in J \) provided by a center located at \( i \in I \) is denoted by \( d_{ij} \). The randomly restricted capacity of a service center can be generalized so that the \( r \) nearest located centers influence the total disutility perceived by any user. In this paper, the generalized disutility for any user is modeled by a sum of weighted disutility contributions from the \( r \) nearest centers. The weights \( q_k \) for \( k = 1, \ldots, r \) are positive real values which meet the following inequalities \( q_1 \geq q_2 \geq \ldots \geq q_r \). The \( k \)-th weight can be proportional to the probability of the case that the \( k \)-1 nearest located centers are occupied and the \( k \)-th nearest center is available [17].

2.2. Radial formulation

We assume that the disutility contribution value ranges only over non-negative integers from the range \([d^3, d^4]\) of all possible disutility values \( d^3 < d^4 \). The values partition the range into \( m = r^4 + 1 \) zones. The zone \( s \) corresponds with the interval \((d^3, d^4]\). The length of the \( s \)-th interval is denoted by \( e_s \) for \( s = 0, \ldots, v \). To describe the system of radii formed by the values [8], a system of zero-one constants is defined so that the constant \( a^s_k \) is equal to 1 if and only if the disutility contribution \( d_k \) for a user from location \( j \) from the possible center location \( i \) is less or equal to \( d^s \). The variable \( y_s \) for \( j \in J, s = 0, \ldots, v, k \in [1, r] \) models the disutility contribution value of the \( k \)-th nearest service center to the user \( j \). The variable \( y_s \) takes the value of 1 if the \( k \)-th smallest disutility contribution for the customer \( j \in J \) is greater than \( d^s \) and it takes the value of 0 otherwise. Then the expression \( e^s_{j,k} + e^s_{j,k} + e^s_{j,k} + \ldots + e^s_{j,k} \) constitutes the \( k \)-th smallest disutility contribution \( d^s_{j,k} \) for customer located at \( j \).

Under mentioned preconditions, we can describe the min-max optimal public service system design problem using the following variables and other denotations.

\[
\begin{align*}
\text{Minimize} & \quad h \\
\text{Subject to} & \quad \sum_{i \in I} y_i \leq p \\
& \quad \sum_{j \in J} x_{j,k} + \sum_{i \in I} a^s_i y_i \geq r \quad j \in J, s = 0, \ldots, v \\
& \quad \sum_{j \in J} \sum_{i \in I} e_{s,j} x_{j,k} \leq h \quad j \in J \\
& \quad y_s \in \{0, 1\} \quad i \in I \\
& \quad x_{j,k} \in \{0, 1\} \quad j \in J, s = 0, \ldots, v, k = 1, \ldots, r \\
& \quad h \geq 0
\end{align*}
\]
3. The approximate bisection search for exposing structure

3.1 Exposing structure for the radial formulation

Let us consider the radial formulation (1) - (7) of the generalized $p$-center problem with the zero-one coefficients $a_i^*$ defined for $i \in I$, $j \in J$ and $s \in \{0...n\}$ where $r$ nearest located centers influence the disutility perceived by a user. The coefficients are derived from the disutility contribution values which range only over non-negative integers of all possible disutility values $d^r < d^l < ... < d$ from the matrix $[d]$. The triple $[u, S, G]$ is denoted as an exposing structure, if its components satisfies the following rules. The first component $u$ is a positive integer less than or equal to $r$. The second component $S$ is an $u$-tuple $[S(1), ..., S(u)]$, of nonnegative integers where $0 \leq S(1) < S(2) < ... < S(u) \leq m$. The third component is $u$-tuple $[G(1), ..., G(u)]$ of positive increasing integers where $1 \leq G(1) < G(2) < ... < G(u) \leq r$. If $G(u) = r$, then the structure is denoted as complete structure. Using the above introduced location variables $y_i \in \{0, 1\}$ for $i \in I$, the following set of constraints can be formulated for the exposing structure $[u, S, G]$.

\[
\sum_{i \in I} y_i \leq p \tag{8}
\]

\[
\sum_{i \in I} a_i^m y_i \geq G(w) \text{ for } j \in J, w \in \{1...u\} \tag{9}
\]

\[
y_i, y_j \in \{0, 1\} \text{ for } i \in I \tag{10}
\]

If a feasible solution $y$ of the constraints (8) - (10) structure exists for a complete $[u, S, G]$, then each user location $j$ must lie at least in the radius $d^{u+1}$ from $(G(1))$ located service centers and in the radius $d^{u+1}$ from $(G(2))$ additional service centers and so on up to the radius $d^{u+1}$ from the $(G(u))$ service centers. It means that the worst situated user perceives the generalized disutility less than or equal to the value of (11).

\[
H_{[u,S,G]} = d^{u+1} \sum_{k=1}^{G(1)} q_k + \sum_{k=2}^{u} d^{u+2} \sum_{k=(G(u-1)+1)}^{G(u)} q_k \tag{11}
\]

An exposing structure is called valid if there is at least one feasible solution of the problem (8) - (10) formulated for the structure.

3.2 Ordering on the set of complete exposing structures

Let us introduce a mapping $E_{[u,S,G]} : \{1...r\} \times \{0...n\}$ for each complete structure $[u, S, G]$, to be able to characterize the properties of complete structures more easily. The mapping $E_{[u,S,G]}$ is defined for $k \in \{[G(w)+1]..G(w)\}$ by the equations: $E_{[u,S,G]}(k) = S(1)$, and for $k \in \{G(w-1) + 1..G(w)\}$ by the equations: $E_{[u,S,G]}(k) = S(w)$ where $w=2...u$.

Definition

We say that the complete structure $[u, S, G]$ dominates the complete structure $[u^*, S', G']$ if the inequality $E_{[u,S,G]}(k) \leq E_{[u^*,S',G']}(k)$ holds for each $k$.

Proposition 1

If a complete structure $[u, S, G]$ dominates another complete structure $[u^*, S', G']$, then an subscript $w'(w') \in \{1...u\}$ must exist for any $w(1...u)$ such that $G(w'(w')) > G(w')$ and $S(w'(w')) \leq S'(w')$.

Proof: We perform the proof by contradiction assuming that there exists a subscript $w$ such that either $G(w') < G'(w')$ or $S(w') > S'(w')$ holds for each $w \in \{1...u\}$. As $S(w') < S(w'+1)$ and $G(w') < G'(w'+1)$ follow from definition of the exposing structure and $S(1) \leq S(1)$ the structure domination, then maximal $w'$ exists such that $S(w') \leq S'(w')$ and $G(w') < G'(w')$. It follows that the range $[G(w'+1..G(w)+1)]$ of integers is nonempty and each element of this range satisfies the inequalities $E_{[u^*,S',G']} \leq E_{[u,S,G]}$.

Proposition 2

Let us denote $Y$ and $\bar{Y}$ sets of all feasible solutions satisfying constraints (8)-(10) for complete structures $[u, S, G]$ and $[u^*, S, G]$ respectively. If the structure $[u, S, G]$ dominates the structure $[u^*, S, G]$, then $Y \subseteq \bar{Y}$ holds.

Proof: Let us notice that only constraints (9) are influenced by the considered structures and that $s \geq s'$ implies the inequality $a_i^s \geq a_i^{s'}$. Considering a solution $y \in Y$, the constraint (9) according to $[u, S, G]$ is satisfied for each $j \in J$ and $w \in \{1...u\}$. According to Proposition 1, subscript $w'(w') \in \{1...u\}$ must exist for any $w \in \{1...u\}$ such that $G(w'(w')) > G(w')$ and $S(w'(w')) < S'(w')$. Then the inequalities (12) hold for each $j \in J$ and $w \in \{1...u\}$.

\[
G(w) \leq G'(w) \leq \sum_{i=1}^{G(w)} a_i^m y_i \leq \sum_{i=1}^{G(w')} a_i^m y_i \tag{12}
\]

From the inequalities (12) it follows that $y$ also satisfies (9) according to $[u^*, S, G]$.

Proposition 3

If the structure $[u, S, G]$ dominates the structure $[u^*, S, G]$, then $H_{[u,S,G]} \leq H_{[u^*,S,G]}$ holds.

Proof: Note that equalities (13) and (14) hold.

\[
H_{[u,S,G]} = d^{u+1} \sum_{k=1}^{G(1)} q_k + \sum_{k=2}^{u} d^{u+2} \sum_{k=(G(u-1)+1)}^{G(u)} q_k \tag{13}
\]

\[
H_{[u^*,S,G]} = d^{u+1} \sum_{k=1}^{G(1)} q_k + \sum_{k=2}^{u} d^{u+2} \sum_{k=(G(u-1)+1)}^{G(u)} q_k \tag{14}
\]
As $d_{i,k} \leq d_{i,j} \leq d_{j,k}$ holds for each $k \in [1..r]$, then $H_{[u,S,G]}(x_{i}) \leq H_{[u,S,G]}(x_{j})$ also holds.

**Proposition 4**

The ordering defined on the set of all complete exposing structures by relation of dominance is not complete ordering in general.

Proof: The proof is performed by the construction of two examples where each of them includes two complete structures.

None of the structures dominates the other and, furthermore, there is no further structure which dominates any of the two ones. In addition, the pair of examples shows that mutual positions of the lowest subscripts $S(1)$ and $S(1)$ do not decide which structure takes the lowest value of (11).

Both of the following examples are defined on the network where the set $J$ of users’ locations contains only two elements $J = \{1, 2\}$ and the set of possible center locations $I$ consists of four elements $I = \{1, 2, 3, 4\}$. It is necessary to locate $r = 2$ centers so that the generalized disutility for the worst situated user is minimal. The generalized disutility is defined here for $r = 2$ and for reduction coefficients $q_{1} = 1$ and $q_{2} = 0.5$.

**Example 1**

This example is defined for the matrix of disutility contributions $d_{i}$ in Table 1 and for the associated sequence of the different values $d^{1} < d^{2} < \ldots < d^{n}$ from the matrix $d_{i}$ in the form $1 < 4 < 9$. The associate matrices of $a'_{i}$ for $s = 0, 1, 2$ are depicted in Table 2.

Potential disutility contributions $d_{i}$ from the center locations to the user locations

| $d_{i}$ | 1 | 2 |
|---------|---|---|
| 1       | 1 | 9 |
| 2       | 4 | 4 |
| 3       | 4 | 4 |
| 4       | 9 | 1 |

Matrices of $a'_{i}$ for $s = 0, 1, 2$

| $s$ | 0 | 1 | 2 |
|-----|---|---|---|
| $a'_{i}$ | 1 | 2 | 1 |

Let us define two complete exposing structures $[u, S, G] = [2, [0, 2], [1, 2]]$ and $[u, S, G] = [1, [1], [2]]$ for this example. We obtain $H_{[u,S,G]}(x_{i}) = 3.5$, mapping $E_{[u,S,G]}(1) = 0$, $E_{[u,S,G]}(2) = 2$, and we can easily find that there is only one feasible solution $y = [y_{1}, y_{2}, y_{3}, y_{4}] = [1, 1, 0, 1]$ of (8)-(9) for the structure $[u, S, G] = [1, [1], [2]]$. It can be easily found that none of the structures dominates the other and that $H_{[u,S,G]}(x_{i}) > H_{[u,S,G]}(x_{j})$ subject to $S(1) < S(1)$.

**Example 2**

This example is defined for the matrix of disutility contributions $d_{i}$ in Table 3 and for the associated sequence of the different values $d_{1} < d_{2} < d_{3}$ from the matrix $d_{i}$ in the form $1 < 2 < 5$. The associate matrices of $a'_{i}$ for $s = 0, 1, 2$ are depicted in Table 4.

Potential disutility contributions $d_{i}$ from the center locations to the user locations

| $d_{i}$ | 1 | 2 |
|---------|---|---|
| 1       | 1 | 5 |
| 2       | 2 | 2 |
| 3       | 2 | 2 |
| 4       | 5 | 1 |

Matrices of $a'_{i}$ for $s = 0, 1, 2$

| $s$ | 0 | 1 | 2 |
|-----|---|---|---|
| $a'_{i}$ | 1 | 2 | 1 |

Let us define two complete exposing structures $[u, S, G] = [2, [0, 2], [1, 2]]$ and $[u, S, G] = [1, [1], [2]]$ for this example. We obtain $H_{[u,S,G]}(x_{i}) = 3.5$, mapping $E_{[u,S,G]}(1) = 0$, $E_{[u,S,G]}(2) = 2$, and we can easily find that there is only one feasible solution $y = [y_{1}, y_{2}, y_{3}, y_{4}] = [1, 1, 0, 1]$ of (8)-(9) for the structure $[u, S, G] = [1, [1], [2]]$. It can be easily found that none of the structures dominates the other and that $H_{[u,S,G]}(x_{i}) > H_{[u,S,G]}(x_{j})$ subject to $S(1) < S(1)$.

### 3.3 Lexicographic maximal completion of valid exposing structure

The process of valid structure completion starts with an incomplete valid structure $[u, S, G]$ where $G(u) < r$. As we assume that the structure is valid, at least one feasible solution of (8) - (11) exists. The lexicographic process begins with attempt...
to increase the value of $G(u)$ as much as possible keeping the augmented structure valid. As the possible increase of $G(u)$ is limited by $r$, only finite and small number of tests of solution existence is necessary to determine the highest value of $G(u)$. The associated algorithm will be called “AugmentG”.

Further, let us consider incomplete structure which has been processed by the algorithm AugmentG. The lexicographical process continues with attempt to add next subscript $S(u+1)$ to the structure as the lowest subscript from the range $[S(u)+1..m]$. The associated value of $G(u+1)$ is set at the lowest possible value, i.e. $G(u)+1$. The searching process can be finished quickly even for big value of $m$ when bisection is used. If the value of $m$ is used as upper bound of the searched subscript, the algorithm ever succeeds in the search. If the searched range is reduced, then addition may fail. The associated algorithm will be called “AugmentS”.

After successful run of the algorithm, the structure is enlarged by one element of the array $S$ and $G$ and $u$ is increased by one.

The process of the structure completion can be performed by the following steps.

Step 0. Initialize the best found complete valid exposing structure $[u, S, G]$. [Comment: $G(u)<r$ holds for the incomplete structure.]

Step 1. Repeat the following two steps until $G(u)=r$.

Step 2. Apply AugmentG on $[u, S, G]$. [Comment: The previous step may increase $G(u)$ so that structure stay valid.]

Step 3. If $G(u)<r$, apply AugmentS on $[u, S, G]$. [Comment: The previous step increases $u$ to $u+1$, adds elements $S(u+1)$ and $G(u+1)$ to the $u$-tuples $S$ and $G$ respectively so that the augmented structure stays valid and $S(u+1)>S(u)$ and $G(u+1)=G(u)+1$.]

If the search included in the algorithm AugmentS is performed over the range $[S(u)+1..m]$, then the resulting structure is a complete valid exposing structure and in addition, any other valid structure containing the starting structure cannot dominate the resulting complete structure. If the search is restricted on some smaller range, e.g. not to produce complete structures with the value $H_0<v_{\text{obj}}$ higher than a given upper bound $UB$, then the process can be prematurely stopped unless valid complete structure is produced. The above process will be called “Complete” in the remainder of the paper.

3.4 An approximate algorithm for min-max location problem solution

The suggested approximate algorithm is based on the partial search over set of non-dominated complete valid exposing structures where inspected structures are obtained by the lexicographic maximal completion of “seed” structure $[1, [s^*], [k]]$ for $k=1, ..., r$.

The approximate algorithm follows the below specified steps.

Step 0. Initialize the best found complete valid exposing structure $[bu, bS, bG]$ with value of $bH$ by the structure $[1, [s^*], [r]]$ where the minimal subscript $s^*$ is found by simple bisection process over range $[0..m]$.

Step 1. Repeat the following steps for $k=1...r$.

Step 2. Initialize the starting incomplete structure $[u, S, G]$ by valid incomplete exposing structure $[1, [s^*], [k]]$ where the subscript $s^*$ is found by simple bisection process over the range $[sm..sM]$. The limit $sm$ is set at zero for $k=1$ and it equals to $s^*$ at the next steps for the $k-1$. The limit $sM$ is specified using the value $bH$.

Step 3. Apply the procedure Complete on the structure $[u, S, G]$ and if a valid complete exposing structure is found and $H_{a.s.\text{obj}}<bH$ holds, then update the exposing structure $[bu, bS, bG]$ with value of $bH$ by the newly found structure.

4. Computational study

The main goal of this study is to verify the usefulness of suggested approximate algorithm for the min-max location problem with generalized system disutility. This problem represents the first step of the lexicographic optimization process [13]. It was found that this important first step is the most time-consuming part of the whole algorithm and therefore it is necessary to develop an effective solving method for this min-max problem. Within this paper, we try to answer the question whether the suggested algorithm based on radial formulation and exposing constraints considerably accelerates the solving process of the $p$-center problem. Therefore, we compare the basic radial approach based on the formulation (1) – (7) to the suggested method described in the previous section. The results are compared from the viewpoint of computational time and solution accuracy. All reported experiments were performed using the optimization software FICO Xpress 7.3 (64-bit, release 2012) for both studied approaches. The associated code was run on a PC equipped with the Intel® Core™ i7 2630QM processor with parameters: 2.0 GHz and 8 GB RAM.

Particular approaches were tested on the pool of benchmarks obtained from the road network of the Slovak Republic. The instances are organized so that they correspond to the administrative organization of Slovakia. For each self-governing region (Bratislava - BA, Banska Bystrica - BB, Kosice - KE, Nitra - NR, Presov - PO, Trencin - TN, Trnava - TT and Zilina - ZA) all
cities and villages were taken as possible service center locations and also as the user locations. Thus the number of possible service center locations $|I|$ is the same as the number of user locations.

The results of numerical experiments for $r = 3$ and the sets of coefficients $q^i$ and $q^j$.

| Region | $|I|$ | $p$ | RA_EC | RA_EX | RA_EC | RA_EX |
|--------|-----|-----|-------|-------|-------|-------|
|       |     |     | $G^i$ | $G^j$ | $G^i$ | $G^j$ |
| BA    | 87  | 15  | 15.70 | 0.56  | 15.20 | 3600.44 |
| BA    | 87  | 9   | 20.90 | 0.45  | 19.80 | 3601.11 |
| BB    | 515 | 103 | 13.80 | 8.60  | 14.60 | 3601.01 |
| BB    | 515 | 52  | 20.80 | 11.51 | 24.30 | 3602.16 |
| KE    | 460 | 92  | 12.40 | 7.57  | 18.20 | 3601.86 |
| KE    | 460 | 46  | 18.30 | 9.70  | 21.00 | 3607.53 |
| NR    | 350 | 70  | 13.20 | 5.80  | 19.40 | 3609.43 |
| NR    | 350 | 35  | 19.60 | 15.56 | 22.40 | 3606.02 |
| PO    | 664 | 133 | 11.90 | 13.76 | 56.40 | 3765.59 |
| PO    | 664 | 67  | 18.60 | 15.69 | 62.60 | 3622.00 |
| TN    | 276 | 56  | 13.10 | 2.26  | 18.40 | 3621.14 |
| TN    | 276 | 28  | 20.10 | 2.84  | 19.40 | 3604.75 |
| TT    | 249 | 50  | 12.80 | 2.48  | 17.60 | 3843.03 |
| TT    | 249 | 25  | 19.30 | 2.84  | 20.90 | 3604.75 |
| ZA    | 315 | 63  | 15.20 | 2.84  | 17.60 | 3843.03 |
| ZA    | 315 | 32  | 22.40 | 3.70  | 24.00 | 3631.00 |

The results of numerical experiments for $r = 3$ and the sets of coefficients $q^i$ and $q^j$.

| Region | $|I|$ | $p$ | RA_EC | RA_EX | RA_EC | RA_EX |
|--------|-----|-----|-------|-------|-------|-------|
|       |     |     | $G^i$ | $G^j$ | $G^i$ | $G^j$ |
| BA    | 87  | 15  | 23.30 | 0.37  | 21.80 | 3599.77 |
| BA    | 87  | 9   | 30.10 | 0.47  | 29.00 | 3608.97 |
| BB    | 515 | 103 | 20.20 | 7.66  | 24.90 | 3603.13 |
| BB    | 515 | 52  | 31.20 | 11.11 | 35.40 | 3602.28 |
| KE    | 460 | 92  | 19.60 | 2.70  | 24.70 | 3603.13 |
| KE    | 460 | 46  | 26.70 | 9.03  | 29.70 | 3620.16 |
| NR    | 350 | 70  | 18.80 | 6.36  | 26.50 | 3614.49 |
| NR    | 350 | 35  | 28.40 | 16.49 | 31.10 | 3614.06 |
| PO    | 664 | 133 | 17.10 | 11.33 | 68.30 | 3742.47 |
| PO    | 664 | 67  | 27.40 | 17.05 | 83.10 | 3620.95 |
| TN    | 276 | 56  | 19.90 | 2.20  | 20.00 | 3608.84 |
| TN    | 276 | 28  | 30.90 | 2.81  | 29.40 | 3604.01 |
| TT    | 249 | 50  | 19.20 | 3.70  | 25.40 | 3626.68 |
| TT    | 249 | 25  | 27.70 | 5.13  | 27.60 | 3601.78 |
| ZA    | 315 | 63  | 24.80 | 3.81  | 20.90 | 3609.09 |
| ZA    | 315 | 32  | 33.60 | 3.48  | 35.60 | 3603.36 |
We increased the value of disutility contributing centers \( r \) from 3 to 5. Of course, we had to define new sets of reduction coefficients \( q_k \). For this purpose we tested two different settings:

\[
q_5 = [1, 0.5, 0.2, 0.1, 0.05] \quad \text{and} \quad q_6 = [1, 0.8, 0.5, 0.2, 0.1].
\]

The results are reported in Table 7 which follows the same denotation as the previous tables.

The reported results indicate that the suggested algorithm based on exposing constraints gives more precise results in considerably shorter time in comparison to the exact method. We presume that the link-up constraints for the upper bound definition significantly spoil the convergence of the computational process based on the branch and bound principle. Therefore, we can conclude that our algorithm constitutes an effective solving tool for the min-max optimal public service system design problem with generalized system disutility.

The instances where our suggested algorithm lost in comparison to the prematurely terminated branch and bound approach as concerns the solution quality will become a topic of our future research.

### 5. Conclusions

The main goal of this study was to introduce and compare different approaches to the min-max optimal public service system design problem as the initial step of the lexicographic optimization process. Within this paper, the generalized system disutility was studied. The model of generalized disutility impacts the
complexity of the problems which must be solved by used solving techniques. The consequence of the generalized disutility model is that the suitability of common approaches considerably changes when the min-max optimal public service system is designed. Based on reported results, the radial formulation of the problem with the min-max criterion does not hold for large instances because it proved to be extremely demanding as concerns the computational time and computer memory. Therefore, we have introduced and verified an advanced approximate algorithm for the min-max location problem based on radial formulation and exposing constraints. The results of experiments on real instances have confirmed its usefulness. Furthermore, presented method enables its simple implementation within common optimization environment instead of the necessity of developing special software tool. Thus, we can conclude that we have constructed a very useful solving tool for the middle-sized min-max optimal public service system design problem.
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