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Abstract

We develop a risk-neutral spot and equity option market simulator for a single underlying, under which the joint market process is a martingale. We leverage an efficient low-dimensional representation of the market which preserves no static arbitrage, and employ neural spline flows to simulate samples which are free from conditional drifts and are highly realistic in the sense that among all possible risk-neutral simulators, the obtained risk-neutral simulator is the closest to the historical data with respect to the Kullback-Leibler divergence. Numerical experiments demonstrate the effectiveness and highlight both drift removal and fidelity of the calibrated simulator.

Introduction

There has been growing interest in the application of reinforcement learning methods to financial markets. In many domains, a significant difficulty is the availability of sufficient historical data to train reinforcement learning agents on – for example taking daily data for an equity underlying over ten years amounts to only a few thousand samples, making any algorithm prone to overfitting and lacking robustness. To address this data scarcity challenge, there has been much work in the area of using generative machine learning models to simulate realistic samples from the same distribution as the historical market data. To name a few: (Arribas, Salvi, and Szpruch 2020; Buehler et al. 2020; Cohen, Reisinger, and Wang 2021, 2022; Cuchiero, Khosrawi, and Teichmann 2020, 2021; De Meer Pardo, Schwendner, and Wunsch 2021; Gierjatowicz et al. 2020; Ni et al. 2020, 2021; Wiese et al. 2019, 2020).

In this paper, we focus on the simulation of equity option markets of a single underlying. Through an effective parametrization of the market in terms of discrete local volatilities (Buehler and Ryskin 2016), we are able to guarantee the absence of static arbitrage from the market simulator. However, a major difficulty in the simulation of equity option markets is the presence of statistical arbitrage – that is, trading strategies which, starting from an empty initial portfolio, have positive expectation. This poses a particular challenge to the robustness of reinforcement agents trained on simulated data, for the purposes of hedging and risk management of a derivatives portfolio. In the presence of statistical arbitrage, an agent’s proposed action will be not only a hedge, but also an additional component that is independent of the portfolio it is hedging and purely seeking profitable opportunities in the market, which are particularly sensitive to errors in estimating the drift (conditional expectation) of the tradeable instruments.

It is therefore desirable to build models which are free from such statistical arbitrage opportunities. In the absence of trading constraints, such as transaction costs, removing statistical arbitrage is equivalent to simulating from a risk-neutral measure – a distribution under which the (discounted) prices process of all traded instruments are martingales: \( \mathbb{E}[X_{t+1}|F_t] = X_t \). Simulating from such a martingale measure is a long-standing challenge in quantitative finance, with the classic approach being to specify a suitable parametric model for the underlying under the risk-neutral measure and calibrate parameters to historical data. These models are, however, often motivated more by tractability than expressiveness, and are often limited to single underlyings, not to the joint distributions of an underlying and options written on it.

Therefore, we take a different approach in this paper and demonstrate how machine learning methods can be used for direct simulation under risk-neutral measures. We build on previous works on market simulation via flow-based models, first introduced in (Wiese et al. 2021), and on methods to “remove the drift” in a market by solving a utility optimization problem (Buehler et al. 2022), in order to create a new data-driven method for direct simulation from a risk-neutral measure, given historical samples from the physical measure.

The use case and advantages of this approach includes for providing training data for a Deep Hedging algorithm (Buehler et al. 2019) to construct hedging strategies for portfolios of derivatives, by trading in hedging instruments consisting of an underlying and vanilla options. By training the algorithm with a risk-neutral simulator, we can remove the statistical arbitrage component, leaving a hedge that is robust against estimation errors of the drift (Buehler et al. 2022).

We emphasise that the approach presented in this paper is a broad framework to construct a risk-neutral market simula-
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tor from real equity option market data. Our approach is not limited to the application of normalizing flows. Normalizing flows are solely used for the approximation of a conditional generative density.

Background

In the following subsections, we introduce the three main building blocks which are required to be able to construct a risk-neutral market simulator. We begin by introducing neural spline flows for approximating conditional generative densities. Afterwards, we review the construction of the equity option market simulator introduced in (Wiese et al. 2021) and derive the objective function. In the last subsection, we introduce entropy-based risk-neutral densities (Buehler et al. 2022).

Neural spline flows for time series modeling

Normalizing flows (Papamakarios et al. 2019) are diffeomorphisms [1] that are constructed by the means of neural networks. Being bijective allows the approximation of densities through the application of the density transformation theorem. In this paper, we will consider neural splines flows (Durkan et al. 2019) which are a specific subclass of normalizing flows that recently got popular due to the ability to universally approximate densities and have an analytically tractable inverse.

Recently, neural splines with linear interpolation were proposed to approximate generative densities for time series data (Wiese et al. 2021). For completeness, we illustrate the construction of neural splines with linear interpolation for time series below. Assume that \((X_t)_{t \in \mathbb{N}} \sim p\) is a discrete-time Markov process taking, without loss of generality, values in \([0, 1]^d\). Furthermore, let \(T_\eta = (T_{\eta, 1}, \ldots, T_{\eta, d}) : [0, 1]^d \times [0, 1]^d \to [0, 1]^d\) be a differentiable triangular increasing map in the second component (cf. (Bogachev, Kolesnikov, and Medvedev 2005)) parametrised by \(\eta \in \mathbb{H}\).

Then the generated process can be defined for \(j = 1, \ldots, d\) as

\[
X_{t+1,j} = T_{\eta,j}(U_j; X_t, X_{t+1,:(j-1)}) \sim p_\eta
\]

where \(U = (U_1, \ldots, U_d) \sim U([0, 1]^d)\) is a uniformly distributed random variable on the unit hypercube. Since the function \(T_\eta\) is assumed to be bijective, the density transformation theorem can be applied for \(j = 1, \ldots, d\) to obtain the conditional density induced by \(T\)

\[
p_\eta(x_{t+1,j}|x_t, x_{t+1,:(j-1)}) = p(u_{t+1,j}|T_{\eta,j}(u_{t+1,j}; x_t, x_{t+1,:(j-1)}))^{-1}
\]

where \(u_{t+1,j} = T_{\eta,j}^{-1}(x_{t+1,j-1}; x_t, x_{t+1,:(j-1)})\) is the latent variable conditional on the state \(x_t\) and the next day partial state \(x_{t+1,:(j-1)}\), and \(T_{\eta,j}'\) denotes the derivative of \(T_{\eta,j}\) with respect to \(u\).

To make the derivative analytically tractable while maintaining monotonicity in \(T_{\eta,j}, j = 1, \ldots, d\) different interpolation schemes have been proposed (Durkan et al. 2019a,b). In this paper, we use linear interpolation and define the conditional density for a fixed number of bins \(B \in \mathbb{N}\) as

\[
p_\eta(x_{t+1,j}|x_t, x_{t+1,:(j-1)}) = \prod_{k=1}^{B} c_k
\]

where \((p_k)_k\) is non-negative, normalized, and \(c_k\) is defined for \(k = 1, \ldots, B\) as

\[
c_k = \begin{cases} 1, & \text{if } x_{t+1} \in \left[\frac{k-1}{B}, \frac{k}{B}\right) \\ 0, & \text{else} \end{cases}
\]

Neural splines approximate the conditional density \((p_k)_k\) with a neural network taking values in \(\mathbb{R}^B\). The output is then transformed via the softmax function and normalized to obtain a density.

Due to the tractability of the conditional density the flow \(T_\eta\) can be approximated using conditional Kullback-Leibler (KL) divergence, or equivalently, the negative log-likelihood (NLL)

\[
D_{\text{KL}}(p||p_\eta) = \mathbb{E}_p \left( \mathbb{E}_p \left( \ln \frac{p(X_{t+1}|X_t = \hat{X}_t)}{p_\eta(X_{t+1}|X_t = \hat{X}_t)} | \hat{X}_t \right) \right)
\]

\[
= -\mathbb{E}_p \left( \mathbb{E}_p \left( \ln p_\eta(X_{t+1}|X_t = \hat{X}_t) | \hat{X}_t \right) \right) + \text{const}
\]

Note that here we use a conditional version of the KL-divergence since our objective is to approximate the conditional density of the market process. In practice, only a single time series \((x_t)_{t=1}^T \sim p\) may be available. In this case, \([1]\) will be approximated via Monte Carlo:

\[
\hat{J}(\eta) = (T-1)^{-1} \sum_{t=1}^{T-1} - \ln p_\eta(x_{t+1}|x_t)
\]

Figure 1: Normalized Eurostoxx 50 spot level and DLVs for maturities \(T = (60, 120)\) (quoted in business days) and relative strikes \(K = (0.7, 0.75, \ldots, 1.0, \ldots, 1.25, 1.3)\).
Equity option market simulation

In this subsection, we briefly outline the construction of the market simulator. For an in-depth introduction we direct the reader to (Wiese et al. 2021).

Let $(\Omega,\mathcal{F} = (\mathcal{F}_t)_{t\in\mathbb{N}},\mathbb{P})$ be a filtered probability space. We refer to the probability measure $\mathbb{P}$ as the physical probability measure and by $p$ we refer to the associated physical density. Denote by $X = (S,C) : \Omega \times \mathbb{N} \rightarrow \mathbb{R}_{>0} \times \mathbb{R}_{>0}^{mN}$ an adapted discrete-time Markov process, i.e. we assume for any $s,t \in \mathbb{N}, t > s$ that

$$p(x_t | \mathcal{F}_s) = p(x_t | x_s)$$

The first component $S = (S_t)_{t\in\mathbb{N}}$ represents the spot price of the underlying which we assume to take the form $S_{t+1} = S_t (1 + R_{t+1})$ where $R_{t+1}$ is independent from $S_t$. The second component $C = (C_t)_{t\in\mathbb{N}}$ represents an $m$-dimensional grid of call prices defined on a floating grid of time to maturities $T = (τ_1, \ldots, τ_m)$ and relative strikes $K = (k_1, \ldots, k_n)$ defined around the unit forward. Thus, the call price grid at any time $t \in \mathbb{N}$ is defined for $i = 1, \ldots, m$ and $j = 1, \ldots, n$ so that $C_{t,(i-1)en+j}$ is the price of the option with payoff $(S_{t+τ_i}/S_t - k_j)^+$. In what follows we refer to $X$ as the market process.

Discrete local volatilities

In order to guarantee the absence of static arbitrage (riskless profits) realized grid prices $c_t \in \mathbb{R}_{>0}^{mN}$ need to satisfy ordering constraints such as non-negativity, monotonicity in time and convexity in strike (cf. Gatheral and Jacquier 2014). We therefore represent the grid prices by discrete local volatilities (DLVs) (Buehler and Ryskin 2016) as an arbitrage-free parametrisation of the considered price grid. DLVs take a local volatility-inspired parametrisation and can be seen as a discrete version of Dupire's famous local volatility (Dupire 1994). Most importantly, the mapping from non-negative DLVs to the call price grid is a bijective map $\Phi : \mathbb{R}_{>0}^{mN} \rightarrow \mathbb{R}_{>0}^{mN}$ which will be necessary to construct the manifold flow. We denote the unique corresponding grid of DLVs by $\Sigma_t = \Phi^{-1}(C_t)$.

Interpolating the call price grid

The market process $X$ was constructed using floating grid prices to obtain a stationary representation of the call prices. In order to obtain real-world prices with fixed expiries and strikes we interpolate the floating price grid using a bilinear interpolation in the prices. For any $t \in \mathbb{N}$ denote the bilinear interpolated grid at maturity $τ \in [\min(T), \max(T)]$ and relative strike $k \in [\min(K), \max(K)]$ as $C_t(τ, k)$. Then the price of a call bought on day $t$ at maturity-strike $(τ, k) \in T \times K$ has a price on day $t + 1 \in \mathbb{N}$ of

$$C_{t+1,τ,k}(S_{t+1}, S_t) = S_t 1/(S_t \tilde{C}_{t+1}(τ - 1, kS_t/S_{t+1}))$$

Note that a spot move $S_{t+1}/S_t$ greater than $k/\min(K)$ or smaller than $k/\max(K)$ will not make the interpolation feasible due to the limited relative strike range. We treat this problem by introducing boundary relative strikes and maturities and interpolate to the option’s intrinsic value (Buehler and Ryskin 2016). Using the option’s interpolated value we can compute the difference in price of the call bought at time $t$ with maturity-strike pair $(τ, k)$ as

$$dC_{t+1} = C_{t+1,τ,k}(S_{t+1}, S_t) - \tilde{C}_t(τ, k)$$

Manifold assumption

We assume grid prices $c_t \in \mathbb{R}_{>0}^{mN}$ to have support on a low-dimensional manifold. More precisely, we assume that there exists a latent dimension $l \ll mn$, an injective map $\psi : \mathbb{R}^l \rightarrow \mathbb{R}_{>0}^{mN}$ such that for any grid price $c_t \in \mathbb{R}_{>0}^{mN}$ with positive density there exists a unique representation $σ_t$ such that $c_t = \psi(σ_t)$ holds $\mathbb{P}$-almost surely. The manifold assumption is justified by the high observed correlation in DLV levels as well as their returns (cf. Wiese et al. 2021).

Under the call price manifold assumption we can construct for any states $x_t, x_{t+1} \in \text{Im}(\psi)$ in the image set of $\psi$ the manifold flow (Brehmer and Crammer 2020, Gemici, Rezende, and Mohamed 2016)

$$\text{p}(x_{t+1} | x_t) = \text{p}(y_{t+1} | y_t)f(y_{t+1}) \tag{2}$$

where $y_v = (s_v, σ_v = \psi^{-1}(c_v)), v \in \{t, t + 1\}$ is the compressed state representation and

$$f(y_{t+1}) = (\det J_φ(σ_{t+1})^T J_ψ(σ_{t+1})^{-T})^{-\frac{1}{2}}$$

where $J_φ$ is the Jacobian of $ψ$. By leveraging we can show that minimizing the NLL on the level of the spot and

---

1No static arbitrage is a hard requirement: if there exists static arbitrage under $\mathbb{P}$, then no equivalent risk-neutral measure exists.

2Note that any interpolation scheme that maintains monotonicity in time and convexity in strike will not introduce static arbitrage and therefore is permitted.
call prices \(1\) is equivalent to minimizing the NLL on the compressed state space

\[
J(q) = -\mathbb{E}_p \left[ \mathbb{E}_p \left[ \ln p_n(X_{t+1}|X_t = X_t) \right] | \hat{X}_t \right] \\
= -\mathbb{E}_p \left[ \mathbb{E}_p \left[ \ln p_n(Y_{t+1}|Y_t = \hat{Y}_t) \right] | \hat{Y}_t \right] + \text{const}
\]

This motivates our choice to approximate market simulators in the compressed space.

**Entropy-based risk-neutral densities**

A central concept in mathematical finance is that of a risk-neutral probability measure, \(Q\) which is equivalent to \(P\), under which the price of all tradable instruments is the discounted expectation of the instrument’s payoff. Throughout this article, we will assume for simplicity that the risk-free rate is zero which implies that \(X\) is a martingale under \(Q\). It is well known that if the physical measure is free from arbitrage then such a risk-neutral measure must exist, although it will not in general be unique.

To construct such a measure, recall that \(X\) represents instruments which are liquidly traded in a market. Consider a trading action \(a_t \equiv a(X_t) \in \mathbb{R}^{1+m}\), and a gains of taking this action over a single timestep of \(G(X_{t+1},X_t) = a_t \cdot (X_{t+1} - X_t)\). Consider the strictly concave, strictly increasing utility function \(u(x) = (1 - e^{-\lambda x})/\lambda - \text{known as the exponential utility, or entropy. Let } a^*\text{ be a solution of the optimization problem}

\[
\sup_a \mathbb{E}[u(G(X_{t+1},x_t))]
\]

and let \(G^*\) be the associated optimal gains. Then we can define a measure \(Q\) via the conditional density,

\[
q(X_{t+1}|X_t) = w(X_{t+1}|X_t) p(X_{t+1}|X_t)
\]

\[
w(X_{t+1}|X_t) = \frac{e^{-\lambda G^*(X_{t+1},X_t)}}{\mathbb{E}[e^{-\lambda G^*(X_{t+1},X_t)}|X_t]}
\]

Using this density, we have the following result.

**Proposition 1.** The conditional density \(q\) is an equivalent martingale density, i.e. \(\mathbb{E}_q[X_{t+1}|X_t] = X_t\). Furthermore, \(q\) minimizes the KL divergence to \(p\) over all equivalent martingale densities, and \(Q\) is hence called the minimal entropy martingale measure (Frittelli 2000).

The measure \(Q\) is one example of a broader class of utility-based risk-neutral measures, see (Buehler et al. 2022) for further details. Due to the positivity of the exponential function, \(w > 0\), ensuring that \(P\) and \(Q\) are equivalent, and the concavity of \(u\) means that \(w\) is a decreasing function of \(G^*\). Furthermore, the change of measure is normalized, i.e. \(\mathbb{E}(w(X_{t+1}|X_t = x_t)) = 1\), ensuring that \(q\). The financial interpretation is that by reweighting future states of the world proportional to their marginal utility under the physical measure, outcomes which were profitable under \(P\) become less likely under \(Q\), resulting in a measure in which all profit opportunities have been removed and all instruments must have zero drift.

**Problem formulation**

Our aim in this paper is to calibrate a model density \(q_\theta\) that is close to the ground-truth risk-neutral density \(q\) with respect to the KL divergence, by using only samples from the physical density \(p\). Note that our framework is very general, and applies to any density estimator, and in this paper we focus specifically on neural spline flows. Ignoring constants for clarity, our objective is therefore the following:

\[
J(\theta) = -\mathbb{E}_q \left[ \mathbb{E}_q \left[ \ln q_\theta(X_{t+1}|X_t = X_t) \right] | \hat{X}_t \right]
\]

Note that we minimize this objective by optimizing the inner conditional NLL for all states \(\hat{X}_t\), so the outer expectation can be taken over the equivalent physical measure. Furthermore, since we can neither evaluate nor sample from the target density \(q\), we apply the change of measure transform above, so that this objective is equivalent to

\[
J(\theta) = -\mathbb{E}_p \left[ \mathbb{E}_p \left[ w(X_{t+1}|X_t = \hat{X}_t) \ln q_\theta(X_{t+1}|X_t = \hat{X}_t) \right] | \hat{X}_t \right]
\]

Due to the assumption that the decoder \(\psi : \mathbb{R}^l \rightarrow \mathbb{R}_{\geq 0}^{m}\) is injective the minimization problem \((\theta)\) is equivalent to solving following the calibration problem on the reduced space \((\theta)\). Further note that for any \(x_t, x_{t+1} \in \text{Im}(\psi)\) the change of measure \(w(x_{t+1}|x_t) = q(x_{t+1}|x_t)/p(x_{t+1}|x_t)\) on the observed space coincides with the change of measure on the reduced space:

\[
w(x_{t+1}|x_t) = \frac{q(y_{t+1}|y_t)f(\sigma_{t+1})}{p(y_{t+1}|y_t)f(\sigma_{t+1})} = w(y_{t+1}|y_t)
\]

Hence, we may write our objective as a weighted NLL on the reduced space:

\[
J(\theta) = -\mathbb{E}_p \left[ \mathbb{E}_p \left[ w(Y_{t+1}|Y_t = \hat{Y}_t) \ln q_\theta(Y_{t+1}|Y_t = \hat{Y}_t) \right] | \hat{Y}_t \right]
\]

In the real world, both calibration problems \((\theta)\) and \((\theta)\) are not feasible. We only observe a single realization \((x_t)_{t \in T}\) sampled from the physical density \(p\) over some time horizon \(I := \{0, \ldots, T\}\). Furthermore, we do not observe the call price function \(\psi\). We instead only have access to the empirical physical density \(\tilde{p}(x_{t+1}|x_t) = \sum_{\tilde{\delta}(x_{t+1},x_t) \in \mathbb{R}} \tilde{\delta}(x_{t+1},x_t))\) where \(\delta\) denotes the Dirac delta function, and the corresponding empirical reduced physical density. This in particular makes learning the change of measure weights difficult when done directly from the empirical densities, since the optimization would be done on only single samples from each condition. To overcome these challenges, we use the following data augmentation method.

**Augmentation with the physical market simulator**

To get good estimates of the weights \(w(x_{t+1}|x_t)\) we augment the empirical distribution by first training a flow model density \(p_{\eta}\) that minimizes the KL divergence to the physical density. We then train the model risk-neutral density to target the weighted model density. This is justified by the following proposition.
Proposition 2. Let $p_\eta$ be a model density for the physical probability measure, such that $D_{KL}(p||p_\eta) = 0$ and let $q_\eta = w p_\eta$. Let $T_\theta$ be a Markovian market simulator such that the induced density $q_\theta$ satisfies $D_{KL}(q||q_\theta) = 0$. Then $q_\theta = q$ and the market simulator is risk-neutral.

Proof. Since zero KL divergence implies (almost sure) equality of the distributions, we have $q_\theta = q_\eta = w p_\eta = w p = q$. Hence for all $t$, we must have $E_{q_\eta}[X_{t+1} | X_t] = X_t$, which from the Markov assumption, implies that the simulator is risk-neutral. \hfill \Box

Therefore, we may train the risk-neutral market simulator on samples from the physical simulator via the NLL-based objective:

$$J(\theta) = -E_{p_\eta}(w(X_{t+1} | x_t) \ln q_\theta(X_{t+1} | x_t))$$

Change of measure approximation. We further use samples from the physical simulator to approximate the change of measure weights by solving (3). This is equivalent to the convex optimization

$$L(a) = E(\exp(-a \cdot dX_{t+1}) | X_t = x_t)$$

where $dX_{t+1} = X_{t+1} - X_t$ denotes the change in the instrument’s value. The Hessian is given as

$$\nabla_a^2 L(a) = \lambda^2 E(\exp(-\lambda a \cdot dX_{t+1}) dX_{t+1} \otimes dX_{t+1} | X_t = x_t)$$

Practically, the utility loss function is approximated via MC:

$$\hat{L}(a) = N^{-1} \sum_{j=1}^{N} \exp(-\lambda a \cdot dX_{t+1}^{(j)}) \quad (7)$$

$$\nabla_a^2 \hat{L}(a) = \lambda^2 N^{-1} \sum_{j=1}^{N} \exp(-\lambda a \cdot dX_{t+1}^{(j)} \cdot dX_{t+1}^{(j)} \otimes dX_{t+1}^{(j)})$$

where $\{X_{t+1}^{(j)}\}_{j=1}^{N} \sim p_\eta(\cdot | x_t)$ is a sample generated using the physical market simulator.

The weights $w(x_{t+1} | x_t)$ are them computed directly using the converged $a^*$. An example of the weights obtained across different samples is shown in Figure 2. The distribution of the weights illustrated here indicates another clear advantage of the approach: sampling efficiency. Since many of the weights will be less than 1, by applying the change of measure on the conditional density rather than the joint of the entire path, we avoid degenerate weights, and therefore avoid using sample paths from $p$ with very low density under $q$.

Putting these steps together, we summarize the approach in Algorithm 1.

Algorithm 1: Risk-neutral simulator training

Require: Samples $x_t$, $t = 1, \ldots, T$ from historical data, trained physical simulator $p_\eta$

for $t = 1, \ldots, T$ do

Generate $N$ samples from $p_\eta(\cdot | x_t)$

Solve (7) via convex optimization

Calculate $w(x_{t+1}^{(j)} | x_t)$ for $j = 1, \ldots, N$

end for

Train risk-neutral simulator on $NT$ samples via the loss

$$\hat{J}(\theta) = -\frac{1}{NT} \sum_{t=1}^{T} \sum_{j=1}^{N} w(x_{t+1}^{(j)} | x_t) \ln q_\theta(x_{t+1}^{(j)} | x_t)$$

Numerical results

In this section, we demonstrate the efficacy of our flow-based risk-neutral market simulator to generate samples which are martingales but nonetheless demonstrate similar properties to the physical distribution. We consider the Eurostoxx 50 from January 2011 to December 2020 for a total of 2543 business days, and simulate spot and DLVs / options defined at relative strikes $K = \{0.7, 0.75, \ldots, 1.0, \ldots, 1.25, 1.3\}$ and maturities $T = \{60, 120\}$ days. The corresponding set of DLVs as well as the normalized Eurostoxx 50 spot price are displayed in Figure 1. For clarity, we then simulate prices of three tradeable instruments: spot and the at-the-money call options with 60D and 120D expiry.

Approximating the simulator under $\mathbb{P}$. The real-world market simulator was constructed by following [Wiese et al. 2021]. We first approximated the autoencoder to reduce the dimensionality of the 26-dimensional grid of DLVs to a three-dimensional representation displayed in Figure 2. Afterwards, the flow was calibrated on the compressed rep-
representation using four neural networks (one for each dimension of the compressed state and one for the spot process). Each network had three layers, 64 hidden dimensions and a 64-dimensional output layer. To avoid overfitting we retained 20% of the samples in the test set and applied early stopping (Caruana, Lawrence, and Giles 2001; Prechelt 1998).

Table 1: Numerical drifts obtained under the real-world and near risk-neutral approximated conditional density.

| | Spot Call (60, 1.0) | Call (120, 1.0) |
|---|---|---|
| $\mathbb{P}$ drift | 0.000041 | 0.000773 |
| $\mathbb{Q}$ drift | -0.000019 | 0.000001 |
| $\mathbb{P}$ drift (%) | 0.0041 | 1.21 |
| $\mathbb{Q}$ drift (%) | 0.0019 | 0.0156 |
| Ratio | 2.16 | 82.75 |

Figure 4: Distribution of the change of measure $w(X_{t+1}|X_t = x_t)$ calibrated on the considered three instruments.

**Evaluating the drift** We test the risk-neutrality of the simulator in two ways. First, we generate a large number $N = 262.144 (= 2^{18})$ of samples from both $p_{\eta}(\cdot|x_t)$ and $q_{\theta}(\cdot|x_t)$ and compare the MC drift $1/N \sum x_{t+1} - x_t$ for all three instruments, between the two simulators. Table 1 shows clearly the reduction in drift in the marginal distributions, in both absolute and relative terms.

Secondly, we check the joint, we check that there are no profitable trading opportunities under $q_{\theta}$. Since $u(x) \leq x$ for all $x$, it follows that $\mathbb{E}(u(a \cdot dX)) \leq \mathbb{E}(a \cdot dX)$ and hence under a risk-neutral measure, the optimal action for the exponential utility is $a^* = 0$. Figure 5 shows the distribution of PnL obtained by optimal actions against different spot shifts. Specifically we see how the optimal actions under $p_{\eta}$ are able to profit from larger spot moves but make losses on small moves. This can be understood by comparing the Black-Scholes implied volatility of the options with the realized volatility of the spot under $p_{\eta}$. In this case, the options trade at implied volatilities of 21.3% and 23.1% whereas the realized volatility for the spot is 25.4%, making options cheap, and giving rise to a positive drift in the options - the optimal trading action being to buy options and hedge short with the spot. Under the risk-neutral density, this drift is corrected, as can be seen in the subtle reduction in the volatility in the spot returns demonstrated in Figure 3. The end result is that the optimal actions under $q_{\theta}$ are effectively zero, with no PnL or utility obtainable.

Figure 5: Scatter plot comparing the spot move $d s_{t+1}$ against the PnL $a^* \cdot d X_{t+1}$ under the approximated real-world density $p_{\eta}$ and the approximated near risk-neutral density $q_{\theta}$.

**Evaluating the conditional risk-neutral density in the compressed space** We evaluated the conditional approximated real-world and risk-neutral density $p_{\eta}(\cdot|y_t)$ and $q_{\theta}(\cdot|y_t)$ by applying a kernel estimator on the generated samples in the compressed space (see Figure 6). Visually, we can observe that the change of measure alters the tails of the distribution. In particular, the tails of the spot distribution become narrower which resulted in a clear reduction in utility and PnL of the optimal volatility spread strategy $a^*$ (see Figure 5).

**Conclusion**

In this paper, we have outlined a general framework for data-driven simulation of financial market data from a risk-neutral measure, by combining a calibrated market simulator for the physical measure $\mathbb{P}$, and a change of measure found by solving a convex optimization on the physical simulator. We then train a simulator for the risk-neutral measure $\mathbb{Q}$ using a weighted negative log likelihood objective.

We demonstrate the effectiveness of the method by using neural spline flows to estimate construct a simulator for markets of equity underlying and options and show that the resulting simulator is indeed risk-neutral, while still retaining relevant properties of the historical data.

We leave it as future work to construct the full risk-neutral market simulator from which one can sample and expand the set of tradable instruments to wider floating grids of relative strikes and maturities. Another direction of research is the application of manifold flows to guarantee the injectivity of the decoder by construction (Brehmer and Cranmer 2020).

---

4Of course the market does not follow Black-Scholes dynamics, however it provides a useful and simple framework to understand the optimal trading action.
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Additional numerical results

Figure 6: Kernel density estimate (contour plot) of the conditional spot and compressed state distribution $Y_{t+1|Y_t = y_t}$ sampled under the approximated real-world density $p_\eta$ and the approximated near risk-neutral density $q_\theta$. 