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Abstract

Linguistic tone is transcribed for input into ASR systems in numerous ways. This paper shows a systematic test of several transcription styles, using as an example the Chibchan language Bribri, an extremely low-resource language from Costa Rica. The most successful models separate the tone from the vowel, so that the ASR algorithms learn tone patterns independently. These models showed improvements ranging from 4% to 25% in character error rate (CER), and between 3% and 23% in word error rate (WER). This is true for both traditional GMM/HMM and end-to-end CTC algorithms. This paper also presents the first attempt to train ASR models for Bribri. The best performing models had a CER of 33% and a WER of 50%. Despite the disadvantage of using hand-engineered representations, these models were trained on only 68 minutes of data, and therefore show the potential of ASR to generate further training materials and aid in the documentation and revitalization of the language.

1 Introduction

The documentation and revitalization of Indigenous languages relies on the transcription of speech recordings, which contain vital information about a community and its culture. However, the transcription of these recordings constitutes a major bottleneck in the process of making this information usable for researchers and practitioners. It typically takes up to 50 hours of an expert’s time to transcribe each hour of audio in an Indigenous language (Shi et al., 2021). Moreover, there are usually few community members who have the expertise to transcribe this data and who have the time to do so. Because of this, extending automated speech recognition (ASR) to these languages and incorporating it into their documentation and revitalization workflows would alleviate the workload of linguists and community members and help accelerate their efforts.

Indigenous and other minority languages usually have few transcribed audio recordings, and so adapting data-hungry ASR algorithms to assist in their documentation is an active area of research (Besacier et al., 2014; Jimerson and Prud’hommeaux, 2018; Michaud et al., 2019; Adams et al., 2019; Foley et al., 2018; Gupta and Boulianne, 2020b,a; Zahrer et al., 2020; Thai et al., 2019; Li et al., 2020; Partanen et al., 2020; Zevallos et al., 2019; Matsuura et al., 2020; Levow et al., 2021). This paper will examine an element that...
might appear obvious at first, but one where the literature is “inconclusive” (Adams, 2018), and which can have major consequences in performance: How should tones be transcribed when dealing with extremely low-resource languages? This will be examined by building ASR models for the language Bribri from Costa Rica. The results show that simple changes in the orthographic transcription, in the form of explicit tonal markings that are separate from the vowel information, can dramatically improve accuracy.

1.1 Tonal languages and ASR

A tonal language is a language where differences in pitch can change the meaning of a word, even if the consonants and vowels are the same (Yip, 2002). The best-known example of a tonal language is Mandarin Chinese. In Mandarin, the syllable [ma] means “mother” if it is produced with a high pitch. The same syllable means “horse” when pronounced with a dipping-rising pitch, but if it is pronounced with a falling pitch, it means “to scold”. Between 40% and 70% of the languages of the world are tonal (Yip, 2002; Maddieson, 2013), including numerous Indigenous languages of the Americas. Because tone is expressed as pitch variations, and those variations can only occur during the pronunciation of consonants and vowels, tonal cues overlap with those of the consonants and vowels in the word. Therefore, it is useful to distinguish between segments - consonants and vowels - and the information that is suprasegmental, such as tone, which occurs co-temporally with segments (Lehiste and Lass, 1976).

Precisely because of large tonal languages like Mandarin, there has been research into how tone can play a role in ASR. Many systems treat pitch (the main phonetic cue of tone) as a completely separate feature. In such systems, the traditional ASR algorithm learns the segments, and a separate machine learning module learns the pitch patterns and offers its inference of the tone (Kaur et al., 2020). This has been used for languages like Mandarin (Niu et al., 2013; Shan et al., 2010), Thai (Kertkeidkachorn et al., 2014) and Yoruba (Odellób, 2008; Yusof et al., 2013). On the other hand, there is research that suggests that, given that the tone and vowel information are co-temporal, these are best learned together. For example, an ASR system would be asked to learn a vowel and its tone as a single unit (e.g. a+highTone). Fusing the representation for vowel and tone, or embedded tone modeling (Lee et al., 2002), has been shown to be effective for larger languages like Mandarin (Chang et al., 2000), Vietnamese and Cantonese (Metze et al., 2013; Nguyen et al., 2018), as well as smaller languages like Yoloxóchitl Mixtec from Mexico (Shi et al., 2021) and Anyi from Côte d’Ivoire (Koffi, 2020). Finally, in some tonal languages like Hausa, in which the orthography does not mark any tone, the tone is not included at all in ASR models (Gauthier et al., 2016).

Representations where the tone is marked explicitly but is kept separate from the vowel (i.e. explicit tone recognition (Lee et al., 2002)) are not often used for larger languages, but they are very common in low-resource ASR. This is often done using phonetic representations, where the output of the algorithm is in the form of the International Phonetic Alphabet (IPA), which is then converted to the language’s orthographic convention. For languages like Na from China and Chatino from Mexico (Cávar et al., 2016; Adams et al., 2018), the characters representing the tone are separated from the vowel. Wisniewski et al. (2020) argue that it is the transparency of the representation (either orthographic or phonetic) that helps ASR to learn these tonal representations, and this transparency includes having characters that the algorithm can use to generalize the phonetic cues of the tones separate from those of the vowels.

Given the review above, there appears to be more than one way to represent tone effectively as input for ASR. In this paper several different methods will be tested using a language (and indeed, a language family) in which no ASR models have been trained before.

1.2 Chibchan Languages and Bribri

The Bribri language (Glottocode brib1243) is spoken by about 7000 people in Southern Costa Rica (INEC, 2011). It belongs to the Chibchan language family, which includes languages such as Cabécar and Malecu from Costa Rica, Kuna and Naso from Panama, and Kogi from Colombia. Bribri is a vulnerable language (Moseley, 2010; Sánchez Avendaño, 2013). This means that there are still children who speak it with their families but there are few circumstances when it is written, and indeed there are very few books published in the language. Bribri has four tones: high, falling, rising, and low tone. The first three are marked
in the orthography using diacritics (respectively: à, á, ã), while the low tone is left unmarked: a. Bribri tone can create differences in meaning: the word alà means ‘child’; its first syllable is low and the second syllable is high. Contrast this with alá ‘thunder’, where the second syllable has a falling tone.

Bribri has an additional suprasegmental feature: Nasality. Like in French, vowels in Bribri can be oral or nasal. Therefore, à with an oral vowel means ‘house’, but à with a nasal vowel, marked with a line underneath the vowel, à means ‘pot’.

Bribri orthographies are relatively transparent due to their recent invention, the oldest of which is from the 1970s (Constenla et al., 2004; Jara Murillo and García Segura, 2013; Margery, 2005). This works to our advantage, in that there is almost no difference between an orthographic and a phonetic representation for the input of Bribri ASR.

There has been some work on Bribri NLP, including the creation of digital dictionaries (Krohn, 2020) and morphological analyzers used for documentation (Flores Solórzano, 2019, 2017b). There have also been some experiments with untrained forced alignment (Coto-Solano and Flores Solórzano, 2016, 2017), and with neural machine translation (Feldman and Coto-Solano, 2020). However, there is a need to accelerate the documentation of Bribri and produce more written materials out of existing recordings, and here we face the bottleneck problem mentioned above. One of the main goals of this paper is to build a first ASR system for Bribri in order to alleviate the problems of transcription.

## 2 Transcription Methodology

The first step towards training an ASR model in Bribri was the selection of the training materials. The spontaneous speech corpus of Flores Solórzano (2017a) was used because of its public availability (it is available under a Creative Commons license) and because of its consistent transcription. This corpus contains 1571 utterances from 28 speakers (14 male and 14 female), for a total of 68 minutes of transcribed speech. These utterances contain a total of 13586 words, with 2221 unique words.

The main question in this paper is: How can we easily reformat Bribri text into the best possible input for ASR? Let’s take the word dikì /diˈki/ ‘underneath’ as an example. This word has two syllables, the first one with a low tone and the second one with a high tone, indicated by a grave accent. In addition to the tone, the second syllable is also nasal, and this is marked with a line underneath the vowel. One possible representation of this word would be to interpret it as four different characters, as is shown in condition 1 of table 1. Here, the character for the last vowel would carry in it the information that it is the vowel /i/, that the vowel is nasal, and that the vowel is produced with a high tone. This condition will be called AllFeats, or “all features together”, because each character in the ASR alphabet carries with it all the suprasegmental features of the vowel. In this transcription, the Bribri ASR alphabet would have 48 separate vowel symbols: A-HIGH, A-HIGH-NAS, A-LOW, A-LOW-NAS, etc.

| Condition          | Example transcription | Length | Symbols for vowels + feats |
|--------------------|-----------------------|--------|----------------------------|
| 1. AllFeats:       | D I-LOW K I-NAS-HIGH  | 4      | 48                         |
| 2. NasSep:         | D I-LOW K I-HIGH NAS  | 5      | 28 + 1 = 29                |
| 3. ToneNasSepWL:   | D I LOW K I HIGH NAS  | 7      | 7 + 5 = 12                 |
| 4. ToneNasSep:     | D I K I HIGH NAS      | 6      | 7 + 4 = 11                 |
| 5. ToneSepWL:      | D I LOW K I-NAS HIGH  | 6      | 12 + 4 = 16                |
| 6. ToneSep:        | D I K I-NAS HIGH      | 5      | 12 + 3 = 15                |

Table 1: Different ways to transcribe the Bribri word dikì /diˈki/ ‘underneath’
could be transcribed. For example, as shown in the second condition, NasSep, the nasality could be written as a separate character and the tone and vowel could be represented together. In this transcription, the final vowel would be made up of two separate alphabetic symbols: I-HIGH and NAS.

This idea of separating features could be taken further, and both the tone and the nasality could be represented as separate characters. This is represented in the third condition, TonesNasSepWL. Here, both the tones and the nasal feature follow the vowel as separate characters, and the final vowel of dikì ‘underneath’ would be expressed using three alphabetic symbols: I-HIGH NAS. Notice that, in this condition, the low tone of the first syllable would be represented explicitly after the first vowel, I LOW, hence the condition includes the ‘WL’, “with low [tone]”. However, this low tone is the most frequent tone in Bribri, and as a matter of fact it has no explicit diacritic in the Bribri writing system. Because of this, another option for the transcription could be to keep marking the tones and nasals separately from the vowels, but to only represent the three salient tones (high, falling, rising) and leave the low tone as a default, unwritten option in the transcription. This is shown in condition 4, ToneNasSep.

There are some combinations where the nasal marking stays with the vowel, but the tone is separate. In condition 5, ToneSepWL, the tones are indicated separately but the nasality is written jointly with the vowel. The final vowel of dikì ‘underneath’ would then be represented using two symbols: I-NAS HIGH. This means that there would be twelve vowel symbols\(^2\) in the Bribri ASR alphabet (e.g. A, A-NAS, E, E-NAS, etc.), and separate indicators for the four tones: HIGH, FALL, RISE, LOW. But, given that the low tone is again the most frequent, we could assume it as a default tone and leave the LOW marking out. This is done in condition 6, ToneSep. In ToneSep, the second vowel has a high tone, and so it gets a separate HIGH tone marker. The first vowel, on the other hand, has a low tone, and therefore gets no marking.

In order to test the different performance of these conditions, two different ASR systems were used. First, the Bribri data was trained using a traditional Gaussian Mixture Models based Hidden Markov Model algorithm (GMM/HMM), implemented in the Kaldi ASR program (Povey et al., 2011). Given the paucity of data, this is likely the best option for training. However, end-to-end systems are also available, and while they are known not to perform well with small datasets (Goodfellow et al., 2016; Glasmachers, 2017), they were still tested to see if the differences in transcription caused any variation in performance. A Connectionist Temporal Classification (CTC) loss algorithm (Graves et al., 2006) with bidirectional recursive neural networks (RNNs) was used, implemented in the DeepSpeech program (Hannun et al., 2014).

3 Traditional ASR Results

Kaldi was used to train models for each of the transcription conditions described above. Two parameters were varied in the experiment: The number of phones in the acoustic model (monophone or triphone), and the number of words in a KenLM based language model (unigrams, bigrams and trigrams) (Heafield, 2011). All other hyperparameters were identical to those in the default Kaldi installation. Thirty models were trained for each of the six transcription conditions, using the six parameter combinations (phones x ngrams), for a total of 1080 models.\(^3\) To train these models utterances were randomly shuffled for every model and then split so that 90% of the utterances were used for training (1571 utterances) and 10% were used for validation (174 utterances). Each of the models had two measures of error: the median character error rate (CER) and the median word error rate (WER), calculated over the input transcription for each condition. The results reported below correspond to the median of the 30 medians in each condition.

Figure 1 shows the summary of the training results. The condition with the best performance is ToneSep, where the tone symbol is kept separate (HIGH, FALL, RISE), the low tone is left out as a default, and the nasal feature remains connected to the vowel symbol (i.e.: A versus A-NAS).

Table 2 shows the summary of results for three conditions: ToneSep and AllFeats, which had the best performance, and ToneNasSepWL, which had the worst performance. The best performing of all conditions is ToneSep trained with triphones and with a trigram language model. This combination of factors produces models with a median of

\(^2\)There are five vowels that can be both oral and nasal: /a, e, i, o, u/. There are two vowels, /i, ol/, written ‘ë’ and ‘ö’, which can never be nasal.

\(^3\)The models were trained using an Intel i7-10750H CPU, and each took approximately 5 minutes to train, for a total of 90 hours of processing. The electricity came from the ICE electric grid in Costa Rica, which uses 98% renewable energy.
Figure 1: Medians for character error rate (CER) and word error rate (WER) for Kaldi training, using different phone (monophone, triphone) and language models (unigrams, bigrams, trigrams).

| Conditions | ToneSep | AllFeats | ToneNasSepWL | MaxΔ |
|------------|---------|----------|--------------|------|
| CER Mono   | 60 - 45 - 42 | 60 - 44 - 42 | 69 - 62 - 61 | 9 - 18 - 19 |
| CER Tri    | 50 - 34 - 33 | 52 - 37 - 35 | 54 - 43 - 42 | 4 - 9 - 9 |
| WER Mono   | 87 - 67 - 60 | 86 - 67 - 62 | 95 - 84 - 83 | 9 - 17 - 23 |
| WER Tri    | 77 - 50 - 50 | 78 - 55 - 51 | 80 - 65 - 62 | 3 - 15 - 12 |

Table 2: Median character error rate (CER) and word error rate (WER) for the best conditions (ToneSep and AllFeats) and the worst condition (ToneNasSepWL). The three numbers indicate the error for unigram, bigram and trigram language models. MaxΔ indicates the difference between the worst and the best models.

33% CER and 50% WER. Very close is AllFeats with triphones and trigrams, with 35% CER and 51% WER. These two perform substantially better than ToneNasSepWL, with CER 42% and WER 62% using the same parameters. This means that the ToneSep transcription is associated with an improvement of 9% in CER and 12% in WER. The biggest improvements between conditions are seen with the monophone+trigram models, where ToneSep has a 19% lower CER and a 23% lower WER than ToneNasSepWL.

ToneSep is not the condition with the least vowel symbols, but it is the one with the best performance. This could be due to two reasons. First, what ToneSep appears to be doing is changing the behavior of the triphone window. Kaldi’s acoustic model has states with three symbols in them. In a writing system that only has graphemes for segments, the triphone window would, indeed, look at the consonant or vowel in question and to its preceding and following segments. With ToneSep, the tone symbols are surrounded by the vowel the tone belongs to and the following consonant or vowel (or at the nasal symbol). This means that, in practice, when the triphone window looks at the tone, it is looking at two actual phones (the vowel, its tonal cues, and the following consonant/vowel), or even one actual phone (the vowel with its tonal
and nasal cues). There are well known effects of tones in their preceding and following segments (Tang, 2008; DiCanio, 2012; Hanson, 2009), so this reduced window might be helping the computer generalize the relatively stable tone patterns of Bribri and their effect on the surrounding segments. The training chops the duration of the vowel into two segments; the first chunk is used to identify the vowel itself, and the second chunk is used to identify the tonal trajectory.\(^4\)

A second reason for the advantage of ToneSep might be the phonetics of the low tone itself. It is not only the most frequent tone in Bribri, but it also the least stable phonetically. The low tone can actually appear as low or mid, depending on its surrounding tones (Coto-Solano, 2015). What Kaldi might be doing is simply learn the more stable patterns of the other tones and label all other pitch patterns as “low”.

The reason why ToneNasSepWL is the worst performing transcription is unclear. It might be the case that the addition of the low tone creates an explosion in the number of HMM states, given that the low tone is the most frequent one. Another reason might be the separation of the nasal feature. It is possible that the nasal vowels of Bribri are different enough from their oral equivalents that trying to decouple the vowels from their nasality makes generalization more difficult. As can be seen in figure 1, the NasSep condition also performs poorly. This pattern matches results in languages like Portuguese (Meinedo et al., 2003) and Hindi (Jyothi and Hasegawa-Johnson, 2015), where the best results are obtained by keeping the nasal feature bound to the vowel representations.

Table 3 below shows examples of the transcriptions generated by Kaldi for the validation utterances. In this particular example, the transcription from ToneSep is only off by one space (it doesn’t separate the words e’ ta ‘so’). The transcription from AllFeats is also fairly good in terms of CER, but it is missing the pronoun be’ ‘you’. Finally, the ToneNasSepWL transcription misses several words. For example, it transcribed the word tsítsir ‘young, small’ as the phonetically similar chi chi ‘dog’, and the adverb wake’ ‘right, anyways’ as wa ‘with’.

4 End-to-End Results

End-to-end algorithms need massive amounts of data to train properly (Goodfellow et al., 2016; Glasmachers, 2017), so they are not the most appropriate way to train the small datasets characteristic of extremely low-resource languages. However, it would be useful to test whether the differences detected in the traditional ASR training are also visible in end-to-end training. A CTC loss algorithm with bidirectional RNNs was used, specifically that implemented in DeepSpeech. Two types of end-to-end learning were studied: First, models were trained using only the available Bribri data. This style of training will be called Just Bribri. Second, the Bribri data was incorporated into transfer learning models (Wang and Zheng, 2015; Kunze et al., 2017; Wang et al., 2020). DeepSpeech has existing English language models,\(^5\) trained with 6-layer RNNs. The final two layers were removed and two new layers were grafted onto the RNN. The first four layers would, in theory, use their English model to encode the phonetic information, and the final two layers would receive that information and produce Bribri text as output. Removing two layers was found to be the optimal point of transfer learning, which matches previous results in literature.

| Utterance meaning: ‘So you were young then, right?’ | Target utterance: e’ ta be’ bák ia tsítsir wake’ | ToneSep | CER: 3% |
|-----------------------------------------------|-------------------------------------------------|---------|--------|
| AllFeats | e’ ta | bák ia tsítsir wake’ | CER: 16% |
| ToneNasSepWL | e’ ta | wake’ chi chi wa | CER: 61% |

Table 3: Example of Kaldi transcriptions for three of the experimental conditions, trained with triphone-trigram models. More examples are shown in Appendix A.
Figure 2: Medians for character error rate (CER) for DeepSpeech models.

(Meyer, 2019; Hjortnaes et al., 2020). This training style will be called Transfer. Both the Just Bribri and Transfer models were trained for 20 epochs, and all other hyperparameters were the same as in the default installation of DeepSpeech.

|           | Just Bribri | Transfer |
|-----------|-------------|----------|
| AllFeats  | 95          | 93       |
| NasSep    | 91          | 92       |
| ToneNasSepWL | 70      | 86       |
| ToneNasSep | 78          | 89       |
| ToneSepWL | 73          | 88       |
| ToneSep   | 92          | 91       |
| Max$\Delta$ | 25      | 7        |

Table 4: Median character error rate (CER) for models trained with CTC (DeepSpeech). Max$\Delta$ indicates the difference between the worst and the best models.

The six transcription conditions were used to train models in both training styles. Same as before, thirty models were trained for each condition. The utterances were randomly shuffled before preparing each model, and then 80% of the utterances were used in the training set (1397 utterances), 10% of the utterances were used for validation (174 utterances), and the final 10% were used for testing. After the training was complete, the median CER and WER were extracted for each model. The median CER for the thirty models in each condition are shown in figure 2.  

In the CTC training, the tables have completely turned: ToneSep and AllFeats are the worst performing conditions, and ToneNasSepWL has the best performance. Table 4 shows the median of the 30 medians for each transcription condition. The ToneNasSepWL models trained with Just Bribri have a median of 70% CER, whereas the AllFeats models have a median of 95%, a full 25% worse. As a matter of fact, both WL conditions now have the best performance. This pattern is also visible in the Transfer models: The ToneNasSepWL transcription has a CER of 86%, 7% better than the AllFeats transcription. The median WER is not shown because, for all conditions, the median of the thirty medians was WER=1.

There might be several reasons why the situation has reversed in the CTC models. First, providing an explicit symbol for the low tone might force DeepSpeech to look for more words in the transcription. As can be seen in table 5, the ToneNasSepWL transcription uses the character 4 for the explicit indication of the low tone, which is then eliminated in post-processing to produce a human readable form. The explicit symbol for the low tone appears to force the CTC algorithm to keep looking for tones, and therefore words, whereas, in the other conditions, the CTC algorithm gives up on the search sooner. A second reason why WL performs better is that it provides a clear indication of where a syllable ends, and therefore makes the traverse through the CTC trellis simpler to navigate. Without an explicit low tone, any vowel could be followed by tones, vowels or consonants. On the other hand, when all tones have explicit marking, vowels can only be followed by a tone, which potentially simplifies the path to finding the word.

A third reason for this improvement might have to do with the size of the alphabet: The WL conditions have relatively few symbols for the vowels (12 symbols for ToneNasSepWL versus 48 for  

---

6The models were trained using the HPC infrastructure at Dartmouth College in New Hampshire. Each model used 16 CPUs and took approximately 65 minutes to train, for an approximate total of 78 hours of processing.
AllFeats), which would result in a smaller output layer for the RNNs. Notice that, as with the triphones in Kaldi, the RNNs might be splitting the vowel into separate chunks. It would then proceed to identify the type of vowel from the first chunk, the tone in the second and the nasality in the final part. It would also benefit from the bidirectionality of the neural networks, finding tonal cues in the surrounding segments without the disadvantages of GMM/HMM systems.

Finally, it should be noted that the Transfer models did not provide an improvement in performance. This is somewhat surprising; this might indicate that the Bribri dataset is too small to benefit from the transfer, or that the knowledge of English phones does not overlap sufficiently with the Bribri sound system to produce a boost. Even then, the Transfer models also show effects due to the different transcription conditions, and they also benefited from separating the tone and nasal features from the vowel. This effects will have to be confirmed in the future with other end-to-end techniques, such as Listen, Attend and Spell algorithms (Chan et al., 2016) and wav2vec pretraining (Baevski et al., 2020).

5 Conclusions

While hand-engineered representations are suboptimal for high-resource languages, these can still be helpful in low-resource environments, where they can help set up a virtuous cycle of creating imperfect but rapid transcriptions, which can then be improved to create more training materials, improve ASR algorithms, and start helping documentation and revitalization projects right away.

The results above show that performing relatively easy transformations in the input (e.g. not marking the most common tone, separating the tonal markings from the vowel) can lead to major improvements in performance. It also shows that NLP practitioners and linguists can fruitfully combine their knowledge to understand the different features involved in the writing system of a language. Additionally, it provides evidence that the benefits of phonetic transcription can also be gained using semi-orthographic representations. The following recommendations provide a short summary of the results: (i) Separate the tones from the vowels. This will help ASR systems learn their regularities. (ii) Experiment with other features, such as nasality; if they modify the formants of the vowel, they should probably be grouped with the vowel.

Finally, this work is the first attempt at training speech recognition for a Chibchan language. As shown in table 3 and Appendix A, it is feasible to transcribe these languages automatically, and these methods will be refined in the future to incorporate ASR into the documentation pipelines for this language family.
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Appendix A: Additional Transcription Examples

| Target       | ToneSep | AllFeats | ToneNasSepWL | Meaning                                      |
|--------------|---------|----------|--------------|----------------------------------------------|
| dawáska e’ tā | dawáska e’ tā | dawáska e’ tā | dawáska tā | ‘during the summer then, you go with your arrow to see them’ |
| wa e’ mi’ke  | wa e’ mi’ke | ma mi’ke | mi’ke |                                   |
| sulè wa      | sulè wa | sulè wa | sulè wa |                                   |
| wéblö        | wéblö   | wéblö   | wéblö |                                   |
| dìula tso’ia | dìula tso’ia | dìula tso’ia | dìula tso’a | ‘There are birds on the trees.’                |
| kàl a        | kàl a   | kàl a   | akàl a |                                   |
| ikuáki       | ikuáki  | ikuáki  | wèk  | ‘the others, the others, we understand them well’ |
| sa’e n a     | sa’e n a | se’ mia | sa’ |                                   |
| iàné bua’ë   | iàné bua’ë | irir bua’ë | iàné bua’ë |                                   |
| sikua i      | sikua i | sikua i | sikwa kè | ‘[in the] Spanish language they say seventy years old’ |
| kië setenta  | kië setenta | kië setenta | se’ kè tā’ |                                   |
| años         | años    | años    | añì  |                                   |

Table 6: Additional examples of Kaldi transcriptions for three of the experimental conditions, trained with triphone-trigram models. The numbers represent the character error rate (CER) between the transcription and the target sentence. The fourth example includes code-switching into Spanish.