Matrix product state approach for a quantum system at finite temperatures using random phases and Trotter gates
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We develop a numerical method based on matrix product states for simulating quantum many-body systems at finite temperatures without importance sampling and evaluate its performance in spin 1/2 systems. Our method is an extension of the random phase product state (RPPS) approach introduced recently [T. Iitaka, arXiv:2006.14459]. We show that the original RPPS approach often gives unphysical values for thermodynamic quantities even in the Heisenberg chain. We find that by adding the operation of Trotter gates to the RPPS, the sampling efficiency of the approach significantly increases and its results are consistent with those of the purification approach. We also apply our method to a frustrated spin 1/2 system to exemplify that it can simulate a system in which the purification approach fails.

I. INTRODUCTION

Although it is unfeasible to simulate quantum many-body systems with classical computers in general, spatially one-dimensional (1D) systems are numerically tractable in spite of its strong quantum fluctuations. This simulability relies on quite convenient tensor network representation, matrix product states (MPS) [1]. The MPS have good natures for numerical simulations such as the existence of the canonical form and consequent numerical stability, and can faithfully represent a pure state with low entanglement. Within the class of states with low entanglement, there exists some physically important subclasses. For example, energetically low-lying states of 1D short-ranged systems do not possess extensive entanglement entropy [2–4] and the famous density-matrix renormalization group (DMRG) algorithm [5–7] can reproduce these states. Since the entanglement evolves continuously under unitary evolution, short-time dynamics starting from low entangled states is also simulatable with time-evolving block decimation algorithm or time-dependent DMRG [8–11]. Besides these pure states, mixed states at finite temperatures represented by the Gibbs states are tractable with classical computers by means of MPS [12–14].

In order to represent the Gibbs states with MPS, there exists two typical approaches. One is the purification approach in which the Hilbert space is enlarged [12–14]. A mixed state is represented as a pure state in the enlarged Hilbert space. The other is the sampling approach in which pure states are randomly sampled from a mixed state [15, 16]. The sampling approach does not require the enlarged Hilbert space and thus can be applied to more variety of systems than the purification approach.

For efficient sampling in the vast Hilbert space, the sampling approach is often combined with the importance sampling implemented by the Markov chain. However, there is a drawback in the use of the Markov chain that it can bring the autocorrelation problem [17], and thus some treatments to circumvent the problem are required in such approaches [15, 16, 18–22].

Recently, some sampling approaches without the Markov chain have been introduced [23, 24]. Without the Markov chain, the autocorrelation problem is absent and perfectly parallel computation is easily achievable. Moreover, samples can be used to estimate the thermal averages of observables in a wide range of temperature in contrast to a method with the Markov chain, in which samples reproduce thermodynamics at a single temperature.

The absence of the Markov chain, however, also means the absence of the importance sampling. It is questionable whether an MPS-based sampling approach without the importance sampling can efficiently represent statistics of the huge Hilbert space. Although thermal pure quantum (TPQ) state approach [25–30] can reproduce thermodynamics with a few samples, this success comes from the use of typical states which MPS cannot efficiently represent because of volume-law entanglement [31].

In this paper, we evaluate the performance of a simple sampling method without the importance sampling, namely, the random phase product state (RPPS) approach at first [24]. The RPPS approach starts from a product state and its principle is quite a simple. This method is an adequate starting point to assess the sampling efficiency. We define some indicators to quantify the sampling efficiency, and find that the efficiency of the RPPS approach is unsatisfactory even in the Heisenberg chain. Moreover, the RPPS approach often gives unphysical negative values of the thermal entropy. In order to resolve the sampling inefficiency and the unphysical result, we improve the RPPS approach by adding the operation of Trotter gates. We dub the improved approach as random phase MPS with Trotter gates (RPMPS+T). In the performance tests with the Heisenberg chain, we...
find that the sampling efficiency of the RPMPS+T approach increases by an order of magnitude and that its results are consistent with those of the purification approach. Furthermore, we also perform a simulation in a frustrated spin 1/2 chain and the RPMPS+T approach succeeds in simulating its thermodynamics while the purification approach fails.

The rest of the paper is organized as follows: In Sec. II, we briefly review the RPPS approach and define indicators for the sampling efficiency. On the basis of the indicators, we investigate the inefficiency of the RPPS approach and introduce the RPMPS+T approach to cure the inefficiency. In Sec. III, we present the performance tests of the RPMPS+T approach with the Heisenberg and frustrated zigzag chains. In Sec. IV, we discuss how the RPMPS+T approach improves the sampling efficiency and the advantages of the RPMPS+T approach over existing approaches, and summarize the results.

II. ENTANGLED RANDOM PHASE MATRIX PRODUCT STATE APPROACH

A. Model used for performance tests

For the performance tests of the RPPS and our RPMPS+T approaches, we use a spin 1/2 antiferromagnetic $J_1\_J_2$ Heisenberg chain,

\begin{equation}
\hat{H} = J_1 \sum_{i=1}^{L-1} \hat{S}_i \cdot \hat{S}_{i+1} + J_2 \sum_{i=1}^{L-2} \hat{S}_i \cdot \hat{S}_{i+2} - h \sum_{i=1}^{L} \hat{S}_i^z \tag{1}
\end{equation}

with $J_2 = 0$ (the Heisenberg chain) and $J_2/J_1 = 1$ (the zigzag chain). Here, $J_1$ ($J_2$) is the strength of the spin-spin exchange interaction between neighboring (next-nearest neighboring) spins, $h$ is the magnetic field, $L$ is the number of lattice sites, and $\hat{S}_i = (\hat{S}_i^x, \hat{S}_i^y, \hat{S}_i^z)$ are the spin 1/2 operators at site $i$.

B. Random phase product state approach

The RPPS approach introduced by Iitaka \cite{Iitaka2003} is a modification of the random phase state approach \cite{Jaccarino1969} to make it compatible with MPS. In the random phase state approach, the trace of an operator $\hat{O}$ is obtained as the sampling average of expectation values $\langle r | \hat{O} | r \rangle$, where

\begin{equation}
|r\rangle = \sum_{\sigma} e^{i\theta_{\sigma}} |\sigma\rangle \tag{2}
\end{equation}

is an unnormalized random phase state. Here, $|\sigma\rangle$ is an orthonormal basis, $\theta_{\sigma}$ is a random number uniformly chosen from $[0, 2\pi]$, and the summation is taken over the basis. Since the expectation value is expressed as

\begin{equation}
\langle r | \hat{O} | r \rangle = \sum_{\sigma} \langle \sigma | \hat{O} | \sigma \rangle + \sum_{\sigma' \neq \sigma} e^{i(\theta_{\sigma} - \theta_{\sigma'})} \langle \sigma' | \hat{O} | \sigma \rangle, \tag{3}
\end{equation}

the phase factors become zero in the sampling average and thus

\begin{equation}
\langle r | \hat{O} | r \rangle = \text{Tr}\hat{O}. \tag{4}
\end{equation}

Here, the overline means the sampling average over random phase states $|r\rangle$. With this fact, one can obtain the thermal average of the operator $\hat{O}$ in a system whose Hamiltonian is $\hat{H}$ at inverse temperature $\beta$ as

\begin{equation}
\langle \hat{O} \rangle_{\beta} = \frac{\text{Tr} [\hat{O} e^{-\beta \hat{H}}]}{A} = \frac{\langle r_{\beta} | \hat{O} | r_{\beta} \rangle}{\langle r_{\beta} | r_{\beta} \rangle}. \tag{5}
\end{equation}

Here, $A$ is the partition function $A = \text{Tr} e^{-\beta \hat{H}}$. Since the partition function $A$ can be obtained as

\begin{equation}
A = \langle r_{\beta} | r_{\beta} \rangle, \tag{6}
\end{equation}

any thermodynamic quantities can be obtained in this approach. Depending on the orthonormal basis set, the random phase state approach can simulate both the canonical ensemble and the grand canonical ensemble.

Moreover, if one calculates the state $|r_{\beta}\rangle$ by the successive applications of an imaginary-time evolution operator with small imaginary-time step $e^{-\Delta \beta \hat{H}}$, states $|r_m\rangle$ for inverse temperature $m \Delta \beta \leq \beta$ can be obtained during the imaginary-time evolution toward $\beta$. Here, $m$ is the number of the operations. Since the importance sampling is absent and thus the sampling does not target any temperature, these states can be utilized to estimate thermal expectation values and thermodynamic quantities at inverse temperatures up to $\beta$.

On the other hand, MPS,

\begin{equation}
|\psi\rangle = \sum_{\sigma} A_{1}^{\sigma} A_{2}^{\sigma} \ldots A_{L}^{\sigma} |\sigma\rangle, \tag{7}
\end{equation}

is an efficient representation for low-entangled quantum states in spatially 1D systems. Here, $\sigma_i$ is the index of the local Hilbert space at site $i$ and the orthonormal basis $|\sigma\rangle$ is given by $\otimes_{i=1}^{L} |\sigma_i\rangle$. The efficiency of MPS representation can be inferred from the matrix dimensions of $A_i^{\sigma_i}$, which is often called as bond dimensions. If the entanglement entropy with respect to the division of a system between sites $i$ and $i+1$ is $S$, the bond dimension of $A_i^{\sigma_i}$ should be larger than $e^{S/2}$ for representing a state faithfully. Therefore, MPS is an efficient representation of a quantum state in spatially 1D systems when the entanglement entropy of the state obeys the area-law scaling $S \sim \text{const}$. If the entanglement entropy obeys the volume law scaling $S \propto L$, the bond dimension should increase exponentially with system size $L$ and thus numerical simulations are infeasible. The random phase state in Eq. (2) contains individual random phase factors whose number is equivalent to
the dimension of the Hilbert space, i.e., exponentially large. Therefore, the MPS representation of the random phase state requires exponentially large bond dimensions in general, and the straight forward application of the random phase state approach to MPS representation is almost impossible. In other words, the random phase state $|r\rangle$ is a strongly entangled volume-law state.

In order to develop a variant of the random phase state approach in MPS representation, Iitaka has proposed the following RPPS,

$$|p\rangle = \bigotimes_{i=1}^{L} \sum_{\sigma_i} (e^{i\theta_{\sigma_i}} |\sigma_i\rangle).$$

(8)

Here, the summation is taken over the local Hilbert basis at site $i$. Since this is a product state, the bond dimensions of its MPS representation are only unity. With the RPPS, one can obtain the thermal expectation value of an operator $\hat{O}$ in the same way as the random phase state approach, i.e.,

$$|p_\beta\rangle = e^{-\frac{\beta}{2} \hat{H}} |p\rangle$$

$$\langle \hat{O} \rangle_\beta = \frac{\langle p_\beta | \hat{O} | p_\beta \rangle}{\langle p_\beta | p_\beta \rangle}.$$  

(9)

The RPPS in Eq. (8) is the superposition of states in different Abelian symmetric sectors. Consequently, the RPPS approach simulates the grand canonical ensemble and the sample average of the squared norm $\langle p_\beta | p_\beta \rangle$ gives the grand canonical partition function $\Xi$.

C. Sampling inefficiency of random phase product state approach

The RPPS approach will give correct thermal expectation values when sufficiently large samples are obtained. However, compared to the minimally entangled typical thermal state (METTS) algorithm [13, 14] which also uses a sampling approach to calculate thermal expectation values, RPPS are selected uniformly and no importance sampling scheme is present. The absence of the importance sampling could cause severe sampling inefficiency.

Let us investigate the sampling efficiency of the RPPS approach in the Heisenberg chain ($J_2 = 0$). In order to quantify the efficiency of sampling, we first define the weight of each sample as follows: We denote an initial RPPS at $l$-th sample as $|p_l\rangle$ and represent an expectation value of an operator $\hat{O}$ from $M$ samples as

$$\langle \hat{O} \rangle_{\beta,M} = \frac{1}{M} \sum_{l=1}^{M} \frac{\langle p_l | e^{-\frac{\beta}{2} \hat{H}} \hat{O} e^{-\frac{\beta}{2} \hat{H}} | p_l \rangle}{\sum_{k=1}^{M} \langle p_k | e^{-\beta \hat{H}} | p_k \rangle}.$$  

(10)

and the weight of $l$-th sample is defined as

$$w_l = \frac{\langle p_l | e^{-\beta \hat{H}} | p_l \rangle}{\sum_{k=1}^{M} \langle p_k | e^{-\beta \hat{H}} | p_k \rangle}.$$  

(11)

Since $\langle p_k | e^{-\frac{\beta}{2} \hat{H}} \hat{O} e^{-\frac{\beta}{2} \hat{H}} | p_k \rangle / \langle p_k | e^{-\beta \hat{H}} | p_k \rangle$ is an expectation value of an operator by a normalized wavefunction, the norm of this factor is bounded by the operator norm of $\hat{O}$ which grows at most polynomially with system size in usual situations. Meanwhile, the weight $w_l$ can vary exponentially with inverse temperature $\beta$ and system size: The distribution of the weights $w_l$ is crucial for the efficiency of sampling.

Figure 1 represents the histogram of 1024 sample weights $w_l$ from the RPPS approach in the 100-site Heisenberg chain. The number of samples is 1024. The inverse temperature $\beta$ is set to be $20 J_1^{-1}$.
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**FIG. 1.** Histogram of sample weights $w_l$ from the RPPS approach in the 100-site Heisenberg chain. The number of samples is 1024. The inverse temperature $\beta$ is set to be $20 J_1^{-1}$.

If $q$ is close to 1, the efficiency $\eta_q$ can be recognized as the fraction of samples which contributes to the 100$q$ percent of total weight. In the case of the RPPS approach in the 100-site Heisenberg chain, the efficiency $\eta_q$ with...
$q = 0.99$ is 0.039, i.e., only about four percent of samples contributes to the ninety-nine percent of total weight. One can see the severe sampling inefficiency of the RPPS approach even in such a simple case.

Another efficiency indicator without the parameter $q$ can be defined from the entropy of the weights,

$$S_w = -\sum_i w_i \ln w_i,$$

which quantifies the average information content of the sampling. In the ideal sampling $w_i = 1/M$, $S_w = \ln M$, and thus $M = e^{S_w}$ holds. Based on this relation, we convert the entropy of the weights to the effective sample number as

$$M_{\text{eff}} = e^{S_w},$$

and define the efficiency from the entropy $\eta_S$ as

$$\eta_S = \frac{M_{\text{eff}}}{M}.\tag{15}$$

In the case of the RPPS approach shown in Fig. 1, the effective sample number is 12.9 and the efficiency from the entropy is 0.013. As well as in the value of $\eta_q$, the sampling inefficiency of RPPS approach is clearly indicated in the small value of $\eta_S$.

**D. Random phase matrix product states with Trotter gates approach**

In the previous subsection, we corroborated that the absence of the importance sampling in the RPPS approach causes severe sampling inefficiency as expected. In order to seek a resolution of the problem of the sampling inefficiency, we pay attention to a famous and successful numerical method without the importance sampling to simulate quantum many-body systems at finite temperatures: The TPQ state approach. In the TPQ state approach, the concept of typicality, expectation values of local operators given by typical states are very close to corresponding thermal expectation values, plays an important role, and sample dependencies are almost negligible if the size of Hilbert space is large enough. However, a straightforward extension of the TPQ state approach to MPS is almost impossible: The reduced density matrices of typical states should be close to thermal density matrices, and thus the entanglement entropy should be close to the thermal entropy which obeys volume-law scaling. Such highly entangled states cannot be efficiently described by MPS.

Nevertheless, the success of the TPQ state approach suggests a possible cure for the sampling inefficiency of the RPPS approach: Using initially entangled states would improve the sampling efficiency because such an approach makes the RPPS approach slightly close to the TPQ state approach. Following this expectation, we improve the RPPS approach in the following manner. In order to make sampled initial states entangled, we operate a unitary transformation $\hat{U}$ as

$$|e\rangle = \hat{U} |p\rangle,$$

and estimate the thermal expectation of an operator by

$$\langle \hat{O}\rangle_{\beta} = \frac{\langle e_\beta | \hat{O} | e_\beta \rangle}{\langle e_\beta | e_\beta \rangle},$$

where $\beta = \frac{1}{k_B T}$ is the inverse temperature.

Thanks to the similarity invariance of the trace operation, the unitary transformation $\hat{U}$ in Eq. (16) does not affect sample averages. On the contrary, the weight of $l$-th sample is given as

$$w_l = \frac{\langle p_l | \hat{U} e^{-\beta \hat{H}} \hat{U}^\dagger | p_l \rangle}{\sum_{k=1}^M \langle p_k | \hat{U} e^{-\beta \hat{H}} \hat{U}^\dagger | p_k \rangle},$$

and thus each weight is affected by the unitary transformation unless the unitary transformation commutes with $e^{-\beta \hat{H}}$.

Likewise the purification method for the canonical ensemble, a random phase state in a certain Abelian symmetric sector can be constructed by enumerating possible quantum numbers at each bond of MPS and by assigning independent random phase factors $e^{i\theta}$ to symmetrically allowed elements. A resulting state is an un-normalized randomly phased Dicke state. Starting from the randomly phased Dicke state instead of the RPPS, one can simulate the canonical ensemble within this framework.

Since the purpose of the unitary operation $\hat{U}$ is to entangle an initial RPPS, the operation of some Trotter gates

$$\hat{U} = \left[e^{-i\tau \hat{H}_{\text{even}}} e^{-i\tau \hat{H}_{\text{odd}}}ight]^n$$

would be sufficient for this purpose. Here, $\tau$ is the time step for the Trotter gates, $\hat{H}_{\text{odd}}$ ($\hat{H}_{\text{even}}$) is the odd (even) bond terms of the Hamiltonian for the Trotter gates $\hat{H}$, and $n$ is the number of the operations. The Trotter Hamiltonian $\hat{H}'$ should be different from the system Hamiltonian $\hat{H}$, so we adopt a spin 1/2 antiferromagnetic XXZ chain

$$\hat{H}' = J \sum_{i=1}^{L-1} (\hat{S}_i^x \hat{S}_{i+1}^x + \hat{S}_i^y \hat{S}_{i+1}^y + \Delta \hat{S}_i^z \hat{S}_{i+1}^z),$$

with the anisotropy parameter $\Delta$ for $\hat{H}'$. This model is a simple 1D quantum spin chain with a controllable parameter and thus a suitable starting point for investigating the effects of the Trotter gates. Here, $J$ is the strength of the spin-spin exchange interaction between neighboring spins. One can control the “distance” of $\hat{H}'$ and $\hat{H}$ by the anisotropy parameter $\Delta$. Since the large anisotropy parameter makes $\hat{H}'$ quite different from $\hat{H}$, it is naively
expected to improve the sampling efficiency. However, too large $\Delta$ makes $H'$ close to the classical Ising model and the improvement by quantum entanglement would be small. Hence, the optimization of the parameter is required.

### III. RESULTS OF PERFORMANCE TESTS

In this section, we perform the benchmark tests of RPMPS+T approaches. For imaginary-time evolution in all MPS simulations, we use the second-order Suzuki-Trotter decomposition with imaginary time step $0.025 J_{1}^{-1}$ and set the truncation error to $10^{-8}$. The next-nearest-neighbor interaction is implemented by swap gates $\hat{U}$. The time step $\tau$ for the Trotter gates $\hat{U}$ in Eq. (19) is set to be $0.5 J_{1}^{-1}$. We perform all the simulations in this section on a single thread of Intel Xeon Gold 6238R processor.

#### A. Heisenberg chain

We first perform a benchmark test in the 100-site Heisenberg chain with $h = 0$ and compare the sampling efficiency of the RPMPS+T approaches to that of the RPPS approach.

Figure 2 represents the histograms of 1024 sample weights at inverse temperature $\beta = 20 J_{1}^{-1}$ from the RPPS approach and the RPMPS+T approach with different anisotropy parameters. With $\Delta = 5.0$ (green dashed-dotted line in Fig. 2), the histogram becomes narrower than the RPPS case (blue solid line in Fig. 2) and its peak is located around $10^{-4}$. The efficiency $\eta_{q}$ with $q = 0.99$ increases up to 0.646 from 0.039 of the RPPS approach. Another efficiency $\eta_{S}$ also increases up to 0.218 from 0.013. From these facts, one can say that the sampling efficiency is significantly improved. The average computation time required to obtain one sample with the RPMPS+T approach up to $\beta = 50.0 J_{1}^{-1}$ does not change so much from that of the RPPS approach: 69.6 seconds in the RPPS approach and 76.5 seconds in the RPMPS+T approach. Therefore, the problem of the sampling inefficiency in the RPPS approach can be resolved by adding operation of proper Trotter gates to the RPMPS+T approach. As can be inferred from Eq. (18), the Trotter gate obtained from the original Hamiltonian (orange dashed line in Fig. 2) hardly affects the improvement of sampling efficiency. Too large anisotropy parameter $\Delta$ is not a good choice either as shown in $\Delta = 10.0$ case in Fig. 2. We note that the sampling efficiencies from the Trotter gates with $(\Delta, n) = (7.0, 1)$ are $\eta_{q} = 0.99, \eta_{S} = (0.628, 0.171)$ in the same system. Therefore, fine tunings of parameters are not necessarily required.

With fixed anisotropy parameter $\Delta = 5.0$, we also investigate how the number of the unitary operation $n$ affects the sampling efficiency. Table I summarizes the indicator of the sampling efficiency $\eta_{q}$ with $q = 0.99$ and $\eta_{S}$ for different number of the unitary operations $n$. The sampling efficiency is remarkably high at $n = 1$, drops at $n = 2$, and then increases gradually with $n$ for $3 \leq n \leq 5$. The increased efficiency is comparable to that at $n = 1$. In short, the sampling efficiency tends to be high with large $n$ but comparable efficiency can be accomplished with the single operation with proper Trotter gates. Hereafter, we use $(\Delta, n) = (5.0, 1)$ for the Trotter gates.

The difference between the RPPS approach and the RPMPS+T approach is quite visible in the sample size $M$ dependence of the effective sample size $M_{\text{eff}}$ shown in

![FIG. 2. Histogram of sample weights $w_{i}$ from the RPPS approach and the RPMPS+T approach in the 100-site Heisenberg chain. The number of samples is 1024. The inverse temperature $\beta$ is set to be 20 $J_{1}^{-1}$. The blue solid line corresponds to the RPPS approach. For the Trotter gates in the RPMPS+T approach, we use $\Delta = 1.0$ (orange dotted line), 5.0 (green dashed-dotted line), and 10.0 (red dashed line). We apply the gates only once.](image-url)

| $n$  | $\eta_{q}$ | $\eta_{S}$ | $t$ (s) |
|-----|------------|------------|--------|
| 0   | 0.039±0.007| 0.013±0.003| 69.6   |
| 1   | 0.646±0.015| 0.218±0.022| 76.5   |
| 2   | 0.285±0.029| 0.048±0.008| 89.3   |
| 3   | 0.229±0.044| 0.026±0.013| 199.1  |
| 4   | 0.383±0.035| 0.057±0.018| 300.0  |
| 5   | 0.635±0.035| 0.149±0.072| 481.1  |
| 8   | 0.589±0.021| 0.158±0.027| 971.3  |
| 10  | 0.631±0.031| 0.113±0.031| 2560.1 |

TABLE I. Indicators of the sampling efficiency $\eta_{q}$ with $q = 0.99$ and $\eta_{S}$ for different number of the unitary operations $n$. For the unitary operation, we use the Trotter gates obtained from the antiferromagnetic XXZ chain with the anisotropic parameter $\Delta = 5.0$. The averaged computation time for obtaining one sample $t$ is also listed. The one-sigma uncertainties of the indicators are estimated from the bootstrap analysis with 4000 resampled data.
The effective sample size $M_{\text{eff}}$ increases almost linearly with the sample size except some sudden decreases coming from samples with extraordinary large weights. Such samples with large weights effectively reduce the information content of former samples. In the RPPS approach, we observe a sudden decrease around $M \sim 10^3$, which is comparable to the effective sample size at that point. On the contrary, the sudden decreases in the RPMPS+T approach destroy much less severely the information content of former samples. Moreover, the increase of the effective sample size in the RPPS approach is quite slower than that in the RPMPS+T approach.

Next, we discuss how the efficiency affects thermodynamic quantities estimated from sampling. The upper panel of Fig. 4 shows the partition functions obtained by the RPPS approach, the RPMPS+T approach, and the purification approach. In order to avoid numerical overflow, the partition function is normalized as $e^{\beta E_{\text{low}}} \Xi$, where $E_{\text{low}}$ is an approximated ground energy which is not lower than the true ground energy $E_0$. Here, we use $\langle \hat{H} \rangle_\beta$ obtained by the purification approach at $\beta = 50 J_1^{-1}$ for $E_{\text{low}}$. The normalized partition function should be larger than 1:

$$e^{\beta E_{\text{low}}} \Xi \geq e^{\beta E_0 \Xi} = \text{Tr} \left[ e^{-\beta (\hat{H} - E_0)} \right] > 1. \quad (21)$$

Nevertheless, the normalized partition function obtained by the RPPS approach (blue dashed-dotted line in the upper panel of Fig. 4) becomes less than 1. The violation of the inequality $(21)$ means that the RPPS approach does not correctly capture the partition function due to the insufficient sampling. It is worth noting that the error bars are no longer reliable when the sampling is inefficient as presented in the upper panel of Fig. 4. On the contrary, the normalized function obtained by the RPMPS+T approach fulfills the inequality $(21)$ and coincides with that obtained by the purification approach. Thermodynamic quantities derived from the partition function would inherit its improper behavior. The lower panel of Fig. 4 depicts the thermal entropy obtained by the RPPS approach, the RPMPS+T approach, and the purification approach. The thermal entropy can be obtained as

$$S_{\text{th}} = k_B \left( \beta \langle \hat{H} \rangle_\beta + \ln Z \right). \quad (22)$$

Here, $k_B$ is the Boltzmann constant. Although the thermal entropy should be nonnegative in the statistical mechanics, that obtained by the RPPS approach (blue dashed-dotted line in the lower panel of Fig. 4) becomes negative even when the uncertainty is taken into account. On the other hand, the RPMPS+T approach gives proper positive values of the thermal entropy (orange dashed line in the lower panel of Fig. 4).

Figure 5 represents the inverse temperature dependence of the specific heat obtained by the RPPS approach, the RPMPS+T approach, and the purification approach. A standard way to compute the specific heat is to use the relation with the fluctuation of the total energy,

$$C_t = k_B \beta^2 \left( \langle \hat{H}^2 \rangle_\beta - \langle \hat{H} \rangle_\beta^2 \right). \quad (23)$$

This expression, however, is not useful in MPS simulations because the factor $\beta^2$ enhances the truncation error as shown in the upper panel of Fig. 5. Instead, we
use another expression of the specific heat

\[ C_S = -\beta \frac{\partial S_{\text{th}}}{\partial \beta} \]  

which contains the factor \( \beta \) instead of \( \beta^2 \). The specific heat obtained from the inverse temperature derivative of the thermal entropy is presented in the lower panel of Fig. 5. Here, the derivative is approximated by the second order central difference with finite difference \( \Delta \beta = 0.5 J_1^{-1} \). Likewise the partition function and thermal entropy, the values given by the RPMPS+T approach and the purification approach match and those from the RPPS approach deviates from them. The deviation cannot be accounted for by the statistical error especially in \( \beta J_1 \gtrsim 8 \) and around \( \beta J_1^{-1} = 20 \).

**B. Frustrated zigzag chain**

In the previous subsection we analyzed the simple Heisenberg chain \( (J_2 = 0) \) in order to show that while the RPPS approach fails to reproduce the thermodynamic quantities because of sampling inefficiency, the RPMPS+T approach succeeds in reproducing them. In this subsection, we examine the applicability of the RPMPS+T approach to frustrated systems, in which quantum Monte Carlo simulations suffer from negative-sign problems and applicable quasi-exact numerical approaches are severely limited. Specifically, we choose the 100-site zigzag chain with \( J_2 = J_1 \). This system has a finite dimer gap when the magnetic field is absent \([32, 33]\). In order to make simulations more challenging to emphasize the performances of the RPMPS+T approach, we simulate the canonical ensemble with the magnetization \( \sum_i \langle \hat{S}_i^z \rangle = 10 \), in which even the purification approach with a few thousands bond dimensions fails.

The upper panel of Fig. 6 represents the thermal entropy of the 100-site zigzag chain obtained by the RPMPS+T approach and the purification approach. From high to relatively low temperatures, namely, \( 0 \lesssim \beta J_1 \lesssim 20 \), the thermal entropy given by the purification approach coincides with that given by the RPMPS+T approach. However, when \( \beta \) increases in a low-temperature region \( \beta J_1 \gtrsim 20 \), the thermal entropy given by the purification approach rapidly decreases and eventually becomes negative. Moreover, as shown in the lower panel of Fig. 6, the rapid growth of the specific heat obtained from the purification approach reflects the unphysical behavior of the thermal entropy. These results manifest that the purification approach fails to describe the system even qualitatively. On the contrary, the RPMPS+T approach gives the thermal entropy and specific heat which converge to zero at low temperatures as usual. Therefore, the RPMPS+T approach gives the thermal entropy and specific heat which converge to zero at low temperatures as usual. The Trotter gate used in the RPMPS+T approach is the same one used in the performance tests of the Heisenberg chain, \( (\Delta, n) = (5.0, 1) \). This success of the RPMPS+T approach in the zigzag chain also suggests that effective Trotter gates are reusable to some extent.

The failure of the purification approach stems from accumulated truncation errors during the imaginary-time evolution. Nevertheless, reducing the truncation error for one operation from \( 10^{-8} \) is not a practical solution because the largest bond dimension has already exceeded 1000 as shown in Fig. 7 which represents the largest bond dimensions of MPS in the RPMPS+T approach and the
purification approach. It will require massive numerical cost to simulate this system properly with the purification approach. On the other hand, in the RPMPS+T approach, the simulation is robust against the truncation error and the bond dimensions of MPS in most of the existing approaches for simulating quantum many-body systems at finite temperatures via the sampling of pure states.

IV. DISCUSSION AND SUMMARIES

Why do Trotter gates increase the sampling efficiency? An answer to the question is that Trotter gates can make flatter the distribution of eigenstates of the system Hamiltonian in initial states. If unnormalized initial states \( |\psi_{\text{ini}}\rangle \) are superposition of all the equally weighted eigenstates \( |E_i\rangle \), namely \( |\psi_{\text{ini}}\rangle = \sum_i e^{i\phi} |E_i\rangle \), the quantity \( \langle \psi_{\text{ini}}|e^{-\beta H}|\psi_{\text{ini}}\rangle \) at each sample always gives the exact value of the partition function. In other words, the ideal sampling is achieved. This indicates that the flatter the distribution of eigenstates is, the more efficient the sampling is. In order to demonstrate that the Trotter gates make the distribution significantly flatter, we obtain all the eigenstates of the 12-site Heisenberg chain \( |E_i\rangle \) and calculate the overlap of the eigenstate with an initial state \( \langle E_i|p\rangle \) \( p \) for the RPPS approach and \( \langle E_i|\hat{U}|p\rangle \) \( \hat{U} \) for the RPMPS+T approach with the same RPPS \( p \). For the parameters of the Trotter gates, we use \( (\Delta, n) = (5.0, 1) \). Figure 8 shows the single shot overlaps of the eigenstates with initial states \( |\phi\rangle \) for the RPPS and RPMPS+T approaches. Compared to the distribution for the RPPS approach, that for the RPMPS+T approach is noticeably closer to the ideal flat distribution, \( \langle \phi|E_i\rangle^2 = 1 \).

From the overlap of an eigenstate with an initial state, one can judge whether the number of samples is large enough to reproduce the statistics of the sampling. Initial states \( |\phi\rangle \) should fulfill \( \langle \phi|E_1\rangle^2 = 1 \) for all eigenstates \( |E_i\rangle \) since \( \langle \phi|e^{-\beta H}|\phi\rangle = \sum_i \langle \phi|E_i\rangle^2 e^{-\beta E_i} \) coincides with the partition function for any inverse temperature \( \beta \). Here, \( E_i \) is the eigenenergy of an eigenstate \( |E_i\rangle \).

For large-scale systems, it is not feasible to obtain all of the eigenstates but one can access the ground state \( |E_0\rangle \) in (quasi-)1D systems by the DMRG algorithm. Therefore, one can check the necessary condition \( \langle \phi|E_0\rangle^2 = 1 \) even in large-scale systems. With the same 1024 RPPS in the 100-site Heisenberg chain, \( \langle \phi|E_0\rangle^2 = 1.04 \pm 0.18 \) for the RPMPS+T approach and \( (1.37 \pm 0.77) \times 10^{-2} \) for the RPPS approach. From these values, one can confirm that the RPMPS+T approach with 1024 samples correctly reproduce the statistics and that the RPPS approach fails to reproduce it. The deviations of thermodynamic quantities in the RPPS approach observed in Figs. 4 and 5 are the results of this failure. We also confirm that the less efficient RPMPS+T approach with the Trotter gates characterized by \( (\Delta, n) = (10.0, 1) \) gives \( \langle \phi|E_0\rangle^2 = 2.81 \pm 1.83 \) for the same 1024 RPPS. The less efficient RPMPS+T approach fulfills the necessary condition within the statistical error, but the error is quite larger than that of the efficient one. For finding good Trotter gates, the assessment based on the overlap with the ground state would be useful since this scheme does not require imaginary-time evolution for each sample.

The RPMPS+T approach has some advantages over existing approaches for simulating quantum many-body systems at finite temperatures via the sampling of pure...
states. One of the most famous such approaches is the METTS algorithm. The METTS algorithm has the importance sampling scheme implemented via the Markov chain.

Another advantage is that one can compute the thermal averages of observables in a wide range of temperature from a set of samples while a set of samples in a single Markov chain allows for those at a single temperature.

Recently, Iwaki et al. have introduced the TPQ MPS approach which does not possess the importance sampling scheme either. They also use initially entangled states so that the resolution of the sampling efficiency in the TPQ MPS approach may be attributed to the use of entanglement as in the RPPS+T approach.

A notable advantage is the compatibility with the Abelian symmetries. The utilization of Abelian symmetries allows us to access the canonical ensemble. It is crucial if one would like to simulate quasi-1D systems or dynamical behaviours. The benefits of the Abelian symmetries become relevant in numerically challenging situations.

In summary, we developed a numerical approach using matrix product states to simulate quantum many-body systems at finite temperatures. We improved the random phase product state (RPPS) approach by starting from an entangled state generated by the operation of the Trotter gates. We defined indicators to quantify the sampling efficiency and assessed the efficiency of the RPPS approach and the improved approach in the Heisenberg chain. We confirmed that the efficiency of the improved approach is higher than the RPPS approach by an order of magnitude. Besides, we showed that the improved approach reproduces thermodynamic quantities consistent with those given by the purification approach while the RPPS gives unphysical negative thermal entropy. We also demonstrated that the improved approach can simulate the thermodynamics of a frustrated zigzag chain in which even the purification approach fails.

Our improved approach serves as a valid option for investigating thermodynamics of quantum many-body systems in one dimension. Moreover, it will be meaningful to further extend the improved approach to nonequilibrium dynamics. Such an extension will be of immediate interest in the context of ultracold gases in optical lattices, in which much attention has been paid to nonequilibrium dynamics of one-dimensional quantum many-body systems at finite temperatures.
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