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ABSTRACT. This paper provides results for eigencurves associated with self-adjoint linear elliptic boundary value problems. The elliptic problems are treated as a general two-parameter eigenproblem for a triple \((a, b, m)\) of continuous symmetric bilinear forms on a real separable Hilbert space \(V\). Variational characterizations of the eigencurves associated with \((a, b, m)\) are given and various orthogonality results for corresponding eigenspaces are found. Continuity and differentiability properties, as well as asymptotic results, for these eigencurves are proved. These results are then used to provide a geometrical description of the eigencurves.

1. Introduction

This paper is motivated by the study of eigencurves associated with self-adjoint linear elliptic boundary value problems such as

\[-\Delta u(x) = \mu m_0(x) u(x) \quad \text{for } x \in \Omega\]
\[D_\nu u(x) + c(x) u(x) = \lambda b_0(x) u(x) \quad \text{for } x \in \partial\Omega,\] (1.1)

where \(c, b_0, m_0\) are given functions in appropriate \(L^p\)-spaces on a bounded region \(\Omega\) of \(\mathbb{R}^N\) satisfying mild boundary regularity requirements, and \(\lambda, \mu\) are real eigenparameters. Here, \(m_0\) is assumed to be strictly positive, \(b_0\) may be sign-changing, and \(D_\nu\) denotes the outer normal derivative. For such problems, the boundary and interior equations may be combined in weak form using bilinear forms. Therefore, our focus in this article is on the analysis of abstract eigencurve problems associated with triples \((a, b, m)\) of continuous symmetric bilinear forms on a real Hilbert space \(V\).

Our main result generalizes the geometric characterization of eigencurves given for Sturm-Liouville problems in Binding and Volkmer [5]. We expand on the issues treated in [5] regarding continuity, differentiability, and asymptotics of eigencurves, and also provide results for issues not appearing in the ODE case.

The analysis in this paper is based on the use of spectral results for bilinear forms obtained in Auchmuty [3], and in some respects our work may be regarded as a complementary continuation of that paper. The use of bilinear forms provides a simpler alternative to the usual operator-theoretic approach to eigencurves as it avoids the use of dual, or other, Sobolev spaces and operators. For a treatment of eigenproblems using bilinear forms invoking properties of associated linear operators see Attouch, Buttazzo, and Michaille [2], or Blanchard and Brüning.
For a classical treatment of eigencurves using the theory of closed operators on Hilbert space see Kato [8].

A paper on the use of eigencurves to establish existence results for some indefinite weight semilinear elliptic problems is Ko and Brown [9]; those problems arise, for instance, in population genetics. Their results are based on results for the principle eigencurve(s) for linear boundary value problems with indefinite weight and Robin boundary conditions given in Afrouzi and Brown [1].

The papers of Mavinga and Nkashama [11] and Mavinga [10] establish existence results for some nonlinear elliptic equations with nonlinear boundary equations where the nonlinearities interact (in some sense) with the associated generalized Steklov-Robin spectrum. The spectra considered in [11], [10] may be regarded as sections (slices) of eigencurves associated to their equations. It is worth noting that the principle as well as higher eigenvalues of the related linear problems are considered in those papers.

Recently, two-parameter problems for the Laplacian have been used in Section 10 of Auchmuty and Rivas [4] to provide representations of Sobolev spaces on product regions as tensor products of Sobolev spaces on the individual factor regions. That paper forms a contemporary reference for the analysis of problems on product regions arising, for instance, in fluid mechanics, electromagnetic theory and elsewhere.

For a nice summary on other applications of eigencurves and connections to indefinite inner product spaces, see Binding and Volkmer [5].

The current paper is organized as follows. The weak form of problem (1.1) and other concrete examples are discussed in the next section. These are merely applications used for expository purposes and to indicate the diversity of problems that may be treated using our general bilinear form framework.

The specific two-parameter eigenvalue problem for triples \((a, b, m)\) of bilinear forms considered in this paper is described in Section 3 as well as associated terminology and definitions to be used. Section 4 details the variational characterizations for the eigencurves that are based on the constructive algorithm given in [3]. An immediate consequence of these characterizations is the concavity of the first eigencurve.

Special inner products are used in Section 5 to establish orthogonality of certain eigenspaces associated with the eigencurves. Then in Section 6 continuity of each eigencurve is established. In particular, the eigencurves are shown to be Lipschitz continuous.

We show in Section 7 that eigencurves are differentiable except possibly where they intersect. At an intersecting point, an eigencurve may have a corner, but has well-defined one-sided derivatives. Explicit formulae for one-sided derivatives at each point \(\lambda \in \mathbb{R}\) are found in terms of spectral data for the pair \((b, m)\) of bilinear forms.

Another difficulty encountered here is in describing the asymptotic behaviour of eigencurves as the \(b, m\) forms are not necessarily variants of each other. For the Robin-Steklov problem (2.1) (the weak form of problem (1.1)), the bilinear form \(b\) comprises a boundary integral whereas the \(m\) form comprises an interior-region integral as in (2.3), and thus a comparison of these forms is not straightforward. However, it is shown in Section 8 that the
asymptotic behaviour of eigencurves is governed by the spectrum of \((b, m)\) and that the sign of the quadratic form \(u \mapsto b(u, u)\) plays a role in these matters.

An interesting side issue encountered in our analysis is the possible appearance of straight lines within the spectrum (the collection of graphs of eigencurves) of \((a, b, m)\) due to the degeneracy of \(b\). Degeneracy may occur in elliptic problems when weight functions are zero on a set of positive measure or when the equations involve boundary integrals; for the Robin-Steklov problem (2.1), the function \(b_0(x)\) may be zero on a set of positive \((N - 1)\)-dimensional Hausdorff measure, but the form itself is already degenerate as it comprises a boundary integral defined on \(H^1(\Omega)\). Results for straight lines within the spectrum are given in Section 9 and are shown to be related to a question of linear independence of certain collections of eigenvectors. Some simple examples of triples \((a, b, m)\) are provided in this section to illustrate the results.

In Section 10 we prove a generalization of a main result in [5] stating that any straight line intersects the first \(n\) eigencurves in at most \(2n\) points. The straight line is assumed not a subset of the spectrum of \((a, b, m)\). It is worth noting that even in the most degenerate case, there are at most countably many horizontal lines in the spectrum. For our main result, we focus on the number of connected components the graph of an eigencurve may have above the intersecting line instead of considering points of intersections as eigenvalues in our general setting may have multiplicity greater than one. This approach combined with the results of previous sections yields our generalized geometrical characterization of eigencurves.

2. Motivating examples

The abstract results of this paper apply to very general linear elliptic two-parameter eigenproblems. In this section, we describe a few examples that motivated our analysis, and we will use them to simplify the presentation and illustrate the general results of this paper. The examples include the (weak form of the) Robin-Steklov problem, the Sturm-Liouville problem treated in [5], and a generalized matrix eigenvalue problem.

In discussing the Robin-Steklov problem, the terminology and notation of Evans and Gariepy [7] will be used here except that \(\sigma, d\sigma\) will denote Hausdorff \((N - 1)\)-dimensional measure and integration with respect to this measure, respectively. The real Lebesgue spaces \(L^p(\Omega)\) and \(L^p(\partial\Omega, d\sigma)\), \(1 \leq p \leq \infty\), are defined in the standard manner with the usual \(p\)-norms denoted \(\|u\|_{p,\Omega}\) and \(\|u\|_{p,\partial\Omega}\), respectively. The gradient of a function \(u\) will be denoted \(\nabla u\), and \(H^1(\Omega)\) is the usual real Sobolev space with the standard \(H^1\)-inner product

\[
[u, v]_{1,2} := \int_{\Omega} [\nabla u \cdot \nabla v + u v] \, dx
\]

and corresponding norm \(\|u\|_{1,2} := \int_{\Omega} [\|\nabla u\|^2 + u^2] \, dx\).

When treating the Robin-Steklov problem (2.1) below it is required that the embedding of \(H^1(\Omega)\) into \(L^p(\Omega)\) (for \(1 \leq p < p_s\)) where \(p_s = 2N/(N - 2)\) if \(N \geq 3\) and \(p_s = \infty\) if \(N = 2\) and the trace operator \(\Gamma : H^1(\Omega) \to L^2(\partial\Omega, d\sigma)\) are both compact. This requirement holds, for instance, when \(\Omega \subset \mathbb{R}^N\) is a bounded domain such that its boundary consists of a finite number of closed Lipschitz surfaces of finite surface area (see Chapter 4 of [7] for details on these issues). This requirement is assumed throughout this paper.
The two-parameter Robin-Steklov eigenproblem is the problem of finding \((\lambda, \mu) \in \mathbb{R}^2\) such that there is a nonzero \(u \in H^1(\Omega)\) satisfying
\[
\int_{\Omega} \nabla u \cdot \nabla v \, dx + \int_{\partial\Omega} c u v \, d\sigma = \lambda \int_{\partial\Omega} b_0 u v \, d\sigma + \mu \int_{\Omega} m_0 u v \, dx \quad \text{for all } v \in H^1(\Omega). \tag{2.1}
\]
We shall assume \(b_0, c \in L^\infty(\partial\Omega, d\sigma), m_0 \in L^p(\Omega)\) with \(p > N/2\), is given data satisfying \(c \geq 0\) on \(\partial\Omega\) and \(||c||_{1,\partial\Omega} > 0\), and \(m_0\) is positive on \(\Omega\) with \(||m_0||_{1,\Omega} > 0\). Here, \(\lambda, \mu\) are real eigenparameters, and we emphasize that \(b_0\) may be sign-changing. The bilinear forms on \(H^1(\Omega)\) associated with (2.1) are then
\[
a(u, v) := \int_{\Omega} \nabla u \cdot \nabla v \, dx + \int_{\partial\Omega} c u v \, d\sigma, \tag{2.2}
\]
and
\[
b(u, v) := \int_{\partial\Omega} b_0 u v \, d\sigma \quad \text{and} \quad m(u, v) := \int_{\Omega} m_0 u v \, dx. \tag{2.3}
\]
The two-parameter Robin-Steklov eigenpoint equation (2.1) then becomes:
\[
a(u, v) = \lambda b(u, v) + \mu m(u, v) \quad \text{for all } v \in H^1(\Omega). \tag{2.4}
\]
It follows from Section 7 and 8 of [3] that \(a, b, m\) satisfy (A1)-(A3) given in Section 3 below, so that the results of this paper apply to this Robin-Steklov eigenproblem.

The Sturm-Liouville eigenproblem given in [5] is that of finding nontrivial \(y = y(t)\) satisfying
\[
-(p(t)y')' + q(t)y = (\lambda r(t) + \mu) y \quad \text{on an interval } [t_0, t_1] \subset \mathbb{R}, \tag{2.5}
\]
and the separated boundary conditions
\[
\cos(\alpha)y(t_0) - \sin(\alpha)p(t_0) y'(t_0) = 0, \quad \cos(\beta)y(t_1) - \sin(\beta)p(t_1) y'(t_1) = 0. \tag{2.6}
\]
It is assumed in [5] that \(p\) is continuously differentiable and positive on \([t_0, t_1]\), \(q\) and \(r\) are piecewise continuous on \([t_0, t_1]\) and \(\alpha, \beta \in \mathbb{R}\); the eigenparameters are also \(\lambda, \mu\). It is is shown in [5] that there is a sequence \(\{\mu_n(\lambda) : n \in \mathbb{N}\}\) of simple analytic curves with variational characterization, that \(\mu_1(\lambda)\) is concave with positive eigenfunctions, and that the curves satisfy a line intersection property. That is, if \(\ell\) is a fixed straight line in \(\mathbb{R}^2\), then \(\ell\) intersects the first \(n\) curves at most \(2n\) times.

Lastly, the two-parameter generalized matrix eigenproblem is the problem of finding \((\lambda, \mu) \in \mathbb{R}^2\) and a nonzero vector \(x \in \mathbb{R}^N\) satisfying
\[
Ax = \lambda Bx + \mu x \tag{2.7}
\]
where \(A\) is a symmetric positive definite matrix, such as the Laplacian matrix, and \(B\) a symmetric matrix on \(\mathbb{R}^N\). It is a good non-trivial exercise to show that this problem has a sequence of continuous curves \(\{\mu_n(\lambda) : n \in \mathbb{N}\}\) with variational characterization, with the first eigencurve \(\mu_1(\lambda)\) concave but not necessarily simple and isolated.

When \(A, B\) are taken to be the \(3 \times 3\) matrices given by
\[
A = \begin{bmatrix} 2 & -1 & 0 \\ -1 & 2 & -1 \\ 0 & -1 & 2 \end{bmatrix} \quad \text{and} \quad B = \begin{bmatrix} 2 & -1 & 0 \\ -1 & 2 & -1 \\ 0 & -1 & 0 \end{bmatrix}. \tag{2.8}
\]
the eigencurves may be found (implicitly) and are plotted in Figure 1.

Figure 1. Eigencurves for the matrix eigenproblem (2.7)-(2.8).

3. TWO-PARAMETER EIGENVALUE PROBLEMS FOR BILINEAR FORMS

The two-parameter eigenproblem will be studied in the framework of bilinear forms on Hilbert space with the following definitions and notation. \( V \) will denote a real, separable, Hilbert space with inner product and norm on \( V \) denoted by \( \langle \cdot, \cdot \rangle \) and \( \| \cdot \| \), respectively.

Our interest is in describing the pairs \((\lambda, \mu) \in \mathbb{R}^2\) for which there is a nonzero \( u \) in \( V \) satisfying

\[
a(u, v) = \lambda b(u, v) + \mu m(u, v) \quad \text{for all } v \in V,
\]

where \( a, b, m \) are bilinear forms on \( V \) subject to the conditions described below. This will be called the \((a, b, m)\)-eigenproblem. The pair \((\lambda, \mu)\) is said to be an eigenpoint of \((a, b, m)\) if there is a nonzero vector \( u \in V \) satisfying (3.1), and such \( u \) will be called an eigenvector of \((a, b, m)\) corresponding to \((\lambda, \mu)\). The subset \( \sigma(a, b, m) \) of \( \mathbb{R}^2 \) consisting of all eigenpoints \((\lambda, \mu)\) will be called the spectrum of \((a, b, m)\), and (3.1) will be called the eigenpoint equation.

Define \( \mathcal{A}, \mathcal{B}, \mathcal{M} \) to be the quadratic forms on \( V \) associated with \( a, b, m \) so that

\[
\mathcal{A}(u) := a(u, u), \quad \mathcal{B}(u) := b(u, u), \quad \text{and} \quad \mathcal{M}(u) := m(u, u).
\]

The assumptions on the bilinear forms to be used in this paper will include

(A1): \( a(\cdot, \cdot) \) is a continuous, symmetric, bilinear form on \( V \) that is also \( V \)-coercive. That is, there are constants \( 0 < \kappa_1 \leq \kappa_2 < \infty \) such that

\[
\kappa_1 \|u\|^2 \leq \mathcal{A}(u) \leq \kappa_2 \|u\|^2 \quad \text{for all } u \in V.
\]
(A2): \( b(\cdot, \cdot) \) is a weakly continuous, symmetric bilinear form on \( V \).

(A3): \( m(\cdot, \cdot) \) is a weakly continuous, symmetric, bilinear form that satisfies
\[
\mathcal{M}(u) > 0 \quad \text{for all nonzero } u \in V.
\]

When (A1) holds, then \( a(\cdot, \cdot) \) defines an inner product on \( V \) equivalent to the \( V \)-inner product and is called the \( a \)-inner product; the associated norm will be denoted by \( \| \cdot \|_a \). When (A3) holds, the quadratic form \( \mathcal{M} \) is strictly positive on \( V \) so that \( m \) is an inner product on \( V \) and the associated norm will be denoted by \( \|u\|_m \). A vector \( u \) in \( V \) will be said to be \( m \)-normalized provided \( m(u, u) = 1 \). A bilinear form \( b \) satisfying (A2) may be negative or zero for some \( v \in V \), and is said to be an indefinite form whenever \( B \) attains both positive and negative values.

When working merely with a pair of bilinear forms, the standard \( (a, m) \)-eigenproblem for a pair \((a, m)\) of symmetric, continuous bilinear forms on \( V \) is that of finding \( \mu \in \mathbb{R} \) and nontrivial \( u \in V \) satisfying
\[
a(u, v) = \mu m(u, v) \quad \text{for all } v \in V. \tag{3.4}
\]
A nonzero \( u \) satisfying (3.4) is called an eigenvector associated to the eigenvalue \( \mu \) of \( (a, m) \). The number of linearly independent eigenvectors of \( (a, m) \) corresponding to \( \mu \) is called the multiplicity of \( \mu \). The set \( \sigma(a, m) \) of all distinct eigenvalues of \( (a, m) \) will be called the spectrum of \( (a, m) \).

When (A1), (A3) hold, there is an increasing sequence \( \Lambda_0 := \{\mu_n : n \in \mathbb{N}\} \) of strictly positive eigenvalues of \( (a, m) \), repeated according to (finite) multiplicity with \( \mu_n \to \infty \) as \( n \to \infty \), and there is an associated sequence \( \mathcal{E}_0 := \{e_n : n \in \mathbb{N}\} \) of eigenvectors constituting a basis for \( V \) that is orthogonal with respect to both \( a \) and \( m \). These results follow from the analysis of Section 4 of [3] and the notation here is chosen to simplify the presentation.

4. Variational characterization of eigencurves

In this section the variational eigencurves associated to \((a, b, m)\) to be studied in this paper are obtained using the constructive algorithm given in Auchmuty [3]. The construction yields a one-parameter family of sequences of eigenpoints for \((a, b, m)\) as well as a corresponding family of sequences of eigenvectors.

For \( \lambda, \tau \in \mathbb{R} \) define \( a_{\lambda, \tau} \) to be the bilinear form on \( V \) given by
\[
a_{\lambda, \tau}(u, v) := a(u, v) - \lambda b(u, v) + \tau m(u, v) \quad \text{for } u, v \in V. \tag{4.1}
\]
The basic coercivity result for these forms is the following.

**Theorem 4.1.** Assume \( a, b, m \) satisfy (A1)-(A3) and \( \mathcal{A} \) is defined by (3.2). Then for fixed \( r_0 > 0 \) there exists a constant \( \tau > 0 \) such that for each \( \lambda \in [-r_0, r_0] \) the bilinear form \( a_{\lambda, \tau} \) given by (4.1) satisfies
\[
a_{\lambda, \tau}(u, u) \geq \frac{1}{2} \mathcal{A}(u) \quad \text{for all } u \in V. \tag{4.2}
\]
Proof. Arguing by contradiction, suppose there are sequences \( \tau_n > 0, \lambda_n \in [-r_0, r_0] \) and \( u_n \in V \), with \( \tau_n \) increasing to \(+\infty\), satisfying

\[
a_{\lambda_n, \tau_n}(u_n, u_n) < \frac{1}{2} A(u_n) \quad \text{for all } n \in \mathbb{N}. \tag{4.3}
\]

The form \( a_{\lambda_n, \tau_n}(u_n, u_n) \) is equal to \( A(u_n) - \lambda_n B(u_n) + \tau_n M(u_n) \) where \( A, B, M \) are given by (3.2). Without loss of generality, suppose \( \lambda_n \to \lambda \in [-r_0, r_0] \), the \( u_n \) are \( a \)-normalized so that \( A(u_n) = 1 \). By assumption (A1) the set \( \{u \in V : A(u) = 1\} \) is closed and bounded so we may also assume without loss of generality that \( u_n \) converges weakly to \( u \) in \( V \). Then (4.3) becomes

\[
\frac{1}{2} - \lambda_n B(u_n) + \tau_n M(u_n) < 0 \quad \text{for all } n \in \mathbb{N}. \tag{4.4}
\]

By weak continuity of \( M, B \) we see that \( M(u_n) \to M(u) \) and \( B(u_n) \to B(u) \). If \( u \neq 0 \), then \( \tau_n M(u_n) \to +\infty \) which contradicts (4.4). If, on the other hand, \( u = 0 \), then \( \lambda_n B(u(n)) \to 0 \) which implies

\[
\frac{1}{2} - \lambda_n B(u_n) + \tau_n M(u_n) > 0
\]

for large enough \( n \). This again contradicts (4.4), so the assertion of the theorem holds. \( \square \)

This results says that for \( \lambda \in \mathbb{R} \) fixed, \( a_{\lambda, \tau} \) will be a coercive bilinear form whenever \( \tau \) is large enough and provided (A1), (A2) also hold. For the remainder of this section suppose \( \lambda \in \mathbb{R} \) and \( \tau > 0 \) have been chosen to satisfy this criteria. Then \( a_{\lambda, \tau} \) defines an inner product on \( V \) equivalent to the \( V \)-inner product.

Denote by \( \mu_1(\lambda) + \tau \) the first eigenvalue of \( (a_{\lambda, \tau}, m) \). It may be found by maximizing the weakly continuous functional \( M \) defined by (3.2) on the closed convex subset \( C_{1, \lambda, \tau} \) of \( V \) defined by \( C_{1, \lambda, \tau} := \{u \in V : a_{\lambda, \tau}(u, u) \leq 1\} \). The maximizers of this problem are eigenvectors of \( (a_{\lambda, \tau}, m) \) corresponding to the eigenvalue \( \mu_1(\lambda) + \tau \) whereas the value of this problem is

\[
\frac{1}{\mu_1(\lambda) + \tau} = \sup_{u \in C_{1, \lambda, \tau}} M(u). \tag{4.5}
\]

These results follow directly from Section 3 of [3] with the appropriate notational modifications. Then using the construction of Section 4 of that paper an infinite sequence of eigenvalues and eigenvectors of \( (a_{\lambda, \tau}, m) \) may be found.

Let \( \mu_n(\lambda) + \tau > 0 \), with \( n = 1, 2, \ldots, k \), be the first \( k \) successive smallest eigenvalues of \( (a_{\lambda, \tau}, m) \) and let \( e_{\lambda n} \) be associated \( a_{\lambda, \tau} \)-orthonormal eigenvectors. The \((k + 1)^{st}\) eigenvector of \( (a_{\lambda, \tau}, m) \) will be a maximizer of \( M \) over the subset

\[
C_{k+1, \lambda, \tau} := \{u \in C_{1, \lambda, \tau} : a_{\lambda, \tau}(u, e_{\lambda n}) = 0 \quad \text{for } n = 1, 2, \ldots, k\} \tag{4.6}
\]

and the value of this \((k + 1)^{st}\) problem is

\[
\frac{1}{\mu_{k+1}(\lambda) + \tau} = \sup_{u \in C_{k+1, \lambda, \tau}} M(u). \tag{4.7}
\]

Let \( \Lambda := \{\mu_n(\lambda) : n \in \mathbb{N}\} \) be the sequence of such values repeated according to multiplicity and in increasing order and \( E_\lambda := \{e_{\lambda n} : n \in \mathbb{N}\} \) be a sequence of associated eigenvectors constructed by this iterative process. The existence and some properties of this eigendata is described in Section 4 of [3]. Specifically, the analysis there yields the following result.
Theorem 4.2. Assume $a, b, m$ satisfy (A1)-(A3), $a_{\lambda, \tau}$ is defined by (4.1) for $\tau$ large enough, and $\Lambda_\lambda$, $E_\lambda$ are the sequences defined as above. Then each $\mu_n(\lambda)$ in $\Lambda_\lambda$ is of finite multiplicity with $-\infty < \mu_1(\lambda) \leq \mu_2(\lambda) \leq \cdots \to +\infty$ and $E_\lambda$ is an $a_{\lambda, \tau}$-orthonormal basis of $V$ consisting of vectors satisfying
\[ a(e_{\lambda_n}, v) = \lambda b(e_{\lambda_n}, v) + \mu_n(\lambda) m(e_{\lambda_n}, v) \quad \text{for all } v \in V. \] 

Proof. Conditions (A1), (A4) of [3] hold with the bilinear forms $a, m$ there taken to be the pair $(a_{\lambda, \tau}, m)$ in this paper, so the analysis of Section 4 there is applicable. This yields the sequences $\Lambda_\lambda$ and $E_\lambda$ for the pair $(a_{\lambda, \tau}, m)$ and their properties. Rearranging the corresponding eigenvalue for $(a_{\lambda, \tau}, m)$ gives the eigenpoint equation (4.8), so that the $e_{\lambda_n}$ are indeed eigenvectors of $(a, b, m)$ corresponding to eigenpoints $(\lambda, \mu_n(\lambda))$.

Define the $n^{th}$-variational eigencurve associated to $(a, b, m)$ to be the graph of the function $\lambda \mapsto \mu_n(\lambda)$. This will be a subset of $\sigma(a, b, m)$ in $\mathbb{R}^2$, and we shall often say $\mu_n(\lambda)$ is the $n^{th}$ eigencurve associated to $(a, b, m)$. The point $(\lambda_*, \mu_*) \in \sigma(a, b, m)$ is said to be an eigenpoint of multiplicity $k_0$ for $(a, b, m)$ accordingly as the value $\mu_*$ is an eigenvalue of multiplicity $k_0$ for the pair $(a_{\lambda, b}, m)$ where $a_{\lambda, b} := a - \lambda b$.

When $a, b, m$ satisfy (A1)-(A3) and $\Lambda \in \mathbb{R}$ is fixed, the following minimax characterization of eigenvalues will be useful for the analysis of these variational eigencurves:
\[ \mu_k(\lambda) = \inf_{Z_k} \sup_{v \in Z_k, v \neq 0} \left\{ \frac{A(v) - \lambda B(v)}{M(v)} \right\} \] 

where the infimum is taken over all subspaces $Z_k$ of $V$ of dimension $k$. The supremum in (4.9) is equal to $\mu_k(\lambda)$ when $Z_k$ is a subspace generated by the first $k$ $m$-orthonormal eigenvectors corresponding to the smallest eigenvalues of $(a_{\lambda b}, m)$ where $a_{\lambda b} := a - \lambda b$. These results follow from Section 4 of [3] with $(a_{\lambda, \tau}, m)$ in place of $(a, m)$ and rearranging the relations obtained there to eliminate the parameter $\tau$.

A direct consequence of this characterization is the following.

Lemma 4.3. Assume $a, b, m$ satisfy (A1)-(A3). Then the first eigencurve $\mu_1(\lambda)$ is concave.

Proof. It follows from (4.9) that $\mu_1(\lambda)$ is the infimum of affine functions on $\mathbb{R}$.

5. Orthogonality relations and eigenspaces

Here some orthogonality relations among eigenspaces of $(a, b, m)$ will be described. In particular, distinct eigenspaces are shown to be orthogonal with respect to various bilinear forms whenever the corresponding eigenpoints lie on the same horizontal line or the same vertical line. These results simplify the analysis of eigencurves.

Two vectors $v, w \in V$ are said to be orthogonal with respect to a bilinear form $\tilde{a}$ provided $\tilde{a}(v, w) = 0$. The forms $\tilde{a}$ arising here are, in general, indefinite on the whole space $V$ and are therefore not necessarily inner products on $V$. A first result is the following.
**Theorem 5.1.** Assume $a, b, m$ satisfy (A1)-(A3). If $e_1, e_2$ are eigenvectors corresponding to eigenpoints $(\lambda_1, \mu)$ and $(\lambda_2, \mu)$ in $\sigma(a, b, m)$, then

$$(\lambda_2 - \lambda_1) b(e_1, e_2) + (\mu_2 - \mu_1) m(e_1, e_2) = 0. \tag{5.1}$$

**Proof.** The eigenpoint equation (3.1) shows that for all $v \in V$ the following relations hold:

$$a(e_1, v) = \lambda_1 b(e_1, v) + \mu_1 m(e_1, v) \quad \text{and} \quad a(e_2, v) = \lambda_2 b(e_2, v) + \mu_2 m(e_2, v).$$

Take $v = e_2$ in the first equation and $v = e_1$ in the second and subtract to obtain (5.1). \qed

When distinct eigenpoints lie on the same horizontal line, (5.1) reduces to the following.

**Corollary 5.2.** Assume $a, b, m$ satisfy (A1)-(A3), and let $\mu \in \mathbb{R}$ be fixed. If $e_1, e_2$ are eigenvectors corresponding to distinct eigenpoints $(\lambda_1, \mu)$ and $(\lambda_2, \mu)$ in $\sigma(a, b, m)$, then

$$b(e_1, e_2) = 0 \quad \text{and} \quad a(e_1, e_2) - \mu m(e_1, e_2) = 0. \tag{5.2}$$

**Proof.** Take $\mu_1 = \mu_2 = \mu$ in (5.1) to get $(\lambda_2 - \lambda_1) b(e_1, e_2) = 0$. Then $\lambda_2 \neq \lambda_1$ implies $b(e_1, e_2) = 0$. Substituting this into the eigenpoint equation (3.1) gives (5.2). \qed

Let $E_{\lambda \mu}$ be the eigenspace in $V$ associated with the eigenpoint $(\lambda, \mu)$ of $(a, b, m)$. That is, let $E_{\lambda \mu}$ be the subspace generated by eigenvectors $e_\lambda$ in Theorem 4.2 associated to the eigenvalues $\mu_n(\lambda)$ satisfying $\mu_n(\lambda) = \mu$ for fixed $\lambda$. The orthogonality relations of Corollary 5.2 may then be expressed as

$$E_{\lambda_1 \mu} \oplus b E_{\lambda_2 \mu} \quad \text{and} \quad E_{\lambda_1 \mu} \oplus a_{\mu_m} E_{\lambda_2 \mu} \tag{5.3}$$

where $\oplus_b$ and $\oplus_{a_{\mu_m}}$ indicate orthogonality with respect to $b$ and $a_{\mu_m} := a - \mu m$, respectively.

In the case that distinct eigenpoints lie on the same vertical line, (5.1) reduces instead to the following orthogonality relations.

**Corollary 5.3.** Assume $a, b, m$ satisfy (A1)-(A3), and let $\mu \in \mathbb{R}$ be fixed. If $e_1, e_2$ are eigenvectors corresponding to distinct eigenpoints $(\lambda, \mu_1)$ and $(\lambda, \mu_2)$ in $\sigma(a, b, m)$, then

$$m(e_1, e_2) = 0 \quad \text{and} \quad a(e_1, e_2) - \lambda b(e_1, e_2) = 0. \tag{5.4}$$

**Proof.** Take $\lambda_1 = \lambda_2 = \lambda$ in (5.1) to get $(\mu_2 - \mu_1) m(e_1, e_2) = 0$. Then $\mu_2 \neq \mu_1$ implies $m(e_1, e_2) = 0$. Substituting this into the eigenpoint equation (3.1) gives (5.4). \qed

These results may be expressed as

$$E_{\lambda_1 \mu_1} \oplus_m E_{\lambda_2 \mu_2} \quad \text{and} \quad E_{\lambda_1 \mu_1} \oplus_{a_{\lambda_b}} E_{\lambda_2 \mu_2} \tag{5.5}$$

where $\oplus_m$ and $\oplus_{a_{\lambda_b}}$ indicate orthogonality with respect to $m$ and $a_{\lambda_b}$, respectively.

From Theorem 4.2, each eigenspace $E_{\lambda \mu}$ is finite dimensional for any eigenpoint $(\lambda, \mu)$ of $(a, b, m)$, so that each linear subspace in (5.3) and (5.5) is finite dimensional. These finite dimensional subspaces will be particularly useful in the following sections.
6. Continuity of eigencurves

This section describes the continuity of eigencurves associated to \((a, b, m)\) and provides a first result on differentiability of eigencurves when simplicity of the eigenpoint in question is assumed. The following is the main result on continuity.

**Theorem 6.1.** Assume \(a, b, m\) satisfy (A1)-(A3). Then each variational eigencurve \(\mu_n(\lambda)\) associated to \((a, b, m)\) is Lipschitz continuous.

The proof of this will be a straightforward consequence of the following result that is based on the general orthogonality result of Theorem 5.1 of the previous section. Here, the open ball in \(\mathbb{R}^2\) of radius \(\varepsilon > 0\) centered at \((\lambda_*, \mu_*)\) will be denoted by \(B_\varepsilon(\lambda_*, \mu_*)\).

**Theorem 6.2.** Assume \(a, b, m\) satisfy (A1)-(A3), and let \((\lambda_*, \mu_*)\) be a fixed eigenpoint in \(\sigma(a, b, m)\). Then there is an \(\varepsilon > 0\) and a constant \(C > 0\) such that

\[
|\mu - \mu_*| \leq C|\lambda - \lambda_*| \quad \text{for all} \quad (\lambda, \mu) \in B_\varepsilon(\lambda_*, \mu_*) \cap \sigma(a, b, m).
\]

**Proof.** Let \(\{(\lambda_i, \mu_i) : i \in \mathbb{N}\}\) be a sequence of eigenpoints converging to \((\lambda_*, \mu_*)\) in \(\mathbb{R}^2\), and let \(e_i\) be associated \(a\)-normalized eigenvectors. Going to a subsequence if necessary, suppose \(e_i\) converges weakly to some \(e_*\) in \(V\). Take \(u = e_i\) in the eigenpoint equation (3.1) and let \(i \to \infty\) to get

\[
a(e_*, v) = \lambda_* b(e_*, v) + \mu_* m(e_*, v) \quad \text{for each fixed} \quad v \in V,
\]

using the continuity of the linear functionals associated with \(a, b\), and \(m\) when \(v\) is fixed. Now let \(u = v = e_i\) in (3.1) and take the limit to get

\[
1 = \lambda_* B(e_*) + \mu_* M(e_*) = A(e_*),
\]

using in this case the weak continuity of \(b, m\) and taking \(v = e_*\) in (6.2). This shows \(e_*\) is nonzero and thus an eigenvector of \((a, b, m)\) corresponding to \((\lambda_*, \mu_*)\) as (A1) and (6.2) hold.

Take \(u = e_i\) and \(v = e_i - e_*\) in (3.1) to get \(\lim_{i \to \infty}[a(e_i, e_i - e_*)] = 0\) using the weak continuity of \(b, m\). This becomes \(\lim_{i \to \infty} A(e_i) = A(e_*)\) upon a rearrangement which shows that \(e_i\) actually converges strongly to \(e_*\) in \(V\) as (A1) holds.

Using the orthogonality relation (5.1) with \((\lambda_*, \mu_*)\) and \((\lambda_i, \mu_i)\) in place of \((\lambda_1, \mu_1)\) and \((\lambda_2, \mu_2)\) there, respectively, gives \((\lambda_i - \lambda_*) b(e_i, e_*) + (\mu_i - \mu_*) m(e_i, e_*) = 0\). Since \(M(e_*) > 0\), a rearrangement of this relation and taking limits then yields

\[
\lim_{i \to \infty} \frac{\mu_i - \mu_*}{\lambda_i - \lambda_*} = -\frac{B(e_*)}{M(e_*)}.
\]

This implies the original sequence \(\{(\lambda_i, \mu_i) : i \in \mathbb{N}\}\) satisfies

\[
\min_{v \neq 0} \frac{-B(v)}{M(v)} \leq \liminf_{i \to \infty} \frac{\mu_i - \mu_*}{\lambda_i - \lambda_*} \leq \limsup_{i \to \infty} \frac{\mu_i - \mu_*}{\lambda_i - \lambda_*} \leq \max_{v \neq 0} \frac{-B(v)}{M(v)}
\]

with the extreme sides of this relation being finite as the eigenspace \(E_{\lambda, \mu_*}\) is finite dimensional. The desired result then follows from these estimates.

When simplicity of \(\mu_n(\lambda_*)\) is assumed the following is the basic differentiability result.
Corollary 6.3. Assume \(a, b, m\) satisfy (A1)-(A3), and let \((\lambda_*, \mu_*)\) be a simple eigenpoint of \((a, b, m)\) with corresponding eigenvector \(e_*\). If \(\mu_n(\lambda_*) = \mu_*\), then the eigencurve \(\mu_n(\lambda)\) is differentiable at \(\lambda_*\) with
\[
\frac{d\mu_n}{d\lambda} \bigg|_{\lambda_*} = -\frac{B(e_*)}{\mathcal{M}(e_*)}.
\]

Proof. Take \(\mu_i = \mu_n(\lambda_i)\) in the previous proof. Since \(E_{\lambda_*\mu_*} = \{c e_* : c \in \mathbb{R}\}\), the inequalities in (6.4) are equalities so the assertions follow as this result holds for any sequence \(\lambda_i \to \lambda_*\).

Differentiability at points where the eigencurves intersect, i.e. at points where \(\mu_n(\lambda_*)\) has multiplicity two or more, is more complicated, and so we devote the next section to their investigation.

7. Differentiability results for eigencurves

This section provides a local characterization of eigencurves in the case of an eigenpoint with finite multiplicity greater than one. Specifically, eigencurves are shown to possess well-defined one-sided derivatives. This result is then interpreted as saying that at any eigenpoint of \((a, b, m)\), the spectrum \(\sigma(a, b, m)\) locally is entirely composed of smooth curves crossing at that particular point; see Figure 1 corresponding to the matrix problem (2.7), (2.8).

Let \((\lambda_*, \mu_*)\) be an eigenpoint of multiplicity \(k_0 \geq 2\) for the triple \((a, b, m)\) and let \(\mu_{n_0+1}(\lambda) \leq \mu_{n_0+2}(\lambda) \leq \cdots \leq \mu_{n_0+k_0}(\lambda)\) be the eigencurves intersecting at \((\lambda_*, \mu_*)\) so that
\[
\mu_{n_0}(\lambda_*) < \mu_* = \mu_{n_0+1}(\lambda_*) = \cdots = \mu_{n_0+k_0}(\lambda_*) < \mu_{n_0+k_0+1}(\lambda_*).
\]
Diagonalize \(-b\) with respect to \(m\) on \(E_{\lambda_*\mu_*}\) to obtain \(m\)-orthonormal vectors \(u_{s1}, \ldots, u_{s_{k_0}}\) and values
\[
b_k := \min_{Z_k} \max_{v \in Z_k, v \neq 0} \frac{-B(v)}{\mathcal{M}(v)},
\]
with the minimization taken over all subspaces \(Z_k\) of \(E_{\lambda_*\mu_*}\) of dimension \(k\), satisfying
\[
b_1 \leq b_2 \leq \cdots \leq b_{k_0} \quad \text{and} \quad b(u_{s_k}, v) = -b_k m(u_{s_k}, v) \quad \text{for all} \ v \in E_{\lambda_*\mu_*}
\]
for each \(1 \leq k \leq k_0\). The main result on differentiability of eigencurves is the following.

Theorem 7.1. Assume \(a, b, m\) satisfy (A1)-(A3). Let \((\lambda_*, \mu_*)\) be a fixed eigenpoint in \(\sigma(a, b, m)\) and define \(b_k\) by (7.1). Then each eigencurve \(\mu_{n_0+k}(\lambda)\) intersecting \((\lambda_*, \mu_*)\) satisfies
\[
\lim_{\lambda \to \lambda_*} \frac{\mu_{n_0+k}(\lambda) - \mu_*}{\lambda - \lambda_*} = b_{k_0-k+1} \quad \text{and} \quad \lim_{\lambda \to \lambda_*} \frac{\mu_{n_0+k}(\lambda) - \mu_*}{\lambda - \lambda_*} = b_k.
\]

Only the second limit in (7.3) will be considered here as the proofs to establish each are similar. The equality will be a direct consequence of the two associated limit extrema inequalities established below. For each \(1 \leq k \leq k_0\), define \(V_{n_0+k}\) to be the subspace of \(V\) generated by the vectors \(e_{s1}, \ldots, e_{s_{n_0}}, u_{s1}, \ldots, u_{s_k}\), where \(e_{sj}\) is an eigenvector associated to \(\mu_j(\lambda_*)\) with \(1 \leq j \leq n_0\). These test subspaces based at \(\lambda_*\) will be used to prove the first of these inequalities.
Lemma 7.2. Assume $a, b, m$ satisfy (A1)-(A3). Let $(\lambda_*, \mu_*)$ be a fixed eigenpoint in $\sigma(a, b, m)$ and define $b_k$ by (7.1). Then each eigencurve $\mu_{n_0+k}(\lambda)$ intersecting $(\lambda_*, \mu_*)$ satisfies

$$
\limsup_{\lambda \to \lambda_*^+} \frac{\mu_{n_0+k}(\lambda) - \mu_*}{\lambda - \lambda_*} \leq b_k. \tag{7.4}
$$

Proof. Let $\mu_{n_0+k}(\lambda)$ be a fixed eigencurve intersecting $(\lambda_*, \mu_*)$ and assume the contrary. That is, let $\varepsilon > 0$ and assume there are values $\lambda_j > \lambda_*$ decreasing to $\lambda_*$ satisfying

$$
\mu_{n_0+k}(\lambda_j) \geq \mu_* + (b_k + \varepsilon)(\lambda_j - \lambda_*). \tag{7.5}
$$

Consider $V_{n_0+k}$ as one of the $(n_0 + k)$-dimensional subspaces in the variational characterization (4.9) for $\mu_{n_0+k}(\lambda_j)$ for each $j \in \mathbb{N}$ to obtain $m$-normalized vectors $v_j \in V_{n_0+k}$ satisfying

$$
\mathcal{A}(v_j) - \lambda_j \mathcal{B}(v_j) \geq \mu_* + (b_k + \varepsilon)(\lambda_j - \lambda_*). \tag{7.5}
$$

upon using the continuity of $\mathcal{A} - \lambda_j \mathcal{B}$ on the unit sphere of $V_{n_0+k}$. Extract a subsequence of the $v_j$, denoting it again by $v_j$, that converges strongly to a vector $v_*$ in $V_{n_0+k}$. This vector satisfies $\mathcal{M}(v_*) = 1$, and also $\mathcal{B}(v_j) \to \mathcal{B}(v_*)$ and $\mathcal{A}(v_j) \to \mathcal{A}(v_*)$. Taking the limit in (7.5) shows that $v_*$ also satisfies $\mathcal{A}(v_*) - \lambda_* \mathcal{B}(v_*) \geq \mu_*$. From (4.9), the inequality

$$
\mathcal{A}(v) - \lambda_* \mathcal{B}(v) \leq \mu_* \mathcal{M}(v) \tag{7.6}
$$

holds for all $v \in V_{n_0+k}$ with equality being satisfied for all $v \in E_{\lambda_*, \mu_*} \cap V_{n_0+k} = \text{span}\{u_{*1}, \ldots, u_{*k}\}$. These last two estimates imply $v_*$ belongs to $\text{span}\{u_{*1}, \ldots, u_{*k}\}$.

Rewrite inequality (7.5) as

$$
\mathcal{A}(v_j) - \lambda_* \mathcal{B}(v_j) + (\lambda_* - \lambda_j) \mathcal{B}(v_j) \geq \mu_* + (b_k + \varepsilon)(\lambda_j - \lambda_*). \tag{7.6}
$$

Use the inequality (7.6) for each $v_j$ to simplify the above line to $-\mathcal{B}(v_j) \geq b_k + \varepsilon$ using the $m$-normalization of the $v_j$. Then get $-\mathcal{B}(v_*) \geq b_k + \varepsilon$ in the limit. This, however, contradicts the diagonalization (7.1) of $-b$ with respect to $m$ on $E_{\lambda_*, \mu_*}$.

Therefore, there is a $\delta > 0$ such that for $0 < \lambda - \lambda_* < \delta$,

$$
\max_{v \in V_{n_0+k}, v \neq 0} \left\{ \frac{\mathcal{A}(v) - \lambda \mathcal{B}(v)}{\mathcal{M}(v)} \right\} \leq \mu_* + (b_k + \varepsilon)(\lambda - \lambda_*). \tag{7.6}
$$

Using (4.9) for $\mu_{n_0+k}(\lambda)$ then gives $\mu_{n_0+k}(\lambda) \leq \mu_* + (b_k + \varepsilon)(\lambda - \lambda_*)$ which leads to

$$
\limsup_{\lambda \to \lambda_*^+} \left( \frac{\mu_{n_0+k}(\lambda) - \mu_*}{\lambda - \lambda_*} \right) \leq b_k + \varepsilon
$$

upon a rearrangement. Since $\varepsilon > 0$ was arbitrary the desired result then holds. \(\square\)

To establish the second inequality associated with the second limit in (7.3), the following lemma will be used to extract specific convergent subsequences from ‘neighboring’ eigenspaces of $E_{\lambda_*, \mu_*}$.

Lemma 7.3. Assume $a, b, m$ satisfy (A1)-(A3), and let $\mu_n(\lambda)$ be a fixed eigencurve intersecting the eigenpoint $(\lambda_*, \mu_*)$. Suppose $\lambda_i \to \lambda_*$ and let $\{e_{in} : i \in \mathbb{N}\}$ be a sequence of $m$-normalized eigenvectors associated to $\mu_n(\lambda_i)$. Then there is a subsequence of $\{e_{in} : i \in \mathbb{N}\}$ that converges strongly to an eigenvector $v_{sn}$ associated to $\mu_n(\lambda_*)$ satisfying $\mathcal{M}(v_{sn}) = 1$. 

Proof. Let \( r_0 > \sup\{ |\lambda_i| : i \in \mathbb{N} \} \) to obtain a \( \tau > 0 \) as in Theorem 4.1. The bilinear forms \( a_{\lambda_i,\tau} := a - \lambda_i b + \tau m \) satisfy the identity \( a_{\lambda_i,\tau}(e_{in}, e_{in}) = \mu_n(\lambda_i) + \tau \) upon using the eigenpoint equation (3.1) with \( u = e_{in} \). Equation (4.1) then gives
\[
\mu_n(\lambda_i) + \tau \geq \frac{1}{2} A(e_{in})
\]
for each \( i \in \mathbb{N} \). This and continuity of \( \mu_n(\lambda) \) on \([-r_0, r_0]\) imply \( \{ e_{in} : i \in \mathbb{N} \} \) is a bounded set and thus a weakly precompact set in \( V \) as (A1) holds. Extract a subsequence, denoted again by \( \{ e_{in} : i \in \mathbb{N} \} \), weakly converging to a vector \( v_{sn} \) in \( V \). Since \( M(e_{in}) = 1 \) for each \( i \in \mathbb{N} \), it follows that \( M(v_{sn}) = 1 \). Take \( i \to \infty \) in the eigenpoint equation (3.1) with \( u = e_{in} \) to see that \( v_{sn} \) is an eigenvector associated to \( \mu_n(\lambda_i) \).

Since \( \|v_{sn} - e_{in}\|^2 = A(v_{sn}) - 2a(v_{sn}, e_{in}) + A(e_{in}) \), it suffices to show \( A(e_{in}) \to A(v_{sn}) \) to establish strong convergence of \( e_{in} \) to \( v_{sn} \). Therefore, from
\[
A(v_{sn}) = \lambda_* B(v_{sn}) + \mu_n(\lambda_*) M(v_{sn}) = \lim_{i \to \infty} \left( \lambda_i B(e_{in}) + \mu_n(\lambda_i) M(e_{in}) \right) = \lim_{i \to \infty} A(e_{in})
\]
the assertions of the lemma hold. \( \square \)

Lemma 7.4. Assume \( a, b, m \) satisfy (A1)-(A3). Let \( (\lambda_*, \mu_*) \) be a fixed eigenpoint in \( \sigma(a, b, m) \) and define \( b_k \) by (7.1). Then each eigencurve \( \mu_{n_0+k}(\lambda) \) intersecting \( (\lambda_*, \mu_*) \) satisfies
\[
\liminf_{\lambda \to \lambda_*^+} \frac{\mu_{n_0+k}(\lambda) - \mu_*}{\lambda - \lambda_*} \geq b_k.
\] (7.7)

Proof. Let \( \mu_{n_0+k}(\lambda) \) be a fixed eigencurve intersecting \( (\lambda_*, \mu_*) \). Let \( \varepsilon > 0 \) and assume there are values \( \lambda_i > \lambda_* \) decreasing to \( \lambda_* \) satisfying
\[
\mu_{n_0+k}(\lambda_i) \leq \mu_* + (b_k - \varepsilon)(\lambda_i - \lambda_*).
\] (7.8)
Using the eigencurves \( \mu_n(\lambda) \) with \( n_0 + 1 \leq n \leq n_0 + k \) we show (7.8) leads to a contradiction. For such index values \( n \), let \( e_{in} \) be an eigenvector associated to \( \mu_n(\lambda_i) \), taken here to be \( m \)-normalized. Use Lemma 7.3 to extract subsequences from the union of all such \( e_{in} \), denoting them simply by \( \{ e_{in} : i \in \mathbb{N} \} \), and \( m \)-orthonormal vectors \( v_{sn} \) associated to \( \mu_n(\lambda_*) \), such that \( e_{in} \) converges strongly to \( v_{sn} \) in \( V \). By construction, \( \text{span}\{v_{sn} : n_0 + 1 \leq n \leq n_0 + k\} \) is equal to \( \text{span}\{u_{s1}, u_{s2}, \ldots, u_{sk}\} \). Using the orthogonality relation of Theorem 5.1 for each \( n_0 + 1 \leq n \leq n_0 + k \) gives
\[
\lim_{i \to \infty} \frac{\mu_{n}(\lambda_i) - \mu_{n}(\lambda_*)}{\lambda_i - \lambda_*} = \lim_{i \to \infty} \frac{-b(e_{in}, v_{sn})}{m(e_{in}, v_{sn})} = -B(v_{sn}).
\]
This and (7.8) show \( -B(v_{sn_0+k}) \leq b_k - \varepsilon \), so the ordering \( b_1 \leq b_2 \leq \cdots \leq b_k \) then implies
\[
\frac{-B(v)}{M(v)} \leq b_k - \varepsilon
\]
for all nonzero \( v \) in \( \text{span}\{v_{sn} : n_0 + 1 \leq n \leq n_0 + k\} \), contradicting the variational characterization (7.1) of \( b_k \). The result then follows similarly as in the proof of Theorem 7.2. \( \square \)

The result of Theorem 7.1 says that an eigencurve \( \mu_{n_0+k}(\lambda) \) intersecting an eigenpoint \( (\lambda_*, \mu_*) \) of multiplicity \( k_0 \) greater than one, possesses well-defined one-sided derivatives at that eigenpoint given by (7.3). Since the left- and right-derivative values \( b_{k_0-k+1} \) and \( b_k \) are not
equal to each other in general at such points, this implies such an eigencurve \( \mu_{n_0+k}(\lambda) \) is in general not differentiable at such an eigenpoint.

However, since the eigencurve \( \mu_{k_0-k+1}(\lambda) \) has \( b_k \) as its left-derivative at \((\lambda_*, \mu_*)\), which is equal to the right-derivative of \( \mu_{n_0+k}(\lambda) \) at this eigenpoint, the theorem implies the spectrum of \((a, b, m)\) can be characterized locally around \((\lambda_*, \mu_*)\) as being composed of \( k_0 \) curves that are differentiable at \((\lambda_*, \mu_*)\). These differentiability results are observed in the spectrum shown in Figure 1 corresponding the specific matrix problem (2.7), (2.8).

8. Asymptotic results

The previous two sections dealt with regularity issues pertaining to eigencurves. In the next few sections, the interest will now focus on providing a geometrical description of these variational eigencurves.

First, we shall treat the asymptotic behaviour of eigencurves. In particular, it is shown that the dimension of subspaces on which the quadratic form \( B \) is strictly positive, or strictly negative, controls the number of eigencurves that go asymptotically down to negative infinity as \( \lambda \to \infty \). Using a more careful analysis, explicit formulae are obtained to describe the asymptotic behaviour, the results depending on spectral data for the pair \((b, m)\) of bilinear forms.

For the first eigencurve, the result is the following.

**Lemma 8.1.** Assume \( a, b, m \) satisfy (A1)-(A3), and let \( \mu_1(\lambda) \) be the first variational eigencurve associated with \((a, b, m)\).

(i) If there is a vector \( \hat{v} \in V \) such that \( B(\hat{v}) > 0 \), then
\[
\lim_{\lambda \to \infty} \mu_1(\lambda) = -\infty.
\]

(ii) If there is a vector \( \hat{w} \in V \) such that \( B(\hat{w}) < 0 \), then
\[
\lim_{\lambda \to -\infty} \mu_1(\lambda) = -\infty.
\]

**Proof.** The variational characterization (4.9) for \( \mu_1(\lambda) \) gives
\[
\mu_1(\lambda) \leq \frac{A(v) - \lambda B(v)}{M(v)} \quad \text{for all nonzero } v \in V.
\]

For such \( v \) fixed, the right side of this inequality is an affine function in \( \lambda \) with the sign of its slope determined by the sign of \( B(v) \). Considering \( \hat{v}, \hat{w} \) as in the theorem and taking the appropriate limit in \( \lambda \) gives the desired results. \( \square \)

This result may be interpreted as saying that the sign of the quadratic form \( B \) on one-dimensional subspaces (spanned by such \( \hat{v} \) or \( \hat{w} \)) may be used to determine the asymptotic behaviour of the first variational eigencurve \( \mu_1(\lambda) \). The next result says that the asymptotic behaviour of the \( k^{th} \) eigencurve is determined by the sign of \( B \) on \( k \)-dimensional subspaces.

**Lemma 8.2.** Assume \( a, b, m \) satisfy (A1)-(A3), and let \( \mu_k(\lambda) \) be the \( k^{th} \)-variational eigencurve associated with \((a, b, m)\).
If $\hat{v}_1, \ldots, \hat{v}_k$ are $k$ linearly independent vectors at which $\mathcal{B}$ is strictly positive, then

$$\lim_{\lambda \to \infty} \mu_k(\lambda) = -\infty.$$

(ii) If $\hat{w}_1, \ldots, \hat{w}_k$ are $k$ linearly independent vectors at which $\mathcal{B}$ is strictly negative, then

$$\lim_{\lambda \to -\infty} \mu_k(\lambda) = -\infty.$$

Proof. Let $\lambda > 0$ and let $\hat{Z}_k$ denote the subspace spanned by the vectors $\hat{v}_1, \ldots, \hat{v}_k$ at which $\mathcal{B}$ is strictly positive. The variational characterization (4.9) for $\mu_k(\lambda)$ gives

$$\mu_k(\lambda) \leq \sup_{v \in \hat{Z}_k, v \neq 0} \frac{A(v) - \lambda B(v)}{\mathcal{M}(v)} \leq \sup_{v \in \hat{Z}_k, v \neq 0} \left\{ \frac{A(v)}{\mathcal{M}(v)} \right\} + \lambda \sup_{v \in \hat{Z}_k, v \neq 0} \left\{ \frac{-B(v)}{\mathcal{M}(v)} \right\}.$$

This holds as $\mathcal{B}$ is strictly positive on the $m$-unit sphere in the finite dimensional space $\hat{Z}_k$. The right side of this relation is an affine function in $\lambda$. Part (i) then follows upon taking the limit, and part (ii) is similarly proved. \qed

When $\mathcal{B}$ is strictly positive on some $k$-dimensional subspace of $V$, it follows from this result that the first $k$ eigencurves asymptotically decrease to $-\infty$ as $\lambda$ increases to $+\infty$. The positivity of $\mathcal{B}$ is easily verifiable, so this asymptotic information for eigencurves is straightforward to establish. A similar statement can be made when $\mathcal{B}$ is strictly negative on a finite dimensional subspace.

To determine a more precise asymptotic description, define the values

$$\eta_k := \inf_{Z_k} \sup_{v \in Z_k, v \neq 0} \left\{ \frac{-B(v)}{\mathcal{M}(v)} \right\} \quad \text{(8.1)}$$

where the infimum is taken over all $k$-dimensional subspaces $Z_k$ of $V$. It is worth noting that these values may equal $-\infty$, but never $+\infty$. The following theorem shows that the asymptotic behaviour of eigencurves are prescribed by these spectral values $\eta_k$, and that the sign of $\mathcal{B}$ plays a role here as in the previous lemmas.

**Theorem 8.3.** Assume $a, b, m$ satisfy (A1)-(A3). Then the $k^{th}$-eigencurve $\mu_k(\lambda)$ satisfies

$$\lim_{\lambda \to \infty} \frac{\mu_k(\lambda)}{\lambda} = \eta_k. \quad \text{(8.2)}$$

Proof. Assume $\lambda > 0$ and let $Z_k$ be a $k$-dimensional subspace of $V$. Then

$$\sup_{v \in Z_k, v \neq 0} \frac{A(v) - \lambda B(v)}{\mathcal{M}(v)} \geq \lambda \sup_{v \in Z_k, v \neq 0} \left\{ \frac{B(v)}{\mathcal{M}(v)} \right\}.$$

Taking the infimum over all such $Z_k$, and taking the limit inferior after rearranging $\lambda$ gives

$$\liminf_{\lambda \to \infty} \frac{\mu_k(\lambda)}{\lambda} \geq \eta_k,$$

using the variational characterization of $\mu_k(\lambda)$. 


To establish the desired reverse inequality, consider first the case in which \( \eta_k > -\infty \). Let \( \varepsilon > 0 \) and take \( \hat{Z}_k \) to be a \( k \)-dimensional subspace of \( V \) satisfying

\[
\sup_{v \in \hat{Z}_k, v \neq 0} \left\{ -\frac{B(v)}{\mathcal{M}(v)} \right\} \leq \eta_k + \varepsilon.
\]

The variational characterization (4.9) for \( \mu_k(\lambda) \) shows that

\[
\frac{\mu_k(\lambda)}{\lambda} \leq \frac{1}{\lambda} \sup_{v \in \hat{Z}_k, v \neq 0} \left\{ \frac{A(v)}{\mathcal{M}(v)} \right\} + \eta_k + \varepsilon
\]

which gives \( \limsup_{\lambda \to \infty} \frac{\mu_k(\lambda)}{\lambda} \leq \eta_k + \varepsilon \). Taking \( \varepsilon \) down to zero then gives the desired converse inequality so that (8.2) holds in the case \( \eta_k \) is finite.

When \( \eta_k = -\infty \), for \( n \in \mathbb{N} \) take \( Z_{k,n} \) to be a \( k \)-dimensional subspace of \( V \) such that

\[
\sup_{v \in Z_{k,n}, v \neq 0} \left\{ -\frac{B(v)}{\mathcal{M}(v)} \right\} \leq -n.
\]

The characterization (4.9) for the eigencurve \( \mu_k(\lambda) \) gives in this case

\[
\frac{\mu_k(\lambda)}{\lambda} \leq \frac{1}{\lambda} \sup_{v \in Z_{k,n}, v \neq 0} \left\{ \frac{A(v)}{\mathcal{M}(v)} \right\} - n.
\]

Taking the limit superior in this inequality and then taking \( n \) to \( +\infty \) gives the desired result.

For the specific matrix problem (2.7),(2.8), it is easy to see that the quadratic form \( B \) corresponding to the matrix \( B \) is strictly positive on a two-dimensional subspace of \( \mathbb{R}^3 \). Hence, as seen in Figure 1, the first and second eigencurves asymptotically go to \( -\infty \) as \( \lambda \to \infty \); the eigencurves are asymptotic to lines whose slopes are the negative eigenvalues of \( B \).

Richardson’s equation is discussed in Section 3 of Binding and Vokmer [5] to exemplify their results on Sturm-Liouville problems (equations (2.5),(2.6) here). The quadratic form \( B \) associated with this example is \( B(y) := \int_{-1}^{1} \text{sgn}(x) y(x)^2 \, dx \) defined on \( L^2[-1,1] \). It is obvious that this form is strictly positive on an infinite dimensional subspace of \( L^2[-1,1] \) so that all of the eigencurves \( \mu_n(\lambda) \) for this example decrease to \( -\infty \) as \( \lambda \to +\infty \). Likewise, \( \mu_n(\lambda) \to -\infty \) as \( \lambda \to -\infty \) for this example. This behaviour is seen in Figure 3.1 of [5]. In general, their Theorem 2.2 provides explicit formulae for the asymptotic behaviour of the eigencurves in terms of the extreme values the weight function \( r = r(x) \) takes on the interval \([t_0,t_1]\) (appearing in equation (2.5) of Section 2 here).

Recall that for the Robin-Steklov problem (2.1), the function \( b_0 \) may be sign-changing. If \( b_0 \) is strictly positive \( \sigma \)-a.e. on a subset of \( \partial\Omega \) of strictly positive Hausdorff measure, then all of the eigencurves \( \mu_n(\lambda) \) for this example decrease to \( -\infty \) as \( \lambda \to \infty \). If there is a subset of \( \partial\Omega \) of strictly positive Hausdorff measure where \( b_0 \) is strictly negative \( \sigma \)-a.e., then in this case all of the eigencurves decrease to \( -\infty \) as \( \lambda \to -\infty \). In contrast to the Sturm-Liouville problem (2.5),(2.6) where the \( b \) form is a weighted version of the \( m \) bilinear form there (the \( L^2 \)-inner product), the \( b, m \) bilinear forms for the Robin-Steklov problem are not variants of
each other - one comprises a boundary integral whereas the other an interior-region integral. In this case, the explicit asymptotic behaviour of Robin-Steklov eigencurves is described in terms of spectral data \( \eta_k \) given by (8.1) where the pair \((b, m)\) is given by (2.3); \( \eta_k \) is infinite in this case.

9. Straight lines within the spectrum and linear independence

In this section, the degeneracy of the form \( b \) is used to determine when straight lines appear within the spectrum of \((a, b, m)\). When this holds, a further orthogonal decomposition is found for some of the associated eigenspaces. Related to these results is a description of linear independence of vectors associated with eigenspaces corresponding to eigenpoints lying on the same horizontal line.

To proceed with the analysis, recall that the null space \( N(b) \) of a bilinear form \( b \) obeying (A2) is the set of all vectors \( u \in V \) satisfying
\[
b(u, v) = 0 \quad \text{for all } v \in V.
\] (9.1)
When \( N(b) = \{0\} \) then \( b \) is said to be non-degenerate, otherwise \( b \) is said to be degenerate. It is worth noting that the degeneracy of \( b \) has played no role in the preceding analysis.

**Theorem 9.1.** Assume \( a, b, m \) satisfy (A1)-(A3). Let \( \mu_\ast \not\in \sigma(a, m) \) and \((\lambda_i, \mu_\ast)\) be distinct eigenpoints in \( \sigma(a, b, m) \) for \( 1 \leq i \leq k \), with \( k \geq 2 \). If \( e_i \) are eigenvectors associated with \((\lambda_i, \mu_\ast)\), then the set \( E_k := \{e_1, \ldots, e_k\} \) is linearly independent.

**Proof.** Suppose \( E_k \) is linearly dependent. Then without loss of generality we may assume \( e_k \in \text{span}\{e_1, \ldots, e_{k-1}\} \). If \( e_k = \alpha e_i \) for some \( 1 \leq i \leq k-1 \) and some nonzero constant \( \alpha \), then by subtracting the eigenpoint equations that \( e_k, e_i \) satisfy shows that \( b(e_k, v) = 0 \) for all \( v \in V \). This says \( e_k \in N(b) \) which implies \((\lambda, \mu_\ast) \in \sigma(a, b, m)\) for any \( \lambda \in \mathbb{R} \). In particular, \((0, \mu_\ast) \in \sigma(a, b, m) \) or that \( \mu_\ast \in \sigma(a, m) \), in contradiction with \( \mu_\ast \not\in \sigma(a, m) \).

Without loss of generality assume now that \( e_k = \sum_{i=1}^{k-1} \alpha_i e_i \) with \( \alpha_i \not= 0 \) for all \( i \) and that the dimension \( d \) of the span of \( E_k \) satisfies \( 2 \leq d = k-1 \). Substituting this expression for \( e_k \) into the eigenpoint equation that \( e_k \) satisfies gives
\[
\sum_{i=1}^{k-1} \alpha_i a(e_i, v) = \lambda_k b(e_k, v) + \mu_\ast \sum_{i=1}^{k-1} \alpha_i m(e_i, v)
\]
holding for all \( v \in V \). Considering the terms that involve the \( a, m \) bilinear forms, and using the eigenpoint equations for \( e_1, \ldots, e_{k-1} \) simplifies this expression to
\[
\sum_{i=1}^{k-1} \alpha_i \lambda_i b(e_i, v) = \lambda_k b(e_k, v).
\]
Using the expansion for \( e_k \) and rearranging terms reduces this last relation to
\[
b(\tilde{e}, v) = 0 \quad \text{with } \tilde{e} := \sum_{i=1}^{k-1} \alpha_i (\lambda_i - \lambda_k) e_i.
\] (9.2)
The vector $\tilde{e}$ is nontrivial since the $\lambda_i$ are distinct and $\{e_1, \ldots, e_{k-1}\}$ is linearly independent. As (9.2) holds for all $v \in V$, it follows that $\tilde{e}$ belongs to $N(b)$.

Now, for a given value $\lambda \in \mathbb{R} \setminus \{\lambda_1, \ldots, \lambda_{k-1}\}$, define the vector

$$e_\lambda := \sum_{i=1}^{k-1} \alpha_i \left( \frac{\lambda_i - \lambda_k}{\lambda_i - \lambda} \right) e_i.$$  

For fixed $v \in V$, the expression $\lambda b(e_\lambda, v) + \mu_* m(e_\lambda, v)$ is then equal to

$$\sum_{i=1}^{k-1} \alpha_i \left( \frac{\lambda_i - \lambda_k}{\lambda_i - \lambda} \right) [\lambda b(e_i, v) + \mu_* m(e_i, v)]$$

upon collecting like terms. Since the quantity $\lambda b(e_i, v) + \mu_* m(e_i, v)$ is equal to the quantity $\lambda_i b(e_i, v) + \mu_* m(e_i, v) + (\lambda - \lambda_i)b(e_i, v)$, it follows from the eigenpoint equation that $e_i$ satisfies that the expression (9.3) is equal to

$$\sum_{i=1}^{k-1} \alpha_i \left( \frac{\lambda_i - \lambda_k}{\lambda_i - \lambda} \right) [a(e_i, v) + (\lambda - \lambda_i)b(e_i, v)].$$

Distributing and using the definitions of $\tilde{e}, e_\lambda$ shows that this last expression is equal to the quantity $a(e_\lambda, v) + b(\tilde{e}, v)$, which reduces to $a(e_\lambda, v)$ since $\tilde{e} \in N(b)$. This shows $e_\lambda$ satisfies $a(e_\lambda, v) = \lambda b(e_\lambda, v) + \mu_* m(e_\lambda, v)$ for all $v \in V$, so that $e_\lambda$ is an eigenvector of $(a, b, m)$ corresponding to the eigenvalue $(\lambda, \mu_*)$. Taking $\lambda = 0$ implies that $(0, \mu_*) \in \sigma(a, b, m)$ which contradicts $\mu_* \not\in \sigma(a, m)$. Therefore, $\mathcal{E}_k$ is a linearly independent set. □

The next results considers the case $\mu_* \in \sigma(a, m)$, and it says that when there is a nontrivial intersection of the corresponding eigenspace $E_{0\mu_*}$ and the null space $N(b)$ of $b$, then there is an entire straight line within the spectrum of $(a, b, m)$.

**Theorem 9.2.** Assume $a, b, m$ satisfy (A1)-(A3), respectively, and let $\mu_* \in \mathbb{R}$ be fixed. Then any nonzero vector $e \in E_{0\mu_*} \cap N(b)$ also belongs to the eigenspace $E_{\lambda\mu_*}$ for each $\lambda \in \mathbb{R}$, i.e., the straight line $\{(\lambda, \mu_*): \lambda \in \mathbb{R}\}$ is contained in $\sigma(a, b, m)$ in this case.

**Proof.** Such an $e$ satisfies $a(e, v) = \mu_* m(e, v)$ and also $b(e, v) = 0$ for all $v \in V$. Multiply the second relation by $\lambda$ and add this to the first relation to get that $e$ is an eigenvector of $(a, b, m)$ corresponding to $(\lambda, \mu_*)$ for any $\lambda$. The assertions then follow. □

Let $N_{0\mu_*}(b)$ denote the subspace $E_{0\mu_*} \cap N(b)$ for fixed $\mu_* \in \mathbb{R}$. We point out that in many cases $N_{0\mu_*}(b)$ is simply the trivial subspace. When it is nontrivial, denote by $\tilde{E}_{\lambda\mu_*}$ the $m$-orthogonal complement of $N_{0\mu_*}(b)$ in $E_{\lambda\mu_*}$ to obtain the decomposition

$$E_{\lambda\mu_*} = \tilde{E}_{\lambda\mu_*} \oplus_m N_{0\mu_*}(b)$$

(9.4) where $\oplus_m$ indicates orthogonality with respect to the $m$ inner product on $V$. This yields a further orthogonal decomposition of eigenspace to those given in Section 5.

It is instructive at this point to provide some easy concrete examples of spectra to illustrate the preceding results. In particular, we describe spectra consisting entirely of (not necessarily horizontal) straight lines.
Suppose \( a, m \) satisfy (A1), (A3), and let \( \Lambda_0 := \{ \mu_{0n} : n \in \mathbb{N} \} \) and \( \mathcal{E}_0 := \{ e_{0n} : n \in \mathbb{N} \} \) be the eigendata described in Section 3 satisfying
\[
a(e_{0n}, v) = \mu_{0n} m(e_{0n}, v) \quad \text{for all } v \in V.
\]
Consider the form \( b_{\varepsilon} := \varepsilon m \) defined on \( V \) for fixed \( \varepsilon \in \mathbb{R} \). When \( \varepsilon = 0 \), the pair \( (a, b_{\varepsilon}) \) has no eigenvalues and then the horizontal straight lines \( \mu_n(\lambda) = \mu_{0n} \) completely make up the spectrum \( \sigma(a, b_{\varepsilon}, m) \).

When \( \varepsilon \neq 0 \), then \( \{ \varepsilon^{-1} \mu_{0n} : n \in \mathbb{N} \} \) is the sequence of eigenvalues of \( (a, b_{\varepsilon}) \) so that the spectrum \( \sigma(a, b_{\varepsilon}, m) \) comprises precisely the nonhorizontal straight lines \( \mu_n(\lambda) = \mu_{0n} - \varepsilon \lambda \). In these two examples, the functional forms of the eigencurves are linear.

As a third example, take \( K \subset \mathbb{N} \) to be an indexing set of finite cardinality \( |K| \), and let \( \varepsilon \) be a vector in \( \mathbb{R}^{|K|} \) with nonzero entries \( \varepsilon_k \). Consider the bilinear form \( b_{\varepsilon K} \) defined by
\[
b_{\varepsilon K}(u, v) := \sum_{k \in K} \varepsilon_k m(e_{0k}, u) m(e_{0k}, v) \quad \text{for } u, v \in V.
\]
If \( n \notin K \), then \( b_{\varepsilon K}(e_{0n}, v) = 0 \) for all \( v \in V \). Using the eigenpoint equation (3.1) for \( (a, b_{\varepsilon K}, m) \) it is easy to see that the graph of the constant function \( \lambda \mapsto \mu_{0n} \) belongs to \( \sigma(a, b_{\varepsilon K}, m) \). When \( n \in K \), then the eigenpoint equation shows that the graph of the function \( \lambda \mapsto \mu_{0n} - \varepsilon_n \lambda \) belongs to \( \sigma(a, b_{\varepsilon K}, m) \). Here, the nonhorizontal lines are not necessarily parallel nor have slopes of the same sign. Therefore, in this example the eigencurves \( \mu_n(\lambda) \) for this system are instead piecewise-linearly defined.

From these examples, it is easy to see that the degeneracy of \( b \) plays a major role in the geometry of the spectrum of \( (a, b, m) \) and also in the asymptotic behaviour of the eigencurves. We also remark that since only straight lines through points \( (0, \mu_s) \), with \( \mu_s \in \sigma(a, m) \), can be in \( \sigma(a, b, m) \), there are at most countably many straight lines in spectrum of \( (a, b, m) \).

10. INTERSECTING THE SPECTRUM WITH STRAIGHT LINES

This section deals with the geometrical problem of establishing an upper bound for the number of components the \( n^{th} \)-eigencurve may have above a given horizontal straight line \( \mu = \mu_s \). The case where the intersecting line is not horizontal is discussed at the end of the section, and the results are seen to also hold for this case as a consequence of a simple change-of-variables.

For a fixed eigencurve \( \mu_n(\lambda) \) and fixed \( \mu_s \in \mathbb{R} \), denote by \( \{ \mu_n > \mu_s \} \) the superlevel set of \( \mu_n(\lambda) \) given by \( \{ \lambda \in \mathbb{R} : \mu_n(\lambda) > \mu_s \} \). A finite interval \( (s, t) \subset \mathbb{R} \) is said to be a component of \( \{ \mu_n > \mu_s \} \) provided \( \mu_n(s) = \mu_n(t) = \mu_s \) and \( \mu_n(\lambda) > \mu_s \) for all \( s < \lambda < t \). A semi-infinite interval \( (s, \infty) \subset \mathbb{R} \) is also said to be a component of \( \{ \mu_n > \mu_s \} \) provided \( \mu_n(s) = \mu_s \) and \( \mu_n(\lambda) > \mu_s \) for all \( \lambda \in (s, \infty) \); a component of the form \( (-\infty, t) \) is similarly defined. We shall often say a component \( (s, t) \) of \( \{ \mu_n > \mu_s \} \) is a component of \( \mu_n(\lambda) \) above \( \mu_s \).

For the first eigencurve, the geometrical result is the following.

Lemma 10.1. Assume \( a, b, m \) satisfy (A1)-(A3) and let \( \mu_s \notin \sigma(a, m) \) be fixed. Then \( \{ \mu_1 > \mu_s \} \) has at most one component.

Proof. This follows from the concavity of \( \mu_1(\lambda) \) given by Lemma 4.3. □
To begin the geometrical description of higher eigencurves, we first show in the next lemma that the eigencurves satisfy a nested property and then in Lemma 10.3 we provide a sign-condition that eigenvectors associated with endpoints of a component must satisfy.

**Lemma 10.2.** Assume \( a, b, m \) satisfy (A1)-(A3), and let \( \mu_* \notin \sigma(a, m) \) and \( n, k \in \mathbb{N} \) be fixed with \( k > n \). Let \( I_n \) be a component of \( \{ \mu_n > \mu_* \} \) and suppose \( \{ \mu_k > \mu_* \} \) has a component. Then for each integer \( n \leq i \leq k \), there is a component \( I_i \) of \( \{ \mu_i > \mu_* \} \) such that these components satisfy \( I_n \subset I_{n+1} \subset \cdots \subset I_i \subset \cdots \subset I_k \).

**Proof.** By definition of eigencurves, \( \mu_k(\lambda) \geq \mu_n(\lambda) \) for each \( \lambda \in \mathbb{R} \), so \( \mu_k(\lambda) > \mu_* \) on \( I_n \). Since \( \{ \mu_k > \mu_* \} \) has at least one component, there is a component \( I_k \) of \( \{ \mu_k > \mu_* \} \) containing \( I_n \). Since \( \mu_n(\lambda) \leq \mu_i(\lambda) \leq \mu_k(\lambda) \) holds for \( n \leq i \leq k \), again by definition, it follows that \( \{ \mu_i > \mu_* \} \) contains a component \( I_i \) satisfying \( I_k \supset I_i \supset I_n \) and the assertions then follow. \[ \square \]

It is worth noting that the components in Lemma 10.2 may be semi-infinite intervals.

**Lemma 10.3.** Assume \( a, b, m \) satisfy (A1)-(A3) and let \( \mu_* \notin \sigma(a, m) \) be fixed. If the bounded interval \((s, t)\) is a component of \( \{ \mu_n > \mu_* \} \), then eigenvectors \( e_{sn}, e_{tn} \) associated with \( \mu_n(s), \mu_n(t) \), respectively, satisfy
\[
\mathcal{B}(e_{sn}) \leq 0 \leq \mathcal{B}(e_{tn}) \tag{10.1}
\]

**Proof.** Let \( \lambda_i \in (s, t) \) be a sequence monotonically increasing to \( t \). Using an argument similar to the proof of Lemma 7.3, let \( v_i \in V \) be a sequence of eigenvectors of \( (a, b, m) \) associated with \( \mu_n(\lambda_i) \) satisfying \( v_i \rightarrow e_{tn} \) in \( V \) as \( i \rightarrow \infty \). The orthogonality relation of Theorem 5.1 then yields
\[
\lim_{i \rightarrow \infty} \frac{\mu_n(\lambda_i) - \mu_n(t)}{\lambda_i - t} = \lim_{i \rightarrow \infty} \frac{-b(v_i, e_{tn})}{m(v_i, e_{tn})} = -\frac{\mathcal{B}(e_{tn})}{\mathcal{M}(e_{tn})}.
\]

Since \( \mu_n(\lambda_i) > \mu_* = \mu_n(t) \) and \( \lambda_i < t \), it follows that \( \mathcal{B}(e_{tn}) \geq 0 \). The argument that \( \mathcal{B}(e_{sn}) \leq 0 \) is similar. \[ \square \]

If a component of \( \mu_n(\lambda) \) is of the form \((-\infty, t)\) instead, then the proof above is exactly the same to show that an eigenvector \( e_{tn} \) associated with \( \mu_n(t) \) satisfies \( \mathcal{B}(e_{tn}) \geq 0 \) provided \( \mu_* \notin \sigma(a, m) \). An analogous statement also holds for a component of \( \mu_n(\lambda) \) of the form \((s, \infty)\).

Our main result for higher eigencurves is the following.

**Theorem 10.4.** Assume \( a, b, m \) satisfy (A1)-(A3), and let \( \mu_* \notin \sigma(a, m) \) be fixed. Suppose \((s_1, t_1), \ldots, (s_n, t_n)\) are finite intervals with \((s_i, t_i)\) a component of some (not necessarily the same) \( \{ \mu_j > \mu_* \} \). Two such intervals are either nested, with either endpoint possibly in common, or disjoint. If \((s_i, t_i) = (s_j, t_j)\), then these intervals are assumed to be components of two distinct eigencurves. Then
\[
\mu_n(\lambda) \leq \mu_* \quad \text{for all} \quad \lambda \in (-\infty, \hat{s}] \cup [\hat{t}, \infty) \tag{10.2}
\]

where \( \hat{s} := \min\{s_1, \ldots, s_n\} \) and \( \hat{t} := \max\{t_1, \ldots, t_n\} \).

**Proof.** For each \( t_i \), with \( 1 \leq i \leq n \), use Lemma 10.3 to get eigenvectors \( e_{in} \) associated with \( \mu_n(t_i) \) satisfying \( \mathcal{B}(e_{in}) \geq 0 \), and define \( Z := \text{span}\{e_{1n}, \ldots, e_{nn}\} \). By Theorem 9.1, the vectors \( e_{in} \) are linearly independent so that \( Z \) is an \( n \)-dimensional subspace of \( V \). By Corollary 5.2,
the vectors $e_{i,n}$ are $b$-orthogonal as well as $(a - \mu_s m)$-orthogonal. Let $v = \sum_{i=1}^n \alpha_i e_{i,n}$, with $\alpha_i \in \mathbb{R}$, be a vector in $Z$ and let $\lambda \geq \hat{t}$. Using the eigenpoint equation that each $e_{i,n}$ satisfies and the orthogonality just mentioned yields the following:

$$A(v) - \mu_s \mathcal{M}(v) - \lambda B(v) = \sum_{i=1}^n \alpha_i^2 t_i B(e_{i,n}) - \lambda \sum_{i=1}^n \alpha_i^2 B(e_{i,n}) = \sum_{i=1}^n \alpha_i^2 (t_i - \lambda) B(e_{i,n}) \leq 0.$$ 

Rearranging the extreme sides of this relation gives

$$\mu_n(\lambda) \leq \sup_{v \in Z \setminus \{0\}} \left\{ \frac{A(v) - \lambda B(v)}{\mathcal{M}(v)} \right\} \leq \mu_s \quad \text{for all } \lambda \geq \hat{t}$$

using the variational characterization (4.9) for $\mu_n(\lambda)$. A similar argument using left endpoints $s_i$ shows that $\mu_n(\lambda) \leq \mu_s$ for all $\lambda \leq \hat{s}$ so that the desired result holds. \hfill $\Box$

For fixed eigencurve $\mu_n(\lambda)$ and $\mu_s \in \mathbb{R}$ denote by $K_n(\mu_s)$ the number of components comprising the superlevel set $\{\mu_n > \mu_s\}$. Lemma 10.1 may then be expressed as saying that $K_1(\mu_s) \leq 1$ for all $\mu_s \in \mathbb{R}$.

The following result is an immediate consequence of Theorem 10.4.

**Corollary 10.5.** Assume $a, b, m$ satisfy (A1)-(A3) and let $\mu_\ast \notin \sigma(a, m)$ be fixed. Then for each $n \in \mathbb{N}$ we have $K_n(\mu_\ast) \leq n$.

**Proof.** Suppose $(s_1, t_1), \ldots, (s_n, t_n), (s_{n+1}, t_{n+1})$ are distinct components comprising the set $\{\mu_n > \mu_\ast\}$ with the endpoints satisfying $t_{i-1} < s_i < t_i < s_{i+1}$ for each $i$. We point out that we could have $s_1 = -\infty$ and also $t_{n+1} = +\infty$. Nevertheless, consider only the first $n$ components. We conclude from the proof of Theorem 10.4 that $\mu_n(\lambda) \leq \mu_\ast$ for $\lambda \geq t_n$ in contradiction to $(s_{n+1}, t_{n+1})$ being a component of $\mu_n(\lambda)$. Therefore, $\{\mu_n > \mu_\ast\}$ can have at most $n$ components so that $K_n(\mu_\ast) \leq n$ holds for each $n \in \mathbb{N}$. \hfill $\Box$

Our main geometrical result for higher eigencurves is the following.

**Theorem 10.6.** Assume $a, b, m$ satisfy (A1)-(A3) and let $\mu_\ast \notin \sigma(a, m)$ be fixed. Then for each $n \in \mathbb{N}$ we have

$$\sum_{i=1}^n K_i(\mu_\ast) \leq n. \quad (10.3)$$

**Proof.** Let $(s_1, t_1), \ldots, (s_k, t_k)$ be distinct intervals, each a component of (not necessarily the same) $\{\mu_i > \mu_\ast\}$ for some $1 \leq i \leq n$. Define

$$\lambda_\ast := \inf \{s_i : 1 \leq i \leq k\} \quad \text{and} \quad \lambda^* := \sup \{t_i : 1 \leq i \leq k\}.$$ 

Assume without loss of generality that $(s_1, t_1), \ldots, (s_{k_0}, t_{k_0})$ are all the components satisfying

$$t_i \leq t_{k_0} < \lambda^* \quad \text{for each } i = 1, \ldots, k_0.$$ 

It follows from Theorem 10.4 that

$$\mu_{k_0}(\lambda) \leq \mu_\ast \quad \text{for all } \lambda \geq t_{k_0}.$$ 

Since $\mu_i(\lambda) \leq \mu_{k_0}(\lambda)$ for each $i = 1, \ldots, k_0$, it follows that $\mu_i(\lambda) \leq \mu_\ast$ for all $\lambda \geq t_{k_0}$ for each $i \leq k_0$. For each $k_0 < i \leq k$, we have that $t_i = \lambda^*$ and that $(s_i, t_i)$ is a component of one of the following

$$\{\mu_{k_0+1} > \mu_\ast\}, \quad \{\mu_{k_0+2} > \mu_\ast\}, \quad \ldots, \quad \{\mu_k > \mu_\ast\}.$$
Two components \((s_i, t_i), (s_j, t_j)\) with \(k_0 < i, j \leq k\) therefore belong to two different eigencurves above \(\mu_*\). Since the intervals considered here are components of \(\{\mu_i > \mu_*\}\) for some \(1 \leq i \leq n\), it follows that \(k - k_0 \leq n - k_0\), so that \(k \leq n\). This means \(\sum_{i=1}^{n} K_i(\mu_*) \leq n\) holds for each \(n \in \mathbb{N}\).

The above analysis has dealt with the case of a horizontal line \(\mu = \mu_*\) intersecting the spectrum \(\sigma(a, b, m)\). Consider now the case of a non-horizontal line \(\mu = \alpha \lambda + \beta\) intersecting the spectrum of \((a, b, m)\). The previous work generalizes to this case using a simple change-of-variables as the relation
\[
a(e, v) = \lambda b(e, v) + \mu m(e, v) \quad \text{for all } v \in V,
\]
holds if and only if the following relation holds,
\[
a(e, v) = \lambda b_\alpha(e, v) + \beta m(e, v) \quad \text{for all } v \in V
\]
where \(b_\alpha := b + \alpha m\). In this case, the \((a, b_\alpha, m)\)-eigenproblem satisfies the same assumptions as the original \((a, b, m)\)-eigenproblem. Denote the eigencurves associated with the triple \((a, b_\alpha, m)\) by \(\beta_{\alpha,n}(\lambda)\). The variational characterization (4.9) shows that
\[
\beta_{\alpha,n}(\lambda) = \inf_{Z_k, v \in Z_k} \sup_{v \neq 0} \left\{ \frac{A(v) - \lambda B_\alpha(v)}{\mathcal{M}(v)} \right\} = \inf_{Z_k, v \in Z_k} \sup_{v \neq 0} \left\{ \frac{A(v) - \lambda B(v)}{\mathcal{M}(v)} - \alpha \lambda \right\} = \mu_n(\lambda) - \alpha \lambda
\]
where the minimization is over all \(k\)-dimensional subspaces \(Z_k\) of \(V\). Thus, for fixed \(\lambda \in \mathbb{R}\), the eigenvalues \(\mu_n(\lambda)\) and \(\beta_{\alpha,n}(\lambda)\) only differ by the constant \(\alpha \lambda\), and therefore the eigencurves \((\lambda, \mu_n(\lambda))\) and \((\lambda, \beta_{\alpha,n}(\lambda))\) identify the same curve. Hence, the results for horizontal-line-intersections generalizes.
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