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Abstract — Among various real-life emerging applications, wireless sensor networks, Internet of Things, smart grids, social networks, communication networks, transportation networks, and computer grid systems, etc., the binary-state network is the fundamental network structure and model with either working or failed binary components. The network reliability is an effective index for assessing the network function and performance. Hence, the network reliability between two specific nodes has been widely adopted and more efficient network reliability algorithm is always needed. To have complete information for a better decision, all-pairs network reliability thus arises correspondingly. In this study, a new algorithm called the all-pairs BAT is proposed by revising the binary-addition-tree algorithm (BAT) and the layered-search algorithm (LSA). From both the theoretical analysis and the practical experiments conducted on 20 benchmark problems, the proposed all-pairs BAT is more efficient than these algorithms by trying all combinations of any pairs of nodes.
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1. INTRODUCTION

Among various real-life emerging applications, the binary-state network is the fundamental structure and each component is either working or failed. For example, the network transmission problems involving (signals) communication [1], (liquids or gases) distribution [2,3], (traffic) transportation [4], (topology) transformation [5, 6, 7], (power) transmission [8], grid/cloud computing [9]; data mining [10]; Internet of Things [11, 12]; and network resilience problems [13, 14] all can be modeled as binary-state networks. All components (arcs and/or nodes) in binary-state networks for arXiv
composed of binary states, i.e., working or failed \cite{15, 16}.

Researches and applications of the binary-state network, thus, have been increasingly in
development, strategy, implementation, managing, and control for all the above-mentioned systems
recently. Variations in applications of the modern network are increasing in number gradually, and
different related applications are accordingly wider and broader \cite{16, 17, 18}. The network reliability
of a pair of specific nodes is the probability that these two nodes are connected by any path. The
reliability of network is an operative and general technique to calculate (how likely is the network to
be still effective) even if it is a NP-hard to calculate the reliability of any binary-state network \cite{16,
17, 18}.

However, the traditional network reliability problem mainly focuses only on the connectivity
between a pair of specific nodes. For decision makers, the reliability of only a pair of nodes is not
enough to validate the network performance and roles of components to make a correct decision. For
example, a decision maker is always needed to find which pair of locations is the most reliable to
build a train track in the transportation system \cite{4}; which two bases have the best reliable connection
after considering network resiliency in telecom system \cite{13}; which pairs has the less reliable
communication in the wireless sensor network \cite{14}; which two grids need to enhance their connection
to have a better reliable smart grid \cite{9}; which points have the weakest signal transmission in the
internet of things \cite{11, 12}, etc.

In the proposed all-pairs homogeneity-arc binary-state undirected network reliability problem,
the desired output is a symmetry matrix of which the $i$th row and the $j$th column represent the
reliability between nodes $i$ and $j$ for all nodes $i$ and $j$.

The binary-state network reliability can already be estimated by using many tools and approaches
\cite{19-25}. It is trivial that the all-pairs homogeneity-arc binary-state undirected network reliability
problem can be solved by applying any algorithm that calculates the binary-state undirected network
reliability between all pair of nodes. However, the running time of the above concept is $O(m(m−1)p)$,
where $m$ is the number of arcs and $p$ is the time complexity of a traditional binary-state undirected
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network reliability algorithm, e.g., $\rho = O(m2^n)$ for the BAT proposed in [25-29]. From the application purpose, a more efficient algorithm is always necessary to calculate the exact all-pairs binary-state network reliability.

The traditional directed-arc binary-addition-tree algorithm (BAT) proposed by Yeh in [25] has emerged recently and became a new search method in finding all possible solutions or vectors. BAT is simply based on the binary addition to find all solutions and is more efficient compared to the depth-first search and breadth-first search methods. BAT has also been applied in different applications, i.e., the network reliability problems [25, 26, 27], the spread of wildfire [28], the propagation of computer virus [29], and rework problems [30].

Furthermore, for the network reliability problems, BAT has been implemented to solve different type of networks, e.g., binary-state networks of which each component is either working or failed [25, 27], multi-state networks of which each component has different capacities or states with different probabilities [29], flow networks which satisfied the flow conservation law, and/or information networks which dissatisfied the flow conservation law [26].

In calculating the binary-state network reliability, BAT can calculate and sum up the probabilities of all connected vectors to have the final reliability directly. Hence, BAT has no need to find out neither all minimal paths nor minimal cuts which both are NP-Hard problems, and neither to use Inclusion-Exclusion Technique (IET) [31] nor Sum-of-disjoint Product (SDP) [32] which both are also NP-Hard problems to calculate the reliability in terms of minimal paths or minimal cuts [17, 18]. Thus, from the complete experiments, the BAT is more efficient than these indirect algorithms.

Because its efficiency, simplicity, and flexibility of the BAT [25], the goal of this study is to revise the traditional directed-arc BAT to be an all-pairs undirected-arc BAT for the proposed all-pairs network reliability problem.

The rest of this study is organized as follows. Section 2 contains acronyms, notations, nomenclatures, and assumptions. The preliminaries, in particular, the concepts, pseudocode, and examples of the traditional BAT and path-based layered-search algorithm (PLSA) are discussed in
Section 3. The major contributions, including the utility of the undirected arcs rather than the directed arcs, the novel connected-group layered-search algorithm (CG-LSA) in verifying the all-pairs connectivity efficiently, and the pre-calculation of the probability to improve the running time of the all-pairs undirected BAT are proposed in Section 4. The primary difference between the proposed algorithm and the traditional BAT, the pseudocode, an example, and the time complexity of the proposed BAT are discussed in Section 5. Furthermore, the performance of the proposed BAT was demonstrated by testing on 20 benchmark networks. We conclude this study in Section 6.

2. ACRONYMS, NOTATIONS, NOMENCLATURES, AND ASSUMPTIONS

Relevant acronyms, notations, assumptions, and nomenclatures are presented in this section.

2.1 Acronyms

BAT: binary-addition-tree algorithm [25]
LSA: layered-search algorithm [32]
CG-LSA: connected-group LSA
BDA: binary-state directed arc
BUA: binary-state undirected arc

2.2 Notations

\( |\bullet| \): number of elements in set \( \bullet \) or the number of coordinates with value 1 in vector \( \bullet \)

\( n \): numbers of nodes

\( m \): numbers of arcs

\( V \): complete node set \( V = \{1, 2, \ldots, n\} \)

\( E \): complete arc set \( E = \{a_1, a_2, \ldots, a_m\} \)

\( a_k \): \( k \)th undirected arc in \( E \)

\( a_{ij} \): \( a_{ij} \in E \) and \( a_{ij} = a_{ji} = a_k \) for one \( k \) and \( i, j \in V \)

\( e_{ij} \): directed arc \( e_{ij} \in E \) between nodes \( i \) and \( j \) note that \( e_{ij} \neq e_{ji} \)

\( \text{Pr}(\bullet) \): probability of the occurrence of event \( \bullet \)
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\( D: \) state distributions of homogeneous undirected arcs list \( P(a) \) for each arc \( a \)

\( G(V, E): \) A graph with \( V \) and \( E \), e.g., the bridge network in Fig. 1 shows a graph with \( V = \{1, 2, 3, 4\} \) and \( E = \{a_1 = e_{1,2}, a_2 = e_{1,3}, a_3 = e_{2,3}, a_4 = e_{2,4}, a_5 = e_{3,4}\} \).

![Graph Diagram](image)

**Figure 1.** The bridge network

\( G(V, E, D): \) A homogeneity-arc binary-state undirected network with graph \( G(V, E) \) and state distributions \( D \), e.g., \( G(V, E) \) in Fig. 1 with \( D \) presented in Table 1 is a \( G(V, E, D) \).

| \( a \) | \( P(e) \) |
|---|---|
| \( a_1 = a_{1,2} \) | 0.9 |
| \( a_2 = a_{1,3} \) | 0.8 |
| \( a_3 = a_{2,3} \) | 0.7 |
| \( a_4 = a_{2,4} \) | 0.6 |
| \( a_5 = a_{3,4} \) | 0.5 |

**Table 1.** Arc state distributions in Fig. 1

\( X: \) binary-state vector and the value of its \( i \)th coordinate is the state of arc \( a_k \in E \) for \( k = 1, 2, \ldots, m \)

\( X(a_k): \) state (value) of the \( k \)th coordinate \( a_k \in E \) in the binary-state vector \( X \) for \( k = 1, 2, \ldots, m \)

\( \Pr(X(a_i)): \) occurrence probability of \( a \) in vector \( X \)

\( \Pr(X): \) \( \Pr(X) = \prod_{k=1}^{m} \Pr(X(a_k)) \)

\( G(X): \) subgraph \( G(X) = G(V, \{a \in E | \text{for all arc } a \text{ with } X(a) = 1\}) \)

\( P(i): \) \( P(i) = p^i \times (1-p)^{(m-i)} \)

\( \Omega_{s,t}(G): \Omega_{s,t}(G) = \{X | X \text{ is a } (s, t)-\text{connected vector in } G(V, E, D)\} \)

\( R_{s,t}(G): \) \( R_{s,t}(G) = \Pr(\Omega_{s,t}(G)) \) is reliability between nodes \( a \) to \( b \) of \( G(V, E, D) \)

### 2.3 Nomenclatures

**Paired reliability:** The success probability that there is one direct path between two specific nodes

**All-pairs reliability:** All paired reliabilities

**(s, t)-connected vector:** A vector \( X \) is connected if there is at least one directed path from nodes for arXiv
Homogenous Arc: An arc between nodes $i$ and $j$ is homogenous if its reliability from node $a$ to $b$ is identical to that from nodes $j$ to $i$, i.e., $e_{ij} \in E$ if and only if $e_{ji} \in E$ and also $\Pr(e_{ij}) = \Pr(e_{ji})$.

2.4 Assumptions

1. Each node is completely reliable in $V$.
2. Each arc is undirected, homogenous, and either working or failed in $E$.
3. $G(V, E)$ is connected without parallel arcs or loops.
4. $\Pr(a)$ is statistically independent according to a given distribution in $D$ for each $a$ in $E$.

3. REVIEW OF BAT AND PLSA

The traditional (directed-arc) BAT is revised in the proposed algorithm to find all possible undirected vectors and the PLSA is modified to verify the connectivity between any pairs of nodes. Hence, the traditional BAT and the PLSA are presented in this section.

3.1 BAT

The original BAT proposed by Yeh [25] is based on the binary addition for the binary-state directed network reliability problems. BAT and its variants have been compared with the breadth-search-first algorithm (BFS), e.g., the universal generating function methodology (UGFM) [16, 26] which is the best-known algorithm in the multi-state information networks without satisfying the flow conservation law; the depth-search-first algorithms (DFS), e.g., the QIE [31] which outperforms the best-known algorithm in multi-state flow networks reliability problems: the recursive BFS-based SDP (RSDP) [20, 32, 33]; the binary-decision-diagram (BBD) which is the best-known algorithm in binary-state network reliability problems [21, 27].

From performances in experiments, BAT algorithms outperform BFS [16, 26], DFS [31], UGFM [16, 26], QIE [31], RSDP [32], and BBD [21] in both running time without having an overflow for arXiv
problem in computer memory. Furthermore, BAT is simple to understand, easy to code, and convenient to make-to-fit [25-30].

The original BAT is implemented in this paper to find all possible combinations of each binary-state directed arc (BDA) vector [25]. In any BDA vector, each coordinate value is either 0 or 1 to represent that the related arc is failed or functioning, respectively. In BAT, the initial BDA vector is vector zero, i.e., each coordinate value is zero. In the original (backward) BAT [25], the procedure to find all BDA vectors is by adding one to the last coordinate to change the coordinate value from the last to the first iteratively, in a backward way, based on the binary addition method [25]:

1. If the value of the current coordinate is 0, it is changed to 1 and a new BDA vector is found.
   For example, (0, 0, 1) is updated to (0, 1, 0), i.e., 001 is updated to 010 by adding 1 to the last coordinate, where (0, 0, 1) is the current found BDA vector and (0, 1, 0) is the next found BDA vector.

2. If the value of the current coordinate, say $a_k \in E$, is 1, then it is changed to 0 and move to the next coordinate, i.e., $a_{(k-1)}$, to repeat the above two steps. For example, (1, 0, 1) is updated to (1, 1, 0), i.e., 101 is updated to 110 by adding 1 to the last coordinate.

3.2 BAT Pseudo-code and Time Complexity

The pseudo-code of the original (backward) BAT for finding all BDA vectors between nodes $s$ and $t$ is provided as follows [25]:

**Algorithm: BAT**

**Input:** A directed graph $G(V, E)$ with the source node $s$ and the sink node $t$.

**Output:** All BDA vectors without duplications.

**STEP B0.** Remove $e_{ls}$ and $e_{lj}$ for all $e_{ls} \in E$ and $e_{lj} \in E$, and let $m^* = | E - \{ e_{ls}, e_{lj} \mbox{ for all } e_{ls} \in E \mbox{ and } e_{lj} \in E \}|$.

**STEP B1.** Assign SUM = 0, $X$ be a vector zero, and $k = m^*$.
**STEP B2.** If \( X(a_k) = 1 \), assign \( X(a_k) \) and \( \text{SUM} \) to be 0 and \( \text{SUM} - 1 \), respectively, and go to \text{STEP B5}.

**STEP B3.** Assign \( X(a_k) \) and \( \text{SUM} \) to be 1 and \( \text{SUM} + 1 \), respectively.

**STEP B4.** Let \( k = k - 1 \) and return to \text{STEP B2} if \( k > 1 \).

**STEP B5.** If \( \text{SUM} = m^* \), halt; otherwise, let \( k = m^* \) and return to \text{STEP B2}.

STEP B0 replaces each undirected arc with two directed arc and removes these arcs which are impossible to go through. STEP B1 initializes the BDA vector \( X \), the number of coordinates with one, and the current index \( k \) to be a vector zero, value zero, and \( m^* \) (the last coordinate), respectively. These two procedures in generating a new BDA vector listed before are given from STEPs B2 and B3-B4, respectively. STEP B5 is the stopping criteria.

Note that there is no need to save the current \( X \) if we used it to generate a new BDA vector and determine its corresponding values, e.g., probability, cost, time, or any predefined function [25].

The number of all found \( X \) is \( 2^{2m} \) after changing each undirected arc into two directed arcs with opposite directions without considering \text{STEP B0}. The total time complexity is \( O(n2^{2m+1}) \), where \( O(n) \) is the running time for the PLSA [25], \( O(2^{2m+1}) \) is the time complexity of the traditional directed-arc \text{BAT}, and the details of the time complexity of \text{BAT} is discussed in Section 5.2.

### 3.3 BAT Example

The bridge network depicted in Fig. 1 is used to demonstrate the traditional directed-arc \text{BAT}. As listed in \text{STEP B0}, the only undirected arc \( a_{2,3} \) is replaced with directed arcs \( e_{2,3} \) and \( e_{3,2} \) in Fig. 2 after removing the directed arcs \( e_{i,j} \) and \( e_{4,j} \) for nodes \( i \) and \( j \).

![Diagram of BAT](attachment:bat_diagram.png)

for arXiv
Figure 2. $a_{2,3}$ is replaced with $e_{2,3}$ and $e_{3,2}$ in Fig. 1.

After that, $m^* = 6$, i.e., each vector $X$ is a 6-tube vector. Let $X = (0, 0, 0, 0, 0, 0)$ and SUM = 0 based on STEP B1. Using the binary addition to the last coordinate in $X$, i.e., in backward way, by treating $X$ as a binary digit, i.e., 000000, after adding one, we have the new $X = (0, 0, 0, 0, 0, 1)$ from STEP B2. In the same way, we have all 64 vectors with no duplications as shown in Table 2.

| $i$ | $X_i$ | $i$ | $X_i$ | $i$ | $X_i$ | $i$ | $X_i$ |
|-----|------|-----|------|-----|------|-----|------|
| 1   | (0, 0, 0, 0, 0) | 17  | (0, 1, 0, 0, 0) | 33  | (1, 0, 0, 0, 0, 0) | 49  | (1, 1, 0, 0, 0, 0) |
| 2   | (0, 0, 0, 0, 1) | 18  | (0, 1, 0, 0, 1) | 34  | (1, 0, 0, 0, 1, 0) | 50  | (1, 1, 0, 0, 1, 0) |
| 3   | (0, 0, 0, 1, 0) | 19  | (0, 1, 0, 1, 0) | 35  | (1, 0, 0, 1, 0, 0) | 51  | (1, 1, 0, 1, 0, 0) |
| 4   | (0, 0, 0, 1, 1) | 20  | (0, 1, 0, 1, 1) | 36  | (1, 0, 0, 1, 1, 0) | 52  | (1, 1, 0, 1, 1, 0) |
| 5   | (0, 0, 1, 0, 0) | 21  | (0, 1, 1, 0, 0) | 37  | (1, 0, 1, 0, 0, 0) | 53  | (1, 1, 1, 0, 0, 0) |
| 6   | (0, 0, 1, 0, 1) | 22  | (0, 1, 1, 0, 1) | 38  | (1, 0, 1, 0, 1, 0) | 54  | (1, 1, 1, 0, 1, 0) |
| 7   | (0, 0, 1, 1, 0) | 23  | (0, 1, 1, 1, 0) | 39  | (1, 0, 1, 1, 0, 0) | 55  | (1, 1, 1, 1, 0, 0) |
| 8   | (0, 0, 1, 1, 1) | 24  | (0, 1, 1, 1, 1) | 40  | (1, 0, 1, 1, 1, 1) | 56  | (1, 1, 1, 1, 1, 1) |
| 9   | (0, 1, 0, 0, 0) | 25  | (0, 1, 1, 0, 0) | 41  | (1, 0, 1, 0, 0, 0) | 57  | (1, 1, 1, 0, 1, 0) |
| 10  | (0, 1, 0, 0, 1) | 26  | (0, 1, 1, 0, 1) | 42  | (1, 0, 1, 0, 1, 0) | 58  | (1, 1, 1, 0, 1, 0) |
| 11  | (0, 1, 0, 1, 0) | 27  | (0, 1, 1, 1, 0) | 43  | (1, 0, 1, 1, 0, 0) | 59  | (1, 1, 1, 1, 0, 0) |
| 12  | (0, 1, 0, 1, 1) | 28  | (0, 1, 1, 1, 1) | 44  | (1, 0, 1, 1, 1, 0) | 60  | (1, 1, 1, 1, 1, 0) |
| 13  | (0, 1, 1, 0, 0) | 29  | (0, 1, 1, 1, 0) | 45  | (1, 0, 1, 1, 0, 0) | 61  | (1, 1, 1, 1, 0, 0) |
| 14  | (0, 1, 1, 0, 1) | 30  | (0, 1, 1, 1, 0) | 46  | (1, 0, 1, 1, 0, 0) | 62  | (1, 1, 1, 1, 0, 0) |
| 15  | (0, 1, 1, 1, 0) | 31  | (0, 1, 1, 1, 0) | 47  | (1, 0, 1, 1, 1, 0) | 63  | (1, 1, 1, 1, 1, 0) |
| 16  | (0, 1, 1, 1, 1) | 32  | (0, 1, 1, 1, 1) | 48  | (1, 0, 1, 1, 1, 1) | 64  | (1, 1, 1, 1, 1, 1) |

3.4 PLSA

In the original BAT for the binary-state directed network reliability problems, the path-based layered-search algorithm (PLSA) was implemented in STEP B2 in Section 3.1 to verify whether the new obtained BDA vector $X$ is a $(s, t)$-connected vector, i.e., there is a directed path from nodes $s$ to $t$. If such $X$ is a $(s, t)$-connected BDA vector, $Pr(X)$ is calculated; otherwise, go to B5.

The PLSA is revised from the layered-search algorithm (LSA) proposed in [34] to search for all $d$-MPs in acyclic networks. The PLSA pseudocode is delivered as follows.

Algorithm: PLSA

**Input:** A BDA vector obtained $X$ in STEP B2 of BAT
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Whether $X$ is $(s, t)$-connected from nodes $s$ to $t$ in $G(V, E)$, where $s = 1$ and $t = n$.

**STEP P0.** Let $V^* = L_1 = \{1\}$ and $i = 2$.

**STEP P1.** Let $L_i = \{ v \in V^* \ | \ \text{for all } e_{a,v} \in E \text{ and } a \in V^*, \ i.e., X(a_i) = 1 \ a_i = e_{a,v} \}$. 

**STEP P2.** If $n \in L_i$, there is a directed $(1, n)$-path in $G(X)$, i.e., $X$ is $(s, t)$-connected, and stop.

**STEP P3.** If $L_i = \emptyset$, there is a cut between nodes $s$ and $t$ in $G(X)$ and stop.

**STEP P4.** Let $V^* = V^* \cup L_i, i = i + 1$, and go to STEP P1.

*Figure 3. $G(X)$ based on Fig. 2, where $X = (1, 1, 1, 0, 1, 0)$.*

For example, let $X = (1, 1, 1, 0, 1, 0)$ in Fig. 2 and $G(X)$ is shown in Fig. 3. The process of verifying the connectivity between nodes 1 and 4 in $G(X)$, i.e., to determine whether a BDA vector $X$ is a $(1, 4)$-connected, based on PLSA is shown in Table 3.

| Table 3. Verify the connectivity between nodes 1 and 4 by using PLSA for Fig. 1. |
|---------------------------------------------------------------|
| $i$ | $L_i$ | $V^*$ |
|-----|------|------|
| 0   | \{1\} | \{1\} |
| 1   | \{2, 3\} | \{1, 2, 3\} |
| 2   | \{4, 5\} | \{1, 2, 3, 4, 5\} |

4. INNOVATION PARTS IN PROPOSED ALL-PAIRS BAT

The innovation parts in proposed all-pairs BAT are discussed in this section including the reason why there is no need to change an undirected arc into two directed arcs [25]; the novel concept to verify the connectivity of all pairs of nodes by just using one complete vector set obtained from the BAT without generating all vector sets for each pair of nodes to save running time; another new
concept to calculate the probability of possible vectors based on the number of working homogenous arcs before finding all vectors to reduce the computer burden.

### 4.1 Undirected arcs

The number of BDA vectors is the major part in the BAT time complexity. In the traditional BAT, any undirected arc is needed to change to two directed arcs with two opposite directions. Hence, the number of coordinates is $2m$ and the time complexity is $O(2^m)$ for the traditional BAT to have all BDA vectors [25], where the power of two denotes that each directed arc has two states. Hence, if we can reduce the number of coordinates, the time complexity can be also reduced. To achieve the above goal, the following property is proposed and proved.

**Property 1.** $R_{s,t}(G) = R_{s,t}(G_k)$, where $G = G_k$ except the undirected arc $a_{ik} = a_{ij}$ in $G$ are changed to two direct arcs with two opposite directions: $e_{x,y}$ and $e_{y,x}$ with arc labels $k$ and the $(m+1)$ in $G_k$.

**Proof.** Let vector subset $\Xi$ and $\Xi_k$ be the sets of all $m$-tube and $(m+1)$-tube vectors such that

$$\Xi = \{ X | X(a_i) = x_i \text{ for } i \neq k \}$$

(1)

and

$$\Xi_k = \{ X | X(a_i) = x_i \text{ for } i \neq k, (m+1) \}.$$  (2)

If any vector in $\Xi$ is disconnected, then any vector in $\Xi_k$ is also disconnected and both $\Pr(\Xi)$ and $\Pr(\Xi_k)$ are not counted in $R_{s,t}(G)$ and $R_{s,t}(G_k)$, respectively. Conversely, if any vector in $\Xi$ is connected and no matter the state of $a_k$, i.e., there is a path via $e_{x,y}$ and another path via $e_{y,x}$ from nodes $s$ to $t$, both $\Pr(\Xi)$ and $\Pr(\Xi_k)$ are counted in $R_{s,t}(G)$ and $R_{s,t}(G_k)$ and

$$\Pr(\Xi) = \Pr(\{ X \in \Xi | X(a_k) = 1 \}) + \Pr(\{ X \in \Xi | X(a_k) = 0 \}) = \prod_{i=1}^{m} \Pr(a_i)$$

(3)

$$\Pr(\Xi_k) = \Pr(\{ K \in \Xi_k | K(e_{x,y}) = K(e_{y,x}) = 1 \})$$

$$+ \Pr(\{ K \in \Xi_k | K(e_{x,y}) = K(e_{y,x}) = 0 \})$$
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\[
\begin{align*}
&+ \Pr(\{K \in \Xi_k \mid K(e_{x,y})=1, K(e_{y,x})=0\}) \\
&+ \Pr(\{K \in \Xi_k \mid K(e_{x,y})=0, K(e_{y,x})=1\}) \\
&= \prod_{i=1}^{m} \Pr(a_i). \quad (4)
\end{align*}
\]

Consider that any vector \( X \in \Xi \) is connected by at least one path from nodes \( s \) to \( t \) via \( e_{x,y} \) in \( G(X_k) \). It is trivial that \( \Pr(\Xi) \) is included in \( R_{s,t}(G) \) and \( \Pr(\Xi_k) \) with \( X^*(e_{x,y}) = 1 \) is included in \( R_{s,t}(G_k) \) for all \( K \in \Xi_k \), respectively, and

\[
\Pr(\Xi) = \Pr(\{X \mid X(a_k)=1\}) = p \prod_{i=1}^{m} \Pr(a_i) \quad (5)
\]

\[
\Pr(\Xi_k) = \Pr(\{K \mid K(e_{x,y})=1, K(e_{y,x})=0\}) + \Pr(\{K \mid K(e_{x,y})=K(e_{y,x})=1\}) \\
= pq \prod_{i=1}^{m} \Pr(a_i) + pp \prod_{i=1}^{m} \Pr(a_i) \\
= p \prod_{i=1}^{m} \Pr(a_i). \quad (6)
\]

Similarly, \( \Pr(\Xi) = \Pr(\Xi_k) \), if any vector \( X \in \Xi \) is connected and at least one path from nodes \( s \) to \( t \) via \( e_{x,y} \) in \( G(X_k) \). From the above, this property is correct.

From the above discussion in Property 1, the number of coordinates can be reduced from \( 2m \) to \( m \) in the proposed all-pairs BAT without changing the final reliability of any pair of nodes.

4.2 Connected-Group Layered-Search Algorithm (CG-LSA)

The original PLSA can only verify the connectivity of a pair of nodes. In the proposed all-pairs BAT, we need to verify the connectivity of all pairs. Hence, the PLSA which is path-based is modified to a new algorithm called the connected-group layered-search algorithm (CG-LSA).

The pseudocode of the proposed CG-LSA in verifying the connectivity of all pairs of nodes is listed below:
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ALGORITHM: CG-LSA

Input: A BUA $X$ vector obtained in the proposed all-pairs BAT

Output: Which nodes are connected in $G(X)$.

STEP S0. Let $\tau = i = 0$ and $f_v = 0$ for all $v \in V$.

STEP S1. Find the node, say $k$, with $f_k = 0$, let $f_k = 1$, $\tau = \tau + 1$, and $L = V_\tau = \{k\}$. If no such node, halt.

STEP S2. Let $i = i + 1$, $k$ be the first node in $L$, $L_{\tau,i} = \{ v \in V \mid \forall e_{k,v} \in E \text{ and } f_v = 0, \text{i.e., } X(a_j) = 1 \text{ and } a_j = e_{k,v} \}$, $V_\tau = V_\tau \cup \{k\}$, and $L = (L - \{k\}) \cup L_{\tau,i}$.

STEP S3. If $L \neq \emptyset$, go to STEP S2. Otherwise, go to STEP S1.

Let $L_{\tau,i}$ be the $i$th layer, where $\tau$ denotes the $\tau$th connected group. $L_{\tau,i}$ is a special node subset and each node in such layer is connected to all nodes in $L_{\tau,k}$ for $k \leq i$. $L_{\tau,i}$ in STEP S2 be the core of the CG-LSA, we select another new node based on $L_{\tau,i}$ to form a new iteration after adding all nodes in $L_{\tau,i}$ to $L$ as previously shown in STEP S2. If $L_{\tau,i} = \emptyset$ and no more new nodes are left in $L$, we let $\tau = \tau + 1$ and select the node, say $k$, with smallest label and $f(k) = 1$, i.e., $f(j) = 0$ for all $j < k$, as provided in STEP S1.

Each node is selected to be node $k$ once only either in STEP S1 or STEP S2. Hence, the time complexity of the proposed CG-LSA is only $O(3n)$ including the update of $f$ and $\tau$. The well-known Floyd-Warshall algorithm [35, 36] found all-pairs shortest paths can also be used to verify the connectivity between any two nodes with time complexity $O(n^3)$. Also, the PLSA can be implemented by verifying all combinations of any two nodes. The number of different combinations is $P_2^n = n(n-1)/2$ and each time has time complexity $O(n)$, i.e., the total time complexity is also $O(n^3)$.

Hence, the proposed CG-LSA is very efficient from the above comparisons.
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For example, in Fig. 4 in which all dashed arcs are failed, the proposed SP-LST is implemented to find the connected groups and the whole procedure is explained in Table 4, where $F = \{f_1, f_2, f_3, f_4, f_5, f_6, f_7, f_8, f_9, f_{10}, f_{11}, f_{12}, f_{13}, f_{14}, f_{15}, f_{16}\}$.

![Figure 4](image)

**Figure 4.** The example network to explain the proposed CG-LSA where all dashed arcs are failed.

To be easily recognized and understood, in Table 4, the number in bold and in a box denotes the related node $k$ selected in the current iteration and for the next iteration with a new $\tau$, respectively. For example, $F = \{(1, 1, 1, 1, 1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0)\}$ for $i = 8$ denotes that node $k = 6$ is selected for the current iteration, i.e., the $8^{th}$ iteration, and node 8 is going to be selected for the next iteration with $\tau = 2$ because $L = \emptyset$ in the end of the current iteration.

| $i$ | $\tau$ | $k$ | $L_{\tau,j}$ | $L$ | $F$ | $V_\tau$ |
|-----|--------|-----|-------------|-----|-----|--------|
| 0   | 0      | 1   | {1}         | {1} | (1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0) | {1} |
| 1   | 1      | 2   | {2, 16}     | {2, 6} | (1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0) | {1} |
| 2   | 1      | 2   | {3, 5}      | {16, 3, 5} | (1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0) | {1, 2} |
| 3   | 1      | 16  | $\emptyset$ | {3, 5} | (1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0) | {1, 2, 16} |
| 4   | 1      | 3   | 4           | {5, 4} | (1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0) | {1, 2, 16, 3} |
| 5   | 1      | 5   | $\emptyset$ | 4 | (1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0) | {1, 2, 16, 3, 5} |
| 6   | 1      | 4   | 7           | 7 | (1, 1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0) | {1, 2, 16, 3, 5, 4} |
| 7   | 1      | 7   | 6           | 6 | (1, 1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0) | {1, 2, 16, 3, 5, 4, 7} |
| 8   | 1      | 6   | $\emptyset$ | 8 | (1, 1, 1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0) | {1, 2, 16, 3, 5, 4, 7, 6} |
| 9   | 2      | 8   | 12          | 12 | (1, 1, 1, 1, 1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0) | {8} |
| 10  | 2      | 12  | 13          | 13 | (1, 1, 1, 1, 1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0) | {8, 12} |
| 11  | 2      | 13  | 9           | 9 | (1, 1, 1, 1, 1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0) | {8, 12, 13} |
| 12  | 2      | 9   | $\emptyset$ | 12 | (1, 1, 1, 1, 1, 1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0) | {8, 12, 13, 9} |
| 13  | 3      | 10  | 14          | 14 | (1, 1, 1, 1, 1, 1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0) | {10} |
| 14  | 3      | 14  | 15          | 15 | (1, 1, 1, 1, 1, 1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0) | {10, 14} |
| 15  | 3      | 15  | $\emptyset$ | 15 | (1, 1, 1, 1, 1, 1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0) | {10, 14, 15} |
| 16  | 4      | 11  | $\emptyset$ | 11 | (1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1) | {11} |

Table 4. The process from the proposed CG-LSA for Fig. 4.
From Table 4, we have four connected groups: $V_1 = \{1, 2, 16, 3, 5, 4, 7, 6\}$, $V_2 = \{8, 12, 13, 9\}$, $V_3 = \{10, 14, 15\}$, and $V_4 = \{11\}$. All nodes in the same group are connected in $G(X)$, e.g., any pairs of nodes in $\{10, 14, 15\}$ are connected.

### 4.3 Pre-calculations the Vector Probability

Similar to all BAT reliability-related algorithms [25, 26, 27], after each new BUA vector is found and its connectivity is confirmed in the proposed all-pairs BAT, we need to calculate its reliability immediately before it is abandoned. To speed up the whole procedure, a new idea is proposed to calculate the reliability problems with $Pr(a)$ are identical for all $a \in E$, e.g., $Pr(a_i) = 0.9$ in Table 1.

Let

$$
\Omega_{s,t}(G) = \{X \mid X \text{ is a } (s, t)\text{-connected vector in } G(V, E, D)\} \quad (7)
$$

$$
P(i) = P(|X|) = p^i \times (1-p)^{m-i}, \quad (8)
$$

where $i = |X|$ is the number of coordinates with value 1 in vector $X$. The value of $P(i)$ can be calculated before the BAT for all $i = 0, 1, \ldots, m$. For example, let $p = 0.9$ and $q = 1 - p = 0.1$ be the success and failure probabilities of each arc in Fig. 1, respectively. We have $P(i)$ for $i = 0, 1, \ldots, m$ as shown in Table 5.

| $i$ | $P(i)$ |
|-----|--------|
| 0   | $0.9^0 \times 0.1^3 = 0.00001$ |
| 1   | $0.9^1 \times 0.1^4 = 0.00009$ |
| 2   | $0.9^2 \times 0.1^3 = 0.00081$ |
| 3   | $0.9^3 \times 0.1^2 = 0.00729$ |
| 4   | $0.9^4 \times 0.1^1 = 0.06561$ |
| 5   | $0.9^5 \times 0.1^0 = 0.59049$ |

The occurrence probability of the connected BUA vector $X$, i.e., $Pr(X)$, obtained in the BAT in STEP A2 is the product of the probabilities of all failed arcs and all functioning arcs in $X$, i.e.,

$$
Pr(X) = \prod_{k=1}^{m} Pr(X(a_k)). \quad (9)
$$

Note that
\[
\sum_{X} \Pr(X) = 1 
\]  
(10)

for all BUA vector \(X\) obtained in BAT no matter \(X\) is connected or disconnected.

The reliability of the connectivity of nodes \(s\) and \(t\) of \(G(V, E, D)\), i.e., \(R_{s,t}(G)\), is the summation of all \(\Pr(X)\) for all connected BUA vector \(X\):

\[
R_{s,t}(G) = \Pr(\Omega_{s,t}(G)) = \sum_{X \in \Omega_{s,t}(G)} \Pr(X). 
\]  
(11)

Hence, after substituting Eq. (9) for \(\Pr(X)\) to Eq. (11), we have

\[
R_{s,t}(G) = \sum_{X \in \Omega_{s,t}(G)} \prod_{k=1}^{m} \Pr(X(a_k)). 
\]  
(12)

Because all \(\Pr(a) = p\) for all arc \(a\) in the homogenous networks, we have

\[
\Pr(X) = P(|X|). 
\]  
(13)

and

\[
R_{s,t}(G) = \sum_{X \in \Omega_{s,t}(G)} P(|X|). 
\]  
(14)

For example, we have \(\Pr(X) = 0.9^{13} \times 0.1^{11}\) if \(p = 0.9\) and \(q = 0.1\) are the success and failure probabilities of each arc, respectively, and \(X\) is the related state vector of Fig. 4.

For the reliability between nodes \(s\) and \(t\), i.e., \(R_{s,t}(G)\), Eq. (13) and Eq. (14) take only \(O(1)\) and \(O(2^{m})\) if \(P(|X|)\) is pre-calculated; otherwise, \(O(m)\) and \(O(m2^{m})\) in Eq. (9) and Eq. (12), respectively, where \(\mu = 2^{m}\) is the number of \((s, t)\)-connected vectors in the worst case. Moreover, the time complexities are increased up to \(O(n^2)\) and \(O(n^2 \times m2^{m})\) for all-pairs network reliability problems for these networks without homogenous arcs. Thus, Eq. (12) is suitable for these networks without homogenous arcs and Eq. (14) is very useful in homogenous networks to reduce the running time.

5. PROPOSED BAT

The proposed all-pairs BAT for calculating all-pairs reliability is presented in Section 5 including the discussion of the differences between the proposed all-pairs BAT and the traditional for arXiv
BAT in Section 5.1, the pseudocode and time complexity of the all-pairs BAT in Section 5.2, an example to explain the all-pairs BAT in Section 5.3, and a complete experiment on 20 benchmark problems to demonstrate the performance of the all-pairs BAT in Section 5.4.

5.1 Differences Between the All-Pairs BAT and the Traditional BAT

The way to generate all possible BUA vectors in the proposed all-pairs BAT is the exact same to that in the traditional BAT [25] which is discussed in Section 3. The value of each coordinate in a BUA vector is either 0 or 1 to denote the state of the related arc and each BUA vector can be treated as a binary code.

In the proposed all-pairs BAT, each new BUA vector is generated by adding 1 to the first coordinate, i.e., in a forward way, of the current BUA vector which is slightly different to the backward way in the traditional BAT proposed in [25]. Besides, there are three major differences between the proposed all-pairs BAT and the traditional BAT:

1. No need to change each undirected arc to two directed arcs with opposite directions. The correctness of the above statement is provided in Section 4.1.

2. Each pair of nodes are needed to verify its connectivity in the proposed all-pairs BAT not only one pair of nodes in the traditional BAT. Note that the way to achieve this goal is based on the CG-LSA proposed in Section 4.2 which can reduce the time complexity from $O(n^3)$ to at least $O(3n)$.

3. The way to calculate the probability of each connected BUA vector is based on Eq. (14) in the proposed all-pairs BAT but not based on Eq. (12) as in the traditional BAT. Eq. (14) is calculated only once before the proposed all-pairs BAT and can speed up the whole procedure in calculating all-pairs reliability from $O(n^2m2^{|m|})$ to $O(m2^{|m|})$ as discussed in Section 4.3 if the verification of the connectivity between any pair of nodes is ignored.
5.2 Pseudocode and Time Complexity of All-Pairs BAT

The overall pseudocode of the proposed BAT is based on the traditional BAT proposed in [25] without considering the directions of arcs as discussed in Section 4.1, the CG-LSA discussed in Section 4.2 in verifying the connectivity between any pair of nodes in the BUA vectors, and the pre-calculation of \( P_i \) for \( i = 0, 1, \ldots, m \) discussed in Section 4.3 as follows.

**Algorithm:** All-Pairs BAT

**Input:** A homogeneity-arc binary-state undirected network \( G(V, E, D) \)

**Output:** The reliability \( R_{s,t}(G) \) for all nodes \( s \neq t \) in \( V \)

**STEP 0.** Let \( \text{SUM} = 0, X = 0 \) (vector zero), \( k = 1 \), and calculate \( P(i) \) for \( i = 0, 1, \ldots, m \) if \( Pr(a) = Pr(b) \) for all arcs \( a \neq b \) in \( E \).

**STEP 1.** If \( X(a_k) = 1 \), let \( X(a_k) = 0 \) and \( \text{SUM} = \text{SUM} - 1 \), and go to **STEP 4.**

**STEP 2.** Let \( X(a_k) = 0 \) and \( \text{SUM} = \text{SUM} + 1 \).

**STEP 3.** If \( k < m \), let \( k = k + 1 \) and go to **STEP 1.**

**STEP 4.** Find \( \Omega(X) = \{ (s, t) \mid \text{if } X \text{ is a } (s, t)-\text{connected for all nodes } s \neq t \text{ in } V \} \) based on the proposed CG-LSA proposed in Section 4.3.

**STEP 5.** If \( Pr(a) = Pr(b) \) for all arcs \( a \neq b \) in \( E \), let \( R(s, t) = R(s, t) + Pr(|X|) \) for all \( (s, t) \in \Omega(X) \) and go to **STEP 7.**

**STEP 6.** Let \( R(s, t) = R(s, t) + \prod_{k=1}^{m} Pr(X(a_k)) \) for all \( (s, t) \in \Omega(X) \).

**STEP 7.** If \( \text{SUM} = m \), halt and \( R_{s,t}(G) = R(s, t) \) for all nodes \( s, t \in V \). Otherwise, go to **STEP 1.**

**STEP 0** initializes all values, e.g., \( \text{SUM}, X, \) and \( k \), and calculates \( P(i) \) for all \( i = 0, 1, \ldots, m \) if \( G(V, E, D) \) is homogeneous. **STEPS 1 – 3** is based on the BAT to find each BUA vector. **STEP 4** verifies the connectivity of each pair of nodes based on the proposed CG-LSA. **STEPS 5 and 6** add the probability of \( Pr(|X|) \) or \( Pr(X) \) to \( R(s, t) \), respectively, if \( X \) is a \( (s, t)-\)connected for each pair of nodes \( s \) and \( t \).

for arXiv
Note that no two BUA vectors have the same values because the new BUA vector is generated by adding one to the current BUA vector, say \( X \), in a way similar to consecutively varying bits in a binary code.

The time complexity is a major index to compare the performance among the network-reliability related algorithms and the most efficient one always has the best time complexity [17, 18] theoretically.

**Property 2.** The number of all vectors generated from the BAT is \( 2^m \) with time complexity \( O(2^{m+1}) \).

**Proof.** Each vector has \( m \) coordinates and each coordinate is either 0 or 1. Hence, the number of all vectors generated from the BAT is \( 2^m \). The current vector needs to find out which coordinate \( i \) with value 0 such that any coordinate \( j \) with value 1 for all \( i < j \) if it is a forward BAT, e.g., the proposed all-pairs BAT. or \( i > j \) if it is a backward BAT, e.g., the traditional BAT. For example, as shown in Fig. 5, \( X_1 = (0, 0, 0, 0, 0) \) takes only one comparison, i.e., the 1\(^{st} \) coordinate, to find the first zero (in forward way) to have \( X_2 = (1, 0, 0, 0, 0) \).

In the same way, the first zero coordinate is in the 2\(^{nd} \) coordinate, i.e, \( X_2 \) needs two comparisons. The number of comparisons between two consecutive BUA vectors, e.g., \( X_i \) and \( X_i + 1 \), can be found from the number of distinctive branch nodes in the tree shown in Fig. 5 as discussion in [25].

![Figure 5. The number of comparisons between two consecutive BUA vectors.](image)

Hence, the number of comparisons, which is also the total number of branch nodes, is

\[
2 + 2^2 + 2^3 + \ldots + 2^m = 2(2^m - 1). \tag{15}
\]

Thus, the complexity is \( O(2^{m+1}) \).
The time complexity is $O(1 \times 2^{m+1} + n \times 2^{m+1} + n^2 \times 2^{m+1}) = O(n^2 2^{m+1})$ and $O(m \times 2^{m+1} + n \times 2^{m+1} + n^2 \times 2^{m+1}) = O(n^2 2^{m+1})$ for the proposed all-pairs BAT no matter if $G(V, E, D)$ is homogeneous, where

$O(2^{m+1})$: the time complexity in finding all BUA vectors from STEPs 1–3
$O(n \times 2^{m+1})$: the time complexity to verify the connectivity of each BUA vector for any pair of nodes in STEP 4
$O(n^2 \times 2^{m+1})$: the time complexity to calculate $R(s, t)$ for any pair of nodes $(s, t)$ in STEP 4
$O(1 \times 2^{m+1})$: the time complexity to calculate $R_{i,j}(G)$ if $G(V, E, D)$ is homogeneous in STEP 5
$O(m \times 2^{m+1})$: the time complexity to calculate $R_{i,j}(G)$ if $G(V, E, D)$ is not homogeneous in STEP 6.

Hence, we have the following property about the time complexity of the proposed all-pairs BAT.

**Property 3.** The proposed all-pairs BAT finds all-pairs reliability with time complexity $O(n^2 2^{m+1})$.

There is no difference in the way to find each BUA in both traditional BAT and the proposed all-pairs BAT if the direction of each arc is ignored. However, the proposed CG-LSA outperforms the Floyd-Warshall algorithm [35, 36] and the all-pairs PLSA as discussion in Section 4.2. Without using the proposed CG-LSA, the time complexity is increased up to $O(n^3 2^{m+1})$. Hence, the proposed algorithm is efficient from the theoretical view.

### 5.3 Example

The bridge network depicted in Fig 1. is used to demonstrate the proposed all-pairs BAT because the bridge network can be solved using the all-pairs BAT by hand to avoid a complex and tedious calculations which is common NP-Hard obstacle of all network reliability problems.

There are five arcs in the bridge network and each related BUA vector needs to be 5-tuple. Each coordinate is either 0 or 1, i.e., there are $2^5 = 32$ different BUA vectors. Also, assume that each undirected arc with the success probability 0.9 and the failure probability 0.1, i.e., $Pr(X) = P(|X|)$ for all obtained BUA vector $X$. for arXiv
As most of BAT algorithms and the pseudocode presented in Section 5.2, the BUA vector $X$ is initialized to be zero vector, i.e., $(0, 0, 0, 0, 0)$ which is obviously not connected for any pair of nodes.

After the initial BUA vector, all other BUA vector is obtained based on the forward binary addition also as shown in the pseudocode listed in Section 5.2, e.g., $(1, 0, 0, 0, 0)$, $(0, 1, 0, 0, 0)$, etc. Analogy, we have all the BUA vectors listed in Table 6. For easy recognition, $X_i$ is the BUA vector $X$ found in the $i$th iteration for $i = 1, 2, \ldots, 32$. Note that there is no need to record all BUA vectors because each BUA is discarded after it has tested the connectivity between any two nodes using the proposed CG-LSA.
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In Table 6, these empty grids mean the related pair of nodes are connected; otherwise, the grid lists the related probability, e.g., 0.00009 in the column under title (1, 2) and the row under \( i = 2 \) means that the corresponding \( X_2 = (1, 0, 0, 0, 0) \) is (1, 2)-connected with probability 0.00009. Details regarding how to verify the state vectors are presented in Section 4.2. The last row is the summations of all probabilities that the related pair is connected, e.g., \( R_{1,2}(G) = 0.98829 \).

Hence, the lower triangular of the symmetry reliability matrix is:

\[
R = \begin{bmatrix}
0 & 0.98829 & 0.98829 & 0.9788 & 0.9963 \\
0.98829 & 0.9963 & 0.98829 & 0.98829 & 0.98829 \\
0.97848 & 0.98829 & 0.98829 & 0.98829 & 0.98829 \\
0.9963 & 0.98829 & 0.98829 & 0.98829 & 0.98829 \\
0.98829 & 0.98829 & 0.98829 & 0.98829 & 0.98829 \\
\end{bmatrix},
\]

(16)

where the element in the \( i^{\text{th}} \) row and the \( j^{\text{th}} \) column is \( R_{i,j}(G) \), e.g., \( R_{4,2}(G) = 0.98829 \).

### 5.4 Computation Experiments

The performance and effectiveness of the proposed all-pairs BAT is validated by testing on 20 undirected binary-state benchmark networks shown in Fig. 6 [20, 21, 25]. These popular binary-state benchmark networks are changed to undirected networks to meet the requirement of the proposed all-pairs BAT, e.g., Fig. 6(6). Also, each arc is set to be homogeneous with the reliability 0.9.

The testing environments all adapted from [21] which compared the traditional BAT with QIE [31], including the code are programmed in DEV C++ 5.11, the platform is 64-bit Windows 10, the computer hardware is Intel Core i7-6650U CPU @ 2.20GHz 2.21GHz notebook and 16 GB RAM.

Table 7 provides the experimental results of the proposed all-pairs BAT. In Table 7, the notations \( N_{\text{OLD}}, N_{\text{BAT}}, T_{\text{OLD}}, T_{\text{BAT}}, N^f, \) C, and \( R \) are the total number of vectors obtained from the traditional BAT [25] and the proposed all-pairs BAT, the average number of connected vectors, the total running time for the traditional BAT [25] and the proposed all-pairs BAT, the connection matrix, and the reliability matrix, respectively. Note that these empty grids in columns \( N_{\text{OLD}} \) and \( T_{\text{OLD}} \) mean that the traditional BAT is failed to calculate the one-pair reliability within 10 hours.

From the running time \( T_{\text{BAT}} \) listed in Table 7, the proposed all-pairs BAT can solve all
benchmark problems within 30 seconds. Moreover, the running time of these networks, e.g., Fig. 6(1)-6(5), 6(8)-6(12), with arc number \( m < 14 \) are all zeros. Apparently, the NP-Hard characteristic, i.e., the running time increased exponentially with the number of arcs, start to stronger from \( m = 14 \). For example, the running times are 153.06, 619.22 (almost \( 4 = 2^2 \) times of 153.06), and 1376.18 (around double of 619.22) corresponding to \( m = 27, 29 (= 27 + 2), 30 = (29 + 1) \) for Fig. 6(17), 6(14), and 6(13).

The traditional BAT is unable to calculate a one-pair reliability of network in Fig. 6(13), 6(14), 6(17), 6(18), 6(19), and 6(20) within 10 hours [25]. Conversely, the proposed all-pairs BAT can solve all-pairs reliability, i.e., the \( n(n-1)/2 \) pairs, for each network within 30 minutes. The main reason for that is the proposed all-pairs BAT can solve the problems directly without needing to change each undirected arc into two directed arcs which square of the running time than that of the proposed all-pairs BAT. Another reason is the implementation of the CG-LSA can reduce the running time down to \( 1/n \) of the original one to further reduce the computational burden.

Another interesting phenomenon is the number of disconnected vectors is less than connected vectors for almost all cases except Fig. 6(5), 6(14), 6(17), 6(19), and 6(20). For example, in Fig. 6(1), the total number of vectors generated in the BAT is 32 and average number of connected vectors is

\[
\frac{[21 + (21+23) + (16+21+21)]}{6} = 20.5, \quad (17)
\]
i.e., the average number of disconnected vectors is \( 32 - 20.5 = 11.5 \). Also, among 6 distinctive pairs, e.g., (1, 2), (1, 3), (1, 4), (2, 3), (2, 4), and (3, 4), 5 pairs have more than 16 connected vectors and one pair has exactly 16 connected vectors. From the average number and the number of pairs of the connected vectors, it is more efficient to calculate the binary-state network reliability based on the disconnected vectors, e.g., the minimal cuts, than the connected vectors, e.g., the minimal paths. This important observation further confirms these conclusions obtained in [23, 25] that cut-based algorithms are more efficient that path-based algorithms and can be used to calculate the network reliability by developing disconnected-vector algorithms.
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Figure 6. 20 binary-state benchmark networks.

From the above, the proposed all-pairs BAT is superior than the traditional BAT [25] which outperforms the reliability algorithms based on the minimum cuts [23], minimum paths [24], SDP [32], or IET [31].
6. CONCLUSIONS

Reliability is the success probability that the network is still functioning and it plays significant roles in assessing the performances of binary-state networks which are the basis of many network applications. This paper presents a novel all-pairs BAT based on the undirected BAT, CG-LSA, and the reliability pre-calculation method to solve the homogeneity-Arc binary-state undirected network reliability problems.

From the complete experimental test, the proposed all-pairs BAT is able to calculate each pair of reliability for all 20 well-known binary-state undirected networks within 30min and is a big improvement compared to other existing-known algorithms which are all impossible to calculate the one-pair reliability for all 20 benchmark problems within 10hrs. These outcomes also confirm that the time complexity of the proposed all-pairs BAT is better than existing-known algorithms to find all combinations of any two nodes as discussed in Section 5.1.

In future works, the proposed all-pairs BAT will be further improved and extended to all-pairs reliability of the multi-state flow network, multi-state information network, and multi-commodity for arXiv
network, etc., with directed arcs, heterogeneous arcs, and unreliable nodes.
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### APENDIX

\[
\begin{align*}
C \in \mathbb{R}^{21 \times 21} \\
R \in \mathbb{R}^{21 \times 21}
\end{align*}
\]

#### (1)

\[
C \in \mathbb{R}^{149 \times 149} \\
R \in \mathbb{R}^{149 \times 149}
\]

#### (2)

\[
C \in \mathbb{R}^{1687 \times 1687} \\
R \in \mathbb{R}^{1687 \times 1687}
\]

#### (3)

\[
C \in \mathbb{R}^{286 \times 286} \\
R \in \mathbb{R}^{286 \times 286}
\]

#### (4)

\[
C \in \mathbb{R}^{1867 \times 1867} \\
R \in \mathbb{R}^{1867 \times 1867}
\]

#### (5)

\[
C \in \mathbb{R}^{12068 \times 12068} \\
R \in \mathbb{R}^{12068 \times 12068}
\]

#### (6)

\[
C \in \mathbb{R}^{12068 \times 12068} \\
R \in \mathbb{R}^{12068 \times 12068}
\]

for arXiv
for arXiv
for arXiv
for arXiv
\[
\begin{array}{cccccccccc}
0 & 0 & 0.987831149 & 0.985405124 & 0.995666375 & 0 & 0.975419048 & 0.9845065124 & 0.987831149 & 0.987604335 & 0.997036665 & 0.99713753 \\
0.98717353 & 0.997093665 & 0.997482238 & 0.997604335 & 0.999277779 & 0 & 0.984946496 & 0.994857083 & 0.995421314 & 0.997831149 & 0.98798819 & 0.994738987 \\
0.98798819 & 0.994657741 & 0.994657741 & 0.994857083 & 0.995421314 & 0.997000825 & 0.999277779 & 0.997000825 & 0.997000825 & 0.997093665 & 0.997482238 & 0 \\
0.987498819 & 0.994657741 & 0.994657741 & 0.994657741 & 0.994857083 & 0.995421314 & 0.997482238 & 0.997093665 & 0.994857083 & 0.9970831149 & 0.984946496 & 0 \\
0.984946496 & 0.994738987 & 0.994659901 & 0.994738987 & 0.994857083 & 0.997000825 & 0.994857083 & 0.997093665 & 0.997482238 & 0.995421314 & 0.985405124 & 0.995666375 \\
0.975404635 & 0.984798819 & 0.984946496 & 0.984946496 & 0.994657741 & 0.994857083 & 0.994857083 & 0.997093665 & 0.994857083 & 0.9985405124 & 0.987831149 & 0 \\
0.987831149 & 0.995421314 & 0.994857083 & 0.994857083 & 0.997000825 & 0.994738987 & 0.995666375 & 0.997093665 & 0.994639901 & 0.985405124 & 0.994857083 & 0.994657741 \\
\end{array}
\]
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