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Abstract
This paper introduces the Packing While Traveling problem as a new non-linear knapsack problem. Given are a set of cities that have a set of items of distinct profits and weights and a vehicle that may collect the items when visiting all the cities in a fixed order. Each selected item contributes its profit, but produces a transportation cost relative to its weight. The problem asks to find a subset of the items such that the total gain is maximized. We investigate constrained and unconstrained versions of the problem and show that both are \textit{NP}-hard. We propose a pre-processing scheme that decreases the size of instances making them easier for computation. We provide lower and upper bounds based on mixed-integer programming (MIP) adopting the ideas of piecewise linear approximation. Furthermore, we introduce two exact approaches: one is based on MIP employing linearization technique, and another is a branch-infer-and-bound (BIB) hybrid approach that compounds the upper bound procedure with a constraint programming model strengthened with customized constraints. Our experimental results show the effectiveness of our exact and approximate solutions in terms of solution quality and computational time.
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1. Introduction

Generally, the traditional statements of routing problems studied in the operations research literature base the computation of transportation costs on a linear function. However, in real practice, it might be necessary to deal with costs that have a nonlinear nature. For example, the study on the factors affecting truck fuel economy published by \textit{GOODYEAR (2008)} reveals that vehicle miles per gallon decreases as gross combination weight increases assuming speed
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is maintained constant. In other words, a heavily loaded truck will use much
more fuel than a lightly loaded one, and this relation is not linear.

In recent years, the research on dependence of fuel consumption on different
factors, like a travel velocity, a load’s weight, and vehicle’s technical specifica-
tions, in various Vehicle Routing Problems (VRP) has gained attention from the
operations research community. Mainly, this interest is motivated by a wish to
be more accurate with the evaluation of transportation costs, and therefore to
stay closer to reality. Indeed, an advanced precision would immediately benefit
to transportation efficiency measured by the classic petroleum-based costs and
the novel greenhouse gas emission costs. Furthermore, the proper estimation of
costs and its computational simplicity should evolve optimization approaches
and enhance their performance. In VRP in general, and in the Green Vehi-
cle Routing Problems (GVRP) that consider energy consumption in particular,
given are a depot and a set of customers that are to be served by a set of vehi-
cles collecting (or delivering) required items. While the set of items is fixed, the
goal is to find a route for each vehicle such that the total size of assigned items
does not exceed the vehicle’s capacity and the total transportation cost over
all vehicles is minimized. We refer to the book of Toth & Vigo (2014) and the
recent surveys of Laporte (2009) and Lin et al. (2014) for an extended overview
on VRP and GVRP.

Oppositely to VRP and GVRP, we consider the situation of a single vehicle
whose route is given, but items can be either collected or skipped. This situation
gives rise to a problem that we designate as Packing While Traveling (PWT).
In the PWT, the items are distributed among the cities. The vehicle visits all
the cities in a specific order and collects the items of its choice. Each item has
a profit and a weight, and the vehicle may collect any unless the total weight
of chosen items exceeds the vehicle’s capacity. The vehicle travels between two
cities with a velocity that depends on the weight of the items collected in all
the previously attended cities. Being selected, an item contributes its profit
to the overall reward. However, its weight slows down the vehicle. This leads
to a transportation cost depended on a traveling time, and therefore has a
negative impact on the reward. The problem asks to find a packing plan that
maximizes the difference between the total profit of the selected items and their
transportation cost. The PWT arises as a baseline problem in some practical
applications. For example, a supplier having a single truck has to decide on
goods to purchase going through a fixed route in order to maximize profitability
of future sales. Specifically, there might exist only a single major route that
a vehicle has to follow while any deviations from it in order to visit particular
cities on the way may be negligible with respect to the length of the route. The
importance of items may be variable and affected by a specific demand, therefore
the profits of items can be altered accordingly from trip to trip. Obviously,
PWT is a part of a larger picture as a potential subproblem in various VRP
with non-linear costs. Indeed, the objective function of the PWT studied here
is constructed similarly to one that may be based on the dependence between
a fuel cost to drive a distance unit and a gross combination weight as provided
in GOODYEAR (2008).
The PWT originates from the Traveling Thief Problem (TTP) introduced by Bonyadi et al. (2013). The TTP combines the classical Traveling Salesperson Problem (TSP) with the 0-1 Knapsack Problem (KP) and allows permutation of the order of the cities. The PWT uses the same cost function as the TTP, and the only difference is the assumption of a fixed route. In this sense, any approach to the PWT can also be applied to the TTP as a subroutine to solve its packing component. The TTP has been introduced and studied mainly by the evolutionary computation community during the last few years. A benchmark set based on the TSP and KP instances has been presented in Polyakovskiy et al. (2014). Approaches to handle the TTP include various meta-heuristics such as evolutionary algorithms, randomized local search and co-evolutionary approaches. Mei et al. (2015) solve the problem approximately with the two-stage memetic algorithm, which consists of a tour improvement stage and an item picking stage. For the former stage, the local search operators have been adopted different to those that are traditional for the TSP. The second stage is solved either by a constructive heuristic or by means of genetic programming. Mei et al. (2016) propose two meta-heuristics for TTP: one is the cooperative co-evolution approach that solves the sub-problems separately and transfers the information between them in each generation, and another is the memetic algorithm that solves TTP as a whole. Faulkner et al. (2015) provide multiple constructive heuristics where solutions are obtained by finding a near-optimal TSP tour by applying the Chained Lin-Kernighan heuristic (Applegate et al. (2003)) to the underlying TSP part first, and then selecting a subset of items heuristically. The results produced by the heuristics have been compared then to the same approach where items are selected now by the approximate MIP-based approach of Polyakovskiy & Neumann (2015). They conclude that, when giving the same time limit, constructive heuristics perform generally better since are able to check more TSP tours as the packing part can be solved much faster than the MIP-based approach does. Indeed, existing approaches solve the TTP by fixing one of the components, usually the TSP, and then tackling the KP. Lourenço et al. (2016) follow in a different direction and propose an evolutionary algorithm that addresses both sub-problems at the same time. Their experimental results show that solving the TTP as a whole creates conditions for discovering solutions with enhanced quality, and that fixing one of the components might compromise the overall results. Recently, the formulation of the TTP, which allows to skip cities and to visit one city by multiple thieves, has been investigated by Chand & Wagner (2016). To our best knowledge, no exact approach has been proposed for the TTP so far.

Vansteenwegen et al. (2011) give a review on the so-called orienteering problem that is somehow related to TTP. There a set of vertices is given, each with a score, and the goal is to determine a path, limited in length, that visits some vertices and maximizes the sum of the collected scores. Feillet et al. (2005) present a classification of traveling salesman problems with profits (TSPs with profits) and survey the existing literature on this field. TSPs with profits are a generalization of the TSP where it is not necessary to visit all vertices. A profit is associated with each vertex. The overall goal is the simultaneous optimization
of the collected profit and the travel costs. In this sense, TTP has some relation to the Prize Collecting TSP (Balas (1989)) where a decision is to be made on whether to visit a given city. In the Prize Collecting TSP, a city-dependent reward is obtained when a city is visited and a city-dependent penalty has to be paid for each non-visited city. In contrast to this, TTP requires that each given city is visited. Furthermore, each city has a set of available items with weights and profits and a decision has to be made on which items to pick. TTP also relates to the traveling salesman subtour problem studied by Westerlund et al. (2006), where given is an undirected graph with edge costs and both revenues and weights on the vertices, and the goal is to find a subtour that includes a depot vertex, satisfies a knapsack constraint on the vertex weights, and that minimizes edge costs minus vertex revenues along the subtour. Beobham et al. (2015) discuss optimization strategies for integrated knapsack and traveling salesman problems and study the Lagrangian decomposition to the knapsack constrained profitable tour problem.

In substance, the PWT considers a trade-off between the profits of collected items and the transportation cost affected by their total weight. It represents a class of nonlinear knapsack problems. Knapsack problems belong to the core combinatorial optimization problems and have been frequently studied in the literature from the theoretical as well as experimental perspective (Garey & Johnson (1979); Martello & Toth (1990); Kellerer et al. (2004)). While the classical knapsack problem asks for maximization of a linear pseudo-Boolean function under a single linear constraint, different generalizations and variations have been investigated such as the multiple knapsack problem (Chekuri & Khamma (2005)) and multi-objective knapsack problems (Erlebach et al. (2004)). Furthermore, knapsack problems with nonlinear objective functions have been studied in the literature from different perspectives (Brethauer & Shetty (2002)). Hochbaum (1995) considers the problem of maximizing a separable concave objective function subject to a packing constraint and provided an FPTAS. An exact approach for a nonlinear knapsack problem with a nonlinear term penalizing the excessive use of the knapsack capacity has been given by Elhedhli (2005).

Recently, Wu et al. (2016) have investigated the role of the rent rate in the PWT, which is an important parameter in combining the total profit of selected items and the associated transportation cost. Specifically, the rent rate is a constant defining how much one needs to pay per unit time of traveling by the vehicle. The product of the rent rate and the total traveling time constitutes the transportation cost. In the TTP, when the value of the rent rate is small, searching for an efficient solution of the knapsack component becomes prioritized. From another hand, when the value of the rent rate is large, the TSP part of the TTP starts to play a dominating role. In this paper, the rent rate is formally introduced in Section 2 along with the PWT’s statement. The theoretical and experimental investigations of Wu et al. (2016) show how the values of the rent rate influence the difficulty of a given problem instance through the items that can be excluded by the pre-processing scheme presented in this research. Furthermore, their investigations show how to create instances that are hard to be solved by simple evolutionary algorithms. The preliminary ver-
sion of our study on the PWT has appeared in Polyakovskiy & Neumann (2015). Here, we significantly improve our earlier results. We introduce an upper bound technique that along with the enhanced pre-processing scheme allows to solve a larger range of instances to optimality and to dramatically decrease running times. Furthermore, we introduce a hybrid approach that combines constraint programming with the upper bound procedure. It is superior on many test instances and produces optimal results in a very short time.

The rest of the paper is organized as follows. We give the formal statement of the PWT in Section 2 and discuss its complexity in Section 3. Section 4 addresses sequencing constraints that are repeatedly used later on in our approaches. In Section 5 we provide a pre-processing scheme which allows to identify unprofitable and compulsory items, and therefore decrease the size of the PWT’s instances. Section 6 explains lower and upper bound techniques. In Sections 7 and 8 we introduce our two exact approaches: one that is based on MIP, and a hybrid one that adopts a branch-infer-and-bound paradigm. Finally, we report on the results of our experimental investigations in Section 9 and finish with some conclusions.

2. Problem Statement

The Packing While Traveling problem can be formally stated as follows. Given is a route \( N = (1, 2, \ldots, n + 1) \) as a sequence of \( n + 1 \) unique cities and a set \( M \) of \( m \) items distributed among first \( n \) cities. Distance \( d_{i} > 0 \) between two consecutive cities \( (i, i+1) \) is known, for any \( 1 \leq i \leq n \). Every city \( i \) contains a set of distinct items \( M_i = \{e_{i1}, \ldots, e_{im_i}\} \), \( M = \cup_{i=1}^{n} M_i \). Each item \( e_{ik} \in M \) has a positive integer profit \( p_{ik} \) and a weight \( w_{ik} \), \( 1 \leq k \leq m_i \). There is a single vehicle that visits all the cities in the order of a route \( N \). The vehicle may collect any item in any city unless the total weight of selected items exceeds its capacity \( W \). Collecting an item \( e_{ik} \) leads to a profit contribution \( p_{ik} \), but increases the transportation cost as the weight \( w_{ik} \) slows down the vehicle. The vehicle travels along \( (i, i+1) \) with velocity \( v_i \in [\nu_{\min}, \nu_{\max}] \) which depends on the weight of the items collected in cities 1,\( \ldots, i \). When the vehicle is empty, it runs with its maximal velocity \( \nu_{\max} \). And vice versa, it runs with minimal velocity \( \nu_{\min} > 0 \) when is completely full. The objective is to find a subset of \( M \) such that the difference between the profit of the selected items and the transportation cost is maximized.

To state the problem precisely, we give a nonlinear binary integer program formulation. Let a binary decision vector \( x \in \{0,1\}^m \) represent a solution of the problem such that \( x_{ik} = 1 \) iff \( e_{ik} \) is selected. Then the travel time \( t_i = \frac{d_i}{v_i} \) along \( (i, i+1) \) is the ratio of the distance \( d_i \) and the current velocity

\[
v_i = \nu_{\max} - \nu \sum_{j=1}^{i} \sum_{k=1}^{m_j} w_{jk} x_{jk}
\]

which is determined by the weight of the items collected in cities 1,\( \ldots, i \). The value \( \nu = \frac{\nu_{\max}-\nu_{\min}}{W} \) is constant and defined by the input parameters. The
velocity depends on the weight of the chosen items linearly. The overall transportation cost is given by the sum of the transportation costs along all the edges $(i, i + 1), 1 \leq i \leq n$, multiplied by a given rent rate $R > 0$. In summary, the problem is given by the following nonlinear binary program (PWTc):

$$\max \sum_{i=1}^{n} \left( \sum_{k=1}^{m_i} p_{ik} x_{ik} - \frac{R d_i}{\nu_{max}} - \nu \sum_{j=1}^{m_j} w_{jk} x_{jk} \right)$$

s.t. \[\sum_{i=1}^{n} \sum_{k=1}^{m_i} w_{ik} x_{ik} \leq W\]

$$x_{ik} \in \{0, 1\}, \ e_{ik} \in M$$

Here, $[\Pi]$ is a non-monotone submodular function.

We also consider the unconstrained version PWTu of PWTc where $W \geq \sum_{e_{ik} \in M} w_{ik}$ such that every selection of items yields a feasible solution. Given a real value $B$, the decision variant of PWTc and PWTu has to answer the question whether the value of $[\Pi]$ is at least $B$.

3. Complexity of the Problem

In this section, we investigate the complexity of PWTc and PWTu. PWTc is \textit{NP}-hard as it is a generalization of the classical \textit{NP}-hard 0-1 knapsack problem ([Martello & Toth (1990)]). In fact, assigning zero either to the rate $R$ or to every distance value $d_i$ in PWTc, we obtain the KP. We demonstrate that in contrast to the KP the unconstrained version PWTu of the problem remains \textit{NP}-hard. We show this by reducing the \textit{NP}-complete \textit{subset sum problem} (SSP) to the decision variant of PWTu which asks whether there is a solution with objective value at least $B$. The input for SSP is given by $m$ positive integers $S = \{s_1, \ldots, s_m\}$ and a positive integer $Q$. The question is whether there exists a vector $x \in \{0, 1\}^m$ such that $\sum_{k=1}^{m} s_k x_k = Q$.

**Theorem 1.** PWTu is \textit{NP}-hard.

**Proof.** We start with encoding the instance of SSP given by the set of integers $S$ and the integer $Q$ as the instance $I$ of PWTu having two cities. The first city contains all the $m$ items while the second city is a destination point free of items. We set the distance between two cities as $d_1 = 1$, the capacity of the vehicle as $W = \sum_{k=1}^{m} s_k$, and set $p_{1k} = w_{1k} = s_k, 1 \leq k \leq m$. Subsequently, we set $\nu_{max} = 2$ and $\nu_{min} = 1$ which implies $\nu = 1/W$ and define $R^* = W (2 - Q/W)^2$.

Consider the nonlinear function $f_{R^*} : [0, W] \rightarrow \mathbb{R}$ defined as

$$f_{R^*} (w) = w - \frac{R^*}{2 - w/W}.$$
defined on the interval $[0, W]$ is a continuous concave function that reaches its unique maximum in the point $w^* = W \cdot (2 - \sqrt{R^*/W}) = Q$, i.e. $f_{R^*}(w) < f_{R^*}(w^*)$ for $w \in [0, W]$ and $w \neq w^*$. Then $f_{R^*}(Q)$ is the maximum value for $f_{R^*}$ when being restricted to integer input, too. Therefore, we set $B = f_{R^*}(Q)$ and the objective function for $PWT^u$ is given by

$$g_{R^*}(x) = \sum_{k=1}^{m} p_{1k}x_k - \frac{R^*}{2 - \frac{1}{w} \sum_{k=1}^{m} w_{1k}x_k}.$$ 

There exists an $x \in \{0, 1\}^m$ such that $g_{R^*}(x) \geq B = f_{R^*}(Q) = 2(Q - W)$ iff $\sum_{k=1}^{m} s_k x_k = \sum_{k=1}^{m} w_{1k}x_k = \sum_{k=1}^{m} p_{1k}x_k = Q$. Therefore, the instance of SSP has answer YES iff the optimal solution of the $PWT^u$ instance $I$ has objective value at least $B = f_{R^*}(Q)$. Obviously, the reduction can be carried out in polynomial time which completes the proof. \hfill \Box

4. Sequencing Constraints

In this section, we derive a set of constraints that speed up the reasoning to be done within our algorithms. Specifically, the constraints establish priority among the items positioned in the same or different cities of the route.

The first portion of the constraints results from the fact that item $e_{il}$ in city $i$ should not be selected prior to another item $e_{ik}$, $1 \leq l, k \leq m_i$ and $l \neq k$, positioned in the same city when the condition $(p_{il} < p_{ik}) \land (w_{il} \geq w_{ik})$ holds. This constraint $(SC')$ has the form of

$$x_{il} \leq x_{ik}, l \neq k, e_{il}, e_{ik} \in M_i : (p_{il} < p_{ik}) \land (w_{il} \geq w_{ik}).$$

Let $\Delta_i^{ji}$ denote a lower bound on the cost of transportation of item $e_{jl}$ from city $j$ to succeeding city $i$ computed as

$$\Delta_i^{ji} = R \sum_{a=j}^{i-1} d_a \left( 1 - \frac{1}{\nu_{max} - \nu} \left( w_{jl} + \sum_{b=1}^{a} w_b^c \right) - \frac{1}{\nu_{max} - \nu} \sum_{b=1}^{a} w_b^c \right),$$

where $w_b^c$ is the total weight of the compulsory items collected in city $b$. Compulsory items must be a part of an optimal solution (see Section 5 for details). Specifically, $\Delta_i^{ji}$ is based on the difference between traveling with all the compulsory items and item $e_{jl}$ and traveling with all the compulsory items only. In this case, no other items are picked up and the vehicle runs with the maximal feasible velocity that it may achieve on each of the edges. Then another set of constraints uses the fact that item $e_{jl}$ in city $j$ should not be selected prior to item $e_{ik}$ in city $i$ such that the condition $(p_{jl} - \Delta_i^{ji} < p_{ik}) \land (w_{jl} \geq w_{ik})$ holds. This constraint $(SC^{iii})$ takes the form of

$$x_{jl} \leq x_{ik}, j < i, e_{jl} \in M_j, e_{ik} \in M_i : (p_{jl} - \Delta_i^{ji} < p_{ik}) \land (w_{jl} \geq w_{ik}).$$
Similarly, let \( \Delta^j_{ij} \) denote an upper bound on the cost of transportation of item \( e_{jl} \) from city \( j \) to succeeding city \( i \) computed as

\[
\Delta^j_{ij} = R \left( \sum_{a=j}^{i-1} d_a \left( \frac{1}{v_{\text{max}} - \nu \cdot \min \left( \sum_{b=1}^{n} w_{b}^\text{max}, W \right)} - \frac{1}{v_{\text{max}} - \nu \left( \min \left( \sum_{b=1}^{n} w_{b}^\text{max}, W \right) - \min \left( \sum_{b=1}^{n} w_{b}^\text{max}, W \right) - w_{jl} \right)} \right) \right),
\]

where \( w_{b}^\text{max} \) is the total weight of all the items existing in city \( b \). Specifically, \( \Delta^j_{ij} \) represents the difference between traveling having the vehicle loaded as much as possible and doing so but leaving a free space just for item \( e_{jl} \). In this case, as many items as possible are picked up and the vehicle travels with the least feasible velocity that it may achieve on each of the edges. Then one more set of constraints arises from the fact that item \( e_{ik} \) in city \( i \) should not be selected prior to item \( e_{jl} \) in city \( j \) such that \( (p_{jl} - \Delta^j_{ij} > p_{ik}) \land (w_{jl} \leq w_{ik}) \) holds. This constraint (SC\( ^{ij} \)) has the following form:

\[
x_{jl} \geq x_{ik}, \; j < i, \; e_{jl} \in M_j, \; e_{ik} \in M_i : \left( p_{jl} - \Delta^j_{ij} > p_{ik} \right) \land (w_{jl} \leq w_{ik}).
\]

5. Pre-processing

In this section, we introduce a pre-processing scheme to identify items of a given instance \( I \) that can be either directly included or discarded. Excluding such items from solution process can significantly speed up algorithms. We distinguish between two kinds of items that are identified in the pre-processing: compulsory and unprofitable items. We call an item compulsory if its inclusion in any feasible solution increases the objective function value, and call an item unprofitable if it does not do that. Therefore, an optimal solution must contain all compulsory items while all unprofitable items must be discarded. In order to identify compulsory and unprofitable items, we consider the total transportation cost that a set of items produces.

**Definition 1 (Total Transportation Cost).** Let \( O \subseteq M \) be a subset of items. We define the total transportation cost along route \( N \) when the items of \( O \) are selected as

\[
t_O = R \cdot \sum_{i=1}^{n} \frac{v_{\text{max}} - \nu \cdot \sum_{j=1}^{n} \sum_{e_{jk} \in O_j} w_{jk}}{w_{ij}},
\]

where \( O_j = M_j \cap O, 1 \leq j \leq n, \) is the subset of \( O \) selected in city \( j \).

Based on the given instance \( I \), we can identify unprofitable items for PWT\( ^c \) according to the following proposition.

**Proposition 1 (Unprofitable Item, PWT\( ^c \) Case).** Let \( I \) be an arbitrary instance of PWT\( ^c \). If \( p_{ik} \leq R \left( t_{\{e_{ik}\}} - t_0 \right), \) then \( e_{ik} \) is an unprofitable item.
Therefore the vehicle has the maximal possible load and the least velocity, versus worst case scenario when all the possible items are selected along with the largest possible incremental transportation cost is computed with respect to the transportation cost it may generate when has been selected in the packing plan.

In this case, the least incremental transportation cost it incurs when selected is enough to cover the least incremental transportation cost it incurs when selected.

Proposition 1 helps to determine whether the profit \( p_{ik} \) of item \( e_{ik} \) is large enough to cover the least incremental transportation cost it incurs when selected in the packing plan \( x \). In this case, the least incremental transportation cost results from accepting the selection of \( e_{ik} \) as only selected item in \( x \) versus accepting empty \( x \) as a solution. It is important to note that Proposition 1 can reduce PWT\(^c\) problem to PWT\(^u\) by excluding items so that the sum of the weights of all remaining items does not exceed the weight bound \( W \). In this case, we can further refine the set of items by searching for those ones that must be a part of any solution of PWT\(^c\). We identify compulsory items for the unconstrained case according to the following proposition.

**Proposition 2 (Compulsory Item, PWT\(^u\) Case).** Let \( I \) be an arbitrary instance of PWT\(^u\). If \( p_{ik} > R(t_M - t_M \setminus \{e_{ik}\}) \), then \( e_{ik} \) is a compulsory item.

**Proof.** We work under the assumption that \( p_{ik} > R(t_M - t_M \setminus \{e_{ik}\}) \) holds. In the case of PWT\(^u\), all the existing items can fit into the vehicle at once and all subsets \( O \subseteq M \) are feasible. Let \( M^* \subseteq M \setminus \{e_{ik}\} \) be an arbitrary subset of items excluding \( e_{ik} \), and consider \( t_M \setminus M^* \) and \( t_M \setminus M^* \setminus \{e_{ik}\} \), respectively. Since the velocity depends linearly on the weight of collected items and the travel time \( t_i = d_i/v_i \) along \((i, i + 1)\) depends inversely proportional on the velocity \( v_i \), we have \((t_M - t_M \setminus \{e_{ik}\}) \geq (t_M \setminus M^* - t_M \setminus M^* \setminus \{e_{ik}\})\). This implies that \( p_{ik} > R(t_M \setminus M^* - t_M \setminus M^* \setminus \{e_{ik}\}) \) holds for any subset \( M^* \) of items which completes the proof.

For the unconstrained variant PWT\(^u\), Proposition 2 is valid to determine whether item \( e_{ik} \) is able to cover by its \( p_{ik} \) the largest possible incremental transportation cost it may generate when has been selected in \( x \). Here, the largest possible incremental transportation cost is computed with respect to the worst case scenario when all the possible items are selected along with \( e_{ik} \), and therefore the vehicle has the maximal possible load and the least velocity, versus accepting empty \( x \) as a solution. In the unconstrained case, having compulsory items included according to Proposition 2 we may identify some more unprofitable items. Indeed, compulsory items contribute to the collected weight and therefore limit the potential positive contribution of other items. As a result, some of the items may become unprofitable after a number of compulsory items has been detected. We find unprofitable items for PWT\(^u\) with respect to the following proposition.
Proposition 3 (Unprofitable Item, PWT^n Case). Let I be an arbitrary instance of PWT^n and M^c be the set of all compulsory items. If \( p_{ik} \leq R (t_{M^c \cup \{e_{ik}\}} - t_{M^c}) \), then \( e_{ik} \) is an unprofitable item.

Proof. We assume that \( p_{ik} \leq R (t_{M^c \cup \{e_{ik}\}} - t_{M^c}) \) holds. Let \( M^* \subseteq M \setminus \{M^c \cup \{e_{ik}\}\} \) be an arbitrary subset of M that does not include any item of \( M^c \cup \{e_{ik}\} \) and consider \( t_{M^c \cup M^*} \) and \( t_{M^c \cup M^* \cup \{e_{ik}\}} \). Since the velocity depends linearly on the weight of collected items and the travel time \( t_i = d_i/u_i \) along \((i, i + 1)\) depends inversely proportional on the velocity \( v_i \), we have \( (t_{M^c \cup \{e_{ik}\}} - t_{M^*}) \leq (t_{M^c \cup M^* \cup \{e_{ik}\}} - t_{M^c \cup M^*}) \). Hence, we have \( p_{ik} \leq R (t_{M^c \cup M^* \cup \{e_{ik}\}} - t_{M^c \cup M^*}) \) for any \( M^* \subseteq M \setminus \{M^c \cup \{e_{ik}\}\} \) which completes the proof.

Proposition 3 determines for PWT^n whether the profit \( p_{ik} \) of item \( e_{ik} \) is large enough to cover the least incremental transportation cost resulted from its selection along with all known compulsory items. Specifically, in Proposition 3, the list incremental transportation cost follows from accepting the selection of \( e_{ik} \) along with the set of compulsory items \( M^c \) in \( x \) versus accepting just the selection of \( M^c \) as a solution. One can see that Proposition 3 is a special case of Proposition 1 with only the difference that it has \( t_\emptyset \) replaced by \( t_{M^c} \).

It takes only a linear time to check any instance of PWT^n for unprofitable items with respect to Proposition 1. In fact, each item \( e_{ik} \) can be checked in a constant time if the total length of the path from city \( i \) to city \( n + 1 \) is known. When dealing with PWT^n, Propositions 2 and 3 can be applied iteratively to the remaining set of items until no compulsory or unprofitable item is found. The running time of all the rounds of the search is bounded by \( O(m^2) \). Our preliminary investigation has shown that it is rather time-consuming to solve large and even moderate-sized unconstrained instances due to the time spent on computing the incremental transportation cost for each of the items separately as the Propositions 2 and 3 advise. Indeed, we cannot perform the pre-processing step reasonably fast with respect to the time limits we apply in Section 9. Obviously, slow pre-processing can easily stultify all benefits of its use. To manage this, we use the reasoning similar to one that the sequencing constraints adopt in Section 4. Specifically, we deduce whether item \( e_{ik} \) is compulsory or unprofitable from the answer concerning item \( e_{jl} \) for which it has been already obtained. Algorithm 1 sketches the pseudocode of the enhanced algorithm, which runs in \( O(m^3) \), but operates up to two orders of magnitude faster in practice and allows to handle the largest instances of the test suite (see Section 9 for details).

The pre-processing algorithm works as follows. The loop (4-25) searches for compulsory items and the loop (26-53) searches for unprofitable ones. Once either no compulsory or no unprofitable item has been found within the corresponding loop, the algorithm terminates (cf. lines 26 and 54). We use two Boolean variables \( \mu_{ik}^u \) and \( \mu_{ik}^p \) that take value \text{true} to mark item \( e_{ik} \) as unprofitable and compulsory, respectively. Both values are initialized as \( \mu_{ik}^u = \mu_{ik}^p = \text{false} \). Subsequently, variable \( w_i^{max} = \sum_{k=1}^{n} w_{ik}^{max} \) computes the maxi-
mal possible weight of the items that can be collected in city $i$ and in all the preceding cities. Similarly, variable $\overline{w}_i = \sum_{b=1}^{i} w_b^i$ computes the total weight of compulsory items existing in city $i$ and in all the preceding cities. We use $\overline{w}_i^{\text{max}}$ and $\overline{w}_i^{\text{min}}$ to calculate, respectively, the largest possible incremental cost $c_{\text{max}}$ and the minimal possible incremental cost $c_{\text{min}}$ for each of the items in the loops of our algorithm (cf. lines 8–25 and lines 32–53). Furthermore, to make reasoning on the properties of item $e_{ik}$ with respect to the known properties of item $e_{jl}$, we introduce the dummy profit $p_{ik}'$ of $e_{ik}$. Specifically, when item $e_{jl}$ has been shown to be compulsory or not, or either unprofitable or not, $p_{ik}'$ defines how large or small profit $p_{ik}$ must be with respect to computed $c_{\text{max}}$ or $c_{\text{min}}$ to let $e_{ik}$ have the same property as $e_{jl}$ (cf. lines 12, 15, 36, and 39). For example, when item $e_{ik}$ is proved to be compulsory independently of any another item (cf. line 25), its $p_{ik}'$ is set to $c_{\text{max}}$ (cf. line 24). This means that $e_{ik}$ would be compulsory even if its profit was less than $p_{ik}$, but mainly greater than $c_{\text{max}}$. Therefore, to become a compulsory item as $p_{ik}$ is, another item, say $e_{i'k'}$ in city $i' : i' \leq i$, should have a weight that is smaller or equal to $w_{ik}$ and its profit $p_{i'k'}$ minus the corresponding largest possible incremental cost must be strictly larger than $p_{ik}'$ (cf. line 15). Similarly, when $e_{ik}$ is proved to be not a compulsory item independently of any other item, its $p_{ik}'$ is also set to $c_{\text{max}}$ (cf. line 24). This is because $e_{ik}$ would not be compulsory even if its profit was larger than $p_{ik}$, but mainly less or equal to $c_{\text{max}}$. Therefore, to stay as not a compulsory item as $p_{ik}$ is, another item, say $e_{i'k'}$ in city $i' : i' \leq i$, should have a weight that is greater or equal to $w_{ik}$ and its profit $p_{i'k'}$ minus the corresponding least possible incremental cost must be at most $p_{ik}'$ (cf. line 12). The same reasoning is to be done for the case when $e_{ik}$ is proved as a compulsory item according to already known compulsory item $e_{jl}$. Here, $p_{ik}'$ is set to $p_{jl}' + c_{\text{max}}$ where $c_{\text{max}}$ plays a role of the largest cost of transportation of $e_{ik}$ from city $i$ to succeeding city $j$ (cf. line 17). In such a way, when considering other items in the future iterations, they are compared to item $e_{jl}$ through the current item $e_{ik}$ since $e_{ik}$ implicitly points to $e_{jl}$ using the assigned dummy profit $p_{ik}'$. The same reasoning is valid for proving $e_{ik}$ to be not a compulsory item according to already known non-compulsory item $e_{jl}$ where $p_{ik}'$ is set to $p_{jl}' + c_{\text{min}}$ (cf. line 13). In a similar way, we proceed with deduction of unprofitable items in the loop (30–53). Utilizing the dummy profits of items significantly strengthen deductions by relating the items to one of the items’ group rapidly. Before applying our approaches given in Section 6, Section 7, and 8 we remove all unprofitable and compulsory items from the set $M$ using these pre-processing steps.

6. Lower and Upper Bounds

In practice, approximation of nonlinear terms is an efficient way to deal with them. Although an approximate solution is likely to be different from an exact one, it might be close enough and obtainable in a reasonable computational time. In this section, we propose lower and upper bound techniques based on mixed-integer programming (MIP) adopting the ideas of piecewise linear approximation.
Algorithm 1: The Pre-processing Algorithm

1. initialize the indicator variables $\mu_{ik}^{u} = \mu_{ik}^{c} = false$ for each item $e_{ik} \in M$
2. while true do
3.   set flag ← false;
4.   for each city $i$ from $t$ to $n$ do
5.       calculate $w_{ik}^{max}$;
6.       for each city $i$ from $n$ to $t$ do
7.           for each item $e_{ik} \in M_{i} : \neg (\mu_{ik}^{u} \lor \mu_{ik}^{c})$ do
8.             $c_{max} ← 0; c_{min} ← 0;$
9.             initialize flag' ← false;
10.            for each city $j$ from $i$ to $n$ do
11.               if $(\mu_{ij}^{u} \land (w_{ik} \geq w_{jk}) \land (p_{ik} - c_{min} \leq p_{jk})$ then
12.                   $p_{ik} ← p_{jk} + c_{min};$
13.                   flag' ← true; break;
14.               if $\mu_{ij}^{u} \land (w_{ik} \leq w_{jk}) \land (p_{ik} - c_{max} > p_{jk})$ then
15.                   $p_{ik} ← true;$
16.                   $p_{ik} ← p_{jk} + c_{max};$
17.                   flag' ← true; break;
18.               if flag' then break;
19.               $c_{min} ← c_{min} + Rd_{j} \left( \frac{1}{\max - \nu_{max} - w_{ik}} - \frac{1}{\max - \nu_{max} - w_{jk}} \right);$
20.               $c_{max} ← c_{max} + Rd_{j} \left( \frac{1}{\max - \nu_{max} - w_{ik}} - \frac{1}{\max - \nu_{max} - w_{jk}} \right);$
21.           if flag' then break;
22.           $p_{ik} ← c_{max};$
23.           if $c_{max} = p_{ik}$ then $\mu_{ik}^{c} ← true; flag' ← true;$
24.       if ~flag' then break;
25.   set flag ← false;
26.   for each city $i$ from $t$ to $n$ do
27.       calculate $w_{ik}^{max}$;
28.       for each city $i$ from $n$ to $t$ do
29.           for each item $e_{ik} \in M_{i} : \neg (\mu_{ik}^{u} \lor \mu_{ik}^{c})$ do
30.             $c_{max} ← 0; c_{min} ← 0;$
31.             initialize flag' ← false;
32.           for each city $j$ from $i$ to $n$ do
33.             if $(\mu_{ij}^{u} \land (w_{ik} \leq w_{jk}) \land (p_{ik} - c_{max} \leq p_{jk})$ then
34.                 $p_{ik} ← p_{jk} + c_{max};$
35.                 flag' ← true; break;
36.             if $\mu_{ij}^{u} \land (w_{ik} \geq w_{jk}) \land (p_{ik} - c_{min} > p_{jk})$ then
37.                 $p_{ik} ← true;$
38.                 $p_{ik} ← p_{jk} + c_{min};$
39.                 flag' ← true; break;
40.             if flag' then break;
41.             $c_{min} ← c_{min} + Rd_{j} \left( \frac{1}{\max - \nu_{max} - w_{ik}} - \frac{1}{\max - \nu_{max} - w_{jk}} \right);$
42.           if $c_{min} = p_{ik}$ then $\mu_{ik}^{u} ← true; flag' ← true;$
43.           if flag' then break;
44.           $p_{ik} ← c_{min};$
45.       if ~flag' then break;
46.       $p_{ik} ← c_{min};$
6.1. Lower Bound

Consider an arbitrary edge \((i, i+1)\) and the traveling time \(t'_i \in [t_{\min}, t_{\max}]\) per distance unit along it, for any \(i = 1, \ldots, n\). Here, \(t_{\min} = 1/v_{\max}\) and \(t_{\max} = 1/v_{\min}\) bound \(t'_i\) from below and from above, respectively. We partition the interval \([t_{\min}, t_{\max}]\) into \(\lambda\) equal-sized sub-intervals and determine thus a set \(T = \{\tau_1, \ldots, \tau_\lambda\}\) of straight line segments to approximate the curve of the function \(t(\upsilon)\) as illustrated in Figure 1. Each segment \(\tau \in T\) is characterized by its minimal velocity \(v_{\min}^\tau\) and its corresponding maximum traveling time per distance unit \(t_{\max}^\tau\), and by its maximum velocity \(v_{\max}^\tau\) and its corresponding minimum traveling time per distance unit \(t_{\min}^\tau\). Specifically, \((v_{\min}^\tau, t_{\max}^\tau)\) and \((v_{\max}^\tau, t_{\min}^\tau)\) are the endpoints of segment \(\tau\) referred to as breakpoints. We approximate \(t'_i\) by the linear combination of \(t_{\min}^\tau\) and \(t_{\max}^\tau\) if \(v_i \in [v_{\min}^\tau, v_{\max}^\tau]\).

Our lower bound MIP-based model uses three types of variables in addition to the binary decision variable \(x_{ik}\) for each item \(e_{ik} \in M\) from Section 2. Let \(w_{i}\) be a real variable equal to the total weight of selected items when traveling along the \((i, i+1)\). Let \(p_{i}\) be a real variable equal to the difference of the total profit of selected items and their total transportation cost when delivering them to city \(i + 1\). Let \(T_i \subseteq T, 1 \leq i \leq n\), denote a set of possible segments to which velocity \(v_{i}\) of the vehicle may relate, i.e. \(T_i = \{\tau \in T : (v_{\min}^\tau \in [v_{\min}^i, v_{\max}^i]) \lor (v_{\max}^\tau \in [v_{\min}^i, v_{\max}^i])\}\), where \(v_{\max}^i = v_{\max} - \nu \sum_{j=1}^{i} w_{j}^c\) is the maximal possible velocity that the vehicle can move along \((i, i+1)\) when packing in all compulsory items only, and \(v_{\min}^i = v_{\max} - \nu \cdot \min(\sum_{j=1}^{i} w_{j}^{max}, W)\) the minimum possible velocity along \((i, i+1)\) after having packed in all items available in cities \(1, \ldots, i\). Actually, we have \(v_{i} \in [v_{\min}^i, v_{\max}^i]\). When \(v_{i} \in [v_{\min}^\tau, v_{\max}^\tau]\) for \(\tau \in T\), any point in between endpoints of \(\tau\) is a weighted sum of them. Let \(B_i\) denote a set of all break-
points that the linear segments of $T_i$ have. Then the value of the real variable $y_{ib} \in [0, 1]$ is a weight assigned to the breakpoint $b \in B_i$ associated with the pair of values $(v_b, t_b)$. When the linear combination $\sum_{b \in B_i} v_b y_{ib}$ under the constraint $\sum_{b \in B_i} y_{ib} = 1$ equals $v_i$, the linear combination $\sum_{b \in B_i} t_b y_{ib}$ overestimates $t'_i$. This underestimates the resulting profit minus the total transportation cost and gives a valid lower bound for $\text{PWT}^c$ (and $\text{PWT}^u$) that can be obtained by solving the following linear mixed 0-1 program ($\text{LB}^\lambda$):

\[
\text{max } p_{\text{LB}}(x) = p_n (2)
\]

\[
\text{s.t. } p_i = p_{i-1} + p_i^c + \sum_{e_{ik} \in M_i} p_{ik} x_{ik} - Rd_i \sum_{b \in B_i} t_b y_{ib}, \ i = 1, \ldots, n (3)
\]

\[
w_i = w_{i-1} + w_i^c + \sum_{e_{ik} \in M_i} w_{ik} x_{ik}, \ i = 1, \ldots, n (4)
\]

\[
u w_i + \sum_{b \in B_i} v_b y_{ib} = \nu_{\text{max}}, \ i = 1, \ldots, n (5)
\]

\[
\sum_{b \in B_i} y_{ib} = 1, \ i = 1, \ldots, n (6)
\]

\[
w_n \leq W (7)
\]

\[
x_{ik} \in \{0, 1\}, \ e_{ik} \in M (8)
\]

\[
y_{ib} \in [0, 1], \ i = 1, \ldots, n, \ b \in B_i (9)
\]

\[
p_i \in \mathbb{R}, \ i = 1, \ldots, n (10)
\]

\[
w_i \in \mathbb{R}_{\geq 0}, \ i = 1, \ldots, n (11)
\]

\[
p_0 = w_0 = 0 (12)
\]

The value of $\lambda$ in $\text{LB}^\lambda$ sets its precision. Indeed, the precision of the lower bound may be increased at the cost of a running time as this also increases the number of segments, and thus raises the number of $y$-type variables to be involved. Equation (2) defines the objective function $p_{\text{LB}}(x)$ as $p_n$ that is the difference of the total profit of selected items delivered to city $n + 1$ and their total transportation cost. Since the transportation cost is approximated in $\text{LB}^\lambda$, the actual objective value for $\text{PWT}^c$ (and $\text{PWT}^u$) should be computed on the values of the decision variables of vector $x$. The resulting value then is also a valid lower bound. Equation (3) computes the difference $p_i$ of the total profit of selected items and their total transportation cost when arriving at city $i + 1$ by summing up the value of $p_{i-1}$ concerning $(i - 1, i)$, the profit of compulsory items $p_i^c$ and the profit $\sum_{e_{ik} \in M_i} p_{ik} x_{ik}$ of items selected in city $i$, and subtracting the approximated transportation cost along $(i, i + 1)$. Equation (4) gives the weight $w_i$ of the selected items when the vehicle departs city $i$ by summing up $w_{i-1}$, the weight of compulsory items $w_i^c$ and the weight $\sum_{e_{ik} \in M_i} w_{ik} x_{ik}$ of items selected in city $i$. Remind that we determine compulsory items according to the Proposition 2 of Section 5 when the problem is unconstrained. Equation (5) implicitly defines segment $\tau \in T_i$ to which the velocity of the vehicle $v_i$ belongs and sets the weights for its endpoints. Equation (6) forces the total weight of the breakpoints of $B_i$ to be exactly 1. Equation (7) imposes the capacity constraint, and Eq. (8) declares $x_{ik}$ as binary. Equation (9) states $y_{ib}$ as a real
variable defined in $[0, 1]$. Equation (10) declares $p_i$ as a real variable, while Eq. (11) defines $w_i$ as a non-negative real. Finally, Equation (12) establishes the base cases for $p_0$ and $w_0$. Obviously, one can relax the integrality imposed on the $x$-type variables that leads to a linear programming model. In fact, this generally worsens the lower bound value, but gives an advantage in running time.

6.2. Upper Bound

We now describe the upper bound technique that adopts the piecewise linear approximation proposed for the lower bound. This time, our goal is to underestimate the traveling time $t'_i$ that the vehicle spends to pass a distance unit when traveling along the $(i, i + 1)$, for any $i = 1, \ldots, n$. We utilize the same set of breakpoints $B_i$ generated from the set of linear segments $T_i$. In each point $b \in B_i$, we draw a tangent to the curve of the function $t(\nu) = 1/\nu$ as depicted in Figure 1b. Subsequently, a new set of points $\overline{B}_i$ is derived from the left and the rightmost points of $B_i$, and the points of intersection of each pair of neighboring tangents. This yields totally $|B_i| + 1$ points that produce a new set of $|B_i|$ linear segments $\overline{T}_i$, resulted from connecting every two closest points in $\overline{B}_i$. Then a valid upper bound for PWT and PWT can be obtained via the model of LB with only the difference that the set of breakpoints $\overline{B}_i$ is used instead of $B_i$. We designate this altered model as UB and the corresponding objective function as $p^{UB}(x)$. Again, one can manage precision of the upper bound adjusting the value of $\lambda$. Furthermore, the integrality imposed on the $x$-type variables may be relaxed to speed up computations at the price of the upper bound’s quality.

7. Mixed-Integer Programming-Based Approach

Both PWT and PWT belong to the specific class of fractional binary programming problems for which several efficient reformulation techniques exist to handle nonlinear terms. We follow the approach of Li (1994) and Tawarmalani et al. (2002) to reformulate PWT and PWT as a linear mixed 0-1 program. It is applicable since the denominator of each fractional term in (1) is not equal to zero since $\nu_{\min} > 0$. We start with introduction of auxiliary real-valued variables $y_i, i = 1, \ldots, n$, such that $y_i = 1/\left(v_{max} - \nu \sum_{j=1}^{i} \sum_{k=1}^{m_j} w_{jk}x_{jk}\right)$. The variables $y_i$ express the travel time per distance unit along the edge $(i, i + 1)$. According to Li (1994), we can reformulate PWT as a mixed 0-1 quadratic program by replacing (1) with (13) and adding the set of constraints (14) and (15).

$$\max \sum_{i=1}^{n} \left(\sum_{k=1}^{m_i} p_{ik}x_{ik} - R_d y_i\right)$$

(13)

$$s.t. \quad v_{max} y_i + \nu \sum_{j=1}^{i} \sum_{k=1}^{m_j} w_{jk}x_{jk} y_i = 1, \quad i = 1, \ldots, n$$

(14)

$$y_i \in \mathbb{R}_+, \quad i = 1, \ldots, n$$

(15)
According to Tawarmalani et al. (2002), if \( z = xy \) is a polynomial mixed 0-1 term where \( x \) is binary and \( y \) is a real-valued variable, then it can be linearized via the set of linear inequalities: (i) \( z \leq Ux \); (ii) \( z \geq Lx \); (iii) \( z \leq y + L(x - 1) \); (iii) \( z \geq y + U(x - 1) \). Here, \( U \) and \( L \) are the upper and lower bounds on \( y \), i.e. \( L \leq y \leq U \). We can linearize the \( x_{jk}y_i \) term in (14) by introducing a new real-valued variable \( z^i_{jk} = x_{jk}y_i \) and new linear constraints. Let \( p^c_i \) and \( w^c_i \) denote the total profit and the total weight of the compulsory items in city \( i \) obtained with respect to Proposition 2. Similarly, let \( w^{\text{max}}_i \) be the total weight of the items (including all the compulsory items) in city \( i \). Then variable \( y_i \), \( i = 1, \ldots, n \), can be bounded from below by \( L_i = 1/\left(v_{\text{max}}^c - \nu \cdot \min \left( \sum_{j=1}^i w^{\text{max}}_j, C \right) \right) \) and from above by \( U_i = 1/\left(v_{\text{max}}^c - \nu \cdot \min \left( \sum_{j=1}^i w^{\text{max}}_j, C \right) \right) \). In summary, we can formulate PWT\(^c \) (and PWT\(^a\)) as the following linear mixed 0-1 program (MIP\(^\lambda\)):

\[
\begin{align*}
\text{max } & p^{\text{MIP}}(x) = \sum_{i=1}^n \left( p^c_i + \sum_{k=1}^m p_{ik}x_{ik} - Rd_iy_i \right) \\
\text{s.t. } & v_{\text{max}}^cy_i + \nu \left( w^c_i + \sum_{j=1}^i \sum_{k=1}^m w_{jk}z^i_{jk} \right) = 1, i = 1, \ldots, n \\
& z^i_{jk} \leq U_i x_{jk}, i, j = 1, \ldots, n, j \leq i, e_{jk} \in M_j \\
& z^i_{jk} \geq L_i x_{jk}, i, j = 1, \ldots, n, j \leq i, e_{jk} \in M_j \\
& z^i_{jk} \leq y_i + U_i (x_{jk} - 1), i, j = 1, \ldots, n, j \leq i, e_{jk} \in M_j \\
& z^i_{jk} \leq y_i + L_i (x_{jk} - 1), i, j = 1, \ldots, n, j \leq i, e_{jk} \in M_j \\
& \sum_{i=1}^n \sum_{k=1}^m w_{ik}x_{ik} \leq W \quad (16) \\
& p^{\text{LB}}(x) \leq p^{\text{MIP}}(x) \leq p^{\text{UB}}(x) \quad (17) \\
& x_{ik} \in \{0, 1\}, e_{ik} \in M \\
& z^i_{jk} \in \mathbb{R}^+, i, j = 1, \ldots, n, j \leq i, e_{jk} \in M_j \\
& y_i \in \mathbb{R}^+, i = 1, \ldots, n
\end{align*}
\]

A solution of LB\(^\lambda\) can be used as a starting solution for MIP\(^\lambda\) and can yield the lower bound value \( p^{\text{LB}}(x) \). In its turn, UB\(^\lambda\) can provide the upper bound value \( p^{\text{UB}}(x) \). To set the value of \( \lambda \) to be used in both LB\(^\lambda\) and UB\(^\lambda\), we specify its value through the notation MIP\(^\lambda\). To strengthen the relaxation of MIP\(^\lambda\), the sequencing constraints of Section 4 can be imposed as valid inequalities as has been earlier proposed in Polyakovskiy & Neumann (2015). However, our current investigations show that they are not beneficial anymore when the upper bound produced by UB\(^\lambda\) is applied in Eq. 17. An effective set of inequalities in order to obtain tighter relaxations can be obtained from the reformulation-linearization technique (RLT) by Sherali & Adams (1999), which uses \( 3n \) additional inequalities for the capacity constraint (16). Specifically, multiplying (16) by \( y_i, U_i - y_i \) and \( y_i - L_i, l = 1, \ldots, n \), we obtain the following inequalities:
\[ \sum_{i=1}^{n} \sum_{k=1}^{m_i} w_{ik} z_{ik}^l \leq Wy_l; \]

\[ U_l \sum_{i=1}^{n} \sum_{k=1}^{m_i} w_{ik} x_{ik} - \sum_{i=1}^{n} \sum_{k=1}^{m_i} w_{ik} z_{ik}^l \leq U_l W - Wy_l; \]

\[ \sum_{i=1}^{n} \sum_{k=1}^{m_i} w_{ik} z_{ik}^l - L_l \sum_{i=1}^{n} \sum_{k=1}^{m_i} w_{ik} x_{ik} \leq Wy_l - L_l W. \]

8. Branch-Infer-and-Bound Approach

Constraint programming (CP) has been shown to be a promising solution technique for various combinatorial optimization problems (Rossi et al. (2006, 2008)). It deals with a problem consisting of a set of variables \( X = \{x_1, \ldots, x_n\} \) and a finite set of constraints \( C \) given on the elements of \( X \). Each variable \( x_i \in X \) is associated with a domain \( D_i \) of available values. When the domain of every variable \( x_i \) is reduced to a singleton \( \{v_i\} \), a values vector \( v = (v_1, \ldots, v_n) \) is obtained. A satisfiability problem asks for a decision vector \( x = v \) such that all the constraints in \( C \) are satisfied simultaneously. A constraint optimization problem involves in addition an objective function \( f(x) \) that is to be either maximized or minimized over the set of all feasible solutions. In CP, constraints are given in a declarative way, but are viewed individually as special-purpose procedures that operate on a solution space. Each procedure applies a filtering algorithm that eliminates those values from the domains of the involved variables which cannot be a part of any feasible solution with respect to that constraint. The restricted domains generated by the constraints are in effect elementary in-domain constraints that restrict a variable to a domain of possible values. They become a part of a constraint store. To link all the procedures together in order to solve a problem as a whole, the constraint store is passed on to the next constraint to be processed. In such a way, the results of one filtering procedure are propagated to the others. In general, filtering algorithms are called repeatedly to achieve a certain level of consistency. This is because achieving arc consistency for one constraint might make other constraints inconsistent. Specifically, constraint \( c \in C \) involving variables \( x_i \) and \( x_j \) is said to be arc consistent with respect to \( x_i \) if for each value \( v' \in D_i \) there is an allowed value of \( x_j \). A constraint satisfaction problem is arc consistent iff every constraint \( c \in C \) is arc consistent with respect to \( x_i \) as well as to \( x_j \). Therefore, multiple runs of filtering are required for those constraints that share common variables of \( X \). This process is called constraint propagation. CP aims to enumerate solutions with respect to the constraint store in order to find the best feasible solution. To cope with this, a search tree is used, and every variable \( x_i \) with domain \( D_i \) is examined in some node of the tree. If \( D_i = \emptyset \), an infeasible solution is found. If \( |D_i| > 1 \), one can branch on \( x_i \) by partitioning \( D_i \) into smaller domains, each corresponding to a branch. The domains of the variables decrease as they are reduced via constraint propagation when one descends into the tree. In the
case of the constraint optimization problem, the search continues unless either
the best solution is determined over those solutions where all the domains are
singleton, or at least one of the domains is empty for every leaf node of the
search tree. Certainly, the order in which the variables are instantiated and how
the domains are partitioned matters for a running time.

Combining CP with the branch-and-cut method is a natural hybridization
which results from the complementary strengths of both techniques. It gives rise
to the so-called branch-infer-and-relax (BIR) approach presented by Bockmayr
& Hooker [2005]. The idea of BIR is to combine filtering and propagation used
in CP with relaxation and cutting plane generation used in MIP. In each node
of a search tree, constraint propagation creates a constraint store of in-domain
constraints, while polyhedral relaxation creates a constraint store of inequalities.
The two constraint stores can enrich each other, since reduced domains impose bounds on variables, and bounds on variables can reduce domains. The
inequality relaxation is solved to obtain a bound on the optimal value, which
prunes the search tree as in the branch-and-cut method.

Here, to solve PWT^c (and PWT^u), we adopt this idea and introduce a
branch-infer-and-bound approach that compounds CP and the upper bound
introduced in Section 6.2. Specifically, we substitute the relaxation used in BIR
with a stand-alone upper bound procedure to be executed in each node of the
search tree in order to prune some of its branches. In each node, we create
a refined set of items \( M' = M \setminus \cup\{e_{ik} : |D_{ik}| = 1 \} \) and add the weight
and profit of those items whose \( D_{ik} = \{1\} \) to \( w^c_i \) and \( w^{\max}_i \) in the model of
\( p^{UB}(x) \), respectively. In other words, we treat the items accepted by the search
as compulsory. Finally, we apply \( UB^\lambda \) to \( x \) formed on \( M' \) and prune a branch if
the resulting \( p^{UB}(x) \) is smaller than the objective value of the best incumbent
solution known.

Similarly to the previous MIP formulations, our CP model bases the search
on binary decision vector \( x \) where variable \( x_{ik} \) takes the value of 1 to indicate
that item \( e_{ik} \in M \) is chosen. To speed up computations, it employs an auxiliary
integer variable \( w_i \) that calculates the total weight of the items selected in city
\( i \) and all the preceding cities when traveling along the edge \((i, i+1)\), for any
\( i = 1, \ldots, n \). Again, \( w^c_i \) and \( p^c_i \) denote the total weight and the total profit of
compulsory items collected in city \( i \). Here, we assume that the both values come
out of the pre-processing step. The model has the following objective function
and constraints (BIB^\lambda):
\[
\text{max } p^{BR}(x) = \sum_{i=1}^{n} \left( p_i^c + \sum_{k=1}^{m_i} p_{ik} x_{ik} - \frac{Rd_i}{v_{\max} - v_{\min}} \right) (18)
\]
\[
s.t. \quad w_i = w_{i-1} + w_i^c + \sum_{e_{ik} \in M_i} w_{ik} x_{ik}, \quad i = 1, \ldots, n
\] (19)
\[
\sum_{i=1}^{n} \left( w_i^c + \sum_{k=1}^{m_i} w_{ik} x_{ik} \right) \leq W (20)
\]
\[
x_{il} \leq x_{ik}, \quad i = 1, \ldots, n, \quad e_{il}, e_{ik} \in M_i : (p_{il} < p_{ik}) \land (w_{il} \geq w_{ik}), \quad l \neq k, (21)
\]
\[
x_{jl} \leq x_{ik}, \quad i = 1, \ldots, n, \quad j < i, \quad e_{jl} \in M_j, \quad e_{ik} \in M_i : (p_{jl} - \Delta_j^{ji} < p_{ik}) \land (w_{jl} \geq w_{ik}) (22)
\]
\[
x_{jl} \geq x_{ik}, \quad i = 1, \ldots, n, \quad j < i, \quad e_{jl} \in M_j, \quad e_{ik} \in M_i : (p_{jl} - \Delta_j^{ji} > p_{ik}) \land (w_{jl} \leq w_{ik}) (23)
\]
\[
\text{sequencing}(x_{jl}, [w_1, \ldots, w_n]), \quad j = 1, \ldots, n,
\]
\[
e_{jl} \in M_j : (\exists e_{ik} \in M_i, \quad j < i : p_{jl} - \Delta_j^{ji} \leq p_{ik} \leq p_{jl} - \Delta_j^{ji}) (24)
\]
\[
x_{ik} \in \{0, 1\}, \quad e_{ik} \in M (25)
\]
\[
w_i \in \{0, \ldots, W\}, \quad i = 1, \ldots, n (26)
\]
\[
w_0 = 0 (27)
\]

Function (18) represents the objective function of the problem. For each edge \((i, i+1), \quad i = 1, \ldots, n\), it sums up the profits of items taken in city \(i\) minus the cost of transportation of all the items that have been placed to the vehicle in city \(i\) and all the cities prior to \(i\). Equation (19) calculates the weight \(w_i\) of all the items taken in the cities \(1, \ldots, i\). Equation (20) is a capacity constraint. Equations (21), (22) and (23) impose the set of redundant sequencing constraints \(SC^i\), \(SC^{ji}\), and \(SC^{ji}\) of Section 4, respectively. This set may be rather small, and therefore might have a limited impact on inference of in-domain constraints during the search. Indeed, more constraints might be involved if \(w_{ik}^c\) in \(\Delta_j^{ji}\) of constraint \(SC^{ji}\) was larger and \(w_{ik}^{max}\) in \(\Delta_j^{ji}\) of constraint \(SC^{ji}\) was smaller. The values of these two variables \(w_{ik}^c\) and \(w_{ik}^{max}\) can in fact be considered as initial lower and upper bounds on the weight of the items collected in city \(b\). As one descends into the tree, items are either collected or rejected. Being picked up in some city, an item contributes its weight that increases the lower bound. Being rejected, it lowers the upper bound. We include those constraints into the pool that still may work out when the lower or upper bound on the weight reaches a certain level. Specifically, (21) adds a redundant customized constraint for each item \(e_{jl}\) that has at least one related item \(e_{ik}, \quad j < i\), such that their mutual sequencing depends on the weight of the items collected in cities \(j, \ldots, i-1\). Equations (25) and (26) define the domains of the variables. Finally, Equation (27) sets the base case \(w_0 = 0\).

We assume a depth-first search strategy for traversing the binary search tree and instantiate variables in the order in which the cities appear in \(N\). No order is given to the items within the same city. Therefore, at the moment when item \(e_{ik}\) is to be instantiated by the search, the domains of the variables associated with the items in cities \(1, \ldots, i-1\) and with those in city \(i\) that appear prior
to \( e_{ik} \) in the set \( M_i \) have been already reduced to singletons. Accordingly, the domain of variable \( w_i \) is reduced to a singleton once the decision variables of the items in city \( i \) have been all fixed to singletons.

The customized sequencing constraint \( \text{sequencing}(x_{jl}, [w_1, \ldots, w_n]) \) applies to variable \( x_{jl} \) for which there exists at least one item, say \( x_{ik} \), such that \( p_{jl} - \Delta_{jl} \leq p_{ik} \leq p_{jl} - \Delta_{jl} \) holds and \( j < i \). Algorithm 2 sketches the pseudocode of the corresponding filtering algorithm. We use a Boolean variable \( \Theta_{e_{jl}e_{ik}} \), which takes value \( \text{true} \) to indicate the situation when selection of items \( e_{jl} \) and \( e_{ik} \) may be potentially sequenced. First, the algorithm initializes variables \( w_{\text{max}} \) and \( w_{\text{min}} \) that, respectively, represent the upper and lower bounds on the weight of collected items that the vehicle has in city \( i \). It sets both variables to the sum of weights of items collected in the cities prior to city \( j \), i.e. \( w_{j-1} \), and adds the weight of item \( e_{jl} \) if its variable \( x_{jl} \) has been fixed to 1 (cf. line 1). Then the algorithm starts exploring the items positioned in the cities succeeding \( j \). Each time the next city \( i \) is taken into consideration, it adds the weight of all the items existing in \( i \) to \( w_{\text{max}} \) and the weight of all the compulsory items in \( i \) to \( w_{\text{min}} \) (cf. line 3). In each city \( i \), the algorithm examines the items that the city contains. When the corresponding variable \( x_{ik} \) of item \( e_{ik} \) is a singleton, the algorithm modifies the bounds on collected weight accordingly (cf. lines 10 and 11). Subsequently, if \( \Theta_{e_{jl}e_{ik}} \) is \( \text{true} \), it tries to establish a sequencing relation between \( e_{ik} \) and \( e_{jl} \). If the condition in line 13 holds, it excludes 1 from domain \( D_{ik} \), and therefore declines item \( e_{ik} \) since \( e_{jl} \) is assumed to be rejected by the search. At the same time, it lowers \( w_{\text{max}} \) by the value of \( w_{ik} \). On the other hand, if the condition in line 18 holds, it excludes 0 from domain \( D_{ik} \), and therefore selects item \( e_{ik} \) because \( e_{jl} \) is assumed to be selected. In addition, it increases \( w_{\text{min}} \) by the value of \( w_{ik} \). If no relation has been established at that stage, the algorithm adds \( e_{ik} \) to the set of items \( M^* \). Continuing to explore other items, it tries to prove each item of \( M^* \) to be unprofitable every time it finishes investigating city \( i \) (cf. line 31). Furthermore, having all the cities analyzed, the algorithm returns back to set \( M^* \) and tries to prove each of its items to be compulsory if the instance \( I \) at hands refers to \( \text{PWT}^{\text{in}} \) (cf. line 37).

9. Computational Experiments

In this section, we investigate the effectiveness of the proposed approaches by experimental studies. On the one hand, we assess the advantage of the pre-processing scheme in terms of quantity of discarded items and auxiliary decision variables. On the other hand, we evaluate our \( \text{LB}^\lambda \), \( \text{MIP}^\lambda \), and \( \text{BIB}^\lambda \) models in terms of solution quality and running time. The program code is implemented in JAVA using the IBM Optimization Studio 12.6.2. To solve the mixed-integer programs \( \text{LB}^\lambda \), \( \text{UB}^\lambda \) and \( \text{MIP}^\lambda \), we use CPLEX with default settings. When running \( \text{UB}^\lambda \), we increase CPLEX’s precision by setting the relative tolerance on the gap between the best integer objective and the objective of the best node remaining to \( 1e-7 \). To solve the constrained program within \( \text{BIB}^\lambda \), we use CP OPTIMIZER switched to the depth-first search mode and set
investigating the large size instances in Section 9.2. Furthermore, we limit the parallel mode to only a single thread for Cplex and CP Optimizer to make them both comparable to each other when dealing with the small size instances in Section 9.1. We set the number of threads to the maximum number of cores available when investigating the large size instances in Section 9.2.

The test instances are adopted from the benchmark set $B$ of Polyakovskiy et al. (2014). This benchmark set is constructed on TSP instances from TSPLIB introduced by Reinelt (1991) augmented by a set of items distributed among all the cities but the first one. We use the set of items available in each city and obtain the route from the corresponding TSP instance by running the Chained Lin-Kernighan heuristic proposed by Applegate et al. (2003). Given the permu-

Algorithm 2: The Filtering Algorithm of Constraint sequencing$(x_{j}, [w_1, \ldots, w_n])$

1. initialize $w_{max}^j = w_{j-1} + w_{j}^c x_{j};$ initialize $w_{min}^j = w_{j-1} + w_{j}^e x_{j};$
2. initialize $M^* = 0;
3. set $\Delta_j^2 = 0; \Delta_j^1 = 0;$
4. for each city $i$ from $j$ to $n$ do
5. \[ w_{max} \leftarrow w_{max}^j + w_{j}^c x_{j} \quad w_{min} \leftarrow w_{min}^j + w_{j}^e x_{j} \]
6. for each item $e_{ik} \in M^*_i, e_{ik} \neq e_j$ do
7. initialize $flag \leftarrow true;$
8. if $\text{RemoveValue}(D_{ik}) \leq 1$ then
9. \[ flag \leftarrow false; \]
10. if $s_{ik} = 0$ then $w_{min} \leftarrow w_{min} - w_{ik};$
11. if $s_{ik} = 1$ then $w_{min} \leftarrow w_{min} + w_{ik};$
12. if $s_{ik} \neq s_{jk}$ then
13. \[ ( w_{j} \leq w_{ik} ) \land ( p_{ij} - \eta^{j} > p_{ik} ) \land ( s_{j} = 0 ) \text{ then } \]
14. \[ w_{min} \leftarrow w_{min} - w_{ik}; \]
15. \[ flag \leftarrow false; \]
16. \[ \text{RemoveValue}(D_{ik}, 1); \]
17. \[ ( w_{j} \geq w_{ik} ) \land ( p_{ij} - \Delta_j^l < p_{ik} ) \land ( s_{j} = 1 ) \text{ then } \]
18. \[ w_{min} \leftarrow w_{min} + w_{ik}; \]
19. \[ flag \leftarrow false; \]
20. \[ \text{RemoveValue}(D_{ik}, 0); \]
21. \[ M^* \leftarrow M^* \cup \{ e_{ik} \}; \]
22. \[ \text{initialize } \eta_{j}^{l+1} = 0; \Delta_{j}^{l+1} = 0; \]
23. \( \eta_{j}^{l+1} = \eta_{j}^{l} + Rd_j \left( \frac{1}{w_{max} - w_{min}} \right); \)
24. \( \Delta_{j}^{l+1} = \Delta_{j}^{l} + Rd_j \left( \frac{1}{w_{max} - w_{min}} \right); \)
25. for each item $e_{ab} \in M^*$ do
26. \[ \eta_{b}^{n+1} = \eta_{b}^{n+1} + Rd_j \left( \frac{1}{w_{max} - w_{min}} \right); \]
27. \[ \Delta_{b}^{n+1} = \Delta_{b}^{n+1} + Rd_j \left( \frac{1}{w_{max} - w_{min}} \right); \]
28. if $p_{ab} - \Delta_{b}^{n+1} \leq 0$ then \[ \text{RemoveValue}(D_{ab}, 1); \]
29. \[ M^* \leftarrow M^* \setminus \{ e_{ab} \}; \]
30. if $p_{ab} - \Delta_{b}^{n+1} > 0$ then \[ \text{RemoveValue}(D_{ab}, 0); \]
31. if $\text{ProblemType}(i) = \text{PWT}$ then
32. for each item $e_{ab} \in M^*$ do
33. \[ M^* \leftarrow M^* \setminus \{ e_{ab} \}; \]
34. \[ \text{RemoveValue}(D_{ab}, 0); \]
tation $\pi = (\pi_1, \pi_2, \ldots, \pi_n)$ of the cities computed by the Chained Lin-Kernighan heuristic, where $\pi_1$ is free of items, we use $N = (\pi_2, \pi_3, \ldots, \pi_n, \pi_1)$ as the route for our problem. We consider the uncorrelated (uncorr), uncorrelated with similar weights (uncorr-s-w), and bounded strongly correlated (b-s-corr) types of items’ generation, and set $\nu_{\min}$ and $\nu_{\max}$ to 0.1 and 1 as proposed for $B$.

9.1. Computational Experiments on the Set of Small Size Instances

Here, using a set of small instances, our goal is to evaluate the performance of our pre-processing scheme and the performance of the proposed approximate and exact approaches. Unlike experiments carried out in our earlier research [Polyakovskiy & Neumann (2015)], here we are able to find optimal solutions to all the small instances within the same time limit. Therefore, the main focus of our investigation with respect to the exact approaches is their running times rather than any qualitative performance measures.

We study three families of small size instances based on the TSP problems ei151, ei176, and ei1101 with 51, 76 and 101 cities, respectively. This series of experiments has been carried out on PC with 4 Gb RAM and a 3.06 GHz Dual Core processor. The results of the experiments are shown in Table 1. All the instances of a family have the same route $N$. We consider instances with 1, 5, and 10 items per city. The postfixes 1, 6 and 10 in the instances’ names indicate the vehicle’s capacity $W$. The greater the value of a postfix is, the larger $W$ is given. Column 2 specifies the total number of items $m$. Ratio $\alpha = 100 \cdot (m - m') / m$ in Column 3 denotes a percentage of items discarded in a pre-processing step, where $m'$ is the number of items left after pre-processing. Column ver identifies by “u” whether $PWT^c$ has been reduced to $PWT^u$ by pre-processing. Columns 5-7 report results for $LB^\lambda$ with $\lambda = 100$. Specifically, column 5 gives $\rho$ as a ratio between the lower bound obtained by $LB^{100}$ and the optimum obtained by the branch-infer-and-bound approach. Column 6 contains the running time $t$ of $LB^{100}$. Column 7 shows a rate $\beta$ that is a percentage of auxiliary $y$-type variables used in practice by $LB^\lambda$. At most $\lambda n$ variables is required by $LB^\lambda$. Thus, $\beta$ is computed as $\beta = 100 \cdot (\sum_{i=1}^{n} |B_i|) / (\lambda n)$. Column 8 presents the running time $t$ for the MIP-based exact approach $MIP^\lambda$ when $\lambda$ is set to 1000. Therefore, both $LB^\lambda$ and $UB^\lambda$ incorporated into $MIP^\lambda$ use $\lambda = 1000$ as well to compute initial lower and upper bounds. The time limit of 1 day has been given to $MIP^\lambda$ in total, while $LB^\lambda$ and $UB^\lambda$ have got the time limit of 2 hours each. The running time of $MIP^\lambda$ provided in the table includes the total time taken by $LB^\lambda$ and $UB^\lambda$. For most of the instances except the instance “uncorr-s-w_01” of the family ei1101, this time is found negligible. Column 9 reports $\omega$ as a relative gap in percents that compares the running time of $MIP^\lambda$ to the smallest running time over all the algorithms studied in the experiment. In general, $\omega$ is to be computed as $\omega = 100 \cdot (t_{\text{ALG}} - t_{\text{MIN}}) / t_{\text{MIN}}$, where $t_{\text{ALG}}$ is the running time of a particular algorithm and $t_{\text{MIN}}$ is the minimum over the running times of the various configurations of $MIP^\lambda$ and $BIB^\lambda$ investigated here.

The rest columns of the table describe results for the branch-infer-and-bound approach $BIB^\lambda$ with $\lambda \in \{500, 1000, 1500\}$. Furthermore, two cases of $BIB^\lambda$ for
λ = 1000 have been studied. BIB\textsuperscript{1000} is exactly that one which is described in Section 8. BIB\textsubscript{1000} is its copy that does not include the customized sequencing constraints to the model. In such way, we evaluate the impact of the constraint on the performance of BIB\textsuperscript{λ}. We employ LB\textsuperscript{100}, which we give 2 hours of running time limit, to provide BIB\textsuperscript{λ} with a lower bound to be used then to prune the search tree. Within BIB\textsuperscript{500}, BIB\textsuperscript{1000}, BIB\textsubscript{1000 no seq.}, and BIB\textsuperscript{1500}, we run the variant of UB\textsuperscript{λ} where the integrality constraints on \( x \)-type decision variables are removed. This makes UB\textsuperscript{λ} a linear program and significantly speeds up computations at the very small cost of solution quality. Each of the columns \( t \) reports the total computational time for the corresponding BIB\textsuperscript{λ} and includes the time taken by LB\textsuperscript{100}. Similarly, each of the columns named \( ω \) does when reporting \( ω \) that compares the running time of BIB\textsuperscript{λ} to the smallest running time found over the studied MIP\textsuperscript{λ} and BIB\textsuperscript{λ} approaches. The least running time obtained for a particular instance is marked by bold and underlined in the entry \( t \) of the corresponding approach. The entries of the table marked by “-” indicate that optimal solutions have not been obtained within the given time limit.

9.1.1. Performance of the Pre-processing Scheme

Here, we evaluate the performance of our pre-processing scheme by calculating the percentage of discarded items and auxiliary decision variables. We aim to understand for which classes and types of the instances the pre-processing scheme works fine and which instances are hard to be reduced. Furthermore, we wonder how many of the instances of PWT\textsuperscript{c} become those of PWT\textsuperscript{u}.

The results of the experiments demonstrate efficiency of the pre-processing scheme. It is rather good with respect to the instances of uncorr type and removes on average 31.6% of their items. Concerning the uncorr-s-w type of the instances, it is able to exclude on average 18.5% of the items that they contain. Within these two categories, the instances with large \( W \) are rather liable to reduction to instances of PWT\textsuperscript{u}. Because \( W \) is large, they get more chances to loose enough items so that the total weight of rest items becomes less or equal to \( W \). The pre-processing scheme does not work well for the b-s-corr type of the instances. No instance of this type has been reduced to PWT\textsuperscript{u}. Because the profit of an item approaches its weight, the pre-processing encounters a difficulty to find unprofitable items for this instance type. In general, the way of how profits and weights are generated is not an obstacle in itself for the pre-processing to be successful. There are other factors, like the value of rent rate \( R \), the value of capacity \( W \), and a distance to the destination from the city where an item is positioned, that hinder its application. For example, if a route is long enough, some items in the first cities can be shown to be unprofitable even in the case of their b-s-corr type of generation. Clearly, the fact that we cannot handle the instances of this type is a proper property of the benchmark suite \( B \).

Obviously, discarding items within pre-processing reduces the number of auxiliary variables in LB\textsuperscript{λ}. The rate \( β \) demonstrates that in practice LB\textsuperscript{100}
uses a very reduced set of them. The average over all the entries is just 48.5%. Therefore, less than a half of all possible variables is used only. In general, $\beta$ is significantly small when $W$ is large, since latter results in a slower growth of diapason $[v_i^{\min}, v_i^{\max}]$ in LB$^\lambda$, for $i = 1, \ldots, n$. In other words, the instances with large $W$ require less number of auxiliary decision variables comparing to the instances where $W$ is smaller.

9.1.2. Performance of the Approximate Approach

We now aim to evaluate the performance of LB$^{100}$ concerning its running time and solution quality compared to optima. LB$^{100}$ is particularly fast and its model is solved to optimality in a very short time for all the small size instances. Only one instance of the whole test suite causes a difficulty in terms of running time. The approximate approach looks very swift even with instances of the b-s-corr type and produces very good approximation for reasonably small $\lambda = 100$. The ratio $\rho$ close to 1 points out that LB$^{100}$ obtains approximately the same result as the optimal objective value is, but in a shorter time. Therefore, LB$^\lambda$ gives an advanced trade-off in terms of computational time and solution's quality comparing to the exact approaches. The larger $\lambda = 1000$ has been tested in our earlier experiments (Polyakovskiy & Neumann (2015)). However, it results to a very limited improvement in the value of the total reward at the larger cost of running time, and more importantly at the larger cost of memory consumption. Indeed, as $\lambda$ increases, the approach requires more memory as the number of auxiliary variables grows.

9.1.3. Performance of the Exact Approaches

In this part of the analysis, our goal is to evaluate the performance of the MIP$^\lambda$ and BIB$^\lambda$ approaches and determine which classes and types of the instances are hard to be solved by each of them. Since all the instances can be solved to optimality, we treat a time spent to achieve an optimal solution as hardness of an instance.

Comparing to the earlier results, we see now that the unconstrained instances of the problem are not to be easier to handle as it has been previously observed (Polyakovskiy et al. (2014); Polyakovskiy & Neumann (2015)). Now, our mixed-integer programming approach is able to solve all the small size instances to optimality as it is strengthened with the upper bound UB$^\lambda$. Specifically, MIP$^\lambda$ takes much less time than the given limit and can be executed on an ordinary PC instead of the highly productive computational cluster that has been previously utilized.

The results show that the instances of the uncorr-s-w type are harder to solve for MIP$^\lambda$ comparing to other types. This fact looks interesting. Comparing to the b-s-corr type, this type has around 20% of items per instance excluded by the pre-processing step and needs much less auxiliary variables, but takes more time to achieve an optimal solution. This also differs PWT from the classical 0-1 knapsack problem for which the b-s-corr type is shown to be the hardest one (Martello et al. (1999)). The b-s-corr type is not easier to solve than the
uncorr type in terms of running time, nor the latter is when compared to the former.

MIP\(^\lambda\) outperforms BIB\(^\lambda\) mainly on the set of b-s-corr type instances with the least capacity \(W\). BIB\(^{500}\) is superior on the wide range of instances. It is highly effective for the set of uncorr and uncorr-s-w type instances with large capacity. Depending on the parameter \(\lambda\), performance of BIB\(^\lambda\) can be further improved for some instances. Specifically, setting \(\lambda\) to larger values allows BIB\(^\lambda\) to solve b-s-corr type instances with many items and large capacity faster. The further increase of \(\lambda\) up to 1500, leads to the best result for some of those instances. However, this degrades performance of BIB\(^\lambda\) on other instances. Performance of BIB\(^\lambda\) with the values of \(\lambda\) less than 500 and greater than 1500 have also been investigated. However, using too small or too large values increases the running time of the approach. The same behavior has been observed for MIP\(^\lambda\), for which the value of 1000 is the most promising one. In summary, we argue that selecting \(\lambda = 1000\) represents a good balance when the classification of instances is unknown, e.g. a new problem instance is to be solved. BIB\(^{1000}\) works reasonably fast over all the instances. Although it loses against BIB\(^{500}\) on many instances, these loss are insignificant when compared to gains on some other instances, for example, on those ones prefixed by “b-s-corr\_10”.

9.1.4. Impact of the Sequencing Constraints

Here, we are interested in understanding the impact of the sequencing constraints on the performance of the CP Search. We wonder how strong the constraint can be in pruning the search tree and for which types and classes of the instances it performs well.

Table 2 presents the details on the constraint programming search performed by BIB\(^\lambda\) on small size instances of the benchmark suite. Columns 1-3 specify the instance’s name, the total number of items \(m\), and the version of the problem solved. Other columns of the table describe results for BIB\(^\lambda\) with \(\lambda \in \{500, 1000, 1500\}\). Each of the sections shows the number of branches \(b\) totally explored and the number of fails \(f\) obtained by the CP solver during the search when the corresponding parameter value \(\lambda\) is in use. Furthermore, each of the columns “UB\(^\lambda\) runs” reports the number of successful UB\(^\lambda\) runs, say \(r^s\), that resulted in pruning of the search tree and the total number of runs, say \(r^t\). The two values are separated by “|”. In the parentheses, it also gives a percentage of successful runs \(\eta\) computed as \(\eta = 100 \cdot r^s/r^t\).

The sequencing constraints of BIB\(^\lambda\) look weak when dealing with the instances of the b-s-corr type. This can be observed from the results, which show that the number of UB\(^\lambda\) runs considerably decreases when \(\lambda\) increases. This means that BIB\(^\lambda\) needs to tighten the upper bound by increasing the value of \(\lambda\) in order to achieve a better performance for this type of the instances. In other words, BIB\(^\lambda\) relies more on a tight upper bound to prune the search tree rather than on the sequencing constraints. In contrast, considering other types of the instances, the growth of the number of runs is not that much for them. Moreover, the number of explored branches \(b\) and the number of fails \(f\) obtained
remain almost the same for different values of \( \lambda \). This means that BIB\(^{\lambda} \) extensively rely on the sequencing constraints when solving the uncorr and uncorr-s-w types of the instances. When we turn off the sequencing constraints in the case of BIB\(^{1000 \text{ no seq.}} \), the approach explores more branches with respect to the uncorr and uncorr-s-w types and spends more time to do this, while the number of branches traversed and the running time stay almost the same for the b-s-corr type. The reason why the sequencing constraints are weak with respect to the b-s-corr type is the same as for the pre-processing scheme which also has low performance when dealing with this type.

9.2. Computational Experiments on the Set of Large Size Instances

The goal of our second experiment is to understand how fast LB\(^{\lambda} \) finds the approximate solutions of larger size instances and how efficient the pre-processing scheme is in this case. Solving large size instances turns out to be costly and requires computational capacity beyond that of an ordinary computer. Therefore, this series of experiments has been carried out on a computational cluster with 128 Gb RAM and 2.8 GHz 48-cores AMD Opteron processor. We use the same settings for the MIP solver as in our first experiment and set \( \lambda = 100 \) for LB\(^{\lambda} \). We investigate two families of the largest size instances of benchmark suite \( B \), namely those based on the TSP problems pla33810 and pla85900 with 33810 and 85900 cities, respectively. Table 3 reports the results. Columns 1-4 specify the instance’s name, the total number of items \( m \), the percentage of items discarded within the pre-processing step \( \alpha \), and the version of the problem solved. The rest of the table describes the results for LB\(^{100} \) and for its two special cases: LB\(^{100 \text{ no pre-pr.}} \) when LB\(^{100} \) is run without any pre-processing at all and LB\(^{100 \text{ red. pre-pr.}} \) when LB\(^{100} \) does not use the reasoning based on the sequencing constraints to accelerate deduction of compulsory and unprofitable items when a problem in hand is unconstrained (see Section 5 for details). Columns 5 and 10 provide the running time \( t \) of LB\(^{100} \) (including the time taken by pre-processing) and of LB\(^{100 \text{ no pre-pr.}} \), respectively, while columns 6 and 11 give details on \( \beta \), which is the percentage of auxiliary \( y \)-type variables that they use. The way to calculate \( \alpha \) and \( \beta \) is given in Section 9.1. Columns 8 and 12 report \( \omega \) as a relative gap in percents that compares the running times of LB\(^{100} \) and LB\(^{100 \text{ no pre-pr.}} \). Specifically, \( \omega \) is computed as \( \omega = 100 \cdot \left( \frac{t^{\text{ALG}} - t^{\text{MIN}}}{t^{\text{MIN}}} \right) \), where \( t^{\text{ALG}} \) is the running time of LB\(^{100} \) or LB\(^{100 \text{ no pre-pr.}} \) and \( t^{\text{MIN}} \) is the minimum of their running times. Column \( t_p \) gives the pre-processing time taken by LB\(^{100} \). Column \( \gamma \) shows a ratio between the number of \( y \)-type variables used by LB\(^{100 \text{ no pre-pr.}} \) and LB\(^{100} \). Column \( \rho \) gives a ratio between the upper bound obtained by UB\(^{\lambda} \) with the same \( \lambda = 100 \) and the lower bound LB\(^{100} \). We do not provide runtime and some other results for LB\(^{100 \text{ red. pre-pr.}} \) as it always performs worse than LB\(^{100} \). For it, we only show the ratio \( \eta \) between the pre-processing time of LB\(^{100 \text{ red. pre-pr.}} \) and that one of LB\(^{100} \) to evaluate a speedup gained by utilizing the sequencing constraints for deduction of compulsory and unprofitable items in the case of PWT\(^{\mu} \). Note that in LB\(^{100 \text{ red. pre-pr.}} \), the pre-processing
Table 1: Results of Computational Experiments on Small Size Instances

| instance family | m | n | \% err | LR  | MPI  | BH  | BH  | BH  | BH  | BH  |
|-----------------|---|---|--------|-----|------|-----|-----|-----|-----|-----|
| uncorr          | 50 | 42.0 | 0.00000 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 |
| uncorr-w        | 50 | 24.0 | 0.00000 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 |
| b-uncorr        | 50 | 4.0 | 0.00000 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 |
| uncorr-s        | 50 | 40.0 | 0.00000 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 |
| uncorr-s-w      | 50 | 24.0 | 0.00000 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 |
| b-uncorr-s      | 50 | 4.0 | 0.00000 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 |
| uncorr-r        | 50 | 40.0 | 0.00000 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 |
| uncorr-r-s      | 50 | 24.0 | 0.00000 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 |
| b-uncorr-r      | 50 | 4.0 | 0.00000 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 |
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| Instance family | **t** | **s** | **I** | **IP** | **IB** | **I** | **IP** | **IB** | **I** | **IP** | **IB** |
|----------------|------|------|------|------|------|------|------|------|------|------|------|
| **BIB**       |      |      |      |      |      |      |      |      |      |      |      |
| **IB**        |      |      |      |      |      |      |      |      |      |      |      |
| **IB**        |      |      |      |      |      |      |      |      |      |      |      |

**Table 2: Details on the CP Search Performed by BIB**

| Instance | **m** | **w** | **b-s-corr** | **b-s-corr** | **b-s-corr** | **b-s-corr** | **b-s-corr** | **b-s-corr** | **b-s-corr** | **b-s-corr** |
|----------|------|------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|
| uncorr   | 50   | 60   | 105 (10%)   | 346 (22%)   | 585 (35%)   | 22 (2%)     | 32 (2%)     | 62 (3%)     | 4 (0%)      | 105 (1%)
| uncorr   | 50   | 60   | 105 (10%)   | 346 (22%)   | 585 (35%)   | 22 (2%)     | 32 (2%)     | 62 (3%)     | 4 (0%)      | 105 (1%)
| uncorr   | 50   | 60   | 105 (10%)   | 346 (22%)   | 585 (35%)   | 22 (2%)     | 32 (2%)     | 62 (3%)     | 4 (0%)      | 105 (1%)
| uncorr   | 50   | 60   | 105 (10%)   | 346 (22%)   | 585 (35%)   | 22 (2%)     | 32 (2%)     | 62 (3%)     | 4 (0%)      | 105 (1%)
| uncorr   | 50   | 60   | 105 (10%)   | 346 (22%)   | 585 (35%)   | 22 (2%)     | 32 (2%)     | 62 (3%)     | 4 (0%)      | 105 (1%)
| uncorr   | 50   | 60   | 105 (10%)   | 346 (22%)   | 585 (35%)   | 22 (2%)     | 32 (2%)     | 62 (3%)     | 4 (0%)      | 105 (1%)
| uncorr   | 50   | 60   | 105 (10%)   | 346 (22%)   | 585 (35%)   | 22 (2%)     | 32 (2%)     | 62 (3%)     | 4 (0%)      | 105 (1%)
| uncorr   | 50   | 60   | 105 (10%)   | 346 (22%)   | 585 (35%)   | 22 (2%)     | 32 (2%)     | 62 (3%)     | 4 (0%)      | 105 (1%)
| uncorr   | 50   | 60   | 105 (10%)   | 346 (22%)   | 585 (35%)   | 22 (2%)     | 32 (2%)     | 62 (3%)     | 4 (0%)      | 105 (1%)
| uncorr   | 50   | 60   | 105 (10%)   | 346 (22%)   | 585 (35%)   | 22 (2%)     | 32 (2%)     | 62 (3%)     | 4 (0%)      | 105 (1%)

**Table 3: Details on the CP Search Performed by BIB on Small Size Instances**

| Instance | **m** | **w** | **b-s-corr** | **b-s-corr** | **b-s-corr** | **b-s-corr** | **b-s-corr** | **b-s-corr** | **b-s-corr** | **b-s-corr** |
|----------|------|------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|
| **IB**   |      |      |      |      |      |      |      |      |      |      |
| **IB**   |      |      |      |      |      |      |      |      |      |      |
| **IB**   |      |      |      |      |      |      |      |      |      |      |

**Table 4: Details on the CP Search Performed by BIB on Medium Size Instances**

| Instance | **m** | **w** | **b-s-corr** | **b-s-corr** | **b-s-corr** | **b-s-corr** | **b-s-corr** | **b-s-corr** | **b-s-corr** | **b-s-corr** |
|----------|------|------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|
| **IB**   |      |      |      |      |      |      |      |      |      |      |
| **IB**   |      |      |      |      |      |      |      |      |      |      |
| **IB**   |      |      |      |      |      |      |      |      |      |      |

**Table 5: Details on the CP Search Performed by BIB on Large Size Instances**

| Instance | **m** | **w** | **b-s-corr** | **b-s-corr** | **b-s-corr** | **b-s-corr** | **b-s-corr** | **b-s-corr** | **b-s-corr** | **b-s-corr** |
|----------|------|------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|
| **IB**   |      |      |      |      |      |      |      |      |      |      |
| **IB**   |      |      |      |      |      |      |      |      |      |      |
| **IB**   |      |      |      |      |      |      |      |      |      |      |

**Table 6: Details on the CP Search Performed by BIB on Extra Large Size Instances**
scheme decides whether an item is compulsory or unprofitable or none of these cases independently of other items whose properties are already known.

The results show that the pre-processing step is important and leads to great speeding-up. The pre-processing scheme excludes on average 27.7% of items per instance of the uncorr type and 13.2% of items per instance of the uncorr-s-w type. The instances of these two types are vulnerable for reduction when the problem is PWT \( u \) and when capacities are large. Furthermore, they are processed relatively fast as require much less number of auxiliary variables. Pre-processing allows LB\(^{100}\) to accelerate computations for the uncorr and uncorr-s-w types of the instances by 328% and 421% on average, respectively. The average value of ratio \( \gamma \) is 1.5 for the uncorr type against 1.2 for the uncorr-s-w type. Interestingly, despite on the larger portion of auxiliary \( y \)-type variables excluded for the uncorr type, its speeding-up indicator \( \omega \) is less than that one of the uncorr-s-w type. Pre-processing is rather costly when applied to the unconstrained instances. However, the reasoning based on the sequencing constraints significantly improves the situation. This is shown by the values of \( \eta \), which indicate that the time taken by pre-processing can be reduced up to \( \sim 400 \) times when comparing LB\(^{100}\) to LB\(^{100\text{ red. pre-pr.}}\). Otherwise, the running time of LB\(^{100\text{ red. pre-pr.}}\) often dominates one of LB\(^{100\text{ nie pre-pr.}}\) that leads to avoiding the pre-processing stage when dealing with PWT\(^{u}\).

In general, LB\(^{100}\) proves its ability to master large instances in a reasonable time. It needs less than \( \sim 30 \) minutes to find an approximate solution to any instance of family pla33810. Almost all the instances of family pla85900 can be solved approximately within 1 hour; it takes no longer than \( \sim 4 \) hours for any of them. The quality of approximate solutions is outstanding as is confirmed by the very small values of ratio \( \rho \).

10. Conclusion

We have introduced a new non-linear knapsack problem where items to be selected are subject to the total reward that a vehicle obtains by summing up the profits of chosen items and the subtracting costs resulted from their transportation along a fixed route. We have shown that both the constrained and unconstrained versions of the problem are \( \mathcal{NP} \)-hard. Our proposed pre-processing scheme can significantly decrease the size of instances making them easier for computation. The experimental results show that small size instances can be solved to optimality in a reasonable time by any of the two proposed exact approaches. Larger instances can be efficiently handled by our approximate approach producing near-optimal solutions.

As a future work, this problem has several natural generalizations. The first evident generalization is for sure the traveling thief problem where the sequence of cities may be changed. This variant asks for the mutual solution of the traveling salesman and knapsack problems. Another interesting situation takes place when cities may be skipped because are of no worth, for example any item stored there has in fact low or negative contribution to the total reward.
Table 3: Results of Computational Experiments on Large Size Instances

| instance family | pla8590 | pla33810 |
|-----------------|---------|---------|
| instance        |         |         |
| pla8590         | 12.4 %  | 169.3 sec | 12.9 sec | 3.2 %  | 151.2 sec |
| pla8590         | 13.5 %  | 3024.0  | 120.1 sec | 31.4 %  | 1200.5 sec |
| pla8590         | 14.5 %  | 213.0  | 52.0 sec | 12.2 %  | 149.0 sec |
| pla8590         | 14.4 %  | 1683.0  | 54.0 sec | 3.4 %  | 171.0 sec |
| pla8590         | 13.3 %  | 1259.0  | 149.0 sec | 12.3 %  | 149.0 sec |
| pla8590         | 13.6 %  | 158.0  | 149.0 sec | 12.3 %  | 149.0 sec |
| pla8590         | 13.0 %  | 3967.0  | 3.0 %  | 149.0 sec | 149.0 sec |
| pla8590         | 12.9 %  | 570.0  | 149.0 sec | 12.3 %  | 149.0 sec |
| pla8590         | 12.9 %  | 3491.0  | 149.0 sec | 12.3 %  | 149.0 sec |
| pla8590         | 12.5 %  | 4366.0  | 149.0 sec | 12.3 %  | 149.0 sec |
| pla8590         | 13.6 %  | 5495.0  | 149.0 sec | 12.3 %  | 149.0 sec |
| pla8590         | 13.5 %  | 2380.0  | 149.0 sec | 12.3 %  | 149.0 sec |
| pla8590         | 13.3 %  | 1259.0  | 149.0 sec | 12.3 %  | 149.0 sec |
| pla8590         | 13.2 %  | 545.0  | 149.0 sec | 12.3 %  | 149.0 sec |
| pla8590         | 12.0 %  | 3105.0  | 149.0 sec | 12.3 %  | 149.0 sec |
| pla8590         | 12.5 %  | 5483.0  | 149.0 sec | 12.3 %  | 149.0 sec |
| pla8590         | 12.6 %  | 4751.0  | 149.0 sec | 12.3 %  | 149.0 sec |
| pla8590         | 13.1 %  | 6064.0  | 149.0 sec | 12.3 %  | 149.0 sec |
| pla8590         | 13.6 %  | 5510.0  | 149.0 sec | 12.3 %  | 149.0 sec |
| pla8590         | 13.6 %  | 4859.0  | 149.0 sec | 12.3 %  | 149.0 sec |
| pla8590         | 13.7 %  | 7095.0  | 149.0 sec | 12.3 %  | 149.0 sec |
| pla8590         | 13.2 %  | 5038.0  | 149.0 sec | 12.3 %  | 149.0 sec |
| pla8590         | 12.0 %  | 5474.0  | 149.0 sec | 12.3 %  | 149.0 sec |
| pla8590         | 12.0 %  | 12566.0 | 149.0 sec | 12.3 %  | 149.0 sec |
| pla8590         | 12.0 %  | 13886.0 | 149.0 sec | 12.3 %  | 149.0 sec |
Finally, the possibility to pickup and deliver the items is for certain one another challenging problem. The outcomes of our research can further be adopted to solve routing problems with nonlinear cost functions, for example those when such a measure as gallon per vehicle mile versus load is used.
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