Analysis of azimuthal magnetorotational instability of rotating MHD flows and Tayler instability via an extended Hain-Lüst equation
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We consider a differentially rotating flow of an incompressible electrically conducting and viscous fluid subject to an external axial magnetic field and to an azimuthal magnetic field that is allowed to be generated by a combination of an axial electric current external to the fluid and electrical currents in the fluid itself. In this setting we derive an extended version of the celebrated Hain-Lüst differential equation for the radial Lagrangian displacement that incorporates the effects of the axial and azimuthal magnetic fields, viscosity, and electrical resistivity. We apply the Wentzel-Kramers-Brillouin method to the extended Hain-Lüst equation and derive a new comprehensive dispersion relation for the local stability analysis of the flow to three-dimensional disturbances. We confirm that in the limit of low magnetic Prandtl numbers, in which the ratio of the viscosity to the magnetic diffusivity is vanishing, the rotating flows with radial distributions of the angular velocity beyond the Liu limit, become unstable subject to a wide variety of the azimuthal magnetic fields, and so is the Keplerian flow. In the analysis of the dispersion relation we find an evidence of a new long-wavelength instability which is caught also by the numerical solution of the boundary value problem for a magnetized Taylor-Couette flow.

I. INTRODUCTION

Standard magnetorotational instability

Due to the rediscovery of Velikhov’s [1] and Chandrasekhar’s [2] pioneering results by Balbus and Hawley [3], the magnetorotational instability (MRI) has aroused strong interest in astrophysics as a promising mechanism for triggering turbulence in the flow of an accretion disk and for promoting outward transport of angular momentum, while the matter accretes to the center [4, 5]. In magnetohydrodynamics (MHD) and plasma physics communities the MRI stimulated development of new experimental facilities for its detection in the magnetized Couette-Taylor flow of either liquid metal (sodium, gallium, and liquid eutectic alloy GaInSn) as in the Potsdam Rossendorf Magnetic Instability Experiment (PROMISE) or plasma as in the Madison plasma Couette flow experiment (MPCX) [6, 7].

Let us introduce the cylindrical coordinates \((r, \theta, z)\) with the \(z\)-axis along the axis of symmetry, along with \(e_r, e_\theta\) and \(e_z\) being the unit vectors in the radial, azimuthal, and axial direction, respectively. For an accretion disk, the Keplerian flow, a cylindrically symmetric flow with the profile \(U_\theta \propto r^{-1/2}\) of rotational velocity, satisfies the force balance: \(U_\theta^2(r)/r = \Omega^2(r)r = -\nabla \Phi; \quad \Phi \propto 1/r\). In general, a steady rotating flow with the angular velocity \(\Omega(r)e_z\), parallel to the \(z\)-axis can be considered as a base state. To quantify the differential rotation the Rossby number is defined as \(Ro = 1/2(d \log \Omega/d \log r) = r(d \Omega/d r)/(2\Omega)\), where the prime designates the derivative with respect to \(r\) and \(\Omega > 0\) without loss of generality, see e.g. [10, 11].

For a non-magnetized flow of an ideal incompressible fluid, Rayleigh’s criterion states that the centrifugal instability with respect to axisymmetric disturbance occurs when the Rossby number, \(Ro < -1\), which fails to include the Keplerian flow (\(Ro = -3/4\)).

According to [1–3], a combined effect of fluid rotation and the imposed axial magnetic field is able to raise the critical Rossby number from \(-1\) to \(0\) and destabilize the Rayleigh-stable flows (including the Keplerian one) of an incompressible fluid, for which the viscosity and the electric resistivity are neglected. The instability caused by the magnetic field that has only the axial component \(B = B_z e_z\) is known as the Standard Magnetorotational Instability, or SMRI [10].

Already in [1–2] a counterintuitive Velikhov-Chandrasekhar paradox for SMRI has been pointed out. In the case of an ideal nonresistive flow, boundaries of the region of the magnetorotational instability are misplaced compared to the Rayleigh boundaries of the region of the centrifugal instability, and do not converge to those in the limit of a negligibly small axial magnetic field [12], Willis and Barenghi established that the convergence is possible in the presence of viscosity and resistivity [13]. Actually, the transition is parameterised by the Lundquist number \(S\), so that the highly conducting fluids characterized by high values of \(S\) have SMRI for \(Ro < 0\) and more resistive fluids with low Lundquist numbers are Rayleigh-unstable for \(Ro < -1\), see the short-wavelength analysis in [14] and its recent confirmation by asymptotic and numerical
methods in [15].

Helical and azimuthal MRI and Tayler instability

Given an axial magnetic field at some instant, the radial component is seeded by perturbing the axial field. Once the radial component arises, with the magnetic field frozen into a perfectly conducting accretion disk, the radial component is tilted by the differential rotation to produce azimuthal component, and the latter component is constantly stretched with time, resulting in establishing a strong azimuthal component [10]. Three-dimensional numerical simulations demonstrated that the initial weak azimuthal magnetic field tends to be stretched out to become, at a later stage, dominant over the initial axial magnetic field [17, 18].

Instabilities induced by azimuthal magnetic fields have been studied already in [19, 20] for the accretion disks and in a more general setting for a differentially rotating flow of a perfectly conducting ideal fluid in [21, 22]. A combined action of the azimuthal and the axial magnetic field, i.e., the helical field, on the stability of accretion disks in the ideal MHD setting was addressed in [23].

In a protoplanetary disk surrounding a young star, the ionization depends on the radiation from the X-rays and cosmic rays [24], and the temperature of the disk. The mid-plane of the accretion disk receives fewer radiation and the cold region of the disk is only weakly ionized. For the cold and less radiated parts of the protoplanetary and accretion disks as well as for the experiments with liquid metals, the effects of both the viscosity $\nu$ and the magnetic diffusivity $\eta$ are therefore not ignorable. Because of the low electric conductivity, the magnetic Prandtl number $Pm = \nu/\eta$ is very small [25] (e.g. $Pm \sim 10^{-5}$ for liquid sodium, $Pm \sim 10^{-6}$ for gallium and liquid eutectic alloy GaInSn). By contrast, in the hot parts of the accretion disks, because of the high electric conductivity, $Pm$ can become very large, see e.g. [26] where $Pm$ ranges from $10^{-3}$ to $10^3$.

The case of $Pm = 0$ is referred to as the inductionless limit [8, 27, 29]. Viewing $Pm$ as a ratio of the magnetic and hydrodynamics Reynolds numbers, $Pm = Rm/Re$, one can deduce that $Pm \sim 10^{-5}$ and $Rm \gg 1$ implies $Re > 10^3$ for the onset of SMRI that is governed by $Rm$ and $S$ and requires high values of these numbers for its excitation [30]. On the other hand, at $Re > 10^5$ it is hard to keep the base flow of a liquid metal laminar in an experimental Couette-Taylor setup, which explains why SMRI is still not observed in an experiment [11, 12].

In 2005 Hollerbach and Rüdiger [31] demonstrated that the simultaneous application of an azimuthal and an axial magnetic field in the case of low $Pm$ can significantly reduce the critical value of the hydrodynamic Reynolds number at the onset of MRI in the Couette-Taylor flow. The predicted in [31] axisymmetric helical MRI (HMRI) has been successfully detected in subsequent experiments on the PROMISE facility [32, 33].

The azimuthal MRI (AMRI), for which the magnetic field has only the azimuthal component $B = B_0(r)e_\theta$, was predicted to be non-axisymmetric and feasible for the parameters of the existing liquid-metal Couette-Taylor facilities in [34]. It was detected by PROMISE in 2014 for the azimuthal magnetic field created by an axial current external to the liquid metal [35]. We notice, however, that the domains of both AMRI and HMRI plotted in the $(Ha, Re)$-plane typically have a finite size along the $Re$-axis, which means that these instabilities can be inhibited at sufficiently large Reynolds numbers.

Both HMRI and AMRI observed in the liquid metal experiments were reported for the differential flows that are distant from the Keplerian one. Detection of HMRI and AMRI for the quasi-Keplerian Couette-Taylor flows is planned in the upcoming AMRI-TI liquid metal experiment in the frame of the DRESDYN project [4]. This advancement is based on a stability analysis initiated in [37] and motivated by the work by Liu et al. [38] who, using a short wavelength approximation, identified critical steepnesses of the rotation profile, which prevent excitation of HMRI for $-0.828 \approx 2 - \sqrt{2}/2 < Ro < 2 + \sqrt{2}/2 \approx 4.828$. These “Liu limits” were derived in the assumption that the radial profile of the azimuthal magnetic field is $B_0(r) \propto r^{-1}$ and $Pm$ is very low and thus excluded HMRI and AMRI of Keplerian flows, characterized by $Ro = -3/4$, in the liquid metal experiments where the azimuthal field is created by an isolated axial current (e.g. in PROMISE).

It is known, however, that the azimuthal magnetic field $B_0(r) \propto r$, corresponding to a homogeneous axial current density in a conducting fluid, may cause the kink-type Tayler instability (TI) [39, 41], even if the fluid is at rest, as it was observed in a recent liquid metal experiment [42]. By combining the field of an external to the fluid current with the currents through the fluid itself one can create azimuthal fields with the radial distributions that interpolate between $B_0(r) \propto r^{-1}$ and $B_0(r) \propto r$. This is the idea behind the design of the new AMRI-TI experimental setup [43].

In view of these considerations, a helical magnetic field with the arbitrary radial dependence of the azimuthal component has been considered in [37]. To characterize the magnetic shear, an appropriate magnetic Rossby number, $Rb = r^2(B_0/r)/(2B_0)$, has been defined [37]. Then, $Rb = -1$ corresponds to $B_0(r) \propto r^{-1}$ and $Rb = 0$ to $B_0(r) \propto r$. In the short wavelength approximation it was established that both the azimuthal and helical MRI are very sensitive to the parameter of the magnetic shear, $Rb$. In particular, it was discovered that, if the magnetic profile is made slightly shallower than $B_0 \propto r^{-1}$, so as to satisfy the condition $Rb > -25/32$, the Keplerian flow invites both the AMRI and HMRI [30, 37, 43]. Later on, these results were confirmed numerically by solving a boundary value problem for the Couette-Taylor flow with the internal and external currents [34, 44]. Numerous previous studies, e.g. [10, 21, 22, 27, 28, 31, 33, 38, 45], overlooked this important result because they were re-
stricted to the current-free field \( B_0 \propto r^{-1} \) with \( Rb = -1 \).

**The Hain-Lüst equation and its extensions**

The HMRI and the AMRI were addressed for axisymmetric and non-axisymmetric perturbations in the short-wavelength regime by traditional Wentzel-Kramers-Brillouin (WKB) method \([10, 46]\) and within the geometrical optics \([21, 41, 43, 47, 48]\) approximation. The advantage of the latter is a possibility of a systematic derivation of asymptotic equations of different order controlled by a universal small parameter.

In the work \([45]\), Hain and Lüst derived an ordinary differential equation of Sturm-Liouville type \([51]\) for the radial Lagrangian displacement to determine the growth rates of MHD instabilities with respect to isothermal perturbations in a diffuse linear pinch. Since then the Hain-Lüst equation (following form the Frieman-Rotenberg equation \([51]\)) is widely used in the studies of local and global instabilities of cylindrical plasma equilibria \([52–54]\). In particular, it was established that the standard WKB analysis applied to the Hain-Lüst equation produces the correct local dispersion relation compared to that following from the WKB analysis of the original system of first order MHD equations, see e.g. the discussion on page 103 in the book \([53]\).

Motivated by this advantage Zou and Fukumoto \([55]\) performed a rigorous derivation of the Hain-Lüst equation for a differentially rotating ideal MHD fluid in a cylindrical configuration and subjected to an azimuthal magnetic field. After the substitution of the WKB form of the radial solution into the result they found a new local dispersion relation that contained the dispersion relation of the works \([21, 22]\) as a particular case in the limit of short axial wavelengths.

Compared to \([21, 22]\), the dispersion relation by Zou and Fukumoto contained new terms affecting instabilities with respect to non-axisymmetric perturbations \([55]\). By that reason, it is extremely interesting to apply this approximation scheme to the case of non-ideal MHD and derive a comprehensive local dispersion relation allowing for differential rotation, viscosity and resistivity and thus applicable to the studies of HMRI, AMRI and TI. This is the goal of the present paper. In it the extended Hain-Lüst equation serves as a basis for the linear stability analysis of AMRI, HMRI and TI both in the limit of \( Pm \to 0 \) and in the case of general \( Pm \) and \( Rb \).

**Overview of the article**

In Section \(\text{III} \) we present the base state and the linearized MHD equations and derive the new version of the Hain-Lüst differential equation for the incompressible fluid with allowance for differential rotation, viscosity and electrical resistivity. In Section \(\text{IV} \) we apply the Wentzel-Kramers-Brillouin (WKB) method to the extended Hain-Lüst equation and obtain the comprehensive dispersion relation in the short radial wavelength limit.

In Section \(\text{V} \) we check that the new dispersion relation restores the known results for the SMRI and the HMRI, when restricted to axisymmetric disturbances.

In Section \(\text{VI} \) we derive the dispersion relation for the case of purely azimuthal magnetic field and arbitrary \( Pm \). Then we focus on the non-axisymmetric AMRI at finite and vanishing magnetic Prandtl numbers. In the weak magnetic field limit we find that the Rayleigh criterion decides the instability. In the case of sufficiently strong azimuthal magnetic field we first deal exclusively with two extreme modes of \( kr \to 0 \) and \( kr \to \infty \), being featured by the axial wavenumber \( k \). For the Keplerian flow, the short axial-wavelength mode \(( kr \to \infty )\) is excitable for \( Rb > -25/32 \), in accordance with the earlier works \([30, 37]\). We find that the long axial-wavelength mode \(( kr \to 0 \) is excitable for \( Rb < -1/4 \) even when the flow is non-rotating. These findings are supported by computation of the growth rates optimized over radial and axial wavelengths and by presenting the evolution of the stability diagrams in the \((R_0, Rb)\)-plane as the radial wavenumber varies from small to large values.

In Section \(\text{VII} \) we find that in the limit of \( kr \to 0 \), an upper limit of the value of \( qr \), where \( q \) is the radial wavenumber, is placed for the instability to occur. Then, we analyse numerically our WKB dispersion relation with a reasonable restriction on the radial wavenumber \( q \). This results in the stability diagrams well compared with that of the global numerical analysis of the work \([50]\) and local analysis of the works \([30, 47]\) for various values of the magnetic Prandtl number.

Finally, in Section \(\text{VIII} \) we complement the local stability analysis with the global stability analysis of the original MHD system equipped with boundary conditions that we solve by the pseudo-spectral method \([57–59]\) to validate the theory.

**II. EXTENDING THE HAIN-LÜST EQUATION**

We consider the linear stability of a cylindrically symmetric rotating flow, of an *incompressible* viscous fluid with finite electric conductivity, to three-dimensional disturbances. The basic state is a rotating flow in equilibrium with the velocity field \( U = U(r) \), characterized by the angular velocity \( \Omega(r) \), in the steady magnetic field \( B = B(r) \), of the same symmetry, with the azimuthal and the axial components \( r \mu(r) \) and \( B_\phi(r) \), respectively:

\[
U = r \Omega(r)e_\theta, \quad B = r \mu(r)e_\theta + B_\phi e_z.
\]

The constant axial component of the magnetic field can be assumed to be externally imposed whereas the azimuthal component can be thought of as created by axial electric currents both external to the fluid and running through the fluid itself \([21, 41]\).
The velocity \( \mathbf{u} \), the magnetic field \( \mathbf{b} \) and the total pressure \( p \) are partitioned into the basic flow, and the disturbance as

\[
\mathbf{u} = \mathbf{U} + \tilde{\mathbf{u}}, \quad \mathbf{b} = \mathbf{B} + \tilde{\mathbf{b}}, \quad p = P + \tilde{p}.
\]

(2)

The Navier-Stokes and the induction equations linearized in the disturbance \((\tilde{\mathbf{u}}, \tilde{\mathbf{b}}, \tilde{p})\) are

\[
\frac{\partial \tilde{\mathbf{u}}}{\partial t} + (\tilde{\mathbf{u}} \cdot \nabla) \mathbf{U} + (\mathbf{U} \cdot \nabla) \tilde{\mathbf{u}} = -\frac{1}{\rho} \nabla \tilde{p} + \frac{1}{\rho_0} (\mathbf{B} \cdot \nabla) \tilde{\mathbf{b}} + \frac{1}{\rho_0} (\tilde{\mathbf{b}} \cdot \nabla) \mathbf{B} + \nu \nabla^2 \tilde{\mathbf{u}},
\]

(3)

\[
\frac{\partial \tilde{\mathbf{b}}}{\partial t} = \nabla \times (\mathbf{U} \times \tilde{\mathbf{b}}) + \nabla \times (\tilde{\mathbf{u}} \times \mathbf{B}) + \eta \nabla^2 \tilde{\mathbf{b}},
\]

(4)

\[
\nabla \cdot \tilde{\mathbf{u}} = 0,
\]

(5)

\[
\nabla \cdot \tilde{\mathbf{b}} = 0,
\]

(6)

where \( \rho_0, \nu \) and \( \eta \) represent the magnetic permeability, the kinematic viscosity and the magnetic diffusivity, respectively. We assume that \( \rho_0, \nu, \eta \) are all constant [43].

Owing to the steadiness and to the symmetries with respect to translation along and rotation about the z-axis, we pose the disturbances in the normal-mode form

\[
\tilde{\mathbf{u}}, \tilde{\mathbf{b}}, \tilde{p} \propto \exp[\lambda t + i(m\theta + kz)].
\]

(7)

The azimuthal wavenumber \( m \) takes an integer value, the axial wavenumber \( k \) is taken to be a real number, and \( \lambda \) is the eigenvalue to be calculated. Substituting (7) into (3–6) yields a coupled system of 8 ordinary differential equations for functions of \( r \).

With a view to incorporate only the leading-order effect of short-wave radial disturbances under the assumption of \( \nu \) and \( \eta \) being small, we may simply replace \(-\nabla^2\) with \( |\mathbf{k}|^2 = k^2 + q^2 + m^2/r^2 \), where \( q(r) \) is the radial wavenumber. Indeed, if the disturbance is thought to be

\[
\propto \exp[\lambda t + i(m\theta + kz)]c(r)\exp\left\{i \int q(r)\,dr\right\}
\]

and \( L \) is the characteristic length, then \( c'(r) = c(r)/L \) and \( c''(r) = c(r)/L^2 \), and \( q'(r) \approx q(r)/L \). For \( q(r)L \gg 1 \), \( c(r)q^2(r) \) becomes the leading order term and we can write

\[
-\nabla^2 \approx q^2(r) + k^2 + m^2/r^2
\]

(8)

in the dissipation terms. This procedure amounts to discarding terms in the short wavelength regime, and should be justified \textit{a posteriori}.

Within the assumptions made, we write the resulting equations in the matrix form for the vector-function

\[
\xi = (\tilde{u}_r, \tilde{u}_\theta, \tilde{u}_z, \tilde{b}_r, \tilde{b}_\theta, \tilde{b}_z, \tilde{p})
\]

as

\[
\mathbf{M} \xi = 0
\]

(9)

with the matrix operator

\[
\begin{pmatrix}
\tilde{\lambda}_\nu & -2\Omega & 0 & -iF & 0 & \frac{2\mu}{\rho \mu_0} & \frac{1}{\rho} & \frac{1}{\rho_0} \frac{d}{dr} \\
\frac{1}{r} & -\frac{1}{r^2} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \tilde{\lambda}_\nu & -\frac{2\mu}{\rho \mu_0} & 0 & -iF & 0 & \frac{1}{i} \frac{d}{dr} \\
-iF & 0 & 0 & \frac{2\mu}{\rho \mu_0} & 0 & 0 & \frac{1}{i} & 0 \\
0 & 0 & -iF & 0 & 0 & 0 & 0 & 0 \\
0 & 1 + \frac{d}{dr} & \frac{im}{r} & ik & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{1}{r} & 0 & 0 & 0 & 0
\end{pmatrix}
\]

(10)

where \( F = m\mu + B_z k \) \textbf{54},

\[
\tilde{\lambda}_\nu = \lambda + im\Omega + \omega_\nu, \quad \tilde{\lambda}_\eta = \lambda + im\Omega + \omega_\eta
\]

(11)

and \( \omega_\nu = |k|^2 \nu, \omega_\eta = |k|^2 \eta \) \textbf{30}.

The assumption \textbf{8} allows us to reduce the system \textbf{9} to a single ordinary differential equation of second order, governing the radial Lagrangian displacement of a fluid particle— an equivalent to the famous Hain-Lüst equation \textbf{49}, which is a Sturm-Liouville equation with coefficients depending rationally on the eigenvalue parameter \( \lambda \) \textbf{51}. Note that without \textbf{8} the resulting differential equation would be of order higher than 2.

For the ideal MHD, the magnetic field is frozen into the fluid and the Lagrangian variable helps to construct the iso-magnetovortical \textbf{60} perturbations, with respect to which the stability analysis is typically made. This is no longer true for the non-ideal case. We find that, with \( \nu \) and \( \eta \) included, the following ‘quasi’ radial displacement \( \xi_r = u_r/\tilde{\lambda}_\eta \), connected with the radial component \( \tilde{u}_r \), is advantageous for simplifying the resulting equation. This differs from the radial Lagrangian displacement by the \( \omega_\eta \) term in \( \tilde{\lambda}_\eta \).

Therefore, we introduce a new dependent variable \( \chi = -ru_r/\tilde{\lambda}_\eta \), with the minus sign chosen for convenience, and the following notation

\[
\Lambda = \tilde{\lambda}_\nu + \frac{F^2}{\tilde{\lambda}_\eta \rho \mu_0}, \quad \textbf{12}
\]

\[
h^2 = k^2 + \frac{m^2}{r^2}, \quad \textbf{13}
\]

With this, as we show in detail in the Appendix \textbf{A} the system \textbf{9} collapses into a single second-order ordinary differential equation for \( \chi(r) \)

\[
\frac{d}{dr} \left( f \frac{d\chi}{dr} \right) + s \frac{d\chi}{dr} - g\chi = 0,
\]

(14)
where
\[
f = \frac{\lambda_0 A}{\sqrt{r}},
\]
\[
s = \frac{im(\lambda_0 - \lambda_0)}{h^2 r} \Omega',
\]
\[
g = \frac{d}{dr} \left[ \frac{im\lambda_0}{h^2 r^2} \left( \left( 1 - \frac{\lambda_0}{\lambda_0} \right) r\Omega' + 2 \left( \Omega - \frac{iF_\mu}{\rho\mu_0\lambda_0} \right) \right) \right] + \frac{E\lambda_0}{\Delta r} - \left( \Omega - \frac{iF_\mu}{\rho\mu_0\lambda_0} \right) + \frac{2m^2\lambda_0}{\Delta h^2 r^2} \left[ \left( 1 - \frac{\lambda_0}{\lambda_0} \right) \frac{r\Omega'}{\Omega} + \Omega - \frac{iF_\mu}{\rho\mu_0\lambda_0} \right],
\]
and the prime denotes the derivative with respect to \( r \).

The expression for the coefficient \( E \) is given by the formula (13) in the Appendix A.

Equation (11) with the coefficients (13) is thought of as a new version of the Hain-Lüst equation [49, 50] for the incompressible fluid extended with allowance for the effect of differential rotation, viscous dissipation, and magnetic diffusion. To the best of our knowledge in this generality it has not been previously reported in the literature. With \( \nu = 0 \) and \( \eta = 0 \), it reduces to the extended Hain-Lüst equation for the ideal incompressible MHD flow in differential rotation [53]. If, additionally, \( \Omega = 0 \), it exactly coincides with the classical Hain-Lüst equation for the non-rotating ideal incompressible MHD fluid in cylindrical configuration [52, 54].

### III. DISPERSION RELATION IN SHORT RADIAL WAVELENGTH APPROXIMATION

Following [52, 54] we apply the WKB approximation to (11) by introducing the ansatz \( \chi(r) = c(r) \exp \{ i \int q(r) dr \} \) and assuming that the radial wavelength is very short, i.e. \( q(r)L \gg 1 \), where \( L \) is the length scale for the radial inhomogeneity. This results in the algebraic dispersion relation
\[
(h^2 + q^2)\lambda_\eta^2 A^2 + 4k^2 \left( \Omega \lambda_\eta - \frac{iF_\mu}{\rho\mu_0} \right) \Omega \lambda_\eta - \frac{iF_\mu}{\rho\mu_0} + \Omega Ro(\omega_\nu - \omega_\nu) + \left( \Omega \lambda_\eta - \frac{iF_\mu}{\rho\mu_0} \right) \Omega \lambda_\eta - \frac{iF_\mu}{\rho\mu_0} + 4\Delta h^2 \lambda_\eta \left[ \Omega^2 Ro - \frac{\mu_\nu}{\rho\mu_0} Rb \right] + 4im \frac{d}{dr} \left( \frac{2(\Omega \lambda_\eta - \frac{iF_\mu}{\rho\mu_0}) + (\omega_\eta - \omega_\nu) \Omega'}{\Omega} \right) = 0,
\]
where we have introduced the Rossby number \( Ro \) and the magnetic Rossby number \( Rb \) by [30, 37, 45]
\[
Ro = \frac{r}{2} \Omega', \quad Rb = \frac{r}{2} \mu'.
\]

In the ideal case when \( \omega_\nu = 0 \) and \( \omega_\eta = 0 \) the dispersion relation (16) reduces to that of the work [55] that, in its turn reduces to the ideal dispersion relation derived by Ogilvie and Pringle [22] and Friedlander and Vishik [21] as well as to the ideal version of the dispersion relation of the works [30, 37, 45] in the limit of large axial wavelengths, \( k \to \infty \).

Applying the WKB approximation to the extended Hain-Lüst equation for the radial Lagrangian displacement rather than to the coupled system of the ordinary differential equations (14) we obtain an additional term \( \frac{imr}{4} \frac{d}{dr} \left( \frac{2(\Omega \lambda_\eta - \frac{iF_\mu}{\rho\mu_0}) + (\omega_\eta - \omega_\nu) \Omega'}{\Omega} \right) \) in the resulting dispersion relation (16). We notice that the axisymmetric mode \( (m = 0) \) remains intact since this term is irrelevant. However, it can improve the prediction accuracy in the case of non-axisymmetric perturbations with long axial wavelength.

For our purpose of stability analysis, it is expedient to define two kinds of Alfvén frequency \( \omega_A \) and \( \omega_A^\theta \), along with their ratio \( \beta \) representing the helical geometry of the magnetic field, by [30]
\[
\omega_A = \frac{kB_z}{\sqrt{\mu_0}}, \quad \omega_A^\theta = \frac{\mu}{\sqrt{\mu_0}}, \quad \beta = \frac{\omega_A^\theta}{\omega_A}.
\]

In addition, we introduce three dimensionless parameters, namely, the magnetic Prandtl number \( Pm \), the Reynolds number \( Re \) and the Hartmann number \( Ha \) by [30]
\[
Pm = \frac{\omega_\nu}{\omega_\eta}, \quad Re = \frac{\Omega}{\omega_\nu}, \quad Ha = \frac{\omega_A}{\sqrt{\omega_\nu \omega_\eta}}.
\]

The dispersion relation for non-dimensional variables, with the derivative term in (11) being expanded out, leads to
\[
(\lambda^2 + \lambda_\eta^2 A^2 + 4k^2 \left( \Omega \lambda_\eta \right) - \frac{iF_\mu}{\mu_0} \Omega \lambda_\eta - \frac{iF_\mu}{\mu_0} + \Omega Ro(\omega_\nu - \omega_\nu) + \left( \Omega \lambda_\eta \right) - \frac{iF_\mu}{\mu_0} + 4\Delta h^2 \lambda_\eta \left[ \Omega^2 Ro - \frac{\mu_\nu}{\mu_0} Rb \right] + 4im \frac{d}{dr} \left( \frac{2(\Omega \lambda_\eta - \frac{iF_\mu}{\mu_0}) + (\omega_\eta - \omega_\nu) \Omega'}{\Omega} \right) = 0,
\]
where we have introduced the Rossby number \( Ro \) and the magnetic Rossby number \( Rb \) by [20, 37, 45]
\[
Ro = \frac{1}{2} \Omega', \quad Rb = \frac{1}{2} \mu'.
\]
where
\[ \Lambda_1 = \frac{\lambda}{\Omega} Re \sqrt{P_m} + i m Re \sqrt{P_m} + \sqrt{P_m}, \]
\[ \Lambda_2 = \frac{\lambda}{\Omega} Re \sqrt{P_m} + i m Re \sqrt{P_m} + \frac{1}{\sqrt{P_m}}, \]
\[ \hat{H}a = Ha(1 + m \beta), \]
\[ \hat{k} = kr, \quad \hat{q} = qr, \quad \hat{h} = hr, \quad \alpha^2 = \frac{\hat{k}^2}{\hat{h}^2 + \hat{q}^2}. \quad (21) \]

In the rest of the paper, this form of the dispersion relation plays the decisive role for determining the instability criteria and for calculating the growth rates.

IV. AXISYMMETRIC PERTURBATIONS

To begin with, we confirm that (20) and (21) reproduce the known results in the axisymmetric case.

A. Standard MRI in the ideal MHD and beyond

For axisymmetric perturbations \((m = 0)\) and purely axial magnetic field \((\beta = 0)\) the dispersion relation (20) simplifies as follows

\[ Pm^2 \frac{\alpha^4}{\Omega^2} + \frac{2(Pm + 1)Pm \alpha^3}{\Omega^3} + \frac{4Pm^2 \alpha^2 (Ro + 1) + \frac{2(Ha^2 + 1)Pm + (Pm + 1)^2}{Re^2}}{Re^3} \frac{\lambda^3}{\Omega^2} + 2 \left( \frac{4Pm \alpha^2 (Ro + 1) + \frac{(Ha^2 + 1)(Pm + 1)}{Re}}{Re^3} \right) \frac{\lambda}{\Omega} + 4 \frac{Ha^2 Pm Ro + Ro + 1}{Re^2} + \frac{(Ha^2 + 1)^2}{Re^4}. \quad (22) \]

Expressing \(Ha, Re,\) and \(Pm)\) in terms of the Alfvén, viscous, and resistive frequencies according to (19) and then setting \(\omega_v = 0\) and \(\omega_n = 0\) we arrive at the well-known dispersion relation of the standard MRI of the ideal MHD

\[ \lambda_4 + 2(2 \alpha^2 \Omega^2 (Ro + 1) + \alpha_3^2) \lambda^2 + 4 \alpha^2 \Omega^2 R o \omega_3^2 + \omega_4^2 = 0, \quad (23) \]

from which \(Ro < 0\) follows as a necessary condition for the standard magnetorotational instability, established first in [11], and \(Ro < -1\) as a criterion for the Rayleigh centrifugal instability in the absence of the magnetic field. The Velikhov-Chandrasekhar paradox is that the exact criterion for SMRI produced by (23)

\[ Ro < \frac{-\omega_3^2}{4 \alpha^2 \Omega^2} \]

does not tend to the Rayleigh criterion as \(\omega_A \to 0,\) [11].

Willis and Barenghi [13] realized, using numerical computation, that viscosity and resistivity are necessary to connect the two criteria. To show this, we require negativity of the free term in the dispersion relation (22) which yields the generalized criterion for SMRI of the non-ideal MHD [11, 14]

\[ Ro < -1 + \frac{1}{\sqrt{Re}} \left( \frac{Ha^2 + \frac{1}{Re}}{Re + 1} \right)^2. \]

Introducing the magnetic Reynolds number \(Rm = Pm Re\) and the Lundquist number \(S^2 = Ha^2 Pm\) we rewrite it as

\[ Ro < -1 + \frac{1}{\sqrt{S^2 + 1}}, \quad (24) \]

which in the limit of \(Re \to \infty\) and \(Rm \to \infty\) reduces to the condition [14]

\[ Ro < -1 \frac{1}{S^2 + 1}, \]

recently confirmed by the asymptotic and numerical analysis of Deguchi [15]. At \(S = 0\) the inequality (24) yields the Rayleigh criterion \(Ro < -1\) whereas for \(S \to \infty\) it restores the Velikhov-Chandrasekhar condition \(Ro < 0.\)

B. Helical MRI in the limit \(Pm \to 0\)

Now we revisit the axisymmetric \((m = 0)\) HMRI occurring in the presence of both azimuthal and axial components of the magnetic field \(B = r\mu(r)e_\theta + B_z e_z.\)

It is well known that [8]: “AMRI, HMRI and TI survive also at low magnetic Prandtl numbers. One finds for their lines of neutral stability convergence in the \((Ha/Re)\) coordinate plane for decreasing magnetic Prandtl number \(Pm \to 0\), which can also be obtained with the induction-less approximation of the MHD equations for \(Pm = 0\)”.

By that reason we can consider (20) in the limit of \(Pm \to 0\) and solve it for the eigenvalue as [31]

\[ \frac{\lambda}{\Omega} = - \frac{1}{Re} + \frac{Ha^2}{Re} (2 \alpha^2 \beta^2 R b - 1) \]

\[ + \frac{2 \alpha}{Re} \left( \beta^2 Ha^4 (1 + \alpha^2 \beta^2 R b^2) - \alpha^2 (1 + Ro) \right) \]

\[ + i \beta \frac{Ha^2 R e (2 + Ro)}{1/2}. \quad (25) \]

At large values of \(Re,\) (25) is expanded as

\[ \frac{\lambda}{\Omega} \approx \pm 2 \alpha \sqrt{1 + Ro} + \left[ -1 + H a^2 \left( 2 \alpha^2 \beta^2 R b - 1 \right) \right. \]

\[ \pm \frac{(2 + Ro) \alpha \beta}{\sqrt{1 + Ro}} \left. \right] \frac{1}{\sqrt{Re}} \quad (Ro \neq -1), \]

\[ \frac{\lambda}{\Omega} \approx \pm 2 \alpha H a \sqrt{i \beta} \frac{1}{\sqrt{Re}} + \left( -1 - H a^2 + 2 \alpha^2 \beta^2 H a^2 R b \right) \frac{1}{Re} \quad (Ro = -1). \]

\[ (26) \]
From the zeroth-order term in \[26\], \( Ro < -1 \) is sufficient for instability and so is \( Ro = -1 \) unless \( Ha = 0 \) or \( \beta = 0 \). The remaining task is classification for the case of \( Ro > -1 \). Equation \[26\] tells that the growth rate, if it is positive, increases with \(| Ha |\).

For \( 1 \ll Ha \ll Re \) and \( Ro \neq -1 \), \[26\] reads for the growth rates \[31\]

\[
\frac{\Re(\lambda)}{\Omega} = \left(2\alpha^2\beta^2 Rb - 1 + \alpha\beta \frac{Ro + 2}{\sqrt{1 + Ro}}\right)N - \frac{1}{Re}, \tag{27}
\]

where \( N = Ha^2 / Re \) is known as the Elsasser number \[30\] and \( \Re(\cdot) \) designates the real part. The coefficient at \( N \) is a quadratic equation with respect to \( \alpha \beta \). Its discriminant is

\[
D = 8Rb + \left(\frac{Ro + 2}{Ro + 1}\right)^2.
\]

Therefore, for \( Rb < 0 \) the coefficient at \( N \) can be positive, if \( D > 0 \), which yields \[30\] \[37\]

\[
Rb > -\frac{1}{8}\left(\frac{Ro + 2}{Ro + 1}\right)^2 \tag{28}
\]
as a necessary condition for instability.

Note that when \( Rb < 0 \) and \( Re \to \infty \) the maximum of the growth rate, as a function of \( \alpha \beta \), turns out to be

\[
\frac{\Re(\lambda)}{\Omega} \to DN \frac{8Rb}{8Rb}
\]

and is attained at

\[
\alpha \beta = \mp \frac{Ro + 2}{4Rb\sqrt{Ro + 1}}.
\]

Correspondingly, when \( Rb \leq -1/2 \) the instability occurs in the region \[31\] \[37\]

\[
Ro \in \left[-1, 2 \left(-\sqrt{2} \sqrt{2Rb^2 + Rb - 1 - 2Rb}\right)\right]
\]

\[
\cup \left[2 \left(\sqrt{2} \sqrt{2Rb^2 + Rb - 1 - 2Rb}, +\infty\right]\right], \tag{29}
\]

and when \(-1/2 < Rb < 0 \) the instability occurs in the region

\[
Ro \in [-1, +\infty]. \tag{30}
\]

In particular, for \( Rb = -1 \) the critical Rossby numbers are \( Ro_c = 2(1 + \sqrt{2}) \) at \( \alpha \beta = \pm \sqrt{2}/2 \) and thus the upper and lower Liu limits are recovered \[10\] \[11\] \[38\].

V. NON-AXISYMMETRIC PERTURBATIONS

Hereafter we limit ourselves to the magnetic field that has only the azimuthal component \( B = r\mu(r)e_\theta \). Let

\[
Ha_\theta = \frac{\omega A_\theta}{\sqrt{\omega_\phi \omega_\theta}} \tag{31}
\]

be the azimuthal Hartmann number.

We first substitute \( \beta = Ha_\theta / Ha \) into \[20\] and then take the limit \( Ha \to 0 \). As a result, we get the dimensionless dispersion relation of AMRI for arbitrary \( Pm \)

\[
(\Lambda_1 \Lambda_2 + m^2 Ha_\theta^2)^2 + 4 \left(\Lambda_1 \Lambda_2 + m^2 Ha_\theta^2\right) (Re^2 Pm Re - Ha_\theta^2 Rb)
\]

\[
+ 4im(\Lambda_1 \Lambda_2 + m^2 Ha_\theta^2) \left[Re Re \sqrt{Pm(\Lambda_2 + im Re \sqrt{Pm} - 2im Ha_\theta^2 + (im Ha_\theta^2 - Re \sqrt{Pm} \Lambda_2) (\kappa^2 h^2) \left(Re(1 - Pm) \left(Re - \frac{\kappa^2 h^2}{h^2}\right)\right) + 4\alpha^2 (Re - im Ha_\theta^2)(Re - im Ha_\theta^2 + Re Ro) = 0, \tag{33}
\]

where

\[
\lambda = 1 + Ha_\theta^2 m^2 + \frac{\lambda Re}{\Omega} + im Re.
\]

A. Weak field

To examine the instability when magnetic field is weak, we express the solution of \[33\] in powers of small parameter \( Ha_\theta \). Then its leading-order term reads

\[
\frac{\lambda}{\Omega} = -\frac{1}{Re} - im \left[1 + \frac{2(1 + Ro)}{h^2 + \tilde{q}^2} \left(Re - \frac{\kappa^2 h^2}{h^2}\right)\right]
\]

\[
\pm 2 \sqrt{-\alpha^2 (1 + Ro) - \frac{m^2 (1 + Ro)^2}{(h^2 + \tilde{q}^2)^2} \left(Re - \frac{\kappa^2 h^2}{h^2}\right)^2}
\]

\[
+ O(Ha_\theta). \tag{34}
\]

The radicand should be positive in total for instability. The first term in the radicand \(-\alpha^2 (1 + Ro)\) becomes positive for \( Ro < -1 \) and the second one is definitely non-negative. This non-positive term has the effect of decreasing the growth rate. In particular, setting \( m = 0 \) in \[34\] yields

\[
\frac{\lambda}{\Omega} = \pm 2\alpha i\sqrt{1 + Ro} - \frac{1}{Re}. \tag{35}
\]
FIG. 1. The growth rate $\Re(\lambda)/\Omega$ given by (33) versus the dimensionless axial wavenumber $\hat{k} = kr$ for $\text{Re} = 100$, $\text{Ha}_\theta = 10$, $m = 1$, $\hat{q} = 0$, $\text{Ro} = -3/4$. From upper left to lower right, $Rb$ is varied from $-1$ to $1$. As $Rb$ increases, the value of $\hat{k}$ corresponding to the maximum growth rate increases from $\hat{k} = 0$ to finite but nonzero value and ultimately this $\hat{k} \to \infty$.

From (35) it follows that instability requires

$$\text{Ro} < \text{Ro}_c = -1 - \frac{1}{4\alpha^2 \text{Re}^2}.$$  

Compared with the ideal hydrodynamics, for which the critical Rossby number is $\text{Ro}_c = -1$, the critical Rossby number is lowered by $1/(4\alpha^2 \text{Re}^2)$ and the maximum growth rate is decreased by $1/\text{Re}$ due to viscosity. When $\text{Ro} > -1$, to which the Keplerian flow ($\text{Ro} = -3/4$) belongs, the nonaxisymmetric as well as the axisymmetric modes decay as $\lambda/\Omega \approx -1/\text{Re}$.

B. Strong field

We turn to the case of a strong magnetic field. The Reynolds number is assumed to be large. The axial wavenumber $\hat{k}$ is an important parameter for determining the maximum growth rate and the instability region.

B. Strong field

We turn to the case of a strong magnetic field. The Reynolds number is assumed to be large. The axial wavenumber $\hat{k}$ is an important parameter for determining the maximum growth rate and the instability region.

FIG. 2 shows the growth rate given by equation (36) as a function of $\hat{k}$ for different values of $Rb$. We fix $m = 1$, $\text{Ro} = -3/4$ and $\hat{q} = 0$, because numerically the modes of $\hat{q} = 0$ exhibit the fastest growth. We observe that at around $Rb = -1/4$, there is some finite $\hat{k}$ at which the growth rate takes the maximum value. When $Rb$ is smaller than $-1/4$, the fast growth rate gives way to the $\hat{k} = 0$ mode at $Rb = -1$. When $Rb$ is increased above $-1/4$ by a certain amount, the maximum growth rate is attained in the limit of $\hat{k} \to \infty$. 

From (33) it follows that instability requires

$$\text{Ro} < \text{Ro}_c = -1 - \frac{1}{4\alpha^2 \text{Re}^2}.$$
1. The limit $\hat{k} \to 0$

The observations described above suggest us to examine closer the limit of $\hat{k} \to 0$, which means letting $\alpha \to 0$ and $\hat{q} \to m$ in (33). In this limit the roots of (33) take the form

$$\frac{\lambda_1}{\Omega} = -im - \left(1 + H_0^2m^2\right) \frac{1}{Re},$$

$$\frac{\lambda_2}{\Omega} = -im \left(1 + \frac{4Ro(1 + Ro)}{m^2 + \hat{q}^2}\right) - \left[1 + H_0^2m^2 \left(1 + \frac{4Ro}{m^2 + \hat{q}^2}\right)\right] \frac{1}{Re}. \quad (36)$$

A glance at (36) shows that the axisymmetric mode ($m = 0$) is excluded from the unstable ones and the growth rate $\Re(\lambda_1)$ is always negative. The growth rate $\Re(\lambda_2)$ is positive provided that

$$Rb < -\frac{1}{4}(m^2 + \hat{q}^2) \text{ and } H_0^2 > \frac{1}{m^2 \left(\frac{4Ro}{m^2 + \hat{q}^2} - 1\right)}.$$

(37)

FIG. 2 displays the growth rate $\Re(\lambda_2)$ as a function of $H_0$ when $Re = 10^4$, $m = 1$, $\hat{k} = \hat{q} = 0$, $Ro = -3/4$ and $Rb = -1$. The left panel shows that the growth rate increases with $H_0$; the right panel is the close-up view near the origin. We recognize that the small but nonzero value $|H_0| = 1/\sqrt{3} \approx 0.5774$ is necessary for the onset of instability.

Note that rather than $Ro$, it is now $Rb$ that is tied with the instability and the negative value of $d\mu/dr$ is required. The maximum growth rate is attained at $\hat{q} = 0$.

When $Rb = -1$, the $m = \pm 1$ modes are the only possible modes for instability.

When $m = \pm 1$ is fixed, $Rb < -1/4$ is necessary for the instability of the $\hat{k} = 0$ mode.

It is remarkable that the instability exists, beyond the restriction of the Liu limit, for arbitrary Rossby number $Ro$. However we should be cautious about this result, because the modes of $\hat{q} = 0$ lie outside the regime of validity of the radial WKB approximation. Later in the article, we argue about the limitation on $\hat{q}$.

2. The limit $\hat{k} \to \infty$

In the limit $\hat{k} \to \infty$, where $\hat{q}^2$ is replaced by $\hat{k}^2/\alpha^2 - \hat{q}^2 - m^2 \ (0 \leq \alpha \leq 1)$, the roots of (33) take the form

$$\frac{\lambda_{1,2}}{\Omega} = N_A \left(2\alpha^2 Rb - m^2\right) - im - \frac{1}{Re}$$

$$+ 2\alpha \left[N_A^2 \left(m^2 + \alpha^2 Rb^2\right) + imN_A(2 + Ro) - 1 - Ro\right]^{1/2}, \quad (38)$$

where $N_A = H_0^2/Re$ is the Elsasser number for the azimuthal magnetic field [30, 43].

By expanding the eigenvalues (38) to first order in $1/Re$ we get

$$\frac{\lambda_{1,2}}{\Omega} = -im \pm 2\alpha \sqrt{1 - (1 + Ro)}$$

$$+ N_A \left(2\alpha^2 Rb - m^2 \pm \frac{\alpha m(2 + Ro)}{\sqrt{1 + Ro}}\right) - \frac{1}{Re}. \quad (39)$$

When $Ro < -1$, the instability occurs with the growth rate $\Re(\lambda)/\Omega \approx 2\alpha \sqrt{1 + Ro}$. This mode pertains to the classical Rayleigh instability since no magnetic field is required.

When $Ro > -1$, the instability criterion becomes

$$-n^2 + |n| \frac{2 + Ro}{\sqrt{1 + Ro}} + 2Rb > 0,$$

and $\alpha^2 H_0^2 > \frac{\sqrt{1 + Ro}}{(2Rb - n^2)\sqrt{1 + Ro} + |n|(2 + Ro)}$, \quad (40)

where $n = m/\alpha$. If we choose that, e.g. $Rb = 0$, $m = 1$ and $\alpha = 1$, then $|H_0| \approx 0.8165$ is the onset of AMRI at the Keplerian $Ro = -3/4$ as shown in FIG. 3.

The left-hand side of the first of the inequalities (40) is a quadratic polynomial with respect to the real-valued number $m$. Hence, the discriminant of this polynomial

$$D = \frac{(2 + Ro)^2}{1 + Ro} + 8Rb > 0$$

in order that the polynomial can take positive values. This yields the familiar [30, 37] necessary condition for instability \{25\}. For instance, for Keplerian flow \(Ro = -3/4\) in \{25\} the inequality \(Rb > -25/32\) is necessary for instability [31, 37].

The first inequality in (42), when \(Rb \leq n^2/2 - n\), is written for $Ro$ as

$$-1 < Ro < -2 + \frac{n^2 - 2Rb - \sqrt{(n^2 - 2Rb)^2 - 4n^2}}{2n^2(n^2 - 2Rb)^{-1}}$$

or $Ro > -2 + \frac{n^2 - 2Rb + \sqrt{(n^2 - 2Rb)^2 - 4n^2}}{2n^2(n^2 - 2Rb)^{-1}}$, \quad (41)

and when $Rb > n^2/2 - n$, as

$$Ro > -1. \quad (42)$$

When $n = \pm \sqrt{-2Rb}$, the domain \{11\} reduces to \{29\}, which, at $Rb = -1$ takes the form

$$-1 < Ro < 2 - 2\sqrt{2} \quad \text{or} \quad Ro > 2 + 2\sqrt{2},$$

where $2 - 2\sqrt{2}$ and $2 + 2\sqrt{2}$ are the lower and the upper Liu limits, respectively [38].
FIG. 3. The growth rate $\text{Re}(\lambda)$ to $\text{Ha}_\theta$ when $\text{Re} = 10^4$, $m = 1$, $\hat{k} \to \infty$, $\alpha = 1$, $\text{Ro} = -3/4$ and $\text{Rb} = 0$ according to (38). The left panel shows that large $\text{Ha}_\theta$ increase the growth rate and the right panel is the amplification of the left one when $\text{Ha}_\theta$ is small, which demonstrates that a certain strength of magnetic field is needed for instability.

3. Growth rate optimized by $\hat{k}$ and $\hat{q}$

In the long wavelength limit of $\hat{k} \to 0$, $\text{Rb} < -1/4$ is necessary for the instability of $m = 1$ mode as shown by (37), while in the short wavelength limit of $\hat{k} \to \infty$, the condition $\text{Rb} > -\frac{1}{8} (\frac{(\text{Ro} + 2)^2}{\text{Ro} + 1})$ given by (25) is necessary for the instability. Since the latter one overlaps with the former one, we conclude that for each value of $\text{Rb}$ there exist wavenumbers $\hat{k}$ and $\hat{q}$ such that the mode with $m = 1$ is unstable.

Either the mode of $\hat{k} \to 0$ or $\hat{k} \to \infty$ dominate in large range of $\text{Rb}$, and the maximum growth rate is attained at a finite value of $\hat{k}$ for every particular value of the magnetic Rossby number, $\text{Rb}$, as illustrated in FIG. 4. In this figure the optimized with respect to $\hat{k}$ growth rate is plotted against $\text{Rb}$ for $\text{Re} = 10^4$, $\text{Ha}_\theta = 100$, $m = 1$ and $\text{Ro} = -3/4$ and $\hat{q} = 0$ (upper panel) and $\hat{q} = 1$ (lower panel). We observe the crossover of the $\hat{k} = 0$ mode and the $\hat{k} = \infty$ mode. The range of large negative values of $\text{Rb}$ is dominated by the $\hat{k} = 0$ mode and the one of large positive values of $\text{Rb}$ is dominated by the $\hat{k} \to \infty$ mode.

4. Evolution of AMRI region in the $(\text{Ro}, \text{Rb})$-plane with $\hat{k}$

In order to understand how the instability region evolves from that described by (37) at $\hat{k} \to 0$ to (41) at $\hat{k} \to \infty$ we plot the growth rate of the dispersion relation (22) in the projection to the $(\text{Rb}, \text{Ro})$-plane, see FIG. 4. The results are presented over a growing set of axial wavenumber $\hat{k}$ for $\text{Re} = 10^4$, $\text{Ha}_\theta = 10^2$, $Pm = 10^{-6}$, $\hat{q} = 1$, and $m = 1$.

It is clearly seen that already for $\hat{k} > 1.8$ the neutral stability curve bounding the stability domain (shown in white in FIG. 4) is close to $\text{Rb} = -\frac{1}{8} (\frac{(\text{Ro} + 2)^2}{\text{Ro} + 1})$, corresponding to the limit of $Pm \to 0$. Equivalently, the instability domain is close to (41).

At the lower values of $\hat{k}$ the instability domain splits into two parts, one of which becomes dominant at $\hat{k} = 1.3$ stretching along the $\text{Rb}$-axis at $\hat{k} = 1$ and finally bifurcating into the instability domain corresponding to large negative values of $\text{Rb}$ and practically not depending on $\text{Ro}$, in agreement with the criterion (37).

Below we demonstrate a similar transition for the domain of Tayler instability.
FIG. 5. Growth rate calculated with the use of the Hain-Lüst dispersion relation \((32)\) in projection to the Rossby plane \((\text{Rb}, \text{Ro})\) for \(\text{Re} = 10^4\), \(\text{Ha}_\theta = 10^2\), \(\tilde{q} = 1\), \(m = 1\) and (from upper-left to lower-right panel): \(\hat{k} = 0.01, 0.4, 0.7, 0.8, 0.9, 1, 1.1, 1.3, 1.8, 2.5, 5\) and \(10\). The white domains represent stability.

### C. Tayler instability in the limit of \(P_m \to 0\)

Tayler \cite{39, 41} established that an ideal nonrotating perfectly conducting fluid in an azimuthal magnetic field is stable against nonaxisymmetric perturbations with the azimuthal wavenumber \(m = 1\) under the condition

\[
\frac{d}{dr}(r B_\theta^2(r)) < 0. \tag{43}
\]

Recalling the definition of the magnetic Rossby number \cite{17} and taking into account that \(B_\theta(r) = r \mu(r)\), the Tayler stability criterion for \(m = 1\) takes the form:

\[
Rb < -\frac{3}{4}, \tag{44}
\]

which means that the azimuthal magnetic field \(B_\theta(r) \sim r\) created by a current passing through a conducting fluid and corresponding to \(Rb = 0\) is unstable.

The work \cite{41} numerically predicted the Tayler instability (TI) caused by the field with \(Rb = 0\) to exist also in the limit of \(P_m \to 0\), which allowed for its recent observation in the experiments with liquid metals \cite{42}.

Using the geometrical optics stability analysis Kirillov et al. \cite{30} extended the criterion for the onset of the
Taylor instability to the case of arbitrary $m \geq 1$

$$Rb > \frac{m^2}{4\alpha^2} - 1,$$

where $\alpha = \hat{k}^2/(\hat{k}^2 + \hat{q}^2)$. When $m = \pm 1$ and $\alpha = 1$, the criterion (45) yields $Rb > -3/4$ for instability, which includes the case of $Rb = 0$ observed in the experiment [12].

In order to explore the Tayler instability on the base of the dispersion relation (32), we assume $Re = 0$ in it and take into account the relation

$$\frac{Re \sqrt{Pm}}{\Omega} = \frac{H_\theta}{\omega_{A\theta}}$$

This reduces (32) to

$$\left[ \left( \frac{\lambda H_\theta}{\omega_{A\theta}} + \sqrt{Pm} \right) \left( \frac{\lambda H_\theta}{\omega_{A\theta}} + \frac{1}{\sqrt{Pm}} \right) + \frac{H_\theta^2 m^2}{2 \hat{h}^2} \right]^2 (\hat{k}^2 + \hat{q}^2)$$

$$-4H_\theta \hat{k}^2 m^2 - 4H_\theta^2 \left( (\hat{k}^2 - m^2) Rb + \frac{m^2 \hat{k}^2}{\hat{h}^2} \right)$$

$$\times \left[ \left( \frac{\lambda H_\theta}{\omega_{A\theta}} + \sqrt{Pm} \right) \left( \frac{\lambda H_\theta}{\omega_{A\theta}} + \frac{1}{\sqrt{Pm}} \right) + \frac{H_\theta^2 m^2}{2 \hat{h}^2} \right] = 0.$$  (47)

We consider the limit where $Pm$ is very small. Then the growth rate is of $O(\sqrt{Pm})$ and we can renormalize the eigenvalue as

$$\lambda = \lambda_0 \sqrt{Pm}.$$  (48)

Then the leading-order terms of (45) are

$$\left( 1 + \frac{\lambda_0}{\omega_{A\theta}} H_\theta + \frac{H_\theta^2 m^2}{2 \hat{h}^2} \right)^2 (\hat{k}^2 + \hat{q}^2)$$

$$-4H_\theta \hat{k}^2 m^2 - 4H_\theta^2 \left( (\hat{k}^2 - m^2) Rb + \frac{m^2 \hat{k}^2}{\hat{h}^2} \right)$$

$$\times \left( 1 + \frac{\lambda_0}{\omega_{A\theta}} H_\theta + \frac{H_\theta^2 m^2}{2 \hat{h}^2} \right) = 0.$$  (49)

For very large magnetic field we have $H_\theta \gg 1$, and can further renormalize the eigenvalue as

$$\lambda_0 = \lambda_0 H_\theta.$$  (50)

and solve (49) for $\lambda_0$, to the leading order in $H_\theta^{-1}$, as

$$\lambda_0 = -m^2 + \frac{2}{\hat{h}^2 + \hat{q}^2} \left( (\hat{k}^2 - m^2) Rb + \frac{m^2 \hat{k}^2}{\hat{h}^2} \right)$$

$$\pm \sqrt{\left( (\hat{k}^2 - m^2) Rb + \frac{m^2 \hat{k}^2}{\hat{h}^2} \right)^2 + m^2 \hat{k}^2 (\hat{h}^2 + \hat{q}^2)}.$$  (51)

In the limit of $\hat{k} \rightarrow 0$, equation (51) yields

$$\lambda_0 = \frac{\pm \frac{2}{\hat{h}^2 + \hat{q}^2}}{\hat{q}^2 + m^2} (\frac{2}{\hat{h}^2 + \hat{q}^2} + 2Rb).$$  (52)

One of the roots (52) is equal to $-m^2$, whereas another one becomes positive if

$$Rb < -1 (m^2 + \hat{q}^2).$$  (53)
reproducing the first of the inequalities (37).

In the limit of \( \hat{k} \to \infty \) and \( \alpha \to 1 \), equation (51) reduces to

\[
\frac{\lambda_+^a}{\omega A_\theta} = 2Rb - m^2 \pm 2\sqrt{Rb^2 + m^2}
\]

\[
= (1 + Rb)^2 - \left( 1 \mp \sqrt{Rb^2 + m^2} \right)^2.
\]

The root \( \lambda_+^a / \omega A_\theta \) in (52) is always negative. The other,

\[
\frac{\lambda_-^a}{\omega A_\theta} = \left( Rb + \sqrt{Rb^2 + m^2} \right) (2 + Rb - \sqrt{Rb^2 + m^2}),
\]

is a product of two expressions, the first of which is always positive whereas \( 2 + Rb - \sqrt{Rb^2 + m^2} \) is positive if

\[
Rb > \frac{m^2}{4} - 1
\]

(55) in accordance with (44), where \( \alpha = 1 \). Therefore in the short axial wavelength approximation we reproduce the result (40). Note that Ogilvie and Pringle (22) established criterion (55) for the case of ideal MHD.

In general, setting the right hand side of (51) to zero, we get the critical \( Rb \) at the neutral stability surface

\[
Rb = \frac{1}{4} \left\{ \frac{q^2 m^2}{k^2 - m^2} + \frac{k^2 (m^2 - 4)(k^2 + 2m^2) + m^6}{k^4 - m^4} \right\}.
\]

For \( \hat{k} \) the expression (56) yields the critical value of the criterion (55) and for \( \hat{k} \to \infty \) the critical value of the criterion (55).

FIG. 6 illustrates the transition from the criterion (55) to the criterion (53) as \( \hat{k} \) varies from 100 to 0 at the fixed \( \hat{q} = 0 \), based on the expression (56). At the value

\[
\hat{k} = \sqrt{3 - \frac{1}{2} \hat{q}^2}
\]

(equal to \( \sqrt{3} \) for \( \hat{q} = 0 \) in FIG. 6) there are two saddle points at

\[
Rb = \frac{1}{8} \hat{q}^2 - 2 \quad \text{and} \quad m = \pm \sqrt{3 - \frac{1}{2} \hat{q}^2},
\]

(58) corresponding to \( Rb = -2 \) and \( m = \pm \sqrt{3} \) in FIG. 6. The saddle points are formed by the straight lines \( m = \pm \sqrt{3 - \frac{1}{2} \hat{q}^2} \) intersecting with the curve

\[
Rb = \frac{2m^4 + (18 - \hat{q}^2)m^2 - 4\hat{q}^2 + 24}{4(\hat{q}^2 - 2m^2 - 6)}.
\]

Note that (58) implies an upper bound on the value of \( \hat{q} \): \( |\hat{q}| < \sqrt{6} \). In these conditions the bifurcation value (57) for the parameter \( \hat{k} \) sharply separates the cases of the short-axial-wavelength (55) and long-axial-wavelength (53) Taylor instability in the limit of vanishing \( Pm \). However, in the case \( |\hat{q}| > \sqrt{6} \) the saddle point is absent and the transition scenario simplifies, see FIG. 7.

VI. AMRI AND TAYLOR INSTABILITY AT FINITE Pm

The magnetorotational instability is, by definition, caused by the cooperative effect of rotating flow field and magnetic field. The cooperative action comes into play for a differential rotation. Assuming the expansion of the solution in terms of \( Re \) as \( \lambda^3 / \omega A_\theta = a_0 + a_1 + a_2 Re^{-1} + a_3 Re^{-2} + \ldots \), we expand the dispersion relation (32) with respect to \( 1/Re \) and solve the leading-order term to obtain \( a_0 \). We repeat the process to find the coefficient \( a_1 \) from the next-order term resulting in the following representation for the critical roots at large \( Re \):

\[
\lambda_{1,2} = -im\frac{Rc \sqrt{Pm}}{Hq} - \frac{1}{Hq \sqrt{Pm}} \pm m \sqrt{-Rc(Rc + 1)} + O \left( \frac{1}{Re} \right)
\]

\[
\lambda_{3,4} = -i\frac{Rc \sqrt{Pm}}{Hq \sqrt{(2q^2 + h^2)}} \left( m (\hat{k}^2 - \hat{q}^2 + 2Rc - 2) + m^4 + m^2 (2\hat{k}^2 + \hat{q}^2 + 2Rc) \pm 2i\sqrt{c_2} \right) + c_3
\]

\[
+ O \left( \frac{1}{Re} \right),
\]

(59)

where

\[
c_1 = \frac{Rc^2}{Rc} - \frac{\hat{k}^2}{Rc}
\]

\[
c_2 = -Hq \frac{Pm}{Hq} \left( \hat{k}^2 - \hat{q}^2 (1 + \hat{R}c) + m^2 e_1^2 \right)
\]

\[
c_3 = -\frac{\sqrt{Pm}}{Hq}
\]

\[
(1 - Pm) c_1 \hat{R}c \left( -m^2 c_1 Hq \sqrt{Pm} \pm im \sqrt{c_2} \right)
\]

\[
e_2, \pm im \sqrt{c_2} Hq \sqrt{Pm}
\]

The growing wave \( \Re(\lambda) \) for the particular case of Keplerian flow \( (Rc = -3/4) \) with \( m = 1 \) is admitted for

\[
Hq > \frac{1}{\sqrt{3} Pm}
\]

(60) For \( \lambda_{3,4} \), numerically we find that a growing wave is permitted for small \( Pm \) and finite \( \hat{k} \). For example, for the Keplerian flow \( (Rc = -3/4) \) and \( m = \hat{k} = Hq = 1 \), \( Pm = 0.01 \), \( \hat{q} = 10 \), the zeroth order growth rate \( c_3 \approx 1.68 \).

In the PROMISE laboratory facility (30), the experimental setup is a Taylor-Couette flow between two co-rotating cylinders of finite axial size. The inner cylinder is set with the radius \( r_{in} = 40 \text{mm} \) and the outer cylinder is with \( r_{out} = 2r_{in} = 80 \text{mm} \). The gap between the cylinders is \( d = r_{out} - r_{in} = r_{in} \). By that reason, in this section we assume \( r_{in} = d = r_0 \). Recalling (17), we can write

\[
\Omega(r_{in}) = \frac{\Omega_0}{r} \frac{r_{out}}{r_{in}} 2Rc, \quad \mu(r_{in}) = \mu(r) \left( \frac{r_{out}}{r_{in}} \right)^{2Rc}.
\]

(61)
FIG. 7. The regions of the Tayler instability (blue) with the boundary $|\tilde{q}| = 3$ and (from left to right) $\tilde{k} = 100$, $\tilde{k} = 0.2$, and $\tilde{k} \to 0$.

FIG. 8. AMRI regions (above the neutral stability curves) in the $(Ha_{\theta_1}, Re_1)$-plane for $Rb = Ro = -1$, $m = 1$, $q = 3r_0^{-1}$, $r = 1.5r_0$ and (left to right) $Pm = 10$, $Pm = 1$, and $Pm = 10^{-6}$ found with the use of the growth rates maximized over $k$ of the roots of the dispersion relation with the parameters specified by (62).

This allows us to redefine the Reynolds and Hartmann numbers as follows

$$Re_1 = \frac{\Omega (r_{in}) d^2}{\nu} = Re|k|^2 r_0^2 \left( \frac{r_0}{r} \right)^{2Ro}$$

$$Ha_{\theta_1} = \frac{\mu (r_{in}) d^2}{\sqrt{\rho \alpha_0 \eta}} = Ha_{\theta} |k|^2 r_0^2 \left( \frac{r_0}{r} \right)^{2Rb}$$, (62)

where $|k|^2 = k^2 + q^2 + m^2/r^2$ and $Re$ and $Ha_{\theta}$ are given by [19]. The new Reynolds and Hartmann numbers match those of the numerical and experimental works [25, 36, 56].

The critical Reynolds number at the onset of instability is crucial for the experimental realization of the MRI. The liquid metals used in the experiments have $Pm \sim 10^{-6}$, and the standard MRI which scales with the magnetic Reynolds number and the Lundquist number corresponds to the Reynolds numbers of order $10^6$. Therefore it is hard to maintain the basic flow undisturbed before the onset of SMRI [4, 5].

The planned AMRI-TI experiment in the frame of the new DRESDYN facility [8, 9] creates the azimuthal magnetic field both due to currents isolated of the liquid metal and passing directly through the metal thus allowing for variable $Rb$ including those satisfying the instability criterion (28).

On the other hand, in section V we have found that for small axial wavenumbers, $k \ll 1$, the inductionless AMRI of the Keplerian flow may occur at $Rb < -1/4$, which includes the current-free azimuthal magnetic field with $Rb = -1$ used in the existing PROMISE experiment, see FIG. 4. Using the redefined Reynolds and Hartmann numbers in this section we compare our WKB-analysis with the results from the global analysis [35, 56] for arbitrary $Pm$ and discuss the implications for the experimental detection of the long-axial-wavelength instability. In view of the recent discovery of a long-wavelength linear instability of a hydrodynamical Taylor-
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C. Case of Ro = −3/4, Rb = −1 and m = 1 with q = 3r0−1

According to the instability condition 28 the Keplerian rotation with Ro = −3/4 cannot be destabilized by the current-free azimuthal magnetic field with Rb = −1 in the inductionless limit of Pm = 0. Instead, the criterion 28 suggests shallower radial profiles for the magnetic field with Rb > −25/32. Does this change for small but finite Pm? The work 21 predicted regions of HMRI existing at such values of the magnetic Prandtl number. What can we say about AMRI?

Here we demonstrate that, for Ro = −3/4 and Rb =
As $Re_1$ is increased, the critical value of $Pm$ is decreased, which yields a larger strength of magnetic field according to (60). Large Reynolds numbers mean turbulence in practice so that $Pm \gtrsim 10^{-3}$ is at least necessary for experimental realization of the AMRI. However the liquid eutectic alloy GaInSn has $Pm = 1.4 \times 10^{-6}$ making the AMRI of a Keplerian flow virtually impossible for the experimental setup with the current-free azimuthal magnetic field (35). Indeed, FIG. 13 shows that as $Pm$ decreases, the instability region becomes smaller and smaller.

However, as FIG. 11 demonstrates, in the limit ($Pm \to 0$), the $k \to 0$ mode has positive growth rate. To approach this instability, we set $r_{\text{out}} = r_0$ as the characteristic length but set $r$ to vary freely toward $r = 0$. By setting $\hat{k} = 0$ in (33), we find its roots in the following form

$$
\frac{\lambda_1}{\Omega} = -\sqrt{\frac{r_0}{r}} \frac{1}{1 + (qr)^2} \frac{H_{\theta_1}}{Re_1} - \sqrt{\frac{r_0}{r}} \frac{1 + (qr)^2}{Re_1} - i,
$$

$$
\frac{\lambda_2}{\Omega} = \sqrt{\frac{r_0}{r}} \frac{3 - (qr)^2}{1 + (qr)^2} \frac{H_{\theta_1}}{Re_1} - \sqrt{\frac{r_0}{r}} \frac{1 + (qr)^2}{4 + 4(qr)^2} - i.
$$

The first root has $\Re(\lambda_1) < 0$ and corresponds to a stable mode. The second one indicates that, for large values of $H_{\theta_1}$, the instability occurs when $(qr)^2 < 3$. (64)
This crude argument suggests that the experimental set-ups with \( r_{in}/r_{out} = 1/2 \) might need to be modified to have a wider gap in order to be able to capture the mode of \( k = 0 \) for a Keplerian flow subject to the current-free magnetic field.

VII. GLOBAL STABILITY ANALYSIS

In order to provide a numerical validation of the analytical results based on the Hain-Lüst dispersion relation \( [32] \), in the following we consider the cylindrical Taylor-Couette flow as described in Section VI. We will decompose the magnetic and velocity fields into toroidal and poloidal parts and after that reduce the original MHD system \( [36-39] \) to a one-dimensional boundary eigenvalue problem \([35, 44]\) by expanding the solution in the Heinrichs basis \([15, 58, 61]\).

We assume a finite radial gap \( d := |r_{out} - r_{in}| \) and a radius ratio \( \zeta := r_{in}/r_{out} \) that both define the geometry of the setup. Our numerical method is based on the pseudo-spectral expansion of the solution in terms of normal modes before collocating at the Chebyshev-Gauss nodes. The code we have developed has been benchmarked against several well-established results of similar stability analysis for either insulating or conducting boundary conditions with excellent agreement.

For the sake of clarity, we first render the problem \([36-39]\) in a dimensionless form following the notations in Child et al. \([44]\) except for the background velocity field where we follow the work of Deguchi \([15]\). This can be summarized by scaling length with \( d \), time with the viscous time scale \( d^2/\nu \), velocities with \( \nu/d \), pressure with \( \rho \nu^2/d^2 \) and magnetic fields with \( B_0 \).
perfectly conducting walls. The red and dashed green lines correspond to the Hain-Lüst dispersion relation (33) and the WKB solutions from the dimensionless Taylor-Couette boundary value problem with the boundary conditions corresponding to the approximation (79). The radial wavenumber is set to be \( \hat{q} = \zeta / (1 - \zeta) \).

### A. Background fields and Rossby numbers

The scaling introduced before leads to the following set of equations

\[
\frac{\partial \hat{u}}{\partial t} = - (\hat{\nabla} \cdot \hat{\nabla}) \hat{U} - (\hat{\nabla} \cdot \hat{\nabla}) \hat{u} - \hat{\nabla} \hat{P} + \hat{\nabla}^2 \hat{u} = 0,
\]

\[
\frac{\partial \hat{b}}{\partial t} = \hat{\nabla} \times (\hat{U} \times \hat{b}) + \hat{\nabla} \times (\hat{u} \times \hat{B}) + \frac{1}{P_m} \hat{\nabla}^2 \hat{b},
\]

\[
\hat{\nabla} \cdot \hat{u} = 0,
\]

\[
\hat{\nabla} \cdot \hat{b} = 0,
\]

where \( H_{\alpha} = B_{dist}/\sqrt{\rho \mu_0 \sigma} \) is the azimuthal Hartmann number and \( P_m = \nu/\eta \) is the magnetic Prandtl number.

This dimensionless MHD system is therefore solved regarding to no-slip boundary conditions for the velocity field, which in the cylindrical coordinates \((r, \theta, z)\) lead to

\[
\hat{U}_\theta(r_{in}, \theta, z) = \frac{\Omega_{in} r_{in} d}{\nu} =: Re_{in},
\]

\[
\hat{U}_\theta(r_{out}, \theta, z) = \kappa Re_{in}/\zeta =: Re_{out},
\]

where \( \hat{U}_\theta \) is the azimuthal component of the fluid velocity, \( \kappa := \Omega_{out}/\Omega_{in} \) is the ratio between the angular velocities and the inner and outer radii can be defined according to the Taylor-Couette parameters as \( r_{in} := d\zeta / (1 - \zeta) \) and \( r_{out} := d / (1 - \zeta) \).

A fundamental solution for this system and the boundary conditions is the well-known Couette profile \( \hat{U} = \hat{r} \Omega(\hat{r}) \epsilon_\theta \), given by

\[
\Omega(\hat{r}) = \frac{Re_{in}}{1 + \zeta} \left[ \frac{1}{(\zeta - \zeta) + \zeta (1 - \kappa)} \right],
\]

where \( \hat{r} = rd^{-1} \) is the dimensionless radial coordinate.

The background magnetic field we consider here is purely azimuthal \( \hat{B} = \hat{B}_\theta(\hat{r}) \epsilon_\theta \), and given by

\[
\hat{B}_\theta(\hat{r}) = \frac{\zeta (\tau - \zeta) - 1}{1 - \zeta^2} \hat{r} + \frac{1}{1 - \zeta^2} \hat{r} - \frac{1}{2 \hat{r}},
\]

where \( \tau := B_{out}/B_{in} \) is the ratio between the outer and the inner azimuthal magnetic fields.

Using (61) and (71) we can write

\[
\kappa = \zeta^{-2R_o},
\]

\[
\tau = \zeta^{-2(Rb+1)}.
\]

Then, the solid-body rotation \((Ro = 0)\) corresponds to \( \kappa = 1 \) and the Keplerian flow \((Ro = -3/4)\) to \( \kappa = \zeta^{3/2} \).

In the following, we will specify the basic state of the magnetized flow via \( Ro, Rb, \zeta, Re_{in}, P_m \) and \( H_{\alpha} \) defined earlier.

### B. Pseudo-spectral expansion

We seek for a solution to linearized MHD equations decomposed into toroidal and poloidal parts as follows

\[
\hat{u} = \nabla \times (\psi \epsilon_r) + \nabla \times (\phi \epsilon_r),
\]

\[
\hat{b} = \nabla \times (\Psi \epsilon_r) + \nabla \times (\Phi \epsilon_r).
\]

The disturbance fields \((\psi, \phi, \Psi, \Phi)\) in (63)-(64) are expanded in terms of normal modes according to the pseudo-spectral Fourier method. In it, each variable is expressed with respect to Heinrichs basis \((1, 58, 61)\) for the radial direction and to Fourier basis for the axial and azimuthal directions. Such expansion can be represented for an arbitrary field \( \mathcal{L} \) as

\[
\mathcal{L}(x, t, \theta, z) := \sum_{n=0}^{\infty} \left[ \mathcal{H}(x) T_n(x) \right] \exp \left[ \lambda t + i(m \theta + k z) \right],
\]

FIG. 14. The growth rate \( \text{Re}(\lambda) \) in units of \( \Omega_{in} \) over a range of magnetic Rossby number \( Rb \) for the Keplerian \((Ro = -3/4)\) flow with \( Re_{in} = 10^4, \beta_{ho} = 10^2, P_m = 0, \) and \( m = 1, \) in the case of the long axial wavelength \((\zeta = 0.02/\zeta = 0.336 \) and \( k = 10^{-4}d^{-1}, \) left/middle panels) and short axial wavelength \((\zeta = 0.98 \) and \( k = 3.5d^{-1}, \) right panel). The dotted blue line comes from the dimensionless Taylor-Couette boundary value problem with the boundary conditions corresponding to the perfectly conducting walls. The red and dashed green lines correspond to the Hain-Lüst dispersion relation (33) and the WKB approximation (79). The radial wavenumber is set to be \( \hat{q} = \zeta / (1 - \zeta) \).
where \( T_n(x) \) is a Chebyshev polynomial, \( \mathcal{H}(x) \) is the Heinrichs factor which depends on the boundary conditions considered, \( \lambda \) is an eigenvalue, \((m, k)\) are the azimuthal and axial wavenumbers and \( x \) is the length coordinate.

In order for the method to be computable, the infinite series are truncated at the \( N \)-th order and the mapping of the radial interval \([r_{in}, r_{out}]\) to the Chebyshev interval \([-1, 1]\) comes from the linear transformation \[ x = 2(r - r_m)d^{-1} \text{ with } r_m = d(1 + \zeta)/(2(1 - \zeta)) \text{ being the mean radius.} \] Finally, the series are evaluated at the Chebyshev-Gauss collocation points

\[ x_i = \pm \cos \left( \frac{\pi}{N + 2} i \right), \quad i = 0, \ldots, N. \]

The decomposition (58) allows us to express the differential operators as functions of the wavenumbers and parameters of the system. Details of this method and coefficients of the boundary value problem can be found, e.g., in Child et al. [44] and Hollerbach et al. [35]. The set of equations we obtain is solved regarding the boundary conditions considered, i.e., no-slip conditions for the velocity field and perfectly conducting for the magnetic field. Assuming the expansion in terms of normal modes for each variables, these conditions can be written in the following form \[ \psi = \phi = \partial_x \phi = 0, \quad \Phi = 0, \quad \theta = \partial_x \theta = 0. \] \[ ik \partial_x^2 \psi + ikr^{-1} \Psi + imr^{-1} \partial_x \Phi - imr^{-2} \partial_x \Phi = 0. \] The system is therefore reduced to a generalised eigenvalue problem of the form \( A \xi = \lambda B \xi \), where \( \lambda \) is an eigenvalue and \( \xi \) an eigenvector.

### C. Numerical results

For a fixed set of boundary conditions, the boundary value problem is solved and leads to the computation of the eigenvalues \( \lambda \) of the magnetized Taylor-Couette flow. The global stability analysis is therefore conducted over similar sets of parameters from the previous sections of this paper in order to validate a large part of the results.

In FIG. 14, we compare growth rates given by the boundary value problem, the Hain-L¨ ust dispersion relation (62), and the original WKB approximation (30). The latter solution is given according to our notations as follows

\[ n(\lambda) = \frac{N_\theta}{\Omega_{in}} \left( 2Rb - \frac{m}{\alpha_1} \right) - \frac{1}{Re} \pm \sqrt{2X + 2X^2 + Y^2}, \]

where \( N_\theta = H \alpha_1^2 \) / Re, \( \alpha_1 = k/\sqrt{k^2 + q^2} \) and

\[ X = N^2 \left( \frac{Rb^2}{Ro + 1} - \frac{m}{\alpha_1} \right), \]

\[ Y = N(\theta(\alpha_2 + 2) - \frac{m}{\alpha_1}). \]

The eigenvalues are both scaled with the inner angular velocity \( \Omega_{in} \) and the stability analysis has been conducted for different but finite radial gaps over different values of \( Rb \) in FIG. 14. In the interest of reaching the \( k \rightarrow 0 \) mode, we have fixed a wide radial gap in order to have a small radial wavenumber. We chose an arbitrary value for the gap between both cylinders \( \zeta = 0.02 \) and according to this geometry, we manage to find a similar behavior for the growth rate of the long-wavelength domain but with nevertheless a discrepancy for the threshold of instability. Not surprisingly, the WKB solution (79) in the long-wavelength approximation is diverging at such value of \( k \) and therefore can not be represented in this plot. In a similar way, if we decrease the gap between both cylinders until the limit that equation (67) predict, the numerical solution still behaves as the analytical result with nevertheless a worst accuracy in the magnitude. Nevertheless, while the WKB solution (79) is not able to catch such limit, it appears that our extended version of the Hain-L¨ ust dispersion relation can. Regarding the short-wavelength domain, we used a narrow-gap \( \zeta = 0.98 \) and a larger wavenumber \( k \) and the growth rates from the BVP, the WKB solution and our dispersion relations are as expected in good agreement.
FIG. 16. Growth rate magnitude in the Rossby plane \((R_b, R_o)\) from the boundary value problem with perfectly conducting boundaries for the upper panels and from Hain-Lüst dispersion relation \((32)\) for the lower panels. The geometry correspond to \(\zeta = 0.02, k = 10^{-4}d^{-1}\) (left column), \(\zeta = 0.366, k = 10^{-4}d^{-1}\) (middle column) and \(\zeta = 0.98, k = 3.5d^{-1}\) (right column). The parameter space is the same as in FIG. [14] and stability is represented in white.

The dependence of the growth rate on the axial wavenumber \(k\) in our numerical scheme is represented in FIG. [15] where we observe that for the long-wavelength domain the growth rate reaches its maximum for \(k \to 0\) as expected. For the short-wavelength approximation, we are limited to a smaller interval of \(k\) for which the growth rate is positive in the BVP solution but it still remains sufficient to produce smooth and correct comparisons with the analytic. It is interesting to notice that in the middle panel for \(\zeta = 0.366\), the numeric is predicting a peak between both domains. A similar behavior has been observed in the second figure of Bodo et al. [63] and is analyzed by the authors as a localized state of MRI. As we can notice, the WKB and the Hain-Lüst solutions are both asymptotically converging to the same value as \(k\) is increasing (tending therefore to the short-axial-wavelength limit) only when the radial gap between both cylinder is not too large.

The last computation presents the stability domains in the \((R_b, R_o)\)-plane as in the previous section [VB 4]. This case is presented in FIG. [16] where the growth rate magnitude from the BVP and from the dispersion relation \((32)\) is computed. The left and middle column panels show the long-wavelength instability domains with \(\zeta = 0.02, \zeta = 0.366\) and \(k = 10^{-4}d^{-1}\) and despite the difference in the neutral stability boundaries, the shape of both domains are in agreement with the analytical results of FIG. [16]. When increasing the value of \(k\) as in the right column of FIG. [16] we also notice that the numerics is fitting well with our solution.

VIII. CONCLUSION

We have explored the AMRI and the Tayler instability of a rotating MHD flow, augmented by viscosity and electrical resistivity, with respect to the axisymmetric as well as non-axisymmetric perturbations. We have derived the extended Hain-Lüst equation to include the viscosity and electrical resistivity. This is a second-order ordinary differential equation for the radial Lagrangian displacement. We then applied the WKB approximation to it to derive a dispersion relation, valid in the regime of short wavelengths in the radial direction but allowing for arbitrary azimuthal and axial wavenumbers.

By that reason, the extended Hain-Lüst dispersion relation contains the previously known dispersion relations derived by different methods, including the geometrical optics approximation.

On the other hand, the additional terms in it enable more accurate treatment of the non-axisymmetric perturbations with large axial wavelength.

While being in the limit of short axial wavelength we restored the well-known results of the inductionless approximation, including the necessary condition \((28)\) for both HMRI and AMRI, and the generalized Tayler instability condition \((55)\), in the limit of long axial wavelength we discovered new instability that works both in...
the rotating and in the non-moving fluid.

We found a limitation on the radial wavelength providing an estimate for the gap in a Taylor-Couette setup which is necessary for detection of the new instability. Finally, we combined the numerical methods of Deguchi and Nagata [58, 59] and Child et al. [44] to validate the analytical findings, based on the Hain-Lüst dispersion relation, using global stability analysis.
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**Appendix A: Derivation of equation (5)**

In this appendix we derive the extended Hain-Lüst equation (14). The lines 4–6 in (10) allow us to express the magnetic field disturbance $\tilde{b}_r$, $\tilde{b}_\theta$, and $\tilde{b}_z$ in terms of the other variables. By eliminating the magnetic field disturbances, we can reduce (10) to equations for $\xi_1 = (\tilde{u}_r, \tilde{u}_\theta, \tilde{u}_z, \tilde{\rho})$ as

$$M_1 \xi_1 = 0,$$

(A1)

where, with use of (12)

$$M_1 = \begin{pmatrix}
\Lambda + 2 \frac{i \mu r}{\rho \mu_0 \lambda \eta} \left( \frac{F}{\lambda \eta} \Omega' - \mu' \right) & -2 \Omega + 2 \frac{i F \mu}{\rho \mu_0 \lambda \eta} & 0 & \frac{1}{\rho} \frac{d}{dr} \\
2 \Omega + r \Omega' \left( 1 + \frac{F^2}{\rho \mu_0 \lambda \eta^2} - 2 \frac{i F \mu}{\rho \mu_0 \lambda \eta} \right) & \Lambda & 0 & \frac{1}{r} \frac{d}{dr} \\
0 & 0 & \Lambda & \frac{1}{r} \frac{d}{dr} \\
1 & r & \frac{d}{dr} & im & ik & 0
\end{pmatrix}$$

(A2)

and the prime denotes the derivative with respect to $r$.

We then combine all the equations into a single second-order differential equation for the radial component of the Lagrangian displacement field. As an intermediate step, we solve algebraic equations (A1) and express $(\tilde{u}_r, \tilde{u}_\theta, \tilde{u}_z)$ in terms of $\tilde{\rho}$ as

$$\tilde{u}_r = -\frac{\Lambda}{E \rho} \frac{d \tilde{\rho}}{dr} + \frac{im}{E \rho r} \left( \frac{2i F \mu}{\lambda \eta \mu_0} - 2 \Omega \right) \tilde{\rho},$$

$$\tilde{u}_\theta = \frac{1}{E \rho} \left[ 2 \Omega + r \Omega' \left( 1 + \frac{F^2}{\rho \mu_0 \lambda \eta^2} - 2 \frac{i F \mu}{\rho \mu_0 \lambda \eta} \right) \frac{d \tilde{\rho}}{dr} \right.\right.$$

$$\left. - \frac{im}{E \rho r} \left[ \Lambda + 2 \mu r \left( \frac{i F}{\lambda \eta} \Omega' - \mu' \right) \right] \tilde{\rho}, \right.$$

$$\tilde{u}_z = -\frac{ik}{\rho \Lambda} \tilde{\rho}.$$  

(A3)

where

$$E = \Lambda^2 + 2 \frac{\Lambda \mu r}{\lambda \eta \mu_0} \left( \frac{i F}{\lambda \eta} \Omega' - \mu' \right) + 2 \left( \Omega - \frac{i F \mu}{\lambda \eta \mu_0} \right)\left[ 2 \Omega + \left( 1 + \frac{F^2}{\lambda \eta \mu_0} \right) r \Omega' - \frac{2i F \mu}{\lambda \eta \mu_0} \right].$$

(A4)

Upon substitution from (A3) for $\tilde{u}_r$, $\tilde{u}_\theta$, the continuity equation (5) produces a second-order differential equation for $\tilde{\rho}$

$$\frac{d}{dr} \left( \frac{1}{\rho E \frac{d \tilde{\rho}}{dr}} \right) + \left[ \frac{1}{r} \frac{d}{dr} - \frac{im}{E \rho r} \left( 1 + \frac{F^2}{\rho \mu_0 \lambda \eta^2} \right) \Omega' \right] \frac{d \tilde{\rho}}{dr}$$

$$+ 2 \frac{im^2}{E \rho \lambda \eta^2} \left( \Omega - \frac{i F \mu}{\rho \mu_0 \lambda \eta} \right) \tilde{\rho} + \frac{d}{dr} \left[ \frac{2im}{E \rho r} \left( \Omega - \frac{i F \mu}{\rho \mu_0 \lambda \eta} \right) \tilde{\rho} - \frac{k^2}{\rho \Lambda} \tilde{\rho} = 0. \right.$$  

(A5)

The first of equations (A3) yields an expression for $\chi = -r \tilde{u}_r / \lambda \eta$ in terms of $\tilde{\rho}$ and $d \tilde{\rho}/dr$

$$\chi = \frac{\Lambda \rho r}{\lambda \eta E \rho} \frac{d \tilde{\rho}}{dr} + \frac{2im}{E \rho \lambda \eta} \left( \Omega - \frac{i F \mu}{\rho \mu_0 \lambda \eta} \right) \tilde{\rho}. \right.$$  

(A6)

In order to derive the equation for $\chi$, first we take the radial derivative of (A6), and eliminate the second derivative of $\tilde{\rho}$, with the help of (A3), leaving

$$\frac{d\chi}{dr} = \frac{im}{E \rho \lambda \eta} \left[ \left( 1 - \frac{i \lambda \eta}{\lambda \eta} \right) r \Omega' + 2 \left( \Omega - \frac{i F \mu}{\rho \mu_0 \lambda \eta} \right) \right] \frac{d \tilde{\rho}}{dr}$$

$$+ 2 \frac{m^2}{E \rho \lambda \eta^2} \left( \Omega - \frac{i F \mu}{\rho \mu_0 \lambda \eta} \right) \Omega \tilde{\rho}$$

$$+ \frac{k^2 r}{\Lambda E \rho \lambda \eta} \left[ \Lambda^2 + 2 \frac{i \mu r}{\rho \mu_0 \lambda \eta} \Lambda \left( \frac{i F}{\lambda \eta} \Omega' - \mu' \right) \right] \tilde{\rho}$$

$$+ \frac{2k^2 r}{\Lambda E \rho \lambda \eta} \left[ 2 \Omega + \left( 1 + \frac{F^2}{\lambda \eta \mu_0} \right) r \Omega' - \frac{2i \mu F}{\lambda \eta \mu_0} \right]$$

$$\times \left( \Omega - \frac{i \mu F}{\lambda \eta \mu_0} \right) \tilde{\rho}. \right.$$  

(A7)
where $h$ is defined by [13].

A combination of [A6] and [A7] brings the expression for $dp/dr$ in terms of $\chi$ and $d\chi/dr$

$$\frac{dp}{dr} = -\frac{2i\rho \lambda_\eta}{h^2r^2} \left( \Omega - \frac{iF_\mu}{\rho \mu_0 \lambda_\eta} \right) \frac{d\chi}{dr} + \frac{\rho \lambda_\eta E}{\Lambda r} \chi$$

This helps us to rule out $dp/dr$ from [A7] and obtain

$$\Lambda \frac{d\chi}{dr} - im \left( 1 - \frac{\lambda_\eta}{\lambda_\eta} \right) r\Omega' + 2 \left( \Omega - \frac{iF_\mu}{\rho \mu_0 \lambda_\eta} \right) \chi = \hbar^2 r^2 \rho \lambda_\eta \tilde{p}.$$ (A8)

Multiplying both sides of (A9) by $\rho \lambda_\eta/(h^2r^2)$, taking the derivative in $r$ and then substituting from (A8) for $dp/dr$ expressed in terms of $\chi$ and $d\chi/dr$, we eventually arrive at the extended Hain-Lüst equation [14]

$$\frac{d}{dr} \left( f \frac{d\chi}{dr} \right) + s \frac{d\chi}{dr} - g\chi = 0,$$ (A10)

supplemented by [15].

Appendix B: Connection to the work [43]

We write again the dispersion relation [16], which we deduced from the extended Hain-Lüst equation [14]

$$\lambda_\eta^3 \Lambda^2 + 4\alpha^2 \left( \Omega \lambda_\eta - \frac{iF_\mu}{\rho \mu_0} \right) \times \left( \Omega R \left( \omega_\eta - \omega_\nu \right) + \left( \Omega \lambda_\eta - \frac{iF_\mu}{\rho \mu_0} \right) \right) + 4\Lambda h^2 \tilde{\lambda}_\eta \left( \Omega^2 R \omega_\eta - \frac{\mu^2}{\rho \mu_0} R \omega \right) + imr \frac{d}{dr} \left( \frac{2(\Omega \lambda_\eta - \frac{iF_\mu}{\rho \mu_0}) + (\omega_\eta - \omega_\nu)r\Omega'}{h^2r^2} \right) = 0,$$ (B1)

where $\Delta = \tilde{\lambda}_\eta + \frac{F^2}{\lambda_\nu \rho \mu_0}$ and $\alpha^2 = \frac{k^2}{\hbar^2 r^2}$. The dispersion relation in the work [43] differs from (B1) only by the term

$$\alpha_1 \frac{\mu}{\mu_0} \frac{d}{dr} \left( \omega_\eta - \omega_\nu \right) r\Omega'$$

We illustrate the difference by calculating the growth rates given by the two dispersion relations for $Ro = -1/2$, $Rb = -1/2$, $m = 1$, and $Pm = 1$. We define $\alpha_1$ by $\alpha_1^2 = k^2/(k^2 + q^2)$. Expanding the growth rates at large values of $Ha_\eta$ for (B1) with and without the term (B2), we find

$$\frac{\rho \lambda_\eta}{\Omega} = \alpha_H H a_\eta + O(Ha_\eta^0),$$

$$\frac{\rho \lambda_\eta}{\Omega} = \alpha_K H a_\eta + O(Ha_\eta^0),$$ (B3)

respectively, where

$$\alpha_H = \frac{1}{Re \sqrt{(1 + (r/k)^2)(\alpha_1^2 + (r/k)^2)}} \times \left\{ (\alpha_1^2 - 1)(r/k)^2 - (1 + \alpha_1^2)(r/k)^4 + \alpha_1 \left[ 4(r/k)^4(1 + (r/k)^2)^2 + \alpha_1^2(1 + 8(r/k)^2)^2 + 10(r/k)^4 + (r/k)^6 \right] \right\}^{1/2},$$

$$\alpha_K = \frac{1}{Re \sqrt{\alpha_1^2(4 + \alpha_1^2) - (1 + \alpha_1^2)}}.$$ (B4)

The relation between $a_H$ and $a_K$ becomes clear, if we expand $a_H$ in power of $1/k$ at large values of $|k|$ leaving

$$a_H = \frac{1}{Re} \sqrt{\alpha_1^2(4 + \alpha_1^2) - (1 + \alpha_1^2)} + \left( (3 + \alpha_1^2)\sqrt{\alpha_1^2(4 + \alpha_1^2) - \alpha_1^2(5 + \alpha_1^2)} \right) \sqrt{\alpha_1^2} \frac{1}{k^2r^2}$$

$$+ O \left( \frac{1}{k^4} \right).$$ (B5)

We find that the leading order term is $a_K$.

Appendix C: Connection to the work [63]

Bodo et al. [63] consider compressible MHD without viscosity and electrical resistivity in contrast to our setting, which is an incompressible MHD with viscosity and electrical resistivity. Here we demonstrate that in the limit of infinite speed of sound ($c_s \to \infty$) the differential equation (35) of the work [63] yields the same version of the Hain-Lüst equation for the Lagrangian displacement as our Eq. (14) does for $\nu = 0$ and $\eta = 0$.

Indeed, the differential equation (35) in [63] is

$$\frac{d^2}{dr^2}(r\xi_r) + \frac{d}{dr} \ln \left( \frac{\Delta}{rC_2} \right) \frac{d}{dr}(r\xi_r)$$

$$+ \left[ \frac{C_2 C_3 - C_1^2}{\Delta^2} - \frac{rC_2 \frac{d}{dr} \left( \frac{C_1}{rC_2} \right)}{\Delta} \right] (r\xi_r) = 0,$$ (C1)

which can be transformed to

$$\frac{d}{dr} \left( \frac{\Delta}{rC_2} \frac{d}{dr}(r\xi_r) \right)$$

$$+ \left[ \frac{C_2 C_3 - C_1^2}{r \Delta C_2} - \frac{d}{dr} \left( \frac{C_1}{rC_2} \right) \right] (r\xi_r) = 0.$$ (C2)
The coefficients $\Delta$, $C_1$, $C_2$, and $C_3$ are defined in [63] by equations (27)-(30) that contain the sound speed $c_s$. Retaining only the leading order terms in $c_s$ in the assumption that $c_s \gg 1$, we write these coefficients as

$$\Delta = c_s^2(\rho \omega^2 - k_B^2)^2,$$

$$C_1 = -\frac{2mc_s^2}{r^2}(kB_B + \rho v_\phi \omega)(\rho \omega^2 - k_B^2),$$

$$C_2 = -c_s^2 \left( k^2 + \frac{m^2}{r^2} \right)(\rho \omega^2 - k_B^2)^2,$$

$$C_3 = c_s^2(\rho \omega^2 - k_B^2)^2 \left( \rho \omega^2 - k_B^2 + r \frac{d}{dr} \left( \frac{B_B^2 - \rho v_\phi^2}{r^2} \right) \right),$$

$$-\frac{4c_s^2}{r^2}(\rho \omega^2 - k_B^2)(kB_B + \rho v_\phi \omega)^2,$$

where we omit the subscript $o$ that was used in [63] to denote the equilibrium.

In [63], $k_B = \frac{2\pi}{\lambda} B_z + k B_z$ and $\omega = \omega - \frac{2\pi}{\lambda} v_\phi - k v_z$.

In our notation before the Appendix C, $\phi = \theta$ and $m, k$ are defined with opposite sign. Hence, comparing with our notation we have $kB = -F$, $B_\phi = \rho r$, $v_\phi = r \Omega$, $v_z = 0$ and $\omega = -i \lambda$. Now, using (C3), we can write

$$\frac{\Delta}{rC_2} = -\frac{\rho \omega^2 - k_B^2}{r \left( k^2 + \frac{\rho \omega^2}{r^2} \right)},$$

$$\frac{C_2C_4 - C_2^2}{r \Delta C_2} = \frac{d}{dr} \left( \frac{C_1}{rC_2} \right),$$

$$\frac{C_2C_4 - C_2^2}{r \Delta C_2} = \frac{1}{r}(\rho \omega^2 - k_B^2) + \frac{d}{dr}(\mu^2 - r \Omega^2) - \frac{4(k_B \mu + \rho \omega \Omega)}{r(\rho \omega^2 - k_B^2)} + \frac{4m^2(k_B \mu + \rho \omega \Omega)}{r^3(k^2 + \frac{\rho \omega^2}{r^2})(\rho \omega^2 - k_B^2)} - \frac{d}{dr} \left( \frac{2m(k_B \mu + \rho \omega \Omega)}{k^2 r^2 + m^2} \right).$$

(C4)

Substituting (C4) into (C2), then dividing both sides of the resulting equation by a constant $\rho$, and noticing that in our notation $\chi = -\rho \mu r / \lambda = -r \xi_r$, we arrive at the same Hain-Lüst equation (14) that is derived in our manuscript and in which one needs to set $\nu = 0$ and $\eta = 0$, see also [55].

We notice also that the dispersion relation (37) in [63], which is a sixth-degree polynomial derived in the assumption $c_s = 0$, totally differs from our dispersion relation (16) corresponding to the incompressible limit $c_s \to \infty$.  
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