Asymptotic theory of hydrodynamic interactions between slender filaments
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Hydrodynamic interactions are important in biophysics research because they influence both the collective and the individual behavior of micro-organisms and self-propelled particles. For instance, hydrodynamic interactions at the microswimmer level determine the attraction or repulsion between individuals, and hence the rise of collective behavior. Meanwhile, hydrodynamic interactions between swimming appendages (e.g., cilia and flagella) influence the emergence of swimming gaits, synchronized bundles, and metachronal waves, and hence the propulsive capacity of the individual swimmer. In this study we address the issue of hydrodynamic interactions between slender filaments separated by a distance larger than their contour length ($d > L$) by means of asymptotic calculations and numerical simulations. We first derive analytical expressions for the extended resistance matrix of two arbitrarily shaped rigid filaments, as a series expansion in inverse powers of $d/L > 1$. The coefficients in our asymptotic series expansion are then evaluated using two well-established methods for slender filaments, resistive-force theory (RFT) and slender-body theory (SBT), and our asymptotic theory is verified using numerical simulations based on SBT for the case of two parallel helical filaments. The theory is able to capture the qualitative features of the interactions in the regime $d/L > 1$, which opens the path to a deeper physical understanding of hydrodynamically governed phenomena such as interfilament synchronization and multiflagellar propulsion. To demonstrate the usefulness of our results, we next apply our theory to the case of two helical filaments rotating side-by-side, where we quantify the dependence of all forces and torques on the distance and phase difference between the helices. Using our understanding of pairwise interactions, we then provide physical intuition for the case of a circular array of rotating helices. Our theoretical results will be useful for the study of hydrodynamic effects that emerge between interacting bacterial flagella, nodal cilia, and slender microswimmers, both artificial and biological.
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I. INTRODUCTION

The microscopic world is filled with examples of rigid structures that interact with each other as they move through fluids. In the biological context these can range from very dense systems such as bacterial swarms [1], where steric interactions are important, to regularly spaced arrays of cilia, which can be coupled both hydrodynamically (through the fluid) [2] and elastically (through the cell membrane) [3,4], down to dilute suspensions of planktonic bacteria and algae [5], where only hydrodynamic interactions prevail. Outside biology, hydrodynamic interactions are important in the dynamics of sedimentation and the rheology of suspensions [6–9], as well as the collective behavior of synthetic active particles [10,11]. For artificial devices such as diffusio- or
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electrophoretic swimmers, one must also consider long-range chemical interactions in addition to
the hydrodynamics [12–15].

Hydrodynamic interactions (HIs) represent a particular interest for research because, due to their
long-range nature, they can give rise to collective behavior in systems with a large number of active,
self-propelled particles [16,17]. A popular approach for studying active matter is to coarse-grain the
system and postulate phenomenological equations based on symmetries, but it remains important to
capture the microscopic origin of interactions between the particles. Therefore, the study of HIs
between a small number of suspended bodies is the necessary link between understanding the
dynamics of a single body in an unbounded fluid and that of a large collection thereof.

On a microscopic length scale, the physics of the fluid is dominated by viscous dissipation, and
inertia is negligible most of the time. Therefore, the interaction of microswimmers is usually a
low Reynolds number problem, governed by the Stokes equations. Naturally, HIs are important
in biology across all Reynolds numbers. For instance, they influence predator-prey interactions
and sexual reproduction in small marine organisms such as copepods, which operate at low to
intermediate Reynolds number [18]. HIs are also very important in schools of fish (usually high
Reynolds number), where they give rise to stable swimming formations and affect endurance and
propulsive efficiency [19–21]. At intermediate and high Reynolds number, however, the problem
of HIs is usually approached with experimental and computational tools. In contrast, in the low
Reynolds number limit, the linearity of the Stokes equations allows for exact analytical solutions if
the geometry is simple enough, e.g., the interaction between two rigid spheres.

For rigid spheres at low Reynolds number, exact analytical solutions were found for the flow
field around two spheres of arbitrary size but specified orientation [22–24], as well as around two
identical spheres with arbitrary orientation [25,26]. These exact solutions are possible either by
exploiting a cylindrical symmetry in the problem [22,23], or by using a bispherical coordinate
system [24–26]. These classical analytical results were later confirmed by computational studies
[27–29]. In addition to the exact solutions, there are also approximate analytical solutions for the
interaction of two spheres sufficiently far apart [30,31]. These solutions are expressed as series
expansions in inverse powers of the distance between the spheres, and have the advantage of
circumventing bispherical coordinates. For more than two spheres, the interactions become more
complicated, but researchers have studied this problem experimentally [32] and numerically [33],
and have also made analytical progress in the form of a far-field theory [34].

For shapes more complex than a sphere, it is often necessary to approach the modeling prob-
lem with computational tools. In the biological context, full boundary-element method (BEM)
simulations have been carried out to study the HIs between micromachines with spiral tails [35],
uniflagellar bacteria swimming side by side [36], and spherical colonies of algae swimming near
boundaries [37]. Other computational studies have considered the interactions between more ab-
stract types of swimmers such as dumbbell-type [38] or squirmer-type pushers and pullers [39,40].
One important question to consider when talking about HIs between micro-organisms is whether
there is any net attraction or repulsion between the swimmers, and if they settle into stable swimming
patterns. These questions are also motivated by experimental observations of swimming bacteria and
volvocine algae [41,42].

In this study we focus on HIs between slender filaments at low Reynolds number, in order to
tackle the interactions between swimming appendages such as cilia and flagella, rather than entire
micro-organisms. If HIs between micro-organisms are important for the stability of swimming
patterns in groups of swimmers, then the HIs between swimming appendages are essential to
single-cell behavior. This includes questions such as the speed and state of flagellar synchronization
[2,43–47], the emergence of swimming gaits [3] and metachronal waves [48,49], and the propulsive
capacity of an organism with multiple appendages [49,50]. Much previous work in this area is
computational [43–47,49,50], but there has also been some analytical work on the HIs between
nearby slender filaments [51], as well as experimental work on HIs between the beating cilia of live
algae [2], and between rotating helices in macroscale models of bacterial flagella [52,53].
After spheres, the next shapes that can be tackled analytically are slender filaments. This is because we now have well-developed theories for modeling the flows generated by moving filaments using a distribution of force singularities along the centerline of the slender body. One very successful analytical method is resistive-force theory (RFT) [54–56], which describes the anisotropic drag on a slender filament by a linear and local relationship between the force and velocity distributions along the centerline. Since it neglects nonlocal interactions along the filament, RFT is quantitatively accurate only for exponentially slender filaments, but it usually reproduces the qualitative features of the flow and it is analytically tractable, which leads to a deeper physical understanding. For more accurate quantitative results, one can use slender-body theory (SBT), which takes into account both local and nonlocal hydrodynamic effects [57–59]. While RFT is logarithmically correct, the errors in SBT are algebraically small.

In this investigation we apply the theoretical techniques commonly used for single filaments (RFT and SBT) to describe the HIs between two slender filaments separated by a distance \( d \), greater than the contour length of the filaments \( L \). In a similar way to previous studies on spheres [30,31], we express the force distribution along each filament as a series expansion in inverse powers of \( d/L > 1 \). This uses principles from the method of reflections, where some contributions in the expansion correspond to hydrodynamic effects that have reflected back and forth between the filaments a number of times. The method of scattering has previously been employed in the theoretical study of suspensions of rods [6,7], but these studies focus on the bulk rheology of a suspension of passive fibers, whereas our current purpose is to derive analytical expressions for the specific HIs between two active slender filaments. Furthermore, the present study can handle helical and other shapes of filaments, while the aforementioned work was limited to straight rods.

Our final analytical results pertain specifically to rigid filaments, whose motion can be encapsulated in one mathematical object—the resistance matrix. For multiple filaments, it is the extended resistance matrix (see also Ref. [31]) that relates the full dynamics (forces and torques on all the filaments) to the full kinematics (the linear and angular velocities of all the filaments). We expand our solution for the extended resistance matrix up to and including second-order corrections in \( L/d < 1 \). This is motivated by our subsequent application to rotating helical pumps, where the net attraction or repulsion between the helices is only noticeable at second order. It is also at second order that the power of slender-filament methods like RFT and SBT comes into play. The first-order contribution of HIs is the same for slender filaments as it is for spheres or any rigid object that exerts a net force on the fluid. At second order, however, we have contributions not only from the flow that is reflected between the objects (which is the same for spheres), but also from expanding the shape of the filament centerline about its center.

The paper is structured around three central parts—the derivation, validation, and application of the theory for HIs between slender filaments at low Reynolds number. In Sec. II we derive analytical expressions for the extended resistance matrix of two arbitrarily shaped rigid slender filaments, written as a series expansion up to second-order corrections in inverse distance. We then evaluate the coefficients in this series using both RFT and SBT, and in Sec. III we validate the asymptotic theory against numerical simulations based on SBT. Finally, in Sec. IV we apply both theory and simulations to the case of two helical pumps rotating side by side in an infinite fluid. We perform a thorough investigation of the forces and torques exerted by the helical pumps, and derive analytical expressions that capture the qualitative effects of HIs with varying distance and phase difference between the helices. Based on our understanding of pairwise HIs between helical pumps, we then provide a perspective on the HIs within a circular array of helical pumps, and we conclude this study in Sec. V by discussing our results in a wider context.

II. ASYMPTOTIC MODEL FOR HYDRODYNAMIC INTERACTIONS

In this section we consider the HIs between two rigid slender filaments separated by a distance \( d \) greater than their contour length \( L \). We quantify the dynamics of the interacting filaments through
FIG. 1. Geometrical setup of the problem. (a) Two rigid filaments of dimensionless contour length $L = 2$ interact with each other hydrodynamically as they move through a viscous fluid. Our asymptotic theory is valid for sufficiently large interfilament separation, $d > L$, and in the limit of small filament thickness, $\epsilon \ll 1$. We identify three useful coordinate systems: the laboratory frame (green), the interaction frame for a pair of filaments (blue), and the body frame for an individual filament (black). (b) Parameters describing the geometry of a helical filament, which we will use for the validation and application of our asymptotic theory.

an extended resistance matrix, for which we derive a series expansion solution up to second-order corrections in $L/d < 1$.

A. Geometrical setup

We begin by sketching the setup of our hydrodynamic problem and introducing the mathematical notation. In Fig. 1(a) we illustrate the different coordinate systems used in this paper. First, there is the laboratory frame $\{e_x, e_y, e_z\}$ in usual Cartesian coordinates. Then there is a body frame $\{e_1^{(k)}, e_2^{(k)}, e_3^{(k)}\}$ for each filament, labeled by $k$. Relative to the laboratory frame, we define the body frame vectors for a filament with orientation $p = (\phi, \theta, \chi)$ to be

$$e_1 = \cos \chi [\cos \theta (\cos \phi e_x + \sin \phi e_y) - \sin \theta e_z] + \sin \chi [-\sin \phi e_x + \cos \phi e_y],$$

$$e_2 = -\sin \chi [\cos \theta (\cos \phi e_x + \sin \phi e_y) - \sin \theta e_z] + \cos \chi [-\sin \phi e_x + \cos \phi e_y],$$

$$e_3 = \sin \theta (\cos \phi e_x + \sin \phi e_y) + \cos \theta e_z.$$

Working outwards through the transformations applied to the laboratory frame vectors $\{e_x, e_y, e_z\}$, we see that the body frame $\{e_1, e_2, e_3\}$ is obtained by a rotation through angle $\phi$ around the vertical $e_z$, then a tilting by angle $\theta$ away from the vertical (i.e., a rotation through angle $\theta$ around $-\sin \phi e_x + \cos \phi e_y$), and finally a rotation by angle $\chi$ around the axis $e_3$. Relative to the body frame, we write the position of the centerline and the unit tangent along an arbitrarily shaped filament $k$ as

$$r_k(s) = x_1^{(k)}(s)e_1^{(k)} + x_2^{(k)}(s)e_2^{(k)} + x_3^{(k)}(s)e_3^{(k)},$$
\[ \hat{t}_k(s) = \frac{\partial x_1^{(k)}}{\partial s} e_1^{(k)} + \frac{\partial x_2^{(k)}}{\partial s} e_2^{(k)} + \frac{\partial x_3^{(k)}}{\partial s} e_3^{(k)}, \]

where \( s \) is the arc length along the filament.

Finally, there is a frame of interaction \( \{ e_s^{(j-k)}, e_s^{(j-k)}, e_s^{(j-k)} \} \) defined for every pair of filaments \( j \) and \( k \) such that the unit vector \( e_s^{(j-k)} \) points from the origin of the body frame of filament \( j \) to that of filament \( k \). This frame is useful for discussing interactions between three filaments or more, where there could be multiple pairwise interaction frames distinct from the absolute laboratory frame. However, in our discussion of interactions between two filaments, we may assume without loss of generality that the interaction frame is identical to the laboratory frame.

Our asymptotic theory is written in terms of dimensionless quantities. We measure lengths in units of \( \tilde{L}/2 \) and viscosity in units of \( \tilde{\mu} \), where \( \tilde{L} \) is the integrated length of the filament and \( \tilde{\mu} \) is the viscosity of the medium. This is equivalent to taking \( L = 2 \) and \( \mu = 1 \) in dimensionless terms. In these units, the cross-sectional radius of the filament \( \epsilon \), and the center-to-center distance between the filaments \( d \), must satisfy \( \epsilon \ll 1 < d \) in order for our theory to hold. We also note that, in our notation, the arc length falls in the interval \( s \in (-1, +1) \), giving a total dimensionless length \( L = 2 \) for the filament, and placing the midpoint of the filament at \( s = 0 \).

In Fig.1(b) we illustrate a filament geometry of particular interest—a helical filament with helical radius \( R \) and helical pitch \( p \). It is convenient to introduce the helix angle \( \psi = \tan^{-1}(2\pi R/p) \) and the number of helical turns \( N = L/\sqrt{(2\pi R)^2 + p^2} \). In terms of these, the dimensionless radius of the helix is \( \tilde{R} = \sin(\psi)/(\pi N) \) and the pitch is \( \tilde{p} = 2\cos(\psi)/N \). We write the centerline of helix \( k \) relative to the midpoint of the helical axis \( x_k \) as

\[ \tilde{r}_k(s) = \tilde{R} \cos(\pi N s) e_1^{(k)} + \tilde{\sigma} \tilde{R} \sin(\pi N s) e_2^{(k)} + s \cos \psi \ e_3^{(k)}, \]

where \( s \in (-1, +1) \) is the arc length along the helix and \( \tilde{\sigma} = \pm 1 \) is the chirality (negative for left-handed helices, positive for right handed). We can also write the unit tangent vector along the centerline as

\[ \hat{t}_k(s) = -\sin \psi \sin(\pi N s) e_1^{(k)} + \sigma \sin \psi \cos(\pi N s) e_2^{(k)} + \cos \psi \ e_3^{(k)}. \]

The calculations in Sec. II are valid for filaments of arbitrary shape, but in later sections we focus on helical filaments for the purposes of validating and applying our analytical results.

### B. Hydrodynamic setup

The goal is to find a relationship between the kinematics and the dynamics of the two filaments. This is generally quantified by an extended resistance matrix, which relates the forces and torques exerted by the filaments to their linear and angular velocities, such that

\[ \begin{pmatrix} F_1 \\ T_1 \\ F_2 \\ T_2 \end{pmatrix} = \begin{pmatrix} S(x_1, x_2, p_1, p_2) & C(x_1, x_2, p_1, p_2) \\ C(x_2, x_1, p_2, p_1) & S(x_2, x_1, p_2, p_1) \end{pmatrix} \begin{pmatrix} U_1 \\ \Omega_1 \\ U_2 \\ \Omega_2 \end{pmatrix}, \]

where the matrix \( S \) stands for self-induced dynamics and the matrix \( C \) represents cross interactions between the filaments. We have made it explicit that the resistance matrix depends on the positions \( x_j \) and orientations \( p_j \) of the two filaments. Note that even the matrix \( S \) for self-induced dynamics depends on the position of both filaments, because fluid disturbances induced by the motion of one filament will reflect off the second filament and travel back to the position where they originated. Because \( F_j \) and \( T_j \) are the forces and torques exerted by the filaments on the fluid, the resistance matrix is positive definite and, by the reciprocal theorem, also symmetric. In particular, this means that \( C(x_2, x_1, p_2, p_1) = C(x_1, x_2, p_1, p_2)^T \).
Without loss of generality for the two filament case, we may define the laboratory frame to be centered on the first filament, so that \( \mathbf{x}_1 = 0 \). Thus, the resistance matrix only depends on the directed distance \( \mathbf{d} = \mathbf{x}_2 - \mathbf{x}_1 \), so that

\[
\begin{pmatrix}
F_1 \\
T_1
\end{pmatrix} = S(\mathbf{d}, \mathbf{p}_1, \mathbf{p}_2) \begin{pmatrix}
U_1 \\
\Omega_1
\end{pmatrix} + C(\mathbf{d}, \mathbf{p}_1, \mathbf{p}_2) \begin{pmatrix}
U_2 \\
\Omega_2
\end{pmatrix},
\]

\[
\begin{pmatrix}
F_2 \\
T_2
\end{pmatrix} = S(-\mathbf{d}, \mathbf{p}_2, \mathbf{p}_1) \begin{pmatrix}
U_2 \\
\Omega_2
\end{pmatrix} + C(-\mathbf{d}, \mathbf{p}_2, \mathbf{p}_1) \begin{pmatrix}
U_1 \\
\Omega_1
\end{pmatrix}.
\]

(9)

(10)

If the filaments are slender (\( \epsilon \ll 1 \)), then we may represent the dynamics of filament \( k \) by a force density \( \mathbf{f}_k(s) \) along its centerline. We define an arclength-dependent drag tensor \( \mathbf{\Sigma}(s) \) which relates the force density to the relative velocity of the filament centerline through the expression

\[
\mathbf{f}_k(s) = \mathbf{\Sigma}_k(s) \cdot \left\{ \mathbf{u}[\mathbf{r}_k(s)] - \mathbf{u}_\infty[\mathbf{r}_k(s)] \right\}.
\]

(11)

In Sec. II H we will return to the drag tensor and explain how to evaluate it using resistive-force theory (RFT) and slender-body theory (SBT). Until then, the derivation of the asymptotic series expansion is independent of which method we use to characterize the drag on an individual filament.

For a rigid filament, the velocity of the centerline is given by the rigid body motion

\[
\mathbf{u}[\mathbf{r}_k(s)] = \mathbf{U}_k + \mathbf{\Omega}_k \times \mathbf{r}_k(s).
\]

(12)

To make our notation more compact, we introduce a kinematics vector with six components made through the concatenation of the linear and angular velocities of the filament, i.e., \((\mathbf{U}_k, \mathbf{\Omega}_k)\). Then, using summation convention, we may write the velocity of the first filament’s centerline as

\[
u_i[\mathbf{r}_1(s)] = \left\{ \delta_{ij} + \epsilon_{i,j-3,k} [\mathbf{r}_1(s)]_k \right\} (\mathbf{U}_1, \mathbf{\Omega}_1)_j,
\]

(13)

where the index \( j \) is summed over from 1 to 6, while the other free indices run from 1 to 3 as usual, and the Kronecker delta and Levi-Civita symbol are understood to be identically zero if any index falls outside the normal range \( \{1, 2, 3\} \).

Next, we consider the background flow at the position of the first filament, which is nothing more than the flow induced by the second filament. At distances much greater than the filament thickness \( \epsilon \), the dominant flow induced by the second filament is the cumulative effect of a distribution of Stokeslets placed along its centerline, and represented by the force density \( \mathbf{f}_2(s) \). Hence, we can express the background flow as

\[
\mathbf{u}_\infty(\mathbf{r}_1(s)) = \frac{1}{8\pi \mu} \int_{-1}^{+1} \frac{1 + \hat{\mathbf{R}}_d(s, s') \hat{\mathbf{R}}_d(s, s')}{|\mathbf{R}_d(s, s')|} \cdot \mathbf{f}_2(s') ds',
\]

(14)

where \( \mathbf{R}_d(s, s') = \mathbf{d} + \mathbf{r}_2(s') - \mathbf{r}_1(s) \) is the relative distance between a point \( s' \) on the centerline of the second filament and a point \( s \) on the centerline of the first filament. Note that \( \mu = 1 \) in our dimensionless units, but was included for clarity. Higher-order singularities, such as the source dipoles included in computational studies [60,61], decay at least as fast as the inverse cube of distance, and hence do not contribute to HIs at order \( O(d^{-2}) \), which is as far as we go with the asymptotic series expansion in this paper.

To obtain the total hydrodynamic force and torque exerted by the filament, we need to calculate force moments along the length of the filament, so that

\[
\mathbf{F} = \int_{-1}^{+1} \mathbf{f}(s) ds, \quad \mathbf{T} = \int_{-1}^{+1} \mathbf{r}(s) \times \mathbf{f}(s) ds.
\]

(15)

Using the compact notation introduced earlier, we can write an expression for the dynamics vector \((\mathbf{F}_1, \mathbf{T}_1)\) of the first filament as

\[
(\mathbf{F}_1, \mathbf{T}_1)_i = \int_{-1}^{+1} \left\{ \delta_{ij} + \epsilon_{i,j-3,k} [\mathbf{r}_1(s)]_k \right\} [\mathbf{f}_1(s)]_j ds,
\]

(16)

where the index \( i \) runs from 1 to 6, while the other indices are summed over from 1 to 3.
C. Asymptotic series formulation

Equations (11)–(14) define a coupled system of equations for the force densities on the two filaments, which we will solve in the regime \( d > L = 2 \). We write the force distribution along each filament as an asymptotic series expansion

\[
f_k(s) = f_k^{(0)}(s) + d^{-1}f_k^{(1)}(s) + d^{-2}f_k^{(2)}(s) + O(d^{-3}),
\]

with the ultimate goal of calculating series expansions for the self-induced and cross-interaction resistance matrices in Eq. (9). We can write these as

\[
S(d, p_1, p_2) = S^{(0)}(d, p_1, p_2) + d^{-1}S^{(1)}(d, p_1, p_2) + d^{-2}S^{(2)}(d, p_1, p_2) + O(d^{-3}),
\]

\[
C(d, p_1, p_2) = C^{(0)}(d, p_1, p_2) + d^{-1}C^{(1)}(d, p_1, p_2) + d^{-2}C^{(2)}(d, p_1, p_2) + O(d^{-3}),
\]

where the matrices at each order only depend on the direction of separation \( \hat{d} \), with all dependence on the magnitude of separation \( |d| = d \), captured by the algebraic power of the given order. Because the leading order is given by the limit \( d \to \infty \), where the filaments do not know of each other’s presence, we deduce that

\[
S^{(0)}(\hat{d}, p_1, p_2) = S^{(0)}(p_1), \quad C^{(0)}(\hat{d}, p_1, p_2) = 0.
\]

In order to solve Eq. (11) as an asymptotic series, we need to expand the flow induced by the second filament in inverse powers of distance. The Stokeslets decay like \( 1/|R_d| \), so we first write the magnitude of the relative distance as

\[
|R_d| = d \left( 1 + \frac{2\hat{d} \cdot [r_2(s') - r_1(s)]}{d} + \frac{|r_2(s') - r_1(s)|^2}{d^2} \right)^{1/2}.
\]

Because all points on the filament centerline lie within a sphere of diameter \( L \) around the center, we have \( |r_2(s') - r_1(s)| < L < d \), so we can apply the binomial expansion to get

\[
\frac{1}{|R_d|} = \frac{1}{d} - \frac{\hat{d} \cdot [r_2(s') - r_1(s)]}{d^2} + O(d^{-3}),
\]

\[
\hat{R}_d = \hat{d} + \left( I - \hat{d}\hat{d} \right) \cdot \frac{[r_2(s') - r_1(s)]}{d} + O(d^{-2}).
\]

Note that these binomial expansions is valid for any \( d > L \), and higher accuracy can be obtained by including more terms in the series. Therefore, we can expand the induced flow in Eq. (14) as

\[
u_{\infty,i}[r_1(s)] = \int_{-1}^{+1} \left\{ d^{-1}J_{ij}(\hat{d}) + d^{-2}K_{ijp}(\hat{d})[r_2(s') - r_1(s)]_p + O(d^{-3}) \right\} [f_2(s')]_j ds',
\]

where the second-rank tensor

\[
J_{ij}(\hat{d}) = \frac{\delta_{ij} + \hat{d}_i\hat{d}_j}{8\pi\mu}
\]

represents the leading-order Stokeslet induced by the second filament, and the third-rank tensor

\[
K_{ijp}(\hat{d}) = \frac{\hat{d}_i\delta_{jp} + \hat{d}_j\delta_{ip} - \hat{d}_p\delta_{ij} - 3\hat{d}_i\hat{d}_j\hat{d}_p}{8\pi\mu}
\]

represents higher-order moments of the force distribution along the second filament.

D. Leading-order dynamics

The induced flow, Eq. (24), makes no contributions to Eq. (11) at \( O(1) \). By using Eq. (13) to express the rigid-body motion of the filament, we find that the leading-order force distribution is
given by
\[
[f_1^{(0)}(s)]_j = [\Sigma_1(s)]_{ij} \delta_{jk} + \varepsilon_{j,k-3,l}[r_1(s)]_{lj} (U_1, \Omega_1)_{kl}.
\] (27)

Then, by using Eq. (16) to find the total force and torque exerted by the filament, and putting the result in the form of Eq. (9), we find that
\[
S_{ij}^{(0)}(p_1) = \int_{-1}^{+1} \{\delta_{ik} + \varepsilon_{i-3,j,k}[r_1(s)]_{lj}\} [\Sigma_1(s)]_{km} \delta_{mj} + \varepsilon_{j-3,n,m}[r_1(s)]_{n} ds,
\] (28)

where the free indices \(i\) and \(j\) run from 1 to 6, but all others are summed over from 1 to 3. Note that the integral depends implicitly on the orientation \(p_1\) of the filament through the filament centerline \(r_1\) and the tensor \(\Sigma_1\).

The self-induced resistance matrix \(S^{(0)}(p_1)\) can be obtained, for any orientation \(p_1\) of the filament, by applying a change of basis to the resistance matrix expressed in the body frame of the filament, which we denote by
\[
S_0 = \begin{pmatrix} A & B \\ B^T & D \end{pmatrix} = S^{(0)}(0).
\] (29)

If \(Q(p_1)\) is the orthogonal matrix whose columns are the unit vectors \(e_1^{(1)}, e_2^{(1)}, e_3^{(1)}\) defined in Eqs. (1)–(3), then the self-induced resistance matrix for orientation \(p_1\) is
\[
S^{(0)}(p_1) = \left( Q(p_1) \begin{pmatrix} 0 \\ Q(p_1) \end{pmatrix} \right) \left( \begin{pmatrix} A & B \\ B^T & D \end{pmatrix} \right) \left( Q(p_1)^T \begin{pmatrix} 0 \\ Q(p_1)^T \end{pmatrix} \right),
\] (30)

where we applied the change of basis to each three-by-three block of the resistance matrix.

E. First-order correction

Next, we analyze Eq. (11) at \(O(d^{-1})\) using the expansion of the induced flow from Eq. (24). We find that the first-order correction to the force distribution is given by
\[
[f_1^{(1)}(s)]_j = -[\Sigma_1(s)]_{ij} \int_{-1}^{+1} J_{jk}(d)[f_2^{(0)}(s')]_{k} ds'.
\] (31)

Then, substituting the leading-order force density from Eq. (27), we find that
\[
[f_1^{(1)}(s)]_j = -[\Sigma_1(s)]_{ij} J_{jk}(d) \int_{-1}^{+1} [\Sigma_2(s')]_{kl} \delta_{ij} + \varepsilon_{i,j-3,k}[r_2(s')]_{kl} ds' (U_2, \Omega_2).
\] (32)

Then, by using Eq. (16) to find the total force and torque exerted by the filament, and putting the result in the form of Eq. (9), we find that
\[
S_{ij}^{(1)}(\hat{d}, p_1, p_2) = 0
\] (33)
and
\[
C_{ij}^{(1)}(\hat{d}, p_1, p_2) = -\int_{-1}^{+1} [\Sigma_1(s)]_{ik} \{\delta_{kl} + \varepsilon_{k,l-3,m}[r_1(s)]_{km} ds
\]
\[
\times J_{kq}(\hat{d}) \int_{-1}^{+1} [\Sigma_2(s')]_{lp} \delta_{pq} + \varepsilon_{p,j-3,q}[r_2(s')]_{pq} ds'.
\] (34)

We recognize from Eq. (28) that these integrals are the first three columns and rows of the leading-order matrix for the first and second filament, respectively, so we can write the leading-order cross-interaction matrix as
\[
C_{ij}^{(1)}(\hat{d}, p_1, p_2) = -S_{ik}^{(0)}(p_1) J_{kl}(\hat{d}) S_{lj}^{(0)}(p_2),
\] (35)
where the free indices $i$ and $j$ run from 1 to 6, but all others are summed over from 1 to 3. We can read this expression from right to left to understand its physical interpretation. At leading order, the second filament induces a Stokeslet flow of strength $[S^{(0)}(\mathbf{p}_2)]_{ij} (U_z, \Omega_2)$ (with $l \in \{1, 2, 3\}, j \in \{1, 2, \ldots, 6\}$), which gets carried over to the position of the first filament by the Oseen tensor $J_{il}(\mathbf{d})/d$. The first filament sees a uniform background flow at leading order and responds to it using its own self-induced resistance matrix $[S^{(0)}(\mathbf{p})]_{ik}$ (with $i \in \{1, 2, \ldots, 6\}, k \in \{1, 2, 3\}$), as if it was translating with a uniform velocity in the opposite direction to the background flow, hence the minus sign.

We note that directionality is lost at this order, because the tensor $J_{ij}(\mathbf{d})$, defined in Eq. (25), is invariant under the transformation $\mathbf{d} \mapsto -\mathbf{d}$. All that matters at this order is the distance $d$ between the two filaments. Furthermore, $C^{(1)}(\mathbf{d}, \mathbf{p}_1, \mathbf{p}_2)^T = C^{(1)}(-\mathbf{d}, \mathbf{p}_2, \mathbf{p}_1)$, so the reciprocal theorem is satisfied at this order.

The result can also be extended to nonidentical filaments by incorporating information about the filament geometry. We can make this dependence explicit in our notation by writing $S^{(0)}(\mathbf{p}; \mathbf{g})$, where the vector parameter $\mathbf{g}$ encapsulates all information about the filament geometry. For the particular case of helical filaments, note from Eqs. (A8)–(A30) that our dimensionless $S^{(0)}_{ij}$ depends explicitly on the helix angle $\psi$, the number of turns $N$, and implicitly on the slenderness parameter $\epsilon$ through the drag coefficients $c_\perp$ and $c_\parallel$, hence $\mathbf{g} = (\psi, N, \epsilon)$ for a helix. Note also that, in our derivation of the dimensionless $S^{(0)}$, we had rescaled lengths by the filament length, so we would need to add this information back in if we wanted to consider filaments of different lengths.

Using tildes to denote dimensional quantities, we can write the leading-order self-induced resistance matrix as

$$\tilde{S}^{(0)}(\mathbf{p}; \mathbf{g}, \tilde{L}) = \frac{\tilde{\mu} \tilde{L}}{2} \left( \begin{array}{cc} 1 & 0 \\ \tilde{L}/2 & 0 \end{array} \right) \left[ \begin{array}{cc} \mathbf{Q}(\mathbf{p}) \mathbf{A}(\mathbf{g}) \mathbf{Q}(\mathbf{p})^T & \mathbf{Q}(\mathbf{p}) \mathbf{B}(\mathbf{g}) \mathbf{Q}(\mathbf{p})^T \\ \mathbf{Q}(\mathbf{p}) \mathbf{B}(\mathbf{g})^T \mathbf{Q}(\mathbf{p})^T & \mathbf{Q}(\mathbf{p}) \mathbf{D}(\mathbf{g}) \mathbf{Q}(\mathbf{p})^T \end{array} \right] \left( \begin{array}{cc} 1 & 0 \\ \tilde{L}/2 & 0 \end{array} \right),$$

and also the dimensional cross-interaction matrix as

$$\tilde{C}^{(1)}_{ij}(\mathbf{d}, \mathbf{p}_1, \mathbf{p}_2; \mathbf{g}_1, \mathbf{g}_2, L_1, L_2) = -S^{(0)}_{ip}(\mathbf{p}_1; \mathbf{g}_1, L_1) \frac{(\delta_{pq} + \tilde{d}_p \tilde{d}_q)}{8\pi \tilde{\mu} \tilde{d}} S^{(0)}_{qj}(\mathbf{p}_2; \mathbf{g}_2, L_2).$$

The results in Eqs. (36) and (37) describe in full generality the far-field HIIs between two filaments of arbitrary shape and orientation up to order $O(\tilde{d}^{-1})$.

### F. Second-order correction

We now begin to analyze Eq. (11) at $O(d^{-2})$ using the expansion of the induced flow from Eq. (24). We find that the second-order correction to the force distribution is given by

$$[F^{(2)}_1(s)]_l = -[\Sigma_1(s)]_{ij} \int_{-1}^{+1} J_{jk}(\mathbf{d}) [f^{(1)}_2(s')]_k ds' - [\Sigma_1(s)]_{ij} \int_{-1}^{+1} K_{jkp}(\mathbf{d}) [r_2(s') - r_1(s)]_p [f^{(0)}_2(s')]_k ds'. $$

(38)

The first of these terms will contribute to the self-induced resistance matrix because $f^{(1)}_2$ is linear in the kinematics of the first filament, while the second of them will contribute to the cross-interaction matrix because $f^{(0)}_2$ is linear in the kinematics of the second filament.

After substituting the first-order force density from Eq. (32) into Eq. (38), we find that there is a contribution to $f^{(2)}_1(s)$ of the form

$$-[\Sigma_1(s)]_{ij} \int_{-1}^{+1} J_{kl}(\mathbf{d}) [-\Sigma_2(s')]_{kl} J_{lm}(\mathbf{d}) ds' \int_{-1}^{+1} [\Sigma_1(s'')]_{mn} [\delta_{np} + \varepsilon_{n,p-3,q} [r_1(s'')]_q] ds'' (U_1, \Omega_1)_p. $$

(39)
Then, using Eqs. (16) and (9) to bring the result to its final form, we deduce that

\[ S_{ij}^{(2)}(\hat{d}, p_1, p_2) = S_{jk}^{(0)}(p_1) J_{kl}(\hat{d}) S_{lm}^{(0)}(p_2) J_{mn}(\hat{d}) S_{nj}^{(0)}(p_1), \]  

(40)

where the free indices \( i \) and \( j \) run from 1 to 6, but all others are summed from 1 to 3. Note that this clearly satisfies the reciprocal theorem because both \( S^{(0)} \) and the Oseen tensor are symmetric.

Physically, the result in Eq. (40) expresses the fact that the Stokeslet field produced by the first filament propagates with an \( O(d^{-1}) \) decay to the position of the second filament, where it produces a disturbance in the force and torque due to the kinematics of the second filament. Using the fact that \( K_{jkl} \) gets reflected back to the first filament with the same \( O(d^{-1}) \) decay. This generates an \( O(d^{-2}) \) disturbance in the dynamics of the first filament that is self-induced (i.e., proportional to its own kinematics).

Similarly, after substituting the leading-order force density from Eq. (27) into Eq. (38), we find that there is a contribution to \( \mathbf{f}^{(2)}(s) \) of the form

\[
- [\Sigma_1(s)]_{ij} \int_{-1}^{+1} K_{jkl}([\hat{d}] [r_2(s')]) [\Sigma_2(s')]_{km} [\delta_{mn} + \epsilon_{m,n-3,p} [r_2(s')]_p] ds' (U_2, \Omega_2)_n \\
+ [\Sigma_1(s)]_{ij} K_{jkl}([\hat{d}] [r_1(s)]) \int_{-1}^{+1} [\Sigma_2(s')]_{km} [\delta_{mn} + \epsilon_{m,n-3,p} [r_2(s')]_p] ds' (U_2, \Omega_2)_n.
\]  

(41)

We introduce the notation

\[
P_{ij}(\hat{d}, p_2) = \int_{-1}^{+1} K_{jkl}([\hat{d}] [r_2(s')]) [\Sigma_2(s')]_{km} [\delta_{mj} + \epsilon_{m,j-3,n} [r_2(s')]_n] ds'
\]  

(42)

for the second-rank tensor appearing in Eq. (41), and rewrite this contribution as

\[
- [\Sigma_1(s)]_{ij} P_{jn}(\hat{d}, p_2) + [\Sigma_1(s)]_{ij} K_{jkl}([\hat{d}] [r_1(s)]) S_{kl}^{(0)}(p_2) \]  

(43)

with the help of Eq. (28). Finally, we integrate the force density as per Eq. (16) to find the correction to the total force and torque due to the kinematics of the second filament. Using the fact that \( K_{jkl}([\hat{d}] = K_{kjl}([\hat{d}] \) [follows directly from the definition in Eq. (26)], we deduce that the \( O(d^{-2}) \) correction to the cross-interaction matrix is

\[
C_{ij}^{(2)}(\hat{d}, p_1, p_2) = -S_{ik}^{(0)}(p_1) P_{kj}(\hat{d}, p_2) + P_{ik}^T(\hat{d}, p_1) S_{kj}^{(0)}(p_2).
\]  

(44)

where the free indices \( i \) and \( j \) run from 1 to 6, but \( k \) is summed from 1 to 3. Note that this also satisfies the reciprocal theorem, according to which \( C(\hat{d}, p_1, p_2)^T = C(-\hat{d}, p_2, p_1) \) because \( P_{ij}(-\hat{d}, p_2) = -P_{ij}(\hat{d}, p_2) \) [follows directly from the definitions of \( K_{ijp} \) and \( P_{ij} \) in Eqs. (26) and (42), respectively].

The final result for \( C_{ij}^{(2)}(\hat{d}, p_1, p_2) \), given by Eq. (44), involves a new quantity that we have not calculated explicitly yet—the tensor \( P_{ij} \), defined in Eq. (42). In contrast, the expressions for \( C_{ij}^{(1)}(\hat{d}, p_1, p_2) \) and \( S_{ij}^{(2)}(\hat{d}, p_1, p_2) \) [Eqs. (35) and (40), respectively] have the advantage that they involve only the leading-order resistance matrices \( S_{ij}^{(0)}(p_1) \) and \( S_{ij}^{(0)}(p_2) \). These can be easily calculated from RFT or SBT since they are nothing more than the resistance matrix for an isolated filament. Our final task is to show that the tensor \( P_{ij}(\hat{d}, p_1) \) can also be calculated easily from the leading-order resistance matrix \( S_{ij}^{(0)}(p_1) \) and two minor follow-up calculations.

G. Force moments for second-order correction

The tensor \( P_{ij} \) defined in Eq. (42) is constructed in a similar way to the last three rows of the leading-order resistance matrix from Eq. (28). If we introduce the quantity

\[
M_{ikj}(p_2) = \int_{-1}^{+1} [r_2(s)] [\Sigma_2(s)]_{km} [\delta_{mj} + \epsilon_{j-3,n} [r_2(s')]_n] ds,
\]  

(45)
which represents force moments along the centerline of a filament with orientation \( \mathbf{p}_2 \), then what we want to compute is

\[
P_{ij}(\mathbf{d}, \mathbf{p}_2) = K_{ikj}(\mathbf{d})M_{klj}(\mathbf{p}_2),
\]

but we already have an expression for the last three rows \((4 \leq i \leq 6)\) of the resistance matrix

\[
S_{ij}^{(0)}(\mathbf{p}_2) = \varepsilon_{i-3,kl}M_{klj}(\mathbf{p}_2),
\]

in the laboratory frame, Eq. (30).

So far we have assumed that the laboratory and interaction frame are identical, and we have only talked about changing basis from the body frame to the laboratory frame, Eq. (30). This was convenient because \( S_{ij}^{(0)}(\mathbf{p}_2) \) has a simple representation in the body frame of the second filament, since the orientation of the filament is \( \mathbf{p}_2 = \mathbf{0} \) relative to this frame. But the natural frame in which to describe the tensor \( K_{ikj}(\mathbf{d}) \) is the interaction frame where \( \mathbf{d} = \varepsilon_1^{(1)} \), as shown in Fig. 1(b). In this frame, the tensor \( K_{ikj}(\mathbf{d}) \) defined in Eq. (26) has components

\[
K_{ikj}(\varepsilon_1^{(1)} - 2) = \frac{1}{8\pi} \begin{pmatrix} -2 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix},
K_{2ikj}(\varepsilon_1^{(1)} - 2) = \frac{1}{8\pi} \begin{pmatrix} 0 & 1 & 0 \\ -1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix},
K_{3ikj}(\varepsilon_1^{(1)} - 2) = \frac{1}{8\pi} \begin{pmatrix} 0 & 0 & 1 \\ -1 & 0 & 0 \end{pmatrix}.
\]

Hence, the tensor \( P_{ij}(\mathbf{d}, \mathbf{p}_2) \) can be written in the interaction frame as

\[
P_{ij}(\varepsilon_1^{(1)} - 2, \mathbf{p}_2') = \frac{1}{8\pi} \delta_{11}[-2M_{11j}(\mathbf{p}_2') + M_{22j}(\mathbf{p}_2') + M_{33j}(\mathbf{p}_2')] + \frac{1}{8\pi} \delta_{12}[-M_{12j}(\mathbf{p}_2')
+ M_{21j}(\mathbf{p}_2')] + \frac{1}{8\pi} \delta_{13}[-M_{13j}(\mathbf{p}_2') + M_{31j}(\mathbf{p}_2')],
\]

whereas the last three rows \((4 \leq i \leq 6)\) of the resistance matrix are

\[
S_{ij}^{(0)}(\mathbf{p}_2') = \delta_{i4}[M_{23j}(\mathbf{p}_2') - M_{32j}(\mathbf{p}_2')] + \delta_{i5}[-M_{13j}(\mathbf{p}_2') + M_{31j}(\mathbf{p}_2')]
+ \delta_{i6}[M_{12j}(\mathbf{p}_2') - M_{21j}(\mathbf{p}_2')].
\]

Note that we have used the notation \( \mathbf{p}_2' \) to indicate the orientation of the filament relative to the interaction frame, so the tensors \( \mathbf{M}(\mathbf{p}_2') \) and \( \mathbf{S}^{(0)}(\mathbf{p}_2') \) are also to be expressed in these coordinates.

By comparing the two expressions in Eqs. (49) and (50), we deduce that

\[
P_{2j}(\varepsilon_1^{(1)} - 2, \mathbf{p}_2') = -\frac{S_{0j}^{(0)}(\mathbf{p}_2')}{8\pi}, \quad P_{3j}(\varepsilon_1^{(1)} - 2, \mathbf{p}_2') = \frac{S_{5j}^{(0)}(\mathbf{p}_2')}{8\pi},
\]

so we get the last two rows of \( P_{ij} \) for free.

To complete the top row of \( P_{ij} \) we simply need to calculate the quantity

\[
P_{1j}(\varepsilon_1^{(1)} - 2, \mathbf{p}_2') = \frac{1}{8\pi}[-2M_{11j}(\mathbf{p}_2') + M_{22j}(\mathbf{p}_2') + M_{33j}(\mathbf{p}_2')],
\]

which is more easily calculated in the body frame of the filament and then transferred to the interaction frame by a change of basis.

Everything we have done so far is valid for filaments of arbitrary shape. Below, we go into more detail about the evaluation of the new row \( P_{ij} \) for helical filaments, which will be used later for the validation and application of our theory. In the body frame of a helical filament, where \( \mathbf{p}_2' \rightarrow \mathbf{0} \), we denote the right-hand side of Eq. (52) by

\[
(\mathbf{m}_0)_j = -2M_{11j}(\mathbf{0}) + M_{22j}(\mathbf{0}) + M_{33j}(\mathbf{0}).
\]
The helical centerline introduced in Eq. (6) is symmetric under a rotation by angle \( \pi \) around the unit vector \( \mathbf{e}_1 \). Due to this symmetry, the vector \( \mathbf{m}_0 \) has vanishing components along the \( \mathbf{e}_2 \) and \( \mathbf{e}_3 \) directions, regardless of the method (RFT or SBT) by which we choose to evaluate it, meaning that

\[
(\mathbf{m}_0)_i = (\mathcal{M}_1 \mathbf{e}_1)_i, \quad (\mathbf{m}_0)_{i+3} = (\mathcal{M}_4 \mathbf{e}_1)_i,
\]

for index \( i = 1, 2, 3 \). Hence, when we move this result to the interaction frame of two helices, we obtain the final result for the matrix \( \mathbf{P}(\mathbf{e}_x^{(1-2)}, \mathbf{p}_2') \),

\[
\mathbf{P}(\mathbf{e}_x^{(1-2)}, \mathbf{p}_2') = \frac{1}{8\pi} \begin{pmatrix}
\mathcal{M}_1 \alpha(\mathbf{p}_2') & \mathcal{M}_1 \beta(\mathbf{p}_2') & \mathcal{M}_1 \gamma(\mathbf{p}_2') & \mathcal{M}_4 \alpha(\mathbf{p}_2') & \mathcal{M}_4 \beta(\mathbf{p}_2') & \mathcal{M}_4 \gamma(\mathbf{p}_2') \\
-\mathcal{S}_6^0(\mathbf{p}_2') & -\mathcal{S}_6^0(\mathbf{p}_2') & -\mathcal{S}_6^0(\mathbf{p}_2') & -\mathcal{S}_6^0(\mathbf{p}_2') & -\mathcal{S}_6^0(\mathbf{p}_2') & -\mathcal{S}_6^0(\mathbf{p}_2') \\
\mathcal{S}_5^1(\mathbf{p}_2') & \mathcal{S}_5^2(\mathbf{p}_2') & \mathcal{S}_5^3(\mathbf{p}_2') & \mathcal{S}_5^4(\mathbf{p}_2') & \mathcal{S}_5^5(\mathbf{p}_2') & \mathcal{S}_5^6(\mathbf{p}_2')
\end{pmatrix},
\]

(55)

where \( \alpha(\mathbf{p}_2') = \mathbf{e}_1^{(2)} \cdot \mathbf{e}_x^{(1-2)}, \beta(\mathbf{p}_2') = \mathbf{e}_1^{(2)} \cdot \mathbf{e}_y^{(1-2)} \), and \( \gamma(\mathbf{p}_2') = \mathbf{e}_1^{(2)} \cdot \mathbf{e}_z^{(1-2)} \) are the components of \( \mathbf{e}_1^{(2)} \) relative to the interaction frame of filaments 1 and 2. If the interaction frame does not coincide with the laboratory frame (e.g., if there are more than two filaments), this result would have to be moved to the laboratory frame by a change of basis on each three-by-three block.

\section*{H. Evaluating coefficients in the series expansion}

The first- and second-order coefficients in the series expansion only require the leading-order resistance matrix \( S^{0}(s) \) and the force moment \( \mathbf{m}_0 \), which themselves only depend on the shape of the filament \( \mathbf{r}(s) \) and the drag tensor \( \mathbf{D}(s) \). We now explain how to evaluate these coefficients using both resistive-force theory (RFT) and slender-body theory (SBT). The former has the advantage of being analytically tractable but only logarithmically accurate, while the latter is algebraically correct but requires computations.

In RFT \cite{54–56}, the drag tensor depends only on the local tangent to the filament,

\[
\mathbf{D}_{\text{RFT}}(s) = c_\perp [\mathbf{I} - \hat{\mathbf{i}}(s)\hat{\mathbf{i}}(s)] + c_\parallel \hat{\mathbf{i}}(s)\hat{\mathbf{i}}(s),
\]

(56)

and quantifies the anisotropic drag on the filament through the perpendicular \( c_\perp \) and parallel \( c_\parallel \) drag coefficients

\[
c_\perp = \frac{4\pi \mu}{\ln(2/\epsilon) + 1/2}, \quad c_\parallel = \frac{2\pi \mu}{\ln(2/\epsilon) - 1/2}.
\]

(57)

Note that, for clarity, we have included the dimensionless viscosity \( \mu = 1 \) in the above definition of the drag coefficients. For the special case of a helical filament, we use RFT to derive analytical expressions for \( S_0 \) in Appendix A and for \( \mathbf{m}_0 \) in Appendix B.

In SBT \cite{57–59}, on the other hand, the relationship between force density and velocity is nonlocal, so we cannot express the drag tensor as a local object. The value of \( \mathbf{D}_{\text{SBT}}(s) \) at each point \( s \) along the centerline depends on the specifics of the motion relative to the shape of the filament. However, we do not need to know the general form of \( \mathbf{D}_{\text{SBT}}(s) \) in order to evaluate the coefficients in our asymptotic series expansion using SBT. An inspection of Eqs. (28) and (42) reveals that the drag tensor always appears contracted with the six modes of rigid-body motion that are available to our rigid filaments, in the form \( \Sigma_{ik}(s)[\delta_{kj} + \varepsilon_{j-3,ik} r_l(s)] \). Therefore, we only need to know the SBT drag tensor as it pertains to rigid-body motion,

\[
\mathbf{D}_{\text{SBT}}(s) \cdot [\mathbf{U} + \mathbf{\Omega} \times \mathbf{r}(s)] \equiv \mathbf{f}_{\text{SBT}}(s; \mathbf{U}, \mathbf{\Omega}),
\]

(58)

where \( \mathbf{f}_{\text{SBT}}(s; \mathbf{U}, \mathbf{\Omega}) \) is the SBT force density along a filament with kinematics \( (\mathbf{U}, \mathbf{\Omega}) \). By considering each mode of rigid-body motion individually, we can write

\[
\Sigma_{ik}(s)[\delta_{kj} + \varepsilon_{j-3,ik} r_l(s)] \equiv [\mathbf{f}_{\text{SBT}}^{(ij)}(s)],
\]

(59)
where \( f_{SBT}^{(j)}(s) \) is now the force density computed from SBT for the \( j \)th mode of rigid body motion \( (j = 1, 2, 3 \text{ for translations, } j = 4, 5, 6 \text{ for rotations}).

From Eqs. (28) and (59), we get the leading-order resistance matrix \( S^{(0)} \) from SBT

\[
(S_{SBT}^{(0)})_{ij} = \int_{-1}^{+1} \left\{ \delta_{ik} + e_{i-3,jk} \right\} \left[ f_{SBT}^{(j)}(s) \right] ds.
\]  

(60)

Similarly, from Eqs. (45), (53), and (59), we find the SBT equivalent of \( m_0 \) as

\[
(m_{SBT}^{0})_{j} = \int_{-1}^{+1} r(s) \cdot (I - 3e_x^{(1\rightarrow 2)}e_x^{(1\rightarrow 2)}) \cdot f_{SBT}^{(j)}(s) ds.
\]  

(61)

Evaluating the force density \( f_{SBT}^{(j)}(s) \) does require a numerical computation but for a rigid filament this only needs to be done once, in the body frame of the filament, and then modified with a change of basis if the filament changes orientation over time. The SBT computation consists of solving Eq. (62) numerically, exactly as described in Sec. III A, but without the interaction term \( \mathcal{J}[f_2(s'), d] \).

In the following sections, when we refer to the asymptotic theory with RFT or SBT coefficients, we mean that we have used the series expansion for the extended resistance matrix from Eqs. (18) and (19), with coefficients up to second order given by Eqs. (20), (28), (33), (35), (40), and (44), but these coefficients have been evaluated either analytically with RFT or computationally with SBT. The RFT calculations for the matrix \( S^{(0)} \) and the vector \( m_0 \) are given in Appendices A and B, respectively, while the computational method for SBT is described in Sec. III A (except that the interaction term \( \mathcal{J} \) is not included in the SBT computation for a single filament).

### III. VALIDATION OF ASYMPTOTIC MODEL

We will now verify the asymptotic theory with RFT/SBT coefficients against numerical simulations based on SBT. In this section we focus on filaments with a helical centerline, which are very common in microscopic scale flows (e.g., the helical flagellar filaments of bacteria, helical microbots actuated by external magnetic fields, elongated micro-organisms with a spiral body shape).

#### A. Computational method for hydrodynamic interactions

In order to validate our asymptotic model, we implement Johnson’s slender-body theory \([59,62]\) with additional interactions between the filaments \([60]\). In our computational method, we replace Eq. (11) with the following relationship between the force density and velocity along the filament centerline:

\[
8\pi \mu u[\mathbf{r}_1(s)] = \mathcal{L}[\mathbf{f}_1(s)] + \mathcal{K}[\mathbf{f}_1(s')] + \mathcal{J}[\mathbf{f}_2(s'), d],
\]  

(62)

where the first operator represents local effects

\[
\mathcal{L}[\mathbf{f}_1(s)] = \left\{ 2 \left[ \ln \left( \frac{2}{\epsilon} \right) + \frac{1}{2} \right] \mathbf{I} + 2 \left[ \ln \left( \frac{2}{\epsilon} \right) - \frac{3}{2} \right] \hat{\mathbf{t}}_1(s)\hat{\mathbf{t}}_1(s) \right\} \cdot \mathbf{f}_1(s),
\]  

(63)

and the second operator represents nonlocal effects

\[
\mathcal{K}[\mathbf{f}_1(s')] = \int_{-1}^{+1} \left[ \mathbf{I} + \hat{\mathbf{R}}_0(s,s')\hat{\mathbf{R}}_0(s,s') - \frac{\mathbf{I} + \hat{\mathbf{t}}_1(s)\hat{\mathbf{t}}_1(s)}{|s' - s|} \right] \cdot \mathbf{f}_1(s') ds'
\]  

\[+ \left[ \mathbf{I} + \hat{\mathbf{t}}_1(s)\hat{\mathbf{t}}_1(s) \right] \cdot \int_{-1}^{+1} \frac{\mathbf{f}_1(s') - \mathbf{f}_1(s)}{|s' - s|} ds',
\]  

(64)

where \( \mathbf{R}_0(s,s') = \mathbf{r}_1(s) - \mathbf{r}_1(s') \), and we have split the terms in such a way that both integrals have a removable singularity at \( s' = s \). Finally, the third operator represents interactions between the two...
filaments as previously modeled by Tornberg and Shelley [60],

\[
\mathcal{J}[f_2(s'), d] = \int_{-1}^{+1} \left[ \frac{1 + \hat{R}_d(s, s') \hat{R}_d(s, s')}{|R_d(s, s')|} + \frac{e^2}{2} \frac{1 - 3 \hat{R}_d(s, s') \hat{R}_d(s, s')}{|R_d(s, s')|^3} \right] \cdot f_2(s') ds',
\]

(65)

where \( R_d(s, s') = d + r_2(s') - r_1(s) \). In our computational method, which was implemented for purposes beyond the present study, we choose to include the source dipole term that was left out of our asymptotic theory, Eq. (14), because it would have contributed to the asymptotic series expansion only at order \( O(d^{-3}) \). Note that we have used the same prefactor of 1/2 for the dipole term as in [60], while a more recent study based on the Rotne-Prager-Yamakawa kernel and matched asymptotics uses a larger prefactor of \( e^2/24 \) [61].

We solve Eqs. (62)–(65) numerically using a spectral method based on Legendre polynomials as in Ref. [62]. Other studies have chosen to solve these integral equations by regularizing the integral operator \( K \) and approximating its arguments with piecewise polynomials [60], or more recently using a spectral method based on Chebyshev polynomials [61]. In the present study, the choice of Legendre polynomials as a set of basis functions is motivated by their being eigenfunctions of the second integral in the nonlocal operator \( K \), meaning that

\[
\int_{-1}^{+1} \frac{P_n(s') - P_n(s)}{|s' - s|} ds' = E_n P_n(s),
\]

(66)

with eigenvalues \( E_0 = 0 \) and

\[
E_n = -2 \sum_{j=1}^{n} \frac{1}{j},
\]

(67)

for \( n > 0 \) [63].

We discretize the force density and velocity along the filaments as

\[
u[r_k(s)] = \sum_{n=0}^{\infty} u_k^{(n)} P_n(s), \quad f_k(s) = \sum_{n=0}^{\infty} f_k^{(n)} P_n(s),
\]

(68)

where the velocity coefficients \( u_k^{(n)} \) are known from the prescribed kinematics, and the force coefficients \( f_k^{(n)} \) must be solved for. After projecting Eq. (62) onto the space of Legendre polynomials and making use of the orthogonality condition

\[
\int_{-1}^{+1} P_n(s) P_m(s) ds = \frac{2 \delta_{mn}}{2n + 1},
\]

(69)

we recover the following system of equations relating the velocity and the force coefficients

\[
8 \pi \mu u_1^{(n)} = \left\{ \begin{array}{l} 2 \left[ \ln \left( \frac{2}{\epsilon} \right) + \frac{1}{2} \right] + E_n \right\} f_1^{(n)} + \frac{2n + 1}{2} \sum_{m=0}^{\infty} \left( \left[ 2 \left[ \ln \left( \frac{2}{\epsilon} \right) \right] - \frac{3}{2} \right] + E_m \right) M_{1}^{(n,m)} f_1^{(m)} + M_0^{(n,m)} \dot{f}_1^{(m)} + M_2^{(n,m)} \dot{f}_2^{(m)}, \end{array} \right.
\]

(70)

where the matrices \( M_{1}^{(n,m)}, M_0^{(n,m)}, \) and \( M_2^{(n,m)} \) are given by

\[
M_{1}^{(n,m)} = \int_{-1}^{+1} \dot{f}_1(s) \dot{f}_1(s) P_n(s) P_m(s) ds,
\]

(71)

\[
M_0^{(n,m)} = \int_{-1}^{+1} \int_{-1}^{+1} \left[ \frac{1 + \hat{R}_0(s, s') \hat{R}_0(s, s')}{|R_0(s, s')|} - \frac{1 + \hat{f}_1(s) \hat{f}_1(s)}{|s' - s|} \right] P_n(s) P_m(s') ds' ds,
\]

(72)
The second of these matrices involves a removable singularity at \( s' = s \), but the quadrature integration methods readily available in MATLAB can evaluate this integral accurately so long as the singular points lie on the boundaries of the integration domain. Therefore, when computing the matrices \( M_{(n,m)}^{(n,m)} \) in MATLAB we split the double integral into two parts: \( s \in [-1, +1] \), \( s' \in [-1, s] \) and \( s \in [-1, +1], s' \in [s, +1] \).

The infinite system of linear equations from Eq. (70) is truncated to \( m \leq N_{\text{Legendre}} \) modes and inverted numerically, in order to find the force density coefficients \( \mathbf{u}_1^{(k)} \) in terms of the velocity coefficients \( \mathbf{u}_1^{(k)} \), which themselves are linearly dependent on the filament kinematics \( \left( \mathbf{U}_k, \Omega_k \right) \). The force density is then integrated along the filaments to find the extended resistance matrix that relates filament kinematics and dynamics. We implement this algorithm in MATLAB and validate it using the tests described in Appendix D.

For each set of parameters \( (N, \psi, \epsilon) \) describing the geometry of the helical filament, we vary the number of Legendre modes in our truncation until the numerical solution for an isolated helix settles to within 1% error. We then make the reasonable assumption that the number of Legendre modes determined from this single-helix self-convergence test is sufficient to obtain the same level of accuracy in our double-helix simulations as well. In general, we find that the required number of Legendre modes increases with the number of helical turns of the filament, because we must be able to capture variations in the force density and filament velocity which have the same wave number as the filament centerline. For most simulations presented in this study it was sufficient to use \( N_{\text{Legendre}} = 15 \), because the helices have a small number of helical turns.

### B. Relative errors

In the absence of an exact solution, we use the numerical solution from SBT as a reference value against which to validate our asymptotic model. In the previous section we derived a series expansion for the extended resistance \( \mathbf{R} \) in the form

\[
\mathbf{R} = \mathbf{R}^{(0)} + d^{-1} \mathbf{R}^{(1)} + d^{-2} \mathbf{R}^{(2)} + O(d^{-3}),
\]

up to and including second-order terms. We wish to compare this expansion of the resistance matrix with the numerical solution \( \mathbf{\hat{R}} \) of the fully coupled integral equations described in Sec. III A. However, we cannot compare the matrices \( \mathbf{R} \) and \( \mathbf{\hat{R}} \) component-wise, because this would depend on the basis in which we represent the matrices. One can always choose a vector basis in which some component of the “true” solution \( \mathbf{\hat{R}} \) is zero, relative to which our approximate solution \( \mathbf{R} \) would have an infinite relative error. Therefore, we need to think of the extended resistance matrices as linear operators between the space of filament kinematics and the space of filament dynamics, and define an error for the operator as a whole in a way that is basis independent. A standard way to do this is to use an operator norm.

Suppose we have some given kinematics \( \mathbf{x} \) (two linear and two angular velocities, so a vector with 12 components) and we want to compute the dynamics \( \mathbf{y} \). Then the error in \( \mathbf{y} \) is \( \Delta \mathbf{y} = \mathbf{Rx} - \mathbf{\hat{R}} \mathbf{x} \). We define the “relative error” in the dynamics to be

\[
E_{\text{dyn}} = \sup_{\mathbf{x}} \left\{ \frac{||\mathbf{Rx} - \mathbf{\hat{Rx}}||_p}{||\mathbf{Rx}||_p} \right\} = \sup_{\mathbf{y}} \left\{ \frac{||\left(I - \mathbf{R} \mathbf{\hat{R}}^{-1}\right)\mathbf{y}||_p}{||\mathbf{y}||_p} \right\},
\]

in other words the operator norm of \( I - \mathbf{R} \mathbf{\hat{R}}^{-1} \). Note that taking the supremum over the entire space of filament kinematics is important, so that the value we compute for the relative error is not dependent on an arbitrary choice of filament kinematics.
FIG. 2. Relative error in (a) helix dynamics and (b) helix kinematics, as defined in Eqs. (75) and (76), respectively, with \( p = 2 \). As we increase the helix separation \( d \), the asymptotic theory with SBT coefficients converges to the numerical solution, and the error decays as expected with each higher order included in the theory. Parameter specification: helices have configurations \((\theta_1, \chi_1, \phi_1) = (0, 0, \pi/6)\) and \((\theta_2, \chi_2, \phi_2) = (0, 0, 2\pi/3)\), and \(N = 2.75\) helical turns. Helix angle \(\psi = 0.5\) rad and filament slenderness \(\epsilon = 10^{-2}\) are representative of bacterial flagella.

Similarly, we can define the relative error in the kinematics as

\[
E_{\text{kin}} \equiv \sup_y \left\{ \frac{\|\hat{R}^{-1}y - R^{-1}y\|_p}{\|R^{-1}y\|_p} \right\} = \sup_x \left\{ \frac{\|(I - R^{-1}\hat{R})x\|_p}{\|y\|_p} \right\},
\]

so the operator norm of \(I - R^{-1}\hat{R}\). Here again, taking the supremum is important, so that the relative error we compute does not depend on an arbitrary choice of filament dynamics.

In Figs. 2(a) and 2(b) we compare the relative errors, defined with a \(p = 2\) norm, for different orders in our asymptotic theory with SBT coefficients. If our asymptotic series expansion up to \(O(d^{-m})\) terms was calculated correctly, then we would expect the relative error to decay like \(d^{-(m+1)}\), the order of the first neglected terms. This is confirmed by the slopes of our log-log plots, which validate our asymptotic series expansion up to \(O(d^{−2})\). Note that the comparison is only meaningful between the computations and the asymptotic theory with SBT coefficients. This is an unavoidable consequence of our choice to implement the computational method based on SBT. The asymptotic theory with RFT coefficients differs at leading order from the numerical solution based on SBT, and so we would not be able to observe convergence unless we implemented a different computational method based on RFT. The results presented in Figs. 2(a) and 2(b) serve to validate the asymptotic series expansion in itself, regardless of the method (RFT or SBT) by which we choose to calculate the leading-order resistance matrix \(S^{(0)}\) and the force moment \(m_0\).

Furthermore, by examining the size of the relative error, we deduce that the asymptotic theory can be useful for any \(d > L\), which is the regime of validity for our binomial expansion of the Oseen tensor. When the filaments are parallel and orthogonal to the line that connects their centers, we observe that our asymptotic theory with SBT coefficients can achieve 99% accuracy for \(d/L > 1.4\). This accuracy is achieved by the asymptotic solution up to and including \(O(d^{−2})\) terms. Higher
accuracy could be obtained either by including more terms in the asymptotic series expansion, or by increasing the distance between the filaments. Based on further results presented in this study, where we also vary the phase difference between filaments, we believe this accuracy estimate to be representative of any parallel configuration of two filaments with this particular helical geometry. A broader numerical investigation would be necessary to determine the accuracy of our method for rigid filaments of arbitrary geometry and nonparallel configurations.

C. Time evolution of forces and torques

The main purpose of the asymptotic theory presented in this paper is to provide a systematic method to calculate analytically the specific HIs between two filaments. When carrying out calculations by hand, we are interested in finding relative patterns more than in calculating accurate absolute values, which is the purpose of numerical schemes. With this perspective in mind, we propose to validate the asymptotic theory with RFT coefficients by looking at the time variation of hydrodynamically induced forces and torques. We consider the case of two slender helices rotating in parallel with the same angular velocity.

Back in Fig. 2 we examined the relative error for a fixed orientation of the helices, and we varied the distance between the filaments to see how the error decays—a quantitative validation of our asymptotic model. In Fig. 3, however, we fix the distance between the helical filaments and we let time flow, and the orientation of the filaments along with it, to look for patterns over time—a qualitative validation of our asymptotic model. Because the helices are vertical, their body-fixed axis \( e_3 \) is parallel to the laboratory frame \( e_z \). Hence, the phase angle \( \phi \) around \( e_z \) and the spin angle \( \chi \) around \( e_3 \), as defined in Eqs. (1)–(3), are interchangeable. Without loss of generality, we can describe the configuration of the filaments from Figs. 3 and 4 as \( (\theta_1, \chi_1, \phi_1) = (0, 0, \Omega t) \) and \( (\theta_2, \chi_2, \phi_2) = (0, 0, \Omega t + \Delta \phi) \).

Our asymptotic theory with both RFT and SBT coefficients captures the qualitative features of the interaction even for smaller helix separations Figs. 3(a)–3(f), with the agreement becoming quantitative at larger separations Figs. 3(g)–3(l). This indicates that our asymptotic series expansion can be used to derive meaningful analytical expressions for the HIs between filaments separated by a distance greater than their contour length, as later demonstrated in Sec. IV.

We also provide a direct comparison between the asymptotic theory with SBT coefficients at \( O(d^{-1}) \) and \( O(d^{-2}) \), in Fig. 4. These plots provide clearer visual evidence that higher-order corrections improve the fidelity of the asymptotic solution, as opposed to Fig. 2 where the evidence spanned a wider range of kinematic conditions, but was presented in a more condensed format.

IV. APPLICATION TO HELICAL PUMPS

To demonstrate the usefulness of our asymptotic theory, we now apply and extend our analytical calculations to the interaction of rotating helical pumps. This particular application of our theory is motivated by previous theoretical and experimental studies of helical micropumps [64–68]. Experimentally, these systems often take the form of bacterial carpets or forests, where the bacteria are stuck to a substrate while their helical flagellar filaments are free to rotate and pump fluid around.

A. Problem specification

We consider two parallel identical helices, rotating with constant angular velocity \( \hat{\Omega} \), as illustrated in Fig. 5. We may choose the laboratory frame so that the filaments are parallel to the \( z \) axis and, therefore, the tilt angle \( \theta \) is identically zero. When \( \theta = 0 \), the angles \( \phi \) and \( \chi \) can be used interchangeably to refer to the rotation of the filament about its own axis, because the body-fixed axis \( e_3 \) is parallel to \( e_z \). Without loss of generality, we describe the configuration of the filaments using the angle \( \chi = 0 \) and a varying phase \( \phi \). Because they are driven at constant angular velocity,
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FIG. 3. Comparison between computations and the asymptotic theory with RFT/SBT coefficients, by means of the time evolution of forces and torques induced by the second (rightmost) filament on the first (leftmost). The helices are vertical ($\theta = 0$) and rotate with constant angular velocity $\Omega e_z$. We fix the phase difference $\Delta \phi = \pi/2$ between them, and a horizontal distance equal to the integrated filament length (a)–(f) or ten times larger (g)–(l). The helix angle $\psi = 0.5043$ rad, and filament slenderness $\epsilon = 0.0038$, were chosen as representative of bacterial flagella. The helices have $N = 2.5$ helical turns.
FIG. 4. Comparison between computations and the asymptotic theory with SBT coefficients to $O(d^{-1})$ and $O(d^{-2})$, by means of the time evolution of forces and torques induced by the second (rightmost) filament on the first (leftmost). The helices are vertical ($\theta = 0$) and rotate with constant angular velocity $\Omega e_z$. We impose the phase difference $\Delta \phi = \pi / 2$ between them, and a horizontal distance equal to the integrated filament length (a)–(f) or ten times larger (g)–(l). The helix angle $\psi = 0.5043$ rad, and filament slenderness $\epsilon = 0.0038$, were chosen as representative of bacterial flagella. The helices have $N = 2.5$ helical turns.
FIG. 5. Average forces and torques exerted by the leftmost helix due to the presence of a second parallel helix rotating at a distance $d$ to the right, with fixed phase difference $\Delta \phi = \pi / 4$. The data points come from SBT simulations including HIs. The power law triangles indicate that the average forces and torques along the axis of the helix (c) and (f) are an $O(d^{-1})$ effect, while the other forces and torques (a), (b), (d), and (e) are an $O(d^{-2})$ effect. Simulation parameters: $\psi = 0.5043$ rad, $\epsilon = 0.0038$, $N = 2.5$ helical turns.

Since the helices maintain a fixed phase difference $\phi_2 - \phi_1 = \Delta \phi$. If we rescale time by $\tilde{\Omega}^{-1}$, such that $\Omega = 1$ in dimensionless terms, then

$$\phi_1 = t, \quad \phi_2 = t + \Delta \phi.$$  \hspace{1cm} (77)

Since the helices are held in place, they exert a net force on the fluid, which is pumped in the positive $z$ direction for left-handed helices rotating clockwise.

To characterize the net long-term effect of the helical pumps, we need to consider the time-averaged forces and torques exerted by the rotating filaments on the fluid, so we define the mean

$$\langle Y \rangle = \frac{1}{2\pi} \int_0^{2\pi} Y(t) dt,$$  \hspace{1cm} (78)
for any time-varying quantity \( Y \) that we are interested in. We may also want to look at the oscillations of this quantity around its mean value, so we define the variance over time as

\[
\text{var}(Y) = \frac{1}{2\pi} \int_0^{2\pi} [Y(t) - \langle Y \rangle]^2 dt. \tag{79}
\]

Because our focus is on the HIs between helical pumps, we need to compare the effect of a helical pump when it is part of an ensemble, to what it otherwise would be if the helical pump was operating on its own. If \( Y(t; d) \) is a force or torque exerted by a helical pump when there is second helical pump operating at distance \( d \) away, then we define

\[
Y^\infty(t) = \lim_{d \to \infty} Y(t; d), \tag{80}
\]

which is the force or torque that the same helical pump would exert in isolation. For our asymptotic theory, this corresponds to the leading-order terms in Sec. II D. For our computational method, this corresponds to the numerical solution of Eq. (62) without the interaction term \( J[f_2(s'), d] \).

In the next sections we will look at differences of the form \( \langle Y \rangle - \langle Y^\infty \rangle \) to understand if HIs increase or decrease the net effect of the helical pumps on the fluid, and differences of the form \( \text{var}(Y) - \text{var}(Y^\infty) \) to investigate whether HIs make the pumping fluctuate more or less over time.

### B. Computational results

In our simulations we sample the forces and torques exerted by two helical pumps at 12 regular intervals over one period of rotation, i.e., \( 0 \leq \Omega t \leq 2\pi \). The time-averaged forces and torques obtained in this way are shown in Fig. 5, while their variances over time are shown in Fig. 6, both for a given phase difference \( \Delta \phi = \pi/4 \) and varying interfilament distance. The geometry of the helices was chosen to be representative of bacterial flagella: helix angle \( \psi = 0.5043 \) rad, filament slenderness \( \epsilon = 0.0038 \), and \( N = 2.5 \) helical turns.

We will now seek to interpret the trends observed in these computations using our asymptotic theory. Specifically, we want to understand why the interaction between the filaments alters the time average of \( F_z \) and \( T_z \) by \( O(d^{-1}) \), but their fluctuation over time by \( O(d^{-2}) \). Meanwhile, for the forces and torques in the \( x \) and \( y \) direction, we want to understand why the time average changes by \( O(d^{-2}) \) due to interfilament interaction, but their fluctuation over time changes by \( O(d^{-1}) \).

### C. Asymptotic theory

We start by computing the intrinsic resistance matrix \( S^{(0)}(0, 0, \phi) \) for a vertical helix with arbitrary phase \( \phi \), which we will denote from now on simply as \( S^{(0)}(\phi) \). We need to apply the change of basis from Eqs. (30) with the orthogonal matrix

\[
Q(0, 0, \phi) = \begin{pmatrix}
\cos \phi & -\sin \phi & 0 \\
\sin \phi & \cos \phi & 0 \\
0 & 0 & 1
\end{pmatrix}. \tag{81}
\]

Because the filament is symmetric under a rotation by angle \( \pi \) around the first vector \( (e_1) \) in the body frame basis, the resistance matrix expressed in the body frame has the structure

\[
S_0 = \begin{pmatrix}
A_{11} & 0 & 0 & B_{11} & 0 & 0 \\
0 & A_{22} & A_{23} & 0 & B_{22} & B_{23} \\
0 & A_{32} & A_{33} & 0 & B_{32} & B_{33} \\
B_{11} & 0 & 0 & D_{11} & 0 & 0 \\
0 & B_{22} & B_{32} & 0 & D_{22} & D_{23} \\
0 & B_{23} & B_{33} & 0 & D_{32} & D_{33}
\end{pmatrix}. \tag{82}
\]
FIG. 6. Variance over time in the forces and torques exerted by the leftmost helix due to the presence of a second parallel helix rotating at a distance $d$ to the right, with fixed phase difference $\Delta \phi = \pi/4$. The data points come from SBT simulations including HIs. The power law triangles indicate that the variances in force and torque along the axis of the helix (c) and (f) are an $O(d^{-2})$ effect, while the other forces and torques (a), (b), (d), and (e) are an $O(d^{-1})$ effect. Simulation parameters: $\psi = 0.5043$ rad, $\epsilon = 0.0038$, $N = 2.5$ helical turns.

noting that $A_{23} = A_{32}$ and $D_{23} = D_{32}$ because the resistance matrix is symmetric. Hence, after a rotation by angle $\phi$, the matrix can be written as

$$S^{(0)}(\phi) = \begin{pmatrix} A(\phi) & B(\phi) \\ B(\phi)^T & D(\phi) \end{pmatrix},$$

where the matrices $A(\phi), B(\phi),$ and $D(\phi)$ have the same structure with respect to $\phi$, that is

$$A(\phi) = \begin{pmatrix} A_0 + \Delta A \cos(2\phi) & \Delta A \sin(2\phi) & -A_{23} \sin(\phi) \\ \Delta A \sin(2\phi) & A_0 - \Delta A \cos(2\phi) & A_{23} \cos(\phi) \\ -A_{32} \sin(\phi) & A_{32} \cos(\phi) & A_{33} \end{pmatrix},$$
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where we define $A_0 = (A_{11} + A_{22})/2$ and $\Delta A = (A_{11} - A_{22})/2$, and similarly for $B(\phi)$ and $D(\phi)$ but with $A_{ij} \mapsto B_{ij}$ and $A_{ij} \mapsto D_{ij}$ respectively.

Without loss of generality, we may choose our laboratory frame to coincide with the interaction frame of the two filaments, so the directed distance between the two helices is $d = d e_x$. From Eqs. (25) and (35) we can write

$$C_{ij}^{(1)}(\phi_1, \phi_2) = -\frac{1}{8\pi} (2S_{ij}^{(0)}(\phi_1)S_{ij}^{(0)}(\phi_2) + S_{ij}^{(0)}(\phi_1)S_{ij}^{(0)}(\phi_2) + S_{ij}^{(0)}(\phi_1)S_{ij}^{(0)}(\phi_2)), \quad (85)$$

and then replace the expressions for the elements of $S(\phi)$ from Eqs. (83) and (84).

Furthermore, from Eq. (55) we derive the matrix

$$P(\phi) = (G(\phi) \quad H(\phi)), \quad (86)$$

where the matrices $G(\phi)$ and $H(\phi)$ have the same structure with respect to the phase $\phi$. Because $e_1 = \cos \phi e_x + \sin \phi e_y$, we have

$$G(\phi) = \frac{1}{8\pi} \begin{pmatrix} \mathcal{M}_1 \cos(\phi) & \mathcal{M}_1 \sin(\phi) & 0 \\ B_{23} \sin(\phi) & -B_{23} \cos(\phi) & -B_{33} \\ \Delta B \sin(2\phi) & B_0 - \Delta B \cos(2\phi) & B_{32} \cos(\phi) \end{pmatrix}, \quad (87)$$

and similarly for $H(\phi)$ but with $B_{ij} \mapsto D_{ij}$ and $\mathcal{M}_1 \mapsto \mathcal{M}_4$.

We are now ready to evaluate the mean forces and torques, and their fluctuations over time, for the specific case of constant rotation about the helical axis $e_3 = e_z$. The two helical pumps rotate with constant angular velocities $\Omega_1 = e_z$ and $\Omega_2 = e_z$, since $\Omega = 1$ in our chosen units of time. Therefore, the forces and torques exerted by the first filament are

$$\begin{pmatrix} F_1 \\ T_1 \end{pmatrix}_i = S_{i6}^{(0)}(t) + \frac{C_{i6}^{(1)}(t, t + \Delta \phi)}{d} + \frac{S_{i6}^{(2)}(t, t + \Delta \phi) + C_{i6}^{(2)}(t, t + \Delta \phi)}{d^2} + O(d^{-3}), \quad (88)$$

where we have substituted the phases $\phi_1 = t, \phi_2 = t + \Delta \phi$.

### D. Forces and torques parallel to axis of rotation

We begin by looking at the force exerted by the leftmost filament along its helical axis $e_3 = e_z$. From Eqs. (83), (84), and (88) we see that

$$F_z(t) = B_{33} + d^{-1}C_{36}^{(1)}(t, t + \Delta \phi) + O(d^{-2}), \quad (89)$$

which is constant at leading order with $\langle F_z^\infty \rangle = B_{33}$. The first-order correction, given by Eqs. (83)–(85), will be

$$C_{36}^{(1)} = -\frac{1}{8\pi} \{ A_{33}B_{33} + A_{23}B_{23}[2 \sin(t) \sin(t + \Delta \phi) + \cos(t) \cos(t + \Delta \phi)] \}, \quad (90)$$

which has a nonzero time average. Hence, the mean thrust provided by the helical pump is

$$\langle F_z \rangle = \langle F_z^\infty \rangle = -\frac{1}{8\pi d} \left[ A_{33}B_{33} + \frac{3}{2} A_{23}B_{23} \cos(\Delta \phi) \right] + O(d^{-2}), \quad (91)$$

so indeed the interaction between the filaments changes the mean thrust by $O(d^{-1})$, as seen in the computations. Note that the result in Eq. (91) is independent of the method (RFT or SBT) by which we choose to evaluate the coefficients $A_{33}, B_{33}, A_{23}$, and $B_{23}$. In Fig. 7(e) we examine how the $O(d^{-1})$ change in thrust depends on the phase difference between the filaments. The asymptotic theory with SBT coefficients provides perfect quantitative agreement in the limit of large $d$, while the asymptotic theory with RFT coefficients has an approximate error of 5% but captures all qualitative features.
FIG. 7. Average forces (a), (c), and (e) and torques (b), (d), and (f) due to HIs between the helices, as a function of the phase difference between filaments. The helix angle $\psi = 0.5043 \text{ rad}$ and filament slenderness $\epsilon = 0.0038$ were chosen as representative of bacterial flagella. The helices have $N = 2.5$ helical turns.

Because $F_z$ is constant at leading order, i.e., $\text{var}(F_z^\infty) = 0$, its variance over time will be given by

$$\text{var}(F_z) - \text{var}(F_z^\infty) = \frac{1}{d^2} \left( \langle C_{36}^{(1)}(t, t + \Delta \phi)^2 \rangle - \langle C_{36}^{(1)}(t, t + \Delta \phi) \rangle^2 \right) + O(d^{-3}),$$

which is indeed an $O(d^{-2})$ effect as seen in computations. This is shown in Fig. 8(e), where we look at how this $O(d^{-2})$ effect depends on the phase difference between the filaments. Once again, the asymptotic theory with SBT coefficients provides quantitative agreement, while the theory with RFT coefficients captures the correct shape and order of magnitude.

Moving on to the torque exerted by the leftmost filament along its helical axis, we can derive in a similar way expressions for the time average

$$\langle T_z \rangle - \langle T_z^\infty \rangle = -\frac{1}{8\pi d} \left( B_{33}^2 + \frac{3}{2} B_{23}^2 \cos(\Delta \phi) \right) + O(d^{-2}),$$
FIG. 8. Variance in forces (a), (b), and (e) and torques (c), (d), and (f) due to HIs between the helices, as a function of the phase difference between filaments. The helix angle $\psi = 0.5043$ rad and filament slenderness $\epsilon = 0.0038$ were chosen as representative of bacterial flagella. The helices have $N = 2.5$ helical turns.

and the fluctuation over time

$$\text{var}(T_z) - \text{var}(T_z^\infty) = \frac{1}{d^2} \left(\langle C_{66}^{(1)}(t, t + \Delta \phi)^2 \rangle - \langle C_{66}^{(1)}(t, t + \Delta \phi) \rangle^2 \right) + O(d^{-3}), \quad (94)$$

which are compare against computations in Figs. 7(f) and 8(f), respectively.

E. Forces and torques perpendicular to axis of rotation

Next, we evaluate the forces and torques perpendicular to the filament axis, starting with $F_3$. From Eqs. (83), (84), and (88) we see that

$$F_3(t) = -B_{23} \sin(t) + d^{-1} C_{16}^{(1)}(t, t + \Delta \phi) + d^{-2} [s_{16}^{(2)}(t, t + \Delta \phi) + C_{16}^{(2)}(t, t + \Delta \phi)] + O(d^{-3}), \quad (95)$$
which averages out to zero at leading order, i.e., \( \langle F_x^\infty \rangle = 0 \). The first-order correction
\[
C^{(1)}_{16} = -\frac{1}{8\pi} \left\{ -A_{23} B_{33} \sin(t) - 2A_0B_{23} \sin(t + \Delta\phi) - \Delta AB_{23} [2 \cos(2t) \sin(t + \Delta\phi) - \sin(2t) \cos(t + \Delta\phi)] \right\},
\]
also averages out to zero, so the mean of \( F_x \) is an \( O(d^{-2}) \) effect as seen in Fig. 5(a). Using Eqs. (40), (83), and (84), we obtain that
\[
\langle S^{(2)}_{16}(t, t + \Delta\phi) \rangle = 0.
\]
Then, by using Eqs. (44), (83), (84), (86), and (87), we get that
\[
\langle C^{(2)}_{16}(t, t + \Delta\phi) \rangle = -\frac{1}{16\pi} (A_{23} D_{23} + B_{23}^2 + B_{23} M_1) \sin(\Delta\phi),
\]
and hence
\[
\langle F_x \rangle - \langle F_x^\infty \rangle = -\frac{1}{16\pi d^2} (A_{23} D_{23} + B_{23}^2 + B_{23} M_1) \sin(\Delta\phi).
\]
Because the time average of \( F_x \) is only \( O(d^{-2}) \), we deduce that the variance over time is
\[
\text{var}(F_x) = \left[ -B_{23} \sin(t) + d^{-1} C^{(1)}_{16}(t, t + \Delta\phi) + O(d^{-2}) \right]^2.
\]
Because \( F_x \) oscillates at leading order with variance \( \text{var}(F_x^\infty) = A_{23}^2/22 \), we deduce that the variance due to HIs is given by
\[
\text{var}(F_x) - \text{var}(F_x^\infty) = -\frac{2B_{23}}{d} \left\{ \sin(t) C^{(1)}_{16}(t, t + \Delta\phi) \right\} + O(d^{-2}),
\]
so indeed an \( O(d^{-1}) \) effect as seen in Fig. 6(a). Using Eq. (96), we arrive at the final result
\[
\text{var}(F_x) - \text{var}(F_x^\infty) = -\frac{B_{23}}{8\pi d} \left( A_{23} B_{33} + 2A_0B_{23} \cos(\Delta\phi) + \frac{1}{2} \Delta AB_{23} \cos(\Delta\phi) \right) + O(d^{-2}).
\]
The analytical expressions from Eqs. (99) and (102) are compared against computational results in Figs. 7(a) and 8(a), respectively. As above, we have quantitative agreement between computations and the asymptotic theory with SBT coefficients in the limit \( d \to \infty \), and qualitative agreement with the asymptotic theory with RFT coefficients.

Just as we have done for \( F_x \), we may compute the time average of the other transverse forces and torques to \( O(d^{-2}) \),
\[
\langle F_y \rangle - \langle F_y^\infty \rangle = \frac{1}{16\pi d^2} \left[ 2(A_0 D_{33} + B_0 B_{33}) - (A_{23} D_{23} + B_{23}^2 + B_{23} M_1) \cos(\Delta\phi) \right],
\]
\[
\langle T_x \rangle - \langle T_x^\infty \rangle = -\frac{1}{16\pi d^2} (B_{23} D_{23} + B_{23} D_{23} + B_{23} M_4) \sin(\Delta\phi),
\]
\[
\langle T_y \rangle - \langle T_y^\infty \rangle = \frac{1}{16\pi d^2} \left[ 2(B_0 D_{33} + D_{03} B_{33}) - (B_{23} D_{23} + B_{23} D_{23} + B_{23} M_4) \cos(\Delta\phi) \right].
\]
Similarly, we can derive the fluctuations over time to \( O(d^{-1}) \),
\[
\text{var}(F_y) - \text{var}(F_y^\infty) = -\frac{B_{23}}{8\pi d} \left( A_{23} B_{33} + A_0 B_{23} \cos(\Delta\phi) - \frac{3}{2} \Delta AB_{23} \cos(\Delta\phi) \right),
\]
\[
\text{var}(T_x) - \text{var}(T_x^\infty) = -\frac{D_{23}}{8\pi d} \left( B_{32} B_{33} + 2B_0 B_{23} \cos(\Delta\phi) + \frac{1}{2} \Delta BB_{23} \cos(\Delta\phi) \right),
\]
\[
\text{var}(T_y) - \text{var}(T_y^\infty) = -\frac{D_{23}}{8\pi d} \left( B_{32} B_{33} + B_0 B_{23} \cos(\Delta\phi) - \frac{3}{2} \Delta BB_{23} \cos(\Delta\phi) \right).
\]
The analytical expressions from Eqs. (103)–(108) are compared against computational results in Figs. 7(b)–7(d) and 8(b)–8(d).

F. Deducing the dynamics of the second filament

We remind the reader that the forces and torques plotted in Fig. 7 are those exerted on the fluid by the leftmost filament, see Fig. 10(a). Relative to this, the rightmost filament is in the positive x direction, and accordingly we have taken \( \mathbf{d} = \mathbf{e}_x \) in our calculation of second-order corrections from Eqs. (99) and (103)–(105). To obtain the forces and torques exerted by the rightmost filament, we can rotate our coordinate system by an angle \( \pi \) about the z axis. First of all, this swaps the filaments around and, hence, reverses the sign of the phase difference. It also changes the signs of all x and y components, but not the z components. Hence, the average dynamics of the second filament satisfy the relations

\[
-\Gamma_{(2)}^z(\Delta \phi) = -\Gamma_{(1)}^z(-\Delta \phi) \quad \text{and} \quad \Gamma_{(2)}^z(-\Delta \phi) = \Gamma_{(1)}^z(\Delta \phi),
\]

where \( \Gamma_{(k)}^z \) is a placeholder for the time-averaged force or torque exerted by the \( k \)-th filament on the fluid.

Because \( \langle F_x \rangle \) and \( \langle T_z \rangle \) depend on the sine of the phase difference [see Eqs. (99) and (104)], the rightmost helix exerts the same average force \( \langle F_x \rangle \) and torque \( \langle T_z \rangle \) as the leftmost helix. Meanwhile, for \( \langle F_y \rangle \) and \( \langle T_y \rangle \), which depend on the cosine of the phase difference [see Eqs. (103) and (105)], the rightmost helix exerts an equal and opposite average force and torque to the leftmost helix. Finally, the average \( \langle F_z \rangle \) and \( \langle T_z \rangle \) are the same for the two helices, because the two quantities depend on the cosine of the phase difference [see Eqs. (91) and (93)], and the sign of z components has not changed due to the rotation.

G. Interpretation of results

We now provide some physical interpretation for the earlier computational results.

1. Deficit in pumping force

Since the main purpose of the helical pumps is to push fluid along their axes, we start by explaining how HIs affect the vertical pumping force \( \langle F_z \rangle \). The leading-order dynamics of a rotating helical pump are illustrated in Fig. 9(a) using a local description of the problem (i.e., no end effects). The local velocity of the centerline relative to the fluid is shown at various points along the filament. At one of these points we decompose the velocity into the directions tangent and perpendicular to the filament. Because the perpendicular drag coefficient on a slender rod is higher, by roughly a factor of 2, than the parallel drag coefficient, this gives rise to a leading-order viscous drag on the filament \(-f_1^{(0)}(s)\) that has a negative vertical component. Below the three-dimensional picture of the filament, we draw the projection of the filament centerline onto the horizontal plane. At each point on this circular projection, we show the corresponding force density exerted by the filament on the fluid \( f_1^{(0)}(s) \) decomposed into vertical and horizontal components. Notice that the force density simply rotates about the axis \( \mathbf{e}_3^{(1)} = \mathbf{e}_z \) as we rotate around the circle, due to the rotational symmetry of the system. The total force and torque exerted by the helical pump are obtained by integrating the force density along the entirety the filament, or equivalently by integrating around the circular projection as many times as needed. For left-handed helices rotating counterclockwise, the vertical components of the force density are positive, so the helical pump exerts a net positive force in the \( \mathbf{e}_3^{(1)} \) direction. The fluid is pumped vertically upwards. By integrating the horizontal components of the force density, we also obtain a net counterclockwise torque that must be applied to the helical pump to keep it rotating. Furthermore, if the helical filament does not have an integer number of turns, there will be a surplus of filament on one side, indicated by a thick orange line on the circular projection. This means that the helical pump also exerts a net horizontal force on the fluid along the \( \mathbf{e}_2^{(1)} \) direction.

In Figs. 9(b) and 9(c) we explain how the \( \mathbf{e}_3^{(1)} \) and the \( \mathbf{e}_2^{(1)} \) components of the leading-order force exerted by the first helical pump, respectively, affect the pumping force exerted by the second helical pump. First, the \( \mathbf{e}_3^{(1)} \) component of the pumping force exerted by one helical pump on the
FIG. 9. (Not to scale.) Physical mechanism for the reduction in pumping force due to HIs. Top panels illustrate the local velocity of the filament relative to the surrounding fluid. Lower panels show the periodic force density along the filament, rendered at points along a horizontal projection of the centerline. The total force and torque exerted by the helical pump are obtained by integrating the force density around the circle as many times as needed. (a) Due to the anisotropic drag on the slender filament, a rotating helix exerts a net force along its axis of rotation $\mathbf{e}_3$. If the helix does not have an integer number of turns, there is also a net component of the force along the $\mathbf{e}_2$ direction, due to a “surplus” of filament on one side (indicated by a thick orange arc on the circular projection of the centerline). (b) Changes to the force density along the second filament due to the $\mathbf{e}_3$ component of the force exerted by the first filament on the fluid. (c) Likewise for the $\mathbf{e}_2$ component of the force.

Fluid leads to an upward vertical flow at the position of the other helical pump. This flow is uniform to leading order in the distance between the filaments. Therefore, the second filament appears to be moving in the negative vertical direction relative to the fluid, with velocity $-\mathbf{u}_\infty[\mathbf{r}_2(s)]$, as indicated at various points along the filament in Fig. 9(b). Following the same procedure as above, we can determine the local force density along the second filament and depict it along the horizontal projection of the centerline. The first-order change in the force density $f^{(1)}_2(s)$ has negative vertical components, because the second filament appears to be moving downward with respect to the background flow. When integrated along the filament, this leads to a deficit in pumping force due to the HIs between the helical pumps. This is confirmed by the negative sign in Fig. 7(e). Note that this effect is independent of the phase difference between the filaments, because the force density has a constant vertical component along the entire filament, due to rotational symmetry. By integrating the horizontal components of the force density, we also deduce that HIs lead to a deficit in the torque.
exerted by the helical pumps, as seen in Fig. 7(f) as well. Hence, less power is needed to actuate two helical pumps with the same angular velocity, if they are rotating in parallel.

Second, the $e_2^{(1)}$ component of the leading-order force exerted by the first helical pump generates a horizontal flow at the position of the second helical pump, which is again depicted at various points along the filament in Fig. 9(c). Because the flow is horizontal, we no longer have rotational symmetry so the force density is variable along the filament. Note that we only depict the vertical components of the force in the lower panels of Fig. 9(c), to avoid overcrowding the diagram. Unlike Figs. 9(a) and 9(b), where the force density simply rotates around the vertical axis as we go around the centerline, in Fig. 9(c) we observe that the vertical component of the force density depends on the alignment of the tangent vector and the direction of the flow. Where the velocity of the filament relative to the background flow $-u_\infty[r_2(s)]$ has a positive (or negative) component in the direction of the local tangent, the force density has a positive (or negative) vertical component. Hence, this particular contribution of HIs to the pumping force will depend on the phase difference between the two helical pumps. If the two are in-phase $\Delta \phi_1 = 0$ and $e_2^{(2)} = e_2^{(1)}$, there is a surplus of negative vertical force as we integrate along the centerline. If the pumps are antiphase $\Delta \phi_1 = \pi$ and $e_2^{(2)} = -e_2^{(1)}$, there is a surplus of positive vertical force instead. This dependence on the phase difference is confirmed by Fig. 7(e), where the deficit in pumping force is greater when the filaments are in-phase than antiphase.

It is important to emphasise that the dominant effect here comes from the flow discussed in Fig. 9(b), which is a result of integrating a constant force along the entire length of the filament. The effect described in Fig. 9(c) is a correction that comes from integrating forces along just a fraction of the filament, if the helix deviates from an integer number of turns. Regardless of the phase difference between the helical pumps, each of them will pump fluid with less force when they are interacting, because each filament tries to push fluid that has already been entrained by the other pump. The deficit is greatest when the filaments are in-phase, because they entrain the fluid in the same direction both vertically and horizontally, whereas filaments that are antiphase will work against each other in the horizontal plane [Fig. 9(c)].

2. Fluctuations over time

Another question to consider is whether HIs dampen or enhance fluctuations in the dynamics of the helical pumps. The results in Fig. 8 suggest that HIs tend to increase the variances over time for most forces and torques. The only exceptions we observe, for this set of parameters, are the forces $F_x$ and $F_y$ when $|\Delta \phi| < \pi/2$ and the torque $T_x$ in a small interval around $\Delta \phi = \pi$.

3. Attraction vs repulsion

We have so far considered the average forces and torques exerted by the filaments on the fluid while they are held in place, except for rotating about the vertical axis. It is also important to consider what would happen to the helices if they were not held in place, but free to move in response to the forces and torques exerted on them by the fluid. Note that the time averages we previously computed assumed that the helices remain vertical. However, we may still use these results to get a sense for what happens in the early stages, when the axes of the helices are still close to vertical.

In Figs. 10(b) and 10(c) we show the horizontal components of the average force exerted by the fluid on two left-handed filaments rotating counterclockwise. The relative directions of the forces and torques on the two helices were established in Sec. IV F. The first observation is that, at second order, there is no net attraction or repulsion between the helices. Previous theoretical work had ruled out the possibility of attraction or repulsion between two helices rotating with zero phase difference, based on symmetry arguments [43]. Our findings add to that observation by excluding any net attraction or repulsion between helices rotating with any phase difference, so long as they are parallel. Instead, we discover a net migration to one side, because the two filaments experience the same force along the $x$ direction, Fig. 10(b). The direction of migration depends on the sine of the phase difference, so it is not a consistent behavior. On the other hand, the helices will be swirled
FIG. 10. Basic principles of HIs between helical pumps. (a) Minimal setup with two helical pumps rotating with constant angular velocity around their axes. (b) There is no net attraction or repulsion between the two rotating helices (cf. symmetry arguments for zero phase difference in Ref. [43]), but rather a sideways migration whose sign depends on the phase difference. (c) There is a persistent (i.e., independent of phase difference) swirling effect in the same direction as the rotation of the helices. (d) A ring of helical pumps would initially experience counterclockwise swirling (due to the forces $-\langle F_y \rangle$ exerted by the fluid) and outward splaying of the tips (due to the torques $-\langle T_y \rangle$ exerted by the fluid).

around by the fluid in the counterclockwise direction, because they experience equal and opposite forces along the $y$ direction, Fig. 10(c). The direction of the swirl is consistent with the individual rotation of the helices, and this effect is persistent across all phase differences, as demonstrated by Fig. 7(c).

Note from Figs. 7(a)–7(d) that the sign of $\langle T_y \rangle$ is the same as $\langle F_y \rangle$, likewise for $\langle T_x \rangle$ and $\langle F_x \rangle$. Hence, the arrows in Figs. 10(b) and 10(c) could equally well represent the horizontal components of the torques exerted by the fluid on the filaments. The key observation here is that, due to equal and opposite average torques along $y$, the helices would initially experience a splaying out effect where the fluid pushes the tips of the helical pumps apart (the tips being the ends pointing in the same direction as the angular velocity) and brings their bases together.

H. Outlook: Circular array of helical pumps

Once we understand the basic principles of pairwise HIs between helical pumps, it is natural to consider ensembles with more than two helical pumps. The simplest example is a ring of regularly spaced helical pumps, illustrated from the top in Fig. 10(d). For simplicity, let us consider a ring of sufficiently large radius that the dominant HIs come from the nearest neighbors only. We expect the dominant contribution to the horizontal force to come from $\langle F_y \rangle$, which is two orders of magnitude larger than $\langle F_x \rangle$ [cf. Figs. 7(a) and 7(c)]. The effects of $\langle F_y \rangle$ are also consistent, compared to $\langle F_x \rangle$ which depends strongly on the phase difference. In conclusion, we need to focus on the force components perpendicular to the distance between nearest neighbours, depicted in Fig. 10(c).

By adding the contributions from the left nearest neighbor (L) and the right nearest neighbor (R), we find that the net effect is a force along the circumference of the ring. Therefore, the ring of helical pumps experiences a tendency towards counterclockwise swirling about the center. If instead of forces we consider the torques $\langle T_y \rangle$, which are likewise dominant over $\langle T_x \rangle$, we find once again that there is a net torque along the circumference of the circle. This means that the tips of the helical pumps have a tendency to spread out and away from the center of the ring. Note that the sign of
these two hydrodynamic effects (swirling and splaying) would stay the same if we include more than nearest neighbor interactions, due to the symmetry of the system.

V. DISCUSSION

In this paper we have considered the problem of HIIs between slender filaments in viscous fluids. We have approached the topic theoretically, focusing on the case of two interacting rigid filaments whose dynamics can be described by an extended resistance matrix, Eq. (8). We have solved for the extended resistance matrix and the force distribution along two arbitrarily shaped filaments as series expansions in inverse powers of the distance between the filaments, up to second-order corrections. Our asymptotic results from Sec. II are valid in the limit of small aspect ratio $\epsilon \ll 1$, and in the regime $d > L$, where the interfilament separation is greater than the contour length of the filament. Although HIIs decrease in magnitude with increasing distance between the filaments, they continue to play a leading-order role important to physical mechanisms such as synchronization and self-organization. This provides a strong motivation for developing an analytical theory of HIIs to advance our fundamental understanding of such phenomena. While other studies have dealt with the limit $d \ll L$, here we have chosen to focus on the regime $d > L$, which can provide just as many valuable physical insights.

We have evaluated the coefficients in the asymptotic series expansion using both resistive-force theory (RFT) and slender-body theory (SBT), and validated our asymptotic theory against numerical simulations in Sec. III. In the final part, Sec. IV, motivated by bacterial microfluidic pumps [64–67], we have demonstrated the usefulness of our asymptotic theory by applying it to the interaction of two rotating helical pumps. Here we have identified the dependence of forces and torques on the distance and phase difference between the helices, which is illustrated in Figs. 7 and 8 and made explicit in Eqs. (91)–(94), (99), and (102)–(108). The analytical expressions are also implicitly dependent on the helix geometry through the components $A_{ij}, B_{ij}, D_{ij}$ of the single-helix resistance matrix, which are given in Appendix A, and the force moments $\mathcal{M}_i$ from Appendix B.

Our theory provides us with new physical understanding of the HIIs between helical pumps. We find that the pumping force exerted by each rotating helix is reduced due to HIIs, and the reduction is greatest when the helical pumps are rotating in phase with each other. Similarly, the torque required to rotate the two helical pumps is lowest when they are in-phase and greatest when they are antiphase, as the helices are working against each other in the latter case. Because we include second-order corrections in our calculation of the average forces and torques acting on the helical pumps, we are able to determine that there is no net attraction or repulsion between the filaments, but rather a sideways migration whose sign depends on the phase difference. However, we identify two persistent hydrodynamic effects which are independent of the phase difference: a swirl in the direction of rotation of the helices and a splaying out at the tips of the helical pumps (i.e., the ends pointing in the same direction as the angular velocity). We believe that these effects are consistent with the behavior observed by Kim and co-authors in the initial stage (i.e., when the filaments are still nearly parallel) of their macroscopic-scale experiments of flagellar bundling [52], despite the fact that our theory is intended for $d > L$ while the experiments were carried out in the $d < L$ regime. This suggests that there may be fundamental similarities in the HIIs between helical filaments across different regimes of separation. Without further investigation, it is not possible to quantify in which ways the HIIs between bacterial flagella within a bundle ($d < L$) are qualitatively different from the HIIs between flagellar filaments that are further apart ($d > L$). Our theory provides a starting point to investigate these questions further, analytically.

The primary purpose of our asymptotic theory is to provide a method to calculate, analytically, the specific HIIs between two rigid filaments, as opposed to previous theoretical studies which focus on the bulk properties of suspensions of fibers [6,7]. The asymptotic theory with RFT coefficients is suitable for this purpose, since all the coefficients have closed-form solutions provided in Appendices A and B. The asymptotic theory with SBT coefficients can provide a quantitative improvement on some of these results, since SBT calculates the force density along the filament.
with algebraic accuracy, but the ultimate goal of the asymptotic theory is to capture the qualitative features of HIs such as the dependence on filament geometry and relative configuration.

A secondary use of the asymptotic theory could be to speed up the simulation of long time-evolution problems governed by HIs or, in special cases, to provide a way to integrate the equations of motion by hand. The reduction in computation time would come from removing the need to recompute the interaction term $J$ (see Sec. III A) at each time step, as the relative orientation of the two filaments changes. Our asymptotic series expansion provides expression for the HIs between filaments in terms of the resistance matrix of a single filament, which can be precomputed (either by evaluating the analytical expressions from RFT, or by numerically solving the integral equations of SBT for a single filament) and updated at each time step using a rigid-body rotation to reflect changes in filament orientation. This relies on the filaments being rigid so that the shape of their centerline does not change over time. However, we reiterate that the main purpose of our asymptotic theory is to provide a way to evaluate the HIs between filaments analytically, and not to challenge well-established computational methods. For the simulation of flexible fibers, there exist specialized computational methods that can handle large numbers of filaments with HIs efficiently [60,61].

One advantage of the current asymptotic theory is the compactness of the final results in Eqs. (35), (40), and (44), which means they can be used to develop analytical models for certain hydrodynamic phenomena that have only been studied computationally until now. Another advantage is that the results of Eqs. (35), (40), and (44) are valid for arbitrary filament shapes, in contrast to other theories of HIs which require a small-amplitude assumption for the shape of the filament.

However, no theory is without its limitations. One important restriction is that, within the current setup, our asymptotic theory can only handle filaments in an infinite fluid domain. Further work would be needed to account for external surface such as the cell body of the organism to which the filaments might be attached. Just as important is the fact that our asymptotic theory, in its current state, can only fully describe the interaction of rigid filaments. A possible extension is to refine the series expansions for the force distributions from Eqs. (31) and (38), which are valid for any type of filament, in order to obtain a comprehensive theory for HIs between flexible filaments as well. We also note that we have neglected HIs due to moment distributions along the centerlines of the filaments. This is because such contributions would scale like $\epsilon^2 / d^2$ and would always be smaller than the second-order corrections from the force distributions, which scale like $\log(\epsilon) / d^2$ and are the final terms included in our asymptotic theory.

We have also considered the interactions between multiple slender filaments but only in a qualitative way, when discussing the physics of HIs in a circular array of helical pumps. Our asymptotic theory can be easily extended to include HIs between more than two filaments, because it is based on the method of reflections. With this approach, $j$th-order corrections to the extended resistance matrix come from hydrodynamic effects that have reflected $j$ times between the filament that induces the flow and the filament that feels its effect. The only complication comes from the fact that, in a collection of $N > 2$ filaments, there is no single expansion parameter. Instead, there are $\frac{1}{2}N(N - 1)$ pairwise distances between the filaments. Hence, the order in which corrections appear in the series expansion must be considered carefully, unless the filaments are so far apart that it is sufficient to consider first-order corrections due to pairwise interactions.

There are many possible applications for the theoretical results presented in this paper, beyond the case of helical pumps discussed in Sec. IV. Our asymptotic theory can be used to investigate the collective swimming of elongated micro-organisms like the *Spirochaetes* and *Spiroplasma*, as well as some artificial microswimmers (e.g., helical micromachines actuated by an external magnetic field). Among all moving appendages in the microscopic world, the closest to being rigid are the bacterial flagellum and nodal cilia, which makes them more suitable for applications of our asymptotic theory. Although the distance between flagellar filaments within a bundle is less than their contour length, there are other situations in which bacterial flagella interact on a larger length scale, making these problems directly relevant to our asymptotic theory. Examples include the HIs between filaments at either pole of an amphitrichous bacterium or filaments belonging to different cells in a sparse bacterial carpet or swarm. Following an extension of our theory to the case of
flexible filaments, as discussed before, one could also examine the HIs between eukaryotic cilia and flagella, or between fluctuating polymeric filaments in the cytoplasm, such as actin filaments and microtubules. Another, more technical, avenue for future research will be to bridge the gap between near-field \((d \ll L)\) theories of HIs \([51]\) and the present study \((d > L)\).
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**APPENDIX A: CALCULATING THE LEADING-ORDER RESISTANCE MATRIX FROM RFT**

We calculate the leading-order resistance matrix from Eq. (30) using the resistive-force theory (RFT) representation of the force density from Eq. (56). In the body frame of the filament, i.e., relative to basis vectors \(\{e_1, e_2, e_3\}\), the local resistance tensor \(\Sigma(s)\) [defined in Eq. (56)] can be written as

\[
\begin{align*}
\Sigma_{11} &= c_\perp + (c_\parallel - c_\perp) \sin^2 \psi \sin^2(\pi N s), \\
\Sigma_{22} &= c_\perp + (c_\parallel - c_\perp) \sin^2 \psi \cos^2(\pi N s), \\
\Sigma_{33} &= c_\perp + (c_\parallel - c_\perp) \cos^2 \psi, \\
\Sigma_{12} &= -\sigma (c_\parallel - c_\perp) \sin^2 \psi \sin(\pi N s) \cos(\pi N s) = \Sigma_{21}, \\
\Sigma_{13} &= -(c_\parallel - c_\perp) \sin \psi \cos \psi \sin(\pi N s) = \Sigma_{31}, \\
\Sigma_{23} &= \sigma (c_\parallel - c_\perp) \sin \psi \cos \psi \cos(\pi N s) = \Sigma_{32},
\end{align*}
\]

where we have used the components of the tangent vector from Eq. (7).

From Eqs. (28) and (29) we write down an equivalent definition of matrix \(A\) as

\[
A_{ij} = \int_{-1}^{+1} \Sigma_{ij}(s) ds.
\]

Using the integrals in Appendix C, Eqs. (C1)–(C3), and (C12), we determine the components of matrix \(A\), which describes the force exerted by a translating filament,

\[
\begin{align*}
A_{11} &= \int_{-1}^{+1} \Sigma_{11} ds = 2c_\perp + (c_\parallel - c_\perp) \sin^2 \psi \left(1 - \frac{\sin(2\pi N)}{2\pi N}\right), \\
A_{22} &= \int_{-1}^{+1} \Sigma_{22} ds = 2c_\perp + (c_\parallel - c_\perp) \sin^2 \psi \left(1 + \frac{\sin(2\pi N)}{2\pi N}\right), \\
A_{33} &= \int_{-1}^{+1} \Sigma_{33} ds = 2(\cos^2 \psi c_\parallel + \sin^2 \psi c_\perp), \\
A_{12} &= \int_{-1}^{+1} \Sigma_{12} ds = 0 = A_{21}, \\
A_{13} &= \int_{-1}^{+1} \Sigma_{13} ds = 0 = A_{31}, \\
A_{23} &= \int_{-1}^{+1} \Sigma_{23} ds = \sigma (c_\parallel - c_\perp) \sin \psi \cos \psi \frac{2\sin(\pi N)}{\pi N} = A_{32}.
\end{align*}
\]
Similarly, from Eqs. (28) and (29) we write down an equivalent definition of matrix $B$ as

$$B_{ij} = \int_{-1}^{+1} \varepsilon_{ijk} r_k(s) \Sigma_{jl}(s) ds. \quad \text{(A14)}$$

Using the integrals from Appendix C, Eqs. (C1)–(C3), (C6), (C7), and (C12), we determine the components of matrix $B$, which describes the force exerted by a rotating filament (or, alternatively, the torque exerted by a translating filament)

$$B_{11} = \int_{-1}^{+1} r_2 \Sigma_{13} - r_3 \Sigma_{12} ds$$

$$= -\sigma R(\mathbf{c} || - \mathbf{c} \perp) \sin \psi \cos \psi \int_{-1}^{+1} \sin^2(\pi N s) ds + \sigma (\mathbf{c} || - \mathbf{c} \perp) \int_{-1}^{+1} s \sin(\pi N s) \cos(\pi N s) ds$$

$$= \sigma (\mathbf{c} || - \mathbf{c} \perp) \int_{-1}^{+1} \sin^2 \psi \cos \psi \left(-\frac{1}{\pi N} - \frac{\cos(2\pi N)}{2\pi N} + \frac{3 \sin(2\pi N)}{(2\pi N)^2}\right), \quad \text{(A15)}$$

$$B_{12} = \int_{-1}^{+1} r_3 \Sigma_{11} - r_1 \Sigma_{13} ds$$

$$= (\mathbf{c} || - \mathbf{c} \perp) \int_{-1}^{+1} \sin^2 \psi \cos \psi \left(-\frac{1}{\pi N} - \frac{\cos(2\pi N)}{2\pi N} + \frac{3 \sin(2\pi N)}{(2\pi N)^2}\right)$$

$$\times \int_{-1}^{+1} s \sin(\pi N s) \cos(\pi N s) ds = 0, \quad \text{(A16)}$$

$$B_{13} = \int_{-1}^{+1} r_1 \Sigma_{12} - r_2 \Sigma_{11} ds = -\sigma R(\mathbf{c} || - \mathbf{c} \perp) \int_{-1}^{+1} \sin^2 \psi \cos \psi ds = 0, \quad \text{(A17)}$$

$$B_{21} = \int_{-1}^{+1} r_2 \Sigma_{23} - r_3 \Sigma_{22} ds$$

$$= \int_{-1}^{+1} \cos^2(\pi N s) ds = 0, \quad \text{(A18)}$$

$$B_{22} = \int_{-1}^{+1} r_3 \Sigma_{21} - r_1 \Sigma_{23} ds$$

$$= -\sigma (\mathbf{c} || - \mathbf{c} \perp) \int_{-1}^{+1} \cos^2 \psi ds - \sigma R(\mathbf{c} || - \mathbf{c} \perp) \sin \psi \cos \psi$$

$$\times \int_{-1}^{+1} \cos^2(\pi N s) ds$$

$$= -\sigma (\mathbf{c} || - \mathbf{c} \perp) \int_{-1}^{+1} \cos^2 \psi \left(-\frac{1}{\pi N} - \frac{\cos(2\pi N)}{2\pi N} + \frac{3 \sin(2\pi N)}{(2\pi N)^2}\right), \quad \text{(A19)}$$

$$B_{23} = \int_{-1}^{+1} r_1 \Sigma_{22} - r_2 \Sigma_{21} ds$$

$$= R \mathbf{c} \perp \int_{-1}^{+1} \cos(\pi N s) ds + R(\mathbf{c} || - \mathbf{c} \perp) \int_{-1}^{+1} \sin^2 \psi \cos(\pi N s) ds$$
Note that we have used the identity

\[ R = \sin \psi / (\pi N) \]

to simplify the answers.

Finally, from Eqs. (28) and (29) we write down an equivalent definition of matrix \( D \) as

\[ D_{ij} = \int_{-1}^{+1} e_{ijk} e_{jmn} r_k(s) \Sigma_{ln}(s) r_m(s) ds. \]  

(A24)

Using the integrals from Appendix C, Eqs. (C1)–(C7) and (C10)–(C12), we determine the components of matrix \( D \), which describes the torque exerted by a rotating filament:

\[ D_{11} = \int_{-1}^{+1} (r_2^2 \Sigma_{33} + r_3^2 \Sigma_{22} - 2r_2 r_3 \Sigma_{23}) ds \]

\[ = (\cos^2 \psi c\| + \sin^2 \psi c_\perp) R^2 \int_{-1}^{+1} \sin^2(\pi N)s) ds + c_\perp \cos^2 \psi \int_{-1}^{+1} s^2 ds + (c\| - c_\perp) \sin^2 \psi \cos^2 \psi \]

\times \int_{-1}^{+1} s^2 \cos^2(\pi N)s) ds - 2(c\| - c_\perp) R \sin \psi \cos^2 \psi \int_{-1}^{+1} s \sin(\pi N)s) \cos(\pi N)s) ds \]

\[ = \frac{\sin^2 \psi}{(\pi N)^2} (\sin^2 \psi c_\perp + \cos^2 \psi c\|) + \frac{2}{3} \cos^2 \psi \left[ \left( 1 - \frac{1}{2} \sin^2 \psi \right) c_\perp + \frac{1}{2} \sin^2 \psi c\| \right] \]

\[ - \sin^2 \psi \left[ c_\perp \frac{4 \sin(2\pi N)}{(2\pi N)^3} + (c\| - c_\perp) \cos^2 \psi \left( -\frac{\sin(2\pi N)}{2\pi N} - \frac{6 \cos(2\pi N)}{(2\pi N)^2} + \frac{10 \sin(2\pi N)}{(2\pi N)^3} \right) \right], \]

(A25)
\[ D_{22} = \int_{-1}^{+1} (r_2^2 \Sigma_{33} + r_3^2 \Sigma_{11} - 2r_1r_3 \Sigma_{13}) \, ds \]

\[ = (\cos^2 \psi c_\parallel + \sin^2 \psi c_\perp) R^2 \int_{-1}^{+1} \cos^2(\pi N s) \, ds \]

\[ + c_\perp \cos^2 \psi \int_{-1}^{+1} s^2 \, ds + (c_\parallel - c_\perp) \sin^2 \psi \cos^2 \psi \int_{-1}^{+1} s^1 \sin^2(\pi N s) \, ds \]

\[ + 2(c_\parallel - c_\perp) R \sin \psi \cos^2 \psi \int_{-1}^{+1} \sin(\pi N s) \cos(\pi N s) \, ds \]

\[ = \frac{\sin^2 \psi}{(\pi N)^2} \left( \sin^2 \psi c_\perp + \cos^2 \psi c_\parallel \right) + \frac{2}{3} \cos^2 \psi \left[ \left( 1 - \frac{1}{2} \sin^2 \psi \right) c_\perp + \frac{1}{2} \sin^2 \psi c_\parallel \right] \]

\[ + \sin^2 \psi \left[ c_\perp \frac{4 \sin(2\pi N)}{(2\pi N)^2} + (c_\parallel - c_\perp) \cos^2 \psi \left( -\frac{\sin(2\pi N)}{2\pi N} - \frac{6 \cos(2\pi N)}{(2\pi N)^2} + \frac{10 \sin(2\pi N)}{(2\pi N)^3} \right) \right], \]  

(A26)

\[ D_{33} = \int_{-1}^{+1} (r_1^2 \Sigma_{22} + r_2^2 \Sigma_{11} - 2r_1r_2 \Sigma_{12}) \, ds \]

\[ = R^2 c_\perp \int_{-1}^{+1} \sin^2(\pi N s) + \cos^2(\pi N s) \, ds + R^2 (c_\parallel - c_\perp) \sin^2 \psi \]

\[ \times \int_{-1}^{+1} [\cos^4(\pi N s) + \sin^4(\pi N s) + 2 \sin^2(\pi N s) \cos^2(\pi N s)] \, ds \]

\[ = \frac{2}{(\pi N)^2} \sin^2 \psi (\cos^2 \psi c_\perp + \sin^2 \psi c_\parallel), \]  

(A27)

\[ D_{12} = D_{21} = \int_{-1}^{+1} (r_2 r_3 \Sigma_{13} + r_1 r_3 \Sigma_{23} - r_1 r_2 \Sigma_{33} - r_2^2 \Sigma_{12}) \, ds \]

\[ = -\sigma (c_\parallel - c_\perp) R \sin \psi \cos^2 \psi \int_{-1}^{+1} s \sin^2(\pi N s) \, ds \]

\[ + \sigma (c_\parallel - c_\perp) R \sin \psi \cos^2 \psi \int_{-1}^{+1} s \cos^2(\pi N s) \, ds \]

\[ - \sigma (\cos^2 \psi c_\perp + \sin^2 \psi c_\parallel) R^2 \int_{-1}^{+1} \sin(\pi N s) \cos(\pi N s) \, ds \]

\[ + \sigma (c_\parallel - c_\perp) \sin^2 \psi \cos^2 \psi \int_{-1}^{+1} s^2 \sin(\pi N s) \cos(\pi N s) \, ds = 0, \]  

(A28)

\[ D_{13} = D_{31} = \int_{-1}^{+1} (r_2 r_3 \Sigma_{12} + r_1 r_2 \Sigma_{23} - r_1 r_3 \Sigma_{22} - r_3^2 \Sigma_{13}) \, ds \]

\[ = -(c_\parallel - c_\perp) R \sin^2 \psi \cos \psi \int_{-1}^{+1} s \sin^2(\pi N s) \cos(\pi N s) \, ds \]

\[ + (c_\parallel - c_\perp) R^2 \sin \psi \cos \psi \int_{-1}^{+1} \sin(\pi N s) \cos^2(\pi N s) \, ds \]
\[ -c_R R \cos \psi \int_{-1}^{1} s \cos(\pi N s) ds - (c_{\parallel} - c_{\perp}) R \sin^2 \psi \cos \psi \times \int_{-1}^{1} s \cos^3(\pi N s) ds + (c_{\parallel} - c_{\perp}) R^2 \sin \psi \cos \psi \int_{-1}^{1} \sin^3(\pi N s) ds = 0, \quad (A29) \]

\[ D_{23} = D_{32} = \int_{-1}^{1} (r_1 r_3 \Sigma_{12} + r_1 r_2 \Sigma_{13} - r_2 r_3 \Sigma_{11} - r_1^2 \Sigma_{23}) ds. \]

\[ = -\sigma (c_{\parallel} - c_{\perp}) R \sin^2 \psi \cos \psi \int_{-1}^{1} s \sin(\pi N s) \cos^2(\pi N s) ds \]

\[ - \sigma (c_{\parallel} - c_{\perp}) R^2 \sin \psi \cos \psi \int_{-1}^{1} \sin^2(\pi N s) \cos(\pi N s) ds \]

\[ - \sigma c_R R \cos \psi \int_{-1}^{1} s \sin(\pi N s) ds - \sigma (c_{\parallel} - c_{\perp}) R \sin^2 \psi \cos \psi \times \int_{-1}^{1} s \sin^3(\pi N s) ds - \sigma (c_{\parallel} - c_{\perp}) R^2 \sin \psi \cos \psi \int_{-1}^{1} \cos^3(\pi N s) ds \]

\[ = -\frac{\sin(2\psi)}{(\pi N)^2} \left[ \{\cos(2\psi) c_{\perp} + [1 - \cos(2\psi)] c_{\parallel}\} \right. \]

\[ \times \frac{\sin(\pi N)}{\pi N} - (\cos^2 \psi c_{\perp} + \sin^2 \psi c_{\parallel}) \cos(\pi N). \quad (A30) \]

**APPENDIX B: CALCULATING FORCE MOMENTS FROM RFT**

In this Appendix we use RFT to calculate analytical expressions for the vector of force moments \( m_0 \) defined in Eqs. (45) and (53). In the body frame of a filament with centerline \( r(s) \) and local resistance tensor \( \Sigma(s) \), we have

\[
(m_0)_j = (-2\delta_{k1} \delta_{l1} + \delta_{k2} \delta_{l2} + \delta_{k3} \delta_{l3}) \int_{-1}^{1} r_l(s) \Sigma_{kj}(s) ds \quad (j = 1, 2, 3), \quad (B1)
\]

\[
(m_0)_j = (-2\delta_{k1} \delta_{l1} + \delta_{k2} \delta_{l2} + \delta_{k3} \delta_{l3}) \int_{-1}^{1} r_l(s) \Sigma_{km}(s) \delta_{j3} - 3 \Sigma_{31} ds \quad (j = 4, 5, 6). \quad (B2)
\]

The first component is

\[
(m_0)_1 = \int_{-1}^{1} -2r_1 \Sigma_{11} + r_2 \Sigma_{21} + r_3 \Sigma_{31} ds. \quad (B3)
\]

Substituting the components of \( r(s) \) from Eq. (6) and the values of \( \Sigma(s) \) from Eqs. (A1)–(A6), we find that

\[
(m_0)_1 = -2Rc_{\perp} \int_{-1}^{1} \cos(\pi N s) ds - 3R(c_{\parallel} - c_{\perp}) \sin^2 \psi \int_{-1}^{1} \cos(\pi N s) \sin^2(\pi N s) ds
\]

\[- (c_{\parallel} - c_{\perp}) \sin \psi \cos^2 \psi \int_{-1}^{1} s \sin(\pi N s) ds. \quad (B4)
\]
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Using the integrals in Appendix C, Eqs. (C1), (C4), and (C6), we determine that
\[
(m_0)_1 = -2Rc_\perp \frac{2 \sin(\pi N)}{\pi N} - 3R(c_\parallel - c_\perp) \sin^2 \psi \frac{2 \sin^3(\pi N)}{3\pi N} - (c_\parallel - c_\perp) \sin \psi \cos^2 \psi \left( - \frac{2 \cos(\pi N)}{\pi N} + \frac{2 \sin(\pi N)}{(\pi N)^2} \right). \tag{B5}
\]
Finally, with the substitution \( R = \sin \psi / \pi N \) and notation \((m_0)_1 = M_1\), we get
\[
M_1 = 2c_\perp \sin \psi \left[ \cos^2 \psi \left( - \frac{\cos(\pi N)}{\pi N} + \frac{\sin(\pi N)}{(\pi N)^2} \right) + \sin^2 \psi \frac{\sin^3(\pi N)}{(\pi N)^2} - \frac{2 \sin(\pi N)}{(\pi N)^2} \right] - 2c_\parallel \sin \psi \left[ \cos^2 \psi \left( - \frac{\cos(\pi N)}{\pi N} + \frac{\sin(\pi N)}{(\pi N)^2} \right) + \sin^2 \psi \frac{\sin^3(\pi N)}{(\pi N)^2} \right]. \tag{B6}
\]
The next two components are zero,
\[
(m_0)_2 = \int_{-1}^{+1} -2r_1 \Sigma_{12} + r_2 \Sigma_{22} + r_3 \Sigma_{32} ds = 0, \tag{B7}
\]
\[
(m_0)_3 = \int_{-1}^{+1} -2r_1 \Sigma_{13} + r_2 \Sigma_{23} + r_3 \Sigma_{33} ds = 0, \tag{B8}
\]
because each term in the integrals is an odd function of \( s \).

The fourth component is
\[
(m_0)_4 = \int_{-1}^{+1} -2r_1 (\Sigma_{13} r_2 - \Sigma_{12} r_3) + r_2 (\Sigma_{23} r_2 - \Sigma_{22} r_3) + r_3 (\Sigma_{33} r_2 - \Sigma_{32} r_3) ds. \tag{B9}
\]
We will group terms according to their \( s \) dependence as
\[
(m_0)_4 = \int_{-1}^{+1} (-2r_1 r_2 \Sigma_{13} + r_2^2 \Sigma_{23}) ds + \int_{-1}^{+1} [2r_1 r_3 \Sigma_{12} + r_2 r_3 (\Sigma_{33} - \Sigma_{22})] ds - \int_{-1}^{+1} r_3^2 \Sigma_{23} ds. \tag{B10}
\]
After substituting the components of \( \mathbf{r}(s) \) from Eq. (6) and the values of \( \Sigma(s) \) from Eqs. (A1)–(A6), this becomes
\[
(m_0)_4 = \sigma (c_\parallel - c_\perp) \left[ 3R^2 \sin \psi \cos \psi \int_{-1}^{+1} \cos(\pi N s) \sin^2(\pi N s) ds 
+ R \cos^3 \psi \int_{-1}^{+1} s \sin(\pi N s) ds - 3R \sin^2 \psi \cos \psi \int_{-1}^{+1} s \sin(\pi N s) \cos(\pi N s) ds 
- \sin \psi \cos^3 \psi \int_{-1}^{+1} s^2 \cos(\pi N s) ds \right]. \tag{B11}
\]
Using the integrals in Appendix C, Eqs. (C4), (C6), (C8), and (C9), we determine that
\[
(m_0)_4 = \sigma (c_\parallel - c_\perp) \left[ 3R^2 \sin \psi \cos \psi \frac{2 \sin^3(\pi N)}{3\pi N} + R \cos^3 \psi \left( - \frac{2 \cos(\pi N)}{\pi N} + \frac{2 \sin(\pi N)}{(\pi N)^2} \right) 
- 3R \sin^2 \psi \cos \psi \left( - \frac{2 \cos^3(\pi N)}{3\pi N} + \frac{2 \sin(\pi N)}{3(\pi N)^2} - \frac{2 \sin^3(\pi N)}{9(\pi N)^2} \right) 
- \sin \psi \cos^3 \psi \left( \frac{2 \sin(\pi N)}{\pi N} + \frac{4 \cos(\pi N)}{(\pi N)^2} - \frac{4 \sin(\pi N)}{(\pi N)^3} \right) \right]. \tag{B12}
\]
Finally, with the substitution $R = \sin \psi / \pi N$ and notation $(m_0)_4 = \mathcal{M}_4$, we get
\[
\mathcal{M}_4 = \sigma(c|| - c_\perp) \sin(2\psi) \left[ \cos^2 \psi \left( -\frac{\sin(\pi N)}{\pi N} - \frac{3 \cos(\pi N)}{(\pi N)^2} + \frac{3 \sin(\pi N)}{(\pi N)^3} \right) 
+ \sin^2 \psi \left( \frac{\cos^3(\pi N)}{(\pi N)^2} + \frac{4 \sin^3(\pi N)}{3(\pi N)^3} \right) \right].
\]

(B13)

The next two components are also zero:
\[
(m_0)_5 = \int_{-1}^{+1} -2r_1(\Sigma_{11}r_3 - \Sigma_{13}r_1) + r_2(\Sigma_{21}r_3 - \Sigma_{23}r_1) + r_3(\Sigma_{31}r_3 - \Sigma_{33}r_1) ds = 0,
\]

(B14)
\[
(m_0)_6 = \int_{-1}^{+1} -2r_1(\Sigma_{12}r_1 - \Sigma_{11}r_2) + r_2(\Sigma_{22}r_1 - \Sigma_{21}r_2) + r_3(\Sigma_{32}r_1 - \Sigma_{31}r_2) ds = 0,
\]

(B15)
because each term in the integrals is an odd function of $s$.

### APPENDIX C: USEFUL INTEGRALS

We provide some useful integrals for the RFT calculations in Appendices A and B:

\[
\int_{-1}^{+1} \cos(\pi N) ds = \frac{2 \sin(\pi N)}{\pi N}, \]  

(C1)

\[
\int_{-1}^{+1} \sin^2(\pi N) ds = 1 - \frac{\sin(2\pi N)}{2\pi N}, \]  

(C2)

\[
\int_{-1}^{+1} \cos^2(\pi N) ds = 1 + \frac{2 \sin(\pi N)}{\pi N}, \]  

(C3)

\[
\int_{-1}^{+1} \sin^2(\pi N) \cos(\pi N) ds = \frac{2 \sin^3(\pi N)}{3\pi N}, \]  

(C4)

\[
\int_{-1}^{+1} \cos^3(\pi N) ds = \frac{2 \sin(\pi N)}{\pi N} - \frac{2 \sin^3(\pi N)}{3\pi N}, \]  

(C5)

\[
\int_{-1}^{+1} s \sin(\pi N) ds = -\frac{2 \cos(\pi N)}{\pi N} + \frac{2 \sin(\pi N)}{(\pi N)^2}, \]  

(C6)

\[
\int_{-1}^{+1} s \sin(\pi N) \cos(\pi N) ds = -\frac{\cos(2\pi N)}{2\pi N} + \frac{\sin(2\pi N)}{(2\pi N)^2}, \]  

(C7)

\[
\int_{-1}^{+1} s \sin(\pi N) \cos^2(\pi N) ds = -\frac{2 \cos^3(\pi N)}{3\pi N} + \frac{2 \sin(\pi N)}{3(\pi N)^2} - \frac{2 \sin^3(\pi N)}{9(\pi N)^2}, \]  

(C8)

\[
\int_{-1}^{+1} s^2 \cos(\pi N) ds = \frac{2 \sin(\pi N)}{\pi N} \frac{4 \cos(\pi N)}{(\pi N)^2} - \frac{4 \sin(\pi N)}{(\pi N)^3}, \]  

(C9)

\[
\int_{-1}^{+1} s^2 \sin^2(\pi N) ds = \frac{1}{3} \left[ \frac{\sin(2\pi N)}{2\pi N} + \frac{2 \cos(2\pi N)}{(2\pi N)^2} - \frac{2 \sin(2\pi N)}{(2\pi N)^3} \right], \]  

(C10)

\[
\int_{-1}^{+1} s^2 \cos^2(\pi N) ds = \frac{1}{3} \left[ \frac{\sin(2\pi N)}{2\pi N} + \frac{2 \cos(2\pi N)}{(2\pi N)^2} - \frac{2 \sin(2\pi N)}{(2\pi N)^3} \right]. \]  

(C11)

In addition to these, we point out that
\[
\int_{-1}^{+1} s^j \sin^k(\pi N) \cos^l(\pi N) ds = 0,\]  

(C12)
for any non-negative integer powers $j, k, l$ so long as $j + k \equiv 1 \pmod{2}$, because the integrand is an odd function of $s$.

**APPENDIX D: VALIDATION OF COMPUTATIONAL METHOD**

In order to validate our implementation of slender-body theory (SBT), we carry out four different tests. For the implementation of single-filament dynamics (i.e., standard SBT), we verify our computations against classical results for prolate spheroids (Fig. 11), semicircular arcs (Fig. 12), and helices (Fig. 13). In all three cases, our implementation of SBT is in excellent agreement with results published in the literature. To test cross-filament interactions, we compare the hydrodynamic resistance of two helical filaments placed head-to-head and that of a single helical filament with twice the length (Fig. 14). The relative error between the two setups decays with decreasing distance between the two half-filaments, thus validating our implementation of cross-filament HIs as well.

To determine the appropriate level of truncation in our spectral method implementation of SBT, we perform self-convergence tests for a single helical filament. In Fig. 15 we vary the number of Legendre polynomial modes from 10 to 20, and we compare the resistance matrix at a given number of modes, $N_{\text{Legendre}}$, with the most refined numerical solution available, i.e., $N_{\text{Legendre}} = 20$. The results of the self-convergence test for a helix with four helical turns suggest that a truncation level of $N_{\text{Legendre}} = 15$ is sufficient to obtain 99% accuracy. Unless otherwise stated, this is the level of truncation used for the simulations presented in this paper.

FIG. 11. Tests for a prolate spheroid. Verifying our implementation of SBT against the exact solution for spheroids [69]. In our implementation of SBT, we truncate the numerical solution to $N_{\text{Legendre}} = 5$ Legendre polynomial modes.
FIG. 12. Tests for a semicircular filament. (a) Verifying our implementation of SBT (red circles) against Johnson’s asymptotic solution (solid line) from Eq. (36) in Ref. [59]. The quantity being plotted is the vertical component of the force density exerted by a horizontal semicircular filament, with slenderness $\epsilon = 0.1$, translating vertically as shown in the inset. (b) Verifying our implementation of SBT (red circles) against Johnson’s SBT computations (solid line) and two asymptotic solutions (dashed lines) by Cox [57] and Johnson [59]. The quantity being plotted is the drag force per unit length on a semicircular filament, with slenderness $\epsilon = 0.1$, translating along its axis of symmetry as shown in the inset. For both (a) and (b), we use a truncation of $N_{\text{Legendre}} = 10$ in our implementation of SBT. In (b), our results are overlaid onto Fig. 4 from Ref. [59]. Image reused with permission from the publisher. Copyright 1980 Cambridge University Press.

FIG. 13. Tests for a helical filament. Verifying our implementation of SBT (red circles) against Lighthill’s exact solution for infinite helices (dashed line) [58] and Johnson’s SBT (solid line) [59]. The three data series represent the tangential ($f_s$), normal ($f_n$), and binormal ($f_b$) components of the force density along a helix (with a prolate spheroidal cross section) that is translating and rotating about its axis of symmetry such that the net force along the axis is zero. Helix parameters: (a) five helical turns, $\epsilon = 0.0021$, $\psi = 1.0039$ rad; (b) one helical turn, $\epsilon = 0.0107$, $\psi = 1.0039$ rad. In our implementation of SBT, we truncate the solution to $N_{\text{Legendre}} = 25$ Legendre polynomial modes. Our results are overlaid onto Fig. 6 from Ref. [59]. Image reused with permission from the publisher. Copyright 1980 Cambridge University Press.
FIG. 14. Tests for cross-filament HIs. We compare the hydrodynamic resistance of two interacting helical filaments, having two helical turns each and placed head-to-head (H2H), with that of one helical filament that has four helical turns (ONE). In the limit $\delta \to 0$, the two problems are identical. We plot (on a log-linear scale) the relative errors in the coefficients of the resistance matrix $A_{33} = F_z/U_z$ (blue circles), $B_{33} = F_z/\Omega_z$ (purple rightward triangles), $A_{11} = F_x/U_x$ (yellow upward triangles), and $D_{33} = T_z/\Omega_z$ (orange squares). The relative error is defined as $|1 - \text{H2H}/\text{ONE}|$ and decays with decreasing separation $\delta$, thus validating our implementation of cross-filament HIs. Helix parameters: $\psi = 0.5043$ rad, $\epsilon = 0.0024$ (for $N = 4$ helical turns) and $\epsilon = 0.0048$ (for $N = 2$ helical turns).

FIG. 15. Self-convergence test for a single helical filament. The percentage errors in $A_{33} = F_z/U_z$ (blue circles), $B_{33} = F_z/\Omega_z$ (purple rightward triangles), $A_{11} = F_x/U_x$ (yellow upward triangles), and $D_{33} = T_z/\Omega_z$ (orange squares) are calculated at each number of Legendre modes relative to the most accurate numerical solution available, in this case $N_{\text{Legendre}} = 20$. Helix parameters: $\psi = 0.5043$ rad, $\epsilon = 0.0038$, $N = 4$ helical turns.
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