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Abstract: Open radio access network (O-RAN) is one of the promising candidates for fulfilling flexible and cost-effective goals by considering openness and intelligence in its architecture. In the O-RAN architecture, a central unit (O-CU) and a distributed unit (O-DU) are virtualized and executed on processing pools of general-purpose processors that can be placed at different locations. Therefore, it is challenging to choose a proper location for executing network functions (NFs) over these entities by considering propagation delay and computational capacity. In this paper, we propose a Soft Actor–Critic Energy-Aware Dynamic DU Selection algorithm (SA2C-EADDUS) by integrating two nested actor–critic agents in the O-RAN architecture. In addition, we formulate an optimization model that minimizes delay and energy consumption. Then, we solve that problem with an MILP solver and use that solution as a lower bound comparison for our SA2C-EADDUS algorithm. Moreover, we compare that algorithm with recent works, including RL- and DRL-based resource allocation algorithms and a heuristic method. We show that by collaborating A2C agents in different layers and by dynamic relocation of NFs, based on service requirements, our schemes improve the energy efficiency by 50% with respect to other schemes. Moreover, we reduce the mean delay by a significant amount with our novel SA2C-EADDUS approach.
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1. Introduction

The next generation wireless networks include a fundamental transformation which is the next generation radio access networks (NG-RAN) [1]. The NG-RAN protocol stack can be split into eight different disaggregated options which are combined within three network units: radio unit (RU), distributed unit (DU), and centralized unit (CU). Furthermore, unlike the traditional RAN, NG-RAN functions can be virtualized on top of general-purpose hardware. In Open RAN (O-RAN), the concept of virtualized RAN (vRAN) and the disaggregation of network units reaches its full interoperability by using open interfaces among multiple vendors [2,3]. However, the placement of the virtual network functions can be challenging due to multiple constraints, such as routing path, RAN protocol splits, bandwidth limitations, maximum latency tolerance requirements, heterogeneous computational resources, and so on. The main objective of this work is to develop an RL-based network function placement scheme in a way that the energy consumption is minimized while the expected quality of service (QoS) for that network function is satisfied. In this work, resource block (RB) scheduling is considered as a network function (NF). The proposed scheme dynamically relocates this NF among DUs based on their location and processing power by targeting minimum energy consumption and satisfying the QoS requirements of users.

The idea of disaggregation in O-RAN is allowing RAN functions to be placed at different computing devices in a distributed manner [4]. Therefore, it is vital to identify...
how this disaggregation can be executed and what metrics need to be satisfied to run these disaggregated components correctly. By considering the concept of function splits in O-RAN, the requirements for network functions such as minimum bit rate and the maximum latency for communication among O-RAN components (RU, DU, and CU) need to be satisfied. This work is developed based on the O-RAN architecture and split option 7.2 where the functional split is between RU and DU [1,5].

Since the amount of energy consumption in DUs is proportional to the time they are active, i.e., processing tasks, mobile network operators (MNO) are seeking an intelligent assignment model where RUs use minimum required resources at DUs, while QoS requirements such as packet delivery ratio and latency are satisfied [6]. Note that a part of DU energy consumption is fixed due to the cooling system, idle power, etc. Therefore, reducing the active time of DUs can decrease the overall energy consumption in the network. This can be achieved by optimizing load distribution among DUs with respect to their processing power and their location and setting redundant DUs to sleep mode. The main focus of this paper is to highlight the effect of deploying an AI-enabled network function relocation in a dynamic environment on energy consumption and network performance. To this end, we examined our model by considering resource block scheduling as a network function and applied our AI-based framework on it. We evaluate this model by generating User Datagram Protocol (UDP) and Transmission Control Protocol (TCP) packets (video and ITS) with different delay budgets and QoS requirements.

In this paper, we propose an RL-based resource block allocation in 5G and DU selection in O-RAN architecture. In the proposed model, we employed energy awareness as a key performance indicator and provide a multi-agent actor–critic (A2C) method as the primary novelty of this study. In this work, we employed two agents; one is responsible for allocating RB to UEs by considering the type and priority of packets, while the other agent is integrated for reducing the energy consumption by considering processing power, capacity, and propagation delay among DUs in the network. Furthermore, performance evaluation includes a mixed-integer linear programming (MILP) solver comparison to determine the gap between this novel approach and the lower bound of that multi-objective minimization problem. Thus, we demonstrate the feasibility of this advanced machine learning implementation in a disaggregated RAN scheme.

In our prior work [7], we developed an A2C-based algorithm for invoking NFs at the CU or DU by considering traffic requirements. This work extends [7] by considering the propagation delay between O-RAN components and the energy consumption, and in addition, we consider DUs with different processing capacities. The proposed model is examined for a different number of UEs, and it is compared with a heuristic model developed in our previous works and two other recent works. Our results show that the proposed model can reduce energy consumption by 50% with respect to models where network functions are executed locally under the given settings. Apart from energy conservation, the proposed model can reduce the overall mean delay for an intelligent transport system (ITS) and video traffic down to 7 ms and 12 ms, respectively. In contrast, the packet delivery ratio for ITS and video traffics will be increased up to 80% and 30%, respectively.

The rest of this paper is organized as follows: In Section 2, we discuss the recent works in this area. In Section 3, we formulate the problem and propose an MILP solution. The A2C-based algorithm is comprehensively explained in Section 4. In Section 5, the proposed scheme is compared with four baseline algorithms, and in Section 6, we conclude the paper.

2. Related Work

Energy-efficiency algorithms for traditional RANs have been comprehensively presented in [8]. Most of the works covered in [8] are based on on-off techniques for BSs. Some of these models rely on traffic prediction to estimate low traffic intervals, while others use cell zooming techniques to expand the BSs’ coverage with respect to their neighbors [9–11]. These studies consider RAN equipment as a monolithic equipment.
Energy efficiency is also considered in centralized RAN (C-RAN), where just the radio unit of BSs is disaggregated at remote radio heads (RRHs), and the rest is implemented at the baseband unit (BBU). For instance, in [12], BBU placement across physical machines in a cloud site is formulated as a bin-packing problem, and the authors tackle this problem by proposing a heuristic algorithm. Additionally, in [13,14], the authors improve the work in [12] by proposing a BBUs virtualization technique with a linear computational complexity order that reduces the power consumption in the network. Furthermore, in [15], the authors show how traffic forecasting at each BS can be used in dynamically switching (on/off) RRHs. Moreover, ref. [16] shows an end-to-end energy-efficient model by activating and placing virtual network functions (VNFs) on physical machines and distributing the traffic among them.

The aforementioned C-RAN scenarios mainly reflect the fixed functional split, and they require high fronthaul bitrate and consequently incur high deployment cost. To this end, the impact of the flexible function split is examined in several recent studies [17]. For instance, in [18], savings in power and computational resources with respect to different function splits are analytically modeled. In [19], the authors aim to optimize the energy efficiency and the midhaul bandwidth in C-RAN.

Different from these works, in this paper we evaluate the energy consumption for dynamic NF migration among edge clouds, i.e., not only CU allocation as in C-RAN but also DU allocation in O-RAN is considered. Finally, refs. [20,21] show that the migration of NFs has a non-negligible impact on energy consumption, which has not been addressed in previous works. Since we aim to address the placement of resource allocation function using machine learning, it is important to give a brief overview on the existing studies on RL-based resource allocation [22]. For instance, an RL-based resource block allocation technique is employed in a vehicle-to-vehicle network in [23].

In [24], an RL-based algorithm is proposed for optimizing the energy consumption and cost in a disaggregated RAN. Moreover, in [25], the authors develop an RL-based user-beam association and resource allocation scheme using transfer reinforcement learning. In [26], a deep RL-based resource block allocation is introduced in which RBs are allocated in a way that the mean delay is reduced. Another Deep RL approach is proposed in [27] to solve a two-tier resource allocation problem in a standalone base station. In our previous work [28], we developed an RL-based NF to schedule URLLC and eMBB packets with respect to the delay budget and channel conditions of UEs in the network. We also developed an RL-based algorithm for invoking NFs at the CU or DU by considering traffic requirements [7]. However, unlike [7], in this paper we develop a comprehensive scheme that considers the propagation delay between O-RAN components and the energy consumption, and in addition we consider DUs with different processing capacities. Furthermore, in [29], we introduced an optimization-based solution for the DU selection problem under delay constraints. This paper extends [29] by modeling the problem as a multi-objective minimization problem for jointly addressing energy-efficiency and delay.

Unlike previous works, in this paper we develop an actor–critic based DU selection scheme for a RAN with disaggregated layers (such as O-RAN) to dynamically relocate network functions among available DUs (edge servers) by considering their processing power and propagation delay in a way that the overall energy consumption in the network is reduced, while packet delivery ratio and delay budget of user traffic are satisfied.

3. System Model

Figure 1 shows the overall architecture that is structured as a time-interval-based model. In each time interval \( t \in T \), \( I \) numbers of user equipment (UEs, \( i \in I \)) request demands which are defined as a tuple \( \langle i, t \rangle \). These demands may belong to one of two \( (K = 2) \) different types of traffic \( (k \in K) \), such as video and ITS. These traffic types have different demand sizes \( U_{\langle i, t \rangle k} \) and delay budgets \( \Delta_{\langle i, t \rangle k} \). On the infrastructure side, we consider \( L \) low processing power DUs \( \text{DU}^{LP}, l \in L \) that service these UEs. These DUs can
house network protocols from the lowest level to the packet data convergence protocol [30]. Moreover, each one has a dedicated RU to perform lower layer RF functions.

Figure 1. The overall architecture of the proposed model. Agents are located at DUs and interact with the DU selection algorithm by sending some feedback during each time interval (the red arrow). Then the DU selection scheme informs agents (the green arrow) regarding the location of NF during the next time interval based on the types of packets (URLLC or eMBB), available processing capacity, scheduling delay, and propagation delay among DUs to minimize the overall energy consumption in the network.

Moreover, in our architecture, DUs have an option to migrate NFs to a DU with higher processing power (\(DU^{HP}\)). This migration option has two essential benefits in our system. First, we can switch off the digital units in the local DUs and save energy. Second, aggregation of NFs from multiple DUs in a common \(DU^{HP}\) allows the resource allocation function to observe multiple RB maps in the same DU and mitigate inter-cell interference. This can lead to a lower scheduling delay and reduce the number of retransmissions in the network. However, it should be noted that \(DU^{HP}\) has a limited processing capacity (\(\xi\)), and due to its location, migrating NFs to it may face higher propagation delay (\(D_{Pl}\)) with respect to other DUs, which can negatively affect packets with a lower latency delay budget. The details of the notations are given in Notations.

3.1. Energy Consumption and Delay Models

Equation (1) calculates the energy consumption in \(DU^{LP}\) \(l\) in time interval \(t'\). That value equals zero when NFs are migrated to \(DU^{HP}\) in this time interval (\(b_{lt'} = 1\)) (Note that a DU may need to consume energy for other reasons in that time interval. However, these energy consumptions do not change with the decision variables; thus, we do not include them in the energy consumption model. Meanwhile, they can be easily added as constant energy consumption.). The equation provides that case by the rightmost multiplicand \((1 - b_{lt'})\). Processing NFs has two energy consumption terms; the first one is the fixed energy consumption \((E_{F}^{l})\), which does not change by the activity of the processing unit in this DU. The second one is the dynamic energy consumption which is considered when the processing unit is active for user traffic demand. Thus, it depends on the processing unit energy consumption per RB \((E_{D}^{l})\) and the DU utilization that is calculated by the number of allocated RBs \(r\) in the time interval \(t'\). Here \(a_{(i,t)lt'}\) equals one if the traffic demand \((i,t)\)
is processed in RB \( r \) in the time interval \( t' \). Lastly, Equation (2) calculates the total energy consumption in DUs.

\[
E_{lt'} = \left( E_{lt}^f + E_{lt}^b \right) \sum_{(i,j) \in (I, T) \cap t' \in T} a_{(i,j), t'} \times (1 - b_{lt'})
\]

(1)

\[
E_{TOT} = \sum_{t' \in T} \left( E_{lt'}^{HP} + \sum_{l \in L} E_{lt'} \right)
\]

(2)

The delay of each traffic demand \( (i, t) \) is the summation of two terms in which the first one is the scheduling delay \( (\delta^S_{(i,t)}) \), and the second one is the propagation delay \( (\delta^P_{(i,t)}) \). Equation (3) calculates the scheduling delay in which \( y_{(i,t)} \) is a binary decision variable equaling ‘1’, if the traffic demand \( (i, t) \) scheduled/assigned to process in an RB in time interval \( t' \). However, for a large traffic demand, RBs in a single time interval may not be enough to finish that demand; thus, multiple time intervals might be assigned to demand \( (i, t) \). For that reason, we find the most recent assigned time interval \( \max_{t' \in T} (y_{(i,t)} * t') \) for that demand \( (i, t) \). Then, we subtract the demand time interval \( t \) from that value to find the number of time intervals waited for that demand \( (i, t) \). Finally, we multiply that value with the length of transmission time interval (TTI) to find the scheduling delay.

\[
\delta^S_{(i,t)} = \left( \max_{t' \in T} (y_{(i,t)} * t') - t \right) \times TTI
\]

(3)

Equation (4) defines the propagation delay for demand \( (i, t) \). As explained, a user demand may be scheduled for more than one time interval \( (y_{(i,t)} > 1) \). Some of these time intervals may belong to the times that NFs processed in \( DU_{LP} \) \( (b_{M(i, l')} = 0) \) \( (M(i) \) is a given value that maps the user \( i \) with its \( DU_{LP} \), \( l = M(i) \)). In those time intervals, propagation delay equals zero due to negligible distance between UEs and \( DU_{LP} \). On the other hand, in some intervals, NFs may be processed in \( DU_{HP} \) \( (b_{M(i, l')} = 1) \). To calculate the number of time intervals in the latter case, we first multiply the scheduled time intervals with the NF migration decision variable \( (y_{(i,t)} * b_{M(i, l')}) \). That value will equal one if and only if NFs are migrated to \( DU_{HP} \) in time interval \( t' \). Second, we divide that value by the total time intervals needed to process that demand \( \sum_{t' \in T} y_{(i,t)} \). That value gives us the percentage of time we process that demand in \( DU_{HP} \). Finally, we multiply that value with the propagation delay between \( DU_{LP} \) and \( DU_{HP} \) \( (D_{M(i)}) \) to find the total propagation delay to finish that user demand.

\[
\delta^P_{(i,t)} = \frac{D_{M(i)}}{\sum_{t' \in T} y_{(i,t)}} \sum_{t' \in T} y_{(i,t)} * b_{M(i, l')}
\]

(4)

\[
\delta^M_{(i,k)} = \frac{\sum_{(i,t) \in (I, T) \cap k} \delta^S_{(i,t)} + \delta^P_{(i,t)}}{\sum_{(i,t) \in (I, T) \cap k}}
\]

(5)

3.2. System Constraints

Equation (6) guarantees that each UE gets its service demand from the system. Equation (7) prevents the allocation of the same RB \( (r') \) to multiple user traffic demands.
\((i, t)\). Equation (8) correlates the \(y_{(i,t)'}\) decision variable with \(a_{(i,t)'}\), indicating that at least one resource block \(r \in R\) in time interval \(t'\) is allocated to the user demand \((i, t)\). Thus, we can simplify our delay calculation by using \(y_{(i,t)'}\) instead of a more complex decision variable \(a_{(i,t)'}\). Equation (9) generates the user traffic indicator \(u_{(i,t)k}\) from demand size \(U_{(i,t)k}\). A UE may demand only one type of traffic in a specific time interval which Equation (10) ensures. In addition, the total number of \(DU^L_P\) that can migrate their NFs to \(DU^{HP}\) is limited by \(\xi\) in Equation (11). Lastly, the delay of each demand is limited by \(\Delta_{(i,t)k}\) according to their traffic type \(k\) in Equation (12).

\[
\sum_{i=1}^T \sum_{r \in R} S_{ir} \cdot a_{(i,t)'} \geq \sum_{k \in K} (U_{(i,t)k} \cdot u_{(i,t)k}), \quad \forall (i,t) \in (I, T) \tag{6}
\]

\[
\sum_{(i,t) \in (I,T)} a_{(i,t)'} \leq 1, \quad \forall l \in L, \forall r \in R, \forall t' \in T \tag{7}
\]

\[
\sum_{r \in R} a_{(i,t)'} \leq \sum_{(i,t) \in (I,T)} y_{(i,t)'} \geq 0, \quad \forall (i,t) \in (I,T), \forall t' \in T \tag{8}
\]

\[
\sum_{k \in K} u_{(i,t)k} \geq 0, \quad \forall (i,t) \in (I,T), \forall k \in K \tag{9}
\]

\[
\sum_{k \in K} b_{lt} \leq \xi, \quad \forall t \in T \tag{10}
\]

\[
\delta^S_{(i,t)} + \delta^P_{(i,t)} \leq \sum_{k \in K} u_{(i,t)k} \cdot \Delta_{(i,t)k}, \quad \forall (i,t) \in (I,T) \tag{12}
\]

### 3.3. Problem Definition

We have a multi-objective minimization (P1) problem in which we aim for a balance between the energy consumption in DUs and the mean delay with the objective function (Equation (13)). \(W\) is a weighting factor between these key performance indicators (KPIs) in this equation, and \(\Omega\) is a scaling factor to normalize the ranges.

\[\text{(P1) Minimize: } W \cdot E_{TOT}^1 + \Omega \cdot (1 - W) \cdot \delta^M \tag{13}\]

Subject to: Equations (6)–(12)

Let us consider a special case of the problem (P1) in which the propagation delay, \(D_P\), between any \(DU^L_P\) and \(DU^{HP}\) is remarkably huge and makes the network choose only \(DU^L_P\) for NFs. Thus, P1 reduces to an RB allocation problem, which is proved as an NP-hard problem by Yu et al. [31]. Therefore, we propose an actor–critic solution for this problem which is explained in the next section.

### 4. Actor–Critic Solution

#### 4.1. RL Model

In this work, we employ two nested A2C agents which are developed based on O-RAN architecture. While one agent is responsible for scheduling resource blocks during each time interval, the other is designed to dynamically choose a proper DU for executing the scheduler agent by considering energy consumption, processing power, scheduling, and propagation delay with respect to each DU’s traffic load and location. Processing resource block allocation decisions of multiple RUs on a single DU (\(DU^{HP}\)) can expand the observation level of decision agents, which can lead to applying more accurate actions. More precisely, when an A2C-based scheduler agent can access other RUs’ resource block map, subcarriers can be allocated to edge UEs in a way that the inter-cell interference among RUs are minimized as shown in [28]. The goal of the proposed actor–critic agent is improving the performance of the A2C-based scheduler and reducing the overall energy
consumption by dynamically selecting DUs by considering their processing power and propagation delay in the network.

Since, in the O-RAN architecture, intelligence is integrated at multiple layers of O-RAN, it is natural to split the intelligence into different layers to take advantage of higher processing power or to be able to apply real-time actions for delay-sensitive applications. Accordingly, each O-RAN component should abide by a specific delay bound based on the tolerable delay within its control loop. To this end, in this work, we deploy the DU selection agent at CU to access a higher perspective with respect to DUs, accessing higher processing power to optimize the more complex problem and its higher tolerable delay bound (10 ms to 1 s) which provides adequate time for processing the model. Additionally, the RL-based scheduler agents are located at DUs to schedule UEs close to real-time time intervals (less than 10 ms) [32]. The tolerable delay bound at each layer closely depends on the midhaul/fronthaul bandwidth and the range. In this work, this delay is assumed as the AI feedback’s round trip time (RTT), and as shown in Figure 2, it includes processing, propagation, and switching delay over the XHaul. As it is discussed in [33], the maximum tolerable delay for an XHaul with a 3 Gbps bandwidth and 400 km range is at most 10 ms; therefore, in the system model, we considered the propagation delay in this range (2 ms to 5 ms) and left some room for switching delay to make it close to the real-life condition. It should be noted that the main focus of this work is on propagation delay, and we assumed the switching delay and processing delay constant by considering the constant bitrate for all DUs and defining the processing power of $DU_{HP}$ proportional to $DU_{LP}$ (the processing power of $DU_{HP}$ is considered two to four times higher than $DU_{LP}$ which makes it capable of processing up to four DUs’ load at the same time).

4.2. Soft Actor–Critic Energy Aware Dynamic DU Selection/NF Placement Scheme (SA2C-EADDUS)

In this work, a soft actor–critic approach is employed since it provides hierarchical control during the learning procedure. In actor–critic models, to reduce the gradient, the corresponding value function needs to be learned to update and assist the system policy. In the proposed scheme, based on the amount of energy consumed at each DU, the DU’s processing power, priority of traffic, and its delay tolerance level, the DU for executing the RL-based scheduling agent will be selected. This selection is also performed
by an A2C agent. To this end, a neural network (NN) with three layers of neurons is employed. Furthermore, every TTI neurons’ weights are updated by interactions occurring between the actor and the critic. In the exploitation stage, the NN works as a non-linear function, and it will be tuned by updating the weights. During each state $s$, the main goal of SA2C agents is to maximize their received reward $r$, by applying more accurate actions, $a$, which can be obtained by action–value ($Q(s,a)$) and state–value ($V(s)$) functions. The action–value function is used to estimate the effect of applying actions during states. Consequently, estimation of the outcome is obtained by the state–value function. In this work, for improving the convergence and increasing the stability of the model (by reducing the overestimation bias), the soft actor–critic model (SA2C) is used. The overall architecture of SA2C is depicted in Figure 1. In the SA2C model, instead of evaluating action or state value functions, we just need to estimate $V(s)$. Moreover, the error parameter in SA2C is a metric for examining the effect of performed action by considering the expected value $V(s)$, which can be demonstrated by $A(s_t,a_t) = Q(s_t,a_t) - V(s_t)$. In addition, the SA2C model is a synchronous model (unlike asynchronous actor–critic models) which makes it more consistent and suitable for disaggregated implementations. In the proposed scheme, each of the actors and critics contain independent neural networks which are demonstrated as follows:

- The critic’s neural network is used to estimate the corresponding value function for aligning the actor’s actions. In the proposed scheme we used two critics to minimize the overestimation bias.
- The actor’s neural network is used to estimate proper action (choosing the best DU for executing NF) during each time interval.

The states of the proposed DU selection scheme are extracted from the environment through a tuple, $S_t = \{\text{DUtype}, \text{QCI}, \text{CQI}, \text{HOL delay}\}$, by which DUs’ location and their amount of available processing power can be identified by the DU’s type, traffic type and its priorities with a QoS class identifier (QCI) channel quality indicator (CQI) for examining signal strength, and the amount of time packets stay in the scheduler queue or head-of-the-line delay ($\text{HOL delay}$), respectively. Meanwhile there are two independent actions which are generated by agents during each time interval. The action space of the A2C-based scheduler is the location of the assigned resource block in the RB map. Additionally, the action space of the DU selection agent is the DU type which should be capable to handle NFs (in our case, we only consider the placement of the A2C-based scheduler) however, our scheme can be extended to other NFs in the 5G stack [26,28]). The DU selection agent needs to collaborate with the A2C-based RB allocation agent in a way that the overall energy consumption in the network is reduced, while the expected QoS metrics (delay and packet delivery ratio) of the A2C-based RB allocation agent can be met.

We consider two separate reward functions for our agents since their objectives and their action spaces are different. In this work, the reward function for the A2C-based scheduler is defined as follows as in [28]:

$$\text{Reward}_{\text{scheduler}} = \beta R_1 + \gamma R_2 + \Phi R_3,$$

$$R_1 = \max \left( \text{sgn} \left( \sum_{i=0}^{K} cqi_i - \frac{\text{Traffic Budget}}{\text{Packet Delay}} \right), 0 \right),$$

$$R_3 = \text{sinc} \left( \pi \frac{\text{Packet Delay}}{\text{Traffic Budget}} \right).$$

Here, $\text{UE}_i$ feedback is considered as $cqi_i$, $R_2$ is an extra reward of 1 which is given for URLLC traffic to prioritize, the traffic delay budget and packet HOL delay are presented as $\text{Traffic Budget}$ and $\text{Packet Delay}$, respectively. $\beta, \gamma$, and $\Phi$ are weighting/scaling factors. The scheduling agent consists of an actor and a critic. The actor is located at the BSs and is responsible for allocating resource blocks to UEs, and the critic is integrated into the DUs to inspect actors and improve their decisions. In this model, the reward function is defined
based on the CQI feedback, the amount of time the packet stays in the scheduling queue, and the UEs’ satisfaction. To this end, the reward function is defined in a way that actors can receive the reward when the received SINR becomes higher (higher CQI), scheduling delay is reduced, and UEs’ satisfaction ratio is increased (mean delay should be less than the delay budget). Therefore, when the RB map filled by an actor causes an inter-cell interference, the received SINR will be reduced, and the mean delay will be increased, leading to the reduction of the reward and punishment for the agent, which can improve the learning process in agents.

We define the reward for the DU selection agent as follows:

\[
\text{Reward}_{DUselector} = \tau (R_1' + R_2') - \omega E^{TOT}, \tag{17}
\]

\[
R_1' = \text{sinc}(\pi \left( \frac{\delta^S_{\langle i,t \rangle} + \delta^P_{\langle i,t \rangle}}{\Delta_{\langle i,t \rangle}k} \right)), \tag{18}
\]

\[
R_2' = \frac{n_{URLLC}}{n_{tot}} \text{sinc}(\pi \left( \frac{a \times (\delta^S_{\langle i,t \rangle} + \delta^P_{\langle i,t \rangle})}{\Delta_{\langle i,t \rangle}k} \right)), \tag{19}
\]

Here, \( n_{URLLC} \) shows the number of UEs which generate URLLC traffic. This can be obtained through the QCI value which is assigned by the EPS bearer, and it shows packet priorities, types and their delay budget \[34\]. In this reward function, \( \text{sinc}(\pi \lfloor \rfloor) \) output is a binary value which is used to produce discrete actions in each time interval (0 or 1). As it was explained previously, RUs select their local DUs to perform higher layer processing. Our system model includes one DU with higher processing power than the others. For energy efficiency, one would consider offloading NFs of local DUs to the high-processing power DU and switching the local DUs off. This may also allow expanding the inter-cell interference observation capability of agents. However, it is important to note that this approach would have an adverse impact on delay since local DUs can provide access with less propagation delay than the distant high-power DU site. This is in addition to scheduling delay. Moreover, \( DU^{HP} \) has a limited processing capacity, and we cannot transfer all of DUs’ load to it. Therefore, in our reward function, we want to make sure during each time interval that we choose a proper DU (priority of its packet and propagation delay with respect to \( DU^{HP} \)) in a way that the overall delay which each packet experiences (scheduling delay \( (\delta^S_{\langle i,t \rangle}) \) + propagation delay \( (\delta^P_{\langle i,t \rangle}) \)) always remains below the predefined delay budget \( (\Delta_{\langle i,t \rangle}) \) (Equation (18)). Moreover, since URLLC UEs are delay sensitive, we need to make sure that the mean delay of URLLC traffic is kept as low as possible with respect to other UEs (Equation (19)). To this end, by increasing the \( a \) the overall delay \( (\delta^S_{\langle i,t \rangle} + \delta^P_{\langle i,t \rangle}) \) can be proportionally reduced with respect to the predefined delay budget. In addition, we want to ensure the total energy consumption \( (E^{TOT}) \) is reduced by a third term which is calculated by Equation (2). \( \tau \) and \( \omega \) are scalar weights which are defined based on the priority for enhancing the packet delivery ratio \( (R_1') \), reducing the overall delay \( (R_2') \), and reducing energy consumption in the network \( (E^{TOT}) \). As a final remark, in this algorithm, unlike our previous work \[7\], we improve our reward function by considering the propagation delay between O-RAN components, fixed energy consumption, and dynamic energy consumption with respect to DUs processing capacity.

5. Performance Evaluation

The SA2C-EADDUS scheme is implemented in ns3-gym, which is a framework where OpenAI Gym (a tool for using machine learning libraries) is integrated into ns3 \[35,36\]. The neural network of the proposed scheme is developed by Pytorch. In simulations, we assume the number of UEs is between 40 to 80, the UEs are randomly distributed, and they are associated to closets DU among 4 \( DU^{LP} \)s. The URLLC UE ratio is 10%, and we employ numerology zero with 12 subcarriers, which has 14 symbols per subframe and 15 KHz subcarrier spacing. Furthermore, scheduling decisions are applied every TTI.
The SA2C-EADDUS performance is evaluated by considering different processing capacities of DUs and two different traffic types. We assume local DUs processing capacity cannot handle more than one RU’s functions. Additionally, we assume there is a DU with higher processing capacity (DU\textsuperscript{HP}) which is located far from the other RUs. DU\textsuperscript{LP} can reduce its energy consumption by offloading its tasks to a DU with higher processing power. However, based on its location with respect to DU\textsuperscript{HP}, the propagation delay would vary.

We examine two processing capacity levels for DU\textsuperscript{HP} to evaluate the effect of increasing the observation level of agents over network performance. We also consider two traffic types (live stream video as eMBB traffic and intelligent transport system (ITS) as URLLC traffic) with different delay budgets. It should be noted that when the overall delay of a packet (scheduling and propagation delay) is higher than the predefined delay budget, we assume the packet is dropped. In Table 1, QoS metrics of each traffic type is depicted.

| QCI | Resource Type | Priority | Packet Delay Budget | Service Example |
|-----|---------------|----------|---------------------|-----------------|
| 2   | GBR           | 40       | 150 ms              | Live stream Video |
| 84  | GBR           | 24       | 30 ms               | ITS             |

We use the proposed MILP solution as a benchmark for SA2C-EADDUS. Furthermore, we compare SA2C-EADDUS with three baselines. The first baseline was proposed in our prior work [28]. The second baseline is based on a deep reinforcement learning (DRL) scheduler as in [26], and the last baseline is a heuristic method. We integrated these approaches to our energy-aware dynamic DU selection scheme to evaluate their performance with respect to the proposed scheme. In the following, we briefly present our baselines.

5.1. Delay and Priority Aware Actor–Critic RB Allocation Algorithm (A2C-RBA)

In our previous work [28], we implemented an actor–critic learning-based resource block scheduler where RBs are allocated to UEs by considering the delay budget and the priority of the user traffic. The following algorithm is developed for reconfigurable wireless networks where actions can be autonomously applied over the network. The A2C-RBA can adapt itself to the dynamicity of the environment to increase the utility of the available resources. However, the A2C-RBA algorithm is solely running at DU\textsuperscript{LP}, and it cannot take advantage of DU\textsuperscript{HP}.

5.2. Deep-Reinforcement Learning-Based Energy-Aware Dynamic DU Selection Scheme (DRL-EADDUS)

In [26], the main objective of DRL agents is allocating RBs in a way that the mean delay of packets be minimized. The authors in this work considered UEs with different packet request patterns, and they developed a deep-reinforcement learning algorithm to schedule RBs during each time interval. This work is integrated with the proposed framework to reduce the energy alongside the RB allocation in the network. We integrate this work into our framework to have a fair comparison with the proposed scheme.

5.3. Heuristic DU Selection Method (Heuristic-DUS)

In the heuristic method, decisions are made based on the propagation delay between local DUs and DU\textsuperscript{HP} with respect to a predefined threshold value and type of packets. In this algorithm, traffic in local DUs will be transferred to DU\textsuperscript{HP} when the propagation delay is below the predefined threshold and packets are not URLLC. Therefore, to reduce the packet drop ratio, if a packet’s scheduling delay is higher than the threshold or URLLC traffic is scheduled for the next TTI, RBs will be assigned locally. Additionally, when the packets are scheduled at DU\textsuperscript{HP}, RBs will be assigned by considering other DUs RB maps to reduce the interference in the network. It should be noted that assigning a proper
threshold value can be challenging due to the high dynamicity of the network parameters. The proposed heuristic algorithm is illustrated in Algorithm 1.

**Algorithm 1: Heuristic RB Allocation Algorithm.**

\[
\begin{align*}
n_{DU} & \leftarrow \text{Number of DUs;} \\
n_{RB} & \leftarrow \text{Number of RBs;} \\
P_{D_i} & \leftarrow \text{Propagation delay between } DU_{i}^{L}\text{ and } DU_{i}^{H}; \\
\text{while } n_{RB} > 0 \text{ do} & \\
\text{for } i = 0; i < n_{DU}; i++ & \\
\text{if } P_{D_i} < \text{Threshold} \&\& \text{Traffic} \neq \text{URLLC} & \\
& \text{Transfer the load to } DU_{i}^{H} \\
& \text{Examine other DUs RB maps} \\
& \text{Select RBs which are not interfere with other cells} \\
& \text{Add the predefined propagation delay to the packets} & \\
\text{else } & \\
& \text{Apply RB allocation locally} & \\
\text{end } & \\
\text{end } & \\
\text{end } & \\
\end{align*}
\]

5.4. Simulation Results

In Table 2, the corresponding simulation and NNs parameters are illustrated in detail.

| Table 2. Simulation parameters. |
|----------------------------------|
| **Parameters** | **Value** |
| Number of neurons | 1024 × 512 layers (Actor + Critic) |
| DU selec./scheduler algorithms | SA2C-EADDUS, DRL-EADDUS, A2C-RBA |
| Number of BSs | 4 |
| Number of UEs | 40, 60, 80 |
| Maximum Traffic load per UE (Downlink) | 512 kbps |
| Traffic types | Video, ITS |
| Propagation delay | 2–5 ms |
| Reward’s weights | \( \tau = 0.5 \) and \( \omega = 0.5 \) |
| Number of RBs | 12, 100 |
| Discount factor | 0.9 |
| Actor learning-rate | 0.01 |
| Critic learning-rate | 0.05 |

5.4.1. Convergence

Before discussing the obtained results, in Figure 3a we present the convergence of the reward function for SA2C-EADDUS. In this figure, the number of UEs is equal to 70, of which 10% is assigned with URLLC traffic load. Additionally, we employed the epsilon-greedy policy, forcing actors to assign RBs with the highest weight or randomly choosing actions during the exploration phase. As it is shown, the algorithm will converge after almost 100 episodes where each episode contains 500 iterations.
5.4.2. Energy Efficiency

As mentioned previously, in this work, the energy consumption is reduced by migrating a NF dynamically to a DU with a higher processing power by considering its available capacity, priority of packets, and propagation delay during each time interval. We assume that when a DU transfers its load to $DU_{HP}$, it can be deactivated, and its overall power consumption (dynamic + fix) will be zero during that time interval. We set the amount of fixed energy consumption at $DU_{LP}$ and $DU_{HP}$ as 5 KWh and 10 KWh, respectively [24]. We examine our model by considering three processing capacity levels for $DU_{HP}$. In the first one, we can transfer the processing load of all DUs ($DU_{LP}$) to $DU_{HP}$ (100%-DRL-EADDUS), while in the second and third ones, $DU_{HP}$ has a limited processing power and the load of only 75% (75%-DRL-EADDUS) or 50% (50%-DRL-EADDUS) of $DU_{LP}$ can be transferred to $DU_{HP}$. As we can see in Figure 3b, based on the available processing power in $DU_{HP}$, by dynamically transferring local DUs’ load, the SA2C-EADDUS scheme can increase energy conservation up to 50%. Therefore, by dynamically transferring the load among DUs, we can reduce the energy consumption dramatically in the network.

As shown previously, the formulated problem is NP-hard. To this end, we first compare our approach with an optimization model in a smaller scale network, then in the following, we increase the size of the network and evaluate the proposed scheme in comparison to our baselines.

5.4.3. Comparison with the MILP Solution

In this subsection, we compare the performance of our SA2C-EADDUS scheme with the MILP solution presented in Section 3.1. Due to the NP-hard property of our problem, we use only 12 RBs in this comparison. Therefore, we can obtain the optimum solutions with MILP solver in a reasonable run time.

Figure 4a shows the change of energy consumption and mean delay with the weighting factor of the energy consumption. As seen, $W = 0.7$ and $W = 0.6$ are the breaking points for 8 UEs and 16 UEs, respectively, in this multi-objective minimization problem. We observe that choosing a lower weight is crucial to prevent a drastically higher mean delay. In Figure 4b, we detail the impact of the increasing number of UEs when weight $W_1$ is set to $=0.5$. The mean delay remains in a reasonable range with the higher number of UEs, while the energy consumption increases due to the decentralization of the NFs. One of the main reasons for this decentralization comes from balancing the increase of scheduling delays due to increasing competition for RBs. Thus, NFs prefer to stay in local DUs to reduce the propagation delay, which also reduces the overall mean delay.
Figure 4. Energy consumption and mean delay performance with MILP solver: (a) the tradeoff between these two KPIs; (b) impact of increasing number of UEs.

Figure 5a compares the mean delay results of the SA2C-EADDUS scheme and the MILP solution. The SA2C-EADDUS scheme provides a reasonable mean delay for the UEs lower than 14. However, due to the high contention, a higher number of UEs causes package drops, and then they cause the increase of mean delay. On the other hand, the MILP solver is not affected by this due to the ideal conditions and predefined given data. Figure 5b compares the energy consumption of two solutions. The SA2C-EADDUS scheme performs very close to the MILP solution.

5.4.4. Delay

Hereafter, we examine the performance of the SA2C-EADDUS scheme with respect to three baselines and use a larger network where the number of UEs are varied between 40 to 80. As shown in Table 1, we evaluated the proposed model by generating User Datagram Protocol (UDP) and Transmission Control Protocol (TCP) packets (video and ITS) with different delay budgets (150 ms and 30 ms, respectively) and QoS requirements. In Figure 6a,b we presented the mean delay of video packets and ITS packets independently to illustrate how the proposed model managed to keep the mean delay of each traffic type below its delay budget threshold. The proposed SA2C-EADDUS scheme is compared with an A2C-based scheduler (A2C-RBA) [28], a DRL-based scheduler with different processing capacity levels [26], and a heuristic scheme (Heuristic-DUS). Here, to examine the effect of the processing capacity of DU$^{HP}$ over the network performance, we assume that DU$^{HP}$ has two processing capacity levels. In the first one, we can transfer the processing load of all DUs (DU$^{LP}$) to DU$^{HP}$ (100%-DRL-EADDUS), while in the second one, the load of only 50% of DU$^{LP}$ can be transferred to DU$^{HP}$ (50%-DRL-EADDUS). The energy consumption corresponding to the delay results in Figure 6 is depicted in Figure 3b.
we presented the overall energy conversation when employing the SA2C-EADDUS with different capacity levels. The maximum energy will be consumed (20 KWh) when UEs are scheduled locally, and we can conserve energy consumption by up to 50% when the processing power increases.

![Figure 6](image)

**Figure 6.** The overall mean delay by considering different processing capacity levels and algorithms: (a) the video packets’ mean delay; (b) the ITS packets’ mean delay.

As observed in Figure 6, the proposed algorithm reduces the mean delay in both ITS and video traffic with respect to baselines. Additionally, by increasing the processing power, the observation level of agents will be increased, and actions become more accurate; therefore, the 100%-DRL-EADDUS agent performs better by reducing the mean delay in the network in comparison with the 50%-DRL-EADDUS agent. Finally, the SA2C-EADDUS can reduce the mean delay dramatically with respect to the A2C-RBA and the Heuristic-DUS algorithm, since the SA2C-EADDUS can allocate RBs in a way that the inter-cell interference in the network is reduced. Additionally, the SA2C-EADDUS approach performs better with respect to the DRL-EADDUS algorithm because, unlike DRL-EADDUS, the RB allocation agent in the SA2C-EADDUS scheme, in addition to packet delay, also considers the mean CQI level of UEs and the priority of URLLC packets in its algorithm.

5.4.5. Packet Delivery Ratio

As explained previously, the proposed scheme reduces the inter-cell interference in the network by expanding agents’ observation level and applying actions with respect to other RUs’ RB maps when the NFs are transferred to DU. Therefore, as shown in Figure 7, the SA2C-EADDUS scheme can improve the packet delivery ratio significantly with respect to the A2C-RBA and Heuristic-DUS algorithms when the number of UEs are high. Similarly, by increasing the processing level of DU, actions become more accurate, and the number of packets which are successfully delivered will increase.

![Figure 7](image)

**Figure 7.** The overall packet delivery ratio by considering different processing capacity levels and algorithms: (a) the video packets’ delivery ratio; (b) the ITS packets’ delivery ratio.
6. Conclusions

As future mobile networks become more complex, the need for intelligence and participation of more players is emerging, eventually leading to the need for openness. As these goals are defining the initiatives such as O-RAN and several others, there is a dire need to explore intelligence capabilities. In this paper, we evaluated the significance of expanding the observation level in O-RAN architecture for NFs. To this end, we consider resource allocation function as an example NF and propose a two nested A2C-based algorithms, which contain two A2C techniques that are working together. The first layer dynamically transfers NFs to a DU with higher processing power to hit the balance between saving energy and improving actions’ accuracy. Meanwhile, the second layer contains an A2C-based scheduler algorithm, which allocates RB by considering user traffic type and their delay budget. The simulation results show that the proposed scheme can significantly increase energy efficiency and reduce the overall mean delay and packet drop ratio with respect to the case where the NF is solely executed at local DUs with limited processing power. In future works, we will employ the delay and energy consumption in the fronthaul links and the switching networks.
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Notations

The following notations are used in this manuscript:

Sets

- $r \in \mathcal{R}$, set of RBs in one time interval
- $t \in \mathcal{T}$, set of time intervals
- $i \in \mathcal{I}$, set of UEs
- $(i, t) \in \langle \mathcal{I}, \mathcal{T} \rangle$, tuple of demands
- $l \in \mathcal{L}$, set of $DU^{LP}$
- $k \in \mathcal{K}$, type of traffic

Variables

- $a_{(i,t)t'}$, indicates $r_t'$ is assigned for $(i, t)$
- $b_{lt}$, indicates NFs of $DU^{LP}$ $l$ migrates to $DU^{HP}$ in $t$
- $y_{(i,t)t'}$, indicates any $r$ in $t'$ is assigned for $(i, t)$
- $u_{(i,t)k}$, user traffic indicator

Given Data

- $D^P_l$, propagation delay
- $E^f_l$, fixed energy consumption at $l$
- $E^d_l$, dynamic energy consumption coefficient at $l$
- $E_{HP}$, total energy consumption at $DU^{HP}$
- $S_{rt}$, max service rate
- $U_{(i,t)k}$, user traffic demand size
- $\Delta_{(i,t)k}$, delay budget
- $\xi$, max. number of $DU^{LP}$ that can migrate their NFs
- $M(i)$, user & $DU^{LP}$ map
- $TTI$, length of transmission time interval
- $W$, energy consumption weight in objective function
- $\Omega$, scaling factor between en. cons. and mean delay
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