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Abstract

This paper concerns with facial-based watchlist technology as a component of automated border control machines deployed in e-borders. The key task of the watchlist technology is to mitigate effects of mis-identification and impersonation. To address this problem, we developed a novel cost-based model of traveler risk assessment and proved its efficiency via intensive experiments using large-scale facial databases. The results of this study are applicable to any biometric modality to be used in watchlist technology.

I. Introduction

The goal of our study is to evaluate the risks of unwanted outcomes of facial-based watchlist screening in Automated Border Control (ABC) machines which are deployed in e-border infrastructure. Varying quality of facial images on the watchlist can result in unintended mis-identification and impersonation, the most dangerous consequence in border crossing.

The two primary functions of the automated border crossing infrastructure (e-borders) include: 1) authentication of travelers using their appearance and e-passport (most often the e-passport includes a facial template), and 2) search against watchlists [9]. Both functions must be performed under specific time constraints. Contemporary watchlist screening technology [23] uses only alphanumeric data (such as name, date and place of birth) which are not reliable (can be fabricated). One possible solution for this problem is to integrate biometric traits in watchlists. Biometric technologies have been proven to be effective in Entry-Exit systems for visa visitors [9], [22]. However, in these applications, only high quality biometric traits are used. In this paper, we study more complicated scenarios of traveler screening in e-borders and risk assessment using watchlist data.

The main obstacle in achieving a fast and reliable traveler risk assessment is caused by the nature of the watchlist: it usually contains low-quality facial images, including those of non-cooperative individuals, obtained from surveillance [11]. The quality of these images is the main sources of impersonation and mis-identification.

There are various techniques to mitigate this effect; one of them is a mandatory quality management. However, in most cases it is difficult or impossible to control the quality of images on the watchlist. The use of biometrics may cause additional unwanted effects compared to non-biometric watchlist check, as well as affect the performance of the ABC machines. The problem is formulated as follows: given a watchlist and a traveler’s appearance, assess the risk that an innocent traveler is mis-matched against the watchlist, or a wanted person avoids being matched. These risks are caused by mis-identification and impersonation phenomena.

II. Related work and contribution

The central statement of our approach is that the risk assessment in watchlist screening is an inference problem. We utilize Doddington Risk Categorization (DRC) [7] in order to create a watchlist risk landscape. Since DRC has an unstable nature, we developed a technique that infers risks using the watchlist landscape and the traveler’s information.

The DRC helps assess the effects of impersonation and mis-identification [5]; to combat these effects, many studies suggest the use of multiple biometrics [18]. However, in the current ABC machines, the persons of interest are mostly represented by facial traits from both the physical and digital world, and are less likely to be represented by fingerprints or irises [3]. The recognition process is characterized by False Rejection (FR) (miss-match, or mis-identification) and False Acceptance (FA) (false detection, due to impersonation phenomenon) rates, FRR and FAR [4].

An analysis of watchlist operational performance and list size is provided in [16]; cost-based analysis of the watchlist screening is proposed in [4]. The drawback of this model is that this model is a simplification of
the relationship between the cost components, a decision threshold, FRR and FAR. We consider the use of another metric for risk assessment. We argue that the watchlist risk assessment is a decision inference process, and the cost of mis-identification is only a part of the problem.

In our risk model, a new method of translating recognition scores into risk value is introduced. This method incorporates the use of four main components: the Doddington Zoo [7], the probability distributions, the similarity/distance concept [6], and the cost as an expected loss [8]. Previous works for each individual component are well-known, however, no existing algorithm combines all four components in the task of modeling risk for watchlist screening.

### III. Watchlist risk assessment model

Doddington Risk Categorization (DRC) is defined as a classification of individuals, using their biometric traits, into four types [7]: I (‘sheep’), who are recognized normally and have high genuine scores and low impostor scores; II (‘goats’), who are hard to recognize and have low genuine scores; III (‘wolves’), who are good at impersonating and have high impostor scores; and IV (‘lambs’), who are easy to impersonate and have high genuine and impostor scores.

DRC utilizes the two types of match scores: genuine and impostor. They are the results of comparing two biometric samples that belong to the same and different individual, respectively. A technique for analysis of scores is explained, in particular, in [21].

In order to translate both the genuine and impostor scores into DRC, a ranking of the scores is required. ‘Goats’ are selected by finding a certain number (2.5% of population) of individuals that contain low genuine scores, as they do not match well against themselves. ‘Wolves’ and ‘lambs’ are an impostor/victim pair that are found by identifying a certain number (2.5% of population) of individuals with high impostor scores. ‘Sheep’ are individuals that neither belong to the ‘goat’ nor the ‘wolf’ categories [19]. The reason for choosing the statistically significant 2.5% of the population is that it represents two standard deviations from the averaged recognition scores. This is normally accepted in the matching techniques [7]. Watchlist landscape is defined as the biometric watchlist content over the DRC.

Two biometric samples of the same identity are rarely quite similar due to a number of factors. To tolerate such variations, a distance or similarity measure between these samples is needed. The choice of such measure depends on the representation of samples; in this paper, we use probability distributions.

In our model, risk $R$ is defined as an expected loss [8]. Based on this concept, we propose the following formula to estimate the risk. The total risk of traveler mis-identification using watchlist screening is defined as:

$$
R = 1 - \sum_{j=1}^{t} \lambda(j)D(j)
$$

where $t$ is the number of DRCs, $\lambda(j)$ is the loss/cost associated with the risk category $j$ and $D(j)$ is the dissimilarity to category $j$.

We assume that 1) ‘Sheep’ have low risk because they do not cause many mis-identifications or rejections, $\lambda(‘sheep’) = 0.1$; 2) ‘Goats’ have medium risk because they cause false rejects which impacts the throughput of the system, $\lambda(‘goat’) = 0.3$; and 3) ‘Wolves’/‘Lambs’ (‘W’/L’) have high risk because they impact false accepts which jeopardizes the security of the system, $\lambda(‘wolf’/’lamb’) = 0.6$. Therefore, the risk level is assigned as follows: **Low risk** is assigned to travelers who do not impact the system or their impact is negligible. **Medium risk** is assigned to travelers who are rejected by the system, therefore costing additional resources to redress (attempts to access multiple times or technician assistance). **High risk** is assigned to travelers who have gained access to system without having the required credentials.

At each phase of the traveler risk assessment, uncertainty content should be evaluated. In our study, uncertainty is represented by probability distributions. For measurement and comparisons over this data structure landscape, we used different metrics [6], [14].

Since these similarity measurements only reports the degree of similarity, a classifier is required to interpret the degree of likeliness to a specific DRC. It utilizes the similarity measurements computed from the selected Doddington categories as the features for finding the corresponding DRC for each person. In order to find the best performing metric for our risk assessment model, we compared the results of two different classifiers: (a) Support Vector Machines (SVM) [8] and (b) minimum similarity, or distance, function:

$$
\min(M_i, ‘goat’; M_i, ‘wolf’/’lamb’; M_i, ‘sheep’)
$$

where $M_i$: denotes the similarity between probability distributions for a Doddington risk category $X$ in metric $i$.

The minimum similarity function is chosen as a classifier because it does not require any training. The other type of classifier, SVM, is a supervised learning model which uses the training data to find the boundaries separating the training data into classes. Consider, for example, a case for Subject A when the Euclidean distance of the subject to the ‘goat’, ‘wolf’/’lamb’ and ‘sheep’ categories is measured as 0.1, 0.2 and 0.7. When using $\min(\cdot)$ function as a classifier, 0.1 values means that a ‘goat’ category is chosen as the
predicted class for Subject A. If Subject A’s real category is also a ‘goat’, then the sensitivity is 100%; however, if Subject A’s real category is not a ‘goat’, then the sensitivity is 0%.

IV. Extension of the watchlist technology

For the watchlist technology, there are two kinds of risks: the watchlist itself (as a data structure that stores data on multiple persons of interest) and the watchlist screening process. These different kinds of risks address two approaches, or levels of their control. Risk level control is defined by the following scenarios of the watchlist application:

Level-I (host system): Given the watchlist, its potential risk for an arbitrary traveler is defined by the distribution of data structure in an appropriate metric.

Level-II (authentication and risk assessment station): Given a traveler, the risk of his/her watchlist screening is defined with respect to the potential risks of this watchlist. Hence, at least the following phases should be added to the watchlist technology:

Phase I: DRC detection. Nature of the DRC is unstable and depends on many uncontrollable factors. There are several kinds of DRC detectors, as well as various metrics for measurement of similarities of DRC [15].

Phase II: Watchlist landscape monitoring. Watchlist is a dynamical structure characterized by the number and type of identities, costs of various unwanted effects and the risks that vary over the time. These characteristics should be periodically updated, and the control parameters must be adjusted.

Phase III: Cost specification. Generic specification of the cost of mis-identifying a person of interest and the cost of mis-matching a regular traveler. These costs will depend on the national security policy and the current security indicators.

Phase IV: Automated quality control monitoring such as [1], should be used after each watchlist update.

V. Experimental results

In order to confirm the efficiency and rationality of the proposed risk model based on the multi-metric assessment and cost control screening, an intensive experimental study was conducted. The experimental study involved the four main phases described in Section IV, namely, a) DRC detection, b) Watchlist landscape monitoring, c) Cost specification, and d) Automated quality control monitoring.

The goal of this experimental study is to prove the utility of the proposed watchlist technology extension which includes the four phases (Section IV).

A. Databases and tools

The FRGC [17] and LFW [13] databases were used for experiments. Out of the FRGC V2.0 database’s 50 000 recordings with 4007 subject sessions, we used 30 000 images of 487 subjects that represents both the controlled and uncontrolled illumination settings. Also, we selected 13 000 images from the LFW database consisting of unconstrained web photos of 5749 different subjects. We used a commercial face recognition tool Verilook which is based on neural network approach and is one of the most accurate tools as per Facial Recognition Vendor Test 2013 NIST competition [10]. It is well known that the DRC varies when different recognition algorithm is applied [4], [5], [18], [21]. However, the DRC phenomenon is independent of the size of database: given a traveler and a watchlist, a DRC can result in a decision such as false reject or false accept. The proposed approach can be used for any biometric-enabled watchlist, regardless of size and modality.

B. Watchlist landscape monitoring

The watchlist is a dynamic data structure because data can be added (e.g., new facial images), replaced (e.g., by better quality facial images), or deleted (in a redress mechanism). These changes can impact the Doddington landscape. Watchlist landscape monitoring is defined as a re-calculation of the DRC after any biometric trait data changes.

In the scenario of DRC, the probability of occurrence can be predicted based on the scores resulted from facial recognition. Our method of prediction uses an approach of comparing probability distributions as a tool to measure similarity. In this experiment, the database is separated into disjointed sets based on the quality (high, low, various) and categories (‘goats’, ‘wolves’/‘lambs’, and ‘sheep’) to a total of 9 subsets. In addition, when analyzing specific subjects, their contributions to the DRC distributions are discarded. Therefore, there is no prior assumption or relationship between the subjects and the DRC.

Phase II “Watchlist landscape monitoring” is introduced in Fig. I as the score distribution for each Doddington risk category (‘goats’, ‘sheep’, ‘wolves’/‘lambs’) at different image qualities (high, low, various). In the FRGC database, there are two main groups of images: the controlled and the uncontrolled ones. Both groups contain full frontal faces; the controlled images were taken in a fixed and well-lit environment, whereas uncontrolled ones were taken in complex environments (such as hallways). In our experiments, these uncontrolled images caused low recognition scores and, thus, were treated as low quality ones. It should be noted that more details on image quality control can be found in [2], [12]. We performed three types of image comparison: high vs high (high or HQ), low vs low (low
or LQ), high vs low and low vs high combined (various or VQ), respectively. In our experiments, we followed the generally accepted DRC technique \cite{17, 10, 18, 21} to represent the likelihood of the face matching score derived for each DRC with respect to the score bin (Fig. 2). The distributions of the genuine and imposter scores are calculated by creating a histogram where a Gaussian function is used to describe the probability distribution. To create such distribution, all pair of faces are considered within the specified DRCs. For example, the genuine HQ Goat includes all image comparisons between faces that are genuine, HQ, and ‘goats’. Fig. 2 illustrates the genuine and imposter score distribution for each DRC (goats’, sheep’, wolves’/lambs’) using all possible comparisons of images of different quality (HQ, LQ, VQ) for the FRGC database.’

The distribution of DRC is derived by counting the subjects with low genuine or high imposter scores. This approach is similar to the one defined in \cite{19} which locates the DRC by ranking the order of genuine and imposter scores.

TABLE I. Probability distributions of DRC for FRGC and LFW databases

| Database | 'Goat' | 'Lamb' | 'Wolf' | 'Sheep' |
|----------|--------|--------|--------|---------|
| FRGC     | 0.0264 | 0.0264 | 0.9472 |
| LFW      | 0.0253 | 0.0253 | 0.9506 |

In this paper, 2.5% of the population with the lowest genuine scores are chosen as ‘goat’, another 2.5% of the population with the highest imposter scores are selected as ‘wolf’/lamb’, and the remaining population are placed into ‘sheep’ category. Since the population is 568 for the selected subset of the FRGC database, the percentile population can be calculated as \{Percentile \times Population\}, 2.5% represents 15 (\{0.025 \times 568\}) subjects.

We observe that the quality of the images is the main factor affecting the risks. In Fig. 1 the genuine HQ curves demonstrate a more even distribution, whereas genuine VQ curves represent a much more concentrated distribution.

C. Performance evaluation

Performance of the watchlist screening includes many parameters, such as the depth of social embedding, types of identity traits, FAR, FRR, infrastructure features and re-dress metric \cite{15}. In this paper, the watchlist performance addresses only the risks assessment of traveler screening. Watchlist performance is defined as the efficiency of risk screening over the watchlist landscape given the traveler’s DRC.

In this Section, we introduce the following mechanism for the efficiency evaluation: 1) Graphical representation of risk scenarios, 2) Comparison of risk scenarios in appropriate metric(s) and 3) Risk assessment and decision-making.

Given the DRC for each person, we performed a leave-one-out cross validation to estimate the performance of each classifier at different levels of image quality as reported in Table II. The data used to generate Table II is derived from the results of all image comparisons, therefore, Table II reports the overall summarized sensitivity of using the selected metrics. Since there are genuine and imposter distributions for each DRC, the results are divided into genuine and imposter columns.

Each row in Table II signifies the metric used for comparing the different probability distributions; the columns of the table indicate the quality of images used for comparison (high, low and various). The numbers in the table denotes the sensitivity given the row (metric) and column (quality). The highlighted cells indicate the highest sensitivity for each column.

Table II confirms that each metric generally performs very well with genuine comparisons regardless of the classifier. The results of the genuine portion show higher sensitivity when compared to the imposter. This indicates that the genuine comparisons can be used as an indicator of the wolf’/lamb’ category. For example, using Euclidean distance and SVM, the genuine VQ results in accuracy of 0.8 whereas for imposter VQ generates accuracy of 0.33.

The best performing metric for the high quality comparison and the overall highest sensitivity is the Kulczynski $s$ metric. Other metrics causes the performance ranges from 0.60 to 0.84 for various image quality comparisons.

Using the risk estimation (Equation 1) with the results from a selected metric and the pre-determined loss values, we are able to determine the risk associated with each individual. Table III reports the results of risk assessment for three different subjects, each from a different DRC, given no classifier (R1), the minimum function (R2), and the SVM classifier (R3) for the Euclidean metric. Evaluation of each of the three subjects and their corresponding DRC are performed by comparing each image’s score distribution and the DRC distribution.

In Table III each row represents the quality of compared images (H for high, L for low and V for various), each column indicates the DRC and each cell reports the distance between the probability distributions. For each cell, the value is normalized to be between 0 and 1, where 0 indicates identical images and 1 implies absolutely different ones. The bold (red), underlined (blue) values indicates the output of the min function and SVM classifiers, respectively. The bold and underlined (green) indicates the value which is identical for both classifiers.

Consider the scenario of the watchlist screening in which the traveler is pre-determined to be in the category ‘goat’ (subject 4315 in the database) and only
TABLE II. DRC classification in various metrics

| Support Vector Machine | Minimum Similarity/Distance Function |
|------------------------|--------------------------------------|
|                        | Genuine |                      |                      | Genuine |                      |                      |
|                        | High    | Low       | Various   | High    | Low       | Various   | High    | Low       | Various   |
| Euclidean              | 0.69    | 0.60      | 0.80      | 0.67    | 0.33      | 0.33      | 0.82    | 0.64      | 0.80      |
| City Block             | 0.69    | 0.62      | 0.80      | 0.69    | 0.44      | 0.51      | 0.84    | 0.64      | 0.78      |
| Chebyshev              | 0.73    | 0.58      | 0.76      | 0.64    | 0.51      | 0.33      | 0.84    | 0.64      | 0.69      |
| Sorensen               | 0.69    | 0.60      | 0.80      | 0.69    | 0.44      | 0.51      | 0.84    | 0.69      | 0.78      |
| Canberra               | 0.60    | 0.53      | 0.64      | 0.67    | 0.47      | 0.60      | 0.58    | 0.33      | 0.53      |
| Lorentzian             | 0.69    | 0.62      | 0.80      | 0.69    | 0.44      | 0.51      | 0.84    | 0.64      | 0.78      |
| Wave Hedges            | 0.62    | 0.58      | 0.64      | 0.67    | 0.49      | 0.62      | 0.29    | 0.33      | 0.33      |
| Czekanowski            | 0.69    | 0.60      | 0.80      | 0.69    | 0.44      | 0.51      | 0.84    | 0.69      | 0.78      |
| Kulczynski s           | 0.87    | 0.64      | 0.78      | 0.58    | 0.49      | 0.51      | 0.02    | 0.02      | 0.00      |
| Harmonic means         | 0.80    | 0.49      | 0.69      | 0.69    | 0.51      | 0.62      | 0.02    | 0.02      | 0.00      |
| Kumar-Hassebrook       | 0.34    | 0.67      | 0.78      | 0.67    | 0.53      | 0.60      | 0.02    | 0.02      | 0.00      |
| Jaccard                | 0.69    | 0.64      | 0.76      | 0.67    | 0.36      | 0.51      | 0.80    | 0.64      | 0.80      |
| Hellinger              | 0.71    | 0.58      | 0.73      | 0.69    | 0.56      | 0.58      | 0.82    | 0.73      | 0.76      |
| Matusita               | 0.71    | 0.58      | 0.73      | 0.69    | 0.56      | 0.58      | 0.82    | 0.73      | 0.76      |
| Squared-Chord          | 0.67    | 0.64      | 0.71      | 0.69    | 0.53      | 0.58      | 0.82    | 0.73      | 0.76      |
| Squared Euclidean       | 0.67   | 0.62      | 0.76      | 0.67    | 0.36      | 0.51      | 0.82    | 0.64      | 0.80      |
| Squared               | 0.67    | 0.62      | 0.73      | 0.67    | 0.56      | 0.58      | 0.82    | 0.67      | 0.76      |
| Clark                 | 0.62    | 0.53      | 0.62      | 0.69    | 0.47      | 0.58      | 0.53    | 0.33      | 0.53      |
| Kullback-Leibler       | 0.56    | 0.33      | 0.51      | 0.67    | 0.51      | 0.60      | 0.38    | 0.38      | 0.38      |
| Jensen-Shannon         | 0.67    | 0.62      | 0.71      | 0.67    | 0.56      | 0.58      | 0.82    | 0.73      | 0.76      |

TABLE III. Similarity Measurement using the Euclidean metric

| Q | Goat | W/L | Sheep | R1 | R2 | R3 |
|---|------|-----|-------|----|----|----|
| H | 0.18 | 0.78 | 0.64 | 0.42 | 0.30 | 0.30 |
| L | 0.65 | 0.64 | 0.41 | 0.38 | 0.10 | 0.10 |
| F | 0.32 | 0.83 | 0.46 | 0.36 | 0.30 | 0.30 |
| H | 0.48 | 0.16 | 0.86 | 0.67 | 0.60 | 0.30 |
| L | 0.59 | 0.47 | 0.66 | 0.48 | 0.60 | 0.60 |
| F | 0.82 | 0.16 | 0.55 | 0.60 | 0.60 | 0.60 |
| H | 0.92 | 0.12 | 0.37 | 0.60 | 0.60 | 0.60 |
| L | 0.55 | 0.69 | 0.47 | 0.37 | 0.10 | 0.30 |
| F | 0.93 | 0.20 | 0.52 | 0.50 | 0.10 | 0.60 |
| H | 0.80 | 0.19 | 0.57 | 0.59 | 0.60 | 0.60 |
| L | 0.50 | 0.22 | 0.84 | 0.63 | 0.60 | 0.60 |
| F | 0.74 | 0.31 | 0.60 | 0.53 | 0.60 | 0.60 |
| H | 0.77 | 0.57 | 0.27 | 0.40 | 0.10 | 0.10 |
| L | 0.86 | 0.47 | 0.20 | 0.44 | 0.10 | 0.60 |
| F | 0.59 | 0.75 | 0.30 | 0.34 | 0.10 | 0.10 |
| H | 0.05 | 0.43 | 0.80 | 0.64 | 0.30 | 0.30 |
| L | 0.52 | 0.76 | 0.38 | 0.35 | 0.10 | 0.30 |
| F | 0.47 | 0.69 | 0.55 | 0.39 | 0.30 | 0.30 |

the high quality image comparisons are used. According to Equation 1, the risk values of watchlist screening of genuine and imposter score when no classifiers are used are: \( R_{1G} = 1 - (0.3 \times 0.18 + 0.6 \times 0.78 + 0.1 \times 0.61) = 0.42 \) and \( R_{1I} = 1 - (0.3 \times 0.48 + 0.6 \times 0.16 + 0.1 \times 0.86) = 0.67 \), respectively. This traveler yields risk values 0.36 to 0.42 and 0.48 to 0.67 for genuine and imposter Comparisons, respectively and the average is 0.485. Repeating the same procedure using the classifiers produces the following results: \( R_{2G} = 0.30 \), \( R_{2I} = 0.60 \), \( R_{3G} = 0.30 \), and \( R_{3I} = 0.30 \). In security terms, these risk means that the traveler has a risk level between medium and high for no classifier. For the minimum function classifier, it indicates minimal risk, and for the SVM classifier, the risk level is determined to be medium.

When no classifiers (R1) are used, the genuine comparison (Table III) indicates that the ‘wolf’/‘lamb’ travelers yield on average the highest value (0.50) of risk, while the ‘sheep’ (0.39) and ‘goat’ (0.39) provide a much lower risk value. When incorporating the use of both genuine and imposter comparisons, we can see the level of risk increasing in the following order: ‘wolf’/‘lamb’, ‘goat’ and ‘sheep’ (0.54, 0.49, 0.43).
Since both classifiers select only one DRC as the final choice, the resulting risk calculations (R2 and R3) reports the loss value corresponding to the selected category. When averaging the results of the minimum function classifier, ‘sheep’ are easily identified by their low R2 values (0.17) compared to greater values (0.42 and 0.43) for the ‘goat’ and ‘wolf’/’lamb’. However, since the ‘goat’ and ‘wolf’/’lamb’ have similar risk values, it is difficult to distinguish the two categories. In case of SVM, the averaged results show three distinct separations, 0.37, 0.55 and 0.28 to their respective ‘goat’, ‘wolf’/’lamb’ and ‘sheep’ categories; it allows for better classification.

The reported risk values provide better identification of ‘goat’ and ‘wolf’/’lamb’, due the larger difference in the categories’ risk values. Specifically, SVM indicates a better separation between each individual DRC as opposed to the minimum function which can only separate ‘sheep’ from either ‘goat’ or ‘wolf’/’lamb’ categories.

VI. Conclusions

The reported results lead to the following conclusions. 1) The proposed watchlist risk model is well suited for analysis of unwanted effects, and the selected classifiers performed well for the DRC task. 2) The suggested experimental protocol is well suited for benchmarking and comparison of various risk inference techniques. 3) Risk can be predicted using the watchlist landscape monitoring according to the additional design/control phases proposed for the watchlist screening. Finally, while our study only highlights the existing problems of biometric-enabled watchlist technology, we state that the future lies in developing a powerful inference engine for dealing with high-conflicting information and uncertainty. We are currently working on improving the results using the predictors proposed in [20].
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