A FINITARY STRUCTURE THEOREM FOR VERTEX-TRANSITIVE GRAPHS OF POLYNOMIAL GROWTH

ROMAIN TESSERA AND MATTHEW C. H. TOINTON

Abstract. We prove a quantitative, finitary version of Trofimov’s result that a connected, locally finite vertex-transitive graph $\Gamma$ of polynomial growth admits a quotient with finite fibres on which the action of $\text{Aut}(\Gamma)$ is virtually nilpotent with finite vertex stabilisers. We also present some applications. We show that a finite, connected vertex-transitive graph $\Gamma$ of large diameter admits a quotient with fibres of small diameter on which the action of $\text{Aut}(\Gamma)$ is virtually abelian with vertex stabilisers of bounded size. We also show that $\Gamma$ has moderate growth in the sense of Diaconis and Saloff-Coste, which is known to imply that the mixing and relaxation times of the lazy random walk on $\Gamma$ are quadratic in the diameter. These results extend results of Breuillard and the second author for finite Cayley graphs of large diameter. Finally, given a connected, locally finite vertex-transitive graph $\Gamma$ exhibiting polynomial growth at a single, sufficiently large scale, we describe its growth at subsequent scales, extending a result of Tao and an earlier result of our own for Cayley graphs. In forthcoming work we will give further applications.
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1. Introduction

This paper is part of an ongoing project to answer various structural, geometric and analytic questions about vertex-transitive graphs. A vertex-transitive graph $\Gamma$ is a graph whose automorphism group acts transitively on its vertex set. To a certain extent, one can use algebraic methods to study a vertex-transitive graph via its automorphism group. The main aim of the present paper is to approximate certain vertex-transitive graphs by Cayley graphs, where such methods are much more directly applicable (we recall the definition of a Cayley graph shortly). We also illustrate the
utility of such an approximation by presenting a number of corollaries concerning the structure and geometry of certain vertex-transitive graphs, as well as the behaviour of random walks on them. We will refine some of these and present further applications in our forthcoming work [18, 19].

There are a number of different aspects to our results, so in order to keep this introduction as easy as possible to read we start by presenting slightly simplified versions of them; we state more detailed results in Section 2, where we also fix our notation and terminology (including some standard terms that we use freely in this introduction).

Given a group $G$ with a symmetric generating set $S$, we define the Cayley graph $C(G,S)$ to be the graph whose vertices are the elements of $G$ with an edge between $x$ and $y$ precisely when $x \neq y$ and there exists $s \in S$ such that $xs = y$. Note that there is a natural vertex-transitive action of $G$ on $C(G,S)$ given by $g \cdot x = gx$, so Cayley graphs are always vertex transitive.

For the simplified version of our results we concentrate on a type of geometric approximation called a quasi-isometry. Quasi-isometries are certain maps between geometric spaces that preserve asymptotic geometry: roughly, to say that two metric spaces are quasi-isometric is to say that their geometric properties are indistinguishable on a ‘large scale’. For example, any finite graph will be quasi-isometric to a point, which can be interpreted as saying that ‘every finite graph appears like a point if you look at it from far enough away’; thus, a star cluster in the night sky may appear to the naked eye like a single bright star.

We now give the formal definition. Given $C \geq 1$ and $K \geq 0$ and metric spaces $X,Y$, a map $f : X \to Y$ is said to be a $(C,K)$-quasi-isometry if

$$C^{-1}d(x,y) - K \leq d(f(x), f(y)) \leq Cd(x,y) + K$$

for every $x, y \in X$, and if every $y \in Y$ lies at distance at most $K$ from $f(X)$. We call $C$ and $K$ the parameters of the quasi-isometry. We occasionally say simply that $f$ is a quasi-isometry to mean that there exist some finite, but potentially arbitrarily large, $C$ and $K$ such that $f$ is a $(C,K)$-quasi-isometry. We also occasionally write that $f$ is a $(C,?)$-quasi-isometry to mean that $f$ is a $(C,K)$-quasi-isometry for some finite but potentially arbitrarily large $K$.

Thus, one way of saying that a locally finite vertex-transitive graph $\Gamma$ can be approximated by a locally finite Cayley graph $\Gamma'$ is to say that $\Gamma$ and $\Gamma'$ are quasi-isometric. It is known that such an approximation is not available in the case of an arbitrary vertex-transitive graph: Diestel and Leader [7] constructed a certain locally finite vertex-transitive graph that they conjectured not to be quasi-isometric to any locally finite Cayley graph, and Eskin, Fisher and Whyte [8] confirmed this conjecture, answering a question of Woess [23, Problem 1]. Nonetheless, Trofimov [22] has shown that a certain class of vertex-transitive graphs, namely the vertex-transitive graphs of polynomial growth, which we define shortly, are always quasi-isometric to locally finite Cayley graphs.

Before we state Trofimov’s result it will be convenient to define two terms. First, given a locally finite vertex-transitive graph $\Gamma$, write $\beta_{\Gamma}(n)$ for the cardinality of a ball of radius $n$ in $\Gamma$ with respect to the graph metric. The graph $\Gamma$ is said to have polynomial growth if there exist constants $C,d \geq 0$ such that $\beta_{\Gamma}(n) \leq Cn^d$ for every $n \in \mathbb{N}$. Second, we call a group virtually nilpotent if it possesses a nilpotent subgroup of finite index.

**Theorem 1.1** (Trofimov [22]). Let $\Gamma$ be a connected, locally finite vertex-transitive graph of polynomial growth. Then $\Gamma$ is $(1,?)$-quasi-isometric to a locally finite Cayley graph whose underlying group has a nilpotent subgroup of finite index.
Theorem 1.2 (Breuillard–Green–Tao [3, Corollary 11.2]). Given $K \geq 1$ there exists $n_0 = n_0(K)$ such that if $G$ is a group generated by a finite symmetric set $S$ containing the identity, and if $|S^{2n}| \leq K|S^n|$ for some $n \geq n_0$, then $G$ is virtually nilpotent.

The inspiration for this comes from the following finitary refinement of Gromov’s theorem.

If a Cayley graph has polynomial growth then the underlying group is virtually nilpotent [9].

This is indeed a refinement of Gromov’s theorem, since, as is well known, polynomial growth implies the existence of some $K \geq 1$ and infinitely many $n \in \mathbb{N}$ such that $|S^{2n}| \leq K|S^n|$ (for a proof see Lemma 5.1 below).

Our corresponding finitary refinement of Theorem 1.2 is as follows.

Theorem 1.3 (main result, simple form). For every $K \geq 1$ there exists $n_0 = n_0(K)$ such that the following holds. Let $\Gamma$ be a connected, locally finite vertex-transitive graph, and suppose that there exists $n \geq n_0$ such that $\beta_\Gamma(3n) \leq K\beta_\Gamma(n)$. Then $\Gamma$ is $(1, O_K(n))$-quasi-isometric to a locally finite Cayley graph whose underlying group has a nilpotent normal subgroup of rank, step and index at most $O_K(1)$.

Again, this is a consequence of a more detailed result, which we state below as Theorem 2.3.

Remark. Since it has no bearing on our applications, we do not consider in this paper whether it would be possible to replace the hypothesis $\beta_\Gamma(3n) \leq K\beta_\Gamma(n)$ in the statement of Theorem 1.3 with $\beta_\Gamma(2n) \leq K\beta_\Gamma(n)$ as in Theorem 1.2. If $G$ had a bi-invariant Haar measure when viewed as a topological group as in Section 4 then this would be possible using results of [15].

To give a flavour of the kinds of results we can prove using Theorem 1.3 we now present two corollaries. We present further corollaries in Section 2 after the more detailed version of Theorem 1.3.

Breuillard, Green and Tao showed that if $\Gamma$ is a Cayley graph satisfying $\beta_\Gamma(n) \leq n^d\beta_\Gamma(1)$ for large enough $n$ then $\beta_\Gamma(m) \leq m^{O_d(1)}\beta_\Gamma(1)$ for every $m \geq n$ [3, Corollary 11.9]; thus, if a ball of large enough radius in a Cayley graph exhibits polynomial growth then all larger balls also exhibit polynomial growth. Tao subsequently gave a much more detailed description of the further growth of $\beta_\Gamma(m)$ in this setting. In order to state his result precisely we define a function $f : [1, \infty) \to [1, \infty)$ to be piecewise monomial if there exist $1 = x_0 < x_1 < \ldots < x_k = \infty$ and $C_1, \ldots, C_k$ and $d_1, \ldots, d_k \geq 0$ such that $f(x) = C_i x^{d_i}$ whenever $x \in [x_{i-1}, x_i)$. We call the restrictions $f_{j[x_{i-1}, x_i)}$ the pieces of $f$, and each $d_i$ the degree of the piece $f_{j[x_{i-1}, x_i)}$. Tao’s result states that if $\Gamma$ is a Cayley graph satisfying $\beta_\Gamma(n) \leq n^d\beta_\Gamma(1)$ for large enough $n$ then there exists a non-decreasing continuous piecewise-monomial function $f : [1, \infty) \to [1, \infty)$ with $f(1) = 1$ and at most $O_d(1)$ distinct pieces, each of degree a non-negative integer at most $O_d(1)$, such that $|\beta_\Gamma(mn)| \asymp d f(m)\beta_\Gamma(n)$ for every $m \in \mathbb{N}$ [16, Theorem 1.9].

Using Theorem 2.3 we can extend Tao’s result to arbitrary connected locally finite vertex-transitive graphs, as follows.

Corollary 1.4. Given $d > 0$ there exists $n_0 = n_0(d)$ such that if $n \geq n_0$, and if $\Gamma$ is a connected locally finite vertex-transitive graph such that $\beta_\Gamma(n) \leq n^d\beta_\Gamma(1)$, then there exists a non-decreasing continuous piecewise-monomial function $f : [1, \infty) \to [1, \infty)$ with $f(1) = 1$ and at most $O_d(1)$ distinct pieces, each of degree a non-negative integer at most $O_d(1)$, such that $\beta_\Gamma(mn) \asymp_d f(m)\beta_\Gamma(n)$ for every $m \in \mathbb{N}$.
In our forthcoming paper [18] we will give an explicit, sharp bound on the maximum degree of the function \( f \) in Corollary 1.4. We will also give an explicit polynomial bound on the number of monomial pieces that make up \( f \).

It is not hard to check that Corollary 1.4 extends, to vertex-transitive graphs, the Breuillard–Green–Tao result that if \( \beta_\Gamma(n) \leq n^d \beta_\Gamma(1) \) for some \( n \geq n_0 \) then \( \beta_\Gamma(m) \leq m^{O_d(1)} \beta_\Gamma(1) \) for every \( m \geq n \). Tao gave an example to show that the bound \( O_d(1) \) in this inequality cannot in general be taken to be \( d \) [16, Example 1.11]. Nonetheless, in the first paper in this series we showed that if one assumes the more stringent condition \( \beta_\Gamma(n) \leq n^d \) on a Cayley graph \( \Gamma \) in place of \( \beta_\Gamma(n) \leq n^d \beta_\Gamma(1) \) then one can replace the bound \( O_d(1) \) with a bound of \( d \). This answered a question of Benjamini.

As another corollary of Theorem 2.3, we extend this result to vertex-transitive graphs, as follows.

**Corollary 1.5.** Given \( d > 0 \) there exists \( n_1 = n_1([d]) > 0 \) such that if \( C > 0 \) and

\[
1.1 \quad n \geq \max \left\{ n_1, (Cn_1)^{\lfloor d \rfloor} \right\},
\]

and if \( \Gamma \) is a connected, locally finite vertex-transitive graph such that

\[
1.2 \quad \beta_\Gamma(n) \leq Cn^d,
\]

then for every \( m \geq n \) we have \( \beta_\Gamma(m) \ll_{[d]} (m/n)^{\lfloor d \rfloor} \beta_\Gamma(n), \) and in particular \( \beta_\Gamma(m) \ll_{d} Cm^d. \)

In our forthcoming paper [19] we will use Corollary 1.5 to prove two conjectures of Benjamini and Kozma concerning resistance in vertex-transitive electric networks of large diameter [1, Conjectures 4.1 & 4.2]. It is perhaps worth mentioning that it is largely with this application in mind that we write some of the bounds of Corollary 1.5 in terms of \( \lfloor d \rfloor \) rather than simply \( d \). This might look slightly strange, and in some sense does not contain much information, but it is a convenient means by which to encode the fact that the bounds are uniform on a bounded range of \( d \), which will be important in our proofs of the Benjamini–Kozma conjectures.

**Remark.** The arguments of this paper are completely explicit and effective. However, we rely on two ineffective results from the literature on approximate groups, so we are unable to make the bounds in our results explicit at present. The ineffective results we rely on are Breuillard, Green and Tao’s celebrated classification finite approximate groups [3], which is the main ingredient in Theorem 1.2, and Carolino’s corresponding result for relatively compact approximate subgroups of locally compact groups, which we state below as Theorem 6.10. The source of ineffectiveness is essentially the same in each of these two results, and if that could be eliminated then our results would in principle all be effective.

**Acknowledgements.** We thank Itai Benjamini, Emmanuel Breuillard, Persi Diaconis, Jonathan Hermon and Ariel Yadin for helpful conversations.

2. Detailed statement of results and further corollaries

In this section we state in full our main results and some further corollaries. We also establish some notation and present the necessary definitions.

Throughout this paper, we use the term **graph** to mean an undirected graph without loops or multiple edges. Given a graph \( \Gamma \), we abuse notation slightly by also writing \( \Gamma \) for the vertex set of \( \Gamma \). For example, if \( \Gamma \) is finite then \( |\Gamma| \) is the number of vertices, and \( x \in \Gamma \) means that \( x \) is a vertex of \( \Gamma \). Given \( x, y \in \Gamma \) we write \( x \sim y \) to mean that there is an edge between \( x \) and \( y \). We write \( d_\Gamma(x, y) \) for the number of edges in the shortest path between \( x \) and \( y \), often dropping the subscript \( \Gamma \) when it is clear from context. Note that this makes \( \Gamma \) into a metric space; we call \( d_\Gamma \) the **graph**...
metric on \( \Gamma \). Given \( x \in \Gamma \), we write \( \deg(x) \) for the degree of \( x \). Given in addition \( n \in \mathbb{N} \), we write \( B_\Gamma(x, n) \) for the ball of radius \( n \) centred at \( x \); thus \( B_\Gamma(x, n) = \{ y \in \Gamma : d(x, y) \leq n \} \).

We write \( \text{Aut}(\Gamma) \) for the group of automorphisms of the graph \( \Gamma \), acting from the left. We say that a subgroup \( G < \text{Aut}(\Gamma) \) is transitive if for every \( x, y \in \Gamma \) there exists \( g \in \text{Aut}(\Gamma) \) such that \( g(x) = y \). We say that \( \Gamma \) is vertex transitive if \( \text{Aut}(\Gamma) \) is transitive. Note that automorphisms of \( \Gamma \) are the same as isometries of \( \Gamma \) with respect to the metric \( d_\Gamma \), and on certain occasions it will be more natural to refer to them as such.

In a vertex-transitive graph \( \Gamma \), the degree of every vertex is the same; we write \( \deg(\Gamma) \) for this degree. The cardinality \( |B_\Gamma(x, n)| \) of the ball of radius \( n \) centred at \( x \) is also the same for every \( x \); we write \( \beta_\Gamma(n) \) for this cardinality.

When defining a Cayley graph \( C(G, S) \) we do not insist that \( S \) be finite, but we will generally assume that \( S \) contains the identity element 1; this is largely for notational convenience, meaning, for example, that \( B_{C(G,S)}(1, n) = S^n \). We often abbreviate the distance \( d_{C(G,S)} \) as simply \( d_S \). If \( H < G \) then, writing \( \pi : G \to G/H \) for the quotient homomorphism, we also often abbreviate \( C(G, S) \) as \( C(G/H, \pi(S)) \).

If \( \Gamma \) is a vertex-transitive graph and \( H < \text{Aut}(\Gamma) \) is a subgroup then we define \( \Gamma/H \) to be the quotient graph with vertices \( \{ H(x) : x \in \Gamma \} \), and \( H(x) \sim H(y) \) in \( \Gamma/H \) if and only if there exists \( x_0 \in H(x) \) and \( y_0 \in H(y) \) such that \( x_0 \sim y_0 \) in \( \Gamma \). Note that \( \Gamma/H \) is trivial if and only if \( H \) is transitive. We call the sets \( H(x) \subset \Gamma \) with \( x \in \Gamma \) the fibres of the projection \( \Gamma \to \Gamma/H \).

If \( G \) is another subgroup of \( \text{Aut}(\Gamma) \), we say that the quotient graph \( \Gamma/H \) is invariant under the action of \( G \) on \( \Gamma \) if for every \( g \in G \) and \( x \in \Gamma \) there exists \( y \in \Gamma \) such that \( gH(x) = H(y) \). We will see in Lemmas 3.1 and 3.2 that if \( H \) is normalised by \( G \) then \( \Gamma/H \) is invariant under the action of \( G \), and the action of \( G \) on \( \Gamma \) descends to an action of \( G \) on \( \Gamma/H \). We write \( G_{\Gamma/H} \) for the image of \( G \) in \( \text{Aut}(\Gamma/H) \) induced by this action; thus \( G_{\Gamma/H} \) is the quotient of \( G \) by the normal subgroup \( \{ g \in G : gH(x) = H(x) \text{ for every } x \in \Gamma \} \).

The following version of Trofimov’s theorem essentially arises from an argument given by Woess.

**Theorem 2.1** (Trofimov [22], Woess [23]). Let \( \Gamma \) be a connected, locally finite vertex-transitive graph of polynomial growth, and let \( e \in \Gamma \). Let \( G < \text{Aut}(\Gamma) \) be a transitive subgroup. Then there is a normal subgroup \( H < G \) such that

\[
\begin{align*}
& (i) \text{ every fibre of the projection } \Gamma \to \Gamma/H \text{ is finite;} \\
& (ii) G_{\Gamma/H} = G/H; \\
& (iii) G_{\Gamma/H} \text{ is virtually nilpotent;} \\
& (iv) \text{ the set } S = \{ g \in G_{\Gamma/H} : d_{\Gamma/H}(g(H(e)), H(e)) \leq 1 \} \text{ is a finite symmetric generating set for } G_{\Gamma/H}; \text{ and} \\
& (v) \text{ every vertex stabiliser of the action of } G_{\Gamma/H} \text{ on } \Gamma/H \text{ is finite;} \\
\end{align*}
\]

**Remark 2.2.** It follows from Lemmas 5.2 and 5.3 below, that in the setting of Theorem 2.1 there exist maps

\[
\begin{align*}
\Gamma & \xrightarrow{(1.1)} C(G_{\Gamma/H}, S) \xrightarrow{(1.1)} \Gamma/H
\end{align*}
\]

that are quasi-isometries with parameters as indicated. We will see in Lemma 5.1 that the quasi-isometries represented on the diagram (2.1) can be inverted and composed to produce the \((1, ?)\)-quasi-isometry \( \Gamma \to C(G_{\Gamma/H}, S) \) of Theorem 1.1.
Our main result is the following refinement of Theorem 2.1.

**Theorem 2.3** (main result, detailed form). For every $K \geq 1$ there exists $n_0 = n_0(K)$ such that the following holds. Let $\Gamma$ be a connected, locally finite vertex-transitive graph with a distinguished vertex $e$, and suppose that there exists $n \geq n_0$ such that $\beta_\Gamma(3n) \leq K \beta_\Gamma(n)$. Let $G < \text{Aut}(\Gamma)$ be a transitive subgroup. Then there is a normal subgroup $H < G$ such that

(i) every fibre of the projection $\Gamma \to \Gamma/H$ has diameter at most $O_K(n)$;
(ii) $G_{\Gamma/H} = G/H$;
(iii) $G_{\Gamma/H}$ has a nilpotent normal subgroup of rank, step and index at most $O_K(1)$;
(iv) the set $S = \{g \in G_{\Gamma/H} : d_{\Gamma/H}(g(H(e)), H(e)) \leq 1\}$ is a finite symmetric generating set for $G_{\Gamma/H}$;
(v) every vertex stabiliser of the action of $G_{\Gamma/H}$ on $\Gamma/H$ has cardinality $O_K(1)$; and
(vi) there is a $(1, O_K(n))$-quasi-isometry $\Gamma \to \mathcal{C}(G_{\Gamma/H}, S)$.

The diameter of a subset $A$ of a metric space is given by $\sup_{x,y \in A} d(x, y)$.

**Remarks.**

1. It is not entirely surprising that there should be a finitary refinement of Theorem 2.1 in the direction of Theorem 2.3, given some advances that have been made since Woess’s paper. Indeed, in Theorem 7.1 we obtain a partial version of Theorem 2.3 essentially by replacing two ingredients in Woess’s proof with more advanced results that were not available to Woess at the time. This alone is not good enough for our applications, however. An important deficiency of Theorem 7.1 compared to Theorem 2.3 is that Theorem 7.1 does not give a bound on the size of the vertex stabilisers of the action of $G_{\Gamma/H}$ on $\Gamma/H$, a conclusion that is crucial for our proof of Corollary 1.5 below, for example.

2. One may check that if the vertex stabilisers of the action of a transitive group $G$ on a graph $\Gamma$ are trivial then were trivial then $\Gamma$ is isomorphic to the Cayley graph of $G$ with respect to the generating set $\{g \in G : d(g, e) \leq 1\}$. Conclusion (vi) of Theorem 2.3 can therefore be interpreted as saying that $G/H$ is ‘close to’ $\mathcal{C}(G_{\Gamma/H}, S)$.

We now present some applications of Theorem 2.3 to vertex-transitive graphs of polynomial growth. We start with a corollary confirming that Theorem 2.3 is a refinement of Theorem 2.1.

**Corollary 2.4.** For all $d \geq 0$ and $\lambda \in (0, 1)$ there exists $n_0 = n_0(d, \lambda) \geq 1$ such that the following holds. Let $\Gamma$ be a connected, locally finite vertex-transitive graph with a distinguished vertex $e$, and suppose that there exists $n \geq n_0$ such that

$$\beta_\Gamma(n) \leq n^d \beta_\Gamma(1).$$

Let $G < \text{Aut}(\Gamma)$ be a transitive subgroup. Then there is a normal subgroup $H < G$ such that

(i) every fibre of the projection $\Gamma \to \Gamma/H$ has diameter at most $n^\lambda$;
(ii) $G_{\Gamma/H} = G/H$;
(iii) $G_{\Gamma/H}$ has a nilpotent normal subgroup of rank, step and index at most $O_{d, \lambda}(1)$;
(iv) the set $S = \{g \in G_{\Gamma/H} : d_{\Gamma/H}(g(H(e)), H(e)) \leq 1\}$ is a finite symmetric generating set for $G_{\Gamma/H}$;
(v) every vertex stabiliser of the action of $G_{\Gamma/H}$ on $\Gamma/H$ has cardinality $O_{d, \lambda}(1)$; and
(vi) there is a $(1, n^\lambda)$-quasi-isometry $\Gamma \to \mathcal{C}(G_{\Gamma/H}, S)$. 

In the case that \( \Gamma \) is finite, a natural value of \( n \) at which to seek to apply Corollary 2.4 is the diameter of \( \Gamma \), which we write \( \text{diam}(\Gamma) \). Note that \( \text{diam}(\Gamma) = \min\{ n : B_\Gamma(e,n) = \Gamma \} \). For \( n = \text{diam}(\Gamma) \), the hypothesis (2.2) translates to the large-diameter condition

\[
\text{diam}(\Gamma) \geq \left( \frac{|\Gamma|}{\beta_\Gamma(1)} \right)^\delta,
\]

with \( \delta = \frac{1}{2} \). Breuillard and the second author [4] have studied Cayley graphs satisfying (2.3), calling such Cayley graphs \( \delta \)-almost flat. For brevity, when writing the diameter of a Cayley graph \( \mathcal{C}(G,S) \) we write \( \text{diam}_G(G) \) in place of \( \text{diam}(\mathcal{C}(G,S)) \).

Theorem 1.2 shows that an almost-flat Cayley graph possesses a large virtually nilpotent quotient. One of Breuillard and the second author’s results shows that one can refine this further to a large virtually abelian quotient [4, Theorem 4.1 (2)]. They also show that the finite-index abelian subgroup of this quotient in turn admits a cyclic quotient of diameter comparable to that of the original Cayley graph [4, Theorem 4.1 (3)]. Our next corollaries extend these results to vertex-transitive graphs.

**Corollary 2.5.** For every \( \delta > 0 \) and \( \lambda > 0 \) there exists \( n_0 = n_0(\delta, \lambda) \geq 1 \) such that the following holds. Let \( \Gamma \) be a connected, locally finite vertex-transitive graph with a distinguished vertex \( e \), and suppose that \( \text{diam}(\Gamma) \geq n_0 \) and

\[
\text{diam}(\Gamma) \geq \left( \frac{|\Gamma|}{\beta_\Gamma(1)} \right)^\delta.
\]

Let \( G < \text{Aut}(\Gamma) \) be a transitive subgroup. Then there is a normal subgroup \( H < G \) such that

(i) every fibre of the projection \( \Gamma \to \Gamma/H \) has diameter at most \( \text{diam}(\Gamma) \delta^{1/2} \); 
(ii) \( G_{\Gamma/H} = G/H \); 
(iii) \( G_{\Gamma/H} \) has an abelian subgroup of rank and index at most \( O_{\delta,\lambda}(1) \); 
(iv) the set \( S = \{ g \in G_{\Gamma/H} : d_{\Gamma/H}(g(H(e)), H(e)) \leq 1 \} \) is a symmetric generating set for \( G_{\Gamma/H} \); 
(v) every vertex stabiliser of the action of \( G_{\Gamma/H} \) on \( \Gamma/H \) has diameter at most \( O_{\delta,\lambda}(1) \); and 
(vi) there is a \( (1, \text{diam}(\Gamma) \delta^{1/2}) \)-quasi-isometry \( \Gamma \to \mathcal{C}(G_{\Gamma/H}, S) \).

In the next corollary, if \( \Gamma \) is a vertex-transitive graph, \( H < \text{Aut}(\Gamma) \) is a subgroup, and \( X \subseteq \Gamma \) is a union of fibres of the projection \( \Gamma \to \Gamma/H \) then we define \( X/H \) to be the quotient of \( X \) (with the subspace metric induced from \( \Gamma \)) by the equivalence relation with equivalence classes \( H(x) \) for \( x \in X \). Explicitly, \( X/H \) is the metric space with points \( \{ H(x) : x \in X \} \) and distance \( d_{X/H} \) defined via

\[
d_{X/H}(H(x), H(y)) = \min \left\{ d_\Gamma(x_1, y_1) + \cdots + d_\Gamma(x_m, y_m) : \begin{array}{l}
m \in \mathbb{N} \\
x_1 = x \\
y_m = y \\
x_i, y_i \in X \text{ for every } i \\
x_{i+1} \in H(y_i) \text{ for every } i \end{array} \right\}.
\]

Note that if \( X = \Gamma \) then this metric agrees with the graph metric on \( \Gamma/H \) defined earlier.

**Corollary 2.6.** For every \( \delta > 0 \) there exists \( n_0 = n_0(\delta) \geq 1 \) such that if \( \Gamma \) is a connected, locally finite vertex-transitive graph with a distinguished vertex \( e \) satisfying \( \text{diam}(\Gamma) \geq n_0 \) and (2.4), and if \( G < \text{Aut}(\Gamma) \) is a transitive subgroup, then there exist subgroups \( U < G' < G \) and a finite symmetric generating set \( S' \) for \( G'/U \) containing the identity such that...
(i) $G'$ has index $O_δ(1)$ in $G$;
(ii) $G'/U$ is cyclic;
(iii) $\text{diam}_S(G'/U) \gg_δ \text{diam}(\Gamma)$;
(iv) every vertex stabiliser of the action of $G'/U$ on $G'(e)/U$ has size $O_δ(1)$; and
(v) the map $\varphi : C(G'/U, S') \to G'(e)/U$ defined by $\varphi(gU) = U(g(e))$ is an $(O_δ(1), O_δ(1))$-quasi-isometry.

Conclusion (i) of Corollary 2.6 (in conjunction with Lemmas 3.4 and 6.7, below) implies that $\Gamma$ is $(1, O_δ(1))$-quasi-isometric to $G'(e)$, whilst conclusion (v) shows that $G'(e)/U$ is $(O_δ(1), O_δ(1))$-quasi-isometric to $C(G/U, S')$. In light of conclusions (ii) and (iii) Corollary 2.6 can therefore be thought of as saying that a large diameter of a finite vertex-transitive graph is always explained, “modulo quasi-isometries”, by the presence of metric-space quotient that is a Cayley graph of a cyclic group with large diameter.

In our forthcoming work [18] we will obtain sharp bounds on the ranks of the nilpotent and abelian groups appearing in Corollary 2.4 (iii) and Corollary 2.5 (iii), respectively.

Corollaries 2.4 and 2.5 can be seen as finitary versions of results of Benjamini, Finucane and the first author [2] describing the scaling limits of vertex-transitive graphs of polynomial growth. Briefly, a sequence of compact metric spaces $X_1, X_2, \ldots$ is said to Gromov–Hausdorff converge or GH converge to a compact metric space $X$ if there exist $(1 + o(1), o(1))$-quasi-isometries $X_n \to X$. The scaling limit of the sequence $(X_n)$, if it exists, is the GH limit of the sequence $X'_1, X'_2, \ldots$, in which each $X'_n$ is the space $X_n$ with the metric scaled by $\text{diam}(X_n)^{-1}$. Benjamini, Finucane and the first author’s main result shows that if $(\Gamma_n)$ is a sequence of finite connected vertex-transitive graphs with diameters tending to infinity satisfying $\text{diam}(\Gamma_n) \geq |\Gamma_n|^δ$ then $(\Gamma_n)$ has a subsequence with a scaling limit that is a torus of finite dimension and an invariant Finsler metric [2, Theorem 1]. An analogous result for infinite vertex-transitive graphs satisfying a condition along the lines of (2.2) is given by [2, Theorem 3.2.2]. See [2] for precise statements and definitions.

Remark 2.7. Corollary 2.4 implies a strengthening of [2, Theorem 3.2.2]. That theorem includes the hypothesis that there the graphs $\Gamma_n$ admit discrete transitive groups of automorphisms (see Section 4 for the meaning of discrete in this context). Corollary 2.4 (combined with Proposition 9.1, below) shows that each $\Gamma$ is $(1, o(m_n))$-quasi-isometric to a Cayley graph of comparable growth. Since a Cayley graph always admits the underlying group as a discrete transitive group of automorphisms, this shows that the discreteness assumption of [2, Theorem 3.2.2] can be omitted. This verifies [2, Conjecture 5.1.1]. We give a detailed proof of this, with the addition of sharp bounds on the dimension of the limit, in our forthcoming work [18].

Breuillard and the second author showed that if a finite Cayley graph has large diameter in the sense of (2.3) then it has a property called moderate growth [1, Corollary 1.9]. This property was introduced by Diaconis and Saloff-Coste [6], and one of the main points of their work was to show that if $\Gamma$ is Cayley graph of moderate growth then the relaxation and mixing times of the simple random walk on $\Gamma$ are quadratic in $\text{diam}(\Gamma)$. Given constants $A, d$ we define a finite connected vertex-transitive graph $\Gamma$ to have $(A, d)$-moderate growth if

$$\beta_\Gamma(n) \geq \frac{1}{A} \left( \frac{n}{\text{diam}(\Gamma)} \right)^d |\Gamma|$$

whenever $1 \leq n \leq \text{diam}(\Gamma)$. We refer the reader to [13] for the other relevant definitions, and to [4, 6] for details of Diaconis and Saloff-Coste’s results.
It is essentially immediate from the definition of moderate growth that a finite connected vertex-transitive graph of moderate growth has large diameter in the sense of (2.3); the result of Breuillard and the second author is a converse to this. Using Theorem 2.3 we prove a similar result for general vertex-transitive graphs, as follows.

**Corollary 2.8** (equivalence of large diameter and moderate growth). Let $\Gamma$ be a finite connected vertex-transitive graph. If $\Gamma$ has $(A,d)$-moderate growth then

$$\text{diam}(\Gamma) \geq \frac{1}{A^{1/d}} \left( \frac{|\Gamma|}{\beta_T(1)} \right)^{1/d}. \tag{2.6}$$

Conversely, for every $\delta \geq 0$ there exists $n_0 = n_0(\delta)$ such that if $\text{diam}(\Gamma) \geq n_0$ then

$$\text{diam}(\Gamma) \geq \left( \frac{|\Gamma|}{\beta_T(1)} \right)^{\delta} \tag{2.7}$$

then $\Gamma$ has $(O_\delta(1),O_\delta(1))$-moderate growth.

**Remark 2.9.** It turns out that some similar results to those of Diaconis and Saloff-Coste hold in vertex-transitive graphs of moderate growth; see [11, Proposition 8.1], for example. Thus, Corollary 2.8 implies that if $\Gamma$ is a finite connected vertex-transitive graph satisfying (2.7) then the mixing time of the simple random walk on $\Gamma$ is comparable to $\text{diam}(\Gamma)^2$. In our forthcoming work [18, 19] we will state and prove this result precisely, as well as presenting various other applications of our results to random walks on vertex-transitive graphs.

3. Quotients of vertex-transitive graphs

In this section we present some of the fundamentals of quotients of vertex-transitive graphs, as well as some results that are more specific to our arguments. Throughout this section and the rest of the paper, given a vertex-transitive graph $\Gamma$ and a group $G < \text{Aut}(\Gamma)$, we write $G_x$ for the stabiliser of a vertex $x \in \Gamma$, and $G_X$ for the setwise stabiliser of a subset $X \subseteq \Gamma$, which is to say the subgroup $G_X = \{g \in G : g(X) = X\}$. We start with the following easy fact.

**Lemma 3.1.** Let $\Gamma$ be a vertex-transitive graph, and let $G$ and $H$ be subgroups of $\text{Aut}(\Gamma)$ such that $G$ normalises $H$. Then the quotient graph $\Gamma/H$ is invariant under the action of $G$ on $\Gamma$.

**Proof.** Given $g \in G$ and $x \in \Gamma$ the fact that $G$ normalises $H$ implies that $gH(x) = H(g(x))$. $\square$

**Lemma 3.2.** Let $\Gamma$ be a vertex-transitive graph, and let $G$ and $H$ be subgroups of $\text{Aut}(\Gamma)$ such that $\Gamma/H$ is invariant under the action of $G$ on $\Gamma$. Define $\varphi : G \to \text{Sym}(\Gamma/H)$ via $\varphi(g)(H(x)) = gH(x)$. Then $\varphi$ is a homomorphism $G \to \text{Aut}(\Gamma/H)$.

**Proof.** The map $\varphi$ is trivially a homomorphism of $G$ into $\text{Sym}(\Gamma/H)$. To see that each $\varphi(g)$ is an automorphism of $\Gamma/H$, let $g \in G$, and suppose that $H(x) \sim H(y)$ in $\Gamma/H$. This means that there exists $h \in H$ such that $hx \sim y$ in $\Gamma$, and hence that

$$ghx \sim gy$$

in $\Gamma$. The $G$-invariance of $\Gamma/H$ means that both $\varphi(g)(H(x))$ and $\varphi(g)(H(y))$ are vertices of $\Gamma/H$, and since $ghx \in \varphi(g)(H(x))$ and $gy \in \varphi(g)(H(y))$, (3.1) means that $\varphi(g)(H(x)) \sim \varphi(g)(H(y))$ in $\Gamma/H$, as required. $\square$
If $\Gamma$ is a vertex-transitive graph, and $G$ and $H$ are subgroups of $\text{Aut}(\Gamma)$ such that $\Gamma/H$ is invariant under the action of $G$ on $\Gamma$, we call the action of $G$ on $\Gamma/H$ defined by the map $\varphi$ defined in Lemma 3.2 the action induced by the action of $G$ on $\Gamma$. We use the notation $G_{\Gamma/H}$ to mean the image group $\varphi(G) \subset \text{Aut}(\Gamma/H)$. Note that $G_{\Gamma/H}$ is isomorphic to the quotient of $G$ by the normal subgroup $\{g \in G : gh(x) = H(x) \text{ for every } x \in \Gamma\}$, which we call the kernel of this induced action.

In light of Lemmas 3.1 and 3.2 if $\Gamma$ is a vertex-transitive graph, and $G$ and $H$ are subgroups of $\text{Aut}(\Gamma)$ such that $G$ normalises $H$, then $G_{\Gamma/H}$ is always well defined. We assume this implicitly throughout the rest of this paper, without further mention.

**Lemma 3.3.** Let $\Gamma$ be a vertex-transitive graph, and let $G$ and $H$ be subgroups of $\text{Aut}(\Gamma)$ such that $G$ is transitive and normalises $H$. Then the fibres of the projection $\Gamma \to \Gamma/H$ are pairwise isometric.

**Proof.** Given $x, y \in \Gamma$, the transitivity of $G$ implies that there exists $g \in G$ such that $g(y) = x$. The fact that $G$ normalises $H$ implies that $H(x) = H(g(y)) = g(H(y))$, and so $H(x)$ is the image of $H(y)$ under the isometry $g$. $\square$

**Lemma 3.4.** Let $\Gamma$ be a vertex-transitive graph with a distinguished vertex $e$, and suppose that $G$ is a transitive subgroup of $\text{Aut}(\Gamma)$. Let $S = \{g \in G : d(g(e), e) \leq 1\}$. Then $S$ is symmetric, and an element $g \in G$ satisfies $g(e) \in B_{\Gamma}(e, n)$ for a given $n \geq 1$ if and only if $g \in S^n$. In particular, $S$ is a symmetric generating set for $G$ containing the identity.

**Proof.** To see that $S$ is symmetric, note that $d(g^{-1}(e), e) = d(g^{-1}(g(e)), e) = d(g, e)$. The fact that $g(e) \in B_{\Gamma}(e, n)$ for a given $n \geq 1$ if and only if $g \in S^n$ is essentially [23, Lemma 3]. We prove it by induction on $n$, the case $n = 1$ being true by definition. For $n \geq 2$ we have

$$g(e) \in B_{\Gamma}(e, n) \iff g(e) \in B_{\Gamma}(x, 1) \text{ for some } x \in B_{\Gamma}(e, n - 1)$$

$$\iff g(e) \in B_{\Gamma}(h(e), 1) \text{ for some } h \in S^{n-1} \quad \text{(by induction)}$$

$$\iff h^{-1}g \in S \text{ for some } h \in S^{n-1} \quad \text{(by the } n = 1 \text{ case)}$$

$$\iff g \in S^n,$$

as required. $\square$

**Lemma 3.5.** Let $\Gamma$ be a vertex-transitive graph with a distinguished vertex $e$, and suppose that $H \vartriangleleft G < \text{Aut}(\Gamma)$. Then for $g \in G$ and $n \geq 0$ we have $d_{G(e)/H}(gH(e), H(e)) = n$ if and only if there exists $h \in H$ such that $d_{\Gamma}(hg(e), e) = n$. In particular, writing $\pi : G \to G_{\Gamma/H}$ for the quotient homomorphism we have $\pi(G_e) = (G_{\Gamma/H})_{H(e)}$. If $G$ is transitive then, writing $S = \{g \in G : d_{\Gamma}(g(e), e) \leq 1\}$, for every $n \geq 1$ we have

$$\pi(S^n) = \{g \in G_{\Gamma/H} : d_{\Gamma/H}(gH(e), H(e)) \leq n\}.$$

**Proof.** We certainly have $d_{G(e)/H}(gH(e), H(e)) \leq d_{\Gamma}(gh(e), e)$ for every $h \in H$. For the converse, if $d_{G(e)/H}(gH(e), H(e)) = 0$ then by definition and normality of $H$ there exists $h \in H$ such that $h_0(e) = e$, so we may assume that $d_{G(e)/H}(gH(e), H(e)) \geq 1$. Let $m$ be maximal such that there exist $x_1, \ldots, x_m, y_1, \ldots, y_m$ with $d_{\Gamma}(x_i, y_i) \neq 0$ for every $i$ achieving the minimum in the expression for $d_{G(e)/H}(gH(e), H(e))$. For each $i$ pick $g_i \in G$ such that $g_i(e) = y_i$, taking $g_m = g$. For notational purposes set $g_0 = 1$, and note that

$$d_{G(e)/H}(gH(e), H(e)) = \sum_{i=1}^{\ell} d_{\Gamma}(x_i, y_i)$$

(3.3)
whenever $1 \leq \ell \leq m$. By induction on $m$ we may assume that there exists $h_1 \in H$ such that $d_{G(e)/H}((g_{m-1}H(e),H(e))) = d_{\Gamma}(h_1g_{m-1}(e),e)$, the case $m = 1$ being trivial. By definition there exists $h_2 \in H$ such that $x_m = h_2g_{m-1}(e)$, and so (3.3) then gives

$$d_{G(e)/H}((g_mH(e),H(e))) = d_{\Gamma}(h_1g_{m-1}(e),e) + d_{\Gamma}(x_m,y_m)$$

$$= d_{\Gamma}(h_2g_{m-1}(e),h_2h_1^{-1}e) + d_{\Gamma}(h_2g_{m-1}(e),g_m(e))$$

$$\geq d_{\Gamma}(e,h_1h_2^{-1}g_m(e)),$$

as required. If $G$ is transitive then (3.2) follows from the first part of the lemma and Lemma 3.4. □

Lemma 3.6. Let $\Gamma$ be a vertex-transitive graph, and suppose that $H < G < \text{Aut}(\Gamma)$. Let $H' < G$ be the kernel of the induced action of $G$ on $\Gamma/H$. Then $H \triangleleft H'$ if $H'(x) = H(x)$ for every $x \in \Gamma$. In particular, $\Gamma/H' = \Gamma/H$ and $G_{\Gamma/H'} = G/H'$. Now suppose in addition that $G$ is transitive, write $S = \{g \in G : d(g,e) \leq 1\}$, and suppose that $H \subset S^n$ for a given $n \in \mathbb{N}$. Then $H' \subset S^n$.

Proof. We have $H' = \{g \in G : gH(x) = H(x)\}$ for every $x \in \Gamma$, which trivially satisfies $H \subset H' < G$. Given $h \in H'$ and $x \in \Gamma$ we have $h(x) \in hH(x) = H(x)$ by definition of $H'$, and so $H'(x) = H(x)$. If $G$ is transitive then this combines with Lemma 3.4 to imply that $H' \subset S^n$. □

Lemma 3.7. Let $\Gamma$ be a vertex-transitive graph with a distinguished vertex $e$, let $G < \text{Aut}(\Gamma)$ be a transitive subgroup, let $H < G$, and write $\psi : \Gamma \rightarrow \Gamma/H$ for the quotient map. Write $S = \{g \in G : d(g,e) \leq 1\}$, let $k \in \mathbb{N}$, and suppose that $H \subset S^k$. Then $B_{\Gamma}(e,m) \subset \psi^{-1}(B_{\Gamma/H}(H(e),m)) \subset B_{\Gamma}(e,m+k)$ for every $m \in \mathbb{N}$.

Proof. The first inclusion is trivial. Write $\pi : G \rightarrow G_{\Gamma/H}$ for the quotient homomorphism, and note that by Lemma 3.6 we may assume that $H = \ker \pi$. Let $x \in \Gamma$ and $m \in \mathbb{N}$. The transitivity of $G$ implies that there exists $g \in G$ such that $g(e) = x$, and so

$$H(x) \in B_{\Gamma/H}(H(e),m) \implies gH \in \pi(S^m) \quad \text{(by Lemma 3.5)}$$

$$\implies g \in S^mH$$

$$\implies g \in S^{m+k}$$

$$\implies x \in B_{\Gamma}(e,m+k) \quad \text{(by Lemma 3.4)},$$

giving the second inclusion. □

Lemma 3.8. Let $\Gamma$ be a connected, locally finite vertex-transitive graph with a distinguished vertex $e$. Let $G < \text{Aut}(\Gamma)$ be a transitive subgroup, and for each $x \in \Gamma$ fix some $g_x \in G$ such that $g_x(e) = x$. Let $S = \{g \in G : d(g,e) \leq 1\}$. Let $n \in \mathbb{N}$. Then $S^n = \bigcup_{x \in B_{\Gamma}(e,n)} g_xG_e$.

Proof. Lemma 3.3 implies that $S^n = \bigcup_{x \in B_{\Gamma}(e,n)} \{g \in G : g(e) \in B_{\Gamma}(e,n)\} = \bigcup_{x \in B_{\Gamma}(e,n)} g_xG_e$. □

Lemma 3.9. Let $\Gamma$ be a vertex-transitive graph, and let $G < \text{Aut}(\Gamma)$. Let $x, y \in \Gamma$, and suppose that $g \in G$ satisfies $g(x) = y$. Then $G_x = (G_y)^y$. In particular, if $G$ is transitive then all of its vertex stabilisers are conjugate to one another.

Proof. Trivial. □

4. The topology of pointwise convergence on $\text{Aut}(\Gamma)$

Woess [23] gave a beautiful and transparent proof of Theorem 2.1 by viewing $\text{Aut}(\Gamma)$ as a topological group. These are introduced in detail in [12]; here we simply present the properties we require.
A topological group is a group $G$ endowed with a topology with respect to which the maps

$$G \times G \to G \quad (g, h) \mapsto gh$$

and

$$G \to G \quad g \mapsto g^{-1}$$

are both continuous.

Before we describe the topology on $\text{Aut}(\Gamma)$, we present some straightforward general properties of topological groups.

**Lemma 4.1** ([12 (4.4)]). Let $G$ be a topological group, and let $A, B \subset G$. If $A$ is open then so are $AB$ and $BA$. If $A$ and $B$ are compact then so is $AB$. If $A$ is closed and $B$ is compact then $AB$ and $BA$ are closed. □

**Lemma 4.2.** Let $G$ be a topological group, and suppose that $U < H < G$ with $U$ open. Then $H$ is open and closed.

**Proof.** Both the subgroup $H$ and its complement are unions of left cosets of $U$, each of which is open by the continuity of (4.1). □

Throughout the rest of this paper, given a connected, locally finite vertex-transitive graph $\Gamma$ we endow $\text{Aut}(\Gamma)$ with the **topology of pointwise convergence**. This is defined to be the topology with respect to which a sequence $(g_n)_{n=1}^\infty$ in $\text{Aut}(\Gamma)$ converges to $g \in \text{Aut}(\Gamma)$ if for every $x \in \Gamma$ there exists $n_x \in \mathbb{N}$ such that $g_n(x) = g(x)$ for every $n \geq n_x$. Equivalently, fixing an arbitrary element $e \in \Gamma$, the topology of pointwise convergence is the topology induced by the metric $d$ on $\text{Aut}(\Gamma)$ defined via

$$d(g, h) = 2^{-\inf\{r \geq 0 : \exists x \in B(e, r) \text{ such that } g(x) \neq h(x)\}}.$$  

Another equivalent definition is as the topology with base consisting of those subsets $U_{X,f} \subset \text{Aut}(\Gamma)$ indexed by finite sets $X \subset \Gamma$ and isometric embeddings $f : X \to \Gamma$, and defined via

$$U_{X,f} = \{g \in \text{Aut}(\Gamma) : g(x) = f(x) \text{ for every } x \in X\}.$$  

Note that, since the topology of pointwise convergence is metrisable via (4.3), a subset $A$ of $\text{Aut}(\Gamma)$ is closed if and only if it contains the limits of all convergent sequences in $A$, and compact if and only if it is sequentially compact.

We leave it to the reader to check that $\text{Aut}(\Gamma)$ is indeed a topological group when endowed with the topology of pointwise convergence. We also leave as an exercise the following fact, which we use implicitly throughout the rest of the paper, without further mention.

**Lemma 4.3.** Let $\Gamma$ be a connected, locally finite vertex-transitive graph. Let $G, H < \text{Aut}(\Gamma)$ be subgroups such that $G$ is closed and normalises $H$. Write $H'$ for the kernel of the induced action of $G$ on $\Gamma/H$. Then the quotient topology on $G\Gamma/H$ viewed as $G/H'$ agrees with the subspace topology on $G\Gamma/H$ arising from $\text{Aut}(\Gamma/H)$.

Given a subgroup $G < \text{Aut}(\Gamma)$ we define the set $G_{x \to y}$ via $G_{x \to y} = \{g \in G : g(x) = y\}$. Note that if $g \in G_{x \to y}$ then

$$G_{x \to y} = gG_x.$$
Lemma 4.4. Let $\Gamma$ be a connected, locally finite vertex-transitive graph, let $x, y \in \Gamma$, and let $G < \text{Aut} (\Gamma)$ be a closed subgroup. Then $G_{x \to y}$ is compact.

Proof. This is essentially contained in [23, §2]. We first show that $\text{Aut} (\Gamma)_{x \to y}$ is compact. Fix an element $g \in \text{Aut} (\Gamma)_{x \to y}$ (which is non-empty by vertex transitivity). The fact that the stabiliser $\text{Aut} (\Gamma)_x$ is compact is [23 Lemma 1]. The fact that $\text{Aut} (\Gamma)_{x \to y}$ is compact then follows from (1.4) and the continuity of the map (4.1). Since $G_{x \to y}$ is a closed subset of $\text{Aut} (\Gamma)_{x \to y}$, it is therefore also compact. □

Proposition 4.5. Let $\Gamma$ be a connected, locally finite vertex-transitive graph, and let $G < \text{Aut} (\Gamma)$ be a closed subgroup. Then $G$ is locally compact and totally disconnected.

Proof. Since $G = \bigcup_{x,y \in \Gamma} G_{x \to y}$, the local compactness of $G$ is immediate from Lemma 4.4. To see that $G$ is totally disconnected, suppose that $A \subset G$ contains two distinct elements $g, h$. This means that there exist $x, y \in \Gamma$ such that $g(x) = y \neq h(x)$. The set $G_{x \to y}$ is open in $G$ by definition, whilst $G \setminus G_{x \to y}$ is open in $G$ by Lemma 4.4. Since $g \in G_{x \to y}$ and $h \in G \setminus G_{x \to y}$, this implies that $A$ is not connected. □

Lemma 4.6. Let $\Gamma$ be a non-empty, connected, locally finite vertex-transitive graph, and let $G < \text{Aut} (\Gamma)$ be a closed subgroup. Then the following are equivalent.

(i) The group $G$ is discrete.
(ii) For every $x \in \Gamma$ the stabiliser $G_x$ is finite.
(iii) There exists $x \in \Gamma$ such that $G_x$ is finite.

Proof. It is trivial that (ii) implies (iii). Lemma 4.4 implies that every stabiliser $G_x$ is compact, which means in particular that if $G$ is discrete then $G_x$ must be finite, and hence that (i) implies (ii). Finally, suppose that (iii) holds, which is to say that there exists $x \in \Gamma$ such that $G_x$ is finite. We first claim that all convergent sequences in $G$ are eventually constant. Indeed, if the sequence $(g_n)_{n=1}^\infty \subset G$ satisfies $g_n \to g$ then by definition there exists $n_0 \in \mathbb{N}$ such that $g_n \in G_{x \to g(x)}$ for every $n \geq n_0$. On the other hand, (4.4) and the finiteness of $G_x$ imply that $G_{x \to g(x)}$ is finite, and so the sequence $(g_n)_{n=1}^\infty$ takes only finitely many values, and so it must eventually be constant, as claimed. This implies that all subsets of $G$ are closed, and so $G$ is discrete and (i) holds. □

Lemma 4.7. Let $\Gamma$ be a non-empty connected, locally finite vertex-transitive graph, and let $U \subset \text{Aut} (\Gamma)$. Then the following are equivalent.

(i) The set $U$ has compact closure.
(ii) The orbit $U(x)$ is finite for every $x \in \Gamma$.
(iii) There exists some $x_0 \in \Gamma$ such that the orbit $U(x_0)$ is finite.

Proof. The equivalence of (i) and (ii) is [23 Lemma 2], and (ii) trivially implies (iii). As remarked in [23 §2], the fact that (iii) implies (ii) is immediate from the local finiteness of $\Gamma$. □

A Haar measure $\mu$ on a locally compact topological group $G$ is a certain measure on the Borel sigma algebra of $G$, the properties of which include that

1. $\mu(V) < \infty$ if $V$ is compact,
2. $\mu(U) > 0$ if $U$ is open and nonempty, and
3. $\mu(gA) = \mu(A)$ for every Borel set $A \subset G$ and every $g \in G$.

See [12 §15] for a detailed introduction to Haar measures. Every locally compact $T_0$ topological group admits a Haar measure [12 (15.5) & (15.8)]. In particular, Proposition 4.5 implies that if $\Gamma$
is a connected, locally finite vertex transitive graph and $G < \text{Aut}(\Gamma)$ is a closed subgroup then $G$ admits a Haar measure.

**Lemma 4.8.** Let $\Gamma$ be a connected, locally finite vertex-transitive graph with distinguished vertex $e$, let $G < \text{Aut}(\Gamma)$ be a closed subgroup, and set $S = \{ g \in G : d(g(e), e) \leq 1 \}$. Then for each $n \in \mathbb{N}$ the set $S^n$ is an open compact generating set for $G$ containing the identity. Moreover, if $\mu$ is a Haar measure on $G$ then $\mu(S^n) = \mu(G_e)\beta_\Gamma(n)$ for every $n \in \mathbb{N}$.

**Proof.** The set $S$ is trivially open and closed, and hence compact by Lemma 4.7. Lemma 4.1 therefore implies that $S^n$ is open and compact for every $n \in \mathbb{N}$, and Lemma 3.8 then implies that $\mu(S^n) = \mu(G_e)\beta_\Gamma(n)$. □

5. Quasi-isometries

In this section we briefly record the basic properties of quasi-isometries that we will need. We start by recording the following standard general lemma.

**Lemma 5.1.** Let $C, D \geq 1$ and $K, L \geq 0$. Let $X, Y, Z$ be metric spaces, and suppose that $f : X \to Y$ is a $(C, K)$-quasi-isometry and $g : Y \to Z$ is a $(D, L)$-quasi-isometry. Then the following hold.

(i) The composition $g \circ f : X \to Z$ is a $(CD, DK + CL)$-quasi-isometry.

(ii) Define a map $\hat{f} : Y \to X$ by picking, for each $y \in Y$, an arbitrary element $\nu(y) \in f(X)$ of minimal distance from $y$, and then setting $\hat{f}(y)$ to be an arbitrary element of $f^{-1}(\nu(y))$. Then $\hat{f}$ is a $(C, 3CK)$-quasi-isometry.

**Proof.** These statements are easily verified by direct calculation. □

We now come onto two facts about quasi-isometries that are specific to the setting of this paper.

**Lemma 5.2.** Let $\Gamma$ be a connected locally finite vertex-transitive graph with a distinguished vertex $e$, let $G < \text{Aut}(\Gamma)$ be a transitive subgroup, and let $H < G$. Write $S = \{ g \in G : d(g(e), e) \leq 1 \}$, let $k \in \mathbb{N}$, and suppose that $H \subset S^k$. Then the quotient map $\psi : \Gamma \to \Gamma/H$ is a $(1, k)$-quasi-isometry.

**Proof.** The map $\psi$ is surjective and satisfies $d(\psi(x), \psi(y)) \leq d(x, y)$ for every $x, y \in \Gamma$, so it remains to show that $d(\psi(x), \psi(y)) \geq d(x, y) + k$ for every $x, y \in \Gamma$. However, this follows from the fact that $\psi^{-1}(B_{\Gamma/H}(\psi(x), d(x, y) - k - 1)) \subset B_{\Gamma}(x, d(x, y) - 1)$, which is a consequence of Lemma 3.7. □

**Lemma 5.3.** Let $\Gamma$ be a connected locally finite vertex-transitive graph with a distinguished vertex $e$, and let $G < \text{Aut}(\Gamma)$ be a transitive subgroup. Write $S = \{ g \in G : d(g(e), e) \leq 1 \}$. Then the map

$$f : C(G, S) \to \Gamma$$

$$g \mapsto g(e)$$

is a $(1, 1)$-quasi-isometry.

**Proof.** Let $g, h \in G$ with $g \neq h$. If $g(e) \neq h(e)$ then $d(f(g), f(h)) = d(g^{-1}h(e), e) = d(g, h)$ by Lemma 3.4 whilst if $g(e) = h(e)$ then $d(f(g), f(h)) = 0$ and $d(g, h) = 1$ by definition. The map $f$ is surjective by transitivity, and so the lemma is proved. □

**Remarks.**

1. Lemma 5.3 shows that a connected, locally finite vertex-transitive graphs is always quasi-isometric to some Cayley graph, just not necessarily a locally finite one. The point about Theorems 1.1 and 1.3 of course, is that in each case $\Gamma$ is quasi-isometric to a locally finite Cayley graph.
Let Lemma 6.3. as required. □

6. Approximate groups

Approximate groups are, roughly speaking, subsets of groups that are ‘approximately closed’ under the group operation. Precisely, given $K \geq 1$, a subset $A$ of a group $G$ is said to be a $K$-approximate subgroup of $G$, or simply a $K$-approximate group, if it is symmetric and contains the identity and there exists a set $X \subset G$ of cardinality at most $K$ such that $A^2 \subsetXA$. The reader will find a detailed introduction to approximate groups, including detailed motivation for this definition, in [21], but the immediate relevance to Theorem 2.3 comes from the following result.

**Proposition 6.1.** Let $A$ be a symmetric open precompact set in a locally compact group $G$ with a Haar measure $\mu$. Suppose that $\mu(A^3) \leq K\mu(A)$. Then $A^5$ is an open precompact $K^3$-approximate group.

Proposition 6.1 is essentially due to Ruzsa in the discrete setting. Tao [15] showed that the global assumption in Tao’s paper that the Haar measure is bi-invariant, which is not necessarily the case in the present paper; to reassure the reader that the relevant arguments do not require that assumption we reproduce them here.

**Lemma 6.2** (Ruzsa’s triangle inequality [15 Lemma 3.2]). Let $U, V, W$ be open precompact sets in a locally compact group $G$ with a Haar measure $\mu$. Then $\mu(UVW^{-1})\mu(V^{-1}) \leq \mu(UV^{-1})\mu(VW^{-1})$.

**Proof.** We follow Tao in noting that

$$\mu(UV^{-1})\mu(VW^{-1}) = \int_G 1_{UV^{-1}}(x)\mu(VW^{-1})\,d\mu(x)$$
$$= \int_G 1_{UV^{-1}}(x)\mu(xVW^{-1})\,d\mu(x)$$
$$= \int_G \int_G 1_{UV^{-1}}(x)1_{VW^{-1}}(x^{-1}y)\,d\mu(x)\,d\mu(y) \quad \text{(by Fubini’s theorem)}$$
$$\geq \int_{UV^{-1}} \int_G 1_{UV^{-1}}(x)1_{VW^{-1}}(x^{-1}y)\,d\mu(x)\,d\mu(y).$$

Picking, for each $y \in UV^{-1}$, elements $u_y \in U$ and $w_y \in W$ such that $y = u_yw_y^{-1}$, we therefore have

$$\mu(UV^{-1})\mu(VW^{-1}) \geq \int_{UV^{-1}} \int_G 1_{UV^{-1}}(x)1_{VW^{-1}}(x^{-1}u_yw_y^{-1})\,d\mu(x)\,d\mu(y)$$
$$\geq \int_{UV^{-1}} \int_G 1_{u_yV^{-1}}(x)1_{VW^{-1}}(x^{-1}u_yw_y^{-1})\,d\mu(x)\,d\mu(y)$$
$$= \int_{UV^{-1}} \int_G 1_{u_yV^{-1}}(x)\,d\mu(x)\,d\mu(y)$$
$$= \mu(UV^{-1})\mu(V^{-1}),$$

as required. □

**Lemma 6.3.** Let $A$ be a symmetric open precompact set in a locally compact group $G$ with a Haar measure $\mu$. Suppose that $\mu(A^3) \leq K\mu(A)$. Then $\mu(A^m) \leq K^{m-2}\mu(A)$ for every $m \geq 3$. 

(2) The graph $\Gamma$ appearing in Lemma 5.3 can be viewed as a certain quotient of $C(G, S)$ called a Cayley–Abels graph (see [2] §2.3 for details), and Lemma 5.3 is then actually a special case of Lemma 5.2.
Proof. Given \( m \geq 4 \), applying Lemma \ref{lem:mu} with \( U = A^2 \), \( V = A \) and \( W = A^{m-2} \) implies that 
\[ \mu(A^3) \mu(A) \leq \mu(A^2) \mu(A^{m-1}) , \]
from which the desired result follows by induction and the \( m = 3 \) case.

Proof of Proposition \ref{prop:open}. Lemma \ref{lem:open} implies that \( A^2 \) is open and precompact. Lemma \ref{lem:mu2} implies that 
\[ \mu(A^5) \leq K^3 \mu(A) , \]
and then \cite[Lemma 5.4]{BGT} implies that there exists a set \( X \subset A \) of size at most \( K^3 \) such that \( A^4 \subset X A^2 \).

Most of the early work on approximate groups treated the special case of finite approximate subgroups of discrete groups. Breuillard, Green and Tao \cite{BGTV} have given a rough classification of such approximate groups; the main result we need from their work is the following variant of Theorem \ref{thm:bgt}.

**Theorem 6.4** (Breuillard–Green–Tao \cite[Corollary 11.2 & Remark 11.4]{BGTV}). Let \( K \geq 1 \). Then there exists \( n_0 = n_0(K) \in \mathbb{N} \) such that the following holds. Let \( G \) be a group generated by a finite symmetric set \( S \) containing the identity, and suppose that \( n \geq n_0 \) and \( S^n \) is a \( K \)-approximate group. Then there are subgroups \( H, G_1 \trianglelefteq G \) with \( H \subset S^{4n} \cap G_1 \) such that \( G_1 \) has index \( O_K(1) \) in \( G \), and such that \( G_1/H \) is nilpotent of rank and step \( O_K(1) \).

We also need the following result, which is based on work of the second author on finite nilpotent approximate groups. In it, and throughout the paper, given two group elements \( g, h \) we write \( h^g = g^{-1} h g \). Given two groups \( H, G \) with \( H \subset G \) we write \( H^G \) for the normal closure of \( H \) in \( G \), which is to say the subgroup \( H^G = \langle h^g : h \in H, g \in G \rangle \). Given a subset \( A \) of \( G \) that is not explicitly defined to be a subgroup we write \( H^A = \{ h^a : h \in H, a \in A \} \).

**Proposition 6.5.** Let \( G \) be a group generated by a finite symmetric set \( S \) containing the identity, and suppose that \( N \trianglelefteq G \) is a nilpotent normal subgroup of step \( s \) and index \( k \). Suppose further that \( S^n \) is a \( K \)-approximate group, and that \( H \) is a subgroup of \( G \) contained in \( S^n \cap N \). Then 
\[ H^G \subset S^{K^3 s K^{O_K(1)}} . \]

The main ingredient in the proof of Proposition \ref{prop:nilpotent} is the following result.

**Lemma 6.6** (\cite[Proposition 7.3]{BGTV}). Let \( N \) be an \( s \)-step nilpotent group generated by a \( K \)-approximate group \( A \). Let \( H \subset A \) be a subgroup of \( N \). Then \( H^N \subset A^{K^{O_K(1)}} \).

We also use the following standard lemmas.

**Lemma 6.7.** Let \( G \) be a group with symmetric generating set \( S \) containing the identity, and let \( H \) be a subgroup of index at least \( m \in \mathbb{N} \) in \( G \). Then \( S^{m-1} \) has non-empty intersection with at least \( m \) distinct left-cosets of \( H \).

**Proof.** If \( S^{n+1} H = S^n H \) for a given \( n \geq 0 \) then it follows by induction that \( S^r H = S^n H \) for every \( r \geq n \), and hence that \( G = S^n H \). We may therefore assume that \( H \not\subset S^2 H \subset \ldots \subset S^{m-1} H \). This implies that the number of left-cosets of \( H \) having non-empty intersection with \( S^n \) is strictly increasing for \( n = 0, 1, \ldots, m - 1 \), and so the lemma is proved.

**Lemma 6.8.** Let \( G \) be a group and let \( H < G \) have index \( k \in \mathbb{N} \) in \( G \). Then there exists a subgroup \( H' < H \) with \( H' \trianglelefteq G \) such that \( [G : H'] \leq k^k \).

\footnote{Although the statement of \cite[Corollary 11.2]{BGTV} does not mention that \( G_1 \) is normal in \( G \), this property is stated explicitly in the proof.}
Proof. Take $H' = \bigcap_{g \in G/H} gHg^{-1}$. It is easy to check that $H'$ is well defined, normal and of the required index in $G$. \qed

**Lemma 6.9.** Let $G$ be a group with symmetric generating set $S$ containing the identity, and suppose that $H < N < G$, that $N$ has index at most $k$ in $G$, and that $H \subset S^r$. Then $H^G \subset S^{kr+2k^2}$. Moreover, if $G$ is a topological group and $H$ is compact then so is $H^G$. \qed

Proof. Applying Lemma 6.7, let $g_1, \ldots, g_k$ be a complete set of coset representatives for $N$ in $G$ such that $g_i \in S^k$ for each $i$. Since each group $H^{g_i}$ is a normal subgroup of $N$ we have $H^G = \prod_{i=1}^k H^{g_i}$. This implies that $H^G \subset S^{kr+2k^2}$, as required, and combined with Lemma 6.1 it implies that if $H$ is compact then so is $H^G$. \qed

**Proof of Proposition 6.3**. If $K < 2$ then $S^n$ is a subgroup, and hence equal to $G$, and the proposition is trivial. We may therefore assume that $K \geq 2$, which confers the minor notational convenience that any quantity bounded by $O(K)$ is also bounded by $K^{O(1)}$. It follows from [4] Lemma 4.2] that $N = \langle S^{2k} \cap N \rangle$, and from [20] Lemma 2.10 (ii)] that $S^{2k} \cap N$ is a $K^{4k}$-approximate group. Lemma 6.6 therefore implies that $H^N \subset S^{knK^{O(1)}}$, and then Lemma 6.9 gives the desired result. \qed

A compactly generated group $G$ with Haar measure $\mu$ is said to have **polynomial growth** if there exist a compact symmetric neighbourhood $S$ of the identity and constants $C, d \geq 0$ such that $\mu(S^n) \leq Cn^d$ for every $n \in \mathbb{N}$. Losert [14, Theorem 2] showed that if $G$ is a locally compact Hausdorff group with polynomial growth then there is a compact normal subgroup $H < G$ such that $G/K$ is a Lie group. Carolino [5] obtained the following refinement of Losert’s theorem, in a similar spirit to the Breuillard–Green–Tao refinement of Gromov’s theorem.

**Theorem 6.10** (Carolino [5, Theorem 1.9]). Let $A$ be an open precompact $K$-approximate subgroup of a locally compact Hausdorff group $G$. Then there exist a subgroup $L < G$ and a compact normal subgroup $H < L$ such that $H \subset A^4$, such that $A$ is contained in the union of at most $O_K(1)$ left-cosets of $L$, and such that $L/H$ is a Lie group of dimension at most $O_K(1)$. \qed

Using a similar argument to that used by Breuillard, Green and Tao to deduce Theorem 6.4 from their work on finite approximate groups, one can deduce the following result from Theorem 6.10.

**Corollary 6.11.** Let $K \geq 1$. Then there exists $n_0 = n_0(K) \in \mathbb{N}$ such that the following holds. Let $G$ be a locally compact Hausdorff group, let $S$ be an open compact symmetric generating set containing the identity, and suppose that $n \geq n_0$ and $S^n$ is a $K$-approximate group. Then there are subgroups $H, L \triangleleft G$ with $H \subset S^{O_K(n)} \cap L$ such that $H$ is compact and $L$ is open and has index $O_K(1)$ in $G$, and such that $L/H$ is a Lie group of dimension at most $O_K(1)$. \qed

Proof. Let $n_0$ be the bound on the number of left-cosets appearing in the conclusion of Theorem 6.10 and suppose that $n \geq n_0$ and $S^n$ is a $K$-approximate group. Theorem 6.10 implies that there exist a subgroup $L_0 < G$ and a compact normal subgroup $H_0 \triangleleft L_0$ such that $H_0 \subset S^{4n}$, such that $S^n$ is contained in the union of at most $n_0$ left-cosets of $L_0$, and such that $L_0/H_0$ is a Lie group of dimension at most $O_K(1)$. Lemma 6.7 implies that $L_0$ has index at most $n_0$ in $G$. Lemma 6.8 then implies that there exists a subgroup $L < L_0$ of index $O_K(1)$ that is normal in $G$. Since the quotient $G/L$ is finite, and hence discrete, $L$ is open. Taking $H = (L \cap H_0)^G$ then satisfies the corollary by Lemma 6.9. \qed
7. Proof of the main result

In this section we prove Theorem 2.3 starting with the following preliminary generalisation of Theorem 2.1.

**Theorem 7.1.** Given $K \geq 1$ there exists $n_0 = n_0(K)$ such that the following holds. Suppose $\Gamma$ is a connected, locally finite vertex-transitive graph satisfying $\beta_\Gamma(3n) \leq K \beta_\Gamma(n)$ for some $n \geq n_0$, and let $G \leq \text{Aut}(\Gamma)$ be a closed transitive subgroup. Then the set $S = \{g \in G : d(g(e), e) \leq 1\}$ is a compact open generating set for $G$ containing the identity, and $S^{2n}$ is a compact open $K^3$-approximate group. Furthermore, there is a compact open normal subgroup $H \triangleleft G$ such that

(i) every fibre of the projection $\Gamma \to \Gamma/H$ has diameter at most $O_K(n)$;

(ii) $G_{\Gamma/H} = G/H$;

(iii) $G_{\Gamma/H}$ is a finitely generated group with a nilpotent normal subgroup of rank, step and index at most $O_K(1)$; and

(iv) every vertex stabiliser of the action of $G_{\Gamma/H}$ on $\Gamma/H$ is finite.

**Remark.** By Lemma 4.6, conclusion (iv) of Theorem 7.1 is equivalent to saying that $G_{\Gamma/H}$ is discrete, which by conclusion (ii) is in turn equivalent to $H$ being open.

**Proof.** Woess [23, Theorem 1] gave a short proof of Theorem 2.1 using Gromov’s and Losert’s theorems; much of our proof of Theorem 7.1 is essentially Woess’s argument with Gromov’s theorem replaced by Theorem 1.2 and Losert’s theorem replaced by Theorem 6.10.

Fixing some Haar measure $\mu$ on $G$, Lemma 4.8 implies that $S^m$ is a compact open generating set for $G$ containing the identity for every $m \in \mathbb{N}$, and that $\mu(S^{3n}) \leq K \mu(S^n)$. Proposition 6.1 then implies that $S^{2n}$ is a compact open $K^3$-approximate group, as required. Corollary 6.11 then implies that there exist subgroups $H_0, L \triangleleft G$, with $H_0 \subset S^{O_K(n)} \cap L$ compact, such that $L$ has finite index in $G$ and $L/H_0$ is a Lie group.

The kernel $\{g \in G : gH_0(x) = H_0(x) \text{ for every } x \in \Gamma\}$ of the induced action of $G$ on $\Gamma/H_0$ is clearly closed, so $G_{\Gamma/H_0}$ is a quotient of $G/H_0$ by a closed subgroup. In particular, this means that $L_{\Gamma/H_0}$ is the quotient of $L/H_0$ by a closed subgroup, and hence that $L_{\Gamma/H_0}$ is a Lie group. Lemma 4.7 implies that the orbits of $H_0$ on $\Gamma$ are finite, and hence that $\Gamma/H_0$ is locally finite. Proposition 4.5 therefore implies that $\text{Aut}(\Gamma/H_0)$ is totally disconnected, and hence in particular that $L_{\Gamma/H_0}$ is. Thus $L_{\Gamma/H_0}$ is a totally disconnected Lie group, and hence discrete. Since $L_{\Gamma/H_0}$ has finite index in $G_{\Gamma/H_0}$, it follows that $G_{\Gamma/H_0}$ is also discrete.

Write $\pi : G \to G_{\Gamma/H_0}$ for the quotient homomorphism. Since $G_{\Gamma/H_0}$ is discrete, $\ker \pi$ is open and Lemma 4.6 implies that $G_{\Gamma/H_0}$ acts on $\Gamma/H_0$ with finite vertex stabilisers. Lemmas 3.5 and 3.8 therefore imply that $\pi(S)$ is finite. In particular, $\pi(S)$ is a finite symmetric generating set for $G_{\Gamma/H_0}$ containing the identity such that $\pi(S^{2n})$ is a $K^3$-approximate group. Theorem 6.4 therefore implies that there are subgroups $H_1, N_1 < G_{\Gamma/H_0}$ with $H_1 \subset \pi(S^{8n})$ such that $N_1/H_1$ is nilpotent of rank and step $O_K(1)$, and such that $N_1$ has index $O_K(1)$ in $G_{\Gamma/H_0}$.

Set $H_2 = \pi^{-1}(H_1)$ and $N = \pi^{-1}(N_1)$, and then let $H$ be the kernel of the induced action of $G$ on $\Gamma/H_2^\prime$. Note that Lemma 3.6 then implies that $H_2 < H < G$ and $H \subset S^{O_K(n)}$, and that (ii) holds. Moreover, since $\ker \pi$ is an open subgroup of $H$, Lemma 4.2 implies that $H$ is open and closed, and then Lemmas 3.4 and 4.7 imply that $H$ is compact.

Lemma 3.4 implies that $H(e)$ has diameter at most $O_K(n)$, and then Lemma 3.3 implies that every other fibre $H(x)$ with $x \in \Gamma$ also has diameter at most $O_K(n)$, so (1) holds. Note that $N_{\Gamma/H}$ is a quotient of $N_1/H_1$, and hence nilpotent of rank and step at most $O_K(1)$, and also that $N_{\Gamma/H}$ is
normal and has index at most \(O_K(1)\) in \(G_{\Gamma/H}\). Moreover, \(G_{\Gamma/H}\) is a quotient of \(G_{\Gamma/H_0}\), and hence finitely generated and discrete. Thus (iii) holds, as does (iv) by Lemma 4.6.

**Remark.** Applying Theorem 7.1 to the closure of \(G\) allows one to deduce a similar result without the assumption that \(G\) is closed. This is also noted by Woess in his proof of Theorem 2.1. We perform such a reduction in detail in the proof of the stronger Theorem 2.3 below.

**Proof of Theorem 2.3.** Since \(G\) is transitive its closure \(\overline{G}\) in \(\operatorname{Aut}(\Gamma)\) certainly is. Theorem 7.1 therefore implies that \(S_0 = \{g \in \overline{G} : d(g(e), e) \leq 1\}\) is a symmetric generating set for \(G\) containing the identity, that \(S_0^{2n}\) is a \(K^3\)-approximate group, and that there exists a compact open subgroup \(H_1 < \overline{G}\) such that

(a) every fibre of the projection \(\Gamma \to \Gamma/H_1\) has diameter at most \(O_K(n)\);

(b) \(\overline{G}_{\Gamma/H_1} = \overline{G}/H_1\);

(c) \(\overline{G}_{\Gamma/H_1}\) is a finitely generated group with a nilpotent normal subgroup \(N_1\) of rank, step and index at most \(O_K(1)\); and

(d) every vertex stabiliser of the action of \(\overline{G}_{\Gamma/H_1}\) on \(\Gamma/H_1\) is finite.

Write \(\pi : \overline{G} \to \overline{G}/H_1\) for the quotient homomorphism, and set \(N = \pi^{-1}(N)\).

First we claim that \(\pi(S_0)\) is finite. Indeed, setting \(S_1 = \{g \in \overline{G}/H_1 : d_{\Gamma/H_1}(gH_1(e), H_1(e)) \leq 1\}\), Lemma 5.6 imply that \(\pi(S_0) = S_1\), and (b) (c) (d) and Lemma 4.8 imply that

\[
\text{(7.1)} \quad |S_1| < \infty.
\]

Thus \(\pi(S_0)\) is a finite symmetric generating set for \(\overline{G}/H_1\) containing the identity.

Since \(S_0^{2n}\) is a \(K^3\)-approximate group, so is \(\pi(S_0)^{2n}\). Since \(\overline{G}_e < S_0\) by definition, applying Proposition 6.5 modulo \(H_1\) therefore implies that

\[
\text{(7.2)} \quad (\overline{G}_e \cap N)\overline{G} < S_0^{O_K(n)}H_1.
\]

Set \(H_2 = (\overline{G}_e \cap N)\overline{G}H_1\). Property (a) implies in particular that \(H_1(e) < B_{\Gamma}(e, O_K(n))\), and so Lemma 5.6 implies that \(H_1 \subset S_0^{O_K(n)}\). This combines with (7.2) to imply that \(H_2 \subset S_0^{O_K(n)}\). Next let \(H_3\) be the kernel of the induced action of \(\overline{G}\) on \(\overline{G}_{\Gamma/H_2}\), noting that

\[
\text{(7.3)} \quad H_3 \subset S_0^{O_K(n)}
\]

and

\[
\text{(7.4)} \quad \overline{G}_{\Gamma/H_3} = \overline{G}/H_3
\]

by Lemma 3.6. Now set \(H = H_3 \cap G\), noting that since \(H_3 < \overline{G}\) we also have \(H < \overline{G}\), as required. Lemma 3.4 and (7.3) imply that \(H(e)\) has diameter at most \(O_K(n)\), and then Lemma 3.3 implies that all fibres of the projection \(\Gamma \to \Gamma/H\) have diameter equal to that of the fibre \(H(e)\), and hence at most \(O_K(n)\). This satisfies (i).

Since \(H_3\) contains the subgroup \(H_1\), which is open in \(\overline{G}\), Lemma 4.2 implies that \(H_3\) is open in \(\overline{G}\). It follows that \(H\) is dense in \(H_3\), and hence that \(H(x) = H_3(x)\) for every \(x \in \Gamma\). In particular, this implies that

\[
\text{(7.5)} \quad \Gamma/H = \Gamma/H_3,
\]

and hence that

\[
\text{(7.6)} \quad G_{\Gamma/H} = G_{\Gamma/H_3}.
\]
It follows from (7.4) that $G_{\Gamma/H_3} = G/H$, and so (iii) is satisfied.

Since $H_1 \subset H_3$, the group $G_{\Gamma/H_3}$ is a quotient of $G_{\Gamma/H_1}$. It therefore follows from (e) that $G_{\Gamma/H_3}$ has a nilpotent subgroup of rank, step and index at most $O_K(1)$. Since $G_{\Gamma/H_3} \subset G_{\Gamma/H_3}$, there therefore implies that $G_{\Gamma/H}$ also has a nilpotent subgroup of rank, step and index at most $O_K(1)$ (this uses the well-known fact that if $N$ is a nilpotent group of rank $r$ and step $s$ then every subgroup of $N$ has rank $O_{r,s}(1)$). This satisfies (iv)

Set $S_2 = \{g \in G_{\Gamma/H_3} : d_{\Gamma/H_3}(g(H_3(e)), H_3(e)) \leq 1\}$, and write $\tau : G/H_1 \to G_{\Gamma/H_3}$ for the quotient homomorphism. It follows from (7.4) and Lemma 3.5 that $S_2 = \tau(S_1)$, and hence from (7.1) that $S_2$ is finite. It follows from (7.6) that $S \subset S_2$, and so $S$ is also finite. Lemma 3.4 implies that $S$ is a symmetric generating set for $G_{\Gamma/H}$ containing the identity, and so (v) is satisfied.

Lemma 3.5 combines with (7.1) to imply that the stabiliser $(G_{\Gamma/H_3})_{H_3(e)} = \tau \circ \tau(e)$. Since $\ker(\tau \circ \pi)$ contains $G_e \cap N$, this implies that $(G_{\Gamma/H_3})_{H_3(e)}$ is a homomorphic image of $G_e/(G_e \cap N)$. This in turn is isomorphic to a subgroup of $G_e/N$, which has size $O_K(1)$ by (c) and so $|(G_{\Gamma/H_3})_{H_3(e)}| \ll K$.

It follows from (7.5) that $(G_{\Gamma/H})_{H(e)} \subset (G_{\Gamma/H_3})_{H_3(e)}$, and so Lemma 3.5 implies that (vi) is satisfied.

Finally, (i) and Lemma 3.4 combine with Lemma 5.2 to show that the quotient map $\Gamma \to \Gamma/H$ is a $(1, O_K(n))$-quasi-isometry, whilst Lemma 5.3 implies that there is a $(1, 1)$-quasi-isometry $\mathcal{C}(G_{\Gamma/H}, S) \to \Gamma/H$, so (vi) follows from Lemma 5.1.

8. The structure of vertex-transitive graphs of polynomial growth

In this section we prove Corollaries 2.4 and 2.5. We start by recording the following easy and well-known lemma.

**Lemma 8.1.** Let $d > 0$, let $q \in \mathbb{N}$, and let $\alpha, \beta \in (0, 1)$ be such that $\alpha < \beta$. Then there exists $K = K_{d,q,\alpha,\beta}$ such that if $\Gamma$ is a graph with a distinguished vertex $e$, and

$$|B_\Gamma(e, n)| \leq n^d|B_\Gamma(e, 1)|$$

for some $n \geq q^{2/(\beta - \alpha)}$, then there exists $m \in \mathbb{N}$ with $\lfloor n^\alpha \rfloor \leq m \leq n^\beta$ such that $|B_\Gamma(e, q^m)| \leq K|B_\Gamma(e, m)|$. Indeed, we may take $K = q^{2d/(\beta - \alpha)}$.

**Proof.** The assumption that $n \geq q^{2/(\beta - \alpha)}$ implies that $n^{(\beta - \alpha)/2} \geq q$, and in particular that there exists some $r \in \mathbb{N}$ such that

$$n^{(\alpha + \beta)/2} \leq q^r [n^\alpha] \leq n^\beta.$$

Suppose the lemma does not hold for a given value of $K$, and in particular that $|B_\Gamma(e, q^k [n^\alpha])| > K|B_\Gamma(e, q^{k-1} [n^\alpha])|$ for every $k = 1, \ldots, r$, and hence that $|B_\Gamma(e, [n^\beta])| > K^r|B_\Gamma(e, [n^\beta])|$. It follows from (8.2) that $r \geq \frac{1}{2}(\beta - \alpha) \log_q n$, and hence that

$$|B_\Gamma(e, n)| \geq |B_\Gamma(e, \lfloor n^\beta \rfloor)|$$

$$n^{\frac{1}{2}(\beta - \alpha) \log_q n}|B_\Gamma(e, \lfloor n^\beta \rfloor)|$$

$$|B_\Gamma(e, \lfloor n^\beta \rfloor)|$$

$$n^{\frac{1}{2}(\beta - \alpha) \log_q n}|B_\Gamma(e, \lfloor n^\alpha \rfloor)|$$

$$n^{\frac{1}{2}(\beta - \alpha) \log_q n}|B_\Gamma(e, 1)|,$$

which by (8.1) implies that $K < q^{2d/(\beta - \alpha)}$. The lemma therefore holds with $K = q^{2d/(\beta - \alpha)}$. 

Proving Theorem 8.2. For every $\delta > 0$ there exists $n_0 = n_0(\delta) \geq 1$ such that the following holds. Let $G$ be a finite group with a symmetric generating set $S$, and suppose that $|S| \geq 1$, and that $|G| \geq 1$. Then there exist subgroups $U \lhd G'$ such that $G'$ has index $O_8(1)$ in $G$ and $G'/U$ is cyclic, and a symmetric generating set $S'$ for $G'$ satisfying $S' \subset \langle e \rangle$ such that $d_{S'} \leq d_S$ on $G'$, and such that diam$_{S'}(G'/U) \gg_8$ diam$_S(G)$.

Proof. This is essentially [4, Theorem 4.1 (3)], although some of the desired properties of $S'$ are stated separately in [4, Lemma 4.2]. The only property not stated explicitly in either [4, Theorem 4.1 (3)] or [4, Lemma 4.2] is that $d_{S'} \leq d_S$ on $G'$, but this is given by the result [10, Lemma 7.2.2] referenced in the proof of [4, Lemma 4.2].

Proof of Corollaries 2.5 and 2.6. Writing $\gamma = \text{diam}(\Gamma)$, the hypothesis (2.4) translates as

$$\beta_\Gamma(\gamma) \leq \gamma^{1/\delta} \beta_\Gamma(1).$$

Provided $\gamma$ is large enough in terms of $\delta$ only, Corollary 2.4 therefore gives a normal subgroup $H_0 \lhd G$ such that

(a) every fibre of the projection $\Gamma \to \Gamma/H_0$ has diameter at most $\gamma^{1/2}$;

(b) $G_{\Gamma/H_0} = G/H_0$;

(c) the set $S_1 = \{g \in G_{\Gamma/H_0} : d_{\Gamma/H_0}(g(H_0(e)), H_0(e)) \leq 1\}$ is a symmetric generating set for $G_{\Gamma/H_0}$; and

(d) every vertex stabiliser of the action of $G_{\Gamma/H_0}$ on $\Gamma/H_0$ has cardinality $O_\delta(1)$.

We will use property (b) implicitly throughout this proof in order to interchange $G_{\Gamma/H_0}$ and $G/H_0$. Setting $S_0 = \{g \in G : d(g(e), e) \leq 1\}$, property (a) and Lemma 3.3 imply that

$$H_0 \subset S_0^{[\gamma^{1/2}]}.$$  

Write $\pi : G \to G/H_0$ and $\psi : \Gamma \to \Gamma/H_0$ for the quotient maps. Lemma 3.7 combines with (3.3) to imply that $\psi^{-1}(B_{\Gamma/H_0}(H(e), \gamma - \gamma^{1/2} - 1)) \subset B_{\Gamma}(e, \gamma - 1) \nsubseteq \Gamma$, and hence that diam$_{\Gamma/H_0}(\Gamma/H_0)$ $\geq \gamma - \gamma^{1/2}$. Lemma 3.3 implies that diam$_{S_0}(G/H_0) = \text{diam}(\Gamma/H_0)$, and so as long as $\gamma \geq 4$ we conclude that

$$\text{diam}_{S_1}(G/H_0) \geq \gamma - \gamma^{1/2} \geq \gamma^{1/2}.$$  

On the other hand, Lemmas 3.3 and 3.8 imply that

$$\frac{|G|}{|S_0|} = \frac{|\Gamma|}{\beta_\Gamma(1)}.$$
Proposition 9.1. In the setting of Theorem 2.3 we have
\[
\frac{|(G_{\Gamma H})_{H(e)}|}{|H(e)|} \beta_{\Gamma}(m) \leq |S_m| \leq \frac{|(G_{\Gamma H})_{H(e)}|}{|H(e)|} \beta_{\Gamma}(m + O_K(n)).
\]
for every $m \in \mathbb{N}$. In particular, $|S^m| \ll_K \beta_{\Gamma}(m + O_K(n))$ and

$$\frac{|S^m|}{|S^{m'}|} \ll_K \frac{\beta_{\Gamma}(m + O_K(n))}{\beta_{\Gamma}(m')}$$

for every $m, m' \in \mathbb{N}$.

**Proof.** Let $m \in \mathbb{N}$. Lemma 9.8 implies that

$$|S^m| = |(G_{\Gamma/H})_{H(e)}| \beta_{\Gamma/H}(m)$$

for every $m \in \mathbb{N}$. Lemma 3.3 implies that every fibre of the projection $\psi: \Gamma \to \Gamma/H$ has size $|H(e)|$. Since $\psi(B_{\Gamma(e, m)}) \subset B_{\Gamma/H}(H(e), m)$, this implies that

$$\beta_{\Gamma/H}(m) \geq \frac{\beta_{\Gamma}(m)}{|H(e)|}.$$  

The fact that the fibres of $\psi$ all have size $|H(e)|$ also implies that

$$|\psi^{-1}(B_{\Gamma/H}(H(e), m))| = |H(e)| \beta_{\Gamma/H}(m),$$

and so Lemmas 3.4 and 3.7 imply that

$$\beta_{\Gamma/H}(m) \leq \frac{\beta_{\Gamma}(m + O_K(n))}{|H(e)|}.$$ 

The desired result follows from combining (9.1), (9.2) and (9.3). \hfill $\Box$

The proofs of Corollaries 1.4 and 1.5 begin in roughly the same way, so to avoid repetition we isolate the common part of the arguments as follows.

**Lemma 9.2.** Given $d > 0$ there exists $n_0 = n_0(d)$ such that if $\Gamma$ is a connected locally finite vertex transitive graph satisfying $\beta_{\Gamma}(n) \leq n^{d+1}\beta_{\Gamma}(n)$ for some $n \geq n_0$ then there exists a group with a finite symmetric generating set $S$ containing the identity such that

$$|S^r| \ll_{[d]} \beta_{\Gamma}(r + \left\lfloor \frac{r}{2} \right\rfloor)$$

and

$$\frac{|S^{r'}|}{|S^r|} \ll_{[d]} \frac{\beta_{\Gamma}(r' + \left\lfloor \frac{r'}{2} \right\rfloor)}{\beta_{\Gamma}(r)}$$

for every $r, r' \in \mathbb{N}$.

**Proof.** Provided $n \geq 3^8$, Lemma 8.1 implies that there exists $n' \in \mathbb{N}$ with $|n^{1/2}| \leq n' \leq n^{3/4}$ such that $\beta_{\Gamma}(3n') \ll_{d} \beta_{\Gamma}(n')$. Provided $n$ is large enough in terms of $d$ only, applying Theorem 2.23 and Proposition 9.1 to the whole of Aut $(\Gamma)$ then gives $S$ with the desired properties. \hfill $\Box$

In proving Corollary 1.4 we use the following elementary property of continuous piecewise-monomial functions.

**Lemma 9.3.** Let $c > 1$ and $d \geq 0$. Let $f: [1, \infty) \to [1, \infty)$ be a non-decreasing continuous piecewise-monomial function with finitely many pieces, each of which has degree at most $d$. Then $f(cx) \leq c^d f(x)$ for every $x \geq 1$.

**Proof.** This statement is completely trivial if $x$ and $cx$ lie in the same monomial piece of $f$, and if there exists $c' \in (1, c)$ such that $c'x$ is the boundary of two monomial pieces then we have $f(cx) \leq (c/c')^d f(c'x) \leq c^d f(x)$ by induction on the number of such boundaries lying in $(x, cx)$. \hfill $\Box$
Proof of Corollary \ref{cor1} Suppose that $\beta_T(n) \leq n^d \beta_T(1)$, and let $S$ be the set obtained by applying Lemma \ref{lem2}. Taking $r = 1$ and $r' = \lceil n/2 \rceil$ in (9.5), it follows that $|S^{[n/2]}| \leq n^d |S| \leq \lceil n/2 \rceil^{2d} |S|$, the last inequality being valid as long as $n \geq 3$. Provided $n$ is large enough in terms of $d$ only, \cite[Theorem 1.9]{16} therefore gives a non-decreasing continuous piecewise-monomial function $f : [1, \infty) \to [1, \infty)$ with $f(1) = 1$ and at most $O_d(1)$ distinct pieces, each of degree a non-negative integer at most $O_d(1)$, such that

\begin{equation}
\frac{|S^{m[n/2]}|}{|S^{[n/2]}|} \lesssim_d f(m)
\end{equation}

for every $m \in \mathbb{N}$.

Now fix $m \in \mathbb{N}$. Setting $r = mn$ and $r' = \lceil \frac{m}{2} \rceil$ in (9.5) implies that

\begin{equation}
\frac{\beta_T(mn)}{\beta_T(n)} \leq \frac{\beta_T(2m\lceil \frac{m}{2} \rceil)}{\beta_T(n)} \ll_d \frac{|S^{2m[n/2]}|}{|S^{[n/2]}|},
\end{equation}

and so (9.6) implies that $\beta_T(mn) \ll_d f(2m)\beta_T(n)$ and then Lemma \ref{lem3} gives $\beta_T(mn) \ll_d f(m)\beta_T(n)$, as required. On the other hand, setting $r = n$ and $r' = mn - \lceil \frac{m}{2} \rceil$ in (9.5) implies that

\begin{equation}
\frac{\beta_T(mn)}{\beta_T(n)} \gg_d \frac{|S^{mn-[n/2]}|}{|S^n|} \geq \frac{|S^{m[n/2]}|}{|S^{[n/2]}|} = \frac{|S^{m[n/2]}|}{|S^{[n/2]}|} \frac{|S^{n/2}|}{|S^{2[n/2]}|}.
\end{equation}

It therefore follows from (9.6) that $\beta_T(mn) \gg_d f(m)\beta_T(n)/f(2)$, and so Lemma \ref{lem3} combines with the fact that $f(1) = 1$ to imply that $\beta_T(mn) \gg_d f(m)\beta_T(n)$, as required. \hfill \Box

Before proving Corollary \ref{cor1} it will be convenient to recall from our previous paper the corresponding result for Cayley graphs.

\textbf{Theorem 9.4 \cite[Theorem 1.9]{17}.} Given $d > 0$ there exists $n_0 = n_0([d]) > 0$ such that if $C > 0$ and

\begin{equation}
n \geq \max \left\{ n_0, n_0C, (n_0C)^{\frac{1}{2d+1-\gamma}} \right\},
\end{equation}

and if $S$ is a finite symmetric generating set for a group $G$ such that $1 \in S$ and $|S^n| \leq Cn^d$, then for every $m \geq n$ we have $|S^m| \ll_{[d]} (m/n)^{[d]} |S^n|$.

\textbf{Proof of Corollary \ref{cor1}} If \ref{eq1} holds for $n \geq C$ then we have $\beta_T(n) \leq n^{d+1}\beta_T(n)$, and so we may let $S$ be the set obtained by applying Lemma \ref{lem2}. Combining the $r = \lceil n/2 \rceil$ case of (9.4) with (1.2) then implies that there exists $C' \geq 1$ depending only on $[d]$ such that

\begin{equation}
|S^{n/2}| \leq C'C([\frac{d}{2}])^d.
\end{equation}

Letting $n_0 = n_0([d])$ be the quantity coming from Theorem 9.4 if we set $n_0 \geq 2C'n_0$ then (1.1) implies that $\frac{2}{2} \geq \max \left\{ n_0, (CC'n_0)^{\frac{1}{2d+1-\gamma}} \right\}$. Since, $\frac{1}{2d+1-\gamma} \geq 1$, this also implies that $\frac{2}{2} \geq CC'n_0$. In light of (9.7), Theorem 9.4 therefore implies that $|S^m| \ll_{[d]} (m/n)^{[d]} |S^{n/2}|$ for every $m \geq \lceil n/2 \rceil$, and so Corollary \ref{cor1} follows from applying (9.5) with $r = m$ and $r' = \lceil n/2 \rceil$. \hfill \Box

\textbf{Proof of Corollary \ref{cor2}} Taking $n = 1$ in the definition of moderate growth immediately gives (2.6). For the converse we use a similar argument to [4]. Write $\gamma = \text{diam}(\Gamma)$, and write $d = \delta^{-1}$. Let $n \in \mathbb{N}$. First, suppose that $\gamma^{1/2} \leq n \leq \gamma$, and note then that (2.7) implies that $\beta_T(n) \leq n^{2d}\beta_T(1)$. Provided $\gamma$ is large enough in terms of $\delta$, Corollary \ref{cor1} and Lemma \ref{lem3} then imply that $\beta_T(mn) \ll_\delta m^{O_{\delta}(1)} \beta_T(n)$ for every $m \geq n$, and hence in particular that $|\Gamma| = \beta_T(\gamma) \ll_\delta \left(\frac{\gamma}{n}\right)^{O_{\delta}(1)} \beta_T(n)$. This
implies that $\Gamma$ satisfies the definition of $(O_0(1), O_0(1))$-moderate growth for this value of $n$. If $n \leq \gamma^{1/2}$, on the other hand, then [2.7] implies that

$$\frac{\beta\Gamma(n)}{|\Gamma|} \geq \frac{\beta\Gamma(1)}{|\Gamma|} \geq \frac{1}{\gamma} \geq \left(\frac{n}{\gamma}\right)^{2d},$$

and so $\Gamma$ satisfies the definition of $(1, 2d)$-moderate growth for this value of $n$. □
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