Liquid Density Prediction of Ethanol/Water, Using Artificial Neural Network
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Abstract: In this work, our objective was to get a reliable model for predicting liquid density ethanol-water and use it again later in modeling the ethanol production process from biomass. Hence, the unreliability of the Peng-Robinson equation of state to predict this property was shown. The average absolute deviation of this prediction is equal to 14.72%. To have a reliable model, an artificial neural network (ANN) method was followed. Levenberg–Marquardt algorithm is used to choose the optimized ANN structure that has ten neurons in the hidden layer, three neurons in the input layer, and one neuron in the output layer, with a tangent-sigmoid and linear transfer functions, in the hidden and the output layers, respectively. The model training was done using 348 experimental data points from published experiments, realized at different liquid mole fraction range, pressure (0.10 to 10.00MP), and temperature (298.15 K to 476.2 K). The correlation coefficient between the experimental and liquid phase density was 0.9999 for training, validation, and testing the model. Statistical analysis is employed to evaluate the accuracy of the ANN, showing that the average absolute deviation, root mean square, and the Bias are 0.047 %, 0.003 %, and -0.004 %, respectively. So the ANN model gives a good estimation of liquid density, for mixture ethanol/water, with a relative importance of pressure, composition, and temperature equal to 41%, 34%, and 25%, respectively.
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1. Introduction

Currently, among the research conducted in our laboratory is the production of ethanol from biomass in order to establish a cost-effective biorefinery in Moroccan sugar plants [1-4]. Anhydrous ethanol can be considered a biofuel produced from an agricultural source, i.e., renewable energy, which allows it to be used as an excellent alternative to clean-burning gasoline [5]. Much research regarding modeling and optimization of industrial processes for ethanol production from biomass and industrial integration highlights the potential for optimization of available technologies for better performance. Because of their complexity, the task of process design and analysis is increasingly conducted with the aid of the computer. Simulation packages for chemical and petrochemical processes have been developed during the last twenty years (ASPEN Plus, PROSIM, BELSIM, etc.). The efficiency of these packages depends mainly on the performance of their data banks for the estimation of physical properties. These data banks comprise pure substances property data (critical properties, acentric factor, enthalpy of formation vapor pressure parameters) and a set of thermodynamic models that can be used to estimate physical properties of the mixture, i.e., phase equilibrium data,
thermodynamic properties, liquid phase density, and transport properties. The Peng and Robinson EoS (PR-EOS) is one of the most widely used cubic equations of state and has succeeded in modeling and predicting vapor-liquid equilibrium of different mixtures flowing in chemical engineering processes [6, 7]. This EOS is usually suitable for its inherent simplicity and computational efficiency, but a well-known deficiency is its inaccurate liquid density predictions [8, 9]. Following Péneloux et al. [10], several attempts have been made to improve density calculations from equations of state by using alternative volume translation methods [11, 12].

However, the artificial neural network (ANN) model can also serve as an effective option because it is simpler in the application and more accurate in the results. It has considerable advantages over other models. In the literature, this method was used to predict different thermodynamic properties of the varied mixture. It was used by Golzar et al. [13] to predict the mole fraction, enthalpy, and entropy of the polymer + solvent mixtures. Their results indicated that the obtained ANN model was more accurate than Entropic-FV, Zhong group contribution models and in closer agreement with the results evaluated by M4 EOS. Other thermophysical properties such as density, dynamic viscosity, excess molar volume, refractive index, and speed of sound of binary mixtures of common ionic liquids with water or alcohol were predicted accurately by this technique [14]. In another study, density, viscosity, surface tension, and CO₂ solubility for single, binary, and ternary aqueous solutions of N-methyldiethanolamine, piperazine, and 12 common ionic liquids were predicted with a satisfactory error by applying the same technique [15]. The compressibility factor and mean ionic activity coefficient of different single electrolyte solutions were recalculated by means of the ANN method and twenty-five hard spheres EOS. The calculated error in the results showed that the mathematical models of the ANN method predicted the parameters mentioned above with better accuracy in comparison with the EOSs [16]. The accuracy of designed ANN to predict the compressibility factor of natural gas has been compared to the most used empirical models and PR EOS and statistical association fluid theory. The comparison indicates that the proposed method provides more accurate results than other methods used [17]. Vapor-liquid equilibrium data for ternary systems saturated with salt, necessary for the design and operation of distillation columns, were estimated using ANN. The ANN predictions showed better agreement with experimental data than the thermodynamic model predictions [18]. The ability of ANN for modeling and prediction of vapor-liquid equilibrium data of nitrogen-n-pentane binary system was also tested and provided better predictions and higher accuracy than existing correlation such as PR EOS [19]. A reliable ANN model is obtained for the viscosities estimation of ionic liquids mixtures consisting of different types of anions and cations at atmospheric pressure and for different temperature ranges [20]. It also presents satisfactory results for determining molecular diffusivity of non-electrolyte organic compounds in water at infinite dilution [21]. In another article, the ANN group contribution method is successfully applied to calculate and estimate critical properties, including the critical pressure, temperature, volume, and acentric factors of pure compounds [22]. ANN method is suggested to accurately estimate the densities of pure ionic liquids as a function of molecular weight and molecular structure of the ionic liquid over a wide range of temperatures and pressures [23]. The thermal conductivity of oxide–water nanofluids was also calculated by ANN and showed a reasonable agreement in predicting experimental data [24]. The bubble points of several ternary mixtures containing an ionic liquid were correlated reliably, using an ANN modeling approach [25].
The literature review shows that the ANN model has recently undergone numerous applications in chemical engineering and was applied successfully to calculate various thermodynamic and transport properties. It presents better predictions of these properties than conventional models, such as the EOS or the activity coefficients models. Our bibliographical analysis found no work that applies this method for predicting the density of the ethanol/water mixture, but different researches are describing the experimental data of this mixture [26-28].

In this study, available experimental data of ethanol/water mixture densities will be used to test the reliability of PR-EOS. Then, we sought to develop an ANN model to predict the liquid density of the same mixture, at pressure varying between 0.10 to 10.00MP and at temperature 298.15 K to 476.2 K.

2. Materials and Methods

PR-EOS and ANN methods are tested to predict the liquid density of binary ethanol-water. The description of each of these two methods followed is given below.

2.1. PR-EOS Equation.

The PR-EOS is one of the most widely used cubic equations of state and has been employed with success in many prediction methods for different mixture properties. The cubic form of this equation, with respect to the compressibility factor, Z is given as [29]:

\[ Z^3 - (1 - B)Z^2 + (A - 3B^2 - 2B)Z - (AB^2 - B^3) = 0 \] (1)

\[ Z = \frac{PV}{RT} \] (2)

where,

\[ A = \frac{a(T)P}{(RT)^2} \] (3)

\[ B = \frac{bP}{RT} \] (4)

where:

- \( P \), is the pressure; \( T \), is the temperature and \( V \), is the molar volume.

For pure component, \( a \) and \( b \) PR-EOS parameters are calculated from:

\[ b = 0.0778 \frac{RT_c}{P_c} \] (5)

\[ a(T) = a_c \alpha(\omega, T_r) \] (6)

\[ a_c = 0.4572 \frac{R^2T_r^2}{P_c} \] (7)

\( T_c \), is the critical temperature; \( P_c \), is the critical pressure; \( T_r \), is the reduced pressure, and \( R \) is the universal gas constant (\( R = 8,314 \) J/(mol K)). The term \( \alpha(\omega, T) \) in Eq. (6) was calculated with the following expression:

\[ \sqrt{\alpha} = 1 + m \left( 1 - \sqrt{\frac{T}{T_c}} \right) \] (8)

where, \( m \) is the form factor which correlates to the acentric factor, \( \omega \), by the polynomial equation:

\[ m = 0.37464 + 1.54226 \omega - 0.26992 \omega^2 \quad \text{for} \quad \omega \leq 0.49 \] (9)
\[
\text{m} = 0.379642 + 1.485030 \omega - 0.164423 \omega^2 + 0.016666 \omega^3 \quad \text{for} \quad \omega > 0.49 \quad (10)
\]

To apply the PR EOS to mixtures, several mixing rules have been advanced, but the classical mixing rules are used more frequently in EOS applications due to their simplicity. We choose to use classical one-fluid mixing rules to calculate the values of A and B of the mixtures, as given by [30]:

\[
A = \sum_{i=1}^{n} \sum_{j=1}^{n} x_i x_j \sqrt{A_i A_j (1-\delta_{ij})} \quad (11)
\]

with, \( \delta_{ij} = \delta_{ji} \) et \( \delta_{ii} = 0 \)

\[
B = \sum_{i=1}^{n} B_i x_i \quad (12)
\]

where, \( x_i \) is the liquid phase mole fraction and \( \delta_{ij} \), binary interaction parameter between component, \( i \) and \( j \).

2.2. Artificial neural networks method.

The artificial neural networks (ANN) method is a biological inspiration based on various characteristics of brain functionality [31]. A neural network consists of a very large number of small identical processing units called artificial neurons. The units are interconnected by unidirectional links that act like axons and dendrites of their biological counterparts. The multilayer structure of networks is relatively simple; it consists of an input layer, an output layer, and one or more hidden layers (Figure 1). The data is transmitted successively from the input layer of the neurons to the output layer, passing through the hidden layers of the neurons. The predicted values are obtained at the level of the last layer. The network operation is done by applying the weights to the values, going from one layer to another, and calculating the outputs at each neuron in all the other layers. Links exist, only between cells in a layer and the cells of the next layer [32]. In each unit of the hidden layer, variables are combined linearly. A neural network applies a nonlinear transformation to each combination that determines the network's transfer function. The activation function used for connections between neurons determines the transfer function of the network. Finally, the resulting values of the hidden units are combined in linear ways to get the predicted value.

![Figure 1. The multilayer structure of networks.](https://biointerfaceresearch.com/)
2.2.1. ANN model.

The ANN model technique can be viewed as a general nonlinear modeling approach. Adoption of a black-box approach, where models are obtained exclusively from experimental data, can perform better results than response surface methodology as has been demonstrated by various researches [33-35]. It provides a dynamic relationship between input and output variables and bypasses underlying complexity inside the system, where the system's inputs are the independent variables, and the outputs are the dependent variables. Therefore, it is important for the user to understand the science behind the underlying system to provide the appropriate input and, consequently, to support the identified relationship. The output of a neuron is computed by using the network design that worked with a two-layer feed-forward network (one hidden layer). The input signals to each neuron are weakened or strengthened through their multiplication to weight coefficients. The biases are activation thresholds that are added to the production of inputs and their particular weight coefficients. The net output of each neuron passes through a transfer function of the neuron. This transfer function, called activation function, shows up in many different forms, such as linear, logarithmic sigmoid, hyperbolic tangent sigmoid, and radial basis transfer functions [36]. The major unknown variable of our model is its transfer function. It defines the properties of artificial neurons and can be any mathematical function. In the present study, we choose a "tangent sigmoid" function for the hidden layer because it is continuous and relatively easy to compute (as is its derivative). It maps the outputs away from extremes, and it introduces nonlinear behavior to the network. This function used in the first layer is given by equation 13:

\[
tansig(x) = \frac{1-e^{-2x}}{1+e^{-2x}}
\]  

(13)

2.2.2. Steps in designing network.

To design the network, the calculation must be performed via numerical computational tools by following different steps. After selecting and preparing samples, the first step is to develop the neural network structure and identify the neural network structure. The next step is to use an optimization technique to estimate the weights and biases in such a way that the output of the network is as close as possible to the target values through many iterations. This optimization strategy is known as the training process, and the neural network will learn the relation between the inputs and the outputs of a dynamic system. There are various learning algorithms to train neural networks. This study uses the Levenberg–Marquardt method because it is a suitable algorithm for a small and moderate total number of net weights and the most efficient calculation procedure adapted for learning [37]. In the end, we use the network after validation and test.

Some statistical methods can be used to compare the net output and the training data to evaluate the performance of a neural network in learning. These methods indicate how the network predictions are close to the target values and, therefore, what adjustment should be applied to the weight by learning algorithm at each iteration. In this study, the results are analyzed in terms of the average absolute deviation (AAD), the root mean square (RMS), and the Bias given as:

\[
AAD (\%) = \frac{100}{n} \sum_{i=1}^{n} \left| \frac{\rho_{cal,i} - \rho_{exp,i}}{\rho_{exp,i}} \right|
\]  

(14)
\[
RMS = \frac{100}{n} \sqrt{\sum_{i=1}^{n} \left( \frac{\rho_{\text{cal},i} - \rho_{\text{exp},i}}{\rho_{\text{exp},i}} \right)^2}
\]  

(15)

\[
Bias = \frac{100}{n} \sum_{i=1}^{n} \frac{\rho_{\text{cal},i} - \rho_{\text{exp},i}}{\rho_{\text{exp},i}}
\]  

(16)

Where, \( \rho_{\text{cal},i} \) and \( \rho_{\text{exp},i} \) are the calculated and experimental liquid density, corresponding to run \( i \), respectively.

3. Results and Discussion

The prediction of ethanol's liquid density using the two tested methods was validated based on experimental data from the literature [28]. In this section, the results obtained relative to the PR-EOS and ANN model are presented.

3.1. Liquid density prediction by PR-EOS.

The resolution of the cubic equation (eq.1) was performed using the analytical method named Cadran method. Solving this equation gives three real solutions: the smallest value is the liquid phase, the greatest value is the vapor phase, and the intermediate value has no physical meaning. Having calculated the liquid phase compressibility factor, the mixture density is deduced from the following relationship:

\[
\rho = \frac{PM}{RTZ}
\]  

(17)

For mixture, the molar mass, \( M \) is given by:

\[
M = \sum_{i=1}^{n} x_i M_i
\]  

(18)

where, \( x_i \) is the molar fraction of component \( i \); \( M_i \) is the molar mass of the same component and \( n \) is the number of substances in the mixture.

The data required for density calculation are summarized in Table 1. The performance of the PR EOS model is not very sensitive to the binary interaction parameter value as shown by Perakis et al. [38], it provides very good predictions even at the very high temperatures and pressures using the \( \delta_{ij} = -0.1 \) that was determined at 298.14 K for ethanol-water. Obtained results were compared to experimental data taken from the literature [28]. This comparison shows that PR-EOS predicts liquid density with an Average Absolute Deviation (AAD) equal 14.72 %. This value indicates the unreliability of the liquid density prediction PR-EOS. To address this problem, ANN method was followed.

| Table 1. Critical properties, acentric factors, and binary interaction parameters for ethanol/water mixture. |
|-------------------------------------------------------------|
| component | \( T_c \) (K) | \( P_c \) (bar) | \( \omega \) | \( M \) (g/mol) | reference |
| ethanol | 513.92 | 61.48 | 0.64439 | 46.069 | [39] |
| Water | 647.286 | 220.8975 | 0.34380 | 18 | [39] |
| Binary interaction parameter, \( \delta_{ij} \) | -0.1 | [38] |

3.2. Liquid density prediction by ANN model.
The network was trained by 348 experimental densities of ethanol/water mixture, at a temperature varying from 298.15 K to 476.2 K and in the pressure range from 0.10 to 10.00MPa, given from previously published literature [26-27]. 70% of these data are used for training, 15% for validation, and 15% for tests. The purpose is to estimate the liquid density of ethanol/water mixture in the function of composition, temperature, and pressure. For the network design, we worked with a two-layer feed-forward network (one hidden layer), having as inputs the tree parameters, which are: mole fraction, x, Temperature, T(K), and pressure P(MP). We tried to minimize the number of nodes in the hidden layer so that we have the minimum complexity. After many tries, ten nodes was enough to get a satisfactory regression. The output of our network is the liquid density \( \rho \) (kg/m\(^3\)). Figure 2 shows the optimized structure of the implemented neural network. This figure shows that the identified neural network has ten neurons in the hidden layer and one in the output layer, with tangent-sigmoid and linear transfer functions in the hidden and the output layers.

![The optimized ANN structure](image)

**Figure 2.** The optimized ANN structure

The mathematical model developed of the basic ANN structure to predict liquid phase density of ethanol/water mixture is given as follows:

\[
\rho = W_o \times \text{tansig}(W_i \times X + B_1) + B_0
\]  

(19)

where, X, the inputs given by the following vector: \( x = \begin{pmatrix} x \\ T \\ P \end{pmatrix} \) and the weight and bias matrices obtained after the training phase of the ANN model are:

- \( W_i \), the matrix representing connection weights between input and hidden layer neurons:

\[
W_i = \begin{bmatrix}
1.4526 & -0.32539 & 1.7159 \\
0.44993 & 1.9960 & -1.4012 \\
-0.66435 & 1.7352 & 2.2001 \\
3.3073 & -0.032899 & 5.3456 \\
0.73365 & 2.0852 & 2.2866 \\
-0.64507 & -0.5963 & 0.53359 \\
1.6795 & 0.27496 & 1.57 \\
0.14997 & -0.90944 & -1.2639 \\
3.2624 & 0.081988 & 0.20257 \\
1.8584 & 0.2734 & -1.3882
\end{bmatrix}
\]

(20)

- \( W_o \), the matrix representing connection weights between hidden and output layer neurons (size 1x10):

https://biointerfaceresearch.com/
\[ W_2 = \begin{bmatrix} 1.1627 & -0.17026 & 0.082713 & -1.6175 & -0.033032 & 0.62055 & 0.963 & -0.17715 & -0.050084 & -0.34428 \end{bmatrix} \]

- \( B_1 \), the bias matrix for the hidden layer neurons:

\[
B_1 = \begin{bmatrix}
-2.1201 \\
-0.86171 \\
2.6106 \\
-0.45202 \\
0.4304 \\
-0.20011 \\
-1.1256 \\
-0.51915 \\
2.6657 \\
2.5247
\end{bmatrix}
\]  

\[ (21) \]

- \( B_o \), the bias matrix for the output layer neurons: \( B_o = 1.3519 \).

The regression results obtained are given in Table 2. The regression analysis graphs of \( R^2 \) parameter for training, testing, and validation sets of the ANN model are equal to, 0.99997, 0.99997 and 0.99998, respectively. The value of correlation for the regression corresponding to all data is equal to 0.99997. These results indicate that there is a satisfactory correlation between the target and the result. The liquid density as a function of mole fraction, temperature, and pressure was predicted using ANN with deviation, AAD, RMS, and Bias equal to 0.047 \%, 0.003 \%, and -0.004 \%, respectively. These results reflect the adequacy of the ANN model in predicting the experimental data.

| Data      | \( R^2 \)  | RMS (%) | AAD  | Bias        |
|-----------|------------|---------|------|-------------|
| Training  | 0.99997    | 0.12    | 0.05 | -0.0041     |
| Testing   | 0.99997    |         |      |             |
| Validation| 0.99998    |         |      |             |
| All       | 0.99997    |         |      |             |

The performance of the model was also obtained by comparing the predicted values of liquid density to the experimental one. This comparison is realized by plotting the residual error between experimental and predicted liquid density in the function of predicted values (Figure 3 (a)). This figure shows that the points are distributed randomly around the zero axes, and the errors do not exceed the interval between -2.5 and 2.0. As seen in this figure, the values occupy clearly both sides of the normal. In Figure 3 (b), the values of predicted liquid density were compared to those of the experimental one.

![Figure 3. (a) Residual distribution for predicted liquid density of ethanol/water; (b) Plot of experimental liquid density vs. predicted values by ANN model.](https://biointerfaceresearch.com/)
The predictions which match measured values should fall on the diagonal line. Almost all data lay on this line, which confirms the accuracy of the ANN model. So, all the statistical analysis shows that the proposed ANN model has produced very satisfactory results in terms of precision and reliability.

3.2.1. Variable importance in ANN.

There are several methods for quantifying variables' importance in artificial neural networks. The connection weight approach was chosen because it provides the best overall methodology for accurately quantifying variable importance according to the comparison made by Olden et al. [40]:

\[
RI_i = \frac{r_i}{\sum_j r_j} \times 100
\] (22)

Where, \( RI_i \) is the relative importance of the variable I and \( r_i \) is the relative contribution of each input neuron to the outgoing signal of each hidden neuron given by:

\[
r_i = \frac{|C_i|}{\sum_j |C_i|}
\] (23)

\( C_i \) is the contribution of each input neuron to the output via each hidden neuron, calculated as the product of the input-hidden connection, \( W_i \) and the hidden-output connection, \( W_0 \):

\[
C_i = W_i \times W_0
\] (24)

To determine factors influencing liquid density of ethanol water mixture, the obtained matrix containing inputs-hidden-output neuron connection weights is used. These matrixes enable us to scale the importance of \( x \), \( T \), and \( P \), using equations (22-24).

| Parameters            | RI (%) | Rank |
|-----------------------|--------|------|
| Pressure (MP)         | 41     | 1    |
| Liquid mol fraction   | 34     | 2    |
| Temperature (K)       | 25     | 3    |

Figure 4. Bar plots showing the percentage relative importance of each parameter for predicting the liquid density.
Values calculated for quantifying these variables are regrouped in Table 3 and represented in Figure 4. These results show that the pressure significantly affects the increase in density, with RI equal to 41%. In contrast, Liquid mole fraction and temperature present a significant effect on reducing the density, with RI of liquid equal, to 34 % and 25 %, for mole fraction and temperature, respectively.

4. Conclusions

This study is devoted to predicting the liquid density of ethanol/water, at pressure varying from 0.10 to 10 MP, temperature between 298.15 K and 476.2 K, and over the entire composition range, using a reliable model. For the first time, cubic PR EOS was examined for this purpose and was rejected for its unreliability. In the second time, ANN approach is proposed to model this property for its high speed, simplicity, and generalization. However, the network was trained by experimental liquid density data obtained from the literature. For the network design, we worked with a two-layer feed-forward network, having the three parameters influencing the density prediction: temperature, pressure, and composition. The optimal neural network configuration for the estimation of this property has one hidden layer with ten neurons and has been trained by the Levenberg Marquardt algorithm. The performance of the optimal ANN architecture was evaluated by a correlation coefficient equal to 0.9999.

AAD, RMS and Bias those are, 0.047%, 0.003 % and -0.004 %, respectively, for the all data tested. Calculation of parameter relative importance has led us to note that the density prediction is susceptible principally in pressure, followed by composition and temperature. We thus have an ANN model to be highly promising to represent the liquid density of ethanol/water over a wide range studied of pressure, temperature, and composition. It can be used successfully in the modeling of the ethanol production process.
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