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ARTICLE

A comprehensive description of the optical cycle of spin defects in solids requires the understanding of the electronic and atomistic structure of states with different spin multiplicity, including singlet states which are particularly challenging from a theoretical standpoint. We present a general framework, based on spin-flip time-dependent density function theory, to determine the excited state potential energy surfaces of the many-body singlet states of spin defects; we then predict the vibrationally resolved absorption spectrum between singlet shelving states of a prototypical defect, the nitrogen-vacancy center in diamond. Our results, which are in very good agreement with experiments, provide an interpretation of the measured spectra and reveal the key role of specific phonons in determining absorption processes, and the notable influence of non-adiabatic interactions. The insights gained from our calculations may be useful in defining strategies to improve infrared-absorption-based magnetometry and optical pumping schemes. The theoretical framework developed here is general and applicable to a variety of other spin defects and materials.

npj Computational Materials (2022) 8:238; https://doi.org/10.1038/s41524-022-00928-y

INTRODUCTION

Spin defects in semiconductors and insulators have attracted considerable attention in the last decade, as promising platforms to realize quantum technologies1. For example, it has been shown that simple point defects such as the negatively charged nitrogen-vacancy (NV−) in diamond2 may be used as quantum bits (qubits), where the qubit initialization and readout is realized through an optical spin-polarization cycle between the triplet ground state, a triplet excited state and two shelving singlet states3–6. The ability to initialize and readout the NV− center in diamond has led to numerous proposals for quantum technology applications7,8, including quantum sensing3,10 and communication3,8, and possibly quantum computation2,11.

While the optical and magnetic properties of the triplet ground and the first triplet excited state of the NV− center have been extensively investigated using density functional theory (DFT)8,14–20, robust first-principles predictions of the properties of the singlet shelving states are not yet available. The reason is two-fold: the description of the electronic structure of these singlet states requires a higher level of theory than DFT to account for their strongly correlated (multiconfigurational) nature; in addition, the determination of their atomistic structure requires techniques capable of optimizing complex excited state potential energy surfaces (PESs), beyond DFT with constrained occupations (ΔSCF). Important progress has been reported in using high level theories to investigate the electronic structure of the shelving singlets of the NV− center, at fixed geometries; these theories include many-body perturbation theory (GW and the solution of the Bethe–Salpeter Equation (BSE)21), quantum chemistry methods, e.g., complete active space self-consistent field (CASSCF)22, the diagonalization of effective Hamiltonian derived within the constrained random-phase approximation (CRPA)23, and a quantum defect embedding theory (QDET)24–29. However, all these approaches have been limited to the evaluation of vertical excitation energies (VEEs) at given geometries; the PESs of the singlet states and their vibrationally resolved optical spectra have not been predicted from first principles. In a pioneering work, Thiering and Galli6 investigated optical transitions and inter-system crossings involving singlet states, based on a model Hamiltonian parameterized by DFT calculations. However, they included parameters fitted to experiments, e.g., the energy spacing between the singlet states, and overall they obtained a fair agreement between experiments and computed absorption spectra.

With the goal of providing a comprehensive description of the optical cycle of the NV− center, we investigate the electronic and atomistic structure of the singlet states involved in the optical cycle. We present a general framework based on the implementation of spin-flip time-dependent density function theory (TDDFT)30–36 using a planewave basis set, which allows for a robust determination of the excited states PESs. We use both the semi-local functional by Perdew, Burke and Ernzerhof (PBE)37 and the dielectric-dependent hybrid (DDH) functional38 and we evaluate analytical forces acting on the nuclei39,40. By computing many-body electronic states, equilibrium geometries, and phonons of the singlet states, we successfully predict the infrared vibrationally resolved absorption spectrum41 between singlet shelving states using the Huang–Rhys (HR) theory17,19,20,42. Our results, which are in very good agreement with experiments, provide an interpretation of the measured spectra and reveal the key role of specific phonons in determining absorption processes, and the notable influence of non-adiabatic interactions. The insights gained from our calculations may be useful in defining strategies to improve infrared-absorption-based magnetometry and optical pumping schemes. The theoretical framework developed and used here is general and applicable to a variety of other spin defects and materials.

The rest of the paper is organized as follows. We first present our electronic structure calculations of the many-body electronic states of the NV− center at a fixed geometry, followed by the
determination of their PESs. We then discuss electron–phonon coupling and finally present the vibrationally resolved optical absorption spectrum of the spin-defect. We close the paper with a discussion and summary of all the results.

RESULTS

Many-body electronic states and vertical excitation energies

As well known, the NV$^-$ center in diamond is composed of a nitrogen impurity and an adjacent carbon vacancy ($V_C$) (see Fig. 1). The defect has $C_{3v}$ symmetry, with three orbitals within the band gap of diamond (one $a_1$ and two-fold-degenerate $e$ orbitals), localized on three carbon sites in the vicinity of $V_C$. Hereafter, we denote the spin up (down) defect orbitals as $a_1$, $e$, $e_y$, $e_z$, $e_x$, $e_y$, $(a_1, e_z, e_y)$. The low-lying many-body triplet states are denoted as $^3A_2$ (ground state) and $^3E$ and the singlet states as $^1E$ and $^1A_1$. In the $m_n = 1$ sublevel of the $^3A_2$ ground state, $a_1$, $e$, $e_y$, $e_z$ and $a_1$ are occupied by four electrons, while $e_x$, $e_y$ are empty, and its electronic configuration is represented by the Slater determinant $|e_x e_y\rangle$ in the hole notation. Similarly, phonon modes of the NV$^-$ center are also labeled as $a_1$, $e$, $e_y$, $e_z$ type according to the $C_{3v}$ point group.

We computed the VEEs of the triplet $^3E$ and singlet states $^1E$ and $^1A_1$ with respect to the $^3A_2$ ground state using TDDFT and the semi-local functional PBE (TDDFT@PBE) and hybrid functional DDH (TDDFT@DDH), with the aim of establishing the accuracy of the chosen electronic structure methods, before proceeding with structural optimizations. Our results are shown in Fig. 2, together with those of other calculations$^{21-23,29}$ and inferred experimental values$^{36-38}$. Irrespective of the functional, TDDFT correctly predicts the ordering of singlet and triplet excited states. However, at the PBE level of theory, TDDFT underestimates the energies of the $^3E$ and the $^1A_1$ states with respect to the $^3A_2$ ground state compared to experiment; the agreement is improved when using the hybrid functional DDH, where the inclusion of a portion of Hartree–Fock exact exchange interaction provides a more accurate description of excitonic effects. The latter yields the energy of $^3E$ in good accord with GW-BSE results$^{21}$, but those of the $^1E$ and $^1A_1$ states differ, likely due to the fact that, in contrast to GW-BSE, in TDDFT an approximate non-collinear spin-flip kernel is introduced to describe spin-flip excitations.

In spite of the correct ordering, the VEEs obtained at the TDDFT@DDH level of theory are an overestimate, especially for singlets, relative to the experimental values. To understand the origin of this discrepancy we compared the many-body wavefunctions obtained with TDDFT with those computed with QDET$^{29}$; the latter includes double and higher-order excitations from the $^3A_2$ ground state which is represented by the Slater determinant $|e_x e_y\rangle$ in our spin unrestricted DFT calculations. These excitations are not included in the TDDFT calculations presented here (and also in the GW-BSE calculations of ref. 21). In QDET, the defect states are described by an effective many-body Hamiltonian diagonalized exactly by full configuration interaction (CI) and hence the many-body wavefunction contains higher-order excitations. The Hamiltonian includes the interaction of the defect and the solid where it is embedded through an effective dielectric screening. The many-body electronic wavefunctions $|\Phi_i\rangle$ are written as linear combinations of Slater determinants $|\Psi_n\rangle$:

$$|\Phi_i\rangle = \sum_n c_i^n |\Psi_n\rangle,$$

(1)
energies of the \(^1A_1\) and \(^1E\) states decrease by 0.2–0.3 eV, resulting in a better agreement with experiments and QDET values (see Supplementary Note 2). Hence we conclude that the absence of double excitations in the TD-DFT description leads to a moderate overestimate of the energy of singlets relative to QDET results. In summary, TD-DFT calculations yield results for VEEs in good (albeit not perfect) agreement with those of QDET and experiments, and account for the majority of excitations entering the many-body wavefunctions of the NV\(^-\) center, giving us confidence that the geometries of singlet manifolds obtained using spin-flip TD-DFT and all single excitations are reliable.

**Potential energy surfaces of electronic excited states**

Having established the accuracy of TD-DFT in describing VEEs, we proceed to optimize the geometry of the system in each excited state using TD-DFT forces acting on nuclei. The PESs of singlets are computed by carrying out calculations on two specific geometrical paths, described by collective variables (CVs) defined below. We then define an effective Hamiltonian for ionic and electronic degrees of freedom, including electron–phonon interaction, and we investigate the non-adiabatic coupling between many-body electronic states and lattice vibrations.

We start by describing the optimized geometrical configurations of electronic excited states, quantified in terms of mass-weighted atomic displacements and Franck–Condon shifts (see Supplementary Note 3). We find that the optimized geometry of the triplet excited state \(^3E\) exhibits a significant displacement of \(0.6\ \text{amu}^{0.5}\ \text{Å}\) and a Franck–Condon shift of \(\sim 200\ \text{meV}\), relative to the geometry of the ground state. These results obtained with TD-DFT forces are consistent with our previous study, where geometry optimization of the triplet excited state was obtained with \(\Delta\text{SCF}\), and results were validated against photoluminescence (PL) measurements\(^{20}\). The singlet states cannot be simulated with \(\Delta\text{SCF}\). Hence, we optimize their geometries using forces computed with spin-flip TD-DFT and a plane-wave basis set. The two singlet states have rather different optimized configurations: that of the \(^1A_1\) state is similar to the optimized geometry of the ground state (with a negligible atomic displacement of \(\sim 0.1\ \text{amu}^{0.5}\) \(\text{Å}\) and a Franck–Condon shift of \(17\ \text{meV}\)), while the \(^1E\) state exhibits a displacement of \(\sim 0.4\ \text{amu}^{0.5}\) \(\text{Å}\) and a Franck–Condon shift of \(60–100\ \text{meV}\).

We then computed the variation of the distances (\(\Delta d\)) of the three carbon atoms close to \(V_c\) in the excited states (\(d_{\text{CG}}\)); these are shown in Fig. 3. We find an asymmetric displacement pattern for the \(^1E\) singlet, suggesting the existence of three equivalent equilibrium geometries, compatible with the \(C_{3v}\) symmetry of the defect, which we characterized in terms of two CVs, \(Q_s\) and \(Q_{\beta}\). \(Q_s\) defines a direction connecting two of the three geometrical configurations, and \(Q_{\beta}\) is perpendicular to \(Q_s\). The three geometrical configurations form an equilateral triangle on the plane defined by \(Q_s\) and \(Q_{\beta}\). The minimum of the \(^1A_1\) singlet PES on the plane of \(Q_s\) and \(Q_{\beta}\) is located at the center of the triangle (defined by \(Q_s = 0\), \(Q_{\beta} = 0\)), and is very close to the actual minimum of the \(^1A_1\) singlet with a negligible displacement of \(0.08\ \text{amu}^{0.5}\) \(\text{Å}\). Using the CVs \(Q_s\) and \(Q_{\beta}\), we computed the total energies of the singlet many-body states along two paths, using TD-DFT@PBE: path 1, parallel to \(Q_s\), with \(Q_{\beta} = 0\), which connects one of the local minima and the center of the triangle; path 2, parallel to \(Q_{\beta}\), with \(Q_s = 0\), and crossing the triangle center (see Supplementary Fig. 1). For values of \(Q_s\) and \(Q_{\beta}\) different from zero, and along both paths 1 and 2, we find that the wavefunctions of the \(^1A_1\) and \(^1E\) singlets, as computed using TD-DFT, are linear combinations of the states with \(C_{3v}\) symmetry previously identified as \(^1A_1\) and \(^1E\), respectively. Therefore, the \(^1A_1\) singlet, the wavefunction is given by a linear combination of \(^1A_1\) component, mixed with a small amount (<10%) of the \(E\) component along path 1 and \(E\) component along path 2. These components together account for the majority of excitations entering the many-body wavefunctions of the NV\(^-\) center, giving us confidence that the geometries of singlet manifolds obtained using spin-flip TD-DFT and all single excitations are reliable.
magnitude of the mixing between states with $C_{3v}$ symmetry increases as the absolute value of $Q_{\alpha}$ and $Q_{\beta}$ increases. While the wavefunction of the $^1E$ singlet on path 1 can still be approximately identified as the so-called “pure” state $^1E^{(0)}$ or $^1E^{(0)}$, on path 2, the wavefunction is given by a linear combination with approximately equal weights of the $^1E^{(0)}$ and $^1E^{(0)}$ components. The mixing of components found in our calculations points at the non-adiabatic coupling occurring in the system, which requires further analysis, as we discuss next.

To analyze in detail the PESs of the singlet states, we define an effective Hamiltonian that includes electron–phonon (non-adiabatic) coupling, and where the nuclei are represented in terms of the CVs defined above, and the electrons in the basis of the three singlet states $1A_1^{(0)}$, $1E^{(0)}$, and $1E^{(0)}$ at $Q_{\alpha} = 0$ and $Q_{\beta} = 0$:

$$H = H_e + H_{ph} + H_{e-ph}. \tag{2}$$

Here $H_e = \sum_i c_i^\dagger c_i$ is the electronic Hamiltonian, and $c_i^\dagger$ ($c_i$) is the creation (annihilation) operator of phonon $\lambda$. The electron–phonon coupling term reads

$$H_{e-ph} = \sum_{\lambda} \sum_{\alpha, \beta} g_{\lambda \alpha \beta} c_i^\dagger (\hat{b}_\alpha + \hat{b}_\beta), \tag{3}$$

where $g_{\lambda \alpha \beta}$ is the linear electron–phonon coupling strength between electronic state $i$, $j$ and phonon mode $\lambda$. Details on our first-principles calculation of the electron–phonon coupling strength and the analysis of the Hamiltonian of equation (2) in terms of pseudo- and dynamical Jahn–Teller effects are given in Supplementary Note 4.

To obtain the adiabatic PESs of the singlet states we write $\hat{b}_b = \sqrt{2\omega_b}(Q_b + \frac{1}{2} \Pi_b)$, where $\Pi_b$ is the momentum operator. Treating $Q_b$ and $\Pi_b$ as classical coordinates allows us to separate the kinetic and potential energy terms in the Hamiltonian, and hence to obtain the adiabatic PESs, which are displayed in Fig. 4c–e. We obtained the parameters of the Hamiltonian, including the effective phonon energy $\hbar \omega_b = 63$ meV and the electron–phonon coupling strength $g_{\lambda \alpha \beta}$ by fitting the PESs obtained with the Hamiltonian equation (2) to our first-principles calculations, without introducing any empirical parameters (see Supplementary Fig. 2). The lower branch of the PES of the $^1E$ singlet exhibits a “tricorn Mexican hat” shape with three minima and three saddle points, and is connected to the higher branch through a cusp. The PES of the $^1A_1$ singlet slightly deviates from a perfect two-dimensional paraboloid, and the anharmonicity is most apparent along the path connecting its minimum to the minima on the lower branch of the $^1E$ state PES.

By solving the effective Hamiltonian equation (2) considering quantized vibrations, instead of classical coordinates, we obtain the vibronic levels of the two singlet states, as shown in Fig. 4b. We find that the vibronic levels with major electronic contribution from the $^1A_1$ singlet state are well approximated by harmonic vibrational levels, being almost equidistant with an energy gap of $\sim 80$ meV. The energy gap is $17$ meV higher than the energy of the effective phonon defined in Eq. (2), as a result of the non-adiabatic coupling. Non-adiabatic coupling also results in noticeable anharmonicity: the energy difference between adjacent vibronic levels with major contribution coming from $^1A_1$ decreases as the quantum number increases. On the other hand, the vibronic levels with major electronic contribution from the $^1E$ singlet state are substantially different from those of a quantum harmonic oscillator. Our calculations identify an $A_1$ state $10$ meV above the vibronic ground state ($^1E$), which likely corresponds to the state detected experimentally at about $14–16$ meV$^{34–36}$, as has been discussed in ref. 6. Such state is not accessible under equilibrium conditions but can be reached when the crystal is under uniaxial stress. We also find degenerate $^1E$ vibronic levels at $49.3$ meV above the vibronic ground state; the transition into these states might be the origin of the phonon side band at $42.6$ meV observed in the low-temperature experimental PL spectrum of the $^1A_1 \rightarrow ^1E$ transition$^{50}$.

Finally we note that, unlike the $^1E \rightarrow ^1A_1$ absorption line shape, the calculation of the $^1A_1 \rightarrow ^1E$ PL line shape would require an evaluation of all the phonon modes of the $^1E$ state, whose PES is strongly anharmonic, as well as an explicit treatment of the non-adiabatic coupling including all phonon modes$^{19}$. Although in principle possible, these calculations are beyond the scope of the present work.

**Optical spectra**

We now turn to the discussion of our calculations of the vibrationally resolved absorption spectrum for the transition between singlet states, which we compare with experiments and with the PL spectrum for the transition between triplet states.

---

Fig. 3  Geometrical configurations of many-body states of the NV$^-$ center in diamond. Differences of the distances between the three carbon atoms ($C_1$, $C_2$ and $C_3$) around the vacancy site ($V_C$), as obtained in the excited states (ES) and ground state (GS): $\Delta d = d_{C1} - d_{C2}$. The differences are reported for the $^1E$, $^1A_1$, and $^1E$ ESs and are computed using TDDFT with PBE or DDH functionals. Note that $\Delta d(C_1 - C_2)$, $\Delta d(C_2 - C_3)$ and $\Delta d(C_3 - C_1)$ for the $^1E$ state differ, due to the coupling of the electronic state to both $a_1$ and $e$ type phonon modes (see text). For the $^1A_1$ state, $\Delta d(C_1 - C_2)$, $\Delta d(C_2 - C_3)$ and $\Delta d(C_3 - C_1)$ are instead all equal to $-0.02 \AA$, implying that in this case the equilibrium geometry preserves the $C_{3v}$ symmetry and is close to that of the $^3A_2$ ground state. The differences $\Delta d(C_1 - C_2)$, $\Delta d(C_2 - C_3)$ and $\Delta d(C_3 - C_1)$ of the $^1E$ state differ, due to a significant coupling with $e$ type phonon modes, leading to symmetry breaking.
Having computed the forces acting on nuclei with spin-flip TDDFT and all phonon modes in the $^1A_1$ state, we calculated the vibrationally resolved absorption spectrum of the transition between the $^1E$ and $^1A_1$ singlets using the HR theory. At $T \approx 0K$, transitions occur from the lowest vibronic level of the $^1E$ state whose vibronic wavefunction is localized in the local minimum of the PES, into vibronic levels of the $^1A_1$ singlet state; these levels are all well approximated by harmonic vibrational levels; hence the use of the HR theory is justified. Our results are compared with experiment in Fig. 5. The agreement is very good (see Supplementary Note 5 for a comparison of results obtained using different functionals), and we successfully predict the main peak at 73 meV and the sharp peak at 170 meV. Note that the energy of the main peak is 7 meV smaller than the distance between vibronic levels of the $^1A_1$ state obtained from the effective Hamiltonian equation (2), pointing at the importance of including all phonon modes in the calculation of optical spectra. The level of agreement obtained here indicates that our first-principles calculations based on spin-flip TDDFT provides an improved description of the atomic geometries and vibrational properties of the singlet states. Such properties are not accessible in $\Delta$SCF and hence their calculations require the implementation of TDDFT forces. In addition, we emphasize the importance of including the anharmonicity of the PES of the $^1A_1$ singlet in the calculation of the HR factors and spectral functions (see Supplementary Note 7).

Note that the phonon side band of the absorption line shape for the $^1E \rightarrow ^1A_1$ transition decays much faster compared with that of the PL spectrum for the $^3E \rightarrow ^3A_2$ transition (shown in Fig. 5a for comparison). Indeed, the computed Debye–Waller factor (the ratio of the zero-phonon line (ZPL) relative to the entire line shape) of the $^1E \rightarrow ^1A_1$ absorption line shape is 34%, in good agreement with the inferred experimental value of ~40% [41], and is 10 times larger than that of the $^3E \rightarrow ^3A_2$ PL line shape. The large Debye–Waller factor suggests that the ZPL is more absorptive than the phonon side band and hence better suited for infrared-
absorption-based magnetometry measurements than the phonon side band wavelengths\(^{31}\).

It is interesting to analyze the main differences between singlet absorption and triplet PL spectra in terms of the spectral density of the electron–phonon coupling in the two cases, \(S(\hbar \omega)\), as shown in Fig. 5c, d. The main contribution to the \(S(\hbar \omega)\) of the \(\text{^1}E \rightarrow \text{^1}A_1\) transition comes from the coupling of the electronic states with \(e\) type phonon modes; instead the main contribution in the case of the \(\text{^2}E \rightarrow \text{^2}A_2\) transition originates from the coupling with \(a_1\) type phonon modes. In more detail, we find that \(S(\hbar \omega)\) of the \(\text{^1}E \rightarrow \text{^1}A_1\) transition exhibits a broad peak at 73 meV and a sharp peak at 170 meV, resulting from the coupling of the electronic states with a quasi-local and a local \(e\) type phonon mode, displayed in the inset of Fig. 5d. The 170 meV \(e\) type local mode exists only in the \(\text{^1}A_1\) state and has an energy higher than that of the optical phonons of diamond. It couples weakly to the vibrations of the diamond lattice, resulting in a sharp peak in both \(S(\hbar \omega)\) and the adsorption spectrum. The \(S(\hbar \omega)\) of the \(\text{^1}E \rightarrow \text{^1}A_1\) transition is generally shifted to higher energy relative to that of the \(\text{^2}E \rightarrow \text{^2}A_2\) transition, originating from an increase of the energy of the phonons of the \(\text{^1}A_1\) state compared with those of the \(\text{^1}A_1\) state. Previous work suggested that such an increase of phonon energies might be caused by the contribution of the double excitation configurations \(|a_1\delta_1\rangle\) in the wavefunction of the \(\text{^1}A_1\) state\(^{47}\). However, our work suggests that the non-adiabatic coupling of the \(\text{^1}A_1\) and \(\text{^1}E\) singlet states is more likely responsible for the increase in phonon energies. A detailed comparison of the phonon modes of the \(\text{^1}A_1\) and \(\text{^3}A_2\) states can be found in Supplementary Note 6.

**DISCUSSION**

In summary, we studied the many-body electronic states of the NV\(^-\) center in diamond, including singlet states, using first-principles calculations based on TDDFT with semi-local and hybrid functionals and we computed vibrationally resolved optical spectra. We showed that TDDFT with analytical forces can be successfully applied to predict optical spectra of spin defects in solids, providing a robust description of both the electronic structure and atomic geometries of the many-body electronic states. In particular, TDDFT predicts the same energy ordering as experiments and the correct characteristics of the many-body electronic states, similar to those obtained using higher level methods, although the neglect of double excitations results in a slight overestimate of excitation energies relative to experiments. The computed vibrationally resolved absorption spectrum of the \(\text{^1}E \rightarrow \text{^1}A_1\) transition is in very good agreement with the experiment, thanks to an improved description of the atomic geometries and phonons of the singlet states obtained in our work. Our results show the key role played by non-adiabatic coupling in determining optical transitions. For example, we found that the equilibrium geometry of the \(\text{^1}A_1\) state is similar to that of the \(\text{^3}A_2\) ground state; however, the \(e\) type phonons of the former have significant higher energy than those of the ground state, due to the non-adiabatic coupling of the former with the \(\text{^1}E\) states. Such coupling is also responsible for the anharmonicity of the \(\text{^1}A_1\) state PES, which
should be taken into account in obtaining absorption spectra in quantitative agreement with experiment. Interestingly, solving the effective Hamiltonian for the non-adiabatic coupling yields optically forbidden $\tilde{1}E$ and optically allowed $\tilde{E}$ vibronic levels above the $1E$ ground vibronic state, consistent with PL measurements. Our study provides first principles predictions of the basic properties of the NV$^-$ center in diamond, which are important for a comprehensive understanding of the optical spin-polarization cycle of this defect, and hence of its functionalities for quantum technology applications. In particular, the techniques presented here enable the modeling, from first principles, of the phonon side band of the optical absorption process between singlet states, which has been used for infrared-absorption-based magnetometry. The strategy applied here to the NV$^-$ center in diamond is general and paves the way to the study of shelving states and optical spectra in other spin defects and materials.

METHODS

Electronic structure calculations

The ground state electronic structure of the NV$^-$ center in diamond was obtained using DFT and the planewave pseudopotential method, as implemented in the Quantum Espresso package. We used SG15 ONCV norm-conserving pseudopotentials and the semi-local functional by Perdew, Burke, and Ernzerhof (PBE) and the dielectric-dependent hybrid (DDH) functional. The fraction of exact exchange used in the DDH functional is the inverse of the macroscopic dielectric constant of the system as reported in refs. The planewave energy cutoff was set to 85 Ry when using the PBE functional, and to 60 Ry for the hybrid-DFT functional due to the high computational cost of hybrid-DFT calculations. We estimated hybrid-DFT phonons by using a scaling factor.

Phonon calculations

Phonon modes of the NV$^-$ center were computed using the TDDFT method within the Tamm-Dancoff approximation. We obtained the energies and eigenvectors of low-lying excited states by iterative diagonalization of the linearized Liouville operator, as implemented in the WEST code. An approximated non-collinear kernel was included in the spin-flip TDDFT calculations. Analytical forces on nuclei in TDDFT were evaluated using the Lagrangian formulation by Hütter. The equilibrium atomic geometries of excited states were obtained by minimizing the nuclear forces below the threshold of 0.01 eV/Å.

DATA AVAILABILITY

Data that support the findings of this study are available through the Curator @great68 curator at https://paperstack.uchicago.edu/paperdetails/6350c31b53d3f5972e8360bd?server=http://paperstack.uchicago.edu.

Huang–Rhys factors and spectral functions

We write the absorption line shape as

$$\sigma_{\text{abs}}(h\omega, T) \propto (h\omega)A_{\text{abs}}(h\omega - E_{\text{PL}}, T),$$

where $E_{\text{PL}}$ is the energy of the zero-phonon line, and $h\omega$ is the energy of the absorbed photon. $T$ is the temperature. To be consistent with experiment, $T = 10$ K was used in the calculation of absorption line shape. The absorption spectral function is calculated using the generating function approach

$$A_{\text{abs}}(h\omega, T) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{i\omega t} G_{\text{abs}}(t, T) e^{-i\omega t} dt,$$

where $\lambda = 0.1$ meV was used in our calculation to account for the broadening of the line shape. The generating function is written as

$$G_{\text{abs}}(t, T) = \exp \left[ \int_{-\infty}^{\infty} S(h\omega) e^{-i\omega t} d(h\omega) - \sum_k S_k \right] + \int_{-\infty}^{\infty} C(h\omega, T) e^{-i\omega t} d(h\omega) + \int_{-\infty}^{\infty} C(h\omega, T) e^{i\omega t} d(h\omega) - 2 \sum_k \eta_k(T) S_k \right].$$

In actual calculations, the $\delta$ functions are replaced by Gaussian functions, and the broadening $\sigma_{\text{abs}}$ is varied linearly from 6 to 2 meV with the phonon energy, to account for the continuum of phonon modes participating in the optical transition. The HR factor $S_k$ is computed as

$$S_k = \frac{\omega_k \Delta Q_k}{2\pi},$$

where $\Delta Q_k$ is the mass-weighted displacement along the $k$th mode, evaluated as

$$\Delta Q_k = \frac{1}{\omega_k^2} \sum_{\alpha=1}^{N} \sum_{i=x,y,z} \frac{\mathbf{F}_{\alpha}}{M_\alpha} \mathbf{e}_{\alpha,i}. $$

Here $M_\alpha$ is the mass of the $\alpha$th atom. For the $1E \rightarrow 1A_1$ transition, $\mathbf{F}$ represents the forces of the $1A_1$ state evaluated at the equilibrium geometry of the $1E$ state. $\omega_k (\mathbf{e}_k)$ is the frequency (eigenvector) of the $k$th phonon mode of the $1A_1$ state.

Similarly, the PL line shape of the $3A_2 \rightarrow 1E$ transition can be computed as

$$I(h\omega, T) \propto (h\omega)^3 A_{\text{em}}(E_{\text{PL}} - h\omega, T).$$

Here the emission spectral function is calculated using the generating function built on HR factors computed with forces of the $1A_1$ state, evaluated at the equilibrium structure of the $1E$ state and with the phonons of the $3A_2$ state. To be consistent with experiment, $T = 8$ K was used in the calculation of the PL line shape.
The TDDFT calculations and analytical nuclear forces are implemented in the open code AVAILABILITY.
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