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Abstract—We study feedback controller synthesis for reach-avoid control of discrete-time, linear time-invariant (LTI) systems with Gaussian process and measurement noise. The problem is to compute a controller such that, with at least some required probability, the system reaches a desired goal state in finite time while avoiding unsafe states. Due to stochasticity and nonconvexity, this problem does not admit exact algorithmic or closed-form solutions in general. Our key contribution is a correct-by-construction controller synthesis scheme based on a finite-state abstraction of a Gaussian belief over the unmeasured state, obtained using a Kalman filter. We formalize this abstraction as a Markov decision process (MDP). To be robust against numerical imprecision in approximating transition probabilities, we use MDPs with intervals of transition probabilities. By construction, any policy on the abstraction can be refined into a piecewise linear feedback controller for the LTI system. We prove that the closed-loop LTI system under this controller satisfies the reach-avoid problem with at least the required probability. The numerical experiments show that our method is able to solve reach-avoid problems for systems with up to 6D state spaces, and with control input constraints that cannot be handled by methods such as the rapidly-exploring random belief trees (RRBT).

Index Terms—Linear stochastic systems, nonlinear feedback control, formal abstraction, Markov decision process, Kalman filtering, partial observability.

I. INTRODUCTION

Controlled autonomous systems are increasingly deployed in safety-critical settings [1]. Such systems are naturally modeled as partially observable stochastic systems: partial observability models limited observability of state variables, whereas stochasticity accounts for factors of randomness and sensor imprecision. A common task is to reach a desired goal region within a given time horizon while always avoiding collision with certain obstacles [2], which is also called a reach-avoid property [3]–[5]. Reach-avoid tasks are ubiquitous, e.g., in motion planning (an unmanned aerial vehicle (UAV) delivering a package while not crashing into buildings [6]) and process control (increasing the level in a water tank without exceeding a threshold level [7]). The problem is to compute a controller such that the reach-avoid property is satisfied with at least some required probability. However, reach-avoid properties generally result in non-convex constraints on the state set, which, together with input constraints, imply the need for nonlinear control laws. Moreover, to guarantee property satisfaction, we require algorithmic methods that reason explicitly over stochasticity. While approaches such as linear-quadratic-Gaussian (LQG) control [8,9], Lyapunov methods [10], and optimal control [11] reason about the stability and (asymptotic) convergence of systems, these methods can generally not satisfy these more challenging control requirements [12].

In this paper, we take a different perspective and leverage techniques from formal verification [13] to compute feedback controllers that provably satisfy a given reach-avoid property. We consider discrete-time, linear time-invariant (LTI) systems with input constraints, and additive Gaussian process and measurement noise affecting the state transition and measurement model, respectively [14]–[17]. The state variables represent the system’s true state, but only measurements of the state are observed, thus capturing partial/limited observability of state variables. Specifically, we consider the following problem:

Given a discrete-time LTI system with additive Gaussian noise, a reach-avoid property, and a threshold probability, compute a feedback controller such that the induced closed-loop system satisfies this property with at least the given threshold probability.

To exemplify the hardness of the problem, consider a reach-avoid problem for a UAV in stochastic wind conditions and with noisy sensors. The problem is to compute a feedback controller that guarantees the property is satisfied with, e.g., a probability of at least 0.9. Property satisfaction is evaluated over state trajectories, so we must compute a controller while at the same time reasoning about the probability space induced by the closed-loop system under that controller. Moreover, the controller must be bounded to ensure that the input constraints on the LTI system are satisfied. This problem does not admit an exact algorithmic or closed-form solution [18]. Sample-based methods generally cannot provide formal guarantees on property satisfaction under state and input constraints (as we show experimentally in Sect. VII-B), whereas the efficiency of optimization-based and Lyapunov methods relies on the convexity of the problem, which is not the case here (see the related work and the references therein for details).

Our filter-based abstraction scheme

Our main contribution is a correct-by-construction controller synthesis scheme to solve the problem above. Our approach is shown in Fig. 1 and combines filtering to alleviate partial observability, with abstraction to solve the controller synthesis problem. We explain the key steps of our approach.
Step 1 – Filtering: We employ a Kalman filter [19,20] to represent the belief as a Gaussian distribution. The update of the mean of this Gaussian belief ($\mu_k$ in Fig. 1) is defined as a fully observable linear system with additive Gaussian process noise, which we call the belief (mean) system. On the other hand, the update of the belief covariance (representing the uncertainty between the belief mean and the actual state) by defining an augmented property, whose sets of goal states (critical states) are suitably contracted (expanded) by a pre-computed and time-varying error bound $\varepsilon_k \geq 0$. Second, we abstract the belief mean dynamics $B$ with the expanded/contracted regions as interval MDP (iMDP) $M_1$. We compute an optimal policy for this iMDP which we refine to a controller for the LTI system.

Step 2 – Abstraction: We abstract the dynamics for the mean of the belief into a Markov decision process (MDP) [13,22]. Abstract states correspond to a partition of the continuous state space, and actions capture control inputs that induce stochastic transitions between these states. A key distinguishing feature of our abstraction is that we use backward reachability computations on the belief dynamics to determine which abstract actions are enabled in each state, yielding an abstraction that is sound by construction. By contrast, other abstractions (see the related work or, e.g., [23] for details) often rely on forward reachability computations through a discretization of the control input space, leading to abstraction errors. Our backward method avoids such errors at the cost of requiring slightly more restrictive assumptions on the LTI system (see Assumption 2). Computing the transition probabilities of the abstract MDP involves integrating multivariate Gaussian distributions, which cannot be done exactly [24,25]. Thus, we capture the inherent numerical imprecision in estimating these probabilities by using intervals of probabilities, which we embed in a so-called interval MDP (iMDP) [26], also known as robust MDP [27].

Step 3 – Controller synthesis: With methods such as value iteration, we can efficiently compute policies that maximize the probability of satisfying reach-avoid properties [22]. For iMDPs, a policy has to robustly account for all possible probabilities within the intervals [28,29]. Such policies for iMDPs can be computed using robust versions of value iterations, which are implemented in, e.g., the probabilistic model checker PRISM [30]. We show that any policy on the iMDP can be refined into a piecewise linear feedback controller for the LTI system. Crucially, the probability of satisfying the reach-avoid property on the iMDP is a lower bound on the satisfaction probability for the LTI system (Theorem 1).

Two-phase time horizon: The size of the abstract iMDP grows with the granularity of the state space partitioning and the (finite) time horizon of the property. To reduce the computational complexity, we divide the finite horizon of $N \in \mathbb{N}$ steps into two phases: 1) a transient phase of time steps $0, \ldots, N - 1$ in which every time step is modeled explicitly, and 2) a steady-state phase which lumps steps $N, \ldots, N$ into a single step. The relative length of these two phases provides a trade-off between the size of the iMDP, versus the level of conservatism of the obtained performance guarantees.

Related work

We give an overview of approaches to solving (reach-avoid) control problems for partially observable stochastic systems. Using (i)MDP abstractions for verification and controller synthesis has been widely studied in general [23,31]–[35]. Under a (bi)simulation relation [36,37], policies on the abstract model can be refined [38] to controllers for the continuous system with formal guarantees. In control, discrete abstractions are commonly called symbolic models [39]–[41]. Our abstraction scheme is most similar to [42]–[45]; however, these papers (and in fact, most abstraction schemes in general [23]) consider fully observable systems. Existing abstractions for partially observable systems use (computationally expensive)
partially observable MDPs (POMDPs) [46,47] or assume maximum
likelihood observations [48] or a constant belief
covariance [49]. By contrast, we avoid such assumptions by
abstracting the stochastic dynamics for the mean of the belief
directly, whereas we account for the uncertainty between the
mean and the actual state by augmenting the property.

Sample-based algorithms such as rapidly-exploring random
trees (RRT) [50] and RRT* [51] efficiently find paths through
(partially) known environments. Extensions of sample-based
algorithms to partially observable systems include RRT in
belief space (RRBT) [52], SLAP [53], the belief roadmap [54],
and algorithms based on Monte Carlo tree search [55]. These
methods have been effective in practice but only converge in
the limit of infinite samples [56]. Moreover, methods such as
SLAP rely on point estimates that are inherently associated with
statistical errors and cannot give formal guarantees on
satisfying reach-avoid problems, as we do in this paper. While
RRBT does provide formal guarantees, the method relies on
linear tracking controllers that require the input space to be
unbounded. In the experiments in Sect. VII, we show that
RRBT uses incorrect uncertainty predictions if the input space
is bounded, whereas our method yields correct-by-construction
controllers under any convex constraints on the input space.

Control barrier functions (CBFs) certify liveness and safety
of (stochastic) dynamical systems [57]–[61]. Some examples
include temporal logic verification [62,63] and controller
synthesis [64,65] of partially observable stochastic systems.
However, depending on the property to be verified and the
convexity of the problem, finding CBFs can be challenging.

Hamilton-Jacobi reachability analysis [66] is used for
planning under full observability in FaSTrack [6]. Various
papers develop hierarchical approaches to reach-avoid control
for nonstochastic linear systems [2,67,68]. Generalizations
of LQG [8] to problems with obstacles also exist [69,70];
however these methods consider cost minimization and cannot
provide formal guarantees on temporal (e.g., reach-avoid)
properties. Optimization-based approaches also exist, e.g.,
based on model predictive control [71,72], and tools such as
SReachTools [73]. Reach-avoid verification based on convex
optimization for continuous-time but nonstochastic systems
was recently considered by [74]. However, for general reach-
avoid properties (having non-convex state constraints), the
resulting optimization problems are non-convex.

Paper outline

We formalize the problem in Sect. II. In Sect. III we use
Kalman filtering to define the belief evolution as a stochastic
dynamical system, and we introduce our iMDP abstraction
procedure in Sect. IV. We present our algorithm and its cor-
rectness in Sect. V and the two-phase time horizon extension
in Sect. VI. Finally, we present our experiments in Sect. VII

II. FOUNDATIONS AND OUTLINE

We denote by \( \mathbb{N}_0 = \{0\} \cup \mathbb{N} \) the set of natural numbers
including zero. A discrete probability distribution over a finite
set \( X \) is a function \( \text{prob} : X \to [0, 1] \) with \( \sum_{x \in X} \text{prob}(x) = 1 \).
The set of all distributions over \( X \) is \( \text{Dist}(X) \), and the
number of elements in a set \( X \) is \( |X| \). All vectors \( x \in \mathbb{R}^n \), with
\( n \in \mathbb{N} \), are denoted by bold letters and are column vectors.
Moreover, \( I_n \) denotes the \( n \times n \) identity matrix, \( x_{1:n} \) denotes
a vector \([x_1, \ldots, x_n]^\top\) , and for a vector \( x \in \mathbb{R}^n \), \( \text{diag}(x) \) is
the square matrix with the \( x \) its diagonal and \( 0 \) elsewhere.
A multivariate Gaussian random variable \( z \sim \mathcal{N}(\mu, \Sigma) \in \mathbb{R}^n \)
is defined by its mean vector \( \mu \in \mathbb{R}^n \) and positive semi-definite
covariance matrix \( \Sigma \in \mathbb{R}^{n \times n} \) [75].

A. LTI systems

Consider a discrete-time LTI system \( S \), whose continuous
state \( x_k \in \mathbb{R}^n \) evolves over discrete time steps \( k \in \mathbb{N}_0 \) as
\[
S: \quad \begin{cases}
x_{k+1} = Ax_k + Bu_k + w_k, & x_0 \in \mathbb{R}^n \\
y_{k+1} = Cx_{k+1} + v_{k+1}, & \end{cases}
\]
where \( y_k \in \mathbb{R}^q \) is the measurement of the state, \( u_k \in \mathcal{U} \) is
the control input, constrained by a bounded convex set
\( \mathcal{U} \subset \mathbb{R}^p \), and \( w_k \sim \mathcal{N}(\mu_w, \Sigma_w) \) and \( v_k \sim \mathcal{N}(0, \Sigma_v) \) are
Gaussian process and measurement noise terms, respectively
(which model imperfect actuation and sensing). The state \( x_{k+1} \)
is a linear function of the state and control input at time \( k \) via
the system matrix \( A \in \mathbb{R}^{n \times n} \) and the input matrix \( B \in \mathbb{R}^{n \times p} \).
Similarly, the measurement is a linear function of the state
through the observation matrix \( C \in \mathbb{R}^{q \times n} \). Due to linearity and
Gaussian noise, system \( S \) is commonly called a linear
Gaussian system. If matrix \( C \) is not invertible, the measure-
ments are limited, since the state cannot be reconstructed from
a single measurement.

1) Belief distribution: The measurement noise and possibly
limited measurements in the LTI system result in imprecise
knowledge of the actual state \( x_k \) at any time \( k \). We define
the available knowledge of this state by a belief distribution.
The belief \( \text{bel}(x_k) \in \text{Dist}(\mathbb{R}^n) \) over a state \( x_k \) at time \( k \) is
as defined as follows [20]:

**Definition 1.** A belief \( \text{bel}(x_k) \in \text{Dist}(\mathbb{R}^n) \) over \( x_k \) is defined by
the posterior distribution \( \text{bel}(x_k) = p(x_k | y_{1:k}, u_{1:k}) \), with
\( y_{1:k} \) and \( u_{1:k} \) all measurements and inputs up to time \( k \).

2) Controller: We consider time-varying feedback con-
trollers for the LTI system in Eq. (I) of the following form:

**Definition 2.** A time-varying feedback controller is a function
\( \phi : \mathcal{H} \times \mathbb{N}_0 \to \mathcal{U} \), which maps a belief \( \text{bel}(x_k) \in \mathcal{H} \) of
the state \( x_k \) and a time step \( k \in \mathbb{N}_0 \) to a control input \( u_k \in \mathcal{U} \).

For brevity, we denote by \( S(\phi) \) the closed-loop version of
system \( S \) in which, for each \( k \in \mathbb{N}_0 \), the input \( u_k := \phi(\text{bel}(x_k), k) \) is determined by the controller \( \phi \).

3) Reach-avoid properties: We consider control problems
formalized as reach-avoid properties:

**Definition 3.** A reach-avoid property is a tuple \( \varphi_{x_0} = (X_G, X_C, x_0, N) \), where \( X_G, X_C \subset \mathbb{R}^n \) are compact sets of
goal and critical states, respectively, with \( X_G \cap X_C = \emptyset \),
\( x_0 \in \mathbb{R}^n \) is an initial state, and \( N \in \mathbb{N} \) is a finite time horizon.

Due to the noise terms \( w_k \) and \( v_k \), the trajectory generated
by system \( S(\phi) \) is a realization from a stochastic process. We
say that a finite trajectory \( x_0, x_1, \ldots, x_N \) generated by system
\( S(\phi) \) satisfies property \( \varphi_{x_0} \), if there exists a \( k \leq N \) such that \( x_k \in X_G \) (reaching a goal state), while \( x_k' \not\in X_C \forall k' \in \{0, \ldots, k\} \) (avoiding critical states until then). The probability \( \Pr(S(\phi) \models \varphi_{x_0}) \) that \( S(\phi) \) satisfies \( \varphi_{x_0} \) is defined as follows.

**Definition 4.** The satisfaction probability \( \Pr(S(\phi) \models \varphi_{x_0}) \) that system \( S(\phi) \) generates a trajectory satisfying \( \varphi_{x_0} \), is

\[
\Pr(S(\phi) \models \varphi_{x_0}) = \mathbb{P}\left\{ x_{0}, x_{1}, \ldots, x_{N} : \forall k \in \{0, \ldots, N\}, x_k \in X_G, x_k' \not\in X_C \forall k' \in \{0, \ldots, k\} \right\}.
\]

**B. Formal problem statement**

In this paper, we develop a method to solve the problem stated in Sect. II. Formally, we solve the following problem:

**Problem 1.** Given an LTI system \( S \) defined by Eq. (1), a reach-avoid property \( \varphi_{x_0} = (X_G, X_C, x_0, N) \), and a desired threshold probability \( \eta \in [0, 1] \), compute a controller \( \phi \) such that \( \Pr(S(\phi) \models \varphi_{x_0}) \geq \eta \).

Observe that the problem is not to find an optimal controller, i.e., one that maximizes the probability \( \Pr(S(\phi) \models \varphi_{x_0}) \), but instead one with a satisfaction probability above threshold \( \eta \), which thus acts as a minimum required performance level.

**C. Markov decision processes**

We now introduce the discrete-state models that we use to formalize the abstractions that we construct in this paper.

**Definition 5.** A MDP is a tuple \( M = (S, A, s_1, P) \) where \( S \) is a finite set of states, \( A \) is a finite set of actions, \( s_1 \) is the initial state, and \( P: S \times A \rightarrow \text{Dist}(S) \) is the (partial) probabilistic transition function.

We call a tuple \( (s, a, s') \) with probability \( P(s, a)(s') > 0 \) a transition. The nondeterministic choices of actions in an MDP are resolved by policies. A deterministic (or pure) policy \([13]\) for an MDP is a function \( \pi: S^{*} \rightarrow A \), where \( S^{*} \) is a sequence of states, and the set of all such policies for MDP \( M \) is denoted by \( \Pi_M \). A reach-avoid property \( \varphi_{s_1} = (S_G, S_C, s_1, N) \) for an MDP is defined similarly to Def. 3 but with \( S_G, S_C \subseteq S \) and \( s_1 \in S \) defined with respect to the discrete set of states of the MDP. An MDP \( M \) with a policy \( \pi \) induces a Markov chain, which we denote by \( M(\pi) \).

The (reach-avoid) probability of satisfying \( \varphi_{s_1} \) under policy \( \pi \) is written as \( \Pr(M(\pi) \models \varphi_{s_1}) \). An optimal policy \( \pi^{*} \in \Pi_M \) maximizes the reach-avoid probability:

\[
\pi^{*} = \arg \max_{\pi \in \Pi_M} \Pr(M(\pi) \models \varphi_{s_1}).
\]

Deterministic policies suffice to obtain this optimum \([22]\). Interval MDPs (iMDPs) extend MDPs with intervals of transition probabilities instead of concrete values:

**Definition 6.** An iMDP is a tuple \( M_i = (S, A, s_1, P) \) where \( S \), \( A \), and \( s_1 \) are defined by Def. 5 and where the uncertain (partial) probabilistic transition function \( P: S \times A \times S \rightarrow \Pi \cup \{[0, 0]\} \) is defined over intervals \( \Pi = \{[a, b] : a, b \in (0, 1) \text{ and } a \leq b\} \).

An iMDP defines a (possibly empty) set of MDPs that vary only in their transition function. For an MDP with transition function \( P: S \times A \rightarrow \text{Dist}(S) \), we write \( P \in \mathcal{P} \) if for all \( s, s' \in S \) and \( a \in A \) we have \( P(s, a)(s') \in \mathcal{P}(s, a, s') \) and \( P(s, a) \in \text{Dist}(S) \). In particular, for an MDP with transition function \( P: S \times A \rightarrow \text{Dist}(S) \), we write \( P \in \mathcal{P} \) if for all \( s, s' \in S \) and \( a \in A \) we have \( P(s, a)(s') \in \mathcal{P}(s, a, s') \) and \( P(s, a) \in \text{Dist}(S) \). The fact that an interval cannot have a zero lower bound except for the \([0, 0]\) interval implies that the graph of each MDP \( P \in \mathcal{P} \) is the same. As is common for iMDPs \([28,29]\), we consider policies with reach-avoid probabilities that are robust against any choice of probabilities \( P \in \mathcal{P} \). Specifically, we compute an optimal policy \( \pi^{*} \in \Pi_{M_i} \) for iMDP \( M_i \) that maximizes the lower bound on the reach-avoid probability over all \( P \in \mathcal{P} \):

\[
\pi^{*} = \arg \max_{\pi \in \Pi_{M_i}} \min_{P \in \mathcal{P}} \Pr(M_i(\pi, P) \models \varphi_{s_1}),
\]

where we denote by \( M_i(\pi, P) \) the Markov chain induced by iMDP \( M_i \) under policy \( \pi \in \Pi_{M_i} \), and by fixing \( P \in \mathcal{P} \).

**Remark 1.** A reach-avoid property can alternatively be expressed using rewards, where we assign a reward of one to the goal states and zero elsewhere \([13]\). Here, we directly compute reach-avoid probabilities and omit rewards for brevity.

**III. GAUSSIAN BELIEF DYNAMICAL SYSTEM**

To solve Problem 1 we need to provide guarantees on the progression of the state \( x_0 \) of LTI system \( S \), which is not directly observable. Instead, we use recursive state filtering techniques to update a belief over the state at each time \( k \).

We make the following assumption on the initial belief \( bel(x_0) \):

**Assumption 1.** The state \( x_0 \) at time \( k = 0 \) is a Gaussian random variable distributed by \( x_0 \sim bel(x_0) = N(\mu_0, \Sigma_0) \), where \( \mu_0 \) and \( \Sigma_0 \) are the initial mean and covariance matrix.

The Kalman filter is a widely used technique for implementing a recursive Bayes filter \([19,76]\). Instead of tracking the full history of measurements \( y_{1:k} \) and inputs \( u_{1:k} \) as in Def. 1, the Kalman filter recursively updates the belief at each time \( k \) based on only the current control input \( u_k \) and the obtained measurement \( y_{k+1} \). If the prior belief \( bel(x_k) \) of the state is Gaussian, then the posterior belief \( bel(x_{k+1}) \) is Gaussian as well \([20]\). As a result, the recursive filter update computations are guaranteed to be tractable over any finite number of steps, as characterized by the following definition.

**Definition 7 (Kalman filter) \([20]\). For an LTI system \( S \) with a belief \( x_k \sim bel(x_k) = N(\mu_k, \Sigma_k) \) at time \( k \), the belief \( bel(x_{k+1}) = N(\mu_{k+1}, \Sigma_{k+1}) \) at time \( k + 1 \) is computed as

\[
\mu_{k+1} = \mu_{k+1} + K_{k+1} (y_{k+1} - C \mu_{k+1}) \tag{5a}
\]

\[
\Sigma_{k+1} = (I_n - K_{k+1} C) (A \Sigma_k A^T + \Sigma_w) \tag{5b}
\]

where \( \mu_{k+1} \) and \( K_{k+1} \) are defined as

\[
\mu_{k+1} = \Lambda \mu_k + Bu_k + \mu_w \tag{6a}
\]

\[
K_{k+1} = (A \Sigma_k A^T + \Sigma_w) C^T (C (A \Sigma_k A^T + \Sigma_w) C^T + \Sigma_v)^{-1} \tag{6b}
\]

**Remark 2.** For LTI systems with additive Gaussian noise, the Kalman filter is an optimal state estimator in the minimum...
mean-square-error sense, meaning its estimate is the least uncertain of any filter given the same history of information.

We refer to [20,77] for a formal proof of the optimality of Kalman filters for LTI systems. The covariance update \( \Sigma_{k+1} \) in Eq. (5b) is a function of only the current covariance \( \Sigma_k \) and the properties of the dynamical system \( S \) defined by Eq. (1). Thus, we make the following important remark:

**Remark 3.** The belief covariance \( \Sigma_{k+1} \) is deterministic and can, therefore, be computed a-priori from \( \Sigma_0 \) for any \( k \in \mathbb{N} \).

As the measurement \( y_{k+1} \) is only observed at time \( k+1 \), the belief mean \( \mu_{k+1} \) in Eq. (5a) is a random variable at time \( k \). Therefore, the progression of the belief mean \( \mu_{k+1} \) can (at each step \( k \)) be interpreted as a stochastic dynamical system.

**Lemma 1.** The mean \( \mu_{k+1} \) of the belief evolves according to the following stochastic dynamical system, denoted by \( B \):

\[
\begin{align*}
\text{B:} & \quad \mu_{k+1} = A \mu_k + B u_k + \mu_{w_k} + K_{k+1} (x_k - \hat{x}_{k+1}) + \delta_{k+1}, \\
& \quad \text{bel}(x_0) = N(\mu_0, \Sigma_0) \in \mathcal{H}
\end{align*}
\]

where the belief noise \( \delta_{k+1} \sim N(0, \Sigma_{\delta_{k+1}}) \) is a Gaussian random variable with zero mean and covariance

\[
\Sigma_{\delta_{k+1}} = K_{k+1} \left( C (A \Sigma_k A^T + \Sigma_{w_k}) C^T + \Sigma_{v_{k+1}} \right) K_{k+1}^T.
\]

**Proof.** By plugging in the definition of \( y_{k+1} \) in Eq. (5a), we obtain that

\[
\mu_{k+1} = \mu_{k+1} + K_{k+1} (x_k - \hat{x}_{k+1}) + \delta_{k+1}.
\]

Observe that \( x_k - \hat{x}_{k+1} \) is a random variable distributed as

\[
x_k - \hat{x}_{k+1} \sim N(0, A \Sigma_k A^T + \Sigma_{w_k}),
\]

and thus, the following terms in \( \mu_{k+1} \) are distributed as

\[
K_{k+1} (C (x_k - \hat{x}_{k+1}) + \delta_{k+1}) \sim N(\mu_{v_{k+1}}, \Sigma_{\delta_{k+1}}),
\]

where \( \Sigma_{\delta_{k+1}} \) is defined by Eq. (7). Using this result in Eq. (8) and writing the mean \( \mu_{v_{k+1}} \) outside the Gaussian yields

\[
\mu_{k+1} = \mu_{k+1} + K_{k+1} \mu_{v_{k+1}} + \delta_{k+1},
\]

with \( \delta_{k+1} \) as defined in Lemma 1. Finally, by expanding Eq. (11) with the definition of \( \mu_{k+1} = A \mu_k + B u_k + \mu_{w_k} \) in Def. 2 and Def. 4 we obtain Eq. (6) and conclude the proof. \( \square \)

Lemma 1 carries an important message: the evolution of the mean of the belief \( \mu_k \) (which lives on the state space as \( x_k \)) can be interpreted as a fully observable LTI system with additive Gaussian noise \( \delta_{k+1} \sim N(0, \Sigma_{\delta_{k+1}}) \).

**A. Augmented property**

Like we write \( S(\phi) \) for the LTI system closed under controller \( \phi \), we denote by \( B(\phi) \) the closed-loop belief system defined by Eq. (6). We will now formally relate the satisfaction probability \( \Pr(S(\phi) \models \varphi_{x_0}) \) of the LTI system with the satisfaction probability \( \Pr(B(\phi) \models \hat{\varphi}_{x_0}) \) of the belief dynamics, where \( \hat{\varphi}_{x_0} \) is a modified (called augmented) property that we define below. The key idea is to account for the covariance \( \Sigma_k \) between the belief mean and the actual state by expanding critical regions and contracting goal regions at every time \( k \).

**Definition 8.** We define \( X_C^\varepsilon \) an \( \varepsilon \)-expanded version of set \( X_C \), and by \( X_C^\varepsilon \) an \( \varepsilon \)-contracted version of set \( X_C \):

\[
\begin{align*}
X_C^\varepsilon & \supseteq \left\{ x \in \mathbb{R}^n \mid \min_{x' \in X_C} ||x - x'||_2 \leq \varepsilon \right\} \\
X_C^\varepsilon & \subseteq \left\{ x \in \mathbb{R}^n \mid \min_{x' \in X_C^\varepsilon} ||x - x'||_2 \geq \varepsilon \right\}.
\end{align*}
\]

In our experiments, we use reach-avoid properties with (unions of) rectangular goal and critical regions. As also shown by Fig. 1 one easy way to obtain an \( \varepsilon \)-expanded critical region is then to increase the halfwidth of each rectangle by \( \varepsilon \) (for an \( \varepsilon \)-contracted goal region, we decrease the halfwidth).

We use expanded critical and contracted goal state sets to introduce the notion of an augmented property:

**Definition 9.** The augmented version of a reach-avoid property \( \varphi_{x_0} \) is a tuple \( \hat{\varphi}_{x_0} = (X_C^{\varepsilon k})_{k=0}^N \) \( (X_C^\varepsilon)_{k=0}^N \) \( x_0,N \), where \( (X_C^{\varepsilon k})_{k=0}^N \) are time-variation sequences of contracted goal and expanded critical regions.

For every \( k = 0, \ldots, N \) we choose \( \varepsilon_k \) such that, if \( \mu_k \) is not in the expanded critical region \( X_C^{\varepsilon k} \), then the probability for the actual state \( x_k \) to not be in the (non-expanded) critical region \( X_C \) is at least \( \beta \). Similarly, if \( \mu_k \in X_C^{\varepsilon k} \), then the probability for \( x_k \in X_C \) is at least \( \beta \) for every \( k = 0, \ldots, N \). We find such a value for \( \varepsilon_k \) by solving the following optimization program:

\[
\begin{align*}
\text{minimize } & \varepsilon_k \\
\text{subject to } & \Pr(\bar{\mathbf{z}} \in [-\varepsilon_k, \varepsilon_k]^n) \geq \beta \\
& \mathbf{z} \sim N(0, \Sigma_k),
\end{align*}
\]

where \( \beta \in (0,1) \) is a confidence parameter, and \( [-\varepsilon_k, \varepsilon_k]^n \) is a zero-centered hyperrectangle, with \( n \) the dimension of the state. In practice, we compute a feasible (but generally suboptimal) solution to Eq. (13) by iteratively increasing \( \varepsilon_k \) until the probabilistic constraint is satisfied (which we check numerically using the method in [24]). For any solution \( \varepsilon_k \) to Eq. (13), it holds that

\[
\begin{align*}
\Pr(\bar{\mathbf{z}} \notin X_C \mid \mu_k \notin X_C^{\varepsilon k}) & \geq \beta \\
\Pr(\bar{\mathbf{z}} \in X_C \mid \mu_k \in X_C^{\varepsilon k}) & \geq \beta.
\end{align*}
\]

Contracting goal and expanding critical regions by the error bound \( \varepsilon_k \) is also shown in Fig. 1 (middle figure). Note that we will define the finite-state abstraction (discussed in Sect. [LV]) based on these contracted and expanded regions.

As a key result, we relate the satisfaction probability of LTI system \( S(\phi) \) to that of the corresponding belief system \( B(\phi) \):

**Theorem 1.** Given a closed-loop LTI system \( S(\phi) \) and a property \( \varphi_{x_0} \), let \( B(\phi) \) be the closed-loop belief system and \( \hat{\varphi}_{x_0} \) the augmented property, where \( \varepsilon_k \) is an optimal solution to Eq. (13) for every \( k = 0, \ldots, N \). Then, it holds that

\[
\Pr(S(\phi) \models \varphi_{x_0}) \geq \Pr(B(\phi) \models \hat{\varphi}_{x_0}) - (1 - \beta)(N + 1)
\]

**Proof.** Observe that a sufficient condition for \( S(\phi) \models \varphi_{x_0} \) to hold is that \( B(\phi) \models \hat{\varphi}_{x_0} \) and \( ||x_k - \mu_k||_\infty \leq \varepsilon_k \) for all \( k = 0, \ldots, N \). For brevity, denote by \( \Gamma_k \) the event that \( ||x_k - \mu_k||_\infty \leq \varepsilon_k \). In other words, we have that

\[
\Pr(S(\phi) \models \varphi_{x_0}) \geq \Pr(B(\phi) \models \hat{\varphi}_{x_0} \cap \bigcap_{k=0}^N \Gamma_k).
\]
For any finite collection of (possibly dependent) events \( \{A_1, \ldots, A_z\} \), and their complements \( \{A'_1, \ldots, A'_z\} \), we know via Boole’s inequality that
\[
\Pr(\bigcap_{i=1}^z A_i) = 1 - \Pr(\bigcup_{i=1}^z A'_i) \geq 1 - \sum_{i=1}^z \Pr(A'_i).
\] (16)

Thus, we rewrite Eq. (15) as
\[
\Pr(S(\phi) \models \varphi_{x_0}) \geq \Pr(B(\phi) \models \varphi_{\mu_0}) - \Pr(\bigcup_{k=0}^N \Gamma'_k)
\geq \Pr(B(\phi) \models \varphi_{\mu_0}) - \sum_{k=0}^N \Pr(\Gamma'_k)
\geq \Pr(B(\phi) \models \varphi_{\mu_0}) - (1 - \beta)(N + 1),
\] where we used that for every \( k = 0, \ldots, N \), it holds that \( \Pr(\Gamma_k) \geq \beta \). This concludes the proof.

Intuitively, Theorem 4 provides a lower bound on the probability that \( S(\phi) \) satisfies \( \varphi_{x_0} \), based on the probability that \( B(\phi) \) satisfies the augmented property \( \varphi_{\mu_0} \). By choosing the hyperparameter \( \beta \) sufficiently close to one, e.g., \( \beta = 0.99 \), we can control the tightness of this upper bound.

IV. Filter-based abstraction

In this section, we proceed with computing a bound on the satisfaction probability \( \Pr(B(\phi) \models \varphi_{\mu_0}) \) for the belief system \( B \). Specifically, our approach is to construct a finite-state abstraction of the belief system \( B \) as an iMDP. In this iMDP, actions are associated with executing a control input \( u_k \), and the probabilistic transitions capture the belief update, which is stochastic due to the process and measurement noise.

**Remark 4.** One may intuitively think that the belief update only depends on the measurement noise. However, a quick inspection of Lemma 4 reveals that the belief update depends on both the noise \( w_k \) and measurement noise \( u_{k+1} \).

A. Belief discretization

Recall that the state \( x_k \) of LTI system \( S \) and the mean \( \mu_k \) of belief system \( B \) both live on the same state space, i.e., \( x_k, \mu_k \in \mathbb{R}^n \). We choose a partition \( \mathcal{R} \) of a compact subset \( \mathcal{X} \subset \mathbb{R}^n \) into a finite set of disjoint regions:

**Definition 10.** A partition \( \mathcal{R} = (R_1, \ldots, R_{|\mathcal{R}|}) \) of \( \mathcal{X} \) is a finite collection of subsets, such that the following holds:

1) \( \bigcup_{i \in [\mathcal{R}]} R_i = \mathcal{X} \).
2) \( R_i \cap R_j = \emptyset \), \( \forall i, j \in \{1, \ldots, |\mathcal{R}|\} \), \( i \neq j \).

The set \( \mathcal{X} \) is the portion of \( \mathbb{R}^n \) that we will capture in our abstraction. We consider the regions in \( \mathcal{R} \) to be \( n \)-dimensional convex polytopes. Thus, each region \( R_i \in \mathcal{R} \) is the solution set of \( m \) linear inequalities parameterized by \( M_i \in \mathbb{R}^{m \times n} \) and \( b_i \in \mathbb{R}^n \), i.e., \( R_i = \{x \in \mathbb{R}^n \mid M_i x \leq b_i\} \).

B. Interval MDP abstraction

We formalize the dynamics of belief system \( B \), i.e., the evolution of the belief mean \( \mu_k \), as an iMDP \( \mathcal{M}_i = (S, A, s_1, \mathcal{P}) \) by defining its states, actions, and probability intervals.

Fig. 2: The iMDP action \( a \in A \) is only enabled in states whose region \( R \in \mathcal{R} \) is contained in the backward reachable set \( \mathcal{G}(d_k) \), which (in this case) only holds for \( R_\alpha, R_\beta \in \mathcal{R} \).

1) States: We define an iMDP state \( s_i^k \) for every region \( R_i \) at every time step \( k \in \{0, \ldots, N\} \), which represents all belief means \( \mu_k \in R_i \). In addition, we define one absorbing state \( s_\ast \) and one goal state \( s_g \) (we formalize the semantics for these states below). As such, the set of iMDP states, with \( |S| = |\mathcal{R}|(N + 1) + 2 \), is:
\[
S = \{s_i^k \mid \forall i \in \{1, \ldots, |\mathcal{R}|\}, \; k \in \{0, \ldots, N\} \} \cup \{s_\ast, s_g\}.
\] (18)

We define a function \( T: \mathbb{R}^n \times \{0, \ldots, N\} \rightarrow S \) that maps belief means \( \mu_k \) of system \( B \) and time steps to iMDP states:
\[
T(\mu, k) = \begin{cases} s_\ast & \text{if } \mu \in (\mathbb{R}^n \setminus \mathcal{X}) \cup (\mathcal{X} \cap \mathcal{X}_C^\varepsilon) \\ s_g & \text{if } \mu \in \mathcal{X} \setminus \mathcal{X}_C^\varepsilon \\ s_i^k & \text{otherwise, with } i \text{ such that } R_i \in \mathcal{R}. \end{cases}
\] (19)

Intuitively, \( T(\mu, k) \) maps to the absorbing state \( s_\ast \) if \( \mu \) is either outside of \( \mathcal{X} \) or is contained in the expanded critical state set \( \mathcal{X}_C^\varepsilon \) at time \( k \). Similarly, \( T(\mu, k) \) maps to the goal state \( s_g \) if \( \mu \) is within the contracted goal state set \( \mathcal{X}_C^\varepsilon \) at time \( k \). If neither are satisfied, \( T(\mu, k) \) maps to the state \( s_i^k \) associated with time step \( k \) and index \( i \in \{1, \ldots, |\mathcal{R}|\} \) for which \( \mu \in R_i \). For convenience, we also denote by \( R_\ast \in \mathcal{R} \) the region associated with a state \( s \in S \setminus \{s_\ast, s_g\} \).

2) Actions: In our abstraction, actions do not correspond to a discretization of the control space \( U \), as is common with abstraction methods [23]. Instead, each action models a desired outcome for the belief mean \( \mu_{k+1} \) at time \( k + 1 \). Formally, we define \( q \in \mathbb{N} \) iMDP actions, such that \( A = \{a_1, \ldots, a_q\} \). Every action \( a \in A \) is associated with a fixed point \( d_a \in \mathcal{X} \) on the continuous state space, which is a target belief mean associated with that state. Without loss of generality, we define one action \( a \) for every region \( R \in \mathcal{R} \), such that \( q = |\mathcal{R}| \), and choose the target point \( d_a \) to be the center of that region.

Let us now define the semantics of iMDP actions. Action \( a \in A \) is defined such that the expected mean of the belief at time \( k + 1 \) is equal to the target point \( d_a \) of action \( a \), i.e.,
\[
E[\mu_{k+1}] = A \mu_k + B u_k + \mu_{w_k} + K_{k+1} \mu_{v_{k+1}} = d_a.
\] (20)

In other words, action \( a \in A \) corresponds to executing a control input \( u_k \) such that \( E[\mu_{k+1}] = d_a \). To ensure the iMDP is a sound abstraction of system \( B \), we enable action \( a \in A \) only in a state \( s \in S \setminus \{s_\ast, s_g\} \) if, for every \( \mu \in R_s \), there exists
a control input $u_k$ such that $E[\mu_{k+1}] = d_a$. We impose this constraint using the one-step backward reachable set $G(d_a)$ of target mean $d_a$ [66]:

$$G(d_a) = \{ \mu \in \mathbb{R}^n \mid d_a = A \mu + B u_k + \mu_{w_k}, \ u_k \in \mathcal{U} \}. \quad (21)$$

Action $a$ exists in state $s^k_i$ if and only if $R_i \subseteq G(d_a)$. Hence, the set $A(s)$ of actions enabled in a state $s \in S$ is

$$A(s) = \begin{cases} \emptyset & \text{if } s \in \{ s_s, s_g \} \\ \{ a \in A \mid R_a \subseteq G(d_a) \} & \text{otherwise.} \end{cases} \quad (22)$$

If $A(s) = \emptyset$, we add a deterministic transition to the absorbing state $s_*$, essentially rendering it a deadlock. In Fig. 2 the set $G(d_a)$ for action $a \in A$ is shown as the shaded area, so action $a$ exists in states $s_a$ and $s_d$.

The set $G(d_a)$ can have a non-empty interior only if matrix $B$ in Eq. (1) has full rank, which is often not the case. However, under the following assumption, we can always increase the rank of matrix $B$ by suitably grouping multiple discrete time steps:

**Assumption 2.** The LTI system $S$ is controllable, i.e., the controllability matrix $C = [B \ AB \ \cdots \ \ A^{n-1}B]$ has rank $n$.

3) **Transition probability intervals:** Upon choosing an action $a \in A(s^k_i)$ at time $k$ in a state $s^k_i \in S \setminus \{ s_s, s_g \}$, the expected belief mean $E[\mu_{k+1}]$ at time $k+1$ satisfies Eq. (20), and thus, the mean at time $k+1$ is written as

$$\mu_{k+1} \sim N(d_a, \Sigma_{k+1}). \quad (23)$$

Let us denote the probability density function of $\mu_{k+1}$ by

$$p(\mu_{k+1} | \mu_{k+1} = d_a, \Sigma_{k+1})$$

The probability that action $a$ induces a transition to a belief mean $\mu_{k+1}$ within some set $Z \subseteq \mathbb{R}^n$ is obtained by integrating this probability density function over that set:

$$F(Z, d_a, \Sigma_{k+1}) = \int_Z \frac{p(\mu_{k+1} | \mu_{k+1} = d_a, \Sigma_{k+1})}{d \mu_{k+1}} = \int_Z N(d_a, \Sigma_{k+1}) d \mu_{k+1}. \quad (24)$$

We obtain the probabilities for a state-action pair $s^k_i \in S \setminus \{ s_s, s_g \}$, $a \in A(s^k_i)$ by replacing $Z$ with the appropriate set:

1) The probability $P(s^k_i, a)(s_s)$ to reach the absorbing state $s_s$ is obtained for $Z := (\mathbb{R}^n \setminus \mathcal{X}) \cup (\mathcal{X} \cap \mathcal{X}^F_G)$;

2) The probability $P(s^k_i, a)(s_g)$ to reach the goal state $s_g$ is obtained for $Z := \mathcal{X} \cap \mathcal{X}^F_G$;

3) The probability $P(s^k_i, a)(s^{k+1}_j)$ to reach state $s^{k+1}_j$ is obtained for $Z := R_j(\mathcal{X}^F_G \cup \mathcal{X}^F_H)$.

**Remark 5.** The sum of probabilities is $\sum_{s' \in S} P(s^k_i, a)(s') = 1$, and is equivalent to computing $F(\mathbb{R}^n, d_a, \Sigma_{k+1}) = 1$.

To compute transition probabilities using Eq. (24), we must evaluate cumulative distribution functions for multivariate Gaussians. No closed-form expression exists for these functions, so an exact computation of these probabilities is impossible in general [24,25]. Instead, we use an implementation of [24], which approximates probabilities with an approximation error of below 1%. Thus, for every transition $(s, a, s')$, we obtain an interval $[\hat{P} - \theta, \hat{P} + \theta]$ for $\theta = 0.01$ around its point estimate $\hat{P}$ that contains the true transition probability, i.e., $P(s, a)(s') \in [\hat{P} - \theta, \hat{P} + \theta]$. We use these intervals in the uncertain transition function $P: S \times A \times S \rightarrow I$ of the iMDP.

In summary, we construct the following abstract iMDP of thebelief system B defined by Lemma 1

**Definition 11 (Filter-based iMDP).** The abstraction of the belief system $B$ is an iMDP $M_2 = (S, A, s_I, \mathcal{P})$, where

- $S = \{ s_i^k : i = 1, \ldots, |R|, k = 0, \ldots, n \} \cup \{ s_s, s_g \}$ is a finite set of states;
- $A = \{ a_1, a_2, \ldots, a|R| \}$ is a set of actions, each with a fixed target mean $d_a$;
- $s_I = T(\mu_0, 0)$ is the initial state;
- $\mathcal{P}: S \times A \times S \rightarrow I \cup \{ [0, 0] \}$ is the uncertain transition function, where each $P(s, a, s') = [\hat{P}(s, a)(s') - \theta, \hat{P}(s, a)(s') + \theta]$ is its approximation from Eq. (24) plus-minus $\theta = 0.01$.

**C. Controller refinement**

By construction, we can refine any policy $\pi \in \Pi_{M_2}$ for the abstract iMDP $M_2$ into a controller of the form in Def. 2. Concretely, this refined controller is obtained as follows.

**Definition 12 (Refined controller).** Let $\pi \in \Pi_{M_2}$ be any policy for the iMDP abstraction $M_2$. The refined controller $\phi: \mathbb{R}^n \times \{ 0, \ldots, N \} \rightarrow \mathcal{U}$ for this policy is defined as

$$\phi(\mu, k) = B^+(d_a - A\mu_k - \mu_{w_k} - K_{k+1}\mu_{v_{k+1}}), \quad (25)$$

where $d_a$ is the target point associated with the action $a = \pi(T(\mu_k))$ under policy $\pi$ in iMDP state $T(\mu_k) \in S$.

The refined controller is piecewise linear in the state $x_k$: within each element $R_i \subseteq R$ of the partition, the target point $d_a$ of the optimal action is constant, yielding the linear control law in Eq. (25). By definition of the backward reachable set in Eq. (21), for any $\pi \in \Pi_{M_2}$, the refined controller $\phi$ is well-defined, i.e., for all $\mu \in \mathbb{R}^n$ and $k \in \{ 0, \ldots, N \}$, we have

$$B^+(d_a - A\mu_k - \mu_{w_k} - K_{k+1}\mu_{v_{k+1}}) \in \mathcal{U}. \quad (26)$$

Moreover, observe that using controller $\phi$ in the belief system defined by Lemma 1, we indeed obtain

$$E[\mu_{k+1}] = A\mu_k + B\phi(\mu_k, k) + \mu_{w_k} + K_{k+1}\mu_{v_{k+1}} = d_a, \quad (27)$$

that is, Eq. (20) is indeed satisfied.

**V. CONTROLLER SYNTHESIS ALGORITHM**

In this section, we put together the ingredients from Sect. III and IV to provide an algorithm for solving Problem 1.

**A. Algorithm**

Our algorithm for solving Problem 1 is presented in Algorithm 1. First, in steps 1-5, we apply the methods introduced in Sect. III to define the belief system $B$ (as per Lemma 1) and compute the error bound $\epsilon_k$ for each $k \in \{ 0, \ldots, N \}$ (by solving Eq. (15)). We then use these error bounds to define the augmented property as per Def. 9 (line 5).
Algorithm 1 Controller synthesis via filter-based abstraction.
Input: LTI system $S$; reach-avoid property $\varphi_{x_0}$; threshold $\eta$
Params: Partition $\mathcal{R}$; interval precision $\theta$
Output: Feedback controller $\phi$
1: Define belief system $B$ over horizon $k \in \{0, \ldots, N\}$
2: for all time steps $k \in \{0, \ldots, N\}$ do
3: Compute error bound $\varepsilon_k$ by solving Eq. (13)
4: end for
5: Define augmented reach-avoid property $\hat{\varphi}_{\mu_0}$
6: Given $\mathcal{R}$, define iMDP states $S$ and actions $A$
7: for all iMDP states $s \in S$ do
8: Compute enabled actions $A(s) \subseteq A$ via Eq. (22)
9: end for
10: for all time steps $k \in \{0, \ldots, N\}$ do
11: for all iMDP actions $a \in A$ do
12: Compute $\bar{p}(\cdot, a)(s')$ using Eq. (24)
13: $P(s_k^i, a, s') = \bar{p}(\cdot, a)(s') \pm \theta \forall s^i_k \text{ s.t. } a \in A(s^i_k)$
14: end for
15: end for
16: end for
17: end for
18: Generate iMDP $M_1 = (S, \mathcal{A}_{s_1}, P)$
19: Compute $\pi^*$ and $p^* = \min_{P \in \mathcal{P}} \Pr(M_1(\pi^*) \models \hat{\varphi}_{s_1})$
20: if $p^* - (1 - \beta)(N + 1) \geq \eta$ then
21: Return Refined controller $\phi$ based on Def. [12]
22: else
23: Return Unsatisfiable
24: end if

Second, in steps 6-15, we apply the abstraction scheme from Sect. [17]. Given the partition $\mathcal{R}$, we define the iMDP states $S$ and actions $A$ (line 6), and the subsets $A(s) \subseteq A$ of actions enabled in each state (line 7-9). Thereafter, we compute the probability intervals for every time step $k \in \{0, \ldots, N\}$, action $a \in A$, successor state $s'$ at time $k + 1$, and state $s^i_k \in \{s^i_k : i = 1, \ldots, |\mathcal{R}|\}$ in which $a$ is enabled (lines 10-17). Note that these probability intervals are the same for any two states $s_i, s_j \in S$ in which $a$ is enabled, i.e. $P(s_i, a, s') = P(s_j, a, s') \forall s' \in S$, if $a \in A(s_i)$ and $a \in A(s_j)$. Then we compute an optimal policy $\pi^*$ for the iMDP using Eq. (4) (lines 18-19). If $\pi^*$ satisfies the condition in line 20, we return the refined controller defined by Def. [12] otherwise, we return that the reach-avoid problem was unsatisfiable.

B. Correctness of the algorithm

We show the correctness of Algorithm [1] in two steps. First, we establish that our abstraction scheme induces a so-called probabilistic simulation relation [36] from the abstraction to the belief system, which implies that, under any policy, the satisfaction probability for the iMDP is a lower bound on that for the belief system under the refined controller.

Lemma 2. Given a belief system $B$ and an augmented reach-avoid property $\hat{\varphi}_{\mu_0}$, construct the iMDP abstraction $M_1$ using Algorithm [7]. For any policy $\pi \in \Pi_{M_1}$ and the corresponding refined controller $\phi$ obtained from Def. [12] it holds that
\[
\Pr(B(\phi) \models \hat{\varphi}_{\mu_0}) \geq \min_{P \in \mathcal{P}} \Pr(M_1(\pi, P) \models \hat{\varphi}_{s_1}).
\]

Proof. Recall from Def. [12] that for any belief mean $\mu \in \mathbb{R}^n$ and for any $k \in \{0, \ldots, N\}$, the distribution of $\mu_{k+1}$ is
\[
\mu_{k+1} \sim N(d_a, \Sigma_{\delta_{k+1}}), \quad a = \pi(T(\mu, k)) \in A(s).
\]

Thus, controller $\phi$ indeed induces the same probability density function for $\mu_{k+1}$ as used to define the transition probabilities in Eq. (24) with function $F(\cdot)$. Under this induced controller, for any iMDP state $s^i_k \in S$ and any $k \in \{0, \ldots, N\}$, we have
\[
P(M_{k+1} \mid \mu_k \in R_{s_i}) = F(R_{s_i}, d_a, \Sigma_{\delta_{k+1}}) = P(s^i_k, a)(s').
\]

Eq. (30) shows that the map $T : \mathbb{R}^n \times \{0, \ldots, N\} \rightarrow S$ and the refined controller $\phi$ induce a probabilistic simulation relation [36] from the closed-loop abstract MDP $M_1$ to the closed-loop belief system $B(\phi)$. It has been shown by [78] that measurable events have equal probability under a probabilistic simulation relation, which implies that
\[
\Pr(B(\phi) \models \hat{\varphi}_{\mu_0}) = \Pr(M_1(\pi) \models \hat{\varphi}_{s_1}),
\]

where $M = (S, A, s_1, P)$ is the MDP under the precise transition function $P$ defined by Eq. (24) (so their interval estimates). Observe that $P \in \mathcal{P}$ (i.e., every probability is contained in its interval; cf. Def. [6], which by definition of Eq. (4) means that
\[
\Pr(M_1(\pi) \models \hat{\varphi}_{s_1}) \geq \min_{P \in \mathcal{P}} \Pr(M_1(\pi, P) \models \hat{\varphi}_{s_1}).
\]

Combining Eq. (31) and (32) yields the desired expression in Eq. (28), so we conclude the proof.

We now combine Lemma [2] with Theorem [1] to show the overall correctness of our Algorithm [1] for solving Problem [1].

Theorem 2. For LTI system $S$ and reach-avoid property $\varphi_{x_0}$, construct the iMDP abstraction $M_1$ using Algorithm [7] and compute the optimal policy $\pi^*$ as per Eq. (4). Let $\phi$ be the refined controller under policy $\pi^*$ obtained from Def. [12] Then, it holds that
\[
\Pr(S(\phi) \models \varphi_{x_0}) \geq p^* - (1 - \beta)(N + 1),
\]

where $p^* \in [0, 1]$ is the satisfaction probability for policy $\pi^*$:

\[
p^* = \min_{P \in \mathcal{P}} \Pr(M_1(\pi^*, P) \models \hat{\varphi}_{s_1}).
\]

Proof. Combining Theorem [1] with Lemma [2] yields
\[
\Pr(S(\phi) \models \varphi_{x_0}) \geq \Pr(B(\phi) \models \hat{\varphi}_{\mu_0}) - (1 - \beta)(N + 1) \geq \min_{P \in \mathcal{P}} \Pr(M_1(\pi^*, P) \models \hat{\varphi}_{s_1}) - (1 - \beta)(N + 1),
\]

which directly leads to the desired expression in Eq. (33).

Observe that if $p^* - (1 - \beta)(N + 1) \geq \eta$, Theorem 2 provides a solution to Problem [1] If, on the other hand, the value of $p^*$ is too low to satisfy the desired threshold $\eta \in [0, 1]$, then the algorithm returns that the problem could not be solved. In such a case, one may strengthen (increase)...
the confidence level $\beta$ (used to compute the error bounds $\varepsilon_k$) or try a more fine-grained partition of the state space. Thus, our algorithm is sound but not complete: any controller returned by Algorithm 1 solves Problem 1 but failure to return a controller does not disprove the existence of such a controller.

VI. TWO-PHASE TIME HORIZON

The iMDP defined in Sect. IV has $|S| = (N + 1)|R| + 2$ states, i.e., one for every region of partition $R$ at every time step, plus two for the absorbing and critical states. Modeling time explicitly in the iMDP’s states is necessary because the transition probabilities defined in Eq. (24) are time-varying due to the dependence on the covariance matrix $\Sigma_{k+1}$.

However, as the distributions of the process noise $w_k$ and measurement noise $v_k$ are constant, the covariance matrix $\Sigma_{k+1}$ will converge in the limit [76]. In practice, this convergence happens in just a few time steps (e.g., 3 or 4, as observed in our experiments in Sect. VII). To take advantage of this converging behavior and reduce the size of the abstract iMDP, we propose to divide the time horizon of $N$ steps into two phases, as shown in Fig. 3. First, in the transient phase, which ranges between steps $k \in \{0, \ldots, N-1\}$, with $N < N$, we model every step $k$ explicitly as before. Thereafter, the steady-state phase of steps $k \in \{N, \ldots, N\}$, is modeled as a single step in the iMDP. Thus, the number of iMDP states is reduced to $|S| = (N + 1)|R| + 2$, where $N < N$.

A. Modeling the steady-state phase

To implement the two-phase time horizon, we alter the set of iMDP (as defined in Sect. IV-B) as follows:

$$S = \{s_k^i \mid i \in \{1, \ldots, |R|\}, k \in \{0, \ldots, N\}\} \cup \{s_a, s_g\}.$$  \hfill (36)

That is, we define $|R|$ iMDP states for every time step in the transient phase of $k \in \{0, \ldots, N-1\}$, and another $|R|$ states for the steady-state phase $k = N$. Observe that the (enabled) actions remain unaffected by the two-phase time horizon.

For the transient phase, we follow the exact same procedure as in Algorithm 1 to define the error bound $\varepsilon_k$ and the transition function $P$. However, for the steady-state phase, we augment the reach-avoid property by the maximal value for the error bound $\varepsilon_k$ over all time steps $k = N, \ldots, N$, which is computed as follows:

$$\varepsilon_N = \max(\{\varepsilon_k : k = N, \ldots, N\}).$$  \hfill (37)

Similarly, we need to compute upper and lower bounds on the probability intervals for all time steps $k = N, \ldots, N$. Thus, we define the filter-based iMDP with 2-phase horizon as follows.

Definition 13 (Filter-based iMDP with 2-phase horizon). The abstraction of the belief system $B$ with a transient phase of length $N < N$ is an iMDP $M_k^N = (\overline{S}, A, s_1, \overline{P})$ where $\overline{S}$ is defined by Eq. (36). A and $s_1$ are defined as in Def. 11 and the transition function $\overline{P}: \overline{S} \times A \times \overline{S} \rightarrow [0, 1]$ is:

$$\overline{P}(s, a, s') = \begin{cases} P(s, a, s') & \text{if } s \in \{s_k^i : k < N\} \\ P^+(s, a, s') & \text{otherwise} \end{cases}$$  \hfill (38)

where $P^+(s, a, s')$ is defined as

$$P^+(s_i, a, s_j) = \left[ \min_{k=N}^{N} P(s_k^i, a, s_{k+1}^j) \right],$$  \hfill (39)

In other words, the probability interval for each transition $(s, a, s')$ in the steady-state phase $k = N$, is computed as the smallest interval that contains all intervals for that same transition at steps $k = N, \ldots, N$. We now show that the two-phase time horizon preserves the correctness of our method.

Theorem 3. Let $M_1$ and $M_1^N$ be iMDP abstractions obtained for the same LIT system $S$ and reach-avoid property $\varphi_{x_0}$, but where the latter uses the two-phase time horizon with transient phase of length $N$. For any policy $\pi \in \Pi_{M_1}$, it holds that

$$\min_{P \in \overline{P}} \Pr(M_1^N(\pi, P) = \varphi_{s_1}) \leq \min_{P \in \overline{P}} \Pr(M_1(\pi, P) = \varphi_{s_1}).$$  \hfill (40)

Proof. From Def. 13 it is straightforward to see that for every $i, j \in \{1, \ldots, |R|\}$ and $k \in \{N, \ldots, N\}$, it holds that

$$P(s_i^k, a, s_j^{k+1}) \subseteq \overline{P}(s_i^N, a, s_j^N)$$  \hfill (41)

where the latter uses the two-step time horizon with transient phase of length $N$. This is the probability intervals of iMDP $M_1$ are contained in those of $M_1^N$. Thus, the lower bound on the satisfaction probability for iMDP $M_1$ cannot exceed that for iMDP $M_1^N$, so the claim in Eq. (40) follows.

For small values of $N$, the bound in Eq. (40) will generally be loose. Thus, the value of $N$ provides a trade-off between the size of the iMDP, versus the level of conservatism of the guaranteed bound for satisfying the reach-avoid property.

VII. NUMERICAL EXPERIMENTS

Using Theorem 2 and 3 we can compute a controller $\phi$ with a guaranteed lower bound $p^* - (1 - \beta)(N + 1)$ on the probability $\Pr(S(\phi) = \varphi_{x_0})$ that the closed-loop system satisfies property $\varphi_{x_0}$. We perform numerical experiments to answer the following questions about our approach:

Q1) Can our method solve Problem 1 and how does our method compare to sample-based planning methods?
Q2) How does the state space partition affect the size of abstract iMDPs versus the guaranteed lower bounds?

Q3) Are the guaranteed lower bound probabilities for satisfying the property indeed achieved in simulations?

Q4) How does the two-phase time horizon control the size of abstract iMDPs vs. the quality of obtained controllers?

To answer Q1, we consider UAV reach-avoid problems in 2D and 3D (yielding LTI systems of dimension $n = 4$ and 6). To answer Q2 and Q3, we consider a partially observable variant of the package delivery benchmark from [79]. Finally, to answer Q4, we consider a partially observable extension of the spacecraft rendezvous problem from [73]. To compute reach-avoid probabilities and policies for iMDPs via Eq. (4), we use an implementation of the algorithm by [29] in the model checker PRISM [30]. Our implementation is available at https://github.com/LAVA-LAB/FBA. The experiments run single-threaded on a computer with a 4GHz Intel Core i9 CPU and 32 GB of RAM. In all experiments, we compute the error bounds $\varepsilon_k$ (to expand/contract regions) using Eq. (13) for a confidence level of $\beta = 0.999$.

A. Benchmark statistics

An overview of all benchmark instances is shown in Table I. The guaranteed bound $\eta_{s,i}$ is the highest lower bound on the satisfaction probability $\Pr(S(\phi) \models \varphi_{x_0})$ under the refined controller (Def. [12]) that Theorem 2 and 3 guarantee:

$$\eta_{s,i} = p_{s,i}^* - (1 - \beta)(N + 1) \leq \Pr(S(\phi) \models \varphi_{x_0}),$$

with $\beta = 0.999$ the confidence level, $N \in \mathbb{N}$ the horizon of the property, and $p_{s,i}^* = \min_{\pi \in \mathcal{P}} \Pr(M_i(\pi^*, P) \models \varphi_{x_0})$ the satisfaction probability under the optimal policy $\pi^*$ computed by Eq. (4) (from the initial iMDP state $s_1$ corresponding with $x_0$). Table I shows that the bound $\eta_{s,i}$ generally increases with the partition resolution and decreases with the noise strength.

We validate the correctness of the bounds $\eta_{s,i}$ empirically by performing $M = 1000$ Monte Carlo simulations under the refined feedback controller. We compute the empirical fraction $\tilde{p}_{s,i} = \frac{1}{M} \sum_{i=1}^{M} [\omega_i \models \varphi_{x_0}]$ of the trajectories satisfying the reach-avoid property, where $\omega_i = (x_0, x_1, \ldots, x_N)_i$ denotes state trajectory $i \in \{1, \ldots, M\}$, and $\omega_i \models \varphi_{x_0}$ is 1 if trajectory $\omega_i$ satisfies $\varphi_{x_0}$ and 0 otherwise. In the limit, $p_{s,i}$ approaches the satisfaction probability $\Pr(S(\phi) \models \varphi_{x_0})$ on the concrete LTI system. From Table I, we observe that $\eta_{s,i} \leq \tilde{p}_{s,i}$ for all instances, i.e., the guaranteed satisfaction probability is indeed a lower bound on the empirical satisfaction probability. This result empirically confirms the soundness of Theorem 2 and 3.

B. UAV reach-avoid control

Consider a UAV reach-avoid problem in two spatial dimensions, where only the position is observed. The dynamics are

$$x_{k+1} = \begin{bmatrix} 1 & 0 & 0.95 & 0 & 0 & 0.48 & 0 \\ 0 & 0.90 & 0 & 0 & 0 & 0 & 0.94 \\ 0 & 0 & 1 & 0.93 & 0 & 0 & 0.43 \\ 0 & 0 & 0 & 0.96 & 0 & 0 & 0.92 \end{bmatrix} x_k + \begin{bmatrix} u_k + w_k \end{bmatrix}$$

with process noise $w_k \sim \mathcal{N}(0, f \cdot \text{diag}(0.1, 0.02, 0.1, 0.02))$ and measurement noise $v_k \sim \mathcal{N}(0, f \cdot \text{diag}(0.1, 0.1))$, where $f > 0$ is the noise level. The control input space is $u_k \in U = [-4, 4]^2$. We consider a horizon of $N = 24$ steps but lump together every two time steps to satisfy Assumption 1. The initial belief is $\mu_0 = [−8, 0, −8, 0]$, $\Sigma_0 = \text{diag}(2, 0.01, 2, 0.01)$. We use a partition into 3025 regions and the two-phase time horizon with a transient phase of $\tilde{N} = 4$ steps.

Q1) Solving Problem 1 for different noise levels: We compare scenarios with noise levels of $f = 0.1$ and 1. The resulting bounds $\eta_{s,i}$ on the satisfaction probability are shown in Table I. For the low-noise instances, our method provides a tight lower bound $\eta_{s,i} = 0.992$ on the empirical satisfaction probability $\tilde{p}_{s,i} = 1.000$. For the high-noise instance, the lower bound

| Benchmark                  | Abstract iMDP size | Run time of Algorithm | Controller satisfaction probability |
|----------------------------|--------------------|-----------------------|-----------------------------------|
|                            | $N$                | States | Transitions | Abstraction [s] | Compute $\pi^*$ [s] | Guaranteed bound ($\eta_{s,i}$) | Empirical ($\tilde{p}_{s,i}$) |
| Pack. del. 12x12 partition | 2                  | 4      | 723        | 0.6             | 1.3              | 0.000                          | 0.005                          |
| Pack. del. 16x16 partition | 2                  | 4      | 1283       | 1.2             | 1.3              | 0.028                          | 0.631                          |
| Pack. del. 20x20 partition | 2                  | 4      | 2003       | 2.3             | 3.2              | 0.952                          | 1.000                          |
| Pack. del. 24x24 partition | 2                  | 4      | 2883       | 4.3             | 6.9              | 0.952                          | 1.000                          |
| Pack. del. 48x48 partition | 2                  | 4      | 11523      | 53.7            | 307.2            | 0.961                          | 1.000                          |
| Spacecraft Low noise       | 4                  | 3      | 12103      | 72.3            | 9.7              | 0.929                          | 1.000                          |
| Spacecraft High noise      | 4                  | 3      | 12103      | 93.4            | 14.4             | 0.723                          | 0.984                          |
| UAV 2D Low noise (f = 0.1) | 4                  | 3      | 12103      | 52.2            | 3.5              | 0.983                          | 1.000                          |
| UAV 2D High noise (f = 1)  | 4                  | 3      | 12103      | 65.3            | 4.5              | 0.782                          | 1.000                          |
| UAV 3D Low $w_k$; low $v_k$| 6                  | 3      | 74487      | 2337.5          | 76.9             | 0.982                          | 1.000                          |
| UAV 3D High $w_k$; low $v_k$| 6                  | 3      | 74487      | 2755.7          | 182.4            | 0.731                          | 0.980                          |
| UAV 3D Low $w_k$; high $v_k$| 6                  | 3      | 74487      | 2349.0          | 94.8             | 0.972                          | 1.000                          |
| UAV 3D High $w_k$; high $v_k$| 6                  | 3      | 74487      | 2776.1          | 171.3            | 0.518                          | 0.989                          |
| UAV 3D High $w_k$; high $v_k$ in Z dir. | 6 | 3 | 74487 | 2734.1 | 177.3 | 0.628 | 0.994 |
| UAV 3D High $w_k$; high $v_k$ in Y dir. | 6 | 3 | 74487 | 2763.5 | 172.7 | 0.653 | 0.988 |
With inputs constraints.

**Uncertainty predictions in the presence of input constraints.** As expected, the error bound $e_k$ by which critical regions are expanded (and goal regions contract) increases with the noise strength. Under high noise, the controller chooses a longer path to navigate around the obstacles, whereas under low noise, the narrow but much shorter path to the goal is chosen.

**Comparison to RRBT:** We now compare our method against the Rapidly-exploring Random Belief Tree (RRBT) [52], a state-of-the-art sample-based method for motion planning under uncertainty. The RRBT incrementally builds a tree of motion plans in belief space, consisting of nominal trajectories stabilized with a linear estimator and controller. We compute the stabilizing controller using the LQR and require the collision probability to be below $\delta = 0.01$ at each step. \(^4\)Fig. 5 shows the resulting best nominal trajectories and uncertainty predictions after 1000 iterations, as well as 25 simulated state trajectories. Without constraints on the control input $u_k \in \mathcal{U}$, RRBT successfully finds a safe motion plan. However, when we bound the inputs to $\mathcal{U} = [-4, 4]^2$, the RRBT yields unsafe behavior (e.g., the probability of a collision at time $k = 13$ is $0.22$, which is much higher than the threshold of $\delta = 0.01$). The uncertainty predictions by the RRBT rely on a stabilizing controller that is unbounded, meaning that the resulting plan may not be feasible on the concrete LTI system. By contrast, the feedback controllers computed with our approach are feasible on the concrete LTI system by construction.

**3D UAV benchmark:** We extend the 3D UAV model from [43] with partial observability (referring to [43] for the explicit model dynamics for brevity). The reach-avoid problem is shown in Fig. 6 and the initial belief is $\mu_0 = [-9.5, 0, 7.5, 0, -4, 0]$, $\Sigma_0 = \text{diag}(2, 0.01, 2, 0.01, 2, 0.01)$. We use a partition into 13365 regions. As for the 2D benchmark, our method provides tight bounds on the satisfaction probability (see Table I), but these bounds become more conservative if the noise is high. Fig. 6 shows state trajectories for the 3D UAV with different noise levels. Depending on the noise level, the UAV either flies through the narrow pass or takes the longer path around the obstacles. Moreover, the direction of the noise also affects the optimal path, as shown by the high measurement noise in either the Y or Z direction. Thus, our method is able to synthesize correct-by-construction controllers under varying noise conditions.

### C. Package delivery

The package delivery benchmark originates from [79], which we extend with measurement noise. The model has a 2D state $x_k \in \mathbb{R}^2$, control $u_k \in [-1, 1]^2 \subset \mathbb{R}^2$, and dynamics

$$
\begin{align*}
    x_{k+1} &= \begin{bmatrix} 0.9 & 0 \\ 0 & 0.8 \end{bmatrix} x_k + \begin{bmatrix} 1.4 & 0 \\ 0 & 1.4 \end{bmatrix} u_k + w_k \\
    y_{k+1} &= \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} x_{k+1} + v_{k+1},
\end{align*}
$$

with process noise $w_k \sim \mathcal{N}(0, \text{diag}(0.1, 0.1))$ and measurement noise $v_k \sim \mathcal{N}(0, \text{diag}(0.1, 0.1))$. The goal is to reach the goal states $X_G = [-4, -2] \times [-4, -2]$ within $N = 24$ steps, while avoiding states in $X_C = [0, 1] \times [-5, 1]$. The initial belief is $\mu_0 = [4.25, 4.25]$, $\Sigma_0 = \text{diag}(0.5, 0.5)$. We use Algorithm 1 to compute a feedback controller on a bounded portion $\mathcal{X} = [-6, 6]^2 \subset \mathbb{R}^n$ of the state space, using the two-phase time horizon with a transient phase of $\bar{N} = 4$ steps.

**Q2) Partition resolution:** As shown in Table I the resolution of the state space partition provides a trade-off between the abstraction size (and thus the computational complexity) and the control precision. In Fig. 7 we show heatmaps of the lower bound satisfaction probabilities $\eta_{\kappa_l}^*$ from every initial

---

\(^4\)The code to run this experiment is in our implementation referred to earlier.
problems. The problem is to navigate one spacecraft to an- 
other while avoiding a set of obstacles. The 4D state $x = 
[p_x, p_x, v_x, v_y]^T \in \mathbb{R}^4$ describes the position and velocity in both directions. We extend the discrete-time dynamics used in [73] with partial observability as follows:

$$x_{k+1} = \begin{bmatrix} 1.0006 & 0.0000 & 19.9986 & 0.4100 \\
8.62 \times 10^{-6} & 1.0000 & -0.4100 & 19.9944 \\
6.30 \times 10^{-5} & 0.0000 & 0.9998 & 0.0410 \\
-1.29 \times 10^{-6} & 0.0000 & -0.0410 & 0.9992 \end{bmatrix} x_k + u_k + w_k$$

(45a)

$$y_{k+1} = \begin{bmatrix} 1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \end{bmatrix} x_{k+1} + v_{k+1},$$

(45b)

with control input space $\mathcal{U} = [-2.5, 2.5]^2$. We remark that SReachTools is limited to fully observable systems and convex safe sets, which makes a direct comparison not possible.

We consider a reach-avoid problem with the same layout as in Fig. 4 with a horizon of $N = 24$ steps, and under two different strengths of the process and measurement noise. The initial belief is $\mu_0 = [-8, -8, 0.05, 0]$, $\Sigma_0 = \text{diag}(1, 1, 0.01, 0.01)$. To satisfy Assumption 2 we lump together every two steps, thus doubling the dimension of the input space. We use a partition into $11 \times 5 \times 11 \times 5 = 3025$ regions.

Q3) Tightness of bound $\bar{\eta}_{s_f}$: To further investigate the tightness of the lower bound $\bar{\eta}_{s_f}$, we repeat the Monte Carlo simulations (as described in Sect. VII-A) for every initial state. Fig. 8 shows the values of $\bar{p}_{s_f} - \bar{\eta}^*_{s_f}$ for every initial state, i.e., the empirical satisfaction probability minus the lower bounds guaranteed by Theorem 2 and 3. Fig. 8 shows that we have $p^*_{s_f} \geq \bar{\eta}^*_{s_f}$ for all $s_f$, thus confirming that our method is sound. While the satisfaction guarantees for the $16 \times 16$ partition are poor, the empirical satisfaction probability $\bar{p}_{s_f}$ of the controller is still reasonably good. For the $48 \times 48$ partition, our algorithm returns more conservative bounds on the satisfaction probabilities near the boundaries of obstacles due to the expansion of the critical regions. In other regions of the state space, the bounds are reasonably tight.

D. Spacecraft rendezvous problem

We consider a variant of the spacecraft rendezvous problem supplied with the MATLAB toolbox SReachTools [73], an optimization-based toolbox for probabilistic reachability problems. The problem is to navigate one spacecraft to another while avoiding a set of obstacles. The 4D state $x = \ldots$

### Table II: Size of the abstract iMDP, abstraction time, and satisfaction probability $p^*_f$ as a function of the length of the transient phase $\bar{N}$ of the two-phase horizon.

| Noise | Tran. phase $\bar{N}$ | 1 | 2 | 3 | 4 | 5 |
|-------|-----------------------|---|---|---|---|---|
| Low   | iMDP states | 6.1K | 9.1K | 12.1K | 15.1K | 18.1K |
|       | Lower bound $\bar{\eta}_{s_f}$ | 0.207 | 0.649 | 0.929 | 0.929 | 0.929 |
|       | Abstraction time [s] | 56.8 | 60.8 | 72.3 | 86.6 | 92.7 |
| High  | iMDP states | 6.1K | 9.1K | 12.1K | 15.1K | 18.1K |
|       | Lower bound $\bar{\eta}_{s_f}$ | 0.115 | 0.343 | 0.723 | 0.728 | 0.728 |
|       | Abstraction time [s] | 77.1 | 81.9 | 93.4 | 103.9 | 121.8 |

E. Comparison with existing methods

Let us explain again why solving Problem 1 is infeasible with the alternative methods discussed in the related work in Sect. I. The key characteristic of our method that enables us to solve Problem 1 is that our method yields a formal lower bound guarantee (namely, the bound $\bar{\eta}^*_{s_f}$) on the probability...
to satisfy a property. That is, when the obtained feedback controller is applied to the concrete LTI system, the reach-avoid property is satisfied with at least a probability of $\eta_\star$.

In Sect. [VII-B] we have demonstrated that the popular RRBT cannot provide formal guarantees on property satisfaction under control input constraints. Moreover, recall from Sect. I that methods such as FIRM [80] and SLAP [53] rely on maximum likelihood estimates (MLEs), leading to approximations of the satisfaction probability with statistical errors. It has been shown empirically by [42] that using MLEs does not lead to sound bounds on the satisfaction probability. Thus, these methods cannot solve Problem [1] as this problem requires a hard lower bound on the satisfaction probability.

Also recall from Sect. [I] that, while control barrier functions (CBFs) can provide formal guarantees on the satisfaction of reach-avoid properties via, e.g., optimization, the tractability of these methods strongly depends on the convexity of the problem [57]–[59]. Thus, most practical applications (including those in the references above) consider problems with convex safe sets, which is not the case in our benchmarks (as clearly shown by Fig. 6). By contrast, the complexity of our method is independent of the convexity of the safe set.

These advantages of our approach do come at a significant computational cost. The size of abstractions tends to scale exponentially with the partition resolution and dimension of the state space, commonly called the curse of dimensionality. Moreover, since our formal guarantees rely on the optimality of the Kalman filter, our method is limited to linear systems. Finally, we have only considered reach-avoid properties in this paper. In Sect. [VIII] we describe several directions for future work that aim to mitigate some of these limitations.

VIII. Conclusion

We have provided a correct-by-construction controller synthesis scheme for LTI systems with Gaussian noise based on Kalman filtering. This approach allows us to soundly abstract a continuous-state system into a finite-state MDP with intervals of transition probabilities. The numerical experiments show that our approach synthesizes feedback controllers that satisfy reach-avoid specifications across several domains.

One fundamental limitation of our approach is the limited scalability. To address the computational limitations, we believe that hybrid schemes that combine, for example, sample-based methods (to search for candidate solutions) with abstraction (to verify these candidate solutions) are of particular interest. In future research, we thus wish to integrate our abstraction-based scheme with a sample-based algorithm in such a manner. We also wish to explore adaptive schemes for discretizing the state space [33], so that we refine a coarse initial discretization only when we benefit from it.

Finally, our focus on reach-avoid properties is without loss of generality, and our scheme can directly be applied to any specification for which iMDP model checking is possible. For details, we refer to [45], which uses an abstraction scheme similar to ours for general probabilistic computation tree logic (PCTL) model checking. Extensions beyond PCTL to, e.g., linear temporal logic (LTL) lead to questions regarding the semantics of transition probability intervals. For example, is the uncertainty in the probability distributions static (i.e., the same probability distribution is chosen in each encounter of the same state-action pair) or dynamic (i.e., a different probability distribution can be chosen in each encounter) [81]? Further research is necessary to answer such questions.
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