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ABSTRACT
A genetic algorithm (GA) is a search method that optimises a population of solutions by simulating natural evolution. Good solutions reproduce together to create better candidates. The standard GA assumes that any two solutions can mate. However, in nature and social contexts, social networks can condition the likelihood that two individuals mate. This impact of population network structure over GAs performance is unknown. Here we introduce the Networked Genetic Algorithm (NGA) to evaluate how various random and scale-free population networks influence the optimisation performance of GAs on benchmark functions. We show evidence of significant variations in performance of the NGA as the network varies. In addition, we find that the best-performing population networks, characterised by intermediate density and low average shortest path length, significantly outperform the standard complete network GA. These results may constitute a starting point for network tuning and network control: seeing the network structure of the population as a parameter that can be tuned to improve the performance of evolutionary algorithms, and offer more realistic modelling of social learning.
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1 INTRODUCTION
A genetic algorithm (GA) is a search method that optimises a population of individuals by simulating natural evolution [4, 12] and reproduction of the fittest. Individuals in the population are assumed to be able to mate with any other. Such a connection between all individuals can be seen in a network science perspective as a constant, fully connected network in the population. However, in social learning as in nature, populations are not fully connected, as individuals only interact with a finite subset of the whole [10].

The network structure of these interactions have different structures, that can be an important determinant of population-level dynamics [11], and accounts in nature for changes in population genetic diversity and the emergence of different species [2]. While network design in operations research [8] or neural architecture search [6] are active areas of research, there have been no attempts so far to investigate alternative GA network architectures.

It is unknown whether and to what extent this assumption of completeness and the population network structure impact GAs performance. In this article, we introduce Networked GAs (NGA) that use alternative population network structures, and measure their performance over benchmark optimisation tasks to identify the impact of network architectures. We consider various population structures generated by Erdos-Rényi random networks [3] and Albert-Barabasi scale-free networks [1].

We show evidence of significant variations in performance of the NGA as the network structure varies. We compare optimisation performance to various network metrics such as density, which measures the ratio of realised links to the number of possible links; and average shortest path length, which describes the average minimum number of links to be crossed to connect any pair of individuals. NGA performance is higher with intermediate levels of density and low average shortest path length, settings that favor circulation of fittest genomes while preventing those fittest solutions from becoming dominant too fast. In addition, we discover that the optimal network NGA outperforms the standard GA with a fixed complete network structure.

The results open the possibility of network tuning: identifying the optimal population network architecture to maximise the GA optimisation performance. It is also possible that different network structure could be optimal during the run. Network control, i.e. allowing this population network to change over time, could further improve the performance of GAs, model social learning and make one step towards a closer implementation of biological features in evolutionary algorithms [7].

2 ALGORITHM

2.1 Test functions
To compare the performance of the GA with respect to the population network structure, we choose three popular test functions as benchmarks: the Rastrigin function (1), the Sphere function (2),
and the Ackley function (3), with respective domains in Table 1 and dimensionality $d = 2$. Their global optimum is at $f(0) = 0$.

$$f_1(x) = 10d + \sum_{i=1}^{d} (x_i^2 - 10 \cos 2\pi x_i)$$ \hspace{1cm} (1)

$$f_2(x) = \sum_{i=1}^{d} x_i^2$$ \hspace{1cm} (2)

$$f_3(x) = -20 \exp \left( -0.2 \sqrt{\frac{1}{d} \sum_{i=1}^{d} x_i^2} \right) - \exp \left( \frac{1}{d} \sum_{i=1}^{d} \cos 2\pi x_i \right) + e + 20$$ \hspace{1cm} (3)

### 2.2 The networked-population genetic algorithm

#### 2.2.1 Genetic representation and sampling.
To optimise the test functions with dimensionality $d$, each individual is a string of $d$ real numbers sampled uniformly in the corresponding search domain of Table 1. A total of $n$ individuals are generated.

#### 2.2.2 Genetic operators.
For each individual $i$, the resulting value $f(i)$ of the test function is computed. As the global minima of our test functions are equal to 0, we strive to minimise $f(i)^2$. To create two offspring, the first individual $i$ is chosen with a fitness-proportionate method, with selection probability:

$$\pi_i = \frac{\hat{f}(i)}{\sum_{i=1}^{N} f(i)^2} \quad \text{with} \quad \hat{f}(i) = \frac{1}{1 + f(i)}$$ \hspace{1cm} (4)

The networked-population GA (NGA) differs from the standard GA in the selection of individuals to mate. If individual $k$ has been selected in the population, the second will be selected among the $N(k)$ individuals sharing a link with individual $k$, instead of performing again selection on the full population as in the standard GA. Probabilities of selection are identical to equation 4 applied to the subset $N(k)$ rather than the full population size $n$.

Once the two parents have been selected, uniform crossover is performed with probability $\rho$. A crossover point in $[0, d]$ will be randomly and uniformly determined, and chromosomes of parents will be exchanged after the crossover point to generate two offspring. With probability $1 - \rho$, the individuals instead create exact copies of themselves. Finally, random Gaussian mutations occur with probability $\mu$, and change the value of the mutated element by $\epsilon \sim N(0, 1)$. The algorithm runs for $t$ time periods. Standard parameter values are used for the NGA, and presented in Table 2.

#### 2.2.3 The population network structure.
In the canonical genetic algorithm, the crossover operator can involve any combination of individuals in the population, corresponding to complete network NGA. In the NGA, we consider Erdos-Rényi (ER) random networks and Albert-Barabasi (AB) scale-free networks. ER graphs are described by the link formation probability $p$, from 0 (empty network, or island GA model without migration) to 1 (complete network, standard GA). AB graphs are described by the intensity of the preferential attachment $m$, generating tree networks for low values of $m$, then graphs with multiple hubs, up to star networks for highest values of $m$. Figure 2 shows examples of the generated networks. As these two network parameters change, so do the corresponding network features. ER networks become connected (i.e. there exists a path between any pair of nodes) at $p = \ln n / n$ [3], and increase monotonically in density with $p$. In AB graphs, $m$ determines the level of density, and the average shortest distance between any pair of nodes $[1]^{2}$. This population network structure is drawn once at the start of the run, and left constant for its duration.

### 3 RESULTS

#### 3.1 NGA performance over iterations

Various network structures visibly affect the performance of the GA in Figure 3. Average fitness at the final iteration $t = 100$ and convergence speed vary with the network type (random or scale-free) and

---

[2] We refer the reader to the GitHub repository for a graphical representation of the impact of network parameters $p$ and $m$ over network features.
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| Table 2: GA parameter configuration |
|-------------------------------------|
| Parameter | Meaning | Value |
| n         | Population size | 50 |
| ρ         | Crossover rate   | 0.7 |
| μ         | Mutation rate    | 0.05 |
| τ         | Number of iterations | 100 |

3.2 The impact of network structure over performance

Figure 4: Average fitness for the test functions optimisation in ER networks with link probability $p$

![Figure 4](image)

We first evaluate how the link formation probability $p$ in Erdos-Rényi networks changes NGA performance, shown in Figure 4. For each value of $p \in [0, 1]$ with an increment of 0.01, we run the algorithm 10 times and record the average fitness performance at $t = 20$, $t = 50$ and $t = 100$. As the population network becomes connected at $p = 0.046$, a significant improvement of performance is observed. Below this threshold, as crossover is heavily limited by the disconnected network, most of the evolution happens through the mutation operator only, limiting the performance of the NGA. Above the connectedness threshold, the average fitness moderately decreases, exhibiting peaks of lower average fitness in the range $p \in [0.2, 0.3]$ and $p \in [0.8, 0.9]$. The polynomial fits (order 4) suggest that such intermediate levels of $p$ allow a better performance than the complete network.

We then study the influence of the preferential attachment factor $m$ in Albert-Barabasi scale-free networks. $m$ varies from 1 to 49 with an increment of 1. Tree networks (low $m$), and star networks (highest $m$) perform significantly worse in all benchmark tasks, as shown by Figure 5. Tree networks are indeed connected, but exhibit high shortest path lengths, limiting the circulation of good solutions in the population. Star networks are vulnerable to errors or premature local dominance of the central hub. Polynomial fits suggest again the existence of two performance peaks for values of $m$ close to 10, and to 30, that coincide with intermediate levels of network density but low average shortest paths lengths, similar to biological networks’ characteristics [5].

3.3 Network tuning outperforms the standard GA

The optimal-network NGA significantly outperforms the standard GA in all benchmark tasks. The best alternative NGA (ER or AB) exhibits average fitness scores that are 53% lower than those obtained by the standard GA (Table 3). Intermediate ER networks...
Table 3: Average fitness in the standard GA (GA) and the best average fitness of the NGA across all networks (ER* & AB*).

| Function & Time | \(\tau = 20\) | \(\tau = 50\) | \(\tau = 100\) |
|-----------------|---------------|---------------|---------------|
| Rastrigin       | 3.067         | 1.796         | 1.445         | 1.072         | 1.093         | 1.043         | 0.625         | 0.82          |
| Sphere          | 0.257         | 0.164         | 0.138         | 0.109         | 0.135         | 0.09          | 0.064         | 0.103         |
| Ackley          | 6.597         | 3.859         | 4.328         | 2.809         | 2.157         | 2.568         | 0.412         | 0.451         |

Network | GA | ER* | AB* | GA | ER* | AB* | GA | ER* | AB* |
|--------|----|-----|-----|----|-----|-----|----|-----|-----|
|        |    |     |     |    |     |     |    |     |     |

Figure 5: Average fitness for the test functions optimisation in AB networks with preferential attachment factor \(m\).

are often the best performing structure. The best solutions’ potential for dominance and premature convergence to local optima is limited by the network incompleteness, while the dense network structure still allows fittest individuals to circulate. This translates into particularly high performance gains in multimodal landscapes, e.g. the Ackley function. Likewise optimisation of neural network architectures [9], the GA population networks may be tuned to improve GAs performance. Though robust across our three test functions, repeated runs and various time horizons, future investigation with alternative configurations to Table 2 and test functions could support these findings. Network tuning (architecture optimisation before the run), or network control (during the run) can unlock new performance in population-based search algorithms for optimisation and social learning tasks. Further research could explore what evolution mechanisms could converge to optimal population network structures.

4 CONCLUSIONS

We introduced Networked GAs, that constrain crossover in a network. We considered varied population network structure in random and scale-free graphs. Using NGAs to optimise the Ackley, Rastrigin and Sphere test functions, we found evidence of significant changes in the average population fitness at given iterations as the population network structure varies. The best-performing networks significantly outperform the standard complete network GA in all benchmark tasks, suggesting that the population network structure, like other GA parameters, could be tuned to improve performance.
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