ON HOLOMORPHIC FUNCTIONS ATTAINING THEIR
WEIGHTED NORMS

SHELDON DANTAS AND RUBEN MEDINA

Abstract. We study holomorphic functions attaining weighted norms and its
connections with the classical theory of norm attaining holomorphic functions. We
prove that there are polynomials on $\ell_p$ which attain their weighted but not their
supremum norm and vice versa. Nevertheless, we also prove that in the context of
polynomials of fixed degree both norms are in fact equivalent. This leads us to the
main problem of the paper, namely, whether the holomorphic functions attaining
their weighted norm are dense. Although we exhibit an example where this does
not hold, as the main theorem of our paper, we prove the denseness provided the
domain space is uniformly convex. In fact, we provide a Bollobás type theorem in
this setting. For the proof of such a result we develop a new geometric technique.
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1. Introduction

Weighted and Bloch spaces of holomorphic functions have been a target of intense research in the recent years, [4, 5, 6, 7, 10, 18, 21, 22, 24]. In fact, they are natural objects in partial differential equations, complex analysis, operator theory, and spectral theory. On the other hand, it is a classical problem in Analysis to determine whether the supremum of a bounded function is actually a maximum, [8, 9, 17, 19], and specially in the setting of holomorphic functions, [1, 2, 13, 12, 23]. In this paper, we investigate when the weighted norm of a holomorphic function is attained. By compactness, we are forced to work in the infinite-dimensional setting and, for that reason, we are mainly interested on weighted spaces of holomorphic functions \( f : B_X \to Y \) where \( X \) is an infinite complex Banach space and \( Y \) is a complex arbitrary Banach space, [4, 5, 11, 15, 18, 26]. It is worth mentioning that norm-attaining problems have been previously studied in the setting of weighted Banach spaces, see [10, 20, 24] where the authors study norm-attaining composition operators acting on the classical Bloch and little Bloch spaces.

1.1. Preliminaries and notation. Throughout the whole paper we only consider complex Banach spaces. We denote by \( B_X \) the open unit ball of \( X \), by \( B_X \) the closed unit ball of \( X \), and by \( S_X \) the unit sphere of \( X \).

An admissible weight on a Banach space \( X \) is a function \( v : B_X \to \mathbb{R}^+ \) such that \( v(x) = \tilde{v}(|x|) \) where \( \tilde{v} \) satisfy the following conditions:

- \( \tilde{v} : [0, 1] \to \mathbb{R} \) is continuous.
- \( \tilde{v} \) is strictly decreasing.
- \( \tilde{v}(1) = 0 \).

Given a Banach space \( Y \), we will be working with \( Y \)-valued holomorphic functions on the open unit ball \( B_X \) that belong to the weighted space \( H_v(B_X; Y) \) for some admissible weight \( v \). That is, \( f \in H_v(B_X; Y) \) if it is holomorphic and satisfies \( \sup_{x \in B_X} v(x)\|f(x)\| < \infty \). Such a space is endowed with the \( v \)-norm (also known as weighted norm) given by

\[
\|f\|_v := \sup_{x \in B_X} v(x)\|f(x)\| \quad (f \in H_v(B_X; Y)).
\]

We are mainly interested in the subspace \( A_u(B_X; Y) \) of \( H_v(B_X; Y) \) consisting of all holomorphic functions which are uniformly continuous on \( B_X \). Differently from what happens in the classical theory of holomorphic functions which attain their supremum norm (where the supremum is attained on \( S_X \)), when dealing with the weighted norm of a function \( f \) in \( A_u(B_X; Y) \) we have the following phenomenon: if \( f \) attains its \( v \)-norm, then the \( v \)-norm of \( f \) must be attained at a point of the open unit ball \( B_X \) of the complex Banach space \( X \) in consideration (see Remark 1.2 below). This leads us to think that the study of holomorphic functions which attain their weighted norm is connected to the study of holomorphic functions attaining their supremum on smaller balls (see Lemma 1.3 and the next definition).
Given \( s \in (0, 1] \), we define the \( s \)-norm of a function \( f \) by

\[
\|f\|_s := \sup_{x \in \mathcal{B}_X} \|f(sx)\| \quad (f \in \mathcal{A}_u(B_X; Y)).
\]

Let us notice that \( \| \cdot \|_s \) is a complete norm in \( \mathcal{A}_u(B_X; Y) \) for every \( s \in (0, 1] \) (see, for instance, [1, page 634] and [12, page 499]). For the particular case \( s = 1 \), the 1-norm will be called simply by the supremum norm and will be denoted by the standard notation \( \| \cdot \|_\infty \).

For the sake of clarity, we will be dealing only with the standard weight \( v \) defined as \( v(x) = 1 - \|x\|^2 \) for every \( x \in B_X \). However, as the reader can immediately realize, analogous results can be stated for a general admissible weight. Therefore, given \( f \in \mathcal{A}_u(B_X; Y) \), we simply set

\[
\|f\|_v := \sup_{x \in B_X} (1 - \|x\|^2)\|f(x)\|.
\]

The following reformulation of the \( v \)-norm will be convenient for the upcoming computations and we will be using it without any explicit reference. For \( f \in \mathcal{A}_u(B_X; Y) \), we have that

\[
\|f\|_v = \sup_{s \in [0,1]} (1 - s^2)\|f\|_s.
\]

Before continuing, let us introduce some basic definitions and concepts we need in order to avoid the reader jumping into many different references so often. A mapping \( P : X \rightarrow Y \) is an \( N \)-homogeneous polynomial if there exists a symmetric \( N \)-linear mapping \( A \in \mathcal{L}(N^N X; Y) \) such that \( P(x) = A(x, \ldots, x) \) for every \( x \in X \). We denote by \( \mathcal{P}(N^N X; Y) \) the Banach space of all \( N \)-homogeneous polynomials from \( X \) into \( Y \).

It is convenient to know that 0-homogeneous polynomials are the constant mappings from \( X \) into \( Y \). A mapping \( P : X \rightarrow Y \) is a polynomial of degree at most \( N \) if there exist \( P_k \in \mathcal{P}(N^N X; Y) \), with \( k = 0, 1, \ldots, N \), such that \( P = \sum_{k=0}^{N} P_k \). When \( P_N \neq 0 \), we say that \( P \) has degree \( N \). The symbol \( \mathcal{P}^N(X; Y) \) stands for all polynomials of degree at most \( N \). Moreover, we denote by \( \mathcal{P}(X; Y) = \bigcup_{N=0}^{\infty} \mathcal{P}^N(X; Y) \) the space of all polynomials from \( X \) into \( Y \). For a complete background on (homogeneous) polynomials, we send the referee to [25] and the more recent book [16], where we take most of all notation from.

We are now in the position of providing the precise definitions of norm-attaining holomorphic functions for the \( v \)- and \( s \)-norms.

**Definition 1.1.** Let \( f \in \mathcal{A}_u(B_X; Y) \) and \( s \in (0, 1] \). We say that \( f \) attains the

(a) \( s \)-norm when there exists \( x_0 \in s\mathcal{B}_X \) such that \( \|f\|_s = \|f(x_0)\| \).

(b) \( v \)-norm when there exists \( x_0 \in \mathcal{B}_X \) such that \( \|f\|_v = (1 - \|x_0\|^2)\|f(x_0)\| \).

Despite being straightforward, for the sake of completeness, let us rapidly show the following fact.

**Remark 1.2.** Let \( f \in \mathcal{A}_u(B_X; Y) \) and suppose that \( f \) attains its \( v \)-norm at some point \( x_0 \in S_X \). Then we have that

\[
0 = (1 - \|x_0\|^2)\|f(x_0)\| = \|f\|_v \geq (1 - \|x\|^2)\|f(x)\|
\]
for every $x \in B_X$. Since $f$ is bounded on $B_X$, $f \equiv 0$. In other words, if $f$ attains its $v$-norm, then it must be attained at a point of $B_X$ (not in the boundary!). On the other hand, if $f$ attains its $s$-norm, then it is attained on $sS_X$ by the vector valued Maximum Modulus Principle (see, for instance, [25, 5.G, page 40]).

Therefore, we have the following useful connection between the $v$- and $s$-norms.

**Lemma 1.3.** Let $X,Y$ be complex Banach spaces. Let $f \in A_u(B_X;Y)$. The following statements are equivalent.

1. $f$ attains its $v$-norm.
2. There is $s_0 \in (0,1)$ such that $\|f\|_v = (1-s_0^2)\|f\|_{s_0}$ and $f$ attains its $s_0$-norm.

Given $s \in (0,1]$ and $N \in \mathbb{N}$, we denote by $NA_s \mathcal{P}^N(X;Y)$ the set of all polynomials from $X$ into $Y$ of degree $N$ that attain the $s$-norm. In the case $s = 1$, we denote $NA_1 \mathcal{P}^N(X;Y)$ simply by $NA \mathcal{P}^N(X;Y)$. Analogously, we define the set $NA_v \mathcal{P}^N(X;Y)$ of all polynomials from $X$ into $Y$ that attain their $v$-norm. One might define the corresponding $NA$’s for the spaces $\mathcal{P}^N(X;Y)$ and $A_u(B_X;Y)$ in an obvious way.

1.2. **Our results.** Let us briefly summarize our results. In Section 2, we show that, if we assume that the domain space $X$ is reflexive, then *every* bounded weakly sequentially continuous function from $X$ into $\mathbb{C}$ attains its $v$-norm (see Proposition 2.1). We then proceed to prove that in the setting of $N$-homogeneous polynomials, the $v$- and $s$-norms differ up to a constant which depends on the degree $N$ of the homogeneous polynomial. In particular, we have that homogeneous polynomials attain their $v$-norm if and only if they attain their $s$-norm for some $s \in (0,1]$ if and only if they attain their $s$-norm for every $s \in (0,1]$ (see Proposition 2.4). This tells us that the most interesting case is the non-homogeneous case and so we proceed to study it.

First, we give a sharper way to compute the $v$-norm for polynomials of a fixed degree. Using this, we are able to prove that the $v$- and $s$-norms are equivalent in $\mathcal{P}^N(X;Y)$ for every pair of Banach spaces $X$ and $Y$. We then finish Section 2 giving a construction of non-homogeneous polynomials which attain their $v$-norm but do not attain their supremum norm and vice-versa (see Propositions 2.10 and 2.11, respectively).

We then finally start the study of the denseness of the set $NA_v \mathcal{P}^N(X;Y)$, and consequently of the set $NA_v A_u(B_X;Y)$, in Section 3. By using a result due to Daniel Carando and Martin Mazzitelli [12], we prove that there exists a Banach space $X$ such that the set $NA_v A_u(B_X;Y)$ is not $\|\cdot\|_{\infty}$-dense in $A_u(B_X;Y)$ whenever $Y$ is strictly convex (see Theorem 3.3). We then move to the main theorem of the paper. As one can immediately realize, in order to get a positive result about the denseness of the set $NA_v$, it seems not to be enough emulating some of the standard techniques from norm-attaining theory (see, for instance, the proof of [19, Theorem 1]). For this reason, we come up with a new geometric approach (see the first two paragraphs of Section 3) to prove that if $X$ is uniformly convex, then the Banach
space $\mathcal{P}^N(X; Y)$ satisfies a Bollobás-type theorem for every Banach space $Y$ (see Theorem 3.4) and, as an immediate consequence of it, the set $\text{NA}_v \mathcal{A}_n(B_X; Y)$ is $\| \cdot \|_\infty$-dense in $\mathcal{A}_n(B_X; Y)$ (see Corollary 3.5).

2. Relations between the weighted and supremum norms

2.1. Some basic results. First, we must state and proof a basic but general fact about the norm attainment of the weighted norm for reflexive spaces (and, in particular, for finite-dimensional spaces). In what follows, we say that a sequence $(x_n)_n \subseteq B_X$ is a maximizing sequence for $f : X \to Y$ for the norm $\| \cdot \|_s$ if $\|f(x_n)\| \to \|f\|_s$.

**Proposition 2.1.** Let $X$ be a reflexive space. Every weakly sequentially continuous function $f : X \to \mathbb{C}$ bounded on $B_X$ attains the $s$-norm for every $s \in (0, 1]$. In particular, such an $f$ attains the $v$-norm.

**Proof.** Let $f : X \to \mathbb{C}$ be a non-zero weakly sequentially continuous function and $s \in (0, 1]$ arbitrary. Then, there is $(x_n)_n \subseteq sS_X$ a maximizing sequence for the norm $\|f\|_s$. By the Smulyan lemma, since $X$ is reflexive, there exists a subsequence of $(x_n)_n$, denoted by $(x_n)_n$, and $x_0 \in sB_X$ such that $x_n \xrightarrow{w} x_0$. Then, since $f$ is weakly sequentially continuous, we have that $|f(x_n)| \to |f(x_0)|$ and so $|f(x_0)| = \|f\|_s$. Finally, if $f$ attains the $s$-norm for every $s \in (0, 1]$ then by Lemma 1.3 $f$ attains the $v$-norm. \(\square\)

In what follows $P_{wsc}^N(X; \mathbb{C})$ stands for the subspace of $P^N(X; \mathbb{C})$ consisting of weakly sequentially continuous polynomials. For homogeneous polynomials $P_{wsc}^N(X; \mathbb{C})$ is defined analogously.

As an immediate consequence of Proposition 2.1 and [23, Theorem 4.1], we have the following result.

**Corollary 2.2.** Let $X$ be a reflexive space. Suppose that $\mathcal{P}^N(X; Y) = \mathcal{P}_{wsc}^N(X; Y)$. Then,

$$\text{NA}_v \mathcal{P}^N(X; Y) = \mathcal{P}_{wsc}^N(X; Y) = \text{NA} \mathcal{P}^N(X; Y).$$

**Remark 2.3.** Corollary 2.2 does not hold true if one of the hypothesis is removed.

(a) Let us consider $X = c_0$. In this case, we have $\mathcal{P}^N(c_0; \mathbb{C}) = \mathcal{P}_{wsc}^N(c_0; \mathbb{C})$ and hence $\mathcal{P}^N(c_0; \mathbb{C}) = \mathcal{P}_{wsc}^N(c_0; \mathbb{C})$. Nevertheless, there exist homogeneous polynomials which do not attain their norm (by the James theorem). It will then follow from Proposition 2.4 below that $\text{NA}_v \mathcal{P}^N(c_0; \mathbb{C}) \neq \mathcal{P}^N(c_0; \mathbb{C}) \neq \text{NA} \mathcal{P}^N(c_0; \mathbb{C})$.

(b) Let us consider $X = \ell_p$ and $N > p$. In this case, we have $\mathcal{P}^N(\ell_p; \mathbb{C}) \neq \mathcal{P}_{wsc}^N(\ell_p; \mathbb{C})$ (see, for instance, [3]). In the next subsection (Propositions 2.10 and 2.11) we will see that $\text{NA}_v \mathcal{P}^N(\ell_p; \mathbb{C})$, $\mathcal{P}^N(\ell_p; \mathbb{C})$ and $\text{NA} \mathcal{P}^N(\ell_p; \mathbb{C})$ are all different to each other.
We now give a complete study of the relation between the $v$- and $s$-norms in the setting of $N$-homogeneous polynomials. We have the following result.

**Proposition 2.4.** Let $X, Y$ be Banach spaces. For every $N \in \mathbb{N}$, there exists $\delta_N \in (0, 1)$ with $\delta_N \to 0$ such that, for every $s \in (0, 1]$ and every $P \in \mathcal{P}(N X; Y)$,

\[ \|P\|_v = \frac{\delta_N}{s^N} \|P\|_s. \]

Moreover, the following statements are equivalent.

(a) $P$ attains the $v$-norm.

(b) $P$ attains the $s$-norm for some $s \in (0, 1]$.

(c) $P$ attains the $s$-norm for every $s \in (0, 1]$.

**Proof.** Let $N \in \mathbb{N}$. Let $P \in \mathcal{P}(N X; Y)$ be fixed. For every $s \in (0, 1]$, we have that

\[ \|P\|_v = \sup_{x \in B_X} (1 - \|x\|^2)\|P(x)\| = \sup_{x \in B_X} (1 - \|x\|^2) \left(\frac{\|x\|}{s}\right)^N \|P\left(s \frac{x}{\|x\|}\right)\| = \sup_{r \in [0,1]} (r^N - r^{N+2}) \frac{1}{s^N} \|P\|_s. \]

Now, it is not difficult to see that

\[ \delta_N := \sup_{r \in [0,1]} (r^N - r^{N+2}) = \left(\frac{N}{N + 2}\right)^{\frac{N}{2}} - \left(\frac{N}{N + 2}\right)^{\frac{N+2}{2}}, \]

where the preceding supremum is attained at $r = \sqrt{\frac{N}{N+2}}$.

Suppose now that $P \in \mathcal{P}(N X; Y)$ attains the $v$-norm. Let us prove that there is $s \in (0, 1]$ such that $P$ attains the norm $\| \cdot \|_s$. Indeed, there is $x_0 \in S_X$ and $r \in [0,1]$ such that $\|P\|_v = (1 - r^2)\|P(rx_0)\|$. Hence, we have that

\[ \|P\|_r = \sup_{x \in S_X} \|P(rx)\| = \|P(rx_0)\| \]

and so $P$ attains the $s$-norm for $s = r$. On the other hand, if $P$ attains the $s$-norm for some $s \in (0, 1]$, then $\|P\|_s = \|P(sx_0)\|$ for some $x_0 \in S_X$. Clearly, for every $r \in (0, 1]$,

\[ \|P\|_r = \left(\frac{r}{s}\right)^N \|P\|_s = \left(\frac{r}{s}\right)^N \|P(sx_0)\| = \|P(rx_0)\|. \]

This proves that $P$ attains the norm $\| \cdot \|_r$ for every $r \in (0, 1]$. Finally, if $P$ attains the norm $\| \cdot \|_r$ for every $r \in (0, 1]$ then there is $r_0 \in (0, 1)$ such that

\[ \|P\|_v = \sup_{r \in (0,1)} (1 - r^2)\|P\|_r = (1 - r_0^2)\|P\|_{r_0}. \]

Thus, taking $x_0 \in r_0 S_X$ such that $\|P\|_{r_0} = \|P(x_0)\|$ we conclude that $P$ attains the norm $\| \cdot \|_v$ since $\|P\|_v = (1 - r_0^2)\|P\|_{r_0} = (1 - \|x_0\|)\|P(x_0)\|$. \(\square\)
Proposition 2.4 above tell us in particular that everything which is done for \( N \)-homogeneous polynomials attaining the norm \( \| \cdot \|_\infty \) applies to the norm \( \| \cdot \|_v \). In other words, for every \( X, Y, \) and \( N \in \mathbb{N} \), we have that
\[
N A_v P^N(X; Y) = NA P^N(X; Y)
\]
and also
\[
NA P^N(X; Y)\|_\infty = P^N(X; Y) \iff NA P^N(X; Y)\|_v = P^N(X; Y).
\]
We send the reader to [1, 13] for examples where the denseness of the set \( NA P^N(X; Y) \) holds true for some Banach spaces \( X \) and \( Y \).

2.2. On non-homogeneous polynomials. As a consequence of Proposition 2.4 we are forced to move forward in the search of a class of holomorphic functions where there is a difference (in terms of norm-attaining) between the sup-norm \( \| \cdot \|_\infty \) and the norm \( \| \cdot \|_v \). Having this in mind, we now change our setting to the context of non-homogeneous polynomials (see Subsection 1.1 for necessary background).

As the reader will see next, the relation between the norms \( \| \cdot \|_\infty \) and \( \| \cdot \|_v \) for \( P^N(X; Y) \) goes in a totally different direction. We start with the following result, which provides a convenient way on how to compute the \( v \)-norm of a polynomial.

**Theorem 2.5.** For every \( N \in \mathbb{N} \), there exists \( s(N) \in (0, 1) \) such that for every pair \( X, Y \) of Banach spaces and every polynomial \( P \in P^N(X; Y) \), we have
\[
\| P \|_v = \sup_{s \in [0, s(N)]} (1 - s^2)\| P \|_s.
\]

In order to prove Theorem 2.5, we need the following lemma.

**Lemma 2.6.** Let \( X, Y \) be Banach spaces. Let \( N \in \mathbb{N} \) be fixed. Then, for every \( s \in (0, 1) \) and every \( P \in P^N(X; Y) \), the following holds true:
\[
\| P \|_s \geq \left( 1 - \sum_{n=1}^{N} (1 - s^n) \cdot \frac{n^n}{n!} \right) \| P \|_\infty.
\]

**Proof.** Let \( P = \sum_{n=0}^{N} P_n \in P^N(X; Y) \) be fixed where \( P_n \in P^n(X; Y) \) for each \( n = 0, 1, \ldots, N \). Let \( s \in (0, 1) \). For every \( x \in S_X \), by [16, Lemma 47, Chapter 1], we have that
\[
\| P(x) - P(sx) \| = \left\| \sum_{n=1}^{N} (1 - s^n) P_n(x) \right\| \leq \sum_{n=1}^{N} (1 - s^n)\| P_n \|_\infty \leq \| P \|_\infty \sum_{n=1}^{N} (1 - s^n) \cdot \frac{n^n}{n!}.
\]
This means that for every \( s \in (0, 1) \) and \( x \in S_X \),
\[
\| P(sx) \| \geq \| P(x) \| - \| P(x) - P(sx) \| \geq \| P(x) \| - \| P \|_\infty \cdot \sum_{n=1}^{N} (1 - s^n) \cdot \frac{n^n}{n!}.
\]
which implies that
\[ \|P\|_s \geq \|P\|_\infty - \|P\|_\infty \sum_{n=1}^{N} (1 - s^n) \cdot \frac{n^n}{n!} = \|P\|_\infty \left( 1 - \sum_{n=1}^{N} (1 - s^n) \cdot \frac{n^n}{n!} \right) \]
as desired. \qed

Now we can prove Theorem 2.5.

**Proof of Theorem 2.5.** Let us first define the auxiliary functions \( f, g : [0, 1] \to \mathbb{R} \) given by
\[ f(s) = (1 - s^2) \left( 1 - \sum_{n=1}^{N} (1 - s^n) \cdot \frac{n^n}{n!} \right) \quad \text{and} \quad g(s) = 1 - s^2 \quad (s \in [0, 1]). \]

Clearly, there is \( z \in (0, 1) \) such that
\[ f(z) = \max_{s \in [0,1]} f(s) > 0. \]

Now, since \( f(z) > 0 \) and \( g(1) = 0 \), by continuity there is \( s(N) \in (z, 1) \) such that
\[ g(s(N)) \leq f(z). \]

We will show that such an \( s(N) \) satisfies the statement of the theorem. Indeed, let us consider a pair \( X, Y \) of Banach spaces and a polynomial \( P \in \mathcal{P}^N(X; Y) \). Then, by Lemma 2.6 and inequality (2.2) we have
\[ \sup_{s \in [0,s(N)]} (1 - s^2)\|P\|_s \geq \|P\|_\infty \sup_{s \in [0,s(N)]} f(s) = \|P\|_\infty f(z) \geq \|P\|_\infty g(s(N)) \sup_{s \in [s(N),1]} (1 - s^2)\|P\|_s. \]

Therefore,
\[ \|P\|_v = \sup_{s \in [0,1]} (1 - s^2)\|P\|_s = \sup_{s \in [0,s(N)]} (1 - s^2)\|P\|_s. \]

\[ \square \]

Theorem 2.5 will be very helpful during this section. In fact, as a consequence of it we are able to prove that the norms \( \| \cdot \|_v \) and \( \| \cdot \|_s \) are equivalent in \( \mathcal{P}^N(X; Y) \) (see Theorem 2.7 below). Before that, let us introduce some notation.

**Notation:** Let \( N \in \mathbb{N} \) and \( \alpha \in [0, 1] \). Set
\[ s(\alpha, N) := \left( 1 - \alpha \cdot \frac{N!}{N^{N+1}} \right) ^\frac{1}{N}. \]

Notice that \( 0 < s(\alpha, N) < 1 \) for every \( \alpha \in (0, 1) \) and \( N \in \mathbb{N} \). Moreover, by using Stirling’s approximation \( N! \sim \sqrt{2\pi N} \left( \frac{N}{e} \right)^N \), we can see that \( s(\alpha, N) \to 1 \) as \( N \to \infty \).

Now we are in the position of proving that \( \| \cdot \|_\infty \) and \( \| \cdot \|_v \) are equivalent, even in the setting of non-homogeneous polynomials.
Theorem 2.7. Let $X, Y$ be Banach spaces and $N \in \mathbb{N}$. Then, for every $\alpha \in (0,1)$, we have

(1) $\|P\|_{s(\alpha,N)} \geq (1 - \alpha)\|P\|_\infty$ for every $P \in \mathcal{P}^N(X;Y)$.

(2) $\|P\|_v \geq [1 - s(\alpha,N)^2](1 - \alpha)\|P\|_\infty$ for every $P \in \mathcal{P}^N(X;Y)$.

In particular, (1) and (2) imply that all the norms $\|\cdot\|_{s(\alpha,N)}$, $\|\cdot\|_\infty$, and $\|\cdot\|_v$ are equivalent to each other in $\mathcal{P}^N(X;Y)$.

Proof. Let $\alpha \in (0,1)$. Let $P \in \mathcal{P}^N(X;Y)$ be fixed. By using Lemma 2.6, we have

$\|P\|_{s(\alpha,N)} \geq \left(1 - \left[1 - s(\alpha,N)^2\right] \cdot \frac{N^N}{N!} \cdot N\right) \cdot \|P\|_\infty = (1 - \alpha)\|P\|_\infty$

and we prove (1). To prove (2), we use (1) as follows:

$\|P\|_v = \sup_{s \in [0,1]} (1 - s^2) \sup_{x \in S_X} \|P(sx)\| \geq \left[1 - s(\alpha,N)^2\right] \sup_{x \in S_X} \|P(s(\alpha,N)x)\|$

$= \left[1 - s(\alpha,N)^2\right] \|P\|_{s(\alpha,N)}$

$\geq \left[1 - s(\alpha,N)^2\right] (1 - \alpha)\|P\|_\infty$. \hfill $\square$

In particular, if we are interested in tackling problems related to approximating polynomials by polynomials that attain the $v$-norm, then such an approximation can be done in any of the norms $\|\cdot\|_v$ or $\|\cdot\|_\infty$. On the other hand, Theorem 2.7 is no longer true for $\mathcal{P}(X;\mathbb{C})$. Indeed, we have the following simple example.

Remark 2.8. Let $N \in \mathbb{N}$ and fix $x^* \in S_X$. Define $f_N : X \to \mathbb{C}$ by

$f_N(x) := x^*(x)^N \quad (x \in X)$.

Then, $f_N$ is a holomorphic function (in fact, it is a homogeneous polynomial) for each $N \in \mathbb{N}$. Notice that $\|f_N\|_\infty = 1$ and

$\|f_N\|_v = \sup_{s \in [0,1]} (1 - s^2) \sup_{x \in S_X} |x^*(sx)^N| = \sup_{s \in [0,1]} (1 - s^2)s^N$.

This last supremum we have calculated already (see the proof of Proposition 2.4) and therefore

$\|f_N\|_v = \sup_{s \in [0,1]} (1 - s^2)s^N = \left(\frac{N}{N+2}\right)^{\frac{N+2}{2}} - \left(\frac{N}{N+2}\right)^{\frac{N+2}{2}} \to 0$ as $N \to \infty$.

This shows that $\|\cdot\|_\infty$ and $\|\cdot\|_v$ cannot be equivalent on $\mathcal{P}(X;\mathbb{C}) := \bigcup_{N \in \mathbb{N}} \mathcal{P}^N(X;\mathbb{C})$.

Our next aim is to construct a non-homogeneous polynomial which attains the $v$-norm but not the sup-norm $\|\cdot\|_\infty$ (see Proposition 2.10 below). To do so, we need first the following auxiliary result.
Lemma 2.9. Let $1 \leq p < \infty$. For every $r \in (0, 1)$ and for every $k \in \mathbb{N}$ with $k \geq p$, there exists a polynomial $P_r \in \mathcal{P}^{k+1}(\ell_p; \mathbb{C})$ such that

1. for every $0 \leq s \leq r$, $P_r$ attains its supremum over $sB_{\ell_p}$.
2. for every $s > r$, $P_r$ does not attain its supremum over $sB_{\ell_p}$.

Proof. Let $\{e_n : n \in \mathbb{N}\}$ be the canonical basis of $\ell_p$. Take $r \in (0, 1)$ and $k \in \mathbb{N}$ with $k \geq p$. Define $P_r \in \mathcal{P}^{k+1}(\ell_p; \mathbb{C})$ by

$$P_r(x) := \sum_{n \in \mathbb{N}} \left(1 + \frac{r^{-k}}{n}\right)x_n^k + \left(1 - \frac{r^{-k-1}}{n}\right)x_n^{k+1} \quad (x \in \ell_p).$$

Let us prove (1). Let $s \leq r$ and take $x \in S_{\ell_p}$ arbitrary. Since $\|x\|_k \leq \|x\|_p = 1$ and $s/r \leq 1$, we have that

$$|P_r(sx)| \leq \sum_{n \in \mathbb{N}} \left(s^k + \frac{(s/r)^k}{n}\right) |x_n|^k + \left(s^{k+1} - \frac{(s/r)^{k+1}}{n}\right) |x_n|^{k+1}$$

$$\leq \sum_{n \in \mathbb{N}} \left[ s^k + s^{k+1} + \frac{1}{n} \left( s^k - \frac{(s/r)^{k+1}}{n}\right) \right] |x_n|^k$$

$$\leq \left[ s^k + s^{k+1} + \left( s^k - \frac{(s/r)^{k+1}}{n}\right) \right] \|x\|_k^k$$

$$\leq s^k + s^{k+1} + \left( s^k - \frac{(s/r)^{k+1}}{n}\right).$$

This shows that

$$\sup_{x \in S_{\ell_p}} |P_r(sx)| \leq s^k + s^{k+1} + \left( s^k - \frac{(s/r)^{k+1}}{n}\right).$$

On the other hand,

$$P_r(se_1) = s^k + s^{k+1} + \left( s^k - \frac{(s/r)^{k+1}}{n}\right).$$

This proves (1). Finally, let us move on to (2). Assume that $s > r$. On the one hand, notice that

$$P_r(se_n) = s^k + s^{k+1} + \left( s^k - \frac{(s/r)^{k+1}}{n}\right) \rightarrow s^k + s^{k+1} \quad \text{as } n \rightarrow \infty.$$ 

This shows that $\sup_{x \in S_{\ell_p}} P_r(sx) \geq s^k + s^{k+1}$. On the other hand, we will prove that this is in fact the supremum and that it is never attained. Indeed, let $x \in S_{\ell_p}$ be arbitrary. Since $\|x\|_k^k \leq \|x\|_p^k = 1$ and $s/r > 1$, we have that

$$|P_r(sx)| \leq \sum_{n \in \mathbb{N}} \left[ s^k + s^{k+1} + \frac{1}{n} \left( s^k - \frac{(s/r)^{k+1}}{n}\right) \right] |x_n|^k < (s^k + s^{k+1})\|x\|_k^k \leq s^k + s^{k+1}.$$ 

This proves (2) and we are done. \qed

Now we are ready to provide the desired example. In order to do this, we invoke Theorem 2.5 and Lemma 2.9.
Proposition 2.10. Let $1 \leq p < \infty$ and $k \in \mathbb{N}$ with $k \geq p$. Then, there exists a non-homogeneous polynomial $P \in \mathcal{P}^{k+1}(\ell_p; \mathbb{C})$ such that $P \in \text{NA}_v \mathcal{P}^{k+1}(\ell_p; \mathbb{C})$ but $P \notin \text{NA} \mathcal{P}^{k+1}(\ell_p; \mathbb{C})$.

Proof. Let $1 \leq p < \infty$ and take $k \in \mathbb{N}$ with $k \geq p$. Let $s(k+1)$ be the quantity given by Theorem 2.5. For $s(k+1) \leq r < 1$, we consider the positive non-homogeneous polynomial $P_r \in \mathcal{P}^{k+1}(\ell_p; \mathbb{C})$ as in Lemma 2.9. By Theorem 2.5, we have that

$$\|P_r\|_v = \sup_{s \in [0,s(k+1)]} (1-s^2)\|P_r\|_s.$$ 

By compactness, there exists $s_0 \in [0, s(k+1)]$ such that

$$\|P_r\|_v = (1-s_0^2)\|P_r\|_{s_0}.$$ 

Now, since $s_0 \leq s(k+1) \leq r$, by item (1) of Lemma 2.9, there exists $x_0 \in s_0 S_{\ell_p}$ such that

$$\|P_r\|_{s_0} = |P_r(x_0)|$$

Therefore,

$$\|P_r\|_v = (1-s_0^2)\|P_r\|_{s_0} = (1-\|x_0\|^2)|P_r(x_0)|.$$ 

This shows that $P_r \in \text{NA}_v \mathcal{P}^{k+1}(\ell_p; \mathbb{C})$. On the other hand, taking $s = 1$ in item (2) of Lemma 2.9, we see that $P_r \notin \text{NA} \mathcal{P}^{k+1}(\ell_p; \mathbb{C})$. \hfill $\Box$

Using a similar but simpler argument we can construct a non-homogeneous polynomial $Q \in \mathcal{P}^{k+1}(\ell_p; \mathbb{C})$ which belongs to $\text{NA} \mathcal{P}^{k+1}(\ell_p; \mathbb{C})$ but not to $\text{NA}_v \mathcal{P}^{k+1}(\ell_p; \mathbb{C})$ whenever $k \geq p$. Indeed, we have the following result.

Proposition 2.11. Let $1 \leq p < \infty$. For every $k \in \mathbb{N}$ with $k \geq p$, there exists $Q \in \mathcal{P}^{k+1}(\ell_p; \mathbb{C})$ such that

1. $Q \notin \text{NA} \mathcal{P}^{k+1}(\ell_p; \mathbb{C})$

2. For every $0 < s < 1$, $Q$ does not attain the $s$-norm. In particular, $Q \notin \text{NA}_v \mathcal{P}^{k+1}(\ell_p; \mathbb{C})$.

Proof. Let $\{e_n : n \in \mathbb{N}\}$ be the canonical basis of $\ell_p$. Take $k \in \mathbb{N}$ to be such that $k \geq p$. Define $Q \in \mathcal{P}^{k+1}(\ell_p; \mathbb{C})$ by

$$Q(x) := \sum_{n \in \mathbb{N}} \left( 1 - \frac{1}{n} \right) x_n^k + \left( 1 + \frac{1}{n} \right) x_n^{k+1} \quad (x \in \ell_p).$$

Clearly $Q(0) = 0$. For every $x \in S_{\ell_p}$, since $\|x\|_k^k \leq \|x\|_p^k = 1$, we have that

$$|Q(x)| \leq \sum_{n \in \mathbb{N}} \left( 1 - \frac{1}{n} \right) |x_n|^k + \left( 1 + \frac{1}{n} \right) |x_n|^{k+1} \leq 2\|x\|_k^k \leq 2$$

and since $Q(e_n) = 2$ for every $n \in \mathbb{N}$, we have that (1) holds true. Now, let $s \in (0, 1)$. Since $s^{k+1} - s^{k} < 0$, we have that

$$|Q(e_n)| = \left( 1 - \frac{1}{n} \right) s^k + \left( 1 + \frac{1}{n} \right) s^{k+1} = s^k + s^{k+1} + \frac{s^{k+1} - s^{k}}{n} \to s^k + s^{k+1}$$
as $n \to \infty$. This shows that $\sup_{x \in S_{\ell_p}} |Q(sx)| \geq s^k + s^{k+1}$. Now, let $x \in S_{\ell_p}$ be arbitrary. Since $\|x\|_k \leq \|x\|_p = 1$ and $s^{k+1} - s^k < 0$, we have

$$
|Q(sx)| \leq \sum_{n \in \mathbb{N}} \left[ \left( 1 - \frac{1}{n} \right) s^k + \left( 1 + \frac{1}{n} \right) s^{k+1} \right] |x_n|^k
$$

$$
\leq s^k + s^{k+1} + \left( \frac{s^{k+1} - s^k}{n} \right)
$$

$$
< s^k + s^{k+1}
$$

which proves that $\sup_{x \in S_{\ell_p}} |Q(sx)| \leq s^k + s^{k+1}$ and it is never attained. This proves (2). Therefore, for every $x \in B_{\ell_p}$ with $x \neq 0$ we have that

$$(1 - \|x\|^2)|Q(x)| \overset{(2)}{\leq} (1 - \|x\|^2)\|Q\|_{\|\cdot\|} \leq \|Q\|_v$$

and now we are done. 

\[ \square \]

3. Denseness of the set $NA_v \mathcal{A}_u(B_X; Y)$

Our goal in this section is to find classes of Banach spaces $X$ such that the set $NA_v \mathcal{P}^N(X; \mathbb{C})$ is dense in $\mathcal{P}^N(X; \mathbb{C})$. As a consequence, we will be studying also when the set $NA_v \mathcal{A}_u(B_X; \mathbb{C})$ is $\|\cdot\|_{\infty}$ norm dense in $\mathcal{A}_u(B_X; \mathbb{C})$.

We will show that this density does not hold in general (see Theorem 3.3) but it does when $X$ is taken to be uniformly convex. In fact, for every Banach space $Y$ and every $N \in \mathbb{N}$, we show that

$$
\overline{NA_v \mathcal{P}^N(X; Y)} = \mathcal{P}^N(X; Y)
$$

whenever $X$ is uniformly convex (see Theorem 3.4), where the closure is taken either with the $v$-norm or supremum norm thanks to Theorem 2.7. The issue here is that weighted norms can be attained at any point of the open unit ball (including the origin!) while with the supremum norm it is just a matter of finding a point in the unit sphere. There are several ways to face this difficulty. The first one that we try is to approximate a polynomial $P$ by a polynomial $Q$ attaining its supremum over all unit spheres of $X$ (see Corollary 3.12 for such a solution in the setting of $C(K)$ with $K$ scattered). Whether this can be obtained in a more general setting is still unknown to us. The second possible approach is to find $s \in (0, 1)$ such that

$$
\|P\|_v = (1 - s^2)\|P\|_s
$$

and try to approximate $P$ by some polynomial $Q$ attaining its $s$-norm. In fact, by [1, Theorem 3.1], this is possible when $X$ satisfies the Radon Nikodym property. The outcome from this approach is that it may occur that

$$
\|Q\|_v > (1 - s^2)\|Q\|_s.
$$

Therefore, we decide to use a completely new approach, using the differences between the weighted and supremum norm in our favor.
The way we approximate \( P \) is by the limit of a sequence of polynomials such that we control the geometric place where these polynomials almost attain the \( v \)-norm. The mentioned sequence is constructed inductively using the following method (see Lemma 3.10): given a polynomial \( R \), we first find a point \( x \) where \( R \) almost attain its weighted norm and then approximate \( R \) by the polynomial \( S \) whose values over the spheres of \( X \) are the values of \( R \) over ellipsoids aligned with the element \( x \) (see Figure 1). This idea will become clear in the development of the whole proof as the reader can see in Subsection 3.2.

3.1. A counterexample. We start by showing that there are Banach spaces \( X \) and \( Y \) such that the set \( \mathcal{N}_v \mathcal{A}_u(B_X; Y) \) is not \( \| \cdot \|_\infty \) norm dense in \( \mathcal{A}_u(X; Y) \). In fact, the space taken to be the domain space is the predual of a Lorentz sequence space.

An admissible sequence will mean a decreasing sequence \((w_n)_{n \in \mathbb{N}} \subseteq \mathbb{R}^+\) such that \( w_1 = 1 \) and \( \lim w_n = 0 \). The Lorentz sequence space \( d(w,1) \) associated to an admissible sequence \( w = (w_n)_{n \in \mathbb{N}} \) will be the space of all bounded sequences \( x = (x_n)_{n \in \mathbb{N}} \subseteq \mathbb{C} \) such that

\[
\|x\|_{w,1} = \sum_{n \in \mathbb{N}} x^*_n w_n < \infty,
\]

where \((x^*_n)_{n \in \mathbb{N}} \subseteq \mathbb{R}\) is the decreasing rearrangement of \((|x_n|)_{n \in \mathbb{N}}\). The space \( d(w,1) \) is a reflexive Banach space when endowed with the norm \( \| \cdot \|_{w,1} \). We will denote the predual of \( d(w,1) \) as \( d_*(w,1) \).

We will need the following known result due to D. Carando and M. Mazzitelli. We will rephrase it here for convenience.
Theorem 3.1. [12, Proposition 4.10] Let $N \geq 2$ and $w \in \ell_N$ be an admissible sequence. Let $X = d_*(w, 1)$ and $Y$ be a strictly convex Banach space. There exists an $N$-homogeneous polynomial $Q \in \mathcal{P}(N^X; Y)$ such that whenever $f \in \mathcal{A}_u(B_X; Y)$ attains its $s$-norm $\| \cdot \|_s$ for some $0 < s \leq 1$, we have

$$\|Q - f\|_\infty \geq (1 - s)^N.$$ 

At this point, it is worth mentioning it seems to be unknown whether a Bishop-Phelps theorem (see [8] or, for instance, [14, Theorem 7.41]) holds for $\mathcal{A}_u(B_X; C)$ with the sup-norm. In other words, we do not know whether the set $\mathcal{N}A_{\mathcal{A}}u(B_X; C)$ is $\| \cdot \|_\infty$ dense in $\mathcal{A}_u(B_X; C)$ for every Banach space $X$. Nevertheless, the following result follows as a combination of Theorem 3.1 and Theorem 2.7.(1).

Corollary 3.2. Let $N \geq 2$ and $w \in \ell_N$ be an admissible sequence. Then,

$$\mathcal{N}A_{\mathcal{P}}N^{d_*(w, 1); C} \| \cdot \|_\infty \neq \mathcal{P}^N(d_*(w, 1); C).$$

Now we are ready to present our counterexample.

Theorem 3.3. Let $N \geq 2$ and $w \in \ell_N$ be an admissible sequence. Let $X = d_*(w, 1)$ and $Y$ be a strictly convex Banach space. There exists an $N$-homogeneous polynomial $Q \in \mathcal{P}(N^X; Y)$ such that

$$Q \notin \mathcal{N}A_{\mathcal{A}}u(B_X; Y)^{\| \cdot \|_\infty}.$$ 

In particular, the set $\mathcal{N}A_{\mathcal{A}}u(B_X; Y)$ is not $\| \cdot \|_\infty$-dense in $\mathcal{A}_u(B_X; Y)$.

Proof. Indeed, let $Q$ be the one given in [12, Proposition 4.10]. By contradiction, let us suppose that $Q \in \mathcal{N}A_{\mathcal{A}}u(X; Y)^{\| \cdot \|_\infty}$. Then, there exists $(f_n)_{n \in \mathbb{N}} \subseteq \mathcal{N}A_{\mathcal{A}}u(X; Y)$ such that $\|f_n - Q\|_\infty \to 0$ as $n \to \infty$. We have that

$$\|Q\|_\nu = \sup_{s \in [0,1]} (1 - s^2)s^N \cdot \|Q\|_\infty = \|Q\|_\infty \cdot \sup_{s \in [0,1]} (1 - s^2)s^N.$$

Claim: For every $\varepsilon > 0$, there exists $\rho(\varepsilon) > 0$ such that

$$\|Q\|_\nu - \rho(\varepsilon) > \sup_{s \in [0,1] \setminus [\sqrt{\frac{N}{N+2}} - \varepsilon, \sqrt{\frac{N}{N+2}} + \varepsilon]} (1 - s^2)\|Q\|_s.$$ 

Proof of the Claim. Recall from the proof of Proposition 2.4 that $\sup_{s \in [0,1]} (1 - s^2)s^N$ is attained only at $\sqrt{\frac{N}{N+2}}$. Having this in mind, it is clear that, for every $\varepsilon > 0$, there exists $\tilde{\rho}(\varepsilon) > 0$ such that

$$\sup_{s \in [0,1]} (1 - s^2)s^N - \tilde{\rho}(\varepsilon) > \sup_{s \in [0,1] \setminus [\sqrt{\frac{N}{N+2}} - \varepsilon, \sqrt{\frac{N}{N+2}} + \varepsilon]} (1 - s^2)s^N.$$
Set \( \rho(\varepsilon) := \tilde{\rho}(\varepsilon)\|Q\|_{\infty} > 0 \). Then, taking into account that \( Q \) is a \( N \)-homogeneous polynomial,

\[
\|Q\|_{v} - \rho(\varepsilon) = \sup_{s \in [0,1]} (1 - s^2)s^N \|Q\|_{\infty} - \rho(\varepsilon)\|Q\|_{\infty}
\]

\[
= \|Q\|_{\infty} \cdot \left[ \sup_{s \in [0,1]} (1 - s^2)s^N - \rho(\varepsilon) \right] \n\]

\[
\stackrel{(3.2)}{>} \|Q\|_{\infty} \cdot \sup_{s \in [0,1] \setminus \left[ \sqrt{N/N+2 - \varepsilon}, \sqrt{N/N+2 + \varepsilon} \right]} (1 - s^2)s^N
\]

\[
= \sup_{s \in [0,1] \setminus \left[ \sqrt{N/N+2 - \varepsilon}, \sqrt{N/N+2 + \varepsilon} \right]} (1 - s^2)\|Q\|_{s}.
\] (3.2)

Let us take \( \varepsilon > 0 \) to be such that

\[
\sqrt{\frac{N}{N+2}} + \varepsilon < 1
\] (3.3)

There exists \( n(\varepsilon) \in \mathbb{N} \) such that

\[
\|f_n - Q\|_{\infty} < \frac{\rho(\varepsilon)}{2}
\]

for every \( n \geq n(\varepsilon) \). We observe that \( \|f_n - Q\|_{v} < \frac{\rho(\varepsilon)}{2} \) and \( \|f_n - Q\|_{s} < \frac{\rho(\varepsilon)}{2} \) for every \( 0 < s \leq 1 \) for every \( n \geq n(\varepsilon) \). So,

\[
\|f_n\|_{v} - \rho(\varepsilon) < \frac{\rho(\varepsilon)}{2} \quad \text{and} \quad \|f_n\|_{s} < \|Q\|_{s} + \frac{\rho(\varepsilon)}{2}
\] (3.4)

for every \( n \geq n(\varepsilon) \) and \( 0 < s \leq 1 \). Hence, if \( n \geq n(\varepsilon) \) then,

\[
\|f_n\|_{v} > \|Q\|_{v} - \frac{\rho(\varepsilon)}{2} \quad \text{and} \quad \|f_n\|_{s} < \|Q\|_{s} + \frac{\rho(\varepsilon)}{2}
\] (3.4)

\[
\sup_{s \in [0,1] \setminus \left[ \sqrt{N/N+2 - \varepsilon}, \sqrt{N/N+2 + \varepsilon} \right]} (1 - s^2)\|Q\|_{s} + \frac{\rho(\varepsilon)}{2}
\]

\[
\sup_{s \in [0,1] \setminus \left[ \sqrt{N/N+2 - \varepsilon}, \sqrt{N/N+2 + \varepsilon} \right]} (1 - s^2)\|Q\|_{s} + \frac{\rho(\varepsilon)}{2}
\] (3.4)

\[
\sup_{s \in [0,1] \setminus \left[ \sqrt{N/N+2 - \varepsilon}, \sqrt{N/N+2 + \varepsilon} \right]} (1 - s^2)\|f_n\|_{s}.
\] (3.4)

Since \( f_n \in NA_v A_u(B_X; Y) \), by Lemma 1.3 there exists \( s_n \in (0,1) \) such that \( \|f_n\|_{v} = (1 - s_n^2)\|f_n\|_{s_n} \) and \( f_n \) attains its norm \( \|\cdot\|_{s_n} \). This implies, having in mind the previous estimation for \( \|f_n\|_{v} \), that

\[
s_n \in \left[ \sqrt{\frac{N}{N+2}} - \varepsilon, \sqrt{\frac{N}{N+2}} + \varepsilon \right].
\]
for every $n \geq n(\varepsilon)$. In particular, for every $n \geq n(\varepsilon)$, we have that $s_n \leq \sqrt{\frac{N}{N+2}} + \varepsilon$.
Since $f_n$ attains its $s_n$-norm for $n \geq n(\varepsilon)$, by Theorem 3.1, we have that

\[ \|f_n - Q\|_{\infty} \geq (1 - s_n)^N > \left( 1 - \sqrt{\frac{N}{N+2}} - \varepsilon \right)^N > 0, \]

which yields a contradiction. \qed

3.2. The main theorem. We provide now the main result of the paper. We show that a Bollobás-type theorem (see [9] for the classical Bollobás theorem) holds for the weighted norm in the context of uniformly convex Banach spaces. More precisely, we have the following result.

**Theorem 3.4.** Let $X$ be a uniformly convex Banach space, $Y$ an arbitrary Banach space, and $N \in \mathbb{N}$. Then, for every $\varepsilon > 0$, there is $\eta(\varepsilon) > 0$ such that whenever $P \in \mathcal{P}^N(X;Y)$ with $\|P\|_v = 1$ and $x \in B_X$ satisfy

\[ (1 - \|x\|^2)\|P(x)\| \geq \|P\|_v - \eta(\varepsilon), \]

there are $Q \in \mathcal{P}^N(X;Y)$ and $y \in B_X$ such that

\[ \|Q\|_v = (1 - \|y\|^2)\|Q(y)\|, \quad d(y, \text{span}_C(x)) \leq \varepsilon, \quad \text{and} \quad \|P - Q\|_{\infty} \leq \varepsilon. \]

As an immediate consequence of Theorem 3.4, we have the following.

**Corollary 3.5.** Let $X$ be a uniformly convex Banach space and $Y$ an arbitrary Banach space. Then, every element in $\mathcal{A}_u(B_X;Y)$ can be approximated with the $\|\cdot\|_{\infty}$ norm by elements in $\mathcal{A}_u(B_X;Y)$ which attain their $v$-norm. In other words, the following equality holds true

\[ \mathcal{N} \mathcal{A}_v \mathcal{A}_u(B_X;Y)^{\|\cdot\|_{\infty}} = \mathcal{A}_u(B_X;Y). \]

Our aim from now on is to give the proof of Theorem 3.4. In order to do so, we split the proof into several results, which might have their own interest.

Taking into account (2.3), let us set, for every $N \in \mathbb{N}$, the quantity

\[ M_N := 8(1 - s(1/2, N)^2)^{-1} \sum_{n=1}^{N} \frac{2^{2n-1}n^n}{n!}. \]

We start with a simple consequence of Theorem 2.7.

**Proposition 3.6.** Let $X, Y$ be Banach spaces and $N \in \mathbb{N}$. For every $P \in \mathcal{P}^N(X;Y)$ we have

\[ \|P\|_{\text{Lip}(B_X)} \leq \|P\|_v M_N/4. \]
Proof. Let \( P = \sum_{n=0}^{N} P_n \) where \( P_n \in \mathcal{P}(^nX;Y) \). By Proposition 4 and Lemma 47 of [16, Chapter 1], we have that
\[
\|P\|_{\text{Lip}(B_X)} \leq \sum_{n=1}^{N} 2^{2n-1}\|P_n\|_{\infty} \leq \|P\|_{\infty} \sum_{n=1}^{N} \frac{2^{2n-1}n^n}{n!}.
\]
Now, from Theorem 2.7 with \( \alpha = 1/2 \) we conclude that
\[
\|P\|_{\text{Lip}(B_X)} \leq \|P\|_{v} \cdot \left(2(1 - s(1/2, N)^2)^{-1} \sum_{n=1}^{N} \frac{2^{2n-1}n^n}{n!}\right)
\]
as desired. \( \square \)

Lemma 3.7. Let \( X \) be a Banach space, \( \varepsilon > 0 \), and \( (\rho_n)_{n \in \mathbb{N}} \subset \mathbb{R}^+ \) be an absolutely summable sequence. If for every \( n \in \mathbb{N} \) we have that
\[(3.6) \quad d(x_{n+1}, \text{span}_C(x_n)) \leq \rho_n, \]
then there is \( x \in \overline{B_X} \) and a subsequence \( (x_{\sigma(n)})_{n \in \mathbb{N}} \) such that \( \|x_{\sigma(n)} - x\| \to 0. \)

Proof. If there is a subsequence of \( (x_n) \) converging to 0 we are done. Otherwise, we may assume that there is \( r > 0 \) such that \( \|x_n\| \geq r \) for every \( n \in \mathbb{N} \). If we denote \( Y_n = \text{span}_C(x_n) \), we claim that
\[(3.7) \quad \sup_{x \in S_{Y_n}} d(x, S_{Y_{n+1}}) \leq \frac{2\rho_n}{r} \quad \forall n \in \mathbb{N}. \]
Indeed, from (3.6) we know that there is \( k \in Y_n \) such that
\[
\left\| \frac{x_{n+1}}{\|x_{n+1}\|} - k \right\| \leq \frac{\rho_n}{\|x_{n+1}\|} \leq \frac{\rho_n}{r}.
\]
Hence, \( |1 - \|k\|| \leq \rho_n/r \) and so
\[
d(S_{Y_{n+1}}, S_{Y_n}) \leq \left\| \frac{x_{n+1}}{\|x_{n+1}\|} - k \right\| \leq \left\| \frac{x_{n+1}}{\|x_{n+1}\|} - k \right\| + \left\| k - \frac{x_{n+1}}{\|x_{n+1}\|} \right\|
\leq \frac{\rho_n}{r} + |1 - \|k\||
\leq \frac{2\rho_n}{r}.
\]
Therefore, there is \( \tilde{k}_{n+1} \in S_{Y_{n+1}} \) and \( \tilde{k}_n \in S_{Y_n} \) such that \( \|\tilde{k}_n - \tilde{k}_{n+1}\| \leq \frac{2\rho_n}{r} \). Let us take an arbitrary \( x \in S_{Y_n} \). Then, there is \( \lambda \in \mathbb{T} \) such that \( x = \lambda \tilde{k}_n \). Hence, we finish the proof of (3.7) since
\[
d(x, S_{Y_{n+1}}) \leq \|x - \lambda \tilde{k}_{n+1}\| = |\lambda|\|\tilde{k}_n - \tilde{k}_{n+1}\| \leq \frac{2\rho_n}{r}.
\]
Now that (3.7) has been proven, let us tackle the proof of the lemma. We take here \( k_1 = \frac{x_1}{\|x_1\|} \) and inductively choose \( k_{n+1} \) for every \( n \in \mathbb{N} \) as the element of \( S_{Y_{n+1}} \).
satisfying that \( \|k_{n+1} - k_n\| \leq \frac{2\rho_n}{r} \). Clearly, for every \( n, m \in \mathbb{N} \), we have that
\[
\|k_{n+m} - k_n\| \leq \frac{2}{r} \sum_{i \geq n} \rho_i.
\]
Hence, the sequence \((k_n)_{n \in \mathbb{N}}\) is a Cauchy sequence defined on the sphere of the complete space \( X \). Therefore, there is \( k \in S_X \) such that \( \|k_n - k\| \to 0 \). Finally, for every \( n \in \mathbb{N} \) there must be \( \lambda_n \in D \) such that \( x_n = \lambda_n k_n \). Since \( D \) is compact there is \( \lambda \in D \) and \( \sigma : \mathbb{N} \to \mathbb{N} \) strictly increasing such that \( |\lambda_{\sigma(n)} - \lambda| \to 0 \). Thus, we are done taking \( x = \lambda k \) because
\[
\|x_{\sigma(n)} - x\| = \|\lambda_{\sigma(n)} k_{\sigma(n)} - \lambda k\| \leq |\lambda_{\sigma(n)} - \lambda| + \|k_{\sigma(n)} - k\| \to 0.
\]

Let us recall that the \textit{modulus of convexity} of a Banach space \((X, \| \cdot \|)\) is the function \( \delta : [0, 2] \to [0, 1] \) given by
\[
\delta(t) := \inf \left\{ 1 - \frac{\|x + y\|}{2} : x, y \in B_X, \|x - y\| \geq t \right\}.
\]

We will also need the following straightforward result.

**Fact 3.8.** Let \( X \) be a Banach space. Then for every \( x \in X \) there is a norm one projection \( P_x \) from \( X \) onto \( \text{span}_C(x) \).

For readability, we fix some notation we will be using for the rest of the proof.

**Notation:** Given some \( x \in X \) and \( \rho \in [0, 1] \), we will denote
\[
[x]_\rho := \{y \in X : d(y, \text{span}_C(x)) \leq \rho\} \quad \text{and} \quad \mu(\rho) := \frac{\rho^2 \delta(2\rho^2)^2}{16}.
\]

We will also need to consider the linear operator \( T_{\rho,x} : X \to X \) given by
\[
T_{\rho,x}(y) = (1 - \rho)y + \rho P_x(y) \quad (y \in X).
\]

Let us notice that whenever \( X \) is a uniformly convex Banach space, the function \( \mu \) defined above satisfies the following easy-to-check properties:

- \( \mu \) is strictly increasing.
- \( \mu(\rho) = 0 \) if and only if \( \rho = 0 \).
- \( \mu(\rho) < \rho \) for every \( \rho \in (0, 1] \).

Now we move one step further in the proof of our main result.

**Lemma 3.9.** Let \( X \) be a uniformly convex Banach space, \( Y \) an arbitrary Banach space, and \( N \in \mathbb{N} \). Given \( x \in B_X \), \( 0 < \rho < 1 \), and \( P \in \mathcal{P}^N(X, Y) \), the next properties are satisfied:

1. \( \|P - P \circ T_{\rho,x}\|_\infty \leq \rho \|P\|vM_N/2 \).
2. \( \|T_{\rho,x}(y)\| \leq \|y\| - \|y\|\delta(2\rho\|y - P_x(y)\|) \) for every \( y \in B_X \).
Proof. Let us prove (1). Given \( y \in B_X \), by using Proposition 3.6, we have that
\[
\| P(y) - P \circ T_{\rho,x}(y) \| = \| P(y) - P((1 - \rho)y + \rho P_x(y)) \| \\
\leq \| P \|_{\text{Lip}(B_X)} \rho \| y - P_x(y) \| \\
\leq \rho \| P \|_{\text{vM}} M_X / 2
\]
Now, let us tackle the proof of (2). It is clear that \( \| 2\rho P_x(y) + (1 - 2\rho)y \| \leq \| y \| \). If we denote \( w = 2\rho P_x(y) + (1 - 2\rho)y \) and \( z = T_{\rho,x}(y) \) then we have that \( z = \frac{y + w}{2} \). Hence, we deduce ((2)) since
\[
\begin{align*}
\frac{\| z \|}{\| y \|} &= \frac{\| y/\| y \| + w/\| y \| \|}{2} \\
&\leq 1 - \delta \left( \frac{\| y - w \|}{\| y \|} \right) \\
&\leq 1 - \delta (\| y - w \|) \\
&= 1 - \delta (2\rho \| y - P_x(y) \|).
\end{align*}
\]

The next result contains most of the information of the method used to prove Theorem 3.4. We invite the reader to check Figure 2 for a conceptual picture with the different elements of the next Lemma 3.10.

**Lemma 3.10.** Let \( X \) be a uniformly convex Banach space, \( Y \) an arbitrary Banach space, \( N \in \mathbb{N} \), and \( 0 < \rho < 1 / 16M_X \). If \( R \in \mathcal{P}^N(X;Y) \) with \( 1/2 \leq \| R \|_{\text{v}} \leq 2 \) and \( x \in B_X \) are such that
\[
(1 - \| x \|^2) \| R(x) \| \geq \| R \|_{\text{v}} - \mu(\rho),
\]
then, for every $S \in \mathcal{P}^N(X;Y)$ satisfying $\|S - R \circ T_{\rho,x}\|_\infty \leq \mu(\rho)$, we have that
$$\sup_{y \in B_X \setminus [x]_\rho} (1 - \|y\|)^2 \|S(y)\| < \|S\|_v - \mu(\rho).$$

As the reader may have realized, Lemma 3.10 bounds the region where $P \circ T_{\rho,x}$ almost attains the $v$-norm.

**Proof of Lemma 3.10.** Let us argue by contradiction assuming that there is $y \in B_X \setminus [x]_\rho$ such that
$$\begin{equation}
(1 - \|y\|^2) \|S(y)\| \geq \|S\|_v - \mu(\rho). \tag{3.10}
\end{equation}$$
Since $y \notin [x]_\rho$ we have that $\|y - P_x(y)\| > \rho$ and $\|y\| > \rho$. Thus, from property (2) of Lemma 3.9 we deduce that
$$\begin{equation}
\|y\| \geq \|T_{\rho,x}(y)\| + \rho \delta(2\rho^2). \tag{3.11}
\end{equation}$$
Now, from the fact that $T_{\rho,x}(x) = x$ and $\|S - R \circ T_{\rho,x}\| \leq \mu(\rho)$ it follows that
$$\|S\|_v \geq (1 - \|x\|^2)\|S(x)\| \geq (1 - \|x\|^2)(\|R \circ T_{\rho,x}(x)\| - \mu(\rho)) > \|R\|_v - 2\mu(\rho).$$
Equivalently, we have that $\|R\|_v - 4\mu(\rho) < \|S\|_v - 2\mu(\rho)$. Hence, using our initial assumption (3.10) we get that
$$\|R\|_v - 4\mu(\rho) < (1 - \|y\|^2)\|S(y)\| - \mu(\rho) \leq (1 - \|y\|^2)\|R \circ T_{\rho,x}(y)\|.$$ 
Now, from (3.11) we obtain that
$$\|R\|_v - 4\mu(\rho) < (1 - \|T_{\rho,x}(y)\|^2 - \rho^2 \delta(2\rho^2)) R(T_{\rho,x}(y)) \leq \|R\|_v - \rho^2 \delta(2\rho^2) \|R(T_{\rho,x}(y))\|.$$ 
Equivalently,
$$\begin{equation}
\frac{\rho^2 \delta(2\rho^2) \|R(T_{\rho,x}(y))\|}{4} < \mu(\rho). \tag{3.12}
\end{equation}$$
Using Property (1) of Lemma 3.9 we also obtain
$$\begin{equation}
\|R - S\|_v \leq \|R - S\|_\infty \leq \|R - R \circ T_{\rho,x}\|_\infty + \|R \circ T_{\rho,x} - S\|_\infty \leq \rho M_N + \mu(\rho). \tag{3.13}
\end{equation}$$
It is straightforward to check that if $\rho < \frac{1}{16M_N}$ then $1/2 - 3\mu(\rho) - \rho M_N \geq 1/4$. Hence, using (3.10) and (3.13) we have that
$$\|R(T_{\rho,x}(y))\| \geq \|S(y)\| - \mu(\rho) \geq \frac{\|S\|_v - \mu(\rho)}{1 - \|y\|^2} - \mu(\rho) > \|S\|_v - 2\mu(\rho)$$
$$\geq \|R\|_v - 3\mu(\rho) - \rho M_N \geq 1/2 - 3\mu(\rho) - \rho M_N \geq 1/4.$$ 
Therefore, by this last inequality and (3.12) we get that
$$\frac{\rho^2 \delta(2\rho^2)}{16} < \mu(\rho),$$
which is a contradiction. \qed

We are finally ready to provide the proof of Theorem 3.4. We invite the reader to check the notations (3.5), (3.8), and (3.9) which were all defined throughout this section.
Proof of Theorem 3.4. Let $X$ be a uniformly convex Banach space. Take an arbitrary Banach space $Y$ and fix $N \in \mathbb{N}$. We may assume without loss of generality that $\varepsilon < 1/16$ and take $\eta(\varepsilon) := \mu\left(\frac{\varepsilon}{2^N+1}\right)$. Let us define $(\rho_n)_{n \in \mathbb{N}} \subseteq \mathbb{R}^+$ as follows. We set $\rho_1 := \frac{\varepsilon}{2^N+1}$ and, for every $n \geq 2$, we take the element $\rho_n := \frac{\mu(\rho_1)}{2^n M_N} \in \mathbb{R}^+$. Therefore, the following holds,

$$
M_N \sum_{n \geq 1} \rho_n \leq \varepsilon \quad \text{and} \quad M_N \sum_{n \geq 2} \rho_n \leq \mu(\rho_1).
$$

We start now with the construction of $Q$. Let us define inductively a sequence of polynomials $(P_n)_{n \in \mathbb{N}}$ and a sequence of points $(x_n)_{n \in \mathbb{N}}$. We consider $P_1 := P \in \mathcal{P}(N X; Y)$ and $x_1 := x \in B_X$ so that by hypothesis we have

$$(1 - \|x_1\|^2)\|P_1(x_1)\| > \|P_1\|_v - \mu(\rho_1).$$

Now, if $P_n$ and $x_n$ have been defined, we take $P_{n+1} := P_n \circ T_{\rho_n,x_n}$ and $x_{n+1} \in B_X$ to be such that

$$(1 - \|x_{n+1}\|^2)\|P_{n+1}(x_{n+1})\| > \|P_{n+1}\|_v - \mu(\rho_{n+1}).$$

Since $M_N \sum_{n = 1}^\infty \rho_n \leq \varepsilon$, we get that

$$
\|P_n - P\|_\infty \leq \sum_{i = 1}^{n-1} \|P_i - P_{i+1}\|_\infty \leq \sum_{i = 1}^{n-1} M_N \rho_i = M_N \sum_{n = 1}^\infty \rho_n \leq \varepsilon.
$$

Therefore, since $\varepsilon < 1/16$ we have that

$$
\|P_n\|_v \leq \|P\|_v + \|P_n - P\|_v \leq \|P\|_v + \|P_n - P\|_\infty < 1 + 1/16 < 2,
$$

$$
\|P_n\|_v \geq \|P\|_v - \|P_n - P\|_v \geq \|P\|_v - \|P_n - P\|_\infty > 1 - 1/16 > 1/2.
$$

Since $\sum_{n = 1}^\infty \rho_n < \infty$, it is straightforward to see that $(P_n)_{n \in \mathbb{N}}$ is a Cauchy sequence. In fact, if $m, n \in \mathbb{N}$, then by property (1) of Lemma 3.9 and (3.16), we have that

$$
\|P_n - P_{n+m}\|_\infty \leq \sum_{i = n}^{n+m-1} \|P_i - P_{i+1}\|_\infty
$$

$$
= \sum_{i = n}^{n+m-1} \|P_i - P_i \circ T_{\rho_i,x_i}\|_\infty
$$

$$
\leq \sum_{i \geq n} \rho_i M_N.
$$

Therefore, by completeness, there is $Q \in \mathcal{P}^N(X; \mathbb{C})$ such that $\|Q - P_n\|_\infty \to 0$.

Now, from (3.15), it follows that $\|Q - P\|_\infty = \lim_n \|P_n - P\|_\infty \leq \varepsilon$. It only remains to prove that there is $y \in B_X \cap [x]_\varepsilon$ such that $(1 - \|y\|^2)|Q(y)| = \|Q\|_v$. For that purpose, we are going to prove that a subsequence of $(x_n)_{n \in \mathbb{N}}$ converges (in norm) to some $y \in B_X$. Indeed, let us fix $n \in \mathbb{N}$ and check that the conditions of Lemma 3.10 are satisfied with $R = P_n$, $S = P_{n+1}$, $x = x_n$, and $\rho = \rho_n$. 

Clearly, $0 < \rho_n < \frac{1}{16M_N}$. By (3.16), we also know that $1/2 < \| P_n \|_v < 2$. It is also immediate that $\| P_{n+1} - P_n \circ T_{\rho_n, x_n} \|_\infty = 0 < \mu(\rho_n)$. Finally, from the definition of the sequence $(x_n)_{n \in \mathbb{N}}$ we check the last condition of Lemma 3.10, namely,

$$(1 - \|x_n\|^2)\| P_n(x_n) \| > \| P_n \|_v - \mu(\rho_n).$$

Therefore, by Lemma 3.10, we have that

$$(3.17) \quad \sup_{y \in B_X \setminus [x_n]_{\rho_n}} (1 - \|y\|^2)\| P_{n+1}(y) \| < \| P_{n+1} \|_v - \mu(\rho_n).$$

Since $\mu$ is increasing, we get that

$$(1 - \|x_{n+1}\|^2)\| P_{n+1}(x_{n+1}) \| > \| P_{n+1} \|_v - \mu(\rho_{n+1}) > \| P_{n+1} \|_v - \mu(\rho_n).$$

Hence, by (3.17) $x_{n+1} \in B_X \cap [x_n]_{\rho_n}$, that is,

$$d(x_{n+1}, \text{span}_C(x_n)) \leq \rho_n.$$

Thus, by Lemma 3.7, there is a subsequence $(x_{\sigma(n)})_{n \in \mathbb{N}}$ and a point $y \in \overline{B_X}$ such that $\| x_{\sigma(n)} - y \| \to 0$. Notice that $Q$ attains its weighted norm in $y$ since

$$(1 - \|y\|^2)|Q(y)| = \lim_{n \to \infty} (1 - \|x_{\sigma(n)}\|^2)\| P_{\sigma(n)}(x_{\sigma(n)}) \| \\
\geq \lim_{n \to \infty} \| P_{\sigma(n)} \|_v - \mu(\rho_{\sigma(n)}) \\
= \|Q\|_v.$$

It only remains to show that $y \in [x]_\varepsilon$. Indeed, using the same argument as in (3.15), and taking into account (3.14) we deduce that

$$\| Q - P \circ T_{\rho_1, x_1} \|_\infty \leq \mu(\rho_1).$$

Therefore, by using Lemma 3.10 with $R = P$, $S = Q$, $x = x_1$ and $\rho = \rho_1$ we get that

$$\sup_{z \in B_X \setminus [x_1]_{\rho_1}} (1 - \|z\|^2)\| Q(z) \| < \|Q\|_v - \mu(\rho_1).$$

Thus, since $Q$ attains the norm $\|Q\|_v$ in $y$, we finally conclude that $y \in [x_1]_{\rho_1} \subseteq [x]_\varepsilon$ and we are done with the proof. \qed

3.3. More examples. We conclude the paper by providing examples of density of certain holomorphic functions which attain their $s$-norms. For a Banach space $X$, we denote as $A_{wu}(B_X)$ the subspace of $A_u(B_X; \mathbb{C})$ consisting of holomorphic functions which are uniformly weakly continuous in the closed unit ball.

The following result arises as a direct consequence of the proof of [1, Theorem 3.3].

**Theorem 3.11.** Let $X$ be a Banach space satisfying the following property: for every finite-dimensional space $F$, $\varepsilon > 0$, and bounded linear operator $T : X \to F$, there is a norm one projection $P : X \to X$ with finite-dimensional range such that $\| T - TP \| \leq \varepsilon$. Then, the subset of holomorphic functions in $A_{wu}(B_X)$ attaining their norm $\| \cdot \|_s$ for every $s \in (0, 1]$ is $\| \cdot \|_\infty$ dense in $A_{wu}(B_X)$.

The next corollary also follows from [1, Corollary 3.4].
Corollary 3.12. Let $X$ be a Banach space satisfying at least one of the following conditions:

- It has a shrinking monotone finite-dimensional decomposition.
- $X = C(K)$ for a compact Hausdorff topological space $K$.
- $X = L^p(\mu)$ where $\mu$ is a finite measure and $p \in [0, \infty]$.

Then, the subset of holomorphic functions in $\mathcal{A}_{wu}(B_X)$ attaining the norm $\| \cdot \|_s$ for every $s \in (0, 1]$ is $\| \cdot \|_\infty$ dense in $\mathcal{A}_{wu}(B_X)$. In particular, if $K$ is a scattered compact topological space, then the subset of holomorphic functions in $\mathcal{A}_u(B_{C(K)}; \mathbb{C})$ attaining the norm $\| \cdot \|_s$ for every $s \in (0, 1]$ is $\| \cdot \|_\infty$ dense in the $\mathcal{A}_u(B_{C(K)}; \mathbb{C})$.
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