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Abstract

In recent years, the focus on developing natural language processing (NLP) tools for Arabic has shifted from Modern Standard Arabic to various Arabic dialects. Various corpora of various sizes and representing different genres, have been created for a number of Arabic dialects. As far as Gulf Arabic is concerned, Gumar Corpus [Khalifa et al., 2016] is the largest corpus, to date, that includes data representing the dialectal Arabic of the six Gulf Cooperation Council countries (Bahrain, Kuwait, Saudi Arabia, Qatar, United Arab Emirates, and Oman), particularly in the genre of “online forum novels”. In this paper, we present the Bahrain Corpus. Our objective is to create a specialized corpus of the Bahraini Arabic dialect, which includes written texts as well as transcripts of audio files, belonging to a different genre (folktales, comedy shows, plays, cooking shows, etc.). The corpus comprises 620K words, carefully curated. We provide automatic morphological annotations of the full corpus using state-of-the-art morphosyntactic disambiguation for Gulf Arabic. We validate the quality of the annotations on a 7.6K word sample. We plan to make the annotated sample as well as the full corpus publicly available to support researchers interested in Arabic NLP.
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1. Introduction

There is an abundance of corpora of various sizes, types, and representing various genres, that cater primarily to Modern Standard Arabic (MSA). Dialectal Arabic (DA), on the other hand, has only recently received attention in the field of corpus linguistics, in particular, and the field of natural language processing (NLP), in general.

According to Habash (2021), there are numerous challenges that face NLP researchers of DA. Most noteworthy is the large number of forms of Arabic words, resulting from the rich morphology of Arabic language [Holes, 2004]. Lexical items in Arabic can be marked for different inflectional features such as number, person, gender, aspect, mood, case, voice, etc. All of that in addition to pronouns and particles (e.g. prepositions, conjunctions, the definite article, etc.) that can attach to the lexical item. Dialects of Arabic do not all share the same exact set of inflectional affixes or clitics (neither with each other, nor with MSA). Due to the significant differences that exist between MSA and DA, MSA processing tools that have been previously developed have proved to be quite insufficient in the attempt of processing DA data (e.g. Khalifa et al., 2016). Additionally, lack of a standard orthography for DA results in inconsistent spelling of lexical items in DA (Habash, 2021). For instance, speakers of Bahraini Arabic would provide the following different spellings for the phrase مسويت لك mswytlk, or even مسويت لك Amswytp lk. These orthographic inconsistencies have always posed a great challenge for corpus developers interested in Arabic dialects. One of the measures taken by NLP researchers of DA is to propose a Conventional Orthography for Dialectal Arabic, or CODA (Habash et al., 2012) as a means of providing researchers in the field with a common convention for writing in DA.

These given challenges have not entirely dissuaded Arabic NLP researchers from creating various DA corpora of different sizes (see §2). As far as Gulf Arabic (GLF) is concerned, there are few corpora available to date that represent some GLF dialect. One of the largest GLF corpora is the Gumar Corpus [Khalifa et al., 2016], which is a large-scale corpus containing texts from various dialects used in the Arabian Gulf (Bahraini, Emirati, Kuwaiti, Omani, Qatari, and Saudi). The Gumar Corpus exclusively consists of anonymously published online forum novels, that are highly conversational in style, which limits the genre of texts available at the corpus to written novels only. It is without a doubt that a huge corpus, like the Gumar Corpus, offers innumerable benefits for quantitative and computational linguistic research. However, the lack of balance with respect to the different genres and the different registers of dialectal Arabic is still an issue that needs to be addressed. In the Bahrain Corpus, we aimed to create a more balanced corpus, depicting Bahraini Arabic as present in both spoken and written mediums. More importantly, this independent corpus of Bahraini Arabic aspires to represent not only the linguistic diversity found in Bahrain (see §3), but also the cultural diversity that distinguishes this country. The

1Arabic transliteration is in the Buckwalter transliteration scheme (Buckwalter, 2002).
texts that comprise this corpus (whether originally written, or transcripts of TV shows) vary from a retelling of folktales, songs, recipes of traditional Bahraini dishes, TV series reenacting stories from older times and older ways of speaking, interviews with prominent Bahraini personalities, as well as texts that include social commentary. At the time of this publication, the corpus comprises 620K words, carefully curated. In sum, this project is an attempt at documenting the Bahraini dialect, thought, and culture.

We enrich the Bahrain Corpus text with automatic morphological annotations using state-of-the-art morphosyntactic disambiguation for Gulf Arabic (Inoue et al., 2022). We validate the quality of the annotations on a 7.6K word sample. We make the full corpus as well as the annotated sample publicly available to support researchers interested in Arabic NLP\footnote{http://www.bahraincorpus.com}. The rest of the paper is organized as follows. In §2 we present related work, followed by a description of Bahraini Arabic in §3. We describe the details of our corpus creation in §4. In §5 we discuss the annotation process and evaluation. We conclude and discuss future directions in §6.

2. Related Work

There have been many efforts on the development of Standard Arabic text corpora, whether raw or annotated, across different genres, and different variants (Modern and Classical) (Maamouri and Cieri, 2002; Maamouri et al., 2004; Smirz and Hajic, 2006; Habash and Roth, 2009; Belinkov et al., 2016; Taji et al., 2017; Altamammi et al., 2019; Al-Ghandi et al., 2021; Habash and Palfreyman, 2022; Habash et al., 2022 among others).

Dialectal Arabic, however, did not receive as much attention until recently with the increased use of social media. Even though there is an abundance of dialectal text, text corpora are relatively scarce when compared to MSA. There are several (some large-scale) dialectal corpora but their annotation are usually minimal. For example, Gumar (Khalifa et al., 2016) is a large-scale corpus of Gulf Arabic that contains raw text from six different Gulf dialects with a minority of other dialects. Gumar is manually annotated for dialectal information on the document level. Shami (Abu Kwaik et al., 2018) is a corpus of Levantine Arabic dialects. NADI (Abdul-Mageed et al., 2020) covers more dialects, but it is only automatically annotated for dialectal information. Such corpora usually target multiple dialects at a time while providing minimal dialectal information.

In contrast, there are corpora that focus on parallelism across the dialects (Bouamor et al., 2014; Mefiouh et al., 2015; Bouamor et al., 2018). MADAR (Bouamor et al., 2018) for instance was carefully curated to covers 25 major Arab cities’ dialects but it is small in size when compared to Gumar. For an extensive listing and comparison of these and similar corpora, see Baimukan et al. (2022).

Finally, there is a number of manually annotated corpora that target specific dialects in terms of morphosyntactic tagging. Early efforts included the Levantine Arabic Treebank (specifically Jordanian) (Maamouri et al., 2006), the Egyptian Arabic Treebank (Maamouri et al., 2014), and Curras, the Palestinian Arabic annotated corpus (Jarrar et al., 2014). More recently, Al-Shargi et al. (2016), Alshargi et al. (2019), and Darwish et al. (2018) provided morphologically annotated corpora for a number of dialects with varying levels of annotation. Gulf Arabic in particular has very few curated and annotated corpora. Khalifa et al. (2018) presented a morphologically annotated corpus of Emirati Arabic. The corpus contains about 200,000 words from eight novels extracted from the Gumar corpus. Furthermore, Al-Twairesh et al. (2018) presented SUAR, a Saudi Arabic corpus that has been partially annotated for morphology.

To the best of our knowledge, the Bahrain Corpus is the first of its kind to target Bahraini Arabic in particular. The corpus is carefully curated to cover multiple genres. Additionally, a portion of the corpus is manually annotated for morphological features.

3. Bahraini Arabic

The Kingdom of Bahrain is a small archipelago consisting of 33 islands, with an area size of around 780 square kilometers. It is situated on the northeastern coast of Saudi Arabia, and is connected to this part of Saudi Arabia by the 25-kilometer King Fahad Causeway. The population of Bahrain is estimated at 1.5 million, and it comprises 45% of Bahraini citizens (from various ethnic backgrounds), and 55% of non-Bahraini residents.

This diversity of the population in Bahrain, both local and non-local, is clearly reflected in its rich historical and cultural heritage. Naturally, the Bahraini Arabic speech community also reflects this diversity, which is apparent in the existence of two main linguistic varieties in Bahrain. The first unmarked variety of Bahraini Arabic shares features with other Gulf Arabic dialects spoken in some eastern parts of Saudi Arabia, as well as Kuwait and Qatar; while the second variety (Bahraini Arabic) is also spoken in Al-Hasa, and Al-Qatif in Saudi Arabia, as well as some parts of Oman. Various studies have previously addressed either or both varieties (Al-Tajir, 1982; Holes, 1983; Holes, 1987; Holes, 2001; Holes, 2003; Holes, 2006; Proc’hazka, 1981 among others). And many have noted the differences between them with respect to their phonology, morphology, as well as lexical characteristics (Holes, 2006 among others).

It is worth noting that due to the multiple ethnicities that comprise the Bahraini speech community, there do exist sub-varieties (or accents) even within each main variety. For instance, a speaker of the first variety of
Bahraini Arabic, can usually identify individuals who come from the city of Muharraq, as opposed to speakers who come from the capital city Manama. On the other hand, speakers of Bahri Arabic can identify individuals from Sitra, as opposed to, also, Bahri speakers living in Manama.

Phonological features are the primary distinguishing factors of Bahraini Arabic from the rest of Gulf Arabic dialects. One example is the use of the emphatic, open back vowel /a/ as a variant of the open front vowel /a/, which is more generally used in other dialects of the Gulf, particularly in Saudi Arabia and Kuwait. An example would be saying /hr'bam/ instead of /hr'ban/ for the word تمٌان بَن ‘tired’. This vowel appears to be strongly marked, and is a way of identifying a Bahraini speaker of Arabic by other GCC citizens. Admittedly, in certain speech communities, especially in the island of Muharraq, /a/ can show up as the open-mid back rounded vowel /i/ (e.g. /təθou/).

In this paper, we use the term ‘Bahraini Arabic’ to refer to all Arabic varieties used in Bahrain, and to refer to all the spoken and written data that was collected for this corpus (see §4). Sub-dialect annotations and phonological representations are outside of the scope of the presented work in this paper.

4. Corpus Description

In this section we discuss the corpus creation and text collection efforts as well as the automatic morphological annotations we used.

4.1. Corpus Creation

As mentioned earlier, our aim is to create a corpus that is somewhat balanced. No specific variety of Bahraini Arabic was exclusively targeted in the process of data collection, since the main concern was to get whatever written texts and transcripts of spoken data that were available to us. Transcriptions of spoken data accounts for 66.0% of the entire corpus, while the remaining consists of originally written data. In Table 1 we show the overall statistics of our corpus. Words are based on white space tokenization. The number of sentences represents the number of lines.

| The Bahrain Corpus |
|---------------------|
| #Word               | 620,301 |
| #Unique Word        | 59,846  |
| #Sentence           | 46,030  |
| #Document           | 112     |

Table 1: Statistics on the Bahrain Corpus.

Spoken The Spoken portion of the corpus comprises mainly of transcriptions of YouTube videos. These videos correspond to numerous local TV shows, such as comedy shows, drama, interviews, talk shows, cooking shows, plays, etc., some of which are scripted while the others are unscripted. Table 2 shows the different genres of these videos with representative examples. The process of transcribing spoken data (into written texts) started in the year 2016. These transcriptions were produced by Bahraini college students either on a volunteer basis, or as part of the requirements for a linguistics course. In addition, the students were made aware of the importance of building a dialectal corpus of Bahraini Arabic as a means of documenting the language, and providing indispensable resources for language researchers, among other objectives.

Transcribers were instructed to simply convert what they hear on the videos to plain text, without providing any further annotations, including false starts, hesitations, and fillers. They were also introduced to CODA (Habash et al., 2012; Habash et al., 2018) and encouraged to follow them while transcribing the videos. Transcribers were most importantly instructed to only use the Arabic script letters used in MSA, and avoid using Arabic script letters used for other languages such as /h/ or /g/, as per the CODA guidelines.

Written Table 2 shows the different sources from which the written corpus data was collected. 92.6% of the text was obtained from the portions of Gumar corpus tagged as Bahraini Arabic (Khalifa et al., 2016). As such, genre-wise, they are online forum novels. Also, 4.7% of the written data comes from a folk tale collection, narrated in Bahraini Arabic, and collected by the Bahraini author, Dr. Anisa Fakhro (Fakhro, 2019). The remaining part of the written data comprises short texts that span different genres (proverbs, parables, stories, jokes, cooking recipes, advice, etc.), which we collected from over 180 Bahraini individuals.

4.2. Automatic Morphological Annotation

To automatically annotate our corpus, we use the BERT-based morphosyntactic tagger used in Inoue et al. (2022). Their system for GLF is trained on the annotated portion of the Gumar corpus (Khalifa et al., 2018), where they fine-tune the CAMeL-BERT-Mix pre-trained language model (Inoue et al., 2021) for the morphosyntactic tagging task. Following their recommendation, we use the GLF unfactored model without the morphological analyzer to obtain morphological feature predictions. For lemmas, we use the model with the analyzer.

We present below all of the annotations that we produce automatically. In the next section, we discuss validating the results using a representative sample from the corpus.

Orthography The current system from Inoue et al. (2022) assumes the input to be in CODA. This is clearly a limitation whose effect we evaluate in §5.4 by comparing the performance on raw input.

Morphology The current system from Inoue et al. (2022) provides the following features automatically:

http://coda.camel-lab.com
### Spoken (66.0% of the words in the corpus)

| Genre       | #Word (%) | Example Document                                      |
|-------------|-----------|-------------------------------------------------------|
| drama       | 128,439 (31.4%) | مسلسل البيت المهد، حلقة 12 The Big House TV show, episode 12 |
| interview   | 103,889 (25.4%) | برنامج وطني، مقابلة مع الممثل محمد ياسين Watani TV show, interview with the actor Mohammed Yasin |
| comedy      | 62,995 (15.4%) | مسلسل سوالف طفshake، الحلقة الثال Asia Tafash Stories TV show, season 2 episode 13 |
| play        | 60,150 (14.7%) | مسرحية البيت خاص جداً Very Special House play        |
| monologue   | 29,095 (7.1%)  | برنامج فيناش قهوة مع سمان السعد، حلقة الاشتغال Cup of Coffee TV show with Sanaa Alsaa, Rumors episode |
| cooking     | 16,271 (4.0%)  | برنامج الطبخ، حلقة بريناتي الدجاج The Kitchen TV show, chicken biryani episode |
| reality     | 5,811 (1.4%)   | برنامج حياة حوات، الحلقة الأولى Sisters’ lives Reality TV show, episode 1 |
| cartoon     | 2,862 (0.7%)   | برنامج بيجيل، مومي 2015 حلقة 22 Bu Jee’a TV show, season 2015 episode 22 |

**Total** 409,512

### Written (34.0% of the words in the corpus)

| Genre       | #Word (%) | Example Document                                      |
|-------------|-----------|-------------------------------------------------------|
| forum novels| 195,132 (92.6%) | قصة مرiem عيون سلمان Maryam in the Eyes of Salman novel |
| folktales   | 9,897 (4.7%)  | حزاوي أم الموم - د. أنيسة غورو Bahraini Folktales - Dr Anisa Fakhroo |
| mix         | 5,760 (2.7%)  | قصص وحكم ونكتات ووصفات شعبية stories, parables, jokes, traditional recipes |

**Total** 210,789

| Genre               | #Word (%) | Example Document                                      |
|---------------------|-----------|-------------------------------------------------------|
| forum novels        | 195,132 (92.6%) | قصة مرiem عيون سلمان Maryam in the Eyes of Salman novel |
| folktales           | 9,897 (4.7%)  | حزاوي أم الموم - د. أنيسة غورو Bahraini Folktales - Dr Anisa Fakhroo |
| mix                 | 5,760 (2.7%)  | قصص وحكم ونكتات ووصفات شعبية stories, parables, jokes, traditional recipes |

**Total** 210,789

#### Table 2: The genre distribution of the Bahrain Corpus.

- **Lemma**: The lemma is an abstraction over the various inflectional forms of a particular lexical item with a specific derivation. Inoue et al. (2022)’s system follows the common conventions used for Arabic, such as using the 3rd person singular perfective for verbs, and the singular masculine or feminine (if no masculine form exists) for nouns and adjectives.

- **Core POS**: The part-of-speech tagset consists of the following 35 tags[^4]: abbrev, adv, adj, adj_comp, adj_num, adv, adv_interrog, adv_rel, conj, conj_sub, digit, interj, latin, noun, noun_num, noun_prop, noun_quant, part, part_det, part_focus, part_fut, part_interrog, part_neg, part_restrict, part_voc, prep, pron, pron_dem, pron_exclam, pron_interrog, pron_rel, punc, verb, verb_nom, and verb_pseudo.

- **PAGN (Person, Aspect, Gender, Number)**: Inflectional features consist of person (per:{1, 2, 3}), aspect (asp:{imperfective, perfective, command}), gender (gen:{feminine, masculine}), and number (num:{singular, dual, plural}).

- **Clitics**: All proclitics and enclitics are specified using their form and also their own clitic POS. There are in total 38 proclitics (prc3, prc2, prc1, prc0) and 34 enclitics (enc0). Examples of proclitics include l_prep (the ل preposition ‘for/to’) and w_conj (the و conjunction ‘and’). Examples of enclitics include direct object pronouns and possessive pronouns, e.g. 2fs_dobj for the 2nd feminine singular direct objective pronoun clitic.

[^4]: For more details on the POS guidelines, see [http://guidelines.camel-lab.com](http://guidelines.camel-lab.com)

[^5]: The number following the clitic feature indicates its relative distance from the base word.
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5. Evaluation of Morphological Annotation

In this section, we present a small study where we manually annotate a portion of the corpus. This annotation allows us to investigate the performance of the state-of-the-art morphological disambiguation systems on Bahraini Arabic and whether there is a need to develop corpora and tools that are specific to Bahraini Arabic.

5.1. Data Selection

We extracted a representative sample of 7,609 words from six texts: transcripts of two monologues, a comedy show, and a drama show (spoken); as well as extracts from the published Bahraini folktales (Fakhroo, 2019), and the body of mixed texts collected by the authors (written). We did not include forum novels in the sample because the tool from Inoue et al. (2022) was trained on data from the same genre (Khalifa et al., 2018), and we were concerned with its performance on the texts from the other genres, which were curated specifically as part of this corpus. As part of preparing the sample texts for morphological annotation, we split paragraphs into complete sentences, or independent standalone phrases and utterances.

Statistics on the annotated sample are in Table 4.

5.2. Annotation Guidelines

Orthography For orthographic annotation, we followed the CODA Star guidelines (Habash et al., 2018).

Table 3: Example of manual annotation. Columns represent features to be annotated and rows represent words.

| Word | CODA | Lemma | POS | prc3 | prc2 | prc1 | prc0 | per | asp | gen | num | ence0 | English |
|------|------|-------|-----|------|------|------|------|-----|-----|-----|-----|-------|---------|
| yA  | yA  | part_voc | 0 | 0 | 0 | 0 | na | na | na | na | 0 | 0 | O! |
| wmy | wmy | noun | 0 | 0 | 0 | 0 | na | na | na | na | 0 | 0 | 7
| yA  | yA  | mrt | 0 | 0 | 0 | 0 | na | na | na | na | 0 | 0 | 7
| ywElj | ywElj | verb | 0 | 0 | 0 | 0 | 3 | t | t | s | 2sf_dobj | she makes you hungry |
| wAyd | wAjd | noun | 0 | 0 | 0 | 0 | na | na | m | s | 0 | 0 | wife of |
| >bwj | Abwy | noun | 0 | 0 | 0 | 0 | na | na | m | s | 2sf_pos | your father |
| >Akl | >Akl | noun | 0 | 0 | 0 | 0 | na | na | na | na | 0 | 0 | 7
| sh  | sh  | mrt | 0 | 0 | 0 | 0 | 1 | na | u | s | 0 | 1 | 7
| bgnry | bgnry | verb | 0 | 0 | 0 | 0 | 1 | i | u | s | 2sf_dobj | will make you rich |
| wAEtyj | wAEtyj | noun | 0 | 0 | 0 | 0 | na | na | m | s | 0 | 0 | food |
| >kl | >kl | noun | 0 | 0 | 0 | 0 | na | na | na | na | 0 | 0 | 7
| wAyd | wAjd | wAjd | adj | 0 | 0 | 0 | 0 | na | na | m | s | 0 | 0 | a lot |

This task includes spelling changes as well as word splits and merges. We report on the degree of spelling change due to CODA and evaluate morphological annotation accuracy with raw input and CODA input in §5.4. See Table [5] for an example sentence with raw and CODA annotations.

Morphology For morphological annotation, we followed the annotation guidelines used in the Gumar Annotated Corpus (Khalifa et al., 2018), and the LDC’s Egyptian Arabic guidelines (Maamouri et al., 2012) which Khalifa et al. (2018) also referred to. However, we chose to represent the annotations in terms of feature-value pairs as used in a number of Arabic NLP systems (Pasha et al., 2014; Obeid et al., 2020) including the system by Inoue et al. (2022), which we used for automatic annotation. See Table 3 for an example sentence with full morphological annotation.

5.3. Annotation Process

The automatic annotation was subsequently and jointly evaluated by the two Bahraini authors of the paper (1st and 3rd authors). All automatically-generated annotations were inspected and corrected, if needed. In addition, a CODA compliant spelling was supplied for lexical items with alternative spellings.

5.4. Evaluation

We evaluate a number of automatic morphosyntactic taggers (Inoue et al., 2022) on the manually annotated portion of our corpus.

Experimental Settings We report on using the state-of-the-art BERT-based morphosyntactic taggers (Inoue et al., 2022) for GLF, as well as other variants of Arabic, i.e., MSA, Egyptian (EGY), and Levantine (LEV). We use the best setup for each variant: For GLF, we use the unfactored model without a morphological analyzer to obtain morphological feature predictions, and the model with an analyzer for lemma predictions. For MSA and EGY, we use the factored model with a morphological analyzer. For LEV, we use the factored
model without an analyzer for morphological features, and the one with an analyzer for lemmas. For preprocessing, we remove diacritics and Tatweel/Kashida using CAMel Tools [Obeid et al., 2020].

**Evaluation Metric**  We report the accuracy in terms of the following metrics:

- **Lemma**: The accuracy of the dediacritized lemma choice.
- **POS**: The accuracy of the core POS.
- **PAGN**: The accuracy of the core inflectional features: person (per), aspect (asp), gender (gen), and number (num).
- **Clitics**: The accuracy of all proclitics (prc3, prc2, prc1, prc0) and enclitics (enc0).

We also evaluate using two versions of the text: raw and CODA to measure the effect of orthographic changes. In the raw evaluation, we consider predictions for the raw words involved in merge or split in CODA as incorrect, since our morphological annotation is done on the CODA space.

**Results**  Table 5 shows the morphological annotation results for the different models on the manually annotated corpus in both raw and CODA.

Observation: We observe that the improvement in performance due to CODAfiication is 3.2% in lemma, 1.6% in POS, 1.9% in PAGN, and 1.8% in Clitics.

When we look at the performance difference of the GLF unfactored model on the Gumar corpus [Khalifa et al., 2018] and our dataset, the same model achieves 97.8% accuracy in POS tagging on the Gumar corpus [Inoue et al., 2022], while it achieves 92.2% on our dataset (with CODA input). While these results allow a more robust evaluation on the performance of automatic taggers for GLF Arabic, they also suggest that our dataset is more challenging than the Gumar corpus dataset. This provides further motivation for NLP researchers to fine-tune the current models with more dialect-specific uses from other variants of GLF Arabic.

### Conclusion and Future Work

We presented a carefully curated 620K word corpus of Bahraini Arabic that includes written texts, as well as transcripts of spoken data, belonging to a different genre (folktales, comedy shows, plays, cooking shows, etc.). We provided automatic morphological annotations of the full corpus using state-of-the-art morphosyntactic disambiguation for Gulf Arabic, and validated the quality of these annotations. We make the annotated sample as well as the full corpus publicly available to support researchers interested in Arabic NLP.

In the future, we plan to continue to expand the corpus with more materials, more metadata, and richer annotations. We will continue to update its automatic annotations as better systems for Gulf morphosyntactic disambiguation become available. We also plan to study the distributional vocabulary differences among texts from different genres in the corpus. We will explore the use of the Bahrain Corpus to assist natural language processing tasks such as speech recognition and dialect identification.
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