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Abstract—Accurately grading open-ended assignments in large or massive open online courses (MOOCs) is non-trivial. Peer review is a promising solution but can be unreliable due to few reviewers and an unevaluated review form. To date, no work has 1) leveraged sentiment analysis in the peer-review process to inform or validate grades or 2) utilized aspect extraction to craft a review form from what students actually communicated. Our work utilizes, rather than discards, student data from review form comments to deliver better information to the instructor. In this work, we detail the process by which we create our domain-dependent lexicon and aspect-informed review form as well as our entire sentiment analysis algorithm which provides a fine-grained sentiment score from text alone. We end by analyzing validity and discussing conclusions from our corpus of over 6800 peer reviews from nine courses to understand the viability of sentiment in the classroom for increasing the information from and reliability of grading open-ended assignments in large courses.
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I. INTRODUCTION

Scalable grading of complex assignments (e.g., websites, essays, designs, open-ended questions) is notoriously hard in large, online academic environments [1]–[4]. Peer review is an often-cited solution, but can be unreliable due to a low number of reviewers and an unevaluated review form. Our work addresses both issues in a novel way by leveraging sentiment analysis in the peer-review process. By organizing our courses to include peer teaching and crowdsourced peer review (as in [5]), we obtain a crowd of reviewers large enough (30–40 on average, although we have found 20 to be sufficiently stable) to confidently assess a student’s work and as a side effect stimulate learning in reviewing students [6]–[8].

Rather than apply natural language processing techniques to a work itself (e.g., an automated essay scorer like [9]), we apply the techniques to the meaningful content generated by a peer-reviewing crowd (Fig. 1). Our lexicon-based approach allows us to 1) collect sentiment to derive a fine-grained grade of peer-review text, 2) verify that grade with various metrics, and 3) suggest aspects important to the reviewers: candidates for addition to the review form. In this way, we can fulfill a “need for data collection tools that support teaching and learning” in engineering courses [10]. Our data-driven process addresses this need by providing the instructor with a better understanding of peer review and by increasing confidence in assigning a grade for complex assignments in large and massive open online courses (MOOCs).

The main contribution of this work is the description of a novel process: the development of a domain-specific lexicon and sentiment scorer to equip an instructor to build a review form through aspect extraction and to grade peer-review comments through sentiment analysis. It is not a one-size-fits-all review form or lexicon, but should be tailored to a specific course context. The lexicon-based approach was chosen primarily to improve the information with which numeric results can be justified.

II. RELATED WORK

Because sentiment analysis is widely used to predict ratings from text in a large variety of domains, we attempt to briefly cover representative examples from social media, creative works (e.g., movies), and products. In an ideal world, we could simply take the best trained classifier from one of these categories and use it to determine student grades. However, there are a number of complications to this approach detailed below. When highlighting others’ approaches, we report on either accuracy, precision, recall, or F1 score according to the evaluation prioritized in the author’s own work.

A. Transfer Learning

Transfer learning in the field of machine learning is the process of applying an algorithm in a different domain than that in which it was trained. From an ethical standpoint, basing student grades on a classifier from a different domain could result in unpredictable and unfair results. From a practical standpoint, sentiment analysis is “highly sensitive to the domain from which the training data is extracted” [11, p. 31]. Others have found wide disagreement in results when applying the same publicly available sentiment analysis tools to different domains (e.g., accuracy of 80.4%, 62.5%, and 71.5% on movie reviews, tweets, and Amazon reviews, respectively) [12].

Still, various approaches to domain adaptation have been attempted. Most require labeled data from at least the source domain (e.g., [13] and [14] which link based on related features and related words, respectively). Others address this task when there is limited labeled data and note performance improvements over ignoring unlabeled data, but still do not address a situation such as ours with no labeled data [15]. Another alternative is a nearly unsupervised approach based on a two-phase clustering method, but a domain-dependent lexicon is still needed or else accuracy will “suffer a serious performance loss once the domain boundary is crossed” [16, p. 269]. A hybrid lexicon with weighted values from a local and
Fig. 1. Assessment process highlighting when natural language processing techniques are utilized.

general-purpose lexicon was utilized by [17], but performance improvements were found on only two out of three social media datasets (with a much lower F1 score on the third). In fact, over half of the combinations they tried decreased the F1 score, even though all lexicons were in the social media domain. Finally, there has been observed a “clear benefit to creating hand-ranked, fine-grained, multiple-part-of-speech dictionaries for lexicon-based sentiment analysis” [18, p. 282].

In their paper testing 24 algorithms on 18 datasets (including Twitter, Yelp, YouTube, Amazon, Digg, BBC, TED, and Myspace) to determine benchmarks in sentiment analysis, [19, p. 23, 27] note that “sentiment analysis methods cannot be used as ‘off-the-shelf’ methods, especially for novel datasets” and found that “methods are often better in the datasets [in which] they were originally evaluated” even for popular algorithms like SentiStrength [20], [21] and SO-CAL [18]. Others have found significant improvement with a crowd-labeled, domain-specific negative word lexicon compared to two other general-purpose lexicons classifying negativity in German media reports and party statements [22]. They, like us, strongly advocate a process and note that even “some commercial providers advise against using their sentiment lexicon out-of-the-box without customizing it to the domain” [22]. Specifically, when narrowed down to sentiment analysis algorithms in the software engineering domain (Stack Overflow, Jira, etc.), [23] claim that publicly available sentiment analysis tools are inadequate and disagree with one another, but that domain-specific tools enhance accuracy. Others even go so far as to label the current state-of-the-art sentiment analysis tools deficient on the software engineering domain [24]. Taken together, this research shows the necessity of a domain-dependent lexicon and algorithm for accuracy in educational sentiment analysis.

B. Sentiment Analysis in Education

Influential and widely cited works summarizing sentiment analysis tools and techniques have often lacked any reference to its applications in academia [11], [25], [26]. However, in the past three to four years papers have begun to emerge leveraging sentiment analysis in academia, although to date it has not been applied to generate a grade based on review comment text or to provide any additional information to the instructor. Similarly, we find no research leveraging aspect extraction to semiautomate review form creation in a data-driven way. The closest conceptual work to developing a review form from student input or data is a small-scale study in which 25 nursing students created a “a learner-driven feedback form” to reduce “the possibility of negative peer review experience” [27, p. 47]. In any case, it is important to improve both the quantity and quality of the information gathered from assessment data to allow instructors to pursue data-driven decision-making in the classroom.

Sentiment analysis has recently been used in the classroom to determine:

- student attrition over time in three MOOCs (captured from course forums and scored by a product reviews lexicon [28]) or predicted attrition in a single MOOC (captured from a course forum and scored by SentiWordNet 3.0 as one feature of a neural network [29]);
- the mood of students toward a teacher (captured via Twitter and scored by Naïve Bayes [30]) or as an “emotional thermometer for teaching” in virtual classrooms (captured in forum posts and scored by an ensemble [31]);
- negative students or course issues (captured in online course forums and scored by the Microsoft Text Analytics API [32] or captured from social media and scored by a mixed graph of terms [33]);
- teacher strengths and weaknesses identified by students (a proposed system with sentiment captured via questionnaire and scored by Naïve Bayes [34], or a proposed multilingual system with sentiment captured from Coursera peer reviews and scored by a lexicon in R [35], or a system with sentiment captured from teacher evaluations and scored by an ensemble [36]);
- student perception of internship experience (captured from transcribed interviews and scored manually [37]);
- an alternative way to view poetry and a means of student discussion on the relationship between text and numbers (captured from a Walt Whitman poem and scored by a proprietary sentiment analysis tool [38]).

There is one recent work which applies sentiment analysis to peer-review text, but it is limited to excluding highly negative reviews from being provided to the submitters so they will not disregard and disengage from the formative feedback
they receive [39]. It uses the VADER lexicon [40] to score content, which we have found inaccurate on our dataset when compared with other lexicons [41]. In addition, this work provides no other metrics or visualizations to the instructor and it does not contribute to a scalable, reliable grading process. While these applications of sentiment analysis in the classroom are interesting and helpful in their own ways, they do not contribute to an information gain from peer review toward improving the review form or providing a reliable grade. None go further than classical applications of sentiment analysis, merely noting subjective opinion toward an object.

III. METHODOLOGY

Our peer-review data was comprised of individual review form responses containing both analytical (radio button) and subjective (essay question) feedback. It came primarily from software engineering (SE), software testing (ST), computer graphics (CG), and geometric modeling (GM) courses at a large, R1 university computer science department over a period of five semesters. Of the nine courses, four were undergraduate only, the rest were cross listed for graduate and undergraduate students. Each course had approximately 40 students.

From these courses, we have a number of growing corpora of over 6800 peer reviews of 325 student works. The responses reflected peer’s sentiment on three different types of projects: a weekly group presentation (35–40 reviewers), a semester-long group essay (20–40 reviewers), and a semester-long group term project (20–40 reviewers). Compared to other peer-review analyses, the number of reviews per student work was quite large [39], [42]. Textual responses were aggregated by our system to provide the mean, median, and standard deviation of sentiment, number of comments successfully scored, and various per-comment metrics (Section IV-D).

A. Review Form: Analytical Feedback

The analytical section of our review form was created using an iterative, data-driven approach [5]. Our seed growing algorithm began with a basic rubric and questions were added, modified, or removed after each semester through intelligent data combing: a process of selecting information-rich keywords and phrases, through human intelligence, for the purpose of correctly analyzing and summarizing student observations. This process was intentionally fuzzy—words were selected if they provided 1) meaningful sentiment (e.g., “extraordinary,” but not “good”) or 2) information (e.g., students mentioned a presence or lack of “citations” or “diagrams”). This was later semiautomated through the use of an aspect extractor detailed in Section IV-A, but still requires human intelligence for verification. The current review form has 22 questions divided into three categories: Overall score, Technical score, and Personalization score. Each question captures a student’s response in an area that previous students have indicated is important [43].

B. Sentiment: Subjective Feedback

Selecting a review form radio button communicates a little information but allowing detailed feedback provides another dimension of student response: sentiment. Though the analytic portion of the review form restricted students, the subjective section allowed freedom to discuss anything. Sentiment, along with a concise summary of what students actually said, provided rich information for an instructor to validate a peer-review score, particularly if the course was large enough that the instructor could not check every work. Thus, the sentiment score aggregated over the crowd’s response was a component of our final score that could be used to validate or adjust the grade from the analytic section.

C. Assumptions

In our process, we aggregated document-level sentiment using an opinion lexicon (semantic orientation is according to instructor heuristic) for our domain. We had a regression problem on unlabeled data and presented an ensemble of scores to the instructor for reference, utilizing a soft voting scheme. We reported on regular (not comparative), direct (not indirect), and explicit (not implicit) opinions [11].

The final major assumption in our work was that we could not utilize an instructor grade as a ground truth for every individual’s textual response. Many student reviewers, learning the material for the first time, presumably commented on fewer aspects of the work than the instructor, who had a better sense of the big picture. It was also possible that a student found something the instructor missed. Ultimately, we could not expect each student’s review to conform to the instructor’s. This prevented us from utilizing any grading system that measured reviewer competency (e.g., [42]), trained reviewers to review like an instructor, or penalized “poor” reviewers. The aggregate peer-review score was meant to accurately reflect the opinion of the crowd that consumed the information presented, although it could be adjusted by the instructor. Not using the instructor score as a ground truth also safeguarded against introducing bias into the algorithm. Our assumption of unlabeled data also motivated the choice of a lexicon-based approach in addition to its intuitiveness, interpretability (since rationale for a grade was occasionally requested), and accuracy on short segments of text (see [44] for some other limitations of neural networks, especially identifying which linguistic properties are identified and explaining predictions). Ultimately, rather than try to use an existing recurrent neural network trained on a different labeled dataset (e.g., [45]), we chose an approach that would increase the amount of information available to the instructor.

IV. SENTIMENT ANALYSIS

A. Lexicon and Review Form

Over the course of five semesters, we gathered keywords for our lexicons through the process of intelligent data combing described above and weighted them by instructor heuristic [18], [46]. In contrast to the review form questions, which were selected for their breadth, we selected any words that exhibited positive or negative sentiment. However, we intentionally excluded overused words like “good” and “bad” that provide little quality information—[47] also found a balance of frequent and rare words necessary to discover subjective
content. Thus, our lexicons could be interpreted as a stemmed seed set which was not expanded through a lexical learning strategy since we desired a smaller set of words specific to our domain and weighted by heuristic (in contrast to [48]–[50]). Lemmatization was considered, but stemming was chosen for its ability to reflect more closely the actual written text. It allowed identification of keywords at a finer level of detail, including superlative adjectives (e.g., “dry” vs. the “driest” lecture, which should be weighted differently). Similarly, the keywords “good,” “better,” and “best” all have the same lemma: “good.” Thus, “better” and “best,” which do exhibit significant sentiment, would have been excluded from analysis. Indeed, there would have been an average of 151 such cases per course in Spring 2019 of these two words alone being excluded if we had used lemmatization. Great care was taken when creating the lexicon to consider words in their variety of inflected forms.

Our positive word lexicon currently contains 250 words and our negative word lexicon currently contains 187 words. We have an additional lexicon comprised of words that negate sentiment (19 words) and a lexicon for flag words like “cheating” (12 words). The inclusion of flag words allows the potential for crowdsourced plagiarism detection [51]. When compared both qualitatively and quantitatively to six other lexicons publicly available (AFINN-111, ANEW-2017, MPQA, SentiWordNet 3.0, SlangSD, and Vader), our domain-specific lexicon provided more consistent tagging of high quality sentiment while appropriately ignoring neutral text [41], [52].

To semiautomate our process of intelligent data combing, we developed an aspect extractor similar to [53] that used a sliding window (Fig. 2) around sentiment-laden text (adjectives – italicized) to suggest aspects (nouns – highlighted) in close proximity for addition to the review form. This is a form of association rule mining between a noun and a set of sentiment words. There may be multiple—perhaps competing—sentiments on a single aspect. For example, in the review “...presentations were informative but dry...,” both “informative” and “dry” are adjectives, with opposite polarity, associated with the noun “presentations.” By finding the target of each sentiment word, rather than starting with the aspect, we were able to fine-tune the total sentiment per aspect. In Fig. 2, an adjective and noun match is found within the window. At the end of each semester, aspects were analyzed and if an aspect met a customizable threshold of mentions and absolute sentiment, it was considered a candidate for the review form and provided to the instructor (Table I). This process was also used to validate the current review form questions, which were all nouns, and to detect “parroting”—students simply mentioning keywords from the review form itself. Although bootstrapping the review form questions and lexicon by hand could not be avoided (and was in fact desirable for accuracy and intelligibility), the aspect extractor assisted with further iterations. Our aspect extractor focused on explicit aspects and ignored implicit aspects (in contrast to [50]). We evaluated our aspect extractor with the SemEval Aspect-Based Sentiment Analysis restaurant dataset, surpassing the highest precision and experiencing moderate recall in the new domain [54].

B. Lexicon Check

To classify the polarity of words, we utilized tokens (words and punctuation) from six categories (Fig. 3): positive sentiment, negative sentiment, neutral sentiment, negate word, flag word, and reset token. There was overlap between negative sentiment and negate words (e.g., “missing”) as well as between negative sentiment and flag words (e.g., “copying”). Reset tokens were always neutral (e.g., “however”). We processed tokens in a specific order (Fig. 4) and saved tokens as either neutral, positive, or negative.

C. Negation

Sentiment negating words, or “valence shifters,” were perhaps the most complicated and interesting component of the sentiment grader and they occurred in just over 47% of our reviews. Words in our negate dictionary were comprised of regular negation words (e.g., “none”), presuppositional words (e.g., “barely”), omission words (e.g., “missing”), and modal auxiliary verbs (e.g., “should”). Negation is typically associated with negative sentiment, not distributed equally with positive sentiment [55], a finding we also observe in section VI. Similarly to [56], we found negating negative sentiment changed tone to neutral (e.g., “it wasn’t terrible” or “not wordy”) but negating positive sentiment changed tone to negative (e.g., “it wasn’t clear” or “nothing innovative”). Our process captured negated positive words in three ways (see [18] for alternatives):

- negate word to reset token;
- preceding negative qualifier;
- trailing negative qualifier.

Certain words negated sentiment until their meaning was removed with a reset token (e.g., [57]):

“...could have given more practical examples to make it more clear as several readings were required to understand the topic and their idea flow.”

The positive words/phrases: practical examples, clear, understand the topic, and idea flow were all negated until the reset token, ‘‘,’’, was encountered. Other reset tokens that conclude a negate word’s effect include: ‘‘,’’, ‘‘,’’, but, although, however, and nevertheless. Negate words include: no, not,
TABLE I
Example Aspects from an Entire Semester

| Noun      | Occurrences | Context                                                                 |
|-----------|-------------|-------------------------------------------------------------------------|
| presentation | 164         | [“lucid”, 0.7, “JJ”, “the presentation is lucid and provided examples”]   |
| essay     | 88          | [“balanced”, 0.9, “JJ”, “was a very balanced essay.”]                     |
| topic     | 60          | [“relevant”, 0.5, “JJ”, “clearly explained the relevant topic briefly.”]   |
| team      | 54          | [“successful”, 0.9, “JJ”, “team has been successful in capturing all”]      |
| animation | 10          | [“impressive”, 1.0, “JJ”, “it was really impressive and the animation”]    |

Fig. 4. Flowchart for the lexicon check.

can’t, nothing, hardly, barely, lack, more, suggest, miss, and few.

Secondly, polarity was negated through a preceding negative qualifier. Simply put: a negative adjective in close proximity before a positive word (“close” is intentionally vague and is configurable in the algorithm):

“...which makes it difficult to understand...”

Finally, positive tone was negated through a trailing negative qualifier. This required observation into the future as the algorithm scanned the sliding window of text for a negative adjective which negated positive sentiment:

“...some insight was missing...”

It is important to note that the preceding/trailing negative qualifier was itself a negative sentiment word, thus “stacking” the effect of its negativity. This was intentional, as adjectives are often sentiment magnifiers [58], [59]. In contrast, negate words could either be negative or neutral, as seen in the overlap of the negate word lexicon in Fig. 3.

D. Grading

Our grading process (Fig. 5) extracted the analytical and subjective content into two files, which were processed by two different graders. The analytic grader simply matched student responses with their assigned values and aggregated the score. The process was relatively straightforward and is detailed in a prior paper [5]. Ultimately, the sentiment score (with accompanying metrics) was weighted with the analytic score and provided to the instructor as a suggested final grade from the peer-review process.

We utilized a variety of metrics and attributes to provide the maximum information to an instructor. Some are widely used in sentiment analysis (e.g., ‘tone’ and ‘purity’), while others were specific to our process (e.g., ‘dif’). The following metrics contributed to a sentiment score per review comment:

- weight: the sentiment of a lexicon-matched keyword: [0, 1];
- pos_keywords: the number of positive keywords: 0 to inf;
- neg_keywords: the number of negative keywords: 0 to inf;
- keywords: the total number of keywords matched: 0 to inf;
- tone: the sum of all weighted keywords: (-inf, inf);
- info: the absolute value of all weighted keywords: [0, inf];
- score: the sentiment score (F to A+): [0, 4.3].

The following attributes were defined or derived for validation and analysis per review comment:

- reliable: whether a comment has enough information to be aggregated: 0 or 1;
default: whether a comment matched a threshold of keywords and was scored: 0 or 1;
• dif: the difference between sentiment score and analytic section score: [-4.3, 4.3];
• purity: tone over info, a measure of how consistent the sentiment is: [-1, 1];
• positivity: the sum of positive sentiment: [0, inf);
• negativity: the sum of negative sentiment: (-inf, 0];
• negate_words: the number of negating words: 0 to inf;
• words_per_sentence: the number of words per sentence: 0 to inf;
• length: the number of words in the review: 0 to inf.

The following attributes were defined for validation and analysis for an aggregation of peer reviews:
• pos_dict_used: the percentage of tokens in the positive lexicon utilized: [0, 1];
• neg_dict_used: the percentage of tokens in the negative lexicon utilized: [0, 1].

Most importantly, our lexicon check for a single review comment provided tone and keywords. We assigned a fine-grained score to the text (Fig. 6) by tone over keywords with some adjustments including scaling to the range desired by the instructor. Thus the highest scores were a result of many highly weighted positive keywords (i.e., highly positive purity), and lowest scores were those with many highly negative keywords (i.e., highly negative purity). We tested two options for aggregating comments by median and mean:

1) weight reviews based on information available (complex);
2) weight all reviews equally (simple).

In the first grading scheme, we began by weighting our confidence in the comment. If the sentiment was negative and lacked many keywords, we reduced the weight significantly to avoid penalizing harshly. If the review was positive with little information, we weighted slightly less to compensate. The second grading scheme in effect tested the principle of the wisdom of the crowd and allowed all reviews, even ones with a single keyword, to contribute to a student’s score. This required a leap of faith—trusting that a few reviews with highly negative sentiment would not destroy a student’s grade. In either scheme, if there was not enough information to process the comment we simply incremented the number of default scores. Over the last five semesters, roughly 75% of our reviews meet our basic threshold for scoring with weighted confidence. This number increased to approximately 85% when we incentivized students to provide a high-quality comment with a completion point. Reviews were checked by the teaching assistant and students quickly adjusted to providing in-depth reviews. Fig. 7 is an example of the sentiment grader on a single student’s review (net positive – blue and underlined, net negative – red, negated – italicized), with the score and reliability generated from the complex scorer.

When we simplified to the second grading scheme for our two most recent courses where students were incentivized to provide quality review comments, the means decreased on average, although the difference was minute: ∼0.053 (1.2%) for Software Engineering (SE), an undergraduate course, and ∼0.068 (1.6%) for Geometric Modeling (GM), a graduate course. The medians were also affected, although less notably (0.68% and 0.15%, respectively). Fig. 8a and Fig. 8b show the difference in means using both scorers. One reason we saw some jumps between the grading schemes was that reviews with fewer keywords (especially negative reviews) were previously weighted significantly lower (or even disregarded).
“[The team] demonstrated that they knew the material well. I noticed that the presentation started out very strong and interesting until the group changed presenters and it became unengaging. I do have to point out that a lot of the images were informative but they were not very pleasing to look at and not easy to understand. Maybe some more colorful images would have helped. Other than this, the group did a good job at describing global and local approximation. In addition, their design examples were very good and interesting as well as their lab.”

Fig. 7. Example of the sentiment scoring algorithm applied to a student’s review. Net positive is blue and underlined, net negative is red, and negated sentiment is italicized.

so they would not sway the final score. A side effect of this simpler grading scheme was that our average percentage of reliable reviews went down along with our positive sentiment and average words because we kept terser, more negative reviews.

Simplifying the grader also had the side effect of increasing the average standard deviation of SE by 2.00% to 0.435 and GM by 3.07% to 0.479. Although the average standard deviation was slightly high and above our target of 10% of the grade range, or 0.430, we relied on the principle of the wisdom of the crowd to postulate that the means were still accurate. The fact that major algorithm changes (especially simplifications) only shifted grades within a fraction of a letter grade (< 2%) suggested that we had a robust sentiment analysis algorithm when coupled with a large number of peer reviews per work.

V. VALIDATION

Firstly, sentiment score roughly tracked the review form score. In SE and GM, the review form score was slightly higher on average than sentiment mean (0.323 and 0.121 in the weighted versions and 0.376 and 0.190 in the unweighted versions). This ranged from 2.82% to 8.73% of total score. We did note some deviation between the individual scores—a phenomenon also observed in other domains [60], [61]. This deviation suggested that students were willing to write honestly, even if they gave their peers a good grade via the analytical section. Unfortunately, this fact prevented us from using the review form analytical score as a ground truth against the sentiment score. It also precluded us from using an algorithm from another domain, since we would have no way of quantitatively verifying the sentiment score.

However, in a prior work [41], we quantitatively compared the mean average error (MAE) between the aggregate review form analytic score and aggregate review form sentiment score for six publicly available lexicons: Affective Norms for English Words (ANEW) [62], SlangSD [63], Multi-Perspective Question Answering (MPQA 3.0) [64], Valence Aware Dictionary and sEntiment Reasoner (Vader) [40], SentiWordNet 3.0 [65], and AFINN-111 [46] while holding the scoring algorithm constant. This work showed that our lexicon captured roughly the same amount of sentiment even though the other lexicons were much larger [41]. GM and SE reviews carried enough information to be counted. We average 4.24 positive keywords, 1.48 negative keywords, and 1.13 negate words per review. Percent default scores ranged from 0% to 13% (3.6% on average for CG and 2.1% for SE) with 63% of reviews marked as reliable for the simplified scorer.

Additionally, the quality of the sentiment collected was the most precise from our lexicon. Fig. 9 is one qualitative example that demonstrates the difference in how the top three sentiment-producing lexicons—ours, ANEW, and SentiWordNet—interpreted text from the same review. This demonstrates each lexicon’s capability of “understanding” the text by correctly noting sentiment. The closer the interpretation of positive and negative sentiment matches human interpretation, the better the lexicon. SentiWordNet captured the most sentiment, but not in an intuitive way, labeling words like “essay,” “eye-catching,” and “down” as negative or “due” and “use” as positive. ANEW, with keywords selected and weighted by hand, matched words more intuitively, but did
not capture clear sentiment-bearing words like “informative” or “nicely.” ANEW also coded “team” as positive rather than neutral. In contrast, our lexicon correctly identified a large quantity of keywords and appropriately tagged the quality of sentiment while ignoring neutral words. It captured both the specific examples provided by the team and the lack of references as well as the positive keywords “excellent” and “informative.”

Finally, the infrequency of instructor adjustment to the algorithm score was evidence for its correctness. In five semesters of use (nine courses, 324 student submissions), the instructor only changed the algorithm’s score once. In this situation, the score was adjusted up to compensate for a number of students reporting a failing score for “reading off the slides.” This problem was further compounded by the rather coarse-grained overall score selection (scale of four instead of the current eight) from a previous review form iteration. Increasing the granularity of overall score softened the otherwise large variation. Ultimately, testing different grading methods with our lexicon and finding they produce scores that are almost identical is an indication of a statistically sound procedure [66]).

VI. Discussion

We evaluated the Pearson correlation coefficient on each metric from SE and GM with the mean and median simplified sentiment scores and used a significance of correlation test (degrees of freedom \((df) = 70\)) and critical value of \(+/−.380\). Table II shows a selection of correlation values \((r)\) that are statistically significant at the \(α = .001\) level. Mean and median scores correlated very closely (.935), suggesting that either may be utilized as the final score and that we have an approximately normal distribution. Purity was also highly correlated with mean which provided our first indication that we could simplify the scoring algorithm.

To discover what information is added from the simple sentiment scorer, we analyzed the correlation of mean with various metrics to infer the following:

1) Negate keywords have a similar negative correlation with the mean compared to Negative Words. This suggests that the role of negating words factors highly into grading, and situations in which they occur should be carefully handled;

2) Standard Deviation is negatively correlated with the mean. This suggests that most reviews are positive and that increased deviation comes from additional, negative reviews;

3) Percent Reliable has a very slight negative correlation with the mean (-.127). This suggests that most reliable reviews are negative and most unreliable reviews are positive;

4) Finally, a number of length and keyword metrics are negatively correlated with the mean (significant at the \(α = .05\) critical value of \(+/−.232\): Total Keywords (-.249), Words (-.284), Words/Sentence (-.258), and especially Adverbs (-.373). This suggests that the more a student writes, the more faults they find in others’ works (even though just 15% of all reviews contain more negative sentiment than positive sentiment).

Taken together, this information indicates that many students write cursory, unreliable positive reviews, but a few diligent students write longer, more detailed, and more negative reviews. We find such negative reviews more helpful in an academic context, and would be interested in analyzing whether those reviewers grade more like an instructor or are higher performing students. These reviews can be filtered to present to the instructor a more balanced and realistic perspective of the students’ works.

We also analyzed the top one, five, ten, fifteen, and twenty percent of the most positive and most negative reviews to determine the top three keywords (including ties) most represented (Table III). GM had 920 reviews, while SE had 1027. It should be noted that only positive or negative keywords are included, with negated text excluded. For example, the following student’s review is negative but only contains negated positive sentiment and not negative keywords: “They took a safe road quite literally. The safe itself looks standard and nothing like high end or unique but ifs [sic] a safe. They could have added more features to make it unique.”

On the negative side, “hard,” “need,” and “short” quickly saturated the most negative reviews in both courses. On the positive end of the spectrum, “impressive” and “unique” seemed important to the reviewers in GM (who were designing models), while SE students (who were creating software systems) highlighted “useful” work that was easy to “understand.” Students in both courses appreciated the inclusion of “examples.” This type of insight can be utilized in courses even where a different peer-review format is utilized. In fact, our process, specifically aspect extraction and textual metrics, was utilized to deliver insights in three Data Visualization courses on factors related to student engagement in and enjoyment of peer review [67].

VII. Conclusion

Sentiment analysis is uniquely suited to increase and summarize the information gathered from peer-review text in large courses, which allows greater confidence in accurately grading open-ended assignments. Applying natural language processing techniques to the data generated from an intelligent, reviewing crowd increases the ability to capture content less accessible to automated graders: humor, beauty, sarcasm, or truthfulness. A lexicon-based approach increases information and allows for aspect extraction, which semiautomates review form modification based on features in actual student reviews. By utilizing our generalizable process, an instructor can approach assessment through crowdsourced peer review in a data-driven way. Although our approach was created in the context of a computer science course, mining information from peer-review text can yield a system tuned to any course’s context. Ultimately, extracting sentiment from peer-review text is an untapped area with the potential to increase information and reliability in assessment.

In the future, we would like to better utilize the aspect generator via double propagation to use 1) known aspects to
OurLexicon
Grade: 3.49/4.00 (B+)
The team provided a condensed essay without any references. The graphics while very eye-catching, were not referenced in the text so I am unsure where they came from. However, the team provided an informative essay that broke down scripting in debugging nicely. In their ‘Benefits of using script in debugging’ section, the team provided the upsides of using automated testing in debugging by providing examples that included the fact that since automated scripts did not require human interaction to complete that they could be run overnight to reduce the cost of supervision and to optimize the time one had to run tests. Their ‘Application example’ section provided an excellent resource for an automated testing application in Selenium due to its use across multiple languages.

SentiWordNet
Grade: 3.08/4.00 (B)
The team provided a condensed essay without any references. The graphics while very eye-catching, were not referenced in the text so I am unsure where they came from. However, the team provided an informative essay that broke down scripting in debugging nicely. In their ‘Benefits of using script in debugging’ section, the team provided the upsides of using automated testing in debugging by providing examples that included the fact that since automated scripts did not require human interaction to complete that they could be run overnight to reduce the cost of supervision and to optimize the time one had to run tests. Their ‘Application example’ section provided an excellent resource for an automated testing application in Selenium due to its use across multiple languages.

ANEW
Grade: 3.53/4.00 (A-)
The team provided a condensed essay without any references. The graphics while very eye-catching, were not referenced in the text so I am unsure where they came from. However, the team provided an informative essay that broke down scripting in debugging nicely. In their ‘Benefits of using script in debugging’ section, the team provided the upsides of using automated testing in debugging by providing examples that included the fact that since automated scripts did not require human interaction to complete that they could be run overnight to reduce the cost of supervision and to optimize the time one had to run tests. Their ‘Application example’ section provided an excellent resource for an automated testing application in Selenium due to its use across multiple languages.

TABLE II
Statistically Significant Correlations with Mean and Median

| FormScore | StdDev | NegSenti | Senti | Purity | NegKey | NegateKey | Adverbs |
|-----------|--------|----------|-------|--------|--------|-----------|---------|
| Mean      | .750   | -.462    | .830  | .764   | -.814  | -.829     | -.373   |
| Median    | .696   | -.281    | .820  | .696   | .913   | -.813     | -.432   |

Fig. 9. Qualitative comparison of three lexicons. Net positive is blue and underlined, net negative is red.
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