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Abstract—The soft-aided bit-marking (SABM) algorithm is based on the idea of marking bits as highly reliable bits (HRBs), highly unreliable bits (HUBs), and uncertain bits to improve the performance of hard-decision (HD) decoders. The HRBs and HUBs are used to assist the HD decoders to prevent miscorrections and to decode those originally uncorrectable cases via bit flipping (BF), respectively. In this paper, an improved SABM algorithm (called iSABM) is proposed for staircase codes (SCCs). Similar to the SABM, iSABM marks bits with the help of channel reliabilities, i.e., using the absolute values of the log-likelihood ratios. The improvements offered by iSABM include: (i) HUBs being classified using a reliability threshold, (ii) BF randomly selecting HUBs, and (iii) soft-aided decoding over multiple SCC blocks. The decoding complexity of iSABM is comparable of that of SABM. This is due to the fact that on the one hand no sorting is required (lower complexity) because of the use of a threshold for HUBs, while on the other hand multiple SCC blocks use soft information (higher complexity). Additional gains of up to 0.53 dB with respect to SABM and 0.91 dB with respect to standard SCC decoding at a bit error rate of $10^{-6}$ are reported. Furthermore, it is shown that using 1-bit reliability marking, i.e., only having HRBs and HUBs, only causes a gain penalty of up to 0.25 dB with a significantly reduced memory requirement.
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I. INTRODUCTION

Forward error correction (FEC) is an essential ingredient for achieving reliable data transmission in modern optical communication systems. FEC decoders typically come in two flavors: soft-decision (SD) and hard decision (HD). SD-FEC decoders are typically used for example to decode low density parity check codes (LDPC) and provide large coding gains. However, SD-FEC decoders pose implementation challenges in terms of complexity, delay, power consumption and circuit area [1]. As targeted data rates exceed 400 Gbps, simple but powerful HD-FEC decoders are more attractive for future high-speed low-cost optical transport networks (OTNs).

Staircase codes (SCCs) [2], which use HD decoders in an iterative fashion, have become particularly interesting to OTNs in recent years. SCCs are built on simple component codes, e.g., Bose-Chaudhuri-Hocquenghem (BCH) codes, and are iteratively decoded by bounded-distance decoding (BDD). SCCs currently have been recommended for 100G long-reach (LR) OTNs [3], flexible LR OTNs [4], and 400G extended long-reach (ZR) OTNs (as an outer code) [5]. However, limited by the HD nature of the decoder, standard SCCs give significant performance losses when compared to SD decoding. For this reason, the design of SCC decoding algorithms with higher coding gains and low decoding complexity has attracted much attention in recent years.

Early works on improved SCC decoding took advantage of the staircase structure of SCCs [6]–[8]. Since each bit in the staircase structure is protected by two component codewords, one can identify (and prevent) miscorrections by checking conflicts between the two component codewords [6], [7], or locate (and solve via bit flipping) stall patterns through the intersections of non-zero-syndrome component words [8]. Although these methods are simple as they only operate on binary messages, their gains are limited. To obtain a higher gain, an extreme solution is to completely replace the BDD component decoder with a SD decoder. This was proposed in [9]–[12], where channel soft information, i.e., log-likelihood ratios (LLRs), were used. However, this solution has a greatly increased decoding complexity.

A new class of decoding schemes, called soft-aided HD (SA-HD) decoders, have been shown to provide a good compromise between complexity and performance. The main principle of SA-HD decoders is to assist the HD decoding with channel LLRs, while keeping the message exchange between the component decoders binary. For example, [13], [14] proposed to make a hard decision based on the weighted sum of the BDD output and the channel LLR, while [15] replaced the BDD component decoder with generalized minimum distance decoding, which introduces erasures according to the channel LLRs. The work in [16] is an enhanced version of [13], which improves the combining rule by deriving a more accurate estimate of the reliability of the BDD outputs. Lately, a so-
called BEE-SCC algorithm was proposed in [17]. BEE-SCC extends the work in [16] by using an extra decoding attempt based on error and erasure decoding of the component codes. The results in [17] show that BEE-SCC can achieve gains up to 0.88 dB with respect to standard SCCs. Due to the high coding gain and low complexity, SA-HD decoders are thought to be a promising decoding scheme towards the future high-throughput optical fiber communications [18].

Recently, we have proposed a SA-HD decoder based on a soft-aided bit-marking (SABM) algorithm to improve the performance of SCCs [19], [20]. We will refer to this algorithm as SABM-SCC decoder. Different from the methods proposed in [13]–[17], the SABM-SCC decoder uses soft information to mark bits as highly reliable bits (HRBs) and highly unreliable bits (HUBs). Using HRBs, the SABM-SCC decoder prevents miscorrections by checking whether the flipped bits are in conflict with HRBs. Via the HUBs, the SABM-SCC decoder flips a certain number of HUBs, which are the most likely errors, to handle BDD failures and miscorrections. The results in [19], [20] show that the SABM-SCC decoder can yield up to 0.30 dB additional gain compared to standard SCC decoder at a bit-error ratio (BER) of $10^{-7}$. This additional gain has been experimentally demonstrated to provide 240 km reach extension in a coherent optical fiber communication system [21].

The SABM algorithm with minor modifications was also recently demonstrated to perform well for another popular HD-FEC scheme, i.e., product codes (PCs) [20]. Improvements of up to 0.5 dB were achieved with respect to standard decoding of PCs. The latest work in [22] shows that SABM with scaled reliability (SABM-SR) can improve the coding gains up to 0.8 dB by re-marking bits via updated reliabilities over a certain number of iterations. In addition, a voting strategy based on HRBs was also proposed for PCs to determine whether a BDD output is a miscorrection or not [23]. In this method, once the number of HRBs involved in the suspected errors (detected by BDD) exceeds a threshold, the decoding result will be regarded as a miscorrection.

Most of the work on FEC decoders (including the work above) is tested by simulations with floating-point computation. However, to reduce power and cost, practical implementations, e.g., using field programmable gate arrays (FPGAs), convert the floating-point numbers to fixed-point numbers. The floating-point to fixed-point conversion, which can be seen as a quantization process, will result in a finite precision representation of the messages, which can cause a performance loss. Therefore, when hardware implementation of the FEC decoders is considered, the quantization of the channel soft information is an important issue to be considered.

Existing works on the effect of soft information quantization mainly focus on the FEC codes that use SD decoders, e.g., LDPC [24]–[27], turbo codes [28], and polar codes [29], [30]. Typically, 6-bit quantization is considered as the best trade-off between performance and complexity for SD-decoders. In the context of SA-HD decoders, the authors of [15] have briefly evaluated the effect of LLR quantization on the so-called iBDD-CR algorithm for PCs. The results in [16] show that iBDD-CR can tolerate 3-bit LLR quantization with 0.07 dB performance loss. In addition, the FPGA emulation with 6-bit LLR representation of the concatenated HD-based SCC and SD-based Hamming code (proposed for 400G-ZR), reveals an error flare [31]. Fortunately, it is shown in [31] that increasing the decoding window size of SCCs can effectively remove the error flare in the fixed-point FPGA implementations. More details about the hardware implementation of the 400G-ZR FEC codes with quantized channel soft information have been recently given in [32].

In this paper, a new SA-HD decoder based on an improved SABM (iSABM) algorithm is proposed for SCCs, which we call iSABM-SCC. The main motivation is to make the iSABM-SCC decoder hardware-friendly yet still providing considerable error-correcting performance gains. To achieve this, the idea of sorting bits by reliability (required in the SABM-SCC decoder for marking HUBs) is abandoned. This novel iSABM-SCC decoder uses two reliability thresholds to classify the bits into three types: HRBs, HUBs, and uncertain bits (UBs). To increase gains, the iSABM decoder randomly selects HUBs for flipping and tackles more SCC blocks (rather than only the last 2 SCC blocks used by the SABM-SCC) within a window. The main contributions of this paper are two: (i) a novel iSABM-SCC decoder is proposed, and its performance under different modulation formats and error-correcting capabilities of the component codes is studied; (ii) the impact of reliability quantization on the performance of the iSABM-SCC decoder as well as the SABM-SCC decoder is shown. Numerical results show that the achieved additional gains of the iSABM-SCC decoding can be up to 0.91 dB with respect to standard SCCs, while the performance loss caused by 1-bit reliability quantization is 0.25 dB.

The remainder of the paper is organized as follows. In Sec. II, we present the system model and review the previously proposed SABM-SCC decoder. In Sec. III, we introduce the newly proposed iSABM-SCC decoder and show its performance with idealized three-level channel reliabilities. The impact of reliability quantization on the performance of the iSABM-SCC and SABM-SCC decoders is analyzed in Sec. IV. The decoding complexity is discussed in Sec. V. Finally, Sec. VI concludes this paper.

II. SYSTEM MODEL, SCCS AND SABM-SCC DECODER

A. System Model

Fig. 1 shows the system model considered in this paper. Information bits are encoded into coded bits $b_{1,1}, \ldots, b_{1,m}$ by an SCC encoder and then mapped to symbols $x_l$ taken from an equally-spaced $M$-ary Pulse Amplitude Modulation (PAM) constellation $\mathcal{S} = \{s_1, s_2, \ldots, s_M\}$ with $M = 2^m$ points, where $l$ is the discrete time index, $l = 0, 1, 2, \ldots$. The bit-to-symbol mapping is the binary reflected Gray code. The received signal is $y_l = \sqrt{\rho} x_l + z_l$, where $z_l$ is zero-mean unit-variance additive complex white Gaussian noise (AWGN) and $\sqrt{\rho}$ is the channel gain.

Based on the received signal $y_l$, the HD-based demapper will estimate the coded bits $b_{1,1}, \ldots, b_{1,m}$, which are then fed to the SA-HD SCC decoder. At the same time, the receiver
The SABM-SCC algorithm is based on the idea of marking bits. It uses the absolute LLR value $|\lambda_{l,k}|$ to represent the reliability of a bit $b_{l,k}$ (a higher value of $|\lambda_{l,k}|$ indicates a more reliable bit). Based on this, the SABM-SCC decoder marks the HD-estimated bits as HRBs, HUBs, or UBs. As shown in the top right of Fig. 2 a threshold $\delta_1$ is used to classify HRBs, i.e., to fall within the HRB class, $|\lambda_{l,k}|$ should be larger than $\delta_1$. To mark HUBs, the SABM-SCC decoder needs to sort the reliabilities with the indices corresponding to the bits in each row of an SCC block. The aim of this is to find the sorted $d_0 - t - 1$ bits (out of the $w$ bits) with the smallest $|\lambda_{l,k}|$ values, where $d_0$ is the minimum Hamming distance of the component code $C$. The sorted $d_0 - t - 1$ bits in each row are the HUBs, while the UBs are the bits that are neither HRBs nor HUBs. With the marked information in $Y_{i+L-1}$ (where most errors are located), SABM is performed to decode the received component words in the last 2 SCC blocks, i.e., $[Y_{i+L-2}^T Y_{i+L-1}]$, within a window.

The bottom right of Fig. 2 shows the workflow of the SABM algorithm to decode a received component word $r_j$. Unlike standard SCC decoding, the SABM decoder does not trust the output of BDD unconditionally. It will detect whether or not the output of BDD is a miscorrection, if BDD declares success. One criterion is that no HRBs in $Y_{i+L-1}$ should be flipped. As the successfully decoded component codeword has a zero syndrome, the errors detected by BDD in $Y_{i+L-2}$ should not be in conflict with zero-syndrome component codewords in $[Y_{i+L-2}^T Y_{i+L-1}]$ either. Only when the two criteria are satisfied, the output of BDD will be accepted. Otherwise, it will be regarded as a miscorrection and be rejected.

For the miscorrections, the SABM decoder will flip the most unreliable $d_0 - w_H(r_j) - t$ bits in $r_j$ in $Y_{i+L-1}$, where $c_j$ is the error pattern detected by BDD and $w_H(\cdot)$ is the Hamming weight. For the BDD failures, the SABM decoder will flip the most unreliable bit in $r_j$ in $Y_{i+L-1}$. The intuition here is that bits with the lowest reliabilities are the most likely channel errors. In some cases, bit-flipping (BF) will make the resulted sequence $\tilde{r}_j$ close enough to the transmitted codeword $c_j$, i.e., $d_H(\tilde{r}_j, c_j) = t$, where $d_H(\cdot, \cdot)$ represents the Hamming distance. Thus, when the second BDD attempt is performed, the residual errors in $\tilde{r}_j$ can be corrected. In case that BF results in a wrong decision, i.e., the flipped bits are not errors, miscorrection detection will be performed to make a final check if the decoding succeeds. The achieved performance and increased complexity of the SABM-SCC decoder were discussed in [20], [34].

### III. The iSABM-SCC Decoder and Its Performance

Although the SABM-SCC decoder was shown to achieve considerable gains, it still presents some shortfalls which leave...
margins for improvement. In this section, we propose the iSABM-SCC decoder, which is shown in Fig. 3. The details of the iSABM-SCC decoder are given in what follows.

A. The Proposed iSABM-SCC Decoder

As shown in the top right of Fig. 2, sorting is required for marking HUBs. On the one hand, as pointed out in [34, Sec. 2.2], the sorting process plays a significant role in the complexity increase of the SABM-SCC decoding, as every row of an SCC block needs to be sorted. To reduce the complexity overhead, sorting bits should be avoided if possible. On the other hand, for hardware implementation, when the reliability is represented using a finite number of bits, reliabilities with close floating-point values will be quantized to the same fixed-point value. This will make it hard to find a unique set of sorted $d_0 - l - 1$ HUBs out of the $w$ bits in each row of an SCC block, in particular when the reliabilities are coarsely quantized. As a result, the sorting process can be heavily affected by a potential ordering ambiguity, which also depends on the exact hardware sorting network that is used. We will explain more about this later with simulation results in Sec. IV-B.

To make it simple and suitable for coarse reliability quantization, we focus on improving the bit marking strategy for the iSABM-SCC decoder. Similarly to the process of marking HRBs, a second reliability threshold $\delta_2$ is introduced to classify HUBs instead of sorting bit reliabilities. This is shown with a red decision block at the top right of Fig. 2. According to the value of $|\lambda_{t,k}|$, the marking result for a bit $\tilde{b}_{i,k}$ is given by

$$
\begin{align*}
\text{HRB}, & \quad \text{if } |\lambda_{t,k}| \geq \delta_1 \\
\text{UB}, & \quad \text{if } \delta_2 \leq |\lambda_{t,k}| < \delta_1 \\
\text{HUB}, & \quad \text{if } |\lambda_{t,k}| < \delta_2
\end{align*}
$$

Another weakness of the SABM-SCC decoder is that the un-updated reliabilities will make some received component words have little chance to be corrected. For the decoding failures and miscorrections in the second BDD attempt, the SABM algorithm will return the received component word $r_j$. If no errors in $r_j$ are corrected by the following component decodings, the first BDD attempt for $r_j$ in the next iteration will also be a failure or a miscorrection (as the number of errors in $r_j$ is still beyond the error-correcting capability of BDD). In the SABM algorithm, the most unreliable bits will then be flipped. However, as the reliabilities are not updated as iterations go on, the flipped bits are always the same as that in the previous iteration. This will make the second BDD attempt for $r_j$ suffer from the same experience with that in the previous iteration, i.e., decoding failure or miscorrection occurs.

To give more chances to decode the BDD failures and miscorrections, the iSABM-SCC decoder randomly selects HUBs for flipping. This will result in different bit flipping trials in different iterations. The number of flipped bits is identical to that in the SABM algorithm, i.e., $d_0 - l - w_{BDD}(e_j) + 1$ for the miscorrections and failures, respectively. In some cases, the number of HUBs may be less than that of the required bit flips. For these cases, even the decoder flips all the HUBs, the resulted sequence will not be close enough to the transmitted codewords. Therefore, the iSABM algorithm will give up BF and keep the component word unchanged.

For the miscorrection detection, the iSABM algorithm follows the same rules as SABM: (i) no HRBs are flipped, and (ii) no suspected errors (detected by BDD) are in conflict with the zero-syndrome component codewords.

In addition, soft-aided decoding in the SABM-SCC decoder only tackles the last 2 SCC blocks, i.e., $[Y_{i+L-2}^T Y_{i+L-1}^T]$, to keep the complexity increase as low as possible. Moreover, the soft information in the last SCC block $Y_{i+L-1}$ is used in the SABM algorithm, while the bits in the other SCC block $Y_{i+L-2}$ get no benefit from the soft information. Although this limits the complexity increase, the performance improvement is limited as well.

To obtain more gains, more soft information in the SCC
blocks can be utilized. As shown in Fig. 3 (left), the iSABM-SCC decoder uses the soft information in the last \( L - K \) SCC blocks, \( K = 0, \ldots, L - 1 \). For \( K < L - 1 \), the iSABM-SCC decoder performs \( K \) groups of BDDs and \( L - K - 1 \) groups of iSABMs at each iteration. In particular, \( K = 0 \) means all the SCC blocks are tackled by the iSABM algorithm. For \( K = L - 1 \), it is a special case that iSABM performs with half of marked bits in the component codewords, as only the soft information in \( Y_{i+L-1} \) is used. In this case, the iSABM-SCC decoder performs \( L - 2 \) groups of BDDs and one group of iSABMs at each iteration. This is similar to the SABM-SCC decoder. The only difference is that iSABM randomly selects HUBs for flipping, while SABM always selects the HUBs with least reliability for flipping.

As the iterations go on, the marked information is not updated. This is mainly because the bits in the correctly decoded component codewords will be protected by the zero syndromes. Once a BDD output is in conflict with zero-syndrome component codewords, it will be regarded as a miscorrection and be rejected by the iSABM algorithm. Therefore, the correctly decoded bits have little chance to be wrongly flipped in the next decodings.

**B. Numerical Results**

In this section, the performance of the iSABM-SCC decoder is evaluated using numerical simulations over an AWGN channel. In the simulations, we first consider SCCs with BCH (256, 239, 2) component code. It is extended by adding an additional parity bit at the end of standard BCH code of (255, 239, 2). The resulting SCC code rate is \( R = 0.87 \). The number of iterations is \( \ell = 7 \), while the decoding window size is \( L = 9 \). The HRB and HUB marking thresholds are \( \delta_1 = 10 \) and \( \delta_2 = 2.5 \), respectively. The two thresholds are numerically optimized by testing different values at a signal-to-noise ratio (SNR) of 6.45 dB for 2-PAM to have the best BER performance.

Fig. 4 shows the BER performance of the iSABM-SCC decoding for 2-PAM against SNR. For comparison, it also includes two performance baselines: SABM-SCC decoding (red curve) and standard SCC decoding (black curve). The magenta curve is the performance of the SABM-SR algorithm for SCCs, which is extended from the work in [22]. We will refer it as SABM-SR-SCC.

First of all, Fig. 4 shows that iSABM-SCC with \( L - K = 1 \) (i.e., \( K = 8 \)) outperforms SABM-SCC, when both of them use the soft information in the last SCC block of a window. This benefit comes from the random selection of HUBs for flipping. As explained in the third and fourth paragraphs of Sec. III-A, random selection of HUBs can result in different bit flipping trials in different iterations. This gives more chances to the iSABM-SCC decoder to find the channel errors for flipping, when the decoding in the previous iteration is a miscorrection or a failure. However, the small gap between the red and blue curves indicates that random BF is not enough for iSABM-SCC to obtain large gains.

To have more gains, soft-aided decoding combined with random BF is performed over more SCC blocks. The green curve in Fig. 4 shows the BER performance of iSABM-SCC with \( L - K = 7 \) (i.e., \( K = 2 \)). In this case, iSABM-SCC uses soft information in the last 7 SCC blocks of a window. As can be seen, iSABM-SCC can outperform SABM-SCC by up to 0.39 dB, while the overall additional gain is up to 0.68 dB when compared to standard SCC at a post-FEC BER of \( 10^{-6} \). It is found that this is the optimal performance of the iSABM-SCC decoder. Tackling beyond the 7 blocks (out of the 9 SCC blocks of the window) will degrade the decoding performance. The intuition for this is due to the
iSABM-SCC can be up to 2 higher than that for 8-PAM. It is observed that the gains are somewhat used. The process very time-consuming if Monte-Carlo simulations are of the scaling weight vector, and thus make the optimization each SCC block needs to be considered to have optimum from PCs to SCCs, the scaling weights may be different for will be. Therefore, when the SABM-SR algorithm is extended front of the SCC block is, the more reliable of the decoding window are decoded more times. As a result, the closer to the same block, the decoding of SCCs performs using a sliding the component decoding is performed iteratively within the SCC blocks of a window. Differently from PCs, where be suboptimal, as the optimization of the scaling weights iSABM-SCC decoder with L − K = 1, L − K = 7. When compared to the SABM-SR-SCC decoder, the inaccurately marked information in the first two blocks after multiple decodings in the previous windows.

When compared to the SABM-SR-SCC decoder, the iSABM-SCC decoder with L − K = 7 shows a slightly better performance. The optimization of the scaling weights for LLR update follows the same method in [22]. Since each bit is decoded twice by the component decoder at each iteration (one row component decoding and one column component decoding (see Fig. 3(left)), the scaling weight vector v for LLR update contains 14 elements in the case of ℓ = 7 iterations. The optimized scaling weight vector for the 14 elements we used is v = [8.6, 8.7, 8.4, 9, 9.7, 9.9, 10.5, 11.4, 12, 11.2, 11.5, 12, 13.4, 13.5]. The ith element in v corresponds the optimum scaling weight for the ith decoding of the bits.

The achieved performance for SABM-SR-SCC here may be suboptimal, as the optimization of the scaling weights did not consider the different reliability distribution among the SCC blocks of a window. Differently from PCs, where the component decoding is performed iteratively within the same block, the decoding of SCCs performs using a sliding window. The blocks in the front (i.e., in the top right) of the window are decoded more times. As a result, the closer to the front of the SCC block is, the more reliable of the decoding will be. Therefore, when the SABM-SR algorithm is extended from PCs to SCCs, the scaling weights may be different for each SCC block needs to be considered to have optimum performance [14]. However, this will increase the dimensions of the scaling weight vector, and thus make the optimization process very time-consuming if Monte-Carlo simulations are used.

Fig. 5 shows the BER performance of iSABM-SCC decoding for 8-PAM. It is observed that the gains are somewhat higher than that for 2-PAM. The achieved additional gain of iSABM-SCC can be up to 0.53 dB with respect to SABM-SCC, while the overall improvements are up to 0.89 dB when compared to standard SCC.

As component codes with t = 3 and t = 4 are more interesting in practice (t = 3 has been recommended in the ITU standards for OTNs [3–5]), we further investigate the performance of iSABM-SCC with BCH (256, 231, 3) and BCH (256, 223, 4) component codes. They are 1-bit extended codes based on standard BCH codes with parameters of (255, 231, 3) and (255, 223, 4), respectively. The resulting SCC code rates are R = 0.80 and R = 0.74, respectively, and the modulation format is 2-PAM.
SABM-SCC and SABM-SR-SCC. Specifically, iSABM-SCC offers additional gains of 0.30 dB and 0.20 dB for \( t = 3 \) and \( t = 4 \) with respect to SABM-SCC, respectively. The overall additional gains are increased to 0.49 dB and 0.30 dB, respectively, when compared to standard SCCs.

To compare with the latest BEE-SCC decoder proposed in [17], SCCs with BCH \((254, 230, 3)\) component code are also considered for 2-PAM and 16-PAM. The BCH code is obtained by shortening 1 information bit based on BCH \((255, 231, 3)\). For the sake of fairness, we use the same parameters as [17] Fig. 10 and [17] Fig. 12, i.e., \( L = 7 \) window size and \( \ell = 10 \) iterations. For iSABM-SCC, we use \( L - K = 5 \), i.e., \( K = 2 \). A random interleaver is employed within each SCC block. The results in Fig. 7 show that iSABM-SCC presents a slightly better BER performance than BEE-SCC. With respect to standard SCCs, the additional gains for 2-PAM and 16-PAM are 0.58 dB and 0.91 dB, respectively. A complexity comparison between iSABM-SCC and BEE-SCC will be presented in Sec. V.

IV. EFFECT OF RELIABILITY QUANTIZATION ON THE SABM- AND iSABM-SCC DECODERS

In hardware implementations of 400G-ZR receivers, the channel output \( y_t \) commonly uses 6-bit or 7-bit representation [20], [32]. As the LLR calculation operates with the quantized value of \( y_t \), the LLRs are naturally quantized. Since 6-bit or 7-bit representation is almost as good as a floating-point representation, its effect on the performance can be ignored. Therefore, this paper assumes that the LLRs are calculated using floating-point arithmetic. Under this assumption, this section will study the effect of fixed-point representation of the floating-point values of \( |\lambda_{l,k}| \), i.e., reliability quantization, on the performance of SABM- and iSABM-SCC decoders.

A. Reliability Quantization

Fig. 8 shows the reliability quantization we considered in the SABM- and iSABM-SCC decoders. The floating-point value of \( |\lambda_{l,k}| \) is calculated from the floating-point channel output \( y_t \) according to (1), where \( |\lambda_{l,k}| \in [0, +\infty) \). To perform sorting, the SABM-SCC decoder needs to store the reliabilities \( |\lambda_{l,k}| \).

In hardware implementation, this will make the SABM-SCC decoder encounter the problem of fixed-point representation of \( |\lambda_{l,k}| \). Here, a \( q \)-bit quantizer \( Q(\cdot) \) is used to convert \( |\lambda_{l,k}| \) into a fixed-point value \( \lfloor |\lambda_{l,k}|/q \rfloor \). With \( |\lambda_{l,k}|/q \), bit marking unit in the SABM-SCC decoder sorts the bits \( \hat{b}_{l,k} \) and classifies them into HRBs, UBs, and HUBs (see the top right of Fig. 2). Contrary to SABM-SCC, iSABM-SCC does not require storing channel reliabilities as no sorting is needed. Instead, the values \( |\lambda_{l,k}| \) are directly sent to the bit marking unit for classifying the bits into HRBs, HUBs, and UBs by using the two reliability thresholds \( \delta_1 \) and \( \delta_2 \) (see the top right of Fig. 3). In this sense, bit marking in iSABM-SCC is equivalent to a reliability quantization process.

Bit marking in the iSABM-SCC decoder shown in Sec. III can be implemented using a three-level nonuniform quantizer, which has two decision boundaries: \( \delta_1 = 10 \) and \( \delta_2 = 2.5 \). However, in hardware, uniform quantization is simply and readily implemented. Therefore, we further consider a 2-bit uniform quantization for iSABM-SCC to classify the bits \( \hat{b}_{l,k} \) into HRBs, HUBs, and UBs as \( |\lambda_{l,k}| \) is nonnegative, the quantizer is unsigned. In terms of the memory and power consumption, 1-bit quantization is extremely interesting for practical applications. Therefore, we will also study the performance of iSABM-SCC as well as SABM-SCC with 1-bit reliability quantization.

The quantization scheme is shown in the middle of Fig. 8 where \( T \) is the saturation threshold of the \( q \)-bit quantizer with resolution of \( \Delta \), with \( \Delta = T/2^q \). The corresponding law is given by

\[
|\lambda_{l,k}|q \triangleq Q(|\lambda_{l,k}|) = \begin{cases} \lfloor |\lambda_{l,k}|/\Delta \rfloor \Delta, & 0 \leq |\lambda_{l,k}| < T - \Delta \\ T - \Delta, & |\lambda_{l,k}| \geq T - \Delta \end{cases},
\]

(3)

where \( \lfloor \cdot \rfloor \) is the floor function that returns the largest integer number smaller than or equal to its argument.

In order to minimize the performance loss, quantization should not change the reliability levels of the bits with respect to that without quantization. To meet this requirement as much
as possible, one possible way is to make the HRB threshold \( \delta_1 \) be one of the decision boundaries of the quantizer. Another reason for this choice is that the iSABM algorithm as well as the SABM algorithm is found to be very sensitive to the change of HRBs.

According to (1), we know that \( m \Delta, m = 1, \ldots, 2^t - 1 \), are the decision boundaries of the quantizer. Therefore, \( \delta_1 = m \Delta = mT/2^t \) is considered. Further, \( m \) takes the maximum value, i.e., \( m = 2^t - 1 \), or in other words, \( \delta_1 = T - \Delta \). This will result in the smallest value of \( \Delta \) for a given \( \delta_1 \), thus minimizing quantization error. Therefore, we finally have

\[
T = \frac{\delta_1}{2^t - 1}.
\]

According to (4), if \( \delta_1 = 10 \), 2-bit quantization results in
\[
T = 40/3 \text{ and } \Delta = 10/3, \text{ while 1-bit quantization results in } T = 20 \text{ and } \Delta = 10.
\]

Fig. 9 shows the probability density functions (PDFs) of the reliabilities \( |\lambda_{l,k}| \) and channel LLRs \( \lambda_{l,k} \) (positive part) at an SNR of 6.57 dB, which corresponds to a post-FEC BER of \( 10^{-3} \) for the iSABM-SCC shown in Fig. 4. The green area indicates the proportion of HRBs in the total bits both for the iSABM- and SABM-SCC decoders. The area between the blue solid line and the x-axis from 0 to \( \delta_2 \), i.e., red plus yellow area, indicates the proportion of HUBs in the total bits for the iSABM-SCC decoder. The proportion of errors in the HUBs is the ratio of the red area to the red plus yellow area, while the yellow area indicates the wrongly marked HUBs (which are correct bits). Fig. 9(b) and 9(c) are the cases with 2-bit and 1-bit reliability quantizations. The red ticks are the decision boundaries of the quantizers.

Fig. 9 shows that the HRBs are not affected by the 1-bit or 2-bit reliability quantization we proposed. This is not the case for HUBs in the iSABM-SCC decoder. For the 2-bit quantization, the value of \( |\lambda_{l,k}| \) between 0 and 10/3 are not recognizable anymore, as they are all assigned a quantized value of 0. This will make the bits with \( |\lambda_{l,k}| \) between 2.5 and 10/3 added to the HUB class in the iSABM-SCC decoder. In other words, the HUB threshold is equivalently changed to 10/3 (\( \delta_2 \) is used to indicate the new HUB threshold in Fig. 9(b)). In this case, the change of the proportion of HUBs in the bits is very small, i.e., only from 2.54% to 3.52%. Therefore, we can expect a negligible performance loss for iSABM-SCC with this 2-bit reliability quantization. In the case of 1-bit reliability quantization, \( \delta_2 = \delta_1 = 10 \). It is equivalent to a binary decision on the bits: HUBs with \( |\lambda_{l,k}| < \delta_1 \) and HRBs with \( |\lambda_{l,k}| \geq \delta_1 \). As shown in Fig. 9(c), the number of HUBs is significantly increased from 2.54% to 16.87%. More importantly, the proportion of errors in the HUBs becomes less, due to the greatly increased yellow area. This will lead to that BF has a higher probability to flip the wrong bits, which potentially gives a larger performances loss.

With respect to HUBs in the SABM-SCC decoder, they are always the \( d_0 - t - 1 \) bits with the smallest values of \( |\lambda_{l,k}| \) in each row of a SCC block. In the example of SCC with
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**Fig. 9.** PDFs of the reliabilities \( |\lambda_{l,k}| \) and channel LLRs \( \lambda_{l,k} \) (positive part) at an SNR of 6.57 dB for 2-PAM: (a) without reliability quantization, (b) with 2-bit reliability quantization, and (c) with 1-bit reliability quantization.

B. Numerical Results

Fig. 10 shows the results of iSABM-SCC decoding with 2-bit (orange dashed curve) and 1-bit (blue dashed dotted curve) reliability quantization and \( L - K = 7 \). The modulation format is 2-PAM. Two baselines are: standard SCC decoding and iSABM-SCC decoding with an idealized three-level quantizer (as shown in Fig. 9(a)). In theory, the latter case requires \( \gamma = \log_2 3 \) quantization bits, where \( \gamma \) is used to denote the non-integer quantization bits. As predicted in the third to last paragraph of Sec. IV-A, iSABM-SCC with 2-bit reliability quantization
quantization suffers negligible performance loss, while that with 1-bit reliability quantization has a larger performance loss, i.e., 0.20 dB. However, the latter can efficiently reduce the occupied memory for storing marked information by 50%.

Fig. 10 also shows the impact of reliability quantization on the performance of the SABM-SCC decoder. Differently from iSABM-SCC, the idealized case for SABM-SCC is that without quantization, or in other words, with \( q = \infty \) quantization. As Fig. 10 shows, 1-bit reliability quantization will degrade the performance by 0.12 dB. Although the performance loss of SABM-SCC with 2-bit reliability quantization becomes smaller, there exists a clear gap to that without quantization. It indicates that SABM-SCC is more sensitive to the reliability quantization than iSABM-SCC. This is due to the fact that SABM-SCC needs the knowledge of the sorted most unreliable \( d_0 - t - 1 \) HUBs. However, as explained in Sec. IV-A, the same quantized value of \( |A_{l,k}|_q \) of the HUBs makes the decoder unaware of which HUB is the most unreliable one. In this case, the decoder always simply takes the required number of HUBs from left to right in each row of a SCC block for flipping.

Fig. 11 shows the influence of reliability quantization on the SABM- and iSABM-SCC decoders for 8-PAM. We can also find that 2-bit reliability quantization is enough to enable a negligible performance loss for iSABM-SCC decoding. To further relax the requirement on hardware, 1-bit reliability quantization is also feasible, but with 0.25 dB (0.21 dB) performance loss for the iSABM-SCC (SABM-SCC) decoders.

V. COMPLEXITY ANALYSIS

The channel LLRs in SABM- and iSABM-SCC are only used to classify bits into HUBs, HRBs, and UBs. In general, the complexity of the SABM- and iSABM-SCC decoding is much lower than that of SD decoding (see e.g., [9], [11]). Due to the fact that the SABM and iSABM algorithms need to have the HUB and HRB information, this overhead makes the SABM- and iSABM-SCC decoding more complicated than HD decoding (e.g., [7], [8]). Compared to SABM-SCC, the most important part of the proposed iSABM-SCC decoder is that the time-consuming sorting is completely avoided. Some implementation aspects of the SABM-SCC decoding have already been discussed in [20, Sec. IV] and [34, Sec. II]. In what follows, we will mainly discuss the complexity increase of the newly proposed iSABM-SCC decoding, and compare with other two state-of-the-art SA-HD decoding methods: SABM-SR [22] and BEE-SCC [17].

A. Complexity Analysis

With respect to standard SCCs, a big contribution to the complexity increase of the iSABM-SCC decoder is the extra BDDs coming from the second BDD attempt after BF (see Fig. 3(right)). Let \( N \) and \( N_{sd} \) be the number of BDDs in the iSABM-SCC decoding and standard SCC decoding within a window, respectively. The relative complexity increase caused by the additional BDDs is given by [20, eq. (4)]

\[
\eta_I \triangleq \frac{N - N_{sd}}{N_{sd}} = \frac{N - w(L - 1)\ell}{w(L - 1)\ell}.
\]

Considering for example a SCC with BCH \((256, 239, 2)\) component code, \( N_{sd} \) equals to 7,168 when \( L = 9 \) and \( \ell = 7 \). Since the number of BDDs within an iSABM-SCC decoding window is not deterministic, we calculated \( \bar{N} \) as the average value of the first 10,000 windows. iSABM-SCC with \( K = 2 \) resulted in a \( \eta_I = 22.35\% \) relative complexity increase at an SNR of 6.57 dB. It can be expected that this value will become smaller, as channel SNR increases. This is due to the
reduced channel errors, which will result in less BDD failures and miscorrections in the first BDD attempt.

It should be mentioned that depending on how the algorithms in this paper are implemented, the complexity increase given by (5) could be an underestimation of the true complexity increase. The reason is as follows. BDD can be implemented as a syndrome-based decoder, which performs syndrome calculation first, and then estimates the error pattern using syndromes and corrects errors. We refer to this syndrome calculation, error estimation and correction as full BDD. When the calculated syndrome vector is zero, BDD stops as its input is a valid codeword. We refer to this as partial BDD, which is less complex than full BDD. The expression in (5) assume all decoding attempts are full BDD. However, standard SCC rarely needs full BDDs, as the code rate is often adapted to the channel condition. On the other hand, the extra BDDs in iSABM-SCC always need error pattern estimation, as their input is either a miscorrection or a failure (which corresponds to a nonzero syndrome). This makes the actual relative complexity increase potentially higher than that calculated from (5).

Let \( v_{sc} \) and \( v_{ep} \) be the time required for syndrome calculation and error pattern estimation, respectively. For the \( i \)th window, a more accurate relative complexity increase (due to the extra BDDs) is

\[
\eta_2 = \frac{\sum_{h=1}^{L} \sum_{p=1}^{L} (D_{hp} v_{sc} + P_{hp} v_{ep})}{\sum_{h=1}^{L} \sum_{p=1}^{L} (D_{hp} v_{sc} + P_{hp} v_{ep})} - 1, \tag{6}
\]

where \( D_{hp} \) and \( P_{hp} \) denote the number of syndrome calculations of component words in \( [Y_{i+p−1}^{T} Y_{i+p}] \) at \( h \)th iteration of standard SCC and iSABM-SCC, respectively. In (6), \( P_{hp} \) and \( P_{hp} \) denote the number of error pattern estimations of standard SCC and iSABM-SCC, respectively. For standard SCC, \( P_{hp} \leq D_{hp} \leq w \). Since iSABM is performed over the last \( L−K \) SCC blocks, \( P_{hp} \leq D_{hp} \leq 2w \) for \( p > K \) (due to the extra BDDs), and \( D_{hp} \leq D_{hp} \leq w \) for \( p \leq K \).

In (6), \( v_{sc} \) and \( v_{ep} \) (or, equivalently, the ratio of \( v_{sc} \) to \( v_{ep} \)) are the key to estimate \( \eta_2 \) accurately. However, their exact values depend on many implementation-specific details such as, for example, the particular hardware architecture and the degree of parallelization. Therefore, an objective and accurate analysis for \( v_{sc} \) and \( v_{ep} \) as well as \( \eta_2 \) is beyond the scope of this paper and is left as future work.

Another important contribution to the complexity increase of the iSABM-SCC decoder is marking bits. For every HD-estimated bit \( h_{l,k} \), the iSABM-SCC decoder needs to mark whether it is an HUB, HRB, or UB (see (2)). Bit marking occurs only once before decoding. During decoding, the marked information is not updated, which is statically stored in a data random access memory (RAM). From a hardware implementation point of view, this bit marking process is quite simple as only two comparator circuits with thresholds of \( \delta_1 \) and \( \delta_2 \) are required. For the storage of the marked information, 2 bits are enough to indicate the three possibilities: HRB, HUB, and UB. To be a more hardware-friendly FEC code, the simulation results shown in Sec. IV-B have demonstrated that 1-bit representation of a \( |\lambda_{l,k}| \) value is also feasible at the expense of a small performance loss, but with 50% memory save.

In addition, the iSABM-SCC decoder also requires the syndrome information for each component codeword to perform miscorrection detection. However, this is costless, as BDD will naturally compute (and store) the syndromes for each component codeword.

To randomly determine the bit flippings at each iteration, the need for a random number generator (RNG) is also an overhead to the iSABM-SCC decoder. One of the most simple and common way to generate pseudo-random numbers is using linear-feedback shift register (LFSR). The potential problem is that the number of HUBs in each component codeword is not deterministic. If the worst case is considered, i.e., the \( 2w \) bits of a component codeword are all HUBs, the required number of bits for the LFSR is \( \log_2(2w + 1) \). Therefore, the accurate complexity of RNG depends on the practical hardware implementation, which is left for future work.

### B. Approximate Complexity Discussion

Table 1 shows a brief complexity comparison between the iSABM-SCC, SABM-SR-SCC, and BEE-SCC decoders, which we will discuss below. They are three kinds of SA-HD decoders that have been proposed very recently, and present comparable performance (the performance comparison has been shown in Sec. III-B). However, we would like to highlight that the iSABM-SCC decoder proposed in this paper is the simplest one. The reasons for this can be explained from four aspects:

- **Less BDD attempts**: As Fig. 3 shows, iSABM-SCC performs SA decoding over part of the SCC blocks within a window, i.e., \( L−K \) out of \( L \) SCC blocks. This corresponds to \( K \) groups of BDDs and \( L−K−1 \) groups of iSABMs at each iteration. SABM-SR-SCC is similar to iSABM-SCC, but with \( L−K−1 \) groups of SABMs with scaled reliabilities. By contrast, BEE-SCC performs \( L−1 \) groups of SA component decodings at each iteration. In terms of the SA decoding, the three algorithms all need to perform BDD multiple times to decode a component word. However, the number of BDD attempts in iSABM-SCC and SABM-SR-SCC is at most twice, while that in the BEE-SCC is three times (one is from the upper branch shown in [17, Fig. 8], while the other two are from the bottom branch due to the erasure decoding). The accumulated large amount of extra BDDs in BEE-SCC will result in a higher complexity increase.

- **No LLR sorting and updating**: Both SABM-SR-SCC and BEE-SCC update their LLRs as a function of the iterations. Using the updated LLRs, SABM-SR-SCC updates the HRBs by comparing with a reliability threshold. However, the HUBs are updated by performing reliability sorting to determine the sorted \( d_0−t−1 \) HUBs in each component codeword. In the BEE-SCC decoder, reliability sorting is also required to find the most unreliable 2 bits to determine the 2 erasures in each component codeword.
In this paper, a new soft-aided hard-decision decoder, called iSABM-SCC, is proposed to improve the decoding of staircase codes. The iSABM-SCC decoder is based on modifications of the soft-aided bit-marking algorithm with a simplified bit marking process and an improved bit flipping strategy. By performing soft-aided decoding over multiple SCC blocks, gains up to 0.53 dB with respect to SABM-SCCs and up to 0.91 dB with respect to standard SCCs are reported. The analysis of reliability quantization on the performance of iSABM-SCC decoder show that 2-bit representation will cause negligible performance loss, while 1-bit representation causes a 0.25 dB gain penalty but with 50% memory saving for the storage of marked information. The retained gains are still much higher than those provided by the SABM-SCC decoder with infinite-bit reliability quantization. Due to the excellent performance and hardware-friendly implementation, we believe iSABM-SCC will be a very appealing FEC solution for future high-speed low-cost optical fiber communication systems, especially now that SCCs have been recommended in the standards for 100G-LR and 400G-ZR optical transport networks.

REFERENCES

[1] B. S. G. Pillai, B. Sedighi, K. Guan, N. P. Anthapadmanabhan, W. Shieh, K. J. Hinton, and R. S. Tucker, “End-to-end energy modeling and analysis of long-haul coherent transmission systems,” Journal of Lightwave Technology, vol. 32, no. 18, pp. 3093–3111, Sep. 2014.

[2] B. P. Smith, A. Farhood, A. Hunt, F. R. Kschischang, and J. Lodge, “Staircase codes: FEC for 100 Gb/s OTN,” Journal of Lightwave Technology, vol. 30, no. 1, pp. 110–117, Jan. 2012.

[3] ITU, “OTU4 long-reach interface,” ITU-T Recommendation G.709.2/Y.1331.2, July 2018.

[4] ——, “Flexible OTN long-reach interfaces,” ITU-T Recommendation G.709.3/Y.1331.3, June 2018.

[5] I. Forum, Implementation Agreement 400ZR, Optical Internetworking Forum, Mar. 2020.

[6] B. P. Smith, “Error-correcting codes for fibre-optic communication systems,” Ph.D. dissertation, University of Toronto, 2011.

[7] C. Hager and H. D. Pfister, “Miscorrection-free decoding of staircase codes,” in European Conference on Optical Communication (ECOC), Gothenburg, Sweden, Sep. 2017.

[8] L. Holzhauer, H. Bartz, and A. Wachtcher-Zeh, “Improved decoding and error floor analysis of staircase codes,” Designs Codes and Cryptography, vol. 87, no. 2-3, pp. 647–664, April 2018.

[9] X. Dou, M. Zhu, J. Zhang, and B. Bai, “Soft-decision based sliding-window decoding of staircase codes,” in 2018 IEEE 10th International Symposium on Turbo Codes & Iterative Information Processing (ISTC), Hong Kong, China, Dec. 2018.

[10] L. Zhou, B. Feng, J. Iiao, K. Liang, S. Wu, and Q. Zhang, “Performance analysis of soft decoding algorithms for polar-staircase coding scheme,” in 2018 10th International Conference on Wireless Communications and Signal Processing (WCSP), Hangzhou, China, Oct. 2018.

[11] V. B. Wijekoon, E. Viterbo, and Y. Hong, “LDPC-staircase codes for soft decision decoding,” in 2020 IEEE Wireless Communications and Networking Conference (WCNC), Seoul, Korea (South), Korea (South), May 2020.

[12] C. Condo, V. Bioglio, and I. Land, “Staircase construction with non-systematic polar codes,” in 2020 Optical Fiber Communications Conference and Exhibition (OFC), San Diego, CA, USA, USA, Mar. 2020.

[13] A. Sheikh, A. Graell i Amat, and G. Liva, “Iterative bounded distance decoding of product codes with scaled reliability,” in European Conference on Optical Communication (ECOC), Rome, Italy, Sep. 2018.

[14] A. Sheikh, A. Graell i Amat, and G. Liva, “Binary message passing decoding of product-like codes,” IEEE Transactions on Communications, vol. 67, no. 12, pp. 8167–8178, Dec. 2019.
[15] ——, “Binary message passing decoding of product codes based on generalized minimum distance decoding,” in 2019 53rd Annual Conference on Information Sciences and Systems (CISS), Baltimore, MD, USA, Mar. 2019.

[16] A. Sheikh, A. Graell i Amat, G. Liva, and A. Alvarado, “Refined reliability combining for binary message passing decoding of product codes,” arXiv:2006.00070, May 2020.

[17] A. Sheikh, A. Graell i Amat, and A. Alvarado, “Novel high-throughput decoding algorithm for product and staircase codes based on error-and-erasure decoding,” arXiv:2008.02181, Aug. 2020.

[18] A. Graell i Amat, G. Liva, and F. Steiner, “Coding for optical communications—can we approach the Shannon limit with low complexity?” in 45th European Conference on Optical Communication (ECOC 2019), Dublin, Ireland, Sep. 2019.

[19] Y. Lei, A. Alvarado, B. Chen, X. Deng, Z. Cao, J. Li, and K. Xu, “Decoding staircase codes with marked bits,” in 2018 IEEE 10th International Symposium on Turbo Codes & Iterative Information Processing (ISTC), Hong Kong, China, Dec. 2018.

[20] Y. Lei, B. Chen, G. Liga, X. Deng, Z. Cao, J. Li, and K. Xu, “Improved decoding of staircase codes: The soft-aided bit-marking (SABM) algorithm,” IEEE Transactions on Communications, vol. 67, no. 12, pp. 8220–8232, Dec. 2019.

[21] B. Chen, Y. Lei, S. van der Heide, J. van Weerdenburg, A. Alvarado, and C. Okonkwo, “First experimental verification of improved decoding of staircase codes using marked bits,” in Optical Fiber Communications Conference and Exposition (OFC), San Diego, USA, Mar. 2019.

[22] G. Liga, A. Sheikh, and A. Alvarado, “A novel soft-aided bit-marking decoder for product codes,” in 45th European Conference on Optical Communication (ECOC 2019), Dublin, Ireland, Sep. 2019.

[23] W. Li, J. Lin, and Z. Wang, “Improved soft-assisted iterative bounded distance decoding for product codes,” in 2019 IEEE 5th International Conference on Computer and Communications (ICCC), Chengdu, China, Dec. 2019.

[24] M. Baldi, F. Chiaraluce, and G. Cancellieri, “Finite-precision analysis of demappers and decoders for LDPC-coded m-QAM systems,” IEEE Transactions on Broadcasting, vol. 55, no. 2, pp. 239–250, June 2009.

[25] Z. Zhang, L. Dolecek, B. Nikolic, V. Anantharam, and M. J. Wainwright, “Design of LDPC decoders for improved low error rate performance: quantization and algorithm choices,” IEEE Transactions on Communications, vol. 57, no. 11, pp. 3258–3268, Nov. 2009.

[26] D. Oh and K. K. Parhi, “Min-sum decoder architectures with reduced word length for LDPC codes,” IEEE Transactions on Circuits and Systems I: Regular Papers, vol. 57, no. 1, pp. 105–115, Feb. 2010.

[27] F. Steiner, E. Ben Yacoub, B. Matuz, G. Liva, and A. Graell i Amat, “One and two bit message passing for SC-LDPC codes with higher-order modulation,” Journal of Lightwave Technology, vol. 37, no. 23, pp. 5914–5925, Dec. 2019.

[28] U. Dasgupta and C. N. Georghiades, “Turbo decoding of quantized data,” IEEE Transactions on Communications, vol. 50, no. 1, pp. 56–64, Jan. 2002.

[29] C. Leroux, A. J. Raymond, G. Sarkis, and W. J. Gross, “A semi-parallel successive-cancellation decoder for polar codes,” IEEE Transactions on Signal Processing, vol. 61, no. 2, pp. 289–299, Jan. 2013.

[30] A. Balatsoukas-Stimming, A. J. Raymond, W. J. Gross, and A. Burg, “Hardware architecture for list successive cancellation decoding of polar codes,” IEEE Transactions on Circuits and Systems II: Express Briefs, vol. 61, no. 8, pp. 609–613, May 2014.

[31] Y. Cai, W. Wang, W. Qian, J. Xing, K. Tao, J. Yin, S. Zhang, M. Lei, E. Sun, H. Chien, Q. Liao, K. Yang, and H. Chen, “FPGA investigation on error-flare performance of a concatenated staircase and hamming FEC code for 400G inter-data center interconnect,” Journal of Lightwave Technology, vol. 37, no. 1, pp. 188–195, Jan. 2019.

[32] D. Truhachev, K. El-Sankary, A. Karami, A. Zokaei, and S. Li, “Efficient implementation of 400 Gbps optical communication FEC,” IEEE Transactions on Circuits and Systems I: Regular Papers, vol. 68, no. 1, pp. 496–509, Jan. 2021.

[33] L. Szczecinski and A. Alvarado, Bit-Interleaved Coded Modulation: Fundamentals, Analysis, and Design. Chichester, UK: Wiley, 2015.

[34] A. Alvarado, G. Liva, Y. Lei, B. Chen, and A. Balatsoukas-Stimming, “Improving HD-FEC decoding via bit marking,” in 2019 24th OptoElectronics and Communications Conference (OECC), Fukuoka, Japan, July 2019.