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In order to solve the problem that the target is easily lost in the process of multisource target data fusion tracking, a multisource target data fusion tracking method based on data mining is proposed. Multisource target data fusion tracking belongs to location level fusion. Firstly, a hybrid heterogeneous network fusion model is established, and then, data features are extracted, and a fusion source big data acquisition algorithm is designed based on compressed sensing to complete data preprocessing to reduce the amount of data acquisition. Based on data mining association multisource fusion target, get the relationship between each measurement and target, and build multisource target data fusion tracking model to ensure the stable state of fusion results. It shows that the proposed method can save the tracking time and improve the tracking accuracy compared with the methods based on NNDA and PDA, which is more conducive to the real-time tracking of multisource targets.

1. Introduction

With the rapid development of modern computer technology and detection and perception technology, the level of modern war has been continuously improved, and the world military changes with each passing day. In the new generation of combat system, the battlefield has gradually expanded to the complex space composed of land, sea, air, space, and electromagnetism. Only relying on single source information cannot adapt to the expanding scope of operations and increasingly complex battlefield environment and cannot meet the operational needs at this stage. Therefore, it is necessary to comprehensively optimize the multisource information, conduct real-time target reconnaissance, obtain target state estimation, effectively distinguish target attributes, and analyze behavior intention, situation assessment, and prediction information [1]. In the modern battlefield, various forms of information expression, huge amounts of information, and complex processing relations have greatly exceeded the scope of human brain’s comprehensive information processing ability. For this reason, a new subject data fusion technology appeared in the 1970s, which developed rapidly and was widely used in important fields. It should be pointed out that there are many terms to describe the concept of data fusion, such as information fusion and sensor fusion. In fact, these concepts are closely related. Most people think that data fusion is mainly for the formal expression of all kinds of available information data. When the sensor detection data is taken as the information to be fused, data fusion is also called sensor fusion [2]. The most important feature of multisource data fusion technology is that it overcomes the limitations of a single data source. By using the original measurements obtained by multiple homogeneous or heterogeneous sensors, multilevel effective fusion is carried out. After filtering out the interference information, the comprehensive judgment of the target is formed, and then, any single sensor cannot obtain more accurate, reliable, and effective information. In addition to the above characteristics, it also has good fault-tolerant performance and stable performance, high credibility of the conclusion, improved the reliability of the system, improved the detection performance, and so on.

Multisource target data fusion tracking method is an effective supplement to global satellite navigation system. Multisource fusion tracking technology uses a variety of positioning sources to achieve positioning service.
Multisource fusion positioning is based on multisource information fusion technology, which is different from the traditional single navigation source. In the multisource fusion tracking system, the positioning information from different fusion sources is reorganized and optimized by some optimization rules. Multisource fusion tracking can make full use of the positioning information of multiple positioning sources, so it can greatly improve the positioning accuracy and improve the reliability and robustness of the tracking system [3]. In the multitarget tracking environment, the measurement of the detected target is affected by clutter or noise and there is uncertainty, so the data association is needed. Data association is widely used in target tracking. In the process of association, it is necessary to determine the corresponding relationship between the measurement and the real target. When the tracking target increases, the corresponding association will become more and more complex [4]. If the association is wrong, the accuracy of the next tracking or fusion results will be greatly affected. Using data mining technology can fully mine the association relationship of multisource targets. Therefore, this paper proposes a heterogeneous network multisource target data fusion tracking method based on data mining to promote the continuous development of multisource data fusion technology to meet the needs of various application fields.

2. Multisource Target Data Fusion Tracking Method Based on Data Mining in Heterogeneous Network

2.1. Building Heterogeneous Network Convergence Structure. Data fusion is a comprehensive analysis and processing technology for multisource information. According to the output of fusion, data fusion is divided into three levels. The first is the position estimation and identity recognition, the second is situation assessment, and the third is threat estimation. According to the levels, data fusion can be divided into five levels, including detection, location, attribute, situation assessment, and threat estimation [5]. This paper mainly studies the fusion and tracking of multisource target data, which belongs to the fusion of location level. The fusion of position level focuses on fusion of the state estimation results of targets by processing the observation reports and tracks of each sensor. It can be divided into two aspects: time dimension and spatial dimension integration. It is mainly used in target tracking. It is in the middle layer of the fusion hierarchy model, and it is also the most widely used layer. According to the signal processing process, the structure can be divided into centralized, distributed, mixed, and multilevel [6]. The hybrid data fusion system combines the advantages of distributed structure and centralized structure, which is mainly accomplished by adding circuit breaker and selecting merging module on the basis of distributed structure. Based on the hybrid structure, this paper establishes a heterogeneous network fusion model, as shown in Figure 1.

As shown in Figure 1, the information of all fusion sources is collected by sensors and then transmitted to the fusion center through wireless transmission network. Each local node first needs to process and reconstruct the observed data to obtain the state information of the target, namely, the trajectory information, and then send it to the node. The center obtains the final target state estimation and track information by associating and processing multiple sets of target tracks [7]. The network transmission of data is the link between fusion center and sensing point. In the process of wireless transmission, there will be network transmission delay and network packet loss. Network transmission delay refers to the time interval between communication packets entering Ethernet and leaving Ethernet. The network transmission delay can be expressed as shown in

\[ \tau = \tau_1 + \tau_2 + \Delta \tau. \]  

In formula (1), \( \tau \) represents the total delay of heterogeneous network; \( \tau_1, \tau_2, \) and \( \Delta \tau \) represent the delay caused by network congestion, network jitter, and other factors, respectively. Packet loss rate (PLR) is used to evaluate network packet loss. In order to overcome the contingency caused by single round trip time, this paper calculates PLR based on time weight, as shown in

\[ p = \frac{\sum_{n=0}^{n} s_n \cdot (t/t_0)}{\sum_{n=0}^{n} o s_n}. \]  

In formula (2), \( p \) represents PLR; \( s_n \) is the total package number of transmission; \( n \) is the total number of single round trip time; \( t \) and \( t_0 \) are packet loss time and total time. When the amount of fusion source data becomes larger, the network transmission delay and network packet loss problems are more serious [8]. In order to overcome the above problems, a multisource fusion positioning data preprocessing method is proposed to reduce the amount of fusion source data collection, so as to reduce the network transmission pressure. Multisource fusion tracking data preprocessing includes two parts, which are data feature extraction and fusion source big data acquisition algorithm based on compressed sensing.

2.2. Design Fusion Source Big Data Acquisition Algorithm. The purpose of data feature extraction is to extract the big data from fusion source. The basic method is to filter the data according to certain rules according to the characteristics of each fusion source information. In the network-based fusion location architecture, each target is regarded as a perception point [9]. Each sensor can sense 8 kinds of fusion source sensor data, which are WiFi fingerprint, acceleration sensor, gravity sensor, magnetic sensor, barometer, odometer, visual sensor, and satellite positioning. The information vector representation defining a perception point perception is shown in

\[ A = [W, C, G, M, B, O, V, S]. \]  

In formula (3), \( A \) represents the perceptual information vector; \( W, C, G, M, B, O, V, \) and \( S \) are the sensor data of the above eight fusion sources, respectively. In some specific
scenarios, some of the location information in the eight kinds of location sources are unusable or meaningless. For example, when the sensing point is in the indoor scene, because the positioning satellite is blocked, the satellite positioning system cannot work normally. Another example is that when the barometer collects the same value twice or does not change much, the collected value of the later time is meaningless and can be omitted [10]. The collection and transmission of useless location information will lead to waste of network transmission resources. To solve the problems, in the multisource fusion tracking data feature extraction method, the feature extraction weight matrix is designed to refine the fusion source data and reduce the unnecessary waste of resources. The weight matrix of feature extraction is defined as, as shown in

\[
\omega = \begin{bmatrix}
\omega_W & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \omega_C & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \omega_G & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \omega_M & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \omega_B & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \omega_O & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \omega_Y & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \omega_S
\end{bmatrix}. \tag{4}
\]

In formula (4), \(\omega\) represents the weight matrix; \(\omega_W, \omega_C, \omega_G, \omega_M, \omega_B, \omega_O, \omega_Y, \) and \(\omega_S\) represent the weight factors of eight fusion source sensor data. According to the characteristics of different fusion sources, the weight factors in the positioning weight matrix are shown in Table 1.

After the above data feature extraction, the fusion source data is preliminarily screened. In order to further reduce the amount of data acquisition, an algorithm based on compressed sensing is proposed. In the algorithm of fusion source based on compressed sensing, only part of the original data of fusion source is collected and sent to the fusion center, and the original information is recovered by reconstruction algorithm in the fusion center [11]. This can greatly reduce the amount of fusion source information collection, so as to improve the efficiency of heterogeneous network transmission. In the heterogeneous network fusion structure, it is assumed that each sensing point can sense up to eight kinds of fusion source tracking information, and the sensing points are selected to measure the sampling information. The first key point of compressed sensing information reconstruction is the choice of measurement matrix, which is PCI matrix. PCI measurement matrix can be expressed as

\[
\varphi = \begin{cases}
1, & 1 \leq x \leq 8a, \quad 1 < y < 8b, \\
0, & \text{otherwise}.
\end{cases}
\tag{5}
\]

In formula (5), \(\varphi\) represents PCI measurement matrix; \(x\) and \(y\) represent matrix elements; \(a\) and \(b\) represent all sensing points and the number of selected sensing points. Using PCI measurement matrix to realize compressed sensing can greatly reduce the computational complexity [12]. The measurement vector is first transferred to the fusion center, where the original information vector is obtained by reconstruction algorithm [13]. In this paper, discrete cosine transform (DCT) is selected as the basis matrix, and the basis pursuit algorithm is used to solve the reconstruction vector. After determining the measurement matrix, base matrix, and reconstruction algorithm, in the fusion center, the original information can be accurately reconstructed through the measurement information.

2.3. Multisource Fusion Target Association Based on Data Mining. Data mining is used to associate multisource fusion targets to determine the corresponding relationship between reconstructed information and real targets. From the process of data mining, it can be divided into three stages. First, data filtering is carried out. This stage is to select and filter all the measurements input by the sensor according to the actual situation or requirements and eliminate the information data that does not meet the condition rules, which has been completed in the data preprocessing above. Then, the incidence matrix is calculated. Incidence matrix can quantitatively describe the similarity degree between a measurement pair or a measurement target pair, including data association measurement standard, logic principle, and similarity calculation method, which is the key step of data association [14]. Generally, a similarity measurement method is selected according to the actual application situation to calculate the correlation degree for each measurement falling into the correlation gate. According to the correlation degree between measurement and target, the corresponding correlation matrix is established. Finally, the appropriate assignment strategy is selected to update the status. According to the data mining process, the specific steps of association process are given, as shown in Figure 2.

Correlation gate can be described as follows: the predicted position of the tracked target is set as the center,
which can determine the closed area where the target may measure. It is a filtering threshold to judge whether the measurement is from the target candidate echo. Generally, the measurement or echo falling into the correlation gate is called candidate echo [15]. The size of the closed area (correlation gate) can be determined by the probability of receiving the echo correctly. At the same time, the area size is also related to the observation error of the sensor, the motion state of the current target, and the tracking environment.

In order to solve the problem of multitarget tracking, the joint probability of confirmation matrix is added to determine the correlation degree. Firstly, the association hypothesis between measurements and multiple targets is established, and the fusion value of effective measurements in the association gate is calculated by taking the association probability as the weight to update the target state. The expression for defining the confirmation matrix is as follows:

\[ Q_{ij} = \begin{cases} 0, & z_j \notin \Omega, \\ 1, & z_i \in \Omega. \end{cases} \] (6)

In formula (6), \( Q_{ij} \) represents the confirmation matrix; \( i \) means measurement; \( j \) represents the goal; \( z \) means effective measurement; \( \Omega \) represents the associated area. The relationship between the confirmation matrix and the correlation area is shown in Figure 3.
is to say, every each number of effective measurements exists in the intersection area of two related regions, which indicates that the measurement may come from two targets. The key of joint probabilistic data association is to calculate the probability of correlation between the target measurements detected in the correlation gate and various real targets, that is, joint association events and joint target measurements detected in the correlation gate and various real targets, that is, joint association events and joint association probability. Without considering the indiscernibility, there is a unique source for the measurement. That is to say, every effective measurement that does not come from one of the targets must come from clutter. There is no case that the measurement comes from two targets or both targets and clutter. For a set target, at most, one real measurement corresponding to the target is generated [16]. In other words, if the set target is matched with multiple measurements at the same time, only one of the corresponding relationships holds. For each row in the confirmation matrix, only one 1 is selected and regarded as the unique nonzero element of the corresponding row in the interconnection matrix. For each column of the confirmation matrix (the first column is not included), there can only be one nonzero element in the remaining columns. The state estimation of target measurement is obtained by Kalman filter. If there is no measured value from the target, the detected echo value is used to update the target state, and the estimated value of the target is equal. The relationship between each measurement and target is obtained, which can be used in the subsequent multitarget fusion tracking model.

2.4. Construction of Multisource Target Data Fusion Tracking Model. Stable fusion result is the premise of building tracking model. Through the above multisource target association results, stable fusion results can be obtained. Based on this, a multisource target data fusion tracking model is constructed to ensure that the target state fusion results come from the real tracking target as the first principle. The purpose of the tracking model is to realize the tracking under the condition of unmanned switching. According to the type of each sensor and the actual tracking environment, the priority of each sensor data should be set. Generally, the visible light sensor with higher accuracy has higher priority. Then, according to the change of data, the validity and stability of each priority data are analyzed [17]. Finally, on the basis of correctly tracking the target, the photovoltaic tracking system selects the optimal sensor data for tracking. In the later analysis, the priority level of each sensor is used to represent the sensor. At the same time, the miss distance corresponding to the selected sensor is sent to the servo system for target tracking. When the data of miss distance of current sensor selection is in great error and there is a risk of losing target, it is necessary to switch to the sensor data of sub priority in time. The target miss data of the sub-superior sensor is used to track to ensure the tracking is normal [18–20]. After the current sensor data is stable, the measured data of the sensor can be reused for tracking to ensure the optimal tracking effect. Once the sensor tracking system is disturbed and the data is unstable, the corresponding data error will increase and the fusion coefficient will decrease. After the error accumulates to a certain extent, its weight coefficient will be less than a certain threshold [21–23]. If at a certain sampling point, the tracking data fusion weight of the currently selected sensor is less than the threshold, the switching condition is satisfied. At each sampling time, the corresponding weight of each sensor’s state is

$$\gamma = \frac{1/\delta^2}{\sum_1/1/\delta^2}.$$  \hspace{1cm} (7)

In formula (7), $\gamma$ represents the fusion corresponding weight; $\delta$ is the estimation of error covariance; $u$ is the number of sensors. In the switching state, the credibility of sensor data has been reduced. If the miss distance of the sensor continues to be transmitted to the server, the tracking may be unstable or even the target may be lost. Therefore, it is necessary to select another sensors’ data to transmit to the servo, that is, to do a switching action between the two sensor’s data. In order to ensure that the fusion results can always maintain a stable state and accurately judge the credibility of each sensor data, the real error and real coefficient are used to represent the real change of each sensor data [24, 25]. Assuming that the sensor currently used is the sensor with the first priority, the processing process can be divided into three cases according to whether the data processing results of the current sampling point and the first $U$ sampling points meet the switching conditions, as shown in Table 2.

In the third case, the replacement formula can be expressed as follows:

$$\chi' (\theta) = \frac{\chi \theta}{\theta - 1}.$$ \hspace{1cm} (8)

In formula (8), $\chi$ and $\chi'$, respectively, represent the target state vectors corresponding to the sensors before and after replacement; $\theta$ is the least square curve fitting coefficient. The replaced target state vector and other sensor data
are sent to the fusion system again, and the calculation error and coefficient are obtained by recalculation. Finally, a stable fusion result is obtained.

### 3. Simulation Experiment and Result Analysis

#### 3.1. Experimental Preparation

This simulation experiment mainly tests the target tracking effect of the heterogeneous network multisource target data fusion tracking method in the presence of clutter density interference. In the experiment, the clutter density is set as 4, and 100 Monte Carlo simulations are carried out. The initial state of setting multiple targets is shown in Table 3.

#### 3.2. Experimental Result

In order to verify the feasibility of the heterogeneous network multisource target data fusion tracking method proposed in this paper in multitarget environment, different tracking methods are simulated and compared in terms of tracking time and tracking accuracy. The two comparison methods are based on nearest neighbor data association (NNDA) and probabilistic data association (PDA). NNDA calculates the distance between the candidate echo and the predicted position of the target, selects the measurement that falls in the correlation gate, finds out the measurement that is closest to the predicted point of the tracked target, and selects it as the correct measurement to update the state of the target. PDA correlates all the determined measurements in the correlation gate, obtains the probability of each measurement from the actual source, and then updates the state. The comparison results of tracking time are shown in Table 4.

It can be concluded from Table 4 that the time of the three methods is obviously compared when the number of targets increases. Taking the number of targets as 10 as an example, the tracking time of this method is 0.854 s, which is 27.398 s and 28.722 s less than the two comparison methods. The tracking time based on NNDA and PDA shows an exponential growth trend, while the tracking time of this method is almost stable within one second with the increase of the number of targets. The above results show that the proposed method has obvious advantages in tracking time.

The average mean square error (RMSE) is used to measure the accuracy error. The comparison results are shown in Figure 4. According to the comparison results in Figure 4, the RMSE of the proposed method is smaller than that of the target data fusion tracking methods based on NNDA and PDA. Taking the number of targets as 10 as an example, the RMSE of this method is 18.92%, which is 14.76% and 8.63% less than the two comparison methods. Based on the above results, the method proposed in this paper can realize multisource target data fusion tracking, save tracking time, and improve tracking accuracy.

| Number | Condition | Explain | Handle |
|--------|-----------|---------|--------|
| 1 | The sensor does not meet the switching condition at the current sampling time | The sensor data is still stable | Without any operation, the sensor data can be used for tracking |
| 2 | The data of the current sampling time and the first U sampling points meet the switching conditions | The sensor cannot get the target status data normally | Switch action is needed to select the next priority sensor data for tracking |
| 3 | At the current sampling time, the sensor meets the switching condition, but the first U sampling points do not meet the switching condition | The sensor has an extreme point | The target state vector corresponding to the sensor is replaced by its least square curve fitting result |

#### Table 2: Classification of treatment results.

| Number | Condition | Explain | Handle |
|--------|-----------|---------|--------|
| 1 | The sensor does not meet the switching condition at the current sampling time | The sensor data is still stable | Without any operation, the sensor data can be used for tracking |
| 2 | The data of the current sampling time and the first U sampling points meet the switching conditions | The sensor cannot get the target status data normally | Switch action is needed to select the next priority sensor data for tracking |
| 3 | At the current sampling time, the sensor meets the switching condition, but the first U sampling points do not meet the switching condition | The sensor has an extreme point | The target state vector corresponding to the sensor is replaced by its least square curve fitting result |

#### Table 3: Initial state of target.

| Target serial number | Location (m) | Speed (m/s) |
|----------------------|--------------|-------------|
|                      | $x$  | $y$  | $v_x$ | $v_y$ |
| 1                    | 1000 | 200 | 40    | 42    |
| 2                    | 1000 | 500 | 42    | 44    |
| 3                    | 1000 | 1000 | 44    | 46    |
| 4                    | 1000 | 1500 | 46    | 48    |
| 5                    | 1000 | 2000 | 48    | 50    |
| 6                    | 1000 | 2500 | 50    | 50    |
| 7                    | 1000 | 3000 | 51    | 51    |
| 8                    | 1000 | 3500 | 50    | 50    |
| 9                    | 1000 | 4000 | 51    | 51    |
| 10                   | 1000 | 4500 | 50    | 50    |

#### Table 4: Target tracking time (s).

| Target number | Method of this paper | NNDA | PDA |
|----------------|----------------------|------|-----|
| 1              | 0.314                | 0.514| 0.534|
| 2              | 0.362                | 0.946| 0.786|
| 3              | 0.425                | 1.572| 1.104|
| 4              | 0.478                | 2.251| 2.143|
| 5              | 0.536                | 3.825| 3.766|
| 6              | 0.592                | 6.568| 6.228|
| 7              | 0.663                | 8.422| 9.601|
| 8              | 0.732                | 11.633| 12.313|
| 9              | 0.791                | 15.881| 14.844|
| 10             | 0.854                | 28.252| 29.576|

The sampling period is 1 s, the sampling time is 100, the detection probability is 1, the probability of correct measurement falling into the gate is 99%, and the correlation threshold is 9.18. Based on the above experimental conditions, the target tracking effect is tested.
accuracy and is more conducive to real-time tracking of multisource targets, which has a good engineering application prospect.

4. Conclusion

In this paper, based on data fusion and data mining, a heterogeneous network multisource target data fusion tracking method is proposed. The experimental results show that the method can save tracking time and improve tracking accuracy and can achieve real-time tracking of multisource targets. For the research of multisource fusion localization algorithm, we need to discuss more universal fusion localization algorithm and consider the joint use of multiple fusion localization algorithms for different localization scenarios. The data fusion algorithm assumes that each sensor is in a stable tracking state at the initial stage and does not consider the situation that the tracking data of a certain sensor will have a large error at the initial stage of tracking. In the next step, we need to add the initial state prediction of each sensor’s data. First, we can get the credibility of the data according to the data changes of each sensor and decide whether to add the tracking data of the sensor to the fusion system.
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