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Abstract

The quantum mechanical motion of the atomic nuclei is considered over a single- or a multi-dimensional subspace of electronic states which is separated by a gap from the rest of the electronic spectrum. The electron-nucleus Hamiltonian is block-diagonalized up to $O(\varepsilon^{n+1})$ through a unitary transformation of the electronic subspace and the corresponding $n$th-order effective Hamiltonian is derived for the quantum nuclear motion. Explicit but general formulae are given for the second- and the third-order corrections. As a special case, the second-order Hamiltonian corresponding to an isolated electronic state is recovered which contains the coordinate-dependent mass-correction terms in the nuclear kinetic energy operator. For a multi-dimensional, explicitly coupled electronic band, the second-order Hamiltonian contains the usual BO terms and non-adiabatic corrections but generalized mass-correction terms appear as well. These, earlier neglected terms, perturbatively account for the outlying (discrete and continuous) electronic states not included in the explicitly coupled electronic subspace.
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I. INTRODUCTION

Molecules are central paradigms of chemistry. They acquire unique features as physical objects due to the three orders of magnitude difference in the mass of their constituent particles, the electrons and the atomic nuclei.

Significant improvements in the energy resolution of spectroscopy experiments \[1, 2\], developed or adapted for the molecular domain, provide us with new pieces of information which can be deciphered, if a similarly precise and accurate theoretical description becomes available. For this purpose, it is necessary to re-consider the usual approximations used in quantum chemistry, in particular, the Born–Oppenheimer (BO) and the non-relativistic approximations. These two approximations give rise to ‘effects’ which play a role at the presently available experimental energy resolution. Further ‘effects’ may also be visible, for example, the interaction between the molecule and the quantized photon field are more and more appreciated as significant corrections to the molecular energy at this resolution \[3\]. Molecules have a large number of sharp spectral transitions, which can be measured experimentally to high precision. The interplay of the many small (or often not so small) effects (may) show up differently for the transitions between the different dynamical domains, so we cannot rely on the cancellation of the small effects, but their explicit computation \[3–5\], and hence further development of molecular quantum theory is necessary.

As to the coupling of the quantum mechanical motion of the electrons and the atomic nuclei benchmark energies and wave functions can be obtained by the explicit, variational solution of the few-particle Schrödinger equation \[6–16\]. We call this direction pre-Born–Oppenheimer (pre-BO) theory, because it completely avoids the BO separation, nor does it evoke the concept of a potential energy surface. Obviously, a pre-BO computation captures ‘all’ non-adiabatic ‘effects’. Although all bound and low-lying resonance states of the three-particle $H_2^+ = \{p^+, p^+, e^-\}$ molecular ion have been recently reported to an outstanding precision \[17\], already for four- and five-particle systems \[15\] the explicit many-particle solution is typically limited to a few selected states due to the increased computational cost and other methodological challenges.

In order to compute (reasonably) accurate energies and wave functions over a broad dynamical range, we look for effective non-adiabatic Hamiltonians.
There is a vast literature about dominant non-adiabatic features\textsuperscript{18–20}, such as conical intersections, the geometric phase effect, or Jahn–Teller systems. Practical diabatization procedures\textsuperscript{19, 21, 22} have been developed which make it possible to couple close-coming electronic states (to a good approximation) without the explicit knowledge of non-adiabatic coupling vectors, which are tedious to compute and burdensome to interpolate for larger systems. These effects are sometimes called first-order non-adiabatic effects and represent qualitatively important features for the molecular dynamics.

In the case of an isolated electronic state the dynamics is well described using a single potential energy surface. In order to obtain more accurate results, one would need to couple an increasing number of electronic states. These additional, explicitly coupled states would give small but non-negligible contributions to the molecular energy when studied under high resolution. Tightly converging the rovibrational (rovibronic) energy by increasing the number of explicitly coupled electronic states is impractical (or impossible, since one would need to include also continuum electronic states).

A correction which is almost routinely computed is the diagonal Born–Oppenheimer correction (DBOC), which gives a mass-dependent contribution to the potential energy surface (PES). It has been (empirically) observed that in rovibrational computations carried out on a single potential energy surface, it is ‘better’ (in comparison with experiments) to use the atomic mass instead of the nuclear mass, which would have been rigorously dictated by the BO approximation. The difference between the atomic and the nuclear mass is small, it is the mass of the electrons. This empirical adjustment of the mass of the nuclei used in the rovibrational kinetic energy operator has been supplemented with the argument that attaching the electrons mass to the nuclear mass approximately accounts for small, ‘secondary’ non-adiabatic effects\textsuperscript{23}. The empirical adjustment is motivated by the picture that the electrons ‘follow’ the atomic nuclei in their motion.

For an isolated electronic state, the effective rovibrational Hamiltonian including the rigorous mass-correction terms has been derived and re-derived in a number of independent and different (perturbative) procedures\textsuperscript{24–30} over the past decades and were numerically computed for a few systems\textsuperscript{26, 31–38}. These mass-correction terms perturbatively account for the effect of all other electronic states on the rovibrational motion.

We would like to have similar perturbative corrections, for a system which is governed by not only a single but by a few close-lying electronic states, which are explicitly, non-
Figure 1: We derive an effective non-adiabatic Hamiltonian for the quantum nuclear motion over an explicitly coupled electronic band, which is separated by a gap and decoupled perturbatively from the outlying (discrete or continuous) electronic spectrum.

adiabatically coupled, but which are distant (separated by a finite gap) from the rest of the (discrete and continuous) electronic states. To the best of our knowledge, the explicit formulae have never been derived for an electronic band which includes multiple electronic states, but all the necessary ideas and techniques have been available in the literature, in particular, in relation with the space-adiabatic theory of quantum mechanics [39].

To the best of our knowledge, the explicit formulae have never been derived for an electronic band which includes multiple electronic states, but all the necessary ideas and techniques have been available in the literature, in particular, in relation with the space-adiabatic theory of quantum mechanics [39, 43], but also other rigorous approaches to computing higher order corrections to the Born-Oppenheimer approximation have been developed, most notably in Ref. [44]. The techniques we use in this article are somewhat reminiscent of van Vleck’s perturbation theory and contact transformation often used in chemistry and physics.

We use here a compact and powerful notation which will allow us to obtain not only second-but also third-order correction formulae for a single or multi-dimensional (non-adiabatically coupled) electronic subspace.

We believe that the explicit formulation of the effective non-adiabatic Hamiltonians for coupled electronic states, including the earlier missing kinetic (or mass) correction terms, will be useful for the chemical physics community. Their numerical application assume the computation of non-adiabatic coupling vectors. Earlier work in which the mass-correction
terms were computed for a single electronic state, e.g., Refs. 37, 38, can be generalized for a multi-state band, so numerical applications will probably follow this theoretical work in the near future.

**Summary of the main result.** At the end of this introduction, we summarize the main result of the paper to help orientation in the rather technical sections to come. In the following sections, we derive the general form of the effective non-adiabatic Hamiltonian $\hat{H}^{(2)}$ for a group of $d$ electronic levels $E_1(R), \ldots, E_d(R)$ that are separated by a gap from the rest of the spectrum. Our analysis implies for example that its eigenvalues approximate the eigenvalues of the full molecular Hamiltonian up to order $\varepsilon^3$, where $\varepsilon = \sqrt{\frac{m}{M}}$ is the square root of the mass ratio of electron and nuclear mass. It thus captures all second-order contributions.

After choosing $d$ electronic states $\psi_1(R), \ldots, \psi_d(R)$ that are smooth functions of $R$ and pointwise form an orthonormal basis of the selected electronic subspace (i.e., an adiabatic or diabatic basis set for the selected electronic subspace), the effective non-adiabatic Hamiltonian $\hat{H}^{(2)}$ takes the form of an operator acting on wave functions on the nuclear configuration space $\mathbb{R}^{3N}$ that take values in $\mathbb{C}^d$, and thus can be written as a $d \times d$-matrix of operators $(\hat{H}^{(2)})_{\alpha\beta}$ acting on functions on $\mathbb{R}^{3N}$:

$$(\hat{H}^{(2)})_{\alpha\beta} = \sum_{i,j=1}^{3N} \left[ \frac{\varepsilon^2}{2} (\mathbf{1} - \mathbf{A}_i) (\delta_{ij} \mathbf{1} - \varepsilon^2 \mathbf{M}_{ij}) (\mathbf{1} - \mathbf{A}_j) \right]_{\alpha\beta} + (\mathbf{E} + \varepsilon^2 \Phi)_{\alpha\beta}.$$ 

Here the boldface objects are $d \times d$-matrix valued functions on the nuclear configuration space, with $(\mathbf{1})_{\alpha\beta} := \delta_{\alpha\beta}$ denoting the identity matrix, and the others given as follows in terms of the electronic states $\psi_1(R), \ldots, \psi_d(R)$.

The coefficients of the non-abelian Berry connection, are as expected, $\mathbf{A}_{\alpha\beta,i}(R) = -i \langle \psi_\alpha(R) | \partial_i \psi_\beta(R) \rangle$. The ‘diabatic’ electronic level matrix becomes $\mathbf{E}_{\alpha\beta}(R) = \langle \psi_\alpha(R) | H_e(R) | \psi_\beta(R) \rangle$, where $H_e(R)$ is the electron Hamiltonian for fixed nuclear configuration $R$. The second order diagonal correction is $\Phi_{\alpha\beta}(R) = \frac{1}{2} \sum_{i=1}^{3N} \langle \partial_i \psi_\alpha(R) | P^\perp(R) | \partial_i \psi_\beta(R) \rangle$, where $P^\perp(R) = 1 - P(R)$ projects on the orthogonal complement of the selected electronic subspace, i.e., on the orthogonal complement of the span of $\psi_1(R), \ldots, \psi_d(R)$.

While the matrix versions of terms discussed up to now could have been easily guessed from the single band ($d = 1$) case, the determination of the second order mass correction
matrix requires the systematic perturbation approach developed in the following sections. The resulting expression is

\[ M_{\alpha\beta,ij} = \sum_{a,b=1}^{d} \langle \psi_\alpha | P_a (\partial_j P) (R_a + R_b) (\partial_i P) P_b | \psi_\beta \rangle, \]

where for better readability we dropped the argument \( R \) in all the functions. Here \( R_a(R) := (H_e(R) - E_a(R))^{-1} P_a(R) \) is the reduced resolvent of the level \( E_a(R) \) acting as a bounded operator on the range of \( P_a(R) \), and \( P_a(R) \) is the projection onto the eigenspace of \( H_e(R) \) corresponding to the eigenvalue \( E_a(R) \). In the special case that \( \psi_1(R), \ldots, \psi_d(R) \) form an adiabatic basis set, i.e. \( H_e(R) \psi_\alpha(R) = E_\alpha(R) \psi_\alpha(R) \) for \( \alpha = 1, \ldots, d \), the expression for the mass correction term simplifies to \( M_{ab,ij}(R) = \langle \partial_j \psi_a(R) | R_a(R) + R_b(R) | \partial_i \psi_b(R) \rangle \).

II. HAMILTONIAN, COUPLING PARAMETER, AND OPERATOR ORDERS

a. Molecular Hamiltonian. The molecular Hamiltonian is the sum of the nuclear kinetic energy acting on the nuclear coordinates \( \tilde{R} \), the electron kinetic energy acting on the electronic coordinates \( r \), and the Coulomb interaction terms, (in Hartree atomic units, \( m_e = \hbar = 1 \))

\[ \hat{H} = -\sum_{i=1}^{N} \frac{1}{2m_i} \Delta_{\tilde{R}_i} - \sum_{k=1}^{n} \frac{1}{2} \Delta_{r_k} + V(\tilde{R}, r). \]  

(1)

By absorbing the different masses of the atomic nuclei in the mass-scaled Cartesian coordinates \( R_i = M_i^{-1/2} \tilde{R}_i \), where \( M_i \) are the nuclear masses in atomic mass units, one can re-write the nuclear kinetic energy operator as

\[ -\sum_{i=1}^{N} \frac{1}{2m_i} \Delta_{\tilde{R}_i} = -\varepsilon^2 \sum_{i=1}^{N} \frac{1}{2M_i} \Delta_{\tilde{R}_i} = -\varepsilon^2 \sum_{i=1}^{N} \Delta_{R_i} = -\frac{\varepsilon^2}{2} \Delta = -\frac{\varepsilon^2}{2} (\varepsilon \nabla)(\varepsilon \nabla) = -\frac{1}{2} \sum_{j=1}^{3N} (\varepsilon \partial_j)^2. \]  

(2)

and we label \( \varepsilon^2 = m_e/m_u \ll 1 \) the conversion factor between the electronic and the atomic mass scale, which is characteristic to the three orders of magnitude mass difference of the electrons and the atomic nuclei.
Using the common notation \( H_e(R) := -\sum_{k=1}^{n} \frac{1}{2} \Delta_{r_k} + V(R,r) \) for the electronic Hamiltonian we can re-write the electron-nucleus Hamiltonian into the compact form

\[
\hat{H} = -\frac{\varepsilon^2}{2} \Delta + H_e(R) =: \hat{K} + H_e(R), \tag{3}
\]

which highlights the \( \varepsilon^2 \) scale-separation (and coupling) between the electron-nucleus quantum mechanical motion. Also note that capital letters without hat label operators are functions of \( R \), i.e., they act fibrewise on the electronic Hilbert space, such as \( H_e \). All other operators (which include differential operators of \( R \)) are labelled with a wide hat, and the nuclear kinetic energy \( \hat{K} \) is an example for this type of operators.

\( b. \) Counting operator orders. During the course of this work, we will perform an asymptotic expansion of operators in powers of the small parameter \( \varepsilon \). Since many of the operators appearing in the calculations are unbounded, we emphasize that we are interested in the action of operators on typical molecular wave functions with energies of order \( O(1) \). In particular, the nuclear kinetic energy \( -\frac{\varepsilon^2}{2} \Delta = \frac{1}{2} \hat{p}^2 \) and thus also the nuclear momentum operator \( \hat{p} = -i\varepsilon \nabla \) are of order \( O(1) \) (instead of \( O(\varepsilon) \), which one could na\textendash ívely think). This is because a typical molecular wave function shows oscillations with respect to the nuclear coordinates on a spatial scale of order \( \varepsilon^{-1} \) and thus it has derivatives of order \( \varepsilon^{-1} \). However, when \( \hat{p} \) acts on a smooth, perhaps operator-valued, function \( f(R) \) of the nuclear coordinates, we have a quantity \( O(\varepsilon) \), indeed:

\[
[\hat{p}, f(R)]\psi = [\hat{p}, f(R)]\psi = \hat{p} (f \psi) - f \hat{p} \psi = (\hat{p} f) \psi = -i\varepsilon (\nabla f)(R) \psi \tag{4}
\]

These observations will be important to remember for the following calculations.

III. THE ZEROTH-ORDER NON-ADIABATIC HAMILTONIAN: TRUNCATION ERROR AND A STRATEGY FOR REDUCING THIS ERROR

Let \( \{E_a(R), a = 1, \ldots, d\} \) be a finite set of eigenvalues of the electronic Hamiltonian \( H_e(R) \) that are isolated from the rest of the spectrum and denote by \( P_a(R) \) the corresponding spectral projections. Then \( P(R) = \sum_{a=1}^{d} P_a(R) \) projects onto the selected electronic subspace and \( P^\perp := 1 - P \) is the projection onto the orthogonal complement.
The full electron-nucleus Hamiltonian can be written in a block form as

\[
\hat{H} = \begin{pmatrix} P\hat{H}P & P\hat{H}P^\perp \\ P^\perp \hat{H}P & P^\perp \hat{H}P^\perp \end{pmatrix},
\]  

(5)

where \(\hat{H}^{(0)}_P := P\hat{H}P\) corresponds to the ‘usual’ non-adiabatic Hamiltonian[46]. In numerical computations \(\hat{H}^{(0)}_P\) is usually represented over some adiabatic or diabatic basis, whereas the off-diagonal \(P\hat{H}P^\perp\) and \(P^\perp \hat{H}P\) blocks have been neglected in earlier work.

The following calculation shows that the off-diagonal terms are indeed small, more precisely, of order \(\varepsilon\):

\[
P^\perp \hat{H}P = P^\perp (\hat{K} + H_\varepsilon)P
\]
\[
= P^\perp \hat{K}P \quad ([P, H_\varepsilon] = 0)
\]
\[
= P^\perp [\hat{K}, P]P \quad (PP = P \text{ and } P^\perp P = 0)
\]
\[
= -\frac{\varepsilon^2}{2} P^\perp [\Delta, P]P
\]
\[
= -\frac{1}{2} P^\perp (\varepsilon^2 \Delta P - P\varepsilon^2 \Delta)P
\]
\[
= -\frac{1}{2} P^\perp (\varepsilon \nabla \cdot (\nabla P) + \varepsilon (\nabla P) \cdot \varepsilon \nabla)P
\]
\[
= -\frac{\varepsilon}{2} P^\perp (\varepsilon \nabla \cdot P' + P' \cdot \varepsilon \nabla)P
\]
\[
=: -\varepsilon P^\perp \hat{P}_\varepsilon P, \quad (6)
\]

where for any fibred operator \(A\) we use the abbreviations \(A' := \nabla A\), and the symmetrized directional derivative of \(A\) is

\[
\hat{A}' := \frac{1}{2}(\varepsilon \nabla \cdot A' + A' \cdot \varepsilon \nabla) = \frac{1}{2}(\hat{p} \cdot A' + A' \cdot \hat{p}), \quad (7)
\]

i.e., \(A'\) is again a fibred operator, while \(\hat{A}'\) is a first-order differential operator in the nuclear coordinates of \(O(1)\). For the upper-right off-diagonal block we find similarly

\[
P\hat{H}P^\perp = \varepsilon P\hat{P}_\varepsilon P^\perp. \quad (8)
\]
Hence, the off-diagonal part of the nuclear kinetic energy operator $\hat{K}$ is of order $\varepsilon$ and we introduce the abbreviation

$$\hat{Q} := \frac{1}{\varepsilon} \left( \hat{P} \hat{K} \hat{P}^\perp + \hat{P}^\perp \hat{K} \hat{P} \right) = \hat{P} \hat{P}' \hat{P}^\perp - \hat{P}^\perp \hat{P}' \hat{P},$$

which, as explained above, is an operator of $\mathcal{O}(1)$. Using $\hat{Q}$ and the properties of $\hat{P}$ and $\hat{P}^\perp$, the off-diagonal blocks of the Hamiltonian are written in the compact form

$$\hat{P}^\perp \hat{H} \hat{P} = \varepsilon \hat{P}^\perp \hat{Q} \hat{P} \quad \text{and} \quad \hat{P} \hat{H} \hat{P}^\perp = \varepsilon \hat{P} \hat{Q} \hat{P}^\perp,$$

which are both of $\mathcal{O}(\varepsilon)$, and thus

$$\hat{H} = \begin{pmatrix} \hat{H}_P^{(0)} & \varepsilon \hat{P} \hat{Q} \hat{P}^\perp \\ \varepsilon \hat{P}^\perp \hat{Q} \hat{P} & \hat{P}^\perp \hat{H} \hat{P}^\perp \end{pmatrix} = \begin{pmatrix} \hat{H}_P^{(0)} & 0 \\ 0 & \hat{P}^\perp \hat{H} \hat{P}^\perp \end{pmatrix} + \mathcal{O}(\varepsilon).$$

This expression confirms the well-known fact, the off-diagonal non-adiabatic couplings are small. As a consequence, the spectrum of $\hat{H}_P^{(0)}$ provides an $\mathcal{O}(\varepsilon)$ approximation, at least locally in energy, to the spectrum of $\hat{H}$. More precisely, within a neighbourhood of order $\varepsilon$ around any spectral value of $\hat{H}_P^{(0)}$, there is also a spectral value of the full Hamiltonian $\hat{H}$.

To obtain a better approximation, we replace the projection $\hat{P}$ by a slightly ‘tilted’ projection $\hat{\Pi}$, such that the off-diagonal terms in the block-decomposition of $\hat{H}$ with respect to $\hat{\Pi}$ are lower order, namely

$$\hat{H} = \begin{pmatrix} \hat{\Pi} \hat{H} \hat{\Pi} & \hat{\Pi} \hat{H} \hat{\Pi}^\perp \\ \hat{\Pi}^\perp \hat{H} \hat{\Pi} & \hat{\Pi}^\perp \hat{H} \hat{\Pi}^\perp \end{pmatrix} = \begin{pmatrix} \hat{H}_P^{(n)} & 0 \\ 0 & \hat{\Pi}^\perp \hat{H} \hat{\Pi}^\perp \end{pmatrix} + \mathcal{O}(\varepsilon^{n+1})$$

for some $n \geq 1$. The projection $\hat{\Pi}$ is obtained from $\hat{P}$ through a near-identity unitary transformation,

$$\hat{\Pi} = e^{i\varepsilon \hat{S}} \hat{P} e^{-i\varepsilon \hat{S}},$$
where the generator \( \hat{S} \) will be determined exactly by the condition that the off-diagonal elements in Eq. (12) are of order \( \varepsilon^{n+1} \). The \( n \)th-order effective Hamiltonian \( \hat{H}^{(n)}_P \) obtained in this way will give an \( \mathcal{O}(\varepsilon^{n+1}) \) approximation to the spectrum of \( \hat{H} \). The physical picture behind the projection \( \hat{\Pi} \) is the following. The range of the adiabatic projection \( P \) is spanned by states of the form \( \Psi(R, r) = \varphi(R)\psi_a(R, r) \), where \( \psi_a(R, r) \) are eigenstates of the electron Hamiltonian \( H_e(R) \) for clamped nuclear configuration \( R \), \( H_e(R)\psi_a(R, \cdot) = E_a(R)\psi_a(R, \cdot) \).

However, since the nuclei are also moving, the molecular eigenstates are only approximately but not exactly of this local product form. Loosely speaking, the state of the electrons depends also on the momenta of the nuclei. This effect is taken care of by slightly tilting the projection \( P \) into the projection \( \hat{\Pi} \).

For computing eigenvalues of the \( n \)th-order effective Hamiltonian \( \hat{H}^{(n)}_P \), it will be more appropriate to consider the unitarily equivalent (and thus isospectral) operator:

\[
\hat{H}^{(n)}_P := e^{-i\varepsilon \hat{S}} \hat{H}^{(n)}_P e^{i\varepsilon \hat{S}} = e^{-i\varepsilon \hat{\Pi}} \hat{H} \hat{\Pi} e^{i\varepsilon \hat{S}} = Pe^{-i\varepsilon \hat{S}} \hat{H} e^{i\varepsilon \hat{S}} P, \tag{14}
\]

which, by choosing a basis representation for \( P \), will provide an \( n \)th-order effective Hamiltonian for the quantum nuclear motion corresponding to the selected electronic subspace. The eigenvectors of \( \hat{H}^{(n)}_P \) and \( \hat{H}^{(n)}_P \) are related by the unitary transformation \( e^{i\varepsilon \hat{S}} \).

IV. CALCULATION OF THE \( n \)TH-ORDER TRANSFORMATION MATRIX

We would like to achieve an \( \mathcal{O}(\varepsilon^{n+1}) \) block diagonalization of the electron-nucleus Hamiltonian by conjugating it with an appropriate unitary operator \( e^{i\varepsilon \hat{S}} \approx e^{i\varepsilon (\hat{A}_1 + \varepsilon \hat{A}_2 + \varepsilon^2 \hat{A}_3 + \ldots)} \), a strategy that is somewhat reminiscent of what is known in chemical physics as van Vleck’s perturbation theory and contact transformation. The actual procedure we use is known as adiabatic perturbation theory in the mathematical literature \([39, 42]\), but was applied before in physics also in the context of the Born–Oppenheimer approximation in Ref. \([43]\). While the quoted references are, with the exception of Ref. \([41]\), use pseudodifferential calculus and are therefore quite technical and demanding, our approach is rather elementary and uses a general and compressed notation. As a consequence, we are able to derive with relatively
little effort explicit expressions not only for $\hat{\mathcal{H}}_P^{(2)}$ but also for $\hat{\mathcal{H}}_P^{(3)}$ and not only for a single but for a finite number of coupled electronic states. Note that $\hat{\mathcal{H}}_P^{(2)}$ for a single electronic state was explicitly calculated earlier, e.g., in Ref. [24, 29, 30, 39, 41, 43].

The simplicity and generality of the derivations is based on the concept and simple algebraic properties of diagonal and off-diagonal operators and an explicit expression for the inverse of the quantum Liouvillian (vide infra) acting on operators which do not contain nuclear differential operators, as to be explained in the upcoming section.

A. Technical preliminaries

Before constructing $\hat{S}$ and $\hat{\mathcal{H}}_P^{(n)}$, we introduce the concept of (off)diagonal operators and the (inverse) Liouvillian as well as some of their properties, which will become useful during the course of the calculations. Further useful relationships are collected in the Appendix.

1. Diagonal and off-diagonal operators

We define the diagonal (D) and the off-diagonal (OD) parts of a linear operator $\hat{A}$ with respect to the orthogonal projections $P$ and $P^\perp = 1 - P$ as

$$\hat{A}^D := P\hat{A}P + P^\perp\hat{A}P^\perp$$
$$\hat{A}^{\text{OD}} := P\hat{A}P^\perp + P^\perp\hat{A}P,$$  \hspace{1cm} (15)

respectively. From this definition, a number of simple relationships follow immediately. For example, it holds for all operators $\hat{A}$ and $\hat{B}$ that

$$[\hat{A}^D, P] = [\hat{A}^D, P^\perp] = 0 \quad \text{and} \quad [\hat{A}^{\text{OD}}, P] = P^\perp\hat{A}P - P\hat{A}P^\perp,$$  \hspace{1cm} (16)

and

$$[\hat{A}^D, \hat{B}^{\text{OD}}]_{\text{OD}} = 0, \quad [\hat{A}^D, \hat{B}^{\text{OD}}]_{\text{D}} = 0, \quad \text{and} \quad [\hat{A}^{\text{OD}}, \hat{B}^{\text{OD}}]_{\text{OD}} = 0.$$
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Finally, note that $\hat{Q}$ defined in Eq. (9) is related to the off-diagonal part of the nuclear kinetic energy as

$$\hat{K}^{\text{OD}} = \varepsilon \hat{Q}. \quad (18)$$

2. Commutators, the quantum Liouvillian and its inverse

Given an operator $\hat{B}$, let us define the linear mapping

$$\hat{A} \mapsto \mathcal{L}_{\hat{B}}(\hat{A}) := -i[\hat{B}, \hat{A}], \quad (19)$$

whenever the commutator is well defined (for the operators we consider in the following sections, no problems with operator domains occur). For $\hat{B} = H_e$ we call this mapping the quantum Liouvillian of $\hat{A}$:

$$\mathcal{L}_{H_e}(\hat{A}) = -i[H_e, \hat{A}]. \quad (20)$$

Since $H_e$ commutes with $P$ and $P^\perp$, the Liouvillian $\mathcal{L}_{H_e}$ preserves (off)diagonality, i.e.,

$$\mathcal{L}_{H_e}(\hat{A}^\text{D}) = \mathcal{L}_{H_e}(\hat{A})^\text{D} \quad \text{and} \quad \mathcal{L}_{H_e}(\hat{A}^{\text{OD}}) = \mathcal{L}_{H_e}(\hat{A})^{\text{OD}}. \quad (21)$$

Furthermore, $\mathcal{L}_{H_e}$ is invertible on the space of fibred off-diagonal operators (labelled without any hat). Explicitly, for $B := B^{\text{OD}}$ its inverse is

$$\mathcal{I}_{H_e}(B) = i \sum_{a=1}^{d} (\mathcal{R}_a BP_a - P_a B \mathcal{R}_a), \quad (22)$$

where

$$\mathcal{R}_a(R) := (H_e(R) - E_a(R))^{-1}P^\perp(R) \quad (23)$$

is the reduced resolvent (with the nuclear coordinate dependence shown explicitly). Note that, due to the gap condition, $(H_e(R) - E_a(R))^{-1}$ is indeed a bounded operator when restricted to states in the orthogonal complement of the range of $P(R)$. 
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In the following lines, we check that Eq. (22) is indeed the inverse Liouvillian on off-diagonal fibred operators, but we carry out this calculation for a general operator, $\hat{B}$, which may contain also the nuclear momentum operator (highlighted with a hat in the notation):

$$L_{H_e}(I_{H_e}(\hat{B})) = -i \left[ H_e, \sum_a (R_a \hat{B} P_a - P_a \hat{B} R_a) \right]$$

$$= \sum_a \left[ H_e, (R_a \hat{B} P_a - P_a \hat{B} R_a) \right]$$

$$= \sum_a \left[ H_e - E_a, (R_a \hat{B} P_a - P_a \hat{B} R_a) \right] + \sum_a \left( \mathcal{R}_a [E_a, \hat{B}] P_a - P_a [E_a, \hat{B}] R_a \right)$$

$$= \sum_a \left( P_a \hat{B} P_a + P_a \hat{B} P_a \right) + \sum_a \left( \mathcal{R}_a [E_a, \hat{B}] P_a - P_a [E_a, \hat{B}] R_a \right)$$

$$= \hat{B}^{OD} + \sum_a \left( \mathcal{R}_a [E_a, \hat{B}] P_a - P_a [E_a, \hat{B}] R_a \right)$$

(24)

where $E_a(R)$ is the electronic energy. For off-diagonal, fibred operators $\mathcal{I}_{H_e}$ is indeed the (exact) inverse of $L_{H_e}$, since $[E_a, \hat{B}] = 0$. Otherwise, it is an approximation to the inverse with an error depending on the value of the commutator $[E_a, \hat{B}]$. For example, if $\hat{B} = \hat{K}^{OD}$, the commutator in Eq. (24) is $[E_a(R), \hat{K}^{OD}] = \varepsilon [E_a(R), \hat{Q}]$, and thus $L_{H_e}(\mathcal{I}_{H_e}(\hat{K}^{OD})) = \hat{K}^{OD} + \mathcal{O}(\varepsilon)$, so the inverse is obtained with an $\mathcal{O}(\varepsilon)$ error.

### B. Conditions for making the off-diagonal block of the Hamiltonian lower order

As explained in the previous section, in order to reduce the off-diagonal coupling between the selected electronic subspace $P$ and its orthogonal complement $P^\perp$, we will choose the self-adjoint operator $\hat{S} = \hat{A}_1 + \varepsilon \hat{A}_2 + \ldots$ such that the off-diagonal part (coupling) within the $\hat{N}$-block decomposition of the Hamiltonian $\hat{H}$, Eq. (12), is small:

$$\hat{N}^\perp \hat{H} \hat{N} = \mathcal{O}(\varepsilon^{n+1})$$

(25)
Due to hermiticity, this condition also implies that \( \hat{\Pi} \hat{H} \hat{\Pi}^\dagger \) is of \( O(\varepsilon^{n+1}) \). To construct explicitly the operators \( \hat{A}_1, \hat{A}_2, \ldots \), it is more practical to use the unitary transform

\[
e^{-i\varepsilon \hat{S}} \hat{\Pi}^\dagger \hat{H} \hat{\Pi} e^{i\varepsilon \hat{S}} = P^\perp e^{-i\varepsilon \hat{S}} \hat{H} e^{i\varepsilon \hat{S}} P
\]

\[
= P^\perp \hat{\mathcal{H}} P
\]

\[
\equiv O(\varepsilon^{n+1})
\]

of condition (25), where the transformed Hamiltonian is defined as

\[
\hat{\mathcal{H}} = e^{-i\varepsilon \hat{S}} \hat{H} e^{i\varepsilon \hat{S}}.
\]

In the language of diagonal and off-diagonal operators, the condition of Eq. (26) is fulfilled if the off-diagonal part of the transformed Hamiltonian, \( \hat{\mathcal{H}}^{\text{OD}} = P^\perp \hat{\mathcal{H}} P + P \hat{\mathcal{H}} P^\perp \), is small:

\[
\hat{\mathcal{H}}^{\text{OD}} \equiv O(\varepsilon^{n+1}),
\]

which will be our working equation to determine the operators \( \hat{A}_1, \ldots, \hat{A}_n \) up to the \( (n+1) \)st order in \( \varepsilon \). Then, using these operators, an explicit expression will be derived for the relevant block of the transformed Hamiltonian, namely of \( \hat{\mathcal{H}}^{(n)}_P = P \hat{\mathcal{H}} P \) as defined in Eq. (14) and explained in Section III.

C. Reduction of the off-diagonal coupling: determination of \( \hat{A}_1, \ldots, \hat{A}_n \)

The transformed electron-nucleus Hamiltonian is expanded in terms of increasing powers of \( \varepsilon \) (see Appendix) as

\[
\hat{\mathcal{H}} = e^{-i\varepsilon \hat{S}} \hat{H} e^{i\varepsilon \hat{S}}
\]

\[
= \hat{H} + \varepsilon \mathcal{L}_\hat{S}(\hat{H}) + \frac{\varepsilon^2}{2} \mathcal{L}_\hat{S}(\mathcal{L}_\hat{S}(\hat{H})) + \frac{\varepsilon^3}{6} \mathcal{L}_\hat{S}(\mathcal{L}_\hat{S}(\mathcal{L}_\hat{S}(\hat{H}))) + \ldots
\]
For the electronic Hamiltonian the expansion up to $\mathcal{O}(\varepsilon^4)$ is

\[
e^{-i\varepsilon S}H_ee^{i\varepsilon S} = H_e + \varepsilon \mathcal{L}_{\hat{A}_1}(H_e) + \varepsilon^2 \left( \mathcal{L}_{\hat{A}_2}(H_e) + \frac{1}{2} \mathcal{L}_{\hat{A}_1}(\mathcal{L}_{\hat{A}_2}(H_e)) \right) \\
+ \varepsilon^3 \left( \mathcal{L}_{\hat{A}_3}(H_e) + \frac{1}{2} \mathcal{L}_{\hat{A}_1}(\mathcal{L}_{\hat{A}_2}(H_e)) \right) \\
+ \frac{1}{2} \mathcal{L}_{\hat{A}_2}(\mathcal{L}_{\hat{A}_1}(H_e)) + \frac{1}{6} \mathcal{L}_{\hat{A}_1}(\mathcal{L}_{\hat{A}_2}(\mathcal{L}_{\hat{A}_1}(H_e))) + \mathcal{O}(\varepsilon^4). \tag{30}
\]

Anticipating that commutators of the form $[\hat{A}_j, \hat{K}]$ are of order $\varepsilon$, the expansion for the nuclear kinetic energy term up to the same order is

\[
e^{-i\varepsilon S}\hat{K}e^{i\varepsilon S} = \hat{K} + \varepsilon^2 \mathcal{L}_{\hat{A}_1}(\frac{1}{\varepsilon} \hat{K}) \\
+ \varepsilon^3 \left( \mathcal{L}_{\hat{A}_2}(\frac{1}{\varepsilon} \hat{K}) + \frac{1}{2} \mathcal{L}_{\hat{A}_1}(\mathcal{L}_{\hat{A}_2}(\frac{1}{\varepsilon} \hat{K})) \right) + \mathcal{O}(\varepsilon^4). \tag{31}
\]

Note that $\hat{K} = \hat{K}^D + \varepsilon \hat{Q}$, so its diagonal part is of leading order, while the off-diagonal part is $\mathcal{O}(\varepsilon)$.

Thus, the transformed Hamiltonian has an asymptotic expansion in powers of $\varepsilon$,

\[
\hat{H} = \hat{h}_0 + \varepsilon \hat{h}_1 + \varepsilon^2 \hat{h}_2 + \ldots + \varepsilon^n \hat{h}_n + \mathcal{O}(\varepsilon^{n+1}), \tag{32}
\]

with

\[
\hat{h}_0 = \hat{K} + H_e, \tag{33}
\]

\[
\hat{h}_1 = \mathcal{L}_{\hat{A}_1}(H_e) = -\mathcal{L}_{H_e}(\hat{A}_1), \tag{34}
\]

\[
\hat{h}_2 = \mathcal{L}_{\hat{A}_2}(H_e) + \frac{1}{2} \mathcal{L}_{\hat{A}_1}(\mathcal{L}_{\hat{A}_2}(H_e)) + \mathcal{L}_{\hat{A}_1}(\frac{1}{\varepsilon} \hat{K}) \\
= -\mathcal{L}_{H_e}(\hat{A}_2) - \frac{1}{2} \mathcal{L}_{\hat{A}_1}(\mathcal{L}_{H_e}(\hat{A}_1)) + \mathcal{L}_{\hat{A}_1}(\frac{1}{\varepsilon} \hat{K}), \tag{35}
\]
\[ \hat{h}_3 = \mathcal{L}_{\hat{A}_3}(H_e) + \frac{1}{2} \mathcal{L}_{\hat{A}_1}(\mathcal{L}_{\hat{A}_2}(H_e)) + \frac{1}{2} \mathcal{L}_{\hat{A}_2}(\mathcal{L}_{\hat{A}_1}(H_e)) + \frac{1}{6} \mathcal{L}_{\hat{A}_1}(\mathcal{L}_{\hat{A}_1}(\mathcal{L}_{\hat{A}_1}(H_e))) \\
+ \mathcal{L}_{\hat{A}_2}(\frac{1}{\varepsilon} \hat{K}) + \frac{1}{2} \mathcal{L}_{\hat{A}_1}(\mathcal{L}_{\hat{A}_1}(\frac{1}{\varepsilon} \hat{K})) \\
= -\mathcal{L}_{H_e}(\hat{A}_3) - \frac{1}{2} \mathcal{L}_{\hat{A}_1}(\mathcal{L}_{H_e}(\hat{A}_2)) - \frac{1}{2} \mathcal{L}_{\hat{A}_2}(\mathcal{L}_{H_e}(\hat{A}_1)) - \frac{1}{6} \mathcal{L}_{\hat{A}_1}(\mathcal{L}_{\hat{A}_1}(\mathcal{L}_{H_e}(\hat{A}_1))) \\
+ \mathcal{L}_{\hat{A}_2}(\frac{1}{\varepsilon} \hat{K}) + \frac{1}{2} \mathcal{L}_{\hat{A}_1}(\mathcal{L}_{\hat{A}_1}(\frac{1}{\varepsilon} \hat{K})). \tag{36} \]

To reduce the off-diagonal coupling, we will now proceed by induction. Assuming that \( \hat{A}_1, \hat{A}_2, \ldots, \hat{A}_{n-1} \) have been chosen such that

\[ (\hat{\mathcal{H}}^{(n-1)})^{\text{OD}} := \left( \sum_{i=0}^{n-1} \varepsilon^i \hat{h}_i \right)^{\text{OD}} = \sum_{i=0}^{n-1} \varepsilon^i \hat{h}_i^{\text{OD}} =: \varepsilon^n \hat{B}_{n-1} \tag{37} \]

is \( O(\varepsilon^n) \), we will fix \( \hat{A}_n \) such that

\[ (\hat{\mathcal{H}}^{(n)})^{\text{OD}} = \sum_{i=0}^{n} \varepsilon^i \hat{h}_i^{\text{OD}} =: \varepsilon^{n+1} \hat{B}_n \text{ is } O(\varepsilon^{n+1}). \]

We mention already at this point that fulfillment of this sequence of requirements will fix only the off-diagonal part \( \hat{A}_i^{\text{OD}} \) of each \( \hat{A}_i \). The diagonal parts, \( \hat{A}_i^{\text{D}} \), generate merely rotations within the subspaces \( P \) and \( P^\perp \), but do not affect the (de)coupling. Hence, we set \( \hat{A}_i^{\text{D}} = 0 \) (\( i = 1, 2, \ldots \)). With this choice, \( \hat{A}_1, \hat{A}_2, \ldots, \hat{A}_n \) are completely determined by the requirement \( (28) \).

**Zeroth-order off-diagonal (OD) terms:** The off-diagonal part of \( \hat{h}_0 \), Eq. (33),

\[ \hat{h}_0^{\text{OD}} = \hat{K}^{\text{OD}} = \varepsilon \hat{Q} =: \varepsilon \hat{B}_0 \tag{38} \]

is of order \( \varepsilon \), hence decoupling is automatically fulfilled at this order.

**First-order OD terms:** In the next step we require

\[ \hat{h}_0^{\text{OD}} + \varepsilon \hat{h}_1^{\text{OD}} = \varepsilon(\hat{B}_0 + \hat{h}_1^{\text{OD}}) = \varepsilon(\hat{Q} - \mathcal{L}_{H_e}(\hat{A}_1)^{\text{OD}}) \\
= \varepsilon(\hat{Q} - \mathcal{L}_{H_e}(\hat{A}_1^{\text{OD}})) = \frac{1}{\varepsilon} \varepsilon^2 \hat{B}_1, \tag{39} \]
where we used Eq. (21) and the fact that \( \hat{A}_1 = \hat{A}_1^{\text{OD}} \). This condition can be fulfilled by choosing

\[
\hat{A}_1 := \mathcal{J}_{\text{He}}(\hat{Q}). \tag{40}
\]

Inserting Eq. (40) back into Eq. (39) and using Eq. (21), we find that

\[
\varepsilon \hat{B}_1 = \hat{Q} - \mathcal{L}_{\text{He}}(\mathcal{J}_{\text{He}}(\hat{Q}))
\]

\[
= -\sum_a \left( \mathcal{R}_a [E_a, \hat{Q}] P_a - P_a [E_a, \hat{Q}] \mathcal{R}_a \right),
\]

\[
= -\varepsilon \sum_a \left( \mathcal{R}_a \left[ E_a, \frac{1}{\varepsilon} \hat{Q} \right] P_a - P_a \left[ E_a, \frac{1}{\varepsilon} \hat{Q} \right] \mathcal{R}_a \right)
\]

\[
= -\varepsilon \sum_a E_a' \cdot (\mathcal{R}_a P' P_a + P_a P' \mathcal{R}_a). \tag{41}
\]

This explicit expression for \( \hat{B}_1 \) will be required for calculating the third-order terms in the effective Hamiltonian \( \hat{H}^{(3)}_p \) (see Eqs. (57)–(67)).

**Second-order OD terms:** We require

\[
\hat{h}^{\text{OD}}_0 + \varepsilon \hat{h}_1^{\text{OD}} + \varepsilon^2 \hat{h}^{\text{OD}}_2 = \varepsilon^2 \hat{B}_1 + \varepsilon^2 \hat{h}_2^{\text{OD}}
\]

\[
= \varepsilon^2 \left( \hat{B}_1 - \mathcal{L}_{\text{He}}(\hat{A}_2) + \mathcal{L}_{\text{He}}(\hat{A}_1) \right) + \mathcal{L}_{\hat{A}_1} \left( \frac{1}{\varepsilon} \hat{K}^{\text{D}} \right)
\]

\[
= \varepsilon^2 \left( \hat{B}_1 - \mathcal{L}_{\text{He}}(\hat{A}_2) + \mathcal{L}_{\hat{A}_1} \left( \frac{1}{\varepsilon} \hat{K}^{\text{D}} \right) \right).
\tag{42}
\]

where in the third equality we used the algebraic relations of Eq. (17). Again, we solve this equation for \( \hat{A}_2 \) using the approximate inverse Liouvillian, Eq. (22):

\[
\hat{A}_2 := \mathcal{J}_{\text{He}}(\mathcal{L}_{\hat{A}_1} \left( \frac{1}{\varepsilon} \hat{K}^{\text{D}} \right) + \hat{B}_1). \tag{43}
\]

The explicit expression for the remainder \( \hat{B}_2 \) could be determined, if needed, through the calculation of the \( \mathcal{O}(\varepsilon) \) error term, Eq. (24), from the approximate inversion:

\[
\varepsilon \hat{B}_2 = \hat{B}_1 - \mathcal{L}_{\text{He}}(\hat{A}_2) + \mathcal{L}_{\hat{A}_1} \left( \frac{1}{\varepsilon} \hat{K}^{\text{D}} \right)
\]

\[
= \hat{B}_1 - \mathcal{L}_{\text{He}}(\mathcal{J}_{\text{He}}(\mathcal{L}_{\hat{A}_1} \left( \frac{1}{\varepsilon} \hat{K}^{\text{D}} \right) + \hat{B}_1)) + \mathcal{L}_{\hat{A}_1} \left( \frac{1}{\varepsilon} \hat{K}^{\text{D}} \right). \tag{44}
\]
Third-order OD terms: By the same reasoning we require

\[ \hat{B}_2 + \hat{h}_3^{\text{OD}} = \hat{B}_2 - \mathcal{L}_{H_e}(\hat{A}_3) - \frac{1}{2} \mathcal{L}_{\hat{A}_1}(\mathcal{L}_{H_e}(\hat{A}_2)) - \frac{1}{2} \mathcal{L}_{\hat{A}_2}(\mathcal{L}_{H_e}(\hat{A}_1)) \\
- \frac{1}{6} \mathcal{L}_{\hat{A}_1}(\mathcal{L}_{H_e}(\hat{A}_1)) + \mathcal{L}_{\hat{A}_2}(\frac{1}{\epsilon} \hat{K}) + \frac{1}{2} \mathcal{L}_{\hat{A}_1}(\mathcal{L}_{\hat{A}_1}(\frac{1}{\epsilon} \hat{K})) \\
= \hat{B}_2 - \mathcal{L}_{H_e}(\hat{A}_3) - \frac{1}{6} \mathcal{L}_{\hat{A}_1}(\mathcal{L}_{H_e}(\hat{A}_1)) + \mathcal{L}_{\hat{A}_2}(\frac{1}{\epsilon} \hat{K}) + \frac{1}{2} \mathcal{L}_{\hat{A}_1}(\mathcal{L}_{\hat{A}_1}(\hat{Q})) \\
\equiv \epsilon \hat{B}_3, \tag{45} \]

where we used that the last two terms in the first line are zero (off-diagonal part of diagonal operators). Again, we make the left hand side of Eq. (45) small by solving the equation for \( \hat{A}_3 \) using the approximate inverse Liouvillian, Eq. (22):

\[ \hat{A}_3 := \mathcal{I}_{H_e} \left( \hat{B}_2 - \frac{1}{6} \mathcal{L}_{\hat{A}_1}(\mathcal{L}_{H_e}(\hat{A}_1)) + \mathcal{L}_{\hat{A}_2}(\frac{1}{\epsilon} \hat{K}) + \frac{1}{2} \mathcal{L}_{\hat{A}_1}(\mathcal{L}_{\hat{A}_1}(\hat{Q})) \right) \tag{46} \]

and the remainder term \( \hat{B}_3 \) can be determined by the direct calculation of the \( \mathcal{O}(\epsilon) \) error of the inversion using Eq. (24).

It is obvious how to continue this induction to arbitrary orders. However, as we are only interested in explicit expressions for the effective Hamiltonians up to third order, we refrain from stating the general induction explicitly.

**D. Second- and third-order Hamiltonians**

In this section we compute the leading terms in the expansion of \( n \)th-order effective Hamiltonian

\[ \tilde{\mathcal{H}}_P^{(n)} = \sum_{j=0}^{n} \epsilon^j P \hat{h}_j P + \mathcal{O}(\epsilon^{n+1}) \tag{47} \]

up to and including \( P \hat{h}_3 P \) and thus obtain explicit expressions for the second and third-order effective Hamiltonians, \( \tilde{\mathcal{H}}_P^{(2)} \) and \( \tilde{\mathcal{H}}_P^{(3)} \). To this end, we first calculate the diagonal parts \( \hat{h}_j^D \) and then, in a second step, project onto the range of \( P \).
Zeroth-order diagonal (D) terms:

$$\hat{h}_0^D = \hat{K}^D + H_e^D = \hat{K}^D + H_e$$  \hspace{1cm} (48)

First-order D terms: Recalling that $$\hat{A}_j = \hat{A}_j^{OD}$$ for all $$j \geq 1$$ and the algebraic relations in Eq. (17), we find, in particular, that

$$\hat{h}_1^D = -\mathcal{L}_H(\hat{A}_1)^D = -\mathcal{L}_H(\hat{A}_1^D) = 0.$$  \hspace{1cm} (49)

Second-order D terms: Similarly, since $$\hat{B}_j = \hat{B}_j^{OD}$$ for all $$j \geq 1$$, we find

$$\hat{h}_2^D = -\mathcal{L}_H(\hat{A}_2)^D - \frac{1}{2}\mathcal{L}_{\hat{A}_1}(\mathcal{L}_H(\hat{A}_1))^D + \mathcal{L}_{\hat{A}_1}(\mathcal{L}_{\hat{A}_1}(\mathcal{L}_{\hat{A}_1}(\mathcal{L}_H(\hat{A}_1))))^D$$

$$= -\frac{1}{2}\mathcal{L}_{\hat{A}_1}(\mathcal{L}_H(\hat{A}_1)) + \mathcal{L}_{\hat{A}_1}(\hat{Q})$$

$$= -\frac{1}{2}\mathcal{L}_{\hat{A}_1}(\hat{Q} - \epsilon \hat{B}_1) + \mathcal{L}_{\hat{A}_1}(\hat{Q})$$

$$= \frac{1}{2}\mathcal{L}_{\hat{A}_1}(\hat{Q}) + \frac{\epsilon}{2}\mathcal{L}_{\hat{A}_1}(\hat{B}_1)$$  \hspace{1cm} (50)

Third-order D terms:

$$\hat{h}_3^D = -\mathcal{L}_H(\hat{A}_3)^D - \frac{1}{2}\mathcal{L}_{\hat{A}_1}(\mathcal{L}_H(\hat{A}_2))^D - \frac{1}{2}\mathcal{L}_{\hat{A}_2}(\mathcal{L}_H(\hat{A}_1))^D - \frac{1}{6}\mathcal{L}_{\hat{A}_1}(\mathcal{L}_{\hat{A}_1}(\mathcal{L}_H(\hat{A}_1))))^D$$

$$+ \mathcal{L}_{\hat{A}_1}(\mathcal{L}_{\hat{A}_1}(\mathcal{L}_{\hat{A}_1}(\mathcal{L}_H(\hat{A}_1))))^D$$

$$= -\frac{1}{2}\mathcal{L}_{\hat{A}_1}(\mathcal{L}_H(\hat{A}_2)) - \frac{1}{2}\mathcal{L}_{\hat{A}_1}(\mathcal{L}_H(\hat{A}_1)) + \mathcal{L}_{\hat{A}_2}(\hat{Q}) + \frac{1}{2}\mathcal{L}_{\hat{A}_1}(\mathcal{L}_{\hat{A}_1}(\mathcal{L}_{\hat{A}_1}(\mathcal{L}_H(\hat{A}_1))))^D$$

$$= -\frac{1}{2}\mathcal{L}_{\hat{A}_1}(\mathcal{L}_{\hat{A}_1}(\mathcal{L}_{\hat{A}_1}(\mathcal{L}_H(\hat{A}_1))))^D + \hat{B}_1 - \epsilon \hat{B}_2 - \frac{1}{2}\mathcal{L}_{\hat{A}_1}(\hat{Q} - \epsilon \hat{B}_1) + \mathcal{L}_{\hat{A}_1}(\hat{Q}) + \frac{1}{2}\mathcal{L}_{\hat{A}_1}(\mathcal{L}_{\hat{A}_1}(\mathcal{L}_{\hat{A}_1}(\mathcal{L}_H(\hat{A}_1))))^D$$

$$= -\frac{1}{2}\mathcal{L}_{\hat{A}_1}(\hat{B}_1) + \frac{1}{2}\mathcal{L}_{\hat{A}_2}(\hat{Q}) + \mathcal{O}(\epsilon).$$  \hspace{1cm} (51)

By combining these expressions, we obtain the second- and the third-order effective Hamiltonians as

$$\tilde{\mathcal{H}}^{(2)}_P := P\hat{K}P + PH_eP + \frac{\epsilon^2}{2}P\mathcal{L}_{\hat{A}_1}(\hat{Q})P + \mathcal{O}(\epsilon^3)$$  \hspace{1cm} (52)
and

\[ \hat{\mathcal{H}}^{(3)}_P := P\hat{K}P + PH_P + \frac{\epsilon^2}{2} P \mathcal{L}_{\hat{A}_1}(\hat{Q})P + \frac{\epsilon^3}{2} P \mathcal{L}_{\hat{A}_2}(\hat{Q})P + \mathcal{O}(\epsilon^4), \]  

respectively. We note that in the third-order correction, the \(-\frac{1}{2} \mathcal{L}_{\hat{A}_1}(\hat{B}_1)\) remainder from second order, cancels the \(\frac{1}{2} \mathcal{L}_{\hat{A}_1}(\hat{B}_1)\) third-order term. In the following subsection, we continue with inserting the explicit formulae for \(\hat{A}_1\), \(\hat{A}_2\), and \(\hat{Q}\) into the compact expressions of \(\hat{\mathcal{H}}^{(2)}_P\) and \(\hat{\mathcal{H}}^{(3)}_P\) just obtained.

E. More explicit expressions for the second- and the third-order non-adiabatic Hamiltonian corrections

a. Second-order correction. Using the explicit expression for the inverse Liouvillian, Eq. (22), Eq. (40) yields

\[ \hat{A}_1 = i \sum_{a=1}^{d} \left( \mathcal{R}_a \hat{Q} P_a - P_a \hat{Q} \mathcal{R}_a \right). \]  

Thus, the \(\mathcal{O}(\epsilon^2)\) correction term of the effective Hamiltonian in Eq. (52) is

\[ \frac{\epsilon^2}{2} P \mathcal{L}_{\hat{A}_1}(\hat{Q})P = -\frac{\epsilon^2}{2} \sum_{a,b=1}^{d} \left( P_b \hat{Q} \mathcal{R}_a \hat{Q} P_a + P_a \hat{Q} \mathcal{R}_a \hat{Q} P_b \right) = \frac{\epsilon^2}{2} \sum_{a,b=1}^{d} \left( P_b P'_\mathcal{V} \mathcal{R}_a P'_\mathcal{V} P_a + P_a P'_\mathcal{V} \mathcal{R}_a P'_\mathcal{V} P_b \right), \]  

where we inserted Eq. (9) for \(\hat{Q}\) and used the fact that the reduced resolvent \(\mathcal{R}_a\) acts only in the \(P^\perp\) subspace. (Recall that \(P'_\mathcal{V}\) was defined in Eq. (7).) Since the commutator of \(\epsilon \nabla\) in \(P'_\mathcal{V}\) with smooth, fibred operators yields higher-order terms in \(\epsilon\), we can further simplify
\( \hat{H}^{(2)}_P \) to

\[
\hat{H}^{(2)}_P = P\hat{K}P + PH_eP \\
+ \frac{\varepsilon^2}{2} \sum_{j,i=1}^{3N} \sum_{a,b=1}^{d} \left( P_b(\varepsilon \partial_j)(\partial_j P)\mathcal{R}_a(\partial_i P)(\varepsilon \partial_i) + P_a(\varepsilon \partial_j)(\partial_j P)\mathcal{R}_a(\partial_i P)(\varepsilon \partial_i)P_b \right)
\]

\[
= P\hat{K}P + PH_eP \\
+ \frac{\varepsilon^2}{2} \sum_{j,i=1}^{3N} \sum_{a,b=1}^{d} (\varepsilon \partial_j) \left( P_b(\partial_j P)\mathcal{R}_a(\partial_i P)P_a + P_a(\partial_j P)\mathcal{R}_a(\partial_i P)P_b \right)(\varepsilon \partial_i) + \mathcal{O}(\varepsilon^3)
\]

\[
= P\hat{K}P + PH_eP + \varepsilon^2 \sum_{j,i=1}^{3N} \sum_{a,b=1}^{d} (\varepsilon \partial_j) \left( R_a(\partial_j P)\mathcal{R}_a(\partial_i P)P_b + P_a(\partial_j P)\mathcal{R}_a(\partial_i P)P_b \right)(\varepsilon \partial_i) + \mathcal{O}(\varepsilon^3) \quad .
\]

Note, however, that the \( \mathcal{O}(\varepsilon^3) \) term does contribute to the third-order effective Hamiltonian and cannot be neglected when computing \( \hat{H}^{(3)}_P \).

\[\text{b. Third-order correction.}\]

To obtain an explicit expression for the third-order correction, we need to derive an explicit expression for \( \hat{A}_2 \), Eq. (43):

\[
\hat{A}_2 = \mathcal{J}_{H_e}(\mathcal{L}_{\hat{A}_1}(\frac{1}{\varepsilon} \hat{K}^D)) + \mathcal{J}_{H_e}(\hat{B}_1) ,
\]

which assumes the explicit knowledge of the first-order remainder term \( \hat{B}_1 \), Eq. (41), too. The first term in Eq. (57) includes

\[
\mathcal{L}_{\hat{A}_1}(\frac{1}{\varepsilon} \hat{K}^D) = -i[A_1, \frac{1}{\varepsilon} \hat{K}^D]
\]

\[
= -i \left[ \sum_{a=1}^{d} \left( \mathcal{R}_a \hat{Q} P_a - P_a \hat{Q} \mathcal{R}_a \right), \frac{1}{\varepsilon} \hat{K}^D \right]
\]

\[
= \frac{1}{\varepsilon} \sum_{a=1}^{d} \left( \mathcal{R}_a \hat{Q} P_a \hat{K}P - P^\perp \hat{K} \mathcal{R}_a \hat{Q} P_a - P_a \hat{Q} \mathcal{R}_a \hat{K} P^\perp + \hat{K} P_a \hat{Q} \mathcal{R}_a \right) \quad .
\]
and its inverse Liouvillian, Eq. (22), is

$$\mathcal{J}_{He}(\mathcal{L}_{A_1}(\frac{1}{\varepsilon} \hat{K}^D)) = i \sum_{a,b=1}^{d} \left( \mathcal{R}_b \mathcal{L}_{A_1}(\frac{1}{\varepsilon} \hat{K}^D) P_b - P_b \mathcal{L}_{A_1}(\frac{1}{\varepsilon} \hat{K}^D) \mathcal{R}_b \right)$$

$$= \frac{i}{\varepsilon} \sum_{b=1}^{d} \left( \mathcal{R}_b(\mathcal{R}_a \hat{Q} P_a \hat{K} - \hat{K} \mathcal{R}_a \hat{Q} P_a) P_b - P_b(\hat{K} P_a \hat{Q} \mathcal{R}_a - P_a \hat{Q} \mathcal{R}_a \hat{K}) \mathcal{R}_b \right)$$

$$= \frac{i}{\varepsilon} \sum_{a=1}^{d} (\hat{P}_a \hat{Q} \mathcal{R}_a \hat{K} \mathcal{R}_a - \mathcal{R}_a \hat{K} \mathcal{R}_a \hat{Q} \mathcal{P}_a)$$

$$+ \frac{i}{\varepsilon} \sum_{a,b=1}^{d} (\mathcal{R}_b \mathcal{R}_a \hat{Q} P_a \hat{K} P_b - P_b \hat{K} P_a \hat{Q} \mathcal{R}_a \mathcal{R}_b). \quad (59)$$

The inverse Liouvillian of $\hat{B}_1$, Eq. (44) is

$$\mathcal{J}_{He}(\hat{B}_1) = i \sum_{a=1}^{d} \left( \mathcal{R}_a \hat{B}_1 P_a - P_a \hat{B}_1 \mathcal{R}_a \right)$$

$$= -i \sum_{a,b=1}^{d} E'_b \cdot (\mathcal{R}_a \mathcal{R}_b P' P_a P_b - P_a P_b P' \mathcal{R}_b \mathcal{R}_a)$$

$$= -i \sum_{a=1}^{d} E'_a \cdot (\mathcal{R}_a \mathcal{R}_a P' P_a - P_a P' \mathcal{R}_a \mathcal{R}_a). \quad (60)$$

Next, the explicit expression for $\hat{A}_2$, obtained as the sum of Eqs. (59) and (60), is used to expand the third-order correction as

$$\frac{1}{2} P \mathcal{L}_{A_2}(\hat{Q}) P = -\frac{1}{2} P[\hat{A}_2, \hat{Q}] P$$

$$= \frac{1}{2\varepsilon} \sum_{a=1}^{d} (P \hat{Q} \mathcal{R}_a \hat{K} \mathcal{R}_a \hat{Q} P_a + P_a \hat{Q} \mathcal{R}_a \hat{K} \mathcal{R}_a \hat{Q} P_a)$$

$$- \frac{1}{2\varepsilon} \sum_{a,b=1}^{d} (P_b \hat{K} P_a \hat{Q} \mathcal{R}_a \mathcal{R}_b \hat{Q} P_a + P_a \hat{Q} \mathcal{R}_a \hat{K} \mathcal{R}_b \hat{Q} P_b)$$

$$+ \frac{1}{\varepsilon} \sum_{a=1}^{d} E'_a \cdot \left( P \hat{Q} \mathcal{R}_a \mathcal{R}_a P' P_a + P_a P' \mathcal{R}_a \mathcal{R}_a \hat{Q} P_a \hat{K} \mathcal{R}_b \hat{Q} \mathcal{R}_a \hat{K} \mathcal{R}_b \hat{Q} P_b \right). \quad (61)
By working out the second sum of Eq. (61), we obtain

\[
\sum_{a,b=1}^{d} \left( P_{b} \hat{K} P_{a} \hat{Q} R_{a} R_{b} \hat{Q} P + P \hat{Q} R_{b} R_{a} \hat{Q} P_{a} \hat{K} P_{b} \right)
\]

\[
= \sum_{a,b=1}^{d} \left( P_{b} \hat{K} P_{a} \hat{Q} R_{a} R_{b} \hat{Q} P + P \hat{Q} R_{b} R_{a} \hat{Q} [P_{a}, \hat{K}] P_{b} \right)
\]

\[
+ \sum_{a=1}^{d} \left( P_{a} \hat{K} \hat{Q} R_{a} \hat{Q} P + P \hat{Q} R_{a} \hat{Q} \hat{K} P_{a} \right)
\]

\[
= \sum_{a,b=1}^{d} \left( P_{b} \hat{K} P_{a} \hat{Q} R_{a} R_{b} \hat{Q} P + P \hat{Q} R_{b} R_{a} \hat{Q} [P_{a}, \hat{K}] P_{b} \right)
\]

\[
+ \sum_{a=1}^{d} \left( P_{a} \hat{K} \hat{Q} R_{a} \hat{Q} P + P \hat{Q} R_{a} \hat{Q} \hat{K} P_{a} \right)
\]

\[
+ \sum_{a=1}^{d} \left( P_{a} \hat{K} \hat{Q} R_{a} \hat{Q} P + P \hat{Q} R_{a} \hat{Q} \hat{K} P_{a} \right)
\]

\[
= \sum_{a,b=1}^{d} \left( P_{b} \hat{K} P_{a} \hat{Q} R_{a} R_{b} \hat{Q} P + P \hat{Q} R_{b} R_{a} \hat{Q} [P_{a}, \hat{K}] P_{b} \right)
\]

\[
+ \sum_{a=1}^{d} \left( P_{a} \hat{K} \hat{Q} R_{a} \hat{Q} P + P \hat{Q} R_{a} \hat{Q} \hat{K} P_{a} \right)
\]

\[
+ \sum_{a=1}^{d} \left( P_{a} \hat{K} \hat{Q} R_{a} \hat{Q} P + P \hat{Q} R_{a} \hat{Q} \hat{K} P_{a} \right)
\]

\[
+ \sum_{a=1}^{d} \left( P_{a} \hat{Q} R_{a} \hat{K} R_{a} \hat{Q} P + P \hat{Q} R_{a} \hat{K} R_{a} \hat{Q} P_{a} \right),
\]

(62)
where the last expression exactly cancels the first term in Eq. (61), and thus the correction term at third order is

\[
\frac{1}{2} P \mathcal{L} A_2 (\hat{Q}) P = - \frac{1}{2} \sum_{a,b=1}^{d} \left( P_b [\frac{1}{\varepsilon} \hat{K}, P_a] \hat{Q} \mathcal{R}_a \mathcal{R}_a \hat{Q} P + P \mathcal{Q} \mathcal{R}_a \mathcal{R}_a \hat{Q} [P_a, \frac{1}{\varepsilon} \hat{K}] P_b \right) \\
- \frac{1}{2} \sum_{a=1}^{d} \left( P_a [\frac{1}{\varepsilon} \hat{K}, \hat{Q}] \mathcal{R}_a \mathcal{R}_a \hat{Q} P + P \mathcal{Q} \mathcal{R}_a \mathcal{R}_a \hat{Q} [\hat{Q}, \frac{1}{\varepsilon} \hat{K}] P_a \right) \\
- \frac{1}{2} \sum_{a=1}^{d} \left( P_a \hat{Q} [\frac{1}{\varepsilon} \hat{K}, \mathcal{R}_a] \mathcal{R}_a \hat{Q} P + P \mathcal{Q} \mathcal{R}_a [\mathcal{R}_a, \frac{1}{\varepsilon} \hat{K}] \hat{Q} P_a \right) \\
+ \frac{1}{2} \sum_{a=1}^{d} E_a' \cdot \left( P \mathcal{Q} \mathcal{R}_a \mathcal{R}_a P' P_a + P_a P' \mathcal{R}_a \mathcal{R}_a \hat{Q} P \right) .
\] (63)

The commutators can be evaluated as

\[
[\frac{1}{\varepsilon} \hat{K}, P_a] = - \frac{\varepsilon}{2} [\Delta, P_a] = - \frac{1}{2} (\varepsilon \nabla \cdot P_a' + P_a' \cdot \varepsilon \nabla) = - P_a' \nabla ,
\] (64)

and

\[
P [\frac{1}{\varepsilon} \hat{K}, \hat{Q}] P' = - \frac{\varepsilon}{2} P [\Delta, P P' \nabla] P' = - P P' \nabla P' + \mathcal{O}(\varepsilon),
\] (65)

with \( P'_{\nabla 2} := \varepsilon \sum_{i,j=1}^{3N} \partial_j (\partial_j \partial_i P) \partial_i \), and

\[
P [\frac{1}{\varepsilon} \hat{K}, \mathcal{R}_a] P' = - P' \mathcal{R}_a \nabla P' .
\] (66)

Inserting these identities into Eq. (63), we finally obtain for the third-order correction as

\[
\frac{\varepsilon^3}{2} P \mathcal{L} A_2 (\hat{Q}) P = - \frac{\varepsilon^3}{2} \sum_{a,b=1}^{d} \left( P_b P_a' \nabla \mathcal{R}_a \mathcal{R}_a P' \nabla P - P P' \nabla \mathcal{R}_a \mathcal{R}_a P'' P' \nabla P_b \right) \\
- \frac{\varepsilon^3}{2} \sum_{a=1}^{d} \left( P_a P' \mathcal{R}_a \nabla \mathcal{R}_a P' \nabla P - P P' \mathcal{R}_a \mathcal{R}_a P' P'' P \nabla P_a \right) \\
- \frac{\varepsilon^3}{2} \sum_{a=1}^{d} \left( P_a P' \mathcal{R}_a' \mathcal{R}_a' P' \nabla P - P P' \mathcal{R}_a' \mathcal{R}_a' P' P \nabla P_a \right) \\
+ \frac{\varepsilon^3}{2} \sum_{a=1}^{d} E_a' \cdot \left( P P' \mathcal{R}_a \mathcal{R}_a P' P_a - P_a P' \mathcal{R}_a \mathcal{R}_a P' P \right) + \mathcal{O}(\varepsilon^4) .
\] (67)
Note that the first three lines are third order in the nuclear momentum, $\hat{p}$, and the last line is linear in $\hat{p}$.

When looking at the second- and the third-order corrections in Eq. (56) and (67), one might worry about singular expressions. Indeed, some of the summands become singular near points of the nuclear configuration space at which eigenvalues within the set $\{E_a | a = 1, \ldots, d\}$ cross. At these points the single spectral projections $P_a$ might not be differentiable. However, as it can be seen from the original expressions (52) and (53) for $\hat{H}_P^{(2)}$ and $\hat{H}_P^{(3)}$, the complete expression (the full sum) remains bounded because the singularities in the different summands cancel each other. This property might require additional care in numerical computations.

V. BASIS REPRESENTATION AND EFFECTIVE NUCLEAR HAMILTONIANS

By choosing an electronic (e.g., adiabatic or diabatic) basis set $\{\psi_\alpha, \alpha = 1, \ldots, d\}$ for $P\mathcal{H}_e$, one can represent a molecular wave function $\Psi$ in the range of $P$, $\Psi \in P\mathcal{H}$, as $\Psi(R,r) = \sum_{\alpha=1}^{d} \phi_\alpha(R) \psi_\alpha(R,r)$. It is common practice to represent the zeroth-order effective Hamiltonian $\hat{H}_P^{(0)} = \hat{H}_P(0) = PHP$ as a matrix operator $\hat{H}_P^{(0)}$ with respect to such a basis set, which then acts only on the nuclear functions ($\varphi_1(R), \ldots, \varphi_d(R)$). This yields, in particular, also the Berry phase and the diagonal BO correction terms (see below).

In what follows, we construct the matrix representation also for the second-order Hamiltonian $\hat{H}_P^{(2)}$. As a special case, the known mass-correction terms for a single, isolated electronic state will be recovered. A basis representation for the third-order correction, Eq. (67), can be calculated along the same lines.

A. Adiabatic basis representation for the second-order, multi-state Hamiltonian

Let us choose an electronic (e.g., adiabatic or diabatic) basis set $\psi_1(R), \ldots, \psi_d(R)$ such that the $\psi_\alpha$ are smooth functions of $R$ and pointwise form an orthonormal basis of the range of $P(R)$, i.e.,

$$\langle \psi_\alpha(R) | \psi_\beta(R) \rangle = \delta_{\alpha,\beta} \quad \text{and} \quad P(R) = \sum_{\alpha=1}^{d} |\psi_\alpha(R)\rangle \langle \psi_\alpha(R)| .$$

(68)
Because of the gap conditions, such smooth diabatic basis set always exist\textsuperscript{[48]}. However, due to possible crossings within the set of eigenvalues $E_1, \ldots, E_d$, it might not be possible to choose $\psi_1(R), \ldots, \psi_d(R)$ as smooth functions of $R$, and at the same time, as pointwise eigenfunctions of $H_e(R)$, \textit{i.e.,}

$$H_e(R)\psi_\alpha(R) = E_\alpha(R)\psi_\alpha(R), \quad \alpha = 1, \ldots, d$$

is not assumed in general! \textsuperscript{(69)}

Then, the matrix representation of $\hat{H}_p^{(2)}$, Eq. \textsuperscript{(56)}, over $\psi_\alpha, \alpha = 1, \ldots, d$, results in a matrix operator $\hat{H}_p^{(2)}$ for the quantum nuclear motion with matrix elements

$$\langle \psi_\alpha | \hat{H}_p^{(2)} | \psi_\beta \rangle = \langle \psi_\alpha | \hat{K} | \psi_\beta \rangle + \langle \psi_\alpha | H_e \psi_\beta \rangle + \frac{\varepsilon^2}{2} \sum_{j,i} \sum_{a,b} (\varepsilon \partial_j) \langle \psi_\alpha | P_a(\partial_j P)(\mathcal{R}_a + \mathcal{R}_b)(\partial_i P)P_b | \psi_\beta \rangle (\varepsilon \partial_i) + O(\varepsilon^3). \text{ (70)}$$

For the kinetic-energy part, we find

$$\langle \psi_\alpha | \hat{K} | \psi_\beta \rangle = -\sum_i \left( \frac{1}{2} (\varepsilon \partial_i)^2 \delta_{\alpha\beta} + \varepsilon \langle \psi_\alpha | \partial_i \psi_\beta \rangle (\varepsilon \partial_i) + \frac{\varepsilon^2}{2} \langle \psi_\alpha | \partial_i^2 \psi_\beta \rangle \right). \text{ (71)}$$

By introducing the connection coefficient of the non-abelian Berry-connection

$$A_{\alpha\beta,i} := -i \langle \psi_\alpha | \partial_i \psi_\beta \rangle = \overline{A_{\beta\alpha,i}}, \text{ (72)}$$

we find

$$\left[ \frac{1}{2} (-i \varepsilon \partial_i + \varepsilon A_i)^2 \right]_{\alpha\beta} = \left[ -\frac{1}{2} (\varepsilon \partial_i)^2 1 - i \varepsilon A_i (\varepsilon \partial_i) - i \frac{\varepsilon^2}{2} (\partial_i A_i) + \frac{\varepsilon^2}{2} (A_i)^2 \right]_{\alpha\beta}$$

$$= -\frac{1}{2} (\varepsilon \partial_i)^2 \delta_{\alpha\beta} - \varepsilon \langle \psi_\alpha | \partial_i \psi_\beta \rangle (\varepsilon \partial_i) - \frac{\varepsilon^2}{2} \langle \psi_\alpha | \partial_i^2 \psi_\beta \rangle$$

$$- \frac{\varepsilon^2}{2} \langle \partial_i \psi_\alpha | \partial_i \psi_\beta \rangle + \frac{\varepsilon^2}{2} \sum_{\gamma} \langle \psi_\alpha | \partial_i \psi_\gamma \rangle \langle \psi_\gamma | \partial_i \psi_\beta \rangle \text{. (73)}$$

With $\langle \psi_\alpha | \partial_i \psi_\gamma \rangle = -\langle \partial_i \psi_\alpha | \psi_\gamma \rangle$, the last term becomes

$$\sum_{\gamma} \langle \psi_\alpha | \partial_i \psi_\gamma \rangle \langle \psi_\gamma | \partial_i \psi_\beta \rangle = - \sum_{\gamma} \langle \partial_i \psi_\alpha | \psi_\gamma \rangle \langle \psi_\gamma | \partial_i \psi_\beta \rangle = - \langle \partial_i \psi_\alpha | P | \partial_i \psi_\beta \rangle \text{, (74)}$$

26
and thus the kinetic-energy term can be written in the form

$$\langle \psi_\alpha | \hat{K} | \psi_\beta \rangle = \sum_{i=1}^{3N} \left[ \frac{1}{2} (-i\varepsilon \partial_i 1 + \varepsilon A_i)^2 \right]_{\alpha\beta} + \varepsilon^2 \Phi_{\alpha\beta}$$

(75)

with the matrix-valued Berry-connection coefficient $A_i$ and the matrix-valued potential

$$\Phi_{\alpha\beta}(R) := \frac{1}{2} \sum_{i=1}^{3N} \langle \partial_i \psi_\alpha(R) | P^{-1}(R) | \partial_i \psi_\beta(R) \rangle .$$

(76)

This latter quantity can be understood as an $O(\varepsilon^2)$ correction to the ‘diabatic’ electronic level matrix

$$E_{\alpha\beta}(R) := \langle \psi_\alpha(R) | H_e(R) | \psi_\beta(R) \rangle .$$

(77)

Note that $E_{\alpha\beta}$ is a diagonal matrix if and only if all $\psi_\alpha$ are eigenvectors of $H_e$. Defining the second-order mass-correction term as

$$M_{\alpha\beta,ij} := \sum_{a,b=1}^{d} \langle \psi_\alpha | P_a(\partial_j P)(R_a + R_b)(\partial_i P)P_b | \psi_\beta \rangle ,$$

(78)

the matrix representation of $\hat{H}_P^{(2)}$ over $\psi_\alpha$, $\alpha = 1, \ldots, d$, can be compactly written as

$$\left( \hat{H}_P^{(2)} \right)_{\alpha\beta} = \sum_{i,j=1}^{N} \left[ \frac{1}{2} (-i\varepsilon \partial_i 1 + \varepsilon A_i) \left( \delta_{ij} 1 - \varepsilon^2 M_{ij} \right) (-i\varepsilon \partial_j 1 + \varepsilon A_j) \right]_{\alpha\beta} + (E + \varepsilon^2 \Phi)_{\alpha\beta} + O(\varepsilon^3) .$$

(79)

Alternatively, we could also write the formula as

$$\left( \hat{H}_P^{(2)} \right)_{\alpha\beta} = \sum_{i,j=1}^{N} \frac{\varepsilon^2}{2} \left[ (-i\partial_i 1 + A_i) \left( \delta_{ij} 1 - \varepsilon^2 M_{ij} \right) (-i\partial_j 1 + A_j) \right]_{\alpha\beta} + (E + \varepsilon^2 \Phi)_{\alpha\beta} + O(\varepsilon^3) .$$

(80)

For using these expressions in numerical computations, we need to remember that during the derivation we used Cartesian coordinates scaled with the inverse square-root of the nuclear
mass expressed in atomic mass units, Eq. (2), and \( \varepsilon^2 = m_e/m_u \) is the conversion factor between the electronic and atomic mass scale.

In the special case where \( \psi_1, \ldots, \psi_d \) form an adiabatic basis set, i.e., satisfy Eq. (69), the expression for \( M_{\alpha\beta,ij} \) simplifies to

\[
M_{ab,ij} = \langle \partial_j \psi_a | R_a + R_b | \partial_i \psi_b \rangle .
\]

To see this, one uses that the reduced resolvents, Eq. (23), contain a projection \( P_{\perp} \) and, that

\[
\partial_j P_{\perp} = \sum_{\gamma=1}^d \partial_j |\psi_{\gamma}\rangle \langle \psi_{\gamma}| P_{\perp} = \sum_{\gamma=1}^d |\psi_{\gamma}\rangle \langle \partial_j \psi_{\gamma}| P_{\perp}
\]

and similarly for its adjoint that \( P_{\perp} \partial_i P_{\perp} = \sum_{\gamma=1}^d P_{\perp} |\partial_i \psi_{\gamma}\rangle \langle \psi_{\gamma}| . \)

In all our expressions the nuclear differential operators are written in terms of Cartesian coordinates. The operators can be transformed to curvilinear coordinates, necessary for efficient rovibrational computations, similarly to the transformation of the single-state expression, Ref. [37].

a. Single electronic state. For a single electronic state \( (\psi_1, E_1) \) with a real-valued, normalized electronic wave function \( \psi_1 \), the effective operator of the atomic nuclei, Eq. (80), simplifies to

\[
(H_P^{(2)})_{1,1} = \sum_{i,j=1}^{3N} \frac{1}{2} \left(-i \varepsilon \partial_i \right) \left( \delta_{ij} - \varepsilon^2 M_{11,ij} \right) \left(-i \varepsilon \partial_j \right) + E_1 + \varepsilon^2 \Phi_1 + O(\varepsilon^3) .
\]

Here we assume that \( \psi_1 \) is chosen such that \( A_1 = -i \langle \psi_1 | \nabla \psi_1 \rangle = 0 \) and find for the mass correction term that

\[
M_{11,ij} = 2 \langle \partial_j \psi_1 | R_1 | \partial_i \psi_1 \rangle = 2 \langle \partial_j \psi_1 | (H_e - E_1)^{-1} (1 - P_1) | \partial_i \psi_1 \rangle .
\]

This mass-correction function is identical with that used in Ref. [37]. So, for a single, isolated electronic state, the known expression of the second-order non-adiabatic Hamiltonian is recovered.
VI. SUMMARY AND CONCLUSIONS

Molecular wave functions are often approximated on the subspace $P\mathcal{H}$ of the full electron-nucleus $\mathcal{H}$ Hilbert space, where $P$ is the electronic subspace which governs the motion of the atomic nuclei.

We have shown that a complete neglect of the complementary electronic subspace $(1-P)\mathcal{H}$ introduces an $O(\varepsilon)$ error in the Hamiltonian and also in the molecular spectrum ($\varepsilon$ is the square root of the electron-to-nucleus mass ratio). We improved upon this $O(\varepsilon)$ approximation, by using a near-identity unitary transform of $P$, $\hat{\Pi} = e^{i\varepsilon \hat{S}}Pe^{-i\varepsilon \hat{S}}$. Terms of the self-adjoint transformation operator $\hat{S} = \hat{A}_1 + \varepsilon \hat{A}_2 + \varepsilon^2 \hat{A}_3 + \ldots$ were determined for increasing orders of $\varepsilon$ by making the coupling, and hence the error of the molecular energy, $\varepsilon$ times smaller at every order. The resulting transformation operators include the momentum operator $\hat{p}$ of the atomic nuclei, thereby the transformed electronic space $\hat{\Pi}$, which makes the coupling lower order, depends not only on the nuclear positions $R$ but also on the nuclear momenta $\hat{p}$. The transformed electronic states adjusted by $\hat{p}$ up to order $\hat{p}^n$, achieve a block-diagonalization of $\hat{H}$ up to terms of order $\varepsilon^{n+1}$. From the transformed, $O(\varepsilon^{n+1})$ block-diagonal Hamiltonian, we obtained effective $n$th-order Hamiltonians for the quantum nuclear motion. Explicit expressions were derived up to the third-order corrections for a multi-dimensional electronic subspace.

In particular, the second-order non-adiabatic Hamiltonian contains correction terms quadratic in the nuclear momenta, which can be identified as a coordinate-dependent correction to the nuclear mass in the nuclear kinetic-energy operator. These earlier neglected ‘mass-correction terms’ perturbatively account for the effect of the electronic states not included in the selected, explicitly coupled electronic band. For a single electronic state this multi-state expressions simplifies to the known, second-order Hamiltonian including the mass-correction function.

This perturbative decoupling can be used for isolated (groups of) electronic states and we believe that at least the second-order, multi-state expression will soon gain practical applications in rovibronic and quantum scattering computations.
VII. APPENDIX

a. Contact transform of an operator. Transformation of an operator \( \hat{Y} \) with \( e^{ieS} \) can be expanded in terms of increasing powers of \( \varepsilon \) as

\[
\hat{Y} = e^{-ieS} \hat{Y} e^{ieS} = \hat{Y} + \varepsilon \mathcal{L}_S(\hat{Y}) + \frac{\varepsilon^2}{2} \mathcal{L}_S(\mathcal{L}_S(\hat{Y})) + \frac{\varepsilon^3}{6} \mathcal{L}_S(\mathcal{L}_S(\mathcal{L}_S(\hat{Y}))) + \ldots \quad (84)
\]

b. Commutator operations with diagonal and off-diagonal operators.

\[
\begin{align*}
[X^D, \hat{Y}]^D &= [\hat{X}^D, \hat{Y}]^D \quad \text{and} \quad [X^D, \hat{Y}]^{OD} = [\hat{X}^D, \hat{Y}]^{OD} \quad (85) \\
[\hat{X}^{OD}, \hat{Y}]^D &= [\hat{X}^{OD}, \hat{Y}]^{OD} \quad \text{and} \quad [\hat{X}^{OD}, \hat{Y}]^{OD} = [\hat{X}^{OD}, \hat{Y}]^{D}. \quad (86)
\end{align*}
\]

For the example of the diagonal \( H_e \) and the off-diagonal \( \hat{A}_i \), we have collected the following identities (relevant for the calculations in the manuscript):

\[
\begin{align*}
\mathcal{L}_{H_e}(\hat{A}_i)^D &= 0 \quad (87) \\
\mathcal{L}_{H_e}(\hat{A}_i)^{OD} &= \mathcal{L}_{H_e}(\hat{A}_i) \quad (88) \\
\mathcal{L}_{\hat{A}_j}(\mathcal{L}_{H_e}(\hat{A}_i))^D &= \mathcal{L}_{\hat{A}_j}(\mathcal{L}_{H_e}(\hat{A}_i)) \quad (89) \\
\mathcal{L}_{\hat{A}_j}(\mathcal{L}_{H_e}(\hat{A}_i))^{OD} &= 0 \quad (90) \\
\mathcal{L}_{\hat{A}_k}(\mathcal{L}_{\hat{A}_j}(\mathcal{L}_{H_e}(\hat{A}_i)))^D &= 0 \quad (91) \\
\mathcal{L}_{\hat{A}_k}(\mathcal{L}_{\hat{A}_j}(\mathcal{L}_{H_e}(\hat{A}_i)))^{OD} &= \mathcal{L}_{\hat{A}_k}(\mathcal{L}_{\hat{A}_j}(\mathcal{L}_{H_e}(\hat{A}_i))); \quad (92)
\end{align*}
\]

c. Commutator expressions.

\[
\comm{\hat{K}}{A} = -\frac{\alpha^2}{4}[\Delta, A] = -\frac{\alpha}{2}(\varepsilon \nabla \cdot A' + A' \cdot \varepsilon \nabla) = -\varepsilon A^\prime = O(\varepsilon). \quad (93)
\]
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