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Abstract—In this work, we present a novel Reinforcement Learning (RL) algorithm for the off-road trajectory tracking problem. Off-road environments involve varying terrain types and elevations, and it is difficult to model the interaction dynamics of specific off-road vehicles with such a diverse and complex environment. Standard RL policies trained on a simulator will fail to operate in such challenging real-world settings. Instead of using a naive domain randomization approach, we propose an innovative supervised-learning based approach for overcoming the sim-to-real gap problem. Our approach efficiently exploits the limited real-world data available to adapt the baseline RL policy obtained using a simple kinematics simulator. This avoids the need for modeling the diverse and complex interaction of the vehicle with off-road environments. We evaluate the performance of the proposed algorithm using two different off-road vehicles, Warthog (Fig. 1) and Moose (Fig. 2). Compared to the standard ILQR approach, our proposed approach achieves a 30% and 50% reduction in cross track error in Warthog and Moose, respectively, by utilizing only 30 minutes of real-world driving data.

I. INTRODUCTION

Trajectory tracking is a classical problem in robotics control, where a robot is required to follow a trajectory specified by a sequence of waypoints while satisfying various dynamic constraints on its acceleration, linear velocity, angular velocity, torque limits etc. Trajectory tracking problem is particularly difficult in the off-road environments, which involve various non-uniform terrain types and elevation changes as shown in Fig. 3. Moreover, it is extremely challenging to characterize the interaction dynamics of specific off-road vehicles (often, with proprietary model) with such a diverse and complex environment. So, the classical model-based approaches for trajectory tracking are less effective for the off-road settings. A learning-based approach, which can avoid the direct modeling of the vehicle-environment interaction dynamics using data samples, is an attractive candidate for solving the off-road trajectory tracking problem.

Reinforcement Learning (RL) is a class of machine learning that focuses on learning the optimal control policy when the precise model of the dynamical system is unknown. Model-free RL algorithms have seen breakthrough successes recently in a number of applications such as playing games [1], [2] and robotics control [3], [4], [5], [6]. However, most of these successes are either in simulation domain or in structured real-world settings, which are significantly different from the challenging off-road real-world environments. Model-free RL algorithms also require a very large number of data samples to converge to a reasonable policy. Training RL algorithms in the real-world setting is infeasible because it can be catastrophic; for example, in high speed off-road vehicle. The data requirement is typically achieved by using a simulator to generate samples. However, it is very difficult to incorporate the diverse and complex off-road environment models into a standard simulator. This leads to the problem known as simulation-to-reality (sim-to-real) gap, where the RL policies learned using a standard simulator may not work well for the real-world setting.

![Warthog](image1.png) Fig. 1: Warthog is an off-road differential drive vehicle with dimension 1.52 x 1.38 x 0.83 m, four wheels, mass 280kg and max payload capacity of 272kg [7].

![Moose](image2.png) Fig. 2: Moose is an off-road differential drive vehicle with dimension 3 x 1.5 x 1.1 m, eight wheels, mass 1590kg and max payload capacity of 513kg [8].
Moreover, domain randomization produces overly conservative policies which might also affect the performance.

Fig. 3: Shows various terrains involved in off-road testing of Moose and Warthog. The test scenarios include grass, mud, gravel, dust along with elevation changes.

In this work, we propose a novel algorithm to overcome the sim-to-real gap for the off-road trajectory tracking problem by exploiting the limited real-world data available. Our proposed algorithm uses the limited available data to modify the baseline policy obtained using an RL algorithm trained on a simulator. Our approach only requires a simple kinematics simulator that avoids the need for modeling the complex interaction of the vehicle with off-road environments. We collect the data and evaluate the performance of the proposed algorithm using two different off-road vehicles, Warthog (Fig. 1) and Moose (Fig. 2). Compared to the standard iterative linear quadratic regulator (ILQR) approach, our algorithm achieves a 30% and 50% reduction in cross-track error in Warthog and Moose, respectively, by utilizing only 30 minutes of real-world driving data.

II. RELATED WORK

Model-based approaches rely on learning the dynamic model of the system to develop the controller. [12] and [13] are some of the earliest works that used a neural network for modeling the dynamics of the system and developing a controller based on the learned model. [14], [15], [16], [17], [18], [19] use a Gaussian process to model low dimensional stochastic dynamical system where few data points are available. They addressed model learning for robots in simulation [14], [19], UAVs [15], [17], and manipulators [18]. In our prior work [20], we proposed an approach that used neural networks to learn the dynamic model of the off-road and on-road vehicles and validate the learned model by integrating it with a controller for trajectory tracking.

Model-free algorithms using simulators are also popular in robotics. [21], [22], [23], [24], [25] especially for tasks that are not safety-critical. Since learning online in the real-world setting is expensive and often infeasible due to safety concerns, domain randomization is used as popular approach for overcoming the sim-to-real gap. [10] used domain randomization in robotics for object localization in the scene. [25] used a task network as the adversarial guide to modify the environment instead of direct domain randomization while [26] proposed a data generation pipeline capable of generating different kinds of object in simulation and training a deep neural network to perform grasp planning on these objects. [11] used domain randomization for overcoming the sim-to-real gap due to imperfect dynamic models. [27] proposed to learn a good randomization strategy for the dynamics parameters by online data collection during learning. These approaches have been shown to work on robotic manipulators and toy cars where a detailed simulator model is available from the manufacturer. However, as mentioned before, the unavailability of the proprietary information (of vehicles and simulators) makes this approach less effective for the off-road trajectory tracking problem.

III. BASELINE RL POLICY FOR TRAJECTORY TRACKING

We define the trajectory by a set of \( n \) ordered waypoints, \( \{ w_i = (x_i, y_i, \theta_i, v_i) \}_{i=1}^{n} \), where \( (x_i, y_i) \) is the Euclidean coordinates, \( \theta_i \) is the desired vehicle orientation, and \( v_i \) is the desired vehicle velocity of waypoint \( i \). Given a trajectory, our goal is to learn a trajectory tracking controller that can minimize the cross-track error in real-world off-road environments with two different offroad vehicles, Warthog and Moose. While both of these vehicles follow differential drive kinematics and accept linear and angular velocities as control commands, their dimension, mass and load distribution are quite different as specified in Fig. 1 and Fig. 2. Irrespective of these differences in the models, we train a single baseline RL policy for trajectory tracking for these vehicles. This RL policy is trained on a simulator that only simulates the kinematics and ignores complex tire-terrain interactions involved in the off-road scenarios and dynamics of these vehicles. In the next section, we will describe our approach to adapt this baseline RL policy for specific vehicles using limited real-world data from the corresponding vehicles.

We use the simulation engine shown in Fig. 4 for training the baseline RL policy. It consists of the following two components: the dynamics engine which simulates the forward kinematics of a differential drive vehicle, and the rendering engine which generates the observation given the current state of the vehicle. We use the standard gym interface from OpenAI Gym [28] to develop this simulation engine.
The reward is calculated with respect to the closest waypoint in the trajectory. Here $d_e$ is the cross track error, $v_e$ is the velocity error, $\phi_e$ is the heading error of the vehicle corresponding to the closest waypoint. $v_e$ and $\omega_e$ are the differences between current and previous linear and angular velocities of the vehicle, respectively.

The RL policy takes control action $a_t$ at time step $t$ based on the observation $o_t$. We assume that the RL control policy has access to the geometric observations related to the closest 10 waypoints in the trajectory. More precisely, let $o_t = (r_i, \theta_i - \phi_i, \alpha_i - \phi_i, v_i - v)$, be the geometric observations related to waypoint $i$, where $r_i$ is distance between vehicle and the $i$th waypoint, $\theta_i - \phi_i$ is the relative heading of waypoint $i$ with respect to the vehicle, $\alpha_i - \phi_i$ is the heading error and $v_i - v$ is the velocity error of the vehicle with respect to the waypoint $i$. Then $o_t = \{o_{i(t)+j}\}_{j=1}^{10}$, where $i(t)$ is the next waypoint at time $t$. Fig. 5 shows the geometric observations available at a particular time step.

The reward $r_t$ received by the RL policy at time $t$ is computed as

$$r = -\beta_1 d_e v_e \phi_e - \beta_2 v_e^2 - \beta_3 \omega_e^2,$$

where $d_e$ is the the cross track error, $v_e$ is the velocity error, $\phi_e$ is heading error, and $v_e^2$ and $\omega_e^2$ are the errors corresponding to the difference between current and previous angular and linear velocities, respectively. All the errors are calculated with respect to the closest waypoint. Fig. 6 gives a geometric interpretation of the reward computation. The coefficients $\beta_1$, $\beta_2$, $\beta_3$ are selected using hyperparameter tuning.

We use the PPO algorithm [29] to learn the baseline RL policy using the simulation engine described above. We fix the number of steps in an episode and reset the starting position of the vehicle close to a random waypoint in the trajectory at the start of every episode. Fig. 7 shows the progress of PPO in simulation for trajectory tracking. It is clear from this Fig. that after 9 Million iterations the PPO algorithm learns good trajectory tracking policy.

IV. SUPERVISED LEARNING-BASED SIM-TO-REAL TRANSFER

The baseline RL policy cannot be directly transferred to the real-world off-road vehicles because of the minimal and imperfect dynamics model used in the simulator. Instead of using a naive domain randomization approach to overcome this sim-to-real gap, we propose a novel supervised learning-based approach which adapts the baseline RL policy using the real-world data. The real-world data is obtained by

Fig. 6: The reward is calculated with respect to the closest waypoint in the trajectory. Here $d_e$ is the cross track error, $v_e$ is the velocity error, $\phi_e$ is the heading error of the vehicle corresponding to the closest waypoint. $v_e$ and $\omega_e$ are the differences between current and previous linear and angular velocities of the vehicle, respectively.

Fig. 5: The blue dots represent waypoints. $o_i$ is the observation corresponding to the $i$th waypoint. The complete observation is represented by $o_t$ which consists of the observations corresponding to the closest 10 waypoints.

Fig. 7: Shows the progression of the baseline RL policy learning in simulation. Red points are the waypoints recorded by driving the vehicle in simulation. The blue box shows the current position of the vehicle and green points represent the RL policy trajectory for past 100 time steps. The pink box in the figures display different error terms, rewards, time steps and various simulation parameters.

Fig. 8: Shows the high level block diagram of our approach. We learn the baseline RL policy in simulation, collect data by driving the vehicle around and use this data to adapt the baseline RL policy to different off-road vehicles via supervised learning.
driving the off-road vehicles (Warthog and Moose) for 30 minutes. The overall approach is represented in Fig. 8.

Consider the real-world data collection from the off-road vehicles, as shown in Fig. 9. We start the vehicle at an arbitrary waypoint $w_0$ and start giving the sequence of actions. The vehicle executes these actions and moves through waypoints $w_1$, $w_2$, $w_3$ and so on. To collect this data, we discretize the linear velocity range (0 to 5m/s) into 1m/s intervals and angular velocity range (-2 to 2rad/s) into 0.2rad/s intervals and collect 5 seconds of trajectory data for each possible combination of linear and angular velocity from this discretization.

Fig. 9: Shows the data collection process on a real vehicle. We discretize the control space and collect waypoints for each combination from this discretization for 5 seconds.

To illustrate our supervised learning-based sim-to-real transfer approach which adapts the baseline RL policy to specific vehicle, assume that the observation consists of the closest 3 waypoints. We create data pairs of the form $(o_0, a^*_0)$, $(o_1, a^*_1)$, $(o_2, a^*_2)$ and so on from the data collected from the real vehicle. We will also create data pairs of the form $(o_0, \hat{a}_0)$, $(o_1, \hat{a}_1)$, $(o_2, \hat{a}_2)$ and so on, where $\hat{a}_t = \pi_{RL}(o_t)$ is the control action prescribed by the baseline RL policy. Now, the data tuple $(o_i, a^*_i, \hat{a}_i)$ can be used as data point for supervised learning, where $o_i$ is the input, $a^*_i$ is the correct output, $\hat{a}_i$ is the estimated output from the baseline RL policy network. We can then update the baseline RL policy network using backpropagation, with the loss function $|a^*_i - \hat{a}_i|^2$. We illustrate this procedure in Fig. 10.

V. RESULTS

We present our results in this section. Please note that in the plots and descriptions, the baseline RL policy (obtained as described in Section 3) is denoted as vanilla PPO, to distinguish it from the updated policy obtained after the supervised learning-based sim-to-real transfer.

Fig. 11 plots the optimal linear velocity actions and the linear velocity output of the vanilla PPO algorithm for the data collected during 30 minutes of driving the Warthog. It is clear from this Fig. that the vanilla PPO output is significantly different from the optimal output. After 10 epoch of supervised learning-based sim-to-real transfer, the linear velocity output improves and we see marginal improvement after 20 and 30 epochs of training.

Fig. 12 plots the optimal angular velocity actions and the angular velocity output of the vanilla PPO algorithm for the same data collected on Warthog. Again, we see similar results as we observed for linear velocity: vanilla PPO output is significantly different from the optimal output for the angular velocity. After 10 epochs of supervised learning-based sim-to-real transfer, the angular velocity output improves. Moreover, it shows significant improvement after 20 and 30 epochs.
To avoid overfitting and to determine the optimal number of epochs for supervised learning, we test the simulation policy trained for different numbers of supervised learning epochs, on both the vehicles in various off-road scenarios and evaluated their performance based on the crosstrack error. Due to the space constraints, we present the results only for two different scenarios for each vehicle. The first scenario has grassy terrain while the second scenario consists of dusty terrain. Fig. 3 The testing setup is shown in Fig. 13 We use PPO simulation policy, train it using the Warthog data for 10, 20, 30 and 40 epochs to get various test policies for Warthog. Similarly, we train it using the Moose data for the same number of epochs to get test policies for Moose.

Each scenario consists of a trajectory collected by driving the vehicles at 4m/s. Some of the terrains used for test scenarios is shown in Fig. 3 Both Warthog and Moose are equipped with a Vectornav-300 GPS which is used to collect the waypoints (50cm spacing) for the trajectories. Fig. 14 shows the result of running a vanilla PPO algorithm and our proposed supervised learning-based sim-to-real transfer approach trained for 10, 20 and 30 epochs using Warthog data for test scenario-1. Fig. 15 shows the maximum crosstrack errors in positive and negative directions for vanilla PPO and our method after 30 epochs of learning on Warthog data for test scenario-1. Fig. 17 plots the positive and negative crosstrack errors with number of epochs. It is clear from these plots that the maximum crosstrack error in negative direction shows improvement up to 30 epochs of training and starts increasing after that. We see similar results for different off-road scenarios for Warthog and hence 30 epochs is the optimal number of epochs for supervised learning for Warthog.

Fig. 13: Testing Setup

Fig. 14: Shows the waypoints for the Warthog test scenario-1 in blue and the trajectory generated by various policies in green.

Each scenario consists of a trajectory collected by driving the vehicles at 4m/s. Some of the terrains used for test scenarios is shown in Fig. 3 Both Warthog and Moose are equipped with a Vectornav-300 GPS which is used to collect the waypoints (50cm spacing) for the trajectories. Fig. 14 shows the result of running a vanilla PPO algorithm and our proposed supervised learning-based sim-to-real transfer approach trained for 10, 20 and 30 epochs using Warthog data for test scenario-1. Fig. 15 shows the maximum crosstrack errors in positive and negative directions for vanilla PPO and our method after 30 epochs of learning on Warthog data for test scenario-1. Fig. 17 plots the positive and negative crosstrack errors with number of epochs. It is clear from these plots that the maximum crosstrack error in negative direction shows improvement up to 30 epochs of training and starts increasing after that. We see similar results for different off-road scenarios for Warthog and hence 30 epochs is the optimal number of epochs for supervised learning for Warthog.

Fig. 16 shows the crosstrack error performance of the ILQR algorithm [20] on test scenario-1 for Warthog. It is clear from this Fig. that the performance of the ILQR algorithm is worse than our controller as indicated by the 2.2m maximum absolute crosstrack error.

Fig. 15: Shows the crosstrack error and trajectory output of two policies on Warthog for test scenario-1. Blue curves show the waypoints and green curves show the trajectory output of the policies. Top row shows the plots for the vanilla PPO and bottom row shows plots for our approach after 30 epochs supervised learning-based sim-to-real transfer. The blue ellipses show the maximum positive and negative crosstrack errors and the arrow corresponding to each ellipse points to the location in the trajectory where the error is observed.

Fig. 16: Shows the crosstrack error and trajectory output of ILQR for test scenario-1 on Warthog. It is clear from this Fig. that the performance of the ILQR algorithm is worse than our controller as indicated by the 2.2m maximum absolute crosstrack error.
Fig. 18 shows the trajectory output and crosstrack errors for test scenario-2, for Warthog, which involves rough terrain and elevations, for vanilla PPO and our method with 30 epochs of supervised learning. Both of these runs show that our method is able to adapt the vanilla PPO policy trained in simulation to the real Warthog as indicated by the maximum absolute crosstrack error which decreased from 2.5m to 1.1m for the first scenario and from 2.5m to 1.2m for the second scenario.

Figures 19 and 20 plot the performance of the vanilla PPO and our method after 50 epochs of supervised learning-based sim-to-real transfer on Moose for test scenario-1 and test scenario-2 respectively. The maximum absolute crosstrack error for the first run decreased from 3m to 2m and from 3m to 2.1m for the test scenarios-1 and 2 respectively. We use the similar method as described above for finding the optimal number of epochs for supervised learning for Moose: after 50 epochs, the maximum absolute crosstrack error starts increasing and hence 50 is the optimal number of epochs for Moose.

All the above plots show that our method is able to adapt the baseline RL policy learned in simulation with a very simple model of the vehicles to real-world off-road vehicles with different dynamics.

VI. CONCLUSIONS AND FUTURE WORK

In this work, we presented a supervised learning-based sim-to-real transfer approach that can adapt a baseline RL policy trained on a simple kinematics simulator to real-world off-road vehicles. We tested and validated our proposed approach in two different off-road vehicles, Warthog and Moose. We also compared our method with a standard model-based controller, namely the ILQR controller for trajectory tracking. We showed that our proposed approach is superior to the existing approaches in terms of the crosstrack error performance in real-world off-road vehicles. In future, we plan to extend this approach to Ackermann steering off-road vehicles like Polaris Ranger and use computer vision approaches to improve the trajectory tracking algorithm further.
