Use of Neutrino Scattering Events with Low Hadronic Recoil to Inform Neutrino Flux and Detector Energy Scale
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Abstract: Charged-current neutrino interactions with low hadronic recoil ("low-ν") have a cross-section that is approximately constant versus neutrino energy. These interactions have been used to measure the shape of neutrino fluxes as a function of neutrino energy at accelerator-based neutrino experiments such as CCFR, NuTeV, MINOS and MINERvA. In this paper, we demonstrate that low-ν events can be used to measure parameters of neutrino flux and detector models and that utilization of event distributions over the upstream detector face can discriminate among parameters that affect the neutrino flux model. From fitting a large sample of low-ν events obtained by exposing MINERvA to the NuMI medium-energy beam, we find that the best-fit flux parameters are within their a priori uncertainties, but the energy scale of muons reconstructed in the MINOS detector is shifted by 3.6% (or 1.8 times the a priori uncertainty on that parameter). These fit results are now used in all MINERvA cross-section measurements, and this technique can be applied by other experiments operating at MINERvA energies, such as DUNE.
1 Introduction

Precise prediction of the neutrino flux from accelerator-based neutrino beams is a critical ingredient in neutrino physics. For example, the extraction of neutrino oscillation parameters in long-baseline neutrino experiments requires detailed simulations of reconstructed energy spectra, and neutrino flux predictions are the starting point of these simulations. Measurements of neutrino interaction cross-sections and other parameters in near detectors rely even more heavily on neutrino flux predictions, as they cannot take advantage of the experimental tuning of the flux model via the near detector used in long-baseline measurements.

The accelerator-based neutrino community has built a toolbox for improving flux predictions and estimating their uncertainties. This toolbox includes use of external hadron production data \([1, 2]\) as well as measurements made in neutrino detectors. The latter is challenging because measurement of neutrino fluxes with a neutrino detector requires a "standard-candle" process with a known neutrino cross-section, and few-GeV neutrino cross-sections are generally poorly known. Neutrino scattering on electrons, a precisely calculable electroweak process, is one such standard candle, but because the final state electron energy is weakly correlated with the incoming neutrino energy, it constrains the flux normalization but provides little information about the shape of the flux versus energy.

Charged-current neutrino-nucleus scattering with low hadronic recoil ("low-\(\nu\)") is another process that has been used as a standard candle. The inclusive \(\nu_\mu\) charged-current cross-section can be expressed as:

\[
\frac{d\sigma}{d\nu} = \frac{G_F^2 M}{\pi} \int_0^1 \left( F_2 - \frac{\nu}{E_\nu} \left[ F_2 + x F_3 \right] + \frac{\nu^2}{2 E_\nu^2} \left[ \frac{M x (1 - R_L)}{1 + R_L} \right] F_2 + \frac{\nu^2}{2 E_\nu^2} \left[ \frac{F_2}{1 + R_L} + x F_3 \right] \right) dx,
\]
where $E_\nu$ is the neutrino energy, $\nu$ is the energy transferred from the neutrino to the hadronic final state, $x$ is the Bjorken scaling variable, $G_F$ is the Fermi constant, $M$ is the struck nucleon’s mass, $F_2$ and $xF_3$ are structure functions, and $R_L$ is the structure function ratio $F_2/(2xF_1)$ [3]. In the limit that $\nu/E_\nu$ is small, all of the energy-dependent terms in the equation above vanish, and the cross-section becomes a constant that is independent of energy. Although the absolute cross-section for this process is not well known, the fact that it is expected to be independent of neutrino energy means that it can be used to measure the shape of the neutrino flux. MINOS [4], and MINERvA [3, 5] have used this process to extract the neutrino energy spectrum of the Low Energy (LE) configuration of the Neutrinos at the Main Injector (NuMI) beam [6].

In this paper, we take the low-$\nu$ method a step further and use events with low hadronic energy to identify specific aspects of the flux and detector models that may be inaccurate. We further use the spatial distribution of low-$\nu$ events across the face of the detector to disentangle various effects. This technique is applicable to other on-axis neutrino experiments operating at similar energies, and could be exploited in detectors which take data at multiple off-axis locations, such as DUNE-PRISM [7]. The paper is organized as follows. Section 2 describes the MINERvA detector and simulation; Section 3 describes the reconstruction of low-$\nu$ events in the MINERvA detector. Fits to the spectra are described in Section 4 and conclusions are presented in Section 5.

2 MINERvA Experiment and Simulation

The MINERvA detector [8] is composed of 208 hexagonal planes of plastic scintillator interspersed with other materials. Each plane contains 127 1.7x3.3 cm triangular scintillator strips, arrayed in one of three directions to facilitate three-dimensional track and shower reconstruction. This study uses muon neutrino interactions in the inner tracker region, which is composed entirely of plastic scintillator planes. The tracker is surrounded at its outer edges and on the downstream end by scintillator planes separated by 0.2 cm-thick lead sheets, called the electromagnetic calorimeter (ECAL). Surrounding and downstream of the ECAL is a hadronic calorimeter (HCAL) composed of scintillator interspersed with steel. The upstream portion of MINERvA contains scintillator interspersed with passive targets made of carbon, iron, lead, water, and helium. This region was designed for comparing cross-sections across different nuclei and is not used for this study. The MINERvA detector is positioned 2 m upstream of the magnetized MINOS near detector, which is used to analyze the charge and momentum of muons exiting the back of MINERvA.

MINERvA is approximately on-axis in the NuMI beamline; the beamline is described in detail in Ref. [6]. NuMI begins with a 120 GeV proton beam, which is directed onto a 2-interaction length graphite target. The target is composed of 48 rectangular fins, each 7.4 (horizontal) x 63 (vertical) x 24 (longitudinal) mm$^3$, and two additional fins rotated by 90 degrees about the beam axis that are used for beam alignment. The beam hits the target at the horizontal center of the target but is shifted towards the top of the target in the vertical
direction, yielding a hadron distribution that is roughly left-right symmetric but with more hadrons exiting the top of the target than the bottom. The total effective length of the target is 1.2 m. It is composed of POCO graphite with a density of 1.78 g/cm$^3$.

Pions and kaons produced in the target are focused using two parabolic focusing horns after which they decay in a 675 m long decay pipe. The MINERvA detector sits 1032 m downstream of the first focusing horn and is offset from the beam center by -56 cm in the x direction and -53 cm in the y direction where x is left-right and y is top-bottom\(^1\). Data for this study were taken between September 9, 2013 and February 6, 2015. During this period NuMI was configured to focus positively charged particles, resulting in a primarily muon neutrino beam. NuMI was operated in the ME (Medium Energy) configuration, where the target began 1.43 m upstream of the front face of the first focusing horn and the second horn was 21 m downstream of the first horn. The focusing peak of the muon neutrino flux in this configuration was approximately 6 GeV.

Simulated MINERvA data begins with a Geant4 simulation of the NuMI beamline. We use g4numi version v6r3, based on Geant4 version 4.9.3p6 with the FTFP_BERT physics list. The beam simulation is corrected with data from hadron production measurements [1].

Neutrino interactions in the MINERvA detector are simulated using the GENIE [9, 10] event generator version 2.12.6. Within this framework, Quasi-elastic events are simulated using the Llewellyn-Smith formalism [11] with BBBA05 [12] and a dipole axial form factor with axial mass of 0.99 GeV; resonant pion production uses the Rein-Sehgal model [13] with an axial mass of 1.12 GeV; deep inelastic scattering uses the Bodek-Yang model [14]. The initial state nuclear model uses a Relativistic Fermi Gas [15] with an additional high momentum tail as prescribed by Bodek and Ritchie [16]. Final state interactions of hadrons following the initial hard scatter are simulated using the INTRANUKE h-A model [17].

MINERvA makes several modifications to the base GENIE model that are collectively known as MINERvA tune v1. These modifications are as follows:

- Low-$Q^2$ quasi-elastic interactions are modified using The Valencia [18] RPA description, as described in [19].
- Valencia model [20–22] two-particle, two-hole (2p2h) events are added to the GENIE base model and enhanced using a fit to MINERvA inclusive data [23, 24].
- Non-resonant pion production is suppressed to 40% of its original strength based on a re-analysis of bubble chamber data [25].

The response of the MINERvA detector is simulated using Geant4 version 4.9.3p6 with the QGSP_BERT physics list validated with measurements using a scaled-down version of the detector operated in a hadron test beam [26]. The MINERvA readout and calibration are simulated as described in Ref. [8]. Overlapping events (pile-up) are

\(^1\)We use the beam coordinate system where the z axis points downstream along the center of the beam, the y axis points upward, and the x axis is horizontal pointing to beam left.
simulated by overlaying randomly sampled data spills on generated Monte Carlo events, scaled appropriately to simulate different periods of intensity during the running.

3 Low-$\nu$ Event Reconstruction

The MINERvA detector collects charge depositions (hits) throughout each 10 $\mu$s NuMI spill. After being read out and calibrated as described in Ref. [8], the hits are correlated in time into so-called time slices. These are collections of hits consistent with energy depositions from a single neutrino interaction. Within each time slice, a Kalman filter is used to identify tracks in both the MINERvA and MINOS detectors. Tracks in the two detectors are then matched based on both time and spatial information. These matched tracks are deemed to be muons, the only particles capable of producing tracks in both detectors. To estimate the energy of the non-muon hadronic recoil system, all other hits in MINERvA that are not on the muon track are grouped together and corrected for passive material and neutral particle content using the Monte Carlo simulation described in section 2. For the purposes of this study, events are deemed to be low-$\nu$ if the hadronic recoil is less than 800 MeV. This threshold provides sufficient balance between the size of the sample, which decreases with the threshold, and the energy dependence of the low-$\nu$ cross section, which decreases as the threshold and $\nu/E_\nu$ increase.

An estimate of neutrino energy is formed by summing the muon energy and the hadronic recoil energy. The muon energy is derived from the range in MINERvA combined with range in MINOS for muons stopping in MINOS or based on bend in the MINOS magnetic field otherwise. The distribution of neutrino energy in data and the simulation is shown in figure 1, with the simulation both absolutely normalized (left) and area-normalized to the same number of events as data (right). A significant discrepancy between the data and simulation is apparent.

The simulated distribution is subject to a number of systematic uncertainties. All of these have been described in previous MINERvA publications, so we mention them briefly here and include references with more detail on how they are assessed.

- Neutrino flux uncertainties, arising from models of hadron production in the target and other beamline materials, as well as accuracy of the simulated beam and focusing system [1].

- GENIE interaction model uncertainties, arising from both final state and primary interaction models [9, 10].

- Additional model-related uncertainties assessed on the MINERvA modifications to GENIE [24].

- Uncertainties in the hadronic response of the MINERvA detector [27].
• Uncertainties associated with reconstruction of muon tracks in MINERvA and MINOS [27].

MINERvA assesses systematic uncertainties by varying a parameter in the simulation by its 1-σ uncertainty, recomputing the distribution in question, and taking the difference as a systematic uncertainty. In the case of neutrino flux uncertainties, where there are many underlying parameters, many varied distributions are formed by randomly sampling parameters from their probability distributions and taking the RMS of the resulting distributions as the systematic uncertainty. For area-normalized (shape-only) uncertainties, the varied distributions are renormalized to have the same number of events as the original distribution.

A summary of the fractional uncertainty as a function of neutrino energy due to each of the sources enumerated above is shown in figure 2. The largest components of the total uncertainties are associated with the GENIE interaction model and the neutrino flux. However, the muon reconstruction uncertainty dominates the area-normalized uncertainties at most neutrino energies. This is because shifts in the muon energy scale can shift events in and out of the focusing peak, creating relatively large changes in the shape of the energy spectrum. Although the total flux uncertainty is relatively flat (figure 1 left), subdominant components of the flux uncertainty can affect the shape of the neutrino energy distribution and contribute to the area-normalized uncertainty (figure 1 right). These include the focusing uncertainties (see figure 4) and hadron production uncertainties in the high energy tail, which are weakly correlated with hadron production uncertainties in the focusing peak.

Ratios of data and Monte Carlo are shown in figure 3. There is a discrepancy between data and simulation that varies substantially as a function of energy. While this discrepancy is well-covered by the systematic uncertainties, the shape of the discrepancy is much larger than the shape-only component of the systematic uncertainty shown in the right of figure 3. Most of the sources of systematic uncertainty described above primarily affect the normalization of the low-ν spectrum but not the shape. However, there are two sources of uncertainty that could cause discrepancies similar to that shown in figure 3, namely 1) beam focusing parameters and 2) the muon energy scale. The hadronic energy scale can also modify the shape of the low-ν spectrum, but because it comprises a very small component of the neutrino energy, it cannot fully account for this discrepancy. To better understand the source of the discrepancy, fits to the neutrino energy were performed that allowed focusing and muon energy parameters to vary.

4 Fits to Energy Spectra

Several known sources of uncertainty in MINERvA’s simulation can cause a shift in the energy spectrum similar to the discrepancy seen in Figure 3. These include the muon energy scale, which makes up the bulk of the reconstructed neutrino energy in these events. All muons are assessed a 2% a priori uncertainty on the MINOS muon energy scale due
Figure 1. Distribution of reconstructed neutrino energy in low-$\nu$ events in MINERvA data and simulation. Data and simulated low-$\nu$ events with absolute normalization are shown in the left plot. The right plot shows the area normalized data and simulated low-$\nu$ events. The pink band is the systematic uncertainties on simulated events. These error bands as well as all others shown in this paper represent one standard deviation of uncertainty (equivalent to a 68% confidence interval).

Figure 2. Summary of fractional systematic uncertainties on the simulated neutrino energy distribution for low-$\nu$ events shown in figure 1. The left plot shows the total uncertainties and the right plot shows the area-normalized (shape-only) uncertainties.
Figure 3. Ratio of the data and simulation for the low-$\nu$ distribution before the fits described in section 4, both absolutely normalized (left) and with data and simulation normalized to the same number of events (right). The pink band is the systematic error band for the simulation, with only the shape component of the systematic uncertainty shown in the right plot.

...to underlying uncertainties in the detector mass and in models of the detector geometry and muon energy loss used in the simulation [28]. This value was validated with scaled down versions of the MINOS detector [29] and constitutes the total MINOS muon energy uncertainty for muons reconstructed by range. Samples of muons that can be reconstructed by both range and curvature indicate that there is good agreement between the energy scale of muons reconstructed by range and by curvature. But MINERvA conservatively adds an additional uncertainty (in quadrature with the 2% range uncertainty) of 0.6% (2.5%) for muons greater than (less than) 1 GeV, based on the precision of the range vs. curvature comparisons [8, 30].

Another potential source of the shift is neutrino beam alignment parameters, which preferentially affect high-energy hadrons that skim the inner edge of the focusing horns and can cause distortions at the falling edge of the neutrino flux focusing peak. Beam alignment tolerances are shown in table 1, and the ratio of predicted neutrino flux with these parameters shifted by one standard deviation to the nominal flux is shown in figure 4. Shifts of several quantities can create distortions in the predicted neutrino energy spectrum between 5-15 GeV. These include the Horn 1 transverse position, the horn current, the size of the horn cooling water layer, and the proton beam position. However, the shape of the discrepancy within this region and the magnitude per standard deviation vary among the parameters.

The beam focusing parameters can be differentiated by taking advantage of the fact that transverse shifts in beam parameters affect various regions of the detector differently. To further understand this effect, the low-$\nu$ event sample was separated according to transverse vertex position within the MINERvA detector using the seven bins shown in figure 5.
Parameter & Nominal Value & Final 1 $\sigma$ shifts used in MINERvA analyses & Preliminary 1 $\sigma$ shifts used in this work \\
--- & --- & --- & --- \\
Beam Position (X) & 0 mm & 0.4 mm & 1 mm \\
Beam Position (Y) & 0 mm & 0.4 mm & 1 mm \\
Beam Spot Size & 1.5 mm & 0.3 mm & 0.3 mm \\
Horn Water Layer & 1.0 mm & 0.5 mm & 0.5 mm \\
Horn Current & 200 kA & 1 kA & 1 kA \\
Horn 1 Position (X) & 0 mm & 1 mm & 1 mm \\
Horn 1 Position (Y) & 0 mm & 1 mm & 1 mm \\
Horn 1 Position (Z) & 30 mm & 2 mm & - \\
Horn 2 Position (X) & 0 mm & 1 mm & 1 mm \\
Horn 2 Position (Y) & 0 mm & 1 mm & 1 mm \\
Target Position (X) & 0 mm & 1 mm & 1 mm \\
Target Position (Y) & 0 mm & 1 mm & 1 mm \\
Target Position (Z) & -1433 mm & 1 mm & 3 mm \\
POT Counting & 0 & 2% of Total POT & - \\
Baffle Scraping & 0 & 0.25% of POT & - \\

Table 1. 1$\sigma$ tolerances on beam parameters for the NuMI Medium Energy configuration. The third columns shows the final tolerances provided by NuMI beam experts that are used for MINERvA flux uncertainties and shown in Figure 4. The fourth columns show preliminary uncertainties that were used for this work, which began before the final tolerances were known, and are larger than the final tolerances for some parameters.

Figure 4. Ratio of predicted neutrino flux with beam parameters shifted by one standard deviation (see table 1) to the nominal neutrino flux. The "Beam Position" and "Horn 2 Position" histograms show the combined effect of shifting in x and y. The "Horn 1 Position" and "Target Position" curves show the combined effect of shifting in x, y and z. In both of those cases, the effect on the flux of the longitudinal shift (in z) is small compared to the effects of the transverse shifts (in x and y).
radius of the NuMI beam is larger than the MINERvA detector, so the flux is nearly constant over the face of the detector. However, the beam is small enough in size that shifts of certain beam parameters from their nominal positions cause variations in flux that are not constant across the detector. Changes in flux under variations of two alignment parameters are shown in figure 6. In general, transverse shifts to beam components such as the primary proton beam or the horns create different effects in each of the vertex bins, while other types of shifts create a uniform effect in all bins.

The ratios of data to simulation of the low-ν neutrino energy spectra in each of these bins are shown in figure 7. The discrepancy is broadly similar in each bin, indicating that the mismodeling is not consistent with a transverse shift of a beam component.

To further understand which parameters could be the source of the discrepancy, a fit was performed to the low-ν neutrino energy spectra allowing the beam focusing parameters given in table 1 to vary. In addition to those parameters that primarily affect the shape of the spectrum, the overall normalization of the spectrum was also allowed to float. The fit minimized a chi squared defined as:

\[ \chi^2 = \sum_{ij} \frac{(Data'_{ij} - MC'_{ij})^2}{\sigma_{ij}^2} \]

\(^2A\) parameter for baffle scraping was omitted from the fit, since this parameter has a negligible impact on the predicted neutrino flux

\(^3The\) total muon energy combines the muon energy as reconstructed in MINOS with an estimate of energy loss in the MINERvA detector prior to entering MINOS. The MINERvA component of the energy is small, and the fit was found to be insensitive to variations in the energy scale within MINERvA, so only the MINOS component of the energy was varied in the fits.
Figure 6. Ratio of varied to nominal neutrino flux for 1 $\sigma$ shifts in the primary proton beam spot size (top) and transverse position on target (bottom), in the seven vertex position bins shown in figure 5.

Figure 7. Ratio of low-$\nu$ data to simulation in the seven vertex position bins shown in figure 5.
where $Data'_{ij}$ ($MC'_{ij}$) is the number of events in the data (simulation) in the $i$th energy bin and the $j$th vertex bin under some set of varied parameters. The sum is over nine energy bins between 1.5 and 15.0 GeV and the seven vertex bins of figure 5. The data and simulated events are reweighted by the flux prediction based on the muon energy scale shift (for data) and focusing parameters (for simulated events).

The uncertainty is the combined statistical uncertainty of the data and simulation:

$$\sigma_{ij} = \sqrt{\sigma_{Data',ij}^2 + \sigma_{MC',ij}^2}.$$  

Fits were performed both with the above $\chi^2$ and with a modified $\chi^2$ that added a penalty term based on the prior uncertainty on each of the parameters:

$$\chi^2_{prior} = \sum_{ij} \frac{(Data'_{ij} - MC'_{ij})^2}{\sigma_{ij}^2} + \sum_{k} (\alpha_k)^2,$$

where $\alpha_k$ is the number of standard deviations that parameter $k$ has been shifted from its nominal value. The standard deviations are taken from the beam parameter tolerances given in the final column of table 1. For the muon energy scale uncertainty, the range uncertainty of 2% was used as a prior. Alternative versions of the fit were performed adding extra degrees of freedom for the energy scale of muons reconstructed by curvature, but the fit was found to be insensitive to these parameters.

The result of the fits to the data/simulation ratio is shown in figure 9, while the best fit parameters from the fit are shown in table 2, along with their statistical and systematic uncertainties. Systematic uncertainties on the fit parameters were assessed by shifting sources of uncertainty in the simulation (as enumerated in section 3 but omitting the beam alignment and muon energy scale parameters that are allowed to vary in fit) by their standard deviations, repeating the fit, and taking the difference between the best fit parameters in the nominal and shifted fits as systematic uncertainties on the fit parameters. Each source of uncertainty is shifted one at a time except hadron production flux uncertainties, which are shifted together as described in section 3. All resulting systematic uncertainties are added in quadrature to estimate the total systematic uncertainties quoted in table 2.

Because several of the fit parameters can have a similar impact on the low-$\nu$ neutrino energy distributions, there are some correlations between the best fit parameters. These are shown in Figure 8 for the fit with priors but are similar for the fit without priors. The largest correlations are between parameters that cause transverse shifts in the same direction (e.g. beam X position and horn 1 x offset), but there are also smaller correlations between several other parameters (e.g. horn current and muon energy scale).

In both versions of the fit (with and without prior assumptions), the simulation agrees substantially better with the data. The bulk of the improvement arises from the MINOS

---

4This energy range was chosen because events with energy below 1.5 GeV have very low acceptance into MINOS, while the region above 15 GeV also has relatively few events and is not sensitive to variations of the parameters considered by the fit.
muon energy scale, which is shifted by 3.6% (1.8 times the \emph{a priori} standard deviation of this parameter) in the fit with priors. A few other parameters are pulled by more than one standard deviation from their nominal values, including the target y position in the no-prior fit. The pulls are more significant in the fit with priors, due in part to the generally smaller post-fit uncertainties. Parameters with larger pulls in this case include beam y position and target x and y position. These may be due to the fits reacting to real left/right or up/down asymmetries in the distribution of events across the vertex bins or due to the fact that these parameters are highly correlated with other parameters (see figure 8). In any case, the pulls of these parameters have very modest effects on the neutrino energy distribution (3% changes or less in any neutrino energy bin). The majority of the change in neutrino energy distribution is provided by the muon energy fit, as shown in the bottom of Figure 9.

To further investigate the fit conclusions, a fit was also performed allowing only beam parameters (and not muon energy scale) to vary. The results of those fits are available in table 3. This alternative fit also achieves good agreement with data and simulation, but results in a shift to the target longitudinal position by 13.6 mm, or more than six times its 2.2 mm tolerance\footnote{The quantity that actually matters here is the relative separation of the horn and target. The tolerance on that value is the tolerance on the horn 1 Z position (2 mm) added in quadrature with the tolerance on the target Z position (1 mm).}. NuMI beam experts are confident that the target-horn separation was within this tolerance.

MINERvA has also used neutrino-electron scattering to constrain the neutrino flux.
Figure 9. Ratio of low-$\nu$ events in data and simulation before (black) and after (blue) the fits that did not (top left) and did (top right) include a prior penalty term. The bottom plot shows the same events before and after the muon energy scale was shifted by 3.6% from its nominal value, as prescribed by the fit with priors and as adopted by the MINERvA collaboration. In all cases, the data and simulation are normalized to the same number of events. The error bars are statistical errors. The pink bands shows the shape component of the systematic uncertainty on the ratio.

prediction [31]. However, that data is primarily sensitive to the normalization of the flux, not the shape, and that data is consistent both with the $a$ priori flux prediction and with the flux model using all fit results described here.

Since a shift of the MINOS muon energy scale of 1.8 standard deviations is substantially more likely than a shift in the target position of more than 10 standard deviations, we attribute this discrepancy to the MINOS muon energy scale. For all MINERvA analyses using this data set, the MINOS muon energy scale in the data is shifted by 3.6%. This shift is applied to muons reconstructed by both range and curvature because studies have indicated good agreement between these two methods of energy reconstruction and because fits that added extra degrees of freedom for curvature muons did not indicate significant differences between the two samples. Since the flux predicted by the nominal fit is consistent with the $a$
Figure 10. Low-$\nu$ distribution after the muon energy scale is shifted in the data. The data and simulation are normalized to the same number of events. The pink band shows the shape component of the systematic uncertainty on the simulated sample.

| Parameter                  | Nominal   | Best Fit (No Prior)          | Best Fit (Prior)          |
|----------------------------|-----------|------------------------------|----------------------------|
| Beam Position (X)          | 0.0 mm    | $-0.3 \pm 0.3 \pm 0.1$ mm    | $-0.3 \pm 0.2 \pm 0.1$ mm |
| Beam Position (Y)          | 0.0 mm    | $0.8 \pm 0.3 \pm 0.3$ mm     | $0.7 \pm 0.2 \pm 0.2$ mm  |
| Target Position (X)        | 0.0 mm    | $-0.8 \pm 0.3 \pm 0.1$ mm    | $-0.8 \pm 0.3 \pm 0.1$ mm |
| Target Position (Y)        | 0.0 mm    | $2.3 \pm 0.7 \pm 1.2$ mm     | $1.7 \pm 0.6 \pm 0.8$ mm  |
| Target Position (Z)        | -1433 mm  | $-1432.4 \pm 2.4 \pm 0.3$ mm | $-1431 \pm 1.8 \pm 0.3$ mm|
| Horn 1 Position (X)        | 0.0 mm    | $-0.3 \pm 0.4 \pm 0.5$ mm    | $-0.1 \pm 0.3 \pm 0.1$ mm |
| Horn 1 Position (Y)        | 0.0 mm    | $0.1 \pm 0.5 \pm 0.5$ mm     | $0.0 \pm 0.3 \pm 0.3$ mm  |
| Beam Spot Size             | 1.5 mm    | $1.41 \pm 0.09 \pm 0.03$ mm  | $1.32 \pm 0.09 \pm 0.03$ mm|
| Horn Water Layer           | 1.0 mm    | $1.2 \pm 0.3 \pm 0.05$ mm    | $1.3 \pm 0.25 \pm 0.1$ mm |
| Horn Current               | 200 kA    | $198.0 \pm 1.4 \pm 1.4$ kA   | $199.1 \pm 0.7 \pm 0.5$ kA|
| Muon Energy Scale          | 1.0       | $1.032 \pm 0.004 \pm 0.008$  | $1.036 \pm 0.004 \pm 0.006$|

Table 2. Shift of beam parameters from the fits with and without priors.
Table 3. Prior and best-fit beam parameters from an alternative fit that did not include the MINOS muon energy scale as a fit parameter.

priori flux within uncertainties, no correction is made to the flux model. Because the muon energy is reconstructed primarily using the MINOS near detector, other energy quantities reconstructed in MINERvA events, such as hadronic recoil energy, are presumably not affected, and are not corrected. Figure 10 shows the data and MC after the data has been shifted by 3.6%. The ratio of data and MC are shown in the bottom panel of figure 9. After shifting the energy scale, the residual shape disagreement is within the simulation’s 1σ uncertainties.

5 Conclusion

The MINERvA collaboration has analyzed a sample of charged current muon neutrino interactions with low hadronic recoil. A significant discrepancy between data and simulation was observed in the shape of the reconstructed neutrino energy spectrum in this sample. The discrepancy is consistent with a mismodeling of the alignment parameters of the neutrino beam or of the detector energy scale. Fits to this data allowing various parameters in the simulation to vary indicate that the discrepancy is most consistent with a 3.6% shift to the MINOS muon energy scale. Based on this work, measurements of neutrino cross-sections using this MINERvA dataset include a correction to the MINOS muon energy scale. This work follows earlier uses of low-ν samples to measure neutrino flux, but is the first time that this sample has been use to investigate specific sources of neutrino flux and detector mismodeling. The procedure described here to fit reconstructed low-ν spectra to flux and detector parameters could be used by other accelerator-based neutrino experiments operating at similar energies. Additionally, in detectors where the size of the neutrino beam and neutrino detector are similar, the use of transverse vertex position can be used to increase the efficacy of this technique.
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