Mermin pentagrams arising from Veldkamp lines for three qubits
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Abstract

We study the geometry of the space of Mermin pentagrams, objects that are used to rule out the existence of noncontextual hidden variable theories as alternatives to quantum theory. It is shown that this space of 12096 possible pentagrams is organized into 1008 families, with each family containing a ‘double-six’ of pentagrams. The 1008 families are connected to a special set of Veldkamp lines in the Veldkamp space for three-qubits an object well-known to finite geometers but has only been introduced to physics recently. Due to the transitive action of the symplectic group on this set of Veldkamp lines it is enough to study only one ‘canonical’ double-six configuration of pentagrams. We prove that the geometry of this double-six configuration is encapsulated in the weight diagram of the 20 dimensional irreducible representation of the group SU(6). As an interesting by-product of our approach we show that Mermin pentagrams and a class of Mermin squares labelled by three-qubit Pauli operators are inherently related. We conjecture that by studying the representation theoretic content of other Veldkamp lines of the Veldkamp space for N-qubits makes it possible to find new contextual configurations in a systematic manner.
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1. Introduction

In the 1990s there was a flurry of activity on revisiting the Kochen-Specker [1] and Bell theorems [2]. Peres [3], Mermin [5, 6] and Greenberger et al [7] have given elegant proofs of these theorems using systems of two, three and four qubits. The remarkable feature appearing in these works was that they were able to rule out certain classes of hidden variable theories.
without the use of probabilities. Since the advent of quantum information theory these ideas have been again under an intense scrutiny [8–14, 16]. Apart from obtaining new proofs for these theorems [8, 9] some of these works also attempted to relate the geometric configurations underlying these proofs to finite geometric structures well-known to mathematicians [10–13], or even to the structure of entropy formulas of some black hole solutions in string theory [14–16]. The basic idea of these considerations was to label the points of these configurations with the observables of some finite dimensional multipartite system in a manner compatible with a set of rules encapsulating the commutation properties and some identities for the observables. The net result of this process was an incidence structure which encapsulated the inherent noncommutativity underlying our multipartite quantum system.

For N-qubit systems an approach of that kind was initiated in [17] with the incidence structure arising called \( \mathcal{W}_{2N-1}(2) \) the symplectic polar space of rank \( N \) order two [18]. This space is equipped with a symplectic form with values in the two element field \( \mathbb{Z}_2 \), corresponding to the two possibilities for the observables are either commuting or not commuting. The symplectic group \( \text{Sp}(2N, \mathbb{Z}_2) \equiv \text{Sp}(2N, 2) \) is the one leaving invariant the symplectic form (null-polarity) of \( \mathcal{W}_{2N-1}(2) \). The main application of this space is within the field of quantum information and it is related to quantum error correcting codes [19]. The construction of such codes is naturally facilitated within the so-called stabilizer formalism [19–21]. Here it is recognized that the basic properties of error correcting codes are related again to the fact that two operators in the Pauli group are either commuting or anticommuting.

Later it has also been realized that certain subconfigurations of \( \mathcal{W}_{2N-1}(2) \) called geometric hyperplanes [22] are also worth studying. For example in the case of \( \mathcal{W}_3(2) \) one particular class of its geometric hyperplanes features the 10 possible Mermin squares [5, 6] one can construct from two-qubit Pauli operators. For mathematicians it is well-known that sometimes the set of geometric hyperplanes can be organized to Veldkamp lines which are in turn organized into a new incidence structure the so-called Veldkamp space [22, 23]. In this spirit for the simplest nontrivial case of \( \mathcal{W}_3(2) \) the structure of the Veldkamp space has been thoroughly investigated, the physical meaning of the geometric hyperplanes clarified, and pictorially illustrated [24]. Since for an arbitrary number of qubits the diagrammatic approach of [24] is not feasible, a later study [25] has revealed the structure of the Veldkamp space of \( \mathcal{W}_{2N-1}(2) \) in a purely algebraic fashion.

The \( N = 3 \) (three-qubits) case is particularly interesting. In this case the symplectic group \( \text{Sp}(6, 2) \) associated with \( \mathcal{W}_3(2) \) is isomorphic [26] to \( \text{W} (E_7) / \mathbb{Z}_2 \) with \( \text{W} (E_7) \) the Weyl group of the exceptional group \( E_7 \). This group is the automorphism group of a point-line incidence geometry \( G_3 \) where the 63 points are the points of \( W_3(2) \) and the 315 lines are the totally isotropic ones of \( \mathcal{W}_3(2) \) with respect to the symplectic form [25]. A nice way of understanding this is to note that there is a bijection [28] between the 63 points of \( \mathcal{W}_3(2) \) and the 63 pairs of roots of \( E_7 \). One particular type of geometric hyperplanes of \( G_3 \) is featuring 27 points and 45 lines and having the incidence geometry of a generalized quadrangle [29] \( \text{GQ}(2, 4) \) with the automorphism group \( \text{W} (E_6) \). In [14] it has been shown how these structures encode information on the structures of the \( E_{7(7)} \) and \( E_{660} \) symmetric black hole entropy formulas arising in certain models of string theoretic compactifications. It has been also observed [15, 16] that certain truncations of these models result in truncations of the corresponding entropy formulas, which in turn correspond to truncations to further geometric hyperplanes. For example the 27 points of \( \text{GQ}(2, 4) \) can be partitioned into three sets of Mermin squares with 9 points each. This partitioning corresponds to the reduction of the 27 dimensional irreducible representation of \( E_{660} \) to a substructure arising from three copies of 3 dimensional irreps of three \( \text{SL}(3, \mathbb{R}) \) s. The configuration related to this truncation has an interesting physical interpretation in terms of wrapped membrane configurations and is known in the literature as the bipartite
entanglement of three qutrits [16, 30]. These results hint at a deep connection between the structure of geometric hyperplanes \( (Veldkamp points) \), contextual configurations [31] and the structure of irreducible representations of certain types of Lie-groups.

In this paper we reveal a connection between the set of \textit{Mermin pentagrams} and a particular class of \textit{Veldkamp lines} for three qubits. The number of Mermin pentagrams is 12096 (see [10]), and these organize into 1008 families of 12 pentagrams [32]. We call these families \textit{double sixes of pentagrams}. We would like to understand the geometry of these spaces. We show that each family is inherently connected to the structure of the weight diagram for the 20 dimensional irrep of \( \text{SU}(6) \). It turns out that there are 1008 such families that can be mapped bijectively to a subclass of Veldkamp lines of the Veldkamp space for three-qubits. Since there is a transitive action of the symplectic group \( \text{Sp}(6, 2) \) on this class of Veldkamp lines [25] it is enough to study merely one particular family, which we call canonical. As a byproduct of our approach we also establish an interesting connection between a subset of the space of Mermin \textit{squares} formed from three-qubit operators and the families of double-sixes of Mermin \textit{pentagrams}.

The organization of this paper is as follows. In section 2 we collect the relevant background information on the \( N \)-qubit Pauli group related to the structure of the symplectic polar space \( W_{2N-1} \). Here our basic notions like geometric hyperplanes, Lagrange subspaces, Veldkamp lines and Veldkamp spaces for \( N \)-qubits are defined. In section 3 the space of Mermin pentagrams for three-qubit systems is introduced. Here we also introduce the notion of a double-six configuration of 12 pentagrams. In section 4 we demonstrate the connection between the structure of this double-six configuration of Mermin pentagrams and the structure of the spreads of the generalized quadrangle \( GQ(2, 2) \) also called the \textit{doily} [29, 33]. Armed with this observation, in section 5 we easily prove that a particular set of 1008 Veldkamp lines with their core sets being 1008 doilies encode all relevant information concerning the space of Mermin pentagrams. In fact we have to study merely one particular Veldkamp line, with a particular doily and a particular double-six. The reason for this is that the symplectic group acts transitively [25] on our particular 1008 element set of Veldkamp lines. Hence by uncovering the structure of merely one canonical arrangement for the aforementioned objects we have uncovered the structure of all such ones. In section 6 we prove that the geometry of the canonical double-six configuration (hence by transitivity all of such ones) is encapsulated entirely in the weight diagram of the 20 dimensional irreducible representation of the group \( \text{SU}(6) \). Section 7 is left for the conclusions and some speculations. Here we notice that a certain 10080 element subset of the space of Mermin squares is related to the 12096 element set of Mermin pentagrams in a simple manner. Here we also conjecture that the structure of Veldkamp lines for \( N \)-qubits \((N = 2, 3, 4)\) is inherently connected to special irreducible representations of ADE-type Lie algebras. This observation might be a starting point for obtaining new magic configurations in a systematic manner.

2. Mathematical background

We start by recapitulating some basic notions and facts about the building blocks of the set of Mermin pentagrams. The \textit{observables} of a quantum system described by a finite dimensional Hilbert space \( \mathcal{H} \) are represented by self-adjoint operators on \( \mathcal{H} \), and if a basis is fixed in \( \mathcal{H} \), each observable is equivalent to a Hermitian matrix. In the case of a two-state quantum system, or \textit{qubit}, a basis for the vector space of the \( 2 \times 2 \) Hermitian matrixes is \( \{I, X, Z, Y\} \), where \( I \) is the \( 2 \times 2 \) identity matrix, and
are the three Pauli spin matrices. The matrices of a special set of observables of a system of \( N \) qubits are the \( N \)-fold Kronecker products of \( I, X, Z \) and \( Y \). We will refer to these \( 2^N \times 2^N \) matrices as \( N \)-qubit Pauli operators.

The \( N \)-qubit Pauli operators generate the \( N \)-qubit Pauli group

\[
P_N = \left\{ s A_1 A_2 \ldots A_N \mid s \in \mu_4, A_i = I, X, Z, Y \right\} \leq \text{GL}(2^N, \mathbb{C}),
\]

where \( A_1 A_2 \ldots A_N \) is a shorthand notation for \( A_1 \otimes A_2 \otimes \cdots \otimes A_N \), and \( \mu_4 \) is the group of the fourth roots of unity:

\[
\mu_4 = \{ \pm 1, \pm i \} \subseteq \mathbb{C} \setminus \{0\}.
\]

The commutator subgroup of \( P_N \), i.e. the derived group \( P_N' = [P_N, P_N] \) coincides with the center of \( P_N \),

\[
Z(P_N) = \{ s I_N \mid s \in \mu_4 \},
\]

where \( I_N \) is the \( 2^N \times 2^N \) identity matrix. It follows that the central quotient \( P_N/Z(P_N) \) is an abelian group. The elements of \( P_N/Z(P_N) \) are equivalence classes of the form

\[
\{ s A_1 A_2 \ldots A_N \mid s \in \mu_4 \} = \{ \pm A_1 A_2 \ldots A_N, \pm i A_1 A_2 \ldots A_N \},
\]

and from each class we choose the \( N \)-qubit Pauli operator \( A_1 A_2 \ldots A_N \) as the representative.

Now we specialize to \( P_3 \), but we note that most of our remarks can be easily reformulated for the general case. We are mainly interested in two aspects of \( P_3 \). First, \( P_3 \) has the structure of a symplectic vector space over \( \mathbb{Z}_2 \). Second, \( P_3 \) induces a symplectic polar space \( W_5(2) \), which eventually leads us to what we call the three-qubit Veldkamp space whose special class of lines is the main concern of this paper.

Let us start with the symplectic vector space structure of \( P_3 \). By (1), an arbitrary group element \( A = s A_1 A_2 A_3 \in P_3 \) can be written as

\[
A = s \sum \sigma_{ab} X^{a_1} Z^{b_1} \otimes X^{a_2} Z^{b_2} \otimes X^{a_3} Z^{b_3},
\]

where the exponents of the Pauli matrices take their value from \( \{0, 1\} \subseteq \mathbb{N} \). (6) shows that \( A \) can be uniquely identified by the 7-tuple

\[
(s, a_1, a_2, a_3, b_1, b_2, b_3).
\]

By discarding the first element of (7), we get a vector

\[
x = (a_1, a_2, a_3, b_1, b_2, b_3) \in \mathbb{Z}_2^6.
\]

That identifies the 3-qubit Pauli operator \( A_1 A_2 A_3 \), and consequently, the respective equivalence class of \( P_3/Z(P_3) \). Because of \( ZX = -XZ \) and \( X^2 = Z^2 = I \), in the case of the matrix product \( AA' \) of \( A, A' \in P_3 \), (7) becomes

\[
\left( s s' \right) \left( -1 \right)^{\sum \sigma_{ab}}, a_1 + a'_1, \ldots, b_3 + b'_3,
\]

where ‘+’ means addition modulo 2, which is the addition of \( \mathbb{Z}_2 \). Moreover, (9) implies that

\[
\text{the group multiplication of } P_3/Z(P_3) \text{ induces the vector addition in } \mathbb{Z}_2^6.
\]

(9) also implies that \( A \) and \( A' \) commute iff
\[
\sum_{i=1}^{3} (a_i b_i' + a_i' b_i) = 0.
\] (10)

The left hand side of (10) is a non-degenerate, skew-symmetric bilinear form on \( \mathbb{Z}_2^6 \). In general, such bilinear forms are called symplectic forms, and vector spaces equipped with a symplectic form are called symplectic vector spaces. Thus \( \mathbb{Z}_2^6 \) with the symplectic form \( \langle \cdot, \cdot \rangle : \mathbb{Z}_2^6 \times \mathbb{Z}_2^6 \to \mathbb{Z}_2 \), \( (x, x') \mapsto \sum_{i=1}^{3} (a_i b_i' + a_i' b_i) \). (11)

is a symplectic vector space over \( \mathbb{Z}_2 \), which in the following will be denoted by \( V_3 \). By a slight abuse of notation, we state the meaning of \( \langle \cdot, \cdot \rangle \) as follows: given two equivalence classes of \( \mathbb{Z}_2^6 \) identified by \( x, x' \in V_3 \), an arbitrary element \( A \in x \) commutes with an arbitrary element \( A' \in x' \) iff \( \langle x, x' \rangle = 0 \). Often it is more convenient to write the vectors of \( V_3 \) as three-qubit Pauli operators instead of 6-tuples of 0’s and 1’s. For example, by (6), \( XYZ \) is equivalent to \( (1,1,0,0,1,1) \).

\( V_3 \) has special bases, also called symplectic, that are analogous to orthonormal bases of Euclidean spaces. Without loss of generality, we denote a symplectic basis of \( V_3 \) by \( \{ e_1, e_2, e_3, f_1, f_2, f_3 \} \), (12) and we assume that

\[
\langle e_i, e_j \rangle = \langle f_i, f_j \rangle = 0, \quad \langle e_i, f_j \rangle = \delta_{ij}, \quad i, j = 1, 2, 3.
\] (13)

The most important example of a symplectic basis is the canonical basis of \( V_3 \):

\[
e_1 = XIX = (1,0,0,0,0,0), \quad f_1 = ZII = (0,0,0,1,0,0),
\]

\[
e_2 = IXI = (0,1,0,0,0,0), \quad f_2 = IZI = (0,0,0,0,1,0),
\]

\[
e_3 = IIX = (0,0,1,0,0,0), \quad f_3 = IIZ = (0,0,0,0,0,1).
\] (14)

By letting \( e_\mu = f_{\mu-3} \) for \( \mu = 4, 5, 6 \), the matrix of the symplectic form with respect to the canonical basis can be written as

\[
J_{\mu \nu} \equiv \langle e_\mu, e_\nu \rangle = \begin{pmatrix} 0 & I_3 \\ I_3 & 0 \end{pmatrix}, \quad \mu, \nu = 1, 2, \ldots 6.
\] (15)

where 0 is the \( 3 \times 3 \) zero matrix, and \( I_3 \) is the \( 3 \times 3 \) identity matrix.

The invariance group of the symplectic form \( \langle \cdot, \cdot \rangle \) is the group with matrix multiplication as group operation of the \( 6 \times 6 \) matrices \( S \) that preserve \( \langle \cdot, \cdot \rangle \), and consequently satisfy

\[
S^T JS = J.
\] (16)

This group is called the symplectic group of order 6 over \( \mathbb{Z}_2 \), and it is denoted by \( \text{Sp}(6, \mathbb{Z}_2) \equiv \text{Sp}(6, 2) \). (17)

For each vector \( p \in V_3 \) there exists a transvection \( T_p \in \text{Sp}(6, 2) \) that acts on \( V_3 \) as follows:

\[
T_p x = x + \langle x, p \rangle p, \quad x \in V_3.
\] (18)

It is known that the set of transvections generates \( \text{Sp}(6, 2) \) [27] and that there is a surjective homomorphism [26] from \( W(E_7) \) i.e. the Weyl group of the exceptional group \( E_7 \) to \( \text{Sp}(6, 2) \) with kernel \( \mathbb{Z}_2 \).
Next, we turn to the symplectic polar space realized by $P_3$, and to its geometric hyperplanes, but first we need a few general definitions.

**Definition.** An incidence structure (or point-line incidence geometry) is a triple $(\mathcal{P}, \mathcal{L}, \mathcal{I})$, where $\mathcal{P}$ and $\mathcal{L}$ are disjoint sets and $\mathcal{I} \subseteq \mathcal{P} \times \mathcal{L}$ is a relation, called the incidence relation. The elements of $\mathcal{P}$ and $\mathcal{L}$ are called points and lines respectively. We say that a point $p \in \mathcal{P}$ is incident with a line $l \in \mathcal{L}$ if $(p, l) \in \mathcal{I}$, and two points $p, p' \in \mathcal{P}$ are collinear, if both are incident with some line $l \in \mathcal{L}$.

In the following we limit ourselves to incidence structures whose lines are realized by subsets of the point set $\mathcal{P}$, and whose incidence relation is $\in$. In other words, $\mathcal{L} \subseteq 2^\mathcal{P}$, and $p \in \mathcal{P}$ is incident with $l \in \mathcal{L}$ iff $p \in l$. Such incidence structures $(\mathcal{P}, \mathcal{L}, \in)$ are called simple.

Next, we define special sets of points of an incidence structure, called geometric hyperplanes, that will be important later.

**Definition.** A subset $H \subseteq \mathcal{P}$ is a geometric hyperplane of the incidence structure $(\mathcal{P}, \mathcal{L}, \in)$ if the following two conditions hold [22]:

- (H1) $l \subseteq H$ or $|H \cap l| = 1$ for all $l \in \mathcal{L}$;
- (H2) $H \neq \mathcal{P}$.

Our aim is to examine the incidence structure that emerges from the $N$-qubit Pauli group $P_N$, and to study its geometric hyperplanes.

The projective space $\text{PG}(2N - 1, 2)$ consists of the nonzero subspaces of the $2N$ dimensional vector space $V_2$ over $\mathbb{Z}_2$. The points of the projective space are one dimensional subspaces of the vector space, and more generally, $k$ dimensional subspaces of the vector space are $k - 1$ dimensional subspaces of the corresponding projective space. A subspace of $(V_2, \langle \cdot, \cdot \rangle)$ (and also the subspace in the corresponding projective space) is called isotropic if there is a vector in it which is orthogonal (with respect to the symplectic form) to the whole subspace, and totally isotropic if the subspace is orthogonal to itself. The space of totally isotropic subspaces of $(\text{PG}(2N - 1, 2), \langle \cdot, \cdot \rangle)$ is called the symplectic polar space of rank $2N - 1$ order two denoted by $W(2N - 1, 2)$. The maximal totally isotropic subspaces are called Lagrangian subspaces.

Let us illustrate these abstract concepts in terms of the physically relevant structures of three-qubit observables. The 63 nonzero vectors in $V_3$ are comprising the points of $\text{PG}(5, 2)$. Modulo an element of $\mu_4$ they correspond to the nontrivial observables (i.e. the ones excluding the identity $I$). Let $W$ be some subspace of $\text{PG}(5, 2)$ corresponding to a subset of nontrivial observables. Then $W^\perp$ the orthogonal complement with respect to the symplectic form corresponds to the set of the observables commuting with the ones in $W$. A line $L \in \text{PG}(5, 2)$ is an object of the form $L = \lambda v + \mu u$ where $u, v \in \text{PG}(5, 2)$ and $\lambda, \mu \in \mathbb{Z}_2$ containing the three points: $u, v, u + v$. Hence a line corresponds to a triple of operators such that any two of them multiply to the third (up to an element of $\mu_4$). An example of a line represented by three-qubit operators is $(IIX, IIX, IIX)$. Now, the representative operators of a totally isotropic line, e.g. $(IIX, IXI, IXX)$, are also pairwise commuting. The number of totally isotropic lines is $315 = (64 - 1)(32 - 2)/6$. A totally isotropic plane in $\text{PG}(5, 2)$ is of the form $P = \lambda v + \mu u + \nu w$ where $u, v, w$ are linearly independent and pairwise commuting. Clearly, $P$ contains seven points and seven totally isotropic lines. Since each line features three points and each point is incident with three lines, the incidence structure of the Fano plane, or $\text{PG}(2, 2)$ emerges [33]. As an example of a seven-tuple comprising the points of a Fano plane one can take the pairwise commuting set $(IIX, IXI, IXI, XII, XIX, XXI, XXX)$. The totally isotropic planes in $\text{PG}(5, 2)$ are maximal hence they are Lagrangian subspaces. It was shown [28] that
the number of Lagrangian subspaces (which are in turn Fano planes) is 135. The geometry of the set of Lagrangian subspaces for three-qubits has been explored in [11]. In [11] in terms of the generators of a seven dimensional Clifford algebra an explicit list of all 135 Lagrangian subspaces was also presented. In summary: we see that $W_5, 2$ is comprising the 63 points the 315 totally isotropic lines and 135 totally isotropic planes of $PG(5, 2)$.

For an element $x \in V_3$ let us define the quadratic form

$$Q_0 \equiv \sum_{i=1}^{3} a_ib_i.$$  \hfill (19)

It is easy to check that for vectors representing symmetric operators $Q_0(x) = 0$ (the ones containing an even number of $Y$s) and for antisymmetric ones $Q_0(x) = 1$ (the ones containing an odd number of $Y$s). Moreover we have the relation

$$\langle x, y \rangle = Q_0(x + y) + Q_0(x) + Q_0(y).$$  \hfill (20)

The (19) quadratic form will be regarded as a one labelled by the trivial element of $V_3$ with representative $II$. There are however, 63 other quadratic forms $Q_p$ compatible the symplectic form labelled by the nontrivial elements $p$ of $V_3$ also satisfying

$$\langle x, y \rangle = Q_p(x + y) + Q_p(x) + Q_p(y).$$  \hfill (21)

They are defined as

$$Q_p(x) = Q_0(x) + \langle x, p \rangle^2$$ \hfill (22)

since we are over the two element field the square can be omitted.

For more information on these quadratic forms we orient the reader to [25, 28]. Here we merely elaborate on the important fact that there are two classes of such quadratic forms. They are the ones that are labelled by symmetric observables ($Q_0(p) = 0$), and antisymmetric ones ($Q_0(p) = 1$). The locus of points in $PG(5, 2)$ satisfying $Q_0(x) = 0$ for $Q_0(p) = 0$ is called a hyperbolic quadric and the locus $Q_0(x) = 0$ for which $Q_0(p) = 1$ is called an elliptic one. The former one will be denoted by $Q^+(5, 2)$ and the latter by $Q^−(5, 2)$. Looking at (22) one can see that in terms of three-qubit observables (modulo elements of $\mu_4$) one can characterize the quadrics $Q(5, 2)$ as follows. The three-qubit observables $x \in Q(5, 2)$ characterized by $Q_0(x) = 0$ are the ones that are either symmetric and commuting with $p$ or antisymmetric and anticommuting with $p$. It can be shown [25, 28] that we have 36 quadrics of type $Q^+(5, 2)$ and 28 ones of type $Q^−(5, 2)$, with the former containing 35 and the latter containing 27 points of $PG(5, 2)$. A hyperbolic quadric of $Q^+(5, 2)$ type in $PG(5, 2)$ is called the \textit{Klein-quadric}. On the other hand an elliptic quadric of $Q^−(5, 2)$ type can be shown to display the structure of a generalized quadrangle [29] $GQ(2, 4)$ an object we already mentioned in the introduction. A pictorial representation of this incidence structure having 27 points and 45 lines labelled by three-qubit observables can be found in [15].

Now we are ready to present the point-line incidence structure of $N$-qubit observables.

**Definition.** Let $N \in \mathbb{N} + 1$ be a positive integer, and $V_N$ be the symplectic $\mathbb{Z}_2$-linear space. The incidence structure $G_N$ of the $N$-qubit Pauli group is $(\mathcal{P}, \mathcal{L}, \in)$ where $\mathcal{P} = V_N \setminus \{0\}$,

$$\mathcal{L} = \{ \{a, b, a + b\} | a, b \in \mathcal{P}, a \neq b, \langle a, b \rangle = 0 \}$$ \hfill (23)

and $\in$ is the set theoretic membership relation.

Clearly the points and lines of $G_N$ are the ones of the symplectic polar space $\mathcal{W}(2N − 1, 2)$. Of course our main concern here is the $N = 3$ case. In this case $G_3$ has 63 points and 315 lines.
Our next task is to recall the properties of the geometric hyperplanes of $\mathcal{G}_N$. The following lemma was proved in [25].

**Lemma 1.** Let $N \in \mathbb{N} + 1$ be a positive integer, $\mathcal{G}_N = (\mathcal{P}, \mathcal{L}, \in)$ and $p \in V_N$ be any vector. Then the following sets satisfy (H1):

$$C_p = \{ x \in \mathcal{P} | \langle p, x \rangle = 0 \},$$  \hspace{1cm} (24)

$$H_p = \{ x \in \mathcal{P} | Q_p(x) = 0 \}. \hspace{1cm} (25)$$

This lemma shows that apart from $C_0$ all of the sets above are geometric hyperplanes of the geometry $\mathcal{G}_N$. The set $C_p$ is called the **perp set** of $p \in V_N$. Modulo an element of $\mu_4$, $C_p$ represents the set of observables commuting with a fixed one $p$. Back to the implications of our lemma one can show that in fact more is true, all geometric hyperplanes arise in this form [25]:

**Theorem 1.** Let $N \in \mathbb{N} + 1$, $\mathcal{G}_N = (\mathcal{P}, \mathcal{L}, \in)$ and $\mathcal{H} \subset \mathcal{P}$ a subset satisfying (H1). Then either $\mathcal{H} = C_p$ or $\mathcal{H} = H_p$ for some $p \in V_N$.

One can prove that for $N \geq 2$ no geometric hyperplane is contained in another one, more precisely [25]

**Theorem 2.** Let $N \in \mathbb{N} + 2$, $\mathcal{G}_N = (\mathcal{P}, \mathcal{L}, \in)$ and suppose that $A, B \subset \mathcal{P}$ are two geometric hyperplanes. Then $A \subseteq B$ implies $A = B$.

Another property of two different geometric hyperplanes is that the complement of their symmetric difference gives rise to a third geometric hyperplane i.e.

**Lemma 2.** For $A \neq B$ geometric hyperplanes in $\mathcal{G}_N = (\mathcal{P}, \mathcal{L}, \in)$ with $N \geq 1$ the set

$$A \boxplus B := \overline{A \cap B} = (A \cap B) \cup (\overline{A \cap B}) \hspace{1cm} (26)$$

is also a geometric hyperplane.

One can also check that by using the notation $C \equiv A \boxplus B$

$$A \cap C = A \cap B, \quad B \cap C = A \cap B, \quad A \equiv C = B. \hspace{1cm} (27)$$

A corollary of this is that any two of the triple $(A, B, A \boxplus B)$ of hyperplanes determines the third.

Sometimes it is also possible to associate to a particular incidence geometry another one called its Veldkamp space whose points are geometric hyperplanes of the original geometry [22]:

**Definition.** Let $\Gamma = (\mathcal{P}, \mathcal{L}, \exists)$ be a point-line geometry. We say that $\Gamma$ has **Veldkamp points** and **Veldkamp lines** if it satisfies the conditions

(i) For any hyperplane $A$ it is not properly contained in any other hyperplane $B$.

(ii) For any three distinct hyperplanes $A, B$ and $C$, $A \cap B \subseteq C$ implies $A \cap B = A \cap C$.

If $\Gamma$ has Veldkamp points and Veldkamp lines, then we can form the Veldkamp space $V(\Gamma) = (\mathcal{P}_V, \mathcal{L}_V, \supseteq)$ of $\Gamma$, where $\mathcal{P}_V$ is the set of geometric hyperplanes of $\Gamma$, and $\mathcal{L}_V$ is the set of intersections of pairs of distinct hyperplanes.
Clearly, by theorem 2, $G_N$ contains Veldkamp points for $N \geq 2$ hence in this case $V1$ is satisfied. In order to see that $V2$ holds as well we note [25]

**Lemma 3.** Let $N \in \mathbb{N} + 1$, $a, b \in V_N$ and $G_N = (\mathcal{P}, \mathcal{L}, \in)$. Then the following formulas hold:

\[
\begin{align*}
    C_a \boxplus C_b &= C_{a+b}, \\
    H_a \boxplus H_b &= H_{a+b}, \\
    C_a \boxplus H_b &= H_{a+b}.
\end{align*}
\]

(28)

From this it follows that for any three geometric hyperplanes $A$, $B$, $C$ we have $A \cap B = A \cap C = B \cap C$. One can however show more [25], namely that there is no other possibility i.e. $A \cap B \subseteq C$ implies $C \in \{A, B, A \boxplus B\}$.

**Theorem 3.** Let $N \in \mathbb{N} + 3$, and suppose that $A$, $B$, $C$ are distinct geometric hyperplanes of $G_a = (\mathcal{P}, \mathcal{L}, \in)$ such that $A \cap B \subseteq C$. Then $A \cap B = A \cap C$.

Notice that the statement is not true for $N = 2$.

From these results it follows that there are two types of Veldkamp lines incident with three $C$-hyperplanes and three types of lines incident with one $C$-hyperplane and two $H$-hyperplanes. The former two types arise as $a$ and $b$ from $C_a$ and $C_b$ satisfy either $\langle a, b \rangle = 0$ or $\langle a, b \rangle = 1$.

The three types featuring two $H$-type hyperplanes are

\[
\begin{align*}
    \{ (H_a, H_b) | a, b \in V_n, a \neq b, Q_0(a) = Q_0(b) = 0 \}, \quad (29) \\
    \{ (H_a, H_b) | a, b \in V_n, a \neq b, Q_0(a) = Q_0(b) = 1 \}, \quad (30) \\
    \{ (H_a, H_b) | a, b \in V_n, Q_0(a) = Q_0(b) \}. \quad (31)
\end{align*}
\]

The third type will be of great importance for us. For $N = 3$ this case gives rise to a Veldkamp line featuring a hyperbolic quadric, an elliptic quadric and a perp set. A canonical representation for this line can be chosen as $\{H_{III}, H_{YTT}, C_{YTT}\}$. An important result of [25] is the statement that $Sp(2N, 2)$ acts transitively on each of the previous three sets of doublets of geometric hyperplanes of $H$-type. For $N = 3$ we have 36 possibilities for choosing the hyperbolic and 28 ones for choosing the elliptic one. Hence in the class with canonical representative $\{H_{III}, H_{YTT}, C_{YTT}\}$ we have altogether $36 \cdot 28 = 1008$ Veldkamp lines. Then, by the transitivity of $Sp(6, 2)$, we can reach any of the 1008 Veldkamp lines from the canonical one via a set of suitable symplectic transvections of the form (18). For the construction of the explicit form of such transvections see [25]. A detailed description of these Veldkamp lines which comprise the Veldkamp space for the incidence structure $G_N$ can be found in table 2 of [25]. Here, apart from the list of Veldkamp lines, the Reader will find the cardinalities of the core sets (intersection sizes of the three hyperplanes featuring the Veldkamp lines) and the number of copies of a particular type of Veldkamp lines. Since in the following we only need the $N = 3$ case and the aforementioned class of cardinality 1008, we refrain from presenting more details on these interesting issues.

### 3. Mermin pentagrams and their double-sixes

*Mermin’s pentagram* is a set of ten observables, more specifically, nontrivial three-qubit Pauli-operators, that is used to prove the Bell–KS theorem in eight dimensions, i.e. to rule out non-contextual hidden-variables theories [6]. These observables are further arranged into five sets, or, as we like to call them, *lines* (see ‘incidence structure’ introduced in section 2).
Each line contains, or is incident with, four pairwise commuting operators that multiply to $\pm I$, hence one can speak of positive and negative lines. Mermin’s pentagram, published in [6], is reproduced in figure 1. The configuration has four positive lines and a negative one; in the figure the latter is highlighted in boldface. The other properties relevant to the proof of the Bell–KS theorem are as follows [9]:

(P2) the number of lines each observable is incident with is even (two);
(P3) the number of negative lines is odd.

By definition, a non-contextual hidden-variables theory is supposed to assign a value $v(A)$ to each possible observable $A$, such that $v(A)$ is an eigenvalue of $A$ and

$$v(AB \cdots) = v(A)v(B) \cdots$$

holds for any pairwise commuting observables $A, B, \ldots$. Property (P1) means that for any line $\{A_i, A_j, A_k, A_l\}$ of the pentagram we have

$$A_iA_jA_kA_l = \pm I.$$ (33)

Since the only eigenvalue of the observable $\pm I$ is $\pm 1$, $v(\pm I) = 1$. Therefore, the values $v(A_i), v(A_j), v(A_k), v(A_l)$ assigned to the observables of any line $\{A_i, A_j, A_k, A_l\}$ of the pentagram must satisfy

$$\pm 1 = v(\pm I) = v(A_iA_jA_kA_l) = v(A_i)v(A_j)v(A_k)v(A_l).$$ (34)

In the case of a positive line and a negative line, the LHS is $+1$ and $-1$, respectively. Now, consider the product of (34) for all five lines of the pentagram. The LHS multiplies to $-1$ due to (P3). The product of the RHS is of the form

$$v(A_i)^{a_i}v(A_j)^{a_j} \cdots v(A_l)^{a_l} = +1,$$ (35)

since $v(A_i) = 1$, and since the exponents $a_i$ are even due to (P2). Thus we reach a contradiction. For further details we refer the reader to [4], chapter 7.

We call a Mermin pentagram, or just simply a pentagram any set of ten three-qubit Pauli operators that can be arranged as the observables shown in figure 1 and have properties (P1)–(P3) described above. Property (P2) is inherent to the pentagram-like arrangement. We know that (P3) follows from the rest [31], and that there are 7884, 4104 and 108 Mermin pentagrams with one, three and five negative lines respectively [10].

In section 2 we saw that the three-qubit Pauli operators can be identified with the elements of the symplectic vector space $V_3$ over $\mathbb{Z}_2$ such that the multiplication of Pauli operators modulo $Z(P_3)$ (see (4)) corresponds to the vector addition in $V_3$ (see (9)), and the commutation of two operators corresponds to orthogonality with respect to the symplectic form $\langle \cdot, \cdot \rangle$ of (11). In this section and the next we will treat Pauli operators as vectors of $V_3$. Although by doing

\[\text{Figure 1. Mermin’s pentagram.}\]
this we cut ourselves off from discussing property P3 however, for Mermin pentagrams this property is automatically satisfied [31] for any consistent three-qubit labelling. Actually more is true: for a pentagram regarded as a subgeometry of a multi-qubit symplectic polar space any consistent labelling guarantees that there are an odd number of negative lines (contexts) [31].

An important observation is that the six Pauli operators not incident with an arbitrary line $l$ of a Mermin pentagram form a symplectic basis of $V_3$ (see (12)). Moreover, since $l$ shares exactly one operator with each line $l' = l$, due to (P1) the shared operator is determined by the other three incident with $l'$. Thus pentagrams can be constructed from symplectic bases of $V_3$. However, this construction is not without ambiguity: each symplectic basis determines two pentagrams. For instance, the pentagrams constructed from the canonical basis (14) are shown in figure 2. Notice that the arrangements of the basis vectors differ only by an exchange of $XII$ and $ZII$. We say that these two pentagrams are each other’s conjugate.

In general, every Mermin pentagram $P$ has five conjugates, and each conjugate is associated with the line of $P$ incident with the four observables not shared with the respective conjugate. Thus the space of Mermin pentagrams can be regarded as a regular graph of degree five, where the pentagrams play the rôle of vertices and two pentagons are adjacent iff they are conjugates. A computer program prepared to explore this graph revealed 1008 connected components, all isomorphic to the intersection graph of Schlafli’s double six configuration. The latter graph is shown in figure 3 (see [33], section 4.5), and, to simplify the discussion, we will refer to it as double six.

The double six is a bipartite graph with 12 vertices and 30 edges, and each vertex $v$ has an antipodal vertex $v'$ such that $v$ and $v'$ are not adjacent and belong to different partitions. The double six of pentagrams that contains the two pentagrams in figure 2, obtained from the canonical basis, can be seen in figure 4. Instead of conjugates, figure 4 emphasizes the two partitions, the common sets of four observables forming a line (solid curves) and the antipodal pentagrams (the ones connected by dashed lines). In figure 4 we can see a total of 20 observables, and these are already contained by any pair of antipodal pentagrams.

The product modulo $\mu_4$, or, in terms of the symplectic vector space $V_3$, the sum of the ten observables of some pentagram does not depend on the choice of pentagram, and it is specific to the double six. Let us denote this observable by $w$. In the case of the example in figure 4, $w = YYY$. $w$ anticommutes with all 20 observables of the double six, and the antipodal of any pentagram $P$ is the image of $P$ under the transvection $T_w$. The former observation implies that the restriction of $T_w$ to the 20 observables of the double six is the addition of $w$.

Let $\{e_1, e_2, e_3, f_1, f_2, f_3\}$ be a symplectic basis the elements of which are not incident with an arbitrary line of an arbitrary pentagram of the double six, and let

---

3 This follows from properties (P1) and (P2) of the pentagrams. The argument can be found in [32].

4 Actually, it suffices to consider only six observables not incident with some line.
We assert without proof\textsuperscript{5} that $p$ is also specific to the double six, i.e. it does not depend on the choice of pentagram and line, it is symmetric and $q = p + w$ is antisymmetric. It is easy to check that in our case the double six is characterized by $p = \textsc{III}$ and $q = \textsc{YYY}$. Moreover, the pair $p, q$ unambiguously identifies the double six. Since the number of symmetric and anti-symmetric three-qubit Pauli operators is 36 and 28 respectively, we get $1008 = 36 \cdot 28$ double sixes of pentagrams. These results will be clear when we relate them to properties of a special Veldkamp line in section 5.

4. Double-sixes connected to spreads of the ‘doily’

The Lagrangian subspaces of $V_3$ were introduced in section 2, and we saw that these subspaces correspond to maximal sets of pairwise commuting three-qubit Pauli operators. Suppose we have a Mermin pentagram $P$ and let $l_i, i = 1,...,5$ denote its lines, i.e. the sets of four pairwise orthogonal vectors, realized of course by four pairwise commuting observables. Any three vectors incident with a line $l_i$ are linearly independent, thus $l_i$ spans a Lagrangian subspace $U_i$. If, say, $l_i = \{a, b, c, d\}$, then $d$, chosen arbitrarily, can be written as

$$d = a + b + c,$$

and the set of nontrivial vectors in $U_i$ is of the form

$$\{a, b, c, a + b, b + c, a + c, a + b + c\}.$$  

The set of three nontrivial vectors

$$L_i = \{a + b, b + c, a + c\} \subseteq U_i \setminus l_i$$

is a totally isotropic line of $W(5, 2)$, and each of its elements, being the sum of two vectors not orthogonal to $w$ (see section 3), is orthogonal to $w$.

The sets $L_i$ are mutually disjoint, thus $\{L_1, L_2, L_3, L_4, L_5\}$ is a partition of $\mathcal{P} \equiv \bigcup L_i$. By looking at a different pentagram $P'$ from the same double six $P$ belongs to, one gets the same set $\mathcal{P}$ of 15 observables. Moreover, if $P'$ is the antipodal of $P$, even the partition of $\mathcal{P}$ will be the same, i.e. one gets

$$\{L_1, L_2, L_3, L_4, L_5\} = \{L'_1, L'_2, L'_3, L'_4, L'_5\}.$$  

\textsuperscript{5}Some of the arguments can be found in [32].
The incidence structure \((\mathcal{P}, \mathcal{L}, \in)\), where \(\mathcal{L}\) is the set of every possible set \(L_i\) for the respective double six, is a subgeometry of \(\mathcal{W}(5,2)\) well known to finite geometers; it is called the doily (figure 5, left; for more details about the doily see [33], section 4.1).

By definition, a set of lines that is a partition of \(\mathcal{P}\) is a spread of the doily, and there are a total of six spreads. Two of these are shown in figure 5, middle and right, where the lines contained are highlighted in thick curves, and the remaining four can be depicted as in the rightmost diagram of figure 5 up to a rotation by \(n \cdot 72\) degrees, \(n = 1, 2, 3, 4\). Thus, each pair \(P, P'\) of antipodal pentagrams of the double six is related to a spread of the doily. For the case of the double six in figure 4 this relation is illustrated in figure 6. Figure 6 shows only one of the two partitions, and the large circles filled with gray represent points of the doily. The thickness of the curves does not represent anything, it only helps to distinguish the relevant objects.

5. Double-sixes of pentagrams arising from Veldkamp lines

We have seen that 12 Mermin pentagrams featuring a set of 20 three-qubit observables can be organized into a \(6 + 6\) configuration dubbed ‘double-six’, which are in turn connected to spreads of a single ‘doily’ a generalized quadrangle \(\text{GQ}(2,2)\) featuring a set of 15 further
observables. The connection between these incidence structures was effected by the structure of a set of Lagrangian subspaces, representing seven-tuples of mutually commuting sets of observables. Indeed, this $15 + 20$ split of observables yielded a cut of the relevant Lagrangian subspaces into a $3 + 4$ structure, where the triples and quadruplets of commuting observables were residing within the doily and the double-six of pentagrams respectively.

Another crucial observation is that all of these $35 = 15 + 20$ observables are symmetric ones, meaning that the corresponding points in $\mathcal{W}(5, 2)$ are lying on the hyperbolic Klein quadric. In other words these 35 points are lying on a geometric hyperplane of type $H_{III}$.

We have also seen that in this picture a further observable namely $YYY$ acquired a special status. The transvection $T_{YYY}$ was exchanging the pentagrams taken from one of the sets of six pentagrams with the ones of the other set of six ones. Moreover, $YYY$ was commuting with all of the 15 observables comprising the doily. Hence the 15 observables of $H_{III}$ can also be regarded as the ones taken from the 31 element perp set of another geometric hyperplane namely $C_{YYY}$.

One further piece of evidence comes from [14]. In this work a labelling of the 27 points of the generalized quadrangle $GQ(2, 4)$ (alias an elliptic quadric in $\mathcal{W}(5, 2)$) in terms of three-qubit observables have been given. According to figure 3 of [14], the 27 points split as $15 + 6 + 6$, where the 15 element set again gives rise to the incidence structure of a doily. The $6 + 6$ configuration is isomorphic to the double six shown in figure 3 [14], and the points of this double-six are interchanged via a transvection $T_w$ where $w$ corresponds to the point defining the elliptic quadric, i.e. $Q_w(x) = 0$. Taking this point to be $w = YYY$ we obtain yet another geometric hyperplane $H_{YYY}$ and one can easily check that for this choice the 15 points will be precisely the 15 ones we have already come across with in connection with the hyperplanes $C_{YYY}$ and $H_{III}$.

From these considerations it is clear that what we have described here is just the Veldkamp line $(H_{III}, H_{YYY}, C_{YYY})$ whose core set is the doily labelled with a particular set of symmetric three-qubit observables.

In order to make these considerations very explicit, in the following we give the observables representing the points of the geometric hyperplanes comprising our particular Veldkamp line. First, we list the observables of each hyperplane that do not belong to the common core set. The 20 points taken from the Klein-quadric $H_{III}$ are the symmetric observables

\begin{align*}
XXX & XXZ & ZXX & IIX & IXI & III & IIZ & IZZ \\
ZZZ & ZZX & ZXZ & YYY & YZY & ZYY & YYX & YXY & XXX & XXY
\end{align*}

which build up the double-six of pentagrams, where the $10 + 10$ split refers to the role of the transvection $T_{YYY}$ exchanging the sets. The 12 points taken from the elliptic quadric $H_{YYY}$ are comprising the antisymmetric observables anticommuting with $YYY$ (see (22)). These are
where the $6+6$ split refers to Schläfli’s double-six configuration with the transvection $T_{YYY}$ exchanging the sets. The 16 points taken from the perp set $C_{YYY}$ are comprising the antisymmetric observables commuting with $YYY$. These are

$$
\begin{align*}
YXI &\ lYZ &\ lXY &\ lXI &\ lZY &\ lYI &\ lIY &\ lZI &\ lYI &\ lZI \\
IZY &\ lIX &\ lIY &\ lIY &\ lIX &\ lIY &\ lIX &\ lIY &\ lIX &\ lIY
\end{align*}
$$

And finally, the 15 points of the common core set are

$$
\begin{align*}
XXI &\ XIX &\ IXX &\ YXI &\ IYI &\ IYY &\ YIY &\ IYY &\ ZI ZI ZIZ IXZ
\end{align*}
$$

These observables belong to all of the hyperplanes $H_{III}, H_{YYY}, C_{YYY}$ and can be used to label the incidence structure of a doily. Indeed, these observables are symmetric (corresponding to points in $H_{III}$), they are symmetric and commuting with $YYY$ (corresponding to points of $H_{YYY}$), and finally they are commuting with $YYY$ (corresponding to points of $C_{YYY}$). Altogether
we have $63 = 20 + 12 + 16 + 15$ nontrivial observables (modulo elements of $\mu_4$) yielding the correct number of points of $W(5, 2)$. This structure of our Veldkamp line is highlighted in figure 7.

We already know [25] that the number of Veldkamp lines featuring a hyperbolic and an elliptic quadric is $36 \cdot 28 = 1008$. Each Veldkamp line is associated with a double-six configuration of pentagrams. The structure of a double-six configuration is entirely encoded into the structure of spreads of the core set.

Clearly, no two double-six configurations associated with different Veldkamp lines contain the same pentagram. Indeed, if we assume the existence of such two pentagrams, they should give rise to the same spreads, hence the same core sets i.e. doilies. Hence according to property $\mathcal{V}_2$ this contradicts our assumption of different Veldkamp lines. In short, the core set unambiguously characterizes the Veldkamp line hence the total number of pentagrams is $12 \cdot 1008 = 12096$. This argument provides a clear geometric understanding of the computer aided result of [10]. However, apart from our argument producing the right number of pentagrams in a simple manner, it also provides considerable amount of new geometric data on the structure of pentagrams. More importantly for the first time our result establishes a clear physical meaning of the abstract mathematical notion of a Veldkamp line featuring elliptic and hyperbolic quadrics: namely it encodes information on the geometry of all possible Mermin pentagrams that can be built from three-qubit observables.

Let us also show that our argument also produces an explicit algorithm for generating all possible double-sixes from a particular one. Indeed, let us call the Veldkamp line $(H_{II}, H_{YY}, C_{YY})$ the canonical Veldkamp line: $L_{V}$. According to [25] we have

**Lemma 4.** Let $N \in \mathbb{N} + 3$, $G = (P, L, \in)$ and $a, b, f \in V_N$ three distinct vectors such that $Q_{V}(a) = Q_{V}(b)$. Then there exists an element in $Sp(2N, 2)$ fixing $H_f$ and swapping $H_a$ with $H_b$.

Using this result one can conclude that $Sp(2N, 2)$ acts transitively on the set of Veldkamp lines featuring two $H$-type hyperplanes. In our particular case this means that for any two Veldkamp lines from the 1008 ones one can find an element of $Sp(6, 2)$ transforming them to each other. The proof of this Lemma constructs this element of $Sp(6, 2)$ by giving the explicit form of the involutions swapping the hyperplanes of the same type.

Since we will use it later let us describe this construction (for a proof see [25]). If $Q_{V}(a + b) = 1$, the transvection $T_{a+b}$ is an involution, swaps $H_a$ and $H_b$, and fixes $H_f$. If $Q_{V}(a + b) = 0$, picks an element $p \in C_{a+b} \cap H_a \backslash H_f$ and forms $q = p + a + b$. Then $T_p$ and $T_q$ commute, hence $T_pT_q$ is an involution, moreover, $T_pT_qH_a = H_b$, and $H_f$ is again fixed.

As an example needed later we take the following two Veldkamp lines: $(H_{II}, H_{YY}, C_{YY})$ and $(H_{YY}, H_{YY}, C_{II})$. The first one corresponds to our canonical line $L_{V}$. We would like to
transform this line to the new one. Now $f = YYY$, $a = III$ and $b = YYY$. Since $Q_f(a + b) = 0$ we have to find a $p \in C_{YYI} \cap H_{III} \setminus H_{YYY}$. This means that we have to find a symmetric observable commuting with $YYI$ and anticommuting with $YYY$. As a particular choice let us take $p = XXX$, hence $q = ZZX$. Then (among the many possible involutions) an involution that gives us the job is $T_{ZXX}T_{XXX}$.

Let us group the 20 observables of (41) to a $1 + 9 + 9 + 1$ split. The meaning of this split will be clarified later. Then the 20 new observables belonging to the new hyperbolic quadric $H_{YYI}$ are

\[
T_{ZXX}T_{XXX} \begin{pmatrix} XXX & IZI & ZXX \\ ZII & YYX & XII \\ ZXX & IIX & ZZX \end{pmatrix} = \begin{pmatrix} XXX & XYX & XZX \\ YXX & YYX & YXX \\ ZXX & ZYX & ZZX \end{pmatrix}
\]

\[
T_{ZXX}T_{XXX} \begin{pmatrix} ZZZ & YXY & XZX \\ XYX & IIZ & ZYY \\ ZXZ & IZZ & ZZX \end{pmatrix} = \begin{pmatrix} XXZ & XYZ & XZZ \\ YXZ & YYZ & YZZ \\ ZXZ & ZYZ & ZZZ \end{pmatrix}
\]

\[
T_{ZXX}T_{XXX}IX = IX, \quad T_{ZXX}T_{XXX}YZ = IIZ.
\]

For the transformed observables the pattern should be clear: the two groups of $1 + 9 = 10$ observables are distinguished by the third qubit observable being either $X$ or $Z$. Apart form the observables $IX$ and $IIZ$ the remaining $9 + 9$ ones are organized into $3 \times 3$ matrices with the rows and columns are labelled by the first and second qubit observables taking the values: $X, Y, Z$. Since the involutions $T_{ZXX}T_{XXX}$ leave the symplectic form invariant, the commutation properties are left invariant as well. As a result this involution transforms the canonical double-six configuration to a new one featuring a new set of 12 pentagrams. Repeating these steps one can reach any double-six hence any of the $12 \cdot 096$ pentagrams.

6. The representation theoretic meaning of double-sixes

According to the results of the previous section from the canonical double-six configuration one can generate any such configuration. Hence we are left with the clarification of the geometry of this canonical configuration.

The double six configuration is featuring 20 observables. According to (45)–(47) these observables can be organized into a $1 + 9 + 9 + 1$ structure reminiscent of the representation theoretic content of Freudenthal triple systems displaying a $1 + J + J + 1$ structure based on cubic Jordan algebras with $J = 6, 9, 15, 27$. Such systems have already been explored within the context of quantum entanglement [16, 34, 35, 36]. The particular values of $J$ correspond to choosing the Jordan algebras as the algebras of Hermitian $3 \times 3$ matrices over the reals, complex numbers, quaternions and octonions. The numbers 6, 9, 15, 27 are the numbers of independent real parameters these matrices have. It can be shown that the $1 + J + J + 1$ dimensional module constructed in this way gives rise to irreducible representations of dimension $14, 20, 32, 56$ of particular real forms of the groups of type $C_3, A_5, D_6, E_7$. In particular the $20 = \binom{6}{1}$ dimensional representation of a real form $SU(6)$ of the group $A_5$ is furnished by the space of real totally antisymmetric tensors (three forms) $P_{\mu\nu\rho}$ in a six dimensional space $\mathbb{R}^6$ ($\mu, \nu, \rho = 1, 2, \ldots, 6$). The group action is

\[
P_{\mu\nu\rho} \mapsto S_\mu \delta^{\nu\sigma} S_\nu \sigma^{\rho\prime} S_\rho \delta_{\rho\prime\sigma}, \quad S_\mu \delta^{\nu\sigma} \in SU(6).
\]

\[\text{(48)}\]
The 20 components of $P_{\mu\nu\rho}$ can be organized to two numbers and two $3 \times 3$ matrices as follows [34]. Let us adopt the new labelling $\{1, 2, 3, 4, 5, 6\} \equiv \{1, 2, 3, 1, 2, 3\}$. Then the components of $P_{\mu\nu\rho}$ can be split to two $3 \times 3$ matrices and two numbers as follows

\[
\begin{pmatrix}
P_{123} & P_{131} & P_{112} \\
P_{231} & P_{232} & P_{212} \\
P_{323} & P_{321} & P_{312}
\end{pmatrix}, \quad
\begin{pmatrix}
P_{122} & P_{133} & P_{111} \\
P_{233} & P_{232} & P_{212} \\
P_{322} & P_{321} & P_{311}
\end{pmatrix}, \quad P_{123}, \quad P_{132}.
\]

(49)

Now comparing the right hand sides of (45)–(47) with (49) one can conjecture that the geometry of the weight diagram of the 20 dimensional irrep of $A_5$ and the geometry of the double-sixes might be related. Indeed, the ‘overline’ involution acting like $P_{123} \mapsto P_{3\bar{1}2}$ in this picture seems to correspond to the involution $T_{III}$. Moreover, in this picture one can take the vector $P_{123}$ as the one labelled by $IIX$ which in turn should somehow correspond to the highest weight vector of the irrep 20 of SU(6).

Via employing an explicit construction in the following we prove that the geometry of the double-six configuration can indeed be mapped to the geometry of the weight diagram of the 20 of SU(6).

The group SU(6) is one of the real forms of the group of type $A_5$ which has rank five. The five simple roots can be described [26] as the vectors living in a five dimensional hyperplane of $\mathbb{R}^6$ with normal vector $n = (111111)$ as follows

\[
\alpha_1 = e_1 - e_2, \quad \alpha_2 = e_2 - e_3, \quad \alpha_3 = e_3 - e_4, \quad \alpha_4 = e_4 - e_5, \quad \alpha_5 = e_5 - e_6
\]

(50)

where the $e_\mu, \mu = 1, \ldots, 6$ form the canonical orthonormal basis vectors of $\mathbb{R}^6$. These vectors satisfy $(\alpha_\mu, \alpha_\nu) = 0, \mu = 1, 2, 3, 4, 5$ ($\cdot, \cdot$ is the ordinary scalar product in $\mathbb{R}^6$) and are linearly independent hence can be regarded as the basis vectors of the five dimensional hyperplane where the root vectors of $A_5$ reside. The length of the simple roots is 2, and they are either orthogonal or having an angle 120 degrees between them, hence the Cartan matrix [37] and its inverse for $A_5$ are

\[
A_{ij} = (\alpha_i, \alpha_j) = \begin{pmatrix}
2 & -1 & 0 & 0 & 0 \\
-1 & 2 & -1 & 0 & 0 \\
0 & -1 & 2 & -1 & 0 \\
0 & 0 & -1 & 2 & -1 \\
0 & 0 & 0 & -1 & 2
\end{pmatrix}, \quad G_{ij} = \begin{pmatrix}
5 & 4 & 3 & 2 & 1 \\
4 & 8 & 6 & 4 & 2 \\
3 & 6 & 9 & 6 & 3 \\
2 & 4 & 6 & 8 & 4 \\
1 & 2 & 3 & 4 & 5
\end{pmatrix}.
\]

(51)

An arbitrary weight vector $\Lambda$ living in this five dimensional hyperplane can be expressed as

\[
\Lambda = \sum_{i=1}^{5} \lambda_i \alpha_i
\]

(52)

where the $\lambda_i$ are the components of the weight vector in the dual basis [37]. The Dynkin labels of $\Lambda$ are given by the formula

\[
a_i = \sum_{i=1}^{5} \lambda_i A_{ij}.
\]

(53)

Clearly the Dynkin labels of the $\alpha_i$ are given by the columns of the Cartan matrix hence

\[
\alpha_1 = (2, -1, 0, 0, 0), \quad \cdots, \quad \alpha_5 = (0, 0, 0, -1, 2).
\]

(54)

This illustrates a theorem of crucial importance that the Dynkin labels of any root or weight are always integers. In the case of $A,D,E$ type groups the scalar product between any weights can be expressed as [37]
where for simplicity summation was left implicit.

The Dynkin labels of the highest weight $\Lambda_0$ vector of the 20 dimensional irrep of $A_5$ is \[a_0^{(i)} = (0, 0, 1, 0, 0).\]

Since only the Dynkin label $a_3^{(i)}$ is different from zero from this highest weight one can sub-
tract the simple root $\alpha_3$. As a result we get a new weight vector in the representation this time
$\Lambda_1$ with Dynkin labels $a_0^{(i)}, a_i^{(i)}, a_i^{(j)}$.

In the following the 20 weight vectors of this representation will be labelled as follows:
$\Lambda_0, \Lambda_r, \Lambda^r, \Lambda_0^r$, where $r = 1, 2, \ldots, 9$. This labelling is reminiscent of the $1 + 9 + 9 + 1$ structure we have already described. Let us denote the Dynkin labels accordingly as $a_0^{(i)}, a_i^{(r)}, a_i^{(r)}$ then we have a list

\[
\begin{align*}
\Lambda_0^{(1)} &= (0, 1, -1, 1, 0), & \Lambda_0^{(2)} &= (1, -1, 0, 1, 0), & \Lambda_0^{(3)} &= (0, 1, 0, -1, 1), \\
\Lambda_0^{(4)} &= (-1, 0, 0, 1, 0), & \Lambda_0^{(5)} &= (1, -1, 1, -1, 1), & \Lambda_0^{(6)} &= (0, 1, 0, 0, -1), \\
\Lambda_0^{(7)} &= (-1, 0, 1, -1, 1), & \Lambda_0^{(8)} &= (1, -1, 0, -1, 1), & \Lambda_0^{(9)} &= (1, -1, 1, 0, -1),
\end{align*}
\]

where the remaining 10 weights are obtained from these ones via flipping the signs. For example $a_0^{(5)} = (-1, -1, 0, 0, 0)$ and $a_0^{(9)} = (0, 0, 0, -1, 0)$.

As a next step inverting (53) we can calculate the components of these weights in the dual
basis with the result: $\lambda_0^{(0)}, \lambda_i^{(r)}, \lambda_i^{(r)}$. Using these components in (52) and expressing the
simple roots in the (50) orthonormal basis one obtains the 20 weights as elements of $R^6$ as follows

\[
\begin{align*}
\Lambda_0^{(0)} &= \frac{1}{2}(1, 1, 1, -1, -1, -1), & \Lambda_0^{(1)} &= \frac{1}{2}(1, 1, -1, 1, -1, -1), \\
\Lambda_0^{(2)} &= \frac{1}{2}(1, -1, 1, 1, -1, -1), & \Lambda_0^{(3)} &= \frac{1}{2}(1, 1, -1, 1, -1, -1), \\
\Lambda_0^{(4)} &= \frac{1}{2}(-1, 1, 1, 1, -1, -1), & \Lambda_0^{(5)} &= \frac{1}{2}(1, -1, 1, 1, -1, -1), \\
\Lambda_0^{(6)} &= \frac{1}{2}(1, 1, -1, -1, 1, -1), & \Lambda_0^{(7)} &= \frac{1}{2}(-1, 1, 1, -1, 1, -1), \\
\Lambda_0^{(8)} &= \frac{1}{2}(-1, -1, 1, 1, -1, -1), & \Lambda_0^{(9)} &= \frac{1}{2}(1, -1, -1, 1, -1, -1),
\end{align*}
\]

and the remaining 10 weights $\Lambda_0^{(r)}, \Lambda_i^{(r)}$ are obtained by flipping the signs. Notice that all of
these weight vectors are residing in the five dimensional hyperplane with normal vector $n$
(the sum of the components is zero). The 20 = 6\(\binom{6}{3}\) vectors are arising from the possibilities of
choosing from the six slots arbitrary three to have minus signs. All of these vectors are lying
on the intersection of a five dimensional sphere of radius squared $\frac{3}{2}$ and our five dimensional
hyperplane. Notice also that we have

\[
(\Lambda_0^{(0)}, \Lambda_0^{(r)}) = (\Lambda_i^{(r)}, \Lambda_i^{(r)}) = -\frac{3}{2}, \quad r = 1, \ldots, 9
\]
hence by virtue of
\[
\cos(\Lambda^p, \Lambda^q) = \frac{\langle \Lambda^p, \Lambda^q \rangle}{\|\Lambda^p\| \|\Lambda^q\|} = -1, \quad p = 0, 1, \ldots 9
\]
these vectors are antipodal.

For the remaining pairs of vectors we have
\[
|\langle \Lambda^p, \Lambda^q \rangle| = \frac{1}{2}, \quad p \neq q, \quad p, q = 0, 1, \ldots 9, 10, 11, \ldots 19.
\]

A much more compact labelling of the 20 weight vectors can be obtained by adopting the labelling of the six component vectors \{1, 2, 3, 4, 5, 6\} \equiv \{1, 2, 3, 4, 5, 6\} as in (49). By recording only those slots of the six component vectors which have positive entries one obtains a trivector labelling of the weight vectors. For example \(\Lambda^{(1)}\) has positive entries in slots 124 i.e. 121 after a permutation we refer to this weight as \(\Lambda^{(12)}\). We employed this permutation in order to conform with the trivector labelling convention of (49). In this way we obtain the dictionary

\[
\Lambda^{(0)} = \Lambda^{(123)}, \quad \begin{pmatrix} \Lambda^{(4)} & \Lambda^{(2)} & \Lambda^{(1)} \\ \Lambda^{(7)} & \Lambda^{(5)} & \Lambda^{(3)} \\ \Lambda^{(8)} & \Lambda^{(9)} & \Lambda^{(6)} \end{pmatrix} = \begin{pmatrix} \Lambda^{(123)} & \Lambda^{(31)} & \Lambda^{(112)} \\ \Lambda^{(223)} & \Lambda^{(231)} & \Lambda^{(212)} \\ \Lambda^{(323)} & \Lambda^{(331)} & \Lambda^{(312)} \end{pmatrix}
\]

and the remaining 10 weights are obtained by applying the ‘overline’ involution, e.g. \(\Lambda^{(1)} = \Lambda^{(123)}\). Let us now denote by \(A, B\) three element subsets of the set \{1, 2, 3, 4, 5, 6\}. Then the scalar products of the 20 weight vectors can be compactly summarized as

\[
\langle \Lambda^{(A)}, \Lambda^{(B)} \rangle = \begin{cases} \frac{3}{2}, & |A \cap B| = 0 \\ \frac{1}{2}, & |A \cap B| = 1 \\ -\frac{1}{2}, & |A \cap B| = 2 \\ -\frac{3}{2}, & |A \cap B| = 3 \end{cases}
\]
Let us now try to map the 20 weight vectors of (62) to the 20 observables showing up in a double-six of pentagrams arising from the Veldkamp line \( (H_{YY}, H_{YY}, C_{II}) \). For this Veldkamp line we know that the right hand sides of (45)–(47) show similar structure to the one of weight vectors. Hence we define the correspondence

\[
\Lambda^{(123)} \leftrightarrow XXZ,
\begin{pmatrix}
\Lambda^{(131)} & \Lambda^{(123)} \\
\Lambda^{(231)} & \Lambda^{(213)} \\
\Lambda^{(321)} & \Lambda^{(312)}
\end{pmatrix} \leftrightarrow \begin{pmatrix}
XXZ & XYZ & XZZ \\
YZZ & YYY & YZZ \\
ZXX & ZYY & ZZZ
\end{pmatrix}
\]

and the correspondence for the remaining weights and observables is established by the action of the ‘overline’ involution on the weight side corresponding to the transvection \( T_{IIY} \) on the observable side. Hence for example \( \Lambda^{(125)} \leftrightarrow XXX \) etc.

Let us consider now the (64) correspondence

\[
\Lambda^{(A)} \leftrightarrow O_A
\]

between weight vectors labelled by three element subsets of \( \{1, 2, 3, 1, 2, 3\} \) and the 20 observables of the three-qubit Pauli group (modulo elements of \( \mu_4 \)) featuring our double-six. It is easy to check that

\[
|A \cap B| = \text{even} \leftrightarrow \{O_A, O_B\} = 0,
|A \cap B| = \text{odd} \leftrightarrow [O_A, O_B] = 0.
\]

i.e. if the intersection size of weight vector labels are even (odd) the corresponding observables are anticommuting (commuting). For example the weight labels \( \{123\} \) and \( \{131\} \) have intersection size 2 hence the corresponding observables \( XXZ \) and \( XYZ \) are anticommuting, or the weight labels \( \{123\} \) and \( \{231\} \) have intersection size 1 hence the observables \( XXZ \) and \( YYZ \) are commuting. As a last example note that the labels of the highest and lowest weight vectors \( \{123\} \) and \( \{123\} \) are disjoint hence the corresponding observables \( XXZ \) and \( YYY \) are anticommuting.

Clearly every observable is commuting with itself which corresponds to the fact that the intersection size equals 3.

Notice, that we are merely interested in whether two observables are commuting or anticommuting, which in the finite geometric context translates to the corresponding points being collinear or not. This information translates to the incidence structure between weight vectors having scalar product \(-\frac{1}{3}, \frac{1}{3}\) (commuting), or \(\frac{1}{2}, -\frac{3}{2}\) (not commuting). Since norm-squared for weight vectors equals \(\frac{3}{2}\) the conditions for commuting of observables simplify to the single one that the corresponding weight vectors \(\Lambda^{(A)} \) and \(\Lambda^{(B)} \) are incident when the angle between them satisfies

\[
\cos \theta_{AB} = -\frac{1}{3}
\]

which happens when \(|A \cap B| = 1\).

Having clarified the meaning of commuting in the weight diagram picture, we should find a condition which corresponds to the one defining the lines of a pentagram. A line of a pentagram is labelled by a pairwise commuting set of four observables with their product producing the trivial observable \(III\) (up to a sign). We have 30 such lines forming the 12 pentagrams of our double-six. It is easy to check that in terms of four weight vectors this condition translates to

\[
\Lambda^{(A_1)} + \Lambda^{(A_2)} + \Lambda^{(A_3)} + \Lambda^{(A_4)} = 0, \quad |A_s \cap A_t| = 1, \quad s, t = 1, 2, 3, 4
\]
meaning that the sum of four incident weight vectors should produce the zero vector in \( \mathbb{R}^6 \). In terms of three element subsets this condition means that \( \mathcal{A}_1 \cup \mathcal{A}_2 \cup \mathcal{A}_3 \cup \mathcal{A}_4 \) should produce the set with *double occurrence* for all six labels. Two characteristic examples of that kind are the ones

\[
\{123\}, \{231\}, \{312\}
\]

\[
\{123\}, \{231\}, \{131\}, \{223\}
\]

(69)

It is easy to check that in the first case we have 12 and in the second 18 possibilities yielding the correct number 30.

In order to complete the correspondence one can present the weight diagram labelled by observables of our double-six. Using the dictionary of (64) and figure 8 for the weight diagram one immediately infers that the simple roots are represented by the observables

\[
(\alpha_1, \alpha_2, \alpha_3, \alpha_4) \leftrightarrow (\text{IXI, IZI, XXY, ZII, XII}).
\]

(70)

These observables can be used to label the Dynkin diagram of \( A_5 \), see figure 9.

As one can check the nodes of the Dynkin diagram are connected if the corresponding observables are not commuting and not connected if the ones are commuting. To the usual rule of subtracting a certain simple root from a weight, corresponds the rule of applying the transvection \( T_{\alpha_i} \) to the observable \( \mathcal{O}_A \) representing the weight \( \Lambda^A \). If \( [\alpha_i, \mathcal{O}_A] = 0 \) then \( \mathcal{O}_A \) is left invariant however, if \( \{\alpha_i, \mathcal{O}_A\} = 0 \) for some \( i \) then \( \mathcal{O}_A \) is transformed to a new observable via multiplying it with the observable which represents \( \alpha_i \). For example

\[
T_{\alpha_5} \Lambda^{123} = \Lambda^{T_{123}} \leftrightarrow T_{\text{XXY, IX}} XXZ
\]

(71)
due to the fact that \( \{\text{XXY, IX}\} = 0 \) meaning that the corresponding observables are not commuting.

Now as a last step one can display the weight diagram of the 20 dimensional irrep of SU(6) as labelled by the 20 observables of our canonical double-six. In order to present this all we have to do is to transform the labels of the Dynkin diagram of figure 9 with the involution \( T_{\text{ZZX, TXXX}} \). With this new labelling of the \( \alpha_i \) we have new transvections \( T_{\alpha_i} \) acting on the new weights this time represented by the preimage of the \( 1 + 9 + 9 + 1 \) observables showing up in the right hand side of (45) and (46). The resulting structure can be seen in figure 10. As we have stressed one can regard this as the canonically labelled weight diagram related to or canonical double-six. From this canonical labelling any of the 1008 labellings related to the full set of double-sixes of pentagrams can be obtained. The only thing we have to do is to apply our familiar method already has been illustrated by our considerations yielding (45)–(47).

We have clarified the representation theoretic meaning of our double-six of pentagrams via a rather ad hoc analogy to the structure of a special Freudenthal system. This approach was based on the specific Veldkamp line \( (H_{TT}, H_{TY}, C_{TT}) \) and provided an explicit mapping between weights and observables as shown in (64). In order to get to the same mapping for the canonical Veldkamp line \( (H_{TT}, H_{TY}, C_{TT}) \) we had to transform back with the involution \( T_{\text{ZZX, TXXX}} \). Can we obtain a more direct approach for the understanding of the mapping of (65) which also gives additional insight into the structure of our class of Veldkamp lines?
The answer to this question is yes. In order to show this let us consider the following set of generators for a seven dimensional Clifford algebra

\[(\Gamma_1, \Gamma_2, \Gamma_3, \Gamma_4, \Gamma_5, \Gamma_6, \Gamma_7) = (ZYI, YIX, XYI, IXY, YIZ, IZY, YYY)\]  

(72)
satisfying

\[\{\Gamma_i, \Gamma_j\} = 2\delta_{ij}, \quad i, j = 1, 2, \ldots 7\]  

(73)
and

\[i\Gamma_i\Gamma_3\Gamma_4\Gamma_5\Gamma_6\Gamma_7 = III.\]  

(74)

Let us then consider the following three sets of operators

\[\Gamma_i, \quad i \Gamma_i, \quad \Gamma_i\Gamma_j\Gamma_k, \quad 1 \leq i < j < k \leq 7.\]  

(75)

It is easy to check that the first two sets contain \(7 + 21 = 28\) antisymmetric operators and the third set contains 35 symmetric ones. Consider now the relations above modulo elements of \(\mu_4\). Then the four triangles corresponding to the four subsets of figure 7 giving rise to the explicit list of operators of (41)–(44) can be labelled as

\[\{\Gamma_{\mu}, \Gamma_{\nu} \}, \quad \{\Gamma_{\mu}, \Gamma_7 \}, \quad \{\Gamma_{\mu}, \Gamma_{\rho} \}, \quad \{\Gamma_{\mu}, \Gamma_{\nu}, \Gamma_7 \} \quad 1 \leq \mu < \nu < \rho \leq 6.\]  

(76)

One can check that the particular choice of (72) automatically reproduces the set \(\{\Gamma_{\mu}, \Gamma_{\rho} \}\) with our labelling of the 20 operators of the canonical set in terms of the 3 element subsets of the set \(\{1, 2, 3, 4, 5, 6\} = \{1, 2, 3, 4, 5, 6\}\). Indeed, we have

\[\Gamma^{(123)} \leftrightarrow \text{IX}, \quad \begin{pmatrix} \Gamma^{(12)} & \Gamma^{(13)} & \Gamma^{(112)} \\ \Gamma^{(23)} & \Gamma^{(23)} & \Gamma^{(232)} \\ \Gamma^{(32)} & \Gamma^{(323)} & \Gamma^{(312)} \end{pmatrix} \leftrightarrow \begin{pmatrix} ZZZ & YXY & XZZ \\ XYX & III & ZYY \\ XZI & YZY & XXZ \end{pmatrix}\]  

(77)

where we employed the notation \(\Gamma^{(\mu\nu)} \equiv \Gamma_\mu\Gamma_\nu\Gamma_7\) and as usual the missing entries are obtained by the action of the transvection \(\Gamma_{YY} = \Gamma_7\). Note that by virtue of (74) this transvection indeed acts as the overline involution since for example

\[\Gamma^{(123)} \leftrightarrow \text{IX}, \quad \begin{pmatrix} \Gamma^{(12)} & \Gamma^{(13)} & \Gamma^{(112)} \\ \Gamma^{(23)} & \Gamma^{(23)} & \Gamma^{(232)} \\ \Gamma^{(32)} & \Gamma^{(323)} & \Gamma^{(312)} \end{pmatrix} \leftrightarrow \begin{pmatrix} ZZZ & YXY & XZZ \\ XYX & III & ZYY \\ XZI & YZY & XXZ \end{pmatrix}\]  

Figure 10. The canonically labelled weight diagram of the 20 dimensional irrep of A_5.
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One can check that the particular choice of (72) automatically reproduces the set \(\{\Gamma_{\mu}, \Gamma_{\rho} \}\) with our labelling of the 20 operators of the canonical set in terms of the 3 element subsets of the set \(\{1, 2, 3, 4, 5, 6\} = \{1, 2, 3, 4, 5, 6\}\). Indeed, we have

\[\Gamma^{(123)} \leftrightarrow \text{IX}, \quad \begin{pmatrix} \Gamma^{(12)} & \Gamma^{(13)} & \Gamma^{(112)} \\ \Gamma^{(23)} & \Gamma^{(23)} & \Gamma^{(232)} \\ \Gamma^{(32)} & \Gamma^{(323)} & \Gamma^{(312)} \end{pmatrix} \leftrightarrow \begin{pmatrix} ZZZ & YXY & XZZ \\ XYX & III & ZYY \\ XZI & YZY & XXZ \end{pmatrix}\]  

(77)

where we employed the notation \(\Gamma^{(\mu\nu)} \equiv \Gamma_\mu\Gamma_\nu\Gamma_7\) and as usual the missing entries are obtained by the action of the transvection \(\Gamma_{YY} = \Gamma_7\). Note that by virtue of (74) this transvection indeed acts as the overline involution since for example
where \( \cong \) means equality modulo an element of \( \mu_4 \). One can also immediately verify that the transvection \( T_7 \) exchanges the two components of the set \( \{ \Gamma_6, \Gamma_7 \} \) (Schläfli’s double-six) and the 15 operators provide a labelling for the doily of figure 5.

One can also realize that the special structure of our canonical Veldkamp line is related to our special realization of our Clifford algebra. Indeed, all of the operators of (72) are antisymmetric ones. However, since all what is important for us is merely commutation properties, we could have used any such algebra for producing any other Veldkamp line from our class of 1008 elements. Hence our labelling of (76) encapsulates the general structure of our particular class of Veldkamp lines. The structure of incidence structures based on Clifford algebras has already been studied [38, 39]. In particular it is known that the number of such Clifford algebras (modulo permutations) is 288 and this number splits as 288 = 280 + 8 where 8 is the number of possibilities for forming a seven dimensional Clifford algebra featuring only antisymmetric operators. The set with 280 elements is formed by Clifford algebras featuring four symmetric and three antisymmetric operators. An example of this kind is obtained by transforming our Clifford algebra of (72) by the transvection \( T_{ZZY}T_{XXX} \)

\[
(\gamma_1, \gamma_2, \gamma_3, \gamma_4, \gamma_5, \gamma_6, \gamma_7) = (IXX, IIX, IZX, XIZ, YIZ, ZIY).
\]

Of course the operators \( \gamma_i \) that can be used to label the operators of the Veldkamp line give rise to the same patterns as the ones showing up in (76).

7. Conclusions

In this paper we investigated the geometry of the space of Mermin pentagrams, objects that are well-known for ruling out noncontextual hidden variable theories as alternatives to quantum theory. It is shown that this space of 12,096 possible pentagrams is organized into 1008 families, with each family containing a ‘double-six’ of pentagrams. We have established an important connection between the structure of the set of these families of Mermin pentagrams and a particular class of Veldkamp lines for three qubits. This study provided considerable amount of new geometric data on the structure of pentagrams. More importantly for the first time our result established a clear physical meaning of the abstract mathematical notion of a Veldkamp line for three-qubits featuring elliptic and hyperbolic quadrics. In short: a Veldkamp line of that kind encodes information on the geometry of special arrangements of three-qubit observables, in particular of all possible Mermin pentagrams that can be built from three-qubit observables.

The basic building blocks of the space of Mermin pentagrams are double-sixes. We have shown that they are inherently connected to the structure of the weight diagram for the 20 dimensional irrep of \( SU(6) \). Double-sixes are comprising a substructure within each Veldkamp line featuring 20 observables. We demonstrated that due to a transitive action of the symplectic group on the 1008 element set of Veldkamp lines it is enough to study merely one of these double-sixes (a one we called canonical), the rest of them can be generated in a straightforward manner.

There are many interesting ideas that follow from our considerations. Let us mention just two, the first of them is related to physics and the second to mathematics.

The first of them is the fact that our approach relates the space of Mermin pentagrams to a subset of the space of Mermin squares both built from three-qubit observables. Indeed, let us consider the 9 observables on the right hand side of (45) taken together with the observable \( IIX \). This observable is commuting with all of the 9 observables. These 10 observables form
a characteristic substructure from the $1 + 9 + 9 + 1$ structure we have studied. Moreover, $IIX$ taken together with any three observables taken from any of the three diagonals or anti-diagonals of the matrix from the right hand side of (46) forms six sets of quardruplets with pairwise commuting entries. They are six copies from the 30 possible pentagram lines taken from a double-six of pentagrams. Multiplying the observables on the right hand side of (45) with $IIX$ and rearranging the observables as follows one gets

\[
\begin{pmatrix}
XXI & XXI & YXI & YXI & ZXI & ZXI \\
YXI & YXI & YXI & YXI & ZXI & ZXI \\
ZXI & ZXI & ZXI & ZXI & YXI & YXI
\end{pmatrix}
\rightarrow
\begin{pmatrix}
XXI & YXI & ZXI & YXI \\
YXI & ZXI & YXI & ZXI \\
ZXI & YXI & ZXI & YXI
\end{pmatrix}.
\]

(80)

Let us call for the arrangement on the right hand side the rows and columns of the matrix as the lines of a grid with the operators being its points. Then one can check that the grid labelled by three-qubit observables has the properties (P1)–(P3) of section 3 provided this time (P1) means: three pairwise commuting operators that multiply to $\pm IIX$. The object we have obtained is called: a Mermin-square. One can transform this object back by the transvection $T_{ZXI}T_{XXX}$ with the result

\[
\begin{pmatrix}
XXI & YXI & ZXI \\
XIX & XIX & IZX \\
IXI & IXI & IXI
\end{pmatrix}
\]

(81)

being another Mermin-square. In this way for each Veldkamp line one obtains a Mermin-square 1008 in total. However, in our construction the observable $IIX$ (the highest weight) was special. But nothing prevents us from repeating the same construction by elevating any of the 20 observables to the status of a highest weight. Hence the total number of Mermin squares obtained in this way seems to be 20 160. However, since the highest and lowest weight yields the same Mermin-square the correct number is 10 080. Interestingly this number is just the half of the total number of Mermin-squares that can be built from three-qubit observables [40].

One can understand this result in yet another way. Let us recall the relevant results of section 4, in particular (38) and (39). Mermin pentagrams per Veldkamp line are built from the 20 observables forming 30 lines comprising quadruplets of observables residing in the double-six part of the Veldkamp line. Mermin-squares per Veldkamp line on the other hand are built from the 15 observables forming the 15 lines comprising triples of observables residing in the doily (the core set) part of the Veldkamp line. It is well-known [24] that a particularly labelled doily is containing 10 Mermin-squares (grids) as geometric hyperplanes. Since we have 1008 such doilies as core sets the naïve count gives 10 080 Mermin squares. The precise nature of this Mermin-square versus Mermin-pentagram correspondence will be addressed in future work.

The second of the ideas that follows from our work is representation theoretical. From our investigations it is clear that the notion of a particular Veldkamp line for three-qubits contains valuable representation theoretic information in a finite geometric manner. Apart from the structure of the double-six of pentagrams part which encodes the weight diagram of the 20 of $A_5$, it is clear that the Klein-quadric (i.e. the $H_{10}$) part featuring 35 observables should be related to the 35 of $A_6$. Indeed, due to $\binom{7}{3} = 35$ the relevant representation in this case is the one on trivectors in a seven dimensional space. On the other hand, as already mentioned in the Introduction the elliptic quadric part of our canonical Veldkamp line (i.e. the $H_{19}$ part) is encoding information on the weight diagram of the 27 of $E_6$. Hence by a convenient labelling for the $E_6$ Dynkin diagram one should be able to reproduce a labelling of the weight diagram of the 27 dimensional irrep in a manner similar to figure 9.
This connection between representation theory and finite geometry should of course survive for other Veldkamp lines and other multiqubit observables. In particular we conjecture that the \( N = 2, 3, 4 \) cases should produce some of the low dimensional representations of the simply laced groups (the ones of ADE-type) in a finite geometric setting. We are planning to explore these fascinating ideas in a future work.

Finally, let us note that our findings can also pave the way for further studies for uncovering the connection found between noncontextual configurations and weight diagrams of certain representations of Lie-groups. We even conjecture that by studying other Veldkamp lines of the Veldkamp space for \( N \)-qubits makes it possible to find new contextual configurations. This observation might be a starting point to study a certain subset of such configurations in a systematic manner. Our mathematical framework based on the notion of Veldkamp space encoding information on contextual configurations via representation theory might establish a unified picture. Our hope is that our Veldkamp space based approach might even serve as a guiding principle for organizing some of the scattered results relating group representations with contextuality.
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