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Abstract

Recently many first and second order variants of SGD have been proposed to facilitate training of Deep Neural Networks (DNNs). A common limitation of these works stem from the fact that they use the same learning rate across all instances present in the dataset. This setting is widely adopted under the assumption that loss-functions for each instance are similar in nature, and hence, a common learning rate can be used. In this work, we relax this assumption and propose an optimization framework which accounts for difference in loss function characteristics across instances. More specifically, our optimizer learns a dynamic learning rate for each instance present in the dataset. Learning a dynamic learning rate for each instance allows our optimization framework to focus on different modes of training data during optimization. When applied to an image classification task, across different CNN architectures, learning dynamic learning rates leads to consistent gains over standard optimizers. When applied to a dataset containing corrupt instances, our framework reduces the learning rates on noisy instances, and improves over the state-of-the-art. Finally, we show that our optimization framework can be used for personalization of a machine learning model towards a known targeted data distribution.

1 Introduction

Owing to the non-convex nature of most loss functions, coupled with poorly understood learning dynamics, optimization of Deep Neural Networks (DNNs) is a challenging task. Recent work can be broadly divided in two categories: (1) adaptive first order variants of SGD, such as ADAMw [24], RMSprop [12] and Adam [20], and (2) second order methods such as K-FAC [26]. These methods adapt the optimization process per parameter and obtain improved convergence and generalization. The objective function for these frameworks is to minimize finite-sum problems: $L(\theta) = \frac{1}{N} \sum_{i}^{N} L^i(\theta)$, where $L^i(\theta)$ denotes the loss on a single training data point. Standard optimization frameworks assume that the $N$ loss functions come from the same distribution, and share characteristics such as the curvature, Lipshitz constant, etc. However, in practice, this is not true. Figure 1 highlights the difference in loss function characteristics over the course of training for classes present in CIFAR100.

In contrast to prior work, which models the learning dynamics of sum of finite problems, in this work, we account for differences in characteristics of underlying loss functions in the sum. More
specifically, for each instance in the dataset, we associate a dynamic learning rate, and learn it along with model parameters. The SGD update rule for our framework takes the following form:

$$\theta^{t+1} = \theta^t - \frac{\lambda}{N} \sum_{i}^{N} (w_{i, inst}^t \cdot \frac{\partial L_i}{\partial \theta^t})$$

where $L_i$, $\lambda$, $w_{i, inst}^t$ denotes loss, model parameter learning rate, and multiplicative learning rate correction for instance $i$ at time step $t$. Having a dynamic learning rate per instance allows our optimization framework to focus on different modes of data during the course of optimization. Instead of using a heuristic, we learn the learning rate for each instance via meta-learning using a held out meta set. We also extend our framework to learn a dynamic learning rate per class.

The main contributions of our work are:

1. We present an optimization framework which learns an adaptive learning rate per instance in the dataset to account for differences in the loss function characteristics across instances. We extend this framework to learn adaptive learning rates per class. We also show that learning dynamic weight-decay facilitates learning dynamic learning rates on data.
2. We show that learning adaptive learning rate on data leads to variance reduction, and explains faster convergence and improved accuracy.
3. We show that in presence of noisy data, our framework reduces the learning rates on noisy instances, and prioritizes learning from clean instances. Doing so, we our method outperforms state-of-the-art by a significant margin.
4. We show that our framework can be used for personalization of machine learning models towards a targeted distribution.

2 Learning the learning rate for data

As mentioned earlier, the main goal of our work is to learn a dynamic learning rate for instances present in the train dataset. In this section, we first formalize this intuition and present the framework for learning instance level learning rates. Next, we will show how our framework can be extended to learn class level learning rates. We derive our method using stochastic gradient descent (SGD) as the optimizer for model parameters, however, extension to other class of optimizers can be done in a similar manner.

2.1 Learning instance level learning rate

Let $\{(x_i^{train}, y_i^{train})\}_{i=1}^{N}$ denote train set, where $x^i \in \mathbb{R}^d$ denotes a single data point in the train set and $y^i \in \{1, ..., k\}$ denotes the corresponding target. Let $f(x, \theta^t)$ and $\theta^t$ denote the model and model’s parameters at step $t$ respectively. Let $L(x_i^{train}, y_i^{train}; \theta^t)$ denote an arbitrary differentiable loss function on data point $i$ at time step $t$. In what follows, we denote $L(x_i^{train}, y_i^{train}; \theta^t)$ as $L_{train}(\theta^t)$. Let $w_{i, inst}^t \in \mathbb{R}^N$ denote the instance level parameters at time step $t$. Instance level parameters weigh contribution of instances in the gradient update (see Equation 1), and can be interpreted as a multiplicative learning rate correction over the learning rate of model parameter’s optimizer. Note, learning the learning rate for each instance is equivalent to learning weighting for each instance. For the ease of explanation, we choose the latter formulation. Our goal in optimization is to solve for optimal $\hat{\theta}$ by minimizing the weighted loss on the train set:

$$L_{train}(\theta^t, w_{i, inst}^t) = \frac{1}{N} \sum_{i=1}^{N} w_{i, inst}^t \cdot L_{train}(\theta^t)$$

$$\hat{\theta}(w_{i, inst}^t) = \arg \min_{\theta} L_{train}(\theta, w_{i, inst}^t)$$

The solution to above equation is a function of $w_{i, inst}^t$, which is not known a priori. Setting $w_{i, inst}^t$ as 1 at all time steps recovers the standard gradient descent optimization framework, but that might not be optimal. This brings us to the question: What is the optimal value of $w_{i, inst}^t$ i.e. the learning rate for data points at time step $t$?
Learning dynamic instance level learning rate via meta-learning  
In contrast to model parameters, whose optimal value is approximated by minimizing the loss on train set, we can not approximate the optimal value of \(w_{\text{inst}}\) by minimizing the loss on train set. Doing so, leads to a degenerate solution, where \(w_{\text{inst}} = 0\). In principle, the optimal value of \(w_{\text{inst}}\) is the one, which when used to compute the gradient update at time step \(t\), minimizes the error on a held-out set (referred as meta set) at convergence, i.e \(w_{\text{inst}}^t = \arg \min w_{\text{inst}} \mathcal{L}_{\text{meta}}(\hat{\theta}(w_{\text{inst}}^t))\). Here \(\hat{\theta}\) denotes model parameters at convergence. The sequence of model updates from time step \(t\) till convergence \((\theta^t \rightarrow \hat{\theta})\) can be written as a feed forward computational graph, allowing us to backpropagate meta-gradient (gradient on meta set) to \(w_{\text{inst}}^t\). However, this is not feasible in practice due to: (1) heavy compute for backpropagating through time steps, (2) heavy memory foot-print from saving all intermediate representations and (3) vanishing gradient due to backpropagation through time steps.

To alleviate this issue, we approximate the meta-gradient at convergence with the meta-gradient at time step \(t + 1\). More formally, we sample a mini-batch from train set, and write one step SGD update on model parameters \((\theta^{t+1})\) as a function of instance parameters at time step \(t\) (see equation 3). The one step update is used to compute loss on meta set \(\mathcal{L}_{\text{meta}}(\theta^{t+1})\), which is then used to compute the meta-gradient on instance parameters:

\[
\theta^{t+1}(w_{\text{inst}}^t) = \theta^t - \frac{\lambda}{N} \sum_{i=1}^{N} w_{\text{inst}}^{i,t} \frac{\partial L_{\text{train}}^{i}(\theta^t)}{\partial \theta^t}
\]

\[
\frac{\partial \mathcal{L}_{\text{meta}}(\theta^{t+1})}{\partial w_{\text{inst}}^{i,t}} = \frac{\partial \mathcal{L}_{\text{meta}}(\theta^{t+1})}{\partial \theta^{t+1}} \cdot \frac{\partial \theta^{t+1}}{\partial w_{\text{inst}}^{i,t}}
\]

\[
\frac{\partial \mathcal{L}_{\text{meta}}(\theta^{t+1})}{\partial w_{\text{inst}}^{i,t}} = -\frac{\lambda}{N} \cdot \frac{\partial \mathcal{L}_{\text{meta}}(\theta^{t+1})}{\partial \theta^{t+1}} \cdot \frac{\partial L_{\text{train}}^{i}(\theta^t)}{\partial \theta^t}
\]

Here, \(\lambda\) and \(N\) corresponds to the learning rate of the model optimizer and number of samples in train mini-batch respectively. Using the meta-gradient on instance-parameters we update the instance-parameters using first order gradient update rule (see equation 6).

\[
w_{\text{inst}}^{i,t+1} = w_{\text{inst}}^{i,t} - \lambda_{\text{inst}} \frac{\partial \mathcal{L}_{\text{meta}}(\theta^{t+1})}{\partial w_{\text{inst}}^{i,t}}
\]

The pseudo code for our method is outlined in Algorithm 1.

**Algorithm 1** Learning algorithm for learning the learning rate per instance

**Input:** Train set \(\mathcal{D}_{\text{train}}\), meta set \(\mathcal{D}_{\text{meta}}\), model learning rate \(\lambda\), instance parameter learning rate \(\lambda_{\text{inst}}\), max iterations \(T\).

**Output:** Model parameters at convergence \(\theta^T\).

1: Initialize model parameters \(\theta^0\) and instance level parameters \(w_{\text{inst}}^0\).
2: for \(t = 0\) to \(T - 1\) do
3: \(\{x_{\text{train}}^i, y_{\text{train}}^i\} \leftarrow \text{SampleMiniBatch}(\mathcal{D}_{\text{train}})\).
4: \(\{x_{\text{meta}}^i, y_{\text{meta}}^i\} \leftarrow \text{SampleMiniBatch}(\mathcal{D}_{\text{meta}})\).
5: \(\{w_{\text{inst}}^i\} \leftarrow \text{SampleInstanceParameters}\).
6: Update model parameters, and express \(\theta^{t+1}\) as a function of \(w_{\text{inst}}^t\) by Eq. 3.
7: Update \(w_{\text{inst}}^t\) by Eq. 6.
8: end for

**Analysis of meta-gradient on instance level parameters**  
From equation 5 we can observe that the meta-gradient on instance parameter \(w_{\text{inst}}^{i,t}\) is proportional to the dot product of \(i^{th}\) training sample’s gradient on model parameters at time step \(t\) with meta-gradient on model parameters of samples in the meta set at time step \(t + 1\). Therefore, training samples whose gradient aligns with the gradients on meta-set will obtain a higher weight, leading to an increased learning rate. The converse holds true as well. For example, if an instance in train set has wrong label, its gradient will not align with gradient of clean instances in the meta set. Over the course of learning, the corrupt instance will end up obtaining a lower value of instance parameter.
2.2 Learning class level learning rate

While instance parameters have the flexibility to adapt to each instance present in the dataset, number of parameters grow with the size of dataset. To alleviate this issue, another way we can partition a dataset is by leveraging the class membership of data points. More specifically, we can learn a learning rate for each class, shared by all the instances present within the class. Let \( w_{c,t}^{class} \in \mathbb{R}^N \) denote the class parameters at time step \( t \). Similar to equation (3), we can write the one step look ahead update as a function of class parameters, and use it to compute the meta-gradient on the class parameters:

\[
\frac{\partial L_{\text{meta}}(\theta_{t+1}^*)}{\partial w_{c,t}^{class}} = -\frac{\lambda n_c}{N} \cdot \frac{\partial L_{\text{meta}}(\theta_{t+1}^*)}{\partial \theta_{t+1}^*} \cdot \left[ \frac{1}{n_c} \sum_{y_i = c} \frac{\partial L_{i_{\text{train}}}^i}{\partial \theta_t} \right]^T
\]

(7)

Here, \( w_{c,t}^{class} \) denotes the weight for \( c \) (target class for \( i^{th} \) train data point), and \( n_c \) denotes number of samples in class \( c \). As seen in equation (7), the meta-gradient on class parameters is proportional to the dot-product of meta-gradient on model parameters with gradient on model parameters from train set, averaged over instances belonging to class \( c \). We provide detailed derivation in supplementary material.

2.3 Meta-learning weight decay regularization

Use of weight-decay as a regularizer is a de-facto standard in training Deep Neural Networks (DNNs). However, the exact role weight-decay plays in optimization of modern DNNs is not well understood [8, 13, 24, 39]. In this section, we highlight the importance of learning the weight-decay coefficient along with the learning rate for dataset, class or instances. For ease of explanation, let us consider the case where we are interested in learning instance level learning rate, and we have the standard weight-decay term added as a regularizer.

\[
L_{\text{train}}(\theta_t, w_{\text{dataset}}^t) = \frac{1}{N} \sum_{i=1}^{N} w_{\text{inst}}^i \cdot L_{i_{\text{train}}}^i(\theta_t^i) + \lambda_{wd} \| \theta_t^i \|_2^2
\]

(8)

Here \( \lambda_{wd} \) denotes the weight-decay coefficient. During the course of optimization, regardless of the magnitude of the first term, the contribution of the second term in gradient update is fixed. In our experiments, we found this to be problematic. When meta-gradient reduces the magnitude of instance parameter \( w_{\text{inst}}^i \), it leads to a relative increase of weight-decay component in the gradient update. This leads to destabilization of the training. We solved this problem by treating the weight-decay coefficient as a learnable parameter, which is learnt along with the learning rate of class and instances using meta learning setup.

3 Experiments

3.1 Implementation details

Unless stated otherwise, the following implementation details hold true for all experiments in the paper. We use SGD optimizer (without momentum and weight-decay) to learn instance and class level learning rates. We use same batch-size to sample batches from train-set and meta-set. Apart from clamping negative learning-rates to 0, we do not employ any form of regularization, and rely on the meta-gradient to regularize the learning process. We perform \( k \)-fold cross validation, where the held-out set is used as both: meta-set and validation-set (for picking best configuration). For reporting final numbers, we average out dynamic learning rate trajectory for each class and instance, and use it to train on the full train-set. We ensure all methods use the same amount of training data. We report mean and standard-deviation computed over 3 runs.

3.2 Image Classification on CIFAR100

In this section, we show efficacy of our optimization framework when applied to the task of image classification on CIFAR100 [21] dataset. CIFAR100 dataset contains 100 classes, 50,000 images in the train set and 10,000 images in the test set. Therefore, in our framework, along with the model
Figure 2: Table: Comparison of class and instance level optimizer with different optimizers on CIFAR100. We do a grid search on learning rate and weight-decay for other optimizers (see supplementary). Lookahead and Polyak are wrapped around SGD. Figures: Test and train accuracy for different optimizers for VGG16. Using our optimizer leads to reduced variance, and better generalization.

parameters, we learn 100 and 50,000 dynamic learning rates for class and instances respectively. We evaluate our framework with ResNet18 [11], VGG16 [35]. We use standard setup for training both architectures (details in supplementary).

In Figure 2, we compare our optimization framework to other optimizers commonly used in the deep learning community. Similar to results in [40], when tuned appropriately, apart from ADAM, all other optimizers obtain performance comparable to SGD. In both settings, learning class or instance level learning rate, we outperform these standard optimizers by a significant margin. These gains over standard optimizers can be attributed to the fact that our framework adapts the optimization process over samples in dataset instead of model-parameters.

Across both architectures, learning instance level learning rates performs more favorably compared to learning class level learning rates. This validates our hypothesis: loss functions for samples within a class might have different characteristics, and might benefit from learning sample specific learning rates. However, class level parameters get more frequent updates compared to instance level parameters, and hence can achieve faster convergence (see Figure 2, middle).

3.3 Analysis of optimization framework

Variance reduction via dynamic learning rates on data One key hypothesis of our work is: loss functions for different data points can have different characteristics, and hence might benefit from different learning rates. In Figure 3 we empirically verify this property on CIFAR100, using class-level learning rates for training VGG16. In Figure 3 (A, B) we plot the train loss and test accuracy for the best (green) and the worst (red) performing class at convergence. Shared learning rate used by SGD works well for the green class, but is not able to optimize the red class (until learning rate decay at epoch 150). In contrast, our method accounts for class performance on the meta-set, and reduces the learning rate for each class in proportion to that (see Figure 3, C and D). This result provides an interesting view to our method from the perspective of variance reduction. In contrast to standard setting where methods have been proposed to reduce variance in the gradient estimator for the entire mini-batch, our work performs selective variance reduction. Lowering the learning rate for classes with worse performance will lower the overall variance in gradient estimator, leading to faster and stable convergence. In light of recent work [6], which shows ineffectiveness of standard variance reduction framework in deep learning, our results indicate that performing selective variance reduction could be an interesting direction to explore.

Importance of history As mentioned earlier, learning learning rates on data points can be interpreted as learning a weighting on them. Some recent works [16,32,34,38] have used meta-learning based approaches to dynamically assign weights to instances. In general, these works [16,34,38] train a secondary neural network to assign weights to data-points throughout the course of training, or [32] perform an online approximation of weights for each sample in the mini-batch.

| History | ResNet18 | VGG16 |
|---------|----------|--------|
| Instance | ✓ | 78.6 ± 0.2 | 76.5 ± 0.1 |
| ✓ | 77.8 ± 0.2 | 75.4 ± 0.2 |
| Class | ✓ | 78.3 ± 0.2 | 76.2 ± 0.2 |
| ✓ | 77.8 ± 0.1 | 75.7 ± 0.1 |

Table 1: Impact of retaining history on CIFAR100 for image-classification.
Figure 3: To speed up convergence, our framework reduces learning rate on classes with worse performance on meta set (see text for details). Learning dynamics for class with best (green) and worst (red) performance at convergence. A: Train loss. B: Test accuracy. C: Dynamic learning rate for the classes, along with mean learning rate for all classes (black). D: At each epoch, we plot the correlation of learning rate of a class with their performance on heldout meta-set and train-set.

| Dynamic weight decay | SGD   | 77.5 ± 0.0 | 78.0 ± 0.1 | Class-level | 77.7 ± 0.1 | 78.3 ± 0.2 | Instance-level | 78.2 ± 0.1 | 78.6 ± 0.2 |
|----------------------|-------|------------|------------|-------------|------------|------------|----------------|------------|------------|

Figure 4: Evaluation of dynamic weight-decay on CIFAR100 with ResNet18. Left: Dynamic weight-decay improves all three optimizers. Center: Train (dashed) and validation (solid) accuracy for SGD optimizer, with fixed and dynamic weight-decay. Right: Plot showing the value of dynamic weight-decay when learnt along with SGD. When the learning rate drops (epoch 80, 120), weight-decay coefficient increases so as to counteract overfitting, and obtains better performance at convergence.

These frameworks are Markovian in nature, since weights estimated at each time step are independent of past predictions. In contrast, our framework treats learning rates on data as learnable parameters, and benefits from past history of optimization. In Table 1, we establish the importance of retaining optimization history, by evaluating our framework without the use of history. Specifically, after each time step, we update the model parameters using the updated value of instance and class learning rates. Post model parameter update, we reset the instance and class learning rates to their initial value of 1. As shown in Table 1, not reusing the history of learnt learning rates leads to a significant drop in performance across all settings and architectures on CIFAR100. Another place of comparison with this prior work is in noisy setting (see Section 3.4), where we outperform these methods by a significant margin.

Importance of learning a dynamic weight-decay. Recently, the importance of weight-decay in optimization of DNNs has gained much interest [8, 13, 24, 39]. [8] empirically demonstrate that weight-decay plays an important role in the first few epochs, and does not play as much a role in the later stages of training. Our results indicates otherwise. In this work, we show that learning a dynamic weight-decay leads to significant change in SGD dynamics and also facilitates the learning of learning rates on data. Figure 4 highlights the change in dynamics of SGD optimizer when weight-decay is learnt along with the model parameters. Compared to baseline (fixed weight-decay), the learnt weight-decay adapts to different stages of optimization (see Figure 4 right). More specifically, post learning rate drop, when model is most prone to overfitting, dynamic weight decay coefficient increases. This leads to a temporary drop in performance, but results in better generalization at convergence. As seen in the table (Figure 4 left), learning a dynamic weight-decay improves performance of all three optimizers.

3.4 Results on Robust Learning

Learning instance-level learning rates can be useful when some of the labels in the dataset are noisy, where the framework should decrease learning rates on corrupt instances. In this section, we validate our framework in a controlled corrupted label setting.

To compare with the relevant state-of-the-art, we follow the common setting in ([16, 32]) to train deep CNNs, where the label of each image is independently changed to a uniform random class with probability $p$, where $p$ is noise fraction. The labels of validation data remain clean for evaluation. We
We benchmark our method and the baselines in table below on the CIFAR100 dataset. As seen in Figure 6, using our proposed solution we outperform the other baselines by a significant margin.

|                | Setting A | Setting B |
|----------------|-----------|-----------|
| **Baseline**   | 50.6% ± 0.14 | 83.0% ± 0.16 |
| **MentorNet**  | 66.9% ± 1.40 | 14.0% ± 0.2 |
| **Data Parameter** | 70.94% ± 0.15 | 35.8% ± 1.0 |
| **OURS** (instance-level) | 69.0% ± 0.2 | 59.6% ± 0.3 |
| **OURS (instance-level)** | 69.0% ± 0.2 | 59.6% ± 0.3 |

**3.5 Personalizing DNN models**

In a traditional setting, machine learning models are trained under empirical risk minimization (ERM) framework, where train and test set are assumed to be sampled from the same distribution. These models are optimized to work well across the entire data distribution. However, this training setup would not be ideal when at test time only a subset of train distribution is of interest. This situation can come up in various practical problems: (1) targeting a certain demographic for recommender systems [28], (2) personalizing models in health for a certain anomaly or demographic [14, 27], etc. In this setting, an important question one needs to answer is: *What training data should I train the model on?*

We simulate this scenario using the CIFAR100 dataset, which contains 100 fine grained classes, and 20 super classes (mutually disjoint, contains 5 classes). In this scenario, despite having the entire dataset annotated, we are interested in one super class at test time. Below we detail different methods which can be used in this scenario along with our proposed solution.

**Biased training:** The problem can be reduced to ERM framework by training the model on instances belonging to classes present in the super class. This approach makes an assumption that the other classes present in the dataset are completely disjoint from the super class. However, some of the discarded classes might share common low-level features which might be useful to train the early layers of deep neural network.

**Full training:** To address the aforementioned limitation, and take advantage of all the annotated data, one can train the model on all classes of the CIFAR100 dataset. However, this approach makes an assumption that training on all classes would be beneficial for the classes present in super class.

**Transfer Learning:** Train model on all 100 classes (full training), followed by training on the classes present in super class (biased training). A limitation of this approach is that pretraining model on all 100 classes might bias the model.

**Our solution:** The limitation of approaches mentioned above lies in the fact that it involves making a hard choice regarding the classes present in the training set. We relax this constraint by using dynamic class-level learning rates, which can guide the optimization process towards a biased subset dynamically. The meta set is comprised of instances belonging to the super-class.

We benchmark our method and the baselines in table below on the CIFAR100 dataset. As seen in table in Figure 6 using our proposed solution we outperform the other baselines by a significant margin.
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4 Related Work

Optimization of DNNs has gained a lot of interest recently [1, 13, 17, 19, 24, 26, 40]. While a full
detailed review is beyond the scope of this paper, here, we give a brief overview of related work most
relevant to the material present in the paper.

Learning adaptive learning rates on data can be interpreted as learning a weighting on each data
point. [16, 34, 38] train an auxiliary neural network to assign weights to data points. [32] performs
an online approximation, where it uses one step look ahead on meta-set to estimate the weights for
samples in the mini-batch. These approaches are Markovian in nature, since weights estimated at
each time step are independent of past-predictions. In contrast, our method leverages the past history
of optimization, and outperforms these state-of-the-art methods for robust learning (see Section 3.4).

Our work also has connections to importance sampling. [15, 17, 18] propose approximations for the
gradient norm of instances which are used for sampling data points. Theoretically, sampling data
points with high gradient norm should lead to faster convergence. However, this would not work well
in real world dataset which contain noisy data. In the same spirit, our work also has connections to
the field of curriculum learning [4, 9, 36] and self-paced learning [7, 22, 29, 37]. These approaches
either design hand-crafted heuristics, or use loss value of data points as a proxy to decide the ordering
of data. All these approaches require coming up with a heuristics which might not work from one
problem domain to another. In contrast, our work can be interpreted as a soft differentiable form
of importance sampling, where the importance of a sample (learning rate) or curriculum is learnt
through meta gradient.

Data parameters [33] introduced learnable temperature parameters for each instance and class in the
dataset. These parameters controlled the gradient contribution for each data point, and were learnt
using gradient descent. In similar spirit, [2] introduced learnable robustness parameter per data point,
which generalized different regression losses. Both of these works learn parameters per data point for
robust estimation in classification or regression. In comparison, our formulation is more generic and
can admit any differentiable loss function. More importantly, due to its meta-learning framework, our
approach allows for robust estimation of noise as well as personalization.

Other work has proposed optimizing a few hyperparameters, such as kernel parameters [5], weight
decay [3] or others [25], using gradients during training. However, to the best of our knowledge, none
have done so for learning dynamic learning rates across training per se, nor done so at scale (e.g. one
rate per instance) to achieve state-of-the-art performance.

5 Conclusion

In this paper, we have proposed an optimization framework which accounts for differences in loss
function characteristics across instances and classes present in the dataset. More specifically, our
framework learns a dynamic learning rate for each instance and class present in the dataset. Learning
a dynamic learning rate allows our framework to focus on different modes of training data. For
instance, when presented with noisy dataset, our framework reduces the learning rate on noisy
instances, and focuses on optimizing model parameters using clean instances. When applied for the
task of image-classification, across different CNN architectures, our framework outperforms standard
optimizers. Finally, for the task of personalization of machine learning models towards a known data
distribution, our framework outperforms strong baselines.

| Super Class          | People | Aquatic | Vehicle | Electrical | Devices | Reptiles |
|----------------------|--------|---------|---------|------------|---------|----------|
| Biased Training      | 54.1 ± 1.3 | 69.7 ± 4.5 | 91.1 ± 0.5 | 87.0 ± 0.5 | 77.0 ± 0.5 |
| Full Training        | 55.5 ± 1.6 | 61.1 ± 4.1 | 84.7 ± 0.5 | 77.5 ± 1.1 | 65.1 ± 1.4 |
| Transfer Learning    | 54.0 ± 1.4 | 66.4 ± 4.1 | 91.0 ± 0.2 | 87.7 ± 0.7 | 76.2 ± 0.3 |
| Ours (class-level)   | 61.0 ± 1.2 | 76.7 ± 0.3 | 93.0 ± 0.5 | 88.1 ± 0.8 | 79.5 ± 0.7 |

Figure 6: Table: For the task of personalization towards a super-class, using dynamic class level
learning rates outperforms baselines which involve a static choice of train data. Figure: Repetable
trajectories of learning rate for classes not present in the super class.
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