Self-driving labs (SDLs) combine fully automated experiments with artificial intelligence (AI) that decides the next set of experiments. Taken to their ultimate expression, SDLs could usher a new paradigm of scientific research, where the world is probed, interpreted, and explained by machines for human benefit. While there are functioning SDLs in the fields of chemistry and materials science, we contend that synthetic biology provides a unique opportunity since the genome provides a single target for affecting the incredibly wide repertoire of biological cell behavior. However, the level of investment required for the creation of biological SDLs is only warranted if directed toward solving difficult and enabling biological questions. Here, we discuss challenges and opportunities in creating SDLs for synthetic biology.

What is a self-driving lab?
Self-driving labs (SDLs), or autonomous experimentation, combine robotics for automated experiments and data collection, with artificial intelligence (AI) systems that use these data to recommend follow-up experiments [1–3] (Fig. 1). These recommendations potentially involve not just the conditions and parts to be used for the next experiment, but also which underlying hypothesis to test.

A possible example of a SDL in synthetic biology could involve a DNA assembly microfluidic chip that automatically produces variants of a given pathway producing a
metabolite of interest (e.g. the biofuel precursor bisabolene), transforms them into a host (e.g. a bacteria such as E. coli, P. putida, or R. toruloides), and is able to culture this host and measure the corresponding bisabolene production. This automated experiment setup would be coupled with an AI recommendation engine that takes these experimental data and proposes different pathway variants with the goal of maximizing bisabolene production. A conceivable expansion could add the ability to replace specific genetic parts beyond the bisabolene pathway, so as to have an effect on precursor supply. The hypotheses generated by the AI in terms of recommended pathway variants and gene edits would be tested by the automated microfluidic chip in the next cycle.

The SDL concept requires full autonomy from humans. A partially automated system, or one that requires human intervention to finish the cycle of experimentation/planning is not, rigorously speaking, a SDL. Full automation for the cycle is not a whimsical requirement, but rather enables the full potential of SDLs. Completely automated systems can reach duty cycles (e.g. 24/7/365 operation), experiment-to-experiment reproducibility, and efficiency that are unattainable by humans. Furthermore, they are potentially linearly scalable (e.g. simply acquire more copies of the equipment), and, as a consequence, can produce large amounts of high-quality data and metadata. Such large volumes of high-quality data can make AI systems particularly effective and insightful: artificial neural networks, for example, are known to be most effective once a certain threshold of training data is available. These benefits will be critical to produce improved scientific understanding, and significantly decrease time to the desired bioproducts.

However crucial, the requirement of full autonomy may be too stringent for the current state of technology, so it is useful to consider intermediate steps toward the realization of SDLs. Similar considerations have moved the car industry to entertain the concept of ‘Degrees of autonomy’ in self-driving cars. For this reason, a similar set of ‘Autonomy levels’ has been proposed to both describe the current technological capabilities and incentivize the gradual development into fully autonomous systems [4] (see Fig. 2). In practical terms, systems displaying an autonomy level of three or above can be considered SDLs, since they display closed Design–Build–Test–Learn cycles.

### Figure 1
SDLs combine automated robotic platforms and data collection with AI that processes these data to decide the next set of experiments to perform and, potentially, which hypotheses and theories to test.

### Figure 2

| Level Description         | Example                  |
|---------------------------|--------------------------|
| 5                         | AI researcher            |
| 4                         | Highly-autonomous research |
| 3                         | Conditional autonomy     |
| 2                         | Partial autonomy         |
| 1                         | Research assistance      |
| 0                         | No autonomy              |

SDLs are level-3 autonomy systems. Autonomy levels for SDLs describe the degree of independence from human intervention. At level 0, all experimental design and execution, as well as data capture, is handled by humans. At level 1, some repetitive tasks are outsourced to robots. Level 2 requires systematic digital description of protocols and experiments, as well as machine-interpretable data, such as in the laboratory work planner Aquarium [5]. Level 3 involves the closed Design–Build–Test–Learn cycles that can be considered the minimum requisite for a SDL, along with interpretations of routine analyses and flagging anomalies for humans to handle. Level 4 involves robotic protocol execution and routine data analyses, as in ‘Adam’ and ‘Eve’ [6,7], with humans involved only as setting goals and plans (i.e. SDL works as a lab assistant to humans). At level 5, humans just set goals and receive results (i.e. SDL behaves as investigator and human as manager).

Adapted from Beal and Rogers [4].
are now available. In biology, there are some budding examples, which show the promise of this approach.

In chemistry [3] and material sciences [2], the maturity of automation platforms and the availability of machine learning (ML) methods has enabled the creation of several SDLs or almost fully automated processes. For example, Granda et al. [8] developed a platform that explores the chemical space using an organic synthesis robot combined with an ML model to predict reactivity of possible reagent combinations. More recently, Christensen et al. [9] developed an automated closed-loop system for parallel process optimization in reactors to optimize the yield of a stereoselective Suzuki–Miyaura cross-coupling reaction. Wang et al. [10] developed a self-optimizing millifluidic reactor for scaling the manufacturing of nanomaterials with improved optical properties. In material sciences, Macleod et al. used the modular robotic platform Ada capable of autonomously optimizing the hole mobility of the materials commonly used in perovskite solar cells and consumer electronics [11], as well as discovering new synthesis conditions for optimized conductivities and processing temperatures for palladium films [12]. Robotics coupled with Bayesian optimization were used in multiple cases: autonomous synthesis and resistance minimization of thin films [13], optimizing mechanical properties of structures for a given application [14], improving adhesive formulations [15], achieving targeted 3D print features in additive manufacturing [16], discovering novel battery electrolytes [17], and search for photocatalyst mixtures with improved activity for hydrogen production from water [18].

Biology saw the first published closed-loop systems for scientific discovery in the form of Adam, a robot scientist that determined gene function through gene deletion and auxotrophic experiments in S. cerevisiae [6]. Eve followed for the repurposing of drugs, identifying an angiogenesis-inhibiting anticancer drug for antimalarial use [7]. More recently, Si et al. [19] developed an automated platform for multiplex genome-scale engineering in S. cerevisiae. Hamedirad et al. [20] used the BioAutomata fully automated platform to optimize promoter choice in lycopene-producing E. coli, and Kanda et al. [21] used an autonomous robotic system to find the optimal conditions for inducing stem cell differentiation into retinal pigment epithelial cells.

While funding for SDLs is still limited, there are instances from the US National Science Foundation (NSF), the Canadian National Research Council, and (Defense Advanced Research Projects Agency) DARPA.

The special case of biology
SDLs present unique opportunities and challenges in biology, as compared with other disciplines in which they have been deployed.

A unique opportunity is the collection of the cellular instructions in a single repository (genomic DNA) that can now be easily manipulated via gene-editing techniques or evolutionary approaches. In material sciences, the Young’s modulus or hole mobility of a material depends on a variety of structural and chemical elements that are distributed over the material, and can be complicated to locate and modify. In biology, a cell’s phenotype is determined primarily by a combination of its environment and its genome. The genome’s capability to encode an incredibly varied set of phenotypes is showcased by the fantastic diversity provided by evolution on Earth over the last three billion years. These phenotypes range from metabolic adaptation to extreme environments, carbon capture from atmosphere, production of valuable chemicals and bioproducts, and multicellular coordination, to the emergence of consciousness and intelligence. Furthermore, the genome is now more accessible than ever before through recent advances in CRISPR-enabled gene-editing tools [22], and evolutionary approaches comprising, for example, targeted mutagenesis and natural selection [23,24]. This combination of accessibility, centralization, evolvability, and ability to produce very diverse outcomes is unparalleled and holds the promise of unique societal impact.

Conversely, distinctive hurdles involve automation capabilities that are nascent compared with other fields, and biology curricula that do not currently emphasize the backgrounds in mathematics and robotics that are critical for creating SDLs (see section ‘Gaps for realizing self-driving labs’ for further discussion).

Benefits of self-driving labs
The main appeal for SDLs is their ability to enable significant scientific advances, which justifies their significant cost. These scientific advances involve, first, solving difficult biology questions that are intractable with current approaches. Second, and arguably more importantly, they involve upending the development of science as we know it, to accelerate it by leveraging AI.

The high level of investment needed to enable biological SDLs is only warranted if directed toward solving important and difficult biological problems. These involve biological problems that could take decades, or even centuries, to solve otherwise: for example, the prediction of protein structure from sequence [25]. Some examples of remaining difficult biological problems, including both topics of fundamental and practical importance, are:

1. **Systematic increase of Titer, Rate, and Yield (TRY) for bioengineered microbial strains.** A significant obstacle in developing commercially viable processes is reaching economically viable levels of TRY of a biologically
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produced small molecule. The traditional approach involves heuristic combinatorial processes that rely on strain-specific in-depth metabolic knowledge (i.e. the ‘pull-push-block’ approach [26]), and do not transfer well to other products, pathways, and hosts.

2. **Mapping of regulatory networks.** Perhaps the largest hurdle in predicting an organism’s metabolism is to understand how it is regulated, which involves the mechanistic understanding of a large part of its genomic complement [27].

3. **Elucidating the genotype-to-phenotype link.** This challenge is, arguably, the central problem in biology, but despite promising advances [28–30], it remains beyond our reach to predict accurately and quantitatively the behavior of an organism given its genome.

4. **Inverse design of microbiomes.** Microbial communities exhibit remarkable capabilities, from driving Earth’s biogeochemical cycles to increasing crop productivity [31]. However, we currently lack the knowledge to design communities to meet a specification: for example, remain stable over a year, or remove X grams/liter/hour of phosphorus from wastewater.

5. **Exploring biological behavior outside Earth.** Understanding how biological systems react to being in deep space or on another planet/satellite is fundamental to enable space exploration, and the proliferation of humankind beyond a single planet. However, workforce and equipment are extremely limited in space, due to the very high logistic cost of transporting them to orbit and beyond [32].

Each of these challenges will require very different robotic setups for the corresponding SDL. The cost of each of these SDLs would be directly related to its scope: SDLs exploring a large phase space and using sophisticated assays are bound to be costly, whereas simpler SDLs can potentially be quite affordable.

Perhaps, the most important impact of SDLs in science would come from the ability to automatically build scientific knowledge. By scientific knowledge, we mean a generalized body of facts, laws, and theories able to explain and predict the behavior of the system under study. We envision SDLs to be able to draw from prior knowledge and external sources as needed to perform experiments that improve this knowledge (Fig. 3). This improvement would be reflected in increased mechanistic understanding and predictive power. We envisage that a SDL would store its accumulating knowledge as a digital twin, whose role evolves as more is learned about the biological system it is analyzing. Digital twins are virtual replicas of real-world products, systems, beings,
Admittedly, this type of AI technology is not yet available, despite significant recent advances in question-answering and summarization [34], integrating prior knowledge into AI systems [35], and automated derivation of generalizable rules [36,37]. Massive language models such as GPT-3 are able to perform impressive tasks that appear to mimic natural language understanding, but these systems are ungrounded and are essentially performing pattern matching, and much needs to be done to unite classical symbolic reasoning systems with deep learning approaches [38]. Indeed, the scientific process of developing and experimentally testing hypotheses, to create a falsifiable worldview that can be used to make quantitative predictions and inform decision-making, comes quite close to the definition of artificial general intelligence.

Gaps for realizing self-driving labs

The benefits of SDLs necessitate several technological and social advances to become a reality. The gaps involve limitations in current automation technologies, AI algorithms, data management, and, importantly, social hurdles.

While automation of synthetic biology processes using liquid-handling commercial robotic workstations is gaining momentum, this approach has limitations for SDLs that new technologies may help ease. Companies such as, for example, Ginkgo Bioworks or Amyris automate their discovery process using these workstations, and a few are even providing automation as a service [39]. However, the processes automated in the chemistry and material sciences SDLs discussed above are only a subset of the ones needed in synthetic biology. Typical molecular biology processes such as cell transformations via electroporation, colony picking, plating, and outgrowth, while doable through liquid handlers and other instrumentation, are very difficult to link together in the seamless manner SDLs require (Fig. 2). Microfluidics offer the opportunity to provide this seamless integration by encapsulating cells and reagents into droplets, and manipulating them precisely. Indeed, microfluidic platforms have been proposed for miniaturization of biological reactions, including DNA synthesis and assembly [40], transformation [41,42], cell-free expression [43], and phenotypic screening by fluorescence [44] and mass spectrometry [45]. Truly disruptive functionalities can be achieved by combining these capabilities with new developments in molecular sensors embedded on semiconductor chips [46], wireless optically activated microscopic sensors [47], monitoring of free radicals through fluorescent nanodiamonds [48], metabolic modulation through optogenetics [49], or manipulation of cells with light [50]. Microfluidic sampling from bioreactors can also enable real-time sensing and imaging of cells in their environments, enabling continuous data capture. Moreover, these microfluidic platforms are far more affordable and use less reagents than robotic workstations, permitting a much larger number of experiments and democratizing the access to synthetic biology. Their routine use in synthetic biology, however, necessitates sustained investment to enable seamless functioning and the automation of the full range of synthetic biology processes.

Novel AI algorithms are needed to make SDLs a reality in synthetic biology. Although current algorithms can guide the metabolic engineering process effectively [51], widespread adoption of SDLs will require the AI to understand context, and the ability to produce interpretable knowledge. This means the ability to 1) use prior knowledge to inform the AI in the SDL, and 2) extract knowledge out of the predictive capabilities of the AI such that it can be extrapolated to related, but different, experimental conditions by other human researchers or SDLs (Fig. 3). The ability to leverage and produce extrapolatable knowledge is critical if we are to benefit from a large amount of SDLs. Otherwise, humans would become the bottleneck in transferring the knowledge accumulated in the digital twins from and to the SDLs (Fig. 3). One possibility to introduce this much-needed context may lie in the use of foundational models [52], trained on massive datasets, and adapted to specific use cases.

Data management is a critical link between automation and AI algorithms that has been often neglected in the past. While often considered a burdensome chore, there is simply no AI without data, and there are no SDLs without AI. General ontologies and extensible standards for data and protocols are critical if large amounts of data are to be collected and seamlessly integrated into an ecosystem involving continuous data exchange among SDLs and human researchers.
Another important obstacle for the creation of SDLs in biology involves the sociological challenges in having computer scientists and automation engineers work together with molecular and synthetic biologists. These two worlds embody very different scientific cultures, which are reflected not only in how they solve problems, but also which problems they consider worth solving [53]. Having them work together constructively is, arguably, harder than the technological challenges faced by SDLs in biology. Currently, computational and bench scientists are trained very differently: a critical first step is to design a training curriculum that exposes them to each other’s world.

Conclusion
While SDLs are bound to be costly endeavors, the expected returns make them worthwhile undertakings. A fully functioning network of SDLs and human researchers (Fig. 3) would not only provide significant biological knowledge, but also the ability to fully exploit synthetic biology for biomanufacturing purposes. Furthermore, they would provide the opportunity to understand and improve the process of constructing scientific knowledge. In that sense, the large project of creating SDLs mirrors the Human Genome Project, in that they show a potential to fundamentally transform the field of biology.

We must, however, be aware of the risks associated with SDLs: their use for nefarious purposes (e.g., virus synthesis), including the ability to be manipulated via remote cyberattacks. A more subtle risk involves the possible long-term misalignment of our values and goals, which can be challenging to fully encode in a machine-readable manner, potentially allowing the system to act in an unintended or undesired manner.

Despite the risks and challenges, we believe that SDLs represent the next leap forward in the progress of scientific research, and that synthetic biology poses a unique opportunity for their development.
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