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Abstract.

We present a new open-source, user-friendly toolkit of two codes—SFcollapse1D and NRPyCritCol—to study critical phenomena in the context of gravitational collapse. SFcollapse1D is a C/C++ tool designed to solve the problem of gravitational collapse of massless, spherically symmetric scalar fields with the ADM formalism in spherical-like coordinates. NRPyCritCol is a collection of Python modules that leverage the NRPy+ infrastructure to generate a highly optimized C-code for evolving massless scalar fields within a covariant BSSN formalism. The toolkit was developed with user-friendliness and code efficiency in mind, enabling the exploration of critical phenomena with consumer-grade computers. We present a study of critical phenomena from the collapse of massless scalar fields in spherical symmetry, using only these two codes and a laptop computer.
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1. Introduction

In 1993, Choptuik published a seminal paper announcing the discovery of critical phenomena in his studies of a massless scalar field propagating in a dynamical spacetime [1]. He found a one-parameter family of solutions of the Einstein-Klein-Gordon (EKG) equations defined by the parameter $\eta$, which for example could represent the amplitude of the initial scalar field. He demonstrated that there is a critical value for this parameter, $\eta_*$, such that solutions with $\eta > \eta_*$ were comprised of spacetimes in which the scalar field collapsed and formed a black hole, while solutions with $\eta < \eta_*$ were characterized by full dispersion of the scalar field, resulting in flat space as the end state.

By performing several supercritical runs (i.e. with $\eta > \eta_*$), Choptuik conjectured that the masses of the black holes, $M_{\text{BH}}$, which were formed when $\eta \gtrsim \eta_*$ followed the power law

$$M_{\text{BH}} \propto |\eta - \eta_*|^\gamma,$$

where the critical exponent $\gamma$ is universal. The sense in which the critical exponent is said to be universal is the following: given a particular matter source, in this case a massless scalar field, the numerical value of the critical exponent is the same for all possible initial conditions. In his paper Choptuik performed runs with four different initial data families and they all resulted in the same numerical value $\gamma \approx 0.37$.

Furthermore, as we improve the fine-tuning of the parameter $\eta$ and get closer to the critical solution, it possible to observe a discrete self-similarity in the solution, which repeats itself at ever-decreasing spatiotemporal scales. Choptuik found that given a value of the logarithmic proper time $\xi$ (to be defined below), the same profile of the scalar field is observed at $\xi + \Delta$, with $\Delta = 3.43$, but on a spatial scale which is $e^\Delta \approx 30$ times smaller than the first one. This phenomenon is known as (scale-)echoing and $\Delta$ is the echoing period, which is also universal.

After Choptuik’s discovery, many other studies were performed considering, for example, different matter sources and spacetime dimensions (see e.g. [2, 3] for excellent reviews). In [4, 5], perturbation theory is used to show that the universal exponent is $\gamma \approx 0.374$, while the echoing period has been shown to be $\Delta = 3.445452402(3)$ using semi-analytical methods in [6]. Recently, the existence of the critical solution (often referred to as the Choptuik spacetime) was proven in [7], also using semi-analytical methods.

The power law behavior discovered by Choptuik has also been generalized in [4, 8] and now reads

$$\ln M_{\text{BH}} = C + \gamma x + f(x),$$

where $C$ is a constant which depends on the particular initial data family and $f(x)$ is a function which is periodic in $x = \ln |\eta - \eta_*|$ with angular frequency

$$\omega = \frac{4\pi \gamma}{\Delta}.$$
Given the generality of the arguments used to show the behavior (2) for the black hole mass near criticality, a quantity $\mathcal{E}$ with length dimension $\ell$ can be inferred to satisfy

$$\mathcal{E} \propto |\eta - \eta_*|^{\ell \gamma},$$

or, more generally,

$$\ln \mathcal{E} = C + \ell \gamma \ln |\eta - \eta_*| + f(\ln |\eta - \eta_*|).$$

This allows us to determine the critical exponent $\gamma$ using physical quantities other than the masses of the black holes formed in supercritical runs. In Sec. 4 we show results that illustrate this, where we have performed a series of subcritical runs and analysed the behavior of $\rho_{\text{central}}^{\text{max}}$, the maximum central energy density, as a function of $x$.

In his original study Choptuik solved the EKG equations using the Arnowitt-Deser-Misner (ADM) formalism [9]. More recently the Baumgarte-Shapiro-Shibata-Nakamura (BSSN) formalism [10–12] has been used to study critical phenomena as well [13–15], and, in particular, cases where the spherical symmetry condition is relaxed have been studied in [14, 15] (for similar studies that use the ADM formalism see [16, 17]).

As is the case with many research fields that heavily rely on numerical results, critical phenomena can be a daunting subject for those who have little to no experience with solving the EKG equations numerically. When using software developed by a particular group, one often encounters the problem that they were developed “by experts and for experts”, possessing a steep learning curve for new users. Considering the alternative track of developing one’s own software, usually months (or years!) are spent writing, testing, and debugging code, which presents its own enormous barrier to entry into the field. The work we present here aims to address these issues, presenting a new efficient, highly optimized, permissively licensed, easily extensible toolkit to study critical phenomena which has been specially designed with user-friendliness in mind.

SFcollapse1D [18] is a short (just over 1800 lines of code), well-documented and open-sourced C++ code. Inspired by Choptuik’s original approach, SFcollapse1D has been specially developed to solve the EKG equations using the ADM formalism in spherical-like coordinates adopting the polar/radial gauge. This very restricted setup allowed us to greatly optimize SFcollapse1D, making it very efficient at performing the task for which it was designed. SFcollapse1D was not implemented with extensibility in mind, but adding support for different matter sources, coordinate systems, and gauge choices is both possible and the subject of ongoing work.

NRPyCritCol [18], on the other hand, is an open-source, highly extensible, state-of-the-art numerical relativity code which uses NRPy+ to generate highly optimized C code kernels from Einstein-like expressions written in Python using the computer algebra package SymPy [23]. Because of this, NRPyCritCol inherits the ability of solving the BSSN equations in the multitude of curvilinear coordinate systems that NRPy+ supports (e.g., spherical-like, cylindrical-like, and Cartesian-like, just to name
a few). The entire code is documented using interactive Jupyter \cite{24, 25} tutorial notebooks, making the code both well-documented and intuitive to new users.

Both codes have been designed to optimize the use of memory while performing simulations, enabling the user to use consumer-grade desktop and laptop computers to study critical phenomena. As a proof of principle, all results presented in this paper have been obtained using a mid-2017 laptop computer with a 4-core Intel Core i7 CPU.

This paper is organized as follows. In Sec. 2 we present a brief review of the EKG equations using the ADM formalism in the polar/radial gauge, as well as the specific form of the BSSN equations implemented in our code. In Sec. 3 we provide an overview of the numerical methods used by our codes, explaining e.g. our choice of coordinate system, boundary conditions, and initial data routines. In Sec. 4 we study critical phenomena of a massless scalar field using both SFCollapse1D and NRPyCritCol. Finally, in Sec. 5 we conclude and describe plans for future research projects.

2. Basic equations

Throughout this paper we adopt geometrized ($G = c = 1$) units. Greek indices denote the spacetime components of indexed expressions and range from 0 to 3, while Latin indices denote only the spatial components and range from 1 to 3. We also adopt Einstein’s summation convention.

We are interested in solving Einstein’s field equations,

\begin{equation}
(4)R_{\mu\nu} - \frac{1}{2}g_{\mu\nu}(4)R = 8\pi T_{\mu\nu},
\end{equation}

where $g_{\mu\nu}$ is the spacetime metric, $(4)R_{\mu\nu}$ is the 4-dimensional Ricci tensor, $(4)R = g^{\mu\nu}(4)R_{\mu\nu}$ is the Ricci scalar, and $T_{\mu\nu}$ is the energy-momentum tensor of a massless scalar field, $\varphi$, and is given by

\begin{equation}
T_{\mu\nu} = (\nabla_{\mu}\varphi)(\nabla_{\nu}\varphi) - \frac{1}{2}g_{\mu\nu}(\nabla_{\rho}\varphi)(\nabla_{\rho}\varphi),
\end{equation}

where $\nabla_{\mu}$ is the covariant derivative compatible with $g_{\mu\nu}$. We cast Einstein’s equations as an initial value problem by using the 3+1 formalism \cite{9}, in which the spacetime metric takes the form

\begin{equation}
ds^2 = g_{\mu\nu}dx^{\mu}dx^{\nu} = -\alpha^2dt^2 + \gamma_{ij}(dx^i + \beta^i dt)(dx^j + \beta^j dt),
\end{equation}

where $\alpha$ is the lapse function, $\beta^i$ is the shift vector, and $\gamma_{ij}$ is the spatial metric. The massless scalar field is evolved using the Klein-Gordon equation

\begin{equation}
\nabla^{\mu}\nabla_{\mu}\varphi = 0.
\end{equation}

Next we present two formalisms for solving the EKG system of equations numerically. In Sec. 2.1 we describe the fully constrained ADM formalism inspired by Choptuik’s early work \cite{1, 26–28}, and in Sec. 2.2 we outline our adopted covariant BSSN formalism of Brown \cite{29}.
2.1. EKG in the ADM formalism

When using the ADM equations, we adopt a fully constrained evolution scheme (see e.g. [30] for a pedagogical introduction) and adopt the polar/radial gauge, as well as spherical symmetry. The most general line element is then given by

\[ ds^2 = -\alpha(t, r)^2 dt^2 + a(t, r)^2 dr^2 + r^2 \left( d\theta^2 + \sin^2 \theta d\varphi^2 \right), \]  

(10)

where \( a \equiv \sqrt{\gamma_{rr}} \) is the radial metric function. Using (10) the Klein-Gordon equations can be written as

\[ \partial_t \left( \frac{a}{\alpha} \partial_t \varphi \right) = \frac{1}{r^2} \partial_r \left( r^2 \alpha \partial_r \varphi \right). \]  

(11)

Following [1], two auxiliary fields are introduced

\[ \Phi(t, r) \equiv \partial_r \varphi(t, r); \ \Pi(t, r) \equiv \frac{a(t, r)}{\alpha(t, r)} \partial_t \varphi(t, r), \]  

(12)

enabling us to write equation (11) as the following system of first-order partial differential equations

\[ \partial_t \Phi = \partial_r \left( \frac{\alpha}{a} \Pi \right), \]  

\[ \partial_t \Pi = \frac{1}{r^2} \partial_r \left( r^2 \frac{\alpha}{a} \Phi \right). \]  

(13)

The non-trivial metric quantities are not explicitly evolved in time, but instead determined using constraint equations. The Hamiltonian constraint in the ADM formalism is given by

\[ \mathcal{H} = R + K^2 - K_{ij}K^{ij} - 16\pi \rho = 0, \]  

(14)

where \( R \) is the Ricci scalar computed from \( \gamma_{ij}, K_{ij} \) is the extrinsic curvature, \( K \equiv \gamma^{ij}K_{ij} \) is the mean curvature, and \( \rho \) is the energy density. In the polar slicing, we have \( K = K^r_r \) and \( K^\theta_\theta = 0 = K^r_\theta \). Using

\[ \rho = \alpha^2 T^{tt} = \frac{\Phi^2 + \Pi^2}{2a^2}, \]  

(15)

we obtain a nonlinear first-order partial differential equation (PDE) that can be solved for the radial metric,

\[ \frac{\partial_r a}{a} + \frac{a^2 - 1}{2r} = 2\pi r \left( \Phi^2 + \Pi^2 \right). \]  

(16)

Similarly, the polar slicing condition \( \partial_t K_{\theta\theta} = 0 \) yields a nonlinear first-order PDE which we can solve to obtain the lapse,

\[ \frac{\partial_r \alpha}{\alpha} - \frac{\partial_r a}{a} - \frac{a^2 - 1}{r} = 0. \]  

(17)

In this coordinate system and with this gauge choice, \( K^r_r \) can be determined using the algebraic equation

\[ K^r_r = -4\pi r \frac{\Phi \Pi}{\alpha}, \]  

(18)

once we know \( (\Phi, \Pi, \alpha, a) \) and therefore does not play a role in the evolution.
2.2. EKG in the BSSN formalism

We now describe the covariant formulation of the Baumgarte-Shapiro-Shibata-Nakamura (BSSN) equations [10–12] proposed by Brown [29]. In the BSSN formalism, we perform a conformal decomposition of the spatial metric

\[ \gamma_{ij} = e^{4\phi} \bar{\gamma}_{ij}, \]  

(19)

where \( \bar{\gamma}_{ij} \) is the conformal spatial metric, \( e^\phi \) is the conformal factor, and \( \phi \) is the conformal exponent. We also decompose the extrinsic curvature \( K_{ij} \) into its trace-free and full trace parts,

\[ K_{ij} = A_{ij} + \frac{1}{3} \gamma_{ij} K. \]  

(20)

We introduce the conformally rescaled extrinsic curvature,

\[ \bar{A}_{ij} = e^{-4\phi} A_{ij}, \]  

(21)

and evolve \( K \) and \( \bar{A}_{ij} \) instead of \( K_{ij} \). Furthermore, we consider a background reference metric, \( \hat{\gamma}_{ij} \), which is chosen to be the flat space metric in the coordinate system we are using, and define the tensor

\[ \Delta \Gamma^{i}_{jk} \equiv \bar{\Gamma}^{i}_{jk} - \hat{\Gamma}^{i}_{jk}, \]  

(22)

where \( \bar{\Gamma}^{i}_{jk} \) and \( \hat{\Gamma}^{i}_{jk} \) are the Christoffel symbols computed from \( \bar{\gamma}_{ij} \) and \( \hat{\gamma}_{ij} \), respectively. As a general rule, barred quantities are associated with \( \bar{\gamma}_{ij} \) and hatted quantities are associated with \( \hat{\gamma}_{ij} \). We evolve the spatial vector \( \bar{\Lambda}^i \), which satisfies the constraints

\[ C^i \equiv \bar{\Lambda}^i - \Delta \Gamma^{i} = 0, \]  

(23)

where

\[ \Delta \Gamma^{i} \equiv \bar{\gamma}^{jk} \Delta \Gamma^{i}_{jk}. \]  

(24)

We adopt Brown’s “Lagrangian” choice, in which the determinant of the conformal spatial metric is kept at its initial value throughout the numerical evolution, i.e.

\[ \partial_t \bar{\gamma} = 0. \]  

(25)

Defining

\[ \partial_\perp \equiv \partial_t - L_\beta, \]  

(26)

where \( L_\beta \) is the Lie derivative along the shift vector (see e.g. Appendix A in [30] for an excellent review on Lie derivatives). We thus obtain the evolution equations [29]

\[ \partial_\perp \bar{\gamma}_{ij} = \frac{2}{3} \bar{\gamma}_{ij} (\alpha \bar{A}^k_k - \bar{D}_k \beta^k) - 2\alpha \bar{A}_{ij}, \]  

(27a)

\[ \partial_\perp \bar{A}_{ij} = -\frac{2}{3} \bar{A}_{ij} \bar{D}_k \beta^k - 2\alpha \bar{A}_{ik} \bar{A}^k_j + \alpha \bar{A}_{ij} K + e^{-4\phi} \left\{ -2\alpha \bar{D}_i \bar{D}_j \phi + 4\alpha \bar{D}_i \phi \bar{D}_j \phi \right. \]

\[ + 4\bar{D}_i (\alpha \bar{D}_j) \phi - \bar{D}_i \bar{D}_j \alpha + \alpha \bar{R}_{ij} \right\}^{TF}, \]  

(27b)

\[ \partial_\perp \phi = \frac{1}{6} \left( \bar{D}_k \beta^k - \alpha K \right), \]  

(27c)
\[ \partial_\perp K = \frac{1}{3} \alpha K^2 + \alpha \tilde{A}_{ij} \tilde{A}^{ij} - e^{-4\phi} (\tilde{D}_i \tilde{D}^i \alpha + 2 \tilde{D}^i \alpha \tilde{D}_i \phi), \]  

\[ \partial_\perp \tilde{\Lambda}^i = \frac{2}{3} \Gamma^i_j \tilde{D}^j \beta^i + \frac{1}{3} \tilde{D}^i \tilde{D}_j \beta^j - 2 \tilde{A}^{ij} (\partial_j \alpha - 6 \partial_j \phi) + 2 \alpha \tilde{A}^{ij} \Delta \gamma^{ij} - \frac{4}{3} \alpha \gamma^{ij} \partial_j K. \]

where \( \tilde{D}_i \) and \( \tilde{D}_i \) are covariant derivatives compatible with \( \tilde{\gamma}_{ij} \) and \( \tilde{\gamma}_{ij} \), respectively. Note that, as discussed in [31], terms that include the Riemann tensor associated with the flat reference metric vanish and therefore have been omitted in the above set of equations. The TF superscript denotes the trace-free part of a tensor with respect to the conformal metric so that, given an arbitrary tensor \( M_{ij} \), \( M_{ij}^{TF} \) is defined

\[ M_{ij}^{TF} \equiv M_{ij} - \frac{1}{3} \tilde{\gamma}_{ij} (\tilde{\gamma}^{mn} M_{mn}). \]

Further the source terms \( \rho, S_i, S_{ij} \), and \( S \) are the energy density, momentum density, stress, and trace of the stress defined by a normal observer, respectively, and are given by

\[ \rho \equiv n_\mu n_\nu T^{\mu\nu}, \]

\[ S_i \equiv - \gamma_{ij} n_\nu T^{\mu\nu}, \]

\[ S_{ij} \equiv \gamma_{ij} \gamma_{\mu\nu} T^{\mu\nu}, \]

\[ S \equiv \gamma^{ij} S_{ij}, \]

where

\[ \gamma_{\mu\nu} \equiv g_{\mu\nu} + n_\mu n_\nu, \]

is the metric induced by \( g_{\mu\nu} \) onto the spatial hypersurface, and \( n^\mu \) is the unit vector normal to the spatial hypersurface, such that

\[ n^\mu = \alpha^{-1} (1, -\beta^i) \quad \text{and} \quad n_\mu = (-\alpha, 0, 0, 0). \]

The Hamiltonian constraint takes the form

\[ \mathcal{H} = \frac{2}{3} K^2 - \tilde{\Lambda}_{ij} \tilde{A}^{ij} + e^{-4\phi} (\tilde{R} - 8 \tilde{D}^i \phi \tilde{D}_i \phi - 8 \tilde{D}^2 \phi) - 16 \pi \rho = 0, \]

and the momentum constraints take the form

\[ \mathcal{M}^i = e^{-4\phi} \left( \tilde{D}_j \tilde{A}^{ij} + 6 \tilde{A}^{ij} \partial_j \phi - \frac{2}{3} \tilde{\gamma}^{ij} \partial_j K \right) - 8 \pi S_i = 0. \]

Unless otherwise stated, we adopt the moving puncture gauge [32, 33], in which the lapse is evolved using the “1+log” slicing condition [34],

\[ \partial_t \alpha = \beta^i \partial_i \alpha - 2 \alpha K, \]

and the shift is evolved using the second-order covariant Gamma-driver condition suggested by Brown [29],

\[ \partial_t \beta^i = \beta^j \tilde{D}_j \beta^i + \frac{3}{4} B^i, \]

\[ \partial_t B^i = \beta^j \tilde{D}_j B^i + (\partial_t \tilde{\Lambda}^i - \beta^j \tilde{D}_j \tilde{\Lambda}) - \eta_S B^i. \]
When evolving the scalar field alongside the BSSN equations, we introduce the auxiliary variable
\[ \Pi \equiv -n^\mu \nabla_\mu \varphi = -\frac{1}{\alpha} \left( \partial_t \varphi - \beta^i \partial_i \varphi \right), \]
so that (9) can be written in terms of the BSSN variables as
\[ \partial_\perp \varphi = -\alpha \Pi, \]
\[ \partial_\perp \Pi = \alpha K \Pi - e^{-4\varphi} \bar{\gamma}^{ij} \left[ \tilde{D}_i (\alpha \tilde{D}_j \varphi) + 2 \alpha \tilde{D}_i \varphi \tilde{D}_j \phi \right]. \]

### 3. Numerical implementation

#### 3.1. Solving the EKG equations: ADM formalism approach of SFcollapse1D

We use finite differences to approximate all spatial derivatives appearing in the evolution and constraint equations. When evolving the fully constrained ADM system, we adopt a second-order accurate leap frog scheme in order to march the initial hypersurface forward in time. A typical time step involves advancing \( \Phi \) and \( \Pi \) using (13), then solving the Hamiltonian constraint (16) using a pointwise Newton-Raphson method in order to obtain the radial metric function \( a \), and finally solving the polar slicing condition (17) to obtain the lapse function \( \alpha \). For the discretized versions of (13), (16), and (17), cf. [28].

##### 3.1.1. Coordinate system & numerical grids

We adopt a coordinate system described by the variables \( x^i = (x_1, x_2, x_3) \), which are uniformly sampled in the ranges \([0, 1]\), \([0, \pi]\), and \([-\pi, \pi]\), respectively. The relation between these coordinates and standard spherical coordinates \((r, \theta, \vartheta)\) is given by
\[ r = \mathcal{A} \frac{\sinh(x_1/w)}{\sinh(1/w)}, \]
\[ \theta = x_2, \]
\[ \vartheta = x_3, \]
where \( \mathcal{A} = r_{\text{max}} \) corresponds to the domain size and \( w \) is a freely-specifiable parameter that controls how densely sampled the region near the origin is.\(^3\) In Fig. 1 we illustrate the radial sampling of our coordinate system. We note that SFcollapse1D is a 1+1 code and therefore only the coordinate \( x_1 \) in (43) is actually used in our implementation.

During our runs, we are mostly interested in the region near the origin. Nevertheless, the outer boundary cannot be placed too close to the center of the simulation, as spurious reflections of the outgoing waves may spoil our solution. This means that our numerical grids must be able to resolve a large range of length scales, whilst also having very high resolution near the origin, justifying our choice of the coordinate system (43). By adjusting the value of \( w \), the resolution near the origin can be drastically increased while keeping the outer boundary a safe distance away from

\(^3\) In NRPy+ this coordinate system is known as \( \text{SinhSpherical} \).
the strong-field region. Typical grid structures have 320 points in the radial direction, $A = 16$, and $w = 0.08$, resulting in resolutions of $\Delta r_{\text{min}} \sim 1 \times 10^{-6}$ near the origin, while having $\Delta r_{\text{max}} \sim 1 \times 10^{-1}$ near the outer boundary. The ratio $\Delta r_{\text{max}}/\Delta r_{\text{min}} \sim 1 \times 10^5$ would require about 17 levels of traditional Berger-Oliger adaptive mesh refinement (AMR) \cite{35} by factors of 2 to resolve the same range of length scales.

Having a very high resolution near the origin greatly constrains the time steps that we are allowed to take, since we must obey that Courant-Friedrichs-Lewy (CFL) condition

$$\Delta t = \Delta r_{\text{min}} C_0,$$

where $C_0$, the CFL factor, is a number that depends on the integration scheme being used. Nevertheless, when using the ADM formalism simply decreasing the value of $w$ is enough to obtain production quality results from runs that complete in a reasonable amount of time. A typical run that uses SFcollapse1D with the grid resolution mentioned in the previous paragraph can be performed on consumer-grade laptop computers in about 45 minutes.

### 3.1.2. Boundary conditions

SFcollapse1D solves the EKG system in spherical-like coordinates imposing outgoing radiation boundary conditions of the form

$$\left[ \partial_t (r \varphi) + \partial_r (r \varphi) \right]_{r = r_{\text{max}}} = 0.$$

The boundary condition is applied to the scalar field $\varphi$ itself, after which consistent values of the auxiliary fields $\Phi$ and $\Pi$ are computed using (12). When applying boundary conditions, we use backwards finite differences whenever needed to ensure that both the spatial and time derivatives are all computed using valid data.

The PDEs that determine the radial metric and lapse functions are integrated from the origin outwards subject to the regularity conditions \cite{26–28}

$$a(t, 0) = 1 \quad \text{and} \quad \partial_r a(t, 0) = 0.$$
In order to be able to determine the lapse using the polar slicing condition (17), we use the regularity condition to fix the value of the lapse to a constant at the origin, which is arbitrarily set to unity. This is equivalent to the statement that central observers have coordinate time equal to proper time and is a choice made by some groups (see e.g. [30]). We choose to follow Choptuik’s prescription for rescaling the lapse [26], which involves computing the quantity
\[ \kappa = \min \left( \frac{a}{\alpha} (1 - |\beta|) \right). \]  
(47)
Remember that for our gauge choice \( \beta^i = 0 \) and, thus, we get the simplified expression \( \kappa = \min \left( \frac{a}{\alpha} \right) \). In general, the value of \( \kappa \) changes from one spatial hypersurface to the next. Since the polar slicing condition is homogeneous in \( \alpha \), multiplying it by a constant means that the condition is still satisfied. The particular form of \( \kappa \) is chosen so that no signals propagate faster than the speed of light on our numerical grids and so that the spacetime is asymptotically flat (\( \lim_{r \to \infty} \alpha \to 1 \)). We refer the reader to Ch. 4.4 of [26] for further details.

3.1.3. Initial data
When obtaining initial data, we specify the scalar field \( \varphi \) at the initial hypersurface and then analytically compute \( \Phi \) from it. We assume that the initial hypersurface is at a “moment of time symmetry”, so that \( \Pi = 0 \) initially. We then solve the Hamiltonian constraint (16) in order to determine \( a \) and the polar slicing condition (17) in order to determine \( \alpha \), imposing the regularity conditions (46).

3.2. Solving the EKG equations: BSSN formalism approach of NRPyCritCol
The time-evolution of the BSSN equations (27a)-(27e), (37), (38), (39), (41), and (42) is more straightforward as they are written in a form that conforms to the basic pattern expected by the method of lines (MoL):
\[ \partial_t \vec{f} = \vec{R}, \]  
(48)
where the solution and right-hand sides vectors are denoted \( \vec{f} \) and \( \vec{R} \), respectively. \( \vec{R} \) itself depends explicitly on the set of gridfunctions comprising \( \vec{f} \) and their spatial derivatives. Derivatives appearing within \( \vec{R} \) are evaluated adopting the usual centered/upwinded finite-difference approach for BSSN (outlined e.g., in [21]). Once \( \vec{R} \) is evaluated, the solution vector \( \vec{f} \) is stepped forward in time using a standard ODE numerical integration technique, applying boundary conditions as described in Sec. 3.2.2.

In this paper we adopt the fourth-order accurate Runge-Kutta method (RK4) for evolving the BSSN equations forward in time via the MoL, and fourth-order accurate finite differences for approximating the spatial derivatives appearing in \( \vec{R} \). Many other MoL ODE integration options are available in NRPy+, as well as the ability to finite difference spatial derivatives to arbitrary order. Since NRPyCritCol is based in NRPy+, it inherits these features automatically.
3.2.1. Coordinate system & numerical grids

NRPyCritCol adopts the same coordinate system as SFcollapse1D, which is described in Sec. 3.1.1. There are several reasons, however, that make runs much more time consuming at very high resolutions when using NRPyCritCol. NRPy+ is a 3+1 code that does not (as of writing) support spherical symmetry, thus, requiring a minimum number of points sampling the angular directions. This can negatively impact performance as boundary conditions in the angular directions are applied needlessly. Also, and less-avoidably, the BSSN formalism contains a much larger number of gridfunctions, and the right-hand sides of their evolution equations are far more complex than the simple ADM-based system evolved within SFcollapse1D. NRPyCritCol makes up for its inefficiencies with extreme flexibility and extensibility. For example, relaxing spherical symmetry, adjusting the MoL integration scheme, and increasing the finite difference order, can be performed by simply adjusting a few lines of code.

In order to dramatically speed up our runs, we have implemented a regridding infrastructure within NRPyCritCol that enables the grid resolution to be updated mid-run. Keeping the number of radial gridpoints fixed, the SinhSpherical (Eq. 43) coordinate system offers two means for increasing the grid resolution near the origin: decreasing the value of $A$ or lowering the value of $w$. Once we change the value of $A$ or $w$, data from the original grid is interpolated onto a new grid, the time step is updated, and the run continues using the new grid. This technique has the advantage of adapting the resolution of the numerical grids to be well suited to the length scales associated with the solution.

We next provide a concrete example of our regridding algorithm. Let us assume that we have started a run with $N_1$ points sampling the $x_1$ coordinate, and with $r_{\text{max}} = A$ and $w = 0.5$. As shown in the top part of Fig. 1, SinhSpherical coordinates uniformly sample the coordinate $x_1$ in the interval $[0, 1]$, with grid (a) illustrating the corresponding radial coordinate $r$ obtained using (43). Let us now consider two different possible regridding options: changing the value of $w$ so that $w_{\text{new}} = 0.3$ (case I) or changing the value of $A$ so that $A_{\text{new}} = \frac{3}{4}A$ (case II). By looking at Fig. 1, case I/II corresponds to changing grid (a) to grid (b)/(c), respectively. Our intention is to have the same base grid after regridding, with $x_1 \in [0, 1]$ and $N_{1,\text{new}} = N_1$. In order to do this, we compute $r_{\text{new}} = r(A_{\text{new}}, w)$ or $r_{\text{new}} = r(A, w_{\text{new}})$ and then compute $x_{1,\text{new}} = x_1(r_{\text{new}}, A, w)$ by inverting (43). Armed with these values, we now have all the information needed to interpolate data onto the new grid ($x_{1,\text{new}}$) from the original grid ($x_1$). It is important to note that numerical relativity provides only approximate outer boundary conditions, so when $A$ is decreased, the physical domain becomes smaller. However, as the remaining duration of our simulation decreases with $A$, spurious reflections arising from the approximate outer boundary conditions never come into causal contact with the physical region of interest (i.e., the central region of the numerical grid).

We now describe the regridding strategy we have used to obtain the results of Sec. 4. We begin our runs with a numerical grid containing 320 points in the radial direction, $A = 64$, and $w = 0.2$. Throughout the run, we perform a total of 19 regrids to resolve
the critical solution. At each of the first 11 regrids, the adjustment \( w \rightarrow w - 0.01 \) is made to increase the radial sampling around the origin. The subsequent 8 regrids gradually shrink the outer boundary using

\[
\mathcal{A} \rightarrow \mathcal{A}_{\text{new}}, \quad \mathcal{A}_{\text{new}} = \{48, 32, 24, 16, 14, 12, 10, 8\}.
\]

(49)

The total number of regrids was determined empirically by analysing the dynamics of the central values of the scalar field and the lapse function as we approached the critical solution, manually introducing additional regrids whenever the grid resolution was insufficient to resolve the features of the solution. To instill a deeper appreciation of this regridding approach, the ratio between the initial and final central resolutions for this particular case is \( \Delta r_{\text{min}}^{\text{initial}} / \Delta r_{\text{min}}^{\text{final}} \approx 1.6 \times 10^3 \). The final grid resolution ranges from \( \Delta r_{\text{min}}^{\text{final}} \approx 8.3 \times 10^{-6} \) near the origin to \( \Delta r_{\text{max}}^{\text{final}} \approx 2.8 \times 10^{-1} \) near the outer boundary, with ratio \( \Delta r_{\text{max}}^{\text{final}} / \Delta r_{\text{min}}^{\text{final}} \approx 3.3 \times 10^4 \). About 15 levels of traditional (factor-of-two) AMR levels of refinement would be necessary to resolve the same range of length scales.

Results presented here that made use of the regrid infrastructure were completed within 10–15 minutes on a laptop computer. We emphasize that the regridding infrastructure is not essential to obtain results of this quality, but simply a feature that allows the user to save significant computational resources. We also note that the regridding capacities of NRPyCritCol are not automated yet, requiring manual user input in order to work efficiently.

### 3.2.2. Boundary conditions

NRPyCritCol adopts cell-centered grids, and points lying near the boundaries of the grid interior depend upon finite-difference stencils that reach outside the interior. To address this, we extend our grids so that a certain number of points lie outside of the interior grid. These additional, exterior points are usually referred to as the ghost zone points.

Some of these ghost zone points exist beyond the outer boundary of our numerical domain \( r > r_{\text{max}} \), and must be filled through application of outer boundary conditions. While Sommerfeld boundary conditions are available in NRPy+, we consider in this paper only simple quadratic extrapolation boundary conditions, pushing the outer boundary out of causal contact with the center of the grid to avoid any contamination resulting from spurious reflections.

Other ghost zone points in the grid exterior map directly back to points in the grid interior. For example, in spherical coordinates, the value of a gridfunction \( f(r, \theta, \vartheta) \) at a point in which \( r < 0 \) can be determined by simply identifying it to another point inside the grid, i.e.

\[
f(-r, \theta, \vartheta) = f(r, \pi - \theta, \pi + \vartheta).
\]

(50)

For a more detailed and general discussion of how these inner boundary ghost zones are filled in the NRPy+ infrastructure, see [21, 36].
3.2.3. Rescaling of tensorial quantities
We factor out coordinate singularities from tensorial quantities and evolve the remaining regular, “rescaled” tensors following the procedure described in depth in [21] (see also [31, 37–39]). To briefly summarize, we write the reference metric as
\[ \hat{\gamma}_{ij} = \delta_{kl} e_i^{(k)} e_j^{(l)} , \] (51)
where \( e_i^{(j)} \) is the dual basis of the noncoordinate vectors \( e^{(j)} \), where \( (j) \) lists the individual basis vectors and \( i \) its components with respect to the coordinate basis. The Kronecker delta \( \delta_{ij} \) is constant and equal to the identity in all coordinate systems, which defines the noncoordinate vector basis. By definition the set \( \{ e^{(i)} \} \) is linearly independent and spans the tangent space at every point in the spatial hypersurface. Tensorial quantities are then rescaled using
\[ T^{ab}_{cd} = e^a_{(i)} e^b_{(j)} e^{(k)} e^{(l)} t^{ij}_{kl} , \] (52)
where the tensor \( t^{ij}_{kl} \) is well-defined on the entire hypersurface.

For example, consider the vector \( \bar{\Lambda}^i \). Even if \( \bar{\Lambda}^i \) is smooth in the Cartesian basis, Jacobians involved in the conversion to the spherical basis will generally contribute singular behavior at coordinate singularities. As the singular behavior is entirely encoded in the prescribed \( \{ e^{(i)} \} \) for spherical coordinates, the tensor rescaling procedure effectively “factors out” the singular part, so that the vector \( \bar{\Lambda}^i \) in spherical coordinates is written in terms of the non-singular, rescaled vector \( \bar{\lambda}^i \) as
\[ \bar{\Lambda}^i = e^i_{(j)} \bar{\lambda}^j = \begin{pmatrix} \bar{\lambda}^r \\ \bar{\lambda}^\theta / r \\ \bar{\lambda}^\varphi / (r \sin \theta) \end{pmatrix} . \] (53)
Thus, if \( \bar{\Lambda}^i \) is smooth in the Cartesian basis (where \( \bar{\Lambda}^i = \bar{\lambda}^i \)), \( \bar{\lambda}^i \) will be smooth in the spherical basis. Motivations behind this rescaling procedure become transparent especially when evaluating numerical spatial derivatives of \( \bar{\lambda}^i \) in a singular coordinate system; the numerical implementation provided by \texttt{NRPy+} applies the product rule such that derivatives of \( \bar{\lambda}^i \) (i.e., the smooth, rescaled variable) are entirely evaluated using numerical differentiation, and derivatives of the closed-form expressions \( \{ e^{(i)} \} \) are evaluated exactly using \texttt{SymPy}.

The same regularization/rescaling procedure used to obtain \( \bar{\lambda}^i \) is also applied to \( \bar{A}_{ij} \), \( \beta^i \), and \( B^i \). The conformal metric is written as
\[ \bar{\gamma}_{ij} = \hat{\gamma}_{ij} + \epsilon_{ij} , \] (54)
where \( \epsilon_{ij} \)—the quantity to which the regularization/rescaling is applied (instead of \( \hat{\gamma}_{ij} \) directly)—stores the deviation from the flat space metric \( \hat{\gamma}_{ij} \), and is not assumed to be small.

3.2.4. Numerical dissipation
When solving the BSSN equations we add Kreiss-Oliger dissipation [40] to the vector of right-hand sides $\vec{R}$. Defining $R_f$ to be element $f$ of $\vec{R}$, Kreiss-Oliger dissipation simply adds an operator $Q$ acting on $f$:

$$R_f \rightarrow R_f + Qf.$$  \hspace{1cm} (55)

The standard form of the Kreiss-Oliger dissipation operator $Q$ is

$$Q \equiv \frac{\epsilon}{2^{2p} h^{2p-1}} (D_+)^p (D_-)^p,$$  \hspace{1cm} (56)

where $\epsilon$ is the dissipation strength, $2(p - 1)$ is the accuracy of the finite difference discretization, $h$ is the step size, and $D_\pm$ are forward and backward finite difference operators. For a fourth-order accurate scheme in Cartesian coordinates, for which $p = 3$, one would have

$$Q = \frac{\epsilon}{64} \left( \Delta x^5 \frac{\partial^6}{\partial x^6} + \Delta y^5 \frac{\partial^6}{\partial y^6} + \Delta z^5 \frac{\partial^6}{\partial z^6} \right).$$  \hspace{1cm} (57)

Extension to curvilinear coordinates involves normalizing each of the derivatives using $e_i^j$; in spherical coordinates, this becomes

$$Q = \frac{\epsilon}{64} \left( \Delta r^5 \frac{\partial^6}{\partial r^6} + \frac{\Delta \theta^5}{r} \frac{\partial^6}{\partial \theta^6} + \frac{\Delta \varphi^5}{r \sin \theta} \frac{\partial^6}{\partial \varphi^6} \right).$$  \hspace{1cm} (58)

The addition of $Qf$ acts to suppress high frequency oscillations on the grid, without altering the solution, as $Q \rightarrow 0$ in the continuum limit. The numerical solution should also not be greatly distorted, so long as $\epsilon$ is kept small. We generally choose $\epsilon = 0.1$, though values of up to 0.99 have been empirically demonstrated stable.

### 3.2.5. Initial data

When obtaining initial data in NRPyCritCol, we also assume that the initial hypersurface is at a “moment of time symmetry”, which means that

$$\bar{A}_{ij} = K = \Lambda^i = \beta^i = B^i = \Pi = 0.$$  \hspace{1cm} (59)

Furthermore, we assume the conformal metric to be initially flat. With these choices, the momentum constraints (36) are automatically satisfied. The Hamiltonian constraint (35) can be written in the simplified form

$$\dot{D}^2 \psi = -2\pi \psi^5 \rho = -\pi (\gamma^{ij} \partial_i \varphi \partial_j \varphi) \psi,$$  \hspace{1cm} (60)

where $\psi = e^\phi$. One can then solve (60) to obtain the conformal factor $\psi$ by imposing the boundary conditions

$$\partial_r \psi |_{r=0} = 0 \quad \text{and} \quad \lim_{r \rightarrow \infty} \psi = 1,$$  \hspace{1cm} (61)

which correspond to regularity at the origin and asymptotic flatness, respectively. The only remaining quantity is then the lapse function, which can be freely specified. We choose the “pre-collapsed” value $\alpha = \psi^{-2}$.
4. Results

We now present results obtained using both SFcollapse1D and NRPyCritCol in the study of critical phenomena of a massless scalar field in spherical symmetry. Although we will present more results obtained using SFcollapse1D, we emphasize that NRPyCritCol is by far the most versatile code. Fine-tuning of the critical solution with NRPyCritCol was performed with a single initial data sample, to validate against an SFcollapse1D evolution of the same initial data.

We begin our discussion by illustrating the critical solution. Consider the initial scalar field profile

$$\varphi_1 = \eta \exp \left( -\frac{r^2}{\sigma^2} \right),$$ \hspace{1cm} (62)

which corresponds to a spherically symmetric Gaussian centered at the origin, with $\eta$ a dimensionless parameter indicating its amplitude. We choose $\sigma = 1$, so that all dimensionful quantities are given in units of $\sigma$.\footnote{Our problem is essentially scale-free, but setting $\sigma = 1$ can be thought of as making the problem completely dimensionless by choosing a particular mass scale, e.g. $M_\odot = 1$. One can then recover physical units by consider appropriate powers of $G$, $c$, and $M_\odot$, for example.} The subscript I indicates the initial data family, which we will need to distinguish later on.

For sufficiently small values of $\eta$ the scalar field behaves as a spherical wave which bounces at the origin and then propagates outwards, resulting in flat space as the end state of the run. On the other hand, sufficiently large values of $\eta$ lead to gravitational collapse of the scalar field with a black hole forming at the origin. We are then interested in obtaining the critical value $\eta_*$ which separates subcritical runs (full dispersion) from supercritical runs (gravitational collapse).

The search for $\eta_*$ starts by obtaining two values $\eta_{\text{weak}}$ and $\eta_{\text{strong}}$, which correspond to subcritical and supercritical runs, respectively. It is clear that $\eta_{\text{weak}}$ and $\eta_{\text{strong}}$ bracket $\eta_*$. One can then systematically refine the interval containing $\eta_*$ by using e.g. bisection. We define the fine-tuning parameter

$$\delta \eta \equiv \frac{\eta_{\text{strong}} - \eta_{\text{weak}}}{\eta_{\text{weak}}},$$ \hspace{1cm} (63)

which allows us to measure how close the amplitude $\eta$ is to the critical value $\eta_*$. The better the fine-tuning, the longer the scalar field follows the critical solution before eventually dispersing or collapsing. All results below have a fine-tuning of $\delta \eta \sim 10^{-10}$ or better.

While the scalar field follows the critical solution, its profile repeats itself on ever smaller spatiotemporal scales, a phenomenon which is known as \textit{echoing}. This echoing manifests itself in other quantities as well, for example the central value of the lapse function,

$$\alpha_{\text{central}} \equiv \alpha|_{r=0}. $$ \hspace{1cm} (64)
In Figs. 2 and 3 we show $\alpha_{\text{central}}$ as a function of time for runs performed using the ADM and BSSN formalisms, respectively, after a high level of fine-tuning was obtained.\footnote{Instructions for reproducing Figs. 2 and 4 can be found in \cite{41} as well as in Sec. 5.3.2 of the supplementary material, while instructions for reproducing Fig. 3 and the corresponding BSSN version of Fig. 4 can be found in \cite{42, 43}.} Note that the difference in the overall behavior of $\alpha_{\text{central}}$ between the two figures is due to the different gauge choices we made when evolving the EKG equations using the different formalisms, as described in Sec. 2.

The self-similar behavior of the central value of the scalar field is better illustrated in terms of the logarithmic proper time variable

$$\xi \equiv -\ln |\tau_* - \tau|, \quad (65)$$

where

$$\tau(t) = \int_0^t \alpha(t') dt', \quad (66)$$

is the proper time and $\tau_*$ is the accumulation time, after which the solution no longer follows the critical one. As we approach the accumulation time, the oscillations associated with the critical solution “pile up”, as can be seen in Figs. 2 and 3. This can also be observed in the first two panels of Fig. 4, where we show $\varphi_{\text{central}}$ from a subcritical run performed with SF\textit{collapse1D} as a function of $t$, $\tau$, and $\xi$. The same behavior of $\varphi_{\text{central}}$ is observed in runs using NRP\textit{yCritCol}. We note that as we approach the critical
solution, the oscillations of the scalar fields at the origin have a fixed amplitude of 0.61 (in our units and conventions), a behavior also observed by other groups (see e.g. [1, 13, 15]). The same amplitude is found for all initial data families studied in this paper and the value 0.61 is also independent of the particular value of $\eta^\star$.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig3.png}
\caption{Same as Fig. 2 but for the BSSN formalism.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig4.png}
\caption{Central value of the scalar field near the critical solution as a function of coordinate time $t$ (left), proper time $\tau$ (center), and logarithmic proper time $\xi \equiv -\ln|\tau^\star - \tau|$ (right). The accumulation time, $\tau^\star$, was determined as the average value obtained from (68) after using all possible pairs of zero crossing proper times $(\tau_n, \tau_{n+1})$ for which the scalar field was already in the critical regime. We obtained $\Delta = 3.43(4)$ for the average oscillation period in logarithmic proper time, in agreement with the literature.}
\end{figure}

We follow [15] and consider two pairs of consecutive zero crossings of $\varphi_{\text{central}}$, $(\tau_n, \tau_{n+1})$ and $(\tau_m, \tau_{m+1})$, and assume that the period of oscillation, $\Delta$, in the logarithmic
proper time is constant and equal to
\[ \Delta = 2 \ln \left( \frac{\tau_* - \tau_n}{\tau_* - \tau_{n+1}} \right). \]  
(67)
This allows us to estimate the accumulation time from the numerical data using
\[ \tau_* = \frac{\tau_n \tau_{m+1} - \tau_m \tau_{n+1}}{\tau_n - \tau_{n+1} - \tau_m + \tau_{m+1}}. \]  
(68)

Next, we study the universality of the critical solution by repeating our analysis using SFcollapse1D and the additional initial data families
\[ \phi_{II} = \eta r^3 \exp \left[ - \left( \frac{r - r_0}{\sigma} \right)^2 \right], \]  
(69)
\[ \phi_{III} = \eta \left\{ 1 - \tanh \left[ \left( \frac{r - r_0}{\sigma} \right)^2 \right] \right\}. \]  
(70)

We start by fine-tuning the critical parameter \( \eta_* \) for all different families. We then perform a series of subcritical runs (i.e. with \( \eta < \eta_* \)) and keep track of the maximum central energy density, \( \rho_{\text{central}} \), which should behave as
\[ \ln(\rho_{\text{central}}^{\text{max}}) = C - 2\gamma x + k \sin(\omega x + \phi_{ph}), \]  
(71)
where \( \gamma \) is the universal exponent and
\[ \omega = \frac{4\pi\gamma}{\Delta}, \]  
(72)
is the frequency of the oscillation, with \( \Delta \) the universal oscillation period. In the above expressions, \( C, k, \) and \( \phi_{ph} \) are family-dependent constants and \( x \equiv \ln |\eta_* - \eta| \).

For these runs, we adopt an initial value for the amplitude of the scalar field, \( \eta_0 \), such that \( x_0 \equiv \ln |\eta_* - \eta_0| \) is set to \( x_0 = -32 \) for runs that use SFcollapse1D and \( x_0 = -25 \) for runs that use NRPYCrtCol, since the fine-tuning of the latter is smaller. We then choose a value \( \Delta x = 0.5 \) and perform a series of runs with
\[ x_i = x_0 + i \cdot \Delta x, \quad i = 0, 1, 2, \ldots, N, \]  
(73)
typically stopping at \( x_N = -8 \). In Fig. 5 we show the results of these runs, displaying \( \log(\rho_{\text{central}}^{\text{max}}) \) as a function of \( x \).

The universal exponent \( \gamma \) is determined by fitting the function (71) to the numerical data. The echoing period \( \Delta \) is determined in two different ways. First, using the same fitting function used to determine \( \gamma \), we find the oscillation frequency \( \omega \) and compute \( \Delta \) using (72). Second, we analyse the zero crossings of \( \phi_{\text{central}} \) and estimate \( \Delta \) using (67). In Table 1 we summarize our results. The uncertainties in \( \gamma \) and \( \Delta \) obtained using the fitting function correspond to the values for which the fit becomes visually worse to describe the numerical data. Using all possible zero crossing pairs in (67), we find the average value for \( \Delta \) and its sample standard deviation, which are also presented in the table. The average value for the critical exponent is \( \gamma = 0.375 \), while the average value for the echoing period is \( \Delta = 3.475 \), both in excellent agreement with the literature.
Figure 5. Maximum central density as a function of the scalar field initial amplitude $\eta$ for several subcritical runs and for different initial data families. The points represent numerical results, while the solid lines are fits obtained using (71). The average critical exponent obtained from the fit is $\gamma = 0.375$, while the average echoing period is $\Delta = 3.475$. We refer the reader to Table 1 for a detailed summary of the results.

Table 1. Results for the critical exponent, echoing period, and accumulation time for different formalisms and initial data families.

| Formalism | Family | $r_0$ | $\sigma$ | $\gamma$ | $\Delta$ | $\tau_*$ |
|-----------|--------|-------|----------|----------|----------|---------|
| BSSN      | I      | −     | 1        | $0.374(3)$ | $3.51^{+0.01}_{-0.06}$ | 3.46(2) | 1.56275073 |
| ADM       | I      | −     | 1        | $0.375(1)$ | $3.47^{+0.02}_{-0.04}$ | 3.43(4) | 1.22958674 |
| ADM       | II     | 2     | 2        | $0.376(1)$ | $3.45^{+0.02}_{-0.03}$ | 3.42(4) | 4.82081707 |
| ADM       | III    | 0     | 2.5      | $0.375(1)$ | $3.47^{+0.02}_{-0.03}$ | 3.44(6) | 2.59392679 |

5. Conclusions

In this paper we have presented two new open-source, user-friendly codes to study critical phenomena on consumer-grade computers: SFcollapse1D and NRPycritCol. SFcollapse1D was designed to reproduce the original results of critical phenomena obtained by Choptuik, and serves as a good tool for new students and researchers to reproduce the seminal results in the field. NRPycritCol is a state-of-the-art 3+1 numerical relativity code for studying critical collapse, and is highly extensible and versatile.

Both codes have been designed to be fast and extremely memory efficient enabling the study of critical phenomena at the scale of consumer-grade desktop and laptop computers. Additionally we make use of highly optimized numerical grids, which both
exploit symmetries and are adaptively adjusted to the lengthscales of the problem.

To demonstrate the capabilities of our codes, we have presented results of a study of critical phenomena of a massless scalar field in spherical symmetry. All of these results were obtained using a mid-2017 laptop computer with a 4-Core Intel Core i7 processor. With production-quality grids, runs with \textsc{SFcollapse1D} took about 45 minutes to complete, while runs with \textsc{NRPyCritCol} required as few as 10 minutes due to the implementation of manual regridding capabilities. Automation of this regridding infrastructure will be a focus of future work.

While in this paper we have focused our attention to the rather “canonical” example of critical collapse in spherical symmetry, \textsc{NRPyCritCol} in particular is perfectly suited for more generic scenarios. Exploration of such scenarios will also be a focus of future work.
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