Development of Coarse-Grained Models for Poly(4-vinylphenol) and Poly(2-vinylpyridine): Polymer Chemistries with Hydrogen Bonding
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Abstract: In this paper, we identify the modifications needed in a recently developed generic coarse-grained (CG) model that captured directional interactions in polymers to specifically represent two exemplary hydrogen bonding polymer chemistries—poly(4-vinylphenol) and poly(2-vinylpyridine). We use atomistically observed monomer-level structures (e.g., bond, angle and torsion distribution) and chain structures (e.g., end-to-end distance distribution and persistence length) of poly(4-vinylphenol) and poly(2-vinylpyridine) in an explicitly represented good solvent (tetrahydrofuran) to identify the appropriate modifications in the generic CG model in implicit solvent. For both chemistries, the modified CG model is developed based on atomistic simulations of a single 24-mer chain. This modified CG model is then used to simulate longer (36-mer) and shorter (18-mer and 12-mer) chain lengths and compared against the corresponding atomistic simulation results. We find that with one to two simple modifications (e.g., incorporating intra-chain attraction, torsional constraint) to the generic CG model, we are able to reproduce atomistically observed bond, angle and torsion distributions, persistence length, and end-to-end distance distribution for chain lengths ranging from 12 to 36 monomers. We also show that this modified CG model, meant to reproduce atomistic structure, does not reproduce atomistically observed chain relaxation and hydrogen bond dynamics, as expected. Simulations with the modified CG model have significantly faster chain relaxation than atomistic simulations and slower decorrelation of formed hydrogen bonds than in atomistic simulations, with no apparent dependence on chain length.
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1. Introduction

Advances in modeling and simulation of polymers over the past few decades have enabled many valuable studies of macromolecular materials over a broad range of relevant length and time scales—from oscillations in bonds and angles at the monomer level, to relaxation and diffusion at the chain level, to the assembly of chains into ordered domains [1–12]. Polymer simulations with atomistic models provide chemically detailed representations of monomers but are limited due to the larger computational resources and longer run times needed to predict experimentally relevant phenomena (e.g., disorder to order transition of high molecular weight polymer chains). To probe experimentally relevant length and time scales with reasonable computational resources and run time, one can use coarse-grained (CG) models. CG polymer models reduce the degrees of freedom by representing a polymer as a string of CG beads, where each CG bead represents either groups of atoms within...
a monomer, a whole monomer, or groups of monomers (or Kuhn segments). CG simulations have been used extensively to predict universal properties of polymers [13–29] or properties/behavior exhibited by specific polymer chemistries, enabling direct comparison to experiments [30–55].

CG polymer models can be developed in a bottom-up manner by using microscopic data from atomistic simulations to obtain all bonded and non-bonded CG model parameters via techniques like the iterative Boltzmann inversion (IBI) [56–63], inverse Monte Carlo (IMC) [64–67], multiscale coarse-graining (MS-CG) [51,68–70], relative entropy [71–76], generalized Yvon–Born–Green [77,78] method, and conditional reversible work [79–82] method. Another way to develop CG models is top-down, by obtaining CG model parameters that enable simulations to correctly reproduce macroscopic experimental observations and measurements [19,83–86]. One subset of top-down CG models is phenomenological CG models, which are intuitively parameterized to correctly represent an observed phenomenon. The CG model development highlighted in this paper falls within this subset of phenomenological CG models and is focused on macromolecules that exhibit directional interactions [87].

Directional interactions like hydrogen bonding, \(\pi-\pi\) stacking, metal–ligand coordination bonding, and associative bonding play an important role in tuning the structure (or morphology), thermodynamics (e.g., miscibility, order–disorder transition, order–order transition), and dynamics (e.g., chain relaxation) of polymers. For instance, in polymer blends, miscibility in blend components has been found to be altered by the number of inter- vs. intra-chain hydrogen bonds dependent on the accessibility, steric crowding, and relative positioning of hydrogen-bonding functional groups along polymer chains [88–93]. Hydrogen bonding can also lead to unique ordered structures; for example, in mixtures of poly(4-vinylpyridine) and long-tail surfactants like p-dodecylbenzenesulphonic [94] acid and 3-pentadecylphenol [95], hydrogen bonding leads to the formation of mesomorphic structures with regular periodic domains. Similarly, lamella to cylinder structural transitions have been noted in supramolecular hydrogen-bonding complexes of poly(4-vinylpyridine) and benzoic acid derivatives at different compositions [96]. In chemistries like nylon-\(n\) (where \(n = 2, 4, 8, 10\)), inter-chain hydrogen bonds lead to the formation of crystalline nanosheets which then stack in ordered anti-parallel arrangements to form nylon crystals [97,98]. Additionally, hydrogen bonds have also been shown to drive temperature [99,100] and pH [101,102] responsive morphologies in polymer blends and polymer nanocomposites.

In past studies, CG models utilized simple isotropic potentials, which inherently lack directionality, to describe hydrogen bonding interactions in polymers [87,103]. However, it has been realized that to reproduce the effect of hydrogen bonds, the incorporation of effective directionality or anisotropic interactions in the CG model is essential, as hydrogen bonding in polymers brings about a valency effect structurally and also imposes rotational constraints on interacting atoms, leading to significant changes in entropy as compared to isotropic interactions [91,92,104]. For example, Muller-Plathe, Carbone, and co-workers [105,106], who studied polyamides, found that in CG models where hydrogen bonding donor and acceptor atoms were grouped together into CG beads with other atoms, the directionality of the hydrogen bond was lost. As a result of loss of directionality, even though the structure for a broad range of temperatures was predicted correctly, the CG model did not capture the dynamics accurately (quantified by the time correlation of hydrogen bonds, hydrogen bond relaxation times, etc.) at low temperatures when compared with atomistic simulations [105]. Alternately, hybrid atomistic–CG models, where hydrogen bonding atoms are explicitly represented to retain the directionality of hydrogen bonding interactions and a CG representation is used of other (non-hydrogen bonding) atoms, can speed up the simulation compared to atomistic simulations and capture hydrogen bond formation explicitly, unlike non-directional CG models [107]. However, hybrid atomistic–CG models are tedious to implement as they require separate simulation attributes (thermostats, neighbor lists, etc.) for the CG and atomistic regions of the system [107,108]. Overall, with the ease of implementation, lower computational resource requirement, and faster simulation times, CG models developed to
capture directional interactions in polymers are needed that can ultimately guide experiments in screening suitable candidates for material design.

In recent work, Kulshreshtha et al. presented a generic CG model that captured directional interactions in polymers in general and used this model to study structure in polymer nanocomposites (PNCs) containing generic homopolymer-grafted nanoparticles in a homopolymer matrix [109]. In their CG model, the hydrogen bonding “acceptor” and “donor” CG beads were embedded in the graft and matrix “monomer” CG beads, respectively. An effective directional interaction between the graft and matrix CG beads was achieved despite the use of isotropic attractive interaction potential between the acceptor and donor CG beads by careful tuning of the relative size, placement, and bonded interactions of acceptor and donor beads with respect to the graft and matrix polymer beads. Using this CG model in molecular dynamics (MD) simulations, Kulshreshtha et al. showed that attractive directional interactions between graft and matrix chains improved the penetration of the grafted layer by matrix chains (i.e., grafted layer “wetting”) in PNCs, as seen with isotropic graft–matrix attractive interaction; however, the directional graft–matrix attraction led to a lesser number of matrix chains interacting with each graft chain and a lower free volume per graft chain at equivalent wetting compared to isotropic graft–matrix attraction [109]. The implications of these results are that the thermomechanical properties for PNCs with hydrogen bonding graft and matrix polymers would be different from those of PNCs with isotropically attractive graft–matrix interaction. This generic CG model of Kulshreshtha et al., capturing directional interactions in polymers, enabled simulation studies of universal structural behavior common to many hydrogen bonding polymers independent of specific polymer chemistry. However, this generic CG model of Kulshreshtha et al. [109] did not include specific bonded constraints (e.g., angle or dihedral potentials to mimic local orientational penalty) that could alter the ability to form a hydrogen bond between two monomers. Furthermore, it also did not account for intra-chain hydrogen bonds. In principle, this generic CG model of Kulshreshtha et al. [109] can be extended to include unique structural modifications to faithfully model specific polymer chemistries, which is the focus of this article.

In this article, we use atomistic MD simulations to guide the modifications needed in this generic CG model of Kulshreshtha et al. [109] to represent two specific polymer chemistries—namely poly(4-vinylphenol) and poly(2-vinylpyridine) in tetrahydrofuran (THF). THF is expected to be a good solvent for both polymers [110–113]. We choose poly(4-vinylphenol) as an example polymer chemistry since it is capable of forming both intra- and inter-chain hydrogen bonds and previous studies have shown the role of hydrogen bonds in promoting miscibility in blends of poly(4-vinylphenol) with other hydrogen bonding polymer chemistries [114–116]. The second polymer poly(2-vinylpyridine) does not exhibit intra-chain hydrogen bonds but is capable of forming inter-chain hydrogen bonds with donor polymers (e.g., poly(4-vinylphenol)) [117–119], thus making it another suitable candidate for model development. Rather than conduct a bottom-up development for a completely new CG model using atomistic to CG mapping approaches described earlier, we want to demonstrate in an incremental step-by-step manner what few modifications (e.g., intra-chain interactions and torsional constraint) are needed in the generic CG model of Kulshreshtha et al. [109] to reproduce the atomistic structure of these polymer chemistries. First, we achieve this specifically for the chain length of 24 monomers. We then test how well this modified CG model predicts the structure for polymer chain lengths of 12, 18, and 36 monomers. We also show that this modified CG model, tailored to reproduce atomistic structure, does not reproduce atomistic chain relaxation or hydrogen bond dynamics. Additionally, to motivate the need for our modified CG model over atomistic models, we quantify the computational speed up that we achieve by using simulations with the modified CG model as compared to atomistic simulations.

This article is organized as follows. In Section 2, we describe details pertaining to the atomistic and CG models, MD simulation details, and the data analyses. In Section 3, we first present the model development for poly(4-vinylphenol) and poly(2-vinylpyridine), followed by testing the transferability of the CG model for different chain lengths and then comparing the dynamic behavior of the CG model...
to atomistic simulations. In Section 4, we conclude with a summary of key results and an outlook for future work.

2. Approach

2.1. Atomistic Molecular Dynamics Simulation

We conduct atomistic molecular dynamics (MD) simulations of a single chain of either poly(4-vinylphenol) or poly(2-vinylpyridine), abbreviated as pvpH and pvpY, respectively, in explicitly represented tetrahydrofuran (THF) molecules in an isothermal-isobaric (NPT) ensemble at a constant pressure and temperature of 1 bar and 298 K, respectively, using GROMACS 5.1.2 package [120–122]. For both pvpH and pvpY, THF is expected to act as a good solvent [110–113]. We consider pvpH and pvpY, comprised of 12, 18, 24, and 36 monomers, denoted as 12-mer, 18-mer, 24-mer, and 36-mer. The intra- and inter-chain interactions of pvpH, pvpY, and THF are modeled using OPLS-AA force field [123,124]. We choose OPLS-AA force field because (a) it is applicable for a wide range of organic molecules, such as organic liquids and ligands, aromatic biaryls, proteins, or nucleic acids [123–126] and (b) it has been used in many atomistic simulation studies aimed at development of CG polymer models [57,127,128]. We note however, that to the best of our knowledge, the OPLS-AA force field has not been optimized to reproduce correctly the polymer–solvent (pvpH–THF and pvpY–THF) interactions that are relevant to this paper.

We generate all the OPLS-AA parameters using LigParGen web server with 1.14*CM1A-LBCC model for assigning partial charges [125,126,129,130]. As proposed for the OPLS-AA model [123,124], the 1–2 and 1–3 non-bonded interactions are excluded while the 1–4 non-bonded interactions are reduced by a factor of 2, and geometric-mean combining rule is used for computing both energy and size, Lennard–Jones (LJ) [131] interaction parameters of unlike pairs. Analytical long-range tail corrections [132] accounting for dispersion are applied for the non-bonded LJ interactions while electrostatic interactions are handled using particle mesh Ewald (PME) method [133], using a fourth-order cubic interpolation, each with a potential cutoff of 12 Å.

We generate initial configurations using PACKMOL [134], by randomly placing a single pvpH or pvpY polymer chain of a particular chain length and 5000 THF molecules in a cubic simulation box of size 10 nm with periodic boundary conditions in x, y, and z directions. These initial configurations are subjected to the steepest descent energy minimization to remove overlaps. Then, the configuration is simulated in canonical (NVT) ensemble for a duration of 2 ns, followed by NPT ensemble MD equilibration for 10 ns, which allows the system to reach appropriate equilibrium density and potential energy, and a subsequent NPT ensemble production run for 100 ns. During the production run, the temperature and pressure are controlled using Nosé–Hoover [135,136] thermostat and Parrinello–Rahman [137] barostat with a coupling time constant of 0.4 ps and 2.0 ps, respectively. A time step of 0.001 ps is used for integrating the equations of motion using leap-frog integrator. The higher frequency bonds containing hydrogen atoms are constrained using LINCS [138] method.

For data analyses, we use the configurations obtained from the 100 ns production trajectory with coordinates saved every 10 ps. We perform, for each system, 5 independent trials with distinct initial configurations. When we report a single ensemble structural analysis value, we show the average and the standard deviations from the 50,000 total configurations from 5 trials. When we report probability distributions, we calculate the distribution from the 10,000 configurations in each trial and report the average distribution and standard deviation from 5 trials.

2.2. Coarse-Grained (CG) Model

As this paper is focused on showing the modifications that need to be made to the previously published generic CG polymer model of Kulshreshtha et al. [109] to specifically model pvpH and pvpY, we first describe the features that we inherit from the generic CG model of Kulshreshtha et al. [109] and then describe the modifications. In the generic CG model of Kulshreshtha et al. [109], each monomer
along the polymer (pvpH or pvpY) chain is represented with one CG backbone (B) bead and a CG hydrogen bonding (H) bead (Figure 1). The B bead diameter is set to $1\ d$, with $d$ serving as the reduced unit of distance; as we separately simulate single chain(s) of pvpH or pvpY in implicit solvent, this value of $1\ d$ is equivalent to $6\ \text{Å}$ in simulations of pvpH chain and $5.29\ \text{Å}$ in simulations of pvpY. If one simulated a system with both these chains, $1\ d$ would be equal to $5.29\ \text{Å}$ and the sizes of the CG beads for the two chemistries would be scaled accordingly; the reader interested in this scenario is directed to Section I of the Supplementary Information (SI) and Figure S1. The H beads on pvpH and pvpY are included to model the hydrogen bonding interactions that one could observe between hydroxy (-OH) groups in systems with pvpH chains or between an acceptor nitrogen atom of pvpY and donor -OH group in systems involving a blend of pvpH and pvpY chains. The H bead diameter is set to $0.3\ d$ and is placed at $0.37\ d$ from the center of the B bead. This selection allows the H bead to be partially embedded within the B bead, exposing only a small volume of H bead to allow for effectively directional interactions, as shown in the work of Kulshreshtha et al. [109].

![Figure 1](image)

**Figure 1.** CG model for (a) poly(4-vinylphenol) (pvpH) and (b) poly(2-vinylpyridine) (pvpY). Each CG backbone (B) bead represents a monomer and is shown in gray color overlaid on the atomistic monomer representation. Each CG hydrogen bonding (H) bead is shown in yellow color. Following the work of Kulshreshtha et al. [109], the position and size of H bead with respect to the B bead are set to be the values shown in (c), where $d$ represents the reduced unit of distance and is equivalent to $6\ \text{Å}$ and $5.29\ \text{Å}$ for pvpH and pvpY, respectively.
As done by Kulshreshtha et al. [109], the polymer chain is modeled as a bead-spring [139] chain. The bond between the monomers is represented by a harmonic potential between bonded B and B’ beads (apostrophe denotes an adjacent bonded monomer), as shown in Equation (1).

$$U_{\text{bond}}(r) = k_{\text{bond}}(r - r_0)^2$$  \hspace{1cm} (1)$$

Similarly, the bond between H bead and its parent B bead is modeled via a harmonic bonded B-H potential. The equilibrium bond length, $r_0$, is set to 1 d for B–B’ and 0.37 d for B-H and the force constant, $k_{\text{bond}}$, is equal to 50 and 1000 kT/d$^2$ for B–B’ and B-H, respectively. The angle potential between a H bead, its parent B bead, and the adjacent bonded B’ bead, denoted as H-B-B’ angle, with the form of Equation (2), is defined to constrain the rotation of H bead with respect to the B bead.

$$U_{\text{angle}}(\theta) = k_{\text{angle}}(\theta - \theta_0)^2$$  \hspace{1cm} (2)$$

In Equation (2), $k_{\text{angle}}$ and $\theta_0$ are set to 50 kT/radian$^2$ and 90° respectively. The B-B’-H’ angles are unrestricted, except at the last monomer bead in the chain. Moreover, it is important to mention that these B–B’ and B-H bonded potentials and H-B–B’ angle potential parameters are chosen to maintain directionality of the hydrogen bonding interactions [109].

In the early stages of the model development, as done in Kulshreshtha et al. [109], (a) we do not have 3- and 4-body bonded potentials along the backbone of the chains (i.e., no B-B’-B” angle potential or B-B’-B”-B’’’ dihedral angle potential) to mimic a flexible polymer chain, and (b) we do not have a H-B-B’-H’ dihedral angle potential to allow free rotation of H beads along the polymer chain. In later stages of the modified CG model development, to better match the CG model chain conformations with those from atomistic results, we modify the above two choices. When needed, the dihedral constraints are incorporated into the model using the following steps. We first obtain the energy distribution by direct Boltzmann inversion of the target probability distribution functions:

$$U(\varnothing) = -kT \ln \left[ P(\varnothing_{\text{target, atomistic}}) \right] + C_{\varnothing}$$  \hspace{1cm} (3)$$

where $C_{\varnothing}$ is the constant that sets the minima of the potential to zero. Based on the profile of $U(\varnothing)$ in Equation (3), we choose to fit a 4-term Fourier-type dihedral potential of the form

$$U_{\text{dihedral}}(\varnothing) = \sum_{i=1}^{4} k_{\text{dihedral}, i} \left( 1 + \cos \left( n_i \varnothing - d_i \right) \right)$$  \hspace{1cm} (4)$$

and obtain dihedral coefficients, $k_{\text{dihedral}, i}$, and equilibrium dihedral angles, $d_i$. In early stages of the modified CG model development, to mimic the THF (good) solvent implicitly in the CG model, the non-bonded B-B’, B-H, and H-H interactions are modeled as isotropic and purely repulsive using Weeks–Chandler–Andersen (WCA) [140] potential described as:

$$U_{ij}(r) = \begin{cases} 
4\varepsilon_{ij} \left[ \left( \frac{\sigma_{ij}}{r} \right)^{12} - \left( \frac{\sigma_{ij}}{r} \right)^{6} \right] + \varepsilon_{ij} ; & r_{\text{cut}} \leq \frac{1}{2^{1/6}} \sigma_{ij} \\
0 ; & r_{\text{cut}} > \frac{1}{2^{1/6}} \sigma_{ij} 
\end{cases}$$  \hspace{1cm} (5)$$

The pairwise non-bonded interaction parameters are set as $\varepsilon_{BB} = \varepsilon_{BH} = \varepsilon_{HH} = 0.1$ kT and $\sigma_{BB} = 1$ d, $\sigma_{HH} = 0.3$ d and $\sigma_{BH} = 0.65$ d, where $\sigma_{ij}$ is set according to the arithmetic mean diameter of the interacting bead pair. In later stages of the modified CG model development, to better match the CG model chain conformations with those from atomistic results, we introduce an attractive interaction between H-H
beads for pvpH polymer and between B–B beads for pvpY polymer. These attractive non-bonded interactions are modeled using cut and shift LJ [131] interaction, which takes the following form:

$$U_{ij}(r) = \begin{cases} 
4\varepsilon_{ij}\left(\frac{0}{\sigma_{ij}}\right)^{12} - \varepsilon_{ij} & ; \quad r_{\text{cut}} \leq 2\sigma_{ij} \\
0 & ; \quad r_{\text{cut}} > 2\sigma_{ij}
\end{cases} \quad (6)$$

The values of $\varepsilon_{ij}$ of the interacting bead pair are varied from 0.1 kT to higher values till we obtain a good match between the CG simulations and atomistic simulations for the target conformational property distribution.

2.3. CG MD Simulation Details

Using the CG model described above, we perform Langevin dynamics simulations using LAMMPS (August 2018 version) package [141] in NVT ensemble. The choice of simulation package, i.e., LAMMPS for CG MD simulations and GROMACS for atomistic simulations, is purely based on the ease of implementation of the chosen models in the respective packages and our results should be independent of the software package used for running MD simulations.

At the start of the simulation, we randomly place a single chain of pvpH or pvpY (12-mer, 18-mer, 24-mer, or 36-mer) in an extended rod-like configuration, with the B–B′ and B-H distance set to 1 d and 0.37 d, respectively, in a cubic simulation box of size 100 d, with periodic boundary conditions in x, y, and z directions. To relax the chain away from this unphysical initial configuration, we run the simulation for $10^7$ time steps at temperature $T^* = 1$ (in reduced units) using a Nosé–Hoover [135,136] thermostat, with all the non-bonded interactions, including 1–3 and 1–4 interactions that prevent intra-chain bead overlap, modeled as purely repulsive using WCA interaction potential. We note that one simulation time step is set to $\Delta t = 0.0001\tau$ (in reduced units), where $\tau$ is equivalent to 4.18 ps for simulations with pvpH and 3.45 ps for simulations with pvpY (see Section I in the SI for conversion from reduced time to real time units). After the initialization stage, the system is equilibrated for another $10^7$ time steps, where the non-bonded interactions are set to those in the CG model specifications and the temperature is maintained at $T^* = 1$ using a Langevin thermostat with the damping parameter (i.e., “damp” in LAMMPS package) of 10 time steps to model the solvent effect implicitly. Our choice of this damping parameter should not impact the values of the equilibrated ensemble structural properties presented in the Results section. We tested a range of damping parameters between 10 and 100 time steps and found that the chosen value of 10 time steps allowed frictional forces due to the implicit solvent to be commensurate with conservative forces, allowing sampling of configurations in an implicit solvent environment. However, given the inverse relationship of this damping parameter and simulated viscous effects of the solvent, we expect this value to impact the CG model dynamics versus atomistic model dynamics.

The equilibration stage is followed by a production stage of $5 \times 10^8$ time steps, which is equivalent to 209 ns for pvpH and 172.5 ns for pvpY, during which we sample configurations every $10^5$ time steps. We repeat, for each system, 10 independent trials with different initial configurations and random number seeds (used for initial velocities and damping forces in Langevin equations). When we report a single ensemble structural analysis value, we show the average and the standard deviations from the total configurations from 10 trials, and when we report probability distributions, we calculate the distribution from the 5000 configurations in each trial and report the average distribution and standard deviation from 10 trials.

2.4. Analyses

For both atomistic and CG model simulations, we calculate probability distributions of (a) B-B′ and B-H bond distances; (b) B-B′-B′′ and H-B-B′ angles; and (c) B-B′-B′′-B′′′ and H-B-B′-H′ dihedrals. These distributions from atomistic simulations are used to modify, as needed, the effective bonded potentials for the new CG model. When computing these distributions for atomistic simulations,
the center of the B bead corresponds to the center of mass of the (pvpH or pvpY) monomer and the center of the H bead corresponds to the relative positions of hydroxy (-OH) group in pvpH and nitrogen atom in pvpY monomer from the center of mass of the monomer. For CG simulations, the center of the CG B bead is mapped to the center of mass of the corresponding monomer in the atomistic simulations, whereas the center of the CG H bead is pre-defined relative to the CG B monomer, similar to the generic CG model of Kulshreshtha et al. [109].

We quantify the polymer chain conformation and chain backbone stiffness in both atomistic and CG MD simulations. The chain conformations sampled are plotted as probability distributions of end-to-end distance ($R_{ee}$), as shown in Equation (7):

$$R_{ee} = \sqrt{|r_l - r_0|^2}$$

(7)

where $r_0$ and $r_l$ are the positions of the first and last monomer beads of the chain. For comparison between atomistic and CG simulations’ results, the B-B', B-H, and $R_{ee}$ probability distributions obtained from atomistic simulations are scaled by the average B bead diameter (6 Å for pvpH and 5.29 Å for pvpY), to convert the distributions from real units (Å) to reduced distance units (d).

We quantify the chain backbone stiffness with the persistence length ($L_P$) calculated using the autocorrelation function of bond vectors along the polymer chain [142]:

$$C(i) = \frac{\langle b_i \cdot b_1 \rangle}{\langle b \rangle^2} \approx e^{-\frac{i}{L_P}}$$

(8)

with $\vec{b}_i$ being the bond vector for the first bond (from bead 0 to 1), $\vec{b}_i$ being the $i^{th}$ bond vector (from bead i-1 to i) of the chain, and $\langle b \rangle$ being the average bond length, where $\langle ... \rangle$ denotes an ensemble average. $L_P$ is solved by fitting an exponential function to the autocorrelation function $C(i)$ in Equation (8) and is also reported in reduced distance units (d).

We analyze the chain relaxation dynamics by calculating the autocorrelation function of the end-to-end vector [$ACF(R_{ee}(t))$], described as:

$$ACF(R_{ee}(t)) = \frac{R_{ee}(t) \cdot R_{ee}(0)}{R_{ee}(0) \cdot R_{ee}(0)}$$

(9)

where $R_{ee}(0)$ is the end-to-end vector at any initial time $t = 0$, $R_{ee}(t)$ is the end-to-end vector at any time $t$, and $\langle ... \rangle$ denotes an ensemble average.

To quantify the dynamic behavior of the intra-chain hydrogen bonds in pvpH, we calculate time autocorrelation function shown in Equation (10).

$$C_x(t) = \frac{\langle \sum h_{ij}(t_0)h_{ij}(t_0 + t) \rangle}{\sum h_{ij}(t_0)^2}$$

(10)

In Equation (10), the variable $h_{ij}$ takes on the value 1 when the pair of $i$ and $j$ H beads are hydrogen bonded, and 0 otherwise. The subscript $x$ in $C_x(t)$ refers to the “continuous” definition of the hydrogen bonds, i.e., a hydrogen bond once broken is considered broken for the remainder of the time, thus providing information on short-time scale behavior of hydrogen bonds. For atomistic simulations, hydrogen bonds are considered to be formed when the distance between donor and acceptor atoms is less than or equal to 3.0 Å and donor–hydrogen–acceptor angle is less than or equal to 30°. For CG simulations, we consider a pair of CG H beads to be hydrogen bonded when they are within 1.50 $\sigma_{HH}$ (0.45 d) of each other, which is large enough to ensure that all the hydrogen bonding pairs within the first coordination shell are taken into account.
3. Results and Discussion

3.1. Development of CG Model Using 24-mer Chains

As our CG model is extended from the generic CG model of Kulshreshtha et al. [109], we first compare the structures generated by the CG model of Kulshreshtha et al. [109], denoted as the “original” CG model without any modification, against the atomistic simulation results of pvpH and pvpY. Figure 2 shows the probability distributions of B-B’ distance, B-H distance, and H-B-B’ angle from atomistic simulations of 24-mer pvpH and pvpY chains and simulations of a 24-mer chain using the “original” CG model. The agreement of B-B’ distribution between the atomistic and the “original” CG model is good but the agreement of the respective B-H and H-B-B’ distributions is not good. The differences in the B-H and H-B-B’ profiles between the original CG and atomistic models are not surprising as the B-H distance and H-B-B’ angle are constrained to these specific values via harmonic potentials in the original CG model of Kulshreshtha et al. [109]. The tail in the CG distribution of H-B-B’ angles is due to unconstrained B-B’-H’ angles in the original CG model of Kulshreshtha et al. [109]. Another notable difference is between pvpY and pvpH in their atomistic B-H (Figure 2b) and H-B-B’ (Figure 2c) distributions, which motivates the modified CG model development separately for each of these chemistries.

![Figure 2. Comparison of probability distributions of (a) B-B’ distance, (b) B-H distance, and (c) H-B-B’ angle for 24-mer pvpH and pvpY chains, obtained from atomistic simulations of 24-mer pvpH and pvpY chains and CG 24-mer chain simulations using the generic CG model of Kulshreshtha et al. [109] (denoted as “original” CG model). The standard deviations are computed from the means of 5 independent trials for atomistic simulations and 10 independent trials for CG simulations and the lines joining the symbols are drawn to guide the eye.](image)

Next, the B-B’-B’’ angle and B-B’-B’’-B’’’ dihedral distributions (Figure 3a,b) show that, atomistically, pvpH and pvpY exhibit unique preferences (e.g., corresponding to the peaks in both atomistic B-B’-B’’ angle and B-B’-B’’-B’’’ dihedral distributions) whereas the original CG model does not. These results for the original CG model of Kulshreshtha et al. [109] are not surprising, as the CG chains are modeled as flexible chains with no angle or dihedral constraints along the backbone of the chain. For the atomistic models, the probability distribution of H-B-B’-H’ dihedrals (Figure 3c) along with H-B-B’ angles (Figure 2c) proves that the position of the hydrogen bonding
site has an orientational preference for both pvpH and pvpY chains. However, in the original CG model of Kulshreshtha et al. [109], such orientational preference is lacking, as no torsional constraints are imposed. Despite these differences in local monomer-level structure between the atomistic and the original CG model, the correlation of bonds (calculated as in Equation (8)) from atomistic and CG simulations (Figure 3d) and the values of persistence lengths ($L_p$) of $1.69 \pm 0.54$ d, $1.41 \pm 0.12$ d, and $2.00 \pm 0.02$ d for atomistic simulations of 24-mer pvpH and 24-mer pvpY chains, and the 24-mer chain modeled with the original generic CG model, respectively, show reasonable agreement. We also find that the original CG of Kulshreshtha et al. [109] can correctly capture the polymer scaling exponent ~0.6 for a polymer chain in good solvent (see Section II and Figure S2 in SI) as well as the expected distribution of mean-squared internal distances (see Section II and Figures S3 and S4 of the SI). These put together demonstrate the power of simple generic CG polymer models to correctly capture universal polymer physics for a broad range of chain lengths [12,14,143–146].
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**Figure 3.** Comparison of distributions of (a) B-B′-B″ angle, (b) B-B′-B″′ dihedral, (c) H-B-B′-H′ dihedral, (d) bond-vector autocorrelation functions, and (e) $R_{ee}$ distance (with ensemble average values in reduced units (d)), with atomistic simulation snapshots of pvpH chains included at various $R_{ee}$, obtained from atomistic simulations of 24-mer pvpH and pvpY chains and CG 24-mer chain simulations using the generic CG model of Kulshreshtha et al. [109] (denoted as “original” CG model). The legend in part (e) is applicable for all parts. The standard deviations are computed from the means of 5 independent trials for atomistic simulations and 10 independent trials for CG simulations and the lines joining the symbols in parts (a–c,e) are drawn to guide the eye.
Interestingly, the \( R_{ee} \) distances (Figure 3e) sampled in atomistic simulations of pvpH and pvpY chains in THF are smaller than those sampled with the original CG model and exhibit more fluctuations with high standard deviations. These \( R_{ee} \) distributions sampled in the atomistic simulations suggest that the selected force field parameters (that are not optimized for pvpH and pvpY with THF) are likely modeling a solvent quality that is poorer than the expected good solvent quality and that there could be some kinetic trapping of configurations in the atomistic simulations. The original CG model, based on the expected good solvent scaling behavior (see Section II and Figure S2 in SI) and the smooth \( R_{ee} \) distribution with small standard deviations, demonstrates sufficient sampling of the equilibrated states. Assuming the atomistic simulation results to be correct, to match the atomistically observed \( R_{ee} \) distances for 24-mer pvpY and pvpH chains, we need to modify the original CG model to include attractive interactions within the chain either due to intra-chain H-bonds or due to solvent induced B-B interactions. We note that despite similarities in the atomistic \( R_{ee} \) distributions of pvpH and pvpY chains, for the pvpH chemistry, we see the formation of intra-chain hydrogen bonds between the hydroxy (-OH) groups (see snapshots included in the figure). We see in the atomistic simulations that as the number of intra-chain hydrogen bonds increases, the \( R_{ee} \) distance decreases, as shown in Figure S5 of SI. These intra-chain hydrogen bonds are absent in pvpY chemistry as pvpY only has hydrogen bond accepting nitrogen atoms. Thus, for pvpY, any chain collapse is likely driven by van der Waals interactions, interactions between the pvpY and THF, and potential intra-chain \( \pi-\pi \) stacking interactions between the pyridine aromatic rings.

In summary, the atomistic simulation results at the monomer-level and chain-level for chains of pvpH and pvpY show differences between the two chemistries and some monomer-level features, unique to these chemistries. Next, we describe in a step-by-step manner the modifications that one would need to incorporate into the original generic CG model of Kulshreshtha et al. [109] to reproduce the atomistically observed structures for each polymer chemistry.

3.1.1. 24-mer pvpH Chain

For pvpH, to capture the intra-chain hydrogen bonds seen in the atomistic simulations, in the CG model, we introduce an attractive non-bonded interaction between H-H beads and systematically vary the \( \epsilon_{HH} \) from 6 to 10 kT, keeping all the other parameters the same as the original CG model of Kulshreshtha et al. [109]. Anticipating this modification to alter the \( R_{ee} \) sampled, we plot the probability distribution of \( R_{ee} \) distance as a function of changing hydrogen bonding strength along with the reference atomistic results (Figure S6 of SI). Use of \( \epsilon_{HH} = 6 \) kT barely changes the \( R_{ee} \) from that obtained via the generic CG model of Kulshreshtha et al. [109]. As the \( \epsilon_{HH} \) is systematically increased, the range of \( R_{ee} \) sampled shifts to smaller values with the \( \epsilon_{HH} = 7 \) kT, producing the same range of sampled \( R_{ee} \) in the CG simulations as that in the atomistic simulations. In Figure S7 of SI, we plot the structural features of the CG pvpH chains for this case of \( \epsilon_{HH} = 7 \) kT versus that of the reference atomistic results. In Figure S7a, we see overall agreement between the \( R_{ee} \) sampled by CG and atomistic simulations, but the CG simulation distribution exhibits the expected mono-peaked shape in the \( R_{ee} \) distribution, while the atomistic simulations exhibit large error due to lesser sampling relative to CG simulations. The introduction of H-H attraction also affects the overall stiffness of the chain. The correlation of bonds (Figure S7b) and the calculated value of \( L_p \), \( 1.50 \pm 0.07 \) d with this modified CG model, as compared to the atomistic model persistence length of \( 1.69 \pm 0.54 \) d, shows good agreement. Interestingly, by simply introducing an H-H attraction in the modified CG model and keeping all other bonded potentials the same as the original CG model of Kulshreshtha et al. [109], we also see an impact on structural features such as H-B-B’-H’ dihedral, B-B’-B’-B’’ dihedral, and B-B’-B’ angle distributions. The probability distribution of the H-B-B’-H’ dihedral obtained for this modified CG model exhibits good agreement with the atomistic distribution (see Figure S7c with modified CG model versus Figure 3c with original CG model). This is because in our modified CG model, the orientation of the H beads with respect to the B beads drives the chain to sample a bimodal H’-B-B’-H’ distribution. We now see a bimodal probability distribution of B-B’-B’-B’’ dihedral, which is in agreement with the
atomistic B-B′-B″-B‴ dihedral distribution (see Figure S7d with modified CG model versus Figure 3b with original CG model). Furthermore, the B-B′-B″ angle distribution (Figure S7e) also exhibits a peak at ~60° in atomistic simulations (not seen in the original CG model in Figure 3a); however, the overall agreement with the atomistic B-B′-B″ angle distribution is still not good. This is because the pvpH chain simulated with this modified CG model still samples higher angles than in atomistic simulations due to the higher flexibility and excluded volume effects in the CG model. Overall, we see significant improvement over the original CG model of Kulshreshtha et al. [109] in reproducing pvpH specific atomistic simulation results for 24-mer chains. We emphasize that rather than conducting a complete CG model parameterization of every bonded and non-bonded potential using one of the many methods described in the Introduction, we want to show what few modifications are needed to ensure that the generic “original CG model” better represents a specific chemistry. By incorporating a single modification—in this case, an appropriate attractive interaction between hydrogen bonding (H) beads to enable intra-chain hydrogen bonds—it is possible to reproduce most of the structural features of pvpH chains, as seen in the atomistic simulations, including chain conformations and stiffness.

To test if it is possible to further improve the performance of the modified CG model, in addition to the attractive interaction between H-H beads, we also impose H-B-B′-H′ dihedral as a second modification to maintain the orientation of the H beads. This H-B-B′-H′ dihedral potential is parameterized using direct Boltzmann inversion of the corresponding probability distribution function obtained from the atomistic model, as shown in Equation (3). Figure S8a of SI presents the quality of fit obtained, using Fourier-style dihedral with four terms (Equation (4)). We, again, systematically vary the attractive strength, ε_{HH}, from 6 to 10 kT. Clearly, explicit incorporation of H-B-B′-H′ dihedral in the CG model does not alter the Rₑt trends and the best match results are again obtained for ε_{HH} = 7 kT (see Figure S9 of SI). The results of all the structural properties of this modified CG model are plotted in Figure 4 and we only highlight a few key observations next.

The snapshots of the CG model chain conformation (Figure 4a) at the average Rₑt demonstrate that the attractive interaction between H beads lead to the formation of intra-chain contacts and a compact conformation. The relatively small size of the H bead and its placement with respect to the B bead center forces the H-H beads to interact directionally. We note, however, that unlike Kulshreshtha et al. [109], where the authors also captured the specificity of hydrogen bonding interactions (i.e., allowing an H-bead to interact with at most one other H-bead) by judiciously choosing repulsive interactions between like acceptor H-acceptor H and donor H-donor H bead pairs, in this modified CG model of pvpH, the specificity of the hydrogen bonding interaction is lost and the formation of H-H-H interactions is now a possibility. However, the formation of such H-H-H interactions is also seen in the atomistic model, as observed in the snapshot shown in Figure 3 (see black circles around such contacts). Furthermore, the calculated value of Lₑ from the CG model, 1.47 ± 0.14 d, and the probability distributions for B-B′-B″-B‴ dihedral and B-B′-B″ angle remain unaffected. As expected, the agreement of H-B-B′-H′ dihedral between the CG and atomistic model is significantly enhanced (Figure 4c versus Figure S7 of SI). Therefore, depending upon the choice of structural property that needs to be reproduced correctly, one can judiciously introduce additional modifications in our CG model to facilitate future studies.

### 3.1.2. 24-mer pvpY Chain

For pvpY chains, unlike pvpH, we do not need to introduce attraction between H beads because we do not have intra-chain hydrogen bonds; the nitrogen in the pvpY monomer serves only as a hydrogen bonding acceptor atom. However, in the atomistic simulations, the chain samples more collapsed conformations than the original generic CG model (Figure 3e). To produce these collapsed conformations, we introduce into the original generic CG model the first modification—a weak non-bonded attractive interaction between backbone B beads. We systematically vary the ε_{BB} from 0.6 to 1.0 kT, while keeping all the other parameters same as the original generic CG model of Kulshreshtha et al. [109]. One would expect that upon increasing the attraction between B-B beads,
polymers should exhibit smaller chain conformations. Figure S10 of SI illustrates changes in probability distribution of $R_{ee}$ as a function of changing B-B attractive strength, plotted against the reference atomistic results. The range of $R_{ee}$ sampled by this modified CG model best matches the atomistic results for values of $\varepsilon_{BB}$ within 0.7 and 0.8 kT. We choose $\varepsilon_{BB}$ of 0.7 kT as the best case for further analysis.

To test if it is possible to further improve the performance of the modified CG model, in addition to the attractive interaction between H–H beads, we also impose H–B–B′–H′ dihedral as a second modification to maintain the orientation of the H beads. This H–B–B′–H′ dihedral potential is parameterized using direct Boltzmann inversion of the corresponding probability distribution function obtained from the atomistic model, as shown in Equation (3). Figure S8a of SI presents the quality of fit obtained, using Fourier-style dihedral with four terms (Equation (4)). We, again, systematically vary the attractive strength, $\varepsilon_{HH}$, from 6 to 10 kT. Clearly, explicit incorporation of H–B–B′–H′ dihedral in the CG model does not alter the Ree trends and the best match results are again obtained for $\varepsilon_{HH}$ = 7 kT (see Figure S9 of SI). The results of all the structural properties of this modified CG model are plotted in Figure 4 and we only highlight a few key observations next.

In Figure S11 of SI, we plot and compare structural features such as $R_{ee}$ distance, stiffness of the chain, H–B–B′–H′ and B–B′–B″–B‴ dihedrals, and B–B′–B″ angle obtained for the simulations with the modified CG model ($\varepsilon_{BB} = 0.7$ kT) and the reference atomistic simulations. We see good agreement between the $R_{ee}$ sampled by the modified CG model and the atomistic simulations (Figure S11a). The calculated value of $L_P = 1.74 \pm 0.02$ d with the modified CG model better agrees with the atomistic
model $L_P$ of 1.41 ± 0.12 d than the original CG model (2.0 ± 0.02 d). The H-B-B’-H’ dihedral distribution with the modified CG model (Figure S11c) is effectively the same as the original CG model (Figure 3c) as we have not introduced any attractive interaction between H–H beads or imposed a H-B-B’-H’ dihedral. Moreover, weak attraction between B beads ($\epsilon_{BB} = 0.7$ kT) does not improve agreement between the probability distribution of B-B’-B”-B’’’ dihedral angles (Figure S11d) and the corresponding atomistic distribution; however, we note the emergence of slight bimodality in Figure S11d that is absent in the original CG model results (Figure 3b). As discussed in the section on pvpH model development, the B-B’-B’’ angle distribution does not agree with the atomistic distribution well (Figure S11e) due to chain flexibility and excluded volume effects of the chain in the CG model. These results suggest that this modified CG model needs one or more additional modification(s).

As a second modification, in addition to attractive interaction between B–B beads, we introduce the B-B’-B”-B’’’ dihedral angle constraint. The dihedral potential is parameterized using direct Boltzmann inversion and Figure S8b of SI presents the quality of fit obtained. We, again, systematically vary the attractive strength, $\epsilon_{BB}$, from 0.6 to 1.0 kT and find that $R_{ee}$ trends remain unaltered and the best match between the atomistic and the modified CG model results is again obtained for $\epsilon_{BB} = 0.7$ kT. We present all the structural properties in Figure S12 of SI. As expected, the agreement in B-B’-B”-B’’’ dihedral distributions from CG and atomistic is significantly improved; however, the probability distributions/average values of $R_e$ distance, B-B’-B’’ angle, H-B-B’-H’ dihedral, and chain stiffness ($L_P = 1.72 ± 0.01$ d) remain mostly unaffected as compared to Figure S11, suggesting that the overall performance of the CG model is only marginally improved.

To further improve the orientation of the H beads in the CG model, in addition to attractive interaction between B-B beads and B-B’-B”-B’’’ dihedral angle constraint, we also impose H-B-B’-H’ dihedral as a third modification and systematically re-evaluate the $R_{ee}$ trends. Interestingly, the incorporation of H-B-B’-H’ dihedral into the CG model does not alter the $R_{ee}$ trends and the best match results are again obtained for $\epsilon_{BB} = 0.7$ kT. The results of all the other structural properties are plotted in Figure 5. As expected, the agreement in H-B-B’-H’ dihedral distributions from CG and atomistic improves; however, the probability distributions/average values of $R_e$ distance, B-B’-B” angle, B-B’-B”-B’’’ dihedral, and chain stiffness ($L_P = 1.72 ± 0.01$ d) do not change at all, suggesting that the overall performance of the CG model is slightly improved over the second modification (Figure S12 of SI). We further note that a higher value of $\epsilon_{BB}$, e.g., $\epsilon_{BB} = 0.9$ kT (1.0 kT), for which the corresponding $R_{ee}$ distribution does not agree with that from atomistic simulations (Figure S10 of SI), can lead to the $L_P$ value of 1.66 ± 0.01 d (1.63 ± 0.01 d), which is closer to the atomistic value. Nonetheless, this modified CG model of pvpY produces atomistically observed chain conformations and stiffness ($R_{ee}$ and $L_P$) within 10% deviation.

3.2. Testing the Transferability of the CG Model for Describing Structural Properties at Other Chain Lengths

To test the chain length transferability of the modified CG model developed in the previous section for 24-mers, in describing the structural properties, we conduct atomistic and CG model simulations for single pvpH and pvpY chains with chain lengths that are longer (36-mer) and shorter (18-mer and 12-mer) than the 24-mer chain used for determining the CG model parameters. We remind the reader of the few modifications made to the original generic CG model of Kulshreshtha et al. [109]—(a) for pvpH: an attractive interaction between H–H beads, $\epsilon_{HH}$, of strength 7 kT and a H-B-B’-H’ torsion constraint imposed; and (b) for pvpY: an attractive interaction between B-B beads, $\epsilon_{BB}$, of strength 0.7 kT and both B-B’-B”-B’’’ and H-B-B’-H’ torsion angles constrained.
systematically vary the attractive strength, \( \varepsilon_{BB} \), from 0.6 to 1.0 kT and find that \( R_{ee} \) trends remain unaltered and the best match between the atomistic and the modified CG model results is again obtained for \( \varepsilon_{BB} = 0.7 \) kT. We present all the structural properties in Figure S12 of SI. As expected, the agreement in \( B-B'-B''-B''' \) dihedral distributions from CG and atomistic is significantly improved; however, the probability distributions/average values of \( R_{ee} \) distance, \( B-B'-B'' \) angle, \( H-B-B'-H' \) dihedral, and chain stiffness (\( L_P = 1.72 \pm 0.01 \) d) remain mostly unaffected as compared to Figure S11, suggesting that the overall performance of the CG model is only marginally improved. 

To further improve the orientation of the \( H \) beads in the CG model, in addition to attractive interaction between \( B-B' \) beads and \( B-B'-B''-B''' \) dihedral angle constraint, we also impose \( H-B-B'-H' \) dihedral as a third modification and systematically re-evaluate the \( R_{ee} \) trends. Interestingly, the incorporation of \( H-B-B'-H' \) dihedral into the CG model does not alter the \( R_{ee} \) trends and the best match results are again obtained for \( \varepsilon_{BB} = 0.7 \) kT. The results of all the other structural properties are plotted in Figure 5. As expected, the agreement in \( H-B-B'-H' \) dihedral distributions from CG and atomistic improves; however, the probability distributions/average values of \( R_{ee} \) distance, \( B-B'-B'' \) angle, \( B-B'-B''-B''' \) dihedral, and chain stiffness (\( L_P = 1.72 \pm 0.01 \) d) do not change at all, suggesting that the overall performance of the CG model is slightly improved over the second modification (Figure S12 of SI). We further note that a higher value of \( \varepsilon_{BB} \), e.g., \( \varepsilon_{BB} = 0.9 \) kT (1.0 kT), for which the corresponding \( R_{ee} \) distribution does not agree with that from atomistic simulations (Figure S10 of SI), can lead to the \( L_P = 1.66 \pm 0.01 \) d (1.63 ± 0.01 d), which is closer to the atomistic value. Nonetheless, this modified CG model of pvpY produces atomistically observed chain conformations and stiffness (\( R_{ee} \) and \( L_P \)) within 10% deviation.

In Figure 5, we plot and compare the \( R_{ee} \) distance of 36-mer, 18-mer, and 12-mer pvpH chains obtained from the simulations with the modified CG model and the reference atomistic simulations. We see excellent agreement between the \( R_{ee} \) sampled by the modified CG model and the atomistic simulations. We note, however, that smaller chain lengths have the tendency to sample collapsed conformations. For 36-mer pvpH (Figure S13 of SI) and 18-mer pvpH (Figure S14 of SI), there is excellent agreement between other structural properties obtained from best modified CG model and atomistic model simulations. The calculated value of \( L_P \) from the CG model, 1.54 ± 0.12 d (36-mer) and 1.63 ± 0.12 d (18-mer), agrees with the atomistic model \( L_P \) of 1.47 ± 0.23 d (36-mer) and 2.18 ± 0.54 d (18-mer). For 12-mer pvpH (Figure S15 of SI), although the chain conformation and stiffness are in good agreement, including the calculated value of \( L_P \) (1.53 ± 0.13 d) from the CG model that agrees with the atomistic model \( L_P \) of 1.48 ± 0.39 d, the local monomer-level agreement is slightly reduced from that seen for 36-mer and 18-mer pvpH. To analyze if the performance of our CG model worsens...
with a reduction in the chain length, we also perform atomistic and CG model simulations for single 10-mer pvpH chains. For the 10-mer pvpH chain (Figure S16 of SI), although the range of $R_{ee}$ sampled by CG simulations is similar to that in the atomistic simulations, the chains sample more collapsed conformations in the CG simulations than the atomistic simulations. Furthermore, the calculated value of $L_P$, $1.24 \pm 0.08 \, \text{d}$ for the 10-mer, also does not agree well with the corresponding atomistic $L_P$ of $2.17 \pm 0.57 \, \text{d}$. This means that either the chosen value of $\epsilon_{\text{HH}}$ that worked well for 24-mer, 36-mer, 18-mer, and 12-mer chains needs to be refined in the CG model for 10-mer or that the atomistic simulations of 10-mer chains are not as prone to the kinetically trapped collapsed configurations as the longer chains are.

Similarly, for pvpY chains, Figure 7 shows that the modified CG model can reproduce the atomistically observed $R_{ee}$ distance for 36-mer, 18-mer, and 12-mer chains. We also note that, unlike 36-mer, the small differences in the range of $R_{ee}$ sampled by 18-mer and 12-mer pvpY chains are similar to those observed in 24-mer pvpY chains (see Figure 5a). In Figures S17–S19 of SI, we plot and compare all the other structural features for 36-mer, 18-mer, and 12-mer pvpY chains obtained from atomistic and CG simulations, respectively. The figures show that, similar to 24-mer, there is good agreement for monomer-level structure, chain conformations, and chain stiffness, including the calculated values of $L_P$ $1.73 \pm 0.02 \, \text{d}$ (36-mer), $1.73 \pm 0.01 \, \text{d}$ (18-mer), and $1.72 \pm 0.01 \, \text{d}$ (12-mer) from the CG model, which statistically agree with the atomistic model $L_P$ of $1.91 \pm 0.16 \, \text{d}$ (36-mer),

![Comparison of distributions of $R_{ee}$ distance (with ensemble average values in reduced units (d)) for (a) 36-mer, (b) 18-mer, and (c) 12-mer pvpH chains, obtained from atomistic simulations and CG simulations (for the best performing case of attractive interaction between any two hydrogen bonding beads (H–H), $\epsilon_{\text{HH}}$, in the CG model equal to 7 kT and H–B–B’–H’ torsional constraint simultaneously imposed). The standard deviations are computed from the means of 5 independent trials for atomistic simulations and 10 independent trials for CG simulations and the lines joining the symbols are drawn to guide the eye.](image-url)
1.91 ± 0.42 d (18-mer), and 1.58 ± 0.33 d (12-mer). As discussed for pvpH chains, further decrease in the chain length leads to disagreement between results from CG and atomistic simulations. For 10-mer pvpY, as shown in Figure S20 of SI, the calculated $L_P$, 1.72 ± 0.01 d, is within the standard deviation of the atomistic model $L_P$ of 1.59 ± 0.26 d, but the distribution of the $R_{ee}$ sampled by CG simulations is much broader than that of the atomistic simulations. For significantly shorter chain lengths, one could either conduct atomistic simulations that are computationally less expensive than longer chains or consider developing and refining the parameters of the modified CG model for the particular oligomer of interest.

We also conduct simulations with the modified CG model for pvpH and pvpY for a broader range of chain lengths (12-mer to 500-mer) to establish the polymer scaling exponent and the implicit solvent quality. Our calculation of the scaling exponent shows that the modified CG model for pvpH samples nearly good solvent conformations (see Figure S21a in the SI). The modified CG model for the pvpY chain suggests a poor solvent scaling exponent (Figure S21b in the SI). We refrain from placing too much emphasis on the corresponding scaling exponents and mean-squared internal distances obtained from atomistic simulations over a small range of chain lengths (12-mer to 36-mer). However, representative atomistic simulation snapshots (Figure S22) show that THF molecules form explicit hydrogen bonds with pvpH but do not form such hydrogen bonds with pvpY; the latter leads to more collapsed pvpY conformations and poor solvent behavior in atomistic simulations. As the modified
CG model for pvpY chains is developed to reproduce atomistically observed chain conformations, the modified CG model, not surprisingly, exhibits poor solvent scaling.

3.3. Chain Relaxation and Hydrogen Bonding Dynamics: CG Model versus Atomistic Model

We expect that the modified CG model developed to reproduce atomistically observed structures need not replicate the atomistically observed chain relaxation or hydrogen bond decorrelation dynamics. Nonetheless, to understand how the chain relaxation for both pvpH and pvpY with the modified CG polymer model (in implicit solvent) compares to that of the atomistic polymer model (in explicit solvent), we compare end-to-end vector autocorrelation function (ACFs) for both atomistic and CG simulations for 12-mer, 18-mer, 24-mer, and 36-mer (Figure 8).

![Figure 8](image-url) Comparison of end-to-end vector autocorrelation functions obtained from both atomistic (a,b), and CG simulations (with best performing parameters) (c,d), for pvpH and pvpY chains, of chain length 12-mer, 18-mer, 24-mer, and 36-mer. The average autocorrelation functions and standard deviations (shown as shaded region) are computed from the means of 5 independent trials for atomistic simulations and 10 independent trials for CG simulations. We note that (i) CG simulation time steps (in reduced units) are converted to real time units, for pvpH and pvpY separately, using the calculations shown in SI, and (ii) standard deviations for CG simulations are too small to be viewed.

For atomistic simulations, considering the average correlations and their standard deviations, evidently, all the end-to-end vector ACFs decay to zero, which indicates chain relaxation. However, slower decay (on an average) and rising standard deviations as the chain length increases show how difficult it is to relax chain conformations using unbiased atomistic simulations. An overlap of the standard deviations for all chain lengths (except 12-mer) suggests no apparent chain length dependent trend (Figure S23 of SI displays the zoomed-in correlation decay within 0–20 ns). Unlike the atomistic model, the (structurally best performing) modified CG model in implicit solvent exhibits the expected qualitative trend of relaxation time increasing with increasing chain length. Furthermore, as expected, the CG chain relaxation times for the chosen Langevin dynamics damping parameter are
significantly faster as compared to atomistic simulations of the polymer chain in explicit solvent. This is expected of CG models and has been discussed in prior review articles on CG modeling of polymer dynamics [9,39,40]. Figure 8 simply confirms that the best performing CG model, structurally, is not optimized to reproduce the chain relaxation dynamics seen with atomistic models. We note, however, that the Langevin dynamics damping parameter, used in CG simulations to model the solvent effect implicitly, can be adjusted to tune this dynamic behavior.

For pvpH chains, as intra-chain hydrogen bonds are present, we also analyze the hydrogen bond decorrelation dynamics. The behavior of \( C_{\text{cont}}(t) \) (as described in Section 2.4 in Equation (10)) is strongly affected by short time fluctuations due to fast motion of molecules, as it requires the continuous presence of hydrogen bonds. Thus, to calculate \( C_{\text{cont}}(t) \), we run three independent short simulations, for both atomistic and CG, generate a 100 ps trajectory, and sample configurations at a resolution of 0.01 ps for each system. For CG simulations, real-time units are converted to time steps (in reduced units) using the calculations shown in SI. We plot the \( C_{\text{cont}}(t) \) for 12-mer, 18-mer, 24-mer, and 36-mer chains obtained from atomistic and CG simulations in Figure 9. Although there is no apparent chain length dependent trend, markedly, all the autocorrelation functions in CG simulations decay slower than atomistic simulations, indicating that short-time scale hydrogen bond dynamics in CG simulations are slower than atomistic simulations. At the classical limit, in atomistic simulations with non-polarizable force fields, a hydrogen bond is a non-bonded electrostatic interaction between fixed atomic charges (represented as partial charges on donor and acceptor atoms) with directionality achieved via atomistic bond vectors around the donor and acceptor atoms. In contrast, our CG model captures this directional hydrogen bond attraction effectively using isotropic, attractive, van der Waals-type interaction potentials and through the choice of the small-sized CG H bead with limited exposure on the CG B bead. To achieve the same structural effects as in atomistic simulations, the choice of the \( \text{H–H} \) attraction in the CG model is optimized (as discussed in Section 3.1.1). We do not expect to achieve the same hydrogen bond dynamics. However, the choice of the distance cutoff in the CG model’s \( \text{H–H} \) attraction potential to qualify an hydrogen bond to be formed or broken in the CG model does impact \( C_{\text{cont}}(t) \); Figure S24 of SI shows that as the cutoff distance in the CG model’s \( \text{H–H} \) attraction potential decreases, the \( C_{\text{cont}}(t) \) from the CG simulations decay faster and become more comparable to atomistic simulations.

![Figure 9](image_url)  
Figure 9. Comparison of continuous hydrogen bonding time autocorrelation function obtained from both atomistic (a), and CG simulations (with best performing parameters) (b) for pvpH chains, of chain length 12-mer, 18-mer, 24-mer and 36-mer. The average autocorrelation functions and standard deviations (shown as shaded region) are computed from the means of 3 independent trials for both atomistic simulations and CG simulations. This CG simulation \( C_{\text{cont}}(t) \) is calculated using a \( \text{H–H} \) attraction potential cutoff distance criterion of 1.50 \( \sigma_{\text{HH}} \) (0.45 d); Figure S24 of SI shows that the behavior of \( C_{\text{cont}}(t) \) changes with a change in this cutoff distance.
Overall, we conclude that the CG model is not intended to and not optimized to reproduce the inherent local (hydrogen bonding) and chain relaxation dynamics of the atomistic models.

3.4. Computational Performance

CG simulations have an inherent speedup advantage over atomistic simulations, as it allows sampling of large conformational space more efficiently within the same simulation time. We highlight the speedup in Table 1, where we present the average wall time (simulation run time) for pvpH chain simulations with the atomistic and structurally best performing CG model. We run short independent simulations for 10,000 time steps, with a time step of 0.001 ps in real units, for each system. For CG simulations, we convert the real time units to time steps (in reduced units), using the calculations shown in SI. Each simulation is run on 1 CPU core of 2 ×18C Intel E5-2695 v4 cluster—the standard architectural node on a local cluster [147]. From these results, we find that simulations with the CG model with implicit solvent are 30 to 100 times faster than the atomistic simulations with explicit solvent, with speedup smaller for larger polymer chain lengths. Even though these results are only shown for pvpH, as the total numbers of pairwise interactions evaluated are similar for both pvpH and pvpY chains in our study, the results presented here hold for pvpY chains as well.

Table 1. Comparison of wall time (simulation run time) for atomistic and structurally best performing CG model.

| System | Wall Time (Seconds) | Speedup |
|--------|---------------------|---------|
|        | Atomistic for 10,000 Time Steps | CG for 10,000 Time Steps |
| pvpH   |                     |         |
| 12-mer | 4285                | 45      | 95 |
| 18-mer | 4317                | 55      | 79 |
| 24-mer | 4336                | 108     | 40 |
| 36-mer | 4421                | 133     | 33 |

4. Conclusions

In this article, we have described the few modifications one needs to make to a recently published generic coarse-grained (CG) model of Kulshreshtha et al. [109] that captures directionally interacting polymers, in order to represent specific polymer chemistries that exhibit hydrogen bonding. The generic CG model represents directionally interacting polymer chains using two types of beads—backbone (B) beads representing the center of mass of the monomer and hydrogen bonding (H) beads denoting the atom/groups of atoms that participate(s) in hydrogen bonding. In this article, we use explicit solvent atomistic molecular dynamics (MD) simulations as reference, at ambient temperature and pressure, to modify the generic CG model of Kulshreshtha et al. [109] to mimic the structural behavior of 24-mer poly(4-vinylphenol) (pvpH) and poly(2-vinylpyridine) (pvpY) homopolymers in tetrahydrofuran (THF). We then test the transferability of the modified CG model to other chain lengths ranging from 12-mer to 36-mer.

For pvpH, an agreement between the atomistic and CG (monomer-level to chain conformations) structures is observed by introducing an attractive interaction between CG H beads and by maintaining the orientation of H beads via H-B-B’-H’ torsional constraint in the generic CG model of Kulshreshtha et al. [109]. For pvpY, multiple modifications are required, including an attractive interaction between CG B beads, B-B’-B”-B”’, and H-B-B’-H’ torsional constraints to capture atomistic chain conformations and monomer-level structural arrangements. For both pvpH and pvpY, our CG model is transferable to chain lengths that are slightly smaller or larger than 24-mer.

The modified CG model is expected to reproduce atomistic monomer-level structure, chain conformations, and chain stiffness, but not the atomistically observed dynamics. We find, not surprisingly, that the CG model of the polymer chain in implicit solvent exhibits significantly
accelerated chain relaxation dynamics as compared to atomistic simulations of the polymer chain in explicit solvent. We also find that the short-time scale behavior of hydrogen bonds in our CG model is slower as compared to atomistic simulations, with no chain-length dependent trend. Decreasing the cutoff distance used to qualify two H-beads to be considered as hydrogen bonded improves the agreement between the CG model and atomistic simulation. Cumulatively, this suggests that our CG model is not optimized to reproduce the inherent dynamics of the atomistic model, and in order to better reconstruct the dynamics using the CG model, one has to judiciously transform the CG time scale to atomistic time scale. Similarly, we have not tested the capability of our modified CG model to predict interfacial properties (e.g., surface tension) and other thermodynamic properties (e.g., density versus pressure relationship), which may require further optimization of the CG model parameters.

In terms of computational speedup, the MD simulations using the modified CG models developed in this work reproduce the atomistic monomer-level and chain-level structures of 12–36-mer pvpH and pvpY chains 30 to 100 times faster than corresponding atomistic simulations. Such computational speedup strongly motivates the development of such simple CG models for other chemistries as well. We note, however, that the steps described in this paper ensure that the modified CG model is only as good as the atomistic model and simulation. We noted some of the potential drawbacks of the atomistic model and (unbiased) simulations, including the force field not being optimized for the polymer–solvent interactions and the possibility of sampling kinetically trapped configurations. These issues with atomistic simulations can manifest in the modified CG model. Nevertheless, if atomistic force fields for other hydrogen bonding polymer chemistries and solvents are readily available and correct, the extension of our CG model for these other polymer chemistries will be easy if one follows the steps described in this paper. This will open up the possibility of modeling large numbers of polymer chemistries that have hydrogen bonding or other directional interactions with relatively small effort.

Supplementary Materials: The following are available online at http://www.mdpi.com/2073-4360/12/11/2764/s1, Figure S1: Comparison of distributions of $R_{ee}$ distances, bond-vector autocorrelation functions, H-B′-H′ dihedral, and B-B′-B″-B‴ dihedral for 24-mer pvpH and 24-mer pvpY CG chains, when both the chains are simulated together in a mixture without hydrogen bonding between the chains. The results for each CG chain are compared against results obtained from atomistic simulations for single chain (pure) systems. The standard deviations are computed from the means of 5 independent trials for atomistic simulations and 3 independent trials for CG simulations and the lines joining the symbols in parts (a), (c), (d), (e), (g), (h) are drawn to guide the eye; Figure S2: Scaling of end-to-end distance and chain length using the generic CG model of Kulshreshtha et al. (denoted as ‘original’ CG model). The symbols denote average $R_{ee}$ values and line denote the fit. The figure also includes $R^2$ value to assess the quality of the fit. The average and standard deviations are computed from the means of 10 independent trials for chain lengths of 24-mer and 36-mer, and 3 independent trials for chain lengths of 100-mer and 500-mer; Figure S3: Mean-squared internal distances for bead-spring CG polymer model specifically for 36-mer (a) flexible chains with varying solvent quality mimicked with WCA interactions between polymer beads (good solvent quality) to increasing values of LJ attraction strength (increasingly poor solvent quality), (b) chains with decreasing flexibility and WCA interactions between polymer beads, and (c) semi-flexible chains with $k_{angle} = 2kT/\text{rad}^2$ and varying solvent quality as in part (a). The average and standard deviations are computed from the means of 10 independent trials. Note that standard deviations wherever not visible are smaller than the symbol size; Figure S4: Mean-squared internal distances from CG simulations using the generic CG model of Kulshreshtha et al. (denoted as ‘original’ CG model) for (a) 24-mer and 36-mer, (b) 100-mer and 500-mer. Also included in (c) is a comparison of 36-mer using the original generic CG model of Kulshreshtha et al. with bead-spring CG polymer model for 36-mer-flexible and semi-flexible ($k_{angle} = 2kT/\text{rad}^2$) chains in a good solvent. The average and standard deviations are computed from the means of 10 independent trials for chain lengths of 24-mer and 36-mer, and 3 independent trials for chain lengths of 100-mer and 500-mer. Also included in (c) is a comparison of 36-mer using the original generic CG model of Kulshreshtha et al. with bead-spring CG polymer model for 36-mer-flexible and semi-flexible ($k_{angle} = 2kT/\text{rad}^2$) chains in a good solvent. The average and standard deviations are computed from the means of 10 independent trials for chain lengths of 24-mer and 36-mer, and 3 independent trials for chain lengths of 100-mer and 500-mer. Note that standard deviations wherever not visible are smaller than the symbol size; Figure S5: (a) Average number of intra-molecular hydrogen bonds, and (b) end-to-end distance ($R_{ee}$), in the CG model is systematically increased from 6kT – 10kT. The standard deviations are computed from the means of 5 independent trials for atomistic simulations and 10 independent trials for CG simulations and the lines joining the symbols are drawn to guide the eye; Figure S6: Comparison of distributions of $R_{ee}$ distance (with ensemble average values in reduced units (d)), (b) bond-vector autocorrelation functions, (c) H-B′-H′ dihedral, (d) B-B′-B″-B‴ dihedral, and (e) B-B′-B‴ angle, for 24-mer pvpH chains,
obtained from atomistic simulations and CG simulations (for the best performing case of attractive interaction between any two hydrogen bonding beads (H-H), \( \epsilon_{\text{HH}} \), in the CG model equal to 7kT). The standard deviations are computed from the means of 5 independent trials for atomistic simulations and 10 independent trials for CG simulations and the lines joining the symbols are drawn to guide the eye; Figure S8: Parameterization of (a) H-B-H’ dihedral potential for pvpB and (b) B-B’-B” dihedral potential for pvpY, for 24-mer chains, obtained by taking the direct Boltzmann inversion of the target probability distributions of the atomistic simulations. Symbols show atomistic data, while solid lines show Fourier style dihedral fit using 4 terms; Figure S9: Comparison of distribution of \( R_{\text{ee}} \) distance for 24-mer pvpH chains, obtained from both atomistic and CG simulations, as the attractive interaction between any two hydrogen bonding beads (H-H), \( \epsilon_{\text{HH}} \), in the CG model is systematically increased from 6kT – 10kT and H-B-B’-H’ torsional constraint is simultaneously imposed. The standard deviations are computed from the means of 5 independent trials for atomistic simulations and 10 independent trials for CG simulations and the lines joining the symbols are drawn to guide the eye; Figure S10: Comparison of distribution of \( R_{\text{ee}} \) distance for 24-mer pvpY chains, obtained from both atomistic and CG simulations, as the attractive interaction between any two hydrogen bonding beads (H-H), \( \epsilon_{\text{HH}} \), in the CG model is systematically increased from 0.6kT – 1.0kT. The standard deviations are computed from the means of 5 independent trials for atomistic simulations and 10 independent trials for CG simulations and the lines joining the symbols are drawn to guide the eye; Figure S11: Comparison of distributions of (a) \( R_{\text{ee}} \) distance (with ensemble average values in reduced units (d)), (b) bond-vector autocorrelation functions, (c) H-B-B’-H’ dihedral, (d) B-B’-B”-B’’’ dihedral, and (e) B-B’-B” angle for 24-mer pvpY chains, obtained from atomistic simulations and CG simulations (for the best performing case of attractive interaction between any two backbone beads (B-B), \( \epsilon_{BB} \), in the CG model equal to 0.7kT and B-B’-B”-B’’’ torsional constraint simultaneously imposed). The standard deviations are computed from the means of 5 independent trials for atomistic simulations and 10 independent trials for CG simulations and the lines joining the symbols in parts (a), (c), (d), (e) are drawn to guide the eye; Figure S12: Comparison of distributions of (a) \( R_{\text{ee}} \) distance (with ensemble average values in reduced units (d)), (b) bond-vector autocorrelation functions, (c) H-B-B’-H’ dihedral, (d) B-B’-B”-B’’’ dihedral, and (e) B-B’-B” angle for 36-mer pvpH chains, obtained from atomistic simulations and CG simulations (for the best performing case of attractive interaction between any two hydrogen bonding beads (H-H), \( \epsilon_{\text{HH}} \), in the CG model equal to 0.7kT and H-B-B’-H’ torsional constraint simultaneously imposed). The standard deviations are computed from the means of 5 independent trials for atomistic simulations and 10 independent trials for CG simulations and the lines joining the symbols in parts (a), (c), (d), (e) are drawn to guide the eye; Figure S13: Comparison of distributions of (a) \( R_{\text{ee}} \) distance (with ensemble average values in reduced units (d)), (b) bond-vector autocorrelation functions, (c) H-B-B’-H’ dihedral, (d) B-B’-B”-B’’’ dihedral, and (e) B-B’-B” angle for 18-mer pvpH chains, obtained from atomistic simulations and CG simulations (for the best performing case of attractive interaction between any two hydrogen bonding beads (H-H), \( \epsilon_{\text{HH}} \), in the CG model equal to 7kT). The standard deviations are computed from the means of 5 independent trials for atomistic simulations and 10 independent trials for CG simulations and the lines joining the symbols in parts (a), (c), (d), (e) are drawn to guide the eye; Figure S14: Comparison of distributions of (a) \( R_{\text{ee}} \) distance (with ensemble average values in reduced units (d)), (b) bond-vector autocorrelation functions, (c) H-B-B’-H’ dihedral, (d) B-B’-B”-B’’’ dihedral, and (e) B-B’-B” angle for 12-mer pvpH chains, obtained from atomistic simulations and CG simulations (for the best performing case of attractive interaction between any two hydrogen bonding beads (H-H), \( \epsilon_{\text{HH}} \), in the CG model equal to 7kT and H-B-B’-H’ torsional constraint simultaneously imposed). The standard deviations are computed from the means of 5 independent trials for atomistic simulations and 10 independent trials for CG simulations and the lines joining the symbols in parts (a), (c), (d), (e) are drawn to guide the eye; Figure S15: Comparison of distributions of (a) \( R_{\text{ee}} \) distance (with ensemble average values in reduced units (d)), (b) bond-vector autocorrelation functions, (c) H-B-B’-H’ dihedral, (d) B-B’-B”-B’’’ dihedral, and (e) B-B’-B” angle for 24-mer pvpY chains, obtained from atomistic simulations and CG simulations (for the best performing case of attractive interaction between any two hydrogen bonding beads (H-H), \( \epsilon_{\text{HH}} \), in the CG model equal to 7kT and H-B-B’-H’ torsional constraint simultaneously imposed). The standard deviations are computed from the means of 5 independent trials for atomistic simulations and 10 independent trials for CG simulations and the lines joining the symbols in parts (a), (c), (d), (e) are drawn to guide the eye; Figure S16: Comparison of distributions of (a) \( R_{\text{ee}} \) distance (with ensemble average values in reduced units (d)), (b) bond-vector autocorrelation functions, (c) H-B-B’-H’ dihedral, (d) B-B’-B”-B’’’ dihedral, and (e) B-B’-B” angle for 10-mer pvpH chains, obtained from atomistic simulations and CG simulations (for the best performing case of attractive interaction between any two hydrogen bonding beads (H-H), \( \epsilon_{\text{HH}} \), in the CG model equal to 7kT and H-B-B’-H’ torsional constraint simultaneously imposed). The standard deviations are computed from the means of 5 independent trials for atomistic simulations and 10 independent trials for CG simulations and the lines joining the symbols in parts (a), (c), (d), (e) are drawn to guide the eye; Figure S17: Comparison of distributions of (a) \( R_{\text{ee}} \) distance (with ensemble average values in reduced units (d)), (b) bond-vector autocorrelation functions, (c) H-B-B’-H’ dihedral, (d) B-B’-B”-B’’’ dihedral, and (e) B-B’-B” angle for 36-mer pvpY chains, obtained from atomistic simulations and CG simulations (for the best performing case of attractive interaction between any two hydrogen bonding beads (H-H), \( \epsilon_{\text{HH}} \), in the CG model equal to 0.7kT and B-B’-B”-B’’’ and H-B-B’-H’ torsional constraints simultaneously imposed). The standard deviations are computed from the means of 5 independent trials for atomistic simulations and 10 independent trials for CG simulations and the lines joining the symbols in parts (a), (c), (d), (e) are drawn to guide the eye; Figure S18: Comparison of distributions of (a) \( R_{\text{ee}} \) distance (with ensemble average values in reduced units (d)), (b) bond-vector autocorrelation functions, (c) H-B-B’-H’ dihedral, (d) B-B’-B”-B’’’ dihedral, and (e) B-B’-B” angle for 18-mer pvpY chains, obtained from atomistic simulations and CG simulations (for the best performing case of attractive interaction between any two backbone beads (B-B), \( \epsilon_{BB} \), in the CG model equal to
0.7kT and B-B’-B’’-B’’’ and H-B-B’-H’ torsional constraints simultaneously imposed). The standard deviations are computed from the means of 5 independent trials for atomistic simulations and 10 independent trials for CG simulations and the lines joining the symbols in parts (a), (c), (d), (e) are drawn to guide the eye; Figure S19: Comparison of distributions of (a) $R_e$ distance (with ensemble average values in reduced units (d)), (b) bond-vector autocorrelation functions, (c) H-B-B’-H’ dihedral, (d) B-B’-B’’-B’’’ dihedral, and (e) B-B’-B’’ angle for 12-mer pvpY chains, obtained from atomistic simulations and CG simulations (for the best performing case of attractive interaction between any two backbone beads (B-B), $\epsilon_{BB}$ in the CG model equal to 0.7kT and B-B’-B’’-B’’’ and H-B-B’-H’ torsional constraints simultaneously imposed). The standard deviations are computed from the means of 5 independent trials for atomistic simulations and 10 independent trials for CG simulations and the lines joining the symbols in parts (a), (c), (d), (e) are drawn to guide the eye; Figure S20: Comparison of distributions of (a) $R_e$ distance (with ensemble average values in reduced units (d)), (b) bond-vector autocorrelation functions, (c) H-B-B’-H’ dihedral, (d) B-B’-B’’-B’’’ dihedral, and (e) B-B’-B’’ angle for 10-mer pvpY chains, obtained from atomistic simulations and CG simulations (for the best performing case of attractive interaction between any two backbone beads (B-B), $\epsilon_{BB}$ in the CG model equal to 0.7kT and B-B’-B’’-B’’’ and H-B-B’-H’ torsional constraints simultaneously imposed). The standard deviations are computed from the means of 5 independent trials for atomistic simulations and 10 independent trials for CG simulations and the lines joining the symbols in parts (a), (c), (d), (e) are drawn to guide the eye; Figure S21: Scaling behavior between end-to-end distance and chain length for (a) both atomistic and CG simulations (with best performing parameters) for pvpH chains, and (b) both atomistic and CG simulations (with best performing parameters) for pvpY chains. The symbols denote actual values and lines denote the fits. The figure also includes $R^2$ values to access the quality of the fits. For atomistic simulations, the average and standard deviations are computed from the means of 5 independent trials. For CG simulations, the average and standard deviations are computed from the means of 10 independent trials for chain lengths of 12-mer, 18-mer, 24-mer, 36-mer and 48-mer and 3 independent trials for chain lengths of 100-mer and 500-mer; Figure S22: Mean-squared internal distances from atomistic simulations for (a) pvpH, and (b) pvpY. The average autocorrelation functions and standard deviations (shown as shaded region) are computed from the means of 5 independent trials. Also included in (c) and (d) are instantaneous atomistic simulation snapshots for 24-mer pvpH, and 24-mer pvpY in explicit THF solvent, respectively. The snapshots are color-coded to reflect the THF solvent in first solvation shell as silver, and hydrogen bonds as red lines. Part (c) and (d) show that THF molecules make explicit hydrogen bonds with pvpH but do not form such hydrogen bonds with pvpY; Figure S23: Comparison of end-to-end vector autocorrelation functions obtained from atomistic simulations for (a) pvpH and (b) pvpY chains, of chain length 12-mer, 18-mer, 24-mer and 36-mer. The average autocorrelation functions and standard deviations (shown as shaded region) are computed from the means of 5 independent trials; Figure S24: Comparison of continuous hydrogen bonding time autocorrelation function as a function of changing hydrogen bond distance criteria, obtained from CG simulations (for the best performing case of attractive interaction between any two hydrogen bonding beads (H-H), $\epsilon_{HH}$ in the CG model equal to 7kT and H-B-B’-H’ torsional constraint simultaneously imposed) for pvpH chains, of chain length (a) 36-mer, (b) 24-mer, (c) 18-mer and (d) 12-mer. The average autocorrelation functions and standard deviations (shown as shaded region) are computed from the means of 3 independent trials. Also shown in (e) is H-H interaction potential, of the form 6–12 LJ used in the CG simulation, as a function of distance r. Note that $\epsilon_{HH}$ in the CG model is equal to 0.3d.

Author Contributions: U.K., A.K. and A.J. contributed to the technical ideas, conceptualization and methodology, UK conducted the simulations, U.K. and A.K. conducted the analyses, and U.K., A.K. and A.J. wrote and edited the manuscript. All authors have read and agreed to the submitted version of the manuscript.

Funding: This work is financially supported by the U.S. Department of Energy, Office of Science Grant Number DE-SC0017753. This research was also supported in part through the use of Information Technologies (IT) resources at the University of Delaware, specifically the high-performance computing resources of Farber and Caviness supercomputing cluster. Additionally, this work used the Extreme Science and Engineering Discovery Environment (XSEDE) STAMPEDE 2 at the Texas Advanced Computing Center through Allocation MCB100140.

Conflicts of Interest: The authors declare no competing financial interest.

References
1. Flory, P.J. Principles of Polymer Chemistry; Cornell University Press: Ithaca, NY, USA, 1953.
2. De Gennes, P.G.; Witten, T.A. Scaling Concepts in Polymer Physics. Phys. Today 1980, 33, 51. [CrossRef]
3. Roe, R.-J. Computer Simulation of Polymers; Prentice Hall: Englewood Cliffs, NJ, USA, 1991.
4. Groot, R.D.; Warren, P.B. Dissipative particle dynamics: Bridging the gap between atomistic and mesoscopic simulation. J. Chem. Phys. 1997, 107, 4423–4435. [CrossRef]
5. Müller-Plathe, F. Scale-Hopping in Computer Simulations of Polymers. Soft Mater. 2002, 1, 1–31. [CrossRef]
6. Kremer, K.; Müller-Plathe, F. Multiscale simulation in polymer science. Mol. Simul. 2002, 28, 729–750. [CrossRef]
7. Theodorou, D.N. Hierarchical modelling of polymeric materials. Chem. Eng. Sci. 2007, 62, 5697–5714. [CrossRef]
8. Praprotnik, M.; Site, L.D.; Kremer, K. Multiscale Simulation of Soft Matter: From Scale Bridging to Adaptive Resolution. Annu. Rev. Phys. Chem. 2008, 59, 545–571. [CrossRef]
9. Yu, L.; Abberton, B.C.; Kröger, M.; Liu, W.K. Challenges in Multiscale Modeling of Polymer Dynamics. *Polymers* **2013**, *5*, 751–832. [CrossRef]

10. Li, C.; Strachan, A. Molecular scale simulations on thermostet polymers: A review. *J. Polym. Sci. Part B Polym. Phys.* **2015**, *53*, 103–122. [CrossRef]

11. Karatrantos, A.; Clarke, N.; Kröger, M. Modeling of Polymer Structure and Conformations in Polymer Nanocomposites from Atomic to Mesoscale: A Review. *Polym. Rev.* **2016**, *56*, 385–428. [CrossRef]

12. Gartner, T.E.; Jayaraman, A. Modeling and Simulations of Polymers: A Roadmap. *Macromolecules* **2019**, *52*, 755–786. [CrossRef]

13. Baschnagel, J.; Binder, K.; Doruker, P.; Gusev, A.A.; Hahn, O.; Kremer, K.; Mattice, W.L.; Müller-Plathe, F.; Murat, M.; Paul, W.; et al. Bridging the Gap Between Atomicistic and Coarse-Grained Models of Polymers: Status and Perspectives. In *Peptide Hybrid Polymers*; Springer: Berlin/Heidelberg, Germany, 2007; pp. 41–156.

14. Müller-Plathe, F. Coarse-graining in polymer simulation: From the atomistic to the mesoscopic scale and back. *ChemPhysChem* **2002**, *3*, 754–769. [CrossRef]

15. Vettorel, T.; Besold, G.; Kremer, K. Fluctuating soft-sphere approach to coarse-graining of polymer models. *Soft Matter* **2010**, *6*, 2282–2292. [CrossRef]

16. D’Adamo, G.; Pelissetto, A.; Pierleoni, C. Coarse-graining strategies in polymer solutions. *Soft Matter* **2012**, *8*, 5151. [CrossRef]

17. Marzi, D.; Likos, C.N.; Capone, B. Coarse graining of star-polymer—Colloid nanocomposites. *J. Chem. Phys.* **2012**, *137*, 014902. [CrossRef]

18. Narros, A.; Likos, C.N.; Moreno, A.J.; Capone, B. Multi-blob coarse graining for ring polymer solutions. *Soft Matter* **2014**, *10*, 9601–9614. [CrossRef]

19. Kong, M.; Dalal, I.S.; Li, G.; Larson, R.G. Systematic Coarse-Graining of the Dynamics of Self-Attractive Semiflexible Polymers. *Macromolecules* **2014**, *47*, 1494–1502. [CrossRef]

20. Nikoubashman, A.; Mahynski, N.A.; Capone, B.; Panagiotopoulos, A.Z.; Likos, C.N. Coarse-graining and phase behavior of model star polymer-colloid mixtures in solvents of varying quality. *J. Chem. Phys.* **2015**, *143*, 243108. [CrossRef]

21. Zhang, W.; Gomez, E.D.; Milner, S.T. Predicting Flory-Huggins χ from Simulations. *Phys. Rev. Lett.* **2017**, *119*, 017801. [CrossRef]

22. Morthomas, J.; Fusco, C.; Zhai, Z.; Lame, O.; Perez, M. Crystallization of finite-extensible nonlinear elastic Lennard-Jones coarse-grained polymers. *Phys. Rev. E* **2017**, *96*, 052502. [CrossRef]

23. Dinpajooh, M.; Guenza, M. Coarse-graining simulation approaches for polymer melts: The effect of potential range on computational efficiency. *Soft Matter* **2018**, *14*, 7126–7144. [CrossRef]

24. Hsu, H.-P.; Kremer, K. A coarse-grained polymer model for studying the glass transition. *J. Chem. Phys.* **2019**, *150*, 091101. [CrossRef] [PubMed]

25. Wang, S.; Li, Z.; Pan, W. Implicit-solvent coarse-grained modeling for polymer solutions via Mori-Zwanzig formalism. *Soft Matter* **2019**, *15*, 7567–7582. [CrossRef] [PubMed]

26. Giuntoli, A.; Puosi, F.; Leporini, D.; Starr, F.W.; Douglas, J.F. Predictive relation for the efficiency. *J. Phys. Chem. B* **2020**, *124*, 6332–6334. [CrossRef]

27. Rondina, G.G.; Böhm, M.C.; Müller-Plathe, F. Predicting the Mobility Increase of Coarse-Grained Polymer Melts under Steady Shear. *Macromolecules* **2020**, *53*, 2568–2581. [CrossRef] [PubMed]

28. Milchev, A.; Binder, K. Semiflexible Polymers Interacting with Planar Surfaces: Weak versus Strong Adsorption. *Polymers* **2020**, *12*, 255. [CrossRef] [PubMed]

29. Sorichetti, V.; Hugouvieux, V.; Kob, W. Determining the Mesh Size of Polymer Solutions via the Pore Size Distribution. *Macromolecules* **2020**, *53*, 2568–2581. [CrossRef]

30. Paul, W.; Binder, K.; Kremer, K.; Heermann, D.W. Structure-property correlation of polymers, a Monte Carlo approach. *Macromolecules* **1991**, *24*, 6332–6334. [CrossRef]

31. Reith, D.; Meyer, H.; Müller-Plathe, F. Mapping Atomistic to Coarse-Grained Polymer Models Using Automatic Simplex Optimization To Fit Structural Properties. *Macromolecules* **2001**, *34*, 2335–2345. [CrossRef]

32. Faller, R.; Müller-Plathe, F. Modeling of poly(isoprene) melts on different scales. *Polymer* **2002**, *43*, 621–628. [CrossRef]

33. Padding, J.T.; Briels, W.J. Time and length scales of polymer melts studied by coarse-grained molecular dynamics simulations. *J. Chem. Phys.* **2002**, *117*, 925–943. [CrossRef]

34. Milano, G.; Müller-Plathe, F. Mapping Atomistic Simulations to Mesoscopic Models: A Systematic Coarse-Graining Procedure for Vinyl Polymer Chains. *J. Phys. Chem. B* **2005**, *109*, 18609–18619. [CrossRef] [PubMed]
35. Chen, X.; Carbone, P.; Cavalcanti, W.L.; Milano, G.; Müller-Plathe, F. Viscosity and Structural Alteration of a Coarse-Grained Model of Polystyrene under Steady Shear Flow Studied by Reverse Nonequilibrium Molecular Dynamics. Macromolecules 2007, 40, 8087–8095. [CrossRef]

36. Harmandaris, V.; Reith, D.; Van Der Vegt, N.F.A.; Kremer, K. Comparison Between Coarse-Graining Models for Polymer Systems: Two Mapping Schemes for Polystyrene. Macromol. Chem. Phys. 2007, 208, 2109–2120. [CrossRef]

37. Chen, C.; Depa, P.; Maranas, J.; Sakai, V.G. Comparison of explicit atom, united atom, and coarse-grained simulations of poly(methyl methacrylate). J. Chem. Phys. 2008, 128, 124906. [CrossRef] [PubMed]

38. Strauch, T.; Yelash, L.; Paul, W. A coarse-graining procedure for polymer melts applied to 1,4-polybutadiene. Phys. Chem. Chem. Phys. 2009, 11, 1942. [CrossRef]

39. Fritz, D.; Koschke, K.; Harmandaris, V.A.; Van Der Vegt, N.F.A.; Kremer, K. Multiscale modeling of soft matter: Scaling of dynamics. Phys. Chem. Chem. Phys. 2011, 13, 10412–10420. [CrossRef]

40. Karimi-Varzaneh, H.A.; Van Der Vegt, N.F.A.; Müller-Plathe, F.; Carbone, P. How Good Are Coarse-Grained Polymer Models? A Comparison for Atactic Polystyrene. ChemPhysChem 2012, 13, 3428–3439. [CrossRef]

41. Wu, C. A Combined Scheme for Systematically Coarse-Graining of Stereoregular Polymer Blends. Macromolecules 2013, 46, 5791–5761. [CrossRef]

42. Mccarty, J.; Clark, A.J.; Copperman, J.; Guenza, M. An analytical coarse-graining method which preserves the free energy, structural correlations, and thermodynamic state of polymer melts from the atomistic to the mesoscale. J. Chem. Phys. 2014, 140, 204913. [CrossRef]

43. Maurel, G.; Goujon, F.; Schnell, B.; Malfreyt, P. Prediction of structural and thermomechanical properties of polymers from multiscale simulations. RSC Adv. 2015, 5, 14065–14073. [CrossRef]

44. Salerno, K.M.; Agrawal, A.; Peralia, D.; Grest, G.S. Resolving Dynamic Properties of Polymers through Coarse-Grained Computational Studies. Phys. Rev. Lett. 2016, 116, 058302. [CrossRef] [PubMed]

45. Xia, W.; Song, J.; Jeong, C.; Hsu, D.D.; Phelan, F.R.; Douglas, J.F.; Keten, S. Energy-Renormalization for Achieving Temperature Transferable Coarse-Graining of Polymer Dynamics. Macromolecules 2017, 50, 8787–8796. [CrossRef]

46. De Silva, C.C.; Leophairatana, P.; Ohkuma, T.; Koberstein, J.T.; Kremer, K.; Mukherji, D. Sequence transferable coarse-grained model of amphiphilic copolymers. J. Chem. Phys. 2017, 147, 064904. [CrossRef] [PubMed]

47. Liu, L.; Otter, W.K.D.; Briels, W.J. Coarse-Grained Simulations of Three-Armed Star Polymer Melts and Comparison with Linear Chains. J. Phys. Chem. B 2018, 122, 10210–10218. [CrossRef] [PubMed]

48. Hu, C.; Lu, T.; Guo, H. Developing a Transferable Coarse-Grained Model for the Prediction of Thermodynamic, Structural, and Mechanical Properties of Polyimides at Different Thermodynamic State Points. J. Chem. Inf. Model. 2019, 59, 2009–2025. [CrossRef] [PubMed]

49. An, Y.; Singh, S.; Bejagam, K.K.; Deshmukh, S.A. Development of an Accurate Coarse-Grained Model of Poly(acrylic acid) in Explicit Solvents. Macromolecules 2019, 52, 4875–4887. [CrossRef]

50. Miwatani, R.; Takahashi, K.Z.; Arai, N. Performance of Coarse Graining in Estimating Polymer Properties: Comparison with the Atomistic Model. Polymers 2020, 12, 382. [CrossRef]

51. Szukalo, R.J.; Noid, W.G. Investigation of coarse-grained models across a glass transition. Soft Mater. 2020, 1–15. [CrossRef]

52. Svanæborg, C.; Everaers, R. Characteristic Time and Length Scales in Melts of Kremer-Grest Bead-Spring Polymers with Wormlike Bending Stiffness. Macromolecules 2020, 53, 1917–1941. [CrossRef]

53. Nébouy, M.; Morthomas, J.; Fusco, C.; Baeza, G.P.; Chazeau, L. Coarse-Grained Molecular Dynamics Modeling of Segmented Block Copolymers: Impact of the Chain Architecture on Crystallization and Morphology. Macromolecules 2020, 53, 3847–3860. [CrossRef]

54. Pervaja, A.K.; Tilly, J.C.; Detwiler, A.T.; Spontak, R.J.; Khan, S.A.; Santiso, E.E. Molecular Simulations of Thermoset Polymers Implementing Theoretical Kinetics with Top-Down Coarse-Grained Models. Macromolecules 2020, 53, 2310–2322. [CrossRef]

55. Sunday, D.F.; Chremos, A.; Martin, T.B.; Chang, A.B.; Burns, A.B.; Grubbs, R.H. Concentration Dependence of the Size and Symmetry of a Bottlebrush Polymer in a Good Solvent. Macromolecules 2020, 53, 7132–7140. [CrossRef]

56. Bayramoğlu, B.; Faller, R. Coarse-Grained Modeling of Polystyrene in Various Environments by Iterative Boltzmann Inversion. Macromolecules 2012, 45, 9205–9209. [CrossRef]

57. Wang, Q.; Keffer, D.J.; Deng, S.; Mays, J. Multi-scale models for cross-linked sulfonated poly (1,3-cyclohexadiene) polymer. Polymer 2012, 53, 1517–1528. [CrossRef]
58. Hsu, D.D.; Xia, W.; Arturo, S.G.; Keten, S. Systematic Method for Thermomechanically Consistent Coarse-Graining: A Universal Model for Methacrylate-Based Polymers. *J. Chem. Theory Comput.* 2014, 10, 2514–2527. [CrossRef]
59. Moore, T.C.; Iacovella, C.R.; McCabe, C. Derivation of coarse-grained potentials via multistate iterative Boltzmann inversion. *J. Chem. Phys.* 2014, 140, 224104. [CrossRef]
60. Agrawal, V.; Arya, G.; Oswald, J. Simultaneous Iterative Boltzmann Inversion for Coarse-Graining of Polyurea. *Macromolecules* 2014, 47, 3378–3389. [CrossRef]
61. Boțan, V.; Ustach, V.D.; Leonhard, K.; Faller, R. Development and Application of a Coarse-Grained Model for PNIPAM by Iterative Boltzmann Inversion and Its Combination with Lattice Boltzmann Hydrodynamics. *J. Phys. Chem. B* 2017, 121, 10394–10406. [CrossRef]
62. Banerjee, P.; Roy, S.; Nair, N. Coarse-Grained Molecular Dynamics Force-Field for Polyacrylamide in Infinite Dilution Derived from Iterative Boltzmann Inversion and MARTINI Force-Field. *J. Phys. Chem. B* 2018, 122, 1516–1524. [CrossRef]
63. Ohkuma, T.; Kremer, K. A composition transferable and time-scale consistent coarse-grained model for cis-polyisoprene and vinyl-polybutadiene oligomeric blends. *J. Phys. Mater.* 2020, 3, 034007. [CrossRef]
64. Korolev, N.; Luo, D.; Lyubartsev, A.P.; Nordsensköld, L. A Coarse-Grained DNA Model Parameterized from Atomistic Simulations by Inverse Monte Carlo. *Polymers* 2014, 6, 1655–1675. [CrossRef]
65. Naóme, A.; Laaksonen, A.; Vercauteren, D.P. A Solvent-Mediated Coarse-Grained Model of DNA Derived with the Systematic Newton Inversion Method. *J. Chem. Theory Comput.* 2014, 10, 3541–3549. [CrossRef]
66. Lyubartsev, A.P.; Naóme, A.; Vercauteren, D.P.; Laaksonen, A. Systematic hierarchical coarse-graining with the inverse Monte Carlo method. *J. Chem. Phys.* 2015, 143, 243120. [CrossRef] [PubMed]
67. Shahidi, N.; Chazirakis, A.; Harmandaris, V.; Doxastakis, M. Coarse-graining of polyisoprene melts using inverse Monte Carlo and local density potentials. *J. Chem. Phys.* 2020, 152, 124902. [CrossRef]
68. Das, A.; Andersen, H.C. The multiscale coarse-graining method. V. Isothermal-isobaric ensemble. *J. Chem. Phys.* 2010, 132, 161406. [CrossRef] [PubMed]
69. Das, A.; Andersen, H.C. The multiscale coarse-graining method. IX. A general method for construction of three body coarse-grained force fields. *J. Chem. Phys.* 2012, 136, 194114. [CrossRef] [PubMed]
70. Das, A.; Andersen, H.C. The multiscale coarse-graining method. VIII. Multiresolution hierarchical basis functions and basis function selection in the construction of coarse-grained force fields. *J. Chem. Phys.* 2012, 136, 194113. [CrossRef]
71. Chaimovich, A.; Shell, M.S. Relative entropy as a universal metric for multiscale errors. *Phys. Rev. E* 2010, 81, 060104. [CrossRef]
72. Chaimovich, A.; Shell, M.S. Coarse-graining errors and numerical optimization using a relative entropy framework. *J. Chem. Phys.* 2011, 134, 094112. [CrossRef]
73. Foley, T.T.; Shell, M.S.; Noid, W.G. The impact of resolution upon entropy and information in coarse-grained models. *J. Chem. Phys.* 2015, 143, 243104. [CrossRef]
74. Sanyal, T.; Shell, M.S. Coarse-grained models using local-density potentials optimized with the relative entropy: Application to implicit solvation. *J. Chem. Phys.* 2016, 145, 034109. [CrossRef] [PubMed]
75. Sanyal, T.; Shell, M.S. Transferable Coarse-Grained Models of Liquid–Liquid Equilibrium Using Local Density Potentials Optimized with the Relative Entropy. *J. Phys. Chem. B* 2018, 122, 5678–5693. [CrossRef] [PubMed]
76. Sanyal, T.; Mittal, J.; Shell, M.S. A hybrid, bottom-up, structurally accurate, Go-like coarse-grained protein model. *J. Chem. Phys.* 2019, 151, 044111. [CrossRef] [PubMed]
77. Mullinax, J.W.; Noid, W.G. A Generalized-Yvon–Born–Green Theory for Determining Coarse-Grained Interaction Potentials. *J. Phys. Chem. C* 2009, 114, 5661–5674. [CrossRef]
78. Mullinax, J.W.; Noid, W.G. Reference state for the generalized Yvon–Born–Green theory: Application for coarse-grained model of hydrophobic hydration. *J. Chem. Phys.* 2010, 133, 124107. [CrossRef] [PubMed]
79. Brini, E.; Marcon, V.; Van Der Vegt, N.F.A. Conditional reversible work method for molecular coarse graining applications. *Phys. Chem. Chem. Phys.* 2011, 13, 10468–10474. [CrossRef] [PubMed]
80. Wu, C. Multiscale simulations of the structure and dynamics of stereoregular poly(methyl methacrylate)s. *J. Mol. Model.* 2014, 20. [CrossRef]
81. Wu, C. Hydrogen bonding in stereoregular poly (methyl methacrylate)/poly (vinyl chloride) blends as studied by molecular dynamics simulations. *Mol. Simul.* 2015, 41, 547–554. [CrossRef]
82. Wu, C. Melt-phase behavior of collapsed PMMA/PVC chains revealed by multiscale simulations. *J. Mol. Model.* **2016**, 22, 99. [CrossRef]

83. Shelley, J.C.; Shelley, M.Y.; Reeder, R.C.; Bandyopadhyay, S.; Klein, M.L. A Coarse Grain Model for Phospholipid Simulations. *J. Phys. Chem. B* **2001**, 105, 4464–4470. [CrossRef]

84. Marrink, S.J.; Tieleman, D.P. Perspective on the Martini model. *Chem. Soc. Rev.* **2013**, 42, 6801–6822. [CrossRef] [PubMed]

85. Shinoda, W.; DeVane, R.; Klein, M.L. Multi-property fitting and parameterization of a coarse grained model for aqueous surfactants. *Mol. Simul.* **2007**, 33, 27–36. [CrossRef]

86. Müller, E.A.; Jackson, G. Force-Field Parameters from the SAFT-γ Equation of State for Use in Coarse-Grained Molecular Simulations. *Annu. Rev. Chem. Biomol. Eng.* **2014**, 5, 405–427. [CrossRef] [PubMed]

87. Jayaraman, A. 100th Anniversary of Macromolecular Science Viewpoint: Modeling and Simulation of Macromolecules with Hydrogen Bonds: Challenges, Successes, and Opportunities. *ACS Macro Lett.* **2020**, 9, 656–665. [CrossRef]

88. Coleman, M.M.; Serman, C.J.; Bhagwagar, D.E.; Painter, P.C. A practical guide to polymer miscibility. *Polymer* **1990**, 31, 1187–1203. [CrossRef]

89. Coleman, M.M.; Pehlert, G.J.; Painter, P.C. Functional Group Accessibility in Hydrogen Bonded Polymer Blends. *Macromolecules* **1996**, 29, 6820–6831. [CrossRef]

90. Radmard, B.; Dadmun, M. The accessibility of functional groups to intermolecular hydrogen bonding in polymer blends containing a liquid crystalline polymer. *Polymer* **2001**, 42, 1591–1600. [CrossRef]

91. Viswanathan, S.; Dadmun, M.D. Guidelines to Creating a True Molecular Composite: Inducing Miscibility in Blends by Optimizing Intermolecular Hydrogen Bonding. *Macromolecules* **2002**, 35, 5049–5060. [CrossRef]

92. Kuo, S.-W. Hydrogen-bonding in polymer blends. *J. Polym. Res.* **2008**, 15, 459–486. [CrossRef]

93. Coleman, M.M.; Graf, J.F.; Painter, P.C. *Specific Interactions and the Miscibility of Polymer Blends*; Informa UK Limited: Colchester, UK, 2013.

94. Kikkala, O.; Ruokolainen, J.; Brinke, G.T.; Torkkeli, M.; Serimaa, R. Mesomorphic State of Poly( vinylpyridine)-Dodecylbenzenesulfonic Acid Complexes in Bulk and in Xylene Solution. *Macromolecules* **1995**, 28, 7088–7094. [CrossRef]

95. Ruokolainen, J.; Ten Brinke, G.; Ikkala, O.; Torkkeli, M.; Serimaa, R. Mesomorphic structures in flexible Polymer- Surfactant systems due to hydrogen Bonding: Poly (4-vinylpyridine)-pentadecylphenol. *Macromolecules* **1996**, 29, 3409–3415. [CrossRef]

96. Wang, S.-J.; Xu, Y.-S.; Yang, S.; Chen, E.-Q. Phase Behavior of a Hydrogen-Bonded Polymer with Lamella-to-Cylinder Transition: Complex of Poly(4-vinylpyridine) and Small Dendritic Benzoic Acid Derivative. *Macromolecules* **2012**, 45, 8760–8769. [CrossRef]

97. Dasgupta, S.; Hammond, A.W.B.; Iii, W.A.G. Crystal Structures and Properties of Nylon Polymers from Theory. *J. Am. Chem. Soc.* **1996**, 118, 12291–12301. [CrossRef]

98. Zhang, L.; Ruesch, M.; Zhang, X.; Bai, Z.; Liu, L. Tuning thermal conductivity of crystalline polymer nanofibers by interchain hydrogen bonding. *RSC Adv.* **2015**, 5, 87981–87986. [CrossRef]

99. Neikirk, C.C.; Chung, J.W.; Priestley, R.D. Thermomechanical behavior of hydrogen-bond based supramolecular poly(ε-caprolactone)-silica nanocomposites. *RSC Adv.* **2013**, 3, 16686. [CrossRef]

100. Heo, K.; Miesch, C.; Emrick, T.; Hayward, R.C. Thermally Reversible Aggregation of Gold Nanoparticles in Polymer Nanocomposites through Hydrogen Bonding. *Nano Lett.* **2013**, 13, 5297–5302. [CrossRef]

101. Yusa, S.-I.; Sakakibara, A.; Yamamoto, T.; Morishima, Y. Fluorescence Studies of pH-Responsive Unimolecular Micelles Formed from Amphiphilic Polysulfonates Possessing Long-Chain Alkyl Carboxyl Pendants. *Macromolecules* **2002**, 35, 10182–10188. [CrossRef]

102. O’Neal, J.T.; Bolen, M.J.; Dai, E.Y.; Lutkenhaus, J.L. Hydrogen-bonded polymer nanocomposites containing discrete layers of gold nanoparticles. *J. Colloid Interface Sci.* **2017**, 485, 260–268. [CrossRef]

103. Taylor, P.A.; Jayaraman, A. Molecular Modeling and Simulations of Peptide-Polymer Conjugates. *Annu. Rev. Chem. Biomol. Eng.* **2020**, 11, 257–276. [CrossRef]

104. Coleman, M.; Painter, P. Hydrogen bonded polymer blends. *Prog. Polym. Sci.* **1995**, 20, 1–59. [CrossRef]

105. Karimi-Varzaneh, H.A.; Carbone, P.; Müller-Plathe, F. Fast dynamics in coarse-grained polymer models: The effect of the hydrogen bonds. *J. Chem. Phys.* **2008**, 129, 154904. [CrossRef] [PubMed]

106. Carbone, P.; Karimi-Varzaneh, H.A.; Chen, X.; Müller-Plathe, F. Transferability of coarse-grained force fields: The polymer case. *J. Chem. Phys.* **2008**, 128, 064904. [CrossRef] [PubMed]
107. Gowers, R.; Carbone, P. A multiscale approach to model hydrogen bonding: The case of polyamide. *J. Chem. Phys.* 2015, 142, 224907. [CrossRef] [PubMed]

108. Di Pasquale, N.; Marchisio, D.L.; Carbone, P. Mixing atoms and coarse-grained beads in modelling polymer melts. *J. Chem. Phys.* 2012, 137, 164111. [CrossRef]

109. Kulshreshtha, A.; Modica, K.J.; Jayaraman, A. Impact of Hydrogen Bonding Interactions on Graft-Matrix Wetting and Structure in Polymer Nanocomposites. *Macromolecules* 2019, 52, 2725–2735. [CrossRef]

110. Arichi, S.; Tanimoto, Y.; Murata, H. Studies of Poly-2-vinylpyridine. VI. Thermodynamic Data on Solutions of Poly-2-vinylpyridine in Various Solvents. *Bull. Chem. Soc. Jpn.* 1968, 41, 1296–1301. [CrossRef]

111. Hansen, C.M. The Universality of the Solubility Parameter. *Ind. Eng. Chem. Prod. Res. Dev.* 1969, 8, 2–11. [CrossRef]

112. Arichi, S.; Sakamoto, N.; Yoshida, M.; Himuro, S. Dilute solution properties of poly(4-hydroxy styrene). *Polym. Mater.* 1986, 27, 1761–1767. [CrossRef]

113. Arichi, S.; Himuro, S. Solubility parameters of poly(4-acetoxy styrene) and poly(4-hydroxy styrene). *Polym. Mater.* 1989, 30, 686–692. [CrossRef]

114. Serman, C.J.; Xu, Y.; Painter, P.C.; Coleman, M.M. Poly(vinyl phenol)—Polyether blends. *Polym. Mater.* 1991, 32, 516–522. [CrossRef]

115. Kuo, S.W.; Chang, F.C. Studies of Miscibility Behavior and Hydrogen Bonding in Blends of Poly(vinylphenol) and Poly(vinylpyrrolidone). *Macromolecules* 2001, 34, 5224–5228. [CrossRef]

116. Qiu, Z.; Fujinami, S.; Komura, M.; Nakajima, K.; Ikehara, T.; Nishi, T. Miscibility and crystallization of poly (ethylene succinate)/poly (vinyl phenol) blends. *Polym. Mater.* 2004, 45, 4515–4521. [CrossRef]

117. Antonietti, M.; Heinz, S.; Schmidt, M.; Rosenauer, C. Determination of the Miscelle Architecture of Polystyrene/Poly(2-vinylpyridine) Block Copolymers in Dilute Solution. *Macromolecules* 1994, 27, 3276–3281. [CrossRef]

118. Shen, H.; Zhang, L.; Eisenberg, A. Multiple pH-Induced Morphological Changes in Aggregates of Polystyrene-block-poly(4-vinylpyridine) in DMF/H2O Mixtures. *J. Am. Chem. Soc.* 1999, 121, 2728–2740. [CrossRef]

119. Li, D.; He, Q.; Cui, A.Y.; Li, J. Fabrication of pH-Responsive Nanocomposites of Gold Nanoparticles/Poly(4-vinylpyridine). *Chem. Mater.* 2007, 19, 412–417. [CrossRef]

120. Lindahl, E.; Hess, B.; Van Der Spoel, D. GROMACS 3.0: A package for molecular simulation and trajectory analysis. *J. Mol. Model.* 2001, 7, 306–317. [CrossRef]

121. Hess, B.; Kutzner, C.; Van Der Spoel, D.; Lindahl, E. GROMACS 4: Algorithms for Highly Efficient, Load-Balanced, and Scalable Molecular Simulation. *J. Chem. Theory Comput.* 2008, 4, 435–447. [CrossRef]

122. Abraham, M.; Hess, B.; Van der Spoel, D.; Lindahl, E. GROMACS User Manual Version 5.1.; GROMACS Development Team; Royal Institute of Technology: Stockholm, Sweden; Uppsala University: Uppsala, Sweden, 2016.

123. Jorgensen, W.L.; Severance, D.L. Aromatic-aromatic interactions: Free energy profiles for the benzene dimer in water, chloroform, and liquid benzene. *J. Am. Chem. Soc.* 1990, 112, 4768–4774. [CrossRef]

124. Jorgensen, W.L.; Maxwell, D.S.; Tirado-Rives, J. Development and Testing of the OPLS All-Atom Force Field on Conformational Energies and Properties of Organic Liquids. *J. Am. Chem. Soc.* 1996, 118, 11225–11236. [CrossRef]

125. Jorgensen, W.L.; Tirado-Rives, J. Potential energy functions for atomic-level simulations of water and organic and biomolecular systems. *Proc. Natl. Acad. Sci. USA* 2005, 102, 6665–6670. [CrossRef]

126. Dahlgren, M.K.; Schyma, P.; Tirado-Rives, J.; Jorgensen, W.L. Characterization of Bialr Torsional Energetics and its Treatment in OPLS All-Atom Force Fields. *J. Chem. Inf. Model.* 2013, 53, 1191–1199. [CrossRef] [PubMed]

127. Rossi, G.; Monticelli, L.; Puisto, S.R.; Vattulainen, I.; Ala-Nissila, T. Coarse-graining polymers with the MARTINI force-field: Polystyrene as a benchmark case. *Soft Matter* 2011, 7, 698–708. [CrossRef]

128. Wu, C. Coarse-grained dynamics simulations of stereoregular poly (methyl methacrylate)/poly (vinyl chloride) blends. *J. Polym. Sci. Part B Polym. Phys.* 2015, 53, 203–212. [CrossRef]

129. Dodda, L.S.; De Vaca, I.C.; Tirado-Rives, J.; Jorgensen, W.L. LigParGen web server: An automatic OPLS-AA parameter generator for organic ligands. *Nucleic Acids Res.* 2017, 45, W331–W336. [CrossRef]

130. Dodda, L.S.; Vilseck, J.Z.; Tirado-Rives, J.; Jorgensen, W.L. 1.14*CM1A-LBCC: Localized Bond-Charge Corrected CM1A Charges for Condensed-Phase Simulations. *J. Phys. Chem. B* 2017, 121, 3864–3870. [CrossRef]

131. Jones, J.E. On the determination of molecular fields. II. From the equation of state of a gas. *Proc. R. Soc. Lond. Ser. A Math. Phys. Sci.* 1924, 106, 463–477.

132. Allen, M.P.; Tildesley, D.J.; Banavar, J.R. Computer Simulation of Liquids. *Phys. Today* 1989, 42, 105–106. [CrossRef]
133. Darden, T.A.; York, D.M.; Pedersen, L. Particle mesh Ewald: AnN-log(N) method for Ewald sums in large systems. *J. Chem. Phys.* 1993, 98, 10089–10092. [CrossRef]
134. Martínez, L.; Andrade, R.; Birgin, E.G.; Martínez, J.M. PACKMOL: A package for building initial configurations for molecular dynamics simulations. *J. Comput. Chem.* 2009, 30, 2157–2164. [CrossRef]
135. Nosé, S. A molecular dynamics method for simulations in the canonical ensemble. *Mol. Phys.* 1984, 52, 255–268. [CrossRef]
136. Hoover, W.G. Canonical dynamics: Equilibrium phase-space distributions. *Phys. Rev. A* 1985, 31, 1695–1697. [CrossRef] [PubMed]
137. Parrinello, M.; Rahman, A. Polymorphic transitions in single crystals: A new molecular dynamics method. *J. Appl. Phys.* 1981, 52, 7182–7190. [CrossRef]
138. Hess, B.; Bekker, H.; Berendsen, H.J.C.; Fraaije, J.G.E.M. LINCS: A linear constraint solver for molecular simulations. *J. Comput. Chem.* 1997, 18, 1463–1472. [CrossRef]
139. Grest, G.S.; Kremer, K. Molecular dynamics simulation for polymers in the presence of a heat bath. *Phys. Rev. A* 1986, 33, 3628–3631. [CrossRef]
140. Weeks, J.D.; Chandler, D.; Andersen, H.C. Role of Repulsive Forces in Determining the Equilibrium Structure of Simple Liquids. *J. Chem. Phys.* 1971, 54, 5237–5247. [CrossRef]
141. Plimpton, S. Fast Parallel Algorithms for Short-Range Molecular Dynamics. *J. Comput. Phys.* 1995, 117, 1–19. [CrossRef]
142. Cifra, P. Differences and limits in estimates of persistence length for semi-flexible macromolecules. *Polymer* 2004, 45, 5995–6002. [CrossRef]
143. Peter, C.; Kremer, K. Multiscale simulation of soft matter systems—From the atomistic to the coarse-grained level and back. *Soft Matter* 2009, 5, 4357–4366. [CrossRef]
144. Padding, J.T.; Briels, W.J. Systematic coarse-graining of the dynamics of entangled polymer melts: The road from chemistry to rheology. *J. Phys. Condens. Matter* 2011, 23, 233101. [CrossRef]
145. Brini, E.; Algaer, E.A.; Ganguly, P.; Li, C.; Rodríguez-Ropero, F.; Van Der Vegt, N.F.A. Systematic coarse-graining methods for soft matter simulation—A review. *Soft Matter* 2013, 9, 2108–2119. [CrossRef]
146. Gooneie, A.; Schuschnigg, S.; Holzer, C. A Review of Multiscale Computational Methods in Polymeric Materials. *Polymers* 2017, 9, 16. [CrossRef] [PubMed]
147. Caviness Community Cluster. Available online: https://sites.udel.edu/research-computing/caviness-cluster/ (accessed on 9 February 2020).

**Publisher’s Note:** MDPI stays neutral with regard to jurisdictional claims in published maps and institutional affiliations.

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).