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Abstract: This paper aims at exploring the theoretical research and distributed filtering design of state estimation for sensor networked systems with quantized measurement and switching topologies. In a sensor network, each sensor node has an independent static logarithmic quantizer function, and the quantized measurement is transmitted to the filtering network via the wireless network. In the corresponding filtering network, each local estimator achieves distributed consistent state estimation of the plant based on the local measurement and the neighboring shared information. In particular, the design of the distributed filter fully takes into account the fact that the communication links between the nodes are not fixed. That is, the communication topology has random switching, and such random switching behavior is described using Markov chains with partially unknown transition probabilities. A set of linear matrix inequalities gives the sufficient conditions for the existence of the distributed filter, while ensuring that the filter error system has the desired $H_{\infty}$ performance. Finally, two numerical simulations show the effectiveness of the design method.

Keywords: wireless sensor network; distributed filtering; robust performance; unknown transition probability; free-connection weighting matrix

1. Introduction

In recent years, wireless sensor networks (WSNs) have been widely used in various fields, such as environmental monitoring, smart grid, smart transportation, etc. [1–5]. Benefiting from the outstanding performance of micro-electro-mechanical systems (MEMS) technology, these sensors are compact, have limited processing and computing capabilities, and are relatively affordable in comparison to traditional sensors. Such sensor nodes are capable of sensing, measuring, and collecting data from their surroundings and transmitting it to the user based on a local decision-making process.

Simultaneously, more and more scholars are paying attention to the distributed filtering problem based on WSN. In a distributed filtering network, a filter node fuses local measurement and neighbor node information to achieve system state estimation. Compared with traditional centralized filtering, the distributed filtering is more robust in terms of sensor failures and transmission constraints, that is, when a node failure or data packet loss occurs, the filter node can still obtain information from other neighbor nodes, and the final estimation result will not be severely damaged. Among the existing results about distributed filters, the distributed Kalman filters [6–11] and distributed robust filters [12–20] are two important state estimators. For example, a distributed filtering algorithm based on Kalman consensus has been proposed in [7], which is suitable for sensor networks with time-varying transmission delays in communication links. In [9], a novel peer-to-peer distributed Kalman filter has been proposed, in which each sensor communicates with its connected neighbors to achieve the average consensus on weighted measurement and inverse covariance matrices. It should be pointed out that, for the distributed state estimator based on Kalman filter, accurate noise statistics is a necessary design prerequisite, and the distributed robust filter solves this shortcoming well. For example, in order to alleviate the
burden of communication in WSNs, the literatures [12–14] have adopted a round-robin protocol to orchestrate the transmission order and addressed the problem of distributed set-member estimation. The literature [18] have developed a distributed event-triggered $H_\infty$ filtering algorithm, where the sensor saturation in the spatially distributed sensors and the randomly occurring cyber attacks are considered simultaneously.

The above-mentioned studies assumed a fixed filtering network topology. However, in many complex networks, network connectivity topologies might not be fixed, and might even randomly change over time (e.g., random failure and recovery of communication links, obstruction blocking, and uncertain network-induced phenomenon). To date, distributed filtering with switching topologies has achieved some results [21–23]. For example, a distributed $H_\infty$ state estimation approach has been proposed in [22,23] for discrete-time systems with random switching topologies, packet losses, and partial information exchange, where the switching topology is defined by non-homogeneous Markov chains. It is a pity that when a Markov chain is used to model switching topology, a complete state transition probability information must be obtained, which is a prerequisite for the existence of these research results. In fact, even for a simple system, it is quite difficult and expensive to accurately obtain the complete transition probability. Therefore, the development of a distributed $H_\infty$-consensus state estimation method with a time-varying switching topology subject to partially unknown transition probability is of great significance to achieve target estimation or tracking, which is the first motivation of this study.

On the other hand, the measured signal between the sensor network and the filtering network is transmitted through a limited capacity channel, and the signal needs to be quantized before transmission in many cases. However, signal quantization inevitably introduces quantization error, which affects system stability and robustness. Significant effort has been made to signal quantization for a variety of different sorts of systems [24–32]. In particular, in order to deal with the unboundedness of measurement information for unstable systems, the authors of [25] have transmitted the quantified innovation to the fusion center through a bandwidth-limited channel. Based on the bounded recursive optimization technology, the design of the local estimator and the distributed fusion estimator are transformed into two different convex optimization problems, which can be easily solved by standard software. In [28], an adaptive back-stepping control scheme for non-rigid spacecraft attitude tracking with input quantization, inertial uncertainty and external interference has been proposed, in which the control signal of each actuator is adopted logarithmic quantizer and hysteresis quantizer to perform signal quantization processing. The literature [31] introduces a novel non-stationary quantizer in the multi-level structure strategy to solve the non-stationary quantization control problem for a class of Markov switching systems, which involves randomly packet dropouts and a mode-dependent logarithmic quantizer. Given the fact that the WSN is composed of a large number of sensor nodes, the measurement error caused by quantization must be a non-negligible problem, which drives our second motivation for this research.

In this article, we focus on solving the distributed $H_\infty$ filtering problem for a class of discrete systems in a realistic sensor network and filtering network environment, while considering the effects of sensor quantization and switching topologies. The first contribution of this work is to embed a logarithmic signal quantizer for the sensor network, where the quantizers are static and independent of each other. The quantization error is constrained to a sector-bounded condition, which transforms the quantization problem into a parameter uncertainty problem related to the quantization density. The second contribution is to separate the term refer to the unknown transition probability in the sufficient condition for the distributed robust filter to satisfy the optimal disturbance attenuation level, and the corresponding distributed filter design method as well as explicit expression are given. The third contribution is the development of a distributed robust filtering algorithm based on a WSN to achieve plant state trajectory tracking well.

The rest of this article is organized below. In Section 2, system mathematical models and basic definitions are described. In Section 3, performance analyses are achieved. In
Section 4, the distributed filter design method is given. In Section 5, two simulation examples are presented to verify the effectiveness of the proposed approach. In Section VI, conclusions are presented.

**Notation.** In this article, $\| \cdot \|$ denotes the Euclidean norm. For a matrix $P$, $P > 0$ denotes a positive definite symmetric matrix. $I$ denotes the unit matrix with compatible dimension. $\mathbb{E}\{ \cdot \}$ is the mathematical expectation. Finally, the symbol “$*$” represents a symmetric item in a matrix.

2. Problem Statement

Consider a class of discrete-time linear time-invariant systems as follows:

\[
\begin{align*}
    x(k+1) &= Ax(k) + Bw(k), \\
    z(k) &= Mx(k),
\end{align*}
\]

where $x(k) \in \mathbb{R}^n_x$ is the system state with initial state $x_0$, $z(k)$ is the system output to be estimated, and $w(k) \in \mathbb{R}^n_w$ is the system interference, belongs to $w(k) \in \mathbb{R}^n_w$.

A distributed filtering framework based on WSNs is presented in Figure 1. The sensor node $i$ in a WSN can be described as follows

\[
y_i(k) = C_i x(k) + D_i v_i(k),
\]

where $y_i(k) \in \mathbb{R}^{n_y}$ is instantaneous sampling, $v_i(k)$ is the measurement noise belonging to $l^2(0, \infty)$. It should be noted that model (2) is a common linearization model that can be obtained using the linearization technique described in the literature [33,34]. Such a linearized measurement model, although inevitably subject to modelling errors, simplifies the design of the distributed filter. In addition, $A, B, M, C_i$ and $D_i$ are known matrices with appropriate dimensions.

![Figure 1. A distributed filtering framework based on WSNs.](image-url)
In this paper, a logarithmic quantizer $q_i(\cdot)$ is used to quantify the sensor measurement. $q_i(y_i(k))$ represents the quantified measurement of sensor node $i$, and satisfies $q_i(-y_i(k)) = -q_i(y_i(k))$. Then, a logarithmic quantizer is explicitly defined as

$$q_i(y_i(k)) = \begin{cases} y_i(k), & \text{if } \frac{1}{1+\rho_i} y_i(k) < y_i(k) \leq \frac{1}{1+\rho_i} y_i(k), \ y_i(k) > 0; \\ 0, & \text{if } y_i(k) = 0; \\ -q_i(-y_i(k)), & \text{if } y_i(k) < 0; \end{cases}$$

(3)

where $\delta_i = \frac{1-\rho_i}{1+\rho_i}$ with quantization density $0 < \rho_i < 1$.

Inspired by the authors of [30], a logarithmic quantizer can be further expressed in the following form

$$q_i(y_i(k)) = (I + \Delta q_i) y_i(k),$$

(4)

where $|\Delta q_i(k)| \leq \delta_i$, $i = 1, 2, ..., N$.

Assuming that $N$ filters are distributed in the target plant area, where the filters exchange information via a wireless network. Consider a network topology represented by a directed graph $G^{r(k)} = \left( V, \mathcal{E}, \mathcal{A}^{r(k)} \right)$ with the set of nodes $V = \{1, 2, ..., N\}$, edges $\mathcal{E} \subseteq V \times V$, and a weighted adjacency matrix $\mathcal{A}^{r(k)} = [a_{ij}]_{N \times N}$. Nonnegative elements in the weighted adjacency matrix $a_{ij}$ satisfying the property $a_{ij} > 0 \iff (i, j) \in \mathcal{E}$, which means there is data exchange between node $j$ and node $i$. For all $i \in V$, $a_{ii} = 0$. In addition, define $\mathcal{N}^{r(k)}_i = \{ j \in V : (i, j) \in \mathcal{E} \}$ to represent the set of neighboring nodes of node $i$, and matrix $L^{r(k)} = (l_{ij}^{r(k)})_{N \times N}$ to be the Laplacian matrix, where $l_{ij}^{r(k)} = \sum_{j \in \mathcal{N}^{r(k)}_i} a_{ij}^{r(k)} - a_{ii}^{r(k)} (i \neq j)$.

The $\{r(k)\} (0 \leq k < \infty)$ stands for Markov chain, and takes value in a finite set $S = \{1, 2, ..., n_0\}$. The transition probability matrix is $\Pi = [\pi_{st}]_{n_0 \times n_0}$ with

$$\pi_{st} = \text{Prob}(r(k+1) = t | r(k) = s),$$

(5)

where $\pi_{st} \geq 0$, for all $s, t \in S$, satisfy $\sum_{s=1}^{n_0} \pi_{st} = 1$.

Noting that not all elements of the transition probability matrix are completely known, a possible transition probability matrix is described as follows

$$\Pi = \begin{bmatrix} \pi_{11} & ? & \pi_{13} & \cdots & ? \\ ? & ? & \cdots & \pi_{2n_0} \\ \vdots & \vdots & \ddots & \vdots \\ ? & \pi_{n_02} & \pi_{n_03} & \cdots & \pi_{n_0n_0} \end{bmatrix},$$

(6)

where “?” represents the unknown transition probability element in the transition probability matrix.

To simplify the analysis, we define the set $U^s = U^s_m \cup U^s_{um}$, $s \in S$, where

$$U^s_m \overset{\Delta}{=} \{ t : \pi_{st} \text{ is known} \}, \ U^s_{um} \overset{\Delta}{=} \{ t : \pi_{st} \text{ is unknown} \}.$$  

(7)

If set $U^s_m \neq \emptyset$, elements in set $U^s_m$ can be relabeled as

$$U^s_m = \{ m^s_1, m^s_2, ..., m^s_l \}, 1 \leq l \leq S,$$

(8)

where $m^s_j, j \in \{1, 2, ..., l\}$ represents the $j$-th probability element in the $s$-th row in the transition probability matrix $\Pi$.

In a WSN, each node independently observes the same dynamic target in each sampling period. Taking into account the bandwidth limitation and digital signal transmission requirements in the network, the sensor observation needs to be quantized and encoded
into a digital signal, and then sent to the corresponding filter node via the wireless network. At the network terminal, the filter node realizes real-time estimation for the target state based on the quantized observations and neighbor node’s information. Construct the following distributed filter model with switching interconnection topology, where Markov chain describes the time-varying topologies,

\[
\begin{aligned}
\dot{x}_i(k+1) &= A\hat{x}_i(k) + L_i^{r(k)}(q_i(y_i(k)) - C_i\hat{x}_i(k)) + K_i^{r(k)} \sum_{j \in \mathcal{N}_i^k} \delta_{ij}^{r(k)}(\hat{x}_j(k) - \hat{x}_i(k)), \\
\hat{z}_i(k) &= M\hat{x}_i(k),
\end{aligned}
\]

where \( \hat{x}_i(k) \in \mathbb{R}^{n_x} \) and \( \hat{z}_i(k) \in \mathbb{R}^{n_z} \) are the estimated state \( x(k) \) and the estimated output \( z(k) \), respectively. \( L_i^{r(k)} \) and \( K_i^{r(k)} \) are the filter gains to be determined.

To simplify the analysis, we replace \( r(k) \) with \( s \) and also replace \( r(k+1) \) with \( t \). Let \( e_i(k) = x(k) - \hat{x}_i(k) \) and \( \hat{z}_i(k) = z(k) - \hat{z}_i(k) \), we can get the node filtering error dynamics

\[
\begin{aligned}
e_i(k+1) &= (A - L_i^s C_i) e_i(k) + Bw(k) - L_i^s \Delta_{q_i}(k) C_i x(k) \\
&\quad - (L_i^s D_i + L_i^s \Delta_{q_i}(k) D_i) \upsilon_i(k) - K_i^s \sum_{j \in \mathcal{N}_i^k} \delta_{ij}^s (e_j(k) - e_i(k)), \\
\hat{z}_i(k) &= M e_i(k).
\end{aligned}
\]

Consider a WSN and filtering network with \( N \) nodes, and define

\[
\begin{aligned}
e(k) &= \begin{bmatrix} e_1^T(k), e_2^T(k), ..., e_N^T(k) \end{bmatrix}^T, \quad \xi(k) = \begin{bmatrix} x^T(k), x^T(k), ..., x^T(k) \end{bmatrix}^T, \\
\zeta(k) &= \begin{bmatrix} \hat{z}_1^T(k), \hat{z}_2^T(k), ..., \hat{z}_N^T(k) \end{bmatrix}^T, \quad \upsilon(k) = \begin{bmatrix} \upsilon_1^T(k), \upsilon_2^T(k), ..., \upsilon_N^T(k) \end{bmatrix}^T, \\
\bar{A} &= diag\{A, A, ..., A\}, \bar{B} = \begin{bmatrix} B^T, B^T, ..., B^T \end{bmatrix}^T, \\
\bar{C} &= diag\{C_1, C_2, ..., C_N\}, \Delta(q) = diag\{\Delta_{q_1}, \Delta_{q_2}, ..., \Delta_{q_N}\}, \\
\bar{M} &= diag\{M, M, ..., M\}, \bar{D} = \begin{bmatrix} D_1^T, D_2^T, ..., D_N^T \end{bmatrix}^T, \\
L^s &= diag\{L_1^s, L_2^s, ..., L_N^s\}, \bar{K}^s = diag\{K_1^s, K_2^s, ..., K_N^s\}.
\end{aligned}
\]

Then, the following compact form can be obtained from Equation (10)

\[
\begin{aligned}
e(k+1) &= [\bar{A} - \bar{K}^s \bar{L}^s] e(k) - [\bar{L}^s \bar{C} + \bar{\Delta}(q) \bar{C}] \xi(k) \\
&\quad - (\bar{L}^s \bar{D} + \bar{\Delta}(q) \bar{D}) \upsilon(k) + \bar{B} w(k), \\
\hat{z}(k) &= \bar{M} e(k).
\end{aligned}
\]

Define \( \zeta(k) = [x^T(k) \quad e^T(k)]^T \) and \( \varpi(k) = [w^T(k) \quad \upsilon^T(k)]^T \). According to Equations (1) and (12), the following augmented filtering error system (AFES) can be obtained

\[
\begin{aligned}
\zeta(k+1) &= \mathcal{A}^s \zeta(k) + \mathcal{B}^s \varpi(k), \\
\hat{z}(k) &= \mathcal{M} \zeta(k),
\end{aligned}
\]

where

\[
\mathcal{A}^s = \begin{bmatrix} \bar{A} & 0 \\
-\bar{L}^s \bar{\Delta}(q) \bar{C} & \bar{A} - \bar{L}^s \bar{C} - \bar{K}^s \bar{L}^s \end{bmatrix},
\mathcal{B}^s = \begin{bmatrix} \bar{B} \\
\bar{B} \bar{K}^s \end{bmatrix},
\mathcal{M} = \begin{bmatrix} 0 & \bar{M} \end{bmatrix}.
\]

This study aims to construct a distributed state estimator (9) over WSNs, such that AFES (13) satisfies the following conditions:
(a) For all $\varsigma(0)$, the AFES (13) with $\bar{w}(k) = 0$ is exponentially mean-square stable if there exist scalars $\lambda \geq 1$ and $0 < \tau < 1$, such that
\[
\lim_{k \to \infty} E\|\varsigma(k)\| \leq \lambda \tau E\{\|\varsigma(0)\|\}.
\] (15)

(b) Given a disturbance attenuation level $\gamma > 0$, the AFES (13) with $\bar{w}(k) \neq 0$ exhibits $H_\infty$ robust performance, if there are definite symmetric matrices $R^s > 0$, $s \in S$, and satisfies the following constraint:
\[
J := \|\tilde{z}(k)\|_{[0, N-1]}^2 - \gamma^2 \|\bar{w}(k)\|_{[0, N-1]}^2 - \gamma^2 \varsigma^T(0) R^s \varsigma(0) < 0.
\] (16)

Lemma 1. (see the work of De et al. [35]) If the matrices $A, Q = Q^T$ and $P > 0$ meet the following inequality constraint,
\[
A^T P A - Q < 0,
\] (17)
then, for any matrix $G$ with appropriate dimension, the following inequality holds,
\[
\begin{bmatrix}
-Q & * \\
G^T A & P - G - G^T
\end{bmatrix} < 0.
\] (18)

Lemma 2. (see the work of Yang et al. [36]) If there are matrices $Q, R$ and $F(t)$ with appropriate dimensions, satisfying $F^T(t) F(t) \leq I$, and
\[
Q F(t) R + R^T F^T(t) Q < 0.
\] (19)

Then, a constant $\epsilon > 0$ can be found such that
\[
\epsilon Q Q^T + \epsilon^{-1} R^T R < 0.
\] (20)

3. Stability and Robustness Analysis

In this section, we give sufficient conditions to guarantee that the AFES (13) is mean square exponentially stable and robust.

Theorem 1. Given disturbance attenuation level $\gamma > 0$. Suppose there exists a family of positive definite matrix $P^s > 0$, which satisfies the initial condition $\varsigma^T(0) P^s \varsigma(0) \leq \gamma^2 \varsigma^T(0) R^s \varsigma(0), s = 1, 2, ..., n_0$ and the following inequality constraint
\[
\begin{bmatrix}
-P^s & * & * & * \\
0 & -\gamma^2 I & * & * \\
0 & P^s & -\gamma^2 I & * \\
0 & 0 & 0 & -I
\end{bmatrix} < 0,
\] (21)

where $P^s = \sum_{t=1}^{n_0} \pi_{st} P^t$. Then, the AFES (13) achieves the desired exponential stability and $H_\infty$ robust performance.

Proof. The proof is given in Appendix A. \qed

4. Distributed Filter Design

In this section, we give explicit expressions for the distributed filter gains.

Theorem 2. The AFES (13) with discrete linear system (1) and distributed filter (9) achieves the desired disturbance attenuation level $\gamma > 0$, if there are positive definite matrices $P^1 > 0, P^2 > 0$, diagonal matrices $X^s, Y^s, V_2$, matrices $W_i, V_i, i = 1, 2, 3, 4, 5, 6, 7, 8, s = 1, 2, ..., n_0$, and a
constant $\epsilon > 0$, satisfying $\zeta^T(0)P^s\zeta(0) \leq \gamma^2 \zeta^T(0)R^s\zeta(0), s = 1, 2, \ldots, n_0$ and the following linear matrix inequality constraints

$$
\begin{bmatrix}
\Xi_{11}^s & * & * & * & * & * & * \\
0 & \Xi_{22}^s & * & * & * & * & * \\
0 & 0 & \Xi_{33}^s & * & * & * & * \\
\Xi_{41}^s & 0 & 0 & \Xi_{44}^s & * & * & * \\
\Xi_{51}^s & 0 & \Xi_{53}^s & 0 & \Xi_{55}^s & * & * \\
0 & \Xi_{62}^s & \Xi_{63}^s & \Xi_{64}^s & 0 & \Xi_{66}^s & * \\
0 & 0 & 0 & 0 & 0 & \Xi_{86}^s & 0 & \Xi_{88}^s
\end{bmatrix} < 0,
$$

(22)

$$
diag\{-W_{11}^s, -W_{22}^s, -W_{33}^s, -W_{44}^s, P_1^s - W_{55}^s, P_2^s - W_{66}^s - W_{77}^s, -W_{88}^s\} < 0, t \in U_{um}^s.
$$

(23)

where

$$
\begin{align*}
\beta^s &= (1 - \sum_{t \in U_{in}} \tau_{st})\Xi_{11}^s = -P_1^s + \beta^s W_{22}^s,
\Xi_{33}^s &= -\gamma^2 I + \beta^s W_{33}^s, \Xi_{41}^s = \Xi_{44}^s = -\gamma^2 I + \beta^s W_{44}^s + \epsilon^{-1} D^T D,
\Xi_{51}^s &= V_1^s \bar{A}, \Xi_{53}^s = V_1^s \bar{B}, \Xi_{63}^s = -Y^s \bar{D}, \Xi_{64}^s = \sum_{t \in U_{in}} \tau_{st} P_2^s - V_2^s - V_2^s \bar{T} + \beta^s W_{55}^s,
\Xi_{62}^s &= V_2^s \bar{A} - Y^s \bar{C} - X^s \bar{L}, \Xi_{63}^s = V_2^s \bar{B}, \Xi_{64}^s = \sum_{t \in U_{in}} \tau_{st} P_2^s - V_2^s - V_2^s \bar{T} + \beta^s W_{55}^s,
\Xi_{77}^s &= M, \Xi_{77}^s = -I + \beta^s W_{77}^s, \Xi_{86}^s = -\epsilon H^T Y^s T, \Xi_{88}^s = -\epsilon I + \beta^s W_{88}^s.
\end{align*}
$$

(24)

Then, the distributed $H_\infty$ filtering problem can be solved, where the distributed filter parameters are explicitly described as

$$
\bar{L}^s = (V_2^s)^{-1} Y^s, \bar{K}^s = (V_2^s)^{-1} X^s.
$$

(25)

**Proof.** The proof is presented in Appendix B.

5. Numerical Example

In this section, two simulation examples are described to demonstrate the validity of the results presented in this paper.

**Example 1.** For plant (1), we select the following parameters in this example,

$$
A = \begin{bmatrix} 0.4 & 0.8 \\ 0.6 & -0.5 \end{bmatrix}, B = \begin{bmatrix} 0.5 \\ 0.4 \end{bmatrix}, M = \begin{bmatrix} 2 & -1 \end{bmatrix}.
$$

Assume that the distributed filtering network includes three switchable communication topologies, with the associated adjacency matrices

$$
\begin{align*}
A_1 &= \begin{bmatrix} 0 & 1 & 1 & 1 \\ 0 & 0 & 1 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{bmatrix}, A_2 &= \begin{bmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ 1 & 1 & 0 & 1 \\ 0 & 0 & 1 & 0 \end{bmatrix}, A_3 &= \begin{bmatrix} 0 & 1 & 0 & 1 \\ 1 & 0 & 1 & 0 \\ 0 & 1 & 0 & 1 \\ 1 & 0 & 0 & 0 \end{bmatrix},
\end{align*}
$$

and the corresponding parameters are selected as follows

$$
C_1 = \begin{bmatrix} 0.1 & 0.8 \end{bmatrix}, C_2 = \begin{bmatrix} 0.1 & 0.2 \end{bmatrix}, C_3 = \begin{bmatrix} 0.2 & 0.4 \end{bmatrix},
C_4 = \begin{bmatrix} 0.5 & 0.4 \end{bmatrix}, D_1 = 0.2, D_2 = 0.1, D_3 = 0.2, D_4 = 0.1.
$$
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For the logarithmic quantizer (3), the quantizer densities are chosen as $\rho_{1,3} = 0.6667$, $\rho_{2,4} = 0.4288$, and system disturbance and measurement noise are $w(k) = e^{-0.2k} \sin(k)$ and $v_i(k) = N(0, \frac{1}{k^2}), i = 1, 2, 3, 4$, respectively.

In this simulation example, four cases of state transition probability matrix are considered:

- **Case 1:** $\Pi = \begin{bmatrix} 0.4 & 0.2 & 0.4 \\ 0.2 & 0.3 & 0.5 \\ 0.7 & 0.1 & 0.2 \end{bmatrix}$,
- **Case 2:** $\Pi = \begin{bmatrix} 0.4 & ? & ? \\ 0.2 & 0.3 & 0.5 \\ 0.7 & 0.1 & 0.2 \end{bmatrix}$,
- **Case 3:** $\Pi = \begin{bmatrix} 0.4 & 0.2 & 0.4 \\ ? & 0.3 & ? \\ ? & 0.1 & ? \end{bmatrix}$,
- **Case 4:** $\Pi = \begin{bmatrix} ? & ? & 0.4 \\ 0.2 & ? & ? \\ ? & 0.1 & ? \end{bmatrix}$.

Moreover, let $r(0) = 1$, and the system state and distributed filter state are both zero. We use Matlab 2019b Yalmip toolbox to solve the $H_\infty$ filtering problem (22) and (23) with a given robust performance index $\gamma = 7.9$. Figures 2–5 show the corresponding simulation results. Figure 2 shows a possible evolution of Markov chain. Figure 3 presents a comparison of quantified and non-quantified measurements in case 2 and Figure 4 shows the output estimation from the distributed filtering network. Figure 5 shows the evolution of root-mean-square error of the filter in four different state transition probability matrices, which implies that the developed distributed filter can be applied to two cases, that is, the state transition probability matrix is totally known and partially unknown.

In addition, we explored the relationship between quantization density, the unknown degree of the topology switching matrix, and $H_\infty$ robustness performance. Table 1 provides the comparison results of the robust performance index $\gamma$ and the solving time in four different topologies switching probability matrices. Table 2 presents the relationship between different quantization density and robust performance. It can be seen from Tables 1 and 2 that the more complete the state transition probability information and the higher the quantization density, the smaller the interference attenuation level $\gamma$ obtained; that is, the better robust performance of the filtering network achieved.

**Figure 2.** Evolution of $r(k)$ in Case 2.
Figure 3. Measurement and quantized measurement of sensor $i$ in Case 2, $i = 1, 2, 3, 4$.

Figure 4. Evolution of plant output $z(k)$ and estimated output $\hat{z}_i(k)$ in Case 2, $i = 1, 2, 3, 4$. 
Figure 5. Evolution of filtering error $\|e(k)\|$ for four cases.

Table 1. The $H_\infty$ performance index $\gamma$ and solver time for different quantization density $\rho_i$ in case 2.

| Case $i$ | Case 1 | Case 2 | Case 3 | Case 4 |
|----------|--------|--------|--------|--------|
| Minimize $\gamma$ | 7.9716 | 7.9744 | 9.3631 | 10.3198 |
| Solver time (s) | 0.3851 | 0.4820 | 0.6714 | 0.7005 |

Table 2. The $H_\infty$ performance index $\gamma$ and solver time for different quantization density $\rho_i$ in case 2.

| $\rho_1$ | 0.8 | 0.6 | 0.5 | 0.4 | 0.1 |
|----------|-----|-----|-----|-----|-----|
| $\rho_2$ | 0.9 | 0.7 | 0.6 | 0.2 | 0.1 |
| $\rho_3$ | 0.7 | 0.5 | 0.3 | 0.2 | 0.1 |
| $\rho_4$ | 0.8 | 0.7 | 0.4 | 0.1 | 0.1 |
| Minimize $\gamma$ | 7.8325 | 7.8505 | 7.8847 | 8.0482 | 8.3237 |

Example 2. In this example, the developed distributed filtering approach is applied to address the state estimation problem for a continuously stirred tank reactor. Considering this reactor, a motor-driven stirrer can stir the reactor feed $R_{in}$ and then obtain the reactor product $R_{out}$ at the reactor bottom. The concentration of the reactor product plays a key role in obtaining the desired product and should be monitored at all times. Although concentration monitoring can be achieved using traditional chemical measurement analysis methods, using such direct measurements can increase the cost. One solution is to estimate the reactor product concentration by using the proposed distributed $H_\infty$ state estimation method, which is achieved by collecting the reactor temperature $R_T$ through the four sensors placed at different locations, as shown in Figure 6.
Let us assume that, at instant $k$, $x_1(k)$ and $x_2(k)$ represent the concentrations of the transport from $R_{in}$ and the product $R_{out}$, respectively, and $x_3(k)$ represents the reactor temperature $x_3(k)$. Four sensors were used to monitor the reactor temperature in order to increase the estimation system’s robustness against sensor failures and to improve estimation performance. Then, the discrete version of the linearized state space model of the reactor with a sampling period of $T = 0.5$ s can be obtained as follows:

$$
A = \begin{bmatrix} 0.622 & 0.008 & 0.014 \\ 0.195 & 0.623 & -0.001 \\ -0.175 & 0.771 & 0.636 \end{bmatrix},
B = \begin{bmatrix} 0.001 \\ 0.398 \\ 0.226 \end{bmatrix},
$$

$$
M = \begin{bmatrix} 0 & 1 & 0 \end{bmatrix},
C_i = \begin{bmatrix} 0 & 0 & 1 \end{bmatrix},
D_i = 0.1, i = 1, 2, 3, 4.
$$

In addition, assume that $r(0) = 1$, the disturbance input $w(k) = N(0, 0.5)$ and measurement noise $v_i(k) = 1/k^3$, $i = 1, 2, 3, 4$ and the other parameters are the same as in Example 1.

By solving the $H_\infty$ filtering problem (22) and (23) with a given robust performance index $\gamma = 15.2$, and the corresponding simulation results are shown in Figures 7–9. Figure 7 shows a possible Markov chain evolution that represents a random switching sequence of communication topologies in Case 3. Figure 8 presents a comparison of quantified and non-quantified measurements at sensor nodes. Figure 9 shows the actual output of the system and the estimation of filter nodes, which demonstrates the effectiveness and potential applicability of the developed distributed robust filtering approach.
Figure 7. Evolution of $r(k)$ in Case 3.

Figure 8. The actual measurement $y(k)$, and the quantified measurement $q_i(y_i(k))$, $i = 1, 2, 3, 4$. 
Figure 9. Evolution of system output $z(k)$ and estimated output $\hat{z}_i(k)$ in Case 3, $i = 1, 2, 3, 4$.

Figure 10. The actual measurement $y(k)$, and the quantified measurement $q_i(y_i(k))$, $i = 1, 2, 3, 4$.

With the two simulation examples above, we have demonstrated the effectiveness of the developed distributed $H_\infty$ robust filter. However, there are still some limitations to this
distributed estimator design method. For example, we reselect the external disturbance as 
\[ w(k) = e^{0.01k} \]
and keep the other system parameters the same as in simulation Example 2. By solving the \( H_\infty \) filtering problem (22) and (23) with a given robust performance index 
\[ \gamma = 18.1 \]
we obtained the following corresponding distributed estimator gains for the Case 4.

\[
K_{11} = \begin{bmatrix}
0.1480 & 0.0021 & -0.0043 \\
0.2352 & 0.0480 & -0.0670 \\
0.4503 & 0.0622 & -0.1066
\end{bmatrix},
\]
\[ K_{22} = \begin{bmatrix}
0.3338 & 0.0045 & -0.0095 \\
0.5146 & 0.0966 & -0.1352 \\
0.9766 & 0.1245 & -0.2142
\end{bmatrix},
\]
\[
K_{33} = \begin{bmatrix}
0.4239 & 0.0061 & -0.0127 \\
0.6874 & 0.1437 & -0.2004 \\
1.3438 & 0.1866 & -0.3196
\end{bmatrix},
\]
\[ K_{44} = \begin{bmatrix}
0.1739 & 0.0022 & -0.0047 \\
0.2961 & 0.0489 & -0.0687 \\
0.5557 & 0.0624 & -0.1082
\end{bmatrix},
\]
\[
K_{11} = \begin{bmatrix}
0.2027 & 0.0042 & -0.0069 \\
0.5876 & 0.0380 & -0.0668 \\
0.5113 & 0.0741 & -0.1234
\end{bmatrix},
\]
\[ K_{22} = \begin{bmatrix}
0.2000 & 0.0045 & -0.0072 \\
0.5462 & 0.0374 & -0.0657 \\
0.4090 & 0.0735 & -0.1214
\end{bmatrix},
\]
\[
K_{33} = \begin{bmatrix}
0.1817 & 0.0041 & -0.0066 \\
0.5663 & 0.0377 & -0.0662 \\
0.4741 & 0.0739 & -0.1226
\end{bmatrix},
\]
\[ K_{44} = \begin{bmatrix}
0.3935 & 0.0086 & -0.0137 \\
1.1727 & 0.0760 & -0.1335 \\
0.9378 & 0.1467 & -0.2441
\end{bmatrix},
\]
\[
K_{11} = \begin{bmatrix}
0.2527 & 0.0058 & -0.0092 \\
0.7530 & 0.0497 & -0.0882 \\
0.6067 & 0.1069 & -0.1730
\end{bmatrix},
\]
\[ K_{22} = \begin{bmatrix}
0.1899 & 0.0043 & -0.0068 \\
0.4702 & 0.0327 & -0.0580 \\
0.3496 & 0.0714 & -0.1148
\end{bmatrix},
\]
\[
K_{33} = \begin{bmatrix}
0.1009 & 0.0022 & -0.0036 \\
0.2046 & 0.0159 & -0.0282 \\
0.1382 & 0.0358 & -0.0571
\end{bmatrix},
\]
\[ K_{44} = \begin{bmatrix}
0.3564 & 0.0080 & -0.0127 \\
1.0153 & 0.0664 & -0.1179 \\
0.8152 & 0.1424 & -0.2307
\end{bmatrix},
\]
\[
L_{11} = \begin{bmatrix}
0.0313 \\
0.0313 \\
0.0313
\end{bmatrix},
\]
\[ L_{22} = \begin{bmatrix}
0.6849 & 0.0313 \\
1.4808 & 1.4809 \\
1.4808 & 1.4809
\end{bmatrix},
\]
\[ L_{33} = \begin{bmatrix}
0.6849 & 0.0313 \\
1.4808 & 1.4809 \\
1.4808 & 1.4809
\end{bmatrix},
\]
\[ L_{44} = \begin{bmatrix}
0.6849 & 0.0313 \\
1.4808 & 1.4809 \\
1.4808 & 1.4809
\end{bmatrix}.
\]

Similarly, Figure 10 presents a comparison of quantified and non-quantified measurements at sensor nodes. Figure 11 shows the actual output of the system and the estimation of filter nodes. According to Figure 11, it can be seen that the distributed filters cannot track the state trajectory of the system well. This is owing to the fact that the state response trajectory of the plant is relatively “flat” and the quantization density of the quantizer used is too small. As a result, the quantized signal does not reflect the actual sensor measurement signal well, leading to undesirable estimation results. On the other hand, our distributed filter design method cannot deal with the fact that the elements of a certain row in the transition probability matrix are totally unknown. In other words, our method implicitly requires that there is at least one known probability element in each row of the transition probability matrix. Furthermore, the distributed robust filter developed in this paper can only be applied to the state estimation for linear systems, and our distributed filtering algorithm may be invalid when there are stochastic non-linearities, time lags, etc., in the system.
Figure 11. Evolution of system output $z(k)$ and estimated output $\hat{z}_i(k)$ in Case 4, $i = 1, 2, 3, 4$.

6. Conclusion

This paper solved the distributed filtering problem with sensor quantization and stochastic switching topology over WSNs. A separate and static logarithmic quantizer for each measurement channel was modeled, and the sector bound approach was used to describe the quantization error. At the same time, by using the free-connection weighting matrix technology, the sufficient conditions for the existence of the distributed filter were split into two sets of linear matrix inequality constraints, one referring to known probability information, and the other referring to unknown probability information. The simulation example shows the performance analysis for the distributed filter network in different sensor quantization density and switching topologies, and verifies the effectiveness of the developed approach. At present, the application of WSN is becoming more and more promising, and the application of distributed filtering algorithm in smart grid may be one of our future research directions.
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Appendix A. Proof of Theorem 1

Proof. First, let us consider \( \overline{w}(k) = 0 \) and select the Lyapunov function as follows:

\[
V(k) = \zeta^T(k) P(r(k)) \zeta(k).
\]  (A1)

Then, we have

\[
\mathbb{E}\{\Delta V(k)\} = \zeta^T(k) \sigma \sigma^T \Phi \delta \delta^T \zeta(k) - \zeta^T(k) P \zeta(k).
\]  (A2)

We have

\[
\mathbb{E}\{\Delta V(k)\} \leq \zeta^T(k) \Lambda \zeta(k),
\]  (A3)

where

\[
\Lambda \zeta = \sigma \sigma^T \Phi \delta \delta^T - P \zeta.
\]  (A4)

Applying Schur complementary inducements to inequality (21) in Theorem 1 yields \( \Lambda \zeta < 0, s = 1, 2, \ldots, n_0 \). For all \( s \in S \), let \( \lambda_0 = \max[\lambda_{\max}(\Lambda \zeta)] \); clearly, \( \lambda_0 < 0 \). Clearly, there is

\[
\mathbb{E}\{\Delta V(k)\} \leq \lambda_0 \mathbb{E}\{\|\zeta(k)\|^2\}.
\]  (A5)

Let \( \sigma > 0, \lambda_1 = \max[\lambda_{\max}(P \zeta)], s = 1, 2, 3, \ldots, n_0 \). From inequality (A5), one has

\[
\frac{1}{\sigma^{k+1}} \mathbb{E}\{V(k+1)\} - \frac{1}{\sigma^k} \mathbb{E}\{V(k)\} = \frac{1}{\sigma^k} \left(1 + \frac{\lambda_0}{\sigma} - 1\right) \mathbb{E}\{V(k)\}
\]

\[
\leq \frac{\lambda_0}{\sigma^{k+1} \mathbb{E}\{\|\zeta(k)\|^2\}} + \frac{1}{\sigma^k} \left(1 + \frac{1}{\sigma} - 1\right) \mathbb{E}\{V(k)\}
\]

\[
\leq \frac{1}{\sigma^k} \left(\frac{\lambda_0}{\sigma} + \left(\frac{1}{\sigma} - 1\right) \lambda_1\right) \mathbb{E}\{\|\zeta(k)\|^2\}.
\]  (A6)

Note that for \( \sigma = 1 \),

\[
\frac{1}{\sigma^k} \left(\frac{\lambda_0}{\sigma} + \left(\frac{1}{\sigma} - 1\right) \lambda_1\right) = \lambda_0 < 0.
\]  (A7)

Given the continuity, a constant \( 0 < \sigma_0 < 1 \) can be found. Further, it satisfies

\[
\left(\frac{1}{\sigma^k}\right) \left[\left(\frac{\lambda_0}{\sigma^k}\right) + \left(\lambda_1/\sigma\right) - \lambda_1\right] < 0.
\]

Then, from inequality (A6), we have

\[
\frac{1}{\sigma_0^{k+1}} \mathbb{E}\{V(k+1)\} - \frac{1}{\sigma_0^k} \mathbb{E}\{V(k)\} \leq 0,
\]  (A8)

which implies that

\[
\frac{1}{\sigma_0^k} \mathbb{E}\{V(k)\} \leq V(0) = \zeta^T(0) P \zeta(0) \bigg|_{s=0} \leq \lambda_{\max}(P \zeta) \|\zeta(0)\|^2 \bigg|_{s=0}.
\]  (A9)

Let \( \lambda_2 = \max[\lambda_{\min}(P \zeta)], s = 1, 2, 3, \ldots, n_0 \). Clearly, from inequality (A9), we have

\[
\mathbb{E}\{\|\zeta(k)\|^2\} \leq \frac{\lambda_{\max}(P \zeta)}{\lambda_2} \sigma_0^k \|\zeta(0)\|^2 \bigg|_{s=0}. \quad (A10)
\]

Hence, the AFES (13) is exponentially stable.

Then, we define

\[
J(k) = \zeta^T(k+1) P(r(k+1)) \zeta(k+1) - \zeta^T(k) P(r(k)) \zeta(k).
\]  (A11)
Define \( \xi(k) = \begin{bmatrix} \xi^T(k) & \bar{w}^T(k) \end{bmatrix}^T \). In the light of \( \bar{z}^T(k) \bar{z}(k) - \gamma^2 \bar{w}^T(k) \bar{w}(k) - \bar{z}^T(k) \bar{z}(k) + \gamma^2 \bar{w}^T(k) \bar{w}(k) = 0 \) and Equation (A11), simultaneously, one has

\[
\mathbb{E}\{J(k)\} = \mathbb{E}\left\{\xi^T(k) \Lambda^s \xi(k) - \bar{z}^T(k) \bar{z}(k) + \gamma^2 \bar{w}^T(k) \bar{w}(k)\right\},
\]

(A12)

where

\[
\Lambda^s = \begin{bmatrix}
\epsilon \gamma^2 \bar{T} \bar{P}^s \bar{P}^s - \bar{P}^s + \bar{M}^T \bar{M} & \bar{P}^s \bar{P}^s \bar{P}^s \bar{P}^s - \gamma^2 I \\
\end{bmatrix}.
\]

(A13)

Then, by accumulating both sides of Equation (A12) from 0 to \( N - 1 \), we can get

\[
\sum_{k=0}^{N-1} \mathbb{E}\{J(k)\} = \mathbb{E}\left\{\xi^T(N) \bar{P}^s \xi(N)\right\} - \xi^T(0) \bar{P}^s \xi(0)
\]

\[
= \mathbb{E}\left\{\sum_{k=0}^{N-1} \xi^T(k) \Lambda^s \xi(k)\right\} - \mathbb{E}\left\{\sum_{k=0}^{N-1} \bar{z}^T(k) \bar{z}(k) - \gamma^2 \bar{w}^T(k) \bar{w}(k)\right\}.
\]

(A14)

Therefore, the \( H_{\infty} \) performance condition defined in (16) can be further described as

\[
J = \mathbb{E}\left\{\sum_{k=0}^{N-1} \xi^T(k) \Lambda^s \xi(k)\right\} - \mathbb{E}\left\{\xi^T(N) \bar{P}^s \xi(N)\right\} + \xi^T(0) \left( \bar{P}^s - \gamma^2 R^s \right) \xi(0).
\]

(A15)

According to Schur complement lemma, inequality (21) implies \( \Lambda^s \leq 0 \). At the same time, noting \( \bar{P}^s > 0 \) and the initial condition \( \bar{P}^s \leq \gamma^2 R^s \), we have \( J < 0 \). The proof is completed. \( \square \)

**Appendix B. Proof of Theorem 2**

**Proof.** Construct matrices

\[
G^s = \text{diag}\{V_1^s, V_2^s\}, P^s_i = \text{diag}\{P_{i1}^s, P_{i2}^s\}, \bar{P}^s = \text{diag}\{\bar{P}_1^s, \bar{P}_2^s\}, \bar{P}_i^s = \sum_{t=1}^{n_0} \pi_{st} P_i^t,
\]

(A16)

where \( i = 1, 2, s = 1, 2, ..., n_0 \).

With the help of Lemma 1, the following inequality can be established based on inequality (21),

\[
\begin{bmatrix}
-P^s & * & * & * \\
0 & -\gamma^2 I & * & * \\
G^s \bar{P}^s & G^s - G^s T & * & * \\
\bar{M} & 0 & 0 & -I
\end{bmatrix} < 0.
\]

(A17)

Considering Equations (14) and (A16), we can calculate

\[
P^s - G^s - G^s T = \begin{bmatrix}
\bar{P}_1^s - V_1^s - V_1^T & * \\
0 & \bar{P}_2^s - V_2^s - V_2^T
\end{bmatrix},
\]

\[
G^s \bar{P}^s = \begin{bmatrix}
V_2^s A & V_2^s A - V_2^s L^s D - V_2^s L^s \Delta_0^s(k) D \\
V_1^s B & V_2^s L^s \Delta_0^s(k) C - V_2^s R^s L^s
\end{bmatrix},
\]

(A18)

\[
G^s B = \begin{bmatrix}
V_1^s B & V_2^s B - V_2^s L^s D - V_2^s L^s \Delta_0^s(k) D
\end{bmatrix}.
\]
Substituting (A18) into (A17), one has

$$\begin{bmatrix}
-P_1^s & * & * & * & * & * \\
0 & -P_2^s & * & * & * & * \\
0 & 0 & -\gamma^2 I & * & * & * \\
0 & 0 & 0 & -\gamma^2 I & * & * \\
V_1^f \tilde{A} & 0 & V_1^f \tilde{B} & 0 & \Phi_{65}^s & * \\
0 & \tilde{M} & 0 & 0 & 0 & -I
\end{bmatrix} < 0, \quad (A19)$$

where

$$\Phi_{65}^s = P_1^s - V_1^f - V_1^f T, \quad \Phi_{61}^s = -V_2^f L^s \Delta_q(k) \tilde{C},$$

$$\Phi_{62}^s = V_2^f \tilde{A} - V_2^f L^s \tilde{C} - V_2^s R^s L^s,$$

$$\Phi_{64}^s = -V_2^f L^s D - V_2^f L^s \Delta_q(k) \tilde{D}, \quad \Phi_{66}^s = P_2^s - V_2^s - V_2^s T. \quad (A20)$$

Next, the uncertainty $\Delta_q(k)$ introduced by the quantization error is transformed into a norm bounded uncertainty. Considering $k : |\Delta_q(k)| \leq \delta_i, i = 1, 2, ..., N$, referring to the technology from the authors of [30], letting $H = \text{diag}\{\delta_1, \delta_2, ..., \delta_N\}$ and $F(k) = H^{-1} \Delta_q(k)$, we have

$$\Delta_q(k) = HF(k). \quad (A21)$$

Inequality (A19) can easily be rewritten as

$$\begin{bmatrix}
-P_1^s & * & * & * & * & * \\
0 & -P_2^s & * & * & * & * \\
0 & 0 & -\gamma^2 I & * & * & * \\
0 & 0 & 0 & -\gamma^2 I & * & * \\
V_1^f \tilde{A} & 0 & V_1^f \tilde{B} & 0 & \Phi_{65}^s & * \\
0 & \tilde{M} & 0 & 0 & 0 & -I
\end{bmatrix} + M_1 F(k) N_1 + N_1^T F^T(k) N_1 M_1^T < 0,$$

where

$$\Phi_{64}^s = -V_2^f L^s \tilde{D}, \quad N_1 = \begin{bmatrix} \tilde{C} & 0 & 0 & \tilde{D} & 0 & 0 & 0 \end{bmatrix},$$

$$M_1 = \begin{bmatrix} 0 & 0 & 0 & 0 & N_{15}^T & N_{16}^T & 0 \end{bmatrix}^T, \quad (A23)$$

with $N_{15}^T = H^T L^s T V_2^T$, $N_{16}^T = -H^T L^s T V_2^T T$.

According to Lemma 2, a constant $\epsilon > 0$ can be found, and the following inequality constraint holds

$$\begin{bmatrix}
\Phi_{41}^s & * & * & * & * & * & * \\
0 & -P_2^s & * & * & * & * & * \\
0 & 0 & -\gamma^2 I & * & * & * & * \\
0 & 0 & 0 & -\gamma^2 I & * & * & * \\
V_1^f \tilde{A} & 0 & V_1^f \tilde{B} & 0 & \Phi_{45}^s & * & * & * \\
0 & \tilde{M} & 0 & 0 & 0 & 0 & -I & * \\
0 & 0 & 0 & 0 & 0 & \Phi_{46}^s & 0 & -\epsilon I
\end{bmatrix} < 0, \quad (A24)$$

where $\Phi_{41}^s = -P_1^s + \epsilon^{-1} L^s T \tilde{C}, \quad \Phi_{45}^s = \epsilon^{-1} D^T \tilde{C}, \quad \Phi_{44}^s = -\gamma^2 I + \epsilon^{-1} \tilde{D}^T \tilde{D}, \quad \Phi_{46}^s = -\epsilon H^T L^s T V_2^T$.

Further, considering that the transition probability of switching topology is not totally available, the transition probability satisfies $\Sigma_{i=1}^{n_0} \pi_{1i} = 1$. Therefore, the free-connection
weighting matrix $W^s = \text{diag}(W^s_1, W^s_2, ..., W^s_8) > 0$, $s \in S$ are introduced in the following equation with constant zero,

$$-\left(\sum_{l \in U_{in}}^{n_0} \pi_{sl} + \sum_{l \in U_{in}}^{n_0} \pi_{sl} - 1\right)W^s = 0. \quad (A25)$$

Combining inequalities (A22), (A24) and (A25), it can be deduced that

$$
\begin{bmatrix}
\Sigma_{11} & * & * & * & * & * & * \\
0 & \Sigma_{22} & * & * & * & * & * \\
0 & 0 & \Sigma_{33} & * & * & * & * \\
\Phi_{41} & 0 & 0 & \Sigma_{44} & * & * & * \\
v_{s}^eA & 0 & v_{s}^eB & 0 & \Sigma_{55} & * & * \\
0 & \Phi_{62} & v_{s}^eB & \Phi_{64} & 0 & \Sigma_{66} & * \\
u & 0 & 0 & 0 & 0 & \Sigma_{77}^e & * \\
0 & 0 & 0 & 0 & \Phi_{86} & 0 & \Sigma_{88}^e \\
\end{bmatrix}
+ \sum_{l \in U_{inw}}^{n_0} \pi_{sl} \text{diag}\{-W_{1}^s, -W_{2}^s, -W_{3}^s, -W_{4}^s, P_{1}^s, -W_{5}^s, P_{2}^s, -W_{6}^s, -W_{7}^s, -W_{8}^s\} < 0. \quad (A26)
$$

In order to obtain the linear matrix inequality constraints that are convenient to solve, the new variables $X^s = V_{2}^eK^s$ and $Y^s = V_{2}^eL^s$ are introduced into Equation (A26), and Theorem 2 is easily obtained. Now, the proof of Theorem 2 is complete. \hfill \square
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