LOCALLY HARMONIC MAASS FORMS AND PERIODS OF MEROMORPHIC MODULAR FORMS

STEFFEN LÖBRICH AND MARKUS SCHWAGENSCHIEIDT

Abstract. We investigate a new family of locally harmonic Maass forms which correspond to periods of modular forms. They transform like negative weight modular forms and are harmonic apart from jump singularities along infinite geodesics. Our main result is an explicit splitting of the new locally harmonic Maass forms into a harmonic part and a locally polynomial part that captures the jump singularities. As an application, we obtain finite rational formulas for suitable linear combinations of periods of meromorphic modular forms associated to positive definite binary quadratic forms.

1. Introduction and statement of results

1.1. Locally harmonic Maass forms and cycle integrals. In the early 2000s, Zwegers [27] made the groundbreaking discovery that Ramanujan’s mock theta functions, whose precise automorphic nature had been a long-standing conundrum, could be viewed as the holomorphic parts of harmonic weak Maass forms of weight 1/2 whose shadows are unary theta functions of weight 3/2. The theory of harmonic weak Maass forms was developed systematically around the same time by Bruinier and Funke [10]. Since then, it has become a vital area of research in number theory and has found many fascinating applications, for example to the singular theta correspondence and Borcherds products [8, 10], the partition function and its variants [2, 11], special values of L-functions of elliptic curves [12], and CM values of higher Green functions [7, 9, 22].

More recently, Bringmann, Kane, and Kohnen [5] constructed a new type of harmonic weak Maass forms which have jump singularities along certain geodesics in the upper half-plane \( \mathbb{H} \), and hence are called locally harmonic Maass forms (see also [6, 15, 16, 19]). Specifically, for \( k \in \mathbb{Z} \) with \( k \geq 2 \) the authors of [5] associated to each non-square discriminant \( D > 0 \) the function \( \tau = u + iv \in \mathbb{H} \)

\[
F_{1-k,D}(\tau) := \frac{(-1)^k D^{k-1}}{(2k-2)\pi} \sum_{Q \in \mathcal{Q}_D} \text{sgn} \left( a|\tau|^2 + bu + c \right) Q(\tau,1)^{k-1} \psi \left( \frac{D^2v}{|Q(\tau,1)|^2} \right),
\]

where \( \mathcal{Q}_D \) denotes the set of all (positive definite if \( D < 0 \)) integral binary quadratic forms \( Q(x,y) = ax^2 + bxy + cy^2 \) of discriminant \( D = b^2 - 4ac \), and \( \psi(v) := \frac{1}{2} \int_0^v t^{k-\frac{3}{2}} (1-t)^{-\frac{1}{2}} dt \) is a special value of the incomplete \( \beta \)-function. The function \( F_{1-k,D}(\tau) \) transforms like a modular form of negative even weight \( 2 - 2k \) for \( \Gamma := \text{SL}_2(\mathbb{Z}) \), it is bounded at the cusp, and it is harmonic on \( \mathbb{H} \) up to jump singularities along the exceptional set

\[
E_D := \{ \tau = u + iv \in \mathbb{H} : a|\tau|^2 + bu + c = 0, [a,b,c] \in \mathcal{Q}_D \}.
\]
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Note that $E_D$ is a union of semi-circles centered at the real line if $D > 0$ is not a square. A special feature of the locally harmonic Maass form $\mathcal{F}_{1-k,D}(\tau)$ is the fact that its images under the two differential operators
\[ \xi_{2-2k} := 2i \nu^{2-2k} \frac{\partial}{\partial \tau}, \quad D^{2k-1} := \left( \frac{1}{2\pi i} \frac{\partial}{\partial \tau} \right)^{2k-1}, \]
are non-zero multiples of the weight $2k$ cusp form
\[ (1.1) \quad f_{k,D}(\tau) := \frac{D^{k-\frac{1}{2}}}{\pi} \sum_{Q \in \mathcal{Q}_D} Q(\tau,1)^{-k}. \]
In contrast, it is impossible for a harmonic weak Maass form to map to a non-zero multiple of the same cusp form under both operators $\xi_{2-2k}$ and $D^{2k-1}$. The cusp form $f_{k,D}(\tau)$ can be characterized by the fact that the Petersson inner product $\langle f, f_{k,D} \rangle$ of a cusp form $f(\tau)$ of weight $2k$ with $f_{k,D}(\tau)$ is a certain multiple of the $D$-th trace of cycle integrals
\[ \text{tr}_D(f) := \sum_{Q \in \mathcal{Q}_D/\Gamma} \int_{\Gamma Q \setminus \mathcal{S}_Q} f(z)Q(z,1)^{k-1}dz \]
of $f(\tau)$. Here $\Gamma_Q$ denotes the stabilizer of $Q$ in $\Gamma$ and $\mathcal{S}_Q$ for $Q = [a, b, c]$ is the semi-circle consisting of all $\tau = u + iv \in \mathbb{H}$ with $|\tau|^2 + bu + c = 0$. In this sense, the locally harmonic Maass forms $\mathcal{F}_{1-k,D}(\tau)$ correspond to the (traces of) cycle integrals of cusp forms.

1.2. **Locally harmonic Maass forms and periods.** In the present article we are concerned with the construction of a new family of locally harmonic Maass forms $\mathcal{H}_{1-k,n}(\tau)$, for $k \in \mathbb{Z}$ with $k \geq 2$ and integral $0 \leq n \leq 2k - 2$, which correspond to the periods of cusp forms, in a sense which will become apparent in a moment. In order to give the definition of $\mathcal{H}_{1-k,n}(\tau)$, for $k, \ell \in \mathbb{Z}$ with $k \geq 2$ we consider Petersson’s Poincaré series $(z, \tau = u + iv \in \mathbb{H})$
\[ (1.2) \quad H_{k,\ell}(z, \tau) := \sum_{M \in \Gamma} M(z)M(z - \tau)^{k-1}M(z - \tau)^{-k - \ell} \big|_{-2\ell, \tau} M, \]
with the usual slash operator applied in the $\tau$-variable. It transforms like a modular form of weight $2k$ in $z$ and of weight $-2\ell$ in $\tau$. We will be particularly interested in the case $\ell = k - 1$. Then the function $H_{k,k-1}(z, \tau)$ is a meromorphic modular form of weight $2k$ in $z$ which has poles precisely at the $\Gamma$-translates of $\tau$ and decays like a cusp form towards $\infty$. Furthermore, it transforms like a modular form of weight $2 - 2k$ in $\tau$ and is harmonic on $\mathbb{H} \setminus \Gamma z$. We can now make the following definition.

**Definition 1.1.** For $k \in \mathbb{Z}$ with $k \geq 2$ and integral $0 \leq n \leq 2k - 2$ we define the function
\[ (1.3) \quad \mathcal{H}_{1-k,n}(\tau) := \frac{(2i)^{2k-2}}{2\pi} \int_{0}^{\infty} H_{k,k-1}(iy, \tau)y^n dy. \]
If $\tau \in \bigcup_{M \in \Gamma} M(i\mathbb{R}_+)$ then the integral is defined using the Cauchy principal value (see [23], Section 3.5).

In other words, the function $\mathcal{H}_{1-k,n}(\tau)$ is essentially the $n$-th period of the meromorphic modular form $z \mapsto H_{k,k-1}(z, \tau)$. In [23] we showed that the locally harmonic Maass form $\mathcal{F}_{1-k,D}(\tau)$ from [3] can be viewed as the $D$-th trace of cycle integrals of the function $z \mapsto H_{k,k-1}(z, \tau)$, which inspired the above definition of $\mathcal{H}_{1-k,n}(\tau)$. 
It is clear from the construction that $H_{1-k,n}(\tau)$ transforms like a modular form of weight $2 - 2k$ for $\Gamma$ and is harmonic on $\mathbb{H} \setminus \bigcup_{M \in \Gamma} M(i\mathbb{R}^+)$. Further, it follows from Theorem 1.3 below that $H_{1-k,n}(\tau)$ is of moderate growth at the cusp and has jump singularities along the $\Gamma$-translates of the positive imaginary axis $i\mathbb{R}^+$. In particular, the function $H_{1-k,n}(\tau)$ defines a locally harmonic Maass form of weight $2 - 2k$ for $\Gamma$ with exceptional set $E_1 = \bigcup_{M \in \Gamma} M(i\mathbb{R}^+)$ in the sense of [3].

We first determine the images of $H_{1-k,n}(\tau)$ under the differential operators $\xi^{2-2k}$ and $D^{2k-1}$. To state the result, we let $E_{2k}(\tau)$ be the usual normalized Eisenstein series of weight $2k$, and for $0 \leq n \leq 2k - 2$ we let $R_n(\tau)$ be the weight $2k$ cusp form which is characterized by the fact that its Petersson inner product $\langle f, R_n \rangle$ with a cusp form $f(\tau)$ of weight $2k$ equals the $n$-th period

$$(1.4) \quad r_n(f) := \int_0^\infty f(iy)y^n dy$$

of $f(\tau)$. Note that the periods satisfy the symmetry $r_n(f) = (-1)^k r_{2k-2-n}(f)$. The cusp form $R_n(\tau)$ is related to $H_{1-k,n}(\tau)$ in the following way.

**Proposition 1.2.** For $\tau \in \mathbb{H} \setminus \bigcup_{M \in \Gamma} M(i\mathbb{R}^+)$ we have

$${\xi^{2-2k}H_{1-k,n}(\tau) = -R_n(\tau),}$$

$${D^{2k-1}H_{1-k,n}(\tau) = (-1)^{n+1}(2k-2)! R_n(\tau) - \left((2k-2)! \sum_{n=0}^{2k-2} \left(\delta_{n=0} + \delta_{n=2k-2}\right) E_{2k}(\tau)\right)}$$

We refer the reader to Section 3 for the proof of Proposition 1.2. The above proposition implies that $H_{1-k,n}(\tau)$ can be written as a sum of the holomorphic and non-holomorphic Eichler integrals of $R_n(\tau)$ (and of $E_{2k}(\tau)$ if $n = 0$ or $n = 2k - 2$) and a locally polynomial part, which captures the singularities of $H_{1-k,n}(\tau)$. Recall that the holomorphic and non-holomorphic Eichler integrals of a cusp form $f(\tau) = \sum_{n=1}^\infty c_f(n)e(n\tau)$ of weight $2k$ (with

**Figure 1.** The set $E_1$ of singularities of $H_{1-k,n}$. 

...
Theorem 1.3. We have the decomposition following splitting of $H_E$ of the Eichler integrals to the Eisenstein series $E_{2k}(\tau)$. By using the series expansions on the right-hand sides of (1.5), we can extend the definitions (1.6) where $\Gamma(\cdot)$ is the incomplete Gamma function. They satisfy

$\xi_{2-2k} f^*(\tau) = f(\tau), \quad D^{2k-1} f^*(\tau) = 0, \quad \xi_{2-2k} E_f(\tau) = 0, \quad D^{2k-1} E_f(\tau) = f(\tau).$

By using the series expansions on the right-hand sides of (1.5), we can extend the definitions of the Eichler integrals to the Eisenstein series $E_{2k}(\tau)$. The main result of this work is the following splitting of $H_{1-k,n}(\tau)$.

Theorem 1.3. We have the decomposition

$$H_{1-k,n}(\tau) = P_{1-k,n}(\tau) + (-1)^{n+1} \frac{(2k-2)!}{(4\pi)^{2k-1}} E_{R_n}(\tau) - R_{n'}(\tau)$$

$$- ((-1)^k \delta_{n=0} + \delta_{n=2k-2}) \frac{(2k-2)!}{(2\pi)^{2k-1}} E_{2k}(\tau),$$

where $P_{1-k,n}(\tau)$ is locally a polynomial on the connected components of $\mathbb{H} \setminus \bigcup_{M \in \Gamma} M(i\mathbb{R}_+)$.

It is explicitly given for $\tau \in \mathbb{H} \setminus \bigcup_{M \in \Gamma} M(i\mathbb{R}_+)$ by

$$P_{1-k,n}(\tau) = r_n(E_{2k}) + \frac{(-i)^{n+1}}{n+1} B_{n+1}(\tau) + \frac{i^{n+1}}{2k-1-n} B_{2k-1-n}(\tau)$$

$$+ \frac{i^{1-n}}{2} \sum_{M=\frac{a b}{c d} \in \Gamma} (\tau^n - (-1)^n \tau^{2k-2-n}) M.$$  

Here $B_m(\tau)$ is the 1-periodic function on $\mathbb{H}$ which agrees with the Bernoulli polynomial $B_m(\tau)$ for $0 < u < 1$ and $r_n(E_{2k})$ is the $n$-th period of the Eisenstein series $E_{2k}(\tau)$ given in (2.5). If there is a matrix $M \in \Gamma$ with $\text{Re}(M\tau) = 0$, then $P_{1-k,n}(\tau)$ is given by the average value

$$\lim_{\varepsilon \to 0^+} \frac{1}{2} (P_{1-k,n}(M^{-1}(M\tau - \varepsilon)) + P_{1-k,n}(M^{-1}(M\tau + \varepsilon))).$$

Remark 1.4. Note that the sum in the second line of $P_{1-k,n}(\tau)$ is finite for every $\tau \in \mathbb{H}$ and vanishes if $\text{Im}(\tau) > \frac{1}{2}$. Indeed, the condition $ac > 0$ for $M = \frac{a b}{c d} \in \Gamma$ implies that $M^{-1}(i\mathbb{R}_+)$ is a semi-circle of radius $\frac{1}{2ac}$ centered at the real line, and $\text{Re}(M\tau) < 0$ means that $\tau$ lies in the bounded component of $\mathbb{H} \setminus M^{-1}(i\mathbb{R}_+)$. See also Figure 1.

Our proof of the above theorem is quite different from the proof of the analogous splitting of the locally harmonic Maass form $F_{1-k,D}(\tau)$ given in [3]. As the main step, we will employ an explicit formula for the period polynomial of $R_n(\tau)$ due to Kohnen and Zagier [21] in order to directly show the modularity of the expression on the right-hand side of (1.7). We refer the reader to Section 4 for the details of the proof.
1.3. Periods of meromorphic modular forms. As an application of the above results, we study the periods of certain meromorphic modular forms. Namely, for a fixed positive definite quadratic form \( P \in \mathbb{Q}_d \) of discriminant \( d < 0 \) we consider the function

\[
f_{k,P}(z) := \frac{|d|^{k-\frac{1}{2}}}{\pi} \sum_{Q \in [P]} Q(z,1)^{-k},
\]

where \([P]\) denotes the class of \( P \) in \( \mathbb{Q}_d/\Gamma \). We let

\[
f_{k,d}(z) := \sum_{P \in \mathbb{Q}_d/\Gamma} f_{k,P}(z) = \frac{|d|^{k-\frac{1}{2}}}{\pi} \sum_{Q \in \mathbb{Q}_d} Q(z,1)^{-k}.
\]

Notice the analogy with the definition of the cusp form \( f_{k,D}(\tau) \) in \([1,1]\) for \( D > 0 \). The function \( f_{k,P}(z) \) transforms like a modular form of weight 2 for \( \Gamma \) and decays like a cusp form towards \( i\infty \). Moreover, it is meromorphic on \( \mathbb{H} \) and has poles of order 2 precisely at the \( \Gamma \)-translates of the CM point \( \tau_P \) defined by \( P(\tau_P,1) = 0 \).

It was shown in \([3, 4, 23]\) that certain linear combinations of geodesic cycle integrals of \( f_{k,P}(z) \) are rational. Motivated by these results, in the present work we investigate the rationality of the periods

\[
r_n(f_{k,P}) = \int_0^\infty f_{k,P}(iy)y^n dy
\]

for \( 0 \leq n \leq 2k - 2 \), where the integral is defined using the Cauchy principal value as in \([23]\), Section 3.5, if a pole of \( f_{k,P} \) lies on the positive imaginary axis. To get a first idea how these periods look, we consider the quadratic form \( \mathbb{Q}_{2k-2} \) of discriminant \( d = -3 \). In this case, there is only one class in \( \mathbb{Q}_{-3}/\Gamma \), so we have \( f_{k,[1,1,1]} = f_{k,-3} \). Numerical integration yields the following values of the periods \( f_{k,-3} \) for small values of \( k \).

| \( n \) | 0    | 1    | 2    | 3    | 4    | 5    | 6    |
|-------|------|------|------|------|------|------|------|
| \( r_n(f_{2,-3}) \) | −2.05670 | −2   | −2.05670 | −    | −    | −    | −    |
| \( r_n(f_{3,-3}) \) | −3.25653 | −1.5 | 0    | 1.5  | 3.25652 | −    | −    |
| \( r_n(f_{4,-3}) \) | −6.76949 | −2.22222 | 0    | 0.66666 | 0    | −2.22222 | −6.76949 |
| \( r_n(f_{5,-3}) \) | −15.65457 | −4.08333 | 0    | 0.66666 | 0    | −0.66666 | 0    |
| \( r_n(f_{6,-3}) \) | −38.31573 | −8.36729 | 0    | 0.89204 | 0    | −0.48637 | 0    |
| \( r_n(f_{7,-3}) \) | −97.17273 | −18.33333 | 0    | 1.4  | 0    | −0.5  | 0    |

We notice that the even periods of \( f_{k,-3}(z) \) for \( 0 < n < 2k - 2 \) seem to vanish and the odd periods for \( k \neq 6 \) appear to be rational numbers, but the outer periods \( r_0(f_{k,-3}) \) and \( r_{2k-2}(f_{k,-3}) \) and the odd periods of \( f_{6,-3}(z) \) do not seem to be particularly nice. In order to state the result explaining these observations, following \([21]\) we introduce the functions

\[
f_{k,P}^+(z) := \frac{1}{2} (f_{k,P}(z) + f_{k,P'}(z)), \quad f_{k,P}^-(z) := \frac{i}{2} (f_{k,P}(z) - f_{k,P'}(z)),
\]

where we put \( P' := [a, -b, c] \) for \( P = [a, b, c] \).

**Theorem 1.5.** (1) For \( 0 < n < 2k - 2 \) we have

\[
r_n(f_{k,P}) = 0,
\]

where \( \varepsilon \) is the sign of \((-1)^n\).
(2) The outer periods of $f_{k,P}^+(z)$ are given by
\[ r_0(f_{k,P}^+) = (-1)^k r_{2k-2}(f_{k,P}^+) = -\frac{|d|^{k-\frac{1}{2}} \zeta_P(k)}{2(2k-1)|\Gamma_P| \zeta(2k)}, \]
where $\zeta_P(s) := \sum_{(x,y) \in \mathbb{Z}^2 \setminus \{(0,0)\}} P(x,y)^{-s}$ is the Epstein zeta function associated to $P$, and $\Gamma_P$ denotes the stabilizer of $P$ in $\Gamma := \Gamma/\{\pm 1\}$.

(3) Let $a_n \in \mathbb{Q}$ for odd $0 < n < 2k - 2$ be coefficients such that
\[ \sum_{0 < n < 2k-2 \atop n \text{ odd}} a_n R_n(\tau) = 0 \]
in $S_{2k}$. Then the linear combination
\[ \sum_{0 < n < 2k-2 \atop n \text{ odd}} a_n r_n(f_{k,P}) \]
of odd periods of $f_{k,P}(z)$ is rational. Similarly, if a rational linear combination of the cusp forms $R_n$ with even $0 < n < 2k - 2$ vanishes in $S_{2k}$, then the corresponding linear combination of even periods of $f_{k,P}(z)$ is in $i\mathbb{Q}$.

The proof of Theorem 1.5 will be given in Section 5. A nice feature of the proof is that it also yields an exact rational formula for the linear combinations of periods of $f_{k,P}^+(z)$ more generally, Cohen [14] has found relations between the cusp forms $R_n$ in accordance with the numerical values given in the above table. More generally, Cohen [14] has found relations between the cusp forms $R_n(\tau)$ in any weight, for example
\[ \sum_{0 < n < j-1 \atop n \text{ odd}} \frac{j}{n} (-1)^{\frac{n}{2}} R_n(\tau) + \sum_{j \leq n < 2k-2 \atop n \text{ odd}} \left( \frac{2k - 2 - j}{n - j} \right)(-1)^{\frac{n-1}{2}} R_n(\tau) = 0 \]
for all $0 \leq j \leq 2k - 2$. Relations of this kind can be proved using the Eichler-Shimura isomorphism. From Theorem 1.5 we obtain that the linear combinations
\[ \sum_{0 < n < j-1 \atop n \text{ odd}} \frac{j}{n} (-1)^{\frac{n}{2}} r_n(f_{k,p}) + \sum_{j \leq n < 2k-2 \atop n \text{ odd}} \left( \frac{2k - 2 - j}{n - j} \right)(-1)^{\frac{n-1}{2}} r_n(f_{k,p}) \]
of odd periods of $f_{k,P}(z)$ are rational for all $0 \leq j \leq 2k - 2$ and all $P$. For instance, for $k = 6, d = -3, j = 4$, we find that the linear combination
\[ 10r_1(f_{6,-3}) - 24r_3(f_{6,-3}) + 6r_5(f_{6,-3}) \]
is rational. Indeed, plugging in the numerical values given in the above table, we find that this linear combination of periods is numerically close to the integer $-108$. Using our exact
formula for the periods of $f_{k,P}(z)$ given in Theorem 5.1 below one can show that this really is the correct value.

We will explain the results from Theorem 1.5 by using the following connection between the periods of $f_{k,P}(z)$ and special values of (derivatives of) the locally harmonic Maass forms $\mathcal{H}_{1-k,n}(\tau)$. 

**Proposition 1.7.** We have

$$r_n(f_{k,P}) = \frac{(-1)^{k-1}|d|^{k-1}}{2\pi^{2k}(k-1)!} R_{2-2k}^{k-1} \mathcal{H}_{1-k,n}(\tau_P),$$

where $\tau_P \in \mathbb{H}$ denotes the CM point characterized by $P(\tau_P, 1) = 0$, and $R_{2-2k}^{k-1} := R_{2} \circ \cdots \circ R_{2-2k}$ is an iterated version of the Maass raising operator $R_{\kappa} := 2i \frac{\partial}{\partial \tau} + \kappa \tau^{-1}$.

The proof of the above proposition can be found in Section 5. In Theorem 5.1 below we will apply the iterated raising operator $R_{2-2k}^{k-1}$ to the splitting of $\mathcal{H}_{1-k,n}(\tau)$ from Theorem 1.3 together with Proposition 1.7 we obtain an explicit formula for the periods $r_n(f_{k,P})$, which we will then use to prove Theorem 1.5.

Eventually, we remark that the methods of this work can be used to study the rationality of periods of certain linear combinations of the meromorphic modular forms $f_{k,P}(z)$, similar to [23]. For example, in analogy to Theorem 2.4 from [23], one can show that certain linear combinations of Hecke-translates of $f_{k,P}(z)$ have rational periods.

We start with a section on the necessary preliminaries. In the remaining sections, we give the proofs of the above results.

## 2. Preliminaries

### 2.1. Derivatives of Eichler integrals.

The holomorphic and the non-holomorphic Eichler integrals defined in (1.5) are related by the iterated raising operator $R_{2-2k}^{k-1} = R_{2} \circ \cdots \circ R_{2-2k}$, with $R_{\kappa} = 2i \frac{\partial}{\partial \tau} + \kappa \tau^{-1}$, as follows.

**Proposition 2.1.** For any holomorphic modular form $f \in M_{2k}$ we have the relation

$$R_{2-2k}^{k-1} f^* (\tau) = -\frac{(2k-2)!}{(4\pi)^{2k-1}} R_{2-2k}^{k-1} \mathcal{E} f (\tau).$$

*Proof.* Using the Fourier expansions of the Eichler integrals given in (1.5) we see that the claim is equivalent to

$$R_{2-2k}^{k-1} \Gamma(2k-1, 4\pi nu e(-n\tau)) = (2k-2)! R_{2-2k}^{k-1} e(n\tau)$$

for all $n \geq 1$. Following [8], Section 1.3, we consider the function

$$W_{\kappa,s}(y) := |y|^{-\kappa/2} W_{\frac{\kappa}{2}, \text{sgn}(y), s-\frac{1}{2}}(\text{sgn}(y)),$$

where $W_{\kappa,s}(y)$ is the usual $W$-Whittaker function. At $s = 1 - \frac{\kappa}{2}$ it simplifies to

$$W_{\kappa,1-\frac{\kappa}{2}}(y) = \begin{cases} e^{-y/2}, & \text{if } y > 0, \\ e^{-y/2}\Gamma(1-\kappa, |y|), & \text{if } y < 0. \end{cases}$$

In particular, (2.1) is equivalent to

$$R_{2-2k}^{k-1} (W_{2-2k}(4\pi nu e(nu))) = (2k-2)! R_{2-2k}^{k-1} (W_{2-2k,k}(4\pi nu e(nu))).$$
On the other hand, using (13.4.33) and (13.4.31) in \[1\], we obtain the formula

\[
R_\kappa \left( W_{n,s}(4\pi mv)e(mu) \right) = \begin{cases} 
-4\pi|m| \left( s + \frac{1}{2} \right) \left( s + \frac{1}{2} - 1 \right) W_{n+2,s}(4\pi mv)e(mu), & \text{if } m < 0, \\
-4\pi|m| W_{n+2,s}(4\pi mv)e(mu), & \text{if } m > 0,
\end{cases}
\]

for \( u + iv \in \mathbb{H} \) and \( m \in \mathbb{R} \setminus \{0\} \). This easily implies (2.2) and finishes the proof. \( \Box \)

2.2. Periods of cusp forms and non-cusp forms. We recall from [21] that the period polynomial of a cusp form \( f \in S_{2k} \) is defined by

\[
r_f(\tau) := \int_0^{i\infty} f(z)(z - \tau)^{2k-2}dz = \sum_{n=0}^{2k-2} i^{-n+1} \binom{2k-2}{n} r_n(f) \tau^{2k-2-n}.
\]

The even period polynomial \( r_f^+(\tau) \) of \( f \) is defined as \(-i\) times the even part of \( r_f(\tau) \), and the odd period polynomial \( r_f^-(\tau) \) of \( f \) is the odd part of \( r_f(\tau) \), such that \( r_f(\tau) = r_f^+(\tau) + ir_f^-(\tau) \).

It is well-known that the errors of modularity of the Eichler integrals of \( f \) can be expressed in terms of the period function of \( f \) as

\[
E_f(\tau) \bigg|_{2-2k} (I - S) = \frac{(-2\pi i)^{2k-1}}{(2k-2)!} r_f(\tau)
\]

and

\[
f^*(\tau) \bigg|_{2-2k} (I - S) = (-2i)^{1-2k} r_f^+(\tau),
\]

where \( r_f^+(\tau) := r_f(\tau) \) is the polynomial whose coefficients are the complex conjugates of the coefficients of \( r_f(\tau) \).

For \( 0 \leq n \leq 2k - 2 \) the periods of a (not necessarily cuspidal) modular form \( f \in M_{2k} \) are defined by

\[
r_n(f) := \frac{n!}{(2\pi)^{n+1}} L_f(n + 1),
\]

where \( L_f(s) \) denotes the usual \( L \)-function associated to \( f \). For a cusp form \( f \in S_{2k} \), this agrees with the definition (1.4). Note that the functional equation of the \( L \)-function of \( f \) implies the symmetry \( r_n(f) = (-1)^k r_{2k-2-n}(f) \).

The periods of the normalized Eisenstein series \( E_{2k} \) are given by

\[
r_n(E_{2k}) = \begin{cases} 
-\pi \zeta(2k-1) \frac{(2k-1)\zeta(2k)}{2}, & \text{if } n = 0, \\
0, & \text{if } 0 < n < 2k - 2 \text{ is even}, \\
(-1)^{n-1} \frac{2kB_{n+1}B_{2k-1-n}}{B_{2k}(n+1)(2k-1-n)}, & \text{if } 0 < n < 2k - 2 \text{ is odd}, \\
(-1)^{k-1} \frac{\pi \zeta(2k-1)(2k-1)\zeta(2k)}{(2k-1)\zeta(2k)}, & \text{if } n = 2k - 2,
\end{cases}
\]

compare p.240 of \[21\]. Following [29], we define the corresponding period function by

\[
r_{E_{2k}}(\tau) := \frac{1}{2k-1} \left( r_{2k-1} + \frac{1}{\tau} \right) + \sum_{n=0}^{2k-2} i^{-n} \binom{2k-2}{n} r_n(E_{2k}) \tau^{2k-2-n} = r_{E_{2k}}^-(\tau) + ir_{E_{2k}}^+(\tau)
\]
with
\[ r^+_E (\tau) := r_0 (E_{2k}) (\tau^{2k-2} - 1) \]
and
\[ r^-_E (\tau) := \frac{2k (k \tau - 2) !}{B_{2k}} \sum_{-1 \leq n \leq 2k - 1, \ n \ odd} \frac{B_{n+1} B_{2k-1-n}}{(n+1)! (2k-1-n)!} \tau^{2k-2-n}. \]

Then we also have
\[ \mathcal{E}_{E_{2k}} (\tau) \big|_{2-2k} (I - S) = \frac{(-2\pi i)^{2k-1}}{(2k-2)!} r_{E_{2k}} (\tau). \]

2.3. The cusp forms \( R_n (\tau) \). Recall that \( R_n (\tau) \) denotes the unique cusp form of weight \( 2k \) for \( \Gamma \) which satisfies the inner product formula \( \langle f, R_n \rangle = r_n (f) \) for every cusp form \( f (\tau) \in S_{2k} \).

We will need the following well-known series representation of \( R_n (\tau) \).

**Proposition 2.2.** For \( 0 < n < 2k - 2 \) the cusp form \( R_n (\tau) \in S_{2k} \) is given by
\[ R_n (\tau) = \frac{2^{2k-3}}{i^{2k-1-n} (2k-2)! \pi} \sum_{M \in \Gamma} \tau^{-n-1} \big|_{2k} M. \]

Moreover, for \( n = 0 \) or \( n = 2k - 2 \) it can be constructed as
\[ R_{2k-2} (\tau) = (-1)^k R_0 (\tau) = 2^{2k-1} \sum_{m=1}^{\infty} P_{2k,m} (\tau), \]
where \( P_{2k,m} (\tau) := \sum_{M \in \Gamma \setminus \Gamma} \epsilon (m \tau) \big|_{2k} M \) with \( \Gamma_\infty := \{ \pm \frac{1}{n} : n \in \mathbb{Z} \} \) is the usual cuspidal Poincaré series of weight \( 2k \).

**Proof.** The above series representation of \( R_n (\tau) \) for \( 0 < n < 2k - 2 \) was first given by Cohen in [13]. We also refer the reader to the Lemma in Section 1.2 of [21] for a proof.

For \( n = 2k - 2 \) and \( f (\tau) = \sum_{m=1}^{\infty} c_f (m) e (m \tau) \in S_{2k} \) we have
\[ \langle f, 2^{2k-1} \sum_{m=1}^{\infty} P_{2k,m} \rangle = \frac{(2k-2)!}{(2 \pi)^{2k-1}} \sum_{m=1}^{\infty} \frac{c_f (m)}{m^{2k-1}} = \frac{(2k-2)!}{(2 \pi)^{2k-1}} L_f (2k-1) = r_{2k-2} (f) = \langle f, R_{2k-2} \rangle \]
by the usual Petersson inner product formula for \( P_{2k,m} (\tau) \). In other words, this means that \( 2^{2k-1} \sum_{m=1}^{\infty} P_{2k,m} (\tau) \) converges weakly to \( R_{2k-2} (\tau) \), which implies \( 2^{2k-1} \sum_{m=1}^{\infty} P_{2k,m} (\tau) = R_{2k-2} (\tau) \) since \( S_{2k} \) is finite-dimensional.

We state the explicit formulas of Kohnen and Zagier [21] for the even and odd period polynomials of the cusp forms \( R_n (\tau) \), in a form that is convenient for our purposes.

**Theorem 2.3** ([21], Theorem 1'). For \( 0 \leq n \leq 2k - 2 \) even, the odd period polynomial of \( R_n (\tau) \) is given by
\[ \left( \frac{i}{2} \right)^{2k-2} iv_{R_n} (\tau) = i^{n+1} \left( \frac{B_{n+1} (\tau)}{n+1} - \frac{B_{2k-1-n} (\tau)}{2k-1-n} \right) \big|_{2-2k} (I - S) + i^{n+1} (\tau^n - \tau^{2k-2-n}) + i (\delta_{n=0} + (-1)^k \delta_{n=2k-2}) r_{E_{2k}} (\tau), \]
and for \( 0 < n < 2k - 2 \) odd, the even period polynomial of \( R_n (\tau) \) is given by
\[
\left( \frac{i}{2} \right)^{2k-2} r_{R_n}^2(\tau) = -i^{n+1} \left( \frac{B_{n+1}(\tau)}{n+1} + \frac{B_{2k-1-n}(\tau)}{2k-1-n} \right) \left| 1_{2-2k}(I-S) \right| 2^{-2k} \left( \tau^n + \tau^{2k-2-n} \right) + r_n(E_{2k})(\tau^{2k-2} - 1).
\]

3. THE PROOF OF PROPOSITION 1.2

First note that the Poincaré series defined in (1.2) satisfy the differential equations
\[
R_{-2\ell,\tau} H_{k,\ell}(z, \tau) = (k-\ell) H_{k,\ell-1}(z, \tau),
\]
\[
L_{-2\ell,\tau} H_{k,\ell}(z, \tau) = (k+\ell) H_{k,\ell+1}(z, \tau),
\]
which can be checked by a direct computation. Furthermore, by Bol’s identity the iterated derivative \( D^{2k-1} \) can be expressed in terms of the iterated raising operator by
\[
D^{2k-1} = -\frac{1}{(4\pi)^{2k-1}} R_{2-2k}^{2k-1}.
\]

Compare equation (56) in Zagier’s part of [13]. In particular, we find
\[
\xi_{2-2k,\tau} H_{k,k-1}(z, \tau) = v^{-2k} L_{-2k,\tau} H_{k,k-1}(z, \tau) = (2k-1) v^{-2k} \theta_{k,k}(z, \tau),
\]
\[
D_{\tau}^{2k-1} H_{k,k-1}(z, \tau) = -\frac{1}{(4\pi)^{2k-1}} R_{2-2k,\tau}^{2k-1} H_{k,k-1}(z, \tau) = -\frac{(2k-1)!}{(4\pi)^{2k-1}} H_{k,k}(z, \tau).
\]

For \( \tau \in \mathbb{C} \setminus i\mathbb{R}_{\geq 0} \) we will need the evaluation
\[
\int_0^{\infty} \frac{y^n dy}{(iy-\tau)^{2k}} = \frac{i^{n+1}}{2k-1} \left( \frac{2k-2}{n} \right)^{-1} \tau^{n+1-2k},
\]
which can be shown directly for \( \tau = iv \) with \( v < 0 \) and then follows by analytic continuation for all \( \tau \in \mathbb{C} \setminus i\mathbb{R}_{\geq 0} \). For \( 0 < n < 2k-2 \) we can now compute
\[
\xi_{2-2k,\tau} H_{1-k,n}(\tau) = (2k-1) \frac{(2i)^{2k-2}}{2\pi} v^{-2k} \sum_{M \in \Gamma} \left( v^{2k} \int_0^{\infty} \frac{y^n dy}{(iy-\tau)^{2k}} \right) |_{-2k,\tau}^M
\]
\[
= (-i)^{n+1} \frac{(2i)^{2k-2}}{2\pi} \left( \frac{2k-2}{n} \right)^{-1} v^{-2k} \sum_{M \in \Gamma} \tau^{n+1-2k} |_{-2k,\tau}^M
\]
\[
= (-1)^{k-1} R_{2k-2-n}(\tau) = -R_n(\tau),
\]
and
\[
D_{\tau}^{2k-1} H_{1-k,n}(\tau) = (-1)^k \frac{(2k-1)!}{2(2\pi)^{2k}} \sum_{M \in \Gamma} \left( \int_0^{\infty} \frac{y^n dy}{(iy-\tau)^{2k}} \right) |_{-2k,\tau}^M
\]
\[
= (-1)^{n+1} \frac{(2k-2)!}{2(2\pi)^{2k}} \left( \frac{2k-2}{n} \right)^{-1} \sum_{M \in \Gamma} \tau^{n+1-2k} |_{-2k,\tau}^M
\]
\[
= (-1)^{n+1} \frac{(2k-2)!}{(4\pi)^{2k-1}} (-1)^k R_{2k-2-n}(\tau) = (-1)^{n+1} \frac{(2k-2)!}{(4\pi)^{2k-1}} R_n(\tau),
\]
where we used the series representation of \( R_n(\tau) \) from Proposition 2.2.
However, for \( n = 0 \) or \( n = 2k - 2 \) the series representation of \( R_n(\tau) \) used above does not converge, so we need to proceed differently. By the symmetries \( \mathcal{H}_{1-k,n}(\tau) = (-1)^k \mathcal{H}_{1-k,2k-2-n}(\tau) \) and \( R_n(\tau) = (-1)^k R_{2k-2-n}(\tau) \) it suffices to treat the case \( n = 2k - 2 \). First, we write

\[
\xi_{2-2k} \mathcal{H}_{1-k,2k-2}(\tau) = 2(2k - 1) \frac{(2\tau)^{2k-2}}{2\pi} \sum_{M \in \mathbb{Z} \backslash \Gamma} \left( v^{2k} \int_0^\infty \sum_{m \in \mathbb{Z}} \frac{y^{2k-2}dy}{(iy - \tau + m)^{2k}} \right) \bigg|_{2k,\tau} M.
\]

Using the Lipschitz formula

\[
\sum_{m \in \mathbb{Z}} (z + m)^{-2k} = \frac{(2\pi)^{2k}}{(2k - 1)!} \sum_{m = 1}^\infty m^{2k-1} e(mz),
\]

which is valid for \( z \in \mathbb{H} \), we can rewrite the integral as

\[
\int_0^\infty \sum_{m \in \mathbb{Z}} \frac{y^{2k-2}dy}{(iy - \tau + m)^{2k}} = \frac{(2\pi)^{2k}}{(2k - 1)!} \int_0^\infty y^{2k-2} \sum_{m = 1}^\infty m^{2k-1} e(-2\pi my)(-m\tau)dy
\]

\[
= \frac{2\pi (-1)^k}{2k - 1} \sum_{m = 1}^\infty e(-m\tau).
\]

Putting everything together, we obtain

\[
\xi_{2-2k} \mathcal{H}_{1-k,2k-2}(\tau) = -2^{2k-1} v^{-2k} \sum_{M \in \mathbb{Z} \backslash \Gamma} \left( y^{2k} \sum_{m = 1}^\infty e(-m\tau) \right) \bigg|_{-2k,\tau} M
\]

\[
= -2^{2k-1} \sum_{m = 1}^\infty \sum_{M \in \mathbb{Z} \backslash \Gamma} e(m\tau) \bigg|_{2k,\tau} M
\]

\[
= -2^{2k-1} \sum_{m = 1}^\infty P_{2k,m}(\tau) = -R_{2k-2}(\tau),
\]

where we used Proposition 2.2 in the last equality.

To compute \( D^{2k-1} \mathcal{H}_{1-k,2k-2}(\tau) \), we write as before

\[
D^{2k-1} \mathcal{H}_{1-k,2k-2}(\tau) = -\frac{(2i)^{2k-2}(2k - 1)!}{\pi (4\pi)^{2k-1}} \sum_{M \in \mathbb{Z} \backslash \Gamma} \left( \int_0^\infty \sum_{m \in \mathbb{Z}} \frac{y^{2k-2}}{(iy - \tau + m)^{2k}} dy \right) \bigg|_{2k,\tau} M.
\]

It now suffices to prove the identity

\[
\int_0^\infty \sum_{m \in \mathbb{Z}} \frac{y^{2k-2}}{(iy - \tau + m)^{2k}} dy = \frac{2^{2k-1} \pi}{(2i)^{2k-2}(2k - 1)} \cdot \frac{1}{1 - e(\tau)}
\]

for \( \tau \in \mathbb{H} \) with \( 0 < u < 1 \), since we can write \( \frac{1}{1 - e(\tau)} = 1 + \sum_{m = 1}^\infty e(m\tau) \) and then finish the computation of \( D^{2k-1} \mathcal{H}_{1-k,2k-2}(\tau) \) in the same way as for the \( \xi_{2-2k} \)-image, using Proposition 2.2. Note that we cannot directly apply the Lipschitz formula (3.2) to prove the identity (3.3) since \( iy - \tau \) has negative imaginary part for \( 0 < y < v \). However, since both sides of (3.3) are holomorphic functions on the vertical strip consisting of all \( \tau \in \mathbb{C} \) with \( 0 < u < 1 \), it is enough to prove (3.3) for all \( \tau \) in this strip with \( v < 0 \) and then use analytic continuation.
Under the assumption $v < 0$ we can apply the Lipschitz formula (3.2) and obtain similarly as before
\[
\int_0^\infty \sum_{m \in \mathbb{Z}} \frac{y^{2k-2}}{(iy - \tau + m)} dy = \frac{(2\pi i)^{2k}}{(2k-1)!} \int_0^\infty y^{2k-2} \sum_{m=1}^{\infty} m^{2k-2} e^{-2\pi m y} e(-m\tau) dy
\]
\[
= \frac{(2\pi i)^{2k}}{(2k-1)!} \cdot \frac{(2k-2)!}{(2\pi)^{2k-1}} \sum_{m=1}^{\infty} e(-m\tau)
\]
\[
= - \frac{2^{2k-1} \pi}{(2\pi i)^{2k-2}(2k-1)} \left( \frac{1}{1 - e(-\tau)} - 1 \right)
\]
\[
= \frac{2^{2k-1} \pi}{(2\pi i)^{2k-2}(2k-1)} \cdot \frac{1}{1 - e(\tau)}
\]
which yields (3.3) and concludes the computation of $D^{2k-1} \mathcal{H}_{1-k,2k-2}(\tau)$. This finishes the proof of Proposition 1.2.

4. THE PROOF OF THEOREM 1.3

In this section we prove Theorem 1.3, i.e., the decomposition of the locally harmonic Maass form $\mathcal{H}_{1-k,n}(\tau)$ into a sum of a locally polynomial part and Eichler integrals of the cusp forms $R_n(\tau)$. For brevity, we let
\[
\tilde{\mathcal{H}}_{1-k,n}(\tau) := \mathcal{P}_{1-k,n}(\tau) + (-1)^{n+1} \frac{(2k-2)!}{(4\pi i)^{2k-1}} \mathcal{E}_{R_n}(\tau) - R_n^*(\tau)
\]
\[
- ((-1)^k \delta_{n=0} + \delta_{n=2k-2}) \frac{(2k-2)!}{(2\pi i)^{2k-1}} \mathcal{E}_{E_{2k}}(\tau)
\]
be the expression on the right-hand side of Theorem 1.3. Then the theorem is equivalent to the identity $\mathcal{H}_{1-k,n}(\tau) = \tilde{\mathcal{H}}_{1-k,n}(\tau)$. In order to prove this identity, we show that $\tilde{\mathcal{H}}_{1-k,n}(\tau)$ is a locally harmonic Maass form of weight $2 - 2k$ with the same singularities as $\mathcal{H}_{1-k,n}(\tau)$ and the same images under the differential operators $\xi_{2-2k}$ and $D^{1-2k}$. This implies that the difference $\mathcal{H}_{1-k,n}(\tau) - \tilde{\mathcal{H}}_{1-k,n}(\tau)$ is a polynomial on $\mathbb{H}$ which is also modular of negative weight $2 - 2k$, and hence vanishes identically.

We first show that $\tilde{\mathcal{H}}_{1-k,n}(\tau)$ is modular. To this end, we study the modularity properties of the local polynomial $\mathcal{P}_{1-k,n}(\tau)$. We start by rewriting $\mathcal{P}_{1-k,n}(\tau)$ in a more convenient form.

Lemma 4.1. For $\tau \in \mathbb{H}$ we have
\[
\mathcal{P}_{1-k,n}(\tau) = r_n(E_{2k}) + \frac{(-i)^{n+1}}{n+1} B_n+1(\tau) + \frac{i^{n+1}}{2k-1-n} B_{2k-1-n}(\tau)
\]
\[
+ \frac{(-i)^{n+1}}{2} \left( \tau^n - (-1)^n \tau^{2k-2-n} \right) + \frac{i^{1-n}}{4} \sum_{M \in \Gamma} (\text{sgn}(u) - \text{sgn}(M)) \tau^n \bigg|_{2-2k} M,
\]
where
\[
\text{sgn} \left( \begin{pmatrix} a & b \\ c & d \end{pmatrix} \right) := \begin{cases} \text{sgn}(ac), & \text{if } ac \neq 0, \\ \text{sgn}(bd), & \text{otherwise}. \end{cases}
\]

Proof. For simplicity, we sketch the computations in the case that $\tau \not\in \bigcup_{M \in \Gamma} M(i\mathbb{R}_+)$ and leave the general case to the reader. We first rewrite
Gathering everything together, we obtain the formula given in the lemma. □

Here we used that \( ac > 0 \) if and only if \( SM = \left( \begin{array}{cc} \alpha & \beta \\ \gamma & \delta \end{array} \right) \) has \( \alpha \gamma < 0 \) and \( \text{sgn}(\text{Re}(SM\tau)) \neq \text{sgn}(\text{Re}(M\tau)) \).

Using \( \frac{B_{m}(\tau+1)}{m} = \frac{B_{m}(\tau)}{m} + \tau^{m-1} \) we write

\[
\mathbb{B}_{m}(\tau) = \frac{B_{m}(\tau)}{m} - \frac{1}{2} \tau^{m-1} + \frac{1}{2} \sum_{j \in \mathbb{Z}} (\text{sgn}(j) - \text{sgn}(u+j)) (\tau+j)^{m-1}
\]

Hence, we find after a short computation

\[
\left( \frac{B_{n+1}(\tau)}{n+1} - (-1)^{n} \frac{B_{2k-1-n}(\tau)}{2k-1-n} \right) - \left( \frac{B_{n+1}(\tau)}{n+1} - (-1)^{n} \frac{B_{2k-1-n}(\tau)}{2k-1-n} \right)
\]

\[
= \frac{1}{2} \left( \tau^{n} - (-1)^{n} \tau^{2k-2-n} \right) - \frac{1}{4} \sum_{M = (\begin{array}{cc} a & b \\ c & d \end{array}) \in \Gamma} (\text{sgn}(u) - \text{sgn}(M)) \tau^{n-1} \bigg|_{2-2k} M.
\]

Gathering everything together, we obtain the formula given in the lemma.

We can now state the transformation law for the locally polynomial part \( \mathcal{P}_{1-k,n}(\tau) \).

**Lemma 4.2.** For \( \tau \in \mathbb{H} \) we have

\[
\mathcal{P}_{1-k,n}(\tau) \bigg|_{2-2k} (I - T) = 0
\]

and

\[
\mathcal{P}_{1-k,n}(\tau) \bigg|_{2-2k} (I - S) = \begin{cases} 
- \left( \frac{i}{2} \right)^{2k-2} \tau^{+}_{R_{n}}(\tau), & \text{if } n \text{ is odd,} \\
- \left( \frac{i}{2} \right)^{2k-2} \tau^{-}_{R_{n}}(\tau), & \text{if } n \text{ is even.}
\end{cases}
\]

**Proof.** For the \( T \)-transformation, we write

\[
\left( \sum_{M \in \Gamma} ((\text{sgn}(u) - \text{sgn}(M)) \tau^{n}) \bigg|_{2-2k} M \right) \bigg|_{2-2k} T = \sum_{M \in \Gamma} ((\text{sgn}(u) - \text{sgn}(MT^{-1})) \tau^{n}) \bigg|_{2-2k} M.
\]
Now one can show that the only matrices with \( \text{sgn}(MT^{-1}) \neq \text{sgn}(M) \) are \( M \in \{I, S, T, ST\} \). Therefore we get
\[
\left( \sum_{M \in \Gamma} ((\text{sgn}(u) - \text{sgn}(M))\tau^n)|_{2-2k} M \right)|_{2-2k} (I - T)
= 2 \sum_{M \in \{I, S, T, ST\}} ((\text{sgn}(MT^{-1}) - \text{sgn}(M))\tau^n)|_{2-2k} M
= 2(-\tau^n + (-1)^n\tau^{2k-2-n} - (\tau+1)^n + (-1)^n(\tau+1)^{2k-2-n}).
\]
The Bernoulli polynomials satisfy \( \frac{B_m(\tau+1)}{m} = \frac{B_m(\tau)}{m} + \tau^{m-1} \), so all in all we obtain
\[
P_{1-k,n}(\tau)|_{2-2k} (I - T) = \frac{1}{2}(-i)^{n+1}(-2\tau^n + 2(-1)^n\tau^{2k-2-n} + \tau^n - (\tau+1)^n - (-1)^n\tau^{2k-2-n}
+ (-1)^n(\tau+1)^{2k-2-n} + \tau^n - (\tau + 1)^n - (-1)^n(\tau + 1)^{2k-2-n}) = 0.
\]
For the \( S \)-transformation, note that
\[
\left( \sum_{M \in \Gamma} ((\text{sgn}(u) - \text{sgn}(M))\tau^n)|_{2-2k} M \right)|_{2-2k} S = \sum_{M \in \Gamma} ((\text{sgn}(u) - \text{sgn}(MS^{-1}))\tau^n)|_{2-2k} M
= \sum_{M \in \Gamma} ((\text{sgn}(u) - \text{sgn}(M))\tau^n)|_{2-2k} M,
\]
since we have \( \text{sgn}(MS^{-1}) = \text{sgn}(M) \) for all \( M \in \Gamma \). Furthermore, if \( n \) is odd, then \((-i)^{n+1} = i^{n+1} \) and Theorem 2.3 gives
\[
\left( r_n(E_{2k}) + \frac{(-i)^{n+1}}{n+1} B_{n+1}(\tau) + \frac{i^{n+1}}{2k-1-n} B_{2k-1-n}(\tau)
+ \frac{(-i)^{n+1}}{2}(\tau^n - (-1)^n\tau^{2k-2-n}) \right)|_{2-2k} (I - S)
= -r_n(E_{2k})(\tau^{2k-2} - 1) + i^{n+1}\left( \frac{B_{n+1}(\tau)}{n+1} + \frac{B_{2k-1-n}(\tau)}{2k-1-n} \right)|_{2-2k} (I - S)
+ i^{n+1}(\tau^n + \tau^{2k-2-n})
= -i \left( \frac{i}{2} \right)^{2k-2} r^+_n(\tau).
\]
If \( n \) is even, then \((-i)^{n+1} = -i^{n+1} \) and Theorem 2.3 yields
\[
\left( r_n(E_{2k}) + \frac{(-i)^{n+1}}{n+1} B_{n+1}(\tau) + \frac{i^{n+1}}{2k-1-n} B_{2k-1-n}(\tau)
+ \frac{(-i)^{n+1}}{2}(\tau^n - (-1)^n\tau^{2k-2-n}) \right)|_{2-2k} (I - S)
= -r_n(E_{2k})(\tau^{2k-2} - 1) + i^{n+1}\left( \frac{B_{n+1}(\tau)}{n+1} + \frac{B_{2k-1-n}(\tau)}{2k-1-n} \right)|_{2-2k} (I - S)
- i^{n+1}(\tau^n - \tau^{2k-2-n})
= -i \left( \frac{i}{2} \right)^{2k-2} r^-_n(\tau) + i(\delta_{n=0} + (-1)^k \delta_{n=2k-2})r_{E_{2k}}(\tau).
\]
In the last step we used that \( r_n(E_{2k}) = 0 \) for even \( n \) unless \( n = 0 \) or \( n = 2k - 2 \), as well as (2.6) and (2.7). Pulling everything together, we obtain the stated result. \( \square \)

Combining the above results, we obtain the modularity of the function \( \tilde{H}_{1-k,n}(\tau) \) defined in the beginning of this section.

**Proposition 4.3.** The function \( \tilde{H}_{1-k,n}(\tau) \) transforms like a modular form of weight \( 2 - 2k \) for \( \Gamma \).

**Proof.** Since the Eichler integrals are one-periodic by definition and the local polynomial \( P_{1-k,n}(\tau) \) is one-periodic by Lemma 4.2, the same is true for \( \tilde{H}_{1-k,n}(\tau) \).

Next, we show the invariance of \( H_{1-k,n}(\tau) \) under \( S \). Using (2.3) and (2.4), and the fact that \( R_n(\tau) \) has real Fourier coefficients, we compute

\[
\left( (-1)^{n+1} \frac{(2k-2)!}{(4\pi)^{2k-2}} E_{R_n}(\tau) - R_n(\tau) \right) \left|_{2-2k} \right. (I - S) = \left( \frac{i}{2} \right)^{2k-2} \begin{cases} r_{R_n}^+(\tau), & \text{if } n \text{ is odd}, \\ i r_{R_n}^-(\tau), & \text{if } n \text{ is even}. \end{cases}
\]

Combining this with Lemma 4.2 (and (2.9) if \( n = 0 \) or \( n = 2k - 2 \), we see that

\[
\tilde{H}_{1-k,n}(\tau) \left|_{2-2k} \right. (I - S) = 0.
\]

This finishes the proof. \( \square \)

Next, we determine the singularities of \( H_{1-k,n}(\tau) \) and \( \tilde{H}_{1-k,n}(\tau) \). Here, we say that a function \( f \) has a singularity of type \( g \) at a point \( \tau_0 \) if there exists a neighbourhood \( U \) of \( \tau_0 \) on which \( f - g \) is harmonic.

**Lemma 4.4.** The functions \( H_{1-k,n}(\tau) \) and \( \tilde{H}_{1-k,n}(\tau) \) are harmonic on \( \mathbb{H} \setminus \bigcup_{M \in \Gamma} M(i\mathbb{R}_+) \).

At a point \( \tau_0 \in \mathbb{H} \) they have a singularity of type

\[
\frac{i^{1-n}}{4} \sum_{M \in \Gamma \atop \operatorname{Re}(M\tau_0) = 0} (\operatorname{sgn}(u) \tau^n) \left|_{2-2k} \right. M.
\]

**Proof.** We start with the function \( \tilde{H}_{1-k,n}(\tau) \). Note that the weight \( 2 - 2k \) invariant Laplace operator can be written as \( \Delta_{2-2k} = -\xi_{2k} \circ \xi_{2-2k} \) and that \( \xi_{2k} \) annihilates holomorphic functions. Hence, the action (1.6) of \( \xi_{2-2k} \) on Eichler integrals and the fact that \( P_{1-k,n}(\tau) \) is a polynomial on each connected component of \( \mathbb{H} \setminus \bigcup_{M \in \Gamma} M(i\mathbb{R}_+) \) imply that \( H_{1-k,n}(\tau) \) is harmonic on this set. The singularities of \( H_{1-k,n}(\tau) \) come from the sum in the locally polynomial part \( P_{1-k,n}(\tau) \) and are given by the stated formula by Lemma 4.1.

Now we consider the function \( H_{1-k,n}(\tau) \). Since the function \( \tau \mapsto H_{k,k-1}(z,\tau) \) is harmonic on \( \mathbb{H} \setminus \Gamma z \), the function \( H_{1-k,n}(\tau) \) is harmonic on \( \mathbb{H} \setminus \bigcup_{M \in \Gamma} M(i\mathbb{R}_+) \). To determine the singularities, we keep \( \tau_0 \in \mathbb{H} \) fixed and consider the function

\[
G_{\tau_0}(z,\tau) := \sum_{M \in \Gamma \atop \operatorname{Re}(M\tau_0) = 0} \left( \frac{i^{2k-1}}{2-2k} \right) \left( z - \tau \right)^{2k-1} \left( z - \tau \right)^{2k-1} \left|_{2-2k} \right. M.
\]

Note that \( \operatorname{Re}(M\tau_0) = 0 \) means that \( \tau_0 \) lies on the geodesic \( M^{-1}(i\mathbb{R}_+) \), hence the above sum is finite (see also Figure 1 in the introduction). Furthermore, the function \( G_{\tau_0}(z,\tau) \) is
meromorphic in $z$ and harmonic in $\tau$ on $\mathbb{H} \setminus \Gamma z$. We split $\mathcal{H}_{1-k,n}(\tau)$ into

$$\mathcal{H}_{1-k,n}(\tau) = \frac{(2i)^{2k-2}}{2\pi} \left( \int_0^\infty (H_{k,k-1}(iy, \tau) - G_{\tau_0}(iy, \tau))y^n dy + \int_0^\infty G_{\tau_0}(iy, \tau)y^n dy \right).$$

The function $z \mapsto H_{k,k-1}(z, \tau) - G_{\tau_0}(z, \tau)$ is meromorphic and has no singularities near $\tau_0$ and the function

$$\tau \mapsto \int_0^\infty (H_{k,k-1}(iy, \tau) - G_{\tau_0}(iy, \tau))y^n dy$$

is harmonic in a neighborhood of $\tau_0$. For the second summand we compute for any $\tau \notin E_1$

$$\int_0^\infty G_{\tau_0}(iy, \tau)y^n dy = (-i)^{n+1} \sum_{M \in \Gamma \setminus \text{Re}(M\tau_0) = 0} \left( \frac{v^{2k-1}}{2} \left( \int_{-\infty}^0 \int_0^\infty \frac{z^n dz}{(z-\tau)(z-\overline{\tau})^{2k-1}} \right) \right)_{2-k,\tau} M.$$

We now evaluate the inner integral for fixed $\tau$. If we shift the path of integration to the left towards $-\infty$, we pick up a residue $2\pi i \frac{\tau^n}{(2i)^{2k-1}}$ if $\text{Re}(\tau) < 0$. If we shift towards $\infty$, we pick up a residue of $-2\pi i \frac{\tau^n}{(2i)^{2k-1}}$ if $\text{Re}(\tau) > 0$. Thus we get

$$\int_0^\infty G_{\tau_0}(iy, \tau)y^n dy = (-i)^{n+1} \sum_{M \in \Gamma \setminus \text{Re}(M\tau_0) = 0} \left( \frac{v^{2k-1}}{2} \left( \int_{-\infty}^0 \int_0^\infty \frac{z^n dz}{(z-\tau)(z-\overline{\tau})^{2k-1}} \right) \right)_{2-k,\tau} M - \text{sgn}(u)\pi i \frac{\tau^n}{(2i)^{2k-1}}.$$

The function

$$\tau \mapsto \left( \int_{-\infty}^0 \int_0^\infty \frac{z^n dz}{(z-\tau)(z-\overline{\tau})^{2k-1}} \right)_{2-k,\tau}$$

is harmonic on $\mathbb{H}$, so it does not contribute to the singularity. The sum over the signed terms yields the claimed singularity.

\[ \square \]

We can now finish the proof of Theorem 1.3. It follows from Proposition 4.3 and Lemma 4.4 that $\mathcal{H}_{1-k,n}(\tau)$ is a locally harmonic Maass form of weight $2-2k$ with the same singularities as $\mathcal{H}_{1-k,n}(\tau)$, i.e., the difference $\mathcal{H}_{1-k,n}(\tau) - \tilde{\mathcal{H}}_{1-k,n}(\tau)$ transforms like a modular form of weight $2-2k$ and is harmonic on all of $\mathbb{H}$. Furthermore, it follows from (1.6) and Proposition 1.2 that $\mathcal{H}_{1-k,n}(\tau) - \tilde{\mathcal{H}}_{1-k,n}(\tau)$ is annihilated by $\xi_{2-2k}$ and $\mathcal{D}^{2k-1}$, which implies that it is a polynomial on $\mathbb{H}$. But the only one-periodic polynomials on $\mathbb{H}$ are the constant functions, and the only constant function which transforms like a modular form of non-zero weight is the constant 0 function. This shows $\mathcal{H}_{1-k,n}(\tau) = \tilde{\mathcal{H}}_{1-k,n}(\tau)$ and concludes the proof of Theorem 1.3.

5. The proof of Theorem 1.5 and Proposition 1.7

Let $P \in \mathbb{Q}_d$ be a positive definite binary quadratic form and let $\tau_P \in \mathbb{H}$ be the associated CM point defined by $P(\tau_P, 1) = 0$. For simplicity, we assume throughout this section that $\tau_P$ does not lie on any $\Gamma$-translate of the imaginary axis $i\mathbb{R}_+$ and leave the necessary adjustments in the general case to the reader.
We start with the proof of Proposition 1.7. We can write
\[
P(z, 1) = \frac{\sqrt{|d|}}{2\text{Im}(\tau_P)}(z - \tau_P)(z - \tau_P),
\]
which implies
\[
H_{k,0}(z, \tau_P) = \sum_{M \in \Gamma} j(M, z)^{-2k} \left( \frac{(Mz - \tau_P)(Mz - \tau_P)}{\text{Im}(\tau_P)} \right)^{-k}
= 2^{-k} \frac{|d|^{\frac{k}{2}}}{\pi} \sum_{M \in \Gamma} j(M, z)^{-2k} P(Mz, 1)^{-k} = 2^{1-k} |d|^{\frac{1-k}{2}} |\Gamma_P| \pi f_{k,P}(z).
\]
Using \((k-1)!H_{k,0}(z, \tau) = R_{2-2k, \tau}^{k-1}H_{k,k-1}(z, \tau)\) we obtain
\[
r_n(f_{k,P}) = \int_0^\infty f_{k,P}(iy)y^n dy
= 2^{k-1} |d|^{\frac{k-1}{2}} \int_0^\infty H_{k,0}(iy, \tau_P)y^n dy
= \frac{2^{k-1} |d|^{\frac{k-1}{2}}}{(k-1)! |\Gamma_P| \pi} \int_0^\infty \frac{R_{2-2k, \tau}^{k-1}H_{k,k-1}(iy, \tau)}{\Gamma_{\tau_P}} \pi f_{k,P}(z).
\]
This finishes the proof of Proposition 1.7.

Before we come to the proof of Theorem 1.5, we give a general formula for the periods \(r_n(f_{k,P})\) of the meromorphic modular forms \(f_{k,P}(z)\).

**Theorem 5.1.** Assume that \(\tau_P \in \mathbb{H} \setminus \bigcup_{M \in \Gamma} M(i\mathbb{R}_+)\) and \(0 < \text{Re}(\tau_P) < 1\). Then we have the formula
\[
r_n(f_{k,P}) = \frac{|d|^{\frac{1}{2}}}{|\Gamma_P|} \left( \frac{(-1)^{k-1}}{2^{k-2}(k-1)!} R_{2-2k}^{k-1} \mathcal{P}_{1-k,n}(\tau_P) \right.
+ \frac{(-1)^k}{2^{k-2}(k-1)!} \left. \left( (-1)^{n+1} R_{2-2k}^{k-1} R_{n}^{k} \right) + R_{2-2k}^{k-1} R_{n}^{k} \right) \right)
+ (\delta_{n=0} + (-1)^k \delta_{n=2k-2}) \frac{2^{k+1}(2k-2)!}{(4\pi)^{2k-1}(k-1)!} R_{2-2k}^{k-1} \mathcal{E}_{2k}(\tau_P),
\]
where \(R_{2-2k}^{k-1} \mathcal{P}_{1-k,n}(\tau)\) is explicitly given by
\[
R_{2-2k}^{k-1} \mathcal{P}_{1-k,n}(\tau) = (-i)^{1-k} (2k-2)! \frac{1}{(k-1)!} r_n(\mathcal{E}_{2k})
+ \frac{(-i)^{n+1}}{n+1} R_{2-2k}^{k-1} \mathcal{B}_{n+1}(\tau) + \frac{i^{n+1}}{2k-1-n} R_{2-2k}^{k-1} \mathcal{B}_{2k-1-n}(\tau)
+ i^{1-n} \sum_{M \in \Gamma} \left( R_{2-2k}^{k-1} \mathcal{P}_n - (-1)^n R_{2-2k}^{k-1} \mathcal{P}_{2k-2-n} \right) |_0 M.
\]
Proof. First, by Proposition 1.7 we have
\[ r_n(f_{k,p}) = \frac{(-1)^{k-1}|d|^\frac{k-1}{2}}{2^{k-2}(k-1)!|P|} R_{2-2k}^{k-1} \mathcal{H}_{1-k,n}(\tau_P). \]
Furthermore, by Theorem 1.3 the locally harmonic Maass form \( \mathcal{H}_{1-k,n}(\tau) \) has the splitting
\[ \mathcal{H}_{1-k,n}(\tau) = \mathcal{P}_{1-k,n}(\tau) + (-1)^{n+1} \frac{(2k-2)!}{(4\pi)^{2k-1}} \mathcal{E}_{R_n}(\tau) - R_n^*(\tau) \]
\[ - ((-1)^k \delta_{n=0} + \delta_{n=2k-2}) \frac{(2k-2)!}{(2\pi)^{2k-1}} \mathcal{E}_{2k}(\tau). \]
By Proposition 2.1 we can rewrite
\[ \frac{(2k-2)!}{(4\pi)^{2k-1}} R_{2-2k}^{k-1} \mathcal{E}_{R_n}(\tau) = - \overline{R_{2-2k}^{k-1}} R_n^*(\tau). \]
Finally, using the formula \( R_n v^j = (j+\kappa) v^{j-1} \) we can compute the action of the iterated raising operator on the constant \( r_n(E_{2k}) \) in the locally polynomial part \( \mathcal{P}_{1-k,n}(\tau) \). This finishes the proof. \( \square \)

Note that the Fourier expansion of the raised Eichler integrals appearing in Theorem 5.1 can be computed using Proposition 2.1 and (5.1). In order to understand the algebraic nature of the expressions appearing in \( R_{2-2k}^{k-1} \mathcal{P}_{1-k,n}(\tau_P) \), the following formula will be useful.

**Lemma 5.2.** For \( k \in \mathbb{N}, 0 \leq \ell \leq 2k-1 \), and \( \tau = u + iv \in \mathbb{H} \) we have the formula
\[ R_{2-2k}^{k-1} \tau^\ell = (-v)^{1-k} \sum_{j=0}^{\min\{k-1,\ell\}} \binom{\ell}{j} \frac{(2k-2-j)!}{(k-1-j)!} (-2)^j \sum_{\alpha=0}^{\ell-j} \binom{\ell-j}{\alpha} u^\alpha (iv)^{\ell-\alpha} \]
\[ + i \delta_{\ell=2k-1} (-1)^{k-1} \frac{2k-2}{2k-1} (k-1)! v^k. \]

**Proof.** We first apply the formula
\[ R_{2-2k}^{k-1} f(\tau) = (-v)^{1-k}(k-1)! \sum_{j=0}^{k-1} \frac{(-2iv)^j}{j!} \binom{2k-2-j}{k-1} \frac{\partial^j}{\partial \tau^j} f(\tau), \]
which holds for any smooth function \( f : \mathbb{H} \to \mathbb{C} \) (see equation (56) in Zagier’s part of [13]).

This yields
\[ R_{2-2k}^{k-1} \tau^\ell = (-v)^{1-k} \sum_{j=0}^{\min\{k-1,\ell\}} \binom{\ell}{j} \frac{(2k-2-j)!}{(k-1-j)!} (-2iv)^j \tau^{\ell-j}. \]
On the other hand, using \( R_\alpha v^j = (j+\kappa) v^{j-1} \) we compute
\[ R_{2-2k}^{k-1} \tau^\ell = R_{2-2k}^{k-1}(\tau + 2iv)^\ell = R_{2-2k}^{k-1} \sum_{j=0}^{\ell} \binom{\ell}{j} (2iv)^j \tau^{\ell-j} \]
\[ = (-v)^{1-k} \sum_{j=0}^{\ell} \binom{\ell}{j} (2iv)^j \tau^{\ell-j} (2k-2-j)(2k-3-j) \cdots (k-j). \]
Note that \((2k - 2 - j)(2k - 3 - j) \cdots (k - j)\) equals \(\frac{(2k - 2 - j)!}{(k - j)!}\) for \(0 \leq j \leq k - 1\), it vanishes for \(k \leq j \leq 2k - 2\), and it equals \((-1)^{k-1}(k-1)!\) if \(j = 2k - 1\), which can occur only if \(\ell = 2k - 1\). Hence we obtain
\[
R_{2-2k}^{k-1} \tau^\ell = (-v)^{1-k} \sum_{j=0}^{\min\{k-1,\ell\}} \binom{\ell}{j} \frac{(2k - 2 - j)!}{(k - j)!} (2iv)^{\ell-j} \delta_{\ell=2k-1}(2i)^{2k-1}(k-1)!v^k.
\]

Comparing this with (5.2), we see that
\[
R_{2-2k}^{k-1} \tau^\ell - \frac{1}{2} \delta_{\ell=2k-1}(2i)^{2k-1}(k-1)!v^k
\]
is real. Thus, expanding \(\tau^{\ell-j}\) in (5.2) using the binomial theorem, we obtain
\[
R_{2-2k}^{k-1} \tau^\ell = (-v)^{1-k} \sum_{j=0}^{\min\{k-1,\ell\}} \binom{\ell}{j} \frac{(2k - 2 - j)!}{(k - j)!} (2iv)^{\ell-j} \sum_{\alpha=0}^{\ell-j} \binom{\ell-j}{\alpha} u^\alpha (iv)^{\ell-\alpha}
\]
\[
+ i \delta_{\ell=2k-1}(-1)^{k-1}2^{k-2}(k-1)!v^k.
\]
Here we used that the terms with odd \(\ell - \alpha\) would be purely imaginary and hence cannot occur, apart from possibly the summand for \(\alpha = 0\) in the case \(\ell = 2k - 1\), which is a purely imaginary multiple of \(v^k\) and hence has to be equal to \(i(-1)^{k-1}2^{k-2}(k-1)!v^k\). This finishes the proof.

We obtain the following rationality result for the special values \(R_{2-2k}^{k-1} P_{1-k,n}(\tau_P)\).

**Lemma 5.3.** We have
\[
|d|^{\frac{k-1}{2}} R_{2-2k}^{k-1} P_{1-k,n}(\tau_P) \in \begin{cases} 
\mathbb{Q}, & \text{if } 0 < n < 2k - 2 \text{ is odd,} \\
i\mathbb{Q}, & \text{if } 0 < n < 2k - 2 \text{ is even.}
\end{cases}
\]

**Proof.** If we write \(P = [a, b, c]\) then the corresponding CM point is given by
\[
\tau_P = -\frac{b}{2a} + i \frac{\sqrt{|d|}}{2a}.
\]
Noting that \(B_{m}(\tau) = \sum_{\ell=0}^{m} \binom{m}{\ell} B_{m-\ell} \tau^\ell\), we see from Lemma 5.2 that
\[
|d|^{\frac{k-1}{2}} R_{2-2k}^{k-1} B_m(\tau_P) \in \mathbb{Q}
\]
for every \(0 \leq m \leq 2k - 2\), and
\[
|d|^{\frac{k-1}{2}} R_{2-2k}^{k-1} B_{2k-1}(\tau_P) = C + i|d|^{\frac{k-1}{2}}(-1)^{k-1}2^{k-2}(k-1)!v_P^k,
\]
for some constant \(C \in \mathbb{Q}\). By the same lemma we see that
\[
|d|^{\frac{k-1}{2}} R_{2-2k}^{k-1} \tau^\ell \in \mathbb{Q}
\]
for every \(0 \leq \ell \leq 2k - 2\) and every CM point \(\tau\) of discriminant \(d\). Note that \(M\tau_P\) is a CM point of discriminant \(d\) for every \(M \in \Gamma\). Recall from Section 2.2 that \(r_n(E_{2k})\) vanishes for even \(0 < n < 2k - 2\) and is rational for odd \(n\). Summarizing, we obtain the stated rationality result.
Now we come to the proof of Theorem 1.5. First, it follows from the definition of \( f_{k,P}(z) \) that

\[
f_{k,P}(iy) = f_{k,P}(iy),
\]

where we put \( P' = [a, -b, c] \) for \( P = [a, b, c] \). This implies

\[
r_n(f^+_{k,P}) = \text{Re}(r_n(f_{k,P})), \quad r_n(f^-_{k,P}) = -\text{Im}(r_n(f_{k,P})).
\]

It is now easy to see from Theorem 5.1 and Lemma 5.3 that \( r_n(f_{k,P}) \) for \( 0 < n < 2k - 2 \) is a real number if \( n \) is odd, and a purely imaginary number if \( n \) is even. Therefore, (5.6) implies \( r_n(f_{k,P}) = 0 \) for \( 0 < n < 2k - 2 \), where \( \varepsilon \) is the sign of \((-1)^n\). This concludes the proof of the first part of Theorem 1.5.

Concerning the period \( r_0(f^+_{k,P}) = \text{Re}(r_0(f_{k,P})) \), we obtain from Theorem 5.1 and equations (5.3)–(5.5) the formula

\[
r_0(f^+_{k,P}) = -\frac{2^{k-1}|d|^{\frac{k-1}{2}}}{(2k-1)!|P|} \zeta(2k)
\times \left( 2\nu_P^k\zeta(2k) + 2^{3-2k}\nu_P^{-1-k}\pi\zeta(2k-1) \frac{2k-2}{k-1} - \frac{4(2k-1)!\zeta(2k)}{(4\pi)^{2k-1}(k-1)!} \text{Re}(R_{2-2k}E_{2k}(\tau_P)) \right).
\]

Here we used the evaluation of \( r_0(E_{2k}) \) given in Section 2.2. Writing out the Fourier expansion of \( R_{2-2k}E_{2k}(\tau_P) \) explicitly using the formula (5.1) and the well-known expansion

\[
E_{2k}(\tau) = 1 + \frac{(2\pi)^{2k}}{(2k-1)!\zeta(2k)} \sum_{n=1}^{\infty} \sigma_{2k-1}(n)e(n\tau),
\]

and then using the formula for the Epstein zeta function given in equation (2.4) in [21] (note that the quadratic form \( Q \) in [21] is normalized to have to discriminant \(-4\), we see that the expression in the second line in the above formula for \( r_0(f^+_{k,P}) \) equals \( 2^{-k}|d|^{\frac{k}{2}}\zeta_P(k) \). This proves the second part of Theorem 1.5.

In order to prove the rationality statement in the third item in Theorem 1.5 we note that the assumption \( \sum_n a_n R_n(\tau) = 0 \) implies that the raised Eichler integrals of the cusp forms \( R_n(\tau) \) in Theorem 5.1 cancel out in the linear combination \( \sum_n a_n r_n(f_{k,P}) \). In particular, \( \sum_n a_n r_n(f_{k,P}) \) is given by a rational linear combination of the values \( |d|^{\frac{k}{2}}R_{2-2k}P_{1-k,n}(\tau_P) \). Now Lemma 5.3 implies the third item in Theorem 1.5. This finishes the proof.
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