Abstract. In this paper we study the three-dimensional two-phase magnetohydrodynamic interface problem in a bounded domain. The two incompressible fluids are both Newtonian and the surface tension is considered. We shall use the Galerkin method to construct the approximate solutions in a bounded domain. Due to the magnetic field in the magnetohydrodynamic equations, we cannot use the method of monotone operators to solve the approximate equations. Instead, we will construct an iterating operator and solve the equations by finding the fixed-point of the operator. To deal with the free interface, we shall prove the compactness of the iterating operator and then use the Schauder fixed-point theorem. The existence of the varifold solution is established by the weak convergence method.

1. Introduction and Main Results

In this paper, we study the two-phase magnetohydrodynamic (MHD) problem of two immiscible Newtonian fluids which are incompressible, viscous and conducting, in a three-dimensional bounded, simply connected smooth domain $\Omega \subseteq \mathbb{R}^3$. The domains of the two fluids are denoted by open sets $\Omega^+(t)$ and $\Omega^-(t)$. The interface between them is defined as $\Gamma(t) := \partial \Omega^+(t) \setminus \partial \Omega$. The sets $\Omega^+(t)$, $\Omega^-(t)$ and $\Gamma(t)$ give a partition of $\Omega$. We assume that the density equals to 1 everywhere and consider the following equations:

\begin{align*}
\partial_t u + u \cdot \nabla u - (\nabla \times B) \times B - \nu^\pm \Delta u + \nabla p &= 0 \quad \text{in } \Omega^\pm(t), \\
\partial_t B - \nabla \times (u \times B) + \nabla \times (\sigma \nabla \times B) &= 0 \quad \text{in } \Omega, \\
\text{div} u &= 0 \quad \text{in } \Omega^\pm(t), \\
\text{div} B &= 0 \quad \text{in } \Omega, \\
-\jump{[2\nu(\chi)Du - pI]}n &= \kappa H n \quad \text{on } \Gamma(t), \\
V_T &= n \cdot u \quad \text{on } \Gamma(t), \\
u^+|_{\partial \Omega} &= 0, B^+|_{\partial \Omega} = 0, \\
u^-|_{t=0} &= u_0, B^-|_{t=0} = B_0,
\end{align*}

where $u \in \mathbb{R}^3$ is the velocity, $B \in \mathbb{R}^3$ the magnetic field, $\sigma > 0$ the magnetic diffusion coefficient of both fluids, $\nu^+$, $\nu^- \geq 0$ the viscosity coefficients of the two fluids, $\kappa \geq 0$ the surface tension coefficient; The quantities $V_T$, $n$, $H$ are all defined pointwisely on the interface $\Gamma(t)$, where $V_T$ denotes the velocity of the interface, $n$ the normal vector, $H$ the mean curvature; The term $Du := (\nabla u + \nabla u^T)/2$ is the strain rate tensor and $|Du|$ is the shear rate. In order to study the positions of $\Omega^+(t)$ and $\Omega^-(t)$, we consider the indicator function of $\Omega^+(t)$, i.e. $\chi(t) := \chi_{\Omega^+(t)}$. Let $\nu$ be such that $\nu(1) = \nu^+$ and $\nu(0) = \nu^-$. Then we can use $\nu(\chi(t,x))$ for the viscosity. The notation $[f]$ denotes the jump of $f$ across $\Gamma(t)$.
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We briefly review some related results. When there is no magnetic field $B$, the problem becomes the two-phase Navier-Stokes equations. The problem of varifold solutions was first studied by Plotnikov [18]. In his paper, the case of two incompressible non-Newtonian fluids with surface tension has been considered in $\mathbb{R}^2$. In the seminal work [1], Abels proved the existence of varifold solutions in more general cases, where the viscosity coefficients depend on the shear rate $|Du|$. From [1], there exists a weak solution when $\kappa = 0$ and a measure-valued varifold solution when $\kappa > 0$. For the case of $\kappa > 0$, the equations have been studied in $\mathbb{R}^2$ and $\mathbb{R}^3$. When the viscosity coefficients are constants, Yeressian [26] has proved the existence of varifold solutions in $\mathbb{R}^3$. When the strong solution exists, Fischer and Hensel proved the weak-strong uniqueness in [9] with the technique of relative entropy. For interested readers we also refer to [16, 19, 21].

Since the problem with $\kappa > 0$ has been studied in $\mathbb{R}^2$ and $\mathbb{R}^3$ in [1] and [26] for the Navier-Stokes equations, in this paper we are interested in the problem in a bounded domain $\Omega$ for the magnetohydrodynamics, for which the both viscosity coefficients $\nu^\pm$ are also taken to be (different) constants. In [1] and [26] the approximate equations are derived by mollifying the original equations. In the case of a bounded domain, it will be complicated to mollify the equations near the boundary of the domain. Thus, we will use the Galerkin method to construct the approximate solutions in this paper.

We first give the definitions of varifold solutions and weak solutions based on the definitions in [1]. The space $\mathbb{R}^d$ is replaced by $\Omega$ in an appropriate way. Some boundary conditions are also included.

**Definition 1.1** (Varifold solution). Let $u_0, B_0 \in L^2(\Omega)$ such that $\text{div}u_0 = \text{div}B_0 = 0$ weakly. Let $Q_T := \Omega \times (0, T)$. Let $\Omega_0^+ \subseteq \Omega$ be a bounded domain such that $\chi_0 = \chi|_{\Omega_0^+}$ is of finite perimeter. A quadruple $(u, B, \chi, V)$ with

$$u \in L^2([0, T]; H^1_0(\Omega)) \cap L^\infty([0, T]; L^2(\Omega)),
B \in L^2([0, T]; H^1_0(\Omega)) \cap L^\infty([0, T]; L^2(\Omega)),
\text{div}u = \text{div}B = 0,
\chi \in L^\infty([0, T]; BV(\Omega; \{0, 1\})),
V \in L^\infty([0, T]; M(\Omega \times S^2)),$$

is called a varifold solution to the two-phase flow problem (1.1)-(1.8) with the initial data $(u_0, B_0, \chi_0)$ if

$$-(u_0, \varphi(0))_\Omega - (u, \partial_t \varphi)_{Q_T} - (u \otimes u, \nabla \varphi)_{Q_T} + (B \otimes B, \nabla \varphi)_{Q_T}$$
$$+ (2\nu(\chi)|Du, D\varphi|_{Q_T} + \kappa \int_0^T \langle \delta V(t), \varphi(t) \rangle dt = 0$$

is satisfied for all $\varphi \in C^\infty_c([0, T] \times \Omega)$ with $\text{div} \varphi = 0$; (1.9)

$$-(B_0, \varphi(0))_\Omega - (B, \partial_t \varphi)_{Q_T} - (u \otimes B, \nabla \varphi)_{Q_T} + (B \otimes u, \nabla \varphi)_{Q_T} + \sigma(\nabla B, \nabla \varphi)_{Q_T} = 0$$

is satisfied for all $\varphi \in C^\infty_c([0, T] \times \Omega)$ with $\text{div} \varphi = 0$; (1.10)

For almost every $t \in [0, T]$,

$$\int_{\Omega \times S^2} s \cdot \psi(x)dV(t)(x, s) = -\int_\Omega \psi d\chi(t)$$

(1.11)
Let Theorem 1.1. than the weak solution, since the weak limits of some terms are represented by measures. using the Radon-Nikodym derivative. See Section 2 for details. The varifold solution is weaker than the weak solution, since the weak limits of some terms are represented by measures. The term \[ \left( \nabla H \right)_t \] is the first variation of the measure \( \delta V \) in Section 2.4. The initial energy is: \[ E_0 := \frac{1}{2} \| u_0 \|^2_L^2 + \frac{1}{2} \| B_0 \|^2_L^2 + \kappa \| \nabla \chi_0 \|^2_M. \]  

Remark 1.1. The notation \((\cdot, \cdot)_\Omega\) and \((\cdot, \cdot)_{QT}\) stands for the inner product in \(L^2(\Omega)\) and \(L^2(Q_T)\). For details about the renormalized solutions, see Proposition 2.2 in [1]. The term \(\delta V\) in (1.9) is the first variation of the measure \(V\). The definitions of \(\delta V\) and \(\langle \delta V(t), \cdot \rangle\) are in Section 2.3. The initial energy is: 

\[ E_0 := \frac{1}{2} \| u_0 \|^2_L^2 + \frac{1}{2} \| B_0 \|^2_L^2 + \kappa \| \nabla \chi_0 \|^2_M. \]

Definition 1.2 (Weak solution). Let \((u, B, \chi, V)\) be a varifold solution of the two-phase flow problem (1.1)-(1.8) with the initial data \((u_0, B_0, \chi_0)\) as in Definition 1.1. Then the triple \((u, B, \chi)\) is called a weak solution if for almost every \(t \in [0, T]\), the equality 

\[ \langle \delta V(t), \varphi \rangle = - \langle H_{\chi(t)}, \varphi \rangle := \int_{\Omega} P_r : \nabla \varphi d|\nabla \chi(t)| \]

holds for all \(\varphi \in C^\infty_c(\Omega)\) with \(\text{div} \varphi = 0\). Here \(P_r := I - n \otimes n\) and \(n := \nabla \chi(t)/|\nabla \chi(t)|\).

Remark 1.2. The term \(\chi\) contains all the information to define the mean curvature functional \(H_{\chi}\); see Section 2.3 for details. The term \(\nabla \chi(t)\) is a vector-valued Radon measure on \(\Omega\) and \(\nabla \chi(t)\) is the total variation measure of \(\nabla \chi(t)\). Thus, the normal vector \(n\) can be defined using the Radon-Nikodym derivative. See Section 2 for details. The varifold solution is weaker than the weak solution, since the weak limits of some terms are represented by measures.

The main result of this paper is given as follows:

Theorem 1.1. Let \(\Omega \subseteq \mathbb{R}^3\) be a bounded, smooth and simply connected domain; \(u_0, B_0 \in L^2(\Omega)\) satisfy \(\text{div} u_0 = \text{div} B_0 = 0\); and \(\chi_0 := \chi_{\Omega_0^+}\), where \(\Omega_0^+ \subseteq \Omega\) is a simply connected \(C^2\)-domain such that \(\Omega_0^+ \subseteq \Omega\). Then for any \(T > 0\), there exists a varifold solution to the two-phase flow problem (1.1)-(1.8) on \([0, T]\) with the initial data \((u_0, B_0, \chi_0)\).

The proof of Theorem 1.1 will be in the spirit of [1] with some new ideas to deal with the bounded domain \(\Omega\) and the magnetic field \(B\). We shall use the Galerkin method to construct the approximate solutions in a bounded domain. Due to the extra term \(B\) in the equations, we cannot use the method of monotone operators in [128, 29] to solve the approximate equations. Instead, we will construct iterating operators and solve the equations by finding the fixed-points of the operators. In fact, if our velocity \(u\) is from certain function spaces, then the quantity \(B\) and \(\chi\) are uniquely decided by \(u\). Thus, there exist solution operators that map each \(u\) to \(B(u)\) and \(\chi(u)\). These operators have some good properties of continuity and boundedness, which will contribute to showing the compactness of the iterating operator;
see \[1\] and \[10\] for more details. Due to the free interface $\Gamma(t)$, it is hard to prove the Lipschitz continuity of the iterating operators. Thus, we cannot use the classical contraction mapping theorem to prove the existence of the fixed-points. In order to overcome this difficulty, we firstly prove the compactness of the iterating operators and then use the Schauder fixed-point theorem.

The rest of this paper is organized as follows. We firstly list some useful background knowledge in Section 2. In Section 3, we will study the Galerkin approximate equations on $[0, T]$ and prove that the approximate solutions exists globally on $[0, T]$. Then we give a uniform energy estimate for all the approximate solutions. Finally, we will study the limits of the approximate solutions in Section 4.

2. Preliminary

2.1. Function spaces. We recall some definitions of function spaces. Given a bounded domain $\Omega \subseteq \mathbb{R}^d$. The space $C^k(\Omega)$ denotes the functions with continuous partial derivatives until order $k$. The subspace $C^k_0(\Omega) \subseteq C^k(\Omega)$ consists of bounded functions with bounded derivatives up to order $k$. The space $C^k(\overline{\Omega})$ is the subspace of $C^k(\Omega)$, such that for each $f \in C^k(\Omega)$, we can find $F \in C^k(\mathbb{R}^d)$ with $f = F$ on $\overline{\Omega}$. The space $C^\infty_c(\Omega)$ consists of functions in $C^\infty_c(\Omega)$ which are divergence-free. The following result will be useful.

**Proposition 2.1** (\[27\], Appendix (24d)). For a compact set $K \subseteq \mathbb{R}^d$, for any $k \in \mathbb{Z}$ and $k \geq 0$, we have the compact embedding $C^{k+1}(K) \hookrightarrow C^k(K)$.

For a Banach space $X$ and $1 \leq p \leq \infty$, the Bochner space $L^p([0, T]; X)$ is the space of functions $u(t)$ from $[0, T]$ to $X$ such that

$$
\|u\|_{L^p([0, T]; X)} := \left( \int_0^T \|u(t)\|^p_X dt \right)^{\frac{1}{p}} < \infty \quad \text{for} \quad 1 \leq p < \infty, \text{ or}
$$

$$
\|u\|_{L^\infty([0, T]; X)} := \text{ess sup}_{t \in [0, T]} \|u(t)\|_X < \infty \quad \text{for} \quad p = \infty.
$$

The space $C([0, T]; X)$ consists of functions $u(t)$ from $[0, T]$ to $X$ such that for any $t_0 \in [0, T]$

$$
\lim_{t \to t_0} \|u(t) - u(t_0)\|_X = 0.
$$

For more details on function spaces, we refer to \[17\]. For Sobolev spaces and the embedding theorems, we refer to \[7\] and \[12\].

For a locally compact separable metric space $X$, we denote the space of finite Radon measures on $X$ by $\mathcal{M}(X)$. We recall that $\mathcal{M}(X) = (C_0(X))^\ast$.

We denote by $L^\infty_{\text{loc}}([0, T], \mathcal{M}(X))$ the space of functions $f : [0, T] \to \mathcal{M}(X)$ such that: for all $\varphi \in L^1([0, T], C_0(X))$ the duality $(f, \varphi)(t)$ is measurable on $[0, T]$; $\|f\|_{\mathcal{M}(X)}(t)$ is measurable on $[0, T]$; and $\text{ess sup}_{[0, T]} \|f\|_{\mathcal{M}(X)}(t) < \infty$. More details can be found in \[11\] and \[26\].

2.2. Sets of finite perimeter. In order to study the free interface, we recall some topics about the sets with less regular boundaries. Most of the topics here can be found in the geometric measure theory. We refer to \[3\] and \[14\] for interested readers.

**Definition 2.1** (\[3\], Definition 3.1). For an open set $\Omega \subseteq \mathbb{R}^d$. A function $u \in L^1(\Omega)$ is of bounded variation in $\Omega$ if there exist finite Radon measures $\lambda_1, \cdots, \lambda_d \in \mathcal{M}(\Omega)$ such that

$$
\int_{\Omega} u \frac{\partial \varphi}{\partial x_i} dx = - \int_{\Omega} \varphi d\lambda_i
$$
holds for all $\varphi \in C_c^\infty(\Omega)$ and $i = 1, \ldots, d$. The space $BV(\Omega)$ consists of functions of bounded variation in $\Omega$.

The variations of functions are useful when we study the space $BV(\Omega)$.

**Definition 2.2** ([3], Definition 3.4). Given a function $u \in L^1_{\text{loc}}(\Omega)$ with $\Omega \subseteq \mathbb{R}^d$. Its variation in $\Omega$ is defined as

$$V(u, \Omega) := \sup \left\{ \sum_{\alpha=1}^{m} \int_{\Omega} u^\alpha \text{div}\varphi^\alpha dx : \varphi \in C_1^c(\Omega)^m, \|\varphi\|_{L^\infty(\Omega)} \leq 1 \right\}.$$ 

When studying the boundary of a set $E$, we usually consider its indicator function $\chi_E$. The perimeter of $E$ is defined using the variation of $\chi_E$. See [3, 8] for details.

**Definition 2.3** ([3], Definition 3.35). Let $\Omega \subseteq \mathbb{R}^d$ be an open set and $E \subseteq \mathbb{R}^d$ a Lebesgue measurable set. The perimeter of $E$ in $\Omega$ is defined as:

$$P(E, \Omega) := \sup \left\{ \int_E \text{div}\varphi dx : \varphi \in C_1^c(\Omega)^d, \|\varphi\|_{L^\infty(\Omega)} \leq 1 \right\}.$$ 

The set $E$ is of finite perimeter in $\Omega$ if $P(E, \Omega) < \infty$.

**Remark 2.1.** By this definition, only $\partial E \cap \Omega$ will be counted into the perimeter of $E$.

2.3. **Mean curvature functional.** When calculating the weak form of (1.1), we will get a so-called mean curvature functional. This functional is dependent on the interface $\Gamma(t)$, and thus will be denoted by $H_{\Gamma(t)}$ or $H_{\chi(t)}$. When everything is smooth enough, we have the following formula:

$$\langle H_{\Gamma(t)}, \varphi(t) \rangle := \int_{\Gamma(t)} Hn \cdot \varphi d\mathcal{H}^{d-1}(x),$$

where $\mathcal{H}^k$ denotes the $k$-dimensional Hausdorff measure. On the interface $\Gamma$ the tangential divergence of a function $\varphi \in C^1(\Gamma)^d$ is defined as

$$\text{div}^\Gamma \varphi := \text{div}\varphi - n \otimes n : \nabla \varphi = (I - n \otimes n) : \nabla \varphi,$$

where $n(x)$ denotes the normal vector. Note that $P_\tau := I - n \otimes n$ is the orthogonal projection onto the tangent space, which is defined pointwisely on $\Gamma$. The mean curvature is defined as (see [3][13][22])

$$H := -\text{div}^\Gamma \varphi$$

and the mean curvature vector is $H := Hn$. According to the generalized divergence theorem (see [13]),

$$\int_{\Gamma} \text{div}^\Gamma \varphi d\mathcal{H}^{d-1} = \int_{\Gamma} Hn \cdot \varphi d\mathcal{H}^{d-1} + \int_{\partial\Gamma} \varphi \cdot n_{\partial\Gamma} d\mathcal{H}^{d-2}$$

(2.1)

holds for all $\varphi \in C_1^c(\mathbb{R}^d)^d$. In our problem, the set $\Omega^+(t)$ will always stay in the interior of $\Omega$. Thus, $\Gamma(t)$ will be a closed surface and will not have any edge, i.e. the $(d-2)$-dimensional boundary. As a result, the second term on the right hand side in (2.1) vanishes. Now when the surface $\Gamma$ becomes less regular, as long as a measure theoretical normal vector exists, we can use the generalized divergence theorem to replace $Hn \cdot \varphi$ with $\text{div}^\Gamma \varphi$, and study the generalized mean curvature functional.

In order to study the convergence of the mean curvature terms, we modify Lemma 2.4 from [1] and obtain the following lemma.
Lemma 2.1 (\cite{1}, Lemma 2.4, revised). Let $\Omega$ be a bounded, simply connected, smooth domain. Let $\Omega_0^+$ be a bounded, simply connected $C^2$-domain such that $\Omega_0^+ \subseteq \Omega$. Suppose that $u, v \in C([0, T]; C^2_b(\Omega))$ with $\text{div} u = \text{div} v = 0$ and $u \to v$ in $C([0, T]; C^1(\Omega))$. Then
\begin{equation}
\int_{\Gamma_u(t)} f(x, n_x) dH^{d-1}(x) \to \int_{\Gamma_v(t)} f(x, n_x) dH^{d-1}(x)
\end{equation}
uniformly on $[0, T]$. Here $\Gamma_u(t)$ and $\Gamma_v(t)$ are interfaces obtained from $u$ and $v$.

The details on how the velocity determines the interface are stated in Section 3.3. The convergence of the flow mappings is still valid when the domain $\mathbb{R}^d$ in \cite{1} is replaced by a bounded domain $\Omega$. Thus, using the same argument as in \cite{1}, we can apply a local parameterization to $\Gamma_0 = \partial \Omega^+_0$ to prove the lemma.

2.4. Varifolds. For the problem we study, even the measure theoretical normal vectors might not be guaranteed to exist all the time. In this case, we have to use varifolds to describe the surfaces. We refer to the definition in \cite{1} and give an analogue one for the case of the bounded domain $\Omega$. A measure $V$ is called a general $(d-1)$-varifold if it is a finite Radon measure on $\Omega \times S^{d-1}$, i.e. $V \in \mathcal{M}(\Omega \times S^{d-1})$. The varifold $V$ can be understood as assigning different weight to vectors in $\Omega$ and $S^{d-1}$. In another word, it tells the possibility of a point to be on the interface and the possibility of a vector to be the normal vector. For interested readers we refer to \cite{1, 15, 22}.

The first variation of $V$ is defined as
\begin{equation}
\langle \delta V, \varphi \rangle := \int_{\Omega \times S^{d-1}} (I - s \times s) : \nabla \varphi dV(x, s)
\end{equation}
for any $\varphi \in C^1_b(\Omega)$; see \cite{22} chapter 8 or \cite{2}. This allows us to replace the functional $H_{\chi E(t)}$ with $-\delta V(t)$, and study the mean curvature functional when the interface is less regular.

2.5. Compact operators. We recall some theory about compact operators; see \cite{27} for details. The compact operators will be used to solve the Galerkin approximate equations.

Definition 2.4 (\cite{27}, Definition 2.9). Given two Banach spaces $X$ and $Y$. An operator $T : D(T) \subset X \to Y$ is called a compact operator if it is continuous and maps bounded sets into precompact sets.

The following proposition is important when proving the compactness of an operator.

Proposition 2.2 (\cite{27}, Appendix (24g)). The set $M \subseteq C(\overline{\Omega})$ is precompact if and only if
(1) $\sup_{f \in M} \sup_{x \in \overline{\Omega}} |f(x)| < \infty$.
(2) For every $\varepsilon > 0$, there exists $\delta > 0$, such that $\sup_{f \in M} |f(x) - f(y)| < \varepsilon$ for every $x, y \in \overline{\Omega}$ and $|x - y| < \delta$.

We give a specific version of the Arzela-Ascoli theorem.

Theorem 2.1 (\cite{27}, Appendix (24i)). Let $X$ be a Banach space. The set $A \subseteq C([0, T]; X)$ is precompact if and only if
(1) For all $t \in [0, T]$, the set $\{f(t) : f \in A\}$ is precompact in $X$.
(2) For all $t \in [0, T]$ and $\varepsilon > 0$, there exists $\delta > 0$, such that $\sup_{f \in A} \|f(t) - f(s)\|_X < \varepsilon$ for all $s \in [0, T]$ and $|t - s| < \delta$.

At last, we recall the Schauder fixed-point theorem of compact operators.
Theorem 2.2 ([27], Theorem 2.A). Let $X$ be a Banach space. Suppose $A \subseteq X$ is nonempty, bounded, closed and convex. Given a compact operator $T : A \rightarrow A$. There exists a fixed point of $T$ in $A$.

3. The Galerkin Method

3.1. Weak form and energy estimate. We test (1.1) with $\varphi \in C_c^\infty([0,T) \times \Omega)$ such that $\text{div}\varphi = 0$. For the first and second terms we simply integrate them by parts; for the third term we recall the equality $(\nabla \times B) \times B = B \cdot \nabla B - \nabla(\|B\|^2)/2$ and then integrate by parts; the fourth term will vanish; the calculation of the fourth term will generate the mean curvature functional:

$$
\int_\Omega \nu(\chi) \Delta u \varphi = \int_\Omega \nu(\chi) \text{div}(\nabla u + \nabla u^T) \varphi \\
= \int_\Omega \nu(\chi) \sum_j \sum_i \partial_i(\partial_i u_j + \partial_j u_i) \varphi_j \\
= \int_\Omega \nu(\chi) \sum_j \sum_i \partial_i((\partial_i u_j + \partial_j u_i) \varphi_j) - \int_\Omega \nu(\chi) \sum_i (\partial_i u_j + \partial_j u_i) \partial_i \varphi_j \\
= 2(\nu^+ - \nu^-) \int_\Gamma n \cdot (Du \varphi) - 2 \int_\Omega \nu(\chi) Du : D\varphi \\
= \kappa \int_\Gamma \text{Hn} \cdot \varphi - 2(\nu(\chi) Du, D\varphi)_{\Omega}.
$$

Thus, we obtain the weak formula of (1.1):

$$
-(u_0, \varphi(0))_{\Omega} - (u, \partial_i \varphi)_{Q_T} - (u \otimes u, \nabla \varphi)_{Q_T} + (B \otimes B, \nabla \varphi)_{Q_T} \\
+ 2(\nu(\chi) Du, D\varphi)_{Q_T} - \kappa \int_0^T \int_{\Gamma(t)} \text{Hn} \cdot \varphi d\mathcal{H}^2 = 0. \tag{3.1}
$$

Testing (1.2) with $\varphi \in C_c^\infty([0,T) \times \Omega)$ such that $\text{div}\varphi = 0$. Using the fact that $\nabla \times (\nabla \times B) = \nabla(\text{div}B) - \Delta B$, and $\nabla \times (u \times B) = -(u \cdot \nabla)B + (B \cdot \nabla)u$,

we obtain

$$
-(B_0, \varphi(0))_{\Omega} - (B, \partial_i \varphi)_{Q_T} - (u \otimes B, \nabla \varphi)_{Q_T} + (B \otimes B, \nabla \varphi)_{Q_T} + \sigma(\nabla B, \nabla \varphi)_{Q_T} = 0. \tag{3.2}
$$

Now we derive the energy estimate. Suppose all the functions are smooth enough. Testing (1.1) and (1.2) on $\Omega$ with $\varphi = u$ and $\varphi = B$ respectively, we obtain

$$
\frac{1}{2} \frac{d}{dt} \|u\|^2_{L^2} + (B \otimes B, \nabla u)_{\Omega} + 2(\nu(\chi) Du, Du)_{\Omega} - \kappa \int_{\Gamma(t)} \text{Hn} \cdot ud\mathcal{H}^2 = 0,
$$

$$
\frac{1}{2} \frac{d}{dt} \|B\|^2_{L^2} - (B \otimes B, \nabla u)_{\Omega} + \sigma \|\nabla B\|^2_{L^2} = 0.
$$

Adding these two equations, we have

$$
\frac{1}{2} \frac{d}{dt} \|u\|^2_{L^2} + \frac{1}{2} \frac{d}{dt} \|B\|^2_{L^2} + 2(\nu(\chi) Du, Du)_{\Omega} \\
+ \sigma \|\nabla B\|^2_{L^2} - \kappa \int_{\Gamma(t)} \text{Hn} \cdot ud\mathcal{H}^2 = 0.
$$
From the derivation of (1.9) in [1], we have
\[ \frac{d}{dt} \mathcal{H}^2(\Gamma(t)) = -\int_{\Gamma(t)} HV_\Gamma d\mathcal{H}^2 = -\int_{\Gamma(t)} Hn \cdot ud\mathcal{H}^2. \]

Note that by Korn’s inequality, there exists \( c > 0 \) such that
\[ 2(\nu(\chi)Du, Du)_\Omega \geq c \|\nabla u\|^2_{L^2}. \]

Finally, we obtain the energy inequality:
\[ \frac{1}{2} \|u(t)\|^2_{L^2} + \frac{1}{2} \|B(t)\|^2_{L^2} + \kappa \mathcal{H}^2(\Gamma(t)) + c \|\nabla u\|^2_{L^2([0,T] \times \Omega)} + \sigma \|\nabla B\|^2_{L^2([0,T] \times \Omega)} \leq \frac{1}{2} \|u_0\|^2_{L^2} + \frac{1}{2} \|B_0\|^2_{L^2} + \kappa \mathcal{H}^2(\Gamma_0). \] (3.3)

This estimate drives us to look for a solution \((u, B, \Gamma)\) such that
\[ u \in L^2([0, T]; H_0^1(\Omega)) \cap L^\infty([0, T]; L^2(\Omega)), \quad B \in L^2([0, T]; H_0^1(\Omega)) \cap L^\infty([0, T]; L^2(\Omega)), \]
and \( \mathcal{H}^2(\Gamma(t)) \) is bounded on \([0, T]\).

### 3.2 Approximate equations

In order to use the Galerkin method, we pick the eigenfunctions of the Stokes operator to be a basis. The existence of this basis is from the following theorem:

**Theorem 3.1** ([20], Theorem 2.24). Let \( \Omega \subset \mathbb{R}^3 \) be a smooth bounded domain. Let \( A \) be the Stokes operator, i.e. \( Au := -\mathbb{P} \Delta u \) where \( \mathbb{P} \) is the Helmholtz projection. There exists a set of functions \( N = \{\eta_1, \eta_2, \ldots,\} \) such that

1. the functions form an orthonormal basis of \( \mathbb{H}(\Omega) \);
2. the functions form an orthogonal basis of \( \mathbb{V}(\Omega) \);
3. the functions belong to \( D(A) \cap C^\infty(\overline{\Omega}) \) and they are eigenfunctions of \( A \) with positive, nondecreasing eigenvalues which goes to infinity.

Here \( \mathbb{H}(\Omega) \) denotes the closure of \( \{\varphi \in C^\infty_c(\Omega) : \text{div}\varphi = 0\} \) under the \( L^2 \) norm and \( \|\cdot\|_{\mathbb{H}(\Omega)} := \|\cdot\|_{L^2(\Omega)} \). The space \( \mathbb{V}(\Omega) := \mathbb{H}(\Omega) \cap H_0^1(\Omega) \) and \( \|\cdot\|_{\mathbb{V}(\Omega)} := \|\cdot\|_{H^1(\Omega)} \). Note that all the eigenfunctions \( \eta_j \) have trace 0. For details of the Stokes operator, see [23, 24].

Let \( G_n := \text{span}\{\eta_1, \ldots, \eta_n\} \). For each \( t \in [0, T] \), we consider the approximate equation:
\[ (u_n(t), \eta)_\Omega - (u_0, \eta)_\Omega - \int_0^t (u_n \otimes u_n, \nabla \eta)_\Omega ds + \int_0^t (B_n \otimes B_n, \nabla \eta)_\Omega ds + 2 \int_0^t (\nu(\chi_n)Du_n, D\eta)_\Omega ds + \kappa \int_0^t \int_\Omega P_\tau : \nabla \eta d|\nabla \chi_n(s)| ds = 0, \] (3.4)
for all \( \eta \in G_n \). We define the functionals \( M \) and \( N \) on \( G_n \) and rewrite the equation. Let
\[ \langle M(u), \eta \rangle := \int_{\Omega} u \cdot \eta, \]
\[ \langle N(u, \chi, B), \eta \rangle := (u \otimes u, \nabla \eta)_\Omega - (B \otimes B, \nabla \eta)_\Omega - 2(\nu(\chi)Du, D\eta)_\Omega + \kappa \int_{\Omega} P_\tau : \nabla \eta d|\nabla \chi|. \]

By integrating \( N(u, \chi, B) \) from 0 to \( t \), we define
\[ \left\langle \int_0^t N ds, \eta \right\rangle := \int_0^t \langle N(s), \eta \rangle ds. \]
Now we can rewrite the equation as:

\[
\langle M(u_n(t)), \eta \rangle = \langle M(u_0), \eta \rangle + \int_0^t \langle N(u_n, \chi_n, B_n), \eta \rangle \, ds
\]  

for all \( \eta \in G_n \). It remains to represent \( \chi \) and \( B \) with \( u \) using the solution operators, i.e. \( \chi(u) \) and \( B(u) \).

3.3. Solution operators \( \chi(u) \) and \( B(u) \). Suppose \( u \in C([0, T]; C^2(\Omega)) \) and \( \Omega_0^+ \) is a simply connected \( C^2 \)-domain with \( \Omega_0^+ \subseteq \Omega \). For each \( x \in \Omega \), we consider the ODE

\[
\frac{d}{dt} X(t, x) = u(t, X(t, x)), \\
X(0, x) = x.
\]  

By the Picard-Lindelöf theorem there exists a unique solution locally in time. Since the solution will not blow up as stated in Remark 3.1, we can always extend it to \([0, T]\). When we start from different initial values on \( \Omega \), the solutions will not intersect. Thus, we obtain a function \( X(t, x) : [0, T] \times \Omega \to \Omega \), which is a bijection on \( \Omega \) for each fixed \( t \). We call \( X(t, x) \) the flow mapping, and denote it by \( X_t(x) \) in some cases. We will also use \( X_u(t, x) \) or \( X_{u,t}(x) \) if needed to emphasize the velocity field that generates this flow mapping.

Remark 3.1. When \( x \in \partial \Omega \), the Picard iterating always generate constant functions equal to \( x \). Thus, we can obtain a unique solution \( X(t, x) \equiv x \) on \([0, T]\). When \( x \in \Omega \), the local solution will not exceed \( \Omega \), so it can still be extended to \([0, T]\). In both cases, the proof of uniqueness can be done by the Gronwall’s inequality.

Note that \( u \in C([0, T]; C^2(\Omega_0^+)) \). Similarly to the proof of Theorem 2.10 in [25], we can prove that \( X \in C([0, T]; C^2(\Omega_0^+)) \). Letting \( \chi(x, t) := \chi_0(X_t^{-1}(x)) \), then we have obtained the indicator function \( \chi \) using the velocity \( u \).

We now estimate the variation of \( \chi(x, t) \). From [1] Exercise 3.2, the Jacobian \( J(X_t) \equiv 1 \). By changing of variable, we have

\[
\int_{\Omega} \chi(x, t) \text{div}\varphi(x) \, dx = \int_{\Omega} \chi(X_t(y), t) \text{div}\varphi(X_t(y)) \, dy.
\]  

Similarly to the argument in [1], we integrate by parts. Let \( A = (a_{ij})_{3 \times 3} \) be the matrix inverse of \( \nabla X_t \), i.e. \( A(y) := (\nabla_y X_t(y))^{-1} \). Let \( \tilde{\varphi}(y) = A^T(y) \varphi(X_t(y)) \) with \( A^T \) being the transpose of \( A \). For the gradient of \( \tilde{\varphi}(y) \), i.e. \( \nabla_y (A^T(y) \varphi(X_t(y))) \), we consider its trace:

\[
\text{Tr} \nabla_y (A^T \varphi(X_t(y))) = \sum_i \sum_j \partial_y a_{ij} \cdot \varphi_j(X_t(y)) + \sum_i \sum_j a_{ji} \cdot \partial_y \varphi_j(X_t(y)) = I_1 + I_2.
\]
Simplifying $I_2$, we obtain
\[
I_2 = \sum_i \sum_j \sum_k a_{ji} \partial_k \varphi_j(X_t(y)) \cdot \partial_y, Y_{t,k}(y)
\]
\[
= \sum_j \sum_k \partial_k \varphi_j(X_t(y)) \cdot \left( \sum_i a_{ji} \partial_y, Y_{t,k}(y) \right)
\]
\[
= \sum_j \sum_k \partial_k \varphi_j(X_t(y)) \cdot \left( \sum_i ((\nabla X_t)^{-1})_{ji} (\nabla X_t)_{ik} \right)
\]
\[
= \sum_j \partial_j \varphi_j(X_t(y)) = \text{div}(\varphi(X_t(y))).
\]

Continuing with (3.7), we have
\[
\int_\Omega \chi(X_t(y), t) \text{div}(\varphi(X_t(y))) dy = \int_\Omega \chi(X_t(y), t) I_2 dy
\]
\[
= \int_\Omega \chi(X_t(y), t) \text{Tr} \nabla_y (A^T \varphi(X_t(y))) - \int_\Omega \chi(X_t(y), t) I_1
\]
\[
= \int_\Omega \chi(X_t(y), t) \text{Tr} \nabla_y (A^T \varphi(X_t(y))) - \int_\Omega \chi(X_t(y), t) \sum_i \sum_j \partial_y a_{ji} \cdot \varphi_j(X_t(y))
\]
\[
= \int_\Omega \chi_0(y) \text{Tr} \nabla_y (\varphi(y)) - \int_\Omega \chi_0(y) \sum_i \sum_j \partial_y a_{ji} \cdot \varphi_j(X_t(y))
\]
\[
= I_3 - I_4.
\]

Since $\chi_0 \in BV(\Omega)$, we have
\[
|I_3| = \left| \int_\Omega \chi_0(y) \text{div}(\varphi)(t, y) \right| \leq \|\nabla \chi_0\|_{BV(\Omega)} \|\varphi\|_{L^\infty([0,T] \times \Omega)}
\]
\[
\leq C \|\nabla \chi_0\|_{BV(\Omega)} \|\varphi\|_{L^\infty(\Omega)} \|\nabla A\|_{L^\infty([0,T] \times \Omega)}
\]
\[
\leq \|\chi_0\|_{BV(\Omega)} \|\varphi\|_{L^\infty(\Omega)} \beta(u\|_{C([0,T]; C^2(\Omega)))}.
\]

The notation $\beta(\cdot)$ denotes a continuous function. In $\|\nabla A\|_{L^\infty(\Omega)}$, we firstly find the Euclidean norm $|\nabla A|$ and then find the $L^\infty$ norm of $|\nabla A|$. The situations later will be treated in the same way. We then estimate $I_4$:
\[
|I_4| \leq C \|\nabla \chi_0\|_{BV(\Omega)} \|\chi_0\|_{L^1(\Omega)} \|\varphi(X_t(y))\|_{L^\infty(\Omega)}
\]
\[
\leq \|\chi_0\|_{BV(\Omega)} \|\varphi\|_{L^\infty(\Omega)} \beta(u\|_{C([0,T]; C^2(\Omega)))}.
\]

We still use the notation $\beta(\cdot)$, so it represents different continuous functions in different contexts. The estimates of $I_3$ and $I_4$ implies
\[
\left| \int_\Omega \chi(X_t(y), t) \text{div}(\varphi(X_t(y))) dy \right| \leq \|\chi_0\|_{BV(\Omega)} \|\varphi\|_{L^\infty(\Omega)} \beta(u\|_{C([0,T]; C^2(\Omega)))}.
\]

Thus, we have
\[
\|\mathcal{V}(\chi(t), \Omega) \leq \|\chi_0\|_{BV(\Omega)} \beta(u\|_{C([0,T]; C^2(\Omega)))}.
\]
Noticing that $\|\chi(t)\|_{L^1(\Omega)} = \|\chi_0\|_{L^1(\Omega)}$ and $\|\nabla \chi(t)\|_{\mathcal{M}(\Omega)} \leq \mathcal{V}(\chi(t), \Omega)$, one has
\[
\|\chi(t)\|_{L^2(\Omega)} = \|\chi(t)\|_{L^1(\Omega)} + \|\nabla \chi(t)\|_{\mathcal{M}(\Omega)} \\
\leq \|\chi_0\|_{L^1(\Omega)} + \mathcal{V}(\chi(t), \Omega) \leq \beta(\|u\|_{C([0,T];C^2(B))}) \|\chi_0\|_{BV(\Omega)}.
\]

**Remark 3.2.** In order to control $(\nabla X_t)^{-1}$ with $\beta(\|u\|_{C([0,T];C^2(B))})$, we only need to consider $\nabla X_t$. This is because $\det(\nabla X_t) = 1$, which implies that $(\nabla X_t)^{-1} = \text{adj}(\nabla X_t)$. We take the derivatives of the following equation:
\[
X(t, x) = x + \int_0^t u(s, X(s, x)) ds,
\]
and then we use the Gronwall’s inequality. In order to estimate $\partial_{\mu} a_{ji}$, we take the derivatives of the equation $(\nabla X_t)^{-1} = \text{adj}(\nabla X_t)$. It remains to estimate the second derivatives of $X(t, x)$, which can be solved similarly by the Gronwall’s inequality.

**Remark 3.3.** When $\|u\|_{C([0,T];C^2(B))} \leq R$ we have $\|\chi(u)\|_{L^\infty([0,T];BV(\Omega))} \leq C(R)$.

Now we study the operator $B(\cdot)$. We recall the Lemma 3.2 from [10].

**Lemma 3.1 (10, Lemma 3.2).** Let $\Omega \subseteq \mathbb{R}^3$ be a bounded $C^3$-domain and $u \in C([0,T]; C^2(\Omega))$. There exists a unique solution operator $B(\cdot)$, such that $B(u)$ solves (1.2), (1.4) and (1.8) in the weak sense. Given any bounded set $A \subseteq C([0,T]; C^2(\Omega))$, the image $B(A)$ is bounded in $L^2([0,T]; H^1(\Omega)) \cap L^\infty([0,T]; L^2(\Omega))$ and $B(\cdot)$ is continuous on $A$.

We will show later that the condition $u \in C([0,T]; C^2(\Omega))$ will be guaranteed. Thus, we can always use the operator $B(\cdot)$ when solving the approximate equations. Note that when $\|u\|_{C([0,T];C^2(\Omega))} \leq R$, we have $\|B(u)\|_{L^2([0,T]; H^1(\Omega))} + \|B(u)\|_{L^\infty([0,T]; L^2(\Omega))} \leq C(R)$.

3.4. **Estimating the operator** $N(u, \chi, B)$. Substituting $\chi(u)$ and $B(u)$, we obtain $N(u) = N(u, \chi(u), B(u))$. We estimate its operator norm. For convenience we denote the formula by
\[
\langle N(u), \eta \rangle = I_1 + I_2 + I_3 + I_4,
\]
where
\[
I_1 = \int_\Omega u \otimes \eta : \nabla \eta dx, \\
I_2 = -\int_\Omega B \otimes B : \nabla \eta dx, \\
I_3 = -2 \int_\Omega \nu(\chi) Du : D\eta dx, \\
I_4 = \kappa \int_\Omega P_\tau : \nabla \eta \|
\]
We estimate the integrals as follows. Notice that the $C^1$ norm is equivalent to the $G_n$ norm in the finite dimensional space $G_n$. Thus, we obtain
\[
|I_1| \leq \int_\Omega |u|^2 \|
\]
Similarly, we estimate $I_2$ and $I_3$ as
\[
|I_2| \leq \|
\]
\[
|I_3| \leq C \|Du\|_{L^2(\Omega)} \|D\eta\|_{L^2(\Omega)} \leq C \|u\|_{G_n} \|
\]
\[
|I_4| \leq \|
\]
\[
|I_4| \leq \|
\]

Using the fact that $| (P_r )_{i j} | = | \delta_{i j} - n_i n_j | \leq 1$, we have

$$| P_r : \nabla \eta | \leq | P_r | | \nabla \eta | \leq C | \nabla \eta | \leq C \| \nabla \eta \|_{G_n},$$

and then we obtain

$$| I_4 | \leq \| \chi \|_{B V(\Omega)} \| P_r : \nabla \eta \|_{L^\infty(\Omega)} \leq C \| \chi \|_{B V(\Omega)} \| \eta \|_{G_n}.$$

Thus, the operator norm of $N$ is estimated as the following:

$$\| N(u) \|_{G_n}(t) \leq C \left( \| u \|_{G_n}^2 + \| u \|_{G_n} + \| B(u) \|_{L^2(\Omega)}^2 + \| \chi(u) \|_{B V(\Omega)} \right)(t). \quad (3.9)$$

### 3.5. Properties of the iterating operator

In order to construct the iterating operator, we consider the equation

$$M(u(t)) = M(u_0) + \int_0^t N(u(s)) ds,$$  \quad (3.10)

which can be rewritten as:

$$u(t) = M^{-1}(M(u_0)) + M^{-1} \left( \int_0^t N(u(s)) ds \right). \quad (3.11)$$

In order to prove $M$ is invertible, we suppose $M(\eta) = 0$ in $G_n^*$, then we have $\| \eta \|_{L^2(\Omega)}^2 = \langle M(\eta), \eta \rangle = 0$. Since $\eta$ is a continuous function, we have $\eta = 0$. Thus, $M : G_n \to G_n^*$ is invertible.

**Remark 3.4.** When $u_0 \in L^2(\Omega)$, the functional $M(u_0) \in G_n^*$ is still well defined.

Let $\tilde{u}_0 := M^{-1}(M(u))$, we define

$$K(u(t)) := M^{-1} \left( M(u_0) + \int_0^t N(u(s)) ds \right) = \tilde{u}_0 + M^{-1} \left( \int_0^t N(u(s)) ds \right). \quad (3.12)$$

For convenience, we define the set:

$$A_{a,b} := \{ u \in C([0, a], G_n) : \| u \|_{L^\infty([0, a]; G_n)} \leq b \}.$$

**Remark 3.5.** Since all norms are equivalent in $G_n$, we pick an arbitrary norm and fix it to be our $\| \cdot \|_{G_n^*}$. We will consider the properties of $K(\cdot)$ on $A_{T^*, R}$. In fact, $K(\cdot)$ becomes a compact operator on $A_{T^*, R}$ for suitable $T^*$ and $R$.

Given $u \in A_{T, R}$. From (3.9) and Section 3.3, we have the following estimate:

$$\| N(u) \|_{L^\infty([0, T]; G_n^*)} \leq C(R). \quad (3.13)$$

We now study the properties of $K$. Firstly, we study the continuity of $K$ with respect to $t$. In fact, from (3.13), we have

$$\| K(u)(t) - K(u)(s) \|_{G_n} \leq \| M^{-1} \|_{L(G_n^*, G_n)} \int_s^t \| N(u) \|_{G_n^*}(r) dr \quad (3.14)$$

$$\leq C(R)|t - s|.$$

Thus, $K(u) \in C([0, T], G_n)$.

Secondly, we study the boundedness of $K(u)$. Still using the estimate in (3.13), we obtain

$$\| K(u) \|_{G_n^*}(t) \leq \| \tilde{u}_0 \|_{G_n} + C(R)t. \quad (3.15)$$
We choose $R > \|\tilde{u}_0\|_{G_n}$ and $T^*$ small enough, such that

$$\|\tilde{u}_0\|_{G_n} + C(R)T^* < R.$$  

Then the operator $K$ maps $A_{T^*,R}$ into $A_{T^*,R}$.

Thirdly, we show that $K(\cdot)$ is a continuous operator on $A_{T^*,R}$. We fix $v \in A_{T^*,R}$ and let $u \in A_{T^*,R}$ be such that $u \to v$ in $C([0,T^*];G_n)$. Since

$$\|K(u) - K(v)\|_{G_n}(t) \leq \|M^{-1}\|_{\mathcal{L}(G_n,G_n)} \int_{0}^{t} \|N(u) - N(v)\|_{G_n^*}(s) ds,$$

we need to estimate $\|N(u) - N(v)\|_{G_n^*}(t)$. For any $t \in [0,T^*]$, we consider

$$\langle N(u) - N(v), \eta \rangle = I_1 + I_2 + I_3 + I_4,$$

where

$$I_1 = \int_{\Omega} (u \otimes (u - v) + (u - v) \otimes v) : \nabla \eta,$$

$$I_2 = -\int_{\Omega} (B_u \otimes B_u - B_v \otimes B_v) : \nabla \eta,$$

$$I_3 = -2 \int_{\Omega} (\nu(\chi_u) Du - \nu(\chi_v) Dv) : \nabla \eta,$$

$$I_4 = \kappa \left( \int_{\Omega} P_{\tau} : \nabla \eta d|\nabla \chi_u| - \int_{\Omega} P_{\tau} : \nabla \eta d|\nabla \chi_v| \right).$$

Here we denote $B(u)$ and $B(v)$ by $B_u$ and $B_v$ for short. The variable $t$ is ignored for convenience when there is no ambiguity. The terms $I_1$ to $I_4$ are estimated as follows. For $I_1$, we have

$$|I_1| \leq \int_{\Omega} |u \otimes (u - v) + (u - v) \otimes v| |\nabla \eta| dx$$

$$\leq \int_{\Omega} |u||u - v||\nabla \eta| dx + \int_{\Omega} |u - v||v||\nabla \eta| dx$$

$$\leq \|u\|_{L^2(\Omega)} \|u - v\|_{L^2(\Omega)} \|\nabla \eta\|_{L^\infty(\Omega)} + \|u - v\|_{L^2(\Omega)} \|v\|_{L^2(\Omega)} \|\nabla \eta\|_{L^\infty(\Omega)}$$

$$\leq C (\|u\|_{G_n} + \|v\|_{G_n}) \|u - v\|_{G_n} \|\eta\|_{G_n}$$

$$\leq CR \|u - v\|_{G_n} \|\eta\|_{G_n}.$$

Thus, $\sup_{[0,T^*]} |I_1(t)| \leq CR \|u - v\|_{C([0,T^*];G_n)} \|\eta\|_{G_n}$. Similarly to the estimate of $I_1$, we obtain

$$|I_2| \leq \int_{\Omega} |B_u| \|B_u - B_v\| |\nabla \eta| + \int_{\Omega} |B_u - B_v||B_v||\nabla \eta|$$

$$\leq C (\|B_u\|_{L^2} + \|B_v\|_{L^2}) \|B_u - B_v\|_{L^2} \|\eta\|_{G_n}$$

$$\leq C(R) \|B_u - B_v\|_{L^2} \|\eta\|_{G_n}.$$


From Lemma 3.1, we have $\sup_{[0,T^*]} |I_2(t)| \leq C(\|u - v\|_{C([0,T^*]; G_n)}) \cdot \eta|_{G_n}$. Moreover, the constant $C(\|u - v\|_{C([0,T^*]; G_n)}) \to 0$ when $\|u - v\|_{C([0,T^*]; G_n)} \to 0$. For $I_3$ we obtain

$$|I_3| \leq 2 \int_\Omega |\nu(\chi_u) Du - \nu(\chi_v) Dv| |\nabla \eta|$$

$$\leq 2 \int_\Omega |\nu(\chi_u)| |Du - Dv| |\nabla \eta| + 2 \int_\Omega |\nu(\chi_u) - \nu(\chi_v)| |Dv| |\nabla \eta|$$

$$\leq C \int_\Omega |\nabla (u - v)| |\nabla \eta| + C \int_\Omega |\nu^+ \chi_u + \nu^- (1 - \chi_u) - \nu^+ \chi_v + \nu^- (1 - \chi_v)| |\nabla v| |\nabla \eta|$$

$$\leq C \|u - v\|_{G_n} \|\eta\|_{G_n} + C \|v\|_{G_n} \|\eta\|_{G_n} \int_\Omega |\chi_u - \chi_v|.$$  

The key point is to prove that $\int_\Omega |\chi_u - \chi_v| \to 0$ as $u \to v$ in $C([0,T^*]; G_n)$. In fact, $u \to v$ in $C([0,T^*]; G_n)$ implies $u - v$ in $C([0,T^*]; C^1(\Omega))$. Thus, similarly to the argument in [1], we obtain $X_u \to X_v$ in $C([0,T^*]; C^1(\Omega))$. Let $\Omega^+_u(t) := X_u(t, \Omega^+_0)$, $\Omega^+_v(t) := X_v(t, \Omega^+_0)$ and $\Gamma_u(t) := X_u(t, \Gamma_0)$, $\Gamma_v(t) := X_v(t, \Gamma_0)$. Notice that

$$\int_\Omega |\chi_u - \chi_v| \, dx = |\Omega^+_u \Delta \Omega^+_v|$$

where $\Delta$ denotes the symmetric difference of sets. For any $\varepsilon > 0$, if $\|X_u - X_v\|_{C([0,T^*]; C^1(\Omega))} < \varepsilon$, then $\Gamma_u(t) \subseteq B(\Gamma_v(t), \varepsilon)$ for every $t \in [0,T^*]$. Here $B(\Gamma_v(t), \varepsilon)$ is the $\varepsilon$-neighbourhood of $\Gamma_v(t)$. Since $v \in C([0,T^*]; G_n) \subseteq C([0,T^*]; C^2(\Omega))$, we obtain that the flow mapping $X_v(t,x) \in C([0,T^*]; C^2(\Omega))$. Since our $\Gamma_0$ is a $C^2$-surface, we can apply a local parameterization to $\Gamma_0$. By composing with $X_v(t,x)$, it will naturally give us a local parameterization of $\Gamma_v(t)$. Suppose that $\varphi(a_1,a_2)$ is a $C^2$-diffeomorphism from an open set $D \subseteq \mathbb{R}^2$ to a local piece of $\Gamma_v(t)$. Using the normal vector $n(\varphi(a_1,a_2))$, the function

$$\psi(a_1,a_2,a_3) := \varphi(a_1,a_2) + a_3 n(\varphi(a_1,a_2))$$

gives us a diffeomorphism from $D \times (-\varepsilon, \varepsilon)$ to an open set in $B(\Gamma_v(t), \varepsilon)$. This allows us to obtain a local parameterization of $B(\Gamma_v(t), \varepsilon)$. Notice that both $D \times (-\varepsilon, \varepsilon)$ and $\psi(D \times (-\varepsilon, \varepsilon))$ are monotone increasing sets as $\varepsilon$ increases. Thus, we can obtain the boundedness of the integrands and then use the Lebesgue dominated convergence theorem. When $\varepsilon \to 0$, by calculating the integrals, we have $|B(\Gamma_v(t), \varepsilon)| \to 0$ uniformly in $t$. Thus, $\|u - v\|_{C([0,T^*]; G_n)} \to 0$ implies

$$\sup_{t \in [0,T^*]} \int_\Omega |\chi_u - \chi_v| \, dx \to 0.$$  

Hence, $\sup_{[0,T^*]} |I_3(t)| \leq C(\|u - v\|_{C([0,T^*]; G_n)}) \cdot \eta|_{G_n}$. Similarly to the constant term in $I_2$, the constant $C(\|u - v\|_{C([0,T^*]; G_n)}) \to 0$ as $\|u - v\|_{C([0,T^*]; G_n)} \to 0$.

In order to estimate $I_4$, we consider the functional $F_u(t)$ such that

$$\langle F_u(t), \eta \rangle := \langle H_{\chi_u(t)}, \eta \rangle - \langle H_{\chi_v(t)}, \eta \rangle.$$  

Thus, $I_4(t) = \kappa \langle F_u(t), \eta \rangle$. Suppose $\|u - v\|_{C([0,T^*]; G_n)} \to 0$, we need to prove that

$$\|F_u\|_{L^\infty([0,T^*]; G_n)} \to 0.$$  

Note that $\{ \eta \in G_n : \|\eta\|_{G_n} = 1 \}$ is a subset of $A := \{ \eta \in G_n : \|\eta\|_{C^2(\Omega)} \leq C \}$ for a suitable $C$. Thus, it is sufficient to show

$$\sup_{t \in [0,T^*]} \sup_{\eta \in A} |\langle F_u(t), \eta \rangle| \to 0.$$  

(3.18)
Note that since $u, v \in C([0, T^*], G_n)$, the interfaces $\Gamma_u(t)$ and $\Gamma_v(t)$ are both $C^2$-surfaces for all $t \in [0, T^*]$. Since $\Gamma_0$ is compact, by applying a local parameterization and using the partition of unity, we can consider the integrals locally. Let $\varphi(a_1, a_2)$ be the $C^2$-diffeomorphism from an open set $D \subseteq \mathbb{R}^2$ to a local piece on $\Gamma_0$. The function $X_u(t, \varphi(a_1, a_2))$ allows us to calculate the normal vector

$$n_u(X_u(t, \varphi(a_1, a_2))) \in C([0, T^*]; C^1(D)).$$

When $u \to v$ in $C([0, T^*]; C^1(\Omega))$, we have $X_u \to X_v$ in $C([0, T^*]; C^1(\Omega))$. Thus, $n_u \to n_v$ in $C([0, T^*] \times D)$. Similarly, the Jacobians $J(X_u(t, \varphi(a_1, a_2)))$ goes to $J(X_v(t, \varphi(a_1, a_2)))$ in $C([0, T^*] \times D)$, and the test functions $\nabla \eta(X_u(t, \varphi(a_1, a_2)))$ goes to $\nabla \eta(X_v(t, \varphi(a_1, a_2)))$ in $C([0, T^*] \times D)$ as well. Then (3.18) is obtained by calculating the integrals.

Thus, for all $\eta \in G_n$, we have

$$|I_4| = \kappa |(F_u(t), \eta)| \leq C\left(\|u - v\|_{C([0,T^*]; G_n)}\right) \|\eta\|_{G_n}.$$

The constant $C(\|u - v\|_{C([0,T^*]; G_n)})$ goes to 0 as $u \to v$ in $C([0, T^*]; G_n)$. From the estimates of $I_1$ to $I_4$, we have

$$\|N(u) - N(v)\|_{C([0,T^*]; G_n^*)} \leq C(\|u - v\|_{C([0,T^*]; G_n)}) \to 0. \quad (3.19)$$

Finally, we obtain

$$\|K(u) - K(v)\|_{C([0,T^*]; G_n)}$$

$$\leq \|M^{-1}\|_{L(G_n, G_n^*)} \|N(u) - N(v)\|_{C([0,T^*]; G_n)}$$

$$\leq C(\|u - v\|_{C([0,T^*]; G_n)}) \to 0,$$

which implies that $K(\cdot)$ is continuous on $A_{T^*, R}$.

Now we prove that $K(A_{T^*, R})$ is precompact. Given any $v \in K(A_{T^*, R})$ and $t \in [0, T^*]$, there exists $u \in A_{T^*, R}$ such that $v = Ku$. From (3.15), we have

$$\|v\|_{G_n(t)} = \|Ku\|_{G_n(t)} \leq \|u\|_{G_n} + C(R)T^*.$$  

Thus, the set $\{v(t) : v \in K(A_{T^*, R})\} \subseteq G_n$ is precompact since it is bounded and $G_n$ is finite dimensional. From (3.14), the functions in $K(A_{T^*, R})$ are equicontinuous. Thus, from Proposition 2.2, $K(A_{T^*, R})$ is precompact. Since $A_{T^*, R}$ is already bounded, the operator $K$ maps all the bounded subsets of $A_{T^*, R}$ into precompact sets. Thus, from Definition 2.4, we obtain that $K$ is a compact operator.

It remains to verify the properties of the set $A_{T^*, R}$ in $C([0, T^*]; G_n)$. Since $u(t) \equiv 0$ is in $A_{T^*, R}$, the set is non-empty. From the definition of $A_{T^*, R}$, we know it is closed and bounded. For the convexity of $A_{T^*, R}$, picking any $u$ and $v$ in $A_{T^*, R}$ and any $0 \leq \theta \leq 1$, we have

$$\|\theta u + (1 - \theta)v\|_{G_n(t)} \leq \theta \|u\|_{G_n(t)} + (1 - \theta) \|v\|_{G_n(t)} \leq R.$$ 

Thus, $A_{T^*, R}$ is convex.

From Theorem 2.2, there exists a solution $u_n(t) \in C([0, T^*]; G_n)$.Replacing the initial value $u_0$ by $u(T^*)$ and repeating the steps above, we can increase the value of $T^*$. Currently we can only guarantee that there will be a limit when we increase $T^*$. Thus, the maximum interval would be either $[0, T^*)$ or $[0, T]$, where $T^* \leq T$. When $T^*$ is being excluded from the interval, it actually means the solution will go to infinity when $t$ is approaching $T^*$. This will not happen in our problem, as shown in the following section.
3.6. Extending the solution to $[0,T]$. Assuming that $T^* < T$, we derive a contradiction using the energy estimate. For each fixed $n$, we need to prove that $\sup_{[0,T]} \|u_n\|_{G_n} \leq C$, which is equivalent to $\sup_{[0,T]} \|u_n\|_{L^2} \leq C$. Since $u_n$ is the solution of the approximate equation, we take the derivative of (3.2) with respect to the variable $t$. Substituting $\eta$ with $u_n(t)$, and using (2.8) in [1], we obtain

$$
\frac{1}{2} \frac{d}{dt} \left\| u_n \right\|_{L^2}^2 + \kappa \frac{d}{dt} \| \nabla u_n \|_{L^2(\Omega)} + (B_n \otimes B_n, \nabla u_n)_{\Omega} + 2(\nu(\chi_n)Du_n, Du_n)_{\Omega} = 0.
$$

(3.20)

Integrating from 0 to $t$, we have

$$
\frac{1}{2} \left\| u_n(t) \right\|_{L^2}^2 + \kappa \left\| \nabla u_n(t) \right\|_{L^2(\Omega)} + \int_0^t (B_n \otimes B_n, \nabla u_n)_{\Omega} ds + 2 \int_0^t (\nu(\chi_n)Du_n, Du_n)_{\Omega} ds = \frac{1}{2} \left\| u_0 \right\|_{L^2}^2 + \kappa \left\| \nabla \chi_0 \right\|_{L^2(\Omega)}.
$$

(3.21)

For each $u_n$, the solution operator $B(\cdot)$ gives us a weak solution of (1.2). Thus, by testing with $\varphi = B_n$ on $\Omega \times [0,t]$, we obtain

$$
\frac{1}{2} \left\| B_n(t) \right\|_{L^2(\Omega)}^2 - \frac{1}{2} \left\| B_0 \right\|_{L^2(\Omega)}^2 - \int_0^t (B_n \otimes B_n, \nabla u_n)_{\Omega} ds + \sigma \int_0^t \| \nabla B_n \|_{L^2(\Omega)}^2 = 0.
$$

(3.22)

Using the same argument as in the energy estimate, for some $c > 0$, we have

$$
\frac{1}{2} \left\| u_n(t) \right\|_{L^2(\Omega)}^2 + \frac{1}{2} \left\| B_n(t) \right\|_{L^2(\Omega)}^2 + \kappa \left\| \nabla u_n(t) \right\|_{L^2(\Omega)} + c \int_0^t \left\| \nabla u_n(s) \right\|_{L^2(\Omega)} ds + \sigma \int_0^t \left\| \nabla B_n(s) \right\|_{L^2(\Omega)} ds \leq \frac{1}{2} \left\| u_0 \right\|_{L^2(\Omega)}^2 + \frac{1}{2} \left\| B_0 \right\|_{L^2(\Omega)}^2 + \kappa \left\| \nabla \chi_0 \right\|_{L^2(\Omega)} = E_0
$$

(3.23)

for any $t \in [0,T^*]$. Thus, $\sup_{[0,T^*]} \|u_n(t)\|_{G_n} \leq \sup_{[0,T^*]} C \|u_n(t)\|_{L^2(\Omega)} \leq C$.

From the ODE theory, we know that if the maximum interval of a solution is $[0,T^*)$, then the solution must blow up at $T^*$. We will use the same argument. Picking an increasing sequence $t_m \in [0,T^*)$ such that $t_m \to T^*$, we consider the sequence $\{u_n(t_m)\}_{m=1}^\infty \subset G_n$. Since $\sup_{[0,T]} \|u_n\|_{G_n} (t) \leq C$ and $\text{dim} G_n < \infty$, we can find a subsequence, still denoted by $t_m$, such that $u_n(t_m) \to a \in G_n$, as $m \to \infty$. We only need to prove that $\lim_{t \to T^*} \|u_n(t) - a\|_{G_n} = 0$. Then the solution $u_n(t)$ can be continuously extended to $[0,T^*]$. Using the Schauder fixed point theorem again, with $T^*$ being the new initial time, we will get a contradiction. It then follows that $T^* = T$. Now we assume that $\lim_{t \to T^*} u_n(t) \neq a$, then there exists an $\varepsilon_0 > 0$, such that for all $\delta > 0$, there exists $T^* - \delta < s < T^*$, such that $\|u_n(s) - a\|_{G_n} > \varepsilon_0$. Meanwhile, there exists an $m$, such that $T^* - \delta < t_m < T^*$ and $\|u_n(t_m) - a\|_{G_n} < \varepsilon_0/2$. Thus, we obtain

$$
\|u_n(s) - u_n(t_m)\|_{G_n} \geq \|u_n(s) - a\|_{G_n} - \|u_n(t_m) - a\|_{G_n} > \varepsilon_0/2.
$$

Recall that

$$
\|u_n(s) - u_n(t_m)\|_{G_n} = \left\| M^{-1} \int_{t_m}^s N(u_n) \right\|_{G_n} \leq \left\| M^{-1} \int_{t_m}^s N(u_n) \right\|_{G_n}
$$

$$
\leq C|s - t_m| < C\delta.
$$

Let $\delta$ be small enough such that $C\delta < \varepsilon_0/2$, then we get a contradiction. Thus, $\|u_n(t) - a\|_{G_n} \to 0$ as $t \to T^*$. 

Consequently, we have found a solution \( u_n \in C([0, T]; G_n) \). Using the solution operators, we obtain the corresponding \( B_n := B(u_n) \) and \( \chi_n := \chi(u_n) \). The energy inequality

\[
\frac{1}{2} \|u_n(t)\|_{L^2(\Omega)}^2 + \frac{1}{2} \|B_n(t)\|_{L^2(\Omega)}^2 + \kappa \|\nabla \chi_n(t)\|_{\mathcal{M}(\Omega)} + c \|\nabla u_n\|_{L^2([0, T]; L^2(\Omega))}^2 + \sigma \|\nabla B_n\|_{L^2([0, T]; L^2(\Omega))}^2 \leq E_0
\]

holds for all \( t \in [0, T] \).

4. Passing the Limit

In this section, we study the limits of \( u_n, B_n \) and \( \chi_n \). Recall that

\( u_n \in C([0, T]; G_n) \), \( B_n \in L^2([0, T]; H_0^1(\Omega)) \cap L^\infty([0, T]; L^2(\Omega)) \), \( \chi_n \in L^\infty([0, T]; BV(\Omega)) \), and \( \text{div} \ u_n = \text{div} \ B_n = 0 \). From the energy inequality (3.24), we have the following estimates:

\[
\begin{align*}
\|u_n\|_{L^\infty([0, T]; L^2(\Omega))} & \leq \sqrt{2E_0}, \\
\|u_n\|_{L^2([0, T]; H_0^1(\Omega))} & \leq \sqrt{2TE_0 + E_0/c}, \\
\|B_n\|_{L^\infty([0, T]; L^2(\Omega))} & \leq \sqrt{2E_0}, \\
\|B_n\|_{L^2([0, T]; H_0^1(\Omega))} & \leq \sqrt{2TE_0 + E_0/\sigma}, \\
\|\nabla \chi_n\|_{L^\infty([0, T]; M(\Omega))} & \leq E_0/\kappa, \\
\|\chi_n\|_{L^\infty([0, T]; BV(\Omega))} & \leq |\Omega| + E_0/\kappa.
\end{align*}
\]  

4.1. Limits of \( u_n, B_n \) and \( \chi_n \). From the embedding theorems, we have

\( \mathcal{M}(\Omega) \rightarrow H^{-3}(\Omega) \).

From the estimates in (4.1) and the Banach-Alaoglu theorem (see [5]), we have

\[
\begin{align*}
u_n & \rightarrow^* u & \text{in} & L^\infty([0, T]; L^2(\Omega)), \\
u & \rightarrow v & \text{in} & L^2([0, T]; H_0^1(\Omega)), \\
B_n & \rightarrow^* B & \text{in} & L^\infty([0, T]; L^2(\Omega)), \\
B_n & \rightarrow G & \text{in} & L^2([0, T]; H_0^1(\Omega)), \\
\chi_n & \rightarrow^* \chi & \text{in} & L^\infty([0, T]; L^\infty(\Omega)), \\
\nabla \chi_n & \rightarrow^* \zeta & \text{in} & L^\infty([0, T]; H^{-3}(\Omega)),
\end{align*}
\]

for suitable subsequences.

In order to pass the limit in nonlinear terms, we need to obtain stronger convergence properties of \( u_n \). We begin by showing an improved version of Lemma A.3 in [11].

Lemma 4.1. Let \( \Omega \subseteq \mathbb{R}^3 \) be bounded. Suppose that \( u_n \rightharpoonup^* u \) in \( L^\infty([0, T]; L^2(\Omega)) \), and for any \( \varphi \in H(\Omega) \),

\[
\sup_{t \in [0, T]} \left| \int_{\Omega} u_n \varphi \, dx - \int_{\Omega} u \varphi \, dx \right| \rightarrow 0.
\]

Then we have \( u_n \rightarrow u \) in \( C([0, T]; V^*(\Omega)) \).
Proof. Assume that \( u_n \) do not converge to \( u \) in \( C^0([0, T]; V^*) \), then there exists \( \varepsilon_0 > 0 \) and \( t_n \in [0, T] \), such that
\[
\| u_n - u \|_{V^*}(t_n) > \varepsilon_0.
\]
Thus, there exist \( \varphi_n \in \mathbb{V}(\Omega) \) with \( \| \varphi_n \|_V \equiv 1 \), such that
\[
|\langle u_n, \varphi_n \rangle(t_n) - \langle u, \varphi_n \rangle(t_n) | > \frac{\varepsilon_0}{2},
\]
where \( \langle \cdot, \cdot \rangle \) denotes the dual pair on a space and its dual. Since \( \varphi_n \in \mathbb{V} = \mathbb{H} \cap H^1_0 \) and \( H^1_0 \hookrightarrow \hookrightarrow L^2 \), there exists \( \varphi \in L^2(\Omega) \) such that \( \varphi_n \to \varphi \) in \( L^2(\Omega) \). Using the fact that \( \| \varphi_n \|_{H^1_0(\Omega)} \leq C \), we can obtain \( \varphi \in \mathbb{V}(\Omega) \). Now we have
\[
\sup_{t \in [0, T]} |\langle u_n - u, \varphi_n \rangle | \leq \sup_{t \in [0, T]} |\langle u_n - u, \varphi_n - \varphi \rangle | + \sup_{t \in [0, T]} |\langle u_n - u, \varphi \rangle |.
\]
The first term on the right hand side goes to 0 since \( u_n \) and \( u \) are bounded in \( L^\infty([0, T]; L^2(\Omega)) \), and \( \varphi_n \to \varphi \) in \( L^2(\Omega) \); the second term goes to 0 by the condition (4.2) of this lemma. This contradicts with (4.4), which completes the proof. \( \square \)

In order to use the lemma above, we still need to verify (4.2). We recall that elements \( \eta_i \) form an orthonormal basis of \( \mathbb{H}(\Omega) \) and an orthogonal basis of \( \mathbb{V}(\Omega) \). Let \( \eta \) be a finite linear combination of \( \eta_i \). For all sufficiently large \( n \), the Galerkin approximate equations
\[
\int_\Omega u_n(t)\eta - \int_\Omega u_0\eta = \int_0^t \int_\Omega u_n \otimes u_n : \nabla \eta - \int_0^t \int_\Omega \nabla \eta \otimes \nabla \eta B_n : \nabla \eta - \int_0^t \int_\Omega \nu(\chi_n)\nabla u_n : D\eta - \nu \kappa \int_0^t \int_\Omega P_T : \nabla \eta \nabla \chi_n |.
\]
all hold for this \( \eta \). Considering the terms \( f_n(t) := \int_\Omega u_n(t)\eta dx \), we claim that \( f_n \) have a uniformly convergent subsequence. First, we proof that \( f_n(t) \) are equicontinuous. Given \( 0 \leq s < t \leq T \). Since \( \eta \) is fixed, from (4.6) we have
\[
| f_n(t) - f_n(s) | \leq C \int_s^t \| u_n \|^2_{L^2} + \| B_n \|^2_{L^2} + \| \nabla u_n \|_{L^1} + \| \nabla \chi_n \|_M
\]
\[
\leq \left( \| u_n \|^2_{L^\infty L^2} + \| B_n \|^2_{L^\infty L^2} + \| \nabla \chi_n \|_{L^\infty M} \right) |t - s| + \int_0^T \| \chi_{[s, t]} \| \| \nabla u_n \|_{L^1}
\]
\[
\leq C \| t - s \| + C \sqrt{t - s},
\]
which implies that \( f_n \) is equicontinuous on \([0, T]\). By letting \( s = 0 \) we can show that \( f_n \) is uniformly bounded. Thus, by the Arzela-Ascoli theorem, there exists a subsequence, still denoted by \( f_n \), such that
\[
\sup_{t \in [0, T]} | f_n(t) - g(t) | \to 0
\]
for some \( g(t) \in C[0, T] \), as \( n \to \infty \).

We recall that \( u_n \to u \) in \( L^2([0, T]; H^1_0(\Omega)) \). Now we want to show that
\[
g = \int_\Omega u \eta
\]
after everywhere on \([0, T]\). Given any \( \varphi \in L^2[0, T] \). Since \( \eta \varphi \in L^2([0, T]; L^2(\Omega)) \) and \( u_n \to^* u \) in \( L^\infty([0, T]; L^2(\Omega)) \), we have
\[
\int_0^T f_n \varphi dt = \int_0^T \int_\Omega u_n \eta \varphi dx dt \to \int_0^T \int_\Omega u \eta \varphi dx dt,
\]
which implies that \( f_n \to \int_\Omega u \eta \) weakly in \( L^2[0,T] \). Since \( f_n \to g \) in \( C[0,T] \), we also have \( f_n \to g \) weakly in \( L^2[0,T] \), which proves (4.9).

Now we prove that (4.2) holds for all \( \varphi \in \mathbb{H}(\Omega) \). Picking \( \eta_1 \), using the argument above we can find a subsequence of \( u_n \), denoted by \( u_{1n} \), such that \( \int_\Omega u_{1n} \eta_1 \to \int_\Omega u \eta_1 \) in \( C[0,T] \). Now picking \( \eta_2 \) and using the same argument, we can obtain a subsequence of \( u_{1n} \), denoted by \( u_{2n} \), such that \( \int_\Omega u_{2n} \eta_2 \to \int_\Omega u \eta_2 \) in \( C[0,T] \). Repeating these steps we can obtain \( u_{mn} \) for any \( m, n \in \mathbb{N} \). Notice that for each \( m \), the sequence \( u_{mn} \) is a subsequence of \( u_{mn} \) after finitely many terms. Thus, the convergence

\[
\lim_{n \to \infty} \sup_{t \in [0,T]} \left| \int_\Omega u_{mn} \eta_k - u \eta_k \right| = 0
\]  

(4.11)

holds for any \( k \in \mathbb{N} \). The argument in (1.2) then follows the fact that \( \{\eta_1, \eta_2, \ldots\} \) is a basis of \( \mathbb{H}(\Omega) \).

Now we estimate \( \partial_t B_n \). Picking \( \varphi \in C_c^\infty(\Omega) \) with \( \text{div} \varphi = 0 \), we have

\[
\int_\Omega \partial_t B_n \varphi = I_1 + I_2 + I_3,
\]

where

\[
I_1 = \int_\Omega u_n \nabla B_n \varphi, \\
I_2 = \int_\Omega \nabla u_n \nabla \varphi, \\
I_3 = \sigma \int_\Omega \nabla B_n : \nabla \varphi.
\]

The estimates are given as the following:

\[
|I_1| \leq \|u_n\|_{L^3(\Omega)} \|\nabla B_n\|_{L^2(\Omega)} \|\varphi\|_{L^6(\Omega)} \leq C \|u_n\|_{L^2(\Omega)} \|u_n\|_{H^\sigma(\Omega)} \|B_n\|_{H^\sigma(\Omega)} \|\varphi\|_{H^\sigma(\Omega)},
\]

\[
|I_2| \leq \|B_n\|_{L^3(\Omega)} \|\nabla u_n\|_{L^2(\Omega)} \|\varphi\|_{L^6(\Omega)} \leq C \|B_n\|_{L^2(\Omega)} \|B_n\|_{H^\sigma(\Omega)} \|u_n\|_{H^\sigma(\Omega)} \|\varphi\|_{H^\sigma(\Omega)},
\]

\[
|I_3| \leq C \|\nabla B_n\|_{L^2(\Omega)} \|\nabla \varphi\|_{L^2(\Omega)} \leq C \|B_n\|_{H^\sigma(\Omega)} \|\varphi\|_{H^\sigma(\Omega)}.
\]

Thus, we have

\[
\|\partial_t B_n\|_{H^{-1}(\Omega)} \leq C \|u_n\|_{L^2(\Omega)} \|u_n\|_{H^\sigma(\Omega)} \|B_n\|_{H^\sigma(\Omega)}
\]

\[
+ C \|B_n\|_{L^2(\Omega)} \|B_n\|_{H^\sigma(\Omega)} \|u_n\|_{H^\sigma(\Omega)} + C \|B_n\|_{H^\sigma(\Omega)}.
\]

Integrating with respect to \( t \), we obtain

\[
\int_0^T \|\partial_t B_n\|_{H^{-1}(\Omega)} dt \leq C \|u_n\|_{L^\infty([0,T];H^\sigma(\Omega))} \int_0^T \|u_n\|_{H^\sigma(\Omega)} \|B_n\|_{H^\sigma(\Omega)} dt
\]

\[
+ C \|B_n\|_{L^\infty([0,T];H^\sigma(\Omega))} \int_0^T \|B_n\|_{H^\sigma(\Omega)} \|u_n\|_{H^\sigma(\Omega)} dt + C \|B_n\|_{L^1([0,T];H^\sigma(\Omega))}
\]

\[
\leq C \|u_n\|_{L^\infty([0,T];H^\sigma(\Omega))} \|u_n\|_{L^2([0,T];H^\sigma(\Omega))} \|B_n\|_{L^2([0,T];H^\sigma(\Omega))}
\]

\[
+ C \|B_n\|_{L^\infty([0,T];H^\sigma(\Omega))} \|B_n\|_{L^2([0,T];H^\sigma(\Omega))} \|u_n\|_{L^2([0,T];H^\sigma(\Omega))} + C \|B_n\|_{L^2([0,T];H^\sigma(\Omega))}.
\]
Thus, \( \| \partial_t B_n \|_{L^1([0,T]; H^{-1}(\Omega))} \leq C \). By the Aubin-Lions lemma, we can find a suitable subsequence, still denoted by \( B_n \), such that \( B_n \to K \) strongly in \( L^2([0,T]; L^2(\Omega)) \) for some \( K \in L^2([0,T]; L^2(\Omega)) \). We can prove the uniqueness of limits using the following argument.

**Proposition 4.1.** For the strong and weak limits \( B, G \) and \( K \) of \( B_n \), we have \( B = G = K \).

**Proof.** Since \( L^2([0,T]; H^1_0(\Omega)) \subseteq L^2([0,T]; L^2(\Omega)) \), \( B_n \to G \) in \( L^2([0,T]; H^1_0(\Omega)) \) implies that \( B_n \to G \) in \( L^2([0,T]; L^2(\Omega)) \). By the uniqueness of the limit, we have \( G = K \). Since \( L^\infty([0,T]; L^2(\Omega)) \subseteq L^2([0,T]; L^2(\Omega)) \), \( B_n \to^* B \) in \( L^\infty([0,T]; L^2(\Omega)) \) implies that \( B_n \to^* B \) in \( L^2([0,T]; L^2(\Omega)) \). Similarly to the first step, we have \( B = K \). Thus, \( B = G = K \).

We now consider the transport equation \( \partial_t \chi_n + u_n \cdot \nabla \chi_n = 0 \). For \( \varphi \in C^\infty_c(\Omega) \), we have

\[
\left| \int_{\Omega} \partial_t \chi_n \varphi \right| = \left| \int_{\Omega} \chi_n u_n \cdot \nabla \varphi \right| \leq \| u_n \|_{L^2(\Omega)} \| \varphi \|_{H^1_c(\Omega)}.
\]

Thus, \( \| \partial_t \chi_n \|_{H^{-1}(\Omega)} \leq \| u_n \|_{L^2(\Omega)} \), which implies that

\[
\| \partial_t \chi_n \|_{L^2([0,T]; H^{-1}(\Omega))} \leq \| u_n \|_{L^2([0,T]; H^1_0(\Omega))} \leq C.
\]

Therefore, using the same argument as in [1], Section 5.2, we can find a suitable subsequence, still denoted by \( \chi_n \), such that \( \chi_n \to \chi \) strongly in \( L^2([0,T]; L^2(\Omega)) \). Now we prove that \( \zeta = \nabla \chi \) in the weak sense. For almost every \( t \in [0,T] \) and \( \varphi \in C^\infty_c(\Omega) \), we have

\[
\int_{\Omega} \chi_n \text{div} \varphi \, dx = -\int_{\Omega} \varphi \cdot d\nabla \chi_n
\]

for any \( n \). Since \( \text{div} \varphi \in L^1(\Omega) \), we have

\[
\int_{\Omega} \chi_n(t) \text{div} \varphi \, dx \to \int_{\Omega} \chi(t) \text{div} \varphi \, dx,
\]

\[
\int_{\Omega} \varphi \cdot d\nabla \chi_n(t) \to \int_{\Omega} \varphi \cdot d\zeta(t),
\]

which implies that \( \nabla \chi = \zeta \) for almost every \( t \in [0,T] \).

Therefore, we finally obtain

\[
\begin{align*}
    u_n &\to^* u \quad \text{in} \quad L^\infty([0,T]; L^2(\Omega)), \\
    u_n &\to u \quad \text{in} \quad L^2([0,T]; H^1_0(\Omega)), \\
    u_n &\to u \quad \text{in} \quad C([0,T]; \mathcal{V}^*(\Omega)), \\
    B_n &\to^* B \quad \text{in} \quad L^\infty([0,T]; L^2(\Omega)), \\
    B_n &\to B \quad \text{in} \quad L^2([0,T]; H^1_0(\Omega)), \\
    B_n &\to B \quad \text{in} \quad L^2([0,T]; L^2(\Omega)), \\
    \chi_n &\to^* \chi \quad \text{in} \quad L^\infty([0,T]; L^\infty(\Omega)), \\
    \nabla \chi_n &\to^* \nabla \chi \quad \text{in} \quad L^\infty([0,T]; H^{-3}(\Omega)), \\
    \chi_n &\to \chi \quad \text{in} \quad L^2([0,T]; L^2(\Omega)).
\end{align*}
\]
4.2. Varifold limit of \( H_{X_n} \). Since we cannot pass the limit directly when dealing with \( H_{X_n} \), we will represent them with varifolds, and then consider the weak limit of the varifolds. Recall that \( \Gamma_k(t) := X_{n_k}(t, \Gamma_0) \), where \( \Gamma_0 = \partial \Omega^+_0 \). Using the same argument as in [1], we consider the varifold \( V_k(t) \) corresponding to \( \Gamma_k(t) \), i.e.

\[
\langle V_k(t), \varphi \rangle := \int_\Omega \varphi(x, n_k(t, x)) \, d|\nabla \chi_k(t)|
\]

for any \( \varphi \in C_0(\Omega \times \mathbb{S}^2) \), where \( n_k(t, x) := \nabla \chi_k(t, x) / |\nabla \chi_k(t, x)| \). Since

\[
\|\langle V_k(t), \varphi \rangle \| \leq \|\nabla \chi_k(t)\|_{\mathcal{M}(\Omega)} \|\varphi\|_{C_0(\Omega \times \mathbb{S}^2)},
\]

we have

\[
\|V_k(t)\|_{\mathcal{M}(\Omega \times \mathbb{S}^2)} \leq \|\nabla \chi_k(t)\|_{\mathcal{M}(\Omega)}.
\]

Now for all \( \varphi \in L^1([0, T]; C_0(\Omega \times \mathbb{S}^2)) \), we define

\[
\langle V_k, \varphi \rangle := \int_0^T \int_\Omega \varphi(t, x, n_k(t, x)) \, d|\nabla \chi_k(t)| \, dt.
\]

Then we have

\[
\|V_k\|_{L^\infty([0, T]; \mathcal{M}(\Omega \times \mathbb{S}^2))} \leq \|\nabla \chi_k\|_{L^\infty([0, T]; \mathcal{M}(\Omega))}.
\]

Since \( V_k \) is bounded in \( L^\infty([0, T]; \mathcal{M}(\Omega \times \mathbb{S}^2)) \) and \( \mathcal{M}(\Omega \times \mathbb{S}^2) \hookrightarrow H^{-3}(\Omega \times \mathbb{S}^2) \), by the same argument as in [1], there exists \( V \in L^\infty([0, T]; \mathcal{M}(\Omega \times \mathbb{S}^2)) \), such that

\[
V_k \rightharpoonup V \text{ in } L^\infty([0, T]; H^{-3}(\Omega \times \mathbb{S}^2)).
\]

For \( \psi \in C^\infty_c([0, T] \times \Omega) \), letting \( \varphi(x, s, t) = \text{div} \psi - s \otimes s : \nabla \psi \), we have \( \varphi \in L^1([0, T]; C_0(\Omega \times \mathbb{S}^2)) \). The regularity of \( n_k(x) := -\nabla \chi_k / |\nabla \chi_k| \) is guaranteed since \( \nabla \chi_k \) are approximating solutions. Thus, we have

\[
- \int_0^T \langle H_{X_k}(t), \psi(t) \rangle = \int_0^T \int_\Omega P_r : \nabla \psi \, d|\nabla \chi_k| \, dt
\]

\[
= \int_0^T \int_\Omega (\text{div} \psi - n_k \otimes n_k : \nabla \psi) \, d|\nabla \chi_k| \, dt
\]

\[
= \int_0^T \int_{\Omega \times \mathbb{S}^2} (\text{div} \psi - s \otimes s : \nabla \psi) \, dV_k \, dt
\]

\[
\rightarrow \int_0^T \int_{\Omega \times \mathbb{S}^2} (\text{div} \psi - s \otimes s : \nabla \psi) \, dV \, dt
\]

\[
= \int_0^T \langle \delta V(t), \psi(t) \rangle \, dt
\]

as \( k \to \infty \). Letting \( \varphi(x, s, t) = s \psi(x, t) \), we have

\[
\int_0^T \langle \nabla \chi_k, \psi \rangle = - \int_0^T \int_{\partial \{\chi_k = 1\}} \psi \cdot n_k \, dH^2 \, dt
\]

\[
= - \int_0^T \int_\Omega \psi \cdot n_k \, d|\nabla \chi_k| \, dt = - \int_0^T \int_{\Omega \times \mathbb{S}^2} \psi \cdot s \, dV_k \, dt.
\]
Since $\nabla \chi_k \to \nabla \chi$ in $L^\infty([0,T]; H^{-3}(\Omega))$ and $V_k \rightharpoonup V$ in $L^\infty([0,T]; H^{-3}(\Omega \times S^2))$, we have

$$\int_0^T \langle \nabla \chi_k, \psi \rangle \to \int_0^T \langle \nabla \chi, \psi \rangle,$$

$$\int_0^T \int_{\Omega \times S^2} \psi \cdot sdV_k dt \to \int_0^T \int_{\Omega \times S^2} \psi \cdot sdV dt.$$  

Therefore, using the fact that $C_c^\infty(\Omega)$ is dense in $C_0(\Omega)$, the equation

$$\int_{\Omega \times S^2} \psi \cdot sdV = - \int_\Omega \psi d\nabla \chi.$$  

holds for all $\psi \in C_0(\Omega)$.

4.3. Passing the limit. The weak formula represented by the varifolds is

$$(\partial_t u_n, \varphi)_{Q_T} - (u_n \otimes u_n, \nabla \varphi)_{Q_T} + (B_n \otimes B_n, \nabla \varphi)_{Q_T}$$

$$+ 2(\nu(\chi_n)Du_n, D\varphi)_{Q_T} + \kappa \int_0^T \langle \delta V_n(t), \varphi(t) \rangle dt = 0,$$

where $\varphi \in C_c^\infty([0,T] \times \Omega)$ and $\text{div} \varphi = 0$. We have

$$\left| \int_0^T \int_\Omega (u_n \otimes u_n - u \otimes u) : \nabla \varphi \right|$$

$$\leq \left| \int_0^T \int_\Omega u_n \otimes (u_n - u) : \nabla \varphi \right| + \left| \int_0^T \int_\Omega (u_n - u) \otimes u : \nabla \varphi \right| =: I_1 + I_2.$$  

In $I_1$, the integrand equals to $(u_n - u) \cdot (u_n \nabla \varphi)$. Since $u_n$ and $\varphi$ are smooth, by direct calculation we have $\text{div}(u_n \nabla \varphi) = 0$, which implies $u_n \nabla \varphi \in \mathcal{V}(\Omega)$. Recall that $\| \cdot \|_\mathcal{V} := \| \cdot \|_{H^1_0}$ and $u_n$ is bounded in $L^2([0,T]; H^1_0(\Omega))$, so we have

$$I_1 = \int_0^T \langle u_n - u, \varphi \rangle_{\mathcal{V},\mathcal{V}} \leq \| u_n - u \|_{L^\infty(\mathcal{V})} \| u_n \nabla \varphi \|_{L^1(\mathcal{V})}$$

$$\leq C \| u_n - u \|_{L^\infty(\mathcal{V})} \| u_n \nabla \varphi \|_{L^2 H^1_0} \to 0.$$  

The second term goes to 0 since $u_n \rightharpoonup u$ weakly in $L^2([0,T]; H^1_0)$ and $u \nabla \varphi \in L^2([0,T]; H^1_0)$. For the term $(B_n \otimes B_n, \nabla \varphi)_{Q_T}$, we have

$$\left| \int_0^T \int_\Omega B_n \otimes B_n : \nabla \varphi - B \otimes B : \nabla \varphi dxdt \right|$$

$$\leq \| B_n \|_{L^2(Q_T)} \| B_n - B \|_{L^2(Q_T)} \| \nabla \varphi \|_{L^\infty(Q_T)} + \| B \|_{L^2(Q_T)} \| B_n - B \|_{L^2(Q_T)} \| \nabla \varphi \|_{L^\infty(Q_T)},$$

which converges to 0. For the viscosity term, we have

$$\| (\nu(\chi_n)Du_n, D\varphi)_{Q_T} - (\nu(\chi)Du, D\varphi)_{Q_T} \|$$

$$= \left| \int_0^T \int_\Omega (\chi_n \nu^+ Du_n + (1 - \chi_n) \nu^- Du_n) : D\varphi - \int_0^T \int_\Omega (\chi \nu^+ Du + (1 - \chi) \nu^- Du) : D\varphi \right|$$

$$\leq \nu^+ \left| \int_0^T \int_\Omega \chi_n Du_n : D\varphi - \chi Du : D\varphi \right| + \nu^- \left| \int_0^T \int_\Omega (1 - \chi_n) Du_n : D\varphi - (1 - \chi) Du : D\varphi \right|.$$
We only need to show the convergence of the first term, since the second term can be shown by the same argument. For the first term, we have

\[
\left| \int_0^T \int_\Omega \chi_n Du_n : D\varphi - \chi Du : D\varphi \right| \\
\leq \int_0^T \int_\Omega |\chi_n - \chi| |Du_n| |D\varphi| + \int_0^T \int_\Omega Du_n : (\chi D\varphi) - \int_0^T \int_\Omega Du : (\chi D\varphi) \right|. 
\]

(4.16)

Since \( u_n \to u \) in \( L^2([0,T];H^1_0(\Omega)) \) and \( \varphi \in C^\infty_c([0,T] \times \Omega) \), we have \( Du_n \to Du \) in \( L^2([0,T];L^2(\Omega)) \) and \( \chi D\varphi \in L^2([0,T];L^2(\Omega)) \). Thus, the second term goes to 0. Since \( |Du_n||D\varphi| \in L^2([0,T];L^2(\Omega)) \) and \( \chi_n \to \chi \) strongly in \( L^2([0,T];L^2(\Omega)) \), we have

\[
\int_0^T \int_\Omega \chi - \chi_n \|Du_n\| |D\varphi| \leq C \|\chi_n - \chi\|_{L^2 L^2} \to 0,
\]

which finishes the proof.

For the transport equation,

\[
(\chi_0, \varphi(x,0))_\Omega + (\chi_n, \partial_t \varphi)_{QT} + (\chi_n, u_n \cdot \nabla \varphi)_{QT} = 0.
\]

Since \( \partial_t \varphi \in L^1([0,T];L^1(\Omega)) \), we have \( (\chi_n, \partial_t \varphi)_{QT} \to (\chi, \partial_t \varphi)_{QT} \). For the third term, we have

\[
\left| \int_0^T \int_\Omega \chi_n u_n \cdot \nabla \varphi - \int_0^T \int_\Omega \chi u \cdot \nabla \varphi \right| \\
\leq \int_0^T \int_\Omega \chi_n u_n \cdot \nabla \varphi - \int_0^T \int_\Omega \chi_n u \cdot \nabla \varphi \right| + \int_0^T \int_\Omega \chi u \cdot \nabla \varphi \right| \\
\leq \|\chi_n\|_{L^2(\Omega)} \|u_n - u\|_{L^2(\Omega)} \|\nabla \varphi\|_{L^\infty(\Omega)} + \|\chi_n - \chi\|_{L^2(\Omega)} \|u\|_{L^2(\Omega)} \|\nabla \varphi\|_{L^\infty(\Omega)} ,
\]

which goes to 0 as \( n \to \infty \).

From Section 4.2 we have proved that

\[
\int_0^T \langle \delta V_n(t), \varphi \rangle dt \to \int_0^T \langle \delta V(t), \varphi \rangle dt.
\]

Therefore, by letting \( n \to \infty \), we obtain

\[
-(u_0, \varphi(0))_\Omega - (u, \partial_t \varphi)_{QT} - (u \otimes u, \nabla \varphi)_{QT} + (B \otimes B, \nabla \varphi)_{QT} + 2(\nu(\chi) Du, D\varphi)_{QT} + \kappa \int_0^T \langle \delta V(t), \varphi(t) \rangle dt = 0
\]

for all \( \varphi \in C^\infty_c([0,T] \times \Omega) \) with \( \text{div} \varphi = 0 \). From [1,13], we have

\[
\int_{\Omega \times \mathbb{S}^2} \psi \cdot s dV = -\int_{\Omega} \psi d\nabla \chi
\]

for all \( \psi \in C_0(\Omega) \). From Proposition 2.2 in [1], \( \chi \) is the unique renormalized solution of

\[
\partial_t \chi + u \cdot \nabla \chi = 0 \quad \text{in} \quad QT, \\
\chi_{|t=0} = \chi_0 \quad \text{in} \quad \Omega.
\]

It remains to prove that \((u, B, \chi, V)\) satisfies the generalized energy inequality. Since \( u_n \to u \), \( B_n \to B \) in \( L^2([0,T];L^2(\Omega)) \). For suitable subsequences, we have \( u_n(t) \to u(t), B_n(t) \to B(t) \) in \( L^2(\Omega) \) for almost every \( t \in [0,T] \). From Theorem 1.1.1 in [9], we have

\[
\|u(t)\|_{L^2} \leq \liminf_{n \to \infty} \|u_n(t)\|_{L^2}.
\]
Thus, the lower-semicontinuity in (4.17) has been proved.

In Section 4.2 we have proved \( \|V_n(t)\|_{\mathcal{M}(\Omega \times \mathbb{S}^2)} \leq \|\nabla \chi_n(t)\|_{\mathcal{M}(\Omega)} \). Given any \( \varphi \in C_0(\Omega) \), we have

\[
\int_{\Omega \times \mathbb{S}^2} \varphi dV(t) = \left| \lim_{n \to \infty} \int_{\Omega \times \mathbb{S}^2} \varphi dV_n(t) \right| \leq \liminf_{n \to \infty} \|\varphi\|_{L^\infty} \|V_n(t)\|_{\mathcal{M}(\Omega \times \mathbb{S}^2)} \\
\leq \liminf_{n \to \infty} \|\varphi\|_{L^\infty} \|\nabla \chi_n(t)\|_{\mathcal{M}(\Omega)} .
\]

Thus,

\[
\|V(t)\|_{\mathcal{M}(\Omega \times \mathbb{S}^2)} \leq \liminf_{n \to \infty} \|\nabla \chi_n(t)\|_{\mathcal{M}(\Omega)} .
\]

Since \( \nabla B_n \rightharpoonup \nabla B \) in \( L^2([0,T]; L^2(\Omega)) \). For all \( t \in [0,T] \), we still have \( \nabla B_n \rightharpoonup \nabla B \) in \( L^2([0,t]; L^2(\Omega)) \). Thus,

\[
\int_0^t \|\nabla B\|_{L^2}^2 \leq \liminf_{n \to \infty} \int_0^t \|\nabla B_n\|_{L^2}^2 .
\]

For the viscosity term, notice that

\[
f_n := (\nu(\chi_n) Du_n - \nu(\chi_n) Du) : (Du_n - Du) \\
= (\chi_n \nu^+ + (1 - \chi_n) \nu^-) |Du_n - Du|^2 \geq 0 .
\]

From \( Du_n \rightharpoonup Du \) in \( L^2([0,T]; L^2(\Omega)) \), we have

\[
\int_0^t \int_{\Omega} f_n \leq C .
\]

Thus, using Fatou’s lemma, we obtain

\[
0 \leq \int_0^t \int_{\Omega} \liminf_{n \to \infty} f_n \leq \liminf_{n \to \infty} \int_0^t \int_{\Omega} f_n \\
= \liminf_{n \to \infty} \int_0^t \int_{\Omega} \nu(\chi_n) Du_n : Du_n + \liminf_{n \to \infty} \int_0^t \int_{\Omega} -\nu(\chi_n) Du_n : Du \\
+ \liminf_{n \to \infty} \int_0^t \int_{\Omega} -\nu(\chi_n) Du : Du_n + \liminf_{n \to \infty} \int_0^t \int_{\Omega} \nu(\chi_n) Du : Du \\
= \liminf_{n \to \infty} \int_0^t \int_{\Omega} \nu(\chi_n) Du_n : Du_n - \int_0^t \int_{\Omega} \nu(\chi) Du : Du .
\]

This is because (4.16) yields \( \chi_n Du_n \rightharpoonup \chi Du \) in \( L^2([0,T]; L^2(\Omega)) \), which implies that

\[
\lim_{n \to \infty} \int_0^t \int_{\Omega} -\nu(\chi_n) Du_n : Du = \lim_{n \to \infty} \int_0^t \int_{\Omega} -\nu(\chi_n) Du : Du_n \\
= -\int_0^t \int_{\Omega} \nu(\chi) Du : Du .
\]

Since \( |Du|^2 \in L^1([0,T]; L^1(\Omega)) \) and \( \chi_n \rightharpoonup^* \chi \) in \( L^\infty([0,T]; L^\infty(\Omega)) \), we have

\[
\lim_{n \to \infty} \int_0^t \int_{\Omega} \nu(\chi_n) Du : Du = \int_0^t \int_{\Omega} \nu(\chi) Du : Du .
\]

Thus, the lower-semicontinuity in (4.17) has been proved.
Recall that (3.21) and (3.22) give us
\[
\frac{1}{2} \|u_n(t)\|_{L^2}^2 + \frac{1}{2} \|B_n(t)\|_{L^2}^2 + \kappa \|\nabla \chi_n(t)\|_{\mathcal{M}}^2 + 2 \int_0^t \int \nu(\chi_n) D u_n : D u_n \, dx \, ds \\
+ \sigma \int_0^t \|\nabla B_n\|_{L^2}^2 \, ds \leq \frac{1}{2} \|u_0\|_{L^2}^2 + \frac{1}{2} \|B_0\|_{L^2}^2 + \kappa \|\nabla \chi_0\|_{\mathcal{M}}.
\]
Taking the lim inf on (4.18), and using the fact that \( \lim \inf a_n + \lim \inf b_n \leq \lim \inf (a_n + b_n) \), we finally obtain
\[
\frac{1}{2} \|u(t)\|_{L^2}^2 + \frac{1}{2} \|B(t)\|_{L^2}^2 + \kappa \|V(t)\|_{\mathcal{M}(\Omega \times \mathbb{S}^2)}^2 + 2 \int_0^t \int \nu(\chi) D u : D u \, dx \, ds \\
+ \sigma \int_0^t \|\nabla B\|_{L^2}^2 \, ds \leq \frac{1}{2} \|u_0\|_{L^2}^2 + \frac{1}{2} \|B_0\|_{L^2}^2 + \kappa \|\nabla \chi_0\|_{\mathcal{M}},
\]
which finishes the proof of the energy inequality.

Therefore, we have finished the proof of Theorem 1.1.
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