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Abstract
There are partially separable data types that make classification tasks very hard. In other words, only parts of the data are informative meaning that looking at the rest of the data would not give any distinguishable hint for classification. In this situation, the typical assumption of having the whole labeled data as an informative unit set for classification does not work. Consequently, typical classification methods with the mentioned assumption fail in such a situation. In this study, we propose a framework for the classification of partially separable data types that are not classifiable using typical methods. An algorithm based on the framework is proposed that tries to detect separable subgroups of the data using an iterative clustering approach. Then the detected subgroups are used in the classification process. The proposed approach was tested on a real dataset for autism screening and showed its capability by distinguishing children with autism from normal ones, while the other methods failed to do so.

Introduction
The basic approaches in classification assume there are classes of instances with specific features used to distinguish these classes from each other. However, there are cases in which a subset of a class (a subgroup of instances) is discriminable or in an available feature space that is not a full representative of the whole class, it cannot be used to fully separate the class. For example, tip toe walking is a feature common in approximately 25% of children with Autism Spectrum Disorder (ASD) [1], i.e. a subgroup of children with ASD. In routine diagnosis procedures for detecting children with ASD, this feature is considered in parallel with other known ASD behavioral features. If walking (gait) data was the only data used for ASD diagnosis, about 75% of children with ASD would have not been distinguished. Similarly, there is a group of ASD children, not all
of them, who have flapping feature [2]. In other words, there is a subgroup of a positive class, i.e. ASD class in this example, that is informative and can be distinguished in a feature space.

To clarify the mentioned situation, Figure 1 shows a visualization of a synthetic two-class data represented in a two-feature space (F1 and F2). As it is shown, only a subset of class circle is distinguishable in the present feature space. A subgroup, which includes instances with a black dot at their center is separable using the vertical line while the horizontal line separates another subgroup of the class circle, indicated by jagged circles.

Figure 1: The instances of each subject of the positive class, i.e. the circles, and the negative class, i.e. the triangles, are shown using uniquely identifiable colors. There are two subgroups of the positive class
marked with black dots or with jagged surroundings. These subgroups can be distinguished using the vertical and horizontal lines respectively.

If we match the tip toe walkers example to the illustrated synthetic data example the circles with a black dot are the data from tip toe walks. Similarly, let’s assume jagged circles are a subgroup of ASD class that represents flapping behavior.

As it is clear in the given example, the separable instances are not outliers or noisy labeled instances, despite being a few instances, and they should be considered in the classification. Consequently, using ordinary supervised Machine Learning (ML) methods [3], which assume all the data points are informative, the two classes are not separable. To address this problem partially, Multi-Instance Learning (MIL) [4] was introduced to consider cases in which a subset of instances of a subject in the target class are separable from the other classes. However, in the MIL approaches it is assumed that all the subjects (bags) in a class are distinguishable using a given set of features. However, not all subjects can be distinguished using the feature space in all data sets like tip toe walking or flapping examples. This problem can be shown in Fig. 1 with the orange-colored instances, which belong to a subject, that have no differentiable instance at all using the available feature space (F1 and F2).

Given the above shortcomings in the available methods, in this paper we introduce a framework that can handle partially separable data, similar to the situation given in Fig. 1. Actually, this framework was invented since the data from the cry sounds of children with ASD could not be classified using available methods [5]. In this paper, the general mathematical basis of the framework, an improvement to the previously proposed algorithm, and its expansion/usage to other problems is discussed. The proposed framework has been implemented and tested on a real datasets and the results show its capability to handling the discussed data specific situation.
Related works

There are various machine learning methods with the assumption of having a dataset that is totally informative. Considering this assumption, many studies develop classifiers based on their whole available data [6-8]. On the other hand, there are cases with uninformative or misleading data among the others. Outliers and noisy labeled data are the two kinds of such problems that motivated many studies to develop methods in order to handle the misleading behavior of those uninformative parts [9, 10]. Also, there are studies that try to avoid overlapping data during training a classifier [11, 12]. Figure 2. Shows the above mentioned cases in a diagram. Under the category of the methods with uninformative data that includes noisy labeled, outliers and overlapping data, we introduce a subcategory of partially separable data discussed in Introduction. The inseparability in the data may be referred to inseparable instances or bags in ordinary ML or MIL problems, respectively. To the best of our knowledge there is no study in the literature that consider this assumption for a data type.

Figure 2. A diagram of methods for different data types based on having fully informative data or not. Partially separable data have parts of data with no specific information for separating their class.
In many medical applications, there are examples of asking the experts to locate the informative parts of the data. Xu, et al. [13] used images with obvious cancerous tissues in training phase as positive labeled images. Sudharshan, et al. [14] used images of benign and malignant breast tumors which were generated from breast tissue biopsy slides labeled by pathologists [15]. They asked experts to label positive and negative images and assumed each image as a bag to use MIL methods. Taban, et al. [16] used only the instances of walking on tiptoe to get rid of the problem of having indistinguishable instances, i.e. normal walking steps. All these works rely on human opinion to avoid using inseparable data. This is the case for many similar studies in computer-aided medical diagnosis or classification [17, 18]. MIL methods that use bags of instances, assume that there is at least one instance (or a specific portion of instances) separable in each positive bag [4, 19]. So, they also assume the data, in bag level, is separable [20].

Having inseparable data makes the classification results weak. An approach to strength the results is considering all data to be informative, use them in training phase and then tune hyperparameters of the classifier, e.g. thresholding on the accuracy, to solve the problem caused by the uninformative data. Pokorny, et al. [21] used audio recording segments of infants’ vocalizations as instances of children with autism and their normal peers. They trained several classifiers on all labeled instances and used two approaches of majority voting and setting a hyperparameter which is a threshold based on the best accuracy achieved in a validation set, for labeling each subject. Using an adaptive threshold hyperparameter improved the results compared to majority voting (threshold of 50%). This kind of approach to handle uninformative data may not be suitable when the uninformative data is not near the boundary. For example, the reported results of [21] show that there is a subject with no separable instance during the cross validation, using the applied classifier. So there are instances of a subject that they are completely inseparable using the
classifier and that affects setting the threshold. [5] also shows that using usual classification methods on a data with inseparable data does not have appropriate results, even by giving the best chance by selecting the best threshold even based on the test results.

[11] proposed a method to avoid focusing on hard-to-learn samples by removing instances that were not correctly classified by a ‘perfect’ Bayesian model. [12] provided a label-confidence based boosting method to get immune to the label noise and overfitting problems. These studies try to avoid classifiers form engaging with overlapped samples and focus on others. This overlapping can come from noise in the data or noise of the classifier. These studies’ assumption of having reliable initial guesses by the classifiers to be used for assigning confidence or avoidance criterion for instances, relies on a basic assumption of having the majority of instances with reliable information for the classifier. So, in cases there are a significant portion of instances in overlapped area the average confidence is not reliable at all and getting rid of the instances that mislead the classifiers at the first stages is necessary. In addition, when overlapped instances of, for example, two opponent classes fall in similar distribution, relying on the confidence is not meaningful.

Noisy labeled data refers to any data with incorrect labels [9]. So, noisy labeled instances can decrease a classifier performance. There are researches that propose methods to handle noisy labeled data [22-24]. To handle noisy labeled data which is made by wrong labeled instances due to the complexity of data labeling even for experts, big data with messy user tags, or any other reason which is a natural result of data collection process, there is an assumption of having wrong labeled instances [9]. For example, [25] that proposed a self-sampling method to decrease the effect of noisy labeled data, changed the labels of several instances in its experimental tests to simulate the problem of having noisy instances. Although these methods consider removing noisy labeled data that is an inseparable portion of a class of data and use other parts, the assumption
behind their developments is different from what is focused in this study. Having inseparable parts in a class of data that has similar distribution to its opponent class is not considered in developing such methods. In addition, the inseparable parts in noisy labeled data is not considered to be a majority portion of the data while this consideration is natural when assuming a class with partially separable data has even a minority of separable data [5].

Outliers usually composes a small percentage of data, which comes from a different distribution. The task of outlier detection is to find a minor fraction of data samples, which is far different from the most samples [26, 27]. Outlier detection methods have been usually developed based on the assumption of having a fraction of lower than about 5% as outlier, to detect such instances [28]. In methods that can handle outliers, there is no assumption of having inseparable data that misleads the classifiers [9, 10].

Partitioning data to strengthen classifiers

There are studies that propose methods that make classifiers, which are weak for a data type, a stronger one by considering subsets or partitions of instances instead of all. This topic may not be directly related to our method but they can be considered in a view point of focusing in parts of data to make classifiers stronger in separating data.

There are methods that try to create a strong classifier by ensembling several weak classifiers. Each weak classifier can work on a part of data, and therefore other data can be considered to be inseparable for that classifier. For example, cascading methods try to have positive instances classified correctly at very early stages while not all negative ones may be classified correctly. In each stage, they may remove obvious or correctly classified negative instances of the previous stages for training [29]. Boosting algorithms try to upweight instances that are wrongly classified
in early weak classifiers [30] or select and use hard-to-be-classified negative instances that are more informative than others [31]. While these mentioned approaches groups instances to improve classification tasks, they have no assumption of having inseparable data. Again, the assumption of having all data separable and forcing the classifier to separate them may mislead the classifier.

From another point of view, there are studies try to improve their classifiers performances by dividing the data to regions based on some assumptions. For example [32] assumes that the data comes from multi distributions and try to finds them by using nearest neighbor clustering that leads to divide the data into subclasses before using discriminant analysis. Mixture of experts methods, use few classifiers as experts in different regions that are trained separately on the whole data and a gating network is involved in assigning each classifier to its space of specialization [33]. In these methods, it is assumed that the data can be classified correctly in each region and therefore they cannot be used to solve the problem of partially separable data that have naturally inseparable parts.

**The proposed framework**

In this section a framework suitable for supervised classification with partially separable instances is proposed.

In supervised classification problems given a set $X$ consists of data points (instances) in a feature space, and a set $Y$ including labels, the goal is to estimate the following function $f$:

$$f: X \rightarrow Y$$

Considering $\{X, Y\}$ as the whole set of instances and their labels in the training set, $\{X_p, Y_p\}$ and $\{X_n, Y_n\}$ are the set related to positive and negative class instances relatively.
As shown in figure 1, for a case of having a positive class, i.e. the circles, with partially separable data, a hypothetical classifier can separate a set of the instances of circles. In other words, $X_p$ can be partitioned using a variable $Z$, into several subgroups that is hidden. This distribution partitions the target data of $X_p$ into $Z_1, Z_2, ..., Z_i$. Since the data are partially separable, only for some $Z_k \in Z_1, Z_2, ..., Z_i$, the mutual information $I(\{x_p|Z_k, x_n\}; y)$ is high.

So, one way to solve the partially separable data problem is to find the set of the separable partitions that is:

$$Z_s = \{Z_i | I(\{x_p|Z_i, x_n\}; y) \text{ is high} \}$$

Since the mentioned partitions are not visible, an assumption is necessary to make the problem solvable. It is assumed that the data of separable partitions are close to each other and far from other data in the space (they are clustered). Using any method based on the mentioned assumption to find the subspaces related to the mentioned informative (separable) subgroups, we will have the set $Z_s$ and then the instances of each partition will be used versus the instances of the negative class in training a classifier as it is shown in figure 3. Classifiers are combined with each other in a way that each instance detected by any of them will be labeled as positive instance. In other words, each instance detected as a subgroup instance belong to the positive class.
Figure 3. The steps for training classifiers using separable partitions of positive class data, based on hidden separable partitions $Z_1, Z_2, \ldots, Z_i \in Z_s$, versus negative class data.

An algorithm based on the proposed framework

Here, we propose an algorithm which is an extension of the algorithm given in our previous [5] work. As mentioned earlier, it is assumed that the data can be clustered, so clustering can be used to find separable subgroups of positive instances, that we call them exclusive clusters. Then, classification can be used to train classifiers based on the exclusive clusters. It should be mentioned that we may allow an exclusive cluster to include few negative instances to handle noise, outliers, or overlaps. Therefore, the framework algorithm will get robust to noisy, overlapped or outlier data. Algorithm 1 shows the pseudocode for determining exclusive clusters and training classifiers.

| Algorithm 1. The training phase of the proposed algorithm |
|----------------------------------------------------------|
| $P$: set of all positive instances                        |
| $N$: set of all the negative instances                    |
| $F$: set of all classifiers                               |
| $\rho$: threshold for the number of instances in a cluster |
| $s$: the number of minimum positive instances needed in a |
| cluster to be able to train a classifier for it           |
| $t$: threshold for the accepted portion of the negative   |
| instances in an exclusive cluster                         |
| $st$: threshold for the sensitivity of a classifier       |
$C_j$: the $j^{th}$ cluster

$P_j$: the positive instances in $j^{th}$ cluster

$N_j$: the negative instances in $j^{th}$ cluster

$n$: number of clusters

$F = \emptyset$, $EC = \emptyset$, $n = 1$.

1: While $\exists j \mid |C_j| > \rho$ or $n=1$

2: $n = n + 1$

3: Cluster the $P + N$ into $n$ clusters $C_j$, $j = 1, \ldots, n$

4: $EC = \{C_j \mid |N_j|/|P_j| < t$ and $|P_j| > s\}$

5: If $EC \neq \emptyset$

6: For all $C_j$ in $EC$

7: Train a classifier using positive labeled $pos \in C_j - N_j$ and negative labeled $neg \in N$

8: If classifier sensitivity is higher than $st$

9: Add the classifier to $F$

10: $P = P - P_j$

11: $n = 1$

Algorithm 1 is based on the loop in line 1 that starts to have data clustered, initiating with two clusters (Line 2). Then the number of clusters is increased until achieving at least one exclusive cluster or no exclusive cluster, with a predefined minimum size, can be found. The maximum threshold of having negative instances in an exclusive cluster is checked in line 4. In line 7 the positive instances of a detected exclusive cluster are used to train a classifier. In lines 8 and 9, the classifiers with a sensitivity higher than a given threshold are added to the set of trained classifiers. Then, in line 10, the positive instances of such exclusive clusters are removed for the data set. In line 11, the numbers of clusters are set to 1 and the loop restarts. The loop stops when the number of instances in each cluster is less than a threshold.
After having all classifiers trained to classify exclusive clusters, an ensemble approach can be used to decide the result of classification for a given input.

**An application**

As mentioned earlier, the proposed framework was invented due to the need to classify cry sounds of children with ASD, which could not be classified with the available methods. Specifically, different available machine learning methods were tested and finally Radial Basis Support Vector Machine (RBF-SVM) were selected with better results than the others. Despite the better performance of the trained RBF-SVM compared to the rest of methods, it had poor results, i.e. very bad sensitivity, on the test set of 28 boys, including 14 children with ASD and 14 TD children (Table 1). In this classifier the majority pooling decision making was used on the results of the instances on each participant. In contrast, the proposed algorithm had a much higher sensitivity of 85.71% compared to the 35.71% sensitivity of the RBF-SVM algorithm. It should be mentioned that in the proposed algorithm a participant was labeled as ASD if at least one of the trained classifiers tagged one of the participant’s instances as ASD.

We even tried the best-chance threshold pooling, which is a threshold-based pooling in which a threshold is selected based on the best accuracy on the test set. Even using this best-chance pooling could not produce any better results than the proposed algorithm. The results are shown in Table 1.

Table 1: Results of using SVM as the best classifier among others in usual training manner vs using our proposed method. MP stands for the majority pooling and BP stands for the best-chance pooling.

|        | SVM | SSI | SVM | SSI |
|--------|-----|-----|-----|-----|
| Specificity |     |     |     |     |
| MP      | 100 | 85.71| 100 | 35.71|
| BP      |     | 100 | 71.42| 85.71|
Discussion and Conclusion

In this paper a simple and practical framework for classification of data with partially separable parts is proposed. The proposed framework does not have the typical assumption that the separating property is valid across all instances which may mislead various methods in pattern recognition.

The proposed framework is also applicable for classification MI data types. In fact, using separable instances in a general manner makes it also applicable to typical MI data sets, which have bags of instances with several separable instances among all, as well as MI data sets with inseparable bags.

An algorithm based on the proposed framework is presented and its application on a dataset of the cry sounds of children with autism, which has inseparable bags, has been shown with great results.

A modification in the proposed framework with the consideration of having separable instances in the negative class as well as the positive class, can lead to have a framework to reject inseparable instances. In other words, in such modification we assume there is a portion of instances of both classes that comes from a same distribution while there are other instances in each class from different distributions that makes them separable. This way, a preprocessing phase for removing the common inseparable instances could be done as a rejection phase before the training phase.

As an extension to the proposed framework, a feature selection phase for each subgroup can be incorporated. Actually, this framework helps finding the features that are important in detecting the subgroups of a class. Assuming \( f_1, f_2, \ldots, f_d \) are the features available in the d-dimensional problem. Feature selection should be adopted for each subgroup. For each \( Z_i \subset Z_s \) we can use a feature selection approach, for example maximizing \( \sum_{j=1}^{d} I(f_j; Y) \), to find related features for each subgroup. As it is shown in our previous work [5], after finding the subgroups, features related to
each group were selected and it makes the classification possible where the training data set was small relative to the original feature space.
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