Acoustic plasmons at the crossover between the collisionless and hydrodynamic regimes in two-dimensional electron liquids
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Hydrodynamic flow in two-dimensional electron systems has so far been probed only by dc transport and scanning gate microscopy measurements. In this work we discuss theoretically signatures of the hydrodynamic regime in near-field optical microscopy. We analyze the dispersion of acoustic plasmon modes in two-dimensional electron liquids using a non-local conductivity that takes into account the effects of (momentum-conserving) electron-electron collisions, (momentum-relaxing) electron-phonon and electron-impurity collisions, and many-body interactions beyond the celebrated Random Phase Approximation. We derive the dispersion and, most importantly, the damping of acoustic plasmon modes and their coupling to a near-field probe, identifying key experimental signatures of the crossover between collisionless and hydrodynamic regimes.

Introduction.—In electron systems a collective charge mode exists at frequency above the threshold for intraband electron-hole excitations. This mode is called “plasmon” [1, 2] and is particularly useful for technological applications in the case of two-dimensional (2D) electron systems. In this case indeed plasmons are gapless modes typically falling in the mid-infrared [3–5] or Terahertz (THz) [6–8] frequency ranges.

In recent years plasmons in 2D materials [9–11] such as graphene have attracted a great deal of attention because of their ability to confine light on length scales much shorter than the free-space wavelength [8, 12], their long lifetimes [5, 13], and their gate tunability [3–5, 14].

Due to the long-range nature of the bare electron-electron (e-e) interaction, plasmons in 2D materials on a dielectric substrate have a long-wavelength “unscreened” dispersion of the form [1, 2] \( \omega \propto \sqrt{q} \), where \( \omega \) is the angular frequency and \( q \) is the in-plane wave vector. Conversely, if the long-range part of the e-e interaction is screened by e.g. a nearby conducting gate, the plasmon dispersion is modified into an acoustic one (see e.g. Ref. 15), \( \omega \propto q \).

Acoustic plasmons (APs) [7, 8, 15–17] are particularly interesting because they can achieve larger mode confinement with respect to their unscreened counterpart. This happens for two reasons. First, an AP is more confined in the vertical direction due to the presence of the metallic gate [12], with the largest part of the electromagnetic energy density being localized between the gate and the 2D material. Second, due to the screening of the long-range part of the Coulomb interaction, APs are softer

![FIG. 1.](Color online) Sketch of the \( q-\omega \) plane showing the relevant frequency and length scales for the problem at hand, and the plasmon dispersion (red and orange lines) for two different values of the screening parameter \( \Lambda \) defined in Eq. (5). Red line: \( \Lambda \gg 1 \). Orange line: \( \Lambda < 1 \). The blue solid line is the electron dispersion \( \omega = v_F q \) while the blue dashed line is the sound dispersion \( \omega = v_S q/\sqrt{2} \) (ignoring here many-body corrections). Different regimes of linear response are highlighted. In the hydrodynamic regime (blue shaded region) the Navier-Stokes equation (1) is applicable. In the overdamped regime (magenta shaded region) Eq. (1) is still applicable but plasmons are strongly damped. In the visco-elastic regime (green shaded region) Eq. (1) can still be applied considering a frequency-dependent complex viscosity [27, 34].
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(because the restoring force is reduced) and carry high values of $q$, for a given value of $\omega$. This allows the study of interesting quantum non-local effects [8], which become important when the plasmon dispersion gets close to the boundary of the intra-band electron-hole continuum located at $\omega = v_Fq$, $v_F$ being the quasiparticle velocity. With the term “quasiparticle” velocity we mean the Fermi velocity as dressed by electron-electron (e-e) interactions [1, 2, 18]. The same jargon and notation will be used below for the Drude weight $D^*$, the density-of-states at the Fermi energy $N^*$, etc. The same quantities without the “$\ast$” symbol, e.g. $v_F$, $D$, $N$, etc, will denote instead the non-interacting counterparts.

In 2D conducting materials of extremely high electronic quality, such as graphene encapsulated in hexagonal Boron Nitride [19], e-e interactions induce, in the intermediate-to-high-temperature regime, the so-called hydrodynamic transport regime. In this regime, e-e collisions are so frequent that they can establish a local thermal quasi-equilibrium. This happens when the e-e mean-free-path $\ell_{ee} \equiv v_F^2 \tau_{ee}$ (here $\tau_{ee}$ is the e-e scattering time [20–24]) is much shorter than both the mean-free-path for momentum-relaxing collisions with phonons or impurities $\ell \equiv v_F^2 \tau$ and the characteristic wavelength $[25, 26] 1/q$ of external perturbations. In the ac regime, we should also require [25–27] the angular frequency of the perturbation $\omega$ to be much smaller than the e-e scattering rate $1/\tau_{ee}$. Transport signatures of hydrodynamic behaviour have been found in different high-quality materials like single- and bilayer graphene [26, 28–30], GaAs/AlGaAs heterostructures [31, 32], and PdCoO$_2$ [33].

The rate $\gamma \equiv 1/\tau$ of momentum non-conserving collisions with impurities and phonons and the e-e scattering rate $\gamma_{ee} \equiv 1/\tau_{ee}$ define several regimes in the $q$-$\omega$ plane, which are sketched in Fig. 1.

In the hydrodynamic regime [35] and at the level of linear-response theory, the electron liquid can be described by the continuity equation $i\omega n(r, \omega) = \nabla \cdot J(r, \omega)$, $n(r, \omega)$ being the deviation of the particle density from its equilibrium value $\bar{n}$ and $J(r, \omega)$ the particle current, and the Navier-Stokes equation [25–27]

$$-i\omega J(r, \omega) = -\gamma J(r, \omega) + \nu^* \nabla^2 J(r, \omega) + \frac{D^*}{D} \left[ \frac{en}{m} E(r, \omega) + \frac{1}{\bar{n}K^*} \nabla n(r, \omega) \right].$$

Here, $E(r, \omega)$ is the electric field, $e$ is the elementary charge, $m \equiv \hbar k_F/\nu_F$ is the bare effective mass, $k_F$ being the Fermi wave vector, $K^* = \left[ \partial \bar{n}/\partial \bar{n} \right]^{-1}$ is the compressibility [1, 2, 36], $P = P(\bar{n})$ being the pressure, $\nu^*$ is the kinematic viscosity [25–27, 35], $D^*$ ($D$) is the Drude weight of the interacting [37, 38] (non-interacting) electron system. A derivation of Eq. (1) is given in Sect. I of Ref. 39.

In this work we identify signatures of the transition between the hydrodynamic ($\omega \ll \gamma_{ee}$) and collisionless ($\omega \gg \gamma_{ee}$) regimes in the dispersion and, most importantly, the damping of AP modes. In the case of single-layer graphene (SLG) at room temperature, for example, $\tau_{ee} \approx 0.15$ ps at typical carrier densities [24] ($\bar{n} = 1.0 \times 10^{12}$ cm$^{-2}$, say) and the crossover is expected to occur in the THz range. Our work is structured as follows. We first introduce the two main ingredients of our theory: the non-local longitudinal conductivity $\sigma_L(q, \omega)$—Eq. (2)—and the interaction potential $v_{q, \omega}$, both calculated in the long-wavelength limit. We then find AP modes, which are described by an equation of the form $q_p = q_p(\omega)$ for every real frequency $\omega$. Here $q_p$ is a complex wave vector $q_p = \text{Re}(q_p) + i\text{Im}(q_p)$, which gives access to both dispersion and damping. Finally, we analyze the coupling of these modes to a near-field probe and discuss our results.

The non-local conductivity from Landau kinetic theory.—The response of a 2D electron liquid to an external scalar potential can be calculated using Landau kinetic equation [1, 2] for a normal Fermi liquid, which governs the response of the quasiparticle distribution function to slowly-varying electromagnetic fields [27, 34]. Its use is justified when the excitation wavelength is sufficiently long compared to the inverse of the Fermi wave vector $k_F$, and when the excitation energy $\hbar \omega$ is sufficiently small compared to the Fermi energy $E_F$, and to the energy of the lowest inter-band excitation $E_g$.

As detailed in Sects. I-II of Ref. 39, the linearized kinetic equation can be solved by using a simple ansatz [27]. After lengthy but straightforward algebra, we find the following expression for the longitudinal non-local conductivity [40], which controls the current response to an electric field parallel to $\mathbf{q}$:

$$\sigma_L(q, \omega) = \frac{iD^*/\pi}{\omega + i\gamma + i\gamma_{ee} + \frac{D^* v_F}{2} + \sqrt{1 - \left( \frac{v_F^2 q}{\omega + i\gamma + i\gamma_{ee}} \right)^2} - 1} - \frac{1}{2} \frac{D^*}{D} K^* \frac{v_F^2 q^2}{\omega}. \quad (2)$$

Here, $D = \pi e^2 \bar{n}/m$ ($K = N/\bar{n}^2$) is the Drude weight (compressibility) of the non-interacting system, $N =$
\(N_f/(2\pi\hbar^2)\) being the density-of-states at the Fermi energy and \(N_f\) the number of fermion flavors (e.g. \(N_f = 4\) for graphene). In Landau theory of Fermi liquids \([1, 2]\), \(K/K^* = (v_F/\nu F)(1 + F^s_0)\) and \(D^*/D = (v_F/\nu F)(1 + F^s_1)\), where \(F^s_{0(1)}\) is the spin-symmetric dimensionless Landau parameter in the \(s (p)\) angular momentum channel \([1, 2, 41]\). The many-body corrections \(v_F^*/\nu F, K^*/K,\) and \(D^*/D\) can be calculated from approximated theories \([8, 18, 36, 37]\) and are fundamental for a quantitative interpretation of experimental data since, for example, \(v_F^*/\nu F \approx 1.3\) \([18]\), \(K^*/K \approx 0.8\) \([8]\), and \(D^*/D \approx 1.5\) \([37]\) in SLG at densities on the order of \(10^{12} \text{ cm}^{-2}\).

In deriving Eq. (2) we made the following assumptions. i) The momentum-conserving and the momentum-relaxing collisions are described by one parameter each, i.e. differences between the relaxation times of the different angular components of the distribution function \([42]\) and the difference between \(\tau_{ee}\) and the viscosity time \(\tau_v\) \([24]\) are neglected. ii) Only the zeroth- and first-order, spin symmetric, Landau parameters \(F^s_{0(1)}\) are considered. Higher-angular-momentum Landau parameters \(F^s_l\) with \(l \geq 2\) are typically smaller, unless the system is highly correlated. We used these assumptions to derive the simplest yet highly-non-trivial model for the non-local longitudinal conductivity. However, the technique we used in our derivation, based on analytical inversion of tridiagonal matrices \([39, 43]\), easily allows the introduction of different scattering rates for the different harmonics of the distribution function \([42]\) as well as higher-order Landau parameters. Eq. (2) is the first important result of this work because, despite its simplicity, it i) embodies a wealth of physical effects, including many-body effects beyond the Random Phase Approximation (RPA), ii) allows us to span the whole frequency range, from the hydrodynamic to the collisionless regime, and iii) is valid with no assumptions on the relative values of the parameters, other than the ones mentioned previously for the applicability of Landau kinetic equation. In what follows we will anyway assume that \(\gamma_{ee} \gg \gamma\) because the hydrodynamic regime is relevant only in this case.

We now look at four special limits of Eq. (2). i) We first set \(q = 0\), i.e. we consider the local conductivity. In this case, Eq. (2) reduces to a Drude-like formula with a renormalized Drude weight \(D^*\) and a damping rate \(\gamma\) induced solely by momentum-non-conserving collisions. The e-e collision rate \(\gamma_{ee}\) appears at order \(q^2\). Note that e-e interactions fully disappear from \(\sigma_1(0, \omega)\) in a Galilean invariant electron system where \(D^* = \nu F\) because in this case \([1, 2]\) \(v_F^*/\nu F = 1/(1 + F^s_1)\). ii) Second, expanding to second order in \(|v_F^* q/(\omega + i\gamma + i\gamma_{ee})|\) the square root in the denominator of Eq. (2) and taking the limit \(\omega \ll \gamma_{ee}\), we obtain the hydrodynamic non-local conductivity \([24]\)

\[\sigma^b_1(q, \omega) = \frac{iD^*/\pi}{\omega + i\gamma + q^2\left(i\nu^*/nmD^*K^*\omega\right)},\]  

where \(\nu^* \equiv D^*v_F^*/[4D(\gamma_{ee} + \gamma)]\). Ignoring many-body renormalizations, our result for \(\nu^*\) reduces to the “classical” formula for the viscosity of an electron gas \([27, 44]\), while for Galilean invariant systems it reduces to the expression given in Ref. \([34]\) with \(F^s_2 = 0\). The quantity \(\sigma^b_1(q, \omega)\) can be obtained directly by using Eq. (1) coupled to the continuity equation. iii) Third, if both many-body renormalizations and e-e collisions are neglected we recover the response function used in Ref. \([45]\) to discuss the effect of diffusion (i.e. electron-impurity collisions) on 2D unscreened plasmons. iv) Finally, if the scattering rates \(\gamma\) and \(\gamma_{ee}\) are both sent to zero, the long-wavelength \((q \ll k_F)\) limit of the collisionless conductivity of a 2D electron system \([46]\) with parameters renormalized by e-e interactions is recovered.
The screened e–e interaction.—The dispersion of plasmons in a material depends also on the interaction potential $v_{q,\omega}$ between charges in the material itself. This quantity relates the Fourier transform of $n(q,\omega)$ to the Fourier transform of the induced (i.e. Hartree) scalar potential $V_{\text{ind}}(q,\omega)$, i.e. $V_{\text{ind}}(q,\omega) = v_{q,\omega} n(q,\omega)$. In 2D materials the interaction potential is strongly affected by the presence of nearby dielectrics or conductors. The interaction potential for generic layered structures can be easily calculated [7, 47]. For example, for a graphene sheet encapsulated between hBN slabs of different thickness and in the presence of a metallic gate has been calculated in Ref. 7. For low frequencies (i.e. low compared to all, e.g. phonon, features in the dielectric functions of the nearby dielectrics) and long wavelengths (i.e. for $q$ much smaller than the inverse of the dielectric thickness) $v_{q,\omega}$ can be safely replaced by its limit $v_{q,\omega} \approx \lim_{q,\omega \to 0} v_{q,\omega} = e^2/C$, $C$ being the capacitance per unit area of the structure (see Sect. III of Ref. 39). If we consider a structure made of a perfectly conducting gate parallel to the 2D electron system and separated along the $\hat{z}$-direction by a dielectric spacer of thickness $d$ and dielectric tensor $\epsilon$, the capacitance per unit area is $C = \epsilon_{zz}/(4\pi d)$, where $\epsilon_{zz}$ denotes the tensor component along the $\hat{z}$ direction. For all realistic experimental geometries [7, 8] using e.g. graphene encapsulated in hBN, the plasmon wavelength is much longer than the thickness of the whole device and, therefore, the replacement $v_{q,\omega} \rightarrow e^2/C$, i.e. the so-called local capacitance approximation (LCA), is fully justified in the THz regime where the hydrodynamic-ballistic crossover takes place. All results reported in Figs. 2 and 3 refer to SLG encapsulated in hBN.

AP velocity and damping.—Mathematically, plasmons are zeroes of the longitudinal dielectric function $\epsilon_{ll}(q,\omega)$ of the 2D electron system, $\epsilon_{ll}(q,\omega) = 1 + iq^2 v_{q,\omega} \sigma_L(q,\omega)/(\epsilon^2 \omega)$. Using the LCA the latter becomes

$$\epsilon_{ll}(q,\omega) = 1 - \Lambda^{-1} \left( -i \pi q^2 v_{D}^2 \sigma_L(q,\omega) / 2 \omega D \right),$$

where

$$\Lambda = \frac{C}{e^2 N},$$

is a dimensionless parameter that characterizes how much the e–e interaction is screened by the nearby dielectric environment. Numerical values of this important parameter are given in Sect. IV of Ref. [39] for graphene.

The plasmon equation $\epsilon_{ll}(q,\omega) = 0$ with $\epsilon_{ll}(q,\omega)$ as in Eq. (4) can be solved for the plasmon wave vector $q_p$. We find $q_p(\omega) = (\omega/S_\omega) \sqrt{1 + 2i \Gamma \omega / \omega}$, where $S_\omega$ and $\Gamma$ are real functions of the frequency representing the velocity and the damping of the mode respectively. These two functions can be calculated analytically (see Sect. V of Ref. [39]) and the result is shown in Fig. 2. We are now interested in the asymptotic behavior of $S_\omega$ and $\Gamma$ for $\omega \gg \gamma_{\text{ee}}$ (collisionless limit) and $\omega \ll \gamma_{\text{ee}}$ (hydrodynamic limit). In the former we find

$$S_c = \frac{v_F (\Lambda^{-1} + \frac{K_F}{K^*})}{\sqrt{\frac{(2D v_F + 4D v^*_F - 2D^* v_F)(\Lambda^{-1} + \frac{K_F}{K^*}) - D^* v_F^2}{2D^* v_F^2}}} \left\{ \frac{1}{1 + \sqrt{1 - \frac{16 v_F^2 D (v_F D - v_F D^*)(\Lambda^{-1} + \frac{K_F}{K^*})^2}{[(2D v_F + 4D v^*_F - 2D^* v_F)(\Lambda^{-1} + \frac{K_F}{K^*}) - D^* v_F^2]^2}} \right\}$$

while in the latter we find

$$S_h = v_F \sqrt{\frac{D^*(\Lambda^{-1} + \frac{K_F}{K^*})}{2D}},$$

$$\Gamma_c = \frac{\gamma}{2} + \frac{D^* v_F v_F^* \omega^2}{8D (\gamma + \gamma_{\text{ee}}) S_h^2}.$$
the damping of the AP mode is completely controlled by momentum-relaxing collision, with $\gamma_{ee}$ dropping out of the problem.

On the other hand, for $\Lambda \gg 1$ the velocities in the two regimes converge to distinct values. The velocity of the AP mode in the collisionless regime tends to a value which is close (ignoring here, for the sake of simplicity, many-body corrections) to the Fermi velocity, $S_c \to v_F$, while in the hydrodynamic regime it converges to the speed of sound in a neutral Fermi liquid [48, 50], i.e. $S_h \to v_F \sqrt{(D^T K)/(2D K^*)} \approx v_F / \sqrt{2}$. The situation is even more dramatic for the damping $\Gamma_c$. In the hydrodynamic regime, and for $\Lambda \gg 1$, we have $\Gamma_h \approx \gamma / 2 + \omega^2 / [4(\gamma + \gamma_{ee})]$, while $\Gamma_c \approx \gamma + \gamma_{ee}$, implying that the extrinsic dissipation controlled by $\gamma$ becomes twice more efficient with respect to the $\Lambda \ll 1$ case and a new damping mechanism controlled by $\gamma_{ee}$ kicks in. In Fig. 2 we show the impact of $\Lambda$ on the real and imaginary parts of $q_p$. When frequency increases, the damping starts to acquire a significant contribution from e-e collisions. This shows up as viscous dissipation in the hydrodynamic regime—see the second term in Eq. (9). In this regime, indeed, the contribution to the damping is proportional to $q^2$ and therefore to $\omega^2$, since we are probing the damping along the AP dispersion. When frequency is further increased above $\gamma_{ee}$, the e-e contribution to the damping saturates to a finite value. Note that since in hydrodynamic electron liquids $\gamma_{ee} \gg \gamma$, this contribution can be the dominant one even with moderate values of $\Lambda$ and lead to a significant increase of the imaginary part of $q$, as shown in Fig. 2(b).

**Coupling efficiency to a near-field probe.**—In order to design experiments that are able to probe the collisionless to hydrodynamic crossover with light, it is important also to consider the coupling strength of APs to an external field. We characterize the coupling to an external near-field probe using the quantity $\eta_z(\omega)$ defined by the ratio between the power fed into the AP mode by a dipole source of strength $p$ and frequency $\omega$, located at an height $z$, with its axis perpendicular to the 2D liquid, and the power radiated by the same source in vacuum, given by Larmor’s formula (see Sect. VI of Ref. [39]).

In Fig. 3 we show the numerically-calculated dependence of $\eta_z(\omega)$ on frequency for different vertical positions $z$ of the dipole for the aforementioned case of a 2D material separated from a perfect metal located at $z = -d$ by a dielectric spacer. For long wavelengths, and assuming small dissipation we can approximate $\eta_z(\omega)$ as

$$\eta_z(\omega) \approx \frac{3\pi |Z|c^3[\text{Re}(q_p)]^3}{\epsilon \omega^3} \times \left\{ \frac{d\text{Re}(q_p) e^{-2\text{Re}(q_p) z}}{(d\text{Re}(q_p))^{-1} 0 > z > -d,} \right\},$$

where $Z = \left\{ [\text{Re}(q_p) \partial_z \epsilon(q, \omega)|_{q = q_p} ]^{-1} = -[2 + q_p \partial_q \log[\sigma_L(q_p, \omega)]]^{-1} \approx -1/2. Since $q_p d$ is a small number, we see that the AP modes are much more coupled to a dipole located between the material and the gate. This happens because the electric field of AP modes is mainly concentrated in the spacer region [49]. This suggests that to couple efficiently to these modes, structures specially designed for launching plasmons should be put in the region where the field is concentrated.

In summary, we have studied the dispersion and damping of APs in a 2D electron liquid at the crossover between the hydrodynamic and collisionless regimes. We have found that, in the presence of strong screening by an external gate, both the velocity and the damping of AP modes are enhanced in the collisionless regime, with the enhancement being more dramatic for the damping. If the screening is strong enough, i.e. if $\Lambda > 1$, well defined APs with a phase velocity smaller than the Fermi velocity $v_F$ (but larger than the sound velocity $\approx v_F / \sqrt{2}$) are allowed in the hydrodynamic regime.

Notice that some properties of plasmons in 2D Fermi liquids have been discussed in two recent publications, Refs. 50 and 51. However, the former mainly focuses on the difference between long-range and short-range interactions, and considers only the many-body compressibility renormalization. In the latter work, effects beyond RPA are neglected, and so are momentum non-conserving processes. We have, however, demonstrated that the latter processes are important to correctly describe the plasmon damping and introduce the possibility of having overdamped excitations at low frequencies and long wavelengths, as shown in Eqs. (7) and (9). The nonlinear electromagnetic response of a Dirac electron fluid at the crossover between the collisionless and hydrodynamic regimes has been discussed in Ref. 52.
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Note that we adopted the definition of Landau parameters given in Ref. 2. We warn the reader that other authors use a definition that differs from ours by a factor of two for the parameters \( F^7_l \) with \( l > 0 \). The definition of \( F^5_0 \) is instead universally accepted.

P.J. Ledwith, H. Guo, A.V. Shytov, and L. Levitov, arXiv:1708.02376.

L. Lorentzen and H. Waadeland, Continued Fractions with Applications (Elsevier Science Publishers B.V., North Holland, 1992)
I. Linearized Boltzmann Equation

For sufficiently long-wavelengths (long compared with the inverse of the Fermi wavevector $k_F$) and low-frequencies (low with respect to the Fermi energy $E_F$ and to the energy $E_{qs}$ of the lowest inter-band excitation), an interacting 2D electron system can be described as a gas of weakly-interacting quasiparticles. If the system is in the paramagnetic state and there is no external perturbation coupling to the spin degrees of freedom, the dynamics of quasiparticles is governed by the classical, spin-independent, Hamiltonian:

$$\mathcal{H}(r,p,t) = \epsilon_p^* - e\phi(r) + U_L(r,p,t).$$  \hspace{0.5cm} (S1)

Here, $\epsilon_p^*$ is the band energy of an electron with momentum $p$, renormalized by e-e interactions, $\phi(r,t)$ is the electric scalar potential, and $U_L(r,p,t)$ is the spin-averaged Landau interaction potential defined by

$$U_L(r,p,t) = \frac{L^2}{2\hbar^2} \sum_{\sigma\sigma'} \int \frac{dp'}{(2\pi)^2} f_{p\sigma,p'\sigma'} \delta f^{(1)}(r,p',t),$$  \hspace{0.5cm} (S2)

where $f_{p\sigma,p'\sigma'}$ is the Landau interaction function between an electron with momentum $p$ and spin $\sigma$ and an electron with momentum $p'$ and spin $\sigma'$, $\delta f^{(1)}(r,p,t)$ is the deviation of the one-particle, spin summed, distribution function from its equilibrium value, and $L^2$ is the surface of the 2D electron system. The Landau interaction function describes, in a mean-field way, dynamical exchange and correlation effects arising from the deviation of the occupation numbers of the electronic states from their equilibrium values.

The classical Hamiltonian (S1) determines the response of quasiparticles via the Landau kinetic equation:

$$[\partial_t + v(r,p,t) \cdot \nabla_r + F(r,p,t) \cdot \nabla_p] f^{(1)}(r,p,t) = S^{\sigma}(f^{(1)}(r,p',t))(r,p,t) + S^{\sigma}(f^{(1)}(r,p',t))(r,p,t),$$  \hspace{0.5cm} (S3)

where $v(r,p,t) \equiv \nabla_p \mathcal{H}(r,p,t)$ is the quasiparticle velocity, $F(r,p,t) \equiv -\nabla_r \mathcal{H}(r,p,t) = -eE(r,t) - \nabla_r U_L(r,p,t)$ is the total force acting on quasiparticles, $E(r,t) = -\nabla_r \phi(r,t)$ being the electric field, $S^{\sigma}(f^{(1)}(r,p',t))(r,p,t)$ is the collision integral that takes into account collisions with the lattice (i.e. electron-phonon scattering) and electron-impurity collisions, while $S^{\sigma}(f^{(1)}(r,p',t))(r,p,t)$ is the collision integral for e-e scattering.

To simplify Eq. (S3) we introduce the following Ansatz:

$$f^{(1)}(r,p,t) = f_0(\epsilon_p^*) + \sum_{m=-\infty}^{+\infty} \mathcal{F}_m(r,t)e^{im\theta_p},$$  \hspace{0.5cm} (S4)

where $f_0(\epsilon) = \exp(\{\epsilon - \mu\}/(k_BT)) + 1$ is the equilibrium Fermi-Dirac distribution function at chemical potential $\mu$ and temperature $T$, $f_0'(\epsilon)$ is its derivative with respect to the energy $\epsilon$.

Inserting this ansatz in Eq. (S3), retaining only terms that are linear in the coefficients $\mathcal{F}_m(r,\theta_p,t)$, integrating over the energy $\epsilon_p^*$, Fourier transforming with respect to time, and making use of the parametrization

$$\frac{f_{p\sigma,p'\sigma} + f_{p\sigma,p'\sigma}}{2} = \frac{1}{L^2N^*} \sum_{l=-\infty}^{+\infty} F[l] e^{il(\theta_p-\theta_p')}$$  \hspace{0.5cm} (S5)

of the Landau interaction function in terms of the so-called dimensionless Landau parameters $F[l]$—where, $N^*$ is the renormalized density of states at the Fermi level and $\theta_p$ is the polar angle of the vector $p$—we obtain:
\[ -i\omega \sum_{m=-\infty}^{+\infty} F_m(r,\omega)e^{im\theta_p} + v_F^* \hat{p} \sum_{m=-\infty}^{+\infty} (1 + F_{|m|}^s) \nabla F_m(r,\omega)e^{im\theta_p} + eE(r,\omega) = - \sum_{m=-\infty}^{+\infty} \left[ \Gamma_m^\text{el} + \Gamma_m^\text{ee} \right] F_m(r,\omega)e^{im\theta_p}. \]  

(S6)

Here, \( E(r,\omega) \) is the total electric field, i.e. the sum of the external field and the field generated by the electron distribution itself (the Hartree self-consistent field), \( v_F^* \equiv |\nabla F_{\pi\pi}| = h \gamma_{el} \) is the Fermi velocity as renormalized by e-e interactions, \( \hat{p} = p/|p| \), and the relaxation coefficients \( \Gamma_m^\text{el/ee} \) are defined in terms of the respective linearized collision integrals by

\[ \Gamma_m^\text{el/ee} = \int_{-\infty}^{+\infty} d\theta_p \int \frac{d\theta_p}{2\pi} e^{-im\theta_p} S_m^{\text{el/ee}} \left\{ -f'(\epsilon_p) e^{im\theta_p'} \right\}(p). \]  

(S7)

Conservation of the particle number in collisions forces \( \Gamma_0 \) to vanish for all scattering processes. Similarly, the conservation of total momentum forces \( \Gamma_{\pm 1} \) to vanish for e-e collisions, while electron-lattice and electron-impurity processes are not subject to this constraint.

We are now interested in solving Eq. (S6) in the presence of translational invariance. To this aim, we perform a Fourier transform on the spatial variable, multiply (S6) by \( \exp[-im\theta_p] \), and average over the angle \( \theta_p \). This yields the infinite matrix equation

\[
\begin{pmatrix}
\cdots & \cdots & \cdots & \cdots \\
\cdots & a_{-2} & b_{-1} & 0 & 0 & \cdots \\
\cdots & b_{-2} & a_{-1} & b_0 & 0 & \cdots \\
\cdots & 0 & b_{-1}^\ast & a_0 & b_1 & 0 & \cdots \\
\cdots & 0 & 0 & b_0^\ast & a_1 & b_2 & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots
\end{pmatrix}
\begin{pmatrix}
F_{-2}(q,\omega) \\
F_{-1}(q,\omega) \\
F_0(q,\omega) \\
F_1(q,\omega) \\
F_2(q,\omega) \\
\cdots
\end{pmatrix}
= -\frac{i\epsilon v_F^*}{2}
\begin{pmatrix}
0 \\
E^{(+)}(q,\omega) \\
0 \\
E^{(-)}(q,\omega) \\
0 \\
\cdots
\end{pmatrix},
\]  

(S8)

where

\[ a_n = \omega + i\Gamma_n^\text{ee} + i\Gamma_n^\text{el}, \]  

(S9)

and

\[ b_n = b(1 + F_{|m|}^s). \]  

(S10)

Here, \( b = -v_F^* q^{(+)} / 2 \), with \( q^{(\pm)} = q_x \pm iq_y \), and \( E^{(\pm)}(q,\omega) = E_x(q,\omega) \pm iE_y(q,\omega) \).

The solution of Eq. (S8) requires the inversion of the tridiagonal matrix \( M \) appearing on the left hand side of this equation. In what follows we evaluate the relevant elements of \( M^{-1} \), using the continued fraction method, with the aim of calculating the response of the electron density to a longitudinal electric field.

Up to now our model has been completely general. For the purpose of obtaining a simple expression for the response function we make the following assumptions: i) The electron-lattice and electron-impurity processes are characterized by only one parameter, i.e. \( \gamma \). We therefore have \( \Gamma_0^\text{el} = 0 \) and \( \Gamma_m^\text{el} = \gamma_{el/ee} \) for \( |m| > 1 \). ii) The e-e collisions are described by only one parameter, i.e. \( \gamma_{ee} \), resulting in \( \Gamma_0^\text{ee} = \Gamma_{m=1}^\text{ee} = 0 \), and \( \Gamma_m^\text{ee} = \gamma_{ee} \) for \( |m| > 1 \). iii) We consider only the zeroth- and first-order Landau parameters, \( F_0^s \) and \( F_1^s \), respectively, while all the \( F_l^s \) with \( l > 2 \) are set to zero. The solution method presented in the next Section can, however, be trivially generalized to any finite number of Landau parameters and relaxation rates.

With the aforementioned approximations, we find \( a_0 = \omega, a_{\pm 1} = \omega + i\gamma, a_m = \omega + i\gamma_{tot} \), with \( \gamma_{tot} \equiv \gamma + \gamma_{ee} \) for \( |m| \geq 2 \), while \( b_0 = b(1 + F_0^s), b_{\pm 1} = b(1 + F_1^s), b_m = b \) for \( |m| \geq 2 \). In the spirit of Ref. S4, we can obtain the hydrodynamic equations by truncating the matrix \( M_{ij} \), retaining only the elements with \( i, j \leq 2 \).

For \( i = 0 \) we obtain the continuity equation

\[
- i\omega n(q,\omega) + i\mathbf{q} \cdot \mathbf{J}(q,\omega) = 0 ,
\]  

(S11)

where the induced density is directly related to \( F_0(q,\omega) \) by

\[ n(q,\omega) \equiv \int d\mathbf{p} \delta f^{(1)}(q,\mathbf{p},\omega) \approx N^e F_0(q,\omega) , \]  

(S12)
and the current is related to $F_{\pm 1}(q, \omega)$ by
\[
 J(r, \omega) \equiv \int dp \, v(r, p, \omega) f(1)(r, p, \omega) \approx N^* v^*(1 + F^*_1) \left( F_{-1}(r, \omega) + iF_1(r, \omega) \right).
\] (S13)

In the above equations we neglected, for consistency, terms of higher order in the coefficients $F_n(q, \omega)$ and ignored the thermal smearing of the Fermi-Dirac function.

From the two equations for $i = \pm 1$ and using the equations for $i = \pm 2$ to eliminate $F_{\pm 2}(q, \omega)$, we obtain
\[
 -i\omega J(q, \omega) = -\gamma J(q, \omega) - \frac{(v_F^*)^2(1 + F^*_1)(1 + F^*_1)}{2} i q n(q, \omega) - e \frac{(v_F^*)^2 N(1 + F^*_1)}{2} E(q, \omega) - \frac{(v_F^*)^2(1 + F^*_1)}{4(\gamma + \gamma_{\text{ee}} - i\omega)} q^2 J(q, \omega). \quad \text{(S14)}
\]

By taking the limit $\omega \ll \gamma + \gamma_{\text{ee}}$ in the last term and identifying
\[
 \frac{(v_F^*)^2(1 + F^*_1)}{4(\gamma + \gamma_{\text{ee}})} = \nu^*, 
\] (S15)
\[
 \frac{v_F^* N}{2} = \bar{n}, 
\] (S16)
\[
 \frac{v_F^*(1 + F^*_1)}{D^*} = \frac{D^*}{D}, 
\] (S17)
\[
 \frac{\bar{n}m v_F^*(1 + F^*_1)}{2} = \frac{1}{K^*}, 
\] (S18)
\[
 \frac{\bar{n}m v_F^*(1 + F^*_1)}{2} = \frac{1}{K^*}, 
\] (S19)

we obtain the Navier-Stokes equation (1) in the main text.

II. LONGITUDINAL RESPONSE

In this Section we calculate the density response to a longitudinal field. In this case, we write $E(q, \omega) = -iq \phi(q, \omega)$, yielding $E^{(\pm)}(q, \omega) = -iq^{(\pm)} \phi(q, \omega)$. We are interested in calculating the density response, which, as stated in Eq. (S12), is proportional to $F_0(q, \omega)$. The proper density-density response function\(^{32}\) of the system is then given by
\[
 \tilde{\chi}_{nn}(q, \omega) = \frac{N^* F_0(q, \omega)}{-e \phi(q, \omega)} = -N^* \left\{ b [M^{-1}]_{0, 1} + b^* [M^{-1}]_{0, 1} \right\} = N^* \frac{a_0 [M^{-1}]_{00} - 1}{1 + F^*_0}. \quad \text{(S20)}
\]

In writing the last equality we had to invert the matrix $M$ in Eq. (S8). We also used: i) The Kramers rule expression for the inverse matrix elements $[M^{-1}]_{0,1} = -D_{1,0}/D$, $[M^{-1}]_{00} = D_{0,0}/D$, where $D_{i,j}$ is the determinant of the matrix obtained from $M$ by suppressing the $i$-th row and the $j$-th column and $D = \det[M]$. ii) The Laplace expansion on the 0-th column of the determinant $D$, which yields $D = a_0 D_{0,0} - b_0 D_{1,0} - b_0 D_{1,0}$. iii) $b_0 = b(1 + F^*_0)$.

For a tridiagonal matrix $M$ in the form (S8), a diagonal element of the inverse matrix $M^{-1}$ can be expressed as a continued fraction\(^{30}\)
\[
 [M^{-1}]_{00} = \frac{1}{a_0 - \frac{b_1 b_0^*}{a_1 - \frac{b_2 b_1^*}{a_2 - \cdots}}} = \frac{1}{a_0 - \frac{2|b|^2(1 + F^*_0)(1 + F^*_1)}{a_1 + (1 + F^*_1)\xi(q, \omega))}}, \quad \text{(S21)}
\]

where $\xi(q, \omega)$ respects the self-consistent equation
\[
 \xi(q, \omega) = \frac{-|b|^2}{a_2 - \frac{|b|^2}{a_2 - \cdots\cdots}} = -\frac{|b|^2}{a_2 + \xi(q, \omega)}. \quad \text{(S22)}
\]

Solving for $\xi(q, \omega)$ and substituting the values of $a_2$ and $b$ we obtain
\[
 \xi(q, \omega) = \frac{\omega + i\gamma_{\text{tot}}}{2} \sqrt{1 - \frac{(v_F^*)^2 q^2}{(\omega + i\gamma_{\text{tot}})^2} - 1}. \quad \text{(S23)}
\]
Here, we chose the solution of Eq. (S22) with the positive sign of the square root to make sure that the first-order expansion of $\xi$ in Eq. (S23) in $|b|^2$ coincides with the truncation of the continued fraction up to first order in Eq. (S22).

Making use of Eqs. (S20)-(S21), and (S23), we obtain the final result

$$\hat{\chi}_{nm}(q,\omega) = \frac{(1 + F_1^*)\nu_F^2N^* q^2}{\omega(\omega + i\gamma)N(1 - F_1^*)} \left[ \nu_F^2 \frac{\sqrt{(\omega + i\gamma)(1 - F_1^*) - (1 + F_1^*)}}{i\gamma}\right].$$  \hspace{1cm} (S24)

Eq. (S24) is the semi-classical density-density response function of a 2D electron liquid, taking into account momentum-conserving and momentum-non-conserving collisions, and many-body effects through the renormalization of $v_F$ and $N_0$, and the Landau parameters $F_0^*$ and $F_1^*$. This result can be easily converted into the longitudinal conductivity in Eq. (2) of the main text using $\chi_{nm}(q,\omega) = -ie^2\sigma_L(q,\omega)/(e^2\omega)$, Eqs. (S17)-(S18), and $N/N^* = v_F^*/v_F$.

III. LOCAL CAPACITANCE APPROXIMATION

The interaction potential between two electrons in a 2D system is

$$v_q = e^2G(q,0,0),$$  \hspace{1cm} (S25)

where $G(q,z,z')$ is the electrostatic Green function satisfying

$$q^2\epsilon(q,z)G(q,z,z') - \partial_z[\epsilon(q,z)\partial_zG(q,z)] = 4\pi\delta(z-z'),$$

where $z = 0$ is the plane where electrons roam, and $\epsilon(q,z)$ is the in-plane (out-of plane) dielectric constant of the dielectric environment. This equation must be supplemented by the boundary conditions at the metallic gate, i.e.

$$\frac{qG(q,z = -d^+,z')}{\epsilon(q,z = -d^+,z')} = \mathcal{Z}. \hspace{1cm} (S27)$$

Here, $\mathcal{Z}$ is the dimensionless impedance of the metallic gate ($\mathcal{Z} = 0$ for a perfect conductor). In presence of screening by nearby conductors, the electrostatic Green function converges to a finite limit in the long-wavelength limit. It is therefore meaningful to define a capacitance per unit area

$$C \equiv \lim_{q\to 0} \frac{1}{G(q,0,0)}. \hspace{1cm} (S28)$$

IV. COMPARISON OF THE SCREENING PARAMETER IN SINGLE-LAYER AND BILAYER GRAPHENE

The dimensionless quantity $\Lambda$ introduced in Eq. (5) of the main text is the most important parameter of our theory since its value determines whether or not the crossover between the collisionless and hydrodynamic regimes is clearly discernible or not. In Fig. S1 we show its value as a function of density and gate distance for an heterostructure made of graphene separated from a metal gate by an hBN slab of thickness $d$. It is evident that single-layer graphene allows to reach larger values of $\Lambda$ with respect to bilayer graphene thanks to its smaller effective mass, especially at low densities.

V. EXACT SOLUTION OF PLASMON EQUATION

This Section is devoted to the calculation of the solutions of the plasmon equation $\epsilon_L(q,\omega) = 0$ with $\epsilon_L(q,\omega)$ given by Eq. (4) of the main text. By rearranging the various terms, the equation $\epsilon_L(q,\omega) = 0$ is equivalent to

$$\sqrt{(\omega + i\gamma + i\gamma_{ee})^2 - \left(qv_F^*\right)^2} = \left(\Lambda^{-1} + \frac{K}{\nu_F^2}\right)\nu_F^* (qv_F^*)^2 - \frac{2Dv_F^* (\omega + i\gamma)}{Dv_F} \left(p + i\gamma + i\gamma_{ee}\right). \hspace{1cm} (S29)$$

Under the condition

$$\text{Re} \left[ \left(\Lambda^{-1} + \frac{K}{\nu_F^2}\right)\nu_F^* (qv_F^*)^2 - \frac{2Dv_F^* (\omega + i\gamma)}{Dv_F} \left(p + i\gamma + i\gamma_{ee}\right) \right] \geq 0,$$  \hspace{1cm} (S30)
FIG. S1. (a) Screening parameter $\Lambda$ as a function of electronic density $n$ and spacer thickness $d$ for a single-layer graphene/hBN/metal heterostructure like the one used in Ref. S3. Results in this figure have been obtained by setting $\varepsilon_{zz} = 3.5$ and $Z = 0$. Contour lines have been drawn for $\Lambda = 0.25$ (blue), $\Lambda = 0.5$ (orange), and $\Lambda = 0.25$ (green). (b) Same as in panel (a) but for bilayer graphene.

this becomes

$$\left(\frac{qv_F}{\omega}\right)^4 + Q \left(\frac{qv_F}{\omega}\right)^2 + R = 0,$$

with

$$Q = \frac{\omega \frac{D^*_{v_F}}{v_F} - 2 \left[ (2 \frac{v_F^*}{v_F} - \frac{D^*_{v_F}}{v_F}) (\omega + i\gamma) - i \frac{D^*_{v_F}}{v_F} \gamma_{ee} \right] (\Lambda^{-1} + \frac{K}{K^*})}{\omega (\Lambda^{-1} + \frac{K}{K^*})^2 \frac{D^*_{v_F}}{v_F}}$$

and

$$R = -\frac{4(\omega + i\gamma)[D^*_{v_F} (\omega + i\gamma + i\gamma_{ee}) - \frac{v_F^*}{v_F}(\omega + i\gamma)]}{\omega^2 \frac{v_F^*}{v_F}(\frac{D^*_{v_F}}{v_F})^2 (\Lambda^{-1} + \frac{K}{K^*})^2}.$$ 

Eq. (S31) is a quadratic equation for $(qv_F/\omega)^2$ with solutions

$$\left(\frac{qv_F}{\omega}\right)^2 = \frac{-Q}{2} - \frac{\sqrt{Q^2 - 4R}}{2} = -\frac{Q + \sqrt{1 + 4QR^{-2}}}{2},$$

where we discarded the second solution since it gives $\text{Im}(q) < 0$, which has no physical meaning. Finally, Eq. (S34) is equivalent to Eq. (6) of the main text if we define the following quantities as the velocity and damping, respectively:

$$S_\omega = \frac{v_F}{\sqrt{\text{Re} \left[ \left(\frac{qv_F}{\omega}\right)^2 \right]}}$$

and

$$\Gamma_\omega = \frac{\omega \text{Im} \left[ \left(\frac{qv_F}{\omega}\right)^2 \right]}{2 \text{Re} \left[ \left(\frac{qv_F}{\omega}\right)^2 \right]}.$$
In order to obtain expressions for $S_\omega$ and $\Gamma_\omega$ in the collisionless limit, we expand up to linear order in $\gamma/\omega$ and $\gamma_{ee}/\omega$. We find $Q \approx Q_0 + i\gamma/\omega Q_\gamma + i\gamma_{ee}/\omega Q_{ee}$ and $R \approx R_0 + i\gamma/\omega R_\gamma + i\gamma_{ee}/\omega R_{ee}$, where

$$Q_0 = -\frac{2(2v_F^2 - D^*)r}{(\Lambda^{-1} + K^*)^{2}D^* v_F^2}$$

$$Q_\gamma = -\frac{2(2v_F^2 - D^*)r}{(\Lambda^{-1} + K^*)^{2}D^* v_F^2}$$

$$Q_{ee} = \frac{2D^*}{(\Lambda^{-1} + K^*)^{2}D^* v_F^2}$$

$$R_0 = -\frac{4(D^* - v_F^2)}{v_F^2(D^*)^2(\Lambda^{-1} + K^*)^{2}}$$

$$R_\gamma = -\frac{8(D^* - v_F^2)}{v_F^2(D^*)^2(\Lambda^{-1} + K^*)^{2}}$$

$$R_{ee} = -\frac{4}{v_F^2 D^*(\Lambda^{-1} + K^*)^{2}}$$

The replacement of the approximate expressions for $Q$ and $R$, with the coefficients above, into Eq. (S34) results in the following expression

$$\left(\frac{q v_F}{\omega}\right)^2 \approx \left[-Q_0 + \frac{1 + \sqrt{1 + 4R_0 Q_0^2}}{2}\right] + \frac{i\gamma}{\omega} Q_\gamma + \frac{R_0 Q_0}{Q_0 \sqrt{1 + 4R_0 Q_0^2}} + \frac{R_{ee}}{Q_0 \sqrt{1 + 4R_0 Q_0^2}} + \frac{R_{ee} Q_{ee}}{Q_0 \sqrt{1 + 4R_0 Q_0^2}}$$

Finally, the replacement of Eq. (S43) into Eqs. (S35) and (S36) yields Eqs. (7) and (8) of the main text.

On the other hand, we can obtain the corresponding results in the hydrodynamic limit by expanding (S34) for $\gamma_{ee} \gg \omega$. This leads to

$$\left(\frac{q v_F}{\omega}\right)^2 + R^h = 0$$

with

$$R^h = \frac{D^*}{\omega} \left[\frac{-2(\omega + i\gamma)}{(\Lambda^{-1} + K^*)^{2}D^* v_F^2}\right]$$

Replacing Eq. (S44) into Eqs. (S35) and (S36) results in Eqs. (9) and (10) of the main text.

VI. COUPLING TO A NEAR-FIELD PROBE

We consider an external dipole source of strength $p$ and frequency $\omega$, positioned at height $z_d$ and with its axis pointing in the $\hat{z}$ direction. This can be described by an oscillating charge density

$$\rho_{ext}(q, z, \omega) = -p \delta'(z - z_d)$$

where $\delta'(z)$ is the derivative of $\delta(z)$ with respect to its argument. The field it generates is $E_d(r, z, \omega) = -\nabla \phi_d(r, z, \omega)$, with

$$\phi_d(r, z, \omega) = \int \frac{dq}{(2\pi)^2} e^{iq \cdot r} \int dz' G(q, z, z') \rho_{ext}(q, z', \omega) = \int \frac{dq}{(2\pi)^2} e^{iq \cdot r} p G'(q, z_d, z)$$

where $G(q, z, z')$ is the electrostatic Green function defined in Sect. III and $G'(q, z, z') = \partial_z G(q, z, z')$. 

The field $E_d(r, z, \omega)$ induces a charge oscillation in the electron liquid, which absorbs an average power

$$
\langle W \rangle (z_d) = \int d^3r \frac{1}{2} \text{Re} \left[-e J^*(r, \omega) \cdot E_d(r, 0, \omega) \right]
$$

$$= \frac{1}{2} \text{Re} \left[ i\omega e \int d^3r \ n^*(r, \omega) \phi_d(r, 0, \omega) \right]
$$

$$= \frac{1}{2} \text{Re} \left[ i\omega e \int \frac{d^3q}{(2\pi)^3} \ n^*(q, \omega) \phi_d(q, 0, \omega) \right]
$$

$$= \frac{1}{2} \text{Re} \left[ -i\omega e^2 \int \frac{d^3q}{(2\pi)^3} \chi_{nn}^*(q, \omega) \phi_d(q, 0, \omega)^2 \right]
$$

$$= -\frac{\omega e^2}{2} \int \frac{d^3q}{(2\pi)^3} |\phi_d(q, 0, \omega)|^2 \text{Im} \{\chi_{nn}(q, \omega)\} = \frac{\omega e^2}{2} \int \frac{d^3q}{(2\pi)^3} |\phi_d(q, 0, \omega)|^2 \text{Im} \left[ \frac{-1}{\nu q l_L(q, \omega)} \right]
$$

$$= \frac{\omega e^2 \rho^2}{2} \int \frac{d^3q}{(2\pi)^3} \left| G'(q, 0, 0) \right|^2 \mathcal{L}(q, \omega) = \frac{\omega e^2 \rho^2}{2} \int \frac{dqq}{2\pi} \frac{\left| G'(q, 0, 0) \right|^2}{G(q, 0, 0)} \mathcal{L}(q, \omega).
$$

In the second line we used integration by parts and the continuity equation, in the third Parseval’s theorem, in the fourth $n(q, \omega) = \chi_{nn}(q, \omega)(-\epsilon)\phi_d(q, 0, \omega)$ being the density-density response function of the electron system, in the fifth $\text{Im} \{\chi_{nn}(q, \omega)\} = \text{Im} \{1/[(\nu q l_L(q, \omega)]\}$, and, in the sixth, we defined the loss function $\mathcal{L}(q, \omega) = -\text{Im}[1/\epsilon_L(q, \omega)]$, and made use of the definition of the interaction potential (S25), and of the Fourier transform of (S47).

Since we are interested only in the power fed into the AP, which will be denoted by the symbol $\langle W \rangle_{AP}(z_d)$, we consider only the contribution to the above integral coming from wave vectors smaller than the edge $q_{eh}$ of the intra-band electron-hole continuum, $q_{eh}(\omega) \equiv \lim_{\Lambda \to \infty} \text{Re} \{q_{ph}(\omega)\}$.

We finally define the coupling efficiency as the ratio $\eta_{z_d}(\omega) \equiv \langle W \rangle_{AP}(z_d)/W_{\text{Larmor}}$ between the power fed into the AP and that radiated by the dipole if it was in free space, given by Larmor’s formula

$$\frac{W_{\text{Larmor}}}{\rho^2 \omega^4} = \frac{3 e^3}{3 c^3}.
$$

The final result reads as follows

$$\eta_z(\omega) = \frac{3 e^3}{4\pi \omega^3} \int_0^{q_{ph}(\omega)} dq q \left| G'(q, 0, 0) \right|^2 \mathcal{L}(q, \omega).
$$

The previous formula has been used to produce the numerical results in Fig. 3 of the main text.

In the case of a 2D material separated from a perfect metal located at $z = -d$ by a dielectric spacer, we can approximate, for long wavelengths, $G(q, z, 0) \approx e^{-qz}/C$ if $z > 0$ and $G(q, z, 0) \approx (z + d)/(dC)$ if $0 > z > -d$. Furthermore, if dissipation is small, we can approximate the loss function, in the relevant range of wave vectors, as a delta function peak $\mathcal{L}(q, \omega) \approx \pi |Z\text{Re}(q_{ph})\delta(q - \text{Re}(q_{ph}))$ with $Z \equiv |\text{Re}(q_{ph})\delta q_{ph}(q, \omega)|_{q=q_{ph}}\approx [2 + q_{ph}\partial q\sigma_L(q, \omega)|_{q=q_{ph}}/\sigma_L(q_{ph}, \omega)]^{-1} \approx -1/2$. Using these approximations in Eq. (S50) we get the approximate result in Eq. (10) of the main text.
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