Pattern Recognition in Vital Signs Using Spectrograms
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Abstract—Spectrograms visualize the frequency components of a given signal which may be an audio signal or even a time-series signal. Audio signals have higher sampling rate and high variability of frequency with time. Spectrograms can capture such variations well. But, vital signs which are time-series signals have less sampling frequency and low-frequency variability due to which, spectrograms fail to express variations and patterns. In this paper, we propose a novel solution to introduce frequency variability using frequency modulation on vital signs. Then we apply spectrograms on frequency modulated signals to capture the patterns. The proposed approach has been evaluated on 4 different medical datasets across both prediction and classification tasks. Significant results are found showing the efficacy of the approach for vital sign signals. The results from the proposed approach are promising with an accuracy of 91.55\% and 91.67\% in prediction and classification tasks respectively.

Index Terms—Vital signs, spectrograms, reconstructed signal, frequency modulation, physiological signals.

I. INTRODUCTION

Analyzing the patterns from vital signs can help us to detect or predict physiological abnormalities. In the case of patients in critical care units, continuous monitoring and analysis of vital signs are critical to detect or predict any medical emergency [1]. For example, a hypotensive [2] episode can be defined as an episode of abnormally low blood pressure that may hamper the supply of oxygen and vital nutrients to organs and may cause organ failure which may be fatal [3], [4].

Several works [1], [5] show that, by analyzing patterns in Blood Pressure continuously, it is possible to predict a hypotensive episode well ahead of time. In [6], a multimodal approach which includes vital signs as one of the parameters is used for detecting pain in neonates. The method combines predictions from different types of data such as facial expression, crying sound, body movements, and vital signs. This work proves that pain can be detected by analyzing vital signs. Vital signs also give information about the stress levels of a person apart from medical conditions. For example, several works [7], [8] have shown that analysis of patterns from vital signs can help us to detect if a person is under mental stress. Different machine learning algorithms have been used to recognize patterns from vital signs. For example, in [1], XGBoost algorithm is used to classify hypotensive episodes from normal Blood Pressure. In [5], Logistic Regression and Support Vector Machines are used for binary classification of hypotensive episodes. In [9], vital sign signals (time-series data) are encoded as pixels of an image at first and then analyzed using Gramian angular fields. Spectrograms have been used to represent ECG signals as images. For example, in [10], spectrogram has been used for analyzing ECG signals to detect obstructive sleep apnea. There is some research involving spectrogram analysis of Radar signals for detection of vital signs like [11], [12]. To the best of our knowledge, there is no work analyzing patterns from vital signs specifically Heart Rate, Respiratory Rate, Blood Pressure using spectrograms. This paper explores the usage of spectrograms for pattern recognition from vital signs.

Vital signs have low variability, low sampling frequency, and almost no seasonality. Due to this, it is difficult to extract patterns from vital signs using spectrograms directly. To solve this issue, we propose a novel solution for this using Frequency Modulation. Frequency modulation translates the amplitude of a vital signs signal to the frequency of another signal. In essence, the frequency of the other signal carries the information about the amplitude of the vital signs signal. By this method, we introduce high-frequency variability into the signal and also carry information about the amplitude of vital signs in frequency which can be analyzed using spectrograms.

II. BACKGROUND

A. Spectrogram

Spectrograms [13], [14] are the visual representations of frequency components of a signal. Spectrogram uses Fourier Transform [15] to translate a time-domain signal into frequency domain signal. It divides the whole signal into individual portions or windows and calculates the Fourier transform on each window and stitch them back into a single image revealing dominant frequencies in different windows. Spectrograms are typically applied to audio signals as they are best suited for frequency domain analysis. They can also be applied to time-series signals which exhibit seasonality. In Figure 1, we can observe that, as there are high variations in frequency and amplitude in the audio signal and many different frequency components with high sampling frequency, we can easily obtain frequency domain information using spectrograms. On the contrary, in the case of vital sign signal, there is no much variability, sampling frequency is low, and the spectrograms do not exhibit any useful patterns.
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B. Frequency Modulation

Frequency Modulation (FM) [17] is translating information or amplitude of a signal into the frequency of another signal. FM deals with 3 signals namely carrier signal, modulating signal, modulated signal. The carrier signal is typically a high-frequency signal which will be modulated. The modulating signal is a message signal which carries information in its amplitude. Using FM, the information in the message signal is encoded as a proportional frequency of the carrier signal. In essence, the frequency of carrier signal varies proportionally to the amplitude of the message signal thereby carrying the information in its frequency. A frequency-domain analysis on FM signal will reveal the information of the original message signal. Equation for frequency modulation [17] can be given as,

\[ f(t) = A_c \cos(2\pi f_c t + m_i \sin(2\pi f_m t)) \]

where, \( f(t) \) stands for frequency modulated signal in time-domain, \( A_c \) stands for carrier signal amplitude, \( A_m \) stands for amplitude of message or modulating signal, \( t \) stands for instantaneous time, and \( m_i \) stands for modulation index which decides by how much factor does the frequency of carrier wave varies with the amplitude of modulating signal. Modulation index can be given by \( \Delta f / f_m \) where, \( \Delta f \) stands for frequency deviation which gives the information about how much frequency should carrier wave change in accordance with the amplitude of modulating signal.

C. Deep Neural Networks and Data Augmentation

Deep Neural Networks are very popular. Among them, Convolutional Neural Networks (CNN) [18] are used for feature extraction from images. Few popular CNN architectures include VGG16 [19], [14] and ResNet [20], [14]. CNNs require large amount of data point which is rare in medical datasets [21], [16], [22], [23]. To increase the number of samples, data augmentation techniques are performed as described in [14], [24]. We particularly use Gaussian noise which is a set of random numbers distributed normally over a given mean and within a standard deviation. An example of this noise addition is shown in Figure 2. It can be observed that the signal after adding noise well preserves the characteristics of the original signal.

III. METHODOLOGY

The proposed approach has two main steps. The first one is to reconstruct the vital sign signal using the FM technique and generate the spectrogram from the new modified signals. The second one is to extract the features from the spectrogram using CNN. Figure 3 shows the overall pipeline of the proposed approach.

A. Reconstruction of Vital Sign Signal Using FM

As mentioned earlier, vital signs have a low sampling rate, low variability which may not be suited to be analyzed using spectrograms as shown in Figure 5. As vital signs signal is a time-series signal, we need to analyze the instantaneous values of the signal at different points of time. As frequency modulation encodes amplitude as the frequency of another signal, frequency domain analysis of the new signal will provide us information about the original signal. For the purpose of the experiments presented in this paper, the carrier signal frequency(\( f_c \)) was set at 50KHz and the frequency deviation (\( \Delta f \)) used was 850Hz.

Figure 4 shows how the frequency of frequency modulated wave varies proportionally to the amplitude of sinusoidal modulating signal. Applying spectrogram on frequency modulated signal will help us get back the modulating sinusoidal signal as shown in the fourth tile of the Figure. In the Figure 5 and Figure 6 the vital signs signals, the corresponding
reconstructed FM signals, and spectrogram of reconstructed signals are plotted for 2 different classes from USF-MNPAD-I dataset [23]. We can see that the frequency of reconstructed signal varies proportionally to the amplitude of vital signs signal. It can also be observed that information from the original vital signs signal is encoded as frequency and that information can be retrieved back by applying spectrogram on the reconstructed signal. But the spectrogram of original signal does not show any patterns comparatively. Spectrograms uncover the frequency components in a given time-series signal and the FM signal’s frequency has information of the amplitude of input signal.

B. Classification Using CNN

The generated spectrograms are fed into CNNs for pattern recognition. VGG16 [19] network with an input image size of $128 \times 128$ has been predominantly used in this paper for the classification of spectrograms. Subject-wise cross-validation has been used to validate the model on different portions of data to get a true estimate of the performance of the model. In this experiment, we use Snapshot Ensemble [25] which takes multiple snapshots of weights of models at different epochs during training. Doing this will reduce the consumption of computational resources. For the final predictions, an odd number of snapshots are ensembled by voting method [26]. Further details can be found in the individual experiment sections.

IV. EXPERIMENTAL RESULTS AND DISCUSSION

A. Datasets

To evaluate the efficacy of the proposed approach, the method is tested on 4 medical datasets. These are MIMIC-III dataset [21], [27], [28], Pediatric Intensive Care dataset (PIC) [16], [28], USF-MNPAD-I [23], and Non-EEG dataset [22], [28]. Among these, MIMIC-III [27] and PIC [16] are used for prediction tasks, while USF-MNPAD-I [23] and Non-EEG [22] datasets are used for detection tasks.

1) MIMIC-III Dataset: MIMIC-III [21], [27], [28] consists of deidentified medical data of over 40,000 patients who stayed in critical care units of the Beth Israel Deaconess Medical Center between 2001 and 2012. It includes information such as demographics, vital sign measurements made at the bedside (1 data point per hour), mortality, medications, and so on. The data covers 38,597 distinct adult patients and 49,785 hospital admissions. The median age of adult patients is 65.8 years (Q1–Q3: 52.8–77.8). In this work, this dataset is used to predict an imminent Hypotensive episode using Mean Arterial Pressure as the feature obtained from the dataset.

2) Paediatric Intensive Care (PIC) Dataset: The Paediatric Intensive Care (PIC) dataset [16], [28] consists of medical information of de-identified children admitted to critical care units at a children’s hospital in China. It includes vital sign measurements, medications, laboratory measurements, fluid balance recordings, and so on. The total number of patients in this dataset is 13,941. There is a separate section for vital signs measurement during surgery of neonates which has been used to predict a hypotensive episode. It has information about the specific age category of pediatric
patients. The age of subjects ranges from 0-18 years who fall under this category. For the purpose of experiment, only neonates are considered. In this work, we have used systolic pressure obtained during surgery as a feature to predict an imminent hypotensive episode.

3) **USF-MNPAD-I**: USF-MNPAD-I [23] dataset contains 58 neonates which were collected during procedural (acute) and postoperative (prolong acute) procedures. Among them, 13 procedural subjects have vital signs sequences which include Heart Rate, Blood Pressure, and Oxygen saturation. It has already been proved in [6] that vital signs give away patterns regarding the pain state of a neonate. In this experiment, similar to [6], classification of pain and no-pain based on vital signs is explored using the reconstructed signal spectrogram approach. As oxygen saturation does not change much and even reconstructed signals cannot give out much patterns, it has been discarded for this experiment. Every sequence has 10 seconds sample with a data point for every 1 second along with ground truth values indicating if the baby is experiencing pain or no-pain.

4) **A Non-EEG Biosignals Dataset (NEBD)**: Non-EEG Biosignals Dataset for Assessment and Visualization of Neurological Status (NEBD) [22], [28] contains Non-EEG signals like Heart Rate, SpO2, EDA, Temperature, accelerometer readings of 20 healthy subjects undergoing phases of relaxation and stress for every 5 minutes alternatively. Different signals are sampled at different frequencies. In this work, we use the Heart Rate signal as a feature to detect and classify stress and relaxation.

B. Experimental Details

1) **Experiment on MIMIC-III**: This experiment aims to predict an imminent hypotensive episode using Mean Arterial Pressure data obtained from the MIMIC-III dataset. It has been demonstrated by [1], [5] that we can predict an imminent hypotensive episode by learning patterns from Blood Pressure. As MIMIC-III has sufficient data points to learn patterns, this dataset has been chosen for the experiment. Adult patients with age range (17-90 years) are considered for this experiment. We divide our experiment into 3 parts: Observation window, Gap window, and Target window. We train our model on the data points present in the “Observation window” which has a duration of 2 hours. Then, we predict if a hypotensive episode will occur in the target window with a gap window of 1 hour. According to [1], the hypotensive episode is defined as mean arterial pressure is less than 60 mm Hg for at least 30 minutes. This is the ground truth for our research.

In short, for the experiment, the final dataset includes 142 unique patients (72 hypotensive, 70 non-hypotensive), 1 sample per patient, and a sampling frequency of 1 data-point per hour. The data augmentation has been done 14 times for samples of both the classes by adding random Gaussian noise of Mean = 0 and STD = 3. Finally, total number of samples are $2130 = 70$ (no hypotensive original) + 72 (hypotensive original) + 70*14 (no-hypotensive augmented) + 72*14 (hypotensive augmented). During the training, VGG16 CNN models are trained for 12 epochs by taking a snapshot of weights for every 2 epochs and final predictions are taken using majority voting from snapshots of 12, 10, 8 epochs. RMSProp optimizer has been used with a learning rate of 0.0001. The number of epochs is less because the validation loss starts increasing after 12 epochs. The model is validated using subject-wise 10-fold cross-validation.

2) **Experiment on PIC**: In this experiment, Systolic Blood Pressure values obtained during surgery are used to predict an imminent hypotensive episode before 5 minutes of its occurrence. Data points are split into observation window (20 minutes), gap window (5 minutes), and target window (25 minutes), just like we have used for the MIMIC-III dataset. According to University of Iowa Steady Children’s Hospital, hypotension for neonates is defined as systolic pressure less than 60 mmHg. This threshold has been used to generate the ground truth for hypotensive and non-hypotensive episodes. The systolic pressure signal is split into 3 windows namely Observation window of 20 minutes, Gap window of 5 minutes, and Target window of 20 minutes. Using the data from the observation window, we predict with a gap of 5 minutes whether the target window is going to be a hypotensive episode or not.

In short, for the experiment, the final dataset includes 300 unique patients (225 hypotensive, 75 non-hypotensive), variable number of samples per patient, and a sampling frequency of 1 data-point per 5 minutes. After performing data augmentation with Gaussian Noise of Mean = 0 and STD = 3, the dataset includes 5094 = 255 (hypotensive original) + 318 (non hypotensive original) + 255*9 (Hypotensive augmented) + 318*7 (Non-Hypotensive augmented) number of samples. During the training, VGG16 CNN models are trained for 24 epochs by taking a snapshot of weights for every 3 epochs and final predictions are taken using majority voting from snapshots of 18, 21, 24 epochs. RMSProp optimizer has been used with a learning rate of 0.00001. The model is validated using subject-wise 10-fold cross-validation.

3) **Experiment on USF-MNPAD-I**: The data considered for the experiment is a 10 seconds sample with a data point for every 1 second. The data is collected in different states like 1 minute before the operation, during the operation, and up to 5 minutes post-operation. Every state has 10 seconds sample along with ground truth values indicating if the baby is experiencing pain or no-pain.

In short, for the experiment, the final dataset includes 12 unique patients of a total 78 number of samples (57 pain, 21 no-pain), variable number of samples per patient, and a sampling frequency of 1 data-point per second. After performing data augmentation, the dataset includes 1137 = 57 (no-pain original) + 21 (pain original) + 57*9 (No-pain augmented) + 21*26 (Pain augmented) number of samples. Data augmentation is done by adding Gaussian noise with Mean = 0 and STD = 3. As the number of subjects, samples and consequently the spectrograms are less, VGG16 may not be a good model to train as it is way too complex with millions of parameters and may over-fit. To overcome this
### TABLE I

**PERFORMANCE OF DIFFERENT APPROACHES USING DIFFERENT METRICS**

| Dataset          | Approach          | Class       | Precision | Recall  | F1-score | Accuracy | AUC   |
|------------------|-------------------|-------------|-----------|---------|----------|----------|-------|
| MIMIC-III        | Moghadam et al. [29] | Non-hypotensive | 90.55     | 92.18   | 91.32    | 90.67    | 0.96  |
|                  |                    | Hypotensive  | 88.00     | 85.00   | 86.33    | 90.58    | 0.92  |
|                  |                    | Overall     | 90.55     | 91.45   | 91.54    | 91.55    | 0.92  |
|                  | Proposed           | Non-hypotensive | 91.43     | 91.43   | 91.43    | 91.55    | 0.92  |
|                  |                    | Hypotensive  | 86.90     | 88.98   | 88.85    | 87.61    | 0.87  |
|                  |                    | Overall     | 87.72     | 90.61   | 90.90    | 91.55    | 0.92  |
| PIC              | Moghadam et al. [29] | Non-hypotensive | 86.90     | 88.24   | 87.36    | 86.90    | 0.95  |
|                  |                    | Hypotensive  | 86.96     | 85.00   | 86.08    | 87.60    | 0.87  |
|                  |                    | Overall     | 87.32     | 90.61   | 90.90    | 91.55    | 0.92  |
|                  | Proposed           | Non-hypotensive | 88.71     | 88.99   | 88.85    | 87.61    | 0.87  |
|                  |                    | Hypotensive  | 86.22     | 85.88   | 86.05    | 87.61    | 0.87  |
|                  |                    | Overall     | 87.60     | 87.61   | 87.61    | 87.61    | 0.87  |
| NEBD             | Jafari et al. [30] | Relaxation  | 75.00     | 80.00   | 77.42    | 76.67    | 0.77  |
|                  |                    | Stress      | 78.57     | 73.33   | 75.86    | 76.67    | 0.77  |
|                  |                    | Overall     | 76.79     | 76.67   | 76.64    | 76.64    | 0.77  |
|                  | Proposed           | Relaxation  | 91.67     | 91.67   | 91.67    | 91.67    | 0.92  |
|                  |                    | Stress      | 91.67     | 91.67   | 91.67    | 91.67    | 0.92  |
|                  |                    | Overall     | 91.67     | 91.67   | 91.67    | 91.67    | 0.92  |
| USF-MNPAD-I (Heart Rate) | Zamzmi et al. [6] | No-pain    | 72.58     | 78.95   | 75.63    | 60.82    | 0.49  |
|                  |                    | Pain        | 57.50     | 19.05   | 21.02    | 57.50    | 0.49  |
|                  |                    | Overall     | 59.77     | 62.82   | 61.09    | 59.77    | 0.49  |
|                  | Proposed           | No-pain     | 75.44     | 75.44   | 75.44    | 64.10    | 0.54  |
|                  |                    | Pain        | 55.35     | 55.35   | 55.35    | 55.35    | 0.54  |
|                  |                    | Overall     | 64.10     | 64.10   | 64.10    | 64.10    | 0.54  |
| USF-MNPAD-I (Respiration Rate) | Zamzmi et al. [6] | No-pain    | 82.26     | 89.47   | 85.71    | 78.73    | 0.69  |
|                  |                    | Pain        | 62.50     | 47.62   | 54.05    | 62.50    | 0.69  |
|                  |                    | Overall     | 76.94     | 78.20   | 77.19    | 76.94    | 0.69  |
|                  | Proposed           | No-pain     | 77.36     | 71.93   | 74.55    | 64.10    | 0.57  |
|                  |                    | Pain        | 56.00     | 42.36   | 49.13    | 56.00    | 0.57  |
|                  |                    | Overall     | 66.22     | 64.10   | 65.01    | 66.22    | 0.57  |

### TABLE II

**ARCHITECTURE OF THE SHALLOW MODEL FOR USF-MNPAD-I**

| Layers        | Details                                      |
|---------------|----------------------------------------------|
| Conv2D        | 128 × 3 × 3, stride = 1, pad = same         |
| Conv2D        | 128 × 3 × 3, stride = 1, pad = same         |
| MaxPooling    | pool size = 2 × 2                           |
| Conv2D        | 64 × 3 × 3, stride = 1, pad = same          |
| Dense         | 1, Sigmoid                                  |
| Total parameters | 113,489                                      |

For problem, a shallow model (Table II) is adopted which has fewer parameters. The model shown in Table II has 113,489 parameters which are lesser than VGG16 and does not tend to overfit. The experiment is done using subject-wise leave-one-out cross-validation and the snapshot ensemble method is used on every fold. During the training, the model was trained for 45 epochs by taking a snapshot of weights for every 3 epochs and final predictions are taken using majority voting from snapshots of 39, 42, 45 epochs. RMSProp optimizer has been used with a learning rate of 0.0001. The model is validated using subject-wise leave-one-out cross-validation.

### 4) Experiment on NEBD:

The experiment performed in this dataset is about classifying stress and relaxed states of 20 subjects based on their Heart Rate signal. In short, for the experiment, the final dataset includes 20 unique patients of a total 120 number of samples (60 stress, 60 relax), 6 number of samples per patient, and a sampling frequency of 1 data point per second. The dataset has ground truth information regarding stress and relaxation. After performing data augmentation, with Gaussian Noise (Mean = 0 and STD = 1) the dataset includes total 3480 (60*28 augmentations for stress + 60*28 augmentations for relaxation + 60 original for stress + 60 original for relaxation) number of samples. During the training, VGG16 models were trained for 30 epochs by taking a snapshot of weights for every 3 epochs and final predictions are taken using majority voting from snapshots of 24, 27, 30 epochs. RMSProp optimizer has been used with a learning rate of 0.00001. The model is validated using subject-wise leave-one-out cross-validation.

### C. Result Analysis

From different experiments (Table I), it can be observed that the proposed method can perform well on different vital signs signals such as Blood Pressure, Heart Rate, Respiratory Rate while using reconstructed spectrogram compared to regular spectrogram image.

In case of prediction tasks, for the MIMIC-III dataset [27], the proposed method has better precision, recall, F1-score for hypotensive class providing an accuracy of 91.55% compared to the baseline method (90.67%). In case of the PIC dataset [16], to the best of our knowledge, there is no research available that predicts an imminent hypotensive episode for neonates during surgery. The proposed method has better overall precision, recall, F-1 score and providing an accuracy...
of 87.61% compared to the baseline method (86.90%).

For classification tasks, the proposed approach shows both better accuracy and AUC. In case of the NEBD dataset [22], which is about classifying stress and relaxation, the proposed method shows better performance than the baseline method in all the metrics. In case of the USF-MNPAD-I dataset of Heart Rate, the proposed method had better overall precision, recall, F-1 score, accuracy, AUC compared to the existing baseline approach. But in the case of Respiratory Rate, the proposed method had better overall precision, in all the metrics. That reveals that for respiration rate it is not able to generate a good pattern using the spectrogram features.

V. CONCLUSION

Spectrograms are well suited for audio signals to capture frequency variations. However, in the case of vital signs, it is difficult to use regular spectrograms as input to CNNs as they do not show patterns and variations like audio signals. To solve this issue, in this paper, we proposed applying frequency modulation on vital signs and applying spectrograms on FM signals. The proposed method shows better performance in terms of several metrics on several datasets. This method can be helpful when using multi-modal approach when we want to combine results from audio, video and time series data using CNNs. We can also expand the usage of the proposed method to other uni-variate time-series signals such as temperature,EDA, accelerometer readings.
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