Identifying Critical Clusters of Traffic-Loading Events in Recurrent Congested Conditions on a Long-Span Road Bridge
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Abstract: This paper examines the nature of traffic loading in recurrent congested traffic conditions on a long-span suspension bridge. Traffic flow and percentage of trucks are extracted from image data and a cluster analysis performed to classify the data into four clusters. One cluster (MTHF, medium truck percentage and high flow) is identified that incorporates almost 50% of the hours of traffic data scattered throughout the day. Site-specific load assessment confirms that this MTHF cluster is the most critical for the bridge considered, the Forth Road Bridge in Scotland. For non-recurrent congestion, another cluster (HTLF, high percentage of trucks and low flow) is shown to govern but this finding is highly site-specific, depending on the relative frequency of the different types of congestion. A comparison of the maximum hourly/daily MTHF load effect of the cable force for five notional bridges shows that a 100% increase in the bridge span generates an increase of about 65% in the characteristic load effect.
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1. Introduction

Traffic loading represents a key component in the safety assessment of an existing bridge [1,2]. For short- and medium-span bridges, free-flowing traffic with an allowance for dynamic interaction, is the critical loading condition. This typically involves no more than one or two trucks on the bridge at the same time. On the other hand, congested traffic with multiple closely spaced vehicles, governs for longer spans [3–6]. Furthermore, as would be expected, critical congested situations involve the simultaneous presence of large numbers of trucks on the bridge.

From a long-span bridge loading perspective, the car/truck mix and inter-vehicle gaps are key properties of congested traffic. Worldwide, traffic data are gathered by weigh-in-motion (WIM) technologies, typically consisting of piezo-electric sensors embedded in the road pavement [7,8]. While these technologies work well in free-flowing traffic, they are ineffective in slow moving and/or stop-and-go traffic [9], i.e., for those conditions which are critical for long span bridges. Therefore, vehicle weight data are not readily available on the bridge, with associated congested...
car/truck mixes and inter-vehicle gap statistics. In this study, a camera mounted on a tower of the Forth Road Bridge (FRB) in Scotland is used to estimate the lengths of vehicles and to gather data on inter-vehicle gaps and the car-truck mix. Data from a WIM station nearby is used to establish the correlation between length and weight, and this is used to estimate the weights of vehicles on the bridge.

Traffic loading on the bridge is investigated for conditions of recurrent congestion, i.e., congestion that occurs on a regular (daily) basis (as opposed to non-recurrent congestion due to, for example, an accident). Load effects are investigated for an extensive range of flows and traffic compositions, involving two thousand hours of video data recorded over five months. Data in the images is clustered into four homogenous groups based on the overall traffic flow and the truck percentage. The site-specific characteristic maximum load is evaluated for the most critical cluster for the FRB and for four notional bridges.

The aim of much traffic loading research is to propose an appropriate model for long-span bridges. Given the problems with collecting congested traffic data, most work to date is based on available free-flowing data [10–16]. Many researchers create congestion by ‘collapsing’ free-flowing traffic, i.e., by reducing the recorded inter-vehicle gaps (axle-to-axle or bumper-to-bumper) to minimum values [5,15–20]. This is inappropriate for multi-lane traffic as it changes the relative positions of vehicles in adjacent lanes. This removes overtaking events from the data in which lighter vehicles are overtaking heavier ones. Overtaking events cause subtle correlations in the weights of traffic in adjacent lanes, correlations that are lost if inter-vehicle gaps are collapsed.

Microsimulation has been used to address the interaction between vehicles for multi-lane traffic as it allows for vehicle lane changes as traffic becomes congested [6,13,21,22]. Microsimulation [23] is based on the assumption that every single vehicle is characterized by unique parameters of driver behaviour. Traffic composition and vehicle interaction is studied in various traffic conditions by OBrien et al. [14] using microsimulation software. OBrien et al. [9] simulate congestion on a single lane long-span bridge using in-house microsimulation software. They conclude that different forms of congestion for traffic with different percentages of trucks can lead to the bridge being critically loaded, but there is no dominant one. Caprani, et al. [24] implement lane changing and car-following models for multi-lane traffic loading, the two key elements of a microsimulation model. However, most of the aforementioned congested traffic loading models are developed on the basis of free-flowing traffic records (vehicle weights and traffic composition). Congested traffic data are still necessary to calibrate and validate these models [25].

The potential of computer vision and image-processing techniques has been exploited for traffic surveillance for many years [26]. Image/video traffic data are analysed to detect [27,28] and classify the vehicles [29,30]. Information can also be found in image/video data on traffic density [31], vehicle speed [32,33] and driver behaviour [34] for different conditions of weather and traffic. For bridge loading, Nowak, et al. [19] use video data to analyse the distribution of trucks on multi-lane bridges in congested traffic. The composition of traffic on the roads of the United Kingdom is investigated by Ricketts and Page [35] using video data. A microsimulation model is calibrated by OBrien et al. [14] based on traffic composition and driver behaviour for different traffic conditions observed in video data. Micu, et al. [36] explore the potential of cameras and image processing techniques to collect congested traffic data. The feasibility is established of extracting valuable information from images such as traffic composition, vehicle lengths and bridge load effects.

2. Forth Road Bridge Vehicle Length Data

The Forth Road Bridge (Figure 1) is a 2.5 km suspension bridge over the River Forth, North of Edinburgh, Scotland. In September 2017, a new bridge was opened upstream of the site and FRB was restricted to public service vehicles. Before that closure, general traffic data was collected on the FRB by a video system and nearby using WIM technology. This pre-September 2017 data is investigated in this paper. The data analysis methods are summarized in this section and explained in detail in [36,37].
2.1. Vehicle Lengths in Traffic Image Data

A video system was installed on the south main tower to survey the traffic on the FRB. The video system includes an Internet protocol camera, a network video recorder (NVR) and a power-over-ethernet (PoE) unit. The camera has pan/tilt/zoom (PTZ) capability and is suitable for outdoor use. Continuous serviceability of the camera was ensured by the infrared-cut filter. Electric power and data transfer were supplied by the PoE unit using a single cable. The NVR provides access to settings of the camera and data records.

The system collected video traffic data at a rate of 1 frame per second from April to August 2017, before the traffic was redirected to the new bridge. Only daytime traffic from 5 am to 10 pm on the northbound carriageway is considered in this research. The night-time traffic data were removed from the database due to a large number of images of low quality and traffic with low flow. A further group of 203 out of 2210 h of video data were removed due to challenging weather conditions (wind, sun or fog). Videos were segmented into frames and each frame analysed separately.

A digital image can be represented numerically as three matrices, one for each of the primary colours. Adaptive thresholding [38] and morphological reconstruction [39] are applied to analyse the frames and extract the key traffic features such as vehicle outline. The outline of each vehicle is then enclosed in a rectangle and its location and dimensions extracted. Details of the image processing method are given in [37,40]. Approximately 3 million northbound vehicles, representing 95% of the data in these images, were identified in 130 days of records. Figure 2 gives an example of an image being analysed step by step and vehicle length being extracted.

One year of WIM records are available from a WIM system at the South end of the FRB. Different data cleaning criteria were applied [42] to ensure a clean set of data. The cleaned database of free-flowing vehicles was used to establish the statistical correlation between vehicle length and weight. Figure 3a provides a bivariate histogram of length and weight data for one month of slow-lane traffic,
i.e., the colours indicate the frequency of each length/weight combination. This can be used to extract a gross weight histogram for vehicles of any given length. Here the histogram is shown for vehicles in the length range of 9.9 to 10.2 m (Figure 3b). Having found the histogram, the probability density function (PDF) is estimated using a univariate kernel density estimator (KDE) [43]—Figure 3c. Hence the cumulative distribution function (CDF) is found—Figure 3d. Having established the CDF, Monte Carlo sampling is used to infer a ‘typical’ weight for the vehicle recorded in the image. While this process is clearly inaccurate for individual vehicles, it has been shown to be quite accurate in probabilistic calculations of the type considered here [36].

![Figure 3. Weight inference process illustrated with one month of slow lane vehicle weights: (a) Contours of relative frequency of weight/length combinations; (b) Gross weight (GVW) histogram for segment 34 (9.90–10.20 m); (c) Fitted probability density function; (d) Cumulative distribution function.](image)

3. Cluster Analysis for Data Classification

It is well known in traffic theory that flow and density of traffic are linearly related until congestion occurs and the relationship breaks down. At this point, mean traffic speed slows, resulting in reduced flow. From a bridge loading perspective, the density of traffic determines the number of vehicles on the bridge. Truck percentage is also key as trucks are much heavier than cars. Figure 4 illustrates the data extracted from images in terms of traffic flow (vehicles per hour) and the average percentage of trucks (per hour). In the hours when flow is highest, the % trucks tends to be less, and the really high truck percentages are when flow is less than about 500 veh/h—clearly many truck drivers choose to
make the journey when traffic flow is low. Cluster analysis [44,45] is used here to separate the data into a number of clusters whose implications for bridge loading can be considered separately. In cluster analysis, similarities between objects are measured as distances between points on the graph [46]. Thus, a cluster is a group of points that are relatively close to each other and are distinctly less close to points in other clusters.

While graphical methods can provide evidence of cluster structure in data, they tend to be subjective [47]. A hierarchical approach, consisting of a series of data segmentations, provides an objective approach. This method involves progressive data subdivision or synthesis at each stage of segmentation [48]. The hierarchical classification is often represented by a tree structure referred to as a dendrogram [49] which shows the clustering structure at each stage—Figure 5. In a ‘bottom up’ approach, it starts by assuming that each point is an individual cluster. At each stage, the two most similar clusters generate a new cluster. Each object is attributed to one cluster only.

The dendrogram of Figure 5 shows the objects (vehicle flow/truck density) on the X-axis and the distances (or differences) between clusters on the Y-axis. The horizontal lines in the dendrogram represent the clusters while the vertical lines are the distances that clusters are connected
The correct/natural/optimum number of clusters is indicated by horizontal lines positioned at approximate the same level on the Y-axis. The black dashed line in Figure 5 shows there are four correct/natural/optimal clusters in this dataset. Each cluster is highlighted in this figure by a different colour.

Figure 6 shows the four clusters on the scatter plot and Table 1 provides some details. The LTMF (low percentage of trucks and medium flow) cluster (red circles) has a low % of trucks (less than about 7%) and up to a medium flow (less than about 1400 veh/hour). The LTHF (low percentage of trucks and high flow) cluster (lilac stars) has a low % trucks but a high flow. Due to the low % trucks, neither the LTMF nor the LTHF clusters are critical for bridge traffic loading. The HTLF (high percentage of trucks and low flow) cluster (green squares) has a high % trucks (from about 7% to 25%) but low flow (below 700 veh/hour). Because of the low flow, the inter-vehicle gaps will be large so, despite the high % of trucks, this cluster will only be important for bridge traffic loading in the event of non-recurrent congestion (e.g., accident) that causes the gaps to be reduced. Finally, the MTHF (medium percentage of trucks and high flow) cluster (navy crosses) has a medium % of trucks (from about 3% to 16%) and a high flow (about 700 to 3500 veh/h). Because both the flow and the % trucks can be relatively high, the number of trucks on the bridge and therefore the loading, can be significant.

The histograms of Figure 6 show the frequency of vehicles by hour of day for each cluster. The LTMF cluster can be seen to be strongly influenced by evening traffic, from about 19:00 to 21:00. In contrast, the LTHF cluster is mostly concentrated in the afternoon and evening rush hour. Most of the HTLF cluster comes from early morning traffic. Finally, the MTHF cluster is distributed through most of the day.

| Cluster No. | Name  | Symbols in Figure 5 | Traffic Characteristics | Mean Percentage of Trucks | No. of Hours | No. of Days |
|-------------|-------|----------------------|-------------------------|---------------------------|--------------|-------------|
| 1           | LTMF  | Red circles          | Low % trucks & up to medium flow | 3.6 %                    | 478          | 130         |
| 2           | LTHF  | Lilac stars          | Low % trucks & up to high flow | 2.3 %                    | 443          | 116         |
| 3           | HTLF  | Green squares        | High % trucks & up to medium flow & high flow | 15.6 %                   | 146          | 113         |
| 4           | MTHF  | Navy blue crosses    | Up to medium % trucks & up to high flow | 7.1 %                    | 940          | 127         |
Figure 6. Data illustrated as four different clusters.

4. Critical Cluster for Traffic Loading

The load effect of cable axial force is calculated and plotted on probability paper for comparison of the four clusters. One thousand snapshots of traffic are extracted from each cluster. Each snapshot represents the full length of the FRB (1813 m) covered by regular traffic extracted from images. This is done by stitching together traffic data from images at the camera location, which covers about 50 m, and it is acknowledged that it does not take account of the difference between one large image covering the full bridge length and a series of images taken at sequential points in time. As explained in Section 2.1, the weights are inferred from vehicle lengths. An influence line for cable force is derived from a detailed finite element model—Figure 7—and the axial force in the main cable on the West side is calculated for each snapshot. Southbound traffic, i.e., traffic on the East carriageway, is not considered. It is assumed that the West cable will carry a small part of that load but that this will be balanced by...
the East cable carrying a small part of the West carriageway load. It is assumed that extreme loading on the two carriageways is unlikely to occur at the same time and that, while this is a potential source of inaccuracy, it is not expected to have a big influence on the findings.

The cable forces are plotted on Gumbel probability paper [50] in Figure 8. Even though there is no theoretical basis for such an assumption, the data fits well to a Gumbel distribution [51] as evidenced by the approximate linearity of the data in each cluster. It can be seen that the HTLF cluster is to the left of the other three, despite a high % of trucks, evidently because of the low flows involved. The LTMF and LTHF clusters are more prominent, with higher flows but low percentages of trucks. The dominant cluster is MTHF, significantly right of all others, as it has quite high flows and a medium percentage of trucks. These trends are accentuated by the relative frequencies of the clusters. As can be seen in Table 1, there are considerably fewer hours of data for the HTLF cluster data (reducing its probability for a given return period) and considerably more hours of MTHF data (increasing its probability). Given its dominance over the other clusters, the following sections relate to the MTHF cluster only.

![Figure 7. Influence lines for axial force in the main cable on the West side (northbound lanes).](image)

![Figure 8. Probability paper plots of axial force in main cable for low trucks/medium flow (LTMF), low trucks/high flow (LTHF), high trucks/low flow (HTLF) and medium trucks/high flow (MTHF).](image)
4.1. Influence of Bridge Length

The calculated influence lines for the FRB are adjusted to provide estimates of similar influence lines for bridges with different spans. The FRB is 1813 m long with a main span of 1006 m. For other spans, it is assumed that the relative dimensions of the towers/spans and the slopes of the suspension cables will be similar. It follows that the influence line ordinates, cable force due to unit applied point load, will be of similar magnitude to the FRB. The total lengths of the notional bridges are scaled to keep the same ratio of main- to side-span length. Based on these assumptions, Table 2 shows the total and main-span lengths for five notional bridges.

| Bridge No. | Main Span (m) | Total Length (m) |
|------------|---------------|-----------------|
| 1          | 800           | 1441            |
| 2 (FRB)    | 1006          | 1813            |
| 3          | 1200          | 2174            |
| 4          | 1400          | 2524            |
| 5          | 1600          | 2897            |

An hour of data is generated as a very long train of vehicles that travels across the bridge. The load effect is recalculated as the train moves in increments of 10 m until the last vehicle in the train reaches the bridge. For the critical MTHF cluster, the maximum load effect per hour is identified for each of the 940 h of data (see Table 1). The process is repeated to find the maximum load effect per day for each of the 127 days of data. Figure 9 shows the probability paper plots for maximum-per-hour and maximum-per-day load effects on Gumbel probability paper. It is a matter of Engineering judgement as to which is the more effective way to estimate extreme values; it is essentially a trade-off between many points of less reliability or fewer points of greater reliability. As would be expected, the load effects increase with increasing bridge span, but the trends are consistent. The intensities of truck loading associated with these load effects have been calculated, i.e., the total combined length of truck as a percentage of total lane length. There is a significant trend of decreasing intensity as the span increases [52].

![Figure 9](image_url)

**Figure 9.** Probability paper plots of cable force for medium trucks/high flow (MTHF) for five bridge lengths: (a) maximum-per-hour; (b) maximum-per-day.
Both the maximum-per-hour and maximum-per-day plots of Figure 9 are reasonably linear for all spans, confirming good fits to the Gumbel distribution. The maximum-per-day data is extrapolated to find characteristic maximum values. As data was collected 7 days per week, 1000-year and 75-year return periods correspond to probabilities of non-exceedance of $1 - 1/(365 \times 1000) = 0.999997$ (Eurocode) and $1 - 1/(365 \times 75) = 0.99996$ (AASHTO) respectively. Figure 10 shows the resulting characteristic maximum axial forces in the main cable values for both the 75- and 1000-year return periods for each bridge length. As expected, there is an increase in the characteristic values with span for both return periods. For example, as the span increases by 100%, the 75-year cable force increases by 65%.

![Figure 10. Characteristic maxima axial force for all five bridge lengths.](image1.png)

### 4.2. Critical Loading Conditions

Figure 11 presents a scatter plot for the critical MTHF cluster with contours showing the numbers of trucks per hour. The top 10% of the maximum-per-day axial forces in the main cable for the FRB are shown as pink pentagons. It can be seen that, while there are exceptions, most of the more critical loading events come from hours when there are a greater number of trucks. Of the 14 h in the top 10%, 12 of them are from the 13:00 time interval. It is concluded that, outside of exceptional events (accidents) for which there is insufficient data, the critical loading events happen when there is a medium percentage of trucks in a medium or high-flow situation. Within this cluster, the critical events are most likely to occur when there are greater numbers of trucks per hour. For this bridge, this tends to happen around 13:00.

![Figure 11. Scatter plot of MTHF cluster with contours showing number of trucks per hour.](image2.png)
Exceptional or non-recurrent events such as accidents, can cause a very small number of fully jammed conditions per year. In five months of data collection on the FRB, two fully jammed situations were noted at the camera location. In a fully jammed situation, the inter-vehicle gaps implicit in vehicle flows are no longer relevant and the cluster where the percentage of trucks is highest, is assumed to govern. While it does not allow for lane changing, the gaps in the HTLF data are collapsed here to 1.5 m constant inter-vehicle distance \[^2\] to simulate congestion. The weights of the vehicles are inferred as before. Axial force in the main cable on the West side is calculated using the available influence lines. The results obtained from 1000 jammed snapshots are presented on a Gumbel probability paper plot in Figure 12a. The top 35\% of the upper tail is reasonably linear and, therefore, follows a Gumbel distribution \[^50\]. If such an accident were assumed to occur just once in ten years, then a 75-year return period would correspond to a non-recurrence probability of 1.94, giving a characteristic cable force 8505 kN. This value is equivalent to the 75-year characteristic maximum cable force due to regular traffic (MTHF) as illustrated in Figure 11 and in Figure 12b. Accidents are typically more frequent than this on the Forth Road Bridge, but it should be borne in mind that the snapshot assumes both lanes of the 1.8 km carriageway to be completely filled with congested traffic.

![Figure 12. Comparison of cable forces for jammed and regular traffic: (a) Non-recurrent (jammed) from HTLF cluster; (b) Maximum-per-day cable forces due to regular traffic from MTHF cluster.](image)

5. Conclusions

This paper investigates the nature of recurrent congested traffic loading, using the example of the Forth Road Bridge (FRB). Vehicle lengths and their location on the bridge are measured in more than two thousand hours of video data using standard image processing approaches. Monte Carlo sampling is applied to infer typical gross vehicle weight from length using an available WIM database of free-flowing traffic. This provides a unique combination of vehicle weight, gap and car/truck mix data for various stages of congestion. A dendrogram is used to identify the traffic with similar characteristics and to structure the data in a hierarchy. In accordance with the hierarchical classification, the traffic is sorted in four clusters on the basis of flow (vehicles per hour) and truck percentage. Histograms are used to compare cluster distributions throughout the day. They reveal that the cluster with a medium percentage of trucks and high flow (MTHF), which includes almost half of the video data (940 h), is spread over most of the 24 h. Axial force in the main cable is calculated and plotted on a Gumbel probability paper plot to investigate the clusters’ criticality. The MTHF cluster appears to be the dominant traffic condition for the FRB. For this cluster, maximum per hour and maximum per day load effect of cable axial force are calculated and compared for five notional bridges. The outcomes of this comparison show consistent trends for load effect of cable axial force. The site-specific characteristic
maximum cable force determined for 75-year and 1000-year return periods increase slightly with increasing bridge span. In comparing 'regular' recorded traffic with an accident situation generated by collapsing all gaps to minimum values, the risk from regular traffic, as measured every day, is found to be similar to that due to a major accident.
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