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Abstract

Positive semi-definite Hermitian matrices that are not fully specified can be completed provided their underlying graph is chordal. If the matrix is positive definite the completion can be uniquely characterized as the matrix that maximizes the determinant, or as the matrix whose inverse has zeroes in those places that were undetermined in the original matrix. This paper extends these uniqueness results to the case of semi-definite matrices. Because the determinant vanishes for singular matrices, and because the inverse does not exist, we introduce a generalized determinant and use generalized inverses to formulate equivalent characterizations in the semi-definite case. For a class of matrices that are singular but of maximal rank unique characterizations can be given, just as in the positive definite case.
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1 Introduction

The question of which partial Hermitian matrices $H$ can be completed to give a fully specified positive definite Hermitian matrix was solved in [1]. The solution provided in [1] was constructive but only gave one element of the completion with each step. While giving the correct solution, the practical implementation of this procedure was rather tedious. In [2] a faster procedure was proposed that delivered the same matrix in far fewer steps by focusing on whole blocks of the matrix at once.

The starting point of both procedures is the graph $\gamma$ that is constructed from the partial matrix. The vertices of $\gamma$ are given by the rows (or columns) $i$, $i = 1, \ldots, n$, of the matrix $H$. Two vertices $i$ and $j$ of $\gamma$ are connected by an edge $e$ if the element $h_{ij}$

\begin{equation}
\end{equation}

--
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of the matrix is given. There is now one condition that the graph $\gamma$ has to satisfy for the procedure to work: The graph has to be chordal. A graph is chordal if every loop of four or more elements has a chord, i.e. an edge that connects two nonconsecutive elements of the loop (for an introduction to graph theoretic notions see [3]). Given the graph $\gamma$ we can now proceed by constructing another graph $\Gamma$. The vertices of $\Gamma$ are given by the cliques of $\gamma$ (a clique is a maximal set of vertices that are all connected to each other; again see [3]) and two vertices of $\Gamma$ are connected if the two corresponding cliques have a nonempty intersection (see figure 1).
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Figure 1: a) Given a partial matrix $H$ we can construct a graph $\gamma$ that has an edge for all the specified elements of the matrix. The vertices of the graph are the rows (or columns) of the matrix. For the completion procedure to work the graph $\gamma$ needs to be chordal. The graph shown here is chordal because the central loop only has three elements and thus does not require a chord. b) The dashed lines show the cliques of $\gamma$. c) The cliques are the vertices of the new graph $\Gamma$. Edges in $\Gamma$ connect cliques with a nonempty intersection.

The contribution of [2] is to show that the completion procedure can be reduced to edges of the graph $\Gamma$. Any edge in $\Gamma$ is given by two cliques $\alpha$ and $\beta$ that have a nonzero intersection $\alpha \cap \beta$. Let

$$H[\alpha] = \begin{pmatrix} A & B \\ B^* & C \end{pmatrix}$$

(2)
be the submatrix of $H$ with rows and column indices in $\alpha$ and let
\[ H[\beta] = \begin{pmatrix} C & D \\ D^* & E \end{pmatrix} \] (3)
be the submatrix of $H$ with rows and column indices in $\beta$. We then have
\[ H[\alpha \cap \beta] = C. \] (4)
We can combine these two matrices in one large matrix with row and column indices in $\alpha \cup \beta$,
\[ H[\alpha \cup \beta] = \begin{pmatrix} A & B & X \\ B^* & C & D \\ X^* & D^* & E \end{pmatrix}, \] (5)
where the matrix $X$ remains to be specified. It was now shown in [2, Theorem 3.2.] that a partial positive semidefinite matrix $H[\alpha \cup \beta]$ can be completed to a positive semidefinite matrix by choosing
\[ X = BC^+D, \] (6)
where $C^+$ denotes the Moore-Penrose inverse of $C$ (see [4] and [5] for details on the Moore-Penrose inverse). Note that the matrix does not need to be positive definite for the construction to work. It is sufficient for the matrix to be positive semidefinite.

If the matrix is positive definite the choice of $X$ in equation (6) can be uniquely characterized in two ways. First, it is the choice that maximizes the determinant of the completed matrix. It is also the choice for which the inverse of $H[\alpha \cup \beta]$ has zeroes in those places where $X$ sits in $H[\alpha \cup \beta]$.

We see that the treatment of positive definite and positive semidefinite matrices differs. For positive definite matrices the completion in equation (6) has properties that uniquely determine it. For the semidefinite case we are just left with the existence result. Since the determinant of a singular matrix vanishes and since the inverse of a singular matrix does not exist it is not clear if we can hope to improve this situation.

In this paper we now make two contributions. The first contribution is a new proof that the $X$ from equation (6) gives a positive semidefinite completion of $H[\alpha \cup \beta]$. We then extend the uniqueness results to the semidefinite case. To do this we need to introduce a generalized determinant that gives the determinant of the nonsingular part of the matrix. This determinant lacks many of the nice properties that the usual determinant has. If we restrict our attention to a special class of matrices, though, we can prove three results that hold for positive definite matrices: Fischer’s inequality, the Schur determinant lemma, and Banachiewicz’s form of the inverse. These three results will then be used to uniquely characterize the completion in equation (6) for semidefinite matrices.

We start by introducing the class of matrices for which our results are valid.
2 Partitioned matrices of maximal rank

Let the Hermitian matrix \( H \in M_n(\mathbb{C}) \) be partitioned as follows:

\[
H = \begin{pmatrix} A & B \\ B^* & C \end{pmatrix},
\]

(7)

with \( A \in M_k(\mathbb{C}), \ C \in M_l(\mathbb{C}), \ 1 \leq k, l \leq n - 1, \ k + l = n \). Let \( V = K \oplus L \) be the decomposition of \( V \simeq \mathbb{C}^n \) in accordance with the partition of \( H \) in equation (7) so that \( A \) is a map from \( K \) to \( K \), and \( C \) is a map from \( L \) to \( L \).

Let us further assume that \( H \) is positive semidefinite. Let \( w \in N(A) \subset K \) be an element of the nullspace of \( A \), i.e. let \( Aw = 0 \). For \( v = (w, 0)^T \in V \) we then have

\[
v^* Hv = 0.
\]

(8)

Since \( H \) is positive semidefinite this implies (see [5]) that we already have

\[
Hv = \begin{pmatrix} 0 \\ B^*w \end{pmatrix} = 0,
\]

(9)

or

\[
N(A) \subset N(B^*).
\]

(10)

In a similar fashion we can establish that the nullspace of \( C \) is contained in the null space of \( B \):

\[
N(C) \subset N(B).
\]

(11)

The relations for the nullspaces are equivalent to these relations for the ranges of \( A \) and \( C \):

\[
R(B) \subset R(A) \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad R(B^*) \subset R(C).
\]

(12)

(13)

Because of these properties \( H \) is said to have the column inclusion property[5]. It follows from equations (10) and (11) that

\[
N(A) \oplus N(C) \subset N(H).
\]

(14)

This implies that the rank of \( H \) is less than or equal to the sum of the ranks of \( A \) and \( C \):

\[
\text{rank } H = n - \dim N(H) \leq n - (\dim N(A) + \dim N(C)) = k - \dim N(A) + (n - k) - \dim N(C) = \text{rank } A + \text{rank } C
\]

(15)

(16)

(17)

(18)

We have equality if and only if \( N(H) = N(A) \oplus N(C) \). In the following, matrices \( H \) for which this equality holds will be of particular interest to us which is why we make the following definition:
Definition 1. Let $H$ be a positive semidefinite Hermitian matrix that is partitioned as in equation (7). We say that $H$ is of maximal rank if and only if $N(H) = N(A) \oplus N(C)$\(^1\).

When $H$ is of maximal rank, it vanishes on

$$N(A) \oplus N(C),$$

and is positive definite when restricted to the sum of the ranges of $A$ and $C$:

$$R(A) \oplus R(C).$$

In section 4 we will use this property to extend results that are valid for positive definite matrices to partitioned matrices of maximal rank. We need one more notion before we can formulate these results.

3 The generalized determinant

A Hermitian matrix $H$ defines a nonsingular map from its range $R(H)$ to its range $R(H)$. If the nullspace $N(H)$ is nonzero, i.e. if $H$ is singular, the determinant of $H$ vanishes. The determinant thus contains no information about the nonsingular map that is $H$ restricted to $R(H)$. To recover this information we introduce a generalized determinant $\det_+$:

Definition 2. Let $H$ be Hermitian. Let $\bar{H}$ be $H$ restricted to the range of $H$:

$$\bar{H} = H|_{R(H)} : R(H) \to R(H)$$

For $H \neq 0$ we then set

$$\det_+ H = \det \bar{H}.$$ \hspace{1cm} (22)

For $H = 0$ we set $\det_+ H = 1$.

We note a number of properties of the generalized determinant:

Lemma 3.1. Let $H$ be Hermitian of rank $r \leq n$. Let $\lambda_i, i = 1, \ldots, n$, be the eigenvalues of $H$. Let us assume that they are ordered in such a way that $\lambda_i = 0$, for $i > r$. We then have:

1. If $H$ is of full rank (i.e. if $r = n$) we have

$$\det_+ H = \det H = \prod_{i} \lambda_i$$ \hspace{1cm} (23)
2. For $r < n$ we have
\[
\det_+ H = \prod_{i=1}^{r} \lambda_i \tag{24}
\]

3. We have
\[
\det_+ H = \lim_{\epsilon \to 0} \frac{\det(H + \epsilon I)}{\epsilon^{n-r}} \tag{25}
\]

4. For $c > 0$ we have
\[
\det_+ cH = c^r \det_+ H \tag{26}
\]

**Proof.** All of these identities follow from the fact that $H = UDU^*$ for a unitary $U$ and a diagonal $D$ that contains the eigenvalues of $H$ on the diagonal.

We note that the generalized determinant lacks many of the properties the usual determinant has. In particular, it is not a continuous function of $H$, and the generalized determinant of the product of two matrices is not the product of the two generalized determinants.

### 4 The extensions

With the preparations in section 2, and the definition of the generalized determinant in the last section, we now want to extend three results to singular matrices: Fischer’s inequality, the determinant equality for the Schur complement, and Banachiewicz’s form of the inverse of a matrix.

#### 4.1 Fischer’s inequality

Fischer’s inequality states that for a Hermitian positive semidefinite $H$ as in equation (7) we have (see e.g. [7]):
\[
\det H \leq \det A \det C. \tag{27}
\]

Furthermore, if $H$ is positive definite, we have equality if and only if $B = 0$. If $H$ is singular, the determinant of $H$ vanishes and the inequality is no longer much of a constraint. We can also no longer infer that $B$ vanishes in the case of equality.

We can do better when $H$ is of maximal rank. In this case $H$ vanishes on $N(A) \oplus N(C)$ and is positive definite on $R(A) \oplus R(C)$.

We now look at the restriction of $H$ and all its submatrices to this space and use the Fischer’s inequality there. Note that because $H$ is positive semidefinite it has the column (and row) inclusion property and we have
\[
N(A) \subset N(B^*) \tag{29}
\]
and
\[ R(B^*) \subset R(C). \tag{30} \]

\(B^*\) thus vanishes on the complement of \(R(A)\) and maps into \(R(C)\). The restriction of \(B^*\) to \(R(A)\) thus keeps the nontrivial part of \(B^*\). The same is true for \(B\) and its restriction to \(R(C)\). As in definition 2, we denote the restriction of \(H\) to its range by \(\bar{H}\). We obtain
\[
\det_+ H = \det \bar{H} \leq \det \bar{A} \det \bar{C} = \det_+ A \det_+ C. \tag{31}
\]

Because we are looking at the restriction of \(H\) to \(R(A) \oplus R(C)\) and because \(H\) is positive definite on \(R(A) \oplus R(C)\), we also get that \(B\), when restricted to \(R(C)\), vanishes if and only if equality holds above. Since \(B\) vanishes on \(N(C)\), this is the case if and only if
\[ B = 0. \tag{34} \]

We thus have the following result:

**Proposition 4.1.** Let a Hermitian \(H\) be positive semidefinite and partitioned as in equation (7). If \(H\) is of maximal rank then
\[
\det_+ H \leq \det_+ A \det_+ C, \tag{35}
\]
with equality if and only if \(B = 0\).

Let us note that we arrived at this result in two steps. Because \(H\) is positive semidefinite we know that \(B\) restricted to \(N(C)\) is zero. That the restriction of \(B\) to the range \(R(C)\) is also zero follows from Fischer’s equality for the positive definite matrix that is \(H\) restricted to \(R(A) \oplus R(C)\).

We note that to show the inequality we could have also used equation (25) of lemma 3.1.

### 4.2 Schur complement

The Schur complement arises naturally when using Gaussian elimination to solve a linear equation. Let \(H\) be as in equation (7) and let us assume we want to solve
\[
0 = H \begin{pmatrix} k \\ l \end{pmatrix} = \begin{pmatrix} Ak + Bl \\ B^*k + Cl \end{pmatrix}. \tag{36}
\]
Assuming that \(A\) is invertible we can solve for \(k\) in the first equation of (37) to obtain
\[
k = -A^{-1}Bl. \tag{38}
\]
The second equation of (37) then gives
\[
(C - B^*A^{-1}B)l = 0. \tag{39}
\]
The expression in the parentheses is called the Schur complement of \(A\) in \(H\) and is denoted by \(H/A\):
\[
H/A = C - B^*A^{-1}B \tag{40}
\]
For a positive semidefinite matrix \(H\) we may generalize the definition to
\[
H/A = C - B^*A^+B, \tag{41}
\]
where \(A^+\) is the Moore-Penrose inverse of \(A\) (again, see [4] and [5]). Note that the choice of generalized inverse does not matter here since \(R(B) \subset R(A)\). Emilie Haynsworth introduced the name and showed that the Schur complement possesses many interesting properties [6] (see [7] for a detailed exposition). In [8] Issai Schur showed that for a positive definite \(H\) the determinant of \(H\) satisfies
\[
det H = det A \det H/A. \tag{42}
\]
We now want to show that this equality also holds for the generalized determinant. Again, we focus our attention on \(R(A) \oplus R(C)\) where \(H\) is positive definite. Using the notation from the previous section we obtain:
\[
det_+ H = \det \tilde{H} \tag{43}
= \det \tilde{A} \det \tilde{H}/\tilde{A} \tag{44}
= \det_+ A \det \tilde{H}/\tilde{A} \tag{45}
\]
We need to convince ourselves that the last determinant is equal to \(\det_+ H/A\). To check this, we need to show that
\[
N(H/A) = N(C - B^*A^+B) \tag{46}
= N(C). \tag{47}
\]
We already know that \(N(C) \subset N(H/A)\). To show equality let \(l \in N(H/A)\). This \(l\) thus satisfies equation (39) that was obtained through Gaussian elimination. We define \(k\) according to equation (38):
\[
k = -A^+Bl. \tag{48}
\]
It then follows that
\[
H \begin{pmatrix} k \\ l \end{pmatrix} = 0. \tag{49}
\]
Since \(H\) is of maximal rank this implies that \((k, l)^T \in N(A) \oplus N(C)\). In particular, we have \(l \in N(C)\). We thus obtain our second result:
Proposition 4.2. Let a Hermitian $H$ be positive semidefinite and partitioned as in equation (7). If $H$ is of maximal rank then

$$\det_+ H = \det_+ A \det_+ H/A.$$  \hspace{1cm} (50)

4.3 The inverse

The last result concerns the inverse of $H$. When $H$ is positive definite its inverse can be written as

$$H^{-1} = 
\begin{pmatrix}
A^{-1} + A^{-1}B(H/A)^{-1}B^*A^{-1} & -A^{-1}B(H/A)^{-1} \\
-(H/A)^{-1}B^*A^{-1} & (H/A)^{-1}
\end{pmatrix}.  \hspace{1cm} (51)$$

This is a remarkable formula because to find the inverse of $H$ we just need to invert $A$ and $H/A$. This formula was first established by Banachiewicz [9] (see also [10, p.112]). We now want to adapt this formula to our situation where $H$ might be singular but is of maximal rank.

Again, we start by looking at the restriction $\tilde{H}$ of $H$ to its range $R(A) \oplus R(C)$. $\tilde{H}$ is positive definite and we can express its inverse in the form of equation (51). In the last section we established that the ranges and nullspaces of $C$ and $H/A$ coincide so that by replacing the inverses in equation (51) with Moore-Penrose inverses we obtain the unique Moore-Penrose inverse of $H$.

Proposition 4.3. Let a Hermitian $H$ be positive semidefinite and partitioned as in equation (7). If $H$ is of maximal rank then its Moore-Penrose inverse is given by

$$H^+ = 
\begin{pmatrix}
A^+ + A^+B(H/A)^+B^*A^+ & -A^+B(H/A)^+ \\
-(H/A)^+B^*A^+ & (H/A)^+
\end{pmatrix}.  \hspace{1cm} (52)$$

This result can also be deduced from [11, Theorem 4.6].

5 Matrix completion

Let $H$ be a Hermitian matrix in $M_n(C)$ that is partitioned as follows:

$$H = 
\begin{pmatrix}
A & B & X \\
B^* & C & D \\
X^* & D^* & E
\end{pmatrix}.  \hspace{1cm} (53)$$

As in the introduction we use the notation from [5] to denote submatrices of $H$. For $\alpha \subset \{1, \ldots, n\}$ let

$$H[\alpha]  \hspace{1cm} (54)$$

be the submatrix of $H$ with row and column indices in $\alpha$. For $\alpha, \beta \subset \{1, \ldots, n\}$ we let

$$H[\alpha, \beta]  \hspace{1cm} (55)$$
be the submatrix with row indices in $\alpha$ and column indices in $\beta$. Now let $\alpha$ and $\beta$ be such that
\[
H[\alpha] = \begin{pmatrix} A & B \\ B^* & C \end{pmatrix}
\] (56)
and
\[
H[\beta] = \begin{pmatrix} C & D \\ D^* & E \end{pmatrix}.
\] (57)
For $\gamma = \alpha \cap \beta$ we then have
\[
H[\gamma] = C,
\] (58)
and for the matrix $X$ in the upper right corner we have
\[
H[\alpha - \gamma, \beta - \gamma] = X.
\] (59)
We now want to know under what conditions we can choose $X$ so that the matrix $H$ is positive semidefinite. Before we state the result we note this helpful theorem:

**Theorem 5.1.** Let $H$ be Hermitian and partitioned as in equation (7). Then these two statements are equivalent:
1. $H$ is positive semidefinite.
2. $A$ and $H/A$ are positive semidefinite, and $R(B) \subset R(A)$.

A proof of this result can be found in [12]. We now have:

**Theorem 5.2.** Let $H \in M_n(\mathbb{C})$ be partitioned as in (53) and let $H[\alpha]$ and $H[\beta]$ be positive semidefinite. Setting
\[
X = BC^+ D \\
= H[\alpha - \gamma, \gamma] H[\gamma]^+ H[\gamma, \beta - \gamma]
\] (60)
(61)
turns $H$ into a positive semidefinite matrix.

**Proof.** We apply theorem 5.1 to the positive semidefinite matrices $H[\alpha]$ and $H[\beta]$ to obtain:
\[
C \geq 0
\] (62)
\[
H[\alpha]/C \geq 0
\] (63)
\[
H[\beta]/C \geq 0
\] (64)
\[
R(B^*) \subset R(C)
\] (65)
\[
R(D) \subset R(C)
\] (66)
The Schur complement $H/C$ is given by
\[
H/C = \begin{pmatrix} A - BC^+ B^* & X - BC^+ D \\ X^* - D^* C^+ B^* & E - D^* C^+ D \end{pmatrix}.
\] (67)
If we choose

\[ X = BC^+ D, \]  

(68)

and also recognize the expressions for \( H[\alpha]/C \) and \( H[\beta]/C \) we find

\[ H/C = \begin{pmatrix} H[\alpha]/C & 0 \\ 0 & H[\beta]/C \end{pmatrix}. \]  

(69)

Because of equations (63) and (64) we have

\[ H/C \geq 0. \]  

(70)

Equations (65) and (66) then ensure that

\[ R(B^* D) \subset R(C). \]  

(71)

Since we also have \( C \geq 0 \) we can use the theorem 5.1 one more time, this time in the other direction, to obtain

\[ H \geq 0. \]  

(72)

This completes the proof.

This result appeared already in [2]. We have provided a different proof that makes use of theorem 5.1.

It turns out that the choice of \( X \) in theorem 5.2 gives \( H \) unique properties. It is in these characterizations of \( X \) that we go beyond the results in [2] because we include the case in which \( H \) is singular. The first result characterizes \( X \) as the unique extension of \( H \) that maximizes the determinant of \( H \). If \( H \) is nonsingular we can just talk about the regular determinant of \( H \). If \( H \) is singular we have to use the generalized determinant that we introduced in section 3.

**Theorem 5.3.** Let \( H \in M_\alpha(C) \) be partitioned as in (53) and let \( H[\alpha] \) and \( H[\beta] \) be positive semidefinite and of maximal rank. The choice

\[ X = BC^+ D \]  

(73)

is the unique choice for \( X \) for which \( H \) is positive semidefinite, of maximal rank, and for which the (generalized) determinant is maximal.

**Proof.** We have shown in the last theorem that \( H \) is positive semidefinite if we set \( X = BC^+ D \). \( H \) is also of maximal rank. In general we have

\[ \text{rank } H \leq \text{rank } A + \text{rank } C + \text{rank } E. \]  

(74)
For a positive semidefinite matrix rank is additive over the Schur complement (see [11]) so that we actually have equality:

\[
\text{rank } H = \text{rank } C + \text{rank } H/C \quad (75)
\]

\[
= \text{rank } C + \text{rank } H[\alpha]/C + \text{rank } H[\beta]/C \quad (76)
\]

\[
= \text{rank } C + \text{rank } A + \text{rank } E \quad (77)
\]

To establish the last equality we have used the assumption that both \(H[\alpha]\) and \(H[\beta]\) are of maximal rank. Thus \(X = BC^+D\) turns \(H\) into a matrix of maximal rank. We now want to show that it is the only such choice that also maximizes the determinant.

Let us now assume that \(H\) is positive semidefinite and of maximal rank so that we can make use of propositions 4.1 and 4.2. Because of proposition 4.2 we have

\[
\det_+ H = \det_+ C \det_+ H/C. \quad (78)
\]

Because of proposition 4.1 we have

\[
\det_+ H/C \leq \det_+ H[\alpha]/C \det_+ H[\beta]/C, \quad (79)
\]

with equality if and only if

\[
X = BC^+D. \quad (80)
\]

It follows that this \(X\) is the unique choice that maximizes the determinant of \(H\).

For a nonsingular matrix \(H\) we can use the determinant to find the inverse of \(H\) (see [5]):

\[
H^{-1} = \frac{1}{\det H} \left( \frac{\partial}{\partial h_{ij}} \det H \right)^T \quad (81)
\]

Since \(X\) was chosen such that the determinant is maximal the derivative in equation (81) vanishes for indices \(i\) and \(j\) that denote elements of \(X\) itself. It follows that \(H^{-1}\) has zeroes in those places where the matrix \(X\) sits in \(H\). It turns out that this uniquely determines \(X\) even if \(H\) is only positive semidefinite and we have to talk about the Moore-Penrose inverse of \(H\) instead.

**Theorem 5.4.** Let \(H \in M_n(C)\) be partitioned as in (53) and let \(H[\alpha]\) and \(H[\beta]\) be positive semidefinite and of maximal rank. The choice

\[
X = BC^+D \quad (82)
\]

is the unique choice for \(X\) for which \(H\) is of maximal rank and for which \(H^+\) has zeroes in those places where \(X\) sits in \(H\).
Proof. Because $H$ is of maximal rank we can use proposition 4.3 to express the Moore-Penrose inverse of $H$ in terms of $C^+$ and $(H/C)^+$.
If $H^+$ is to have zeroes where $X$ is in $H$ then we must have

$$(H/C)^+ = \begin{pmatrix} (H[\alpha]/C)^+ & 0 \\ 0 & (H[\beta]/C)^+ \end{pmatrix},$$

which can only be the case if $X = BC^+D$.

For completeness we give the Moore-Penrose inverse for $H$:

$$H^+ = \begin{pmatrix} (H[\alpha]/C)^+ & -B^*(H[\alpha]/C)^+ & 0 \\ -C^+B^*(H[\alpha]/C)^+ & C^+B^*(H[\alpha]/C)^+ & \Xi \\ 0 & -(H[\beta]/C)^+ & -(H[\beta]/C)^+D^*C^+ \end{pmatrix},$$

with

$$\Xi = C^+ + C^+B^*(H[\alpha]/C)^+BC^+ + C^+D(H[\beta]/C)^+D^*C^+.$$

6 Conclusion

The problem of how to complete partial Hermitian matrices arises frequently in practical applications (see [13] for an example from finance). This problem was solved in [1] for partial matrices whose corresponding graph is chordal. The procedure provided in [1] was improved upon in [2] by giving a way to calculate whole blocks of the completion at once. For positive definite matrices the resulting completion is singled out by two uniqueness results. It is the unique matrix that maximizes the determinant, and it is the unique matrix whose inverse has zeroes in those places that were unspecified in the original matrix. In this paper we have extended these uniqueness results to include semidefinite matrices. To make this extension possible we needed to introduce a generalized determinant that gives the determinant of the nontrivial part of a Hermitian matrix. We also needed to focus on matrices whose rank is determined solely by the rank of its diagonal matrices. For these matrices the same uniqueness results hold that hold for positive definite matrices.
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