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Abstract

In our recent work [8], we have studied the homogenization of the Poisson equation in a class of non-periodically perforated domains. In this paper, we examine the case of the Stokes system. We consider a porous medium in which the characteristic distance between two holes, denoted by $\varepsilon$, is proportional to the characteristic size of the holes. It is well known (see [1], [17] and [19]) that, when the holes are periodically distributed in space, the velocity converges to a limit given by the Darcy’s law when the size of the holes tends to zero. We generalize these results to the setting of [8]. The non-periodic domains are defined as a local perturbation of a periodic distribution of holes. We obtain classical results of the homogenization theory in perforated domains (existence of correctors and regularity estimates uniform in $\varepsilon$) and we prove $H^2$-convergence estimates for particular force fields.
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1 Introduction

In this paper, we study the three dimensional Stokes system in a perforated domain for an incompressible fluid with Dirichlet boundary conditions:

\[
\begin{cases}
-\Delta u_\varepsilon + \nabla p_\varepsilon = f & \text{in } \Omega_\varepsilon \\
\text{div } u_\varepsilon = 0 & \\
u_\varepsilon = 0 & \text{on } \partial \Omega_\varepsilon.
\end{cases}
\]  

(1.1)

In Equation (1.1), \( \Omega_\varepsilon \subset \mathbb{R}^3 \) denotes the perforated domain, the vector valued function \( f \) is the force field, the unknowns \( u_\varepsilon \) and \( p_\varepsilon \) refer respectively to the velocity and the pressure of the fluid. The distance between two neighbouring holes is denoted by \( \varepsilon \). We assume that the characteristic size of the holes is \( \varepsilon \). Our purpose is to understand the limit of \((u_\varepsilon, p_\varepsilon)\) when \( \varepsilon \to 0 \). We construct classical objects of the homogenization theory such as correctors (Theorem 2.1) and we give new rates of convergence of \( u_\varepsilon \) to its limit when \( f \) is smooth, compactly supported and \( \text{div}(Af) = 0 \) where \( A \) is the so-called permeability tensor (see Theorem 2.3).

To our knowledge, the first paper on the homogenization of the Stokes system in perforated domains is [19]. In this work, Equation (1.1) is studied for a periodic distribution of perforations in the macroscopic domain \( \Omega \) (that is, each cell of a periodic array of size \( \varepsilon \) contains a perforation). It is in particular proved that \((u_\varepsilon/\varepsilon^2, p_\varepsilon)\) converges in some sense to a couple \((u_0, p_0)\) given by the Darcy’s law. This result can be guessed by performing a standard two scale expansion of \((u_\varepsilon, p_\varepsilon)\), see [17].

Error estimates between \( u_\varepsilon \) and its first order term in \( \varepsilon \) are proved in [14] [15] for particular situations namely the two-dimensional case in [15] and the case of a periodic macroscopic domain in [14]. Sharp error estimates under general assumptions on \( f \) have been obtained in [18]. The case of boundary layers in an infinite two-dimensional rectangular has been addressed in [13]. The results of [19] have been extended in [1] to porous medium in which both solid and fluid parts are connected. The case of holes that scale differently as \( \varepsilon \) is examined in [3]. Recently, the homogenization of the Stokes system at higher order has been addressed in [10].

In this paper, we adapt the results of [19] to the setting of [8], that is to perforated domains that are defined as a local perturbation of the periodically perforated domain considered in [19]. This framework is inspired by the papers [5] [6] [7] (see [8, Remark 1.5]). The purpose of these works is to study the homogenization of elliptic PDEs with coefficients that are periodic and perturbed by a defect which belongs to \( L^r \), \( 1 < r < +\infty \).

The paper is organized as follows. We recall in subsection 1.2 the main results of the homogenization of the Stokes system in the periodic case. We introduce in subsection 1.3 the non-periodic setting. We state in Section 2 the main results of this paper and we make some remarks. These results are proved in Section 3. Some technical Lemmas are given in Appendix A. In Appendix B, we give more specific geometric assumptions on the non-periodic perforations that allow to obtain the results of Section 2.

1.1 General notations

The canonical basis of \( \mathbb{R}^3 \) is denoted \( e_1, e_2, e_3 \). We denote the euclidian scalar product between two vectors \( u \) and \( v \) by \( u \cdot v \). The euclidian distance to a subset \( A \subset \mathbb{R}^3 \) will be written \( d(\cdot, A) \). The diameter of \( A \) will be denoted by \( \text{diam}(A) \). If \( A \) is a Lipschitz domain, we denote by \( n \) the outward normal vector. \( |\cdot| \) will be the Lebesgue measure on \( \mathbb{R}^3 \).

If \( A, B \) are two real matrices, we write \( A : B := \sum_{i,j=1}^3 A_{i,j} B_{i,j} \). If \( X \) is a vector or a matrix, its transpose will be denoted by \( X^T \). If \( A \subset \mathbb{R}^3 \), the complementary set of \( A \) will be written \( A^c \). We define \( Q := \frac{1}{2} \mathbb{I}_3 \) and, for \( k \in \mathbb{Z}^3 \), \( Q_k := \prod_{j=1}^3 \left( \frac{1}{2} + k_j, \frac{1}{2} + k_j \right] \) in \( Q = k \). If \( x \in \mathbb{R}^3 \) and \( r > 0 \), we denote by \( B(x, r) \) the open ball centered in \( x \) of radius \( r \).

The gradient operator of a real or vector valued function will be denoted \( \nabla \cdot \) and the second order derivative of a real or vector valued function will be written \( D^2 \cdot \). The divergence operator will be denoted \( \text{div} \cdot \) and the scalar or vectorial Laplacian \( \Delta \cdot \).
Functional spaces. If \( \omega \) is an open subset of \( \mathbb{R}^3 \) and \( 1 \leq p \leq +\infty \), we denote by \( L^p(\omega) \) the standard Lebesgue spaces and \( H^s(\omega), W^{m,p}(\omega) \) the standard Sobolev spaces. For \( s \in \mathbb{R} \) and \( m \in \mathbb{N}^* \), we denote by \([L^p(\omega)]^3\), \([H^s(\omega)]^3\) and \([W^{m,p}(\omega)]^3\) the spaces of vector valued functions whose components are respectively elements of \( L^p(\omega), H^s(\omega) \) and \( W^{m,p}(\omega) \). The space \( L^p(\omega)/\mathbb{R} \) corresponds to the equivalence classes for the relation \( \sim \) defined by: for all \( f, g \in L^p(\omega) \), \( f \sim g \) if and only if \( f - g \) is a.e constant in \( \omega \). \( D(\omega) \) will be the set of smooth and compactly supported functions in \( \omega \). We denote by \( C^\infty(\omega) \) (resp. \( C^\infty(\overline{\omega}) \)) the set of smooth functions defined on \( \omega \) (resp. \( \overline{\omega} \)).

1.2 Review of the periodic case

In this subsection, we recall the results of the homogenization of the Stokes system in periodically perforated domains with large holes. For more details, see [19, 17, 1].

Notations. We fix a locally Lipschitz bounded domain \( \Omega \subset \mathbb{R}^3 \) and a subset \( \Omega^\text{per}_0 \) such that \( \Omega^\text{per}_0 \subset \subset Q \). \( \Omega^\text{per}_0 \) is of class \( C^{2,\alpha} \) and \( Q \setminus \overline{\Omega^\text{per}_0} \) is connected. We define for \( k \in \mathbb{Z}^3 \), \( \Omega^\text{per}_k := \Omega^\text{per}_0 + k \). \( \Omega^\text{per} \) will be the set of perforations, that is, \( \Omega^\text{per} := \bigcup_{k \in \mathbb{Z}^3} \Omega^\text{per}_k \).

We define some periodic functional spaces that will be used in the sequel. Using the notations of our problem, we set for \( 1 \leq p \leq +\infty \),

\[
L^{p,\text{per}} \left( Q \setminus \overline{\Omega^\text{per}_0} \right) := \{ u \in L^{p,\text{loc}}(\mathbb{R}^3 \setminus \overline{\Omega^\text{per}}) \text{ s.t. } u \text{ is } Q \text{ – periodic} \}
\]

and

\[
H^{1,\text{per}} \left( Q \setminus \overline{\Omega^\text{per}_0} \right) := \{ u \in H^{1,\text{loc}}(\mathbb{R}^3 \setminus \overline{\Omega^\text{per}}) \text{ s.t. } u \text{ is } Q \text{ – periodic and } \partial_i u \text{ are } Q \text{ – periodic, } i = 1, 2, 3 \}.
\]

The space of \( H^1 \)-periodic vector valued functions will be \( \left[ H^{1,\text{per}} \left( Q \setminus \overline{\Omega^\text{per}_0} \right) \right]^3 \). The space of \( H^1 \)-periodic functions that vanish on the perforations is

\[
H^{1,\text{per}}_0 \left( Q \setminus \overline{\Omega^\text{per}_0} \right) := \{ u \in H^{1,\text{per}} \left( Q \setminus \overline{\Omega^\text{per}_0} \right) \text{ s.t. } u \text{ is } 0 \text{ on } \partial \Omega^\text{per} \}.
\]

Similarly, we define \( \left[ H^{1,\text{per}}_0 \left( Q \setminus \overline{\Omega^\text{per}_0} \right) \right]^3 \). In the sequel, we use the summation convention on repeated indices.

For \( \varepsilon > 0 \), we denote \( \Omega^\text{per}_\varepsilon := \{ k \in \mathbb{Z}^3, \varepsilon Q_k \subset \Omega \} \). We define the periodically perforated domain \( \Omega^\text{per}_\varepsilon \) by (see Figure 1)

\[
\Omega^\text{per}_\varepsilon := \Omega \setminus \bigcup_{k \in Y^\text{per}_\varepsilon} \varepsilon \overline{\Omega^\text{per}_k}.
\]

It is easily seen that \( \Omega^\text{per}_\varepsilon \) is open and connected.

For \( f \in [L^2(\Omega)]^3 \), there exists a unique couple \( (u_\varepsilon, p_\varepsilon) \in [H^1_0(\Omega^\text{per}_\varepsilon)]^3 \times L^2(\Omega^\text{per}_\varepsilon)/\mathbb{R} \) solution of System (1.1). The Poincaré inequality in perforated domains (see e.g. [19 Lemma 1]) and standard energy estimates yield the bound

\[
\| u_\varepsilon \|_{[L^2(\Omega^\text{per}_\varepsilon)]^3} \leq C \varepsilon^2
\]

where \( C \) is a constant independent of \( \varepsilon \). Thus, after extraction of a subsequence, \( u_\varepsilon/\varepsilon^2 \) converges \( L^2 \)-weakly to some limit velocity \( u^* \). Besides, it can be proved (see [19 Theorem 1]) that the pressure \( p_\varepsilon \) converges \( L^2(\Omega)/\mathbb{R} \)-strongly to the macroscopic pressure \( p_0 \) which is defined up to the addition of a constant. The couple \( (u^*, p_0) \) is determined by the Darcy’s law which we recall here

\[
\begin{cases}
\text{div}(u^*) = 0 \quad \text{in} \quad \Omega \\
u^* = A(f - \nabla p_0) \\
u^* \cdot n = 0 \quad \text{on} \quad \partial \Omega.
\end{cases}
\]
Remark 2.5 below). The corrector equations (1.4) can be guessed by a standard two-scale expansion of \( u_\varepsilon \) and \( p_\varepsilon \). The corrector equations (1.4) can be guessed by a standard two-scale expansion of \( u_\varepsilon \) and \( p_\varepsilon \) of the form

\[
\begin{align*}
 u_\varepsilon &= u_0 \left( x, \frac{x}{\varepsilon} \right) + \varepsilon u_1 \left( x, \frac{x}{\varepsilon} \right) + \varepsilon^2 u_2 \left( x, \frac{x}{\varepsilon} \right) + \varepsilon^3 u_3 \left( x, \frac{x}{\varepsilon} \right) + \cdots, \\
p_\varepsilon &= p_0 \left( x, \frac{x}{\varepsilon} \right) + \varepsilon p_1 \left( x, \frac{x}{\varepsilon} \right) + \varepsilon^2 p_2 \left( x, \frac{x}{\varepsilon} \right) + \varepsilon^3 p_3 \left( x, \frac{x}{\varepsilon} \right) + \cdots
\end{align*}
\]

where the functions \( u_i(x, \cdot) \) and \( p_i(x, \cdot) \) are \( Q \)-periodic for fixed \( x \in \Omega \) (see [17, Section 7.2]). It can be proved that the function \( p_0 \) is independent of the microscopic variable, that is \( p_0(x, \frac{x}{\varepsilon}) = p_0(x) \) for all \( x \in \Omega \) (which is coherent with (1.2)). Besides, the functions \( u_0 \) and \( u_1 \) vanish and (we use, as indicated above, the summation convention over repeated indices)

\[
\begin{align*}
 u_2 \left( x, \frac{x}{\varepsilon} \right) &= u_j \left( \frac{x}{\varepsilon} \right) \left( f_j - \partial_j p_0 \right)(x) \quad \text{and} \quad p_1 \left( x, \frac{x}{\varepsilon} \right) = p_j \left( \frac{x}{\varepsilon} \right) \left( f_j - \partial_j p_0 \right)(x).
\end{align*}
\]

We define the remainders

\[
R_\varepsilon := u_\varepsilon - \varepsilon^2 u_j \left( \frac{x}{\varepsilon} \right) \left( f_j - \partial_j p_0 \right) \quad \text{and} \quad \pi_\varepsilon := p_\varepsilon - p_0 - \varepsilon p_j \left( \frac{x}{\varepsilon} \right) \left( f_j - \partial_j p_0 \right).
\]

The strong convergence \( R_\varepsilon/\varepsilon^2 \to 0 \) in \( L^2(\Omega_\varepsilon^{\perp}) \)–norm is proved in [17, Theorem 1.3]. An \( H^1 \)–quantitative estimate of this convergence is given in [18], provided that \( \Omega \) is of class \( C^{2,\alpha} \). We will provide a new \( H^2 \)–convergence estimate when \( \text{div}(Af) = 0 \) and \( f \) is compactly supported in \( \Omega \) (see Theorem 2.3 and Remark 2.3 below).

In what follows, we extend \( w_j^{\perp} \) by zero in the periodic perforations. The pressure \( p_j^{\perp} \) is extended by a constant \( \lambda_j \) (for example zero) in the perforations.
1.3 The non-periodic setting

We fix a periodic set of perforations as described in the previous subsection. We describe the non-periodic setting (see [8] for more details). For \( k \in \mathbb{Z}^3 \) and \( \alpha > 0 \), we define (see figure 3a)

\[
O^\text{per}^+, (k) := \{x \in Q_k, \ d(x, \partial O_k) < \alpha\},
\]

and

\[
O^\text{per}^-, (k) := \{x \in O_k, \ d(x, \partial O_k) > \alpha\}.
\]

For all \( k \in \mathbb{Z}^3 \), we fix an open subset \( O_k \) of \( Q_k \). We suppose that the sequence \( (O_k)_{k \in \mathbb{Z}^3} \) satisfies Assumptions (A1)-(A5) below. We define the non periodic set of perforations by

\[
O := \bigcup_{k \in \mathbb{Z}^3} O_k.
\]

(A1) For all \( k \in \mathbb{Z}^3 \), we have \( O_k \subset \subset Q_k \) and \( Q_k \setminus O_k \) is connected.

(A2) For all \( k \in \mathbb{Z}^3 \), the perforation \( O_k \) is Lipschitz continuous.

(A3) There exists a sequence \( (\alpha_k)_{k \in \mathbb{Z}^3} \in \ell^1(\mathbb{Z}^3) \) such that for all \( k \in \mathbb{Z}^3 \), \( \alpha_k > 0 \) and we have the following chain inclusion:

\[
O^\text{per}^-, (k) \subset O_k \subset O^\text{per}^+, (k).
\]

We refer to figure 3a for an illustration of (A3).

The assumptions (A1)-(A2) are analogous to the one made on \( O_k \) and guarantee connectedness and some regularity on the perforated domain. Assumption (A3) is the geometric assumption that makes precise that \( (O_k)_{k \in \mathbb{Z}^3} \) is a perturbation of \( (O^\text{per}^+_k)_{k \in \mathbb{Z}^3} \). We recall (see [8, Lemma A.1 and Lemma A.3]) that Assumptions (A1)-(A3) imply the following facts:

- There exists \( \delta > 0 \) such that for all \( k \in \mathbb{Z}^3 \), \( d(O_k, \partial Q_k) \geq \delta \). In other words, \( O_k \) is strictly included in \( Q_k \), uniformly with respect to \( k \).
- We have

\[
\sum_{k \in \mathbb{Z}^3} |O_k \Delta O^\text{per}_k| < +\infty
\]

where \( \Delta \) stands for the sets symmetric difference operator.

Using the first point above, we can introduce two smooth open sets \( Q' \) and \( Q'' \) such that (see Figure 2) \( Q' \subset \subset Q \subset \subset Q'' \) and for all \( k \in \mathbb{Z}^3 \), \( (Q' + k) \cap Q = (Q'' + k) \cap Q = O_k \). We define, for \( k \in \mathbb{Z}^3 \),

\[
Q'_k := Q' + k \quad \text{and} \quad Q''_k := Q'' + k.
\]

The sets \( Q'_k \) and \( Q''_k \), \( k \in \mathbb{Z}^3 \) will be used several times in the sequel.

(A4) This assumption is divided into two sub-assumptions (A4)\(_0\) and (A4)\(_1\).

(A4)\(_0\) For all \( 1 < q < +\infty \), there exists a constant \( C^0_q > 0 \) such that for all \( k \in \mathbb{Z}^3 \), the problem

\[
\begin{aligned}
\text{div} \ v &= f \quad \text{in} \ Q_k \setminus \overline{O}_k \\
v &= 0 \quad \text{on} \ \partial [Q_k \setminus \overline{O}_k]
\end{aligned}
\]

with \( f \in L^q(Q_k \setminus \overline{O}_k) \) completed with the compatibility condition

\[
\int_{Q_k \setminus \overline{O}_k} f = 0
\]
admits a solution $v$ such that $v \in [W^{1,q}(Q_k \setminus \overline{O_k})]^3$ and
\[
\|v\|_{W^{1,q}(Q_k \setminus \overline{O_k})^3} \leq C_q^0 \|f\|_{L^q(Q_k \setminus \overline{O_k})}. \tag{1.9}
\]

(A4) For all $1 < q < +\infty$, there exists a constant $C_q^1 > 0$ such that for all $k \in \mathbb{Z}^3$, Problem (1.7) with $f \in W^{1,q}_0(Q_k \setminus \overline{O_k})$ completed with the compatibility condition (1.8) admits a solution $v$ such that $v \in [W^{1,q}_0(Q_k \setminus \overline{O_k})]^3$ and
\[
\|v\|_{W^{1,q}_0(Q_k \setminus \overline{O_k})^3} \leq C_q^1 \|f\|_{W^{1,q}_0(Q_k \setminus \overline{O_k})}. \tag{1.10}
\]

(A5) For all $1 < q < +\infty$, there exists a constant $C_q > 0$ such that for all $k \in \mathbb{Z}^3$, if $(v,p) \in [W^{1,q}(Q_k \setminus \overline{O_k})]^3 \times L^q(Q_k \setminus \overline{O_k})$ is solution to the Stokes problem
\[
\begin{cases}
-\Delta v + \nabla p = f & \text{in } Q_k'' \setminus \overline{O_k} \\
\text{div } v = 0 & \text{in } Q_k'' \setminus \overline{O_k} \\
v = 0 & \text{on } \partial O_k
\end{cases} \tag{1.11}
\]
with $f \in L^q(Q_k'' \setminus \overline{O_k})$, then $(v,p) \in [W^{2,q}(Q_k \setminus \overline{O_k})]^3 \times W^{1,q}(Q_k \setminus \overline{O_k})$ and
\[
\|v\|_{W^{2,q}(Q_k \setminus \overline{O_k})^3} + \|p\|_{W^{1,q}(Q_k \setminus \overline{O_k})^3} \leq C_q \|f\|_{L^q(Q_k'' \setminus \overline{O_k})^3} + \|v\|_{W^{1,q}(Q_k'' \setminus \overline{O_k})^3} + \|p\|_{L^q(Q_k'' \setminus \overline{O_k})}. \tag{1.12}
\]

Remark 1.1. For each fixed $k \in \mathbb{Z}^3$, the estimates (1.9) and (1.10) are satisfied with constants $C_{q,k}^i$, $i = 0, 1$, depending on $k$, see [11, Theorem III.3.3]. Similarly, as long as $O_k$ is of class $C^2$, (1.12) is satisfied when $k$ is fixed (see [11, Theorem IV.5.1]). Assumptions (A4)-(A5) require that the constants appearing in (1.9), (1.10) and (1.12) are uniform with respect to $k \in \mathbb{Z}^3$.

Assumptions (A4)-(A5) are the weakest possible given our method of proof. However, they are associated to PDEs and we would like a somewhat more geometric interpretation of these assumptions, in the spirit of (A3). In fact, we may replace (A4)-(A5) by the likely stronger (but geometric) Assumptions (A4)'-(A5)' below.

We suppose that there exist $r > 0$ and $M > 0$ such that for all $k \in \mathbb{Z}^3$ and for all $x \in \partial O_k$, there exists $\zeta_x : U_x \to \mathbb{R}$ where $U_x \subset \mathbb{R}^2$, $0 \in U_x$ and $r_x > r$ such that, after eventually rotating and/or translating the local coordinate system, we have that $\zeta_x(0) = 0$ and
\[
(Q_k \setminus \overline{O_k}) \cap B(x,r_x) = \{(y_1,y_2,y_3) \in \mathbb{R}^3, y_3 > \zeta_x(y_1,y_2) \text{ and } (y_1,y_2) \in U_x\}. \tag{1.13}
\]
We assume the following uniform regularity properties:

**A4’** The functions $\zeta_x, x \in \partial O_k$ are Lipschitz functions with Lipschitz constant $\|\zeta_x\|_{\text{Lip}(\Omega_\varepsilon)} \leq M$.

**A5’** The functions $\zeta_x, x \in \partial O_k$ are of class $C^2$ and satisfy $\nabla \zeta_x(0) = 0$ with the estimate $\|\zeta_x\|_{W^{2,\infty}(\Omega_\varepsilon)} \leq M$.

In Assumptions **A4’**-(**A5’**) above, we emphasize that $M$ is independent of $k$ and $x$.

We prove in Appendix B that Assumptions **A3** and **A4’** imply Assumption **A4** and that Assumptions **A3** and **A5’** imply Assumption **A5**. We also note that **A5’** implies **A4’**.

**Example 1.2.** We give some examples of perforations satisfying **A1**-**A5**:

- Compactly supported perturbations, that is, we change $O^\text{per}_k$ in a finite number of cells $Q_k$;
- We remove a finite number of perforations;
- We make $\ell^1$-translations of the periodic perforations that is we choose a sequence $(\delta_k)_{k \in \mathbb{Z}^3}$ such that $\delta_k \in \mathbb{R}^3$, $\sum_{k \in \mathbb{Z}^3} |\delta_k| < +\infty$ and for all $k \in \mathbb{Z}^3$, $O_k \subset Q_k$ and $O_k = O^\text{per}_k + \delta_k$.
- We give on Figure 6 in Appendix B some counter-examples to Assumptions **A3**-(**A4’**)-**A5’**.

**Remark 1.3.** The assumption $O_k \subset Q_k$ is automatically implied by **A3** except for a finite number of cells. Dropping it would change some technical details but not the results of the paper.

**The perforated domain.** We recall that $\Omega$ is a smooth bounded domain of $\mathbb{R}^3$. We denote

$$Y_\varepsilon := \{ k \in \mathbb{Z}^3, \varepsilon O_k \subset Q_k \}$$

and define (see Figure B3)

$$\Omega_\varepsilon := \Omega \setminus \bigcup_{k \in Y_\varepsilon} \varepsilon O_k.$$  

We notice that $\Omega_\varepsilon$ is a bounded, locally Lipschitz and connected open subset of $\mathbb{R}^3$. 

---

**Figure 3:** The non-periodic setting
For $f \in [L^2(\Omega)]^3$, there is a unique solution $(u_\varepsilon, p_\varepsilon) \in [H^1_0(\Omega_\varepsilon)]^3 \times L^2(\Omega_\varepsilon)/\mathbb{R}$ to the Stokes system

$$\begin{cases}
-\Delta u_\varepsilon + \nabla p_\varepsilon = f & \text{in} \quad \Omega_\varepsilon \\
\text{div } u_\varepsilon = 0
\end{cases}$$

in $\Omega_\varepsilon$. 

In the sequel, we study the homogenization of $(u_\varepsilon, p_\varepsilon)$.

## 2 Results

The first result concerns the existence of the first order correctors. We can perform a two scale expansion of the form

$$u_\varepsilon(x) = \varepsilon^2 \left[ u_2 \left( x, \frac{x}{\varepsilon} \right) + \varepsilon u_3 \left( x, \frac{x}{\varepsilon} \right) + \cdots \right], \quad p_\varepsilon(x) = p_0(x) + \varepsilon p_1 \left( x, \frac{x}{\varepsilon} \right) + \cdots$$

which $u_2$ and $p_1$ are given by the Darcy’s law (1.2).

### Theorem 2.1 (Existence of correctors).

Suppose that Assumptions (A1)-(A3) and (A4)$_0$ are satisfied. For all $j \in \{1, 2, 3\}$, System (2.3) admits a solution $(w_j, p_j)$ of the form

$$w_j = w_j^{per} + \tilde{w}_j \quad \text{and} \quad p_j = p_j^{per} + \tilde{p}_j,$$

where $(\tilde{w}_j, \tilde{p}_j) \in [H^1(\mathbb{R}^3 \setminus \mathcal{O})]^3 \times L^2_{loc}(\mathbb{R}^3 \setminus \mathcal{O})$. Moreover, we have the following estimate

$$\|\tilde{p}_j - \langle \tilde{p}_j \rangle\|_{L^2(\frac{1}{\varepsilon} \Omega_\varepsilon)} \leq C_\varepsilon^{-1},$$

where $C$ is a constant independent of $\varepsilon$ and $\langle \tilde{p}_j \rangle$ denotes the mean value of $\tilde{p}_j$ on $\frac{1}{\varepsilon} \Omega_\varepsilon$.

### Proof

We define

$$R_\varepsilon := u_\varepsilon - \varepsilon^2 \sum_{j=1}^3 w_j \left( \frac{x}{\varepsilon} \right) (f_j - \partial_j p_0) \quad \text{and} \quad R_\varepsilon := p_\varepsilon - p_0 - \varepsilon \sum_{j=1}^3 p_j \left( \frac{x}{\varepsilon} \right) (f_j - \partial_j p_0).$$

Following the ideas of the proof of [2, Theorem 1.3], we can prove under the assumption $f \in [W^{3,\infty}(\Omega)]^3$ that $R_\varepsilon/\varepsilon^2 \to 0$ in the non-periodic setting for the $[L^2(\Omega)]^3$-norm (where it is understood that $u_\varepsilon$ and $w_j, j = 1, 2, 3$ are extended by zero in the perforations). This fact, though relevant because it makes (2.1) rigorous, is not strong enough to justify the construction of the non-periodic correctors $(w_j, p_j), j = 1, 2, 3$. Indeed, if we set

$$R_\varepsilon^{per} := u_\varepsilon - \varepsilon^2 \sum_{j=1}^3 w_j^{per} \left( \frac{x}{\varepsilon} \right) (f_j - \partial_j p_0),$$

for
we notice that
\[
R_\varepsilon = R_\varepsilon^{\text{per}} - \varepsilon^2 \sum_{j=1}^3 \tilde{w}_j \left( \frac{\cdot}{\varepsilon} \right) (f_j - \partial_j p_0).
\]

Since \( \tilde{w}_j \in [L^2(\mathbb{R}^3 \setminus \overline{\Omega})]^3 \), one has for \( j = 1, 2, 3 \):
\[
\left\| \tilde{w}_j \left( \frac{\cdot}{\varepsilon} \right) (f_j - \partial_j p_0) \right\|_{[L^2(\Omega_\varepsilon)]^3} = \varepsilon^2 \left\| \tilde{w}_j (f_j - \partial_j p_0) (\varepsilon) \right\|_{[L^2(\mathbb{R}^3)]^3}
\]
\[
\leq \varepsilon^2 \| \tilde{w}_j \|_{[L^2(\mathbb{R}^3)]^3} \| f_j - \partial_j p_0 \|_{L^\infty(\Omega)} = C\varepsilon^2.
\]
Thus \( R_\varepsilon^{\text{per}}/\varepsilon^2 = R_\varepsilon/\varepsilon^2 + O(\varepsilon^{3/2}) \). This proves that \( R_\varepsilon^{\text{per}}/\varepsilon^2 \to 0 \) for the \( [L^2(\Omega)]^3 \) norm. So, using \( w_j^{\text{per}} \) instead of \( w_j \) does not change the convergence of \( u_\varepsilon \) to its first order asymptotic expansion.

Yet, since \( w_j \) and \( p_j, j = 1, 2, 3 \) are the \textit{ad hoc} correctors for the non-periodic setting, there must be situations highlighting that the approximation of \( u_\varepsilon \) (resp. \( p_\varepsilon \)) by \( \varepsilon^2 w_j \left( \cdot / \varepsilon \right) (f_j - \partial_j p_0) \) (resp. \( p_0 + \varepsilon p_j \left( \cdot / \varepsilon \right) (f_j - \partial_j p_0) \)) is improved in some sense when we use \( w_j \) instead of \( w_j^{\text{per}} \). We exhibit in Theorem 2.3 such a situation (see Remark 2.4).

Before stating Theorem 2.3, we obtain in Theorem 2.2 \( H^2 \) estimates for the solution of a Stokes system posed in \( \Omega_\varepsilon \) (see [16, Theorem 4.1] for the periodic case).

**Theorem 2.2 (Estimates for a Stokes problem).** Suppose that Assumptions (A4)_0 and (A5) are satisfied. Let \( f \in [L^2(\Omega_\varepsilon)]^3 \) and \((u, p) \in [H^1_0(\Omega_\varepsilon)]^3 \times L^2(\Omega_\varepsilon)/\mathbb{R} \) be solution of
\[
\begin{align*}
-\Delta u_\varepsilon + \nabla p_\varepsilon &= f & \text{in } \Omega_\varepsilon \\
\text{div}(u_\varepsilon) &= 0
\end{align*}
\]
\[
div(u_\varepsilon) = 0 \text{ on } \partial \Omega_\varepsilon.
\]
Then \((u_\varepsilon, p_\varepsilon) \in [H^2(\Omega_\varepsilon)]^3 \times H^1(\Omega_\varepsilon)/\mathbb{R} \) and there exists a constant \( C > 0 \) such that for any domain \( \Omega'' \subset \subset \Omega \) and all \( \varepsilon < \varepsilon_0(\Omega'') \),
\[
\|D^2 u_\varepsilon\|_{[L^2(\Omega'' \cap \Omega_\varepsilon)]^3} + \varepsilon^{-1} \|\nabla u_\varepsilon\|_{[L^2(\Omega_\varepsilon)]^3} + \varepsilon^{-2} \|u_\varepsilon\|_{[L^2(\Omega_\varepsilon)]^3} + \|\nabla p_\varepsilon\|_{L^2(\Omega'' \cap \Omega_\varepsilon)} + \|p_\varepsilon\|_{L^2(\Omega_\varepsilon)/\mathbb{R}} \leq C \|f\|_{[L^2(\Omega_\varepsilon)]^3}.
\]
Furthermore, the couple \((u_\varepsilon, p_\varepsilon) \) is unique in \([H^1(\Omega_\varepsilon)]^3 \times L^2(\Omega_\varepsilon)/\mathbb{R} \).

**Theorem 2.3 (Convergence Theorem).** Suppose that assumptions (A1)-(A5) are satisfied. Let \( f \in [W^{3,\infty}(\Omega)]^3 \) be such that \( \text{div}(Af) = 0 \) and \( f \) is compactly supported in \( \Omega \). There exists a constant \( C > 0 \) such that for all \( \varepsilon > 0 \) small enough and all domain \( \Omega'' \subset \subset \Omega \),
\[
\|D^2 \left[ u_\varepsilon - \varepsilon^2 w_j \left( \frac{\cdot}{\varepsilon} \right) f_j \right]\|_{[L^2(\Omega'' \cap \Omega_\varepsilon)]^3} + \varepsilon^{-1} \|\nabla \left[ u_\varepsilon - \varepsilon^2 w_j \left( \frac{\cdot}{\varepsilon} \right) f_j \right]\|_{[L^2(\Omega_\varepsilon)]^3} + \varepsilon^{-2} \|u_\varepsilon - \varepsilon^2 w_j \left( \frac{\cdot}{\varepsilon} \right) f_j\|_{[L^2(\Omega_\varepsilon)]^3} \leq C \varepsilon
\]
and
\[
\|\nabla \left[ p_\varepsilon - \varepsilon \left\{ p_j \left( \frac{\cdot}{\varepsilon} \right) - \lambda_\varepsilon^j \right\} f_j \right]\|_{L^2(\Omega'' \cap \Omega_\varepsilon)} + \|p_\varepsilon - \varepsilon \left\{ p_j \left( \frac{\cdot}{\varepsilon} \right) - \lambda_\varepsilon^j \right\} f_j\|_{L^2(\Omega_\varepsilon)/\mathbb{R}} \leq C \varepsilon,
\]
where
\[
\lambda_\varepsilon^j = \frac{1}{|\Omega_\varepsilon|} \int_{\Omega_\varepsilon} p_j \left( \frac{\cdot}{\varepsilon} \right).
\]
Remark 2.4. We note that Theorem 2.2 and Theorem 2.3 are valid in the periodic case (that is in the framework of subsection 1.3). This provides a new situation in which qualitative error estimates can be obtained, besides those of [14, 18].

Remark 2.5. The assumptions $\text{div}(A\varepsilon f) = 0$ and $f$ compactly supported in $\Omega$ make boundary effects disappear. Indeed, it is straightforward to see that in this case $\nabla p_0 = 0$ in $\Omega$ (see [12]). Since $f$ is compactly supported, we have $\varepsilon^2 w_j(\cdot/\varepsilon) f_j = 0$ on $\partial \Omega$, so $u_e$ and its first order expansion coincide on $\partial \Omega$. This explains why the $O(\varepsilon^2) H^1$–convergence rate of $R_e$ obtained in Theorem 2.3 is sharper than the $O(\varepsilon^{3/2}) H^1$–convergence rate obtained in [18, Theorem 1.1].

Remark 2.6. By applying Theorem 2.3 we get that $R_e \in H^2(\varepsilon \Omega_e)$. We now note that, in general, one has $R_{e}^{\text{per}} \notin H^2(\varepsilon \Omega_e)$. This follows from the fact that $w^{\text{per}}_j(\cdot/\varepsilon) \notin H^2(\varepsilon \Omega_e)$ (unless of course $\Omega_e = \Omega_e^{\text{per}}$) for $j = 1, 2, 3$. This is due to the normal derivative jumps of $w^{\text{per}}_j(\cdot/\varepsilon)$ along the parts of $\varepsilon \partial \Omega^{\text{per}}$ that are included in $\varepsilon \Omega_e$. This shows that, in the non-periodic case, using the periodic corrector in (2.2) does not give the expected convergence rate, contrary to the non-periodic corrector.

Remark 2.7. Theorem 2.2 and Theorem 2.3 can be proved up to the boundary of $\Omega$ with the same convergence rates when $\Omega$ is of class $C^2$. The proof is rather technical and will be omitted here.

Remark 2.8. Theorem 2.2 can be proved for the $H^m$–norm, $m > 0$ in the periodic domain $\Omega_e^{\text{per}}$ (see [10, Theorem 4.2]) and in the non-periodic domain $\varepsilon \Omega_e$, provided that we require higher regularity of $\Omega_e$ in (A5) (typically that $\Omega_e$ is uniformly with respect to $k$ of class $C^{m+2}$, see [11], Theorem IV.5.1): if $f \in [H^m(\Omega_e)]^3$, then $(u_e, p_e) \in \left[H^{m+2}(\varepsilon \Omega_e)\right]^3 \times H^{m+1}(\varepsilon \Omega_e)/\mathbb{R}$ and there exists a constant $C$ independent of $\varepsilon$ such that

$$
\|D^{m+2}u_e\|_{L^2(\Omega_e \cap \Omega_0)} + \|D^{m+1}p_e\|_{L^2(\Omega_e \cap \Omega_0)} \leq C \sum_{i=0}^{m} \varepsilon^{m-i} \|f\|_{L^2(\varepsilon \Omega_e)}^3.
$$

Remark 2.9. This paper presents only the three dimensional case. All that follows is true in dimension greater than 3. As for the two dimensional case, Theorem 2.3 and Theorem 2.2 are valid.

The rest of the paper is devoted to proofs. In Section 3.1 we give the proof of Theorem 2.2 in both periodic and non periodic perforated domains. We next prove in Section 3.2 the existence of the non-periodic correctors. Finally, Section 3.3 is devoted to the proof of the convergence Theorem 2.3. Some technical Lemmas, especially concerning divergence problems, are postponed to Appendix A.

3 Proofs

3.1 Proof of Theorem 2.2

We first state the following Poincaré–Friedrichs inequality:

Lemma 3.1. Suppose that Assumptions (A1) and (A3) are satisfied. There exists a constant $C > 0$ independent of $\varepsilon$ such that for all $u \in [H^1_0(\varepsilon \Omega_e)]^3$, one has

$$
\int_{\varepsilon \Omega_e} |u|^2 \leq C \varepsilon^2 \int_{\varepsilon \Omega_e} |\nabla u|^2.
$$

Proof. We recall that $Y_\varepsilon$ is defined by (1.14) and we define $Z_\varepsilon := \{ k \in \mathbb{Z}^d, \varepsilon Q_k \cap \partial \Omega \neq \emptyset \}$. We have the decomposition

$$
\varepsilon \Omega_e = \left( \bigcup_{k \in Y_\varepsilon} \varepsilon (\overline{Q_k} \setminus \overline{\Omega_k}) \right) \cup \left( \bigcup_{k \in Z_\varepsilon} \left[ \varepsilon (\overline{Q_k} \cap \Omega) \right] \right).
$$

(3.1)
Thanks to Assumption (A3) and the proof of [8, Lemma 3.2], we know that there exists a constant $C > 0$ independent of $k$ and $\varepsilon$ such that for all $k \in Y_\varepsilon$, we have the inequality
\[
\int_{\varepsilon (Q_k \setminus \overline{Q_k})} u^2 \leq C \varepsilon^2 \int_{\varepsilon (Q_k \setminus \overline{Q_k})} |\nabla u|^2. \tag{3.2}
\]
We now fix $k \in Z_\varepsilon$. Thanks to the proof of [19, Lemma 1], there exists a constant $C > 0$ which is independent of $k$ and $\varepsilon$ such that
\[
\int_{\varepsilon Q_k \cap \Omega} u^2 \leq C \varepsilon^2 \int_{\varepsilon Q_k \cap \Omega} |\nabla u|^2. \tag{3.3}
\]
Summing the estimate (3.2) over $k \in Y_\varepsilon$, the estimate (3.3) over $k \in Z_\varepsilon$ and using (3.1) concludes the proof of Lemma 3.1.

Let $(u_\varepsilon, p_\varepsilon)$ be the solution of (1.10). We have by classical energy estimates the following inequalities:
\[
\left(\int_{\varepsilon \Omega} |\nabla u_\varepsilon|^2 \right)^{\frac{1}{2}} \leq C \varepsilon \|f\|_{L^2(\Omega, \mathbb{R}^3)} \quad \text{and} \quad \left(\int_{\varepsilon \Omega} |u_\varepsilon|^2 \right)^{\frac{1}{2}} \leq C \varepsilon^2 \|f\|_{L^2(\Omega, \mathbb{R}^3)} \tag{3.4}
\]
which will be useful in the proof of Theorem 2.2.

**Proof of Theorem 2.2.** In this proof, $C$ will denote various constants independent of $\varepsilon$ that can change from one line to another. We fix $\Omega' \subset \subset \Omega$. We first show the following estimate:
\[
\|D^2 u_\varepsilon\|_{L^2(\Omega' \cap \Omega_\varepsilon)} + \|\nabla p_\varepsilon\|_{L^2(\Omega' \cap \Omega_\varepsilon)} \leq C \left(\varepsilon^{-1}\|\nabla u_\varepsilon\|_{L^2(\Omega_\varepsilon)} + \varepsilon^{-2}\|u_\varepsilon\|_{L^2(\Omega_\varepsilon)} + \|f\|_{L^2(\Omega_\varepsilon)}\right). \tag{3.5}
\]

**Proof of (3.5):** We study Problem (2.3) on each periodic cell $Q_k \setminus \overline{Q_k}$. Let $k \in Y_\varepsilon$, where $Y_\varepsilon$ is defined in (1.14). We recall that $Q'_k$ is introduced in (1.6) and we define in $Q''_k \setminus \overline{Q_k}$ the functions
\[
\begin{aligned}
U^k_\varepsilon &= \varepsilon^{-2} u_\varepsilon(\varepsilon) \quad \text{and} \quad P^k_\varepsilon = \varepsilon^{-1} p_\varepsilon(\varepsilon) - \lambda_k \\
F^k_\varepsilon &= f(\varepsilon),
\end{aligned}
\]
where $\lambda_k \in \mathbb{R}$ is chosen such that
\[
\int_{Q''_k \setminus \overline{Q_k}} P^k_\varepsilon = 0.
\]
Then $(U^k_\varepsilon, P^k_\varepsilon) \in [H^1(Q'_k \setminus \overline{Q_k})]^3 \times L^2(Q''_k \setminus \overline{Q_k})$ and $(U^k_\varepsilon, P^k_\varepsilon)$ is solution to the following Stokes system
\[
\begin{cases}
-\nabla U^k_\varepsilon + \nabla P^k_\varepsilon = F^k_\varepsilon & \text{in } Q'_k \setminus \overline{Q_k} \\
\text{div}(U^k_\varepsilon) = 0 & \text{in } Q'_k \setminus \overline{Q_k} \\
U^k_\varepsilon = 0 & \text{on } \partial Q_k.
\end{cases} \tag{3.6}
\]
By applying Assumption (A5) to System (3.6), we get the estimate
\[
\|U^k_\varepsilon\|_{H^2(Q'_k \setminus \overline{Q_k})} + \|P^k_\varepsilon\|_{H^1(Q'_k \setminus \overline{Q_k})} \leq C \left[\|U^k_\varepsilon\|_{H^1(Q'_k \setminus \overline{Q_k})} + \|P^k_\varepsilon\|_{L^2(Q''_k \setminus \overline{Q_k})} + \|F^k_\varepsilon\|_{L^2(Q''_k \setminus \overline{Q_k})}\right]. \tag{3.7}
\]
Assumption (A4) and [11, Lemma III.3.2] applied with $\Omega_1 := Q_k \setminus \overline{Q_k}$ and $\Omega_2 := Q'_k \setminus Q_k$ give a function $v \in [H^1_0(Q'_k \setminus \overline{Q_k})]^3$ such that $\text{div}(v) = P^k_\varepsilon$ and
\[
\|v\|_{H^1(Q'_k \setminus \overline{Q_k})} \leq C \|P^k_\varepsilon\|_{L^2(Q''_k \setminus \overline{Q_k})}, \tag{3.8}
\]
where $C$ is independent of $k$. Thus,
\[
\|P^k_\varepsilon\|_{L^2(Q''_k \setminus \overline{Q_k})}^2 = (\nabla P^k_\varepsilon, v)_{H^{-1} \times H^1_0(Q''_k \setminus \overline{Q_k})} \leq \|\nabla P^k_\varepsilon\|_{H^{-1}(Q''_k \setminus \overline{Q_k})}^2 \|v\|_{H^1(Q'_k \setminus \overline{Q_k})} \|v\|_{H^1(Q'_k \setminus \overline{Q_k})}. \tag{3.9}
\]
Gathering together (3.8) and (3.9) yields

\[ \| P^K \|_{L^2(Q_k^\epsilon \setminus \overline{\Omega}_\epsilon)} \leq C \| \nabla P^K \|_{[H^{-1}(Q_k^\epsilon \setminus \overline{\Omega}_\epsilon)]^3}. \]  

(3.10)

The triangle inequality applied to the first equation of (3.6) then provides the inequality

\[ \| \nabla P^K \|_{[H^{-1}(Q_k^\epsilon \setminus \overline{\Omega}_\epsilon)]^3} \leq \| \Delta U^K \|_{[H^{-1}(Q_k^\epsilon \setminus \overline{\Omega}_\epsilon)]^3} + \| F^K \|_{[H^{-1}(Q_k^\epsilon \setminus \overline{\Omega}_\epsilon)]^3} \]

\[ \leq \| \nabla U^K \|_{[L^2(Q_k^\epsilon \setminus \overline{\Omega}_\epsilon)]^3} + \| F^K \|_{[L^2(Q_k^\epsilon \setminus \overline{\Omega}_\epsilon)]^3}. \]  

(3.11)

Collecting (3.7), (3.10) and (3.11), we get

\[ \| U^K \|_{[H^2(Q_k^\epsilon \setminus \overline{\Omega}_\epsilon)]^3} + \| P^K \|_{H^2(Q_k^\epsilon \setminus \overline{\Omega}_\epsilon)} \leq C \left[ \| U^K \|_{[H^1(Q_k^\epsilon \setminus \overline{\Omega}_\epsilon)]^3} + \| F^K \|_{[L^2(Q_k^\epsilon \setminus \overline{\Omega}_\epsilon)]^3} \right]. \]

In particular, we deduce

\[ \| D^2 U^K \|_{[L^2(Q_k^\epsilon \setminus \overline{\Omega}_\epsilon)]^3} + \| \nabla P^K \|_{[L^2(Q_k^\epsilon \setminus \overline{\Omega}_\epsilon)]^3} \leq C \left[ \| U^K \|_{[H^1(Q_k^\epsilon \setminus \overline{\Omega}_\epsilon)]^3} + \| F^K \|_{[L^2(Q_k^\epsilon \setminus \overline{\Omega}_\epsilon)]^3} \right]. \]  

(3.12)

Scaling back (3.12) gives

\[ \| D^2 u_k \|_{[L^2(\epsilon Q_k^\epsilon \setminus \overline{\Omega}_\epsilon)]^3} + \| \nabla p_k \|_{[L^2(\epsilon Q_k^\epsilon \setminus \overline{\Omega}_\epsilon)]^3} \leq C \left[ \| u_k \|_{[H^1(\epsilon Q_k^\epsilon \setminus \overline{\Omega}_\epsilon)]^3} + \| f \|_{[L^2(\epsilon Q_k^\epsilon \setminus \overline{\Omega}_\epsilon)]^3} \right]. \]  

(3.13)

Thus,

\[ \| D^2 u_k \|_{[L^2(\epsilon Q_k^\epsilon \setminus \overline{\Omega}_\epsilon)]^3} + \| \nabla p_k \|_{[L^2(\epsilon Q_k^\epsilon \setminus \overline{\Omega}_\epsilon)]^3} \leq C \left[ \| u_k \|_{[H^1(\epsilon Q_k^\epsilon \setminus \overline{\Omega}_\epsilon)]^3} + \| f \|_{[L^2(\epsilon Q_k^\epsilon \setminus \overline{\Omega}_\epsilon)]^3} \right]. \]  

(3.14)

We next sum (3.14) over \( k \in \tilde{Y}_\epsilon \) where

\[ \tilde{Y}_\epsilon := Y_\epsilon \setminus \{ k \in \mathbb{Z}^3, \ d(\epsilon Q_k, \Omega^\epsilon) > \epsilon \}. \]

We note that for \( \epsilon < \epsilon_0(\Omega^\epsilon) \), we have the inclusion

\[ \Omega^\epsilon \cap \Omega_\epsilon \subset \bigcup_{k \in \tilde{Y}_\epsilon} \epsilon Q_k^\epsilon \setminus \overline{\Omega}_k \subset \Omega_\epsilon. \]

We get

\[ \| D^2 u_k \|_{[L^2(\Omega^\epsilon \cap \Omega_\epsilon)]^3} + \| \nabla p_k \|_{[L^2(\Omega^\epsilon \cap \Omega_\epsilon)]^3} \leq C \left[ \| u_k \|_{[H^1(\Omega^\epsilon \cap \Omega_\epsilon)]^3} + \| f \|_{[L^2(\Omega_\epsilon)]^3} \right]. \]  

(3.15)

Estimate (3.5) is proved. We now conclude the proof of Theorem 2.2. We have, inserting (3.3) in the right hand side of (3.5),

\[ \| D^2 u_k \|_{[L^2(\Omega^\epsilon \cap \Omega_\epsilon)]^3} + \| \nabla p_k \|_{[L^2(\Omega^\epsilon \cap \Omega_\epsilon)]^3} \leq C \| f \|_{[L^2(\Omega_\epsilon)]^3}. \]

It remains to show that

\[ \| p_k \|_{L^2(\Omega_\epsilon)} \leq C \| f \|_{[L^2(\Omega_\epsilon)]^3}. \]  

(3.16)

By Lemma A.3 stated in the appendix and the first line of (3.6), we get

\[ \| p_k \|_{L^2(\Omega_\epsilon)} \leq C \epsilon^{-1} \left[ \| \nabla u_k \|_{[L^2(\Omega_\epsilon)]^3} + \| f \|_{[H^{-1}(\Omega_\epsilon)]^3} \right]. \]  
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We now show that
\[ \|f\|_{H^{-1}(\Omega_e)} \leq C\varepsilon \|f\|_{L^2(\Omega_e)} \]  \hspace{1cm} (3.17)
Indeed, for any \( \phi \in [H^1_0(\Omega_e)]^3 \), we write that, using successively Cauchy-Schwarz inequality and Poincaré inequality (see Lemma 5.1),
\[ \langle f, \phi \rangle = \int_{\Omega_e} f \cdot \phi \leq \|f\|_{L^2(\Omega_e)} \|\phi\|_{L^2(\Omega_e)} \leq C\varepsilon \|f\|_{L^2(\Omega_e)} \|\nabla \phi\|_{L^2(\Omega_e)}^3 \]
\[ \leq C\varepsilon \|f\|_{L^2(\Omega_e)} \|\phi\|_{[H^1_0(\Omega_e)]^3} \]
Thus (3.17). Finally, we conclude with the use of (3.14) that
\[ \|p_\varepsilon\|_{L^2(\Omega_e)/\mathbb{R}} \leq C\varepsilon^{-1} \|
abla u_\varepsilon\|_{L^2(\Omega_e)}^3 + C\|f\|_{L^2(\Omega_e)}^3 \leq C\|f\|_{L^2(\Omega_e)}^3. \]
This proves (3.16) and concludes the proof of Theorem 2.2 \( \Box \)

3.2 Proof of Theorem 2.1

We use the periodic correctors \((w_{j, \text{per}}, p_{j, \text{per}})\) defined in (1.4) and we search \(w_j\) and \(p_j\) in the form \(w_j = w_{j, \text{per}} + \tilde{w}_j\) and \(p_j = p_{j, \text{per}} + \tilde{p}_j\). We recall (see the last paragraph of Subsection 1.3) that \(w_{j, \text{per}}\) is extended by zero in \(\mathcal{O}_{\text{per}}\) and that \(p_{j, \text{per}}\) is extended by a constant \(\lambda_j\). The Stokes system defining \((\tilde{w}_j, \tilde{p}_j)\) is
\[ \begin{cases}
-\Delta \tilde{w}_j + \nabla \tilde{p}_j = e_j + \Delta w_{j, \text{per}} - \nabla p_{j, \text{per}} & \text{in } \mathbb{R}^3 \setminus \overline{\mathcal{C}} \\
\text{div } \tilde{w}_j = 0 \\
\tilde{w}_j = -w_{j, \text{per}} & \text{on } \partial\mathcal{C}.
\end{cases} \]  \hspace{1cm} (3.18)

The proof consists in applying Lax-Milgram’s Lemma to (3.18). We first need to prove some preparatory Lemmas. In the sequel, we will use the notation \(T_j := e_j + \Delta w_{j, \text{per}} - \nabla p_{j, \text{per}}\) for \(j \in \{1, 2, 3\}\).

**Lemma 3.2.** Suppose that Assumption (A3) is satisfied. For all \(1 < q < +\infty\), we have that \(T_j \in \left[ W^{-1,q'}(\mathbb{R}^3 \setminus \overline{\mathcal{C}}) \right]^3\), where \(q' = q/(q - 1)\).

**Proof.** Let \(\phi \in \left[ D(\mathbb{R}^3 \setminus \overline{\mathcal{C}}) \right]^3\). We extend \(\phi\) by 0 in the perforations. We estimate \(\langle T_j, \phi \rangle\) by an integration by parts:
\[ \langle T_j, \phi \rangle = \langle e_j + \Delta w_{j, \text{per}} - \nabla p_{j, \text{per}}, \phi \rangle \]
\[ = \int_{\mathbb{R}^3 \setminus \overline{\mathcal{C}}} e_j \cdot \phi - \int_{\mathbb{R}^3 \setminus \overline{\mathcal{C}}} \nabla w_{j, \text{per}} : \nabla \phi + \int_{\mathbb{R}^3 \setminus \overline{\mathcal{C}}} (p_{j, \text{per}} - \lambda_j) \text{div} \phi \]
\[ = \int_{\mathbb{R}^3} e_j \cdot \phi - \int_{\mathbb{R}^3} \nabla w_{j, \text{per}} : \nabla \phi + \int_{\mathbb{R}^3} (p_{j, \text{per}} - \lambda_j) \text{div} \phi \]
\[ = \int_{\mathbb{R}^3} e_j \cdot \phi - \int_{\mathbb{R}^3 \setminus \overline{\mathcal{C}}} \nabla w_{j, \text{per}} : \nabla \phi + \int_{\mathbb{R}^3 \setminus \overline{\mathcal{C}}} (p_{j, \text{per}} - \lambda_j) \text{div} \phi. \]

Since \(w_{j, \text{per}}\) (resp. \(p_{j, \text{per}} - \lambda_j\)) is of class \(C^{2,\alpha}\) (resp. of class \(C^{1,\alpha}\)) in \(\mathbb{R}^3 \setminus \overline{\mathcal{O}_{\text{per}}}\) (see [11], Theorem IV.7.1), we may integrate by parts and find that
\[ \int_{\mathbb{R}^3 \setminus \overline{\mathcal{O}_{\text{per}}}} \nabla w_{j, \text{per}} : \nabla \phi = \int_{\partial \mathcal{O}_{\text{per}}} \frac{\partial w_{j, \text{per}}}{\partial n} \cdot \phi - \int_{\mathbb{R}^3 \setminus \overline{\mathcal{O}_{\text{per}}}} \Delta w_{j, \text{per}} \cdot \phi, \]
\[ \int_{\mathbb{R}^3 \setminus \overline{\mathcal{O}_{\text{per}}}} (p_{j, \text{per}} - \lambda_j) \text{div} \phi = \int_{\partial \mathcal{O}_{\text{per}}} (p_{j, \text{per}} - \lambda_j) \phi \cdot n - \int_{\mathbb{R}^3 \setminus \overline{\mathcal{O}_{\text{per}}}} \nabla p_{j, \text{per}} \cdot \phi, \]

Since \(w_{j, \text{per}}\) (resp. \(p_{j, \text{per}} - \lambda_j\)) is of class \(C^{2,\alpha}\) (resp. of class \(C^{1,\alpha}\)) in \(\mathbb{R}^3 \setminus \overline{\mathcal{O}_{\text{per}}}\) (see [11], Theorem IV.7.1), we may integrate by parts and find that
\[ \int_{\mathbb{R}^3 \setminus \overline{\mathcal{O}_{\text{per}}}} \nabla w_{j, \text{per}} : \nabla \phi = \int_{\partial \mathcal{O}_{\text{per}}} \frac{\partial w_{j, \text{per}}}{\partial n} \cdot \phi - \int_{\mathbb{R}^3 \setminus \overline{\mathcal{O}_{\text{per}}}} \Delta w_{j, \text{per}} \cdot \phi, \]
\[ \int_{\mathbb{R}^3 \setminus \overline{\mathcal{O}_{\text{per}}}} (p_{j, \text{per}} - \lambda_j) \text{div} \phi = \int_{\partial \mathcal{O}_{\text{per}}} (p_{j, \text{per}} - \lambda_j) \phi \cdot n - \int_{\mathbb{R}^3 \setminus \overline{\mathcal{O}_{\text{per}}}} \nabla p_{j, \text{per}} \cdot \phi, \]
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By applying (3.19) in the second inequality, we get
\[ \text{C} \text{constant} \]
where we use the notations
\[ \frac{\partial u_j^{\text{per}}}{\partial n} := \left( \frac{\partial u_j^{1,\text{per}}}{\partial n}, \frac{\partial u_j^{2,\text{per}}}{\partial n}, \frac{\partial u_j^{3,\text{per}}}{\partial n} \right)^T \]
and \( w_i^{\text{per}} = w_j^{\text{per}} \cdot e_i \), for \( i, j \in \{1, 2, 3\} \). Thus,
\[ \langle T_j, \phi \rangle = \int_{\mathbb{R}^3} e_j \cdot \phi + \int_{\mathbb{R}^3} (\Delta u_j^{\text{per}} - \nabla p_j^{\text{per}}) \cdot \phi + \int_{\partial \Omega^{\text{per}}} (p_j^{\text{per}} - \lambda_j) \phi \cdot n - \int_{\partial \Omega^{\text{per}}} \frac{\partial u_j^{\text{per}}}{\partial n} \cdot \phi \]
\[ = \int_{\mathbb{R}^3} e_j \cdot \phi - \int_{\mathbb{R}^3} e_j \cdot \phi + \int_{\partial \Omega^{\text{per}}} (p_j^{\text{per}} - \lambda_j) \phi \cdot n - \int_{\partial \Omega^{\text{per}}} \frac{\partial u_j^{\text{per}}}{\partial n} \cdot \phi \]
\[ = \int_{\Omega^{\text{per}}} e_j \cdot \phi + \int_{\partial \Omega^{\text{per}}} (p_j^{\text{per}} - \lambda_j) \phi \cdot n - \int_{\partial \Omega^{\text{per}}} \frac{\partial u_j^{\text{per}}}{\partial n} \cdot \phi. \]
\[ = (A) + (B) + (C) \]
We treat each term separately.

**Term (A).** By Hölder inequality and Assumption (A3) (more precisely (15)), we obtain that
\[ \left| \int_{\partial \Omega^{\text{per}}} e_j \cdot \phi \right| \leq \| \mathcal{O}^{\text{per}} \setminus \mathcal{O} \|^{\frac{1}{4}} \| \phi \|_{L^4(\mathbb{R}^3 \setminus \mathcal{O})}^3 \leq C \| \phi \|_{W^{1,4}(\mathbb{R}^3 \setminus \mathcal{O})}^3. \]

**Term (B).** We have by standard regularity results (see [11, Theorem IV.7.1]) that \( p_j^{\text{per}} \in L^\infty(\partial \Omega^{\text{per}}) \).
We apply a Trace Theorem \( W^{1,1}(\mathcal{O}^{\text{per}}) \rightarrow L^1(\partial \Omega^{\text{per}}) \) (see e.g. [9, Theorem 1, p. 258]) that yields a constant \( C \), which is by translation invariance independent of \( k \), such that for all \( k \in \mathbb{Z}^3 \),
\[ \| \phi \|_{L^1(\partial \Omega^{\text{per}})} \leq C \| \phi \|_{W^{1,1}(\mathcal{O}^{\text{per}})}^3. \] (3.19)
By applying (3.19) in the second inequality, we get
\[ \left| \int_{\partial \Omega^{\text{per}}} (p_j^{\text{per}} - \lambda_j) \phi \cdot n \right| \leq \| p_j^{\text{per}} - \lambda_j \|_{L^\infty(\partial \Omega^{\text{per}})} \int_{\partial \Omega^{\text{per}}} |\phi| \]
\[ = C \sum_{k \in \mathbb{Z}^3} \int_{\partial \mathcal{O}^{\text{per}}_k} |\phi| \leq C \sum_{k \in \mathbb{Z}^3} \int_{\partial \Omega^{\text{per}}_k} |\phi| + |\nabla \phi| = C \int_{\Omega^{\text{per}} \setminus \mathcal{O}} |\phi| + |\nabla \phi|, \]
where we used in the last equality that \( \phi = 0 \) in \( \mathcal{O} \). Using (15), we conclude thanks to Hölder inequality that
\[ \left| \int_{\partial \Omega^{\text{per}}} (p_j^{\text{per}} - \lambda_j) \phi \cdot n \right| \leq C \| \mathcal{O}^{\text{per}} \setminus \mathcal{O} \|^{\frac{1}{4}} \left[ \| \phi \|_{L^4(\mathcal{O}^{\text{per}} \setminus \mathcal{O})}^3 + \| \nabla \phi \|_{L^4(\mathcal{O}^{\text{per}} \setminus \mathcal{O})}^{3+3} \right] \leq C \| \phi \|_{W^{1,4}(\mathbb{R}^3 \setminus \mathcal{O})}^3. \]

**Term (C).** The argument is similar to **Term (B)**. This gives the existence of a constant \( C > 0 \) such that:
\[ \left| \int_{\partial \Omega^{\text{per}}} \left( \frac{\partial u_j^{\text{per}}}{\partial n} \right) \cdot \phi \right| \leq C \| \phi \|_{W^{1,4}(\mathbb{R}^3 \setminus \mathcal{O})}^3, \]
where \( C \) is independent of \( \phi \). We conclude that there exists a constant \( C = C(q) > 0 \) such that
\[ \forall \phi \in \mathcal{D}(\mathbb{R}^3 \setminus \mathcal{O})^3, \ |\langle T_j, \phi \rangle| \leq C \| \phi \|_{W^{1,4}(\mathbb{R}^3 \setminus \mathcal{O})}^3. \]
This proves the Lemma. \( \square \)
Lemma 3.3. Suppose that Assumptions (A1) and (A3) are satisfied. For all \(1 < q < +\infty\), there exists a function \(\phi_j \in [W^{1,q}(\mathbb{R}^3)]^3\) such that \(\phi_j = w_j^{\text{per}}\) on \(\partial\Omega\).

Proof. By Assumption (A3), there exists a sequence \((\alpha_k)_{k \in \mathbb{Z}^3} \in \ell^1(\mathbb{Z}^3)\) such that for all \(k \in \mathbb{Z}^3\),
\[
\{ x \in \Omega_k^\text{per}, \; d(x, \partial\Omega_k^\text{per}) > \alpha_k \} \subset \Omega_k \subset \{ x \in Q_k, \; d(x, \partial\Omega_k^\text{per}) < \alpha_k \}.
\]

Let \(k \in \mathbb{Z}^3\).

If \(\Omega_k = \Omega_k^\text{per}\), then we define the function \(\chi_k\) by \(\chi_k(x) = 0\) for all \(x \in Q_k\).

If \(\Omega_k \neq \Omega_k^\text{per}\), there are two cases (see Figure 4).

First case. We have \(\{ x \in \mathbb{R}^3, \; d(x, \Omega_k^\text{per}) < 2\alpha_k \} \subset Q_k\). We consider a function \(\chi_k\) which is smooth and compactly supported such that
\[
\begin{cases}
\chi_k = 1 & \text{in} \; \{ x \in Q_k, \; d(x, \partial\Omega_k^\text{per}) < \alpha_k \} \\
\chi_k = 0 & \text{in} \; \{ x \in Q_k, \; d(x, \partial\Omega_k^\text{per}) < 2\alpha_k \}.
\end{cases}
\]

We can choose \(\chi_k\) such that the following estimates are satisfied:
\[
|\chi_k| \leq 1; \quad |\nabla \chi_k| \leq \frac{C}{\alpha_k} \quad \text{and} \quad \left| \text{supp}(\chi_k) \cap (Q_k \setminus \Omega_k^\text{per}) \right| \leq C\alpha_k,
\]
where the constants \(C\) are independent of \(k\).

Second case. We have \(\{ x \in \mathbb{R}^3, \; d(x, \Omega_k^\text{per}) < 2\alpha_k \} \not\subset Q_k\). We consider a smooth and compactly supported function \(\chi_k\) such that
\[
\begin{cases}
\chi_k = 1 & \text{in} \; \Omega_k \\
\chi_k = 0 & \text{outside} \; \text{of} \; Q_k.
\end{cases}
\]

Because \(\alpha_k \xrightarrow{|k| \to +\infty} 0\) and because there exists \(\delta > 0\) such that
\[
\forall k \in \mathbb{Z}^3, \quad d(\partial\Omega_k, \partial Q_k) \geq \delta,
\]
there are only a finite number of such configurations. After possible changes of the constant \(C\), we can suppose that \((3.20)\) is valid for all \(k \in \mathbb{Z}^3\).

Conclusion. We define
\[
\phi_j := \left( \sum_{k \in \mathbb{Z}^3} \chi_k \right) w_j^{\text{per}} \in \left[ W^{1,q}_\text{loc}(\mathbb{R}^3) \right]^3.
\]
We study the $W^{1,q}$--local norm of $φ_j$. We fix $k ∈ Z^3$; one has in $Q_k$:

$$|\nabla φ_j| = |\nabla (χ_k w^{per}_j)| ≤ |\nabla χ_k| |w^{per}_j| + |\nabla w^{per}_j| |χ_k|.$$ 

We now use that $\nabla w^{per}_j$ is bounded and the inequalities (3.20):

$$|\nabla φ_j| ≤ Cα_k^{-1} |w^{per}_j| + C.$$

To obtain that $|\nabla φ_j|$ is bounded on its support, it suffices to show a bound of the type

$$|w^{per}_j| ≤ Cα_k \text{ in } \{ x ∈ Q_k, \ d(x, O_k^{per}) < 2α_k \}.$$ 

Since $w^{per}_j = 0$ on $O_k^{per}$ and $\nabla w^{per}_j ∈ L^∞(Q)$, this estimate follows from a classical Taylor inequality. We conclude that

$$∃C > 0, \ ∀k ∈ Z^3, \ ∀x ∈ Q_k, \ |\nabla φ_j(x)| ≤ C.$$

Because

$$∀k ∈ Z^3, \ |\text{supp}(φ_j) ∩ Q_k| = |\text{supp}(χ_k) \cap (Q_k \setminus O_k^{per})| = O(α_k),$$

and because of Assumption (A3), we conclude that $|\text{supp}(φ_j)| < +∞$ and so $\nabla φ_j ∈ [L^q(\mathbb{R}^3)]^{3×3}$. Similarly, $φ_j ∈ [L^q(\mathbb{R}^3)]^3$. This concludes the Lemma.

We define, when $R > 0$,

$$Ω^R := RΩ \setminus \bigcup_{k \text{ s.t. } Q_k ⊂ RΩ} O_k.$$

If $R = 1/ε$, one has $Ω^R = \frac{1}{ε} Ω_ε$.

**Lemma 3.4.** Let $T ∈ [H^{-1}(\mathbb{R}^3 \setminus \overline{Ω})]^3$. The Stokes problem

$$\begin{cases}
-Δw + \nabla p = T & \text{in } \mathbb{R}^3 \setminus \overline{Ω} \\
\text{div}(w) = 0 & \\
w = 0 & \text{on } \partial Ω
\end{cases}$$

admits a solution $(w, p)$ such that $(w, p) ∈ [H^1_0(\mathbb{R}^3 \setminus \overline{Ω})]^3 × L^2_{loc}(\mathbb{R}^3 \setminus \overline{Ω})$ and $\nabla p ∈ [H^{-1}(\mathbb{R}^3 \setminus \overline{Ω})]^3$. Moreover, for all $R > 0$, we have the estimate

$$\|p - λ^R\|_{L^2(Ω^R)} ≤ CR \left[\|\nabla w\|_{L^2(\mathbb{R}^3 \setminus \overline{Ω})}^{3×3} + \|T\|_{H^{-1}(\mathbb{R}^3 \setminus \overline{Ω})}^{3}\right], \quad λ^R = \frac{1}{|Ω^R|} \int_{Ω^R} p,$$

where $C$ is a constant independent of $T$ and $R$.

**Proof.** We consider the space $H := \{ v ∈ [H^1_0(\mathbb{R}^3 \setminus \overline{Ω})]^3, \ \text{div}(v) = 0 \}$. This a Hilbert space as a closed subspace of $[H^1_0(\mathbb{R}^3 \setminus \overline{Ω})]^3$. We formulate the following variational problem: find $w ∈ H$ such that

$$∀v ∈ H, \ \int_{\mathbb{R}^3 \setminus \overline{Ω}} \nabla w : \nabla v = ⟨T, v⟩.$$

We recall (see [8] Proof of Lemma 3.2)) that we dispose of a Poincaré inequality on $[H^1_0(\mathbb{R}^3 \setminus \overline{Ω})]^3$ and thus of a Poincaré inequality on $H$. We can apply Lax Milgram’s Lemma and find a solution $w ∈ H$ of (3.23). In particular, for each vector valued function $v ∈ [D(\mathbb{R}^3 \setminus \overline{Ω})]^3$ such that $\text{div}(v) = 0$, we have

$$⟨Δw + T, v⟩ = 0.$$

Using [4] Theorem 2.1], this implies that there exists a distribution $p ∈ D'(\mathbb{R}^3 \setminus \overline{Ω})$ such that $Δw + T = \nabla p$. In particular, $\nabla p ∈ [H^{-1}(\mathbb{R}^3 \setminus \overline{Ω})]^3$. 
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Now, we fix $R > 0$. Since $\nabla p \in [H^{-1}(\mathbb{R}^3 \setminus \mathcal{O})]^3$, we have $\nabla p \in [H^{-1}(\Omega^R)]^3$ and
\[
\|\nabla p\|_{H^{-1}(\Omega^R)} \leq \|\nabla p\|_{[H^{-1}(\mathbb{R}^3 \setminus \mathcal{O})]^3} \leq \|\nabla w\|_{[L^2(\mathbb{R}^3 \setminus \mathcal{O})]^3} + \|T\|_{[H^{-1}(\mathbb{R}^3 \setminus \mathcal{O})]^3}
\]
thanks to the triangle inequality. Lemma [A.2] for $q = 2$ furnishes the estimate (3.22).

Proof of Theorem [2.1]. We fix $j \in \{1, 2, 3\}$. Lemma [3.3] gives a function $\phi_j \in [H^1(\mathbb{R}^3 \setminus \mathcal{O})]^3$ such that $\tilde{\phi}_j = w_j^{\text{per}}$ on $\partial \mathcal{O}$. The problem
\[
\begin{cases}
\text{div}(\tilde{v}_j) = \text{div}(\phi_j) & \text{in } \mathbb{R}^3 \setminus \mathcal{O} \\
\tilde{v}_j = 0 & \text{on } \partial \mathcal{O}
\end{cases}
\]
adopts a solution $\tilde{v}_j \in [H^1(\mathbb{R}^3 \setminus \mathcal{O})]^3$ thanks to Lemma [A.4]. Indeed, we just have to check that
\[
\forall k \in \mathbb{Z}^3, \int_{\partial \mathcal{O}_k} \phi_j \cdot n = \int_{\partial \mathcal{O}_k} w_j^{\text{per}} \cdot n = \int_{\mathcal{O}_k} \text{div}(w_j^{\text{per}}) = 0.
\]
Defining $v_j := \tilde{v}_j - \phi_j$ yields a solution to the problem
\[
\begin{cases}
\text{div}(v_j) = 0 & \text{in } \mathbb{R}^3 \setminus \mathcal{O} \\
v_j = -w_j^{\text{per}} & \text{on } \partial \mathcal{O}.
\end{cases}
\]
By Lemma [3.4] since $\Delta v_j \in [H^{-1}(\mathbb{R}^d \setminus \mathcal{O})]^3$, there exists a pair $(\hat{v}_j, \hat{p}_j) \in [H^1_d(\mathbb{R}^3 \setminus \mathcal{O})] \times L^2_{\text{loc}}(\mathbb{R}^3 \setminus \mathcal{O})$ solution of the Problem
\[
\begin{cases}
-\Delta \hat{v}_j + \nabla \hat{p}_j = T_j + \Delta v_j & \text{in } \mathbb{R}^3 \setminus \mathcal{O} \\
\text{div}(\hat{v}_j) = 0 \\
\hat{v}_j = 0 & \text{on } \partial \mathcal{O}.
\end{cases}
\]
(3.24)
We set $\tilde{w}_j := \hat{v}_j + v_j$ and $\tilde{p}_j := \hat{p}_j$ and we finish the proof of Theorem [2.1].

3.3 Proof of Theorem [2.3]

3.3.1 Strategy of the proof
We introduce
\[
R_\varepsilon := u_\varepsilon - \varepsilon^2 \sum_{j=1}^3 w_j(\cdot) f_j \quad \text{and} \quad P_\varepsilon := p_\varepsilon - \varepsilon \sum_{j=1}^3 p_j(\cdot) f_j.
\]
The strategy of the proof is to find a Stokes system satisfied by $(R_\varepsilon, \pi_\varepsilon)$ and then to apply Theorem [2.2]. We need to compute the quantities
\[
-\Delta R_\varepsilon + \nabla P_\varepsilon \quad \text{and} \quad \text{div}(R_\varepsilon).
\]
(3.25)
The construction of auxiliary functions is necessary to correct the divergence equation satisfied by $R_\varepsilon$, which doesn’t have a suitable order in $\varepsilon$. This is done in subsection 3.3.2 below (Lemma [3.5]). The proof of Theorem [2.3] is completed in subsection 3.3.3 in particular the computations (3.25).

3.3.2 Some auxiliary functions
We recall that the correctors $w_j$, $j \in \{1, 2, 3\}$ constructed in Theorem [2.1] are extended by zero in the non-periodic perforations. If $i \in \{1, 2, 3\}$, we denote $w_j^i := w_j \cdot e_i$ the $i^{\text{th}}$-component of $w_j$. Similarly, $w_j^{i, \text{per}}$ (resp. $\tilde{w}_j^i$) will be the $i^{\text{th}}$-component of $w_j^{\text{per}}$ (resp. $\tilde{w}_j^i$). We recall that the definition of the matrix $A$ is given in Equation (1.3).
Lemma 3.5. Suppose that Assumption (A4)_1 is satisfied. Let \( i, j \in \{1, 2, 3\} \) and \( \chi \) be a function of class \( C^\infty \) with support in \( \Omega \backslash \overline{\Omega} \) such that \( \int_\Omega \chi = 1 \) where \( \Omega' \) is defined in (1.6) (see also Figure 2). We extend \( \chi \) by periodicity to \( \mathbb{R}^3 \backslash \overline{\Omega} \). The problem
\[
\left\{ \begin{array}{l}
-\text{div} z^i_j = w^i_j - \chi A^i_j \quad \text{in} \quad \mathbb{R}^3 \backslash \overline{\Omega} \\
z^i_j = 0 \quad \text{on} \quad \partial \Omega
\end{array} \right.
\]
admits a solution \( z^i_j \in \left[H^2_{0, \text{loc}}(\mathbb{R}^3 \backslash \overline{\Omega})\right]^3 \). If we still denote \( z^i_j \) the extension of \( z^i_j \) by \( 0 \) in the perforations, we have the estimate
\[
\|z^i_j\|_{H^2(\Omega/\varepsilon)} \leq C \varepsilon^{-\frac{2}{3}} \|w^i_j\|_{H^1(\Omega)} + C \varepsilon^{-1} \|\tilde{w}^i_j\|_{H^1(\mathbb{R}^3)}
\]
for all \( \varepsilon > 0 \) where \( C \) is a constant independent of \( \varepsilon \).

**Proof.** We fix \( i, j \in \{1, 2, 3\} \). We search \( z^i_j \) under the form \( z^i_j = \nabla \Psi^i_j + g^i_j \).

**Step 1.** We build a function \( \Psi^i_j \) such that
\[
\nabla \Psi^i_j \in \left[H^2_{\text{per}}(Q)\right]^3 + \left[H^2_{0, \text{loc}}(\mathbb{R}^3)\right]^3 \quad \text{and}
\]
\[
-\Delta \Psi^i_j = w^i_j - \chi A^i_j \quad \text{on} \quad \mathbb{R}^3.
\]
The periodic part of \( \Psi^i_j \) is defined by solving the problem
\[
\left\{ \begin{array}{l}
-\Delta \Psi^i_{\text{per}} = w^i_{\text{per}} - \chi A^i_j \quad \text{on} \quad Q \\
\Psi^i_{\text{per}} \in H^1_{\text{per}}(Q).
\end{array} \right.
\]
Since \( \int_Q (w^i_{\text{per}} - \chi A^i_j) = 0 \), Problem (3.28) is well posed in \( H^1_{\text{per}}(Q)/\mathbb{R} \). We choose \( \Psi^i_{\text{per}} \) such that \( \int_Q \Psi^i_{\text{per}} = 0 \). Because \( w^i_{\text{per}} - \chi A^i_j \in H^1_{\text{per}}(Q) \), standard elliptic regularity results state that \( \nabla \Psi^i_{\text{per}} \in \left[H^2_{\text{per}}(Q)\right]^3 \). Besides, there exists a constant \( C \) such that
\[
\|\nabla \Psi^i_{\text{per}}\|_{H^2(Q)} \leq C \|w^i_{\text{per}} - \chi A^i_j\|_{H^1(Q)} \leq C \|w^i_{\text{per}}\|_{H^1(Q)}.
\]
We now build the non-periodic part of \( \Psi^i_j \). We extend \( \tilde{w}^i_j \) by \( -w^i_{\text{per}} \) in \( \Omega \). We note that, with this extension, \( \tilde{w}^i_j \in [H^1(\mathbb{R}^3)]^3 \). We consider the problem
\[
-\Delta \tilde{\Psi}^i_j = \tilde{w}^i_j \quad \text{on} \quad \mathbb{R}^3, \quad \tilde{\Psi}^i_j \big|_{|x| \to +\infty} \to 0.
\]
The solution is given by the Green function:
\[
\tilde{\Psi}^i_j = C \frac{1}{|x|} * \tilde{w}^i_j.
\]
Thanks to the remarks after the proof of [12, Theorem 9.9] (see [12, p.235]), we have that \( D^2 \tilde{\Psi}^i_j \in [H^1(\mathbb{R}^3)]^{3 \times 3} \) and
\[
\|D^2 \tilde{\Psi}^i_j\|_{L^2(\mathbb{R}^3)}^{3 \times 3} = \|\tilde{w}^i_j\|_{L^2(\mathbb{R}^3)} \quad \text{and} \quad \|D^3 \tilde{\Psi}^i_j\|_{L^2(\mathbb{R}^3)}^{3 \times 3} = \|\nabla \tilde{w}^i_j\|_{L^2(\mathbb{R}^3)}.
\]
Using the Sobolev injection \( H^1(\mathbb{R}^3) \hookrightarrow L^6(\mathbb{R}^3) \) for \( \nabla \tilde{\Psi}^i_j \), we deduce that \( \nabla \tilde{\Psi}^i_j \in [L^6(\mathbb{R}^3)]^3 \) and, using (3.30), that the estimate
\[
\|\nabla \tilde{\Psi}^i_j\|_{L^6(\mathbb{R}^3)} \leq C \|\tilde{w}^i_j\|_{L^2(\mathbb{R}^3)}
\]
for all \( \varepsilon > 0 \) where \( C \) is a constant independent of \( \varepsilon \).
holds true. In particular, $\nabla \tilde{\psi}_j^i \in [L^2_{\text{loc}}(\mathbb{R}^3)]^3$ and, thanks to H"older inequality, we have

$$\|\nabla \tilde{\psi}_j^i\|_{L^2(\Omega_{\varepsilon}/\varepsilon)}^3 \leq \frac{C}{\varepsilon} \|\nabla \tilde{\psi}_j^i\|_{L^6(\mathbb{R}^3)}^3. \quad (3.31)$$

We deduce that

$$\|\nabla \tilde{\psi}_j^i\|_{L^2(\Omega_{\varepsilon}/\varepsilon)}^3 \leq \frac{C}{\varepsilon} \|\nabla \tilde{\psi}_j^i\|_{L^6(\mathbb{R}^3)}^3 \leq \frac{C}{\varepsilon} \|w_j^i\|_{L^2(\mathbb{R}^3)}^3. \quad (3.31)$$

Finally, collecting (3.30) and (3.31), we get

$$\|\nabla \tilde{\psi}_j^i\|_{H^2(\Omega_{\varepsilon}/\varepsilon)}^3 \leq \frac{C}{\varepsilon} \|w_j^i\|_{H^1(\mathbb{R}^3)}^3. \quad (3.32)$$

We define $\Psi_j^i := \Psi_j^{i,\text{per}} + \tilde{\psi}_j^i$ and verify that

$$-\Delta \Psi_j^i = w_j^{i,\text{per}} - \chi A_j^i + \tilde{\psi}_j^i = w_j^i - \chi A_j^i \quad \text{on} \quad \mathbb{R}^3. \quad (3.32)$$

We use the periodicity of $\nabla \Psi_j^{i,\text{per}}$ and write that

$$\|\nabla \Psi_j^i\|_{H^2(\Omega_{\varepsilon}/\varepsilon)}^3 \leq \|\nabla \Psi_j^{i,\text{per}}\|_{H^2(\Omega_{\varepsilon}/\varepsilon)}^3 + \|\nabla \tilde{\psi}_j^i\|_{H^2(\Omega_{\varepsilon}/\varepsilon)}^3 \leq C\varepsilon^{-\frac{2}{3}} \|\nabla \Psi_j^{i,\text{per}}\|_{H^2(\Omega)}^3 + \|\nabla \Psi_j^i\|_{H^2(\Omega_{\varepsilon}/\varepsilon)}^3, \quad (3.33)$$

where the constant $C$ is independent of $\varepsilon$. We make use of (3.32) and (3.33) and deduce that

$$\|\nabla \Psi_j^i\|_{H^2(\Omega_{\varepsilon}/\varepsilon)}^3 \leq C\varepsilon^{-\frac{2}{3}} \|w_j^{i,\text{per}}\|_{H^1(\Omega)}^3 + C\varepsilon^{-1} \|w_j^i\|_{H^1(\mathbb{R}^3)}^3. \quad (3.34)$$

**Step 2.** We introduce a cut-off function $\chi_1$ such that $\chi_1 = 1$ in $Q'$ and $\chi_1 = 0$ out of $Q$ (see Figure 2). We fix $k \in \mathbb{Z}^3$ and define $\chi_1^k := \chi_1(\cdot + k)$. The goal of this step is to solve the following problem:

$$\begin{cases}
\text{div}(g_j^{i,k}) = 0 \quad \text{in} \quad Q_k \setminus \overline{Q_k} \\
g_j^{i,k} = -\nabla \Psi_j^i \quad \text{on} \quad \partial Q_k \\
g_j^{i,k} = 0 \quad \text{on} \quad \partial Q_k.
\end{cases} \quad (3.35)$$

We first solve

$$\begin{cases}
\text{div}(h_j^{i,k}) = \text{div}(\chi_1^k \nabla \Psi_j^i) \quad \text{on} \quad Q_k \setminus \overline{Q_k} \\
h_j^{i,k} \in [H^2_0(Q_k \setminus \overline{Q_k})]^3.
\end{cases} \quad (3.36)$$

The compatibility condition (1.8) is satisfied:

$$\int_{Q_k \setminus \overline{Q_k}} \text{div}(\chi_1^k \nabla \Psi_j^i) = \int_{\partial Q_k} \chi_1^k \nabla \Psi_j^i \cdot n + \int_{Q_k} \chi_1^k \nabla \Psi_j^i \cdot n = \int_{Q_k} \Delta \Psi_j^i = 0. \quad (3.36)$$

Since $\text{div}(\chi_1^k \nabla \Psi_j^i) \in H^2_0(Q_k \setminus \overline{Q_k})$, we obtain by Assumption (A4)$_1$ a solution $h_j^{i,k} \in [H^2_0(Q_k \setminus \overline{Q_k})]^3$ to (3.36) which satisfies the estimate

$$\|h_j^{i,k}\|_{H^2(Q_k \setminus \overline{Q_k})}^3 \leq C \|\text{div}(\chi_1^k \nabla \Psi_j^i)\|_{H^1(Q_k \setminus \overline{Q_k})} \leq C \|\nabla \Psi_j^i\|_{H^2(Q_k \setminus \overline{Q_k})}^3 \leq C \|\nabla \Psi_j^i\|_{H^2(Q_k)}^3. \quad (3.37)$$

We extend $h_j^{i,k}$ by 0 to $\mathbb{R}^3 \setminus \overline{Q_k}$. We then define $g_j^{i,k} := h_j^{i,k} - \chi_1^k \nabla \Psi_j^i$. We note that $g_j^{i,k} = 0$ out of $Q_k$ and that $g_j^{i,k} \in [H^2(\mathbb{R}^3 \setminus \overline{Q_k})]^3$. Besides, $g_j^{i,k}$ solves Problem (3.35) and satisfies the estimate

$$\|g_j^{i,k}\|_{H^2(Q_k \setminus \overline{Q_k})}^3 \leq C \|\nabla \Psi_j^i\|_{H^2(Q_k)}^3. \quad (3.37)$$

**Step 3.** We set

$$g_j^i(x) := g_j^{i,k}(x) \quad \text{if} \quad x \in Q_k.$$
Then we have
\[
\begin{cases}
\text{div}(g^i_j) = 0 \text{ in } \mathbb{R}^3 \setminus \overline{\Omega} \\
g^i_j = -\nabla \Psi^i_j \text{ on } \partial \Omega.
\end{cases}
\]
Besides, \(g^i_j \in [H^2_{\text{loc}}(\mathbb{R}^3 \setminus \overline{\Omega})]^3\) and summing (3.37) over \(k \in Y_{\varepsilon}\) yields the estimate
\[
\|g^i_j\|_{H^2(\Omega_{\varepsilon}^k)}^3 \leq C\|\nabla \Psi^i_j\|_{H^2(\Omega_{\varepsilon}^k)}^3.
\] (3.38)
We define \(z^i_j := \nabla \Psi^i_j + g^i_j\). We have \(z^i_j \in [H^2_{\text{loc}}(\mathbb{R}^3 \setminus \overline{\Omega})]^3\). Besides, \(z^i_j\) is a solution of (3.26) and, collecting (3.34) and (3.38), we prove the estimate (3.27):
\[
\|z^i_j\|_{H^2(\Omega_{\varepsilon}^k)}^3 \leq C\|\nabla \Psi^i_j\|_{H^2(\Omega_{\varepsilon}^k)}^3 \leq C\varepsilon^{-\frac{2}{3}}\|w^i_j\|_{H^1(\mathbb{R}^3)}^3 + C\varepsilon^{-1}\|\tilde{w}^i_j\|_{H^1(\mathbb{R}^3)}^3.
\] (3.39)
It remains to prove that \(z^i_j \in [H^2_0(\mathbb{R}^3 \setminus \overline{\Omega})]^3\). For that, we fix \(k \in \mathbb{Z}^3\) and we notice that in a neighbourhood of the perforation \(\partial \Omega_k\), the equality \(z^i_j = h^i_j + (1 - \chi^k \varepsilon) \nabla \Psi^i_j = h^i_j\) is satisfied. Since \(h^i_j \in [H^2_0(\mathbb{Q}_k \setminus \overline{\Omega}_k)]^3\), it proves that \(z^i_j \in [H^2_0(\mathbb{R}^3 \setminus \overline{\Omega})]^3\). This ends the proof.

### 3.3.3 Proof of convergence Theorem 2.3

**Proof.** We choose \(\varepsilon > 0\) small enough such that
\[
\text{supp}(f) \subset \bigcup_{k \in Y_{\varepsilon}} \varepsilon Q_k.
\]
We define (see Figure 5) \(\Omega' := \{x \in \Omega \text{ s.t. } f(x) \neq 0\}\). We now set
\[
u^i_j := \varepsilon^2 w_j \left(\frac{\cdot}{\varepsilon}\right) f_j + \varepsilon^3 z^i_j \left(\frac{\cdot}{\varepsilon}\right) \partial_i f_j
\]
and
\[
p^i_j := \varepsilon \left[p_j \left(\frac{\cdot}{\varepsilon}\right) - \lambda^i_j\right] f_j, \quad \lambda^i_j := \frac{1}{|\Omega_{\varepsilon}|} \int_{\Omega_{\varepsilon}} p_j.
\]
We have \(u^i_j \in [H^1_0(\Omega_{\varepsilon})]^3\) and \(p^i_j \in L^2(\Omega_{\varepsilon})\) and thus
\[-\Delta u^i_j + \nabla p^i_j \in [H^{-1}(\Omega_{\varepsilon})]^3.\]
Since (see Figure 5) \( f = 0 \) in \( \Omega \setminus \Omega' \), we have that \( u_1^{\varepsilon} \) and \( p_1^{\varepsilon} \) are compactly supported in \( \Omega \). It is thus sufficient to compute \( -\Delta u_1^{\varepsilon} + \nabla p_1^{\varepsilon} \) in \( \Omega_\varepsilon \cap \Omega' \). We notice that \( \Omega_\varepsilon \cap \Omega' = \Omega' \setminus \varepsilon \overline{\Omega} \). Besides, thanks to Lemma 3.3 we have \( z_j^{\varepsilon}(\cdot, \cdot) \in [H^2(\Omega' \setminus \varepsilon \overline{\Omega})]^3 \). We compute in \( \Omega' \setminus \varepsilon \overline{\Omega} \):

\[
\Delta u_1^{\varepsilon} = \Delta w_j \left( \frac{\cdot}{\varepsilon} \right) f_j + 2\varepsilon \partial_k w_j \left( \frac{\cdot}{\varepsilon} \right) \partial_k f_j + \varepsilon^2 w_j \left( \frac{\cdot}{\varepsilon} \right) \Delta f_j + \varepsilon \Delta z_j^{\varepsilon} \left( \frac{\cdot}{\varepsilon} \right) \partial_k f_j + 2\varepsilon^2 \partial_k z_j^{\varepsilon} \left( \frac{\cdot}{\varepsilon} \right) \partial_k \partial_k f_j + \varepsilon^3 z_j^{\varepsilon} \left( \frac{\cdot}{\varepsilon} \right) \Delta \partial_k f_j.
\]

and

\[
\nabla p_1^{\varepsilon} = \nabla p_j \left( \frac{\cdot}{\varepsilon} \right) f_j + \varepsilon \left\{ p_j \left( \frac{\cdot}{\varepsilon} \right) - \lambda_{\varepsilon}^{\lambda} \right\} \nabla f_j.
\]

Thus,

\[
\Delta u_1^{\varepsilon} - \nabla p_1^{\varepsilon} = \Delta w_j \left( \frac{\cdot}{\varepsilon} \right) f_j + 2\varepsilon \partial_k w_j \left( \frac{\cdot}{\varepsilon} \right) \partial_k f_j + \varepsilon^2 w_j \left( \frac{\cdot}{\varepsilon} \right) \Delta f_j + \varepsilon \Delta z_j^{\varepsilon} \left( \frac{\cdot}{\varepsilon} \right) \partial_k f_j
\]

\[
+ 2\varepsilon^2 \partial_k z_j^{\varepsilon} \left( \frac{\cdot}{\varepsilon} \right) \partial_k \partial_k f_j + \varepsilon^3 z_j^{\varepsilon} \left( \frac{\cdot}{\varepsilon} \right) \Delta \partial_k f_j - \varepsilon \left\{ p_j \left( \frac{\cdot}{\varepsilon} \right) - \lambda_{\varepsilon}^{\lambda} \right\} \nabla f_j - f_j \epsilon_j + \varepsilon \epsilon_{\varepsilon} = -f_j \epsilon_j + \varepsilon \epsilon_{\varepsilon},
\]

where

\[
f_j := 2\partial_k w_j \left( \frac{\cdot}{\varepsilon} \right) \partial_k f_j + \varepsilon w_j \left( \frac{\cdot}{\varepsilon} \right) \Delta f_j + \varepsilon \Delta z_j^{\varepsilon} \left( \frac{\cdot}{\varepsilon} \right) \partial_k f_j + 2\varepsilon \partial_k z_j^{\varepsilon} \left( \frac{\cdot}{\varepsilon} \right) \partial_k \partial_k f_j
\]

\[
+ \varepsilon^2 z_j^{\varepsilon} \left( \frac{\cdot}{\varepsilon} \right) \Delta \partial_k f_j - \left\{ p_j \left( \frac{\cdot}{\varepsilon} \right) - \lambda_{\varepsilon}^{\lambda} \right\} \nabla f_j.
\]

Equation (3.40) is still valid in \( \Omega_\varepsilon \setminus \Omega' \) (the LHS and RHS vanish). We define

\[
R_{\varepsilon} := u_\varepsilon - u_1^{\varepsilon} \quad \text{and} \quad \pi_{\varepsilon} := p_{\varepsilon} - p_1^{\varepsilon}.
\]

Thus \( (R_{\varepsilon}, \pi_{\varepsilon}) \in [H_0^1(\Omega_{\varepsilon})]^3 \times L^2(\Omega_{\varepsilon}) \) and

\[
-\Delta R_{\varepsilon} + \nabla \pi_{\varepsilon} = \epsilon f_{\varepsilon} \quad \text{in} \quad \Omega_{\varepsilon}, \quad f_{\varepsilon} \in [L^2(\Omega_{\varepsilon})]^3.
\]

Using that \( f \in [W^{3,\infty}(\Omega)]^3 \), we infer

\[
\| \epsilon f \|_{L^2(\Omega_{\varepsilon})^3} \leq \left\| \nabla w_j \left( \frac{\cdot}{\varepsilon} \right) \right\|_{L^2(\Omega' \setminus \varepsilon \overline{\Omega})^3} \| \nabla f_j \|_{L^\infty(\Omega)} + \epsilon \| w_j \left( \frac{\cdot}{\varepsilon} \right) \|_{L^2(\Omega' \setminus \varepsilon \overline{\Omega})^3} \| \Delta f_j \|_{L^\infty(\Omega)}
\]

\[
+ \| \Delta z_j^{\varepsilon} \left( \frac{\cdot}{\varepsilon} \right) \|_{L^2(\Omega' \setminus \varepsilon \overline{\Omega})^3} \| \partial_k f_j \|_{L^\infty(\Omega)} + \epsilon \| \nabla z_j^{\varepsilon} \left( \frac{\cdot}{\varepsilon} \right) \|_{L^2(\Omega' \setminus \varepsilon \overline{\Omega})^3} \| \nabla \partial_k f_j \|_{L^\infty(\Omega)}^3
\]

\[
+ \epsilon^2 \| z_j^{\varepsilon} \left( \frac{\cdot}{\varepsilon} \right) \|_{L^2(\Omega' \setminus \varepsilon \overline{\Omega})^3} \| \Delta \partial_k f_j \|_{L^\infty(\Omega)} + \| p_j \left( \frac{\cdot}{\varepsilon} \right) - \lambda_{\varepsilon}^{\lambda} \|_{L^2(\Omega' \setminus \varepsilon \overline{\Omega})^3} \| \nabla f_j \|_{L^\infty(\Omega)}^3.
\]

\[
\leq C \varepsilon^{-\frac{2}{3}} \left[ \| w_j \|_{H^1(\frac{1}{2}\Omega_{\varepsilon} \setminus \varepsilon \overline{\Omega})^3}^3 + \| \tilde{w}_j \|_{H^1(\frac{1}{2}\Omega_{\varepsilon} \setminus \varepsilon \overline{\Omega})^3}^3 + \| w_j - \lambda_{\varepsilon}^{\lambda} \|_{L^2(\frac{1}{2}\Omega_{\varepsilon} \setminus \varepsilon \overline{\Omega})^3}^3 \right].
\]

We treat each term separately. For (A), we have

\[
\| w_j \|_{H^1(\frac{1}{2}\Omega_{\varepsilon} \setminus \varepsilon \overline{\Omega})^3}^3 \leq \| w_j^{\text{per}} \|_{H^1(\frac{1}{2}\Omega_{\varepsilon} \setminus \varepsilon \overline{\Omega})^3}^3 + \| w_j \|_{H^1(\frac{1}{2}\Omega_{\varepsilon} \setminus \varepsilon \overline{\Omega})^3}^3
\]

\[
\leq C \varepsilon^{-\frac{2}{3}} \| \nabla w_j^{\text{per}} \|_{H^1(\Omega)^3} + \| \tilde{w}_j \|_{H^1(\frac{1}{3}\Omega_{\varepsilon} \setminus \varepsilon \overline{\Omega})^3}^3.
\]

For (B), we apply Lemma 3.5 (and especially 3.27):

\[
\| z_j^{\varepsilon} \|_{H^2(\frac{1}{2}\Omega_{\varepsilon} \setminus \varepsilon \overline{\Omega})^3}^3 \leq C \varepsilon^{-\frac{2}{3}} \| w_j^{\text{per}} \|_{H^1(\Omega)^3}^3 + C \varepsilon^{-1} \| w_j \|_{H^1(\Xi^3)\setminus \Omega})^3
\]

\[
= 21.
\]
For (C), Theorem 2.2 gives
\[ ||p_j - \lambda^d_j||_{L^2(\Omega') \setminus \Sigma} \leq ||p_j^{per} - \lambda^{d,per}_j||_{L^2(\Omega' \setminus \Sigma)} + ||\tilde{p}_j - \lambda^d||_{L^2(\Omega' \setminus \Sigma)} \]
\[ \leq C\varepsilon^{-\frac{2}{p}}||p_j^{per}||_{L^2(\Omega')} + C\varepsilon^{-1}. \]

Collecting (3.42), (3.38) and (3.44), we conclude that there exists a constant $C > 0$ independent of $\varepsilon$ such that
\[ ||f_\varepsilon||_{L^2(\Omega_\varepsilon', \varepsilon')} \leq C. \]

We now study $\text{div}(R_\varepsilon)$. Using Lemma 3.5, we have in $\Omega_\varepsilon$:
\[ \text{div}(R_\varepsilon) = -\varepsilon^2 \chi \left( \frac{\varepsilon}{\varepsilon} \right) A^d_i \partial_i f_j - \varepsilon^3 z^i_j \left( \frac{\varepsilon}{\varepsilon} \right) \cdot \nabla \partial_i f_j. \]

We recall that $\text{div}(Af) = A^d_i \partial_i f_j = 0$. Thus,
\[ -\text{div}(R_\varepsilon) = \varepsilon^3 z^i_j \left( \frac{\varepsilon}{\varepsilon} \right) \cdot \nabla \partial_i f_j. \]

We have that $\varepsilon^3 z^i_j \left( \frac{\varepsilon}{\varepsilon} \right) \cdot \nabla \partial_i f_j \in [H^1_0(\Omega_\varepsilon)]^3$ and $f_\varepsilon \varepsilon^3 z^i_j \left( \frac{\varepsilon}{\varepsilon} \right) \cdot \nabla \partial_i f_j = 0$. By Lemma A.3 stated in the appendix, there exists $S_\varepsilon \in [H^1_0(\Omega_\varepsilon)]^3$ such that
\[ \text{div}(S_\varepsilon) = \varepsilon^3 z^i_j \left( \frac{\varepsilon}{\varepsilon} \right) \cdot \nabla \partial_i f_j \quad \text{and} \quad ||S_\varepsilon||_{H^2(\Omega_\varepsilon)} \leq C\varepsilon^2 ||z^i_j \left( \frac{\varepsilon}{\varepsilon} \right) \cdot \nabla \partial_i f_j||_{H^1_0(\Omega_\varepsilon)}. \]

Using that $f \in [W^{2,\infty}(\Omega)]^3$ and Lemma 3.5, we get
\[ ||z^i_j \left( \frac{\varepsilon}{\varepsilon} \right) \cdot \nabla \partial_i f_j||_{H^1(\Omega_\varepsilon)}^2 \leq \frac{C}{\varepsilon}. \]

Thus
\[ ||S_\varepsilon||_{H^2(\Omega_\varepsilon)} \leq C\varepsilon. \]

We now define $\hat{R}_\varepsilon := R_\varepsilon + S_\varepsilon$. The pair $(\hat{R}_\varepsilon, \pi_\varepsilon) \in [H^1_0(\Omega_\varepsilon)]^3 \times L^2(\Omega_\varepsilon)$ is solution to the following Stokes system:
\[ \begin{cases} -\Delta \hat{R}_\varepsilon + \nabla \pi_\varepsilon = \varepsilon f_\varepsilon - \Delta S_\varepsilon \\ \text{div}(\hat{R}_\varepsilon) = 0 \\ \hat{R}_\varepsilon|_{\partial \Omega_\varepsilon} = 0. \end{cases} \]

We notice that $\varepsilon f_\varepsilon - \Delta S_\varepsilon \in [L^2(\Omega_\varepsilon)]^3$ thus we may apply Theorem 2.2 for all $\Omega'' \subset \Omega$, we have for $\varepsilon < \varepsilon_0(\Omega'')$,
\[ ||D^2 \hat{R}_\varepsilon||_{L^2(\Omega'' \cap \Omega_\varepsilon')} \leq C||\varepsilon f_\varepsilon - \Delta S_\varepsilon||_{L^2(\Omega_\varepsilon')} \leq C\varepsilon||f_\varepsilon||_{L^2(\Omega_\varepsilon')} + ||S_\varepsilon||_{H^2(\Omega_\varepsilon)} \leq C\varepsilon, \]
and
\[ ||\nabla \pi_\varepsilon||_{L^2(\Omega'' \cap \Omega_\varepsilon')} \leq C\varepsilon. \]

By the triangle inequality and (3.45), we conclude that
\[ ||D^2 [w_\varepsilon - \varepsilon^2 w_j \left( \frac{\varepsilon}{\varepsilon} \right) f_j]||_{L^2(\Omega'' \cap \Omega_\varepsilon')} \leq C\varepsilon \text{ and } ||\nabla [p_\varepsilon - \varepsilon \left( p_j \left( \frac{\varepsilon}{\varepsilon} \right) - \lambda^d_j \right) f_j]||_{L^2(\Omega'' \cap \Omega_\varepsilon')} \leq C\varepsilon. \]

\[ \square \]
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A Technical Lemmas

We recall that if $R > 0$, we define

$$\Omega^R := \Omega \setminus \bigcup_{k, Q_k \subset R\Omega} O_k. \quad \text{(A.1)}$$

**Lemma A.1** (Divergence Lemma on $\Omega^R$). Suppose that Assumption (A4) is satisfied. Let $1 < q < +\infty$ and $R > 0$. Let $f \in L^q(\Omega^R)$ be such that

$$\int_{\Omega^R} f = 0.$$

The problem

$$\begin{cases}
  -\text{div}(v) = f & \text{in } \Omega_R \\
  v = 0 & \text{on } \partial\Omega_R
\end{cases} \quad \text{(A.2)}$$

admits a solution $v \in \left[ W^{1,q}(\Omega_R) \right]^3$ such that

$$\|v\|_{W^{1,q}(\Omega_R)} \leq CR\|f\|_{L^q(\Omega_R)} \quad \text{(A.3)}$$

where $C > 0$ is a constant independent of $f$ and $R$.

**Proof.** We first extend $f$ by 0 in the perforations. We then solve the problem

$$\begin{cases}
  -\text{div}(v_1) = f & \text{in } R\Omega \\
  v_1 \in \left[ W^{1,q}(R\Omega) \right]^3
\end{cases} \quad \text{(A.4)}$$

By Lemma 11, Theorem III.3.1 and a simple scaling argument, Problem (A.4) admits a solution $v_1$ such that

$$\|v_1\|_{W^{1,q}(R\Omega)} \leq CR\|f\|_{L^q(R\Omega)}$$

with the constant $C$ being independent of $R$. For $k \in \mathbb{Z}^3$ such that $Q_k \subset R\Omega$, we consider the problem

$$\begin{cases}
  \text{div}(v^k_2) = 0 & \text{in } Q_k \setminus \overline{O}_k \\
  v^k_2 = 0 & \text{on } \partial Q_k \\
  v^k_2 = -v_1 & \text{on } \partial O_k
\end{cases} \quad \text{(A.5)}$$

The compatibility condition for (A.5) is satisfied:

$$-\int_{\partial O_k} v_1 \cdot n = -\int_{\overline{\partial O_k}} \text{div}(v_1) = \int_{\partial O_k} f = 0.$$

Arguing as for Problem (5.35), we show that Problem (A.5) admits a solution $v^k_2 \in \left[ W^{1,q}(Q_k \setminus \overline{O}_k) \right]^3$ such that (the constant $C$ is independent of $k$ thanks to Assumption (A4)_0):

$$\|v^k_2\|_{W^{1,q}(Q_k \setminus \overline{O}_k)} \leq C\|v_1\|_{W^{1,q}(Q_k \setminus \overline{O}_k)}. \quad \text{(A.6)}$$

We extend $v^k_2$ by zero to $\mathbb{R}^3 \setminus \overline{\sigma}$. We define the function

$$v_2 := \sum_{k, Q_k \subset R\Omega} v^k_2 1_{Q_k \setminus \overline{O}_k}.$$

Summing (A.6) over $k$ such that $Q_k \subset R\Omega$ yields

$$\|v_2\|_{W^{1,q}(\Omega_R)} \leq C\|v_1\|_{W^{1,q}(R\Omega)} \leq CR\|f\|_{L^q(Q_R)}.$$

We set $v = v_1 + v_2$ and notice that $v$ satisfies the conclusion of Lemma A.1. $\square$
Lemma A.2. Suppose that Assumption (A4)_0 is satisfied. Let $1 < q < +\infty$ and $R > 0$. Let $f \in D'(\Omega^R)$ be such that $\nabla f \in \left[ W^{-1,q}(\Omega^R) \right]^3$. Then $f \in L^q(\Omega^R)/\mathbb{R}$ and

$$\|f\|_{L^q(\Omega^R)/\mathbb{R}} \leq CR\|\nabla f\|_{[W^{-1,q}(\Omega^R)]^3}$$

(A.7)

where $C$ is a constant independent of $f$ and $R$.

Proof. The fact that $f \in L^q(\Omega^R)/\mathbb{R}$ follows from [4, Lemma 2.7]. We now show the estimate (A.7). For $u \in L^1(\Omega^R)$, we denote $\lambda_u := \frac{1}{\|u\|_{\Omega^R}} \int_{\Omega^R} u$. We prove that there exists a constant $C$ independent of $R$ such that

$$\|f - \lambda f\|_{L^q(\Omega^R)} \leq CR\|\nabla f\|_{[W^{-1,q}(\Omega^R)]^3}. \quad (A.8)$$

We argue by duality. We set $q' = q/(q-1)$. We fix a function $g \in L^{q'}(\Omega^R)$ and we define $\overline{g} := g - \lambda g$. We apply Lemma A.2 to $\overline{g}$: there exists a function $v_g \in \left[ W^{1,q'}_0(\Omega^R) \right]^3$ such that

$$\begin{cases}
-\text{div}(v_g) = \overline{g} \\
\|v_g\|_{[W^{1,q'}(\Omega^R)]^3} \leq CR\|\overline{g}\|_{L^{q'}(\Omega^R)}.
\end{cases}$$

Since $\|\overline{g}\|_{L^{q'}(\Omega^R)} \leq 2\|g\|_{L^{q'}(\Omega^R)}$, we have $\|v_g\|_{[W^{1,q'}(\Omega^R)]^3} \leq CR\|g\|_{L^{q'}(\Omega^R)}$. We now write:

$$\langle \nabla f, v_g \rangle_{[W^{-1,q} \times W^{1,q'}(\Omega^R)]^3} = -\int_{\Omega^R} (f - \lambda f)\text{div}(v_g) = -\int_{\Omega^R} (f - \lambda f)(g - \lambda g) = -\int_{\Omega^R} (f - \lambda f)g.$$

Thus

$$\left|\int_{\Omega^R} (f - \lambda f)g\right| \leq \|\nabla f\|_{[W^{-1,q}(\Omega^R)]^3}\|v_g\|_{[W^{1,q'}(\Omega^R)]^3} \leq CR\|\nabla f\|_{[W^{-1,q}(\Omega^R)]^3}\|g\|_{L^{q'}(\Omega^R)}.$$

Taking the supremum over $g$, we conclude the proof of the Lemma. \hfill \Box

Lemma A.3 (Scaling). Suppose that Assumption (A4)_0 is satisfied. Let $1 < q < +\infty$. Let $\varepsilon > 0$ and $\Omega_\varepsilon$ be defined by (1.15). There exists a constant $C > 0$ independent of $\varepsilon$ such that for all $f \in D'(\Omega_\varepsilon)$ such that $\nabla f \in W^{-1,q}(\Omega_\varepsilon)$, we have $f \in L^q(\Omega_\varepsilon)/\mathbb{R}$ and the estimate

$$\|f\|_{L^q(\Omega_\varepsilon)/\mathbb{R}} \leq C\varepsilon^{-1}\|\nabla f\|_{[W^{-1,q}(\Omega_\varepsilon)]^3}.$$

Proof. We apply Lemma A.2 with $R = 1/\varepsilon$ and use a scaling argument. \hfill \Box

Lemma A.4. Suppose that Assumption (A4)_0 is satisfied. Let $1 < q < +\infty$ and $F \in \left[ W^{1,q}(\mathbb{R}^3) \right]^3$. Suppose that for all $k \in \mathbb{Z}^3$,

$$\int_{\partial \Omega_k} F \cdot n = 0. \quad (A.9)$$

The problem

$$\begin{cases}
-\text{div}(v) = \text{div}(F) & \text{in } \mathbb{R}^3 \setminus \overline{\Omega} \\
v = 0 & \text{on } \partial \Omega
\end{cases} \quad (A.10)$$

admits a solution $v \in \left[ W^{1,q}(\mathbb{R}^3 \setminus \overline{\Omega}) \right]^3$ such that

$$\|v\|_{[W^{1,q}(\mathbb{R}^3 \setminus \overline{\Omega})]^3} \leq C\|F\|_{[W^{1,q}(\mathbb{R}^3 \setminus \overline{\Omega})]^3}$$

where $C$ is a constant independent of $F$. \hfill 24
Proof. As in the proof of Lemma 3.5, we search the function \( v \) under the form

\[
-\Delta \Psi = \text{div}(F) \quad \text{on} \quad \mathbb{R}^3,
\]

that is

\[
\Psi(x) = C \int_{\mathbb{R}^3} \frac{F(y) \cdot (x-y)}{|x-y|^3} \, dy.
\]

and

\[
\begin{cases}
\text{div}(v_1) = 0 & \text{in} \quad \mathbb{R}^3 \setminus \overline{\Omega} \\
v_1 = -\nabla \Psi & \text{on} \quad \partial \Omega.
\end{cases}
\]

Since \( F \in [L^q(\mathbb{R}^3)]^3 \), we know that \( \nabla \Psi \in [L^q(\mathbb{R}^3)]^3 \) and that there exists a constant \( C > 0 \) such that

\[
\| \nabla \Psi \|_{[L^q(\mathbb{R}^3)]^3} \leq C\| F \|_{[L^q(\mathbb{R}^3)]^3} \quad \text{(see e.g. [11, Exercise II.11.9]).}
\]

Besides, since \( \text{div}(F) \in L^q(\mathbb{R}^3) \), the estimate

\[
\| D^2 \Psi \|_{[L^q(\mathbb{R}^3)]^{3 \times 3}} \leq C\| \text{div}(F) \|_{L^q(\mathbb{R}^3)}
\]

holds true (see e.g. [12, Theorem 9.9 & p. 235]). Thus,

\[
\nabla \Psi \in [W^{1,q}(\mathbb{R}^3)]^3 \quad \text{and} \quad \| \nabla \Psi \|_{[W^{1,q}(\mathbb{R}^3)]^3} \leq C\| F \|_{[W^{1,q}(\mathbb{R}^3)]^3}.
\]

We define the function \( v_1 \) on each cell \( Q_k \setminus \overline{\Omega_k} \) as a solution of

\[
\begin{cases}
-\text{div}(v_1^k) = 0 & \text{in} \quad Q_k \setminus \overline{\Omega_k} \\
v_1^k = 0 & \text{on} \quad \partial Q_k \\
v_1^k = -\nabla \Psi & \text{on} \quad \partial \Omega_k.
\end{cases}
\]  \quad (A.11)

Assumption (A4)\( _0 \) together with (A.9) guarantee that Problem (A.11) admits a solution that satisfies the estimate

\[
\| v_1^k \|_{[W^{1,q}(Q_k \setminus \overline{\Omega_k})]^3} \leq C\| \nabla \Psi \|_{[W^{1,q}(\mathbb{R}^3)]^3}.
\]

This proves the Lemma.

\[\square\]

Lemma A.5. Suppose that Assumption (A4)\( _1 \) is satisfied. Let \( g \in H^1_0(\Omega_\varepsilon) \) be such that

\[
\int_{\Omega_\varepsilon} g = 0.
\]

The problem

\[
\begin{cases}
-\text{div}(u) = g & \text{in} \quad \Omega_\varepsilon \\
u = 0 & \text{on} \quad \partial \Omega_\varepsilon
\end{cases}
\]  \quad (A.12)

admits a solution \( u \in [H^2_0(\Omega_\varepsilon)]^3 \) such that

\[
\| u \|_{H^2(\Omega_\varepsilon)} \leq \frac{C}{\varepsilon} \| g \|_{H^1(\Omega_\varepsilon)},
\]  \quad (A.13)

where the constant \( C \) is independent of \( \varepsilon \).

Proof. The proof is very similar to the proof of Lemma 3.5. We explain here only the main lines and refer to Subsection 3.3.2 for details. We first extend \( g \) by 0 in the perforations. We notice that

\[
g \in H^1_0(\Omega) \quad \text{and} \quad \int_{\Omega} g = 0.
\]

We consider the problem

\[
\begin{cases}
-\text{div}(v) = g & \text{in} \quad \Omega \\
v = 0 & \text{on} \quad \partial \Omega.
\end{cases}
\]  \quad (A.14)

Thanks to [11, Theorem III.3.3], Problem (A.14) admits a solution \( v \in [H^2_0(\Omega)]^3 \) such that

\[
\| \nabla v \|_{H^1(\Omega)} \leq C(\Omega)\| g \|_{H^1(\Omega)} \quad \text{and} \quad \| v \|_{H^1(\Omega)} \leq C(\Omega)\| g \|_{L^2(\Omega)}.
\]  \quad (A.15)
We fix a cell $Q_k$ such that $\varepsilon Q_k \subset \Omega$. We build a function $v^k \in \left[H^2(\varepsilon [Q_k \setminus \overline{Q}_k])\right]^3$ such that

$$\begin{cases}
    \text{div}(v^k) = 0 & \text{in } \varepsilon [Q_k \setminus \overline{Q}_k] \\
v^k = -v & \text{on } \varepsilon \partial Q_k \\
\nabla v^k = -\nabla v & \text{on } \varepsilon \partial Q_k.
\end{cases} \quad (A.16)$$

For that, we use a cut-off function $\chi_k := \chi(\varepsilon[\cdot + k])$ as in Step 2 of the proof of Lemma 3.5. We solve

$$\begin{cases}
    \text{div}(w^k) = \text{div}(\chi_k v) & \text{in } \varepsilon [Q_k \setminus \overline{Q}_k] \\
w^k = 0 & \text{on } \varepsilon \partial [Q_k \setminus \overline{Q}_k]
\end{cases} \quad (A.17)$$

and then set $v^k := w^k - \chi_k v$. [11] Theorem III.3.3] together with Assumption (A4)_1 and a standard scaling argument show that Problem (A.16) admits a solution such that

$$\varepsilon^2 \|D^2 v^k\|_{L^2(\varepsilon Q_k \setminus \overline{Q}_k)} + \varepsilon \|\nabla v^k\|_{L^2(\varepsilon Q_k \setminus \overline{Q}_k)} + \|v^k\|_{L^2(\varepsilon Q_k \setminus \overline{Q}_k)} \leq C(\varepsilon^2 \|D^2 v\|_{L^2(\Omega)} + \varepsilon \|\nabla v\|_{L^2(\Omega)} + \|v\|_{L^2(\Omega)}) \quad (A.18)$$

where the constant $C$ is independent of $k$ and $\varepsilon$. We extend $v^k$ by zero to $\Omega$. We define

$$v_1 := \sum_{k \in \mathcal{Y}_r} v^k.$$ 

Then, after summation of (A.18) over $k$, the estimate

$$\varepsilon^2 \|D^2 v_1\|_{L^2(\varepsilon \Omega_r)^3} + \varepsilon \|\nabla v_1\|_{L^2(\varepsilon \Omega_r)^3} + \|v_1\|_{L^2(\varepsilon \Omega_r)^3} \leq C \left[ \varepsilon^2 \|D^2 v\|_{L^2(\Omega)^3} + \varepsilon \|\nabla v\|_{L^2(\Omega)^3} + \|v\|_{L^2(\Omega)} \right] \quad (A.19)$$

holds true. We note that the function $u := v + v_1$ satisfies the conclusion of Lemma 3.5. Furthermore, using (A.15) and (A.19), we get

$$\varepsilon^2 \|D^2 u\|_{L^2(\varepsilon \Omega_r)^3} + \varepsilon \|\nabla u\|_{L^2(\varepsilon \Omega_r)^3} + \|u\|_{L^2(\varepsilon \Omega_r)^3} \leq C \left[ \varepsilon^2 \|D^2 v\|_{L^2(\Omega)^3} + \varepsilon \|\nabla v\|_{L^2(\Omega)^3} + \|v\|_{L^2(\Omega)} \right] \quad (A.20)$$

where we used Lemma 3.1 on $g$ in the last inequality. Thus (A.13) is proved. \hfill \Box

## B Geometric assumptions

We prove in this section that Assumptions (A3) and (A4)' imply Assumption (A4) and that Assumptions (A3) and (A5)' imply Assumption (A5). Appendix B follows the proofs of [11] Theorem III.3.1 and [11] Theorem IV.5.1 and makes precise the dependence of the constants appearing in these arguments. We begin by a covering Lemma.

**Lemma B.1.** Suppose that Assumption (A3) is satisfied. Let $0 < \rho < d(\partial Q^\text{pert}_0, Q)$. There exists $N \in \mathbb{N}^+$ such that for all $k \in \mathbb{Z}^3$, there exist $2N$ balls $B^k_i$, $i = 1, \ldots, 2N$ such that

(i) for all $i = 1, \ldots, N$, we have that $B^k_i = B(\xi^k_i, \rho)$, $\xi^k_i \in \partial Q_k$ and $\{x \in Q_k \setminus \overline{Q}_k, \ d(x, \partial Q_k) < 3\rho/16\} \subset \bigcup_{i=1}^N B^k_i$,

(ii) for all $i = N + 1, \ldots, 2N$, we have that $B^k_i = B(\xi^k_i, \rho/32)$, $\xi^k_i \in \{x \in Q_k \setminus \overline{Q}_k, \ d(x, \partial Q_k) > \rho/16\}$ and $\{x \in Q_k \setminus \overline{Q}_k, \ d(x, \partial Q_k) \geq 3\rho/16\} \subset \bigcup_{i=N+1}^{2N} B^k_i$. 

26
Moreover, there exist \(2N\) balls \(B_{i,\text{per}}^0, i = 1, \ldots, 2N\) and \(\eta = \eta(\rho) > 0\) such that

(iii) for all \(i = 1, \ldots, 2N\), \(B_i^{0,\text{per}} \subset Q\) and \(\{x \text{ s.t. } d\left(x, Q \setminus \overline{O_0}\right) < \eta\} \subset \bigcup_{i=1}^{2N} B_i^{0,\text{per}}\).

(iv) there exists a bijection \(\sigma : \{1, \ldots, 2N\} \rightarrow \{1, \ldots, 2N\}\) such that for all \(i \in \{1, \ldots, 2N-1\}\), we have that

\[
\Omega_{\sigma(i)}^0 \cap \left(\bigcup_{s=i+1}^{2N} \Omega_s^0\right) \neq \emptyset \quad \text{and} \quad \Omega_i^0 := B_i^{0,\text{per}} \cap \left(Q \setminus \overline{O_0}\right).
\]

(v) for all but a finite number of \(k \in \mathbb{Z}^3\), we have that \(B_{i,k}^{k,\text{per}} \subset B_i^k\) for all \(i = 1, \ldots, 2N\) and \(\{x \text{ s.t. } d\left(x, Q_k \setminus \overline{O_k}\right) < \eta/2\} \subset \bigcup_{i=1}^{2N} B_i^{k,\text{per}}\), where \(B_i^{k,\text{per}} := B_i^{0,\text{per}} + k\).

**Remark B.2.** Lemma [B.1][iv] means that we can re-label the family \(B_i^{0,\text{per}}, i = 1, \ldots, 2N\) such that for all \(i \in \{1, \ldots, 2N-1\}\), we have that \(\Omega_i^0 \cap \left(\bigcap_{i+1}^{2N} \Omega_i^0\right) \neq \emptyset\).

**Proof.** The proof of Lemma [B.1] relies on the periodic structure and on Assumption (A3). We first fix by compactness \(N_0\) balls \(B_i^{0,\text{per}} = B(x_i, \rho/2), i = 1, \ldots, N_0\) such that

\[
\{x \in Q, \ d(x, \partial O_0^{\text{per}}) \leq \rho/4\} \subset \bigcup_{i=1}^{N_0} B_i^{0,\text{per}} \quad \text{and} \quad x_i \in \partial O_0^{\text{per}}.
\]

We note that there exists \(\hat{\rho} > 0\) such that for all \(i \in \{1, \ldots, N_0\}\), there exist two points \(y_i \in B_i^{0,\text{per}} \cap O_0^{\text{per}}\) and \(z_i = B_i^{0,\text{per}} \setminus O_0^{\text{per}}\) satisfying \(d(y_i, \partial O_0^{\text{per}}) > \hat{\rho}\) and \(d(z_i, \partial O_0^{\text{per}}) > \hat{\rho}\). We define for each \(k \in \mathbb{Z}^3\), \(x_{i,k} := x_i + k, y_{i,k} := y_i + k, z_{i,k} := z_i + k\) and \(B_{i,k}^{k,\text{per}} := B_i^{0,\text{per}} + k = B(x_{i,k}, \rho/2)\). By translation invariance, we obviously have \([B.1]\) with \(0\) replaced by any \(k \in \mathbb{Z}^3\).

We consider \(k \in \mathbb{Z}^3\) such that \(\alpha_k < \min(\rho/16, \hat{\rho})\) (where we recall that \(\alpha_k\) is introduced in (A3)). Then, by Assumption (A3) and \([B.1]\), we have that

\[
\{x \in Q_k, \ d(x, \partial O_k) < 3\rho/16\} \subset \{x \in Q_k, \ d(x, \partial O_k^{\text{per}}) < \rho/4\} \subset \bigcup_{i=1}^{N_0} B_i^{k,\text{per}}.
\]

We next claim that each ball \(B_i^{k,\text{per}}, i = 1, \ldots, N_0\) intersects \(\partial O_k^{\text{per}}\). By definition, we have that \(y_{i,k}^{k} \in B_i^{k,\text{per}} \setminus \partial O_k^{\text{per}}\) and that \(d(y_{i,k}^{k}, \partial O_k^{\text{per}}) > \hat{\rho} > \alpha_k\). Thus, by (A3), we get that \(y_{i,k}^{k} \in B_i^{k,\text{per}} \cap O_k^{\text{per}}\). Similarly, we have that \(z_{i,k}^{k} \in B_i^{k,\text{per}} \setminus \partial O_k^{\text{per}}\). Thus, there exists \(\xi_{i,k}^{k} \in [y_{i,k}^{k}, z_{i,k}^{k}] \cap \partial O_k^{\text{per}},\) proving that \(\partial O_k \cap B_{i,k}^{k,\text{per}} \neq \emptyset\).

We fix an arbitrary point \(\xi_{i,k}^{k} \in \partial O_k \cap B_{i,k}^{k,\text{per}}\) and we notice that \(B_{i,k}^{k,\text{per}} \subset B(\xi_{i,k}^{k}, \rho)\). By (B.2), we conclude that

\[
\{x \in Q_k, \ d(x, \partial O_k) < 3\rho/16\} \subset \bigcup_{i=1}^{N_0} B_i^{k,\text{per}}.
\]

It remains to cover \(\{x \in Q_k \setminus \overline{O_k}, \ d(x, \partial O_k) \geq 3\rho/16\}\). By (A3), we have that

\[
\{x \in Q_k \setminus \overline{O_k}, \ d(x, \partial O_k) \geq 3\rho/16\} \subset \{x \in \overline{Q_k \setminus O_k}, \ d(x, \partial O_k^{\text{per}}) \geq \rho/8\}.
\]

By compactness and translation invariance, we can cover the right hand side of (B.4) by \(N_1\) balls \(B_i^{k,\text{per}} = B(x_i, \rho/32), i = N_0 + 1, \ldots, N_0 + N_1\) where \(x_i\) is of the form \(x_i = x_i^{k} = x_i + k\) and \(x_i \in \{x \in Q \setminus \overline{O_0^{\text{per}}}, \ d(x, \partial O_0^{\text{per}}) \geq \rho/8\}\). We set \(B_{i}^{k} := B_{i}^{k,\text{per}}\) and \(\xi_{i}^{k} := x_{i}^{k}\). By (A3), we get that \(\xi_{i}^{k} \in \{Q_k \setminus \overline{O_k}, \ d(x, \partial O_k) > \rho/16\}\). With \(N\) to be fixed later, we have proved \([\text{i}] [\text{ii}]\) for \(k \in \mathbb{Z}^3\) such that \(\alpha_k < \min(\rho/16, \hat{\rho})\).

We fix \(k \in \mathbb{Z}^3\) such that \(\alpha_k \geq \min(\rho/16, \hat{\rho})\). We take any covering of \(\{x \in Q_k, d(x, \partial O_k) < 3\rho/16\}\) with balls \(B_i^{k} = B(\xi_{i}^{k}, \rho)\), \(\xi_{i}^{k} \in \partial O_k\) and \(i \in \{1, \ldots, N_0^{k}\}\). We then take any covering of
\[ \{ x \in Q_k \setminus \overline{C}_k, \ d(x, \partial O_k) \geq 3\rho/16 \} \text{ with balls } B^k_i = B(\xi^k_i, \rho/32), \ \xi^k_i \in \{ x \in Q_k \setminus \overline{C}_k, \ d(x, \partial O_k) \geq 3\rho/16 \} \text{ and } i \in \{ N_0^k + 1, \ldots, N_0^k + N^k \}. \]

We set \( N := \max_{k \in \mathbb{Z}^+} \{ N_0^k, N^k \} \) where \( N_0^k = N_0 \) and \( N^k = N_1 \) if \( \alpha_k < \min(\rho/16, \bar{\rho}) \). Note that because of (A3), we have that \( N < +\infty \). If \( N_0^k < N \) or \( N^k < N \), we duplicate one of the balls in order to define \( 2N \) balls \( B^k_i, i = 1, \ldots, 2N \). We proceed similarly for \( B^1_{0, \text{per}}, i = 1, \ldots, N_0^k + N_1 \). Assertions (i), (ii), (iii) and (v) are proved. We prove easily (iv) by connectedness of \( Q \setminus \overline{O^0} \).

Assumptions (A3) and (A4)' imply (A4)

Proof that (A4)_0 is satisfied

Let \( k \in \mathbb{Z}^3 \). We formulate [11, Theorem III.3.1] in our particular setting: suppose that there exists \( \Omega^k_i, i = 1, \ldots, N_k \) such that

\[ Q_k \setminus \overline{C}_k = \bigcap_{i=1}^{N_k} \Omega^k_i, \quad (B.5) \]

where \( \Omega^k_i \) is star-shaped with respect to a ball \( B^k_i \) of radius \( \rho^k_i \) such that \( B^k_i \subset \subset \Omega^k_i \). We define for \( i = 1, \ldots, N^k - 1 \)

\[ F^k_i := \Omega^k_i \cap \left( \bigcup_{s=i+1}^{N_k} \Omega^k_s \right) \]

and we assume that \( F^k_i \neq \emptyset \) for all \( i \in \{1, \ldots, N_k - 1\} \). Then Problem (1.7) with \( f \in L^q(Q_k \setminus \overline{C}_k) \) admits a solution \( v \) satisfying (1.9) with

\[ C^0_q(k) \leq C(q) \left( \frac{\text{diam}(Q_k \setminus \overline{C}_k)}{\min_{i=1}^{N_k} \rho^k_i} \right)^3 \left( 1 + \frac{\text{diam}(Q_k \setminus \overline{C}_k)}{\min_{i=1}^{N_k} \rho^k_i} \right) \left( 1 + \frac{|Q_k \setminus \overline{C}_k|^{1-1/q}}{\min_{i=1}^{N_k-1} |F^k_i|^{1-1/q}} \right)^{N_k}. \quad (B.6) \]

To bound \( C^0_q(k) \) uniformly in \( k \), it is sufficient to show that \( Q_k \setminus \overline{C}_k \) admits a decomposition of the form (B.5) where \( N_k \) is independent of \( k \), \( \rho^k_i \) and \( |F^k_i| \) are uniformly bounded from below in \( k \) and \( i \). We first explain how to find such a decomposition with \( N_k \) and \( \rho^k_i \) independent of \( k \) and \( i \). By making precise the dependence on the geometry of \( \partial O_k \) at each step of the proof of [11, Lemma II.1.3], we can show that (A4)' implies that there exists \( \rho > 0 \) such that for all \( k \in \mathbb{Z}^3 \) and \( \xi^k \in \partial O_k \), there exists an open set \( G_{\xi^k} \) such that \( \Omega_{\xi^k} := G_{\xi^k} \cap (Q_k \setminus \overline{C}_k) \) is star-shaped with respect to a ball of radius \( \rho \) strictly included in \( \Omega_{\xi^k} \) and \( B(\xi^k, \rho) \subset \subset G_{\xi^k} \).

We next apply Lemma (B.1) with \( \rho \) given before and we denote by \( B^k_i, i = 1, \ldots, 2N \) the family of balls that we obtain. For \( i = 1, \ldots, N \), we define \( G^k_i := G_{\xi^k_i} \) and \( \Omega^k_i := \Omega_{\xi^k_i} \). For \( i = N + 1, \ldots, 2N \), we define \( \Omega^k_i := B^k_i \). Since \( B^k_i \subset \subset G^k_i \) for \( i = 1, \ldots, N \) and because \( B^k_i, i = 1, \ldots, 2N \) covers \( Q_k \setminus \overline{C}_k \), we have that (B.5) is satisfied with \( \rho^k_i \geq \rho/32 \) and \( N_k = N \).

It remains to check that there exists a relabeling of the \( \Omega^k_i \)'s such that we have that \( \min_{i=1}^{2N-1} |F^k_i| \geq C \) where \( C > 0 \) is independent of \( k \). We use Lemma (B.1)(iii)(v). According to Remark (B.2) we relabel the \( \Omega^k_{i, \text{per}} \) (note that this also implies a relabeling of the \( \Omega^k_i \)'s) such that

\[ \forall i \in \{1, \ldots, 2N-1\}, \ F^k_{i, \text{per}} := \Omega^k_{i, \text{per}} \cap \left( \bigcup_{i+1}^{\infty} \Omega^k_{i, \text{per}} \cup \cdots \cup \Omega^k_{2N, \text{per}} \right) \neq \emptyset. \]

We then fix \( \rho' > 0 \) such that for all \( i \in \{1, \ldots, 2N-1\} \), we have that \( F^k_{i, \text{per}} \) contains a ball \( \left( B^k_{i, \text{per}} \right)' \) of radius \( \rho' \) such that \( \left( B^k_{i, \text{per}} \right)' \subset \subset Q_k \setminus \overline{C}_k \). We fix \( k \in \mathbb{Z}^3 \) such that Lemma (B.1)(v) is satisfied and such that

\[ \alpha_k < \frac{2N-1}{\min_{i=1}^{2N-1} d\left( \left( B^k_{i, \text{per}} \right)', \partial O_k \right)}. \quad (B.7) \]
Then, for all \( i \in \{1, \ldots, 2N - 1\} \), we have that
\[
(B_i^{k, \text{per}})' \subset Q_k \setminus \overline{O}_k.
\] (B.8)

We then recall that
\[
F_k^i = \Omega_i^k \cap \left( \bigcup_{s=i+1}^{2N} \Omega_s^k \right) = \left[ G_i^k \cap \left( \bigcup_{s=i+1}^{2N} G_s^k \right) \right] \cap (Q_k \setminus \overline{O}_k).
\]

By Lemma B.1(v) we have that \( B_i^{k, \text{per}} \subset G_j^k \) for all \( j \in \{1, \ldots, 2N\} \). Together with (B.8), this yields that \( (B_i^{k, \text{per}})' \subset F_k^i \) for all \( i \in \{1, \ldots, 2N - 1\} \). Thus, \( \min_{i=1}^{2N-1} |F_k^i| \geq \frac{1}{2} \pi \rho^3 \). Since by (A3) there are only a finite number of indices \( k \) such that (B.7) is not satisfied, we conclude that, after eventually relabeling the \( F_k^i \)'s, we have that \( \min_{i=1}^{2N-1} |F_k^i| \geq C > 0 \).

**Proof that (A4) is satisfied**

We briefly sketch the proof of (A4) and we refer to the proof of (A4) for some ingredients. Let \( k \in \mathbb{Z}^3 \) and \( f \in W_0^{1,q}(Q_k \setminus \overline{O}_k) \). To solve Problem (1.17), we use a decomposition of the form (B.5) with \( N_k \) uniform in \( k \) (= \( N \)) and \( \Omega_i^k \) that is star-shaped with respect to a ball of radius \( \rho \) uniformly bounded from below in \( k \) and \( i \), as constructed in the proof of (A4)0. We then write \( f = f_1 + \cdots + f_N \) where \( f_i \in W_0^{1,q}(Q_i^k), f_i = 0, \| f_i \|_{W^{1,q}(Q_i^k)} \leq C_k^i \| f \|_{W^{1,q}(Q_k \setminus \overline{O}_k)} \) and we solve the Problem:

\[
\begin{cases}
\text{div} \ v_i = f_i & \text{in } \Omega_i^k \\
\quad \quad v_i \in [W_0^{2,q}(\Omega_i^k)]^3.
\end{cases}
\]

Thanks to the estimate (III.3.23) of [11, p. 168], we have that
\[
\| v_i \|_{[W^{2,q}(\Omega_i)]^3} \leq C(q, \rho) \| f_i \|_{W^{1,q}(Q_i^k)} \leq C(q, \rho) C_k^i \| f \|_{W^{1,q}(Q_k \setminus \overline{O}_k)}.
\]

Extending \( v_i \) by zero to \( Q_k \setminus \overline{O}_k \) and setting \( v = v_1 + \cdots + v_N \), we have that \( v \) solves Problem (1.17) with the estimate
\[
\| v \|_{[W^{2,q}(Q_k \setminus \overline{O}_k)]^3} \leq C(q, \rho) N C_k^i \| f \|_{W^{1,q}(Q_k \setminus \overline{O}_k)}.
\]

We can conclude that (A4)1 is satisfied if \( C_k^i \) is uniformly bounded in \( i \) and \( k \). To prove that, we make precise the dependance of the constant controlling \( \| f_i \|_{W^{1,q}(Q_i^k)} \) in the proof of (A4)1. \( \rho \). This constant depends on \( N \) and on the maximum of the \( W^{1,\infty} \)-norms of the functions \( \Psi_i^k, i = 1, \ldots, 2N \) and \( \chi_i^k, i = 1, \ldots, 2N - 1 \) where \( \{ \Psi_1^k, \ldots, \Psi_{2N}^k \} \) is a partition of unity associated to \( \{ G_1^k, \ldots, G_{2N}^k \} \) and \( \chi_k \in D(F_k^i) \) satisfies \( \int_{F_k^i} \chi_k = 1 \). Because of Lemma B.1(v) the family \( \{ \Psi_1^1, \ldots, \Psi_{2N}^k \} \) may be chosen independently of \( k \) (by using the periodic balls), except for a finite number of indices \( k \). Besides, still after the exclusion of a finite number of indices \( k \), we have shown in the proof of (A4)0 that \( F_k^i \) contains a ball of radius \( \rho' \) which is uniformly bounded in \( i \) and \( k \). Thus, \( \chi_k \) may be chosen as the translation of a reference function \( \chi \) satisfying \( \chi \in D(B(0, \rho')) \) and \( \int_{B(0, \rho')} \chi = 1 \). This proves that \( \max_{i=1}^{2N} C_k^i \leq C \) for all but a finite number of \( k \in \mathbb{Z}^3 \). Applying (A4)0 Lemma III.3.4] for the remaining indices \( k \), we conclude that \( \max_{i=1}^{2N} C_k^i \leq C \) for all \( k \in \mathbb{Z}^3 \). This concludes the proof of (A4)1.

**Assumptions (A3) and (A5)’ imply (A5)**

We fix \( f \in \mathbb{L}^q(Q_k^k \setminus \overline{O}_k) \) and we consider the pair \((v, p)\) solution to (1.11). We want to prove the regularity estimate (1.12). The interior regularity property is given by the following result (see [11 Theorem IV.4.1]):
\[
\| D^2 v \|_{L^q(\Omega_k^3 \times \mathbb{R}^3)} + \| \nabla p \|_{L^q(\Omega_k^3)} \leq C(\| v \|_{W^{1,q}(\Omega_k^3)} + \| p \|_{L^q(\Omega_k^3)} + \| f \|_{L^q(\Omega_k^3)}),
\] (B.9)
where $\Omega_k \subset \Omega'_k \subset Q_k \setminus \overline{Q}$ and $C$ depends only on $q$ and on the distance between $\Omega_k$ and $\overline{(\Omega'_k)^c}$. The regularity up to the boundary follows from the discussion [11] pp.271-274. By tracing the dependance of the constants in these arguments, we can show that, under Assumption (A5), there exist a radius $\rho > 0$, a constant $d > 1$ and a constant $C > 0$ such that $d\rho < d(Q, \partial Q''')$ and for all $k \in 2^3$ and $x \in \partial \Omega_k$, we have that

$$
\|D^2v\|_{L^q((Q_k \setminus \overline{Q}) \cap B(x, \rho))}^{3 \times 3 \times 3} + \|\nabla p\|_{L^q((Q_k \setminus \overline{Q}) \cap B(x, \rho))}^{3 \times 3} \leq C\left[\|v\|_{W^{1,q}((Q_k \setminus \overline{Q}) \cap B(x, \rho))}^q + \|p\|_{L^q((Q_k \setminus \overline{Q}) \cap B(x, \rho))}^q + \|f\|_{L^q((Q_k \setminus \overline{Q}) \cap B(x, \rho))}^q\right].
$$

(B.10)

We combine estimates (B.9) and (B.10). We fix $k \in 2^3$. Let $(B^k)_{i=1, \ldots, 2N}$ be the family of balls given by Lemma B.1 (applied with $\rho$ defined by (B.10)). Thanks to (B.10) and the inequality

$$
\forall a_1, \ldots, a_p > 0, \quad a_1^q + \cdots + a_p^q \leq (a_1 + \cdots + a_p)^q \leq C_{p,q} (a_1^q + \cdots + a_p^q),
$$

(B.11)

we have for all $i \in \{1, \ldots, N\}$,

$$
\|D^2v\|_{L^q((Q_k \setminus \overline{Q}) \cap B(\xi^k_i, \rho))}^{3 \times 3 \times 3} + \|\nabla p\|_{L^q((Q_k \setminus \overline{Q}) \cap B(\xi^k_i, \rho))}^{3 \times 3} \leq C\left[\|v\|_{W^{1,q}((Q_k \setminus \overline{Q}) \cap B(\xi^k_i, \rho))}^q + \|p\|_{L^q((Q_k \setminus \overline{Q}) \cap B(\xi^k_i, \rho))}^q + \|f\|_{L^q((Q_k \setminus \overline{Q}) \cap B(\xi^k_i, \rho))}^q\right].
$$

(B.12)

Summing (B.12) over $i \in \{1, \ldots, N\}$ and using that

$$
U_k := \{x \in Q_k \setminus \overline{Q}, \ d(x, \partial O_k) < 3\rho/16\} \subset \bigcup_{i=1}^N B(\xi^k_i, \rho) \quad \text{and} \quad (Q_k \setminus \overline{Q}) \cap B(\xi^k_i, \rho) \subset Q_k \setminus \overline{Q}
$$

yield

$$
\|D^2v\|_{L^q(U_k)}^{3 \times 3 \times 3} + \|\nabla p\|_{L^q(U_k)}^{3 \times 3} \leq CN\left[\|v\|_{W^{1,q}(Q_k \setminus \overline{Q})}^q + \|p\|_{L^q(Q_k \setminus \overline{Q})}^q + \|f\|_{L^q(Q_k \setminus \overline{Q})}^q\right].
$$

(B.13)

We now apply (B.9) to $\Omega_k = \{x \in Q_k \setminus \overline{Q}, \ d(x, \partial O_k) > \rho/8\}$ and $\Omega'_k = Q_k \setminus \overline{Q}$. We have that $d(\Omega_k, (\Omega'_k)^c) = \min (d(Q, \partial Q'''), \rho/8)$ is independent of $k$. Thus, using (B.9) and (B.11) yield

$$
\|D^2v\|_{L^q(\Omega_k)}^{3 \times 3 \times 3} + \|\nabla p\|_{L^q(\Omega_k)}^{3 \times 3} \leq C\left[\|v\|_{W^{1,q}(Q_k \setminus \overline{Q})}^q + \|p\|_{L^q(Q_k \setminus \overline{Q})}^q + \|f\|_{L^q(Q_k \setminus \overline{Q})}^q\right],
$$

(B.14)

where $C$ is independent of $k$. Summing (B.12) and (B.14) and using that $U_k \cup \Omega_k = Q_k \setminus \overline{Q}$ together with (B.11) proves (A5).

**Counter-examples to the geometric assumptions**
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