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Abstract
We investigate the thermodynamic uncertainty relation for the (1 + 1) dimensional Kardar–Parisi–Zhang (KPZ) equation on a finite spatial interval. In particular, we extend the results for small coupling strengths obtained previously to large values of the coupling parameter. It will be shown that, due to the scaling behavior of the KPZ equation, the thermodynamic uncertainty relation (TUR) product displays two distinct regimes which are separated by a critical value of an effective coupling parameter. The asymptotic behavior below and above the critical threshold is explored analytically. For small coupling, we determine this product perturbatively including the fourth order; for strong coupling we employ a dynamical renormalization group approach. Whereas the TUR product approaches a value of 5 in the weak coupling limit, it asymptotically displays a linear increase with the coupling parameter for strong couplings. The analytical results are then compared to direct numerical simulations of the KPZ equation showing convincing agreement.
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1 Introduction

Over the last years there has been remarkable progress in field theory with regard to the Kardar–Parisi–Zhang (KPZ) dynamics [1] on the one hand and in stochastic thermodynamics with respect to the thermodynamic uncertainty relation (TUR) on a discrete set of states [2–4] on the other hand. The KPZ equation is a paradigmatic example of a growth equation displaying non-equilibrium dynamics while the TUR bounds the entropy production through fluctuation and mean of any current. For a recent excerpt of the former see, e.g., [5–19].
In regard of the latest achievements for the TUR see, e.g., [20–24]. In [25,26] these two areas have been connected by formulating a general field-theoretic TUR and evaluating it explicitly for the KPZ equation analytically as well as numerically in a certain scaling regime. For other field-theoretic formulations of stochastic thermodynamic concepts, in particular the stochastic entropy production, see, e.g., [27–29].

The derivation of the KPZ-TUR in [25] relies on a perturbational approximation in a small effective coupling parameter of the KPZ non-linearity. This approach is quite generally applicable to stochastic field-theoretic overdamped Langevin equations. However, it is intrinsically limited to the linear scaling regime of the respective partial differential equation [30]. In case of the KPZ equation, this is the so-called Edwards–Wilkinson (EW) scaling regime [31,32]. The aim of the present paper is to extend the results from [25] valid in the EW scaling regime of the KPZ equation to the genuine KPZ scaling regime. This requires an approach that will hold for arbitrary values of the effective coupling strength of the KPZ non-linearity. For equal-time correlation functions such a generalization is possible by using the exactly known stationary probability density functional of the 1d KPZ equation. For two-time correlation functions, however, this approach is not feasible and thus different methods have to be used. In the present case we use two different ways of calculating this type of correlation functions. The first one is the perturbational approximation introduced in [25] and as a second one we employ the dynamic renormalization group (DRG) approach. Here the former applies to the EW scaling regime, where the latter covers the genuine KPZ scaling regime. Hence, a combination of these methods enables us to analytically express the KPZ-TUR for arbitrary values of the effective coupling parameter. These results are compared with numerical simulations based on the method from [26]. This comparison will show convincing agreement between the theoretical predictions and the numerical results.

The paper is organized as follows. In Sect. 2 we give a brief overview of the problem at hand and introduce the necessary notions for the formulation of the KPZ-TUR. Section 3 deals with the derivation of exact results valid for arbitrary coupling strength. In particular, we utilize the stationary state probability density functional of the (1 + 1) dimensional KPZ equation to calculate equal-time correlation functions entering the KPZ-TUR via functional integration. In Sect. 4 we concisely state the scaling behavior of the KPZ equation as this will be relevant for the calculation of temporal two-point correlation functions. Sections 5 and 6 cover the calculation of a specific two-time correlation function via perturbational approximation and DRG, respectively. The combination of the results obtained in the prior sections, yields the KPZ-TUR for arbitrary coupling strength, which is given in Sect. 7. The comparison of the analytically obtained theoretical predictions to numerical data is shown in Sect. 8. We summarize our results in Sect. 9.

2 The Problem

In this section we will briefly introduce the KPZ equation and the TUR, as well as give a short summary of the results obtained in [25] which link the two topics. At the end of the section we outline the steps to be taken in order to extend the results from [25,26] to arbitrary coupling strength.

We begin with stating the KPZ equation in the form needed for our analysis, i.e., the (1 + 1) dimensional Kardar–Parisi–Zhang equation on a finite interval \( x \in [0, b], b > 0 \), given by
\[ \partial_t h(x, t) = \nu \partial_x^2 h(x, t) + \frac{\lambda}{2} (\partial_x h(x, t))^2 + \eta(x, t). \]  

(1)

Here \( \nu \) represents the surface tension, \( \lambda \) is the coupling parameter of the non-linearity and \( \eta \) Gaussian space-time white noise with zero mean and autocorrelation \( \langle \eta(x, t) \eta(x', t') \rangle = \Delta_0 \delta(x - x') \delta(t - t') \), \( \Delta_0 \) denoting the noise strength. We further assume periodic boundary conditions for (1), i.e., \( h(0, t) = h(b, t) \), and flat initial condition \( h(x, 0) = 0 \) (see also [25]).

The thermodynamic uncertainty relation for a non-equilibrium steady state (NESS) was originally proposed for Markovian networks [2]. It gives a lower bound on the total entropy production \( \langle \Delta s_{\text{tot}} \rangle \) needed to provide a certain precision \( \epsilon^2 \) of a process in such a network. It reads

\[ Q \equiv \langle \Delta s_{\text{tot}} \rangle \epsilon^2 \geq 2, \]  

(2)

where \( \langle \cdot \rangle \) denotes averages with respect to the noise history. Here, \( \langle \Delta s_{\text{tot}} \rangle = \sigma t \) in the stationary state, with \( \sigma \) the entropy production rate and \( \epsilon^2 = 2D/(j^2 t) \), with \( D \) the diffusivity and \( j \) an arbitrary NESS current. Later, the TUR (2) was proven to hold for a Markovian dynamics on a discrete set of states [3] and for overdamped Langevin dynamics [33].

Recently, the TUR in (2) was extended to a general field-theoretic overdamped Langevin equation [25] and exemplified with the \((1+1)\) dimensional KPZ equation from (1). For the KPZ equation it was found via a perturbative calculation of \( \langle \Delta s_{\text{tot}} \rangle \) and \( \epsilon^2 \) as well as by direct numerical simulation [26] that \( Q \simeq 5 \) for small values of the effective coupling parameter

\[ \lambda_{\text{eff}} \equiv \sqrt{\frac{\Delta_0 b}{\nu^3}} \lambda. \]  

(3)

What is meant by ‘small’ will be specified below in Sect. 4. According to [30], such a perturbative approach to a non-linear PDE like (1) will yield results expected to be valid in the linear scaling regime of the non-linear equation. Hence, the results from [25, 26] are valid in the so-called Edwards–Wilkinson (EW) scaling regime of the KPZ equation.

In the present paper, we will derive the field-theoretic analog of (2) (see [25]) for arbitrary values of \( \lambda_{\text{eff}} \) and thus extend the range of validity from the EW scaling regime to the genuine KPZ scaling regime. The terminology will be explained in more detail in Sect. 4.

The expressions for the constituents of the TUR used in this paper are derived in [25] and read

\[ \langle \Delta s_{\text{tot}} \rangle \equiv \frac{\lambda^2}{2 \Delta_0} \int_0^t d\tau \int_0^b dx (\partial_x h(x, \tau))^4 \]  

(4)

as the total entropy production and

\[ \epsilon^2 \equiv \frac{\text{var} [\Psi_g(t)]}{\langle \Psi_g(t) \rangle^2} = \frac{\langle (\Psi_g(t) - \langle \Psi_g(t) \rangle)^2 \rangle}{\langle \Psi_g(t) \rangle^2}, \]  

(5)

as the precision, where

\[ \Psi_g(t) \equiv \int_0^b dx g(x) h(x, t). \]  

(6)

Here, \( \Psi_g \) describes the time-integrated generalized current with \( g(x) \in L^2(0, b) \) \((\int_0^b dx g(x) \neq 0)\) as an arbitrary weight function. It was shown in [25] that the steady state \( Q \) does not depend on \( g(x) \) via a perturbation expansion in \( \lambda_{\text{eff}} \), i.e., \( Q \) is independent of \( g(x) \) in the EW scaling regime. In Appendix A we present an argument to show that
indeed in both scaling regimes of the KPZ equation the precision $\epsilon^2$ in (5) and therefore $Q$ is independent of the choice of the weight function $g(x)$ in the long-time limit. We thus set $g = 1$, i.e.,

$$\Psi(t) \equiv \Psi_1(t) = \int_0^b dx h(x, t).$$

(7)

Hence, (5) becomes

$$\epsilon^2 = \frac{\text{var}[\Psi_1(t)]}{\langle \Psi_1(t) \rangle^2} = \frac{\langle (\Psi(t) - \langle \Psi(t) \rangle)^2 \rangle}{\langle \Psi(t) \rangle^2},$$

(8)

with $\Psi(t)$ from (7). In the stationary state we have $\langle \Psi(t) \rangle = J_t$ with $J$ the stationary current.

In the following we derive explicit expressions for $\langle \Delta_{\text{tot}} \rangle$, $\langle \Psi(t) \rangle$ and $\text{var}[\Psi(t)]$. The first two, namely $\langle \Delta_{\text{tot}} \rangle$ and $\langle \Psi(t) \rangle$, are given by equal-time correlation functions. These correlation functions may thus be calculated in the stationary state via functional integration over the stationary state probability density of the $(1 + 1)$ dimensional KPZ equation (see Sect. 3). The variance of $\Psi(t)$ is, on the other hand, given by a temporal two-point correlation function, which requires more knowledge than the stationary state probability density. We show below two different ways to obtain $\text{var}[\Psi(t)]$. The first uses a perturbation expansion in $\lambda_{\text{eff}}$ from (3) (see Sect. 5) and the second employs dynamic renormalization group (DRG) techniques (see Sect. 6).

### 3 Exact Results

#### 3.1 Normalized Stationary Distribution

For the $(1 + 1)$ dimensional KPZ equation the stationary probability density functional of the height field $h(x, t)$ is known exactly [6,32,34] and reads

$$p_s[h] \sim \exp\left[-\frac{\nu}{\Delta_0} \int_0^b dx (\partial_x h)^2\right].$$

(9)

Note, that (9) is identical to the steady state solution of the Fokker–Planck equation for the linear problem, i.e., for the EW equation [31]. In the following, we want to use (9) to calculate equal-time steady-state correlation functions. Hence, (9) needs to be properly normalized. The normalization is obtained by expressing $h(x, t)$ in terms of its Fourier series (see e.g. [25])

$$h(x, t) = \sum_{k \in \mathcal{R}} h_k(t) e^{2\pi ikx/b}, \quad \mathcal{R} = [-\Lambda, \Lambda], \ \Lambda \in \mathbb{N},$$

(10)

where $h_k(t) \in \mathbb{C}$, and inserting (10) into (9). The introduction of a finite Fourier-cutoff $\Lambda$ ensures the normalizability of (9). A subsequent functional integration of (9) over $h$ yields

$$\int \mathcal{D}[h] \exp\left[-\frac{\nu}{\Delta_0} \int_0^b dx (\partial_x h)^2\right]$$

$$= \prod_{k=1}^\Lambda \int dh_{R,k} \exp\left[-\frac{8\pi^2
u}{\Delta_0 b^2} h_{R,k}^2\right] \prod_{l=1}^\Lambda \int dh_{I,l} \exp\left[-\frac{8\pi^2\nu}{\Delta_0 b^2} h_{I,l}^2\right]$$

$$= \left(\frac{\Delta_0 b}{8\pi \nu}\right)^\Lambda \left(\frac{1}{\Lambda!}\right)^2,$$

(11)
where \( h_{R/J} (t) \) represents the real/imaginary part of \( h_j (t) \), respectively. Hence, the normalization of (9) reads

\[
N = \left( \frac{\Delta_0 b}{8\pi v} \right)^{\Lambda} \left( \frac{1}{\Lambda!} \right)^2,
\]

and therefore

\[
p_s[h] = \frac{1}{N} \exp \left[ -\frac{v}{\Delta_0} \int_0^b dx (\partial_x h)^2 \right].
\]

With (13) we can explicitly calculate steady state equal-time correlation functions of the Fourier coefficients \( h_k(t) \) by a functional integration, where \( \langle \cdot \rangle_{p_s[h]} \equiv \int D[h] \langle \cdot \rangle_{p_s[h]} \) is understood as the expectation value with respect to the stationary probability distribution. In particular

\[
\langle h_k(t) h_l(t) \rangle_{p_s[h]} = -\frac{\Delta_0 b}{\mu_k + \mu_l} \delta_{k,-l},
\]

with \( \mu_k = -4\pi^2 v k^2 \) (see also [25]). Note, that

\[
\lim_{t \to \infty} \langle \cdot \rangle(t) = \langle \cdot \rangle_{p_s[h]},
\]

is expected to hold, where \( \langle \cdot \rangle \) denotes averages with respect to the noise history. We will show this explicitly in the case of \( \langle \Psi(t) \rangle \) and \( \langle \Delta s_{\text{tot}} \rangle \) below.

### 3.2 Exact Stationary Current and Entropy Production Rate

For the steady state current \( J \), where \( \langle \Psi(t) \rangle = J t \), we get

\[
J = \langle \partial_t \Psi(t) \rangle_{p_s[h]} = \frac{\lambda}{2} \int_0^b dx \langle (\partial_x h(x, t))^2 \rangle_{p_s[h]} = \frac{\Delta_0 \lambda}{2 v} \Lambda.
\]

The second step follows from a spatial integration of (1) with a subsequent averaging with respect to \( p_s[h] \) and the last step uses Parseval’s identity and (14). The result in (16) has already been derived in [25] as lowest order approximation of a perturbation expansion in \( \lambda_{\text{eff}} \) where the l.h.s. of (15) was used for calculating expectation values (see also [32]). It is instructive to examine why the lowest order approximation is in fact exact. This can best be seen by studying the structure of the perturbation expansion of \( \langle \partial_t \Psi(t) \rangle \). Terms with an even power of \( \lambda_{\text{eff}} \) vanish as they represent odd moments of the Gaussian noise \( \eta \), whereas terms with odd power greater than 1 vanish by exact cancellation of the involved moments.

For the steady-state entropy production rate \( \sigma \), with \( \langle \Delta s_{\text{tot}} \rangle = \sigma t \), it is found with (10), using Wick’s theorem and (14) that

\[
\sigma = \frac{\lambda^2}{2\Delta_0} \int_0^b dx \langle (\partial_x h(x, t))^2 \rangle_{p_s[h]}
\]

\[
= \frac{8\pi^4 \lambda^2}{\Delta_0 b^3} \sum_{k \in \mathbb{R}} \sum_{l, n \in \mathbb{R} \setminus \{0, k\}} l(k - l)n(k - n) \langle h_l(t) h_{k-l}(t) h_{n-l}(t) h_{n-k}(t) \rangle_{p_s[h]} \]

\[
= \frac{\Delta_0 \lambda^2}{2 b v^2} \left[ \Lambda^2 + \frac{3\Lambda^2 - \Lambda}{2} \right] = \frac{\Delta_0 \lambda^2}{4 b v^2} \left[ 5 \Lambda^2 - \Lambda \right],
\]
where $R_k \equiv [\max(-\Lambda, -\Lambda + k), \min(\Lambda, \Lambda + k)]$ (see [25]). Again, a comparison of (17) with the corresponding result from [25] shows that the lowest order perturbational approximation is also exact for the case of the entropy production rate $\sigma$ in 1d.

Thus, by using (13), we can calculate for the $(1 + 1)$ dimensional KPZ equation the exact expressions for the stationary current $J$ (see (16)) and the entropy production rate $\sigma$ (see (17)) for arbitrary values of the coupling parameter. This implies that two of the three constituents of the TUR product $Q$ are known exactly. Hence, we state the intermediate result

$$Q = \frac{\langle \Delta s_{\text{tot}} \rangle}{\langle \Psi(t) \rangle^2} \var[\Psi(t)] = \left(5 - \frac{1}{\Lambda} \right) \frac{\var[\Psi(t)]}{\Delta_0 b t}.$$ (18)

In the following sections we present two different approaches to obtain results for $\var[\Psi(t)]$ in order to complement (18).

### 4 Scaling Behavior of $\var[\Psi(t)]$

In contrast to the results in the previous section, which hold for any choice of system parameters, the variance of $\Psi(t)$ changes its behavior depending on the strength of the coupling parameter from (3). To illustrate this in more detail, it is instructive to have a look at the time-scales at which the changes in the variance occur. In the case of a large coupling parameter, these time-scales are the EW to KPZ crossover time $t^{\text{EW} \rightarrow \text{KPZ}}$, given by [32]

$$t^{\text{EW} \rightarrow \text{KPZ}} \approx 252 \nu^5 \Delta_0^{-2} \lambda^{-4},$$ (19)

and the KPZ correlation time $t^{\text{KPZ}}_c$, given by [32]

$$t^{\text{KPZ}}_c \approx \left( \frac{2 (0.21)^3 \nu}{\Delta_0} \right)^{1/2} \lambda^{-1} b^{3/2}. $$ (20)

In Fig. 1, we show schematically the behavior of the variance of $\Psi(t)$ if $t^{\text{KPZ}}_c > t^{\text{EW} \rightarrow \text{KPZ}}$. For times $t < t^{\text{EW} \rightarrow \text{KPZ}}$ the system is in the so-called Edwards–Wilkinson regime, characterized by the critical exponent $z = 2$ of the linear theory. In this scaling regime, the variance of $\Psi(t)$ is expected to scale linearly in time $t$ [32]. For times in the range $t^{\text{EW} \rightarrow \text{KPZ}} < t < t^{\text{KPZ}}_c$, the system is in its transient regime. This regime belongs to the KPZ scaling-regime, characterized by the KPZ critical exponent $z = 3/2$. While in the transient regime, the variance is predicted via scaling arguments to scale with $t^{4/3}$, i.e., it displays super-diffusive behavior [32]. For times $t > t^{\text{KPZ}}_c$ the system enters the KPZ stationary regime, where the variance is again expected to scale linearly in time $t$. However, due to the super-diffusive behavior in the transient regime, the proportionality factor is larger in the stationary KPZ regime than in the

![Fig. 1](image-url) Schematic illustration of the scaling behavior of $\var[\Psi(t)]$ for the ‘normal’ ordering of time-scales, i.e., $t^{\text{KPZ}}_c > t^{\text{EW} \rightarrow \text{KPZ}}$, for a finite KPZ system (see, e.g., [32])

Springer
EW scaling regime [32]. In the following we will refer to the above described behavior as the behavior for the ‘normal’ ordering of time-scales, namely \( t_c^{KPZ} > t_c^{EW} \).

Before we discuss the case of \( t_c^{EW} \to t_c^{KPZ} \), let us reformulate the two time-scales in (19) and (20) by expressing both in terms of the effective coupling parameter \( \lambda_{eff} \) from (3). To this end we introduce a dimensionless time \( t_s = t/T \) with the diffusive time scale \( T = b^2/\nu \). This yields for the EW to KPZ crossover time

\[
t_s^{EW \to KPZ} \approx 252 \left( \frac{\nu^6}{\Delta_0 b^3} \right) \frac{1}{\lambda_{4}} = \frac{252}{\lambda_{c eff}^4},
\]

and for the KPZ correlation time

\[
t_s^{KPZ} \approx \sqrt{2} \left( \frac{\nu^3}{\Delta_0 b} \right)^{1/2} \frac{1}{\lambda_{4}} = \frac{\sqrt{2} \left( 0.21 \right)^3}{\lambda_{eff}}.
\]

The form of (21) and (22) indicates the existence of a critical effective coupling parameter \( \lambda_{c eff} \) below which the ‘normal’ ordering of time-scales breaks down, i.e., \( t_s^{EW \to KPZ} > t_s^{KPZ} \), which is physically not sensible as this implies that the system would have to become stationary in the KPZ regime before even crossing over from the EW to the KPZ regime. This situation is resolved by taking the EW correlation time \( t_c^{EW} \) into account.

It is given by

\[
t_c^{EW} = \frac{\pi b^2}{288 \nu} \quad \Leftrightarrow \quad t_c^{EW \to KPZ} = \frac{\pi}{288}.
\]

As can easily be seen, \( \lambda_{eff} < \lambda_{c eff} \) implies that \( t_c^{EW} < t_s^{EW \to KPZ} \), hence the system becomes stationary in the EW scaling regime. Therefore, if \( \lambda_{eff} < \lambda_{eff} \) its dynamical behavior will be governed for all times \( t \) by the critical exponent \( z = 2 \) of the linear theory. For \( \lambda_{eff} \to \lambda_{c eff} \), the behavior of the variance will change from the one in the linear theory to the one predicted for the KPZ equation and should be accessible by a perturbation expansion in \( \lambda_{eff} \) up to \( \lambda_{eff} \approx \lambda_{c eff} \). Note, that when we state \( \lambda_{eff} \) ‘small’, we mean \( \lambda_{eff} < \lambda_{c eff} \).

### 5 Perturbation Expansion

As stated in the above section, for values of \( \lambda_{eff} \approx \lambda_{c eff} \) we expect to obtain the correct behavior of the variance of \( \Psi(t) \) via a perturbation expansion in \( \lambda_{eff} \). As the analysis follows the one in [25], we will be brief here and focus on the results instead of the technical details. Note, that in this section we use the scaled version of the KPZ equation, which is obtained by the introduction of scaled variables according to...
where \( h \) correlations of with \( T \) perturbation expansion. In the scaled variables the perturbative ansatz reads

\[
h(x, t) = \sum_{k \in \mathbb{R}} \left[ h_k^{(0)}(t) + \lambda_{\text{eff}} h_k^{(1)}(t) + \lambda_{\text{eff}}^2 h_k^{(2)}(t) + O(\lambda_{\text{eff}}^3) \right] e^{2\pi ikx},
\]

where the Fourier coefficients \( h_k^{(i)}(t) \) are given in [25]. In the following we will use (27) to evaluate

\[
\text{var}[\Psi(t)] = \int_0^t dt' \int_0^t dt'' \langle \dot{\Psi}(t') \dot{\Psi}(t'') \rangle,
\]

where

\[
\dot{\Psi}(t) = \frac{\lambda_{\text{eff}}}{2} \int_0^1 dx (\partial_x h(x, t))^2 + \int_0^1 dx \eta(x, t).
\]

Here, the dimensionless form of (1), given in [25], is integrated with respect to the spatial variable to obtain (29). We use (29) to calculate the two-time correlation function

\[
\langle \dot{\Psi}(t') \dot{\Psi}(t'') \rangle = \frac{\lambda_{\text{eff}}^2}{4} \int_0^1 dx \int_0^1 dy \left( \left( \partial_x h(x, t') \right)^2 \left( \partial_y h(y, t'') \right)^2 \right) + \delta(t' - t'')
\]

\[
= \frac{\lambda_{\text{eff}}^2}{4} \mathcal{J}(t', t'') + \delta(t' - t''),
\]

where

\[
\mathcal{J}(t', t'') = (2\pi)^4 \sum_{k, l \in \mathbb{R}\setminus\{0\}} k^2 l^2 \langle h_k(t') h_{-k}(t') h_l(t'') h_{-l}(t'') \rangle.
\]

In principle any correlation of the Fourier coefficients \( h_k \) can eventually be expressed by correlations of \( h_k^{(0)} \) from (27), which depend linearly on the Gaussian noise \( \eta \) [25] and thus allow for the application of Wick’s theorem. In practice, however, this results in a quickly growing complexity of the calculation for higher order approximations in \( \lambda_{\text{eff}} \). A possible circumvention of this issue is the physical assumption of so-called quasi-normality. This assumption has been successfully used in turbulence theory [35,36] and has been adopted in [37] for the height field \( h(x, t) \) of the KPZ equation. The quasi-normality hypothesis states that all even moments of \( h \) are assumed to behave like they were normally distributed and thus Wick’s theorem may directly be applied to (31). At least for large times \( t' \), \( t'' \) the assumption is supported by the fact that \( h(x, t) \) is exactly Gaussian distributed in the NESS (see Sect. 3).

Hence, after applying Wick’s theorem to (31), we have

\[
\langle \dot{\Psi}(t') \dot{\Psi}(t'') \rangle - \langle \dot{\Psi}(t') \dot{\Psi}(t'') \rangle
\]

\[
= \delta(t' - t'') + (2\pi)^4 \frac{\lambda_{\text{eff}}^2}{4} \sum_{k, l \in \mathbb{R}\setminus\{0\}} k^2 l^2
\]

\[
x \left[ \langle h_k(t') h_l(t'') \rangle \langle h_{-k}(t') h_{-l}(t'') \rangle + \langle h_k(t') h_{-l}(t'') \rangle \langle h_{-k}(t') h_l(t'') \rangle \right].
\]

\( \odot \) Springer
Replacing the \( h_j \)'s in (32) with the expansion from (27), integrating twice over time and following the same steps as in [25], one obtains for \( t \gg 1 \)

\[
\var[\Psi(t)] \simeq t \left[ 1 + \frac{\lambda_{\text{eff}}^2}{32\pi^2} \sum_{k \in R\setminus\{0\}} \frac{1}{k^2} - \frac{\lambda_{\text{eff}}^4}{256\pi^4} \sum_{k \in R\setminus\{0\}} \sum_{m \in R_k \setminus\{0\}} \frac{m}{k^3(k^2 + (k - m)^2 + m^2)} + O(\lambda_{\text{eff}}^6) \right]
\]

\[
\equiv t \left[ 1 + \frac{\lambda_{\text{eff}}^2}{32\pi^2} S_1(\Lambda) - \frac{\lambda_{\text{eff}}^4}{256\pi^4} S_2(\Lambda) + O(\lambda_{\text{eff}}^6) \right],
\]

which is calculated to one order higher than in [25] and \( S_{1,2} \) are simply abbreviations for the respective sums in the first line. Next we will evaluate \( S_{1,2} \) analytically in the limit of large \( \Lambda \).

For \( S_1 \) we find

\[
S_1(\Lambda) = 2\zeta(2) \Lambda \gg 1 \rightarrow 2 \zeta(2),
\]

where \( \mathcal{H}_\Lambda^{(n)} = \sum_{k=1}^{\Lambda} 1/k^n \) is the so-called generalized harmonic number of order \( n \) and \( \zeta \) the Riemann-Zeta function. For \( S_2 \) we find after some straightforward algebraic manipulation

\[
S_2(\Lambda) = 2 \sum_{k=1}^{\Lambda} \frac{1}{k^3} \sum_{m=-\Lambda+k}^{\Lambda} \frac{m}{k^2(k^2 + (k - m)^2 + m^2) - \frac{1}{2} k^4 - \mathcal{H}_\Lambda^{(4)}}.
\]

The inner sum over \( m \) in the second line in (35) may be approximated for large values of \( \Lambda \) by

\[
\int_{-\Lambda+k}^{\Lambda} \frac{dx}{k^2 + (k - x)^2 + x^2} = \frac{1}{\sqrt{3}} \arctan \frac{2\Lambda - k}{\sqrt{3}k} \equiv G_\Lambda(k).
\]

Plotting the function \( G_\Lambda(k) \) suggests that it may well be approximated by the linear expression

\[
G_\Lambda(k) \approx G_\Lambda(0) - \frac{G_\Lambda(0) - G_\Lambda(\Lambda)}{\Lambda} k = \frac{\pi}{2\sqrt{3}} - \frac{1}{\sqrt{3}} - \arctan(1/\sqrt{3}) k
\]

\[
\approx 0.9069 - 0.6046 \frac{\Lambda}{k},
\]

and thus we have

\[
\sum_{m=-\Lambda+k}^{\Lambda} \frac{m}{k^2 + (k - m)^2 + m^2} \approx 0.9069 - 0.6046 \frac{\Lambda}{k}.
\]

Inserting (38) into (35) and taking \( \Lambda \gg 1 \) leads to

\[
2 \sum_{k=1}^{\Lambda} \frac{1}{k^3} \sum_{m=-\Lambda+k}^{\Lambda} \frac{m}{k^2 + (k - m)^2 + m^2} - \mathcal{H}_\Lambda^{(4)} \Lambda \gg 1 \rightarrow 1.814 \zeta(3) - \zeta(4).
\]
Thus in the case of large $\Lambda$ we have the following asymptotic behavior ($t \gg 1$) of the variance of $\Psi$,

$$\text{var}[\Psi(t)] \simeq t \left[ 1 + \frac{\lambda^2_{\text{eff}}}{16\pi^2} \xi(2) - \frac{\lambda^4_{\text{eff}}}{256\pi^4} (1.814 \xi(3) - \xi(4)) + O(\lambda^6_{\text{eff}}) \right], \quad (40)$$

or, in terms of the rescaled, dimensional variables

$$\text{var}[\Psi(t)] \simeq \Delta_0 b t \left[ 1 + \frac{\Delta_0 b^2}{16\pi^2} \xi(2) - \frac{\Delta_0^2 b^2 \lambda^4_{\text{eff}}}{256\pi^4} (1.814 \xi(3) - \xi(4)) + O(\lambda^6_{\text{eff}}) \right]. \quad (41)$$

We expect the approximations in (40) and (41) to yield sound results for $\lambda_{\text{eff}} \lesssim \lambda^c_{\text{eff}}$ from (23). In Sect. 8 this will be checked by comparison with numerical simulations in the according parameter regime.

In the next section, we will focus on obtaining the variance of $\Psi(t)$ for large values of $\lambda_{\text{eff}}$ via a DRG approach.

### 6 Dynamic Renormalization Group Calculation

#### 6.1 The 1D KPZ-Burgers Equation and var[$\Psi(t)$]

In this section we use the equivalence of the 1d KPZ equation to the stochastic Burgers equation (see e.g. [38]), given by the transformation $u(x, t) = -\partial_x h(x, t)$, with $u(x, t)$ the velocity field of the Burgers equation

$$\partial_t u(x, t) + \frac{\lambda^2}{2} \partial_x u^2(x, t) = v \partial_x^2 u(x, t) + f(x, t), \quad (42)$$

where $f(x, t) = -\partial_x \eta(x, t)$. In terms of the Burgers velocity field $u(x, t)$ the expression for $\dot{\Psi}(t)$ from (29) reads

$$\dot{\Psi}(t) = \frac{\lambda}{2} \int_0^b dx u^2(x, t) + \int_0^b dx \eta(x, t). \quad (43)$$

In principle, the derivation of the expression for the variance of $\Psi(t)$ is analogous to the one shown in Sect. 5. However, here we will use the continuous Fourier transform instead of the discrete Fourier series as above, since a continuous wavenumber spectrum is needed for implementing the DRG scheme. In particular, we define

$$u(q, \omega) = \int dx \int dt u(x, t) e^{-i(qx-\omega t)}, \quad u(x, t) = \int \frac{dq}{2\pi} \int \frac{d\omega}{2\pi} u(q, \omega) e^{i(qx-\omega t)}, \quad (44)$$

as the forward and backward Fourier transform of the velocity field $u(x, t)$, respectively. To apply (44) to (43), we use the $b$-periodicity of $u(x, t)$ due to the periodic boundary conditions in (1). In particular we have

$$\int_0^b dx u^2(x, t) = \int_{-b/2}^{b/2} dx u^2(x, t)$$

$$\approx \int_{-\infty}^{\infty} dx u^2(x, t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} dq u(q, t) u(-q, t). \quad (45)$$
where the second step holds for \( b \gg 1 \) and in the last step we used the partial Fourier transform (44) in the spatial variable \( x \). We thus obtain

\[
\langle \Psi(t) \rangle \approx \frac{\lambda}{2} \int_0^t dt' \int \frac{dq}{2\pi} \left\langle u(q, t') u(-q, t') \right\rangle,
\]

(46)

\[
\langle \Psi^2(t) \rangle \approx \langle \Psi(t) \rangle^2 + \Delta_0 \nu t + \frac{\lambda^2}{4} \int_0^t dt' \int_0^t dt'' \int \frac{dq}{2\pi} \int \frac{dq'}{2\pi}
\]

\[
\times \left[ \left\{ u(q, t') u(q', t'') \right\} \left\{ u(-q, t') u(-q', t'') \right\} + \left\{ u(q, t') u(-q', t'') \right\} \left\{ u(-q, t') u(q', t'') \right\} \right],
\]

(47)

and therefore, similar to (28),

\[
\text{var}[\Psi(t)] \approx \Delta_0 \nu t + \frac{\lambda^2}{4} \int_0^t dt' \int_0^t dt'' \int \frac{dq}{2\pi} \int \frac{dq'}{2\pi}
\]

\[
\times \left[ \left\{ u(q, t') u(q', t'') \right\} \left\{ u(-q, t') u(-q', t'') \right\} + \left\{ u(q, t') u(-q', t'') \right\} \left\{ u(-q, t') u(q', t'') \right\} \right].
\]

(48)

The expressions in (48) and (48) again rely on the quasinormality hypothesis [35,37].

6.2 Two-Point Correlation Function via DRG

Instead of calculating the two-point correlation functions in (48) perturbatively as in Sect.5, we here use the DRG method described in e.g. [39,40], where we have noise correlations corresponding to Gaussian white noise for the KPZ equation, i.e.,

\[
\left\langle f(q, \omega) f(q', \omega') \right\rangle = -(2\pi)^2 \Delta_0 q q' \delta(q + q') \delta(\omega + \omega'),
\]

(49)

(\( y = -2 \) in [39,40]). The starting point of the DRG procedure is the Fourier-space representation of (42), namely

\[
u(q, \omega) = G_0(q, \omega) f(q, \omega) - i q \frac{\lambda}{2} G_0(q, \omega) \int \frac{dq'}{2\pi} \int \frac{d\omega'}{2\pi} u(q', \omega') u(q - q', \omega - \omega'),
\]

(50)

where we define the bare propagator

\[
G_0(q, \omega) \equiv \frac{1}{-i \omega + v q^2}.
\]

(51)

The next step will be to split the velocity field in (50) into large-wavenumber modes, \( u^> \), and small-wavenumber modes, \( u^< \), where it holds that (see e.g. [35,39])

\[
u(q, \omega) = \begin{cases} u^< (q, \omega) & \text{for } 0 < q < \Lambda_0 e^{-l}, \\ u^> (q, \omega) & \text{for } \Lambda_0 e^{-l} < q < \Lambda_0, \end{cases}
\]

(52)

with \( l \) the renormalization parameter and \( \Lambda_0 \) an ultraviolet wavenumber cutoff. An analogous splitting applies to the noise \( f(q, \omega) \) as well. Averaging the ensuing equations with respect to the noise history of the \( f^> \)-modes and integrating out the contributions of the large-wavenumber modes \( u^> \) yields corrections to the terms of the small-wavenumber modes \( u^< \).

As these steps are well known and explained in detail in e.g. [35,39], we will simply state the results, which are the renormalization equations for \( v \) and \( \Delta_0 \).
\[ \nu_R = \nu \left[ 1 + \frac{\lambda^2 \Delta_0 e^l - 1}{8\pi \nu^3 \Lambda_0} \right], \quad (53) \]

\[ \Delta_{0,R} = \Delta_0 \left[ 1 + \frac{\lambda^2 \Delta_0 e^l - 1}{8\pi \nu^3 \Lambda_0} \right], \quad (54) \]

obtained after one elimination step. This mode elimination process is iterated using infinitesimally small wavenumber increments \((l \to dl)\) which causes parameter changes \(d\nu\) and \(d\Delta_0\). One thus arrives at differential equations for \(\nu(l)\) and \(\Delta_0(l)\), given, respectively, by

\[ \frac{d\nu(l)}{dl} = \nu(l) \frac{\lambda^2}{8\pi}, \quad (55) \]

\[ \frac{d\Delta_0(l)}{dl} = \Delta_0(l) \frac{\lambda^2}{8\pi}, \quad (56) \]

where

\[ \bar{\lambda} \equiv \lambda \left( \frac{\Delta_0(l)}{v^3(l) \Lambda'(l)} \right)^{1/2}, \quad (57) \]

with \(\Lambda'(l) \equiv \Lambda_0 e^{-l}\) (see e.g. [40]). \(\bar{\lambda}(l)\) denotes the renormalized coupling constant characteristic for the eliminated modes. Up to a constant numerical prefactor, \(\bar{\lambda}(0)\) equals \(\lambda_{\text{eff}}\) from (3). At this point we adopt a DRG scheme introduced in [41,42] and analyzed in [43], which has been recently applied in [44,45]. It implies that the next step of the scheme consists in solving (55) and (56) for \(\nu\) and \(\Delta_0\) explicitly, making their scale dependence transparent. It follows directly that,

\[ \frac{\Delta_0(l)}{\nu(l)} = \frac{\Delta_0}{\nu} = \text{const.} \quad \forall l > 0, \quad (58) \]

with \(\nu\), \(\Delta_0\) and \(\Lambda_0\) the unrenormalized parameters from (42) and (49). The finding in (58) reflects the fluctuation-dissipation theorem, known to hold for the 1d Burgers-KPZ system (see e.g. [32,39,46]). Using (57) and (58), the integration of (55) yields

\[ \nu(l) = \nu \left( 1 + \frac{\lambda^2 \Delta_0 e^l - 1}{4\pi \nu^3 \Lambda_0} \right)^{1/2}. \quad (59) \]

As a last step we make the common identification \(|q| = \Lambda_0 e^{-l}\) (see e.g. [35,39–42,44,45]) and obtain asymptotically for large values of \(l\) (i.e. \(|q| \ll 1\))

\[ \nu(q) \simeq \frac{\lambda}{2\sqrt{\pi}} \left( \frac{\Delta_0}{\nu} \right)^{1/2} |q|^{-1/2}, \quad (60) \]

\[ \Delta_0(q) = \frac{\Delta_0}{\nu} \nu(q) \simeq \frac{\lambda}{2\sqrt{\pi}} \left( \frac{\Delta_0}{\nu} \right)^{3/2} |q|^{-1/2}. \quad (61) \]

Equivalently, \(\bar{\lambda}(l)\) converges for \(l \to \infty\) (i.e. after all large wavenumber modes are eliminated) to a finite stable fixed point, the KPZ fixed point of the RG-flow. This fixed point is associated with the dynamical scaling exponent \(z = 3/2\).

According to [40], the expressions from (60) and (61) allow for the introduction of a renormalized effective propagator

\[ G(q, \omega) = \frac{1}{-i\omega + \nu(q) q^2}, \quad (62) \]

\( springer \)
and a renormalized effective noise with

\[
\{f(q, \omega) f(q', \omega')\} = (2\pi)^2 \Delta_0(q) q^2 \delta(q + q') \delta(\omega + \omega'), \tag{63}
\]

such that the nonlinear equation from (50) may be replaced by an effective linear Langevin equation

\[
u(q, \omega) \approx G(q, \omega) f(q, \omega). \tag{64}
\]

Note, that in (64), as opposed to (50), the right hand side now depends on \(v(q)\) and \(\Delta_0(q)\) from (60) and (61), respectively. A justification of this step is given in [40–43] via the so-called \(\epsilon\)-expansion. In the present case, a further justification may be given by the fact that for large times the fluctuations of \(h(x, t)\) become Gaussian distributed. This indicates that their dynamics may be described by a linear Langevin equation as in (64). An analogous conclusion has been drawn for a slightly different setting in [45].

Using (62) and (63), we give an explicit approximation for the two-point correlation \(\{u(q, \omega) u(q', \omega')\} \),

\[
\{u(q, \omega) u(q', \omega')\} \approx G(q, \omega) G(q', \omega') \{f(q, \omega) f(q', \omega')\} = (2\pi)^2 q^2 \Delta_0(q) G(q, \omega) G(q', \omega') \delta(q + q') \delta(\omega + \omega') \tag{65}
\]

\[
\equiv (2\pi)^2 C(q, \omega) \delta(q + q') \delta(\omega + \omega').
\]

Here we have introduced the correlation function \(C(q, \omega)\) (see e.g. [40]) according to

\[
C(q, \omega) \equiv q^2 \Delta_0(q) G(q, \omega) G(-q, -\omega) = q^2 \Delta_0(q) |G(q, \omega)|^2, \tag{66}
\]

with \(\Delta_0(q)\) from (61) and \(G(q, \omega)\) from (62). Inserting the explicit expressions form (60) and (61) into (66) we arrive at (see also [40] for \(\lambda = 1\))

\[
C(q, \omega) \approx \left(\frac{\Delta_0}{v}\right)^{1/2} \frac{2\pi^{1/2}}{\lambda} \frac{|q|^{-3/2}}{1 + \left(\frac{v}{\Delta_0}\right)^{1/2} \frac{2\pi^{1/2}}{\lambda} \frac{\omega}{|q|^{3/2}})^2}. \tag{67}
\]

Obviously, (67) is in accordance with the well known scaling result for the correlation function of the Burgers equation in one spatial dimension (see e.g. [39,40]),

\[
C(q, \omega) \sim |q|^{-3/2} \Phi\left(\frac{\omega}{|q|^{3/2}}\right), \tag{68}
\]

with \(\Phi\) as a universal scaling function.

### 6.3 DRG Results for \(\text{var}[\Psi(t)]\)

Performing a Fourier backward transformation in frequency on both sides of (65) and inserting for \(C(q, \omega)\) the expression from (67) leads to

\[
\{u(q, t) u(q', t')\} = 2\pi C(q, t - t') \delta(q + q')
\]

\[
\approx 2\pi \frac{\Delta_0}{2v} \exp\left[-\left(\frac{\Delta_0}{2v}\right)^{1/2} \frac{\lambda}{(2\pi)^{1/2}} |q|^{3/2} |t - t'|\right] \delta(q + q'), \tag{69}
\]

as the approximate two-point correlation of \(u = -\partial_x h\) in wavenumber space. With (69) we now have the necessary means to calculate the product of two-point correlation functions in
In particular,
\[
\int \frac{dq}{2\pi} \int \frac{dq'}{2\pi} \left[ u(q, t') u(q', t'') \right] \left[ u(-q, t') u(-q', t'') \right] = \int dq \int dq' C(q, t' - t'') C(-q', t' - t'') \delta(q + q') \delta(-q - q')
\]
\[
= \int dk \int dk' C \left( \frac{2\pi}{b} k, t' - t'' \right) C \left( -\frac{2\pi}{b} k', t' - t'' \right) \delta(k + k')
\]
\[
= \frac{b}{4\pi} \left( \frac{\Delta_0}{v} \right)^{5/3} \Gamma(5/3) \pi^{1/3} \frac{1}{\lambda^{2/3}} |t' - t''|^{2/3},
\]
where we substituted in the second step \( q = 2\pi k/b \) to attribute for the fact that we operate on a finite system-size \( x \in [0, b] \), which implies an explicit length scale, and \( \Gamma \) is the Euler-Gamma function. Analogously, the second term in (48) becomes
\[
\int \frac{dq}{2\pi} \int \frac{dq'}{2\pi} \left[ u(q, t') u(-q', t'') \right] \left[ u(-q, t') u(q', t'') \right] = \frac{b}{4\pi} \left( \frac{\Delta_0}{v} \right)^{5/3} \Gamma(5/3) \pi^{1/3} \frac{1}{\lambda^{2/3}} |t' - t''|^{2/3}.
\]
Inserting (70) and (71) into (48) yields
\[
\text{var}[\Psi(t)] \approx \Delta_0 b t + \frac{\Gamma(5/3)}{8 \pi^{2/3}} b \frac{\lambda^{4/3} \Delta_0^{5/3}}{v^{5/3}} \int_0^t dt' \int_0^t dt'' |t' - t''|^{-2/3}
\]
\[
= \Delta_0 b t + \frac{3 \Gamma(2/3)}{8 \pi^{2/3}} b \lambda^{4/3} \left( \frac{\Delta_0}{v} \right)^{5/3} t^{4/3}.
\]
Therefore in the long-time limit,
\[
\text{var}[\Psi(t)] \approx \frac{3 \Gamma(2/3)}{8 \pi^{2/3}} b \lambda^{4/3} \left( \frac{\Delta_0}{v} \right)^{5/3} t^{4/3},
\]
which indicates super-diffusive behavior for the variance of \( \Psi(t) \). This expression is in accordance with the scaling form predicted in [32] for the transient KPZ regime. Moreover, the present DRG approach yields the amplitude factors as well. We use (73) in the time range \( t_{\text{KPZ}} \leq t < t_{c}^{\text{KPZ}} \) and check in the following for consistency with known results at the endpoints of this time interval. For times \( t \geq t_{c}^{\text{KPZ}} \), the variance of \( \Psi(t) \) behaves as \( \text{var}[\Psi(t)] = C t \) (see Fig. 1), with \( C \) a parameter to be determined. Hence, we have the matching condition
\[
\text{var}[\Psi(t_{c}^{\text{KPZ}})] \approx \frac{3 \Gamma(2/3)}{8 \pi^{2/3}} b \lambda^{4/3} \left( \frac{\Delta_0}{v} \right)^{5/3} (t_{c}^{\text{KPZ}})^{4/3} \equiv C t_{c}^{\text{KPZ}}.
\]
Inserting \( t_{c}^{\text{KPZ}} \) from (20) into (74) and solving for \( C \) yields
\[
C \approx 0.3444 \left( \frac{\Delta_0}{2 v} \right)^{3/2} \lambda b^{3/2}.
\]
This expression may be compared with a result in [32] for the center of mass dispersion \( W_{c}^{2} = \left( \overline{h} - \langle \overline{h} \rangle \right)^{2} \), with \( \overline{h} = \int_0^b dx h(x, t)/b \) the spatial mean, which is related via \( \text{var}[\Psi(t)] = \)
\[ b^2 W_c^2 \] to the variance of our observable \( \Psi(t) \). The center of mass dispersion is given by
\[
W_c^2 = c_0 \left( \frac{\Delta_0}{2 \nu} \right)^{3/2} \lambda b^{-1/2} t,
\]
with \( c_0 \) a universal scaling amplitude. Apart from the prefactor \( c_0 \) the result in (75) is the same as the one in (76), in particular with respect to the anomalous scaling in \( b \). Regarding \( c_0 \), this was determined in [47] for the ASEP-process and then adopted in [32] relying on the universality hypothesis. The exact value of \( c_0 \) reads
\[
c_0 = \frac{\sqrt{\pi}}{4} \approx 0.443.
\]
We thus deviate from the exact result for \( c_0 \) by roughly 20\%, which we regard satisfactory for our consistency check. Moreover, we note that our numerical simulations in Sect. 8 indicate a correlation time that differs from the one in (20) by roughly a factor of 2 (see Sect. 8.3). Reiterating the steps from (74) and (75) with the numerically obtained correlation time (see (96)), leads to a significant improvement of our result for the universal amplitude \( c_0 \) (see (97)).

At the left endpoint of the transient KPZ regime, i.e., at \( t = t^{\text{EW} \to \text{KPZ}} \), consistency may be checked by comparing (73) with the perturbation expansion from (41) for \( \lambda_{\text{eff}} \approx \lambda_{\text{eff}}^c \). To be precise, we compute (73) at the crossover time (19) and compare this result to (41) evaluated at the critical coupling parameter \( \lambda_{\text{eff}}^c \). This makes sense, since on the one hand we know that \( t_c^{\text{KPZ}} \geq t^{\text{EW} \to \text{KPZ}} \) provided that \( \lambda_{\text{eff}} \geq \lambda_{\text{eff}}^c \), which implies that \( \text{var}[\Psi(t)] \) shows transient behavior for \( t \geq t^{\text{EW} \to \text{KPZ}} \). On the other hand the expansion from (41) is expected to be valid for \( \lambda_{\text{eff}} \geq \lambda_{\text{eff}}^c \). Therefore, at \( \lambda_{\text{eff}} \approx \lambda_{\text{eff}}^c \) the expression for the transient KPZ variance of \( \Psi(t) \) from (73) should match with the perturbative result from (41) at the EW to KPZ crossover time \( t^{\text{EW} \to \text{KPZ}} \). With (73) we get
\[
\text{var}[\Psi(t^{\text{EW} \to \text{KPZ}})] \approx \frac{3}{8} \frac{\Gamma(2/3)}{\pi^{2/3}} b^4 / \nu \frac{\Delta_0}{\nu} \left( t^{\text{EW} \to \text{KPZ}} \right)^{5/3}
\]
\[
\approx 1.4953 \Delta_0 b t^{\text{EW} \to \text{KPZ}},
\]
whereas evaluating (41) at \( \lambda_{\text{eff}} = \lambda_{\text{eff}}^c \approx 12.28 \) from (23) results in
\[
\text{var}[\Psi(t^{\text{EW} \to \text{KPZ}})] \approx 1.5704 \Delta_0 b t^{\text{EW} \to \text{KPZ}}.
\]
Hence, the respective results differ by just 5\%. Taking into consideration that both results in (41) and (73) are approximations, this seems to be a reasonable match.

To sum up, this section was devoted to the derivation of an analytical expression approximating \( \text{var}[\Psi(t)] \) in the transient and steady state KPZ regime, respectively. Whereas the result for the latter is essentially known from [32], there seems to be no comparable explicit result for the former in the KPZ literature known to us. In the context of driven diffusive systems a similar result has been derived via mode-coupling theory in [49]. We stress that all amplitude factors are determined by analytic calculations for a generic KPZ system, i.e., without invoking specific model problems of the KPZ universality class. Furthermore, our approximation from (69) for the two-point correlation of \( u = -\partial_x h \) in wavenumber space may be of some interest in itself. This is since the exact scaling function found in [9] for the 1d KPZ equation is given via the solution of certain differential equations (Painlevé II), which can be solved only by quite involved numerical methods. Especially, an exact analytic expression seems to be out of reach. A qualitative comparison of \( \hat{g}(k) \equiv C(k, t)/C(0, t) \), with \( C(k, t) \) from (69) to \( \hat{f}(k) \) from Fig. 4 in [9] shows an altogether quite satisfying agreement.
To be more precise, for small $k (0 < k \lesssim 2)$ the approximate scaling function $\hat{g}(k)$ decays a little faster than $\hat{f}(k)$ (Fig. 4 in [9]). For $2 \lesssim k \lesssim 5$, $\hat{g}(k)$ tends to zero somewhat slower than $\hat{f}(k)$ in Fig. 4 in [9]. Both deviations are, however, rather small. One feature that $\hat{g}(k)$ is missing is the oscillatory manner in which $\hat{f}(k)$ decays to zero; $\hat{g}(k)$ decays monotonously. We do not see this lacking of $\hat{g}(k)$ to be of practical importance for our purposes as the oscillations of $\hat{f}(k)$ are rapidly damped with growing $k$.

7 Thermodynamic Uncertainty Relation

Before we formulate the TUR for an arbitrary value of the coupling parameter, let us collect what we have derived for the variance of $\Psi(t)$ in the above sections. Consider first the parameter regime where $\lambda_{\text{eff}} < \lambda_{\text{c eff}}$. Here we know from (40) that for times $t > t_{\text{c EW}}^{\text{KPZ}}$

$$\operatorname{var}[\Psi(t)] \simeq \Delta_0 b t \left[ 1 + \frac{\lambda_{\text{eff}}^2}{16\pi^2} \right. \right. \right. \right. \right. \right. \right. \right. 1 + \frac{\lambda_{\text{eff}}^2}{16\pi^2} \xi(2) - \frac{\lambda_{\text{eff}}^4}{256\pi^2} \left( 1.814 \xi(3) - \xi(4) \right) + O(\lambda_{\text{eff}}^6),$$

whereas for $t \ll t_{\text{c EW}}^{\text{KPZ}}$, $\operatorname{var}[\Psi(t)] \simeq \Delta_0 b t$ holds.

On the other hand for a parameter set with $\lambda_{\text{eff}} \gg \lambda_{\text{c eff}}$ we have shown in (72) that

$$\operatorname{var}[\Psi(t)] \simeq \begin{cases} 
\Delta_0 b t & , 
t \ll t_{\text{c KPZ}}, \\
\frac{3 \Gamma(2/3)}{8\pi^{2/3}} b \lambda_{\text{c eff}}^{4/3} \left( \frac{\Delta_0}{\sqrt{v}} \right)^{5/3} t^{4/3} & , 
t_{\text{c KPZ}} \ll t \ll t_{\text{c KPZ}}, \\
\frac{\sqrt{\pi}}{4} \left( \frac{\Delta_0}{\sqrt{v}} \right)^{3/2} \lambda_{\text{c eff}}^{3/2} t & , 
t_{\text{c KPZ}} \ll t,
\end{cases}$$

where, for $t_{\text{c KPZ}} \ll t$, we chose the exact numerical value of $\sqrt{\pi}/4$ for the universal amplitude $c_0$ [32]. The behavior for $t \ll t_{\text{c EW}}^{\text{KPZ}}$ may be obtained in various ways. For one, we could take the short-time limit of (72). Alternatively, we know from the scaling arguments presented in Fig. 1 that for these times the system is governed by the EW-scaling regime, which implies normal diffusive behavior according to the EW equation.

Hence, with the exact results in Sect. 3 (see (18)) and the approximations for the variance we can formulate the TUR product $Q$ in the long-time limit as

$$Q \simeq \left( 5 - \frac{1}{\Lambda} \right) \left\{ \left( 1 + \frac{\lambda_{\text{eff}}^2}{32\pi^2} \right) S_1(\Lambda) - \frac{\lambda_{\text{eff}}^4}{256\pi^2} S_2(\Lambda) + O(\lambda_{\text{eff}}^6) \right\},$$

for $\lambda_{\text{eff}} \ll \lambda_{\text{c eff}}$, (82)

Here we state the $\Lambda$-dependent result from (33) in anticipation of the comparison to numerical simulations for a fixed system-size, which also implies a fixed value of $\Lambda$. 
8 Comparison with Numerical Simulations

8.1 The Numerical Scheme

In this section we present numerical simulations of (1) via a stochastic Heun method as described in [26]. We use these simulations to numerically determine the values of $\langle \Psi(t) \rangle^2$, $\langle \Delta_{s\text{tot}} \rangle$ and $\text{var} [\Psi(t)]$ and therefore $Q$. Due to the sensitivity of the numerics to specific discretization of the KPZ non-linearity as discussed in [26], we here choose the discretization introduced in [48] (i.e., $\gamma = 1/2$ in [26]), as this proved to yield the most accurate results in [26]. For the technical details and the respective definitions of the numerical observables we refer to [26]. The numerical scheme uses scaled system parameters $\{ \tilde{\nu}, \tilde{\Delta}_0, \tilde{\lambda} \}$ given by

$$
\tilde{\nu} \equiv \frac{\nu}{\delta^2}, \quad \tilde{\Delta}_0 \equiv \frac{\Delta_0}{\delta}, \quad \tilde{\lambda} \equiv \frac{\lambda}{\delta^2}
$$

(83)

with $\delta = b/L$ and $L$ the numerical system-size [26]. For the sake of simplicity, we set $\delta = 1$. This implies for the effective coupling constant $\lambda_{\text{eff}}$,

$$
\tilde{\lambda}_{\text{eff}} = L^{1/2} \left( \frac{\Delta_0}{\tilde{\nu}^3} \right)^{1/2} \tilde{\lambda}.
$$

(84)

For all numerical data shown here, we used $\tilde{\nu} = \tilde{\Delta}_0 = 1$ and thus the critical value of the effective coupling constant is reached for (see (23))

$$
\tilde{\lambda}_c \approx \frac{12.28}{L^{1/2}}.
$$

(85)

In the case of $L = 256$, which is the system-size we used for the data shown below, (85) yields

$$
\tilde{\lambda}_c \approx 0.768.
$$

(86)

Like in [26], we use

$$
\Lambda = \frac{L - 1}{3},
$$

(87)

to establish a connection between the numerical system-size $L$ and the Fourier-cutoff parameter $\Lambda$ from, e.g., (82). Thus, in terms of the numerical parameters $\{ \tilde{\nu}, \tilde{\Delta}_0, \tilde{\lambda} \}$ and $L$ the expression for $\langle \Psi(t) \rangle^2$ reads with (16)

$$
\langle \Psi(t) \rangle^2 = \left( \frac{\Delta_0 \tilde{\lambda}}{6 \tilde{\nu}} (L - 1) \right)^2 t^2.
$$

(88)

and for $\langle \Delta_{s\text{tot}} \rangle$ we have with (17)

$$
\langle \Delta_{s\text{tot}} \rangle = \frac{\Delta_0}{36} \left( \frac{\tilde{\lambda}}{\tilde{\nu}} \right)^2 \left( 5L - 13 + \frac{8}{L} \right) t.
$$

(89)

Both expressions in (88) and (89) may also be found in [26], however, there under the condition of $\lambda_{\text{eff}} \ll \lambda^c_{\text{eff}}$. Similarly, we get for system parameters, such that $\lambda_{\text{eff}} \approx \lambda^c_{\text{eff}}$, and with the result from (80) the following expression for the variance of $\Psi(t)$,

$$
\text{var} [\Psi(t)] \simeq \Delta_0 L t \left( 1 + L \frac{\Delta_0 \tilde{\lambda}^2}{6 \tilde{\nu}^3} \frac{S_1(L)}{32 \pi^2} - L^2 \frac{\Delta_0^2 \tilde{\lambda}^4}{\tilde{\nu}^6} \frac{S_2(L)}{256 \pi^4} + O(\lambda^6_{\text{eff}}) \right),
$$

(90)
On the other hand for parameter sets with $\lambda^c \ll \lambda_{\text{eff}}$ we have with (81)

$$\var[\Psi(t)] \sim \begin{cases} 
\tilde{\Delta}_0 L \Delta t, & t \ll t^\text{EW}\rightarrow\text{KPZ}, \\
\frac{3\Gamma(2/3)}{8\pi^{1/3}} L^{3/4} \left( \frac{\tilde{\Delta}_0}{\nu} \right)^{5/3} t^{4/3}, & t^\text{EW}\rightarrow\text{KPZ} \ll t \ll \tilde{\tau}_c, \\
\sqrt{\frac{7}{4}} \left( \frac{\tilde{\Delta}_0}{2\nu} \right)^{3/2} \tilde{\lambda} L^{3/2} t, & \tilde{\tau}_c \ll t. 
\end{cases}$$

(92)

Accordingly, we have for the TUR product $Q$

$$Q \simeq \left( 5 - \frac{3}{L - 1} \right) \begin{cases} 
1 + L \frac{\tilde{\Delta}_0 \tilde{\lambda}^2}{\nu^3} S_1(L) - 2 \frac{\tilde{\Delta}_0 \tilde{\lambda}^4}{\nu^6} S_2(L), & \text{for } \lambda_{\text{eff}} \lesssim \lambda^c, \\
\sqrt{\frac{7}{8}} \frac{\tilde{\lambda}^{1/2} \tilde{\nu}^{1/2}}{\nu^{1/2}} L^{1/2}, & \text{for } \lambda^c \lesssim \lambda_{\text{eff}}. 
\end{cases}$$

(93)

### 8.2 $\langle \Psi(t) \rangle^2$ and $\langle \Delta_{S_{\text{tot}}} \rangle$

In Fig. 2, we show for two values of $\tilde{\lambda}$ a comparison of numerical data for both $\langle \Psi(t) \rangle^2$ and $\langle \Delta_{S_{\text{tot}}} \rangle$ with the respective theoretical predictions according to (88) and (89). In the case of $\tilde{\lambda} = 0.1$ the system is in the EW scaling regime of the KPZ equation and thus the relevant time-scale is the EW correlation time $\tilde{\tau}_c^{\text{EW}}$, which is indicated by the vertical line in Figs. 2a and b. As can be seen well, for times $t > \tilde{\tau}_c^{\text{EW}}$ the numerical data follows the theoretical prediction for both $\langle \Psi(t) \rangle^2$ and $\langle \Delta_{S_{\text{tot}}} \rangle$. For $\tilde{\lambda} = 4.0$ the system is in its KPZ scaling regime, which implies that the numerical data is expected to converge to the theoretical predictions for times $t > \tilde{\tau}_c^{\text{KPZ}}$, i.e., the KPZ correlation time. In Figs. 2c and d this convergence can be well observed. Thus, the results in Fig. 2 are additional support for the fact that the expressions for $\langle \Psi(t) \rangle$ and $\langle \Delta_{S_{\text{tot}}} \rangle$ obtained analytically in (88) and (89), respectively, hold for an arbitrary coupling constant. This extends the range of validity for these two entities from the EW regime (or the weak-coupling limit) (see [25,26]) to the KPZ regime (or the strong-coupling limit).

### 8.3 Variance of $\Psi(t)$ and Universal Scaling Amplitude

Figure 3 shows numerically obtained data of the variance of $\Psi(t)$ for a system-size of $L = 256$ and for $\tilde{\lambda} = 0.1$ (see Fig. 3a), $\tilde{\lambda} = 0.768 \approx \tilde{\lambda}^c$ from (86) (see Fig. 3b). To demonstrate the effect of including higher order terms in the approximation of $\var[\Psi(t)]$ in the EW scaling regime, we show in Fig. 3 each partial sum of the expansion in (90)
Fig. 2 Comparison of the numerical data obtained for a system-size of $L = 256$ to $\langle \Psi(t) \rangle^2$ from (88) in a and c and to $\langle \Delta_{\text{tot}}(t) \rangle$ from (89) in b and d, respectively. In a and b we simulate a system with $\tilde{\lambda} = 0.1 < \tilde{\lambda}_c$, i.e., in the EW scaling regime of the KPZ equation, whereas in c and d we simulate a system with $\tilde{\lambda} = 4 > \tilde{\lambda}_c$, which puts the system in the KPZ scaling regime. The vertical lines indicate the respective correlation times $t_{\text{EW}}^c$ from (25) and $t_{\text{KPZ}}^c$ from (20).

Fig. 3 Comparison of numerical data obtained for $L = 256$ with $\tilde{\lambda} = 0.1$ in a and $\tilde{\lambda} = 0.768 \approx \tilde{\lambda}_c$ in b with the theoretical prediction from (90) of the variance of $\Psi(t)$ in the EW scaling regime. We show three orders of approximation, i.e., $\tilde{\lambda}^0$, $\tilde{\lambda}^2$, and $\tilde{\lambda}^4$, for $\text{var}[\Psi(t)]$ to demonstrate the effect of including higher order terms. The vertical line indicates the EW correlation time $t_{\text{EW}}^c$ from (25).
Fig. 4 Numerical data of \( \text{var}[\Psi(t)] \) for \( \lambda = 4.0 > \lambda_c \), i.e., in the KPZ regime. For \( t < t_{\text{EW} \to \text{KPZ}} \) we plot the variance according to the first line in (92). In the transient regime, i.e., for \( t_{\text{EW} \to \text{KPZ}} < t < t_{c}^{\text{KPZ}} \), the variance according to the second line in (92) is shown. For \( t > t_c^{\text{KPZ}} \), i.e., in the stationary KPZ regime, we plot for one the third line from (92) and on the other hand \( Ct \) with \( C \) from (75).

For the case of \( \lambda_{\text{eff}} < \lambda_{\text{eff}} \), we show in Fig. 4 numerical data of the variance of \( \Psi(t) \). As can be seen clearly, the variance displays the expected scaling behaviors (see (92)), namely, on the one hand, for times \( t < t_{\text{EW} \to \text{KPZ}} \) scaling according to the EW scaling regime of the KPZ equation. On the other hand, for times \( t > t_{\text{EW} \to \text{KPZ}} \) Fig. 4 shows the typical KPZ scaling regime behavior, namely for \( t_{\text{EW} \to \text{KPZ}} < t < t_{c}^{\text{KPZ}} \) the transient regime with its super-diffusivity and for \( t_c^{\text{KPZ}} < t \) the stationary KPZ regime. In regard to the EW to KPZ crossover time from (19), we see very good agreement between the theoretical prediction, indicated by the left vertical line in Fig. 4 and the numerical data. However, the theoretical prediction for the KPZ correlation time from (20), shown as the right vertical line in Fig. 4, seems to be too small, as the super-diffusive behavior continues beyond \( t_c^{\text{KPZ}} \). We will investigate this in more detail below. This discrepancy aside, we find good agreement in all three sub-regimes of the variance between the numerical data and the theoretical predictions from (75) and (92).
Table 1 shows the numerically obtained correlation time $\tilde{t}_c^{\text{KPZ}}$ from (20) and the numerically obtained $\tilde{t}_c^{\text{KPZ}}$ (see Fig. 5) in dependence of $\tilde{\lambda}$ and for $L = 256$. The right column shows the ratio of the two correlation times.

| $\tilde{\lambda}$ | $\tilde{t}_c^{\text{KPZ}}$ | $\tilde{t}_c^{\text{KPZ}}$ | $\tilde{t}_c^{\text{KPZ}} / \tilde{t}_c^{\text{KPZ}}$ |
|------------------|----------------------------|-----------------------------|----------------------------------|
| 0.87             | 640.74                     | 1839.26                     | 2.87                             |
| 1.0              | 557.45                     | 1446.18                     | 2.59                             |
| 1.25             | 445.96                     | 745.42                      | 1.67                             |
| 1.5              | 371.63                     | 1032.80                     | 2.78                             |
| 1.75             | 318.54                     | 584.15                      | 1.83                             |
| 2.0              | 278.72                     | 524.67                      | 1.88                             |
| 2.5              | 222.98                     | 496.44                      | 2.23                             |
| 3.0              | 185.82                     | 363.50                      | 1.96                             |
| 4.0              | 139.36                     | 249.76                      | 1.79                             |

In Fig. 5, we show our approach to determining the numerical KPZ correlation time $\tilde{t}_c^{\text{KPZ}}$. In particular, we search the time at which the transient behavior according to (92) becomes equal to the stationary branch. Here we determine the latter by fitting the numerical data in the stationary KPZ regime via a fit-function $a t$, with $a$ the fit-parameter. Hence, we find for $\tilde{t}_c^{\text{KPZ}}$,

$$\tilde{t}_c^{\text{KPZ}} = \left( \frac{8 \pi^{2/3} \tilde{\nu}^{5/3} a}{3 \Gamma(2/3) \tilde{A}_0^{5/3} \tilde{\lambda}^{4/3} L} \right)^3. \tag{94}$$

Table 1 shows the numerically obtained $\tilde{t}_c^{\text{KPZ}}$ and $\tilde{t}_c^{\text{KPZ}}$ from (20) in dependence of $\tilde{\lambda}$. For all values of $\tilde{\lambda}$ the numerically obtained correlation time $\tilde{t}_c^{\text{KPZ}}$ is roughly a factor of 2 larger than the one from (20). To be precise

$$\tilde{t}_c^{\text{KPZ}} = (2.18 \pm 0.46) \tilde{t}_c^{\text{KPZ}}, \tag{95}$$

where the factor is the mean of the right hand column of Table 1 and the error the standard deviation of the mean. The numerical result in (95) is compatible with the one obtained by equating (73) with (76) and solving for the correlation time. The discrepancy between $\tilde{t}_c^{\text{KPZ}}$ and $\tilde{t}_c^{\text{KPZ}}$ may, at least qualitatively, be explained by finite size effects. In particular, $\tilde{t}_c^{\text{KPZ}}$ from (20) uses the universal amplitude $c_2$ with the numerically determined value $c_2 \approx 0.4$ and $0.21 \approx 1/(12 c_2)$ (see, e.g., [32]). This numerical value of $c_2$, however, results for $b \to \infty$ from the integral $c_2(b) = \int_{2\pi \xi/b}^{\infty} d s g(s)/s^2$ with $\xi$ the KPZ correlation length and $g(s)$ the scaling function of the surface width (see [32]). Evaluating this integral for any finite value of $b$ (e.g., $b = L = 256$) with its finite lower integration limit would lead to a value $c_2 < 0.4$ and thus to a larger correlation time $\tilde{t}_c^{\text{KPZ}}$. We expect this consideration to qualitatively resolve the discrepancy between $\tilde{t}_c^{\text{KPZ}}$ and $\tilde{t}_c^{\text{KPZ}}$. The general, explicit evaluation of this integral seems to be out of reach, however. Let us use (95) to reevaluate the universal scaling amplitude $c_0$ from (76) according to the calculation in (75), which leads to

$$\mathcal{A} \tilde{t}_c^{\text{KPZ}} = \frac{3 \Gamma(2/3)}{8 \pi^{2/3}} \frac{\tilde{A}_0^{5/3} \tilde{\lambda}^{4/3}}{\tilde{\nu}^{5/3}} L \left( \tilde{t}_c^{\text{KPZ}} \right)^{4/3}, \tag{96}$$

$$\mathcal{A} = (0.45 \pm 0.03) \left( \frac{\tilde{A}_0}{2 \tilde{\nu}} \right)^{3/2} \tilde{\lambda} L^{1/2}.$$
Hence, we get for the universal scaling amplitude $c_0$,

$$c_0 = (0.45 \pm 0.03),$$

(97)

where the theoretically predicted value from [32] is $\sqrt{\pi}/4 \approx 0.44$, which is well inside the error bars of (97). Thus, by using the numerically obtained value of the KPZ correlation time, $\tau_{c,KPZ}$ from (95), and the DRG result for the variance of $\Psi(t)$ from (92) in the transient regime with the matching condition from (74) we are able to obtain the universal scaling amplitude from (76) to good accuracy (see (97)). The result in (97) is a considerable improvement of (75) which used $\tau_{c,KPZ}$ from (20).

8.4 TUR Product $Q$

In Fig. 6 we show for three specific values of $\tilde{\lambda}$ the time-evolution of the TUR product $Q$. As can be seen for the two cases of $\tilde{\lambda} \leq \tilde{\lambda}_c$, Figs. 6a, b, the perturbation expansion from (93) yields convincing agreement with the numerical data for times $t \geq t_{EW}^c$. To demonstrate the effect of the higher order contributions in the perturbation scheme, we also plot the zero-order result for reference. In Figs. 6c, d, i.e., in the KPZ scaling regime, we find that for times $t \leq t_{EW-KPZ}$ the TUR product $Q$ converges to the EW scaling result, namely $Q = 5 - 3/(L - 1)$. For times $t \geq t_{c,KPZ}^c$ we see the final convergence to the KPZ steady state.

Fig. 6 Comparison of numerical data obtained for $L = 256$ and $\tilde{\lambda} = 0.1, 0.768 \approx \tilde{\lambda}_c$ and $\tilde{\lambda} = 4.0$ with the theoretical prediction of the TUR product $Q$ both in the EW scaling regime of the KPZ equation (a) and (b), as well as in the KPZ regime (c), (d). Note, that in (d) we use the numerically obtained values for $\tau_{c,KPZ}$ from (95) and for $c_0$ from (97).
Fig. 7 Display of the numerical steady state values of the TUR product $Q_\tau$, obtained as time averages for times $t \geq \tau = 10^4$ in dependence of $\lambda$. The solid lines represent the theoretical predictions in the two scaling regimes. In a, these are taken from (75) and (93), whereas in b we used (95) and (97) to reevaluate (75) result of $Q$, where in Fig. 6c the upper horizontal line indicates $Q$ according to (93) and the lower line represents the result one obtains by using (75). Both can be seen as reasonable approximations to the steady state value of $Q$, however, in the light of the results regarding the numerical correlation time $\tilde{t}_{KPZ}$ and the then resulting universal scaling amplitude in (97), we regard the upper line as the more reliable one. This is further supported by the observation in [26] that the numerical scheme intrinsically underestimates the TUR product $Q$. For the theoretical prediction in the transient regime of the KPZ equation in Fig. 6c we rely on the assumption that the steady-state results of $\langle \Psi(t) \rangle^2$ from (88) and $\langle \Delta s_{tot} \rangle$ from (89) yield reasonable approximations even for times $t$ smaller than the KPZ correlation time $t_{KPZ}$. This is to some extent justified by the findings in Fig. 2. We thus expect for $t_{EW \rightarrow KPZ} < t < t_{KPZ}$ using (92),

$$ Q = \left(5 - \frac{3}{L - 1}\right) 3 \frac{\Gamma(2/3)}{8 \pi^{2/3}} \frac{\tilde{\lambda}^{2/3}}{\tilde{\nu}^{5/3}} \tilde{\lambda}^{4/3} t^{1/3}. \quad (98) $$

which is what we plotted in Fig. 6c. As can be seen, the expression in (98) predicts the transient time-behavior well. The slight offset may either be a result of the intrinsic numerical underestimation of $Q$ [26] or originate in a minor error in the DRG result from (92) in terms of the numerical prefactor $c_0$. In Fig. 6d, we show the same graphs as in Fig. 6c. However, here we use the numerically obtained value of the KPZ correlation time, $t_{KPZ}$ from (95), and the corresponding reevaluated universal scaling amplitude from (97), which replaces the numerical prefactor in (75). This leads to the closing of the gap between the two stationary results in the KPZ regime and thus smoothes the transition between the two branches of (92) for times $t > t_{EW \rightarrow KPZ}$.

In Fig. 7, we show the TUR product in dependence of $\tilde{\lambda}$. The values for $Q_\tau$ are obtained by calculating the temporal average in the KPZ stationary state of $Q$ for times $t \geq \tau = 10^4$. We expect the numerical data to follow the prediction in (93), which it does with good agreement as can be seen in Fig. 7. Here the solid line below $\tilde{\lambda}$ represents the perturbative result and is compared to the zero-order result depicted as the horizontal dashed line. In Fig. 7a we show for $\tilde{\lambda} > \tilde{\lambda}_c$, with $\tilde{\lambda}_c$ from (86), the theoretical predictions according to (75) and (93), i.e., for the KPZ correlation time from (20). On the other hand, Fig. 7b displays the same theoretical predictions, reevaluated with the numerically obtained KPZ correlation time from (95) and the ensuing $c_0$ from (97). Using the KPZ correlation time $t_{KPZ}$ from (95) demands also a
reevaluation of the critical value of the coupling parameter. Repeating the calculation of (23) in Sect. 4, we obtain for the numerically determined KPZ correlation time $\hat{\tau}_{KPZ}^{c}$ an effective critical coupling parameter of

$$\hat{\lambda}_{c}^{eff} \approx 9.47,$$

and thus for a system size of $L = 256$

$$\hat{\lambda}_{c}^{\approx 0.592},$$

which is shown in Fig. 7b. As can be seen and is to be expected, using (95), (97) and (100) causes the two solid lines in Fig. 7b for $\hat{\lambda} > \hat{\lambda}_{c}$ to almost coincide and shrinks the jumps at the critical $\hat{\lambda}$ significantly in comparison to Fig. 7a (see also Figs. 6c, d). Another effect of introducing $\hat{\lambda}_{c}$ is that for $\hat{\lambda} < \hat{\lambda}_{c}$ the 4th-order perturbation expansion from (93) is cut off before it reaches its local maximum (as opposed to Fig. 7a), which seems to be a physically more reasonable behavior.

9 Conclusion

We have given an analytical description of the thermodynamic uncertainty relation depending on the coupling strength of the KPZ non-linearity, see (82). In particular we showed that equal-time correlation functions, in the present case the steady state current $J$ and the entropy production rate $\sigma$, can be obtained exactly via functional integration using the known steady state probability density functional $p_{s}[h]$ of the $(1+1)$ dimensional KPZ equation, see (16) and (17), respectively. In case of var $\Psi_{1}^{1}[h]$ we extended the result from [25] by calculating the next order of the perturbation expansion, valid in the EW scaling regime of the KPZ equation, see (41). Further, we approximated var $\Psi_{1}[h]$ in the KPZ scaling regime via a DRG approach and obtained an analytic expression in the transient KPZ scaling regime, which not only recovers the correct scaling form but moreover yields an explicit amplitude factor, see (73). To our knowledge, this has not been done before in the KPZ context. There is, however, a result from the pre-KPZ-era for driven diffusive systems [49] that predicts the same behavior for var $\Psi_{1}[h]$ as our result from (73) apart from a slight difference of less than 2 % in the numerical prefactor. This is on one hand quite remarkable as the authors of [49] use a quite different approach, namely mode-coupling theory, opposed to the DRG technique used in the present work. On the other hand, the result in [49] may be seen as further support to (73). The knowledge of the general scaling behavior of var $\Psi_{1}[h]$ in a finite KPZ system, see Fig. 1, enables us to match the result from the DRG calculation in the transient KPZ regime to the stationary KPZ regime, see (75). We found that (75) is in accordance with a result obtained via scaling arguments in [32], differing only in a numerical prefactor, the universal scaling amplitude $c_{0}$ in [32]. The numerical value of this prefactor depends on the KPZ correlation time $\tau_{KPZ}^{c}$ from [32], see (20). During our numerical analysis, we found that for our data shown in Sect. 8 this theoretically predicted KPZ correlation time is roughly a factor of 2 too small, see Table 1 and (94). With the numerically obtained correlation time we reevaluated the calculation leading to the universal scaling amplitude $c_{0}$ and found that within the errorbars the result matches the theoretically predicted exact result in [32], see (77). We would like to emphasize that here the universal scaling amplitude $c_{0}$ has been determined, if only approximately, without any recourse to a particular model problem within the KPZ universality class and then relying on the universality hypothesis. Furthermore, we found good agreement between the numerical data and the theoretical predictions of the individual
KPZ-TUR ingredients, namely $J$, $\sigma$ and $\text{var}[\Psi(t)]$, for arbitrary values of the coupling strength (see Figs. 2, 3 and 4), as well as for the TUR product $Q$ itself, both as a function of time (see Fig. 6) and as a function of the coupling parameter (see Fig. 7). In particular, we were able to describe the $Q(\lambda_{\text{eff}})$-behavior in the EW-scaling regime ($\lambda_{\text{eff}} \lesssim \lambda_{\text{eff}}^c$) via a perturbation expansion up to $O(\lambda_{\text{eff}}^6)$ in the effective coupling parameter. It shows that in the weak coupling limit ($\lambda_{\text{eff}} \downarrow 0$) $Q(\lambda_{\text{eff}})$ tends to 5 from above. For the KPZ scaling regime we found asymptotically for $\lambda_{\text{eff}}^c \ll \lambda_{\text{eff}}$ a linear dependence of $Q(\lambda_{\text{eff}})$ on the effective coupling parameter. The perturbative description in the EW-regime is expected to hold for $\lambda_{\text{eff}} \uparrow \lambda_{\text{eff}}^c$, which is supported by the numerical results. However, it is not clear whether the DRG result, i.e., $Q(\lambda_{\text{eff}}) \sim \lambda_{\text{eff}}$, remains valid for $\lambda_{\text{eff}} \downarrow \lambda_{\text{eff}}^c$, i.e., whether there are corrections to this linear behavior. While the numerical data do not indicate such corrections, their absence would imply that $Q(\lambda_{\text{eff}})$ is not smooth at $\lambda_{\text{eff}} = \lambda_{\text{eff}}^c$. Resolving this issue has to be left for future work.

Let us finish with a brief discussion concerning the implications of a TUR product that is depending on the coupling strength of the non-linearity. A good starting point is (18). From there it can be seen that, on the one hand, even in the limit $\lambda_{\text{eff}} \downarrow 0$ the TUR product is larger than its saturation value of 2. The reason for the excess of the ratio of $\langle \Delta_{\text{stat}} \rangle / \langle \Psi \rangle^2$ beyond 2 is found in the mode-coupling of the non-linearity, which increases the entropy production, see [25] for a detailed discussion. On the other hand, the mechanism that causes the growth of $Q$ in dependence on the coupling parameter can be inferred from the ratio $\text{var}[\Psi(t)]/(\Delta_0 b t)$. As long as $\text{var}[\Psi]$ is close to its purely noise-induced value given by $\Delta_0 b t$, i.e., in the linear scaling regime, the TUR product stays close to its value for $\lambda_{\text{eff}} \downarrow 0$ (see, e.g., (41)). As soon as the influence of the non-linearity dominates, namely in the non-linear KPZ scaling regime, $\text{var}[\Psi(t)]$ and the TUR product itself depend strongly on the coupling strength of the non-linearity, in our case linearly. Thus, in the linear scaling regime the TUR $Q \geq 2$ may well be used to obtain an order-of-magnitude estimation of either the precision or the total entropy production. We expect a similar behavior for other non-linearity-driven diffusive field theories, at least for even non-linearities depending on the spatial derivative of the field. It would further be of great interest to check whether there was some sort of universality with respect to the value of $Q$ in the limit of small coupling constants, say $\lambda_{\text{eff}}$, for whole classes of non-linearities. This would allow for a characterization of classes of non-linear diffusive PDEs via their respective values of $\lim_{\lambda_{\text{eff}} \uparrow 0} Q(\lambda_{\text{eff}})$.
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Appendix A: Weight-Function Independent Precision

To show that the precision $\epsilon^2$ is independent of the choice of the weight function $g(x)$ in the limit of large times with $g(x) \in L^2(0, 1)$ and $\int_0^1 dx \, g(x) \neq 0$ we argue as follows. We begin
with the expectation value of $\Psi_g(t) = \int_0^1 dx \, g(x) \, h(x, t)$, given by

$$
\langle \Psi_g(t) \rangle = \sum_{|k| \leq \Lambda} |g_k h_k(t)| = g_0 \langle h_0(t) \rangle + \sum_{k \neq 0} g_k \langle h_k(t) \rangle = g_0 \langle \Psi(t) \rangle + \sum_{k \neq 0} g_k \langle h_k(t) \rangle,
$$

(101)

where $g_k$ and $h_k(t)$ are the Fourier coefficients of the Fourier series $g(x) = \sum_{|k| \leq \Lambda} g_k e^{2\pi i k x}$ and $h(x, t) = \sum_{|k| \leq \Lambda} h_k(t) e^{2\pi i k x}$, respectively, and $\overline{g_k}$ denotes the complex conjugate. Squaring (101) thus leads to

$$
\langle \Psi_g(t) \rangle^2 = g_0^2 \langle \Psi(t) \rangle^2 + T_1 + T_2,
$$

(102)

with $T_1 = 2g_0 \langle \Psi(t) \rangle \sum_{k \neq 0} \overline{g_k} \langle h_k(t) \rangle$ and $T_2 = \sum_{k,l \neq 0} \overline{g_k g_l} \langle h_k(t) \rangle \langle h_l(t) \rangle$. Similarly, we get for the expectation value of $\Psi_g^2(t)$

$$
\langle \Psi_g^2(t) \rangle = \sum_{|k|, |l| \leq \Lambda} |g_k|^2 \langle h_k(t) h_{-k}(t) \rangle
$$

(103)

\[= \sum_{|k| \leq \Lambda} |g_k|^2 \langle h_k(t) h_{-k}(t) \rangle + g_0^2 \langle \Psi^2(t) \rangle + T_3,
\]

where $T_3 = \sum_{k \neq 0} |g_k|^2 \langle h_k(t) h_{-k}(t) \rangle$. In the second step we used the periodic boundary conditions and the therefore ensuing translational invariance, which implies $\langle h_k(t) h_l(t) \rangle \sim \delta_{k, l}$. Hence, the variance of $\Psi_g(t)$ reads

$$\text{var}[\Psi_g(t)] = \langle \Psi_g^2(t) \rangle - \langle \Psi_g(t) \rangle^2 = g_0^2 \text{var}[\Psi(t)] + T_3 - T_1 - T_2.
$$

(104)

Evaluating (104) divided by time $t$ in the limit of large times leads to

$$
\lim_{t \to \infty} \frac{\text{var}[\Psi_g(t)]}{t} = g_0^2 \lim_{t \to \infty} \frac{\text{var}[\Psi(t)]}{t} + \lim_{t \to \infty} \frac{T_3 - T_1 - T_2}{t}
$$

(105)

where $\nu_{\text{EW,KPZ}}$ denotes the linear and non-linear constant of $\text{var}[\Psi(t)] = \nu_{\text{EW,KPZ}} t$, respectively (see, e.g., Sects. 5, 6 and [32]). We proceed with showing that the last limit in (105) is equal to zero. We start with analyzing $\lim_{t \to \infty} T_3/t$ and use the inequalities

\[0 \leq T_3 = \sum_{k \neq 0} |g_k|^2 \langle h_k(t) h_{-k}(t) \rangle \leq \max_{|k| \leq \Lambda} |g_k|^2 \sum_{k \neq 0} \langle h_k(t) h_{-k}(t) \rangle
\]

(106)

\[= \max_{|k| \leq \Lambda} |g_k|^2 W^2(t),
\]

where $W^2(t)$ is the square of the surface width according to [32]. Dividing (106) by $t > 0$ and taking the limit of $t \to \infty$ results in

$$
0 \leq \lim_{t \to \infty} \frac{T_3}{t} \leq \max_{|k| \leq \Lambda} |g_k|^2 \lim_{t \to \infty} \frac{W^2(t)}{t},
$$

(107)
It is well known that \( \lim_{t \to \infty} W^2(t) = \text{const.} \) (see, e.g., [32]) and thus \( \lim_{t \to \infty} \frac{W^2(t)}{t} = 0 \). Hence, (107) yields that \( \lim_{t \to \infty} \frac{T_3}{t} = 0 \).

We further know from Sect. 3 that \( \lim_{t \to \infty} \langle h_k(t) \rangle = \langle h_k(t) \rangle_{p,[h]} = 0 \) for \( k \neq 0 \), which implies straightforwardly that also \( \lim_{t \to \infty} \frac{T_{1,2}}{t} = 0 \), respectively. For determining \( \lim_{t \to \infty} \frac{T_1}{t} \) additionally (16) has been used. Thus, (105) becomes

\[
\text{var}[\Psi_g(t)] = g_0^2 \text{var}[\Psi(t)] \quad \text{for } t \to \infty,
\]

and analogously, in the limit of \( t \to \infty \), (101) reads

\[
\langle \Psi_g(t) \rangle = g_0 \langle \Psi(t) \rangle.
\]

Combining (108) and (109) yields for the precision

\[
\epsilon_g^2 = \frac{\text{var}[\Psi_g(t)]}{\langle \Psi_g(t) \rangle^2} = \frac{g_0^2 \text{var}[\Psi(t)]}{g_0^2 \langle \Psi(t) \rangle^2} = \epsilon^2 \quad \text{for } t \to \infty,
\]

and thus the precision is in the long-time limit independent of the choice of the weight function \( g(x) \).

References

1. Kardar, M., Parisi, G., Zhang, Y.-C.: Dynamic scaling of growing interfaces. Phys. Rev. Lett. 56, 889–892 (1986)
2. Barato, A.C., Seifert, U.: Thermodynamic uncertainty relation for biomolecular processes. Phys. Rev. Lett. 114, 158101 (2015)
3. Gingrich, T.R., Horowitz, J.M., Perunov, N., England, J.L.: Dissipation bounds all steady-state current fluctuations. Phys. Rev. Lett. 116, 120601 (2016)
4. Horowitz, J.M., Gingrich, T.R.: Thermodynamic uncertainty relations constrain non-equilibrium fluctuations. Nat. Phys. 16, 15–20 (2020)
5. Halpin-Healy, T., Takeuchi, K.A.: A KPZ Cocktail—Shaken, not stirred. J. Stat. Phys. 160(4), 794–814 (2015)
6. Takeuchi, K.A.: An appetizer to modern developments on the Kardar–Parisi–Zhang universality class. Physica A, 504:77–105, 2018. Lecture Notes of the 14th International Summer School on Fundamental Problems in Statistical Physics
7. Spohn, H.: The 1+1 dimensional Kardar–Parisi–Zhang equation: more surprises. J. Stat. Mech. 2020(4), 044001 (2020)
8. Sasamoto, T.: The 1D Kardar–Parisi–Zhang equation: height distribution and universality. Progress Theor. Exp. Phys. 2, 2016 (2016)
9. Prähofer, M., Spohn, H.: Exact scaling functions for one-dimensional stationary KPZ growth. J. Stat. Phys. 115, 255–279 (2004)
10. Amir, G., Corwin, I., Quastel, J.: Probability distribution of the free energy of the continuum directed random polymer in 1 + 1 dimensions. Commun. Pure Appl. Math. 64(4), 466–537 (2011)
11. Takeuchi, K.A., Sano, M.: Evidence for geometry-dependent universal fluctuations of the Kardar–Parisi–Zhang interfaces in liquid-crystal turbulence. J. Stat. Phys. 147, 853–890 (2012)
12. Imamura, T., Sasamoto, T.: Exact solution for the stationary Kardar–Parisi–Zhang Equation. Phys. Rev. Lett. 108, 190603 (2012)
13. Saberi, A.A., Dasht-Naserabadi, H., Krug, J.: Competing universalities in Kardar–Parisi–Zhang growth models. Phys. Rev. Lett. 122, 040605 (2019)
14. Meerson, B., Sasorov, P.V., Vilenkin, A.: Nonequilibrium steady state of a weakly-driven Kardar–Parisi–Zhang equation. J. Stat. Mech. 2018(5), 053201 (2018)
15. Kloss, T., Canet, L., Wschebor, N.: Nonperturbative renormalization group for the stationary Kardar–Parisi–Zhang equation: scaling functions and amplitude ratios in 1+1, 2+1, and 3+1. Phys. Rev. E 86, 051124 (2012)
16. Deligiannis, K., Squizzato, D., Minguzzi, A., Canet, L.: Accessing Kardar–Parisi–Zhang universality sub-classes with exciton polaritons. EPL (Europhys. Lett.) 132(6), 67004 (2021)
17. Fukai, Y.T., Takeuchi, K.A.: Kardar–Parisi–Zhang interfaces with inward growth. Phys. Rev. Lett. 119, 030602 (2017)
18. Fukai, Y.T., Takeuchi, K.A.: Kardar–Parisi–Zhang interfaces with curved initial shapes and variational formula. Phys. Rev. Lett. 124, 060601 (2020)
19. Iwatsuka, T., Fukai, Y.T., Takeuchi, K.A.: Direct evidence for universal statistics of stationary Kardar–Parisi–Zhang interfaces. Phys. Rev. Lett. 124, 250602 (2020)
20. Pal, A., Reuveni, S., Rahav, S.: Thermodynamic uncertainty relation for systems with unidirectional transitions. Phys. Rev. Res. 3, 013273 (2021)
21. Di Terlizzi, I., Baiesi, M.: A thermodynamic uncertainty relation for a system with memory. J. Phys. A 53(47), 474002 (2020)
22. Koyuk, T., Seifert, U.: Thermodynamic uncertainty relation for time-dependent driving. Phys. Rev. Lett. 125, 260604 (2020)
23. Liu, K., Gong, Z., Ueda, M.: Thermodynamic uncertainty relation for arbitrary initial states. Phys. Rev. Lett. 125, 140602 (2020)
24. Koyuk, T., Seifert, U.: Operationally accessible bounds on fluctuations and entropy production in periodically driven systems. Phys. Rev. Lett. 122, 230601 (2019)
25. Niggemann, O., Seifert, U.: Field-theoretic thermodynamic uncertainty relation. J. Stat. Phys. 178, 1142–1174 (2020)
26. Niggemann, O., Seifert, U.: Numerical study of the thermodynamic uncertainty relation for the KPZ-equation. J. Stat. Phys. 182, 25 (2021)
27. Rodríguez, M.A., Wio, H.S.: Stochastic entropies and fluctuation theorems for a discrete one-dimensional Kardar–Parisi–Zhang system. Phys. Rev. E 100, 032111 (2019)
28. Nardini, C., Fodor, É., Tjhung, E., van Wijland, F., Tailleur, J., Cates, M.E.: Entropy production in field theories without time-reversal symmetry: quantifying the non-equilibrium character of active matter. Phys. Rev. X 7, 021007 (2017)
29. Li, Y.I., Cates, M.E.: Steady state entropy production rate for scalar Langevin field theories. J. Stat. Mech. 2021(1), 013211 (2021)
30. Hentschel, H.G.E., Family, F.: Scaling in open dissipative systems. Phys. Rev. Lett. 66, 1982–1985 (1991)
31. Edwards, S.F., Wilkinson, D.R.: The surface statistics of a granular aggregate. Proc. R. Soc. Lond. A 381(1780), 17–31 (1982)
32. Krug, J.: Origins of scale invariance in growth processes. Adv. Phys. 46(2), 139–282 (1997)
33. Gingrich, T.R., Rotkoff, G.M., Horowitz, J.M.: Inferring dissipation from current fluctuations. J. Phys. A 50(18), 184004 (2017)
34. Halpin-Healy, T., Zhang, Y.C.: Kinetic roughening phenomena, stochastic growth, directed polymers and all that. Aspects of multidisciplinary statistical mechanics. Phys. Rep. 254(4), 215–414 (1995)
35. McComb, W.D.: The Physics of Fluid Turbulence. Oxford Engineering Science Series, vol. 25. Oxford University Press, Oxford (2003)
36. Pierre, S., Claude, C.: Homogeneous Turbulence Dynamics, 2nd edn. Springer International Publishing AG, New York (2018)
37. Krug, J.: 1/f noise for driven interfaces. Phys. Rev. A 44, R801–R804 (1991)
38. Da Prato, G., Debussche, A.: Stochastic Burgers’ equation. Nonlinear Differ. Equ. Appl. (NoDEA) 1, 389–402 (1994)
39. Forster, D., Nelson, D.R., Stephen, M.J.: Large-distance and long-time properties of a randomly stirred fluid. Phys. Rev. A 16, 732–749 (1977)
40. Victor, Y., She, Z.S.: Large-time, large-scale properties of the random-force-driven Burgers equation. Phys. Rev. Lett. 60, 1840–1843 (1988)
41. Yakhot, V., Orszag, S.A.: Renormalization-group analysis of turbulence. Phys. Rev. Lett. 57, 1722–1724 (1986)
42. Yakhot, V., Orszag, S.A.: Renormalization group analysis of turbulence. I. Basic theory. J. Sci. Comput. 1, 3–51 (1986)
43. Smith, L.M., Woodruff, S.L.: Renormalization-group analysis of turbulence. Ann. Rev. Fluid Mech. 30(1), 275–310 (1998)
44. Singh, T., Nandy, M.K.: Skewness in (1 + 1)-dimensional Kardar–Parisi–Zhang-type growth. Phys. Rev. E 90, 062402 (2014)
45. Rodríguez-Fernández, E., Cuerno, R.: Non-KPZ fluctuations in the derivative of the Kardar–Parisi–Zhang equation or noisy Burgers equation. Phys. Rev. E 101, 052126 (2020)
46. Frey, E., Täuber, U.C.: Two-loop renormalization-group analysis of the Burgers–Kardar–Parisi–Zhang equation. Phys. Rev. E 50, 1024–1045 (1994)
47. Derrida, B., Evans, M.R., Mukamel, D.: Exact diffusion constant for one-dimensional asymmetric exclusion models. J. Phys. A 26, 4911 (1993)
48. Lam, C.-H., Shin, F.G.: Improved discretization of the Kardar–Parisi–Zhang equation. Phys. Rev. E 58, 5592–5595 (1998)
49. van Beijeren, H., Kutner, R., Spohn, H.: Excess noise for driven diffusive systems. Phys. Rev. Lett. 54, 2026–2029 (1985)

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.