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Abstract

We consider a class of multi-agent optimization problems, where each agent is associated with an action vector and a local cost, and the goal is to cooperatively find the joint action profile that minimizes the average of the local costs. Such problems arise in many applications, such as distributed routing control, wind farm operation, etc. In many of these problems, gradient information may not be readily available, and the agents may only observe their local costs incurred by their actions as a feedback to determine their new actions. In this paper, we propose a zeroth-order feedback optimization scheme for the class of problems we consider, and provide explicit complexity bounds for both the convex and nonconvex settings with noiseless and noisy local cost observations. We also discuss briefly on the impacts of knowledge of local function dependence between agents. The algorithm’s performance is justified by a numerical example of distributed routing control.
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1 Introduction

In this paper, we consider cooperative multi-agent optimization problems, where a group of $n$ agents, connected by a communication network, cooperatively solve the following optimization problem:

$$\min_{x^i \in \mathcal{X}_i} f(x^1, \ldots, x^n) = \frac{1}{n} \sum_{i=1}^{n} f_i(x^1, \ldots, x^n).$$

(1)

Here, each agent $i$ is associated with an action vector $x^i \in \mathcal{X}_i$, and $f_i : \mathcal{X}_1 \times \cdots \times \mathcal{X}_n \to \mathbb{R}$ denotes the local cost function of agent $i$. We note that the local cost $f_i$ is a function of the joint action profile $x := (x^1, \ldots, x^n)$ for each $i$, indicating that the local cost value of agent $i$ is affected by not just its own action $x^i$ but also possibly the actions of all other agents. We consider the setting where each agent $i$ can only control its own action vector $x^i$ though the global system aims to find an optimal joint action profile $x$. This setting is distinct from the more commonly studied global variable consensus optimization, where each agent maintains a local copy of the global decision variable, and is able to query information (e.g., function value, gradient) of the local cost evaluated at its own local copy without being directly affected by other agents (see \cite{cite1} for a survey).

Problem (1) and similar variants have appeared in many applications, such as distributed routing control \cite{cite2}, wind farm power optimization \cite{cite3}, mobile sensor coverage \cite{cite4}, etc. In those applications, the goal is to seek individual agents’ local actions that optimize the global behavior of a system of closely interrelated agents. In many cases of these applications, each agent can only observe the value of its own
local cost $f_i$, and not (higher-order) derivatives thereof, evaluated at the currently implemented joint action $x = (x^1, \ldots, x^n)$. This requires that the optimization procedure should be gradient-free, relying only on zeroth-order feedback of the local costs $f_i$ to determine the new actions. We refer to such optimization problems as (cooperative) multi-agent zeroth-order feedback optimization.

To the best of our knowledge, the design and analysis of effective algorithms for general multi-agent zeroth-order feedback optimization has not been extensively studied in the literature (see Section 1.1 Related Work for more discussion on literature). This motivates our study of multi-agent optimization that leverages solely zeroth-order feedback information.

1.1 Related Work

Cooperative multi-agent games The multi-agent optimization problem (1) can also be interpreted as a cooperative multi-agent game that seeks to maximize the social welfare, and the restriction that each agent can only exploit zeroth-order feedback cost values means that the algorithm is essentially payoff-based. Accordingly, there has been a line of work studying the problem from the lens of game theory: [6, 7] studied a decentralized payoff-based algorithm for cooperative multi-agent games with discrete action spaces, and analyzed its asymptotic convergence behavior under the interdependence assumption on the payoff structure, and [7] proposed a modified algorithm that incorporates exchange of information between agents to eliminate restrictions on the payoff structure; [8] modeled the wind farm power maximization problem as a cooperative multi-agent game as an application of these algorithms. The paper [9] considered cooperative multi-agent games with continuous action spaces, and developed a continuous-time decentralized payoff-based algorithm using extremum seeking control and consensus on the local payoffs; the paper [10] can be viewed as an extension of [9] that further handles coupled constraints on the actions by using barrier functions. In another related direction, [11] considered the problem of designing local objective functions so as to optimize global behavior in cooperative games.

Zeroth-order optimization The absence of gradient information in our problem setting situates our work in the broader zeroth-order optimization literature. In the centralized setting, examples of zeroth-order optimization include estimating gradients using function values [10, 11, 12, 13], and direct-search methods that do not seek to approximate a gradient [14, 15]. A survey of the zeroth-order optimization literature can be found in [16]. There has also been some recent work utilizing zeroth-order optimization in a distributed setting [17, 18, 19, 20, 21]. However, to the best of our knowledge, most of them focus on the distributed setting of global variable consensus optimization, rather than the cooperative multi-agent setting discussed in this paper.

Distributed optimization Another research area closely related to our work is distributed optimization. While our setting is distinct from the extensively studied global variable consensus problem [22, 23, 24, 25, 26], we note that in both settings, agents need to collaborate so as to optimize the global objective. In addition, due to the local nature of communication, the agents will experience delays when receiving information from other (possibly distant) agents in the network. Therefore, our problem can also be viewed from the perspective of distributed optimization with delays [27, 28, 29, 30, 31]. However, our work appears to be the first to study the effects of delays in a distributed zeroth-order setting.

1.2 Our Contributions

First, we propose a cooperative multi-agent Zeroth-order Feedback Optimization (ZFO) algorithm for solving Problem (1). We assume that each individual cost function $f_i$ is smooth, and our goal is to find
Table 1: Complexity bounds for the convex and nonconvex settings.

|                  | convex setting | noconvex setting |
|------------------|----------------|------------------|
|                  | $x^* \in \text{int} \mathcal{X}$ known | $x^* \in \text{int} \mathcal{X}$ not known |
| noiseless        | $\Theta\left(\frac{bd}{\epsilon^2}\right)$ | $\Theta\left(\frac{\sqrt{n}d}{\epsilon^2}\right)$ |
| noisy            | $\Theta\left(\frac{b(\epsilon + d \ln(1/\epsilon))}{\epsilon^3}\right)$ | $\Theta\left(\frac{b(\epsilon + d \ln(1/\epsilon))}{\epsilon^4}\right)$ | $\Theta\left(\frac{\sqrt{n}d^2}{\epsilon^3}\right)$ |

a joint action profile $x$ close to 1) a minimum of the global cost $f$ when $f$ is convex, or 2) a stationary point of $f$ when $f$ can be nonconvex. The ZFO algorithm we develop depends on local computation and communication of two-point zeroth-order gradient estimators, such as the ones studied in [12, 13]. Specifically, at each iteration, each agent takes its own actions, collects zeroth-order information on the corresponding local costs, exchanges its most up-to-date zeroth-order information of all agents with its neighbors by a communication network, and forms a two-point zeroth-order gradient estimate to update its action vector. We note that the communication network could be subject to potential delays.

Second, we conduct complexity analysis of the proposed algorithm. We analyze situations with both convex and nonconvex objectives, and derives complexities for both noise-free and noisy zeroth-order evaluations. A summary of the complexity bounds can be found in Table 1. Here we list the number of iterations needed for the proposed algorithm to converge with accuracy $\epsilon > 0$, where the accuracy is measured by the expected optimality gap in the objective value for the convex setting, and by the expected squared norm of the gradient averaged along the iterates for the nonconvex setting (see Section 4 for detailed definitions). These complexity bounds are also compared with the centralized counterparts. In addition, apart from the dependence on $\epsilon$, we also provide the dependence of the complexity bounds on the problem’s dimension $d$, and on the communication network’s structure and delays quantified by $\bar{b}$ and $\bar{b}$.

Our proposed algorithm’s performance is further justified by numerical simulations on a distributed routing control problem, showing that our algorithm enjoys satisfactory convergence behavior on the numerical test case.

Compared to existing works on cooperative multi-agent game-theoretic control [5, 6, 7, 8, 9], we consider the setting with a continuous action space which is similar to [8, 9]. On the other hand, we adopt zeroth-order optimization methods for the design of a discrete-time algorithm, which is different from [8, 9] that use extremum seeking control to develop continuous-time algorithms. Moreover, we provide explicit complexity bounds for the proposed algorithm for both convex and nonconvex objectives, while [5, 6, 7, 8, 9] only established asymptotic convergence to a neighborhood of the optimal joint action.

**Notation**

Throughout this paper, we use $\|\cdot\|$ to denote the standard $\ell_2$ norm, and use $\langle \cdot, \cdot \rangle$ to denote the standard inner product. For any real-valued differentiable function $h(x) = h(x_1, \ldots, x_n)$, we use $\nabla^i h(x)$ to denote the partial gradient of $h$ with respect to $x^i$. For any $x \in \mathbb{R}$, we denote $[x]_+ = \max\{0, x\}$. For a finite set $A$, we use $|A|$ to denote its number of elements. For any set $\mathcal{S} \subseteq \mathbb{R}^p$, we use $\text{int} \mathcal{S}$ to denote its interior, use $\mathcal{S} + x$ to denote $\{s + x : s \in \mathcal{S}\}$ for any $x \in \mathbb{R}^p$, and use $u\mathcal{S}$ to denote $\{us : s \in \mathcal{S}\}$ for any $u \in \mathbb{R}$. The projection of $x \in \mathbb{R}^p$ onto a closed convex set $C \subseteq \mathbb{R}^p$ will be denoted by $P_C[x]$. The closed unit ball in
Consider a group of $n$ agents, where agent $i$ is associated with an action vector $x^i \in \mathcal{X}_i \subseteq \mathbb{R}^{d_i}$ for each $i = 1, \ldots, n$. Each set $\mathcal{X}_i$ is convex and closed. The joint action profile of the group of agents is then $x := (x^1, x^2, \ldots, x^n) \in \mathcal{X}$, where $\mathcal{X} := \prod_{i=1}^{n} \mathcal{X}_i \subseteq \mathbb{R}^{d}$ and $d = \sum_{i=1}^{n} d_i$. Each agent is also associated with a real-valued local cost function $f_i(x) = f_i(x^1, \ldots, x^n)$ that depends on the joint action profile $x$. The goal of the agents is to cooperatively find the joint action profile that minimizes the average of the local costs, i.e., to solve the following problem

$$\min_{x_i \in \mathcal{X}_i} f(x) := \frac{1}{n} \sum_{i=1}^{n} f_i(x^1, \ldots, x^n),$$

(2)

where $f(x)$ denotes the average costs among agents.

In solving this problem, it is natural that each agent needs to collect information on its own local cost and exchange information with other agents, as the local costs are affected by all agents’ actions. We make two assumptions on how information is obtained and exchanged among agents. The first pertains to the type of information the agents can access, and the second to communication mechanism:

1. **Access to only zeroth-order information.** We assume that each agent $i$ is only able to access (zeroth-order) function value information of its local cost $f_i$, and that derivatives of any order of $f_i$ are not readily available. In obtaining the function value, each agent $i$ first determines its action vector $x^i$ and takes the action, which yields a new joint action profile $x = (x^1, \ldots, x^n)$. Then, each agent $i$ observes its corresponding local cost $f_i$ evaluated at the updated $x = (x^1, \ldots, x^n)$. Furthermore, we assume that the constraint $x \in \mathcal{X}$ is a hard constraint in the sense that each $f_i$ is defined only on $\mathcal{X}$ and each agent can only explore their local costs within the set $\mathcal{X}$.

   In this paper, we consider two cases regarding the observation of local cost values:

   (a) Noiseless case: In this case, it is assumed that each agent can observe its local cost accurately without being corrupted by noise.

   (b) Noisy case: In this case, it is assumed that the observed local cost value will be corrupted by some additive noise with zero mean and variance bounded by $\sigma^2$. We assume that the additive noises are independent of each other and are also independent of the action profile $x$.

2. **Localized communication.** We assume that the $n$ agents are connected by a communication network. The topology of the communication network is represented by an undirected, connected graph $\mathcal{G} = (\{1, \ldots, n\}, \mathcal{E})$, where the edges in $\mathcal{E}$ represent the bidirectional communication links. Each agent exchanges messages directly only with its neighbors in the communication network $\mathcal{G}$. As an example, if agent 1 is two hops away from agent 3 in $\mathcal{G}$, assuming no communication failure, it takes two communication rounds to transmit information from agent 1 to agent 3, and vice versa. We denote the distance (the length of the shortest path) between the pair of nodes $(i, j)$ in the graph $\mathcal{G}$ by $b_{ij}$.

   We adopt the following technical assumptions throughout the paper:

**Assumption 1.** 1. Without loss of generality, we assume that for each $i = 1, \ldots, n$, the closed and convex set $\mathcal{X}_i$ has a nonempty interior, and that $0 \in \text{int} \mathcal{X}_i$. We denote $\underline{r}_i := \sup\{r > 0 : r B_{d_i} \subseteq \mathcal{X}_i\}$ and $\underline{r} := \min_{i=1, \ldots, n} \underline{r}_i$. It can be seen that $\underline{r} \in (0, +\infty)$ and $\underline{r} B_d \subseteq \mathcal{X}$ when $\mathcal{X}$ is a proper subset of $\mathbb{R}^d$. 

$\mathbb{R}^p$ will be denoted by $\mathbb{B}_p$. The $p \times p$ identity matrix will be denoted by $I_p$. $\mathcal{N}(\mu, \Sigma)$ denotes the Gaussian distribution with mean $\mu$ and covariance matrix $\Sigma$. 

2. Problem Formulation
2. Each local cost function $f_i$ is $G$-Lipschitz and $L$-smooth on $X_i$, i.e.,

$$|f_i(x) - f_i(y)| \leq G\|x - y\|, \quad \|\nabla f_i(x) - \nabla f_i(y)\| \leq L\|x - y\|$$

for any $x, y \in X_i$ for each $i = 1, \ldots, n$.

In the following subsections, we present two examples abstracted from practical problems which fit the aforementioned formulation.

### 2.1 Example 1: Distributed Routing Control

Consider the following distributed routing control problem, based on an example in [2]. We have $m$ routes indexed by $1, \ldots, m$, and $n$ agents each seeking to send an amount of traffic $Q_i > 0$ using these routes. Each agent $i$ is able to use a subset $R_i$ of the $m$ routes; we note that $R_i \cap R_j$ can be nonempty for $i \neq j$, meaning that the routes can be shared between agents. Each agent $i$ is associated with an action vector $v^i \in \mathbb{R}^{|R_i|}$ that lies in the probability simplex, where $v^i_r$ represents the proportion of the traffic $Q_i$ allocated to the route $r \in R_i$. The joint action profile is $v$, where $v = (v^1, \ldots, v^n)$. Our goal is to minimize the global cost function given by

$$f(v) = \frac{1}{n} \sum_{i=1}^{n} f_i(v), \quad f_i(v) = \sum_{r \in R_i} v^i_r Q_i \cdot c_r \left( \sum_{j \in R_j \setminus \{\hat{r}_i\}} v^j_r Q_j \right) .$$

Here $c_r : [0, \infty) \to \mathbb{R}$ is a congestion function, which measures the congestion time that depends on the total traffic $\sum_{j} v^j_r Q_j$ on route $r$. We observe that each local cost $f_i$ is affected by other agents’ actions $(v^j)_{j \neq i}$.

We assume the following mechanism of collecting and exchanging information among agents:

1. **Access to only zeroth-order information.** Each agent $i$ does not know the specific form of the congestion function $c_r$, and can only observe the local cost $f_i(v)$ corresponding to the currently implemented action profile $v$.

2. **Localized communication.** The agents are connected by a bidirectional communication network, and each agent can only directly talk to its neighbors.

Note that the probability simplex in $\mathbb{R}^{|R_i|}$ has an empty interior, which does not satisfy Assumption [1]. One way to handle this issue is to arbitrarily select one route $\hat{r}_i \in R_i$, remove $v^i_{\hat{r}_i}$ from the action vector $v^i$, and replace the constraints on $v^i$ by

$$v^i_r \geq 0 \ \forall r \in R_i \setminus \{\hat{r}_i\}, \quad \sum_{r \in R_i \setminus \{\hat{r}_i\}} v^i_r \leq 1 .$$

After a further translation of the variables to include the origin in the interior, Assumption [1] will be satisfied. The variable $v^i_{\hat{r}_i}$ can be recovered by $v^i_{\hat{r}_i} = 1 - \sum_{r \in R_i \setminus \{\hat{r}_i\}} v^i_r$.

### 2.2 Example 2: Wind Farm Power Maximization

Consider a wind farm with $n$ wind turbines. Each turbine $i$ is associated with a local agent that is responsible for adjusting the turbine’s axial induction factor denoted by $a^i$, which influences the amount of wind the turbine can harness. According to the Park model [32], a standard wake model studied in existing literature, when a wind turbine extracts energy out of the wind, it creates a wake downstream where the wind speed is reduced. As a result, the power generated by turbine $i$, denoted by $P_i$, depends
not just on its own axial induction factor \( a^i \) but also on those of wind turbines upstream. Consequently, if we denote \( a = (a^1, \ldots, a^n) \), then \( P_i \) is in general a function of the joint axial inductor factor profile \( a \). The wind farm power maximization problem can now be posed as

\[
\max_{a=(a^1, \ldots, a^n)} \frac{1}{n} \sum_{i=1}^{n} P_i(a^1, \ldots, a^n). \tag{3}
\]

We assume the following mechanism of collecting and exchanging information among agents:

1. **Access to only zeroth-order information.** The agents do not have the computational capacity for numerical computation or simulation of \( P_i \) or its derivatives due to the highly complex aerodynamic interactions between turbines \[3\]. On the other hand, each agent \( i \) is able to measure the power \( P_i \) generated by its corresponding turbine via some measurement apparatus at any time.

2. **Localized communication.** The agents are connected by a bidirectional communication network, and each agent can only directly talk to its neighbors.

We refer to \[3\] for more details on the wind farm model and the power maximization problem.

## 3 Algorithm

### 3.1 Preliminaries on Zeroth-Order Gradient Estimators

In order to solve the problem (2) where only zeroth-order function value information can be obtained, we consider the following gradient estimator from zeroth-order optimization \[12\]:

\[
G_f(x; u, z) = \frac{f(x + uz) - f(x - uz)}{2u} z, \tag{4}
\]

where \( u \) is a positive parameter called the **smoothing radius**, and \( z \) is a perturbation direction sampled from an isotropic distribution on \( \mathbb{R}^d \) with finite second moment. \[12\] shows that, if we use the Gaussian distribution \( \mathcal{N}(0, I_d) \) as the distribution for the perturbation direction \( z \), then

\[
\mathbb{E}_{z \sim \mathcal{N}(0, I_d)}[G_f(x; u, z)] = \nabla f^u(x),
\]

where \( f^u = \mathbb{E}_{y \sim \mathcal{N}(0, I_d)}[f(x + uy)] \), and one can also control the differences \(|f^u(x) - f(x)|\) and \( \|\nabla f^u(x) - \nabla f(x)\| \) by controlling \( u \) when \( f \) is Lipschitz continuous and smooth. In other words, \( G_f(x; u, z) \) can serve as a stochastic gradient with a nonzero bias that can be controlled by \( u \). We can then plug this stochastic gradient into the gradient descent method, which leads to a zeroth-order optimization algorithm.

### 3.2 Algorithm Design

Our algorithm will be based on the zeroth-order gradient estimator \[4\] and the stochastic mirror descent algorithm

\[
G(t) = \frac{1}{n} \sum_{j=1}^{n} \hat{f}_j^+(t) - \hat{f}_j^-(t) \frac{z(t)}{2u}, \quad z(t) \sim \mathcal{N}(0, I_d),
\]

\[
x(t + 1) = \arg \min_{x \in X} \left\{ \langle G(t), x - x(t) \rangle + \frac{1}{\eta} \mathcal{Q}_\psi(x|\lambda(t)) \right\}.
\]

Here, \( \hat{f}_j^+(t) := f_j(x(t) \pm uz(t)) + \varepsilon_j^+(t) \) represent the observed local cost values, where \( \varepsilon_j^+(t) \) and \( \varepsilon_j^-(t) \) are the independent additive random noises with variance bounded above by \( \sigma^2 \) (setting \( \sigma^2 = 0 \) reduces to...
Figure 1: Construction of the set $S_i(x^i, u)$.

the noiseless case); $\mathcal{D}_\psi(x|y) := \psi(x) - \psi(y) - \langle \psi(y), x - y \rangle$ is the Bregman divergence associated with the function $\psi$ that is convex and continuously differentiable.

In our multi-agent setting, we let $\psi$ be given by

$$\psi(x_1, \ldots, x_n) = \sum_{i=1}^{n} \psi_i(x_i),$$

and require each $\psi_i$ to be 1-strongly convex. Then since $\mathcal{X} = \prod_i \mathcal{X}_i$, we observe that the mirror descent iteration can be decoupled among agents as follows:

$$x^i(t + 1) = \arg \min_{x^i \in \mathcal{X}_i} \left\{ \langle G^i(t), x^i - x^i(t) \rangle + \frac{1}{\eta} \mathcal{D}_{\psi_i}(x^i|x^i(t)) \right\},$$

where $G^i(t)$ is a zeroth-order estimate of the partial gradient $\nabla^i f(x(t))$ given by

$$G^i(t) = \frac{1}{n} \sum_{j=1}^{n} \frac{\hat{f}_j^+(t) - \hat{f}_j^-(t)}{2u} z^i(t), \quad z^i(t) \sim \mathcal{N}(0, I_{d_i}).$$

We can see that employing $\mathcal{N}(0, I_d)$ as the distribution of the perturbation direction $z$ allows the agents to generate their associated subvectors $z^i$ independently of each other without resorting to coordination strategies. However, we also notice the following two issues when adopting (5) and (6) in our setting:

1. In our setting, the agents can only explore their local cost values within the set $\mathcal{X}$. However, the distribution $\mathcal{N}(0, I_d)$ is supported on the whole space $\mathbb{R}^d$, and consequently $x(t) + uz(t)$ or $x(t) - uz(t)$ may not be in $\mathcal{X}$, the domain of the objective function $f$, unless $\mathcal{X} = \mathbb{R}^d$.

2. The computation of (6) requires agent $i$ to collect the differences of observed function values $f_j^+(t) - f_j^-(t)$ of all agents $j$. While each agent can observe its own local cost, other agents’ local cost information needs to be transmitted by the communication network and will suffer from delays.

We now discuss how to handle these two issues.

3.2.1 Sampling within the Constraint Set

Our idea of dealing with the first issue is to slightly modify the distribution of the perturbation direction $z$ so that i) $x(t) \pm u(z)$ always lies in $\mathcal{X}$, ii) each agent can still generate their associated $z^i$ independently, and iii) the resulting zeroth-order gradient estimator has comparable bias and variance with the original estimator (4).

We introduce the set

$$S_i(x^i, u) := \frac{1}{u} \left( \mathcal{X}_i - x^i \right) \cap \left( -\frac{1}{u} \left( \mathcal{X}_i - x^i \right) \right), \quad x^i \in \text{int} \mathcal{X}_i, u > 0.$$

We can see that employing $\mathcal{N}(0, I_d)$ as the distribution of the perturbation direction $z$ allows the agents to generate their associated subvectors $z^i$ independently of each other without resorting to coordination strategies. However, we also notice the following two issues when adopting (5) and (6) in our setting:

1. In our setting, the agents can only explore their local cost values within the set $\mathcal{X}$. However, the distribution $\mathcal{N}(0, I_d)$ is supported on the whole space $\mathbb{R}^d$, and consequently $x(t) + uz(t)$ or $x(t) - uz(t)$ may not be in $\mathcal{X}$, the domain of the objective function $f$, unless $\mathcal{X} = \mathbb{R}^d$.

2. The computation of (6) requires agent $i$ to collect the differences of observed function values $f_j^+(t) - f_j^-(t)$ of all agents $j$. While each agent can observe its own local cost, other agents’ local cost information needs to be transmitted by the communication network and will suffer from delays.

We now discuss how to handle these two issues.

3.2.1 Sampling within the Constraint Set

Our idea of dealing with the first issue is to slightly modify the distribution of the perturbation direction $z$ so that i) $x(t) \pm u(z)$ always lies in $\mathcal{X}$, ii) each agent can still generate their associated $z^i$ independently, and iii) the resulting zeroth-order gradient estimator has comparable bias and variance with the original estimator (4).

We introduce the set

$$S_i(x^i, u) := \frac{1}{u} \left( \mathcal{X}_i - x^i \right) \cap \left( -\frac{1}{u} \left( \mathcal{X}_i - x^i \right) \right), \quad x^i \in \text{int} \mathcal{X}_i, u > 0.$$
See Figure 1 for an illustrative description. Obviously $\mathcal{S}_i(x^i, u)$ is a closed convex set with a nonempty interior, and satisfies $z^i \in \mathcal{S}_i(x^i, u) \iff -z^i \in \mathcal{S}_i(x^i, u)$. Moreover, $x^i + uz^i \in \mathcal{X}_i$ and $x^i - uz^i \in \mathcal{X}_i$ for any $z \in \mathcal{S}_i(x^i, u)$. Therefore we propose to generate $z^i$ for each agent $i$ by

$$z^i = \mathcal{P}_{\mathcal{S}_i(x^i, u)}[\tilde{z}^i], \quad \tilde{z}^i \sim \mathcal{N}(0, I_d).$$

(7)

The resulting distribution of $z^i$ and $z$ will be denoted by $\mathcal{Z}^i(x^i, u)$ and $\mathcal{Z}(x, u)$ respectively. Note that $\mathcal{Z}(x, u) = \mathcal{N}(0, I_d)$ if $\mathcal{X} = \mathbb{R}^d$.

The modified zeroth-order partial gradient estimator for agent $i$ is then given by

$$G^i(t) = \frac{1}{n} \sum_{j=1}^n \frac{\tilde{f}^+_j(t) - \tilde{f}^-_j(t)}{2u} z^i(t), \quad z^i(t) \sim \mathcal{Z}^i(x^i(t), u).$$

(8)

In order for $G^i(t)$ to have comparable statistics with the original estimator [4], we require $\mathcal{S}_i(x^i(t), u)$ to contain a ball with a sufficiently large radius, so that projection happens rarely. This further leads to the requirement that there should be sufficient distance from $x^i(t)$ to the boundary of $\mathcal{X}_i$. In order for $x^i(t)$ to satisfy this requirement, we modify the mirror descent step as in [11, 34]:

$$x^i(t + 1) = \arg\min_{x \in (1 - \delta)\mathcal{X}_i} \left\{ \langle G^i(t), x - x^i(t) \rangle + \frac{1}{\eta} \mathcal{D}_{\psi_i}(x^i|x^i(t)) \right\},$$

(9)

where $\delta > 0$ is an algorithmic parameter that is to be determined later. In other words, we shrink the feasible set to be $(1 - \delta)\mathcal{X}$, so that a band along the boundary of $\mathcal{X}$ will be available for the sampling of $z(t)$. Indeed, [11, Observation 3.2] shows that, for $\delta \in (0, 1)$ and any $x^i \in (1 - \delta)\mathcal{X}_i$, we have $x^i + \delta \max_{i \in \mathcal{I}} \mathbb{B}_i \subseteq \mathcal{X}_i$ (recall that $\tau$ has been defined in Assumption 1), i.e., the distance from $x^i$ to the boundary of $\mathcal{X}_i$ is at least $\delta \tau$. Moreover, $x^i + \delta \max_{i \in \mathcal{I}} \mathbb{B}_i \subseteq \mathcal{X}_i$ also implies that

$$\frac{\delta \tau}{u} \mathbb{B}_i \subseteq \mathcal{S}_i(x^i, u).$$

Consequently, if let $\frac{\delta \tau}{u}$ to be sufficiently large (say $\geq 3\sqrt{d_i}$), then the set $\mathcal{S}_i(x^i, u)$ will correspondingly contain a sufficiently large ball, meaning that projection happens rarely when we sample $z^i$ by [7].

3.2.2 Collecting Data from Other Agents

In order that each agent can obtain the difference $\tilde{f}^+_i(t) - \tilde{f}^-_i(t)$ of all other agents as soon as possible, we develop a procedure for generating, distributing and utilizing the most up-to-date information among agents via the network. This procedure consists of the following parts:

1. Generating new data: At time step $t$, each agent $i$ generates $z^i(t) \sim \mathcal{Z}^i(x^i(t), u)$, adjusts its actions to be $x^i(t) \pm uz^i(t)$ and observes the corresponding local costs $\tilde{f}^+_i(t) = f_i(x^i(t) \pm uz(t)) + \varepsilon^+_i(t)$. Agent $i$ then computes

$$D^i(t) := \frac{\tilde{f}^+_i(t) - \tilde{f}^-_i(t)}{2u},$$

and also records the time step $\tau^i(t) = t$ at which $D^i(t)$ is computed. This pair of newly-generated data $(D^i(t), \tau^i(t))$ is going to be distributed via the communication network among agents.

2. Distributing and updating other agents’ information: Each agent $i$ maintains a $2 \times n$ array that records the most up-to-date information on the difference quotients of all $f_j$ at each time step $t$:

\[
\begin{array}{|c|c|c|c|}
\hline
\text{difference quotient} & D^1_i(t) & D^2_i(t) & \cdots & D^n_i(t) \\
\text{time instant} & \tau^1_i(t) & \tau^2_i(t) & \cdots & \tau^n_i(t) \\
\hline
\end{array}
\]

(10)
Here the quantity $D_j^i(t)$ records agent $i$’s most up-to-date value of the difference quotient $\frac{\dot{f}_j^+(t) - \dot{f}_j^-(t)}{2u}$, and the quantity $\tau_j^i(t)$ records the time step at which $D_j^i(t)$ was recorded by agent $j$. In other words,

$$D_j^i(t) = D_j^i(\tau_j^i(t)) = \frac{\dot{f}_j^+(\tau_j^i(t)) - \dot{f}_j^-(\tau_j^i(t))}{2u}.$$ 

Note that the entries $D_j^i(t)$ and $\tau_j^i(t)$ in the array $\{10\}$ will be updated by agent $i$ itself following the previous part. In order to update other entries in $\{10\}$ at time $t$, each agent $i$ first collects data that has been sent by its neighbors in the previous time step, to get their versions of the array $\{10\}$. We use $(D_j^{k;i}(t), \tau_j^{k;i}(t))$ to denote the entries of the array on the difference quotient of $f_j$ that agent $i$ has received from its neighbor $k$ at time $t$. In the situation when agent $i$ does not receive the array from agent $k$ at time $t$, we let $(D_j^{k;i}(t), \tau_j^{k;i}(t)) = (D_j^i(t-1), \tau_j^i(t-1))$. Then for each $j \neq i$, agent $i$ compares all collected $\tau_j^{k;i}(t)$ and finds the neighbor $k_j^i(t)$ that has sent the largest $\tau_j^{k;i}(t)$, i.e.,

$$k_j^i(t) = \arg \max_{k: (k,i) \in \mathcal{E}} \tau_j^{k;i}(t).$$

In other words, the difference quotient of $f_j$ sent by the neighbor $k_j^i(t)$ is the most up-to-date among all of agent $i$’s neighbors. We then update $(D_j^i(t), \tau_j^i(t))$ to be equal to the data sent by the neighbor $k_j^i(t)$.

Finally, after agent $i$ finishes updating the array $\{10\}$, it sends this array to all of its neighbors.

3. Constructing partial gradient estimator with delayed information: Each agent $i$ calculates the partial gradient estimator $\{8\}$ but with delayed information. Specifically,

$$G^i(t) = \frac{1}{n} \sum_{j=1}^{n} D_j^i(t) z^i(\tau_j^i(t)), \quad \text{for } i \neq j,$$

where $z^i(t) \sim \mathcal{N}(x^i(t), u)$ for each $t$, and the past perturbation direction $z^i(\tau_j^i(t))$ is used to pair with the delayed information $D_j^i(t)$ for $j \neq i$. The mirror descent step $\{9\}$ is then applied to obtain $x^i(t+1)$.

We further elaborate on this procedure and the communication delays therein: If each round of communication takes just one time step, and no additional delays occur during the communication for all $t$, then agent $i$’s received data $(D_j^{k;i}(t), \tau_j^{k;i}(t))$ will be just $(D_j^i(t-1), \tau_j^i(t-1))$. Consequently $\tau_j^i(t) = t - b_{ij}$ for $t \geq b_{ij}$, as it takes exactly $b_{ij}$ communication rounds to transmit data from agent $j$ to agent $i$ (recall that $b_{ij}$ is the distance between $i$ and $j$ in $\mathcal{G}$). Correspondingly, $D_j^i(t) = D_j^i(t - b_{ij})$. On the other hand, when some additional delay occurs during communication, agent $i$ may not receive new data from some neighbor $k$ at some time step $t$, and in this case $\tau_j^i(t)$ may be smaller than $t - b_{ij}$, indicating additional delays. We shall see in Section 4 that our algorithm works with performance guarantees when the additional delays during communication are bounded.

### 3.3 Our Proposed Algorithm

After we resolve the two issues, we are ready to present our multi-agent Zeroth-order Feedback Optimization (ZFO) algorithm. Our proposed algorithm is presented in Algorithm $\{1\}$. In summary, each iteration of Algorithm $\{1\}$ consists of the following steps:

1. Each agent $i$ generates the associated random perturbation $z^i(t)$ following the distribution $\mathcal{N}(x^i(t), u)$ by $\{7\}$ (Line 3).
Algorithm 1: Zeroth-order Feedback Optimization (ZFO) for cooperative multi-agent systems

Require: step size $\eta > 0$, smoothing radius $u > 0$, number of iterations $T$, initial point $x_0$

1. Initialize: $x(0) \leftarrow x_0, D_j^i(-1) = 0, \tau_j^i(-1) = -1$ for all $i, j = 1, \ldots, n$.

2. for $t = 0, \ldots, T-1$ do

3. Each agent $i$ generates $z^i(t) \sim Z^i(x^i(t), u)$ according to (7).

4. Each agent $i$ takes action $x^i(t) + uz^i(t)$ and observes its local cost $\hat{f}_i^+(t)$.

5. Each agent $i$ takes action $x^i(t) - uz^i(t)$ and observes its local cost $\hat{f}_i^-(t)$.

6. Agent $i$ computes

\[ D_i^j(t) = \frac{\hat{f}_i^+(t) - \hat{f}_i^-(t)}{2u}, \quad \tau_i^j(t) = t. \]

7. Agent $i$ receives $(D_j^{k_i}(t), \tau_j^{k_i}(t))_{j=1}^n$ from each neighbor $k : (k, i) \in E$, and sets

\[ k_i^j(t) = \arg \max_{k : (k, i) \in E} \tau_j^{k_i}(t), \quad \tau_j^i(t) = \tau_j^{k_i(t-i)}, \quad D_j^i(t) = D_j^{k_i(t-i)}. \]

for each $j \neq i$.

8. Agent $i$ sends $(D_j^i(t), \tau_j^i(t))_{j=1}^n$ to its neighbors.

9. Agent $i$ updates

\[ G^i(t) = \frac{1}{n} \sum_{j=1}^n D_j^i(t) z^i(\tau_j^i(t)), \]

\[ x^i(t + 1) = \arg \min_{x^i \in (1-\delta)X_i} \left\{ \langle G^i(t), x^i - x^i(t) \rangle + \frac{1}{\eta} \mathcal{D}_\psi(x^i | x_i(t)) \right\}. \]

10. end

*In the situation where additional delay occurs in transmitting data from agent $k$ to agent $i$, and agent $i$ does not receive new data from agent $k$ at time $t$, we let $(D_j^{k_i}(t), \tau_j^{k_i}(t)) = (D_j^{k_i}(t-1), \tau_j^{k_i}(t-1))$. *

2. Each agent takes the two perturbed actions $x^i(t) \pm uz^i(t)$ successively and observes the corresponding local cost values (Lines 4–5). Note that we require the agents to take each of the two perturbed actions synchronously.

3. Based on the new cost values, each agent $i$ computes the difference quotient $D_i^j(t)$ of its own cost function and records the current time instant $\tau_i^j(t) = t$ (Line 6).

4. Based on the information received from the neighbors, each agent updates other columns of its array (10) by the procedure described in Section 3.2.2 (Line 7).

5. Finally, each agent sends the updated array (10) to its neighbors (Line 8) and performs stochastic mirror descent (Line 9).

4 Complexity Results

In this section, we present our main results on the complexity of Algorithm 1.
First, we make the following assumption on the delays occurred during the optimization procedure:

**Assumption 2.** There exists $\Delta \geq 0$ such that the delays are bounded above as $t - \tau_i^j(t) \leq b_{ij} + \Delta$ for any $t \geq 0$ and $i, j = 1, \ldots, n$.

We define

$$\bar{b} := \left( \frac{\sum_{i,j=1}^{n}(b_{ij} + \Delta)^2}{n^2} \right)^{1/2},$$

$$\bar{b} := \left( \frac{\sum_{i,j=1}^{n}(b_{ij} + \Delta)(d_i + d_j)}{\sum_{i,j=1}^{n}(d_i + d_j)} \right)^{1/2} = \left( \frac{\sum_{i,j=1}^{n}(b_{ij} + \Delta)^2d_i}{nd} \right)^{1/2}.$$

They are (weighted) averages of pairwise distances of nodes plus additional delay bound in the network, and roughly speaking, can be thought of as characterizing the connectivity of the network: smaller $\bar{b}$ or $\bar{b}$ indicates that the nodes are more closely connected and information can be transferred over the network with fewer hops. We also define

$$B := \max_{i,j} b_{ij} + \Delta.$$

We consider two settings for the theoretical analysis:

1. **Convex setting**: Each $\mathcal{X}_i$ is a compact convex set with a nonempty interior in $\mathbb{R}^d$, each $f_i : \mathcal{X}_i \to \mathbb{R}^d$ is $G$-Lipschitz and $L$-smooth, and the global objective $f = \frac{1}{n} \sum_i f_i$ is convex.

   We let $\bar{R}_i > 0$ be such that $\mathcal{X}_i \subseteq \bar{R}_i \mathbb{B}_d$. Consequently we have $\mathcal{X} \subseteq \bar{R} \mathbb{B}_d$ where $\bar{R} = \sqrt{\sum_{i=1}^{n} \bar{R}_i^2}$.

2. **Nonconvex setting**: $\mathcal{X}_i = \mathbb{R}^d$, and each $f_i : \mathbb{R}^d \to \mathbb{R}$ is $G$-Lipschitz and $L$-smooth, but the global objective $f$ may be nonconvex. The functions $\psi_i$ are taken to be $\psi_i = \frac{1}{2} \| x - y \|^2$. In other words, the update $\eqref{eq:1}$ takes the form of an unconstrained stochastic gradient descent iteration.$^1$

   The proofs of the results will be postponed to Section 5.

### 4.1 Complexity Results in the Convex Setting

For the convex setting, we characterize the complexity of the algorithm by the number of iterations $T$ needed to achieve $\mathbb{E}[f(\bar{x}(T))] - f(x^*) \leq \epsilon$ for sufficiently small $\epsilon$, where $x^*$ is a minimizer of $f(x)$ over $x \in \mathcal{X}$, and

$$\bar{x}(T) = \frac{1}{T - B + 1} \sum_{t = B}^{T} x(t).$$

Here we require the total number of iterations $T$ to be greater than or equal to $B$ to ensure that each agent $i$ has updated the entries on agent $j$ in the array $\eqref{eq:10}$ at least once.

The following theorems characterize the complexity results of Algorithm 1 for the convex setting. Recall that $\sigma^2$ is the variance of the additive noise on the agents’ observed local cost values. We also denote $\overline{\mathcal{D}} := \max_{x \in \mathcal{X}} \mathcal{D}_\psi(x^*|x)$.

**Theorem 1** (Convex, noiseless). Suppose $\sigma = 0$. Let $\epsilon \in (0, \max_{x \in \mathcal{X}} f(x) - f(x^*))$ be arbitrary. Then by choosing the parameters of Algorithm 1 to satisfy

$$\delta \leq \frac{\epsilon}{5G\bar{R}}, \quad u \cdot \sqrt{d + \frac{4}{9} \left[ \ln \frac{20G\bar{R}^2\sqrt{n}}{\epsilon \mathcal{D}} \right] + } \leq \frac{\delta + \epsilon}{3},$$

$^1$We have encountered some technical difficulties when investigating the constrained nonconvex setting, and suspects that some more sophisticated methods, such as variance reduction techniques $\cite{35}$, need to be involved in the design and analysis of the algorithm. Details will be left for future work.
we can guarantee that $\mathbb{E}[f(\bar{x}(T))] - f(x^*) \leq \epsilon$. Moreover, if all the conditions on the parameters are satisfied with equality, then $T = \Theta(\bar{b}d/\epsilon^2)$.

**Theorem 2** (Convex, noisy). Suppose $\sigma > 0$, and let $\epsilon > 0$ be sufficiently small.

1. By choosing the parameters of Algorithm 1 to satisfy
   \[
   \delta \leq \frac{\epsilon}{5GR},
   \]
   and
   \[
   \eta \leq \frac{3u^2\epsilon}{8\sigma^2(\bar{b}+1/2)(\sqrt{d}+1)^2}, \quad T-B+1 \geq \left\lceil \frac{15\mathcal{D}}{2\eta\epsilon} \right\rceil,
   \]
   we can guarantee that $\mathbb{E}[f(\bar{x}(T))] - f(x^*) \leq \epsilon$. Moreover, if all the conditions on the parameters are satisfied with equality, then
   \[
   T = \Theta\left(\frac{\bar{b}(d^2 + d\ln(1/\epsilon))}{\epsilon^4}\right).
   \]

2. Suppose it is known that $x^* \in \text{int} \mathcal{X}$. By choosing the parameters of Algorithm 1 to satisfy
   \[
   \delta \leq \frac{\sqrt{\epsilon}}{R\sqrt{2L}}
   \]
   and (15), we can guarantee that $\mathbb{E}[f(\bar{x}(T))] - f(x^*) \leq \epsilon$. Moreover, if all the conditions on the parameters are satisfied with equality, then
   \[
   T = \Theta\left(\frac{\bar{b}(d^2 + d\ln(1/\epsilon))}{\epsilon^3}\right).
   \]

We now provide some discussion on the two theorems:

1. **Existence of $u$.** Observe that the map
   \[
   u \mapsto u \cdot \sqrt{d + \frac{4}{9} \left[ \ln \frac{20GR^2\sqrt{\pi}}{ue} \right]} + \frac{\delta r}{3},
   \]
   is continuous over $u \in (0, +\infty)$, goes to 0 as $u \to 0^+$ and diverges to $+\infty$ as $u \to +\infty$. Therefore given $\epsilon > 0$ and $\delta > 0$, there always exists some $u \in (0, +\infty)$ that satisfies the conditions in Theorems 1 and 2 and the condition can be achieved with equality.

2. **Complexity bound for the convex noiseless case.** It can be seen that in the convex noiseless case, the number of iterations needed for Algorithm 1 to achieve $\mathbb{E}[f(\bar{x}(T))] - f(x^*)$ is on the order of $O(\bar{b}d/\epsilon^2)$. The $d/\epsilon^2$ part is in accordance with the centralized zeroth-order method [12].

   Equivalently, the convergence rate of Algorithm 1 can be represented as
   \[
   \mathbb{E}[f(\bar{x}(T))] - f(x^*) \leq O\left(\frac{\sqrt{\bar{b}d}}{T}\right).
   \]
3. **Complexity bound for the convex noisy case.** For the convex noisy case, depending on whether or not we know an optimizer $x^*$ lies in the interior of the feasible set $X$, the complexity bound of Algorithm 1 can be different. Specifically, if we know $x^* \in \text{int} X$, then the complexity has $O(\epsilon^{-3}\ln(1/\epsilon))$ dependence on $\epsilon$ and $O(d^2)$ dependence on the problem dimension $d$; they are in accordance with the centralized case in [36] except for a logarithmic dependence on $1/\epsilon$. On the other hand, if we don’t know $x^* \in \text{int} X$, the complexity bound becomes worse in terms of the dependence on $\epsilon$. Here we provide a qualitative explanation of this difference: If one knows $x^* \in \text{int} X$, then $\nabla f(x^*) = 0$, and by the smoothness of the objective function, we have $f(x) - f(x^*) \sim O(\|x - x^*\|^2)$, implying that the suboptimality caused by shrinking into a smaller set $(1 - \delta)X$ is on the order of $O((1 - \delta)^2)$. Therefore, one can shrink the feasible set more aggressively, allowing a larger smoothing radius $u$ that does not amplify the noise much, and consequently the number of iterations can be reduced. On the other hand, if we don’t have $\nabla f(x^*) = 0$, then only $f(x) - f(x^*) \sim O(\|x - x^*\|)$ can be guaranteed by the Lipschitz continuity of the objective function, and the suboptimality caused by shrinkage is on the order of $O(1 - \delta)$. Therefore the set $(1 - \delta)X$ needs to be sufficiently large to make sure that the suboptimality caused by shrinkage is small, resulting in more restricted size of the smoothing radius. Consequently, the additive noise in the gradient estimator can be more severely amplified, and one needs more iterations to average out the noise.

4. **Dependence on the network connectivity.** We can see that the complexity bounds of both the noiseless and noisy cases has an addition factor $B$. This term reflects the influence of the connectivity of the communication network, and suggests that Algorithm 1 is able to scale reasonably with the size of the network.

### 4.2 Complexity Results in the Nonconvex Setting

When working in the nonconvex setting, the commonly used metrics of optimal gaps in convex optimization (e.g., $f(x(T)) - f^*$ or $\|x(T) - x^*\|$) are not eligible for complexity analysis unless further assumptions on the problem are imposed. Instead, we consider bounding the number of iterations $T$ needed to achieve

$$\mathbb{E}\left[\frac{1}{T-B+1}\sum_{t=B}^{T} \|\nabla f(x(t))\|^2\right] \leq \epsilon$$

for sufficiently small $\epsilon > 0$, i.e., we consider ergodic convergence that averages the (expected) squared norms of the gradients. The averaged squared norm of the gradient has been commonly adopted in the complexity or convergence analysis of gradient-descent-based algorithms for smooth nonconvex optimization [37, 38]. Again, we require $T \geq B$ to ensure that each agent $i$ has updated the entries on every agent $j$ in the array [10] at least once.

The following theorems summarize the complexity results of Algorithm 1 in the nonconvex setting. We denote $f^* = \inf_{x \in \mathcal{B}} f(x)$ and assume $f^* > -\infty$.

**Theorem 3** (Noiseless, nonconvex). Suppose $\sigma = 0$, and let $\epsilon > 0$ be sufficiently small. By choosing the parameters of Algorithm 1 to satisfy

$$\eta \leq \frac{\epsilon}{48Lb\sqrt{nd}}, \quad u \leq \frac{\sqrt{\epsilon}}{4L\sqrt{d}}, \quad T-B+1 \geq \left[\frac{6}{\eta \epsilon} \max \{f(x(0)) - f^*, 1\}\right],$$

we can guarantee that $\frac{1}{T-B+1}\sum_{t=B}^{T} \mathbb{E}[\|\nabla f(x(t))\|^2] \leq \epsilon$. Moreover, if all the conditions on the parameters are satisfied with equality, then $T = \Theta\left(\frac{b\sqrt{nd}}{\epsilon^2}\right)$. 
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Theorem 4 (Noisy, nonconvex). Suppose \( \sigma > 0 \), and let \( \epsilon > 0 \) be sufficiently small. By choosing the parameters of Algorithm 1 to satisfy

\[
\begin{align*}
    u & \leq \frac{\sqrt{\epsilon}}{4L\sqrt{d}}, \\
    \eta & \leq \frac{\epsilon u^2/\sigma^2}{2L b \sqrt{nd}}, \\
    T - B + 1 & \geq \left[ \frac{6}{\eta \epsilon} \max \{ f(x(0)) - f^*, 1 \} \right],
\end{align*}
\]

we can guarantee that

\[
\frac{1}{T - B + 1} \sum_{t = B}^{T} \mathbb{E}[\|\nabla f(x(t))\|^2] \leq \epsilon. 
\]

Moreover, if all the conditions on the parameters are satisfied with equality, then

\[
T = \Theta \left( \frac{b \sqrt{nd}^2}{\epsilon^3} \right).
\]

The following are some discussions regarding the complexity results for the nonconvex setting:

1. **Convergence rates.** The complexity bound results can be equivalently represented as convergence rate results:

   \[
   \begin{align*}
   \text{noiseless:} & & \frac{1}{T - B + 1} \sum_{t = B}^{T} \mathbb{E}[\|\nabla f(x(t))\|^2] & \leq O \left( \frac{\sqrt{nd}}{T} \right), \\
   \text{noisy:} & & \frac{1}{T - B + 1} \sum_{t = B}^{T} \mathbb{E}[\|\nabla f(x(t))\|^2] & \leq O \left( \left( \frac{1}{T} \right)^{\frac{3}{4}} \right).
   \end{align*}
   \]

   In terms of the dependence on the number of iterations \( T \) and the problem dimension \( d \), the result for the noiseless is consistent with its centralized zeroth-order counterparts \([12]\). The authors are not yet aware of convergence rate or complexity bound results for the centralized counterpart of Algorithm 1 in the nonconvex noisy setting.

2. **Dependence on network connectivity and size.** The complexity bounds for both the noiseless and noisy cases have an additional factor \( \frac{1}{\sqrt{n}} \) compared to the centralized case, representing the impacts of the number of agents and the network connectivity. Different from the convex setting, there is an explicit dependence on the number of agents \( n \). Whether this dependence is a property of the algorithm or a proof artifact is still under investigation.

5 **Proofs of Complexity Results**

Note that the iterations of Algorithm 1 can be written as

\[
x(t + 1) = \arg \min_{x \in (1-\delta)\mathcal{X}} \left\{ \langle G(t), x - x(t) \rangle + \frac{1}{\eta} \mathcal{R}_{\psi}(x|x(t)) \right\}, 
\]

where \( G(t) \) is the \( d \)-dimensional vector that concatenates \( G^1(t), \ldots, G^n(t), \) and \( \psi(x) = \sum_{i=1}^{n} \psi_i(x_i) \). Recall that each \( \psi_i(x) \) is \( 1 \)-strongly convex, so that \( \mathcal{R}_{\psi_i}(x|y) \geq \frac{1}{2} \|x - y\|^2 \) for all \( x, y \in \mathcal{X}_i \). In the nonconvex setting considered in this paper, we simply have \( x(t + 1) = x(t) - \eta G(t) \). For notational simplicity, we let \( D_j(t) \) denote \( D_j^t(t) \) for \( t \geq 0 \), and let each \( D_j(t) = 0 \) and \( z(t) = 0 \) for \( t < 0 \). We let \( \mathcal{F}_t \) denote the \( \sigma \)-algebra generated by \( x(\tau) \) for \( \tau \leq t \) and all \( \tau_j^s(s) \) for \( 1 \leq i, j \leq n \) and \( 0 \leq s \leq T \).

5.1 **Auxiliary Results on the Gradient Estimator and the Mirror Descent**

In this section, we provide preliminary results on the statistics of the zeroth-order gradient estimator \([11]\) and on the mirror descent iterations \([9]\).

First of all, we present the following lemma from existing works on zeroth-order gradient estimators; see \([12]\) and \([39]\) Lemma 6(b)]:
Lemma 1. Let \( h : \mathbb{R}^d \to \mathbb{R} \) be an \( L \)-smooth function. Then
\[
E_{z \sim \mathcal{N}(0,I_d)}[G_h(x;u,z)] = \nabla h^u(x), \quad \forall x \in \mathbb{R}^d,
\]
where \( h^u : \mathbb{R}^d \to \mathbb{R} \) is an \( L \)-smooth function that satisfies
\[
\|\nabla h(x) - \nabla h^u(x)\| \leq uL \sqrt{d}, \quad \forall x \in \mathbb{R}^d.
\]

Lemma 1 will be used in the analysis of the nonconvex setting, but does not suffice for the analysis of the convex setting where \( \mathcal{X} \) is compact and \( z \) is sampled from \( \mathcal{Z}(x,u) \) rather than \( \mathcal{N}(0,I_d) \). The following lemma is derived for handling the convex setting, whose proof is postponed to Appendix A.

Lemma 2. Suppose \( \mathcal{X} \) is compact and \( u \mathbb{B}_d \subseteq \mathcal{X} \subseteq u \mathbb{B}_d \). Let \( h : \mathcal{X} \to \mathbb{R} \) be a \( G \)-Lipschitz continuous and \( L \)-smooth function. Let \( \delta \in (0,1) \) and suppose \( 0 < u \leq \frac{6G}{3u^2} \). Then there exists some \( \kappa(u) \in [199/200,1] \) such that
\[
\left\| E_{z \sim \mathcal{Z}(x,u)}[G_h(x;u,z)] - \kappa(u) \nabla h^u(x) \right\| \leq \frac{2G R}{u} \exp \left( \frac{d}{2} - \frac{\delta^2 + 1}{4u^2} \right), \quad \forall x \in (1-\delta)\mathcal{X},
\]
where \( h^u : (1-\delta)\mathcal{X} \to \mathbb{R} \) is given by
\[
h^u(x) = E_{y \sim \mathcal{Y}(u)}[h(x + uy)]
\] (18)
for some compactly supported and isotropic distribution \( \mathcal{Y}(u) \) that does not depend on the function \( h \). Moreover, \( h^u \) is a \( G \)-Lipschitz continuous and \( L \)-smooth function that satisfies
\[
|h^u(x) - h(x)| \leq \min \left\{ uG \sqrt{d}, \frac{1}{2} u^2 L d \right\}, \quad \forall x \in (1-\delta)\mathcal{X}.
\]

The following lemma deals with the second moment of the (delayed) gradient estimation (11), whose proof is given in Appendix B.

Lemma 3. For any \( t \geq 0 \), we have
\[
E \left[ \|D_j(t) z^j(t)\|^2 \mid \mathcal{F}_t \right] \leq \left( 12G^2 + \frac{\sigma^2}{2u^2} \right) d_i,
\]
\[
E[\|G(t)\|^2] \leq \left( 12G^2 + \frac{\sigma^2}{2u^2} \right) d, \quad E[\|G(t)\|^2] \leq \left( 12G^2 + \frac{\sigma^2}{2u^2} \right) d.
\]

The following lemma will be used for bounding the error in the gradient estimation (11) caused by communication delays.

Lemma 4. For any \( t \geq 0 \), we have
\[
E[\|x^i(t) - x^i(t_j^i(t))\|^2] \leq \eta^2 (b_{ij} + \Delta)^2 \left( 12G^2 + \frac{\sigma^2}{2u^2} \right) d_i,
\]
\[
E[\|x(t) - x(t_j^i(t))\|^2] \leq \eta^2 (b_{ij} + \Delta)^2 \left( 12G^2 + \frac{\sigma^2}{2u^2} \right) d
\]

Proof. Since \( \psi_i \) is 1-strongly convex, we have
\[
\|x^i(t+1) - x^i(t)\|^2 \leq \mathcal{R}_{\psi_i}(x^i(t)\|x^i(t+1)) + \mathcal{R}_{\psi_i}(x^i(t+1)\|x^i(t)).
\]
The first-order optimality condition of (17) can be written as
\[ \langle -\eta G^i(t) - (\nabla \psi_i(x^i(t+1)) - \nabla \psi_i(x^i(t))) , \tilde{x}^i - x^i(t+1) \rangle \leq 0, \quad \forall \tilde{x}^i \in (1-\delta)\mathcal{X}^i, \]
and together with the identity \( \langle \nabla \psi_i(x) - \nabla \psi_i(y), x - y \rangle = \mathcal{D}_\psi(y|x) + \mathcal{D}_\psi(x|y) \), we see that
\[ \|x^i(t+1) - x^i(t)\|^2 \leq \langle \nabla \psi_i(x^i(t+1)) - \nabla \psi_i(x^i(t)), x^i(t+1) - x^i(t) \rangle \]
\[ \leq -\eta \|G^i(t), x^i(t+1) - x^i(t)\| \leq \eta \|G^i(t)\| \|x^i(t+1) - x^i(t)\|, \]
which implies \( \|x^i(t+1) - x^i(t)\| \leq \eta \|G^i(t)\| \). We then have
\[ \mathbb{E}[\|x^i(t) - x^i(\tau^j_i(t))\|^2] \leq \mathbb{E}\left[ \sum_{\tau=-b_i+\Delta}^{1} \|\eta G^i(\tau)\|^2 \right] \leq \eta^2(b_i + \Delta)^2 \left( 12G^2 + \frac{\sigma^2}{2\eta^2} \right) d_i, \]
where we used the assumption \( t - \tau^j_i(t) \leq b_i + \Delta \). Finally,
\[ \mathbb{E}[\|x(t) - x(\tau^j_i(t))\|^2] \leq \mathbb{E}\left[ \sum_{\tau=-b_i+\Delta}^{1} \|G(\tau)\|^2 \right] \leq \eta^2(b_i + \Delta)^2 \left( 12G^2 + \frac{\sigma^2}{2\eta^2} \right) d, \]
which completes the proof. \( \square \)

Remark 1. Lemmas 3 and 4 do not assume the convexity of the objective functions nor addition conditions on the set \( \mathcal{X} \). They will be used in the analysis for both the convex and the nonconvex settings.

### 5.2 Analysis of the Convex Setting

In this subsection, we analyze the complexity of Algorithm 1 for the convex setting.

First, the following is a standard result for mirror descent (see [33, Eq. (4.21)])

\begin{align}
\frac{1}{\eta} \langle \mathcal{D}_\psi(\bar{x}|x(t+1)) - \mathcal{D}_\psi(\bar{x}|x(t)) \rangle &\leq \langle G(t), \bar{x} - x(t) \rangle + \frac{\eta}{2} \|G(t)\|^2. \tag{19}
\end{align}

A standard routine in analysing the complexity of mirror-descent-type algorithms is to 1) bound the expectation of each term on the right-hand side of (19), and 2) take the telescoping sum to cancel the terms from the left-hand side of (19).

**Step 1: Bounding the expectation of the right-hand side of (19)**. It can be seen that the expectation of \( \eta \|G(t)\|^2/2 \) can be bounded via Lemma 3. In order to bound the expectation of \( \langle G(t), \bar{x} - x(t) \rangle \), we note that
\begin{align}
\mathbb{E}[\langle G(t), \bar{x} - x(t) \rangle] &= \mathbb{E}\left[ \frac{1}{n} \sum_{i,j=1}^{n} \langle D_j(\tau^j_i(t))z^i(\tau^j_i(t)), \bar{x}^i - x^i(\tau^j_i(t)) \rangle \right] \\
&+ \mathbb{E}\left[ \frac{1}{n} \sum_{i,j=1}^{n} \langle D_j(\tau^j_i(t))z^i(\tau^j_i(t)), x^i(\tau^j_i(t)) - x^i(t) \rangle \right]. \tag{20}
\end{align}

The following two lemmas bound the two terms on the right-hand side of (20) respectively.
Lemma 6. Let $\bar{x} = (\bar{x}^1, \ldots, \bar{x}^n) \in \mathcal{X}$ be arbitrary. Suppose $0 < u \leq \frac{\delta_r}{3\sqrt{d}}$. Then for $t \geq B$, we have

$$\frac{1}{\kappa(u)} E \left[ \frac{1}{n} \sum_{i,j=1}^n \langle D_j(\tau^j(t))z^i(\tau^j(t)), \bar{x}^i - x^i(\tau^j(t)) \rangle \right]$$

$$\leq E[f(\bar{x}) - f(x(t))] + \min \left\{ uG\sqrt{d}, \frac{u^2Ld}{2} \right\} + 2\sqrt{3}\eta b \left( G^2 + \frac{\sigma^2}{24u^2} \right) \sqrt{d}$$

$$+ \eta L \bar{b} \sqrt{n} d \sqrt{12G^2 + \frac{\sigma^2}{2u^2}} \cdot \mathcal{R} + \frac{2G\mathcal{R}}{\kappa(u)u} \exp \left( \frac{d}{2} - \frac{\delta^2\tau^2}{4u^2} \right),$$

where $\kappa(u) \in [199/200, 1]$.

Proof Sketch of Lemmas 6. We only provide proof sketches here; the whole proof can be found in Appendix C. The first step is to apply Lemma 2 to obtain

$$E \left[ \frac{1}{n} \sum_{i,j=1}^n \langle D_j(\tau^j(t))z^i(\tau^j(t)), \bar{x}^i - x^i(\tau^j(t)) \rangle \right]$$

$$\leq \frac{\kappa(u)}{n} E \left[ \sum_{i,j=1}^n \langle \nabla_i f^u_j(x(\tau^j(t))), \bar{x}^i - x^i(\tau^j(t)) \rangle \right] + \frac{2G\mathcal{R}}{u} \exp \left( \frac{d}{2} - \frac{\delta^2\tau^2}{4u^2} \right) \sqrt{n} \cdot \mathcal{R}.$$ 

We then notice that

$$\frac{1}{n} \sum_{i,j=1}^n \langle \nabla_i f^u_j(x(\tau^j(t))), \bar{x}^i - x^i(\tau^j(t)) \rangle$$

$$= \langle \nabla f^u(x(t)), \bar{x} - x(t) \rangle + \frac{1}{n} \sum_{i,j=1}^n \langle \nabla_i f^u_j(x(t)), x^i(t) - x^i(\tau^j(t)) \rangle$$

$$+ \frac{1}{n} \sum_{i,j=1}^n \langle \nabla_i f^u_j(x(\tau^j(t))) - \nabla_i f^u_j(x(t)), \bar{x}^i - x^i(\tau^j(t)) \rangle,$$

where $f^u(x) := \frac{1}{n} \sum_j f^u_j(x)$, and it can be shown that $f^u$ is convex and satisfies $f^u(x) \geq f(x)$. By Lemma 2 Lemma 3, we can bound the expectation of each term by

$$E[\langle \nabla f^u(x(t)), \bar{x} - x(t) \rangle] \leq E[f(\bar{x}) - f(x(t))] + \min \left\{ uG\sqrt{d}, \frac{1}{2} u^2 Ld \right\},$$

$$E \left[ \frac{1}{n} \sum_{i,j=1}^n \langle \nabla_i f^u_j(x(t)), x^i(t) - x^i(\tau^j(t)) \rangle \right] \leq 2\sqrt{3} \cdot \eta b \left( G^2 + \frac{\sigma^2}{24u^2} \right) \sqrt{d},$$

and

$$E \left[ \frac{1}{n} \sum_{i,j=1}^n \langle \nabla_i f^u_j(x(\tau^j(t))) - \nabla_i f^u_j(x(t)), \bar{x}^i - x^i(\tau^j(t)) \rangle \right] \leq \eta L \bar{b} \sqrt{n} d \sqrt{12G^2 + \frac{\sigma^2}{2u^2}} \mathcal{R}.$$ 

We extensively used the Peter–Paul inequality in deriving these bounds. Summarizing these results gives Lemma 6.

Lemma 7. For any $t \geq 0$,

$$E \left[ \frac{1}{n} \sum_{i,j=1}^n \langle D_j(\tau^j(t))z^i(\tau^j(t)), x^i(\tau^j(t)) - x^i(t) \rangle \right] \leq \eta \left( 12G^2 + \frac{\sigma^2}{2u^2} \right) \bar{d}.$$ 

Proof. We have

$$E \left[ \frac{1}{n} \sum_{i,j=1}^n \langle D_j(\tau^j(t))z^i(\tau^j(t)), x^i(\tau^j(t)) - x^i(t) \rangle \right]$$

$$\leq \frac{1}{2n} \sum_{i,j=1}^n E \left[ \eta \bar{b} \left( D_j(\tau^j(t))z^i(\tau^j(t)) \right) \right]^2 + \eta^{-1} \bar{b}^{-1} \| x^i(\tau^j(t)) - x^i(t) \|^2$$

$$\leq \frac{1}{2n} \left( 12G^2 + \frac{\sigma^2}{2u^2} \right) \sum_{i,j=1}^n [\eta \bar{d}_i + \eta \bar{b}^{-1}(b_{ij} + \Delta)^2 d_i] = \eta \left( 12G^2 + \frac{\sigma^2}{2u^2} \right) \bar{d},$$
where we used Lemmas 3 and 4 in the second step.

\[ \text{Step 2: Taking the telescoping sum.} \] By taking the telescoping sum of (19) and summarizing the previous results, we get the following theorem.

**Theorem 5.** Let \( x^* \) be a minimizer of \( f(x) \) over \( x \in \mathcal{X} \). Let \( T \geq B \), and let \( \bar{\tau}(T) = \frac{1}{T-B+1} \sum_{t=B}^{T} x(t) \). Denote \( \bar{D} := \max_{x \in \mathcal{X}} D(x^*|x) \). Suppose \( 0 < u \leq \frac{\delta_r}{3\sqrt{d}} \). Then

\[
\mathbb{E}[f(\bar{\tau}(T))] - f(x^*) \leq \frac{5\bar{D}}{4\eta(T-B+1)} + uG\sqrt{d} + 16\eta \left[ G^2 + \left( \frac{LR}{4} \right)^2 \right] \left( b + \frac{1}{2} \right) \left( \sqrt{d} + \frac{1}{6} \right) + \frac{2\eta \sigma^2}{3u^2} \left( b + \frac{1}{2} \right) \left( \sqrt{d} + \frac{1}{6} \right)^2 + \frac{5GR^2 \sqrt{n}}{2u} \exp \left( \frac{d - \delta^2 x^2}{4u^2} \right) + GR\delta.
\]

If it is known that \( x^* \in \text{int} \mathcal{X} \), then

\[
\mathbb{E}[f(\bar{\tau}(T))] - f(x^*) \leq \frac{5\bar{D}}{4\eta(T-B+1)} + \frac{u^2 LD}{2} + 16\eta \left[ G^2 + \left( \frac{LR}{4} \right)^2 \right] \left( b + \frac{1}{2} \right) \left( \sqrt{d} + \frac{1}{6} \right) + \frac{2\eta \sigma^2}{3u^2} \left( b + \frac{1}{2} \right) \left( \sqrt{d} + \frac{1}{6} \right)^2 + \frac{5GR^2 \sqrt{n}}{2u} \exp \left( \frac{d - \delta^2 x^2}{4u^2} \right) + LR^2 \frac{\delta^2}{2}.
\]

**Proof.** By the previous lemmas, we see that for \( t \geq B \),

\[
\frac{1}{\kappa(u)} \mathbb{E}[D(x(t+1)|x(t))] - D(x(t)|x(t)) \leq \frac{\mathbb{E}[D(x(t), \bar{\tau} - x(t))]}{\kappa(u)} + \frac{\eta \mathbb{E}[||G(t)||^2]}{\kappa(u)}
\]

\[
\leq \mathbb{E}[f(\bar{x}) - f(x(t))] + \min \left\{ uG\sqrt{d}, \frac{u^2 LD}{2} \right\} + 2\sqrt{3}\eta \bar{b} \left( G^2 + \frac{\sigma^2}{2u^2} \right) \sqrt{d} + \eta L b \sqrt{d} + \frac{2GR^2 \sqrt{n}}{\kappa(u)} \exp \left( \frac{d}{2} - \frac{\delta^2 x^2}{4u^2} \right) + \frac{\eta}{\kappa(u)} \left( 12G^2 + \frac{\sigma^2}{2u^2} \right) \bar{b} d + \frac{\eta}{2\kappa(u)} \left( 12G^2 + \frac{\sigma^2}{2u^2} \right) d.
\]

By taking the telescoping sum and noting that \( \kappa(u) \in [199/200, 1] \), we get

\[
\mathbb{E} \left[ \frac{1}{T-B+1} \sum_{t=B}^{T} f(x(t)) \right] - f(\bar{x}) \leq \mathbb{E}[D(x|B))] + \min \left\{ uG\sqrt{d}, \frac{u^2 LD}{2} \right\} + 16\eta \left[ G^2 + \left( \frac{LR}{4} \right)^2 \right] \left( b + \frac{1}{2} \right) \left( \sqrt{d} + \frac{1}{6} \right) + \frac{2\eta \sigma^2}{3u^2} \left( b + \frac{1}{2} \right) \left( \sqrt{d} + \frac{1}{6} \right)^2 + \frac{5GR^2 \sqrt{n}}{2u} \exp \left( \frac{d}{2} - \frac{\delta^2 x^2}{4u^2} \right),
\]

where we plugged in the following bounds derived by noting \( \kappa(u) \in [199/200, 1] \) and some inequality manipulation:

\[
2\sqrt{3}\eta \bar{b} \left( G^2 + \frac{\sigma^2}{2u^2} \right) \sqrt{d} + \frac{\eta}{\kappa(u)} \left( 12G^2 + \frac{\sigma^2}{2u^2} \right) \bar{b} d + \frac{\eta}{2\kappa(u)} \left( 12G^2 + \frac{\sigma^2}{2u^2} \right) d \leq 13\eta \left( b + \frac{1}{2} \right) \left( \sqrt{d} + \frac{1}{6} \right)^2 \left( G^2 + \frac{\sigma^2}{2u^2} \right)
\]

18
and

$$\eta L\delta \sqrt{n} \sqrt{12G^2 + \frac{\sigma^2}{2u^2}} \cdot R \leq \eta Ld \sqrt{\frac{\sum_{i,j} (b_{ij} + \Delta)^2}{nd}} \cdot \frac{1}{2L} \left[ \frac{1}{2L} \left( 12G^2 + \frac{\sigma^2}{2u^2} \right) + 2L R^2 \right]$$

$$\leq \eta \left( \frac{\sqrt{d} + 1}{d + 6} \right)^2 \left( 3G^2 + \frac{\sigma^2}{8u^2} + L^2 R^2 \right).$$

Now let $$\bar{x} = P_{(1-\delta)X}[x^*]$$. We can see that $$\|\bar{x} - x^*\| \leq \|(1-\delta)x^* - x^*\| \leq \delta R$$, and consequently $$f(\bar{x}) - f(x^*) \leq G\|\bar{x} - x^*\| \leq G\delta R$$, if we further know that $$x^* \in \text{int} X$$, then $$\nabla f(x^*) = 0$$, and consequently $$f(\bar{x}) - f(x^*) = L\|\bar{x} - x^*\|^2/2 \leq L\delta^2 R^2/2$$. Summarizing the above results and plugging in lower bounds of $$\kappa(u)$$, we can then get the desired results by further using $$E[\mathcal{D}_\psi(\bar{x}|x(B))] \leq \mathcal{F}$$ and noting that

$$E\left[ \frac{1}{2T} \sum_{t=0}^{T} f(x(t)) \right] \geq E[f(\bar{x}(T))] \text{ by the convexity of } f.$$

Now Theorems 1 and 2 can be derived as corollaries of Theorem 5.

**Proof of Theorem 7** The condition on $$u$$ implies

$$u \leq \frac{u}{\sqrt{d}} \sqrt{\frac{d}{2} + \frac{4}{9} \left[ \ln \frac{20G^2 \sqrt{n}}{u\epsilon} \right] + \frac{d}{3\sqrt{d}},}$$

meaning that the condition of Theorem 5 is satisfied. The condition on $$u$$ and the assumption that $$d \geq 2$$ also implies

$$\frac{5G^2 \sqrt{n}}{2u} \exp \left( \frac{d}{2} - \frac{d^2}{4u^2} \right) = e^{-7d/4\epsilon} \exp \left[ \frac{9}{4} \left( \frac{1}{2} + \frac{d}{3\sqrt{d}} \right)^2 - \left( \frac{d}{3u} \right)^2 \right] \leq \frac{e^{-7/2\epsilon}}{8}.$$

Then we note that the conditions on $$\delta$$, $$\eta$$ and $$T$$ further guarantee

$$\frac{5\mathcal{F}}{4\eta(T-B+1)} + uG\sqrt{d} + 16\eta \left[ G^2 + \left( \frac{LR}{4} \right)^2 \right] \left( \frac{1}{6} + \frac{1}{2} \right) \left( \sqrt{d} + \frac{1}{6} \right)^2 + GR\delta$$

$$\leq \frac{\epsilon}{6} + \frac{\epsilon}{15R} + \frac{\epsilon}{2} + \frac{\epsilon}{5} \leq \frac{13}{15} \epsilon.$$

Summarizing all these bounds and using Theorem 3 with $$\sigma = 0$$ shows that $$E[f(\bar{x}(t))] - f(x^*) \leq \epsilon.$$  \(\square\)

**Proof of Theorem 3** Just as in the proof of Theorem 1. We can similarly show that $$u \leq \delta R/(3\sqrt{d})$$ and that $$\frac{5G^2 \sqrt{n}}{2u} \exp \left( \frac{d}{2} - \frac{d^2}{4u^2} \right) \leq e^{-7/2\epsilon} \frac{\delta R}{8\epsilon}$$. Moreover, the condition on $$u$$ implies that, for sufficiently small $$\epsilon > 0,$$

$$u \leq \Theta \left( \frac{\delta}{\sqrt{d} + \ln(1/\epsilon)} \right),$$

in which equality can be achieved if the condition on $$u$$ is satisfied with equality. By plugging in the conditions on the parameters, it can be established that

$$\frac{5\mathcal{F}}{4(\eta(T-B+1))} + 16\eta \left[ G^2 + \left( \frac{LR}{4} \right)^2 \right] \left( \frac{1}{6} + \frac{1}{2} \right) \left( \sqrt{d} + \frac{1}{6} \right)^2 + 2\eta\sigma^2 \left( \frac{1}{3u^2} \right) \left( \frac{1}{6} + \frac{1}{2} \right) \left( \sqrt{d} + \frac{1}{6} \right)^2$$

$$\leq \frac{\epsilon}{6} + \frac{12\epsilon^2}{\sigma^2} \left[ G^2 + \left( \frac{LR}{4} \right)^2 \right] + \frac{\epsilon}{4} \leq \frac{\epsilon}{2},$$

for sufficiently small $$\epsilon > 0.$$
If \( x^* \in \text{int} \mathcal{X} \) and \( \delta \) satisfies (14), then \( \frac{\eta^2 Ld}{2} + \frac{LR^2}{2} \delta^2 \leq \frac{\eta^2}{36R^2} + \frac{\epsilon}{4} \leq \frac{5e}{18} \), and since \( e^{-7d/4}/8 \leq 1/18 \), by summarizing the above results and using Theorem 5, we get \( \mathbb{E}[f(\bar{x}(T))] - f(x^*) \leq \epsilon \).

The asymptotic behavior of \( T \) can be derived from (21) and the conditions on the parameters. \( \square \)

5.3 Analysis of the Nonconvex Setting

Recall that the iterations of Algorithm 1 in the nonconvex setting can be written as

\[ x(t + 1) = x(t) - \eta G(t), \tag{22} \]

where \( G(t) \) is the \( d \)-dimensional vector that concatenates \( G^1(t), \ldots, G^n(t) \). Since \( f \) is \( L \)-smooth, we have

\[ f(x(t+1) - f(x(t)) \leq -\eta \langle \nabla f(x(t)), G(t) \rangle + \frac{n^2 L}{2} \|G(t)\|^2. \tag{23} \]

The analysis of the nonconvex case follows a similar outline: 1) bounding the expectation of the right-hand side of (23), and then 2) taking the telescoping sum to cancel the terms from the left-hand side of (23).

**Step 1: Bounding the expectation of the right-hand side of (23).** The expectation of \( \eta^2 L\|G(t)\|^2/2 \) can be bounded by Lemma 3. In order to bound the expectation of \( -\eta \langle \nabla f(x(t)), G(t) \rangle \), we notice that

\[
- \langle \nabla f(x(t)), G(t) \rangle \\
= - \frac{1}{n} \sum_{i,j=1}^n \langle \nabla^i f(x(\tau^i_j(t))), D_j(\tau^i_j(t))z^i(\tau^i_j(t)) \rangle, \\
- \frac{1}{n} \sum_{i,j=1}^n \langle \nabla^i f(x(t)) - \nabla^i f(x(\tau^i_j(t))), \nabla^i f^u_j(x(\tau^i_j(t))) \rangle \\
- \frac{1}{n} \sum_{i,j=1}^n \langle \nabla^i f(x(t)) - \nabla^i f(x(\tau^i_j(t))), D_j(\tau^i_j(t))z^i(\tau^i_j(t)) - \nabla^i f^u_j(x(\tau^i_j(t))) \rangle.
\]

The expectation of the right-hand side of the above equation can be bounded by the following lemmas, whose proofs are given in Appendices D and E.

**Lemma 8.** For any \( t \geq B \), we have

\[
\mathbb{E} \left[ - \frac{1}{n} \sum_{i,j=1}^n \langle \nabla^i f(x(t)) - \nabla^i f(x(\tau^i_j(t))), D_j(\tau^i_j(t))z^i(\tau^i_j(t)) - \nabla^i f^u_j(x(\tau^i_j(t))) \rangle \right] \\
\leq \eta L\tilde{b}\sqrt{n}d \left( 12G^2 + \frac{n^2}{2u^2} \right).
\]

**Lemma 9.** For any \( t \geq B \), we have

\[
- \mathbb{E} \left[ \frac{1}{n} \sum_{i,j=1}^n \langle \nabla^i f(x(\tau^i_j(t))), D_j(\tau^i_j(t))z^i(\tau^i_j(t)) \rangle \right] \\
- \mathbb{E} \left[ \frac{1}{n} \sum_{i,j=1}^n \langle \nabla^i f(x(t)) - \nabla^i f(x(\tau^i_j(t))), \nabla^i f^u_j(x(\tau^i_j(t))) \rangle \right] \\
\leq - \frac{5}{6} \mathbb{E} [\|\nabla f(x(t))\|^2] + \frac{\eta L\tilde{b}\sqrt{n}d}{2\sqrt{3}} \left( 12G^2 + \frac{n^2}{2u^2} \right) + \frac{3}{2} u^2 L^2 d.
\]

**Step 2: Taking the telescoping sum.** By taking the telescoping sum of (23) and summarizing the previous lemmas, we can show the following theorem for the nonconvex setting.
Theorem 6. Let $T \geq B$, and let $f^* = \inf_{x \in \mathbb{R}^d} f(x)$. Then

$$\frac{\sum_{t=B}^{T} \mathbb{E}[\|\nabla f(x(t))\|^2]}{T-B+1} \leq \frac{6}{5\eta} (f(x(0)) - f^*) + \frac{12}{5} \eta L b \sqrt{n} d \left(12G^2 + \frac{\sigma^2}{2u^2}\right) + 2u^2 L^2 d + \frac{GB}{T-B+1} \sqrt{\left(12G^2 + \frac{\sigma^2}{2u^2}\right) d}.$$

Proof. By Lemmas 8 and 9, we get

$$\mathbb{E}[-\langle \nabla f(x(t)), G(t) \rangle] \leq -\frac{5}{6} \mathbb{E}[\|\nabla f(x(t))\|^2] + \frac{\eta L b \sqrt{n} d}{2} \left(12G^2 + \frac{\sigma^2}{2u^2}\right)d + \frac{3}{2} \eta u^2 L^2 d.$$

and together with the bound in Lemma 3, we have

$$\mathbb{E}[f(x(t+1)) - f(x(t))] \leq -\frac{5\eta}{6} \mathbb{E}[\|\nabla f(x(t))\|^2] + \frac{\eta L b \sqrt{n} d}{2} \left(12G^2 + \frac{\sigma^2}{2u^2}\right)d + \frac{3}{2} \eta u^2 L^2 d.$$

By taking the telescoping sum, we get

$$\frac{\sum_{t=B}^{T} \mathbb{E}[\|\nabla f(x(t))\|^2]}{T-B+1} \leq \frac{6\mathbb{E}[f(x(B)) - f^*]}{5\eta(T-B+1)} + \frac{12}{5} \eta L b \sqrt{n} d \left(12G^2 + \frac{\sigma^2}{2u^2}\right) + 2u^2 L^2 d.$$

For $\mathbb{E}[f(x(B))]$, by the $G$-Lipschitz continuity of $f$, we have

$$\mathbb{E}[f(x(B))] \leq f(x(0)) + \eta G \sum_{t=0}^{B-1} \mathbb{E}[\|G(t)\|] \leq f(x(0)) + \eta G B \sqrt{\left(12G^2 + \frac{\sigma^2}{2u^2}\right)d},$$

and plugging it into the bound on $\frac{1}{T-B+1} \sum_{t=B}^{T} \mathbb{E}[\|\nabla f(x(t))\|^2]$ completes the proof. \qed

Now Theorems 3 and 4 in the main text can be derived as corollaries of Theorem 6 by plugging in the conditions on the parameters and noticing that terms of the order $O(\epsilon^2)$ will be less than $\alpha \epsilon$ for sufficiently small $\epsilon > 0$, where $\alpha$ is any arbitrary positive number.

6 Impacts of Knowledge of Local Function Dependence

In the previous sections we assume that each local cost function $f_j$ may be affected by any other agent’s action, i.e., $\nabla^i f_j$ can be nonzero for any $i$. However, in some situations, $f_j$ may only depend on the actions of a subset of agents, and the agents may have knowledge of this dependence. For example, in the distributed routing control problem, each route may only be shared by a subset of the agents, and each agent may be aware of the other agents who will share the same routes; in the wind power maximization problem, one can usually adopt the approximation that the power generated by a turbine will not be affected by the actions of the turbines downstream. In this section, we briefly discuss what benefits it will bring when the agents have additional knowledge of such local function dependence information.
Let $\mathcal{A}_i$ be the set of agents whose local costs will be affected by agent $i$’s action (i.e., $\nabla^j f_j$ is not always zero for each $j \in \mathcal{A}_i$). Then, if each agent $i$ knows its associated set $\mathcal{A}_i$, due to the fact that $\nabla^i f(x) = \frac{1}{n} \sum_{j \in \mathcal{A}_i} \nabla^i f_j(x)$, the partial gradient estimator (11) can be further simplified as

$$G^i(t) = \frac{1}{n} \sum_{j \in \mathcal{A}_i} D^i_j(t) z^i(\tau^i_j(t)).$$

(24)

In this case, the following lemma shows that the second-moment of the gradient estimator will be reduced:

**Lemma 10.** We have

$$\mathbb{E}\left[\left\|\frac{1}{n} \sum_{j \in \mathcal{A}_i} D^i_j(t) z^i(\tau^i_j(t))\right\|^2\right] \leq \left(12G^2 + \frac{\sigma^2}{2n^2}\right) \frac{|\mathcal{A}_i|^2}{n^2} d_i.$$

**Proof.** By Lemma 3 we have

$$\mathbb{E}\left[\left\|\frac{1}{n} \sum_{j \in \mathcal{A}_i} D^i_j(t) z^i(\tau^i_j(t))\right\|^2\right] \leq \frac{|\mathcal{A}_i|^2}{n^2} \sum_{j \in \mathcal{A}_i} \mathbb{E}\left[\left\|\sum_{j \in \mathcal{A}_i} D^i_j(\tau^i_j(t)) z^i(\tau^i_j(t))\right\|^2\right]$$

$$\leq \frac{|\mathcal{A}_i|^2}{n^2} \sum_{j \in \mathcal{A}_i} \left(12G^2 + \frac{\sigma^2}{2n^2}\right) d_i = \frac{|\mathcal{A}_i|^2}{n^2} \left(12G^2 + \frac{\sigma^2}{2n^2}\right) d_i,$$

which completes the proof.

Compared to the result on $\mathbb{E}[\|G^i(t)\|^2]$ in Lemma 3, we see that the second-order moment of $G^i(t)$ is reduced by a factor of $|\mathcal{A}_i|^2/n^2$. Consequently, the complexity of Algorithm 1 can be further improved with better dependence on the network topology and the number of agents. We omit detailed analysis here but provide brief numerical comparison in Section 7.

Another benefit brought by the knowledge of $\mathcal{A}_i$ is communication savings. Originally, in Algorithm 1, each agent needs to send the whole array (10) to its neighbors. On the other hand, the following theorem shows that, the communication burden can be relieved if $\mathcal{A}_i$ is known to each agent $i$ and the communication network has a structure compatible with the sets $\mathcal{A}_i$.

**Theorem 7.** Suppose for any $i, j, l$ such that $j \in \mathcal{A}_i \setminus \mathcal{A}_l$ (i.e., $f_j$ depends on $x^i$ but not $x^l$), the following conditions hold:

1. There exists a path $P_{lj}$ in $\mathcal{G}$ connecting $l$ and $j$ which does not contain $i$.

2. For any agent $r$ on the path $P_{lj}$, $f_j$ depends on $x_r$.

Further, suppose no communication failures occur at any link. Then, in order for each agent to be able to construct the partial gradient estimator (24) with $t - \tau^l_j(t)$ being bounded, each agent $i$ only needs to record, update and pass $(D^i_j(t), \tau^i_j(t))$ for $j \in \mathcal{A}_i$.

**Proof.** It suffices to show that for each $i = 1, \ldots, n$, agent $i$ does not need to pass information about the difference quotient of $f_j$ for any $j \notin \mathcal{A}_i$ for the sake of other agents’ updates.

Let $i \in \{1, \ldots, n\}$ and $j \notin \mathcal{A}_i$ be arbitrary, and let $l$ be an arbitrary agent such that $j \in \mathcal{A}_l$. By the first condition stated in the theorem, we know that there exists a path $P_{lj}$ not containing $i$. Moreover, by the second condition, for any agent $r$ on the path $P_{lj}$, $f_j$ is a function of $x_r$, so agent $r$ receives and passes on information about $f_j$. This then implies that agent $l$ can successfully receive the information it needs from $f_j$ via the path $P_{lj}$, and further that $t - \tau^l_j(t)$ is upper bounded by the length of $P_{lj}$. Hence, agent $i$ does not need to pass on information about $f_j$ for agent $l$, and by the arbitrariness of $i$, $j$ and $l$, we get the desired conclusion. □
Theorem 7 shows that, when the communication graph is “compatible” with the local function dependence (in the sense stated in the conditions of the theorem), the number of columns of the array \( |\mathcal{A}| \) can then be reduced from \( n \) to \( |\mathcal{A}_i| \) for each agent \( i \), which also leads to reduced communication burden. We mention that Theorem 7 analyzes only one possibility of “compatibility” between the communication network and the local function dependence, and one can propose other compatibility conditions for the communication network so that the size of the array \( |\mathcal{A}| \) and/or the communication burden can be reduced. Investigating other notions of compatibility between the communication network and the local function dependence for the ZFO algorithm will be an interesting direction which we leave as future work.

7 Numerical Examples

In this section, we demonstrate the performance of our ZFO algorithm on the distributed routing control problem introduced in Section 2.1. It is not hard to see that the global objective function is given by

\[
f(v) = \frac{1}{n} \sum_{r=1}^{m} q_r(v) \cdot c_r(q_r(v)), \quad q_r(v) = \sum_{j : r \in \mathcal{R}_j} v_j^Q_j.
\]

Therefore \( f \) is a convex function of \( v \).

Before presenting the detailed simulation setups, we first note that in the distributed routing control problem, each action vector \( v^i \) has to lie in the probability simplex, which is a compact convex set but with an empty interior. In addition, recall that the algorithm requires shrinking the feasible set in the mirror descent step, so that sufficient space will be reserved for the sampling of each \( z'(t) \). We therefore reformulate the decision variables and feasible sets as

\[
\tilde{v}^i = (v_1^i, \ldots, v_{|\mathcal{R}_i|-1}^i), \quad \tilde{\mathcal{X}}_i = \left\{ (v_1^i, \ldots, v_{|\mathcal{R}_i|-1}^i) : v_r^i \geq 0, \sum_{r=1}^{|\mathcal{R}_i|-1} v_r^i \leq 1 \right\}.
\]

In other words, we eliminate one entry from \( v^i \), so that the new feasible set \( \tilde{\mathcal{X}}_i \) will have a nonempty interior; \( v_{|\mathcal{R}_i|}^i \) can be recovered by \( 1 - \sum_{r=1}^{|\mathcal{R}_i|} v_r^i \). The feasible set after shrinkage will be given by

\[
\tilde{\mathcal{X}}^\delta_i = (1 - \delta) (\tilde{\mathcal{X}}_i - |\mathcal{R}_i|^{-1} \mathbf{1}) + |\mathcal{R}_i|^{-1} \mathbf{1}
\]

in which we perform a translation of \( \tilde{\mathcal{X}}_i \) so that the interior of \( \tilde{\mathcal{X}}_i - |\mathcal{R}_i|^{-1} \mathbf{1} \) contains the origin. We let the Bregman divergence to be \( \mathcal{D}_{\psi_\theta}(x^i|y^i) = \frac{1}{2} \| x^i - y^i \|^2 \) for \( x^i, y^i \in \mathbb{R}^{|\mathcal{R}_i|} \) for each \( i \), and the resulting mirror descent step is then the projection of \( \tilde{v}^i(t) - \eta G^i(t) \) onto \( \tilde{\mathcal{X}}^\delta_i \).

We now introduce the detailed setup of the numerical test case. The test case consists of 60 agents and 22 routes. We partition the agents into 10 groups indexed from 1 to 10, each group having 6 agents. We let Route 1 and Route 2 be shared by the agents in Group 1, let Route 21 and Route 22 be shared within Group 10, and let Routes \( 2i + 1 \) and \( 2i + 2 \) be shared across Group \( i \) and Group \( i + 1 \). We can see that each agent is able to use 4 routes. The total traffic that each agent has to send, \( Q_i \), is picked randomly by taking the absolute value of a Gaussian random variable with distribution \( \mathcal{N}(1, 0.2) \). We let the congestion function to be \( c_r(x) = a_r x^2 + b_r x + c_r \) for each route \( r \), where \( a_r, b_r, c_r \) are also randomly selected via \( a_r = |\tilde{a}_r|, b_r = |\tilde{b}_r|, c_r = |\tilde{c}_r| \) with \( \tilde{a}_r, \tilde{b}_r, \tilde{c}_r \) independently sampled from \( \mathcal{N}(0, 0.8) \). The bidirectional communication network is randomly generated so that each agent has 2 to 4 neighbors, and we assume
Figure 2: Numerical results for the distributed routing control problem, where the agents do not know the local function dependence. The dark curves represent the average of the relative optimality gap \((f(v(t)) - f^*)/f^*\) over 100 random trials, and the light bands around the average trajectory indicates a 3.0-standard deviation confidence interval.

no additional delays occur so that \(\Delta = 0\). In this paper, we will only present the simulation results for one particular instance, for which we have

\[
\bar{b} = \bar{b} = 6.03757, \quad B = 15,
\]

and the optimal value \(f^* = 4.18852\). For our ZFO algorithm, we set the initial point to be \(v^*_i = 1/4\), i.e., each agent initially distributes their traffic evenly among the routes it is able to use.

**Noiseless setting.** We first simulate the setting where the function value observations are noiseless, i.e., \(\sigma = 0\). In this case, we set \(\eta = 3 \times 10^{-2}/f^*\), \(u = 2 \times 10^{-3}\) and \(\delta = 0.05\). We do not assume knowledge of the function dependence in this setting. The results are shown in Fig. 2a. We can see that the agents are able to approach the optimal objective value by our ZFO algorithm with satisfactory convergence behavior.

**Noisy setting.** We then consider the setting where the function value observations are noisy. We simulate two cases for this case:

1. \(\sigma = 0.02f^*\), and \(\eta = 5 \times 10^{-3}/f^*\), \(u = 4 \times 10^{-3}\), \(\delta = 0.1\).
2. \(\sigma = 0.05f^*\), and \(\eta = 2 \times 10^{-3}/f^*\), \(u = 6 \times 10^{-3}\), \(\delta = 0.15\).

It can be seen that as the noise level \(\sigma\) increases, we choose to decrease the step size \(\eta\) and increase the smoothing radius \(u\) as well as the shrinkage factor \(\delta\), in order to suppress the variance associated with the noise in the zeroth-order gradient estimator. We do not assume knowledge of the function dependence for both cases. The results are shown in Fig. 2b. Compared to the noiseless case, we can see that the convergence is substantially slower. Also, as the noise level increases, the convergence becomes slower, and the final optimality gap becomes larger.

**Known local function dependence.** In this setting, we assume that each agent knows the set \(\mathcal{A}_i\) that characterizes the local function dependence, and employs (24) for gradient estimation. Fig. 3 shows the
Figure 3: Numerical results for the distributed routing control problem, where the agents utilize the local function dependence as in [24]. The dark curves represent the average of the relative optimality gap \((f(v(t)) - f^*)/f^*\) over 100 random trials, and the light bands around the average trajectory indicates a 3.0-standard deviation confidence interval.

Simulation results for the following three cases:
1. \(\sigma = 0, \text{ and } \eta = 3 \times 10^{-2}/f^*, \ u = 2 \times 10^{-3}, \ \delta = 0.05\).
2. \(\sigma = 0.02f^*, \text{ and } \eta = 1.5 \times 10^{-2}/f^*, \ u = 4 \times 10^{-3}, \ \delta = 0.1\).
3. \(\sigma = 0.05f^*, \text{ and } \eta = 6 \times 10^{-3}/f^*, \ u = 6 \times 10^{-3}, \ \delta = 0.15\).

Notice that for the noiseless case, we choose the same algorithmic parameters as in the setting without utilizing \(A_i\), and Fig. 3a shows that, the trajectory of \((f(v(t)) - f^*)/f^*\) has reduced variation but similar average behavior compared with the setting without exploiting \(A_i\). Numerical simulations with other choices of parameters suggest that, except for reduced variation in the convergence trajectory, utilizing local function dependence makes little difference in the average convergence behavior; we suspect that this is because the second-moment of the gradient estimator does not have dominating influence on the average convergence behavior in the noiseless case. On the other hand, for the noisy setting, our simulation shows that utilizing \(A_i\) indeed leads to improved convergence behavior. In the simulation, we increase the step size \(\eta\) compared to the setting without using local function dependence, and it can be seen from Fig. 3b that both the convergence rates and the final optimality gaps are improved when the agents utilize the local function dependence.

8 Conclusion and Future Directions

In this paper, we consider the cooperative multi-agent optimization problem, in which a group of agents determine their actions cooperatively through observations of only their local cost values, and each local cost is affected by all agents’ actions. We propose a zeroth-order feedback optimization (ZFO) algorithm for cooperative multi-agent optimization, and conduct theoretical analysis on its performance. Specifically, we provide complexity bounds of our algorithm for both constrained convex and unconstrained nonconvex problems with noiseless and noisy function value observations. We also briefly discuss the benefits of utilizing local function dependence in the algorithm. Numerically, we test our algorithm on a distributed routing control problem.
Some interesting future directions include 1) extending the algorithm to handle coupled constraints on the actions, 2) analysis for constrained nonconvex problems, 3) improving the algorithm’s complexity by incorporating, e.g., variance reduction techniques, 4) further investigation on how local function dependence can be exploited, and how it interacts with the communication network topology.
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A Proof of Lemma 2

We denote $S(x, u) := \prod_{i=1}^d S_i(x^i, u)$ for $x = (x_1, \ldots, x^n) \in \mathcal{X}$ and $u > 0$. We have $\mathcal{P}_{S(x, u)}[z] = (\mathcal{P}_{S_1(x^1, u)}[z^1], \ldots, \mathcal{P}_{S_n(x^n, u)}[z^n])$ for any $z = (z_1, \ldots, z^n) \in \mathbb{R}^d$.

Let $x = (x_1, \ldots, x^n) \in (1 - \delta)\mathcal{X}$ be arbitrary. Since $\delta \mathcal{B}_d \subseteq \mathcal{X}$ and $\mathcal{X}$ is convex, we have [11] Observation 2

$$(1 - \delta)\mathcal{X} + \delta \mathcal{B}_d \subseteq (1 - \delta)\mathcal{X} + \delta \mathcal{X} = \mathcal{X},$$

which implies $x + \delta \mathcal{B}_d \subseteq \mathcal{X}$. Consequently, the distribution $Z(x, u)$ has a standard Gaussian density function in the interior of $u^{-1}\delta \mathcal{B}_d$, which we denote by $p_{N(0, I_d)}(z)$. Then we have

$$\left\| \mathbb{E}_{z \sim Z(x, u)}[G_h(x; u, z)] - \int_{\mathbb{R}^d} G_h(x; u, z)p_{N(0, I_d)}(z)1_{u^{-1}\delta \mathcal{B}_d}(z) \, dz \right\| \leq \sup \left\{ \|G_h(x; u, z)\| : z \in \mathcal{S}(x, u), \|z\| \geq \frac{\delta \mathcal{X}}{u} \right\} \cdot \left( 1 - \mathbb{P}_{z \sim Z(x, u)}(\|z\| < \frac{\delta \mathcal{X}}{u}) \right) \leq 2\mathcal{G} \frac{\delta \mathcal{X}}{u} \left( 1 - \int_{\mathbb{R}^d} 1_{\|z\| < \frac{\delta \mathcal{X}}{u}}(z) \cdot p_{N(0, I_d)}(z) \, dz \right) = \frac{2\mathcal{G} \delta \mathcal{X}}{u} \cdot \mathbb{P}_{z \sim N(0, I_d)} \left( \sum_{i=1}^d z_i^2 \geq \frac{\delta^2 \mathcal{X}^2}{u^2} \right).$$
We note that for any $\beta > 1$,

\[
P_{z \sim \mathcal{N}(0, I_d)} \left( \sum_{i=1}^d z_i^2 \geq \beta^2 d \right) = P_{z \sim \mathcal{N}(0, I_d)} \left( \exp \left( \frac{1-\beta^{-2}}{2} \sum_{i=1}^d z_i^2 \right) \geq \exp \left( \frac{1-\beta^{-2}}{2} \beta^2 d \right) \right) \leq \exp \frac{d(1-\beta^2)}{2} E_{z \sim \mathcal{N}(0, I_d)} \left[ \exp \left( \frac{1-\beta^2}{2} \sum_{i=1}^d z_i^2 \right) \right] = \left( \beta^2 e^{1-\beta^2} \right)^{d/2}.
\]

Therefore

\[
\left\| E_{z \sim \mathcal{Z}(x,u)} [G_h(x; u, z)] - \int_{\mathbb{R}^d} G_h(x; u, z) p_{\mathcal{N}(0, I_d)}(z) 1_{u^{-1} \delta \mathbb{B}_d}(z) \, dz \right\| 
\leq \frac{2GR}{u} \left[ \frac{\delta^2}{u^2} \exp \left( 1 - \frac{\delta^2}{u^2} \right) \right]^{d/2} \leq \frac{2GR}{u} \exp \left( \frac{d}{2} - \frac{\delta^2 x^2}{4u^2} \right),
\]

where we used $x \leq e^{x/2}$ for any real $x$.

Now let

\[
\tilde{p}_u(s) = \begin{cases} 
\frac{1}{(2\pi)^{d/2}} \left[ \exp \left( -\frac{s}{2} \right) - \exp \left( -\frac{\delta^2 x^2}{2u^2} \right) \right], & 0 \leq s \leq \frac{\delta^2 x^2}{2u^2}, \\
0, & s > \frac{\delta^2 x^2}{2u^2}.
\end{cases}
\]

Then we have

\[
\nabla_x \int_{\mathbb{R}^d} h(x + uy) \tilde{p}_u(\|y\|^2) \, dy 
= \nabla_x \int_{\mathbb{R}^d} h(v \tilde{p}_u \left( \frac{v-x}{u} \right))^2 \frac{1}{u} \, dv = \int_{\mathbb{R}^d} h(v) \nabla_x \left[ \tilde{p}_u \left( \frac{v-x}{u} \right) \right] \frac{1}{u} \, dv 
= \int_{\mathbb{R}^d} h(v) \left[ -2\tilde{p}_u \left( \frac{v-x}{u} \right) \right] \frac{v-x}{u} \cdot \frac{1}{u} \, dv = \int_{\mathbb{R}^d} h(x + uz) \frac{1}{u} \, dz \cdot \left( -2\tilde{p}_u(\|z\|^2) \right) \, dz
= \int_{\mathbb{R}^d} G_h(x; u, z) p_{\mathcal{N}(0, I_d)}(z) 1_{u^{-1} \delta \mathbb{B}_d}(z) \, dz.
\]

We now let $\mathcal{Y}(u)$ be the distribution with density $p_{\mathcal{Y}(u)}(y) = \frac{\tilde{p}_u(\|y\|^2)}{\int_{\mathbb{R}^d} \tilde{p}_u(\|y\|^2) \, dy}$, and define

\[
h^u(w) := \mathbb{E}_{y \sim \mathcal{Y}(u)} [h(w + uy)], \quad w \in (1 - \delta)\mathcal{X},
\]

\[
k(u) := \int_{\mathbb{R}^d} \tilde{p}_u(\|y\|^2) \, dy = \frac{1}{2^{d/2-1} \Gamma \left( \frac{d}{2} \right)} \int_0^{u^{-1} \delta} \left[ \exp \left( -\frac{s}{2} \right) - \exp \left( -\frac{\delta^2 x^2}{2u^2} \right) \right] s^{d-1} \, ds.
\]

We then have

\[
\int_{\mathbb{R}^d} G_h(x; u, z) p_{\mathcal{N}(0, I_d)}(z) 1_{u^{-1} \delta \mathbb{B}_d}(z) \, dz = k(u) \nabla h^u(x).
\]

It’s not hard to see that $h^u$ is $G$-Lipschitz and $L$-smooth on $\mathcal{X}$. Moreover, since $\mathcal{Y}(u)$ is isotropic, we have

\[
h^u(x) - h(x) = \mathbb{E}_{y \sim \mathcal{Y}(u)} [h(x + uy) - h(x) - \langle \nabla f(x), uy \rangle],
\]

and therefore

\[
|h^u(x) - h(x)| \leq \frac{L}{2} u^2 \mathbb{E}_{y \sim \mathcal{Y}(u)} \left[ \|y\|^2 \right],
\]
where the first inequality follows from the convexity and the second follows from the $L$-smoothness of $h$. We further notice that
\[
\mathbb{E}_{y \sim \mathcal{Y}(u)}[\|y\|^2] = \frac{1}{\int_{\mathbb{R}^d} \hat{p}_u(\|y\|^2) dy} \int_{\mathbb{R}^d} \|y\|^2 \hat{p}_u(\|y\|^2) dy,
\]
and since
\[
d\int_0^{+\infty} \hat{p}_u(s^2)s^{d-1} ds - \int_0^{+\infty} \hat{p}_u(s^2)s^{d+1} ds
= \exp\left(-\frac{\delta^2 r^2}{2u^2}\right) \left(\frac{1}{d+2} - (\delta r/u)^d\right) + 2^{d/2} \left(\frac{d}{2}, \frac{\delta^2 r^2}{2u^2}\right) - \gamma\left(1 + \frac{d}{2}, \frac{\delta^2 r^2}{2u^2}\right)
= \exp\left(-\frac{\delta^2 r^2}{2u^2}\right) \left(\frac{\delta r/u}{d+2}\right) \geq 0
\]
(where we used $\gamma(s+1, x) = s\gamma(s, x) - x e^{-x}$ for the lower incomplete Gamma function $\gamma(s, x)$), we see that $\mathbb{E}_{y \sim \mathcal{Y}(u)}[\|y\|^2] \leq d$, and therefore $|h^u(x) - h(x)| \leq \frac{1}{2} u^2 Ld$. We also have
\[
|h^u(x) - h(x)| \leq \mathbb{E}_{y \sim \mathcal{Y}(u)}[|h(x + uy) - h(x)|] \leq uG \mathbb{E}_{y \sim \mathcal{Y}(u)}[\|y\|] \leq uG\sqrt{d}.
\]
Finally, for the quantity $\kappa(u)$, it’s straightforward to see that $\kappa(u) \leq 1$, and we proceed to derive a lower bound on $\kappa(u)$. Let $\beta = u^{-1} \delta r/\sqrt{d}$, and we have
\[
1 - \kappa(u) = \left(\frac{\beta}{d}\right)^{d/2-1} \left(\beta e^{-\beta^2/2}\right)^d + \Gamma\left(\frac{d}{2}, \beta^2 \frac{d}{2}\right) \Gamma\left(\frac{d}{2}\right).
\]
Noticing that
\[
\frac{\Gamma\left(\frac{d}{2}, \beta^2 \frac{d}{2}\right)}{\Gamma\left(\frac{d}{2}\right)} = \mathbb{P}_{z \sim \mathcal{N}(0, I_d)}\left(\sum_{i=1}^d z_i^2 \geq \beta^2 d\right),
\]
By \[25\] and Stirling’s formula $\Gamma(d/2) \geq \sqrt{2\pi} (d/2)^{-d/2} e^{-d/2}$, we have
\[
1 - \kappa(u) \leq \frac{1}{\sqrt{\pi d}} \left(\beta e^{-(\beta^2 - 1)/2}\right)^d + \left(\beta^2 e^{1-\beta^2}\right)^{d/2} \leq 1/200.
\]
when $d \geq 2$ and $\beta = u^{-1} \delta r/\sqrt{d} \geq 3$. We then get
\[
\|\mathbb{E}_{z \sim \mathcal{Z}(x, u)}[G_h(x; u, z)] - \kappa(u) \nabla h^u(x)\| \leq \frac{2G\delta}{u} \exp\left(\frac{d}{2} - \frac{\delta^2 r^2}{4u^2}\right),
\]
and $\kappa(u) \geq 199/200$ when $\delta r \geq 3u\sqrt{d}$.

## B Proof of Lemma 3

We first provide some lemmas that will be used for subsequent analysis.

**Lemma 11** (Concentration inequality [30 Theorem 5.6]). Let $h : \mathbb{R}^d \to \mathbb{R}$ be $G$-Lipschitz. Then we have $\mathbb{P}_z(|h(z) - \mathbb{E}_z[h(z)]| \geq t) \leq 2 \exp\left(-t^2/(2G^2)\right)$, where $z \sim \mathcal{N}(0, I_d)$.

With the help of the concentration inequality, we can prove the following lemma.
Lemma 12. Let \( h : \mathbb{R}^d \to \mathbb{R} \) be \( G \)-Lipschitz. Then
\[
E_z \left[ \left| \frac{h(z) - h(-z)}{2} z_i \right|^2 \right] \leq 12G^2, \quad z = (z_1, \ldots, z_d) \sim \mathcal{N}(0, I_d).
\]

Proof. The proof follows [13, Lemmas 9 & 10] closely. Denote \( \bar{h} = E_z[h(z)] \). We have
\[
E_z \left[ \left| \frac{h(z) - h(-z)}{2} z_i \right|^2 \right] = \frac{1}{4} E_z \left[ z_i^2 (h(z) - h(-z))^2 \right] = \frac{1}{4} E_z \left[ z_i^2 \left( (h(z) - \bar{h}) - (h(-z) - \bar{h}) \right)^2 \right] \leq \frac{1}{2} E_z \left[ z_i^2 (h(z) - \bar{h})^2 + (h(-z) - \bar{h})^2 \right] = E_z \left[ z_i^2 (h(z) - \bar{h})^2 \right].
\]
Then
\[
E_z \left[ z_i^2 (h(z) - \bar{h})^2 \right] \leq \sqrt{E_z \left[ z_i^2 \right]} \cdot \sqrt{E_z \left[ (h(z) - \bar{h})^4 \right]} = 3 \left( \int_0^{+\infty} P_z \left( (h(z) - \bar{h})^4 \geq t \right) dt \right)^{1/2} \leq 3 \left( \int_0^{+\infty} 2 \exp \left( -\frac{t}{2G^2} \right) dt \right)^{1/2} = 12G^2,
\]
where we used Lemma [11] in the third step. \( \Box \)

We then derive bounds on the second moment of the gradient estimator [4] with \( z \sim \mathcal{N}(x,u) \).

Lemma 13. Let \( h : \mathcal{X} \to \mathbb{R} \) be \( G \)-Lipschitz, and let \( \delta \in (0,1) \) be arbitrary. Then for any \( x \in (1-\delta)\mathcal{X} \) and any \( i = 1, \ldots, d \),
\[
E_{z \sim \mathcal{N}(x,u)} \left[ \left\| \frac{h(x+uz) - h(x-uz)}{2u} z_i \right\|^2 \right] \leq 12G^2 d_i.
\]

Proof. Define the auxiliary function \( \tilde{h}(z) = h(x + u \cdot \mathcal{P}_{S(x,u)}[z]) \), \( \forall z \in \mathbb{R}^d \). We then have
\[
\left| \tilde{h}(z_1) - \tilde{h}(z_2) \right| = \left| h(x + u \cdot \mathcal{P}_{S(x,u)}[z_1]) - h(x + u \cdot \mathcal{P}_{S(x,u)}[z_2]) \right| \leq uG \left\| \mathcal{P}_{S(x,u)}[z_1] - \mathcal{P}_{S(x,u)}[z_2] \right\| \leq uG \| z_1 - z_2 \|,
\]
showing that \( \tilde{h} \) is a \( uG \)-Lipschitz continuous function on \( \mathbb{R}^d \). Moreover, we have
\[
E_{z \sim \mathcal{N}(x,u)} \left[ \left\| (h(x+uz) - h(x-uz))z_i \right\|^2 \right] = E_{z \sim \mathcal{N}(0,I_d)} \left[ \left\| (h(z) - \tilde{h}(z)) \cdot \mathcal{P}_{S_i(x',u)}[z^i] \right\|^2 \right] \leq E_{z \sim \mathcal{N}(0,I_d)} \left[ \left\| (h(z) - \tilde{h}(z))z_i \right\|^2 \right],
\]
where the last inequality follows from \( \| \mathcal{P}_{S_i(x',u)}[z^i] \| \leq \| z^i \| \) as \( S_i(x',u) \) is a convex set containing the origin.

Then by Lemma [12] we have
\[
E_{z \sim \mathcal{N}(0,I_d)} \left[ \left\| \frac{h(z) - \tilde{h}(z)}{2u} z_i \right\|^2 \right] \leq \frac{1}{u^2} \cdot 12u^2G^2 \cdot d_i = 12G^2 d_i,
\]
which gives the desired bound. \( \Box \)
We are now ready to prove (3). Recall that $\xi_j^+(t)$ and $\xi_j^-(t)$ are the independent additive noise on the observed local cost values. Denoting $\xi_j(t) = \xi_j^+(t) + \xi_j^-(t)$, we have

$$E\left[\frac{1}{2}d_i \| z^i(t) \|^2 \mid \mathcal{F}_t \right] = E\left[\frac{1}{2} \left( f_j(x(t)+uz(t)) - f_j(x(t)-uz(t)) \right) z^i(t) \| \mathcal{F}_t \right] + \frac{1}{4u^2} E \| \xi_j(t) \|^2 \| \mathcal{F}_t \|
$$

where we used Lemma 13, the independence between $\xi_j(t)$ and $z^i(t)$, and the fact that $E_{z^i \sim \mathcal{N}(0,1)} \| z^i \|^2 \leq 1$. Then,

$$E\left[\| G^i(t) \|^2 \right] \leq \frac{1}{n} \sum_{j=1}^{n} E\left[\| D_j(\tau^i_j(t)) z^i(\tau^i_j(t)) \|^2 \right] \leq \left( 12G^2 + \frac{\sigma^2}{2u^2} \right) d_i,
$$

and by summing over $i = 1, \ldots, n$, we get the bound on $E[\| G(t) \|^2]$.

### C Proof of Lemma 6

For each $\tau \geq 0$, we have

$$E\left[ \frac{1}{n} \sum_{i,j=1}^{n} \langle D_j(\tau^i_j(t)) z^i(\tau^i_j(t)), \hat{x}^i - x^i(\tau^i_j(t)) \rangle \cdot 1_{\tau^i_j(t) = \tau} \mid \mathcal{F}_t \right]
$$

$$= \frac{1}{n} \sum_{i,j=1}^{n} \langle \langle \kappa(u) \nabla^i f_j^u(x(\tau)), \hat{x}^i - x^i(\tau) \rangle \cdot 1_{\tau^i_j(t) = \tau} + \frac{1}{n} \sum_{i,j=1}^{n} \langle E[D_j(\tau) z^i(\tau)](\mathcal{F}_t) - \langle \kappa(u) \nabla^i f_j^u(x(\tau)), \hat{x}^i - x^i(\tau) \rangle \cdot 1_{\tau^i_j(t) = \tau} \rangle,
$$

where the second term can be bounded by Lemma 2 and $\sum_{i=1}^{n} R_i \leq \sqrt{nR}$ as

$$\frac{1}{n} \sum_{i,j=1}^{n} \langle E[D_j(\tau) z^i(\tau)](\mathcal{F}_t) \rangle - \langle \kappa(u) \nabla^i f_j^u(x(\tau)), \hat{x}^i - x^i(\tau) \rangle \cdot 1_{\tau^i_j(t) = \tau}
$$

$$\leq \frac{1}{n} \sum_{i,j=1}^{n} \frac{2G\bar{R}}{u} \exp \left( \frac{d}{2} - \frac{\delta^2 \bar{R}^2}{4u^2} \right) R_i \cdot 1_{\tau^i_j(t) = \tau} \leq \frac{2G\bar{R}}{u} \exp \left( \frac{d}{2} - \frac{\delta^2 \bar{R}^2}{4u^2} \right) \sqrt{n} \cdot R \cdot 1_{\tau^i_j(t) = \tau}.
$$

Therefore

$$E\left[ \frac{1}{n} \sum_{i,j=1}^{n} \langle D_j(\tau^i_j(t)) z^i(\tau^i_j(t)), \hat{x}^i - x^i(\tau^i_j(t)) \rangle \right]
$$

$$= \sum_{\tau} E\left[ \frac{1}{n} \sum_{i,j=1}^{n} \langle D_j(\tau^i_j(t)) z^i(\tau^i_j(t)), \hat{x}^i - x^i(\tau^i_j(t)) \rangle \cdot 1_{\tau^i_j(t) = \tau} \mid \mathcal{F}_t \right]
$$

$$\leq \frac{\kappa(u)}{n} \sum_{i,j=1}^{n} \langle \nabla^i f_j^u(x(\tau^i_j(t))), \hat{x}^i - x^i(\tau^i_j(t)) \rangle + \frac{2G\bar{R}}{u} \exp \left( \frac{d}{2} - \frac{\delta^2 \bar{R}^2}{4u^2} \right) \sqrt{n} \cdot R.
$$

Now,

$$\frac{1}{n} \sum_{i,j=1}^{n} \langle \nabla^i f_j^u(x(\tau^i_j(t))), \hat{x}^i - x^i(\tau^i_j(t)) \rangle$$
\[
\begin{align*}
\langle \nabla f^u(x(t)), \bar{x} - x(t) \rangle + \frac{1}{n} \sum_{i,j=1}^n \langle \nabla f_j^u(x(t)), x^i(t) - x^i(\tau_j^t(t)) \rangle \\
+ \frac{1}{n} \sum_{i,j=1}^n \langle \nabla f_j^u(\tau_j^t(t)) - \nabla f_j^u(x(t)), \bar{x}^i - x^i(\tau_j^t(t)) \rangle,
\end{align*}
\]

where \( f^u(x) := \frac{1}{n} \sum_j f_j^u(x) \). Note that by [18], we have \( f^u(x) = E_{y \sim \mathcal{Y}(u)}[f(x + uy)] \), and together with the convexity of \( f \), we see that \( f^u \) is convex and \( f^u(x) \geq f(x) \). Then by Lemma 2,

\[
\langle \nabla f^u(x(t)), \bar{x} - x(t) \rangle \leq f^u(\bar{x}) - f^u(x(t)) \leq f(\bar{x}) - f(x(t)) + \min \left\{ uG\sqrt{d}, \frac{1}{2}u^2Ld \right\},
\]

and by Lemma 4 we have

\[
\begin{align*}
\mathbb{E} \left[ \frac{1}{n} \sum_{i,j=1}^n \langle \nabla f_j^u(x(t)), x^i(t) - x^i(\tau_j^t(t)) \rangle \right] \\
\leq \frac{1}{2n} \sum_{i,j=1}^n \left( 2\sqrt{3}\eta\sqrt{d} + \frac{1}{2\sqrt{3}\eta\sqrt{d}} \right) \mathbb{E} \left[ ||x^i(t) - x^i(\tau_j^t(t))||^2 \right] + \frac{\mathbb{E} \left[ ||x^i(t) - x^i(\tau_j^t(t))||^2 \right]}{2\sqrt{3}\eta\sqrt{d}} \\
\leq \frac{1}{2n} \left( 2\sqrt{3}\eta\sqrt{d} + \frac{1}{2\sqrt{3}\eta\sqrt{d}} \right) \eta^2 \left( 12G^2 + \frac{\sigma^2}{2u^2} \right) \cdot \sum_{i,j=1}^n (b_{ij} + \Delta)^2d, \\
= \frac{1}{2} \left( 2\sqrt{3}\eta\sqrt{d}G^2 + 2\sqrt{3}\eta\sqrt{d} \left( G^2 + \frac{\sigma^2}{2u^2} \right) \sqrt{d} \right) \leq 2\sqrt{3} \cdot \eta \left( G^2 + \frac{\sigma^2}{2u^2} \right) \sqrt{d},
\end{align*}
\]

and

\[
\begin{align*}
\mathbb{E} \left[ \frac{1}{n} \sum_{i,j=1}^n \langle \nabla f_j^u(x(\tau_j^t(t))) - \nabla f_j^u(x(t)), \bar{x}^i - x^i(\tau_j^t(t)) \rangle \right] \\
\leq \frac{1}{n} \sum_{i,j=1}^n \mathbb{E} \left[ ||\nabla f_j^u(x(\tau_j^t(t))) - \nabla f_j^u(x(t))||^2 \right] \cdot \mathbb{R}_i \\
\leq \frac{\eta L\sqrt{d}}{n} \sqrt{12G^2 + \frac{\sigma^2}{2u^2}} \sum_{i,j=1}^n (b_{ij} + \Delta) \mathbb{R}_i \leq \frac{\eta L\sqrt{d}}{n} \sqrt{12G^2 + \frac{\sigma^2}{2u^2}} \cdot \mathbb{R},
\end{align*}
\]

where the last step follows from Cauchy’s inequality. Summarizing these results, we get the desired bound.

**D Proof of Lemma 8**

We have

\[
\begin{align*}
\mathbb{E} \left[ -\frac{1}{n} \sum_{i,j=1}^n \langle \nabla f_j(x(t)) - \nabla f_j(x(\tau_j^t(t))), D_j(\tau_j^t(t))\bar{z}^i(\tau_j^t(t)) - \nabla f_j^u(x(\tau_j^t(t))) \rangle \right] \\
\leq \frac{1}{2n} \cdot \frac{1}{\eta Lb\sqrt{n}} \sum_{i,j=1}^n \mathbb{E} \left[ \left( \nabla f_j(x(t)) - \nabla f_j(x(\tau_j^t(t))) \right)^2 \right] \\
+ \frac{1}{2n} \cdot \eta L\sqrt{d} \sum_{i,j=1}^n \mathbb{E} \left[ \left( D_j(\tau_j^t(t))\bar{z}^i(\tau_j^t(t)) - \nabla f_j^u(x(\tau_j^t(t))) \right)^2 \right],
\end{align*}
\]

where we used the fact that \( 2\langle u, v \rangle \leq ||u||^2/\epsilon + ||v||^2 \) for any \( \epsilon > 0 \) and any vectors \( u, v \). Now for the first term, we have

\[
\sum_{i,j=1}^n \mathbb{E} \left[ \left( \nabla f_j(x(t)) - \nabla f_j(x(\tau_j^t(t))) \right)^2 \right] \\
\leq \eta^2 L^2d \left( 12G^2 + \frac{\sigma^2}{2u^2} \right) \sum_{i,j=1}^n (b_{ij} + \Delta)^2 = \eta^2 L^2n^2\bar{b}^2 \left( 12G^2 + \frac{\sigma^2}{2u^2} \right),
\]
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where we used Lemma 4 and the $L$-smoothness of $f$. And for the second term, we notice that

$$
\sum_{i,j=1}^n \mathbb{E} \left[ \| D_j(\tau_j^i(t)) z_i^i(t) - \nabla^i f_j^n(x(\tau_j^i(t))) \|^2 \right] \\
= \mathbb{E} \left[ \sum_\tau \sum_{i,j=1}^n \mathbb{E} \left[ \| D_j(\tau_j^i(t)) z_i^i(t) - \nabla^i f_j^n(x(\tau_j^i(t))) \|^2 \mid \mathcal{F}_\tau \right] \right] \\
= \mathbb{E} \left[ \sum_\tau \sum_{i,j=1}^n \mathbb{E} \left[ \| D_j(\tau_j^i(t)) z_i^i(t) - \nabla^i f_j^n(x(\tau_j^i(t))) \|^2 \mid \mathcal{F}_\tau \right] \cdot 1_{\tau_j^i(t)=\tau} \right],
$$

and since $\mathbb{E}[D_j(\tau) z^i(\tau) \mid \mathcal{F}_\tau] = \nabla^i f_j^n(x(\tau))$ for $\tau \geq 0$ by Lemma 1 we have

$$
\mathbb{E} \left[ \| D_j(\tau) z^i(\tau) - \nabla^i f_j^n(x(\tau)) \|^2 \mid \mathcal{F}_\tau \right] \leq \mathbb{E} \left[ \| D_j(\tau) z^i(\tau) \|^2 \mid \mathcal{F}_\tau \right] \leq \left( 12G^2 + \frac{\sigma^2}{2u^2} \right) d_i,
$$

and consequently,

$$
\sum_{i,j=1}^n \mathbb{E} \left[ \| D_j(\tau^i_j(t)) z^i_j(t) - \nabla^i f_j^n(x(\tau^i_j(t))) \|^2 \right] \\
\leq \sum_{i,j=1}^n \left( 12G^2 + \frac{\sigma^2}{2u^2} \right) d_i \cdot \mathbb{E} \left[ \sum_\tau 1_{\tau^i_j(t)=\tau} \right] = n \left( 12G^2 + \frac{\sigma^2}{2u^2} \right) d,
$$

where we used Lemma 3 and the fact that $\tau^i_j(t) \geq 0$ when $t \geq B$. Summarizing the above results gives the desired bound.

### E Proof of Lemma 9

By Lemma 1 for any $\tau \geq 0$,

$$
\mathbb{E} \left[ - \langle \nabla^i f(x(\tau)), D_j(\tau) z^i(\tau) \rangle \cdot 1_{\tau^i_j(t)=\tau} \mid \mathcal{F}_\tau \right] = - \langle \nabla^i f(x(\tau)), \nabla^i f_j^n(x(\tau)) \rangle \cdot 1_{\tau^i_j(t)=\tau}.
$$

Then since $\tau^i_j(t) \geq 0$ when $t \geq B$, we see that

$$
\mathbb{E} \left[ - \langle \nabla^i f(x(\tau^i_j(t))), D_j(\tau^i_j(t)) z^i(\tau^i_j(t)) \rangle \right] \\
= \sum_\tau \mathbb{E} \left[ - \langle \nabla^i f(x(\tau)), D_j(\tau) z^i(\tau) \rangle \cdot 1_{\tau^i_j(t)=\tau} \mid \mathcal{F}_\tau \right] \\
= \mathbb{E} \left[ - \sum_\tau \langle \nabla^i f(x(\tau)), \nabla^i f_j^n(x(\tau)) \rangle \cdot 1_{\tau^i_j(t)=\tau} \right] \\
= \mathbb{E} \left[ - \langle \nabla^i f(x(\tau^i_j(t))), \nabla^i f_j^n(x(\tau^i_j(t))) \rangle \right].
$$

We then notice that

$$
- \frac{1}{n} \sum_{i,j=1}^n \langle \nabla^i f(x(\tau^i_j(t))), \nabla^i f_j^n(x(\tau^i_j(t))) \rangle \\
- \frac{1}{n} \sum_{i,j=1}^n \langle \nabla^i f(x(t)) - \nabla^i f(x(\tau^i_j(t))), \nabla^i f_j^n(x(\tau^i_j(t))) \rangle \\
= - \frac{1}{n} \sum_{i,j=1}^n \langle \nabla^i f(x(t)), \nabla^i f_j^n(x(\tau^i_j(t))) - \nabla^i f_j^n(x(t)) \rangle \\
- \langle \nabla f(x(t)), \nabla f^n(x(t)) - \nabla f(x(t)) \rangle - \| \nabla f(x(t)) \|^2.
$$
The expectation of the first two terms on the right-hand side of the above equality can be respectively bounded by

\[
E \left[ \frac{1}{n} \sum_{i,j=1}^n \langle \nabla_i f(x(t)), \nabla_i f^u_j(x(t)) \rangle \right] \leq \frac{1}{2n} \sum_{i,j=1}^n \mathbb{E} \left[ 2\sqrt{3} \eta \sqrt{\eta d} \left( 12G^2 + \sigma^2 \right) \right] \leq \frac{\eta \sqrt{\eta d}}{2\sqrt{3}} \left( 12G^2 + \sigma^2 \right),
\]

where we used Lemma 4 and the \(L\)-smoothness of \(f^u_j\), and

\[
E \left[ \langle \nabla f(x(t)), \nabla f^u(x(t)) - \nabla f(x(t)) \rangle \right] \leq \frac{1}{2} \mathbb{E} \left[ \left( \frac{1}{3} \left\| \nabla f(x(t)) \right\|^2 + 3 \left\| \nabla f^u(x(t)) - \nabla f(x(t)) \right\|^2 \right] \leq \frac{1}{6} \mathbb{E} \left[ \left\| \nabla f(x(t)) \right\|^2 \right] + \frac{3}{2} \sigma^2 L^2 d,
\]

where we used Lemma 1. Summarizing these bounds completes the proof.