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Abstract—Accurate and safety-quantifiable localization is of great significance for safety-critical autonomous systems, such as unmanned ground vehicles (UGV) and unmanned aerial vehicles (UAV). The visual odometry-based method can provide accurate positioning in a short period but is subjected to drift over time. Moreover, the quantification of the safety of the localization solution (the error is bounded by a certain value) is still a challenge. To fill the gaps, this paper proposes a safety-quantifiable line feature-based visual localization method with a prior map. The visual-inertial odometry provides a high-frequency local pose estimation which serves as the initial guess for the visual localization. By obtaining a visual line feature pair association, a foot point-based constraint is proposed to construct the cost function between the 2D lines extracted from the real-time image and the 3D lines extracted from the high-precision prior 3D point cloud map. Moreover, a global navigation satellite systems (GNSS) receiver autonomous integrity monitoring (RAIM) inspired method is employed to quantify the safety of the derived localization solution. Among that, an outlier rejection (also well-known as fault detection and exclusion) strategy is employed via the weighted sum of squares residual with a Chi-squared probability distribution. A protection level (PL) scheme considering multiple outliers is derived and utilized to quantify the potential error bound of the localization solution in both position and rotation domains. The effectiveness of the proposed safety-quantifiable localization system is verified using the datasets collected in the UAV indoor and UGV outdoor environments.

Index Terms—Safety quantification, State estimation, Visual localization, Prior map, Outlier rejection, Protection level.

I. INTRODUCTION

Accurate, cost-effective, and reliable localization is of great importance for the realization of safety-critical autonomous systems, such as unmanned ground vehicles (UGV) [1, 2] and unmanned aerial vehicles (UAV) [3]. The global navigation satellite system (GNSS) [4] is widely used for providing globally-referenced positioning for autonomous systems with navigation requirements. However, positioning accuracy is severely degraded in highly-urbanized cities such as Hong Kong, due to signal reflection caused by static buildings leading to the notorious non-light-of-sight (NLOS) receptions [5] and multipath effects, so-called GNSS outlier measurements.

Instead of relying on the GNSS, the prior map-based light detection and ranging (LiDAR) localization methods [6, 7] attracted lots of attention due to their robustness and accuracy, where the matching between the real-time point clouds and the prior map was employed to estimate the location of the system within the map. However, the consumption of computational resources in point cloud registration [8] and the high-cost LiDAR sensor limit the massive deployment of these localization solutions [9]. Recently, the 2D visual-based localization in a 3D prior map attracted lots of attention [10-12]. But the visual localization within the prior map is still challenging, due to the pattern difference between the 2D pixel texture measurements from the visual image and 3D point cloud information from the prior map [13]. Moreover, reliably quantifying the safety of the derived localization solution is significant for safety-critical autonomous systems. The navigation solution is certified as safe only when its potential error is quantifiable. However, the safety quantification of the map-based localization method is still an open question.

A. Visual Localization with Prior Point Cloud Map

To fill the gap between the 2D image and 3D point cloud, some researchers transform data into the same dimensional spaces for the association. For example, the photometric matching-based methods proposed to project 3D points into synthetic images and match them with a camera intensity image by maximizing the normalized mutual information [14] or minimizing the normalized information distance [15]. However, the nonlinear projection transformation from points to images would be challenged by the discreteness of the point cloud and limit the localization accuracy. Besides, the geometry matching-based methods employed bundle adjustment (BA) [16] to reconstruct a point cloud, and then align the two point clouds with registration methods, such as the iterative closest point (ICP) [8, 17], and normal distribution transform (NDT) [18, 19]. The hybrid of photometric and geometric methods calculated two types of depth images from point clouds and a stereo camera, respectively, and then compared them for camera localization [11, 20]. However, large-scale BA operation is time-consuming, and the point cloud reconstructed based on image features is usually sparse. Meanwhile, the range of the depth recovery from the stereo camera is limited because of the requirement of dense texture information.

The other research stream [10, 21] proposed to directly match the 2D representative features from the image with the 3D point cloud from the prior map by estimating the scale and the pose of the system simultaneously. However, these methods relied heavily on the initial guess of the pose of the system during the 2D-to-3D association. Moreover, those methods only exploited the potential of corner features, and the geometry information (such as lines) from the environments is not fully explored. On the other hand, some learning-based networks conduct image-to-point cloud registration by training various datasets, but these methods ultimately suffer from the dependence on labeled datasets and poor generality [22, 23].
Interestingly, the line feature was utilized by visual-simultaneously and mapping (VSLAM) communities [24, 25] where the lines are employed as the additional feature correspondence to estimate the motion of the system. In some low-textured areas (e.g. the conventional corner features are limited), line segments containing geometrical structure information are particularly effective [26]. Furthermore, lines usually have more stable constraints than points in both 3D space and 2D images, as a line segment consists of multiple points [27, 28]. The results [24, 25] revealed that the line features could effectively exploit the potential of the geometry information within the environment. Considering point clouds with salient structural information and inspired by the potential of the prior map, the work in [29] proposed a line feature-based visual localization method where the 2D line feature was associated with the 3D lines from the prior point cloud map aided by the high-frequency initial guess of the pose from the visual-inertial system (VINS) [30]. However, the work in [29] constructed the constraints of the line correspondence based on the line-to-line distance which fails to fully explore the geometry correlation of the line features. As an extension, this paper proposes an improved line feature-based point-to-point constraint model aided by a carefully designed line correspondence selection strategy to achieve reliable visual localization within the prior map.

B. Safety Quantification of Localization Solution

Reliably quantifying the safety of the derived localization solution is significant for safety-critical autonomous systems before its massive production and deployment. The navigation solution is certified as safe only when its potential error is quantifiable [31] and could be monitored simultaneously. Unfortunately, the safety quantification of the map-based localization solution is not effectively studied, which still has a big gap in the front. Specifically, the potential error of the localization solution is mainly caused by two parts: (1) The random Gaussian noise: the Gaussian noise associated with the raw observation measurements could lead to potential localization uncertainty [32]. (2) The unmodelled bias from outliers: the unmodelled outlier measurements with bias can lead to additional uncertainty in the localization solution [33].

Scientifically speaking, the key to quantifying the safety of the localization solution is to reliably account for the uncertainty arising from those two components. In visual localization, several outlier rejection algorithms have existed. The popular methods are random sample consensus (RANSAC) and its variants [34, 35]. However, the RANSAC algorithm relies on the selection of the kernel parameter which can be slow and fail in the presence of high outlier rates [36]. On the other hand, the global optimization methods based on branch-and-bound (BnB) and mixed integer programming strategies try to make the global outlier searching problem tractable and faster [13, 37]. However, these methods could lead to a high computational load and a satisfactory initial guess of the state is required. Another method for outlier detection is the parity space approach (PSA), which projects the measurements into a designed parity space, where the outliers can be highlighted and detected [38]. However, due to the misdetection and omission of outliers, and the random Gaussian noise contained in the observations, the safety of the visual navigation system still cannot be guaranteed.

Interestingly, the state-of-the-art GNSS receiver autonomous integrity monitoring (RAIM) theory quantifies the safety of the satellite positioning solution by systematically considering the uncertainty from the satellite measurements and the unmodelled bias from outliers [32, 33]. In GNSS, the RAIM theory starts with the fault detection and exclusion (FDE) process which aims to remove the potential outlier satellite measurements. Then the safety of the positioning solution is quantified based on the survived satellite measurements by calculating a statistical value, so-called the protection level (PL), which aims to account for the maximal potential error of the positioning solution caused by the Gaussian noise and the outliers that survived the FDE [32, 33]. Initially, the calculation of PL was mainly based on the assumption that only one outlier is left in the observations [32], and then the work proposed in this paper [33] extended the basic assumption from the single outlier to multiple outliers.

Inspired by the RAIM theory in the GNSS field, Li et al. drew on RAIM to monitor the integrity of visual localization based on ORB-SLAM2 [39] and determined an approximate upper bound of the state estimation error by calculating the protection level [39, 40]. Dr. Zhu proposed a preliminary visual positioning pipeline with integrity monitoring and focused on the error model of visual pixel features for fault detection and elimination, but this pipeline has not been systematically verified [41, 42]. Meanwhile, these methods mainly rely on the single fault assumption both in FDE and safety quantification which limits its generality for the cases with multiple faults. Moreover, the RAIM theory in GNSS only considered safety quantification in the positioning domain but the safety quantification in the orientation is also equally important for autonomous systems (e.g. UAV), which is not fully investigated.

In this paper, a RAIM-inspired safety quantification method is proposed to enable the certification of safety under the multiple-outlier assumption, and in both positioning and orientation domains.

C. Key Contributions of This Paper

This paper proposes a safety-quantifiable line feature-based visual localization method with a prior map. The main contributions of this paper are summarized as follows:

1) **Pixel-level point-to-point constraint model for visual localization:** By transforming the 2D-3D line association-based optimization problem from minimizing the line-to-line distance model into a point-to-point reprojection model, a new reliable pixel-level constraint model based on line features is proposed for reliable localization within the prior map.

2) **Safety quantification considering multiple faults:** A RAIM-inspired safety quantification pipeline is proposed which accounts for the localization safety both for the positioning and orientation domains. This paper systematically derives the safety quantification process by FDE and PL estimation.

3) **A comprehensive framework for safety quantifiable visual localization:** This is the first proposed integral framework including visual localization and safety quantification for
autonomous systems. The effectiveness of the proposed pipeline is verified with challenging datasets collected by both UAV and UGV systems. Moreover, a detailed analysis of the localization safety towards the line features distribution is presented.

The rest of this paper is organized as follows. The overview of the proposed system pipeline is given in Section II. The methodology of the proposed visual localization with a prior map based on line feature correspondences is presented in Section III. In Section IV, the derivation of the safety quantification is presented including the FDE, and the protection level estimation considering multiple faults is presented. Experimental results and discussions are provided in Section V. Section VI concludes this paper and outlines the future research directions. The Appendix supplements the details of the Jacobian matrix used in Section III.

II. OVERVIEW OF THE PROPOSED METHOD

The proposed system pipeline is shown in Fig. 1. The system mainly includes two parts, the visual localization module, and the safety quantification module. Firstly, a high-precision 3D point cloud as a prior map is generated in advance, in which all 3D lines are extracted and stored offline [43]. Then the 3D lines are projected into an image frame based on the initial field of view (FoV) of the camera that is provided based on the pose estimation from the VINS [30]. On the other hand, the images captured by an onboard camera are used to detect 2D lines in real-time (Section III-A). The two types of lines are matched into line feature correspondences, which are utilized as the predictions and measurements of the state optimization model for absolute visual localization (Section III-B) in the prior map. Secondly, a safety quantification is implemented based on reliable FDE and protection level calculation. Specifically, a Chi-squared test is applied to detect outliers based on the weighted residual iteratively (Section IV-B). After removing the detected outliers, the survived observations are re-input into the optimization model for state estimation until the Chi-squared test passes. Then the protection level is estimated based on the multiple fault assumption by quantitatively evaluating the safety of the visual localization solution (Section IV-C).

The notations are defined as follows. (\cdot)^w is the world frame, and the origin coincides with the prior map starting point. (\cdot)^b is the body frame, and the origin is defined on the inertial measurement unit (IMU). (\cdot)^c is the camera frame. The translation vector and rotation matrix are represented by \( \mathbf{R} \) and \( \mathbf{t} \) respectively, and also by their corresponding Lie algebra \( \xi \) [44]. \( \mathbf{R}_{bw}^w, \mathbf{t}_{bw}^w \) means the transformation from the world frame to the body frame, \( \mathbf{R}_{bw}^w, \mathbf{t}_{bw}^w \) is from the body frame to the camera frame. \( b_k \) is the subscript of the body frame in the \( k^{th} \) image. The state variables in this paper are the pose of UGV or UAV at world frame while taking the \( k^{th} \) image, expressed by \( \mathbf{R}_{bw}^w \) and \( \mathbf{t}_{bw}^w \). \( P(X,Y,Z) \) is a 3D point and \( p(\mu,\nu) \) means a 2D image pixel point. The notation of Chi-Squared distribution is \( \chi^2 \).

III. STATE ESTIMATION: VISUAL LOCALIZATION WITH PRIOR MAP

A. 2D-3D Lines Matching

In this paper, the 2D lines are detected by the LSD method [45] and are indicated by two endpoints (\( \mathbf{p}_i, \mathbf{p}_j \)) in 2D image. The line features existing in 3D point clouds are extracted by a segment-based 3D line detection method. In the method, the 3D points are segmented by planes and projected into a virtual image, then the 2D lines detected on this image are re-projected into 3D space to get line segments [43]. Once the 3D lines are...
obtained, the dense point cloud can be replaced by line segments that are represented by two 3D endpoints \((P_s, P_e)\), and only these lines need to be loaded during visual localization.

To get line correspondences, we first project the 3D lines into the camera imaging plane according to the initial pose of the camera from VINS. Then, these lines are matched with the 2D lines captured from the actual world in this image depending on the defined similarity criteria. The criteria in this paper are mainly determined by the distance, angle, and overlap between two line segments [13, 29]. Specifically, the general function of a 2D line \(l_I\) is

\[ Ax + By + C = 0, \]

the distance \(D\) is defined as the sum of distances from equally interval sampling points \((\mu_i, \nu_i), i = 1 \cdots n\) (containing endpoints) on one line segment to the other (shown in Fig. 2 (a)), the equation is,

\[
D = \sum_{i=1}^{n} d_i = \sum_{i=1}^{n} \sqrt{A\mu_i + B\nu_i + C}. \tag{2}
\]

The angle \(\theta\) of two lines \(l_1, l_2\) is

\[
\theta = \angle(\overline{t}_1, \overline{t}_2), \tag{3}
\]

and the overlap \(v\) is shown in Fig. 2 (b),

\[
v = \frac{|\overline{p}_i|}{|\overline{t}_1|}. \tag{4}
\]

By assigning appropriate thresholds which are experimentally determined, the algorithm can obtain line correspondences that meet requirements. Fig. 3 (a) shows the line detection result at one camera frame, and (b) is the line matching result on this frame.

**Fig. 3:** (a) The red lines in the image are the detected 2D lines by FLD method; the blue lines are the projected lines from 3D map by VIO FoV, and the FoV of green lines is based on our state estimation result (More details can be seen in Section III-B). (b) The red and green line pairs are the valid matching association, the blue and purple lines are the rejected outliers (see Section IV-B).

**Fig. 4:** An illustration of line reprojection error from the 3D prior map to the 2D image. A 3D point \(P(X,Y,Z)\) on \(l^w\) is projected into a camera image with \(p(\mu,\nu)\) based on the transformation \(R, t\). The foot point \(p'f(\mu^f, \nu^f)\) of \(p(\mu, \nu)\) on \(l^f\) is found to build a pixel cost function that is be minimized.

B. Point-to-point Optimization Model

Generally, the cost function among line features can be built based on the sum distance between line correspondences. In this paper, the optimization model is transformed from minimizing the distance of lines to point reprojection error [44].

Assuming there is a line pair \(l_1, l_2\), the general function of \(l_1\) is shown in (1), and the distance between them can be calculated by the sum distance of the points on \(l_2\) from \(l_1\), which is consistent with equation (2). Take one point \(p(\mu, \nu)\) on \(l_2\) as an example, the distance from \(p\) to \(l_1\) is equivalent to the distance from the point \(p_0\) its vertical foot point \(p_f(\mu^f, \nu^f)\) on \(l_1\). This point-to-point distance is essentially the same as the reprojection error in visual pose estimation, both of them are used to represent the difference between the coordinates of two-pixel points. Based on this, the objective function can be built by minimizing the square sum of the point pair error,

\[
F = \min \sum \|p_f - p|^2_Q, \tag{5}
\]

where \(p_f\) and \(p\) are the measurement and prediction of this function, respectively. The \(Q\) is the covariance of the observations and is experimentally determined. The coordinate of the foot point \(p_f(\mu^f, \nu^f)\) can be computed as

\[
\mu^f = \frac{B^2\mu - AB\nu - AC}{A^2 + B^2}, \nu^f = \frac{A^2\nu - AB\mu - BC}{A^2 + B^2}. \tag{6}
\]

The specific process of constructing an optimization model is illustrated in Fig. 4. Suppose there is a 3D line segment \(l^w\) in space at the time while the \(k^{th}\) image taken by the camera, and one of its endpoints is \(P(X,Y,Z)\). The transformation of the camera during this time from the world frame is \(T_w^c = [R|t]\) (corresponding to Lie algebra \(\xi\) [46]), the 3D line \(l^w\) is projected into the image plane of the camera shown as \(\overline{t}_c\), which is matched with the line segment \(l^f\) in this image. Based on the pre-calibrated extrinsic matrix \(T_w^c\), this projection model can be expressed as

\[
s \begin{bmatrix} \mu \\ \nu \\ 1 \end{bmatrix} = KT \begin{bmatrix} X \\ Y \\ Z \\ 1 \end{bmatrix} = K \exp(\xi) P, \tag{7}
\]

where \(p(\mu, \nu)\) is the pixel location of the endpoint \(P(X,Y,Z)\) in an image plane. \(s\) is the scale and \(K\) is the intrinsic matrix of the camera [47]. The symbol \(A\) is a vector to skew-symmetric conversion. Combined with the state variables we defined in Section II, the transformation \(T_w^c\) can be decomposed as

\[
\begin{bmatrix} R_w^c \\ t_w^c \end{bmatrix} = R_b^c R_b^{\theta} + t_b^c, \tag{8}
\]

where \(R_b^c\) and \(t_b^c\) refer to the transformation between the camera and IMU at the \(k^{th}\) image, which are invariant parameters because the camera and IMU are fixedly mounted on autonomous robots, so we have \(T_w^c = T_b^c = T_b^w\), and this transformation can be obtained by the joint camera-IMU calibration [48]. In our system, the initial guess of states \(T_w^c\) is provided by VINS [30].

In the image plane, after obtaining the prediction \(p(\mu, \nu)\) based on (7), the measurement \(p_f(\mu^f, \nu^f)\) on the matched line pair \(l^c\) can be computed by (6). So the error
function depended on the point-to-point reprojection error can be shown as
\[ e = p' - p = (\mu' - \mu)^2 + (\nu' - \nu)^2. \] (9)
Therefore, the cost function (5) can be rewritten by
\[ \xi' = \min_{\xi} \sum_{k=1}^{N} \left\| p_k(\mu(\xi), \nu(\xi)) - \frac{1}{s_h} (K \exp(\xi^\wedge) P_k) \right\|_Q^2, \] (10)
where \( N \) is the number of line pairs on the current image. The proposed method selects two endpoints from each set of pairs as observations for the optimization model. Moreover, the measurements \( p' \) is a variable related to the state \( \xi \).

C. Optimization Solver

For the non-linear optimization problem in this paper, the Gauss-Newton (GN) method is employed and is implemented by the Ceres solver [49]. First, the error function is linearized by Taylor expansion about \( x \) shown as
\[ e(x + \Delta x) \approx e(x) + J^T \Delta x. \] (11)
where \( x \) is the state variable, and \( J \) is the Jacobian matrix. If the Jacobian matrix is known, by giving the initial guess of states \( x \), the optimization increment \( \Delta x \) can be obtained by
\[ H \Delta x = g \] (12)
where \( H = J^T J, g = -J^T e [50] \). Then the states are updated by \( x_{i+1} = x_i + \Delta x \), until the algorithm converges, where \( i \) is the iterate index.

In terms of the Jacobian matrix in this paper, the proposed method utilizes the perturbation model in lie algebra to derive it [44]. Based on the chain rule and (9), the derivation of each error term with respect to the state variable can be calculated by
\[ J = \frac{\partial e}{\partial \xi} \approx \lim_{\delta \xi \to 0} \frac{e(\xi + \delta \xi) - e(\xi)}{\delta \xi} = \frac{\partial e}{\partial \mu} \frac{\partial \mu}{\partial \xi} + \frac{\partial e}{\partial \nu} \frac{\partial \nu}{\partial \xi}. \] (13)
Here \( \odot \) refers to the disturbance left multiplication in Lie algebra, \( \delta \xi \) is the perturbation value. The \( \mu' \) is a point in the camera frame, which is transformed by the 3D space point \( P \) in the world frame, referring to equation (7), we have
\[ P' = (TP)_{1,3} = \exp(\xi^\wedge) P_{1,3} = [X', Y', Z']^T. \] (14)
The specific calculation procedure for the three components of the Jacobian matrix in (13) can be found in Appendix A. Therefore, the localization problem could be solved iteratively based on the devised Jacobian matrices.

IV. SAFETY QUANTIFICATION OF VISUAL LOCALIZATION WITH PRIOR MAP

A. Observation Model

Considering the state estimation problem in the previous section, a general observation equation could be constructed as follows,
\[ z = h(x) + \epsilon, \] (15)
where \( x \) is the state variable and \( \epsilon \) is the noise item. \( z \) is the measurements, corresponding to the footprint \( p' \). \( h(\cdot) \) is a nonlinear measurement model and corresponds to (7) in Section III, which can be linearized by a first-order Taylor expansion as shown in Section III-C to get an approximated linear model,
\[ \hat{z} = J \Delta x + \epsilon \] (16)
where \( J \) is the Jacobian matrix. \( \hat{z} = z - h(x_0) \) is the shifted measurement according to the operating point \( x_0 \) (initial guess of state variables). Here we assume that the error introduced by the linearization is negligible. As in the case of visual localization, the frame frequency is high and the movement between successive frames is small, making the operating point close to the state convergence value [51].

Generally, the noise item \( \epsilon \) is assumed to be a Gaussian distribution with zero mean and a known covariance matrix \( Q \),
\[ \epsilon \sim N(0, Q). \] (17)
However, in this section, a fixed bias \( b \) is added to the error model as
\[ \epsilon \sim N(b, Q). \] (18)
The bias \( b \) represents another source of error, here called outliers, the details will be discussed in the following section.

For the linear problem in (16), we can solve it by the weighted least squares method, and the solution is
\[ \Delta x = (J^T W J)^{-1} J^T W z, \] (19)
where \( W \) is the weighted matrix or information matrix and is the inverse of noise covariance matrix \( Q \),
\[ W = Q^{-1}. \] (20)
Note that the Jacobian matrix \( J \) could be updated in each iteration.

B. Outlier Rejection

Referring to Zhu’s work [41], we could briefly classify the errors associated with the raw visual measurements (line features in this paper) in the proposed framework as follows. The first category is the photometric noise caused by camera calibration error, camera over-exposure, and motion blur. These errors will affect the detection accuracy of line features and are expressed as the covariance matrix \( Q \) of the error model in (18). The second category is the fixed estimation deviations introduced by outliers, and we use the bias \( b \) in (18) to represent the effect of the outliers on the state estimation. However, it is undeniable that the presence of outliers is associated with the first category, as this category can cause feature misdetection and mismatching.

Due to the existence of noise and bias in measurements, the results of state estimation could contain residual \( \epsilon \). Combining (16) and (19), the residual \( \epsilon \) can be written as
\[ \epsilon = \hat{z} - J \Delta x = (I - P) \hat{z} \]
\[ P = J (J^T W J)^{-1} J^T W. \] (21)
In the actual calculation, the residual is obtained from the optimization solver in the previous section.

To evaluate the quality of measurements, a weighted sum of the squared errors (WSSE) [32] based on the residual is defined as
\[ \epsilon^T W \epsilon = [(I - P) \hat{z}]^T W [(I - P) \hat{z}], \] (22)
which can be further simplified as
\[ \epsilon^T W \epsilon = z^T W (I - P) \hat{z} = z^T S \hat{z} \]
\[ S = W(I - J (J^T W J)^{-1} J^T W). \] (23)
Next, a Chi-squared test for WSSE is used to determine whether there are outliers in the measurements:
where, $\chi^2_{1-a}(n - m)$ is the $1 - \alpha$ quantile of the central Chi-squared distribution with $(n - m)$ degrees of freedom (DoF) [33], $n$ is the number of measurements, $m$ is the number of state variables, $\alpha$ is the is the probability of false alarm ($P_{fa}$) and is set to 0.05 in this paper. $\textbf{TD}$ is a threshold that can be obtained by checking the $\chi^2$ distribution table according to the DoF and confidence $1 - \alpha$. If

$$\hat{z}^\top \hat{S} \hat{z} > \text{TD},$$

(25)

the probability of outliers existing in the measurements is $1 - \alpha$ (95%).

Because of the properties of the $\chi^2$ distribution and the error model (18), outliers in the measurements can be rejected by (24). If the bias $\textbf{b}$ in (18) is not equal to 0, the WSSE will not fit a central $\chi^2$ distribution but a non-central distribution. The non-centrality parameter is $\lambda \equiv b^T S b$ [33], which is shown as

$$E(\hat{z}^\top \hat{S} \hat{z}) - (n - m) = b^T S b.$$ 

(26)

Therefore, the central Chi-squared distribution in (24) cannot be satisfied only if all outliers are theoretically removed from the observations (i.e. the bias in the error model is equal to 0). In this way, a greedy algorithm [40] can be applied to iteratively exclude the observations corresponding to the largest residuals (considered to be outliers) until the (24) is satisfied.

$C$. Protection Level Estimation

Even if the Chi-squared test is passed, one or more outliers may still remain in the measurements and the existence of the potential outliers is denoted by the $P_{fa}$. Therefore, the error of the localization results based on the surviving measurements mainly comes from two factors: (1) the potential missed outliers described by the probability $P_{fa}$, (2) the Gaussian noise associated with the surviving measurements.

The general expression of PL can be expressed as

$$\text{PL} = \text{P}_b + \text{P}_n,$$

(27)

In particular, the first term is used to protect the bias-induced error in localization, and the second term is to bound the noise-induced error. Meanwhile, this paper aims at considering the case where multiple outliers are contained in observations even after the Chi-square test. Referring to RAIM and [40], we divide the translation into the $x$, $y$, and $z$ and rotation into the roll, pitch, and yaw when calculating the PL in the proposed method, and then use an index vector formed by 0 and 1 to represent a state variable, for example

$$x: \textbf{H}_1 = [1, 0, 0, 0, 0, 0]; \text{roll: } \textbf{H}_4 = [0, 1, 0, 0, 0, 0]$$

$$y: \textbf{H}_2 = [0, 1, 0, 0, 0]; \text{pitch: } \textbf{H}_5 = [0, 0, 1, 0, 0, 0].$$

(28)

$$z: \textbf{H}_3 = [0, 0, 0, 1, 0]; \text{yaw: } \textbf{H}_6 = [0, 0, 0, 0, 1].$$

In terms of the first term in PL in (27), the bias vector for the $i^{th}$ state can be given based on error propagation and [19] [33]:

$$\textbf{b}^* _i = \textbf{H}_i (\textbf{J}^\top \textbf{WJ})^{-1} \textbf{J}^\top \textbf{Wb},$$

(29)

so the norm of the bias vector is

$$\|\textbf{b}^* _i\| = \sqrt{\textbf{b}^\top \textbf{Db}}.$$

$$\textbf{D}_i = \textbf{WJ}(\textbf{J}^\top \textbf{WJ})^{-1} \textbf{H}_i (\textbf{J}^\top \textbf{WJ})^{-1} \textbf{J}^\top \textbf{W}.$$ 

(30)

For the multiple-outliers case, assuming there are $n$ measurements in total, $r$ of them contain biases, and $1 \leq r \leq (n - m)$, for example $n = 7, r = 2$, an index matrix $A_j$ of size $n \times r$ can be defined as

$$A_j = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}^\top,$$

(31)

which means the first and second measurements have biases, the $j$ means these two measurements can be arbitrary. The matrix $A_j$ can be generated by a 2-combination of the 7 measurements denoted by $\binom{7}{2}$. Then, the biases in observations can be selected as

$$b_{ij} = A_j b_i.$$

(32)

To make sure the PL to bound the error caused by biases, the maximum bias-induced error that results from the example $n = 7, r = 2$ needs to be calculated. However, since the Chi-squared test has been passed, the condition $b^\top S b \leq \text{TD}$ also needs to be satisfied [33]. Based on (30) and (32), a constrained optimization model can be constructed as

$$\text{P}_{b_i} = \max b_{ij}^* = \frac{\sqrt{b_{ij}^* \text{D} b_{ij}}}{\max_{A_j \in A} \sqrt{(A_j \text{D}_i \text{A}_j^\top \text{S} A_j)^{-1}}},$$

(33)

$$\text{s.t.} b_{ij}^* A_j S A_j b_i = \Gamma$$

where $\Gamma = \text{TD}$, $S$ and $D_i$ can be found in (23), (30). According to [33], this optimization question can be equally simplified by linear algebra theory as follows,

$$\max b_{ij}^* = \frac{\max_{A_j \in A} \sqrt{(A_j \text{D}_i \text{A}_j^\top \text{S} A_j)^{-1}}}{\text{max}}.$$

(34)

By iterating through all $A_j$ and comparing the corresponding largest eigenvalue of (35), we can obtain the maximum bias-induced error in this direction.

On the other hand, the noise-induced error can be computed by

$$\text{P}_{n_i} = k_i \sqrt{((\text{J}^\top \text{WJ})^{-1})_{i,i}},$$

(36)

where $k$ is the number of the standard deviation. Empirically, the $k$ is set to 3, the so-called three-sigma rule of thumb (or $3\sigma$ rule), the corresponding probability of the values that lie within the 3σ interval is 99.73% [52]. Combining (34) and (36), the calculation of PL can be written by

$$\text{PL}_i = \max_{A_j \in A} \sqrt{\text{max}(A_j, D_i, S) \Gamma} + k_i \sqrt{((\text{J}^\top \text{WJ})^{-1})_{i,i}}.$$ 

(37)

In response to the line feature-based visual localization problem in this paper, we choose the two endpoints from a set of line correspondence as observations, so the index matrix $A_j$ on (31) will be set as

$$A_j = \begin{bmatrix} 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}^\top,$$

(38)

The number of observations is doubled, from 7 to 14, and the two endpoints on the same set of line correspondence are consistent.
V. EXPERIMENT RESULT & DISCUSSIONS

The proposed framework is evaluated in real-world environments using both the public indoor dataset for the UAV and the outdoor dataset collected by UGV. We compare the performance of the proposed method with other state-of-the-art methods to evaluate the proposed optimization model and the safety-quantification method. The root mean squared error (RMSE) of absolute trajectory error (ATE) [53] is the evaluation criterion of algorithm accuracy. All experiments are implemented on a desktop with Intel-Core i9-12900K and Ubuntu 20.04. The proposed framework is developed by the robot operating system (ROS) [54] and C++ language.

In terms of the evaluation of the localization performance, the algorithms compared include:
1) VINS: the VINS framework developed in [30],
2) Benchmark: the line-to-line visual localization method developed in [29].
3) PPL: the proposed visual localization method without outlier rejection.
4) PPL-OR: the proposed visual localization method with outlier rejection.

To evaluate the proposed safety-quantification model, the estimated PL is compared with the exact localization error. It is certified as safe if the estimated PL could effectively account for the potential error of the localization solution. The comparison methods include:
1) $3\sigma$: a typical method used to represent the uncertainty of the state, the computational model can be seen in (36).
2) PL: the proposed safety-quantification model.

A. UAV Indoor Experiment

1) Dataset & Comparison Methods

The EuRoc MAV (Micro Aerial Vehicle) dataset [55] is selected for evaluation, which is collected by global shutter stereo cameras (Aptina MT9V034, WVGA burri2016euroc, 20 FPS), synchronized IMU unit (ADIS16448, 200 Hz). The 3D point cloud prior maps are constructed by a Leica MS50 with an accuracy of about 1mm, and the ground-truth states are obtained by a Vicon (100 Hz) and Leica MS50. The MAV can be seen in Fig. 1. In particular, our current algorithm applies the direct output of VINS without loop-closure for state initialization, which is a completely loosely coupled form.

![V1_02_medium trajectory](image1)

2) Verification on Optimization Model & Outlier Rejection

The RMSE of ATE results is shown in Table I. It can be seen that the proposed methods outperform other methods in most cases, particularly in complex scenes. The improvement of ours in easy scenes with VINS is similar. However, in complex scenes (e.g., with blurred image texture), the superiority of line features can be shown. Besides, the trajectories of the V1_02_medium and V1_03_difficult are shown in Fig. 5. It can be seen that the proposed algorithm could improve the trajectory accuracy to some extent, but due to the loosely coupled structure, the state estimation results are dependent on the initial values provided by VINS, which makes the proposed algorithm has limited enhancements. On the one hand, the improved localization accuracy compared with the VINS reveals that the proposed line-based localization method can mitigate the drift from the VINS. Also, from Table I, the accuracy obtained based on the proposed optimization model is always higher than the benchmark algorithm, which indicates that the proposed line observation model could obtain better localization accuracy compared with the work in [29].

![V1_03_difficult trajectory](image2)

In addition, the proposed method with outlier rejection (PPL-OR) has a generally better performance than PPL, which reflects the effectiveness of the Chi-squared test-based outlier rejection algorithm used in this paper. Details about the OR efficiency are shown in Fig. 6, which displays the variation of WSSE of five keyframes as the outliers are detected and removed by a greedy algorithm sequentially. The x-axis is the number of outliers removed and the y-axis represents the residual of the observation model. By sequentially rejecting the visual outliers, the WSSE decreases.

![V1_02_medium trajectory and V1_03_difficult trajectory](image3)

3) Verification on PL

This subsection presents a protection level-based safety quantitative analysis by taking the classic V1_02_medium
sequence as an example. In this experiment, we compare the bound rate of PL and $3\sigma$ (36) on state estimation errors, the bound rate of $b_r$ can be computed as

$$b_r = \frac{n}{m}$$

(39)

where $n$ is the number of $PL/3\sigma \geq error$, $m$ is the number of all frames. If the estimated PL could bound the actual error of the localization solution, it indicates that the proposed safety quantification is effective.

The results of translation and rotation are shown in Fig. 7 and Fig. 8, respectively, expressed by $XPL$, $YPL$, $ZPL$, $RollPL$, $PitchPL$, and $YawPL$. In Fig. 7, it is clear that PL performs much better than $3\sigma$ for error bounding, with PL having more than 70% bound rate in all three directions, while $3\sigma$ is only about 20% (see Table IV). And it can be seen that PL has a similar trend to the error in most cases. In Fig. 8, PL quantifies the error significantly better than $3\sigma$, but its performance is uneven in three directions, especially in yaw rotation. The main reasons for this phenomenon are the limitation of the line features and the IMU sensor. In terms of line features, since there are many horizontal lines in space, when the object is rotated around $z$-axis to produce yaw rotation, the motion will be parallel to the lines making the motion useless for feature matching and state optimization, which is one of the most common degradation symptoms of line features [28].

| TABLE II: The $b_r$ (%) of PL / $3\sigma$ with error using different number of outliers in translation and rotation. The covariance is 7-pixel². |
|---|---|---|
| Num. | 1 | 2 | 3 |
| $x$ | 71.6% / 19.6% | 74.2% / 19.6% | 74.2% / 19.6% |
| $y$ | 75.7% / 24.8% | 76.8% / 24.8% | 76.8% / 24.8% |
| $z$ | 71.3% / 22.9% | 73.5% / 22.9% | 73.5% / 22.9% |
| roll | 43.9% / 20.8% | 65.2% / 20.8% | 65.2% / 20.8% |
| pitch | 66.6% / 31.0% | 85.3% / 31.0% | 85.3% / 31.0% |
| yaw | 8.23% / 1.99% | 18.8% / 1.99% | 18.8% / 1.99% |

| TABLE III: The $b_r$ (%) of PL / $3\sigma$ with error using different covariance assumption in translation and rotation. The number of outliers is two. |
|---|---|---|
| Cov. | 3-pixel² | 5-pixel² | 7-pixel² |
| $x$ | 42.5% / 7.51% | 59.8% / 13.5% | 74.2% / 19.6% |
| $y$ | 47.1% / 10.0% | 64.2% / 18.3% | 76.8% / 24.8% |
| $z$ | 48.0% / 11.8% | 61.3% / 16.0% | 73.5% / 22.9% |
| roll | 36.5% / 11.0% | 51.8% / 15.3% | 65.2% / 20.8% |
| pitch | 60.3% / 14.8% | 74.8% / 22.5% | 85.3% / 31.0% |
| yaw | 6.03% / 0.81% | 10.9% / 1.53% | 18.8% / 1.99% |

Fig. 7: The trend of protection level, $3\sigma$, and error in three translation directions. The assumption of the measurement covariance is 7-pixel and the number of outliers is set to two.
4) The Discussion of PL

Ideally, the PL should be able to cover the error, but the facts contradict this. Based on the derivation of PL in Section IV-C, the calculation of PL is affected by bias-induced error resulting from outliers and noise-induced error because of observation noises. Firstly, the number of outliers existing in the current observations after passing the Chi-square test is unknown. Secondly, the noise covariance matrix of the visual measurements cannot be obtained exactly which is given empirically in this paper. All these uncertainties are factors that can affect the performance of PL estimation.

To gain more insight into PL, we evaluate the bound rate of PL and $3\sigma$ under different assumptions with multiple outliers and noise covariances in Table II. From Tables II, it can be seen that increasing the number of outliers can improve the bound rate of PL, but when the number of outliers is set to 3, it will not change, indicating that the largest number of outliers in all sequences is 2. In Table III, the measurement noise of the line feature is set to 3, 5, and 7 pixels, respectively. In practice, the measurement noise of a single pixel point feature is usually set between 1-3 pixels [56]. Since this paper uses line features, the detection of lines will introduce more errors than point features. Also, the 3D line features extracted from the point cloud map could impose observation error, so the covariance assumption is amplified here. Similarly, the same assumption is used for the Chi-squared test above. It can be seen from Table III that as the covariance increases, the rate rises, which means that PL is getting larger. In summary, more outliers and larger covariance increase PL, which is consistent with the definition of PL for quantifying safety, where larger error noise could lead to larger PL.

A specific analysis is done for the case of abnormal PL where the PL cannot reliably bound the localization error. Based on the experiments above, it is known that PL is influenced by the quality of observations. Moreover, the distribution of the line features utilized for the localization is the other sources affecting the PL estimation. It is expected that the features are uniformly distributed horizontally and vertically which could introduce optimal constraints. However, the case could occur where the features flock together which can lead to the degeneration of the state estimation [57]. To quantify the impacts of the feature distribution on the localization performance, the inverse condition number (ICN) is introduced in [57]. In particular, the ICN is determined by the inverse of the ratio between the minimum and maximum eigenvalues of $J^T J$, where, the J denotes the Jacobian matrix of the visual line constraint which is rigorously derived in the appendix of this paper.

Fig. 9 displays the ICN and PL in three directions. As seen from the figure that PL has a highly consistent trend with ICN at the abnormal mutation, which indicates that these frames have ill-conditional constraints and feature degeneration. Based on this discovery, we can conclude that feature degeneration largely causes exceptional maxima peak in PL. On the other hand, we could utilize PL to remind the feature degeneration phenomenon during state estimation to avoid serious optimization failures. Fig. 10 shows two typical feature
degeneration scenarios. It is clear that most of the features in images are parallel, which makes the constraint with its vertical direction very weak, resulting in an ill-condition case.

![Feature degeneration examples](image)

**Fig. 10:** Two examples of the feature degeneration. The blue and green lines express the feature matching pairs.

---

It is clear that most of the features in images are parallel, which makes the constraint with its vertical direction very weak, resulting in an ill-condition case.

**B. UGV Outdoor Experiment**

1) **Experiment Setup**

The UGV platform used in this experiment is shown in Fig. 11 (a), and (b) is the sensor suite, which contains a LiDAR (HDL 32E Velodyne, 10 Hz), an IMU (Xsens Mti 10, 200 Hz), and a RealSense camera (D435i, 30 Hz). The dataset is collected by driving around a square on the Hong Kong Polytechnic University (PolyU) campus (Fig. 12 (b)). The total path length is 295.5 m. The IMU data and images captured by RealSense are the input of VINS. The data from LiDAR and IMU are processed by LIO_SAM implementation [58], and used to build a prior point cloud map shown in Fig. 12 (a), the origin of this 3D map is defined at the starting position of the IMU. The trajectory estimated by LIO_SAM is regarded as the ground truth of localization. With the help of the LiDAR loop closure, centimeter-level accuracy can be obtained from the LIO_SAM in the evaluated scene. Accordingly, similar evaluation criteria and comparisons with UAV experiment are adopted in this section.

![UGV platform and sensor suite](image)

**Fig. 11:** (a) The UGV platform. (b) Sensor unit including LiDAR, IMU and RealSense camera.

2) **System Evaluation**

Table IV lists the RMSE of ATE comparison results of the proposed method with VINS and benchmark, which can be seen that our algorithm can also improve the localization accuracy in the outdoor environment using UGV. Fig. 13 presents the estimation errors of translation and rotation, it is clear our algorithm is able to reduce the drift problem of VINS to some extent, which is evident in the z and yaw motions, while the errors in other directions can be offset periodically because the UGV trajectory is a constantly repeating circular motion. However, as the path keeps getting longer and the VINS drift increases, the effectiveness of our algorithm for removing the cumulative error gradually diminishes (see Fig. 13) due to the fact that the proposed method uses the output of VINS as the initial guess.

![Evaluation results](image)

**Fig. 12:** (a) The regional point cloud of the Hong Kong Polytechnic University. (b) The corresponding Google 3D map of the same area. The red line indicates the trajectory of the UGV during the testing.

| Sequence | VINS [6] | Benchmark [30] | PPL [ours] | PPL-OR [ours] |
|----------|----------|----------------|------------|---------------|
| PolyU Campus | 1.688 | 2.191 | 1.607 | **1.602** |

RMSE of ATE: The root mean squared error of absolute trajectory error.

**TABLE IV: RMSE [53] of ATE (m)**

![Evaluation results](image)

**Fig. 13:** The position and orientation error of PPL-OR compared with VINS.

**TABLE V:** The $b_y$ (%) of PL with error using different number of outliers in translation and rotation with covariance is 7-pixel

| Num. | x | y | z | roll | pitch | yaw |
|------|---|---|---|------|-------|-----|
| 1    | 83.1% | 66.2% | 50.8% | 64.6% | 53.9% | 5.13% |
| 2    | 85.1% | 69.2% | 54.9% | 66.7% | 56.4% | 5.64% |
| 3    | 85.1% | 69.2% | 54.9% | 66.7% | 56.4% | 5.64% |

Based on the discussion of PL in the previous subsection, the safety quantification of UGV is verified by adjusting the number of outliers and the covariance of measurements. By fixing the covariance to $7\text{-pixel}^2$, the relationship between the bound rate of PL and the number of outliers is shown in Table V. It is clear that the number of residual outliers in the UGV dataset is two, which is the same as the UAV experiment. Next,
by fixing the number of outliers to 2 and changing the covariance from $3\text{-pixel}^2$ to $15\text{-pixel}^2$, the trends of the bound rate of the PL in six directions are shown in Fig. 14. As seen from the figure, the bound rates of the PL in six directions gradually level off when covariance is equal to $13.1\text{-pixel}^2$ (the black line). In particular, the bound rate in x-direction is infinitely close to 95% (the red dashed line), which is consistent with the probability $(1 - \alpha)$ set in the outlier rejection section. Based on this figure, the final covariance in the UGV experiment is set to $13.1\text{-pixel}^2$, and the corresponding bound rates of PL and $3\sigma$ are shown in Table VI. Fig. 15 and Fig. 16 are the trends of PL, $3\sigma$, error, and the ICN in translation and rotation, respectively.

![The bound rate of six directions with different covariances](image)

Fig. 14: The bound rate ($b_i$) of six directions with different measurement noises from 3-pixel to 15-pixel. The red dash line means the $b_i = 95\%$. The covariance corresponding to the black line is $13.1\text{-pixel}^2$.

|        | x   | y   | z   | roll | pitch | yaw   |
|--------|-----|-----|-----|------|-------|-------|
| PL     | 93.9% | 89.7% | 88.2% | 85.6% | 80.5% | 7.69% |
| $3\sigma$ | 40.0% | 16.4% | 6.67% | 20.5% | 12.8% | 0.51% |

3) Discussion

In terms of accuracy improvement, the proposed method can eliminate the cumulative drift of VINS to a certain extent by using prior map-based localization. However, because of the loosely coupled form with VINS, the proposed method is greatly influenced by the initial guess of the state from the VINS, and when the drift is severe, our method will have difficulty converging (Fig. 13). Furthermore, the measurement noise of the line feature in the UGV dataset is about 13 pixels, which is even greater than the noise in UAV experiment. Excluding the noise of 2D line feature detection in images, the 3D line detection in point cloud map could induce more errors than UAV experiment because of the low-precision point cloud. It follows that the denseness and precision of the point cloud map is also an important factor affecting the performance of the algorithm and the PL calculation, as it impacts the line detection and the error model.

Meanwhile, same as the UAV experiment, the performance of PL is particularly poor at the yaw rotation. Comparing the localization error and PL of the yaw axis with the roll and pitch axes in Fig. 8 and Fig 16, it is obviously that the overall error of the yaw axis is larger than the others, and the PL is indeed smaller. Putting aside the small PL due to the degeneration of the line feature as known from the previous section, we will focus on the affect of IMU on the yaw localization error. Since the yaw axis of IMU is difficult to be constrained by gravity as the roll and pitch axes, the IMU will directly introduce more errors in the yaw measurement. Especially in this UGV experiment, the small radius circular motion is a severe measurement environment for the IMU, which will excite the $z$-axis error of gyroscope in IMU and make the yaw axis present a divergence trend. And the error of the yaw axis in Fig. 13 is consistent with this phenomenon. However, this measurement error caused by the limitation of IMU is no longer applicable to the PL calculation, as the derivation of PL is based on the defined error model of line features, which dose not take into account the IMU measurement error. In summary, the above-mentioned reasons are leading to the poor performance of PL on the yaw axis.

VI. CONCLUSION AND FUTURE WORK

This paper presents a safety-quantifiable line feature-based monocular visual localization framework with point cloud maps. A new point-to-point line constrained optimization model is built to achieve accurate and robust localization in point cloud maps to eliminate cumulative drift occurring to relative positioning. A safety quantification strategy motivated by RAIM system is introduced into the current autonomous systems to evaluate the maximum value of the state estimation errors. The experimental results on UAV and UGV platforms show the proposed method outperforms the comparison algorithms in accuracy and robustness, and the error quantification of PL for state estimation is efficient in the multiple outlier assumption as well as in the translational and rotational motions.
In the future, the line feature-based optimization model will be put into VINS as a new optimization factor to build a tightly coupled schema to alleviate the dependency of the current framework on the initial solution provided by VINS. At the same time, we will also further promote the effectiveness of safety quantification from different perspectives, such as constructing a more appropriate dynamic error model by considering the effects of lighting changes, motion blur, etc., or dealing with the feature degeneracy case under the premise that PL is correlated with this situation to make the PL as close to the localization error as possible while still bounding the error so that the safety alarm mechanism can be introduced more reasonably.
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APPENDIX

THE DERIVATION OF JACOBIAN MATRIX

The analytical expression of the Jacobian matrix of the error function $e$ with respect to state variables is derived in this section. We have known the Jacobian can be computed by chain rule, like this

$$\frac{\partial e}{\partial \xi} = \lim_{\delta \xi \to 0} \frac{e(\delta \xi + \xi) - e(\xi)}{\delta \xi} = \frac{\partial e}{\partial p} \frac{\partial p}{\partial \xi}.$$  \hspace{1cm} (39)

And we need to solve each partial derivative of this equation, the first item based on (6) and (9) can be computed by

$$\frac{\partial e}{\partial p} = \left[ \begin{array}{c} \frac{\partial e}{\partial p_x} \\ \frac{\partial e}{\partial p_y} \end{array} \right] = \frac{2}{A^2 + B^2} \left[ \begin{array}{c} A^2 (\rho^i - \rho) + AB (\nu^i - \nu) \\ AB (\rho^i - \mu) + B^2 (\nu^i - \nu) \end{array} \right]^T.$$  \hspace{1cm} (40)

For the second item, according to (7) and (14), $P'$ is a projected point in the camera frame and its pixel location $p(\mu, \nu)$ on the image plane is

$$sp = KP',$$  \hspace{1cm} (41)

where,

$$\mu = f_x \frac{X'}{Z'}, \quad \nu = f_y \frac{Y'}{Z'},$$  \hspace{1cm} (42)

$f_x, f_y, c_x, c_y$ and $c_0$ is the intrinsic parameters of the camera, and then,

$$\frac{\partial p}{\partial P'} = \left[ \begin{array}{c} \frac{\partial p_x}{\partial X'} \\ \frac{\partial p_y}{\partial Y'} \\ \frac{\partial p_z}{\partial Z'} \end{array} \right] = \left[ \begin{array}{c} f_x \frac{X'}{Z'} \\ f_y \frac{Y'}{Z'} \\ f_z \frac{Z'}{Z'} \end{array} \right].$$  \hspace{1cm} (43)

For the third part, $P' = TP$ and give $T$ a left perturbation $\delta T = \exp(\delta \xi^i)$, whose Lie algebra is $\delta \xi = [\delta \rho, \delta \phi]^T$ [44], then,

$$\frac{\partial (TP)}{\partial \xi} = \lim_{\delta \xi \to 0} \frac{\exp(\delta \xi^i) \exp(\xi^i) P - \exp(\xi^i) P}{\delta \xi} = \lim_{\delta \xi \to 0} \frac{(I + \delta \xi^i) \exp(\xi^i) P - \exp(\xi^i) P}{\delta \xi} = \lim_{\delta \xi \to 0} \frac{\delta \xi^i \exp(\xi^i) P}{\delta \xi} = \lim_{\delta \xi \to 0} \frac{\delta \xi^i}{\delta \xi} \left[ \begin{array}{c} \delta \phi^i \\ \delta \rho \end{array} \right] \left[ \begin{array}{c} 0 \\ 1 \end{array} \right] = \lim_{\delta \xi \to 0} \left[ \begin{array}{c} \delta \phi^i (RP + t) + \delta \rho \\ 0 \end{array} \right] \left[ \begin{array}{c} 0 \\ 1 \end{array} \right],$$

$$= \left[ \begin{array}{c} P' \\ 0 \end{array} \right] - (RP + t)^T,$$  \hspace{1cm} (44)

taking out the first 3 dimensions, we have

$$\frac{\partial P'}{\partial \xi} = \left[ \begin{array}{c} I \\ P' \end{array} \right],$$  \hspace{1cm} (45)

where,

$$-P'^\wedge = \left[ \begin{array}{ccc} 0 & Z' & -Y' \\ -Z' & 0 & X' \\ Y' & -X' & 0 \end{array} \right].$$  \hspace{1cm} (46)

Merging formula (40) (43) and (44), the final Jacobian matrix can be solved as

$$J = \frac{\partial e}{\partial \xi} = -\frac{2}{A^2 + B^2} [J_1, J_2, J_3, J_4, J_5, J_6],$$  \hspace{1cm} (47)

Among that,

$$J_1 = m f_x Z' \quad J_2 = n f_y Z'$$

$$J_3 = -m f_x X' + n f_y Y' \quad J_4 = -n f_y Z'^2$$

$$J_5 = m f_x + m f_x X' + n f_y Y' \quad J_6 = -f_y Y' Z'^2 + f_y X' Z'^2,$$

with,

$$m = A^2 (\rho^i - \mu) + AB (\nu^i - \nu) \quad n = AB (\mu^i - \mu) + B^2 (\nu^i - \nu)$$  \hspace{1cm} (49)
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