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Abstract

Let $U$ be the uniform spanning tree on $\mathbb{Z}^3$. We show the occurrence of log-logarithmic fluctuations around the leading order for the volume of intrinsic balls in $U$. As an application, we obtain similar fluctuations for the quenched heat kernel of the simple random walk on $U$.

1 Introduction

The aim of this article is to demonstrate an oscillatory phenomenon for the heat kernel of the simple random walk on the three-dimensional uniform spanning tree. To introduce this model of interest here, we start by recalling that Pemantle [31] proved that if $\mathbb{Z}^d$ is exhausted by a sequence of finite subgraphs $G_n$, then the uniform spanning tree measures on $G_n$ weakly converge to some measure supported on spanning forests of $\mathbb{Z}^d$. The corresponding random graph is called the uniform spanning forest on $\mathbb{Z}^d$. Pemantle [31] also showed that the uniform spanning forest is a single tree almost surely if $d \leq 4$, in which case we call it the uniform spanning tree on $\mathbb{Z}^d$, while it consists of infinitely many trees when $d \geq 5$. Since their introduction, uniform spanning forests have been studied extensively and played an important role in the progress of probability theory, due to connections to various areas such as loop-erased random walk [20, 31, 38], electrical networks [6, 8, 17], domino tiling [8, 16], the random cluster model [10, 11], random interlacements [14, 36] and for $d = 2$, conformally invariant scaling limits [2, 7, 13, 25, 33]. Let us mention that the uniform spanning tree is often considered in the same class as various critical statistical physics models since it shares similar properties such as fractal scaling limits with non-trivial scaling exponents and it is one of the few such models for which rigorous results have been proved even for the three-dimensional case [1, 18, 27], which is typically the most difficult case to study.

Motivating the study of the simple random walk on the uniform spanning forest on $\mathbb{Z}^d$ is that such a process captures the geometric and spectral properties of the forest and how these depends on the dimension $d$. In particular, the random walk displays mean-field behavior for $d \geq 4$, with a logarithmic correction in four dimensions [12, 15]. On the other hand, different (nontrivial) exponents describe the asymptotic behavior of several quantities such as transition density (heat kernel), exit time and mean-square displacement of the random walk below four dimensions [1, 5]. At least, this is confirmed for $d = 2$ and it is strongly believed that this is the case for $d = 3$ (see Remark 1.5).

We now introduce the notation that we need to state our main result of heat kernel fluctuations. Let $U$ be the uniform spanning tree on $\mathbb{Z}^3$. We write $p_n^U(x,y)$ for the transition density (heat kernel) of the simple random walk on $U$, see Section 2.2 for its precise definition. We also let
\( \beta \in (1, 5/3) \) be the growth exponent that governs the time-space scaling of the three-dimensional loop-erased random walk, which coincides with the Hausdorff dimension of the scaling limit of the three-dimensional loop-erased random walk [34, 35], see Section 2.1 for details.

**Remark 1.1.** Numerical estimates suggest that \( \beta = 1.624 \cdots \) (see [39]).

Our main theorem then demonstrates heat kernel fluctuations of log-logarithmic magnitude as follows.

**Theorem 1.2.** There exist deterministic constants \( a_1, a_2 > 0 \) such that one has

\[
\liminf_{n \to \infty} (\log \log n)^{a_1} n^{3/3+\beta} p^H_{2n}(0,0) = 0, \tag{1.1}
\]

and also

\[
\limsup_{n \to \infty} (\log \log n)^{-a_2} n^{3/3+\beta} p^H_{2n}(0,0) = \infty, \tag{1.2}
\]

almost surely.

Similarly heat kernel fluctuations have been established for Galton-Watson trees [4, 9] and the uniform spanning tree on \( \mathbb{Z}^2 \) [3]. We will describe some key differences between these models below, but common ingredients in the proofs of such results are corresponding volume fluctuations. In fact, the idea of proof of Theorem 1.2 is similar to that of [3, Corollary 1.2]. Specifically, in order to prove Theorem 1.2, the crucial step is to show that the volume of intrinsic balls (with respect to the graph distance) of \( \mathcal{U} \) also enjoys log-log fluctuations. To be more precise, let \( B_{\mathcal{U}}(0, r) \) be the intrinsic ball in \( \mathcal{U} \) of radius \( r \) centered at the origin. Then we have the following volume fluctuations.

**Theorem 1.3.** There exist deterministic constants \( a_3, a_4 > 0 \) such that one has

\[
\liminf_{r \to \infty} (\log \log r)^{a_3} r^{-\frac{3}{\beta}} \left| B_{\mathcal{U}}(0, r) \right| = 0, \tag{1.3}
\]

and also

\[
\limsup_{r \to \infty} (\log \log r)^{-a_4} r^{-\frac{3}{\beta}} \left| B_{\mathcal{U}}(0, r) \right| = \infty \tag{1.4}
\]

almost surely. Here \( |A| \) stands for the cardinality of \( A \).

**Remark 1.4.** It was already proved in [1, Theorem 1.6] that there exist deterministic constants \( b_1, b_2, b_3, b_4 > 0 \) and \( c_1, c_2 > 0 \) such that with probability one

\[
c_1 n^{-\frac{3}{3+\beta}} (\log \log n)^{-b_1} \leq p^H_{2n}(0,0) \leq c_2 n^{-\frac{3}{3+\beta}} (\log \log n)^{b_2} \tag{1.5}
\]

for large \( n \), and also

\[
c_1 r^{\frac{3}{\beta}} (\log \log r)^{-b_3} \leq \left| B_{\mathcal{U}}(0, r) \right| \leq c_2 r^{3/\beta} (\log \log r)^{b_4} \tag{1.6}
\]

for large \( r \). Determining the optimal exponents for \( a_i \) in Theorems 1.2 and 1.3 seems difficult.

**Remark 1.5.** Rigorously speaking, it is not clarified that the uniform spanning tree on \( \mathbb{Z}^3 \) exhibits different exponents than the high-dimensional case since the only information about the growth exponent \( \beta \) is that it satisfies \( 1 < \beta \leq 5/3 \). As shown in (1.5), the leading order of the on-diagonal heat kernel is \( n^{-\frac{3}{3+\beta}} \) a.s. in three dimensions, while it equals \( n^{-\frac{4}{3}} \) for every component of the uniform spanning forest in higher dimensions [12, 15].
We briefly discuss the strategies of our proofs here. It is harder to estimate volume and heat kernel fluctuations for uniform spanning trees than for Galton-Watson trees since uniform spanning trees do not have independence between disjoint subgraphs. In order to obtain Theorem 1.3, we consider the three-dimensional uniform spanning tree as a collection of small pieces where the probability of events corresponding to those on the whole tree can be calculated. Similarly to [3, Theorem 1.1], we consider unlikely configurations of $\mathcal{U}$, namely “comb” and “spiral” configurations as depicted in Figures 1 and 2 respectively. Here the comb configuration is constructed in such a way that we obtain an intrinsic ball in $\mathcal{U}$ with an unusually large size, which enables us to obtain (1.4). On the other hand, we use the spiral configuration to make an unusually small ball for the sake of the derivation of (1.3). Although the scenario is essentially the same as that for the two-dimensional case in [3], here we need to deal with a central hurdle: since the Beurling projection theorem (a property of the simple random walk on $\mathbb{Z}^2$ that it hits any path of $\mathbb{Z}^2$ with high probability, see [24, Theorem 6.8.1] for example) is not available when $d = 3$, the construction of such unlikely configurations of $\mathcal{U}$ via Wilson’s algorithm (see Section 2.2 for this algorithm) requires some extra work, which is rather complicated. We overcome this difficulty through careful use of a type of hittability of loop-erased random walks in $\mathbb{Z}^3$, as derived in [32, Theorem 3.1]. Combining Theorem 1.3 with the fact that the behavior of the effective resistance metric on $\mathcal{U}$ is similar to that of the intrinsic metric (see Section 4.2 below for this), Theorem 1.2 is also proved.

Before we end this section, let us explain the organization of this article. General notation together with background on the uniform spanning tree and loop-erased random walk in $\mathbb{Z}^3$ will be introduced in Section 2. Then the claim (1.4) will be proved in Section 3 and (1.3) will be shown in Section 4. Finally, we will show Theorem 1.2 in Section 5.
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2 Definitions and background

We begin by introducing some notation for subsets of $\mathbb{Z}^3$. Given two points $x, y \in \mathbb{Z}^3$ and a set $A \subset \mathbb{Z}^3$, we let $d_E(x, y) = |x - y|$ be the Euclidean distance between $x$ and $y$ and let $\text{dist}(x, A) = \inf\{d_E(x, y) : y \in A\}$.

For a set $A \subset \mathbb{Z}^3$, we define the inner boundary $\partial_i A$ and the outer boundary $\partial A$ of $A$ as follows:

\[
\partial_i A = \{x \in A : \text{there exists } y \in \mathbb{Z}^3 \setminus A \text{ such that } |x - y| = 1\}, \\
\partial A = \{x \in \mathbb{Z}^3 \setminus A : \text{there exists } y \in A \text{ such that } |x - y| = 1\}.
\]

Given two points $x, y \in \mathbb{Z}^3$, we write $x \sim y$ if $|x - y| = 1$. A finite or infinite sequence of vertices $\gamma = (\gamma_0, \gamma_1, \ldots)$ is called a path if $\gamma_{i-1} \sim \gamma_i$. For two paths $\gamma = (\gamma_0, \gamma_1, \cdot \cdot \cdot, \gamma_k)$ and $\gamma' = (\gamma'_0, \gamma'_1, \cdot \cdot \cdot)$ with $\gamma_k = \gamma'_0$, we define the concatenation $\gamma \oplus \gamma'$ of them by

\[
\gamma \oplus \gamma' = (\gamma_0, \gamma_1, \cdot \cdot \cdot, \gamma_k, \gamma'_1, \cdot \cdot \cdot).
\]

2.1 Loop-erased random walk

Given a finite path $\gamma = (\gamma_0, \cdot \cdot \cdot, \gamma_k)$, we let $\text{len}(\gamma) = k$ be the length of $\gamma$ and let $\text{LE}(\gamma)$ be the chronological loop erasure of $\gamma$, which is defined as follows. Set

\[
T(0) = \sup\{j : \gamma_j = \gamma_0\}
\]
and $\tilde{\gamma}_0 = \gamma_{T(0)}$. Inductively, we set

$$T(i) = \sup\{j : \gamma_j = \gamma_{T(i-1)+1}\}, \quad \tilde{\gamma}_i = \gamma_{T(i)}. \tag{2.1}$$

Let

$$l = \inf\{j : T(j) = k\}.$$  

Then, $\text{LE}(\gamma) = (\tilde{\gamma}_0, \ldots, \tilde{\gamma}_i)$. The loop-erased random walk (LERW) is the random simple path obtained as the loop-erasure of a path of the simple random walk.

The exact same definition also applies to the infinite simple random walk (SRW) $S$ on $\mathbb{Z}^3$. Since $S$ is transient, the times $T(i)$ in (2.1) are finite almost surely for every $i \in \mathbb{Z}$. The infinite simple path $\text{LE}(S)$ is called the infinite loop-erased random walk (ILERW).

Now we introduce the growth exponent of the three-dimensional LERW. We start SRW on $\mathbb{Z}^3$ at the origin and run until it exits the ball of radius $n$ centered at the origin. Let $M_n$ be the length of its loop-erasure. We denote the law of $S$ by $P$ and the corresponding expectation by $E$. The growth exponent is defined by the limit

$$\beta := \lim_{n \to \infty} \frac{\log E(M_n)}{\log n}, \tag{2.2}$$

if exists. It is proved that the limit exists in [34] and that $\beta \in (1, 5/3]$ in [23]. Numerical estimates suggest that $\beta = 1.624 \cdots$, see [39]. Moreover, following exponential tail bound of $M_n$ is shown in [34].

**Theorem 2.1.** ([34, Theorem 1.1.4]) There exists $c > 0$ such that for all $n \geq 1$ and $\kappa \geq 1$,

$$P(M_n \geq \kappa E(M_n)) \leq 2 \exp\{-c\kappa\},$$

and for any $\varepsilon \in (0, 1)$, there exist $0 < c_\varepsilon, C_\varepsilon < \infty$ such that for all $n \geq 1$ and $\kappa \geq 1$,

$$P(M_n \leq \kappa^{-1} E(M_n)) \leq C_\varepsilon \exp\{-c_\varepsilon \kappa^{\frac{1}{\varepsilon}}\}.$$  

### 2.2 Uniform spanning tree

A subgraph of a connected graph $G$ is called a spanning tree on $G$ if it is connected, contains all vertices of $G$ and has no cycle. Let $\mathcal{T}(G)$ be the set of all spanning trees on $G$. For a finite connected graph $G$, a random tree chosen according to the uniform measure on $\mathcal{T}(G)$ is called the uniform spanning tree (UST) on $G$. We can define the uniform spanning tree on $\mathbb{Z}^3$, or the three-dimensional uniform spanning tree, as the weak limit of the USTs on the finite boxes $\mathbb{Z}^3 \cap [-n, n]^3$, see [31].

We will assume that the three-dimensional UST $\mathcal{U}$ is built on a probability space $(\Omega, \mathcal{F}, \mathbf{P})$ and we denote the corresponding expectation by $E$. Note that, $\mathbf{P}$-a.s., $\mathcal{U}$ is a one-ended tree ([31]). For any $x, y \in \mathbb{Z}^3$ and any connected subset $A \subset \mathbb{Z}^3$, we write $\gamma(x, y)$ for the unique self-avoiding path between $x$ and $y$, $\gamma(x, A)$ for the shortest path among $\{\gamma(x, y) : y \in A\}$ if $x \notin A$, and $\gamma(x, A) = \{x\}$ if $x \in A$. We let $\gamma(x, \infty)$ for the unique infinite self-avoiding path started at $x$. We denote by $d_\mathcal{U}$ the intrinsic metric on the graph $\mathcal{U}$, i.e. $d_\mathcal{U}(x, y) = \text{len}(\gamma(x, y))$. Similarly, we denote by $d_E$ the Euclidean metric on $\mathbb{Z}^3$ and for any $x \in \mathbb{Z}^3$ and connected $A \subset \mathbb{Z}^3$, we let $d_E(x, A) = \inf_{y \in A} d_E(x, y)$.

We define balls in the intrinsic metric by

$$B_\mathcal{U}(x, r) = \{y \in \mathbb{Z}^3 : d_\mathcal{U}(x, y) \leq r\} \tag{2.3}$$
and let $|B_U(x, r)|$ be the number of points in $B_U(x, r)$. We denote balls in the Euclidean metric by

$$B(x, r) = \{y \in \mathbb{Z}^3 : d_E(x, y) \leq r\},$$

and balls in $l_\infty$-metric $d_\infty$, i.e. cubes, by

$$B_\infty(x, r) = \{y \in \mathbb{Z}^3 : d_\infty(x, y) \leq r\}.$$  \hfill (2.5)

Throughout the paper, we let $S^z$ denote a simple random walk on $\mathbb{Z}^3$ started at $z \in \mathbb{Z}^3$ and $P^z$ denote its law. We take $(S^z)_{z \in \mathbb{Z}^3}$ to be independent.

Now we recall Wilson’s algorithm. This method to construct UST with LERW was first introduced to finite graphs ([38]) and then extended to transient $\mathbb{Z}^d$ including $\mathbb{Z}^3$ ([6]). Let $\{v_1, v_2, \cdots\}$ be an ordering of the vertices of $\mathbb{Z}^3$ and let $\gamma_{\infty}$ be the infinite LERW started at the origin. Given a path $\gamma$ and a set $A \subset \mathbb{Z}^3$, we let $\tau(A) = \tau_\gamma(A) = \min\{i \geq 0 : \gamma_i \in A\}$. We define a sequence of subtrees of $\mathbb{Z}^3$ inductively as follows:

$$U_0 = \gamma_{\infty},$$

$$U_i = U_{i-1} \cup \text{LE}(S^z[0, \tau(U_{i-1})]), \ i \geq 1,$$

$$U = \cup_i U_i.$$  \hfill (2.4)

Then by [6], the random tree $U$ has the same law as the three-dimensional UST. It follows that the law of $U$ above does not depend on the ordering of $\mathbb{Z}^3$.

Finally we define the simple random walk on $U$. We denote by $\mu_U$ the measure on $\mathbb{Z}^3$ such that $\mu_U(\{x\})$ is given by the number of edges of $U$ which contain $x$. For a given realization of $U$, the simple random walk on $U$ is the discrete time Markov process $X^n_U = ((X^n_U)_n, (P^n_U)_{x \in \mathbb{Z}^3})$ which at each step jumps from its current location to a uniformly chosen neighbor in $U$. For $x \in \mathbb{Z}^3$, the law $P^n_U$ is called the quenched law of the simple random walk on $U$. We write

$$p^n_U(x, y) = \frac{p^n_U(X^n_U = y)}{\mu_U(\{y\})}, \ x, y \in \mathbb{Z}^3,$$  \hfill (2.5)

for the quenched heat kernel.

### 2.3 Effective resistance

Now we introduce the effective resistance between two subgraphs of a connected subgraph, which we will use to estimate upper heat kernel fluctuations in Section 4.

**Definition 2.2.** Let $G = (V, E)$ be a connected graph. For functions $f$ and $g$ on $V$, we define a quadratic form $E$ by

$$E(f, g) = \frac{1}{2} \sum_{x, y \in V} (f(x) - f(y))(g(x) - g(y)).$$

If we regard $G$ as an electrical network with a unit resistance on each edge in $E$, then for disjoint subsets $A$ and $B$ of $V$, the **effective resistance** between $A$ and $B$ is defined by

$$R_{\text{eff}}(A, B)^{-1} = \inf\{E(f, f) : E(f, f) < \infty, f|_A = 1, f|_B = 0\}.  \hfill (2.7)$$

Let $R_{\text{eff}}(x, y) = R_{\text{eff}}(\{x\}, \{y\})$.

It is known that $R_{\text{eff}}(\cdot, \cdot)$ is a metric on $G$, see [37].
3 Upper volume fluctuations

In this section, we prove (), upper volume fluctuations of log-logarithmic magnitude in Theorem 3.13. The key ingredient of the proof is the following lemma, which provides a lower bound on an upper tail of the volume of intrinsic balls in the three-dimensional UST $U$.

Recall that $\beta$ is the growth exponent of the three-dimensional LERW defined by (2.2) and $B_U$ stands for intrinsic balls in $U$ defined by (2.3).

**Proposition 3.1.** Let $U$ be the three-dimensional UST build on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$. Then there exist $c_1, c_2 > 0$ such that for all $\lambda > 0$ and $r \geq 1$,

$$P(|B_U(0,r)| \geq \lambda r^{3/\beta}) \geq c_1 \exp\{-c_2\lambda^{(\beta-1)/\beta} \log \lambda\},$$

(3.1)

where $\beta$ is the growth exponent of the three-dimensional LERW.

**Remark 3.2.** See [1, Proposition 6.1] for an exponential upper bound for the probability in (3.1).

3.1 The comb configuration in the UST

We explain an idea of the proof of (3.1) here, which is inspired by the proof of (4.1) of [3, Lemma 4.1]. We consider a cube of $N \times N \times N$ boxes, each of size $m \times m \times m$. We take a box on a corner of the cube and let the box be centered at the origin. Described in Figure 1 is the boxes which has an intersection with the $xy$ plain. For each $j \geq 0$, let

$$x_j = (jm, 0, 0) \in \mathbb{Z}^3, \quad B_{x_j} = B_\infty(x_j, m/2),$$

(3.2)

i.e. $B_{x_j}$ is the cube of side-length $m$ centered at $x_j$ (see Section 2.2 for the definition of $B_\infty$).

Let $\gamma_\infty$ be the infinite LERW started at the origin, which is the first branch in Wilson’s algorithm to generate $U$. We consider the event $A_{x_1}$ which is the intersection of the following events:

- $\gamma_\infty$ moves toward the right until it exits from a “tube” $\bigcup_{j=1}^N B_{x_j}$ without backtracking.

- The number of points in $\gamma_\infty \cap B_{x_j}$ is bounded above by $m^\beta$ for all $1 \leq j \leq N$.

- For some small $\varepsilon > 0$, with high probability, each point in $B(x_j, \varepsilon m)$ ($j = 1, \cdots, N$) is connected to $\gamma_\infty$ with a path of length of order $m^\beta$.

Next we run SRWs $S^{(j)}$, $j = 1, 2, \cdots, N$ independent of $\gamma$ and each other started at the points $(jm, Nm, 0)$. We consider the event $A_{x_2}$ where each $S^{(j)}$ moves in a “tube” parallel to the $y$ axis until it hits $\gamma$, the number of points in its loop erasure is bounded above by $Nm^\beta$ and every point in a small Euclidean ball around the center of each box is connected to the loop erasure with a short path.

Finally, we consider the corresponding event $A_{x_3}$ for independent SRWs started at $(jm, km, Nm)$ until they hit the already constructed subtree in the tubes parallel to the $z$ axis.

Note that if the intersection $A_{x_1} \cap A_{x_2} \cap A_{x_3}$ occurs, it leads to a lower bound of the volume of a ball in intrinsic metric. Once we have a lower bound of the probability of the event $A$, we consider LERWs satisfying the same condition and parallel to $y$ and $z$ axis.

In the remainder of this subsection, we will establish a lower bound of the probability of the event $A_{x_1} \cap A_{x_2} \cap A_{x_3}$ in Lemma 3.7 and in Lemma 3.8. In order to do so, we follow an argument of [29], Section 4, which make use of the cut points of the three-dimensional SRW.

We begin with defining several events.
Figure 3: The event $A_x \cap A_x \cap A_x$ to consider for upper volume fluctuations

**Definition 3.3.** For $a < b$, we define

$$Q[a, b] = \{(x^1, x^2, x^3) \in \mathbb{Z}^3 : a \leq x^1 \leq b, -m \leq x^2, x^3 \leq m\},$$

$$Q(a) = \{(x^1, x^2, x^3) \in \mathbb{Z}^3 : x^1 = a, -m \leq x^2, x^3 \leq m\}.$$

We also set

$$\tilde{Q}(a) = \{(x^1, x^2, x^3) \in \mathbb{Z}^3 : x^1 = a, -m/2 \leq x^2, x^3 \leq m/2\},$$

$$R_j = \{(x^1, x^2, x^3) \in \mathbb{Z}^3 : x^1 = jm, |x^2|^2 + |x^3|^2 < m^2/100\} \cup \{(x^1, x^2, x^3) \in \mathbb{Z}^3 : x^1 = jm, |x^2|^2 + |x^3|^2 > m^2/64\}.$$ (3.3)

Note that setting $a_j = (j-1/2)m$, it follows that $Q[a_j, a_{j+1}] = B_{x_j}$ and that $Q(a_{j+1})$ corresponds to the right face of $B_{x_j}$ (see (3.2) for the definition of $B_{x_j}$).

Now we consider the SRW $S$ on $\mathbb{Z}^3$ started at the origin. By linear interpolation, we may assume that $S(k)$ is defined for every non-negative real $k$ and $S[0, \infty)$ is a continuous curve. For a continuous curve $\lambda$ in $\mathbb{R}^3$, we define

$$t_\lambda(a) = \inf\{k \geq 0 : \lambda(k) \in Q(a)\}.$$ Let

$$N = (\log \log m)^{1/2},$$

$$q = m/N^2.$$ (3.4) (3.5)

Using $t_S(a)$, we define events $A_j$ as following:

$$A_0 = \{t_S(a_1) < \infty, S(t_S(a_1)) \in \tilde{Q}(a_1), S[0, t_S(a_1)] \subset B_{x_0}, S[t_S(a_1) - q, t_S(a_1)] \cap Q(a_1 - 2q) = \emptyset\},$$

$$A_j = \{t_S(a_j) < t_S(a_{j+1}) < \infty, S(t_S(a_{j+1})) \in \tilde{Q}(a_{j+1}), S[t_S(a_j), t_S(a_{j+1})] \subset Q[a_j - q, a_{j+1}] \setminus R_j, S[t_S(a_{j+1} - q), t_S(a_{j+1})] \subset Q[a_{j+1} - 2q, a_{j+1}]\} \text{ for } j \geq 1.$$ (3.6)
Figure 4: Sets $Q[a, b]$, $Q(a)$, $\tilde{Q}(a)$ and $R_j$

The event $A_0$ guarantees that $S$ exits $B_{x_0}$ from $\tilde{Q}(a_1)$ and has no big backtracking from $t_S(a_1 - q)$ to $t_S(a_1)$. For $j \geq 1$, the event $A_j$ ensures that once $S$ enters $B_{x_j}$, it keeps moving to the right until hitting $Q(a_{j+1})$. The last condition of $A_j$ requires that $S$ has no big backtracking in $[t_S(a_{j+1} - q), t_S(a_{j+1})]$. We note that the event $A_0$ (resp. $A_j$, $j \geq 1$) is measurable with respect to $S[0, t_S(a_1)]$ (resp. $S[t_S(a_j), t_S(a_{j+1})]$).

We set

$$G_j = \bigcap_{k=0}^{j} A_k. \quad (3.7)$$

We next consider a cut time with special properties for the SRW.

**Definition 3.4.** Suppose that the event $A_j$ defined in (3.6) occurs. For each $j \geq 1$, we call $k$ is a nice cut time in $B_{x_j}$ if it satisfies the following conditions:

(i) $t_S(a_j + \frac{q}{2}) \leq k \leq t_S(a_j + q),$
(ii) $S[t_S(a_j), k] \cap S[k + 1, t_S(a_{j+1})] = \emptyset,$
(iii) $S[k, t_S(a_{j+1})] \cap Q(a_j) = \emptyset,$
(iv) $S(k) \in Q[a_j + \frac{q}{2}, a_j + q].$

If $k$ is a nice cut time in $B_{x_j}$, then we call $S(k)$ a nice cut point in $B_{x_j}$.

We define events $B_j$ by

$$B_j = \{S \text{ has a nice cut point in } B_{x_j}\},$$

for each $j \geq 1$. Note that event $B_j$ is measurable with respect to $S[t_S(a_j), t_S(a_{j+1})]$. We define

$$H_j = \bigcap_{k=1}^{j} B_k. \quad (3.8)$$
Now we consider two random curves $\xi_j$ and $\xi_j'$ defined as follows. We set

$$\xi_j = \text{LE}(S[0, t_S(a_j + 1)])$$

and

$$\lambda_j = \text{LE}(S[t_S(a_j), t_S(a_j + 1)]) \quad \text{for} \quad j \geq 0,$$

$$\xi_0' = \xi_0, \quad \xi_j' = \xi_0' \oplus \lambda_1 \oplus \cdots \oplus \lambda_j \quad \text{for} \quad j \geq 1.$$  \hfill (3.9) \hfill (3.10)

Note that $\xi_j'$ is not necessarily a simple curve and thus $\xi_j \neq \xi_j'$ in general. However, the next lemma from [29] shows that the difference between these two curves is small on the event $G_j \cap H_j$.

**Lemma 3.5** ([29, Lemma 4.3]). Let $j \geq 1$. Suppose that $G_j \cap H_j$ defined in (3.7) and (3.8) occurs. Then, for the length of $\xi_j$ and $\xi_j'$, we have

$$\text{len}(\xi_j) \leq \text{len}(\xi_0') + \sum_{k=1}^{j} \{\text{len}(\lambda_k) + |\xi_j \cap Q[a_k - q, a_k + q]|\},$$  \hfill (3.11)

where for $A \subset \mathbb{R}^3$, we write $|A|$ for the number of points in $A \cap \mathbb{Z}^3$.

Note that $\text{len}(\xi_j') = \text{len}(\xi_0) + \sum_{k=1}^{j} \text{len}(\lambda_k)$, and thus the above lemma compares the length of $\xi_j$ and $\xi_j'$.

We will next deal with the length and the hittability of each $\lambda_j$. For $C \geq 1$, we define the event $E_j(C)$ by

$$E_0 = E_0(C) = \{\text{len}(\xi_0) \leq Cm^\beta\}, \quad E_j = E_j(C) = \{\text{len}(\lambda_j) \leq Cm^\beta\} \quad \text{for} \quad j \geq 1,$$  \hfill (3.12)

where $\xi_0$ and $\lambda_j$, $j \geq 1$ are as defined in (3.10). Let $R^z$ be a SRW on $\mathbb{Z}^3$ started at $z \in \mathbb{Z}^3$ and independent of $S$. We denote by $P$ and $P^z$ the law of $S$ and $R^z$, respectively. For $N \geq 4$ and $\eta > 0$, we define the event $F_j(\eta)$ by

$$F_j = F_j(\eta) = \{P^z(\lambda_j \cap R^z[0, T_{R^z_j} (2m/5)] \neq \emptyset) \geq \eta\},$$  \hfill (3.13)
Figure 6: Example of nice cut point in $B_{x_j}$

(a) Original random walk $S$
(b) $\xi_j$
(c) $\xi'_j$

Figure 7: Examples of $\xi_j$ and $\xi'_j$

where $T_R(r) = \inf\{k \geq 0 : |R(k)| \geq r\}$. Note that $F_j(\eta)$ is measurable with respect to $S[t_S(a_j), t_S(a_{j+1})]$.

The next lemma gives a lower bound on the probability of $A_j \cap B_j \cap E_j(C) \cap F_j(\eta)$ choosing $C$ sufficiently large and $\eta$ sufficiently small.

**Lemma 3.6.** There exist universal constants $0 < \eta_*, c_*, C_* < \infty$ such that

$$P(A_0 \cap E_0(C_*)) \geq c_*,$$

and for all $j \geq 1$,

$$\min_{x \in Q(a_j)} P^x(A_j \cap B_j \cap E_j(C_*) \cap F_j(\eta_*)) \geq c_* N^{-2}. \quad (3.14)$$

**Proof.** The first assertion is proved in [29, Lemma 4.4] and we also follow its proof to show that (3.14) holds. By the translation invariance, the minimum in the left hand side of (3.14) does not depend on $j$. Hence, we will only consider the case $j = 1$. 
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It follows from the gambler’s ruin estimate ([24, Proposition 5.1.6], for example) that
\[ c_1 N^{-2} \leq P^x(A_1) \leq c_2 N^{-2} \quad \text{uniformly in } x \in \tilde{Q}(a_1), \tag{3.15} \]
and from [21, Corollary 5.2] that
\[ P^x(B_1 \mid A_1) \geq c_3 \quad \text{uniformly in } x \in \tilde{Q}(a_1), \tag{3.16} \]
for some universal constants \( 0 < c_1, c_2, c_3 < \infty \).

On the event \( A_1 \cap B_1 \), let \( k_1 \) be a nice cut time in \( B_{x_1} \) as defined in Definition 3.4. By definition, it follows that \( k_1 \leq t_S(a_1 + q) \) and
\[ \text{dist}(x_1, \text{LE}(S[k_1, t_S(a_2)])) \leq m/8. \tag{3.17} \]
We check this by contradiction. Suppose that (3.17) does not hold. This implies that \( \text{LE}(S[k_1, t_S(a_2)]) \) contains some point \( z \in R_1 \), where \( R_1 \) is as defined in (3.3). Thus, it also holds that \( z \in S[t_S(a_1), t_S(a_2)] \), which contradicts (3.6).

It follows from (3.17) and the decomposition \( \lambda_1 = \text{LE}(S[t_S(a_1), k_1]) \oplus \text{LE}(S[k_1, t_S(a_2)]) \) that \( \text{dist}(x_1, \lambda_1) \leq m/8 \). Hence, by [32, Theorem 3.1], there exist some universal constant \( 0 < \eta_1, c_4 < 1 \) such that
\[ P^x(F_1(\eta_1) \mid A_1 \cap B_1) \geq 1 - c_4 \quad \text{uniformly in } x \in \tilde{Q}(a_1). \]
Combining this with (3.16), we obtain
\[ P^x(B_1 \cap F_1(\eta_1)^c \mid A_1) = P^x(F_1(\eta_1)^c \mid A_1 \cap B_1)P^x(B_1 \mid A_1) \leq c_3 c_4. \tag{3.18} \]

By the similar argument to the proof of [29, Lemma 4.4], we can obtain \( E^x(\text{len}(\lambda_1)) \leq C m^3 \) uniformly in \( x \in \tilde{Q}(a_1) \) and by the Markov’s inequality, there exists a universal constant \( 0 < C_1 < \infty \) such that
\[ P^x(E_1(C_1)^c \mid A_1) \leq c_3 (1 - c_4)/2, \]
uniformly in \( x \in \tilde{Q}(a_1) \). Combining this with (3.15), (3.16) and (3.18) yields
\[ P^x(A_1 \cap B_1 \cap E_1(C_1) \cap F_1(\eta_1)) \geq \frac{c_1 c_3 (1 - c_4)}{2} N^{-2}, \]
which finishes the proof. \( \square \)
Now we perform Wilson’s algorithm around the center of each small cube. Recall that $B(x, r)$ indicates the ball in the Euclidean metric and $\tau_x(A)$ is the first time that $\gamma$ hits $A$. Given $\lambda_1'(\text{see (3.9) for the definition}), we regard it as a deterministic set and consider independent simple random walks started at the points in $B(x, \lambda^{-2}m)$ for some $\lambda \geq 1$. We regard these random walks as a step of Wilson’s algorithm rooted at $\xi_1'$.

In the following lemma, we will observe that with high conditional probability, a small Euclidean ball around the center of each small cube $B_{x_1}$ is included in an intrinsic ball centered at the same point and of radius of order $m^{\beta}$. We define the event $M_j(\lambda)$ by

$$M_j(\lambda) = \{B(x_j, \lambda^{-2}m) \subset B_{\text{Intrinsic}}(x_j, \lambda^{-1}m^{\beta})\}. \quad (3.19)$$

**Lemma 3.7.** There exist $c_4, c_5 > 0$ such that for all $\delta > 0, m \geq 1, \lambda \in [1, m^{(1-\delta)/2})$ and $j \in \{1, \ldots, N\}$,

$$P(M_j(\lambda)) | A_j \cap B_j \cap E_j(C_j) \cap F_j(\eta_k) \geq 1 - c_4 \lambda^{-c_5}. \quad (3.20)$$

**Proof.** It suffices to show (3.20) in the case $j = 1$. Let $P_{U^N}(\cdot) \equiv P(\cdot | A_1 \cap B_1 \cap E_1(C_1) \cap F_1(\eta_k))$. We may assume that $m$ and $\lambda$ are sufficiently large for the same reason as [1, Proposition 4.1]. Thus, we take large $m$ so that

$$\frac{m^{\delta/2}}{\delta \log m + 2} \geq 10, \quad (3.21)$$

for a fixed $\delta > 0$.

Recall that $R^x$ indicates the SRW on $\mathbb{Z}^3$ started at $z$ and independent of $S$. Given $S$, we run $R^x$ until it hits $\xi_N$. On the event $A_1 \cap B_1 \cap E_1(C_1) \cap F_1(\eta_k)$, we have that $d_E(x_1, \xi_N) \in [m/10, m/8]$ by the definition of $A_1$ (see (3.6)) and the event $\{\text{LE}(R^x[0, \tau_{R^x}(\xi_N)]) \subset B_{x_1}\}$ occurs with positive conditional probability by the definition of $F_1$ and $\eta_k$ (see (3.13) and (3.14)). By [30, Corollary 4.5], we have that for $\lambda \geq 40$ the law of $\text{LE}(R^x[0, \tau_{R^x}(\xi_N)])$ restricted to $B(x_1, \lambda^{-1}m)$ is comparable to that of the infinite LERW started at $x_1$ restricted to the same ball. Thus, we can follow the discussion of [1, Proposition 4.1], which gives a tail bound estimate of the volume of intrinsic balls in the three-dimensional UST.

Let $\sigma$ and $\sigma_1$ be the first time that $\gamma_{x_1} := \text{LE}(R^x[0, \tau_{R^x}(\xi_N)])$ exits $B(x_1, \lambda^{-2}m)$ and $B(x_1, \lambda^{-1}m)$, respectively. We define the event $F$ by

$$F = \left\{\gamma_{x_1}[\sigma, \text{len}(\gamma_{x_1})] \cap B(x_1, 2\lambda^{-2}m) = \emptyset, \quad \sigma \leq \frac{1}{2} \lambda^{-1}m^{\beta}\right\}. \quad (3.22)$$

Then by [22, Proposition 1.5.10], the probability that a SRW started at a point outside $B(x_1, \lambda^{-1}m)$ returns to $B(x_1, \lambda^{-2}m)$ is smaller than $C\lambda^{-1}$ for some universal constant $C < \infty$. This implies $P_{U^N}(\gamma_{x_1}[\sigma, \text{len}(\gamma_{x_1})] \cap B(x_1, 2\lambda^{-2}m) \neq \emptyset) \leq C\lambda^{-1}$. On the other hand, by [34, Theorem 1.4] and [28, Corollary 1.3], we have that the probability that $\sigma$ is greater than $\frac{1}{2} \lambda^{-1}m^{\beta}$ is bounded above by $C\exp\{-c\lambda^{-1}\}$ for some universal constants $0 < C, c < \infty$. Thus, it follows from the above estimates that

$$P_{U^N}(F) \geq 1 - C\lambda^{-1}. \quad (3.23)$$

Next we observe that $\gamma_{x_1}$ can be hit by another independent SRW started at a point which is close to $\gamma_{x_1}$ with high probability. For $\zeta > 0$, we define an event $G(\zeta)$ by

$$G(\zeta) = \left\{\forall y \in B(x_1, 2\lambda^{-2}m), \quad P^y_R(R[0, T^y_R(x_1, \lambda^{-3/2}m)] \cap \gamma_{x_1} = \emptyset) \leq \lambda^{-\zeta}\right\},$$

where $T^y_R(x, l)$ is the first time that $R^y$ exists $B(x, l)$. From [32, Theorem 3.1], there exist universal constants $C < \infty$ and $\zeta_1 \in (0, 1)$ such that for all $m \geq 1$ and $\lambda \geq 2$,

$$P(G(\zeta_1)) \geq 1 - C\lambda^{-1}. \quad (3.23)$$
Then we take a sequence of subsets of $\mathbb{Z}^3$ including the boundary of $B(x_1, \lambda^{-1}m)$. For each $k \geq 1$, let $\varepsilon_k = \lambda^{-\zeta_1/6}2^{-k-10}$, $\eta_k = (2k)^{-1}$ and

$$A_k = B(x_1, (1 + \eta_k)\lambda^{-2}m) \setminus B(x_1, (1 - \eta_k)\lambda^{-2}m).$$

Write $k_0$ for the smallest integer satisfying $\lambda^{-2}m\varepsilon_{k_0} < 1$. Note that the condition (3.21) guarantees that both the inner and outer boundary of $B(x_1, \lambda^{-2}m)$ are contained in $A_{k_0}$. Moreover, let $D_k$ be a set of lattice points in $A_k$ such that $A_k \subset \bigcup_{z \in D_k} B(z, \lambda^{-2}m\varepsilon_k)$. We may suppose that $|D_k| \leq C\varepsilon_k^{-3}$. Since $\lambda^{-2}m\varepsilon_{k_0} < 1$ and $\partial_i B(x_1, \lambda^{-2}m) \subset A_{k_0}$, it follows that $\partial_i B(x_1, \lambda^{-2}m) \subset D_{k_0}.

Now we perform Wilson’s algorithm to prove (3.20). Let $U_0^N := \xi_N \cup \gamma_{x_1}$.

(i) Consider an independent SRW started at a point in $D_1$ and run until it hits $U_0^N$. We add its loop-erasure to $U_0^N$ and denote the union by $U_{1,1}^N$. Given $U_{1,j}^N$, we consider an independent SRW from another point in $D_1 \setminus U_{1,j}^N$ and let $U_{1,j+1}^N$ be the union of $U_{1,j}^N$ and the loop-erasure of the new SRW. We continue this procedure until all points in $D_1$ are contained in the tree, which we denote by $U_1^N$.

(ii) We repeat the above procedure for $D_2$ taking $U_1^N$ as a root. Let $U_2^N$ be the output tree. We continue inductively to construct $U_3^N, U_4^N, \cdots U_k^N$.

(iii) Once we obtain $U_{k_0}^N$, we perform Wilson’s algorithm for all points in $B(x_1, \lambda^{-2}m)$.

(iv) We repeat the same procedure as (i), (ii) and (iii) for all $x_2, x_3, \cdots x_N$.

(v) Finally, we perform Wilson’s algorithm for all points in $\bigcup_{j=0}^{N} B_{x_j}$ to obtain $U_N^N$.

By construction, it is clear that $U_k^N \subset U_{k+1}^N$, and also $\partial_i B(x_1, \lambda^{-2}m) \subset U_{k_0}^N$.

By the definition of $G(\zeta_1)$, we have that

$$\mathbb{P}(\gamma(y, U_0^N) \not\subset B(x_1, \lambda^{-3/2}m) \mid F \cap G(\zeta_1)) \leq \lambda^{-\zeta_1}. \tag{3.24}$$

On the other hand, by stopping conditioning $\gamma_{x_1}$ on $F \cap G(\zeta_1)$, it follows from [34, Theorem 1.4] and [28, Corollary 1.3] that there exist some universal constant $C$, $c$, $c' > 0$ such that

$$\mathbb{P}\left(\gamma_{U_N}(y, U_0^N) \subset B(x_1, \lambda^{-1}m), \ d_{U_N}(y, U_0^N) \geq \frac{1}{2}\lambda^{-1}m^\beta\right)$$

$$\leq \frac{\mathbb{P}(\gamma_{U_N}(y, U_0^N) \subset B(x_1, \lambda^{-1}m), \ d_{U_N}(y, U_0^N) \geq \frac{1}{2}\lambda^{-1}m^\beta)}{\mathbb{P}(F \cap G(\zeta_1))}$$

$$\leq C \exp\{-c\lambda^{c'}\}. \tag{3.25}$$

Combining (3.24) and (3.25), we have that

$$\mathbb{P}(\gamma(y, U_0^N) \subset B(x_1, \lambda^{-1}m), \ d_{U}(y, U_0^N) \leq \frac{1}{2}\lambda^{-1}m^\beta) \geq 1 - C\lambda^{-\zeta_1}.$$  

Let $H$ be the event defined by

$$H = \left\{\gamma(y, U_0^N) \subset B(x_1, \lambda^{-1}m), \ d_{U}(y, U_0^N) \leq \frac{1}{2}\lambda^{-1}m^\beta \text{ for all } y \in D_1 \right\}.$$  

Then we have

$$\mathbb{P}(H) \geq 1 - C\lambda^{-\zeta_1/2},$$
since \( |D_1| \leq C\lambda^{-\zeta_1/2} \).

Next, we will consider several events that ensure hittability of branches in the subtree. For \( k \geq 1 \) and \( \zeta > 0 \), we define the event \( I(k, x, \zeta) \) by

\[
I(k, x, \zeta) = \left\{ P_R^y \left( R \left[ 0, T_{R^y(y, \lambda^{-2}m \varepsilon_k^{1/2})} \right] \cap (U_0^N \cup \gamma(x, U_0^N)) \right) \leq \varepsilon_k^\zeta \text{ for all } y \in B(x, \lambda^{-2}m \varepsilon_k) \right\}, \tag{3.26}
\]

Let \( I(k, \zeta) = \bigcap_{x \in D_k} I(k, x, \zeta) \). Applying [32, Lemma 3.2], it follows that there exist universal constants \( \zeta_2 > 0 \) and \( C < \infty \) such that for all \( k \geq 1, m \geq 1, \lambda \geq 2 \) and \( x \in D_k \),

\[
P_{U^N}(I(k, x, \zeta_2)^c) \leq C \varepsilon_k^5.
\]

Combining this with \( |D_k| \leq C \varepsilon_k^{-3} \) yields that

\[
P(I(k, \zeta_2)^c) \leq C \varepsilon_k^2 \leq C \lambda^{-\zeta_1/3}.
\]

We set \( A'_1 := F \cap G(\zeta_1) \cap H \cap I(1, \zeta_2) \). Note that \( A'_1 \) is measurable with respect to \( U_1^N \), the subtree obtained after the first step (i) of our Wilson’s algorithm. We have already seen that

\[
P_{U^N}(A'_1) \geq 1 - C\lambda^{-\zeta_1/3}.
\]

Conditioning \( U_1^N \) on the event \( A'_1 \), we proceed with Wilson’s algorithm for the points in \( D_2 \). We take \( y \in D_2 \) and consider the SRW \( R^y \) started at \( y \) until it hits \( U_1^N \). By the definition of \( D_1 \), there exists \( x' \in D_1 \) such that \( d_E(x, y) \leq \lambda^{-2}\varepsilon_1 \). Suppose that \( R^y \) exits \( B(y, \lambda^{-2}m \varepsilon_1^{1/3}) \) before it hits \( U_1^N \). Then the event that \( R^y \) exits \( B(x, \lambda^{-2}m \varepsilon_1) \) before it hits \( U_1^N \) occurs. However by (3.26) and the definition of \( \zeta_2 \), the probability that the event occurs conditioned on \( A'_1 \) is lower than \( \varepsilon_1^{\zeta_2} \). By iteration, the number of balls of radius \( \lambda^{-2}m \varepsilon_1^{1/2} \) that \( R^y \) exits before hitting \( U_1^N \) is larger than \( \varepsilon_1^{-1/6} \). Hence, we have that

\[
P_R^y(R^y \text{ exits } B(y, \lambda^{-2}m \varepsilon_1^{1/3}) \text{ before it hits } U_1^N) \leq \varepsilon_1^{c\zeta_2 \varepsilon_1^{-1/6}},
\]

for some universal constant \( c > 0 \). Moreover, following the same argument as (3.25), we have that

\[
P_R^y \left( \gamma(y, U_1^N) \not\subseteq B(y, \lambda^{-2}m \varepsilon_1^{1/3}) \text{ and } d_U(y, U_1^N) \geq (\lambda^{-2}m)^{\beta} \varepsilon_1^{1/4} \right) \leq C \exp \left\{ -c\varepsilon_1^{-1/12} \right\}.
\]

With this in mind, we define the event \( B_2 \) by

\[
B_2 = \left\{ \gamma(y, U_1^N) \subseteq B(y, \lambda^{-2}m \varepsilon_1^{1/3}) \text{ and } d_U(y, U_1^N) \leq \lambda^{-1}m^{\beta} \varepsilon_1^{1/4}, \text{ for all } y \in D_2 \right\}.
\]

Since \( |D_2| \leq C \varepsilon_2^{-3} \), we have that

\[
P_{U^N}(B_2 \mid A'_1) \geq 1 - C \varepsilon_1^{-3} \exp \left\{ -c\varepsilon_1^{-1/12} \right\}.
\]

Hence, letting \( A'_2 := A_1 \cap B_2 \cap I(2, \zeta_2) \), it follows that

\[
P_{U^N}(A'_2 \mid A'_1) \geq 1 - C \varepsilon_2^2.
\]

Following the above argument, we define the sequences of events \( \{A'_k\}, \{B_k\}(k = 2, 3, \cdots, k_0) \) by

\[
B_k = \left\{ \gamma(y, U_{k-1}^N) \subseteq B(y, \lambda^{-2}m \varepsilon_{k-1}^{1/3}) \text{ and } d_U(y, U_{k-1}^N) \leq \lambda^{-1}m^{\beta} \varepsilon_{k-1}^{1/4}, \text{ for all } y \in D_2 \right\},
\]

\[
A'_k = A'_{k-1} \cap B_k \cap I(k, \zeta_2).
\]
Then we can conclude that
\[
\mathbf{P}_{U^N}(A'_{k_0}) = \mathbf{P}_{U^N}(A'_1) \prod_{k=2}^{k_0} \mathbf{P}_{U^N}(A'_k | A'_{k-1}) \geq (1 - C \lambda^{-\zeta_1/3}) \prod_{k=1}^{\infty} (1 - C \varepsilon_k^2) \geq 1 - C \lambda^{-\zeta_1/3}. \tag{3.27}
\]

On the other hand, on the event \(A'_{k_0}\), there exists some universal constant \(C > 0\) such that
\[
\begin{align*}
(1) \quad d_U(x_1, y) & \leq \lambda^{-1} m^\beta \text{ for all } y \in \left(U_0^N \cap B(x_1, \lambda^{-2}m)\right) \cup \left(\bigcup_{y \in D_1} \gamma(y, U_0^N)\right), \\
(2) \quad d_U(x_1, y) & \leq C \lambda^{-1} m^\beta \text{ for all } y \in \left(U_0^N \cap B(x_1, \lambda^{-2}m)\right) \cup U_0^N.
\end{align*}
\]

It immediately follows that (1) holds from the definition of \(F\) and \(H\). For \(y \in U_{k_0}\), let \(y_k (k = 1, 2, \cdots k_0 - 1)\) be the first point in \(U_k^N\) that appears on \(\gamma_{U^N}(y, U_0^N)\) (we set \(y_k = y\) if \(y \in U_k^N\)). On the event \(A'_{k_0}\), we have that
\[
d_U(x_1, y) \leq d_U(x_1, y_1) + \sum_{k=1}^{k_0-1} d_U(y_k, y_{k+1})
\leq \lambda^{-1} m^\beta + \sum_{k=1}^{\infty} \lambda^{-1} m^\beta \varepsilon_{k-1}^{1/4} \leq C \lambda^{-1} m^\beta,
\]

which implies (2).

Once we see that (2) holds on the event \(A'_{k_0}\), we need to estimate the \(d_U\) distance between an arbitrary point in \(B(x_1, \lambda^{-2}m)\) and \(\partial B(x_1, \lambda^{-2}m)\). In order to do so, we take another “net”: we let \(\varepsilon_k = \lambda^{-\zeta_1/4} 2^{-k-10}\) and \(D_k\) be a set of lattice points in \(B(x_1, \lambda^{-2}m)\) such that \(B(x_1, \lambda^{-2}m) \cup \bigcup_{z \in D_k} B(z, \lambda^{-2}m\varepsilon_k')\). We may suppose that \(|D_k| \leq C(\varepsilon_k')^{-3}\). By the similar argument to the estimate of \(\mathbf{P}_{U^N}(A'_{k_0})\), we obtain
\[
\mathbf{P}_{U^N} \left( d_U(y, \partial B(x_1, \lambda^{-2}m)) \geq C \lambda^{-1} m^\beta \text{ for some } y \in B(x_1, \lambda^{-2}m) \right) \leq C \lambda^{-\zeta_1/2}. \tag{3.28}
\]

For the lower bound of volume (3.20), we now estimate the distance between \(x_1\) and all points in \(B(x_1, \lambda^{-2}m)\). Since \(U_{k_0}^N\) contains \(\partial B(x_1, \lambda^{-2}m)\), it follows from the same argument as (3.25) again that for any \(y \in B(x, \lambda^{-2}m)\),
\[
\mathbf{P}_{U^N} \left( d_U(x_1, y) \leq C \lambda^{-1} m^\beta \text{ for all } y \in B(x_1, \lambda^{-2}m) \right)
\geq \mathbf{P}_{U^N}(A'_{k_0}) - \mathbf{P}_{U^N} \left( \bigcup \left\{ d_U(x_1, y) > C \lambda^{-1} m^\beta \text{ for some } y \in B(x_1, \lambda^{-2}m) \right\} \right)
\geq \mathbf{P}_{U^N}(A'_{k_0}) - \mathbf{P}_{U^N} \left( d_U(y, \partial B(x_1, \lambda^{-2}m)) > C \lambda^{-1} m^\beta \text{ for some } y \in B(x_1, \lambda^{-2}m) \right)
\geq 1 - C \lambda^{-c},
\]
for some universal constant \(c > 0\), which completes the proof of (3.20).

It follows from (3.14) and (3.20) that there exists some universal constant \(\lambda_* \geq 1\) such that
\[
P(A_j \cap B_j \cap E_j(C_*) \cap F_j(\eta_*) \cap M_j(\lambda_*)) = c^2_* N^{-2}, \tag{3.29}
\]
for \(j = 1, 2, \cdots N\). We have obtained a lower bound of the probability that the volume of the random tree constructed by Wilson’s algorithm in each \(B_{x_j}\) is of the order of \(m^\beta\).
Recall that the events $G_j$ and $H_j$ are defined by (3.7) and (3.8) respectively. We define an event $I_j$ by $I_j = \bigcap_{k=1}^j M_k(\lambda_\ast)$. Let $J_j = \bigcap_{k=1}^j E_k(C_\ast)$ and $K_j = \bigcap_{k=1}^j F_k(\eta_\ast)$ for $C_\ast$ and $\eta_\ast$ defined in Lemma 3.6, where $E_k(C)$ and $F_k(\eta)$ are as defined in (3.12) and (3.13), respectively. Recall that $T_S(r) = \inf \{k \geq 0 : |S(k)| \geq r \}$.

By (3.11), in order to estimate $\text{len}(\xi_j)$ on the event $G_j \cap H_j \cap I_j \cap J_j \cap K_j$, we need to give an upper bound on $|\xi_j \cap Q[a_k - q, a_k + q]|$ for $k = 1, \cdots, j$ and for $q$ defined in (3.5). Take $w = (w^1, w^2, w^3)$, $R(N) = \exp\{2e^{RN^2} + 1\}$, (3.30) and define

$$Q_w = \{y = (y^1, y^2, y^3) : |y^1 - w^1| \leq q, |y^i - w^i| \leq m/2 \text{ for } i = 2, 3\},$$

$$N_w = |Q_w \cap \text{LE}(S[0, T_S(R(N)m)])|.$$

**Figure 9:** $Q_w$ for $w = w_j = ((j - \frac{1}{2})m, 0, 0)$

Then, it follows from [29, Lemma 4.5] that there exist universal constants $0 < c, C < \infty$ such that

$$P(N_w \geq m^3) \leq C \exp\{-cN^2\} \text{ uniformly in } w \in B(0, R(N)m). \quad (3.31)$$

We define

$$w_j = (a_j, 0, 0), \quad L_j = \{Q_{w_k} \cap \xi_j \leq m^3 \text{ for all } 1 \leq k \leq j/2\} \text{ for } j \geq 1,$$

$$U_{2N} = \left\{S(T_S(R(N))) \in \{(y^1, y^2, y^3) \in \mathbb{R}^3 : y^1 \geq \frac{4}{5}R(N)m\}, S[T_S(a_{2N+1}), T_S(R(N))] \cap B(0, \frac{4}{5}N) = \emptyset\right\}.$$

and set

$$A^N = G_{2N} \cap H_{2N} \cap I_{2N} \cap J_{2N} \cap K_{2N} \cap L_{2N} \cap U_{2N}. \quad (3.32)$$

We estimate the lower bound of the probability of the event $A^N$. 
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Combining this with (3.34), we obtain

Then by \[22, \text{Proposition 1.5.10}\],

Furthermore, following the proof of \[29, \text{Proposition 4.6}\], we obtain that

where we use (3.31) instead. Combining this with (3.35), we obtain

which completes the proof.

\[ \Box \]
3.2 Proof of Proposition 3.1

In the previous subsection, we observed the behavior of $U$ along the LERW started at the origin, i.e. the first step of Wilson’s algorithm. Now we consider several events to complete a lower bound estimate of the upper tail of the volume.

We take $y_j = (jm, Nm, 0) \in \mathbb{Z}^3$, $j = 1, \ldots, N$, and run a simple random walk $R_{y_j}$ started at $y_j$ until it hits $U^N$. Let $B_y(k)$ be the cube of side-length $m$ centered at $y_{j,k} = (jm, km, 0) \in \mathbb{Z}^3$. We define $\tau_{y_j}$ (resp. $\sigma_{y_j}$) to be the first time that $R_{y_j}$ hits $B_y(0) = B_{x_j}$ (resp. $U^N$).

**Definition 3.9.** Define $V_{y_j}$ to be the intersection of the following events of $R_{y_j}$:

- $\{\text{LE}(R_{y_j}[0, \tau_{y_j}]) \subset \bigcup_{k=1}^{N-1} B_y(k)\}$,
- $\{|\text{len}(\text{LE}(R_{y_j}[0, \tau_{y_j}]))\| \leq (N-1)m^\beta\}$,
- $\bigcap_{k=1}^{N-1} \left\{ \forall z \in B(y_{j,k}, 2\lambda^{-2}m), P^z_{\tilde{R}}([0, T_{\tilde{R}}(y_{j,k}, \lambda^{-3/2}m)] \cap \text{LE}(R_{y_j}[0, \tau_{y_j}]) = \emptyset) \leq \lambda^{-\zeta_1} \right\}$, where $\tilde{R}$ is a simple random walk independent of $R_{y_j}$ and $\zeta_1$ is as defined in (3.23),
- $\bigcap_{k=1}^{N-1} \{B(y_{j,k}, \lambda^{-2}m) \subset B_U(y_{j,k}, \lambda^{-1}m^\beta)\}$,

and define $W_{y_j}$ by

$$W_{y_j} := \left\{ \text{len}(\text{LE}(R_{y_j}[	au_{y_j}, \sigma_{y_j}]))) \geq cN(\log N)^{100}m^\beta \right\}$$

**Figure 11:** The sets we consider in the event $V_{y_j} \cap W_{y_j}$

**Lemma 3.10.** For each $j = 1, 2, \ldots N$,

$$P^{y_j}(V_{y_j} \cap W_{y_j} | A^N) \geq c \exp\{-CN(\log N)\}. \quad (3.36)$$

**Remark 3.11.** Since tail bounds for the length of three-dimensional LERW in a general set have not been obtained, we will apply the tail bound for the length of infinite LERW in a Euclidean ball given in [34, Theorem 1.4] and [28, Corollary 1.3], instead of regarding $\gamma_\infty$ as a deterministic set. Thus, in order to estimate the conditional probability of $W_{y_j}$ on the event $A^N$ from below, we consider the length $cN(\log N)^{100}m^\beta$ in the right-hand side of the definition of $W_{y_j}$, so that $P^{y_j}(W_{y_j}^c)$ becomes enough compared to $P(A^N)$.
Proof. First, applying the same argument as Lemma 3.7 and Lemma 3.8, there exists a universal constant \( c > 0 \) such that \( P^{y_j}(V_{y_j} \mid A^N) \geq c \exp\{-cN \log N\} \). Next we will estimate the upper bound of \( P^{y_j}(A^N \cap V_{y_j} \cap W_{y_j}^c) \). In order to do so, we stop conditioning on \( A^N \) and consider \( \text{LE}(R^{y_j}[\tau_{y_j}, \sigma_{y_j}]) \) as a part of infinite LERW. By [34, Theorem 1.4] and [28, Corollary 1.3], we have that

\[
P^{y_j}(A^N \cap V_{y_j} \cap W_{y_j}^c) \leq P \left( \text{len}(\text{LE}(R^{y_j}[\tau_{y_j}, \sigma_{y_j}])) \geq cN(\log N)^{100} \right)
\leq \exp\{-CN(\log N)^{100}\},
\]

from which it follows that

\[
P^{y_j}(A^N \cap V_{y_j} \cap W_{y_j}) = P^{y_j}(A^N \cap V_{y_j}) - P^{y_j}(A^N \cap V_{y_j} \cap W_{y_j}^c) \geq \frac{1}{2} P^{y_j}(A^N \cap V_{y_j}),
\]

since \( P(F_0) \geq c \exp\{-CN \log N\} \) by Lemma 3.8 and Lemma 3.7. Thus, we have

\[
P^{y_j}(V_{y_j} \cap W_{y_j} \mid A^N) \geq \frac{1}{2} P^{y_j}(V_{y_j} \mid A^N)
\geq c \exp\{-cN(\log N)\},
\]

which completes the proof. \( \square \)

Finally we take \( z_{j,k} = (jm, km, Nm) \in \mathbb{Z}^3 \), \( j, k = 1, \cdots, N \), and run a simple random walk \( R^{z_{j,k}} \) started at \( z_{j,k} \) until it hits \( U^N \). Let \( B_z(l) \) be the cube of side-length \( m \) centered at \( z_{j,k,l} = (jm, km, lm) \in \mathbb{Z}^3 \). We define \( \tau_{z_{j,k}} \) (resp. \( \sigma_{z_{j,k}} \)) to be the first time that \( R^{z_{j,k}} \) hits \( B_z(0) = B_y(k) \) (resp. already constructed subtree of \( U \)). Let \( V_{z_{j,k}} \) (resp. \( W_{z_{j,k}} \)) be an event of \( R^{z_{j,k}} \) which corresponds to \( V_{y_j} \) (resp. \( W_{y_j} \)) with \( \chi_2 \) axis replaced by \( \chi_3 \) axis (see Definition 3.9 for the definition of \( V_{y_j} \) and \( W_{y_j} \)). By applying the same argument as Lemma 3.10, we have that

\[
P^{z_{j,k}}(V_{z_{j,k}} \cap W_{z_{j,k}} \mid A^N \cap V_{y_j} \cap W_{y_j}) \geq c \exp\{-CN(\log N)\}. \tag{3.37}
\]

Note that \( V_{z_{j,k}} \cap W_{z_{j,k}} \) is independent of \( V_{y_{j'}} \cap W_{y_{j'}} \) if \( j \neq j' \).

**Corollary 3.12.** There exist universal constants \( c, c', C, C' \) such that for all \( m \geq 1 \) and \( N \geq 1 \),

\[
\mathbb{P}\left( |B_\ell(0, C'Nm^3)| \geq c'(Nm)^3 \right) \geq c \exp\{-CN^3(\log N)\}. \tag{3.38}
\]

**Proof.** Recall that \( x_j = (jm, 0, 0) \). On the event \( A^N \), we have that for all \( y \in B(x_j, \lambda_x^{-2}m) \),

\[
d_\ell(0, y) \leq d_\ell(0, x_j) + d_\ell(x_j, y)
\leq CNm^\beta + \lambda_x^{-1}m^\beta
\leq C'N^3m^3
\]

Since each step of Wilson’s algorithm is mutually independent, applying the result of Lemma 3.10 to the “tubes” parallel to \( \chi_2 \) axis, we obtain

\[
\mathbb{P}\left( \bigcap_{k=0}^{N} \bigcap_{j=1}^{N} \left\{ d_\ell(0, y) \leq CNm^\beta \text{ for all } y \in B((jm, km, 0), \lambda_x^{-2}m) \right\} \right)
\geq \mathbb{P}(A^N) \prod_{j=1}^{N} P^{y_j}(V_{y_j} \cap W_{y_j} \mid A^N)
\geq c \exp\{-CN^2(\log N)\}.
\]
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Next we consider the “tubes” parallel to \( x_3 \) and we have

\[
P \left( \bigcap_{l=0}^{N} \bigcap_{k=0}^{N} \bigcap_{j=1}^{N} \left\{ d_{lt}(0,y) \leq CNm^{\beta} \text{ for all } y \in B((jm,km,lm),\lambda^{-2}m) \right\} \right)
\]

\[
\geq c \exp\{-CN^2(\log N)\} \prod_{k=1}^{N} \prod_{j=1}^{N} P^{\Delta_{j,k}} \left( V_{\Delta_{j,k}} \cap W_{\Delta_{j,k}} \mid A^N \cap V_{y_j} \cap W_{y_j} \right) \geq c \exp\{-CN^3(\log N)\},
\]

where we applied (3.37) in the last inequality. Finally, comparing the left-hand side of the above inequality and (3.38), we obtain (3.38).

**Proof of Proposition 3.1.** Setting \( r = C'Nm^{\beta} \) and \( \lambda = c'N^{3(\beta-1)/\beta}/C'^{3/\beta} \) in (3.38) yields the result at (3.1). \( \square \)

**Theorem 3.13.** \( \mathbb{P} \)-a.s.,

\[
\lim_{r \to \infty} \text{sup} (\log \log r)^{-(\beta-1)/\beta} - r^{-3/\beta} |B_U(0, r)| = \infty. \tag{3.39}
\]

**Proof.** First we define a sequence of scales. Fix \( \varepsilon > 0 \) and let

\[
D_i = e^{i^2}, \quad m_i = D_i/\varepsilon(\log i)^{1/3}.
\]

We now run Wilson’s algorithm. Let \( \gamma_\infty \) be the infinite LERW started at the origin and \( (S^z)_{z \in \mathbb{Z}^3} \) be the family of independent SRW which is also independent of \( \gamma_\infty \). First, at stage \( i \) (\( i \geq 1 \)), we use all the vertices in \( B_\infty(0, D_i) \) which have not already been contained and write \( U_i \) for the tree obtained.

By [1, Proposition 4.1], there exists \( M > 0 \) such that the event

\[
B_\infty(0, D_i) \subset B_U(0, i^{2M}D_i^\beta) \subset B_\infty(0, i^{2M}D_i)
\]

occurs with probability greater than \( 1 - ci^{-2} \). Hence, if we run Wilson’s algorithm for the vertices contained in \( B_\infty(0, D_i) \) taking \( \gamma_\infty \) as the root, then the probability that \( U_i \) leaving \( B_\infty(0, i^{2M}) \) is less than \( c\lambda^{-2} \). By applying Borel-Cantelli lemma, we obtain that

\[
U_i \subset B_\infty(0, i^{2M}D_i) \subset B_\infty(0, m_{i+1}/2)
\]

for large \( i \), almost-surely. Moreover, from (3.40), we may also assume that

\[
d_U(0,z) \leq i^{2M}D_i^\beta \leq m_{i+1}^\beta \quad \text{for all } z \in U_i
\]

almost-surely.

Define the event \( F(i) \) to be the event that both (3.41) and (3.42) hold. Let \( \mathcal{F}_i \) be the \( \sigma \)-field generated by the followings:

- \( \gamma_\infty[0, \tau_{B_\infty(0, i^{2M}D_i)}] \),
- All simple random walks added to \( U_{i-1} \) at stage \( i \),
where $\tau_A$ represents the first exiting time from $A$.

Now we bound the probability that the subtree $U_{i+1}$ obtained at stage $i + 1$ also satisfies the diameter estimate and the inclusion corresponding to (3.41) conditioned that $F(i)$ holds. We define an event $G(i)$ by

$$G(i) = \{ [\gamma_{\infty}[0, \tau_{B_{\infty}(0, i^2 M D_i)}] \leq m_i^\beta] \cap A^{\varepsilon(\log i)^{1/3}} \cap \left( \bigcap_{j=1} V_{y_j} \cap W_{y_j} \right) \cap \left( \bigcap_{j=1} \bigcap_{k=1} V_{z_{j,k}} \cap W_{z_{j,k}} \right) \},$$

where replace the scales $m$ and $N$ by $m_i$ and $\varepsilon(\log i)^{1/3}$, respectively. See (3.32) and Definition 3.9 for the definition of the events $A^N$, $V_{y_j} \cap W_{y_j}$ and $V_{z_{j,k}} \cap W_{z_{j,k}}$.

For $A \subset \mathbb{Z}^3$, let

$$\tau'_A = \text{sup}\{ i : \gamma_{\infty}(i) \in A \},$$

be the last time that $\gamma_{\infty}$ exits from $A$ and recall that $\tau_A$ indicates the first exiting time. Then, by [30, Proposition 4.6], $\gamma_{\infty}[0, \tau_{B_{\infty}(0, i^2 M D_i)}]$ and $\gamma_{\infty}[\tau'_{B_{\infty}(0, i^4 M D_i)}, \infty)$ is “independent up to constant”, i.e. there exists a universal constant $C > 0$ such that for any $i$ and any possible paths $\eta_1, \eta_2$,

$$P(\gamma_{\infty}[0, \tau_{B_{\infty}(0, i^2 M D_i)}] = \eta_1, \gamma_{\infty}[\tau'_{B_{\infty}(0, i^4 M D_i)}, \infty] = \eta_2) \geq CP(\gamma_{\infty}[0, \tau_{B_{\infty}(0, i^2 M D_i)}] = \eta_1)P(\gamma_{\infty}[\tau'_{B_{\infty}(0, i^4 M D_i)}, \infty] = \eta_2).$$ (3.43)

Let $\gamma_{\infty} = \gamma_{\infty}[\tau'_{B_{\infty}(0, i^2 M D_i)}, \tau_{B_{\infty}(0, i^4 M D_i)}]$. Then,

$$P(G(i + 1) \mid F_i) \geq P\left(A^{\varepsilon(\log(i+1))^{1/3}} \cap \left( \bigcap_{j=1} V_{y_j} \cap W_{y_j} \right) \cap \left( \bigcap_{j=1} \bigcap_{k=1} V_{z_{j,k}} \cap W_{z_{j,k}} \right) \right) - P(\gamma_{\infty} \geq m_i^\beta+1 \mid F_i).$$ (3.44)

By Corollary 3.12, we have that the first term of (3.44) is bounded below by $C_i i^{-4c_3}$.

For the second term of (3.44), we first consider the diameter of $\gamma_{\infty}$.

Let $\theta_1 = \{ \theta_1(0), \ldots, \theta_1(k) \}$ be a path which satisfies

$$\theta_1(0) \in \partial B_{\infty}(0, i^6 M D_i), \theta_1(k) \in \partial B_{\infty}(0, i^4 M D_i), \theta_1(1), \ldots, \theta_1(k-1) \in B_{\infty}(0, i^4 M D_i)^c,$$

and $\theta_2 = \{ \theta_2(0), \ldots, \theta_2(l) \}$ be a path in $B_{\infty}(0, i^2 M D_i)$ which satisfies $\theta_2(0) = 0$ and $\theta_2(1) \in \partial B_{\infty}(0, i^2 M D_i)$. Let $X$ be a random walk on $\mathbb{Z}^3$ started at $z \in \partial B(0, i^6 M D_i)$ and conditioned not to hit $\theta_2$. We define $\sigma$ to be the first hitting time of $B_{\infty}(0, i^2 M D_i)$. Then by calculation of conditional probability, we have that

$$P^z(X[0, \sigma] = \theta_1) = \frac{P^z(S[0, \sigma] = \theta_1, S[\sigma, \infty) \cap \theta_2 = \emptyset)}{P^z(S[0, \infty) \cap \theta_2 = \emptyset)}$$

$$= P^z(S[0, \sigma] = \theta_1) \frac{P^\theta_2(R[0, \infty) \cap \theta_2 = \emptyset)}{P^z(S[0, \infty) = \emptyset)},$$ (3.45)
where we applied the strong Markov property for the second equality. Since \( \theta_2 \) is included in \( B_\infty(0, i^{2M} D_i) \), it follows from [22, Proposition 1.5.10] that there exists some universal constant \( C > 0 \) such that for any \( \theta_1 \) and \( \theta_2 \),

\[
\frac{1}{C} \leq \frac{P^\ast(X[0, \sigma] = \theta_1)}{P^\ast(S[0, \sigma] = \theta_1)} \leq C.
\]

Thus, we have

\[
P(\tilde{\gamma}_\infty \cap B_\infty(0, i^{6M} D_i) \neq \emptyset) \leq \max_{z \in \partial_i B(0, i^{6M} D_i)} P(X(0, \infty) \cap B_\infty(0, i^{4M} D_i) \neq \emptyset)
\leq C \max_{z \in \partial_i B(0, i^{6M} D_i)} P(S(0, \infty) \cap B_\infty(0, i^{4M} D_i) \neq \emptyset).
\]

By applying [22, Proposition 1.5.10] again, we obtain that

\[
P(\tilde{\gamma}_\infty \cap B_\infty(0, i^{6M} D_i) \neq \emptyset) \leq C i^{-2M}.
\]

(3.46)

On the other hand, we have that

\[
P(\tilde{\gamma}_\infty \cap B_\infty(0, i^{6M} D_i) = \emptyset, |\tilde{\gamma}_\infty| \geq m_{i+1}^\beta \mid F_i)
\leq \frac{P(\tilde{\gamma}_\infty \cap B_\infty(0, i^{6M} D_i) = \emptyset, |\tilde{\gamma}_\infty| \geq m_{i+1}^\beta)}{P(|\tilde{\gamma}_\infty| \geq m_{i+1}^\beta)}
\]

By applying Lemma 3.8, the denominator is bounded below by

\[
P(|\tilde{\gamma}_\infty| \geq m_{i+1}^\beta) \leq P(A^{e(\log i)^{1/3}}) \geq i^{-c \epsilon^3}.
\]

For the numerator, now we stop conditioning on \( \mathcal{U}_i \) and consider \( \tilde{\gamma}_\infty \) as a subset of the infinite LERW started at the origin. Thus, again by [34, Theorem 1.4] and [28, Corollary 1.3], we have that

\[
P(\tilde{\gamma}_\infty \cap B_\infty(0, i^{6M} D_i) = \emptyset, |\tilde{\gamma}_\infty| \geq m_{i+1}^\beta) \leq P(|\tilde{\gamma}_\infty| \geq m_{i+1}^\beta)
\leq C e^{-2i}.
\]

It follows from the above inequalities that

\[
P(\tilde{\gamma}_\infty \cap B_\infty(0, i^{6M} D_i) = \emptyset, |\tilde{\gamma}_\infty| \geq m_{i+1}^\beta \mid F_i) \leq C i^{-c \epsilon^3} e^{-2i}.
\]

(3.47)

Substituting (3.46) and (3.47) into (3.44) yields

\[
P(G(i+1) \mid F_i) \geq C i^{-c \epsilon^3},
\]

(3.48)

from which it follows that

\[
P(G(i+1) \mid F_i) \geq P(G(i+1) \mid F_i) \mathbb{1}_{F(i)}
\geq \exp\{-c(D_{i+1}/m_{i+1})^3 \log(D_{i+1}/m_{i+1})\} - C i^{2M}
\geq i^{-c \epsilon^3}
\]

for large \( i \). Since \( G(i) \) is \( \mathcal{F}_i \)-measurable, it follows from the conditional Borel-Cantelli lemma that \( G(i) \) occurs infinitely often, almost-surely. Note that on \( G(i) \) we have that

\[
|B_{\mathcal{U}}(0, C'D_i m_i^{\beta - 1})| \geq c'D_i^3.
\]

Finally, the reparameterization \( r_i = C'D_i m_i^{\beta - 1} \) yields the result. \( \square \)
4 Lower volume fluctuations and resistance estimate

In this section, we prove bounds for the volume and effective resistance which are key ingredient of the proof of upper fluctuations for the heat kernel.

4.1 Lower volume fluctuations

In this subsection, we prove (1.3), lower volume fluctuations of log-logarithmic magnitude in Theorem 4.9. Recall that $\beta$ is the growth exponent of the three-dimensional LERW and $B_U$ indicates intrinsic balls in the three-dimensional UST $\mathcal{U}$ on a probability space $(\Omega, \mathcal{F}, P)$.

**Proposition 4.1.** There exist $c_0, c_7 > 0$ such that for all $\lambda > 0$ and $r \geq 1$, 
\[
P(|B_U(0, r)| \leq \lambda^{-1} r^{3/\beta}) \geq c_0 \exp\{-c_7 \lambda^{\beta/(3-\beta)} \log \lambda\}. \tag{4.1}
\]

**Remark 4.2.** See [1, Theorem 5.1] for an exponential upper bound for the probability in (4.1).

Here we follow the idea of [3], Section 3 and 4 again. Recall that $\gamma_\infty$ is the infinite LERW started at the origin as the first step of Wilson’s algorithm. For the result at (4.1), we will take a similar approach to the previous section, in which we construct the UST $\mathcal{U}$ by Wilson’s algorithm started at the origin as the first step of Wilson’s algorithm. For the result at (4.1), we will take a similar approach to the previous section, in which we construct the UST $\mathcal{U}$ by Wilson’s algorithm started at the origin as the first step of Wilson’s algorithm. For the result at (4.1), we will take a similar approach to the previous section, in which we construct the UST $\mathcal{U}$ by Wilson’s algorithm started at the origin as the first step of Wilson’s algorithm.

Now we describe an example of how to construct such a spiral inductively. In the case of $N = 1$, we start at the box containing the origin and then move to the another one. Without loss of generality, we can let the latter cube be centered at $(0, 0, m)$ and $\pi$ go upwards. In the case of $N = 2$ (also see Figure 2), we first continue to move upwards to the box centered at $(0, 0, 2m)$ and spiral outwards in the upper face of the cube. Then we spiral down along the side of the cube. Finally we spiral inwards the lower face of the cube and end up with the box centered at $(0, 0, -m)$. Suppose that we have constructed the spiral up to the $N$-th step. If $N$ is odd, the last step ended up with the box centered at $(0, 0, Nm)$, therefore we move to the box centered at $(0, 0, (N+1)m)$ and continue in the same procedure as the previous case ($N = 2$). If $N$ is even, the last step ended up with the box centered at $(0, 0, -(N-1)m)$, therefore we first move to the box centered at $(0, 0, -(N-1)m)$ and spiral outwards the lower face of the cube, spiral up along the side of the cube and then spiral inwards in the upper face of the cube.

**Remark 4.3.** Note that the following argument can be applied to any spiral $\pi$ which step by step goes outwards without getting close to the origin.

In order to prove Proposition 4.1, we consider several events similar to those which we considered in the previous section. Let $\{x_j\}_{j=1}^{2N(2N-1)^2}$ be a sequence of the center of the boxes in the $\pi$, i.e. $\pi = \{B_{x_j}\}_{j=1}^{2N(2N-1)^2}$, where $B_{x_j} = B_\infty(x_j, m/2)$. Now we define some events for the SRW $S$ started at the origin. By linear interpolation, we may assume that $S[0, \infty)$ is a continuous curve in $\mathbb{R}^3$.

**Definition 4.4.** For $j = 1, 2, \cdots, 2N(2N-1)^2$, let $Q_j$ be the face of $B_{x_j}$ which is the closest to $x_{j+1}$ and let $w_j \in \mathbb{R}^3$ be the center of $Q_j$. Then we define $\tilde{Q}_j$ by 
\[
\tilde{Q}_j = Q_j \cap B_\infty(w_j, m/4),
\]
a subset of the face $Q_j$ which is not too close to its edges. For $a > 0, b \geq 0$, we define

$$Q_j[-a, -b] = \{y \in B_{x_j} : b \leq d_E(y, Q_j) \leq a\},$$
$$Q_j(-a) = \{y \in B_{x_j} : d_E(y, Q_j) = a\},$$
$$R_j = Q_j(-m/2) \cap (B(x_j, m/8)^c \cup B(x_j, m/10)).$$

For a continuous curve in $\mathbb{R}^3$ and $a \in \mathbb{R}$, we define

$$t_\lambda(Q_j(a)) = \inf\{k \geq 0 : \lambda(k) \in Q_j(a)\}.$$

The sets $\bar{Q}_j$, $Q_j[-a, -b]$, $Q_j(-a)$ and $R_j$ we defined above correspond to the idea of $\bar{Q}(a_{j+1})$, $Q[a_{j+1} - a, a_{j+1} - b]$, $Q(a_{j+1} - a)$ and $R_j$, which we defined in Definition 3.3 in Section 3, respectively.
Now we define some events for the SRW $S$. Let $q = m/N$ and

$$A'_1 = \{ t_S(Q_1(0)) < \infty, S[t_S(Q_1(0))) \in \overline{Q}_1, S[t_S(Q_1(-q)), t_S(Q_1(0))] \cap Q_1(-2q) = \emptyset \},$$

$$A'_j = \{ t_S(Q_{j-1}(0)) < t_S(Q_j(0)) < \infty, S[t_S(Q_j(0))) \in \overline{Q}_j, S[t_S(Q_{j-1}(0)), t_S(Q_j(0))] \subset Q_{j-1}[-q, 0] \subset B_{x_j} \setminus R_j, S[t_S(Q_j(-q)), t_S(Q_j(0))] \subset Q_j[-2q, 0] \}, \quad \text{for } j \geq 2. \quad (4.2)$$

Note that the event $A_1$ (resp. $A_j, j \geq 2$) is measurable with respect to $S[0, t_S(Q_j(0))]$ (resp. $S[t_S(Q_{j-1}(0)), t_S(Q_j(0))]$).

We set

$$G'_j = \bigcap_{k=1}^{j} A'_k.$$  

We set

$$G'_j = \bigcap_{k=1}^{j} A'_k.$$

We define a cut time for $S$.

**Definition 4.5.** Suppose that the event $A'_j$ defined in (4.2) occurs. For each $j \geq 2$, we call $k$ a nice cut time in $B_{x_j}$ if it satisfies the four conditions in Definition 3.4 with $t_S(a_j + b)$ replaced by $t_S(Q_j(b))$ for $b \in \mathbb{R}$.

If $k$ is a nice cut time in $B_{x_j}$, then we call $S(k)$ is a nice cut point in $B_{x_j}$.

We define events $B'_j$ by

$$B'_j = \{ S \text{ has a nice cut point in } B_{x_j} \},$$

for each $j \geq 2$. Note that event $B'_j$ is measurable with respect to $S[t_S(Q_{j-1}(0)), t_S(Q_j(0))]$. We define

$$H'_j = \bigcap_{k=2}^{j} B'_k.$$  

**Figure 15:** Example of nice cut point in $B_{x_j}$

The events $A'_j$ and $B'_j$ correspond to the idea of the events $A_j$ and $B_j$, which we defined in Section 3 to estimate upper fluctuation of the volume of the three-dimensional UST.
Now we consider the length and the hittability of the loop erasure of $S$. Suppose that the event $G'_j \cap H'_j$ occurs and let $k_j$ be a nice cut time in $B_{x_j}$. We set
\[
\xi''_j = \text{LE}(S[0, t_S(Q_j(0))]) \quad \text{for } j \geq 1,
\]
\[
\lambda'_j = \text{LE}(S[k_j, t_S(Q_j(0))]) \quad \text{for } j \geq 2,
\]
and let
\[
s_j = \inf\{k \geq 0 : \xi''_{j-1} \in S[t_S(Q_{j-1}(0)), t_S(Q_j(0))]\},
\]
\[
t_j = \sup\{t_S(Q_{j-1}(0)) \leq k \leq t_S(Q_j(0)) : S(k) = \xi''_{j-1}(s_j)\},
\]
\[
u_j = \inf\{k \geq 0 : \lambda'_j(k) \in Q_j[-q, 0]\},
\]
for $j \geq 2$. Then we have
\[
\xi''_j = \xi''_{j-1}[0, s_j] \oplus \text{LE}(S[t_j, k_j]) \oplus \text{LE}(S[k_j, t_S(Q_j(0))]) \supset \xi''_{j-1}[0, s_j] \cup \lambda'_j,
\]
and therefore,
\[
\xi_j[0, s_{j+1}] \supset \xi''_{j-1}[0, s_j] \cup \lambda'_j[0, u_j],
\]
on the event $G'_j \cap H'_j$. Thus, in order to bound the length of $\eta_j$ from below, we need to estimate

\[\text{Figure 16: The sets and the points we consider in the events } E'_j \text{ and } F'_j\]

the length of $\lambda'_j[0, u_j]$. For $j \geq 2$ and $C > 0$, we define the event $E'_j(C)$ by
\[
E'_j = E'_j(C) = \{\text{len}(\lambda'_j[0, u_j]) \geq Cm^3\}. \quad (4.4)
\]
Moreover, we define the event $F'_j(\eta)$ for the hittability of $\lambda'_j$ for $j \geq 2$ by
\[
F'_j = F'_j(\eta) = \{P^{x_j}(\lambda'_j \cap (R^{x_j}[0, T_{R^{x_j}}(2m/5)]) \neq \emptyset) \geq \eta\}, \quad (4.5)
\]
where $P^z$ indicates the law of $R^z$, the simple random walk started at $z$ independent of $S$.

The next lemma is an analog of Lemma 3.6, which gives a lower bound on the probability that the events as defined above occur simultaneously.
Lemma 4.6. Let $P$ be the law of $S$. There exist universal constants $0 < \eta^* , c^* < \infty$ such that

$$P(A'_1) \geq c^*$$

and for all $j \geq 2,$

$$\min_{x \in \tilde{Q}_j} P^x(A'_j \cap B'_j \cap E'_j(c^*) \cap F'_j(\eta^*)) \geq c^* N^{-2}. \quad (4.6)$$

Proof. Similarly to the proof of Lemma 3.6, it suffices to show that for a fixed constant $c,$ there exists a universal constant $c'$ such that $P^x(E'_2(c') \mid A'_2) \geq c$ holds uniformly in $x \in \tilde{Q}_1.$ We consider a small box $B_{\infty}(x_2, m/6)$ of side-length $m/3$, which is included in $B_{x_2}.$ Let $I$ be the number of points lying in both $\lambda'_2$ and $B_{\infty}(x_2, m/6).$ Then by [34, Lemma 8.9], there exists a universal constant $c'$ such that

$$P^x(I \geq c' m^\beta \mid A'_2) \geq c.$$ 

Since $|\text{len}(\lambda'_2[0,u_2])| \geq I$, we have that

$$P^x(|\lambda'_2[0,u_2]| \geq c' m^\beta \mid A'_2) \geq c,$$

uniformly in $x \in \tilde{Q}_1,$ which completes the proof. \hfill \square

For $j = 1, 2, \cdots, L(l_N),$ let $M'_j(\lambda)$ be an event defined by

$$M'_j(\kappa) = \{B(x_j, \kappa^{-2}m) \subset B_{l_N}(x_j, \kappa^{-1}m^\beta)\}.$$ 

Let $c_*$ be a constant which satisfies (4.6). By the same argument as Lemma 3.7, there exists some constant $\kappa_* > 0$ depending only on $c_*$ such that

$$\mathbf{P} \left( M'_j(\kappa_*) \mid A'_j \cap B'_j \cap E'_j(c_*) \cap F'_j(\eta_*) \right) \geq c_* \quad (4.7)$$

We set $I'_j = \bigcap_{k=2}^j I'_k(\kappa_*)$ for $\kappa_*$ defined in (4.7).

Let $J'_j = \bigcap_{k=2}^j E'_k(c^*)$ and $K'_j = \bigcap_{k=2}^j F'_k(\eta^*)$ for $c^*$ and $\eta^*$ defined in Lemma 4.6. We define

$$U'_N = \left\{ S(T_S(R(N))) \in \{(y_1, y_2, y_3) \in \mathbb{R}^3 : y_1 \geq \frac{4}{5} R(N)\}, \right.$$

$$\left. S[t_S(Q_{4N(4N-1)^2}), T_S(R(N))] \cap B \left(0, 3 \left(N - \frac{1}{2}\right)\right) = \emptyset \right\}, \quad (4.8)$$

where $R(N) = \exp\{2e^R N^2 + 1\}$ and set

$$B_N = G'_{2N(2N-1)^2} \cap H'_{2N(2N-1)^2} \cap I'_2(2N(2N-1)^2) \cap J'_{2N(2N-1)^2} \cap K'_{2N(2N-1)^2} \cap U'_N. \quad (4.9)$$

Then by the same argument as Lemma 3.8, we obtain the following lemma.

Lemma 4.7. There exists a universal constant $c_8 > 0$ such that

$$P(B^N) \geq c_8^{-1} \exp\{-c_8 N^3 (\log N)\}. \quad (4.10)$$

On the event $B^N$, the first LERW $\gamma_{\infty}$ in Wilson’s algorithm moves through the spiral $\pi$ and its length up to the $j$-th box is bounded below by $C jm^\beta.$
Lemma 4.8. There exist universal constants $c, c', C$ such that for all $m \geq 1$,
\[
P \left( B_U \left( 0, cN^3m^\beta \right) \subset B_\infty \left( 0, \frac{2}{3}Nm \right) \right) \geq C \exp \{-c'N^3(\log N)\}. \tag{4.11}
\]

Once we prove the above lemma, we will obtain Proposition 4.1 as follows.

**Proof of Proposition 4.1.** It follows from (4.11) that
\[
P \left( \left| B_U \left( 0, cN^3m^\beta \right) \right| \leq \frac{8}{27}N^3m^3 \right) \geq C \exp \{-c'N^3(\log N)\}.
\]

Reparameterizing $r = cN^3m^\beta$ and $\lambda = \frac{27}{8}c^{3/\beta}N^{9/\beta - 3}$ yields the result at (4.1). \qed

**Proof of Lemma 4.8.** We may assume that $m$ is sufficiently large for the same reason as [1, Proposition 4.1].

We first take a sequence of subsets of $\mathbb{Z}^3$ including the boundary of $B(0, (2N - 1)m/3)$. For each $k \geq 1$, let $\epsilon_k = N^{-4/3}2^{-k - 10}$, $\eta_k = (15k)^{-1}$ and
\[
A_k = B_\infty \left( 0, \left( \frac{2}{3} + \eta_k \right) \left( 2N - 1 \right) \frac{m}{2} \right) \setminus B_\infty \left( 0, \left( \frac{2}{3} - \eta_k \right) \left( 2N - 1 \right) \frac{m}{2} \right).
\]

We let $D_k \subset \mathbb{Z}^3$ be a subset of $A_k$ such that $A_k \subset \bigcup_{z \in D_k} B(z, (2N - 1)m\epsilon_k)$ and we suppose that $|D_k| \leq C\epsilon_k^{-3}$. Write $k_0$ for the smallest integer satisfying $(2N - 1)m\epsilon_{k_0} < 1$. Note that for sufficiently large $m$, both the inner and outer boundary of $B_\infty(0, \frac{1}{3}(2N - 1)m)$ are contained in $A_{k_0}$.

Moreover, we have $\partial_i B_\infty(0, \frac{1}{3}(2N - 1)m) \subset D_{k_0}$ by the definition of $k_0$.

We begin with performing Wilson’s algorithm in $\bigcup_{j=1}^{2N(2N-1)^2} B_{x_j}$. Let $U_0^N$ be the subtree of the UST constructed in the event $B^N$. Then we follow the same construction of the sequence of subtrees $U_1^N, U_2^N, \ldots, U_{v_0}^N$ as (i)-(iv) in the proof of Lemma 3.7 and end up with the subtree $U^N$, which contains all points in $\bigcup_{j=1}^{2N(2N-1)^2} B(x_j, m/2)$.

Next we consider the hittability of branches in the constructed subtree. We take $z \in D_1$, then there exists $j \in [1, 2, \ldots, 2N(2N - 1)^2]$ such that $z \in B_{x_j}$. Let $\tau_{B_j}$ be the first hitting time of $B(x_j, \lambda^{-2}m)$ and $\sigma_{Q_j}$ be the first exiting time of $B_\infty(x_j, 3m/2)$ by $R^2$, a simple random walk.
started at $z$ and independent of $S$. Then by [22, Proposition 1.5.10], there exists some $p > 0$ such that for all $j \geq 1$ and $z \in B_{x_j}$

$$P^z(\sigma_{Q_j} < \tau_{B_j}) \leq p,$$

(4.12)

holds. We define the event $L(1, z)$ by

$$L(1, z) = \{ \gamma_{U^N}(z, \infty) \text{ exits the cube } B_\infty(z, Nm/100) \text{ before hitting the subtree } U_0^N \},$$

for $z \in D_1$ and suppose that $L(1, z)$ occurs, where $\gamma_{U^N}(y, \infty)$ stands for the unique infinite path of the subtree $U^N$ started at $y$. Then the event $\{ \sigma_{Q_j} < \tau_{B_j} \}$ occurs and by (4.12) its probability is smaller than $p$. By iteration, the number of boxes of side-length $3m/2$ that $R^z$ exist before hitting $U_0^N$ is larger than $N/200$. Hence, by the strong Markov property, it follows that

$$P(L(1, z)) \leq p^{N/200},$$

for all $z \in D_1$. Since $|D_1| \leq C\varepsilon_1^{-3}$, we have that

$$P\left( \bigcap_{z \in D_1} L(1, z)^c \right) \geq 1 - N^4p^{N/200}.$$

We next define the event that guarantees the hittability of branches of $U_k^N$ starting at $z \in D_k$.

For $k \geq 1$ and $x \in D_k$, let

$$I'(k, x, \zeta) = \left\{ P^y_0 \left[ R\left[ 0, T_R(y, (2N - 1)m\varepsilon_k^{1/2}) \right] \cap (U_0^N \cup \gamma_{U^N}(x, U_0^N)) \right] \leq \varepsilon_k^{c_3} \quad \text{for all } y \in B(x, (2N - 1)m\varepsilon_k) \right\}.$$

(4.13)

and $I'(k, \zeta) = \bigcap_{x \in D_k} I'(k, x, \zeta)$. Again by [32, Lemma 3.2], there exist universal constants $c_3 > 0$ and $C < \infty$ such that for all $k \geq 1$, $m \geq 1$, and $x \in D_k$,

$$P_{U^N}(I'(k, x, \zeta)^c) \leq C\varepsilon_k^{c_3}.$$

Combining this with $|D_k| \leq C\varepsilon_k^{-3}$ yields that

$$P_{U^N}(I'(k, \zeta)^c) \leq C\varepsilon_k^{2}.$$

We finally define an event $L(k, z)$ for $k \geq 2$ and $z \in D_k$ by

$$L(k, z) = \{ \gamma_{U^N}(z, \infty) \text{ exits } B(z, (2N - 1)m\varepsilon_k^{1/3}) \text{ before hitting } U_{k-1}^N \},$$

and set $M_1 := B^N \cap (\bigcap_{z \in D_1} L(1, z)^c) \cap I'(1, \zeta_3)$ and $M_k := M_{k-1} \cap (\bigcap_{z \in D_k} L(1, z)^c) \cap I'(k, \zeta_3)$ inductively for $k \geq 2$. Suppose that the event $M_{k-1}$ occurs. The number of boxes of radius $(2N - 1)m\varepsilon_k^{1/2}$ that $R^z$ exits before hitting $U_{k-1}^N$ is larger than $\varepsilon_k^{-1/6}$. By the strong Markov property, it holds that

$$P^z(R^z \text{ exits } B(z, (2N - 1)m\varepsilon_k^{1/3}) \text{ before it hits } U_{k-1}^N) \leq \varepsilon_k^{-1/6} \varepsilon_{k-1}^{-1/6},$$

for some universal constant $c > 0$. Since $|D_k| \leq C\varepsilon_k^{-3}$, we have that

$$P\left( \bigcap_{z \in D_k} L(k, z)^c \bigg| M_{k-1} \right) \geq 1 - C\varepsilon_k^{-3} \varepsilon_{k-1}^{-1/6} \varepsilon_{k-1}^{-1/6},$$

(4.14)
It follows from the argument above that

\[ P(M_1 \mid B^N) \geq 1 - N^{-8/3}, \]

and

\[ P(M_k \mid M_{k-1}) \geq 1 - C\varepsilon_k^2. \]

Hence we can conclude that

\[ P(M_{k_0} \mid B^N) = P(M_1 \mid B^N) \prod_{k=2}^{k_0} P(M_k \mid M_{k-1}) \geq (1 - N^{-8/3}) \prod_{k=1}^\infty (1 - C\varepsilon_k^2) \geq 1 - CN^{-8/3}. \]

On the event \( M_{k_0} \), for all \( y \in U^N \),

\[ d_E(y, D_1) \leq \frac{Nm}{100} + \sum_{k=2}^{k_0} (2N - 1)m\varepsilon_k^{1/6} \leq \frac{Nm}{100} + (2N - 1)m \sum_{k=2}^{k_0} \varepsilon_k^{1/6} \leq \frac{Nm}{50}, \]

i.e. \( \gamma_{U}(y, 0) \) hits the subtree \( U^N_0 \) before it exits the ball centered at \( y \) of radius \( Nm/50 \). Hence we have

\[ d_E(0, y) \geq d_E(0, D_1) - \frac{Nm}{50} \geq \frac{11}{20}(2N - 1)m. \]

Since \( \partial_{i}B_{\infty}(0, \frac{1}{3}(2N - 1)m) \subset D_{k_0} \), \( \gamma_{U}(z, 0) \) hits \( U^N_{k_0} \) before entering \( B_{\infty}(0, \frac{11}{20}(2N - 1)m) \) for all \( z \in B_{\infty}(x, \frac{1}{3}(2N - 1)m) \). By the definition of the spiral \( \pi \), it follows that on the event \( M_{k_0} \),

\[ z \in B_{\infty}\left(0, \frac{1}{3}(2N - 1)m\right)^c \implies d_U(0, z) \geq CN\left(N - \frac{1}{2}\right)^2 m^\beta \]

for some universal constant \( c \), i.e. \( B_U(0, cN(N - \frac{1}{2})^2 m^\beta) \subset B_{\infty}(0, \frac{1}{3}(2N - 1)m) \). By taking \( N \) sufficiently large, we obtain (4.11) for some universal constant \( c' \). \( \square \)

**Theorem 4.9.** \( P \)-a.s.,

\[ \liminf_{r \to \infty} (\log \log r)^{(3-\beta)/\beta} r^{-3/\beta} |B_U(0, r)| = 0. \] (4.15)

**Proof.** Similarly to the proof of upper volume fluctuation in Theorem 3.13, we begin with defining a sequence of scales by

\[ D_i = e^{2^i}, \quad m_i = D_i / (\varepsilon \log i)^{1/3}. \]

Let \( \gamma_{\infty} \) be the infinite LERW started at the origin and \( (S^z)_{z \in \mathbb{Z}^d} \) be the family of independent SRW which is also independent of \( \gamma_{\infty} \). Then by the same argument as obtaining (3.41) and (3.42),

\[ U_i \subset B_{\infty}(0, i^{2M} D_i) \subset B_{\infty}(0, m_{i+1}/2), \] (4.16)

\[ d_U(0, z) \leq i^M D_i^\beta \leq m_{i+1}^\beta \quad \text{for all} \quad z \in U_i, \] (4.17)

holds for large \( i \), almost-surely.

We define an event \( H(i) \) by

\[ H(i) = \bigcap_{j=1}^{i} B^\varepsilon(\log j)^{1/3}, \]
where the event $B_N$ is as defined in (4.9) and at each stage $i$ we rescale by $m = m_i$ and $N = \varepsilon(\log i)^{1/3}$. Then by (3.43), i.e. the “independence up to constant” of $\gamma_{\infty}$, there exists a universal constant $C > 0$ such that for any $i$,

\[
P(H(i + 1) \mid F_i) \geq P(H(i + 1) \mid F_i) 1_{H(i)} \geq CP(B^{(\log(i+1))^{1/3}}) \geq Ce^{-\varepsilon i},
\]

where the last inequality follows from (4.10). Note that on $H(i)$ we have that

\[
|B_d(0, cD_i^3m_i^{\beta-3})| \leq \frac{8}{27}D_i^3.
\]

Finally, the reparameterization $r_i = cD_i^3m_i^{\beta-3}$ yields the result. \qed

### 4.2 Estimates for effective resistance

In order to demonstrate upper heat kernel fluctuations, we need to estimate the effective resistance of balls in the three-dimensional uniform spanning tree. See (2.7) for the definition of effective resistance.

Suppose that the event $B_N$ defined in (4.10) occurs. We give estimates for bounds of the volume and a lower bound of the effective resistance of UST on the event $B_N$.

**Proposition 4.10.** There exists some universal constant $0 < c_0, c_1, c, C < \infty$ and the event $\tilde{M}^N$ with $P(\tilde{M}^N) \geq c_0 \exp\{-c_1N^3 \log N\}$ such that on $\tilde{M}^N$, the followings hold:

\[
|B_d(0, N^3m^\beta)| \leq \frac{1}{4}N^3m^4,
\]

\[
|B_d(0, CN^3m^\beta/(\log N)^{300})| \geq cN^3m^3/(\log N)^{300},
\]

\[
R_{\text{eff}}(x, B_d(0, N^3m^\beta)) \geq cN^3m^3/(\log N)^{300} \text{ for all } x \in B_d(0, cN^3m^3/(\log N)^{300}).
\]

(4.18)

We will apply [19, Proposition 3.2] to bound the heat kernel on $U$ from above. In order to do so, we need to estimate (i) upper bound of the volume of an intrinsic ball $B_d(0, N^3m^\beta)$, (ii) lower bound of the volume of a smaller ball $B_d(0, \varepsilon N^3m^\beta)$ where $\varepsilon$ is some small constant and (iii) lower bound of the effective resistance between $x \in B_d(0, \varepsilon N^3m^\beta)$ and the boundary of the ball $B_d(0, N^3m^\beta)$, which correspond to the three inequalities above.

**Proof.** We set $t_N = N/(\log N)^{100}$ and $L(k) = 2k(2k - 1)^2$. Let $S$ be the SRW started at the origin and recall that events $A_j', B_j', E_j', F_j'$ and $U_N'$ are as defined in (4.2), (4.3), (4.4), (4.5) and (4.8), respectively. We define events $B_N^{(1)}$ and $B_N^{(2)}$ by

\[
B_N^{(1)} = \bigcap_{j=1}^{L(i_N)} \left( A_j' \cap B_j' \cap E_j' \cap F_j' \cap \{B(x_j, \lambda^{-2}m) \subset B_d(x_j, \lambda^{-1}m^\beta) \} \right),
\]

\[
B_N^{(2)} = \left\{ \bigcap_{j=L(i_N)+1}^{L(N)} \left( A_j' \cap B_j' \cap E_j' \cap F_j' \cap \{B(x_j, \lambda^{-2}m) \subset B_d(x_j, \lambda^{-1}m^\beta) \} \right) \right\} \cap U_N'.
\]
It follows from the same argument as Lemma 4.8 that
\begin{align}
\mathbb{P}(B_{(1)}^N) &\geq C \exp\{ -c N^{3}(\log N)^{-299} \}, \\
\mathbb{P}(B_{(2)}^N) &\geq C \exp\{ -c N^{3}(\log N) \},
\end{align}
for some constants $C, c > 0$. Note that $(\log N)^{-299}$ in the lower bound of $\mathbb{P}(B_{(1)}^N)$ is the result of the number of small boxes $l_N$. We need this term in order to avoid the competition between $\mathbb{P}(B_{(1)}^N)$ and a bound for the probability that UST paths branching from $\gamma_{\infty}$ near the origin do not have large length.

Suppose that the event $B_{(1)}^N \cap B_{(2)}^N$ occurs. Then the occurrence of $\bigcap_{j=1}^{L(N)} A'_{j}$ guarantees that the part of $S$ after exiting the $L(l_N)$-th box $B_{x_{L(l_N)}}$ does not go back into $\bigcap_{j=1}^{L(l_N)-1} B_{x_j}$. In particular, $\text{LE}(S[0,t_S(Q_{L(l_N)}(0))])$ and $\text{LE}(S[0,t_S(Q_{L(N)}(0))])$ restricted to $\bigcap_{j=1}^{L(l_N)/2} B_{x_j}$ are exactly the same on $B_{(1)}^N \cap B_{(2)}^N$, where $t_\lambda(Q_j(a))$ is as defined in Definition 4.4.

For each $k \geq 1$, let $\varepsilon_k = N^{-4/3} 2^{-10-k}$, $\eta_k = (30k)^{-1}$ and

$$A_k = B \left( 0, \left( \frac{1}{3} + \eta_k \right) l_N m \right) \setminus B \left( 0, \left( \frac{1}{3} - \eta_k \right) l_N m \right).$$

Write $k_0$ for the smallest integer satisfying $l_N m \varepsilon_k < 1$. Now we take a “$\varepsilon_k$-net” of $A_k$, i.e. let $D_k$ be a set of lattice points in $A_k$ such that $\bigcup_{z \in D_k} B(z, l_N m \varepsilon_k)$ with $|D_k| \leq C \varepsilon_k^{-3}$.

Now we perform Wilson’s algorithm in $\bigcup_{j=1}^{L(N)} B_{x_j}$ to obtain the subtree $U_{k_0}^{L(N)}$ in the same procedure as we did in Lemma 4.8. Note that $U_{k_0}^{L(N)}$ is the union of the infinite LERW $\gamma_{\infty}$ started at the origin and balls $B_{UL}(x_j, \lambda^{-1} m^3)$ constructed in the event $I'_{2N(2N-1)^2}$. For $z \in U_{k_0}^{L(N)}$, let

---

**Figure 18:** The unlike event which we consider in Proposition 4.10. In order to bound the effective resistance from below, we need to consider two properties: (i) paths started at a point in $B_{UL}(0, N^{3} m^{3/2})$ do not enter a smaller ball $B_{UL}(0, N^{3} m^{3/2}/(\log N)^{300})$ and (ii) paths branching from $\gamma_{\infty}$ at a point close to the origin have limited length.
\( \gamma_{U^{L(N)}}(x, \infty) \) be the unique infinite path in \( U_0^{L(N)} \) starting at \( z \). We set \( C_p = 5 \log N / \log(1/p) \) where \( p \) be as defined in (4.12). For \( z \in D_1 \), we define the event \( \overline{L}(1, z) \) by

\[
\overline{L}(1, z) = \left\{ \text{LE}(S^z[0, \tau(U_0^{L(N)})]) \not\subset B(z, C_p m) \right\} \cup \left\{ |\gamma_{U^{L(N)}}(z, U_0^{L(N)})| \geq \frac{N^3}{(\log N)^{10} m^\beta} \right\}.
\]

Then

\[
P \left( \overline{L}(1, z) \mid B_N^{(1)} \cap B_N^{(2)} \right)
\]

\[
\leq P \left( \left| \text{LE}(S^z[0, \tau(U_0^{L(N)})]) \right| \geq \frac{N^3}{(\log N)^{10} m^\beta}, \text{LE}(S^z[0, \tau(U_0^{L(N)})]) \subset B(z, C_p m) \mid B_N^{(1)} \cap B_N^{(2)} \right)
\]

\[
+ P \left( \text{LE}(S^z[0, \tau(U_0^{L(N)})]) \not\subset B(z, C_p m) \mid B_N^{(1)} \cap B_N^{(2)} \right).
\]

(4.21)

Since both of the events we consider in the right-hand side of (4.21) are independent of \( B_N^{(2)} \), we can omit the condition on \( B_N^{(2)} \) from the conditional probabilities in the right-hand side. For the first term, we stop conditioning on \( B_N^{(1)} \) and consider \( \gamma_{U^{L(N)}}(z, \infty) \) as the infinite LERW started at \( z \). Then it follows from [34, Theorem 1.4] and [28, Corollary 1.3] that for some universal constants \( C > 0 \) and \( c > 0 \),

\[
P^z \left( \left| \text{LE}(S^z[0, \tau(U_0^{L(N)})]) \right| \geq \frac{N^3}{(\log N)^{10} m^\beta}, \text{LE}(S^z[0, \tau(U_0^{L(N)})]) \subset B(z, C_p m) \right)
\]

\[
\leq \frac{P^z \left( \left| \text{LE}(S^z[0, \tau(U_0^{L(N)})]) \right| \geq N^3 m^\beta / (\log N)^{10}, \text{LE}(S^z[0, \tau(U_0^{L(N)})]) \subset B(z, C_p m) \right)}{P^z \left( B_N^{(1)} \right)}
\]

\[
\leq C \exp \{-c N^3 (\log N)^{-10-\beta} \},
\]

where the last inequality follows from (4.19). On the other hand, by the independence, the strong Markov property and the hittability of \( U_0^{L(N)} \),

\[
P^z \left( \text{LE}(S^z[0, \tau(U_0^{L(N)})]) \not\subset B(z, C_p m) \mid B_N^{(1)} \cap B_N^{(2)} \right)
\]

\[
\leq p^{-C_p} = N^{-5}.
\]

Thus, we obtain that

\[
P \left( \overline{L}(1, z) \mid B_N^{(1)} \cap B_N^{(2)} \right) \leq N^{-5}.
\]

(4.22)

Next we consider events which guarantees the hittability of each branches in \( U_k^{L(N)} \). For \( \zeta > 0 \), we define an event \( \overline{I}(k, x, \zeta) \) by

\[
\overline{I}(k, x, \zeta) = \left\{ P_R^y \left( R \left[ 0, T_R(y, l_N m \varepsilon_k^{1/2}) \right] \cap (U_0^{L(N)} \cup \gamma_{U^{L(N)}}(x, U_0^{L(N)}) = \emptyset \right) \leq \varepsilon_k^\zeta \right\}
\]

for all \( y \in B(x, l_N m \varepsilon_k) \).

(4.23)

and let \( \overline{I}(k, \zeta) = \bigcap_{x \in D_k} \overline{I}(k, x, \zeta) \). Then by [32, Lemma 3.2], there exist universal constants \( \zeta_4 > 0 \) and \( C < \infty \) such that for all \( k \geq 1, m \geq 1, \) and \( x \in D_k \),

\[
P(\overline{I}(k, x, \zeta_4)) \geq 1 - C \varepsilon_k^5,
\]
which combined with $|D_k| \leq C\varepsilon_k^{-3}$ yields
\begin{equation}
\mathbb{P}(\tilde{I}(k, \zeta)) \geq 1 - C\varepsilon_k^2.
\end{equation}

Finally, let
\begin{align}
\tilde{L}(k, z) &= \left\{ \gamma_{U_k^{(N)}}(z, \infty) \text{ exits } B \left( z, l_N \varepsilon_k^{1/3} \right) \text{ before hitting } U_{k-1}^{(N)} \right\} \\
&\cup \left\{ \left| \gamma_{U_k^{(N)}}(z, U_{k-1}^{(N)}) \right| \geq \varepsilon_k^{1/5} \frac{N^3}{(\log N)^{10}} m^3 \right\},
\end{align}

be the event for the length of the attached branch for each $k \geq 2$ and $z \in D_k$. We set $\tilde{M}_1 = B_N^{(1)} \cap B_N^{(2)} \cap I(1, \zeta_4) \cap (\bigcap_{z \in D_1} \tilde{L}(1, z))$ and $M_k = \tilde{M}_{k-1} \cap I(k, \zeta_4) \cap (\bigcap_{z \in D_k} \tilde{L}(k, z))$ inductively for $k = 2, 3, \ldots, k_0$.

Since $|D_1| \leq CN^4$, it follows from (4.22) that
\begin{equation}
\mathbb{P}(\tilde{M}_1) \geq (1 - N^{-1}) \exp\{-cN^3(\log N)\}.
\end{equation}

By applying the argument for (4.14) again, we have that,
\begin{align*}
\mathbb{P}\left( \gamma_{U_k^{(N)}}(z, \infty) \text{ exits } B \left( z, l_N \varepsilon_k^{1/3} \right) \text{ before hitting } U_{k-1}^{(N)} \mid \tilde{M}_{k-1} \right) &\leq C\varepsilon_k^{-3} \cdot \varepsilon_k^{-1/6} \\
\exp\left\{ -\varepsilon_k^{-3/3+1/4} \cdot \varepsilon_k^{-1/20} \cdot N^3 - \beta (\log N)^9 \right\}.
\end{align*}

Again we stop conditioning on $\tilde{M}_1$ and consider $\gamma_{U_k^{(N)}}(z, \infty)$ as the infinite LERW started at $z$. By [34, Theorem 1.4] and [28, Corollary 1.3],
\begin{align*}
\mathbb{P}(\tilde{L}(2, z) \mid \tilde{M}_1) &\leq \mathbb{P}\left( \gamma_{U_k^{(N)}}(z, U_1^{(N)}) \subset B \left( z, l_N \varepsilon_k^{1/3} \right) \cap \left\{ \left| \gamma_{U_k^{(N)}}(z, U_1^{(N)}) \right| \geq \varepsilon_k^{1/5} \frac{N^3}{(\log N)^{10}} m^3 \right\} \mid \tilde{M}_1 \right) \\
&+ C\varepsilon_k^{-3} \cdot \varepsilon_k^{-1/6} \\
&\leq \exp\left\{ -\varepsilon_k^{-3/3+1/4} \cdot \varepsilon_k^{-1/20} \cdot N^3 - \beta (\log N)^9 \right\} + C\varepsilon_k^{-3} \cdot \varepsilon_k^{-1/6} \\
&\leq \exp\left\{ -\varepsilon_k^{-1/12} N^3 (\log N)^9 \right\}.
\end{align*}

Combining this with (4.24), we obtain
\begin{equation}
\mathbb{P}(\tilde{M}_2 \mid \tilde{M}_1) \geq 1 - C\varepsilon_k^2,
\end{equation}

and by iteration, we have that $\mathbb{P}(\tilde{M}_k \mid \tilde{M}_{k-1}) \geq 1 - C\varepsilon_k^2$. Hence we can conclude that
\begin{align*}
\mathbb{P}(\tilde{M}_{k_0}) &= \mathbb{P}(\tilde{M}_1) \prod_{k=2}^{k_0} \mathbb{P}(\tilde{M}_k \mid \tilde{M}_{k-1}) \\
&\geq (1 - N^{-1}) \exp\{-cN^3 \log N\} \prod_{k=1}^\infty (1 - C\varepsilon_k^2) \\
&\geq C \exp\{-cN^3 \log N\},
\end{align*}
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for some universal constant $c, c > 0$. On the event $\widetilde{M}_{k_0}$, we have that there exists some universal constant $C > 0$ such that for all $z \in \partial B(0, Nm/3(\log N)^{100})$, $d_U(0, z) \leq C N^3 m^\beta / (\log N)^{10}$ holds.

Once we construct $U_0^{L(N)}$, we proceed with Wilson’s algorithm. This time, in the same argument as for (3.28), we have that conditioned on $\widetilde{M}_{k_0}$, with conditional probability larger than some universal constant $c > 0$, $d_U(0, z) \leq C N^3 m^\beta / (\log N)^{10}$ holds for all $z \in B(0, Nm/3(\log N)^{100})$.

Finally, we consider “$\varepsilon_k$-net” of annuli around the boundary of $B(0, Nm)$ and repeat the argument of Lemma 4.8. Then we have that there exist universal constants $0 < C, C', c, c' < \infty$ and an event $\widetilde{M}_N$ with $P(\widetilde{M}_N) \geq C \exp\left\{ -c N^3 \log N \right\}$, such that the following statements hold:

1. $|B_U(0, C N^3 m^\beta / (\log N)^{300})| \geq c N^3 m^\beta / (\log N)^{300}$,
2. $\gamma_U(z, \gamma_\infty) \not\subseteq B(0, c_2 l_N m)$ for all $z \in B(0, l_N m / 3)$,
3. $d_U(0, z) \leq C_2 N^3 m^\beta / (\log N)^{10}$ for all $z \in B(0, l_N m / 3)$,
4. $|B_U(0, N^3 m^\beta)| \leq \frac{1}{4} N^3 m^3$.

We bound the effective resistance $R_{\text{eff}}(0, B_U(N^3 m^\beta))$ from below. By (2), points outside the Euclidean ball $B(0, l_N m / 3)$ is connected to the spiral $\gamma_\infty$ outside the smaller ball $B(0, c_2 l_N m)$. Combining this with (3), all the paths on $U$ connecting the origin and $B_U(0, C_2 N^3 m^\beta / (\log N)^{10})$ contains the part of $\gamma_\infty$ inside the $B(0, c_2 l_N m)$. By the series law of effective resistance (see for example [26], section 2.3), we have that $R_{\text{eff}}(0, B_U(0, N^3 m^\beta)) \geq c_3 N^3 m^\beta / (\log N)^{300}$ for some universal constant $c_3 > 0$. Thus we have $R_{\text{eff}}(x, B_U(0, N^3 m^\beta)) \geq c_3 N^3 m^\beta / (\log N)^{300}$ for all $x \in B(0, c_3 N^3 m^\beta / 2(\log N)^{300})$, which completes the proof.

5 Heat kernel fluctuations

In this section, we will show Theorem 1.2, quenched heat kernel fluctuations for the three-dimensional UST. We start with lower fluctuations and then move on to upper fluctuations.

Recall that $p_U^M$ stands for the quenched heat kernel defined in (2.6).

**Theorem 5.1.** $P$-a.s.,

$$\lim_{n \to \infty} \inf (\log \log n)^{\frac{\theta - 1}{1 + \theta}} n^{\frac{1}{1 + \theta}} p_{2n}^U(0, 0) = 0. \quad (5.1)$$

**Proof.** By [4, Theorem 4.1], we have that

$$p_{2r|B_U(0,r)}^U(0,0) \leq \frac{2}{|B_U(0,r)|},$$

for any realisation of $U$. Let $t_n = n|B_U(0, n)|$ and $u_n = n^{-3/\beta} |B_U(0, n)|$, then we have

$$p_{2t_n}^U(0,0) \leq \frac{2}{|B_U(0,0)|} = \frac{2}{t_n^{3/(3+\beta)} u_n^{-3/(3+\beta)} |B(0,n)|^{\beta/(3+\beta)}} = 2t_n^{-3/(3+\beta)} u_n^{\frac{3}{3+\beta}}.$$  

By (3.39), $u_n^{\frac{3}{3+\beta}} > (\log \log n)^{\frac{\theta - 1}{1 + \theta}}$ infinitely often, almost surely, which completes the proof. \hfill \Box

**Remark 5.2.** We proved the existence of some exponent of log-logarithmic term which causes lower heat kernel fluctuation. However, The exponent $\frac{\beta - 1}{3 + \beta}$ of the log-logarithmic term of $p_{2n}^U$ which appears in (5.1) is not necessarily a sharp estimate. The critical exponent of the log-logarithmic term has not been obtained even in the critical Galton-Watson tree case.
Proposition 5.3. There exists some constant \( \alpha > 0 \) such that \( \mathbb{P} \)-a.s.,
\[
\limsup_{n \to \infty} (\log \log)^{-\alpha} n^{\frac{3}{3+\beta}} p_{2n}(0,0) = \infty.
\] (5.2)

Proof. Let
\[
N_i = (4/c_{10})^{1/3} (\log i)^{1/4}, \quad m_i = c^{i^2/N_i},
\]
where \( c_{10} \) is as in the statement of Proposition 4.10. We follow the construction of a subtree of \( \mathcal{U} \) in \( B_\infty(0, N_im_i) \) given in the proof of Proposition 4.10. First, let \( \gamma_\infty \) be the infinite LERW started at the origin. Then at stage \( i \) \( (i \geq 1) \), we use all vertices in \( B_\infty(0, N_im_i) \) and write \( \mathcal{U}_i \) for the obtained tree. Similarly to (3.41), we have good separation of scales. By Proposition 4.10, conditioned on \( \mathcal{U}_{i-1} \), the event \( \tilde{M}^{N_i} \) occurs with conditional probability greater than \( \varepsilon \). Now we apply [19, Proposition 3.2] to this \( \mathcal{U}_i \). We set \( R = N_i^{\beta}m_i^\beta \), \( \lambda = 1 \) and \( \varepsilon = c/4(\log N_i)^{300} \) where \( c \) is as given in (4.18). Let \( r : [0, \infty] \to [0, \infty] \) be \( r(x) = x \). Then by Proposition 4.10, we can set \( m \) (which appears in [19, Proposition 3.2]) by \( m = c(\log N_i)^{-300} \). Plugging these into (3.6) of [19], we have
\[
\sum_{i} c_i \exp\{-c_i 0N_i^3 (\log N_i)\} \geq \sum_{i} i^{-1} = \infty,
\]
by the conditional Borel-Cantelli lemma, we obtain the lower bound (5.2). \( \square \)
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